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Kapitola 1
U´vod
Rˇesˇen´ı proble´mu komunikace cˇloveˇka s pocˇ´ıtacˇem ma´ dlouhou historii a v soucˇasne´
dobeˇ je jednou z nejaktua´lneˇjˇs´ıch discipl´ın umeˇle´ inteligence. Nelze ovsˇem rˇ´ıci, zˇe tato
cˇinnost souvis´ı pouze s t´ımto oborem, nebot’ v sobeˇ zahrnuje i dalˇs´ı veˇdn´ı discipl´ıny,
naprˇ´ıklad akustiku, fonetiku, teorii informace, zpracova´n´ı signa´l˚u, rozpozna´va´n´ı ob-
raz˚u a dalˇs´ı azˇ po matematickou lingvistiku a porozumeˇn´ı.
Tato pra´ce se bude zaby´vat u´lohou automaticke´ho rozpozna´va´n´ı souvisle mluvene´
rˇecˇi. Jej´ım c´ılem je zpracovat rˇecˇovy´ signa´l produkovany´ rˇecˇn´ıkem a prˇiˇradit mu
text odpov´ıdaj´ıc´ı dane´ promluveˇ. Rˇesˇen´ı te´to problematiky je slozˇite´ z na´sleduj´ıc´ıch
d˚uvod˚u:
• stejnou promluvu vyslov´ı kazˇdy´ rˇecˇn´ık jinak
• stejnou promluvu vyslov´ı stejny´ rˇecˇn´ık pokazˇde´ jinak
• jednotlive´ cˇa´sti promluvy mohou by´t vysloveny r˚uzneˇ rychle
• nelze jednodusˇe stanovit zacˇa´tek a konec jednotlivy´ch slov
• soucˇasneˇ s promluvou jsou sn´ıma´ny rusˇive´ zvuky – sˇum
Cely´ syste´m rozpozna´va´n´ı je slozˇen z neˇkolika za´kladn´ıch blok˚u. Tato pra´ce
se bude zaby´vat rˇesˇen´ım pouze urcˇite´ cˇa´sti tohoto syste´mu, a to jazykovy´m mode-
lova´n´ım. Nebude se zaby´vat obecny´m diktovac´ım syste´mem. Specializace diktovac´ıch
1. U´vod 11
syste´mu˚ na konkre´tn´ı oblast umozˇnˇuje definovat a prˇipravit syste´m vhodneˇji pro
uzˇivatele z pohledu pouzˇit´ı i prˇesnosti rozpozna´va´n´ı. Pra´ce je soucˇa´st´ı prˇipravovane´ho
specializovane´ho syste´mu rozpozna´va´n´ı rˇecˇi pro soustavu soud˚u v Cˇeske´ republice
pro diktova´n´ı soudn´ıch rozhodnut´ı.
Disertacˇn´ı pra´ce je rozdeˇlena do neˇkolika cˇa´st´ı. V prvn´ı cˇa´sti je strucˇneˇ popsa´n
syste´m rozpozna´va´n´ı rˇecˇi. Po samostatne´ kapitole, ktera´ je veˇnova´na c´ıl˚um disertace,
na´sleduj´ı dveˇ cˇa´sti zaby´vaj´ıc´ı jazykovy´m modelova´n´ım. Pa´ta´ cˇa´st obsahuje detailn´ı
popis rˇesˇene´ u´lohy a navrhuje mozˇny´ postup jej´ıho rˇesˇen´ı. Za´veˇrecˇna´ cˇa´st disertace
popisuje soubor experiment˚u ty´kaj´ıc´ıch se pouzˇit´ı navrzˇene´ho postupu a diskutuje
vy´sledky experiment˚u.
Kapitola 2
Obecna´ u´loha rozpozna´va´n´ı rˇecˇi
Pro u´lohu rozpozna´va´n´ı rˇecˇi bylo navrzˇeno v´ıce zp˚usob˚u rˇesˇen´ı. Od padesa´ty´ch let se
uplatnˇovaly metody zalozˇene´ na porovna´va´n´ı vzor˚u, tzv. template matching. Tato
skupina metod se zejme´na uplatnˇovala v syste´mech pro rozpozna´va´n´ı izolovany´ch
slov.
Od osmdesa´ty´ch let se v hojne´ mı´ˇre vyuzˇ´ıva´ tzv. statisticky´ prˇ´ıstup, ktery´ zat´ım
prˇina´sˇ´ı nejlepsˇ´ı vy´sledky. Prvn´ım pokusy se statisticky´m prˇ´ıstupem jsou prezentova´ny
od sedmdesa´ty´ch let, ale azˇ syste´m rozpozna´va´n´ı rˇecˇi od spolecˇnosti IBM prˇinesl
velky´ u´speˇch statisticky´ch metod.
Ve statisticky´ch metoda´ch jsou slova a cele´ promluvy modelova´ny pomoc´ı tzv.
Markovovy´ch model˚u. Nejcˇasteˇji jsou konstruova´ny skryte´ Markovovy modely sub-
slovn´ıch jednotek a promluva je modelova´na zrˇeteˇzen´ım teˇchto subslovn´ıch model˚u.
Pro pouzˇit´ı statisticky´ch metod je potrˇeba velke´ho mnozˇstv´ı dat, ze ktere´ho
mu˚zˇeme statisticky odvodit obecneˇjˇs´ı za´veˇry, ktere´ se pak budou vztahovat nejen na
dosud pozorovana´ data, ale i na data nova´, prˇedlozˇena´ pro rozpozna´va´n´ı.
U´lohu rozpozna´va´n´ı lze popsat jako syste´m tvorˇeny´ rˇecˇn´ıkem – cˇloveˇkem a roz-
pozna´vacˇem – pocˇ´ıtacˇem, jezˇ jsou spojeny akusticky´m kana´lem, viz obra´zek 2.1.
Rˇecˇn´ık ve sve´ mysli generuje posloupnost slov, kterou na´sledneˇ vyslovuje pomoc´ı
artikulacˇn´ıch orga´n˚u a je reprezentova´na zvukovy´m signa´lem. Funkc´ı rozpozna´vacˇe
je zachytit dany´ zvukovy´ signa´l, zpracovat ho akusticky´m procesorem na vektor
prˇ´ıznak˚u O, ktery´ je potom prˇeveden na prˇedpokla´danou posloupnost slov jazy-
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Obra´zek 2.1: Akusticky´ kana´l
kovy´m dekode´rem.
2.1 Formulace u´lohy
Oznacˇme W = {w1, w2, . . . , wN} posloupnost slov wi, i = 1, . . . , N , vysloveny´ch
rˇecˇn´ıkem patrˇ´ıc´ıch do pevne´ho a zna´me´ho slovn´ıku V . Rˇecˇovy´ signa´l odpov´ıdaj´ıc´ı te´to
posloupnosti slov je syste´mem automaticke´ho rozpozna´va´n´ı nejprve konvertova´n na
cˇasovou posloupnost vektor˚u prˇ´ıznak˚u O = {o1, o2, . . . , oT}, kde ot je vektor prˇ´ıznak˚u
odpov´ıdaj´ıc´ı t-te´mu mikrosegmentu promluvy. C´ılem je nale´zt posloupnost slov Wˆ ,
ktera´ maximalizuje aposteriorn´ı pravdeˇpodobnost P (W |O), tj. nejpravdeˇpodobneˇjˇs´ı
posloupnost slov pro danou akustickou informaci O.
Wˆ = arg max
W
P (W |O) (2.1)
Pouzˇit´ım Bayesova pravidla dostaneme
Wˆ = arg max
W
P (W )P (O|W )
P (O)
(2.2)
kde P (W ) je apriorn´ı pravdeˇpodobnost, zˇe rˇecˇn´ık vyslov´ı sekvenci slov W , P (O|W )
je pravdeˇpodobnost, zˇe prˇi vysloven´ı posloupnosti W bude generova´na posloupnost
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vektor˚u prˇ´ıznak˚u a P (O) je pravdeˇpodobnost, zˇe bude pozorova´na posloupnost O.
Protozˇe P (O) je pro dany´ akusticky´ signa´l konstantn´ı, mu˚zˇeme mı´sto maximalizace
zlomku na prave´ straneˇ rovnice (2.2) maximalizovat jenom jeho cˇitatel. Takzˇe snahou
dekode´ru je nale´zt sekvenci slov, ktera´ splnˇuje:
Wˆ = arg max
W
P (W )P (O|W ) (2.3)
2.2 Dekompozice na podu´lohy
U´lohu rozpozna´va´n´ı lze dekomponovat na podu´lohy, jak je zna´zorneˇno na obra´zku
2.2. Blokove´ sche´ma naznacˇuje, jak na sebe jednotlive´ cˇa´sti navazuj´ı.
Akusticka´ analy´za
Na vstupu je akusticky´ procesor, ktery´ prˇeva´d´ı rˇecˇovy´ signa´l na cˇasovou posloupnost
vektor˚u. Toto zpracova´n´ı se prova´d´ı metodou melovsky´ch frekvencˇn´ıch kepstra´ln´ıch
koeficient˚u, tzv. MFCC, nebo percepcˇn´ıch prediktivn´ıch koeficient˚u, tzv. PLP, ktere´
jsou odvozeny od subjektivn´ıho vn´ıma´n´ı zvuku cˇloveˇkem, nebo . Sˇ´ıˇrka slysˇitelne´ho
pa´sma je rozdeˇlena na r˚uzneˇ dlouhe´ u´seky. Pro kazˇdy´ tento u´sek je pouzˇit pa´smovy´
filtr s r˚uzny´m zes´ılen´ım. Obvykle se pouzˇ´ıva´ trˇina´ct filtr˚u. Takto z´ıskana´ cˇasova´ po-
sloupnost vektor˚u jde na vstup jazykove´ho dekode´ru a da´le je zpracova´na jazykovy´m
dekode´rem, ktery´ prova´d´ı vlastn´ı rozpozna´va´n´ı.
Akusticky´ model
C´ılem akusticke´ho modelu je poskytnout co nejprˇesneˇjˇs´ı odhad pravdeˇpodobnosti
P (O|W ), tj. pravdeˇpodobnosti pozorova´n´ı posloupnosti O za prˇedpokladu, zˇe byla
vyslovena posloupnost slov W . Je vyuzˇ´ıva´no tzv. skryty´ch Markovovy´ch model˚u.
Konstrukce klasifika´toru vycha´z´ı z prˇedstavy o vytva´rˇen´ı rˇecˇi a je zalozˇena na
modelova´n´ı rˇecˇove´ho signa´lu pomoc´ı Markovova procesu. Prˇi tomto procesu jsou
generova´ny dveˇ vza´jemneˇ sva´zane´ cˇasove´ posloupnosti na´hodny´ch promeˇnny´ch, a to
podp˚urny´ Markov˚uv rˇeteˇzec, ktery´ je posloupnost´ı konecˇne´ho pocˇtu stav˚u a rˇeteˇzec
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Obra´zek 2.2: Blokove´ sche´ma rozpozna´va´n´ı
konecˇne´ho pocˇtu spektra´ln´ıch vzor˚u. Pro jednotlive´ spektra´ln´ı vzory jsou vytvorˇeny
na´hodne´ funkce, ktere´ pravdeˇpodobnostneˇ ohodnocuj´ı vztah teˇchto vzor˚u ke vsˇem
stav˚um. V diskre´tn´ıch cˇasovy´ch okamzˇic´ıch je proces v jedine´m stavu. Markov˚uv
rˇeteˇzec pak meˇn´ı stavy podle sve´ matice pravdeˇpodobnost´ı prˇechodu. Pozorovatel
vid´ı jen vy´stup na´hodny´ch funkc´ı a nemu˚zˇe pozorovat stavy podp˚urne´ho Markovova
rˇeteˇzce, odtud termı´n skryty´ Markov˚uv model (Hidden Markov Model – HMM).
Prˇi modelova´n´ı rˇecˇi se pouzˇ´ıvaj´ı tzv. levo-prave´ Markovovy modely, ktere´ jsou
prˇedevsˇ´ım vhodne´ pro modelova´n´ı proces˚u, jejichzˇ vy´voj je spojen s postupuj´ıc´ım
cˇasem. Za´kladn´ı vlastnost´ı je, zˇe s nar˚ustaj´ıc´ım cˇasem docha´z´ı k prˇechod˚um ze stav˚u
s nizˇsˇ´ımi indexy do stav˚u s vysˇsˇ´ımi indexy nebo k setrva´n´ı ve stejne´m stavu. Pr˚uchod
modelem je tedy zleva doprava.
Tre´nova´n´ı teˇchto model˚u prob´ıha´ veˇtsˇinou na trifo´nech, cozˇ je na´zev pro fone´m
s levy´m a pravy´m kontextem. Procesem tre´nova´n´ı se nastav´ı hodnoty variance
a strˇedn´ı hodnoty na´hodny´ch funkc´ı a matice prˇechod˚u mezi stavy. Vyuzˇ´ıva´ se
Viterbiova a Baum-Welchova algoritmu. V za´veˇru tre´nova´n´ı se metodou shlukova´n´ı
pomoc´ı rozhodovac´ıch stromu˚ sva´zˇou podobne´ stavy model˚u trifo´n˚u a doc´ıl´ı se t´ım
robustneˇjˇs´ıch odhad˚u parametr˚u.
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Jazykovy´ model
U´kolem jazykove´ho modelu je nale´zt apriorn´ı pravdeˇpodobnost P (W ), zˇe rˇecˇn´ık chce
vyslovit posloupnost slov W . Takovou pravdeˇpodobnost je nutne´ spocˇ´ıtat pro kazˇdou
mozˇnou posloupnost slov W . Tato pra´ce se bude zaby´vat nejpouzˇ´ıvaneˇjˇs´ım typem
jazykove´ho modelova´n´ı – statisticky´mi jazykovy´mi modely jejichzˇ parametry jsou
z´ıska´va´ny z velky´ch textovy´ch korpus˚u.
P (w1 . . . wk) = P (w1)P (w2|w1) . . . P (wk|w1 . . . wk−1) =
K∏
k=1
P (wk|w1 . . . wk−1) (2.4)
Jazykovy´m modelova´n´ım se podrobneˇ zaby´vaj´ı na´sleduj´ıc´ı kapitoly te´to pra´ce.
Prohleda´vac´ı strategie
Prohleda´vac´ı strategie neboli deko´dova´n´ı ma´ za u´kol z posloupnosti pozorova´n´ı O
a pravdeˇpodobnost´ı P (O|W ) a P (W ) nale´zt podle krite´ria maxima´ln´ı aposteriorn´ı
pravdeˇpodobnosti (MAP) takovou posloupnost slov Wˆ , pro kterou soucˇin P (O|W )
a P (W ) naby´va´ maxima´ln´ı hodnoty, viz rovnice (2.3). Pravdeˇpodobnosti P (O|W )
a P (W ) jsou zna´me´ funkce, jejichzˇ hodnoty je mozˇne´ pro libovolnou posloupnost
slov W urcˇit vy´pocˇtem. Neˇkdy je u´loha deko´dova´n´ı zobecneˇna na u´lohu nalezen´ı
v´ıce nezˇ jedne´ jedne´ posloupnosti slov Wˆ . Pak mluv´ıme o hleda´n´ı N nejlepsˇ´ıch
posloupnost´ı slov vyhovuj´ıc´ıch vztahu (2.3), tzv. N–best.
Deko´dovac´ı algoritmus, ktery´ by provedl u´plne´ prohleda´n´ı vsˇech posloupnost´ı slov
W , nen´ı mozˇne´ prove´st z d˚uvodu velke´ vy´pocˇetn´ı na´rocˇnosti i pro relativneˇ male´
u´lohy. Algoritmy pro deko´dova´n´ı vycha´zej´ı z teorie graf˚u. Akusticky´ i jazykovy´ model
lze vyja´drˇit ohodnoceny´m orientovany´m grafem a lze uplatnit princip dynamicke´ho
programova´n´ı. Nejcˇasteˇji se vyuzˇ´ıva´ Viterbi˚uv algoritmus, ktery´ je vlastneˇ proble´mem
hleda´n´ı cesty s nejmensˇ´ı cenou v ohodnocene´m grafu tvorˇene´m s´ıt´ı s konecˇny´m
pocˇtem stav˚u.
Obecneˇ se daj´ı dekode´ry deˇlit podle neˇkolika krite´ri´ı. Prˇi implementaci syste´mu
rozpozna´va´n´ı rˇecˇi je vzˇdy trˇeba zohlednit neˇkolik hledisek. Uvedeme jen neˇktere´,
v´ıce v [35].
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• Krite´rium hleda´n´ı se pouzˇ´ıva´ bud’ Viterbiho nebo MAP, ktere´ hleda´ skutecˇneˇ
nejpravdeˇpodobneˇjˇs´ı posloupnost slov, jej´ızˇ pravdeˇpodobnost je da´na soucˇtem
pravdeˇpodobnost´ı vsˇech posloupnost´ı stav˚u, ktere´ posloupnost slov reprezen-
tuj´ı.
• Pocˇet vy´sledny´ch hypote´z mu˚zˇe by´t jedna nebo N , tedy jedna nejpravdeˇpo-
dobneˇjˇs´ı nebo seznam, prˇ´ıpadneˇ graf, neˇkolika nejlepsˇ´ıch hypote´z.
• Pocˇet pr˚uchod˚u hleda´n´ı. Prˇi v´ıcepr˚uchodove´m hleda´n´ı se pouzˇ´ıva´ vy´sledek
N nejlepsˇ´ıch hypote´z prvn´ıho pr˚uchodu. Da´le jsou zpracova´ny prˇesneˇjˇs´ım
jazykovy´m i akusticky´m modelem.
• Velikost slovn´ıku je d˚ulezˇita´ kv˚uli optimalizaci struktur stavove´ho prostoru.
Za´kladn´ım c´ılem dekode´ru je co nejv´ıce sn´ızˇit pocˇet vy´pocˇetn´ıch operac´ı prˇi rˇesˇen´ı
rovnice (2.3). Pokud deko´dova´n´ı zarucˇ´ı nalezen´ı nejpravdeˇpodobneˇjˇs´ı posloupnosti
slov Wˆ , prohleda´vac´ı strategie se nazy´va´ strategi´ı optima´ln´ı. Ukazuje se ale, zˇe nen´ı
mozˇne´ dosa´hnout prˇijatelne´ doby rˇesˇen´ı pro u´lohy s velky´mi slovn´ıky prˇi dodrzˇen´ı
pozˇadavku optima´ln´ıho rˇesˇen´ı. Proto je prohleda´vac´ı strategie deko´dova´n´ı te´meˇrˇ vzˇdy
suboptima´ln´ı. Suboptima´ln´ı prohleda´vac´ı strategie pouzˇ´ıva´ k nalezen´ı rychle´ho
rˇesˇen´ı vhodne´ heuristiky, nicme´neˇ nalezen´ı globa´lneˇ nejlepsˇ´ıho rˇesˇen´ı nezarucˇuje.
Hlavn´ım c´ılem deko´dovan´ı je pak dosa´hnout co nejlepsˇ´ıho kompromisu mezi rychlost´ı
rˇesˇen´ı a prˇesnost´ı rˇesˇen´ı.
Kapitola 3
C´ıle disertacˇn´ı pra´ce
Statisticke´ jazykove´ modelova´n´ı je jednou z d˚ulezˇity´ch soucˇa´st´ı syste´mu˚ pro roz-
pozna´va´n´ı rˇecˇi. V modern´ıch diktovac´ıch syste´mech se vyzˇaduje maxima´ln´ı prˇesnost
rozpozna´va´n´ı, kterou lze vy´razneˇ ovlivnit zvoleny´m jazykovy´m modelem. Obecne´
diktovac´ı syste´my nejsou te´meˇrˇ pouzˇ´ıva´ny a vzˇdy se dany´ syste´m prˇizp˚usobuje dik-
tovane´mu oboru, naprˇ´ıklad pra´vnicke´ a le´karˇske´ texty. Toto prˇizp˚usoben´ı ma´ velky´
vliv na prˇesnost rozpozna´va´n´ı a komfort pouzˇ´ıva´n´ı diktovac´ıch syste´mu˚. Prˇesto i prˇi
zvolen´ı konkre´tn´ıch obor˚u z˚usta´vaj´ı cˇa´sti textu, pro ktere´ nelze statistiku veˇrohodneˇ
z´ıskat nebo odhadnout. V pra´vnicky´ch textech jde o jme´na osob, na´zvy s´ıdel a ulic
nebo jme´na firem a spolecˇnost´ı. Tato slova se nacha´zej´ı v tre´novac´ıch textech, ovsˇem
v prˇ´ıliˇs rˇ´ıdke´m pocˇtu, zˇe nelze pouzˇ´ıvany´mi metodami z´ıskat jazykovy´ model pro
spra´vne´ rozpozna´n´ı te´to mnozˇiny slov. Veˇtsˇina slov z te´to mnozˇiny se v tre´novac´ıch
textech v˚ubec nevyskytla, proto nejsou v jazykovy´ch modelech v˚ubec uvazˇova´na.
Doplneˇn´ı cele´ te´to mnozˇiny jazykove´ho modelu a nastaven´ı modelu pro spra´vne´ roz-
pozna´va´n´ı bude hlavn´ım c´ılem te´to disertacˇn´ı pra´ce. C´ılem nebude zlepsˇen´ı prˇesnosti
rozpozna´va´n´ı diktovac´ıho syste´mu jako celku, ale pouze zlepsˇen´ı rozpozna´va´n´ı zvolene´
omezene´ mnozˇiny slov prˇi minima´ln´ım negativn´ım vlivu na spra´vnost rozpozna´va´n´ı
zbyle´ho textu.
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3.1 Dı´lcˇ´ı c´ıle pra´ce
1. Prostudovat a popsat standardn´ı postupy tvorby jazykovy´ch model˚u uzˇ´ıvany´ch
v syste´mech rozpozna´va´n´ı rˇecˇi.
2. Detailneˇ prostudovat a popsat metody jazykove´ho modelova´n´ı pro doplnˇova´n´ı
slovn´ıku rozpozna´va´n´ı. Z dostupny´ch publikovany´ch vy´sledk˚u zjistit jaky´ch
bylo dosahova´no zlepsˇen´ı oproti standardn´ımu postupu a na jaky´ch u´loha´ch.
3. Navrhnout a oveˇrˇit metodu pro vhodne´ doplnˇova´n´ı slov do rozpozna´vac´ıho
slovn´ıku a nastaven´ı pravdeˇpodobnost´ı modelu.
4. Prove´st experimenty s rozpozna´va´n´ım namluvene´ rˇecˇi na maxima´ln´ım mnozˇstv´ı
r˚uzny´ch dostupny´ch dat.
5. Vy´sledkem pra´ce byl meˇl by´t postup pro obohacen´ı jazykove´ho modelu dik-
tovac´ıho syste´mu o slova specificky´ch skupin vcˇetneˇ co nejlepsˇ´ıho nastaven´ı
pravdeˇpodobnost´ı pro jejich spra´vne´ rozpozna´va´n´ı prˇi minima´ln´ım ovlivneˇn´ı
spra´vnosti rozpozna´va´n´ı cele´ho syste´mu.
Kapitola 4
Statisticke´ jazykove´ modely
V te´to cˇa´sti budou popsa´ny za´kladn´ı principy prˇi tvorbeˇ jazykovy´ch model˚u zalozˇe-
ny´ch prˇeva´zˇneˇ na n-gramech. V modelova´n´ı jazyka je trˇeba uva´zˇit, zˇe kazˇdy´ jazyk ma´
sve´ za´konitosti a vlastnosti. Nejd˚ulezˇiteˇjˇs´ımi jsou zrˇejmeˇ pouzˇ´ıvany´ slovn´ık dany´m
jazykem a pravidla rˇeteˇzen´ı slov do veˇtny´ch celk˚u. Kazˇde´mu slovu ve slovn´ıku je
mozˇne´ prˇiˇradit vy´slovnost nebo dokonce neˇkolik variant vy´slovnosti a t´ım jsou urcˇeny
posloupnosti fone´mu˚ v dane´m jazyce. Soubor teˇchto vlastnost´ı tedy prˇesneˇ urcˇuje
jaky´ jazyk bude syste´mem pro rozpozna´va´n´ı rˇecˇi prˇij´ıma´n a je zrˇejme´, zˇe jazykovy´
model nen´ı nikdy obecneˇ nastaven na vsˇechny mozˇne´ situace, ve ktery´ch se rˇecˇn´ık
mu˚zˇe nacha´zet. Konkre´tn´ı jazykovy´ model bere v u´vahu cely´ kontext promluvy, ktery´
popisuje mnoha atributy, naprˇ´ıklad jazyk, te´ma, u´mysl rˇecˇn´ıka vy´znam sdeˇlen´ı, stav
dialogu, rˇecˇn´ıkovu na´ladu a dalˇs´ı.
Principem jazykove´ho modelova´n´ı je snaha odhadnout pravdeˇpodobnost P (W )
kazˇde´ posloupnosti slov W = (w1, w2, . . . , wk). Prˇi vyuzˇit´ı dostatecˇneˇ velke´ho tex-
tove´ho korpusu lze parametry modelu odhadnout z cˇetnost´ı jednotlivy´ch posloup-
nost´ı slov v textu. Nejjednodusˇsˇ´ım prˇ´ıstupem by bylo prˇiˇradit kazˇde´mu slovu stej-
nou pravdeˇpodobnost. Tedy naprˇ´ıklad prˇi velikosti slovn´ıku sto tis´ıc slov, by byla
pravdeˇpodobnost kazˇde´ho slova 1
100 000
. C´ılem je ovsˇem odhadnout pravdeˇpodobnost
le´pe. Je zrˇejme´, zˇe cˇloveˇk doka´zˇe urcˇit slovo nebo skupinu slov, ktera´ budou pravdeˇpo-
dobneˇ na´sledovat po slysˇene´ sekvenci a naopak vyrˇadit z te´to skupiny slova ma´lo
pravdeˇpodobna´.
Prˇedpokla´dejme kompletn´ı posloupnost slov W = (w1, w2, . . . , wk), alternativneˇ
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mu˚zˇeme oznacˇit wn1 . Za prˇedpokladu, zˇe kazˇde´ slovo je na spra´vne´m mı´steˇ a je
neza´visly´m jevem, lze zapsat
P (w1, w2, . . . , wk) (4.1)
Pouzˇit´ı pravidla pro zrˇeteˇzen´ı pravdeˇpodobnosti:
P (wn1 ) = P (w1, w2, . . . , wk) = P (w1)P (w2|w1)P (w3|w21) . . . P (wn|wn−11 ) = (4.2)
=
n∏
k=1
P (wk|wk−11 )
Tento rozklad je vhodny´ pro praktickou implementaci jazykove´ho modelu v
u´loze deko´dova´n´ı. Umozˇn´ı rozpozna´vat posloupnost slov jizˇ v pr˚ubeˇhu jej´ıho vy-
slovova´n´ı a urcˇovat pravdeˇpodobnosti P (wk1) pro u´cˇely deko´dova´n´ı postupneˇ pomoc´ı
jizˇ vypocˇteny´ch P (wk−11 ). V praxi se cˇasto zava´d´ı kromeˇ slov i symbol pro konec a
zacˇa´tek veˇt. Promluva W tedy mu˚zˇe obsahovat celou promluvu s neˇkolika veˇtami s
informac´ı o jejich zacˇa´tku a konci.
Pro konstrukci jazykove´ho modelu pozˇadujeme znalost apriorn´ıch pravdeˇpodobno-
st´ı P (wk1) vsˇech posloupnost´ı slov libovolne´ de´lky K Vsˇechny tyto pravdeˇpodobnosti
je obt´ızˇne´ a te´meˇrˇ nemozˇne´ ocenit. Prova´d´ı se proto aproximace, kde vsˇechny his-
torie w1, . . . , wi−2, wi−1 ktere´ se shoduj´ı v posledn´ıch n− 1 slovech jsou zarˇazeny do
stejne´ trˇ´ıdy. Takove´ stochasticke´ modely se nazy´vaj´ı stochasticke´ n-gramove´ mo-
dely. n-gramem se rozumı´ posloupnost n za sebou jdouc´ıch slov v pozorova´n´ı jejich
na´hodne´ho vy´beˇru. n-gramu˚m s n = 0 se rˇ´ıka´ zerogramy a s n = 1 unigramy.
Nejv´ıce pouzˇ´ıvane´ pro cˇesˇtinu jsou bigramy a trigramy, pro n = 2 a n = 3 . Pro
modelova´n´ı jazykovy´ch za´vislost´ı by vhodny´ rˇa´d modelu meˇl by´t vysˇsˇ´ı nezˇ n = 3. Z
prakticke´ho hlediska se ovsˇem vysˇsˇ´ı rˇa´dy pouzˇ´ıvaj´ı velmi ma´lo.
Pro n=gramovy´ mnodel je podmı´neˇna´ pravdeˇpodobnost slova na pozici k za´visla´
pouze na n − 1 prˇedcha´zej´ıc´ıch slovech. Aproximace P (wk|wk−11 ) ≈ P (wk|wk−1k−n+1).
Plat´ı
P (wk1) =
k∏
i=1
P (wi|wi−n+11i−1) (4.3)
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n-gram model Pocˇet parametr˚u
2 4× 108
3 8× 1012
4 1, 6× 1017
5 3, 2× 1021
Tabulka 4.1: Pocˇet parametr˚u modelu pro slovn´ık 20 000 slov
Vlastnosti n-gramovy´ch model˚u jsou vhodne´ zejme´na pro jazyky s relativneˇ
pevny´m porˇa´dkem slov ve veˇteˇ, kde jsou silne´ statisticke´ za´vislosti vy´skyt˚u na´sleduj´ı-
c´ıch slov. Vy´hodny´ je rovneˇzˇ pomeˇrneˇ snadny´ odhad pravdeˇpodobnosti vy´skytu slov.
Estimace jednotlivy´ch pravdeˇpodobnost´ı je zalozˇena na zjiˇst’ova´n´ı relativn´ı cˇetnosti
vy´skyt˚u slov a jejich posloupnost´ı v textovy´ch tre´novac´ıch korpusech. Pro odhad
trigramove´ pravdeˇpodobnosti plat´ı
P¯ (wk|wk−2wk − 1) = N(wk−2, wk − 1, wk)
N(wk−2, wk − 1) , (4.4)
kde N(wk−2, wk − 1, wk) je pocˇet kolikra´t se vyskytl trigram wk−2, wk − 1, wk v
tre´novac´ıch datech a N(wk−2, wk − 1) kolikra´t se ve stejny´ch datech objevil bigram
wk−2, wk − 1. Z´ıska´n´ı teˇchto pocˇt˚u n=gramu˚ ovsˇem v praxi nen´ı bez komplikac´ı.
Naprˇ´ıklad uvazˇujme text, ktery´ obsahuje celkem 350 tis´ıc slov, z nichzˇ je 20 tis´ıc
r˚uzny´ch – velikost slovn´ıku. Pro takto velky´ slovn´ık a zvoleny´ rˇa´d n-gramove´ho
modelu je potrˇeba odhadnout pocˇet parametr˚u uvedeny´ v tabulce 4.1. Porovna´n´ım
jen pro bigramy, kde pocˇet parametr˚u vy´razneˇ prˇevysˇuje pocˇet vsˇech bigramu˚ v textu,
vid´ıme, zˇe data pro dokonale´ nastaven´ı parametr˚u budou vzˇdy nedostatecˇna´ a mus´ıme
vyuzˇ´ıt metody pro odhad pravdeˇpodobnosti. Slovn´ık s 20 tis´ıci slovy je v dnesˇn´ıch
rozpozna´vac´ıch syste´mech sp´ıˇse mensˇ´ım a typicky´ sp´ıˇse pro anglicˇtinu. Pro cˇesky´
jazyk se pouzˇ´ıvaj´ı slovn´ıky o velikosti stovek tis´ıc slov.
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4.1 Kvalita jazykove´ho modelu
Tvorba jazykovy´ch model˚u je sˇiroka´ u´loha a pro r˚uzne´ modely vytvorˇene´ r˚uzny´mi me-
todami je potrˇeba mı´t mozˇnost dane´ modely porovnat a uve´st mı´ru, ktera´ ohodnot´ı
kvalitu jazykove´ho modelu. Nejlepsˇ´ım mozˇny´m posouzen´ım kvality jazykove´ho mo-
delu je prove´st cely´ proces rozpozna´va´n´ı rˇecˇi a porovnat u´speˇsˇnost cele´ho syste´mu s
r˚uzny´mi jazykovy´mi modely. Porovna´vat mu˚zˇeme modely mezi sebou, nebo naprˇ´ıklad
se syste´mem, kde nebyl pouzˇit zˇa´dny´ jazykovy´ model, nebo s neˇjaky´m za´kladn´ım
jazykovy´m modelem v˚ucˇi neˇmuzˇ hleda´me zlepsˇen´ı. Nejcˇasteˇji se pouzˇ´ıvaj´ı mı´ry Accu-
racy a Correctness (prˇesnost a spra´vnost), prˇ´ıpadneˇ WER - Word Error Rate.
Proces rozpozna´va´n´ı je znacˇneˇ na´rocˇny´ a jazykovy´ model mu˚zˇe by´t vyhodnocen
i oddeˇleneˇ od ostatn´ıch cˇa´st´ı rozpozna´vac´ıho syste´mu. Nejpouzˇ´ıvaneˇjˇs´ı mı´rou je tzv.
perplexita.
4.1.1 Perplexita
Definujme entropii pravdeˇpodobnosti s distribucˇn´ı funkc´ı p(x)
H(p) = −
∑
x∈Ω
p(x) log2 p(x), (4.5)
kde Ω je stavovy´ prostor dane´ pravdeˇpodobnosti. Logaritmus o za´kladu dva je
pouzˇ´ıva´n pro z´ıska´n´ı entropie v bitech. Neˇkdy je vhodne´ pouzˇ´ıvat logaritmus o za´kla-
du deset nebo prˇirozene´ho logaritmu – obvykle prˇi minimalizaci krite´ria optimality.
Da´le definujme vza´jemnou entropii dvou pravdeˇpodobnostn´ıch rozdeˇlen´ı p a q
Hp(q) = −
∑
x∈Ω
p(x) log2 q(x) (4.6)
Bylo doka´za´no, zˇe H(p) ≤ Hp(q) (s rovnost´ı), tehdy a jen tehdy, kdyzˇ p(x) = q(x)
pro vsˇechna x.
Tyto dva vzorce maj´ı svoj´ı interpretaci v jazykove´m modelova´n´ı. Prˇedpokla´dejme,
zˇe jazyk ma´ pravdeˇpodobnostn´ı rozdeˇlen´ı p a ma´me dva jazykove´ modely s rozdeˇlen´ım
pLM1 a pLM2. Potom povazˇujeme za lepsˇ´ı ten model, jehozˇ pravdeˇpodobnostn´ı
rozlozˇen´ı je blizˇsˇ´ı spra´vne´mu rozdeˇlen´ı p. Tedy, LM1 je lepsˇ´ı nezˇ LM2, kdyzˇ
Hp(pLM1) < Hp(pLM2).
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Z˚usta´va´ ota´zkou, jak urcˇit spra´vne´ rozlozˇen´ı pravdeˇpodobnosti p. Mu˚zˇe by´t simu-
lova´na testovac´ımi daty – tedy daty, ktera´ nebyla pouzˇita pro odhad pravdeˇpodobnost´ı
jazykove´ho modelu. Potom mu˚zˇeme definovat analogii vza´jemne´ entropie – logprob
definovane´ jako
LP = − 1
K
S∑
i=1
log2PLM(wi|Φ(w1, w2, . . . , wi−1)), (4.7)
kde K je pocˇet token˚u – slov v testovac´ıch datech a PLM(wi|Φ(w1, w2, . . . , wi−1)) je
pravdeˇpodobnost prˇiˇrazena´ slovu wi jazykovy´m modelem. Φ(w1, w2, . . . , wi−1)) je
funkce
”
slovn´ı historie“. Prˇedpokla´dejme, zˇe PLM(wi|Φ(w1, w2, . . . , wi−1)) je rovno
nule, pokud wi nen´ı ve slovn´ıku, tedy je ve skupineˇ OOV slov.
Obvykle pouzˇ´ıvana´ mı´ra pro kvalitativn´ı hodnocen´ı jazykovy´ch model˚u je perple-
xita, ktera´ je odvozena od logprob jako
PP = 2LP , (4.8)
kde za´klad mocniny je stejny´ jako za´klad logaritmu u logprob.
Druhe´ mozˇne´ vyja´drˇen´ı perplexity je pomoc´ı oceneˇn´ı apriorn´ı pravdeˇpodobnosti
P (W ) = P (w1w2 . . . wk) vy´skytu posloupnosti slov W , kterou poskytuje jazykovy´
model. Odhad oznacˇme jako P¯ (W ). Cˇ´ım veˇtsˇ´ı hodnotu bude mı´t odhad P¯ (W ) pro
dostatecˇneˇ dlouhy´ korpus t´ım veˇtsˇ´ı vy´znam bude mı´t jazykovy´ model pro u´speˇsˇnost
rozpozna´va´n´ı. V korpusu vyja´drˇene´m jako posloupnost slov W obsahuj´ıc´ı K slov je v
pr˚umeˇru pravdeˇpodobnost posloupnosti K slov K-kra´t mensˇ´ı nezˇ pravdeˇpodobnost
posloupnosti de´lce jednoho slova. Je tedy vhodne´ odhad P¯ (W ) normalizovat vzhle-
dem k pocˇtu slov K funkc´ı prˇ´ıslusˇne´ odmocniny.
K
√
P¯ (w1w2 . . . wk) (4.9)
Dı´ky te´to normalizaci lze srovna´vat kvalitu jazykovy´ch model˚u na r˚uzneˇ dlouhy´ch
korpusech. Pro tuto normalizaci plat´ı, zˇe cˇ´ım veˇtsˇ´ı entropii bude mı´t dany´ korpus,
t´ım mensˇ´ı hodnotu dostaneme. Definujme obra´cenou hodnotu jako perplexitu PP
PP = frac1 K
√
P¯ (w1w2 . . . wk) (4.10)
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jej´ım zlogaritmova´n´ım z´ıska´me
LP = log2PP = − 1
K
K∑
i=1
log2P¯ (W ) (4.11)
Pro n-gramove´ modely mu˚zˇeme zapsat ve tvaru
LP = − 1
K
K∑
i=1
log2P¯ (wi|wi−n+1wi−n+1 . . . wi−1), (4.12)
ktery´ odpov´ıda´ 4.7.
Perplexitu je mozˇno vysveˇtlit takto. Je-li slozˇitost u´lohy PPL, pak u´loha roz-
pozna´va´n´ı rˇecˇi je tak obt´ızˇna´, jako kdyby jazyk meˇl PPL stejneˇ pravdeˇpodobny´ch
slov. Tedy cˇ´ım nizˇsˇ´ı perplexita, t´ım lepsˇ´ı jazykovy´ model.
Hodnota perplexity se pocˇ´ıta´ pouze pro slova obsazˇena´ ve slovn´ıku, tj. ukazuje jak
dobrˇe jsou prˇerˇazeny pravdeˇpodobnosti v jazykove´m modelu, ale nepostihuje mı´ru
pokryt´ı testovac´ıch dat slovn´ıkem. Pokud bude mnoho slov v testovac´ıch datech
nezna´my´ch bude perplexita n´ızka´ a mohlo by to vypadat, zˇe jazykovy´ model je
dobry´. Z tohoto d˚uvodu se kromeˇ perplexity prˇi porovna´va´n´ı jazykovy´ch model˚u
uva´d´ı hodnota OOV, ktera´ ukazuje, kolik slov z tre´novac´ıch dat nen´ı ve slovn´ıku.
K porovna´n´ı kvality jazykovy´ch model˚u potrˇebujeme zna´t OOV i perplexitu. Ke
spra´vne´mu porovna´n´ı model˚u mus´ıme konstruovat modely bez znalosti testovac´ıch
dat. Jaka´koliv jejich znalost zp˚usob´ı umeˇle n´ızke´ hodnoty perplexity i OOV. Dva
jazykove´ modely jsou porovnatelne´ pouze tehdy pokud pouzˇ´ıvaj´ı stejny´ slovn´ık.
4.1.2 Accuracy, Correctness
Prˇesnost a spra´vnost jsou mı´ry pouzˇ´ıvane´ prˇi vyhodnocova´n´ı syste´mu˚ rozpozna´va´n´ı
rˇecˇi. Jazykovy´ model znacˇneˇ ovlivnˇuje vy´sledek rozpozna´va´n´ı. Nastaven´ım jazy-
kove´ho modelu a porovna´n´ım vy´sledk˚u rozpozna´va´n´ı mu˚zˇeme modely srovna´vat
podle kvality. Prˇesnost – Accuracy se pocˇ´ıta´ na´sledovneˇ
Acc =
N −D − S − I
N
· 100%, (4.13)
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kde N znacˇ´ı pocˇet slov v rozpozna´vac´ım textu, vzor pro rozpozna´va´n´ı. D, S a I
jsou pocˇty slov, ktera´ byla rozpozna´vac´ım syste´mem vypusˇteˇna (deletion), nahrazena
(substitution) a vlozˇena (insertion) ve vy´sledku rozpozna´va´n´ı. Neˇkdy je pouzˇ´ıva´na
hodnota Spra´vnost – Correctness, kde nejsou do vy´pocˇtu zahrnuty chyby vlozˇen´ı
slov – insertions.
Corr =
N −D − S
N
· 100% (4.14)
V literaturˇe se cˇasto uva´d´ı mı´ra Word Error Rate, tzv. WER. Jde o prˇepocˇet na
chybna´ slova z mı´ry Accuracy, tj.
WER = 100− Acc (4.15)
Rozd´ıl mezi prˇesnost´ı a spra´vnost´ı je pra´veˇ ve vlozˇeny´ch slovech a jejich vlivu
na vy´sledek rozpozna´va´n´ı. V u´loha´ch automaticke´ho dikta´tu jsou vlozˇena´ slova
v rozpozna´vane´m textu stejnou chybou jako vypusˇteˇn´ı slova. Naopak v syste´mech
s hleda´n´ım informac´ı se preferuje neztracen´ı zˇa´dne´ho slova z rozpoznane´ho textu a
vlozˇena´ slova jsou tolerova´na. Tyto dveˇ mı´ry porovna´vaj´ı cely´ syste´m rozpozna´va´n´ı
rˇecˇi a jejich z´ıska´n´ı je cˇasoveˇ na´rocˇne´ pra´veˇ kv˚uli cele´mu procesu rozpozna´va´n´ı.
Pro porovna´n´ı samotny´ch jazykovy´ch model˚u se pouzˇ´ıvaj´ı dalˇs´ı metody vycha´zej´ıc´ı
z teorie informace.
4.2 Odhady pravdeˇpodobnost´ı jazykove´ho modelu
Nejpouzˇ´ıvaneˇjˇs´ım typem jazykovy´ch model˚u jsou n-gramove´ modely. Jizˇ bylo uve-
deno, zˇe jde o modely, ktere´ prˇideˇluj´ı pravdeˇpodobnost posloupnosti slov o de´lce n. na
za´kladeˇ zna´me´ historie n−1 slov. C´ılem navrhovany´ch model˚u je co nejlepsˇ´ı prˇibl´ızˇen´ı
k rea´lne´mu jazyku a soucˇasneˇ i mala´ pameˇt’ova´ a vy´pocˇetn´ı na´rocˇnost v aplikac´ıch.
Proble´m spocˇ´ıva´ ve velikosti cˇ´ısla n. Volba n ma´ velky´ vliv na veˇrohodnost modelu
a mnozˇstv´ı potrˇebny´ch parametr˚u modelu. Nejv´ıce se pouzˇ´ıvaj´ı hodnoty n = 2, 3, 4
a modely se pak nazy´vaj´ı bigramove´, trigramove´ a cˇtyrˇgramove´. Proble´m s vysˇsˇ´ım
n je zp˚usoben nedostatecˇnost´ı dat pro nastaven´ı parametr˚u modelu.
V na´sleduj´ıc´ıch cˇa´stech budou popsa´ny metody, ktere´ jsou schopny odhadnout
pravdeˇpodobnosti i z nedostatecˇny´ch dat.
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Pro srozumitelneˇjˇs´ı za´pis budeme pouzˇ´ıvat oznacˇen´ı pro posloupnost slov
P (wi|wi−n+1, wi−n+2, . . . , wi−1) = P (wi|wi−1i−n+1) (4.16)
4.2.1 Metoda maxima´ln´ı veˇrohodnosti
Metoda maxima´ln´ı veˇrohodnosti (Maximum likelihood estimation – MLE) nerˇesˇ´ı
prˇ´ımo nedostatecˇnost dat. Je to prˇ´ıma´ metoda odhadu pravdeˇpodobnost´ı z velke´ho
mnozˇstv´ı dat a dalˇs´ı metody cˇa´stecˇneˇ modifikuj´ı tento za´kladn´ı odhad. Odhad
pravdeˇpodobnosti P (wi|wi−1i−n+1) je pocˇ´ıta´n relativn´ı frekvenc´ı
PMLE(wi|wi−1i−n+1) =
C(wii−n+1)∑
wi∈V C(w
i
i−n+1)
, (4.17)
kde C(wii−n+1) je pocˇet kolikra´t se objevil n-gram w
i
i−n+1 v tre´novac´ıch datech.
Odhad (4.17) pocˇ´ıta´ vesˇkere´ odhady pravdeˇpodobnost´ı z tre´novac´ıch dat, tzn. zˇe
nezby´va´ zˇa´dna´ pravdeˇpodobnost na uda´losti, ktere´ se v tre´novac´ı mnozˇineˇ nevyskytly.
Znamena´ to, zˇe prˇiˇrad´ı nulovou pravdeˇpodobnost vsˇem nevideˇny´m n-gramu˚m. To
je neprˇ´ıpustne´ v jazykove´m modelova´n´ı. Skutecˇnost, zˇe se nevyskytly neˇktere´ n-tice
slov v tre´novac´ı mnozˇineˇ neznamena´, zˇe se nemohou vyskytnout v beˇzˇne´m jazyce.
Je-li c´ılem prˇiˇradit cˇa´st pravdeˇpodobnosti nevideˇny´m uda´lostem, je trˇeba sn´ızˇit od-
hady pravdeˇpodobnost´ı urcˇene´ metodou maxima´ln´ı veˇrohodnosti. Tyto metody jsou
tzv. discounting metody – prova´deˇj´ı snizˇova´n´ı pravdeˇpodobnost´ı a proces, ktery´ je
prova´d´ı se nazy´va´ smoothing – vyhlazova´n´ı. Metody pro snizˇova´n´ı pravdeˇpodobnosti
budou popsa´ny da´le. Metodu MLE bez odpocˇ´ıta´va´n´ı pravdeˇpodobnosti lze pouzˇ´ıt
v prˇ´ıpadech, kdy mu˚zˇeme dostatecˇneˇ jisteˇ tvrdit, zˇe rˇecˇn´ık skutecˇneˇ vyslov´ı jenom
data, ktera´ se vyskytuj´ı v tre´novac´ı mnozˇineˇ.
4.2.2 Add-one smoothing
Tato vyhlazovac´ı technika prˇipocˇte jednicˇku ke kazˇde´mu pocˇtu n-gramu˚. Neˇkdy se
te´zˇ nazy´va´ Laplaceovy´m pravidlem. Pravdeˇpodobnost se pocˇ´ıta´ takto
PLap = (wi|wi−1i−n+1) =
C(wii−n+1) + 1∑
wi∈V C(w
i
i−n+1) + |V |
(4.18)
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kde |V | je velikost slovn´ıku.
Prˇida´n´ı jednicˇky eliminuje nulove´ pravdeˇpodobnosti nevideˇny´ch uda´lost´ı, ale
prakticky se tato metoda prˇ´ıliˇs nepouzˇ´ıva´. Kdyzˇ |V | > ∑wi∈V C(wii−n+1) (a to je
te´meˇrˇ vzˇdy, protozˇe |V | je rˇa´doveˇ v des´ıtka´ch azˇ stovka´ch tis´ıc), da´va´ tento odhad
pravdeˇpodobnosti prˇ´ıliˇs velke´ mnozˇstv´ı pravdeˇpodobnosti nevideˇny´m uda´lostem,
kdyzˇ neprˇimeˇrˇeneˇ snizˇuje pravdeˇpodobnosti v´ıce frekventovany´m.
4.2.3 Held-out estimace
Za´kladn´ı mysˇlenkou held-out estimace je rozdeˇlen´ı tre´novac´ıch dat na dveˇ cˇa´sti –
vy´vojova´ data (development data) a odlozˇena´ data (held-out data). Pocˇty uda´lost´ı
jsou pocˇ´ıta´ny z vy´vojovy´ch dat a jsou vyhlazova´ny pomoc´ı odlozˇeny´ch dat. Obvykle
se vol´ı 90% tre´novac´ıch dat jako vy´vojovy´ch. Zaved’me na´sleduj´ıc´ı oznacˇen´ı:
C1(x) pocˇet vy´skyt˚u uda´losti x ve vy´vojovy´ch datech
C2(x) pocˇet vy´skyt˚u uda´losti x v odlozˇeny´ch datech
nr pocˇet uda´lost´ı, ktere´ se vyskytly ve vy´vojovy´ch datech pra´veˇ r-kra´t
nr =
∑
x:C1(x)=r
1
hr pocˇet kolikra´t se uda´lost, ktera´ je ve vy´vojovy´ch datech, objevila
v odlozˇeny´ch datech hr =
∑
x:C1(x)=r
C2(x)
N1 pocˇet vzork˚u ve vy´vojovy´ch datech
N2 pocˇet vzork˚u v odlozˇeny´ch datech
N celkovy´ pocˇet vzork˚u N = N1 +N2
Meˇjme nr = 0 pro vsˇechna r > R a dostaneme
R∑
r=0
rnr = N1 (4.19)
Plat´ı na´sleduj´ıc´ı podmı´nky:
Vsˇechny uda´losti x vyskytuj´ıc´ı se r-kra´t ve vy´vojovy´ch datech maj´ı stejnou pravdeˇpo-
dobnost Pr, tj.
P (x) = Pr x : C1(x) = r (4.20)
a pravdeˇpodobnosti mus´ı splnˇovat obvyklou podmı´nku
R∑
r=0
nrPr = 1 (4.21)
4. Statisticke´ jazykove´ modely 29
C´ılem je nale´zt Pr, ktera´ maximalizuje pravdeˇpodobnost odlozˇeny´ch dat, ktera´
mu˚zˇe by´t vyja´drˇena pomoc´ı Pr a hr jako
P (held−out data) =
R∏
r=0
Pr
hr (4.22)
Po zlogaritmova´n´ı dostaneme logaritmickou veˇrohodnostn´ı funkci
L(P0, P1, . . . , PR) =
R∑
r=0
hr lnPr (4.23)
Zacˇleneˇn´ım normalizacˇn´ı podmı´nky a pouzˇit´ım metody Lagrangeovy´ch multiplika´tor˚u
ma´me maximalizovat
L(P0, P1, . . . , PR) =
R∑
r=0
hr lnPr − µ(
R∑
r=0
nrPr − 1) (4.24)
Derivova´n´ım podle Pr a polozˇen´ım rovno nule, dostaneme
Pr =
1
µ
hr
nr
r = 0, 1, . . . , R (4.25)
kde µ z´ıska´me z normalizacˇn´ı podmı´nky
R∑
r=0
nrPr =
1
µ
R∑
r=0
hr = 1 ⇒ µ =
R∑
r=0
hr = N2 (4.26)
4.2.3.1 Good-Turing discounting
Tato metoda je modifikac´ı held-out estimace, neˇkdy se nazy´va´ take´ leaving-one-out,
neboli vynecha´va´n´ı jednoho slova. Za´kladn´ı mysˇlenkou je rozdeˇlen´ı tre´novac´ıch dat
na vy´vojova´ a odlozˇena´ data tak, zˇe v odlozˇeny´ch datech je jenom jedno slovo. Toto
je provedeno N -kra´t, takzˇe kazˇde´ slovo je pouzˇito ve vy´vojovy´ch i odlozˇeny´ch datech.
V te´to metodeˇ lze hr vyja´drˇit pomoc´ı r a nr.
Prˇedpokla´dejme, zˇe jednotlive´ slovo je vzato jako odlozˇena´ data. Jestlizˇe se
vyskytovalo (r + 1)-kra´t v tre´novac´ıch datech, tak po jeho vyjmut´ı se ve vy´vojovy´ch
datech vyskytuje pouze r-kra´t a je mu prˇiˇrazena pravdeˇpodobnost Pr. Tento princip
se pouzˇije na vsˇechna slova, ktera´ se vyskytuj´ı (r + 1)-kra´t v tre´novac´ıch datech a
jsou vybra´na jako held-out cˇa´st. Takova´ situace nastane prˇesneˇ ((r + 1)nr+1)-kra´t.
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Dostaneme
hr = (r + 1)nr+1 r = 0, 1, . . . , R− 1 (4.27)
a dosad´ıme do logaritmicke´ veˇrohodnostn´ı funkce
L(P0, P1, . . . , PR) =
R−1∑
r=0
(r + 1)nr+1 lnPr − µ(
R∑
r=0
nrPr − 1) (4.28)
Po maximalizaci prˇes Pr dostaneme odhad pravdeˇpodobnosti metodou vynecha´n´ı
jednoho slova (leaving-one-out probability estimate).
Pr =
1
µ
(r + 1)nr+1
nr
r = 0, 1, . . . , R (4.29)
Pravdeˇpodobnost PR nemu˚zˇe by´t odhadnuta touto metodou a mus´ı by´t z´ıska´na
jinak, naprˇ´ıklad relativn´ı frekvenc´ı.
Lagrange˚uv multiplika´tor µ je vypocˇ´ıta´n z normalizacˇn´ı podmı´nky (4.21)
R∑
r=0
nrPr =
1
µ
R−1∑
r=0
(r + 1)nr+1 + nRPR =
1
µ
R′∑
r′=1
r′nr + nRPR =
1
µ
N + nRPR = 1
⇒ 1
µ
=
1− nRPR
N
(4.30)
Veˇtsˇinou lze hodnotu nRPR zanedbat a z´ıska´me odhad pravdeˇpodobnosti ve formeˇ
Pr =
1
N
(r + 1)nr+1
nr
(4.31)
Tato rovnice je zna´ma jako Good-Turing˚uv odhad pravdeˇpodobnosti (Good-Turing
probability estimate)
Pravdeˇpodobnost prˇideˇlena´ nevideˇny´m slov˚um je da´na
n0P0 =
n1
N
(4.32)
Nyn´ı se pokus´ıme porovnat Good-Turing˚uv odhad s relativn´ı frekvenc´ı. Definujme
modifikovany´ pocˇet r? a snizˇuj´ıc´ı (discount) koeficient dr.
r? =
(r + 1)nr+1
nr
dr =
r?
r
(4.33)
Potom mu˚zˇeme pravdeˇpodobnost vyja´drˇit pomoc´ı dr jako
Pr = dr
r
N
(4.34)
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Vra´t´ıme-li se k jazykovy´m model˚um, tak Good-Turing˚uv odhad podmı´neˇne´
pravdeˇpodobnosti P (wi|wii−n+1) je definova´n
PGT (wi|wii−n+1) = dC(wii−n+1)
C(wii−n+1)∑
w∈V C(w
i
i−n+1)
(4.35)
kde
dC(wii−n+1) =
(C(wii−n+1) + 1)nC(wii−n+1)
C(wii−n+1)nC(wii−n+1)
=
C?(wii−n+1)
C(wii−n+1)
(4.36)
Koeficient dr mu˚zˇe naby´vat r˚uzny´ch tvar˚u a od nich jsou potom odvozeny dalˇs´ı
metody snizˇova´n´ı pravdeˇpodobnosti.
4.2.3.2 Absolute discounting
Tato metoda snizˇova´n´ı pravdeˇpodobnosti uvazˇuje koeficient dr ve tvaru
dr =
r − b
r
0 < b = const(r) < 1 (4.37)
kde b = const(r) znamena´, zˇe b je konstanta za´visla´ na r. Tohle snizˇova´n´ı pravdeˇpo-
dobnosti mnohem v´ıce ovlivnˇuje vysoke´ pocˇty slov nezˇ male´.
Pravdeˇpodobnost, ktera´ zbude pro nevideˇne´ uda´losti je
n0P0 = 1−
R∑
r=1
nrPr = 1−
R∑
r=1
nr
r − b
N
=
b
N
R∑
r=1
nr = b
X − n0
N
(4.38)
kde X je pocˇet vsˇech mozˇny´ch slov. Pravdeˇpodobnost Pr je definova´na
Pr =

r−b
N
r > 0
bX−n0
Nn0
r = 0
(4.39)
Logaritmicka´ pravdeˇpodobnostn´ı funkce je
L(b) = n1 ln b+ n1 ln
X − n0
N
+
R∑
r=2
rnr ln(r − 1− b) (4.40)
Hleda´me rˇesˇen´ı pro 0 < b < 1. Zderivujeme podle b, polozˇ´ıme rovno nule a vytkneme
vy´raz pro r = 0 ze sumy po rozna´soben´ı b(1− b)
n1
b
− 2n2
1− b =
R∑
r=3
rnr
r − 1− b
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n1 − b(n1 + 2n2) = b(1− b)
2− b
R∑
r=3
rnr
2− b
r − 1− b (4.41)
Protozˇe je prava´ strana rovnice (4.41) pozitivn´ı pro vsˇechna 0 < b < 1, mu˚zˇeme
napsat horn´ı mez b0 pro b.
b ≤ b0 = n1
n1 + 2n2
< 1 (4.42)
V rovnic´ıch jsme prˇedpokla´dali, zˇe n1, n2 jsou kladna´, cozˇ je splneˇno pro vsˇechna
rea´lna´ tre´novac´ı data. Pro volbu parametru b je veˇtsˇinou dostacˇuj´ıc´ı, polozˇ´ıme-li
b = b0.
4.2.4 Witten-Bell discounting
Witten-Bellova metoda je zalozˇena na jednoduche´, ale chytre´ mysˇlence, ty´kaj´ıc´ı se
uda´lost´ı s nulovy´m vy´skytem. Uvazˇujme, zˇe slova (prˇ´ıpadneˇ n-gramy) s nulovy´m
vy´skytem jsou uda´losti, ktere´ se doposud nestaly. Pokud se objev´ı, bude to poprve´,
kdy uvid´ıme takovou uda´lost. Takzˇe pravdeˇpodobnost prozat´ım nevideˇny´ch n-gramu˚
lze modelovat pomoc´ı pravdeˇpodobnosti n-gramu˚ videˇny´ch jednou. Je to rekurzivn´ı
princip ve statisticke´m jazykove´m modelova´n´ı a pouzˇ´ıva´ se vlastneˇ i prˇi Good-
Turingoveˇ metodeˇ.
Pravdeˇpodobnost, zˇe bude n-gram spatrˇen poprve´, vycˇ´ısl´ıme pocˇtem, kolikra´t
jsme videˇli takove´ n-gramy, ktere´ se v tre´novac´ıch datech objevily jedenkra´t. Jde
tedy o pocˇet r˚uzny´ch n-gramu˚.
Pro pravdeˇpodobnost dosud nevideˇny´ch uda´lost´ı plat´ı
n0P0 =
T
N + T
=
T∑
w∈V C(w
i
i−n+1) + T
, (4.43)
kde N je pocˇet uda´lost´ı a T je pocˇet r˚uzny´ch uda´lost´ı v tre´novac´ı mnozˇineˇ.
Rovnici (4.43) je mozˇno cha´pat jako MLE odhad pravdeˇpodobnosti vy´skytu
dosud nevideˇne´ uda´losti.
Pravdeˇpodobnost z rovnice (4.43) mus´ıme ubrat z pravdeˇpodobnost´ı vsˇech videˇ-
ny´ch n-gramu˚, pro neˇ dostaneme
PWB(wi|wi−1i−n+1) =
C(wii−n+1)∑
w∈V C(w
i
i−n+1) + T
(4.44)
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Witten-Bell˚uv vztah vypada´ pro unigramy velmi podobneˇ jako metoda add-one
smoothing. Pod´ıva´me-li se na bigramy uvid´ıme velky´ rozd´ıl. Nyn´ı jsou totizˇ uda´losti
za´visle´ na historii. Pro odhad pravdeˇpodobnosti bigramu wi−1wi, ktery´ jsme dosud
nevideˇli pouzˇijeme pravdeˇpodobnost, zˇe uvid´ıme novy´ bigram, ktery´ zacˇ´ına´ wi−1.
Zajist´ıme t´ım odhady specificke´ pro danou historii. Slova vyskytuj´ıc´ı se v mensˇ´ım
pocˇtu bigramu˚ poskytnou mensˇ´ı odhad nezˇ slova, ktera´ jsou zastoupena´ v´ıce.
Tento fakt zp˚usob´ı. zˇe hodnota T v rovnici 4.44 je za´visla´ na historii slov pro
dany´ n-gram wii−n+1. Je to prˇesneˇ pocˇet r˚uzny´ch slov, ktere´ na´sleduj´ı historii w
i−1
i−n+1
v tre´novac´ı mnozˇineˇ.
Stejneˇ jako u ostatn´ıch metod lze vycˇ´ıslit tzv. discount koeficient
dC(wi−1i−n+1)
=
∑
w∈V C(w
i
i−n+1)∑
w∈V C(w
i
i−n+1) + T
(4.45)
Zˇa´dna´ z uvedeny´ch metod snizˇova´n´ı pravdeˇpodobnosti nen´ı pouzˇ´ıva´na samo-
statneˇ, ale odhady pro jednotlive´ n-gramy jsou pouzˇ´ıva´ny v dalˇs´ıch konstrukc´ıch,
naprˇ´ıklad back-off.
4.3 Kombinova´n´ı odhad˚u
Snizˇova´n´ım pravdeˇpodobnosti, ktere´ jsme dosud popisovali, jsme se snazˇili vyrˇesˇit
proble´m nevideˇny´ch n-gramu˚. Mu˚zˇeme ovsˇem pouzˇ´ıt i dalˇs´ı znalosti. Pokud nema´me
zˇa´dny´ prˇ´ıpad jednotlive´ho trigramu wn−2wn−1wn, tak pro pocˇ´ıta´n´ı pravdeˇpodobnosti
P (wn|wn−2wn−1) mu˚zˇeme pouzˇ´ıt pravdeˇpodobnost P (wn|wn−1). Podobneˇ pokud
nezna´me P (wn|wn−1) zameˇrˇ´ıme se na unigram P (wn).
4.3.1 Linea´rn´ı interpolace
Tato metoda, neˇkdy te´zˇ nazy´va´na deleted interpolation, kombinuje rozd´ılne´ rˇa´dy n-
gramu˚ linea´rn´ı iterpolac´ı vsˇech trˇ´ı model˚u, kdyzˇ pocˇ´ıta´me trigramy. Odhadujeme tedy
pravdeˇpodobnost P (wn|wn−2wn−1) smı´cha´n´ım pravdeˇpodobnost´ı unigramu˚, bigramu˚
i trigramu˚. Kazˇda´ z teˇchto pravdeˇpodobnost´ı je ohodnocena va´hou λi
Pˆ (wn|wn−2wn−1) = λ3P (wn|wn−2wn−1) + λ2P (wn|wn−1) + λ1P (wn) (4.46)
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pro koeficienty λi plat´ı:
∑
i λi = 1.
V praxi se nepouzˇ´ıvaj´ı jenom konstantn´ı koeficienty λi, ale cˇasto se meˇn´ı kazˇde´
λi na funkci historie trigramu˚. Pokud ma´me prˇesne´ pocˇty jednotlivy´ch bigramu˚,
prˇedpokla´da´me, zˇe pocˇty trigramu˚ zalozˇeny´ch na bigramech budou v´ıce d˚uveˇryhodne´,
a proto mu˚zˇeme koeficienty pro tyto trigramy zvy´sˇit a t´ım da´t trigramu˚m veˇtsˇ´ı va´hu
v interpolaci. Rovnice (4.46) se zmeˇn´ı na
Pˆ (wn|wn−2wn−1) = λ3(wn−1n−2)P (wn|wn−2wn−1)+λ2(wn−1n−2)P (wn|wn−1)+λ1(wn−1n−2)P (wn)
(4.47)
Tre´novac´ı data pro interpolovany´ model mus´ı by´t rozdeˇlena na vy´vojovou (de-
velopment) a odlozˇenou (held-out) cˇa´st. Odhady maxima´ln´ı veˇrohodnosti jsou od-
vozeny z vy´vojovy´ch dat a na´sledneˇ optima´ln´ı va´hy λi minimalizac´ı logprob funkce
z odlozˇeny´ch dat.
LP (HO) = − 1
N2
N2∑
i=1
ln Pˆ (wn|wn−2wn−1) (4.48)
Pro minimalizaci se vyuzˇ´ıva´ tzv. EM algoritmu. Jeho detailn´ı popis lze nale´zt
v [2].
Linea´rn´ı interpolace je pouzˇ´ıva´na pro svoji obecnost. Interpolovany´ model nebude
nikdy horsˇ´ı nezˇ neˇjaka´ z jeho soucˇa´st´ı.
4.3.2 Backoff
Druhou metodou, jak kombinovat jazykove´ modely je backoff, kterou poprve´ po-
psal Katz [17] v roce 1987. V backoff modelu stav´ıme n-gramovy´ model z (n − 1)-
gramove´ho, stejneˇ jako u linea´rn´ı interpolace. Rozd´ıl je, zˇe pokud ma´me nenulovy´
pocˇet vy´skyt˚u trigramu, spole´ha´me se pouze na neˇj a neiterpolujeme jej pocˇtem
bigramu˚ a unigramu˚. K n-gramu˚m nizˇsˇ´ıch rˇa´d˚u se vrac´ıme (backoff) pouze, kdyzˇ je
nulovy´ pocˇet n-gramu˚ vysˇsˇ´ıch rˇa´d˚u.
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Trigramova´ verze backoff modelu mu˚zˇe by´t reprezentova´na takto
Pˆ (wi|wi−2wi−1) =

P (wi|wi−2wi−1), C(wi−2wi−1wi) > 0
α1P (wi|wi−1) C(wi−2wi−1wi) = 0 ∧ C(wi−1wi) > 0
α2P (wi) jinak
(4.49)
Je to pouze orientacˇn´ı za´pis, ktery´ da´le uprˇesn´ıme.
Zat´ım jsme prˇedpokla´dali, zˇe nevideˇne´ uda´losti, jimzˇ prˇiˇrazujeme pravdeˇpodobnost,
kterou jsme pro neˇ odecˇetli od videˇny´ch uda´lost´ı, jsou stejneˇ pravdeˇpodobne´ a lze tuto
cˇa´st rozdeˇlit rovnomeˇrneˇ mezi neˇ. Nyn´ı mu˚zˇeme discounting kombinovat s backoff
algoritmem pro
”
chytrˇejˇs´ı“ prˇiˇrazen´ı pravdeˇpodobnost´ı. Discounting pouzˇijeme pro
z´ıska´n´ı pravdeˇpodobnosti nevideˇny´ch uda´lost´ı, kterou rozdeˇl´ıme backoff algoritmem.
Koeficienty α1, α2 v rovnici (4.49) jsou zavedeny kv˚uli podmı´nce, ktera´ rˇ´ıka´, zˇe
pravdeˇpodobnost slova wn prˇes vsˇechny historie je rovna jedne´:∑
i,j
P (wn|wiwj) = 1 (4.50)
Pokud ma´me prˇ´ıpad, kdy
”
se vrac´ıme“ k modelu s nizˇsˇ´ım rˇa´dem a zbyla´ pravdeˇpo-
dobnost je nulova´, tak po prˇida´n´ı dalˇs´ı pravdeˇpodobnosti do rovnice dostaneme
pravdeˇpodobnost slova veˇtsˇ´ı nezˇ jedna. To na´m rˇ´ıka´, zˇe na jazykovy´ backoff model
mus´ı by´t aplikova´na metoda odpocˇ´ıta´va´n´ı.
Oznacˇme P˜ pravdeˇpodobnost vzesˇlou z odpocˇ´ıta´va´n´ı, cˇ´ımzˇ jsme uchovali neˇjakou
pravdeˇpodobnost pro n-gramy nizˇsˇ´ıch rˇa´d˚u. Necht’ P je oznacˇen´ı pravdeˇpodobnosti
spocˇ´ıtane´ prˇ´ımo z pocˇt˚u v tre´novac´ıch datech. Rovnici (4.49) lze vyja´drˇit v rekurzivn´ı
formeˇ:
Pˆ (wi|wi−1i−n+1) = P˜ (wi|wi−1i−n+1) + θ(P (wi|wi−1i−n+1))α(wi−1i−n+1)Pˆ (wi|wi−1i−n+2) (4.51)
kde θ je bina´rn´ı funkce, ktera´ vybere model s nizˇsˇ´ım rˇa´dem jen pokud model vysˇsˇ´ıho
rˇa´du da´va´ nulovou pravdeˇpodobnost.
θ(x) =
{
1, x = 0
0, x 6= 0 (4.52)
Pro rozdeˇlen´ı pravdeˇpodobnosti nizˇsˇ´ımu rˇa´du n-gramu˚, mus´ıme nastavit va´hy α.
Definujme pravdeˇpodobnost zbylou pro n-gramy nizˇsˇ´ıch rˇa´d˚u jako funkci β za´vislou
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na historii wi−1i−n+1. Ta mu˚zˇe by´t spocˇ´ıta´na odecˇten´ım celkove´ pravdeˇpodobnosti
prˇiˇrazene´ n-gramu˚m s danou histori´ı od jednicˇky.
β(wi−1i−n+1) = 1−
∑
wi:C(wii−n+1)>0
P˜ (wi|wi−1i−n+1) (4.53)
Je to pravdeˇpodobnost, kterou budeme rozdeˇlovat mezi (n − 1)-gramy. Kazˇdy´
(n − 1)-gram dostane zlomek te´to pravdeˇpodobnosti, takzˇe mus´ıme normalizovat
β celkovou pravdeˇpodobnost´ı vsˇech (n − 1)-gramu˚, ktery´mi zacˇ´ına´ neˇjaky´ n-gram.
T´ım z´ıska´me funkci α, ktera´ rˇ´ıka´ kolik pravdeˇpodobnosti rozdeˇlit od n-gramu pro
(n− 1)-gramy.
α(wi−1i−n+1) =
1−∑wi:C(wii−n+1)>0 P˜ (wi|wi−1i−n+1)
1−∑wi:C(wii−n+1)>0 P˜ (wi|wi−1i−n+2) (4.54)
Funkce α(wi−1i−n+1) je tzv. backoff va´ha.
Pokud da´me dohromady vzorce 4.49–4.54, dostaneme rekurzivn´ı formuli
Pbo(wi|wi−1i−n+1) =

dC(wii−n+1)
C(wii−n+1)∑
wi∈V C(w
i
i−n+1)
C(wii−n+1) > 0
α(wi−1i−n+1)Pbo(wi|wi−1i−n+2) C(wii−n+1) = 0
(4.55)
kde dC(wii−n+1) je discount koeficient z metod uvedeny´ch vy´sˇe.
Hodnota Pbo(wi|wi−1i−n+1) je pocˇ´ıta´na rekurzivneˇ pro vsˇechna n azˇ do pozˇadovane´ho
rˇa´du modelu, zacˇ´ına´ se u unigramu˚. Protozˇe nen´ı mozˇne´ prova´deˇt
”
backoff“ z uni-
gramu˚ je pravdeˇpodobnost β rozdeˇlena rovnomeˇrneˇ mezi nevideˇna´ slova.
V praxi se pro backoff modely pouzˇ´ıvaj´ı metody Witten-Bell, absolute a Good-
Turing discounting prˇi nichzˇ se ignoruj´ı n-gramy, ktere´ se vyskytly jenom jednou,
jsou uvazˇova´ny, jako by se nikdy nevyskytly.
Pouzˇ´ıva´ se te´zˇ modifikace Good-Turingova vztahu, kdy se velke´ pocˇty C(wii−n+1)
povazˇuj´ı za veˇrohodne´ a forma´lneˇ se polozˇ´ı
dC(wii−n+1) = 1 C(w
i
i−n+1) > T (4.56)
kde T je zvoleny´ pra´h. Meˇn´ı se na´m t´ım koeficient dC(wii−n+1), ktery´ je potom da´n
vztahem
dC(wii−n+1) =
C?(wii−n+1)
C(wii−n+1)
− (T+1)nT+1
n1
1− (T+1)nT+1
n1
(4.57)
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Pozn.: Pouzˇit´ı tohoto vzorce prˇina´sˇ´ı neˇkdy proble´my. Veˇtsˇinou potrˇebujeme dr > 0
pro vsˇechna r, a to klade podmı´nky na relativn´ı pocˇty n1, n2, . . . , nT+1. Tato omezen´ı
by´vaj´ı splneˇna prˇirozeneˇ se vyskytuj´ıc´ımi daty, ale umeˇle modifikovana´ data je mohou
porusˇit.
4.3.3 Maxima´ln´ı entropie
Vyuzˇit´ı maxima´ln´ı entropie je trochu rozd´ılne´ od metod uvedeny´ch v prˇedesˇly´ch
podkapitola´ch. Mı´sto kombinac´ı neˇkolika model˚u se pokousˇ´ı sestavit jeden model
vyuzˇit´ım neˇkolika informacˇn´ıch kana´l˚u a z nich z´ıskat maximum mozˇne´ informace.
Kazˇdy´ informacˇn´ı zdroj prˇina´sˇ´ı urcˇite´ podmı´nky a vy´sledny´ model, rozdeˇlen´ı
pravdeˇpodobnosti, mus´ı splnˇovat vsˇechna omezen´ı z informacˇn´ıch zdroj˚u. Vy´sledkem
mu˚zˇe by´t mnoho pravdeˇpodobnostn´ıch rozdeˇlen´ı, proto hleda´me takove´, ktere´ ma´
nejveˇtsˇ´ı entropii.
Kazˇdy´ informacˇn´ı zdroj i je asociova´n s vy´beˇrovou funkc´ı fi(h,w), ktera´ ma´
obvykle tvar
fi(h,w) =

1 kdyzˇ se (h,w) objevilo v tre´novac´ıch datech
0 jinak
(4.58)
a take´ pozˇadovanou pravdeˇpodobnost´ı di. Pravdeˇpodobnost kazˇde´ funkce fi(h,w) pro
dane´ pozˇadovane´ rozdeˇlen´ı P (h,w) je pote´ polozˇena rovnosti s zˇa´danou pravdeˇpodob-
nost´ı di
Ep(fi(h,w)) =
∑
h,w
P (h,w)fi(h,w) = di (4.59)
Protozˇe chceme model, ktery´ splnˇujeD+1 podmı´nek (d0 je normalizacˇn´ı podmı´nka,
ktera´ zarucˇ´ı , zˇe P (h,w) je pravdeˇpodobnostn´ı rozdeˇlen´ı – proto definujeme
f0(h,w) = 1 pro vsˇechny (h,w) a d0 = 1) ve vzorci 4.59 a ma´ maxima´ln´ı mozˇnou ent-
ropii H(P (h,w)). Pouzˇit´ım metody Langrangeovy´ch multiplika´tor˚u minimalizujeme
funkci
L(P (h,w)) = H(P (h,w))−∑Di=0 λi(Ep(fi(h,w))− di) =
=
∑
h,w P (h,w) lnP (h,w)−
∑D
i=0 λi((
∑
h,w P (h,w)fi(h,w))− di)
(4.60)
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Zderivujeme parcia´lneˇ podle P (h,w) a polozˇ´ıme rovno nule.
1 + lnP (h,w)−∑Di=0 λifi(h,w) = 0
lnP (h,w) =
∑D
i=0 λifi(h,w) + λ0 − 1
(4.61)
Vy´sledny´ model je
P (h,w) =
1
Z
exp(
D∑
i=1
λifi(h,w)) (4.62)
kde Z = exp(1 − λ0) je normalizacˇn´ı faktor. Pro nalezen´ı hodnot λi je pouzˇ´ıva´n
generalized iterative scaling algoritmus.
Vy´hodou maxima´ln´ı entropie v jazykove´m modelova´n´ı je mozˇnost kombinace
v´ıce zdroj˚u do jednoho modelu. Z´ıska´n´ı modelu pomoc´ı maxima´ln´ı entropie je velice
vy´pocˇetneˇ na´rocˇne´ a proto nen´ı prˇ´ıliˇs sˇiroce vyuzˇ´ıva´no.
4.4 Jazykove´ modely s trˇ´ıdami
Dosud jsme pojedna´vali prˇeva´zˇneˇ o n-gramovy´ch modelech. Jejich jednoduchost
vedla k sˇiroke´mu uplatneˇn´ı v rozpozna´va´n´ı rˇecˇi. N -gramove´ modely maj´ı vy´hodne´
vlastnosti:
• Pravdeˇpodobnosti jsou z´ıska´ny z dat. Cˇ´ım v´ıce, t´ım le´pe.
• Parametry jsou automaticky z´ıska´ny z korpus˚u.
• Zahrnuj´ı loka´ln´ı syntaxi, se´mantiku a pragmatiku.
• Velmi dobrˇe se integruj´ı do prohleda´vac´ıch algoritmu˚ jako Viterbi a A*
• Mnoho jazyk˚u ma´ velmi striktn´ı porˇa´dek slov.
Ovsˇem maj´ı i negativn´ı vlastnosti:
• Nepostihuj´ı omezen´ı jazyka na delˇs´ıch vzda´lenostech slov.
• Pro jazyky s volny´m porˇa´dkem slov se prˇ´ıliˇs nehod´ı.
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• Slozˇiteˇ se prˇizp˚usobuj´ı:
– novy´m slov˚um ve slovn´ıku
– jiny´m te´mat˚um a obor˚um
– dynamicky´m zmeˇna´m rˇecˇi
• Nedosahuj´ı kvalit cˇloveˇka v:
– identifikaci a korekci chyb rozpozna´va´n´ı
– predikci na´sleduj´ıc´ıch slov (znak˚u)
• Vu˚bec nepostihuj´ı smysl pro porozumeˇn´ı rˇecˇi.
Modely zalozˇene´ na trˇ´ıda´ch rozdeˇluj´ı statistiku mezi slova stejne´ kategorie a jsou
proto schopne´ zevsˇeobecneˇn´ı slovn´ıch typ˚u, ktere´ se nevyskytly v tre´novac´ıch datech.
Rozdeˇlen´ı skupin slov mu˚zˇe by´t provedeno naprˇ´ıklad podle slovn´ıch druh˚u, Part-
Of-Speech (zkr. POS), nebo podle vy´znamu (dny v ty´dnu, meˇsta, ... ). Vytvorˇen´ım
vztah˚u mezi skupinami slov, kategoriemi, z´ıska´me obecneˇjˇs´ı popis jazyka a pop´ıˇseme
posloupnosti slov, ktere´ se v tre´novac´ıch datech nevyskytla.
Rozdeˇlen´ı trˇ´ıd rozliˇsujeme na dva typy. Slovo mu˚zˇe by´t prvkem pra´veˇ jedne´ trˇ´ıdy,
tzv. hard clustering, nebo slovo mu˚zˇe by´t soucˇa´st´ı neˇkolika trˇ´ıd, tzv. soft clustering.
zacˇleneˇn´ı slov do neˇkolika trˇ´ıd vycha´z´ı z jazyka, kde jedno slovo mu˚zˇe vystupovat
jako neˇkolik slovn´ı druh˚u.
Skupiny slov mı´sto jednotlivy´ch slov umozˇnˇuj´ı redukci pocˇtu parametr˚u jazy-
kove´ho modelu. T´ım se zmensˇ´ı i pameˇt’ova´ na´rocˇnost pro ukla´da´n´ı jazykovy´ch mo-
del˚u
Za´kladn´ı modely zalozˇene´ na trˇ´ıda´ch definuj´ı podmı´neˇnou pravdeˇpodobnost
slova wn zalozˇenou na historii jako soucˇin dvou cˇinitel˚u: pravdeˇpodobnost trˇ´ıdy
a pravdeˇpodobnost jednotlive´ho slova dane´ trˇ´ıdy.
P (wi|wi−1i−n+1) = P (wi|ci)P (cn|ci−1i−n+1) (4.63)
Pro modelova´n´ı trˇ´ıdami slov je trˇeba vyrˇesˇit dva za´kladn´ı proble´my. Prvn´ı z nich
je prˇiˇrazen´ı jednotlivy´ch slov do trˇ´ıd, tzv. word-to-class mapping
G : ci = G(wi) (4.64)
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ktere´ prˇiˇrazuje kazˇde´ slovo do jedne´ nebo v´ıce kategori´ı ci. Kazˇde´ slovo mu˚zˇe by´t
soucˇa´st´ı pouze jedne´ trˇ´ıdy, potom mluv´ıme o deterministicke´m mapova´n´ı, nebo mu˚zˇe
by´t v neˇkolika trˇ´ıda´ch soucˇasneˇ, tzv stochasticke´ rozdeˇlen´ı. Neˇkdy se tato rozliˇsen´ı
vyjadrˇuj´ı jako many-to-one a many-to-many rozdeˇlen´ı.
Druhy´ mapova´n´ı Φ seskupuje slovn´ı historie hi = w
i−1
i ekvivalencˇn´ıch trˇ´ıd (stav˚u)
si
Φ : si = Φ(hi) (4.65)
V obecne´m prˇ´ıpadeˇ, kde G i Φ jsou stochasticka´ mapova´n´ı, je pravdeˇpodobnost slova
jako
P (wi|hi) =
∑
ci
P (wi|ci)(
∑
si
P (ci|si)P (si|hi)) (4.66)
Nejprˇirozeneˇjˇs´ım vy´beˇrem mapova´n´ı trˇ´ıd ekvivalence pro historii slov jsou pra´veˇ
prˇedchoz´ı trˇ´ıdy slov. Je to analogie n-gramove´ho modelu slov.
si = Φ(hi) = {ci−n+1, ci−n+2, . . . ci−1} = {ci−1i−n+1} (4.67)
s pravdeˇpodobnost´ı P (si|hi) = 1. Rovnice 4.66 se zjednodusˇ´ı na
P (wi|hi) =
∑
ci
P (wi|ci)P (ci|ci−1i−n+1) (4.68)
A v prˇ´ıpadeˇ deterministicke´ho rozdeˇlen´ı slov do trˇ´ıd se pravdeˇpodobnost slova
v modelu s trˇ´ıdami dostaneme
P (wi|hi) = P (wi|ci)P (ci|ci−1i−n+1) (4.69)
Hlavn´ım proble´mem z˚usta´va´ funkce G, tedy prˇiˇrazen´ı slov do trˇ´ıd. Rozdeˇlen´ı do
trˇ´ıd mu˚zˇe by´t provedeno manua´lneˇ, cozˇ je omezeno pouze na relativneˇ male´ u´lohy,
nebo automaticky.
Shlukova´n´ı podle jazykovy´ch znalost´ı
Nejpouzˇ´ıvaneˇjˇs´ım typem je tzv. part-of-speech (POS) shlukova´n´ı. POS se snazˇ´ı
zachytit syntakticke´ znalosti a soustrˇed´ı na vztah mezi syntaktickou funkc´ı slov. Lze
navrhnout automaticky´ rozdeˇlovacˇ do trˇ´ıd a s n´ım rozdeˇlen´ı prove´st. Ma´ ovsˇem
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jiste´ proble´my. Prˇedevsˇ´ım nen´ı stoprocentneˇ prˇesny´ a jednotliva´ slova mohou patrˇit
do v´ıce trˇ´ıd, cozˇ lze vyrˇesˇit v´ıcena´sobny´m cˇlenstv´ım ve trˇ´ıda´ch, ale neˇkdy to nelze
pouzˇ´ıt.
Deterministicke´ se´manticke´ shlukova´n´ı
Toto shlukova´n´ı do trˇ´ıd je zalozˇeno na se´manticke´ podobnosti slov. Naprˇ´ıklad jme´na
dn˚u, meˇs´ıc˚u, meˇst se chovaj´ı podobneˇ vzhledem k jejich kontextu. Proble´mem je, zˇe
tuto klasifikaci je nutno prove´st rucˇneˇ.
Datoveˇ rˇ´ızene´ shlukova´n´ı
V datoveˇ rˇ´ızene´m shlukova´n´ı je vyuzˇ´ıva´no velke´ho mnozˇstv´ı dat k automaticke´mu
odvozen´ı trˇ´ıd pomoc´ı statistiky. Snahou je naj´ıt prˇedpis pro prˇiˇrazen´ı do trˇ´ıd maxi-
malizac´ı veˇrohodnostn´ı funkce. Pu˚vodn´ı a nejpouzˇ´ıvaneˇjˇs´ı algoritmus je popsa´n v [2].
Prˇedpokla´dejme, zˇe ma´me bigramovy´ model s trˇ´ıdami ve tvaru (4.69),
C´ılem je naj´ıt word-to-class mapova´n´ı G : ci = G(wi) , ktere´ maximalizuje
veˇrohodnostn´ı funkci
L(G) =
1
N
N∑
i=1
lnP (wi|ci)P (ci|ci−1i−n+1) (4.70)
Tuto funkci mu˚zˇeme upravit na´sledovneˇ
L(G) =
1
N
N∑
i=1
lnP (wi|ci)P (ci|ci−1i−n+1) = (4.71)
=
1
N
N∑
i=1
lnP (wi|ci)P (ci)P (ci|ci−1)
P (ci)
=
=
1
N
N∑
i=1
lnP (wi, ci) +
1
N
N∑
i=1
ln
P (ci|ci−1)
P (ci)
=
=
1
N
N∑
i=1
lnP (wi) +
1
N
N∑
i=1
ln
P (ci|ci−1)P (ci−1)
P (ci−1)P (ci)
=
= −H(w) + 1
N
N∑
i=1
ln
P (ci, ci−1)
P (ci−1)P (ci)
=
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= −H(w) + 1
N
∑
c1,c2∈C
P (c1, c2) ln
P (c1, c2)
P (c1)P (c2)
=
= −H(w) + I(c1, c2)
kde H(w) je entropie unigramove´ho rozlozˇen´ı slov a I(c1, c2) je tzv. pr˚umeˇrna´ mutual
information dvou trˇ´ıd. Protozˇe H(w) neza´vis´ı na rozdeˇlen´ı trˇ´ıd G, je maximalizace
veˇrohodnostn´ı funkce L(G) stejna´ jako maximalizace pr˚umeˇrne´ mutual information
dvou trˇ´ıd. Bohuzˇel neexistuje zˇa´dna´ metoda pro maximalizaci I(c1, c2) prˇes vsˇechna
mozˇna´ rozdeˇlen´ı. Brown aj. [2] prˇedstavil algoritmus, ktery´ se snazˇ´ı minimalizovat
ztra´tu mutual information v pr˚ubeˇhu spojova´n´ı.
Dalˇs´ı mozˇnost´ı kromeˇ minimalizace ztra´ty pr˚umeˇrne´ mutual information je mini-
malizace vzr˚ustu podmı´neˇne´ entropie. Metrika pro minimalizaci je na´sleduj´ıc´ı
H = − 1
N
∑
c1,c2∈C
P (c1, c2) lnP (c1|c2) (4.72)
4.4.1 Predictive clustering
Prediktivni rozdeˇlen´ı vyuzˇ´ıva´ trochu odliˇsny´ model odhadu pravdeˇpodobnosti slov.
Zat´ımco v trˇ´ıda´ch slovn´ıch n-gramu˚ se pouzˇ´ıva´ pro odhad slova v za´vislosti na historii
hi posloupnost slovn´ıch trˇ´ıd (4.69), tj.
P (wi|hi) = P (wi|ci)P (ci|ci−1i−n+1) (4.73)
pro predictive clustering je tvar
P (wi|hi) = P (wi|hici)P (ci|hi) (4.74)
Historie hi mu˚zˇe by´t rozdeˇlena r˚uzneˇ pro dveˇ r˚uzne´ trˇ´ıdy. T´ımto zp˚usobem ma´
model v´ıce parametr˚u a je tedy veˇtsˇ´ı nezˇ model postaveny´ na slovech. Velikost je
dalˇs´ı d˚ulezˇita´ vlastnost u model˚u, viz dalˇs´ı kapitoly. V [8] byla tato metoda spojena
s prorˇeza´va´n´ım a uvedeny byly dobre´ vy´sledky v pomeˇru perplexita/velikost.
4.4.2 Phrase class n-gramy
Phrase class n-gram modely jsou specia´ln´ım druhem jazykove´ho modelu, ktery´ je
konstruova´n na za´kladeˇ automaticke´ho odvozen´ı bezkontextove´ gramatiky z textu.
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Algoritmus byl navrzˇen pro syste´m ATIS [32], ktery´ je jazykoveˇ omezeny´ na prostrˇed´ı
letecke´ dopravy. Algoritmus ma´ dveˇ fa´ze. Na pocˇa´tku jsou neoznacˇene´ tre´novac´ı veˇty
a prvn´ı fa´ze automaticky odvod´ı bezkontextovou gramatiku pro modelova´n´ı struktury
tre´ninkovy´ch veˇt. Druha´ fa´ze je integrace te´to gramatiky do phrase class n-gram
(PCNG) formalismu. Pro prˇiˇrazen´ı pravdeˇpodobnosti testovac´ıch veˇt. PCNG model
ma´ dveˇ komponenty – stochastickou bezkontextovou gramatiku a n-gramovou slozˇku.
Gramatika ma´ na´sleduj´ıc´ı strukturu. Pro kazˇdou veˇtu ma´ jedno pravidlo S ⇒ si,
kde si jsou jednotlive´ tre´novac´ı veˇty. Nazy´vaj´ı se pravidla veˇt.Pravidla veˇt obsahuj´ı
na prave´ straneˇ jen slova. Gramatika tato slova nahrazuje netermina´ln´ımi symboly,
ktere´ prˇedstavuj´ı jednotky jako trˇ´ıdy slov nebo fra´ze. Fra´ze obsahuje sekvenci slov
a/nebo netermina´l˚u. Kazˇdy´ netermina´l je definova´n fra´zovy´m pravidlem NTi ⇒
x1|x2| . . . |xN , kde xi je jedna z alternativ na prave´ straneˇ, sekvence slov a/nebo
netermina´l˚u.
Kazˇde´ pravidlo z gramatiky ma´ prˇiˇrazenou pravdeˇpodobnost odpov´ıdaj´ıc´ı pravdeˇ-
podobnosti, zˇe se pravidlo aplikuje pro dany´ netermina´ln´ı symbol na leve´ straneˇ. Vzˇdy
prˇi pouzˇit´ı pravidla (nepouzˇ´ıvaj´ı se pravidla veˇt) k redukci veˇty je pravdeˇpodobnost
vyna´sobena pro z´ıska´n´ı tzv. s´ıt’ove´ prostorove´ pravdeˇpodobnosti veˇty. Sada pravidel
nen´ı kompletn´ı, a proto vy´sledkem je kombinace slov a netermina´ln´ıch symbol˚u. Na
tento rˇeteˇzec je pouzˇit n-gramovy´ model pro prˇiˇrazen´ı docˇasne´ pravdeˇpodobnosti veˇty.
Pravdeˇpodobnost pravidla se z´ıska´va´ standardn´ım maxima´ln´ım odhadem pravdeˇpo-
dobnosti.
P (NTi ⇒ α) = C(NTi ⇒ α)∑
NTi⇒β C(NTi ⇒ β)
(4.75)
kde α a β oznacˇuj´ı sekvenci slov a netermina´l˚u. Standardn´ı n-gramovy´ model je pote´
tre´nova´n na redukovany´ch tvarech tre´novac´ıch veˇt.
Pokud neobsahuje gramatika zˇa´dna´ pravidla, PCNG model je jednoduchy´ n-
gramovy´ model. Kdyzˇ je gramatika zapsa´na, tak zˇe je kazˇda´ veˇta kompletneˇ rozlozˇena,
dostaneme tzv. SCFG model (stochasticka´ bezkontextova´ gramatika) [14]. Posledn´ı
zaj´ımava´ gramatika je s pravidly, ktera´ maj´ı na prava´ straneˇ vzˇdy jeden symbol –
slovo nebo netermina´l. Potom je model ekvivalentem n-gramove´ho modelu s trˇ´ıdami.
Vylepsˇene´ class phrase modely byly prˇedstaveny v [37]. Jejich pouzˇit´ı jizˇ nen´ı
omezeno na male´ u´lohy jako ATIS a jsou optimalizovane´ pro trigramy.
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4.5 Modelova´n´ı delˇs´ıch vzda´lenost´ı mezi slovy
Modely zalozˇene´ na n-gramech maj´ı typickou vlastnost, zˇe postihuj´ı vztahy pouze
mezi velmi bl´ızky´mi slovy do hodnoty n. Je zrˇejme´, zˇe cˇloveˇku prˇi porozumeˇn´ı
textu znacˇneˇ poma´ha´ znalost vysloveny´ch slov nejen teˇsneˇ prˇedcha´zej´ıc´ıch, ale i
v´ıce vzda´leny´ch. Veˇtsˇinou se bloky textu ty´kaj´ı stejne´ho te´matu a snaha zahrnout
do pravdeˇpodobnostn´ıch model˚u delˇs´ı vzda´lenost slov nezˇ jen teˇsneˇ soused´ıc´ı je
od˚uvodnitelne´. Definujme jednoduchy´ model kombinac´ı komponent
LM1, LM2, . . . , LMk.
P (wi|wn−11 ) =
k∑
j=1
λjPLMj(wi|wn−11 ) (4.76)
kde λj jsou interpolacˇn´ı va´hy splnˇuj´ıc´ı
k∑
j=1
λj = 1 (4.77)
Tento model je obecny´m za´pisem cache a trigger model˚u, jejichzˇ popis na´sleduje.
4.5.1 Cache modely
Cache modely jsou zalozˇeny na mysˇlence, zˇe slova vyskytuj´ıc´ı se v dokumentu maj´ı
veˇtsˇ´ı pravdeˇpodobnost, zˇe se v neˇm vyskytnou neˇkolikra´t. Je to obdoba cache pameˇt´ı
v pocˇ´ıtacˇ´ıch. Kra´tka´ historie slov je zaznamena´va´na a teˇmto slov˚um je prˇiˇrazena
veˇtsˇ´ı pravdeˇpodobnost.
Obvykle je cache model kombinova´n linea´rn´ı interpolac´ı s n-gramovy´m modelem.
P (wi|wn−11 ) = λPcache(wi|wn−11 ) + (1− λ)Pn−gram(wi|wi−1i−n+1) (4.78)
Cache je realizova´na jako historie slov o de´lce K slov. Obvykle dosahuje de´lky
neˇkolika stovek. Pravdeˇpodobnost Pcache je obvykle pocˇ´ıta´na jako n-gramova´ z textu
v cache. Cˇasto se pouzˇ´ıva´ unigramova´ pravdeˇpodobnost.
Pcache(wi|wn−11 ) =
Ncache(wi)
K
(4.79)
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kde Ncache(wi) je pocˇet vy´skyt˚u slova wi v cache textu.
Pu˚vodneˇ [15] byl cache model interpolova´n s trigramovy´m modelem zalozˇeny´m
na trˇ´ıda´ch podle part-of-speech znacˇek. Va´ha λ byla pocˇ´ıta´na pro kazˇdou znacˇku
zvla´sˇt’. Da´le bylo navrzˇeno neˇkolik dalˇs´ıch rozsˇ´ıˇren´ı. Nejveˇtsˇ´ı prˇ´ınos byl dosazˇen prˇi
interpolaci cache modelu s trigramovy´m modelem slov, nikoliv modelem s trˇ´ıdami.
Pravdeˇpodobnost cache modelu nemus´ı by´t pocˇ´ıta´na jen z izolovany´ch slov jako
unigramova´, ale lze vyuzˇ´ıt i n-gramy vysˇsˇ´ıch rˇa´d˚u. Ovsˇem pocˇ´ıta´n´ı vysˇsˇ´ıch rˇa´d˚u
nara´zˇ´ı na nedostatecˇnost dat zp˚usobenou jen kra´tkou histori´ı cache.
Dalˇs´ı rozsˇ´ıˇren´ı bylo provedeno mysˇlenkou, zˇe na´sleduj´ıc´ı slova jsou v´ıce ovlivneˇna
slovy z bl´ızke´ historie nezˇ-li slovy vzda´leneˇjˇs´ımi. Pravdeˇpodobnost je tedy expo-
nencia´lneˇ snizˇova´na pro slova, ktera´ jsou v historii v´ıce vzda´lena od slova, ktere´
aktua´lneˇ prˇedpov´ıda´me.
Cache modely vy´razneˇ snizˇuj´ı perplexitu standardn´ıch model˚u a navrzˇena´ rozsˇ´ıˇren´ı
prˇinesla dalˇs´ı zlepsˇen´ı. Bohuzˇel tato zlepsˇen´ı jizˇ nelze pozorovat u vy´sledk˚u roz-
pozna´va´n´ı rˇecˇi, ktere´ se zlepsˇily jen velmi nevy´razneˇ. Pravdeˇpodobneˇ je to zp˚usobeno
t´ım, zˇe pokud ma´ slovo zvy´sˇit svoji pravdeˇpodobnost mus´ı by´t spra´vneˇ rozpozna´no
prˇi prvn´ım vy´skytu. Ovsˇem pokud je slovo rozpozna´no bez prˇ´ıspeˇvku cache modelu,
lze ocˇeka´vat, zˇe bude rozpozna´no i v budoucnosti a cache model vlastneˇ ztra´c´ı smysl.
4.5.2 Trigger modely
Trigger modely vyuzˇ´ıvaj´ı docˇasnou historii slov stejneˇ jako cache modely. Narozd´ıl
od cache model˚u jenom neˇktera´ slova se vyuzˇ´ıvaj´ı pro cache. Pouzˇ´ıvaj´ı se tzv. trigger
pa´ry. Jestlizˇe je sekvence A dobrrˇe korelova´na se sekvenc´ı B potom (A → B) je
oznacˇen jako trigger pa´r, kde A je trigger (spousˇteˇcˇ) a B triggered sequence (spousˇtena´
sekvence). Pokud se A objevilo v historii, zvysˇuje pravdeˇpodobnost vy´skytu B
Pro nalezen´ı nejv´ıce ”uzˇitecˇny´ch”pa´r˚u je trˇeba pouzˇ´ıt algoritmus. Oproti bi-
gramu˚m vyskytuj´ıc´ım se v textu, jejichzˇ pocˇet je jen maly´ zlomek |V |2, pocˇet pa´r˚u,
ktere´ se vyskytly ve stejne´m dokumentu je jizˇ celkem vy´znamna´ podmnozˇina |V |2.
Pro nalezen´ı pa´r˚u (A→ B) se vyuzˇ´ıva´ tzv. mutual information, ktera´ ocen´ı ocˇeka´vany´
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zisk A prˇi prˇedpov´ıda´n´ı B
I(A,B) = P (A,B) ln P (A,B)
P (A)P (B)
+ P (A, B¯) ln P (A,B¯)
P (A)P (B¯)
+
+P (A¯, B) ln P (A¯,B)
P (A¯)P (B)
+ P (A¯, B¯) ln P (A¯,B¯)
P (A¯)P (B¯)
(4.80)
Bylo uka´za´no, zˇe self-triggery, tedy pa´ry, kde slovo predikuje samo sebe, a pa´ry,
ve ktery´ch jsou slova se stejny´m korˇenem jsou robustn´ı a efektivn´ı. Modely jsou
pouzˇ´ıva´ny v kombinaci v n-gramovy´mi modely bud’ linea´rn´ı interpolac´ı nebo cˇasteˇji
vyuzˇit´ım maxima´ln´ı entropie.
4.5.3 Skip n-gramove´ modely
Modelova´n´ı delˇs´ıch histori´ı a za´vislost´ı mezi slovy prˇineslo mı´rne´ zlepsˇen´ı v roz-
pozna´vac´ıch syste´mech. Velke´ srovna´n´ı a jejich kombinaci teˇchto technik je disku-
tova´no v [7] Zlepsˇen´ı je prezentova´no v perplexiteˇ jednotlivy´ch model˚u ovsˇem uzˇ
nen´ı dosahova´no zlepsˇen´ı v chybovosti rozpozna´vac´ıch syste´mu˚.
4.6 Velikost n-gramovy´ch model˚u a jej´ı redukce
Pro zlepsˇova´n´ı kvality n-gramovy´ch jazykovy´ch model˚u se v prakticky´ch u´loha´ch
vyuzˇ´ıvaj´ı dveˇ metody. Prvn´ı je pouzˇit´ı n-gramu˚ vysˇsˇ´ıch rˇa´d˚u a druha´ zvy´sˇen´ı objemu
tre´novac´ıch dat z r˚uzny´ch zdroj˚u. Obeˇ metody maj´ı za na´sledek velky´ na´r˚ust pocˇtu
parametr˚u modelu a celkova´ velikost modelu je velky´ proble´m v rea´lny´ch aplikac´ıch.
Potrˇeba omezit pocˇet parametr˚u vedla k na´vrhu neˇkolika metod, ktere´ se snazˇ´ı
minimalizovat parametry modelu prˇi zachova´n´ı jeho kvality. Prvn´ım pokusem byl
model s promeˇnnou de´lkou n-gramu˚ [18], a pote´ byly navrzˇeny postupy zalozˇene´ na
teorii informace. Metody by meˇly splnˇovat trˇi za´kladn´ı podmı´nky
1. Bezvadnost: Krite´rium by meˇlo optimalizovat spra´vnou mı´ru z informacˇn´ı
teorie, ktera´ hodnot´ı kvalitu modelu.
2. Efektivnost: Algoritmus by meˇl by´t dostatecˇneˇ rychly´. tj. u´meˇrneˇ k pocˇtu
n-gramu˚.
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3. Samoobsazˇitelnost: Prorˇeza´van´ı by meˇlo vycha´zet pouze z informac´ı v p˚uvod-
n´ım jazykove´m modelu.
Obvykle n-gramovy´ jazykovy´ model reprezentuje pravdeˇpodobnostn´ı rozdeˇlen´ı
slov w podmı´neˇne´ posloupnost´ı n − 1 slov, neboli histori´ı h. Ovsˇem jen mala´ cˇa´st
n-gramu˚ (w, h) ma´ v modelu uvedenu pravdeˇpodobnost prˇ´ımo v modelu. Zbytek
n-gramu˚ ma´ prˇiˇrazenou pravdeˇpodobnost rekurzivn´ım backoff pravidlem
P (w|h) = α(h)p(w|h′) (4.81)
kde h′ je historie h zkra´cena´ o prvn´ı slovo (to nejvzda´leneˇjˇs´ı od w) a α(h) je backoff
va´ha prˇidruzˇena´ k historii h, nastavene´ tak, aby
∑
w p(w|h) = 1.
C´ılem prorˇeza´va´n´ı je odstranit z modelu odhady p(w|h) pro zmensˇen´ı pocˇtu
parametr˚u prˇi soucˇasne´ minima´ln´ı ztra´teˇ kvality modelu. Vyrˇazen´ım cˇa´sti n-gramu˚
se nezmeˇn´ı pravdeˇpodobnost zby´vaj´ıc´ıch, ale mus´ı by´t prˇepocˇ´ıta´ny backoff va´hy.
Z toho d˚uvodu je prorˇeza´va´n´ı neza´visle´ na zvolene´ vyhlazovac´ı metodeˇ.
Pro porovna´n´ı model˚u se nejcˇasteˇji pouzˇ´ıva´ relativn´ı entropie nebo Kullback-
Lieblerova vzda´lenost. Relativn´ı entropie mezi dveˇma modely je
D(p||p′) =
∑
wi,hj
p(wi, hj)[log p
′(wi|hj)− log p(wi|hj)] (4.82)
kde p(·|·) je podmı´neˇna´ pravdeˇpodobnost p˚uvodn´ıho modelu a p′(·|·) pravdeˇpodobnost
prorˇezane´ho modelu.
Nyn´ı minimalizac´ı D(p||p′) vybereme n-gramy pro prorˇeza´n´ı. Prˇi prˇedpokladu,
zˇe jednotlive´ n-gramy ovlivnˇuj´ı relativn´ı entropii neza´visle, mu˚zˇeme spocˇ´ıtat D(p||p′)
pro kazˇdy´ n-gram zvla´sˇt’. Potom lze vybrat takove´ n-gramy, ktere´ minima´lneˇ zvy´sˇili
relativn´ı entropii.
Vy´pocˇetn´ı na´rocˇnost se da´ zjednodusˇit, pokud pouzˇijeme vzorc˚u pro perplexitu.
Perplexita p˚uvodn´ıho modelu
PP = e
∑
h,w p(w|h) log p(w|h) (4.83)
a perplexita prorˇezane´ho modelu s p˚uvodn´ım rozdeˇlen´ım pravdeˇpodobnosti
PP ′ = e
∑
h,w p(w|h) log p′(w|h) (4.84)
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Relativn´ı zmeˇna perplexity prorˇezane´ho modelu a p˚uvodn´ıho modelu jako relativn´ı
entropie
PP ′ − PP
PP
= eD(p||p
′) − 1 (4.85)
Vy´pocˇet prorˇeza´va´n´ı je pak velmi jednoduchy´. Spocˇ´ıta´me prˇ´ır˚ustek relativn´ı
entropie prˇi odstraneˇn´ı jednotlivy´ch n-gramu˚ a odstran´ıme z modelu takove´, u ktery´ch
zmeˇna prˇesa´hla zvoleny´ pra´h θ. Ve vy´sledne´m modelu prˇepocˇ´ıta´me backoff va´hy.
Prˇesny´ algoritmus lze nale´zt v [40].
Byla navrzˇeny i jina´ krite´ria pro prorˇeza´va´n´ı. Nejjednodusˇsˇ´ım je tzv. count
cutoff. Metoda, ktera´ pocˇ´ıta´ pravdeˇpodobnosti jazykove´ho modelu jen s neˇktery´mi
n-gramy. Naprˇ´ıklad prˇi zvolene´m prahu 2 jsou uvazˇova´ny jen n-gramy, ktere´ se
vyskytly v datech alesponˇ trˇikra´t. Nejsou v˚ubec zohledneˇny n-gramy z dat s vy´skytem
jedenkra´t nebo dvakra´t.
Na´sledneˇ byl uveden vazˇeny´ rozd´ıl (weighted difference) [39]
N(w, h)[log p(w|h)− log p′(w|h)] (4.86)
kde N(w, h) je pocˇet kolikra´t byl n-gram (w, h) v tre´novac´ıch datech. Prˇ´ıpadneˇ
podobny´ tvar
p(w, h)[log p(w|h)− log p′(w|h)] (4.87)
, kde p(w, h) je vyhlazena´ pravdeˇpodobnost v p˚uvodn´ım modelu. Je to obdoba rela-
tivn´ı entropie, kde se ovsˇem nezahrnuje vliv jiny´ch n-gramu˚ nezˇ jednoho zkoumane´ho.
tedy zmeˇny v backoff va´ha´ch α(h)
Dalˇs´ım zaj´ımavy´m krite´riem je tzv. Rank. Za´kladem je rank slova w, ktery´ je
definova´n jako pozice slova v serˇazene´m seznamu n-gramovy´ch pravdeˇpodobnost´ı
p(w|h), kde w ∈ V a V je slovn´ık. Nejv´ıce pravdeˇpodobne´ slovo ma´ hodnotu jedna a
nejme´neˇ pravdeˇpodobne´ |V |, tedy rovnu velikosti slovn´ıku. Ztra´tova´ funkce vypada´
takto ∑
wi,hj
{log[R′(wi|hj) + k]− logR(wi|hj)} (4.88)
kde R(wi|hj) je rank pozorovane´ho bigramu P (wi|hj) prˇed prorˇeza´va´n´ım a R′(wi|hj)
je rank po prorˇeza´va´n´ı a sumace je prˇes vsˇechny n-gramy (wi, hj). Konstanta k zarucˇ´ı,
zˇe log[R′(wi|hj) + k]− logR(wi|hj) 6= 0. Krite´ria lze spolu kombinovat pro vylepsˇen´ı
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vy´sledk˚u, viz [6]. Lze nale´zt i dalˇs´ı podoby ztra´tove´ funkce, naprˇ. ditribution based
pruning [5].
4.6.1 Jazykove´ modely zalozˇene´ na neuronovy´ch s´ıt´ıch
Jazykove´ n-gramove´ modely jsou svy´mi vlastnostmi cˇa´stecˇneˇ omezeny na modelova´n´ı
kra´tky´ch histori´ı slov a usta´leny´ porˇa´dek slov ve veˇteˇ. Modelova´n´ı jazyka pomoc´ı
neuronovy´ch s´ıt´ı prˇedstavil [1] a prvn´ı vy´sledky s rozpozna´va´n´ım rˇecˇi publikoval
[38]. Struktura modelova´n´ı pomoc´ı neuronovy´ch s´ıt´ı je obvykle deˇlena´ na tre´nova´n´ı
dvou s´ıt´ı. Nejdrˇ´ıve kroku se tre´nuje bigramova´ neuronova´ s´ıt’, kde pro dane´ slovo w
ze slovn´ıku V se odhaduje pravdeˇpodobnostn´ı rozdeˇlen´ı na´sleduj´ıc´ıho slova v textu.
Obvykle je pouzˇ´ıva´na neuronova´ s´ıt’ se vstupn´ı a vy´stupn´ı vrstvou velikosti |V |
a jednou skrytou vrstvou s neˇkolika des´ıtkami neuron˚u. Vy´stupn´ı vrstva obvykle
pouzˇ´ıva´ aktivacˇn´ı funkci softmax, ktera´ zajist´ı, zˇe suma vy´stup˚u neuron˚u je v sumeˇ
rovna jedne´.
Pro modelova´n´ı delˇs´ıch za´vislost´ı mezi slovy nezˇ bigram se nepouzˇ´ıva´ na vstupu
(n−1)∗|V | neuron˚u, ale vyuzˇ´ıva´ se natre´novana´ skryta´ vrstva z bigramove´ho modelu
prvn´ı neuronove´ s´ıteˇ. Skryta´ vrstva je projekc´ı slova ze slovn´ıku V do spojite´ dimenze
|D|. Spojen´ım v´ıce teˇchto projekc´ı z´ıska´me historii slov podobneˇ jako u n-gramove´ho
modelu. Vy´stupn´ı vrstva je opeˇt o velikosti |V | se softmax aktivacˇn´ı funkc´ı. Obra´zek
4.1 popisuje tuto strukturu.
Na´rocˇnost pouzˇit´ı neuronovy´ch s´ıt´ı nen´ı jenom v tre´nova´n´ı relativneˇ velky´ch s´ıt´ı,
ale i implementace do rozpozna´vac´ıch syste´mu˚. Nejv´ıce jsou tyto modely pouzˇ´ıvane´
pro resko´rova´n´ı vy´sledk˚u z´ıskany´ch prˇi rozpozna´va´n´ı se standardn´ım n-gramovy´m
modelem.
4.6.2 Jazykove´ modely zalozˇene´ na rekurzivn´ıch
neuronovy´ch s´ıt´ıch
Rozsˇ´ıˇrenou variantou pouzˇit´ı neuronovy´ch s´ıt´ı jsou rekurzivn´ı s´ıteˇ. Nevy´hodou
doprˇedny´ch neuronovy´ch s´ıt´ı je omezenost kontextu, ktery´ je pevneˇ nastaven ve
vstupn´ı vrstveˇ s´ıteˇ prˇed zacˇa´tkem tre´nova´n´ı. Je to podobne´ omezen´ı jako n-gramove´
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Obra´zek 4.1: Sche´ma neuronove´ s´ıteˇ pro jazykove´ modelova´n´ı
modely s omezenou de´lkou historie. Rekurzivn´ı s´ıteˇ takove´ omezen´ı nemaj´ı a kontext
udrzˇeny´ v s´ıt´ı mu˚zˇe by´t libovolny´. Pro jazykove´ modely byla pouzˇita nejjednodusˇsˇ´ı
varianta rekurentn´ı s´ıteˇ s jednoduchou implementac´ı a tre´nova´n´ım. S´ıt’ se vstupn´ı
vrstvou x, skrytou vrstvou s (nazy´vanou te´zˇ kontextova´ nebo stavova´ vrstva) a
vy´stupn´ı vrstvou y je zobrazena na obra´zku 4.2. Vstupn´ı vektor x(t) je je tvorˇen
spojen´ım vektoru w, ktery´ reprezentuje soucˇasne´ slovo a vy´stupem neuron˚u skryte´
vrstvy v cˇase t− 1.
x(t) = w(t) + s(t− 1) (4.89)
sj(t) = f
(∑
i
xi(t)uji)
)
(4.90)
yk(t) = g
(∑
j
sj(t)vkj)
)
(4.91)
kde aktivacˇn´ı funkce sigmoid f(z) ve skryte´ a softmax g(z) ve vy´stupn´ı vrstveˇ
jsou:
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Obra´zek 4.2: Sche´ma rekurentn´ı neuronove´ s´ıteˇ pro jazykove´ modelova´n´ı
f(z) =
1
1 + e−z
, g(zm) =
ezm∑
k e
zk
(4.92)
Pro tre´nova´n´ı se pouzˇ´ıva´ standardn´ı algoritmus backpropagation. K optimalizaci
vy´pocˇtu se pouzˇ´ıva´ nastaven´ı pravdeˇpodobnosti slov, ktere´ se nevyskytuj´ı v textu
cˇasteˇji nezˇ zvoleny´ pra´h, spolecˇna´ pravdeˇpodobnost pro tato slova.
Experimenty s rekurentn´ımi neuronovy´mi s´ıteˇmi prezentoval [26], [27] a [19]. Bylo
dosazˇeno vy´razne´ho sn´ızˇen´ı hodnoty perplexity a zvy´sˇene´ prˇesnosti rozpozna´va´n´ı
oproti n-gramovy´m model˚um. Nav´ıc linea´rn´ı interpolac´ı s n-gramovy´mi modely bylo
dosazˇeno nejlepsˇ´ıch vy´sledk˚u.
Kapitola 5
Jazykove´ modelova´n´ı cˇesˇtiny
Cˇesˇtina patrˇ´ı do skupiny slovansky´ch jazyk˚u, kde jsou naprˇ´ıklad i rusˇtina, polˇstina,
slovensˇtina a dalˇs´ı. Tato skupina jazyk˚u se vyznacˇuje urcˇity´mi znaky, odliˇsny´mi od
germa´nsky´ch a roma´nsky´ch, ktere´ zp˚usobuj´ı proble´my prˇi jazykove´m modelova´n´ı.
• Vysoka´ mı´ra flexe, tedy sklonˇova´n´ı, cˇasova´n´ı a ohy´ba´n´ı slov. Pro jednotlive´
sloveso je v cˇeske´m jazyce azˇ trˇi sta odvozeny´ch tvar˚u, pro prˇ´ıdavna´ jme´no azˇ
dveˇ stovky a podstatne´ jme´no dvacet.
• Pouzˇ´ıva´n´ı odvozeny´ch slov, tzv. derivace, pomoc´ı prˇedpon a prˇ´ıpon.
• Volny´ porˇa´dek slov ve veˇteˇ.
Tyto trˇi d˚uvody maj´ı za na´sledek dveˇ problematicke´ oblasti prˇi modelova´n´ı
1. Velikost slovn´ıku |V | roste velice rychle prˇi veˇtsˇ´ıch tre´novac´ıch datech. Je to
da´no t´ım, ze v rozpozna´va´n´ı rˇecˇi se uvazˇuje kazˇdy´ tvar slova, jako unika´tn´ı
vy´raz ve slovn´ıku. Proto flexe a derivace slov ve slovansky´ch jazyc´ıch zp˚usobuje
velky´ rozsah slovn´ık˚u. Syste´my pro rozpozna´va´n´ı rˇecˇi jsou veˇtsˇinou omezene´ na
urcˇitou velikost slovn´ıku z d˚uvodu vy´pocˇetn´ı na´rocˇnosti, z toho d˚uvodu slovn´ık
nedoka´zˇe dostatecˇneˇ pokry´t rea´lna´ data a zp˚usobuje vysoky´ pomeˇr OOV slov.
2. Volny´ porˇa´dek slov ve veˇteˇ snizˇuje vhodnost pouzˇit´ı n-gramovy´ch model˚u,
v nichzˇ se modeluje pra´veˇ porˇad´ı slov, jak jsou za sebou.
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Porˇa´dek slov ve veˇteˇ a horsˇ´ı schopnost n-gramu˚ postihnout tuto skutecˇnost je
z pohledu velke´ho OOV me´neˇ d˚ulezˇitou soucˇa´st´ı a proto se veˇtsˇina snah o zlepsˇen´ı
model˚u ub´ıra´ smeˇrem snizˇova´n´ı OOV rate. Zveˇtsˇen´ım slovn´ıku v rozpozna´vac´ıch
syste´mech lze redukovat mı´ru OOV, ovsˇem ani maximalizace mnozˇstv´ı dostupny´ch
tre´novac´ıch dat nezarucˇuje n´ızkou a v zˇa´dne´m prˇ´ıpadeˇ nulovou hodnotu OOV.
5.1 Snizˇova´n´ı OOV v jazykovy´ch modelech
5.1.1 Morfe´movy´ jazykovy´ model
Pro rozpozna´va´n´ı s velky´m slovn´ıkem byly prˇedstaveny tzv. morpheme-based jazykove´
modely, ktere´ jako za´kladn´ı modelovac´ı jednotku pouzˇ´ıvaj´ı cˇa´sti slov - morfe´my.
Oveˇrˇeny´m deˇlen´ım slov je na kmen slova a koncovku. Kmen slova je ekvivalentem
lemmatu, ktere´ nese hlavn´ı cˇa´st informace o slovu a nen´ı zmeˇneˇn pravidly odvozova´n´ı.
Pocˇet koncovek je relativneˇ maly´ (v cˇesˇtineˇ asi 700) a velikost slovn´ıku prˇ´ıliˇs nezvy´sˇ´ı
oproti p˚uvodn´ımu slovn´ıku slov.
V za´kladn´ım prˇ´ıstupu morpheme-based model˚u jsou vsˇechny cˇa´sti bra´ny jako
ekvivalent slov. Naprˇ´ıklad trigramova´ pravdeˇpodobnost i-te´ho morfe´mu mi je
P (mi|hi) = P (mi|mi−2mi−1) (5.1)
Tento model prˇi pouzˇit´ı kmen˚u a koncovek odhaduje pravdeˇpodobnosti dveˇma
r˚uzny´mi cestami. Pokud je morfe´m i koncovka, tak jej´ı predikce je postavena na od-
pov´ıdaj´ıc´ım kmenu a prˇedchoz´ı koncovce. Tento zp˚usob prˇesneˇ odpov´ıda´ cˇesˇtineˇ, kde
ke kmenu prˇ´ıslusˇ´ı jen omezena´ cˇa´st koncovek a po sobeˇ jdouc´ı slova dodrzˇuj´ı shodu
v rodu, cˇ´ıslu a pa´du. Druhy´m prˇ´ıpadem je predikce kmenu slova, ktera´ za´vis´ı na
prˇedchoz´ı koncovce a prˇedchoz´ım slovu. Ve skutecˇnosti jde o bigram a za´vislost kmen-
kmen, protozˇe koncovka neovlivn´ı na´sleduj´ıc´ı kmen. bigramovy´ model ma´ omezenou
mozˇnost predikce oproti trigramove´mu a proto se pouzˇila na´sleduj´ıc´ı modifikace
morfe´move´ho modelu
Modifikovany´ morfe´movy´ model rozliˇsuje, zda je predikovane´ slovo koncovka nebo
kmen slova. Pro kmen slova se pouzˇ´ıva´
P (si|hi) = P (si|si−2si−1) (5.2)
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, tedy predikce kmenu je za´visla´ na prˇedchoz´ıch kmenech. To odpov´ıda´ skutecˇne´ tri-
gramove´ pravdeˇpodobnosti slov. Vzorec pro koncovky je stejny´ jako v nemodifikovane´
verzi
P (ei|hi) = P (ei|ei−1si) (5.3)
5.1.2 Jazykovy´ model s trˇ´ıdami.
5.1.2.1 Automaticky odvozene´ trˇ´ıdy - POS tagging
Prˇi modelova´n´ı pomoc´ı trˇ´ıd slov pro inflektivn´ı jazyky se nejv´ıce pouzˇ´ıvaj´ı auto-
maticky vytvorˇene´ trˇ´ıdy pomoc´ı Part-Of-Speech. znacˇek. Je to ekvivalent slovn´ıch
druh˚u, ovsˇem pocˇet trˇ´ıd je podstatneˇ veˇtsˇ´ı. Pro cˇesˇtinu se pouzˇ´ıvaj´ı pozicˇn´ı POS
znacˇky [10, 9]. Znacˇkova´n´ı, tzv. Part-Of-Speech tagging, je prˇiˇrazen´ı ke kazˇde´mu slovu
jedne´ (nebo v´ıce) gramaticke´ znacˇky. Prˇiˇrazen´ı znacˇky nen´ı jednoznacˇne´ a vybra´n´ı
spra´vne´ znacˇky je proble´m. Nejlepsˇ´ı taggery pro anglicˇtinu dosahuj´ı u´speˇsˇnosti azˇ
98%. V cˇesˇtineˇ. ktera´ je znacˇneˇ typograficky odliˇsna´ je nejlepsˇ´ı u´speˇsˇnost kolem 94%.
Rozpozna´va´n´ı cˇesˇtiny s modelem trˇ´ıd na za´kladeˇ POS znacˇkova´n´ı bylo zkouma´no
v [3]. Jazykovy´ model byl vytvorˇen z velke´ho korpusu a otagova´n stochasticky´m
taggerem. Rozpozna´va´n´ı provedli na syste´mu vyvinute´m na Technicke´ univerziteˇ
v Liberci [30] Dalˇs´ı pra´ce [13] s modely zalozˇeny´mi na POS trˇ´ıda´ch se snazˇila oveˇrˇit
vliv pouzˇit´ı trˇ´ıd na zlepsˇen´ı rozpozna´va´n´ı. Nejprve byla rˇecˇ rozpozna´na n-gramovy´m
modelem, kde vy´stupem byla mrˇ´ızˇka pravdeˇpodobny´ch slov, ktera´ byla na´sledneˇ
resko´rova´na modelem zalozˇeny´m na trˇ´ıda´ch. Prˇepocˇet novy´m modelem prˇinesl sn´ızˇen´ı
chybovosti. Trˇ´ıdy jazykove´ho modelu byly odvozeny automaticky. Byl proveden i
test, kdy byl text oznacˇkova´n rucˇneˇ a na´sledneˇ vytvorˇen model s trˇ´ıdami z teˇchto
znacˇek. Tento model neprˇinesl zlepsˇen´ı jako automaticky otagovany´ text.
5.1.2.2 Se´manticke´ trˇ´ıdy
Dalˇs´ım zp˚usobem vytvorˇen´ı trˇ´ıd je mozˇnost vyuzˇit´ı trˇ´ıd pro slova s podobny´m
vy´znamem. Naprˇ´ıklad krˇestn´ı jme´na, prˇ´ıjmen´ı, na´zvy dn˚u v ty´dnu, meˇs´ıc˚u v roce,
meˇst, sta´t˚u a dalˇs´ı. Nalezen´ı teˇchto slov v korpusu nelze jednodusˇe algoritmizovat.
Prˇiˇrazen´ı do trˇ´ıd se proto prova´d´ı prˇeva´zˇneˇ rucˇneˇ a lze ho udeˇlat jen u relativneˇ
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dec. AT&T ERIS
Corr Acc Corr Acc OOV rate PPL
bigramy 69,23 % 58,27 % 64,71 % 55,73 % 7,4 % 587
trˇ´ıda jmen 71,74 % 63,07 % 67,02 % 60,61 % 4,3 % 587
trˇ´ıdy tvar˚u jmen 74,12 % 65,78 % 69,48 % 63,66 % 4,4 % 446
na´rodnosti 74,39 % 65,92 % 69,75 % 64,15 % 4,3 % 458
Tabulka 5.1: Vy´sledky rozpozna´va´n´ı hokejove´ho komenta´rˇe
BLM ALM
test OOVr WER jmen OOVr WER jmen
1 2,35 % 4,17 % 2,35 % 4,17 %
2 2,50 % 20,00 % 2,50 % 0,00 %
3 2,46 % 16,13 % 2,46 % 12,90 %
4 3,51 % 16,95 % 3,42 % 5,08 %
5 0,47 % 0,00 % 0,47 % 0,00 %
1-5 2,39 % 17,68 % 2,37 % 5,13 %
Tabulka 5.2: Vy´sledky rozpozna´va´n´ı jmen osob v za´znamu sch˚uze PSP CˇR
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maly´ch u´loh.
Trˇ´ıdy jmen a prˇ´ıjmen´ı byly prezentova´ny v prac´ıch [11, 34, 36] , ktere´ za zaby´vaj´ı
rozpozna´va´n´ım komenta´rˇ˚u hokejovy´ch utka´n´ı. Nejprve byly vytvorˇeny trˇ´ıdy jmen,
jejichzˇ c´ılem bylo hlavneˇ sn´ızˇit vysoky´ OOV rate a pozdeˇji byly trˇ´ıdy rozdeˇleny
podle gramaticky´ch vlastnost´ı na mensˇ´ı, cozˇ vy´razneˇ zlepsˇilo u´speˇsˇnost rozpozna´va´n´ı,
zvla´sˇteˇ u sledovane´ skupiny jmen a prˇ´ıjmen´ı.
V tabulce 5.1 vy´sledky experiment˚u s rozpozna´va´n´ım komenta´rˇe hokejovy´ch
za´pas˚u. K rozpozna´va´n´ı byly pouzˇity dekode´ry AT&T a ERIS. V jednotlivy´ch
rˇa´dc´ıch jsou videˇt vy´sledky nejprve pro bigramovy´ jazykovy´ model. Prˇi pouzˇit´ı
jedne´ trˇ´ıdy jmen pro vsˇechna jme´na, ktera´ byla vytvorˇena ze soupisky jednotlivy´ch
rozpozna´vany´ch za´pas˚u. T´ım se vy´razneˇ snizˇila OOV rate a zlepsˇila se spra´vnost
rozpozna´va´n´ı. Dalˇs´ım krokem bylo rozdeˇlen´ı trˇ´ıdy jmen podle gramaticky´ch kategori´ı,
cozˇ prˇineslo zprˇesneˇn´ı rozpozna´va´n´ı jmen ve spra´vny´ch tvarech. Posledn´ım krokem
bylo vytvorˇen´ı podobny´ch trˇ´ıd jako u jmen pro sta´ty a na´rodnosti.
Podobny´ postup byl take´ nasazen pro rozpozna´va´n´ı sch˚uz´ı Poslanecke´ sneˇmovny
Parlamentu Cˇeske´ Republiky. Na peˇti r˚uzny´ch za´znamech byl zkouma´n vliv na
u´speˇsˇnost rozpozna´va´n´ı jmen prˇi pouzˇit´ı trˇ´ıd slov pro jme´na podle gramaticky´ch
kategori´ı, podobneˇ jako v hokejovy´ch za´pasech. V tabulce 5.2 jsou uvedeny vy´sledky
rozpozna´va´n´ı pro sledovanou skupinu jmen s se za´kladn´ım bigramovy´m modelem –
BLM a modelem s trˇ´ıdami jmen – ALM. Pr˚umeˇrna´ perplexita test˚u byla 294. Celkove´
Accuracy a Correctness rozpozna´va´n´ı s ALM modelem bylo 84,17 % a 88,17 %.
Kapitola 6
U´loha a na´vrh rˇesˇen´ı
Syste´my rozpozna´va´n´ı rˇecˇi prˇeva´deˇj´ıc´ı mluveny´ projev do textove´ podoby jsou
uzˇ´ıva´ny v sˇiroke´m spektru u´loh. Da´le se nebudeme zaby´vat zarˇ´ızen´ımi, ktere´ zpra-
cova´vaj´ı hlasove´ prˇ´ıkazy z omezene´ mnozˇiny povel˚u. Syste´my pro zpracova´n´ı sou-
visle´ho mluvene´ho projevu lze rozdeˇlit naprˇ´ıklad na skupiny:
• Hleda´n´ı kl´ıcˇovy´ch slov
• Indexova´n´ı archiv˚u
• Titulkova´n´ı
• Diktovac´ı syste´my
V te´to pra´ci se budeme zaby´vat syste´my pro diktova´n´ı textu, ktere´ maj´ı sva´
specifika a potrˇeby kvalitn´ıho vy´stupu. V mnoha oborech lidske´ cˇinnosti se porˇizuj´ı
psane´ za´znamy, ktere´ vznikaj´ı prˇ´ımy´m za´pisem diktovane´ho textu zapisuj´ıc´ım osoba´m.
U´kolem teˇchto osob je prˇesny´ za´znam diktovane´ho textu do podoby psane´ zpra´vy.
Syste´m rozpozna´va´n´ı rˇecˇi pro diktova´n´ı by meˇl by´t schopen nahradit tuto cˇinnost a
zautomatizovat za´znam mluvene´ho projevu.
Vy´stup z diktovac´ıho syste´mu je omezen vlastnostmi diktovac´ıho syste´mu, ktere´
lze rozdeˇlit na akusticke´ a jazykove´. Akusticke´ podmı´nky jako spra´vna´ vy´slovnost
bez vad rˇecˇi, tiche´ prostrˇed´ı nebo prostrˇed´ı akusticky znecˇiˇsteˇne´ apod. jsou za´lezˇitosti,
ktery´mi se zaby´vaj´ı metody akusticke´ho modelova´n´ı, ktery´mi se zaby´vat v te´to pra´ci
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nebudeme. Z jazykove´ho pohledu jde zejme´na o spra´vny´ za´pis textu bez chybne´ho
rozpozna´n´ı jednotlivy´ch slov a podle pravidel pravopisu. Syste´m rozpozna´va´n´ı rˇecˇi
ma´ omezeny´ slovn´ık a nelze ocˇeka´vat, zˇe rozpozna´ spra´vneˇ libovolne´ vyslovene´ slovo.
Zp˚usob vytva´rˇen´ı jazykovy´ch model˚u z tre´novac´ıch text˚u zarucˇuje, zˇe slovn´ı za´soba
vsˇeobecneˇ pouzˇ´ıvana´ prˇi diktova´n´ı a tvorbeˇ veˇtny´ch celk˚u bude syste´mem zpra-
cova´va´na v dobre´ kvaliteˇ. Omezen´ı nasta´va´ prˇi diktova´n´ı slov, ktera´ se v tre´novac´ıch
textech neobjevila nebo je jejich zastoupen´ı obecneˇ velmi n´ızke´. Obvykle jde o jmenne´
entity, jako jsou jme´na osob, geograficke´ na´zvy - oblasti, s´ıdla, mı´stn´ı na´zvy.
Budeme se zaby´vat zejme´na mozˇnostmi rozsˇ´ıˇren´ı jazykove´ho modelu o nova´
slova. Zvolili jsme rozsˇ´ıˇren´ı o seznam meˇst, obc´ı, osad a na´zv˚u ulic. Tato data
jsou velmi rozd´ılna´ v jednotlivy´ch regionech. Obvykly´ postup tvorby jazykove´ho
modelu je zpracova´n´ı dat ze stejne´ oblasti, pro kterou je diktovac´ı syste´m navrhova´n.
Na Katedrˇe kybernetiky jsme rˇesˇili na´vrh diktovac´ıho syste´mu, ktery´ by mohl by´t
vyuzˇ´ıva´n u soud˚u v Cˇeske´ republice. Na vsˇech u´rovn´ıch soud˚u je vytva´rˇeno mnoho
dokument˚u z r˚uzny´ch cˇa´st´ı soudn´ıch proces˚u. Prˇi zpracova´n´ı dat z neˇkolika soud˚u
jsme po analy´ze dat zjistili, zˇe data z jednotlivy´ch soud˚u si jsou velmi podobna´, ale
prˇesto je nelze pouzˇ´ıt pro vytvorˇen´ı univerza´ln´ıho modelu. Jazykove´ modely se liˇsily
nejv´ıce pra´veˇ ve jmenny´ch entita´ch zmı´neˇny´ch vy´sˇe. Kazˇdy´ regiona´ln´ı soud se zaby´va´
nejv´ıce mnozˇinou jmenny´ch entit a jazykove´ modely nejsou univerza´lneˇ prˇenositelne´.
Nejv´ıce rozd´ılnou mnozˇinou slov byly mı´stn´ı na´zvy - na´zvy s´ıdel a ulic.
Typicky´ postup tvorby jazykove´ho modelu by byl, zˇe pro kazˇdy´ soud, ktery´ by
meˇl za´jem pouzˇ´ıvat diktovac´ı syste´m pro dokumenty a byly v neˇm zahrnut mı´stn´ı
na´zvy obc´ı a ulic, by bylo potrˇeba zpracovat soudn´ı rozhodnut´ı z kazˇde´ho soudu
podle regionu a z teˇchto dat nastavit diktovac´ı syste´m. Takovy´ postup nen´ı prˇ´ıliˇs
efektivn´ı.
Vy´sledkem te´to pra´ce bude vytvorˇen´ı postupu pro u´pravu jazykove´ho modelu z
dat, naprˇ´ıklad jedine´ho regionu, a pouzˇit´ı tohoto modelu v jine´m regionu s u´pravou
pro mı´stn´ı na´zvy. Jedn´ım ze za´kladn´ıch rozd´ıl˚u nebude jen mozˇnost spra´vne´ho
rozpozna´n´ı mı´stn´ıch na´zv˚u, ale naprˇ´ıklad i v modelu pro p˚uvodn´ı region nebudou
obsazˇeny vsˇechny mı´stn´ı na´zvy. Z´ıska´n´ı dat, ktera´ by obsahovala kompletn´ı mnozˇinu
mı´stn´ıch na´zv˚u nen´ı mozˇne´ prakticky. Naprˇ´ıklad prˇi uvazˇova´n´ı prˇejmenova´n´ı ulic ve
meˇstech, vy´stavbeˇ novy´ch ulic nebo r˚ustu aglomerac´ı se tato data meˇn´ı v beˇhu cˇasu.
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Nejvysˇsˇ´ı soud CˇR Nejvysˇsˇ´ı spra´vn´ı soud CˇR
Vrchn´ı soud v Praze Vrchn´ı soud v Olomouci
Krajske´ soudy – 9 soud˚u
Okresn´ı soudy – 85 soud˚u
Tabulka 6.1: Cˇtyrˇcˇla´nkova´ soustava soud˚u v Cˇeske´ republice
I tento proble´m se pokus´ıme vyrˇesˇit, kdy do obecne´ho modelu bude mozˇnost dodat
libovolnou sadu mı´stn´ıch na´zv˚u pro rozpozna´va´n´ı.
Zvy´sˇ´ı se t´ım komfort pro uzˇivatele diktovac´ıho syste´mu, kdy uzˇivatel je obvykle
prˇedem informova´n, zˇe v syste´mu nejsou obsazˇena vsˇechna slova, ktera´ mu˚zˇe vy-
slovit a chybovost syste´mu bude muset opravit rucˇneˇ. Uzˇivatel syste´mu s prˇidanou
mnozˇinou mı´stn´ıch na´zv˚u bude mı´t znalost, zˇe syste´m mı´stn´ım na´zv˚u
”
rozumı´“, a
t´ım se zvy´sˇ´ı pouzˇitelnost syste´mu. Dalˇs´ı vy´hodou by meˇl by´t lepsˇ´ı vy´stup syste´mu z
pohledu cˇeske´ho pravopisu, kde spra´vneˇ rozpoznany´ mı´stn´ı na´zev by meˇl by´t zapsa´n
podle pravidel cˇeske´ho pravopisu.
6.1 Soustava soud˚u v Cˇeske´ republice
Pro experimenty jsme zvolili te´matickou oblast soudn´ıch rozhodnut´ı. Rozhodnut´ı
soudu je dokument, ktery´ uzav´ıra´ soudn´ı proces a je v neˇm popsa´no cele´ soudn´ı
jedna´n´ı a soudce v neˇm od˚uvodnˇuje rozsudek. V Cˇeske´ republice je cˇtyrˇcˇla´nkova´
soustava soud˚u, viz tabulka 6.1. Jsou to nejvysˇsˇ´ı, vrchn´ı, krajske´ a okresn´ı soudy.
Stranou teˇchto soud˚u stoj´ı U´stavn´ı soud, ktery´ v u´stavn´ım soudnictv´ı rozhoduje o
souladu pra´vn´ıch prˇedpis˚u i rozhodnut´ı s u´stavou. Obecne´ soudnictv´ı sesta´va´ z civiln´ı
a trestn´ı veˇtve. Soudn´ı rˇ´ızen´ı v obecne´m soudnictv´ı je dvoustupnˇove´ a zaby´vaj´ı s
j´ım okresn´ı a krajske´ soudy.
V Cˇeske´ republice s na´stupem eGovernmentu vznikl pozˇadavek na elektronicke´
zpracova´n´ı dokument˚u. Jedn´ım pozˇadavkem byl i vy´voj diktovac´ıch syste´mu˚ pro
soudce pro za´pis soudn´ıch rozhodnut´ı. Diktovac´ı syste´my byly vyvinuty a testova´ny
soudci a na za´kladeˇ jejich prˇipomı´nek da´le rozv´ıjeny. Funkcˇnost syste´mu˚ pro obecny´
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text byla na dobre´ u´rovni. Velke´ zlepsˇen´ı bylo pozˇadova´no v diktova´n´ı jmenny´ch
entit, zvla´sˇteˇ jmen osob a mı´stopisny´ch na´zv˚u, jejichzˇ mozˇnost rozpozna´va´n´ı je v
diktovac´ım syste´mu velmi omezena´. Teoreticky bychom meˇli pro kazˇdy´ okres a kraj
zpracovat korpus z dane´ oblasti, aby v tre´novac´ıch datech byly zastoupeny mı´stopisne´
na´zvy. Prˇesto ani ve velke´m korpusu bychom nez´ıskali plny´ slovn´ık vsˇech na´zv˚u obc´ı,
meˇst, osad a na´zv˚u ulic.
6.2 Soucˇasne´ metody pro rozsˇ´ıˇren´ı slovn´ıku
V soucˇasne´ dobeˇ neexistuj´ı metody, ktere´ by obecneˇ rˇesˇily rozsˇiˇrova´n´ı slovn´ıku
rozpozna´vac´ıho syste´mu. Standardn´ı postup s pouzˇit´ım velke´ho mnozˇstv´ı tre´novac´ıch
dat prˇedpokla´da´ velke´ mnozˇstv´ı text˚u, ktere´ obsahuj´ı kompletn´ı informaci o mozˇne´m
vstupu cele´ho rozpozna´vac´ıho syste´mu. Takove´ obrovske´ mnozˇstv´ı textu ovsˇem nen´ı
dostupne´ te´meˇrˇ pro zˇa´dnou veˇtsˇ´ı u´lohu.
Kombinace v´ıce jazykovy´ch model˚u
Prˇizp˚usoben´ı syste´mu rozpozna´va´n´ı rˇecˇi lze prove´st kombinac´ı neˇkolika jazykovy´ch
model˚u vcˇetneˇ jejich r˚uzne´ va´hy. Za´kladn´ı obecny´ model mu˚zˇe by´t vytvorˇen z velke´ho
mnozˇstv´ı dat. Doplnˇuj´ıc´ı modely pak mohou prˇina´sˇet pra´veˇ rozsˇ´ıˇren´ı slovn´ıku o nove´
tvary. Tyto modely mohou by´t sestavova´ny z mensˇ´ıho objemu dat a zle je tedy
vhodneˇ obmeˇnˇovat dle potrˇeb. Problematicke´ je zvla´sˇteˇ spra´vne´ nastaven´ı va´hy
model˚u a z´ıska´va´n´ı dat pro modely.
Jazykove´ modely s POS trˇ´ıdami
Oznacˇen´ı slovn´ıch druh˚u a vyuzˇit´ı te´to informace pro kvalitneˇjˇs´ı jazykove´ modely je
dalˇs´ı mozˇnost. Oznacˇova´n´ı slov POS tagy – slovn´ı druhy – nen´ı dokonale´ a kombinace
modelu postavene´ho na slovech a modelu s trˇ´ıdami slovn´ıch druh˚u je problematicke´.
Prˇesto v neˇktery´ch u´loha´ch se tento postup osveˇdcˇil a byl prezentova´n.
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Modely subslovn´ıch jednotek
Byly prezentova´ny syste´my, ktere´ kombinuj´ı jazykovy´ model postaveny´ na slovech s
modelem, ktery´ obsahuje cˇa´sti slov. Cˇa´sti mohou by´t kra´tke´ slabiky nebo prˇedpony,
korˇeny a prˇ´ıpony. Tyto metody byly vyuzˇity u flektivn´ıch jazyk˚u jaky´m je naprˇ´ıklad
cˇesˇtina. Rozdeˇlen´ım slov do jednotek se ztra´c´ı informace, kterou maj´ı n-gramove´
modely a to mezislovn´ı vazba. V trigramove´m modelu jsou ulozˇeny pravdeˇpodobnosti
azˇ trojic po sobeˇ na´sleduj´ıc´ıch slov. Pokud slova rozdeˇl´ıme na dveˇ jednotky sn´ızˇ´ı se
vazba mezi slovy pouze na jedno slovo a jednu koncovku nebo zacˇa´tek slova.
Na´vrh rˇesˇen´ı rozsˇ´ıˇren´ı slovn´ıku jazykove´ho modelu, ktery´ budeme da´le prezentovat
nen´ı obecny´ postup. Zameˇrˇ´ıme se na skupiny slov – geograficke´ na´zvy, ktere´ lze
relativneˇ dobrˇe popsat a v tre´novac´ıch textech nelze vy´skyt cele´ mnozˇiny pozorovat.
6.3 Na´vrh rˇesˇen´ı
V prˇedchoz´ı kapitole je zmı´neˇno doplneˇn´ı jazykove´ho modelu o nova´ slova. Konkre´tneˇ
jde o rozsˇ´ıˇren´ı jazykovy´ch model˚u o trˇ´ıdy osobn´ıch jmen a prˇ´ıjmen´ı. V prac´ıch
[11, 34, 36] byl postup pouzˇit pro aktualizaci jazykovy´ch model˚u o vlastn´ı jme´na,
jejichzˇ mnozˇinu bylo mozˇne´ prˇed nasazen´ım jazykove´ho modelu a rozpozna´vacˇe
odhadnout. Druhy´m vy´znamny´m prˇ´ınosem zvla´sˇteˇ u u´lohy rozpozna´va´n´ı hokejovy´ch
komenta´rˇ˚u bylo, zˇe pomoc´ı oznacˇen´ı jmen v tre´novac´ıch datech a jejich nahrazen´ı
novou mnozˇinou dosˇlo ke zmensˇen´ı slovn´ıku o jme´na, ktera´ by bez oznacˇen´ı byla v
jazykove´m modelu. Prˇitom by mohlo j´ıt o jme´na hra´cˇ˚u, ktera´ pocha´zela z tre´novac´ıch
dat porˇ´ızeny´ch prˇed velkou dobou. V jazykove´m modelu by se prˇena´sˇela jme´na
hokejist˚u, kterˇ´ı jizˇ ukoncˇili karie´ru. Model by se musel pr˚ubeˇzˇneˇ aktualizovat o nova´
data, cozˇ lze pouze novou anotac´ı za´pas˚u, ktera´ je velmi na´rocˇna´ a nerˇesˇ´ı u´plnost
mnozˇiny jmen v jazykove´m modelu.
V prezentovane´ pra´ci byla z pocˇa´tku pouzˇita jedna trˇ´ıda jmen a uniformn´ı pravdeˇ-
podobnost´ı uvnitrˇ trˇ´ıdy. Po vytvorˇen´ı trˇ´ıdy jmen vsˇech tvar˚u podle morfologicky´ch
kategori´ı dosˇlo k proble´mu s velmi malou pravdeˇpodobnost´ı vsˇech jmen po zacˇleneˇn´ı
trˇ´ıdy do jazykove´ho modelu. V prˇ´ıpadeˇ, zˇe byla trˇ´ıda jmen mensˇ´ı a pravdeˇpodobnosti
ve trˇ´ıdeˇ veˇtsˇ´ı, fungoval rozpozna´vac´ı syste´m podle prˇedpoklad˚u a jme´na se objevila
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ve vy´sledc´ıch rozpozna´va´n´ı. Mala´ trˇ´ıda jmen ovsˇem nedoka´zala pokry´t potrˇebne´
mnozˇstv´ı jmen. Rˇesˇen´ım s dobry´m vy´sledkem bylo pouzˇit´ı v´ıce trˇ´ıd, jejichzˇ rozdeˇlen´ı
bylo provedeno na za´kladeˇ morfologicke´ kategorie. Pravdeˇpodobnost ve trˇ´ıda´ch byla
i da´le rozdeˇlena uniformneˇ.
Mysˇlenka rozsˇ´ıˇren´ı jazykovy´ch model˚u pro diktova´n´ı soudn´ıch rozhodnut´ı o mı´stn´ı
na´zvy je postavena na prˇedchoz´ıch vy´sledc´ıch. Prvn´ım krokem by tedy meˇlo by´t v
tre´novac´ıch textech oznacˇit mı´stn´ı na´zvy a na´sledneˇ navrhnout trˇ´ıdy mı´stn´ıch na´zv˚u.
Urcˇiteˇ bude vhodne´ pouzˇ´ıt rozdeˇlen´ı podle morfologicke´ kategorie, ale zrˇejmeˇ to bude
nedostatecˇne´, protozˇe velikost trˇ´ıd bude prˇ´ıliˇs velika´. Pod´ıvejme se na dostupna´ data.
6.4 Zdroje dat pro sestaven´ı trˇ´ıd
Pro vytvorˇen´ı trˇ´ıd obsahuj´ıc´ı kompletn´ı seznam obc´ı a ulic v dane´m regionu je
potrˇeba takove´ seznamy z´ıskat. Dostupne´ seznamy jsou z neˇkolika zdroj˚u. Jde o
verˇejneˇ dostupne´ seznamy obc´ı a ulic, jak je poskytuje sta´tn´ı spra´va CˇR, statisticky´
u´rˇad a dalˇs´ı organizace.
Databa´ze obc´ı a ulic Ministerstva vnitra
Na webovy´ch stra´nka´ch Ministerstva vnitra jsou dostupne´ seznamy obc´ı ulic a
adres ve forma´tu XML. Tyto seznamy jsou pravidelne´ aktualizova´ny, ale bohuzˇel
prˇiblizˇneˇ od roku 2011 uzˇ neobsahuj´ı pocˇty obyvatel v obc´ıch. Seznamy jsou rozdeˇleny
podle kraj˚u a okres˚u a jsou oznacˇeny obce s rozsˇ´ıˇrenou p˚usobnost´ı a pod neˇ spadaj´ıc´ı
obce. Seznam ulic a adres je rozcˇleneˇn podle obc´ı a je uveden seznam cˇ´ısel popisny´ch
v dane´ ulici. Seznamy jsou pravidelneˇ aktualizova´ny v pr˚ubeˇhu roku. Seznam obc´ı
s pocˇtem obyvatel v nich je dalˇs´ı registr poskytovany´ Ministerstvem vnitra. V neˇm
je uveden seznam obc´ı v CˇR cˇleneˇny´ stejneˇ jako druhy´ seznam podle kraj˚u a nav´ıc
s pocˇtem obyvatel v kazˇde´ obci. Pocˇet obyvatel je aktualizovany´ jednou rocˇneˇ na
zacˇa´tku roku.
Databa´ze UIR-ADR Ministerstva pra´ce a socia´ln´ıch veˇc´ı
Databa´ze UIR-ADR vytva´rˇ´ı ministerstvo pra´ce a socia´ln´ıch veˇc´ı ve spolupra´ci s
obecn´ımi u´rˇady a jde o seznam vsˇech stavebn´ıch objekt˚u, ktere´ maj´ı cˇ´ıslo domovn´ı.
Adresy neobsahuj´ı zˇa´dne´ u´daje o osoba´ch ani organizac´ıch. Cˇeska´ posˇta poskytuje pro
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adresy platna´ posˇtovn´ı smeˇrovac´ı cˇ´ısla. Registr je vyuzˇ´ıva´n pro potrˇeby sta´tn´ı socia´ln´ı
podpory a u´rˇad˚u pra´ce. Za spolupra´ce obc´ı jsou pr˚ubeˇzˇneˇ doplnˇova´ny chybeˇj´ıc´ı
adresy, zaznamena´va´ny zmeˇny na´zv˚u, prˇ´ıpadneˇ oznacˇeny zrusˇene´ stavebn´ı objekty.
Pouzˇ´ıva´n´ı registru zajiˇst’uje jednotne´ a spra´vne´ psan´ı na´zv˚u a umozˇnˇuje kontrolu
existence adresy, a tak lze zprˇesnit a zrychlit dorucˇova´n´ı za´silek a zajistit dalˇs´ı funkce
za´visle´ na prˇesne´ a platne´ adrese. Data jsou aktualizova´na.
Seznam obc´ı ma´ podmnozˇinu meˇst, ktera´ budou s velkou pravdeˇpodobnost´ı ve
vsˇechny soudn´ıch rozhodnut´ıch velmi frekventovana´. Jsou to meˇsta, kde s´ıdl´ı okresn´ı
krajske´ soudy. V kazˇde´m by´vale´m okresn´ım meˇsteˇ a v prˇ´ıpadeˇ pobocˇky okresn´ıho
soudu i jine´ meˇsto, s´ıdl´ı okresn´ı soud. V krajsky´ch meˇstech (ne ve vsˇech) s´ıdl´ı krajske´
soudy, ale tato meˇsta jsou obvykle shodna´ s lokac´ı okresn´ıch soud˚u. Proto seznam
okresn´ıch soud˚u pokry´va´ tuto mnozˇinu.
Seznam katastra´ln´ıch u´rˇad˚u
V textech soudn´ıch rozhodnut´ı se objevuj´ı na´zvy katastra´ln´ıch u´zemı´. Obvykle je
na´zev katastra´ln´ıho u´zemı´ shodny´ s na´zvem obce, ale neplat´ı to vzˇdy, protozˇe na´zvy
jednotlivy´ch u´zemı´ nesmeˇj´ı by´t stejne´. Proto jsou neˇktere´ lehce upravene´. Obvykle
je k na´zvu prˇida´n na´zev veˇtsˇ´ı obce nebo meˇsta, kde obec lezˇ´ı, naprˇ´ıklad Borek u
Rokycan.
Jednotny´ telefonn´ı seznam
Jednotny´ telefonn´ı seznam vedeny´ spolecˇnost´ı MEDIATEL, spol. s r. o. je obecneˇ
zna´my´ jako Zlate´ stra´nky. Jsou v neˇm zverˇejneˇna telefonn´ı cˇ´ısla za´kazn´ık˚u vsˇech
telefonn´ıch opera´tor˚u v CˇR. Za´kazn´ıci mus´ı da´t ke zverˇejneˇn´ı v tomto seznamu
souhlas. Z tohoto seznamu nelze z´ıskat seznam vsˇech obc´ı a ulic, ale mu˚zˇe by´t uzˇitecˇny´
pro z´ıska´n´ı statistik o cˇetnosti zastoupen´ı obc´ı a ulic v soudn´ıch rozhodnut´ıch, ktere´
se cˇasto ty´kaj´ı soukromy´ch obcˇan˚u. Prˇeneseneˇ by se dalo uvazˇovat, zˇe z´ıska´me pocˇet
telefon˚u na dane´ adrese prˇ´ıpadneˇ v jedne´ ulici.
Registr ekonomicky´ch subjekt˚u
Registr ekonomicky´ch subjekt˚u je databa´ze spravovana´ a vyda´va´na Cˇesky´m
statisticky´m u´rˇadem, ktera´ obsahuje ekonomicke´ subjekty cozˇ je kazˇda´ pra´vnicka´
osoba a fyzicka´ osoba s postaven´ım podnikatele a organizacˇn´ı slozˇka sta´tu, ktera´ je
u´cˇetn´ı jednotkou. Podobneˇ jako u jednotne´ho telefonn´ıho seznamu nejde o seznam
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vsˇech obc´ı a ulic, ale lze z´ıskat statistiky pra´vnicky´ch osob na dane´ adrese, v ulici, v
obci.
Seznam advoka´t˚u
Rejstrˇ´ık, ktery´ udrzˇuje Advoka´tn´ı komora o svy´ch cˇlenech, advoka´tech a koncipi-
entech, vcˇetneˇ adres advoka´tn´ıch kancela´rˇ´ı mu˚zˇe prˇine´st dalˇs´ı informace pro statistiku
na´zv˚u obc´ı a ulic. V kazˇde´m soudn´ım rˇ´ızen´ı je advoka´t prˇ´ıtomen a jeho jme´no i
adresa kancela´rˇe je uva´deˇno v soudn´ım rozhodnut´ı.
Za´kladn´ı registry verˇejne´ spra´vy
Nastupuj´ıc´ı eGovernment (elektronicka´ verˇejna´ spra´va) v Cˇeske´ republice, prˇinesl
vy´voj takzvany´ch za´kladn´ı registr˚u verˇejne´ spra´vy, ktere´ by meˇly v budoucnu nahradit
vsˇechny dosavadn´ı registry a vyrˇesˇit jejich nejednotnost, multiplicitu a neaktua´lnost.
Neˇktere´ vy´sˇe uvedene´ registry budou nahrazeny novy´m syste´mem. Navrzˇena´ struk-
tura za´kladn´ıch registr˚u je ze cˇtyrˇ cˇa´st´ı.
• Registr obyvatel – obsahuj´ıc´ı za´kladn´ı u´daje o obcˇanech a cizinc´ıch s povolen´ım
k pobytu, mezi tyto u´daje patrˇ´ı: jme´no a prˇ´ıjmen´ı, datum a mı´sto narozen´ı a
u´mrt´ı a sta´tn´ı obcˇanstv´ı.
• Registr pra´v a povinnost´ı – obsahuj´ıc´ı referencˇn´ı u´daje o p˚usobnosti orga´n˚u
verˇejne´ moci, mj. opra´vneˇn´ı k prˇ´ıstupu do k jednotlivy´m u´daj˚um, informace o
zmeˇna´ch provedeny´ch v teˇchto u´daj´ıch apod.
• Registr osob –obsahuj´ıc´ı u´daje o pra´vnicky´ch osoba´ch, podnikaj´ıc´ıch fyzicky´ch
osoba´ch, orga´nech verˇejne´ moci i o nekomercˇn´ıch subjektech, jako jsou obcˇanska´
sdruzˇen´ı a c´ırkve.
• Registr u´zemn´ı identifikace, adres a nemovitost´ı – spravuj´ıc´ı u´daje o za´kladn´ıch
u´zemn´ıch a spra´vn´ıch prvc´ıch.
Splneˇn´ı hlavn´ıch c´ıl˚u za´kladn´ıch registr˚u bude velky´ prˇ´ınos pro spra´vu dat.
Z´ıska´va´n´ı strukturovany´ch dat ze soucˇasny´ch registr˚u je velmi problematicke´ a
skutecˇneˇ jsou v registrech zanesena data, ktera´ neodpov´ıdaj´ı skutecˇnosti. Zpracova´n´ı
soucˇasny´ch registr˚u bylo komplikovane´ a obzvla´sˇteˇ rˇesˇen´ı v´ıcena´sobny´ch u´daj˚u, ne-
jednotneˇ uvedene´ u´daje a chybneˇ zadana´ data bylo velky´m proble´mem.
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6.5 Rozdeˇlen´ı pravdeˇpodobnosti ve trˇ´ıda´ch
6.5.1 Uniformn´ı rozdeˇlen´ı pravdeˇpodobnosti ve trˇ´ıda´ch
V prˇedchoz´ı pra´ci s hokejovy´mi za´pasy a parlamentn´ımi sch˚uzemi bylo pouzˇito uvnitrˇ
trˇ´ıd uniformn´ı rozdeˇlen´ı pravdeˇpodobnosti. Je zrˇejme´, zˇe toto rozdeˇlen´ı neodpov´ıda´
skutecˇne´mu rozdeˇlen´ı pravdeˇpodobnosti jednotlivy´ch slov ve trˇ´ıdeˇ. Naprˇ´ıklad v hoke-
jove´m za´pase nejsou na hrac´ı plosˇe vsˇichni hra´cˇi rovnomeˇrneˇ nebo jeden z ty´mu˚ ma´
obvykle
”
v´ıce ze hry“ a najdou se i dalˇs´ı nerovnomeˇrnosti v pravdeˇpodobnostn´ım
rozlozˇen´ı mozˇnosti vysloven´ı jme´na komenta´torem. Mohutnost trˇ´ıd v u´loha´ch s ho-
kejovy´mi komenta´rˇi a parlamentn´ıch sch˚uz´ı je obvykle v des´ıtka´ch azˇ maxima´lneˇ
kolem dvou set prvk˚u v jedne´ trˇ´ıdeˇ.
Seznamy mı´stn´ıch na´zv˚u dosahuj´ı podstatneˇ veˇtsˇ´ıch hodnot i pro maly´ region.
Analogicky jako u prvn´ıch experiment˚u s hokejovy´mi komenta´rˇi lze ocˇeka´vat horsˇ´ı
vy´sledky rozpozna´n´ı prvk˚u trˇ´ıd z d˚uvodu velke´ho pocˇtu prvk˚u trˇ´ıdy z d˚uvodu velmi
maly´ch pravdeˇpodobnost´ı. V HMM modelech z´ıskaj´ı veˇtsˇ´ı pravdeˇpodobnost akusticky
podobna´ slova mimo trˇ´ıdu. Jeden z experiment˚u s mı´stn´ımi na´zvy provedeme s
rovnomeˇrny´m rozdeˇlen´ım pravdeˇpodobnosti uvnitrˇ trˇ´ıd.
6.5.2 Rozsˇ´ıˇrene´ rozdeˇlen´ı pravdeˇpodobnosti ve trˇ´ıda´ch
Odhad lepsˇ´ıho rozlozˇen´ı pravdeˇpodobnosti uvnitrˇ trˇ´ıd se pokus´ıme navrhnout z
tre´novac´ıch dat a dostupny´ch rejstrˇ´ık˚u mı´stn´ıch na´zv˚u. Nalezen´ı lepsˇ´ıho rozlozˇen´ı
pravdeˇpodobnosti nelze prova´deˇt na za´kladeˇ rozpozna´vac´ıch experiment˚u kv˚uli velke´
vy´pocˇetn´ı na´rocˇnosti. Zkusme navrhnout rozlozˇen´ı pravdeˇpodobnosti na za´kladeˇ po-
dobnosti s rozlozˇen´ım pravdeˇpodobnosti v tre´novac´ıch datech. Cˇetnosti jednotlivy´ch
slov trˇ´ıdy v textu lze povazˇovat za na´hodny´ vektor. Pro srovna´n´ı dvou na´hodny´ch
promeˇnny´ch lze vyuzˇ´ıt tzv. Pearson˚uv korelacˇn´ı koeficient, ktery´ pro dveˇ na´hodne´
promeˇnne´ X, Y lze vypocˇ´ıtat jako
ρ =
cov(X, Y )
σXσY
(6.1)
kde cov(X.Y ) je kovariance promeˇnny´ch X, Y, cozˇ je strˇedn´ı hodnota soucˇinu
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odchylek od strˇedn´ıch hodnot.
cov(X, Y ) = E (E(X − µX)E(Y − µY )) (6.2)
a σ jednotlivy´ch promeˇnny´ch je smeˇrodatna´ odchylka, cozˇ je odmocnina rozptylu
velicˇiny.
σX =
√
E(X2)− E2(X) (6.3)
E(.) oznacˇuje strˇedn´ı hodnotu, v nasˇem prˇ´ıpadeˇ aritmeticky´ pr˚umeˇr.
Hodnota korelacˇn´ıho koeficientu mu˚zˇe naby´vat hodnot v intervalu < −1, 1 >, kdy
nulova´ hodnota znamena´, zˇe velicˇiny jsou neza´visle´. kladne´ hodnoty znacˇ´ı kladny´
linea´rn´ı vztah velicˇin azˇ po u´plnou za´vislost prˇi ρ = +1, prˇ´ıma´ u´meˇrnost. Opacˇneˇ
prˇi za´porny´ch hodnota´ch za´pornou linea´rn´ı za´vislost azˇ neprˇ´ımou u´meˇru prˇi ρ = −1.
Budeme porovna´vat vektor slozˇeny´ z cˇetnost´ı na´zv˚u obc´ı, ktere´ se vyskytly v
tre´novac´ıch datech, s nasˇ´ım odhadem, ktery´ budeme deˇlat neza´visle na znalosti
hodnot z tre´novac´ıch dat. Pro srovna´n´ı pouzˇijeme trˇ´ıdu obc´ı v prvn´ım pa´du. Zastou-
pen´ı prvn´ıho pa´du je v textu nejcˇasteˇjˇs´ı a v ostatn´ıch lze ocˇeka´vat stejne´ rozlozˇen´ı
pravdeˇpodobnosti.
Prvn´ı z logicky´ch u´vah prˇi odpov´ıda´n´ı na ota´zku
”
Jaka´ meˇsta a obce se budou
nejcˇasteˇji vyskytovat v soudn´ıch rozhodnut´ıch?“ bude, zˇe p˚ujde o
”
veˇtˇs´ı meˇsta a
obce“. Tato mysˇlenka se da´ zrˇejmeˇ vyja´drˇit podle pocˇtu obyvatel. Dalˇs´ı rozv´ıjen´ı
mysˇlenky by mohlo by´t, zˇe nejcˇasteˇji se objev´ı na´zvy okresn´ıch soud˚u a tedy i
by´valy´ch okresn´ıch meˇst a z teˇchto meˇst nejcˇasteˇji meˇsto, kde je s´ıdlo soudu, kde
se p´ıˇse dane´ rozhodnut´ı. Na´zvy katastra´ln´ıch u´zemı´ nejsou stejne´ jako na´zvy obc´ı.
Pro krajsky´ soud je zrˇejmeˇ vhodne´ pouzˇ´ıt seznam obc´ı z dane´ho kraje a k tomuto
seznamu prˇidat mnozˇinu dalˇs´ıch, naprˇ´ıklad zmı´neˇna´ okresn´ı meˇsta a katastra´ln´ı
u´rˇady. Detailneˇji se na´vrhem trˇ´ıd a korelac´ı s daty budeme veˇnovat da´le.
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6.6 Velikost trˇ´ıdove´ho jazykove´ho modelu
Velikost jazykove´ho modelu, pocˇet parametr˚u, je d˚ulezˇita´ vlastnost pro syste´m roz-
pozna´va´n´ı rˇecˇi. Pouzˇit´ım velky´ch trˇ´ıd slov docha´z´ı k exponencia´ln´ımu r˚ustu pocˇtu pa-
rametr˚u modelu. V navrhovane´m rˇesˇen´ı pouzˇijeme
”
prorˇeza´va´n´ı“ jazykove´ho modelu
pro sn´ızˇen´ı pocˇtu parametr˚u. Nebudeme vyuzˇ´ıvat vy´sˇe zmı´neˇne´ metody snizˇova´n´ı
pocˇtu parametr˚u, ale zameˇrˇ´ıme se, zda nelze vyuzˇ´ıt vlastnosti dat a model zmensˇit
na za´kladeˇ znalost´ı z dat.
V tre´novac´ım textu se pod´ıva´me bigramy, ktere´ maj´ı na pozici slovn´ı historie
geograficky´ na´zev a take´ bigramy, ktere´ odhaduj´ı pravdeˇpodobnost geograficke´ho
na´zvu. V modelu ponecha´me jenom nejv´ıce pouzˇ´ıvane´ slovn´ı historie a na´sledn´ıky.
Prˇedpokla´da´me, zˇe t´ım dojde k vy´razne´mu sn´ızˇen´ı pocˇtu parametr˚u modelu a
soucˇasneˇ nedojde k ovlivneˇn´ı kvality rozpozna´va´n´ı rˇecˇi.
Kapitola 7
Experimenty a vy´sledky
7.1 Popis korpusu
Pro experimenty jsme meˇli k dispozici kopie soudn´ıch rozhodnut´ı z neˇkolika soud˚u v
Cˇeske´ republice. Data z jednotlivy´ch soud˚u byla z´ıska´na jako kompletn´ı dokumenty
soudn´ıch rozhodnut´ı z jednotlivy´ch prˇ´ıpad˚u z neˇkolika rok˚u. Soubory jsme zpracovali
pro pouzˇit´ı v experimentech v neˇkolika kroc´ıch. Z jednotlivy´ch dokument˚u bylo
trˇeba spra´vneˇ prˇeve´st cˇisty´ text, ocˇiˇsteˇny´ od za´hlav´ı a za´pat´ı jednotlivy´ch stran,
vcˇetneˇ u´vodn´ıch hlavicˇek a za´veˇrecˇny´ch odstavc˚u s poucˇen´ım. Druhy´m krokem
bylo oznacˇen´ı specificky´ch slov a slovn´ıch spojen´ı, ktere´ bylo provedeno na za´kladeˇ
pravidel. Naprˇ´ıklad oznacˇen´ı jednac´ıch cˇ´ısel, cˇ´ıslovek, jme´na a prˇ´ıjmen´ı osob, na´zvy
firem, zkratek typicky´ch pro pra´vnicke´ texty a soudn´ı rozhodnut´ı atd. Tato pravidla
byla deˇla´na rucˇneˇ. Pro experimenty v te´to pra´ci jsme nejv´ıce vyuzˇili nalezen´ı na´zv˚u
obc´ı, meˇst, osad a na´zv˚u ulic. U´speˇsˇnost tohoto znacˇen´ı je kolem 95%. V tabulce 7.1
jsou uvedeny cˇa´sti korpusu z jednotlivy´ch soud˚u po zpracova´n´ı na cˇisty´ text.
Dostupna´ data jsme rozdeˇlili na cˇa´st pro tre´nova´n´ı jazykovy´ch model˚u cˇa´st pro
nastaven´ı rozpozna´vac´ıho syste´mu pro nejlepsˇ´ı dosazˇene´ vy´sledky a cˇa´st testovac´ı, na
ktere´ budeme prova´deˇt vsˇechny experimenty. Z kazˇde´ho soudn´ıho kraje jsme prˇiblizˇneˇ
95% dat pouzˇili jako tre´novac´ı cˇa´st. Zbyla´ cˇa´st jsou vy´vojova´ a testovac´ı data. Pro
testova´n´ı rozpozna´va´n´ı rˇecˇi jsme porˇ´ıdili nahra´vky cely´ch soudn´ıch rozhodnut´ı. Cely´
text soudn´ıch rozhodnut´ı obsahuje v pomeˇru ke sve´ de´lce velmi ma´lo mı´stn´ıch na´zv˚u,
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Zdroj dat velikost pocˇet token˚u (v milionech)
Krajsky´ soud v Praze 339 MB 56,72
Krajsky´ soud v Cˇesky´ch Budeˇjovic´ıch 74 MB 12,23
Krajsky´ soud v Plzni 197 MB 33,21
Krajsky´ soud v U´st´ı nad Labem 65MB 10,80
Celkem 675 MB 112,96
Tabulka 7.1: Korpusy soudn´ıch rozhodnut´ı
na ktere´ se zameˇrˇuj´ı nasˇe testy. Proto jsme vybrali i jednotlive´ veˇty, ve ktery´ch jsou
mı´stn´ı na´zvy a pro testova´n´ı jsme do nich doplnili na´zvy obc´ı a ulic pro otestova´n´ı
reprezentativn´ı skupiny mı´stn´ıch na´zv˚u a jejich spra´vne´ rozpozna´n´ı vcˇetneˇ pravidel
pravopisu s velky´mi p´ısmeny. Pro kazˇdou oblast ma´me tre´novac´ı, vy´vojova´ i testovac´ı
data. Testovac´ı sady jsme rozdeˇlili na neˇkolik skupin.
Test1 je tvorˇen z text˚u soudn´ıch rozhodnut´ı z jednotlivy´ch kraj˚u. Bylo vybra´na
vzˇdy cˇa´st z kazˇde´ho soudn´ıho kraje. V tabulce 7.2 jsou jednotlive´ cˇa´sti pomeˇrˇeny
k jazykovy´m model˚um z jednotlivy´ch kraj˚u. Sloupec oznacˇeny´ Tt1 oznacˇuje pocˇet
token˚u v testovane´m souboru. Vt1 je pocˇet r˚uzny´ch slov v testu. OOVr je OOV rate
slov v textu, ktera´ nebyla videˇna v tre´novac´ıch datech uvedena´ v procentech a PPL
je perplexita. Velmi n´ızka´ perplexita a OOV na u´rovni 0, 3− 1% ukazuj´ı na relativneˇ
velke´ mnozˇstv´ı tre´novac´ıch dat.
Test2 je podmnozˇina testovac´ıho textu Test1. Jsou vybra´ny veˇty, ktere´ obsaho-
valy mı´stn´ı na´zvy. Mnozˇiny dat se zmensˇily prˇiblizˇneˇ na 40%. Perplexita se zvy´sˇila
nejvy´razneˇji u dat ze strˇedocˇeske´ho kraje a nejme´neˇ u dat z U´st´ı nad Labem. OOV
rate se vy´razneˇ zvy´sˇila azˇ na dvojna´sobne´ hodnoty. Vy´pis jednotlivy´ch OOV slov
ukazuje na vy´razne´ zastoupen´ı mı´stn´ıch na´zv˚u.
7.2 Rozpozna´va´n´ı s referencˇn´ımi modely
Vsˇechny experimenty s rozpozna´va´n´ım jsme provedli pomoc´ı rozpozna´vac´ıho syste´mu
vyvinute´ho na Katedrˇe kybernetiky na ZCˇU v Plzni. Pro tre´nova´n´ı akusticke´ho
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Test 1 Test 2
Soudn´ı kraj |Tt1| |Vt1| OOVr PPL |Tt2| |Vt2| OOVr PPL
Praha 992k 22 505 1,03 16,86 430k 16 753 2,19 25,21
Cˇ. Budeˇjovice 251k 8 258 0,5 12,99 86k 5 006 0,73 14,43
Plzenˇ 249k 10 317 0,28 12,37 109k 7 233 0,46 13,82
U´st´ı n. Labem 273k 11 144 0,47 14,31 120k 7 581 0,82 15,06
Tabulka 7.2: Za´kladn´ı testovac´ı sady - text
modelu jsme pouzˇili vysoce kvalitn´ı rˇecˇovy´ signa´l. Jednalo se o cˇteny´ korpus, kde
jednotlive´ veˇty byly vybra´ny z elektronicky´ch verz´ı nejcˇteneˇjˇs´ıch cˇesky´ch novin, a to
tak, aby co nejle´pe reprezentovaly statisticke´ rozlozˇen´ı cˇesky´ch trifo´n˚u, vzhledem k
tomu jak se objevuj´ı v beˇzˇne´ rˇecˇi. Nahra´li jsme 800 r˚uzny´ch rˇecˇn´ık˚u - 384 muzˇ˚u a
419 zˇen. Korpus byl porˇ´ızen v tiche´m prostrˇed´ı s pouzˇit´ım close-talking mikrofonu
(Sennheisser HMD410-6). Celkem bylo nahra´no prˇes 220 hodin rˇecˇi.
Rˇecˇovy´ signa´l jsme digitalizovali s frekvenc´ı 22kHz s 16ti bitovy´m rozliˇsen´ım.
Front-end procesor byl zalozˇen na parametrizaci rˇecˇi metodou PLP. Na za´kladeˇ
neˇkolika experiment˚u bylo zvoleno nastaven´ı 27 spektra´ln´ıch filtr˚u a 12 staticky´ch
kepstra´ln´ıch koeficient˚u. Vy´sledny´ prˇ´ıznakovy´ vektor jsme pak doplnili o delta a
delta-delta koeficienty, takzˇe dimenze obrazove´ho prostoru byla 36. Prˇi zpracova´n´ı
jsme aplikovali take´ on-line CMN, abychom eliminovali prˇ´ıpadne´ zmeˇny prˇenosove´ho
kana´lu na testovac´ıch datech.
Elementa´rn´ı rˇecˇovou jednotkou v nasˇem syste´mu je trˇ´ı-stavovy´ HMM se spojitou
vy´stupn´ı pravdeˇpodobnost´ı spojenou s kazˇdy´m stavem. Vzhledem k tomu, zˇe je
pocˇet vsˇech mozˇny´ch cˇesky´ch trifo´n˚u prˇ´ıliˇs velky´, pouzˇili jsme ke sva´za´n´ı akusticky
podobny´ch stav˚u foneticky´ rozhodovac´ı strom. Optima´ln´ı pocˇet stav˚u a s t´ım spojeny´
optima´ln´ı pocˇet slozˇek GMM sva´zany´ch s jedn´ım stavem jsme zjistili na za´kladeˇ
rozsa´hle´ho mnozˇstv´ı experiment˚u. Vy´sledkem je tedy model, ktery´ ma´ 4922 stav˚u a
kde je kazˇdy´ stav reprezentova´n 16ti slozˇkovy´m GMM. K tvorbeˇ akusticke´ho modelu
jsme pouzˇili HTK-Toolkit verze 3.4.
Jazykove´ modely jsme natre´novali r˚uzny´mi metodami a podle vy´vojovy´ch dat
vybrali vyhlazova´n´ı Knesser-Ney. Va´ha jazykove´ho modelu v˚ucˇi akusticke´mu v de-
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Test 1 – audio Test 2 – audio
Soudn´ı kraj |VLM | OOVr PPL Corr Acc OOVr PPL Corr Acc
Praha 249k 3,5 200 89,32 86,68 5,3 320 84,30 81,1
Cˇ. Budeˇjovice 127k 3,9 239 88,38 85,19 4,8 256 76,85 73,9
Plzenˇ 217k 2,9 151 90,56 87,92 3,0 190 85,42 81,2
U´st´ı n Labem 92k 5,0 295 86,81 83,28 5,5 280 80,71 77,3
Tabulka 7.3: Za´kladn´ı experimenty s rozpozna´va´n´ım
kode´ru byla nastavena na hodnotu 8.
V tabulce 7.3 jsou uvedenu za´kladn´ı experimenty testovac´ıch soudn´ıch rozhodnut´ı
s jazykovy´mi modely, ktere´ jsou natre´nova´ny z dat prˇ´ıslusˇne´ho soudn´ıho kraje. |V |
je velikost slovn´ıku dane´ho modelu, OOV r je hodnota OOV rate slov v testu, PPL
je perplexita testovac´ıch dat proti prˇ´ıslusˇne´mu modelu, Corr je spra´vnost a Acc
je prˇesnost rozpozna´n´ı testovac´ıch dat. Pouzˇili jsme opeˇt dveˇ testovac´ı sady. Prvn´ı
sada oznacˇena´ Test 1 - audio jsou cela´ soudn´ı rozhodnut´ı. Ve druhe´ sadeˇ Test 2 -
audio je vy´beˇr veˇt, ktere´ obsahovaly mı´stopisne´ u´daje.
Perplexita testovac´ıch dat je veˇtsˇ´ı nezˇ u prˇedchoz´ı sady. To je z d˚uvodu, zˇe jsme
v sadeˇ pouzˇili soudn´ı rozhodnut´ı nejen ze zmı´neˇny´ch soudn´ıch kraj˚u, ale i dalˇs´ıch a
dva za´znamy od˚uvodneˇn´ı rozsudku Nejvysˇsˇ´ıho soudu. Tyto vy´sledky budeme da´le
uvazˇovat jako referencˇn´ı.
7.3 Analy´za chyb rozpozna´va´n´ı
Vy´sledky experimentu rozpozna´va´n´ı testovac´ıch dat s modely z jednotlivy´ch soudn´ıch
kraj˚u jsou uvedeny v tabulka´ch 7.2 a 7.3. U´rovenˇ rozpozna´va´n´ı je vysoka´ a zapocˇ´ıtane´
chyby nelze ovlivnit jenom nastaven´ım rozpozna´vac´ıho syste´mu. Cˇa´st chyb je zp˚usobe-
na sˇpatnou vy´slovnost´ı.
Cela´ soudn´ı rozhodnut´ı testovana´ proti model˚um natre´novany´ch z jednotlivy´ch
kraj˚u jsou rozpozna´va´na relativneˇ dobrˇe s mı´rny´m poklesem prˇesnosti u soudn´ıch roz-
hodnut´ı, ktera´ nejsou prˇ´ımo z dane´ho kraje. Oproti tomu vybrane´ veˇty s mı´stopisny´mi
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Korpusova´ sada Obce T |obce| Ulice T |ulice| |Obce R| |Ulice R|
Praha 490 200 8 958 111 469 7 890 20 824 23 747
Cˇ. Budeˇjovice 82 615 3 352 15 908 2 369 14 467 14 124
Plzenˇ 212 456 5 512 43 378 4 164 13 701 11 295
U´st´ı nad Labem 105 446 3 621 38 383 3 493 7 780 18 245
Tabulka 7.4: Oznacˇene´ mı´stn´ı na´zvy v korpusu
u´daji vykazuj´ı vy´razne´ sn´ızˇen´ı prˇesnosti v rozpozna´va´n´ı. Zvy´sˇene´ OOV rate je v
d˚usledku geograficky´ch u´daj˚u a sn´ızˇen´ı obecne´ho textu v tetovac´ı sadeˇ.
Analy´zou chyb u testu jsme dosˇli k za´veˇr˚um: Velky´ vy´znam na sn´ızˇen´ı u´speˇsˇnosti
maj´ı OOV slova v testech jednotlivy´ch veˇt. Slova jsou z velke´ mı´ry geograficke´ u´daje,
ktere´ se v tre´novac´ıch datech z jine´ho kraje nemohly objevit. V neˇktery´ch prˇ´ıpadech
je spra´vneˇ rozpoznana´ cˇa´st na´zvu obce cˇi ulice, ovsˇem nen´ı spra´vneˇ velikost p´ısmen.
Naprˇ´ıklad rozd´ıl v na´zvu ulice U na´drazˇı´ a u na´drazˇı´ a dalˇs´ı.
7.4 Trˇ´ıdy slov v tre´novac´ım textu
Trˇ´ıdy jsme v textu meˇli oznacˇeny v tre´novac´ım textu prˇedchoz´ım zpracova´n´ım a
rozdeˇleny na na´zvy obc´ı a ulic. V tabulce 7.4 jsou uvedeny pocˇty oznacˇeny´ch obc´ı
(Obce T) a ulic (Ulice T) v korpusu vcˇetneˇ pocˇtu r˚uzny´ch slov v teˇchto skupina´ch.
Jde o relativneˇ mohutne´ trˇ´ıdy, ktere´ ovsˇem nepoky´vaj´ı vsˇechna s´ıdla v dane´m kraji,
jak ukazuj´ı posledn´ı sloupce v tabulce (|Obce R|, |Ulice R|). Pocˇty na´zv˚u obc´ı a
ulic jsme z´ıskali z rejstrˇ´ık˚u uvedeny´ch vy´sˇe. Vysklonˇovane´ tvary z teˇchto rejstrˇ´ık˚u
jsme z´ıskali cˇa´stecˇneˇ automaticky a na´slednou rucˇn´ı kontrolou. Uvedene´ pocˇty jsou
souhrny vsˇech tvar˚u. Slova oznacˇena´ v textech nejsou jenom z mnozˇiny geograficky´ch
na´zv˚u pro dany´ kraj. V soudn´ıch rozhodnut´ıch jsou i na´zvy mimo prˇ´ıslusˇny´ region.
Naprˇ´ıklad adresy osob a podnik˚u by´vaj´ı z jine´ho kraje, mı´sto narozen´ı osob by´va´
mimo kraj, velke´ spolecˇnosti maj´ı jedine´ s´ıdlo a p˚usob´ı celoplosˇneˇ v republice a pod.
Skupiny slov zastupuj´ıc´ı obce i ulice jsou jesˇteˇ rozdeˇleny podle morfologicke´
kategorie pa´d, ktery´ch je v cˇeske´m jazyce sedm, z nichzˇ pa´ty´ pa´d pouzˇ´ıvany´ pro
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Kraj Praha Cˇ. Bud. Plzenˇ U´st´ı n/L.
Obce T |W | T |W | T |W | T |W |
1. pa´d 231 179 4917 31 086 1 907 95 799 2 876 54 608 2 267
2. pa´d 13 465 1040 2948 406 8 800 738 3977 300
3. pa´d 3 014 216 182 73 838 157 215 53
4. pa´d 7 809 158 628 107 1 653 161 184 32
6. pa´d 233 269 2372 47 488 764 104 757 1 422 46 193 905
7. pa´d 1 465 255 283 95 649 158 269 64
Tabulka 7.5: Oznacˇene´ obce podle pa´du
Kraj Praha Cˇ. Bud. Plzenˇ U´st´ı nL.
Ulice T |W | T |W | T |W | T |W |
1.pa´d 108572 7139 14 470 1 981 39 002 3 439 38 082 3 352
2.pa´d 257 92 118 56 426 127 27 15
3.pa´d 15 9 36 21 40 17 0 0
4.pa´d 3 2 3 2 33 6 0 0
6.pa´d 2604 635 1 270 301 2 820 547 274 126
7.pa´d 18 13 11 8 57 28 0 0
Tabulka 7.6: Oznacˇene´ ulice podle pa´d˚u
oslovova´n´ı se v textu nevyskytuje. Tabulky 7.5 a 7.6 zobrazuj´ı pocˇty oznacˇeny´ch
obc´ı a ulic rozdeˇlene´ podle pa´d˚u. Sloupec T znacˇ´ı pocˇet oznacˇeny´ch token˚u v dane´m
pa´du a sloupec |W | pocˇet r˚uzny´ch tvar˚u v dane´m pa´du. Zaj´ımave´ je zastoupen´ı pa´d˚u
u na´zv˚u ulic te´meˇrˇ vy´hradneˇ prvn´ım a sˇesty´m pa´dem.
7.5 Rozpozna´va´n´ı s trˇ´ıdovy´mi modely
Oznacˇen´ım trˇ´ıd jsme z´ıskali trˇ´ıdovy´ model. Pouzˇit´ı trˇ´ıd znamena´ pro rozpozna´vacˇ vy-
tvorˇit tzv. expandovany´ model, ktery´ pro kazˇde´ slovo ze trˇ´ıd z´ıska´ jeho pravdeˇpodob-
nost vyna´soben´ım pravdeˇpodobnosti trˇ´ıdy a pravdeˇpodobnosti slova uvnitrˇ trˇ´ıdy
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podle vzorce 4.69. Tato expanze vede u velky´ch model˚u a trˇ´ıd, ktere´ maj´ı veˇtsˇ´ı
rozmeˇr k r˚ustu velikosti modelu nad mozˇnosti zpracova´n´ı, proto jsme prˇistoupili k
optimalizaci modelu, kde jsme museli omezit bigramy, kde jsou zastoupeny trˇ´ıdy.
Za´kladn´ı mysˇlenkou je vyrˇazen´ı bigramu˚ s malou cˇetnost´ı, ktere´ obsahuj´ı trˇ´ıdu, z mo-
delu. Expanze takovy´ch bigramu˚ prˇida´va´ velke´ mnozˇstv´ı parametr˚u do vy´sledne´ho
modelu.
V tre´novac´ıch textech se vyskytuje 22 526 r˚uzny´ch bigramu˚, ktere´ obsahuji
neˇkterou ze trˇ´ıd obc´ı na mı´steˇ slovn´ı historie a ty´ka´ se jich expanze modelu. Kazˇdy´
z teˇchto bigramu˚ ma´ urcˇitou cˇetnost. Vybereme-li 14 bigramu˚, ktere´ se objevily v
datech nejcˇasteˇji, soucˇet jejich vy´skyt˚u je 70 % vsˇech vy´skyt˚u z te´to sady bigramu˚.
Pro pokryt´ı 80 % je potrˇeba 33 nejcˇetneˇjˇs´ıch. Druha´ cˇa´st bigramu˚ - 10 137 r˚uzny´ch,
ktere´ se ty´ka´ expanze, ma´ jednu ze trˇ´ıd obc´ı na druhe´m mı´steˇ a jde o slovn´ı historie,
ktere´ prˇedcha´z´ı oznacˇen´ı obce. 18 nejcˇetneˇjˇs´ıch pokry´va´ 80 % a k 90% pokryt´ı stacˇ´ı
44 bigramu˚.
U bigramu˚ s trˇ´ıdami ulic je situace podobna´. Pocˇet r˚uzny´ch bigramu˚, kde je ulice
na mı´steˇ slovn´ı historie je 3920. Nejcˇetneˇjˇs´ıch 33 teˇchto bigramu˚ zastupuje 95 %
vsˇech vy´skyt˚u a pro z´ıska´n´ı 98 % stacˇ´ı 77 bigramu˚. Pocˇet slov, ktera´ uvozuj´ı na´zev
ulice, tedy r˚uzne´ historie vysloven´ı na´zvu je 3004 r˚uzny´ch a 12 nejcˇetneˇjˇs´ıch tvorˇ´ı 95
% cˇetnosti vsˇech teˇchto bigramu˚. Pro pokryt´ı 98 % je dostatecˇny´ch 34 bigramu˚-
Uvedene´ mozˇnosti ukazuj´ı jednoduche´ prorˇeza´n´ı bigramu˚ s trˇ´ıdou pro zmensˇen´ı
modelu, ktery´ jizˇ nebude prˇ´ıliˇs vy´pocˇetneˇ na´rocˇny´. Experimenty s nastaven´ım prorˇeza´va´n´ı
jsme provedli na datech z Plzenˇske´ho soudn´ıho kraje. Model s oznacˇen´ım trˇ´ıd obc´ı a
ulic ma´ slovn´ık velky´ asi 400 tis´ıc slov a pocˇet parametr˚u modelu je asi 12 milion˚u.
Prˇi expanzi vsˇech mozˇny´ch bigramu˚ s trˇ´ıdou obc´ı a ulic dostaneme jednoduchy´m
vyna´soben´ım pocˇet parametr˚u expandovane´ho modelu kolem 650 milion˚u a to pouze
v prˇ´ıpadeˇ, zˇe se nebude prova´deˇt expanze bigramu˚ obsahuj´ıc´ı dveˇ trˇ´ıdy jdouc´ı po
sobe. V takove´m prˇ´ıpadeˇ je na´r˚ust pocˇtu parametr˚u exponencia´ln´ı.
Tabulka 7.7 ukazuje na´r˚ust parametr˚u modelu prˇi prorˇeza´n´ı uvedene´m vy´sˇe.
Sloupec Obce-H obsahuje informace o prorˇeza´n´ı bigramu˚, kde je na´zev obce na
pozici slovn´ı historie, a Obce-W prorˇeza´n´ı bigramu˚, kde je je na´zev obce jako slovo
po historii. Cˇ´ıslo uva´d´ı pocˇet nejcˇetneˇjˇs´ıch bigramu˚, ktere´ jsme v modelu ponechali
a v za´vorce je uveden procentn´ı zastoupen´ı vy´skyt˚u teˇchto bigramu˚.
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Obce-H Obce-W Ulice-H Ulice-W Prˇ´ır˚ustek parametr˚u
14 (70 %) 18 (80 %) 33 (95 %) 12 (95 %) 1 191k
14 (70 %) 18 (80 %) 77 (98 %) 34 (98 %) 1 959k
33 (80 %) 44 (90 %) 77 (98 %) 34 (98 %) 1 808k
33 (80 %) 44 (90 %) 33 (95 %) 12 (95 %) 2 575k
51 (85 %) 44 (90 %) 77 (98 %) 34 (98 %) 2 055k
51 (85 %) 44 (90 %) 77 (98 %) 34 (98 %) 2 822k
Tabulka 7.7: Prorˇeza´n´ı jazykove´ho modelu z Plzenˇske´ho kraje
Pro dalˇs´ı experimenty jsme vybrali prorˇeza´va´n´ı, ktere´ je uvedeno na cˇtvrte´ rˇa´dce
tabulky z d˚uvodu vy´razne´ho sn´ızˇen´ı velikosti modelu. Tedy 33 + 44 expandovany´ch
bigramu˚ s obcemi obce a 33+12 expandovany´ch bigramu˚ s ulicemi. Ostatn´ı bigramy,
ktere´ obsahuj´ı trˇ´ıdu obc´ı a ulic z modelu vyrˇad´ıme. T´ımto prorˇeza´n´ım dosˇlo take´
k tomu, zˇe trˇ´ıdy obc´ı a ulic v jednotlivy´ch pa´dech se redukovaly pouze na prvn´ı a
sˇesty´ pa´d. Je to celkem ocˇeka´vane´ prorˇeza´n´ı podle cˇetnost´ı uvedeny´ch v tabulka´ch
7.5 a 7.6
7.6 Rozsˇ´ıˇren´ı slovn´ıku jazykovy´ch model˚u
V kapitole o jazykove´m modelova´n´ı cˇesˇtiny jsme jizˇ uvedli mozˇny´ postup s rozsˇ´ıˇren´ım
slovn´ıku. Pouzˇili jsme jazykovy´ model s trˇ´ıdami v u´loze rozpozna´va´n´ı komenta´rˇe
hokejove´ho za´pasu. Trˇ´ıdy byly sestaveny ze soupisky hra´cˇ˚u za´pasu a bylo mozˇne´
trˇ´ıdy nastavit podle aktua´ln´ı soupisky za´pasu. Trˇ´ıdy byly prˇipraveny pro jme´na
akte´r˚u za´pasu podle mluvnicke´ kategorie - pa´du. Pravdeˇpodobnost slov uvnitrˇ trˇ´ıdy
byla nastavena rovnomeˇrneˇ mezi vsˇechna slova. Pouzˇit´ı teˇchto trˇ´ıd prˇineslo vy´razne´
sn´ızˇen´ı OOV slov v novy´ch za´pasech a zlepsˇen´ı vy´sledk˚u rozpozna´va´n´ı. Pouzˇite´
rˇesˇen´ı prˇedpokla´dalo kazˇde´ slovo v jedne´ trˇ´ıdeˇ kromeˇ jmen, ktera´ tvorˇila trˇ´ıdy. U
komenta´rˇe hokeje bylo toto rˇesˇen´ı vhodne´ i proto, zˇe mohutnost trˇ´ıd v tre´novac´ım
textu odpov´ıdala mohutnosti nove´ trˇ´ıdy a relativneˇ stejneˇ pravdeˇpodobny´ vy´skyt
slov ze trˇ´ıdy.
Pocˇet obc´ı a ulic v jednotlivy´ch soudn´ıch kraj´ıch je uveden v tabulce 7.8. Z´ıskali
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Krajsky´ soud obce ulice obce - data ulice - data
Praha 2625 8346 4917 7139
Cˇeske´ Budeˇjovice 2360 7068 1907 1981
Plzenˇ 2387 3208 2876 3439
U´st´ı nad Labem 1355 7529 2267 3352
Tabulka 7.8: Pocˇet obc´ı a ulic v soudn´ıch kraj´ıch CˇR
jsme ho z rejstrˇ´ık˚u, ktere´ jsou uvedeny n´ızˇe. V dalˇs´ıch sloupc´ıch je uveden pocˇet
obc´ı a ulic v prvn´ım pa´du, ktere´ se vyskytly v tre´novac´ıch textech. Geograficke´
na´zvy z tre´novac´ıch text˚u z text˚u jednotlivy´ch kraj˚u neobsahuj´ı na´zvy jenom z
konkre´tn´ıho soudn´ıho kraje. Naopak mnozˇina z´ıskany´ch obc´ı a ulic z text˚u neˇktery´ch
kraj˚u prˇesahuje mohutnost mnozˇiny dostupne´ z rejstrˇ´ık˚u. Obce jsou v rejstrˇ´ıc´ıch
cˇasto uvedeny jedn´ım za´stupcem a naprˇ´ıklad meˇstske´ cˇa´sti nebo osady parˇ´ıc´ı k obci
je trˇeba dohleda´vat podrobneˇji.
Dalˇs´ım faktorem je rozvrstven´ı obyvatel v s´ıdlech v jednotlivy´ch kraj´ıch. Naprˇ´ıklad
v Plzenˇske´m kraji, ktery´ je ma´lo os´ıdlen v pohranicˇn´ıch oblastech, nejsou v obc´ıch
urcˇeny na´zvy ulic. Da´le je v testech uveden vy´razny´ pocˇet obc´ı a ulic z ostatn´ıch
kraj˚u. Je to da´no naprˇ´ıklad t´ım, zˇe soudy si mezi sebou prˇeva´deˇj´ı podle mı´stn´ı
prˇ´ıslusˇnosti, proto se objevuje hodneˇ na´zv˚u okresn´ıch soud˚u. Dalˇs´ımi prˇ´ıklady jsou
vyjmenova´n´ı s´ıdel spolecˇnost´ı, mı´sta narozen´ı a dalˇs´ı.
7.6.1 Sestaven´ı trˇ´ıd obc´ı a ulic
Tato kapitola se bude zaby´vat sestaven´ım trˇ´ıd obc´ı a ulic s rozsˇ´ıˇreny´m slovn´ıkem
oproti p˚uvodn´ımu slovn´ıku z tre´novac´ıch dat. V jazykove´m modelu i prˇ´ıpadne´m
diktovac´ım syste´mu budou obsazˇena vsˇechna slova ty´kaj´ıc´ıch se mı´stn´ıch na´zv˚u. Pro
uzˇivatele syste´mu je tato znalost velkou vy´hodou proti modelu, ktery´ je sestaven
jenom z tre´novac´ıch dat, protozˇe si mu˚zˇe by´t jisty´, zˇe syste´m tato slova zna´.
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Test 1 – audio Test 2 – audio
Soudn´ı kraj OOVr PPL Corr Acc OOVr PPL Corr Acc
Praha 3,4 306 84,20 82,38 2,8 382 82,00 78,33
Cˇ. Budeˇjovice 3,6 288 83,81 81,26 2,2 356 74,85 70,38
Plzenˇ 2,7 201 87,01 83,15 0,9 290 80,42 75,70
U´st´ı n Labem 4,5 351 85,98 80,49 1,5 420 76,10 73,23
Tabulka 7.9: Vy´sledky s trˇ´ıdami s uniformn´ım rozlozˇen´ım pravdeˇpodobnosti
7.6.1.1 Uniformn´ı rozdeˇlen´ı ve trˇ´ıda´ch
Prvn´ı test jsme udeˇlali podobneˇ jako vy´sˇe zmı´neˇny´ syste´m na rozpozna´va´n´ı hoke-
jovy´ch komenta´rˇ˚u. Vsˇechna slova ve trˇ´ıda´ch budou mı´t stejnou pravdeˇpodobnost
a dekode´r bude vyb´ırat slova pouze na za´kladeˇ akusticke´ informace. Trˇ´ıdy obc´ı i
ulic ve vsˇech pa´dech byly naplneˇny prˇ´ıslusˇny´mi tvary slov. Vı´ceslovne´ na´zvy jsou
reprezentova´ny jedn´ım slovem jako souslov´ı. Vysklonˇovane´ tvary obc´ı a ulic jsme
z´ıskali cˇa´stecˇneˇ automaticky s d˚ukladnou rucˇn´ı kontrolou u nepravidelny´ch tvar˚u.
V tabulce 7.9 jsou uvedeny vy´sledky rozpozna´va´n´ı s trˇ´ıdami s uniformn´ı pravdeˇpo-
dobnost´ı vsˇech slov. Vy´sledky jsou horsˇ´ı oproti p˚uvodn´ım model˚um. Zvla´sˇteˇ druha´
testovac´ı sada, ktera´ je zameˇrˇena na mı´stn´ı na´zvy, dosa´hla vy´razneˇ horsˇ´ıch vy´sledk˚u.
Prˇi detailn´ım pohledu do vy´sledk˚u docha´zelo i k chyba´m rozpozna´n´ı u velky´ch meˇst,
ktera´ v prˇedchoz´ım testu meˇla minima´ln´ı chybovost. Je zrˇejme´, zˇe uniformn´ı rozlozˇen´ı
pravdeˇpodobnosti uvnitrˇ trˇ´ıd nen´ı vhodne´. Pokus´ıme se nale´zt lepsˇ´ı rozlozˇen´ı pravdeˇ-
podobnosti.
7.6.1.2 Rozdeˇlen´ı pravdeˇpodobnosti ve trˇ´ıda´ch obc´ı
V prˇedchoz´ı kapitole jsme navrhli porovna´n´ı rozlozˇen´ı pravdeˇpodobnosti ve trˇ´ıda´ch
se skutecˇny´m rozlozˇen´ım pravdeˇpodobnosti v tre´novac´ıch textech.
V tabulce 7.10 jsou uvedeny korelacˇn´ı koeficienty mezi daty z tre´novac´ıch dat a
vektory, ktere´ jsme navrhli na´sledovneˇ:
7. Experimenty a vy´sledky 78
Krajsky´ soud A B C D
Plzenˇ 0 0,68 0,69 0,69
Praha 0 0,62 0,64 0,64
Cˇeske´ Budeˇjovice 0 0,71 0,74 0,75
U´st´ı nad Labem 0 0,65 0,66 0,66
Tabulka 7.10: Korelacˇn´ı koeficienty mezi tre´novac´ımi daty a navrzˇenou trˇ´ıdou obc´ı
A mnozˇina obc´ı z dane´ho kraje, uniformn´ı rozdeˇlen´ı1
B mnozˇina obc´ı z dane´ho kraje, rozdeˇlen´ı podle pocˇtu obyvatel
C mnozˇina obc´ı z dane´ho kraje + okresn´ı meˇsta, rozdeˇlen´ı podle pocˇtu obyvatel
D mnozˇina obc´ı z dane´ho kraje + okresn´ı meˇsta + katastra´ln´ı u´zemı´, rozdeˇlen´ı
podle pocˇtu obyvatel
Nejvysˇsˇ´ı korelacˇn´ı koeficienty jsme dostali pro odhady C a D. Lze usuzovat, zˇe
pra´veˇ takto navrzˇena´ trˇ´ıda obc´ı je nejlepsˇ´ım odhadem vy´skytu na´zv˚u meˇst a obc´ı v
textech soudn´ıch rozhodnut´ı. Rozsˇ´ıˇren´ı trˇ´ıdy o na´zvy katastra´ln´ıch u´zemı´ je vhodne´
zejme´na pro prˇesneˇ definovane´ na´zvy katastra´ln´ıch u´zemı´. ktere´ jsou jedinecˇne´ v
cele´ republice. Korelacˇn´ıho koeficientu ρ = +1 nelze dosa´hnout z d˚uvodu, zˇe na´mi
navrzˇeny´ vektor obc´ı je delˇs´ı o obce, ktere´ se v textech nevyskytly.
7.6.1.3 Rozdeˇlen´ı pravdeˇpodobnosti ve trˇ´ıda´ch ulic
Podobneˇ jako jsme navrhli rozlozˇen´ı pravdeˇpodobnosti ve trˇ´ıdeˇ obc´ı budeme po-
stupovat u ulic. Bohuzˇel u ulic nema´me rejstrˇ´ık, ktery´ by uda´val pocˇet obyvatel. Z
dostupny´ch rejstrˇ´ık˚u lze zjistit pocˇet cˇ´ısel popisny´ch, ktery´ by mohl pomoci v od-
hadu pravdeˇpodobnosti, ale v prˇ´ıpadeˇ velky´ch bytovy´ch bytovy´ch domu˚ je neprˇesny´.
V telefonn´ım seznamu pevny´ch linek jsou uvedeny telefonn´ı cˇ´ısla a adresy. Pocˇet
telefonn´ıch linek by mohl by´t trochu lepsˇ´ı. Dalˇs´ım registrem je Registr ekonomicky´ch
subjekt˚u, ktery´ se ty´ka´ pra´vnicky´ch osob. Pra´vnicke´ osoby jsou v soudn´ıch rˇ´ızen´ı cˇasto
1Konstatntn´ı hodnota na´hodne´ velicˇiny je specificka´ a korelace pro ni nen´ı definova´na. Nulou
znacˇ´ıme, zˇe promeˇnne´ jsou nekorelovane´, linea´rneˇ neza´visle´.
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Krajsky´ soud A B C D E
Plzenˇ 0 0,59 0,69 0,51 0,75
Praha 0 0,44 0,64 0,52 0,69
Cˇeske´ Budeˇjovice 0 0,51 0,71 0,48 0,78
U´st´ı nad Labem 0 0,52 0,64 0,48 0,72
Tabulka 7.11: Korelacˇn´ı koeficienty mezi tre´novac´ımi daty a navrzˇenou trˇ´ıdou ulic
prˇ´ıtomne´ a proto jejich statistika by mohla odhadu pravdeˇpodobnosti take´ pomoci.
Specifickou skupinou pra´vnicky´ch osob jsou advoka´ti, kterˇ´ı se u´cˇastn´ı soudn´ıch rˇ´ızen´ı.
V soudn´ım rozhodnut´ı jsou vzˇdy uva´deˇna cele´ jme´na advoka´t˚u a jejich p˚usobiˇsteˇ.
Opeˇt jsme provedli srovna´n´ı pomoc´ı korelacˇn´ıho koeficientu mezi vektorem ulic v
prvn´ım pa´du, ktere´ se objevily v tre´novac´ıch textech, a navrzˇenou trˇ´ıdou. Jednotlive´
na´vrhy trˇ´ıd jsou uvedeny v tabulce 7.11 s na´sleduj´ıc´ım oznacˇen´ım:
A mnozˇina ulic z dane´ho kraje, uniformn´ı rozdeˇlen´ı2
B mnozˇina ulic z dane´ho kraje, rozdeˇlen´ı podle pocˇtu cˇ´ısel popisny´ch
C mnozˇina ulic z dane´ho kraje, rozdeˇlen´ı podle pocˇtu pra´vnicky´ch osob v ulici
D mnozˇina ulic z dane´ho kraje, rozdeˇlen´ı podle advoka´t˚u p˚usob´ıc´ıch v ulici
E kombinace C + D
Z tabulky vyply´va´, zˇe nejvysˇsˇ´ı korelacˇn´ı koeficient dosa´hla kombinace dat z
rejstrˇ´ıku ekonomicky´ch subjekt˚u a advoka´t˚u. Ekonomicke´ subjekty lze od˚uvodnit
jejich vysˇsˇ´ı u´cˇast´ı v soudn´ıch sporech a koncentrace s´ıdel v ulic´ıch mimo bytovou
za´stavbu, naprˇ´ıklad v pr˚umyslovy´ch zo´na´ch. Seznam advoka´t˚u ma´ velky´ prˇ´ınos
zejme´na pro zmı´neˇnou u´cˇast advoka´t˚u v soudn´ım rˇ´ızen´ı, ale naprˇ´ıklad i pro s´ıdla v
ulic´ıch s kancela´rˇsky´mi budovami. Kombinace teˇchto dvou hodnot da´vala nejlepsˇ´ı
vy´sledky v pomeˇru D + 0.3 ∗ E. Pro kazˇdy´ kraj byl pomeˇr mı´rneˇ odliˇsny´ a tato
hodnota vycha´zela v pr˚umeˇru nejle´pe.
2Konstatntn´ı hodnota na´hodne´ velicˇiny je specificka´ a korelace pro ni nen´ı definova´na. Nulou
znacˇ´ıme, zˇe promeˇnne´ jsou nekorelovane´, linea´rneˇ neza´visle´.
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Zkousˇeli jsme pouzˇ´ıt i dalˇs´ı ze jmenovany´ch rejstrˇ´ık˚u – Jednotny´ telefonn´ı seznam.
Nakonec jsme ho pouzˇili jenom prˇi vy´voji a na datech z Plzenˇske´ho kraje. Cˇ´ısla v
telefonn´ım seznamu jsou velmi korelovana´ s hodnotou pocˇtu cˇ´ısel popisny´ch. K
celkove´ korelaci nemeˇla tato hodnota velky´ prˇ´ınos a proto jsme telefonn´ı seznam pro
dalˇs´ı kraje uzˇ nepouzˇili. Bylo velmi obt´ızˇne´ z´ıskat strukturovanou podobu telefonn´ıho
seznamu z dostupny´ch dat a proto jsme je da´le nepouzˇili.
7.7 Vy´sledky rozpozna´va´n´ı s rozsˇ´ıˇreny´mi trˇ´ıdami
Navrhli jsme rozlozˇen´ı pravdeˇpodobnosti uvnitrˇ trˇ´ıd obc´ı a ulic, ktere´ nejv´ıce od-
pov´ıda´ p˚uvodn´ımu rozlozˇen´ı pravdeˇpodobnosti v tre´novac´ıch datech. Provedli jsme
experimenty s rozpozna´va´n´ım, kde jsme pouzˇili navrzˇene´ trˇ´ıdy. Vy´sledky jsou uvedene´
v tabulce 7.12. Pro rozlozˇen´ı pravdeˇpodobnosti obc´ı jsme pouzˇili seznam obc´ı v kraji
s prˇidany´mi okresn´ımi meˇsty a katastra´ln´ımi u´zemı´mi ohodnocene´ pocˇtem obyvatel.
Trˇ´ıdy ulic byly sestaveny z ulic dane´ho kraje a ohodnoceny pocˇtem ekonomicky´ch
subjekt˚u a pocˇtem p˚usob´ıc´ıch advoka´t˚u v ulici.
Vy´sledky na testovac´ı sadeˇ Test 1 obsahuj´ıc´ı cela´ soudn´ı rozhodnut´ı jsou te´meˇrˇ
shodne´ jako prˇi pouzˇit´ı modelu, ktery´ vznikl prˇ´ımy´m natre´nova´n´ım z tre´novac´ıch
dat. Sada Test 2 je slozˇena´ zvla´sˇteˇ pro otestova´n´ı rozpozna´va´n´ı jmenny´ch entit
- obc´ı a ulic. Vy´sledky s novy´mi modely prˇinesly vy´razne´ sn´ızˇen´ı OOV rate d´ıky
rozsˇ´ıˇren´ı slovn´ıku o obce a ulice cele´ho kraje. Soucˇasneˇ se spra´vneˇ tyto na´zvy obc´ı a
ulic rozpoznaly vcˇetneˇ korektn´ıch velky´ch a maly´ch p´ısmen podle pravidel cˇeske´ho
pravopisu.
Srovna´n´ı vy´sledk˚u je uvedeno s tabulce 7.13. V rˇa´dc´ıch jsou uvedeny pr˚umeˇrne´
hodnoty z prˇedchoz´ıch tabulek. Oznacˇen´ı Baseline je pro p˚uvodn´ı syste´m roz-
pozna´va´n´ı. Ve druhe´m rˇa´dku Uniform jsou hodnoty z testu s modelem s trˇ´ıdami
obc´ı a ulic, ktere´ meˇli uniformn´ı rozlozˇen´ı pravdeˇpodobnosti uvnitrˇ trˇ´ıd. Za´veˇrecˇne´
vy´sledky s prezentovany´m rozsˇ´ıˇreny´m rozlozˇen´ım pravdeˇpodobnosti jsou oznacˇeny
Extended.
Tyto vy´sledky potvrdily, zˇe na´vrh na rozsˇ´ıˇren´ı slovn´ıku pomoc´ı trˇ´ıd je spra´vny´.
Uvnitrˇ trˇ´ıd je nutne´ pro dobre´ vy´sledky dodrzˇet spra´vne´ rozlozˇen´ı pravdeˇpodobnosti.
Teˇmito experimenty nedosˇlo ke zlepsˇen´ı celkove´ spra´vnosti rozpozna´va´n´ı, ale d˚ulezˇite´
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Test 1 – audio Test 2 – audio
Soudn´ı kraj OOVr PPL Corr Acc OOVr PPL Corr Acc
Praha 3,4 250 83,60 85,84 2,8 282 82,00 83,37
Cˇ. Budeˇjovice 3,6 263 87,90 84,67 2,2 312 74,85 76,81
Plzenˇ 2,7 210 88,54 84,65 0,9 260 80,42 82,05
U´st´ı n Labem 4,5 315 86,22 80,90 1,5 354 76,10 77,92
Tabulka 7.12: Vy´sledky s trˇ´ıdami s navrzˇeny´m rozlozˇen´ım pravdeˇpodobnosti
Test 1 – audio Test 2 – audio
Testy OOVr PPL Corr Acc OOVr PPL Corr Acc
Baseline 3,83 221 88,77 85,77 4,65 262 81,82 78,38
Uniform 3,55 287 85,25 81,82 1,85 362 78,34 74,41
Extended 3,55 260 86,57 84,02 1,85 302 83,56 80,04
Tabulka 7.13: Srovna´n´ı vy´sledk˚u rozpozna´va´n´ı - pr˚umeˇrne´ hodnoty
je, zˇe nedosˇlo ke zhorsˇen´ı pouzˇitelnosti v diktovac´ıch syste´mech a naopak ke zlepsˇen´ı
rozpozna´va´n´ı konkre´tn´ıch skupin slov. Pro uzˇivatele diktovac´ıho syste´mu je d˚ulezˇite´,
zˇe syste´m rozezna´va´ vsˇechny mı´stn´ı na´zvy, protozˇe nemus´ı prˇi diktova´n´ı prˇemy´sˇlet,
zda dane´ slovo vyslovit s prˇ´ıpadnou rucˇn´ı opravou nebo ho dopsat do dokumentu
prˇ´ımo.
Pro uzˇivatele diktovac´ıho syste´mu je d˚ulezˇite´, zˇe syste´m rozezna´va´ vsˇechny mı´stn´ı
na´zvy. Prˇi diktova´n´ı si je uzˇivatel relativneˇ jisty´, zˇe geograficke´ na´zvy mu˚zˇe vyslovovat
s cˇa´stecˇnou jistotou spra´vne´ho rozpozna´n´ı. Minimalizuje se t´ım cˇas prˇ´ıpadny´ch
rucˇn´ıch oprav a dopisova´n´ı nerozpoznany´ch slov do dokumentu.
Kapitola 8
Za´veˇr
Disertacˇn´ı pra´ce se veˇnuje oboru rozpozna´va´n´ı rˇecˇi a detailneˇ zpracova´va´ jazykove´
modelova´n´ı pro diktovac´ı syste´m, ktery´ byl prˇipravova´n pro pouzˇit´ı v soustaveˇ soud˚u
Cˇeske´ republiky. Zaby´va´ se oblast´ı nedostatecˇnosti tre´novac´ıch dat pro skupiny slov
pokry´vaj´ıc´ı geograficke´ u´daje.
C´ılem pra´ce nebylo vylepsˇen´ı diktovac´ıho syste´mu jako celku a zlepsˇen´ı prˇesnosti
rozpozna´va´n´ı k maximu. Snahou bylo nale´zt mozˇnost, jak obohatit slovn´ı za´sobu
syste´mu tak, aby syste´m byl schopen nova´ slova rozpozna´vat a za´rovenˇ se nezhorsˇily
jeho parametry jako celku.
Byla navrzˇena metoda rozsˇ´ıˇren´ı jazykove´ho modelu o slova nevyskytuj´ıc´ı se v
tre´novac´ı mnozˇineˇ. Byl uka´za´n prˇ´ıstup, ktery´ byl cˇa´stecˇneˇ pouzˇ´ıva´n v autorovy´ch
prˇedchoz´ıch prac´ıch, ale je nedostacˇuj´ıc´ı pro syste´my rozpozna´va´n´ı rˇecˇi s trˇ´ıdami slov,
ktere´ maj´ı velky´ rozd´ıl mohutnosti mnozˇiny slov, ktera´ ma´ by´t v p˚uvodn´ıch datech
nahrazena. Byl navrzˇen postup u´pravy pravdeˇpodobnost´ı uvnitrˇ trˇ´ıd jazykove´ho
modulu, ktery´ spolehliveˇ vlozˇ´ı do jazykove´ho modelu nova´ slova a syste´m je na´sledneˇ
schopen slova rozpozna´vat.
Prezentovane´ vy´sledky na sˇiroke´ mnozˇineˇ dat z cˇtyrˇ soudn´ıch kraj˚u potvrzuj´ı
spra´vnost postupu rozsˇ´ıˇren´ı slovn´ıku jazykove´ho o nova´ slova, ktera´ nelze z´ıskat z
tre´novac´ıch dat. Jedn´ım z nejna´rocˇneˇjˇs´ıch u´kol˚u, bylo oznacˇen´ı geograficky´ch na´zv˚u
v textech a jeho na´sledne´ zpracova´n´ı. Podobneˇ na´rocˇne´ bylo z´ıska´n´ı strukturovany´ch
dat z verˇejny´ch rejstrˇ´ık˚u a prˇ´ıprava trˇ´ıd do jazykove´ho modelu. Data z rejstrˇ´ık˚u
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byla nekonzistentn´ı a obsahovala velke´ mnozˇstv´ı chyb. V budoucnu se nab´ız´ı vyuzˇit´ı
novy´ch za´kladn´ıch registr˚u verˇejne´ spra´vy, ktere´ maj´ı tyto proble´my vyrˇesˇit pro celou
statn´ı spra´vu.
V disertacˇn´ı pra´ci jsou postupneˇ naplneˇny c´ıle, ktere´ byly stanovene´ ve trˇet´ı
kapitole. Autor veˇrˇ´ı, zˇe z´ıskane´ poznatky budou v kra´tke´ dobeˇ vyuzˇity v syste´mech
rozpozna´va´n´ı rˇecˇi, ktere´ jsou vyuzˇ´ıva´ny prˇi rˇesˇen´ı projekt˚u na nasˇem pracoviˇsti a zˇe
disertacˇn´ı pra´ce prˇinese i nove´ podneˇty a na´pady, ktere´ bude potrˇeba da´le rozpracovat
a oveˇrˇit.
Resume´
Tato pra´ce se zaby´va´ staticky´mi modely prˇirozene´ho jazyka a jejich specia´ln´ım dru-
hem jazykovy´mi modely postavene´ na trˇ´ıda´ch. Tyto modely se pouzˇ´ıvaj´ı v syste´mech
rozpozna´va´n´ı rˇecˇi.
Pra´ce se nezaby´va´ obecny´m zlepsˇova´n´ım jazykove´ho modelova´n´ı, ale zameˇrˇuje na
oblast specificky´ch skupin slov, ktere´ nelze dobrˇe modelovat z dostupny´ch tre´novac´ıch
dat. Nedostatecˇnost dat je limituj´ıc´ı faktor pro jazykove´ modelova´n´ı soucˇasny´ch
metod. Prˇida´n´ı slov do syste´mu nen´ı trivia´ln´ı proble´m z d˚uvodu pozˇadavku, aby
syste´m tato slova doka´zal rozpoznat, budou-li vyslovena a soucˇasneˇ se nezhorsˇila
obecna´ prˇesnost rozpozna´va´n´ı.
Jelikozˇ tyto trˇ´ıdy jsou otevrˇene´, vyskytuje se cˇasto legitimn´ı potrˇeba tato slova
prˇida´vat do jizˇ hotove´ho ASR syste´mu. Toto prˇida´n´ı ovsˇem nen´ı jednoducha´ za´lezˇitost
a cˇasto vede ke sn´ızˇen´ı prˇesnosti rozpozna´va´n´ı. C´ılem pra´ce je prˇipravit postup
rozsˇ´ıˇren´ı slovn´ıku syste´mu rozpozna´va´n´ı rˇecˇi a zajistit spra´vne´ nastaven´ı syste´mu
pro spra´vne´ rozpozna´va´n´ı teˇchto slov prˇi soucˇasne´m nezhorsˇen´ı parametr˚u cele´ho
syste´mu.
Resume´
This thesis aims at research into the static natural language models, especially the
language models build on word classes. Such language models are (widely, commonly)
used in automatic speech recognition systems.
This work doesn’t aim at general research into improving the aforementioned
language models. Instead, the focus of the thesis is laid on specific word classes(,
i.e. specific set of words syntactically or semantically similar). The words from these
classes cannot be modeled reliably from the training data. The main obstacle here
is the insufficient amount of training data.
Since these classes are open, there is often legitimate need to introduce these
words into an already existing ASR system. This is not an simple task, however, and
often hurts the ASR system recognition accuracy.The purpose of the research was
to develop an approach for augmenting the vocabulary of an ASR system and to
determine the correct settings of the ASR system resulting in correct recognition of
the problematic word classes, while the recognition accuracy remains the same.
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