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We here extend our results on asymptotically Bayes risk efftcient classification to 
the general regression scenario. More precisely, we find LP consistent estimators for 
an arbitrary regression function provided only that the dependent variable has a 
finite absolute pth moment. The estimators are truncated and untruncated local 
means derived from recursive partitioning schemes. 
1. INTRODUCTION AND SUMMARY 
In this paper certain estimators for the general regression problem are 
shown to converge in pth mean, p > 1, to the true regression function 
whenever the latter possesses an absolute pth moment. The estimators are 
truncated, and untruncated, local sample means which flow from recursive 
partitioning schemes. The results extend our previous work on the Bayes risk 
consistency of rules for the classification problem [6]. 
Suppose that K Y), (X, , YA.., (K,, Y,,) are independent and identically 
distributed (iid), XE Rd, YE R’. Iff is a function on R’ for which Elf(Y)} 
exists, then h(x) = E{f(Y) ] X= } x is the regression of f(Y) on X. The 
assumption is that X, {(X,, Yi)~~=, , and f are given and that h is to be 
estimated. For convenience, we have taken f to be the identity function. The 
case for which Y assumes only two values is an analogue of the “linear 
logistic” problem for binary data (see Cox [3]). If a,, our estimator, is 
required also to take only two values, the problem is a special case of the 
(two population) “classification” problem (see [6]). 
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612 GORDON AND OLSHEN 
In our last paper we demonstrated that variations of rules introduced 
(separately) by Friedman [S], by Anderson (statistically equivalent 
blocks-see [I]), and by Morgan and Sonquist (AID-see [8]) lead to 
asymptotically Bayes risk efficient solutions to the two-population 
classification problem no matter what the conditional distributions of X 
given Y are. Trivial extensions of our arguments yield the same general 
conclusions for the k-population classification problem. 
All the rules cited in the previous paragraph are invariant under strictly 
monotonic transformations of the X coordinate axes. Likewise, the 
corresponding rules for the regression problem studied here are invariant, an 
invariance shared by the conditional expectation itself. Thus, without loss, 
we assume that XE U, the unit cube in Rd. As stated, we assume that 
E{ 1 YIP } < co for some p > 1. Our theorem shows that for a large class of 
estimators 6, similar to those discussed in [6], E( 1 /i, - E( Y 1 X)]“} tends to 0 
as n tends to infinity. These estimators are of the following general form. 
Based on (X, , Yi),..., (X,, Y,), U is recursively partitioned into “boxes.” For 
each box the average-or possibly a truncated average--of the Y’s within 
that box is computed. This average is the value of A, for any X which falls 
into the box. (In two-population classification, a relative majority vote is 
taken with the “winner” the value of &, within the box; see [6].) 
Informally, a box is a rectangular parallelepiped with sides parallel to the 
coordinate axes, together with certain parallelepipeds which are subsets of 
the sides. In order to make this paper reasonably self-contained we include in 
the next section formal notation and definitions for boxes and partitions. The 
reader will note that a recursive partitioning scheme has associated with it a 
binary tree. See [2, 51 for the details of this association. 
The results of this paper are for the same statistics problem as the one 
discussed by Stone [lo], by Devroye and Wagner [4], and by Spiegelman 
and Sacks [9]. In the first, Stone gives necessary and sufficient conditions 
for convergence in pth mean of nearest-neighbor estimators of a general 
regression function. In the latter two, Devroye and Wagner and Spiegelman 
and Sacks give sufficient conditions for convergence in pth mean of kernel 
and window estimators of a general regression function. Our estimators are 
quite different from those of any of the previous three papers. Our principal 
argument is quite different, also. We argue that the sequence of conditional 
expectations of an Lp function given the cited partitions tends in Lp to the 
function as certain norms of the partitions tend to 0. Moreover, a large 
deviation result of Kiefer [7] is employed several times. In our closing 
section we show how Stone’s work can be brought to bear on the estimators 
we study, and in some detail we apply Stone’s approach to Anderson’s rules 
[ 1 ] for general nonlinear regression. 
While we do not give a detailed listing of estimators to which the results 
of the present paper apply, we do note that: (1) several explicit algorithms 
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for the classification problem are discussed in [6]; (2) the AID algorithms 
[8] are widely used in the social sciences, and our theorems apply to 
variations of them; (3) a monograph on recursive partitioning rules for 
classification and regression by Breiman et al. is in preparation [2], and our 
theorems apply to some of the rules in that monograph; (4) Friedman’s 
program is finding increasing use in the medical field (see [ 111). 
2. BOXES AND PARTITIONS 
The preceding section contains an informal discussion of boxes and 
partitions. However, more precise definitions are necessary to an 
understanding of the remainder of the paper. Therefore, this section gives 
those definitions from Section 2 of [6] which we require in subsequent work. 
A basic box in Rd is a triple (a, b, r) of vectors, a, b E Rd, and li E 
(0, 1,2,3} for i= 1,2 ,..., d. We identify a basic box with the subset 
B = n {X E Rd ) Ui < Xi < bi} 
ITi=Ol 
n f-) {xERdI 
Iri=ll 
n n {xERdI 
ITiZ.21 
n n {xERdI 
lri=31 
U, < Xi < bi} 
ai < Xi < bi} 
Ui ~ Xi ~ bi}. (2.1) 
A Vertex of (a, b, I) is a vector u in Rd with vi = ui or vi = b, for all 
dimensions i. The vertex b is called the upper vertex and a is the lower vertex 
of the basic box (a, b, r), 
The dimension of (a, b, r) is the cardinality of {i 1 a, < bi}. 
A subside of a basic box B = (a, b, r) is a basic box B’ = (a’, b’, r’) for 
which: 
(i) there exists a dimension i, for which uio ( bi, and a& = bj, = uio or 
a;, = bf, = b,,; 
(ii) ui < ai < b’, Q bi for all dimensions i; 
(iii) at least one vertex of B’ is a vertex of B. 
A box is a union of a basic box and a set of subsides such that, for each 
dimension i, for at most one subside is a{ = bi = b, and for at most one 
subside is a{ = b{ = ui. Note that by definition, any box may be considered a 
union of at most 2d + 1 basic boxes, and that all basic boxes are convex. 
We reserve Q as a generic symbol for a finite partition of U, all of whose 
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component subsets are boxes B. For x E U, we denote by B(x) the unique 
box in Q containing x. The upper and lower vertices of B are denoted b(B) 
and a(B). We occasionally suppress the explicitly stated dependence of a and 
b on B. If a sequence of partitions is discussed, the index is superscripted, 
and the same indexing is carried to boxes. For example, Q(“) denotes an 
element in a sequence of partitions and B(“)(x) is that box in QCn) containing 
Think of (Xi, Y,), (X2, Y,),... as being observed in sequence, and suppose 
that at each stage we apply a recursive partitioning algorithm to U. We then 
obtain a triangular array Q(‘“) 
Q(‘*j+i) is a refinement of Q(“*j) 
of partitions of U such that: (i) for n fixed, 
and (ii) each partition is composed of a set 
of boxes. Typically there is no refinement relation between Q@*j) and Q(“‘,“” 
for n # n’. Proposition 3.6 is addressed to that issue. 
3. THE PRINCIPAL THEOREM 
The following simple lemma, whose proof is left to the reader, is the vital 
observation connecting our previous paper [6] and the present one. 
3.1. LEMMA. Let (X, Y) be a random vector for which X takes values in 
U, the unit cube in Rd, and Y takes values in R’; E{I YI} < co. Let F be the 
marginal distribution of X, and for Bore1 A c U let G(A) = E{ YIIXEA,}, 
where IlxsaI is the indicator of (X (5 A}. Define h(X) to be E{ Y 1 X}. 
Conclude that h(X) = (dG/dF)(X). 
Before we can proceed with our results we need to establish some further 
notation and a definition, In what follows if B(“)(x) is a member of the 
partition Q(“), and F is as in Lemma 3.1, then we write F(y) B’“‘(x)) = 
P{ Y <y 1 X E B’“‘(x)} if F{B’“‘(x)} > 0. 
3.2. DEFINITION. If Q@) is a partition of U and F and G are as in 
Lemma 3.1, then if Y > 0, we denote a particular version of (dG/dF)(X) with 
respect to Q W) by h,,(X), where 
h,,(x) = jm (1 - F(y I B’“‘(x)) dy if F{B’“‘(x)} > 0 
0 
=o otherwise. (3.3) 
Notice that, in a slight abuse of notation, h,,(X) is a version of 
E{ Y) Q’“‘} = E{h(X) ) Q’“‘}. Th e extension of (3.3) to the case of general Y 
is clear from the decomposition Y = Y+ - Y-, where Y+ and Y- are 
nonnegative. The next lemma will permit us to conclude that the convergence 
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in @h mean of these conditional expectations follows from their convergence 
in probability. 
3.4. LEMMA. If the assumptions of Lemma 3.1 hold, and E{J YIP) < 00 
for some p > 1, then the sequence {I h,(X)I”} is uniformly integrable. 
ProoJ Without loss suppose Y, and therefore h,,(X), is nonnegative; the 
extension to the general case is straightforward. Now (h,(X))p <E{ Yp ( Q”“} 
almost surely according to Jensen’s inequality. Set I’,,,, = {E{ Yp 1 Q’“‘) > k}. 
Then 
p(v )< E{E{W Q'"?, _ E{V 
n.k \ k k 
according to the Markov inequality; it follows that P(V,,,) tends to 0 
uniformly in n as k tends to co. From the definition of conditional expec- 
tation 
The latter is not more than the 
which tends to 0 as k tends to co since E{ Y”} ( 00. 
The next result is a restatement of Proposition 2.10 of [6] adapted to the 
purpose of this paper. The proof of that proposition was incomplete. With 
our new formulation we offer here a proof which is both brief and complete. 
3.5. DEFINITION. If Q(“) is a partition of U, x E U, and supp X is the 
support of F, then 
D,(x) = my Sup{) Zi - yi (: y, z E Ben’(x) n SUpp X}. 
3.6. PROPOSITION. Let (X, Y), F, G, and h be as in Lemma 3.1. Let Q(” 
be a sequence of partitions of U which satisfies 
D,(X) tends in probability to 0 as n tends to co. (3.7) 
Suppose further that for fixed p> 1, E{l YIP} < a~. It follows that 
E(jh,(X)- h(X)jP) tends to 0 as n tends to 00. 
ProoJ: In view of Lemma 3.4 our conclusion obtains if we show that 
h,(X) - h(X) tends to 0 in probability. 
Let E > 0 be arbitrary and g be a bounded, continuous function on U for 
which E{l h(X) -g(X)]} ( E. Write g,,(X) = E{ g(X) ( Q’“‘}. Jensen’s 
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inequality for conditional expectations implies that E( 1 h,(X) - g,(X)] } < E. 
Because g is a bounded, continuous function on a compact set, it is 
uniformly continuous. Therefore, there exists 6 > 0 such that if x E supp X 
and D,(x) < 6, then ]g,(x) -g(x)] < E. Since P{D,(X) < 6) tends to 1 as n 
tends to oc), our proposition is proven. 
We now show that under conditions like those of (2.32) of [6] that a 
certain class of truncated means tend in @h mean to the regression function 
h(X) they are trying to estimate, provided only that h(X) has a finite 
absolute pth moment. The algorithms to which these results apply all involve 
sequences of successively refined, 
possibly data dependent, partitions: 
Q (ll.1) Y-*-T Q(M) = Q(‘) of U as in (3.07a) of [6]. 
(3.8) 
Moreover, we require 
sequences k(n) and y(n), n = 1,2,... for which 
W)ln + 0, I+) -+ co, and r(n) h/k(n) -+ 0 as IZ + co 
(in particular, k(n)/\/;; + 00 as n + co). 
(3.9) 
For any given random sample (Xi, Y,),..., (X,, Y,) each distributed as 
(X, 0 Q(‘), k(n), and y( n ) , our estimator G,(X) of h(X) is defined to be 
if E,(P(X)} > k(n)/n (3.10) 
=o otherwise. 
Here for A c U, pn{A } is the empirical probability of A based on X, ,..., X,. 
R, 
In many cases y(n) grows so fast that y(n) > max,,,icn 1 Yil; in that case 
is an untruncated local average for f”{@“)(X)} large enough. For 
example, if the common distribution of the Yis is normal, and y(n) grows as 
fast as some power of n, then almost surely ultimately fi, is an untruncated 
local average. 
It would make sense to define 6, to be F or some estimate of E{ Y) other 
than 0 when P,{@“)(X)} < k(n)/n. Our proofs would necessarily then be 
more complicated. More important, for the algorithms we study the 
difference between the two &‘s tends to 0 in Lp whenever Y has a finitepth 
moment. 
The next two definitions (one of which was introduced in [6]) are 
important because with them and the theorems which involve them we are 
able to verify that (3.7) holds for a11 (X, Y), F, and G for certain algorithms. 
In what follows, distribution functions are assumed to be right continuous. 
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3.11. DEFINITIONS. If H is a Bore1 probability on U with ith coordinate 
marginal distribution Hi, and Q is a partition of U composed of boxes, then 
the ith norm of Q relative to H is 
II Q lli’ = 2 { [Hdb(B>> - Hi( HP 1 I B E Ql; 
the ith norm of Q relative to H- is 
IIQIIY- =C {[Hi(b(B>-)-Hi(a(B)-)I HP) IB E Ql- 
3.12. THEOREM. ZfIIQcn)I$" and II Q(” /If”- both tend to 0 in probability, 
(3.8) and (3.9) hold, and P,{x I p,,(B(“)(x)) > k(n)/n} tends to 1 in 
probability, then D,,(X) tends to 0 in probability. 
Notice that norms relative to P, can be computed from data. 
Proof of the Theorem. From two applications of the argument at the 
bottom of page 527 of [6] it follows that 
II Qtn) It” - II Q@) II: and 11 Q@$“- - 11 Qcn) II;- 
both tend in probability to 0. Therefore, both I] Q(n)]lp and ]I Q(n)l]y- tend in 
probability to 0. 
Choose K with F(K) = 1 so that if x E K (with ith coordinate xi), then for 
every i either xi is an atom of Fi or for every d > 0 both Fi(xi + d) - F,(x,) 
and Fi(xi) - Fi(xi - d) are positive. 
The Markov inequality implies that for every E > 0, F{x / Fi(bi(B’“‘(x))) - 
Fi(aJB’“‘(x))) > E} tends in probability to 0. If x E K and xi is not an atom 
of Fi, then Fi(bi(B’“‘(x))) - Fi(ai(B’“‘(x))) tends to 0 only if bi(B’“‘(x)) - 
a,(B’“‘(x)) does. 
Suppose now that xi is an atom of Fi. Clearly Fi(bi(B’“‘(x))) - 
Fi(ai(B’“‘(x))) > Fi{xi} if ai( < xi. It follows that Z,ai(B~“b(x))=xil tends 
in probability to 1. A similar argument with F- shows that Zlbid,~“j(x))=xii 
tends in probability to 1. Fix y > 0 and small. Let K,c K satisfy: 
F{K,) > 1 - y and the projection of K, on the ith coordinate axis contains 
only finitely many atoms of F,. From what has been shown it follows that 
sup{1 Zi - yi] ] y, z E B’“‘(X) n KY} tends in probability to 0. But y was 
arbitrary. Therefore, sup{(z, - -yJ ] y, z E B’“‘(X) n K) tends in probability to 
0. And the latter is almost surely equal to sup{]z, - yi( ] y, z E B’“‘(X) n 
supp X). Since i E {l,..., d} was arbitrary, our theorem is proven. 
If Y+ (Y-) is the positive (negative) part of Y, then, as has been 
mentioned, the representation Y = Y+ - Y- entails that h(X), as defined 
previously, can be represented as a difference of two nonnegative random 
variables, h = h’ -h-. Likewise, A, can be decomposed into such a 
difference, say 6, = 6: - 6;. If we can show that I;,’ tends in pth mean to 
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lit, then the same argument applies as well to h;, and we are done. Of 
course, QCn) is generated from the full sample (X,, Yi),..., (X,, Y,). In view 
of the foregoing discussion it should be clear that we may conveniently 
suppose that we observe a “training sample” V, ,..., I’,, where Vi = 
(Xi, Y,, Z,), and a component X of (X, Y, Z), and we wish to estimate 
h(X) = E{ Y 1 X}; the partition Q@) is determined by V,,..., V,,. While we 
have suggested that 2 is the negative part of Y, in the previous notation, we 
do not preclude the case in which the Zi)s include information from, for 
example, extraneous randomization. 
3.13. THEOREM. Let V, V, ,..., V, be iid, V=(X,Y,Z),XERd, Y,ZE 
(It’)+; E(P) < co for some p > 1. Suppose (3.8) and (3.9) hold, and that fi, 
is defined as in (3.10). Suppose further that 
RIx I #n(B’“‘W) > W)l (3.14) 
tends in probability to 1, where #,(B) is the number ofX, ,..., X, in the box B 
and that 
11 Q(“jIp and 11 Q(“IIp- tend in probability to 0. (3.15) 
It follows that ti,, tends in p-th mean to h. 
Proof: We prove only the case E{ Y} = 1, leaving the trivial extension to 
the general case to the reader. Notice that (3.10) can ultimately be rewritten 
in an obvious notation as 





and recall that h, is the Radorr-Nikodym derivative of G with respect to F 
when both measures are restricted to Q(“). 
If we show that i,(X) - h,,(X) tends in pth mean to 0, then we may apply 
Proposition 3.6 and Theorem 3.12 to complete the proof. Write 
where F(x, y) is the joint cumulative distribution function of (X, Y). From 
Kiefer [7], P(fi K, > r) < Cexp{-r*), where C depends only on the 
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dimension d. It follows that fi K, is bounded in pth mean, uniformly in F 
and n. Moreover, whenever ##3’“‘(X)) exceeds k(n) 
+ 5 m { 1 - F(y I B’“‘(X))} u’y = I + II. Y(n) 
Now 
*I = E{(Y- ~WZ,v>y(n), IQ’n’KXl, 
which tends to 0 in pth mean as a consequence of Jensen’s inequality and the 
finiteness of E{ P}. 
It is helpful to denote the numerator of F(y ) B(“)(X)) by P,(y, X) and the 
numerator of p’,(y ) B(“)(X)) by P,(y, X). Then 
z= 
I Y(n) IF(Y I @YX)) - R”(Y I mX)I 4J 0 
PAY9 x) 
- F{B’“‘(X)} dy 
PAY, m PAY9 x) Pn(Y9 Xl = 
~,{Bc”‘(x)) - ~,,{(B’“‘(X)} + P,{B’“‘(X)} - F{B”“(X)} dy 
+ ‘“b x, 
1 1 
F,{B’“‘(J7J} - ~,{#“‘(X)} dy = ‘*I + Iv* 
Recall that P,{&“‘(X)} > k(n)/n. Also, I P,(y, X) - P,( y,X)I < 
Therefore 
$(+$~~~i~n))(fi K ) 
III < (d + 1) 2d(n/k(n)) r(n) K, = (d + 1) 
‘Now fi K is bounded in @h mean, and thus 
(3.9) implies that III ten% in Lp to 0. btlso, 
< (d+ 1) 2dK, --!f-- jycn) F(Y I B(“)(X)) h’ < (d+ 1) 2 d 
k(n) o 
‘g (fi K,,), 
which tends in Lp to 0. 
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The proof of Theorem 3.13 is now complete. 
Notice that Theorem 3.13 holds for r(n) which depends on V, ,..., V, 
provided only that y(n) tends in probability to co and that y(n)K,/(k(n)/n) 
tends in pth mean to 0. 
4. QUANTILE CUTS 
The condition (3.15) is essential to Theorem 3.13 because it permits the 
application of Theorem 3.12 at a crucial juncture. The purpose of this 
section is to recall how (3.15) can be guaranteed for an algorithm. We draw 
upon [6] and the notion of a quantile cut. 
For a given box, B, we say informally that an ith p-quantile cut has been 
achieved if the box is refined by a cut perpendicular to coordinate axis i so 
that at most p of the original contents of B lies in either of its two daughter 
boxes. Necessarily p is at least l/2. Of course, for a preassigned box B and 
number p between l/2 and 1 it may not be possible to perform an ith p- 
quantile cut when the marginal distributions of F are not continuous. In that 
case a more technical notion is necessary, and the interested reader is 
referred to Sections 3 and 4 of [6] for the precise definitions. In any case, the 
following lemma, whose proof follows from the proof of (3.09) of [6], 
connects quantile cuts and (3.15). 
4.1. LEMMA. Sicppose there exist monotone nondecreasing sequences 
m, + 00 and l/2 Q qn Q 1 for which q:” tends to 0 and P,{x (for at least m, 
indices j, B(“*j+” (a(B’““‘(x)) and B(nJ+‘)(b(B(nj)(~)) comprise an i-th q,- 
quantile cut of B’““‘(x) relative to fi,,) tends to 1 in probability for each coor- 
dinate axis i. It follows that (3.15) holds. 
5. UNTRUNCATED LOCAL AVERAGES AND 
THE RELATIONSHIP TO STONE'S WORK 
In this our concluding section we revert to the scenario of Section 1: 
WY Y), (Xl, Y,), (x,9 Y,),... iid, XE Rd, YE R’. The set {(Xi, Yi)} is called a 
“training sample of size n.” We sketch here how within box untruncated 
averages can be studied from the same point of view as was taken by Stone 
in his masterful study of nearest-neighbor estimators of regression functions 
[lo]. The reader is urged to have Stone’s paper and [6] at hand when 
reading this section. 
Stone’s estimators of E{ Y ] X} are weighted sums of the Yls in the training 
sample. His weights depend only on X and on the XI)s of the training sample. 
For a sequence of weights which are nonnegative and sum to 1 his 
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conditions for Lp consistency have three parts, which can be described 
roughly as follows. The estimators must be asymptotically local. Thus, if Xi 
is far from X, then Yi should, in a sense he makes precise, figure little in the 
estimation of E { Y 1 X}. Also, the weights should be asymptotically negligible, 
so that no fixed, finite number of members of the training sample should 
have large inlluence on the estimator. Finally, the estimator of any 
nonnegative function of X should not have expectation larger than a fixed 
multiple of the expectation of the function itself. It is the last condition 
cited--condition (1) of Stone’s Theorem l-which is typically the most 
difficult to verify. Also, his mathematical arguments do not apply 
immediately to our recursive partitioning estimators because when the latter 
are rewritten in his form, the weights depend on the Yis of the training 
sample as well as on X and the Xi)s. 
We begin our rigorous discussion with the case in which Y has a finite 
range: {y, ,..., y,}. By analogy to the classification problem it is helpful to 
think of (Xi, Y,), i = l,..., n, sampled as follows. First, Yi is chosen, with 
Zj = P( Yi = yj). Then, given that Yi =yj, Xi is drawn from Fj, the 
conditional distribution of Xi given that Yi = yj. An algorithm for generating 
the partitions QCn) is assumed given. Another X, independent of {(Xi, Yi)) is 
observed; its corresponding Y is not observed. We want E{ Y 1 X}, and, in a 
notation consistent with Stone, we denote our estimate of E{ Y 1 X} by 
8, = 8,{ Y 1 X}, which we write as follows: 
(5-l) 
where pi,, is the empirical distribution of those Xi among (Xi ,..., X,,} for 
which Yi = yj and sj,, is the fraction of {Y, ,..., Y,} which equal yj, If 
5.n = 0, we take pj,n 3 0. With this definition of 8,, (2.32) of [6] as 
completed in Section 3, is easily brought to bear on consistency results. A 
comparison of our work and that of Stone is made easier if ,??, is rewritten: 
Bty{yIx} = i W~i(x9X~v-~~X~~ yl>s**, y”) yi, (5.2) 
i=l 
where 
wni = wni(x, x, 9***3 xn 9 y, 3*-*9 y”) 
= [#“(B’“‘(X))] - l
=o 
if Xi E P(X) (5.3) 
otherwise. 
Note that Wni as written in (5.3) depends on Y,,..., Y, through the rule for 
partitioning which determines B’“‘(X). As has been noted, Stone’s IV% 
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depend only on the X’s This dependence renders his Fubini argument ([lo, 
p. 6 111) for his Theorem 1 invalid for our l?,, . Regardless, when Y has finite 
range, as we have assumed for the present, from (2.32) of [6] and Slutsky’s 
theorem it follows that our I.?,( Y 1 X) tends to E( Y 1 X} in probability as n 
tends to infinity, provided the conditions of (2.32) of [6] are satisfied. (These 
are the relevant conditions of Theorem 3.13 of the present paper.) Because Y 
is bounded, convergence is in mean of order p for every p. 
We need to extend the foregoing to a general distribution for Y. Thus, 
suppose Y has an arbitrary distribution for which E{] YIP) < co for some 
p > 1, but that our assumptions are otherwise as they were. Refer to the 
paragraph of Stone’s paper [ 10, p. 61 l] which begins “Consider.” There is 
no loss in replacing his Y’ M, there by a random variable (which we also 
denote by FM)) which not only is bounded but also has finite range. Now 
8,{ Y”‘) ] X} tends in Lp to E{ Y”‘) 1 X} if the conditions of (2.32) of [6] are 
satisfied. Clearly, I?,{ Y 1 X} will tend in Lp to E{ Y I X} provided also that 
II 
P 
lim E e W”,(Y, - Yy’) 
I I 
=o uniformly in n. (5.4) M-m i=l 
The conditions of (2.32) of [6] d o not suffice to guarantee that (5.4) holds. 
However, from the arguments in the cited paragraph of [lo] it follows that 
the condition (1) of Stone’s Theorem 1 is sutIicient to guarantee (5.4): 
There exists 0 < C < co such that for every 
nonnegative Bore1 f on Rd, 
(5.5) 
The next step in our discussion is to state a condition which guarantees that 
(5.5) holds. To that end, define 
Uni = U,,(X, X, ,..., Xi ,..., X,,, Y, ,..., Yi ,..., Y,) to be 
Wn,(Xi, x, )...) x ,...) X,) Y, )..., Y ,...) Y,). 
(5.6) 
Stone’s argument for his Proposition 11 ([ 10, p. 6131) applied to our Wni 
and U,, shows that (5.5) is implied by the existence of a universal bound to 
Cy=* uni* 
We can summarize the preceding four paragraphs as follows. The 
sequence of 8, of (5.1) and (5.2) tends to E(Y] X) in mean of order p 
whenever (1) E{lYIP} < co, (2) the conditions of (2.32) of [6] are satisfied, 
and (3) C;=, U,,, is bounded by a universal constant. Our difficulties .in 
providing partitions which satisfy (3) were what led us to the approach of 
Section (3). 
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Anderson rules [ 1 ] can be approached from the point of view of this 
section. Most of our results for these rules require that 
F has continuous coordinatewise marginal distributions, (5.7) 
and 
there exists M > 1 such that for each Q’“‘, k(n) 2 3 and 
k(n) < #,(P)(x)) < M/c(n) for all x, where k(n)/\/;; -+ co 
and k(n)/n+O as n+ co. (5.8) 
Before we define the rules we need to define the concept of local rank. 
5.9. DEFINITION. For a given {xi, x2 ,..., x,}, where xk E U for each k, 
and a box B c U, the ith local rank of xi among {x, ,..., x,,} evaluated at the 
box B, written r$(xj), is the rank of the ith coordinate of xj among the ith 
coordinates of those xk E B. 
Notice that for r$(xj) to require no further specification, for each (n, i) 
there can be no ties among the ith coordinates of those xk E B. When (5.7) 
holds, and {x1,..., x,} are realizations of iid vectors each distributed as F, 
then almost surely all local ranks are defined. 
An Anderson rule (which produces “statistically equivalent blocks”) can 
be described completely by a unique sequence of binary “decision” trees (one 
for each n) and pairs of numbers attached to each node. The first of these 
numbers indicates the axis i on which the box associated with that node is to 
be cut; the second denotes the ith local rank of the observation at which the 
cut is to be made. (Implicit in this representation is some convention such as 
requiring that the endpoint always be assigned to the left daughter node.) 
Strictly speaking, an “Anderson rule” is a sequence of rules, one for each n, 
but for convenience we refer to both an individual rule and the entire 
sequence as “the” rule. In what follows we use the symbol K to denote a 
binary tree; which one will be clear from context. 
For Anderson rules upper bounds on the functions (( Q(” I\? and I] QCn)]]p- 
can be forced to tend to 0, since (when (5.7) holds) quantile cuts can always 
be implemented in such a way that the cuts depend solely on local ranks. 
The argument for Lemma (3.09) of [6] applies here; the reader should note 
that the discussion surrounding (3.16) of [6] is not relevant. It follows that 
(3.15) and therefore the relevant conditions of (2.32) of [6] can be 
guaranteed. We will show that there are Anderson rules for which Cy=i U,, 
is bounded by a universal constant. (The reader will note that Anderson 
rules do not depend on Y,,..., Y,, so for them the foregoing extensions of 
Stone’s arguments are not required.) 
We make careful distinction in the discussion to follow between nodes and 
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boxes. (This distinction is like the distinction between a function and its 
value.) References to nodes are to corresponding paths down a tree and do 
not depend on a particular set of data. References to boxes must be qualified 
by the data which give rise to each specific box. For a given set of data, to 
each node of the tree d of an Anderson rule there is naturally associated a 
box in a partition of U. 
We shall use the symbol Q,* to refer to a set whose n + 1 members belong 
to U, write g,* = (x0,x1 ,..., xn}. For a given %‘,* write go,, = {x ,,..., x,,}, 
and for i = 1, 2 ,..., n, gi,, = {x, ,..., xi-r, x0, xi+ i ,..., x,,}. Occasionally the 
members of the various 59’s will be called “observations.” We think of them 
as realizations of the corresponding X’s. 
Now let gz be given. For k = 0, l,..., n let BL,,, be a generic symbol for a 
box corresponding to node N of the decision tree of an Anderson rule with 
corresponding tree d when the data are gk,n. We shall make use of the 
following statement. 
9,: If the decision tree d of an Anderson rule has no more than I 
total nodes, then for every node N, BE;,*,, and B&,i, have at least 
#,(BC,,J - 1 = #n(BtN,iJ - 1 points in common, and all the local ranks of 
their points in common differ by at most 1. 
5.10. LEMMA. If all local ranks are defined for G30,n,..., GS,,,, then 9, 
holds for all Anderson rules and all positive integers r (necessarily 
r<2n- 1). 
Proof. 9i is immediate since the corresponding rule does not partition 
the data. 9* is exactly 9i since there are no binary trees with two nodes. We 
now argue 9,. Let N be the root node and N’ and N” be the daughter nodes. 
The local ranks relative to N differ by at most 1. Therefore, the same obser- 
vations of Bk,i, and B” CN,Oj go into left and right daughters associated with N’ 
and N”, respectively, save perhaps for that x whose ith coordinate is the cut 
point. 
For m > 3 assume that Ym holds. In order to establish ,P,+ r we study an 
Anderson rule with m + 1 total nodes and corresponding tree K. An 
Anderson rule whose tree agrees with the tree under consideration save for 
one eliminated splitting at terminal node N has a corresponding tree K’ to 
which 9, applies. For c~~,JQ,,,) the passage from K’ to @? involves one 
split of BG,,,(B”’ (N,ir) in a preassigned direction and at an observation with 
preassigned local rank. There are two cases to consider. It may happen that 
B G,o) ad BfG,i, consist of identical observations. In that case the conclusion 
of %I+, is immediate. Otherwise, there are exactly #,(Bz,,,) - 1 = 
#.(BG,IJ - 1 observations in common to BG,,, and Bg,i,. The respective 
local ranks of the observations in common differ by at most one, and the 
argument for 9, shows that 9,+, holds. 
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If gz and an Anderson rule with decision tree K are given, then for 
x E U, N(x 1 pi,“) is the unique node N of K for which x E J3&,Ij. 
5.11. DEFINITIONS. If C9-,* and K are as above, then the invariant subset 
3 of go,, is {xi E QO,n: N(xj 1 go,“) = N(x, 1 C?Ziq,) for i = 1,2 ,..., n}. An 
observation Xj E go., which is not invariant is called variant. 
5.12. LEMMA. If an Anderson rule satisfies (5.8) and all local ranks are 
defined, then CZ,,n\J’ has cardinality at most 3n/k(n). 
ProoJ: Since an Anderson rule nonadaptively determines an axis-call it 
d,,-and an d, local rank on which to cut a given B$,,ij, Lemma 5.10 implies 
that the only points in B$+i, which are variant because of a cut of that box 
are those within one d,, local rank of the cut point in B&,,,. There are three 
. . c such points m B;,,,,. Because of (5.8) the tree corresponding to our 
Anderson rule has at most n/k(n) terminal nodes. Moreover, in every binary 
tree there are one fewer nonterminal nodes than terminal nodes. Therefore, 
fewer than n/k(n) BG,i, are partitioned by the rule when Qi,, are data. 
Hence, our lemma is established. 
5.13. LEMMA. Assume that 9: and an Anderson rule (with tree ET) are 
given. Suppose that the rule satisfies (5.8) and that all local ranks are 
defined. It follows that the cardinality of {N(xO 1 gi,,) 1 i= 1, 2,..., n} is at 
most 2d. 
Proof. As x0 traverses F+? from its root node, let N, be the first node N 
such that as x,, passes through N its assignment to a daughter node of N is 
not identical for all pi,“. We call N, the “first ambiguous node.” Of course, 
there may be no such node N,. In that case the cardinality of 
{N(-Q 1 gi,,) 1 i = 1, &-, n} is 1. Thus, suppose there exists N, and that d, is 
the axis on which a cut is prescribed at N,. 
Since we have assumed that depending on the choice of data gi., x0 
sometimes passes through the left daughter node of N, and sometimes the 
right, its local rank must sometimes exceed N,‘s cutting threshold and 
sometimes not. By (5.10) the value of the local rank across all possible 
choices of data can change by at most two. In view of (5.8) the d,st local 
ranks of x, in the daughter box and all subsequent daughter boxes is 
sufficiently small or sufficiently large so as to ensure that x0 is never again 
within one d,st local rank of an observation which is cut on the d,st axis. 
We can define two “second ambiguous nodes,” N$ and Nt ; N$(Nf) is the 
first ambiguous node for the subtree of FF which has root the left (right) 
daughter node of N,. If N, exists, but neither Nf nor Ni does, then the 
cardinality of { N(x, I gi,,) I i = 1,2 ,..., n} is exactly 2. If all three exist, then 
the cardinality in question is at least 4. The notion of ambiguous node can 
683/10/4-l I 
626 GORDON AND OLSHEN 
be defined successively, and any path from the root node of g to a terminal 
node encounters at most one ambiguous node at which is specified a cut on 
any fixed axis. Therefore, any path which traverses a from root node to a 
terminal node encounters at most d ambiguous nodes. In view of the 
foregoing, it follows from an induction on the maximal number of ambiguous 
nodes per path from the root of d to a terminal node that the cardinality of 
(N(x, 1 gi,,) 1 i= 1,2 ,..., n} is at most 2d. 
In Lemmas 5.10, 5.12, and 5.13 we have implicitly understood Anderson 
rules to be operating on the range of the X’s in their partitioning of the 
feature space U. We now revert to the scenario of the earlier part of this 
section and think of the rules as operating on the training sample and given 
X. The estimators 8, are, as before, given by (5.1)-(5.3), and the U,i are 
given by (5.6). 
5.14. LEMMA. Suppose that an Anderson rule satisfies (5.7) and (5.8), 
and that 8, is given by (5.1~(5.3). It follows that there is a universal bound 
which is almost surely not exceeded by Cy=, U,,i. 
Proof Assumption (5.7) implies that almost surely all local ranks are 
defined. Lemma 5.13 entails that for each n, X lies in terminal boxes 
associated with at most 2d terminal nodes of the corresponding tree & when 
the roles of X and Xi (i < n) are interchanged (as in (5.6)). Therefore, for 
each n, X lies in terminal boxes under interchanges with at most 2dMlc(n) 
invariant Xts. Lemma 5.12 implies that for each n there are at most 3n/k(n) 
variant XI)s, It follows that 
i Uni Q &- {2dMk(n)} + -L 1 xl 
i=l W W 
3n 
< 2dM + yp k2(n). 
The latter supremum is finite (from (5.8), and it clearly does not depend on 
n), so our lemma is proven. 
Lemma 5.14 and the arguments which preceded (5.7) can be combined 
into the following result. 
5.15. THEOREM. Assume that (5.7) holds and that for a given Anderson 
rule (5.8) holds. Moreover, suppose that IIQ(“) 119 and II Q(‘)I$‘- tend to Ofir 
each i. It follows that 8, tends to E{ Y I X} in mean of order p for every p 2 1 
for which E{IYl”) < co. 
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