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a b s t r a c t
Let Hm be the binary linear block code with parity-check matrix Hm whose columns are
all distinct binary strings of length m and Hamming weight 2. It is shown that Hm is an
[n, k, d] = [m(m−1)2 , (m−1)(m−2)2 , 3] code while the dual-code H⊥m has dimension k⊥ and
minimum distance d⊥ satisfying k⊥ = d⊥ = m − 1. It is in general very difficult to find
or even estimate the covering radius of a given code. It is shown here that the covering
radius of Hm, denoted Cr(Hm), is bm2 c. We also show that Cr(H⊥m ) = m(m−2)4 if m is even
and Cr(H⊥m ) = (m−1)
2
4 if m is odd. Thus Cr(H
⊥
m ) ' Cr(Hm)2. The weight distribution of
H⊥m is given. This together with the MacWilliams identities results in an expression for
the weight distribution of Hm. It turns out that the covering radius of Hm is equal to its
external distance. From the Tanner graph perspective, the Tanner graphs of Hm and H⊥m
have girth 6. It is shown that the Tanner graphs of H⊥m+1 and Hm are essentially identical
and are structurally representable by the complete graph Km on m vertices.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
One of the fundamental parameters associated with a code C is its covering radius. From error correction perspective,
the covering radius of C determines the maximum error-correcting capability of C under minimum distance decoding.
Codes with small covering radius are called covering codes and have applications in: decoding of errors and erasures, data
compression, broadcasting in interconnection networks, subset sums and Cayley graphs, to mention just a few. Among the
many papers and few reference books on covering codes we may refer to [3,5–7,12,15]. A linear binary [n, k] codeC is called
an optimal covering code if it has minimum covering radius among all binary linear codes of length n and dimension k.
Though the covering radius of some classes of linear codes (for instance the two-error-correcting BCH codes, the simplex
codes, some classes of Reed–Muller codes) is known, the problem of finding the covering radius of a code is an NP-complete
problem [1]. A table of bounds on the optimal covering radius for codes of length up to 64 is given in [12].
In this paper we use binary strings of weight 2 to introduce a sequence {Hm}m≥3 of binary codes where Hm is of length
m(m−1)
2 , dimension
(m−1)(m−2)
2 and minimum distance 3. Obviously, Hm is a shortened Hamming code. The covering radii of
Hm and the dual-code H⊥m are determined. It is shown that the covering radius of Hm, denoted Cr(Hm), is bm2 c and that
Cr(H⊥m ) = m(m−2)4 if m is even and Cr(H⊥m ) = (m−1)
2
4 if m is odd. Thus we may roughly say that the covering radius of H
⊥
m is
the square of that of Hm. It turns out that the covering radius of Hm is equal to the external distance of the code, that is it
achieves the bound given in [8].
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Using the bounds given in [12], we see thatH3,H4,H5,H⊥3 andH⊥4 are optimal. From covering radius perspective,H6,
H⊥6 ,H7 andH⊥7 compete with the cyclic [15, 10, 3], [15, 5, 3], [21, 15, 4] and [21, 6, 8] codes, respectively, [9].
At first glance, it may appear that the shortened Hamming codes are not useful for error correction. However, if we
consider the computational complexity of encoding and decoding operations of a given code C as two important factors
influencing the applicability of C, then one may find practical error correction applications for Hm and H⊥m . The reason for
this potential is that the low-density structure of Hm and H⊥m result in a low-complexity encoding and decoding operations
for these codes when soft-decision suboptimal decoding is considered.
A code C introduced by a given parity-check matrix H is called a low-density parity-check (LDPC) code if the ratio of the
nonzero entries in H to the total entries is considerably low [10]. We show that both Hm and H⊥m lie in the class of LDPC
codes. The class of LDPC codes have a relatively low-complexity decoding process under iterative decoding algorithms [13]
such as sum-product algorithm [17]. These algorithms are essentially performed on a graphical representation of LDPC codes
known as the Tanner graph [20].
Though the class of LDPC codes are decoded at reasonable complexity, their encoding, in general, is performed at much
more complexity. However, encoding of a code C with a systematic low-density generator matrix (LDGM) is a very simple
task [4]. It is worth mentioning that any LDGM code is obviously an LDPC code while the converse is not necessarily true. As
both Hm and H⊥m are sparse matrices, the two LDPC codesHm andH⊥m are indeed LDGM codes and hence encoded efficiently.
It has been reported that high-rate LDGM codes do not have error floors and the problem of error floors of low-rate LDGM
codes can be solved by using the concatenated scheme [11,16,21]. We should note that whileHm is a high-rate code its dual
H⊥m has a low rate. Also, note that the encoding of a systematic LDGM code is performed by using its Tanner graph.
Due to the mentioned key role of the Tanner graph of a given LDGM code in its encoding and decoding complexity, in
this paper we also examine the graph-theoretic properties of the Tanner graphs of Hm and H⊥m . We show that though Hm
is far from being a self-dual-code, but interestingly, from the Tanner graph perspective the relation between Hm and the
dual-code H⊥m is much stronger than their relation on covering radius. More precisely, the Tanner graphs representing Hm
andH⊥m+1 are structurally identical to the complete graph Km on m vertices.
In Section 2 we construct the binary codeHm and its dual-codeH⊥m , and then determine their dimensions and minimum
distances. Section 3 is devoted to the determination of weight distributions and the covering radii ofHm andH⊥m . The girth
and cycle distribution of the Tanner graphs representingHm andH⊥m are determined in Section 4.
2. The binary codesHm andH⊥m
The binary Hamming code H(m) is a [2m − 1, 2m − m − 1, 3] code with parity-check matrix H(m) whose columns are
precisely the set of distinct nonzero binary strings of lengthm. Given a positive integerm, letHm be the matrix whose columns
are the set of all distinct m-strings of Hamming weight 2. Suppose that m1 and m2 are two m-strings of weight 2. Assuming
that n1 and n2 are the numbers with binary expressions m1 and m2, respectively, we let m1 to precede m2 (left-to-right) if
and only if n1 < n2.
Example 1. Corresponding to m = 4 and m = 5 we have the following matrices H4 and H5, respectively:
H4 =

0 0 0 1 1 1
0 1 1 0 0 1
1 0 1 0 1 0
1 1 0 1 0 0
 H5 =

0 0 0 0 0 0 1 1 1 1
0 0 0 1 1 1 0 0 0 1
0 1 1 0 0 1 0 0 1 0
1 0 1 0 1 0 0 1 0 0
1 1 0 1 0 0 1 0 0 0
 . (1)
The columns of H4, from left-to-right, are the binary expressions of numbers 3, 5, 6, 9, 10 and 12, respectively.
We denote by H⊥m the binary code generated by Hm. The dual-code of H⊥m is denoted by Hm, that is the matrix Hm is a
parity-check matrix forHm and a generator matrix forH⊥m .
It is easily followed from definition that the parity-check matrices Hm are related by the recursive relation
Hm =
(
0 1
Hm−1 I′m−1
)
(2)
in which I′m−1 is the (m − 1) × (m − 1) binary matrix whose nonzero entries are precisely the entries located on the right-
to-left diagonal. As the first row in Hm is equal to the modulo-2 addition of the other rows, the submatrix Hm−1I′m−1, denoted
H′m, is also a parity-check matrix forHm. The recursive structure of H′m is given below.
H′m =
(
Hm−1 I′m−1
) = (0( m−22 ) 1m−2
H′m−1
|I′m−1
)
. (3)
Given a binary matrix (AIk), it is known that the matrix (In−kAt) is a parity-check matrix for the code generated by (AIk)
where At is the transpose of A. Given a matrix A with r rows, let A˜ denote the matrix obtained from A by considering the ith
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row in A as the (r − i+ 1)th row for A˜. By this notation and the fact that Hm−1I′m−1 is a parity-check matrix for Hm, it is easy
to see that the matrix H⊥m defined by
H⊥m :=
(
I( m−1
2
)H˜tm−1
)
(4)
is a generator matrix forHm and a parity-check matrix forH⊥m . As an example we have
H⊥5 =
(
I( 4
2
)H˜t4
)
=

1 0 0 0 0 0 1 1 0 0
0 1 0 0 0 0 1 0 1 0
0 0 1 0 0 0 0 1 1 0
0 0 0 1 0 0 1 0 0 1
0 0 0 0 1 0 0 1 0 1
0 0 0 0 0 1 0 0 1 1
 .
Proposition 1. The binary code Hm is a code with parameters [n, k, d] = [m(m−1)2 , (m−1)(m−2)2 , 3] and the dual-code H⊥m has
parameters [n, k⊥, d⊥] = [m(m−1)2 ,m− 1,m− 1].
Proof. It follows from (2) and the structure of matrix I′m−1 that the last m − 1 rows of Hm are linearly independent while
the binary sum of these rows equals to the first row, and hence the rank of Hm is m − 1. Therefore, Hm has dimension
k = m(m−1)2 − m− 1 = (m−1)(m−2)2 . Thus the rate of the code is m−2m = 1− 2m .
Since any two columns of Hm are independent but the first three columns are dependent, the code has minimum distance
d = 3.
The matrix Hm given by (2) is a generator matrix for the dual-code H⊥m . Each row of Hm has Hamming weight m− 1 and
hence d⊥ ≤ m − 1. We make use of the recursive structure of Hm to show that d⊥ = m − 1. The statement obviously holds
for m = 3 and H⊥3 has minimum distance 2. Suppose H⊥m−1, m ≥ 4, has minimum distance m − 2 and consider matrix Hm
given by (2). The first row in Hm has weight m− 1 and the sum of all rows of the submatrix Hm−1I′m−1 has also weight m− 1.
As any 1 ≤ i < m − 1 rows in Hm−1 are linearly independent it follows from induction hypothesis that the sum of any
1 ≤ i < m− 1 rows of the submatrix Hm−1I′m−1 is a codeword of weight at least i+ m− 2 ≥ m− 1. On the other hand, if we
add the first row in Hm to the sum of any 1 ≤ i < m− 1 rows of the submatrix Hm−1I′m−1 we obtain a codeword of weight at
least (m− 1− i)+ (m− 2) ≥ 1+ (m− 2) = m− 1. Therefore,H⊥m has minimum distance d⊥ = m− 1. 
3. Weight distribution and covering radius
The covering radius Cr(C) of a code C ⊆ Fn2 is the minimum positive integer r such that the union of the spheres of radius
r about the codewords inC covers the whole space Fn2 . In this section we determine the weight distribution and the covering
radius of bothHm andH⊥m . Several marginal results are also derived from the main results.
Theorem 1. The covering radius of Hm is bm2 c where bxc denotes the integer part of x.
Proof. The covering radius of a given code C ⊆ Fn2 with parity-check matrix H is the maximum Hamming weight of the
coset leaders in any standard array associated with C. As the syndrome Hxt of a given word x is indeed the sum of columns
in H corresponding to the nonzero coordinates of x, we just need to talk about the linear combinations of columns of H.
The main part of the proof is the observation that distinct syndromes associated with Hm are precisely the set of all
even weight vectors of length m. To see this we first consider the fact that each column in Hm has weight 2 and hence any
linear combination of columns of Hm, that is the syndrome Hmxt of any vector x, has an even Hamming weight. Let hi be the
column in Hm expressing the binary representation of 1+ 2i, 1 ≤ i ≤ m− 1. It is obvious that the transpose of the submatrix
(h1h2 · · ·hm−1) is a generator matrix for the [m,m−1, 2] even weight code of length m. Thus if m is even then the syndrome
weights are 0, 2, 4, . . . , m while the syndrome weights for the case m = 2t+ 1 are 0, 2, 4, . . . , m− 1. Note that the number of
distinct syndromes associated withHm is 2m−1 and this number is equal to the summation
(
m
0
)
+
(
m
2
)
+
(
m
4
)
+· · ·+
(
m
2b m2 c
)
.
Let s = Hmxt be a syndrome of weight 2i, 1 ≤ i ≤ bm2 c. As the set of columns in Hm is precisely the set of all binary vectors
of weight 2 and length m, on the one hand the given syndrome s cannot be expressed as a sum of less than i columns of Hm,
and on the other hand any partition of nonzero coordinates of s into two-element subsets provides a unique expression for
s as a sum of i columns of Hm. This shows that the covering radius ofHm is bm2 c. 
It follows that H2 and H3 are perfect codes and that H4 and H5 are quasi-perfect. The proof of Theorem 1 implies that
the error-correcting capability of Hm under syndrome decoding algorithm is precisely restricted to correcting
(
m
2i
)
error
patterns of size i, 0 ≤ i ≤ bm2 c; in particular about one-third of errors of size two are corrected.
Theorem 2 (Weight Distribution of H⊥m ). The sum of any i, 0 ≤ i ≤ m, rows of matrix Hm is a codeword of weight i(m − i).
In particular, any codeword of H⊥m has weight i(m− i) for some 0 ≤ i ≤ bm2 c, and A′i(m−i), the number of codewords with weight
i(m− i), is: A′i(m−i) =
(
m
i
)
for 0 ≤ i < bm2 c, A′b m2 c(m−b m2 c) = A
′
(m−1)(m+1)
4
=
(
m
b m2 c
)
if m is odd and A′b m2 c(m−b m2 c) = A
′
m2
4
=
(
m−1
b m2 c
)
if m
is even.
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Proof. One can easily verify that the statement holds for m = 3. Applying induction on m, we show that the statement will
hold for m+ 1 if it holds for m ≥ 3. Consider a set S of i, 0 ≤ i ≤ m+ 1, rows of Hm+1. Depending on whether the first row of
Hm+1 is in S, we consider two cases.
If rm+11 , the first row of Hm+1, is not in S then relation (2) for m + 1, that is Hm+1 =
(
0 1
Hm I
′
m
)
, and the induction
hypothesis imply that the sum of elements of S has weight i + i(m − i) = i(m + 1 − i). On the other hand, if rm+11 is in
S then it follows from Hm+1 =
(
0 1
Hm I
′
m
)
that i − 1 rows of Hm are involved in the combination. Therefore, the induction
hypothesis together with the impact of the submatrix
(
1
I′m
)
on the combination implies that the sum of elements of S has
weight (i− 1) {m− (i− 1)} + m− (i− 1)which is equal to i(m+ 1− i).
To determine A′i(m−i), we ignore the redundant row rm1 in Hm and consider 0 ≤ i ≤ m − 1 and note that i(m − i) =
(m− i){m− (m− i)} and
(
m−1
i
)
+
(
m−1
m−i
)
=
(
m
i
)
. 
Corollary 1. Let dmax,m denote the maximum weight taken over all codewords in H⊥m , that is dmax,m is the maximum distance
between codewords of H⊥m . Then we have dmax,m = m24 if m is even and dmax,m = (m−1)(m+1)4 if m is odd.
Proof. The concave continuous function f(x) = x(m− x) takes its maximum at x = m2 . This implies that the discrete form of
this function takes its maximum at x = m2 if m is even, and that for an odd integer m the maximum occurs at x = m−12 and
x = m+12 . This together with Theorem 2 completes the proof. 
Corollary 2. The number of codewords of weight l, denoted Al, 0 ≤ l ≤
(
m
2
)
, inHm is
Al =

1
2m−1
∑
0≤i≤b m2 c
(
m
i
)
Pl {i(m− i)} , if m is odd;
1
2m−1
∑
0≤i<b m2 c
(
m
i
)
Pl {i(m− i)} +
(
m− 1
m
2
)
Pl
(
m2
4
)
, if m is even;
where Pl(x) is the Krawtchouk polynomial [18] defined by Pl(x) =∑lj=o(−1)j ( xj ) ( ( m2 )−xl−j ).
Proof. The statement is based on the MacWilliams identities [18] and the weight distribution of the dual-code H⊥m
determined in Theorem 2. 
The following proposition has a key role in our approach to proving Theorem 3.
Proposition 2 (Connection Between Codewords in H⊥m and H⊥m+1). The codewords in H⊥m+1 are partitioned into two-element
subsets such that the sum of two codewords in any two-element subset is 0m1m where 0m is the all-zero codeword inH⊥m and 1m is
the all-one string of length m. In other words, any codeword c of H⊥m is extended uniquely to two codewords cv and cvc of H⊥m+1
such that v and vc are complement of each other.
Proof. The matrix Hm is a generator matrix for H⊥m . The first row of Hm is equal to the sum of other rows, that is the sum of
rows of Hm is zero. Now consider a codeword cm ofH⊥m . This codeword is a linear combination of the last m− 1 rows of Hm,
that is the rows of H′m given by (3). Suppose cm = rmi1 + · · · + rmil , 1 ≤ l ≤ m− 1, where i1 < i2 < · · · < il and rmi is the ith last
row of H′m. Consider the two sets S := {i1, i2, . . . , il} and S′ := {1, 2, . . . ,m} − S. It is obvious that the two codewords inH⊥m+1
defined by cm+1 =∑i∈S rm+1i and c′m+1 =∑i∈S′ rm+1i , where rm+1i is the ith last row of H′m+1, satisfy the required property. 
Lemma 1. The covering radius Cr(H⊥m ) of H⊥m is bounded below by
m(m−2)
4 if m is even and by
(m−1)2
4 if m is odd.
Proof. A parity-check matrix H⊥m =
(
I( m−1
2
)H˜tm−1
)
for H⊥m was given by relation (4) in which I( m−12 ) is the
(
m−1
2
)
×
(
m−1
2
)
identity matrix and H˜tm−1 is, up to a simple column permutation, the transpose of Hm−1.
As I( m−1
2
) is a submatrix of H⊥m , the space of syndromes H⊥mxt , x ∈ F( m2 ), is F
(
m−1
2
)
and the all-one string 1 is in the syndrome
space. We want to find a minimum weight vector v for which the syndrome is H⊥mvt = 1t . Equivalently, we want to find a
minimum number of columns in H⊥m whose sum is 1
t . To do this, it is easy to see that we have to determine the maximum
number of nonzero bits of s where s is an arbitrary linear combination of columns of H˜tm−1; this is because the contribution
of each column of I( m−1
2
) to the formation of 1t is at most one bit.
If the maximum number of nonzero bits taken over all combinations of columns of H˜tm−1 is a and the minimum number
of columns in H˜tm−1 which add to a vector of weight a is b, then the minimum number of columns in H⊥m whose sum is 1
t is
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equal to
(
m−1
2
)
−a+b and hence Cr(H⊥m ) ≥
(
m−1
2
)
−a+b. Suppose m is odd. Thus m−1 is even and according to Corollary 1,
the required numbers a and b are (m−1)
2
4 and
m−1
2 , respectively. Therefore,
Cr(H⊥m ) ≥
(
m− 1
2
)
− (m− 1)
2
4
+ m− 1
2
= (m− 1)
2
4
. (5)
If m is even, then again according to Corollary 1, the mentioned numbers a and b are m(m−2)4 and
m−2
2 , respectively. Therefore,
Cr(H⊥m ) ≥
(
m− 1
2
)
− m(m− 2)
4
+ m− 2
2
= m(m− 2)
4
.  (6)
It is worth mentioning that the two relations (5) and (6) can be expressed by
Cr(H⊥m ) ≥
(
m− 1
2
)
−
⌊
m− 1
2
⌋(⌊
m
2
⌋
− 1
)
.
Theorem 3. The covering radius Cr(H⊥m ) of H⊥m is Cr(H⊥m ) =
(
m−1
2
)
− bm−12 c
(
bm2 c − 1
)
, that is
Cr(H⊥m ) =

m(m− 2)
4
, m is even;
(m− 1)2
4
, m is odd.
(7)
Proof. It is easy to verify that the statement holds for m = 3 and m = 4, that is Cr(H⊥3 ) = 1 and Cr(H⊥4 ) = 2. Assuming
that the statement holds for m ≥ 3, we show that it holds for m+ 1 (induction on m).
Suppose m is even and that, to the contrary, the statement is not true for m+ 1. Therefore, according to relation (5), we
have Cr(H⊥m+1) >
m2
4 . Thus there exists a vector x ∈ F
(
m+1
2
)
such that d(x, c) > m24 for any codeword c ∈ H⊥m+1.
Let cm be an arbitrary codeword in H⊥m . According to Proposition 2, this codeword is extended into two codewords cmv
and cmvc of H⊥m+1 such that v and vc are of length m and are the complement of each other. Thus d(x, cmv) > m
2
4 and
d(x, cmvc) > m
2
4 . Expressing the vector x by x = x′x′′ where x′′ has length m, we have
d(x, cmv) = d(x′, cm)+ d(x′′, v) > m
2
4
;
d(x, cmvc) = d(x′, cm)+ d(x′′, vc) > m
2
4
.
(8)
As v and vc are the complement of each other, we have d(x′′, v)+d(x′′, vc) = m. This together with inequalities given by (8)
implies that d(x′, cm) > m
2
4 − m2 = m(m−2)4 . This shows that the vector x′ does not lie in the union of spheres of radius m(m−2)4
about the codewords inH⊥m . This is however in contradiction with the induction hypothesis.
The same argument applies to the case when m is odd, with the exception that in this case, without loss of generality, we
may assume that d(x′′, v) ≤ m−12 . Thus d(x′, cm) > (m+1)(m−1)4 − d(x′′, v) > (m+1)(m−1)4 − m−14 = (m−1)
2
4 , a contradiction. 
Using relation (7), it is easy to show that
Cr(H⊥m ) =
(
m− 1
2
)
− Cr(H⊥m−1). (9)
It is deduced from (9) that
Cr(H⊥m ) =
m−2∑
i=1
(−1)i+1
(
m− i
2
)
. (10)
As Cr(Hm) = bm2 c, we have Cr(H⊥m ) = Cr(Hm)2 if m is odd and Cr(H⊥m ) = Cr(Hm) (Cr(Hm)− 1) when m is even. Thus we
may say Cr(H⊥m ) ' Cr(Hm)2.
Comparison with known covering codes. Table 1 provides a comparison between the bounds given in [12], for the optimal
covering codes of length n ≤ 64, and the covering radii ofHm andH⊥m , 3 ≤ m ≤ 11. In this table, ρ (ρ⊥) denotes the optimal
covering radius associated with the given length n and dimension k (resp. k⊥), and ρ = a − b means a ≤ ρ ≤ b. This table
shows thatH3,H4,H5,H⊥3 andH⊥4 are optimal.
The covering radius of all binary cyclic codes of length up to 31 is given in [9]. There are [15, 10, 3] and [21, 15, 4] cyclic
codes C1 and C2, respectively, with covering radius 3. Thus H6 (H7) competes with C1 (resp. C2). Also, the two codes H⊥6
andH⊥7 are matched with the given [15, 5, 3] and [21, 6, 8] cyclic codes. The cyclic [15, 5, 3] code is optimal with covering
radius 5 whileH⊥6 has d = 5 and covering radius 6. BothH⊥7 and the [21, 6, 8] cyclic code have covering radius 9.
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Table 1
Cr(Hm) and Cr(H⊥m ), 3 ≤ m ≤ 11, and their optimal counterparts
m 3 4 5 6 7 8 9 10 11
n 3 6 10 15 21 28 36 45 55
k 1 3 6 10 15 21 28 36 45
Cr(Hm) 1 2 2 3 3 4 4 5 5
ρ 1 2 2 2 2 2 2 2 2–3
k⊥ 2 3 4 5 6 7 8 9 10
Cr(H⊥m ) 1 2 4 6 9 12 16 20 25
ρ⊥ 1 2 3 5 6 8–9 10–13 13–16 16–21
Taking into account the mentioned low-complexity encoding and decoding operations of Hm and H⊥m as two practical
advantages of these codes, one may say that for short lengths, say below 100, these codes can potentially be considered as
good covering codes.
Finally, at the end of this section we take a quick look at the normality of Hm. The motivation for this is the relation
Cr(C) ≤ b N2 c given in [12], where N is the norm of C, and Cr(Hm) = bm2 c.
Given a binary codeC of length n and a coordinate 1 ≤ i ≤ n, the subcode ofC consisting of all codewords which are 0 (1)
at position i is denoted by C(i)0 (resp. C
(i)
1 ). Given a binary n-tuple x we define f0(x) = dist(x,C(i)0 ) and f1(x) = dist(x,C(i)1 )
and set N(i) = max {f0(x)+ f1(x) : x ∈ Fn2}. This number is called the norm of C with respect to the ith coordinate and the
norm N of C is defined by N = minN(i), 1 ≤ i ≤ n. A coordinate i is acceptable if N = N(i) and C is called a normal code if
N ≤ 2Cr(C)+ 1. If C is normal then N = 2Cr(C) or N = 2Cr(C)+ 1 [12].
Using characterisation given by Theorem 2 in [12], it can be easily verified that for Hm we have N(i) = m and hence
Cr(Hm) = bm2 c = b N2 c, that isHm is a normal code.
4. Tanner graphs of Hm and H⊥m
The main practical advantage of LDGM codes is that, on the one hand, these codes, as a subclass of LDPC codes, can
efficiently be decoded by iterative decoding algorithms [13], and, on the other hand, they can be easily encoded due to their
low-density generator matrices. Basically, the efficient low-complexity encoding and decoding of these codes is conducted
by applying iterative decoding algorithms on their Tanner graphs. As the performance of these algorithms depends very
much on the cycle structure of the underlying Tanner graph, in this section we study few graph-theoretic properties of the
Tanner graphs, defined below, ofHm andH⊥m . Specifically, the girth and cycle distribution of these graphs is considered.
Given a linear binary [n, k] block code C of length n and dimension k and a parity-check matrix H = (hi,j) for C, a Tanner
graph [20], denoted TG(H), is associated to C. This graph is a bipartite graph with two types of nodes: check nodes and
symbol nodes. The jth symbol node is adjacent to the ith check node if and only if hi,j 6= 0. In a connected graph G, a cycle
containing all vertices of G is called a Hamiltonian cycle and the length of shortest cycles in G is called the girth of G. A parity-
check matrix H is called row-regular if its rows have the same Hamming weight. H is called regular if it is both row-regular
and column-regular.
Proposition 3. Hm is a regular LDPC code andH⊥m is a row-regular LDPC code. Therefore, bothHm andH⊥m are LDGM codes. The
girth of the Tanner graphs representing parity-check matrices Hm, m ≥ 3, and H⊥m , m > 3, given by (2) and (4), respectively, is 6.
Proof. It follows from definition that Hm has column weight 2 and row weight m− 1. Thus the row and column densities of
Hm are 2m , and hence, for m sufficiently large, Hm is a regular sparse matrix. Therefore, the binary code Hm is a regular LDPC
code.
Consider matrix H⊥m =
(
I( m−1
2
)H˜tm−1
)
given by (4) as a parity-check matrix forH⊥m . Each row of H⊥m has Hamming weight
3, that is the matrix has row density 3
( m2 )
. On the other hand, the submatrix H˜tm−1 has column density
m−2(
m−1
2
) < 2
m
. Therefore,
H⊥m is a sparse matrix andH⊥m is an LDPC code.
TG(Hm) is bipartite and hence its girth is even. It is obvious that the unique cycle in TG(H3) has length 6. Thus, as H3 is a
submatrix of Hm, m ≥ 3, the girth of TG(Hm) is at most 6. Since the columns of Hm are distinct strings with Hamming weight
2, TG(Hm) is free of 4-cycles and hence its girth is 6.
The matrix H⊥m =
(
I( m−1
2
)H˜tm−1
)
given by (4) is a parity-check matrix forH⊥m . Consider the Tanner graph associated with
this matrix. It is obvious that I( m−1
2
) has no impact on the cycles of the graph and hence the girth of H⊥m is indeed the girth
of the subgraph representing the matrix H˜tm−1. Up to a column permutation, the matrix H˜
t
m−1 is the transpose of Hm−1 and
hence, according to the argument given for the girth of TG(Hm), it has girth 6 for m > 3. It is obvious that TG(H⊥3 ) is a tree. 
It is known that the cycle-space of a graph with p vertices and e edges has dimension e− p+ 1 [2]. Therefore, the Tanner
graph TG(Hm) representing the parity-check matrix Hm has cycle-space of dimension 2
(
m
2
)
− m+ 1 =
(
m−1
2
)
. Note that an
arbitrary element of a cycle-space is not necessarily a cycle but it is in general a union of disjoint Euler circuits.
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Fig. 1. The Tanner graph TG(H5) representing parity-check matrix H5 .
Theorem 4. The Tanner graph corresponding to the parity-check matrix Hm, m ≥ 3, is structurally identical to the complete graph
Km onm vertices. Furthermore, deletion of all variable nodes of degree 1 in the Tanner graph associated with the parity-check matrix
H⊥m results in a graph that is isomorphic with the complete graph Km−1 if each path of length two starting and terminating at two
variable nodes is thought as a single edge.
Proof. The Tanner graph associated with H3 is a hexagon consisting of three parity-check nodes p1, p2 and p3 and three
variable nodes (see Fig. 1). This hexagon is obtained from the complete graph K3 with vertices p1, p2 and p3 by simply
putting one variable node on each of its three edges. Suppose that TG(Hm−1), m ≥ 3, is isomorphic with Km−1 if each path
of length 2 containing one variable node and two parity nodes is considered as a single edge connecting the two starting
and terminating parity nodes. To construct TG(Hm) we make use of the recursive relation given by (2). According to this
relation and the submatrix
(
1
I′m−1
)
, to form TG(Hm) we add a new parity-check node to TG(Hm−1) and join this new vertex
to all parity-check nodes in TG(Hm−1) and then put one variable node on each of the m − 1 new edges. By the induction
hypothesis it is obvious that the obtained graph is isomorphic with Km if the variable nodes are ignored. Fig. 1 illustrates this
construction process.
By definition, the variable nodes in a Tanner graph represent the columns of the corresponding parity-check matrix, and
hence the variable nodes of degree 1 in TG(H⊥m) are precisely the nodes that represent the columns of the identity matrix
I( m−1
2
) in H⊥m =
(
I( m−1
2
)H˜tm−1
)
given by (4). Therefore, the graph obtained from TG(H⊥m) by deleting all variable nodes of
degree 1 is precisely TG(H˜tm−1) which is identical to TG(Hm−1) up to interchanging the role of parity and symbol nodes. It
follows from the first part of the theorem that TG(H˜tm−1) is isomorphic with the complete graph Km−1. 
An immediate consequence of Theorem 4 is the following corollary.
Corollary 3. There is a one-to-one correspondence between cycles in TG(Hm) and the cycles in Km. The same relation holds
between TG(H⊥m+1) and Km. To be precise, for any positive integer t the number of cycles of length 2t in each of the two graphs
TG(Hm) and TG(H⊥m+1) is equal to the number of cycles of length t in Km.
An algorithm counting short cycles in a bipartite graph has been given in [14]. Fortunately, the rich graphical structure of
TG(Hm) and TG(H⊥m) allows one to determine the number of cycles of any length in these Tanner graphs.
Corollary 4. The number of cycles of length 2t, t ≥ 3, in each of the two graphs TG(Hm) and TG(H⊥m+1) is (t−1)!2
(
m
t
)
.
Proof. By Corollary 3, we just need to determine the number of cycles of length t in Km. It is well known [19] that the number
of Hamiltonian cycles in the complete graph Kn on n vertices is (n−1)!2 . Thus corresponding to any t vertices in Km there are
(t−1)!
2 cycles of length t, and hence the total number of such cycles in Km is
(t−1)!
2
(
m
t
)
. 
5. Summary
The shortened Hamming codeHm,m ≥ 3, with parity-check matrixHm whose set of columns consists of all distinct binary
strings of weight 2 and length m was examined. We determined dimension and minimum distance of the constructed code
Hm and its dual-codeH⊥m . The covering radii ofHm andH⊥m were determined. It was shown that the covering radius ofH⊥m
is equal to the square of that for Hm when m is odd and that almost the same relation holds for any even integer m. We
showed that the covering radius of Hm is equal to its external distance. Motivated by the fact that Hm and H⊥m are low-
density generator matrix codes and hence their encoding and decoding is performed by using their Tanner graphs TG(Hm)
and TG(H⊥m), respectively, the cycle structure of these graphs was investigated. It was shown that these graphs have girth 6
and that TG(Hm) and TG(H⊥m+1) are structurally identical to the complete graph on m vertices. We determined the number
of cycles of arbitrary length in Tanner graphs TG(Hm) and TG(H⊥m+1).
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