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Key Points:10
• Investigates the impact of solar activity on forecasting through assimilation of COSMIC-11
Ne into a physics-based upper atmosphere model12
• The agreement between hourly forecasted Ne and data is better during solar min-13
imum than solar maximum14
• The assimilation reduces RMSE of Ne estimates much more significantly during15
the high solar activity period16
• The assimilation of COSMIC-Ne into TIE-GCM significantly influences the neu-17
tral dynamics of the thermosphere18
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Abstract19
This study presents a comprehensive comparison of the impact of solar activity on fore-20
casting the upper atmosphere through assimilation of radio occultation (RO)-derived elec-21
tron density (Ne) into a physics-based model (TIE-GCM) using an ensemble Kalman22
filter (KF). Globally abundant RO-derived Ne offers one of the most promising means23
to test the effect of assimilation on the model forecasted state on a global scale. This study24
emphasizes the importance of understanding how the assimilation results vary with so-25
lar activity, which is one of the main drivers of thermosphere-ionosphere dynamics.26
This study validates the forecast states with independent RO-derived GRACE (Grav-27
ity Recovery and Climate Experiment mission) Ne data. The principal result of the study28
is that the agreement between forecast Ne and data is better during solar minimum than29
solar maximum. The results also show that the agreement between data and forecast is30
mostly better than that of the standalone TIE-GCM driven with observed geophysical31
indices. The results emphasize that TIE-GCM significantly underestimate Ne in alti-32
tudes below 250 km and the assimilation of Ne is not as effective in these lower altitudes33
as it is in higher altitudes. The results demonstrate that assimilation of Ne significantly34
impacts the neutral mass density estimates via the KF state vector—the impact is larger35
during solar maximum than solar minimum relative to a control case that does not as-36
similate Ne. The results are useful to explain the inherent model bias, to understand37
the limitations of the data, and to demonstrate the capability of the assimilation tech-38
nique.39
1 Introduction40
More studies on data-guided forecasting of the upper atmosphere (thermosphere-41
ionosphere) are conducted during the past decade than any other time [e.g., Chartier et al.,42
2016; Codrescu et al., 2018; Elvidge et al., 2016; Hsu et al., 2014; Lee et al., 2012; Sut-43
ton, 2018, and references therein]. Yet the major thematic issues with forecasting the44
upper atmosphere remain a scientific, computing and resource challenge. These challenges45
include, for example, scientific—the problem of physics of the thermosphere-ionosphere46
system being not fully understood; computing—the problem of developing computation-47
ally efficient, operationally viable, and high-accuracy output feedback (nowcast/forecast)48
assimilation algorithms; and resource—the problem of scarcity of impactful measurements49
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are limited and often fall short of precision application requirements such as satellite or-51
bit and space weather prediction [e.g., National Research Council , 2013; Mehta et al.,52
2018; Sutton, 2018]. In physics-based models, this mainly translates into a problem of53
forecasting the upper atmospheric drivers (solar and geomagnetic activity, and forcing54
from the lower atmosphere) and—to a lesser extent, an initial value problem due to the55
significant internal chemistry and dynamics [Pedatella et al., 2018, and references therein].56
Data assimilation techniques represent a possible pathway to address these challenges57
and improve both forecasting accuracy and lead-time.58
Data-guided forecasting refers to the process of computing the best possible esti-59
mate of the state of the system using data along with a numerical prediction of the model60
state. Lee et al. [2012] and Matsuo et al. [2013] demonstrated early success in affecting61
the model state in thermosphere-ionosphere-electrodynamics general circulation model62
(TIE-GCM; Richmond et al. [1992]) through an ensemble Kalman filter-based (EnKF)63
data assimilation technique [Evensen, 1994]. The EnKF, compared to the traditional Kalman64
filter (KF; Kalman, 1960) allows one to bypass some of the limitations that are usually65
associated with a large complex nonlinear model such as TIE-GCM [see Evensen, 1994,66
and references therein]. The EnKF is a stochastic Monte-Carlo approximation of the so-67
lution to the KF. EnKF algorithms can be designed to gain significant computational68
efficiency for a given large geophysical model by representing model error covariance through69
a sample covariance computed from a series (ensemble) of model runs. This computa-70
tional efficiency is partly due to the fact that the size of the model error covariance ma-71
trix in EnKF depends on the size of the ensemble and not the size of the model dimen-72
sions (e.g., grid space, variables).73
A number of other variants of KF-based assimilation techniques and other induc-74
tive/deductive techniques, such as three-/four-dimensional variational analysis and op-75
timal interpolation exist [e.g., Daley , 1993; Kalnay , 2002], and have been applied in up-76
per atmospheric data assimilation experiments. For example, Mehta et al. [2018] pro-77
posed a reduced order model (ROM) data assimilation framework for neutral mass den-78
sity (ρ) based on the proper orthogonal decomposition dimensionality reduction tech-79
nique using TIE-GCM as the base model. A key advantage of the ROM with data as-80
similation is the reduced computational burden while maintaining the model performance81
in the absence of data [Mehta et al., 2018]. The ROMs usually require training with data82
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model (e.g., systematic biases, unmodeled dynamics). The accuracy of the forecasts in84
the ROM framework is also dependent on the accuracy of the forecasts of the upper at-85
mospheric drivers. Sutton [2018] proposed a data assimilation framework for TIE-GCM86
based on a compact variational technique where the geophysical indices F10.7 solar flux87
and Kp (hereinafter GPIs) are estimated iteratively, and the model is iteratively run un-88
til data-model convergence is achieved with these newly estimated driver parameters.89
This approach recognizes the importance of the drivers represented by the GPIs and pre-90
serves the self-consistency of the model by not artificially modifying the internal state91
of the model. While the results in these studies show promise, the results also convey92
that applying these techniques to forecast the ionosphere-thermosphere system is not nec-93
essarily simplistic.94
Globally abundant radio occultation (RO)-derived electron density (Ne) is one of95
the most promising means to test the effect of assimilation on the model forecasted state96
on a global scale. This work is presented as an extension to Lee et al. [2012]; Matsuo et al.97
[2013] and Hsu et al. [2014]. The data assimilation experiments presented in this work98
use Ne profiles from the joint USA-Taiwan Constellation Observing System for Mete-99
orology, Ionosphere and Climate/Formosa Satellite 3 (COSMIC/FORMOSAT-3; here-100
inafter COSMIC) mission. Lee et al. [2012] using COSMIC-Ne profiles and Hsu et al.101
[2014] and Matsuo et al. [2013] using synthetic COSMIC data showed that EnKF-based102
assimilation schemes can effectively adjust TIE-GCM to be more consistent with data.103
They focused on assimilating over a period of 24 hours under solar minimum conditions.104
Hsu et al. [2018a,b] presented observing system simulation experiments (OSSEs) of as-105
similation of synthetic data that represent both COSMIC and the follow-on mission COSMIC-106
2. Although OSSE results from Hsu et al. [2018b] covered one day each in 2009 and 2013,107
the model ensembles for both these periods were drawn from similar solar activity lev-108
els.109
In contrast to previous similar experiments, the main focus of this work is to in-110
vestigate the impact of solar activity on the assimilation of COSMIC-Ne into TIE-GCM.111
This is accomplished with publicly available data with their typical noise and inhomo-112
geneous spatiotemporal distribution as opposed to synthetic data whose error distribu-113
tion is usually fitted to a Gaussian distribution. This work also seeks to understand the114
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present work investigates the impact of the assimilation by altitude, latitude, and local116
time, and provides detailed statistics of the performance of the forecast and analysis states.117
2 Data and Models118
This study assimilates COSMIC-Ne profiles into TIE-GCM and validates the as-119
similation results using RO-derived electron density profiles from the Gravity Recovery120
and Climate Experiment (GRACE) mission. The GPS RO events with the satellites in121
these two missions enable the derivation of their respective electron density profiles. The122
number of successful RO events is proportional to, among others, the number of GPS123
signal transmitters. Tsai et al. [2001] describe the derivation of electron density from RO124
data. Liu et al. [2009] and Yue et al. [2010] discuss the errors in the retrieval of electron125
density from RO data. Some studies report errors between 10 and 20% for COSMIC-126
Ne compared to ground measurements of electron density in the F-region [e.g., Pedatella127
et al., 2015; Yue et al., 2014]. Liu et al. [2010] using OSSEs show that the errors in the128
RO-derived electron density could be as large as 100% in lower altitudes (below 200 km).129
These errors are mainly attributed to the assumption of spherical symmetry in the Abel130
inversion technique [see Liu et al., 2010; Pedatella et al., 2015, and references therein].131
Habarulema et al. [2014] show that different ionospheric parameters from RO-derived COS-132
MIC and GRACE data correlate well with ionosonde measurements for 2008, which be-133
longs to one of the periods investigated in this work. The COSMIC Data Analysis and134
Archive Center (website: ¡cosmic.ucar.edu¿) disseminates the level-2 post-processed135
GRACE and COSMIC electron density profiles used in this work. The supporting in-136
formation (hereinafter Sup-Info) includes an additional validation using in-situ electron137
density measurements from CHAllenging Minisatellite Payload (CHAMP; product iden-138
tifier: CH-ME-2-PLPT).139
The ensemble adjustment KF (EAKF)-based assimilation algorithm described in140
Anderson [2001] and implemented in the Data Assimilation Research Testbed-classic (DART;141
Anderson et al., 2009) is used to assimilate the data into TIE-GCM. Briefly, the EAKF142
is a deterministic method to compute the KF solution for a nonlinear forecast model [An-143
derson, 2001]. The EAKF provides a relatively easy mechanism to assimilate observa-144
tions into TIE-GCM to estimate the impact of the observations on the model state. Sim-145
ilar to the EnKF, EAKF uses sample statistics (means and covariances) from the prior146
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ability distribution prior to the assimilation of data is referred to as the prior. The pos-148
terior is the probability distribution of the prior distribution updated with observations.149
Unlike the EnKF, the EAKF does not add noise from a sample of perturbed observa-150
tions but applies the linear operator described in Anderson [2001] to update the prior151
ensemble of model states that yield theoretically consistent means and covariances. The152
EAKF uses the fifth order piecewise rational function described in Gaspari and Cohn153
[1999, section 4c] to multiply the covariances between prior state vector and observations154
in order to constrain the spatial region of the impact of the observation on the model155
state. The text below refers to this parameter as the correlation function. Houtekamer156
and Mitchell [2001] provides a description of this spatial smoothing of the analysis in-157
crements in the context of atmospheric data assimilation, which is also the form adapted158
in the EAKF algorithm. The next section describes the specifics of the configuration and159
parameter settings used with the EAKF.160
TIE-GCM is a well-established, physics-based, self-consistent model of the thermosphere-161
ionosphere system that uses a finite differencing technique to discretize the numerical162
solutions for the conservation of mass, energy, and momentum [e.g., Maute, 2017; Qian163
et al., 2014]. TIE-GCM version 2.0 (released on 21 March 2016) with a model time-step164
of 30 s has been integrated into DART to perform the experiments presented here. The165
website ¡www.hao.ucar.edu/modeling/tgcm¿ provides more details about the open-source166
TIE-GCM code.167
This study uses TIE-GCM with 5◦×5◦ and 0.5 scale-height resolutions in the hor-168
izontal (latitude and longitude) and vertical, respectively. The scale-height in the hy-169
drostatic atmosphere assumed in TIE-GCM is the altitudinal difference as a result of change170
in air pressure by a factor of 1/e, where e is the Euler’s number (∼2.71828). In this con-171
figuration, TIE-GCM has 29 constant pressure surface layers that extend from approx-172
imately 97 to 600 km in altitude—the limit on upper boundary primarily depends on173
the level of solar activity. In the model runs presented here, the EUVAC (extreme ul-174
traviolet flux model for aeronomic calculations) empirical solar proxy model [see Richards175
et al., 1994; Solomon and Qian, 2005] provides the solar irradiance input for TIE-GCM176
via the average of daily F10.7 and its running 81-day centered mean F 10.7. Heelis et al.177
[1982] ion convection model, and the Roble and Ridley [1987] auroral particle precipi-178
tation scheme specify the high latitude mean-energy, energy flux and electric potential.179
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power and cross-polar-cap potential drop, which are required to determine the high lat-181
itude energy and momentum. The inbuilt wind dynamo calculates the electric poten-182
tial for low and middle latitudes [see Richmond et al., 1992; Richmond , 1995]. The Ha-183
gan et al. [2001] global scale wave model (GSWM) specifies the tidal forcing from the184
lower atmosphere through numerically derived migrating diurnal and semidiurnal tides185
at the lower boundary of TIE-GCM. This tidal forcing adds perturbations to, among oth-186
ers, the zonal mean values of neutral temperature and horizontal winds at the lower bound-187
ary, which are otherwise held fixed at 181 K and 0 m/s, respectively. The model runs188
presented here also adds day-of-year dependent perturbations to the advective and dif-189
fusive transport via the eddy diffusion coefficient as described in Qian et al. [2009].190
3 Method191
3.1 Data Assimilation Experiments192
The following experiments are presented here to analyze the ability of the assim-193
ilation technique to guide TIE-GCM with realistic data:194
E1 Assimilate COSMIC-Ne during solar minimum (2008 March 4–8); and195
E2 Assimilate COSMIC-Ne during solar maximum (2014 June 2–6).196
Assimilation of data during each period starts at 1 UT and ends at 0 UT on the197
respective days. The periods in 2008 and 2014 are selected to test the effectiveness of198
the assimilation during relatively low and high solar activity periods, respectively. The199
other criterion applied in selecting these periods is that they be relatively quiet (e.g., Kp <200
4) in geomagnetic activity.201
Figures 1a and 1b present the F10.7 solar flux, 3-hour ap, Kp, and Dst indices to202
illustrate the space weather conditions during E1 and E2, respectively. The geomagnetic203
activity indicated by ap, Kp, and Dst during both assimilation periods is largely quiet204
(e.g., Kp < 4). The solar activity during E2 (June 2014) is higher than that of E1 (March205
2008) and appears to be steady with no large changes during both periods. The two pe-206
riods provide an opportunity to compare the assimilation results at vastly different so-207
lar activity levels.208
The assimilation window for both experiments E1 and E2 is one hour. The spa-209
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vations in each assimilation window varies through the assimilation period and between211
experiments. The uncertainty of COSMIC observations is specified as a function of mag-212
netic latitude, local time, and altitude based on Liu et al. [2010] and Yue et al. [2010].213
The Sup-Info provides the uncertainty percentages used in this study. Sections 3.2 to 3.5214
provide other details pertinent to this study including assimilation control parameters,215
performance metrics, and limitations of the experiments.216
3.2 Kalman Filter State Vector and Configuration of the Ensemble221
The EAKF state vector x for the experiments in this work is composed of,
x = [ψTn;ψγO;ψγO
+
;ψγO2 ;ψU ;ψV ;ψNe],
where Tn,O,O+,O2, U, V , and Ne represent the neutral temperature [K], atomic oxy-222
gen [γ (mass mixing ratio)], atomic oxygen ion [γ], molecular oxygen [γ], zonal (east-west)223
wind [m·s−1], meridional (north-south) wind [m·s−1], and electron number density [cm−3],224
respectively. ψ denotes the full vector of the respective prognostic variable over the en-225
tire model space. Although the size of the assimilating observation vector may change226
in size with time, the size of x is constant. The mass mixing ratio γ of the major species227
is obtained with the assumption of γN2 = 1 − (γO + γO2 + γHe), thus affecting also228
the O/N2 in x. At the upper boundary of TIE-GCM, γO and γO2 are in diffusive equi-229
librium. At the lower boundary of TIE-GCM, the vertical gradient of O is zero and the230
sum of mass mixing ratios of O and O2 is 0.23 [Dickinson et al., 1984].231
The thermosphere is driven by external heat and momentum sources, which are
primarily characterized in TIE-GCM by the GPIs F10.7 solar flux and Kp. The model
error growth in EAKF is represented by the degree of spread among the ensemble of model
states. If the GPIs are held constant then the probability distribution represented by the
ensemble have no means of characterizing the effects of driver uncertainty on the model
error growth [Codrescu et al., 2018; Matsuo et al., 2013]. Therefore, to aid the charac-
terization of model error growth, the ensemble members for all experiments are gener-







F10.7, F 10.7, and Kp for d are sampled from a normal distribution as follows:
d(m) ←↩ N
([




























Confidential manuscript submitted to Please set Journal Name by using \journalname
Figure 1. Space weather conditions for (a) 2–8 March 2008 and (b) 31 May–6 June 2014
demonstrated via F10.7 solar flux, 3-hour ap, and the Dst indices. The corresponding Kp
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where µ is the mean and σ2 is the variance of the respective distributions. The knowl-232
edge of the background GPIs for the respective periods in E1 and E2 determined the width233
of the d distributions. See Figure S1 in Sup-Info for specific details of these distributions234
along with their respective statistics. The experiment assigns a nonrepeating combina-235
tion of forcing parameters that makes up d to each ensemble member. This combina-236
tion is fixed per m for the entire assimilation period.237
3.3 Assimilation Parameters238
The specifics of the DART configuration and parameter settings used here are as239
follows:240
1. The ensemble size is 90 for each experiment;241
2. The model error covariance is localized using the Gaspari and Cohn [1999] cor-242
relation function with a half-width of 0.2 radians horizontally;243
3. The vertical localization height is 40 km;244
4. The outlier threshold for observations is three standard deviations from the prior245
ensemble mean;246
5. The assimilation window is 3,600 s—centered at the current model time;247
6. Spatially-varying state space inflation is applied to the prior state before obser-248
vations are assimilated with initial inflation, inflation standard deviation, and in-249
flation damping set equal to 1.02, 0.6, and 0.9, respectively;250
7. The minimum Ne is 1,000 cm−3;251
8. The lower bound of the temperature is 100 K; and252
9. The γO and γO2 have cutoff limits at zero and one.253
A 90-member ensemble is common among other similar experiments with DART/TIE-254
GCM as it provides a reasonable balance between computational load and ensemble spread255
[e.g., Lee et al., 2012; Matsuo et al., 2013; Hsu et al., 2014]. The half-width value for the256
Gaspari and Cohn [1999] correlation function used in this study is similar to Matsuo et al.257
[2013] and Hsu et al. [2014]. Chartier et al. [2016] considering the effect on total elec-258
tron content (TEC) over the continental USA showed no appreciable difference between259
the use of localization half-width radii 0.2, 0.5, and 1.0 radians under geomagnetically260
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tion, Matsuo et al. [2013] used a vertical localization height of 200 km in their experi-262
ment with synthetic data. In this context, the sensitivity of the different vertical local-263
ization heights is yet to be studied. The experiments in this study discard COSMIC-Ne264
values less than 1,000 cm−3 and any value outside the above-mentioned outlier thresh-265
old during the assimilation. The above-mentioned spatially-varying state space inflation266
values are thus specified on an ad-hoc basis following the recommendation in DART doc-267
umentation for large geophysical models.268
3.4 Model Runs and Evaluation Metrics269
This study uses two states from each of the assimilation experiments: analysis xa270
and forecast xf . The mean of the updated/posterior ensemble is referred to as the anal-271
ysis state and the mean of the prior ensemble is referred to as the forecast state. The272
study assess the assimilation results using these analysis and forecast states. As the as-273
similation window is centered at the current model time, it includes observations between274
±30 minutes. Each forecast cycle projects the model forward by 1 hour, and thus we re-275
fer to these forecasts as 1 hour forecasts following the typical nomenclature [e.g., Chartier276
et al., 2016]. The forecast run has no prior observations influencing the ensemble at the277
beginning of the experiment. But the analysis run at the beginning of the experiment278
(e.g., 1 UT on 4 March 2008 for E1) is updated with observations within the assimila-279
tion window. As the assimilation progresses, the forecast run uses the analysis state from280
the previous assimilation cycle to compute the expected state at the current assimila-281
tion cycle. For example, the forecast state at 2 UT used the analysis state at 1 UT as282
the initial conditions to drive the model forward by 1 hour. In other words, the exper-283
iments do not assess the persistence of individual forecasts longer than one hour.284
The study also compares the results from the experiments with two other nonas-285
similation model runs: TIE-GCM control xc and Evaluation-No Assimilation (hereinafter286
Eval-NA) xNA. The observed GPIs for the respective periods in E1 and E2 are used to287
drive TIE-GCM to obtain the control state, which is sometimes referred to as GPI-driven288
TIE-GCM in the text. The initial conditions and background external forcing of Eval-289
NA runs are identical to that of the assimilation runs and reveals the direct impact of290
the assimilation of data relative to the background model. In short, Eval-NA is similar291
to analysis but without assimilation. All model runs including the TIE-GCM control and292
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This study employs the following metrics to accomplish its objectives: root-mean-
square error (RMSE), Pearson correlation coefficient, standard deviation, model bias,
percentage deviation of one distribution from another, and logarithm ratio of neutral mass










where N is the total number of observations, and Obs and Mod denote the observation
and model estimate of the prognostic/diagnostic variable (e.g., Ne), respectively. The
study defines model bias B as follows:
B = Mod−Obs. (2)
In the following sections, Mod in Equations 1 and 2 is represented by either xc, xa, xf ,294
or xNA as applicable.295
The GPI-driven TIE-GCM control run is arguably the best estimate of the model
without data assimilation. Therefore, the study uses the percentage change in RMSE
of assimilation runs relative to the RMSE of TIE-GCM control run as a metric to in-





where xcRMSE is the RMSE of TIE-GCM control run and xRMSE is replaced by the RMSE296
from either analysis or forecast as applicable. The study also uses the difference between297
the standard deviations of model estimates and COSMIC data (|σM − σC|) as a met-298
ric to indicate the impact of the assimilation in adjusting the model variability. Here σM299
is represented by the standard deviation of either TIE-GCM control run, analysis, or fore-300
cast as applicable. In these model-data comparisons, the model estimate is linearly in-301
terpolated to the observation location, first along the latitude and longitude and then302
to the altitude.303
As per Emmert and Picone [2010], the study evaluates the changes to the neutral304





the assimilation runs and nonassimilation run provides a direct measure of the scale of306
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3.5 Limitations of the Experiments308
This section highlights some limitations to consider with the results presented in309
this work. The assimilation scheme requires prior knowledge of the observation error vari-310
ance. The imprecise and incomplete knowledge about the errors in the assimilating data311
(see section 2) limits the accuracy of the observation error variance. The experiments312
use data that may not be available in near real-time, and thus the experiments are not313
entirely reflective of the performance of a true operational forecasting system.314
Another limitation of the experiments is due to spurious correlations. The state315
vector x for the EAKF may generate spurious strong correlations between observations316
and model variables (e.g., winds, temperature, and composition). Spurious correlations317
occur, for example, as a result of long spatial distances between observation and model318
variable—spatially remote observations, and due to certain model variables being phys-319
ically unrelated to the observation [Anderson, 2001]. Spurious correlations between ob-320
servations and physically unrelated model variables may be generated from limitations321
of the ensemble size, which is much less than the size of the state vector [Anderson, 2001].322
The size of the observation vector in the two experiments is also much smaller than the323
size of the state vector—an underdetermined system.324
The correlation function partly addresses the problem of spurious correlations due325
to remote observations. In the experiments presented here, the correlation function shifts326
the impact of the observation from a maximum at the observation location to zero at327
a specified cutoff distance following an approximation of a Gaussian curve. A subset of328
TIE-GCM prognostic variables/fields is handpicked to address the problem of spurious329
correlations between observations and physically unrelated variables. The selected vari-330
ables, which are known to be strongly correlated with mutual physical relationships forms331
the EAKF state vector. The assimilation scheme updates x per these correlations in each332
assimilation cycle. Lee et al. [2012], Matsuo et al. [2013], Hsu et al. [2014], and Chartier333
et al. [2016] presented results from different combinations of prognostic variables in the334
state vector. Overall, they demonstrated that inferring the dynamical state of both iono-335
sphere and thermosphere is improved by including thermosphere-ionosphere coupling pa-336
rameters such as electron density, temperature, winds and composition in the state vec-337
tor. The EAKF state vector x selected for this study is analogous to the superior-performing338
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The geometric height in TIE-GCM is calculated using an empirical formulation re-340
lating spatially varying gravity with temperature and composition [Qian et al., 2014].341
This study interpolates model estimates to observation locations contingent on this ge-342
ometric height. As the native vertical coordinate system in TIE-GCM is based on at-343
mospheric pressure, a similar height conversion is done when assimilating COSMIC-Ne344
profiles into the model as COSMIC-Ne profiles do not include measured atmospheric pres-345
sure. These height uncertainties are further accentuated at higher altitudes as the con-346
version to geometric height expands the vertical resolution at higher altitudes between347
consecutive pressure layers. In other words, near the lower boundary, pressure levels con-348
verted to geometric height have a resolution of about 3 km, but pressure levels around349
300-km altitude typically have a resolution greater than 30 km. The uncertainties in-350
troduced by this back-and-forth height conversions require further investigation.351
4 COSMIC-Guided Ionosphere During Solar Minimum and Solar Max-352
imum353
4.1 Impact of the Assimilation by Local Time354
Figure 2 shows the RMSE for E1 relative to COSMIC-Ne observations at six dif-355
ferent altitude regions with a width of 50 km extending from 150 to 450 km. Figure 2356
gives the RMSE as a function of local time (LT) for the global-mean of Ne in states xc357
control run (TIE-GCM; gray), xNA (Eval-NA; blue-dotted), xf (Forecast; orange), and358
xa (Analysis; blue) at the assimilated COSMIC-Ne locations in the specified altitude359
region—computed as per Equation 1. The number of data points averaged in each al-360
titude region per hour is not uniform and varies in local time. The right hand side or-361
dinate gives the percentage of assimilated COSMIC-Ne observations out of the total avail-362
able COSMIC-Ne observations (green). The results in Figure 2 thus only provide a rel-363
ative indication of the impact of the assimilation. In other words, the RMSE shown in364
Figure 2 does not represent the globally averaged values across all local times with equal365
weight. As mentioned above, xf is a 1-hour forecast. Therefore, the forecast run has no366
prior observations influencing the ensemble at 1 UT on 4 March 2008. But the analy-367
sis run at 1 UT on 4 March 2008 is updated with observations within the assimilation368
window. As the assimilation progresses, the forecast run uses the analysis state from the369
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cle. For example, the forecast state at 2 UT used the analysis state at 1 UT as the ini-371
tial conditions to drive the model forward by 1 hour.372
Several notable features of the evolution of the RMSE are present in Figure 2. As380
expected, the analysis state is mostly closer to COSMIC-Ne compared to the rest of the381
model runs across all six altitude regions as indicated by the low RMSE values for the382
analysis run in Figure 2. This indicates the capability of the assimilation scheme to sig-383
nificantly impact the model state through assimilation of COSMIC-Ne. Figure 2 shows384
that the RMSEs for E1-analysis run, in general, are significantly lower than that of both385
TIE-GCM and Eval-NA during the daytime (06–18:00) in altitudes above 200 km.386
Figure 2 indicates two RMSE-peaks for TIE-GCM: one around 6–8:00 and the other387
around 14:00. The largest RMSE values for both TIE-GCM and Eval-NA in multiple388
altitude regions in Figure 2 occur at 14:00. The RMSE-peaks for both TIE-GCM and389
Eval-NA at 14:00 are significantly higher than the respective peaks in the morning in390
altitudes above 250 km. The peak RMSEs for TIE-GCM, Eval-NA, and forecast in al-391
titudes above 250 km are more than twice that of in altitudes below 250 km. Although392
the second peak around 14:00 is more pronounced for TIE-GCM, Eval-NA, and forecast393
in altitudes above 250 km, this signature of an increased RMSE around 14:00 is also clear394
for the analysis run. This RMSE-peak signifies a persistent model error against COS-395
MIC data at this local time.396
Figures 2a–e show that the difference between Eval-NA and analysis is significantly397
larger during the daytime compared to that of night-time in altitudes above 200 km. The398
RMSE statistics here could be skewed due to the lack of assimilated observations dur-399
ing the nighttime compared to the daytime. Figure 2 indicates that the impact of the400
E1 assimilation is greater during the daytime in altitudes above 200 km. In general, the401
RMSEs for the forecast and analysis nearly follow each other except approximately be-402
tween 12:00 and 15:00 in the 200–350-km altitude range (Figures 2c–e). This indicates403
that in addition to the impact of the assimilation being greater in altitudes above 200 km404
for E1, the other forcing in the self-consistent model affecting the forecast step—leading405
to an increase in data-model bias, is also significant in these altitudes (which includes406
the ionosphere F-region). In other words, the forecast tend to evolve more towards the407
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Figure 2. (a–f; left) The root mean square error (RMSE) of electron density (Ne) of the
physics-based model TIE-GCM (gray), Eval-NA (Evaluation-No Assimilation; blue-dotted), fore-
cast (orange), and analysis (blue) relative to COSMIC-Ne in the specified altitude region for the
experiment E1. The results are grouped by local time of COSMIC data and represent the global
mean. (a–f; right) The percentage of assimilated over total COSMIC-Ne observations in each LT-
hour bin (green). The vertical scales are different in each panel. See Figures S2–S4 in Sup-Info


























Confidential manuscript submitted to Please set Journal Name by using \journalname



















Confidential manuscript submitted to Please set Journal Name by using \journalname
TIE-GCM’s RMSE-peak at 6:00 is mostly suppressed in the forecast and analy-410
sis in the 200–250-km altitude range in Figure 2e. The number of COSMIC observations411
in this LT-hour bin is about 230. In higher altitudes (Figures 2a–d), the number of as-412
similated COSMIC observations at 6:00 is less than that of in Figure 2e, and interest-413
ingly, the difference between TIE-GCM and the assimilation runs is also less than that414
of in Figure 2e. Figure 2 does not suggest a visible direct correlation between the num-415
ber of assimilated observations and model performance but rather a local time depen-416
dent complex relationship between the two. Figure 2 suggests that more data are assim-417
ilated during the daytime compared to the night-time (18:00–6:00). Figure 2 reveals that418
the Ne estimates from TIE-GCM with no help from data assimilation seem to agree well419
with COSMIC data during 18:00–4:00. Figure 2 also shows that, in general, the forecast420
and analysis are improved relative to both TIE-GCM control run and Eval-NA.421
The presentation in Figure 3 is similar to Figure 2 except for E2, which focuses on422
the impact of assimilating COSMIC-Ne during solar maximum (2–6 June 2014). As ex-423
pected, the analysis state is closer to COSMIC-Ne compared to the Eval-NA, forecast,424
and TIE-GCM across all six altitude regions specified in Figure 3. Figure 3 shows that425
the E2-analysis run, in general, have significantly lower RMSE values than that of TIE-426
GCM. Figure 3 also shows that the forecast run is not significantly different from both427
Eval-NA and TIE-GCM.428
Figure 3 shows two prominent RMSE-peaks each for TIE-GCM, Eval-NA, and fore-429
cast around 10:00 and 15:00 LT in altitudes above 250 km. Such a local time dependent430
peak in RMSE is visible for the analysis run but not as significant as for the rest of the431
model runs. The forecast in the 250–450-km altitude range (Figures 3a–3d) is similar432
to Eval-NA, and their peak RMSE values are generally higher than that of TIE-GCM433
except in the 400–450-km altitude range.434
TIE-GCM has a single pronounced RMSE-peak between 10:00 and 12:00 at the 200–435
250-km altitude range in Figure 3e, which is significantly higher than the highest RMSE436
for analysis and forecast in this altitude range. The forecast shows three prominent spikes437
in RMSE in Figure 3e. Both analysis and forecast share a pronounced RMSE-peak at438
10:00 at the 150–200-km altitude range in Figure 3f. This maybe due to the significant439
drop in the number of data points at 10:00. The range of RMSEs for the forecast, how-440
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higher altitudes. In Figure 3, TIE-GCM, Eval-NA, and forecast generally has lower RM-442
SEs during night-time compared to daytime but appears to be clearly separated from443
the analysis. A persistent minor peak in RMSE is apparent for TIE-GCM, Eval-NA, and444
forecast between 21:00 and 22:00 in altitudes above 250 km.445
The E2-forecast in Figure 3 is not significantly different from that of Eval-NA in446
the 250–450-km altitude range. Figure 3 suggests that the impact of the assimilation on447
E2-forecast is marginal during daytime despite the relatively large number of observa-448
tions assimilated during daytime. Although the number of assimilated observations per449
LT-hour is comparable between E1 and E2 (assimilated percentage marked in green in450
Figures 2 and 3), the number of assimilated observations is slightly higher for E2 (E1)451
in altitudes above (below) 250 km. The number of assimilated COSMIC profiles varies452
significantly also by latitude. Therefore, for completeness, Figures S2–S7 in Sup-Info pro-453
vide similar comparisons for different latitude regions. The main differences between the454
assimilation runs (both forecast and analysis), and Eval-NA and TIE-GCM that are present455
in Figures 2 and 3 are, in general, similar in different latitude regions (see Figures S2–456
S7 in Sup-Info), but these will be discussed in detail later.457
4.2 Impact of the Assimilation by Altitude and Latitude458
The comparison in Figure 4 supports Figures 2 and 3, and provides a more holis-459
tic view of the results from E1 (left column) and E2 (right column). The legend provided460
in Figure 4a applies also to panel 4d. Figures 4a and 4d show the vertical profiles of globally-461
averaged electron density (COSMIC observations: green, Analysis: blue, Forecast: or-462
ange, TIE-GCM: gray) at the daytime sector defined here as between 06:00 and 18:00463
LT. The resolution of the vertical profiles is 10 km, which corresponds to the vertical res-464
olution of COSMIC data used in the assimilation. Figures 4a and 4d show that the as-465
similation of COSMIC-Ne seem to have a considerable impact on the model in altitudes466
above 250 km. The lack of impact below 250 km may be due to the large error speci-467
fication at these altitudes, which could perhaps be mitigated by assimilating the raw slant468
TEC along the RO ray path. The E1- and E2-analysis runs are clearly separated from469
both the forecast and TIE-GCM, and is closer to the COSMIC-Ne profile in these al-470
titudes above 250 km. In the peak electron density region, the E1-forecast is closer to471
COSMIC observations compared to TIE-GCM in Figure 4a. In Figure 4b, the E2-forecast472
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the analysis run has corrected the height of the maximum electron density in addition474
to adjusting the magnitude of the electron density.475
The legend provided in Figure 4b applies to the panels 4b,c,e, and 4f. Figures 4b–476
4c (4e–4f) provide a statistical summary of TIE-GCM, analysis, and forecast in E1 (E2)477
compared to COSMIC observations. The scale and unit of the inset—showing the re-478
sults for the forecast, are identical to that of its corresponding main figure in Figures 4c479
and 4f. The results in Figures 4b,c,e, and 4f show the electron densities averaged per altitude-480
bin per latitude region (low: blue triangle, middle: gray cross, high: orange dot). The481
notations σC, σT, σA, and σF refer to the standard deviations (in units of 10
5cm−3) of482
COSMIC, TIE-GCM, analysis, and forecast, respectively, considering the collective dis-483
tribution across all altitude-bins (global distribution).484
The comparison in Figures 4b–4c clearly demonstrates that the assimilation of COSMIC-494
Ne in E1 has adjusted the range of the spread of electron densities in all three latitude495
regions—more significantly in the analysis than in the forecast. TIE-GCM in E1, in gen-496
eral, overestimates electron densities. In Figure 4e, TIE-GCM appears to significantly497
overestimate electron densities in some parts of the high latitudes and slightly under-498
estimate in other parts of the high latitudes—orange dots above and below the dotted499
line. This overestimation is reduced in Figure 4f for both analysis and the forecast. Al-500
though the analysis has also adjusted the distribution well in middle and low latitudes501
in Figure 4f, the forecast does not show much difference in the middle latitudes and shows502
only a slight change in the low latitudes compared to TIE-GCM in Figure 4e. Consid-503
ering the difference between the standard deviations of model estimates and COSMIC504
data, |σF − σC| is smaller than |σT − σC| for E1 compared to that of E2—the differ-505
ence between σF and σT in E2 is, however, marginal. σA in both E1 and E2 are simi-506
lar to σC. This is expected as σA is a function of σC and σF in the Bayes’ theorem. This507
effort of the KF, in general, to minimize the mean square error of the estimated quan-508
tity is visible across all altitudes and latitude regions.509
The presentation in Figure 5 is similar to Figure 4 except for night-time (18:00–510
06:00 LT). Similar to Figure 4a, Figure 5a shows no significant impact of the assimila-511
tion in altitudes below approximately 250 km—the scale of the electron density in the512
two figures are different. The analysis run is clearly separated from both the forecast and513
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Figure 4. Vertical profiles of electron densities corresponding to the daytime sector in ex-
periments (a) E1 and (d) E2. (b, c, e, f) Statistical summary of the electron densities averaged
in 10 km-altitude bins for (left) E1 and (right) E2. The geographic latitude regions are defined
similar to Figure 8. σC, σT, σA, and σF refer to the standard deviations (in units of 10
5cm−3) of
COSMIC, TIE-GCM, analysis, and forecast, respectively, considering the collective distribution
across all latitudes. (c, f) The unit of COSMIC and forecast in the inset is 105cm−3. The scale
and unit of the insets are identical to that of their corresponding main figure. The solid line is
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ure 5a. The forecast begins to separate from TIE-GCM and move closer to the COSMIC-515
Ne profile in altitudes above approximately 300 km. Thus, in the night-time peak elec-516
tron density region the assimilation runs are clearly separated from TIE-GCM in E1.517
E2-forecast for night-time electron densities in Figure 5d is not significantly dif-518
ferent from that of TIE-GCM. TIE-GCM control run underestimates electron density519
for the most part of the profile shown in Figure 5d—in contrast to TIE-GCM’s trend in520
daytime for E1 and E2, and night-time for E1. This may indicate the enhancement in521
summer night-time electron density in data. The E2-analysis is in excellent agreement522
with night-time COSMIC-Ne profile.523
Similar to daytime E1 in Figure 4, Figures 5b–5c demonstrate that the assimila-524
tion of COSMIC-Ne has significantly adjusted the range of the spread of night-time elec-525
tron densities. The σ differences between the E2 assimilation runs and TIE-GCM con-526
trol run in Figures 5e–5f are not as large as they are for E1. Figures 5e and 5f indicate527
that the E2-forecast underestimate electron densities in the high latitudes slightly more528
than TIE-GCM.529
Table 1 summarizes key statistics of the two experiments. Table 1 provides the Pear-531
son correlation coefficient Pr, the difference between the standard deviations of model532
estimates and COSMIC data (|σM−σC|; see section 3.4), and the RMSE for different533
altitude regions. The quantity |σM−σC| for the analysis and forecast indicates the im-534
pact of the assimilation in adjusting the spread of their respective electron density dis-535
tributions. A smaller difference in |σM− σC| indicates that the variability of the elec-536
tron density estimates of the model is closer to that of COSMIC data. Table 1 also pro-537
vides the standard deviation of COSMIC data σC along with the percentage of the as-538
similated data out of the total available COSMIC-Ne observations for each of the six539
altitude regions used in Figure 2.540
Table 1 shows that the assimilation scheme used in this study rejects a large por-541
tion of the COSMIC data in both E1 and E2 in the 150–200-km altitude range. This large542
rejection could be due to small model spread at these altitudes (see outlier threshold in543
section 3.3). In the next altitude region (200–250 km), the percentage of assimilated data544
is significantly higher (41%) for E1 under solar minimum conditions but remains low (23%)545
for E2 under solar maximum conditions. In other altitude regions (250–450 km), this per-546
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than that of E1. |σM−σC| clearly separates the results in Table 1 into two altitude groups:548
above and below 250 km. The |σM−σC| values for analysis and forecast are significantly549
lower for altitudes above 250 km compared to that of altitudes below 250 km. The Pear-550
son correlation coefficients for TIE-GCM control run and the assimilation runs are com-551
parable with each other in each altitude region. In general, the Pr is marginally stronger552
for the TIE-GCM control run in E1 and analysis in E2.553
Figure 6 shows the geographic latitude and altitude distribution of the model bias555
(see Equation 2) relative to COSMIC-Ne for E1. Figure 6 also shows the variation of556
the height of maximum Ne in each latitude column for COSMIC (solid line) and respec-557
tive model (dotted line). Here the height of maximum Ne is not provided for any lat-558
itude column that has at least one latitude-altitude bin with no data. The resolution of559
the representation in Figure 6 is 5◦ in latitude and 10 km in altitude. The presentation560
in Figure 7 is similar to Figure 6 except for E2. The number of observations available561
per latitude-altitude bin varies. Figures S8 and S9 in Sup-Info show the raw data used562
in the bias calculation along with the number of observations averaged per latitude-altitude563
bin for E1 and E2, respectively.564
All four model representations in Figure 6 show good agreement with COSMIC-572
Ne in high southern latitudes as indicated by low model bias in latitudes south of ap-573
proximately 45◦ S. Figures 6a and 6c show that both TIE-GCM and the nonassimila-574
tion run Eval-NA have a strong positive bias in latitudes north of 45◦ S and above ap-575
proximately 200 km altitude. Figure 6b shows that the analysis run has significantly re-576
duced the model bias across all latitudes. The forecast in Figure 6d also shows, in gen-577
eral, a significant reduction in the model bias compared to TIE-GCM and Eval-NA but578
a larger bias than the analysis especially pronounced in low to middle northern latitudes.579
All four model representations of the height of maximum Ne show excellent agree-580
ment in latitudes between 30◦ S and 30◦ N. In comparison to the Eval-NA run in Fig-581
ure 6c, Figure 6b shows that the analysis run has adjusted these heights to be more in582
line with that of COSMIC in middle to high latitudes. The heights of maximum Ne of583
the forecast in Figure 6d are not significantly different from that of Eval-NA. Interest-584
ingly, while the analysis has significantly reduced the height of maximum Ne from that585



















Confidential manuscript submitted to Please set Journal Name by using \journalname
Table 1. Low-Order Statistics of the Data Assimilation Experiments554
E1 (Solar Minimum) E2 (Solar Maximum)
TIE-GCM Analysis Forecast TIE-GCM Analysis Forecast
150–200 km σC = 1.27; A = 15.13% σC = 1.55; A = 13.52%
Pr 0.77 0.80 0.80 0.77 0.78 0.77
|σM − σC| 0.51 0.52 0.53 0.55 0.58 0.59
RMSE 0.07 0.04 0.06 0.08 0.04 0.07
200–250 km σC = 2.03; A = 41.00% σC = 2.45; A = 23.21%
Pr 0.76 0.77 0.75 0.74 0.77 0.73
|σM − σC| 0.50 0.60 0.59 0.57 0.68 0.60
RMSE 0.19 0.04 0.09 0.21 0.10 0.17
250–300 km σC = 2.23; A = 39.09% σC = 2.70; A = 31.30%
Pr 0.78 0.75 0.74 0.63 0.65 0.54
|σM − σC| 0.03 0.20 0.18 0.20 0.44 0.18
RMSE 0.42 0.16 0.34 0.64 0.07 0.81
300–350 km σC = 1.94; A = 41.36% σC = 2.88; A = 35.84%
Pr 0.85 0.82 0.81 0.70 0.72 0.62
|σM − σC| 0.37 0.14 0.16 0.10 0.06 0.02
RMSE 0.45 0.21 0.37 0.68 0.12 0.80
350–400 km σC = 1.42; A = 44.62% σC = 2.66; A = 38.33%
Pr 0.88 0.86 0.85 0.78 0.80 0.74
|σM − σC| 0.30 0.10 0.13 0.35 0.14 0.15
RMSE 0.35 0.19 0.30 0.51 0.10 0.53
400–450 km σC = 0.92; A = 47.63% σC = 2.11; A = 38.05%
Pr 0.88 0.87 0.86 0.82 0.83 0.79
|σM − σC| 0.12 0.01 0.01 0.36 0.12 0.16
RMSE 0.22 0.13 0.19 0.37 0.10 0.37
Note. Pr is Pearson correlation coefficient between COSMIC-Ne data and the specified model. The unit
of standard deviation σ and root-mean-square error (RMSE) is 105 cm−3. σC is for COSMIC-Ne data
and σM is for either TIE-GCM, analysis, or forecast as applicable. A is the percentage of assimilated over
total COSMIC-Ne observations in the specified altitude region. RMSE is relative to COSMIC data for
the specified model in the specified altitude region. The values in bold emphasize the largest Pr and the
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Figure 6. (a–d) The geographic latitude (positive = North; negative = South) and altitude
distribution of the difference between model estimated electron density (Ne) and COSMIC-Ne.
The black solid (dotted) line represent the height of maximum Ne for COSMIC (model) in each
latitude column. The height of maximum Ne is not provided for any latitude column with at
least one bin with no data (gray areas). The resolution of the data is 5◦ in latitude and 10 km in
altitude. Figure S8 in Sup-Info shows the corresponding raw data and the number of observations


























Confidential manuscript submitted to Please set Journal Name by using \journalname
Figure 7 shows a hemispheric asymmetry in TIE-GCM’s model bias in altitudes587
above 200 km relative to COSMIC-Ne. In the northern summer hemisphere TIE-GCM588
significantly underestimates electron density. While the analysis (Figure 7b) has signif-589
icantly reduced the model bias across all latitudes, the forecast (Figure 7d) only shows590
some moderate improvement around the equator. Figure 7b also shows that the anal-591
ysis has significantly adjusted the height of maximum Ne in high southern latitudes. In592
Figure 7b, the analysis seems to overestimate the height of maximum Ne in northern593
summer high latitudes while reducing TIE-GCM’s systematic underestimation of elec-594
tron density in the region. Similar to E1 in Figure 6, the heights of maximum Ne of the595
forecast in Figure 7d are not significantly different from that of Eval-NA.596
Table 2 summarizes the percentage change in RMSEs of analysis and forecast for599
both E1 and E2. Section 3.4 describes how the percentage change in RMSE is calculated600
for Table 2. Such percentage changes in RMSEs reveal the performance of the assimi-601
lation runs compared to the TIE-GCM control run, which is not assisted with data as-602
similation for its electron density estimates. In Table 2, the negative (positive) values603
indicate the percentage by which the RMSE is reduced (increased) in the analysis or fore-604
cast compared to xcRMSE. Table 2 summarizes these results for the change in RMSEs by605
four different latitude categories and the six altitude regions used in Figures 2 and 3 con-606
sidering the entire respective periods of E1 and E2. The results in Table 2 correspond607
to the mean values of the specified altitude-latitude region.608
Table 2 highlights that E1 under solar minimum conditions reduces the RMSE of609
the analysis and forecast except for the forecast in high latitudes in the 150–200-km al-610
titude range. As expected, the RMSE of the analysis is reduced much more significantly611
than that of the forecast. In general, the E1-forecast is significantly better in the low lat-612
itudes than in the middle latitudes. In altitudes above 200 km, the performance of E1-613
forecast is comparable in both high and low latitude regions. The results for E1 in Ta-614
ble 2 considering the global mean and individual latitude regions indicate that both anal-615
ysis and forecast perform consistently well in the 200–250-km altitude range compared616
to other altitude regions. Table 2 reveals that the performance of the forecast significantly617
drops in the 250–450-km altitude range in middle latitudes, which is also the altitude-618
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Figure 7. Same as Figure 6 except for E2. Figure S9 in Sup-Info shows the corresponding raw
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Table 2 highlights that the global performance of the E2-analysis is outstanding621
in the 250–450-km altitude range compared to that of E1—a difference of approximately622
30%. E1-analysis outperforms the E2-analysis in the 200–250-km altitude range, and it623
is clear from Table 2 that the poor performance of E2-analysis in this altitude range mostly624
occur in the middle latitudes. A significant latitudinal dependency in performance is not625
apparent for the analysis in both E1 and E2.626
The performance of the E1-forecast is significantly better than the E2-forecast, which628
is under solar maximum conditions. Table 2 reveals that the poor performance of E2-629
forecast in the 250–350-km altitude range in Figure 3 could mainly be attributed to its630
performance in the middle latitudes. Similarly, this poor performance in the 350–450-631
km altitude range could mainly be attributed to the performance in the high latitudes.632
633
5 Forecasts of the Experiments634
5.1 Sensitivity of the Forecasts to the Assimilation of COSMIC-Ne635
The focus of this section is to investigate the forecasting capability of the assim-636
ilation scheme with COSMIC observations. Figure 8 provides a point-to-point direct com-637
parison of E2 electron density estimates from TIE-GCM control (left column) and fore-638
cast (right column) runs with COSMIC observations at three altitude regions—here the639
TIE-GCM and forecast estimates are interpolated to the observation location. The leg-640
end provided in Figure 8e applies to all the panels 8a–8f. Figure 8 is a multidimensional641
scatter plot revealing other aspects of the compared electron density distributions. The642
data points in orange (1-hour forecasts) indicate whether the particular COSMIC-Ne643
observation was assimilated in the next assimilation cycle to produce the analysis state.644
The COSMIC observations that were discarded by the assimilation scheme in the up-645
date/analysis step are shown in gray. The forecast shown here is only influenced by COSMIC-646
Ne observations that were assimilated in previous assimilation cycles and not the par-647
ticular observation that it is compared to in the current assimilation cycle. The total num-648
ber of rejected (assimilated) observations in the distribution are noted as R (A) in each649
scatter plot. The notations Pr, σC, σT, and σF in Figure 8 give the Pearson correlation650
coefficient between distributions specified in the abscissa and ordinate, standard devi-651
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Table 2. Change in RMSEs of Analysis and Forecast from the RMSE of TIE-GCM627
E1 (Solar Minimum) E2 (Solar Maximum)
Altitude Region [km] Analysis [%] Forecast [%] Analysis [%] Forecast [%]
Global
150–200 -42.86 -14.29 -50.00 -12.50
200–250 -78.95 -52.63 -52.38 -19.05
250–300 -61.90 -19.05 -89.06 26.56
300–350 -53.33 -17.78 -82.35 17.65
350–400 -45.71 -14.29 -80.39 3.92
400–450 -40.91 -13.64 -72.97 0.00
High Latitudes (60◦ −−90◦ N/S)
150–200 -37.50 12.50 -42.86 42.86
200–250 -76.47 -52.94 -79.07 -37.21
250–300 -59.38 -34.38 -85.29 -21.57
300–350 -57.14 -25.00 -80.28 1.41
350–400 -52.63 -21.05 -63.16 36.84
400–450 -42.86 -14.29 -52.00 52.00
Middle Latitudes (25◦ −−60◦ N/S)
150–200 -41.67 -8.33 -53.85 -30.77
200–250 -76.47 -47.06 -35.00 0.00
250–300 -60.98 -12.20 -89.33 33.33
300–350 -46.51 -4.65 -83.54 24.05
350–400 -43.75 -9.38 -78.57 16.07
400–450 -36.84 -5.26 -66.67 6.06
Low Latitudes (25◦ S −−25◦ N)
150–200 -75.00 -50.00 -66.67 -55.56
200–250 -57.14 -46.43 -54.17 -29.17
250–300 -61.73 -40.74 -77.78 2.22
300–350 -55.14 -28.04 -77.42 0.00
350–400 -49.43 -26.44 -77.03 -6.76
400–450 -44.64 -17.86 -75.34 -8.22
Note. The negative (positive) values indicate the percentage by which the RMSE is reduced (increased) in
the analysis or forecast compared to the RMSE of TIE-GCM control run computed against COSMIC-Ne
as per Equation 1. The negative values indicate that the respective estimate of electron density is closer
to COSMIC observations than TIE-GCM. The positive values in bold represent the regions where the
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ering the entire population in the specified altitude region. The solid blue line is a lin-653
ear fit considering all observations, and the black dotted line represents the ideal data-654
model reference. Figure 8 also indicates the geographic latitude of the observations in655
three categories: low (25◦ S–25◦ N; triangle), middle (25◦–60◦ N/S; cross), and high (60◦–656
90◦ N/S; dot). This visualization is aimed at recognizing parts of the distribution with657
characteristics unique to a certain latitude region, such as that most large electron den-658
sities in COSMIC data above 300 km altitude occur in the middle latitudes (see Figures 8c–659
8f). For completeness, Figures S10-12 in Sup-Info provide such comparisons for the lower660
altitude regions and E1.661
Figure 8 illustrates the impact of the assimilation on the forecast distribution com-676
pared to the standalone GPI-driven TIE-GCM run. The difference between the standard677
deviations of COSMIC data and forecast distributions is less than that of the TIE-GCM678
control run (|σF − σC| < |σT − σC|). In other words, the variability of the electron679
density estimates of the TIE-GCM control run is higher than that of COSMIC data and680
E2-forecast in Figure 8. In Figure 8, the forecast estimates display a remarkable preci-681
sion relative to COSMIC observations at the locations where data are assimilated in the682
next assimilation cycle (marked in orange). This is likely due to observations at or near683
these locations marked in orange but belonging to a previous assimilation cycle that have684
been assimilated, which allows the model to self-consistently evolve in response to the685
altered state. The information about the rejected observations are not passed into the686
model. A notable feature of Figure 8 is that, although the agreement between COSMIC687
data and forecast seems better at locations marked in orange, the Pearson correlation688
coefficient considering the whole distribution is slightly larger for the TIE-GCM control689
run.690
Figure 8 demonstrates an underlying altitude-latitudinal structure in model-data691
agreement. Figure 8 indicates that severe overestimation (underestimation) of electron692
density in both TIE-GCM control run and forecast mostly occur in low (middle) lati-693
tudes. On the one hand, TIE-GCM control run significantly overestimates electron den-694
sity at certain low latitude observations (gray triangles on top-left in Figure 8a), and sig-695
nificantly underestimates at certain other low latitude observations (scattered gray tri-696
angles below the dotted line in Figure 8e). This disagreement between the overestimated697
electron densities in the low latitudes is considerably reduced in the forecast in Figure 8b.698
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Figure 8. (a–f) A multidimensional scatter plot comparing electron density observations of
COSMIC with that of (left column) TIE-GCM and (right column) forecast in E2 at the specified
altitude region. The location of the data points are color-coded as follows: the data points in
orange (gray) indicate whether the particular COSMIC observation was assimilated (rejected) in
the next assimilation cycle to produce the analysis state. The forecast shown here is only influ-
enced by COSMIC observations that were assimilated in previous assimilation cycles and not the
particular observation that it is compared to in the current assimilation cycle. The total number
of rejected (assimilated) observations in the distribution are noted as R (A). Pr is the Pearson
correlation coefficient between distributions specified in the abscissa and ordinate. σC, σT, and
σF give the standard deviations (in units of 10
5cm−3) of COSMIC, TIE-GCM, and forecast,
respectively, considering the entire population in the specified altitude region. The geographic
latitude of the observations are separated into three categories: low (25◦ S–25◦ N; triangle),
middle (25◦–60◦ N/S; cross), and high (60◦–90◦ N/S; dot). The solid blue line is a linear fit
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to the ideal data-model reference line in Figure 8f. This indicates that E2-forecast has700
improved relative to COSMIC-Ne in the region as a whole and not just where the ob-701
servations were assimilated. On the other hand, in Figure 8e, most of the underestimated702
electron densities belong to middle latitudes. The corresponding part of the distribution703
in Figure 8f is not changed much in the forecast. In general, Figure 8 illustrates that the704
assimilation has bent the forecast distribution toward the ideal data-model reference line.705
These characteristics of the distributions change significantly by altitude and latitude706
between the two experiments E1 and E2 as discussed in Table 1 and Figures 4–5 where707
the results from the two experiments are summarized.708
5.2 COSMIC-Guided Forecasts Compared to GRACE Data716
This section investigates the forecast states from the two experiments E1 and E2717
with independent GRACE electron density data. The validation results in Figures 9 and718
10 correspond to E1 and E2, respectively. Figures S13 and S14 in Sup-Info provide an719
additional validation along the orbit of the CHAMP satellite.720
The legend provided in Figure 9a applies to panels 9a–9d. The electron density pro-721
files shown here (GRACE observations: green, Forecast: orange, TIE-GCM: gray) have722
a vertical resolution of 10 km and correspond to the local time sector 16:00–18:00 LT.723
As the GRACE orbit is quasi-Sun-synchronous, this local time sector provides more GRACE724
data than other times, and such selection reduces skewing of the profiles due to uneven725
time sampling. While Figure 9d shows the vertical profiles of electron density averaged726
across all latitudes, Figures 9a, 9b, and 9c correspond to low, middle, and high latitude727
regions, respectively.728
In the low latitudes, in Figure 9a, the forecast is significantly different from TIE-729
GCM above the altitude of 250 km, and closer to the GRACE profile from approximately730
280 to 420 km. In altitudes below 250 km, both TIE-GCM and forecast seem to signif-731
icantly underestimate electron densities compared to GRACE data. In the middle lat-732
itudes, in Figure 9b, the forecast shows a shift towards GRACE data above the altitude733
of 250 km. In the middle latitudes, in altitudes approximately above (below) 250 km,734
both TIE-GCM and forecast seem to significantly overestimate (underestimate) electron735
densities relative to GRACE data. Figure 9c shows good agreement between TIE-GCM,736
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Figure 9. Results of E1 compared to independent GRACE data. (a–d) Vertical profiles of
electron densities at the specified latitude region corresponding to the 16–18 local time sector.
(e–f) Statistical summary of the electron densities averaged in 10 km-altitude bins. The geo-
graphic latitude regions are defined similar to Figure 8. σG, σT, and σF refer to the standard
deviations (in units of 105cm−3) of GRACE, TIE-GCM, and forecast, respectively, considering
the collective distribution across all bins. The solid line is a linear fit considering the collective


























Confidential manuscript submitted to Please set Journal Name by using \journalname
density is also apparent in Figure 9c in altitudes below approximately 200 km. The global738
average electron density profiles in Figure 9d show that the electron density at the F-739
region peak of the forecast seems to agree well with GRACE data compared to that of740
TIE-GCM. However, the height of the peak electron density of the forecast in this LT741
sector shows no visible deviation from that of TIE-GCM. In general, the COSMIC-Ne-742
guided forecast is shifted toward GRACE data in altitudes above 250 km.743
The legend provided in Figure 9e applies to panels 9e and 9f. The results in Fig-745
ures 9e and 9f show the electron densities averaged per altitude-bin per latitude region746
(low: blue triangle, middle: gray cross, high: orange dot). The notations σG, σT, and747
σF refer to the standard deviations (in units of 10
5cm−3) of GRACE, TIE-GCM, and748
forecast, respectively, considering the collective distribution across all altitude and lat-749
itude bins. Figure 9e shows TIE-GCM’s distinctly overestimated and underestimated750
portions of the distribution relative to GRACE data in low and middle latitudes. Fig-751
ure 9f clearly shows that much of the adjustment in the forecast correspond to this over-752
estimated portion of TIE-GCM. The overall standard deviation of the forecast is remark-753
ably closer to that of GRACE data.754
The presentation in Figure 10 is similar to Figure 9 except for E2 in the 14:00–16:00755
LT sector, which corresponds to the LT sampling of GRACE during the E2 time period.756
The altitude range of the vertical profiles in Figure 10 is less than that of Figure 9 due757
to GRACE’s orbital decay over the years from 2008 to 2014. Figures 10a–d show that758
the E2-forecast mostly follows the TIE-GCM control run except for a few notable de-759
viations in the low and high latitudes. In the low latitudes, the E2-forecast is in better760
agreement with GRACE in altitudes above 300 km. Figure 10b shows that both fore-761
cast and TIE-GCM control run severely underestimate electron densities relative to GRACE762
in the middle latitudes in altitudes below 250 km. The three profiles in Figure 10b are763
in better agreement with each other in altitudes above 270 km compared to the lower764
altitudes.765
Although the shape of the profiles of forecast and TIE-GCM are similar, the fore-766
cast is significantly different from TIE-GCM in the 250–300 km altitude range in the high767
latitudes in Figure 10c. In Figure 10c, the gradient of the TIE-GCM and forecast pro-768
files in the 230–350 km altitude range appears significantly different from that of GRACE.769
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densities relative to GRACE. Considering the global average in Figure 10d, the forecast771
is in better agreement with GRACE in the 300–400 km altitude range but the TIE-GCM772
is not significantly different from the forecast. The comparison in Figures 10e–10f show773
that the differences in the respective σ values are only marginal. The two scatter plots774
clearly visualize that the overall improvement of the E2-forecast in the high latitudes com-775
pared to the GPI-driven TIE-GCM control run. Figures 10e–10f demonstrate that while776
the forecast has largely corrected for overestimation in TIE-GCM relative to GRACE,777
the underestimation of TIE-GCM relative to GRACE has not changed much in the fore-778
cast.779
6 Influencing the Neutral Dynamics Through Assimilating COSMIC-780
Ne781
This section investigates the impact of assimilating COSMIC-Ne on neutral mass789
density in the thermosphere. Figures 11 and 12 demonstrate this impact on the assim-790
ilation runs relative to TIE-GCM and Eval-NA, respectively. The Sup-Info provides some791
additional comparisons by local time, altitude, and latitude (Figures S18–S25 and Ta-792
ble S1). Here the objective is to demonstrate the capability of the assimilation scheme793
to impact the neutral mass density state via assimilating COSMIC-Ne. A validation of794
the resulting neutral mass density is beyond the ambit of the present work but an im-795
portant future task.796
Figure 11 demonstrates an example of this impact on neutral mass density states797
of E1 (see Figures S15–S17 in Sup-Info for additional examples from E1 and E2). The798
snapshot in Figure 11 corresponds to 3 UT on 7 March 2008. Figures 11a, 11b, and 11c799
show the neutral mass density estimates from TIE-GCM, forecast, and analysis, respec-800
tively. Figure 11d (11e) shows the percentage deviation of forecast (analysis) from TIE-801
GCM, and Figure 11f shows the percentage deviation of forecast from the analysis. The802
locations of assimilated COSMIC-Ne profiles at the specified altitude within −2.5 and803
0.5 hours of the specified time are marked with a blue dot.804
The most notable feature of Figure 11 is the localized impact to the neutral mass805
density state apparent in proximity to the locations of COSMIC-Ne observations. For806
example, Figure 11e illustrates that the assimilation of COSMIC-Ne has effectively in-807
creased the neutral mass density by about 10% in the analysis in the region between ap-808
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Figure 11. A snapshot of the impact of the assimilation of COSMIC-Ne on neutral mass
density (ρ) for E1 at the specified time and altitude. The color-bar on the left indicates the mag-
nitude of the geographic longitude-latitude distribution of ρ for (a) TIE-GCM, (b) forecast, and
(c) analysis. The color-bar on top-right shows the percentage difference between (d) forecast and
TIE-GCM, and (e) analysis and TIE-GCM. (e) The percentage difference between forecast and
analysis. The blue dots indicate the locations of assimilated COSMIC-Ne profiles at the specified
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Figure 12. Ratio of the natural logarithm (ln) of neutral mass densities of (a, c) analysis, and
(b, d) forecast to Eval-NA. The results here represent the longitudinal average as a function of




45◦ S and 150◦ W in Figure 11e also shows a signature of this increase in neutral mass810
density due to assimilation. Figures 11d–e illustrate global differences between the fore-811
cast and analysis, and GPI-driven TIE-GCM. Some of these differences are accentuated812
mostly in the terminator regions and high latitudes, and could be mainly attributed to813
the differences in the solar and geomagnetic forcing between the assimilation runs and814
TIE-GCM.815
The differences between neutral mass density states of the assimilation runs (anal-819
ysis and forecast) and nonassimilation run (Eval-NA) yields a direct measure of the im-820
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tral mass densities of analysis and forecast relative to Eval-NA (see section 3.4). In Fig-822
ure 12, a ln-ratio of zero indicates that the respective assimilation run is not different823
from Eval-NA. The positive (negative) ratios indicate that the neutral mass density of824
the respective assimilation run is larger (smaller) than that of Eval-NA. As the background825
external forcing is identical between analysis, forecast, and Eval-NA, the differences present826
in Figure 12 is entirely due to the impact of the assimilation of COSMIC-Ne.827
In general, results for E1 in in Figure 12 show that assimilation of COSMIC-Ne828
has forced the analysis and forecast to reduce neutral mass densities in altitudes above829
approximately 300 km. The regions where these differences are prominent correspond830
well with the regions where model bias differences between electron densities in Eval-831
NA and assimilation runs are present in Figure 6. Figures 12a and 12b show that, in gen-832
eral, E1-forecast has slightly larger differences with Eval-NA compared to E1-analysis833
(e.g., above 300 km in northern latitudes). This may be due to the differences in model’s834
physical computation of neutral mass density influenced by altered electron density and835
other variables in the state vector (see section 3.2) in a previous assimilation cycle ver-836
sus statistically updating the neutral mass density in the analysis step.837
Figure 12d shows that differences between E2-forecast and Eval-NA does not vary838
significantly across all altitudes except, for example, in the region around 400 km and839
south of approximately 60◦ S. Such features are similar for the E2-analysis in Figure 12c840
but with some significantly large differences in a few areas (e.g., dark red patch north841
of 75◦ N). The pattern of neutral mass density differences in Figure 12c share some sim-842
ilarities with the electron density bias differences present between Figures 7b and 7c. For843
example, the electron density of E2-analysis in the region corresponding to the above-844
mentioned dark red patch is significantly higher than that of Eval-NA. Interestingly, Fig-845
ures 7c and 7d also do not show much difference between Eval-NA and forecast for the846
bias in electron density. Section 7 discusses these features in detail.847
7 Discussion848
The results of the present study show that the data assimilation scheme significantly849
improves the agreement between the analysis and assimilated COSMIC data (see Table 1).850
The impact of assimilating COSMIC-Ne during E1 solar minimum is, in general, con-851
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[2013], and Hsu et al. [2014]. The relative impact of the assimilation of COSMIC-Ne on853
the analysis state is much more significant during E2 solar maximum than E1 solar min-854
imum (e.g., Figures 6 and 7). The agreement between forecast and COSMIC-Ne is bet-855
ter during solar minimum compared to that of solar maximum (see Table 2). Although856
E1 and E2 belong to two different seasons (March-equinox and June-solstice months),857
the model bias due to season in TIE-GCM is less compared to the model bias due to GPIs858
[e.g., Emmert et al., 2014]. A companion manuscript in preparation discusses in detail859
the issue of seasonal bias in data assimilation results.860
Lee et al. [2012] report a globally averaged difference of 5% between the forecast861
and analysis during solar minimum in Figure 1 of their experiment with assimilation of862
COSMIC-Ne for a period of one day. The results of the present study based on statis-863
tics of two four-day assimilation experiments (E1 and E2) demonstrate that the impact864
on the model state due to assimilation of COSMIC-Ne and thus the differences between865
the forecast and analysis vary significantly in local time, altitude, latitude, and solar ac-866
tivity. One contributing factor for the differences in the forecasts of Lee et al. [2012] and867
this study could be the inclusion of O+ as part of the state vector in this study. Hsu et al.868
[2014] show in their experiments using synthetic data that the impacts of updating O+869
in the state vector could last for about 10 hours.870
The comparisons in the observation-space (e.g., Figures 8 and 4) and with inde-871
pendent data (e.g., Figures 9 and 10) show that assimilating COSMIC-Ne can also sig-872
nificantly adjust the model forecasts similar to OSSEs with synthetic COSMIC-Ne in873
Hsu et al. [2014]. Matsuo et al. [2013] show in their Figure 3 that the impact of assim-874
ilation of synthetic COSMIC-Ne on neutral mass density forecast state is not significant875
during solar minimum. Matsuo et al. [2013] also do not include O+ in their state vec-876
tor. The results of the present study show that assimilation of COSMIC-Ne significantly877
impacts both electron density and neutral mass density states of the analysis and fore-878
cast during both solar minimum and maximum—with some differences in performance879
between the two periods. The relative impact of the assimilation of COSMIC-Ne on neu-880
tral mass density is larger during solar maximum compared to solar minimum (see Fig-881
ure 12). The results also suggest that this impact on neutral mass density state persists882
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The patches of large differences corresponding to E2-analysis in Figure 12c perhaps885
indicate an artifact due to statistically updating the neutral mass density based on as-886
similated electron density in the analysis step. Such artifacts could arise due to inaccu-887
rate correlations between electron density and the state vector. The E2-forecast seems888
to suppress these localized differences. This may be due to background solar radiation889
dominating the interaction between neutrals and ions/electrons via ionization, dissoci-890
ation, and excitation. In other words, the relatively large insolation during solar max-891
imum compared to solar minimum dampens the influence of localized changes to the state892
vector on neutral dynamics in the forecast step. Solar radiation controls the overall tem-893
perature in the upper atmosphere. The influence of localized enhancements to electron894
density on neutral dynamics become prominent relative to background forcing. For ex-895
ample, in auroral regions, precipitating electrons enhance ionization and thus increase896
Joule heating, which impart further variability on neutrals. In TIE-GCM, Ne is one of897
the main factors of ion drag force due to the ion-electron quasi-neutrality in the iono-898
sphere. Thus assimilated Ne could introduce variations to neutral temperature, winds899
as well as a whole range of model dynamics in addition to statistical updates to unob-900
served variables in the state vector. This further emphasizes the important role of ion-901
neutral coupling and criticality of correct specification of plasma-neutral interactions in902
models. Hsu et al. [2016], using TIE-GCM, shows that relatively small errors in temper-903
ature can lead to relatively large errors in neutral mass density. These results motivate904
further experiments to determine whether the benefit of updating also the forcing pa-905
rameters, such as F10.7 in addition to the aforementioned state vector, is more during906
solar maximum compared to solar minimum.907
The comparisons between E1 and E2 reveal the differential model bias during the908
two vastly different solar activity periods. For example, the local time and latitude de-909
pendent performance characteristics highlighted in Figures 2–3 and Figures 4–5, and sum-910
marized in Tables 1–2. Figures 5 and 7 demonstrate that data assimilation successfully911
corrects a known systematic bias of TIE-GCM in the northern summer high latitudes912
[e.g., Yue et al., 2013]. The results of this study also demonstrate that the performance913
of the forecast with this assimilation scheme is significantly affected during E2 solar max-914
imum. Elvidge et al. [2016] reported that the neutral mass density forecast skill of TIE-915
GCM is significantly better during the solar minimum than the solar maximum. Although916
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results in Table 1 indicate that the assimilation scheme causes considerable changes to918
the forecast distribution.919
The results in Table 2 also help to narrow down the most problematic regions for920
forecasting during E2: middle (high) latitudes in the 250–350-km (350–450-km) altitude921
range. Figure 8 shows that TIE-GCM is prone to significantly underestimate electron922
densities in the middle latitudes relative to COSMIC-Ne. These statistics along with di-923
agnostics in Sup-Info for different latitude regions suggest that the adjusted/updated state924
in the analysis is overpowered by other forces in the self-consistent model in the mid-925
dle and high latitudes. For example, Figure S6 in Sup-Info show that in altitudes above926
250 km, the forecast consistently struggle to converge in the middle latitudes at all lo-927
cal times. Similarly, in Figure S7 in Sup-Info, in altitudes above 200 km in the high lat-928
itudes, the forecast consistently struggle to converge in the night-time but shows a slight929
improvement during daytime in the 250–350-km altitude range. Further investigations930
into this issue in the middle and high latitudes could help identify possible pathways to931
make useful impact on the forecasted state during high solar activity periods.932
This study assesses the accuracy of the forecast state with independent GRACE933
data. Figures 9 and 10 show that the agreement between forecast and GRACE data dur-934
ing E1 and E2 is in general better than that of GPI-driven TIE-GCM control run. Fig-935
ure 9 shows no appreciable impact of the assimilation on the forecast in altitudes below936
250 km. This indicates that the assimilation does not effect change in model dynamics937
at locations further from where observations were assimilated. The number of observa-938
tions assimilated in these lower altitudes are smaller compared to that of higher altitudes.939
Although the forecast shows a shift toward GRACE data in altitudes above 250 km in940
low and middle latitudes, the results in Figures 9a–b show that the forecast does not change941
the height of the maximum electron density relative to TIE-GCM control run. This dif-942
ference in the heights of peak electron densities between GRACE and forecast is about943
20 km in the low latitudes and about 30 km in the middle latitudes. Figure S13 in Sup-944
Info provide corroborating evidence for the good correspondence of E1-forecast with GRACE945
data in low latitudes. Figure S13 in Sup-Info shows that forecast has considerably re-946
duced the model bias relative to CHAMP data in the equatorial region. In general, the947
forecast shows good agreement with CHAMP in-situ measurements in the additional val-948



















Confidential manuscript submitted to Please set Journal Name by using \journalname
The comparison of E2-forecast with GRACE data shows that the impact of the as-950
similation is mostly noticeable in the high latitudes (see Figure 10). Figure 10 also high-951
lights TIE-GCM’s severe underestimation of electron densities in altitudes below 250 km952
in low and middle latitudes, and significantly different gradient of the profile in the peak953
electron density region in the high latitudes relative to GRACE data. TIE-GCM’s sig-954
nificant overestimation of electron densities in the high latitudes is also apparent rela-955
tive to COSMIC data in Figure 4e. The results of this study show that this problem of956
overestimation in the high latitudes is greatly improved in both E2-analysis and -forecast.957
The comparison with independent data also gives an indication about the limita-958
tions of assimilating COSMIC-Ne profiles in an operational setting. While the number959
of profiles to assimilate can be controlled in experiments with synthetic observations [e.g.,960
Matsuo et al., 2013; Hsu et al., 2014], the availability of bona-fide COSMIC-Ne profiles961
is dependent on multiple factors such as the number of transmitters in view, quality of962
the receiving radio signals. Only a limited number of observations out of the total avail-963
able observations gets assimilated in this study due to the outlier threshold as well as964
the model spread. The quality or the usefulness of, for example, neutral mass density965
predictions along a given orbit is thus affected by the number of COSMIC observations966
that fall within a meaningful range (e.g., localization radius) of the respective satellite’s967
path. Here a task will be to ascertain the persistence of the impact of assimilating COSMIC-968
Ne on neutral mass density. For example, if such impact persists for several hours, then969
a dense enough COSMIC sampling could lead to global changes in neutral mass density,970
which may benefit applications of neutral mass density predictions.971
The impact due to the large errors in COSMIC-Ne at altitudes below 200 km (see972
section 2) could be mitigated by assimilating the raw slant TEC along the RO ray path.973
While this would eliminate the dependency on the COSMIC-Ne retrieval method, ad-974
ditional errors may be introduced due to needing to extrapolate beyond the top layer975
of TIE-GCM in the forward operator for slant TEC along the RO ray path. A combi-976
nation of data sources (e.g., COSMIC, COSMIC-2, and other space- and ground-based977
measurements) may help improve the limitation with spatial and local time coverage.978
One possibility is to lower the observational error of COSMIC data, for example, by val-979
idating with other in situ or ground-based measurements. The “cleaned-up” COSMIC980
observations could then be assimilated with a relaxed outlier threshold and lower obser-981
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servation error variance—at the cost of observation gain. Although a higher observation983
error may lower the observation gain, the increase in the number of observations may984
improve the overall result. Another aspect of caution here is “filter divergence”, which985
is related to the difference between model and observation variances. A large difference986
between the two variances could lead to filter divergence where the analysis stops con-987
verging toward the observation [Anderson, 2001].988
8 Summary and Conclusions989
This work investigated the response of physics-based TIE-GCM in a data assim-990
ilation scheme by assimilating COSMIC electron densities during solar minimum (E1;991
2008 March 4–8) and maximum (E2; 2014 June 2–6). With approximately steady so-992
lar activity and relatively quiet geomagnetic activity during the two time periods, the993
two experiments E1 and E2 allowed a comparison of the assimilation results at differ-994
ent solar activity levels. COSMIC, among others, represents one of the largest databases995
of ionospheric electron density. This work represents the first comprehensive compar-996
ison of the impact of solar activity on forecasting the upper atmosphere through assim-997
ilation of COSMIC electron densities into TIE-GCM. This work compared the assim-998
ilated quantity electron density and its impact on neutral mass density in the thermo-999
sphere. The results are not only useful to gauge the accuracy of the assimilation, to ex-1000
plain the inherent model bias, and to understand the limitations of the data, but they1001
also demonstrate the capability of the assimilation technique in the presence of realis-1002
tic data assimilation scenarios to forecast the highly dynamical thermosphere.1003
The results showed that the data assimilation scheme significantly improves the agree-1004
ment between the analysis and assimilated COSMIC data. On the one hand, the impact1005
of the assimilation on the analysis/posterior Ne state was much more significant dur-1006
ing solar maximum compared to the solar minimum. On the other hand, the agreement1007
between forecast/prior Ne and COSMIC data was better during solar minimum com-1008
pared to that of solar maximum. This study assessed the accuracy of the forecast states1009
with independent GRACE data. The results showed that forecast is mostly better than1010
the GPI-driven TIE-GCM control run. The results emphasized that TIE-GCM signif-1011
icantly underestimate electron density in low altitudes (mostly below 250 km) and the1012
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The results also demonstrated that assimilation of COSMIC-Ne significantly im-1015
pacts neutral mass density states of the analysis and forecast during both solar minimum1016
and maximum. The relative impact on neutral mass density is larger during solar max-1017
imum compared to solar minimum. But the impact of assimilation of COSMIC-Ne on1018
neutral mass density state persists through to forecast state better during solar mini-1019
mum compared to solar maximum. The results suggested that COSMIC data may be1020
utilized in applications of neutral mass density forecasts (e.g., satellite orbit prediction).1021
Further experiments are needed to understand the challenges of such operational ensem-1022
ble prediction systems.1023
The experiments mainly focused on the assimilation accuracy during two different1024
solar activity periods. More work needs to be done to identify and improve model bias1025
due to external forcing—especially high solar activity above 120 sfu. More specifically,1026
research into the impact of external forcing on the persistence skill of these forecasts will1027
be useful, among others, to enhance our current forecasting capabilities. Assimilation1028
of other data, for example, ground-based remote sensing measurements of thermospheric1029
neutral winds and temperature could also help unravel some difficulties associated with1030
forecasting the upper atmosphere.1031
Acknowledgments1032
NP acknowledges support from US National Science Foundation Grant AGS-1522830,1033
and support by the National Center for Atmospheric Research, which is a major facil-1034
ity sponsored by the National Science Foundation under Cooperative Agreement No. 1852977.1035
KZ acknowledges support from the Natural Science Foundation of China (41730109, 41870404)1036
and CUMT Overseas Expertise Introduction Project for Discipline Innovation. The UCAR/DART1037
(www.image.ucar.edu/DAReS/DART) provided the data assimilation tools used in this1038
work. The UCAR/HAO (www.hao.ucar.edu/modeling/tgcm) provided the TIE-GCM1039
code. The UCAR COSMIC Data Analysis and Archive Center (cosmic.ucar.edu) pro-1040
vided the level-2 electron density profiles for COSMIC and GRACE. The GFZ Data Ser-1041
vices (doi.org/10.5880/GFZ.2.3.2019.007) provided the CHAMP electron density data1042
(CH-ME-2-PLPT). The NASA/OMNI database (omniweb.gsfc.nasa.gov) provided the1043
measurements Kp, ap, Dst, and F10.7. Tim Hoar is thanked for his valuable advice on1044



















Confidential manuscript submitted to Please set Journal Name by using \journalname
for his suggestions to improve the manuscript. The reviewers are thanked for their help-1046
ful comments and suggested improvements to the manuscript.1047
References1048
Anderson, J. L. (2001), An ensemble adjustment Kalman filter for data assimila-1049
tion, Monthly Weather Review, 129 (12), 2884–2903, doi:10.1175/1520-0493(2001)1050
129〈2884:AEAKFF〉2.0.CO;2.1051
Anderson, J. L., T. Hoar, K. Raeder, H. Liu, N. Collins, R. Torn, and A. Avel-1052
lano (2009), The data assimilation research testbed: A community facil-1053
ity, Bulletin of the American Meteorological Society, 90 (9), 1283–1296, doi:1054
10.1175/2009BAMS2618.1.1055
Chartier, A. T., T. Matsuo, J. L. Anderson, N. Collins, T. J. Hoar, G. Lu, C. N.1056
Mitchell, A. J. Coster, L. J. Paxton, and G. S. Bust (2016), Ionospheric data as-1057
similation and forecasting during storms, Journal of Geophysical Research: Space1058
Physics, 121 (1), 764–778, doi:10.1002/2014JA020799.1059
Codrescu, S. M., M. V. Codrescu, and M. Fedrizzi (2018), An ensemble Kalman1060
filter for the thermosphere-ionosphere, Space Weather, 16 (1), 57–68, doi:1061
10.1002/2017SW001752.1062
Daley, R. (1993), Atmospheric data analysis, in Cambridge Atmospheric and Space1063
Science Series, edited by M. J. R. Alexander J. Dessler, John T. Houghton, 2,1064
Cambridge University Press, Cambridge, ISBN: 9780521458252.1065
Dickinson, R. E., E. C. Ridley, and R. G. Roble (1984), Thermospheric general1066
circulation with coupled dynamics and composition, Journal of Atmospheric Sci-1067
ences, 41 (2), 205–219, doi:10.1175/1520-0469(1984)041〈0205:TGCWCD〉2.0.CO;2.1068
Elvidge, S., H. C. Godinez, and M. J. Angling (2016), Improved forecasting of ther-1069
mospheric densities using multi-model ensembles, Geoscientific Model Develop-1070
ment, 9 (6), 2279–2292, doi:10.5194/gmd-9-2279-2016.1071
Emmert, J. T., and J. M. Picone (2010), Climatology of globally averaged thermo-1072
spheric mass density, Journal of Geophysical Research: Space Physics, 115 (A9),1073
doi:10.1029/2010JA015298.1074
Emmert, J. T., S. E. McDonald, D. P. Drob, R. R. Meier, J. L. Lean, and J. M. Pi-1075
cone (2014), Attribution of interminima changes in the global thermosphere and1076



















Confidential manuscript submitted to Please set Journal Name by using \journalname
doi:10.1002/2013JA019484.1078
Evensen, G. (1994), Sequential data assimilation with a nonlinear quasi-geostrophic1079
model using Monte Carlo methods to forecast error statistics, Journal of Geophys-1080
ical Research: Oceans, 99 (C5), 10,143–10,162, doi:10.1029/94JC00572.1081
Gaspari, G., and S. E. Cohn (1999), Construction of correlation functions in two and1082
three dimensions, Quarterly Journal of the Royal Meteorological Society, 125 (554),1083
723–757, doi:10.1002/qj.49712555417.1084
Habarulema, J. B., Z. T. Katamzi, and E. Yizengaw (2014), A simultaneous study1085
of ionospheric parameters derived from FORMOSAT-3/COSMIC, GRACE, and1086
CHAMP missions over middle, low, and equatorial latitudes: Comparison with1087
ionosonde data, Journal of Geophysical Research: Space Physics, 119 (9), 7732–1088
7744, doi:10.1002/2014JA020192.1089
Hagan, M. E., R. G. Roble, and J. Hackney (2001), Migrating thermospheric tides,1090
Journal of Geophysical Research: Space Physics, 106 (A7), 12,739–12,752, doi:1091
10.1029/2000JA000344.1092
Heelis, R. A., J. K. Lowell, and R. W. Spiro (1982), A model of the high-latitude1093
ionospheric convection pattern, Journal of Geophysical Research: Space Physics,1094
87 (A8), 6339–6345, doi:10.1029/JA087iA08p06339.1095
Houtekamer, P. L., and H. L. Mitchell (2001), A sequential ensemble kalman filter1096
for atmospheric data assimilation, Monthly Weather Review, 129 (1), 123–137,1097
doi:10.1175/1520-0493(2001)129〈0123:ASEKFF〉2.0.CO;2.1098
Hsu, C.-T., T. Matsuo, W. Wang, and J.-Y. Liu (2014), Effects of inferring un-1099
observed thermospheric and ionospheric state variables by using an ensemble1100
Kalman filter on global ionospheric specification and forecasting, Journal of Geo-1101
physical Research: Space Physics, 119 (11), 9256–9267, doi:10.1002/2014JA020390.1102
Hsu, C.-T., T. Matsuo, X. Yue, T.-W. Fang, T. Fuller-Rowell, K. Ide, and J.-Y.1103
Liu (2018a), Assessment of the impact of FORMOSAT-7/COSMIC-2 GNSS RO1104
observations on midlatitude and low-latitude ionosphere specification: Observing1105
system simulation experiments using ensemble square root filter, Journal of Geo-1106
physical Research: Space Physics, 123 (3), 2296–2314, doi:10.1002/2017JA025109.1107
Hsu, C.-T., T. Matsuo, and J.-Y. Liu (2018b), Impact of assimilating the1108
FORMOSAT-3/COSMIC and FORMOSAT-7/COSMIC-2 RO data on the midlat-1109



















Confidential manuscript submitted to Please set Journal Name by using \journalname
875–890, doi:10.1029/2018EA000447.1111
Hsu, V. W., J. P. Thayer, W. Wang, and A. Burns (2016), New insights into the1112
complex interplay between drag forces and its thermospheric consequences,1113
Journal of Geophysical Research: Space Physics, 121 (10), 10,417–10,430, doi:1114
10.1002/2016JA023058.1115
Kalman, R. E. (1960), A new approach to linear filtering and prediction problems,1116
Journal of Basic Engineering, 82 (1), 35–45, doi:10.1115/1.3662552.1117
Kalnay, E. (2002), Atmospheric Modeling, Data Assimilation and Predictability,1118
Cambridge University Press, Cambridge, doi:10.1017/CBO9780511802270, ISBN:1119
9780511802270.1120
Lee, I. T., T. Matsuo, A. D. Richmond, J. Y. Liu, W. Wang, C. H. Lin, J. L. Ander-1121
son, and M. Q. Chen (2012), Assimilation of FORMOSAT-3/COSMIC electron1122
density profiles into a coupled thermosphere/ionosphere model using ensemble1123
Kalman filtering, Journal of Geophysical Research: Space Physics, 117 (A10),1124
doi:10.1029/2012JA017700.1125
Liu, J.-Y., C.-C. Lee, J.-Y. Yang, C.-Y. Chen, and B. W. Reinisch (2009), Elec-1126
tron density profiles in the equatorial ionosphere observed by the FORMOSAT-1127
3/COSMIC and a digisonde at Jicamarca, GPS Solutions, 14 (1), 75, doi:1128
10.1007/s10291-009-0150-3.1129
Liu, J. Y., C. Y. Lin, C. H. Lin, H. F. Tsai, S. C. Solomon, Y. Y. Sun, I. T. Lee,1130
W. S. Schreiner, and Y. H. Kuo (2010), Artificial plasma cave in the low-latitude1131
ionosphere results from the radio occultation inversion of the FORMOSAT-1132
3/COSMIC, Journal of Geophysical Research: Space Physics, 115 (A7), doi:1133
10.1029/2009JA015079.1134
Matsuo, T., I.-T. Lee, and J. L. Anderson (2013), Thermospheric mass density spec-1135
ification using an ensemble Kalman filter, Journal of Geophysical Research: Space1136
Physics, 118 (3), 1339–1350, doi:10.1002/jgra.50162.1137
Maute, A. (2017), Thermosphere-ionosphere-electrodynamics general circulation1138
model for the ionospheric connection explorer: TIEGCM-ICON, Space Science1139
Reviews, 212 (1), 523–551, doi:10.1007/s11214-017-0330-3.1140
Mehta, P. M., R. Linares, and E. K. Sutton (2018), A quasi-physical dynamic re-1141
duced order model for thermospheric mass density via Hermitian space-dynamic1142



















Confidential manuscript submitted to Please set Journal Name by using \journalname
National Research Council (2013), Solar and Space Physics: A Science for a Techno-1144
logical Society, National Academies Press, Washington, doi:10.17226/13060, ISBN:1145
9780309387392.1146
Pedatella, N. M., X. Yue, and W. S. Schreiner (2015), An improved inversion for1147
FORMOSAT-3/COSMIC ionosphere electron density profiles, Journal of Geophys-1148
ical Research: Space Physics, 120 (10), 8942–8953, doi:10.1002/2015JA021704.1149
Pedatella, N. M., H.-L. Liu, D. R. Marsh, K. Raeder, J. L. Anderson, J. L. Chau,1150
L. P. Goncharenko, and T. A. Siddiqui (2018), Analysis and hindcast experiments1151
of the 2009 sudden stratospheric warming in WACCMX+DART, Journal of Geo-1152
physical Research: Space Physics, 123 (4), 3131–3153, doi:10.1002/2017JA025107.1153
Qian, L., S. C. Solomon, and T. J. Kane (2009), Seasonal variation of thermo-1154
spheric density and composition, Journal of Geophysical Research: Space Physics,1155
114 (A1), doi:10.1029/2008JA013643.1156
Qian, L., A. G. Burns, B. A. Emery, B. Foster, G. Lu, A. Maute, A. D. Richmond,1157
R. G. Roble, S. C. Solomon, and W. Wang (2014), The NCAR TIE-GCM: A com-1158
munity model of the coupled thermosphere/ionosphere system, in Modeling the1159
Ionosphere Thermosphere System, chap. 7, pp. 73–83, John Wiley, Washington,1160
doi:10.1002/9781118704417.ch7, ISBN: 9781118704417.1161
Richards, P. G., J. A. Fennelly, and D. G. Torr (1994), EUVAC: A solar EUV flux1162
model for aeronomic calculations, Journal of Geophysical Research: Space Physics,1163
99 (A5), 8981–8992, doi:10.1029/94JA00518.1164
Richmond, A. D. (1995), Ionospheric electrodynamics using magnetic apex co-1165
ordinates, Journal of geomagnetism and geoelectricity, 47 (2), 191–212, doi:1166
10.5636/jgg.47.191.1167
Richmond, A. D., E. C. Ridley, and R. G. Roble (1992), A thermosphere/ionosphere1168
general circulation model with coupled electrodynamics, Geophysical Research1169
Letters, 19 (6), 601–604, doi:10.1029/92GL00401.1170
Roble, R. G., and E. C. Ridley (1987), An auroral model for the NCAR thermo-1171
spheric general circulation model (TGCM), Annales Geophysicae, Series A-Upper1172
Atmosphere and Space Sciences, 5, 369–382.1173
Solomon, S. C., and L. Qian (2005), Solar extreme-ultraviolet irradiance for general1174




















Confidential manuscript submitted to Please set Journal Name by using \journalname
Sutton, E. K. (2018), A new method of physics-based data assimilation for1177
the quiet and disturbed thermosphere, Space Weather, 16 (6), 736–753, doi:1178
10.1002/2017SW001785.1179
Tsai, L. C., W. H. Tsai, W. S. Schreiner, F. T. Berkey, and J. Y. Liu (2001),1180
Comparisons of GPS/MET retrieved ionospheric electron density and ground1181
based ionosonde data, Earth, Planets and Space, 53 (3), 193–205, doi:10.1186/1182
BF03352376.1183
Yue, X., W. S. Schreiner, J. Lei, S. V. Sokolovskiy, C. Rocken, D. C. Hunt, and1184
Y.-H. Kuo (2010), Error analysis of Abel retrieved electron density profiles1185
from radio occultation measurements, Annales Geophysicae, 28 (1), 217–222,1186
doi:10.5194/angeo-28-217-2010.1187
Yue, X., W. S. Schreiner, Y.-H. Kuo, Q. Wu, Y. Deng, and W. Wang (2013), GNSS1188
radio occultation (RO) derived electron density quality in high latitude and polar1189
region: NCAR-TIEGCM simulation and real data evaluation, Journal of Atmo-1190
spheric and Solar-Terrestrial Physics, 98, 39–49, doi:10.1016/j.jastp.2013.03.009.1191
Yue, X., W. S. Schreiner, N. Pedatella, R. A. Anthes, A. J. Mannucci, P. R. Straus,1192
and J.-Y. Liu (2014), Space weather observations by GNSS radio occultation:1193
From FORMOSAT-3/COSMIC to FORMOSAT-7/COSMIC-2, Space Weather,1194
12 (11), 616–621, doi:10.1002/2014SW001133.1195
–51–
