%?. The solutions in W can then be used to generate solutions in %?. The stability of these solutions is discussed in Section 6. The main result of Section 6 is Theorem 2, where we show the existence of stable axisymmetric buckled states of a spherical cap. In particular, if \A -Ac\ is sufficiently small, then there exist two nontrivial solutions for certain values of A < Ac (one is stable, the other is unstable); for certain values of A > Ac, there exist two stable nontrivial solutions. A list of symbols is contained at the end of this paper.
2. The interior shell equations of John. The behavior of an elastic shell under the influence of a centrally directed pressure is described by the solutions of a system of second-order nonlinear partial differential equations posed by John [9; 10] . The lowest order interior shell equations of John are given by:
Jhna\l + baPp -typZ + \{PaPp ~ P°pPt) = 0. where h is the thickness of the shell, E is Young's modulus, v is Poisson's ratio, y2 = [12(1 -^2)]~', and P is the normal load (P is positive when the pressure is directed inward).
The unknowns in (2.1)-(2.4) are four symmetric tensors: yap, pap, naP and maP. yap is the strain tensor and measures the difference between the first fundamental form, aap, of the deformed shell and the first fundamental form, aap, of the undeformed shell, i.e., yap @ap) ' pap is the change of curvature tensor and measures the difference between the second fundamental form, bap, of the deformed shell and the second fundamental form, bap, of the undeformed shell, i.e., PaP bap baff.
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The symbol, "|Q", denotes covariant differentiation with respect to the metric tensor, aap. maP is the tensor of stress couples and naP is the tensor of stress resultants. The geometric quantities, yap and pap, are related to the physical quantities, maP and naP, through the constitutive relations, (2.9) and (2.10). Let Sr denote the sphere of radius R in R3. Let (xi,x2,x3) be a cartesian coordinate system with origin at the center of the sphere. If X e Sr, then X may be parametrized by X(9,<j)) = i?(cos0sin$,sin 0 sin 0,cos#), for 0 < 9 < n and 0 < 4> < 2n. Let Sr(£1) denote the subset of Sr given by SR{Sl) = {X\X(0,0) g SR, {6,0) e £1} where Q = {(0,0)|O < 9 < do < nil, 0 < 0 < In).
The boundary of Sr{Q.) is the set, SR(dQ) = {X\X(9,<t>) € SR, (6, <fr) e dQ}, where dft = {(0, (p)\9 = 90,0<(f><2n}.
Thus, Sr(Q.) is a spherical cap with opening 290. For convenience, hereafter we will refer to "Q" as a spherical cap with boundary, "9 Q"; it is clear from the definition of Q how this statement should be interpreted.
The first and second fundamental forms in Sr (and Sr(SX)) are given by When the undeformed shell is a sphere of radius R, the general solutions of (2.6) and (2.8) are given by (see Truesdell [23] ) P*p = n*/? + KWaafi, Ehiy2{A2W + 2KAW) +-(AF + 2KF) K -{eaXe^F\AliW,a)\p -{Kaat3W,aF:ji + K{FAW + WAF) + 2K2FW) = -P. (2.14)
Equations (2.13) and (2.14) have been studied in [13] and [15] for the case of a full sphere (i.e., without boundary).
Equations (2.13) and (2.14) can be rewritten in the form, Let / = -fo + /, where /o is constant on Q. If (w,/) = (0,0) is a solution for all p e R1, then f0 must be chosen such that = 2Ehiy2' (2"22) Prior to buckling, the cap is assumed to remain spherical (i.e., (w,f) = (0,0)). We call (w, f) = (0, ~{pR2)/(2Eh3y2)) the trivial solution. A nontrivial solution is a pair by Pq, and then substitute s -(R sin 6)/po into the resulting equations we obtain Thus, r is a measure of the initial curvature of the shell and A is a measure of the external load.
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Remark. In the derivation of (2.27)-(2.30), r = (cos</>sin0, sin0sin 0, cos 6) was used as the normal to Sr{Q). This choice of orientation results in a nonnegative value of the parameter, r (i.e., r = (sin90po)/{hy)). Clearly, if {w,f,k,x) with t > 0 is a solution of (2.27)-(2.30), then (-w,f,X, -r) is also a solution. The solutions with t < 0 correspond to the case when -r is chosen as the unit normal to S#(Q). The results of choosing -r as a unit normal are that bap = (1 /R)aap and the coefficients, -1 /R and l/R, appearing in (2.13) and (2.14) are replaced by +1 /R and -1 /R, respectively. Repeating the previous analysis (with -r as the unit normal), one is led to a system of equations identical to (2.27)-(2.30) with the exception that the parameter, t, will equal -(sind0po)/(hy).
Henceforth, we will consider both nonnegative and negative values of r.
Suppose R is large and sin do is small. If po = R sin do is fixed, we can neglect terms of order sin20o in the above equations. Since K = sin20o//>o> K *s small (i.e., the cap is shallow) if and only if do is small. Thus, in (2.27)-(2.30) we retain terms of order sin do and neglect terms of order sin2 d0 to arrive at the shallow cap approximation to the John equations. Remark. In Section 2, we required that 6q be sufficiently small in order to justify neglecting terms of order sin2 0O-1° addition, we shall require Proof. The operator, L,i0, may be factored in the form,
The null space of Lx0 will be denoted by JV where jr = {u\Lx0u = 0}. If t2 < p®p\, then (/ -(r 2/p0)A)v ± 0 for any vg / (unless p0 = |r| = p.®, in which case both factors of Lx0 are (I-poA)) so that JV is one-dimensional. Thus, the shallow cap assumption, (3.19) , implies that the null spaces, yf, are one-dimensional in when hq = p°k{yV -[«"]), and two-dimensional in when p0 = pk{jy - [u™, v^1] ). Here, [u\,..., un] denotes the subspace spanned by u\,...,un.
4. Group invariance. In this section, we will show that every nonaxisymmetric solution of (*) generates a one-parameter family of solutions. We will also discuss how this affects the methods of solving (*) that are based on the usual implicit function theorem. This situation is most conveniently described by using group representations on the Hilbert space, . Thus, if w is a solution of (*), then Tgw is also a solution of (*) for all g e <?{2). If w is an axisymmetric solution, then Tgxv = w for all g e <f{2). However, when w is nonaxisymmetric, the consequences of the above remark are as follows: 1) A nonaxisymmetric solution of (*) generates a one-parameter family of solutions. If g £ &{2) corresponds to a rotation of a degrees about the z-axis, then Tgw = w(s, (j> -a). If w solves (*), then every element of J? = {wQ\wa = w(s, 4>-a)} also solves (*).
2) Solutions of (*) are not isolated. In every neighborhood of a solution, w, there exist other solutions of the form, wa = w{s,<t> -a), with a arbitrarily small and || Wq, -w|| ^ 0.
3) The usual arguments based on the implicit function theorem cannot be applied directly. Suppose w* solves F(w) = 0, where F(w) = Lxw + tQ{w) + C(w). By (1) , wa = w*{s,<t> -a) is also a solution for every a. Thus, 0 = F(w0) -F(w*) = F'(w*)a + r(w*. a), where ||r|| = o(a) (i.e., lim"_^0 lkll/Q = 0). Hence, F'(w*) is not invertible for such a solution of (*). Consequently, the usual implicit function theorem cannot be used to solve F(w) = 0 in a neighborhood of the known solution, w*.
One could avoid these problems by assuming the solutions are axisymmetric as in [12] and [20] . An alternate approach is to require the solutions of (*) to have a minimal degree of symmetry. For example, one could require the following. If w(s,<j>) is a solution, there exists a plane, <f> = t*, about which w is symmetric; in other words, there is a t* such that for every 0 < 5 < 1 and 0 < 0 < 2n, w(s, t* -(f)) = w(s, t* + 4>).
(PI)
If we require solutions to possess this reflectional symmetry, a unique element in will be determined. The solutions in this sense will be isolated for fixed X and z. Remark. The experimental evidence in [5] and [6] suggests that the observed solutions do possess the reflectional symmetry discussed above. The least symmetric buckled state observed is that of a pear-shaped dimple, which possesses one axis of reflectional symmetry. However, it is still an open question as to whether or not the above procedure will yield all the solutions of (*) branching from the trivial solution. Note, if cos (mt*) = 0 for some m, then a™ -0, since sin (mt*) ± 0. Hence (4.2) holds true with the convention that a™/cos(mt*) = 0 whenever a™ = 0.
If one is interested in solutions of (*) that satisfy the symmetry assumption, (PI), Lemma 3 implies one need only consider solutions that are even about </> = /*. For our convenience, we choose t* = 0. Hence, the solutions satisfying (PI) will lie in the subspace, W, where
Representations of the group, (f(2), can then be applied to each nonaxisymmetric solution in W to generate the solutions in ^ which are not even about 0 = 0. Remark. The operators, Q and C, keep the subspace W invariant. This is seen by inspecting [u, v] and the definitions of Q and C. Equation (5.5) can be solved for U in the following manner. Given positive numbers p\, R, 11, there exists a positive number ij, such that for \p\ < p\, |z| < t\, and |r| < x\, equation (5.5) defines a contraction on ||{7|| < R and can be solved for U = U(t,p,x) € by the contraction mapping principle. The solution, U = U(t,p, r), is analytic in (t,p,z) by the uniform contraction principle (see [7, p. 25]) and satisfies \\U(t,p, t)|| < k{p2T2 for |f| < t\, \p\ < p\, and |r| < ij.
(5.9)
It follows from (5.6) that if U is a solution of (5.5) obtained in this way, then ||j|| = \\s{pz, U(t, P, t))|| < k2p3T2 for \t\ < th \P\ < ph |r| < xx. Since G is analytic on [t*k, P^, 0) G C0, and Gt(t*,p*, 0) ^ 0, by the implicit function theorem we have the following. There exist sets, ETk = {t\ak < t -t*k < a'k}, H/k = {P\£k < P ~ Pk < e'k}> ^ = {Tl _ < 1 < $k} and a function, tk(fi, t), such that (i)^x^x^c#, (ii) tk(P, t) is unique and analytic on %fk x cPk{hWk x%1c ■%)> (iv) G(tk(P, x), p, t) = 0 for (p, r) G % x Tk. Since Co is compact, we can choose a finite set of points, {(*£, Pk, 0)}£L,, such that (tk,pk, 0) G C0 and the corresponding sets, !Tk x % x 2^, cover Co (i.e., Co c Uf=i X X %)). By the local uniqueness of the tk(p, t)'s, we have tk(P,x) = tjiP.x) for (fi, x) G % x%n%jxT].
Henceforth, we can omit the subscript, k, on the tk(fi,xys. Furthermore, by (5.12) we have |t(fi,x) -qp -cp2\ < Kx for (fi, r) G Uf=i(^4 x %), K = kip2Xi. Let r0 be a positive number satisfying r0 < min{f i, lafcl/A) \a'k\/K, Sk, for kWith no loss of generality, we can choose po such that (t(P,x), p,x) is a solution of (5.13) for \fi\ < po and |r| < toNote, po is not necessarily small; it is determined by the set on which r(t, p, x) is analytic. For fixed x', (t(P, x'), P) describes a "perturbed parabola" in the x -x' plane. We are led to the following. Theorem 1. Let pk be a characteristic value of A with corresponding characteristic function, u™. There exist positive contants, po and x0, and analytic functions, t(P, x) and U(t(P, x), fi, r), such that (w,A) = (w(fi, x),k(P, t))
is a solution of (*) for all -po < P < Po and -t0 < x < r0. The form of X(P, x) follows by substituting the function, t = t{P, x), into (5.2). 6. Stability. Stability will be defined as in [21] or [22] , A solution of ^(w,X) = 0 is said to be stable if all the eigenvalues of the derived operator are positive, unstable if at least one eigenvalue is negative, and indeterminate otherwise. The operator, ^'(w*, A*), is a symmetric perturbation of a self-adjoint operator (see [14, p. 226] ) and is therefore itself a self-adjoint operator with only real eigenvalues (see Kato, [11, p. 287] ). If p^ / p°x, then I -p£A has a negative eigenvalue. It follows that ,9r' also has a negative eigenvalue (for small r) and the solution, w*, is unstable. Thus, for a shallow cap, stable solutions (of small norm) must bifurcate from a critical eigenvalue of the form Xc = p\ + (6.6) Let (w, A) be a solution of (*) (as found in Section 5), where w(p, t) = t(pz + U(t(/?, t), p, t)) for -p0 < p < p0 and -t0 < r < t0, (6.7) = A*1 + T2//i) + Mit(P, t)t2, (6.8) AM = Hv Z = M|.
From (5.12a) and (5.13), it follows that t(P,r) can be expressed in the form t(P, x) = qP + cP2 + r(t(P, t), p, t) for -p0 < P < Po and -r0 < r < t0. (6.9)
After substituting (6.7)-(6.9) into (6.4), we see that the derived operator of , evaluated at (w, A), can be expressed in the form D{p,x)=Sr'{w,X) = (/ -H\A) -(t2/p\)A{I -hiA) + t2M(P) + R(r), (6.10) where M(p) = -p.\{qP + cp2)A + pQ'(z) + p2C'(z), (6.11) ||*(t)|| = o(t2).
In order to determine the stability of w(P, r), we will use an implicit function theorem argument of McLeod and Sattinger [ 17] for -po < P < po and -f0 < x < t0 and *¥(13, x) e yV-1. The principle eigenvalue of D(p, r) is simple for |/?| + |t| sufficiently small (see [11] ). Thus, x2p\xb(P, x) correctly characterizes this eigenvalue. The constants p$ and fo will be defined later. Here, we present the necessary steps required to construct But for H € yV-*-, (6.17) implies that H = 0. Substituting H = 0 in (6.18), we find that h -0. Thus, 0 cannot be an eigenvalue of F'(0, b*, P*, 0), and F'(0, b*, /?*, 0) is invertible from N1-xyV -»yV1 xyV. The map, F, defined in (6.13)-(6.14) is analytic in b, p, and x. Moreover, since F(0, b*. P*, 0) = 0 and F'(0, b*. P*, 0) is invertible, by the implicit function theorem [7, p. 26] we have the following. There exists a neighborhood of (/?*, 0) in the form {-po, Po) x (-f0, f0) C (~p0, p0) x (-r0, to) and there exist analytic functions, b{P, r) and *¥{p, x), such that (i) b(P, 0) = qP + 2cp2 > 0 when P > P\-(ii) b{P, 0) = qP + 2c/?2 < 0 when p2 < P < P\-(iii) b{P, 0) = qP + 2cP2 > 0 when p < p2.
For |t| < x*, a sign change of b(P, x) can only occur at P = 0i(x) or P = /?2(t). It follows that for all |t| < x*, (i) b(P, x) > 0 for P\ (x) < p < p0, (ii) b{P,x) < 0 for p2(x) < p< y?,(r), (iii) b{p, x) > 0 for -p0 < P < p2{x).
The stability of w(p, x) is summarized in the following theorem. Theorem 2. Let w(p, x) be a solution of (*) in the form (6.7). Let P\(x) and p2(x) denote the solutions of (6.21) for |t| < x*. For every |t| < x* and -po < P < po, (a) w(p, x) is stable for P\ (x) < P < po, (b) w(p, x) is unstable for p2(x) < P < P\{x), (c) w(P, x) is stable for -p0 < p < p2{x). Remark. Suppose w(P, x) is a solution satisfying (c) in Theorem 2 and that P = P2 -8 e (-/?o. /^(t)) w^h d > 0. From (6.9) we have t(P,x) = -q2/(4c) + o(\S\) + o(\x\).
It follows that for 6 > 0 and x sufficiently small, t(P,x) < 0. By Theorem 2, the corresponding solution, w(p, x), is subcritical and stable. We have shown that when the initial curvature, K, of the shell is small, one can introduce a new parameter, r (proportional to \/~K), in addition to the usual load parameter, X. The singularity at the branch point, [w, A) = (0, fx® + x2/$), can then be unfolded in such a way to yield both subcritical and supercritical stable solutions.
Although it is not known whether the procedure discussed in Sections 4 and 5 will yield all solutions of small norm which branch from the trivial solution of (*), we can say the following. Among those solutions in the form of (5.16), the axisymmetric solutions (given by (6.7)), are the only stable ones. This is due to the fact that for small t, the critical buckling load, Xc, is of the form, Xc -^ + t2/^?, an^ the corresponding bifurcating solutions are axisymmetric. Hence, these solutions are also stable in X. By a remark in Section 6, all other bifurcating solutions are unstable.
One should be cautious in attempting to extend these results to situations in which K is not small, since the shallow cap approximation would no longer be valid. 
