Advances in marker--less motion capture technology now allow the accurate replication of facial motion and deformation in computer--generated imagery (CGI). A forced--choice discrimination paradigm using such CGI facial animations showed that human observers can categorise identity solely from facial motion cues. Animations were generated from motion captures acquired during natural speech, thus eliciting both rigid (head rotations and translations) and nonrigid (expressional changes) motion. To limit interferences from individual differences in facial form, all animations shared the same appearance. Observers were required to discriminate between different videos of facial motion and between the facial motions of different people. Performance was compared to the control condition of orientation--inverted facial motion. The results show that observers are able to make accurate discriminations of identity in the absence of all cues except facial motion. A clear inversion effect in both tasks provided consistency with previous studies, supporting the configural view of human face perception. The accuracy of this motion capture technology thus allowed stimuli to be generated which closely resembled real moving faces. Future studies may wish to implement such methodology when studying human face perception.
Introduction
The mechanisms involved in facial identity recognition have been widely studied in both psychology (Burton, Wilson, Cowan & Bruce, 1999; Bindemann, Attard, Leach & Johnston, 2013) and neuropsychology (Pitcher, Walsh, Yovel & Duchaine, 2007; Rhodes, Michie, Hughes & Byatt, 2009; Solomon--Harris, Mullin & Steeves, 2013) . While these investigations have been highly informative, many of them utilise static stimuli such as photographs, line drawings or CCTV images. Human faces however are intrinsically dynamic (Calder, Rhodes, Johnson & Haxby, 2011) . For example, verbal communication and emotional expressions occur via spatially distorting specific facial muscles. It is this continuous series of facial movement that provides an abundance of information necessary for all aspects of social cognition (Krumhuber, Kappas & Manstead, 2013; Stoesz & Jakobson, 2013; Knappmeyer, Thornton & Bülthoff, 2003) . Knight and Johnston (1997) were among the first to consider how movement influences the identity recognition of contrasted--reversed famous faces. They found accuracy to improve only when faces were displayed dynamically relative to a single static image. Later studies implementing other types of impoverished stimuli (threshold processed videos, blurred/pixelated clips or limited frame sequences) also report a beneficial effect of motion during familiar face recognition (Lander, Bruce & Hill, 2001; Lander & Bruce, 2000; Lander, Christie & Bruce, 1999) .
It suggests that motion provides three--dimensional (3D) information concerning face structure, but also prompts the recognition of idiosyncratic movements during sub--optimal viewing conditions (O'Toole, Roark & Abdi, 2002) . Others argue that this does not necessarily reflect a true dynamic effect though, and recognition might actually improve because the number of static frames contained within a moving sequence increases (Lander & Chuang, 2005) . Lander, Christie and Bruce (1999) have however shown that when the same frames were displayed either as a static array or animated sequence, identity recognition was still significantly higher for the moving sequence.
Running head: Identity from Facial Motion 4 Several investigations have sought to examine which features of facial movement drive this increase in perception. Faces move in rigid (transient changes in head orientation) and nonrigid (expressional changes) manners. Both these categories appear to improve identity recognition (Bruce & Valentine, 1988) . Pike, Kemp, Towell and Phillips (1997) required participants to learn unfamiliar faces from static pictures (single and multiple sequences) or dynamic clips exhibiting rigid movement. At test, a single image was shown and the task was to decide if the face was present in the previous learning phase. The authors found identity recognition was more accurate for faces initially presented as rigid motion sequences. Similarly, Thornton and Kourtzi (2002) observed a matching advantage for prime images of nonrigid motion (short video sequences) relative to a single static image. The benefit of nonrigid motion appears to exist regardless of task type (sequential matching versus visual search) or viewpoint (Pilz, Thornton & Bülthoff, 2006) .
Others have failed to observe advantages for faces viewed in motion over static pictures (e.g., Lee, Habak & Wilson, 2010; Bonner, Burton, & Bruce, 2003; Lander & Bruce, 2003) . Christie and Bruce (1998) found no improvement in the recognition of unfamiliar faces exhibiting rigid motion (shaking and nodding) compared to multiple static views. Lander and Chuang (2005) later replicated this finding using degraded movies of familiar and famous faces moving rigidly. Discrepant data could reflect an experimental bias caused by testing different age groups. For example, younger adults performed better than older adults when matching a learned dynamic (rigid or nonrigid) face to a static test image (Maguinness & Newell, 2014) . Otsuka et al., (2009) suggests that adults benefit less from motion as their perceptual abilities are already optimal. In younger participants however, face processing systems are less developed and need the additional data that facial motion provides.
Alternatively, the type of stimuli implemented across studies could contribute to inconsistent findings. Many use unnatural stimuli such as edited videos of image sequences (e.g., Lander & Bruce, Running head: Identity from Facial Motion 5 2003) or synthetic faces depicting computer--stimulated motion (e.g., Lee, Habak & Wilson, 2010) .
These representations of facial movement may not fully capture the mechanisms underlying its perception (Schultz & Pilz, 2009) . Those who do utilise naturalistic videos often do not control for irrelevant non--motion data or residual spatial cues. For example, Lander and Bruce (2000) displayed video clips of people sometimes shown from the waist upwards. The addition of such information could confound perception.
To address this, Hill and Johnston (2001) first described a method to explore motion--based information independently of other cues. Facial animations were generated by applying the motion captured from twelve actors to the same 3D CGI face. The technique also allowed the authors to separate rigid and nonrigid motion, thus evaluating their contributions to the categorisation of identity and gender respectively. These stimuli have since been successfully implemented in other studies examining the discrimination of individual faces (O'Brien, Spencer, Girges, Johnston & Hill, 2014; Spencer, O'Brien, Johnston & Hill, 2006) , viewpoint dependence (Watson, Johnston, Hill & Troje, 2005) and neural correlates of facial motion perception within the visual cortex (Girges, Wright, Spencer & O'Brien, 2014) .
The current study builds upon the work of Hill and Johnston (2001) who used animations derived from marker--based motion capture. Here, recent developments in marker--less technology were exploited to generate accurate and realistic models of facial movement. Simultaneous sequences of rigid and nonrigid motion were recorded from real actors and applied to a CGI face. To assess these stimuli, participants completed two tasks. In a video discrimination paradigm, a target video had to be matched to two subsequently presented animations. One was of the same target, the other a completely different foil animation. In the identity discrimination condition, the same experimental format was used. However, the two options were either of the original actor reciting another poem or a completely different actor. The task was to choose the same actor. As the appearances of Running head: Identity from Facial Motion 6 animations were identical to each other, judgments were based solely on differences in motion patterns. If facial motion is indeed a cue for identity, these tasks should be completed with minimum error rates.
Facial motion captures were also presented upside down. Inversion paradigms affect static face recognition by disrupting configural processing and early structural encoding of facial features (Valentine, 1988; Itier & Taylor, 2002) . A similar effect has been found for moving faces, in which inversion impairs the ability to accurately discriminate gender and identity (Hill & Johnston, 2001 ).
While such data suggests facial motion is perceived configurally, others argue it utilises part--based processing and therefore by--pass the inversion effect (e.g., Knappmeyer, Thornton & Bülthoff, 2003; Xiao, Quinn, Ge & Lee, 2012) . Due to such mixed findings, we aimed to investigate this further within the current study.
Methods

Participants
Ethical approval was obtained from Brunel University. Twenty individuals (6 male, 14 female, mean
age = 33.45 years, range = 23 -- 58 years) with normal or corrected--to--normal vision took part.
Eighteen participants were right handed, and 2 participants were left handed (or ambidextrous).
None of the sample had any history of neurological or psychological disorders. Participants were given a description of the study and written informed consent was obtained. They were debriefed after the experiment was terminated. No reimbursement was given.
Stimuli creation
Fifteen non--professional human actors (7 male, 8 female) recited extracts from 6 short novelty poems (total of 90 different performances). Each poem contained similar number of words and took approximately the same time to read. The extracts ranged in emotional content, therefore eliciting a Running head: Identity from Facial Motion 7 variety of different natural facial expressions (nonrigid motion), mannerisms, head movements (rigid motion) and speech. Before recording, actors had a practise trial run to ensure they were familiar with the content and spoke clearly, fluently and at an even pace.
A Kinect for Windows v2 sensor and Software Development Kit (SDK) captured the facial motion in 3D without the use of facial markers. The device featured an RGB camera (8--bit VGA resolution, 640
x 480 pixels) with a Bayer colour filter and both infrared and monochrome CMOS depth sensors (11--bit depth VGA resolution, 640 x 480 pixels, 2,048 levels of sensitivity). As the sensor captured the 3D motion, images were reconstructed (via Light Coding scanner systems) and directly live streamed into a motion tracking software (FaceShift Studio 1.1 -- www.faceshift.com) at 30 fps (Fig  1) . Motion was tracked in real--time ensuring high accuracy. Offline, each complete performance was imported into a 3D CGI rendering and animation application (Blender 2.66 -- www.blender.org) as a .bvh file. These files contained 35 motion data points representing major facial regions (eyes, nose, chin, mouth, forehead, cheeks and ears). These points were all connected to a common reference point (neck bone) which controlled any rigid motion present in the motion sequence. The reference point also preserved the relative spatial structure between each point so that they all moved correctly in relation to one another. The motion data was then 'parented' to a greyscale computer--generated 3D face model 1 to begin the rigging process (Fig  2) . Before this could happen, each individual motion point had to be readjusted to fit the computer--generated face. This was done by visual realignment and using a technique called 'snapping' which placed each point on the surface of the models skin. Once attached, the points essentially pulled and distorted the face into the specified motion pattern originally recorded from the Kinect Sensor (Fig  3) . Any performances which did not map correctly onto the CGI faces or contained many artefacts were discarded from the database (although this was not the case here).
Fig 2 about here
The greyscale face model was used for all 90 performances, allowing motion--based information to be measured independently from spatial cues. The appearances of all motion capture faces were identical to each other and only differed in the way they expressed motion. Each animation was encoded in h.264 format as an MP4 file. An orientation--inverted version of each animation was produced by rotating the stimuli along a 180 degree axis. None of the stimuli contained audio information. (left or right) were present in both trials. A similar format was used for the second condition, in which participants were required to discriminate between different identities of facial motion. A single facial animation was selected at random and its presentation was followed by another two animations. One was of the original actor reciting a different poem (target), and the other was of a completely different actor reciting any poem (foil). Using characteristic mannerisms and individuality of movements, participants had to discriminate which animation (left or right) represented the same individual from the first presentation.
All observers viewed the same combination of videos across trials. Male and female performances
were not intermixed within the same trial to avoid indirect judgments based on gender. Each task (video or identity discrimination) was carried out using upright and orientation--inverted stimuli. The order of conditions was counterbalanced across participants to avoid familiarity effects, boredom or fatigue influencing the behavioural data.
To ensure maximal attention to the stimuli throughout the testing period, attention--control trials were also included. This provided a conservative criterion for rejecting any data where there was a possibility of non--perceptual factors (fatigue, intermittent confusion) influencing the responses . Attention--controls occurred on every eighth trial in all conditions, and were presented in a similar format as experimental trials. A single facial motion was displayed.
Immediately after, the same video was shown again plus an orientation--inverted animation.
Participants had to state which video (left or right) was present in both trials. As the orientation of one test stimuli was inverted, it could be excluded as a correct answer. Participants were aware that these manipulations would indicate the correct answer. The responses to these trials were not Running head: Identity from Facial Motion 11 included in any subsequent analysis. All participants completed these trials without error, therefore no data were discarded.
Statistical analysis
A one--sampled t--test (test value = 10.5) was applied to the data to ensure all participants performed above chance level. A repeated measures ANOVA was then used to observe any main effects of task
type (video, identity) and orientation (upright, orientation--inverted). Post hoc (paired samples t--test)
tests were applied where appropriate. indicate an inversion effect present in our sample. There was also a significant interaction between task type and orientation, F (1, 19) = 32.51, p = 0.001, np 2 = .44. A larger inversion effect occurred for identity discrimination tasks compared to video discrimination tasks.
Results
Discussion
Building upon the pioneering work of Hill and Johnston (2001) , recent developments in marker--less technology were exploited to generated models of facial movement. Simultaneous sequences of rigid and nonrigid motion (including eye--gaze and blinks) was recorded from real people and applied to a CGI display. These animations were used to evaluate motion--specific contributions in the categorisation of identity.
Recognition from facial motion
Consistent with our hypotheses, participants were able to distinguish between different facial While these hypotheses describe two different ways in which facial motion contributes to identity judgments, it does not mean that they are strictly exclusive for a specific type of recognition. Rather, they are interlinked. There is some neuroimaging evidence to support this conclusion. Encoding new views of an individual has been thought to operate within the fusiform gyrus (Longmore, Liu & Young, 2008) , while identifying characteristic motion takes place within a portion of the superior temporal sulcus (Longmore & Tree, 2013) . Past studies have shown both regions to be collectively active during facial motion perception (Furl et al., 2010; Schultz & Pilz, 2009) . It is unclear though whether ventral--temporal areas are showing a true dynamic response, or are simply sensitive to the static information contained within motion sequence (Schultz et al., 2013) .
As with static face perception, inverting the stimuli significantly reduced participants' ability to discriminate video sequences or recognise the faces of different individuals. This was particularly true for judgments concerning facial identity, perhaps reflecting task complexity. To successfully discriminate different identities, participants had to perceive characteristic mannerisms, which
would have been more difficult to do when the animations were inverted. It seems that the inversion effect is sensitive to task type and what information must be extracted. Many pre--existing studies report similar inversion effects with dynamic stimuli (Longmore & Tree, 2013; Watson et al., 2005) . Observers were poor on tasks requiring them to judge the gender of an inverted dynamic face (Thornton, Mullins & Banahan, 2011) . It suggests motion information is processed configurally by a system tuned to upright faces, rather than by extraction of low--level cues (Hill & Johnston, 2001; Watson, Johnston, Hill & Troje, 2005) .
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In contrast, facial motion might utilise part--based processing and bypass the disruption caused by inversion. Indeed, a less pronounced inversion effect has been observed when faces are shown dynamically (Knappmeyer, Thornton & Bülthoff, 2003; Lander, Christie & Bruce, 1999; Hill & Johnston, 2001 ). More recent investigations using composite faces also support the featural influence hypothesis of facial motion perception. Xiao, Quinn, Ge and Lee (2012) found that the upper and lower portions of composite faces were processed in a part--based manner, allowing participants to identify the test faces more accurately. Xiao, Quinn, Ge and Lee (2013) later replicated and extended these findings, reporting a smaller composite effect for elastic (non--rigid) facial motion. The current data is evidently mixed and further clarification is needed. It may be that dynamic faces are still subjected to the inversion effect, but the addition of motion minimises the disruption.
Comparison of methodology with other approaches
A handful of face perception studies implement dynamic stimuli inspired by the Facial Action Coding System (FACS; Ekman & Friesen, 1978) . FACS quantifies all possible facial muscle expressions and decomposes them into action units. Each unit is then plotted as a time course so that the spatiotemporal properties of local movements can be represented. This technique has been applied to motion--capture data to create highly controlled and meaningful facial animations (e.g., Curio et al., 2006; Dobs et al., 2014) . The advantage here is that facial motion is annotated accurately and precisely with reference to underlying muscle activations. It is also easy to retarget motion onto any face model that uses the same semantic structure (Curio et al., 2006 ). Yet, these FACS derived animations typically present only nonrigid motion -- that is, facial expressions without changes in viewpoint. Head position and orientation however represent a powerful cue, especially with reference to identity recognition (e.g., Hill & Johnston, 2001) . The stimuli we present may therefore be more suitable when studying face perception.
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Further, marker--based motion capture records data from a pre--defined set of facial points. Because of this, subtle or extremely implicit facial movements occurring in other 'un--marked' areas are disregarded. The method described here minimises such issue. Motion in all face regions was recorded resulting in extremely detailed and naturally fluid animations. As the animations closely resembled real human facial movement in the absence of spatial cues, it is possible to generalise the current data to faces in real life. Indeed, there is evidence that synthetic and natural faces are processed by similar neural mechanisms (but see Han et al., 2005) . Moser et al., (2007) demonstrated that avatars elicit similar patterns of activation to human faces, particularly in the emotion--sensitive amygdala.
As a side note, viewing such motion--rich stimuli could explain why some observers performed at ceiling in all but one condition (orientation--inverted identity discrimination). Stimuli high in detail would provide much information concerning identity, which in turn would facilitate perception. On the other hand, this could reflect aspects of our task design. Stimuli were presented consecutively without delays and participants were asked to make their decision immediately after each trial. This decrease in working memory could have evoked superior levels in face recognition (Weigelt, Koldewyn & Kanwisher, 2013) .
Limitations and future directions
While the current data indicates a significant ability in categorising identity from facial motion, it is possible that observers could do this just as easily with multiple static frames or snapshots of different head positions (Lander & Chuang, 2005) . We are disinclined to accept this view however as others have shown it is the dynamic quality of motion, rather than the amount of static information, that is crucial for recognition (Lander & Bruce, 2000) . For example, Lander, Christie and Bruce (1999) report identity recognition was better with moving sequences relative to a static array even though both stimuli contained the same amount of frames.
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Moreover, several papers have attempted to discover which aspect of facial motion contributes to recognition. Unfortunately they provide mixed results. Hill and Johnston (2001) suggest it is head rotations/translations which are useful when categorising identity. However, at least three research groups have shown no advantage for rigid motion compared to static images (e.g., Habak & Wilson, 2010; Lander & Bruce, 2005; Christie & Bruce, 1998) . As rigid and nonrigid motion cues were not separated within the current study, we cannot comment on what aspect is driving the performance here. Of course, it may be that perception is facilitated by a combination of both cues.
In real life, changeable facial expressions and head movements are encountered simultaneously rather than in isolation. Supporting this assumption, Maguinness and Newell (2014) report motion facilitates face learning across changes in both viewpoint (rigid) and expression (nonrigid).
Future studies are encouraged to extend this experiment by implementing conditions which compare performances based on rigid motion, nonrigid motion and combined motion cues. This would facilitate our understanding of what type of facial movement is facilitating its perception.
In addition, the stimuli method could be applied to the study of emotion recognition. It has been previously shown that dynamic presentations aid recognition, yet these conclusions are derived from implied or morphed videos (Bould & Morris, 2008; Puce, Allison, Bentin, Gore & McCarthy 1998 ). Implementing such facial motion captures would significantly help in fully understanding the underlying mechanisms.
Conclusion
Taken together, we provide a new method to create facial motion stimuli that is free from surfaced--based visual cues yet is still realistic and accurate. While similar to those used by Hill and Johnston (2001) , the current marker--less animations contain much more detail and move more naturally.
From the use of such advanced stimuli, we have shown that adult observers are able to perceive facial motion and can use it to make sensible categorisations concerning unfamiliar facial identities.
As such discrimination is of a social nature, we provide further evidence that facial motion has a prominent role in social cognition. The data also supports the configural view of human face perception. 
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