In transport barriers, particularly H-mode edge pedestals, radial scale lengths can become comparable to the ion orbit width, causing neoclassical physics to become radially nonlocal. In this work, the resulting changes to neoclassical flow and current are examined both analytically and numerically. Steep density gradients are considered, with scale lengths comparable to the poloidal ion gyroradius, together with strong radial electric fields sufficient to electrostatically confine the ions. Attention is restricted to relatively weak ion temperature gradients (but permitting arbitrary electron temperature gradients), since in this limit a δf (small departures from a Maxwellian distribution) rather than full-f approach is justified. This assumption is in fact consistent with measured inter-ELM H-Mode edge pedestal density and ion temperature profiles in many present experiments, and is expected to be increasingly valid in future lower collisionality experiments. In the numerical analysis, the distribution function and Rosenbluth potentials are solved for simultaneously, allowing use of the exact field term in the linearized Fokker-Planck-Landau collision operator.
In transport barriers, particularly H-mode edge pedestals, radial scale lengths can become comparable to the ion orbit width, causing neoclassical physics to become radially nonlocal. In this work, the resulting changes to neoclassical flow and current are examined both analytically and numerically. Steep density gradients are considered, with scale lengths comparable to the poloidal ion gyroradius, together with strong radial electric fields sufficient to electrostatically confine the ions. Attention is restricted to relatively weak ion temperature gradients (but permitting arbitrary electron temperature gradients), since in this limit a δf (small departures from a Maxwellian distribution) rather than full-f approach is justified. This assumption is in fact consistent with measured inter-ELM H-Mode edge pedestal density and ion temperature profiles in many present experiments, and is expected to be increasingly valid in future lower collisionality experiments. In the numerical analysis, the distribution function and Rosenbluth potentials are solved for simultaneously, allowing use of the exact field term in the linearized Fokker-Planck-Landau collision operator.
In the pedestal, the parallel and poloidal flows are found to deviate strongly from the best available conventional neoclassical prediction, with large poloidal variation of a different form than in the local theory. These predicted effects may be observable experimentally. In the local limit, the Sauter bootstrap current formulae appear accurate at low collisionality, but they can overestimate the bootstrap current near the plateau regime. In the pedestal ordering, ion contributions to the bootstrap and Pfirsch-Schlüter currents are also modified.
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I. INTRODUCTION
Neoclassical effects in a plasma -the flows, fluxes, and currents determined by collisions in a toroidal equilibrium in the absence of turbulence -set a minimum level of radial transport 1,2 . In transport barriers -the pedestal at the edge of an H-mode or internal transport barriers -neoclassical effects are particularly important for several reasons. First, the pressure gradient driven flows and bootstrap current (thought to be determined or at least strongly influenced by neoclassical physics even in the presence of turbulence) become large due to the small radial scale-lengths. Second, turbulent radial transport is reduced, so neoclassical radial transport becomes more relevant. Both the flows and bootstrap current will affect the global stability of the transport barrier region. For example, to predict whether given plasma profiles are stable to Edge Localized Modes (ELMs) and to predict the nature of such ELMs 3 , accurate calculation of the bootstrap current is essential.
However, conventional neoclassical calculations are not formally valid in the pedestal. The reason is that in conventional neoclassical calculations, the main ion distribution function f i is expanded in an asymptotic series is the ion mass, and c is the speed of light. In the pedestal, r ⊥ is observed to be comparable to ρ θ in present experiments. In particular, the density gradient scale length is generally comparable to ρ θ . (For this discussion it does not matter whether r ⊥ actually scales with ρ θ .)
The first two terms in the asymptotic series f Mi and f 1 are then of comparable magnitude, so the asymptotic approach breaks down. In the conventional case, the orbit width (∼ ρ θ ) is thin compared to the equilibrium profiles, so neoclassical effects are radially local: the flows on a given flux surface depend only on the physical quantities and their radial gradients at that surface. However, in a transport barrier where the ion orbit width is not small relative to the equilibrium scales, the ions will sample a range of densities and temperatures during their orbits. Accordingly, ion flows on a given flux surface are influenced by equilibrium parameters from neighboring flux surfaces that lie roughly within a poloidal gyroradius.
Thus a radially global (i.e. nonlocal) calculation is required for the ion physics. A nonlocal calculation is unnecessary for electrons since their orbit widths are m e /m i times smaller than ion orbit widths, but the electron distribution is nonetheless modified due to collisions with the modified ion distribution 4 .
In the conventional local theory, a natural scale separation exists between flows within a flux surface, which are first order in the ρ θ /r ⊥ ≪ 1 expansion, and radial transport fluxes, which are second order in this expansion. This scale separation at least partially breaks down in the pedestal, and radial transport fluxes compete with flux surface flows, even within a purely neoclassical framework. Our work includes this important effect, which strongly impacts the resulting flux surface flows.
It is harder experimentally to measure the local bootstrap current density than to measure the plasma flow. Since the current is just the difference in ion and electron flows, validation of neoclassical flow calculations would give confidence in bootstrap current predictions. Impurity and main-ion flows have been measured and compared with neoclassical predictions in several experiments, with mixed results [5] [6] [7] [8] [9] [10] [11] [12] . Neoclassical theory makes an absolute prediction for the poloidal flow but not the toroidal or parallel flows, since the latter are a function of dΦ 0 /dψ, and this radial electric field cannot be determined within the lowest-order axisymmetric theory 13 . (Here, 2πψ is the poloidal flux.) The poloidal flows are largest in the steep-gradient transport barrier regions, yet these are precisely the regions in which the theory breaks down. For this reason as well, an improved nonlocal calculation of flows is sought to compare with measurements.
Even in the limit of small collisionality, the form of the collision operator is crucial for determining the neoclassical flows, fluxes, and current. The collision operator rigorously derived from first principles is the Fokker-Planck-Landau operator 14 . In much analytic and numerical work, however, simpler "model" collision operators are used instead In recent years, a number of numerical efforts have been undertaken to compute nonlocal neoclassical effects in transport barriers. Most of these efforts have used the particle-incell (PIC) approach [29] [30] [31] [32] [33] [34] [35] [36] [37] . PIC and continuum codes have differing treatments of collisions and boundary conditions, and face different numerical resolution challenges, so it is good practice to develop both approaches to verify they yield the same physical results. Some investigations of neoclassical effects have been begun in global continuum codes [38] [39] [40] , but these codes use approximate collision models and are ultimately designed for turbulence studies, and very different algorithms have been used than the ones we use here.
In this work, we present a new approach to computing global neoclassical effects. A continuum (Eulerian) framework is used, including the exact linearized Fokker-PlanckLandau collision operator. Our approach includes a general prescription for extending a local neoclassical code to incorporate nonlocal effects in a numerically efficient manner, by making such a local calculation the inner step of an iteration loop. Several terms related to the electric field must first be added to the local code, since in the pedestal these terms cannot be neglected.
Our approach is not completely general, for while we allow the ion density scale length r n to be ∼ ρ θ , we require the ion temperature scale length r T i be > ρ θ . The electron temperature scale length r Te may be either ∼ ρ θ or > ρ θ . The ordering r T i > r n is satisfied in the pedestal on many present tokamaks, including DIII-D, JET, ASDEX-U, NSTX, and MAST 45, 47 suggest r T i resists becoming as small as ρ θ when collisionality is low, while r n and r Te are not similarly constrained. This suggests that future experiments with higher pedestal temperatures and lower collisionalities may increasingly satisfy r T i > r n .
The entropy argument is based on a more careful version of the asymptotic analysis above, showing that while r T i ∼ ρ θ would require f i to depart strongly from a Maxwellian flux function, the same need not be true if r Te ∼ ρ θ or r n ∼ ρ θ . Collisionless orbits radially average the ion temperature within a poloidal gyroradius, preventing strong ion temperature variation, while the density is not similarly averaged due to electrostatic confinement. The strong temperature gradient case for general collisionality requires use of the full nonlinear Fokker-Planck-Landau collision operator, giving rise to a kinetic equation that is nonlinear in f i . In the weak-T ′ i case we consider, we will show it is still appropriate to expand about a Maxwellian flux function f Mi and use the linearized collision operator. The E × B-drift nonlinearity associated with the poloidal electric field also becomes negligible, making the collisionless part of the kinetic equation linear in δf = f i − f Mi . The full-f strong-T ′ i case will be considered in future work. Any more general full-f nonlinear code must be able to accurately reproduce the weak-T ′ i limit, and since expansion about a Maxwellian is useful both numerically and analytically, it is worth understanding this limit in detail.
Another simplification in this work is that we assume B θ ≪ B, separating ρ θ from the gyroradius ρ = v i /Ω scale. Without this approximation, the desired ordering r ⊥ ∼ ρ θ would then imply the equilibrium varies on the ρ scale, so a drift-kinetic description would not be possible. This is not a serious limitation and is well-satisfied for the edge region, which is characterized by large safety factors.
The primary finding in this work is that the ion flow is significantly altered in magnitude and direction relative to the prediction of local theory, and in particular, the flow's poloidal variation is qualitatively different. The poloidal variation of the flow is effectively determined by the requirement that the total flow be divergence-free. In conventional theory, the total flow is approximately given by a sum of parallel, diamagnetic, and leading-order E × B components, implying the poloidal flow must vary on a flux surface as B θ . However, in the pedestal, two other contributions to the flow divergence grow to become leading-order terms: the E × B flow of the poloidally-varying part of the density, and the radial variation in particle flux. As a result, the coefficients that multiply the ion temperature gradient in the parallel and poloidal flow are no longer equal, the poloidal flow no longer varies as B θ , and the flow may change magnitude and sign relative to the local prediction. These effects may be important to consider in any comparison between experimental flow measurements in the pedestal and neoclassical theory 11, 12 . We present the details of one calculation of these effects at experimentally relevant aspect ratio and collisionality, considering a single ion species.
In the following section we review the relevant aspects of local neoclassical theory. At the core of our global solver is a local solver, so in the next section we discuss in detail the local solver used. New comparisons to reduced analytic models are presented. Section IV then discusses a δf formulation for the global neoclassical problem in a transport barrier with a strong radial density gradient. Changes to the structure of the flow are discussed in section V, and changes to the Pfirsch-Schlüter and bootstrap currents are calculated in section VI. Even in the δf formulation, the kinetic equation is challenging to solve by direct numerical methods, so section VII introduces the operator-splitting initial-value-problem approach which reduces the dimension of the numerical problem to solve. Section VIII discusses the need for a sink term in the model and describes the sinks used. Results are presented in section IX, and we conclude in section X.
II. DEFINITIONS AND LOCAL THEORY
In the local case, the ion distribution function f i is approximately a Maxwellian with constant density n i (ψ) and temperature T i (ψ) on each flux surface:
To next order, 
Here, 
where x = v/v i . We ignore the O( m e /m i ) correction introduced by ion-electron collisions.
It is sometimes convenient to apply the identity
, where I equals the toroidal field B ζ times the major radius R, to rewrite (1) as
Here, F = −(Iv || /Ω)∂f Mi /∂ψ, and
Only a T i gradient can drive g, not gradients in n i or Φ 0 . This result follows from C i {v || f Mi } = 0, so the dp i /dψ and dΦ 0 /dψ terms in (2) disappear entirely from C i {F } and from (3).
Once f i is found, the two moments of greatest interest are the radial heat flux
and the parallel flow
Here, k q and k || are dimensionless coefficients defined by the right equalities in (5)- (6), ǫ is the inverse aspect ratio, and brackets denote a flux surface average:
for any quantity A where
dℓ θ is the poloidal length element, V ′ = dV /dψ, and 2πV (ψ) is the volume enclosed by the flux surface. Also,
frequency with ν i the Braginskii ion collision frequency. The definition for k q in (5) turns out to be convenient as k q then has a finite limit as ǫ → 0 and collisionality → 0.
It can be shown using the following argument that the parallel flow must have the form (6) with k || constant on a flux surface. First, apply the operation
annihilates the linearized collision operator terms by particle conservation. Pulling ∇ || in front of the velocity integrals, the boundary term from the upper limit of the dµ integral vanishes in the σ sum, leaving B∇ || ( d 3 v v || g/B) = 0, and so d 3 v v || g = n i XB where X is constant on a flux surface. Then applying n (4), and noting the last term in (2) vanishes in the v integral, the flow must have the form
Recalling g ∝ dT i /dψ, and normalizing X by convenient constants, then the form (6) results with k || constant on a flux surface. The form (9) can also be understood from a fluid perspective, as follows. First, the leading-order perpendicular flow is
Together with the mass continuity relation ∇ · (
∇ζ for toroidal angle ζ (which follows from B = ∇ζ × ∇ψ + I∇ζ), this implies (9) . The constancy of k || on a flux surface may be used as a test for any numerical scheme.
The constant k || may also be understood as the magnitude of the poloidal flow
This result arises because the E × B and diamagnetic perpendicular flows cancel the dp i /dψ and dΦ 0 /dψ terms in (6) when the poloidal component is formed, leaving only dT i /dψ to drive poloidal flow. The coefficient k || arises again in the dT i /dψ contribution to the parallel current, as will be shown in Section VI:
Here, σ neo , L 31 , L 32 , and L 34 (defined in Section VI) are coefficients determined by the magnetic geometry and electron collisionality, affected by the ions only through the ion charge Z.
The linearized Fokker-Planck-Landau operator for ion-ion collisions, needed to solve (1) or (3), may be written
where
is the Lorentz operator, and ξ = v || /v. Also, H and G are the non-Maxwellian corrections to the Rosenbluth potentials, defined by ∇
The last three terms in (11) (those following 3e −x 2 ) together form the "field part" of the operator. While historically this part of the operator is often replaced with ad-hoc models, here we retain the exact field terms.
The concise form (11) of the field operator is derived in Eq. (7) of Ref. 54 , and it is exactly equivalent to the full linearized Fokker-Planck-Landau field operator.
III. LOCAL SOLVER
The basic approach to solving the kinetic equation (1) with the full field operator is to treat H and G as unknown fields along with the distribution function g, and to solve a block linear system for three simultaneous equations: the kinetic equation and the two Poisson equations that define the potentials. Figure 1 illustrates the structure of this linear system.
The approach is similar to the innovative method described in Ref. 28 
is a function of two phase-space variables, whereas in the analysis here we wish to keep the collisionality general, which means g depends on three or four phase-space variables (in the local and global cases respectively.)
We may solve either (1) for f 1 or (3) for g. The operator and matrix are the same for the two approaches, but the right-hand side vector (the inhomogeneity) is different.
The equivalence of the distribution functions obtained by the two approaches is another useful test of convergence. For the second approach, the inhomogeneous term in (3) may be evaluated explicitly:
Deriving this result amounts to evaluating of the boundary at large v, which can be understood as follows. The distribution function will be within machine precision of zero for v > 6v i , so it is wasteful to store g for this v region.
However, H and G scale as powers of v rather than as e −(v/v i ) 2 , so they remain nonnegligible even for v > 6v i . (In fact, for general g, G increases with v.) However, with a Legendre
, we may exploit the fact that for v > v Max = 4 − 6 v i , the defining equation for H becomes ∇ The physical solutions have D ℓ = F ℓ = 0 (see e.g. (45) of [14] ), leaving one homogeneous and one particular solution. To accommodate both solutions requires a second order equation as a boundary condition. Writing
, and inserting
, giving the boundary condition
The other boundary conditions applied are as follows: While it seems essential to represent the pitch-angle dependence of the potentials using Legendre polynomials, the distribution function itself need not be discretized in the same way, and there are many options available for the other coordinates, so a range of different discretization schemes were investigated. A choice of piecewise Chebyshev spectral colocation and finite-difference methods of various orders were implemented for both the x and ξ grids. The spectral colocation approach is highly accurate for given grid resolution. However, as the matrix is denser in the associated coordinate for these approaches, the solver slows more rapidly compared to finite differencing as the grid resolution increases. Thus, for satisfactory numerical convergence, high-order finite-difference methods are often preferable in practice. For discretization in θ, finite-difference methods of various orders and spectral colocation as well as a sine/cosine modal representation have been implemented. The modal approach is extremely efficient for the simple concentric circular flux surface model, in which case the matrix is sparse in θ. However, for shaped geometry, the matrix becomes dense in θ for the modal approach, so the colocation approach is both more convenient and similarly ac-curate. In shaped geometry, despite the accuracy of the spectral approaches, finite-difference differentiation again typically gives satisfactory convergence in less time due to the sparsity of the matrix.
The linear system may be solved using a sparse direct algorithm; a Krylov-space iterative solver may be much faster, but convergence of the algorithm then requires an effective preconditioner. One successful preconditioner is obtained by eliminating the off-diagonal blocks in Fig. 1 as well as the off-diagonal-in-x terms in the energy scattering operator and boundary conditions. If high-order finite difference derivatives are used in x, convergence typically also requires that a constant ∼ ν ii be added to the diagonal of the kinetic equation.
We find the generalized minimum residual method (GMRES) does not converge consistently, while the stabilized biconjugate gradient and transpose-free quasi-minimal residual methods are more reliable.
Several issues regarding null solutions and symmetry properties of the distribution function are discussed in Appendix A. 
Several approximate analytic formulae are also plotted. The Chang-Hinton formula for the heat flux
and the formula of Sauter et al
apply to arbitrary aspect ratio, plasma shaping, and collisionality. (Note α in Ref. 25 equals −k || in our notation.) Taguchi's formula for the heat flux 
are applicable at arbitrary aspect ratio and shaping in the limit of small ν * . An expression equivalent to the latter result was also given previously in Eq. (28) 
As Figure 2 shows, (17) does a reasonable job of predicting the low-collisionality limit of k || .
The analytic result k || = 1.17 obtained using a momentum-conserving pitch-angle scattering model collision operator is indeed the limiting value for ν * → 0 and ǫ → 0 as expected, but ǫ must be < 0.01 for this value to be a good approximation. which is narrower at larger v due to the lower effective collisionality.
Another set of transport coefficients arise in the analysis of the electrons. The radial particle and electron heat diffusivity are ∼ m e /m i smaller than the ion heat transport and are always dominated by turbulent transport in practice, so we will not discuss them further. Of greater interest are the electrical conductivity and bootstrap current; these quantities are discussed in Section VI.
The distribution function obtained by the local solver has several noteworthy features.
In the ν * ≪ 1 limit, analysis shows the g piece of the distribution function should vanish in the trapped region of phase space 1,2 , and a boundary layer exists between the trapped and passing regions 58 . These properties are reproduced in the code, as illustrated in Figure 5 .
The thickness of this boundary layer increases with collisionality. Although the collisionality ν * is typically defined in terms of the thermal speed v i , each value of v in phase space effectively has its own collisionality given by ν D /(vǫ 3/2 b · ∇θ), with faster particles being less collisional. As shown in the figure, the boundary layer indeed grows narrower with v.
In Figure 5 .c, g at each v is scaled to go to 1 at ξ = 1 for clarity. Also notice in Figure 5 .a-b that g is nearly constant along particle trajectories, as it should be.
IV. GLOBAL KINETIC EQUATION
Under what circumstances does the ion distribution remain close to a Maxwellian flux function, i.e., is the approximation
The magnitude of the correction to the flux-function Maxwellian may be estimated from the local theory roughly as
Mi where r ⊥ is the scale length of variation in density and/or temperature.
In a pedestal, since ρ θ /r ⊥ ∼ 1, then f 1 ∼ f Mi and the neoclassical expansion breaks down.
However, a more careful estimate reveals there is a regime in which the near-Maxwellian assumption is still valid 59 . To define this regime, first write f Mi in an equivalent form:
and again W 0 = m i v 2 /2 + ZeΦ 0 is the leading-order total energy. Then the derivative ∂f Mi /∂ψ (at fixed W 0 ) that determines the magnitude of f 1 is
(equivalent to (2).) In this form, it is apparent that the magnitude of ∂f Mi /∂ψ is determined by r T and r η , the scale-lengths of T i and η, but not directly by r n , the scale-length of density.
Therefore f 1 /f Mi may be small compared to unity even when r n ∼ ρ θ as long as r T and r η are ≫ ρ θ .
This "weak-T ′ i pedestal" regime is the ordering 53, 59 we shall consider for the rest of the analysis: δ ≪ 1 where δ = ρ θ /r T , ρ θ /r η ∼ δ, and ρ θ /r n ∼ 1. This regime is useful for two reasons: the collision operator may be linearized, and, as we will show, the poloidal electric field may be decoupled from the kinetic equation, eliminating the E × B nonlinearity.
Therefore the kinetic equation is linear in f 1 . For r T ∼ ρ θ and/or r η ∼ ρ θ , a full-f nonlinear kinetic equation must be solved, retaining both the collisional and E × B nonlinearities.
Notice r η ≪ 1 implies the ions are electrostatically confined (dΦ 0 /dψ ≈ −[Zen i ] −1 dp i /dψ)
Due to this ordering for the electric field, the v E · ∇f i term in the kinetic equation, neglected in conventional neoclassical calculations, becomes comparable to the v || ∇ || f i streaming term. Therefore, although f 1 ≪ f Mi in the weak-T ′ i pedestal, conventional neoclassical results must still be modified. Now, consider the full-f drift-kinetic equation
where S represents any sources/sinks and C nl is the nonlinear Fokker-Planck-Landau opera- 
where the gradient acts at fixed µ and W . We make the ansatz Φ 1 ∼ δ Φ 0 and ∂Φ 1 /∂ψ ∼ δ dΦ 0 /dψ, and we will show shortly that these assumptions are self-consistent. We define f 1 by
change the independent variable from W to W 0 . Neglecting several Φ 1 terms that are small in δ,
The contribution from Φ 1 to v d · ∇θ is O(δ) smaller than the Φ 0 contribution, and ( where v E0 = cB −2 B × ∇Φ 0 . To evaluate Φ 1 we may use the adiabatic electron density response n e + (eΦ 1 /T e )n e , where n e (ψ) = Zn i (ψ) is the leading-order electron density, with quasineutrality to obtain
Hence, as f 1 ∼ δf Mi , the ordering ansatz for Φ 1 above is self-consistent. As both the collisional and E × B nonlinearities are thus formally negligible, (23) is completely linear.
Just as in the local case, it is convenient to define the collisional response part of the distribution function g using (4). Eliminating f 1 in (23) in favor of g, a pair of terms cancels. We also drop the resulting
Thus, we obtain
The advantage of this second form is that it makes clear that gradients in n i , Φ 0 , and/or η cannot affect the g part of the distribution function -only a T i gradient can drive g. The logic is the same as in the local case: C i {v || f Mi } = 0, so the only gradient surviving in the inhomogeneous drive term (13) is dT i /dψ. This property is obscured in the form (23) . While the independence of g from dn i /dψ and dΦ 0 /dψ was well known previously for the local case, it is noteworthy that this property persists in the weak-T ′ i pedestal case considered here 59 .
V. CHANGES TO FLOW STRUCTURE
Two noteworthy differences between the local and global analyses are that the parallel flow coefficient k || , as defined in (6) , no longer needs to be constant on a flux surface, and it no longer also describes the poloidal flow. To see the first of these points, we may apply the operation d 3 v to the kinetic equation (25) , as detailed in appendix B. The resulting mass conservation equation (ignoring sources) is
Recall from section II that in the local case, the v || term in (26) dominates the others,
This result was crucial for proving the constancy of k || on a flux surface, for the dT i /dψ term in the parallel flow is precisely d 3 v v || g. However, in the global case, (26) indicates that d 3 v v || g need not vary on a flux surface in proportion to B, so the proof for the constancy of k || breaks down.
These same results can be derived from a fluid perspective, making no reference to the drift-kinetic equation, starting instead from the fluid mass flow
|| . The equivalence of (27) and (28) follows from
which may be derived 1 using the more accurate drift v m = v
(This drift is identical to our earlier expression to leading order in β ≪ 1.) Notice b· (28) with (4) and
We now impose mass conservation ∇·Γ = 0, substituting (4) into (27) , applying B×∇ψ = IB − R 2 B 2 ∇ζ, and noting
Cancellations occur to leave
and The poloidal fluid flow V θ is found by computing V θ = Γ · e θ /n i , using (27) or (28) .
Plugging (4) into e θ ·(27), several cancelations occur, leaving
So far no terms have been dropped. We now order the terms using the orderings developed in Section IV. Using (Ze/T i )dΦ 0 /dψ ∼ 1/(RB θ ρ θ ) it can be verified that V 1 ∼ V 2 . It can also be verified that each term following
, and noting the quantities in square brackets cancel to leading order.
It remains to evaluate V 3 . The leading order contribution comes from the radial gradient of the integral of g, since only this derivative has the short scale length ρ θ . Thus, we obtain
In the local case, only the v || term arose in the analogous integral for V θ . In the pedestal we may define a normalized poloidal flow
so k θ → k || in the local limit. The property V θ ∝ dT i /dψ from conventional theory persists in the pedestal, due to (31) and g ∝ dT i /dψ.
VI. ELECTRON KINETICS AND PARALLEL CURRENT
The orbit width for electrons is ∼ m e /m i thinner than that of the ions, so direct finiteorbit-width effects for electrons may be neglected. However, the electrons are affected by modifications to the main ion flow. To demonstrate this point, and to show applications of the local Fokker-Planck code to electron quantities, we now analyze the electron kinetics.
Since the particle and electron heat transport are essentially always dominated by turbulent transport, we focus here instead on the neoclassical conductivity and bootstrap current.
Though the analysis below uses the pedestal ordering, conventional results for the parallel current are exactly recovered in the appropriate limit of the expressions derived here.
Using the gauge of Appendix C, the electron kinetic equation may be written
where v me is the electron magnetic drift, w = m e v 2 /2 − eΦ is an independent variable, and C e is the total electron collision operator. We assume f e ≈ f Me where
Then C e = C ee + C ei where C ee is equivalent to (11) but with ion quantities replaced by electron quantities,
v e = 2T e /m e , and τ ei = 3 √ m e T 3/2 e /(4 √ 2πn e Ze 4 ln Λ). We write f e = f Me exp(eΦ 1 /T e ) + m e v || V || f Me /T e + h and solve for h. We also make a change of independent variables in the kinetic equation to w 0 = m e v 2 /2 − eΦ 0 . Using (6), the leading terms in δ and m e /m i are
where Ω e = −eB/(m e c), h 0 is the first term in a series h = h 0 + h 1 + . . ., and the inductive term has been taken as higher order. The solution to (35) may be written h 0 = cIe −1 (h p dp/dψ + h Te n e dT e /dψ) where p = p e + p i , and h p and h Te are the solutions to
with Here, h E , h T i , and h Φ are the solutions of
Note in the local case, ∇ || k || = 0 so the last term in (40) vanishes and
operator, which is radially local in that ψ is merely a parameter, may be inverted numerically for the right-hand sides (36)-(37) and (39)-(41) just as described in Section III for the similar ion operator v || ∇ || − C ii . Then the parallel current is
Now consider the result of applying d 3 v = 2πm
This operation annihilates both the right-hand side and the collision operators in D e , leaving Putting the pieces together, the total parallel current is
where α is another flux function. Multiplying this equation by B, flux-surface averaging, and substituting the result back into (43), we obtain j || = cI B dp dψ
The dp/dψ term is the standard Pfirsch-Schlüter current, and the j || B term is the Ohmic and bootstrap contribution. However, the k || and n g terms are new in the global case, vanishing in the local case where k || is constant and |∇n e |ρ θ ≪ 1. We may write the Ohmic and bootstrap contribution as
where (45) is new, becoming negligible in the conventional case. For the local case of constant k || , where
is completely independent of all ion quantities except Z. figure 7 , the difference between our coefficients and those of Ref. 25 can lead us to predict a reduced total bootstrap current density in the pedestal for experimentally relevant plasma parameters when ν * e > 1. This difference is primarily due to our lower L 31 , which multiplies the large dp/dψ term. When ν * e < 1, our prediction for the total bootstrap current density becomes indistinguishable from that of Ref. 25 .
As with the flow, the total current vector j remains divergence-free in the pedestal ordering:
is the total diagonal anisotropic stress, including O(p)
and O(δp) terms. Equation (46) can be proved from (44) and (26) using (24), f e ≈ f Me + eΦ 1 f Me /T e , and (29).) Equation (46) indicates the new k || and n g terms in (44) arise for the same fundamental reason as the conventional Pfirsch-Schlüter current: a parallel current must flow to maintain ∇ · j = 0 given the perpendicular diamagnetic current. In the pedestal, the diamagnetic current associated with the poloidally varying pressure becomes large enough to modify the parallel current on the level of the dT i /dψ terms.
VII. GLOBAL NUMERICAL SCHEME
It is equally valid and equally numerically challenging to solve either (23) or (25) . For the rest of the analysis here we discuss the case of (25) for definiteness.
As we are interested in a narrow radial domain around the pedestal, we assume I, B, and ∇ || θ are independent of ψ for simplicity. These approximations are also convenient as they make v m · ∇θ = 0 exactly for our form of the drifts. For simplicity, we also take η and T i to be constant over the simulation domain. The one place where dT i /dψ must be retained is in the inhomogeneous term, since the drive is ∝ dT i /dψ. As the kinetic equation is linear, g may be normalized by dT i /dψ, while every other appearance of T i is treated as a constant.
Both versions of the global kinetic equation (23) and (25) resemble their local counterparts (1) and (3), but with the additional v d0 ·∇ term in the unknown. Due to the radial derivative in this term, the radial coordinate no longer enters the kinetic equation as a mere parameter, meaning the problem is now four-dimensional: g = g(ψ, θ, µ, W 0 ). In these original variables, d) We predict somewhat lower current density at the real collisionality, due primarily to the discrepancy in L 31 shown in figure 6 .b. e) At higher collisionalities, the differences become significant.
the allowed range of each coordinate depends on the other coordinates in a complicated manner. For numerical work it is therefore convenient to change the independent variables from (µ, W 0 ) to (v, ξ) so the coordinate ranges become coordinate-independent. In these variables, the kinetic terms in (23) and (25) become
is the drift-kinetic operator implemented in conventional neoclassical codes 16, 22 , and
consists of new terms proportional to the radial electric field. In a pedestal, not only is the ∂g/∂ψ term in (47) important, but the terms in K E also become equally important. The aforementioned ordering for dΦ 0 /dψ implies each term in K E comparable in magnitude to K 0 . Physically, the latter two terms in (49) are essential for maintaining conservation of µ and total energy as a particle's kinetic energy changes during an orbit. This kinetic energy changes because the electrostatic potential seen by the particle varies over an orbit width.
We choose n i (ψ), which determines Φ 0 = (Ze) −1 T i ln(η/n i ). On either end of the radial domain, we take n i (ψ) and Φ 0 (ψ) to be uniform for a distance of several ρ θ , as illustrated in figure 8 .a-b. In this way, the distribution function will approximate the local neoclassical solution at the radial boundaries, so local solutions can be used there as inhomogeneous Dirichlet boundary conditions.
As the kinetic equation (25) is linear, it may in principle be solved numerically using a single matrix inversion. Indeed, this is the approach traditionally adopted by local neoclassical codes [16] [17] [18] 22 , including the one described in Section III. However, this approach is already somewhat numerically challenging for the local problem due to the three-dimensional phase space, as the matrix has dimension (Nθ Nv Nξ) × (Nθ Nv Nξ), where Nθ, Nv,
and Nξ are the number of modes or grid points in the respective coordinates. In the nonlocal case, the additional spatial dimension means the matrix size must increase to (Nψ Nθ Nv Nξ) × (Nψ Nθ Nv Nξ) for Nψ radial grid points, making such an approach much more time-and memory-intensive. Therefore we seek an alternative method.
In the new approach proposed here, a derivative with respect to a fictitious time ∂g/∂t is first added to the left-hand side of (25) . For reasonable initial conditions and boundary conditions, g should evolve towards an equilibrium since the equation (25) is dissipative.
However, an explicit time-advance requires very small time steps for stability due to the many derivatives in the kinetic equation, and an implicit time-advance would require the inversion of a matrix just as large as for a direct solution of the original time-independent equation.
An effective solution is to employ the following operator-splitting technique. Consider the following series of two backwards-Euler time steps:
where K L = K 0 + K E −C i is the "local operator" and K NL = (v m · ∇ψ)∂/∂ψ is the "nonlocal operator." When summed together, g t+(1/2) cancels, leaving an equation that is equivalent to first order in ∆t to a backwards-Euler time step with the complete operator
However, each of the steps (50)- (51) are much easier than a step with the total operator because the dimensionality is reduced: e.g ψ is only a parameter in (50) , so this step requires the inversion of Nψ matrices, each of size (Nθ Nv Nξ) × (Nθ Nv Nξ). Also notice that the local operator at each radial grid point need only be LU-factorized once, with the L and U factors reused at each time step for rapid implicit solves. The same is true of the nonlocal operator at each v and ξ.
Several higher-order operator splitting schemes were explored, but none were found to be stable for the equation here.
The procedure outlined here provides a general recipe for extending a conventional neoclassical code into a pedestal code. A conventional neoclassical code inverts an operator K 0 − C i , i.e. many of the terms in K L , so minor modifications would allow such a code to carry out the local part of the time advance. The modifications necessary are adding the electric field terms K E and adding the diagonal associated with the time derivative. The resulting operator is then iterated with the nonlocal operator.
For the results shown here we employ a piecewise-Chebyshev grid in ψ with spectral colocation differentiation. A tiny artificial viscosity is required at the endpoints for numerical stability; the magnitude of this viscosity may be varied by many orders of magnitude with no perceptible change to the results. Inhomogeneous Dirichlet radial boundary conditions are imposed, with the distribution function at these points taken from the local code. For completeness, we have also tried upwinded high-order finite differences for radial differentiation, with the upwinding direction opposite above and below the midplane, corresponding to whether drift trajectories in the region move towards increasing or decreasing ψ. For our sign convention, the magnetic drifts are downward, so the inhomogeneous Dirichlet radial boundary condition must be specified above the midplane at large minor radius and below the midplane at small minor radius. This radial discretization scheme gives equivalent results to the Chebyshev method, but it requires more grid points for convergence, and a numerical instability tends to arise at large times.
VIII. NEED FOR A SINK
In order to reach equilibrium, it is essential to include a heat sink. This requirement may be understood physically as follows. As we take the scale-lengths at each radial boundary to be large compared to ρ θ , the heat flux into the volume at small minor radius and the heat flux out of the volume at large minor radius are determined by the local neoclassical result (5). These fluxes are different due to the different densities at the two boundaries, and so net heat will constantly leave (or enter) the simulation domain. More rigorously, as shown in appendix B, the
The first equation represents local mass conservation, and the quantity following V ′ is the particle flux. The particle flux is exactly zero in the local limit, so it vanishes at the radial boundaries, and so in the absence of a source/sink, it must vanish everywhere in the domain. In the second equation, representing global energy conservation, the first term is the difference between the heat into and out of the domain, and the second term represents change in electrostatic energy associated with particle flux. If S = 0, then the latter two of the three terms in (53) vanish, but the first term is nonzero because the heat fluxes at the two radial boundaries are generally unequal. This contradiction proves the kinetic equation has no steady-state solution without a sink S.
In a real pedestal, there will be a divergence of the turbulent fluxes, which would act as a sink term in the long-wavelength (drift-kinetic) equation we simulate here. Determining the phase-space structure of this turbulent sink term from first principles is an extremely challenging task, beyond the scope of this work. We therefore use a variety of ad-hoc sink terms, and we find the simulation results are only mildly sensitive to the particular choice of sink.
The standard sink we use is
where γ is a constant. The sum over signs of ξ ensures that S vanishes exactly for an up-down symmetric magnetic field in the local limit, due to the parity of the local solution discussed in appendix A. This sink is quite similar to the one described in Ref. 61 for global δf gyrokinetic codes. The constant γ may be varied by several orders of magnitude without major qualitative changes to the results.
Another option we consider for the sink is
where γ m and γ p are constants, n 1 = d 3 v g, and
The first term in (55) dissipates any mass in g, while the second term dissipates any energy in g. (5) and (53)). Outside of the pedestal, as expected, these coefficients agree with the local prediction, and k || and k θ are equal and poloidally invariant. In the pedestal, however, all coefficients are substantially altered from the local prediction; k || and k θ differ and vary poloidally. The radial heat flux profile is flattened relative to the local prediction.
IX. RESULTS
For the parameters used here, k || and k θ change sign in the simulation within the pedestal.
These coefficients may have either sign in conventional theory, as shown in figure 2 , depending on collisionality and magnetic geometry. In both the local and global cases, the integrand be monotonic, as the mean flow adjacent to the well arises from a complicated interplay of particles entering from regions of differing collisionality, some particles directly affected by the electric field and some not.
The flow coefficients are also observed to be non-monotonic functions of r. This behavior is not unreasonable given the radial localization of the electric field well : even the local distribution function is a non-monotonic function of r, since it is a complicated function of the radially varying collisionality, so in the global case the flow coefficients need not be monotonic in r. Figure 9 shows the poloidal variation of the flow coefficients near the pedestal top and bottom. As discussed in the appendix, the drift terms in the kinetic equation break the symmetry which the distribution function possesses in the local case, and so the flow coefficients need not be even or odd in θ.
The various components of the mass conservation equation (26) were each independently computed from g: 
To balance this term in the mass conservation law, k || must develop a − cos(θ) structure, which can be seen in figure (9) . Outside of the pedestal, the v E0 term becomes negligible due to the reduced |dΦ 0 /dψ|, so this drive for poloidal variation in k || is absent. time, due to the constant loss of heat described in section VIII, so it was stopped at t = 30ω t (a time before the heat loss becomes excessive, but after the runs with sinks have nearly converged.) The various options yield results that show the same qualitative modification of the coefficients: a well develops in k || and k θ at the outboard midplane, and the heat flux profile is flattened relative to the local prediction.
As a further test of the code, we repeated the numerical calculation, treating f 1 as the unknown quantity instead of g , in which case the inhomogeneous term in the equation is
Despite the very different phase-space structure of these two source terms, the numerical results from the two approaches agreed, as they should.
X. DISCUSSION
In this work we have demonstrated a method to extend neoclassical calculations to incorporate finite-orbit-width effects in a transport barrier for the case of B θ ≪ B (which is a good approximation in standard tokamaks) and a relatively weak ion temperature gradient.
The method is implemented in a new continuum δf code. Operator splitting is used to improve numerical efficiency, and we have demonstrated that excellent convergence is feasible for experimentally relevant parameters. By construction, the method exactly reproduces conventional (local) results in the appropriate limit of weak radial gradients. The Rosenbluth potentials are solved for along with the distribution function at each step, allowing use of the full linearized Fokker-Planck-Landau collision operator.
A principal finding of this work is that the parallel and poloidal flows may differ significantly from the conventional predictions. While the coefficients of the poloidal flow and dT i /dψ-driven parallel flow are equal in conventional theory, in the pedestal these two coefficients (k || and k θ ) differ. And, while the poloidal variation of the poloidal flow is ∝ B θ in the core, the same is not necessarily true in the pedestal. The poloidal variation of the flow is effectively determined by mass conservation, and in the pedestal, two new terms become important which are normally neglected: E × B convection of the poloidally varying density, and radial variation of the particle flux (which can be related to diamagnetic flow from the correction to the pressure). These effects cause the parallel flow coefficient k || to take a well-shaped radial profile, with different magnitude and (for some parameters) opposite sign, relative to the conventional local neoclassical result. In addition, the flow coefficients exhibit a strong poloidal variation not previously found. While this poloidal variation resembles cos(θ), it contains other harmonics and is asymmetric about the midplane due to the magnetic drift.
These issues may be important for comparisons of experimental pedestal flows to theory 11, 12 . In general, the flow coefficients may differ in both magnitude and sign relative to local theory, as shown in figure 8 . The fluid flow exhibits strong shear, with radial variation on the ρ θ scale.
Associated with the modification to the flow, the parallel current is also modified. Due to the additional terms which must be included in the mass conservation equation, the usual division of the parallel current into Pfirsch-Schlüter and Ohmic-bootstrap components is modified, as shown in Eq. (44) . In addition, the dT i /dψ contribution to the bootstrap current is altered, as shown in (45) . In the δf formulation, the ion temperature scale length cannot be as small as the density scale length in the pedestal, so these modifications to the parallel current are modest. However, similar changes to the current would presumably occur in a full-f calculation when r T ∼ ρ θ , giving order-unity changes to the Pfirsch-Schlüter and bootstrap currents in that case. This issue needs to be examined in future studies.
In the development of this work, the local code was also used to test several analytic expressions for conventional neoclassical theory. The flow and heat flux coefficients k || = k θ = 1.17, k q = 0.66 derived using the momentum-conserving pitch-angle scattering model for collisions are a poor approximation unless ǫ is ≪ 0.1. Expressions (16)- (17) There are many ways in which the global calculations can be extended. First, it would be useful to include impurities, for it is typically the impurity flow that is measured rather than that of the main ions, and the the flows of different ion species may be significantly different 7 .
Also, the presence of impurities can introduce a direct density gradient dependence 7 to g.
Second, the method should be extended to allow strong temperature gradients (r T ∼ ρ θ ).
Doing so will require the full bilinear collision operator and a full-f treatment. However, as the weak-T ′ i case is less complicated to analyze, due to the linearity of the kinetic equation, thorough understanding of this limit using the present approach is important for benchmarking future more sophisticated full-f codes. Finally, studies of the velocity-space structure responsible for fluxes in turbulence codes may yield more accurate forms of the sink term needed in our approach. The odd-θ (i.e. sin(Mθ)) modes are forced to be even in ξ by application of the boundary condition ∂f 1 /∂ξ = 0 at ξ = 0, and the even-θ (i.e. cos(Mθ)) modes are forced to be odd in ξ by application of the boundary condition f 1 = 0 at ξ = 0.
Even if the parity of the solution is not enforced automatically by the discretization in this manner, the null solutions can still be excluded by enforcing parity as follows. Given a numerical solution f 1 (θ, ξ, v) that contains some of the null solutions, the combination [f 1 (θ, ξ, v) − f 1 (−θ, −ξ, v)] /2 can be formed; the result will also satisfy the kinetic equation but have the desired parity.
In the global case, the symmetry of the kinetic equation is broken by the drift terms.
However, the local operator has no null space in the initial-value-problem formulation due to the extra contribution on the matrix diagonal from the time derivative.
Appendix B: Conservation laws for the global drift-kinetic equation
Here we sketch the derivation of general conservation equations, from which (26), (52),
and (53) can be obtained. For most of this appendix we do not assume axisymmetry, we retain radial variation of magnetic quantities, and we do not require B · ∇Φ = 0. We do require the electric field to be electrostatic and we assume ∂Φ/∂t and ∂B/∂t can be neglected. The derivation applies both to the full-f and δf contexts, since the necessary integrals of both the bilinear and linearized ion-ion collision operators vanish.
We begin with the ion drift-kinetic equation the result may be written
This result holds in axisymmetry even if ∇ || Φ and/or ∇ || I are nonzero.
Appendix C: Convenient gauge
Here we prove that the gauge may always be chosen so
Axisymmetry is not required, and the loop voltage need not be uniform. The utility of (C1)
is that the inductive part of E || has simple spatial variation ∝ B.
Suppose we begin in a different gauge, denoted by tildes, in which
We may transform to a new gauge using Φ =Φ − ∂χ/∂t and A =Ã − ∇χ for a generator χ. We choose
