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ABSTRACT 
The representations for the weighted Moore-Penrose inverse, the Drazin inverse, 
and the group inverse of the Kronecker product A Q B of the two matrices A and B 
are given, and by using these results, the determinant forms for projectors AA&,, 
A GNA, A,A, and A, A are deduced. 0 Elsevier Science Inc., 1997 
1. INTRODUCTION 
Let C” denote the n-dimensional complex vector space, Cm’ n denote the 
space of m x n complex matrices, and Cyx n = {X E C mx ” : rank X = r}. 
For any A E CmX”, 11 E C”, and j E {1,2,. .., n}, let A(j -+ X) denote the 
matrix obtained from A by replacing column j by x. 
For any A E Cm’“, let R(A) = { y E C’” : y = Ax, x E C”} and N(A) 
= {x E C”: Ax = o) denote the range and the null space of A. 
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Let A = (aij> E CmXn, B E C P xq. The Kronecker product A 8 B of 
the two matrices A and B is the mp X nq matrix expressible in partitioned 
form as 
The properties of this product can be found in [l]. 
Let A E Cmx”, and M and N be positive definite matrices of order m 
and n respectively. Then there exists a unique matrix X E C”‘” satisfying 
AXA=A,XAX=X, (MAX)* = MAX, (NXA)* = NXA. (1.2) 
This X is called the weighted Moore-Penrose inverse of A, and is denoted 
by X = AGN. In particular, when M = I,, N = I,, the matrix X that 
satisfies (1.2) is called the Moore-Penrose inverse of A, and is denoted by 
X = A+, i.e., A+= Al,lr,, where I,, is an identity matrix of order m. 
Let X = (ALN)*. It is easy to verify that 
A*XA* = A*, xA*x =x, 
(N-‘A*X)* = N-‘A*X, (,-I,*)* = M-‘XA*_ 
Thus, X = (A*)&lM- 1. By the uniqueness of the weighted Moore-Penrose 
inverse, we have 
(ALGA,)* = (A*&p. (1.3) 
Let A E C’lXn. The smallest nonnegative integer k such that 
rank Akt ’ = rank Ak (1.4) 
is called the index of A, and is denoted by Ind(A). 
Let Ind( A) = k; then 
rank( Ak)2 = rank Ak 
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Thus 
Ind( Ak) = 1. (1.5) 
Let A E C”‘“, with Ind( A) = k. If X E Cnx” is such that 
Ak+‘x = Ak XAX = x, AX=XA, (I-6) 
then X is called the Drazin inverse of A, and is denoted by X = A,. In 
particular, when Ind( A) = 1, the matrix X that satisfies (1.6) is called the 
group inverse of A, and is denoted by X = A,. 
Let Ind( A) = k and ( A,)k = X. It is easy to verify that 
AkXAk = Ak, XAkX = x, AkX = XA”. 
Thus, X = ( Ak),, and from (1.5) we have X = (AkId. By the uniqueness of 
the Drazin inverse, we have 
(AkL/ = (Adk- (1.7) 
The properties of these generalized inverses can be found in [2]. 
In 1961, Greville [3] showed that for the Moore-Penrose inverse of the 
Kronecker product A @ B, there is a simple representation: 
(A 8 B)+ = A+@ B+. (I-8) 
In this paper, the representations for the weighted Moore-Penrose inverse, 
the Drazin inverse, and the group inverse of A @ B are given, and by using 
these results, the determinant forms for projectors AA&,, AA&,y A, A, A, 
and A, A are deduced. 
2. RESULTS 
THEOREM 2.1. Let A E Cmx”, B E CrJxq, and M, N, P, and Q be 
positive de$nite matrices of order m, n, p, and q respectively. Then 
where 
(2.1) 
(2.2) 
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Proof. In Rao and Mitra [6], we find 
A+ MN = N-‘A*MA( A*MAN-‘A*MA) + A*M, (2.3) 
B& = Q-‘B*PB( B*PBQ-‘B*PB)+ B*P, (2.4) 
and 
X[(A@B)*C(A@B)D-‘(A8B)*C(A@B)]+ 
x( A 8 B)*C. (2.5) 
By using the properties of Kronecker product and (2.2)~(2.5), we can obtain 
(2.1) immediately. W 
COROLLARY 2.1. 
(1) Let A E CmX”, B E CP’q. Then 
(A Q B)+ = A+@ B+. (2.6) 
(2) Let A E Cz”“, B E Czxn, Then 
(A 8 B)-’ = A-’ @ B-‘. (2.7) 
THEOREM 2.2. Let A E CmXm, Ind(A) = k,, B E CnXn, Ind(B) = k,, 
k = max(k,, k,). Then 
Ind(A8B) =k (2.8) 
and 
Proof. By assumption, we have 
rank Akl = rank Akl+‘, rank Bkz = rank Bkz+‘. 
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From properties of Kronecker product, we have 
rank( A @ B)’ = (rank A’)(rank Bl), 
rank( A 8 B)‘+’ = (rank A’+‘)(rank B’+‘). 
It is obvious that the smallest nonnegative integer 1 such that 
rank( A Q B)“+’ = rank( A @ B)’ 
is k. Hence (2.8) is true. Let 
X = A, @ B,. (2.10) 
From properties of the Kronecker product and (1.6), we have 
(A 8 B)~+’ x = ( A~+‘A~) 8 ( B~+‘B~) = ~~ c9 B” = (A B B)~, 
(2.11) 
X( A 8 B) X = ( A,AA,) 8 (B, BB,) = A, 8 B, = X, 
(A @ B)X = (AA,) @ (BB,) = (4,A) @ (B,B) 
=(A,@BB,)(A@B)=X(A@B). 
From (2.1 l)-(2.13), we can obtain (2.9) immediately. 
(2.12) 
(2.13) 
n 
COROLLARY 2.2. Let A E C”‘x’rl, Ind(A) = 1, B E CnXrr, Ind(B) = 1. 
Then 
(A@B),=A,@BB,. (2.14) 
3. APPLICATIONS 
The determinant forms for the orthogonal projectors AA’ and A+A and 
those for the projectors AAsG,x,, A.;&, A, AA,, and AA, will be deduced by 
using the representations for the generalized inverses of the Kronecker 
product A Q B. 
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For any X = (x,, x2,. . . , x,) E C”lXf’, x,j E C’“, let 
(3.1) 
denote the vector obtained from X. 
Let A E C”x”, H E CJJx”, K E C”l’q. It is easy to verify that 
Vec(AXH) = (H”@A)Vec(X). (3.2) 
By using (3.2), the matrix equation 
AXH=K (3.3) 
can be rewritten as the vector equation 
(H7‘@A)Vec(X) =Vec(K), (3.4) 
where H T is the transpose of H. 
THEOREM 3.1. Let A E C”““, H E Cr’xq, K E CrnX”, and M, N, P, 
and Q be positive definite matnkzs of order m, n, p, and q respectively. Let 
C = Q-’ 8 M, D = P-’ 8 N. Tl ien the minimum-norm (0) least-squares 
(C> solution of (3.4) is 
Vec( X) = Vec( A,Gx KH,‘q), (3.5) 
i.e., 
X = Al&&H&. (3.5’) 
Proof. By using properties of the Kronecker product, we see that C and 
D are positive definite matrices. From [2], the minimum-norm (D) least- 
squareff( D) solution of (3.4) is 
Vet(X) = (H’ 
By using the property (1.3) of the 
Theorem 2.1. we have 
(H;$ = 
~3 A),& Vec( K) . 
weighted Moore-Penrose inverse and 
WEIGHTED MOORE-PENROSE INVERSES 
and 
Vec( X) = [( Hr),$lpm: 8 A~&,] Vec( K) 
=k ) 
H+ PQ T @ AL V4 K) 1 
which is the required result. n 
C~H~LLARY 3.1. The assumptions are Same as in Theorem 3.1. lf H = I,,, 
K = A, P = I,,, and Q = I,, th en the minimum-norm (D) least-sqvare.s (C) 
solution of the uector equation 
(I, @A)Vec(X) =Vec(A) (3.6) 
is 
i.e., 
Vec( X) = Vec( ALMA), (3.7) 
X = A.Gs A. (3.7’) 
Proof. From (3.4)-(3.5), we can obtain (3.7) immediately. n 
The vector equation (3.6) can be rewritten as the matrix equation 
AXI,, = A. (3.3’) 
Let A = (a,, a2 ,..., a,,) E C”‘x”, X = AIG,A = (x,, x2, . . . . x,,) E CnX”. 
Thus, (3.2’) is equivalent to the following equations: 
Ax, = a,j (j = 1,2 ,..., n), (3.8) 
where x, = (-T ) x. ..) x IT. 
It is obvio$ th% the r&mum-norm (D) least-squares (C) solution of 
(3.6) is equivalent to th e minimum-norm (N) least-squares (M) solution of 
(3.8). In fact, 
xJ = A.& a, (j = 1,2,...,n); 
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hence 
X=A,$,A. 
By using the result in [4], we have 
THEOREM 3.2. Let A = (a,, a2,. . . , a,,) E CFxn, let M and N be posi- 
tive definite matrices of order m and n respectively, and let U E Cz?!m-r) 
and V E C,_ nX!n--r) be matrices whose columns form bases for N(A*) and 
N(A). Then the entries of the projector X = ALN A = (xij), i.e., the mini- 
mum-norm (N) least-squares (M) solution of (3.8) are given, component- 
wise, by 
A(i --, a,) M-‘U 
xij = det 
V*N(i -0) 0 
,O” . 1 (3.9) 
Zf Y = A+A = ( yij), then 
yij = det 
A(i + aj) 
V*(i + 0) 
(3.10) 
COROLLARY~.~. The assumptions are same as in Theorem 3.1. Zf A = I,, 
H = A, and K = A, let C = N-’ @ I,, D = M-’ 8 Z,. Then the 
minimum-norm (0) least-squares (C) solution of 
(AT@Z,)Vec(X) =Vec(A) (3.11) 
is 
Vec( X) = Vec( AA;,) (3.12) 
z.e., 
x=AA;,. 
Proof. From (3.4)-(3.51, we can obtain (3.12) immediately. 
(3.12’) 
n 
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The vector equation (3.11) can be rewritten as the matrix equation 
Z,,,XA = A. 
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Taking transposes, we have 
ATXT = AT (3.3”) 
Let 
AT = (ucl). a(,), . . . , a(,,,)) E c”‘“> 
XT = ( AAgT = (Gij) = (X(1). X(Z), . ..> “@)) E cmxm* 
Thus, (3.3”) is equivalent to the following equations: 
ATxci) = a(,) (i = 1,2 ,...) m), (3.13) 
where xcij = (?ii, zzi,, . . , gmijT. 
It is obvious that the minimum-norm (D) least-squares (C) solution of 
(3.11) is equivalent to the minimum-norm (M-l) least-squares (N- ‘) solu- 
tions of (3.13). In fact 
xci) = (AT),& l’(i) = ( AGN)Tu(i) (i = 1,2 )...) m), 
which yields 
XT = ( A$N)TAT, or X=ML,. 
By using the result in [4], we have 
THEOREM 3.3. Let A E CFx”, AT = (a(,), a(,), . . . , a(,)) = B, and M 
and N be positive definite matrices of order m and n, and let U E C~?!m-r), 
V E C”x(“-‘) be matrices whose columns form buses for N(B*) and N(B). n-r 
Then the entries of the projector X = U&N = (xij), i.e., the minimum-norm 
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( MP’) least-squares (N-l) solution of (3.131, are g&en, componentwise, by 
xij = Zji = det 
W + a(i) 
) U*M-‘(j + 0) 
(i,j=l,..., m). 
Let Y = AA+= ( yij); then 
(3.14) 
yij = det (i,j = 1,2,...,m). 
(3.15) 
THEOREM 3.4. Let A E C”x”, Ind( A) = k. Then the solution of the 
restricted linear equation 
(I,, @Ak)Vec(X) =Vec(Ak), Vec( X) E R(Z, @ A”), (3.16) 
is 
I.e., 
Vec( X) = Vec( A, A), (3.17) 
X = A,A. 
Proof. It is obvious that Vec( Ak) E R(Z,, Q Ak). From [5], the unique 
solution of (3.16) is 
Vec( X) = (I,, @ A“), Vec( Ak). 
By using the property (1.7) of the D razin inverse and Theorem 2.2, we have 
Vec( X) = [I,, @ ( Ak),f] Vec( Ak) 
= [I,, @ (Ad)k]Vec(Ak) 
= Vec(( A,)k A”) 
= Vec( A,A), 
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i.e., 
X = A,A, 
which is the required result. 
Let A = (al, a2,. . . , n,) E C’lX”, Ind(A) = k, and let 
Ak = (a’,,& ,..., &) E CnXtr, 
X = A, A = ( xij) = (xl, x2,. . . , x,,) E CnXn. 
Thus, (3.16) is equivalent to the following equations: 
Akxj = Gj, xi E R(Ak) (j = 1,2 )...) n). (3.18) 
It is obvious that the unique solution of (3.16) is equivalent to the unique 
solutions of (3.18). In fact 
xj = ( Ak),6, (j = 1,2 )..., fz), 
which yields 
x’= (A~),A~ = ( A,)“A~ = A,A. 
From (1.5) Ind( A”) = 1, and by using the result in [5], we have 
THEOREM 3.5. Let A = (a,,~, ,..., a,,) E C”x”, Ind(A) = k, A” = 
G,,&,..., G,,), rank Ak = r, and let U, V E C~x~“-” he mutt-ices whose 
columns form buses for N( Ak) and N( Ak *). Then the entries of the projector 
X = A,A = (xii), i.e., the unique solution of (3.18), is given, component- 
uise, by 
xij = det 
A"(i + Gj) U 
V”(i+O) 0 
(i,j = 1,2 ,..., II). (3.19) 
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Let A = (al, u2,. . . , a,> E Cnx”, Ind(A) = 1, and let Y = A, A = (yij). 
Then 
(i,j = 1,2 )..., n). (3.20) 
The author wishes to express his appreciation to the referee for valuable 
comments and suggestions, including simplified proofs of corollaries 3.1 and 
3.2 and some statements. 
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