Abstract
Introduction
The modification of the Riemann-Liouville fractional integro-differentiation in R 1 , for which the left and the right infinitely distant points are equitable, was given by Y.W. Chen [1] . This modification is convenient c 2011 Diogenes Co., Sofia pp. 343-360 , DOI: 10.2478/s13540-011-0022-8 by the fact that it can be applied to functions with an arbitrary behavior at infinity whereas the Riemann-Liouville form of fractional integrodifferentiation cannot be applied to such functions. A study related to such things was done in [11] . For some properties of the Chen fractional integro-differentiation we refer to [10, §18.5] . (1.4) is referred as the Chen fractional derivative of order α, with 0 < α < 1. In the case α 1 it is necessary to use the relations (2-30)-(2.31) from [10] .
Using the expression for fractional derivatives in the form of Marchaud (see (13.2) and (13.5) in [10] ), from (1.4) we obtain
in the case 0 < α < 1. Transformation of (1.4) into (1.5) is possible in case of rather "nice" functions, see e.g. [10, §13.1] . If we denote the right-hand side of (1.5) as (D α c f )(x), then for rather "nice" functions we have 6) where
In this paper we present further study of the properties of this fractional differentiation and inversion of proper fractional integrals of functions in weighted variable exponent Lebesgue spaces L p(·) with the help of different constructions of Marchaud type. The case of constant exponents p(x) = p = const was studied in [11] .
Notations:
|Ω| is the Lebesgue measure of a set Ω ⊆ R n ; B (x, r) = {y ∈ R n : |x − y| < r}; ρ is a weight, i.e., an a.e. finite and positive function; P (Ω) and
M is the Hardy-Littlewood maximal operator, see (3.6); 
On "truncation" adjusted for the Chen fractional derivative
We consider the Marchaud fractional derivative (1.6) on "not so nice" functions f (x) as a conditionally convergent integral, i.e. as a limit of proper "truncations" (t > ε) of the integral in (1.6). Since the construction (1.6) contains the "cuts" of the function f (x) at the point c, we have to co-ordinate "truncation" of the integral with the "cuts" of the function. We consider different ways of "truncation" of the integral in (1.6), first by a constant limit of integration ε, and the second of a mixed type, which depends not only on ε but also on x (or, rather, on the distance |x − c|). The first way is called "quasi-convolutive" by the reason which will be clear in subsection 2.1. Moreover, we will consider one more modification of "quasi-difference" way.
Quasi-convolutive truncation
Let 0 < α < 1. In the first method, we put
and call it the Chen-Marchaud "truncated" fractional derivative.
For "not so nice" functions f (x) we put by definition
2)
, can be written in the following "explicit" form
3)
where
and
The equalities (2.5)-(2.6) actually mean that D α ±,ε f are built as proper (±) truncated Marchaud derivatives of the function f (t), defined on the real line by its zero continuation for t < c in (2.5) and t > c in (2.6).
We can write the truncation
Truncation dependent on the distance |x − c|
We will see that, for the Chen constructions, it is natural and convenient to introduce also a variable truncation depending on the distance |x − c|. Namely, we denote
(2.8) whereε = |x − c| ε and for "not so nice" functions f (x) we put by definition
It is clear that definitions (2.2) and (2.9) coincide on rather nice functions f (x), and this is why we use the same notation for them. Note that, under this second method (2.8) of truncation, the functions ψ ±,ε (x) are of the form
11) (one can assume that 0 < ε < 1), or in the unified way
Modification of "quasi-convolute" truncation
We would like to make a note significant for further considerations. In (2.5)-(2.6) we used the zero continuation of the function f (x) from one semi-axis to another one. Such a continuation (or, let us say, a truncation) is natural in the study of left-sided or right-sided fractional differentiation, when the functions are given only unilaterally from the initial point c. In our considerations the function f (x) is given on the whole real line, and it is more natural to have a truncation of the divergent integral by using the proper values of the function instead of a special continuation by zero. Such a natural truncation can be given by (2.8) (or see (2.10)-(2.11)), but it's not of the "difference type" as compared with the less natural truncation (2.1) (less natural from the point of view of the initial statement of the problem). However, (2.1) satisfies the condition of "quasi-invariance" with respect to translations
where τ h is the translation operator (τ h f )(x) = f (x + h), but the constructions (2.8) or (2.10)-(2.11) do not possess this property. That is why, together with these constructions, we introduce also the following truncation
for all x ∈ R (under the usual assumption that
The introduction of such a truncation is natural from the point of view of the initial statement of the problem, and also this gives an operator of the "quasi-invariant" type with respect to translations, as in (2.12). However, this truncation, achieving both aims, leads to more complicated integral representations for truncated derivatives of fractional integrals (the complication being on the |x − c| < ε segment).
On variable exponent Lebesgue spaces
Although our main results concern the one-dimensional case n = 1, some auxiliary statements below are given for the multidimensional case. We refer to [5, 7] In the sequel we use the notation
The variable exponent Lebesgue space L p(·) (Ω) is defined as the set of all measurable functions f on Ω for which the modular I p is finite
Equipped with the norm
this is a Banach space when p + < ∞. For p ∈ P 1 (Ω) the following relation between the modular I p and the norm holds f σ p(·)
By w-Lip (Ω), we denote the class of exponents p ∈ L ∞ (Ω) satisfying the log-Hölder continuity condition
which is sometimes also called weak Lipschitz condition. By p (x) we denote the conjugate exponent:
The weighted variable exponent Lebesgue space L p(·) (Ω, ρ) is defined as the set of all measurable on Ω functions f for which
The Hölder inequality holds in the form
In [5] the following theorem was proved.
The following lemma was proved in [8] .
is constant outside some large fixed ball and
Everywhere in the sequel, when Ω is unbounded, we assume that there exists the limit p(∞) := lim x→∞ p(x). In the case p(x) is constant beyond some large ball, we use the notation p(x)
be the Hardy-Littlewood maximal operator. The following theorem for the weight
was in particular proved in [6] when Ω is bounded and in [4] when Ω is unbounded. 
Theorem 3.2. Let p ∈ P (Ω) ∩ w-Lip (Ω) and ρ be a weight of form (3.7). I) When Ω is bounded, the maximal operator is bounded in L p(·) (Ω, ρ) if and only if
are satisfied.
By P ρ (Ω) we denote the set of exponents p ∈ P (Ω) such that the
For the dilations
the following weighted statement is valid (the result was first shown in [8] in an incomplete form, the a.e. convergence was not proved. We correct this here and include the entire proof for reader's convenience).
Before to state and prove Theorem 3.3, we first give some auxiliary results on almost everywhere convergence. Lemma 3.2. Let E 0 = {x ∈ R n : ρ(x) = 0} where ρ is an almost everywhere positive weight. If ρf t converges a.e. to ρf then f t converges a.e. to f . P r o o f. We recall the following criterion for convergence a.e. (see, e.g., [12] ):
We have
and |Φ ρ (f, λ)| = 0 for all λ > 0, we obtain that |Φ(f, λ)| = 0 for all λ, which gives the a.e. convergence by the equivalence (3.10).
2
In the case where R n k(y) dy = 1, then also
in the L p(·) (R n , ρ)-norm and almost everywhere.
P r o o f. For the non-weighted case the statement of the theorem is known, see [2] . Statement (3.11) can be proved exactly as in [3] since the step functions are dense in the space L p(·) (R n , ρ); statement (3.12) is an immediate consequence of (3.11).
To prove (3.13), observe that
For I 2,t we obtain
14)
The boundedness of the maximal operator implies that I p [ρ(Mf )] < ∞, then by (3.11), Lebesgue dominated convergence theorem and the uniform continuity of f 1 we have that
Gathering the estimates of I 1,t and I 2,t we have norm convergence.
To prove the a.e. convergence, let us now define
By the equivalence (3.10) we only need to prove that
By the relation between the modular and the norm (3.3) and the fact that p ∈ P ρ (R n ), we have that
The following result is known for the single power weight in [6] , its validity for a finite product of power weights is reduced to the case of a single weight by the standard introduction of the unity partition, as in [8] .
and ess inf Ω α (x) > 0, p ∈ P (Ω) ∩ w-Lip (Ω) and let ρ be a weight of the form (3.7) with x k ∈Ω. Under condition (3.8) the operator
Main results
Let Ω = [a, b], where − < ∞ < a < c < b < ∞, and consider the space L p (·) [(a, b) , ρ c ] with the weight
where the exponents μ(x), ν(x) are bounded functions which have finite limits
We need the following notation for the class of exponents. 
Remark 4.1. From Theorem 3.1 it is easy to derive that the class 
with the conditions
(4.5) P r o o f. The proof follows the principal idea in [9] , but uses the unilateral nature of the one-dimensional integration. We continue ϕ(t) as zero beyond the interval (a, b) and have
where the domination by the maximal operator is possible by the pointwise inequality (3.11) of Theorem 3.3. Then from (4.6) and (4.7) we obtain
wherep (x) is an extension of p (x) from (a, b) to R 1 provided by Lemma 3.1. An extension ρ * c (x) of the weight may be taken according to (4.5) as 
valid for ϕ ∈ L p where 1 p < ∞, and therefore valid for "nice" functions.
In the sequel the function ϕ (t) is assumed to be continued as zero beyond [a, b] whenever necessary, so that A ε (x) and B ε (x) are well defined on the whole line R Note that the kernel K(t) has a radial integrable decreasing majorant, so that by Theorem 3.3
(4.14)
Representation (4.13) may be rewritten as By (3.13) of Theorem 3.3 and the fact that R K(t) dt = 1 (see [10, (6.8 (4.19) which tends to zero as ε → 0 by the boundedness of the maximal operator.
)]) we have
It remains to conclude that from (4.16) there follows (4.12) by (4.17) and (4.19).
