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ABSTRACT
CONDUCTING POLYELECTROLYTE COMPLEXES: ASSEMBLY, STRUCTURE AND TRANSPORT
SEPTEMBER 2017
MICHAEL A. LEAF, B.S., NORTHWESTERN UNIVERSITY
M.S., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Murugappan Muthukumar

Decades of progress have yielded a tremendous variety of organic electronics, with
great strides in the development of photovoltaics, thermoelectrics and other flexible devices.
Ubiquitous in these research areas are films of poly(3,4-ethylenedioxythiophene):
poly(styrenesulfonic acid) (PEDOT: PSS), a complex of oppositely-charged polyelectrolytes
initially suspended in water before film formation. This material has high electronic conductivity
and good water processability. Pristine film conductivity is somewhat low, but is dramatically
enhanced through simple treatments like ionic liquid addition or shear. Can this enhancement
be understood so that further optimization might render PEDOT: PSS commercially viable?
PEDOT: PSS is a complicated material, with electrostatic complexation between PEDOT and
oppositely-charged PSS, dissociated counterions and an inherent insolubility of PEDOT in water.
These characteristics among others muddle the already challenging task of understanding the
film formation process. In this doctoral thesis work, the goal is to build on our fundamental
understanding of PEDOT: PSS and conducting polyelectrolyte complexes in general.
The structural aspects of PEDOT: PSS dispersions are studied upon the addition of four
conductivity enhancers: EMIM BF4, NaCl, DMSO and EG. PEDOT: PSS collects into many-chain
charged micro-gels that are hundreds of nanometers in scale. An observed sensitivity to ionic
vi

strength underscores the dominance of electrostatic forces in PEDOT: PSS solutions. Micro-gels
can macroscopically percolate or phase segregate, much like associating polymers.
PEDOT: PSS conduction predominatly occurs electronically in films and ionically in
solutions. When the four enhancers are introduced, no correlation is found between changes to
film conductivity and changes to solution phenomenology. This apparent lack of correlation
strengthens the widely-held belief that conductivity enhancement is closely linked to PEDOT
ordering. Langevin dynamics simulations show that PEDOT clusters into stacked domains at high
polymer concentration and ionic strength, and this clustering can be explained as an interplay
between hydrophobic and electrostatic drivers.
A new theory of polyelectrolyte complex phase separation is proposed, and it relies on
induced dipoles formed from the association of oppositely-charged backbones. It predicts the
phase behavior for model systems, but does not apply directly to PEDOT: PSS. Nevertheless, it
gives insight into the role of dipoles for complex coacervation.
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CHAPTER 1
INTRODUCTION

1.1

Overview

The need for high-performance organic electronic materials is spurred in part by
increasing public interest in solar energy initiatives and the demand for other cost-effective
electronic devices. Ideal properties of device components are application-specific, but many
devices require a component with high conductivity. Poly(3,4-ethylenedioxythiophene):
poly(styrenesulfonic acid) (PEDOT: PSS) is a polymeric material1,2 extensively used in devices
such as solar cells3-6, light-emitting diodes7, thermoelectrics8-11, and field-effect transistors12,13
for its high conductivity. It is under widespread investigation as a potential substitute for the
standard inorganic electrode, indium tin oxide (ITO). PEDOT: PSS is typically sold and stored as
aqueous suspensions of oligomeric PEDOT, in a cationic oxidation state, bound electrostatically
to PSS. The typical repeat structures of this material are shown in Figure 1.1. The introduction of
PSS stabilizes the otherwise insoluble PEDOT in water, allowing for the economical casting of
PEDOT: PSS into films with high transparency and conductivity.
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Figure 1.1. Chemical structure of PEDOT: PSS. A set of three repeat structures are shown for
each to reflect the relative spacings of each.

The synthesis of PEDOT: PSS has been accomplished by numerous routes50, all of which
start with the synthesis of a 3,4-ethylenedioxthiophene monomer (EDOT) which is then
polymerized. There are three types of reactions: oxidative chemical polymerization,
electrochemical polymerization, and transition metal-mediated coupling of dihalo EDOT
derivatives. Commercially-available PEDOT: PSS, which is purchased as a 1 wt. % aqueous
suspension, is typically synthesized by the polymerization of EDOT using oxidative chemical
polymerization in the presence of already-synthesized PSS1. For example, the so-called
BAYTRON P synthesis of PEDOT: PSS is accomplished by reacting EDOT in an aqueous PSS
solution with sodium persulfate. More recently, co-oxidizers such iron(III) sulfate are
implemented in this reaction as well.51. The result is a dark blue aqueous solution with partiallyoxidized PEDOT, carrying a positive charge, electrostatically bound to negatively-charged PSS.
Pristine PEDOT: PSS films possess bulk direct current conductivity as high as about 1
S/cm, which is significantly lower than the conductivity of ITO- about 3000 S/cm14. Fortunately,
there are a wide variety of treatments to enhance PEDOT: PSS conductivity15. These include
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thermal annealing16-18, mechanical shear19,20, strong acids21,22, co-solvents to water such as
dimethyl sulfoxide (DMSO) or ethylene glycol (EG)5,23-30, imidazolium-based ionic liquids31-34, and
salts35,36. Incredibly, conductivities as high as 4600 S/cm have been reported by some of these
methods20,22, which is an improvement of four orders of magnitude over untreated PEDOT: PSS
films.
It is unsurprising that PEDOT: PSS is under extensive study to understand the
mechanism of conductivity enhancement. Some studies report an increase in PEDOT rigidity,
resulting in its structural transition from coil-like to rod-like37. Many others mention the partial
phase segregation between PEDOT and PSS28-30,35,36,38-41. In both cases, a structural
rearrangement of PEDOT is believed to reduce local barriers to charge transport42, thus
increasing conductivity. The typical film morphology of PEDOT: PSS, consisting of PEDOT-rich,
semi-crystalline conducting nanodomains separated by insulating PSS-rich coronas26,39,43-45, is
consistent with this picture. In situ grazing incidence wide-angle x-ray scattering measurements
suggest that the solvent evaporation process dictates much of the resulting film structure46.
Despite these many efforts, a holistic description of why these structural changes occur,
and why they occur for such a variety of treatments, remains elusive. This is in part because we
expect the physical behavior of this material to be quite complex. For instance, it may be
dictated by a combination of electrostatic interactions, PSS conformational flexibility, solvency
of each component, and PEDOT crystallinity. These effects will influence the equilibrium film
morphology and the processing from solution to film, so fundamental knowledge of them is
crucial. Most research in this area focuses on the characterization of the film state, rendering it
difficult to assess the role of underlying effects.
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1.2

Approach

In this doctoral thesis work, the goal is to build on our fundamental understanding of
PEDOT: PSS and conducting polyelectrolyte complexes in general. The aims are to employ
experimental, theoretical, and simulation techniques to explore the assembly, structure, and
charge transport properties of PEDOT: PSS.
The solution properties are paid special attention because they are poorly understood.
The solution state, which facilitates the assessment of fundamental interactions, has been
briefly studied through a particle size characterization47 and spectroscopy analysis48. Also, a
small-angle neutron scattering analysis on solution PEDOT: PSS with an ionic liquid has revealed
a structural character like that of semi-dilute polyelecrolyte solutions49. However, more study is
needed to understand the fundamental behavior of this solution. This knowledge will equip us
to better understand PEDOT: PSS in both films and solutions, and may offer explanatory power
for the curious enhanceability of film conductivity. For this reason, we specifically consider the
phase behavior, structure, and dominant inter-molecular interactions of PEDOT: PSS solutions.
We explore phase behavior and some properties of PEDOT: PSS solutions through scattering
techniques and rheometric measurement to unravel the interactions at play. We show these
features in neat water and highlight changes that occur with the addition of DMSO, EG, 1-ethyl3-methylimidazolium tetrafluoroborate (EMIM BF4), or sodium chloride (NaCl). These are
considered conductivity enhancers, or secondary dopants to PEDOT: PSS conductivity. We
classify the former two as co-solvents, and the latter two as ion pairs, and all except NaCl are
known to improve film conductivity15,31,35. These findings are discussed in Chapters 2 and 3. They
focus on the electrostatic effect on PEDOT: PSS solution structure and the phase behavior of
PEDOT: PSS, respectively.

4

Film properties are characterized in terms of their charge transport properties in
Chapter 4. The temperature dependence of conductivity is studied for films treated by DMSO,
EG, EMIM BF4 and NaCl, and conductivity enhancement is correlated with changes to the
solution. Additionally, the conductivity of solutions is compared with films to illustrate the stark
contrast between them.
To better understand the first principles factors that affect PEDOT ordering in films,
Langevin dynamics simulations are employed in Chapter 5 to explore solution structure using
two different models: a coarse-grained model for PEDOT that utilizes potential energies specific
to thiophene groups, and a toy model for a charged polymer-dispersed liquid crystal which
strongly resembles the structure and interactions present in PEDOT: PSS.
Lastly, we consider that PEDOT: PSS is a specific, conducting variety of a polyelectrolyte
complex, or an aqueous solution of oppositely-charged polyelectrolytes. Chapter 6 is thus
concerned with understanding the complex coacervation of polyelectrolytes, or their phase
segregation into a polymer-rich phase. A simple explanation for coacervation by dipolar
attraction is proposed, including theoretical phase diagram computations. These dipoles are
born from the tight binding of polycations with polyanions.
Numerous appendices contain auxiliary studies and technique adaptations over the
course of this doctoral work. Appendix A expands on the factors affecting the gel transition of
PEDOT: PSS. Appendix B looks at the role of temperature on PEDOT: PSS film morphology.
Appendix C lists additional solution characterizations of PEDOT: PSS, including near-field infrared
spectroscopy, proton nuclear magnetic resonance spectroscopy, optical and atomic force
microscopy. Appendix D describes the unsuccessful attempts to characterize PEDOT: PSS
solutions by small-angle light scattering. Appendix E outlines supplementary measurements of
PEDOT: PSS viscosity. Appendix F summarizes an already-established method to numerical
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compute the phase separation kinetics of polymeric blends using only a free energy expression,
and is tested as proof-of-principle for a binary polymer blend. This technique can be used in
future work to study the kinetics of complex coacervation, and perhaps phase transition kinetics
in PEDOT: PSS during film casting. Appendices G and H experimentally characterize the
polyelectrolyte complexes sodium poly(styrenesulfonate): poly(l-lysine) and poly(acrylic acid):
poly(allylamine hydrochloride), motivated by the question of why polelectrolyte complexes form
stable aggregates of well-defined size. Appendix I introduces and demonstrates the alreadyestablished technique of differential dynamic microscopy, a technique that can be used in the
future to evaluate the dynamics of concentrated solutes such as coacervates formed from
polyelectrolyte complexes. Appendix J explains and demonstrates multi-particle collision
dynamics, an already-established simulation technique to efficiently capture hydrodynamic
interactions in computer simulations. It could be used to study kinetic effects in polyelectrolyte
complexes. Appendix K focuses briefly on another application for ionic liquids besides PEDOT:
PSS conductivity enhancement; the storage stability of biopolymers. Scattering measurements
are taken to demonstrate the storage stability of two biopolymers in various ionic liquid blends.
Lastly, Appendix L lists the programming codes used in this work for key simulations and
calculations that are non-obvious to reproduce.
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CHAPTER 2
ELECTROSTATIC EFFECT ON PEDOT: PSS SOLUTION STRUCTURE

2.1

Introduction

Given the compositional complexity of PEDOT: PSS, it is natural to first ask what the
polymer structure resembles in aqueous solution. This is often the starting state of PEDOT: PSS,
and solution properties may significantly affect film properties. Thermal annealing studies1-6
have shown that thermal history impacts film conductivity, and therefore the properties of the
solution during film casting are pertinent.
In this chapter, rigorous dynamic light scattering is performed on dilute PEDOT: PSS
solutions for different enhancer concentrations to understand dynamic processes. Laser light
scattering in dilute solution and X-ray scattering in semi-dilute solution are also applied to reveal
some structural features. Inter-particle interactions are probed by determining the effect of
PEDOT: PSS concentration on solution viscosity. Changes to these properties due to the
introduction of the conductivity enhancers DMSO, EG, EMIM BF4 and NaCl are discussed.
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2.2

Background

2.2.1

Static Scattering

Scattering is the re-radiation of a traveling wave because of a change in the property of
the medium through which it propogates. The same mathematical framework describes the
scattering of electrons, neutrons, and photons. The change in property that provides contrast
for scattering depends on the type of wave; for visible light, it is due to changes in a sample’s
refractive index whereas the source of contrast is electron density for X-rays. Scattering is
leveraged in experiments to probe structural and thermodynamic features about a material.
These materials can include highly-ordered crystals, whose regularly-spaced scattering centers
(i.e. atoms) induce sophisticated interference patterns of scattered X-rays7, or highly-disordered
liquid blends whose local fluctuations in concentration can scatter visible light8. In scattering
experiments, an incident wave of high intensity is typically passed through the sample, which
interacts with some fraction of the wave by changing its energy and momentum. In the work
throughout this thesis, only the elastic scattering of visible light and X-rays are studied. This
means that photons are scattering with constant energy. In these experiments, the scattering
vector is a central quantity to data interpretation. It is defined as the the difference between the
incident and scattered wave vectors, and its magnitude 𝑞 can be conveniently described.

𝑞=

4𝜋𝑛0
𝜃
sin
𝜆
2

Eq. 2.1

The refractive index of the medium is given by 𝑛0 , the photon wavelength in vacuum by 𝜆, and
the angle 𝜃 separates the incident and scattered vectors as defined by the illustration of Figure
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2. For high energy waves, such as X-rays9, 𝑛0 = 1. By convention, the orientation of the
polarization vector of incident radiation is out of the plane of this figure.

Figure 2.1. The geometry of a standard scattering experiment on a sample.

The length 2𝜋/𝑞 defines a scattering probe length. If the scattering intensity possesses a
sharp peak at some 𝑞, then the sample typically has a well-defined characteristic length
between scattering centers equal to the probe length corresponding to that 𝑞. It is also common
to consider regimes for which this probe length is much smaller or larger than the typical length
scale of a topological feature of the material, such as the radius of gyration 𝑅𝑔 of a dilute
polymer solution. For a binary solution of macromolecules in the regime where 𝑞𝑅𝑔 ≪ 1 and in
sufficiently dilute conditions such that intermolecular forces are weak, the Zimm equation10
provides a reasonably accurate description for the scattering intensity of visible light. Similar
functions would be valid for other waves too, though the source of scattering contrast will
originate from something besides refractive index.
𝑞 2 𝑅𝑔2
𝐾𝑐
1
=
(1 +
) + 2𝐴2 𝑐𝑝
𝑅𝜃 𝑀𝑤
3

Eq. 2.2

There are several concise terms embedded in this expression. The weight-averaged molecular
weight of the macromolecule is given by 𝑀𝑤 , the second virial coefficient to osmotic pressure is
13

given by 𝐴2 , and 𝑐𝑝 is the mass concentration of the macromolecule. Scattering intensity is
embedded in the Rayleigh ratio 𝑅𝜃 , and is given by the following expression.

𝑅𝜃 =

𝐼𝑟 2
𝐼0 𝑉𝑠

Eq. 2.3

The total intensity of the incident radiation is 𝐼0 , the total intensity of scattered light at a given
angle is 𝐼, the sample-detector separation distance is 𝑟, and the scattering volume, or the
volume of the region where scattered light has a path to the detector, is given by 𝑉𝑠 . Typically, 𝐼
is measured and the other terms can be determined via a standard of known 𝑅𝜃 such as toluene
for visible light. The factor 𝐾 depends on optical properties11.
4𝜋 2 𝑛02 𝜕𝑛
𝐾= 4
(
)
𝜆 𝑁𝐴 𝜕𝑐𝑝

2

Eq. 2.4

Here, 𝑛 is the overall solution refractive index and 𝑁𝐴 is Avogadro’s constant. By measuring the
scattering intensity of a dilute sample at multiple angles and concentrations, 𝑅𝑔 , 𝐴2 and 𝑀𝑤 are
determinable from Eq. 2.2. The graphical expression of this equation is appropriately called a
Zimm plot, and an idealized example of this construction is provided.
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Figure 2.2. Idealized Zimm plot for light scattering data. The constant 𝑘 ′ is arbitrary and will not
affect resulting measurements. Data from individual measurements are represented by black
points. Solid red lines indicate data points of constant 𝑞, while solid blue lines indicate data
points of constant 𝑐𝑝 . By extrapolating data to either 𝑐𝑝 = 0 or 𝑞 = 0, denoted by the dotted
lines, valuable characteristics of the sample can be determined. The theoretical values for the
slopes and intercepts are indicated on the plot.

Alternatively, if 𝑐𝑝 is sufficiently close to zero for an extrapolation to be unnecessary, a
simplified expression for the form factor of an individual macromolecule can be derived12.

ln 𝑅𝜃 = ln(𝐾𝑐𝑝 𝑀𝑤 ) −

𝑞 2 𝑅𝑔2
3

Eq. 2.5

By plotting ln 𝑅𝜃 versus 𝑞 2 and knowing the quantity 𝐾𝑐𝑝 , 𝑀𝑤 and 𝑅𝑔 can be determined from
the intercept and slope, respectively. The major advantage to this approach is that 𝑅𝑔 is easily
15

determined without needing to work out the optical properties or even the concentration of the
solution. This is especially advantageous in a system such as PEDOT: PSS, where there are
multiple components and some absorb light. The light absorbance of PEDOT monomers is not a
characteristic accounted for in the above expressions, but the calculation of 𝑅𝑔 is still valid.
A key consideration for all measurements is the assumption that intermolecular
interactions are weak and short-ranged. For charged systems, including PEDOT: PSS, this
assumption may be poor because of long-range electrostatic interactions13,14. Small quantities of
dissociated salt can effectively screen these interactions, shortening their range considerably.
The characteristic range of this interaction is given by the Debye length 𝜅 −1 , which will be
discussed in further detail in Chapter 6.
X-ray scattering, operating on the same mathematics, is based on the same principles as
visible light scattering, however, in all the visible static light scattering experiments, the
assumption that 𝑞𝑅𝑔 ≪ 1 must be upheld to apply the previous equations. For X-rays, 𝜆 is much
smaller and so 𝑞 is much larger, and 𝑞𝑅𝑔 > 1 in many situations. It tends to be useful instead for
probing features such as the internal structure of polymers. For the case when 𝑙𝑝 < 2𝜋⁄𝑞 < 𝑅𝑔 ,
where 𝑙𝑝 is the persistence length of a linear polymer segment, the following expression is valid
in dilute conditions for free polymers and chain-like fractal aggregates15.

𝐼 = A𝑞 −𝑑

Eq. 2.6

Here, 𝐼 remains an overall scattering intensity but now measured for X-ray photons rather than
visible light, 𝐴 is a constant that depends on sample geometry, 𝐼0 , 𝑟, and the inherent contrast
factor of the sample, and 𝑑 is the fractal dimension of the chain. In a 𝜃-solvent, 𝑑 = 2. The
source of contrast in these experiments is the difference in electron density between the sample
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and the medium. In a good solvent, 𝑑 = 5/3. In a poor solvent that is not approaching a phase
transition, polymers become globules and 𝑑 = 3.

2.2.2

Dynamic Light Scattering

In static scattering light experiments, the magnitude of the time-averaged intensity is
the key measurement. In dynamic light scattering (DLS) experiments, the value of the average is
relatively unimportant. Instead, how 𝐼 fluctuates in time is the focus, and this yields valuable
dynamical information about the system under study. In this work dilute aqueous
macromolecules are studied, and the primary mode of motion is simple Brownian diffusion16. As
particles diffuse, concentration fluctuations will change over time, resulting in 𝐼 fluctuations. A
cartoon illustrating this principle is provided in Figure 2.3.

Figure 2.3. Illustration of a dynamic light scattering experiment signal measured at some
scattering vector 𝑞.
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The intensity autocorrelation function 𝑔(2) can be calculated manually from this signal, but a
vast number of data points is required for adequate statistical averages. It is common for a
correlator to be installed with the detector, which is capable of efficiently calculating the
autocorrelation function. It is defined by the following expression.

𝑔(2) (𝑞, 𝜏) =

〈𝐼(𝑞, 𝑡)𝐼(𝑞, 𝑡 + 𝜏)〉
〈𝐼(𝑞, 𝑡)𝐼(𝑞, 𝑡)〉

Eq. 2.7

The decay time here is 𝜏 and the observation time is 𝑡. The angular brackets denote an average
over all 𝑡 such that 𝑔(2) is independent from it. Data for 𝑔(2) are converted to an electric field
autocorrelation function 𝑔(1) using the Siegert relation17. The absolute magnitude term should
not be necessary in theory, where 𝑔(2) should always be positive, but in practice negative values
are possible due to poor averaging.

𝑔(1) (𝑞, 𝜏) = 1 + √|𝑔(2) (𝑞, 𝜏)|

Eq. 2.8

With 𝑔(1), which represents general system dynamics as probed by scattering, interpretation of
the data requires the assumption of a model. For a simple case, Brownian diffusion for particles
monodisperse in size, a single exponential function describes 𝑔(1). Its semi-empirical form is
given by the following expression17.

𝑔(1) (𝑞, 𝜏) = 𝐴 + 𝐵exp(−Γ𝜏)

Eq. 2.9

The term 𝐴 is a baseline constant which should be 0, the term 𝐵 is a prefactor which is 1 ideally
but typically is less due to instrumental limitations, and the term Γ is a decay rate.
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For multiple diffusive modes, a sum of exponentials can be used, each with its own
prefactor and decay rate.
𝑛𝑖

𝑔(1) (𝑞, 𝜏) = 𝐴 + ∑ 𝐵𝑖 exp(−Γ𝑖 𝜏)

Eq. 2.10

𝑖=1

It is common in this work for a double exponential fit to be used, or for when 𝑛𝑖 = 2.
Occasionally, CONTIN analysis is also implemented18. The basic principle is to assume
there is a broad and generic distribution of diffusive modes, such that many decay rates exist
within 𝑔(1). Because the functional form of Eq. 2.10 resembles a Laplace transform for large 𝑛𝑖 ,
it follows that computing the inverse Laplace transform of 𝑔(1) would yield an intensityweighted distribution of Γ. Numerous fitting techniques for solving this problem are called
inverse Laplace transform (ILT) problems, of which the CONTIN algorithm is one. Essentially,
several hundred diffusive modes are assumed, and their values are fit to minimize the sum of
the squared residuals between the model-predicted and experimental 𝑔(1) or 𝑔(2) data, subject
to a penalty for distributions of high curvature.

2

𝑔(2) (𝜏) = 1 + 𝐵 [∫ 𝑝(Γ)exp(−Γ𝜏)𝑑Γ]

Eq. 2.11

The characteristic decay rate of a given mode is Γ, and 𝑝(Γ) is the intensity-weighted
distribution of Γ.
Lastly, the cumulant method is also use17. Cumulants in general are an alternative
method to moments for describing a distribution. In DLS experiments, a broad monomodal
distribution in Γ is assumed, and the following model is fit to the data to minimize the sum of
the squared residuals.

19

𝑛𝑖

𝑔

(1) (𝑞,

𝜏) = 𝐴 + ∑ 𝐵𝑖 exp(−Γ(𝜏 −
𝑖=1

𝜇2 2 𝜇3 3
𝜏 + 𝜏 + ⋯ ))
2!
3!

Eq. 2.12

An expansion in 𝜏 is provided, and in this work the fit Γ for a second order expansion is
computed.
For diffusive processes of dynamically isotropic species, Γ is related to 𝑞 by the
following equation.

Γ = 𝐷𝑞 2

Eq. 2.13

The diffusion coefficient is 𝐷, which can be calculated by averaging Γ/𝑞 2 for all 𝑞 or by fitting a
line through the origin in a plot of Γ versus 𝑞 2 . In this chapter, both are used to interpret data. It
is common to report the apparent hydrodynamic radius 𝑅ℎ corresponding to 𝐷 by assuming the
Stokes-Einstein relation19.

D=

𝑘𝐵 𝑇
6𝜋𝜂𝑅ℎ

Eq. 2.14

The terms 𝑘𝐵 , 𝑇 and 𝜂 are the Boltzmann constant, temperature and the solvent viscosity,
respectively.

2.2.3

Viscometry

Viscometry is a technique based on the relation between the viscosity of a fluid and the
time taken to elute through an enclosure. Typically, a fluid is passed through a glass capillary
tube with a small inner diameter. A pressure drop Δ𝑃 is applied and for a Newtonian fluid under
laminar flow the Poiseiulle equation20 describes the resulting volumetric flow rate 𝑄.
20

𝑄 = Δ𝑃

𝜋𝑅 4
8𝜂𝐿

Eq. 2.15

This expression depends on the the capillary inner radius 𝑅, the capillary length 𝐿, and 𝜂. A
typical gravimetric viscometry experiment is conducted by filling a reservoir above the capillary
tube with the test fluid, and measuring the gravity-induced flow rate through the tube by noting
the time need for the fluid level to drop a pre-determined distance. A wide variety of
viscometers are available, with different shapes and values for 𝑅 and 𝐿.
Viscometry experiments can be highly accurate, but two major considerations should be
made when conducting them. First, fluid viscosity tends to be highly sensitive to temperature, so
efforts to control it should be implemented. Second, a non-uniform shear rate is applied within
the capillary tube, with its maximum at the walls and its minimum of zero at the center. For
highly non-Newtonian fluids where 𝜂 depends on the applied shear rate, the calculated 𝜂 from
Eq. 2.16 represents a kind of average, rather than an exact property.

2.3

Methods

Visible light scattering measurements were made by an ALV-5000E correlator (ALV,
Langen Germany), which contained 288 channels and was connected to a photomultiplier
detector mounted on a goniometer. A variable-power argon laser (𝜆 = 514.5 nm) with a power
of 600 mW was used as the incident light source. Measurements were taken at angles ranging
from 45° to 120°. This corresponded to a range 0.012 < 𝑞 < 0.028 nm-1. The time-averaged 𝐼
was measured and converted into 𝑅𝜃 by subtracting the solvent background scattering intensity
and then applying a conversion factor determined from a toluene standard. Measurements
were made on dilute PEDOT: PSS solutions.
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Using Milli-Q water (Millipore, Billerica MA USA, conductivity of 55 nS/cm), samples
were prepared by dilution of the PEDOT: PSS product Orgacon ICP1050 (Agfa, Gevaert NV USA).
This grade was rated for ultra-high conductivity, and possessed a PEDOT: PSS mass ratio of 5:8
and a polymer concentration of 11 mg/mL. Solution conditions were altered as needed by the
addition of another solute. These were comprised of 1-ethyl-3-methylimidazolium
tetrafluoroborate (EMIM BF4), ethylene glycol (EG), dimethyl sulfoxide (DMSO), and sodium
chloride (NaCl). (Sigma Aldrich, St. Louis MO USA) The ionic species (EMIM BF4, NaCl) were
added to ICP1050 solutions in concentrations ranging from 5 to 500 mM, and the co-solvent
species (EG, DMSO) in concentrations from 100 to 1500 mM (1-10 wt. %). Miscibility of each of
the four components in water was verified by the lack of an increase in scattered light intensity.
Milli-Q water was used as a diluent and toluene (Sigma Aldrich) was used as calibration standard
in light scattering measurements. No further purification was performed on any materials aside
from filtration.
PEDOT: PSS was diluted to a polymer concentration of 0.3 mg/mL with Milli-Q water
(Merck Millipore, Billerica MA USA) in all light scattering experiments. This solution was filtered
by a cellulose acetate membrane with a Nalgene housing and a pore diameter rating of 0.8 µm
(Thermo Fisher Scientific, Waltham MA USA). This filter size was selected as a compromise
between a larger filter which ineffectively removed dust and other contaminants, and a smaller
filter which removed a generous portion of PEDOT: PSS from the filtrate and significantly
decreased the average particle size. This removal was verified by UV-Vis spectroscopy. Since the
filters may have removed some material from the sample, the true concentrations were
probably somewhat lower than 0.3 mg/mL. The filtrate was directly added to a dust-free glass
culture tube, and immersed in the p-xylene bath of the light scattering instrument. Any
enhancers were separately filtered and added to the post-filtered PEDOT: PSS so that any
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enhancer-induced aggregates would not be removed by the filter. Results for static light
scattering data were collected for PEDOT: PSS in the presence of each of the four considered
additives in various concentrations.
X-ray scattering was performed using a Ganesha SAXS instrument (Molmex Scientific,
Northampton MA USA) on aqueous ICP1050 PEDOT: PSS with a concentration of 10 mg/mL in
the presence of five aqueous solvent conditions: neat Milli-Q water, 50 mM EMIM BF4, 50 mM
NaCl, 1600 mM EG, and 1300 mM DMSO. A higher concentration was used to to boost the
overall scattering intensity. Each sample was contained in a button cell with mica windows
through which the beam passed. Measurements were collected for 10-50 min each, and
depending on signal noise, and at two different sample-detector distances to provide a broad 𝑞
range (0.06 < 𝑞 < 30 nm-1). This range covered both a small-angle and wide-angle scattering
regime. Radial averages of sample intensity were calculated, and were corrected based on
sample thickness, beam transmission through the sample, and incident beam intensity. The
corrected scattered intensity of the solvent was subtracted from the solution signal. Since all
corrections were applied to convert to relative intensity to absolute intensity, the two curves
corresponding to different sample-detector distances were superimposable on each other
without the use of a shift factor. The two regimes met at a 𝑞 value of 1 nm-1.
For this PEDOT: PSS concentration, a hydrogelation occurred at non-zero ionic strengths
up to 50 mM, and a phase segregation occurred for ionic strengths exceeding 50 mM. This was
further studied and will be covered in the next chapter. The hydrogels and polymer-rich macrophase were also characterized by X-ray scattering by the same method. DLS measurements were
simultaneously performed on the same samples and conditions as static light scattering
measurements. DLS data was additionally collected for PSS, which was extracted from PEDOT:
PSS by addition of NaCl. The PSS extraction was performed by adding a solution of 1 M aqueous
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NaCl to ICP1050 such that the polymer concentration was 7.7 mg/mL and the NaCl
concentration was 0.3 M. After 24 h of mixing, the solution was spun in an Eppendorf centrifuge
at 13000 rpm (estimated acceleration of 7500 G) for 30 min. The supernatant, which contained
no PEDOT because it did not absorb visible light, was extracted, filtered through a membrane
with a pore diameter rating of 0.8 µm, and dialyzed against Milli-Q water for four days. The
dialyzed supernatant was lyophilized in a 0.07 mbar vacuum for two days. The resulting powder,
which was pure PSS as verified by UV-Vis spectroscopy, was weighed and re-suspended in MilliQ water, and 800 mM NaCl was added to screen electrostatic interactions for scattering
measurements.
The capillary elution time of diluted PEDOT: PSS and extracted PSS was measured at
various concentrations using a type 75 Ubbelohde viscometer (Cannon, State College PA USA).
All experiments were performed at room temperature, which was consistently measured as 20
°C. The viscosity ratio of ICP1050 compared to the solvent was used to calculate the reduced
viscosity 𝜂𝑟 by the following expression21.

𝜂𝑟 =

1 𝑡𝑝
( − 1)
𝑐𝑝 𝑡0

Eq. 2.16

The elution time of the PEDOT: PSS solution is 𝑡𝑝 , and the elution time of the solvent is
𝑡0 . Bulk density changes between the various solutions were assumed negligible for a given
solvent. Five solvent conditions were selected: neat Milli-Q water, 15 mM EMIM BF4, 15 mM
NaCl, 500 mM EG, and 400 mM DMSO. These experiments were also used to determine 𝜂 of the
co-solvent solutions for DLS analysis.
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2.4

Measurement of Size

Analysis of 𝑔(1) collected by DLS was primarily conducted by a double exponential fit,
which was chosen based on fit quality and small residuals with little to no systematic error. DLS
measurements of 𝑅ℎ for dilute PEDOT: PSS showed a dominant mode of motion that scaled with
𝑞 in a manner consistent with the Brownian motion of large particles. The secondary mode was
second, faster dynamic process that was not diffusive in nature. A typical 𝑔(1) function, and its
decomposition into two exponential decays, is provided in Figure 2.4.

Figure 2.4. Example electric field autocorrelation function 𝑔(1) versus delay time 𝜏 for 0.3
mg/mL PEDOT: PSS in 5 mM EMIM BF4. Data is represented by red circles, while the double
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exponential fit is represented by the black curve. The separate terms of this fit are plotted as the
blue and magenta curves.

Data at very small 𝜏 or very large 𝜏 were ignored for fitting. This was because of suspected
correlator issues for the small 𝜏, and post-filtration aggregates or dust at large 𝜏.
The dependence of the fit parameter Γ on 𝑞 is given as an example in Figure 2.5 for both
the dominant and secondary modes. The dominant mode behaved diffusively, while the
secondary mode Γ tended to exhibit an independent or possibly negative trend with 𝑞. A nearly
constant Γ = 4000 s-1 was observed for the secondary mode.
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Figure 2.5. Decay rate Γ versus the square of the scattering vector 𝑞 for 0.3 mg/mL PEDOT: PSS
in water for (top) the faster secondary mode derived from a double exponential fit and (bottom)
the slower dominant mode derived from a double exponential fit.

Other analysis methods were considered as well: single exponential fits, the cumulant
method and CONTIN analysis. The resulting Γ measurements for one example solution are given
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in Figure 2.6 for all three. A single exponential resulted in poor fit residuals, and a nonlinear
trend in Γ versus 𝑞 2 . A cumulant fit yielded a similarly poor result. CONTIN analysis results for Γ,
determined by the primary peak position of a 𝑝(Γ) distribution, yielded a diffusive trend.

Figure 2.6. Decay rate Γ versus the square of the scattering vector 𝑞 for 0.3 mg/mL PEDOT: PSS
in water as determined by three alternative fitting methods: (blue) a single exponential, (red)
the cumulant method and (green) the distribution peak from CONTIN analysis. Lines through the
origin that fit each of these data sets are shown by dotted lines.

Though CONTIN analysis results were consistently linear, the values were noisy, the primary
distribution peaks varied in shape at different 𝑞, and sporatic secondary peaks in the Γ
distribution often emerged. The example distribution in Figure 2.7 is representative of these
effects.
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Figure 2.7. Distribution of the decay rate Γ as determined by CONTIN analysis for 0.3 mg/mL
PEDOT: PSS. Each curve represents results from one scattering angle in degrees.

Whether CONTIN analysis or a double exponential fit should have been selected as the primary
means of evaluating 𝑅ℎ was a non-trivial decision. CONTIN analysis was generally more
systematic, and the changing shape of the primary distribution modes could be attributed to
particle size polydispersity effects. The fast mode of the double exponential fit would then
simply be a fitting artifact of an incorrect interpretation. However, the distribution shapes and
secondary mode existence and position were highly variable from fit to fit, whereas the double
exponential fit results were much more consistent. If the fast mode of this analysis method was
not a fitting artifact, the nonlinear dependence of its Γ with 𝑞 2 may have been due to the
complex internal motions of the particles.
Based on these considerations, the double exponential fit was evaluated as a more
accurate characterization of the slow, primary mode. However, the 𝑅ℎ corresponding to this
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mode was computed by both a double exponential fit and by CONTIN analysis to illustrate the
consistency of the results. These results are shown in Figure 2.8 and Figure 2.9. They
demonstrate that while interpretation of the secondary mode was inconsistent between the
two methods, the dominant mode was highly consistent.

Figure 2.8. Hydrodynamic radius 𝑅ℎ of PEDOT: PSS as determined by the dominant mode of a
double exponential fit for different concentrations of candidate conductivity enhancers, either
(red) EMIM BF4, (blue) NaCl, (magenta) DMSO or (green) EG.
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Figure 2.9. Hydrodynamic radius 𝑅ℎ of PEDOT: PSS as determined by CONTIN analysis of a
double exponential fit for different concentrations of candidate conductivity enhancers, either
(red) EMIM BF4, (blue) NaCl, (magenta) DMSO or (green) EG.

The particles changed in size upon solute addition. All four candidate conductivity
enhancers were considered as solutes: NaCl, EMIM BF4, DMSO, and EG. The data show that 𝑅ℎ
decreased with ionic concentration. This decrease was consistent with either de-swelling or a
breakup of particles into smaller entities, but the distinction could not be made here. In either
case, the substantial shrinkage due to such a small ion addition (5 mM) suggested that
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electrostatic screening influenced particle size. By contrast, 𝑅ℎ had no significant dependence
on co-solvent concentration, even for generous additions (up to 1500 mM).
It was found that the 𝑅ℎ for the large particles in neat water was about 250 nm. Such
large, well-defined particles must have been comprised of many polymer chains. To give a size
comparison between primary particles and individual PSS chains, static light scattering and DLS
characterization of the extracted PSS from PEDOT: PSS in 800 mM NaCl yields a 𝑅ℎ of only 9.3
nm and an 𝑅𝑔 of 14 nm. Figure 2.10 and Figure 2.11 show the data that gave these results.

Figure 2.10. Zimm plot of PSS in 800 mM NaCl extracted from PEDOT: PSS by a salt-induced
phase segregation. Resulting properties from this fit were the weight-averaged molecular
weight 𝑀𝑤 = 90,000, radius of gyration 𝑅𝑔 = 14 nm and second virial coefficient to osmotic
pressure 𝐴2 = 0.0002 mol mL/g2. Each color represents a different dilute concentration: 0.25,
0.5, 1, and 2 mg/mL. 𝑘 ′ = 80 mL/g. 𝜕𝑛/𝜕𝑐 was measured with a refractometer.
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Figure 2.11. Example electric field autocorrelation function 𝑔(1) versus delay time 𝜏 for dilute
PSS in 800 mM NaCl extracted from PEDOT: PSS by a salt-induced phase segregation. Data is
represented by red circles, while a single exponential fit is represented by the black curve. The
inset plots the apparent 𝑅ℎ versus 𝑞 2 . The average of these values is 𝑅ℎ = 9.3 nm.

2.5

Structure Determination

Static light scattering results for dilute PEDOT: PSS solutions with various candidate
conductivity enhancers is provided in Figure 2.12. Based on the trend that 𝑅𝜃 ~ 𝑞 −2.7 for most
of the data ranges, the limit 𝑞𝑅𝑔 ≪ 1 was not met. This makes sense given that 𝑅ℎ = 150-250
nm for these particles. Estimates for 𝑅𝑔 might be 300 nm, for example, yielding 𝑞𝑅𝑔 ≅ 6 for a
typical condition.
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Figure 2.12. Rayleigh ratio 𝑅𝜃 versus scattering vector 𝑞 for 0.3 mg/mL PEDOT: PSS as
determined by static light scattering. Each color represents an aqueous solvent condition.

Because they were so large, the internal structure of the particles was probed not only
by laser light scattering at a dilute PEDOT: PSS concentration (0.3 mg/mL), but also by X-ray
scattering at a semi-dilute concentration (10 mg/mL). Several conditions were considered in for
one-phase solutions, one-phase hydrogels induced by intermediate salt concentration (50 mM
EMIM BF4 or NaCl), and in the polymer-rich phase that emerges from phase segregation at very
high salt concentration (150 mM EMIM BF4 or NaCl). A summary of these results is given in
Figure 2.13.
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Figure 2.13. Excess scattering intensity versus scattering vector 𝑞 of PEDOT: PSS in various
solvent conditions by light scattering (0.01 < 𝑞 < 0.03 nm-1) in 0.3 mg/mL dilute solution and
X-ray scattering 0.04 < 𝑞 < 4 nm-1) in 10 mg/mL semi-dilute solution. Data are vertically shifted
for visual clarity. The intensity of the light scattering data is arbitrarily shifted to align with the xray scattering data to illustrate profile continuity. A composite fractal scattering and
polyelectrolyte mesh model is applied to each data set and shown as best fit lines.

The X-ray scattering intensity profile for neat PEDOT: PSS monotonically decreased with
𝑞, but included a broad shoulder around 0.5 nm-1. This scattering pattern was consistent with a
semi-dilute polyelectrolyte mesh26 in addition to a fractal scaling of intensity at low q which was
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characteristic for these particles. Fits consistent with this interpretation are included in the plot.
The four-parameter form of this fit was given by the following for low-salt conditions.

𝐼 = 𝐴𝑞 −𝑛 +

𝐵𝑞 2
1 + (𝑞𝜉)4

Eq. 2.17

A five-parameter fit was used for the high-salt conditions, given as follows.

𝐼 = 𝐴𝑞

−𝑛

𝐵(𝑞 2 + 𝜅 2 )
+
1 + 𝑞 2 (𝑞2 + 𝜅 2 )𝜉 4

Eq. 2.18

The parameters A and B are weightings, 𝜉 is the polyelectrolyte mesh size, 𝜅 is the
inverse Debye length, and n is the fractal dimension of the scattering object for 1⁄𝑙𝑝 > 𝑞 >
1⁄𝑅𝑔 . The second term of this equation is the theoretical expectation of a semi-dilute
polyelectrolyte.
The best fit for PEDOT: PSS in neat water yielded the following parameters: 𝑛 = 2.6, 𝜉 =
4.0 nm. Parameters for the other data sets were similar. The partial deviations in this behavior
from theoretical predictions were permissible when considering the several non-idealities of this
material: two species of oppositely-charged polymers were present, and PEDOT had inherently
poor solvency. The data were merely consistent with this structural description. Laser light
scattering data was also included on the graph for much lower q, and the data for intensity were
arbitrarily scaled since the source of scattering contrast was different. The scale factors were
chosen to illustrate the apparent continuity between the light scattering and X-ray scattering
regimes. The fractal dimension measured in the light scattering regime was 𝑛 = 2.7, which
agreed with that obtained from X-ray scattering. A fractal scattering regime was expected for
swollen polyelectrolyte particles, since 𝑞𝑅𝑔 > 1 even in light scattering experiments. The data
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were also in excellent agreement with small-angle neutron scattering data recently published
for PEDOT: PSS32.
Data for PEDOT: PSS with each of the enhancers are also shown, and shifted for clarity.
Despite the large rheological changes observed upon the introduction of ions to semi-dilute
PEDOT: PSS, which are discussed in Chapter 3, the scattering profiles were similar. Even the
profiles from the polymer-rich phases, collected from phase segregation in dilute conditions,
were nearly identical to the others. These data demonstrated that no significant structural
change to the particles occured, even with profound changes to viscoelastic properties and
phase behavior. Because these particles were so large, exhibited gel-like viscoelastic properties,
and had largely invariant internal structure, they were designated as charged micro-gels.
It was speculated that the internal micro-gel structure was also similar in dilute
conditions at large 𝑞, though these conditions were inaccessible due to X-ray scattering contrast
limitations. Most likely, the micro-gels simply aggregated when they phase separated at high
ionic strength. An illustration of this morphological interpretation of PEDOT: PSS is provided in
Figure 2.14. This was consistent with prior interpretation of PEDOT: PSS structure described in
Chapter 1, but the micro-gel nature of this material was a new contribution. There was an
interesting resemblance between these swollen micro-gels in solution and the dehydrated coreshell sphere model proposed by Takano et al. in films33. Good agreement also existed between
the micro-gel interpretation and the structured aggegates discussed by Gangopadhyay et al. in
solution and upon lyophilization34, giving further support to both interpretations.
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Figure 2.14. Cartoon of the morphology of PEDOT: PSS in the liquid and gel states, where red
indicates PEDOT oligomers and blue indicates PSS chains. In both cases, PEDOT: PSS collects into
many-chain charged micro-gels whose structure is largely invariant. Physical cross-links exist in
both states, represented as yellow circles, but in the gel these cross-links connect the micro-gels
into a macroscopic network. The exact cause of these cross-links is unknown, so connections are
shown between various polymers in a general manner.

At wide angles, no interesting observations were noted for the excess X-ray scattering
intensity. Figure 2.15 shows total absolute scattering intensity without background subtraction
for PEDOT: PSS, and compares it with that of the background. There was a sharp peak at 15 and
26 nm-1 which was from the mica sheet encasement and was ignored. The curves possess a
broad peak at 22 nm-1 associated with the structure of the water and small molecule solutes.
Although changes to scattering intensity were present, in part due to changes in X-ray
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transmittance, the overall difference between solution and background were not sufficient to
indicate any Ångström-scale ordering of PEDOT: PSS. The lack of well-defined ordering at this
length scale implied that PEDOT ordering, which was known to occur in the film state, was
absent in solution.
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Figure 2.15. Total X-ray scattering intensity versus scattering vector 𝑞 for 10 mg/mL PEDOT: PSS
in water with various candidate conductivity enhancers. Black curves represent the background
(solvent and enhancer), red curves represent the total solution (solvent, enhancer and PEDOT:
PSS).

40

2.6

Effect of Conductivity Enhancers on Inter-Particle Interactions

The nature of interactions between micro-gel particles in dilute conditions were probed
by considering the concentration dependence of PEDOT: PSS reduced viscosity, shown in Figure
2.16, for the presence of each conductivity enhancer.

Figure 2.16. Reduced viscosity 𝜂𝑟 for different PEDOT: PSS concentrations 𝑐𝑝 in various solvent
conditions. Pristine refers to PEDOT: PSS in pure water. Error bars reflect the standard deviation
of 6 independent measurements on the same stock solution.

For neutral particles in dilute solution, a positive, linear slope with a positive intercept is
expected, and it is described by the Huggins Equation.
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𝜂𝑟 = [𝜂] + 𝑘𝐻 [𝜂]2 𝑐𝑝

Eq. 2.19

The coefficients in this expression are the intrinsic viscosity [𝜂] and the Huggins coefficient 𝑘𝐻 .
This is applicable when hydrodynamic coupling dominates between particles. For
polyelectrolytes in solution, we instead expect the following general trend for small values of 𝑐𝑝 .

⁄2

𝜂𝑟 ∝ 𝑐𝑝−1

Eq. 2.20

This power law dependence of 𝑐𝑝 on 𝜂𝑟 is generally expected for single-chain polyelectrolytes in
low-salt conditions according to experiments22-25 and theoretical arguments26-29. It is consistent
with electrostatic interactions between polyelectrolytes while also taking into account the
strong concentration dependence on their spatial distribution. The exact value of the exponent
varies across both experiments and theory, but is always negative and is typically about -0.5.
This behavior is expected not only for polyelecrolytes, but also for charged micro-gels as
described by Hess and Klein30 for large Debye lengths. Antonietti et al. generalized this
expression31 to include a high-salt limit, where the Debye-Hückel interactions are screened and
hydrodynamic interactions dominate, and this agrees with Eq. 2.19.
For high ionic strength, by adding either EMIM BF4 or NaCl, a trend in agreement with
Eq. 2.19 Eq. 2.19 was observed. For low ionic strength, either in neat water or by adding DMSO
or EG, 𝜂𝑟 depends on 𝑐𝑝−0.4 , which agreed with Eq. 2.20. The agreement indicated that the
dominant inter-particle interaction was electrostatic in nature, and that free ions screened these
interactions. For all conditions, there was an upturn in PEDOT: PSS viscosity at a concentration
of 1 mg/mL that corresponded to the micro-gel overlap concentration. But overall, inter-particle
interactions were dominated by electrostatics in low-salt conditions.
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For comparison, 𝜂𝑟 was also measured on extracted PSS in salt-free conditions, and
compared with the same conditions for PEDOT: PSS. The results in Figure 2.17 show that the
viscosity behavior for the PEDOT: PSS microgels closely resembled that of PSS, which was
expected.

Figure 2.17. Reduced viscosity 𝜂𝑟 for different total polymer concentrations 𝑐𝑝 in various solvent
conditions. Error bars reflect the standard deviation of 6 independent measurements on the
same stock solution.

2.7

Conclusion

The structural and dynamical aspects of PEDOT: PSS dispersions were studied upon the
addition of these conductivity enhancers: EMIM BF4, NaCl, DMSO, and EG. PEDOT: PSS collected
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into many-chain charged micro-gels that were hundreds of nanometers in scale. The observed
sensitivity to ionic strength underscored the dominance of electrostatic forces in PEDOT: PSS
solutions. However, the internal structure of these entities appeared largely unchanged even in
phase separation events, and agreed with the picture of a semi-dilute polyelectrolyte mesh that
was expected of a charged micro-gel. A strong change in physical properties occurred when the
ionic species NaCl and EMIM BF4 were introduced, but not when co-solvents DMSO and EG were
introduced, further supporting the importance of electrostatic interactions on PEDOT: PSS
phenomenology. This work laid out the rich structural features of PEDOT: PSS, and by
demonstrating the relevance of electrostatic interactions, and their influence on solution state
properties.
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CHAPTER 3
PHASE BEHAVIOR OF PEDOT: PSS

3.1

Introduction

In this chapter, PEDOT: PSS phase transitions are explored using UV-Vis spectroscopy to
quantify polymer composition and rheometry to demonstrate an interesting physical gel
transition. Transitions are induced by altering aqueous polymer concentration and by adding
various concentrations of the conductivity enhancers DMSO, EG, EMIM BF4 and NaCl. These
transitions may occur in conditions highly relevant to the film fabrication process.

3.2

Background

In general, phase separation is the conversion of a uniformly-mixed material into
multiple phases, each with its own distinct, uniform composition or state1. These classical ideas
apply to polymeric mixtures as well2,3. For liquid-liquid phase separations (not necessarily with
crystal metals for example, which might undergo a packing structure transition without
changing composition), each phase has its own composition. Whether a material undergoes a
phase separation or remains in a homogeneous state depends on state variables, such as
temperature and pressure, as well as the initial total composition. A phase diagram can be
constructed to predict whether and how a phase separation will occur for a given state and
composition. A typical phase diagram for a binary liquid mixture is illustrated in Figure 3.1. If the
mixture is at the temperature and composition specified by the purple point, the coexistence
curve, marking the boundary between the 1-phase and 2-phase regions, shows that a
spontaneous separation into two phases will occur. Their states are marked by the blue and red
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points. One phase is blue-rich, while the other is blue-poor. The horizontal line connecting the
two is called a tie-line. If a point anywhere along a single tie line is specified as the initial state of
the system, in equilibrium that state will spontaneously separate into the same pair of red and
blue points.

Figure 3.1. Schematic of a phase diagram for a binary mixture of a red and blue liquid. The axis
corresponds to the concentration of the blue species.

In this work, the phase behavior of PEDOT: PSS solutions is investigated at room
temperature. This means that temperature and pressure are fixed, and only composition is
varied. There are essentially four relevant components in the system: PEDOT, PSS, water, and an
added enhancer. The enhancer was either NaCl, EMIM BF4, DMSO, or EG. To investigate phase
behavior, the overall ratio of PEDOT to PSS was kept fixed, and the total PEDOT: PSS
concentration was varied. Additionally, the total concentration of the added enhancer was
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varied. The concentration of PEDOT, PSS, and the additive could independently vary between
the two phases.
Additionally, a physical hydrogelation was observed, indicating that the phase behavior
is more complicated than a simple phase coexistence. Mechanical behavior as measured by
rheometry is also employed to evaluate the extent of gelation in any of the given phases.

3.3

Methods

3.3.1

Sample Preparation

Using Milli-Q water, samples were prepared by dilution of ICP1050 PEDOT: PSS (Agfa,
Gevaert NV USA) to the desired concentration. Solution conditions were altered as needed by
the addition of another solute. These were comprised of EMIM BF4, EG, DMSO, and NaCl. (Sigma
Aldrich, St. Louis MO USA) The ionic species (EMIM BF4, NaCl) were added to ICP1050 solutions
in concentrations ranging from 5 to 500 mM, and the co-solvent species (EG, DMSO) in
concentrations from 100 to 1500 mM (1-10 wt. %). Miscibility of each of the four components in
water was verified by the lack of an increase in scattered light intensity.
At a PEDOT: PSS concentration of 0.5 mg/mL, solutions of various enhancer
concentration were prepared and allowed to equilibrate for several days at room temperature.
If any phase segregation occurred, which was only for the case with ionic enhancers, samples
were centrifuged at 5000 rpm (estimated acceleration of 2800 G) for 30 minutes in 15-mL
polypropylene tubes. The relative masses of the supernatant and sediment were measured, and
the supernatant was extracted.
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3.3.2

Quantifying Composition

The concentration of PEDOT in the supernatant was determined by a UV-Vis absorbance
at 600, 650, 700, and 750 nm by a UV-Vis spectrophotometer with a quartz 10-mm cuvette using
calibration standards of known PEDOT: PSS concentration in neat water for each wavelength.
Beer’s law, a linear proportionality between solute concentration and solute absorbance, was
assumed. An average of the four apparent concentrations was taken as the true measured
PEDOT concentration. The absorbance of PSS, which exhibits a notable UV absorbance profile,
was found not to impact absorbance at these wavelengths. Similarly, the concentration of PSS in
the supernatant was determined by UV absorbance at 250, 257, 263, and 268 nm, which all
correspond to a broad peak associated with absorbance of PSS. An average of the four apparent
concentrations was taken as the true PSS concentration using the same calibration standards.
PEDOT was assumed to not contribute significantly to the absorbance at this wavelength. For all
measured absorbance values, the contribution from the solvent was subtracted. Weak coupling
was assumed between the absorbance contributions of the polymer and the solvent in applying
the polymer concentration calibrations. Some example UV-Vis absorbance profiles are provided
in Figure 3.2. By mass conservation, the PEDOT and PSS concentrations in the sediment were
determined, and a coexistence curve was plotted with varying enhancer concentration. The
enhancer concentration in each phase was undetermined, and the total ratio of PEDOT to PSS
were not varied, so a partial phase diagram was constructed to demonstrate the
phenomenological behavior.
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Figure 3.2. UV-Vis Absorbance of PEDOT: PSS solutions in four example conditions. The low-salt
conditions (red and blue curves) correspond to a one-phase state which contains both PEDOT
and PSS. The high-salt conditions (purple and black curves) correspond to the polymer-poor
phase of a coexistence which contains only PSS and virtually no PEDOT. PEDOT alone in solution
could not be analyzed because of its insolubility in water. “IL” refers to EMIM BF4.

3.3.3

Rheometry

Hydrogels occasionally formed when ions were added to semi-dilute PEDOT: PSS. To
determine the mechanical properties of these hydrogels, and to evaluate whether a given
PEDOT: PSS sample behaved more as a liquid or a gel, rheometry4 was employed to distinguish
the two types of behavior. Generally, an oscillatory shear strain with a relatively small amplitude
was applied to a small sample with a geometric configuration like that shown in Figure 3.3.
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Figure 3.3. Geometric setup of a parallel plate rheometer. The plates are shown in silver, the
sample is shown in white. The top plate applies an oscillatory shear strain to the sample.

The rheometer collected and analyzed two streams of data: the shear rate and the shear
stress with time, which were both sinusoidal with respective amplitudes 𝛾0 and 𝜎0 and with a
phase difference 𝛿 between the two. The real and imaginary components of the material’s
complex shear modulus 𝐺 are the storage modulus 𝐺 ′ and loss modulus 𝐺 ′′ , respectively, and
could be understood from the following relations, where 𝑖 = √−1 .

𝐺 = 𝐺 ′ + 𝑖𝐺 ′′

Eq. 3.1

𝐺′ =

𝜎0
cos 𝛿
𝛾0

Eq. 3.2

𝐺 ′′ =

𝜎0
sin 𝛿
𝛾0

Eq. 3.3

A simple means of distinguishing liquid-like behavior from solid-like behavior was by comparing
the magnitudes of 𝐺 ′′ and 𝐺 ′ ; if 𝐺 ′′ ≫ 𝐺 ′ , the material behaves mechanically much more like a
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fluid than an elastic solid. A more detailed means of distinction is by applying an oscillatory
shear at different frequencies 𝜔 and evaluating its effect on 𝐺. An elastic solid would possess a
frequency-invariant real component to 𝐺 without an imaginary component. The following
relation would describe the frequency dependence of a Newtonian liquid.

𝐺 = 𝑖𝜂𝜔

Eq. 3.4

In general, polymeric systems exhibit viscoelastic behavior, complicated mechanical properties
that lie between these two limiting behaviors.
All measurements were made on a TA Instruments AR-2000 rheometer (TA Instruments,
New Castle DE USA) using a parallel plate geometry with a 40-mm aluminum top plate, a gap
thickness of 1 mm, and a maintained temperature of 20 °C. While accounting for frictional losses
and instrument inertias, the mechanical response was measured in small, oscillatory strain
conditions for various concentrations of ICP1050 in pristine aqueous conditions, and with the
addition of various concentrations of either EMIM BF4 or NaCl. Pristine ICP1050 solution was
added directly to the rheometer bottom plate (2 mL), and the desired quantity of a 1 M solution
of either EMIM BF4 or NaCl was added and stirred for several minutes before the top plate was
positioned and excess material was trimmed. A frequency range of 0.1 – 100 Hz was considered,
with a strain amplitude of 1 %. A strain amplitude of 2 % was briefly considered and found to
give a similar result, so a linear deformation regime was assumed. At each frequency, the
sample was allowed 20 s of equilibration under the controlled strain condition, and the resulting
stress response was subsequently measured for 40 s.
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3.4

Phase and Viscoelastic Behavior

Two distinct phase transitions occurred; PEDOT: PSS underwent a phase segregation at
high ionic strength, through adding either NaCl or EMIM BF4, and underwent a gelation at
moderate ionic strength in sufficiently high PEDOT: PSS concentration. Figure 3.4 shows this
phase separation behavior in detail for various ionic strengths, contributed from NaCl or EMIM
BF4. Also, included in the figure are data in the one-phase region where a distinction was drawn
between liquid-like and gel-like behavior, as determined by rheometry. From these
measurements, the liquid-gel transition point was taken as when tan 𝛿 = 1 at 10 Hz. This
definition was somewhat arbitrary because of the frequency dependence on the transition
point. Table 3.1 compares rheological data to illustrate how the designation as a liquid or gel
depends on frequency.
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Figure 3.4. Partial phase diagram of PEDOT: PSS, showing the coexistence (red circles) of a
polymer-rich and polymer-poor phase at high ionic strength and also the gel transition, which
distinguishes liquid-like behavior (blue triangles) from gel-like behavior (purple inverted
triangles). Data for both EMIM BF4 and NaCl additions are included, and resulting in identical
phase behavior. The dotted lines represent visually-determined estimates for the transition
thresholds.

Figure 3.5 shows the mass ratio of PEDOT to PSS in each phase for different ionic
strengths, which gives an indication of the polymer composition. It showed that essentially all
PEDOT and much of PSS partitions into a polymer-rich phase upon phase separation, but some
PSS remained in the polymer-poor phase- approximately 0.1 mg/mL.
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Figure 3.5. The mass ratio of PEDOT to PSS in each phase for different ionic strengths. IL refers
to the ionic liquid EMIM BF4.
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Ion

cp (mg/mL)
3

5

EMIM BF4

6.8

11

NaCl

*5.2
11

cs (mM)
0
45
90
130
0
25
45
90
130
0
25
45
90
130
0
34
53
90
180
90
53

G' (Pa)
0.0
0.0
0.1
0.4
0.0
0.0
1.2
5.8
7.2
0.0
0.5
3.5
15
20
0.3
12
58
77
14
55
21

1 Hz
G'' (Pa)
0.1
0.04
0.1
0.1
0.1
0.1
0.3
0.5
0.7
0.2
0.3
0.6
1.1
1.5
0.9
2.0
4.5
6.4
2.6
3.9
2.4

State
Liq.
Liq.
Gel
Gel
Liq.
Liq.
Gel
Gel
Gel
Liq.
Gel
Gel
Gel
Gel
Liq.
Gel
Gel
Gel
Gel
Gel
Gel

G' (Pa)
0.0
0.0
0.0
0.0
0.0
0.0
2.4
3.6
2.2
0.0
3.9
5.2
18
24
3.7
23
82
100
26
74
38

10 Hz
G'' (Pa)
0.7
1.5
1.3
1.1
1.0
1.2
1.2
1.3
1.6
1.5
1.7
2.4
2.7
3.2
4.3
6.1
9.0
11
5. 1
8.3
7.4

State
Liq.
Liq.
Liq.
Liq.
Liq.
Liq.
Gel
Gel
Gel
Liq.
Gel
Gel
Gel
Gel
Liq.
Gel
Gel
Gel
Gel
Gel
Gel

Table 3.1. Storage (𝐺′) and loss (𝐺′′) shear moduli at oscillatory frequencies of 1 and 10 Hz for
PEDOT: PSS with varying concentration of ions cs and PEDOT: PSS cp. The starred data entry is for
measurements on a sample extracted from a coexistence with a polymer-poor phase, and it may
therefore contain a different cs and mass ratio of PEDOT relative to PSS.

Typical linear viscoelastic responses used in the construction of the liquid/gel regions of
the phase diagram are shown in Figure 3.6 for various EMIM BF4 and NaCl concentrations. A
distinct increase in the complex shear modulus 𝐺 and a decrease in the tangent of the phase lag
𝛿 was observed when ions were added. There was a weak frequency dependence at high ionic
strength, indicating that this material became physically cross-linked5. The continuous transition
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also indicated the viscoelastic character of this material, supporting the physical nature of these
cross-links. There was a strong frequency dependence at low ionic strength consistent with a
liquid-like response. 𝐺 was proportional roughly to 𝜔, as expected for a liquid-like material. The
phase space was nearly identical using either NaCl or EMIM BF4, while no phase segregation or
gelation was observed for DMSO or EG additions. This highlighted the electrostatic nature of this
system.
It should be noted that a more rigorous mechanical characterization of the so-called gels
was not performed; longer time scales were considered through a stress relaxation experiment
(Appendix E), but the results were not particularly reproducible due to water evaporation. A
distinction could not be drawn between these gels and a viscoelastic material except for the
observation of no flow in an inverted vial, as shown in Figure 3.7.
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Figure 3.6. (top) Magnitude of the complex shear modulus 𝐺 and (bottom) the tangent of the
phase lag 𝛿 for various oscillatory strain frequencies with a magnitude of 1 %. Samples are 10
mg/mL PEDOT: PSS with various quantities of either EMIM BF4 or NaCl. Error bars reflect the
standard deviation from measurements on 3 replicate gels.
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The subtle distinction between a gel and a viscoelastic material was not explored in this
work; perhaps one is more accurate than the other but with these data it was not obvious. One
observation is that the gels, once formed, did not flow for several weeks when subject to
gravimetric force, and was akin to a stress relaxation experiment. This is illustrated in Figure 3.7
for the case of a PEDOT: PSS hydrogel within a sealed vial that had been stored upside down for
3 weeks prior to being photographed. No skin or interface was observed to develop over this
time.

Figure 3.7. The resistance to gravimetric flow of a PEDOT: PSS hydrogel after 3 weeks in this
state.

To the best of our knowledge, the peculiar physical cross-linking of PEDOT: PSS has not
been previously discussed in the literature.
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3.5

Conclusion

Two phase transitions occurred: a phase segregation and a liquid-gel transition. The
form of the partial phase diagram strongly resembles the classical behavior of associating
polymers6 if the inverse of salt concentration is taken as an effective temperature. This behavior
is the opposite of typical hydrophilic polyelectrolyte complexes, which tend to phase separate at
low salt concentration. A strong change in phase and mechanical behavior occurred when the
ionic species NaCl and EMIM BF4 were introduced, but not when the co-solvents DMSO and EG
were introduced, further supporting the importance of electrostatic interactions on PEDOT: PSS
phenomenology.
Describing PEDOT: PSS as an ionic strength-sensitive associating polymer is fully
consistent with the findings of Chapter 2, which described PEDOT: PSS as a charged micro-gel.
The identification of a phase instability is a key consideration when preparing PEDOT: PSS films
containing ionic enhancers; care should be taken to avoid heterogeneities caused by this phase
separation, which may then impact film performance.

3.6
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CHAPTER 4
CHARGE TRANSPORT IN PEDOT: PSS LIQUIDS, HYDROGELS AND FILMS

4.1

Introduction

Even unenhanced PEDOT: PSS is ubiquitous in organic electronic devices. As described in
Chapter 1, its attractiveness stems from its low cost and easy processability with water. With
recent advances in conductivity-enhancing treatments, it may soon be possible for PEDOT: PSS to
replace ITO as a cheap, flexible, and purely organic electrode layer.
Numerous studies show that conductivity increases with temperature. The mathematical
form of the trend varies between samples and studies and is often described in the framework of
1D or 3D variable range hopping1-3. PEDOT: PSS is generally described as metallic, or capable of
undergoing a nonmetallic-to-metallic transition, and is strongly supported by a study from Stadler
et al.14. Aside from conductivity (𝜎) - temperature (𝑇) trends, trends in the reduced activation
energy 𝑊 ≡ 𝑑 ln 𝜎⁄𝑑 ln 𝑇 yield useful information, especially at low temperatures (10 K or less).
Impedance spectroscopy shows RC-parallel circuit behavior at high frequencies, and so-called
Warburg impedance at low frequencies15. The starting solution’s solvent dielectric constant was
found to non-monotonically affect conductivity, with intermediate values yielding the highest
performance4.
In general, charge transport mechanisms are well-studied in heterogeneous polymeric
materials5,6 and in solutions7. PEDOT: PSS has been shown to exhibit characteristics of both via
ion mobility and electrical conductivity measurements on PEDOT: PSS films8. This work was
motivated by the growing interest in the use of ionic conductors in slower-response electronic
devices for biological use (e.g. organic electrochemical transistors for sensors).
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Although the mechanism for charge transport has been studied, the mechanism for
conductivity enhancement due to film treatment is not understood. The apparent universality of
many treatment methods enhancing conductivity is especially interesting. To better understand
charge transport in PEDOT: PSS systems, conductivity and impedance measurements are made
on solutions, hydrogels and films of PEDOT: PSS. The temperature and composition dependence
of each is briefly covered. Also, direct correlations between solution behavior and film
conductivity due to the addition of enhancers is discussed.

4.2

Methods

4.2.1

Conductivity of Aqueous Materials

ICP1050 PEDOT: PSS solutions and gels were studied for their conductivity using a
Tetracon 325 conductivity cell (WTW, Weilheim, Germany). The cell possessed two parallel
plates, between which an aqueous solution was introduced. 15 mL of solution samples were
placed in 20-mL glass scintillation vials, and the probe was inserted into these vials. Multiple
measurements were made over time to collect an average conductivity for a given condition.
When the probe was transferred to a different test solution, it was thoroughly washed with
Milli-Q water to prevent cross-contamination by ions. Hydrogelation was induced on 10 mg/mL
ICP1050 by mixing it with aqueous 1 M EMIM BF4 to achieve an EMIM BF4 concentration of 67
mM. The mixture was prepared in 20-mL scintillation vials. Immediately after mixing, the
conductivity probe was inserted and secured. Gelation occurred within seconds after mixing,
around the conductivity probe. Temperature was varied for both solutions and hydrogels by
heating the vials in a water bath on a hot plate, and was monitored by a thermocouple built into
the conductivity probe.
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4.2.2

Film Characterization

The film substrates were prepared from borosilicate microscope glass slides, cleaned by
sequential sonication in a Mucasol (Sigma Aldrich)/Milli-Q water solution, Milli-Q water, Milli-Q
water, acetone, and isopropanol. The substrates were dried overnight in an oven while covered
with perforated aluminum foil. Immediately prior to coating, the substrates were subjected to a
15 minute UV-ozone treatment. PEDOT: PSS films were prepared on top by spin-coating using
solutions of either ICP1050 or PH1000 that were filtered with cellulose acetate membranes with
a pore diameter rating of 0.8 µm (Merck Millipore, Billerica MA USA). Orgacon ICP1050 (Agfa,
Gevaert NV USA), had a PEDOT/PSS mass ratio of 5:8, while Clevios PH1000 (Heraeus, Hanau
Germany) had a PEDOT/PSS mass ratio of 2:5. Both possessed high conductivities and were free
of stabilizing surfactants. The spin-coating was performed under a nitrogen blanket at room
temperature with a spinning speed of 2000 rpm for 2 minutes. The wet film was then dried at
150 °C for 30 minutes on a partially-covered hot plate, and stored under nitrogen.
Gold electrodes were patterned onto the film in various shapes and arrangements.
Figure 4.1 illustrates the two patterns and two configurations that were considered. The
electrodes were either a set of parallel bars or a set of four equally-spaced collinear points.
Additionally, the electrodes could be deposited either before (bottom contact) or after (top
contact) PEDOT: PSS casting. For bottom contact electrodes, the substrate was subjected to a
preliminary UV-ozone treatment and then a 7-nm chromium layer followed by a 50-nm gold
layer were deposited by thermal evaporation. A shadow mask was used to template the
electrode pattern. The chromium facilitated the gold-substrate adhesion. After the electrodes
were prepared, a UV-Ozone treatment was again applied to remove recently-accumulated dust.
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For top contact electrodes, the shadow mask was set on top of the PEDOT: PSS layer and a 50nm gold layer was deposited by thermal evaporation.

Figure 4.1. Electrode configurations for thin film characterization. The circled letters denote
voltmeters and an applied current.

In all configurations, a resistance or impedance of the film was measured. To convert
these properties to intensive ones, the geometry of the electrodes was crucial. For example,
converting the measured DC resistance 𝑅 to a bulk resistivity 𝜌 varied between the four
collinear points and the parallel bars geometries. For the collinear points, the following equation
described the 𝑅- 𝜌 relation for closely-spaced electrodes with point-like contacts9.

𝜌=

𝜋
𝑅𝑡
ln 2

Eq. 4.1
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The term 𝑡 was film thickness. For parallel plates, the following expression applied, where 𝑤 was
width and 𝐿 was length, as defined in Figure 4.1.

𝜌=

𝑅𝑤𝑡
𝐿

Eq. 4.2

For in-depth characterization of thin film electronic properties, PH1000 was used. For
correlating the solution properties of previous chapters to film properties, ICP1050 was used.
Films were prepared from two PH1000-based solutions: pristine PH1000 (11 mg/mL PEDOT: PSS
in water), and diluted PH1000 (5 mg/mL) with 35 mM EMIM BF4. The lower concentration was
used to inhibit gelation during filtration and spin-coating. Films prepared from ICP1050 were
cast from five solutions: pristine ICP1050 (11 mg/mL PEDOT: PSS in water), ICP1050 with 640
mM DMSO, ICP1050 with 800 mM EG, diluted ICP1050 (5 mg/mL) in 35 mM EMIM BF4, and
diluted ICP1050 (5 mg/mL) in 35 mM NaCl. Films were prepared within minutes of mixing to
minimize the influence of phase transition events that may have occurred for the case of 35 mM
EMIM BF4 or NaCl.
Bulk conductivity values for each film were determined at room temperature by
measurement of film thickness using a profilometer (KLA Tencor, Milpitas, CA USA) and of sheet
resistance using a Keithley 4200 SCS characterization system (Keithley Instruments, Cleveland,
OH USA). Film resistance was determined using tungsten probes attached to the gold electrodes
by the standard collinear four-point probe technique. Resistance was measured using a range of
applied direct current voltages, ±10 to 100 mV, to verify that the film yielded an Ohmic
response.
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Electrical impedance10 was also measured using an Agilent 4295a impedance meter
(Agilent Technologies, Santa Clara CA USA). An oscillatory voltage was applied with an amplitude
of 100 mV and no bias at frequencies range from 40 Hz to 1 MHz.
Temperature-invariant characterization was conducted on a Signatone probe station
with tungsten probe tips connected to the appropriate electronic characterization instrument
(Keithley or Agilent). Temperature-dependent characterization was conducted within a Janis
cryostat under vacuum, with a temperature range from 78 K to 420 K. Temperature sweeps
began at 78 K and steadily increased in temperature at 10 or 20 K intervals. An equilibration
time of 10 minutes was allowed at a given temperature before electronic measurements were
made. After fully heating, the temperature was decreased at 20 K intervals back to room
temperature to observe whether any annealing effects were present.

4.3

Ion Transport in Solutions and Hydrogels

Typical values for 𝜎 in aqueous PEDOT: PSS solutions was on the order of 1 mS/cm,
which was much lower than the 1 S/cm values typically reported in dry films. The sheer
difference in magnitude suggested that the transport of ions rather than electrons was the
general mechanism for charge transport in solutions, especially since the concentration of
carriers in solution is about 1000 times lower. To understand the mechanism a bit better, the
dependence of temperature 𝑇 and PEDOT: PSS concentration 𝑐𝑝 on 𝜎 were studied. The
concentration dependence is illustrated in Figure 4.2.
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Figure 4.2. Conductivity 𝜎 of pure ICP1050 PEDOT: PSS solutions at different concentrations 𝑐𝑝 .

At higher concentrations, 𝜎 scales roughly with 𝑐𝑝 , which made intuitive sense since
increasing PEDOT: PSS concentration increased the ion concentration. However, at low
concentrations there is a decreasing trend instead, and a minimum at 0.04 mg/mL. A common
means of plotting conductivity data in the dilute limit was applied in light of Kohlrausch’s law7,
shown below and valid for low 𝑐𝑝 for small ion pairs.
𝜎
= Λ 0 − √𝑐
𝑐

Eq. 4.3

In this expression, 𝑐 was the molarity of an ion pair and Λ 0 is the molar conductivity at infinite
dilution. The term 𝑐 was expected to be proportional to 𝑐𝑝 for a constant degree of ionization.
The form of Eq. 4.3Eq. 4.1 is plotted for the PEDOT: PSS conductivity data in Figure 4.3.

69

Figure 4.3. Conductivity 𝜎 per unit concentration 𝑐𝑝 of pure ICP1050 PEDOT: PSS solutions.

Kohlrausch’s law clearly did not apply for this range of concentrations. Additionally, the
minimum in 𝜎/𝑐𝑝 at √𝑐𝑝 = 0.2 (mg/mL)1/2 corresponded closely to the minimum in 𝜎 at 𝑐𝑝 =
0.04 mg/mL. To gain further insight into what was occurring, a simple means of evaluating the
concentration of one of the ionic species was applied- pH. Using a pH meter, the hydronium ion
concentration was determined for these samples. The results are shown in Figure 4.4.
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Figure 4.4. pH of pure ICP1050 PEDOT: PSS solutions at different concentrations. The solid line
represents a slope of -1, corresponding to the relationship pH = − log[H + ] ~ − log[𝑐𝑝 ].

The solid line corresponded to the curve pH = log[𝑐], where 𝑐 was the molarity of ion
pairs determined from 𝑐𝑝 and the molecular weights of the monomers. This line represented an
idealized case, where the polymer chains were fully ionized and every counterhydronium was
dissociated. Generally, the pH was higher and the hydronium ion concentration was therefore
lower than this idealized limit. A dramatic transition appeared around a concentration of 0.04
mg/mL, which mapped with the position of the 𝜎 minimum in Figure 4.2. The cause of this
interesting transition was not apparent, but correlated closely with conductivity. Above this
concentration, the hydronium concentration rapidly increases, which could then have been the
main contributor to conductivity. Below this concentration, the hydronium concentration would
have been too low to contribute, and another effect could have dominated.
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The temperature dependence of 𝜎 in pure aqueous 11 mg/mL ICP1050 PEDOT: PSS is
given in Figure 4.5. It was corrected for changes to solvent viscosity 𝜂 due to temperature, so
that only effects pertinent to the polymer characteristics were captured. This was accomplished
by multiplying 𝜎 by the ratio 𝜂(𝑇)/𝜂(25), in °C, meaning that the resulting product was an
equivalent conductivity if the solvent viscosity always matched that of water at 25 °C.

Figure 4.5. Conductivity 𝜎 of pure ICP1050 PEDOT: PSS as a function of temperature 𝑇, with rescaled values to correct for the temperature-dependence of the viscosity 𝜂 of water.

The viscosity-corrected 𝜎 decreased with temperature, which may have hinted at some changes
to ion distribution.
The same temperature study was performed on an ICP1050 hydrogel which formed
around the conductivity probe in response to mixing with EMIM BF4. The results in Figure 4.6

72

show that conductivity dramatically increased with temperature; the opposite trend as the
PEDOT: PSS solution.

Figure 4.6. Conductivity 𝜎 of a ICP1050 PEDOT: PSS hydrogel formed with EMIM BF4 at time = 0
while subjected to increases in temperature 𝑇. The 𝑇-elevated 𝜎 persisted even upon cooling.

No apparent changes to the gel’s extent of swelling were obvious as the temperature increased,
so perhaps internal rearrangements were occurring to cause the temperature-enhanced
conductivity. In this study, the 𝜂-corrected 𝜎 is not plotted. This temperature increase from 25
to 75 °C corresponded to a decrease in viscosity by a factor of about 0.5, and a trivial increase in
𝜎 by about a factor of 2. Clearly 𝜎 increased by much more than that. Additionally, the timedependence of the conductivity marks a fundamental difference in the behavior of hydrogel
charge conduction compared with liquids. To test the effect of temperature on the changes to
conductivity, three separate constant temperatures were considered: 30, 50, and 60 °C. The
pure PEDOT: PSS liquids and pure EMIM BF4 liquids were pre-heated to these conditions, then
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combined and mixed, and the pre-heated conductivity probe was inserted and secured to allow
gelation to occur around it. The instant the probe was secured marks time = 0, and the data
shown in Figure 4.7 were collected. They indicated that 𝜎 steadily increased with time at
elevated temperatures, and that rate increased with temperature as well. Once again, no
change to the gel’s state of swelling was observed here. However, a study discussed in Appendix
A demonstrated that these hydrogels de-swell, undergoing syneresis, at high temperatures over
longer time scales.

Figure 4.7. Changes in conductivity 𝜎 of ICP1050 PEDOT: PSS hydrogels formed with EMIM BF4
at time = 0. Points denote conductivity data (left axis) with corrections for changes to water
viscosity 𝜂 with temperature 𝑇, while solid lines denote temperature data (right axis). Blue
corresponds to 30 °C, red to 50 °C, and purple to 60 °C.
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The sensitivity of 𝜎 to 𝑇 due to factors other than 𝜂 indicated that the character of the coupling
between polyelectrolytes and small ions varied, though an exact understanding was not
discernible. The dramatic difference in 𝜎 − 𝑇 trends between the PEDOT: PSS liquids and
hydrogels strongly suggested a change in ion distribution of some sort. However, Chapter 2
scattering studies gave no indication of dramatic structural changes upon gelation. The following
speculation then followed from this correlation between cross-linking and conductivity changes;
the nature of the cross-linking was inherently related to the electrostatic interactions in the
system.

4.4

Charge Transport Properties in Thin Films

In thin, dry films of PEDOT: PSS, the nature of charge transport was found to be quite
different from in solutions and hydrogels. To start, measurements of impedance 𝑍 were taken
for different oscillatory frequencies 𝜔. The real and imaginary parts of 𝑍 are plotted in Figure
4.8 for a pristine PH1000 PEDOT: PSS film and one that was treated by introducing EMIM BF4
during casting. These example data were collected at 20 °C, but the general form of these curves
was invariant with temperature. Electrodes in the bottom contact, parallel bar configuration
were used to collect these data.
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Figure 4.8. Real and imaginary components of impedance 𝑍 at different oscillatory frequencies
𝜔 for two films at 20 °C: (blue) pristine PH1000 PEDOT: PSS, and (red) a film prepared from a
solution of PH1000 (5 mg/mL) with 35 mM of the ionic liquid (IL) EMIM BF4.

Over the entire accessible 𝜔 range, the real part of 𝑍 dominated and was invariant. This strongly
demonstrated that PEDOT: PSS films behaved electronically as ideal resistor elements over
common time scales. For this reason, direct current measurements were used in all subsequent
studies because they were less susceptible to instrumental error and no critical information was
lost by omitting the 𝜔 dependence.
The 𝑇 dependence on 𝜎 for a pristine PH1000 film is shown in Figure 4.9 for a top
contact, parallel bar electrode configuration. Overall, 𝜎 was largely insensitive to 𝑇, although
increased slightly. The result was different upon heating than cooling, and the measurement
error increased tremendously; based on subsequent testing on other films, this was attributed
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to an instrument malfunction probably caused at 410 K rather than some film annealing effect.
This was verified by repeating measurements on the same films and freshly-prepared replicate
films at room temperature. All measurements now possessed much larger error bars. The
magnitude of 𝜎 was significantly higher in films than solutions, and this value agreed well with
the literature and the manufacturers performance specification for this material. Also, prior to
the instrumental malfunction, the error bars were remarkably small, indicating high-quality and
reproducible contacts between the probe tips and the electrodes.

Figure 4.9. Direct current conductivity 𝜎 at different temperatures 𝑇 of a pristine PH1000 film
for a parallel bar, top contact electrode configuration. The red data correspond to a heating
protocol followed by a cooling protocol shown in blue. Error bars represent standard deviations
from five measurements each made for different points of probe tip-electrode contact.
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However, these data contradict previous studies in the literature, which generally find the
electronic properties of PEDOT: PSS films, enhanced or otherwise, to be consistent with the
variable-range hopping mechanism for charge transport11,12. In it, the following trend is
predicted.

𝜎 = 𝜎0 𝑒 (𝑇0⁄𝑇)

(1⁄1+𝑑)

Eq. 4.4

The terms 𝜎0 and 𝑇0 were constants with respect to 𝑇, and 𝑑 was a dimensionality of the
transport, typically between 1 and 3. Fits of this expression to typical experimental data from
the literature are provided in Figure 4.10. The sensitivity to 𝑇 was much higher in these
published data than the data obtained in Figure 4.9.

Figure 4.10. Typically-reported data for conductivity 𝜎 and temperature 𝑇 of various PEDOT: PSS
films. Borrowed from (left) Nardes et al.3 and (right) Aleshin et al.1
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Similar measurements were made on films prepared using the bottom contact parallel
bar electrode configuration. Figure 4.11 and Figure 4.12 show trends for films of PH1000
prepared pristine and with an EMIM BF4 treatment, respectively. They demonstrated a similar
trend to the top contact configuration, and a modest difference in conductivity by treatment.
However, the random measurement error due to probe tip-electrode contact was much higher
with the bottom contacts than with the top contacts. These data illustrate the care that needed
to be taken when establishing connections between the film samples and the instrument.

Figure 4.11. Direct current conductivity 𝜎 at different temperatures 𝑇 of a pristine PH1000 film
for a parallel bar, bottom contact electrode configuration. Error bars represent standard
deviations from five measurements each made for different points of probe tip-electrode
contact.
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Figure 4.12. Direct current conductivity 𝜎 at different temperatures 𝑇 of a PH1000 film prepared
from diluted PH1000 (5 mg/mL) with 35 mM EMIM BF4 for a parallel bar, bottom contact
electrode configuration. Error bars represent standard deviations from five measurements each
made for different points of probe tip-electrode contact.

Given the importance of contacts, and the fact that parallel bar electrode configuration
was used, it was certainly possible that the discrepancy between the film 𝜎-𝑇 trends of this work
and the literature may have been due to appreciable contact resistance between the electrodes
and the film. To evaluate the typical magnitude of contact resistance, additional pristine PH1000
films were prepared with the top contact, parallel bar electrode configuration, with variable 𝐿.
The relationship at room temperature between 𝑅 and 𝐿 is given in Figure 4.13.

80

Figure 4.13. Resistance 𝑅 at room temperature of pristine PH1000 films for different separation
lengths 𝐿 of two parallel bar electrodes in the top contact configuration. The dotted line is a
quadratic fit.

These data would have been linear ideally, that is if 𝐿 ≪ 𝑤, but this ideality was not met.
Instead, a 2nd-order polynomial was fit to the data, which captured the slight curvature for large
𝐿. The intercept was taken as the contact resistance, which was 30 Ω. Considering that typical
measurements of 𝑅 on these films was 1 kΩ for the parallel bar electrode configuration (𝑤 ≈
1 cm, 𝑡 ≈ 50 nm), the contribution due to contact resistance was small. It was not sufficiently
large to explain the anomalous 𝜎-𝑇 trend found in this work, and so the discrepancy with the
literature remains unexplained.
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4.5

Effect of Conductivity Enhancers

Chapters 2 and 3 found that while the effect of NaCl and EMIM BF4 on the interactions
and phase behavior of PEDOT: PSS solutions was rich, the influence of DMSO and EG were less
dramatic. For the additions of these co-solvents to aqueous PEDOT: PSS, virtually no physical
change was observed. The micro-gels had no noticeable size change, inter-particle interactions
appeared the same, and no phase separation occurred. By contrast, PEDOT phase segregation
from water occurred in dilute conditions above about 100 mM of either NaCl or EMIM BF4 and
complete physical gelation was observed in semi-dilute conditions for ionic concentrations as
low as 34 mM. The difference in sensitivity reinforced the significance of electrostatic
interactions on this material. Now that the properties of the film were measured, what
correlation existed between solution properties and film conductivity?
No correlation was apparent between behavior in solution and conductivity in films,
since DMSO, EG, and EMIM BF4 all showed conductivity enhancement, but NaCl did not. The film
conductivities for each of these enhancers is listed in Table 4.1 and illustrated in Figure 4.14 for
ICP1050 films, which was the same grade used in the solution-state studies. The literature
reflected the same trends in conductivity enhancement for other PEDOT: PSS commercial grades
as well13, and a modest enhancement was seen by introducing EMIM BF4 to PH1000.
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Figure 4.14. Direct current conductivity 𝜎 of films prepared from aqueous solutions of ICP1050
PEDOT: PSS with various initial aqueous solvent compositions. Error bars reflect the standard
deviation of measurements made on 6 replicate films.
Solvent Composition
Pristine Water
DMSO, 640 mM (5 wt. %)
EG, 800 mM (5 wt. %)
EMIM BF4, 35 mM
NaCl, 35 mM

𝑐𝑝 (mg/mL)
10
10
10
5
5

𝜎 (S/cm)
0.9 ± 0.2
180 ± 30
290 ± 30
50 ± 15
0.8 ± 0.1

𝑡 (nm)
56 ± 5
51 ± 5
50 ± 6
29 ± 6
22 ± 3

Table 4.1. Electronic conductivity 𝜎 and thickness 𝑡 of films prepared from aqueous solutions of
ICP1050 PEDOT: PSS with various solvent compositions, including initial PEDOT: PSS
concentration 𝑐𝑝 . Errors reflect the standard deviation of measurements made on 6 replicate
films.
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The conductivity of a typical PEDOT: PSS gel (11 mg/mL + 70 mM EMIM BF4) was 0.01
S/cm at room temperature, which was much lower than what was seen in films. This gel, once
the water was evaporated, had a nearly matching composition with one of the films in Table 4.1
(prepared from 5 mg/mL PEDOT: PSS and 35 mM EMIM BF4), whose conductivity was 50 S/cm.
This difference by a factor of over 4,000 was expected if charge transport was accomplished
through overlapping 𝜋 orbitals in the film and through directed ion motion in the solution. The
stark contrast between conduction in films and solutions was a further indication that changes
to solution properties do not affect film conductivity enhancement.

4.6

Conclusion

Charge transport appeared to occur in PEDOT: PSS by electron conduction in films and
ion conduction in solutions and gels, as evidenced by the dramatically different magnitudes and
temperature dependences. The time dependence of PEDOT: PSS conductivity at elevated
temperatures gave an indication that these gels were not equilibrated. In the films, an
insensitivity of temperature to conductivity was observed, and this contradicts the literature.
The cause for this discrepancy was not due to contact resistance.
No correlation was observed between the extent of film conductivity enhancement and
changes to micro-gel dynamics, structure, or inter-particle interactions. The apparent lack of
correlation strengthens the widely-held belief that the mechanism for conductivity
enhancement is more closely linked to the crystalline ordering of PEDOT in films rather than the
material’s solution properties. More broadly, the key to unveiling the mechanism of conductivity
enhancement appears to be understanding the environmental factors that induce and influence
the ordering of PEDOT as it is processed into the film state.
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CHAPTER 5
COARSE-GRAINED SIMULATIONS OF PEDOT ORDERING

5.1

Motivation

The extent of local ordering appears to be is a crucial factor in the electronic transport of
PEDOT: PSS. Investigators will usually ascribe observed conductivity enhancements to a change in
the binding of PEDOT to PSS, resulting in chain reordering and ultimately microstructure
morphology. There are indirect data that collectively support this idea1-9. Some studies also report
an increase in PEDOT rigidity, resulting in its structural transition from coil-like to rod-like10. In
both cases, a structural rearrangement of PEDOT is believed to reduce local barriers to charge
transport11, thus increasing conductivity. The typical film morphology of PEDOT: PSS, consisting
of PEDOT-rich, semi-crystalline conducting nanodomains separated by insulating PSS-rich
coronas7,12-15, is consistent with this picture. In situ grazing incidence wide-angle X-ray scattering
measurements suggest that the solvent evaporation process dictates much of the resulting film
structure16.
It follows that understanding PEDOT grains is the key to explaining electronic conductivity.
Unfortunately, most of these data cloud the issues. Each individual paper may identify a clean
morphological trend (e.g. adding DMSO causes domain growth), but it seems that a wide range
of inconsistent morphologies have been discovered across authors (e.g. sometimes the microdomain scale is 1 nm, while other times it is 100 nm). We speculate that the cause of this confusion
is the lack of control and understanding with the many other factors which can influence
morphological change.
Rather than further contribute to the inconsistency of the literature by focusing on the
morphology of specific PEDOT: PSS samples, in this chapter the structure of generalized models
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of PEDOT: PSS are studied via Langevin dynamics simulations. These models are only approximate
representations of real PEDOT: PSS, but they are designed to capture the salient physical features
so that overall phenomenology can be understood.

5.2

Langevin Dynamics Simulations

In these simulations, Langevin dynamics17 was employed for two different coarsegrained models for PEDOT: PSS. Models in these types of simulations are usually composed of
interacting spherical solutes, referred to as beads here, in an implicit solvent. Other shapes can
be readily simulated as well. An implicit solvent is medium that is not explicitly simulated as an
enormous collection of particles, but rather only interacts with the solute beads through drag,
stochastic thermal fluctuations, and as an electrostatic medium with a dielectric constant. In
simulations where small ions are not explicitly accounted, the implicit solvent may also have a
Debye length, a measure of electrostatic screening, associated with it. The system of equations
of motion18 for this approach is given by the following expression.

𝑚𝑖

𝑑𝒗𝑖
= −𝜁𝑖 𝒗𝑖 + ∇𝑈𝑖 ({𝒓𝑖 }) + 𝒇𝑖
𝑑𝑡

Eq. 5.1

There is an equation of this form for each bead 𝑖 with a mass 𝑚𝑖 , position 𝒓𝑖 and velocity 𝒗𝑖 .
Each bead experiences three categories of force, corresponding to the three terms on the righthand side of Eq. 5.1.
The first term is associated with Stokes drag, and is proportional to its velocity by a
factor of the drag coefficient 𝜁𝑖 , which is defined for spheres in laminar flow by Stokes’ law19.
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𝜁𝑖 = 6𝜋𝜂𝑅𝑖

Eq. 5.2

The solvent viscosity is 𝜂, and the sphere diameter is 𝑅𝑖 . The second term is a gradient in the
potential energy 𝑈𝑖 on bead 𝑖, and could have several contributions, including external fields
and pairwise bonded and non-bonded interparticle energies. Three types of pairwise interaction
energies are employed in this work, each describing an interaction energy between a bead 𝑖 and
a second bead 𝑗: Lennard-Jones interactions20 𝑈𝑖𝑗𝐿𝐽 , electrostatic interactions 𝑈𝑖𝑗𝑒 and harmonic
potentials 𝑈𝑖𝑗ℎ to model covalently-attached beads. The functional forms of these potential
energies are described below.
12

𝑈𝑖𝑗𝐿𝐽 (𝑟𝑖𝑗 )

𝜎𝑖𝑗
= 4𝜖𝑖𝑗 [( )
𝑟𝑖𝑗

𝑈𝑖𝑗𝑒 (𝑟𝑖𝑗 ) =

6

𝜎𝑖𝑗
−( ) ]
𝑟𝑖𝑗

𝑞𝑖 𝑞𝑗
𝑒 −𝜅𝑟𝑖𝑗
4𝜋𝜖𝜖0 𝑟𝑖𝑗

2

𝑈𝑖𝑗ℎ (𝑟𝑖𝑗 ) = 𝑘𝑖𝑗 (𝑟𝑖𝑗 − 𝑏𝑖𝑗 )

Eq. 5.3

Eq. 5.4

Eq. 5.5

The variable 𝑟𝑖𝑗 denotes the distance between the centers of bead 𝑖 and bead 𝑗, while 𝑞𝑖 and 𝑞𝑗
refer to the electric charge of each bead. The relative permittivity of the solvent is 𝜖, and the
vacuum permittivity is 𝜖0 . The well depth of a Lennard-Jones interaction potential between two
specific beads is 𝜖𝑖𝑗 , and the first root of this interaction is 𝜎𝑖𝑗 . These two parameters specify the
nature of a short-ranged interaction by setting a strength and distance. If two beads are
connected, they exhibit a harmonic potential with a spring constant 𝑘𝑖𝑗 and an equilibrium
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separation distance 𝑏𝑖𝑗 . Eq. 5.4 includes a decaying exponential in agreement with the DebyeHückel description of electrostatic screening21, where 𝜅 −1 is the Debye length and sets the
range of an electrostatic interaction. For explicitly-simulated ions, electrostatic screening is an
explicit phenomenon and the 𝜅 of Eq. 5.4 is set to zero. Overall, the net interaction energy on
bead 𝑖 is the sum of contributions from all other beads.

𝑈𝑖 ({𝒓𝑖 }) = ∑ 𝑈𝑖𝑗𝐿𝐽 (𝑟𝑖𝑗 ) + 𝑈𝑖𝑗𝑒 (𝑟𝑖𝑗 ) + 𝑈𝑖𝑗ℎ (𝑟𝑖𝑗 )

Eq. 5.6

𝑗≠𝑖

The third term is a random force which captures the solvent’s collisions with a solute bead. It is
a vector variate with the following properties, which are commensurate with the fluctuationdissipation theorem22.

〈𝒇𝑖 (𝑡)〉 = 𝟎

Eq. 5.7

〈𝒇𝑖 (𝑡) ∙ 𝒇𝑗 (𝑡′)〉 = 6𝑘𝐵 𝑇𝜁𝛿𝑖𝑗 𝛿(𝑡 − 𝑡′)

Eq. 5.8

The quantity 𝒇𝑖 (𝑡) is the force on particle 𝑖 at time 𝑡. For spherical beads, there is no torque.
However, for rigid bodies comprised of a set of beads, moments of inertia and torque were
calculated from the sum of the forces on the individual beads. All simulations were conducted in
a period box of length 𝐿. Time integrations were performed using the velocity Verlet
algorithm23.
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5.3

Models

Two simulation models were developed and tested: a coarse-grained model using
interaction energies based in first principles density functional theory calculations, and a
generalized toy model for a system of charged polymer-dispersed liquid crystals with inherent
hydrophobicity.

5.3.1

Coarse-Grained Model from First Principles Calculations

The model used to represent a PEDOT 9-mer was a rigid body comprised of beads
arranged in an ordered two-dimensional array, shown in Figure 1 below. The net force and
torque in a single body was determined to evaluate the motion of its constituents.
Lennard-Jones reduced units were used in this simulation. For each bead, 𝑚 = 1
reduced mass unit, which was equivalent to 50/𝑁𝐴 g. The energy unit was set to 1 𝑘𝐵 𝑇 with 𝑇 =
298 K, and the length unit was set to 3.6 Å. Other units, such as time and charge, were derived
from these three fundamental units in the standard manner. It is helpful to note that one time
unit was equivalent to about 2 ps, and 12.5 charge units was equivalent to the charge of a
proton. For number density, 1 in reduced units was equivalent to 36 M.
Each bead within the PEDOT oligomer was located at the center of a square lattice site
of edge length 1. Figure 5.1 shows this lattice superimposed over the beads. Letters denote the
type of each bead, where a type defines the unique 𝜖𝑖𝑗 , 𝜎𝑖𝑗 and 𝑞𝑖 of the bead.
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Figure 5.1. Illustration of the model for a PEDOT oligomer as a rigid array of Lennard-Jones
beads of various types, each with a unique set of pairwise interaction parameters.

The “V” beads possessed excluded volume interactions by only experiencing a
trunctated Lennard-Jones potential 𝑈𝑖𝑗𝐿𝐽 that was set to zero for distances 𝑟𝑖𝑗 > 21/6 𝜎𝑖𝑗 . This
trunctation omitted the attractive region of the potential. The “E” beads represented ethylene
groups of PEDOT, and experienced the full 𝑈𝑖𝑗𝐿𝐽 potential without truncation of the attractive
region. The “P” beads possessed repulsive and attractive interactions via 𝑈𝑖𝑗𝐿𝐽 as well, and they
represented the attractive 𝜋 − 𝜋 interactions between thiophene groups. The “+” label
indicates chemical charge of +12.5, which reflects the typical oxidation state of PEDOT. These
beads thus experienced an additional contribution to intermolecular forces, 𝑈𝑖𝑗𝑒 . Lastly,
counterions were explicitly simulated as a single bead with a truncated, repulsive 𝑈𝑖𝑗𝐿𝐽 and an
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electric charge of -12.5, experiencing a 𝑈𝑖𝑗𝑒 potential as well. In this model, all ions were
explicitly simulated, so 𝜅 = 0.
The model for PSS was a freely-jointed chain of a series of Lennard-Jones particles
connected by harmonic bonds. Figure 5.2 illustrates this chain, including the repeat structure.
The chain length n = 300. The “V” and “E” beads were the same as in the model of PEDOT. The
“N” beads represented the sulfonate groups, and were model as a truncated repulsive 𝑈𝑖𝑗𝐿𝐽
potential with a negative charge that experienced a Coulombic potential 𝑈𝑖𝑗𝑒 . The harmonic
bonds, existing between connected beads, possessed the parameters 𝑘𝑖𝑗 = 1000 and 𝑏𝑖𝑗 = 1.

Figure 5.2. Illustration of the Lennard-Jones bead model for PSS, including the harmonic bond
connectivity and the repeat structure.

Counterions to PSS were explicitly simulated and modeled identically to PEDOT
counterions except for the sign of their charge. Additionally, simple models for NaCl and EMIM
BF4 were considered which take Coulombic interactions and simple steric effects into account.
For NaCl, the model was identical to that of a pair of counterions. For EMIM BF4, a rigid set of
beads was used for each EMIM and BF4, and an illustration of their structure is shown in Figure
5.3.
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Figure 5.3. Bead model for EMIM BF4.

The “E” type represented an ethylene group with identical parameters to that of the same bead
in the PEDOT and PSS models. The “V’” type was the same as the “V” type in the other models,
but with different parameters. The red and blue “I” type beads are the same as the beads used
for counterions. The charge on all “I” type beads was ±12.5.
A summary of the 𝜖𝑖𝑗 and 𝜎𝑖𝑗 parameters for all bead interactions between beads of
type 𝑖 with type 𝑗 is provided in Table 5.1 and
Table 5.2 below.
𝑖 ↓/𝑗 →
V
V’
E
P
N
I

V
1
0.75
1
1
1
0.75

V’
0.75
0.5
0.75
0.75
0.75
0.5

E
1
0.75
1
1
1
0.75

P
1
0.75
1
1
1
0.75

N
1
0.75
1
1
1
0.75

I
0.75
0.5
0.75
0.75
0.75
0.5

Table 5.1. Lennard-Jones parameter 𝜎𝑖𝑗 for all bead types of the coarse-grained PEDOT: PSS
model.
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𝑖 ↓/𝑗 →
V
V’
E
P
N
I

V
0.17
0.17
0.17
0.17
0.17
0.17

V’
0.17
0.17
0.17
0.17
0.17
0.17

E
0.17
0.17
1.07*
0.17
0.17
0.17

P
0.17
0.17
0.17
3.77*
0.17
0.17

N
0.17
0.17
0.17
0.17
0.17
0.17

I
0.17
0.17
0.17
0.17
0.17
0.17

Table 5.2. Lennard-Jones parameter 𝜖𝑖𝑗 for all bead types of the coarse-grained PEDOT: PSS
model. For the starred values, pairwise interactions were calculated used the full Lennard-Jones
potential. Otherwise, they were calculated using a truncated Lennard-Jones potential with a
cutoff of 21/6 𝜎𝑖𝑗 .

The critical values for these 𝜖𝑖𝑗 interactions, namely for the E-E and P-P interactions, were taken
from density functional theory calculations of ethene and polythiophene24,25. Other values of 𝜖𝑖𝑗
were arbitrarily chosen to be 0.17, which was one tenth of the thermal energy of the system.
This magnitude should be unimportant since only repulsive interactions were considered for
these pairings. All values of 𝜎𝑖𝑗 were determined to roughly correspond to the molecular size
and structure of the groups under consideration26-28, but these were only approximations.
Simulations were performed in water, i.e. in a medium with 𝜖 = 80. PEDOT aggregation
was monitored with and without the attractive components of P-P interactions, and in the
presence or absence of NaCl or EMIM BF4. A single PSS chain with 16 PEDOT oligomers was
introduced in each case, including the necessary counterions to fully-neutralize the net charge
from the backbones. The simulation box 𝐿 was set such that the total PEDOT: PSS concentration
was 1.3 wt. % in a solution of density 1 g/mL. The mass ratio of PEDOT to PSS was 2:3, and the
integration step size was 0.005 reduced units. A 𝜁 = 100 was used, which corresponded to a
solvent dynamic viscosity of about 10-4 cP. This was four orders of magnitude lower than the
expected viscosity of water, meaning that the time scales of these simulations were not
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accurate. This configuration was chosen so that polymers and oligomers could readily undergo
conformational relaxations over the duration of the simulation. PSS and its counterions were
pre-equilibrated in the absence of PEDOT or added ions. Then, PEDOT and added ions were
introduced with uniform random positions and orientations without overlapping beads, and
equilibrated for 3 x 106 time steps. Finally, data was collected in the form of snapshots or radial
distribution functions for the remaining 2.7 x 107 time steps of each simulation.

5.3.2

Charged Polymer-Dispersed Liquid Crystal Model

A simplified toy model for charged polymer-dispersed liquid crystals29 was developed
because it was believed to resemble a PEDOT: PSS system. Counterions and added ions were
implicitly simulated through the 𝜅 term, which was proportional to the square root of total small
ion concentration. The backbone charges of PEDOT and PSS did not contribute to 𝜅. Since the
solvent was also simulated, the only solutes were flexible PSS chains and rigid, linear PEDOT
rods. The net charge on the explicit matter in this system was nonzero, but this characteristic
was permissible since long-range electrostatic interactions were screened. The physics of ion
adsorption and exchange between polyelectrolytes was lost in this model. Additionally, the
effective degree of ionization of polyelectrolytes was taken as 1. This was not a realistic
assumption, and probably resulted in the overestimation of the strength of Coulombic
interactions. 1 length unit corresponded to 3.6 Å, 1 energy unit corresponded to 1 𝑘𝐵 𝑇 at 298 K,
which was also the system temperature, and each bead had a mass of 1 unit which
corresponded to 160/𝑁𝐴 g. Derived from these units, 1 time unit was 2.9 ps, a proton had a
charge of 12.5 units, and 𝜁 was set to 1 which was equivalent to a solvent viscosity of 10-2 cP.
PEDOT was specifically modeled as an 8-bead, collinear rigid rod. Each bead was
separated by a length of 1 and possessed a charge of 4.2. PSS was modeled as a linear, freely95

jointed chain comprised of beads connected by harmonic springs with the parameters
𝑘𝑖𝑗 =1000 and 𝑏𝑖𝑗 = 1. The charge of each PSS beads was 12.5. Lennard-Jones interactions
existed between all beads following the same potential with 𝜎𝑖𝑗 = 1, a cutoff at 2.5, and a single
value for 𝜖𝑖𝑗 for all PEDOT and PSS beads. The value for 𝜖𝑖𝑗 varied between simulations from 0 to
1. These parameters were not derived from calculations or experiments. Since it is known that
PEDOT is insoluble in water, and PSS can have limited water solubility when its electrostatic
backbone interactions are highly screened, both chains were assumed to be equally
hydrophobic, and 𝜖𝑖𝑗 essentially tuned this hydrophobicity.
The systems consisted of two sizes: 20 PSS chains each of length 100 with 125 PEDOT
rods each of length 8, and 20 PSS chains each of length 1000 with 1250 PEDOT rods each of
length 8. In this way, the ratio of PEDOT to PSS was fixed in all simulations. The smaller system
was used for roughly evaluating the effect of 𝜖𝑖𝑗 on system morphology, while the larger system
used 𝜖𝑖𝑗 = 0.5 and varied 𝜖, 𝜅, and concentration. Note that 𝜅 depends both on polymer
concentration (the counterions of PEDOT and PSS contribute) and added salt concentration.
Simulations were performed over 2 x 106 steps with an integration step interval of 0.001
units. Each system was initialized by a random walk of each PSS chain, with a randomly-located
center of mass. Each PEDOT rod was inserted with a random position and orientation as well. A
pre-equilibration was performed for 105 steps using a soft repulsive potential between every
bead instead of 𝑈𝑖𝑗𝐿𝐽 and 𝑈𝑖𝑗𝑒 . After this, the soft repulsive potential was discarded and replaced
by the usual interactions.
The structure of the system was monitored with time by defining a metric for PEDOT
ordering, the mean PEDOT cluster size. It was measured by first setting a criterion for whether
two PEDOT oligomers were sufficiently close to each other to be considered connected. If at
least one pair of PEDOT beads from two separate rods were closer than 1.25, or half the cutoff
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distance for Lennard-Jones interactions, the two rods were defined as being connected to the
same contiguous PEDOT cluster. This definition for connectivity is analogous to the definition of
an adsorbed counterion to a polyelectrolyte chain, which has been previously used with success
in polyelectrolyte simulations30. The network of connected PEDOTs was calculated and analyzed
to determine the mean cluster size, or the number-averaged number of PEDOT oligomers in
each cluster. For example, a highly dilute solution of uniformly-distributed PEDOT rods with no
aggregates would yield a mean cluster size of 1. If the PEDOT rods all formed pairs, the mean
cluster size would be 2. The code for the algorithm to measure this quantity is provided in
Appendix L. It is a general cluster analysis valid for any network.

5.4

Effect of Small Ions and Aromatic Interactions on Structure

Under low-salt conditions, the coarse-grained model resulted in small stacks of
assembled PEDOT oligomers. Figure 5.4 illustrates a snapshot of a typical state towards the end
of the simulation. Two PEDOT clusters were present, with the oppositely-charged PSS chain
wrapped around and connecting the two clusters. The stacking was consistent with the
expected ordering in films, though not solutions. The interconnection of clusters by PSS is a
possible mechanism for the physical cross-linking observed in the micro-gel structure of PEDOT:
PSS. The electrostatic nature of PSS was quite apparent in these simulations, as the chain
maintained a rod-like conformation.
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Figure 5.4. Snapshot of PEDOT (turquoise): PSS (pink) organization using a coarse-grained model
for a concentration of 1.3 wt. % in zero-salt conditions and 𝜖 = 80. Counterions are present but
hidden for clarity.

When 0.08 M (1.1 wt. %) of ionic liquid was added, as shown in Figure 5.5 snapshot, the
structure of PEDOT: PSS remained unchanged. This concentration of EMIM BF4 was quite high in
experiments, sufficient to induce a liquid-gel transition, but that was not the case in these
simulations. PEDOT stacks persist with a similar structure, though in this snapshot there was
only one stack, and PSS wraps around it with free ends. To better understand the distribution of
small ions in this system, the radial distribution functions 𝑔(𝑟) between PSS beads and the
various small ion species were calculated. Figure 5.6 shows that within a separation distance 𝑟
of about 10 units of a PSS bead, the concentration of cations dramatically increases and the
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concentration of anions dramatically decreases. This made intuitive sense, given the net
negative backbone charge of PEDOT: PSS. However, the distribution of counterions (+ ions in the
figure, to neutralize excess PSS charge) resembled the distribution of EMIM cations., suggesting
an equivalence between them.

Figure 5.5. Snapshot of PEDOT (turquoise): PSS (pink) organization using a coarse-grained model
for a concentration of 1.3 wt. % with 1.1 wt. % EMIM (red) BF4 (blue) and 𝜖 = 80. Counterions
are present but hidden for clarity.
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Figure 5.6. Radial distribution functions between PSS beads and salt ions or ionic liquid.

When salt ions were added instead of EMIM BF4, as shown in Figure 5.7, the overall
structure features were quite similar again. Here, the condensation of ions to PSS was apparent.
The functions for 𝑔(𝑟) between PSS beads and salt beads are provided in Figure 5.8, which
shows a similar distribution between salt cations and EMIM but a marked difference in anion
distributions. Anionic salts do not smoothly decrease in concentration as the distance to a PSS
bead decreases, as was the case for BF4 ions. There is a plateau such that anion concentration
matches the overall system concentration for all 𝑟 > 1 away from PSS. This may have been the
result of a compensation due to the presence of PEDOT clusters, which were positively-charged
and near PSS.
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Figure 5.7. Snapshot of PEDOT (turquoise): PSS (pink) organization using a coarse-grained model
for a concentration of 1.3 wt. % with 80 mM added salt (gray) and 𝜖 = 80. Counterions are
identical to salt, and are shown as well.
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Figure 5.8. Radial distribution function between PSS beads and salt ions.

Unfortunately, a quantitative measure of PEDOT structure was not possible in these
simulations because of their limited size; 16 rigid oligomers simply was not sufficient for
meaningful statistical averaging. However, based on the snapshots collected in these
simulations, the introduction of salt or ionic liquid did not dramatically alter the nature of the
PEDOT stacks that formed. This result could be understood by comparing the strength of the
𝜋 − 𝜋 interactions with the strength of electrostatic repulsion between PEDOTs. By considering
two perfectly-aligned PEDOTS forming a single stack, each with 9 thiophene-like beads and a
backbone charge of +3, the energy was estimated. The total electrostatic free energy would be
on the order of 10𝑘𝐵 𝑇 (the energy distinct pairs of movalently-charged cations, each pair
separated by distance of half of the Bjerrum length, plus a minor contribution from the
repulsion between pairs). But the total attractive energy due to the aromatic “P” type beads was
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on the order of 30𝑘𝐵 𝑇 (9 pairs of “P” beads, each with an energy well of 3.77𝑘𝐵 𝑇). Considering
these two interactions alone, the pairwise binding energy of PEDOT would be 20𝑘𝐵 𝑇. Adding
ions of any type would be unlikely to perturb such a tightly-bound structure. Of course, the
electrostatic repulsion term would increase its influence as the PEDOT cluster size grew in
number because these interactions are long-range, but only a small-scale simulation was
considered here. It would seem then that the estimated aromatic attraction energy 𝜖𝑖𝑗 =
3.77𝑘𝐵 𝑇 may have been an overestimate for this system. To test whether this interaction was
the cause of the structural insensitivity of PEDOT to ionic strength, it was replaced with a simple
repulsive excluded volume interaction and the same simulations with and without salt or EMIM
BF4 were performed. The case of only counterions is provided in Figure 5.9, the case of 0.08 M
EMIM BF4 in Figure 5.10, and the case of 0.08 M added salt in Figure 5.11. Without the strong
𝜋 − 𝜋 interactions present, the effect of ionic strength was quite clear. At low ionic strength, the
PEDOT did not stack but was tightly bound to the backbone of PSS, effectively acting as a
multivalent counterion. At high ionic strength, these electrostatic interactions were screened
and the many small ions could compete with PEDOT for PSS adsorption. Consequently, PEDOT
was soluble in water at high ionic strengths. Though this behavior was not realistic either, it
illustrated the potential sensitivity to ionic strength that systems like these may experience for
modestly-hydrophobic interactions.
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Figure 5.9. Snapshot of PEDOT (turquoise): PSS (pink) organization using a coarse-grained model
without 𝜋 − 𝜋 interactions between PEDOT oligomers for a concentration of 1.3 wt. % with no
added salt and 𝜖 = 80. Counterions are hidden for clarity. For the interactions between “P” type
beads, the following parameters were changed: 𝜖𝑖𝑗 = 0.17, truncation cutoff = 21/6.
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Figure 5.10. Snapshot of PEDOT (turquoise): PSS (pink) organization using a coarse-grained
model without 𝜋 − 𝜋 interactions between PEDOT oligomers for a concentration of 1.3 wt. %
with 0.08 M EMIM (red) BF4 (blue) and 𝜖 = 80. Counterions are hidden for clarity. For the
interactions between “P” type beads, the following parameters were changed: 𝜖𝑖𝑗 = 0.17,
truncation cutoff = 21/6.
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Figure 5.11. Snapshot of PEDOT (turquoise): PSS (pink) organization using a coarse-grained
model without 𝜋 − 𝜋 interactions between PEDOT oligomers for a concentration of 1.3 wt. %
with 0.08 M salt (gray) and 𝜖 = 80. Counterions are identical to salt, and are also shown. For the
interactions between “P” type beads, the following parameters were changed: 𝜖𝑖𝑗 = 0.17,
truncation cutoff = 21/6.

5.5

Effect of Electrostatic and Hydrophobic Interactions on Ordering

By instead modeling PEDOT: PSS as a generalized charged polymer-dispersed liquid
crystal, larger systems were simulated and the salient physical principles underlying this system
were explored. These general lessons could possibly be applied to PEDOT: PSS to help
understand ordering. First, some example snapshots of simulations are provided at different
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conditions to give a sense of the structure. Second, the mean cluster size kinetics are plotted for
different 𝜖𝑖𝑗 and conditions.
Snapshots near the end of three large (20000 PSS beads, 10000 PEDOT beads)
simulations are shown in Figure 5.12 for 1 wt. % PEDOT: PSS without added salt, with
counterions contributing to 𝜅, and with 𝜖𝑖𝑗 = 0.5. The dielectric constant was changed for these
three. A small degree of PEDOT clustering was apparent in all three, though the clusters
appeared larger by eye for 𝜖 = 80. Because counterion adsorption was not accurately treated in
these simulations and because degree of ionization can be highly sensitive to 𝜖, the trends in
dielectric constant were not examined too closely. However, the sensitivity to dielectric
constant does indicate the influence of electrostatic interactions in determining cluster size.
These large simulations allowed for a better look at cluster size distributions. Many distinct
clusters existed in these cases, indicating that the clusters were stable at finite size. This could
be a feature at equilibrium, or it could be a kinetic effect due to the limited accessible time
scales in these simulations. Whichever the cause for finite cluster size, dielectric constant played
some role.
This model was also in better agreement with experiments. In these approximate
conditions, no detectable PEDOT ordering was found by wide-angle X-ray scattering. The
ordering of PEDOT was relatively low in these simulations compared to in subsequent figures.
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Figure 5.12. Snapshots near the end of the simulations for 1 wt. % PEDOT (red): PSS (turquoise)
without added salt in three different dielectric media: (A) 𝜖 = 30, (B) 𝜖 = 50, (C) 𝜖 = 80. The
hydrophobic parameter 𝜖𝑖𝑗 = 0.5 for all bead interactions.
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Another trio of nearly identical simulations was performed, but this time with added
salt. Since salt was implicitly simulated, it only contributed via a larger 𝜅. An added salt
concentration of 0.52 M was implemented, which matched the concentration of the
counterions. Snapshots of the results are provided in Figure 5.13. Clusters were even more
prevalent at higher ionic strength, which better matched intuition than the insensitivity
observed in the coarse-grained simulation. Additionally, a change to the extent of clustering
might have explained experimental hydrogelation, though no PEDOT ordering was observed by
X-ray scattering in these approximate conditions. The clusters appeared to not be
homogenously comprised of PEDOT, however; PSS penetrated the clusters in dilute conditions
at both ionic strengths. It also appeared that the ordering was not strongly crystalline, which
could explain the lack of experimental detection.
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Figure 5.13. Snapshots near the end of the simulations for 1 wt. % PEDOT (red): PSS (turquoise)
with 0.52 M added salt in three different dielectric media: (A) 𝜖 = 30, (B) 𝜖 = 50, (C) 𝜖 = 80. The
hydrophobic parameter 𝜖𝑖𝑗 = 0.5 for all bead interactions.

Higher concentrations without added salt were also considered. For various 𝜖 and for
𝜖𝑖𝑗 = 0.5, the same large simulations were performed but with smaller 𝐿, effectively increasing
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the concentration of PEDOT: PSS. Two concentrations were considered: 10 wt. % and 40 wt. %.
Representative snapshots are shown in Figure 5.14 and Figure 5.15, respectively. They showed
significantly higher PEDOT ordering; with one exception, PSS no longer penetrated the clusters.
The exception was the right snapshot in Figure 5.14. This simulation seemed anomalous and the
cause for the different behavior was not explained. In any case, because the ordering of PEDOT
appeared enhanced at higher concentrations, perhaps these conditions mimicked those seen
when fabricating thin films. Additionally, a notable polymer-solvent phase separation occurred
that was absent in lower concentrations. Phase segregation in general opens a wide range of
complicated morphologies that may occur in concentrated PEDOT: PSS solutions.

Figure 5.14. Snapshots near the end of the simulations for 10 wt. % PEDOT (red): PSS (turquoise)
with no added salt in two different dielectric media: (left) 𝜖 = 30, (right) 𝜖 = 80. The
hydrophobic parameter 𝜖𝑖𝑗 = 0.5 for all bead interactions.
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Figure 5.15. Snapshots near the end of the simulations for 40 wt. % PEDOT (red): PSS (turquoise)
with no added salt in two different dielectric media: (left) 𝜖 = 50, (right) 𝜖 = 80. The
hydrophobic parameter 𝜖𝑖𝑗 = 0.5 for all bead interactions.

The mean cluster size generally increased with time and appeared to begin plateauing
towards the end of the simulations, indicating either equilibration or slower ripening-like
processes for cluster growth. Figure 5.16 illustrates this growth for a key comparison. In these
two small (2000 PSS beads, 1000 PEDOT beads) simulations, 𝜖 = 80, 𝜖𝑖𝑗 = 1, and no added salt
was present. However, one of the simulations implicitly modeled the counterions (as was the
case for every other simulation in this section), whereas the other explicitly modeled the
counterions. For this explicit model, 𝜅 = 0, and all electrostatic interactions were calculated
using a particle-particle particle-mesh Ewald summation technique to account for long-range
countributions to electrostatic energies. These simulations were very expensive, so were only
conducted in this one case to demonstrate a point. Whether counterions were explicitly or
implicitly accounted, the overall mean cluster size kinetics remained similar. This suggested that
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the counterion assumptions in the implicit model were accurate. In these specific simulations,
the mean cluster size apparently saturated at 11, meaning that the average cluster contained 11
PEDOTs. Since there were 125 PEDOTs in these simulations, for a monodisperse cluster
distribution the number of clusters would be 11.

Figure 5.16. Mean PEDOT cluster size with time for 1 wt. % PEDOT: PSS with 𝜖 = 80 and the
hydrophobic parameter 𝜖𝑖𝑗 = 1 for all bead interactions. Simulations were either conducted as
usual by directly calculating the electrostatic energy for 𝜅 > 0 (“1”), or by explicitly simulating
all small ions, setting 𝜅 = 0, and evaluating long-range electrostatic energies using a particleparticle particle-mesh Ewald summation technique (“kspace1”).

Small (2000 PSS beads, 1000 PEDOT beads) simulations with implicit counterions and
𝜖 = 80 were also conducted for variable 𝜖𝑖𝑗 to determine the effect of this hydrophobicity
parameter. The mean cluster size for different 𝜖𝑖𝑗 is shown in Figure 5.17. Larger values of
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hydrophobicity tended to result in larger clusters. Additionally, the mean cluster size appeared
to saturate for small 𝜖𝑖𝑗 . This was consistent with the mean cluster size, which was barely above
1; a well-mixed system would equilibrate much more quickly than a system undergoing PEDOT
segregations. For the previous snapshots and most of the simulations in this section, 𝜖𝑖𝑗 was
taken as 0.5.

Figure 5.17. Mean PEDOT cluster size with time for 1 wt. % PEDOT: PSS with 𝜖 = 80 and a
variable hydrophobic parameter 𝜖𝑖𝑗 : 0.2, 0.4 or 0.6.

Looking back at the snapshots of Figure 5.12, Figure 5.15 the mean PEDOT cluster size kinetics
for these simulations are shown in Figure 5.18. They all grow with time, some tend towards
saturation while others appear to only begin their growth. Unfortunately, only a single trajectory
was simulated for each of these cases, so obtaining ensemble averages for kinetics was
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impossible. The simulations were quite large though. Generally, the results matched the
snapshots. At higher ion and PEDOT: PSS concentration, cluster size grew faster.

Figure 5.18. Mean PEDOT cluster size with time for varying concentrations of PEDOT: PSS and
salt with variable 𝜖 and the hydrophobic parameter 𝜖𝑖𝑗 = 1 for all bead interactions.

5.6

Conclusion

To better understand the underlying physics directing PEDOT ordering, two simple
simulation models for PEDOT were developed and explored. The first model was a coarsegraining of the molecular structure PEDOT: PSS, with theoretically-calculated estimates for the
interaction energies between aromatic thiophene groups and hydrophobic ethylene groups.
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PEDOT formed large, highly stable clusters whose structure was insensitive to ion concentration.
The formation of these clusters even in semi-dilute conditions disagreed with experiments,
suggesting inaccurate model parameters. The second model was a generalized toy model for
charged polymer-dispersed liquid crystals, and PEDOT: PSS fell into this category. By this model,
clusters were sensitive to dielectric constant, hydrophobicity, ion concentration and PEDOT: PSS
concentration. PEDOT ordering only tended to occur at high ion and PEDOT: PSS concentrations,
which fully agreed with experiments. This model demonstrates a clear interplay between the
hydrophobicity of PEDOT, which promotes clustering, and the electrostatic interactions of both
PEDOT and PSS, to which PEDOT was adsorbed. Low concentrations resulted in clustering PEDOT
while PSS remained well-mixed, whereas high concentrations resulted in a phase segregation of
both PEDOT and PSS into a polymer-rich phase. A possible mechanism for cross-linking was
revealed here as well, since PSS chains interconnected between PEDOT clusters. These
simulations illustrate the complex morphology and phase behavior that may result from a
polyelectrolyte complex by a simply interplay of hydrophobicity and electrostatics, and may hint
at the nature of the PEDOT ordering transition upon film formation.
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CHAPTER 6
COACERVATION BY DIPOLAR ATTRACTION
PEDOT: PSS is a polyelectrolyte complex, and much of its structure and phase behavior
reflects this. However, the physics of polyelectrolyte complexes is poorly understood, even for
model hydrophilic systems. As part of a broader effort to understand the thermodynamics of
polyelectrolyte complexation, a new and simple theory of coacervation, the phase segregation
of a polyelectrolyte complex, is proposed in this chapter.

6.1

Introduction

Polyelectrolyte complexes are classified as an aqueous mixture of salt, polymerized
cations, and separately-polymerized anions. Each of these macromolecules, a polyelectrolyte,
carries a net chemical charge which is usually neutralized by oppositely-charged counterions.
Counterions are either tightly bound to the polyelectrolyte backbone, or dissociated in a loose
correlation cloud that surrounds the macromolecule. However, oppositely-charged
polyelectrolytes tend to electrostatically bind together, displacing their counterions as a
liberated salt. Polyelectrolyte complexes also commonly undergo phase-segregation into a
water-poor phase, designated a coacervate, and a complementary water-rich solution. The
nature of coacervation would appear quite unique; it shares an importance of long-range
electrostatic correlations with simple salt crystallization, yet also maintains long-range
correlations due to polyelectrolyte chain connectivity that are surely coupled with the
electrostatic interactions. These correlations and their coupling hold potential for many key
technologies related to biological processes and biomimetic phenomena1,2. A deep
understanding of coacervation would greatly facilitate their development. The nature of
coacervation has been widely studied across many disciplines, but remains poorly understood.
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The challenge in devising an accurate theoretical formulation for this system rests with difficulty
in properly accounting for the electrostatic and chain connectivity correlations, as well as the
multicomponent nature of the system. As a result, there are many interactions that can occur,
multiple characteristic length scales, and numerous state variables. In this chapter, we introduce
a simple model that realistically explains the mixing thermodynamics of coacervation while
accounting for its inherent complexity, and captures the essential physics. Using this framework,
we predict the resulting phase behavior of coacervation.
The first defining feature of polyelectrolyte complexes is their influential electrostatic
interactions, and we begin by first considering those of salt ions in water. With a mean field
picture, the concentration of cations and anions is uniform throughout a mixture and the net
electrostatic free energy is zero. Debye-Hückel theory3, a more realistic description for aqueous
ions, demonstrates that this is not the case but rather ions rearrange themselves to minimize
free energy. Local spatial correlations in ion density emerge, allowing for the prediction of phase
segregation by the Restricted Primitive Model4. Ions are electrostatically driven to tightly
arrange themselves into a separate phase, and their translational entropy drives them to mix.
The competition of these two drivers results in coexistence with an upper critical solution
temperature. Though this model is criticized for its prediction of an inaccessibly low critical
temperature, it successfully describes the concept of an electrostatically-induced phase
separation that would be impossible based on a mean field description alone. In an analogous
manner, we expect that a purely mean field description of a system of oppositely-charged
polyelectrolytes is inadequate. The chains, their corresponding counterions, and salt would
rearrange themselves locally to minimize free energy, resulting in spatial correlations in ion and
polyelectrolyte density. Additionally, the polyelectrolyte backbone charges are topologically
correlated through long-range covalent connectivity.
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Voorn and Overbeek recognized the limitation of a mean field approach, and proposed
in 1956 a free energy framework to explain polyelectrolyte complex coacervation5-8. In it,
oppositely-charged polyelectrolytes are equal in molecular weight and concentration, and are
assumed to behave like a collection of salt ions exactly like in Debye-Hückel theory. Excluded
volume interactions are ignored, and the resulting free energy has two terms: one explaining
polymer entropy, while the other assumes the same ion density correlations for polyelectrolytes
that we see for small ions. Voorn appropriately refers to this mixture as a poly-salt. The
formulation of this theory was the first attempted deviation from a mean field description of
complex coacervation, its simplicity is elegant, and it well explains some experimental data.
Consequently, it has experienced success and acceptance in the scientific community.
Unfortunately, a major limitation of the theory is that it does not adequately explain the
coupled correlations between polyelectrolyte backbone charges; by treating them as free ions,
Voorn-Overbeek theory neglects the fact that they are connected at all. We have unsuccessfully
attempted to modify the theory by correctly imposing Debye-Hückel correlations for only salt
and released counterions. Unfortunately, two problems arose with this approach: a mean field
treatment of the backbone results in unrealistic phase behavior, and the theoretical
development of coupled backbone charge and connectivity correlations is difficult.
Several more recent investigators have proposed more realistic theories for
coacervation phase behavior that attempt to adequately capture polyelectrolytre correlations.
These include the Veis-Aranyi “dilute aggregate model”9-12, the Nakajima-Sato model13, and the
Tainaka model14. Some theories use the Random Phase Approximation15 as a starting point to
predict local fluctuations in polyelectrolyte concentration16-20. These theories are far more
detailed than a mean field approach, but their calculations rely on unrealistic assumptions for
the spatial correlation of polyelectrolytes28. Another promising approach explicitly accounts for
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polyelectrolyte correlations using a liquid state theory21. In both cases, spatial fluctuations in
polyelectrolyte density are assumed to be relatively small. However, polyelectrolytes typically
have already complexed in a homogeneous mixture well above the quench conditions necessary
for coacervation. Depending on the Coulombic strength, the number of chains comprising a
complex varies from 2 to at least thousands, according to careful experimentation by
investigators including Kabanov22,23 and Dautzenberg24,25. These complexes often remain stable
in solution, though can segregate by coacervation under the right conditions. Few existing
theories recognizes these stable precursors to segregation, instead they assume that
coacervation begins from a well-mixed solution of un-complexed polyelectrolytes. In many of
the experiments, this is a poor assumption. This is clearly demonstrated by considering the free
energy of complexation of a polycation with an identically-structured polyanion. Careful
Langevin dynamics simulations were conducted on freely-jointed polyelectrolyte chains with
their counterions, and the free energy of complexation was determined. At room temperature
and for realistic backbone charge spacings (0.25 - 2 nm), the free energy of a two-chain
complexation is 4 – 12 thermal energy units 𝑘𝐵 𝑇 per charged segment26. Figure 6.1 ilustrates
this process.
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Figure 6.1. The formation of a single polyelectrolyte complex, including released counterions
and the creation of dipoles (purple) due to the tight binding of the backbones.

In any of these conditions, we expect complexation to occur even when coacervation
does not. The spontaneous complexation of these polyelectrolytes also poses a problem for
mean field theories. Clearly, significant local charge density correlations emerge due to this
complexation.
A profound consideration is that complexation of a positive and negative charge forms a
dipole. For the case of two complexed polyelectrolytes, which are populated by charged along
their entire backbones, a long strand of dipoles forms. These dipoles are near to each other, and
we may assume that their orientation is somewhat variable due to backbone flexibility.
Following this assumption, the dipoles will reorient themselves to establish net attractive
interactions with each other and with dipoles formed on foreign complexes. The inclusion of
dipole-dipole interactions for understanding the phase behavior of polyelectrolyte complexes is
an unprecedented step. It accounts for the spontaneous formation of coacervate precursors and
elegantly provides a framework for local density fluctuations of oppositely-charged
polyelectrolytes. For this reason, dipole interactions are the cornerstone for the theory of

124

coacervation provided in this paper. The theory takes on a mean field form, but adequately
captures the local correlations due to electrostatics and chain connectivity by accounting for
chain entropy, the spontaneous formation of dipoles, and Debye-Hückel interactions between
small ions.

6.2

Theory

Consider a salty polyelectrolyte solution containing polycations (component 1),
polyanions (component 2), solvent (denoted as 0), salt cations (denoted as +), and salt anions
(denoted as -). Every polycation has 𝑁1 Kuhn segments with a segment charge of +𝑍𝑝1 , and
every polyanion has 𝑁2 Kuhn segments with a segment charge of −𝑍𝑝2 . The segment length, ion
diameter, and solvent dimension are assumed equal to 𝑙, and all sizes are expressed in terms of
this length. The theory provided here is lattice-based, where every lattice site has a volume 𝑙 3
and is occupied by some component. Un-complexed polyelectrolytes are neutralized by nearby
counterions of opposite charge, some of which are adsorbed onto the chain backbone. The
extent of adsorption can be quantified by the degree of ionization, defined as the ratio of
effective charge to chemical charge on the backbone, and may vary from 0 to 1. We designate
the degrees of ionization 𝛼𝑝1 for polycations and 𝛼𝑝2 for polyanions. Prior to complexation, we
consider an incompressible space of volume 𝑉 occupied by 𝑛1 polycations, 𝑛2 polyanions, 𝑛+
salt cations of valency 𝑍+ , 𝑛− salt anions of valency 𝑍− , 𝑛0 solvent molecules, 𝑛1 𝑁1 𝛼1
dissociated counterions to component 1 of valency 𝑍𝑐1 , and 𝑛2 𝑁2 𝛼2 dissociated counterions to
component 2 of valency 𝑍𝑐2 . For clarity of argument, in this paper we consider only the case
when 𝑍𝑝1 = 𝑍𝑝2 = 𝑍𝑐1 = 𝑍𝑐2 = 𝑍+ = 𝑍− = 1, when 𝛼1 = 𝛼2 = 𝛼𝑝1 = 𝛼𝑝2 = 𝛼, and when
counterions are monovalent and chemically identical to salt ions.

125

We assume that each available polycation will spontaneously and irreversibly bind with
one available polyanion to partially neutralize their backbone charges. Additionally, no crosslinking by bridging between pairs is allowed. This is a limiting case for tight binding, but this
assumption is justified since the free energy of complexation is very high at room temperature
compared with 𝑘𝐵 𝑇. Consequently, chain dissociation or disproportionation cannot occur, and
the resulting complex is fixed as a chemically distinct species from the un-complexed
polyelectrolytes. This species is essentially a chain of dipoles of varying orientation, and because
it is chemically distinct, we introduce it as a third polymer component (denoted as p) whose
total number 𝑛𝑝 equals either 𝑛1 and 𝑛2 , whichever is smaller. There is then an excess of
polyelectrolyte equal to the difference between 𝑛1 and 𝑛2 . Due to this complexation, many
counterions will be released. We assume that counterions correlated with the dipole portion of
the complex are liberated as completely uncorrelated salt, while un-neutralized portion of the
complex maintains its counterions with a degree of ionization still equal to 𝛼.
The specific set of compositions we consider here are for when the polyanion length is
longer than or equal to the polycation length, and when it the excess component (i.e. 𝑁1 ≤
𝑁2 , 𝑛1 ≤ 𝑛2 ). For convenience, we set 𝑁2 = 𝑁 and define a chain length asymmetry parameter
𝑦 = 𝑁1 /𝑁2 Since complexation has completed, we reclassify the components in the system. It is
composed of 𝑛𝑝 complexes of volume fraction 𝜙𝑝 , 𝑛𝑒𝑥 excess polyanions which are uncomplexed of volume fraction 𝜙𝑒𝑥 , 𝑛+ cations of volume fraction 𝜙+ and 𝑛− cations of volume
fraction 𝜙− (including any free counterions), and 𝑛0 solvent molecules of volume fraction 𝜙0 . An
illustration of the post-complexation system components is shown in Figure 6.2.

126

Figure 6.2. System components of a polyelectrolyte complex.

The Helmholtz free energy per lattice site, in units of 𝑘𝐵 𝑇, is given by

𝑓 = 𝑓𝑠 + 𝑓ℎ + 𝑓𝑖

Eq. 6.1

where 𝑓𝑠 is the contribution due to entropy, 𝑓ℎ is the contribution due to all chain backbone
electrostatic interactions, and 𝑓𝑖 is the contribution due to electrostatic correlations of salt and
dissociated counterions. We neglect the influence of excluded volume interactions due to
chemical mismatch to isolate the essential physics exhibited by electrostatic interactions. The
term 𝑓𝑠 is determined by the following expression, following Flory-Huggins theory27

𝑓𝑆 =

𝜙𝑝
𝜙𝑒𝑥
log 𝜙𝑝 +
log 𝜙𝑒𝑥 + 𝜙+ log 𝜙+ + 𝜙− log 𝜙− + 𝜙0 log 𝜙0
𝑁(1 + 𝑦)
𝑁

Eq. 6.2

where the first term is from polyelectrolyte complex entropy, the second term is from excess
polyanion entropy, the third and fourth terms are from salt and dissociated counterion entropy,
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and the final term is from solvent entropy. The next term of Eq. 6.1, 𝑓ℎ , contains two types of
electrostatic interaction between polyelectrolyte backbones
2𝜋𝑙𝐵 𝛼 2
1−𝑦 2
𝑦 2
𝑓ℎ =
(𝜙
+
𝜙
)
+
𝑣
(𝜙
)
𝑒𝑥
𝑝
𝑑𝑑
𝑝
𝜅 2 𝑙3
1+𝑦
1+𝑦
𝑦
1−𝑦
− 𝑣𝑑𝑚 (𝜙𝑝
) (𝜙𝑒𝑥 + 𝜙𝑝
)
1+𝑦
1+𝑦

Eq. 6.3

where 𝑣𝑑𝑑 is an effective excluded volume parameter which arises from dipole-dipole
𝑦

interactions (𝜙𝑝 1+𝑦 is the volume fraction of dipoles), 𝑣𝑑𝑚 is the same but for dipole-monopole
interactions, 𝑙𝐵 is the Bjerrum length which dictates the strength of electrostatic interactions,
and 𝜅 −1 is the Debye electrostatic screening length. The first term is related to the electrostatic
enthalpy between polelectrolyte backbones28. The following expressions define 𝑙𝐵 and 𝜅 −1
𝑒2
4𝜋𝜖0 𝜖𝑘𝐵 𝑇

Eq. 6.4

4𝜋𝑙𝐵
(𝜙+ + 𝜙− )
𝑙3

Eq. 6.5

𝑙𝐵 =

𝜅2 =

where the charge of an electron is 𝑒, the vacuum permittivity is 𝜖0 , and the relative permittivity
of the solvent is 𝜖. The first term in Eq. 6.3 is a mean field approximation for the electrostatic
interactions between un-neutralized portions of all polyelectrolytes, including those from excess
1−𝑦

polyanions (𝜙𝑒𝑥 ) and those from the complex (𝜙𝑝 1+𝑦 is the volume fraction of the complex that
is un-neutralized). The second term is a mean field approximation for the dipole-dipole attractive
interactions between the neutralized portions of the complex. The excluded volume parameter
𝑣𝑑𝑑 is derived from the general expression for the angle-averaged interaction energy 𝑢 between
two freely-oriented dipoles separated by a distance 𝑟, and is given by29
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𝑢(𝑟)
𝑙𝐵2 𝑝′4 −2𝜅𝑟
5
2
1
=−
𝑒
[1 + 2𝜅𝑟 + (𝜅𝑟)2 + (𝜅𝑟)3 + (𝜅𝑟)4 ]
6
𝑘𝐵 𝑇
3𝑟
3
3
6

Eq. 6.6

where 𝑝′ is the dipole length. A similar interaction is taken for dipole-monopole interactions.
Because this is a short-ranged potential, 𝑣𝑑𝑑 and 𝑣𝑑𝑚 can be calculated from 𝑢 using the Mayer
expression, as is done for calculating excluded volume for neutral polymers. Assuming the high
temperature limit 𝑢 ≪ 𝑘𝐵 𝑇, this evaluation gives

𝑣𝑑𝑚

𝑣𝑑𝑑 ≅ −

2𝜋𝑝2 𝑙𝐵2 −2𝜅𝑙
(2 + 𝜅𝑙)
=−
𝑒
3𝑙 4

𝜋𝑙𝐵2 𝑝′4 −2𝜅𝑙
[4 + 8𝜅𝑙 + 4(𝜅𝑙)2 + (𝜅𝑙)3 ]
𝑒
9𝑙 6

Eq. 6.7

Eq. 6.8

An immediate observation is that 𝑣𝑑𝑑 is large compared with mismatch parameter of many
neutral systems. For example, for dipoles 0.25 nm length in a solution of monovalent salt of ionic
strength 10-4 M at room temperature, 𝑣𝑑𝑑 ≅ 13. We can therefore expect phase separation to
quite easily occur in such systems. The magnitude of this parameter decays with increasing salt
concentration, and is inversely proportional to square of temperature and dielectric constant. The
final term Eq. 6.1, 𝑓𝑖 , is given by the following result borrowed from Debye-Hückel theory.

𝑓𝑖 = −

1
1
[log(1 + 𝜅𝑙) − 𝜅𝑙 + (𝜅𝑙)2 ]
4𝜋
2

Eq. 6.9

Other free energy expressions are considered in Section 6.4, but are introduced there because
they are similar in form and only relevant for the discussions of that section.
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6.3

Methods

Using the free energy expression of Eq. 6.1, the binodal for a two-phase coexistence is
computed for some 𝑁, 𝛼, 𝑦, 𝑙, and 𝑙𝐵 through the following algorithm. First, some valid total
composition is specified. This includes the total concentration of polycation, polyanion, salt, and
water. From this, pairwise complexation occurs and the total system volume fractions 𝜙𝑝 , 𝜙𝑒𝑥 ,
𝜙+ , 𝜙− and 𝜙0 are calculated. Second, the system is partitioned into two phases, for which there
are four degrees of freedom. There are then four independent state variables which must be
specified to fully define the system. Natural selections for these variables are 𝜙𝑝 , 𝜙𝑒𝑥 and 𝜙+ in
the first phase only, and the overall volume fraction of that phase 𝑟. From these independent
variables, the other compositions of both phases can be determined from conditions of
incompressibility, mass conservation, and charge neutrality. The total system free energy
provided by Eq. 6.1 is minimized using the Nelder-Mead method by varying the four state
variables. This minimization results in either (1) two identical phases, in which case the system is
stable as a homogeneous mixture, or (2) two distinct phases, corresponding to a pair of points on
the coexistence curve. By choosing many different total compositions and minimizing the free
energy of each, an entire set of coexistence points is evaluated. By imposing charge neutrality,
small ions are permitted to move freely between phases if charge neutrality in each phase is
maintained. This restriction combined with the free energy minimization protocol is essentially
the generalization of Donnan equilibrium30. The code that puts this algorithm into practice is
provided in Appendix L.
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6.4

Modified Voorn-Overbeek Coacervation

Starting with Voorn-Overbeek theory for coacervation, which considers a system of
symmetric, equimolar polycations and polyanions in addition to monovalent salt and a solvent,
the following expresses the free energy density.

𝑓 = 𝑓𝑠𝑉𝑂 + 𝑓𝑖𝑉𝑂

𝑓𝑠𝑉𝑂 =

𝜙𝑝
𝜙𝑝
𝜙𝑠
log
+ 𝜙𝑠 log + 𝜙0 log 𝜙0
𝑁
2
2

𝑓𝑖𝑉𝑂 = −

𝜅2 =

(𝜅𝑙)3
12𝜋

4𝜋𝑙𝐵
(𝜙𝑠 + 𝛼𝜙𝑝 )
𝑙3

Eq. 6.10

Eq. 6.11

Eq. 6.12

Eq. 6.13

The meanings of these variables remain the same as from Section 6.3 except that 𝜙𝑝 is now the
total polyelectrolyte volume fraction. The total salt volume fraction is 𝜙𝑠 = 2𝜙+ = 2𝜙− . The
parameter 𝛼 can refer to the degree of ionization, where released counterions are counted as
salt, or a measure of chemical charge density along the backbone with completely-released
counterions. Either way, the interpretation of Eq. 6.13 is clear; the backbone charge of the
polyelectrolyte contributes to Debye-Hückel ion correlations, and therefore the connectivity of
these polyelectrolytes is ignored. The difference in functional form of Eq. 6.9 and Eq. 6.12 is
minor since they are equivalent for small 𝜅𝑙. The resulting coexistence curve for one
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temperature is shown in Figure 6.3. It shows a coexistence between a polymer-rich phase and
polymer-poor phase, and salt preferentially partitions into the polymer-rich phase.

Figure 6.3. Coexistence curve of a symmetric polyelectrolyte complex as predicted by VoornOverbeek theory (Eq. 6.10 through Eq. 6.13). Colors correspond to either the polymer-poor or
polymer-rich phase. Black lines connect pairs of coexisting compositions, forming tie lines. For
this curve, 𝑁 = 100, 𝛼 = 0.24 and 𝑙𝐵 /𝑙 = 2.12.

Although the result is generally consistent with experiments mapping out the phase
behavior of coacervation31-33, the underlying physics is improperly handled. Backbone charges
do not contribute to 𝜅 in part because they are highly correlated by chain connectivity. Another
way of looking at this problem is born from the fact that the electrostatic interaction energy
between a charge center on a polycation and one on a polyanion is much larger than 𝑘𝐵 𝑇; for
Debye-Hückel theory to be a valid descriptor of the ion correlations in this system, the
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interaction energy must be less than 𝑘𝐵 𝑇. In other words, electrostatic correlations are
underestimated by Voorn-Overbeek theory.
The challenge of capturing the essential physics is not solved by simply ignoring the
correlations between polyanion and polycation either, as demonstrated by the following
modified Voorn-Overbeek theory. By removing the polymer contribution to 𝜅 and instead
introducing a mean-field term for the interaction energy between polyelectrolyte backbones,
the following expressions describe the free energy density for a symmetric polyelectrolyte
complex solution. Here we treat the counterions as chemically distinct from salt.

𝑓 = 𝑓𝑠𝑉𝑂𝑀 + 𝑓𝑖𝑉𝑂𝑀 + 𝑓ℎ𝑉𝑂𝑀

𝑓𝑠𝑉𝑂𝑀 =

𝜙𝑝
𝜙𝑝
𝛼𝜙𝑝
𝜙𝑠
log
+ 𝜙𝑠 log + 𝛼𝜙𝑝 log
+ 𝜙0 log 𝜙0
𝑁
2
2
2

𝑓𝑖𝑉𝑂𝑀 = −

1
1
[log(1 + 𝜅𝑙) − 𝜅𝑙 + (𝜅𝑙)2 ]
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Eq. 6.14

Eq. 6.15

Eq. 6.16

Eq. 6.17

Eq. 6.18

The expressions of the modified Voorn-Overbeek theory resemble those of the original
with two exceptions. First, counterions are considered here by contributing to the enthalpy in
Eq. 6.17 and the entropy in Eq. 6.15. The interpretation of this treatment is that counterions are
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constrained to the same phase as their backbones, though they may freely locate anywhere
within that phase. Second, 𝑓ℎ𝑉𝑂𝑀 is introduced as a backbone enthalpy term, and its prefactor is
derived in previous work for single polyelectrolyte systems. Because it is a mean field energy, it
depends on the square of the difference between polycation volume fraction Eq. 6.18 𝜙𝑝+ and
polyanion volume fraction 𝜙𝑝− . In the symmetric case considered here, 𝜙𝑝+ = 𝜙𝑝− = 𝜙𝑝 /2,
and this term is then zero. This framework then highly resembles the free energy of a
polyelectrolyte for when the Flory-Huggins 𝜒 parameter equals zero, which is developed by Lee
et al. in the literature34. Figure 6.4 demonstrates how similar the phase behavior is between the
polyelectrolyte complex and a single polyelectrolyte. They are nearly identical. Additionally,
phase separation occurs only at unrealistically low temperature (𝑙𝐵 /𝑙 = 16.3 in the figure, or a
temperature of about 40 K for NaPSS in water).

Figure 6.4. Coexistence curves for (left) a symmetric polyelectrolyte complex described by the
modified Voorn-Overbeek theory of Eq. 6.14 through Eq. 6.18 and (right) a single polyelectrolyte
system, where 𝜙𝑝 is the total polyelectrolyte volume fraction. Colors correspond to either the
polymer-poor or polymer-rich phase. Black lines connect pairs of coexisting compositions,
forming tie lines. For this curve, 𝑁 = 100, 𝛼 = 1 and 𝑙𝐵 /𝑙 = 16.3.
134

Another means of describing polyanion-polycation correlations must be considered, and
the predicted phase behavior for the theory introduced in Section 6.2, which describes
coacervation by dipolar attractions between complexes, is computed in the following sections.

6.5

Equal Salt Partitioning Assumption

Since there are five components in the system, as shown in Figure 6.2, a coexistence
hypersurface rather than a curve is a better name for the computed phase behavior. To simplify
the results so that hypersurfaces need not be shown, several limiting assumptions are made in
this section. First, the starting compositions of the polyanion and polycation are limited such
that 𝜙𝑒𝑥 = 0. Second, equal partitioning of salt between the two phases is assumed. This
essentially reduces the problem to a two-component system, making the calculation of
coexistence curves straightforward. The chain length 𝑁 = 100, a temperature-invariant
dielectric constant 𝜖 = 80 is assumed in determining 𝑙𝐵 , and 𝑙 = 𝑝′ = 0.3 nm, which is roughly
consistent with NaPSS or a polycation of similar backbone charge density. Two cases are
considered, one where 𝑦 = 1 and corresponding to a symmetric complexation, and one where
𝑦 = 0.5. The resulting phave behavior is shown in Figure 6.5.
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Figure 6.5. Phase diagrams of a polyelectrolyte complex for an equal salt partitioning
assumption with the asymmetry parameter 𝑦 = (left) 1, or (right) 0.5. Cartoons are provided to
show the interpretation of this parameter. Cation volume fraction 𝜙+ is plotted against the
volume fraction of a complex 𝜙𝑝 , and each curve represents a temperature. Tie lines are all
horizontal because salt concentration is equal in both phases.

For the symmetric case, the critical temperature for phase separation appears to be a
little above 360 K, and this was reduced for higher salt concentration. Salt stabilizes the
homogenous phase of a polyelectrolyte complex, inhibiting coacervation. This is the same
prediction from Voorn-Overbeek theory, which matches experimental data well. For the
asymmetric case, the critical temperatures are much lower. Polyelectrolyte asymmetry thus
inhibits coacervation, which is also observed experimentally35-37.
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6.6

Dipole-Salt Segregation

When the equal salt partitioning assumption is relaxed, different phase behavior occurs.
Again, 𝜙𝑒𝑥 is taken to be zero, 𝑁 = 100, a temperature-invariant dielectric constant 𝜖 = 80 is
assumed in determining 𝑙𝐵 , and 𝑙 = 𝑝′ = 0.3 nm. One case is considered, where 𝑦 = 1, but the
same general behavior is observed for 𝑦 < 0 as well. The phase diagram is plotted in Figure 6.6.

Figure 6.6. Phase diagrams of a symmetric polyelectrolyte complex. Cation volume fraction 𝜙+
is plotted against the volume fraction of a complex 𝜙𝑝 , and each curve represents a
temperature. Straight black lines connect pairs of coexisting points, forming tie lines. The curved
black line in the top right represents the case when the sum of the volume fractions of salt and
polymer are 1. Two coexistence regions emerge.
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Two regions of two-phase coexistence emerge, one small region in the bottom-left of
this figure, and one large region in the top-right region. For 390 K > 𝑇 > 370 K, these regions
remain separated. The bottom-left region resembles the coexistence region depicted in Figure
6.5, and the tie lines are slightly negatively-sloped such that salt preferentially partitions in the
polymer-poor phase, and this is consistent with experiments. The top-right region is entirely
new, showing a dramatic coexistence of a polymer-rich phase and a salt-rich phase. For 𝑇 > 390
K, the bottom-left coexistence region disappears, but the top-right region persists up to very
high temperatures. For 𝑇 < 370 K, the two regions link together at the composition 𝜙+ = 0.003,
𝜙𝑝 = 0.2, forming one region of instability that grows as temperature is decreased.
The cause for this strong salt-polydipole segregation is evident from Eq. 6.8. The leading
term of 𝑣𝑑𝑑 , or the average interaction energy between two adjacent dipoles, is a negative
decaying exponential in the square root of salt concentration. Focusing only on this expression,
the system can minimize its free energy in a dipole-rich phase by expelling salt into the other
phase, reducing 𝑣𝑑𝑑 and thus reducing free energy in the dipole-rich phase. It then appears that
the ability of salt to screen dipole-dipole attractions is responsible for the salt-dipole
segregation.

6.8

Conclusion

Dipole interactions are the cornerstone of this work’s explanation for complicated
polyelectrolyte systems. Voorn-Overbeek theory does not adequately account for
polyelectrolyte correlations, and ignoring these correlations is erroneous as well. By assuming
oppositely-charged polyelectrolytes bind together tightly, their correlations can be readily
modeled as a polydipole. Realistic predictions of phase behavior of coacervates are made under
the assumption of equal salt partitioning between the coacervate and water phase. Relaxing this
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assumption results in exotic phase behavior that, to our knowledge, has not been
experimentally observed. In addition to offering insight into coacervation, this theory may serve
as a starting framework for understanding other charged polymer systems, including
polyzwitterions and polyelectrolytes with multivalent salt. Though the phase behavior is quite
complicated, it does not appear to capture that of PEDOT: PSS that was experimentally
determined. Nevertheless, it provides unique insights into general coacervation of
polyelectrolyte complexes.

6.9
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CHAPTER 7
CONCLUSIONS AND FUTURE WORK
The experiments, simulations, and theory developed in this doctoral research work pose
key insights into the phenomenological complexity of PEDOT: PSS. Experiments reveal that the
solution state can be understood as a dispersion of charged micro-gels capable of percolation
and phase separation. Simulation models reflect these findings, illustrating possible mechanisms
for both physical cross-linking and PEDOT ordering explainable an interplay between
hydrophobic and electrostatic interactions. Both indicate the significance of phase transitions on
the morphological evolution of PEDOT: PSS during film fabrication, as these transitions are
highly sensitive to salt or polymer concentration. To improve understanding of polyelectrolyte
complexes, a theory is developed which explains coacervation by the attraction of dipoles
formed from tightly-bound pairs of oppositely-charged polymer backbones. It matches
experimental data, and predicts a further region of instability that ultimately highlights the rich
physics of this class of material. By building an appreciation for the role of ions in conducting
polyelectrolyte complexes, there is tremendous opportunity for the future study of
simultaneous ionic and electronic transport in these materials.
Future research efforts are recommended for this work. In general, many other aspects
of PEDOT: PSS can be studied, and other conducting polyelectrolyte complexes could be chosen
as model materials. Ion transport is only briefly touched on this work, and could be thoroughly
studied in polyelectrolyte complexes. The following are recommended areas study.
It is worth understanding the effect on PEDOT ordering by altering the entropic
landscape of the system in several ways. For example, substituting a polyanion with a greater
backbone rigidity or adding a second liquid-crystal component may promote PEDOT ordering.
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Adjusting the molecular weight of PEDOT or PSS may influence this and possibly the conditions
for gel percolation.
Highly-idealized simulations for PEDOT: PSS were attempted here, but are not easily
comparable to experimental quantities. Additionally, the detailed structure of ordered PEDOT
would be beneficial to simulate. A more accurate PEDOT: PSS model could capture known
experimental behavior and allow for new insights and hypotheses to be developed. What is
needed to understand PEDOT ordering from this level of simulation is the specific interaction
energies between PEDOT oligomers, and between PEDOT and PSS. This is not straightforward
because of the presence of water; the difference in interaction energies in water compared with
standard calculations in vacuum needs to be addressed. Atomistic simulation using adequate
force fields, such as the OPLS (Optimized Potentials for Liquid Simulations) force field with a
TIP3P water model, may be a promising start. With properly-characterized interaction potentials
and chemical topology, realistic packing structures and domain morphologies may be
systematically coarse-grained. Coarse-graining will still be necessary because large system size
and long simulations times needed for this type of study.
The disagreements in conductivity trends between this work and the literature must be
understood. Additional refinement of the electronic characterization methods is thus highly
recommended. Direct correlations between film conductivity and morphology are also
recommended, as film morphology was not systematically measured in this work beyond X-ray
scattering. A form of microscopy may be a valuable alternative for studying film structure.
Alternatively, a more basic theoretical description of PEDOT: PSS charge conduction
could be developed which allows for local ordering as a crucial factor in the electrical transport
of PEDOT: PSS. Detailed and trustworthy conductivity measurements would still have to be
made to support such work. Additionally, the role of ion transport in concentrated PEDOT: PSS is
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partly understood, but the rich physics at the boundary between ionic and electronic conduction
could be thoroughly exploited for this material. For example, varying water content of PEDOT:
PSS and exploring the transition point from ion-dominated to hole-dominated conduction is of
great intellectual merit for conducting polyelectrolyte complexes and practical importance for
applications such as organic electrochemical transistors.
The ordering of PEDOT is a central question in the problem of this work, and was
partially addressed by simulation. However, an extensive thermal characterization of this
material by experiments would yield a multitude of valuable information. Preliminary
differential scanning calorimetry and temperature-dependent X-ray scattering studies were
conducted in Appendix B, but additional work such as dynamic mechanical analysis has not been
performed. In situ experiments to understand transitions that occur during solvent evaporation
could also be designed.
Lastly, the theoretical work on coacervation by dipolar attraction could be further
studied. The role of chain hydrophobicity and additional forms of chain asymmetry and complex
structure (besides pairs) could be adapted. Validation with experiments is certainly key.
Extending the theory to predicting the kinetics of coacervation would also be valuable, and is
quite possible using some of the tools adapted in the appendices (differential dynamic
microscopy and numerical phase separation by Cahn-Hilliard-Cook theory, in particular).
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APPENDIX A
PEDOT: PSS GELATION BY ADDITIVES
The physical gelation of PEDOT: PSS has been identified through the measurement of
shear modulus. While these measurements were only conducted on hydrogels formed from
PEDOT: PSS in the presence of either EMIM BF4 or NaCl, other material systems may undergo
gelation as well. After all, since the effective cross-links in PEDOT: PSS hydrogels are physical in
nature, a variety of added components with different chemical properties may induce a similar
phase transition. To test the universality of PEDOT: PSS gelation, this appendix details the
altering of the physical environment of aqueous PEDOT: PSS in several ways, and notes any
resulting transitions.
Since PEDOT: PSS is available as a dilute, aqueous dispersion of polyelectrolyte
complexes, it is reasonable to suppose that various alterations to its physical environment may
induce a phase transition. For example, changing the solution ionic strength or solvent dielectric
constant will alter the interactions between monomer groups to effectively shift a phase
transition boundary. It has been reported1 that when a quantity of ionic liquid comparable to
the polymer quantity is introduced, a hydrogel is formed. This observation has already been
confirmed earlier in this thesis for another ionic liquid. Here, a set of imidazolium-based ionic
liquids, three distinct types of surfactant, and methanol are added to a commercially-available
solution of aqueous PEDOT: PSS. Additionally, the temperature is elevated in some samples.
Three grades of PEDOT: PSS are considered. Two of which are Orgacon ICP1050 (Agfa, Gevaert
NV USA), which has a PEDOT/PSS mass ratio of 5:8, and Clevios PH1000 (Heraeus, Hanau
Germany), which has a PEDOT/PSS mass ratio of 2:5. Both grades possess a PEDOT: PSS
concentration of 1.1 wt. %. The third grade is similar, with a PEDOT: PSS concentration of 1.3
wt. %, but it contains a stabilizing surfactant (catalog #483905, Sigma-Aldrich, St. Louis MO USA).
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A.1

Effects on Gels Formed from EMIM BF4

First, the effects on PEDOT: PSS gels formed with EMIM BF4 were studied. To discern the
effect of the stabilizing surfactant, 483905 or ICP1050 in their standard concentration were
mixed with EMIM BF4. This was accomplished by first weighing EMIM BF4 into an empty, clean
20-mL scintillation vial. The polymer solution was then added by pipette and the vial is sealed
with paraffin wax. The following EMIM BF4 concentrations were attempted, in wt. %: 0.5, 1.0,
1.5, 2.0, 2.5, and 3.0. Immediately after combining the two components, the vials were
vigorously shaken for 30 seconds, then vortex mixed for an additional 15 seconds. The vials were
stored upright for potential gelation.
Gelation was qualitatively observed by tilting the vial and noting the absence of flow.
Some of these gels were also immersed in a water bath at 80 °C, left to equilibrate for 3 hours,
and subsequent changes were noted.
For the surfactant-containing grade, no gels formed at any attempted EMIM BF4
concentrations. This indicated the importance of the surfactant in inhibition of phase
transitions. For the surfactant-free grade, all EMIM BF4 concentrations greater than or equal to
1.0 wt. % resulted in full conversion to a hydrogel. The sample with 0.5 wt. % also appeared to
undergo a partial gelation, but most of the sample remained as an opaque liquid. This gelation
process happened on the time scale of minutes, but exact gelation rates were not quantitatively
determined. Based on perturbation with a spatula, the gels appeared mechanically weak
compared to many model hydrogel systems such as poly(acrylamide) gels, which may possess
shear moduli on the order of one kPa. This made handling them difficult.
Upon heating the gels with EMIM BF4 concentrations of 1.5, 2.0, and 2.5 wt. % to 80 °C,
they contracted slightly, with a strain on the order of 0.1. The contraction appeared isotropic.
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This contraction detached the gels from the vial wall, allowing them to float freely upon a thin
layer of transparent, colorless expelled liquid. Based on the light absorbance of PEDOT from UVVis studies covered in earlier chapters, this expelled liquid was most likely a polymer-poor water
phase. Upon cooling to room temperature, the gels remained in their contracted state, and did
not swell back to their initial size. Excess Milli-Q water is carefully added to the room
temperature gels with EMIM BF4 concentrations of 1.0 and 0.5 wt. % to determine the swelling
equilibria. No additional swelling occurred, and the gels remained stable after several days.
Lastly, to gain an indication of the water content of these gels, a portion of the 2.5 wt. % EMIM
BF4 hydrogel was extracted and placed on an open polystyrene tray exposed to the atmosphere.
Over time, the water inside the hydrogel evaporated and a thin, glossy film remained. The
progression of water evaporation is shown in Table A.1. At equilibrium, 7 % of the initial mass
remained. Approximately 4 wt. % of the starting gel was composed of polymer and EMIM BF4,
which suggested that some water remained in the gel under these conditions of evaporation.
Time (hr)
0
24
90
120
145

Gel Weight (g)
2.307
0.735
0.162
0.160
0.159

Table A.1. Water evaporation rate of a PEDOT: PSS hydrogel.

The temperature and time effects on the swelling state of these hydrogels in a closed
system is provided in in Figure A.1. PH 1000 was also used to form one gel by adding EMIM BF4,
and this formulation appeared identical to the cases with ICP1050. This is demonstrated in
Figure A.2.
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Figure A.1. Comparison of ICP1050 hydrogels formed upon mixture with 1.3 wt. % EMIM BF4.
(top left) two identical formulations formed at 22 °C, the left one was heated for 3 hours at 80
°C and cooled back to room temperature, whereas the right one remained at 22 °C. (top right)
The same 22 °C gel rotated on its side. A small quantity of water has been expelled from the gel.
(bottom left) The same 80 °C gel rotated on its side. The full extent of de-swelling is apparent by
both the contracted gel size and the quantity of expelled water. (bottom right) A replicate to the
80 °C gel after two weeks of storage at 22 °C. The lack of change suggests equilibration.
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Figure A.2. 1.1 wt. % PH1000 mixed with 2 wt. % EMIM BF4, held upside down to demonstrate
its hydrogel character.

A.2

Solvent Effects

ICP1050 was used as the aqueous PEDOT: PSS solution in these studies. If EMIM BF4 was
added, it was now added drop-wise by pipette to PEDOT: PSS in a vial, and vigorously shaken for
30 seconds. Adding the ionic liquid second yielded more reliable mixing. To attempt the
inhibition of nearly instantaneous gelation, ICP1050 was diluted by a factor of 2 with Milli-Q
water, and then EMIM BF4 is introduced with a concentration of 1.3 wt. % (though the polymer
concentration is now only half). Prior to this addition, an aliquot of the solvent-modified PEDOT:
PSS solutions are spun in an Eppendorf centrifuge at 4,000 RPM for 15 minutes to verify solution
homogeneity.
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Upon addition of 1.3 wt % EMIM BF4 to the solution diluted with water by a factor of 2,
gelation rapidly occurred but the resultant gel was weak and not fully formed. This qualitative
behavior was previously seen for the case of 1.1 wt. % ICP1050 with 0.5 wt. % IL.
To briefly test the effect of the dielectric constant, ICP1050 was diluted with an equal
part by volume of methanol (Sigma-Aldrich, St. Louis MO USA), mixed, and left to equilibrate
before 1.3 wt. % EMIM BF4 was added. Upon addition of this ionic liquid, gelation rapidly
occurred and resulted in a complete gelation like the ones formed at higher PEDOT: PSS
concentration (1.1 wt. %). After 40 hours, the gel immersed in equal volume parts of water and
methanol contracted substantially. Images of the partial and complete hydrogels are provided in
Figure A.3.

Figure A.3. Comparison of hydrogels formed upon mixture with 1.3 wt. % EMIM BF4 with
PEDOT: PSS diluted by a factor of two with either (left) water or (right) methanol. Both gels were
given 40 hours to equilibrate at room temperature before this picture was captured.

Lastly, the concentration of aqueous ICP1050 was increased by the gradual evaporation of water
from a glass scintillation vial. No other gel-inducing additive was introduced. During
evaporation, the solution was lightly stirred by a magnetic stir bar to ensure uniformity in water
concentration. The evaporation was stopped once the PEDOT: PSS concentration reached 3.3
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wt. % as measured by a weight scale, and the result is shown in Figure A.4 below. Clearly, a gel
has formed because no noticeable flow occurs. The gel must also be physically cross-linked,
because it had undergone great deformation due to the stir bar. It must also have moderate
strength; the magnetic stir bar is trapped within the gel in these photographs.

Figure A.4. A hydrogel formed from 3.3 wt. % ICP1050, held upside down in a glass scintillation
vial (left) after reaching this composition by water evaporation and (right) after an addition 24
hours.

Overall, several key observations were noted for EMIM BF4-induced PEDOT: PSS
hydrogelation. First, the gels rapidly formed upon introduction of EMIM BF4 in the absence of
surfactant, and the apparent strength of that gel (determined qualitatively based on how well it
flowed) increased with EMIM BF4 concentration. Second, gelation occurred more readily at
higher PEDOT: PSS concentration. Third, the gels could undergo partial contraction by expelling
solvent, and that contraction was more dramatic at higher temperature and in the presence of
methanol.
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A.3

Other Gelation Additives

In addition to EMIM BF4, which is the primary ionic liquid considered throughout this
work, this section briefly considers six others: 1-butyl-3-methylimidazolium (BMIM) thiocyanate,
BMIM BF4, EMIM ethyl sulfate, BMIM acetate, BMIM hexafluorophosphate, and BMIM iodide.
Additionally, three surfactants are considered: sodium dodecyl sulfate,
hexdecyltrimethylammonium bromide (CTAB), and polyethylene-b-poly(ethylene oxide) (PE-bPEO) with a number-averaged molecular weight of 575. All chemicals were purchased from
Sigma-Aldrich (St. Louis MO USA). A summary of chemical structures is provided in Figure A.5.
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Figure A.5. Chemical structures of the considered additives to PEDOT: PSS to possibly form
hydrogels. Shown are the ionic liquid species, (a) a BMIM cation, (b) an EMIM cation, (c) a BF4
anion, (d) a thiocyanate anion, (e) an ethyl sulfate anion, (f) a hexafluorophosphate anion, (g) an
acetate anion, and (h) an iodide anion. Also included are three surfactant species, (i) sodium
dodecyl sulfate, (j) CTAB and (k) PE-b-PEO.

To form a gel with these ionic liquids, the PH1000 PEDOT: PSS solution was dispensed
into a vial, 1.3 wt. % of one of them was added, and the mixture was rapidly capped and shaken
for 30 seconds and left to set. The chemical nature of the anion varies significantly within this
list, but all ionic liquids considered caused gelation to occur. All transitions occurred within
minutes except for the case with BMIM acetate, which occurs within days and only a weak gel
was formed.
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For the surfactants, a concentration of 2 wt. % of solid surfactant was added to separate
solutions of ICP1050. The surfactant was one of the three considered, which vary in type. One has
a positive counterion, one a negative counterion, and the third is a diblock copolymer of low
molecular weight. The solutions are thoroughly mixed by vortex mixer in scintillation vials, and a
foam formed in all three cases. The vials were left to set overnight for any foam to disappear, and
then the photographs in Figure A.6 are taken. The differences in response were dramatic. For the
anionic surfactant, sodium dodecyl sulfate, a stable homogeneous liquid dispersion was
maintained. For the cationic surfactant CTAB, highly heterogeneous gelation occurred with many
small aggregates and residual foam. This heterogeneity may have been due to the simultaneous
processes of gelation and solid dissolution, though this was speculation. For the neutral block
copolymer surfactant, full solubility was not achieved, and the solution thus had a milky, cloudy
appearance and an increased viscosity.

Figure A.6. (left) ICP1050 with 2 wt. % of, from left to right, sodium dodecyl sulfate, CTAB, and
PE-b-PEO. (right) ICP1050 with 2 wt. % CTAB, which formed a partially contracted gel that is
clearly visible when the vial is rotated. Expelled water rests on the lower wall of the vial.
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A.4

Conclusion

The formation of PEDOT: PSS hydrogels for different grades, ionic liquids, surfactant
types, temperatures, and compositions all indicate that the cross-links which form are sensitive
to the physical environment. Curiously, surfactants of different types were shown to induce or
inhibit gelation, and some form of phase segregation also occurred. The observed gel syneresis
was generally consistent with the phase behavior determined in an earlier chapter. However,
the many factors that influence gel formation and swelling equilibria indicate that extensive
study is still required for a proper experimental understanding.
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APPENDIX B
TEMPERATURE EFFECT ON PEDOT: PSS FILM MORPHOLOGY
In the previous chapters, phase behavior and microstructure were shown to be key in
understanding PEDOT: PSS. Microstructure is believed to dictate film conductivity by the
majority of investigators1. While characterizing structure by microscopy has been met with
limited success, detailed thermal studies remain absent. Thermal transitions can yield indirect
information about structure through identifying melting enthalpies, glass transition
temperatures, and other quantities associated with thermodynamic transitions of state. With
sufficient data in these areas and some additional links to morphological features, it may be
possible to describe film structure and its impact on PEDOT charge transport. With this in mind,
this appendix rudimentarily documents thermal transitions that occur in bulk and film PEDOT:
PSS through temperature-dependent X-ray scattering, thermogravimetric analysis (TGA), and
differential scanning calorimetry (DSC). One observation especially motivates this work. No
detectable ordering of PEDOT exists in the solution state but its ordering in the film has been
well documented in the literature, as discussed in Chapter 4. Capturing this transition in the film
state would improve the overall understanding of PEDOT ordering.

B.1

Methods

Bulk, dry ICP1050 and PH1000 were prepared by removing water from the initial
aqueous solutions. This was accomplished by drying the aqueous solutions in a
poly(tetrafluoroethylene) cup within a 200 °C oven overnight. Based on the height and
concentration of the starting solution, the estimated film thickness of these bulk samples was
several hundred µm. These samples possess sufficient mechanical strength to be physically
removed from their substrates. The samples were stored long-term at room temperature within
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a dry box exclusively containing a nitrogen atmosphere. The dry samples were then measured
by TGA to determine water content and thermal stability, and by DSC to identify thermal
transitions. The ICP1050 sample was also measured by temperature-dependent transmission
WAXS. Temperatures from -60 °C to 280 °C were considered overall. No additives were added;
only pristine ICP1050 and PH1000 were analyzed here.
Additionally, a series of grazing-incidence wide-angle X-ray scattering (GIWAXS)
measurements were taken on various PH1000 thin films that had been treated with either
nothing, EMIM tetracyanoborate (TCB) or DMSO. A range of temperatures was considered.

B.1.1

Thermogravimetric Analysis and Differential Scanning Calorimetry

TGA is a characterization technique in which some physical and chemical properties of a
material are determined by steadily increasing its temperature by applying heat in a preciselycontrolled manner. The mass of the sample is simultaneously measured, and tends to decrease
with time due to the evaporation of volatile compounds. This technique is well-suited to the
characterization of PEDOT: PSS for several reasons. It can monitor the amount of water
evaporated and quantify the temperature range for water evaporation and thus the polymerwater binding strength. It is also commonly used to determine the onset temperature for
thermal degradation, since many polymer degradation products are significantly more volatile
than the initial macromolecule, and will readily evaporate at several hundred °C.
To run a TGA experiment, a TA Q50 instrument was used (TA Instruments, New Castle
DE USA). Its scale is first tared with a clean, empty aluminum sample pan. A dry PEDOT: PSS
sample is then placed in the pan, replaced in the instrument, and the furnace is raised around
the sample. A steady 60 mL/min stream of nitrogen is passed through the volume around the
sample in the furnace. The sample is equilibrated by the furnace at 25 °C, then its temperature
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is steadily raised to 300 °C at a heating rate of 10 °C/min. The weight of the sample is monitored
with time using the instrument scale.
DSC is one method of thermal analysis that measures the heat flow required to change
the temperature of a sample at a specified rate. It enables the thermodynamic characterization
of phase transitions in many classes of materials, including polymers. In the DSC experiments
considered in this study, a sample is placed in a hermetically-sealed aluminum pan and
subjected to controlled temperature variation along with an empty reference pan. The
temperatures of the two pans are monitored and kept constant by independently adjusting the
heat flow to each using resistive heating elements. Since heat flow is proportional to electrical
current through the element, these adjustments are relatively easy to control. The specific heat
capacity 𝑐𝑝 at a given temperature 𝑇 is readily determined by Eq. B.1.

𝑐𝑝 =

𝑄̇
𝑑𝑇
𝑚
𝑑𝑡

Eq. B.1

where 𝑄̇ is the heat flow to the sample (after subtracting the contribution to the empty pan as
𝑑𝑇

determined by the reference), 𝑚 is the sample mass, and 𝑑𝑡 is the specified temperature
variation rate. The resulting sample 𝑐𝑝 is captured by the DSC instrument, which controls 𝑄̇ to
maintain the temperature profile. As the temperature is varied in a DSC experiment, the sample
may undergo a thermodynamic transition. A typical DSC plot for a model semi-crystalline
polymer is represented in Figure B.1. From this plot, an estimate can be ascertained for the
temperatures of melting, crystallization, and the glass transition. Because both first and second
order thermodynamic transitions exhibit appreciable changes to either energy or heat capacity,
DSC is suitable for detecting them. For standard polymer melts, the glass transition and melt
transition are particularly common. The glass transition temperature can be defined as the
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temperature at which an inflection point occurs in the plot of 𝑄̇ versus 𝑇. If a peak or trough is
noticeable, it is typically due to some first order transition. By integrating the peaks (after
removing the baseline that would be present in the absence of a thermal transition) formed
from the 𝑄̇ versus 𝑇 plot, the enthalpy of the transition can be determined.

Figure B.1. A typical plot for the DSC of a semi-crystalline polymer sample, showing the secondorder glass transition and the first-order transitions of crystallization and melting. By this sign
convention for the heat flow, an exothermic transition corresponds to a positive peak.
Temperature can be interchanged for time if the rate of temperature increase is known.

The peak formed from a 𝑄̇ versus 𝑡 plot, which can be obtained after recognizing that 𝑇
is related to 𝑡 by the specified rate of temperature increase, can also be integrated. This
integration is proportional to the amount of material associated with the phase transition, and its
corresponding specific enthalpy.
A small sample of dry PEDOT: PSS was placed and sealed in a DSC pan, and an empty
one was also prepared as a reference. The samples were weighed and then placed in a TA Q100
DSC instrument (TA Instruments, New Castle DE USA). Each sample was equilibrated at -60 °C,
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then three procedures were sequentially conducted. A constant temperature variation rate of
10 °C/min was used, and each sample was placed under a 50 mL/min nitrogen stream. First, the
sample was heated from -60 to 200 °C to evaporate any remaining water. Although initially
sealed, the vapor pressure from the water was sufficient to leak out of the sample pan,
effectively leaving the PEDOT: PSS system for the subsequent procedures. Second, the sample
was cooled from 200 to -60 °C. Third, the sample was heated from -60 to 280 °C. Thermal
transitions were noted.

B.1.2

Wide-angle X-ray scattering

The Ganesha SAXS instrument was used for measurement (Molmex Scientific,
Northampton MA USA), the same as in earlier chapters where X-ray scattering measurements
were made. Dry flakes of ICP1050 were placed in the center of a steel washer, and sealed there
between two sheets of polyimide tape, effectively making a sample holder. This holder was
mounted onto a heating stage, which operated by resistive heating elements and internal air
flow. A cartoon illustrating this stage is provided in Figure B.2. Scattering was measured at wide
angles, up to 30°, on a large detector plate for 6 minute durations. These were collected at
various temperatures, controlled by the heating stage. Temperatures from 25 to 205 at 20 °C
were measured. Temperature was increased in steps, allowing 10 minutes for equilibration,
rather than imposing a steady ramp. A blank sample holder including the polyimide tape was
also measured, and this result was subtracted from the PEDOT: PSS result to remove the
scattering intensity due to the polyimide. Differences in absorbance were properly corrected in
this subtraction by measuring the fraction of transmitted X-rays for both cases. The polyimide
tape was not identical between the two sample holders, but came from the same section on the
same roll of tape. The resulting scattering intensity from these is assumed equal.
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Figure B.2. Illustration of the heating stage for the transmission WAXS measurements. The
sample is placed within the polyimide-sealed washer (yellow), mounted on the heating platform
(red), and secured with a clip (dark blue). Holes are bored through the stage (gray) for the beam
to pass through. One hole is centered on the sample, the other is blank as a reference. These
holes are tapered so that scattered X-rays reach the detector even for large scattering angles.

B.1.3

Grazing-incidence Wide-angle X-ray Scattering

Grazing incidence X-ray scattering measurements vary somewhat from transmission Xray scattering measurements. In transmission measurements, the incident X-ray beam is passed
entirely through the sample. Commonly, the beam is normal to the largest interfacial plane of
the sample. Sample thickness is thus a key factor in determining the scattering volume, which is
necessary to compute the absolute scattering intensity. In grazing incidence measurements, the
incident beam is not normal to the sample plane; its incident angle is close to the angle of total
internal reflection, which is typically less than 0.5°. Thus, most photons are reflected at or near
the film interface, and the beam only penetrates the surface of the film. Film thickness no longer
matters, and the sample’s scattering intensity can be probed without the need to subtract a
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background signal from a substrate or sample holder window. Consequently, scattering volumes
are typically small and an incident beam of high intensity is required to resolve the scattering
intensity. For this reason, GIWAXS measurements in this study were conducted at the Argonne
National Laboratory Advanced Photon Source.
The temperature-dependent structure of PH1000 thin films was also probed by GIWAXS
to ascertain the existence of thermal transitions. Films were prepared in a different manner to
those prepared in earlier chapters. Glass substrates were cleaned with sequential rinsing of
deionized water, acetone, and isopropanol, then dried at room temperature. Drops of filtered
PH1000 at its standard concentration of 1.1 wt. % were added to the substrate surface, then
applicated with a bar coating designed to yield a 10-μm thick wet film. The films are then dried
in a 130 °C oven, yielding a dry PEDOT: PSS film with an approximate thickness of 100 nm. These
films were prepared immediately before GIWAXS measurements were performed.
Each film was placed in a radiation shielded enclosure on a stage with variable position
and incline. Prior to scattering measurement on each sample, a suitable incident angle was
determined by varying the stage incline and noting the beam intensity at different reflection
angles. A suitable angle was sufficiently small such that most photons were reflecting on the airfilm interface, and not the film-substrate interface. Typically, an angle of 0.2° was satisfactory. A
beam stop was introduced to block the reflected photons. This angle varied from sample to
sample, and depended on sample refractive index properties and film thickness. Scattering
profiles were collected on a detection plate at regular intervals as the stage temperature
changed at a constant rate of 20 °C/min. On the detector plate, two components of the
scattering vector are measured: the component normal to the sample plane 𝑞𝑧 , and one of the
components parallel to the sample plane 𝑞𝑦 . An illustration of the experiment showing these
orientations is provided in Figure B.3. For each sample, an experiment began at room
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temperature. The temperature was increased to 130 °C, held for a few minutes, then decreased
back to room temperature. Temperatures much higher than this resulted in sharp rings forming
at angles which correspond to length scales of 1-3 Å, and were believed to be associated with Xray-induced degradation processes. For this reason, samples were not exposed to this hightemperature condition.
A detailed analysis was not conducted. In this appendix, the unmanipulated scattering
profiles as measured by the detector are shown and discussed.

Figure B.3. Schematic showing a typical GIWAXS experiment. The incident beam angle is
typically 0.2°. Photons will mostly experience specular reflection, which is blocked from the
detector by a beam stop. Some photons will experience diffuse scattering, and the intensity at
different orientation angles is recorded on the detector plate. Based on these detection angles,
the components of the scattering vector 𝑞𝑦 and 𝑞𝑧 were calculated.
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B.2

Bulk Thermal Properties

Despite the efforts taken to dehydrate the dried samples of ICP1050 and PH1000
PEDOT: PSS, TGA results showed that some water was still present. Figure B.4 shows how the
sample masses decrease with temperature for a constant heating rate. For both ICP1050 and
PH1000, there was a rapid decrease in mass followed by the onset of plateau around 100 °C.
These plateaus drop off around 270 °C.

Figure B.4. Dried PEDOT: PSS mass with temperature at a constant heating rate as determined
by TGA.

The rapid evaporation at low temperature probably corresponds to water evaporation,
since that was the only solvent previously exposed to PEDOT: PSS. The rapid evaporation
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resumed at elevated temperatures, and this was attributed to the formation of volatile thermal
degradation products. Such products commonly occur in organic polymers at sufficiently
elevated temperatures. The slopes of these curves are non-zero at the onset of the experiment,
indicating that some evaporation occurred during sample loading before measurement started.
This meant that the true initial mass of the sample was unknown. However, by taking the 25 °C
masses as an estimate for the initial mass, and the 225 °C mass as the dehydrated sample mass,
an estimate for the water content was calculated from the ratio of these two numbers. Based on
these calculations, the dried ICP1050 sample had a water content of 11 wt. % and the water
content of PH1000 was 12 wt. %. These results also indicate that the onset of thermal
degradation for PEDOT: PSS is 270 °C.
Since water evaporation was an issue, DSC runs consisted first of a heating step
designed to remove water. Then a cooling and subsequent heating step were performed to look
for thermal transitions related to PEDOT: PSS. Additionally, a ceiling temperature of 280 °C was
selected so that the energetics of thermal degradation could be ignored. Figure B.5 and Figure
B.6 show the heat flow away from the polymer during a DSC run for dried ICP1050 and PH1000,
respectively. The data show no significant difference in the calorimetric properties of the two
grades.
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Figure B.5. Heat flow away from a dried sample of ICP1050 by DSC analysis. The orange line
represents the first heating step, the blue line represents the subsequent cooling step, and the
red line represents the second and final heating step.
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Figure B.6. Heat flow away from a dried sample of PH1000 by DSC analysis. The orange line
represents the first heating step, the blue line represents the subsequent cooling step, and the
red line represents the second and final heating step.

The first heating procedure shows a large endothermic peak around 130 °C which was
associated with water evaporation. The temperature range was consistent with TGA results. The
absence of this peak upon cooling and subsequent heating also indicated water evaporation.
The heat of water vaporizations recorded by DSC were not particularly meaningful since
the mass of water was unknown, and the heat of adsorption of water to PEDOT: PSS was
unknown and likely complicated. However, the magnitudes were at least consistent with water
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evaporation energetics. This was noted by considering the PH1000 results. In this DSC run, the
initial sample weight including water was 3.9 mg. This value was exact, because the DSC sample
pans were hermetically sealed before weighing. Integrating the orange endothermic curve in
Figure B.6 by assuming a baseline shaped similarly to the red curve, the heat of water
vaporization was approximately 1.8 J. The specific heat of vaporization of water to PEDOT: PSS is
unknown, but as a zeroth order estimate we assume it to equal the heat of vaporization of
homogenous water under standard conditions, 2.26 J/mg. Dividing the measured heat of water
vaporization by the assumed specific heat of water vaporization, we estimated the quantity of
water in this sample to be 0.8 mg, or 21 wt. %. While this estimate was probably poor, it was
reasonably consistent with the 10 wt. % water content measured by TGA.
Once the water evaporated, no detectable thermal transitions occurred for either of
these samples. No signature peaks associated with crystallization or melting were present, nor
were any inflection points to indicate a glass transition. It is possible that a glass transition may
have occurred but remained undetected. The position and prominence of glass transition
behavior in DSC curves typically varies with heating rate, so perhaps a different heating rate
could reveal one.
A similar temperature ramp was applied to the same PH1000 sample and analyzed by
GIWAXS. The total scattering intensity at wide angles is plotted in Figure B.7. It includes the
scattering intensity of PH1000 at each tested temperature plus the background scattering due
to the polyimide tape at room temperature. The tape encased the sample within a steel washer,
effectively forming windows for the main X-ray beam. These raw data were not shifted or
corrected. The background polyimide tape scattered more photons than the background plus
sample. This was due to appreciable X-ray absorption by the PH1000 sample. Multiple peaks
were observed. One at 𝑞 = 0.4 Å-1 (length scale of 16 Å) appeared identical in both sample and
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background except for a shift factor, and was attributed to the polyimide structure. A peak at
𝑞 = 0.8 Å-1 (length scale of 8 Å) was similarly attributed to polyimide structure. There existed a
broad, high-intensity peak centered at 𝑞 = 1.2 Å-1 (length scale of 5.2 Å) and a sharp, highintensity peak at 𝑞 = 1.8 Å-1 (length scale of 3.5 Å) that were attributed to the structure of
PEDOT: PSS. These two peaks have been observed in previous studies. The 3.5 Å length scale is
typically attributed to the ordering of PEDOT with itself, while the 5.2 Å length scale is attributed
to the amorphous structure of PSS.
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Figure B.7. Total X-ray scattering intensity of dried flakes of PH1000 for wide scattering angles.
The dark blue line is the scattering profile of the background signal alone at room temperature,
including only the windows made of polyimide tape. The other lines represent the scattering
profiles of PH1000 in addition to the polyimide background at all considered temperatures, from
25 to 205 °C.

Additionally, the sample and background scattering intensities were measured at
smaller angles and the result at room temperature is given in Figure B.8. Two dominant regimes
appear to each follow a power-law relation, with exponents of roughly -3 at low 𝑞 and -1 at
intermediate 𝑞. Once again, the background polyimide had a higher scattering intensity than
PH1000.
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Figure B.8. Total X-ray scattering intensity of dried flakes of PH1000 for small scattering angles.
The orange curve is the background signal, including only the windows made of polyimide tape.
The blue curve is the scattering profile due to PH1000 and the background together. The
temperature is 25 °C.

The curves appeared nearly identical except for a shift factor. This calculated shift
factor, 1.48, was taken as the ratio of X-ray transmittance through the background over the
sample. It was used to correct the sample for differences in transmittance, so that a background
subtraction could be performed in accordance with Eq. B.2.

𝐼 𝑒𝑥 =

I 𝑠𝑎𝑚
I 𝑏𝑔
−
𝑌 𝑠𝑎𝑚 𝑉𝑠𝑠𝑎𝑚 𝑌𝑏𝑔 𝑉𝑠𝑏𝑔
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Eq. B.2

The quantity 𝐼 𝑒𝑥 is the excess scattering intensity after corrections are applied to measured
intensities I for differences in scattering volume 𝑉𝑠 and transmittance 𝑌. Measuring the same
corrected intensity of a standard, such as silver behenate, would allow for conversion to
absolute scattering intensity. Absolute scattering intensity has dimensions of inverse length, but
since 𝐼 𝑒𝑥 is a relative term its units are arbitrary. The subscript 𝑠𝑎𝑚 refers to the sample
measurement, which includes PH1000 and the polyimide tape in this experiment. The subscript
𝑏𝑔 denotes the background measurement, which only includes the polyimide tape. In this case,
𝑌𝑏𝑔 ≡ 1, 𝑌 𝑠𝑎𝑚 = 1.48, 𝑉𝑠𝑠𝑎𝑚 = 𝑉𝑠𝑏𝑠 ≡ 1. The resulting 𝐼 𝑒𝑥 of PH1000 is plotted in Figure B.9 for
wide angles.

Figure B.9. Excess X-ray scattering intensity for PH1000 at wide angles with background
subtraction. Each curve is the scattering profile at one temperature. The red arrow indicates a
trend of increasing temperature, from 25 to 205 at 20 °C intervals.
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The two peaks associated with PEDOT: PSS structure were apparent, and existed over
the entire 25 to 205 °C temperature range. The PEDOT ordering peak at 1.8 Å-1 was insensitive
to temperature, while the PSS ordering peak at 1.2 Å-1 tended to increase with temperature and
shift to slightly larger length scales. This temperature sensitivity could not be explained by the
temperature dependence of the polyimide background scattering; at this value of 𝑞, the
scattering due to polyimide alone varied by only 2.5 % from 25 to 205 °C. These scattering and
DSC data show that some ordering was present in the solid state that was absent in the liquid
state, and that no significant thermal transitions occurred within a wide temperature range.

B.3

Thin Film Temperature-Dependent Structure

Bulk properties are not necessarily equivalent to thin film properties because of the
potential dominance of interfacial effects for the latter case. The temperature-dependent WAXS
study was essentially repeated for the case of a thin film using GIWAXS. Measurements were
collected not only on a dry thin film of PH1000, but also on a PH1000 film whose solution was
mixed with 1.5 wt. % of EMIM tetracyanoborate (TCB). EMIM TCB is an ionic liquid resembling
EMIM BF4 which has been shown to have enormous conductivity enhancement properties. The
room temperature scattering profiles of each of these films is shown in Figure B.10. Both films
possessed two wide-angle peaks that roughly match with those in Figure B.9. The 𝑞𝑧 coordinate
is normal to the film, while the 𝑞𝑦 coordinate is parallel to the film. The presence of isotropic
rings indicated that there was no strong orientation preference of these structures. However,
there was a slight increase in intensity in the 𝑞𝑧 orientation of the outer ring of the EMIM TCBtreated film, which indicated that PEDOT may have had some preferential ordering. These plots
are heat maps, where red corresponds to high scattering intensity and dark blue corresponds to
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zero scattering intensity. The two figures are not on the same color scale; a linear scale was
chosen for each to adequately highlight the existence of two wide-angle peaks.

Figure B.10. GIWAXS scattering intensity for PEDOT: PSS films. (left) A pristine PH1000 film and
(right) a PH1000 film treated with 1.5 wt. % EMIM TCB to the initial solution are shown. Red
indicates high scattering intensity. Dark blue indicates zero scattering intensity. The 𝑞𝑧
coordinate is normal to the film, while the 𝑞𝑦 coordinate is parallel to the film.

The temperature of each of these films was raised and lowered in situ, and the structure
was probed by GIWAXS. Figure B.11 and Figure B.12 depict the scattering intensities at different
temperatures for pristine PH1000 and PH1000 treated with 1.5 wt. % EMIM TCB, respectively.
All plots from both figures are on the same color scale, so intensities can be directly compared.
The most pronounced differences were that the ionic liquid-treated film appeared more ordered
than the pristine film, and the ionic liquid-treated film was less sensitive to temperature than
pristine film. Both characteristic rings persist at all temperature for both samples, though it is
not immediately obvious in Figure B.11 due to the choice of color scale. Overall, the pristine
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PH1000 thin film exhibited more a more noticeable temperature sensitivity to structure than the
bulk PH1000 film, but the reproducibility of this result was unclear since only one film was
compared for each case.
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Figure B.11. GIWAXS scattering intensity for a pristine PH1000 film at different temperatures. In
chronological order, the temperatures are (A) 21, (B) 63, (C) 103, (D) 131, (E) 95, (F) 60, and (G)
23 °C. Frames (A) through (D) are during the heating ramp, and frames (E) through (G) are
during the subsequent cooling ramp.
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Figure B.12. GIWAXS scattering intensity at different temperatures for a PH1000 film treated
with 1.5 wt. % EMIM TCB in the starting solution. In chronological order, the temperatures are
(A) 21, (B) 47, (C) 98, (D) 130, (E) 98, (F) 61, and (G) 29 °C. Frames (A) through (D) are during the
heating ramp, and frames (E) through (G) are during the subsequent cooling ramp.
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B.4

Conclusion

Dried PEDOT: PSS can still contain a substantial quantity of water. Two characteristic
length scales emerge in bulk PEDOT: PSS that were not detectable in aqueous solution: they are
believed to relate to PEDOT ordering and the amorphous structure of PSS. This structure persists
over a wide range of temperatures, up to at least 205 °C in the bulk and 130 °C in thin films. No
detectable thermal transitions occur in this range. The addition of the ionic liquid EMIM TCB to
thin films appeared to decrease the temperature sensitivity to structure, but the overall
structure remained similar. The ionic liquid appeared to induce a slight preference of ordering in
the direction perpendicular to the film. Dynamic mechanical analysis should be tried in the
future on bulk samples. This technique will better elucidate the dynamic state of solid PEDOT:
PSS, and can identify a glass transition with greater sensitivity.
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APPENDIX C
ADDITIONAL PEDOT: PSS SOLUTION CHARACTERIZATION
Several other solution characterization techniques were employed to discern the
properties of aqueous PEDOT: PSS. These results were not as impacting as the results in
Chapters 2 and 3, so they are documented in this appendix. Near-infrared spectroscopy (nearIR) was attempted to probe changes in covalent vibrations that may indicate modifications to
the local molecular structure. Near-IR spectroscopy operates in the wavelength range of 700 to
2500 nm in the electromagnetic spectrum, is associated with higher vibration energies than
fundamental vibrational modes and thus commonly measures overtone vibrations. The
fundamental vibrations of water completely dominate the signal of standard infrared
spectroscopy. Consequently, the near-IR is considered because the overtone vibrations of water
will be yield a much smaller signal and possibly allow for the detection of the solute. Proton
nuclear magnetic resonance was conducted with a 300 MHz frequency to determine whether a
signal can be obtained that could yield insights. Optical microscopy was performed on PEDOT:
PSS liquids and gels to understand larger-scale morphology than scattering could determine.
Lastly, atomic force microscopy was attempted for similar reasons. Methods are briefly
discussed, and then the result of each technique is documented.

C.1

Methods

Orgacon ICP1050 was exclusively used in this appendix. The only additive to this solution
was the ionic liquid EMIM BF4 in concentrations of either 1.3 or 0 wt. %. Any dilutions were
performed with Milli-Q deionized water.
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C.1.1

Near-infrared Spectroscopy

Infrared spectroscopy relies on the interaction of infrared light with molecular motion. It
is commonly used in synthetic chemistry to identify chemicals and in other applications to
indirectly measure other quantities such as concentration or extent of reaction. The infrared
portion of the electromagnetic spectrum is typically divided into three regimes based on
wavelength: the near- (800-2500 nm), mid- (2500-25000 nm), and far-(25000-106 nm) infrared
regimes. The mid-IR region can typically excite fundamental modes of bond vibration and
rotation, while the higher-energy near-IR region can typically excite the overtones, or higherorder modes, of those vibrations.
The basic principle relies on that the fact that molecules absorb frequencies that are
characteristic of their molecular structure and correspond to specific resonant frequencies of
that molecule. If a sample is sensitive to certain frequencies in the IR region, it will absorb a
fraction of these photons, reducing the percent of transmitted photons. By measuring the
transmittance through a sample at different frequencies, an IR absorbance spectra is readily
obtained. A key consideration is that only molecules exhibiting changes in dipole moment are
sensitive in the IR region. For this reason, water (a highly polar molecule) significantly absorbs IR
radiation. Near-IR of aqueous solutions therefore will pick up overtones of water vibrations, and
possibly other vibrations as well. Adding ionic liquid may significantly change the local
environment of water or polymer vibrations.
Samples of Milli-Q water, EMIM BF4 in water, pure EMIM BF4, 0.44 wt. % ICP1050 in
water, 0.44 wt. % ICP1050 plus 0.52 wt. % EMIM BF4 in water, and 1 wt. % NaPSS in water (a
monodisperse standard with a molecular weight of 70,000) were prepared. Cuvettes of the
same path length were used for all measurements at room temperature. Absorbance in the
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range of wave numbers from 10000 to 4000 cm-1 were measured, corresponding to a
wavelength range of 1000 to 2500 nm.

C.1.2

Nuclear Magnetic Resonance Spectroscopy

Nuclear magnetic resonance (NMR) spectroscopy is based on the magnetic spin of
nuclei. Each nucleus has its own spin state characterized by a spin quantum number 𝑙. If 𝑙 = 0,
the nucleus has no net spin. Otherwise, there are spins on the nucleus. The nuclear spins can
induce a magnetic field. The magnetic field can be described by a sum of nuclear magnetic
dipole moments. Without an external magnetic field to align the moments, the orientation of
each will be random and the net nuclear magnetic dipole moment will be zero. When an
external magnetic field is applied, the spins will reorient by the energy difference, following the
Boltzmann distribution. The resonance frequency of this excitation corresponds to a radio
frequency of electromagnetic radiation, so radio frequency photons can be used to induce
resonance. NMR characterization is typically conducted in solution, where only interactions
from adjacent or near-neighbor nuclei are relevant. However, in the solid state or in dispersions,
interpretation differs. Here, proton (hydrogen nuclei) NMR is performed with a 300 MHz
instrument on two solutions: 1.1 wt. % ICP1050, and 1.1 wt. % ICP1050 with 1.3 wt. % EMIM
BF4. Since these data are exploratory, a standard was not introduced to the solution.

C.1.3

Optical Microscopy

Although PEDOT: PSS absorbs visible light, in dilute solution and for thin samples it is
possible to implement an optical microscope in the transmission configuration. Images of dilute
PEDOT: PSS were taken at room temperature with a magnification of 100X. Samples were
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placed on a standard glass microscope slide with a cover slip placed over to mitigate water
evaporation. Samples of 1.1 wt. % ICP1050 were imaged with and without 1.3 wt. % EMIM BF4.
Additionally, a polymer-rich phase was generated from a phase separation of 1.1 wt. % ICP1050
due to the introduction of 300 mM of EMIM BF4. According to the phase diagram determined
for this system, this phase is gel-like. It was extracted by pipette from the sediment of the same
centrifugation process used in Chapter 3. The same polymer-rich phase due to the introduction
of 300 mM NaCl was extracted also. Both phases were imaged and analyzed by optical
microscopy.

C.1.4

Atomic Force Microscopy

Atomic force microscopy (AFM) is a characterization technique involving the deflection
of a small cantilever, at the tip of which exists a nanoscopic tip for probing the topology of a
surface sample. Depending on the height of the sample at the position of the tip, the entire
cantilever may be deflected to some extent. This deflection is measured with a laser beam
reflected onto the surface of the cantilever. The position of the reflected beam is measured with
a detector, effectively mapping to cantilever displacement and thus surface height. The tip
rasters over different surface positions to map out the entire surface height profile.
High resolution imaging of materials with nanometer-scale heterogeneity has been a
valuable tool for scientific understanding and technological advancement in a variety of fields,
especially microelectronics. Older techniques, such as scanning electron microscopy, require
specific sample testing conditions that limit its applicability. To address the need to image
surfaces at ambient conditions, a variety of scanning probe techniques have been developed in
the past three decades, including Atomic Force Microscopy (AFM).
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AFM relies on the measurement of the interaction between a probe, consisting of a
sharp tip on the end of a cantilever, and the surface of a sample. The surface interaction
induces a force on the probe, causing the cantilever to bend. A low-intensity monochromatic
laser is reflected off the cantilever to a position-sensitive photodetector. The photodetector
measures different incident light positions, depending on the extent to which the cantilever
bends. In this way, probe – surface interactions are measured as a function of surface position.
The sample is secured to a stand, which can either raster in the horizontal directions to scan
different regions of the surface, or adjust the vertical distance between the probe and the
sample.
In contact mode, the tip of the probe is in contact with the sample, meaning the
interaction between the sample and the probe is repulsion. The measured interaction in this
mode is the force applied on the cantilever due to the sample surface (Figure 1). The
photodiode measures the extent of bending of the cantilever, which is used as feedback in a
control loop to maintain a constant repulsive force by adjusting the vertical distance between
the surface and the probe. This distance is changed by moving the stand towards or away from
the probe. By raster scanning the sample, an image is obtained that relates vertical stand
distance to surface position, which gives topographical information about the sample. A key
disadvantage for this mode is that the translational force applied to the surface is so large that
the sample can be damaged.
In tapping mode, this disadvantage is overcome. In contrary with contact model, the
distance between the sample and the probe is in the attractive region. A piezoelectric ceramic is
used to cause the cantilever to vibrate at one of its resonance frequencies (Figure 3). The
frequency and amplitude of this vibration is monitored by the photodetector. The distance
between the probe and the surface is related to the amplitude of vibration because surface –
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probe interaction forces interfere with the vibration of the cantilever. The amplitude of this
vibration is maintained at a constant value by adjusting the height of the sample stand and using
the photodetector signal as feedback, which is analogous to the control loop implemented in
contact mode analysis. Surface topographical information is thus resolved without applying
significant translational force to the sample, which is advantageous for softer materials like
many polymers. Additionally, phases with differing mechanical properties can be distinguished
by this method. When interacting with the surface, the phase angle of the vibration signal will
shift from its resonance frequency to some degree. The phase shift is readily calculated from
the photodetector signal, and is related to the energy dissipated, or the “softness”, of the
surface material. By the Digital Instruments convention, compliant regions have a larger phase
shift, whereas stiffer regions have a larger phase shift by the Asylum convention.
The measurements in this study were performed on filtered 1 mg/mL ICP1050 with and
without 66 mM EMIM BF4 using a cantilever with a nominal spring constant of 0.12 Nm-1 in a
Dimension 3100 atomic force microscope. Samples were prepared from solution by adding a
droplet to a mica substrate, and then left to dry for several minutes. The mica was cleaned
beforehand by exfoliating the top layer with tape. After several minutes, some of the micro-gels
are assumed to have adsorbed to the mica, and the remaining solution is flushed away by
several immersions in pure Milli-Q water. The result surface is left to dry overnight.

C.2

Near-infrared Spectroscopy

Plotted below are the data for near-IR transmittance T expressed as a percent against
infrared wave number. The first four figures are control experiments, showing mainly the
absorbance of the solvent. Figure C.1 shows the absorption spectra for pure water. Two peaks
were present and were associated with overtone vibrations of the water O-H bond. One peak
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was at 6900 cm-1, while another was at 5200 cm-1. The breadth of these peaks was unsurprising,
considering water’s complex molecular structure due in part to hydrogen bonds.

Figure C.1. Near-IR absorption spectrum for water.

By contrast, the absorption spectra for EMIM BF4 are show in Figure C.2. There are
multiple distinct peaks which reflect the complexity of vibrations for this molecule, which
possesses many atoms and orbital hybridizations. There is especially high absorbance near 6000
and 4000 cm-1.
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Figure C.2. Near-IR absorption spectrum for EMIM BF4.

When EMIM BF4 was mixed in water with a composition of 9.5 wt. %, the resulting
absorbance spectrum was found to be dominated by water. Figure C.3 demonstrates minor
absorbance activity around 4500 cm-1 and this may possibly be the influence of EMIM BF4.
Otherwise, the spectrum was identical to that of pure water.
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Figure C.3. Near-IR absorption spectrum for 10 wt. % EMIM BF4 in water.

A final control spectrum was measured; 1 wt. % 70K NaPSS in water. Since the major
polymeric component in PEDOT: PSS is PSS, it was necessary to determine the absorbance
activity of PSS alone. Unfortunately, the absorbance of PEDOT alone could not be determined
because of its insolubility. Figure C.4 shows the absorbance spectrum of NaPSS. Two broad
peaks around 5000 and 7000 cm-1 remained, and were attributed to the same water overtone
vibrations. However, several well-defined peaks existed around 8500, 6000, and 4500 cm-1
which appeared to be the absorbance signature of NaPSS.
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Figure C.4. Near-IR absorption spectrum for 9.5 wt. % 70K NaPSS in water.

Now the changes in absorbance due to the introduction of PEDOT: PSS are considered.
Figure C.5 shows the absorbance spectrum of dilute ICP1050 in water. Curiously, it was identical
to the spectrum of water alone. Although the PSS concentration was comparable in magnitude
to the case of 1 wt. % NaPSS, the signature peaks of PSS were absent. The cause for this was not
determined. It was possible but unlikely that the NaPSS standard was severely contaminated by
another species. This batch of NaPSS was not dialyzed for purification. It was also imaginable
that the absorbance spectra of PSS would be severely distorted if it was tightly bound to PEDOT.
Lastly, there was a probably difference in counterion identify between the PSS in PEDOT: PSS
and the NaPSS in the standard.
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Figure C.5. Near-IR absorption spectrum for 0.44 wt. % ICP1050 in water.

When EMIM BF4 (0.52 wt. %) was added to a solution of PEDOT: PSS (0.44 wt. %), the
absorption spectrum once again was nearly identical to the signature for pure water. Figure C.6
illustrates this point. The 4500 cm-1 activity seen with aqueous EMIM BF4 was also absent in this
case. This was unsurprising, given the much lower concentration of EMIM BF4. Again, the cause
for the absence of characteristic PSS absorbance peaks was unclear.
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Figure C.6. Near-IR absorption spectrum for 0.44 wt. % ICP1050 PEDOT: PSS with 0.52 wt. %
EMIM BF4.

Given the dominance of the water signal even in the near-IR region of the
electromagnetic absorbance spectrum, any slight shifts of the two water overtone peaks due to
the presence of ICP1050 or EMIM BF4 were closely considered. The difference in transmittance
was somewhat significant as well. The magnitude of absorbance was, in ascending order,
PEDOT: PSS in water, PEDOT: PSS and EMIM BF4 in water, water and dilute EMIM BF4 in water.
Why the water peak was more prominent when the ionic liquid was present, and therefore the
apparent water concentration was lower, was an interesting observation.
A shift in absorbance frequency would be meaningful, but these shifts were too slight to
be considered significant. The raw data are provided in Figure C.7 for the 6900 cm-1 overtone
peak and in Figure C.8 for the 5200 cm-1 overtone peak.
190

Figure C.7. Near-IR absorption spectrum of the 6900 cm-1 water peak for (orange) 0.44 wt. %
ICP1050 PEDOT: PSS in water, (purple) 0.44 wt. % ICP1050 and 0.52 wt. % EMIM BF4 in water,
(dark blue) water and (green) 9.5 wt. % EMIM BF4. Peak position annotations are written in blue.
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Figure C.8. Near-IR absorption spectrum of the 5200 cm-1 water peak for (orange) 0.44 wt. %
ICP1050 PEDOT: PSS in water, (purple) 0.44 wt. % ICP1050 and 0.52 wt. % EMIM BF4 in water,
(dark blue) water and (green) 9.5 wt. % EMIM BF4. Peak position annotations are written in blue.

Overall, for these absorption spectra it would be difficult to interpret changes to
structure or interactions because of the dominance of water in the signal. For this reason, nearIR spectroscopy was not pursued further. Perhaps Raman spectroscopy would be more
promising, since the response signal would be insensitive to water.

C.3

Nuclear Magnetic Resonance Spectroscopy

The two raw NMR spectra represent the relative signal intensity (vertical axis) for
different chemical shifts (horizontal axis), both in arbitrary units since a chemical shift standard
was not present. They are provided in Figure C.9 and Figure C.10 for neat ICP1050 PEDOT: PSS in
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water and the same with 1.3 wt. % EMIM BF4, respectively. There was a massive peak at 3.6
units of chemical shift in both samples. Since controls were not performed and no standard was
present, the moiety responsible for this signal was unknown. However, it appeared likely that it
was due to water, which possesses a peak around 3.5 ppm of chemical shift. Further NMR
experiments were not conducted due to the poor baseline in this system. This may be due in
part to the solution heterogeneity of PEDOT: PSS; it is already known that microgels would be
present in these solutions, not individual polymer chains.

Figure C.9. NMR spectrum for 1.1 wt. % ICP1050 PEDOT: PSS in water.
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Figure C.10. NMR spectrum for 1.1 wt. % ICP1050 PEDOT: PSS with 1.3 wt. % EMIM BF4 in water.

C.4

Optical Microscopy

The PEDOT: PSS microgels were not resolvable by optical microscopy. The only
heterogeneity that could not be discounted as dust were small, 3-5 μm aggregates which were
few. Typical aggregates are captured in Figure C.11 and Figure C.12 , though they were difficult
to find in these samples.
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Figure C.11. 1.1 wt. % ICP1050 in water as viewed in a 100X optical micrograph. The image
shows a possible aggregate.
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Figure C.12. 1.1 wt. % ICP1050 and 1.3 wt. % EMIM BF4 in water as viewed in a 100X optical
micrograph. The image shows a possible aggregate.

PEDOT: PSS hydrogels were extracted from an ion-induced phase segregation by adding
300 mM of either EMIM BF4 or NaCl. The resulting hydrogels were extracted by pipette and
placed on a microscope slide. The images are shown below. Significantly, “pure” hydrogel was
not collected in the pipette; part of the polymer-poor phase entered as well, and thus the exact
composition was poorly controlled. This was because the total volume of the hydrogel for these
samples was small. Figure C.13 shows the micrograph of the hydrogel formed from introducing
EMIM BF4, plus some water from the other phase. Figure C.14 shows the same image but with a
contrast enhancement that better shows the heterogeneity. Figure C.15 shows the micrograph
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of the hydrogel formed from introducing NaCl, plus some water from the other phase. Figure
C.16 shows the same image but with a contrast enhancement that better shows the
heterogeneity. Figure C.17 shows the spatial Fourier transform of the two contrast-enhanced
images, which highlights the overall differences in morphology. Both hydrogel mixtures were
highly disordered and heterogeneous, and the Fourier transform showed that these two
hydrogels had very similar distributions except that the NaCl-induced hydrogel possessed an
additional correlation peak at 0.08 μm-1, corresponding to a length scale of 80 μm. This was
interpreted as an average spacing between heterogenous domains. The EMIM BF4-induced
hydrogel lacked this characteristic spacing, instead continuing to exhibit the low 𝑞 fractal
behavior at this length scale.

Figure C.13. Original 100X micrograph of a PEDOT: PSS hydrogel formed by adding 300 mM
EMIM BF4.

197

Figure C.14. Contrast-enhanced 100X micrograph of a PEDOT: PSS hydrogel formed by adding
300 mM EMIM BF4.

Figure C.15. Original 100X micrograph of a PEDOT: PSS hydrogel formed by adding 300 mM
NaCl.
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Figure C.16. Contrast-modified 100X micrograph of a PEDOT: PSS hydrogel formed by adding
300 mM NaCl.
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Figure C.17. Fourier transform of the contrast-modified micrographs. The curves are (blue) the
PEDOT: PSS hydrogel formed from 300 mM of the ionic liquid EMIM BF4, and (orange) the
PEDOT: PSS hydrogel formed from 300 mM NaCl.

The heterogeneity of the hydrogel phase was apparent, though the exact structure of
this heterogeneity remained vague because of the introduction of the polymer-poor phase to
the hydrogel phase during sample preparation. However, the images were consistent with the
hypothesis that the hydrogels are simply a collection of connected microgels. Morphological
differences in these micrographs suggested a difference between NaCl and EMIM BF4 in how
they impacted microgel interactions and heterogeneity.
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C.5

Atomic Force Microscopy

Representative micrographs showing height contrast and phase contrast are given
below. However, the observed morphology was highly inconsistent in different positions along
the mica substrate. The contrast was also very small, often approach the resolution limits of the
tip. Artifacts due to some rastering errors can be seen in the figures as long horizontal streaks.

Figure C.18. AFM micrograph of dried PEDOT: PSS showing height contrast. The colormap is
height in units of μm. Light means higher.
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Figure C.19. AFM micrograph of dried PEDOT: PSS showing phase contrast. The colormap
represents the phase angle in units of degrees. Dark means more compliant.
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Figure C.20. AFM micrograph of dried PEDOT: PSS with EMIM BF4 showing height contrast. The
colormap is height in units of μm. Light means higher.
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Figure C.21. AFM micrograph of dried PEDOT: PSS with EMIM BF4 showing phase contrast. The
colormap represents the phase angle in units of degrees. Dark means more compliant.

Small splotches of flat, compliant material were detected, and were perhaps the
evaporated remains of PEDOT: PSS. However, due to irreproducibility, that attribution was not
confirmed. For the samples with ionic liquid, there were droplets of many sizes throughout the
mica sheet which were believed to relate to the unevaporated ionic liquid. Overall, the quality of
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these images was too poor to draw meaningful conclusions, and additional examination would
be required.
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APPENDIX D
CHARACTERIZING PEDOT: PSS STRUCTURE BY SMALL-ANGLE LIGHT SCATTERING

D.1

Introduction

The radius of gyration 𝑅𝑔 of PEDOT: PSS microgels could not be determined by wideangle static light scattering measurements because the accessible range of scattering vector 𝑞
was too large. The Guinier regime, which must be realized for this measurement, requires
𝑞𝑅𝑔 ≪ 1. It is reasonable to assume that 𝑅𝑔 must be larger than the hydrodynamic radius, 250
nm. For wide-angle light scattering 𝑞 is on the order of 0.001 nm-1, so that 𝑞𝑅𝑔 is greater than
0.25. To measure 𝑅𝑔 and thus gain additional structural information about PEDOT: PSS
microgels, small-angle light scattering (SALS) is considered here. A brief technical background on
SALS is provided, including the standard experimental setup used. Also, efforts to improve the
instrument’s detection sensitivity are outlined.

D.2

Background

SALS involves illuminating a material sample with laser light and measuring the resulting
scattering intensity at different angles, much like wide-angle light scattering. The main
difference is the range of accessible scattering angles, which is typically 0.5-10° for SALS. The
angular dependence of the scattering intensity reveals structural information of the sample1-3.
The instrumentation involves a long rail along which various optical components are attached
and aligned. The Figure below illustrates each component and their relative positions. A heliumneon laser (𝜆 = 632.8 nm) with a power of 10 mW emits a beam parallel to a vertically-aligned
rail. The beam’s electric field polarization is set by the polarizer, and then the beam is passed
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through a collimator to narrow and further parallelize it. Next, the beam is passed through the
sample, which is mounted on a temperature-controlled sample stage with a wide hole in the
base for scattered light to pass. A fraction of the incident beam is scattered by the sample in a
wide arc. Scattered light at angles 𝜃 < 10° are passed through an adjustable analyzer, which is a
second polarizer that can be used in anisotropic materials to study birefringence. Since samples
here are isotropic, the polarizers were aligned in the “VV” arrangement which is when the
polarization directions for the polarizer and analyzer are parallel. Photons that have not
scattered are passed through a small hole in the center of the image plate and onto a
photodiode detector that monitors transmitted beam intensity. The image plate is a simple
black surface with minimal diffuse scattering. The scattered light forms an image on this surface,
and it is recorded by a camera consisting of a charge-coupled device (CCD) detector and some
camera optics, including two focusing lenses and an aperture. The image recorded by the CCD
camera is digitally recorded on a computer for analysis.
Because a camera takes an image of the image plate, it is indirectly measuring the
scattered light intensity. To convert this image into scattering intensity at various values of 𝑞,
several steps are required. First, the photograph of the image plate must be taken in complete
darkness except for the scattered light. This means that any background intensity due to
ambient light, the un-scattered laser beam, or stray reflections must be removed. Next, a
perspective distortion correction must be applied to the photograph to account for the camera’s
skewed orientation with respect to the rail. After this correction, the photograph should
represent the scattered light intensity as a function of position on the image plate. This
scattering profile is analogous to those collected by SAXS, which directly measured photon
intensity on a detector plate. For isotropic profiles, the angular average is typically taken,
yielding a scattering intensity as a function of distance 𝑥 away from the center of the image
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plate. The center is where the laser beam is located. For this definition of coordinates, 𝑞 is
readily measured from the instrument dimensions by the following expression.
𝑥
atan (𝐿 )
4𝜋𝑛
𝑞=
sin (
)
𝜆
2

Eq. D.1

Here, 𝐿 is the sample-image plate distance. With this instrumentation, it is possible to
use SALS to measure 𝑅𝑔 of dilute particles in solution, characterize correlation lengths in semidilute polymer solutions, study phase transitions induced by varying temperature or
composition in situ.

Figure D.1. Illustration of a typical SALS setup. The red line indicates the path of the laser beam,
the red cone represents the range where scattered light is detectable, and the dotted lines
indicate the line of site of the detector camera. Inside the camera are two focusing lenses and
an aperture, plus a CCD detector.

The advantage of this technique is its simplicity; its versatility allows many modifications
for custom studies. The main disadvantage is the low detection sensitivity of scattered photons
because of the indirect detection method. Unfortunately, PEDOT: PSS provides a challenge for
this setup in terms of contrast. In ultra-dilute conditions, for various sample thicknesses

208

(between a cover slip and a microscope slide, or within a glass cuvette of thickness 1 cm) the
scattering intensity from the PEDOT: PSS microgels is too low to be adequately detected above
baseline levels. At higher concentrations, the intensity is even lower because of PEDOT’s broad
absorbance range of visible light. Figure D.2 illustrates this observation. Dry films of thickness 10
µm transmit virtually no light, for example. The next section describes an unsuccessful attempt
to improve the instrument’s detection sensitivity so that SALS measurements could be
performed on PEDOT: PSS.
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Figure D.2. Scattering intensity of (bottom curve) 0.3 mg/mL ICP1050 PEDOT: PSS by SALS,
including two contributions to the background: (top curve) a completely blank sample stage
with no sample or holder, and (middle curve) a cuvette filled with only air. The plot comes from
the author’s laboratory notebook MAL02-33. The peak is due to the incident laser beam, which
is invisible at very low 𝑞 because of a hole cut in the center of the image plate. The values of 𝑞
here were calculated assuming 𝑛 = 1, which was incorrect. Correctly, 𝑛 = 1.33 and the apparent
𝑞 values on this plot should be multiplied by this factor.

D.3

Modifications

An obvious means to dramatically enhance detection sensitivity is to modify the
instrumentation to measure the scattered light directly with the CCD detector rather than
indirectly by photographing a plate with a camera. This setup has already been devised in the
literature, originally by Cipelletti and Weitz4, for small-angle dynamic light scattering
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measurement. Their diagram is provided in Figure D.3. It consists of a beam stop to block the
beam at its focal point, externally-mounted focusing lenses, and a CCD detector.

Figure D.3. Modified SALS setup as developed by Cipelletti and Weitz4. It includes (from left to
right), a laser, a beam splitter with a photodiode, a sample cell, the first convex lens, a beam
stop which reflects the beam to a second photodiode for transmission measurements, the
second convex lens, and a CCD detector which records its scattering profiles to a computer.
Several light paths are shown to explain the optics.

The SALS modifications in this experiment were quite similar, though placed on the
same rail as in the original setup. The camera optics were also removed from the CCD detector.
The only important difference was that there were no photodiodes or beam splitters in this
instrumental setup, whereas they were clearly present in Cipelletti’s. Several separation
distances were precisely maintained. The beam stop was positioned at the focal length of the

211

first lens, so that all incident parallel light (i.e. the laser beam) converged at the beam stop while
all diverging light (i.e. the scattered light) bypassed it. The position of the first lens was adjusted
to control the maximum accessible 𝑞 value, which also depended on the diameter of this lens.
The position of the second lens was set such that the image at the position of the beam stop
was focused on the CCD detector at a smaller magnification.
Unfortunately, introducing additional optical components required careful alignment,
and an adequate degree of alignment was not achieved. This resulted in numerous problems.
The first problem was that the laser itself was not sufficiently collimated to remove stray light
located at the beam’s periphery. A large second beam stop was placed directly next to the first
lens, between it and the sample cell to eliminate this stray light. However, it did not solve the
issue. Figure D.4 provides sketches of the observed scattering profiles for PEDOT: PSS with this
setup and the introduction of the second beam stop. The dark shades represent regions of high
light intensity. There was no light in a circle at the center due to the second beam stop, which
blocked a wide range of 𝑞 to block stray light. However, the observed splotches were optical
distortions caused by stray laser light which was amplified by the focusing lenses. The outer ring
represented the high measurable 𝑞 as defined by the diameters of the focusing lenses.
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Figure D.4. Scattering profile of PEDOT: PSS as measured on the CCD detector using the
modified SALS setup.

Attempts were also made to improve the laser collimination, more precisely align the
lenses, and to improve lens quality by purchasing higher-quality lenses with virtually no optical
defects by comparison. These attempts were unsuccessful, and consistently yielded the same
type of result shown in Figure D.4.

D.4

Conclusion
A systematic, proper alignment scheme is recommended to improve the quality of the

modified SALS setup. Mounting optical components on an optics table rather than on a vertical
rail would also improve this. The scattering of PEDOT: PSS should certainly be possible to
measure with a direct detection method; the human eye can easily make out the path of the
laser beam through dilute PEDOT: PSS solutions. Unfortunately, it was not achieved by SALS in
this work.
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APPENDIX E
SUPPLEMENTARY PEDOT: PSS RHEOMETRY
A concern regarding the PEDOT: PSS viscosity measurements of Chapter 2 was the large,
non-uniform, variable shear rates experienced by the sample liquid. The shear rate at the wall of
the capillary viscometer, for example, is readily estimated by assuming laminar, steady-state
flow through a cylinder with no slip at the walls. This is called Poiseuille flow1, and is a
reasonable approximation for the velocity profile inside the capillary of the viscometer. Figure
E.1 illustrates this profile and defines a convenient cylindrical coordinate system.

Figure E.1. Steady-state laminar velocity profile of a Newtonian fluid inside a cylinder with noslip boundary conditions. Cylindrical coordinates are adopted. The flow is in the positive 𝑧
direction. The red curve indicates the velocity profile, which is parabolic in 𝑟. The black dotted
line indicates the velocity profile if there was zero flow in the system.
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By solving the Navier-Stokes equations for fluid flow of this system subject to no-slip
boundary conditions, the following expression describes the 𝑧-velocity 𝑢𝑧 profile at all positions
within the capillary.

𝑢𝑧 =

𝜌𝑔 2
(𝑅 − 𝑟 2 )
4𝜂

Eq. E.1

Here, 𝜌 is the fluid density, 𝑔 is acceleration due to gravity, 𝜂 is the fluid dynamic viscosity, and
𝑅 is the capillary radius. The shear rate at the capillary wall 𝛾̇𝑤 is readily determined by
differentiating Eq. E.1 with respect to 𝑟 and setting 𝑟 = 𝑅.

𝛾̇𝑤 =

𝜌𝑔𝑅
2𝜂

Eq. E.2

Plugging in estimates for these quantities for the case of capillary viscosity measurements (𝜌 =
1000 kg/m3, 𝑔 = 10 m/s2, 𝑅 = 10-3 m, 𝜂 = 10-3 Pa s), 𝛾̇𝑤 is approximately 104 s-1. This is not a low
shear rate, and the it is then possible that shear rate may impact the resulting capillary
viscometry measurements.
To evaluate the impact of the large, non-uniform shear rates on the capillary viscometry
measurements of Chapter 2, viscosity measurements on dilute PEDOT: PSS were also attempted
in a rheometer. The study is described in this appendix, along with several stress relaxation
experiments on PEDOT: PSS using the same rheometer.

E.1

Methods

An AR2000 strain-controlled rheometer (TA Instruments, New Castle DE USA) was used
for all Rheometry measurements. A temperature-controlled bottom plate along with a 40-mm
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diameter aluminum spindle attachment were used in all measurements. For the viscosity
measurements, a cone with an incline of 2° was used. For stress relaxation measurements, a
plate was used. The temperature was maintained at 22 °C. Before loading each sample, the
instrument was corrected for spindle inertia, fixture inertia, and bearing friction.
For the viscosity experiments, a steady-state top fixture rotation was applied via a
control loop, and the resulting torque and angular velocity were measured. These were
converted to shear stress and shear rate based on the geometric properties of the setup, and an
apparent sample viscosity was determined at different shear rates from the ratio of these
quantities. Water and 1.1 wt. % ICP1050 in water were analyzed.
For stress relaxation experiments, the sample was loaded and a fixed shear strain was
applied. The resulting shear stress required to maintain that deformation was recorded over
time. Several repeat trials were conducted on different samples with identical conditions. 4.68
mL of ICP1050 (11 g/L) and 0.34 mL of 1 M (19 wt. %) EMIM BF4 were combined and rapidly
shaken with a vortex mixer. This condition corresponded to 1.3 wt% of EMIM BF4 with 1.03 wt.
% PEDOT: PSS- a condition known to cause nearly instantaneous gelation. The sample was
immediately poured onto the sample stage between two parallel plates. A gap of 2 mm was set
for these samples, and excess sample was trimmed from the edges with a razor blade. Once
added to the stage, the samples were left to equilibrate at zero deformation for 15 minutes
before the stress relaxation experiment commenced. At the start of the experiment, a fixed 1 %
or 2 % strain was applied and the shear and normal stress responses were monitored over time.
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E.2

Stress Relaxation Experiments

Stress relaxation results for ICP1050 + EMIM BF4 hydrogels are shown below for 1 %
strain (Figure E.2) and 2 % strain (Figure E.3).

Figure E.2. Shear stress relaxation at 1 % strain for 1 wt. % ICP1050 and 1.3 wt. % EMIM BF4
hydrogel for two replicate trials.
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Figure E.3. Shear and normal stress relaxation at 2 % strain for 1 wt. % ICP1050 and 1.3 wt. %
EMIM BF4 hydrogel for four replicate trials.

Generally, the stress decreased exponentially with time with a principle characteristic
decay time of about 1000 s. However, this time varied between samples, and only some of the
samples exhibited a decay to zero shear stress, suggesting a permanent elastic character to
these samples. These data were from separate instances of identical sample conditions. There
was a noticeable irreproducibility between them, which could be explained by several aspects.
For example, the gels may have been too heterogeneous to make consistent mechanical
measurements- either due to inherent structural heterogeneity or due to rapid gelation during
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mixing. Significant amounts of water may have evaporated over the course of these
experiments which could have induced phase separation at the air interface. Due to the
problems associated with these mechanical tests, only shorter time scales probed by oscillatory
rheometry were considered. These were found to yield the more consistent results discussed in
Chapter 3.

E.3.

Viscosity Measurements by Rheometry

The apparent viscosities of 1.1 wt. % ICP1050 PEDOT: PSS are shown in Figure E.4 for
two different gap thicknesses. Generally, the data suggested that PEDOT: PSS is a shear thinning
material2. However, the viscosity did not appear to asymptotically converge to a zero-shear
limit. That the result depended drastically on the value of this term indicated that there was an
issue with measurement precision at low shear rates. To verify this, a less viscous Newtonian
fluid of known viscosity was tested- water.
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Figure E.4. Apparent viscosity of 1.1 wt. % ICP1050 as measured by a cone-and-plate rheometer.
(blue) Data for a cone/plate gap of 300 μm. (gray) Data for a cone/plate gap of 50 μm. Two
series of measurements were made for each data set, and a slight disagreement between the
series for the blue data are apparent.

The apparent viscosity of water, as shown in Figure E.5, was also sensitive to shear rate.
This must have been an anomalous result. Additionally, the apparent viscosity of water only
matched the true viscosity of water (0.001 Pa s) at high shear rates. This was indeed because of
an instrument precision issue; at lower shear rates or lower viscosities, the spindle torque was
lower. Below some precision limit for the spindle torque, measurements were inaccurate. For
water, a shear rate less 10 s-1 yielded inaccurate apparent viscosity measurements. For 1.1 wt. %
ICP1050, if the Figure E.4 plateaus could be trusted, the low-shear viscosity might have been
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about 0.1 Pa s. Since this is 100 times more viscous than pure water, the minimum shear rate for
accurate measurement would be 0.1 s-1. This guess matched nicely with point where the plateau
ends for the ICP1050 data. This consistency indicated that perhaps the data for shear rates
above 0.1 s-1 were valid.

Figure E.5. Apparent viscosity for water. (gray) Data for a cone/plate gap of 50 μm. (orange)
Data for a cone/plate gap of 500 μm.

Looking back at the Chapter 2 capillary viscometry results for ICP1050 in water; at a
concentration of 1.1 wt. %, the reduced viscosity was about 3 mL/mg and the viscosity was then
about 0.033 Pa s. This result compares with the rheometer result here for a uniform shear rate
of 100 to 1000 s-1, indicating that the zero-shear limit was probably not achieved in all capillary
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viscometer measurements. However, the difficulty in measuring PEDOT: PSS viscosity by
rheometry prevents any definitive conclusions from being drawn.

E.4
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APPENDIX F
NUMERICAL COMPUTATION OF POLYMER BLEND PHASE SEPARATION KINETICS
For polyelectrolyte complexes, the kinetic processes governing their association and
macro-phase separation remain unknown. Yet these dynamic features are highly pertinent to
many applications for polyelectrolyte complexes, including multi-layers and complexation at a
liquid-liquid interface. The determination of chemical potential and interfacial tension are
important in understanding this type of phase separation kinetics, and these can be derived
from free energy expressions. To better equip future studies in addressing phase separation
kinetics of polyelectrolyte complexes, including PEDOT: PSS, an algorithm for numerical
computation using only a free energy expression was developed as a reproduction of earlier
work. It computes the binary composition as a function of time and position following the CahnHilliard-Cook theory. This method is presented in this appendix using a model example: the case
of a symmetric binary polymer melt following the Flory-Huggins free energy for mixing and an
interfacial term derived from de Gennes’ random phase approximation.

F.1

Introduction

The separation of a quenched mixture into component-enriched phases has long been
examined. In condensed matter fields, this phenomenon has been exploited to control the
morphology of the system in question. Understanding the segregation of mixtures is especially
crucial in multi-phase polymeric materials, which are generated by this process.
Theoretical and numerical studies exist that investigate an appropriate model system, the
binary phase separation of a symmetric polymer melt. One such numerical approach that
examines the dynamics of a phase separation by spinodal decomposition is reproduced in this
appendix.
224

The process of phase separation is classically understood by the Cahn-Hilliard-Cook (CHC)
formulation1-6, which accounts for local composition changes in response to chemical potential
gradients as well as thermal fluctuations present in any physical system. The equation is stochastic
and has no analytical solution, but insight can be gained by numerically solving the equation and
examining average properties. The CHC equation is commonly expressed as a modified diffusion
equation, which holds for each infinitesimal element in the system space.

𝜕𝜙
𝑑𝐹
= 𝑀∇2
+ 𝜂(𝒙, 𝑡)
𝜕𝑡
𝑑𝜙

Eq. F.1

Here, 𝜙 represents a local volume fraction defined between 0 and 1, 𝑡 is time, 𝒙 is position, 𝑀 is
material mobility (assumed constant), 𝐹 is the free energy density and its 𝜙-derivative is related
to chemical potential. The final term 𝜂 is a random variate and represents the noise associated
with thermal fluctuations. This variate follows the statistical description outlined by the
fluctuation-dissipation theorem.

〈𝜂(𝒙, 𝑡)〉 = 0

Eq. F.2

〈𝜂(𝒙, 𝑡)𝜂(𝒙′ , 𝑡 ′ )〉 = −2𝑘𝐵 𝑇𝑀∇2 𝛿(𝒙 − 𝒙′ )𝛿(𝑡 − 𝑡 ′ )

Eq. F.3

The brackets 〈 〉 denote an average, either over time or the ensemble. For the case of an ideal
solution, Eq. F.1 reduces to Fick’s second law for diffusion. By the generalization implemented
here, “uphill” diffusion, or the transport of mass up a concentration gradient, is possible if it is
moving down a chemical potential gradient.

225

To specifically simulate the spinodal decomposition of a polymer melt, the Flory-Hugginsde Gennes free energy density7 is assumed.
𝐹(𝜙)
1
= ∫ 𝑑𝒙 { [𝜙 ln 𝜙 + (1 − 𝜙)ln(1 − 𝜙) ] + 𝜒𝜙(1 − 𝜙)
𝑘𝐵 𝑇
𝑁
|∇𝜙|2
+
}
36𝜙(1 − 𝜙)

Eq. F.4

The first terms in the expression are from Flory-Huggins theory and describe the local free energy
under a mean-field approximation. The last term is associated with the interfacial tension
between two phases, and is derived from the random phase approximation. Here 𝑁 is the degree
of polymerization of both components and χ is the Flory interaction parameter. By performing a
standard linearization approximation on the resulting differential equation formed from the
combination of Eq. F.1 with Eq. F.4, it becomes clear that a convenient variable reduction scheme
is as follows.

𝒙1 ≡ (χ − 𝜒𝑠 )1/2 𝒙

Eq. F.5

𝑡1 ≡ 2𝑘𝐵 𝑇𝑀(χ − 𝜒𝑠 )2 𝑡

Eq. F.6

The variable 𝜒𝑠 is the critical value of χ at the onset of spinodal decomposition (equal to 2/𝑁 for
a symmetric blend). The resulting differential equation expressed in terms of these reduced
variables is given by
(1 − 2𝜙)|∇1 𝜙|2
𝜕𝜙 1 2
𝜒𝑠
𝜙
2χ𝜙
= ∇1 [
ln (
)−
+
(χ − 𝜒𝑠 )
𝜕𝑡1 2
2(χ − 𝜒𝑠 )
1−𝜙
36𝜙 2 (1 − 𝜙)2
∇12 𝜙
−
] + 𝜉(𝒙1 , 𝑡1 )
18𝜙(1 − 𝜙)
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Eq. F.7

〈𝜉(𝒙1 , 𝑡1 )〉 = 0

Eq. F.8

〈𝜉(𝒙1 , 𝑡1 )𝜉(𝒙1′ , 𝑡1′ )〉 = −(χ − 𝜒𝑠 )1/2 ∇12 𝛿(𝒙1 − 𝒙1′ )𝛿(𝑡1 − 𝑡1′ )

Eq. F.9

The essence of Cahn-Hilliard theory is as follows. The system begins at t = 0 as a
homogeneous blend with only minor fluctuations in composition, at a constant temperature
beneath the critical temperature. As time progresses8, these minor fluctuations grow in
magnitude. Additionally, a fluctuation can also be described by a length scale, the inverse of which
is related to the Fourier wave vector of composition in space, q. The fluctuations will grow in
magnitude at different rates for different modes of q, there will be some q for which fluctuations
will grow most rapidly, and for a sufficiently large q the fluctuations will be too unstable to grow.
At longer times, once the equilibrium composition is obtained in certain regions, the system will
“coarsen”. The average domain spacing between phases grows, q will decrease, and the
amplitude of the fluctuations remains constant. For spinodal decomposition of a binary mixture,
a bicontinuous phase morphology is expected. At late stages of the process9, the system possesses
a scaling factor that is described by only one time-dependent length scale. It has been shown by
Lifshitz and Slyosov that this length scales with t1/3. The numerical solution to Eq. F.7 exhibits these
qualities, as demonstrated by Chakrabarti et al.10 This approach has been used to great success in
other phase separation studies11,12, but the goal of this work is to reproduce Chakrabarti’s result
for a symmetric binary polymer blend.
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F.2

Method

A finite difference scheme was adopted to solve Eq. F.7. The system was represented by
a three-dimensional cube of discrete lattice sites in Cartesian coordinates. All boundaries were
periodic. The true composition, chemical potential, and material fluxes in the region within a
single lattice site were assumed uniform, and thus a continuum was approximated by partitioning
into discrete spatial points. Discrete temporal steps were similarly adopted. For any continuous
function 𝑓 where derivatives required evaluation, spatial derivatives at point 𝑖 in direction 𝑗 and
temporal integrations at time 𝑘 were approximated by the following expressions. The higher
order terms were omitted.
𝜕𝑓𝑖 𝑓𝑖+1 − 𝑓𝑖−1
=
+ 𝑂(∆𝑥𝑗2 )
𝜕𝑥𝑗
2∆𝑥𝑗

Eq. F.10

𝜕 2 𝑓𝑖 𝑓𝑖+1 − 2𝑓𝑖 + 𝑓𝑖−1
=
+ 𝑂(∆𝑥𝑗2 )
𝜕𝑥𝑗2
∆𝑥𝑗2

Eq. F.11

𝑓𝑖𝑘+1 = 𝑓𝑖𝑘

𝜕𝑓𝑖𝑘
∆𝑡 + 𝑂(∆𝑡).
𝜕𝑡

Eq. F.12

The noise term 𝜉, which was a scalar, was treated differently than as shown in Eq. F.7. Instead,
the following vector variate 𝝃 was used for convenience. It was discretized accordingly for
numerical computation.
(1 − 2𝜙)|∇1 𝜙|2
𝜕𝜙 1
𝜒𝑠
𝜙
2χ𝜙
= ∇1 ∙ {∇1 [
ln (
)−
+
(χ − 𝜒𝑠 )
𝜕𝑡1 2
2(χ − 𝜒𝑠 )
1−𝜙
36𝜙 2 (1 − 𝜙)2
2
∇1 𝜙
−
] + 𝝃(𝒙1 , 𝑡1 )}
18𝜙(1 − 𝜙)
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Eq. F.13

〈𝜉𝑖 (𝒙1 , 𝑡1 )〉 = 0

〈𝜉𝑖 (𝒙1 , 𝑡1 )𝜉𝑗 (𝒙1′ , 𝑡1′ )〉 =

Eq. F.14

(χ − 𝜒𝑠 )1/2 𝛿𝑖𝑗
3∆𝑡∆𝑥𝑖3

Eq. F.15

The term 𝝃 was a spatial vector with three independently-generated numbers with a mean of zero
and a variance equal to the right-hand side of Eq. F.15. These variates were independent in space
and time. In this simulation, pseudo-random numbers were selected that follow a Gaussian
distribution. The factor of 3 in the denominator of Eq. F.15 was included to divide the variance
between the three coordinate directions.
The system was assigned an average composition of 0.5, with random initial deviations of
a maximum of 0.02 in magnitude following a uniform distribution. This fluctuation was artificially
incorporated to more realistically represent the initial system state. The system temperature was
set to 54.5 °C. The χ parameter was defined to equal 0.326/T – 0.00023, where T was temperature
in °C, and the critical temperature was set to 62 °C. This behavior was taken from Chakrabarti et
al. such that a reproduction of their work could be generated. The parameters Δx1 and Δt1 were
set to 1.0 and 0.01, respectively. The simulation was performed from t1 = 0 to 500. The system
size was 64 x 64 x 64 lattice sites. A total of 20 independent trials were considered for obtaining
an average scaling relationship of domain size with time.
Several characterizations were made at regular time intervals. First, the structure factor
𝑆(𝒒) was calculated from the Fourier transform of the quantity 𝛿𝜙(𝒙1 , 𝑡1 ) = 𝜙(𝒙1 , 𝑡1 ) − 〈𝜙〉.

𝛿𝜙𝒒 (𝒒, 𝑡1 ) = ∑ 𝛿𝜙(𝒙1 , 𝑡1 )𝑒 −𝑖𝒒∙𝒙𝟏
𝒙𝟏
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Eq. F.16

𝑆(𝒒, 𝑡1 ) = 𝛿𝜙𝒒 𝛿𝜙𝒒∗

Eq. F.17

Here, q was Fourier wave vector whose components have units of inverse length. Since the
polymer system was isotropic by design, a spherically-averaged structure factor was defined and
used for analysis.

𝑆(𝑞, 𝑡1 ) =

∑
𝑞−

∆𝑞
∆𝑞
< |𝒒| < 𝑞+
2
2

𝑆(𝒒, 𝑡1 )
𝑛(𝑞, ∆𝑞)

Eq. F.18

The scalar q was the magnitude of q within a tolerance of Δq (defined for convenience as 1/∆𝑥1 𝐿
where 𝐿 was the system length in any one coordinate direction). The structure factors of points
in Fourier space that lie on q were summed together and then divided by the number of such
points, 𝑛(𝑞, ∆𝑞), resulting in an average. Additionally, the composition correlation function was
calculated by

𝐺(𝒙1 , 𝑡1 ) = ∑ 𝑆(𝒒, 𝑡1 )𝑒 𝑖𝒒∙𝒙𝟏

Eq. F.19

𝒒

and its normalization 𝑔 was computed by dividing by 𝐺(0, 𝑡1 ). Like with the structure factor, the
spherically-averaged normalized composition correlation function was defined and used for
characterization. It was convenient to set ∆𝑟 equal to ∆𝑥1 .

𝑔(𝑟, 𝑡1 ) =

∑
𝑟−

∆𝑟
∆𝑟
< |𝒙1 | < 𝑟+
2
2

𝑔(𝒙1 , 𝑡1 )
𝑛(𝑟, ∆𝑟)

Eq. F.20

Two measures of a characteristic domain size as a function of time were recorded using both the
structure factor and the composition correlation function. The first was a mean magnitude of the
wave vector qm, defined from the spherically-averaged structure factor as
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𝑞𝑚 (𝑡1 ) =

∑𝑞 𝑞𝑆(𝑞, 𝑡1 )
∑𝑞 𝑆(𝑞, 𝑡1 )

Eq. F.21

The second measure was the first root of the normalized correlation function rm, which can be
thought of as the length at which the composition of one domain is no longer correlated with
itself. It was determined by a linear two-point interpolation.

F.3

Results

Domains of high and low 𝜙 formed, approached the equilibrium composition, and then
coarsened in qualitative agreement with expected phase separation behavior. A bicontinuous
morphology of the two phases was observed, which was consistent with spinodal decomposition.
Figure F.1 depicts a two-dimensional cross-section of the system at various times in the phase
separation. Color denotes composition. The phase separation was apparent, as was the timecoarsening of each domain. Each phase appeared to be bicontinuous, but this could not be
determined with certainty from a two-dimensional cross-section.

Figure F.1. Cross-section of the system lattice sites at times of 0, 50, and 500 reduced time units.
Color denotes composition at each lattice site.
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Spherically-averaged structure factors of one trial, given in Figure F.2, showed a broad
peak in a range of q that described the typical length scale of two adjacent phases. This peak grew
in magnitude and shifted to lower q. The structure factor was re-scaled by division with the
calculated rm3, and q was re-scaled by multiplying with rm for each time. This scaling scheme
followed earlier theoretical work. The quantity 1/qm can be used in place of rm but for longer times
rm yielded better precision. The scaled structure factor shown in Figure F.3 was approximately
identical for all recorded times, crediting the notion that coarsening morphology scales with one
characteristic length.

Figure F.2. Spherically-averaged structure factor as a function of the magnitude of the wave
vector, q, for T = 54.5 °C at various times in reduced units.
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Figure F.3. Spherically-averaged scaled structure factor as a function of the magnitude of the
scaled wave vector for T = 54.5 °C at various times in reduced units. The functions align for all
times.

Spherically-averaged composition correlation functions of the same trial similarly
demonstrated the formation of domains as indicated by the periodic shift above and below zero.
This observation is shown in Figure F.4. Coarsening was also shown by function shifts to the right
with time. The correlation function was already normalized, so a simpler scaling rule was applied.
The length scale r was divided by the calculate rm for each time. Figure F.5 shows that the
superposition of scaled correlation function curves was in excellent agreement with previous
work and strongly indicated that only one characteristic length was needed to describe the
morphology of the system.
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Figure F.4. Spherically-averaged composition correlation function for T = 54.5 °C at various times
in reduced units. The displacement, r, is also in reduced units.
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Figure F.5. Spherically-averaged scaled composition correlation function for T = 54.5 °C at
various times in reduced units. The displacement, r, is also in reduced units.

As mentioned, the designated length scales rm and 1/qm both increased with time, which
implied coarsening domains. A simple analysis of the log-log behavior of these variables with time,
shown in Figure 6 for one trial, resulted in a scaling exponent which was slightly less than
theoretical predictions from Lifshitz and Slyosov but in agreement with the same analysis
performed by Chakrabarti. An alternative analysis was attempted in which the time dependence
of rm was fit to the function rm = a + btn where a, b, and n are fitting parameters. A tabulation of
all growth exponent calculations from both this report and Chakrabarti is given below. All fits from
this analysis were performed for the domain t1>100 since the scaling law is invalid for short time.
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Figure F.6. Characteristic domain length as a function of time as determined both by the
structure factor and the correlation function. The log-log behavior appears linear for longer time
(t1>100), suggesting a power law scaling that is consistent with theory.

Work
This thesis

Chakrabarti

Method
Log-log
linear fit
y = a + btn
Log-log
linear fit
y = a + btn

Exponent for rm

Exponent for qm

0.28 ± 0.01

-0.28 ± 0.01

0.35 ± 0.06

-

-

-0.28 ± 0.01

0.33 ± 0.01

-

Table F.1. Domain length scaling exponent for various analyses.

The greatest-observed problem with this implementation of CHC theory was the ease
with which 𝜙 diverged. For a larger fluctuation term or for a deeper quench (χ > 1.15χs), the
solution diverged before the end of the computation. As a result, it was impossible to obtain
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results for lower temperatures (deeper quenches) that were successfully used by Chakrabarti. The
same length and time step sizes were used, as is the same Eulerian time integration scheme. The
systems are of similar size. It may be that a more accurate approach to calculating the spatial
derivatives is necessary. Unfortunately, various attempts to “smoothen” the calculation of the
Laplace operator by including next-nearest neighbors did not solve the divergence issue.
Nevertheless, this issue appears to be one of numerical instability, and should be readily solvable
with a sufficiently accurate integration scheme. The true advantage of this approach for the
calculation of phase separation kinetics is its modularity; any free energy and interfacial tension
term can be substituted, including ones that are perhaps valid for polyelectrolyte complexes.

F.4.
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APPENDIX G
SCATTERING OF SODIUM POLY (STYRENE SULFONATE): POLY(L-LYSINE)
The phenomenon of polyelectrolyte complexation, the association of two oppositelycharged polymers in typically aqueous media, often leads to the segregation of a phase rich in
both polyelectrolytes. Knowledge of the precursors to this phase segregation would improve the
understanding of the complexation process as well as the nature of coacervation. The formation
of stable complexed aggregates has been well-studied by Dautzenberg and others in the past1,2,
but how the structure of these aggregates changes with physical environment was not the focus
of those efforts. With a resurging interest in research on polyelectrolyte complexation by many
investigators, the need to better understand these aggregates has grown. In this appendix, the
size and structure of a NaPSS and poly(L-lysine hydrobromide) (PLL) are studied in dilute
conditions for different total polymer concentrations and ionic strengths. These specific
polymers were selected because their high chemical charge.

G.1

Methods

G.1.1

Light Scattering Experiments

Dynamic and static light scattering experiments were conducted on dilute solutions of
NaPSS and PLL. Light scattering measurements were made by an ALV-5000E correlator (ALV,
Langen Germany), which contained 288 channels and was mounted on a goniometer. A variablepower argon laser with a power of 600 mW was used as the incident light source.
Measurements were taken at angles ranging from 45° to 120°. Scattered light intensity I and the
normalized intensity autocorrelation function 𝑔(2) = 〈𝐼(𝑡)𝐼(𝑡 + 𝜏)〉⁄〈𝐼(𝑡)𝐼(𝑡)〉 were
simultaneously measured. The decay time here is τ and the observation time is t. Data for 𝑔(2)
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were assumed to represent a single mode of diffusion for the complexes, and were thus fit to a
single exponential function. The functional form of this fit is given by the following expression.

𝑔(2) (𝜏) = 𝐴 + 𝐵exp(−2Γ𝜏)

Eq. G.1

Here, 𝐴 is a baseline, 𝐵 is a prefactor, and the characteristic decay rate is Γ. For diffusive
processes, Γ is related to the scattering vector 𝑞 by Γ = 𝐷𝑞 2 , where 𝐷 is the diffusion
coefficient. 𝐷 was calculated as the linear slope of Γ with 𝑞 2 . For diffusive modes of relaxation,
𝐷 was converted to a hydrodynamic radius 𝑅ℎ by the Stokes-Einstein relation. For single
polyelectrolytes, CONTIN analysis and double exponential fits were used alternatively.

G.1.2

Solution Preparation

Separate solutions of aqueous NaPSS (number-averaged molecular weight of 220,000,
dispersity index of 1.02) and PLL (molecular weight of 150,000-300,000, dispersity index
unknown but presumed large) were prepared, purified by dialysis with deionized water, and
characterized by DLS, pH, and ionic conductivity. Initial stock solutions of NaPSS, purchased from
Sigma-Aldrich were first prepared by dissolving solid NaPSS in deionized water with a
concentration of 2 mg/mL. The solution was dispensed into a sealed 12 kDa dialysis bag and
placed in a large well-mixed reservoir of Milli-Q water. The reservoir was replaced with new
water 7 times over 3 days, allowing at least 4 hours of equilibration between replacements. The
final solution concentration was corrected for any volume changes due to dialysis by weighing
the solution within the dialysis bag before and after dialysis and by taking its density to be equal
that of water. Solution pH was measured with a probe before and after dialysis, and ionic
conductivity was similarly measured with a Tetracon 325 conductivity cell (WTW, Weilheim,
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Germany) at room temperature. The probes were thoroughly rinsed with Milli-Q water to
minimize post-dialysis contamination. From this stock, separate solutions are prepared by
dilution with deionized water as necessary to achieve intended concentrations, from 0.002 to 2
mg/mL. This entire preparation procedure was repeated with PLL, purchased from SigmaAldrich. Once purified, these salt-free polymer stock solutions were then mixed with a 1 M NaCl
stock and Milli-Q water to achieve the desired composition in terms of ionic strength and
polymer concentration. Paraffin film was used to seal the vials containing NaPSS to prevent
reactions with the aluminum liner of the vial cap.

G.1.3

Complexation Methods

Mixtures of NaPSS and PLL were prepared by combining equal volumes parts of
separate solutions of NaPSS and PLL, each containing identical polymer mass concentration.
Both solutions possessed identical NaCl concentrations so that the same ionic strength was
maintained. Preparation for DLS occurred mixing the polyelectrolyte solutions, centrifugation,
then filtration of the supernatant. The two polymer solutions were added to a 2-mL
centrifugation tube by pipette then sealed, shaken vigorously, and stored for 12 hours. The
tubes were spun in an Eppendorf centrifuge at 5,000 rpm (estimated acceleration of 1000 G) for
15 minutes to settle any macro-phase aggregates. The supernatant was extracted by syringe and
promptly filtered into a clean scattering tube by a poly(ethersulfone) membrane with a pore
diameter rating of 450 nm. Prior to filtration into the scattering tube, several drops were
discarded to remove dust contaminants downstream of the membrane. The samples in the
scattering tubes were then analyzed by DLS. The mass ratio of NaPSS and PLL was maintained
1:1 for all samples, and the total polymer and added NaCl concentrations were varied from 0.02
– 0.5 mg/mL and 0 – 0.4 M, respectively.
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G.2

Characterization of Individual Polyelectrolytes in Low-salt Conditions

Stock solutions of NaPSS and PLL were prepared in low-salt conditions with a
concentration of 2 mg/mL. The pH and conductivity of these solutions before and after dialysis
are listed in Table G.1. Values were an average of three independent measurements on the
same dialyzed solution. Based on both types of measurements, it was apparent that dialysis
changed solution composition.
Solute
NaPSS
NaPSS
PLHBr
PLHBr

Condition
Pre-dialysis
Post-dialysis
Pre-dialysis
Post-dialysis

Conductivity (µS/cm)
420
370
480
360

pH
7.7
3.2
6.2
6.8

Table G.1. Ionic conductivity and pH of polymer solutions before and after dialysis with a
deionized water reservoir.

Both NaPSS and PLL in low-salt water conditions at a concentration of 2 mg/mL were
analyzed by DLS. The results are summarized in Figure G.1 below. For both solutions, the excess
scattering intensity is comparable to the scattering from pure water, yielding noisy correlation
functions. To partially compensate for the poor signal, the correlation functions were obtained
based on averages collected for a duration of 2 – 4 hours. Two modes were discernible in all
measured correlation functions, including the examples shown below. They were referred to as
a slow mode and a fast mode. The existence of these modes agrees with decades of
experimental observations of low-salt polyelectrolytes. Recent theories attribute the existence
of these modes to electrodynamic correlations between charged backbones and their released
counterions. Resultant two-term exponential fits were superimposed over the data to illustrate
fit quality. The fits were not perfect due to the high noise levels of the correlations. Additionally,
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the correlation data had upturns at short lag time 𝜏 which were attributed to a measurement
limitation of the instrument, and were thus omitted from the fit.

Figure G.1. Intensity autocorrelation functions for (left) NaPSS and (right) PLL. Red corresponds
to data collected at 30°, green at 50°, and blue at 70°. The smooth curves show the double
exponential fit imposed over the raw data.

From these exponential fits, the diffusion coefficient of each mode was determinable.
For both NaPSS and PLL, a reliable estimation was obtained for the slow mode diffusion
coefficient. These data are shown in Figure G.2.
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Figure G.2. Decay rate Γ of the slow mode determined from double exponential fits and CONTIN
against the square of the scattering vector 𝑞 for (left) NaPSS and (right) PLL. Included in the
figures are the calculated slopes which are equivalent to the corresponding diffusion coefficient.

For PLL, a reliable estimate was obtained for the fast mode diffusion coefficient by both
curve fitting and CONTIN analysis. However, for NaPSS a reliable estimate was not obtained.
Figure G.3 illustrates the fast mode decay times estimated for each sample.
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Figure G.3. Decay rate Γ of the fast mode determined from double exponential fits and CONTIN
against the square of the scattering vector 𝑞 for (left) NaPSS and (right) PLL. Included in the
figures are the calculated slopes which are equivalent to the corresponding diffusion coefficient.

Results are summarized in Table G.2 and compared against results for similar work by
Sedlak et al. for 100K molecular weight NaPSS [JCP (96) p. 826-834]. The behavior of NaPSS and
PLL were like each other and appeared to agree with literature. However, the low scattering
intensity proved challenging in the data collection process, particularly in capturing fast mode
behavior. This intensity was much lower than expected and probably lower than previous
studies, where correlation functions were easily obtained with significantly lower noise levels.
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Solute
NaPSS
NaPSS
PLL
PLL

Mode
Fast
Slow
Fast
Slow

Rh (nm)
120
0.32
78

D (cm2/s)
1.8 x 10-8
7.1 x 10-6
2.9 x 10-8

D from literature 100K (cm2/s)
5 x 10-6
2 x 10-8
-

Table G.2. Diffusion coefficients and hydrodynamic radii obtained for polyelectrolyte solutions,
and comparison with literature from Sedlak et al. for 100K NaPSS.

The two modes of diffusion were cleanly identifiable; one corresponding to the diffusion of 100nm aggregates, and one corresponding to the diffusion of an atom-sized particle that defines
the extraordinary transition.

G.3

Characterization of NaPSS: PLL Complexes in Low-salt Conditions

The separate NaPSS and PLL solutions were then combined at a mass ratio of 1:1
without the addition of any salt, and the scattering response was measured for different total
polymer concentrations. For all solute concentrations above approximately 0.02 mg/mL, the
mixed solution became highly turbid and an opaque white substance settled out of solution,
appearing to equilibrate within several hours. At a solute concentration of 2 g/L, the solution
clogged a filter with a pore diameter rating of 220 nm after eluting 3 mL. Resistance to flow was
so high in this state that additional filtration was impractical, and for this reason centrifugation
was used prior to filtration. The supernatant scattering intensity varied dramatically around this
critical concentration of 0.02 mg/mL, as shown in Figure G.4 below for a scattering angle of 30°.
Samples with solute concentration above 0.03 mg/mL also intensely scattered light, but
approached or exceeded the detection limit of the photomultiplier. Samples with a scattering
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intensity of 0.7 kHz essentially scatter no light by comparison, as this value is equivalent to the
background scattering due to water. Scattering intensity was irreproducible from trial to trial.
Individual trials rather than averages with error bars were given to showcase this
irreproducibility, and because some trials had a different mixture preparation method. The
order of mixing and filtering was inverted for some of these measurements to test whether
post-complex aggregates were filtered out of the supernatant. These exact differences are
outlined in Table G.3. The difference in method indicated that the order of filtration and mixing
did affect the state of the solution during DLS measurements.

Figure G.4. Total scattering intensity at 30° from DLS versus solute concentration for NaPSS:PLL
mixtures.
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Solute Conc./ Sample Description

Date

I (kHz) @ 30°

Rh (nm)

0.008 g/L filtered then mixed
0.008 g/L mixed then filtered
0.008 g/L mixed then filtered w/ 450nm
0.008 g/L mixed then filtered
0.01 g/L filtered then mixed
0.01 g/L mixed then filtered
0.015 g/L filtered then mixed
0.015 g/L mixed then filtered w/ 450nm
0.015 g/L mixed then filtered
0.02 g/L mixed then filtered
0.02 g/L filtered then mixed
0.02 g/L mixed then filtered
0.02 g/L filtered then mixed
0.02 g/L filtered then mixed
0.025 g/L filtered then mixed
0.03 g/L filtered then mixed

7/11/14
7/21/14
7/31/14
7/31/14
7/16/14
7/21/14
7/16/14
7/31/14
7/31/14
7/5/14
7/5/14
7/9/14
7/9/14
7/16/14
7/16/14
7/16/14

0.7
6.8
5.4
5.2
1.6
20.0
173.4
49.2
42.3
0.7
137.3
0.7
495.7
1843.5
1296.1
1067.7

31
32
31
39
97
43
41
90
78
120
120
95

Table G.3. Scattering intensity at 30° and hydrodynamic radius Rh for different NaPSS:PLL
samples prepared by either mixing the two polymers first and then filtering, or filtering the
polymers and then mixing.

Monomodal correlation functions were observed for concentrations below 0.02 mg/mL.
Example correlation functions and 𝛤 versus 𝑞 2 plots are shown in Figure G.5 below for solute
concentrations of 0.013 mg/mL (labeled as 15 mg/L) and 0.026 mg/mL (labeled as 30 mg/L). In
both cases, clean correlation functions were obtained, and reliable estimates for the diffusion
coefficient were possible. However, mixtures with a concentration above about 0.02 mg/mL
generally experienced non-linear behavior of 𝛤 versus 𝑞 2 .
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Figure G.5. Example DLS data for NaPSS: PLL mixtures. (top left) Intensity autocorrelation
functions at different angles for 15 mg/L of polymer. (top right) Γ versus 𝑞 2 for 15 mg/L of
polymer by fitting a single exponential. (bottom left) Intensity autocorrelation functions at
different angles for 30 mg/L of polymer. (bottom right) Γ versus 𝑞 2 for 30 mg/L of polymer by
fitting a single exponential.

The calculated hydrodynamic radius is plotted against solute concentration in Figure
G.6. Hydrodynamic radius increased with solute concentration. Data points with values of zero
represent samples that did not scatter enough light to yield clear correlation functions.

249

Figure G.6. Hydrodynamic radius from DLS versus solute concentration for NaPSS: PLL mixtures.
Measurements were not collected at higher concentrations because of the nonlinearity of the Γ
versus 𝑞 2 plots.

G.4

Effect of Salt

The changes to DLS due to the introduction of NaCl are discussed here. For all samples
where the excess scattering intensity was sufficiently large to discern 𝑔(2), a clear single-mode
exponential decay was observed. Additionally, all plots of 𝛤 against 𝑞 2 yielded linear trends that
passed through the origin, indicating Brownian diffusion. Two example plots, one for a highintensity signal and one for a low-intensity signal, are shown in Figure G.7 below. Occasionally,
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the low-𝜏 limit of the correlation functions varied with 𝑞. For small intensities where the
background signal significantly contributes, this limit was expected to decrease with 𝑞 and this
prediction was observed.

Figure G.7. Example DLS results for two different complexed samples. Cp denotes the total
polymer concentration, Cs denotes NaCl concentration. The top row, corresponding to an NaCl
concentration of 0.1 M, yielded a high-intensity signal. The bottom row, corresponding to an
NaCl concentration of 0.4 M, yielded a low-intensity signal. The left column shows intensity
autocorrelation functions for different scattering angles, and the right column shows the
corresponding decay rates Γ versus 𝑞 2 .
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For very large intensities that approached the maximum detection rate of the
photomultiplier, this low-𝜏 limit of the correlation function increased with 𝑞 in a systematic and
repeatable way, as shown in Figure G.8. The cause is unknown, but was believed to be an
instrumental issue related to the intensities approaching the detector’s limit.

Figure G.8. DLS results for a complexed sample with an intensity that approached the maximum
detection limit. Cp denotes the total polymer concentration, Cs denotes NaCl concentration.
(left) Intensity autocorrelation function at different scattering angles. (right) The corresponding
decay rates Γ versus 𝑞 2 .

Data for the hydrodynamic radius and the scattering intensity at 30° are summarized in
Figure G.9 for all tested polymer and non-zero NaCl concentrations. The error bars represent
the standard deviation over all trials. It was apparent that clusters formed at higher salt
concentrations, and cluster size increased with salt concentration as well. Unexpectedly, the 30°
intensity was highly non-monotonic. Since any heterogeneity was removed by centrifugation
and the correlation functions were well-behaved, this intensity behavior was possibly due to
two competing effects: the formation and growth of clusters at low salt concentration, and the
reduction in cluster density at high salt concentration. A reduction in cluster mass concentration
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could not be explain the reduced intensity at high salt, since for all polymer samples at high salt
(0.4 M), no phase separated was observed in the bottom of the centrifuge tubes.

Figure G.9. (left) Hydrodynamic radius Rh and (right) 30° total scattering intensity I for different
salt (Cs) and total polymer concentrations (indicated by different colors in units of mg/mL). Error
bars are indicative of one standard deviation obtained from four repeat trials. Data points
corresponding to Cp=0.02 g/L for all Cs, and Cp=0.08 g/L with Cs=0.4 M possess no error bars
because only one of the repeat trials yielded usable data. Solid lines interpolate between points
to guide the eye.

For some compositions of salt and polyelectrolyte, a kind of precipitation was observed.
A small quantity of white powder would form and settle at the bottom of the sample vessels,
while the supernatant remained clear. The phase separation behavior is summarized in Table
G.4. The polymer compositions of the two phases were not quantified. Instead, whether or not a
phase segregation was visually observed at the bottom of the centrifuged tube was noted for
each of the samples. Higher total polymer concentrations and lower salt concentrations induced
phase separation more readily.
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↓Cs (M) / Cp (mg/mL) →
0.02
0.1
0.2
0.4

0.02
1
1
1
1

0.08
2
2
1
1

0.2
2
2
2
1

0.5
2
2
2
1

Table G.4. Number of observed coexisting phases for different salt (Cs) and total polyelectrolyte
Cp concentrations. Four trials were conducted for each condition, and if any of them resulted in
two phases, that condition is marked as “2” in this table.

G.5

Conclusion

Two modes are observed for salt-free NaPSS and PLL, as expected for low-salt
polyelectrolytes. When these two are combined, they form larger aggregates in solution, tens of
nm in size, which vary in terms of size, density, and phase stability depending on ionic strength.
In low-salt conditions, the aggregate size depended on polymer concentration. But in high-salt
conditions, the aggregate size was independent of polymer concentration. In general, higher
polymer concentration and lower salt concentration induced phase separation. At high salt
concentration, 0.4 M of NaCl, the density of the aggregates appeared to reduce dramatically,
resulting in lower optical contrast which would explain the lower scattered light intensity.
Scattering intensity and hydrodynamic radius data were frequently irreproducible at low-salt
conditions, and the cause of these discrepancies is not yet understood. In all the phase
segregations observed for this system, based on the high turbidity and powder-like quality of
the polymer-rich phase, it is believed to be a precipitate rather than a coacervate. These terms
are poorly-defined, but a precipitate typically refers to a solid-like phase with low water content
and granularity, whereas a coacervate refers to a liquid, coalescing liquid-like phase with higher
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water content. Within a single-phase state, the size of the stable aggregates was well-controlled,
and varied in hydrodynamic radius between 40 and 110 nm at various ionic strengths. This
phenomenon remains unexplained.

G.6
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APPENDIX H
SCATTERING OF POLY(ACRYLIC ACID): POLY(ALLYLAMINE)
To better understand the kinetics of polyelectrolyte complexation, the association of
two oppositely-charged polymers in aqueous media, the time dependence on the light
scattering of solutions of recently-mixed polyelectrolytes were studied. Poly(acrylic acid) (PAA)
and poly(allylamine hydrochloride) (PAH) were chosen because of past research pertaining to
the formation of precipitates and coacervates. Additionally, a preliminary X-ray scattering
characterization was conducted on precipitates and coacervates formed from PAA: PAH
complexes.

H.1

Methods

PAA (molecular weight of 240,000, Ð = 4.3 (unusually high, but verification of this
measurement was not attempted), Sigma-Aldrich, St. Louis MO USA) and PAH (molecular weight
unknown, Polysciences, Warminster PA USA) were purchased and suspended in aqueous
solutions without added salt. No dialysis was performed to further purify the solutions. The
sample pH was not controlled by any buffer, but it was measured for relevant concentrations of
PAA, PAH, and PAA: PAH complexes and was found to vary between 5.9 and 6.6.
Aqueous solutions of PAA and PAH were separately prepared without adding salt in
concentrations from 0.1 to 0.67 mg/mL. Equal volumes of the solutions were then combined in a
clean glass scattering tube, resulting in a PAA: PAH complex. At these concentrations, the
scattering intensity was high compared to the un-complexed polymers and compared to most
dust contamination, so no dust filtration was applied. The mass ratio of PAA and PAH was
maintained at 1:1, and the total polymer concentration was changed in various experiments.
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Light scattering measurements were made by an ALV-5000E correlator (ALV, Langen
Germany), which contained 288 channels and was mounted on a goniometer. A variable-power
argon laser with a power of 600 mW was used as the incident light source. Once mixed, the
scattering intensity 𝐼 and intensity autocorrelation function 𝑔(2) = 〈𝐼(𝑡)𝐼(𝑡 + 𝜏)〉⁄〈𝐼(𝑡)𝐼(𝑡)〉
were simultaneously measured at a scattering angle of 90°. The decay time here is τ and the
observation time is t. Data for 𝑔(2) were analyzed primarily by CONTIN analysis due to the
possible dispersity in size of the complexed aggregates. The functional form of this fit is given by
the following expression.

𝑔(2) (𝜏) = 1 + 𝛽 [∫ 𝑝(Γ)𝑒−Γ𝜏 𝑑Γ]

2

Eq. H.1

Here, 𝛽 is a prefactor, the characteristic decay rate of a given mode is Γ, and 𝑝(Γ) is the
intensity-weighted distribution of Γ. For diffusive processes, Γ is related to the scattering vector
𝑞 by Γ = 𝐷𝑞 2, where 𝐷 is the diffusion coefficient, and 𝐷 can be expressed in terms of a
hydrodynamic radius 𝑅ℎ by the Stokes-Einstein equation. For these time-dependent measures
where only a 90° scattering angle was considered, 𝐷 was taken to equal Γ/𝑞 2 . After two days of
equilibration, measurements were taken at multiple angles from 70° to 120°. A double
exponential fit was also attempted on 𝑔(2), but the results were challenging to interpret
presumably due to polydispersity issues.
This scattering experiments were conducted for different total polymer concentrations
at 22 °C and 55 °C. The scattering tubes, instrument solvent bath, and precursor polyelectrolyte
solutions were equilibrated at the test temperature prior to mixing. The post-mixed samples
were stored in an oven at the test temperature during the 2-day incubation required for
equilibrium measurements. To test the effect of temperature on equilibrium, the samples mixed
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at 55 °C were cooled to 22 °C 2 days after, mixing. The time-dependence of 𝐼 and 𝑔(2) for a 90°
scattering angle were monitored from the time that the temperature was reduced. The
previously hot sample were incubated at 22 °C for an additional 2 days, and the new
equilibrated scattering measurements were taken at multiple angles from 70° to 120°.
X-ray scattering was performed using a Ganesha SAXS instrument (Molmex Scientific,
Northampton MA USA) on semi-dilute samples of 1:1 PAA: PAH without added salt. Each sample
was contained in a button cell with mica windows through which the beam passed.
Measurements were collected for 10-50 min each, at two sample-detector distances to provide
a broad 𝑞 range (0.06 < 𝑞 < 30 nm-1). This range covered both a small-angle and wide-angle
scattering regime. Radial averages of sample intensity were calculated. No background
subtraction was applied. The two regimes met at a 𝑞 value of 1 nm-1. The precipitate was
formed by combining equal volume parts of PAA with PAH at room temperature, where each
solution had a monomer concentration of 25 mM. A white powder formed at the bottom of the
solution, and this powder was extracted by pipette along with some water. This was believed to
be a precipitate because of its appearance. By combining equal volume parts of PAA and PAH at
room temperature where each solution had a monomer concentration of 250 mM, a
qualitatively different type of phase segregation occurred. Three phases were identified: a
polymer-poor water phase, and two polymer-rich phases which possessed the appearance and
mechanical characteristics of a coacervate. They were clear, viscoelastic, and entrained bubbles
that formed during the mixing process. One of the coacervate phases was denser than the water
phase, while the other was less dense than the water phase, so they respectively settled at the
bottom and top of the mixing vial. A portion of the top coacervate was extracted by spatula for
X-ray scattering.
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H.2

Complexation Kinetics by Light Scattering

The scattered light intensity dramatically increased as soon as the two polyelectrolyte
solutions were mixed and was attributed to aggregates formed during the complexation
process. Example data for 𝑔(2) are provided in Figure H.1. Smooth curves were obtained, and
double exponential fits fit the data with low residuals. However, the calculated values for Γ
were highly sensitive to fitting choices such as the data range to fit, and this resulted in high
variance for the corresponding 𝑅ℎ of each of the two modes.

Figure H.1. Intensity autocorrelation functions for equilibrated 0.11 mg/mL 1:1 PAA: PAH in
water at various scattering angles, in degrees. Superimposed over each data set is a black line
representing the result of a double exponential fit.

For these reasons, CONTIN was relied upon rather than exponential fits, as it provided a more
systematic means to treat the data, and it yielded more consistent results. Example CONTIN
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distribution profiles for 𝑅ℎ are provided in Figure H.2 for different scattering angles on one
equilibrated sample. The invariance of the peak position with angle reinforced the efficacy of
CONTIN analysis for this system, though the shapes of the peaks varied. Additionally, a faster
mode was detected at higher scattering angles, though they were irreproducible and exhibited
random trends with scattering angle. These were ignored, and the primary peak position was
used as the overall 𝑅ℎ of each sample. The difficulty in selecting an appropriate 𝑔(2) fitting
method was unsurprising, given that aggregation was occurring.

Figure H.2. CONTIN intensity-weighted distribution for the hydrodynamic radius 𝑅ℎ for 0.11
mg/mL 1:1 PAA: PAH in water at various scattering angles, in degrees.

The time dependence of the 90° scattering intensity and 𝑅ℎ for various 1:1 PAA: PAH
mixtures combined at 22 °C are shown in Figure H.3. The scattering intensity dramatically
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increased before the first measurement could be made; initial scattering intensity for the unmixed polymer was on the order of 0.1 times the Rayleigh ratio of a toluene standard 𝑅toluene ,
the level the solvent background. Within the first minute of mixing, the intensity rose to 50-300
times that of 𝑅toluene . Beyond that, the intensity steadily increased. By contrast, the values of
𝑅ℎ were 60 to 100 nm, but time evolution was indiscernible. Together, these two timedependent quantities suggested that aggregate formation occurred in shorter time than 1
minute, and later processes involved some form of slow coarsening that mainly changed the
scattering contrast. Perhaps this was due to long-time rearrangements of the aggregates, or due
to the steady formation of the last few percent of aggregates. Additionally, the overall scattering
intensity increased with polymer concentration.

Figure H.3. (left) scattering intensity 𝐼 and (right) hydrodynamic radius 𝑅ℎ measured at 90° as a
function of time after mixing 1:1 PAA: PAH in low-salt conditions at 22 °C. Each color represents
total polymer concentration in mg/mL, while 𝐼 is the Rayleigh ratio 𝑅 expressed in units of the
Rayleigh ratio of toluene 𝑅toluene .
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The time dependence of the 90° scattering intensity and 𝑅ℎ for various 1:1 PAA: PAH
mixtures combined at 55 °C are shown in Figure H.4. The same general trends held as in the 22
°C condition, but with two main differences. First, 𝑅ℎ increased very obviously with polymer
concentration in these data. Second, the overall scattering intensity was higher and changed
more slowly with time. This might have been due to a more rapid complexation at the onset of
mixing, but unfortunately data could not be collected at shorter times in this experiment.
Regardless, the complexation kinetics appeared different at the two different temperatures.

Figure H.4. (left) scattering intensity 𝐼 and (right) hydrodynamic radius 𝑅ℎ measured at 90° as a
function of time after mixing 1:1 PAA: PAH in low-salt conditions at 55 °C. Each color represents
total polymer concentration in mg/mL, while 𝐼 is the Rayleigh ratio 𝑅 expressed in units of the
Rayleigh ratio of toluene 𝑅toluene .

The same samples mixed at 55 °C and incubated at the same temperature for 2 days
were then cooled to 22 °C. The time dependence of the 90° scattering intensity and 𝑅ℎ for
various 1:1 PAA: PAH mixtures combined are shown in Figure H.5, where time = 0 corresponds
to the moment that the 55 °C samples were immersed in a 22 °C heat bath. The overall
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scattering intensities were mostly invariant with time. The values for 𝑅ℎ initially increased, then
remained invariant with time as well. This initial increase was unsurprising; the solvent viscosity
and temperature were assumed to be 22 °C for these measurements, but this would not be the
case at the first data point due to the several minutes of require temperature equilibration with
the heat bath. Thus, the assumed temperature for the first data points were too low, the
assumed viscosities were then too high, and the consequent 𝑅ℎ values were too low. This was
what was observed. It was then concluded that 𝑅ℎ was invariant with temperature despite the
trend shown in the figure.

Figure H.5. (left) scattering intensity 𝐼 and (right) hydrodynamic radius 𝑅ℎ measured at 90° as a
function of time after reducing the temperature of an equilibrated 1:1 PAA: PAH mixture formed
at 55 °C to 22 °C. Each color represents total polymer concentration in mg/mL, while 𝐼 is the
Rayleigh ratio 𝑅 expressed in units of the Rayleigh ratio of toluene 𝑅toluene .

After two days of incubation, the samples were assumed to be equilibrated, apparent
𝑅ℎ was determined at multiple angles for improved accuracy, and the 90° scattering intensity
was noted. The results are summarized in Figure H.6 for each condition for temperature history
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and polymer concentration. The results showed that equilibrated 𝑅ℎ was not sensitive to
temperature, and increased gradually with polymer concentration. The nonlinearity of
scattering intensity with polymer concentration may be due an approach to semi-dilute
conditions, or an approach to the detector’s maximum detection limit. but Also, the equilibrated
scattering intensity depended on the temperature history of the sample. On the basis of light
scattering, the samples mixed at 55 °C and cooled back to 22 °C closely resembled the samples
mixed at 55 °C, and did not resemble the samples mixed at 22 °C. This indicated that the
aggregates were not in a thermodynamic equilibrium; their current state depended on their
history over the course of days. It suggested that kinetic trapping may have been relevant in the
initial formation of these complexed aggregates.

Figure H.6. (left) scattering intensity 𝐼 measured at 90° and (right) hydrodynamic radius 𝑅ℎ of
equilibrated 1:1 PAA: PAH mixtures as a function of total polymer concentration Cp. Each color
represents a temperature history. Blue represents complexation which occurred and was
incubated at 22 °C, and red at 55 °C. Purple represents complexation which occurred and was
incubated at 55 °C, then was additionally incubated at 22 °C. The term 𝐼 is the Rayleigh ratio 𝑅
expressed in units of the Rayleigh ratio of toluene 𝑅toluene . Points in the 𝑅ℎ measurements
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represent an average apparent 𝑅ℎ measured at each angle, while the error bars indicate the
standard deviations associated with each of those averages.

A limitation of this study was the inability to control or account for macro-phase
separation that occurred in these kinetic studies. In all samples, a precipitate settled to the
bottom of the tubes given enough time. How these influenced the signal in the scattering
volume, located 0.5 cm above the tube bottom, was not considered.

H.3

X-ray Scattering of Precipitates and Coacervates

The precipitate formed from equal volume parts of 25 mM PAA and 25 mM PAH, where
the concentrations were in terms of monomer concentration. The coacervate formed from
equal volume parts of 250 mM PAA and 250 mM PAH, along with a second coacervate phase
with higher density. The X-ray scattering profiles for the precipitate and low-density coacervate
are provided in Figure H.7. At high 𝑞, the curves behaved similarly. Both possessed a broad peak
centered at 𝑞 = 20 nm-1 attributed to the structure of water. A sharp peak at about 𝑞 = 21 nm-1
was attributed to the single crystal structure of the mica sample windows. No interesting PAA:
PAH structure occurred in this range. At low 𝑞, where small molecule ordering was unimportant,
structural information about the polymer was resolved. The precipitate’s scattering intensity
dropped off with 𝑞 with a power law exponent of -4. This supported the existence of a sharp
interface belonging to a domain whose characteristic length was greater than the probe lengths
accessed in this experiment- 100 nm, or when 𝑞 = 0.05 nm-1. The coacervate exhibited more
sophisticated behavior at low 𝑞. The slopes were generally shallow, possibly suggesting the
absence of the sharp interface. A very broad peak centered around 𝑞 = 1 nm-1 also existed. The
entire curve loosely resembled those obtained from PEDOT: PSS hydrogels in previous chapters.
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If that model was valid here, it would imply a loose polymer network swollen with water, with a
characteristic polyelectrolyte spacing of about 6 nm, and a low-𝑞 fractal dimension between 2
and 4. The two curves imply a tightly packed amorphous structure for the alleged precipitate,
and a loose mesh-like structure for the alleged coacervate.

Figure H.7. X-ray scattering intensity profiles of salt-free 1:1 PAA: PAH by weight for a
precipitate (total monomer concentration of 25 mM) and a coacervate (total monomer
concentration of 250 mM). Data from two sample-detector distances are shown, and the low-𝑞
data was arbitrarily shifted in the vertical direction to superimpose over the high-𝑞 data.

While these two macro-phases were referred to as a precipitate and coacervate in this
appendix, no additional characterization was applied to verify this assertion. The conditions of
formation for this coacervate were also peculiar. Prior studies showed that conditions of high
266

ionic strength were necessary to form a coacervate, while a precipitate formed in conditions of
low ionic strength. Here, where the added salt concentration was zero, lower polymer
concentration resulted in precipitates while higher polymer concentration resulted in two
separate coacervates. The cause for this was unknown and perplexing. One contributing factor
might have been an observation made 2 months later: the stored 250 mM (by monomer) PAA
stock solutions underwent a partial phase segregation that was not present when they were
used in this study. Perhaps the phase instability of PAA alone coupled with the phase instability
of the complexes. However, PAA is not known to phase separate in the presence of monovalent
salt ions. These are points of speculation; no additional studies were conducted.

H.4

Conclusion

Aggregates rapidly formed upon mixing PAA with PAH in low-salt conditions. There was
a slower complexation process that did not significantly change aggregate size, but steadily
increased scattering intensity over time. The thermal history of each aggregate dictated its
current state, suggesting that kinetic trapping may occur during aggregate formation. The
nanoscopic structure of precipitates varies from coacervates, and no crystalline structure was
detected in either.
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APPENDIX I
DIFFERENTIAL DYNAMIC MICROSCOPY DEVELOPMENT
Differential dynamic microscopy (DDM) is an experimental technique1-4 that allows for
the implementation of light scattering techniques using a simple optical microscope. It is
suitable for dynamic characterizations on semi-dilute polymers, colloids, gels, and bacteria
among other biological entities. It differs significantly from particle tracking methods, which
relies on the bookkeeping of individual particle positions with time, in that it inherently
measures average dynamic properties in an analogous way to dynamic light scattering
experiments. It has potential for characterization in semi-dilute and concentrated systems which
are generally avoided in standard dynamic light scattering characterizations. The main
prerequisite for a material to be characterized by DDM is that mean square concentration
fluctuations must be sufficiently large in magnitude and length that heterogeneity in image
intensity is detectable under a microscope. Individual particles need not be imaged, so
characterization is valid even when their size is smaller than the resolution limit of visible light.
DDM can also be used in anisotropic systems and when directed motion contributes to
dynamics.
DDM would contribute to understanding motion in semi-dilute systems, including
physical gels like PEDOT: PSS. In this appendix, a conceptual overview of the technique is
provided, and a proof-of-principle characterization is performed on polystyrene nanoparticles
dispersed in water.

I.1

Background

In DDM, a simple optical microscope is used to image a thin sample by transmission. The
signal contrast used by this technique is the intensity of light transmitted through the sample to
268

the objective lens and ultimately to a high-speed camera. The image should be focused such
that the focal plane lies within the sample. DDM can be applied if intensity fluctuations with
space and time are present in the sample. Let the image intensity 𝐼 depend on the twodimensional image position 𝒓 and observation time 𝑡. 𝐼 is directly measured by the camera,
while 𝒓 is determined by pixel position. It is convenient to discuss measurements in terms of an
intensity fluctuation Δ𝐼 away from equilibrium. It is expressed as follows.

Δ𝐼(𝒓, 𝑡) = 𝐼(𝒓, 𝑡) − 〈𝐼〉

Eq. I.1

In general, the angle brackets denote an average. The time and space-averaged intensity is 〈𝐼〉.
Over time, Δ𝐼 at position 𝒓 will change due to solute motion. It will be strongly
correlated with its initial position for short delay times 𝜏, and weakly correlated with its initial
position for 𝜏. A useful metric for correlation loss can be established; the differential intensity
𝐷𝑟 is convenient, and is defined by the following expression.

𝐷𝑟 (𝒓, 𝑡, 𝜏) = Δ𝐼(𝒓, 𝑡 + 𝜏) − Δ𝐼(𝒓, 𝑡)

Eq. I.2

The time-averaged square differential intensity gives some measure of signal correlation loss for
a given 𝒓. For small 𝜏, 〈|𝐷𝑟 (𝒓, 𝜏)|2 〉 tends towards 0, while 〈|𝐷𝑟 (𝒓, 𝜏)|2 〉 tends to increase and
saturate for large 𝜏. This term is calculated by the following average in time.

〈|𝐷𝑟 (𝒓, 𝜏)|2 〉 =

∫|𝐷𝑟 (𝒓, 𝑡, 𝜏)|2 𝑑𝑡
∫ 𝑑𝑡
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Eq. I.3

The overall spatial variance 𝜎 2 can be expressed by the following integration as well, and gives
some sense of the characteristic magnitude and 𝜏 of correlation loss for a given material and
magnification.

𝜎 2 (𝜏) = ∫〈|𝐷𝑟 (𝒓, 𝜏)|2 〉𝑑𝒓

Eq. I.4

Addressing Δ𝐼 is real space is limited; it is more natural to discuss many stochastic
dynamic processes in inverse space, where quantities depend on a spatial frequency 𝒒 rather
than 𝒓. This spatial frequency is essentially identical to the scattering vector used in
conventional scattering experiments, but here it is specified rather than determined by some
scattering angle. Its definition in DDM is given by the following expression.

𝒒 = [𝑞𝑥

𝑞𝑦 ] = [

2𝜋𝑘𝑥
𝑁𝑥

2𝜋𝑘𝑦
]
𝑁𝑦

Eq. I.5

The terms 𝑞𝑥 and 𝑞𝑦 denoted the horizontal and vertical components to 𝒒 on the image,
respectively. The number of pixels in the 𝑥 and 𝑦 directions are 𝑁𝑥 and 𝑁𝑦 , while 𝑘𝑥 and 𝑘𝑦 are
positive integers less than 𝑁𝑥 or 𝑁𝑦 , respectively. Thus the probe length 2𝜋/|𝒒| accessible in
this experiment varies from 1 to √𝑁𝑥2 + 𝑁𝑦2 in units of pixels, which makes intuitive sense. The
units of these quantities can be readily converted to units of length by knowing the
magnification factor. The spatial Fourier transform of Δ𝐼(𝒓, 𝑡) is defined as Δ𝐼𝑞 (𝒒, 𝑡) and is given
here.

Δ𝐼𝑞 (𝒒, 𝑡) = ∫ Δ𝐼(𝒓, 𝑡)𝑒 𝑖𝒒∙𝒓 𝑑𝒓

Eq. I.6

It follows that the inverse space differential intensity for a given 𝜏 is defined by this expression.
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𝐷𝑞 (𝒒, 𝑡, 𝜏) = Δ𝐼𝑞 (𝒒, 𝑡 + 𝜏) − Δ𝐼𝑞 (𝒒, 𝑡)

Eq. I.7

These terms, being Fourier transforms, are complex numbers. The square inverse space
differential intensity is thus given by its complex conjugate.

2

|𝐷𝑞 (𝒒, 𝑡, 𝜏)| = 𝐷𝑞 (𝒒, 𝑡, 𝜏)𝐷𝑞∗ (𝒒, 𝑡, 𝜏)

Eq. I.8

2

The time average of this quantity, 〈|𝐷𝑞 (𝒒, 𝜏)| 〉, is called the differential intensity correlation
function (DICF), and is readily calculable if the total observation time is long enough for
sufficient statistical accuracy.
2

2

〈|𝐷𝑞 (𝒒, 𝜏)| 〉 =

∫|𝐷𝑞 (𝒒, 𝑡, 𝜏)| 𝑑𝑡
∫ 𝑑𝑡

Eq. I.9

The raw data needed to calculate the DICF is simply a sequential collection of
microscope images taken by the high-speed camera, which yield 𝐼(𝒓, 𝑡). From there, the use of
Eq. I.1, and Eq. I.6 through Eq. I.9 will give the DICF. The DICF is analogous to the intensity
autocorrelation function measured in dynamic light scattering experiments.
Given the DICF, how can dynamical information about the sample be extracted? It
depends on the interpretation of the data, but suppose the system is a general collection of
particles undergoing motion. From light scattering, it is known that scattered intensity is
proportional to solute concentration 𝜙, so a proportionality constant 𝐴 is supposed between Δ𝐼
and the solute concentration deviation from the average, Δ𝜙.

Δ𝐼(𝒓, 𝑡) = 𝐴Δ𝜙(𝒓, 𝑡)
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Eq. I.10

The quantity Δ𝜙 is specifically defined by the following expression.

Δ𝜙(𝒓, 𝑡) = 𝜙(𝒓, 𝑡) − 〈𝜙〉

Eq. I.11

Here, 〈𝜙〉 is the solute concentration averaged over 𝑡 and 𝒓. The exact dimensions of 𝜙 are
unimportant because they can be simply absorbed into 𝐴. For incompressible solutions, it can
refer to molarity, molality, volume fraction, or mass fraction. Let the spatial Fourier transform
of Δ𝜙 be denoted as Δ𝜙𝑞 and defined by the following.

Δ𝜙𝑞 (𝒒, 𝑡) = ∫ Δ𝜙(𝒓, 𝑡)𝑒 𝑖𝒒∙𝒓 𝑑𝒓

Eq. I.12

It follows that 𝐷𝑞 is related to Δ𝜙𝑞 by substituting Eq. I.7 with Eq. I.10 through Eq. I.12.

𝐷𝑞 (𝒒, 𝑡, 𝜏) = 𝐴[Δ𝜙𝑞 (𝒒, 𝑡 + 𝜏) − Δ𝜙𝑞 (𝒒, 𝑡)]

Eq. I.13

Squaring all terms, the following results.
2

2

2

|𝐷𝑞 (𝒒, 𝑡, 𝜏)| = 𝐴2 [|Δ𝜙𝑞 (𝒒, 𝑡 + 𝜏)| + |Δ𝜙𝑞 (𝒒, 𝑡)|

Eq. I.14

− 2Δ𝜙𝑞 (𝒒, 𝑡 + 𝜏)Δ𝜙𝑞 (𝒒, 𝑡)]

Inspecting Eq. I.14, it becomes clear that several terms can be combined when a time average is
2

2

2

taken. Specifically, 〈|Δ𝜙𝑞 (𝒒, 𝑡)| 〉 = 〈|Δ𝜙𝑞 (𝒒, 𝑡 + 𝜏)| 〉 ≡ 〈|Δ𝜙𝑞 (𝒒)| 〉. Simplifying, this
expression is obtained for the DICF in terms of 𝜙𝑞 .

2

2

〈|𝐷𝑞 (𝒒, 𝜏)| 〉 = 2𝐴2 〈|Δ𝜙𝑞 (𝒒)| 〉 − 2𝐴2 〈Δ𝜙𝑞 (𝒒, 𝑡 + 𝜏)Δ𝜙𝑞 (𝒒, 𝑡)〉
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Eq. I.15

Further rearrangement gives the following equation, including a term familiar to dynamic light
scattering theory.

2

2

〈|𝐷𝑞 (𝒒, 𝜏)| 〉 = 2𝐴2 〈|Δ𝜙𝑞 (𝒒)| 〉 [1 −

〈Δ𝜙𝑞 (𝒒, 𝑡 + 𝜏)Δ𝜙𝑞 (𝒒, 𝑡)〉
]
2
〈|Δ𝜙𝑞 (𝒒)| 〉

Eq. I.16

The final term in this expression is simply the theoretical expression for the normalized electric
field autocorrelation function expected in ideal dynamic light scattering experiments, 𝑔(1). Note
that in this ideal expression, the zero-𝜏 limit of 𝑔(1) is 1. This does not occur in real dynamic light
scattering experiments; the limit is less than 1 and commonly on the order of 0.5. Plugging in for
𝑔(1), the following results.

2

2

〈|𝐷𝑞 (𝒒, 𝜏)| 〉 = 2𝐴2 〈|Δ𝜙𝑞 (𝒒)| 〉 [1 − 𝑔(1) (𝒒, 𝜏)]

Eq. I.17

A term for DICF that is proportional to 1 − 𝑔(1) (𝒒, 𝜏) results, with a proportionality constant
that depends on the optical contrast of the solute, 𝐴, and the magnitude of the mean squared
2

concentration fluctuations 〈|Δ𝜙𝑞 (𝒒)| 〉. The dynamic relaxation modes of the sample are
embedded in 𝑔(1).
In real DDM experiments, there are instrumental contributors to the DICF. It is common
to assume that the parameters 𝐵 and 𝐶 exist, and are empirically fit to the experimentallyobtained function along with any fit parameters that describe 𝑔(1). The prefactor 𝐶 is associated
with instrumental contributions to differential intensity. So once the DICF is calculated, the
following expression should be fit to it.

2

〈|𝐷𝑞 (𝒒, 𝜏)| 〉 = 𝐵(𝒒)[1 − 𝑔(1) (𝒒, 𝜏)] + 𝐶(𝒒)
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Eq. I.18

Assumptions must be made about the functional form of 𝑔(1) to proceed with a fit of any kind.
As an example, suppose that the entire sample is comprised of a dilute dispersion of particles of
uniform size experiencing no long-range interactions. The functional form of 𝑔(1) is thus an
decaying exponential in 𝜏 with a decay rate of Γ.

2

〈|𝐷𝑞 (𝒒, 𝜏)| 〉 = 𝐵(𝒒)[1 − 𝑒 −Γ(𝒒)𝜏 ] + 𝐶(𝒒)

Eq. I.19

By making the further assumption that the particles diffuse isotropically in the 𝑥-𝑦 plane, the
DICF can be averaged over all orientations, and simply becomes a function of the scalar 𝑞 ≡ |𝒒|.
The following expression reflects this assumption.

2

〈|𝐷𝑞 (𝑞, 𝜏)| 〉 = 𝐵(𝑞)[1 − 𝑒 −Γ(𝑞)𝜏 ] + 𝐶(𝑞)

Eq. I.20

Now, for each 𝑞 there is a one-dimensional DICF that depends on 𝜏. By fitting a three-parameter
decaying exponential function of the type in Eq. I.20 for each 𝑞, Γ(𝑞) is obtained. For Brownian
motion of a monodisperse system, the following expression holds and can be used to calculate
the diffusion coefficient 𝐷.

Γ(𝑞) = 𝐷𝑞 2

Eq. I.21

This is merely one example of a fit the DICF, but a wide variety of rich dynamic behavior
can be captured by it. But in this appendix, DDM is tested on the simple case of a dispersion of
uniform spheres.
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I.2

Methods

A NIST-certified standard solution of 1 wt. % polystyrene spheres with a diameter of 450
nm was evaluated (#09-980-031, Thermo Fisher Scientific, Waltham MA USA). The spheres were
purchased in water and presumably stabilized by a surfactant. They were highly turbid in the
stock vial, but for short path lengths they transmitted most light. A small droplet was deposited
on a clean surface, and the open end of a dry, clean rectangular capillary tube (Vitrocom,
Mountain Lakes NJ USA) was introduced to the droplet to fill it with the solutions by capillary
forces. The capillary tube was made of borosilicate, 3 cm long, 4 mm wide, and had an internal
thickness of 0.2 mm. The capillary tube, now filled with the solution of polystyrene spheres, was
carefully placed on top of a microscope slide, set under a standard microscope, and illuminated
from below with an LED white light. An objective lens was used such that the total magnification
was 630X. A high-speed camera with a resolution of 1020 x 1280 px was installed to record the
microscope images. Within several minutes of filling the capillary with the sample,
approximately 500 microscope images of the polystyrene spheres were collected at a frame rate
of 100 fps.
The images were converted to grayscale intensities by averaging the red, blue and green
intensity values at each pixel (which varied from 0 to 254 each), analyzed to calculate the
orientation-averaged DICF (see Appendix L for the programming code used in this calculation),
and functional fits of the form in Eq. I.20 were used. The value for 𝐷 was calculated from the fit
parameters by the slope of Γ versus 𝑞 2 in accordance with Eq. I.21. The units of 𝐷 were
converted from px2/s to cm2/s using a rudimentary microscopic feature of known scale to serve
as a calibration for magnification. However, the precision of this feature was poor, and thus the
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systematic uncertainty in the measurement of 𝐷 was about 20 %. Using the Stokes-Einstein
equation, 𝐷 was converted to the hydrodynamic radius 𝑅ℎ .

I.3

Diffusion of Polystyrene Spheres

A typical micrograph used in the computation of the DICF is provided in Figure I.1.
Individual particles can be individually made out, each one the side of several pixels. There are
also large, dark artifacts which remain static and thus do not affect the DICF calculation.

Figure I.1. Micrograph of 1 wt. % spherical polystyrene nanoparticles in water as taken by a
high-speed camera. A magnification of 630x was used, but because of the poor magnification
calibration, a scale bar is not shown. Numbers along the axes denote pixel number.
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Subtraction of the intensities from two separate frames leads to images like the one shown in
Figure I.2. In this image, heterogeneity was apparent.

Figure I.2. Differential intensity 𝐷𝑟 (𝒓, 𝑡, 𝜏) for 𝑡 = 0 ms, 𝜏 = 100 ms. Blue corresponds to a large
positive difference, black to a large negative difference. A magnification of 630x was used, but
because of the poor magnification calibration, a scale bar is not shown. Numbers along the axes
denote pixel number.

The DICF was calculated, yielding inverse space images likes the ones shown in Figure I.3. These
are presented in the same way as a scattering profile as measured in small-angle scattering
experiments, where the center point on the image corresponds to |𝒒| = 0 and points away from
center corresponds to some 𝒒 vector in units of px-1 as defined by Eq. I.5, where the horizontal
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and vertical distances (in px) from the center of these images corresponds to 𝑘𝑥 and 𝑘𝑦 ,
respectively.
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2

Figure I.3. The anisotropic DICF 〈|𝐷𝑞 (𝒒, 𝜏)| 〉 for three different values of 𝜏: (top) 𝜏 = 10 ms,
(middle) 𝜏 = 100 ms, (bottom) 𝜏 = 1000 ms. White corresponds to large values. Numbers along
the axes denote inverse pixel number. The center corresponds to |𝒒| = 0.
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Clearly, linear behavior was observed for small 𝑞, just as expected, yielding 𝐷 = 1.3 x
10-8 cm2/s. This corresponded to 𝑅ℎ = 190 nm, which was appreciably less than the anticipated
𝑅ℎ = 225 nm. A large part of this disagreement could be explained by the uncertainty in the
conversion from px to cm, and could be easily remedied by determining a more precise
magnification conversion factor. This trend deviated for larger 𝑞, eventually decreasing in value
and increasing in noise levels for higher 𝑞 than is shown. This was attributed to the relatively
low frame rate of this particular collection; for small 𝑞, the DICF had nearly fully decayed within
one frame, and an accurate exponential fit was not possible.

Figure I.4. Decay rate Γ versus 𝑞 2 for 450 nm-diameter polystyrene spheres. The black line
shows the linear fit that yields the diffusion coefficient 𝐷.
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Overall the technique appeared to work as expected, but requires additional
refinement. Because of the facile sample preparation, a wide variety of semi-dilute systems
could be tested, including polyelectrolyte complexes and highly heterogeneous gels.

I.4
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APPENDIX J
MULTI-PARTICLE COLLISION DYNAMICS UNDER SHEAR FLOW
Multi-particle collision (MPC) dynamics is a simulation tool to efficiently capture
hydrodynamic interactions in liquid simulations1-3, which could be potentially useful for
evaluating the dynamics of polyelectrolyte complexes and physical gels such as PEDOT: PSS.
Conceived and developed in the literature already, an educational introduction to MPC
dynamics is provided in this appendix along with the simulated results in the absence of net flow
and for the case of gravimetric flow between two infinite parallel plates.

J.1

Equilibrium Dynamics

To demonstrate that MPC dynamics sufficiently approximate a fluid, a simple test
simulation was performed in equilibrium conditions, a reproduction of prior researchers4.

J.1.1

Background

The simulation of a solvent is necessary in many macromolecular dynamics simulations.
While the incorporation of solvent molecules is the most obvious approach, it is computationally
prohibitive due to the vast number of solvent pairwise interactions that must be included.
Alternative coarse-grained methods are often sufficient in macromolecular simulations, and are
more computationally viable. One such method, MPC dynamics, captures the momentum
transport properties of a fluid without simulating the solvent molecules themselves and without
explicitly solving the Navier-Stokes coupled differential equations. MPC dynamics consist of a
system of imaginary point particles with a defined mass, m, having a defined mean number
density, ρ, which locally varies. The position and velocity of these particles are tracked. The
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principle advantage of this method is that MPC particles do not interact with each other. In
other words, pairwise interactions do not exist and the number of computations required to
simulate an MPC solvent scales with the number of particles, rather than the number of
particles squared.
If solvent molecules cannot interact, how can momentum transfer occur as it does with
a fluid? This is accomplished by i) “streaming” the particles, or allowing them to displace per the
laws of motion for a defined time between collisions, and ii) “colliding” the particles at a regular
time interval. The second step is not actually a collision, but rather a controlled stochastic
rotation of each particle’s velocity.
Another key concept in MPC dynamics is the cell. The simulation space is partitioned
into cube cells of side length 𝑎, and at a given time each particle exists in exactly one such cell. A
cartoon of a two-dimensional MPC system is depicted in Figure J.1.
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Figure J.1. A cartoon depicting a two-dimensional MPC system containing 40 particles, shown as
black circles, distributed in 16 square cells. The blue arrows represent the velocity of each
particle.

A single iteration of an MPC simulation occurs as follows. Particle 𝑖 undergoes a
streaming step at time 𝑡 by updating its position 𝒓𝑖 and velocity 𝒗𝑖 by the following integrations.

𝒓𝑖 (𝑡 + ℎ) = 𝒓𝑖 (𝑡) + ℎ𝒗𝑖 (𝑡)

Eq. J.1

𝒗𝑖 (𝑡 + ℎ) = 𝒗𝑖 (𝑡)

Eq. J.2

The variable ℎ is the time step interval. Particles are then assigned to cells based on their
position. The velocity of the center of mass of cell 𝑗, 𝒗𝑗𝑐𝑚 , is calculated from the particles in that
cell.
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𝑁𝑐

𝒗𝑗𝑐𝑚 (𝑡

1
+ ℎ) =
∑ 𝒗𝑖 (𝑡 + ℎ)
𝑁𝑐

Eq. J.3

𝑖=1

The term 𝑁𝑐 is the number of particles in cell 𝑗. Particles then undergo a rotation step according
to the following expression.

𝒗𝑖 (𝑡 + ℎ) = 𝒗𝑗𝑐𝑚 (𝑡 + ℎ) + 𝑅̿ (𝒗𝑖 (𝑡 + ℎ) − 𝒗𝑗𝑐𝑚 (𝑡 + ℎ))

Eq. J.4

Here, 𝑅̿ is a rotation operation that rotates an input vector about a randomly-oriented rotation
axis by a constant, defined azimuthal angle 𝛼. This random axis is identical for all particle
rotations in cell j, and a new rotation axis is independently-generated for each cell.
The principle of Galilean invariance, that the laws of motion remain the same in all
arbitrarily-defined reference frames, is violated by MPC dynamics as it is presently described.
This is because for short times the same particles remain in the same cell, which is a nonphysical correlation that should not exist in a realistic simulation. To correct for this issue, the
MPC cells are randomly translated at each rotation step so that the cell assignment of particles
is not strongly correlated with the previous cell assignment.

The constants 𝛼, 𝜌, 𝑎, 𝑚, and ℎ determine the physical properties of the fluid. In particular, the
self-diffusion coefficient 𝐷 and the dynamic viscosity 𝜂 are determined theoretically by the
following.

𝐷=

𝑘𝑏 𝑇ℎ𝜌
3𝜌
− 1}
{
2𝑚 [1 − cos(𝛼)](𝜌 − 1 + 𝑒 −𝜌 )
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Eq. J.5

𝜂=

𝑘𝑏 𝑇ℎ𝜌
5𝜌
− 1}
{
−𝜌
(𝜌
)[2
2𝑚
−1+𝑒
− cos(𝛼) − cos(2𝛼)]
𝑎2 (𝜌 − 1 + 𝑒 −𝜌 )
[1 − cos(𝛼)]}
+ {
ℎ
18

Eq. J.6

The quantities 𝑘𝑏 and 𝑇 are the Boltzmann constant and absolute temperature, respectively.

J.1.2

Methods

A system of MPC particles were randomly distributed following a uniform distribution
into a simulation box with periodic boundaries. Each particle was initially assigned a random
velocity that follows a Gaussian distribution such that the expected kinetic energy per particle
was 1.5𝑘𝑏 𝑇, and the expected momentum of each particle was zero. The average particle
momentum 〈𝒑〉, and average particle kinetic energy 〈𝐸𝑘 〉 were monitored over time. The mean
square displacement 〈𝑟 2 〉 over time was also recorded and 𝐷 was calculated from these data.
The normalized velocity autocorrelation function, 𝐶𝑣 = 〈𝒗(𝑡) ∙ 𝒗(𝑡 + 𝜏)〉/〈𝒗(𝑡) ∙ 𝒗(𝑡)〉, where 𝜏
is the decay time, was also averaged over all particles and all time steps.
The MPC particle properties were set to 𝜌 = 10, 𝑚 = 1, 𝛼 = 130°, and ℎ = 0.1. The
quantities 𝑎 and 𝑘𝑏 𝑇 were set to 1. Several simulations were performed with the number of
time steps varying between 10 and 1000, and the simulation box size varying between 5 and 35
cells per side.

J.1.3

Results

In Figure J.2, 〈𝐸𝑘 〉 and the components of 〈𝒑〉 are plotted as a function of time for
one simulation with a size of 153 cells and a duration of 100 time steps. The profiles
suggested that kinetic energy was exactly conserved, while the momentum fluctuated
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about a conserved average. The calculated values varied from the expected values of 〈𝐸𝑘 〉
= 1.5 and 〈𝑝𝑥 〉 = 〈𝑝𝑦 〉 = 〈𝑝𝑧 〉 = 0 due to the stochastic initialization. Also in Figure J.2, 〈𝑟 2 〉
is plotted against time for the same simulation. The linearity of this relation indicated that
individual MPC particles underwent Brownian motion which described by 𝐷. For the other
simulations of varying size and duration, similar qualitative results were obtained but are
omitted here.
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Figure J.2. Example plots versus time of (top) the average particle momentum 〈𝒑〉, particle
kinetic energy 〈𝐸𝑘 〉 and (bottom) mean square particle displacement 〈𝑟 2 〉.

The calculated diffusion coefficients are listed in Table J.1 for all equilibrium dynamics
simulations. The theoretical diffusion coefficient for the specified MPC properties was 0.0515 in
simulation units, which was comparable but consistently less than the determined values. There
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appeared to be a trend between the number of time steps used to estimate the diffusion
coefficient and the deviation from theory. Figure J.3 illustrates this trend, including simulation
results (blue circles) compared with the theoretical prediction (red dotted line). The deviation
from theoretical diffusion coefficient increased with simulation duration.

Lastly, 𝐶𝑣 is plotted in Figure J.4 for two simulations of size 183 and 253 cells. The parameter 𝛼
was set to 80° to improve resolution. The number of time steps was 4000. All other simulation
parameters were the same as specified in previous results. 𝐶𝑣 exhibited a characteristic
exponential decay for small 𝜏 and scaled with 𝜏 −1.5 for large 𝜏, which was consistent with
theory. The noise seen at large 𝜏 was partially attributed to poor statistical averaging. Part of
this noise was a meaningful artifact inherent for MPC dynamics, as can be seen in comparable
simulations with improved precision (Padding, Louis. Physical Review 2006).
No. Time Steps
10
100
1000
100
100
100

No. Cells
153
153
153
53
253
353

𝐷
0.0531
0.0542
0.0553
0.0574
0.0541
0.0542

Table J.1. Self-diffusion coefficient for simulations of various sizes and durations.
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Figure J.3. Self-diffusion coefficient for three simulations of varying duration (blue circles),
compared with the theoretical expectation (red dotted line).
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Figure J.4. Log of the velocity autocorrelation versus the log of decay time. The red line
possesses a slope of -1.5.

J.2

Gravimetric Parallel Plate Flow

J.2.1

Background

In this system, the MPC fluid is tested by observing its flow behavior when subject to a
uniform gravity field between two infinitely-extending parallel plates with a gap of thickness 𝐿.
A cross-section of the system is shown in Figure J.5. Gravity is imposed in the 𝑥-direction, and
the principle fluid flow develops parallel to this vector. A gradient of the 𝑥-component of
velocity 𝑣𝑥 in the 𝑦-direction is expected since 𝑣𝑥 should be reduced at the walls by partial slip.
Particles could potentially interact with a solid wall in a number of ways. A common
approach is to treat this interaction in accordance with a “bounce-back rule”. This means that at
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the instant a particle touches the wall, its velocity is instantaneously altered to the negative of
its incident velocity. This in effect models the partial slip boundary condition from fluid
dynamics.
Because the cell grid must be randomly shifted, and there would exist a spatial region
between the grid edge and the walls where particles will not participate in the collision step
because they are not assigned to a cell. An additional slab of cells can be added in the 𝑦direction to properly account for the cell shift in the presence of a wall. With this adjustment, all
particles occupy a cell since the grid would not shift by more than 𝑎. Figure J.6 depicts the
system with the cell grid superimposed.

Figure J.5. An illustration of the field-driven plate flow problem considered in this simulation.
The fluid occupies the gap between two parallel plates of size 𝐿, and a uniform gravity field is
introduced at the start of the simulation. Periodic boundaries are imposed in the 𝑥- and 𝑧directions, while walls are introduced at the edges of the simulation box in the 𝑦-direction. Flow
is expected to develop with an average velocity profile similar to sketched contour.
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Figure J.6. A cross-section of a 3 x 3 x 3 cell grid (red) superimposed over the simulation space.
Before every collision, the grid is randomly translated to a new position (blue dotted lines in this
case). The gap thickness is conveniently chosen to equal the length of one less the number of
cell slabs in the y-direction. MPC particles may populate any of the cells, but can only exist in the
non-shaded region.

A parabolic 𝑥-velocity profile is expected in steady state. Assuming no slip at the walls,
the Navier-Stokes equations predict the following fluid dynamic viscosity for a Newtonian fluid
for laminar, fully-developed flow.

𝜂=

𝜌𝑔𝐿2
8𝑣𝑥,𝑚𝑎𝑥

Eq. J.7

Here, 𝑔 is the gravity field acceleration, and 𝑣𝑥,𝑚𝑎𝑥 is the maximum velocity in the 𝑥-direction.
Eq. J.7 can be used to computationally determine 𝜂 in a parallel plate flow simulation, which can
be compared with the MPC theoretical prediction from Eq. J.6.
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The MPC fluid experiences substantial slip at the walls. To reduce slip by improving
momentum transfer at the walls, “ghost particles” can be introduced. These particles have the
same mass as real MPC particles, but do not actually exist to the same capacity. They do not
undergo a streaming step, but their momentum is felt within cells at walls and is accounted for
during collisions. Each wall cell possesses as many ghost particles as are needed to maintain the
density at ρ. Each ghost particle has a random, independent velocity that follows a normal
distribution consistent with equilibrium dynamics. The system does not keep track of the ghost
particles- they are generated within cells next to walls prior to a collision, used for the collision,
and eliminated after a collision. In essence, ghost particles allow additional momentum to be
exchanged with the wall, reducing slip.
Since the temperature is fixed in these simulations by design, it becomes necessary that
〈𝐸𝑘 〉 remains approximately constant with time. However, with a gravity field introduced,
energy is added to the system over time and 〈𝐸𝑘 〉 will increase unless the excess energy is
properly dissipated to the environment. Ghost particles are a means to remove some added
energy from the system, but are insufficient for large 𝐿 or 𝑔. To moderate the system energy, a
local thermostat is introduced to each cell. The thermostat scales the particle velocities such
that on average 𝐸𝑘 is scaled to its equilibrium value, 1.5𝑘𝑏 𝑇. Mathematically, this is described
for particle 𝑖 in cell 𝑗 by the following algorithm.

∆𝒗𝑖 (𝑡) = 𝒗𝑖 (𝑡) − 𝒗𝑗𝑐𝑚 (𝑡)

Eq. J.8

2Γ
∆𝒗′𝑖 (𝑡) = ∆𝒗𝑖 (𝑡)√
𝑁𝑐
2
𝑚 ∑𝑖=1 ∆𝒗′𝑖

Eq. J.9
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𝒗𝑖 (𝑡) = ∆𝒗′𝑖 (𝑡) + 𝒗𝑗𝑐𝑚 (𝑡)

Eq. J.10

The random variate Γ follows a gamma distribution with a shape parameter of 1.5(𝑁𝑐 − 1) and
a scale parameter of 𝑘𝑏 𝑇. During a thermostat moderation step, Γ is independently generated
once per cell, and the scaling is performed on every particle in that cell. A local thermostat such
as this effectively regulates system energy while allowing for the correct velocity and density
profiles to develop, as previously shown in literature (Huang, Chatterji, Sutmann, Gompper,
Winkler. Journal of Computational Physics 2010).

J.2.2

Method

The simulation was initialized with randomly-dispersed MPC particles whose positions
followed a uniform distribution and velocities followed a normal distribution consistent with the
equilibrium state. Periodic boundary conditions were imposed in the 𝑥- and 𝑧-directions, and
wall boundary conditions were imposed in the 𝑦-direction using the bounce-back condition and
the introduction of ghost particles. A thermostat was applied to regulate the system every 15
time steps.
The 𝑣𝑥 was measured as a function of the 𝑦-coordinate over time. The average of this
velocity, 〈𝑣𝑥 〉, which was equivalent to the volumetric flux, was monitored over time to
determine when the system fully developed into a steady state flow. The profiles 𝑣𝑥 (𝑦), 〈𝐸𝑘 (𝑦)〉
and 〈𝑁𝑐 (𝑦)〉 were obtained from averages of steady state data. The maximum value for the 𝑣𝑥
profile was used with Eq. J.7 to obtain a measurement for 𝜂.
The MPC particle properties were set to 𝜌 = 10, 𝑚 = 1, 𝛼 = 130° and ℎ = 0.1. The terms 𝑎
and 𝑘𝑏 𝑇 were set to 1. A grid was set up that measured 30 cells long in the 𝑥- and 𝑧-directions,
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and 31 cells long in the 𝑦-direction. Thus, 𝐿 was set to 30 in units of 𝑎. A constant 𝑔 = 0.005 was
uniformly imposed in the 𝑥-direction. The simulation duration was 5000 time steps, or 500 time
units.

J.2.3

Results

Figure J.7 shows 〈𝑣𝑥 〉 over time. This value initialized at 0, which was consistent with the
knowledge that the system starts in an equilibrium state in the absence of a field. The profile
rapidly increased at first, and its growth decayed until it appeared to plateau around 0.5 for 𝑡 >
350. The flow was then considered fully developed, and all 𝑦-profile averages were taken using
data in this time regime.

Figure J.7. The average 𝑥-velocity (or flux) 〈𝑣𝑥 〉 over time.

Figure J.8 shows the average 〈𝑣𝑥 (𝑦)〉, 〈𝐸𝑘 (𝑦)〉 and 〈𝑁𝑐 (𝑦)〉 in steady state. The velocity
profile indicated that there was partial slip at the walls, with a wall velocity that was less than
5% of the maximum velocity in the center of the plate. A second order polynomial was fit to the
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data as indicated by the red dotted line. The accuracy of the fit confirmed that the profile was
parabolic, as anticipated. The maximum velocity in the center of the plate was 0.654, which
corresponded to a dynamic viscosity of 8.60. This compared with an expected viscosity of 8.70
from theory, yielding an error of about 1 %. This difference was readily explained by the partial
slip at the walls- in the absence of such slip, the measured viscosity would be slightly larger. Any
additional error was attributed to an averaging error from a small sampling size. Both the
〈𝐸𝑘 (𝑦)〉 and 〈𝑁𝑐 (𝑦)〉 profiles appeared uniform, as expected. It is worthwhile to note that if the
thermostat was working incorrectly, one or both of these profiles would have been nonuniform. This result was then a partial indication that the thermostat works properly.
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Figure J.8. Profiles in the 𝑦-direction for (a) average 𝑥-velocity 〈𝑣𝑥 (𝑦)〉, (b) average particle
kinetic energy 〈𝐸𝑘 (𝑦)〉 and (c) particle number density 〈𝑁𝑐 (𝑦)〉. Averages were determined
using particle data for t > 350. The error bars denote standard deviations determined from the
averages.
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APPENDIX K
BIOPOLYMER STABILITY IN IONIC LIQUID MIXTURES
When evaluating phase stability in general, scattering is an ideal technique. Even submicron precursors to phase separation will result in dramatically higher scattering intensities, and
their size scale in dilute solution can be systematically quantified by techniques such as dynamic
light scattering. For these reasons, the static and dynamic light scattering response are considered
to evaluate storage stability for the following solutions; two biopolymers, silk and cellulose, in
ionic liquid-based solvents. Ionic liquids are attractive materials because of their essentially nonexistent vapor pressure and combinatorial property tunability via cation and anion selection1.
Ionic liquids have attracted recent interest for long-term protein storage stability2, and have
demonstrated some success on model proteins such as cytochrome C3. Here, the stability of two
non-peptide biopolymers is considered.

K.1

Methods

Two polymers and three solvent conditions were considered, yielding six possible
polymer solutions, each with a concentration of 1 wt. %. Measurements on further diluted
solutions were not attempted due to low scattering contrast. The two polymer samples were
silk and cellulose. The three solvent conditions were pure 1-ethyl-3-methylimidazolium acetate
(EAc), a mixture of EAc and acetonitrile (AN) in a 1:1 weight ratio, and a mixture of EAc and
water in a 1:1 weight ratio. All final measurements were taken in February 2016, which was
about 2.5 months after receiving the materials. Scattering samples were prepared by direct
filtration through a poly(tetrafluoroethylene) membrane with a pore diameter rating of 0.22 µm
into clean 12 mm diameter glass culture tubes (Thermo Fisher Scientific, Waltham MA USA).
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Because of the high viscosity of these liquids, a syringe pump was used inside a dust-free
laminar flow hood for filtration.
Light scattering measurements were made by a Brookhaven Instruments BI-APD
photodiode detector connected to a BI-9000AT variable-channel autocorrelator (Brookhaven
Instruments Corporation, Holtsville NY USA). The detector was mounted on a goniometer
focused on a decalin heat bath through a color filter and a 1-µm pinhole aperture. A solid-state
laser (𝜆 = 637 nm) with a power of 30 mW was used as the incident light source. Measurements
were taken at angles ranging from 70° to 110°. Scattered light intensity 𝐼 and the normalized
intensity autocorrelation function 𝑔(2) = 〈𝐼(𝑡)𝐼(𝑡 + 𝜏)〉⁄〈𝐼(𝑡)𝐼(𝑡)〉 were simultaneously
measured.
Data for 𝑔(2) were converted to the absolute values of the normalized field amplitude
(𝐸) autocorrelation function 𝑔(1) = 〈𝐸(𝑡)𝐸(𝑡 + 𝜏)〉⁄〈𝐸(𝑡)𝐸(𝑡)〉 by the Siegert relation50. This
relationship is given below.

𝑔(1) (𝜏) = √|𝑔(2) (𝜏) − 1|

Eq. K.1

The decay time here is 𝜏 and the observation time is 𝑡. Data for 𝑔(1) were then fit with a
decaying exponential function such that fit residuals were negligible within the data range of
interest. The functional form of this fit is given by the following.

𝑔(1) (𝜏) = 𝐴 + 𝐵exp(−Γ𝜏)

Eq. K.2

Here, 𝐴 is a baseline, 𝐵 is a weighting prefactor, and the characteristic decay rate is Γ.
For modes of field amplitude relaxation that correspond to diffusive processes, Γ is related to
the scattering vector 𝑞 by Γ = 𝐷𝑞 2 , where 𝐷 is the diffusion coefficient. For diffusive modes of
301

relaxation, 𝐷 was converted to a hydrodynamic radius 𝑅ℎ by the Stokes-Einstein relation.
Temperature was maintained at 21 °C for all experiments.
Measurements for the dynamic viscosity 𝜂 of each solvent were taken at 21 °C using a
TA Instruments AR-2000 rheometer (TA Instruments, New Castle DE USA) with a cone-and-plate
geometry, a 40-mm aluminum top cone with an incline of 2°, and a minimum gap thickness of
50 µm. While accounting for frictional losses and instrument inertia, the steady-state shear
stress 𝜎 was measured for various strain rates 𝛾̇ . For sufficiently low shear rates, an apparent
viscosity 𝜂𝑎𝑝𝑝 can be determined by the ratio 𝜎/𝛾̇ . From this, 𝜂 was determined by linear
extrapolation to zero shear rate. Estimates for the refractive index 𝑛0 were determined from
physical properties tables for pure components, and by assuming additivity by volume for
mixtures.
Fluorescent activity of pure EAc was measured using a PerkinElmer LS 55 fluorescence
spectrometer (PerkinElmer, Waltham, MA, USA). The sample was excited with monochromatic
incident light at two wavelengths, either 420 nm or 632 nm. The intensity of scattered light at
90° was recorded for a range of wavelengths from 450 nm to 700 nm

K.2

Results

First, EAc exhibited appreciable fluorescent activity around 500 nm. Figure K.1 clearly
illustrates this activity. Scattering analysis using green light, for example, was not
straightforward, but using red light avoided fluorescence effects. Fortunately, the Brookhaven
scattering instrument used in this study relied on red laser light.
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Figure K.1. Fluorescence emission spectra of EAc for two different wavelengths of excitation.

Solvent viscosities are shown in Figure K.2 for various shear rates. An extrapolation to
zero shear was appropriate for these data, and were then applied to dynamic light scattering
results. Table K.1 lists relevant solvent properties.
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Figure K.2. Apparent viscosity for different shear rates for each of the three solvents. Data
markers indicate experiment measurements, while solid lines denote linear fits.

Solvent
EAc
1:1 w/w EAc/AN
1:1 w/w EAc/water

𝜂 (Pa s)
0.121
0.0183
0.0505

𝑛0
1.50
1.41
1.41

Table K.1. Properties of ionic liquid-based solvents.

Example data for 𝑔(2) (𝜏) − 1 are provided in Figure K.3. Both were taken at 90° and
include superimposed exponential fits. One mode dominated which was attributed to the
diffusion of individual polymer chains. There was a significant short- 𝜏 correlation, especially
when the solvent was 1:1 EAc/AN, which corresponded to some process faster than the
diffusion of polymer chains. Given the exceptionally low values of 𝐵, which typically was around
0.6 rather than 0.01, it was difficult to interpret these fast correlations. The cause of these small
correlations was expected when the polymer-solvent contrast was so low.
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In any case, Figure K.4 shows linear trends that were consistent with the Brownian
motion of polymer chains. The values for 𝐷 and 𝑅ℎ obtained from the slopes in this figure are
summarized in Table K.2. It was assumed here that the polymers were sufficiently dilute at 1 wt.
%. If this was not the case, the listed values for 𝑅ℎ are not strictly correct, and are probably
overestimates.
Also in Table K.2 is the ratio of polymer excess scattering intensity 𝐼𝑒𝑥 to solvent
background scattering intensity 𝐼𝑏𝑔 , which gives a measure of contrast. These small values
highlighted the low signal-to-noise ratio in these experiments. Because of low contrast, it was
not straightforward to characterize the radius of gyration, the molecular weight, and the second
virial coefficient to osmotic pressure via Zimm analysis.

Figure K.3. Example correlation functions, illustrating a higher-contrast case (blue) and a lowercontrast case (green) as well as their exponential fits (solid lines).
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Figure K.4. Decay rate Γ plotted against the squared scattering vector 𝑞 2 for each polymer
solution.

Composition
cellulose in EAc
cellulose in 1:1 EAc/AN
cellulose in 1:1 EAc/water
silk in EAc
silk in 1:1 EAc/AN
silk in 1:1 EAc/water

𝐷×109 (cm2/s)
1.8 ± 0.5
17. ± 1.6
5.2 ± 1.1
2.0 ± 0.4
20. ± 2.7
6.4 ± 0.9

𝑅ℎ (nm)
9.7 ± 2.9
6.8 ± 0.6
8.3 ± 1.7
8.8 ± 1.6
5.9 ± 0.8
6.7 ± 1.0

𝐼𝑒𝑥 ⁄𝐼𝑏𝑔 at 90°
0.099
0.303
0.193
0.319
0.499
0.484

Table K.2. Summary data for dynamic light scattering of these experiments. Error bars reflect
95% confidence based on regression analysis.

K.3

Conclusion

The low and steady scattering contrast together with diffusivity measurements
consistent with isolated polymer chains strongly support the stability of these two polymers in
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these three solvents. The delayed measurements of this work (about three months after initial
solution preparation) also indicates long-term storage stability.
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APPENDIX L
CODES FOR KEY ANALYSIS PROGRAMS
A variety of computer programming codes were written to assist in data collection, data
analysis, numerical simulation and computation throughout this work. The ones that are nonobvious to reproduce are documented in this appendix. All codes are written in C++ or CUDA, a
C++ derivative used for parallel programming on compatible Nvidia graphics processing units.
This appendix is divided into sections, one for the source code each program, and sub-sections
for each file associated with a single program. All files must be present during compilation to
generate a program.

L.1

Cahn-Hilliard-Cook Numerical Phase Separation Calculation

This code, main.cpp, numerically solves the three-dimensional Cahn-Hilliard-Cook
differential equation using the Flory-Huggins-de Gennes free energy expression. An almost
uniform density distribution is taken as the initial condition, with small random fluctuations, and
the equation is simply integrated with time. An input file, params.in, is required to read in the
parameters necessary to run the calculation.

L.1.3

params.in

1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.

nPoints 128
nSteps
50000
profileReportInterval
sizeReportInterval
dr
1.0
dt
0.01
chi
chis
0.02
phi0
0.32
phi0Noise 0.02
thermalNoise
seed
2

// number of finite elements along one box side
// number of integration steps
10000
// step interval to report a sample density profile
1000
// step interval to report domain size metrics
// distance between adjacent finite elements
// time integration size
0.023
// Flory Chi parameter
// Spinodal Chi parameter
// initial average volume fractions
// standard deviation of initial volume frac. fluctuations
1
// set to 1 for regular CHC noise
// RNG seed.
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L.1.2

main.cpp

1.
2.
3.
4.
5.
6.
7.
8.

// NumPhaseSep
// Author: Michael Andrew Leaf
// Date: 1/20/2014
// Description: Numerically Solve CHC Equation for Binary Phase Sep.
// main.cu: main file with functions and class method definitions
// Code is wrriten for CUDA, but those parts can be commented out and replaced
// with the commented functions used for Serial CPU computation
// Library Inclusions
&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&
#include "Classes.h"
#include <iostream>
#include <fstream>
#include <cmath>
#include <cstdlib>
#include <fftw3.h>
#include <curand_kernel.h>
using namespace std;

9.
10.
11.
12.
13.
14.
15.
16.
17.
18. // Function Declarations
&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&
19. // Serial integration
20. //void calcNextPhi(Point ***points, Params par, int *p, int *q);
21.
22.
23. // CUDA ADDITION !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
24. __global__ void setup_kernel_rand (curandState *state, unsigned long seed){
25.
int i = threadIdx.x + blockIdx.x * blockDim.x;
26.
curand_init(seed, i, 0, &state[i]);
27. }
28.
29. __global__ void calcMu(Point *d_points, Params *d_par, int *d_a, int *d_b){
30.
int i = threadIdx.x + blockIdx.x * blockDim.x;
31.
int x, y, z, ixp, ixm, iyp, iym, izp, izm, n, nn;
32.
double phi, S1, E1, G1, L1, dr, SP, SPP;
33.
34.
n = d_par->n;
35.
nn = d_par->nn;
36.
dr = d_par->dr;
37.
phi = d_points[i].phi;
38.
39.
x = i / nn;
40.
y = (i % nn) / n;
41.
z = i % n;
42.
43.
ixp = d_a[x] * nn + y * n + z;
44.
ixm = d_b[x] * nn + y * n + z;
45.
iyp = x * nn + d_a[y] * n + z;
46.
iym = x * nn + d_b[y] * n + z;
47.
izp = x * nn + y * n + d_a[z];
48.
izm = x * nn + y * n + d_b[z];
49.
50.
SP = pow((d_points[ixp].phi - d_points[ixm].phi) / 2.0 / dr, 2.0);
51.
SP += pow((d_points[iyp].phi - d_points[iym].phi) / 2.0 / dr, 2.0);
52.
SP += pow((d_points[izp].phi - d_points[izm].phi) / 2.0 / dr, 2.0);
53.
54.
SPP = (d_points[ixp].phi - 2.0 * phi + d_points[ixm].phi) / dr / dr;
55.
SPP += (d_points[iyp].phi - 2.0 * phi + d_points[iym].phi) / dr / dr;
56.
SPP += (d_points[izp].phi - 2.0 * phi + d_points[izm].phi) / dr / dr;
57.
58.
S1 = d_par->C1 * log(phi / (1.0 - phi));
59.
E1 = d_par->C2 * phi;
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G1 = SP * (1.0 - 2.0 * phi) / 36.0 / pow(phi, 2.0) / pow((1.0 - phi), 2.0);
L1 = -SPP / 18.0 / phi / (1.0 - phi);
d_points[i].mu = S1 + E1 + G1 + L1;
}
__global__ void calcJNet(Point *d_points, Params *d_par, int *d_a, int *d_b,
curandState *devStates){
int i = threadIdx.x + blockIdx.x * blockDim.x;
int x, y, z, n, nn, ixp, ixm, iyp, iym, izp, izm;
double dr, sigma, SPx, SPy, SPz, etax, etay, etaz;
curandState localState = devStates[i];
dr = d_par->dr;
n = d_par->n;
nn = d_par->nn;
sigma = d_par->sigma;
x = i / nn;
y = (i % nn) / n;
z = i % n;
ixp = d_a[x] * nn + y * n + z;
ixm = d_b[x] * nn + y * n + z;
iyp = x * nn + d_a[y] * n + z;
iym = x * nn + d_b[y] * n + z;
izp = x * nn + y * n + d_a[z];
izm = x * nn + y * n + d_b[z];
SPx = (d_points[ixp].mu - d_points[ixm].mu) / 2.0 / dr;
SPy = (d_points[iyp].mu - d_points[iym].mu) / 2.0 / dr;
SPz = (d_points[izp].mu - d_points[izm].mu) / 2.0 / dr;
etax = sigma * curand_normal_double(&localState);
etay = sigma * curand_normal_double(&localState);
etaz = sigma * curand_normal_double(&localState);
d_points[i].jNet.x = SPx + etax;
d_points[i].jNet.y = SPy + etay;
d_points[i].jNet.z = SPz + etaz;
//localState = devStates[i];
devStates[i] = localState;
}
__global__ void updatePhi(Point *d_points, Params *d_par, int *d_a, int *d_b){
int i = threadIdx.x + blockIdx.x * blockDim.x;
int x, y, z, n, nn, ixp, ixm, iyp, iym, izp, izm;
double dr, divj;
dr = d_par->dr;
n = d_par->n;
nn = d_par->nn;
x = i / nn;
y = (i % nn) / n;
z = i % n;
ixp = d_a[x] * nn + y * n + z;
ixm = d_b[x] * nn + y * n + z;
iyp = x * nn + d_a[y] * n + z;
iym = x * nn + d_b[y] * n + z;
izp = x * nn + y * n + d_a[z];
izm = x * nn + y * n + d_b[z];
divj =

(d_points[ixp].jNet.x - d_points[ixm].jNet.x) / 2.0 / dr +
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(d_points[iyp].jNet.y - d_points[iym].jNet.y) / 2.0 / dr +
(d_points[izp].jNet.z - d_points[izm].jNet.z) / 2.0 / dr;
d_points[i].phi += 0.5 * divj * d_par->dt;
}
// !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
// Main Function &&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&
int main()
{
// Setup +++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
int t, i, j, k, q;
int sizeCounter = 0;
int profileCounter = 0;
Params par;
par.importParams("params.in");
SavedData *dat = new SavedData(par);
CalculatedData *calc = new CalculatedData(par);
dat->initialize();
calc->initialize();
srand(par.seed);
Point ***points = new Point**[par.n];
for(i=0; i<par.n; i++){
points[i] = new Point*[par.n];
for(j=0; j<par.n; j++)
points[i][j] = new Point[par.n];
}
// Initialize Points and Scale to Desired Average Concentration ++++++++++++
for(i=0; i<par.n; i++)
for(j=0; j<par.n; j++)
for(k=0; k<par.n; k++)
points[i][j][k].phi = par.phi0Noise * (2*(double)rand()/
(double)RAND_MAX-1) + par.phi0;
calc->findPhiAvg(points);
for(i=0; i<par.n; i++)
for(j=0; j<par.n; j++)
for(k=0; k<par.n; k++)
points[i][j][k].phi *= par.phi0 / calc->phiAvg;
// Define Periodically-Corrected Indices +++++++++++++++++++++++++++++++++++
int *a = new int[par.n];
int *b = new int[par.n];
for(i=0; i<par.n; i++){
a[i] = i + 1;
b[i] = i - 1;
}
a[par.n-1] = 0;
b[0] = par.n-1;
// Define q, r Output Variables ++++++++++++++++++++++++++++++++++++++++++++
for(q=0; q<par.qmax; q++){
dat->qOutput[q] = (q + 0.5) / (double)par.n / par.dr;
dat->rOutput[q] = (q + 0.5) * par.dr;
}
// CUDA ADDITION !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
Point *points1 = new Point[(int)par.nnn];
Point *d_points;
Params *d_par;
int *d_a;
int *d_b;
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const int points_size = par.nnn * sizeof(Point);
const int params_size = sizeof(Params);
const int a_size = par.n * sizeof(int);
const int states_size = par.nnn * sizeof(curandState);
cudaMalloc((void **) &d_points, points_size);
cudaMalloc((void **) &d_par, params_size);
cudaMalloc((void **) &d_a, a_size);
cudaMalloc((void **) &d_b, a_size);
cudaMemcpy(d_par, &par, params_size, cudaMemcpyHostToDevice);
cudaMemcpy(d_a, a, a_size, cudaMemcpyHostToDevice);
cudaMemcpy(d_b, b, a_size, cudaMemcpyHostToDevice);
for(i=0; i<par.n; i++)
for(j=0; j<par.n; j++)
for(k=0; k<par.n; k++)
points1[i*par.nn+j*par.n+k] = points[i][j][k];
cudaMemcpy(d_points, points1, points_size, cudaMemcpyHostToDevice);
curandState *devStates;
cudaMalloc((void **) &devStates, states_size);
setup_kernel_rand <<<(int)par.nnn/64, 64>>> (devStates, par.seed);
// !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
// Time Loop +++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
for(t=0; t<=par.nSteps; t++){
// Update Concentration
//calcNextPhi(points, par, a, b);
calcMu<<<(int)par.nnn/64, 64>>>(d_points, d_par, d_a, d_b);
calcJNet<<<(int)par.nnn/64, 64>>>(d_points, d_par, d_a, d_b, devStates);
updatePhi<<<(int)par.nnn/64, 64>>>(d_points, d_par, d_a, d_b);
// At a Report Steps, do the Following
if(t % par.sizeReportInterval == 0){
cout << "t = " << t << endl;
// CUDA ADDITION !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
cudaMemcpy(points1, d_points, points_size, cudaMemcpyDeviceToHost);
for(i=0; i<par.n; i++)
for(j=0; j<par.n; j++)
for(k=0; k<par.n; k++){
points[i][j][k] = points1[i*par.nn+j*par.n+k];
}
// !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
cout << "Sample phi: " << points1[0].phi << endl;
calc->findSize(points);
dat->t1Output[sizeCounter] = (t + 1) * par.dt;
dat->rmOutput[sizeCounter] = calc->rm;
dat->qmOutput[sizeCounter] = calc->qm;
dat->phiAvgOutput[sizeCounter] = calc->phiAvg;
if(t % par.profileReportInterval == 0){
dat->t2Output[profileCounter] = (t + 1) * par.dt;
for(i=0; i<par.n; i++)
for(j=0; j<par.n; j++){
dat->phiOutput[profileCounter][i][j] =
points[i][j][0].phi;
dat->sOutput[profileCounter][i][j] = points[i][j][0].s;
}
for(q=0; q<par.qmax; q++){
dat->qScaledOutput[profileCounter][q] = dat->qOutput[q]
* calc->rm;
dat->rScaledOutput[profileCounter][q] = dat->rOutput[q]
/ calc->rm;
dat->sAvgOutput[profileCounter][q] = calc->sAvg[q];

312

255.
dat->gAvgOutput[profileCounter][q] = calc->gAvg[q];
256.
dat->sAvgScaledOutput[profileCounter][q] = calc->sAvg[q]
257.
/ pow(calc->rm, 3);
258.
}
259.
profileCounter++;
260.
}
261.
sizeCounter++;
262.
}
263.
}
264.
265.
// Write to Files
266.
dat->exportSavedData();
267.
268.
// Memory Cleanup ++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
269.
270.
// CUDA ADDITION !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
271.
cudaFree(d_points);
272.
cudaFree(d_par);
273.
cudaFree(d_a);
274.
cudaFree(d_b);
275.
cudaFree(devStates);
276.
delete [] points1;
277.
// !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
278.
279.
dat->destroy();
280.
calc->destroy();
281.
282.
for(i=0; i<par.n; i++){
283.
for(j=0; j<par.n; j++)
284.
delete [] points[i][j];
285.
delete [] points[i];
286.
}
287.
288.
delete [] a;
289.
delete [] b;
290.
delete [] points;
291.
delete dat;
292.
delete calc;
293.
294.
return 0;
295. }
296.
297. // Function Definitions
&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&
298. // Serial time integration
299. /*void calcNextPhi(Point ***points, Params par, int *p, int *q){
300.
int i, j, k;
301.
double phi, divj, S1, E1, G1, L1;
302.
Vector SP, SPP, eta;
303.
304.
for(i=0; i<par.n; i++){
305.
for(j=0; j<par.n; j++){
306.
for(k=0; k<par.n; k++){
307.
SP = Vector(
308.
(points[p[i]][j][k].phi - points[q[i]][j][k].phi)
309.
/ 2.0 / par.dr,
310.
(points[i][p[j]][k].phi - points[i][q[j]][k].phi)
311.
/ 2.0 / par.dr,
312.
(points[i][j][p[k]].phi - points[i][j][q[k]].phi)
313.
/ 2.0 / par.dr
);
314.
315.
SPP = Vector(
316.
(points[p[i]][j][k].phi - 2.0 * points[i][j][k].phi
317.
+ points[q[i]][j][k].phi) / par.dr / par.dr,
318.
(points[i][p[j]][k].phi - 2.0 * points[i][j][k].phi
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319.
+ points[i][q[j]][k].phi) / par.dr / par.dr,
320.
(points[i][j][p[k]].phi - 2.0 * points[i][j][k].phi
321.
+ points[i][j][q[k]].phi) / par.dr / par.dr
);
322.
323.
phi = points[i][j][k].phi;
324.
S1 = par.C1 * log(phi / (1.0 - phi));
325.
E1 = par.C2 * phi;
326.
G1 = SP.dotProduct() * (1.0 - 2.0 * phi) / 36.0
327.
/ pow(phi, 2.0) / pow((1.0 - phi), 2.0);
328.
L1 = -SPP.compSum() / 18.0 / phi / (1.0 - phi);
329.
330.
points[i][j][k].mu = S1 + E1 + G1 + L1;
331.
}
332.
}
333.
}
334.
335.
for(i=0; i<par.n; i++){
336.
for(j=0; j<par.n; j++){
337.
for(k=0; k<par.n; k++){
338.
SP = Vector(
339.
(points[p[i]][j][k].mu - points[q[i]][j][k].mu) / 2.0
340.
/ par.dr,
341.
(points[i][p[j]][k].mu - points[i][q[j]][k].mu) / 2.0
342.
/ par.dr,
343.
(points[i][j][p[k]].mu - points[i][j][q[k]].mu) / 2.0
344.
/ par.dr );
345.
eta = Vector(
gsl_ran_gaussian(r, par.sigma),
346.
gsl_ran_gaussian(r, par.sigma),
347.
gsl_ran_gaussian(r, par.sigma) );
348.
349.
points[i][j][k].jNet = SP + eta;
350.
}
351.
}
352.
}
353.
354.
for(i=0; i<par.n; i++){
355.
for(j=0; j<par.n; j++){
356.
for(k=0; k<par.n; k++){
357.
divj = (points[p[i]][j][k].jNet.x - points[q[i]][j][k].jNet.x)
358.
/ 2.0 / par.dr +
359.
(points[i][p[j]][k].jNet.y - points[i][q[j]][k].jNet.y)
360.
/ 2.0 / par.dr +
361.
(points[i][j][p[k]].jNet.z - points[i][j][q[k]].jNet.z)
362.
/ 2.0 / par.dr;
363.
364.
points[i][j][k].phi += 0.5 * divj * par.dt;
365.
}
366.
}
367.
}
368. }*/
369.
370. // Class Method Definitions &&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&
371. void Params::importParams(string in){ // Import parameters from script file
372.
double value;
373.
string name;
374.
375.
ifstream input(in.c_str());
376.
if(input.fail()){ cerr << "Error opening file\n"; exit(1); }
377.
cout << "Input parameters:" << endl;
378.
while(!input.eof()){
379.
input >> name;
380.
input >> value;
381.
cout << name << "\t" << value << endl;
382.
383.
if(name == "nPoints"){
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384.
n = value;
385.
nn = value * value;
386.
nnn = value * value * value;
387.
qmax = value / 2.1;
388.
} else if(name == "nSteps"){
389.
nSteps = value;
390.
} else if(name == "profileReportInterval"){
391.
profileReportInterval = value;
392.
} else if(name == "sizeReportInterval"){
393.
sizeReportInterval = value;
394.
} else if(name == "dr"){
395.
dr = value;
396.
} else if(name == "dt"){
397.
dt = value;
398.
} else if(name == "chi"){
399.
chi = value;
400.
} else if(name == "chis"){
401.
chis = value;
402.
} else if(name == "phi0"){
403.
phi0 = value;
404.
} else if(name == "phi0Noise"){
405.
phi0Noise = value;
406.
} else if(name == "thermalNoise"){
407.
sigma = value;
408.
} else if(name == "seed"){
409.
seed = value;
410.
} else {
411.
cout << "^is not a valid input" << endl;
412.
}
413.
}
414.
415.
nProfileReportSteps = floor(nSteps / profileReportInterval) + 1;
416.
nSizeReportSteps = floor(nSteps / sizeReportInterval) + 1;
417.
epsilon = 4.0 * sqrt(chi - chis);
418.
sigma *= sqrt(epsilon / dt / 3.0 / pow(dr, 3.0));
419.
C1 = chis / 2.0 / (chi - chis);
420.
C2 = -2.0 * chi / (chi - chis);
421.
422.
if((int)nnn % 64 != 0){
423.
cerr << "Error! #points must be divisible by 64\n";
424.
exit(1);
425.
}
426.
if(profileReportInterval % sizeReportInterval != 0){
427.
cerr << "Error! profile report interval must be a multiple \n";
428.
exit(1);
429.
}
430.
if(profileReportInterval < sizeReportInterval){
431.
cerr << "Error! profile report interval < size report interval\n";
432.
exit(1);
433.
}
434.
435.
input.close();
436. }
437.
438. void CalculatedData::initialize(){
// Initialize fft pointers in object
439.
in = (fftw_complex*) fftw_malloc(sizeof(fftw_complex) * (int)par.nnn);
440.
out = (fftw_complex*) fftw_malloc(sizeof(fftw_complex) * (int)par.nnn);
441.
p1 = fftw_plan_dft_3d(par.n, par.n, par.n, in, out, FFTW_FORWARD,
442.
FFTW_ESTIMATE);
443.
p2 = fftw_plan_dft_3d(par.n, par.n, par.n, in, out, FFTW_BACKWARD,
444.
FFTW_ESTIMATE);
445.
446.
sAvg = new double[par.qmax];
447.
gAvg = new double[par.qmax];
448. }
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void CalculatedData::destroy(){
fftw_destroy_plan(p1);
fftw_destroy_plan(p2);
fftw_free(in);
fftw_free(out);

// Clean up fft pointers in object

delete [] sAvg;
delete [] gAvg;
}
void CalculatedData::findPhiAvg(Point ***points){
// Update phiAvg for points
phiAvg = 0.0;
for(int i=0; i<par.n; i++){
for(int j=0; j<par.n; j++){
for(int k=0; k<par.n; k++){
phiAvg += points[i][j][k].phi;
}
}
}
phiAvg /= par.nnn;
}
void CalculatedData::findSize(Point ***points){
int q, ctr, i, j, k, i2, j2, k2;
double sTotal, radius, slope;

// Update phiAvg, qm and rm

findPhiAvg(points);
// Do a Fourier Transform and Calculate Local Structure Factor
for(i=0; i<par.n; i++){
for(j=0; j<par.n; j++){
for(k=0; k<par.n; k++){
in[i*par.nn + j*par.n + k][0] = points[i][j][k].phi - phiAvg;
in[i*par.nn + j*par.n + k][1] = 0.0;
}
}
}
fftw_execute(p1);
for(i=0; i<par.n; i++){
for(j=0; j<par.n; j++){
for(k=0; k<par.n; k++){
points[i][j][k].s = (pow(out[i*par.nn + j*par.n + k][0], 2.0)
+ pow(out[i*par.nn + j*par.n + k][1], 2.0)) / par.nnn;
}
}
}
// Calculate Spherically-Averaged Structure Factor Profile
for(q=0; q<par.qmax; q++){
sAvg[q] = 0.0;
ctr = 0;
for(i=0; i<par.n/2; i++){
for(j=0; j<par.n/2; j++){
for(k=0; k<par.n/2; k++){
radius = sqrt(i*i + j*j + k*k);
if(radius>q && radius<=q+1){
i2 = 0; if(i>0) i2 = par.n - i;
j2 = 0; if(j>0) j2 = par.n - j;
k2 = 0; if(k>0) k2 = par.n - k;
sAvg[q] += points[i][j][k].s;
sAvg[q] += points[i][j2][k].s;
sAvg[q] += points[i2][j][k].s;
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sAvg[q] += points[i2][j2][k].s;
sAvg[q] += points[i][j][k2].s;
sAvg[q] += points[i][j2][k2].s;
sAvg[q] += points[i2][j][k2].s;
sAvg[q] += points[i2][j2][k2].s;
ctr++;
}
}
}
}
sAvg[q] /= 8.0 * (double)ctr;
}
// Calculate Local Density Correlation Function
for(i=0; i<par.n; i++){
for(j=0; j<par.n; j++){
for(k=0; k<par.n; k++){
in[i*par.nn + j*par.n + k][0] = points[i][j][k].s;
in[i*par.nn + j*par.n + k][1] = 0.0;
}
}
}
fftw_execute(p2);
for(i=0; i<par.n; i++){
for(j=0; j<par.n; j++){
for(k=0; k<par.n; k++){
points[i][j][k].g = out[i*par.nn + j*par.n + k][0] / out[0][0];
}
}
}
// Calculate Spherically-Averaged Density Correlation Function
for(q=0; q<par.qmax; q++){
gAvg[q] = 0.0;
ctr = 0;
for(i=0; i<par.n/2; i++){
for(j=0; j<par.n/2; j++){
for(k=0; k<par.n/2; k++){
radius = sqrt(i*i + j*j + k*k);
if(radius>q && radius<=q+1){
i2 = 0; if(i>0) i2 = par.n - i;
j2 = 0; if(j>0) j2 = par.n - j;
k2 = 0; if(k>0) k2 = par.n - k;
gAvg[q] += points[i][j][k].g;
gAvg[q] += points[i][j2][k].g;
gAvg[q] += points[i2][j][k].g;
gAvg[q] += points[i2][j2][k].g;
gAvg[q] += points[i][j][k2].g;
gAvg[q] += points[i][j2][k2].g;
gAvg[q] += points[i2][j][k2].g;
gAvg[q] += points[i2][j2][k2].g;
ctr++;
}
}
}
}
gAvg[q] /= 8.0 * (double)ctr;
}
// Calculate Average Structure Factor
sTotal = 0.0;
qm = 0.0;
for(q=0; q<par.qmax; q++){
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qm += (q+0.5) * sAvg[q];
sTotal += sAvg[q];
}
qm /= (double)par.n * sTotal * par.dr;
// Calculate Average Correlation Length
q = 0;
while(gAvg[q] > 0.0) q++;
slope = gAvg[q] - gAvg[q-1];
rm = par.dr * (-gAvg[q-1] / slope + q + 0.5);
}
void SavedData::initialize(){ // Initialize pointers inside object
int t, i;
// For the size output files
t1Output = new double[par.nSizeReportSteps];
rmOutput = new double[par.nSizeReportSteps];
qmOutput = new double[par.nSizeReportSteps];
phiAvgOutput = new double[par.nSizeReportSteps];
// For the profile output files
t2Output = new double[par.nProfileReportSteps];
phiOutput = new double**[par.nProfileReportSteps];
sOutput = new double**[par.nProfileReportSteps];
for(t=0; t<par.nProfileReportSteps; t++){
phiOutput[t] = new double*[par.n];
sOutput[t] = new double*[par.n];
for(i=0; i<par.n; i++){
phiOutput[t][i] = new double[par.n];
sOutput[t][i] = new double[par.n];
}
}
qOutput = new double[par.qmax];
rOutput = new double[par.qmax];
qScaledOutput = new double*[par.nProfileReportSteps];
rScaledOutput = new double*[par.nProfileReportSteps];
sAvgOutput = new double*[par.nProfileReportSteps];
gAvgOutput = new double*[par.nProfileReportSteps];
sAvgScaledOutput = new double*[par.nProfileReportSteps];
for(t=0; t<par.nProfileReportSteps; t++){
qScaledOutput[t] = new double[par.qmax];
rScaledOutput[t] = new double[par.qmax];
sAvgOutput[t] = new double[par.qmax];
gAvgOutput[t] = new double[par.qmax];
sAvgScaledOutput[t] = new double[par.qmax];
}
}
void SavedData::destroy(){ // Clean up pointers inside object
int t, i;
for(t=0; t<par.nProfileReportSteps; t++){
for(i=0; i<par.n; i++){
delete [] phiOutput[t][i];
delete [] sOutput[t][i];
}
delete [] phiOutput[t];
delete [] sOutput[t];
delete [] qScaledOutput[t];
delete [] rScaledOutput[t];
delete [] sAvgOutput[t];
delete [] gAvgOutput[t];
delete [] sAvgScaledOutput[t];
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644.
}
645.
646.
delete [] phiOutput;
647.
delete [] sOutput;
648.
delete [] qScaledOutput;
649.
delete [] rScaledOutput;
650.
delete [] sAvgOutput;
651.
delete [] gAvgOutput;
652.
delete [] sAvgScaledOutput;
653.
delete [] t1Output;
654.
delete [] rmOutput;
655.
delete [] qmOutput;
656.
delete [] phiAvgOutput;
657.
delete [] t2Output;
658.
delete [] qOutput;
659.
delete [] rOutput;
660. }
661.
662. void SavedData::exportSavedData(){ // Write to files
663.
int t, i, j, q;
664.
665.
ofstream sAvgProfile; sAvgProfile.open("sAvgProfile.txt");
666.
ofstream gAvgProfile; gAvgProfile.open("gAvgProfile.txt");
667.
ofstream phiProfile; phiProfile.open("phiProfile.txt");
668.
ofstream sProfile; sProfile.open("sProfile.txt");
669.
ofstream rFile; rFile.open("DomainSize.txt");
670.
671.
rFile << "time\tphiAvg\tqm\trm\n";
672.
for(t=0; t<par.nSizeReportSteps; t++)
673.
rFile << t1Output[t] << "\t" << phiAvgOutput[t] << "\t" << qmOutput[t]
674.
<< "\t" << rmOutput[t] << "\n";
675.
676.
sAvgProfile << "t:\t";
677.
gAvgProfile << "t:\t";
678.
for(t=0; t<par.nProfileReportSteps; t++){
679.
sAvgProfile << t2Output[t] << "\t";
680.
gAvgProfile << t2Output[t] << "\t";
681.
phiProfile << "t = " << t2Output[t] << ":\n";
682.
sProfile << "t = " << t2Output[t] << ":\n";
683.
for(i=0; i<par.n; i++){
684.
for(j=0; j<par.n; j++){
685.
phiProfile << phiOutput[t][i][j] << "\t";
686.
sProfile << sOutput[t][i][j] << "\t";
687.
}
688.
phiProfile << "\n";
689.
sProfile << "\n";
690.
}
691.
phiProfile << "\n";
692.
sProfile << "\n";
693.
}
694.
695.
sAvgProfile << "\nq:\ts:\n";
696.
gAvgProfile << "\nr:\tg:\n";
697.
for(q=0; q<par.qmax; q++){
698.
sAvgProfile << qOutput[q] << "\t";
699.
gAvgProfile << rOutput[q] << "\t";
700.
for(t=0; t<par.nProfileReportSteps; t++){
701.
sAvgProfile << sAvgOutput[t][q] << "\t";
702.
gAvgProfile << gAvgOutput[t][q] << "\t";
703.
}
704.
sAvgProfile << "\n";
705.
gAvgProfile << "\n";
706.
}
707.
708.
sAvgProfile << "\nt:\n";
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gAvgProfile << "\nt:\n";
for(t=0; t<par.nProfileReportSteps; t++){
sAvgProfile << t2Output[t] << "\t";
gAvgProfile << t2Output[t] << "\t";
}
sAvgProfile << "\nq*rm:\n";
gAvgProfile << "\nr/rm:\n";
for(q=0; q<par.qmax; q++){
for(t=0; t<par.nProfileReportSteps; t++){
sAvgProfile << qScaledOutput[t][q] << "\t";
gAvgProfile << rScaledOutput[t][q] << "\t";
}
sAvgProfile << "\n";
gAvgProfile << "\n";
}
sAvgProfile << "\nt:\n";
for(t=0; t<par.nProfileReportSteps; t++)
sAvgProfile << t2Output[t] << "\t";
sAvgProfile << "\ns/rm^3:\n";
for(q=0; q<par.qmax; q++){
for(t=0; t<par.nProfileReportSteps; t++)
sAvgProfile << sAvgScaledOutput[t][q] << "\t";
sAvgProfile << "\n";
}
sAvgProfile.close();
gAvgProfile.close();
phiProfile.close();
sProfile.close();
rFile.close();

Phase Diagram Computation

A set of composition pairs which coexist at equilibrium is calculated for this code. Two
versions of the code are provided. VOCorrect.cpp and MuthuDipole5.cpp. These correspond to
different free energies. The former is for Voorn-Overbeek theory, where temperature is fixed
and total polyelectrolyte/salt composition varies to produced phase diagrams like in Section 6.4.
The latter is for the free energy proposed in Section 6.2 for polydipoles, and evaluated to
produce phase diagrams like in Section 6.5.
Only one of the cpp files may be compiled in one program at a time. Each is unique to
the problem and free energy of interest. Both require the header files “amoeba.h” and “nr3.h”
for compilation, which are the utilities file and Nelder-Mead amoeba method algorithm taken
from Numerical Recipes in C++.
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VOCorrect.cpp

1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
15.
16.
17.
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38.
39.
40.
41.
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44.
45.
46.
47.
48.
49.
50.
51.
52.
53.
54.
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58.
59.
60.
61.

/*
Title: VOCorrect.cpp
Author: Michael Leaf
Date: 1/29/2017
Problem: Phase separation of symmetric polycation/polyanion mixture assuming
pure mean field (no complexation, backbone electrostatic enthalpy = 0). The goal
is to correct Voorn-Overbeek systems with correct free energy. Consider several
treatments for counterion entropy.
Parameters to vary:
N
p
xpt
xst
t
nGuess
xplo
xphi
xslo
xshi
eps
degen
del
Key Variables:
xp1
xp2
xs1
xs2
xw1
xw2
r
fone
fall
var
Vdd
B

chain length
reduced dipole moment (for monovalent charges, lattice size units)
total volume fraction of polycations (= polyanions)
total volume fraction of salt cations (= salt anions)
reduced temperature

number of guesses per condition
min possible intial guess for xp1
max possible initial guess for xp1
min possible intial guess for xs1
max possible initial guess for xs1
convergence criterion for the minimizer
degeneracy criterion for global minimum (see algorithm description)
starting amoeba size in variable space (equal in all dimensions)

polymer volume fraction in phase 1, 0<=xp1<=0.5
polymer volume fraction in phase 2, 0<=xp2<=0.5
salt volume fraction in phase 1, 0<=xs1<=0.5
salt volume fraction in phase 2, 0<=xs2<=0.5
water volume fraction in phase 1, 0<=xw1<=1
water volume fraction in phase 2, 0<=xw2<=1
total volume fraction of phase 1 in system, 0<=r<=1
free energy density for one phase, depends on N, t, p, xp and xs
overall system free energy density
array of variables that the minimizer changes (xp1, xs1, r)
dipole-dipole dimensionless excluded volume
reduced Bjerrum length (lattice size units)

Algorithm:
Calculates the compositions of two coexisting phases. Requires the specification
of N, t, xpt, and xst.
(1) Specify xpt, xst, t
(2) Guess var by generating random variates for each
(3) Minimize fall by varying var using the amoeba minimization algorithm.
Calculate xp2, xs2, xw1, xw2 each iteration, penalize fall if 0<=xji<=1
for any component j in any phase i.
(4) Assign the minimized var to the global minimum if it is a true local
minimum and if fall for this guess is lower than fall for any previous
global minimum.
(5) Repeat (2)-(4) nGuess times, with new random variates for each guess. The
true global minimum should now be calculated.
(6) Swap xji and r of phase 1 and 2 such that phase 1 is the polymer-poor phase,
if needed.
(7) Check the global minimum for degeneracy with the one-phase case (i.e.
xji = xjt for all j or r=0 or r=1). If the minimum is unique, write its
info to a line of the output file.
(8) Repeat (1)-(7) as desired for different values of xpt, xst, t.
Requirements: Compiling this cpp file with the header files "amoeba.h" and
"nr3.h" from Numerical Recipes in C. No external libraries are used.
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*/
// ======= library/header inclusions ===========================================
#include <iostream>
#include <fstream>
#include <cmath>
#include <cstdlib>
#include <ctime>
#include "nr3.h"
#include "amoeba.h"
using namespace std;
// ======= define global parameters. declare functions =========================
// science parameters
const double N = 100;
// chain length
const double alpha = 1;
// degree of ionization
double xpt=0.27;
// polymer composition (half)
double xst=0.0015;
// salt composition (half)
double t=0.00488;
// temperature
double B;
// numerical parameters
const double nGuess = 1e4;
// number guesses per total composition
const double xplo=0, xphi=0.005;
// range of xp1 guesses
const double xslo=0, xshi=0.005;
// range of xs1 guesses
const double eps = 1e-8;
// minimization tolerance
const double degen = 1e-4;
// degenerate solution criterion
const double big = 1e10;
// big number
const Doub del = 1e-4;
// amoeba characteristic size
const double pi = 3.14159265359;
// function declarations
double fone(double xp, double xs);
// free energy of one phase
double fall(VecDoub &var);
// global free energy
double xlogx(double x);
// xlogx with correct x=0 limit
double ur(double a, double b);
// uniform variate (a, b)
// ======= run the main function ===============================================
int main(){
srand(time(NULL)); // initialize random variate seed
VecDoub var(3); // define independent state variables / xp1, xs1, r
ofstream o; o.open("o.txt"); o<<"t\txpt\txst\txp1\txs1\txp2\txs2\tr\tf\n";
// prepare output file with headers
// begin main loop(change what loops as desired)++++++++++++++++++++++++++++
//for(xst=1e-5;xst<0.001;xst+=0.00002){
//for(xst=1e-5; xst<0.00167;xst+=xst*0.1){
for(xpt=1e-5; xpt<0.002; xpt+=0.00005){
//for(t=0.03;t<0.06;t+=0.001){
//for(t=0.0215;t>0.021;t-=0.001*t){
cout<<"t: "<<t<<"\t"<<"xst: "<<xst<<"\t";
B = 1.0/(4.0*pi*t);
VecDoub pmin;
double xp1, xs1, xp2, xs2, r, f, fmin=big;
int nsuccess=0;
// begin guess loop----------------------------------------------------for(int k=0;k<nGuess;k++){
// generate initial guesses for variables
var[0] = ur(xplo+eps,xphi-eps);
// xp1
var[1] = ur(xslo+eps,xshi-eps); // xs1
var[2] = ur(eps,1-eps);
// r
// minimize fall. pmin = minimized variables, f = minimized energy
Amoeba am(eps);
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pmin = am.minimize(var, del, fall);
f=am.y[0];
// check for convergence to a true local minimum
bool print = true;
if(am.nfunc>=5000) print=false;
if(f>=big) print=false;
if(print) nsuccess++;
// overwrite previous global minimum if this one is lower
if(print && f<fmin){
fmin=f;
xp1=pmin[0];
xs1=pmin[1];
r=pmin[2];
}
}
// end guess loop------------------------------------------------------// display local minimum convergence fraction
cout<<"solver convergence fraction: "<<(double)nsuccess/nGuess<<endl;
// swap phases 1 and 2 such that 1 is polymer-poor
double xptemp=xp1, xstemp=xs1;
xp2 = (xpt-r*xp1)/(1-r);
xs2 = (xst-r*xs1)/(1-r);
if(xp1>xp2){
xp1=xp2; xp2=xptemp;
xs1=xs2; xs2=xstemp;
r = 1-r;
}
// output global minimum if it's not degenerate with the homogenous case
bool isdegen = false;
if(abs(xp1-xpt)<degen && abs(xs1-xst)<degen) isdegen = true;
if(abs(xp2-xpt)<degen && abs(xs2-xst)<degen) isdegen = true;
if(r<degen || 1-r<degen) isdegen = true;
if(!isdegen)
o <<t<<"\t"<<xpt<<"\t"<<xst<<"\t"<<xp1<<"\t"<<xs1<<"\t"<<xp2<<"\t"<<
xs2<<"\t"<<r<<"\t"<<fmin<<endl;
}
// end main loop++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
o.close();
return 0;
}
// ======= free energy function definitions ====================================
// free energy density of one phase, requires xp and xs as an input
double fone(double xp, double xs){
double xw = 1-2*(1+alpha)*xp-2*xs;
double K2 = 8*pi*B*(xs+alpha*xp);
double K = sqrt(K2);
double hi = -1.0/(4.0*pi)*(log(1+K)-K+0.5*K2);
double s0 = 2*xlogx(xp)/N + 2*xlogx(alpha*xp+xs) + xlogx(xw);
return hi+s0;
}
double fall(VecDoub &var){
// free energy density of overall system, requires var as input
double xp1 = var[0];
double xs1 = var[1];
double r = var[2];
// calculate dependent variables
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double xp2 = (xpt-r*xp1)/(1-r);
double xs2 = (xst-r*xs1)/(1-r);
double xw1 = 1-2*(1+alpha)*xp1-2*xs1;
double xw2 = 1-2*(1+alpha)*xp2-2*xs2;
// output a high energy if the composition is out of bounds (very important)
bool bounded = true;
if(xp1<0 || xp1>1) bounded=false;
if(xs1<0 || xs1>1) bounded=false;
if(xw1<0 || xw1>1) bounded=false;
if(xp2<0 || xp2>1) bounded=false;
if(xs2<0 || xs2>1) bounded=false;
if(xw2<0 || xw2>1) bounded=false;
if(r<0 || r>1) bounded=false;
if(bounded) return r*fone(xp1, xs1) + (1-r)*fone(xp2, xs2);
else return big;
}
// ======= utility function definitions ========================================
double xlogx(double x){
// returns x*ln(x) with the correct answer for x=0.
if(x>=1 || x<=0) return 0;
else return x*log(x);
}
double ur(double a, double b){
// returns a uniform variate between a and b
return a + (double)rand()/(double)RAND_MAX * (b-a);
}

MuthuDipole5.cpp

1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.

/*
Title: MuthuDipole5.cpp
Author: Michael Leaf
Date: 1/29/2017
Problem: Phase separation of a solution of monovalent salt with a permanentlybound polycation/polyanion pair with dipole association. No ad/desorption of
polymers is allowed. The polycation and polyanion are symmetric in composition
and chain length, and have no counterions. Enthalpic term is in terms of
excluded volume.
Parameters to vary:
N
p
xpt
xst
t
nGuess
xplo
xphi
xslo
xshi
eps
degen
del

chain length
reduced dipole moment (for monovalent charges, lattice size units)
total volume fraction of polycations (= polyanions)
total volume fraction of salt cations (= salt anions)
reduced temperature

number of guesses per condition
min possible intial guess for xp1
max possible initial guess for xp1
min possible intial guess for xs1
max possible initial guess for xs1
convergence criterion for the minimizer
degeneracy criterion for global minimum (see algorithm description)
starting amoeba size in variable space (equal in all dimensions)

Key Variables:
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29.
30.
31.
32.
33.
34.
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36.
37.
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45.
46.
47.
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71.
72.
73.
74.
75.
76.
77.
78.
79.
80.
81.
82.
83.
84.
85.
86.
87.
88.
89.
90.
91.
92.

xp1
xp2
xs1
xs2
xw1
xw2
r
fone
fall
var
Vdd
B

polymer volume fraction in phase 1, 0<=xp1<=0.5
polymer volume fraction in phase 2, 0<=xp2<=0.5
salt volume fraction in phase 1, 0<=xs1<=0.5
salt volume fraction in phase 2, 0<=xs2<=0.5
water volume fraction in phase 1, 0<=xw1<=1
water volume fraction in phase 2, 0<=xw2<=1
total volume fraction of phase 1 in system, 0<=r<=1
free energy density for one phase, depends on N, t, p, xp and xs
overall system free energy density
array of variables that the minimizer changes (xp1, xs1, r)
dipole-dipole dimensionless excluded volume
reduced Bjerrum length (lattice size units)

Algorithm:
Calculates the compositions of two coexisting phases. Requires the specification
of N, t, xpt, and xst.
(1) Specify xpt, xst, t
(2) Guess var by generating random variates for each
(3) Minimize fall by varying var using the amoeba minimization algorithm.
Calculate xp2, xs2, xw1, xw2 each iteration, penalize fall if 0<=xji<=1
for any component j in any phase i.
(4) Assign the minimized var to the global minimum if it is a true local
minimum and if fall for this guess is lower than fall for any previous
global minimum.
(5) Repeat (2)-(4) nGuess times, with new random variates for each guess. The
true global minimum should now be calculated.
(6) Swap xji and r of phase 1 and 2 such that phase 1 is the polymer-poor phase,
if needed.
(7) Check the global minimum for degeneracy with the one-phase case (i.e.
xji = xjt for all j or r=0 or r=1). If the minimum is unique, write its
info to a line of the output file.
(8) Repeat (1)-(7) as desired for different values of xpt, xst, t.
Requirements: Compiling this cpp file with the header files "amoeba.h" and
"nr3.h" from Numerical Recipes in C. No external libraries are used.
*/
// ======= library/header inclusions ===========================================
#include <iostream>
#include <fstream>
#include <cmath>
#include <cstdlib>
#include <ctime>
#include "nr3.h"
#include "amoeba.h"
using namespace std;
// ======= define global parameters. declare functions =========================
// science parameters
const double N = 100;
// chain length
const double p = 1.0;
// reduced dipole moment
double xpt=0.03;
// polymer composition (half)
double xst=0.01;
// salt composition (half)
double t=0.0435;
// temperature
double Vdd, B, prefactor;
// dd exc vol, Bjerrum length, Chi prefactor
// numerical parameters
const double nGuess = 1e4;
// number guesses per total composition
const double xplo=0, xphi=0.2; // range of xp1 guesses
const double xslo=0, xshi=0.001; // range of xs1 guesses
const double eps = 1e-8;
// minimization tolerance
const double degen = 1e-4;
// degenerate solution criterion
const double big = 1e10; // big number
const Doub del = 1e-4;
// amoeba characteristic size
const double pi = 3.14159265359;
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// function declarations
double fone(double xp, double xs);
double fall(VecDoub &var);
double xlogx(double x);
double ur(double a, double b);

// free energy of one phase
// global free energy
// xlogx with correct x=0 limit
// uniform variate (a, b)

// ======= run the main function ===============================================
int main(){
srand(time(NULL)); // initialize random variate seed
VecDoub var(3); // define independent state variables / xp1, xs1, r
ofstream o; o.open("o.txt"); o<<"t\txpt\txst\txp1\txs1\txp2\txs2\tr\tf\n";
// prepare output file with headers
// begin main loop(change what loops as desired)++++++++++++++++++++++++++++
for(xst=1e-5;xst<0.001;xst+=0.00002){
//for(xst=1e-5; xst<0.00167;xst+=xst*0.1){
//for(xpt=1e-5; xpt<0.5-xst; xpt+=0.01){
//for(t=0.03;t<0.06;t+=0.001){
//for(t=0.0215;t>0.021;t-=0.001*t){
cout<<"t: "<<t<<"\t"<<"xst: "<<xst<<"\t";
B = 1.0/(4.0*pi*t);
prefactor = -pi*pow(B,2)*pow(p,4)/9.0;
VecDoub pmin;
double xp1, xs1, xp2, xs2, r, f, fmin=big;
int nsuccess=0;
// begin guess loop----------------------------------------------------for(int k=0;k<nGuess;k++){
// generate initial guesses for variables
var[0] = ur(xplo+eps,xphi-eps);
// xp1
var[1] = ur(xslo+eps,xshi-eps); // xs1
var[2] = ur(eps,1-eps);
// r
// minimize fall. pmin = minimized variables, f = minimized energy
Amoeba am(eps);
pmin = am.minimize(var, del, fall);
f=am.y[0];
// check for convergence to a true local minimum
bool print = true;
if(am.nfunc>=5000) print=false;
if(f>=big) print=false;
if(print) nsuccess++;
// overwrite previous global minimum if this one is lower
if(print && f<fmin){
fmin=f;
xp1=pmin[0];
xs1=pmin[1];
r=pmin[2];
}
}
// end guess loop------------------------------------------------------// display local minimum convergence fraction
cout<<"solver convergence fraction: "<<(double)nsuccess/nGuess<<endl;
// swap phases 1 and 2 such that 1 is polymer-poor
double xptemp=xp1, xstemp=xs1;
xp2 = (xpt-r*xp1)/(1-r);
xs2 = (xst-r*xs1)/(1-r);
if(xp1>xp2){
xp1=xp2; xp2=xptemp;
xs1=xs2; xs2=xstemp;
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r = 1-r;
}
// output global minimum if it's not degenerate with the homogenous case
bool isdegen = false;
if(abs(xp1-xpt)<degen && abs(xs1-xst)<degen) isdegen = true;
if(abs(xp2-xpt)<degen && abs(xs2-xst)<degen) isdegen = true;
if(r<degen || 1-r<degen) isdegen = true;
if(!isdegen)
o <<t<<"\t"<<xpt<<"\t"<<xst<<"\t"<<xp1<<"\t"<<xs1<<"\t"<<xp2<<"\t"<<
xs2<<"\t"<<r<<"\t"<<fmin<<endl;
}
// end main loop++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
o.close();
return 0;
}
// ======= free energy function definitions ====================================
// free energy density of one phase, requires xp and xs as an input
double fone(double xp, double xs){
double xw = 1-2*xp-2*xs;
double K2 = 8*pi*B*xs;
double K = sqrt(K2);
Vdd = prefactor * exp(-2*K) * (4 + 8*K + 4*pow(K,2) + pow(K,3));
double hd = 0.5*Vdd*xp*xp;
double hi = -1.0/(4.0*pi)*(log(1+K)-K+0.5*K2);
double s0 = xlogx(2*xp)/(2*N) + 2*xlogx(xs) + xlogx(xw);
return hd+hi+s0;
}
double fall(VecDoub &var){
// free energy density of overall system, requires var as input
double xp1 = var[0];
double xs1 = var[1];
double r = var[2];
// calculate dependent variables
double xp2 = (xpt-r*xp1)/(1-r);
double xs2 = (xst-r*xs1)/(1-r);
double xw1 = 1-2*xp1-2*xs1;
double xw2 = 1-2*xp2-2*xs2;
// output a high energy if the composition is out of bounds (very important)
bool bounded = true;
if(xp1<0 || xp1>1) bounded=false;
if(xs1<0 || xs1>1) bounded=false;
if(xw1<0 || xw1>1) bounded=false;
if(xp2<0 || xp2>1) bounded=false;
if(xs2<0 || xs2>1) bounded=false;
if(xw2<0 || xw2>1) bounded=false;
if(r<0 || r>1) bounded=false;
if(bounded) return r*fone(xp1, xs1) + (1-r)*fone(xp2, xs2);
else return big;
}
// ======= utility function definitions ========================================
double xlogx(double x){
// returns x*ln(x) with the correct answer for x=0.
if(x>=1 || x<=0) return 0;
else return x*log(x);
}
double ur(double a, double b){
// returns a uniform variate between a and b
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223.
224. }

L.3

return a + (double)rand()/(double)RAND_MAX * (b-a);

Multi-particle Collision Dynamics Simulation

This set of codes simulates a hydrodynamic fluid under gravimetric flow between two
parallel plates, as tested in Section J.2. The file main.h defines input parameters for this
simulation. The file main.cpp contains the overall operations, and calls on the other files for
class definitions, methods and parameters.
This code requires every file during complication, plus the publicly-available GNU
Scientific Library (GSL).

L.3.1

Vector.h

1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31.

#ifndef _VECTOR_H_
#define _VECTOR_H_
//Classes
class Vector{
public:
//Constructors
Vector(): x(0.0), y(0.0), z(0.0){}
Vector(double xin, double yin, double zin): x(xin), y(yin), z(zin){}
//Methods
void print() const;
//Operators
Vector operator+(const Vector v1) const { return Vector(x + v1.x, y + v1.y,
z + v1.z); }
Vector operator-(const Vector v1) const { return Vector(x - v1.x, y - v1.y,
z - v1.z); }
Vector operator*(const Vector v1) const { return Vector(x * v1.x, y * v1.y,
z * v1.z); }
Vector operator/(const Vector v1) const { return Vector(x / v1.x, y / v1.y,
z / v1.z); }
Vector operator+(const double s1) const { return Vector(x + s1, y + s1, z +
s1); }
Vector operator-(const double s1) const { return Vector(x - s1, y - s1, z s1); }
Vector operator*(const double s1) const { return Vector(x * s1, y * s1, z *
s1); }
Vector operator/(const double s1) const { return Vector(x / s1, y / s1, z /
s1); }
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Vector operator+=(const Vector v1){ x += v1.x, y += v1.y, z += v1.z; }
Vector operator-=(const Vector v1){ x -= v1.x, y -= v1.y, z -= v1.z; }
Vector operator*=(const Vector v1){ x *= v1.x, y *= v1.y, z *= v1.z; }
Vector operator/=(const Vector v1){ x /= v1.x, y /= v1.y, z /= v1.z; }
Vector operator+=(const double s1){ x += s1, y += s1, z += s1; }
Vector operator-=(const double s1){ x -= s1, y -= s1, z -= s1; }
Vector operator*=(const double s1){ x *= s1, y *= s1, z *= s1; }
Vector operator/=(const double s1){ x /= s1, y /= s1, z /= s1; }
void operator=(const double s1) { x = s1, y = s1, z = s1; }
//Fields
double x;
double y;
double z;
};
//Functions
double dotProduct(const Vector v1, const Vector v2);
Vector crossProduct(const Vector v1, const Vector v2);
Vector rotate(const Vector v1, const Vector v2, const double sina1,
const double cosa1);
//rotates v1 about unit axis v2 by angle a1, use sin/cos as input to reduce calc
Vector vectorFloor(const Vector v1);
//takes the floor of each component of v1
#endif

main.h

1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.

#ifndef __MAIN_H_
#define __MAIN_H_
#include "Vector.h"
#include <cmath>
//Tunable constants
static const Vector space = Vector(30.0, 31.0, 30.0);
static const Vector gravity = Vector(0.005, 0.0, 0.0);
static const int numTimeSteps = 5000;
static const double timeInterval = 0.1;
static const int thermostatInterval = 15;
static const double alpha = 130.0;
static const double particleMass = 1.0;
static const double kT = 1.0;
static const int density = 10;
static const double cellSize = 1.0;

//must be whole double

//Derived or fixed constants
static const double pi = 3.14159265359;
static const double sinalpha = sin(alpha * pi / 180.0);
static const double cosalpha = cos(alpha * pi / 180.0);
static const int numCells = space.x * space.y * space.z;
static const int numBins = (int)space.y - 1;
static const int numParticles = numBins * space.x * space.z * density;
static const double sigma = sqrt(kT / particleMass);
//Function declarations
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28. void zeroCounters();
29. void writeToFile(int t1);
30.
31. #endif
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Random.h

1.
2.
3.
4.
5.
6.
7.
8.
9.
10.

L.3.4

#ifndef __RANDOM_H_
#define __RANDOM_H_
void rand_init(long seed);
void rand_destroy();
double urand(double a, double b);
double grand(double a, double b);
double nrand(double sigma);

//initialize seed
//delete seed
//uniform distribution between a(lower), b
//gamma distribution, a = k, b = theta
//normal distribution with stdev. sigma

#endif

Solvent.h

1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
15.
16.
17.
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20.
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31.
32.
33.
34.
35.
36.
37.
38.

#ifndef __SOLVENT_H_
#define __SOLVENT_H_
#include "Vector.h"
//Classes
class Cell{
public:
//Constructors
Cell():
nParticles(0), energy(0.0), vel(Vector(0.0, 0.0, 0.0)), rotateRand1(0.0),
rotateRand2(0.0), energyRand(0.0){}
Cell(int n1, double e1, Vector v1):
nParticles(n1), energy(e1), vel(v1), rotateRand1(0.0), rotateRand2(0.0),
energyRand(0.0){}
//Methods
void zero();
void calcVel();
void calcEnergy();
void makeGhosts();
void makeEnergyRand(int j);
//Fields
int nParticles;
double energy;
Vector vel;
double rotateRand1;
double rotateRand2;
double energyRand;
};
class Bin{
public:
//Constructors
Bin():
nParticles(0), energy(0.0), vel(Vector(0.0, 0.0, 0.0)){}

330

39.
40.
41.
42.
43.
44.
45.
46.
47.
48.
49.
50.
51.
52.
53.
54.
55.
56.
57.
58.
59.
60.
61.
62.
63.
64.
65.
66.
67.
68.
69.
70.
71.
72.
73.
74.
75.
76.
77.
78.
79.
80.
81.
82.
83.
84.
85.
86.
87.
88.

L.3.5

Bin(int n1, double e1, Vector v1):
nParticles(n1), energy(e1), vel(v1){}
//Methods
void zero();
void calcVel();
void calcEnergy();
//Fields
int nParticles;
double energy;
Vector vel;
};
class Particle{
public:
//Constructors
Particle():
pos(0.0, 0.0, 0.0), posInit (0.0, 0.0, 0.0), vel(0.0, 0.0, 0.0),
velInit(0.0, 0.0, 0.0), acc(0.0, 0.0, 0.0), cellID(0), binID(0){}
Particle(Vector p1, Vector v1, Vector a1, int c1):
pos(p1), posInit(p1), vel(v1), velInit(v1), acc(a1), cellID(c1), binID(c1){}
//Methods
void stream();
void bounce();
void wrap();
void assignID(Vector r1);
void populateCellNumVel(Cell *cells);
void populateCellEnergy(Cell *cells);
void populateBinNumVel(Bin *bins);
void populateBinEnergy(Bin *bins);
void collide(Cell *cells);
void scaleEnergy(Cell *cells);
//Fields
Vector pos;
Vector posInit;
Vector vel;
Vector velInit;
Vector acc;
int cellID;
int binID;
};
//Functions
#endif

Vector.cpp

1.
2.
3.
4.
5.
6.
7.
8.
9.

#include "Vector.h"
#include <cmath>
#include <iostream>
using namespace std;
void Vector::print() const
{
cout << x << ", " << y << ", " << z << endl;
}
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double dotProduct(const Vector v1, const Vector v2)
{
return v1.x * v2.x + v1.y * v2.y + v1.z * v2.z;
}
Vector crossProduct(const Vector v1, const Vector v2)
{
return Vector(v1.y * v2.z - v1.z * v2.y,
v1.z * v2.x - v1.x * v2.z,
v1.x * v2.y - v1.y * v2.x);
}
Vector rotate(const Vector v1, const Vector v2, const double sina1,
const double cosa1)
{
Vector vpar = v2 * dotProduct(v1, v2);
Vector vper = v1 - vpar;
Vector vout = vpar + vper * cosa1 + crossProduct(vper,v2) * sina1;
return vout;
}
Vector vectorFloor(const Vector v1)
{
return Vector( floor(v1.x), floor(v1.y), floor(v1.z) );
}

Random.cpp

1.
2.
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/*
Random Normal Distribution Generator
Date
3/14/2013
Author Michael Andrew Leaf
*/
#include "Random.h"
#include <gsl_rng.h>
#include <gsl_randist.h>
gsl_rng * r;
void rand_init(long seed)
{
r = gsl_rng_alloc(gsl_rng_default);
gsl_rng_set(r,seed);
}
void rand_destroy()
{
gsl_rng_free (r);
}
double urand(double a, double b)
{
return gsl_ran_flat (r, a, b);
}
double grand(double a, double b)
{
return gsl_ran_gamma (r, a, b);
}
double nrand(double sigma)
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34. {
35.
return gsl_ran_gaussian(r, sigma);
36. }

L.3.7

Solvent.cpp

1.
2.
3.
4.
5.
6.
7.
8.
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#include "Vector.h"
#include "main.h"
#include "Random.h"
#include "Solvent.h"
#include <cmath>
//Cell functions
void Cell::zero()
{
nParticles = 0;
vel = 0.0;
energy = 0.0;
}
void Cell::calcVel()
{
if(nParticles > 0)
vel /= (double)nParticles;
}
void Cell::calcEnergy()
{
if(nParticles > 1)
energy /= ((double)nParticles - 1.0);
}
void Cell::makeGhosts()
{
if(nParticles < density)
{
double sigma1 = sqrt(particleMass * (density -nParticles) * kT);
Vector P = Vector(nrand(sigma1), nrand(sigma1), nrand(sigma1));
vel = ( (vel * nParticles) + (P / particleMass) ) / density;
}
}
void Cell::makeEnergyRand(int j)
{
if(nParticles > 1)
{
int yCell = j % ( (int)space.x * (int)space.y ) / (int)space.x;
if(yCell == 0 || yCell == (int)space.y - 1)
energyRand = energy * ((double)nParticles - 1.0);
else
energyRand = grand(1.5 * ((double)nParticles - 1.0), kT);
}
}
//Bin functions
void Bin::zero()
{
nParticles = 0;
vel = 0.0;
energy = 0.0;
}
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void Bin::calcVel()
{
if(nParticles > 0)
vel /= (double)nParticles;
}
void Bin::calcEnergy()
{
if(nParticles > 1)
energy /= ((double)nParticles - 1.0);
}
//Particle functions
void Particle::stream()
{
posInit = pos;
velInit = vel;
pos += vel * timeInterval + acc * (0.5 * timeInterval * timeInterval);
vel += acc * timeInterval;
}
void Particle::bounce()
{
double rymax = space.y * cellSize;
double rymin = cellSize;
if(pos.y > rymax)
{
double t1 = (rymax - posInit.y) / velInit.y;
double t2 = timeInterval - t1;
Vector pos1 = posInit + velInit * t1 + acc * (0.5 * t1 * t1);
Vector vel1 = velInit + acc * t1;
vel1.x = -vel1.x; vel1.y = -vel1.y; vel1.z = -vel1.z;
pos = pos1 + vel1 * t2 + acc * (0.5 * t2 * t2);
vel = vel1 + acc * t2;
}
if(pos.y < rymin)
{
double t1 = (rymin - posInit.y) / velInit.y;
double t2 = timeInterval - t1;
Vector pos1 = posInit + velInit * t1 + acc * (0.5 * t1 * t1);
Vector vel1 = velInit + acc * t1;
vel1.x = -vel1.x; vel1.y = -vel1.y; vel1.z = -vel1.z;
pos = pos1 + vel1 * t2 + acc * (0.5 * t2 * t2);
vel = vel1 + acc * t2;
}
}
void Particle::wrap()
{
pos -= (vectorFloor( (pos / space) / cellSize) * space) * cellSize;
}
void Particle::assignID(Vector r1)
{
binID = floor(pos.y / cellSize) - 1;
Vector shift = pos - r1;
shift -= (vectorFloor( (shift / space) / cellSize ) * space) * cellSize;
int xID = floor(shift.x / cellSize);
int yID = floor(shift.y / cellSize);
int zID = floor(shift.z / cellSize);
cellID = xID + space.x * cellSize * yID + space.x * space.y * cellSize *
cellSize * zID;
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}
void Particle::populateCellNumVel(Cell *cells)
{
cells[cellID].nParticles++;
cells[cellID].vel += vel;
}
void Particle::populateCellEnergy(Cell *cells)
{
cells[cellID].energy += 0.5 * particleMass *
dotProduct( (vel - cells[cellID].vel), (vel - cells[cellID].vel) );
}
void Particle::populateBinNumVel(Bin *bins)
{
bins[binID].nParticles++;
bins[binID].vel += vel;
}
void Particle::populateBinEnergy(Bin *bins)
{
bins[binID].energy += 0.5 * particleMass *
dotProduct( (vel - bins[binID].vel), (vel - bins[binID].vel) );
}
void Particle::collide(Cell *cells)
{
double theta = cells[cellID].rotateRand1 * 2.0 * pi;
double phi = acos(2.0 * cells[cellID].rotateRand2 - 1.0);
Vector axis = Vector(cos(theta) * sin(phi), sin(theta) *sin(phi), cos(phi));
vel -= cells[cellID].vel;
vel = rotate(vel, axis, sinalpha, cosalpha);
vel += cells[cellID].vel;
}
void Particle::scaleEnergy(Cell *cells)
{
if(cells[cellID].nParticles > 1)
{
double initialEnergy = cells[cellID].energy *
((double)cells[cellID].nParticles - 1.0);
double finalEnergy = cells[cellID].energyRand;
vel -= cells[cellID].vel;
vel *= sqrt(finalEnergy / initialEnergy);
vel += cells[cellID].vel;
}
}

main.cpp

1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.

#include "Vector.h"
#include "main.h"
#include "Random.h"
#include "Solvent.h"
#include <iostream>
#include <fstream>
#include <cstdlib>
#include <cmath>
using namespace std;
ofstream outfile;
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ofstream velxprofile;
ofstream energyprofile;
ofstream densityprofile;
//output counters
double energyCellAvg;
double densityCellAvg;
Vector velCellAvg;
//profile counters
double *velxAvg = new double[numBins];
double *energyAvg = new double[numBins];
double *densityAvg = new double[numBins];
int main()
{
rand_init(time(NULL));
outfile.open("output.txt");
outfile << "iter\tvcmx\tvcmy\tvcmz\tenergy\tdensity\n";
velxprofile.open("velxprofile.txt");
velxprofile << "x velocities as a function of y\niter\n";
energyprofile.open("energyprofile.txt");
energyprofile << "energy as a function of y\niter\n";
densityprofile.open("densityprofile.txt");
densityprofile << "density as a function of y\niter\n";
Cell *cells = new Cell[numCells]();
Bin *bins = new Bin[numBins]();
Particle *particles = new Particle[numParticles]();
//Initialization
for(int i=0; i<numParticles; i++)
{
particles[i].pos = Vector(

urand(0.0, space.x * cellSize),

urand(cellSize, space.y * cellSize),
48.
49.
50.
51.
52.
53.
54.
55.
56.
57.
58.
59.
60.
61.
62.
63.
64.
65.
66.
67.
68.
69.
70.
71.
72.
73.
74.

urand(0.0, space.z * cellSize)
);
particles[i].posInit = particles[i].pos;
particles[i].vel = Vector(
nrand(sigma), nrand(sigma), nrand(sigma) );
particles[i].velInit = particles[i].vel;
particles[i].acc = gravity;
}
//Initial output
zeroCounters();
for(int i=0; i<numParticles; i++)
velCellAvg += particles[i].vel / (double)numParticles;
for(int i=0; i<numParticles; i++)
{
particles[i].vel -= velCellAvg;
energyCellAvg += 0.5 * particleMass * dotProduct(particles[i].vel,
particles[i].vel) / ((double)numParticles - 1.0);
}
for(int i=0; i<numParticles; i++)
particles[i].vel *= sqrt(1.5 * kT / energyCellAvg);
zeroCounters();
for(int j=0; j<numCells; j++)
cells[j].zero();
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for(int k=0; k<numBins; k++)
bins[k].zero();
for(int i=0; i<numParticles; i++)
{
particles[i].assignID(Vector(0.0, 0.0, 0.0));
particles[i].populateCellNumVel(cells);
particles[i].populateBinNumVel(bins);
}
for(int j=0; j<numCells; j++)
cells[j].calcVel();
for(int k=0; k<numBins; k++)
bins[k].calcVel();
for(int i=0; i<numParticles; i++)
{
particles[i].populateCellEnergy(cells);
particles[i].populateBinEnergy(bins);
}
for(int j=0; j<numCells; j++)
{
cells[j].calcEnergy();
densityCellAvg += (double)cells[j].nParticles / space.x / space.z /
(double)numBins;
velCellAvg += cells[j].vel * (double)cells[j].nParticles /
(double)numParticles;
energyCellAvg += cells[j].energy * (double)cells[j].nParticles /
(double)numParticles;
}
for(int k=0; k<numBins; k++)
{
bins[k].calcEnergy();
densityAvg[k] = bins[k].nParticles / space.x / space.z;
velxAvg[k] = bins[k].vel.x;
energyAvg[k] = bins[k].energy;
}
writeToFile(-1);
//Time loop
for(int t=0; t<numTimeSteps; t++)
{
zeroCounters();
for(int j=0; j<numCells; j++)
{
cells[j].zero();
cells[j].rotateRand1 = urand(0.0, 1.0);
cells[j].rotateRand2 = urand(0.0, 1.0);
}
for(int k=0; k<numBins; k++)
bins[k].zero();
Vector gridShift = Vector( urand(0.0, cellSize),
urand(0.0, cellSize),
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for(int i=0; i<numParticles; i++)
{
particles[i].stream();
particles[i].bounce();
particles[i].wrap();
particles[i].assignID(gridShift);
particles[i].populateCellNumVel(cells);
particles[i].populateBinNumVel(bins);
}
for(int j=0; j<numCells; j++)
{
cells[j].calcVel();
int yCell = j % ( (int)space.x * (int)space.y ) / (int)space.x;
if(yCell == 0 || yCell == (int)space.y - 1)
cells[j].makeGhosts();
}
for(int k=0; k<numBins; k++)
bins[k].calcVel();
for(int i=0; i<numParticles; i++)
{
particles[i].collide(cells);
particles[i].populateCellEnergy(cells);
particles[i].populateBinEnergy(bins);
}
for(int j=0; j<numCells; j++)
{
cells[j].calcEnergy();
densityCellAvg += (double)cells[j].nParticles / space.x / space.z /
(double)numBins;
velCellAvg += cells[j].vel * (double)cells[j].nParticles /
(double)numParticles;
energyCellAvg += cells[j].energy * (double)cells[j].nParticles /
(double)numParticles;
}
for(int k=0; k<numBins; k++)
{
bins[k].calcEnergy();
densityAvg[k] = bins[k].nParticles / space.x / space.z;
velxAvg[k] = bins[k].vel.x;
energyAvg[k] = bins[k].energy;
}
if( (t+1) % thermostatInterval == 0)
{
for(int j=0; j<numCells; j++)
cells[j].makeEnergyRand(j);
for(int i=0; i<numParticles; i++)
particles[i].scaleEnergy(cells);
cout << t+1 << endl;
}
writeToFile(t);
}
delete [] particles;
delete [] cells;
delete [] bins;
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delete [] velxAvg;
delete [] energyAvg;
delete [] densityAvg;
outfile.close();
velxprofile.close();
energyprofile.close();
densityprofile.close();
rand_destroy();
return 0;
}

//Function Definitions
void zeroCounters()
{
velCellAvg = 0.0;
energyCellAvg = 0.0;
densityCellAvg = 0.0;
}
void writeToFile(int t1)
{
outfile << t1 + 1 << "\t" << velCellAvg.x << "\t" << velCellAvg.y << "\t" <<
velCellAvg.z << "\t" << energyCellAvg << "\t" << densityCellAvg << endl;
velxprofile << t1 + 1;
energyprofile << t1 + 1;
densityprofile << t1 + 1;
for(int k=0; k<numBins; k++)
{
velxprofile << "\t" << velxAvg[k];
energyprofile << "\t" << energyAvg[k];
densityprofile << "\t" << densityAvg[k];
}
velxprofile << endl;
energyprofile << endl;
densityprofile << endl;
}

Differential Dynamic Microscopy Data Analysis

This code reads in a TIFF multipage image, the raw data output from a different dynamic
microscopy experiment, and analyzes it to calculate the isotropic differential intensity
correlation function (DICF), as calculated in Appendix I.
This code requires the use of two external libraries: fftw3 and libtiff. It also takes a
multipage TIFF file as input data, the file must be located in the same path as the program
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executable, and the full TIFF file name must be input when requested as soon as the program is
executed.

L.4.1

DDManalyze.cpp
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/*
DDManalyze
Author: Michael Leaf
Date: Jan 2017
DDM Analyze takes a multi-frame TIFF file taken from Phantom software as input,
and calculates the differential intensity correlation function (DICF) among the
following possible outputs. 1) and 3) are standard, 2) is optional.
1) sigma2, the spatial variance
2) DICF(all q-space for several example taus (1 frame, 10 frames, 100 frames)
3) DICF(circularly-averaged q-space and tau)
Images are RGBA (red, green, blue, alpha=transparency) format, 0-255 each, and
are converted to grayscale intensity from 0 to 1 by (R+G+B)/(3*255).
Code Use: DDManalyze <input TIFF file name>
Code compilation: g++ -o DDManalyze DDManalyze.cpp -ltiff -lfftw3
The libtiff and fftw3 packages must be installed and their paths must be listed
in the default paths of the machine. Additionally, the paths to two header files
for libtiff and fftw3 must be specified.
TIFF format information: Each pixel is a 4B (32b) integer. The value of this
integer alone does not make much sense, but it carries all the useful info
for that pixel. It is divided into 4 1B pieces of data, each of which maps
to an integer 0-255 that corresponds to the intensity of red, green, blue, and
the alpha channel (which is transparency). This format is called RGBA. The value
of each pixel is read in order for one frame, and then the reader moves on to
the next frame. For the Phantom software type of TIFF, data is read in via the
BottomLeft corner convention. All output data here will be sent via the TopLeft
format, which is read like an english book.
*/
#include <iostream>
#include <fstream>
#include <cstdlib>
#include <cmath>
#include <cstring>
#include "tiffio.h"
#include "fftw3.h"
using namespace std;

// Definitions =================================================================

// rgba_packer is used for converting between pixel data (4B) and rgba data (1B)
typedef union{
// rgba_packer: union data type
// packed: express data as a tiff pixel (4 bytes)
// rgba: express data as a collection of RGBA values (1 byte each)
// use: rgba_packer p; p.packed=<pixel val>; px.rgba.r=<pixel r val>
uint32 packed;
struct{
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uint8 r;
uint8 g;
uint8 b;
uint8 a;
}rgba;
}rgba_packer;

// counts the number of frames in the input tiff file by reading through it once
// output = integer number of grames, tiffName = name of tiff file
uint32 countFramesInTiff(char *tiffName){
int dircount = 0;
TIFF* tif = TIFFOpen(tiffName, "r");
if (tif == NULL){
fprintf(stderr, "could not open tiff file: '%s'\n", tiffName);
exit(1);
}
do{
dircount++;
} while (TIFFReadDirectory(tif));
TIFFClose(tif);
return dircount;
}

// convert a double frame to a pixel raster. 0=min, 255=max
// raster = pixel raster out, I = double frame in, w = width, h = height
// image is grayscale, i.e. all colors have equal intensity, alpha=255
void num2pix(uint32 *raster, double **I, uint32 w, uint32 h){
rgba_packer p;
double min = 1e15, max = 0;
for(int i=0; i<h; i++){
for(int j=0; j<w; j++){
if(I[i][j]<min) min = I[i][j];
if(I[i][j]>max) max = I[i][j];
}
}
for(int i=0; i<h; i++){
for(int j=0; j<w; j++){
p.rgba.r = (uint8)(I[i][j]-min)*(255./max);
p.rgba.g = p.rgba.r;
p.rgba.b = p.rgba.r;
p.rgba.a = 255;
raster[j+i*w] = p.packed;
}
}
}

// convert a pixel raster to a double frame. 0 to 1, averaged over colors
// raster = pixel raster in, I = double frame out, w = width, h = height
void pix2num(double **I, uint32 *raster, uint32 w, uint32 h){
rgba_packer p;
for(int i=0; i<h; i++){
for(int j=0; j<w; j++){
p.packed = raster[j+i*w];
I[i][j] = (p.rgba.r + p.rgba.g + p.rgba.b)/(3.0*255.0);
}
}
}

// convert a double frame in a complex 1d array for fourier transformation
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// c = complex array out, I = double frame in, w = width, h = height
void num2fourier(fftw_complex *c, double **I, int w, int h){
for(int i=0; i<h; i++){
for(int j=0; j<w; j++){
c[j+i*w][0] = I[i][j];
c[j+i*w][1] = 0.0;
}
}
}

// convert a complex 1d array, which was fourier transformed, to a double frame
// I = double frame out, c = complex array in, w = width, h = height
void fourier2num(double **I, fftw_complex *c, int w, int h){
for(int i=0; i<h; i++)
for(int j=0; j<w; j++)
I[i][j] = sqrt(pow(c[j+i*w][0],2) + pow(c[j+i*w][1],2));
}

// convert a complex 2d array into real and imaginary double 2d frames
void fourier2complex(double **Ir, double **Ii, fftw_complex *c, int w, int h){
for(int i=0; i<h; i++){
for(int j=0; j<w; j++){
Ir[i][j] = c[j+i*w][0];
Ii[i][j] = c[j+i*w][1];
}
}
}
// print out a TIFF from a double frame
// name = TIFF filename, I = double frame in, w = width, h = height
void printDebugTiff(const char *name, double **I, uint32 w, uint32 h){
uint32 *raster = (uint32*) _TIFFmalloc(w * h * sizeof(uint32));
num2pix(raster, I, w, h);
TIFF *out = TIFFOpen(name, "w");
TIFFSetField(out, TIFFTAG_IMAGEWIDTH, w);
TIFFSetField(out, TIFFTAG_IMAGELENGTH, h);
TIFFSetField(out, TIFFTAG_SAMPLESPERPIXEL, 4);
TIFFSetField(out, TIFFTAG_BITSPERSAMPLE, 8);
TIFFSetField(out, TIFFTAG_ORIENTATION, ORIENTATION_TOPLEFT);
TIFFSetField(out, TIFFTAG_PLANARCONFIG, PLANARCONFIG_CONTIG);
TIFFSetField(out, TIFFTAG_PHOTOMETRIC, PHOTOMETRIC_RGB);
TIFFSetField(out, TIFFTAG_ROWSPERSTRIP, TIFFDefaultStripSize(out, 4*w));
for (int i = 0; i < h; i++){
if(TIFFWriteScanline(out, &raster[i*w], i, 0)<0)
break;
}
TIFFClose(out);
_TIFFfree(raster);
}

// print out a space-separated array from a double frame
// name = txt filename, I = double frame in, w = width, h = height
void printDebugArray(const char *name, double **I, uint32 w, uint32 h){
ofstream outfile;
outfile.open(name);
for(int i=0; i<h; i++){
for(int j=0; j<w; j++){
outfile << I[i][j] << " ";
}
outfile << endl;
}
outfile.close();
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}

// print out column of data
// name = txt filename, arr = 1d array in, size = 1d array length
void printColumn(const char *name, double *arr, int size){
ofstream outfile;
outfile.open(name);
for(int i=0; i<size; i++)
outfile << arr[i] << endl;
outfile.close();
}
// subtract the space/time-averaged pixel intensity from each intensity
// I = frames in/out, w = width, h = height, numFrames = number of frames
void subIavg(double ***I, uint32 w, uint32 h, uint32 numFrames){
double Iavg = 0;
for(int t=0; t<numFrames; t++)
for(int i=0; i<h; i++)
for(int j=0; j<w; j++)
Iavg += I[t][i][j];
Iavg /= (double)(numFrames*w*h);
for(int t=0; t<numFrames; t++)
for(int i=0; i<h; i++)
for(int j=0; j<w; j++)
I[t][i][j] -= Iavg;
}

// Calculates the DICF for one pixel in q-space
// D2=DICF out, Ir = q-space real frames in, Ii q-space imaginary frames in,
// hidx = height(row#) index, widx = width(col#) index, nt = number frames,
// ntau = number lag frames
void correlatePixel(double ***D2, double ***Ir, double ***Ii, int hidx,
int widx, int nt, int ntau){
double pixelsr[nt];
double pixelsi[nt];
double corr[ntau];
memset(corr, 0, sizeof(double) * ntau);
for(int t=0; t<nt; t++){
pixelsr[t] = Ir[t][hidx][widx];
pixelsi[t] = Ii[t][hidx][widx];
}
for(int tau=1; tau<=ntau; tau++){
for(int t=0; t<nt-tau; t++){
corr[tau-1] += pow( pixelsr[t+tau]-pixelsr[t],2) +
pow(pixelsi[t+tau]-pixelsi[t], 2 );
}
D2[tau-1][hidx][widx] = corr[tau-1] / (double)(nt-tau);
}
}

// Main function ===============================================================

main(int argc, char* argv[]){
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// Initialize ------------------------------------------------------------if (argc < 2){
fprintf(stderr, "Usage:\n\tDDMCORR <Tiff FileName>\n\n");
exit(1);
}
uint32 numFrames = countFramesInTiff(argv[1]);
uint32 ntau = numFrames / 4;
TIFF* tif = TIFFOpen(argv[1], "r");
if(tif == NULL){
fprintf(stderr, "could not open tiff file: '%s'\n", argv[1]);
exit(1);
}
uint32 w, h;
uint32 *raster;
TIFFGetField(tif, TIFFTAG_IMAGEWIDTH, &w);
TIFFGetField(tif, TIFFTAG_IMAGELENGTH, &h);
raster = (uint32*) _TIFFmalloc(w * h * sizeof(uint32));
int qmax = floor(sqrt(pow(w/2-1,2) + pow(h/2-1,2)*pow((double)(w/h),2)));
fftw_complex *in, *out;
fftw_plan p1, p2;
in = (fftw_complex*) fftw_malloc(sizeof(fftw_complex) * w * h);
out = (fftw_complex*) fftw_malloc(sizeof(fftw_complex) * w * h);
p1 = fftw_plan_dft_2d(h, w, in, out, FFTW_FORWARD, FFTW_ESTIMATE);
p2 = fftw_plan_dft_2d(h, w, in, out, FFTW_BACKWARD, FFTW_ESTIMATE);
double sigma2[ntau];
double ***Ir = new double**[numFrames];
double ***Ii = new double**[numFrames];
for(int t=0; t<numFrames; t++){
Ir[t] = new double*[h];
Ii[t] = new double*[h];
for(int i=0; i<h; i++){
Ir[t][i] = new double[w];
Ii[t][i] = new double[w];
}
}
double ***D2 = new double**[ntau];
double **D2Avg = new double*[ntau];
for(int tau=0; tau<ntau; tau++){
D2[tau] = new double*[h];
D2Avg[tau] = new double[qmax];
for(int i=0; i<h; i++)
D2[tau][i] = new double[w];
}

// Read in TIFF file data to I -------------------------------------------// I is a 3d double equal to the average normalized pixel intensity (0-1)
if(raster == NULL){
fprintf(stderr, "could not allocate raster memory\n");
exit(1);
}
for(int t=0; t<numFrames; t++){
TIFFSetDirectory(tif, t);
if(TIFFReadRGBAImageOriented(tif, w, h, raster, ORIENTATION_TOPLEFT,0)){
pix2num(Ir[t], raster, w, h);
} else {
fprintf(stderr, "Error Reading Frame: %d\n", t);
}
}
_TIFFfree(raster);
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TIFFClose(tif);
cout << "Done Reading Tiff Frames\n";
// Processing ------------------------------------------------------------// Subtract the time/space-averaged I (one number) from every I.
subIavg(Ir, w, h, numFrames);

// Convert I to its Fourier Transform
for(int t=0; t<numFrames; t++){
if(t%25==0) cout << "transforming frame " << t+1 << endl;
num2fourier(in, Ir[t], w, h);
fftw_execute(p1);
fourier2complex(Ir[t], Ii[t], out, w, h);
}

// Calculate DICF, spatial variance
memset(sigma2, 0, sizeof(double) * ntau);
for(int i=0; i<h; i++){
for(int j=0; j<w; j++){
correlatePixel(D2, Ir, Ii, i, j, numFrames, ntau);
}
if(i%25==0)cout << "autocorrelating image row # " << i << endl;
}
for(int t=0; t<ntau; t++)
for(int i=0; i<h; i++)
for(int j=0; j<w; j++)
sigma2[t] += D2[t][i][j];

// print out some full DICFs, and spatial variance function
printDebugArray("DICFtau=1.txt", D2[0], w, h);
printDebugArray("DICFtau=10.txt", D2[9], w, h);
printDebugArray("DICFtau=100.txt", D2[99], w, h);
printColumn("spatialvariance.txt", sigma2, ntau);

// calculate and output the circularly-averaged DICF
for(int t=0; t<ntau; t++)
memset(D2Avg[t], 0, sizeof(double) * qmax);
for(int t=0; t<ntau; t++){
if(t%25==0) cout << "DICF circular averaging: frame # " << t << endl;
for(int q=0; q<qmax; q++){
int ctr = 0;
for(int i=1; i<h/2; i++){
for(int j=1; j<w/2; j++){
int i2 = 0; if(i>0) i2 = h - i - 1;
int j2 = 0; if(j>0) j2 = w - j - 1;
double rad = sqrt(pow(i*w/h,2) + j*j);
if(rad>q && rad<=q+1){
D2Avg[t][q] += D2[t][i][j];
D2Avg[t][q] += D2[t][i][j2];
D2Avg[t][q] += D2[t][i2][j];
D2Avg[t][q] += D2[t][i2][j2];
ctr++;
}
}
}
if(D2Avg[t][q] > 0)
D2Avg[t][q] /= (double)ctr;
}
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}
printDebugArray("DICFAvgAllTau.txt", D2Avg, qmax, ntau);

// Cleanup ---------------------------------------------------------------cout << "Finished processing!" << endl << endl;
cout << "to convert q index (1,2,3...ncolumns in DICFAvg.txt) to q: ";
cout << "q = 2 * pi / (image width in pixels) * (q index)" << endl << endl;
cout << "to convert tau index (1,2,3...nrows in DICFAvg.txt) to tau: ";
cout << "tau = (tau index) / (frame rate in frames per second)" << endl;
cout << endl << "Run matlab DICFpostprocessing.m file on DICFAvgAllTau.txt";
cout << " to finish analysis." << endl << endl;
cout <<"Remember to rename or store files elsewhere to prevent overwriting";
cout << "when DDManalyze is next ran!" << endl << endl;
for (int t=0; t<numFrames; t++){
for(int i=0; i<h; i++){
delete [] Ir[t][i];
delete [] Ii[t][i];
}
delete [] Ir[t];
delete [] Ii[t];
}
delete [] Ir;
delete [] Ii;
for (int tau=0; tau<ntau; tau++){
for(int i=0; i<h; i++)
delete [] D2[tau][i];
delete [] D2[tau];
delete [] D2Avg[tau];
}
delete [] D2;
delete [] D2Avg;
fftw_destroy_plan(p1);
fftw_destroy_plan(p2);
fftw_free(in);
fftw_free(out);
return 0;

Simulated Cluster Size Analysis

This code is used to build a network of nodes, and then compute a cluster size analysis.
Several example functions, test1, test2, test3 and test4, can be called to demonstrate how the
code works. The function addpair(i, j) connects node i to node j in the network. The function
finalizegroups() runs the cluster size analysis on a fully-constructed network. The group member
numGroups is how many contiguous clusters there are in the network. The group member
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numNodes is the total number of nodes in the network. The group member avg1 is the numberaveraged cluster size of the network, and avg2 is the weight-averaged size of the network.
This code can be used as an add-in for a larger simulation analysis code.

L.5.1

cluster_finder.h

1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31.
32.
33.
34.
35.
36.
37.
38.
39.
40.
41.
42.
43.

L.5.2

typedef struct _group *Group;
typedef struct _node *Node;
typedef struct _node {
Node next;
Group parent;
} Node_t;
typedef struct _group{
Group next;
Node first;
Node last;
int groupNum;
int numNodes;
} Group_t;
typedef struct _alloc{
void * addr;
struct _alloc * next;
} Alloc_t, *Alloc;
class Finder {
public:
Finder(int numNodes);
~Finder();
void addPair(int i, int j);
void finalizeGroups(void);
void reinit(void);
double avg1;
double avg2;
int numGroups;
int numNodes;
private:
Group createNewGroup(void);
void expandGroupList(int size);
void joinGroups(Group g1, Group g2);
bool fragmented;
int sizeGroupList;
Group firstGroup,lastGroup;
Node nodes;
Alloc allocations;
};

cluster_finder.cpp

1.

#include <cstdlib>
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2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31.
32.
33.
34.
35.
36.
37.
38.
39.
40.
41.
42.
43.
44.
45.
46.
47.
48.
49.
50.
51.
52.
53.
54.
55.
56.
57.
58.
59.
60.
61.
62.
63.
64.
65.

#include <cmath>
#include "cluster_finder.h"
#include <cstdio>
#define ALLOC_STEP_SIZE 32
Finder::Finder(int num):
numGroups(0), numNodes(num), sizeGroupList(0), fragmented(true), avg1(0.), avg2(0.), firstGroup(NULL),
lastGroup(NULL)
{
allocations = (Alloc)malloc(sizeof(Alloc_t));
allocations->next = NULL;
allocations->addr = calloc(sizeof(Node_t) , numNodes);
nodes = (Node) allocations->addr;
expandGroupList(ALLOC_STEP_SIZE*2);
}
Finder::~Finder()
{
while (allocations) {
Alloc t = allocations;
allocations = t->next;
free(t->addr);
free(t);
}
}
void Finder::addPair(int i, int j)
{
Node ni = &nodes[i], nj = &nodes[j];
// Does node i already have a group assignment?
if (ni->parent) {
// Try to apply to node j
if (NULL == nj->parent) {
// NJ isn't assigned, add to group
ni->parent->last->next = nj;
ni->parent->last = nj;
nj->parent = ni->parent;
ni->parent->numNodes += 1;
}
// Conflict, ni and nj are assigned to different groups
else if (ni->parent != nj->parent) {
joinGroups(ni->parent, nj->parent);
}
else {
// pass
}
} else if (nj->parent) {
return addPair(j,i);
} else {
// Needs a group assignment
Group g = createNewGroup();
g->first = ni;
g->last = nj;
ni->next = nj;
g->numNodes = (i == j) ?1:2;
ni->parent = g;
nj->parent = g;
}
}
void Finder::finalizeGroups(void){
Group g;
Node ni;
for (int ii = 0; ii < numNodes; ii++) {
ni = &nodes[ii];
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66.
67.
68.
69.
70.
71.
72.
73.
74.
75.
76.
77.
78.
79.
80.
81.
82.
83.
84.
85.
86.
87.
88.
89.
90.
91.
92.
93.
94.
95.
96.
97.
98.
99.
100.
101.
102.
103.
104.
105.
106.
107.
108.
109.
110.
111.
112.
113.
114.
115.
116.
117.
118.
119.
120.
121.
122.
123.
124.
125.
126.
127.
128.
129.
130.

if (NULL != ni->parent)
continue;
g = createNewGroup();
g->first = ni;
g->last = ni;
g->numNodes = 1;
ni->parent = g;
}
avg1 = avg2 = 0.0;
for (g = firstGroup; g; g = g->next) {
avg1 += g->numNodes;
avg2 += pow(g->numNodes,2);
}
avg1 = avg1 / numGroups;
avg2 = avg2 / numNodes;
}
void Finder::reinit(void)
{
for (int ii = 0; ii < numNodes; ii++) {
Node n = &nodes[ii];
n->next = NULL;
n->parent = NULL;
}
Group g = firstGroup;
while (g) {
g->first = NULL;
g->last = NULL;
g->numNodes = 0;
g = g->next;
}
fragmented = true;
numGroups = 0;
lastGroup = firstGroup;
avg1 = avg2 = 0.0;
}
Group Finder::createNewGroup(void)
{
if (!fragmented) {
if (numGroups == sizeGroupList-1) {
expandGroupList(ALLOC_STEP_SIZE);
}
numGroups += 1;
lastGroup = lastGroup->next;
return lastGroup;
}
Group g = firstGroup;
int ii = numGroups;
while (ii > 0) {
if (g->numNodes == 0)
break;
g = g->next;
ii--;
}
if (!ii) {
fragmented = false;
lastGroup = lastGroup->next;
}
numGroups += 1;
return g;
}
void Finder::joinGroups(Group g1, Group g2)
{
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131.
132.
133.
134.
135.
136.
137.
138.
139.
140.
141.
142.
143.
144.
145.
146.
147.
148.
149.
150.
151.
152.
153.
154.
155.
156.
157.
158.
159.
160.
161.
162.
163.
164.
165.
166.
167.
168.
169.
170.
171.
172.
173.
174.
175.
176.
177.
178.
179.
180.
181.
182.
183.
184.
185.
186.
187.
188.
189.
190.
191.
192.
193.
194.
195.

numGroups -= 1;
fragmented = true;
Group small = g1->numNodes < g2->numNodes ? g1 : g2;
Group big = g1->numNodes < g2->numNodes ? g2 : g1;
Node n = small->first;
while (n) {
n->parent = big;
n = n->next;
}
big->last->next = small->first;
big->last = small->last;
big->numNodes += small->numNodes;
small->numNodes = 0;
}
void Finder::expandGroupList(int size)
{
Alloc a = (Alloc)malloc(sizeof(Alloc_t));
a->addr = malloc(sizeof(Group_t) * size);
Group groups = (Group) a->addr;
a->next = allocations;
allocations = a;
if (NULL == firstGroup)
firstGroup = lastGroup = &groups[0];
else {
lastGroup->next = &groups[0];
}
for (int ii = 0; ii < size ; ii++) {
groups[ii].first = NULL;
groups[ii].last = NULL;
groups[ii].numNodes = 0;
groups[ii].groupNum = numGroups + ii;
if ( ii < size - 1 )
groups[ii].next = &groups[ii+1];
else
groups[ii].next = NULL;
}
sizeGroupList += size;
}
void test1() {
Finder f = Finder(15);
f.addPair(0,3);
f.addPair(1,3);
f.addPair(2,3);
f.addPair(2,4);
f.addPair(5,4);
f.addPair(8,9);
f.addPair(8,7);
f.addPair(8,1);
f.addPair(6,1);
f.addPair(13,12);
f.addPair(10,11);
f.finalizeGroups();
printf("%d, %f, %f\n",f.numGroups, f.avg1, f.avg2);
}
void test2() {
Finder g = Finder(6);
g.addPair(0,1);
g.addPair(2,1);
g.addPair(3,4);
g.finalizeGroups();
printf("%d, %f, %f\n",g.numGroups, g.avg1, g.avg2);
}
void test3() {
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196.
197.
198.
199.
200.
201.
202.
203.
204.
205.
206.
207.
208.
209.
210.
211.
212.
213.
214.
215.
216.
217.
218.
219.
220.
221.
222.
223.
224.
225.
226.
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Finder g = Finder(128);
g.finalizeGroups();
printf("%d, %f, %f\n",g.numGroups, g.avg1, g.avg2);
}
void test4() {
Finder f = Finder(15);
f.addPair(0,3);
f.addPair(1,3);
f.addPair(2,3);
f.addPair(2,4);
f.addPair(5,4);
f.addPair(8,9);
f.finalizeGroups();
printf("%d, %f, %f\n",f.numGroups, f.avg1, f.avg2);
f.reinit();
f.finalizeGroups();
printf("%d, %f, %f\n",f.numGroups, f.avg1, f.avg2);
f.reinit();
f.addPair(13,12);
f.addPair(10,11);
f.finalizeGroups();
printf("%d, %f, %f\n",f.numGroups, f.avg1, f.avg2);
}
/*int main() {
test1();
test2();
test3();
test4();
}*/
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