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We prove here that the context-free languages family (CFL) and the matrix 
languages of finite index family (MLIF) are incomparable, which answers P~un's 
question. The proof uses properties about he MLIF already known about the 
CLF. In particular, we prove analogs about he MLIF of Ogden's lemma and of
the Transfer theorem for iterative pairs, due to Boasson. We also give another 
example of the previous Transfer theorem, by proving that the full-AFL MLIF 
is not principal. 
Dans un certain nombre de probl+mes li6s 5 l'Informatique, les langages 
alg6briques, ou context-free, constituent un module incomplet. C'est pourquoi 
des familles plus vastes, g6n6ralisant parfois, par certains c6t6s, celle des langages 
alg6briques (que nous d6signons par Alg), sont apparues au cours des derni~res 
ann6es. Ainsi, dans (Abraham, 1965) est-il introduit la notion de grammaire 
matricielle, qui g6n6ralise la notion grammaire alg6brique: l'application d'une 
r~gle classique de grammaire alg6brique st remplac6e par l'application d'une 
suite ordonn6e de r+gles, qui constitue une matrice 1 × n. Depuis cette notion 
a donn6 lieu 5 de nombreuses 6tudes (cf. Ibarra, 1970; Salomaa, 1973; Pascu 
et P~un, 1977; P~un, 1977). 
Dans cet exemple pr6cis, un langage alg6brique apparalt comme un langage 
matriciel, dont la grammaire matricielle satisfait une certaine contrainte: ne 
comporter que des matrices 1 × 1. Cette contrainte constitue exactement le 
pendant de la g6n6ralisation qui avait men6 des langages alg6briques aux 
langages matriciels. I1 peut ~tre int6ressant de se demander s'il n'est pas possible 
de retrouver les langages alg6briques, en imposant aux langages matriciels des 
contraintes tout ?~ fait distinctes de celles qui sont naturellement li6es h leur 
d6finition. C'est ainsi que si, avec Brainerd (1968), on d6finit l'index d'une 
grammaire matricielle, on peut se demander quel est le rapport entre la famille 
Alg et la famille Mlif des langages matriciels d'index fini. On sait que le langage 
(a~b~c n ] n ~ N} appartient 5 Mlif et pas ~ Alg, mais on ignore si Alg est incluse 
dans Mlif. Puisque la famille Mlif constitue un full-AFL (P~un, 1977), cette 
inclusion d6pend de l'6ventuelle appartenance du langage de Dyck restreint 
D'2* , g6n6rateur du full-AFL Alg, ~t la famille Mlif. 
101 
0019-9958/79/110101-22502.00/0 
Copyright © 1979 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
102 JOFFROY BEAUQUIER 
Dans cette article, nous prouvons que le langage D'2* n'est pas un langage 
matriciet d'indeX fini et donc que les familles Alg et Mlif sont incomparables, r6- 
solvant ainsi un probl~me 6voqu6 dans (P~un, 1977). 
Cette preuve n6cessite la d6monstration de propri6t6s importantes, dont la 
forme restreinte, applicable aux seuls langages alg6briques, est d6jfi connue, 
mais qui sont nouvelles en ce qui concerne les langages matriciels. C'est ainsi 
que, pour la famille Mlif, nous prouvons un Lemme d'Iteration, g6n6ralisant 
le classique Lemme d'Ogden (1967) pour les langages alg6briques, plus pr6cis 
que le th6or~me de Brainerd (1968). Nous prouvons 6galement pour la famille 
Mlif un th6or~me de transfert des n-uplets it6rants (que nous d6finissons) vis fi 
vis des transductions rationnelles. Ce th6or6me g6n6ralise naturellement le 
th6or~me de transfert des paires it6rantes dans les langages alg6briques (Boasson, 
1976). 
Ce th6or~me permettrait (nous ne le faisons pas ici) de retrouver, au niveau 
des langages de Mlif, les diff6rentes classifications, que l'on peut faire dans Alg, 
des langages quasi-rationnels ("bounded derivation languages" de (Ginsburg 
et Spanier, 1968)): lin6aires, quasi-rationnels d'ordre k, ultralin6aires... (cf. 
(Crestin, 1973)). I1 permettrait aussi de d6montrer des propositions du type: 
le langage {a'~b~c~d~]n E ~} n'appartient pas all ful l-AFL engendr6 par le 
langage {a~bncnln E r~}, et de construire des chalnes infinies de full-AFL, 
strictement croissantes. Nous ne donnerons ici qu'un seul exemple de la puissance 
de ee th6or~me, en montrant combien il est facile de l'utiliser pour prouver que 
le full-AFL Mlif n'est pas principal (ce qui constitue un r6sukat nouveau, 
apportant une pr6cision suppl6mentaire h la r6ponse partielle de (P~un, 1977) 
concernant une conjecture de (Salomaa, 1973)). 
I. NOTATIONS, DEFINITIONS ET RAPPELS 
1. Grammaires matricielles 
S i  Xest  un alphabet fini, X* d6signe le monoide libre engendr6 par X, E le mot 
vide, 616ment neutre de ce monoide. La longueur du mot f  de X* est not6e I f [ .  
Unegrammaire algdbrique (ou context-free) st un quadruplet G = (X, V, So, P) 
X est l'alphabet erminal, V l'alphabet non-terminal (X n V---- ~),  S o est 
I'axiome et P l'ensemble fini de productions. Un ensemble ordonn6 R ~- 
[ra, r 2 ,..., r~] (m ~ 1 et ri ~ P pour i = 1, 2,..., m) est une matrice de rkgles de G. 
Un ensemble fini M de telles matrices est appel6 grammaire matricielle sur G. 
Si r = (S --+ w) est une r+gle de P et si v ~ (X • V)* est de la forme: v=v l  Sv2 
nous 6crivons: r(v) = v 1 wv 2 ou bien v _5~ vl wvz . 
Si Rest  la matrice ci-dessus, nous 6crivons: u = R(v), h condition qu'i! 
existe des mots v 1 , v 2 ..... v~ de (X u V)*, tels que: 
r 1 r~ r 3 r~n 
7) > ~31 > V 2 ' > " ' "  "~ V., m ~ U .  
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R 
Nous notons: v ~ u, la relation: u = R(v) et nous disons que u est g6n6r6 h 
partir de v par application de R. S'il existe R~, R 2 ,..., R~ e 21//telles que: 
R t R~ R a R~ 
7) :=> gt 1 => f22 => " '"  =:>" Uk : /~, 
nous disons que u est g6n6r~ h partir de 7) dans M et nous notons: v *~ u, 
M 
Le langage gdndrd par la grammaire matricielle M est l'ensemble: 
'~ L (M)  = { f  l f s X*,  So ~ f}.  
La suite 7), R~, u~, Rs, u s , R.~ ,..., R~, u est une ddrivation de 7) en u. Nous 
la noterons parfois plus simplement: v, u~, u~ ,..., u. 
EXEMPLE. Construisons une grammaire matricielle 3/1, g6ndrant le langage 
L 1 {a~b~¥  In >/1}. La grammaire alg6brique sous-jacente st: G 1 
({So, S 1 , {a, b, c}, So, P1), off P1 se compose des productions: So-+ SOSl:i 
S O --~ a Sob; $1 "--> cSt ; So ~ ab; S 1 --~ c. 
Les matrices de M 1 sont: 
Pour g6n6rer a~b"c '~, on 
pour obtenir: 
R 1 
dn =So ~ SoS1 
; !  
R1 = [So -~ SOS1] 
R~ = [So ~ a So b, $1 ~ cS1] 
R~ = [So -~  ab, S1 -~ c] 
applique d'abord R1, puis n --  1 lois R 2 et enfin R3:, 
aSobcS 1 ~ ~2 a~_l Sob,~_lc~_l S 1 2~8 anb~c% 
Les seules d6rivations possibles dans M1 sont de la forme ci-dessus, done-', 
L(M1) = LI . 
Nous 6crivons: ($1 $2 ..... S~) *~ (u 1 , u2 ,..., u~), h condition que: 
M 
(i) II existe une d6rivation dans M: d = (S iS  2 ." $7~ ~ ulu~ "'" u~). 
M 
(ii) I1 existe k d6rivations dans G: 4 = (Sl-~ul) , . . . ,  dl~ = (S~u~) ,  
d 6tant une d6rivation de u en v dans une grammaire matricielle M, nous disons 
que la suite de non-terminaux S 1, S 2 ,..., S~ est une cha~ne complete de d issue 
de S 1 s'il existe des occurrences de r~gles de G, r 1 , r 2 ,..., r~ ayant respectivement 
pour membres droits des roots de (X (3 V)* de la forme: 
t ]1 ! # 
~-2)2S2¢/)2 , goBS 3 gO 3 , . . . ,  ~V~+ 1 , 
qui ont ~t6 utilis6es dans cet ordre, dans la d6rivation d. 
EXEMPLE. Dans l'exemple ci-dessus, So, So ..... S O ou So, St ..... S 1 sont 
des chalnes completes de la d6rivation dn . 
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Nous disons que la suite de non-terminaux S,1, Si, ,..., Si~ est une chatne de d, 
s'i l existe une chalne compl+te $1, Sz ,..., S~ de d telle que S iS i~ ... Si~ soit 
un sous-mot de S1S 2 ... S~.  La longueur de la chalne Si~ , Si 2 ,..., Si  k est k. 
De cette d6finition, il ressort que si S, Tes t  une chaine d'une d6rivation d, 
il existe des mots wl et w 2 tels que: S*-~ w 1 Tw 2 . Nous disons alors que le mot a 
w a Tw~ est d6duit de S dana d. 
On peut consid6rer une d6rivation d de u en v dana M comme la suite des 
roots u 1 = u, us, u 3 ..... u,~ = v obtenus apr+s chaque application d'une r+gle 
de G. Si S---~ west  une telle r+gle, on a, par exemple: 
U i = WlSW 2 
ui , ui+i E (X  w V)*. 
Ui+ 1 = WlffYg/) 2 
Nous disons que le contexte non-terminal de l'occurrence de S ci-dessus, 
dans la d~rivation d, est le mot ui, obtenu ~t partir de u i en effagant les lettres deX. 
Soit dune  d6rivation de S 0 en f~ X-* dana la grammaire matricielle M. 
Nous distinguons certaines occurrences du motf .  Nous disons que, vis ~ via de 
ces occurrences distingu6es, une occurrence d'un non-terminal S eat sp~ciale, 
si et seulement si: 
(i) S intervient dans une chalne complete issue de So, de d. Nous notons 
cette chaine compl+te: So, $1 ,..., S, T, .... S~. 
(ii) Le mot w' Tw" est d6duit de S (~ l 'ordre 1) dans d et w'w" contient 
au moins une occurrence distingu6e. 
Une chalne compos6e uniquement de non-terminaux sp6ciaux (sauf peut-btre 
le premier) sera dite cha~ne sp&iale. 
2. Index 
Si west  un mot de (X u V)*, v~ d6signe toujours le mot obtenu ~ partir de w 
en effagant les lettres de X. 
Si d - -  S o , u 1 , u 2 ..... uT~ = u est une d~rivation dans M, l ' index de d est: 
ind(d) = maxj~_ 1 ..... ~]uJ I. 
Soit D~ l'ensemble des d6rivations de S o en u dans M. 
Nous posons: ind(u)= mina~D,(ind(d)) et nous appelons l'entier ind(u) 
l~index du mot u dans M. Une grammaire matricielle M est d' index fini s'il 
existe un entier naturel N tel que ind(u) ~ N pour tout mot u de L(M) .  Le 
plus petit entier N vgrifiant cette condition est l ' index de M. 
3. Constructions classiques 
Nous d~signons par Mlif  Ia famille des langages matriciels d' index fini. 
Puisque Mlif  est un ful I -AFL (P~un, 1977)', cette famille est ferm6e, en par- 
ticulier, par intersection rationnelle, par morphisme direct et par morphisme 
DEUX FAMILLES INCOMPARABLES 105 
inverse. Etant donnfis un langage rationnel K et deux morphismes ~o et ¢, nous 
allons, de plus fournir trois constructions, qui ~ partir d'une grammaire matri- 
cielle d'index fini M, engendrant le langage L, permettent de construire trois 
grammaires rnatricielles d'index fini, M~K , ~_IM et Mo, engendrant respective- 
ment les langages L c~ K, ~o-l(L) et ¢(L). 
Soit M une grammaire matricielle sur G -= (X, V, So, P) et K un langage 
rationnel, reconnu par un automate fini A = (X, E, e0, -, F) (X est l'alphabet, 
E l'ensemble d'6tats, e 0 ~ E l'6tat initial, (S, x) -~ S • x la fonction de transition 
et F C E l'ensemble d'6tats finals). Posons: Gc~ ~ = (X, g ' ,  S~, P')  off V' = 
(V × E × E) u {So} et P '  est d~fini par: 
- -  (S, e, e') ---~ f~(S~ , el, e1) f2(S2 , e2 , e2) f3 "" f,:(S~ , e~ , ek) fk+~ (off fx , 
f2 .... , fk+l ~ X*) est une r~gle de P', si et seulement si: 
(1) S-+f lS l f2S J3  ""fkSefk+l est une r~gle de P. 
t • t r 
(2) e "f l  = e~ ; Vie [1, hi: e, "f~+~ = e~+~, ek_~ "fk+~ = e. 
- -  S O --~ (So, e, e') est une rdgle de P' ,  si et seulement si: e = e 0 et e' ~ F. 
A chaque matrice de r&gles de G, on associe l'ensemble (fini) de matrices 
de r~gles de Gc~K qui se projettent sur elle (suivant la projection canonique de 
(X u V')* sur (X t3 V)*). L'ensemble de ces matrices ainsi associ6es constitue 
la grammaire Mc~c. I1 est facile de v6rifier que MnK engendre L (~ K. 
Soit ¢ un morphisme de X* dans Y*, que l'on 6tend de (X k) V)* dans 
(Y k3 V)* par: ¢S = S, pour tout S de V. 
Consid6rons: G o = (Y, V, So, ~bP), avec CP = {S--+ ~bf] (S---~f) ~ P} et 
M¢ l'ensemble des images par ¢ des matrices de M. M,  engendre ¢(L). 
Soit q~ un morphisme alphab6tique (9 est alphabdtique si l ' image d'une lettre 
est de longueur 0 ou 1) de Y* dans X*. D6finissons: I70 = {Y [Y ~ Yet  9Y = e}, 
Y~ = Y \Yo .  Notons 9~ la restriction de 9 ~t 171 et considdrons: 
off 
(1) 
(2) 
S de V). 
(3) 
~-IG ----- (Y, V u {T}, So, P ')  
Test  un symbole n'appartenant pas h V. 
P" 9-~1P (si l 'on a 6tendu 91 5 (Y1 I J V) par 91S = S, pour tout 
P' = {S --~ Tfl Tf~T. . .  TfkT l (S--+flf2 ""fk) ~ P", f i  ~ (X  w V)} U 
{T-+yT ly  ~ Y0} w {T--~ E} et soit ~_IM la transform6e de M suivant cette 
construction. On v6rifie que ~_IM engendre 9-1(L). 
II. n-UPLETS ITI~RANTS ET SYSTI~MES DE n-UPLETS ITERANTS 
Soient ( , )  et [ [on posera Y = {(, ), ]}] trois symboles n'appartenant pas ~ X 
106 JOFFROY BEAUQUIER 
D~FINITION 1. n-UPLET ITI~RANT. Le mot de (X %) Y)*, 
17 = a0(u 1 ]a  1 I g2] ...] an_ 1]un)a  n (!) 
est un n-uplet it6rant si: u~ =/= e pour i = 1,..., n. 
Pour des raisons de simplicit6, H ayant 6t6 pr6cis6 une fois pour toute sous 
la forme ci-dessus, nous notons (1): 
17 = @1,  u~ .... , u~). (2) 
Nous dirons que le mot f = aoula~u " '  a._~u~a~ admet le n-uplet it6rant/7. 
DI~FINITION 2. n-UPLET ITI~RANT D'UN LANGAGE L. So ientLun langageetH 
un n-uplet it6rant, de X*. H est un n-uplet it6rant de L si, pour tout m/> 0: 
aoulmalu2¢na~ "• an_lUn~an ~ L .  
D~FINITION 3. L'ensemble des exposants de 17 dans L est: 
Exp(H,L) {(ml, ms,..., ran) e N ~ I ~ ~2 ... m, = aoU 1 alu s a s an_lU n a n ~L} .  
DI~FINITION 4. Le n-uplet H de L est strict si Exp(H, L) se r6duit ~ la 
diagonale D = {(m, m,..., m) ~ N ~ I m >/0}. 
Soit net  p deux entiers tels que p ~< n. A toute injection I de [1, p] dans [1, n] 
on peut faire correspondre une projection PI de N n dans N ", de mani~re 
canonique. 
D~FINITION 5. Le n-uplet H deL est p-strict (p ~< n) s'il existe une injection 
I de [1, p] dans [1, n] telle que: Pl(EXp(/7, L)) ~ {(m, m,.. . ,  m) ~ N • [ m >/0}.  
Remarque. Le n-uplet/7 de Lest  strict si et seulement siil est n-strict. Si le 
n-uplet/7 de Les t  p-strict, alors il est p'-strict, pour p' ~ p. 
DI~FINITION 6. Soit L un langage de X* engendr6 par la grammaire matricielle 
M. Le n-uplet it&ant de L, /7 = ao(u 1 [ a 1 ] u s [ "" l us)an est grammatical 
pour M, si et seulement si: 
--  3m~ N, 3S 1 ,..., S~ ~ V, 3x 1 , x s ..... xm+l ~X*  tels que: 
S 0 ~ X lS lXsS  s .., xmScnxfa+l 
M 
- -  3%,% .... , v~(XUV)*et I={ i~, i  s ..... i , }C[1 ,  m] 
(& ,  & ..... &)  *~ (~,  ~s .... , ~)  
M 
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avec vj ~ X*  si j 61 et %. = a~-wfi~, si j c L v6rifiant: 
- -  (u l ,  u s ..... u~) est une sous-suite de (u l ,  ul"', as , uz~' ,..., ui~", a~). 
- -  Vp e [1, k] ou bien z~ = e (resp. a~ = e) 
ou bien 3k tel que a~ = u~ (resp. a'~ = uz). 
- -  Le contexte non-terminal  du mot wlw s "" w~ est S1S s "" S~.  
- -  3Yl , Ys ,..., Y~ ~ X*  tels que: 
v3 j  5 chaque lettre S i ,  et ~- 6tant d6fini par: 
~ j :v j  si jq l I  
v3j = z~ si j ~ I 
on a: 
, i  
(S1, Ss , . . .  , Sin) *~ (Y l ,  Y2 .... ,Y~n) 
M 
~3j, pour  j ~ [1, k] 6tant le mot obtenu en substituant dans w~ le mot 
Xl~lX2~s " -  Xm~r~Xm+ 1 : aoa 1 . . .  a n . 
Le mot S IS  2 "" S,~ est le pivot du n-uplet H dans Met  le mot SiS i~ "" SiT ° est 
son axe. 
EXEMPLE. Soit M la grammaire matriciel le dont les r~gles sont: 
(S  0 "-~ aS  1 bS2cS3)  (33  --~ S3Sa)  
(S  1 --~ cc, S s -+ aSlb ) (S  3 --~ cSs dS~c, $4 --7 aS4) 
Le 3 -up le t / - /  = ccaccb(caccbd l cabbdcbbdcacc I c ] a [ aa) est un n-uplet  gram- 
matical pour M,  du langage engendr6 par M h part ir  de S o . 
En effet, nous avons: 
So *~ aSlb&cS3& 
($1,  Ss ,  $3,  $4) ~" (cc, accb, caccbdcaSlbdcSssS~ccc , aaaS4) 
I = {3, 4} 
v~ = (caccba) (caSlbacS#&cc)  (c) 
va = (a) (aaS4) (e) 
et (caccbd, c, a) est une sous-suite de (caccbd, c, a, e). Le eontexte non-terminal  
du mot caSlbdcSf lSaccaaS 4 est bien S1SsS3S 4 . 
Nous avons encore: 
(S  1, S~ , S 8 , S~) *~ (b, bb, ca, E) 
M 
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et 
z3 2 : v~ = accb 
~b 3 = cabbdcbbdcacc 
~)4 = aa.  
On v6rifie bien que: 
(ccaccb) (cabbdcbbdcac) (aa) = (cc) (accb) (cabbdcbbdcac) (aa). 
De mani6re intuitive, on peut dire qu'un n-uplet it6rant est grammatical lorsque 
ses 616ments it6rants apparaissent effectivement dans les membres droits des 
r~gles de la grammaire. Donnons un exemple d'un n-uplet non grammatical. 
Soit M la grammaire dont les r6gles sont: 
(S  o --> xSyS1) , (S--~ yxSy~', S 1 ~ $1) (S -+ t, 31 ~ E). 
So i t / / :  (xy ] xty [ zy). 17 est un 2-uplet it6rant du langage engendr6 par M 
71 partir de S O , mais il n'est pas grammatical pour la grammaire M (Dans ce cas, 
la suite (xy, zy) n'est pas une sous-suite de (yx, yz)). Nous montrerons dans 
la suite que, dans un certain sens, les n-uplets non grammaticaux sont tr6s 
proches de n-uplets grammaticaux (ici, le 2-uplet x(yx  I t l yz)y) .  
Nous allons d6finir maintenant les syst6mes de n-uplets it6rants, que l'on 
peut consid6rer comme des configurations particuli6res de n-uples it&ants, 
simultan6s, d'un langage. Ces n-uplets poss6dent la propri6t6 de pouvoir ~tre 
it6r6s ind4pendamment les uns des autres. Les syst6mes de n-uplets it6rants 
g6n6ralisent les n-uplets it6rants, comme les syst6mes de paires it6rantes 
(Beauquier, 1979) g6n6ralisent les paires it4rantes. 
( , )  et I 6tant trois symboles n'appartenant pas ~ X, nous posons Y = {(, ), I} 
et nous consid4rons des roots de (X u Y)* de la forme: 
a = a 0 #0 Ul #1 al #2 "'" #~-3  a~-i  #2~-2 u~ #2,,-1 am (3) 
o5: m~N,  ui,  a i~X*  pour /= 1,2 .... , m, #~-~ Ypour j  :0 ,1  ..... 2m- -  1, 
et des roots obtenus h partir de (3) par effacement de certaines lettres de Y 
comme: 
c/  ~ aou la  1 ""  a i l _  1 #2il-2 Uil #2i-1 ai lu i l+l  "'" ai2-1 #212-2 
Uie #2i 2 1 "" #2i,--1 "' 'Urn lain lumam 
avec: 1 ~ i  1 < i  2 < "'" < i t  ~m.  
Pour des raisons de simplicit6, nous notons (4): 
(4) 
or' ~ (u i l  , ui~ ,. . . ,  uG)  
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Si L est un langage de X*,  nous d6finissons: 
Exp(a, L) = {(kl ,  k 2 ,..., k~) E N ~ ] aoulkal . "  a~_ lu~a~ eL} .  
Enfin, si PC  N r, ~ ~ Ns, nous notons, pour i = 1, 2, . . ,  q: 
P *, Q = {(P~, P2 ..... P i ,  q l ,  q~ ..... q , ,  Pi+l .... , P~.) { (P~, Pz .... , P,.) ~ P, 
(ql ,  q~ .... , qs) e Q}, 
P × Q = {(px, pz ..... p,-, q l ,  q2 ,..., q~) [ (p l ,  p~ ,..., pr) ~ P, 
(q~, q~ , . . . ,  q~)e Q}. 
D~FINITION 7. SYSTEME DE n-UPLETS ITI~RANTS. Un mot a ~ a o #o Ul #1 
al  #2 "'" #2m-3 a~- i  #2~n-2 um #2m-1 am de (X  U Y)* est un syst~me de n-uplets 
it6rants de longueur p = re~n, si et seulement si l 'une des condit ions (i), (ii) ou 
(iii) suivantes est satisfaite: 
(i) p = 1 e ta  =ao(u l ]a  l lu2 l . . . Iun_ l{a*_ l lu~)a~ est un n-uplet  
it6rant. On pose alors: Diag(a) = {(k, k,.. . ,  k) ~ N n} 
(ii) p > 1 et 
(ii.1) I1 existe en entier i, (1 ~< i ~ 2m - -  1) tel que: 
#o = ( ;#1  = #~ = "'" = # i -1  = I ; 
#2m-n+i -1  = #2m-n+i  - -  - -  #2m-2 = { ; #2m-1 =)  
et H = (u  1 , u 2 ,..., u~ , u2~_n+ ~ , U2~_n+i+ 1 ,..., U2m_ 2 , U2~n_~) est un n-uplet 
it6rant. 
(ii.2) a'  = (u i+ l ,  ui+2 ,..., u2 ... . .  +i-1) est un syst~me de n-uplets 
it6rants. 
On pose alors: Diag(~) = D iag(H)  *i Diag(#).  
(iii) p > I et il existe un entier i (1 ~< i d~ m) tel que O" 1 = (U  1 , . . . ,  Ui) et 
a2 = (ui+l ,..., u~)  soient des syst~mes de n-uplets it6rants. 
On pose alors: Diag(a) = Diag(al)  × Diag(~).  
Notat ion .  Si a est d6fini par la condit ion (ii), nous le notons ~ = H *i # ;  
s' i l  est dff ini par la condit ion (iii), a = al × a~- Un syst~me a de n-uplets 
it6rants de longueur m/n admet une expression d6duite de Diag(a), uti l isant m 
n-uplets it6rants H1;H 2 .... , H~.  Nous disons que ces n-uplets sont les n- 
uplets sous-jacents ~~r. 
La d~finition des syst~mes de n-uplets it6rants fait intervenir des 616ments 
sous-jacents qui sont tous de n-uplets it6rants, relatifs au m6me entier n fix6. 
Or, il est clair que nous pouvons r6aliser une construction analogue n partant  
d'~l~ments ous-jacents qui sont des n~-uplet, n~-uplet,..., nT~-uplet, off n~ 
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n2 ,..., nk sont des entiers non n6cessairement 6gaux. Si nous d6signons par n 
le plus grand des entiers nln ~ ,..., ne ,  nous dirons que nous avons ainsi construit 
un syst~me g6n6ralis6 de n-uplets itfrants (en abr6g6, s.g.i.-n). 
Dans ces conditions, la notion de Diag(a) pour un s.g.i.-n est tout 5 fait 
analogue 5 celle d6finie pour un syst~me de n-uplets it6rants. 
Dt~FINITION 8. SYSTI~ME GI~Nt~RALI$1~ DE n-UPLETS IT~RANTS D'UN LANGAGE. 
Le syst~me g6n6ralis6 de n-uplets it6rants a est un syst~me g6n6ralis6 de n-uplets 
it6rants du langage L~ si et seulement si: Diag(a) C Exp(a, L). 
EXEMPLE. Posons: L = {alPaflbflbl~aarba*cl ~ IP, q, r ~ N}. Alors: a 2 = 
(al]  (asa2 [ I b2b~) [ b~ [(a s [1 b3) [ c1) est un s.g.i.-3 de Ls ,  puisque, pour tous 
entiers s 1 , s~, s a : 
1 s2 ' s2 Sl s3 's3 s1 al (asa~) (bsbs) bl a8 b3 q eLs .  
DI~FINITION 9. TYPE D'UN s,g.i-n. Soit 0 le morphisme de (X u Y)* sur Y* 
d6fini par: O(x) z e pour x ~ X ;  O(y) = y pour y~ Y. Le type du s.g.i.-n o- 
est O(a). 
EXE1V[PLE. Le type du s.g.i.-n a s est: 
(I(IF)II(I]) I). 
Nous ordonnons les types de s.g.i.-n par: 
t 1 > t 2 si et seulement s i t  2 est un sous-mot de t l .  
DI~FINITION 10. TYPE PARTIEL D'UN s.g.i.-n. Soit 0' le morphisme de 
(X td Y)* sur {(, )}* d6fini par: 0'{ ( } = ( ; 0'{ ) } = ); O'(x) ~ e pour x ~ {(, )}. 
Le type partiel du s.g.i.-n a est O'(a). 
EXEMPLE. Le type partiel du s.g.i.-n a s est: 
(() ()). 
Un type partiel peut 6tre consid6r6 comme un mot du langage de Dyck restreint 
D~*. Ainsi parlerons-nous de la longueur d'un type partiel. 
DI~FINITION 11. 8i cr = (Ul, U s ..... Urn) est un s.g.i.-n, le langage associ6 
a est d6fini par: 
A(~)  = ~ ~ "" a lu~am Diag(~)}. {aoUl alu2 a2 _ l (P l ,  P2 .... , Pm) ~ 
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DI~FINITION 12. Si a = ~ul, u 2 ,..., u~) est un s.g.i.-n, le langage rationnel 
associ6 ~t a est: 
Rat(a) = aou* alu* a2 "" a~_lu* a~ . 
D~FINITION 13. Le s.g.i.-n a de Les t  strict, si et seulement si: 
Rat(a) (~ L = A(a). 
Remarque. On pourrait d6montrer qu'un s.g.i.-n a est strict, si et seulement 
si chacun de ces 61~ments it6rants sous-jacents est lui-mSme strict. 
D~FINITION 14. Le s.g.i.-n a de Les t  p-strict (p -~ n), si et seulement si 
chacun de ces 616ments it6rants sous-jacents est p-strict. 
Remarque. La propri6t~ d'un syst~me a de L d'etre strict entrMne l' ind@en- 
dance des 616ments it6rants qui lui sont sous-jacents. Cela signifie que toute 
iteration d'un n-uplct sous-jacent h a se fait ind~pendamment des it6rations des 
autres n-uplets. Ceci peut s'exprimer plus formellement en disant, qu'~ chaque 
pas de la construction inductive d'un syst~me a, les dgalit6s suivantes sont 
--  si a =/ / * i  a' alors Exp(a, L) = Exp(/7, L) .~ Exp(a', L), 
- -  si a = a, × a 2 alors Exp(a,L)  = Exp(al ,  L) × Exp(a~, L). 
D'apr~s la d6finition de Diag(a), il est clair que ces 6galit6s sont satisfaites 
chaque pas, dans le cas d'un syst~me strict d'un langage L. 
DI~FINITION 15. Le s.g.i.-n a' est d6duit du s.g.i.-m a si et seulement si: 
(i) A(a') C A(a); 
(ii) Rat(#)\A(a') C Rat(a)\A(a). 
EXEMPLE. Le s.g.i.-3, 
a'~ = al(ala ~ [ (a2a ~ ] a2a~b~b 2 ] b~b~) b 1 [ bi 1 ] (a3a3a 3II bab3b~) [ ClCl)Cl , 
est d6duit du s.g.i.-3 a2 de l'exemple ci-dessus. 
LEMME 1. Soit a un s.g.i.-n strict de L. S i  a' est un syst~me ddduit de a, 
alors a' est un s.g.i.-m (m ~ n) strict de L. 
Preuve. Puisque a' est d6duit de a: 
L n (Rat(a')\A(a'))C L ~ (Rat(a)\A(a)). 
Puisque a est strict: 
L c~ (Rat(a)\A(a)) ~- ;g. 
Donc: L n Rat(#) = L (~ A(a') = A(a ' ) .  | 
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En toute g6n6ralit6, nous devrions maintenant d6finir la notion de s.g.i.-n 
grammatical pour une grammaire matricielle. Or une telle d6finition se r6vhle 
extr4mement compliqu6e, principalement 7  cause du fait que de tr6s nombreux 
cas sont h envisager, quant A la nature des n-uplets sous-jacents ( e reporter ~ la 
d4finition d'un n-uplet grammatical). Comme, dans l'utilisation que nous ferons 
des syst6mes, nous n'aurons ~t consid6rer que des systhmes de type particulier, 
nous nous restreindrons d6sormais h l'6tude de tels syst~mes. Insistons bien 
cependant sur le fait que des r6suhats g6n6raux, analogues ?~ ceux que nous 
allons donner dans un cas particulier, peuvent certainement 4 re donn6s et que 
le suppl6ment de difficult6 qu'apporte leurs preuves est d'ordre technique t, 
avant tout, notationnel. Nous ne consid6rons donc plus maintenant que des 
syst~mes de 2-uplets it6rants, que nous appellons yst6mes de paires it4rantes. 
On notera ici que nos d6finitions des 2-uplets it6rants et des syst6mes de 2-uplets 
it4rants rejoignent les d6finitions classiques de paires it6rantes (Boasson, 1976) 
et de syst6mes de paires it6rantes (Beauquier, 1979). 
D~FINITION 16. $oit L un langage matriciel de X*, engendr6 par la gram- 
maire matricielle M. Le syst~me a = ~u 1 , u 2 .... ,)u~m) de paires it6rantes de L 
est grammatical pour la grammaire Met  a pour pivot le mot w de V*, si et 
seulement si: 
(i) m ~-- 1 e ta  est une paire it6rante de pivot w. 
(ii) m ~ 1, a ~- /7 ,  ~', H est une paire it6rante grammaticale, de pivot 
w, a' un syst&me grammatical de pivot w' et: 
w ~ f avec f = w' 
(iii) m ~ 1, ~ ~ ~1 × ~2, ~1 est un syst~me grammatical de pivot w 1 et 
de longueur k (resp. u~, w~, m -- k) et: 
So*~g avec  ~=wlw ~ 
M 
On pose:w = WlW~. 
t w 2~ h avec h ~ w2 
I I I .  LEMME D'OGDEN POUR LES GRAMMAIRES MATRICIELLES D'INDEX FINI 
LEMME 2. Soit M une gr ammaire matricielle d'index fini k. Il existe un entier N 
tel que, si dam un mot f du langage engendrd par M, on distingue au moins N 
occurrences de lettres, f admet un n-uplet it6rant (n ~ k): 
/ /=  a0(ul t al l u2 I "'" I u . -1  l a . _ l  l u.)a. 
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et il existe un entier i (0 ~ i ~ n) vdrifiant: 
1. a i contient au moins une occurrence distingude. 
2. u ie t  aoula l ' "  ai_ 1 ou bien ui+ ~ et ai+~u~+ 2 . . .  Una n cont iennent  chacun  
au moins une occurrence distingude. 
3. u i et ui+ 1 contiennent au plus N occurrences distingudes. 
Preuve. Soi t fun mot deL(M) et dune d6rivation de S o enf. Nous supposons 
que f ~ un certain nombre d'occurrences distingu6es. Faisons les remarques 
suivantes: 
(1) Si la longueur des chaines sp6ciales issues de S 0 est born6e par un 
certain entier p, alors le mot f  contient moins de: p × k × rn 1 'positions distin- 
gu6es. (m 1 d6signant la longueur maximale d'un membre droit de r~gle de G.) 
(2) r 1 6tant un entier quelconque, si unc chaine sp6ciale est de longueur 
strictement sup6rieure 5 r 1 × rn 2 (rn 2 d6signant le cardinal de l'ensemble V), 
il existe un m6me non-terminal (sp6cial) apparaissant au moins r 1 × 1 lois dans 
cette chaine. 
(3) r 2 6tant un entier quelconque, s ir  1 est strictement sup6rieur ~ r 2 X m~ 
(m 3 d6signant le nombre d'occurrences de r~gles de G intervenant dans 271, 
R e ..... R~), il existe au moins r~ occurrences de non-terminaux sp6ciaux, de la 
suite d6finie en (2), qui dans la d6rivation d, ont re~u l'application de la m~me 
occurrence de r~gle de G, prise dans la suite R1, R 2 ,..., R~ des matrices de M. 
(4) S i r  2 est sup6rieur A (m~ +1 -- 1)/(m 2 --  1), il existe deux occurrences 
d'un m6me non-terminal sp6cial de la suite d6termin~e en (3), qui admettent le 
m~me contexte non-terminal. 
Par cons6quent, si nous posons: 
) N ~- m-22 X ma X m~ X k X m 1 @1 
et si nous distinguons N occurrences du mot f ,  la remarque (4) s'applique. Elle 
entra~ne que, sch6matiquement, la situation est la suivante (on a repr~sentfi tous 
les non-terminaux): 
5z  " '"  si " '"  si  q<__ k 
; I s~'' I ' ~ I q I 
sj .. 
I I sj' l a ' I sia I 
M~* 
1 I 
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On met ainsi en 6vidence un n-uplet it6rant (n ~< k) tel que ai, ui ou ui+l 
contiennent des occurrences distingu6es. 
Pour obtenir le r6sultat complet indiqu6 dans le lemme, un raisonnement 
analogue conduit 5 chosir: 
[m~ +1 1] 
X'= (3 X \m-~-~l / × ms X m2 ×n × m 0 q- 1. 
On obtient alors quatre "niveaux identiques": 
I I sj' I siz "'" % "'" I sip I 
I I s/I I sjz " ' ~ K  " . . . . .  I% I 
, I sil , s j z . . ~ ~  . . .  ,sip I 
I% 
, ........ ', 
t I t  tz/ On est alors assur6 que, ou bien deux des trois roots u e , u i , u~, ou bien deux 
t t t  tip des trois roots u~+ 1 , ui+ 1 , ui+ 1 , contiennent des occurrences distingu6es et 1'on 
obtient le point 2 de l'6nonc6 du Lemme. Si le point 3 n'est pas v6rifi6, c'est ~t 
dire si, par exemple, ul contient plus de N'  occurrences distingu6es, on peut 
recommencer la construction, h partir de ces seules occurrences distingu~es. 
Le processus est convergent, puisque, ~ chaque 6tape, a~ contient au moins une 
occurrence distingu6e. | 
Remarque.  Le lemme d'Ogden fournit un n-uplet it6rant grammatical, au 
sens off nous l'avons d6fini. 
IV. TH]~OR~ME$ DE TRANSFERT 
Nous allons d6montrer que les langages matriciels d'index fini satisfont un 
th6or~me de transfert pour les n-uplets it6rants stricts. Comme nous l'avons 
d6j~ far remarquer, cet 6nonc6 n'est qu'un cas partieulier d'un th6or~me de 
transfert plus g6n6ral, valable pour les syst&mes tricts de n-uplets it6rants, 
que seule la difficult6 de manipulation des syst~mes de n-uplets grammaticaux, 
nous emp~che de prouver. Malgr6 tout, nous indiquerons comment pourrait 
fonctionner la preuve dans le cas plus restreint des syst~mes de paires it6rantes, 
stricts. Plus pr6cis6ment, nous allons d6montrer que si un langage, image par 
transduction rationnelle d'un langage matriciel d'index fini, poss~de un n-uplet 
it6rant strict (resp. un syst~me strict de paires it6rantes), alors le langage source 
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poss~de lui-m~me un m-uplet it6rant n-strict (m >/n) (resp. un syst~me strict 
de paires it6rantes, de type sup6rieur). 
Nous manipulons les transductions rationnelles en utilisant leur caraet6ri- 
safion suivante: 
THI~OR~ME DE NIVAT (1968). La transduction T de X*  dans Y* est rationnelle, 
si et seulement si il existe un alphabet Z, un langage rationnel ocal K de Z* et 
deux morphismes alphabdtiques ~ et ~, respectivement de Z* dans X*  et Y*, tels 
que, si L est un langage de X*: TL = $(9-1L n K). 
Les lemmes fondamentaux utilis6s dans les preuves des th6or~mes de transfert 
sont les suivants: 
LEMME 3. Soit L le langage engendrd par la grammaire matricielle d'index 
fini M.  Si a est un systhme strict de paires it&antes de L, il existe un syst~me strict 
de paires it&antes or', ddduit de aet de m~me type, grammatical pour la grammaire M. 
LEMME 4. Soit L le  langage engendr~ par la grammaire matricielle d'index 
fini M. Si H est un n-uplet strict de L, il existe un n-uplet H',  ddduit de H, gram- 
matical pour la grammaire M. 
Preuve duLemme 4. Nous commengons par faire la preuve dans un cas 
particulier. 
Posons: H = ao(ualal iu2[ ""lun)an. 
Nous supposons, dans un premier temps, que l 'alphabet X est l 'union disjointe 
d 'un alphabet Y et de n -[- 1 lettres t, x 1 , x 2 ,..., x net  que: 
ao~ Y ' t ;  a i~tY* t  pour i = 1,..., n - -  1; 
a n ~ tY*  et ui c x ,Y*  pour i = 1,..., n. 
K 6tant un langage rationnel quelconque, on peut, ~ partir de la grammaire 
matricielle M, obtenir une grammaire Mc~zc engendrant L c3 K. 
Posons: M '  = Me, Rat(n). 
Au vu de la construction, il nous suffit de prouver le r6suttat cherch6 pour 
la grammaire M' .  
Soit N l 'entier associ6 h M '  par le Lemme 2. Posons: 
g =aovla lv  ~ ' ' ' vna  ~ off v i =u i  N pour i=  1 ..... n. 
Distinguons, dans le mot g, les N occurrences de la lettre x 1 . Le Lemme 1 
fournit un n'-uplet it6rant H ' ,  grammatical pour la grammaire M' ,  du langage 
L(M').  Puisque/- /est  un n-uplet it6rant strict de L(M'),  n6cessairement: ' = n. 
Nous notons: /7'  = ao(U' ~ ! a~ [ u~ ] "" I u'n)a'~. II existe un entier j(0 ~<j ~ n) 
tel que: 
643[4312-z 
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(1) a~ contient au moins une occurrence distingu6e. 
/ t r f f • t t t y p 
(2) u s et aoula 1 ... a~_ 1 ou blen u3.+x et a~+luj+ 2 "" una n contiennent chacun 
aU moins une occurrence distingu6e. 
(3) u~. et u~+ 1 contiennent au plus N occurrences distingu6es. 
L 'ent ier j  est n6cessairement i f6rieur ou 6gal h 1. En e~et, d'apr6s la forme du 
rationnel Rat(H), chaque mot u~ ne peut contenir qu'un seul type d'occurrence 
x~. Supposer j strictement sup6rieur ~ 2 entre en contradiction avec l'hypoth~se 
suivant laquelle H est un n-uplet strict. Pour la m6me raison, u~ ne peut contenir 
! 
d'occurrences de x I . Donc u~, a 1 et a 0 en contiennent. 
Si l 'on suppose maintenant que u'z ne contient pas d'occurrences de x2, 
on heurte de nouveau l'hypoth~se suivant laquelle H est stricL C'est donc que: 
u[ contient des occurrences de x 1 
Posons: 
u~ contient des occurrences de x 2 
t tit n 1 ,~ u~ = u~ (u~) u~ ~ ~ 0, 
u~ = u;;(u~)n"~; ~ ~ o. 
t /  t \  2 P /  tx  2 t tx  2 i Le mot: aoLUl) alLu~) "" Lug) an est un mot deL(M' ) .  Donc les mots: 
u~"(ul)nl U~u~(ul)nl u~ et u~(u2)n~ u~u~"(uz)n2 u~ 
sont facteurs d'un mot de L(M' ) ,  donc de Rat(H). 
I1 en r6sulte que: 
# g! 
U lU  1 = U 1 
tt it/ 
/~2U2 : U 2 • 
v t 
Un raisonnement analogue s'applique h u 8 ,..., u n . Nous en d6duisons que H '  
est un n-uplet it6rant grammatical, d6duit de H. Le caract~re strict de H '  dans 
L(M) '  r6sulte de celui de H. Remarquons que, d'apr~s la forme de Rat(H), 
le mot u~ (i : 1,..., n) ne peut contenir d'occurrenee de la lettre t. 
Pla~ons nous maintenant dans le cas g6n6ral. Soit: 
I I  = ao(Ul l al l u~ l a2 I ""[ an-1 [ Un)an 
un n-uplet it6rant strict de L. Soient t, x 1 , x2 ,..., xn de nouveaux symboles et 
Y = X w {t, x 1 ,..., Xn}. Soient qo la projection de Y* sur X*  et K le rationneh 
K : aot(XlUl)* talt(X2U2)* "" (xnun)* tan 
et 
1-i' = aot(xlu I I tazt ] "" l tan-it [ x~un) tan. 
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17' est un n-uplet de cp-~(L) et il est strict puisque qo(/-/') = 11. D'apr6s la 
premihre pattie de la preuve, il existe un nTuplet/-/", d6duit de/- / ' ,  grammatical 
pour la grammaire ¢-~M. Mais le n-uplet 11" = cp(11") est d4duit de 11 = cp(/-/') 
et, au vu de la construction de !a grammaire ¢-zM, grammatical pour la gram 
maire M. | 
Notons que la preuve ci-dessus, ~t de tr6s 14g6res modifications pros, sert 
4galement h prouver: 
LEMME 5. Soit L le  langage engendrd par la grammaire matricielle d'index 
fini M. Si H est un m-uplet n-strict de L (m >/n), il existe un k-uplet H '  (m>/k~n) 
n-strict, ddduit de 1I, grammatical pour la grammaire M. 
Schdma de lapreuve duLemme 3. Le Lemme 4 s'applique, en particulier, 
aux paires it6rantes trictes. L'extension de ce r6sultat aux syst6mes tricts de 
paires it6rantes e fait par r6currence sur la longueur du type partiel. On suppose 
la propri4t4 vraie pour les syst6mes triets de paires it6rantes dont le type partiel 
une longueur inf6rieure ~t un certain entier le t  on consid&e un syst6me strict 
de paires it4rantes a, dont le type partiel tes t  de longueur l + 2. D'apr6s la 
d6finition des syst6mes, trois cas sont ~ envisager: 
t = (t'); t = ( )r;  t = t ' ( ) .  
En fait, ces trois cas peuvent 4tre trait4s simultan6ment en posant: 
t = ( t l ) t  2 
off t 1 et tz sont des types partiels de longueurs inf4rieures ou 6gales ~t l. On a 
ainsi: a = (11 * al) × a n (11 4tant une paire it&ante stricte) et l'hypoth~se de: 
r6currence s'applique aux syst6mes a1 et %,  associ6s aux types partiels t1 et t 2 . 
La preuve se fait alors en distinguant des occurrences dans la paire it6rante 
stricte 11 et en appliquant, comme dans la preuve du Lemme 4, le lemme d'Ogden 
pour les langages matriciels d' index fini. 
LEMME 6. Soient L un langage quelconque e t K un langage rationnel local de X*.  
Si le langage L n K admet un s.g.i.-n a, a est aussi un s.g.i.-n de L. 
Preuve. Posons: a = (u 1 , u 2 ,..., u~). Pour tout entier i positif ou nui, le 
mot: aoul i ".. u~ia,~ est un mot de L (~ K. Puisque K est un rationnel local: 
aou * a "" u* a~ C K. 
Donc: Exp(a, L) = Exp(a, L n Rat(a)) C Exp(a, L (~ K). Or, puisque: 
LnKCL  
Exp(~, L c~ K)  C (a, L). ! 
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Notation. 8i 9) est un morphisme de X* dans Y* et e = a o #o ul #1 "'" #2m--2 
u., #2~-1 am un mot de (X t3 {(, ), l})*, posons: 
LEMME 7. Soient L~ C Y* et L~ C X*  deux langages quelconques et 9) un 
morphisme de _32* dans Y* tel que L~ = 9)-1(L1). Si a est un s.g.i.-n strict de L2 , 
alors 9)(a) est un s.g.i.-n strict de L 1 , de m~me type que a. 
Preuve. Clairement: Exp(a,L,)CExp(9)(a),L1). D'autre part, si le mot 
9)(a0) 9)(u~x)... 9)(u~,,)9)(am) appartient h L1, c'est que le mot aoU~l ... u~am 
appartient ~ L~. Donc: 
Exp(9)(a), ra) C Exp(a, L2). 
Si f est un mot de A(a), 9)f est un mot de A(~(a)) et s i f '  est un mot de Rat(a)\ 
A(a), alors 9)f' est un mot de Rat(9(a)\A(9)(a)). | 
LEMME 8. Soienl L a C Y* et L 2 C X*  deux langages matridels d'index fini 
et ~b un morphisme de X*  dam Y* tel que L 1 = ~(Lg.). Si  L 1 admet un n-uplet 
it~rant strict (resp. un syst~me strict de paires itdrantes), L~ admet un m-uplet 
(m >/n) it~rant n-strict (resp. un s.g.i.-m (m >/2) 2-strict et de type supdrieur). 
Preuve. Soit M une grammaire matricielle d'index fini engendrant L 2 et M,  
la grammaire canonique issue de M, engendrant L 1 . D'apr~s le Lemme 4 
(resp. le Lemme 3) tout n-uplet strict (resp. strict de paires it6rantes) a de L 1 
admet un n-uplet (resp. un syst~me strict et de mSme type) d6duit, a', gramma- 
tical pour la grammaire M, .  
De la construction de M, ,  il ressort que l'on peut faire correspondre ~a' 
un m-uplet (resp. un s.g.i.-m) a" de L~ (avec m >/n  (resp. m >/2)), qui est lui, 
grammatical pour M. 
a" est n-strict (resp. 2-strict et de type Sup6rieur ~ celui de a', donc 5 celui de ~). 
Notons que s i fest  un mot de A(a') il existe un motg de A(a") tel que ~b(g) = f 
et que si f '  est un mot de Rat(a')\A(#), alors il existe un mot g' de Rat(a")\A(a") 
tel que ~b(g') = f ' ,  car ~ chaque d6rivation dans M, ,  nous pouvons associer une 
d6rivation dans 3//. | 
Des  Lemmes 6, 7 et 8, nous d6duisons les th6or~mes de transfert pour les 
n-uplets it6rants stricts et les syst~mes stricts de paires it6rantes, dans le cas des 
langages matriciels d'index fini. 
TH~OR~MES 1 ET 2. Si L 1 et L 2 sont deux langages matriciels d'index fini et T 
une transduction rationnelle telle que T(L2) = L t et si L 1 admet un n-uplet itgrant 
strict (resp. un syst~rne strict de paires itgrantes) (q , alors L~ admet un m-uplet 
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(m >/n) it&ant n-strict (resp. un s.g.i.-m (m/> 2) 2-strict et de type sup&ieur A 
el) a2, v&ifiant: 
(1) vf~ E A(%), ~f~ ~ A(a~) td ~e f~ ~ T(f~). 
(2) gf2 ~ Rat(a2)\A(a2), 3fl ~ Rat(a~)\A(al) tel que f,  E T(f2). 
V. LES FAMILLES ALG ET ML IF  SONT INCOMPARABLES 
Nous rappelons que D'a* est le langage de Dyck restreint construit surl'alphabet 
{xl, x2, xa, x4, xl ,  x2, x3, x4}, engendr6 par la grammaire alg6brique dont les 
r~gles ont: 
S-+ SS; S--+ xiS2i pour i = 1,..., 4; S -~ E. 
Nous utilisons le lemme suivant: 
LEMME 9 (Beauquier, 1977). Le langage D'a* admet des syst~mes stricts de 
paires it&antes de type arbitraire. 
Nous allons prouver: 
PROPOSITION 1. Le langage D'4* n'est pas un langage matriciel d'index fini. 
Preuve. Consid6rons la suite de types partiels dffinie par: 
t l  ----= ( ( )  ( )); t2 = ( t l t l ) ;  " " ;  tm = (tin_ 1 , tin_l). 
D'apr~s le Lemme 9, D'4* admet, pour tout entier m un syst6me strict de paires 
it6rantes am, de type partiel t~, Supposons que D~* puisse ~tre g6n6r6 par une 
grammaire matricielle M, d'index fini. 
t D'apr~s le Lemme 3, ara admet un syst~me d6duit et de mSme type partiel am, 
grammatical pour la grammaire Mr. 
; ; v t a~ est de la forme: a m =/ - / ' ,  (%-1,1 × a~-1,2), off H '  est une paire it~rante 
stricte, grammaticale pour 21//, de pivot fm et a~_l, 1 et a~_l, ~ deux syst~mes 
stricts grammaticaux, de pivots respectifs fro--l,1 et f~-1,2 • Le caract~re gram- 
matical de ces 616ments entraine qu'il existe, dans M, des d6rivations (S o 6tant 
l'axiome de M): 
X 0 *=> Urn,lUte, Urn,20l~l U¢,~,I , /'/fn,2 ~ X* ,  urn e (X  ~.) V) :~ et ,Tin = f~ 
. . . . .  v;~ ~ X*, e (X w V)*, t l  m ~> VmVmV m OU V m ~ V m 
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H'  est de la forme H '  = ao(V' ~ ] a 1 I v~)a~ et ,7 m =gm = f~ 
v,~ N w~ off w,~ ~ (X va V)* et: 
f~m = fm-- l , l fm-- I ,2 '
f~-l,~ *~ w~ tel que r2~ = f-,-1,2 • 
Nous ferons l 'hypoth&e de r6currence suivante: m &ant fix6, le plus grand 
index d'une d6rivation de u~ en un  mot de A(e~_,,1) (resp. A(e~_~,2) ) est au 
moins 6gal ~ m @ 1. (Cette hypoth~se st clairement satisfaite pour m = 1). 
Consid6rons le syst~me ~+l de type m q-1 et une d6rivation de u~+ 1 en un 
mot de A(e~,~) (resp. A(cr'~,~)). Dans cette d6rivation, interviennent les 616ments 
suivants: 
Urn+ 1 *::> Xm+lVm+lYm+ 1 
v~+ 1 *~ w~+l et wm+l =f~af~.2 
f~.2 *~ z°~+l tel que w-~+l = f,~.=. 
Nous d6composerons le mot w,~+l en: 
f'/)¢i'~ + 1 m+l, lg0rn+l, 2
de telle faqon que: 
Clairement, l f~,~ [ ~ 1 et I f i .a[  ~ 1. 
Nous pouvons donc 6crlre: 
Max{ind(u,~+l *~ f )  ] fe  A(~+I)  } 
~> Min[(Max{ind(W~+l a *~ f ) ] f~  A(~a)}  + 1), 
(1 + Max{ind(w~+l, ~ *~ f ) I f~  A(,,&2)})] 
Donc, d'apr~s l'hypoth~se de r~currence: 
Max{ind(u~+ 1 *~ f)  lf~A(a'~+l) } >/(m + 1) + 1 = m + 2. 
I1 ressort de cette propri6t6 que M admet des dfirivations d'index arbitrairement 
grand et ne peut donc &re d'index fini. 
D~* n'est donc pas un langage matriciel d'index fini. | 
• , ,  . , ,  Pulsque D a est rationnellement 6quivalent a D 2 et que Mlif est un full-AFL, 
on en d6duit que D'u* n'est pas un langage matriciel d'index fini. 
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VI. LE FULL-AFL ML IF  N'EST PAS PRINCIPAL 
LEMME 10. Si le langage matriciel d'index fini L admet un m-uplet itdrant 
n-strict, Lest  d'index supdrieur ~ Ent(n/2). 
Preuve. Soit M une grammaire matricielle d'index fini engendrant L. Si L 
admet un m-uplet it6rant n-strict (m >/n) /7, alors, d'apr~s le Lemme 5, il 
admet un m-uplet it6rant n-strict/7', d6duit de/7, grammatical pour M. Donc M 
est d'index au moins 4gal ~ Ent(n/2). 
PROPOSITION 2. La famille Mlif n' est pas un c6ne rationnel principal. 
Preuve. Supposons que Mlif soit un c6ne rationnel principal, engendr6 
par un langage L, d'index n. 
Le langage: L' {al~a9 ~ k . . . .  a2n+~[k~M} est un langage d'index n+ 1. 
Donc L domine rationnellement L' et le Th6or~me de Transfert 1 entrMne 
que, puisque L'  admet un (2n + 2)-uplet it6rant strict, L admet un m-uplet 
it6rant (m >/2n d- 2) (2n + 2)-strict. Donc, d'apr~s le Lemme 10, Les t  d'index 
au moins 6gal h n + 1 et une contradiction. | 
COROLLAIRE. Mlif n'est pas un fu l l -AFL principal. 
Preuve. I1 est bien connu que le full-AFL engendr6 par un langage L C X* 
est 6gal au c6ne rationnel engendr6 par le langage (L#)*, off # est un marqueur 
n'appartenant pas h X. Donc, supposer que Mlif est principal en tant que 
ful l -AFL entralne que Mlif est principal en tant que c6ne rationnel, ce qui 
n'est pas d'apr6s la Proposition 1. | 
PROBL~ME OUVERT. Quelle est la famille Alg c~ Mlif? Nous conjecturons 
que: Alg (~ Mlif ---- Q Rat, la famille des langages alg6briques d'index rink 
En particulier: D'I* ~ Mlif? 
Notons ~ ce propos qu'il est annonc6 dans (Cremers et al., 1974) que D~* est 
un langage matriciel d'index fini. 
Or, comme le fait remarquer P~un (1977), la preuve de cette assertion est 
incorrecte. 
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