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Abstract
This paper presents a new discrete Gronwall inequality. Using the inequality, we prove
convergence and error estimate of the numerical solutions of the second weakly singular Volterra
integral equation, where discrete equation is derived by Novot’s quadrature formula.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
If a nonnegative sequence {yn, n= 0, . . . ,N} satisfies
y0 = 0, yn A+Bh
n−1∑
j=0
yj , 1 nN, h= 1/N, (1)
then
max
0iN
yi AeB, (2)
where A and B are positive constants independent of h. As a discrete analogue of
Gronwall inequality [5] this inequality is called discrete Gronwall inequality, which plays
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equations with a continuous kernel [3,4,9]. But it is ineffective to prove convergence of
numerical solutions of Volterra integral equations of the second kind with a weakly singular
kernel. For example, we consider the following nonlinear Volterra equation of the second
kind
u(s)= y(s)+
s∫
a
k∗
(
s, t, u(t)
)
dt, a  s  b, (3)
where the kernel
k∗
(
s, t, u(t)
)= (s − t)α(ln |s − t|)βk(s, t, u(t)), −1< α  0, β = 0,1, (4)
is weakly singular and k(s, t, u(t)) is a continuous function on variables s, t, u, especially,
there exits a positive constant L satisfying∣∣k(s, t, u)− k(s, t, v)∣∣ L|u− v|, a  t, s  b. (5)
Moreover for fixed s and t, we assume that k(s, t, u(t)) has high order derivatives on u,
and let ku(s, t, u(t)) = ∂∂uk(s, t, u(t)). In order to get a discrete equation of (3), we can
apply Navot’s quadrature formula of computing integrals with the end point singularity.
Consider the integral
I (G)=
b∫
a
G(x) dx =
b∫
a
(b− x)α(ln |b− x|)βg(x) dx. (6)
where −1 < α < 0, β = 0,1, and G(x) = (b − x)α(ln |b − x|)βg(x), g(x) is smooth
on [a, b]. Take the step width h = (b − a)/N , and xi = a + ih, i = 0, . . . ,N . If g(x) ∈
C2m[a, b], then Navot [7] and Lyness [6] proved that the quadrature formula
QN(G)= h2G(x0)+ h
N−1∑
i=1
G(xi)−
[−βζ ′(−α)+ ζ(−α)(lnh)β]g(b)h1+α (7)
possesses the following Euler–Maclaurin asymptotic expansion
EN(G)=QN(G)− I (G)=
m−1∑
j=1
B2j
(2j)!G
(2j−1)(a)h2j
+
2m−1∑
j=1
(−1)j [−βζ ′(−α− j)+ ζ(−α − j)(lnh)β]
× g(j)(b)hj+α+1 +O(h2m), (8)
where B2j are Bernoulli numbers, and ζ(x) is the Riemann Zeta function. From (8) we
know that
EN(G)= O
(
h2+α| lnh|β), (9)
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u(xi)= y(xi)+
xi∫
x0
(xi − t)α
(
ln |xi − t|
)β
k
(
x, t, u(t)
)
dt, (10)
we obtain the following nonlinear discrete equations: find ui , i = 0,1, . . . ,N , satisfying

u0 = y(x0),
ui = y(xi)+ h2 (xi − x0)α
(
ln |xi − x0|
)β
k(xi, x0, u0)
+ h∑i−1j=1(xi − xj )α(ln |xi − xj |)βk(xi, xj , uj )
− [−βζ ′(−α)+ ζ(−α)(lnh)β]k(xi, xi, ui)h1+α, i = 1, . . . ,N.
(11)
But by means of (8) the integral equation (3) can be expressed as follows
u(xi)= y(xi)+ h
i−1∑
j=0
wij (xi − xj )α
(
ln |xi − xj |
)β
k
(
xi, xj , u(xj )
)
+ hwiik
(
xi, xi, u(xi)
)+Ei,t ((xi − t)α(ln |xi − t|)βk(xi, t, u(t))),
i = 0,1, . . . ,N, (12)
where
wi0 = 12 , wii = h
α
[
βζ ′(−α)− ζ(−α)(lnh)β],
and wij = 1, for 1 j < i, (13)
and the remainder has an estimation∣∣Ei,t ((xi − t)α(ln |xi − t|)βk(xi, t, u(t)))∣∣= O(h2+α| lnh|β). (14)
Letting ei = u(xi)− ui and subtracting (11) from (12), we obtain the error {ei} satisfies
the equation

e0 = 0,
ei = h∑i−1j=0 wij (xi − xj )α(ln |xi − xj |)β[k(xi, xj , u(xj ))− k(xi, xj , uj )]
+ hwii
[
k
(
xi, xi, u(xi)
)− k(xi, xi, ui)]
+Ei,t
(
xi, t, u(t)
)
, 1 i N.
(15)
From (5) we get
|ei | Lh
i−1∑
j=1
wij (xi − xj )α
(
ln |xi − xj |
)β |ej | +Lhwii |ei | + ∣∣Ei,t (xi, t, u(t))∣∣,
1 i N. (16)
Let h be so small, that Lhwii  12 , then we easily derive that

e0 = 0,
|ei | 2Lh∑i−1j=1(xi − xj )α(ln |xi − xj |)β |ej | + 2∣∣Ei,t (xi, t, u(t))∣∣, (17)1 i N.
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A= max
1iN
max
atb
∣∣2Ei,t(xi, t, u(t))∣∣,
Bij = 2Lh(xi − xj )α
(
ln |xi − xj |
)β
, for i > j, −1< α < 0, β = 0 or 1, (18)
then (17) can be simplified as follows
{ |e0| = 0,
|ei |A+∑i−1j=1 Bij |ej |, 1 i N. (19)
Thus the convergence and error estimate of the approximation equation (11) are reduced
to estimate {|ei|} satisfying (19). Unfortunately if A and Bij in (19) are defined by (18),
then the discrete Gronwall inequality (2) does not hold. In this paper, replacing (2) we shall
prove a new generalization of discrete Gronwall inequality.
2. Theorem 1 and its proof
Theorem 1. If A and Bij are defined by (18) and {ei} satisfies the inequality (19), then
there is a positive constant c independent of h, such that
max
0iN
|ei | ch2+α(lnh)β. (20)
Proof. Since e0 = 0, successively substituting the right side of (19) when i = n− 1, . . . ,1
into
|en|A+
n−1∑
j=1
Bnj |ej |,
we derive
|en|A+A
n−1∑
j1=1
Bnj1 +A
n−1∑
j2=1
Bnj2
j2−1∑
j1=1
Bj2j1
+ · · · +A
n−1∑
jn−1=1
Bnjn−1
jn−1−1∑
jn−2=1
Bjn−1jn−2 · · ·
j2−1∑
j1=1
Bj2j1 . (21)
In order to estimate {|en|}, we use the following simple inequality: if a nonnegative function
f (x) is monotone on [0, n], then
n−1∑
i=1
f (i)
n∫
0
f (x) dx. (22)
First we consider the case 1 that β = 0, i.e., Bij = 2Lh(xi − xj )α . Since xα is monotone
and nonnegative, using (22) and setting x = j2y , we get
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j1=1
Bj2j1 = 2Lh1+α
j2−1∑
j1=1
(j2 − j1)α
 2Lh1+α
j2∫
0
(j2 − x)α dx = 2Lh1+αB(1+ α,1)j1+α2 , (23)
where B(r, s) denote Beta function. Similarly it holds that
Fn,k =A
n−1∑
jk=1
Bnjk
jk−1∑
jk−1=1
Bjkjk−1 · · ·
j2−1∑
j1=1
Bj2j1
A
(
2Lh1+α
)k
nk(1+α)B(1 + α,1) · · ·B(1+ α, (k − 1)(1+ α)+ 1). (24)
However
B
(
1+ α,m(1+ α)+ 1)= +(1+ α)+(m(1 + α)+ 1)
+((m+ 1)(1+ α)+ 1)
= m
m+ 1+(1+ α)
+(m(1+ α))
+((m+ 1)(1+ α)) . (25)
By Stirling formula there exists θz ∈ (0,1), such that
+(z)=√2πzz− 12 e−ze θz12z .
Letting
s = 1+ α,
we get that
+(ms)
+((m+ 1)s) =
(
m
m+ 1
)ms− 12 [
(m+ 1)s]−ses exp
(
θm
12ms
− θm+1
12(m+ 1)s
)
 e 112s
(
e
s
)s
(m+ 1)−s . (26)
Substituting (26) into (25), we obtain
B(s,ms + 1)M(m+ 1)−s, (27)
where M = +(s)e 112s ( e
s
)s . Applying (27) to (24), we follow that
Fn,k 
A(2L(b− a)sM)k
(k!)s A
Rk
(k!)s , (28)
where R = 2L(b− a)sM . Thus after substituting (28) into (21), we obtain
|en|A+A
n−1∑ Rk
(k!)s < A
∞∑ Rk
(k!)s =HA, (29)
k=1 k=0
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H =
∞∑
k=0
Rk
(k!)s <∞,
and H is a positive constant independent of h. However from (9) A= O(h2+α), so there is
a positive constant c independent of h satisfying
max
0iN
|ei | ch2+α. (30)
Secondly consider the case 2 that β = 1, i.e., Bij = 2Lh(xi − xj )α(ln |xi − xj |). Note
that since α >−1, we can find such ε > 0, that α− ε >−1. However by the inequality [8]
∣∣ln((i − j)h)∣∣=− ln((i − j)h) ((i − j)h)−ε
εe
,
we derive
|Bij | 2Lh
[
(i − j)h]α [(i − j)h]−ε
εe
= 2L
εe
h
[
(i − j)h]α−ε. (31)
Setting
α1 = α− ε, L1 = L
εe
,
and using the results of case 1, we can prove that
max
0iN
|ei | ch2+α(lnh)β.
Thus the proof of Theorem 1 is completed. ✷
From Theorem 1 we easy prove the following corollary.
Corollary. If k(s, t, u) satisfies (5), then the solutions {ui} of (11) converges to {u(xi)}
as h→ 0, and there exists a constant c independent of h, such that when h is sufficiently
small, the error has the estimate
max
0iN
|ei | ch2+α(lnh)β. (32)
3. A numerical example
Considering the second weakly singular Volterra equation
x(s)= 11
18
s3 − 1
3
s3 ln s + s +
s∫
0
ln |s − t|x2(t) dt.
We know the exact solution is x(s)= s, and taking the step width h= 0.1,0.05, the results
are listed in the following Table 1.
From the ratio of comparison in Table 1 we can know that the approximation has the
accuracy order O(h2| lnh|).
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t 0.7 0.8 0.9 1.0
h= 0.1_error 2.78E–3 2.93E–3 3.29E–3 3.22E–3
h= 0.05_error 7.99E–4 8.25E–4 8.45E–4 8.61E–4
ratio of comparison 0.284 0.281 0.257 0.267
Remark. After Gronwall’s work [5], many authors generalized Gronwall’s inequality and
its discrete analogue (see [1,2,8,10,11]). The discrete analogues of the generalizations of
Gronwall’s inequality are often applied to the numerical treatment of differential equations
and integral equations (see [9]), but the numerical treatment of weakly singular integral
equations seems to be difficult.
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