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Abstract
One of the reasons why fuzzy methodology is successful is that fuzzy
systems are universal approximators, i.e., that we can approximate an
arbitrary continuous function within any given accuracy by a fuzzy system. In some practical applications (e.g., in control), it is desirable to
approximate not only the original function, but also its derivatives (so
that, e.g., a fuzzy control approximating a smooth control will also be
smooth). In our paper, we show that for any given accuracy, we can approximate an arbitrary smooth function by a fuzzy systems so that not
only the function is approximated within this accuracy, but its derivatives
are approximated as well. In other words, we prove that fuzzy systems
are universal approximators for smooth functions and their derivatives.
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Introduction. It is known that fuzzy systems are universal approximators;
this result was proven almost simultaneously, in 1990–92 papers by J. Buckley,
Z. Cao, E. Czogala, D. Dubois, M. Grabisch, J. Han, Y. Hayashi, C.-C. Jou,
A. Kandel, B. Kosko, J. Mendel, H. Prade, and L.-X. Wang (see [1, 2, 3, 4, 5, 6,
7, 8, 9, 10, 11, 12, 13, 15, 16, 19, 20, 22, 23, 24, 25, 26, 27, 28, 29, 31, 32, 36, 37,
38, 39, 40, 41, 42, 43, 44] and a survey [30]). To be more precise, it was proven
that any input-output system can be approximated, within any given accuracy,
by a system described by fuzzy rules. Such fuzzy-rule representation has two
major advantages:
• first, fuzzy rules (in contrast to, say, differential equations) are intuitively
clear;
• second, fuzzy rule representation is naturally parallelizable.
Due to these advantages, fuzzy rules work well in many practical applications.
However, in some applications, the existing fuzzy rule approximation techniques are not sufficient, because in these problems (e.g., in many control applications), derivatives of the approximated function are very important, and so,
we want not only the approximating function be close to the approximated one,
but we also want their derivatives to be close.
For example, when we approximate a smooth control, we want the approximation to be smooth as well.
However, standard fuzzy approximation techniques do not guarantee the accuracy of approximating a derivative.
It is worth mentioning that in contrast to fuzzy system, neural networks
are known to be universal approximators which can approximate an arbitrary smooth function together with its derivatives (see, e.g., [17, 18]).
In this paper, we prove that (similar to neural networks) fuzzy systems are
universal approximators not only for the approximated functions themselves,
but also for their derivatives.
Basic formulas and notations. In this paper, we follow [36, 38], and consider
fuzzy systems in which “and” is represented by an algebraic product, aggregation is represented by sum, membership functions for the input are Gaussian,
and outputs are crisp. For such systems, the input-output function is given by
a formula
N (x1 , . . . , xn )
,
(1a)
g(x1 , . . . , xn ) =
D(x1 , . . . , xn )
where
N (x1 , . . . , xn ) =
w1 · µ1,1 (x1 ) · . . . · µ1,n (xn ) + . . . + wm · µm,1 (x1 ) · . . . · µm,n (xn ),
2

(1b)

D(x1 , . . . , xn ) =
µ1,1 (x1 ) · . . . · µ1,n (xn ) + . . . + µm,1 (x1 ) · . . . · µm,n (xn ),

(1c)

wk are real numbers, and µk,i (x) are Gaussian functions.
In the following text, we follow a convenient notation (widely used in physics)
of denoting a partial derivative of a function f with respect to a variable xi by
f,i , and, correspondingly, a partial derivative with respect to xi and xj by f,ij .
A general derivative has the form f,D , where D = i1 . . . ik is a sequence of indices
(i.e., the form f,i1 ...ik ).
Definition 1. Let d be an integer, let ε > 0 be a real numbers. We say that a
function g(x1 , . . . , xn ) approximates a function f (x1 , . . . , xn ) and its derivatives
of order ≤ d with accuracy ε if for all xi ∈ [−∆, ∆],
|f (x1 , . . . , xn ) − g(x1 , . . . , xn )| ≤ ε,
and for every derivative D of order ≤ d,
|f,D (x1 , . . . , xn ) − g,D (x1 , . . . , xn )| ≤ ε.

Theorem. Let d and n be integers, let ∆ > 0 and ε > 0 be real numbers, and let
f (x1 , . . . , xn ) be a d-times differentiable function on [−∆, ∆]n . Then, there exists a function g(x1 , . . . , xn ) of type (1a)–(1c) which approximates f (x1 , . . . , xn )
and its derivatives of order ≤ d with accuracy ε.
In other words, fuzzy systems are universal approximators for smooth functions
and their derivatives.
Proof. We want this proof to be natural. Therefore, at first, we start with the
analysis of how this theorem can be proved, and then, we will transform this
analysis into the actual proof of the theorem.
By definition, a general Gaussian function has the form
µ
¶
(x − a)2
µ(x) = exp −
σ2
for some a and σ > 0. In this proof, we will fix the value σ and consider only
the Gaussian functions with this particular value of σ. For such functions,
µ
¶
µ
¶
(x1 − ak,1 )2
(xn − ak,n )2
µk,1 (x1 ) · . . . · µk,n (xn ) = exp −
· . . . · exp −
=
σ2
σ2
¶
µ
(~x − ~a (k) )2
= G(~x − ~a (k) ),
exp −
σ2
where

µ
¶
(~t )2
G(~t ) = exp − 2 ,
σ
3

and ~a (k) is a vector with components (ak,1 , . . . , ak,n ). For such membership
functions, the expressions (1b) and (1c) take the form:
X
wk · G(~x − ~a(k) ),
(2b)
N (~x) =
k

D(~x) =

X

G(~x − ~a(k) ).

(2c)

k

Both expressions look like integral sums: namely, if we take, as values ~a (k) , all
points on a dense rectangular grid with linear step ∆a1 = . . . = ∆an = h filling
a box [−N, N ] × . . . × [−N, N ], and as wk , the values wk = w(~a (k) ) of some
function w(~a) on this grid, then after multiplying by ∆a1 · . . . · ∆an = hn , the
expressions (2b)–(2c) become the integral sums:
Z
n

Z

N

N (~x) · h ≈

N

...

w(~a) · G(~x − ~a) d~a,

−N

Z
n

(3b)

−N

Z

N

D(~x) · h ≈

N

...

G(~x − ~a) d~a.

−N

(3c)

−N

The ratio N (~x)/D(~x) does not change if we multiply both numerator and denominator by hn . Therefore, when h → 0 and N → ∞, the ratio g(~x) =
N (~x)/D(~x) becomes closer and closer to the ratio N∞ (~x)/G∞ (~x) of the two
(multi-dimensional) infinite integrals:
Z ∞
Z ∞
N∞ (~x) =
...
w(~a) · G(~x − ~a) d~a,
(4b)
−∞

Z

−∞

Z

∞

D∞ (~x) =

∞

...
−∞

G(~x − ~a) d~a.

(4c)

−∞

By introducing a new auxiliary vector variable ~b = ~x − ~a, we can see that the
denominator integral is equal to
Z ∞
Z ∞
D∞ (~x) =
...
G(~b) d~b;
(5)
−∞

−∞

therefore, this integral does not depend on ~x at all: the function D∞ (~x) is
a (known) constant C. So, to find the weights that approximate the desired
function f (~x), it is sufficient to find a function w(~a) for which
Z ∞
Z ∞
C · f (~x) =
...
w(~a) · G(~x − ~a) d~a.
(6)
−∞

−∞

The right-hand side of this equality is known as a convolution of the functions
w(~x) and G(~x); it is well known that the Fourier transform of a convolution
4

R ∗ S of two functions R(~x) and S(~x) is equal to the product of their Fourier
transforms: if T (~x) = R(~x) ∗ G(~x), then T̂ (~
ω ) = R̂(~
ω ) · Ŝ(~
ω ) (see, e.g., [33, 34]).
Therefore,
C · fˆ(~
ω ) = ŵ(~
ω ) · Ĝ(~
ω ),
(7)
and so, a natural way to find the desired function w(~a) is to first find its Fourier
transform ŵ(~
ω ) from the above equality, i.e., as
ŵ(~
ω) =

C · fˆ(~
ω)
Ĝ(~
ω)

,

(8)

and then apply the inverse Fourier transform and get the desired function w(~a).
Warning: this is not yet the proof itself, just the idea of it, because a
Fourier transform is not always defined; the actual proof follows.
For a first derivative g i (~x) of the function g(~x), from the formulas (1), (2b), and
(2c), we can deduce a similar representation:
g,i (~x) =

N,i (~x) N (~x) · D,i (~x)
−
,
D(~x)
D2 (~x)

(9)

where
N,i (~x) =

X

Z
wk · G,i (~x − ~a(k) ) ≈

D,i (~x) =

X

∞

...
−∞

k

and

Z

∞

Z
G,i (~x − ~a(k) ) ≈

Z

∞

(10b)

∞

...
−∞

k

w(~a) · G,i (~x − ~a) d~a,
−∞

G,i (~x − ~a) d~a.

(10c)

−∞

The last integral is equal to 0, so, to guarantee that the corresponding expression
g,i (~x) is close to the corresponding derivative f,i (~x) of the function f (~x), we must
make sure that the
Z ∞
Z ∞
C · f,i (~x) =
...
w(~a) · G,i (~x − ~a) d~a.
(11)
−∞

−∞

In principle, if the equality (6) is true, then we can get (11) simply by differentiating both sides of this equality.
Similarly, to guarantee that this approximation approximates derivatives f,D
of higher order, we must guarantee that
Z ∞
Z ∞
C · f,D (~x) =
...
w(~a) · G,D (~x − ~a) d~a
(12)
−∞

−∞

for this derivative D. If we have attained the formula (6), then (12) follows by
differentiating both sides of that formula.
5

Now, let us transform the above idea into the exact proof. We start with a
smooth function f (~x) which is defined on an n-dimensional box [−∆, ∆] × . . . ×
[−∆, ∆]. It is known (see, e.g., [21]), that we can extend this function f to a
smooth function which is equal to 0 outside a larger box
[−2∆, 2∆] × . . . × [−2∆, 2∆].

(13)

So, without losing generality, we can assume that our function f (~x) is everywhere defined, everywhere smooth, and is equal to 0 outside the box (13).
Based on this function, we can now construct a new infinitely differentiable
function f1 (~x) which is close to f (~x) and for which all the derivatives of order
≤ d are close to the corresponding derivatives of f (~x). It is known, from the
theory of generalized functions (also called Schwartz distributions) (see. e.g.,
[14, 35]), that as such a function, we can take
R
G0 (~x − ~y ) · f (~y ) d~y
R
f1 (~x) =
,
(14)
G0 (~y ) d~y
where

µ
¶
(~y )2
G0 (~y ) = exp − 2
σ0

(15)

and σ0 > 0 is sufficiently small. (To be more precise, as σ0 → 0, we have
G0 (~y ) → δ(~y ) (modulo a multiplicative constant) and thus, f1 = G0 ∗ f →
δ ∗ f = f .) The new function f1 (~x) is infinitely differentiable: indeed, its
derivative of each order D can be computed as
R
G0,D (~x − ~y ) · f (~y ) d~y
R
f1,D (~x) =
,
(16)
G0 (~y ) d~y
and the convergence of these integrals follows from the fact that f (~y ) is different
from 0 only within a box. Since the values of the function f1 and of its derivatives
can be made (by choosing appropriate σ0 ) arbitrarily close to the values of
function f and its derivatives, it is sufficient to be able to approximate the
function f1 , then this approximation will approximate the original function f
as well.
One can also easily check that the function f1 (~x) tends to 0 as ~x → ∞ (and
decreases fast), so that its Fourier transform can be defined for all ω
~:
Z
1
fˆ1 (~
ω) =
·
f1 (~x) · exp(−i ω
~ · ~x) d~x.
(17)
(2π)n/2
From this Fourier transform, we can reconstruct the function f1 (~x) back by
applying the inverse Fourier transform:
Z
1
f1 (~x) =
·
fˆ1 (~
ω ) · exp(i ω
~ · ~x) d~
ω.
(18)
(2π)n/2
6

In the formula (18), we consider all possible values of ω
~ . Let us show that we
can restrict the integration by values ω
~ of a bounded length (|~
ω | ≤ R for some
R), and get a new function f2 (~x) which is itself close to f1 (~x), and its derivatives
of orders ≤ d are close to the corresponding derivatives of f1 (~x). This function
f2 (~x) is, thus, defined by the following formula:
Z
1
fˆ1 (~
ω ) · exp(i ω
~ · ~x) d~
ω,
(19)
·
f2 (~x) =
(2π)n/2 |~ω|≤R
or, in terms of Fourier transforms, by the formulas fˆ2 (~
ω ) = fˆ1 (~
ω ) if |~
ω| ≤ R
and f2 (~
ω ) = 0 if |~
ω | > R.
It is known that if a function h(~x) is differentiable with respect to one of the
variables xi , then, differentiating by parts, we conclude that
Z
1
ĥ(~
ω) =
· h(~x) · exp(−i ω
~ · ~x) d~x =
(2π)n/2
Z
1
exp(−i ω
~ · ~x)
−
·
h,i (~x) ·
d~x,
(20)
−i ωi
(2π)n/2
and therefore,
1
1
|ĥ(ω)| ≤
·
n/2
|ωi |
(2π)

¯Z
¯
¯
¯
¯
· ¯ h,i (~x) · exp(−i ω
~ · ~x) d~x¯¯ ≤

1
1
·
·
(2π)n/2 |ωi |

Z
|h,i (~x)| d~x.

(21)

R
So, if the integral |h,i (~x)| d~x converges, the Fourier transform goes to 0 at least
as fast as |ωi |−1 when ω
~ → ∞. Similarly, if a function is twice differentiable,
and the corresponding integral converges, the Fourier transform goes to 0 as
|ωi |−1 · |ωj |−1 , etc. Our function f1 (~x) is differentiable infinitely many times,
and the corresponding integrals do converge. Therefore, its Fourier transform
goes to 0 faster than |~
ω |−N for any integer N , i.e., for some constant C1 > 0,
we have
C1
|fˆ1 (~
ω )| ≤
.
(22)
|~
ω |N
Therefore, for every R > 0, the difference between the full integral (18) (which
defines f1 (~x)) and its restriction (19) (which defines f2 (~x)) can be bounded as
follows:
Z
1
f1 (~x) − f2 (~x) =
·
fˆ1 (~
ω ) · exp(i ω
~ · ~x) d~
ω,
(23)
(2π)n/2 |~ω|>R
hence
1
·
|f1 (~x) − f2 (~x)| ≤
(2π)n/2

Z
|fˆ1 (~
ω )| d~
ω≤
|~
ω |>R
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1
·
(2π)n/2

Z
|~
ω |>R

C1
d~
ω . (24)
|~
ω |N

If we turn to radial coordinates, with radius r and angles θ1 , . . ., then the bounding integral in the right-hand side of (24) turns into
Z ∞ n−1
r
dr
const
|f1 (~x) − f2 (~x)| ≤ const ·
= N −n .
(25)
N
r
R
R
So, if we take N > n, then, for sufficiently large R, we can get a sufficiently small
upper bound which bounds the difference between the values of the functions
f1 (~x) and f2 (~x) for all ~x.
The Fourier transform of a derivative f1,i is equal to i ωi times the Fourier
transform of the original function. Therefore, the Fourier transforms of all the
derivatives of the function f1 also tend to 0 faster than |~
ω |−N for any integer
N . Therefore, by choosing R sufficiently large, we can guarantee that not only
the values of the function f2 (~x) are close to the values of the function f1 (~x),
but also that the values of all derivatives of f2 (~x) of order ≤ d are close to the
corresponding derivatives of f1 (~x).
Therefore, to prove that we can approximate f1 (~x), it is sufficient to be able
to approximate the close function f2 (~x). This function f2 (~x) has an advantage
– that its Fourier transform is equal to 0 outside a sphere |~
ω | ≤ R. We can
therefore define the “weight” function w(~x) by applying the above-described
idea of defining w(~x) to the function f2 (~x): namely, we first define its Fourier
transform
fˆ2 (~
ω)
ŵ(~
ω) =
,
(26)
Ĝ(~
ω)
and then reconstruct w(~x) by applying inverse Fourier transform:
Z
1
w(~x) =
·
ŵ(~
ω ) · exp(i ω
~ · ~x) d~
ω.
(2π)n/2

(27)

For this function w(~x), we have f2 = w ∗ G.
Since the Fourier transform of a function w(~x) is equal to 0 outside the
bounded area, this function
w(~x) is infinitely differentiable and therefore, all
R
integrals of the type w(~a) · G(~x − ~a) d~a can be approximated by grid-based
integral sums, for appropriate h and N . Thus, for appropriately small h and
large N , we get a fuzzy system g(~x) of the type (1a)–(1c) which approximates the
function f2 (~x) together with all its derivatives of orders ≤ d. Since the function
f2 (~x), in its turns, approximates the function f1 (~x) and its derivatives, and the
function f1 (~x) approximates the original function f (~x) and its derivatives, we
conclude that the fuzzy system g(~x) approximates the original smooth function
f (~x) and its derivatives. The theorem is proven.
Remaining open problem. We have shown that if we use Gaussian membership functions, then we can approximate an arbitrary smooth function together
with its derivatives. Our proof make an essential use of the fact that the membership functions are Gaussian. An interesting open question is: if we use use
8

smooth non-Gaussian membership functions, will we still be able to get a universal approximation for a function and for its derivatives?
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