Abstract. In this paper, we first construct "viscosity" solutions (in the Crandall-Lions sense) of fully nonlinear elliptic equations of the form
Introduction
We study some properties of viscosity solutions of fully nonlinear elliptic equations of the form F (D 2 u, x) = g(x, u) on {|∇u| = 0} (1) or, more precisely,
Equations of this kind appear in several contexts. For example, the stationary equation for the mean field theory of superconducting vortices, derived formally by Chapman in [7] , takes this form when the scalar stream function admits a functional dependence on the scalar magnetic potential. In general, solutions are expected to be C 1,1 or at least W 2,p and satisfy the equation a.e. outside "patches" where the gradient vanishes.
The time dependent equations of Chapman's mean field model form a degenerate parabolic elliptic system. Viscosity solutions of this system were investigated in two dimensions by Elliott, Schätzle, and Stoth in [8] . They also found special solutions of the stationary problem.
Existence of solutions
The Perron-Wiener method has been used extensively by Ishii [11] to solve the Dirichlet problem by the viscosity approach. Boundedness of the domain Ω is not needed, but we do assume that a continuous subsolution and a continuous supersolution dominating the subsolution already exist.
In order to apply the Perron-Wiener method, we shall verify the usual properties of the family of subsolutions (or supersolutions). The proposition below is a well known result for elliptic equations. Its proof follows the classical pattern, but special care shall be taken to deal with the condition on the gradient.
We denote by u * the upper semicontinuous envelope of a given function u, i.e., u * (x) = lim sup z→x u(z) .
In a similar way, we define the lower semicontinuous envelope u * (x) = lim inf z→x u(z) . u * and u * are upper and lower semicontinuous respectively.
Proposition 1. Let {u α } be a nonempty family of subsolutions of (1) and put
Then, u * is a subsolution, provided u * < ∞.
Proof. Let P be a paraboloid touching u * from above at some point x 0 . Assume that |∇P (x 0 )| = 0. Fix ε > 0 and put
By continuity of the functions involved, there is δ > 0 such that for all x ∈ B δ (x 0 ), the following assertions hold:
Note that there exist an index α and a point x ∈ B η (x 0 ), such that
Accordingly,
By the ellipticity of F ,
Putting all these inequalities together, we obtain
The following proposition is a first approach for solving the Dirichlet problem. It will be refined below under additional hypotheses on F and g. Proof. Denote by u the supremum of all continuous subsolutions less than or equal to v. By Proposition 1, u * is a subsolution. To prove that u is a supersolution (u = u * , since u is the supremum of continuous functions), let P be a paraboloid touching u from below at a point x 0 , such that
and choose δ 1 > 0 and ν > 0 such that for all x ∈ B δ1 (x 0 ) and |r − u
Then, for |β| < ν/2, the paraboloid
is a subsolution of (1) in B δ1 ∩ B δ2 . In fact, by the ellipticity of F and the above inequalities, we get
The last inequality holds because
To reach a contradiction, we shall construct a continuous subsolution less than or equal to v and strictly greater than u at x 0 .
First we choose γ > 0 and δ 3 > 0 such that
By the axiom of choice and the compactness of ∂B δ , there is a continuous subsolution v ≤ v, such that
Taking β < min{ν/2, γ,
is a continuous subsolution less than or equal to v, and w(x 0 ) > u(x 0 ). This is a contradiction.
A most natural question is whether the function u above is actually continuous. We answer this question under suitable additional hypotheses.
Proposition 3. Let v and v be the two functions in Proposition 2. Suppose that
We also assume at this point that F does not depend on x and that for any given compact set D ⊂ Ω, there is c > 0 such that for all x ∈ D, all r ∈ R, and all h > 0,
Then, there is a viscosity solution
Remark. By Proposition 2, taking u equal to the supremum of all continuous subsolutions less than or equal to v, only the continuity of u remains to be proved.
Before going into the proof of this proposition, we need some notation and properties of Jensen's approximate solutions.
Suppose there is a point x 0 ∈ Ω such that
otherwise, u is continuous and there is nothing to prove. Following Jensen's idea, define
where α is a positive constant, whose precise value will be fixed later. Jensen's approximation of a continuous solution enjoys many nice properties; a list of them can be found in the book by Caffarelli and Cabré [3] , p. 43, Theorem 5.1. Suitable versions of those properties, adapted to our case, are listed below. We omit the proofs since those given in [3] work with minor changes. a) u ε is a decreasing family of continuous functions.
d) The point x in c) satisfies
Now, we can state the key fact in the proof of Proposition 3.
Lemma 4. Under the hypothesis of Proposition 3, for each δ > 0, there exists an
Proof. Let P be a paraboloid touching u ε − δ from above at a point x 0 ∈ Ω 2α . Assume |∇P (x 0 )| = 0 and define
Then, one readily verifies that
and
) is compact and g is continuous, we can find ε 1 > 0 such that for all ε ≤ ε 1 , |x 0 − x | is small enough and we have
Consequently, for ε 1 ≤ δ/2, we arrive at
see property b) above. In addition, by Lemma 4, let ε 1 > 0 be such that the function u ε − δ is a continuous viscosity subsolution of (1) in Ω 2δ/3 . Then, for ε ≤ ε 0 ∧ ε 1 , we have
This in particular implies that the function
is a continuous subsolution less than or equal to v and w(x 0 ) > u(x 0 ). This leads to a contradiction.
Regularity of solutions
From now on, we assume that
The following proposition shows that the solutions of (1) actually satisfy uniform elliptic inequalities with bounded right hand side and no gradient restriction. This result allows us to apply the powerful machinery of the nonlinear elliptic theory.
Proposition 5. Let u be a continuous supersolution of (1). Then,
in the viscosity sense.
Proof. Assume that there is a paraboloid P , touching u from below at a point x 0 , such that
Since u is a supersolution of (1), we must have |∇P (x 0 )| = 0. Now, put
If Q is a paraboloid touching u − P 1 from below at x ∈ B δ (x 0 ) such that
Here, M − denotes Pucci's minimal operator defined (for 0 < λ ≤ Λ fixed) on the set of n × n real symmetric matrices by
where the e i are the eigenvalues of M . We will also make use of Pucci's maximal operator, defined by
From this, we obtain
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In particular, if Q is affine and touches u − P 1 from below at a point x ∈ B δ (x 0 ), then
Now, consider the convex envelope of u − P 1 on B δ (x 0 ), denoted by Γ. By (2), there is a unique supporting plane at each point of the set {x; u − P 1 = Γ}. In particular, Γ is differentiable at the contact points {x; u − P 1 = Γ}, and
Since Γ is convex, for all x, x ∈ {u − P 1 = Γ},
Then,
On the other hand, since F (0, x) = 0,
This implies the existence of a coordinate system in which P 1 is strictly convex with respect to the first variable. In particular, it is not possible to find two contact points x, x ∈ {u − P 1 = Γ} that differ only by the first component, since, by convexity, the scalar product in (3) would be strictly positive. We conclude that {x; u − P 1 = Γ} is a closed graph in the x 1 direction and has Lebesgue measure equal to zero.
Since u − P 1 ≥ 0 on ∂B δ and u − P 1 (x 0 ) < 0, there is an η > 0 such that
which is a contradiction.
Using a similar argument, we can prove the subsolution version of Proposition 5. If u is a continuous subsolution of (1), then
in the viscosity sense. For future reference, let us state the following corollary,
Denote by S(λ, Λ, g) the set of supersolutions of the corresponding Pucci's minimal equation with right hand side equal to g, and by S(λ, Λ, g) the set of subsolutions of the Pucci's maximal equation. Put S * = S ∩S. The following properties are straightforward applications of Pucci's extremal operator theory; see [3] , chapter 2.2.
Corollary 7.
a) If u is a solution of (1), then 
ii) There exist universal constants 0 < α < 1 and c > 0 such that u ∈ C α ( Q 1/2 ) and
Let us briefly discuss W 2,p regularity. To this end, we need the notion of L pviscosity solution, introduced by Caffarelli, Crandall, Kocan andŚviech in [4] .
Remark. Thanks to a priori estimates found by Caffarelli [2] (extended later by Escauriaza [9] ), leading in particular to a generalized maximum principle for strong solutions, (4) also holds in the sense of L p -viscosity, for all p ≥ n; see Proposition 2.9 in [4] .
Corollary 8. If F is concave and independent of x, and if there exists a constant K such that, for all symmetric matrices A and all
loc , and (4) holds for a.e. x ∈ Ω. Proof. As remarked above, (4) is also verified in the sense of L p -viscosity (p ≥ n). By Theorem 3.6 in [4] , pointwise a.e., u is twice sub-and superdifferentiable. By the generalized Rademacher-Stepanov theorem, u is twice differentiable a.e.; see [6] and [13] . By Proposition 3.4 in [4] , (4) 
where c is a positive constant, are in C 1,α . To improve this result, namely, to prove u ∈ C 1,1 , we use the monotonicity lemma of Alt, Caffarelli and Friedman [1] in a way already exploited in [5] (see the proof of Theorem I in that paper). (5), then u ∈ C 1,1 .
Lemma 9. If u is a viscosity solution of
Proof. We obtain a Lipschitz constant for ∇u if the second partial derivatives of u are uniformly bounded in B r0/4 (x 0 ) ∩ {|∇u| > 0} for all x 0 ∈ ∂{|∇u| > 0} ∩ Ω and r 0 > 0 such that B r0 (x 0 ) ⊂ Ω. For this, it is enough to show the existence of a constant C such that
In fact, for all x ∈ B r0/4 (x 0 ) ∩ {|∇u| > 0}, putting r x = dist(x, ∂{|∇u| > 0}), we have then
Note that v is bounded on the unit ball and satisfies ∆v(y) = ∆u(x + r x y). By elliptic estimates,
We will prove (6) for the sequence r i = 2 −i r 0 (which is enough). The proof will be done in two steps.
Step. Define
We can assume that there is a sequence i j → ∞ such that
(if there is not such a sequence, (6) is proved). Suppose (6) already fails for the sequence i j defined above. Taking a subsequence if necessary, we can always assume that
Then, there is a subsequence of u j converging in C 1,α (B 1 ) to a nonzero harmonic function u 0 satisfying u 0 (0) = |∇u 0 (0)| = 0. This follows from the compactness and regularity properties of harmonic functions (Gilbarg and Trudinger [10] , Theorem 8.32), coupled with the uniform regularity of the u j 's, and the construction of the correcting term w (in (8.82) in [10] ) that shows that the limit is harmonic. Now, fix a unit vector ν ∈ S n−1 and denote by u j,ν the directional derivative of u j in the direction ν. By the monotonicity lemma ( [1] ), since u ν + and u ν − are subharmonic on B r0 (x 0 ) and u ν (x 0 ) = 0,
where C depends only on the W 2,2 norm of u on B r0 (x 0 ). By a change of variable (treating C below as a generic constant that may change from line to line),
By Poincaré's inequality and (7),
where m ± j are the meanvalues of u j,ν ± respectively. Letting j → ∞, we get
Then, either u 0,ν + or u 0,ν − vanishes identically. Since u 0,ν is harmonic, u 0,ν (0) = 0 and u 0,ν does not change sign, u 0,ν vanishes identically. Since ν is arbitrary, u 0 ≡ u 0 (0) = 0, which is a contradiction.
Then, there is a constant C such that
Step. Now, suppose that there exists an integer i > min I such that
For the first i with the above property, we must have
Then, i − 1 ∈ I (I was defined in (8)). By (8),
This contradicts our assumption.
Remark. One can show that C depends (linearly) only on sup Br 0 (x0) |u(x) − u(x 0 )|, but for simplicity and because in this paper we only need the regularity of u and not the estimates for the C 1,1 norm, we decided to prove (6) for a given u.
Hausdorff measure of the free boundary
We start by establishing two technical lemmas needed to prove the finiteness of the (n − 1)-dimensional Hausdorff measure of the free boundary (Proposition 13).
Lemma 10. Let u ≥ 0 be a viscosity supersolution of
Proof. Fix a point x 0 such that u(x 0 ) > 0 and put
in the viscosity sense. In particular, since v(0) > 0, v cannot vanish for r < r 0 = dist(x 0 , ∂Ω).
Lemma 11. Let u be a viscosity subsolution of
where c > 0 is a constant. Let x 0 ∈ Ω and assume there is a paraboloid P , touching u from above at x 0 , such that |∇P (x 0 )| = 0. Then,
Proof. Fix a < c and put
The supremum of v is attained on ∂B r . In fact, if x 1 ∈ B r and
then the paraboloid
which, by the choice of a, is a contradiction.
If x 1 = x 0 , Q touches u from above at x 0 . We cannot conclude directly, because |∇Q(x 0 )| = 0. But, by hypothesis, there is another paraboloid P touching u from above at x 0 , such that |∇P (x 0 )| = 0. Using these two paraboloids, it is easy to construct a third paraboloid P 1 , touching u from above at x 0 , satisfying |∇P 1 (x 0 )| = 0 and such that
which is a contradiction again. In particular,
Since a < c is arbitrary, the lemma is proved.
Remark. By approximation, (10) is true for all x 0 in the closure of the set of points for which there is a paraboloid P , touching u from above at x 0 , such that |∇P (x 0 )| = 0.
Corollary 12.
Suppose u ∈ C 1,1 (Ω) is a viscosity subsolution of (9) . There exist two positive constants ε 0 and c 0 , depending on c, Λ, n and the Lipschitz constant of
Proof. Assume, without loss of generality, that u(
Let x 1 be some point in ∂B r where sup Br u is attained. Then, for all x ∈ B r (x 0 ),
Putting ρ = cr/6nΛc 1 , the above inequalities become:
Denote by u ν the directional derivative of u in the direction
.
The result is obtained by integrating both sides of this inequality on the disc
Notation. H n−1 denotes the (n − 1)-dimensional Hausdorff measure. The last integral is negative, since
where σ n denotes the measure of S n−1 and |B 1 | the measure of the unit ball. By (11), for any (economic) cover of ∂{|∇u| > 0} ∩ B r by ε-balls centered on ∂{|∇u| > 0}, with finite overlapping, we have
where B i denotes the balls in the covering, N is the number of balls and m is the maximal number of overlapping for economic covers. Remark. A similar argument shows that C is equal to the connected component of C in {|∇u| = 0}.
nd
Step. Suppose there exist a connected component K of {|∇u| = 0}, different from C, such that for all ν ∈ S n−1 , both sets K ∩ {u ν < 0} and K ∩ {u ν > 0} are not empty (if K • = ∅, then, by Corollary 17, K satisfies this property).
Notation. Denote by ν ⊥ the π/2 anticlockwise rotation of ν. Define the north pole of C (with respect to ν) by P N (ν) = {ζ ∈ ∂C; ∀ z ∈ C, z − ζ, ν ⊥ ≤ 0} and the south pole by P S (ν) = {ζ ∈ ∂C; ∀ z ∈ C, z − ζ, ν ⊥ ≥ 0} .
Let {|∇u| = 0}
• − denote the closure of the interior of {|∇u| = 0}. The set F (ν) = {u ν > 0} ∩ {u ν < 0} ∪ {|∇u| = 0}
•− is connected, and F (ν)\C has exactly two components, one adherent to P N , denoted by F N (ν), and the other one adherent to P S , denoted by F S (ν). 
