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In this thesis, the theoretical modeling of vibrational spectra in the liquid phase by ab initio
molecular dynamics simulations is discussed. All presented algorithms are implemented in the
open-source trajectory analysis software package Travis to make them publicly available to
the scientic community for immediate utilization. The basic equations that dene the spectra
in terms of Fourier transforms of correlation functions are derived in an alternative manner to
highlight the close relation of ab initio molecular dynamics and static calculations regarding vi-
brational properties. To assess the inuence of approximating the nuclei by classical particles,
molecular dynamics simulations are compared to the exact solution of the nuclear Schrödinger
equation for several one-dimensional and two-dimensional example potentials. This reveals
that anharmonicity eects are included in molecular dynamics, but the extent depends on the
simulation temperature and certain restrictions are imposed such that, e. g., overtones appear
at integer multiples of the corresponding fundamental frequency and combination bands show
up at exact sums and dierences of the corresponding fundamental frequencies. For the eval-
uation of molecular dipole moments, the scheme of maximally localized Wannier functions is
adopted. Molecular polarizabilities are obtained by recalculating the Wannier functions under
the inuence of an external electric eld and taking the dierences of the dipole moments.
Knowing these quantities allows to compute infrared and Raman spectra of bulk systems with
a separation of the components in mixtures and the contributions of solute and solvent in a
solution. To avoid the large computational requirements of the Wannier localization, a new
method to obtain molecular dipole moments and polarizabilities is developed. It is based on
a radical Voronoi tessellation of the electron density that is inherently available in ab initio
molecular dynamics. The inuence of the radii that have to be assigned to the Voronoi sites
is investigated, and it is concluded that van der Waals radii are a very reasonable choice to
separate the molecules in a bulk phase simulation and to obtain spectra of similar quality as
the Wannier approach. Beside the improved computational eciency, the new method avoids
certain artifacts of the Wannier functions that prevent, e. g., the calculation of Raman spectra
for aromatic compounds such as benzene. To simulate also vibrational circular dichroism spec-
tra, a novel method to obtain molecular magnetic moments in the bulk phase is developed. In
this approach, a partial dierential equation is solved to compute the electric current density
on the basis of changes in the electron density during the simulation. The resulting magnetic
moments prove to be stable with respect to the simulation parameters and yield vibrational
v
circular dichroism spectra in very good agreement with experimental data. In order to test
the implementations, the algorithms are applied to simple organic molecules that are easy to
simulate and for which experimental spectra are readily available to compare the results. In
particular, the infrared and Raman spectra of methanol, carbon tetrachloride, benzene, and
phenol in the bulk phase are discussed. Moreover, the chiral molecules 2-butanol, propylene
oxide, and α-pinene are investigated regarding their vibrational circular dichroism spectra
in the liquid state. The molecular dynamics approach is shown to be suited very well for a
modeling of bulk phase eects that occur due to intermolecular interactions such as hydrogen
bonding, e. g., in the alcohols methanol and 2-butanol. This turns it into the primary method
to study ionic liquids with their strong and dynamic interaction network. At the example of 1-
ethyl-3-methylimidazolium acetate with its potential to form a carbene, it is demonstrated that
static calculations of a single ion pair introduce certain deciencies while ab initio molecular
dynamics can reproduce the experimental data very well. This is also used to study a mixture
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The term vibrational spectroscopy collects a wide variety of analytical techniques that gen-
erally deal with the analysis of molecular vibrations or phonons in solids. The frequencies of
the vibrations in a molecular system or in a solid are directly determined by the mutual in-
terplay between its atoms, so vibrational spectroscopy allows to study the interactions within
a molecule or a solid, as well as between a molecule and its surrounding in great detail. This
leads to numerous applications in all elds of natural sciences, medicine, and also in the indus-
try (see, e. g., the recent review articles 1–18 for some examples). There exist many dierent
manifestations of vibrational spectroscopy, and each of them probes the molecular vibrations
with specic selection rules, so they often yield complementary information about the system.
Two very popular forms already undergraduate students come in contact with are infrared (IR)
and Raman spectroscopy. The former is based on the absorption of electromagnetic radiation
due to the excitation of the system to a higher vibrational state with an energy that is typically
in the IR region of the electromagnetic spectrum. The corresponding IR spectrum shows vibra-
tions that change the dipole moment of the system. Raman spectroscopy relies on the inelastic
scattering of usually visible light, meaning that the energy of an incident photon is changed
by the energy dierence of two vibrational states in the system. In this case, the spectrum
contains vibrations that modify the polarizability of the system. Closely related to these two
principles are vibrational circular dichroism (VCD) and Raman optical activity (ROA), which
measure the dierence in the absorption or the scattering, respectively, of left and right circu-
larly polarized light. These methods provide signals only for chiral molecules.
For a detailed interpretation of vibrational spectra, accurate theoretical models on a molec-
ular level are essential. Today, ab initio calculations with the help of computer systems allow
to predict vibrational properties just on the basis of fundamental physical laws such as the
Schrödinger equation. Although the algorithms to solve this equation sometimes contain a
few general empirical constants (see section 2.2), specic parameters tted to particular ex-
perimental vibrational spectra are not needed. This makes it possible to study any arbitrary
system even if it has not been synthesized yet or if it is so reactive that it cannot be isolated in
the experiment.
Basic ab initio calculations of single molecules can be regarded as a routine task nowadays.
Many dierent software packages provide the possibility to estimate IR and Raman spectra
within the harmonic approximation in a black box manner, and the application of such static
1
1 Introduction
calculations is usually taught in introductory courses to computational chemistry19,20. The
general procedure of this approach is as follows: Starting from a reasonable guess of the
molecular structure, a minimum on the potential energy surface is searched for (geometry
optimization). In the vicinity of this minimum, the potential energy surface is approximated
by a quadratic function, implicating that the molecule behaves like a harmonic oscillator (har-
monic approximation). Under this assumption, the vibrational frequencies are readily given
by the diagonalized Hessian of the potential energy at the minimum, and the intensities can be
obtained as derivatives of the dipole moment and the polarizability for IR and Raman spectra,
respectively (see section 2.4).
In usual cases, the harmonic approximation performs very well to reproduce the peak posi-
tions and the intensity ratios of the fundamental transitions in a vibrational spectrum21. This
is often sucient to interpret experimental data in terms of specic molecular vibrations. For
more accurate results, however, the anharmonicity eects that lead, e. g., to a shift of peaks and
the occurrence of overtones and combination bands have to be included. To some extent, the
shift of the peaks can be taken into account by empirical scaling factors22–24, which are very
common due to their simple applicability. More sophisticated techniques to overcome the
harmonic approximation are, e. g., vibrational perturbation theory25–28, the vibrational self-
consistent eld method29–31, vibrational conguration interaction32,33, vibrational coupled-
cluster theory34,35, the multicongurational vibrational self-consistent eld method36,37, and
multi-reference vibration correlation methods38 (see also the review articles 39–41 for an
overview and further references). Although these techniques can yield very accurate results,
they are computationally demanding, so they can hardly be used for molecular systems in
the order of 100 atoms or more42, and the harmonic approximation remains as the primary
approach to study large biomolecules43.
The static calculations either within the harmonic approximation or including anharmonic-
ity eects are perfectly suited to study single molecules as a model for the gas phase. However,
many experimental spectra are measured in the liquid phase, simply because this is the natural
aggregate state of the investigated substance under ambient conditions, or just a solution of
the substance is available. Depending on the polarity of a molecule and its specic interaction
sites, signicant dierences between the spectra of the gas phase and the liquid phase can
occur due to intermolecular interactions or the interplay with the solvent (some examples are
shown in chapter 4). To properly describe these situations, theoretical models are required
that include bulk phase eects. The simplest extensions directly available for static calcula-
tions are continuum solvation approaches such as, e. g., the polarizable continuum model44
or the conductor-like screening model45 (see the review article 46 for an overview and fur-
ther references). These implicit techniques place the molecule in a cavity surrounded by a
continuum with certain electrostatic properties, so they primarily account for the electrostatic
2
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interaction between solute and solvent. For specic direct intermolecular contacts such as, e. g.,
hydrogen bonds, however, it is necessary to include the neighboring molecules explicitly in
the calculation, leading to microsolvation approaches where clusters of molecules are studied
(see, e. g., references 47–49). Such techniques can largely improve the description of the local
environment of a molecule, but with increasing cluster size, the necessary geometry optimiza-
tion becomes a major obstacle. In the cluster, the potential energy surface is often quite at for
the relative orientation of the molecules, making it hard to converge the optimization and to
reach a true minimum. Furthermore, there are usually many minima with similar energies, so
preferably all of them should be considered to properly average the spectra. A comprehensive
search for all minima is, however, not feasible for larger clusters.
In general, computational approaches to the description of liquids resort to molecular dy-
namics (MD) simulations50. This means that the atomic positions are propagated numerically
according to Newton’s equations of motion for a certain time with a nite timestep. The
resulting trajectory can be analyzed to obtain structural properties in terms of, e. g., radial
distribution functions or dynamical quantities such as, e. g., the lifetime of a hydrogen bond.
From the beginning on, classical force elds with empirical potential functions were applied to
model the interatomic forces in MD simulations. Later, the advances in computer technology
paved the way to employ also ab initio calculations, leading to ab initio molecular dynamics
(AIMD)51 with a quantum chemical description of the interatomic interactions. In contrast to
a single static calculation of a molecular cluster, an AIMD simulation is not conned to a par-
ticular minimum on the potential energy surface, but it samples all molecular congurations
accessible in the phase space at a certain temperature (though the sampling is restricted by
the simulation times and the system sizes that can be aorded, and special algorithms might
be necessary to overcome large barriers and to study chemical reactions). Furthermore, AIMD
simulations are easily combined with periodic boundary conditions, avoiding the surface ef-
fects present in a molecular cluster and improving the description of the molecular surround-
ing toward the real liquid.
The particular application of AIMD simulations to calculate vibrational spectra treating the
whole system on the same level of theory started with the pioneering investigation of liquid
water by Parrinello and coworkers in 199752. In this approach, the IR spectrum was computed
as the Fourier transform of the dipole–dipole correlation function, where the dipole moment
under periodic boundary conditions became available by the Berry phase scheme of polariza-
tion53–55. Shortly after, the method was applied to amorphous silicon56, amorphous silica57,
and ice under high pressure58, later also to aqueous solutions of potassium hydroxide59, liq-
uid methanol60, and silicate melts61. The development of the maximally localized Wannier
function method62–66 allowed to obtain the individual dipole moments of the molecules in the
simulation cell, so solute and solvent contributions could be separated, and the sampling was
3
1 Introduction
improved. This has been used to investigate the IR spectra of uracil in aqueous solution67, N -
methylacetamide in aqueous solution68,69, liquid water70–74, completely dissociated mineral
acids in water75,76, hydrogen chloride hydrates77–79, sodium chloride solutions in water80,
glycine in aqueous solution81,82, an alanine dipeptide analog in aqueous solution83, a bridged
cyclic diamide in aqueous solution84, liquid methanol85, and three bioionic liquids86. Recently,
an alternative approach to individual molecular dipole moments has been implemented on the
basis of subsystem embedding, and it has been applied to study the IR spectra of liquid ethylene
carbonate and dimethyl carbonate87. Even more recently, another partitioning scheme relying
on nonorthogonal generalized Wannier functions has been used to revisit the alanine dipep-
tide88. It should be noted that also the gas phase IR spectra of several peptide systems69,88–100,
sugars101–103, protonated methane104, hydrogen chloride–acetonitrile clusters105, 2-amino-1-
phenylethanol clusters106, water88, carbon dioxide88, and ethanol88 have successfully been
simulated by AIMD and Fourier transform of the dipole autocorrelation function.
While the IR spectra rely on the dipole moment, Raman spectra can be calculated in AIMD
simulations as the Fourier transform of the polarizability autocorrelation function. The polar-
izability of the simulation cell under periodic boundary conditions can be obtained by density
functional perturbation theory107–113. This technique has been employed to study the Raman
spectra of ice under high pressure114, naphthalene crystals115, amorphous germanium tel-
luride116, spodumene crystals117, arsenic suldes118, liquid water119, water under high pres-
sure120, and liquid propylene oxide121. The polarizability of the simulation cell can also be
calculated by applying a nite electric eld113,122,123, and this has been used for water under
high pressure120. Due to the computational cost of the perturbation theory calculation for the
whole cell in each simulation step, clavulanic acid and tazobactam in aqueous solution and
a protein environment have been simulated by combining quantum chemistry with classical
force elds (QM/MM) and relying on static calculations for the Raman spectra124,125. Also for
the investigation of vitreous systems, it is common to obtain only the model structures by
AIMD and to perform static calculations for the spectra (see, e. g., references 126–128). Similar
to the dipole moments, it is of general interest to obtain individual molecular polarizabilities
in the bulk phase129,130. A model based on maximally localized Wannier function centers129,130
has been employed for the Raman spectra in the studies of liquid water119 and water under
high pressure120. An alternative approach assigning polarizabilities to atom-centered basis
functions has been developed in the investigation of liquid propylene oxide121.
For the interpretation of the simulated spectra, it is desirable to assign the bands to particu-
lar molecular vibrations. While this information is intrinsically available in static calculations
within the harmonic approximation as the normal modes of a molecule are the coordinate sys-
tem in which the Hessian is diagonal, the extraction of normal modes from MD simulations
is more involved. Several methods have been developed in this regard, including the tech-
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nique of driven molecular dynamics131,132, the instantaneous normal mode analysis where the
Hessian is calculated in certain steps along the trajectory133–140, as well as principal mode
analysis139–143, eective normal modes69,144, and generalized normal coordinates145,146 where
the eigenvalue problem of a cross-correlation matrix is solved.
The general aim of this thesis is to collect the approaches to the simulation of IR and Raman
spectra by AIMD, to improve their eciency regarding the calculation of molecular dipole
moments and polarizabilities, to extend them toward a simulation of VCD spectra, and to
implement these methods in the software package Travis147. The program Travis intends to
provide a wide variety of trajectory analysis algorithms under a common interface to enable
an easy post-processing and visualization of MD simulations. In the course of this thesis, it is
considerably extended regarding its capabilities to calculate vibrational spectra.
The thesis starts with an explanation of the general theoretical background in terms of the
Schrödinger equation in chapter 2. On the one hand, this is needed to understand the basic
principles of vibrational spectroscopy and the inuence of the most important approximation
in the simulation of vibrational spectra by AIMD, which is the assumption of the nuclei as
classical particles. On the other hand, this is necessary to elucidate the meaning of the param-
eters for the treatment of the electronic structure in ab initio calculations. In chapter 3, all the
algorithms important for the implementation in Travis are described. At rst, the equations
are derived that dene the vibrational spectra in AIMD simulations as Fourier transforms of
correlation functions. While this is usually started from the Heisenberg picture of quantum
mechanics in the literature51,148, where the quantum correlation functions are approximated
by classical correlation functions and quantum correction factors are introduced, an alterna-
tive way is chosen here: the central model system is the harmonic oscillator and everything
is dened in such a way that the MD approach provides the same spectra as quantum me-
chanics in this case. Except for constant prefactors, the resulting equations are the same as
the ones known in the literature, but this claries the close relation of AIMD simulations and
static calculations concerning the vibrational properties of a system. Afterwards, it is studied
how the methodology transfers to anharmonic systems. Although it is often stated without
further explanation in articles presenting vibrational spectra from AIMD that anharmonicity
is included, it has to be recognized that the assumption of classical nuclei imposes certain re-
strictions on the eects that can be observed. The dierences between quantum mechanics
and the classical approximation of the nuclei are discussed in detail for several anharmonic
model systems.
As soon as the basic equations for the spectra are known, it is important to obtain molec-
ular dipole moments and polarizabilities. As the rst approach, the well-known scheme of
maximally localized Wannier functions is realized. Concerning the polarizabilities, the imple-
mentation is very similar to the idea in references 129 and 130, but it uses a simplication
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that signicantly reduces the computational demand without an unacceptable distortion of
the resulting Raman spectra. It should be noted that the rst Raman spectra based on these
molecular polarizabilities have already been published by the author in reference 149, prior to
the abovementioned articles 119 and 120.
A major drawback of the Wannier functions is the required computational eort. In partic-
ular, if the localization procedure suers from convergence problems, this becomes the most
expensive part of an AIMD simulation. A new approach that avoids the huge impact on the
computation time is presented in this thesis. It is based on a radical Voronoi tessellation150 of
the total electron density, and its applicability is tested for several organic molecules. This re-
veals that it constitutes a good method to study also aromatic compounds such as benzene, for
which the Wannier localization shows severe problems that prevent especially the simulation
of Raman spectra.
To date, the application of MD simulations to VCD spectroscopy is limited. It has been de-
rived that the VCD spectrum can be computed as the Fourier transform of the cross-correlation
of dipole moment and magnetic moment151–153, but the calculation of the magnetic moment
needed for this approach is a major issue in AIMD. In reference 152, the MD force eld was
parametrized with atomic axial tensors from magnetic eld perturbation theory154–157, so this
is a combination of MD with static calculations. In references 151, 153, and 158, the classical
denition of the magnetic moment caused by point charges was employed. The atomic partial
charges were either xed151 or they were obtained from population analyses153,158. Although
a good agreement with the experiment could be achieved in the latter examples, it has to be
noted that atomic partial charges are not unique and the result strongly depends on the partic-
ular population analysis that is selected. Recently, atomic axial tensors on the basis of nuclear
velocity perturbation theory159–163 have been implemented and the authors directly aim for
the application in AIMD simulations164,165. In this thesis, a novel method to calculate magnetic
moments in AIMD is presented. It is also based on the classical denition of the magnetic mo-
ment, but it does not resort to atomic partial charges. Instead, the electron density from the
AIMD is directly processed to obtain the electric current density in the simulation cell. This
allows to compute molecular magnetic moments in combination with the abovementioned
Voronoi tessellation. In several examples, this proves to be a reasonable approach to VCD
spectra in the liquid phase, which does not require any changes in the electronic structure
code and can be used with any electronic structure method that is able to provide the electron
density.
Since the major focus of this thesis is the development and the implementation of meth-
ods to simulate vibrational spectra by AIMD, the algorithms are primarily tested with simple
organic molecules for which experimental data are readily available to compare the results
(see chapter 4). To cover a certain range of functional groups, the implementation to process
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the Wannier function centers is applied to methanol, acetone, and nitromethane in the gas
phase, as well as to methanol in the bulk. Methanol is a small molecule, allowing to carry
out AIMD simulations with little computational eort. However, methanol also contains a hy-
droxyl group that is able to form intermolecular hydrogen bonds, so it shows signicant bulk
phase eects and the suitability of AIMD simulations to treat such cases can be demonstrated.
Anharmonicity eects are shown using the examples of cyanoformyl chloride, cyanoformyl
bromide, and carbon tetrachloride, where they are clearly visible in the experiment. The newly
developed dissection of the electron density on the basis of a Voronoi tessellation for molecular
dipole moments and polarizabilities is tested with methanol, benzene, and phenol in the bulk
phase. The aromatic compounds have been selected to show the issues of the Wannier local-
ization in this case. The novel method to simulate VCD spectra is applied to 2-butanol, which
is the smallest chiral alkanol, propylene oxide, which is one of the smallest chiral molecules
in general, and α-pinene as an important natural product.
Beside the implementation of the methodology in Travis, another focus of this thesis is
the application to ionic liquid systems. In general, ionic liquids are ionic compounds with
such a low melting point that they are liquid at room temperature. In the last decades, they
became an extensively studied type of substances since they often combine good thermal sta-
bility, nonammability, and low volatility with excellent solvating properties, allowing for a
wide variety of applications (see, e. g., the review articles 166–168). Since the structure of ionic
liquids is governed by a large diversity of interactions that range from electrostatic forces169
through dispersion interactions170,171 to specic directional atom contacts such as hydrogen
bonds172–182, they show strong bulk phase eects in their vibrational spectra that are hard
to model by static calculations of single ion pairs or clusters of a few ion pairs. Neverthe-
less, several studies in this sense of ionic liquids that contain the 1-ethyl-3-methylimidazolium
([C2C1Im]+) cation have appeared in the literature183–193. Although they restrict the number of
conformers of the ion pair and neglect the inuence of the dynamic surrounding in the liquid,
they provide a good general insight into some of the spectroscopic features. However, a major
issue occurs, e. g., in 1-ethyl-3-methylimidazolium acetate ([C2C1Im][OAc]). Beside its good
solvation properties for strongly hydrogen bonding materials such as cellulose194 or chitin195,
this ionic liquid is able to form an N-heterocyclic carbene by a proton transfer between cation
and anion. It has been shown that this reaction is favored in the gas phase177 while the ion
network196,197 stabilizes the ions and suppresses the carbene formation in the liquid181,198,199.
As a direct consequence, a static calculation of a single ion pair, which resembles the situation
in the gas phase, oers only a limited ability to describe the behavior in the liquid state.
The detailed settings of the AIMD simulations and the static calculations discussed in chap-
ter 4 are gathered in appendix A. Furthermore, most of the mathematical derivations that
are not primarily relevant to understand the argumentation in chapter 3 can be found in ap-
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pendix B. In appendix C, the method of imaginary time propagation is shortly explained,
which allows to solve the nuclear Schrödinger equation without the approximation of the nu-
clei as classical particles. The description of this technique is not included in chapter 2, since
it is not needed for the modeling of vibrational spectra by AIMD presented in this thesis, and




2.1 The Schrödinger Equation
Any computational approach to study the properties of molecular systems needs to deal with
the Schrödinger equation200, which describes the dynamics in non-relativistic quantum me-
chanics. A brief summary of the approximations necessary to run molecular simulations
within reasonable periods of time is given in the following sections. It follows several standard
textbooks19,20,51,201, so the educated reader might directly continue with chapter 3 (page 29).
The general time-dependent form of the Schrödinger equation in Dirac notation reads as
H |Φ(t )〉 = ih¯ ∂
∂t
|Φ(t )〉 , (2.1)
where H is the Hamiltonian and |Φ(t )〉 is a state vector in the Hilbert space of all possible
quantum states of the particular system. If the Hamiltonian does not explicitly depend on the
time t and |Φ(t )〉 is a stationary state, the time dependence can be separated by the ansatz







where |Ψ〉 is an eigenstate ofH , so it fullls the time-independent Schrödinger equation
H |Ψ〉 = E |Ψ〉 (2.3)
with the energy eigenvalue E.
In a molecular system that consists of N electrons and M nuclei, the Hamiltonian is com-
monly chosen to include the kinetic energy of the electrons Te, the kinetic energy of the nuclei
Tn, the Coulomb repulsion between the electrons Vee, the Coulomb attraction of the nuclei
and the electronsVne, and the Coulomb repulsion between the nucleiVnn:







































In this equation, MA andZA denote the mass and the atomic number of nucleusA, respectively,
as well as ri j = |ri − rj |, riA = |ri −RA |, and rAB = |RA −RB | represent the respective distances
between electrons and nuclei. The coordinates of electron i and nucleus A are given by ri and
RA, respectively.
The electronic and the nuclear motion can be separated within the Born–Oppenheimer ap-
proximation202. The total molecular wave functionΨ (r,R), which depends on the sets of all




ψk (r;R)χk (R), (2.5)
where the electronic wave functionsψk (r;R) are assumed to form a complete set of eigenfunc-
tions of the electronic Hamiltonian He = Te +Vee +Vne +Vnn and fulll—for xed nuclear
positions R—the electronic Schrödinger equation
Heψk (r;R) = Ek (R)ψk (r;R) (2.6)
with the electronic energy Ek (R). The nuclear wave functions χk (R) can be seen as expansion
coecients that depend on the nuclear positions. Using this ansatz for the time-independent
Schrödinger equation (2.3) with the molecular Hamiltonian (2.4) and integrating out the elec-






∇2A + Ek (R)+- χk (R) +
∞∑
l=0
Ckl χl (R) = εk χk (R) (2.7)












ψk (r;R) ∇A ψl (r;R)〉r ∇A. (2.8)
Within the Born–Oppenheimer approximation, all coupling terms are neglected, resulting in






∇2A + Ek (R)+- χk (R) = εk χk (R). (2.9)
This eectively means to assume that the gradients of the electronic wave function along the
nuclear coordinates in equation (2.8) vanish, so the the electronic wave function is inuenced
only by the positions of the nuclei but not by their momenta, and the nuclei move without
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changing the quantum state of the electrons. This is usually justiable if the electronic states
are separated well in energy. However, the approximation breaks down if two potential en-
ergy surfaces get close. This is often important, e. g., for photochemical processes, but such
phenomena are not investigated in this thesis.
By the separation of electronic and nuclear motion, the Schrödinger equation is divided into
two individual problems. For each nuclear conguration R, the electronic energy Ek (R) can be
calculated by solving the electronic Schrödinger equation (2.6). This denes a potential energy
surface, on which the nuclei behave according to the nuclear Schrödinger equation (2.9). A
common method to solve the electronic Schrödinger equation is density functional theory
(DFT), which is discussed in section 2.2. Afterwards, the obtained electronic energy is used
to treat the nuclear Schrödinger equation with further approximations that are described in
section 2.3.
2.2 Density Functional Theory
2.2.1 Hohenberg–Kohn Theorems and Kohn–Sham Method
Density functional theory (DFT) is a widely used method to solve the electronic Schrödinger
equation, and it is founded on the Hohenberg–Kohn theorems203. The rst Hohenberg–Kohn
theorem states that the electronic ground-state wave function is uniquely determined by the
ground-state electron density. The unique determination of the wave function also denes
any further molecular property such as, e. g., the electronic ground-state energy. Thus, it is
sucient to calculate the electron density instead of the wave function. The advantage of the
electron density is that it only depends on three spatial coordinates, whereas the wave function
depends on the spatial and the spin coordinates of all N electrons.
In analogy to the electronic HamiltonianHe dened for equation (2.6), the electronic energy
is written as a functional of the electron density:
E[ρ (r)] = T [ρ (r)] +Vee[ρ (r)] +Vn[ρ (r)]. (2.10)
The last term in this sum,
Vn[ρ (r)] =
∫
ρ (r)vext (r) dr, (2.11)
is the only one that depends on the nuclear coordinates, as it contains the Coulomb attrac-



















The other two functionals, the kinetic energy T [ρ (r)] and the electron–electron interaction
Vee[ρ (r)], are universal expressions that are valid for any system. Unfortunately, their general
form is hitherto unknown.
The second Hohenberg–Kohn theorem introduces the variational principle to DFT. Accord-
ing to that, the energy of any trial electron density is never lower than the exact ground-state
energy. It is therefore possible to nd the exact ground-state electron density by varying a
trial electron density until the energy reaches the global minimum.
A widely used approach to actually calculate the electron density in DFT is the Kohn–Sham
method204. Within this technique, a ctitious system of noninteracting electrons is considered,
the electron density ρs (r) of which is equal to the one of the real system ρ (r). The noninter-
acting electrons occupy the auxiliary Kohn–Sham orbitals θi (r), and the electron density is
formed according to
ρs (r) = ρ (r) = e
N∑
i=1
|θi (r) |2 . (2.13)
Since the overall wave function of this system is exactly given by a single Slater determinant
of Kohn–Sham orbitals, the kinetic energy is equal to







∇2 θi (r)〉 . (2.14)
If also the classical Coulomb repulsion





|r1 − r2 | dr1 dr2 (2.15)
is separated from the total electron–electron interactionVee[ρ (r)], the electronic energy (2.10)
can be rewritten as
E[{θi (r)}] = Ts[{θi (r)}] + J [ρ (r)] + Exc[ρ (r)] +Vn[ρ (r)]. (2.16)
The exchange-correlation energy functional Exc[ρ (r)] collects all unknown contributions to
the energy, in particular the kinetic correlation energy, the exchange energy, the Coulombic
correlation energy and the self-interaction correction.
Based on the second Hohenberg–Kohn theorem, the Kohn–Sham orbitals are found by min-
imizing the electronic energy with respect to the orbitals. As a constraint to this minimization,
the orbitals are required to be orthonormal. Applying the method of Lagrange multipliers, this
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∇2 +vext (r) + 14piε0
∫
ρ (r1)




θi (r) = ϵiθi (r) (2.17)
with the orbital energies ϵi . Because the Coulomb potential and the exchange-correlation
energy depend through the electron density on the orbitals, the Kohn–Sham equations are
nonlinear and are, therefore, commonly solved iteratively. The traditional diagonalization
approach to this problem is discussed in section 2.2.3. Another method that relies on a direct
minimization of the electronic energy is mentioned in section 2.2.4.
2.2.2 Approximate Exchange-Correlation Functionals
Up to this point, DFT would provide an exact solution of the electronic Schrödinger equa-
tion. However, the correct exchange-correlation functional Exc[ρ (r)] is hitherto unknown, so
approximations have to be made. For this purpose, the functional is usually divided into an
exchange part and a correlation part:
Exc[ρ (r)] = Ex[ρ (r)] + Ec[ρ (r)]. (2.18)
In principle, it would be possible to evaluate the exchange part in the same way as in the
Hartree–Fock method using the Kohn–Sham orbitals, but in connection with approximations
to the correlation part, this exact exchange often yields poor results for the molecular proper-
ties. Other approaches that benet from a successful cancelation of errors and, furthermore,
avoid the evaluation of costly exchange integrals are therefore very popular.
A simple model for the exchange-correlation energy is the local density approximation
(LDA), which assumes that the electron density is a slowly varying function, so it can locally
be treated as a uniform electron gas. In this case, an exact expression for the exchange energy
can be derived205,206:










3 (r) dr, where α = 23 . (2.19)
Even for this simple system, it is impossible to give an analytic expression for the correlation
energy, but it can accurately be determined by quantum Monte Carlo simulations. An analytic
tting formula to the results of these simulations has been developed by Vosko, Wilk and
Nusair (VWN)207. Neglecting the correlation part and taking only the exchange part (2.19)
results in the Xα method proposed by Slater208, where diering prefactors ofα = 1 andα = 3/4
are used for better agreement with experimental results. The LDA is easily extended to open
shell systems in terms of the local spin density approximation (LSDA)207,208.
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Because the assumption of a uniform electron gas does not provide a good description of
typical molecular systems, more advanced exchange-correlation functionals depend on the
gradient of the electron density. This is called generalized gradient approximation (GGA).
Common examples of GGA functionals are Becke’s exchange functional (B)209 and the corre-
lation functional of Lee, Yang, and Parr (LYP)210, which can be combined to form the exchange-
correlation functional BLYP. Both parts of this functional contain empirical parameters tted
to Hartree–Fock data of noble gases. In the exchange-correlation functional of Perdew and
Wang (PW91)211 and its successor functional of Perdew, Burke, and Ernzerhof (PBE)212, no
tting to existing data is performed and the parameters are chosen to fulll some general
theoretical requirements instead. The basic idea of GGA functionals is extended in meta-
GGA functionals, which depend on higher derivatives of the electron density, such as, e. g.,
the exchange-correlation functional of Tao, Perdew, Staroverov, and Scuseria (TPSS)213.
As mentioned before, it is in principle possible to use the Kohn–Sham orbitals for calculat-
ing the exchange part as in Hartree–Fock theory. In a system of noninteracting electrons, this
would provide the exact exchange-correlation energy as there is no correlation energy. Based
on the adiabatic connection method, hybrid functionals take the exact exchange for a part of
the exchange-correlation energy while the remainder is calculated using the pure functionals
from above. The amount of exact exchange constitutes another empirical parameter that has
to be chosen. Very common are Becke’s three-parameter functionals (B3). The originally pro-
posed one utilized the B exchange and the correlation part of PW91. Its general form reads
as
EB3PW91xc = (1 − a − b)ELSDAx + aEexactx + bEBx + (1 − c )ELSDAc + cEPW91c . (2.20)
The parameters were optimized to a = 0.20, b = 0.72 and c = 0.81 by tting to experimental
data214. Later on, PW91 was replaced by LYP in the correlation part to create the B3LYP
functional, but the parameters a, b, and c were kept at the same values215. In the same way as
B3LYP is connected to the BLYP functional, the PBE0 functional has been developed as a hybrid
version of PBE216. However, in PBE0 the amount of exact exchange is xed at 25 % according
to arguments from perturbation theory. Therefore, it does not contain any parameters tted












Also hybrid versions of meta-GGA functionals have been developed, such as, e. g., TPSSh that
combines TPSS with 10 % of exact exchange217.
A common deciency of the abovementioned exchange-correlation functionals is the lack of
a proper description of dispersion interactions. Several approaches to include also these eects
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have been proposed. Beside, e. g., nonlocal van der Waals functionals218,219 and dispersion-
corrected atom-centered potentials220,221, the DFT-D technique222–224 is widely applied. In
this method, an empirical correction term is added to the nal energy of the system, which











fdamp (rAB ), (2.22)
where the sum over all atom pairs (A,B) is taken,CABn denotes the averaged nth-order disper-
sion coecient of atom pair (A,B), rAB = |RA − RB | is the distance of the atoms A and B, sn is
a global scaling factor adjusted to the exchange-correlation functional, and fdamp is a damping
function to avoid near-singularities at small distances and double-counting eects at interme-
diate distances. In DFT-D3223, the sum over n is truncated after n = 8, and the dispersion
coecients are calculated by time-dependent density functional theory.
2.2.3 Basis Set Expansion
The Kohn–Sham equations (2.17) are usually solved by representing the Kohn–Sham orbitals




Ci jϕ j (r). (2.23)
This allows to transform the Kohn–Sham equations from their integro-dierential form into a
matrix representation:
KC = SCϵ. (2.24)







∇2 +vext (r) + 14piε0
∫
ρ (r1)










ϕ j (r)〉 , (2.26)
C is the matrix of the coecientsCi j from the basis expansion (2.23), and ϵ is a diagonal matrix
with the orbital energies ϵi on the main diagonal. In doing so, the problem of nding the Kohn–
Sham orbitals θi (r) is reduced to the task of determining the coecients Ci j . Equation (2.24)
possesses the form of a generalized eigenvalue problem, but since the Kohn–Sham matrix
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K depends on the coecients C, an iterative procedure is needed: An initial guess for the
coecients C is taken, the Kohn–Sham matrix K is evaluated using these coecients, new
coecients C are calculated by solving the generalized eigenvalue problem, and this process is
repeated until the coecients do not change anymore. This means that they are self-consistent,
and the approach is, therefore, called self-consistent eld (SCF) method.
Several choices for the basis functions ϕi (r) have been proposed. Very common in quantum
chemistry are contracted Gaussian type orbitals (GTOs) of the general form





−ζk |r − r0 |2
)
, (2.27)
which try to mimic the atomic orbitals of the individual atoms. Here, N is a normalization
constant, ξ (r − r0) contains the angular momentum dependence, and r0 is the center of the
basis function, which usually coincides with the position of the corresponding nucleus. The
orbital exponents ζk and the expansion coecients dk are optimized once when the basis set
is created, but they remain xed in the SCF procedure to solve equation (2.24). Advantages
of GTO basis sets are the good results with small set sizes and the straight description of all
electrons in the system. However, the basis functions are not generally orthogonal, which
can lead to linear dependencies that cause problems in the SCF procedure. Moreover, one
has to take care of the basis set superposition error and Pulay forces225 due to the position
dependence of the basis functions.
Another approach, which is very common in solid state physics, is the use of plane wave
basis sets. The periodicity of a crystalline solid imposes the same periodicity on the electron




exp (iG · r) , (2.28)
where Ω is the volume of the periodic cell, and the wave vector G has to satisfy the periodic
boundary conditions. Usually, the basis set expansion (2.23) contains all wave vectors up to a
certain cuto. Since the plane waves are independent of the nuclear positions, Pulay forces and
the basis set superposition error do not occur. Furthermore, all basis functions are orthogonal,
making the overlap matrix trivial. Although a plane wave basis set implies periodic boundary
conditions, molecular calculations in the gas phase are possible by applying such a large cell
that the periodic images do not interact. The drawback of this approach is that a large number
of basis functions is actually used to describe the empty part of the system.
A major issue of plane waves is the very high cuto that is required to describe the rapid
oscillations of the wave function due to the nodal structure of the valence orbitals near the
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nuclei. To overcome this problem, it is very common to apply pseudopotentials. A pseudopo-
tential combines the Coulomb potential of the nuclei and the eective interaction potential
of the core electrons with the valence electrons, and it replaces the sole Coulomb attraction
of the nuclei in the external potential (2.12). This softens the potential the valence electrons
move in, and lower cutos are sucient for an adequate description. On the other hand, the
core electrons are not treated explicitly anymore, but this is only a minor restriction for most
chemical applications.
2.2.4 The Gaussian and Plane Waves Method
The Gaussian and plane waves method226,227 is a particular implementation of DFT available
in the CP2K software package228, aiming for ecient calculations of large systems contain-
ing several thousand atoms. Within this approach, the Kohn–Sham orbitals are expanded in
terms of GTO basis functions, but an auxiliary basis of plane waves is used for a second rep-
resentation of the electron density. To convert between these representations, the electron
density in the GTO basis is mapped onto a real-space grid with a spacing determined by the
plane wave cuto, and the plane wave coecients are obtained by a discrete Fourier trans-
form. The pseudopotentials of Goedecker, Teter, and Hutter (GTH)229–231 are employed to
reduce the necessary cuto in the plane wave basis (see section 2.2.3). These pseudopoten-
tials are norm-conserving and separable, and their dual-space Gaussian form allows for an
analytic calculation of the corresponding matrix elements in the GTO basis set. Also the ki-
netic energy contributions to the Kohn–Sham matrix are evaluated in the GTO basis, but the
Coulomb interaction and the exchange-correlation potential are more eciently calculated in
the plane wave representation of the electron density. This leads to a construction scheme of
the Kohn–Sham matrix that scales linearly with the system size.
Due to the application of GTH pseudopotentials, the electron density vanishes at the posi-
tions of the nuclei except for hydrogen atoms. Since many GGA exchange-correlation func-
tionals contain terms with the electron density in the denominator, this gives rise to numerical
problems in the evaluation of the exchange-correlation potential near the nuclei, making the
total energy dependent on the atom positions relative to the real-space grid imposed by the
plane wave basis. To reduce this eect, several smoothing procedures have been developed227.
The SCF method described in section 2.2.3 relies on the diagonalization of a matrix. An al-
ternative approach is the direct minimization of the electronic energy (2.16), rewritten with the
basis set expansion (2.23). In this formulation, the energy E (C) is a function of the expansion
coecients, and the orthonormality constraint is given by CTSC = I, where C and S are de-
ned in section 2.2.3, and I is the identity matrix of the appropriate size. A minimization with
this nonlinear constraint would require to follow a curved geodesic, but this can be avoided232
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by introducing a new set of variables X that fulll the linear constraint
XTSC0 = 0, (2.29)
where C0 are constant initial coecients that satisfy the original constraint C0TSC0 = I. The
coecients C are related to the new variables X by





With a linear constraint, any standard minimization algorithm such as the conjugate gradient
method or direct inversion in the iterative subspace (DIIS)233 can be employed.
In the CP2K software package, this approach is available as orbital transformation (OT)
method. If conjugate gradients are used with an extensive line search, convergence is guar-
anteed, leading to a procedure that can handle also cases which are problematic within the
traditional diagonalization approach. Furthermore, the OT method is often faster than diago-
nalization232.
2.3 Molecular Dynamics
Within the Born–Oppenheimer approximation, the nuclei obey the nuclear Schrödinger equa-
tion, which was given in its time-independent form in equation (2.9). The time-dependent





∇2A + Ek (R)+- χk (R, t ) = ih¯ ∂∂t χk (R, t ). (2.31)
For basic cases such as, e. g., the harmonic oscillator (see section 2.4.1), it can be solved ana-
lytically. For larger systems, it can be simplied by approximating the nuclei as classical point
particles. For this purpose, the complex nuclear wave function is rewritten as
χk (R, t ) = Bk (R, t ) exp
(




with real functions Bk (R, t ) (amplitude) and Sk (R, t ) (phase). Applying this ansatz to equa-
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Bk (R, t )
. (2.34)
Equation (2.33) can be interpreted as a continuity equation that ensures the conservation of the
probability density |χk (R, t ) |2. In equation (2.34), the right-hand side vanishes in the classical
limit h¯ → 0, and the Hamilton–Jacobi equation of classical mechanics remains:
∂
∂t





(∇ASk (R, t ))2 + Ek (R) = ∂
∂t
Sk (R, t ) + Hk (R, P) = 0 (2.35)
with the momenta P = {PA}, PA (t ) = ∇ASk (R, t ), and the Hamilton function Hk (R, P) =
T (P) + Ek (R), where T (P) is the kinetic energy. This can be transformed to the Newtonian
equations of motion
d
dt PA (t ) = MA
d2
dt2RA (t ) = −∇AEk (R(t )). (2.36)
This means that the nuclei move according to classical mechanics in the potential that is pro-
vided by the electronic energy Ek (R), suggesting the following procedure to study the time
evolution of a molecular system: the nuclei are propagated according to equations (2.36), and
at any particular time t , the electronic energy and its gradient are obtained by solving the
time-independent electronic Schrödinger equation (2.6) for the current nuclear conguration
R(t ). This approach is called Born–Oppenheimer molecular dynamics (BOMD). The AIMD
simulations performed in the course of this thesis are BOMD simulations.
The Newtonian equations of motion (2.36) are usually solved by numerical methods that
introduce a discrete timestep ∆t . In the Verlet algorithm234, the nuclear coordinates are ex-
panded in Taylor series up to third order:
RA (t + ∆t ) = RA (t ) + ∆t
d


























Adding these two equations and rearranging the terms leads to
RA (t + ∆t ) = 2RA (t ) − R(t − ∆t ) + 1
MA





where the forces FA (t ) = MAR¨(t ) = −∇AEk (R(t )) are introduced. The nuclear velocities
VA (t ) = R˙A (t ) are eliminated in this derivation, but it is often desirable to know them, e. g., to
calculate the kinetic energy. Therefore, it is more convenient to apply the velocity form of the
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Verlet algorithm235, where coordinates and velocities are given by
RA (t + ∆t ) = RA (t ) + ∆tVA (t ) +
1
2MA
∆t2FA (t ), (2.40)
VA (t + ∆t ) = VA (t ) +
1
2MA
∆t (FA (t ) + FA (t + ∆t )) . (2.41)
It can be shown that this formulation is equivalent to the original Verlet method, but it di-
rectly delivers the velocities in each step of the simulation. The complete BOMD procedure
starting from certain initial coordinates R(0) and velocities V(0) now reads as follows: The co-
ordinates R(t ) are used to calculate the forces F(t ) by solving the time-independent electronic
Schrödinger equation for these coordinates (e. g., by applying DFT, see section 2.2), the new
coordinates R(t + ∆t ) are calculated by equation (2.40), they are used to obtain the new forces
F(t+∆t ) by solving again the electronic Schrödinger equation, and the new velocities V(t+∆t )
are nally given by equation (2.41). This procedure has to be repeated until a reasonable part
of the nuclear phase space is sampled.
Since BOMD on the basis of the Newtonian equations of motion (2.36) conserves the total
energy, a trajectory in the microcanonical or NVE ensemble is generated. For comparison
with experiments, where usually the temperature is controlled, it is, however, desirable to
run simulations in the canonical or NVT ensemble. For this purpose, a thermostat has to
be applied. A very common choice is the Nosé–Hoover thermostat236–238, which adds a heat
bath by introducing an additional degree of freedom to the system. This “heat bath particle”
follows a specic potential so that the original degrees of freedom sample the NVT ensemble.
To handle also dicult cases, the concept has been extended to the Nosé–Hoover thermostat
chain239, where the heat bath is coupled to another heat bath. Introducing further heat baths
that are successively connected to each other nally leads to a linear chain of K thermostats
with the following equations of motion:
MAR¨A (t ) = −∇AEk (R(t )) −MAξ˙1 (t )R˙A (t ), (2.42)
Q1ξ¨1 (t ) =
M∑
A=1
MAR˙A (t )2 − дkBT −Q1ξ˙1 (t )ξ˙2 (t ), (2.43)
Qi ξ¨i (t ) = Qi−1ξ˙i−1 (t )2 − kBT −Qi ξ˙i (t )ξ˙i+1 (t ), i = 2, . . . ,K − 1, (2.44)
QK ξ¨K (t ) = QK−1ξ˙K−1 (t )2 − kBT . (2.45)
Here, T is the desired average temperature, and д is the number of degrees of freedom to
which the thermostat chain is coupled (д = 3M if no constraints are imposed on the nuclear





2, Qi = kBTτ
2, i = 2, . . . ,K . (2.46)
The coupling time constant τ should be in the order of the timescale of the nuclear motions.
Since the forces in the equations of motion explicitly depend on the velocities, the velocity
Verlet algorithm cannot be applied directly. It is possible to solve equation (2.41) iteratively,
but also explicit reversible integrators have been developed240 on the basis of the Liouville
operator, multiple timestep schemes, and higher order Yoshida–Suzuki integration241,242. For
the NVE ensemble, these reduce to the velocity Verlet method.
For the equilibration of an MD simulation, it is convenient to use an individual Nosé–Hoover
thermostat chain for each degree of freedom (massive thermostat). This signicantly reduces
the equilibration time and helps to excite even sti vibrational modes that are only loosely
coupled to all other modes of the system, as it is required to fulll the equipartition theorem.
2.4 Vibrational Spectroscopy
2.4.1 The Harmonic Oscillator
As discussed in section 2.1, the Born–Oppenheimer approximation decouples the electronic
from the nuclear motion in a molecular system. The nuclei move on the 3M-dimensional
potential energy surface that is determined by the electronic structure. In a typical stable
molecule, this potential has distinct minima and the molecule performs oscillations around
these minima.
For simplicity, a one-dimensional potential V (x ) with a minimum at x = 0 is considered in
the following. The Taylor series around x = 0 reads as
V (x ) = V (0) +V ′(0)x + 12V
′′(0)x2 + 16V
′′′(0)x3 + . . . (2.47)
The rst term is a constant oset and the potential can always be transformed to make this
oset vanish by choosing an appropriate energy zero point. Since the potential has a minimum
at x = 0, also the second term is zero. The rst non-vanishing term is the harmonic potential




where the second derivative of the potential is identied with the force constant k . This means
that the rst approximation to an arbitrarily shaped potential is given by (2.48) in the vicinity
of a minimum. In particular, also the nuclear motion in a molecule can approximately be
described within a multidimensional harmonic potential.
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In classical mechanics (cf. equation (2.36)), a particle of mass m moving in the harmonic
potential (2.48) fullls the dierential equation
mx¨ (t ) + kx (t ) = 0. (2.49)
It can be shown that the general solution of this dierential equation is




t + φ+- = x0 cos (ω0t + φ) , (2.50)
where the eigenfrequency ω0 =
√
k/m is introduced. This means that the particle performs a
harmonic vibration with the constant angular frequency ω0. The amplitude x0 and the phase
φ are determined by the initial conditions.










χn (x ) = εn χn (x ). (2.51)
If ω0 =
√
k/m is set as in the classical case, the eigenfunctions of the quantum harmonic
oscillator are given by





















with the Hermite polynomials
















, n ≥ 0. (2.54)
The quantum harmonic oscillator can only take discrete energy values with a constant spacing
of h¯ω0. Even the ground state has the non-vanishing energy ε0 = h¯ω0/2, which is called zero-
point energy.
Both types of harmonic oscillators are easily extended to the multidimensional case, since







can always be written as a sum of one-dimensional harmonic potentials if the force matrix k
is diagonal. If the force matrix k is not diagonal, an appropriate transformation to the sys-
tem of normal coordinates has to be applied beforehand. In such a separable potential, the
classical harmonic oscillator performs a harmonic vibration (2.50) along each normal coordi-
nate. The total wave function of the quantum harmonic oscillator is the product of the one-
dimensional wave functions (2.52), and its energy is the sum of the one-dimensional energy
eigenvalues (2.54).
2.4.2 Infrared Absorption
The nuclei in a molecule generally follow the laws of quantum mechanics, so they can only take
discrete eigenstates with certain energy values, as discussed for the harmonic approximation
to the potential energy surface in section 2.4.1. A change from one eigenstate to another one
is possible by the absorption or emission of electromagnetic radiation, the energy of which is
equal to the energy dierence between the two states. For the nuclear vibrations in a molecule,
these energy dierences are typically in the range of 10−21 J to 10−19 J, corresponding to the IR
region of the electromagnetic spectrum. This leads to the experimental technique of IR spec-
troscopy: a chemical substance is irradiated with IR radiation and its absorption is measured
in dependence of its energy. The resulting spectrum shows peaks at positions characteristic
for the molecular structure. For a harmonic oscillator, e. g., the peak is located at the dierence
h¯
√
k/m between two subsequent states, so its position is directly related to the force constant.
Beside the peak positions, also the intensities are an important property of IR spectra. Their




〈vf H ′ vi〉2 ρN (νf i ), (2.56)
which gives the transition rateWi→f for the transition from state |vi 〉 to state |vf 〉 when the
perturbation H ′ by electromagnetic radiation with a density of photon states per frequency
range ρN (ν ) is applied to the system. Within the dipole approximation, the perturbation is〈
vf
H ′ vi〉 = − 〈vf  µ¯(Q) · E vi〉 = − 〈vf  µ¯(Q) vi〉 · E0 (2.57)
where µ¯(Q) is the molecular dipole moment depending on the mass-weighted normal coor-
dinates Q (the overbar indicates the expectation value over the electronic coordinates), and E
is the electric eld vector of the radiation, which is assumed to be constant over the extent of
the molecule with an average amplitude E0. For the evaluation of the transition dipole matrix
elements, the translational and rotational degrees of freedom are separated and the classical
average over all rotational states is taken. Within the harmonic approximation, the harmonic
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oscillator wave functions (2.52) are used for the remaining д = 3M − 6 (д = 3M − 5 in a lin-
ear molecule) vibrational degrees of freedom. The molecular dipole moment is expanded in a
Taylor series around the minimum of the potential energy surface up to rst order:









With all these assumptions, analytic expressions for the transition dipole matrix elements can
be found, and the integral absorption coecient for the transition from the ground state to the












This shows that a particular vibrational mode appears as a peak in the IR spectrum of a
molecule if the dipole moment changes along this mode.
Equation (2.59) can be used to estimate IR spectra by static quantum chemical calculations
within the harmonic approximation to the potential energy surface: a geometry optimization
is performed to nd the minimum of the potential energy surface, the Hessian matrix of the
potential energy at this point is the force matrix in (2.55), the force matrix is diagonalized to
get the normal coordinates and the vibrational frequencies, and the dipole moment derivatives
along the normal coordinates are calculated to obtain IR intensities according to (2.59).
For chiral molecules, the absorption is not the same if left and right circularly polarized
IR radiation are compared. The dierence between these two cases is measured in VCD spec-
troscopy. For a theoretical model of VCD intensities, the interaction of the molecular magnetic
moment m with the magnetic eld of the electromagnetic radiation has to be taken into ac-
count. In this way, it is found that the VCD intensity for the transition from state |i〉 to state
| f 〉 is proportional to the rotational strength43
Ri→f = Im (
〈
i  µˆ  f 〉 〈f  mˆ  i〉) , (2.60)
where µˆ and mˆ are the electric dipole and magnetic dipole operators, respectively. The mag-
netic transition moment needs special care, since the matrix elements 〈f  mˆ  i〉 always vanish
within the Born–Oppenheimer approximation. This can be circumvented by magnetic eld
perturbation theory154–157 or nuclear velocity perturbation theory159–165, allowing to calcu-






Figure 2.1: Measurement setup for Raman spectra. The incident light beam propagates along the y axis
and is polarized along the x axis. The light scattered along the z axis is detected with a polarization
lter for either x polarized or y polarized light.
2.4.3 Raman Scaering
Beside absorption and emission, the scattering of electromagnetic radiation is another phys-
ical process that can change the quantum state of a molecule. When photons interact with
molecules, most of them are scattered elastically, so the scattered photons have the same en-
ergy as the incident photons and the molecular quantum state remains unchanged (Rayleigh
scattering). However, a small fraction of the photons is scattered inelastically, meaning that
the molecule switches to another quantum state and the photon energy changes by the en-
ergy dierence of the two molecular states. This eect is named Raman scattering after Chan-
drasekhara Raman, who rst veried it experimentally246, ve years after the theoretical pre-
diction by Adolf Smekal247. If the molecule switches to a state higher in energy and the photon
energy is reduced, the process is called Stokes Raman scattering. If the molecule switches to
a state lower in energy and the photon energy is increased, the process is called anti-Stokes
Raman scattering.
The eect of Raman scattering is used in Raman spectroscopy as an alternative to IR spec-
troscopy for the investigation of molecular vibrations. Due to the low eciency of the Raman
scattering process and the dependence of the scattering cross section on the fourth power of
the photon energy, it is common to use high intensity lasers in the visible region of the electro-
magnetic spectrum for the irradiation of the sample. The intensity of the scattered radiation
is measured in dependence of its energy, and the peak positions are recorded relative to the
incident radiation, so they relate to energy dierences between vibrational states, and Raman
spectra can directly be compared to IR spectra.
Theoretical values for Raman intensities can be obtained from Placzek’s classical theory of
polarizability248. The electric eld of the incident radiation induces a dipole moment in the
molecule, and within classical electrodynamics, the scattered intensity is proportional to the
square of the induced dipole moment. The expectation value of the induced dipole moment
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 α¯(Q) vi〉E0, (2.61)
where it is assumed again that the electric eld is constant over the extent of the molecule with
an average amplitude E0. The polarizability tensor α¯(Q) (the overbar indicates the expectation
value over the electronic coordinates) is expanded in a Taylor series analogous to (2.58):









This allows to derive analytic expressions for the Raman intensities of individual vibrational
modes243. An important parameter is, however, the scattering geometry employed in the mea-
surement setup. A common choice for theoretical investigations is shown in gure 2.1: the
incident light beam propagates along the y axis and is polarized along the x axis. The detector
for the scattered light is located on the z axis and is equipped with a polarization lter to mea-
sure the x polarized intensity I ‖ and the y polarized intensity I⊥. If the molecule is xed with
respect to the laboratory coordinate system, the dierential Raman scattering cross sections






























where ν˜in is the wavenumber of the incident radiation, ν˜k is the wavenumber corresponding
to vibrational mode k , andT is the temperature. This shows that a particular vibrational mode
appears as a peak in the Raman spectrum of a molecule if the polarizability changes along
this mode. If the molecule is randomly orientated with respect to the laboratory frame, the


























































































































For vibrations that transform as the totally symmetric irreducible representation of the molec-
ular point group, it can be lower than 0.75, but it is 0.75 in all other cases.
Analogous to IR spectra, these expressions can be used to estimate Raman spectra by static
quantum chemical calculations within the harmonic approximation. They just require the




3.1 The Travis Program Package
The most important output of an MD simulation (see section 2.3) is a trajectory that contains
the coordinates of all atoms in each simulation step. When there are M atoms, this is a path
through the 3M-dimensional conguration space of the system. Since this high-dimensional
object is not directly accessible for interpretation and extraction of chemical characteristics,
methods to reduce the dimensionality need to be applied. These can be simple structural anal-
yses such as, e. g., radial pair distribution functions, or more involved dynamical analyses such
as, e. g., dimer lifetime distribution functions.
From the wide variety of trajectory analyses, some common ones are integrated in publicly
available simulation software packages. In more specic cases however, research groups often
create their own private tools. To provide a more convenient approach, the development of
the Travis (Trajectory Analyzer and Visualizer) program package was initiated in the research
group of Prof. Dr. Barbara Kirchner in 2009. The aim of Travis is to collect a large range of
analyses and to support many dierent trajectory le formats, providing a stand-alone pro-
gram package for the analysis of results from the most popular simulation software packages.
The analyses are presented through an interactive user interface in a text-mode terminal ask-
ing questions about all necessary parameters and suggesting reasonable default values in most
cases. Travis is written in the C++ programming language and it is released as open-source
software under the GNU General Public License. To make it easily portable to a wide range
of operating systems, external software is either directly incorporated in the source code or
can optionally be linked only for better performance. The latest version is currently available
from the website http://www.travis-analyzer.de. A general documentation of Travis can be
found in a scientic article published in 2011147 and in the PhD thesis of Dr. Martin Brehm249.
The topic of this thesis are trajectory analyses to obtain vibrational spectra from MD simula-
tions. In the following sections, methods known from the literature are studied, their general
applicability is assessed, and new ideas to extend or improve these methods are presented.
Applications to several example systems are discussed in chapter 4. All algorithms mentioned
in this thesis were implemented in Travis149,250,251, turning Travis into a versatile tool for
the extraction of vibrational spectra from MD. Furthermore, the new ideas developed in the




3.2.1 Power Spectra of Harmonic Oscillators
The rst step in the simulation of molecular vibrational spectra by theoretical methods is the
calculation of vibrational frequencies. The most basic approach, which is available in most
quantum chemistry software packages, relies on static calculations within the harmonic ap-
proximation: a geometry optimization is performed to nd a minimum of the potential energy
surface, and the Hessian matrix at this point is diagonalized to get the force constants of a
multidimensional harmonic potential in the neighborhood of the minimum. For a quantum
harmonic oscillator of massm, the force constant k determines the eigenfrequencyω0 =
√
k/m
and the energy spacing ∆ε = h¯ω0 of the eigenstates (see section 2.4.1). Therefore, the band
positions in the vibrational spectrum can directly be deduced from the force constants.
A classical harmonic oscillator that is subject to the same harmonic potential performs a
vibration with an eigenfrequency ω0 equal to the quantum eigenfrequency (see section 2.4.1).
This means that the model of a classical harmonic oscillator can be used to nd the spectrum
of a quantum harmonic oscillator, suggesting the following alternative procedure for the es-
timation of vibrational frequencies: instead of a geometry optimization and the calculation
of the Hessian matrix, an MD simulation is performed for a certain time, and the oscillation
frequencies are extracted from the resulting trajectory by a Fourier transform. The spectrum
provided by the Fourier transform is equal to the quantum vibrational spectrum in the case of
harmonic oscillators.
The MD approach bears the advantage that it does not require a geometry optimization.
Such a geometry optimization always restricts the analysis to a single conformational isomer.
For a single molecule in gas phase, this is often not a major problem, as a limited number of
conformers can be studied by static calculations one after another and the spectra can be av-
eraged properly. In the liquid phase, however, the potential energy surface is usually quite at
along the coordinates of the intermolecular orientation, featuring a huge number of indistinct
minima with low barriers. In this case, it is hard to reach convergence of a geometry optimiza-
tion, and a comprehensive search for all minima is not feasible. An MD simulation, on the
other hand, can easily sample the accessible conformational space, and inherently provides
properly averaged spectra.
Although the MD approach seems to be straightforward, it has to be stressed that the ab-
sorption spectrum of a quantum oscillator and the frequency of a classical oscillator are ac-
tually completely dierent physical phenomena. The equality of the eigenfrequencies of the
classical and the quantum harmonic oscillator is a fortunate coincidence of classical and quan-
tum physics. MD simulations are not able to describe, e. g., rotational spectra: The energy
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eigenvalues of a quantum mechanical linear rigid rotor with the moment of inertia I are ε J =
J (J+1)h¯2/(2I ), so the energy spacing of two adjacent eigenstates is∆ε J = ε J+1−ε J = (J+1)h¯2/I ,
and the spectrum has an innite number of bands with equal distances of h¯2/I . The classical
linear rigid rotor, however, is not constrained to any particular angular velocity. Its rotational
frequency is proportional to the square root of its energy, but the latter can take an arbitrary
value. This means that the Fourier transform of a classical trajectory provides a spectrum with
a single peak at an arbitrary position in the NVE ensemble and a continuous spectrum in the
NVT ensemble. The crucial dierence between the linear rigid rotor and the harmonic oscil-
lator is that the vibrational frequency of the latter does not depend on the energy, but only its
amplitude is determined by the energy.
For a more detailed mathematical insight, a one-dimensional classical harmonic oscillator
with the coordinate x and the eigenfrequency ω0 is considered in the following. Its trajectory
is given by (see section 2.4.1)
x (t ) = x0 cos(ω0t + φ), (3.1)
where x0 is the amplitude and φ is the phase. The amplitude is related to the energy (see be-
low), but the phase is solely determined by the initial conditions of the MD simulation and is
not connected to the eigenfrequency. It is therefore desirable to remove the phase informa-
tion, as this also turns the trajectory into an even function and makes the Fourier transform
real-valued. For this purpose, the autocorrelation function is calculated. In general, the au-
tocorrelation of a time-dependent quantity A(τ ) is the expected value over τ of the product
A∗ (τ )A(τ + t ) as a function of the time dierence t . For a periodic function, this is given by
RA (t ) =
〈







A∗ (τ )A(τ + t ) dτ . (3.2)
This means to take the complex conjugated value ofA at a certain time, multiply it by the value
of A at time t later, and average over all possible pairs of values with time dierence t . For the
harmonic oscillator (3.1), the autocorrelation of the coordinate x (t ) yields (see appendix B.1)




0 cos(ω0t ). (3.3)
The cosine function with the frequencyω0 is retained, but the phase φ is removed. The Fourier
transform of this expression can be written as
F (Rx ) (ω) =
∫ ∞
−∞
Rx (t ) exp(−iωt ) dt = 12x
2
0pi (δ (ω − ω0) + δ (ω + ω0)) , (3.4)
where δ denotes the Dirac delta distribution. This means that the spectrum is real-valued,
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and it possesses innitely sharp peaks at ω = ω0 and ω = −ω0, so the eigenfrequency of the
oscillator can directly be read o.
Beside the peak positions, the spectrum also delivers intensity information. Due to the
properties of the delta distribution, the total integral of the spectrum is∫ ∞
−∞
F (Rx ) (ω) dω = 12x
2
0pi · 2 = pix20 . (3.5)
The intensity is proportional to the square of the oscillator amplitude, which is in turn related
to the energy of the oscillator. At the maximum elongation x = x0, there is only the potential
energy kx20/2, and the kinetic energy vanishes. At the equilibrium position x = 0, the potential
energy is zero, and the kinetic energy is kx20/2. On average, the kinetic energy takes half of its
maximum value, 〈Ekin〉 = kx20/4. Using the denition of the eigenfrequency ω0, the oscillator
amplitude is therefore connected to the average kinetic energy by x0 =
√
4 〈Ekin〉 /m/ω0, and
the integral of the total spectrum is∫ ∞
−∞
F (Rx ) (ω) dω = 4pi 〈Ekin〉
mω20
, (3.6)
showing that the intensity provides information about the average kinetic energy of the os-
cillator in the MD simulation. In the microcanonical ensemble, this is the half of the con-
stant total energy. In the canonical ensemble, this average is related to the temperature T
by 〈Ekin〉 = kBT /2 according to the equipartition theorem. The reason why the integral is
expressed in terms of the average kinetic energy is that the latter relation holds also for an-
harmonic oscillators, while there is usually no simple connection between average potential
energy and temperature then.
For a general comparison of MD simulations, it is unsatisfactory that the intensity depends
on the intrinsic oscillator properties, namely the mass m and the eigenfrequency ω0. This
suggests to multiply the spectrum (3.4) bymω2, creating the mass-weighted power spectrum
P (ω) =mω2F (Rx ) (ω) = 12pimω
2x20 (δ (ω − ω0) + δ (ω + ω0)) (3.7)
with the total integral ∫ ∞
−∞
P (ω) dω = pimω20x20 = 4pi 〈Ekin〉 , (3.8)
which only depends on the oscillator energy E = 2 〈Ekin〉 in the microcanonical ensemble, or
the temperature T in the canonical ensemble.
It should be noted that the power spectrum can also be calculated from the autocorrelation
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of the velocity x˙ (t ) = dx (t )/dt . As shown in appendix B.1, this autocorrelation is given by
Rx˙ (t ) =
〈




dt2Rx (t ). (3.9)
Since the Fourier transform of a function’s derivative is the Fourier transform of the function
multiplied by iω, the Fourier transform of the velocity autocorrelation yields
F (Rx˙ ) (ω) = −i2ω2F (Rx ) (ω) = ω2F (Rx ) (ω), (3.10)
and the mass-weighted power spectrum can be written as
P (ω) =mF (Rx˙ ) (ω). (3.11)
The concept of the power spectrum as the Fourier transform of the velocity autocorrelation
has been known in the literature for a long time252–255, although the mass-weighting has some-
times been omitted. Further names commonly used are, e. g., velocity spectrum256 or vibra-
tional density of states69. Although the position representation and the velocity representation
of the power spectrum are formally equivalent, experience shows that the latter is advanta-
geous for numerical reasons. In practice (see also section 3.2.2), the spectrum obtained from
the Fourier transform always contains a certain level of noise, and multiplying the spectrum
by ω2 enhances the noise level at high frequencies. Furthermore, taking the autocorrelation
of the velocity claries the relation between the total integral of the spectrum and the average
kinetic energy of the oscillator.
MD simulations are usually performed in the three-dimensional space, so the atom positions
are three-dimensional vectors. In this case, the power spectrum is calculated by applying the
vector autocorrelation. For a time-dependent vector A(τ ), this is the expected value over τ of
the scalar product A∗ (τ ) · A(τ + t ) as a function of the time dierence t . Due to the linearity
of the integral, this is the sum of the autocorrelations in each coordinate in an orthonormal
basis (see appendix B.1). For a three-dimensional harmonic oscillator
x(t ) = x0 cos(ω0t + φ), (3.12)
this leads to the autocorrelation




0 cos(ω0t ). (3.13)




P (ω) =mF (Rx˙) (ω) (3.14)
carries the same information as in the one-dimensional case. For each atom in the MD simu-
lation, the power spectrum can be calculated according to equation (3.14) using its particular
massm. The total power spectrum of the system is the sum of all atomic power spectra.
Up to this point, a single harmonic oscillator was considered. An atom in a typical molecule,
however, is bonded to several other atoms and therefore participates in the motion of several
oscillators with dierent eigenfrequencies. For a one-dimensional coordinate, this can be writ-
ten as
x (t ) =
k∑
i=1
xi (t ) =
k∑
i=1
xi cos(ωit + φi ), (3.15)
where k is the number of oscillators, and the ωi are mutually dierent. If the frequencies ωi
are integer multiples of a base frequency, this expression can also be understood as a Fourier
expansion, which allows to describe the trajectory of an anharmonic oscillator. For this case,
it has to be investigated later on, how the frequencies ωi and amplitudes xi are related to the
absorption spectrum of a quantum anharmonic oscillator (see section 3.2.3). At the moment,
only the eect of the autocorrelation on the expansion (3.15) shall be studied. Applying the
denition of the autocorrelation yields































Rxix j (t ),
(3.16)
where the cross-correlations Rxix j (t ) are introduced. In general, the cross-correlation of two
time-dependent quantitiesA(τ ) and B (τ ) is the expected value over τ of the productA∗ (τ )B (τ+
t ) as a function of the time dierence t :
RAB (t ) =
〈







A∗ (τ )B (τ + t ) dτ . (3.17)
Evaluating the cross-correlationsRxix j (t ) of harmonic vibrations (see appendix B.1) shows that
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they vanish if ωi , ωj . The total autocorrelation
Rx (t ) =
k∑
i=1
Rxixi (t ) =
k∑
i=1






i cos(ωit ) (3.18)
is therefore the sum of the autocorrelations in each harmonic component. Since the Fourier
transform is a linear operation, also the total power spectrum is the sum of the power spectra of
the harmonic components, so it has peaks at all the harmonic frequenciesωi . The total integral
of the power spectrum is proportional to the sum of the oscillator energies. In the canonical
ensemble, where the temperature measures the average energy over all oscillators, the total
integral is proportional to the temperature times the number of oscillators. The integrals of
individual bands can be used to inquire if the simulation is in equilibrium. In this case, each
oscillator—or vibrational mode—of the system gives a band of the same intensity.
3.2.2 Power Spectra of Molecular Dynamics Simulations
In the last section, the power spectrum of the harmonic oscillator was studied by using a
continuous function as trajectory. In a practical MD simulation, however, a discrete timestep
∆t is employed and the coordinates are only known at certain points in time. Furthermore, the
trajectory is of nite length. In this case, the autocorrelation has to be dened in a dierent
way. If (Ai )N−1i=0 are the values of quantity A in the N snapshots of the MD simulation, where
i numbers the step, the value of the autocorrelation at time t = n∆t is given by






∗Ai+n , with n = 0, . . . ,N − 1. (3.19)
This means to calculate the product Ai ∗Ai+n from two snapshots that are n steps apart, and
take the average over all possible pairs of this kind in the trajectory.
Since also the autocorrelation is a discrete function now, a discrete Fourier transform has
to be applied to obtain the power spectrum. Ecient algorithms for this purpose are available
as “fast Fourier transforms”257, which can also be used to eciently calculate the autocor-
relation (3.19) as shown in appendix B.2. Employing a discrete Fourier transform has certain
implications on the shape of the spectrum. Since it works on a discrete data set of nite length,
this eectively means to take the Fourier transform of the underlying periodic function mul-
tiplied by a rectangle function. According to the convolution theorem, a multiplication in the
time domain is equivalent to a convolution in the frequency domain, so the spectrum of the
periodic function is convolved with the Fourier transform of a rectangle function. As the latter
is a sinc function, the spectrum shows bands with a certain width and an innite number of
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side lobes instead of innitely sharp peaks. A very common technique to reduce the intensity
of the undesired side lobes is the multiplication of the data set by a window function before
the application of the Fourier transform. Plenty of window functions can be found in the lit-








but exponential and Gaussian functions are also available in Travis. Since the total integral
of the discrete Fourier transform of a data set (Ai )N−1i=0 only depends on the rst value A0 (see
appendix B.2), the multiplication by a window function does not inuence the integral as long
asW0 = 1 is fullled. Thus, the peak shapes in the power spectrum are altered, but the integral
band intensities are not inuenced by the windowing procedure.
Two other techniques common in connection with discrete Fourier transforms are data mir-
roring and zero padding. In general, the continuous Fourier transform of an even function
such as the autocorrelation is purely real, but this is not necessarily fullled in the discrete
case. However, also the discrete Fourier transform can be guaranteed to be real-valued by data
mirroring. This means to append the data set in reverse order to the original data set and apply
the discrete Fourier transform to this new data set. Again, this procedure does not inuence
the integral of the spectrum, but as the number of data points is doubled, it also doubles the
resolution of the spectrum. This resolution can be increased even further by zero padding,
meaning to insert an arbitrary number of zeros between the original data set and its mirror
image. This does not change anything in the spectrum, but it leads to a ner frequency mesh
with a spacing that is generally given by ∆ω = 2pi/(N ′∆t ), where N ′ is the total number of
data points after mirroring and zero padding. In this context, it should also be noted that the
highest observable frequency is always restricted by the timestep to ωmax = pi/∆t according
to the Nyquist–Shannon sampling theorem258.
The discrete autocorrelation (3.19) is only an approximation to the continuous autocorrela-
tion function (3.2). For the discretized harmonic oscillator trajectory
Ai = x0 cos(iω0∆t + φ), (3.21)
it can be shown (see appendix B.2) that the discrete autocorrelation is




0 cos(nω0∆t ) +
x20 cos((N − 1)ω0∆t + 2φ)
2(N − n) sin(ω0∆t ) sin((N − n)ω0∆t ). (3.22)
Beside the rst term known from the continuous case (see equation (3.3)), it contains an er-
ror term with a complicated dependence on the trajectory length N , the timestep ∆t , and the
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phase φ. The essential features for a qualitative discussion are the proportionality to 1/(N −n)
and 1/ sin(ω0∆t ), so N − n and sin(ω0∆t ) should be large to minimize the error. For the for-
mer, this can be achieved in two ways: As N is the number of steps in the trajectory, the MD
simulation should be as long as possible. Moreover, since n numbers the discrete points of the
autocorrelation, only its rst part up to a certain correlation depth nmax should be considered
for the Fourier transform and everything else should be cut. However, although the resolution
of the power spectrum can arbitrarily be increased by zero padding, this correlation depth is the
only parameter that determines the width of the bands, and thus, how well vibrations with sim-
ilar frequency can be separated, so it has to be chosen carefully. The dependence on sin(ω0∆t )
eectively means that the spectrum is distorted for very low frequencies and for frequen-
cies close to the limit given by the Nyquist–Shannon theorem. Therefore, a long trajectory is
needed to accurately detect low frequencies and the timestep should always be chosen in such
a way that also the highest frequencies of the system are reasonably sampled. Also the cross-
correlations introduced in equation (3.16) for a linear combination of harmonic oscillators do
not exactly vanish in the discrete case (see appendix B.2), but with two frequenciesωA andωB ,
they are proportional to 1/(N − n) and to 1/((cos((ωB −ωA)∆t ) − 1) (cos((ωB +ωA)∆t ) − 1)).
Similar conclusions as for the autocorrelation also hold for these expressions.
To calculate the power spectrum in the preferable velocity representation, the atoms’ veloc-
ities are needed. Although software packages usually allow to output the velocities during the
simulation, they can also be obtained by approximate derivation of the atoms’ positions from
the trajectory afterwards. Choosing the second-order central nite dierence
VA (i∆t ) =
RA ((i + 1)∆t ) − RA ((i − 1)∆t )
2∆t (3.23)
provides even the exact velocities if the velocity Verlet algorithm has been used to perform the
MD (this can be shown by inserting equations (2.40) and (2.41) into equation (3.23)).
3.2.3 Comparison of Classical Oscillators and antum Oscillators
In section 3.2.1, it was shown that power spectra from trajectories of classical harmonic os-
cillators can be used to nd the eigenfrequencies of the corresponding quantum harmonic
oscillators. It was also discussed that the approach is easily extended to nd the frequen-
cies of anharmonic oscillators performing a linear combination of harmonic vibrations in the
sense of a Fourier expansion as in equation (3.15). However, it remains to be claried how the
power spectrum is related to the absorption spectrum of the quantum system in this case. To
this end, the power spectra of classical dynamics and the quantum spectra are investigated
for several one-dimensional and two-dimensional potentials. The discussion does not aim to
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systematically deal with all possibles kinds of potentials, but several examples are selected to
demonstrate the facts important for the comparison to experimental data later on.
For a harmonic potential, analytical solutions of the corresponding dierential equations
are available (see section 2.4.1), but numerical solutions have to be found in the general case.
For this purpose, two specialized programs were implemented in the course of this thesis. The
rst one is able to perform MD in arbitrary one-dimensional and two-dimensional potentials.
It relies on the velocity Verlet algorithm to integrate the equations of motion, and it provides
a Nosé–Hoover thermostat chain to carry out NVT simulations (see section 2.3). The second
program is able to solve the time-independent nuclear Schrödinger equation (2.9) for arbitrary
one-dimensional and two-dimensional potentials. It relies on the method of imaginary time
propagation (see appendix C for an explanation), and it provides the energy eigenvalues εi with
the corresponding eigenfunctions |χi 〉. Power spectra of the MD simulations are obtained as
described in the last section with an exponential window function. As the Fourier transform
of an exponential function is a Lorentzian function, this yields spectra with Lorentzian bands.
To get the quantum absorption spectra, the transition moments 〈χj |x |χi 〉 (and 〈χj |y |χi 〉 in the
two-dimensional case) are calculated by numerical integration, and Lorentzian functions with
areas equal to the squared transition moments are placed at the transition frequencies in the
spectra. The squared transition moment of a harmonic oscillator with an eigenfrequency ω0
for the transition from the ground state to the rst excited state is given by (see appendix B.3)
〈χ1 x  χ0〉2 = h¯2mω0 . (3.24)
The integral of the power spectrum for the corresponding classical harmonic oscillator is
4pi 〈Ekin〉 (see section 3.2.1). Thus, a dimensionless spectrum S (ω) for easy comparison is ob-
tained by dividing the power spectrum by 4pi 〈Ekin〉 (or 2pikB 〈T 〉) and the quantum transition
moments by h¯/(2mω). As it is very common to plot experimental vibrational spectra as a func-
tion of the wavenumber ν˜ = ω/(2pic ), where c is the speed of light in vacuum, this quantity is
used instead of the frequency ω in all gures. The oscillator mass is set tom = 1.661 · 10−27 kg
(equal to 1 u), and all MD simulations are run for 100 ps. The correlation depth for the power
spectra is always chosen as 8.192 ps (so the number of data points is a power of two, making
“fast Fourier transform” algorithms more ecient), and the decay of the exponential window
function is selected to produce a Lorentzian band with a full width at half maximum (FWHM)
of 15 cm−1. The same FWHM is used to broaden the quantum spectra.
The rst system to be considered is a one-dimensional harmonic oscillator. For the quantum
case, this essentially tests the correctness of the implementation as the analytical solution is
known. If the force constant k in equation (2.48) is chosen to give a target wavenumber of
ν˜t = 1000 cm−1, the eigenfunctions shown in gure 3.1 are obtained. These coincide with
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Figure 3.1: Five lowest energy eigenvalues and eigenfunctions of a harmonic oscillator with a target
wavenumber of ν˜t = 1000 cm−1. For convenience, the eigenfunctions are shifted to match the energy
levels.
the analytical expression (2.52). Calculating the transition matrix elements conrms the strict
selection rule ∆n = ±1, so dipole transitions are only allowed between adjacent eigenstates
in the harmonic oscillator. For that reason, the spectrum possesses a single peak at 1000 cm−1
with an integral intensity of 1 due to the abovementioned normalization.
Also for the classical case, the analytical solution is known, so this allows to investigate
the inuence of the discrete timestep in the integration of the equations of motion. The re-
sults for two dierent target wavenumbers ν˜t of 1000 cm−1 and 3000 cm−1 are presented in
gure 3.2. Four dierent timesteps ∆t of 2 fs, 1 fs, 0.5 fs, and 0.125 fs were applied, and all
simulations were run with a constant energy chosen to give an average temperature of 400 K.
The spectra clearly demonstrate that the timestep inuences the observed vibrational frequen-
cies. If it is too large, the vibrations are signicantly blue-shifted. The eect also depends on
the underlying exact frequency. With the same timestep, smaller frequencies are shifted less.
This means that the timestep of an MD simulation cannot be chosen just on the basis of the
Nyquist–Shannon theorem, which would require ∆t < 5.6 fs for the 3000 cm−1 oscillator, but
the error in the velocity Verlet method makes much smaller timesteps necessary to accurately
reproduce vibrational frequencies. A common choice for AIMD simulations, which was used
for all systems presented in chapter 4, is a timestep of 0.5 fs. This is a reasonable compromise
between accuracy and computational resources needed for a proper trajectory length. For the
1000 cm−1 oscillator, the error in the wavenumber is less than 1 cm−1. However, it has to be
kept in mind that the blueshift already amounts to ca. 10 cm−1 for the 3000 cm−1 oscillator,
which is a wavenumber typical for CH stretching vibrations. A timestep of 0.5 fs is also used
for all further examples in this section.
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Figure 3.2: Power spectra of harmonic oscillators with two dierent target wavenumbers ν˜t, applying
four dierent timesteps ∆t ; comparison to the spectra of the corresponding quantum oscillators.
It should be noted that the inuence on the frequency can be expressed quantitatively. As
shown in appendix B.4, the Verlet integration of the equations of motion for a harmonic oscil-












as long as the conditionωt∆t < 2 is fullled. With even larger timesteps, the algorithm usually
diverges. The Verlet integration also modies the amplitude of the vibration, but this eect is
canceled in the spectra here due to the normalization by the average kinetic energy.
The next system to be considered is the one-dimensional Morse potential. The Morse po-
tential is a model for the potential energy curve of a diatomic molecule along the coordinate
of the interatomic distance. It is given by
V (x ) = D (1 − exp(−ax ))2 (3.26)
with the dissociation energy D and the width parameter a. For large values of x , this function
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Figure 3.3: Five lowest energy eigenvalues and eigenfunctions in a Morse potential with a harmonic
target wavenumber of ν˜t = 1000 cm−1. For convenience, the eigenfunctions are shifted to match the
energy levels.
converges to D, so the reachable coordinate is not limited and the molecule can dissociate if
the energy is sucient. For the investigation here, a dissociation energy of D = 99.6 zJ (cor-
responding to 60 kJ/mol) was chosen. Compared to typical intramolecular bonds, this value
is quite low, but it is suitable to highlight the anharmonicity eects. Furthermore, the oscilla-
tor should have a target wavenumber of ν˜t = 1000 cm−1 within the harmonic approximation
to the potential. Since the second derivative of the Morse potential at the equilibrium posi-
tion is V ′′(0) = 2Da2, this request leads to a width parameter of a = 0.0172 pm−1. The ve
lowest energy eigenvalues with the corresponding eigenfunctions for this parameter choice
are shown in gure 3.3. In contrast to the harmonic potential, the eigenstates are not equally
spaced in energy, but the distance decreases at higher quantum numbers. Also the selection
rule ∆n = ±1 is not strictly valid anymore, as the transition moments between nonadjacent
states do not vanish. This has several consequences for the spectrum: The transitions from
the ground state n = 0 to higher excited states n = 2, 3, . . . appear as overtones. Moreover,
transitions from excited states that are thermally populated at nite temperature to higher
excited states show up as hot bands. Such hot bands are also present in the quantum spectrum
of the harmonic oscillator, but they are not distinguishable from the fundamental band due to
the equal spacing of all eigenstates in this case.
The quantum absorption spectrum of the Morse oscillator at 0 K (so without any hot bands)
is shown at the bottom of gure 3.4. Due to the anharmonicity, the fundamental transition is
shifted from the harmonic target wavenumber down to 900 cm−1. The rst overtone is visible
as a small peak at 1701 cm−1, and the second overtone shows up with very low intensity at
2402 cm−1. The higher overtones are located beyond 3000 cm−1. At nite temperature, the
41
3 Methodological Developments



























Figure 3.4: Power spectra of an oscillator in a Morse potential with a harmonic target wavenumber of
ν˜t = 1000 cm−1 at four dierent total energies E; comparison to the spectrum of the corresponding
quantum oscillator.
most intense hot band would appear at 801 cm−1 for the transition from n = 1 to n = 2.
Classical MD simulations for the Morse potential were performed in the microcanonical
ensemble with four dierent energies of 0.1 zJ, 10.0 zJ, 18.9 zJ, and 50.0 zJ. The resulting power
spectra are shown in gure 3.4 together with the average temperatures (proportional to the
average kinetic energies) that correspond to these energies. Since the potential is not a purely
quadratic function of the coordinate, the average kinetic energy is not exactly the half of the
total energy anymore, and even the ratio is not a constant, but it depends on the total energy
itself.
The most important nding is the dependence of the peak positions on the total energy.
With increasing energy, the bands are shifted to lower wavenumbers. This is a consequence
of the fact that the classical MD samples only a certain part of the potential curve. If the energy
is low, the amplitude of the oscillations is very small, so the classical particle only experiences
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the potential in the vicinity of the minimum. Since this can be approximated by a harmonic
potential very well, the fundamental transition appears at the harmonic target wavenumber
of 1000 cm−1 with E = 0.1 zJ (see gure 3.4). If the energy is increased, the trajectory of the
classical particle reaches more and more the anharmonic region of the potential curve, lead-
ing to a successive redshift of the fundamental band. In the limiting case where the total
energy exceeds the dissociation energy D, the particle continuously moves in positive x di-
rection and never returns to the minimum, so the fundamental band eectively arrives at zero
wavenumber. An interesting point is the energy, where the band position coincides with the
quantum spectrum. This is the case for E = 18.9 zJ (see gure 3.4). The average temperature
connected to this total energy is 〈T 〉 = 1295.3 K, corresponding to an average kinetic energy
of 〈Ekin〉 = 8.9 zJ. This value is the half of the transition energy from n = 0 to n = 1 in the
quantum system. However, this is just an accidental coincidence for this special choice of the
potential. The next example shows that this is not a strictly valid rule.
Another important nding is the occurrence of overtone bands in the power spectra. Anal-
ogous to the shift of the fundamental peak position, their intensity increases with higher total
energies (see gure 3.4). If the amplitude is small, a single harmonic frequency is sucient
to describe the particle oscillation. The more the vibration reaches into the anharmonic part
of the potential, the higher is the fraction of other frequencies required to represent the mo-
tion. As the power spectra are normalized to the average kinetic energy, the total integral is
always 1, so the intensity of the fundamental band is reduced to the same degree as the in-
tensity of the overtones rises. The wavenumbers where the overtone peaks are located are
always integer multiples of the fundamental wavenumber, so the overtone bands have a con-
stant spacing. This is an important dierence to the quantum spectrum, where the spacing of
the overtones continuously decreases. The simulation with E = 18.9 zJ, which reproduces the
fundamental wavenumber of the quantum spectrum, yields the rst overtone at 1801 cm−1, so
100 cm−1 above the value in the quantum spectrum. Similarly, the second overtone is located
at 2702 cm−1, which diers by 300 cm−1 from the quantum spectrum. Nevertheless, the inten-
sity ratios of the fundamental transition and the overtones are equal in the power spectrum
and the quantum spectrum. This means that classical MD is in principle able to give at least a
qualitative insight into the overtone spectrum of a system.
Further important phenomena can be observed in two-dimensional systems. For this pur-
pose, a potential surface of the general form









is employed. It contains the harmonic terms kxxx2 and kyyy2, as well as third power terms to
introduce anharmonicities. The fourth power terms are added to obtain a bound potential, as
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No. kxx kyy kxxx kxxy kxyy kyyy kxxxx kyyyy
10−2 zJ pm−2 10−4 zJ pm−3 10−6 zJ pm−4
1 2.946 4.242 −5.066 0 0 −8.753 5.081 10.54
2 2.946 4.242 −5.066 −2.942 2.942 −8.753 5.081 10.54
3 2.946 11.20 −5.066 −2.942 2.942 −37.56 5.081 73.47
Table 3.1: Three parameter sets applied within the two-dimensional potential in equation (3.27).
they guarantee that the function approaches positive innity in all directions. Three dier-
ent parameter sets were applied (see table 3.1). In the rst set, the cross terms kxxyx2y and
kxyyxy
2 are zero, so the two coordinates are uncoupled. The remaining parameters were cho-
sen to match the coecients of Taylor polynomials that approximate Morse potentials with a
dissociation energy ofD = 99.6 zJ and harmonic target wavenumbers ν˜t of 1000 cm−1 along the
x axis and 1200 cm−1 along the y axis. The second set consists of the same parameters, but it
adds the coupling factors kxxy and kxyy . Their values do not have a specic background, they
were just chosen as 10−2 in atomic units, which are employed internally in the program. The
third parameter set preserves the coupling of the coordinates, but it changes the harmonic tar-
get wavenumber of the underlying Morse potential along the y axis to 1950 cm−1. This value
was selected in such a way that the rst overtone in the rst coordinate coincides with the
fundamental transition in the second coordinate.
The six lowest eigenfunctions of a quantum oscillator with parameter set 1 are shown in
gure 3.5, and the resulting spectrum can be found at the bottom of gure 3.6. Due to the
absence of coupling terms between the coordinates, this system behaves like two independent
one-dimensional oscillators. The two-dimensional wave functions are just the products of the
corresponding one-dimensional wave functions (cf. gure 3.3). Thus, the rst excited two-
dimensional state (n = 1) corresponds to an excitation in the x coordinate while the second
excited two-dimensional state (n = 2) arises from an excitation in the y coordinate. Analo-
gously, the subsequent three two-dimensional states can be assigned to a double excitation in
the x coordinate (n = 3), a simultaneous excitation in both coordinates (n = 4), and a double
excitation in the y coordinate (n = 5), respectively. Considering the spectrum, the transition
from n = 0 to n = 4 is a special case, as it is forbidden by symmetry and has zero intensity,
so no band is found at 2082 cm−1. Nevertheless, all the other possible transitions from the
ground state show up as in the corresponding one-dimensional cases, and the spectrum of the
two-dimensional system is just the sum of the one-dimensional spectra. In particular, the fun-
damental peaks appear at 947 cm−1 and 1136 cm−1, respectively, and the rst overtones give
rise to weak bands at 1901 cm−1 and 2299 cm−1, respectively.
The power spectra obtained from classical MD simulations are compared to the quantum
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Figure 3.5: Wave functions and energy eigenvalues of the six lowest eigenstates in the two-dimensional
potential (3.27) with parameter set 1 from table 3.1.
spectrum in gure 3.6. The simulations were performed in the microcanonical ensemble with
four dierent energies of 0.2 zJ, 28.5 zJ, 68.7 zJ, and 150.0 zJ. As for the one-dimensional Morse
potential, a dependence of the peak positions on the energy is observed again. This time, how-
ever, the bands are not shifted monotonically, but their wavenumbers decrease up to a certain
energy while they increase at higher energies. This is a consequence of the potential form: In
contrast to the Morse oscillator, which dissociates at high energies, the particle mainly expe-
riences the quartic terms of the potential here. Since these rise more steeply than a harmonic
potential, the oscillation wavenumber increases more and more at high energies. With the
very low energy of E = 0.2 zJ in the MD simulation, the bands show up at the harmonic target
wavenumbers of the potential. It is possible to nd two energy values where the wavenum-
ber of the rst fundamental band at 947 cm−1 in the quantum spectrum is exactly reproduced,
E = 28.5 zJ and E = 68.7 zJ. The turning point of the shifting direction is located in between
at E = 47.1 zJ. One can also nd two further energy values where the wavenumber of the
second fundamental transition exactly coincides with the quantum system. Since this energy
of coincidence is, however, an individual property of each mode, it is impossible to match both
bands at the same time. In contrast to the Morse potential, the average kinetic energy at the
point of coincidence is not related to the quantum transition energy in a simple manner here.
If the energy is not too low, also the overtones appear in the power spectrum. As seen be-
fore, the wavenumbers of the rst overtones are always twice as large as the wavenumbers of
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Figure 3.6: Power spectra of a classical oscillator in the two-dimensional potential (3.27) with parameter
set 1 from table 3.1 at four dierent total energies E; comparison to the spectrum of the corresponding
quantum oscillator.
the corresponding fundamental bands, meaning that they are underestimated by 7 cm−1 and
27 cm−1 compared to the quantum spectrum if the total energy is chosen to reproduce the
rst fundamental band. This demonstrates that the incomplete description of the quantum
anharmonicity by classical dynamics does not generally lead to an overestimation of the over-
tone wavenumbers as in the case of a Morse potential. The intensity ratios of fundamental
and overtone bands are in good agreement with the quantum spectrum if the total energy is
E = 28.5 zJ.
It is important to note that the power spectra actually show a strong dependence on the
initial conditions of the MD simulation. Since the two coordinates are not coupled, energy
cannot be exchanged between them. For all the spectra shown here, the same energy was
put into both coordinates in the beginning. However, it is easily possible to create arbitrary
intensity ratios of the two fundamental bands by choosing dierent initial conditions. As the
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Figure 3.7: Wave functions and energy eigenvalues of the six lowest eigenstates in the two-dimensional
potential (3.27) with parameter set 2 from table 3.1.
complete decoupling of all coordinates is a very special case, this is not a major issue with
regard to later applications, but it has to be kept in mind that setting up MD simulations
requires some attention in this respect.
Parameter set 2 (see table 3.1) allows to study the eect of coupling the coordinates, as it
introduces the cross terms kxxyx2y and kxyyxy2. The eigenfunctions of a quantum oscillator
in this potential are shown in gure 3.7 and the corresponding spectrum considering only
transitions from the ground state can be found at the bottom of gure 3.8. In contrast to the
uncoupled system (see gure 3.5), the wave functions are slightly distorted and the nodal lines
are not straight anymore. Still, it is possible to interpret the states as single excitations in
each coordinate (n = 1, n = 2), double excitations in each coordinate (n = 3, n = 5), and a
simultaneous excitation in both coordinates (n = 4). Of particular importance is the distortion
of the n = 4 state, as a transition from the ground state to this state is not strictly forbid-
den anymore. In addition to the fundamental bands (927 cm−1, 1127 cm−1) and the overtones
(1848 cm−1, 2288 cm−1) known from the uncoupled system, this yields a combination band at
2044 cm−1 in the spectrum.
Classical MD simulations with parameter set 2 were performed in the microcanonical en-
semble with energies of 0.2 zJ, 20.0 zJ, and 32.6 zJ. The resulting power spectra are compared
to the quantum spectrum in gure 3.8. With the lowest energy, the fundamental bands appear
at the harmonic target wavenumbers in the same way as before. Within this parameter set,
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Figure 3.8: Power spectra of a classical oscillator in the two-dimensional potential (3.27) with parameter
set 2 from table 3.1 at three dierent total energies E; comparison to the spectrum of the correspond-
ing quantum oscillator. The insets magnify the region of overtone and combination bands between
1500 cm−1 and 2500 cm−1.
an energy of E = 32.6 zJ exactly reproduces the wavenumber of the rst fundamental band
in the quantum spectrum. The most important nding is the emergence of several additional
peaks at higher energies. Beside the rst overtones showing up at the doubled wavenumbers
of the fundamental peaks, one can also nd a combination band exactly at the sum of the two
fundamental wavenumbers. With E = 32.6 zJ, it almost matches the combination band in the
quantum spectrum, showing a dierence of only 4 cm−1. On the other hand, the intensity ra-
tios of the two overtones and the combination band are better reproduced with E = 20.0 zJ.
Again, this indicates that classical power spectra are not fully consistent with the spectrum
of the corresponding quantum system. However, they provide a good qualitative insight not
only for overtones, but also for combination bands.
It has to be noted that the classical simulations do not only show the desired combination
band, but they add several more peaks to the spectrum. The most distinct ones are the satellite
peaks of the two fundamental bands, the intensity of which is similar to the real combination
band. The distance of these satellite peaks to the fundamental bands is equal to the distance
of the fundamental bands, so the four bands are equally spaced. The satellite peaks might be
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Figure 3.9: Wave functions and energy eigenvalues of the six lowest eigenstates in the two-dimensional
potential (3.27) with parameter set 3 from table 3.1.
interpreted as higher combination transitions starting from excited states, i. e., double excita-
tions in one coordinate and simultaneous disexcitations in the other coordinate. However, as
they are exactly located at the sum of the involved transition wavenumbers, they suer from
the same deviations as normal overtones and combination bands, making an assignment to
the nite temperature quantum spectrum very hard. In any case, this interpretation would be
inconsistent with the absence of other hot bands, e. g., no such peaks could be observed with
parameter set 1 at any energy, so the satellite peaks should be regarded as artifacts.
Another important point is the intensity shifting between the fundamental bands at higher
energies. Although the initial conditions were chosen in such a way that both coordinates
contain the same energy in all cases, the rst fundamental peak becomes more intense than
the second one. This indicates that the intensity in power spectra cannot strictly be used to
justify whether a simulation is in equilibrium when modes are coupled to each other.
In parameter set 3 (see table 3.1), the rst overtone wavenumber in the x coordinate is near
the fundamental wavenumber in the y coordinate. This allows to observe the phenomenon
of Fermi resonance. The corresponding eigenfunctions of the quantum oscillator are shown
in gure 3.9 and the resulting spectrum is given at the bottom of gure 3.10. Comparing to
the uncoupled system (see gure 3.5), the distinct distortion of the wave functions with n ≥ 2
is obvious. In particular the second excited state (n = 2) and the third excited state (n = 3)
are strongly mixed, and a clear assignment of the single excitation in the y coordinate and the
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Figure 3.10: Power spectra of a classical oscillator in the two-dimensional potential (3.27) with param-
eter set 3 from table 3.1 at three dierent total energies E; comparison to the spectrum of the corre-
sponding quantum oscillator.
double excitation in the x coordinate is not possible anymore. As a consequence, a transition
to both states is equally possible from the ground state by dipole interaction, and the spectrum
shows two bands of similar intensity at 1830 cm−1 and 1898 cm−1 instead of a strong peak for
the fundamental transition and a weak peak for the overtone.
The power spectra from classical MD simulations within the microcanonical ensemble and
with energies of 0.2 zJ, 10.0 zJ, and 20.0 zJ are compared to the quantum spectrum in gure 3.10.
Applying parameter set 3, it is impossible to nd an energy where the wavenumber of the
rst fundamental band is exactly reproduced. The wavenumber in the power spectrum at the
turning point of the band shifting direction is still higher than in the quantum spectrum. As
before, the power spectrum with E = 0.2 zJ provides the harmonic target wavenumbers of the
potential. The most important nding is, however, that intensity shifts similar to the Fermi
resonance also occur in the classical system, so two peaks of similar intensity can be found
at the position of the second fundamental transition with higher energies. As the intensity
ratio of the two bands clearly depends on the energy, classical dynamics provides again not
a quantitative estimation of the quantum spectrum, but a qualitative insight even into special
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eects like Fermi resonance is possible. Similar to parameter set 2, a small side peak at the
rst fundamental band appears as an artifact. Also the intensity of the rst fundamental band
increases again, although the initial conditions were still chosen to provide the same energy
in both coordinates.
Summarizing the results observed in the ve examples selected for this section, the follow-
ing conclusions can be drawn: In general, MD simulations with classical particles contain a
description of anharmonicity eects in qualitative agreement with the corresponding quantum
particles. This allows to observe overtones and combination bands in the power spectra, but
always at integer multiples or exact sums and dierences of the fundamental wavenumbers.
The intensity ratios of these bands are usually in good accordance with the quantum system.
Even intensity shifts due to Fermi resonance are found in the classical spectra, but this requires
matching wavenumbers of a fundamental band and an overtone, and this is usually prevented
in later applications by the just mentioned shifts of overtone wavenumbers. The most impor-
tant issue, however, is the dependence of the eects on the energy (or the temperature) of the
simulation. Thus, it is usually impossible to determine quantitatively to which extent anhar-
monicity eects are included. Nevertheless, a qualitative insight can always be gained as long
as the energy (or the temperature) is not too low.
3.2.4 Influence of a Thermostat
For the comparison of classical oscillators and quantum oscillators in the last section, the MD
simulations were performed in the microcanonical ensemble, i. e., with constant energy. A
constant energy is, however, dicult to realize experimentally, and measurements are usu-
ally carried out at constant temperature. For that reason, it is very common to conduct MD
simulations in the canonical ensemble by applying a Nosé–Hoover thermostat chain (see sec-
tion 2.3). Thus, the question arises how the power spectrum is inuenced by the thermostat.
To avoid thermostat artifacts in the rst place, it has been reported in the literature (see, e. g.,
references 82,104,145,146) to perform multiple NVE simulations and to average the resulting
spectra. The initial conditions for these NVE simulations are drawn from an NVT trajectory
with the desired temperature. To compare this approach with a straightforward calculation of
the power spectrum from the NVT trajectory, MD simulations were carried out in the model
potential (3.27) employing parameter set 2 from table 3.1. An NVT simulation at T = 400 K
was conducted for 100 ps with a timestep of ∆t = 0.5 fs, applying a Nosé–Hoover thermo-
stat chain of length 3 and a coupling time constant of τ = 100 fs. From the resulting 200000
snapshots, a certain number was selected by a uniform random distribution and NVE simu-
lations were started with each of them. The power spectra obtained by averaging over the
NVE trajectories are shown together with the power spectrum from the NVT simulation in
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Figure 3.11: Power spectra of a classical oscillator in the two-dimensional potential (3.27) with param-
eter set 2 from table 3.1, employing an NVT simulation (τ = 100 fs) at 400 K and dierent numbers of
NVE trajectories with initial conditions randomly drawn from the NVT simulation; comparison to the
spectrum of the corresponding quantum oscillator at 400 K, assuming state populations according to a
Boltzmann distribution. The insets magnify the region of overtone and combination bands.
gure 3.11. This gure also contains the spectrum of the quantum system at nite temperature
modeled by assuming a population of the states according to a Boltzmann distribution. The
quantum spectrum hardly diers from the spectrum at 0 K discussed in gure 3.8, the only
notable change is the appearance of a hot band as a small shoulder of the second fundamental
peak.
It is obvious that the direct NVT spectrum and the average over a sucient number of NVE
trajectories are not equal. The peaks in the averaged NVE spectra are broader, but the NVT
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spectrum shows articial satellite peaks at all bands. The broad asymmetric bands with a at
edge to low wavenumbers of the NVE spectra can be regarded as substituted by stairs of peaks
in the NVT spectrum. In this way, the overtone region between 1500 cm−1 and 2500 cm−1 can
be interpreted to actually consist of three underlying bands, which correspond to the two over-
tones and the combination band visible in the quantum spectrum. It should be noted that the
satellite peaks in the NVT spectrum are inuenced by the coupling time constant of the ther-
mostat chain. If the latter is reduced, the satellite peaks are shifted further apart from the real
bands. The satellite peaks are an undesired drawback of the NVT spectrum, but as discussed
in the last section, the thermostat is not the only source of articial bands in a coupled poten-
tial. On the other hand, in the order of 100 NVE simulations are needed till the average over
a set of NVE trajectories can be considered as converged. For the application to large bulk
phase AIMD simulations, this poses a tremendous increase of the required computational re-
sources. Therefore, the spectra are directly obtained from NVT trajectories for all systems in
chapter 4. Due to the nite simulation times and system sizes, the correlation depth has to
be chosen smaller than here, so the bands are slightly broadened and the satellite peaks are
mostly indistinguishable in the investigated systems. This might also be connected to the fact
that a two-dimensional model potential is considered here while the systems in chapter 4 have
many more degrees of freedom. Moreover, the approximations to treat the electronic structure
(see section 2.2) and the numerical limitations to converge the forces acting on the nuclei add
further artifacts to the spectra. Nevertheless, a more detailed comparison of NVT spectra and
NVE spectra for real systems could be subject of future work.
3.2.5 Normal Coordinates
It was mentioned in section 3.2.1 that the atoms in a molecule usually move according to a
linear combination of several harmonic vibrations with dierent frequencies when they are
bonded to other atoms. If all internal degrees of freedom in the molecule follow a harmonic
potential, it is possible to nd a coordinate transform such that only a single harmonic vibra-
tion with a clearly dened frequency is performed in each coordinate. These new coordinates,
which are called normal coordinates, do not describe the motion of single atoms, but collective
displacements of all atoms in the molecule that do not change the center of mass. The normal
coordinates allow to describe the bands observed in experimental spectra as specic molecular
vibrations.
In the basic approach of static quantum chemistry, the normal coordinates are inherently
available, as this method relies on the harmonic approximation to the potential energy surface.
In this case, the normal coordinates are just the coordinate system in which the Hessian ma-
trix is diagonal at the potential minimum. In contrast, the normal coordinates cannot strictly
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be dened in MD, since the harmonic approximation is not applied and the minima of the
potential energy surface do not enter directly. Nevertheless, it is desirable to nd a similar
quantity with regard to the interpretation of experimental spectra in the liquid phase. For this
purpose, several techniques have been proposed in the literature69,131–144. For this thesis, the
generalized normal coordinate scheme of Mathias et al.145,146 was adopted and implemented
in Travis250. The underlying ideas are described in the remainder of this section.
In the three-dimensional space, all atoms of a molecule have three coordinates, and in each
coordinate, the power spectrum can be calculated according to the denition (3.11). Summing
the three spectra belonging to the same atom gives the atomic power spectrum (3.14). The sum
of all these atomic power spectra denes the power spectrum of the molecule. As the atoms
are usually involved in several dierent vibrational modes of the molecule, the atomic power
spectra show peaks at several dierent frequencies and the power spectra of dierent atoms
overlap. These overlaps can be characterized by the mass-weighted cross-correlation spectra























where i and j subsequently number the coordinates of all atoms, so in a molecule withM atoms,
they run from 1 to 3M . The mass mi is the mass of the atom corresponding to coordinate i .
The real part of the Fourier transform is taken to guarantee that the spectra are real-valued.
This corresponds to averaging over the time forward and the time backward trajectory145. In
the Travis implementation, the same eect is achieved by the mirroring technique described
in section 3.2.2.
As the coordinates are real, the cross-correlation spectra (3.28) constitute a symmetric ma-
trix P(ω) of functions, the trace of which is the power spectrum of the molecule. If the matrix
P(ω) was calculated in the normal coordinates of a purely harmonic system, it would be di-
agonal (all o-diagonal elements would be zero functions) as long as there are no degenerate
modes. With an MD trajectory of nite length that contains anharmonicity eects, also the
spectral peaks have a nite width and the o-diagonal elements usually do not vanish com-
pletely. Still, this suggests to search for a set of coordinates where the o-diagonal elements












The new coordinates that minimize this expression are called generalized normal coordi-
nates145.
If P(ω) was a regular matrix, it could simply be diagonalized. But since it depends on the
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frequency, a modied Jacobi algorithm is used for the minimization. In principle, the Jacobi
algorithm nds an orthogonal transformation matrix C that diagonalizes a general matrix A
by A′ = CACT. The transformation matrix C is written as a product of j Givens rotations




G(ki , li ,θi ). (3.30)
A Givens rotation is dened as
G(k, l ,θ ) =
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, (3.31)
where sinθ and cosθ appear in columns and rows k and l . For each rotation, the angle θ is
chosen in such a way that the element Akl of the matrix A is zero after the transformation.
The number of rotation matrices j is determined iteratively by applying rotations until all
o-diagonal elements of A are smaller than a certain threshold.
For the spectra matrix P(ω), the angle θ cannot generally be chosen in such a way that the
o-diagonal spectrum Pkl (ω) vanishes completely. Instead, it is requested that the integral of
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is selected (the left-hand side of (3.37) is the second derivative of the integral in (3.32), so the
condition ensures that a minimum is found), and the rotation matrix is collocated by using
cosθ = 1/
√
1 + t2 and sinθ = t cosθ . Applying such a rotation matrix once to each pair
of k and l with k < l means to perform a Jacobi sweep. Such sweeps are carried out until
the o-diagonal norm (3.29) changes less than a certain threshold. The nal transformation
matrix C, which is the product of all rotation matrices according to equation (3.30), contains
the generalized normal coordinate vectors. The diagonal elements of the transformed spectra
matrix P′(ω) = CP(ω)CT are the corresponding mode spectra that should be localized well in
frequency space. Since the trace of a matrix is not changed by an orthogonal transformation,
the sum of these mode spectra is equal to the power spectrum of the molecule. This means
that just another dissection of the power spectrum in terms of normal mode spectra instead of
atomic spectra is calculated.
The concept of normal coordinates is based on the assumption that the molecule performs
small oscillations around a minimum of the potential energy surface. Therefore, rotational and
translational motion in an MD trajectory have to be removed beforehand. For this purpose,
the coordinates are transformed to the Eckart frame of reference259. This requires to provide
an external reference structure with the coordinates r0k , which is obtained, e. g., by a geometry
optimization of the isolated molecule. In each snapshot of the trajectory, the rotation matrix R




mk (Rrk + T − r0k )2 (3.38)
have to be found, where rk is the position vector of atom k in the trajectory. The Travis















Using the centered vectors
xk = rk − r¯, yk = r0k − r¯0, k = 1, . . . ,M, (3.40)
the 3 × 3 covariance matrix
S = XMYT (3.41)
is computed, where X and Y are 3 ×M matrices with the xk and yk as columns, respectively,
and M = diag (m1, . . . ,mk ). With the singular value decomposition
S = UΣVT (3.42)










Finally, the optimal translation vector is260
T = r¯0 − Rr¯. (3.44)
The projection onto a single reference structure breaks down if there are conformational
changes in the trajectory. In this context, the procedure has to be extended to several reference
structures146. Two cases that need to be handled dierently can occur: On the one hand, the
reference structures can dier only in the ordering of equivalent atoms. This happens, e. g.,
if a methyl group rotates, as their hydrogen atoms are indistinguishable. On the other hand,
the reference structures can correspond to conformationally dierent minima on the potential
energy surface. This applies, e. g., to trans and gauche conformations of a butyl group. In the
former case, all reference structures can be mapped to the same minimum by appropriately
permuting the equivalent atoms, resulting in a single set of normal coordinates. In the latter
case, dierent normal coordinates are obtained for each structure.
To assign the molecular conformation from a trajectory to the reference structures, a prob-
ability pm (t ) giving the tness of structure m has to be introduced. The general form of a
possible choice146 reads as
pm (t ) = N exp
(





where N is a normalization factor ensuring that the sum of all probabilities is 1, and σ de-
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termines the width of the switching region between two reference structures. The distance
function d (r(t ), r0m ) measures the distance between the coordinates from the trajectory trans-
formed to the Eckart frame and the coordinates of reference structurem. The simplest choice
is the mass-weighted root-mean-square distance as in equation (3.38). In many cases, how-
ever, the reference structures dier only in a few angles while the rest of the molecule has the
same conformation. Under these circumstances, it is more convenient to use the root-mean-
square deviation in certain internal coordinates146. At the moment, the Travis implementation
provides the possibility to employ the root-mean-square deviation of an arbitrary number of




(δk − δ 0k )2. (3.46)
With the probabilities pm (t ), a spectra matrix Pm (ω) can be calculated for each reference















As opposed to (3.28), a modied cross-correlation enters the Fourier transform. Whereas the
normal cross-correlation equally averages over all products x˙∗i (τ )x˙ j (τ + t ) with timeshift t , the
modied cross-correlation weights by pm (τ ), so each product gives a large contribution to the
average only if the molecule is closest to reference structure m at time τ . Since the sum of all
probabilities is 1, the sum of all matrices Pm (ω) is equal to the matrix P(ω) with only one refer-
ence structure, so the matrix P(ω) is just split into the contributions of the dierent molecular
conformations. At this point, the matrices that belong to reference structures diering only
in the ordering of equivalent atoms can be added after properly permuting the corresponding
entries. The minimization of the o-diagonal elements is carried out for each of the remaining
matrices, yielding one set of normal coordinates for each conformationally dierent reference
structure.
3.3 Infrared and Raman Intensities
In static quantum chemistry, IR spectra are calculated as described in section 2.4.2. As soon
as the normal modes of a molecule are known, the IR intensities can be computed by taking
the derivatives of the dipole moment along the normal coordinates. In an MD simulation,
these derivatives are not directly accessible. An alternative approach is, however, possible by
the following line of thought: If the MD simulation is in equilibrium, all modes are excited
at once, so the oscillation of the dipole moment contains contributions from all modes at the
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same time. Each of these contributions oscillates at the frequency of the corresponding mode,
suggesting to employ a Fourier transform to obtain a frequency-resolved representation of
these oscillations. In the same manner as power spectra (see section 3.2.1), these spectra show
peaks at all vibrational frequencies of the molecule, but this time, the intensity is proportional
to the amplitudes of the dipole oscillations at these frequencies. In linear approximation, the
latter are proportional to the derivatives of the dipole moment along the normal coordinates
(cf. equation (2.58)), so the result of the Fourier transform is just the IR spectrum of the system.
For a more detailed mathematical insight, the one-dimensional classical harmonic oscillator
is considered again. Using the mass-weighted coordinate q =
√




mx0 cos(ω0t + φ), (3.48)
where x0 is the amplitude,ω0 is the eigenfrequency, andφ is the phase. The dipole moment µ is
assumed to depend linearly on the coordinate, so the Taylor expansion around the equilibrium
position can be truncated after the linear term:







where µ0 is the dipole moment at the equilibrium position. Inserting the trajectory yields for
the time-dependent dipole moment







mx0 cos(ω0t + φ). (3.50)
For power spectra (see section 3.2.1), it was discussed that it is more convenient to use the time
derivative of the coordinate instead of the coordinate itself. Transferring this to the dipole
moment bears the additional advantage that the equilibrium dipole moment, which does not
carry information relevant for the IR intensities, is removed:







mx0ω0 sin(ω0t + φ). (3.51)
To remove also the dependence on the initial conditions of the MD simulation in terms of the
phase φ, the autocorrelation function is calculated (see appendix B.1):










0 cos(ω0t ). (3.52)
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The Fourier transform of this expression can be written as
F (R µ˙ ) (ω) =
∫ ∞
−∞








0pi (δ (ω − ω0) + δ (ω + ω0)) . (3.53)
Due to the properties of the delta distribution, the total integral of the spectrum is∫ ∞
−∞









Recalling that the amplitude is related to the average kinetic energy by x0 =
√
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(see section 3.2.1), this is equal to∫ ∞
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· 2pikBT . (3.55)
This means that the integral of the Fourier transform of the dipole moment autocorrelation in
a harmonic oscillator is proportional to the average kinetic energy (or the temperature) and
the squared derivative of the dipole moment along the mass-weighted coordinate at the equi-
librium position. The latter is the same term as the one appearing in static quantum chemistry
(see equation (2.59)). Comparing these two expressions leads to the following denition of the







µ˙(τ ) · µ˙(τ + t )〉τ exp(−iωt ) dt . (3.56)
In this expression, the vector autocorrelation of the dipole moment is introduced to switch
over to the general three-dimensional case. The prefactor ensures that—for a harmonic os-
cillator with a linear dependence of the dipole moment on the position—the integral of the
spectrum is equal to the integral absorption coecient in static quantum chemistry. For com-








µ˙(τ ) · µ˙(τ + t )〉τ exp(−2piicν˜t ) dt , (3.57)
which is the one actually calculated in the Travis implementation.
The concept of IR spectra from the Fourier transform of the dipole moment autocorrelation
function has been known in the literature for a long time261. The usual derivation starts with
Fermi’s golden rule (2.56) and transforms the formula for the IR absorption coecient from
the Schrödinger picture to the Heisenberg picture of quantum mechanics51,148. In the resulting
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expressions, the quantum correlation functions are approximated by classical correlation func-
tions. Since these do not satisfy the detailed balance condition262, several quantum correction
factors have been discussed52,67,75,139,140,263,264, and it has been concluded that the best choice is
the factor called “harmonic correction”. Although dierent variants of the constant prefactor
have been applied, this correction factor yields the same frequency dependence as in equa-
tion (3.56). Here, this formula is directly derived in an alternative fashion by comparing the
results for a harmonic oscillator. This claries the close relation of MD and static calculations
regarding vibrational spectra.
Replacing the dipole moment by the polarizability, the same derivation can in principle be
carried out for Raman spectra. The only point requiring special attention is that the polar-
izability is a second-order tensor and the static quantum chemistry formulas contain various
combinations of its elements (see section 2.4.3). The general rule is to replace each quadratic
term containing polarizability derivatives along the normal coordinates by the corresponding
autocorrelation function of the polarizability time derivatives. Choosing the prefactor in such
a way that the integral of the MD spectrum agrees with the dierential Raman scattering cross
section in static quantum chemistry (for a harmonic oscillator with a linear dependence of the
polarizability on the position), the polarized frequency-dependent dierential Raman scatter-
ing cross sections for xed molecular orientation with respect to the laboratory coordinate
system are given by
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exp(−iωt ) dt . (3.59)
For random molecular orientation with respect to the laboratory coordinate system, the ex-
pressions read as
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exp(−iωt ) dt .
(3.63)
Similar to the IR spectrum (3.56), these formulas can be transferred to the wavenumber-
dependent representation, which is the one actually calculated in Travis. For xed molecular
orientation with respect to the laboratory coordinate system, this yields
I ‖ (ν˜ ) =
h
8ε20kBT
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and
I⊥ (ν˜ ) =
h
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The formulas for random molecular orientation with respect to the laboratory coordinate sys-
tem are given by
I ‖ (ν˜ ) =
h
8ε20kBT
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and
I⊥ (ν˜ ) =
h
8ε20kBT
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(3.68)
and the anisotropic contribution
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(3.69)
The quotient I⊥ (ν˜ )/I ‖ (ν˜ ) provides the depolarization ratio ρ (ν˜ ) as a function of the wavenum-
ber. The result, however, is only meaningful in the region of Raman bands. Anywhere else, it
is just numerical noise due to the division of two very small numbers.
3.4 Dipole Moments and Polarizabilities
3.4.1 Maximally Localized Wannier Functions
In the last section, it was shown how IR and Raman intensities can be obtained from the
temporal development of dipole moments and polarizabilities. Now, it is discussed how these
quantities can be calculated in AIMD simulations.
In principle, the dipole moment is easily computed as the expectation value of the dipole
operator after the wave function is known by the electronic structure method. This approach
works very well for isolated molecules in the gas phase, and it is available in most quantum
chemistry software packages. An AIMD simulation of a liquid, however, suers from the
problem that the standard dipole operator is ill-dened when periodic boundary conditions
are applied. This issue has been solved by the Berry phase approach to polarization53–55,
which can provide the dipole moment of the whole simulation cell under periodic boundary
conditions. Combining this method with perturbation theory, it is also possible to calculate
the polarizability111.
In many applications, it is desirable to assign an individual dipole moment to each molecule
of the system. This improves the sampling of the spectra, but more importantly, it also allows
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to separate the spectral contributions of the components in a mixture and it provides the pos-
sibility to study the individual spectrum of a solute molecule. For this purpose, the scheme of
maximally localized Wannier functions62–66 can be used in DFT. By a unitary transformation
of the occupied Kohn–Sham orbitals, a set of localized Wannier orbitals is created. The par-
ticular form of this transformation is chosen in such a way that a specic spread functional
of the Wannier orbitals (see the references for details) is minimized. The position expectation
values ri of these Wannier orbitals are called Wannier function centers, and they can be inter-
preted in a chemical sense as the locations of electron pairs. In a bulk phase AIMD simulation,
the Wannier function centers are usually located near the molecules, allowing for a distinct
assignment of each center to one molecule on the basis of a minimum distance criterion. For









where e is the elementary charge, the rst sum is over all Wannier function centers assigned
to the molecule, and the second sum is over all nuclei of the molecule with the positions
RA and the charges ZA. If pseudopotentials are employed, the number of electrons in the
pseudopotential has to be subtracted from the nuclear charge to obtain ZA. The sum of all
molecular dipole moments calculated in this way is a good approximation to the total dipole
moment of the simulation cell65. It should be noted that the Wannier localization itself is
required to be performed by the simulation software package while Travis takes the resulting
Wannier function centers as input to carry out the assignment to the molecules and to calculate
the dipole moments.
A possible calculation scheme for polarizabilities is found by recalling that the dipole mo-
ment induced by an electric eld E is given in linear approximation as
µind = αE, (3.71)
where α is the second-order polarizability tensor. This suggests to perform additional single-
point calculations with an external electric eld for each step of the AIMD simulation and to
record the dipole moment changes. The polarizability is the dipole moment change divided by
the electric eld strength. If the Wannier function centers are used for the dipole moment, this
approach provides individual polarizabilities for each molecule. To obtain the complete polar-
izability tensor, this has to be carried out using three linear independent polarization vectors
for the electric eld. In the simplest case, these are the three Cartesian coordinate axes with
the same eld strength, since this makes the inversion of equation (3.71) trivial. If the complete
polarizability tensor is available, Raman spectra can be calculated for random orientation of
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the simulation cell with respect to the laboratory coordinate system as in equations (3.66) and
(3.67). However, this is not necessarily needed as long as isotropic systems are studied, since
the molecules rotate in a typical MD simulation and they will adopt all possible orientations
with respect to the cell coordinate system by themselves if the trajectory is suciently long.
This allows to identify the cell coordinate system with the laboratory coordinate system, so
that only αxx and αxy (see equations (3.64) and (3.65)) are needed to calculate the Raman spec-
trum. These two components of the polarizability tensor can be found by only one additional
single-point calculation with an external electric eld along the x axis. Experience shows that
the complete polarizability tensor provides only minor improvements to this approach, and it
is normally not necessary to invest three times the computational resources as long as depo-
larization ratios are not needed.
The calculation of polarizabilities on the basis of equation (3.71) neglects changes in the
local electric eld of a molecule by the polarization of the neighboring molecules. These can
be included by considering dipole–dipole interaction tensors computed by Ewald summation
under periodic boundary conditions as explained in references 129 and 130. This method
always requires to spend the computational resources for applying the electric eld with three
linear independent polarization directions. A recent study of water has shown that this has
only a minor inuence on the resulting Raman spectra119.
Another important way to save computational resources is to calculate the polarizability
not in all steps of the trajectory. According to the Nyquist–Shannon theorem, e. g., sampling
the polarizability with a timestep of 4 fs is sucient to obtain the Raman spectrum up to a
wavenumber of 4170 cm−1. IR spectra benet in a similar manner from this fact, since already
the Wannier localization to calculate the dipole moments can be very costly. The only point
that needs special attention is the computation of the time derivative that enters the auto-
correlation functions (see section 3.3). This derivative is never known exactly, but it has to
be calculated by nite dierences. Taking a larger timestep makes this approximation worse.
Fortunately, the error made by the nite dierence can be quantied in an easy way. For a
cosine function cos(ωt + φ), it can be shown (see appendix B.5) that the second-order central
nite dierence derivative is given by




meaning that the exact derivative d(cos(ωt +φ))/dt = −ω sin(ωt +φ) is multiplied by the sinc
function sin(ω∆t )/(ω∆t ). In other words, the amplitude of a harmonic vibration is modied
but its frequency is not aected. This allows to correct the nite dierence error by a simple
factor in the nal spectra. Since the product of two time derivatives enters the autocorrelation,
the nal spectra have to be divided by the square (sin(ω∆t )/(ω∆t ))2 of the sinc function.
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3.4.2 Voronoi Tessellation of the Electron Density
A major issue of the maximally localized Wannier function scheme is the computational eort
required for the localization. In systems with several hundred atoms, this easily takes much
longer than the actual electronic structure calculation, in particular when the convergence is
slow. To avoid this huge impact on the computation time to get IR and Raman spectra from an
AIMD simulation, an alternative idea was implemented in the course of this thesis. It relies on
the fact that it is sucient to know the total electron density to calculate the dipole moment
by integration according to the classical denition. The Wannier function centers allow to
assign each orbital to a molecule, but this is actually unnecessary, as it is only needed to divide
the total electron density into molecular contributions. Any scheme to partition the electron
density, which is inherently available in each AIMD snapshot, should be applicable for this
purpose. Many such techniques are known265–275, mainly to assign atomic partial charges in
molecules.
A simple method to generally partition the space of a simulation cell is the Voronoi tessel-
lation276. The Voronoi tessellation takes a set of n sites si as input, and it creates n Voronoi
cells Ci according to
Ci =
{
x ∈ 3  (x − si )2 ≤ (x − sj )2 ∀ j , i }, i, j = 1, . . . ,n. (3.73)
This means that cellCi consists of all points that are closer to site si than to any other site. The
Voronoi tessellation is unique and it assigns each point in space to exactly one cell. The cell
faces are always placed midway between two atoms, which has already been used to assign
atomic partial charges on the basis of the electron density277.
It contradicts chemical intuition that the Voronoi tessellation equally divides the space be-
tween two atoms irrespective of their kind. In later applications to the calculation of atomic
partial charges278–280 and the molecular multipole moments of water clusters281, the bound-
ary planes were shifted therefore. In reference 279, radii were assigned to the atoms, and the
position of the cell face between two atoms was determined by the ratio of their radii. This
approach, however, suers from the vertex error282, meaning that not all points in space are
assigned to a cell, and the tessellation contains holes. For the separation of the water molecules
in reference 281, the original Voronoi tessellation was employed, but the Voronoi sites of the
hydrogen atoms were shifted along the O−H bonds toward the oxygen atoms until the bound-
ary between two water molecules was approximately located in the minimum of the electron
density. This approach is not generally transferable to arbitrary systems.
An extended partitioning scheme that allows to keep the Voronoi sites at the atom positions
and does not suer from the vertex error is the radical Voronoi tessellation150. In this method,
66
3.4 Dipole Moments and Polarizabilities
Figure 3.12: Schematic illustration of the radical Voronoi tessellation at the example of phenol. The
electron density is indicated by black isolines, the Voronoi radii are denoted by dotted circles, and the
radical Voronoi cells are shown by gray lines. Combining the cells of atoms in the same molecule yields
the molecular cells drawn in black.
a radius ri is assigned to each site and the cells are dened by
Cri =
{
x ∈ 3  (x − si )2 − r 2i ≤ (x − sj )2 − r 2j ∀ j , i }, i, j = 1, . . . ,n. (3.74)
This means that the distance to the sites themselves from the original Voronoi tessellation is
replaced by the power distance to spheres around the sites with the corresponding radii. The
position of the cell face between two atoms is determined by the dierence of the squared




ρ (r) dr (3.75)




rρ (r) dr (3.76)
according to the classical denitions, where the integration has to be carried out over the
volume of the cell. The cells belonging to atoms of the same molecule can be joined to gain a
molecular cell, and the charges and dipole moments of the atomic cells can be added to obtain a
molecular charge and a molecular dipole moment. The general idea of the Voronoi tessellation
is illustrated in gure 3.12.
In practice, the electron density is usually output on a regular grid by simulation software
packages, and the integration is most easily performed by the rectangle method. For the radical












Figure 3.13: Left: Illustration of the discrete integration over Voronoi cells in two dimensions. The
dashed lines mark the maximum extent of the cell along h2, the thin solid lines connect the point
sets sharing the same coordinate along h2, and the large circles indicate the grid points between the
intersections that are added to the integral. Right: Local coordinate system of a Voronoi cell face used
to calculate the intersection t with a line. The normal vector n is perpendicular to the paper plane.
library takes the Voronoi sites with their radii as input and it provides separately for each site
the vertex coordinates of the corresponding Voronoi cell. The straightforward approach to the
integration would be to check for each electron density grid point one after another to which
cell it belongs and to add it to the integral of this cell. A more ecient method, however, is as
followsa: The electron density grid is stored internally in memory such that adjacent points
along the rst cell vector h1 (the x axis in an orthorhombic cell) appear contiguously. This
means that the grid is mapped to a number of ordered point sets, where in each set, the points
share the same coordinates along the second cell vector h2 and the third cell vector h3 (they and
z axes in an orthorhombic cell). After the Voronoi tessellation is known, the maximum extent
along h2 and h3 (bounding box) is determined for each cell rst. This reduces the number of
point sets possibly contributing to the cell, as all point sets outside of this coordinate range do
not need to be considered further. For each of the remaining point sets, the intersections of a
straight line parallel to h1 with the corresponding coordinates along h2 and h3 are computed.
Since Voronoi cells are always convex, this line hits either none or two of the cell faces. In the
latter case, it follows easily from the coordinates of the intersections along h1, which points
of the set are located inside of the cell and have to be added to the integral (see gure 3.13 for
an illustration in two dimensions, where the cell faces are straight lines).
The calculation of the intersections of the cell faces and a line through the point set requires
some elementary vector algebra. The Hesse normal form of a cell face plane reads as
n · (x − c) = 0, x ∈ 3, (3.77)
where n is the normal vector of the plane and c is the centroid of the face. The straight line
aI would like to thank Dr. Martin Brehm for the initial idea of this algorithm and the initial implementation for
orthorhombic simulation cells.
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through the point set can be written as
x = λh1 + bh2 + ch3, λ ∈ , (3.78)
with the common coordinates b and c of the point set along h2 and h3. Combining these two
equations allows to determine λ and yields
t =
n · (c − bh2 − ch3)
n · h1 h1 + bh2 + ch3 (3.79)
for the intersection t of the line with the plane in Cartesian coordinates. To nd out whether
this intersection is located inside of the cell face, a local coordinate system is dened (see
gure 3.13), which consists of the normal vector n and two vectors s1 and s2 in the plane.
The centroid c is the origin of the coordinate system. Starting from the vertex coordinates
{p1, . . . , pn } provided by the Voronoi tessellation, the centroid c is calculated and the basis
vectors are constructed by:
s1 =
p1 − cp1 − c , n = s1 × (p2 − c)s1 × (p2 − c) , s2 = s1 × n. (3.80)
(Since n is needed to compute the intersection in equation (3.79), this step is actually performed
beforehand.) Calculating the scalar products (pi − c) · s1 and (pi − c) · s2 as well as (t − c) · s1
and (t − c) · s2 provides the coordinates of the vertices p′i and the intersection t′ in the local
face coordinate system. The coordinate along n is always zero by construction. According to


















where the subscripts 1 and 2 at the parentheses denote the coordinates along s1 and s2, respec-
tively. Considering that the centroid is the origin of the local face coordinate system, the area







i+1)2 − (p′i+1)1 (p′i )2
]
. (3.82)
If both areas have the same sign, t and c are located on the same side of the edge between pi
and pi+1. Only if this condition is fullled for all edges, the intersection is located inside of the
cell face, and its coordinate along h1 reads as
a =
n · (c − bh2 − ch3)
n · h1 . (3.83)
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Taking this coordinate for both intersections with the Voronoi cell, rounding up the smaller
value, and rounding down the larger value provides the indices of the rst and the last point
in the point set that have to be added to the integral.
The internal design of the Voro++ library can sometimes cause numerical problems with
this approach. As each Voronoi cell is computed independently on the basis of the Voronoi
sites, the coordinates of a common vertex shared by several cells can dier between the cells
in the order of the machine precision. This means that very small volumes of the simulation
cell are actually assigned to two Voronoi cells while other very small volumes do not belong to
any Voronoi cell. Although the spacing of the grid points is by orders larger than the machine
precision, it can accidentally happen that grid points are located within these small volumes.
To avoid an assignment of any grid point either to two cells or to no cell, grid points very close
to a cell face are shifted temporarily by a small positive displacement along the cell vectors
until they can unambiguously be assigned to exactly one cell.
It is apparent in gure 3.13 that the accuracy of the integration depends on the grid spacing,
since the shape of the Voronoi cell is rasterized to the electron density data grid. Also if the
Voronoi cell moves smoothly during an AIMD simulation, the integral shows nite jumps over
time, as grid points can only enter or leave the cell completely at once. Moreover, the assign-
ment of each grid point to exactly one cell can introduce a systematic error in highly ordered
systems such as crystals, where many grid points might be close to cell faces. To avoid these
distortions, it would be desirable to have some kind of equitable binning147. Along h1, this
is easily implemented by weighting the grid points adjacent to the cell faces by the relative
distance to the intersection. A suitable algorithm in this sense for the other cell vectors has,
however, not been found yet. Applying the equitable binning only for h1 turned out to make
the results worse, probably because one of the cell vectors is favored and the rotational in-
variance is disturbed even more. As an alternative approach, a linear interpolation of the grid
is therefore available in Travis. This allows to create an arbitrary number of intermediate
points in the data grid provided by the simulation software. The linear interpolation is consis-
tent with the rectangle method, so the total integral of the grid is not changed, but the ner
mesh allows for a more appropriate representation of the cell shape. In the limit of innitely
many intermediate points this would provide a true equitable binning. This interpolation can
be carried out on the y, so the memory requirements are not increased.
For the dipole moment, it is important to note that it generally depends on the reference
point. Choosing r′ as the reference point or, equivalently, calculating the dipole moment in a




(r − r′)ρ (r) dr =
∫
C ri
rρ (r) dr − r′
∫
C ri
ρ (r) dr = µi − qir′. (3.84)
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Only if the charge qi is zero, the dipole moment is independent of r′. This leads to the general
issue that the dipole moment of a molecular ion cannot be dened uniquely. Several possi-
bilities to select the reference point have been discussed in the context of ionic liquids181. In
connection with vibrational spectra, the most reasonable choice is the center of mass, which
remains xed in all normal modes, so that the reference point becomes independent of the in-
ternal degrees of freedom. In all other cases, translational motion can show up in the spectra
(see appendix B.6).
It remains to discuss how the radii for the radical Voronoi tessellation should be chosen. For
the calculation of spectra, which rely on molecular dipole moments, the most important aim is
a reasonable separation of the molecules in the bulk, whereas the intramolecular partitioning
of the electron density is of minor interest. This suggests to employ van der Waals radii284–286,
since these were tted to reproduce intermolecular distances. For the assignment of atomic
partial charges, on the other hand, it would be more important to get a proper distribution
of the electron density within the molecule, and minor deciencies in the partitioning of the
low electron density between the molecules can be accepted. This suggests to apply covalent
radii287, as these were tted to reect intramolecular bond lengths. A further justication of
these choices is given in section 4.5.1 by an investigation of the standard deviations in the
charge distribution functions that were implemented in Travis.
3.5 Magnetic Moments and Vibrational Circular Dichroism
VCD is a spectroscopic technique closely related to IR spectroscopy. It measures the dierence
in the absorption of left and right circularly polarized IR radiation, so it is a prominent method
to investigate chiral molecules. Both enantiomers of a chiral molecule show the same VCD
intensities but with opposite sign, meaning that their spectra are mirror images with respect to
the wavenumber axis. If theoretical methods are used to predict the VCD spectrum of a chiral
molecule, this allows to determine the absolute conguration of an experimental sample.
A few quantum chemistry software packages provide the possibility to obtain VCD inten-
sities by static calculations with DFT. These implementations compute rotational strengths
relying either on magnetic eld perturbation theory154–157 or on nuclear velocity perturbation
theory159–165. Alternatively, it has been shown in the context of MD simulations151–153 that the
VCD spectrum can be calculated by Fourier transforming the cross-correlation of the dipole
moment and the magnetic moment. (The terms dipole moment and magnetic moment are used
throughout this thesis to refer to the electric dipole moment and the magnetic dipole moment,
respectively.) A derivation starting with the one-dimensional harmonic oscillator analogous
to section 3.3 is not possible here, since this system does not possess a magnetic moment. Nev-
ertheless, the expressions for IR and VCD spectra in reference 151 can be compared, revealing
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that the prefactors—in SI units—just dier by the speed of light c . The same result is found
with the formulas in reference 153. Following equation (3.56) for the IR intensity, the VCD







µ˙(τ ) · m˙(τ + t )〉τ − 〈m˙(τ ) · µ˙(τ + t )〉τ ] exp(−iωt ) dt , (3.85)








µ˙(τ ) · m˙(τ + t )〉τ − 〈m˙(τ ) · µ˙(τ + t )〉τ ] exp(−2piicν˜t ) dt . (3.86)
The crucial point in this approach is the calculation of the magnetic moments. While dipole
moments are readily accessible in AIMD by the methods described in section 3.4, this is not
the case for magnetic moments so far. Previous applications of the time-correlation formalism
applied atomic axial tensors by magnetic eld perturbation theory to parametrize the MD force
eld152, or they used atomic partial charges to calculate the magnetic moment according to






qARA × VA. (3.87)
Either the charges were xed151, or they were obtained by population analyses in a QM/MM
setup153,158. The utilization of atomic partial charges is perfectly suited for MD simulations
with classical force elds. However, it poses a clear restriction for AIMD where the complete
electron density is known, and computing atomic partial charges drops information that is
actually present. Furthermore, the charges always depend on the method chosen for the pop-
ulation analysis, so they are not uniquely dened. Therefore, an important aim in the course
of this thesis was the development of a model for magnetic moments in AIMD that directly
relies on the electron density.
In the Wannier center approach, dipole moments are calculated by a classical sum over point
charges (see equation (3.70)). This suggests to extend equation (3.87) for magnetic moments
to include the Wannier centers as equivalents of electron pairs:
mI = −2e · 12
N∑
i=1
ri × vi + e · 12
M∑
A=1
ZARA × VA, (3.88)
where the rst sum is over all Wannier centers and the second sum is over all nuclei with the
eective charges ZA accounting for pseudopotentials. This expression includes the velocities
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vi of the Wannier centers. In principle, these can readily be computed by nite dierence
derivation of the Wannier center coordinates ri analogous to the nuclear velocities in equa-
tion (3.23). In practice, this is hampered by the fact that there is no specic ordering of the
Wannier centers, so they are arbitrarily mixed in each step of the trajectory. This requires to
sort the Wannier centers in each snapshot, so that they can be followed along the trajectory
before the velocities are calculated. A reasonable criterion for this purpose is that the sum of
the squared distances between the Wannier centers in two subsequent steps should become
minimal. To this end, the Kuhn–Munkres algorithm288,289 was implemented in Travis.
Another issue is the jumping of the Wannier centers in certain cases. In aromatic rings,
e. g., the Wannier localization produces an alternating pattern of single and double bonds (see
section 4.5.3 for further details). Switching between the two possible ways to form this pat-
tern yields large velocities of the corresponding Wannier centers, leading to unphysically large
magnetic moments. Eects of this kind cannot generally be avoided, and are probably the rea-
son, why it turned out to be impossible to obtain reasonable magnetic moments or meaningful
VCD spectra with the Wannier center technique according to equation (3.88). Neither did
the spectra coincide with experimental data, nor were they stable with respect to simulation
parameters such as the timestep.
In the more general denition of the dipole moment, the sum over point charges is replaced
by an integration over the electron density (see equation (3.76)). The corresponding classical






r × j(r) dr, (3.89)
where j(r) is the electric current density. If the electric current density is known, molecular
magnetic moments can be calculated in the same manner as molecular dipole moments by
integration over Voronoi cells. However, the computation of the current density on the basis
of the electron density requires further assumptions. In principle, these two quantities are
connected by the continuity equation
∂ρ (r)
∂t
+ ∇ · j(r) = 0. (3.90)
This means that changes in the electron density act as sources and sinks of an electric current.
If the electron density is saved in each snapshot of the trajectory, the time derivative can be
calculated by nite dierence derivation after the simulation. This allows to nd the diver-
gence of the current density in each step, but this is not sucient for a unique denition of
the current density itself. Any arbitrary solenoidal vector eld can be added to the current
density without violating the continuity equation. This is equivalent to the statement that
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arbitrary eddy currents cannot be seen as changes in the electron density. Furthermore, it is
closely related to the abovementioned jumping of the Wannier centers, e. g., the switching of
the Wannier localization between the two patterns of alternating single and double bonds in
an aromatic ring is just a particular eddy current. The more general concept on the basis of
the current density allows to avoid these eects explicitly.
The naive ansatz to avoid eddy currents would be to demand that the current density is an
irrotational vector eld, so it could be expressed as the gradient of a scalar eld. It is appealing
that this would turn the continuity equation (3.90) into the Poisson equation, which can be
solved under periodic boundary conditions by Fourier transform very eciently. However, it
becomes easily apparent that this would not yield the desired result: Substituting the electric
eld for the current density and the charge density for the density derivative, the Poisson
equation also describes the electric eld caused by a charge distribution. If a small electron
density distribution moves with constant speed along a straight line, the density derivative
looks like a dipole, being negative where the density distribution moves away and positive
where it moves to. Thus, the current density of this system would look like the electric eld
of a dipole, ranging far into the empty space. However, it is expected that the current density
of this system points into the moving direction and is zero outside of the charge distribution.
For that reason, it is assumed instead that the current density is the product of the electron
density ρ (r) and a conservative velocity eld v(r) which is expressed as the negative gradient
of a scalar eld α (r):
j(r) = ρ (r)v(r) = −ρ (r)∇α (r). (3.91)
In this way, the current can only ow in spatial regions with nite electron density, but still
it follows an irrotational vector eld. The same ansatz is employed, e. g., to describe a poten-
tial ow in uid dynamics, which is used to model the irrotational ow of a homogeneous
uid with negligible frictional forces. This is a reasonable analogon of the molecular electron
density in the classical limit.
Inserting ansatz (3.91) into the continuity equation (3.90) yields
∂ρ (r)
∂t
= −∇ · j(r)
= −∇ · (−ρ (r)∇α (r))
= (∇ρ (r)) · (∇α (r)) + ρ (r)∆α (r). (3.92)
As the electron density is known from the AIMD, and its time derivative and its gradient can
be calculated by nite dierence derivation, this constitutes a second-order partial dierential
equation that needs to be solved to nd the scalar eld α (r) which provides the current density
j(r) according to equation (3.91).
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For a numerical solution of the dierential equation (3.92), a nite dierence method is
used in Travis. This means that the dierential equation is discretized on a regular grid,
replacing it by a system of linear equations. Most easily, the already present grid of the electron
density data is used as discretization grid. The derivatives of α (r) are approximated by second-
order central nite dierences, so the current implementation only works for orthorhombic
simulation cells where the cell vectors are the Cartesian coordinate axes. If the grid consists
of nx ×ny ×nz points with spacings of hx , hy , and hz along the three axes, the components of
the gradient are given by
(Dxα )i, j,k =
αi+1, j,k − αi−1, j,k
2hx
, (3.93)
(Dyα )i, j,k =
αi, j+1,k − αi, j−1,k
2hy
, (3.94)
(Dzα )i, j,k =
αi, j,k+1 − αi, j,k−1
2hz
, (3.95)
and the Laplacian reads as
(Lα )i, j,k =
αi+1, j,k − 2αi, j,k + αi−1, j,k
h2x
+
αi, j+1,k − 2αi, j,k + αi, j−1,k
h2y
+




where i , j, and k number the points along the x , y, and z axes, respectively. The periodic
boundary conditions are properly taken into account by i ∈ /nx, j ∈ /ny, and k ∈
/nz, so, e. g., the successor of i = nx − 1 is i = 0 and the predecessor of i = 0 is i = nx − 1.
The grid is linearized in such a way that x lines and then xy planes of the grid follow one after
another, so l = i + jnx + knxny becomes the new index in the one-dimensional arrays. This
leads to the following matrix representation of the system of linear equations that emerges
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+///////////-
∈ nxnynz×nxnynz , (3.99)
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0 · · · 0 ρmnxny+nx ny−1h2z
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∈ nxny×nxny , (3.103)
G =
*...........,
H0 K0 0 −K0
−K1 H1 K1 . . .
0 −K2 H2 . . . 0
. . .
. . .
. . . Knz−2
Knz−1 0 −Knz−1 Hnz−1
+///////////-
∈ nxnynz×nxnynz , (3.104)
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Hm =
*...........,
Imny Jmny 0 −Jmny
−Jmny+1 Imny+1 Jmny+1 . . .
0 −Jmny+2 Imny+2 . . . 0
. . .
. . .
. . . Jmny+ny−2
Jmny+ny−1 0 −Jmny+ny−1 Imny+ny−1
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∈ nxny×nxny . (3.108)
The square matrix A is sparse, and for the applications studied in this thesis, it has in the or-
der of 106 rows and columns. Several iterative algorithms have been developed to solve systems
of linear equations with this size290. As A is not symmetric, the extended biconjugate gradient
stabilized method BiCGstab(l )291–294 was selected for Travis. A Fortran implementation of
this method is available in reference 295, which was transferred to C++ to be used in Travis.
The convergence of the algorithm is improved by using an incomplete LU factorization296 of A
for preconditioning. To exploit the sparsity of A and its incomplete LU factorization for mem-
ory eciency, the Travis implementation relies on the compressed row storage format290 to
store the matrices. This means that not the whole matrices are kept in memory, but only the
value and the position of each nonzero entry are saved.
Experience shows that the convergence behavior of the BiCGstab(l ) algorithm needs special
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attention due to numerical issues. Apart from the fact that the residual is not smoothly reduced
but oscillates, the algorithm usually reaches a minimum after some iterations and strongly
diverges then. Furthermore, it is not easy to estimate how small the absolute value of the
residual has to be to obtain reasonably converged magnetic moments. Therefore, the following
way is taken to select a convergence threshold: In the rst snapshot, the solution guess for
α (r) is set to zero on the whole grid. The threshold for all steps is calculated relative to the
residual in the rst snapshot with this initial guess. Relative convergence criteria of 0.005
or 0.01 proved to be sucient to converge the nal magnetic moments within a few percent
in typical bulk phase simulations studied here (see also section 4.6.1). With these values and
l = 4, about 10 to 20 iterations are usually needed to solve the system of linear equations in
the rst step. Subsequently, the solution of the previous step is used as guess for the next
step, reducing the number of iterations to less than 10 in most cases. The following check
is incorporated to facilitate the application in a black-box manner: if the algorithm diverges
before the threshold is reached, it is restarted and the threshold is temporarily increased to
the lowest residual that occurred in the rst run for the snapshot. Future work could focus on
other solution algorithms for the system of linear equations (3.97) that might be more stable
in this regard.
The integral of the density time derivative over the whole grid, which is the sum of all el-
ements on the right-hand-side of (3.97), has to vanish. Otherwise, this would mean that the
total electron density changes and that a current ows out of or into the grid, but this is incom-
patible with periodic boundary conditions and would imply that the total number of electrons
is not conserved in the AIMD. Caused by the error of the nite dierence approximation to
the time derivative, this condition is not necessarily fullled in practice. For that reason, the
values of the density time derivative are shifted by their average before the system of linear
equations (3.97) is solved.
Another issue occurs in regions with vanishing electron density. In principle, α (r) can take
arbitrary values there without violating the dierential equation (3.92). To improve the stabil-
ity of the solution algorithm in this case, the Travis implementation provides the possibility
to add a constant background electron density. Since this is done only for the determination
of α (r), other quantities such as the dipole moment are not modied. Experience shows that
densities in the order of 10−3 e/nm3 are necessary for gas phase calculations with large empty
regions of the simulation cell. However, this is not needed at all for the bulk phase simulations
investigated here.
Analogous to the dipole moment, the magnetic moment depends on the choice of the ref-
erence point. However, not only the position of the reference point, but also its velocity are
important. For an arbitrary electron density distribution with the centroid s(t ) that internally
vibrates and globally moves, it can be shown (see appendix B.6) that the magnetic moment is
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given by
m(t ) = ms (t ) +
1
2s(t ) × J
s (t ) +
1
2µ








Here, ms (t ), Js (t ), and µs (t ) are the magnetic moment, the total current, and the dipole mo-






just as the charge is the integral over the electron density. Thus, the second term of the sum in
equation (3.109) is similar to the dependence of the dipole moment on the reference point in
equation (3.84). The time-dependence of ms (t ) and Js (t ) just stems from the internal vibrations
of the electron density, but similar tom(t ), a general total current is given by (see appendix B.6)




where the translational motion appears too. The grid used to solve the partial dierential
equation (3.92) is xed with respect to the simulation cell and the molecules move around
during the simulation. Based on the same justication as for dipole moments, however, the
molecular center of mass is the most reasonable choice for the reference point when VCD
spectra are calculated. Thus, the molecular magnetic moments and the total currents obtained
by integration of the current density solving equation (3.92) are transformed according to




4.1 Spectra of Single Molecules
4.1.1 Comparison of Molecular Dynamics and Static Calculations
In chapter 3, the theoretical foundations to calculate vibrational spectra from AIMD simula-
tions were discussed. Several derivations are based on the idea that the MD approach and static
quantum chemical calculations should provide the same spectra for a system of harmonic os-
cillators. The general success of the harmonic approximation for the prediction of vibrational
spectra of real molecules suggests to compare these two techniques for single molecules in
the gas phase, which are readily accessible in both ways. In addition, this allows to present all
the basic spectra analysis features available in Travis and to discuss some general points that
need to be considered for AIMD spectra. For this purpose, the three small organic molecules
methanol, acetone, and nitromethane were selected as test cases to cover a certain range of
functional groups. Computational details and a discussion of the dipole moments from the
AIMD simulations at 400 K and the static calculations within the harmonic approximation can
be found in appendix A. Except for the normal coordinate analysis, the results in this section
have been published in reference 149. The Raman spectra shown here are slightly dierent
due to a mistake in Travis that was xed shortly after publication of reference 149.
The comparison of the spectra for methanol (see gure 4.1) is divided into six parts. The rst
part shows the power spectrum as solid line and its integral as dotted line. The spectrum is nor-
malized in such a way that the total integral is equal to the number of 18 degrees of freedom,
meaning that it was divided by the average simulation temperature. The gray dashed lines
indicate the vibrational wavenumbers from the static calculation. At each of these wavenum-
bers, the power spectrum would feature a band of the same intensity in the harmonic case.
Obviously, this is not strictly fullled as some of the bands are shifted and the peak integrals
are not exactly equal to the number of underlying modes. Several reasons have to be con-
sidered for these deviations. First of all, the system is not purely harmonic as the potential
of a real molecule is applied. Furthermore, the nite simulation timestep introduces a certain
blueshift that is particularly important in the region of higher wavenumbers (see section 3.2.3).
Moreover, the simulation is not fully in equilibrium and some modes carry more energy than






















































































Figure 4.1: Spectra of methanol in the gas phase: power spectrum, IR spectrum, and Raman spectrum
from an AIMD simulation, IR spectrum and Raman spectrum from a static calculation. The gray dashed
lines denote the vibrational frequencies from the static calculation, and the dotted lines show the inte-
grals with the scales on the right side. The Raman depolarization ratios from the static calculation are
shown as circles.
culations are not fully consistent due to the restrictions imposed by the employed software
packages. Although the same exchange-correlation functional is used, the basis sets are only
of similar quality but not equal.
For a more detailed discussion of the power spectrum, a normal coordinate analysis was
carried out (see gures 4.2 and 4.3, and table 4.1). A geometry optimization was performed
using the electronic structure method of the AIMD and the three cyclic permutations of the
methyl hydrogen atoms were employed as reference structures to account for the rotation of
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Figure 4.2: Fitness of the reference structures employed in the normal coordinate analysis of methanol
in the gas phase. The three probabilities are shown in dierent colors over the whole trajectory (above)
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Figure 4.3: Normal coordinate spectra of methanol in the gas phase: total power spectrum and dissec-
tion into mode spectra. The colored dashed lines indicate the corresponding vibrational frequencies
in the static calculation. Graphical representations of the normal coordinate vectors obtained from the
AIMD simulation are given below.
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No. ν˜static / cm−1 ν˜AIMD / cm−1 〈T 〉 / K Description
1 294 199 474 HCOH torsion
2 971 950 203 CO stretching
3 1037 1044 257 CH3 bending + COH bending
4 1124 1120 382 CH3 bending
5 1330 1305 495 COH bending + CH3 bending
6 1431 1444 275 CH3 bending
7 1440 1466 246 CH3 bending
8 1459 1480 272 CH3 bending
9 2879 2991 800 Symmetric CH3 stretching
10 2927 3064 289 Antisymmetric CH3 stretching
11 3013 3066 393 Antisymmetric CH3 stretching
12 3665 3677 1015 OH stretching
Table 4.1: Normal coordinates of methanol in the gas phase: Wavenumbers ν˜static from the static calcu-
lation, peak maxima ν˜AIMD and average mode temperatures 〈T 〉 from the AIMD simulation.
the methyl group in the trajectory. (Only one optimized structure has to be entered in Travis,
and the permutations are created within the program.) As the distance function, the sum of
the three dihedral angles over the C−O bond was applied, and a width parameter of σ = 15◦
was used for the switching region. The resulting probabilities (see gure 4.2) clearly show that
the methyl group undergoes regular rotations in the middle of the simulation while it stays in
one minimum in the beginning and in the end. The magnied part of 1 ps demonstrates how
the exponential probability function (3.45) in connection with the chosen width parameter
provides for smooth transitions between the reference structures.
The power spectrum in the normal coordinate analysis (see gure 4.3) diers from the orig-
inal power spectrum (see gure 4.1) due to the transformation of the trajectory to the Eckart
frame of reference. The former possesses narrower bands and it does not show an intense peak
at zero wavenumber because global rotation and translation of the molecule are removed and
only the 12 internal degrees of freedom remain. In particular the global rotation is responsible
for the broadening of the bands in the original power spectrum while the translation appears
as a strong peak close to zero. For all internal degrees of freedom, the normal coordinate anal-
ysis provides individual mode spectra which are shown in dierent colors. Each of the spectra
consists of a well dened single peak that can be characterized by its maximum (see table 4.1).
Other quantities such as the centroid of the spectrum are less suitable since misleading values
can be obtained if the separation is not perfect and other modes slightly contribute at vastly
dierent wavenumbers. The normal mode vectors corresponding to the spectra are in very
good agreement with the ones from the static calculation, allowing to assign a wavenumber
from the static calculation to each mode as indicated by the colored dashed lines. The largest
dierences concern the CH stretching modes, which are signicantly blue-shifted in the AIMD
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simulation. At least to a certain amount, this is caused by the nite timestep, but it is interest-
ing to note that not all three modes are aected in the same way and the AIMD gives almost
equal wavenumbers for the two antisymmetric vibrations (modes 10 and 11). Thus, a signif-
icant coupling of these modes also plays a role. In contrast, almost no blueshift is observed
for the OH stretching vibration (mode 12) though it occurs at even higher wavenumbers. This
is likely related to the anharmonicity of the bond potential. According to the observations in
section 3.2.3, the temperature is clearly too low to fully recover this anharmonicity, but the
induced redshift at least cancels the blueshift due to the nite timestep. Another eect are
the side lobes of the OH stretching band. Their distance to the main peak exactly matches
the wavenumber of the HCOH torsion (mode 1), so these are combination bands of the two
modes. Also the torsional mode shows a signicant deviation from the static calculation as a
consequence of the regularly rotating methyl group. The AIMD simulation samples the com-
plete torsional potential while the static calculation approximates it by a clearly insucient
quadratic function around one minimum.
As the mode spectra are not normalized here, their integrals give the average temperature
of each mode (see table 4.1). It is immediately apparent that there are signicant dierences,
conrming that the simulation is not fully in equilibrium. In particular the symmetric CH3
stretching vibration (mode 9) and the OH stretching vibration carry an excess of energy. This
phenomenon is a general issue of MD simulations of small molecules in the gas phase. If there
is only a small number of degrees of freedom and if these are not strongly coupled, it takes a
long time to exchange energy between them, making it hard to reach equipartition within the
time aordable by AIMD. Also the technique of massive thermostatting, which was applied
here, does not completely remedy this eect. In bulk phase simulations, for which the MD
approach is primarily intended, this problem does not occur to that extent (see sections 4.2.1
and 4.3.1).
The IR spectra and the Raman spectra of methanol are shown as solid lines and their inte-
grals are plotted as dotted lines (see gure 4.1). The static calculation actually provides only
intensities for each mode, but for convenience, it is very common to broaden these line spectra.
Lorentzian functions with a FWHM of 15 cm−1 were selected for this purpose here. In prin-
ciple, the line width in the AIMD spectra is governed by the choice of the window function
and the correlation depth, but it is clearly apparent that the AIMD simulation also contains
information about peak shapes. In particular the HCOH torsion leads to a broader band than
the other modes. Due to these eects, it is important to compare the peak integrals and not
only the peak heights in order to draw conclusions for the absolute intensities. Furthermore,
it is important to note that the Raman spectra from AIMD always possess a large peak at zero
wavenumber. Even if the full polarizability tensor is taken into account, the anisotropy γ (ν˜ ) is
not formally invariant under rotations of the molecule. This is amplied in practice by the -
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nite dierence approximations in the application of the electric eld and in the time derivative
of the polarizability. This means that also the rotational motion of the molecule contributes
at low wavenumbers, and this part of the spectrum is exaggerated by the factor 1/ν˜ in equa-
tions (3.66) and (3.67). To facilitate the comparison of the vibrational bands in the spectrum,
the integral axis on the right side of the Raman spectrum (see gure 4.1) does not start at zero,
and the integral of the low wavenumber band is cut.
While the IR intensities agree very well below 2000 cm−1, the comparison of AIMD and
static spectra reveals certain dierences in the high-wavenumber region. In contrast to the
static calculation, which assigns signicant intensity to all three CH stretching modes, the
AIMD simulation yields only a peak for the symmetric vibration. Furthermore, the AIMD pre-
dicts a much larger OH stretching intensity. Comparison with experimental gas phase data of
methanol297–299 shows that the latter is clearly overestimated, but this is a direct consequence
of the excess energy in this mode. Considering that also the symmetric CH3 stretching vi-
bration carries excess energy, the reasonable agreement of this mode with the experimental
intensity is probably caused by a cancelation of errors.
In the Raman spectra, the AIMD yields very broad bands below 2000 cm−1, but the peak in-
tegrals agree reasonably well with the static calculation. The high wavenumber region shows
a similar eect as the IR spectra: while the static calculation predicts signicant intensities for
all three CH stretching modes, the AIMD estimates much less intensity for the antisymmetric
vibrations. However, considering the excess energies of the symmetric CH3 stretching and
OH stretching modes, the overall agreement of the AIMD and the static calculation is very
reasonable. The CH stretching region of methanol is generally a complex task for theoreti-
cal methods, as it is governed by several Fermi resonances with bending overtones300, which
are included only to some extent in the AIMD (see section 3.2.3) and not at all in the static
calculation.
The last quantity to be analyzed is the Raman depolarization ratio. In the AIMD, this is
calculated as the ratio of two spectra (see section 3.3), so it has a certain value in the whole
wavenumber range. In parts of the spectrum without Raman intensity, however, this is just
noise, so the depolarization ratio is shown as a solid line only in the range of Raman bands
(see gure 4.1). The static calculation provides a value for each mode as indicated by the black
circles. Considering the shift of the CH stretching modes, their depolarization ratios coincide
very well. Also the value of 0.75 for the depolarized bands below 2000 cm−1 is predicted by the
AIMD simulation. For the polarized bands, the values are at least in qualitative agreement. The
AIMD depolarization ratio probably suers from too much noise in the Raman spectra to allow
for quantitative estimations. Although the Raman spectrum itself does not change consider-
ably when the rotational averaging of the polarizability tensor is omitted, the depolarization
ratio becomes much more noisy then, so it is more sensitive to numerical errors.
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Figure 4.4: Spectra of acetone in the gas phase: power spectrum, IR spectrum, and Raman spectrum from
an AIMD simulation, IR spectrum and Raman spectrum from a static calculation. The gray dashed lines
denote the vibrational frequencies from the static calculation, and the dotted lines show the integrals
with the scales on the right side. The Raman depolarization ratios from the static calculation are shown
as circles.
Similar conclusions as for methanol can be drawn from the simulation of acetone (see g-
ure 4.4). The peak positions in the power spectrum agree very well with the vibrational
wavenumbers from the static calculation, only the CH stretching modes around 3000 cm−1 are
signicantly blue-shifted again. Furthermore, the integral of this band is equal to eight modes
instead of six, indicating that equipartition is not fully reached. Another vibration that carries
excess energy according to the integral curve is the in-plane CCO bending at 520 cm−1. This is
directly transferred to the IR and Raman spectra: the intensities of AIMD simulation and static
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calculation are in very good agreement below 2000 cm−1 except for the in-plane CCO bending
mode, for which the AIMD predicts a signicantly larger intensity in both spectra. The CH
stretching modes behave similar to methanol: despite their excess energy, the AIMD provides
much lower IR intensities, and it assigns less Raman intensity to the antisymmetric vibrations,
but the depolarization ratios agree very well. The depolarization ratios below 2000 cm−1 show
stronger dierences, but at least for most of the depolarized bands, the AIMD estimates a value
of 0.75 too.
An important point to note is the peak at 20 cm−1 in the AIMD IR spectrum. Analogous to
the intense zero wavenumber band in the Raman spectra, it is connected to the global rotation
of the molecule. In general, if the molecule possesses a permanent dipole moment, already a
simple rotation changes the dipole moment vector with respect to the space-xed coordinate
system, and a peak appears at the wavenumber of the rotation in the IR spectrum. In the case
of methanol, however, this eect is covered by the broad band of the HCOH torsional mode.
The last example to be discussed is nitromethane (see gure 4.5), which shows in principle
the same eects as methanol and acetone. It is clearly apparent in the power spectrum that
the in-plane NO2 bending mode at 846 cm−1 carries a signicant excess of energy. As a direct
consequence, the AIMD simulation predicts much larger IR and Raman intensities for this
vibration. All other intensities below 2000 cm−1 coincide very well. As seen before, less Raman
intensity is assigned to the antisymmetric CH3 stretching modes above 3000 cm−1 in the AIMD,
but the depolarization ratios of these vibrations are reproduced well. Both methods agree about
the very low IR intensity of the CH stretching modes. The depolarization ratios show some
deviations for the polarized bands below 2000 cm−1 again.
4.1.2 Temperature Dependence of Molecular Dynamics Spectra
In section 3.2.3, it was discussed that MD based spectra show a temperature dependent shift
of the vibrational wavenumbers since the temperature determines the extent to which the
anharmonicity of the potential is sampled. To investigate this eect for a real molecule, the
simulation of a single methanol molecule was carried out at 10 K, 100 K, and 1000 K in ad-
dition to the simulation at 400 K analyzed in the last section. The comparison of the power
spectra (see gure 4.6) clearly shows the expected shifts. They are mostly apparent for the OH
stretching vibration and the HCOH torsion. While the peak position of the torsional mode
perfectly matches the wavenumber from the static calculation at 10 K, it appears at signi-
cantly lower wavenumber in the 400 K simulation. A temperature of 10 K is certainly too low
to overcome the barrier of the torsion as it is easily veried by a visual inspection of the tra-
jectory. In this case, the AIMD just samples the torsional potential in the close vicinity of one
minimum, which is approximated very well by the harmonic potential of the static calculation,
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Figure 4.5: Spectra of nitromethane in the gas phase: power spectrum, IR spectrum, and Raman spec-
trum from an AIMD simulation, IR spectrum and Raman spectrum from a static calculation. The gray
dashed lines denote the vibrational frequencies from the static calculation, and the dotted lines show the
integrals with the scales on the right side. The Raman depolarization ratios from the static calculation
are shown as circles.
so both approaches yield the same wavenumber. At 400 K, the barrier is regularly passed (see
gure 4.2) and the AIMD samples the complete torsional potential, leading to a strong redshift
of the band. In contrast, the OH stretching wavenumber from the AIMD is almost equal to the
static calculation at 400 K, while it is somewhat higher at 10 K. This supports the conclusion
from the last section that the anharmonicity-induced redshift just cancels the blueshift caused
by the nite timestep for this mode. Moreover, the side lobes of the OH stretching band do













































Figure 4.6: Power spectra of methanol in the gas phase at four dierent temperatures. The gray dashed
lines denote the vibrational frequencies from a static calculation, and the dotted lines show the integrals
with the scale on the right side.
bands with the torsional mode, as a certain temperature is needed to sample the corresponding
anharmonic region of the potential energy surface.
Beside the band shifts, it is also important to note the intensities. In particular at 10 K, the
integral curve immediately indicates strong dierences between the modes, so equipartition
of the energy is not achieved. The almost complete decoupling of the vibrational degrees of
freedom and the slow dynamics at this temperature make it very hard to reach equilibrium
even with massive thermostatting. In the case of ideal harmonic potentials, there would not
be any coupling, and the modes could not exchange energy at all. As a direct consequence,
the IR and Raman intensities are strongly distorted and the low temperature simulation does
not provide reliable IR and Raman spectra. An advantage of the AIMD at 10 K is, however,
that the peaks are very sharp, while they are signicantly broadened at higher temperatures.
This is related to the global rotation of the molecule. At higher temperatures, the amplitude of
the vibrations is so large that the moments of inertia are substantially inuenced, introducing
a strong coupling between rotational and vibrational degrees of freedom that broadens the
vibrational bands.
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Assignment ν˜exp / cm−1 ν˜AIMD / cm−1 Description
2ν2 3525 3503
ν1 2242 2225 CN stretching
ν2 1774 1752 CO stretching
ν4 + ν6 1074 1054
2ν5 1025 987
ν3 986 958 CC stretching
ν5 + ν6 907 897
ν8 677 645 out-of-plane OCCl bending
ν4 654 649 in-plane CCO bending
ν5 510 493 CCl stretching
ν6 422 405 in-plane OCCl bending
ν9 – 252 out-of-plane CCN bending
ν7 – 168 in-plane CCN bending
Table 4.2: Vibrational wavenumbers of cyanoformyl chloride from experiment (ν˜exp) and AIMD (peak
maxima ν˜AIMD). The experimental values and the mode numbering are taken from reference 301.
4.1.3 Anharmonicity Eects in Molecular Dynamics Spectra
The investigation of the two-dimensional model potentials in section 3.2.3 revealed that it is
in principle possible to observe overtones and combination bands in MD based vibrational
spectra. To demonstrate this eect for real molecules, cyanoformyl chloride (ClC(O)CN) and
cyanoformyl bromide (BrC(O)CN) were selected as example systems. The gas phase IR spectra
of these molecules have recently been measured301, and they show several distinct bands that
could be assigned to overtones and combination bands. This marks cyanoformyl chloride and
cyanoformyl bromide as ideal example systems, since it is easily validated if AIMD simulations
also produce these distinct bands. Simulations of the single molecules were performed as
detailed in appendix A.
The comparison of the IR spectrum from the AIMD simulation with the experimental data
(see gure 4.7) shows a very good coincidence except for the slight redshift of all AIMD bands.
In particular, this is not only true for the fundamental transitions but also for the distinct over-
tones and combination bands that are marked by arrows. The experimental peak at 1025 cm−1
is not fully resolved in the AIMD spectrum, but it is clearly visible as a shoulder at 987 cm−1.
The normal coordinate analysis (see gure 4.7 and table 4.2) allows to assign a particular vibra-
tional mode to each fundamental peak. According to that, the intense experimental bands at
2242 cm−1 and 1774 cm−1 are connected to the CN stretching (ν1) and CO stretching (ν2) modes,
respectively. The mode vector of the most intense experimental band at 986 cm−1 is best de-
scribed as CC stretching (ν3), but it is signicantly mixed with the in-plane CCO bending (ν4),
CCl stretching (ν5), and in-plane OCCl bending (ν6) vibrations that occur with further peaks
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Figure 4.7: IR spectra and normal coordinate analysis of cyanoformyl chloride. The arrows mark over-
tones and combination bands. The experimental spectrum and the mode numbering are taken from
reference 301.
found as a small shoulder at 677 cm−1 in the experiment, but it is hard to distinguish it in the
AIMD spectrum where it is covered by ν4 due to a more pronounced wavenumber shift. Alto-
gether, this assignment is in full agreement with reference 301. In this article, the experimental
satellite bands at 1074 cm−1, 907 cm−1, and 1025 cm−1 have been attributed to the combination
bands ν4 + ν6 and ν5 + ν6, and the rst overtone of ν5, respectively, which gain intensity by
Fermi resonance with ν3 301. For MD based spectra, it was found in section 3.2.3 that overtones
and combination bands always appear at integer multiples or exact sums, respectively, of the
corresponding fundamental wavenumbers. Although this is a general deciency of the model,
it is a big advantage for the assignment of the bands: it is just necessary to calculate the cor-
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Figure 4.8: IR spectra of cyanoformyl bromide. The arrows mark overtones and combination bands.
The experimental spectrum is taken from reference 301. The asterisks mark Br2CO impurity bands.
responding sums of the fundamental wavenumbers found in the normal coordinate analysis
and to check for peaks in the IR spectrum. This analysis reveals that the satellite bands in the
AIMD spectrum perfectly match the expected positions of ν4 + ν6, ν5 + ν6, and 2ν5. This also
holds for 2ν2, which is not shown in the experimental spectrum, but is mentioned in reference
301 too. Therefore, the AIMD spectrum is totally in line with the experimental assignment of
the overtones and combination bands.
It is interesting to note how the normal coordinate analysis treats the combination bands.
From the viewpoint of this analysis, the combination peaks are artifacts, as they cannot be
separated into individual modes. Since the normal coordinate analysis performs a unitary
transformation that does not change the total power spectrum, it also cannot remove these
peaks, so they have to remain as satellite bands in some of the fundamental mode spectra. It
is not generally predictable where they appear. Here, they show up as satellite peaks and a
shoulder in the mode spectrum of ν3.
Another point to note is the splitting of the bands in the experiment due to the rotational
transitions. In particular for ν2, this splitting is partially reproduced by the AIMD simulation.
However, this agreement can only be of qualitative nature, and the AIMD will not resolve
individual rotational bands for the reason given in section 3.2.1.
Based on the simulation of cyanoformyl bromide (see gure 4.8), similar conclusions can
be drawn as for cyanoformyl chloride. Again, a slight redshift of the bands is observed, but
all fundamental transitions as well as all overtones and combination bands indicated by the
arrows are reproduced. Only the intensity ratios are less accurate here, since equipartition is
not completely fullled in this simulation.
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No. ν˜ / cm−1 〈T 〉 / K Description
1 106, ≈ 670 371 HCOH torsion + libration
2 945 477 CO stretching
3 1099 396 CH3 bending + COH bending
4 1121 397 CH3 bending
5 1386 396 COH bending + CH3 bending
6 1433 382 CH3 bending
7 1464 484 CH3 bending
8 1467 540 CH3 bending
9 2989 408 Symmetric CH3 stretching
10 3063 509 Antisymmetric CH3 stretching
11 3073 548 Antisymmetric CH3 stretching
12 ≈ 3370 421 OH stretching
Table 4.3: Normal coordinates of methanol in the liquid phase: peak maxima ν˜ and average mode tem-
peratures 〈T 〉.
4.2 Spectra of Molecular Liquids
4.2.1 Methanol
In section 4.1, some general properties of MD based vibrational spectra were discussed on
the basis of several gas phase simulations. However, the main purpose of the MD approach to
vibrational spectroscopy is the application to bulk phase systems that are not readily accessible
by static calculations. As the rst example, methanol is studied in this section. Methanol is
a polar molecule and the hydroxyl group provides for the possibility to form intermolecular
hydrogen bonds. This raises the expectation of strong dierences in the spectra between gas
phase and liquid phase, and an AIMD simulation should be particularly suited to model these
eects. An AIMD simulation of 16 methanol molecules under periodic boundary conditions
was carried out as detailed in appendix A. Except for the normal coordinate analysis, the
spectra have been published in reference 149.
For the comparison of simulation and experiment, the power, IR, and Raman spectra from
the AIMD as well as two experimental IR spectraa and one experimental Raman spectrum are
given (see gure 4.9). Already the power spectrum indicates the changes when passing from
the gas phase to the bulk phase: the sharp peak of the OH stretching mode at 3677 cm−1 is
replaced by a broad band centered around 3370 cm−1, and another broad band appears, which
is centered around 670 cm−1. The remaining peaks of the gas phase spectrum are partially
fused but mostly retain their positions. A more detailed insight is provided by the normal
coordinate analysis (see gure 4.10 and table 4.3), which clearly conrms that the broad band
aI would like to thank Prof. Dr. Peter Vöhringer for providing several experimental IR spectra discussed through-
out this thesis.
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Figure 4.9: Spectra of methanol in the liquid phase: power spectrum, IR spectrum, and Raman spectrum
from an AIMD simulation of 16 methanol molecules, experimental IR and Raman spectra. The power
spectrum of the gas phase is shown in gray for comparison. IR experiment 1 has been provided by the
research group of Prof. Dr. Peter Vöhringer. IR experiment 2 and the Raman experiment are taken from
reference 302.
around 3370 cm−1 is connected to the OH stretching vibration. The shift and the broadening
of this peak in contrast to the gas phase are a consequence of the strong hydrogen bonding
network in liquid methanol. The formation of a hydrogen bond weakens the O−H bond in
the donating molecule and, therefore, reduces its stretching wavenumber. The dynamic and
exible nature of the hydrogen bonding network leads to a wide distribution of the induced
wavenumber shifts, so the band becomes very broad. Simultaneously, librational modes or

























Figure 4.10: Normal coordinate spectra of methanol in the liquid phase: total power spectrum and dis-
section into mode spectra. The power spectrum of the gas phase is shown in gray for comparison. See
gure 4.3 for graphical representations of the normal coordinate vectors.
analysis relies on a separation into single molecules, it does not reproduce them as additional
modes. Instead, the spectrum of the HCOH torsion (mode 1) possesses two peaks: a very broad
one centered around 670 cm−1, which can be assigned to the librations303, and a narrower one
at 106 cm−1, which is the actual torsion of the C−O bond. The COH bending is much less
aected by the hydrogen bonding network, but a blueshift and a slight broadening of the
involved modes 3 and 5 compared to the gas phase are still recognizable. As mentioned before,
the mode temperatures in the bulk indicate much less deviation from equipartition than in the
gas phase.
A prominent feature of the experimental IR spectrum of methanol are the two broad and
intense bands that are caused by the OH stretching vibration (around 3340 cm−1) and the libra-
tional modes (around 660 cm−1). It is an important result that the AIMD simulation reproduces
them very well. They appear with some noise in the simulated spectrum, but this is caused
by the limited size of the system and the nite length of the trajectory. In principle, it can
be concluded that 16 molecules under periodic boundary conditions are sucient to get the
essential bulk phase eects on the vibrational spectra of methanol. Also the absolute inten-
sities are in good agreement with further experimental data304. While the librational modes
and the OH stretching vibration give rise to intense IR bands, they possess only a low Raman
intensity. The librations are not visible in the spectra shown here, but the broadness of the
weak OH stretching band is predicted very well by the AIMD also in the Raman spectrum.
Also the other bands below 2000 cm−1 are reproduced well by the AIMD simulation. In the IR
spectrum, these are the CO stretching (mode 2) and the modes involving COH bending (modes
3 and 5), while in the Raman spectrum, these are the CO stretching (mode 2) and several CH3
bending vibrations (modes 4, 6, 7, and 8). As the latter occur at very similar wavenumbers, it
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Mode ν˜exp / cm−1 ν˜AIMD / cm−1 〈T 〉 / K Description
ν2 218 210 475 Symmetric deformation
ν4 314 304 422 Antisymmetric deformation
ν1 456 444 361 Symmetric stretching
ν3 786 700 382 Antisymmetric stretching
Table 4.4: Normal coordinates of carbon tetrachloride in the liquid phase: experimental wavenumbers
ν˜exp in the IR spectrum306, AIMD peak maxima ν˜AIMD and average mode temperatures 〈T 〉. The mode
descriptions are adopted from reference 306. In the symmetric modes, the carbon atom remains xed,
while it is displaced in the antisymmetric modes.
is not possible to completely discern their individual contributions here. The only remarkable
deviation is the slight redshift of the bands in the simulation, which is particularly apparent
for the CO stretching vibration.
A stronger dierence appears, however, for the CH stretching modes. Apart from the sig-
nicant blueshift, the simulation yields only one intense band for the symmetric CH3 stretch-
ing vibration in both spectra. The second band occurring in both experiments is connected
to several Fermi resonances with overtones of bending modes300, which also induce certain
wavenumber shifts. It is obvious that the AIMD simulation insuciently accounts for these
Fermi resonances, so it underestimates the intensity of the second band. Thus, the band is
covered by the OH stretching vibration in the IR spectrum and only a small peak shows up in
the Raman spectrum.
4.2.2 Carbon Tetrachloride
As the second example for simple molecular liquids, carbon tetrachloride was simulated. Due
to the absence of hydrogen bonds, less pronounced bulk phase eects than for methanol have
to be expected, but carbon tetrachloride is interesting with regard to several distinct overtone
and combination bands that are found in the IR and Raman spectra. An AIMD simulation of
32 carbon tetrachloride molecules was performed as detailed in appendix A.
The comparison of IR and Raman spectra from simulation and experiment (see gure 4.11)
shows a good general agreement. The normal coordinate analysis identies four dierent
fundamentals: the non-degenerate symmetric stretching ν1, the doubly degenerate symmetric
deformation ν2, the triply degenerate antisymmetric stretching ν3, and the triply degenerate
antisymmetric deformation ν4 (see table 4.4 and reference 306). While ν3 gives rise to an in-
tense IR band, it appears only with low Raman intensity. In contrast, the other three modes
show up as distinct Raman peaks, but possess a very low IR intensity. As long as isotope ef-
fects306 are neglected, the symmetric modes ν1 and ν2 are even forbidden by symmetry in the































































































Figure 4.11: Spectra of carbon tetrachloride in the liquid phase: IR spectrum, Raman spectrum, and
normal coordinate analysis from an AIMD simulation of 32 carbon tetrachloride molecules. The ex-
perimental IR and Raman spectra are taken from reference 305. The mode numbering is adopted from
reference 306, and degenerate modes are denoted by primes. The inset magnies the simulated Raman
spectrum between 1200 cm−1 and 1600 cm−1.
Functional ν˜2 / cm−1 ν˜4 / cm−1 ν˜1 / cm−1 ν˜3 / cm−1
BLYP 201 289 414 664
BP86 203 296 432 700
PBE 205 300 440 714
B97D 207 298 422 673
TPSS 202 295 434 708
B3LYP 212 306 443 734
PBE0 217 316 468 788
TPSSh 207 302 447 741
Experiment (liquid)306 218 314 456 786
Table 4.5: Comparison of several exchange-correlation functionals regarding the vibrational wavenum-
bers of carbon tetrachloride predicted by static calculations in the gas phase.
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Figure 4.12: Overtones and combination bands in the IR spectrum of carbon tetrachloride. The experi-
mental spectrum has been provided by the research group of Prof. Dr. Peter Vöhringer. The assignment
in the experimental spectrum is taken from reference 306.
wavenumber shift of ν3 and the Raman intensity ratios of ν1, ν2, and ν4. These deciencies
have to be attributed to the PBE exchange-correlation functional. Neglecting the solute inu-
ence on the solvent, it can be found in the solution spectra in section 4.3 that BLYP provides
a better estimate of the relative Raman intensities, but on the other hand, it introduces more
pronounced wavenumber shifts for theses modes. In general, the vibrational wavenumbers of
carbon tetrachloride pose a challenge for DFT. A comparison of several exchange-correlation
functionals (see table 4.5 and appendix A) shows that all of them underestimate the wavenum-
bers except for PBE0. Among the GGA functionals, which are the ones readily accessible for
AIMD, PBE performs best.
In the experiment, the intense IR band at 786 cm−1 shows a splitting due to the Fermi reso-
nance of ν3 and the combination band ν1+ν4 306. The AIMD simulation does not fully reproduce
the intensity transfer between these transitions, but the combination band is clearly visible as
a shoulder at 750 cm−1. Further overtones and combination bands occur at higher wavenum-
bers. A detailed comparison in the range between 800 cm−1 and 1600 cm−1 (see gure 4.12)
reveals a qualitative agreement of simulation and experiment also for these transitions. The
peaks that show up in this region are the combination bands of ν3 and ν1 + ν4 with all the
fundamentals, and Fermi resonances are responsible for the occurrence of these transitions
as split double bands in the experiment306. Since the AIMD does not fully describe these ef-
fects, the intensity ratios are distorted, and the rst-order combination transitions are more
intense than the second-order combination transitions. Nevertheless, all peaks of the exper-
iment can be identied in the simulated spectrum by calculating the corresponding sums of
the fundamental wavenumbers obtained from the normal coordinate analysis.



















































Figure 4.13: Spectra of methanol in carbon tetrachloride: IR spectrum and normal coordinate analysis
from an AIMD simulation of one methanol molecule in 32 carbon tetrachloride molecules. The exper-
imental IR spectrum has been provided by the research group of Prof. Dr. Peter Vöhringer. Due to the
strong absorption bands of carbon tetrachloride, it is shown only above 2000 cm−1. See gure 4.1 for
graphical representations of the normal coordinate vectors.
andν1+ν4 306 causes a splitting of the band at 786 cm−1 in the experiment. The simulation shows
a broader peak instead, which consists of both the fundamental transition and the combination
band. The rst overtone of ν3 and the combination ν1+ν3+ν4, which are found as a weak band
around 1540 cm−1 in the experiment, are also predicted by the AIMD, though with a signicant
redshift due to the underestimated fundamental wavenumber of ν3.
4.3 Spectra of Solute Molecules
4.3.1 Methanol in Carbon Tetrachloride
A major advantage of the MD approach to vibrational spectra is the possibility to separate the
spectra of solvent and solute in a solution. As a rst example, methanol in carbon tetrachlo-
ride is studied. The idea for this simulation originates from the measurement in the research
group of Prof. Dr. Peter Vöhringer, where methanol was solved in carbon tetrachloride to ob-
tain the spectrum of isolated methanol molecules, which should resemble the gas phase spec-
trum of methanol. The AIMD simulation of one methanol molecule in 32 carbon tetrachloride
molecules was carried out as detailed in appendix A.
A direct comparison of simulation and experiment (see gure 4.13) is only possible above
2000 cm−1. Since methanol is hardly soluble in carbon tetrachloride and the formation of
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No. ν˜ / cm−1 〈T 〉 / K Description
1 ≈ 270 395 HCOH torsion
2 956 109 CO stretching
3 1059 93 CH3 bending + COH bending
4 1135 100 CH3 bending
5 1322 116 COH bending + CH3 bending
6 1447 101 CH3 bending
7 1473 111 CH3 bending
8 1474 108 CH3 bending
9 3002 117 Symmetric CH3 stretching
10 3080 131 Antisymmetric CH3 stretching
11 3109 145 Antisymmetric CH3 stretching
12 3681 179 OH stretching
Table 4.6: Normal coordinates of methanol in carbon tetrachloride: peak maxima ν˜ and average mode
temperatures 〈T 〉.
methanol clusters should be avoided, a thick solution layer with a low methanol concentration
was measured. Thus, the region below 2000 cm−1 is totally covered by the carbon tetrachloride
bands. The intensity ratios of the OH stretching and the symmetric CH3 stretching vibrations
are, however, in very good agreement. A blueshift of these modes in the simulation is ob-
served in the same way as in the gas phase (see section 4.1.1). As already mentioned before,
the broader second peak of the CH stretching modes is largely inuenced by Fermi resonances
with bending overtones300. Since these are insuciently included in the AIMD, the simulated
spectrum does not show the second peak.
Compared to the gas phase simulation, the HCOH torsional mode gives rise to a broader
band in the solution, showing that the torsion is signicantly inuenced by the surrounding
carbon tetrachloride molecules. Furthermore, it possesses a much larger IR intensity, and the
main reason for that is the signicant excess energy of this mode in comparison with the
other vibrations (see table 4.6). However, as the simulation was performed with the thermo-
stat temperature set to 400 K, the energy of the other vibrations is actually too low. This is a
general artifact of the simulation: although massive thermostatting was used to approximately
equilibrate the system, the energy ows from the high-frequency modes of methanol to the
low-frequency modes of the carbon tetrachloride. A potential solution would be the applica-
tion of two thermostats, one for the carbon tetrachloride molecules and one for the methanol
molecule. However, since the temperature of the CH stretching and OH stretching modes
is similar, no major inuence on the intensity ratios in the spectral region important for the
comparison with the experiment is expected in the particular case studied here. Nevertheless,
simulations of solute molecules have to be checked carefully for this issue in general. A side









































Figure 4.14: Spectra of pinacol in carbon tetrachloride: IR spectrum from an AIMD simulation of one
pinacol molecule in 32 carbon tetrachloride molecules. The experimental IR spectrum has been provided
by the research group of Prof. Dr. Peter Vöhringer. Due to the strong absorption bands of carbon
tetrachloride, certain regions of the experimental spectrum are cut out.
the gas phase, since a smaller part of the anharmonic potential energy surface is sampled (see
section 4.1.2).
4.3.2 Pinacol in Carbon Tetrachloride
The second example to be investigated is pinacol solved in carbon tetrachloride. Pinacol is
studied in the research group of Prof. Dr. Peter Vöhringer as a model system for extended
hydrogen bond wires307,308. In the synclinal conformation, the two hydroxyl groups of pinacol
form an intramolecular hydrogen bond where one hydroxyl group acts as donor while the
other one is the acceptor. The solution in a nonpolar solvent such as carbon tetrachloride
largely suppresses the inuence of the surrounding molecules, allowing to study the hydrogen
bond dynamics of the almost isolated system.
The comparison of simulation and experiment (see gure 4.14) shows a very good agree-
ment of most bands. The ve experimental lines between 1000 cm−1 and 1500 cm−1 are repro-
duced very well by the simulation, only the intensity of the peak in the middle of the higher
triplet is underestimated and the bands are slightly red-shifted. Also the lower-wavenumber
region, which is covered by the carbon tetrachloride here, coincides with experimental data
obtained in the gas phase and in a carbon disulde solution309,310. The OH stretching band
around 3600 cm−1 clearly shows a splitting of 47 cm−1 in the experiment. The narrow peak at
3626 cm−1 is connected to the dangling hydroxyl group that acts as the hydrogen bond accep-
tor, while the slightly broader peak at 3579 cm−1 belongs to the donating hydroxyl group307.
Due to the noise in the simulated spectrum, it is hard to exactly quantify the splitting there,
but the width of the band indicates that it is in the order of 50 cm−1, which is very similar to
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Figure 4.15: Carbene formation by a proton transfer in [C2C1Im][OAc].
the experiment. A clear deciency of the simulation is, however, the strong underestimation
of the CH stretching vibrations around 3000 cm−1. This is in line with earlier observations
(see section 4.1.1) though the eect is much more pronounced here. On the one hand, this
might be caused by the underlying electronic structure method, but a static calculation within
the harmonic approximation using the same method provides larger IR intensities for these
modes. On the other hand, it is likely that anharmonicity eects in terms of Fermi resonances
play a signicant role similar to the methanol system, and these are insuciently included
in the AIMD, leading to the strongly reduced intensities. Moreover, the integral over the CH
stretching bands in the power spectrum is equal to around nine modes instead of the expected
twelve modes, so this is another reason for the underestimation of the IR intensity, but it cannot
explain the complete eect.
It is important to note that the simulation of pinacol in carbon tetrachloride does not show
the same temperature shifting eect as the simulation of methanol in carbon tetrachloride.
The total integrals of the power spectra indicate that both the pinacol molecule and the carbon
tetrachloride molecules have temperatures of approximately 400 K. A possible reason might
be that pinacol, in contrast to methanol, possesses many modes at low wavenumbers close to
carbon tetrachloride. This largely facilitates the exchange of energy between the solute and
the solvent, allowing to maintain equipartition more easily.
4.4 Spectra of Ionic Liquid Systems
4.4.1 Neat 1-Ethyl-3-methylimidazolium Acetate
The examples discussed so far have shown that the MD approach to vibrational spectra is
suited very well to model the eects of the molecular surrounding in the bulk phase. This is
of particular interest for ionic liquids with a strong network of intermolecular interactions.
As an important system of this kind, the ionic liquid 1-ethyl-3-methylimidazolium acetate
([C2C1Im][OAc]) was extensively studied in the course of this thesis. The discussion starts
with the neat ionic liquid in this section. A [C2C1Im][OAc]–water mixture follows in sec-
tion 4.4.2, and the absorption of carbon dioxide in [C2C1Im][OAc] is presented in section 4.4.3.
































Single ion pair Five ion pairs
Figure 4.16: IR spectra of [C2C1Im][OAc] from static calculations of a single ion pair and a cluster of ve
ion pairs. The lines are broadened by Lorentzian functions with a FWHM of 20 cm−1. The experimental
IR spectrum of the liquid has been provided by Prof. Dr. Tibor Pasinszki.
The IR spectra shown here are slightly dierent since the molecular center of geometry has
been used as dipole reference point in reference 250 while the molecular center of mass was
employed here as suggested in section 3.4.
An interesting property of [C2C1Im][OAc] is the possibility to form an N-heterocyclic car-
bene by a proton transfer from the imidazolium ring to the basic acetate ion (see gure 4.15).
Dierent spectroscopic experiments have revealed that the equilibrium is shifted toward the
hydrogen-bonded carbene–acetic acid complex in the gas phase, which can even dissociate un-
der low pressure177. In the liquid, however, the ion network196,197 of the surrounding charged
particles stabilizes the ionic state and suppresses the carbene formation181,198,199. Although
trapping reactions with dierent chalcogens, benzaldehyde311, and carbon dioxide312 indicate
its accessibility, the carbene has not yet been observed by any direct approach in the liquid
phase.
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Due to this dierence between vapor and liquid, signicant bulk phase eects have to be
expected also in the vibrational spectra of [C2C1Im][OAc]. This is easily apparent in the IR
spectra obtained by static calculations of a single ion pair and a cluster of ve ion pairs (see
gure 4.16), where the cluster provides a rst approximation to the bulk phase as it models the
inuence of the surrounding on the central ions. Similar to the data previously reported in the
literature on the basis of a dierent electronic structure method188, the most intense band of
the single ion pair is predicted at 2167 cm−1 where the experimentb shows almost no absorption
in the liquid. The mode vector corresponding to this peak primarily consists of the ring proton
shift between the cation and the anion that leads toward the carbene. Due to the facilitated
carbene formation in the gas phase, the potential energy surface of the proton transfer becomes
atter, and the wavenumber of this mode is signicantly reduced. For the cluster of ve ion
pairs, the spectrum is already closer to the liquid, but there are still several distinct peaks for
the proton shifting modes between 2600 cm−1 and 2900 cm−1 with no direct counterpart in
the experiment. Aside from the diculty to converge the geometry optimization of such a
system, the single structure selected here is by far not sucient to cover the whole range of
possible cluster congurations. Thus, the application of clusters can only partially model the
bulk phase and surface eects will always be present.
An AIMD simulation of 36 [C2C1Im][OAc] ion pairs under periodic boundary conditions
(see appendix A for computational details) performs much better regarding the comparison
with experimental IR and Raman spectra (see gures 4.17 and 4.18). Similar to the exam-
ples discussed in the last sections, there is a slight redshift of almost all ngerprint bands by
(24±14) cm−1, but most of the peak shapes and intensity ratios agree very well with the exper-
iment. In contrast, the broad IR band feature around 3000 cm−1 is blue-shifted by ca. 70 cm−1,
but this is also in line with previous observations for CH stretching vibrations. Most impor-
tantly, its FWHM of 240 cm−1 is reproduced very well by the simulation. This broadening is a
direct consequence of the hydrogen bonding network in the ionic liquid, which is prociently
modeled by the AIMD.
The rst step toward a detailed analysis of the spectra is the separation of cation and anion
contributions by considering only their individual dipole moments and polarizabilities. This
leads to the classication indicated by the dashed lines, revealing that the IR spectrum is dom-
inated by the acetate ([OAc]−) anion while most of the Raman bands are connected to the
1-ethyl-3-methylimidazolium ([C2C1Im]+) cation. Although most of the cation’s IR spectrum
between 1200 cm−1 and 1700 cm−1 is covered in [C2C1Im][OAc], it agrees well with experi-
mental data of other ionic liquids that combine the [C2C1Im]+ cation with anions that do not
absorb in this wavenumber range183–187,191,313,314.























































Figure 4.17: IR spectra of neat [C2C1Im][OAc]: disentanglement of cation and anion contributions in
an AIMD simulation of 36 [C2C1Im][OAc] ion pairs. The experimental IR spectrum has been provided























































Figure 4.18: Raman spectra of neat [C2C1Im][OAc]: disentanglement of cation and anion contributions
in an AIMD simulation of 36 [C2C1Im][OAc] ion pairs. The experimental Raman spectrum has been
provided by Prof. Dr. Tibor Pasinszki. The dashed lines indicate the peak assignment to cation and
anion.
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Figure 4.19: Reference structures for the normal coordinate analysis in [C2C1Im][OAc]. The [C2C1Im]+
cation is divided into three parts for the mode descriptions in table 4.8.
An assignment of each peak to a particular molecular vibration is possible by a normal
coordinate analysis. The reference structures for this purpose were obtained by geometry
optimizations of the single ions (see gure 4.19). For the anion, the three cyclic permutations
of the hydrogen atoms were employed as references to account for the rotation of the methyl
group, and the root-mean-square deviation of all six H−C−C−O dihedral angles was used as
distance function with a width parameter of σ = 15◦. For the cation, two optimized structures
are needed at rst to take the rotation of the ethyl group into consideration. Although these
are actually mirror images, they were treated as two structurally dierent minima, so that two
sets of normal coordinates were obtained. As it should be expected, these are very similar, and
only one of them is shown here. Future work could aim to extend the Travis implementation
to map the two structures onto a single minimum by appropriate mirroring operations. In
each of the two structures, the respective three cyclic permutations of the methyl group’s
hydrogen atoms and the ethyl group’s terminal hydrogen atoms were employed as references
to account for rotations of the terminal methyl moieties. This results in nine references for
each structure, and a total number of 18 references for the normal coordinate analysis of the
cation. To distinguish between the permutations of the hydrogen atoms, the root-mean-square
deviation of all six dihedral angles across the CMe−N bond and all nine dihedral angles across
the CEt−CEt bond was used as distance function with a width parameter of σ = 20◦. The two
separate minima of the ethyl group orientation were discriminated by the root-mean-square
deviation of all six dihedral angles across the CEt−N bond with a width parameter of σ = 20◦.
The mode spectra obtained from the normal coordinate analysis (see gures 4.20 and 4.21)
show that the disentanglement of the power spectrum works very well even for the more
complicated case of the [C2C1Im]+ cation with 51 internal degrees of freedom. Some are very
sharp and some are broader, but most of the mode spectra consist of one single peak. Only
several alkyl CH stretching modes at 3000 cm−1 are slightly mixed with CH bending vibra-
tions in the ngerprint region and torsional modes below 200 cm−1. One reason for that are
low rotational barriers: by denition, normal coordinates are always related to minima on the


























A2 A4 A5 A6 A8
A9 A10 A11 A12
Figure 4.20: Normal coordinate spectra of [OAc]− in [C2C1Im][OAc]: total power spectrum and dissec-
tion into mode spectra from the AIMD simulation. Graphical representations of the normal coordinate
vectors assigned in the experiment are given below.
ishing barrier. For example, the distinction of the torsional mode and the symmetric stretching
mode of a methyl group is arbitrary in this situation.
A detailed comparison of the peak positions in the mode spectra and in the simulated IR
and Raman spectra allows to assign specic modes to the experimentally observed bands (see
tables 4.7 and 4.8). The most intense band in the IR spectrum is connected to the antisymmetric
CO stretching mode of the anion (A12) as it is generally expected for carboxyl compounds. Two
other important modes are the symmetric CO stretching (A8) and a methyl group bending
(A9). For these two modes, the IR spectra show a notable dierence between simulation and
experiment as their intensity ratio is signicantly distorted. Beside the assignment made in
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C6 C7 C9 C12 C17 C18
C20 C22 C25 C31 C33 C34
Figure 4.21: Normal coordinate spectra of [C2C1Im]+ in [C2C1Im][OAc]: total power spectrum and dis-
section into mode spectra from the AIMD simulation. Graphical representations of the normal coordi-
nate vectors assigned in the experiment are given below.
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4 Applications
No. ν˜AIMD / cm−1 ν˜exp / cm−1 Description
IR Raman
A2 448 452 In-plane CCO bending
A4 608 632 635 OCO bending + CC stretching
A5 852 897 899 OCO bending + CC stretching
A6 995 1000 CH3 bending
A8 1301 1323 1334 Symmetric CO stretching
A9 1338 1374 CH3 bending
A10, A11 1430 1430 CH3 bending
A12 1535 1559 1567 Antisymmetric CO stretching
Table 4.7: Normal coordinate assignment for [OAc]− in the spectra of neat [C2C1Im][OAc]. Simulated
wavenumbers ν˜AIMD from the AIMD and experimental wavenumbers ν˜exp from the measured IR and
Raman spectra.
No. ν˜AIMD / cm−1 ν˜exp / cm−1 Description
IR Raman
C6 381 388 CEtCEtN bending
C7 424 440 CEtNCIm bending + CMeNCIm bending
C9 573 597 In-plane ring deformation + CEtN stretching
+ CMeN stretching
C12 674 702 701 In-plane ring deformation + CEtN stretching
+ CMeN stretching
C17 918 957 CEtCEt stretching + in-plane ring deformation
C18 982 1019 In-plane ring deformation
C20 1059 1089 CEtH bending
C22 1097 1118 CEtH bending
C25 1135 1175 In-plane CImH bending
C31 1373 1381 CEtH bending + CImN stretching
C33 1414 1417 CMeH bending
C34 1452 1451 CEtH bending
Table 4.8: Normal coordinate assignment for [C2C1Im]+ in the spectra of neat [C2C1Im][OAc]. Simu-
lated wavenumbers ν˜AIMD from the AIMD and experimental wavenumbers ν˜exp from the measured IR
and Raman spectra.
reference 250 that is shown here, it might also be possible that the wavenumber ordering of
these vibrations is simply swapped. However, the Raman spectrum shows some deviations in
this wavenumber region too, as the simulation predicts two peaks for the cation which are not
separately visible in the experiment: a CN stretching mode at 1271 cm−1 and a CH bending
mode at 1342 cm−1. The experimental Raman band at 1334 cm−1 that was assigned to the
anion’s symmetric CO stretching (A8) simply on the basis of its simulated intensity, therefore,
potentially contains signicant cation contributions, and it is very likely that some anharmonic
coupling eects insuciently included in the AIMD are responsible for the dierences in this
110
4.4 Spectra of Ionic Liquid Systems
wavenumber region.
Further deviations between simulation and experiment occur for the broad experimental
IR peak feature between 750 cm−1 and 800 cm−1, which is signicantly underestimated by the
simulation, and the splitting of the CH stretching Raman band predicted by the AIMD. The
reason for the latter could be the insucient modeling of Fermi resonances similar to the
observations made for methanol (see section 4.2.1). It should be noted that the role which
Fermi resonances play for the CH stretching vibrations of imidazolium-based ionic liquids has
been a matter of heavy debate in the literature315–320.
An interesting feature of the normal coordinate analysis are the very broad mode spec-
tra of the ring CH stretching modes in the cation (C49, C50, and C51). This result is abso-
lutely in line with the general structural analysis of [C2C1Im][OAc] on the basis of the AIMD
simulation181,198, where it was demonstrated that the ring hydrogen atoms of the [C2C1Im]+
cations are strongly involved in the network of intermolecular interactions by forming hy-
drogen bonds to the [OAc]− anions. The dynamic nature of this interaction network leads to
a very broad distribution of the corresponding vibrational wavenumbers. This is discussed
further at the end of the next section.
4.4.2 1-Ethyl-3-methylimidazolium Acetate–Water Mixture
The ionic liquid [C2C1Im][OAc] is a highly hygroscopic substance, so it always contains traces
of moisture if it is handled without special care under ambient conditions. For that reason, it is
very interesting to study the eect of water on the ionic liquid regarding its vibrational spectra.
To clearly observe the eect, an AIMD simulation of 27 [C2C1Im][OAc] ion pairs with 81 water
molecules was carried out (see appendix A for computational details), which corresponds to
a water mass fraction of 24.1 %. Furthermore, this demonstrates the applicability of the MD
approach to vibrational spectra for binary mixtures of ionic liquids and molecular liquids.
The comparison of the IR spectra from simulation and experiment shows a very good agree-
ment again (see gure 4.22). Apparently, the water molecules give rise to three broad bands
in the spectrum. The OH stretching vibrations contribute to the peak of the CH stretching
modes of cation and anion, making it even broader than in the neat ionic liquid. The HOH
bending mode shows up at 1650 cm−1 and the librational motions appear below 1000 cm−1
with a maximum around 600 cm−1. It is obvious that the water molecules signicantly inu-
ence the spectral contributions of the ions. Many of the anion’s bands are slightly blue-shifted
in the experiment, and the simulation reproduces this shift in most cases (see table 4.9). The
intensity ratio of modes A8 and A9 is shifted in favor of A9. Although this is a step toward the
experiment, the intensity of these two modes is still a deciency as in the neat ionic liquid (see




























































Figure 4.22: IR spectra of a [C2C1Im][OAc]–water mixture: disentanglement of cation, anion, and water
contributions in an AIMD simulation of 27 [C2C1Im][OAc] ion pairs and 81 water molecules. The
experimental IR spectrum has been provided by Prof. Dr. Tibor Pasinszki. The dashed lines indicate the
peak assignment to cation, anion, and water. The spectra of the neat ionic liquid (see gure 4.17) are
drawn in gray for comparison.
No. ν˜AIMD / cm−1 ν˜exp / cm−1
Neat Mixture Neat Mixture
A2 448 464 452 466
A4 608 619 632 632
A5 852 863 897 915
A6 995 994 1000 1012
A8 1301 1316 1323 1335
A9 1338 1353 1374 1393
A10, A11 1430 1428 1430 1451
A12 1535 1516 1559 1560
C12 674 674 702 700
C25 1135 1125 1175 1169
Table 4.9: Vibrational wavenumbers in neat [C2C1Im][OAc] and in the [C2C1Im][OAc]–water mixture:
comparison of simulated wavenumbers ν˜AIMD and experimental wavenumbers ν˜exp in the IR spectra.
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Figure 4.23: CH stretching normal coordinate spectra of [C2C1Im]+ in neat [C2C1Im][OAc] and in the
[C2C1Im][OAc]–water mixture. Graphical representations of the normal coordinate vectors corre-
sponding to the ring hydrogen atoms are given below.
due to the dominance of the anion and the water molecules. The only notable dierence is the
slight redshift of mode C25, which is also reproduced in the simulation.
The eects observed in the IR spectra are totally in line with the general structural analysis
of this system181,198. There, it was found that the water molecules weakly interact with the
cations, but show a strong tendency to form hydrogen bonds with the anions, heading toward
a proton transfer and the generation of acetic acid. This disturbance of the cation–anion net-
work signicantly reduces the interaction between [OAc]− and the ring hydrogen atoms of
[C2C1Im]+, and it suppresses the proton shift from the cation to the anion. The strong in-
teraction between water and [OAc]− directly transfers to the signicant wavenumber shifts
observed in the IR spectrum of the anion. Furthermore, it considerably changes also the bands
of the water molecules: in an AIMD simulation of neat water with the same electronic struc-
ture method, the peak maxima are located at 3400 cm−1 for the OH stretching vibrations and
550 cm−1 for the librations (these values are taken from the power spectrum of system D in
references 181 and 198), while they are found at 3300 cm−1 and 600 cm−1, respectively, in the
mixture with the ionic liquid. This means that the O−H bonds become weaker while the in-
termolecular hydrogen bonds get stronger, indicating that the strength of the anion–water
interaction exceeds that of the hydrogen bonding network in pure water due to the polariza-
















Figure 4.24: Carbon dioxide absorption in [C2C1Im][OAc] by the formation of [C2C1ImCO2].
The inuence on the cation is most obvious in the normal coordinate spectra of the ring
hydrogen CH stretching modes around 3000 cm−1 (see gure 4.23). As mentioned before, these
modes possess very broad mode spectra in the neat ionic liquid because the dynamic hydrogen
bonding network between [OAc]− and [C2C1Im]+ leads to a wide distribution of the vibrational
wavenumbers. In the mixture with water, this broadening is much less pronounced and the
wavenumber redshift is reduced. This is a direct consequence of the decreased interaction
between anion and cation, which transfers to a narrower wavenumber distribution of the ring
hydrogen CH stretching vibrations.
4.4.3 Carbon Dioxide Absorption in 1-Ethyl-3-methylimidazolium Acetate
The ability to physically absorb signicant amounts of carbon dioxide is a general property
of many ionic liquids321–324. In the case of [C2C1Im][OAc]325, however, the accessibility of a
carbene (see section 4.4.1) is of particular importance, as it also allows a chemical absorption
by the formation of a bond between carbon dioxide and the carbene (see gure 4.24). This
process has been proven by the X-ray structure of the resulting 1-ethyl-3-methylimidazolium-
2-carboxylate ([C2C1ImCO2])312. Later on, it has also been shown in the liquid phase of 1-
butyl-3-methylimidazolium acetate by IR, Raman, and NMR spectroscopy with support by
static calculations in the gas phase326–328 and classical molecular dynamics simulations329.
Here, the vibrational spectra of carbon dioxide in [C2C1Im][OAc] are studied by AIMD. For
this purpose, two simulations were performed (see appendix A for computational details): one
with a [C2C1ImCO2] molecule and an acetic acid molecule in 35 ion pairs of [C2C1Im][OAc],
and one containing a free carbon dioxide molecule in 36 ion pairs of [C2C1Im][OAc] to model
the physical absorption. The acetic acid in the rst simulation is the byproduct of the carbene
formation (see gure 4.15) needed for the chemical absorption process. It is tightly bound to
an acetate anion forming a [H(OAc)2]– complex that persists during the whole simulation.
The carboxylate as the product of the chemical absorption can be identied by three very
intense IR bands in the ngerprint region (see gure 4.25). To assign these bands to spe-
cic molecular vibrations, a normal coordinate analysis was carried out. Four dierent struc-
tures of [C2C1ImCO2] were found by geometry optimizations (see gure 4.26). Similar to the
[C2C1Im]+ cation, these are actually two pairs of mirror images, but they were treated as four
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Figure 4.25: IR spectra of [C2C1ImCO2] in [C2C1Im][OAc]: disentanglement of cation, anion, carboxy-
late, and [H(OAc)2]– contributions in an AIMD simulation of 35 [C2C1Im][OAc] ion pairs with one
[C2C1ImCO2] molecule and one acetic acid molecule. The experimental IR spectrum has been pro-
vided by Prof. Dr. Tibor Pasinszki. The dashed lines indicate the peak assignment to cation, anion, and
carboxylate. The experimental spectrum of the neat ionic liquid (see gure 4.17) is drawn in gray for
comparison.
Figure 4.26: Reference structures for the normal coordinate analysis of [C2C1ImCO2] in [C2C1Im][OAc].
structurally dierent minima. Analogous to the cation, the respective three cyclic permuta-
tions of the methyl group’s hydrogen atoms and the ethyl group’s terminal hydrogen atoms
were used as references in each of the structures to account for rotations of the terminal methyl
moieties. This results in a total number of 36 references for the normal coordinate analysis.
The permutations of the hydrogen atoms were distinguished by the root-mean-square devia-
tion of all six dihedral angles across the CMe−N bond and all nine dihedral angles across the
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No. ν˜AIMD / cm−1 ν˜exp / cm−1 Description
D18 764 790 In-plane OCO bending
D32 1256 1320 Symmetric CO stretching + in-plane CImH bending
D47 1602 1666 Antisymmetric CO stretching
D18 D32 D47
Table 4.10: Normal coordinate assignment for [C2C1ImCO2] in [C2C1Im][OAc].
CEt−CEt bond with a width parameter of σ = 20◦. To discriminate the four structurally dier-
ent minima, the root-mean-square deviation of all four dihedral angles across the C−C bond
connecting the carboxylate group to the ring and the two CIm−N−CEt−CEt dihedral angles was
employed with a width parameter of σ = 5◦. The permutations of the oxygen atoms were not
considered because the carboxyl group does not completely turn around during the simulation.
The result of the normal coordinate analysis shows that all three intense IR bands are related
to the carboxyl group: the antisymmetric CO stretching mode, the symmetric CO stretching
mode mixed with ring CH bending vibrations, and the OCO bending mode (see table 4.10).
As the disentangled contributions (see gure 4.25) are normalized to one molecule, the bands
of the carboxylate appear much weaker in the total spectrum of the simulation cell due to the
concentration ratios. Nevertheless, the antisymmetric CO stretching mode at 1602 cm−1 should
act as a good indicator for the formation of the carboxylate in the ionic liquid. This agrees
very well with the experimental observationc: after treatment of [C2C1Im][OAc] with carbon
dioxide for two hours, the peak at 1666 cm−1 is easily identied, showing that the carboxylate
is readily formed.
The increasing background in the ngerprint region found experimentally is likely related
to the acetic acid in the [H(OAc)2]– complex. Due to the dynamics of the proton330,331 and
the large conformational exibility, its spectral contribution is obtained with limited quality
from the simulation, but it is still possible to identify some bands at similar positions as in the
bare [OAc]−. The spectrum clearly indicates that the complex should show up as a very broad
background in the IR spectrum.
The simulation of the physical absorption shows the carbon dioxide with the antisymmetric
CO stretching mode at 2291 cm−1 and the OCO bending modes around 600 cm−1 (see gure 4.27
cI would like to thank Prof. Dr. Tibor Pasinszki for providing the corresponding data, where carbon dioxide was
passed above stirred [C2C1Im][OAc] and IR spectra were measured after dierent time ranges.
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Figure 4.27: IR spectra of carbon dioxide in [C2C1Im][OAc]: disentanglement of cation, anion, and car-
bon dioxide contributions in an AIMD simulation of 36 [C2C1Im][OAc] ion pairs with one carbon diox-
ide molecule. The experimental IR spectrum has been provided by Prof. Dr. Tibor Pasinszki. The dashed
lines indicate the peak assignment to cation, anion, and carbon dioxide. The experimental spectrum of
the ionic liquid after two hours of treatment with carbon dioxide (see gure 4.25) is drawn in gray for
comparison. The inset magnies the spectrum of the carbon dioxide molecule around 600 cm−1.
No. ν˜AIMD / cm−1 ν˜exp / cm−1 Description
in [C2C1Im][OAc] gas phase gas phase
1 598/626 627 667 OCO bending
2 1282 1289 1337 Symmetric CO stretching
3 2291 2313 2349 Antisymmetric CO stretching
Table 4.11: Vibrational wavenumbers of carbon dioxide in [C2C1Im][OAc] and in the gas phase obtained
from AIMD simulations of one carbon dioxide molecule in 36 [C2C1Im][OAc] ion pairs and of a single
carbon dioxide molecule. The experimental wavenumbers are taken from reference 326.
and table 4.11). The latter are degenerate in the gas phase, but they appear as a split peak with
maxima at 598 cm−1 and 626 cm−1 in the liquid. The extent of this splitting has been suggested
to provide insight into the strength of the anion–carbon dioxide interactions332, which are
very strong in the case of [OAc]− 333,334. The symmetric CO stretching vibration, which is for-
bidden by symmetry in the gas phase, possesses a very low IR intensity in the liquid, and its
wavenumber is found to be 1282 cm−1 in the power spectrum. Due to its separation from all
other components of the system, the antisymmetric CO stretching vibration allows to identify
physically absorbed carbon dioxide very easily. Thus, the experimental spectra reveal that
chemical absorption is the primary way of carbon dioxide incorporation in [C2C1Im][OAc],
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since there is no peak around 2300 cm−1 after treatment with carbon dioxide for two hours.
Only at higher concentrations (after 22 hours of treatment with carbon dioxide), a small band
indicating physical absorption is observed. The increased bands of the carboxylate and the
stronger background in the experimental spectrum show that the ionic liquid contains signi-
cant amounts of the carboxylate and acetic acid at this point. Therefore, the AIMD simulation
of one carbon dioxide molecule in the pure ionic liquid might not be fully adequate anymore to
reect the experiment. Nevertheless, it is still possible to qualitatively study the wavenumber
shifts of the carbon dioxide compared to the gas phase (see table 4.11). A slight redshift of all
bands is found, which is caused by the interaction of the carbon dioxide with the anions as
well as the cations199,334. This agrees with the experimental result, where the antisymmetric
CO stretching occurs at 2337 cm−1 in the ionic liquid, which is slightly below the wavenumber
of 2349 cm−1 in the gas phase326. Similar shifts have been observed in other ionic liquids that
do not show the chemical absorption process332,335. Another eect of the interaction between
carbon dioxide and the surrounding ions is the distortion of the molecular symmetry, which
lifts the degeneracy of the OCO bending modes and allows for the small intensity gain of the
symmetric CO stretching vibration. Due to the coincidence with an intense band of the acetate
ion, the peak splitting cannot be veried in the experiment here, but it has been observed in IR
measurements of 1-butyl-3-methylimidazolium tetrauoroborate and hexauorophosphate332.
4.5 Voronoi Tessellation of the Electron Density
4.5.1 Selection of the Radii
In section 3.4.2, the idea of the radical Voronoi tessellation as an alternative to the maximally
localized Wannier functions was introduced. An important parameter in this approach are
the radii that are assigned to the Voronoi sites, which are the atoms of the AIMD simulations
here. In principle, the electron density should be separated in a chemically reasonable sense
between the molecules, so hydrogen atoms should, e. g., have smaller radii than carbon atoms
and oxygen atoms. A readily accessible quantity to assess the distribution of the electron
density are the resulting partial charges of the atoms and the molecules. In the simulation of
a molecular liquid, e. g., the molecules are expected to be neutral on average. This suggests to
take a snapshot of the simulation cell and to calculate the charge distribution function, which
is just a histogram of all molecular charges. As long as the whole simulation cell does not
carry a charge, the mean value of the molecular charge distribution is automatically zero. The
standard deviation, however, shows the dierence of the individual charges from zero. Thus,
it appears to be a reasonable criterion to demand that the standard deviation of the charge
distribution should be as small as possible for a proper tessellation of the electron density.
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Figure 4.28: Standard deviation of the molecular charge distribution in a calculation of 16 benzene
molecules as a function of the Voronoi radii. The values are given as multiples of the elementary
charge. The black cross marks the van der Waals radii, and the dashed line connects all combinations
leading to the same tessellation as the van der Waals radii.
As the rst example, one snapshot of an AIMD simulation of 16 benzene molecules (see ap-
pendix A for computational details) is analyzed. Since benzene only consists of carbon atoms
and hydrogen atoms, there are just two radii that can be varied. This allows to visualize the
standard deviation as a function of the radii in a two-dimensional contour plot (see gure 4.28).
Apparently, the contour lines are simple hyperbolas. This is a direct consequence of the tes-
sellation procedure: although the radii constitute two parameters, only the position of the cell
face between a carbon atom and a hydrogen atom determines the dissection of the electron
density. It follows from the denition of the radical Voronoi tessellation (see equation (3.74))
that this position is directly related to the dierence of the squared radii r 2H − r 2C, since adding
the same arbitrary number to both squared radii does not change the inequality in (3.74). As
the dierence of the squared radii is not bound to a particular range, this also shows that the
cell face of two neighboring atoms is not necessarily located between them, so that atoms can
be situated outside of their respective cell. This happens in the upper left corner and the lower
right corner of the contour plot for benzene. On the plateaus, the radius of one atom kind is so
large that the other atom kind does not have a cell at all. Since the cell faces are always located
halfway between equivalent atoms even in the radical Voronoi tessellation, the same result
could be obtained by using the original Voronoi tessellation just with the atoms of one kind
as Voronoi sites. While the standard deviation of the charge distribution becomes very large
if only the hydrogen atoms have a cell, it is interesting to note that it is quite low if only the
carbon atoms remain. Its value is signicantly lower than the one obtained with the original
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Figure 4.29: Standard deviation of the molecular charge distribution in a calculation of 16 methanol
molecules as a function of the Voronoi radii. The values are given as multiples of the elementary
charge. The black cross marks the van der Waals radii.
Voronoi tessellation employing all atoms, which can be found on the diagonal from the lower
left corner to the upper right corner. This indicates that the hydrogen atoms play a minor role
for an appropriate dissection of the benzene molecules. The global minimum of the standard
deviation is found in the valley between the carbon atom plateau and the diagonal. Most im-
portantly, applying van der Waals radii or any combination with the same dierence of the
squared radii yields a result very close to this minimum. This shows that a radical Voronoi
tessellation using van der Waals radii as Voronoi radii provides a very reasonable distribution
of the electron density to the benzene molecules, as it should generally be expected due to the
purpose these radii have been developed for.
The next example is one snapshot from an AIMD simulation of 16 methanol molecules (see
appendix A for computational details). Methanol contains hydrogen atoms, carbon atoms,
and oxygen atoms, so there are three radii to be varied. It might be argued that dierent radii
should be assigned to the hydrogen atoms in the hydroxyl group and the methyl group, but
the same radius is assigned to all atoms of one kind for simplicity here, as also, e. g., the van der
Waals radii do not distinguish such cases. Although there are three radii, only two parameters
determine the tessellation because just the dierences of the squared radii are important (see
above). This allows to show the standard deviation in a two-dimensional contour plot again,
but this time as a function of two dierences of squared radii (see gure 4.29). Any combi-
nation of dierences could be used on the axes without loosing or gaining information, and
r 2H − r 2C and r 2H − r 2O were selected for the presentation here. With this choice, horizontal lines
and vertical lines correspond to the same location of the cell faces between hydrogen atoms
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and oxygen or carbon atoms, respectively. On diagonal lines from the lower left corner to the
upper right corner, the dierence r 2C − r 2O is constant, so these lines correspond to the same
location of the cell faces between carbon atoms and oxygen atoms. The surface of the standard
deviation consists of three plateaus in the corners that are separated by three valleys along the
horizontal, the vertical, and the diagonal. In the upper right corner, only the hydrogen atoms
have a Voronoi cell, while only the carbon atoms remain in the upper left corner, and the tes-
sellation just contains the oxygen atoms in the lower right corner. Consequently, the carbon
atoms disappear in the valley to the right side, the oxygen atoms vanish in the valley to the top,
and the hydrogen atoms do not have a cell in the valley to the lower left corner. The deepest
valley is the one leading to the right side, indicating that it is most important to correctly place
the cell faces between hydrogen and oxygen atoms for a reasonable distribution of the elec-
tron density to the methanol molecules. This can be explained by the structure of methanol,
which implicates that intermolecular contacts are primarily formed between hydrogen atoms
as well as hydrogen and oxygen atoms while the size of the carbon atoms only inuences the
intramolecular dissection. The global minimum of the standard deviation is found where the
three valleys meet. Most importantly, the van der Waals radii are very close to this minimum
again. This shows that they provide a reasonable tessellation also for a molecular liquid with
signicant intermolecular interactions.
It is interesting to study also the partial charges of carbon atoms and oxygen atoms resulting
from the radical Voronoi tessellation in the methanol simulation (see gure 4.30). In contrast
to the mean value of the molecular charge, which is determined by the total charge of the
simulation cell, the mean values of the atomic charges are not necessarily zero. Instead, they
lie in a certain range that depends on the kind of the atom and the total number of electrons.
If the radii are chosen in such a way that an atom has no cell at all, it just remains the eec-
tive nuclear charge dened by the pseudopotential. For the carbon atom, this is +4e on the
right side of the plot, and for the oxygen atom, this is +6e in the upper part of the plot. As
this value is xed, also the corresponding standard deviations vanish in these regions. In the
opposite case, the radius of one atom kind is so large that it is the only one remaining in the
tessellation. On average, all 14 electrons of the methanol molecule are assigned to this atom
kind then, resulting in average net charges of −10e and −8e for carbon and oxygen, respec-
tively. Since the cell faces are not generally equal to the molecular boundaries in this case,
the standard deviations have nite values in these regions. As before, it is possible to nd a
minimum in the standard deviation between these two extrema. This time however, the van
der Waals radii are not as close to the minimum as for the molecular charges. In particular for
the carbon atom, a lower standard deviation is obtained if covalent radii are employed, and
the partial charge of +0.2e with covalent radii is chemically more intuitive than the partial
charge of −2.5e with van der Waals radii. This is not surprising, since covalent radii have been
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Figure 4.30: Mean values and standard deviations of the atomic partial charges in a calculation of 16
methanol molecules as a function of the Voronoi radii. The values are given as multiples of the elemen-
tary charge. The cross signs and the plus signs mark van der Waals radii and covalent radii, respectively.
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Figure 4.31: Standard deviation of the anion’s and the cation’s charge distribution in a calculation of
36 [C2C1Im][OAc] ion pairs as a function of the corresponding mean charge. The axes are scaled in
multiples of the elementary charge. The black crosses mark the result with van der Waals radii.
tted to resemble intramolecular bond lengths and, therefore, should yield a more reasonable
intramolecular distribution of the electron density. For the oxygen atom, both sets of radii do
not reach the minimum of the standard deviation, and they provide more similar charges of
−0.1e (covalent) and −0.5e (van der Waals). This result is an indication of the dilemma that
occurs for a proper choice of the radii to obtain reasonable atomic partial charges. While the
covalent radii yield an appropriate distribution of the electron density within the molecule, the
van der Waals radii are needed at the same time to separate the electron density between the
molecules. It is not possible to simultaneously use two sets of radii in the tessellation, but the
following two-step procedure to calculate atomic partial charges in bulk phase simulations can
be suggested: At rst, molecular cells should be created by a radical Voronoi tessellation with
van der Waals radii and a subsequent unication of the atomic cells that belong to the same
molecule. Afterwards, another radical Voronoi tessellation with covalent radii should be ap-
plied to each molecular cell to obtain new atomic cells with a better intramolecular separation.
Future work could focus on an implementation of this method in Travis.
In ionic liquids, the charges assigned to the ions by the Voronoi tessellation are of particular
interest. Thus, one snapshot from an AIMD simulation of 36 [C2C1Im][OAc] ion pairs (see
appendix A for computational details) is considered now. This ionic liquid contains four dif-
ferent kinds of atoms: hydrogen, carbon, oxygen, and nitrogen, so three dierences of squared
radii can be chosen independently. For that reason, it is hard to completely visualize the mean
charge and the standard deviation as a function of the radii. Instead, a plot of the standard
deviation as a function of the mean charge is presented (see gure 4.31). Each combination of
radii adds one point for the cation and one point for the anion to this diagram. Apparently,
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the points form a V-shaped pattern for both the cation and the anion, allowing to identify the
minimum of the standard deviation easily. Two results are very important to note. As indi-
cated by the black crosses, the radical Voronoi tessellation with van der Waals radii yields a
result that is very close to the minimal standard deviation, so these radii provide also a rea-
sonable separation of the ions in the ionic liquid. Furthermore, the van der Waals radii result
in ionic charges of ±0.8e instead of the ±1.0e for the isolated ions. Charge transfer eects
that lead to such reduced ion charges in ionic liquids have already been discussed in the lit-
erature (see article 336 and references therein). In classical molecular dynamics simulations
with xed atomic partial charges, the total ion charges are usually chosen between ±0.6e and
±0.9e to model such eects172,179,337–343. These charges are often selected on the basis of static
calculations of single ions or ion pairs in the gas phase, but Mulliken population analysis172,
Blöchl charges339, and density-derived electrostatic and chemical charges343 employed in ab
initio calculations of the bulk phase have also been used to conrm these values. Here, an-
other justication of the reduced ionic charges in an ionic liquid is found by a radical Voronoi
tessellation of the electron density in bulk phase simulations, where van der Waals radii are
applied, which deliver an almost minimal standard deviation of the charge distribution.
The examples presented in this section show that it is a chemically reasonable criterion to
demand that the radii in the radical Voronoi tessellation should be selected in such a way that
the standard deviation in the charge distribution is minimal. This suggests to nd the best radii
for each particular system by an optimization algorithm that minimizes this standard deviation.
This should be of particular interest for the ab initio calculation of atomic partial charges that
are needed for classical molecular dynamics simulations, as it constitutes a rigorous procedure
without adjustable parameters. Future work could focus on this aspect. The examples also
show that van der Waals radii are often close to optimal for the separation of molecules or
ions in the bulk phase. Thus, it can safely be recommended to employ van der Waals radii for
the calculation of vibrational spectra.
4.5.2 Dipole Moments
For the calculation of vibrational spectra, the molecular dipole moment is the most important
quantity to be obtained from a Voronoi tessellation of the electron density. This approach
is intended to be used as a replacement for the technique of maximally localized Wannier
functions (see section 3.4). Before IR and Raman spectra obtained by these two methods are
analyzed in section 4.5.3, the dipole moments are directly compared here. At rst, single point
calculations of several small test molecules were performed for their respective equilibrium
geometries in the gas phased to avoid the inuence of the molecular separation. In this case,
dI would like to thank Roman Elfgen for carrying out some of the calculations presented in this section.
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Figure 4.32: Dipole moments of a single methanol molecule and a single methane molecule by integra-
tion of the electron density and maximally localized Wannier function centers as a function of the cell
size.
the Voronoi approach eectively corresponds to an integration over the whole electron den-
sity, it just simplies the treatment of the boundaries if the molecule is located near a face of
the simulation cell. As the maximally localized Wannier functions stem from a unitary trans-
formation of the Kohn–Sham orbitals, they provide the same total electron density and should,
in principle, yield the same dipole moment as the Voronoi method.
Since the electronic structure method used for the bulk phase simulations in this thesis re-
lies on periodic boundary conditions, these were also employed for the gas phase calculations.
In doing so, the cubic simulation cell should be suciently large to avoid the interaction of the
molecule with its periodic images, and for that reason, the dependence of the dipole moments
on the cell size is studied rst. For a methanol molecule (see gure 4.32), a signicant dier-
ence of the two techniques is found in small cells. The Voronoi dipole moment can be regarded
as converged within the numerical accuracy of the method at a cell size of a = 1500 pm, and
also the relative dierence between a = 1000 pm and a = 4000 pm is less than one percent.
In contrast, the Wannier dipole moment shows a much stronger dependence on the cell size
and it converges very slowly. Nevertheless, both methods yield the same dipole moment of
1.65 D in the limit of a large cell. This value is slightly lower than the experimental result of
1.68 D344, and the deviation has to be attributed to the electronic structure method. However,
the Wannier method clearly seems to suer from intrinsic problems in small cells. A com-
pletely analogous behavior is observed with other polar molecules such as water, ammonia,
and formaldehyde.
The issue of the Wannier approach becomes even more severe in the case of certain non-
polar molecules. For methane (see gure 4.32), which cannot have a dipole moment due to its
symmetry, the Voronoi method yields a vanishing dipole moment within the numerical accu-
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Figure 4.33: Magnitude µ and z component µz of the dipole moment of a single benzene molecule by
integration of the electron density and maximally localized Wannier function centers as a function of
the cell size.
racy for any cell size. The Wannier localization results in a dipole moment of more than 0.01 D
with a = 1000 pm instead. Only in very large cells, the Wannier dipole moment reaches zero,
so this is a deciency of the Wannier method. The same behavior is found in calculations of
acetylene, where the Wannier dipole moment is even 0.07 D with a = 1000 pm. For other non-
polar molecules, however, the Wannier method agrees with the Voronoi approach about the
vanishing dipole moment, e. g., for ethane and ethylene. A systematic rule for which nonpolar
systems the Wannier approach shows an articial dipole moment has not been found yet.
Another issue of the Wannier technique occurs in the special case of benzene. This nonpolar
molecule belongs to the class for which the Wannier localization introduces an articial dipole
moment, and this becomes even larger than 0.2 D in small simulation cells (see gure 4.33). The
Wannier function centers in benzene are arranged in a pattern of alternating single bonds and
double bonds, just as in the well-known Kekulé formula345 (see section 4.5.3 for further details).
There are two such patterns, and the solution to which the localization converges depends only
on the internal numerics of the implementation. It is important to note that this also inuences
the orientation of the articial dipole moment, as it is apparent in the components of the dipole
vector (see gure 4.33 for the z component, the other components show the same behavior).
Between a = 3000 pm and a = 4000 pm, the dipole vector is inverted because the Wannier
localization switches between the two patterns of single bonds and double bonds.
The application of a cubic simulation cell with periodic boundary conditions always dis-
turbs the rotational invariance of the system to a certain degree. To investigate if the result
of the Wannier localization strongly depends on this, the orientation of the molecules in the
simulation cell was varied starting from the structures used above. In a systematic manner,
arbitrary rotations in the three-dimensional space can be represented by the Euler angles ϕ,
θ , and ψ 346, which describe three consecutive rotations about specic coordinate axes. There
exist dierent conventions to which axis each angle refers, and the one that constructs the
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Figure 4.34: Dipole moment µ of methanol and benzene by integration of the electron density and maxi-
mally localized Wannier function centers for dierent molecular orientations in the simulation cell, and
x component dx of the normalized dierence vector between these two methods for dierent molecular
orientations in the simulation cell.
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was applied here. Due to the cubic symmetry of the simulation cell, a suciently large number
of orientations can be sampled if each angle takes values of 0.0◦, 22.5◦, and 45.0◦. This results
in 27 combinations, which are systematically ordered for the visualization in such a way that ϕ
varies slowliest andψ varies fastest. For each of the rotated structures, single point calculations
were performed with a cell size of a = 1200 pm to recalculate the dipole moments. At rst,
the magnitude of the dipole moments is studied for the molecules methanol and benzene (see
gure 4.34). As it should be expected, the molecular orientation in the simulation cell has a
negligible inuence on the Voronoi dipole moment in both cases. The Wannier dipole moment
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Figure 4.35: Dipole moment of one selected molecule and average dipole moment of all molecules in a
bulk phase simulation of 16 methanol molecules over 20 steps. The dotted lines indicate the standard
deviation.
is almost constant for methanol too, but it is important to note that it shows strong uctuations
for benzene. To visualize also the direction of the dipole vector with respect to the molecule, the
following procedure is used: For each molecular orientation, the normalized dierence vector
of the Voronoi dipole moment and the Wannier dipole moment is calculated. Furthermore,
each rotation matrix is applied to the normalized dierence vector of the rst orientation with
(ϕ,θ ,ψ ) = (0◦, 0◦, 0◦). For each orientation, these two vectors are compared (see gure 4.34 for
the x components, the other components show the same behavior). In the case of methanol, the
vectors agree very well, showing that it does not matter for the result whether the molecule or
the dipole vector is rotated. This means that the dipole moment is independent of the molecular
orientation in the simulation cell, and the Wannier localization always adds a constant oset.
The picture is, however, very dierent for benzene, where the two vectors do not coincide
for most orientations. This means that not only the magnitude but also the direction of the
dipole vector in the molecular coordinate system strongly depends on the orientation of the
benzene molecule in the simulation cell. While the constant oset in methanol can be tolerated
and possibly xed afterwards, the situation in benzene is a clear deciency of the Wannier
method. For IR spectra, e. g., the time derivative of the dipole moment is used, so the constant in
methanol vanishes, but the situation in benzene is likely to introduce artifacts in the spectrum
(this is conrmed in section 4.5.3).
To compare Voronoi dipole moments and Wannier dipole moments in the bulk phase, a
sequence of 20 steps was taken from an AIMD simulation of 16 methanol molecules under
periodic boundary conditions (see appendix A for computational details). The dipole moment
curves of one particular molecule (see gure 4.35) show that the magnitude of the Wannier
dipole moment is larger, and that its uctuations are stronger. The dierence in the magni-
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tude is also apparent in the average over all 16 molecules (see gure 4.35), where the standard
deviation additionally indicates that the Wannier dipole moments have a broader distribution.
Beside the general issues of the Wannier localization that were discussed for the gas phase,
another explanation has to be considered for the liquid additionally. In the Wannier approach,
each Wannier function center is assigned to exactly one molecule, so the total electron density
is dissected in such a way that all molecules are neutral. In the Voronoi method instead, the
electron density can ow between the cells and the molecules carry temporarily uctuating
charges. Considering a certain piece of electron density moving from one molecule toward its
neighbor, this fully contributes to an increase of the Wannier dipole moment, but it only in-
creases the Voronoi dipole moment until the cell face is reached while it transfers to a change in
the charge from then on. Therefore, the Voronoi dipole moments are smaller, have a narrower
distribution, and show less uctuations than the Wannier dipole moments.
The experimental dipole moment of methanol in the liquid phase is 2.87 D85, which is in
better agreement with the Wannier technique. However, it has to be taken into consideration
that such experimental values are usually based on models like the Debye theory347, which
relate molecular dipole moments to the macroscopically measurable susceptibility due to ori-
entational polarization. Since these models presume neutral molecules, it cannot be expected
that the Voronoi approach with temporarily uctuating charges accurately reproduces them.
4.5.3 Vibrational Spectra
In the last section, it was shown that the Wannier approach and the Voronoi method do not
necessarily yield the same dipole moments. In the gas phase, this appears to be a general
deciency of the Wannier localization, while in the liquid phase, dierences in the molecular
separation have to be considered too. To investigate how these eects transfer to IR and Raman
spectra, the two techniques are compared in this regard for several bulk phase simulations (see
appendix A for computational details). Except for neat [C2C1Im][OAc], all spectra presented
in this section have been published in reference 251.
The assessment starts with methanol (see gure 4.36). Both approaches agree very well
concerning relative intensities and peak shapes, but the Voronoi method yields signicantly
lower absolute intensities. This is a direct consequence of the decreased dipole uctuations
mentioned before (see section 4.5.2). In linear approximation, the IR intensity is proportional
to the square of the dipole moment change (see section 2.4.2), so the absolute intensities are
closely related to the amplitude of the dipole uctuations in the MD approach. To assess
whether the Voronoi method or the Wannier method performs better in this respect, accurate
experimental data would be needed and the inuence of the approximations in the electronic



















































































Figure 4.36: Spectra of methanol in the liquid phase: comparison of IR and Raman spectra by Wannier
approach and Voronoi approach from an AIMD simulation of 16 methanol molecules. The dotted lines
show the integrals with the scales on the right side. The experimental spectra are taken from reference
302.
iment, however, the relative peak intensities and the band positions are often more important,
and these are reproduced in a very similar manner by both methods302.
Also for benzene, the IR spectra show a good general agreement (see gure 4.37). The only
important dierence is the additional broad band feature predicted by the Wannier method
between 1200 cm−1 and 1350 cm−1 as marked by the arrow. This is neither found with Voronoi
dipole moments, nor is there a corresponding peak in the experimental data302,348. The reason
for that is the combination of the articial dipole moment and the two possible solutions of
the Wannier localization in benzene. The maximally localized Wannier function centers are
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Figure 4.37: Spectra of benzene in the liquid phase: comparison of IR and Raman spectra by Wannier
approach and Voronoi approach from an AIMD simulation of 16 benzene molecules. The dotted lines
show the integrals with the scales on the right side. The experimental spectra are taken from reference
302. The arrow marks the articial band introduced by the Wannier localization.
arranged in a pattern of alternating single bonds and double bonds (see gure 4.38), which can
be placed in two dierent ways. As shown in section 4.5.2, this also inuences the direction of
the articial dipole vector, so switching the bond pattern directly transfers to a change of the
dipole moment that should appear in the IR spectrum. In the equilibrium structure with equal
C−C bond lengths, it is arbitrary which solution is reached, but during the AIMD, the bond
lengths uctuate and it is reasonable to assume that shorter distances are preferred for the
placement of the double bonds. This suggests that the bond pattern should primarily follow a
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Figure 4.38: Left: Wannier function centers in benzene. Right: Normal mode deforming benzene toward
cyclohexatriene.
vibrational mode that changes the C−C bond lengths alternatingly. In the normal coordinate
analysis, one such mode is found, which deforms the benzene toward cyclohexatriene (see
gure 4.38), and the power spectrum of this mode exactly matches the shape of the additional
band feature in the Wannier IR spectrum.
Due to the articial IR band when Wannier function centers are employed, the Voronoi spec-
trum agrees better with the experiment. A deciency is again the blueshift and the underesti-
mated intensity of the CH stretching modes. However, it is important to point out that the two
bands between 1750 cm−1 and 2000 cm−1 are reproduced very well, as this is the wavenumber
region where overtones and combination bands of aromatic compounds typically appear.
The articial dipole moment in the Wannier method constitutes an even more severe prob-
lem for the estimation of polarizabilities. If the Wannier localization does not converge to the
same bonding pattern in the two calculations with external electric eld and without exter-
nal electric eld, the ipping dipole vector strongly interferes with the change in the dipole
moment induced by the electric eld. This articially increases the resulting polarizability by
orders of magnitude, leading to strong spikes in its time development, and making the Fourier
transform unsuitable as a Raman spectrum (see gure 4.37). The Voronoi method does not
suer from this problem and it provides a Raman spectrum that is in very good agreement
with experimental data302,349, so it clearly outperforms the Wannier approach in the case of
benzene.
Since it contains an aromatic ring, phenol is expected to show the same eects in the Wan-
nier spectra as benzene. However, it intrinsically absorbs IR radiation in the wavenumber re-
gion of the cyclohexatriene mode around 1310 cm−1, so the potentially present articial band
in the IR spectrum is not discernible (see gure 4.39). Instead, both approaches agree very
well with each other and also with the experimental data302,350,351 below 2000 cm−1. The only
dierences in the Voronoi spectrum are the signicantly reduced absolute intensity similar
to methanol, and the reduced relative intensity of the broad OH stretching band. In contrast,
132

















































































Figure 4.39: Spectra of phenol in the liquid phase: comparison of IR and Raman spectra by Wannier
approach and Voronoi approach from an AIMD simulation of 32 phenol molecules. The dotted lines
show the integrals with the scales on the right side. The experimental spectra are taken from reference
302.
the Raman spectra clearly reveal the deciency of the Wannier localization for phenol (see
gure 4.39). Although the broad OH stretching band can be identied and the absolute noise
level is reduced in comparison to benzene, the Wannier spectrum is still unsuitable for a de-
tailed analysis. The Voronoi approach, instead, provides a reasonable spectrum that agrees
very well with the experiment302,351,352 below 2000 cm−1. A clear deciency is only the over-
estimation of the OH and CH stretching vibrations above 3000 cm−1, but also the literature

























Figure 4.40: Raman spectra of phenol in the gas phase by static calculations employing three dierent
exchange-correlation functionals. The lines are broadened by Lorentzian functions with a FWHM of
15 cm−1.
the noise of the Wannier spectrum and it is rather insensitive to changes of the Voronoi radii,
it is unlikely to be a specic issue of the Voronoi method. To check if it is a particular prob-
lem of the BLYP exchange-correlation functional selected for the AIMD, static calculations of
a single phenol molecule were carried out comparing BLYP with the meta-GGA functional
TPSS and the hybrid functional B3LYP (see gure 4.40). The gas phase calculations cannot
reproduce the broad OH stretching band caused by the intermolecular hydrogen bonding in
the bulk. The three functionals yield slightly dierent band positions, but they agree very well
on the intensities. This indicates that also the choice of the exchange-correlation functional is
not responsible, and the intensity mismatch between simulation and experiment seems to be
a more general issue of DFT.
In section 4.5.1, the charge transfer between the ions in [C2C1Im][OAc] was discussed. Due
to the discrete nature of the Wannier function centers, the charges are quantized to integer
numbers in the Wannier approach, and in particular, they are xed at ±1.0e for the ions
in [C2C1Im][OAc]. In contrast, the electron density is continuously divided by the radical
Voronoi tessellation, and the ions in [C2C1Im][OAc] carry average charges of ±0.8e if van der
Waals radii are applied. Consequently, deviations in the vibrational spectra might be expected
too. The most important dierence in the IR spectra (see gure 4.41) concerns the broad CH
stretching band around 3000 cm−1. While the Wannier approach assigns a signicant part of
the intensity to the anion, there is almost no anion contribution to this band in the Voronoi
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Figure 4.41: Spectra of neat [C2C1Im][OAc]: comparison of IR and Raman spectra by Wannier approach
and Voronoi approach from an AIMD simulation of 36 [C2C1Im][OAc] ion pairs. The experimental
spectra have been provided by Prof. Dr. Tibor Pasinszki.
spectrum. In linear approximation, the IR spectrum can only possess peaks at the wavenum-
bers of the normal modes. Reconsidering the normal coordinate analysis of [C2C1Im][OAc]
(cf. gures 4.20 and 4.21) reveals that the cation has three broad modes that match the IR
band while the anion has only three sharp modes in the corresponding wavenumber range
and no mode that matches the IR band. This means that the broad band around 3000 cm−1
should preferably be assigned only to the cation and not to the anion. In this regard, the
Voronoi method performs much better than the Wannier method, and it makes the IR spec-






































Figure 4.42: IR spectra of a [C2C1Im][OAc]–water mixture: comparison of IR spectra by Wannier ap-
proach and Voronoi approach from an AIMD simulation of 27 [C2C1Im][OAc] ion pairs with 81 water
molecules. The experimental spectrum has been provided by Prof. Dr. Tibor Pasinszki.
the Voronoi approach predicts a much lower intensity and a signicantly dierent shape for
the CH stretching band around 3000 cm−1. While the Wannier spectrum is superior regarding
the intensity of this band relative to the other peaks in the spectrum, the Voronoi spectrum
reproduces the experimental shape of this band much better. Furthermore, signicant dier-
ences are apparent between 1200 cm−1 and 1600 cm−1. In particular, the two anion peaks in
this wavenumber range are signicantly reduced in the Voronoi spectrum. This suggests an
alternative assignment in comparison to section 4.4.1 and reference 250. The experimental Ra-
man peaks at 1334 cm−1 and 1567 cm−1 that were assigned to modes A8 and A12 of the anion
could also be matched to modes C27 and C40 of the cation. The latter describe a mixture of
CEtN stretching and CMeN stretching, and a CImCIm stretching vibration, respectively. How-
ever, both the Voronoi approach and the Wannier approach are not fully consistent with the
experimental result in this part of the Raman spectrum.
Similar eects as in the neat ionic liquid are also found in the IR spectra of the mixture with
water (see gure 4.42). Again, the main dierence between Wannier and Voronoi method
concerns the intensity assigned to the anion in the wavenumber region above 3000 cm−1. Al-
though the anion does not possess any broad normal modes, it has a very broad IR band in the
Wannier spectrum. In this system, the IR intensity is transferred not only from the cation but
in particular from the water molecules, which possess two very broad OH stretching modes in
this wavenumber range. The Voronoi approach provides a more reasonable separation of the
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molecules and the ions in this respect, and it assigns almost no IR intensity to the anion above
3000 cm−1. This makes the result more consistent with the picture of the normal coordinates.
4.6 Vibrational Circular Dichroism
4.6.1 Assessment of the Magnetic Moments
The general methodology to predict VCD spectra in the MD approach was described in sec-
tion 3.5. Of particular importance is the calculation of magnetic moments, for which a new
approach is proposed in this thesis. Before the VCD spectra are analyzed for several examples,
the accuracy of the magnetic moments with respect to the parameters entering their calcula-
tion is assessed. These parameters are the timestep at which the electron density needs to be
sampled, the convergence threshold in the BiCGstab(l ) algorithm, and the background elec-
tron density to stabilize the solution. The model system for this purpose should preferably be
a chiral molecule, and 2-butanol was selected here as it is the smallest chiral alkanol.
For the simulation of IR and Raman spectra, it is sucient to sample the dipole moments
and the polarizabilities with a step size of 4 fs. With the simulation timestep of 0.5 fs used for
all AIMD simulations in this thesis, this means that the dipole moments and the polarizabilities
need to be calculated in every eighth step. According to the Nyquist–Shannon theorem, this
provides the spectrum up to a wavenumber of 4170 cm−1. In principle, this would be sucient
for VCD spectra too, but it has to be taken into consideration that the time derivative of the
electron density enters the calculation of the magnetic moments. To nd the timestep that is
needed to obtain this time derivative with reasonable accuracy, the 2-butanol molecule was
simulated with a timestep of 0.1 fs and the electron density was saved in all steps. At rst,
the magnetic moment was calculated in each step by taking the whole trajectory, and using a
background electron density of 6.7 · 10−3 e/nm3 and a relative convergence criterion of 1 · 10−3
(cf. section 3.5). Afterwards, only every fth step and every tenth step of the trajectory were
processed, so the time derivative is computed with step sizes of 0.5 fs and 1.0 fs. A comparison
of the resulting magnetic moments (see gure 4.43) within a time range of 20 fs shows that the
dierence between 0.1 fs and 0.5 fs is in the order of 10−5 µB, which usually corresponds to a
relative error of about 1 %. For a step size of 1.0 fs, the deviation to a step size of 0.1 fs reaches
values in the order of 10−4 µB, yielding a relative error around 5 %. This indicates that the even
larger step size of 4 fs recommended for dipole moments is surely insucient for magnetic
moments. On the other hand, the result suggests that the usual simulation timestep of 0.5 fs
does not need to be reduced if the electron density is processed in every step. Considering that
this timestep introduces further deviations regarding, e. g., the vibrational wavenumbers (see



































Figure 4.43: Vector components of the magnetic moment of a single 2-butanol molecule for three dif-
ferent timesteps.
cruder approximation of the time derivative is absolutely tolerable.
The next parameter to be studied is the relative convergence threshold in the BiCGstab(l )
algorithm that is applied as described in section 3.5. Three dierent values are compared for a
timestep of 0.5 fs and a background electron density of 6.7 · 10−3 e/nm3 (see gure 4.44). The
value of 1 · 10−3 chosen in the comparison of dierent timesteps above is very tight, since
in some snapshots, the solution algorithm is even not able to reach this threshold. However,
it is obvious that less tight criteria are sucient to obtain a reasonably converged magnetic
moment. Even with a value 5 · 10−2, the relative deviations are in the order of a few percent.
The threshold of 1 · 10−2 appears to be a proper choice, and thus, a threshold of 5 · 10−3 should
be a safe recommendation.
An important issue for the calculation of magnetic moments are large empty regions in the
simulation cell. At these points, the scalar eld α (r) in the partial dierential equation (3.92)
can take, in principle, arbitrary values without inuencing the resulting current density. This
strongly hampers the convergence of the solution algorithm, and for the 2-butanol simula-
tion here, it is not possible to obtain a reasonable result in any snapshot of the trajectory. To
avoid this problem, a constant background electron density is added to the system. To a small
extent, this allows a current to ow everywhere in the simulation cell, and it makes the solu-
tion of the dierential equation much more stable. For 2-butanol, it is found that a minimal
background electron density in the order of 6.7 · 10−3 e/nm3 (equal to 10−6 a. u.) is needed.
Signicantly smaller choices do not suciently stabilize the algorithm. Still, this value is by
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Figure 4.44: Vector components of the magnetic moment of a single 2-butanol molecule for three dif-
ferent convergence criteria in the BiCGstab(l ) algorithm.
Figure 4.45: Isosurfaces of the electron density in 2-butanol. Left: ρ = 1.3 · 10−2 e/nm3, right: ρ =
50 e/nm3.
several orders of magnitude lower than the electron density in the molecule near the nuclei
(see gure 4.45) and the inuence on the magnetic moment should be negligible. This can be
conrmed by comparing the result with two larger values of the background electron den-
sity (see gure 4.46). This shows that clear eects on the magnetic moment start to be visible
with a background electron density of 6.7 · 10−1 e/nm3. Since the result with 6.7 · 10−2 e/nm3
is almost equal to 6.7 · 10−3 e/nm3, it is safe to assume that the latter does not inuence the
magnetic moment in an unacceptable manner. Finally, it should be noted that the background
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Figure 4.46: Vector components of the magnetic moment of a single 2-butanol molecule for three dif-
ferent values of the background electron density.
the unmodied electron density from the AIMD simulation proved to be stable in all systems
investigated here.
4.6.2 Analysis of the Spectra
As shown in the last section, the magnetic moments are reasonably converged with the param-
eters selected for the solution of equation (3.92). The resulting VCD spectra are investigated
for several dierent systems in this section. As the rst example, a single 2-butanol molecule
in the (R)-conguration is chosen (see appendix A for computational details). Beside the mag-
netic moments, also the dipole moments are needed for the VCD spectrum (see section 3.5),
so the IR spectrum is immediately available for analysis too. Both spectra are compared to
experimental data of a dilute (0.029 mol/L) solution of (R)-2-butanol in carbon disulde353,
which should provide a reasonable approximation to the gas phase354 (see gure 4.47). Due
to the restrictions imposed by the experimental setup and the IR bands of carbon disulde,
the measured spectra are only available between 900 cm−1 and 1400 cm−1, but this is the most
important wavenumber region in the case of 2-butanol.
The IR spectra are in good agreement, but the simulation shows the signicant redshift that
has been observed in other systems before. This concerns in particular the two intense bands
at 910 cm−1 and 989 cm−1 in the experiment, for which the AIMD predicts wavenumbers of
857 cm−1 and 932 cm−1, respectively. The OH stretching mode appears with an intense peak at
3671 cm−1 in the simulated spectrum. Due to the coupling with the torsion of the C−O bond
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Figure 4.47: IR spectrum and VCD spectrum from an AIMD simulation of (R)-2-butanol in the gas phase.
The experimental spectra of a (R)-2-butanol solution in carbon disulde (0.029 mol/L) are taken from
reference 353.
showing up at 227 cm−1, the OH stretching band possesses broad satellite peaks analogous to
the eect observed in methanol (see section 4.1.1). The most important result for the investi-
gation in this section is that the simulation reproduces the shape of the VCD spectrum very
well. The experimental pattern with a positive peak at 1076 cm−1 followed by a strong neg-
ative peak at 1143 cm−1 and another positive peak at 1241 cm−1 appears in the same manner
also in the simulated spectrum. The wavenumbers are slightly shifted, so the bands are found
at 1078 cm−1, 1118 cm−1, and 1227 cm−1 in the AIMD, but the intensity ratios are in very good
agreement. The coincidence is of particular interest regarding the conformational exibility of
2-butanol. Both the C−O bond and the central C−C bond have three distinct torsional minima
on the potential energy surface, resulting in nine conformations for the molecule. Static calcu-
lations reveal that they signicantly dier in the VCD spectra353,354, but apparently, the AIMD
simulation properly averages over all important conformers. It should be noted that simulated
VCD spectra are more sensitive to noise than simulated IR spectra. The experiment does not
include the wavenumber region of the OH stretching band, but since there is only one vibra-
tional mode, it is unlikely that it would show a strong positive peak next to a strong negative
peak as predicted by the AIMD, and this should be considered as noise. Finally, it should also
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Figure 4.48: IR spectra and VCD spectra of 2-butanol in the (R)-conguration and the (S )-conguration
from AIMD simulations of 16 2-butanol molecules. The dotted lines facilitate the comparison of the
VCD spectra of the enantiomers and show the assignment between simulation and experiment. The
experimental IR spectrum is taken from reference 355. The experimental VCD spectrum of the (R)-
conguration is taken from reference 353.
be recognized that the absolute intensities in simulation and experiment agree very well for
both the IR and the VCD spectrum.
Due to the ability to form intermolecular hydrogen bonds, signicant dierences in the spec-
tra of the gas phase and the liquid phase of 2-butanol are expected. For that reason, two bulk
phase AIMD simulations of 16 2-butanol molecules under periodic boundary conditions were
carried out, one for each enantiomer (see appendix A for computational details). Simulating
both congurations allows for an important basic test of the VCD model proposed in this the-
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sis, since the VCD spectra of enantiomers generally dier only in the sign of the intensity while
the band shapes are equal. The AIMD simulation, of course, should reproduce this eect. The
obtained IR and VCD spectra are compared to experimental data353,355 (see gure 4.48) where
the VCD spectrum has been recorded for the (R)-enantiomer. It has to be noted that the sim-
ulated IR spectra of the enantiomers show minor dierences, indicating that the spectra are
not strictly converged with respect to the system size and the simulation time. Nevertheless,
the experimental IR spectrum is reproduced very well, though the already known redshift in
the ngerprint region as well as the blueshift and the reduced intensity of the CH stretching
modes are found. Comparing to the gas phase, the most distinct changes concern the broad OH
stretching band above 3000 cm−1 and the broad band of the librations around 600 cm−1. This is
very similar to methanol (see section 4.2.1), but 2-butanol also shows signicant dierences in
the ngerprint region between 800 cm−1 and 1600 cm−1. The only important deciency in this
wavenumber range regards the two separate experimental peaks at 992 cm−1 and 1031 cm−1,
for which the simulation predicts only one band at 947 cm−1 with a shoulder at 975 cm−1.
Comparing the VCD spectra of the two enantiomers shows that the AIMD simulations meet
the expected result: each band with a positive sign in the (S )-conguration has a negative sign
in the (R)-conguration and vice versa, so the proposed VCD model is valid regarding this
basic property of VCD spectroscopy. Minor dierences in the intensity ratios occur for the
same reason as in the IR spectra. Furthermore, the simulated spectrum of the (R)-enantiomer
is in very good agreement with the experiment, as the pattern of positive and negative bands
is reproduced very well. The only exception is the positive peak found at 968 cm−1 in the
experiment, which is missing in the simulation. However, this is the wavenumber region,
where also the IR spectrum deviates from the experiment, so this is unlikely to be a particular
issue of the VCD model. Comparing gas phase and liquid phase, the most important change
is the vanishing positive band at 1241 cm−1. According to the normal coordinate analysis, this
band belongs to the COH bending mode. In the liquid, this vibration is shifted to the region of
the CH bending modes around 1400 cm−1. The behavior of this vibration due to the hydrogen
bonding in the liquid is reproduced very well by the simulation, showing again that AIMD is
suited to model bulk phase eects in vibrational spectra.
The next example system is a bulk phase simulation of 16 propylene oxide molecules in
the (R)-conguration (see appendix A for computational details). The IR and VCD spectra are
compared to experimental data of the liquid356–358 (see gure 4.49). The general agreement
of simulation and experiment is very good, only the relative intensity of the band at 782 cm−1
is overestimated in the simulation and a redshift of most ngerprint bands is observed again.
This concerns in particular the peaks found at 747 cm−1 and 829 cm−1 in the IR experiment,
for which the simulation predicts wavenumbers of 683 cm−1 and 782 cm−1, respectively. Fur-


























































Figure 4.49: IR spectrum and VCD spectrum from an AIMD simulation of 16 (R)-propylene oxide
molecules. The experimental IR spectrum is taken from reference 356. The experimental VCD spectrum
is the inverted spectrum of the (S )-enantiomer from reference 357.
instead of four between 1300 cm−1 and 1550 cm−1, and the splitting of the two signals around
1100 cm−1 is less pronounced. These eects directly transfer to the VCD spectrum, where the
simulated intensities in the negative–positive–negative peak feature around 1100 cm−1 are de-
creased in comparison to the experiment. In the IR spectrum, the bands of shifted modes are
just merged, while in the VCD spectrum, the intensities of peaks with opposite sign can cancel
each other. This makes the shape of VCD spectra more sensitive to a shift of the wavenum-
bers by the underlying AIMD. The same applies to the weak bands observed at 1458 cm−1
and 1499 cm−1 in the VCD experiment. Moreover, the simulation predicts a positive peak at
782 cm−1, for which no counterpart is found in the experimental spectrum. Nevertheless, it is
important to note that the intense experimental bands at 895 cm−1, 950 cm−1, and 1407 cm−1
are reproduced very well by the simulation.
The last example is a bulk phase simulation of 16 (1R, 5R)-(+)-α-pinene molecules (see ap-
pendix A for computational details). The IR and VCD spectra are compared to experimental
data of the liquid355,359 (see gure 4.50). The IR spectrum of α-pinene possesses a lot of bands
in the ngerprint region, and due to the shifts of wavenumbers and intensities, it is hard to
nd a fully unambiguous assignment between simulation and experiment. A combined com-
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Figure 4.50: IR spectrum and VCD spectrum from an AIMD simulation of 16 (1R, 5R)-(+)-α-pinene
molecules. The experimental IR spectrum is taken from reference 355. The experimental VCD spectrum
is taken from reference 359. The dotted lines indicate the assignment of simulation and experiment.
parison of simulated and measured IR and VCD spectra, however, allows to match the bands
as indicated by the dotted lines. This shows that many of the distinct features in the VCD
spectrum are reproduced very well by the simulation. Considerable dierences concern the
negative peak at 1265 cm−1 in the experiment, which is partially merged with another negative
band at 1197 cm−1 in the simulation, the negative peak at 1063 cm−1 in the experiment, which
is missing in the simulation, and the predicted negative band at 1143 cm−1 in the AIMD, for
which no counterpart is observed in the experiment. It should be noted that some of the nger-
print bands are blue-shifted in the simulation opposed to the trend found for other molecules.
Since the deviations of the AIMD from the experiment are not limited to the VCD spectrum
but occur in the IR spectrum to the same extent, they should not primarily be attributed to
the model for the magnetic moments, but to the electronic structure method in the underly-
ing AIMD. The most important result of the comparison is that the simulated VCD spectrum
is clearly sucient to identify the correct enantiomer of α-pinene, so the combination of ex-




5 Conclusion and Outlook
In the framework of this thesis, the application of AIMD simulations to model the vibrational
spectra of liquids was discussed. The techniques known in the literature were extended by
several new ideas, and all algorithms presented here were implemented in the open-source
trajectory analysis software package Travis, making everything publicly available to the sci-
entic community for immediate utilization.
The basic equations that dene the spectra in terms of Fourier transforms of correlation
functions were derived in an alternative manner with the harmonic oscillator as the reference
system. While this is usually started from the Heisenberg picture of quantum mechanics51,148,
approximating the quantum correlation functions by classical correlation functions and intro-
ducing quantum correction factors, the approach chosen here highlights the close relation of
AIMD simulations and static calculations with respect to vibrational properties. Using several
selected example potentials, it was analyzed in detail how the methodology transfers to anhar-
monic systems. This revealed that MD simulations generally include anharmonicity eects,
but the approximation of the nuclei as classical particles imposes certain restrictions on the
eects that can be observed. Accordingly, MD based spectra always show overtones at integer
multiples and combination bands at exact sums and dierences of the corresponding funda-
mental frequencies. Furthermore, the band positions depend on the energy or the temperature
of the simulation. At low energies, the MD samples the potential energy surface only in the
close vicinity of a minimum, which can be approximated by a quadratic function very well, so
the peaks appear at the harmonic frequencies of the system. At higher energies, the MD also
reaches the more anharmonic parts of the potential energy surface, so the band positions and
the intensities are shifted. Due to this energy dependence, it is usually impossible to quanti-
tatively determine the amount of anharmonicity, but the examples of cyanoformyl chloride,
cyanoformyl bromide, and carbon tetrachloride showed that a very good qualitative picture
can be obtained in many cases if the simulations are performed at ambient temperature or
slightly above. Even the intensity shifts due to Fermi resonances can in principle be seen in
MD based spectra, but this requires that the frequency of an overtone closely matches another
fundamental frequency, and the frequency shifts induced by the assumption of classical nuclei
often prevent that this eect is observed in investigations of real systems.
For the evaluation of molecular dipole moments and polarizabilities in a bulk phase AIMD
simulation, the scheme of maximally localized Wannier functions was employed rst. This is
147
5 Conclusion and Outlook
common practice to simulate IR spectra in the literature51. The polarizabilities can be obtained
by relocalizing the Wannier functions under the inuence of an external electric eld and
calculating the dierences of the dipole moments. A simplication compared to the method
reported in the literature129,130 that applies the eld only in one direction and uses only a part
of the polarizability tensor proved to work well for reasonable Raman spectra in the liquid
phase. This is due to the fact that the molecules usually adopt all possible orientations with
respect to the cell coordinate axes in a typical bulk phase AIMD simulation, so averaging the
orientation of the simulation cell with respect to the laboratory coordinate system provides
only a minor improvement.
The applications of the method to several organic molecules demonstrated the suitability of
AIMD simulations to model bulk phase eects on vibrational spectra, as, e. g., the inuence of
the hydrogen bonding in liquid methanol was correctly reproduced. This is of particular im-
portance for ionic liquids due to their strong and dynamic network of diverse intermolecular
interactions. In the case of [C2C1Im][OAc], the gas phase and the liquid phase show signif-
icant dierences regarding the formation of a carbene, so static calculations of a single ion
pair are insucient to accurately model the vibrational spectra of the liquid. In contrast, the
predictions of the AIMD simulation are in very good agreement with the experiment. This
is also true for the eects observed in a mixture of [C2C1Im][OAc] and water, as well as the
physical and chemical absorption of carbon dioxide. The inuence of the ionic liquid as a
solvent on the physically absorbed carbon dioxide could be reproduced very well. The imple-
mentation of a normal coordinate analysis145,146 allows to assign the experimentally observed
bands to specic molecular vibrations. Moreover, it provides a detailed insight into the CH
stretching modes, indicating that the ring hydrogen atoms of the cation are heavily involved
in the hydrogen bonding network, as it was also concluded in the structural analyses of this
system181,198.
Due to the computational eort needed for the calculation of the Wannier functions, an
alternative approach to obtain molecular dipole moments and polarizabilities was developed
in the course of this thesis. It is based on a radical Voronoi tessellation and integration of
the electron density. Thus, it avoids the costly localization procedure, as it just relies on the
electron density data inherently available in an AIMD simulation. An important parameter
of the radical Voronoi tessellation are the radii that are assigned to the Voronoi sites. As a
reasonable criterion for the adequacy of a certain set of radii, the standard deviation of the
charge distribution was required to be minimal. If the molecular charge is considered, this
minimum is usually close to the result that is obtained by simply applying van der Waals radii
to the atoms. This is not surprising, since van der Waals radii have been tted to reproduce
intermolecular distances. Furthermore, this condition yields average charges of ±0.8e for the
ions in [C2C1Im][OAc], which is another support for the generally accepted fact that the ionic
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charges are reduced by charge transfer eects in ionic liquids336. In the same way, it should also
be possible to obtain reasonable atomic partial charges by minimizing the standard deviations
in the corresponding distribution functions. It was found that the result is often close to the
minimum if covalent radii are employed. However, this leads to the conict that one set of radii
is needed to optimally separate the electron density between the molecules while another set
of radii provides the best distribution of the electron density within the molecules. Future
work could focus on an implementation that allows a two-step procedure, where molecular
cells are created with one set of radii and these molecular cells are further tessellated using
another set of radii.
Regarding the dipole moments, it could be shown that there exist many molecules for which
the Wannier function scheme introduces artifacts in small periodic simulation cells. In par-
ticular, it assigns a nite dipole moment to certain molecules that are actually nonpolar due
to their symmetry. In most cases, only a constant oset is added to the dipole moment, and
this does aect neither the IR spectra, where the time derivative of the dipole moment enters,
nor the polarizabilities, where the dierence of two dipole moments is taken. In the special
situation of a benzene ring, however, there are two solutions the localization can converge to,
and they dier in the orientation of the articial dipole moment. Regular switches between
these solutions appear as an articial band in the IR spectrum, and they totally prevent the
calculation of polarizabilities and Raman spectra. The Voronoi approach does not suer from
this issue, and it allowed to simulate the spectra of benzene and phenol in very good agreement
with the experiment.
In general, the Voronoi method yields vibrational spectra of similar quality as the Wannier
function scheme, but it saves a lot of computation time. For the phenol simulation with the
Wannier centers calculated in every eighth step, e. g., the localization took approximately one
third of the total time needed to perform the whole AIMD, corresponding to ten days with
parallelization on 32 processor cores of the employed computer cluster. In contrast, the elec-
tron density data could be processed within 30 minutes using Travis without parallelization
on a workstation computer. This allows to recommend the Voronoi approach as a favorable
alternative to the Wannier function scheme for the calculation of vibrational spectra in the
liquid phase by AIMD. It should be noted that the Voronoi tessellation is totally independent
of the underlying electronic structure method in the AIMD. Thus, it can easily be combined
with any technique that is able to provide the total electron density.
To extend the AIMD approach toward a simulation of VCD spectra in the liquid phase, a
novel method to calculate magnetic moments was developed in the course of this thesis. The
electron density from an AIMD simulation is processed and a partial dierential equation is
solved to compute the electric current density on the basis of the continuity equation and the
request that there should not be any eddy currents. According to the classical denition, the
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current density allows to calculate the magnetic moment of the simulation cell. In combina-
tion with the Voronoi tessellation technique, this also provides individual molecular magnetic
moments. These can be used to obtain the VCD spectrum as the Fourier transform of the
dipole moment–magnetic moment cross-correlation function. It was shown that the magnetic
moments are reasonably converged with respect to the timestep of the simulation, the back-
ground electron density needed in gas phase systems, and the threshold of the BiCGstab(l )
algorithm. All the example systems chosen here could be treated without major issues, but
future work could still try to improve the convergence behavior and the stability of the solu-
tion of the partial dierential equation by testing other algorithms known in the literature290.
Using the examples of 2-butanol, propylene oxide, and α-pinene, it could be shown that the
approach provides VCD spectra in very good agreement with experimental data. All the es-
sential features of the spectra were reproduced by the simulations, in particular also the bulk
phase eects in 2-butanol could be modeled. In contrast to previous work in a QM/MM frame-
work153,158, the new approach does not rely on atomic partial charges obtained by population
analyses, but it uses the complete information contained in the electron density. Furthermore,
it does not need special implementations of perturbation theory164,165, but it can straightfor-
wardly be coupled with any electronic structure method that is able to provide the electron
density. Although the authors of reference 164 are aiming for a direct application in AIMD, a
study that shows a complete VCD spectrum had not appeared in the literature—to the best of
the author’s knowledge—prior to the submission of this thesis in October 2015. In any case,
the approach presented here can be considered as the one of the rst employments of AIMD
for VCD spectra that treats the whole system on the same level of theory.
The proposal of a model for VCD spectra immediately raises the question about Raman
optical activity (ROA). In principle, the necessary ingredients should be available now. The
intensities in ROA spectra depend on the electric dipole–electric dipole polarizability ten-
sor, the electric dipole–magnetic dipole polarizability tensor, and the electric dipole–electric
quadrupole polarizability tensor in static calculations (see, e. g., reference 360). The former
tensor was simply called polarizability throughout this thesis, and it is already known from
Raman spectra. The latter two tensors should similarly be obtainable by the method of a -
nite electric eld. One just needs to calculate the dierences in the magnetic dipole moment
and the electric quadrupole moment. However, it has to be checked carefully if the magnetic
moment induced by an external electric eld can be computed with the density derivative in
the dierential equation (3.92) approximated by the nite dierence of two densities under
the inuence of an external electric eld. If this works correctly, the tensor derivatives along
the normal coordinates in the expressions for static calculations (see, e. g., reference 360) have
to be replaced by certain cross-correlation functions, and this should yield formulas for the
simulation of ROA spectra by AIMD.
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Another interesting extension are resonance Raman spectra, where the frequency of the in-
cident laser matches an electronic transition of the system. This enhances the Raman signal by
several orders of magnitude, and it also shifts the relative intensities in the spectrum. One of
the dierent techniques to model these eects by static calculations relies on the equations for
nonresonant Raman spectra shown in section 2.4.3, but inserts the dynamic polarizability at
the laser frequency361. This is easily transferred to the MD approach, as one just needs to apply
the dynamic polarizability in the expressions shown in section 3.3. The dynamic polarizability
for this purpose can be evaluated by linear response theory362, or by real-time time-dependent
density functional theory as shown by static calculations in earlier works of the author363,364.
In the latter method, the Kohn–Sham orbitals are propagated according to the time-dependent
form of the Kohn–Sham equations (2.17) after excitation with a nite electric eld pulse. The
time development of the dipole moment is recorded during the propagation, and its Fourier
transform directly yields the dynamic polarizability as a function of the frequency afterwards.
This can readily be combined with the Voronoi tessellation to get the molecular quantities in a
bulk phase simulation if the full electron density is saved during the propagation. In contrast
to the single point calculation with an external electric eld needed to get the static polariz-
ability (see section 3.4), this requires, however, a complete real-time propagation at regular
intervals of the AIMD simulation, so it tremendously increases the computational demands.
Nevertheless, it would also provide the electronic spectrum of the system and it would pave




A.1 Ab Initio Molecular Dynamics Simulations
All AIMD simulations discussed in this thesis were performed using the CP2K software pack-
age228. For solving the electronic structure problem, the Q_uickstep module227 of CP2K pro-
vides an ecient implementation of DFT in terms of the Gaussian and plane waves method226
in combination with the OT approach232 (see section 2.2.4). In all simulations, the molec-
ularly optimized double-zeta basis set MOLOPT-DZVP-SR-GTH366 was applied to all atoms
together with the corresponding GTH pseudopotentials229–231 and a plane wave cuto of
280 Ry. Smoothing algorithms (NN10 for the density and NN10_SMOOTH for its derivative)
were employed to reduce grid eects on the exchange-correlation potential, and the conver-
gence criterion for the OT iterations (EPS_SCF) was set to 10−5. The nuclei were propagated
with a timestep of 0.5 fs, and the temperature was adjusted by a Nosé–Hoover thermostat
chain236–239. Further parameters such as the exchange-correlation functional, the size of the
cubic simulation cell with periodic boundaries, the target temperature, and the thermostat
coupling time constant are individually given for each simulation in table A.1.
The simulations of neat [C2C1Im][OAc] (I1) and the [C2C1Im][OAc]–water mixture (I2)
were prepared and started by Dr. Martin Brehm. Detailed structural analyses of these tra-
jectories can be found in references 181 and 198. The trajectories were extended in the course
of this thesis to obtain the vibrational spectra. The simulations of physically (I3) and chemi-
cally (I4) absorbed carbon dioxide in [C2C1Im][OAc] were prepared and started by Dr. Oldamur
Hollóczki. A detailed structural discussion of the physical absorption can be found in refer-
ences 199 and 334. Also these trajectories were extended in the course of this thesis to obtain
the vibrational spectra. For all other bulk phase simulations, initial congurations were ob-
tained with classical force elds using the Lammps software package367. Force constants for
bonds, angles, dihedral angles, and improper torsions, as well as Lennard-Jones parameters
were taken from the general Amber force eld368. Electrostatic interactions were modeled by
atomic partial charges derived from a restrained electrostatic potential t369 in the isolated
molecule. To equilibrate the AIMD simulations, massive thermostatting was applied with a
coupling time constant of 10 fs.
Dipole moments in the AIMD can be obtained by a Wannier localization or a Voronoi tessel-
lation of the electron density (see section 3.4). Which method was used for which simulation
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System Functional a / pm ρ / g cm−3 T / K teq / ps tsim / ps τsim / fs
G1 1 methanol
a BLYP-D3209,210,223 1000.0 – 400 3.1 31.2 100.0
b 10 5.6 32.9
c 100 4.1 30.8
d 1000 3.5 31.7
G2 1 acetone
BLYP-D3209,210,223 1000.0 – 400 3.2 31.0 100.0
G3 1 nitromethane
BLYP-D3209,210,223 1000.0 – 400 4.8 31.8 100.0
G4 1 cyanoformyl chloride
PBE-D3212,223 1200.0 – 400 10.0 120.0 50.0
G5 1 cyanoformyl bromide
PBE-D3212,223 1200.0 – 400 10.0 76.3 50.0
L1 16 methanol
BLYP-D3209,210,223 1025.0 0.79 400 1.1 60.7 100.0
L2 32 carbon tetrachloride
PBE-D3212,223 1725.9 1.59 400 5.0 27.9 50.0
S1 32 carbon tetrachloride + 1 methanol
BLYP-D3209,210,223 1733.2 1.58 400 9.7 36.7 100.0
S2 32 carbon tetrachloride + 1 pinacol
BLYP-D3209,210,223 1743.2 1.58 400 7.6 33.6 100.0
I1 36 [C2C1Im][OAc]
BLYP-D2209,210,222 2121.2 1.07 350 18.9 91.8 16.7
I2 27 [C2C1Im][OAc] + 81 water
BLYP-D2209,210,222 2158.2 1.00 350 15.0 113.1 16.7
I3 36 [C2C1Im][OAc] + 1 carbon dioxide
BLYP-D3209,210,223 2121.2 1.07 350 5.5 103.3 50.0
I4 35 [C2C1Im][OAc] + 1 [C2C1ImCO2] + 1 acetic acid
BLYP-D3209,210,223 2121.2 1.07 350 10.0 106.3 50.0
V1 16 benzene
BLYP-D3209,210,223 1331.1 0.88 400 12.2 30.0 50.0
V2 32 phenol
BLYP-D3209,210,223 1751.9 0.93 400 8.0 30.2 50.0
C1 1 (R)-2-butanol
BLYP-D3209,210,223 1200.0 – 400 5.0 30.0 50.0
C2 16 (R)-2-butanol
BLYP-D3209,210,223 1345.0 0.81 400 10.0 30.0 50.0
C3 16 (S )-2-butanol
BLYP-D3209,210,223 1345.0 0.81 400 10.0 30.0 50.0
C4 16 (R)-propylene oxide
BLYP-D3209,210,223 1230.0 0.83 400 10.0 30.0 50.0
C5 16 (1R)-(+)-α-pinene
BLYP-D3209,210,223 1615.0 0.86 400 5.0 30.0 50.0
Table A.1: AIMD simulation parameters: exchange-correlation functional with dispersion correction,
cubic cell size a, density ρ, thermostat target temperature T , equilibration time teq, production time
tsim, and thermostat coupling time constant τsim during production run.
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System Method tstart / ps tend / ps t / ps ∆tdip / fs ∆tpol / fs Cube stride
G1a Wannier 0.0 31.2 31.2 0.5 2.5 –
G2 Wannier 0.0 31.0 31.0 0.5 2.5 –
G3 Wannier 0.0 31.8 31.8 0.5 2.5 –
G4 Wannier 20.0 120.0 100.0 2.5 – –
G5 Wannier 0.0 76.3 76.3 2.5 – –
L1 Wannier 0.0 30.7 30.7 0.5 2.5 –
Wannier 30.7 60.7 30.0 4.0 4.0 –
Voronoi 30.7 60.7 30.0 4.0 4.0 2
L2 Wannier 0.0 27.9 27.9 2.5 2.5 –
S1 Wannier 0.0 36.7 36.7 2.5 – –
S2 Wannier 0.0 33.6 33.6 2.5 – –
I1 Wannier 49.6 70.0 20.4 2.5 2.5 –
Voronoi 71.8 91.8 20.0 4.0 4.0 1
I2 Wannier 61.6 93.1 31.5 2.5 – –
Voronoi 93.1 113.1 20.0 4.0 – 2
I3 Wannier 83.1 103.3 20.2 2.5 – –
I4 Wannier 80.6 106.3 25.7 2.5 – –
V1 Wannier 0.0 30.0 30.0 4.0 4.0 –
Voronoi 0.0 30.0 30.0 4.0 4.0 2
V2 Wannier 0.0 30.2 30.2 4.0 4.0 –
Voronoi 0.0 30.0 30.0 4.0 4.0 2
C1 Voronoi 0.0 30.0 30.0 0.5 – 1
C2 Voronoi 0.0 30.0 30.0 0.5 – 1
C3 Voronoi 0.0 30.0 30.0 0.5 – 1
C4 Voronoi 0.0 30.0 30.0 0.5 – 1
C5 Voronoi 0.0 30.0 30.0 0.5 – 1
Table A.2: Methods used to obtain dipole moments and polarizabilities for the AIMD simulations. The
start time tstart and the end time tend are given relative to the beginning of the production run of the
whole simulation (see table A.1). Their dierence t is the time over which the spectra are sampled. The
Wannier localization was performed or the electron density was saved, respectively, with a stride of
∆tdip. The dipole moments were evaluated with an external eld to obtain polarizabilities with a stride
of ∆tpol. The internal grid representation of the electron density in CP2K was written to Gaussian cube
les with the stride given in the last column.
is shown in table A.2. The maximally localized Wannier function centers resulting from the
Wannier localization were saved as atoms in the trajectories. The electron density needed for
the Voronoi tessellation performed by Travis was written to les in Gaussian cube format,
which provide the density values on a regular grid. Such a representation of the electron den-
sity is directly available in the Gaussian and plane waves method, and due to the large amount
of data, the internal grid of CP2K can be written with a certain stride to the hard disk. A
stride of 2 proved to work well for the calculation of IR and Raman spectra in the molecular
liquids (L1, V1, V2), but a stride of 1 signicantly reduced the noise in the Raman spectrum
of [C2C1Im][OAc] (I1) and is generally recommended for the simulation of VCD spectra to
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Figure A.1: Dipole distribution functions of methanol from simulation G1a, acetone from simulation
G2, and nitromethane from simulation G3 obtained by the method of maximally localized Wannier
functions.
improve the stability of the magnetic moments. An important limitation in this regard is the
required disk space. Saving the electron density with a stride of 2 in every eighth timestep
yielded, e. g., 68 GB of data for the simulation of phenol (V2). This amount can readily be han-
dled on contemporary computer systems, but writing the electron density with a stride of 1
in all simulation steps would increase the size by a factor of 64, and this is still a challenge for
today’s hardware. For that reason, a streaming scheme was implemented where Travis runs
in parallel to the AIMD simulation and directly processes the Gaussian cube les written by
CP2K, eliminating the need for large amounts of disk space.
For the gas phase simulations of methanol (G1a), acetone (G2), and nitromethane (G3), his-
tograms of the dipole moments obtained by Wannier localization are shown in gure A.1. Each
of the distributions possesses a single maximum and reveals the oscillations of the dipole mo-
ment due to the molecular vibrations. The average values are 1.81 D for methanol, 3.12 D for
acetone, and 3.68 D for nitromethane with standard deviations of 0.10 D, 0.15 D, and 0.17 D,
respectively. The corresponding experimental dipole moments determined in the gas phase
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are 1.68 D for methanol344, 2.90 D for acetone370, and 3.46 D for nitromethane371, which are
all slightly overestimated by the simulations. The main reason is the issue of the Wannier
functions in small simulation cells that is discussed in section 4.5.2. Further deviations can be
caused by the electronic structure method, but in general, DFT with the employed exchange-
correlation functional describes the dipole moment of the molecules in a reasonable manner.
A.2 Static Calculations
Static calculations of vibrational spectra were always performed in the following way: Starting
from a reasonable guess of the structure, a full geometry optimization was carried out rst.
Afterwards, the Hessian of the potential energy was calculated numerically by nite dier-
ences of analytic rst derivatives. The detailed setups employed in the course of this thesis
are, however, slightly dierent.
The calculations of methanol, acetone, and nitromethane in section 4.1.1 were performed
using Turbomole 6.0372,373. DFT was applied within the RI approximation374–378 employing
the BLYP exchange-correlation functional209,210 and Grimme’s dispersion correction D2222.
The polarized triple-zeta basis set def2-TZVP379 was applied to all atoms, and the polarizabil-
ity derivatives were calculated analytically380. The resulting dipole moments are 1.68 D for
methanol, 2.90 D for acetone, and 3.45 D for nitromethane. These values are in very good
agreement with the experimental data (see section A.1).
The calculations of carbon tetrachloride in section 4.2.2 were carried out using Turbo-
mole 6.5373,381. DFT was applied combining Grimme’s dispersion correction D3223 with eight
dierent exchange-correlation functionals: BLYP209,210, BP86209,382, PBE212, B97D222, TPSS213,
B3LYP215, PBE0216, and TPSSh217. The RI approximation374–378 was employed for the GGA
functionals, and the polarized triple-zeta basis set def2-TZVP379 was applied to all atoms.
The calculations of [C2C1Im][OAc] in section 4.4.1 were performed using CP2K with the
same parameters in the electronic structure calculation as for the AIMD simulations (see sec-
tion A.1). The BLYP exchange-correlation functional209,210 was employed with Grimme’s dis-
persion correction D3223. The cubic cell sizes were 2000.0 pm and 2500.0 pm for the single ion
pair and the cluster of ve ion pairs, respectively. The same methodology was also used to
optimize the reference structures for all the normal coordinate analyses and to calculate the
dipole moments in section 4.5.2.
The calculations of phenol in section 4.5.3 were performed using Orca 3.0.2383. DFT was
applied within the RI approximation384,385 employing the exchange-correlation functionals
BLYP209,210, TPSS213, and B3LYP215 in combination with Grimme’s dispersion correction D3223.




B.1 Correlation of Periodic Functions
Autocorrelation
The autocorrelation of a time-dependent function A(τ ) is the expected value over τ of the
product A∗ (τ )A(τ + t ) as a function of the time dierence t , which is given by
RA (t ) =
〈







A∗ (τ )A(τ + t ) dτ . (B.1)
Applying this to the harmonic oscillator trajectory x (t ) = x0 cos(ω0t + φ) leads to
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(B.2)
where the trigonometric sum and dierence formulas are applied, the integral is split, and constant








































































Inserting these expressions into (B.2) yields




























0 cos(ω0t ). (B.6)
Autocorrelation of the derivative
The autocorrelation of the time derivative A˙(τ ) = dA(τ )/dτ is given by
RA˙ (t ) =
〈





dt2RA (t ). (B.7)
This can be shown by inserting the denition of the derivative:
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where uniform convergence is presumed to ensure the permutability of the limits and the integral.
Vector autocorrelation
The autocorrelation of an n-dimensional vectorial quantity A(τ ) is the expected value over τ
of the scalar product A∗ (τ ) · A(τ + t ) as a function of the time dierence t . It is given by
RA (t ) =
〈
A∗ (τ ) · A(τ + t )〉τ = limT→∞ 12T
∫ T
−T
A∗ (τ ) · A(τ + t ) dτ
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RAi (t ), (B.9)
so it is the sum of the autocorrelations of the vector components in an orthonormal basis.
Cross-correlation
The cross-correlation of two time-dependent functions A(τ ) and B (τ ) is the expected value
over τ of the product A∗ (τ )B (τ + t ) as a function of the time dierence t , which is given by
RAB (t ) =
〈







A∗ (τ )B (τ + t ) dτ . (B.10)
The autocorrelation is the special case of the cross-correlation of a function A(τ ) with itself:
RA (t ) = RAA (t ). (B.11)
Calculating the cross-correlation of two harmonic oscillator trajectories xi (t ) = xi cos(ωit +φi ) and
x j (t ) = x j cos(ωjt + φ j ) leads to
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where the trigonometric sum and dierence formulas are applied, the integral is split, and constant
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Therefore, the cross-correlation vanishes if the frequencies are dierent:
Rxix j (t ) = 0, ωi , ωj . (B.17)
For ωi = ωj , the integrals are given in equations (B.3), (B.4), and (B.5). It remains
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)
, ωi = ωj . (B.18)
It should be noted that the sum in equation (3.16) also contains Rx jxi (t ), which is given by




cos(ωit ) cos(φi − φ j ) − sin(ωit ) sin(φi − φ j )
)
, ωi = ωj . (B.19)
Thus, only the cosine function without a phase remains also if the autocorrelation of a linear combina-
tion of two harmonic vibrations with the same frequency is calculated.
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B.2 Correlation of Discrete Data Sets
Autocorrelation
The autocorrelation of a quantity A in a nite MD trajectory with a discrete timestep ∆t is
given by






∗Ai+n , with n = 0, . . . ,N − 1, (B.20)
where (Ai )N−1i=0 are the values of A in the N snapshots of the simulation, and i numbers the
steps of the trajectory.
Applying this to the harmonic oscillator trajectory Ai = x0 cos(iω0∆t + φ) yields















cos(nω0∆t ) cos2 φ − sin(nω0∆t ) sinφ cosφ
)
− sin(iω0∆t ) cos(iω0∆t )
(
sin(nω0∆t ) cos2 φ + 2 cos(nω0∆t ) sinφ cosφ − sin(nω0∆t ) sin2 φ
)
+ sin2 (iω0∆t )
(















sin(nω0∆t ) cos2 φ + 2 cos(nω0∆t ) sinφ cosφ
− sin(nω0∆t ) sin2 φ
) N−n−1∑
i=0










where the trigonometric sum and dierence formulas are applied, the sum is split, and constant factors
are placed outside the sums. The three new sums are calculated in the following way:
N−n−1∑
j=0

























exp(−2ijω0∆t ) + 12 (N − n), (B.22)
where the denition of the cosine in terms of exponential functions is used and the sum is split. The
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1 − exp(2iω0∆t ) =
1 − exp(2i(N − n)ω0∆t )
1 − exp(2iω0∆t )
(B.23)
for ω0∆t , zpi, z ∈ . Since the Nyquist–Shannon theorem limits the sampling by ωmax∆t = pi, the
case ω0∆t = zpi is not considered further. The timestep in a simulation should always be chosen small
enough to sample all vibrational frequencies of the system. Applying this also to the second geometric








1 − exp(2i(N − n)ω0∆t )
1 − exp(2iω0∆t ) +
1 − exp(−2i(N − n)ω0∆t )











sin(2Nω0∆t ) cos(2nω0∆t ) − cos(2Nω0∆t ) sin(2nω0∆t )
)) (B.24)
In the same way, the other sums in (B.21) are obtained:
N−n−1∑
j=0
sin(jω0∆t ) cos(jω0∆t ) =
N−n−1∑
j=0
exp(ijω0∆t ) − exp(−ijω0∆t )
2i














1 − exp(2i(N − n)ω0∆t )
1 − exp(2iω0∆t ) −
1 − exp(−2i(N − n)ω0∆t )











1 − cos(2Nω0∆t ) cos(2nω0∆t )



















1 − exp(2i(N − n)ω0∆t )
1 − exp(2iω0∆t ) +
1 − exp(−2i(N − n)ω0∆t )
1 − exp(−2iω0∆t ) − 2(N − n)
)
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2(N − n) − 1 + cos(2Nω0∆t ) cos(2nω0∆t ) + sin(2Nω0∆t ) sin(2nω0∆t )
− cos(ω0∆t )sin(ω0∆t )
(
sin(2Nω0∆t ) cos(2nω0∆t ) − cos(2Nω0∆t ) sin(2nω0∆t )
)) (B.26)
Inserting these terms into (B.21), and applying the trigonometric sum and dierence formulas yields




0 cos(nω0∆t ) +
x20 cos((N − 1)ω0∆t + 2φ)
2(N − n) sin(ω0∆t ) sin((N − n)ω0∆t ). (B.27)
Cross-correlation
The cross-correlation of two quantities A and B in a nite MD trajectory with a discrete
timestep ∆t is given by






∗Bi+n , with n = 0, . . . ,N − 1, (B.28)
where (Ai )N−1i=0 and (Bi )N−1i=0 are the respective values of A and B in the N snapshots of the
simulation, and i numbers the steps of the trajectory.
Applying this to two harmonic oscillator trajectories
Ai = xA cos(iωA∆t + φA), Bi = xB cos(iωB∆t + φB ) (B.29)
withωA , ωB yields very long expressions that are not shown here. With the aid of a computer algebra
system (e. g., Maxima386), however, it is possible to nd out that the discrete cross-correlation does
not vanish as in the continuous case, but is proportional to 1/(N − n) and 1/((cos((ωB − ωA)∆t ) −
1) (cos((ωB + ωA)∆t ) − 1), so it becomes large if a long correlation depth is chosen, as well as if both
frequencies are similar and very high or very low.
Correlation by Fourier Transform
The discrete Fourier transform is dened as









and its inverse is










It should be noted that the factor 1/N in the inverse transform is usually omitted in publicly
available computer codes for fast Fourier transforms such as, e. g., the FFTW library257 and
has to be inserted by hand.
According to Wiener–Khintchine theory387,388, the autocorrelation of a function can be cal-
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culated by taking the square of the absolute value of its Fourier transform and applying the
inverse Fourier transform. This approach bears the advantage that fast Fourier transform al-
gorithms feature a better scaling behavior257 than the direct computation according to (B.20).
If the method is applied to a discrete data set, an auxiliary data set (Bi )2N−1i=0 dened by
Bi =

Ai if 0 ≤ i ≤ N − 1
0 if N ≤ i ≤ 2N − 1
(B.32)
has to be introduced. The autocorrelation of the original data set (Ai )N−1i=0 is given by
RA (n∆t ) =
1
N − nF
−1 (|F (B) |2)
n
, with n = 0, . . . ,N − 1. (B.33)































































2piij (k − l + n)
2N
) .






























































B.2 Correlation of Discrete Data Sets
The sum over j is the partial sum of a geometric series that vanishes if k −m is not an integer multiple










































































































For n < N , the second sum is empty and only the rst sum remains. Except for the prefactor 1/(N −n),
the latter is equal to the denition of the autocorrelation (B.20). The second sum is the reason for the
introduction of the auxiliary data set. If the method is applied to the original data set with N points,
the terms of the second sum mix into the rst sum.
In a similar manner, for the cross-correlation of two data sets (Ai )N−1i=0 and (Ci )N−1i=0 , the
auxiliary data sets (Bi )2N−1i=0 and (Di )2N−1i=0 are introduced according to
Bi =

Ai if 0 ≤ i ≤ N − 1
0 if N ≤ i ≤ 2N − 1
, Di =

Ci if 0 ≤ i ≤ N − 1
0 if N ≤ i ≤ 2N − 1
. (B.36)
The cross-correlation is given by
RAB (n∆t ) =
1
N − nF
−1 ((F (B))∗F (D))
n
, with n = 0, . . . ,N − 1. (B.37)
The proof is completely analogous to the one for the autocorrelation above, just instead of |B˜j |2, the
product B˜j ∗D˜ j has to be inserted.
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Integral of the Fourier Transform
For any data set (Ai )N−1i=0 that is collected with a discrete timestep ∆t , the integral over its
discrete Fourier transform is given by
N−1∑
k=0































The sum over k is the partial sum of a geometric series that vanishes if j is not an integer multiple of







= NA0∆ω . (B.39)
B.3 Transition Moments of the antum Harmonic Oscillator
The transition moment of a harmonic oscillator with the eigenfrequencyω0 between the states
m and n is given by
〈










2mω0 ifm = n − 1
0 otherwise
. (B.40)
This can be shown by inserting the wave functions of the harmonic oscillator given in section 2.4.1:
〈
χm x  χn〉 = ∫ ∞
−∞






























Using the recursive denition
Hn+1 (x ) = 2xHn (x ) − 2nHn−1 (x ) (B.42)
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of the Hermite polynomials, the integral can be rewritten as
〈




























































































Applying the orthogonality relation∫ ∞
−∞
exp(−x2)Hm (x )Hn (x ) dx = 2n · n! ·
√
pi · δmn (B.44)






























































































Form = n+1, only the rst integral remains and takes the value
√
(n + 1)h¯/(2mω0). Form = n−1, only
the second integral remains and takes the value
√
nh¯/(2mω0). In all other cases, both integrals vanish
and the transition moment is zero.
B.4 Verlet Integration of the Classical Harmonic Oscillator
For a particle of mass m in the one-dimensional harmonic potential V (x ) = kx2/2, the Verlet
algorithm with the timestep ∆t yields the trajectory
x (n∆t ) = xn = A cos(ωVn∆t + φ), (B.47)
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where the amplitude A and the phase φ are determined by the initial conditions, and the fre-
quency ωV is related to the frequency ω0 =
√












This is valid as long as the timestep fullls the condition ω0∆t < 2.
This can be shown by transforming the recurrence relation of the Verlet algorithm to an explicit
form. According to equation (2.39), the position in the nth step is given by
xn = 2xn−1 − xn−2 + Fn−1
m
∆t2. (B.49)





xn−1 + xn−2 = 0. (B.50)
This is a linear homogeneous recurrence relation with constant coecients, which can be solved by















The root λ = 0 is not considered further as it would provide the trivial trajectory xn = 0. For ω0∆t < 2,
the second factor (the characteristic polynomial of the recurrence relation) possesses the roots
λ1,2 = 1 − 12ω
2
0∆t
2 ± 12 iω0∆t
√
4 − ω20∆t2. (B.52)
The exponential form of this complex expression reads as








so the general solution of the recurrence relation is
xn = C1λ1
n +C2λ2
n = C1 exp(inα ) +C2 exp(−inα ) (B.54)
with the constantsC1 andC2 that are determined by the initial conditions. It is convenient to write this
as
xn = A cos(nα + φ) with A = 2
√








since this form shows that the trajectory is a harmonic vibration
xn = A cos(ωVn∆t + φ) (B.56)
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If the initial position x0 and the initial velocity v0 are chosen, the amplitude A and phase φ are
determined by the equation system
A cosφ = x0 (B.58)




























if v0 < 0
. (B.60)
For the exact solution x (t ) = A cos(ω0t + φ) (see equation (2.50)), the same initial conditions yield the
equation system
A cosφ = x0 (B.61)




















if v0 < 0
. (B.63)
This means that not only the frequency, but also the amplitude and the phase are inuenced if the Verlet
algorithm is employed to integrate the equations of motion for the harmonic oscillator.
B.5 Finite Dierence Derivatives
The second-order central nite dierence derivative of a cosine function cos(ωt + φ) is given
by




This means that the exact derivative d(cos(ωt + φ))/dt = −ω sin(ωt + φ) is multiplied by the
sinc function sin(ω∆t )/(ω∆t ).
This can be shown by applying the trigonometric sum and dierence formulas:







cos(ωt + φ) cos(ω∆t ) − sin(ωt + φ) sin(ω∆t )
− cos(ωt + φ) cos(ω∆t ) − sin(ωt + φ) sin(ω∆t )
)
= − sin(ωt + φ) sin(ω∆t )
∆t
= −ω sin(ωt + φ) sin(ω∆t )
ω∆t
. (B.65)
B.6 Reference Point for Molecular Moments
Infrared Spectrum of a Translating Oscillator
If an oscillator is charged, its translational motion shows up in the IR spectrum depending on
the choice of the origin for the dipole moment.
This can be shown in the following way: According to equation (3.84), the dipole moment of an
oscillator with the translating center of mass s(t ) is given by
µ(t ) = µs (t ) + qs(t ), (B.66)
where µ(t ) is the dipole moment with the coordinate origin as reference point, µs (t ) is the dipole mo-
ment with the center of mass as reference point, and q is the charge. The time derivative of the dipole
moment reads as
µ˙(t ) = µ˙s (t ) + qs˙(t ). (B.67)
Thus, the autocorrelation is
〈
µ˙(τ ) · µ˙(τ + t )〉τ = 〈(µ˙s (τ ) + qs˙(τ )) · (µ˙s (τ + t ) + qs˙(τ + t ))〉τ
=
〈
µ˙s (τ ) · µ˙s (τ + t )〉τ + q 〈µ˙s (τ ) · s˙(τ + t )〉τ
+ q
〈
s˙(τ ) · µ˙s (τ + t )〉τ + q2 〈s˙(τ ) · s˙(τ + t )〉τ , (B.68)
so it contains additional charge-dependent terms involving the center of mass velocity in contrast to
the autocorrelation 〈µ˙s (τ ) · µ˙s (τ + t )〉τ that is obtained in a coordinate system xed at the oscillator.
Magnetic Moment of a Translating Electron Density
The magnetic moment of a translating electron density distribution ρ (r, t ) with the centroid
s(t ) is given by
m(t ) = ms (t ) +
1
2s(t ) × J
s (t ) +
1
2µ








where ms (t ) and Js (t ) are the magnetic moment and the total current density in the centroid
coordinate system, respectively. This can be, e. g., a molecule with center of mass s(t ) that is
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translating and vibrating. The analogous expression for the total current density reads as




where q(t ) is the total charge of the electron density distribution.
This can be shown in the following way: It is assumed that the electron density can be separated by
ρ (r, t ) = ρ0 (r − s(t )) + ρ1 (r − s(t ), t ), (B.71)
where ρ0 (r) is the equilibrium electron density that depends on the time only implicitly due to the
translation of the centroid, and ρ1 (r, t ) collects all changes in the electron density due to vibrations,
which keep the centroid xed. The time derivative of the electron density reads as
∂ρ (r, t )
∂t
= −∇ρ0 (r − s(t )) · ∂s(t )
∂t
+
∂ρ1 (r − s(t ), t )
∂t
− ∇ρ1 (r − s(t ), t ) · ∂s(t )
∂t
, (B.72)
and the gradient is given by
∇ρ (r, t ) = ∇ρ0 (r − s(t )) + ∇ρ1 (r − s(t ), t ). (B.73)
Inserting this into the dierential equation (3.92) yields
∂ρ1 (r − s(t ), t )
∂t
− ∇ρ (r, t ) · ∂s(t )
∂t
= ∇ρ (r, t ) · ∇α (r, t ) + ρ (r, t )∆α (r, t ). (B.74)
A similar ansatz is made for α (r, t ):
α (r, t ) = α0 (r − s(t )) + α1 (r − s(t ), t ), (B.75)
where α0 (r) is the solution without vibrations of the electron density distribution. In this case, the
current density should be proportional to the velocity, so it is required that ∇α0 (r) = −∂s(t )/∂t . This
leads to
∇α (r, t ) = −∂s(t )
∂t
+ ∇α1 (r − s(t ), t ) (B.76)
∆α (r, t ) = ∆α1 (r − s(t ), t ). (B.77)
Inserting this into (B.74) yields
∂ρ1 (r − s(t ), t )
∂t
− ∇ρ (r, t ) · ∂s(t )
∂t
= −∇ρ (r, t ) · ∂s(t )
∂t
+ ∇ρ (r, t ) · ∇α1 (r − s(t ), t ) + ρ (r, t )∆α1 (r − s(t ), t )
∂ρ1 (r − s(t ), t )
∂t
= ∇ρ (r, t ) · ∇α1 (r − s(t ), t ) + ρ (r, t )∆α1 (r − s(t ), t ). (B.78)
Replacing r− s(t ) by r′, this is exactly the dierential equation (3.92) in a coordinate system with xed
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centroid. This means that α1 (r, t ) can be used to calculate the current density in the centroid coordinate
system.












r × ∂s(t )
∂t
ρ (r, t ) dr − 12
∫
C ri (r)



































2s(t ) × J













2s(t ) × J
s (t ) +ms (t ), (B.79)










ρ (r, t ) dr −
∫
C ri (r)














+ Js (t ). (B.80)
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C The Method of Imaginary Time Propagation
The time-independent nuclear Schrödinger equation (2.9) can be solved by the method of imag-
inary time propagation (see, e. g., references 389–392). The explanation starts with the time-
dependent Schrödinger equation (2.1), which can be rewritten in the integral form







for a Hamiltonian H that does not explicitly depend on time. The exponential is the time-
evolution operator or propagator of the system. The eigenfunctions |Ψi 〉 of the Hamiltonian,
which satisfy the time-independent Schrödinger equation (2.3), form a complete basis, so they
can be used to express the initial state |Φ(0)〉 as a linear combination of eigenstates:

















|Ψi 〉 , (C.2)
where Ei is the energy eigenvalue corresponding to |Ψi 〉. If the time t is replaced by the imag-










|Ψi 〉 . (C.3)
This means that the coecients in the basis expansion of |Φ(τ )〉 are exponentially damped
with increasing τ . In the limit τ → ∞, only the state with the lowest energy eigenvalue E0
remains, so |Φ(τ )〉 becomes the ground state |Ψ0〉. Thus, starting from an arbitrary initial state
|Φ(0)〉, a suciently long propagation in imaginary time yields the ground state of the system.
Higher eigenstates can be obtained by starting with an initial state that is orthogonal to all
lower eigenstates.
Since the Hamiltonian in the nuclear Schrödinger equation (2.9) consists of a kinetic part
and a potential part, H = T +V , the propagation can be performed with the split operator
technique in practice. This means that a nite timestep ∆τ is employed and the propagator is
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The splitting is not exact because T andV do not commute. The wave function is represented
on a discrete grid in real space, and the potential propagator withV = V (x ) is easily applied
by multiplication. The kinetic propagator with T = p2/(2m), however, can only be applied by
a simple multiplication in momentum space, but a change between real space and momentum
space is readily possible by Fourier transform. This leads to the following computation scheme
for one propagation step: At rst, a half step in real space is performed by multiplication
with the potential propagator. Then, the wave function is transformed to momentum space
by a Fourier transform and the kinetic propagator is applied by multiplication. Afterwards,
an inverse Fourier transform is applied and another half step is carried out in real space by
multiplying with the potential propagator. Finally, the wave function has to be normalized,
since the imaginary time propagator is not unitary. For excited states, also all lower states
have to be removed from the wave function by Gram–Schmidt orthogonalization after each
propagation step.
For the systems studied in section 3.2.3, the propagation timestep was always chosen as∆τ =
12.1 as (equal to 0.5 a. u.). For the one-dimensional examples, the real space grid consisted of
2048 points with a spacing of ∆x = 0.529 pm (equal to 0.01 a. u.). It ranged from −529 pm to
554 pm for the harmonic potential, and from −265 pm to 819 pm for the Morse potential. For
all the two-dimensional cases, the real space grid consisted of 256 × 256 points with a spacing
of ∆x = ∆y = 1.06 pm (equal to 0.02 a. u.), ranging from −135 pm to 135 pm along both axes.
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