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Abstract 
The market of digital voice has grown significantly 
over the recent years. Big players like Amazon, Google, 
Apple, Microsoft and Samsung are focusing on the 
development and expansion of their assistants. 
Especially smart speakers are on the rise but also in 
smartphone integrated voice applications are getting 
more popular. The main characteristics of this new 
technology are both elements of human-computer-
interaction and especially the attribution of human 
characteristics. Although there is an increase of the 
number of current users as well as of consumers 
intending to use digital voice assistants in the future, 
drivers and barriers of digital voice assistants have not 
yet been sufficiently empirically investigated, especially 
concerning the phenomenon of anthropomorphism. This 
study points to additional key factors that are important 
to foster broader acceptance. Our empirical study is 
based on the UTAUT2 and highlights the importance of 
anthropomorphism in relation to other determinants 
known from the literature.   
 
1. Introduction  
 
Digital voice assistants, also referred to as 
conversational agents, are revolutionizing our access to 
web content and our use of technology, e.g., of smart 
home devices. In the first three quarters of 2017, more 
than 17 million smart speakers were delivered 
worldwide  and another 16 million during the holiday 
season [32]. This development means a massive shift in 
the usage and reception behavior of web content. 
Experts estimate that by 2020, half of online searches 
worldwide will be made by voice [34].  Moreover, a 
study of Capgemini, one of the global leaders in 
consulting and IT services, revealed that already 51% of 
the questioned people use this technology [15]. One 
possible reason for the success is rooted in consumer 
behavior: As stated by Tadeusiewicz, language is the 
most natural and comfortable kind to communicate [62]. 
By definition, conversational agents are systems 
whose purpose is to provide certain services to the user, 
in a manner that is modeled on interpersonal 
interactions, to provide the highest level of naturalness 
and convenience to achieve comfortability, wherein the 
control of the system happens via speech [27]. As they 
usually are systems of artificial intelligence (AI), 
conversational agents are also referred to as intelligent 
personal assistants (IPAs). Thus, an IPA is an 
application that uses inputs such as the user's voice, 
images, and contextual information to assist in 
answering natural language questions, as well as making 
recommendations and performing actions [27]. 
According to Hyes-Roth, intelligent assistants are 
characterized by certain skills such as determining 
actions, solving problems and drawing inferences [28]. 
However, following the definition of McCarthy, one of 
the pioneers in the field of artificial intelligence [1], the 
goal of AI is to develop machines that behave as if they 
have intelligence, it is currently controversial whether 
voice assistants fit in this category. Conversational 
agents cannot imitate human intelligence, as the systems 
do not show behavior on their own initiative, but 
simulate it based on given patterns. Contrary to 
criticism, however, it is argued that voice assistants will 
feel more and more human to the users over time, to the 
point where users can no longer recognize the difference 
between man and machine because the assistants move 
in roughly the same interactive paradigm [14].  
The extent to which the interpersonal interactions 
positively influences the intention to use can be 
investigated by analyzing the relevance of 
anthropomorphism. Anthropomorphism is defined as 
the tendency to attribute the actual or perceived 
behavior of non-human actors, human characteristics, 
motivations, intentions or emotions [18]. According to 
the results of Epley et al., anthropomorphizing of non-
human actors is based on two fundamental causes: First, 
as a social being, humans are always in search of 
interaction with other people. Second, the classification 
of environmental influences helps to understand them 
and to keep them in control [58].  
In general, the considered elements can be divided 
into two areas: the relevance of functional components, 
and the phenomenon of personification of technical 
devices, the so-called anthropomorphism. These are 
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 assumed to complement relevant determinants in the 
acceptance of digital voice assistants. However, most 
literature is concerned with embodied conversational 
agents (ECA), in which anthropomorphism usually 
plays a key role in influencing [7, 23, 24]. The use of 
natural language in these studies, however is usually of 
minor importance compared to the psyche presence of 
ECAs. Furthermore, many studies related to 
conversational agents deal with technological aspects of 
the software [9, 26, 28]. Some treatises refer to the effect 
of personification or the integration of emotions in the 
design of conversational agents, but without empirically 
related to the user acceptance [13] or they discuss the 
topic in the form of an overview [19]. Surprisingly, as 
far as we know, no study has provided empirically 
insights into anthropomorphism concerning non-ECAs 
and adequately addressed management implications to 
enhance the acceptance of digital voice assistants. In 
sum, we argue that recent research indicates that 
interaction with robots or assistants, for instance, is not 
just a pure interaction with technology [37, 55]. For 
instance, a recent study shows that vocal interaction can 
actually trigger emotions [30]. Hence, there are 
consequences of adding human characteristics to 
machines. The results and the questions raised by these 
studies seem to us sufficient to deal with the topic of 
anthropomorphism in more depth.  
 According to the Uncanny Valley Theory where 
humanlike robots are only evaluated as positive to a 
certain degree [44, 45], it is interesting to investigate 
whether this phenomenon can also be related to digital 
voice assistants. Furthermore, the computers are social 
actors paradigm (CASA) implies that computers are 
assigned similar attributes as humans [47]. Here, we see 
a gap in literature: While these elements seem to play a 
role, to our knowledge no study discusses these central 
points as research questions: (1) Which role plays 
anthropomorphism concerning the behavioral intention 
to use voice assistants? (2) Which investigated factor of 
anthropomorphism influences the behavioral intention 
the most? (3) What are in general further relevant 
factors in the consumers' behavioral intention of using 
this technology? 
To answer these questions, we use the UTAUT2 in 
terms of digital voice assistants by enlarging the existing 
model by adding elements of anthropomorphism. 
Hereby we contribute to a more profound understanding 
of technology acceptance by respecting 
anthropomorphism as a novel perceptual dimension for 
voice assistance in technology. Thus, based on this more 
holistic approach of technology acceptance for voice 
assistants we derive implications for further research 
and managerial implications. 
 
2. Theoretical framework and hypotheses 
development    
 
Based on literature, we use the UTAUT2 to explain 
the acceptance of voice assistants. However, we believe 
based on the CASA paradigm and contrary to the 
uncanny-valley-paradox that the effect of 
anthropomorphism, i.e., more humanlike, plays an 
essential part in the acceptance of voice assistants.  
Hence, we include anthropomorphism factors in 
comparison to classical technology acceptance factors 
in relation to the positive behavioral intention to gain a 
deeper understanding of important humanlike features. 
Our conceptual framework is summarized in Figure 1. 
 
2.1. The determinants of the UTAUT2 for 
digital voice assistants   
  
In the recent decades of technology acceptance 
research, a variety of theoretical models for explaining 
technology acceptance and usage has been developed. 
In their work, Venkatesh et al. established theories of 
technology acceptance research into a more 
comprehensive model, resulting in the UTAUT2 [65]. 
Hence, we adopt these determinants to the acceptance of 
digital voice assistants: performance expectancy (PE), 
effort expectancy (EE), hedonic motivation 
Performance 
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Effort Expectancy
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 (HEDMOT), price value (PV), habit, facilitating 
conditions (FC) and social influence (SI).  
In numerous technology acceptance research, 
extrinsic motivation underlying the usage is regarded as 
an important factor [43]. Venkatesh et al.  formulate this 
expectation of utility in the first UTAUT in the PE 
determinant [59]. A large number of technology 
acceptance studies have shown that PE  exerts a 
significant influence on BI [23, 64, 65]. Extrinsic 
motivation exists when an act is performed to achieve a 
benefit that is not inherent in the action itself, while the 
intrinsic motivation embodied in the determinant 
HEDMOT is in the enjoyment of the act itself [17]. 
From this perspective, PE reflects the degree of extrinsic 
motivation or the expected outcome of use [35, 63]. Due 
to the functional orientation of voice assistants, the 
effect is also to be expected for this technology. Hence, 
we hypothesize: 
H1: A positive valuation of PE will positively 
 influence the BI. 
With the use of technical systems in general and 
voice assistants in particular, it is crucial for acceptance 
that the operation is easy for the users. Otherwise, the 
high effort or the system-side impairment of the usage 
situation may constitute a barrier to adoption. The aim 
is therefore to achieve a positive perception of the users 
compared to the "degree of ease" [65], which goes hand 
in hand with their intentional use. Conceptually, the EE 
determinant considers aspects of the technology to be 
low in complexity and ease of use, and captures the level 
of self-efficacy expectation. Here, previous studies have 
shown that trust in one's own abilities in dealing with 
technical systems has a direct influence on the intention 
to use them [23, 65]. Amongst other aspects, for voice 
assistants the usability is one of the reasons for 
recognizing the user's requests correctly and providing 
adequate answers. The particular significance of the 
determinant EE in terms of voice assistants lies in the 
fact that the potential of language as an interaction 
medium lies above all in the simplicity and intuitive 
usability of the system. Hence, it can be assumed: 
H2: A positive valuation of EE will positively 
 influence the BI. 
HEDMOT shows itself in the actual usage of voice 
assistants by e.g., users asking various questions to the 
voice assistant, expecting getting an entertaining 
answer. There are a number of such ‘fun’ features, e.g., 
telling fun facts or mini games, which is also reflected 
in the development of diverse skills [59]. These features 
suggest that hedonic motivation, as an incentive factor, 
has a positive impact on the intent to use voice 
assistants. This effect has been previously observed in 
technology research [2, 53]. When conveying 
information through a conversational agent, previous 
research demonstrated an increased level of 
entertainment, which can be attributed to the mere 
(visual) presence of the agent [23]. People who enjoy 
using a technology thus seem tend to use technology 
more frequently and more intensely than others [16]. 
Thus, we propose: 
H3: With a positive hedonic motivation, the 
 likelihood of a positive BI increases. 
As with any product also when purchasing digital 
voice assistants, price is a relevant factor and we thus 
include it into our model. The willingness to pay, 
however, depends on whether the price is perceived as 
adequate in relation to the expected benefit. The value 
for money is therefore positive in case the benefits of 
using the technology outweigh the consumer's 
perception of the monetary cost [65]. Technology 
acceptance research has shown that price value has a 
positive impact on behavioral intention [67, 68]. Hence, 
we hypothesize: 
H4: Price value has a positive impact on BI. 
A one-off or irregular use cannot be regarded as a 
habitual use of voice assistants; use can shift to 
habitualized behavior with more intense engagement. 
For technology acceptance research, it is important that 
habitual behavior expresses a strong intention to use the 
technology in the future. Various studies confirm habits’ 
positive effects on behavioral intention and tendencies 
to adopt new technologies [39, 66]. Thus, we assume:  
H5: Habit has a positive effect on BI.  
FC refers to the resources and support required from the 
consumer's perspective to use the technology [64, 65, 
65]. As an example, Venkatesh et al., regarding the use 
of mobile Internet, mention possible speed advantages 
that could arise from the nature of the smartphone and 
thus, impacting the embedded voice assistant such as 
Siri or Google Assistant. Consumers who have access to 
such resources are more likely to use the technology 
[65]. Thus, although some research has shown that FC 
is not always the best predictor, we thus propose [54]: 
H6: Facilitating conditions has a positive effect on BI. 
The construct that Venkatesh et al. [64, 65] use in 
UTAUT refers to how relevant caregivers prefer the use 
of a technology by the individual. Thus, SI means that 
the behavior of individuals is influenced by others 
because they indirectly feel pressured to fulfill the 
expectations that are directed to them [20]. By adapting 
one's own behavior, the individual intends to establish 
conformity with his reference group (peer group). 
Depending on the opinion of the peer group, the action 
taken may consist in the acceptance or rejection of a 
particular behavior [4]. Hence, we hypothesize: 
H7: Social influence will influence the BI.  
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 2.2. Impact of the anthropomorphism on digital 
voice assistants    
 
As pointed out, all relationships discussed above are 
based on assumptions and theories regarding the general 
acceptance of technologies. Nevertheless, voice 
assistants differ tremendously from technologies that 
are not based on artificial intelligence, especially in 
terms of human characteristics (e.g., language). Hence, 
in dealing with voice assistants, naming and dialogue 
design do not ignore the personification of technical 
artefacts. Although the concept of artificial intelligence 
is controversial [1], the developers of the systems strive 
to simulate active artificial intelligence also in the 
interaction with voice assistants or to imitate human 
behavior. Since this type of design intends to generate 
positive effects on user perception and because of the 
partly critical view of this practice, we assume that this 
aspect can exert an influence on the acceptance of the 
users compared to voice assistants. That is why we 
specifically intend to investigate the role of 
anthropomorphism in this study regarding the 
acceptance of voice assistants. 
As mentioned, anthropomorphism is defined as the 
tendency to attribute the actual or perceived behavior of 
non-human actors, human characteristics, motivations, 
intentions or emotions [18]. Furthermore,  
anthropomorphizing is based on two fundamental 
causes: Humans are always in search of interaction with 
other people and the classification of environmental 
influences helps to understand them and to keep them in 
control [58]. Therefore, even in interaction with a voice 
assistant, people recognize and apply patterns of 
behavior that they already have in everyday life to other 
individuals. Here, voice assistants are, for example, 
addressed by their name as a wake-up call, which in turn 
is an indicator of anthropomorphism. The design of this 
interaction between man and machine falls into the 
discipline of Human Computer Interaction (HCI), which 
makes dialogue a constitutive element [33]. Thus, 
interactive computing is characterized by the possibility 
of dialogue design between a computer and a machine 
in the form of a seamless question-and-answer behavior. 
This type of design of technical systems is based on 
natural conversations between people and intends to 
adapt them as much as possible. There is a clear 
tendency to not only mimic the structural advantages of 
human interaction mechanisms, but also to adopt other 
elements of human behavior that are not fundamentally 
necessary for the functionality of speech assistants, but 
which offer the potential "of the human user to social 
attributions and to trigger corresponding emotions and 
behaviors " [10]. 
According to Ortony, the creation of a personality is 
an important factor in contributing to the consistency of 
emotional responses [49]. Indications of the positive 
effect of emotion-based design are provided by e.g., 
Becker et al. who conclude that the integration of 
emotions increase the credibility, liveliness and 
personality of an assistant [7]. In terms of affective 
computing, the potential of voice assistants lies in 
recognizing users' emotions in order to provide effective 
assistance [51]. Thus, emotions potentially provide an 
additional channel of interaction [3]. Although the 
development of voice assistants has not progressed far 
enough to establish a connection between the user's 
personality and the speech assistant's created 
personality, there is a presumption in the literature that 
certain matches have a positive effect on the 
relationship. This similarity-based perspective is also 
referred to as the similarity-attraction-effect, according 
to which people feel attracted to others who are similar 
to themselves  [11]. According to Nass and Lee, the 
same effect can also be observed in terms of computer-
generated voices, according to which extrovert 
participants prefer an extroverted voice and introverts 
prefer an introverted voice [46]. 
In general, based on previous reasoning, the most 
natural or realistic design of humanlike conversational 
agents is seen as a desirable goal in research [58]. 
However, the thesis of the Uncanny Valley points out 
that a humanlike design of robots is not always 
experienced as beneficial. The Uncanny Valley 
describes the effect that the humanlike design leads only 
to a certain degree to a positive increase in the 
perceptions of the users, to the point where the similarity 
is so strong that it somehow seems uncanny [44, 45]. At 
this stage, the design of the robot is inconsistent 
because, on the one hand, it is not mature enough to be 
congruent with a real human, but on the other hand it is 
already too advanced to be clearly classified as robotic. 
This creates the situation that the robot cannot 
(immediately) be assigned to a category, so that the 
effect of Uncanny Valley arises. 
In most cases, a well-balanced anthropomorphic 
phenomenon, known as the "persona effect", is believed 
to promote the credibility and perceived usefulness and 
entertainment value of an agent and has a positive 
impact on users' attitudes to the system [38]. It can be 
assumed that this effect also applies to voice assistants 
and exerts an influence on the behavioral intent of the 
users. In addition to the passive attribution of human 
characteristics to voice assistants, the perceived 
anthropomorphism may also be reflected in active user 
actions. This phenomenon is known in research as 
CASA paradigm. As a result, people tend to be more 
responsive to computers than they would to any other 
person, e.g., by maintaining polite manners [47] or 
paying attention to presenting oneself positively [60]. In 
a study by Rickenberg and Reeves regarding 
Page 1389
 interactions with visual agents, users also reacted with 
nervousness to overly intense observation by the agent 
[12]. The interpretation of this behavior as a social 
interaction, however, meets with some critics’ rejection. 
The users responded only to requirements that arise in 
the interaction. In this sense, users only stick to 
interpersonal interaction principles because the situation 
demands it. They act as if, but it never really arises the 
perception that it is a person [10]. Rather, the users are 
always aware that they communicate with or through a 
medium, since a complete immersion is hard to achieve. 
From this perspective, the psychological effect cannot 
be equated with interpersonal interaction [10]. 
However, the psychological effect of 
anthropomorphizing suggests that the transfer of 
interaction principles elicits similar associations as it is 
the case in interpersonal interactions. Here, perceived 
sociability refers to the "perceived ability of the system 
to perform sociable behavior" [29]. The results suggest 
that perceived sociability has an impact on the intent of 
use. Furthermore, it can be assumed that a technical 
system is perceived more vividly by 
anthropomorphization. Lifelike agents offer the 
potential to emotionally appeal to users [6]. To capture 
lifelikeness, we include animacy. Latter is based on 
Piaget's understanding of animation as the ability to 
move on its own, or to react to environmental influences 
[6]. In connection with technical systems it can also be 
applied to "artificial intelligence".  
The findings suggest that voice assistants are 
inherent in a degree of human similarity through the use 
of natural language [58]. Both language as a constitutive 
element of human communication and interactive 
dialogue design thus lead to a personification of digital 
voice assistants. Picard points out, however, that as the 
system becomes more complex, the complexity of the 
user's requirements for the system also increases, so that 
voice assistants, whose design is very human-oriented, 
must also meet these requirements in order to be 
perceived positively by users [52]. First, the similarity 
attraction theory confirms that people are more attracted 
to others when certain similarities exist [11]. Second, 
Osgood and Tannenbaum’s dissonance theory implies 
that people favor a congruence between themselves and 
the object [50], i.e., the voice assistant. Thus, if this fit 
is given, the assistant is perceived more positively, 
which in turn should lead to a higher level of likeability.  
Based on prior reasoning, we thus, use animacy, 
perceived sociability and humanlike fit as appropriate 
constructs for anthropomorphism. There are several 
characteristics, which might influence, for instance, the 
perceived animacy (e.g., agreeableness [5], humanlike 
appearance [55] or volition [48]). However, not all cues 
are necessary to support a perceived animacy. In 
addition, a deeper analysis of human characteristics 
would use dimensions of these main variables anyway. 
In addition, the so-called fit is an important influencing 
factor of "interpersonal" acceptance (e.g., celebrity 
endorsement [21]). Thus, if humanlike elements are 
perceived in the context of voice assistants, a perceived 
harmony of two objects (here assistant and user) should 
positively affect behavioral intentions. 
In summary, we argue that by using these three 
“meta” variables we are able to identify in a more 
holistic approach the impact of a humanlike variables on 
a behavioral intention.  
Finally, the likeability is appropriate to capture the 
positive effects of anthropomorphism [42]. Likeability 
could be interpreted as an affective part of the attitude 
towards an object. Following the three components 
model of attitude, this dimension contains emotions and 
ties to a specific object [57]. In addition, literature shows 
that a positive attitude in turn usually influences the 
behavior of users positively, concluding, that a higher 
level of likeability leads to a higher level of use or 
interaction with the given object, i.e., the voice assistant. 
Based on this reasoning, we hypothesize: 
H8: Humanlike characteristics will positively 
 influence the likeability of voice assistants. 
H9: Likeability has a positive impact on the actual            
             intention to use a voice assistant. 
 
3. Method    
 
In order to test our hypotheses, we conducted a 
quantitative online survey. Beforehand, we conducted a 
pretest to ensure a comprehensibility of the 
questionnaire. 
In order to ensure a preexisting experience of the 
participants with voice assistants, i.e., on a smartphone 
or general smart device, we asked how familiar they are 
with voice assistants, how often they use them or 
watched someone using this technology as well as with 
which assistants they are dealing (Siri, Alexa, Google 
Assistant, Cortana, Bixby or others). Participants with 
no experience at all were excluded from the 
questionnaire. Latter was designed to only include 
people who have already come into contact with the use 
of voice assistants. Finally, 283 (average age was M = 
32.9, 47.1% female, SD = 12.90) random 
undergraduates and participants were acquired, through 
links in university newsletter, in social media and in 
online groups. 
Our operationalization of the measures is based on well-
established scales of current literature. The scale for 
performance expectancy (3 items, e.g., “I find voice 
assistants useful in my daily life.”, α = .93), effort 
expectancy (4 items, e.g., “Learning how to use voice 
assistants is easy for me.”, α = .89), social influence (3 
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 items, e.g., “People who influence my behavior think 
that I should use voice assistants”, α = .95), facilitating 
conditions (4 items, e.g., “I have the resources necessary 
to use voice assistants.”, α = .85) and behavioral 
intention (3 items, e.g., “I plan to use voice assistants 
frequently.”, α = .94) were based on the UTAUT model 
by Venkatesh et al. [64]. The scale for price value (3 
items, e.g., “Voice assistants are good value for the 
money.”, α = .89) was adopted from Venkatesh et al. 
[65]. Since the survey also refers to voice assistants on 
smart phones, which are already pre-installed as 
additional functions, the assessment of the price level 
for those using voice assistants exclusively via the smart 
phone has proved to be problematic. Therefore, the 
option "Do not know" was added as missing value. The 
construct habit (4 items, e.g., “The use of voice 
assistants has become a habit for me.”, α = .80) was 
operationalized by using a scale introduced by Limayem 
et al. [40]. The scale for hedonic motivation (3 items, 
e.g., “Using voice assistants is enjoyable.”, α = .89) was 
based on the work of Kim et al. [36]. All items were 
measured using a 7-point Likert scale (1 = totally 
disagree, 7 = totally agree).  
To evaluate the phenomenon of anthropomorphism, 
perceived sociability (4 items, e.g. “I feel the voice 
assistant understands me.”, α = .86) was measured based 
on a scale by Heerink et al. [29]. Animacy was measured 
using semantic differentials, via 5 items, e.g., how 
"machine-like" or "humanlike" the voice assistant is (α 
= .85) [6]. Likeability (5 items, e.g. “dislike” – “like”, α 
= .90) was measured based on the scale of Monahan  
[42]. In addition, humanlike-fit between the assistant 
and the user (5 items, e.g. “similar” – “dissimilar”, α = 
.90) [8] was examined in terms of people's attitudes to 
human similarity in speech assistants in general. 
Perceived sociability was also measured via a 7-point 
Likert scale, whereas animacy, humanlike-fit and 
likeability were collected using semantic differentials.    
 
4. Results   
  
In order to test the proposed hypotheses, we conducted 
structural equation modelling using SmartPLS. The 
reason for a PLS method is based on the consideration, 
that the research objective is prediction and theory 
extension. Here, the research objective is mainly 
confirming an established model with slight changes. 
The latter is more likely to be achieved by using a PLS 
method than by covariance-based methods [25]. 
The R-squared (adjusted R-squared) of the dependent 
variables reports a high value of .793 (.787) for 
"behavioral intention" and midsized value .394 (.387) 
for "likeability." In addition, variance inflation factors 
(VIF) were tested, all below 4.0 and thus below the 
recommended threshold of 10 [25]. Hence, we conclude 
that multicollinearity is not a problem at all. Finally, for 
all measures, the average variance extracted (AVE) was 
above the cutoff value of .5 [20]. In addition, the 
discriminant validity of the measures was tested, i.e., if 
a construct shares more variance with its measures than 
it does with other constructs in the model. Thus, the 
square root of the AVE exceeds the intercorrelations of 
the construct with any other construct in the model [22]. 
Table 1 reports the results of our estimation. 
Table 1. Report of the results 
 
 
Stand. 
Coef. 
T-
Statis-
tic 
VIF 
Performance Expectancy  BI .317*** 4.993 3.701 
Effort Expectancy  BI -.004ns 0.129 1.388 
Hedonic Motivation  BI .248*** 5.576 2.510 
Price Value  BI .027ns 0.767 1.604 
Habit  BI .331*** 6.803 2.498 
Facilitating Conditions  BI -.038ns 1.086 1.469 
Social Influence  BI -.007ns .0199 1.368 
Likeability  BI .142*** 3.502 1.978 
Humanlike-Fit Likeability .325*** 5.490 1.138 
Animacy  Likeability .279*** 5.011 1.544 
Perceived Sociability  
 Likeability 
.213*** 3.625 1.623 
Note: BI = Behavioral Intention, N = 283, PLS algorithm: 
maximum iterations = 300; bootstrapping procedure: 
cases = 283; Samples = 5000; *significant at p < .05, 
**significant at p < .01, ***significant at p < .001. 
First of all, our results show that not all factors of 
classical technology acceptance also hold true for voice 
assistants. PE is highly significant and influences the BI. 
If the voice assistant is able to adequately fulfill his 
actual function, which is based on the utilitarian benefit, 
then it will positively influence the BI. This effect is 
probably due to the fact that the satisfactory feeling that 
comes with the achievement of the goals of use can 
reach high levels in its intensity which is confirmed in 
H1.  
Surprisingly, H2 is not supported. We were therefore 
unable to establish that there is a connection between PE 
and EE [15]. Unlike previous studies [65] voice 
assistants might be more robust for negative effects by 
user perceived errors. Consciously seen as developing 
technology, this awareness could generally trigger a 
higher acceptance. Thus, some users rate the effort as 
low and some, depending on their common usage 
situation as high. Both facts could lead to this 
unexpected result and no clear significant effect 
direction. 
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 Voice assistants are not only used as a source of 
information or facilitating task completion, but also 
because they are more likely to be considered when the 
interaction is fun [61], which confirms H3. If the users' 
interaction is enjoyable and the users perceive pleasure 
while interacting with the assistants, the usage intention 
increases. 
However, we cannot observe a positive effect of price 
value on BI in our data. Hence, H4 cannot be confirmed. 
This result differs from Xu and Yang [67, 68]. One 
explanation might be that voice assistants are now 
integrated in smartphones and thus, a statement about 
the pure price of the voice assistant might be considered 
difficult. This could be interpreted as a part of 
technology (e.g., gadget), but not as cost related part 
itself. Hence, there might be a difference between the 
perception of the actual costs of the assistant and the 
costs of the carrier technology. Latter is interesting 
because there are standalone devices, e.g., smart 
speakers, where the only purpose is to offer an interface 
to the assistant. 
Finally, hypothesis H5 can be supported. According to 
previous studies [39, 66] habit has a positive effect on 
BI. Users with habitualized behavior tend not only to 
evaluate new successor products, but to adapt them out 
of habit [40], which is an important finding especially 
for companies. The aim should be that users see the 
voice assistant as indispensable in everyday life. 
As Rana et al. [54] have shown that facilitating 
conditions are not the strongest predictor for the BI, in 
our data it even has no significant influence at all on the 
intention to use a voice assistant. Hence, H6 is not 
supported. One explanation might be, that contrary to 
other technologies (e.g., mobile payment), no obvious 
counterparts (e.g., for mobile payments a NFC terminal) 
are needed to use the technology. So, users do not see 
those “resources” as critical. 
Different to previous studies [4, 7, 20, 65] H7 is not 
supported as well. However, one might argue that voice 
assistants could be interpreted as second order product 
and as a part of a lager ecosystem. Contrary, mobile 
phones or services (e.g., Amazon) are first order 
products. Thus, users need a specific phone enabled to 
use a specific voice assistant [56]. Hence, the social 
influence might affect the actual system, e.g., someone 
recommends an Android phone, but not the actual 
intention to use a specific voice assistant. Latter is 
preordained by the system and thus, not directly affect 
by social influence. 
While these results are more or less common with 
previous results regarding technology acceptance, in our 
analyses, we focused also on the impact of the voice 
assistants’ human characteristics and the likeability on 
the behavioral intention.  
First of all, in terms of interaction with digital voice 
assistants, the results show that the more positive the 
interaction is perceived, the higher is consumers’ 
likability of the voice assistant. Thus, is the voice 
assistant perceived as active and lively, the evaluation 
of them increases, which could already be confirmed.  
The positive impact on likeability of a perceived 
humanlike-fit between the assistant and the actual user 
is confirmed. The more similar and fitting the assistant 
is, the more it affects the user, the higher the likelihood 
is that he will like it. In summary, we can confirm H8. 
Moreover, the impact of likeability on BI is highly 
significant and positive. So, it can be postulated that a 
positive impression of the voice assistant has a positive 
effect on the use intension. Thus, H9 can be confirmed. 
According to the CASA paradigm, users transfer 
human interactions and attributes to voice assistants, the 
logical consequence is that the personification is 
important as the study confirmed.  
Based on previous reasoning it is clear that voice 
assistants show human attributes. The results reveal that 
these traits have a positive impact on how digital voice 
assistants are perceived. As a result, better perception 
leads to a greater likelihood which in turn influences the 
users’ intention to use the technology. In summary, 
anthropomorphism plays a significant role and should 
be considered by companies as important influential 
factor and design element of digital assistants. In 
addition, it highlights some future research 
opportunities, such as further research on the interaction 
with speech-based technology.  
 
5. General Discussion and Implications   
 
The main purpose of the present study was to 
investigate anthropomorphism in the context of digital 
voice assistants and to further extend the Venkatesh, et 
al.’s UTAUT2 [65]. The results confirm most of the 
predicted hypotheses and substantiate to take the aspects 
of human characteristics for the actual user behavior in 
context of voice assistants into account. Regarding our 
research questions, our results clearly show that (1) 
anthropomorphism in general plays a role concerning 
the behavioral intention for voice assistants and thus, 
should be considered. Here, (2) a humanlike-fit has 
highest impact on a human driven likeability. By 
addressing a gap in literature, we show that a 
"conservative" view of technology is not sufficient for 
voice assistants, since human characteristics play a 
considerable role for this type of technology. 
Nonetheless, (3) further relevant drivers referring to the 
UTAUT2 model are PE, HEDMOT and habit. 
The fact that voice assistants do not only follow 
human instructions, but also understand, learn and 
adequately respond to them, creates a kind of dialogue. 
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 Based on natural language, this dialogue between man 
and machine should be as authentic as possible. In this 
regard, the results of the study have shown that it is more 
acceptable for voice assistants to be attributed to certain 
human characteristics. Unlike the Uncanny Valley 
paradox, we cannot confirm that humanlike 
characteristics will be evaluated negatively. Contrary, 
our results stress the importance anthropomorphism for 
actual BI for voice assistants.  
In addition to these new findings, the study has shown 
that price value and effort expectancy do not influence 
the intention to use voice assistants. With the 
determinant price value, it could be that smart speakers 
are currently affordable and therefore acquisition costs 
are not so important at the moment. The follow-up costs 
for other devices could be rated higher. In addition, most 
smartphones have already integrated voice assistants 
and therefore a differentiated assessment of the price per 
se is difficult. For this purpose, a further consideration 
would be interesting, in which then the differentiation of 
price perception after stationary devices and voice 
assistants in mobile phones is made. Surprisingly social 
influence and facilitating conditions are not significant. 
The reason for latter could be that integrated voice 
assistants need no further technical counterparts since 
they are part of e.g., mobile phones. Even a stand-alone 
voice assistant only needs an internet connection which 
is standard nowadays or, at least, is not seen as a critical 
resource. With regard to the social influence, assistants 
might be interpreted as second order products. Here, we 
see the necessary device as first order product (for 
instance mobile phone and iOS vs. Android) [56], which 
is influenced by social peers, i.e., the social influence 
does not occur per se on the assistant, but determines 
which can be used. 
The R squared for both variables showed that our 
predictors contribute significantly to the explained 
variance. Nevertheless, additional factors that are not 
covered here, such as the importance of being extensible 
by other devices in smart home technology, or the 
convenience of doing things quickly and easily should 
be investigated. Here, the context in which voice 
assistants are used could be examined to see if additional 
influencing factors need to be considered. Moreover, 
human characteristics might be interpreted and valued 
differently depending on the cultural background [31].  
Hence, multicultural research should be sought to 
ensure comparability, because these human factors 
might be perceived differently. In addition, the features 
that voice assistants have so far been not available in all 
markets, which might impact the perceived usefulness. 
Moreover, in terms of human characteristics and the 
related perception, future research should examine 
whether a male or female voice is more appropriate for 
the context. 
Further research about voice assistants' mistakes, such 
as the misunderstanding of human instruction and more 
effort to reach the goal, could lead to interesting results 
in another study concerning effort expectancy. 
In addition, it would be interesting to differentiate 
exactly which human qualities are perceived as positive 
and thus increase the intention and which attributes have 
a negative impact. Since, to our knowledge, 
anthropomorphism has so far received little attention in 
this context, we believe that we can contribute an 
essential part in the technology acceptance research. For 
future studies on language-based dialog systems and 
advanced artificial intelligence of non-ECAs, the 
UTAUT2 approach should be adapted around the 
confirmed determinants. 
The present study also offers a broad range of 
implications for management. Especially in terms of 
technical functionality, it is important to emphasize the 
usefulness of the voice assistants. In terms of further 
networking via smart home, this field offers great 
potential for further expanding market shares. Once the 
voice assistant has been integrated into everyday life, 
habitualized behavior can manifest itself, making it 
indispensable. Latter might be beneficial for companies, 
because future generations and related devices are rather 
bought without having to be reevaluated [40, 41]. 
Through the impact of performance expectancy and 
habit, increasing application usability and customer 
loyalty is a primary goal in helping to increase usage. It 
can be assumed that with increasing benefits of the 
offer, a foundation will be created that will favor 
habitualized usage scenarios. 
Previous literature as well as the results of the study 
confirm that it is reasonable for companies not only to 
see the voice assistant as an utilitarian object in terms of 
usefulness. Developers should continue to make sure 
that the interaction is fun and enjoyable. Therefore, we 
recommend to develop the hedonistic character with 
interactive games or small features that will delight even 
larger groups. This could enhance the humanity of voice 
assistants, as humor can be identified as a human trait. 
The results have shown that the humanization of voice 
assistants is a successful driver in terms of usage 
intension, which should support our argumentation here. 
We also recommend creating voice assistants in a 
form that users like to communicate with. Courtesy 
forms such as they exist in conversations between 
people, can increase the sympathy, create a positive 
image and ensure that the assistant is perceived as a 
pleasant conversation partner, which will be reflected in 
the end in a positive intention to use. In addition, we 
show that the voice assistant is perceived to be more 
positive if it is more similar to the users and gives a 
coherent overall picture. Here we argue that it is 
important for companies to attribute common positive 
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 human character traits to the voice assistant and have 
them recalled in the appropriate situations. For the 
future, it would certainly be interesting to see that the 
digital voice assistant is equipped with different 
characters and adapts to the appropriate user based on 
various criteria in order to be perceived as similar or 
complementary to the user himself. 
However, our study also has its limitations. First, we 
only considered persons who are frequently in contact 
with digital voice assistants or at least watched someone 
consciously using this technology. Primarily, the 
implications can be only transferred to all people with 
knowledge about this technology. Thus, users with less 
knowledge should be considered in a further study. 
Second, the sample was conducted among consumers in 
Germany and contains primarily students. Prior research 
shows several important differences in personalities 
with respect to technology adoption (e.g., data privacy). 
Latter might also impact the perception of humanlike 
elements and weighting their importance. Thus, further 
research should address these issues.  
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