Contribution to the development of pico-satellites for Earth observation and technology demonstrators by Jové Casulleras, Roger
Contribution to the
Development of
pico-satellites for Earth
Observation and Technology
Demonstrators
Roger Jove´ Casulleras
Ph.D. Thesis Advisors:
Adriano Camps Carmona and Daniel Crespo Artiaga
December 19, 2014
ii
To my wife, Gemma. I’ve received from her much more support, compre-
hension and love than any husband deserves.

Acknowledgements
I would like to express my most sincere gratitude to my two advisors Prof.
Adriano Camps and Prof. Daniel Crespo, as well as, Dr. Juan Ramos for
the trust, patience, dedication, and support they have always given to me.
Thank you all the professors that have cooperated with 3Cat-1 with the
development of subsystems and payloads Dr. Eduard Alarcon, Dr. Pablo
Ortega, Dr. Joan Pons and Dr. Manuel Dominguez.
Thank you also to the PhD candidates Elisenda Bou, Sergi Gorreta and
Mario Iannazzo that are providing their experiments as payloads of 3Cat-1.
3Cat-1 has been a very nice team work project that could have never
been possible without the compromise and dedication of our senior stu-
dents. I would like to express very special thanks to Adria` Ame´zaga, David
Vidal, Roger Olive´, Joan Mun˜oz, Juan Fran Mun˜oz, Carles Araguz, Marc
Mar´ı, Sumit Karki, Albert Bolet, Elisabeth Tremps, Jaume Jane´, Pol Via,
Arnau Solanellas, Vı´ctor Dot, Hernan Ccorimanyia, Alberto Saez, In˜igo del
Portillo, Alberto Sa´nchez, Jordi Serra, Ricard Gonza´lvez, Carlos Garc´ıa,
Vicenc¸ Casadevall, Alfred Pedret, Kattia Flores, Manchun Lin, and Sasha
Surroca.
To the technicians of Theory of Signals and Communication Department,
Joaquim Giner, Ruben Tard´ıo, Albert Marton and Josep Pastor for their
patience and support they have given to me and all 3Cat-1 Team to make
the PCBs and solder components, or manufacture mechanical pieces.
I am not going to forget all the PAE students that have worked on
3Cat-1 for a semester four months long: Horacio London˜o, Yanfang Zu,
Sergi Caelles, Alejandro Ferna´ndez, Luis Berlanga, Anselmo Ruiz, Albert
Albo´, David Bao, Javier Valle`s, Mario Go´mez, Nu´ria Egidos, Nil Vernis,
Javier Jime´nez, Cristian Moreno, Andrea Cucurull, Jordi Oliveras, Borja
Villanueva, Antoni Obiols, Karem Lozano, Clever Coelho, Adrian Castel-
lanos, Alberto Go´mez, David Hurtado, A`lex A´lvarez, Pau Lo´pez, Miquel
vi Acknowledgements
Mart´ı, Alexandru Lungu, Ricard Boada, Lidia Garrucho, Tatsiana Yurush,
Marina Garcia, Ismael Lo´pez, Raimon Paniagua, Pelegr´ı Navarro, Miquel
Torner, Jordi Grabulosa, Xavier Casanova, Dayal Kewalramani, Cesar Col-
mena, Laura Furriols, Patrick James Cara, Andrea Lopez, Salvador Mont-
peat, Gisela Muxella, Jordi Macia`, Melisa Lo´pez, Francisco Herranz, Enric
Juan i Marc Just´ıcia.
Finally, to my office mates and PhD candidates Alberto Alonso, Raul
Onrubia, Jorge Querol, Giuseppe Forte, Francisco Mart´ın, Daniel Pascual,
Hugo Carren˜o and Dr. Hyuk Park.
Barcelona, November 2014
Abstract
The submitted Ph.D. thesis is a contribution to the development of pico-
satellites and nano-satellites for Earth Observation and Technology Demon-
strators. Development of satellites with a mass from 1 kg up to 10 kg has
really boosted during the past 15 years offering large costs reduction with re-
spect to conventional (larger) satellites at compromised performances. How-
ever, these performances are increasing step by step, and their potential is
about to explode.
With 1.3 kg and a volume of 1 liter, 3Cat-1 is the first pico-satellite
class satellite with up to seven different payloads on board: a harvesting en-
ergy powered beacon, a new topology solar cells, an optical sensor, a Geiger
counter, a mono-atomic MEMS oxygen detector, a graphene transistor, and
a Wireless Power Transfer experiment. Additionally, many main subsystems
like the Electrical Power, the Attitude Determination and Control, and the
Communication subsystems have been developed during this PhD. A de-
scription of each subsystem and how they have been integrated under these
constrains are described in this PhD Thesis report. In the subsystems and in
the experiments there are novel concepts and designs that will be explained.
Some have been already published in the technical and scientific literature,
others will be in the near future.
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Chapter 1
Introduction
1.1 The origins of the CubeSat
Started in 1999, the CubeSat Project began as a collaborative effort between
Prof. Jordi Puig-Suari at California Polytechnic State University (Cal Poly),
and Prof. Bob Twiggs at Standford University’s Space Systems Development
Laboratory (SSDL). The purpose of the projects [1] is to provide a standard
to design picosatellites in order to reduce costs and development time, in-
crease accessibility to space, and sustain frequent launches. Developers also
benefit from the exchange of information within the community. A CubeSat
is a 10× 10× 10 cm3 cube with a mass of up to 1.33 kg [2].
The term ”CubeSat” was coined to denote pico-satellites that adhere
to the standards described in the CubeSat design specification. Cal Poly
published the standard in an effort led by Puig-Suari in 1999, while Twiggs
has contributed to the CubeSat community, focusing his efforts on CubeSats
from educational institutions. In 2004, with their relatively small size, Cube-
Sats could each be made and launched for an estimated 90,000$ - 120,000$.
This price tag, far lower than most satellite missions, has made CubeSat an
“affordable” option for schools and universities across the world. Because
of this, a large number of universities, some companies and governmen-
tal organizations around the world are developing CubeSats - between 40
and 50 universities were developing CubeSats in 2004, Cal Poly reported.
Presently, the CubeSat Project is a standard guideline for satellite devel-
opment followed by universities, high schools, and private firms developing
picosatellites containing scientific, private, and government payloads. Figure
1.1 shows different examples of some launched CubeSats.
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(a) Tokyo (Japan) (b) Kentucky (US) (c) Norway Space Center
Figure 1.1: Some examples of CubeSats
1.1.1 The CubeSat Standard
In the late 90’s, picosatellites needed a standard for two reasons: make ac-
cessible to space groups or universities that had no experience on it, and
reduce the cost and development time to bring a mission into space. Both
would eventually contribute to make space missions more reliable and fre-
quent, and make a huge step forward in this field by opening the door to
the universities around the globe to make scientific experiments at relative
lower cost.
The CubeSat standard [2] was made as simple as possible, because the
aim was to focus on the mission itself, not on the implementation of the
standard. Moreover, having a simple standard allows developers to make its
own differentiation, having imposed only structural -regarding measures and
mass distribution-, electrical and operational restrictions - mainly derived
from the fitting of many CubeSats into a launch vehicle.
Although the first standard (which one associates with the CubeSat idea)
is a 10x10x10 cm3 cube, there some variants have appeared as needed. The
standard mentioned is often called a ’1U’ -one unit- CubeSat. However,
this standard allows its scalability typically in 1U increments, so CubeSats
such as ‘2U’ (approximately 20 × 10 × 10 cm3) and ‘3U’ (approximately)
30× 10× 10 cm3), among others, are also possible.
So far, all CubeSats have been always launched into Low Earth Orbit
(LEO). The power available in a CubeSat is too low to launch at higher
orbits in which powerful transceivers are needed to establish communication
with the Earth ground stations, and thrusters are needed to maintain the
orbit and comply with the space debris mitigation requirements [3].
While the first CubeSats where intended to be technological demonstra-
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tors, their complexity and capabilities have rapidly increased, offering a large
variety of possible missions. Table 1.1 shows some of the CubeSats launched
and its mission.
1.1.2 Launch Vehicles
One of the main focuses while developing the standard was to answer the
question: how to make the launch economically affordable for a university?.
On average, launches usually cost several millions of dollars, and it is not
usually worth to spend so much money and effort to send only 1 kg to space.
This is where the community comes into play. By placing several (about 9
to 15 -or lately even more-) CubeSats inside a launch vehicle designed and
developed for a regular satellite -profiting the gaps usually filled for mass
centering issues-, the costs can be enormously divided. By hiring a ‘seat’
in one of those rockets appears a win-win situation: for the rocket builder
perspective, it is an additional income to reduce the launch costs of the
rocket; for the CubeSat designer it is an opportunity to have a relatively
“low-cost” launch to place its satellite in an orbit.
Although this turns to be a great opportunity for CubeSat designers, it
presents two drawbacks:
• The orbit is not defined until the CubeSat is all set and done. This
happens because usually the launch providers offer some places in their
rockets when all other requirements are fulfilled -especially regarding
the main satellite. This implies that the mission has to be feasible
with a wide range of different orbits and this affects the whole mission
analysis - otherwise the designer would have to wait until there is some
vehicle to be launched into the desired orbit.
• The orbit has a lower accuracy than the main satellite, because the
CubeSat is then the secondary satellite, only to be deployed after the
main one.
Figure 1.2 shows some of the launched vehicles used for CubeSat mis-
sions. In one occasion, a Dnepr exploded when it was launched, destroying
all the CubeSats and regular satellites inside.
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Table 1.1: List of launched CubeSats on September 2013 (not comprehensive)
CubeSat Organization Launch Mission Status
CanX-1 UTIAS (CA) 2003-06-30 Technology demonstrator Failed - No signal
DTUSat1 DTU (DK) 2003-06-30 Tether research Failed - No signal
AAU Cube-
Sat
Aalborg Univ.
(DK)
2003-06-30 Imaging
Disconnected on
2003-09-22 due to
battery problems
QuakeSat
(3U)
Stanford U.
(Ca, US)
2003-06-30 Earthquake detector Active
Cute-I
Tokyo Inst.
Tech. (JP)
2003-06-30 Amateur radio Active
CubeSat
XI-IV
U. of Tokyo
(JP)
2003-06-30 Amateur radio Active
CubeSat
XI-V
U. of Tokyo
(JP)
2005-10-27 Amateur radio Active
NCube-2
ARR/NSC
(NW)
2005-10-27 Amateur radio Failed - No signal
UWE-1
U. Wu¨rzburg
(DE)
2005-10-27
Technology / Communica-
tions
Contact lost on
Nov. 2005
GeneSat-1
(3U)
U. Santa Clara
/ NASA
2006-12-16
Biological research & tech.
demonstration
Successful
CSTB1 Boeing (US) 2007-04-17 Technology demonstrator Active
MAST
Tethers Unlim-
ited (US)
2007-04-17 Tether experiments Active
Cute-1.7 +
APD II
Tokyo Inst.
Tech.
2008-04-28
Separation system demon-
stration and Avalanche
Photo Diode sensor experi-
ment
Active
COMPASS-
1
FH Aachen
(DE)
008-04-28
Demonstration of commer-
cial off-the-shelf compo-
nents and taking photos
Active
AAUSAT-II
U. Aalborg
(DK)
2008-04-28
ADCS system & gamma ray
detector
Active
Delfi-C3
(3U)
T.U. Delft
(NL)
2008-04-28
On-orbit testing of thin film
solar cells (TFSC) and au-
tonomous wireless sun sen-
sor (AWSS), Demonstrat-
ing the worlds first linear
amateur radio transponder
Partially active
CanX-2
(3U)
U. Toronto
(CA)
2008-04-28
Technology demonstrator
for formation flying
Active
SEEDS-2 U. Nihon (JP) 2008-04-28
Amateur radio experiments
and preprogrammed mes-
sage sending
Active
PharmaSat
(3U)
NASA Ames &
Sta. Clara
Univ. (US)
2009-05-19
Antifungal countermea-
sures on yeast strains in
microgravity. 96 hour
experiment
Successful
SwissCube-
1
Polytech. de
Lausanne (CH)
2009-10-23 Upper atmospheric science Active
BeeSat
T. U. Berlin
(DE)
2009-10-23
Reaction wheel technology
qualification
Active
UWE-2
U. Wu¨rzburg
(DE)
2009-10-23
ADCS technology demon-
strator
Active
ITU-pSat1
Istanbul T. U.
(TK)
2009-10-23 Imagery, technology Active
Xatcobeo U. of Vigo (SP) 2012-02-13
Measurement of ionizing ra-
diation (RDS), new solar
panel deployment system
(PDM)
Active
CSSWE
(3U)
U. of Colorado 2012-09-13 Space Weather Research Active
PhoneSat
series
NASA Ames
Research Cen-
ter
2013-04-21
Tech. demonstrator using
off-the-shelf smartphones
Re-entered
ESTCube-1 U. of Tartu 2013-05-07 Solar sail test Active
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(a) Long March 2D (b) Dnepr
(c) Minotaur (d) Falcon 9
Figure 1.2: Some launching vehicles used in CubeSat missions
1.1.3 Orbital Deployers
One of the main barriers regarding the fitting of the CubeSats into the
launch vehicle is the deployment. The rocket designers would want some
deployment system -independently designed- that offers some reliability on
the non-interference with the main satellite when launched; something ca-
pable of holding the CubeSat in such a way that even if it somehow breaks
inside the rocket, no other subsystem gets damaged. Therefore, many efforts
have been done to develop a robust, easy to deploy structure for CubeSats.
Cal Poly developed therefore another standard, the Poly-PicoSatellite
Orbital Deployer (PPOD) [4], which is basically a container for CubeSats
to be placed in the in launch vehicles, with a reliable opening mechanism.
The Cal Poly PPOD is made of a spring that pushes the CubeSats to
the outer space. The simplicity of the mechanism is one of the main reasons
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why this standard is so widely accepted, since the simpler the mechanics the
more reliable they are. However, apart from Cal Poly, some other companies
or universities have developed its own deployment mechanism. Pictures in
Figure 1.3 show the satellite deployers from Cal Poly, ISIS and GaussTeam.
The deployment mechanism can be hired at the same time the slot in the
launch vehicle is. It is the responsibility of the launch vehicle company to
decide which deployers are accepted and which ones are not, so in this case
it is important that the deployers are well tested and recognized. Another
advantage of deployers is that they are in charge of the interface with the
launcher, and so the satellite developer has not to take it into account during
the CubeSat design (when very likely the launcher is not chosen yet).
(a) P-POD (b) ISI-POD (c) PEPPOD
Figure 1.3: Different deploying mechanisms
On October 2012, a new CubeSat deployer was tested at International
Space Station (ISS). The JEM Small Satellite Orbital Deployer (J-SSOD)
uses the robotic arm of Japanese ISS Kibo module to deploy the satellites
(see Figure 1.4). Its first fully operational deployment took place on Novem-
ber 2013.
Figure 1.4: J-SSOD launch sequence
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1.2 Institutions and Current Projects
1.2.1 National Science Foundation (NSF)
Founded in 1955, the National Science Foundation (NSF) is a United States
federal agency that supports fundamental research and education in all the
non-medical fields of science and engineering. On 2008, NSF launched the
CubeSat-based Science Missions for Space Weather and Atmospheric Re-
search program.
The overarching goal of the program is to support the development,
construction, launch, operation, and data analysis of small satellite science
missions to advance space weather and atmospheric research. Equally im-
portant, it will provide essential opportunities to train the next generation
of experimental space scientists and aerospace engineers.
To facilitate launch of the satellites as secondary payloads on existing
missions, the focus of the program is on CubeSat-based satellites. Launch
of the satellites is through the standardized CubeSat deployment system,
the PPOD. The launch of the PPOD is carried as an auxiliary payload on
US Department of Defense, NASA, or commercial launches, and arranged
directly by NSF. Thanks to this program, 6 CubeSats where launched until
2013 and other 8 are expected to be launched on 2014 [5].
1.2.2 AMSAT
Radio Amateur Satellite Corporation (AMSAT) is the name for amateur ra-
dio satellite organizations worldwide. AMSAT organizations design, build,
arrange launches for, and then operate satellites carrying amateur radio pay-
loads, including the Orbiting Satellite Carrying Amateur Radio (OSCAR)
series. OSCAR satellites are a series of satellites using amateur radio fre-
quencies to communicate with radio stations. All of them have a unique
callsign. Its purpose is to keep the radio amateur community altogether, so
information and knowledge can be provided worldwide.
3Cat-1 will take advantage of the AMSAT organization, because the
radio amateurs are spread over the globe. This way any radio amateur can
listen to the 3Cat-1 transmissions and therefore provide vital knowledge of
the health of the mission in any time, increasing enormously the coverage.
Therefore, an application will be provided to demodulate the signal coming
from the satellite’s beacon and send it through the Internet.
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1.2.3 ESA Educational Office: Launches of Opportunity
ESA Education Office has provided so far two free of charge launches of op-
portunity for CubeSat missions. The first one took place in the maiden flight
of its new small launch vehicle VEGA. This opportunity was proposed by the
ESA Education Office with the purpose of giving students from European
universities and other educational institutions wishing to pursue a career in
the space domain a valuable hands-on experience. They can take part in
this end-to-end space project including educational activities from design,
integration, verification, launch and operations. The educational payloads
are entirely developed by educational institutions, with advice from ESTEC
experts if requested and deemed appropriate by the Education Office.
On February 2013, a new program called Fly Your Satellite was issued.
Its purpose was to support up to 6 teams whose satellite was already at
an advanced stage of development and able to complete the Flight Model
assembly by June 2013. 3Cat-1 project applied for the program, but unfor-
tunately was finally discarded due to timing issues.
1.2.4 GENSO
Global Educational Network for Satellite Operation (GENSO) is a project
of the European Space Agency (ESA), and it is coordinated by ESA’s Edu-
cation Office. It aims to increase the return from educational space missions
by forming a worldwide network of ground stations and spacecraft which
can interact via a software standard. This will fundamentally change the
way in which these missions are managed, dramatically increasing the level
of access to orbital educational spacecraft, since educational space missions
are often hampered by the relatively small communication windows offered
by their typically low orbits and local ground stations.
GENSO is a software standard which allows each ground station on the
network to communicate with non-local spacecraft and share data with the
spacecraft controllers via the Internet. This will allow for a near global
coverage in communication for every educational satellite launched, greatly
increasing the return from educational space missions and the opportunities
for sending commands to the spacecraft. This can be graphically represented
in Figure 1.5.
The design and implementation work was carried out by a distributed set
of student and radio amateur teams worldwide and with over 80 educational
1.2 Institutions and Current Projects 9
spacecraft currently planned there is a very large demand for such a project.
Unfortunately, during the latest revision of this part of the Thesis (Nov’14),
GENSO project seems to be stalled and its future is uncertain.
Figure 1.5: GENSO coverage as of 2012
1.2.5 QB50 Project
QB50 [6] is an initiative from the Von Karman Institute (Belgium). It has
the scientific objective of studying in situ the temporal and spatial variations
of a number of key constituents and parameters in the lower thermosphere
(90-320 km) with a network of 50 2U CubeSats, separated by a few hundred
kilometers and carrying identical sensors. QB50 will also study the re-entry
process by measuring a number of key parameters during re-entry and by
comparing predicted and actual CubeSat trajectories and orbital lifetimes.
Figure 1.6 shows the orbit of the QB50 constellation.
The lower thermosphere is the least explored layer of the atmosphere:
Atmospheric Explorers were flown in the past in highly elliptical orbits,
carrying experiments for in-situ measurements, but the time spent in the
region of interest was only a few tens of minutes; sounding rocket flights
also provide in-situ measurements, but the time explored is even shorter;
and regular satellite missions with non elliptical orbits are often not feasible,
because of its extremely expensive design and production for a mission to fly
in a region where atmospheric drag limits the mission to few months only.
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In addition to the scientific interest, QB50 has a strong technological
demonstration component. Propulsion systems, absolute and relative navi-
gation, absolute and relative maneuverer execution using distributed actu-
ators, and finally formation flying are technologies to be demonstrated on
QB50 mission. QB50 launch is expected by mid April 2015.
Figure 1.6: Orbit of QB50 mission
1.3 The CubeCat’s roadmap
3Cat-1 is not a single project, but it is the first step of a much more ambitious
space program to acquire the know-how on building small satellites and
explore their possibilities. The expected roadmap for CubeCat missions is:
• 3Cat-1: technological demonstrator, boost educational initiative, in-
tensify space industries cooperation. Launch expected by July 2015.
• 3Cat-2: scientific experiment, GNSS reflectometry and radio-ocultations
/ interferometry studies. Launch expected by end of 2015.
• 3Cat-3: cooperation with Institut Cartografic de Catalunya. Payload:
hyperspectral camera. Launch to be determined.
• 3Cat-4: technological demonstrator, fractionated spacecraft / satellite
formation flying. Launch to be determined.
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1.4 Market opportunities
What started as a simple University challenge to build and launch a satellite
has finally become a commercial growing market. The growth of this market
can be sensed from the evolution of the launched nano-satellites, as can be
seen in Figure 1.7.
Figure 1.7: Launched and expected launches for 1-3 kg satellites
At the beginning, few companies provided components for CubeSats;
the two more important were Pumpkin, Inc. from USA that provided the
CubeSat Kit containing a structure, an on-board computer and a electric
power systems, and Clyde Space that provided an electric power system. As
the pioneer universities started to launch their first satellite, spin-off compa-
nies were created to take advantage and profit of the knowledge generated
(developing the first CubeSat without previous experience can take from 5
to 8 years). Over the last decade, but specially during the last five years,
many companies have been created. Table 1.2 contains a list of suppliers
that work in the CubeSat market.
Future trends
The ”low cost” of a CubeSat-based satellite as compared to conventional
satellites is opening the possibilities of taking commercial benefit from these
satellites. This opportunity is becoming real due to the capability to have
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Table 1.2: List of some CubeSat components and services providers
Name Country Expertise
Pumpkin. Inc. USA
Components provider (CubeSat Kit and its soft-
ware (Salvo RTOS)
Tyvak USA Consulting and full CubeSat provider
ISIS Netherlands
Consulting, full CubeSat provider and launch
provider
Clyde Space UK Electric Power systems
GOMspace Denmark Consulting, full CubeSat provider
Stras Space Canada
Consulting, Attitude determination control sys-
tems
Maryland
Aerospace Inc.
USA
Consulting, Attitude determination control sys-
tems
Princeton
Satellite Sys-
tems
USA
Software and Control Technology. Matlab tool-
boxes
Space Micro USA Consulting, radiation protected electronics
Sequoia Space Colombia
Consulting, full CubeSat provider and launch
provider
Blue Canyon
Tech.
USA
Consulting, Attitude determination control sys-
tems, EPS
Space Flight
Services
USA Launch provider
Aerojet USA Propulsion systems
Berlin Space
Tech.
Germany
Attitude determination control systems,
NanoSats
AAC Microtec Sweden Consulting, full CubeSat provider
Tethers Unlim-
ited
USA Deorbiting systems, deployable solutions
Astronautical
Development,
LLC
USA Communications systems
Gauss Team Italy
Consulting, full CubeSat provider and launch
provider
constellations of satellites that could increase the revisit time over a tar-
get at a reduced cost. This possibility has been detected by both Cube-
Sat providers and conventional satellite companies such as Boeing, Alliant
Techsystems, Hughes, Thales, Surrey Satellite Technologies, and others. As
a result, CubeSat providers are enlarging their platforms while traditional
manufacturers are developing smaller platforms. It has been found a gap in
between 12 and 50 kg that could be covered by CubeSat derivatives with
structures of 6U, 12U and 27U. Their design standards were already pro-
posed by Hevner et al. on 2011 [7]. CubeSat providers and conventional
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satellite manufacturers will probably encounter each other at a satellite mass
around 30 to 50 kg.
Just to give an example, a 20 kg mass satellite orbiting at 400 km could
carry an optical sensor capable to give images with 5 m pixel resolution,
and 80 km × 60 km using Commercial Of The Shelf (COTS) components.
If there was a constellation of satellites that could have a revisiting time
lower than an hour, it would have an immediate application in security and
defense, border control, disaster monitoring, etc. However, such kind of
mission is only economically affordable if nano and micro-satellites are used.
The technology to develop nano and micro satellites is maturing. Ac-
cording to a market study published on February 2013 by Space Works
Enterprises [8], 60% of the satellites launched in the period 2000-2012 were
technology demonstrators. The projections for the next two years (2013-
2015) indicate that these technology demonstrators will have a much lower
relative weight (36%) in benefit of scientific and reconnaissance missions.
Its numbers and distribution are shown in Figure 1.8.
(a) 2000-2012 (b) 2013-2015
Figure 1.8: Micro and nano satellites launched and expected (January 2013)
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Chapter 2
3Cat-1 environment
In this chapter, the environment in terms of general objectives, testing fa-
cilities, and a general description of the satellite are presented.
2.1 Objectives
3Cat-1 is the first project of the Universitat Politecnica de Catalunya -
BarcelonaTech to develop a pico-satellite. Its main scope is to design, im-
plement, assemble, test and launch into a Low Earth Orbit a pico-satellite.
As mentioned in section 1.3, this project has different objectives: techno-
logical, educational, and industrial.
2.1.1 Technological demonstrator
Initially conceived as a simple (and modest) optical Earth observation satel-
lite, 3Cat-1 has become an appropriate platform to perform small scientific
experiments, demonstrate the technologies that it incorporates, and to ac-
quire the know-how to develop CubeSats in preparation of more complex
missions in the future.
This satellite has been designed as a mixture of space or military qual-
ified, COTS, and UPC-designed subsystems, in order to achieve a com-
promise between the risk of failure and the cost, testing them as much as
possible in the lab. The details of the satellite are described from chapter
3, but first of all, a list of components and technologies that are expected
to be demonstrated is presented:
• Digital CMOS camera, to obtain images of the Earth.
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• Electric Power Supply, fully designed by UPC.
• Energy harvesting experiment using thermal gradients. Peltier
cell is used experimentally to feed a beacon signal from the energy
harvested from the thermal gradient between the inner part of the
satellite and the outside.
• CellSat Si solar panels, designed and manufactured in the clean
room Electronics Department, Campus Nord of UPC - BarcelonaTech.
• MEMS-based mono-atomic oxygen detector, designed and man-
ufactured in the clean room Electronics Department of UPC - BarcelonaT-
ech.
• Graphene transistor to be tested in space, co-designed by KTH
(Sweden) and UPC.
• Attitude control subsystem, based on a permanent magnet, a
magneto-torquer, and µ-metals to damp the oscillations.
• Geiger counter, to measure the radiation dose received during the
mission.
• COTS demonstrators: on-board computer, MEMS inertial module
unit, and a radio transmitter never tested in space before.
2.1.2 Educational objectives
3Cat-1 has a very strong educational component. Overall, almost 100 stu-
dents will have contributed to it. It has had two phases: since 2007 until
2012, 3Cat-1 (UPCSat-1 at that moment) started being developed by under-
graduate students who were doing their bachelor thesis on it. However, the
progress was too slow due to the fluctuation of people involved (from 9 to 2)
and the difficulties to transfer the knowledge acquired from one generation
to the next one. Since March 2012, 3Cat-1 is fully involved in the third
year course Advanced Engineering Project. At the end of every Advanced
Engineering Project (AEP) semester, students are offered to continue to
contribute to the CubeCat project in order to support the next semester
incoming students, while at the same time can take advantage of the work
doing their bachelor thesis about any of the topics of the project.
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The Telecom BCN curricula
In this curricula, the first year subject [9] includes a partially guided project
through a complex system, but with low technical difficulty. The second year
project [10] has a higher technical difficulty and emphasizes the modular
structure of complex information and communication technologies systems,
although a working team only develops one of the system blocks. In the third
year course, AEP [11], larger working groups conceive, design, implement
and operate a whole system. During the fourth and last year, individual
students join a research department or company to perform their final thesis.
Some of the students who had this subject last year keep being involved in
it, and perform their bachelor thesis on the 3Cat-1 project.
Advanced Engineering Project subject design
The AEP topic is specific for each degree: electronics, networks, audiovisual
systems, and telecommunication systems. It is performed by larger teams
(9-18 students), and each project is unique. The product or system to be
designed and built in AEP should be complex enough to need its breakdown
in 3-4 subsystems. Then, 3-4 subteams of 2-3 students design, build and
test their specific subsystem and integrate it with the others in order to
complete and test the full system. The course has 12 ECTS (European
Credit Transfer and Accumulation System) which means 300 h of workload
per person along the semester (15 weeks). About two thirds of this time is
devoted to autonomous work, but students also attend seminars (2 hours per
week) and have supervised attendance to the lab 6 hours per week. There are
short seminars (system thinking, intellectual property rights, patent search,
team work, etc.), and longer seminars (several sessions) on how to prepare
a business plan.
The teams make the product specifications from the client requirements
and complete the preliminary design tasks while studying specific topics
about the project. The teams should undergo weekly meetings and three
review meetings with the evaluators.
CubeSats actually include all the subsystems encountered in real satellite
missions and are an excellent teaching platform that includes many areas
of electronics, telecommunications, radio-frequency, computer science etc.
But it also introduces the 3rd year students to the issue of reliability and
testing, since their designs must survive thermal cycling, high vacuum, solar
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Week Tollgate Deliverables
3 PDR: Preliminary Design Review Requirements and specifications
Project Plan
7 CDR: Critical Design Review Reviewed Project Plan
Project Report
13 Preliminary
14 FDR: Final Design Review Reviewed Project Plan
Project Report
15 Project presentation + Demo Poster
Final Report
Weekly Meeting minutes
Lab logbook
Table 2.1: Tollgates and delivarables
illumination conditions at Top of the Atmosphere (ToA), and vibrations as
experienced during launch.
Despite the students reaching the AEP are in their 6th semester, out of
a total of 8 in the degree, some of the required concepts have not yet been
explained or are being explained in parallel subjects. Others, such as testing
qualification, and reliability are barely mentioned in their studies, and hence
this project becomes an excellent way to expose the students to these topics.
To fill the gaps, while at the same time, provide a general overview of many
concepts studied in their degree, during the first two weeks (total 12 h) an
overview of the issues involved in the conception, design, implementation and
operation of real spacecrafts, and in particular CubeSats is provided. The
students are immersed in a short tutorial of spacecraft systems engineering
covering the following topics:
1. Introduction
2. Orbits
3. The Spacecraft Environment
4. Thermal control
5. Attitude control
6. Solar Panels and Electrical Power System
7. Telemetry, Tracking and Command Systems
2.2 Funding 19
8. On Board Data Handling
9. Product Assurance
10. Spacecraft Electromagnetic Compatibility
11. A software tool to manage projects, including dynamic Gantt dia-
grams, detection of critical paths, repository of documentation etc.
From the above list, it is evident now that a large spectrum of the re-
quired expertise falls well within the fields of Electronics and Telecommu-
nications Engineering, which makes the students feel that what they have
studied has a real application.
2.1.3 Industrial cooperation
Due to a number of political and historical reasons, Catalan space sector is
very small as compared to other European countries. However, it has a few
companies that are considered a reference in Spain and some others, smaller
ones that are mainly subcontractors of the larger ones.
Since the beginning of the project, UPC has been seeking for support
to cooperate and hiring testing equipment at prices affordable by the Uni-
versity without much success. As a result, the strategy of NanoSat Lab
has changed from a philosophy of buying space qualified components, to an
strategy of buying commercial components and dedicate the budget to gain
the capability to self-qualify the components. With the objective to support
small and medium enterprises, NanoSat Lab offers nowadays the possibil-
ity to hire hours of testing with the equipment available and described in
section 2.3.
2.2 Funding
Unless explicitly stated, most of the materials and infrastructures have
been acquired thanks to the competitive projects assigned to Prof. Adriano
Camps. The following list pretends to describe the origins of such ambitious
project:
• Shake table, cost: ~140.000 e.
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• Thermal Vacuum Chamber: 2/3 founded by Prof. A. Camps
projects, and 1/3 founded by the return of the overhead of the CRAE/UPC
Institut d’Estudis Espaials de Catalunya. Cost: ~70.000 e.
• Ground Station: founded at equal parts by ETSETB - Telecom
Barcelona and Theory of Signals and Communication Department.
Cost: ~30.000 e(site conditioning not included).
• Helmholtz coils, cost: ~10.500 e.
• Air bearing, cost: ~4.500 e.
• Sun simulator, cost: ~2000 e.
• 3Cat-1:
– On-board computers, communication subsystems, electric power
subsystem, solar panels, PCB manufacturing, satellite compo-
nents, Thermal Desktop license and general lab materials.
– 3Cat-1 launch, sponsored by IEEC. Cost: 89.000 e.
– Crossworks compiler and Peltier material founded by Prof. Juan
Ramos (~600 e).
– Graphene transistor and Wireless Power Transfer Experiment
provided by Prof. Eduard Alarcon.
– CelSat provided by Prof. Pablo Ortega.
– MEMS provided by Prof. Joan Pons and Prof. Manuel Dominguez.
• 3Cat-2: materials and launch supported by Prof. A. Camps National
and EU FP.7 projects.
• Salaries: part of Mr. R. Jove salary has been paid by Prof. A. Camps;
Mr. H. Carren˜o fellowship is being paid by IEEC; Mr. C. Araguz has
been paid by Prof. A. Camps and E. Alarcon Google grant. Finally,
more the 30.000 e have been spent so far in undergraduate students
stipends.
2.3 Testing Facilities
As previously mentioned in section 2.1.3 different facilities have been ac-
quired to qualify satellites and components at NanoSat Lab.
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2.3.1 Shake table
Since January 2013, NanoSat Lab is equipped with a SignalForce air-cooled
shaker from Data Physics (model V400 - DSA 5-10K) [12]. With this facility,
NanoSat Lab is able to do random noise, frequency sweeps, and shock tests
to qualify components and nano-satellites. Table 2.2 shows its specifications.
Parameters Value
Maximum Sine Force 7325 N
Maximum Random Force 5000 N
Maximum Shock Force 21975 N (at 3 m/s)
Maximum Acceleration (Sine) 120 g
Maximum Velocity 1.45 m/s
Rated Travel (peak to peak) 25.4 mm
Armature Diameter 174.5 mm
Armature Mass 5.22 kg
Insert Threads M8
Armature Resonance ±5% 2800 Hz
Frequency Range 0 to 3000 Hz
Static Payload Support 160 kg
Shaker Body Mass 640 kg
Stray Magnetic Field @25mm above table 5 Gauss
Electric Power Consumption 11.4 kV A
Table 2.2: Shaker performances
To add usability to the shaker, different parts have been designed to
test a single unit CubeSat (see Figure 2.2a) and to test a CubeSat Printed
Circuit Board (PCB) in all axes avoiding the need to turn the entire shaker
head (Figure 2.2b).
2.3.2 Thermal Vacuum Chamber
The Thermal Vacuum Chamber (TVAC) was the first space environment
equipment bought for the NanoSat Lab. Its purposes are to test equipment
in high vacuum conditions, as close as possible to the real space environment,
and have the ability to qualify up to 6U nano-satellites, specially to have the
opportunity to do the out-gassing, and the thermal cycling tests required
by launchers. It was designed and manufactured by Trinos Vacuum; its
specifications are shown in Table 2.3.
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Figure 2.1: NanoSat Lab shake table [12]
(a) PCB and 1U CubeSat testing supports (b) Dual PCB testing support
Figure 2.2: Shake table accessories
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Parameter Value
Internal Dimensions φ400× 500 mm
Rotating Platform φ350 mm
Minimum Temperature −196 ℃
Maximum Vacuum (@25 ℃) 10−5 mBar
Maximum Vacuum (@−190 ℃) 10−7 mBar
Emissivity  (@0.2− 12 µm range) ≥ 0.95
Table 2.3: Thermal Vacuum Chamber specifications
The TVAC can be heated by 1 kW infrared lamps and cooled down by
liquid nitrogen fed from a 20 l reservoir. The TVAC is made of two co-axial
cylinders: the outer one is used for structural purposes and to hold the
vacuum, while the internal one is a thermal shroud to re-create the cold sky.
It is darkened in the inside with a high emissivity painting ( > 0.95) and
it is surrounded by a network of pipes through which liquid nitrogen flows.
Furthermore, inside the TVAC there is a rotating platform over which a
2U CubeSat can be spun. The purpose of this platform is to do the final
test of the satellite, completely disconnected from any cable and fed by
a Sun simulator described in section 2.3.3. Some other performances and
connectors are:
• Quartz window (φ213 mm), to allow direct Sun illumination while
performing TVAC tests.
• Germanium window (φ25.4 mm), for thermal infra red and tempera-
ture distribution measurements.
• 1 SUB-D9 pin port, compatible with serial port.
• 2 SMA ports, for RF signals.
• 2 ports with 4 pins for electric feeding purposes ( 1kV , 20 A).
• 1 thermocouple K-type, for temperature monitoring.
Figure 2.3 shows the vacuum pump, heating control on the left, the
internal cylinder, high emissivity wall, rotary platform and infrared lamps
on the center and finally, the liquid nitrogen controls and reservoir on the
right.
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(a) (b) (c)
Figure 2.3: TVAC: (a) note the vacuum pump, (b) the thermal shroud, infrared
lamps, and rotary platform, and (c) the liquid nitrogen reservoir
2.3.3 Sun Simulator
A Sun simulator is also available at NanoSat Lab. It produces the light
equivalent to 1 Sun in the Top Of the Atmosphere (TOA) with an electrical
power consumption of 2 kW , and can go up to 2 Suns at maximum power
(4 kW ). It has been tested and calibrated using an optical visible spectra
analyzer. Figure 2.4 shows the visible spectra of the Sun Simulator directly
measured, measured behind the TVAC quartz windows and both compared
to the Sun measured on ground with the same visual spectra analyzer.
The Sun Simulator can be combined with the TVAC in order to simulate
the effects of the sunlight in the satellite, and to perform the thermal and
power budgets. The sunlight intensity is calibrated by a pyranometer [13].
It is normally placed at 2.5 m respect to the TVAC quartz window to give
1 Sun at the top of atmosphere (∼ 1380 W/m2).
2.3.4 Helmholtz Coils / Attitude Determination and Control
The 3 axes Helmholtz coils is the latest equipment arrived at NanoSat Lab.
They were manufactured by Serviciencia (Toledo, Spain). Controlled by a
programmable power source, it can emulate for example the evolution of the
magnetic field during an orbit. The main applications of this equipment are
testing and calibration of magnetometers, and attitude determination and
control tests (with the air bearing). Their main parameters are:
Combined with the Helmholtz coils, an articulated air bearing by com-
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Figure 2.4: Sun Simulator Spectra
Parameter Value
Dimensions 1390(H) mm× 1309 mm× 1256 mm
Weight 81 kg
Magnetic field / current relation 200 µT/A± 1% per axis
Magnetic field homogeneity Differences < ±1% in φ280 mm sphere
(respect to the center) Differences < ±5% in φ546 mm sphere
Maximum magnetic field 800 µT
Maximum current 4 A
Maximum Temperature 80 ℃
Table 2.4: Helmholtz Coils specifications
pressed air is installed. The system called ULTAS is also provided by Ser-
viciencia and is able to hold tests up to 10 kg (besides the needed counter-
weights). The entire system is non magnetic and allows simulating rotations
under microgravity conditions. The maximum tilting rotation is 60◦.
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Figure 2.5: ULTAS with the Helmholtz coils and a dummy CubeSat from Servi-
ciencia [http://www.serviciencia.es]
Chapter 3
Mission Analysis and Design
This chapter analyzes the feasibility of the mission and the 3Cat-1 design
requirements.
3.1 Mass budget
The CubeSat Design Specifications [2] guideline limits the mass of the satel-
lite to a maximum weight of 1.33 kg. 3Cat-1 was designed to be under 1 kg
to have safety margins to add shielding and balance the center of masses,
which must be within a 1 cm radius sphere around the geometrical center [2].
Table 3.1 shows the masses of 3Cat-1 in its flight model configuration
(FM). Its total mass is 1322 g. However, satellite mass excluding balancing
and shielding is as low as 790 g. It has allowed the possibility to change
aluminum shielding by brass shielding, much denser, but better for shielding
purposes. Additionally, while aluminum is extremely difficult to solder, brass
can be easily soldered so balancing weight masses can be soldered on it.
3.2 Orbits considered
As 3Cat-1 will be launched as piggy-back, its mission has been designed
in order to avoid being too dependent on the orbit. According to the op-
portunities commonly offered by launch providers two different orbits are
analyzed: a LEO polar orbit, and the ISS orbit (see Table 3.2). Both of
them must comply to the requirements to satisfy 3Cat-1 mission.
A 600 km polar orbit is considered and estimated as possible. This type
of orbit offers coverage over the entire globe so it is preferred to be able to
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Table 3.1: Mass budget
System Weight [g]
1U Structure 154
Solar panels 169
Communication Flight Model 57
5th floor Flight Model 111
EPS 61
Batteries 75
On-Board Computer 63
5th floor PCB 100
Shielding 432
Balancing (aprox.) 100
Total 1322
Table 3.2: Orbits considered
Orbit Inclination Altitude
SSO 97, 8◦ 600 km
ISS 51, 65◦ 420 km
test the experiments in all the regions of the Earth, including the poles. On
the other hand, ISS does not cover the poles, but it is much more accessible
in terms of launch opportunities. Figure 3.1 shows the surface of the Earth
covered for one day in orbit for typical Sun-Synchronous Orbit (SSO) and
ISS orbits.
3.3 Orbit lifetime
The orbits considered for 3Cat-1 are LEO, therefore sooner or later 3Cat-
1 will reenter, and burn into the atmosphere. Orbit lifetime is used to
predict how long the satellite will orbit around and affects the duration of the
mission, but it is of special interest to contribute mitigating the increment of
space debris orbiting around the Earth. On 1978, Kessler and Cour-Palais
alerted the scientific society against the risk of creation of a debris belt and
proposed some guidelines to delay the formation of such a belt [14]. On 2007,
the Inter-Agency Space Debris Coordination Committee (IADC) published
a report [3] in which it was proposed that LEO satellite orbit lifetime shall
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(a) International Space Station orbit
(b) 600 km Sun-Synchronous Orbit
Figure 3.1: ISS and SSO ground tracks for a single day. The blue outline over
Europe and the North Africa corresponds to the ground station visibility
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be lower than 25 years.
To calculate this orbit decay time, the drag coefficients are estimated
according to [15], and using the appropriate toolbox of Systems Tool Kit
(STK) with the following parameters and assumptions:
• Drag Coefficient = 2.2, estimated according to Oltrogge [15].
• Reflection Coefficient = 1, assuming the satellite is absorbing the solar
radiation pressure.
• Drag Area = 150 cm2, approximation considering the deployable an-
tennas and coils.
• Area Exposed to the Sun = 150 cm2, same as before.
• Mass = 1.3 kg.
• Atmosphere Model: NRLMISE 2000 [16], one of the different models
considered and proposed by Oltrogge [15].
Table 3.3 shows the expected orbital decay time for all the orbits con-
sidered. It can be appreciated that the Sun-synchronous orbits are slightly
above the guidelines proposed by the IADC. At the moment this thesis is
being written, the final orbit of the satellite is not known yet. However,
these results already show that 600 km are the maximum possible orbit
altitude. As IADC space debris mitigation report is a guideline (not yet
compulsory), it is being analyzed if it may present a problem to commission
the satellite. If it is so, extended surfaces will be added at the tip of the
antennas to increase slightly the drag area and the drag coefficient of the
satellite. On the other hand, if the satellite is deployed at ISS orbit, the
mission will be very short, only 215 days.
Orbit Decay time
ISS 215 days
SSO 6 a.m. - 6 p.m. 26.5 years
SSO 9 a.m. - 9 p.m. 26.2 years
SSO 12 a.m. - 12 p.m. 27.3 years
Table 3.3: Orbit decay time
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The evolution of the orbit decay time of ISS orbit and SSO 6 a.m. - 6 p.m.
are shown in Figure 3.2. It can be appreciated that it decays exponentially,
very slow at the beginning and very fast at the end of its life.
(a) Orbit decay at ISS Orbit
(b) Orbit decay at Sun-Synchronous Orbit 6 a.m. - 6 p.m.
Figure 3.2: STK results for the evolution of the orbit decays as a function of the
time
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3.4 Link and data budget
The access time and the link budget are additional requisites to determine
the amount of data that can be downloaded from the satellite. It is necessary
to know these values in order to dimension correctly the experiments to be
performed.
The access time is calculated respect to the ground station placed in
Barcelona Campus Nord (41.3873283, 2.113391), using the STK simulation
software. Table 3.4 shows the results for the two types of orbits considered
calculated for one month of mission.
Table 3.4: Access times for the orbits considered during one month
Orbit Min [s] Max [s] Avg [s] Total [s]
600 km SSO 96 772 604 102771
400 km ISS 38 642 558 117289
As it can be seen, the SSO has longer passes while the ISS orbit passes
are shorter. However, ISS orbit has a higher accumulated total access time.
The distribution of these passes is shown in Figure 3.3.
Figure 3.3: Access time distribution over one month
From the distribution shown, it can be appreciated that total time access
is not very dependent on the orbit. So, the power budget is still the most
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limiting constraint when dealing with orbit selection.
After having studied the accesses times, the link budget is calculated
assuming the following requirements:
• Maximum distance between the satellite and the ground station of
2900 km, considering an elevation of the ground station antenna of 0◦
and the satellite orbiting at 600 km high.
• Transmission frequency: 437 MHz.
• Modulation: GFSK.
• Data rate: 9600 bps.
• Satellite antenna gain: 1 dBi.
• Satellite internal transmission losses (Lc = 2 dB).
• Satellite transmitted power (33 dBm) [17].
• Ground station antenna gain: 14 dB [18].
• Ground station receiver sensibility: −110 dBm [19].
The basic link budget equation, expressed in decibels, can be written as
the logarithmic form of the Friis transmission equation, including the losses
[20].
Pr(dBm) = Pt(dBm) + Gains (dB)− Losses (dB)
= Pt(dBm) +Gt(dB) +Gr(dB)− LFS(dB)− LM (dB)
(3.1)
where,
– Pr is the received power,
– Pt is the transmitted power,
– Gt is the Gain of the transmitter antenna,
– Gr is the gain of the receive antenna,
– LFS is the free space path loss and,
– LM are the Miscellaneous losses like polarization mismatch.
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If λ = wavelength, c = speed of light, f = frequency, and R = distance
between the transmitter and the receiver, the Friis free space transmission
path losses is calculated according to:
LFS =
(
λ
4piR
)2
=
(
1
4piR
· c
f
)2
= 154.2 dB (3.2)
Once the path losses are known, the satellite equivalent isotropically
radiated power (EIRP) is calculated as:
EIRP = Pt − Lc +Gt = 32 dBm (3.3)
Then, the power finally received is:
Pr = EIRP − LFS +Gr = −108.2 dBm (3.4)
If the result on equation 3.4 is compared to the receiver sensibility, then
it can be appreciated a margin of 2.8 dB on the received power in a worst
case scenario. However, as soon as the antenna is at 5◦, and the satellite is
at 2300 km, this margin is already increased up to 3.6 dB and a received
power of −104.6 dBm.
Once the link budget is warranted, and the access times are known, the
data budget can be calculated. Considering an efficiency in the protocol of
90% at 9600 bps (1.2 kB/s), the average data downloadable, maximum data
downloadable in a single pass, and the accumulated downloadable during one
month are shown in Table 3.5.
Table 3.5: Data downloadable
Orbit Pass avg. [kB] Best pass [kB] 1 month [MB]
600 km SSO 652 833 110
400 km ISS 669 770 140
The data generated by the satellite depends on the subsystem to be
tested, so the scheduled activity will have to respect the power capabilities
of the satellite, and the data download limitations. At the beginning of the
mission, the experiments planned to test the degradation in space will have
the maximum priority until a minimum knowledge about their behavior
is acquired. That applies specifically to the graphene transistor, and the
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MEMS monoatomic oxygen detector whose behavior under radiation is still
unknown. The data generated by each subsystem, and the desired measuring
frequency are shown in Table 3.6.
Table 3.6: Data generated
System Desired periodicity Data bytes
Camera (max.) under request 50000
WPT 60 min 4025
Graphene 60 min 2029
MEMS 60min 60
ADCS under request 46
Magnetometer under request 40
Geiger Counter 60 min 10
CelSat 60min 16
House keeping 1min 108
Total 56334
If the results on Table 3.6 are compared to the ones on Table 3.5, it can
be seen that the minimum requests in terms of data budget can be largely
satisfied. Once the satellite will be under operation conditions its scheduled
activity will be modified under request by the appropriate telecommand.
3.5 Thermal analysis
The thermal analysis is used to estimate the temperatures the satellite will
face. The solutions applied to control the temperature of the satellite are
mainly focused in keeping the temperature of the satellite as stable as pos-
sible and the batteries above 3 ℃. The global temperature depends only
on the thermal radiation properties, while the internal parts depend on the
thermal conduction between mechanical parts, and the thermal radiation
inside the satellite.
To perform this analysis, the software Thermal Desktop ® from Cul-
limore & Rings is used [21]. It is a very powerful tool to perform thermal
radiation and conduction analysis without convection heat exchange. The
considerations used to analyze 3Cat-1 are:
• Space environment: the heat Solar flux is considered at 1354W/cm2,
Earth albedo 0.35, and the firmament at 2.3 K.
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• PCB: all the PCBs of the satellite are four layers. Its specific heat
and thermal conductivity have been pondered according to the fiber
glass and copper mass they have. The optical properties are the ones
of graphite epoxy.
• Solar panels: one of the six faces has the CelSat Silicon solar cells,
the other five have Spectrolab solar cells made with GaAs technology.
The external part of the solar panels PCB are gold coated while the
internal optical properties are kept those of the graphite epoxy.
• Structure: the structural material is aluminum coated with tedlar
black (optical properties).
• Heat loads: there are no heat loads inside the satellite. But, there
is a single exception: 1.25 W battery heater is present, and it is only
turned if the batteries temperature falls below 3℃. In this case, the
heater is automatically switched on until the temperature reaches 5℃.
Its effects on the thermal distribution can be appreciated in Figure
3.4.
• PCB components: the electronic components mounted over the
PCB are not considered individually, and their masses are uniformly
distributed over the PCB.
The thermodynamic and optical properties of these materials are shown
in Table 3.7 and Table 3.8.
Table 3.7: Thermophysical properties [22]
Material Conductivity [W/m/K] ρ [kg/m3] Cp[W/kg/K]
Aluminium 2400 2694 900
GaAs 550 5317 5317
Si 148 2330 350
PCB 33 (X, Y); 0.27 (Z) 2200 603
The three orbits considered at the beginning of this chapter are analyzed:
51◦ inclination circular orbit representing the ISS orbit, and 600 km with
beta angle 0 and 90◦ representing the 12 a.m. - 12 p.m. and 6 a.m. - 6 p.m.
Sun Synchronous orbits. The temperature of each subsystem is analyzed
and shown in Figure 3.5. Note on Figures 3.5 a and b, that the Electrical
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Battery heater
Figure 3.4: Thermal distribution for Sun-Synchronous Orbit (β = 0◦)
Table 3.8: Optical properties [22] [21]
Material Absortivity (α) Emissivity ε α/ε
Graphite epoxy 0.93 0.85 1.094
GaAs 0.88 0.8 1.1
Si 0.75 0.82 0.915
Gold 0.25 0.04 6.25
Tedlar black 0.94 0.9 1.044
Power Subsystem (EPS) battery heaters are running in hysteresis mode to
prevent having the batteries frozen. On the other hand, Figure 3.5 c shows
a much stable thermal behavior of the satellite for the SSO with β = 90◦.
Additionally, all of the subsystems (and especially the EPS) are over 290 K.
Table 3.9 shows the maximum and the minimum temperatures for each
one of the elements analyzed. It can be appreciated that SSO with β = 0◦
(closely followed by the ISS orbit) has extreme temperature cycling with
temperature excursions up to 50 ℃ for the solar panels, while it is reduced to
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less than 30 ℃ for the internal layers. On the other hand, SSO with β = 90◦
is thermally very stable with temperature excursions below 15 ℃ for the
solar panels and 5 ℃ for the internal layers.
Subsystem
ISS Orbit 600 km (β = 0◦) 600 km (β = 90◦)
Max [K] Min [K] Max [K] Min [K] Max[K] Min [K]
WPT-GFET 292.6 270 292.1 268.6 300.8 295.8
OBC 291.9 271.5 291.3 268.6 300.7 295.9
EPS 291.7 276.1 291.1 276.1 300.7 295.9
MEMS 292.7 270.1 292.1 267.4 300.8 295.7
COMMS 294.4 265.7 293.9 263.9 301.5 294.7
SpectroLab 303.4 251 305.3 249.6 304.5 290.5
CelSat 303.4 251.1 305.4 249 304.6 290.5
Table 3.9: Maximum and minimum temperatures
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(a) ISS orbit
(b) 600 km Sun-Synchronous Orbit, β = 0◦
(c) 600 km Sun-Synchronous Orbit, β = 90◦
Figure 3.5: Thermal analysis results
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3.6 Power budget
The power budget is the balance between the power that is consumed, and
the one that can be generated by the satellite. The power generated depends
on the orbit, the solar panels available, their relative orientation respect to
the Sun, and the efficiency of the devices to transform and save the collected
energy.
As it can be seen in Table 3.10, the sunlight changes as a function of
the orbit. Note than the only orbit that has 100% sunlight is the SSO
6 a.m.−6 p.m.. On the other hand, the ISS orbit presents the worst scenario,
with sunlight available for the 63% of the orbit period.
Table 3.10: Sunlight for the orbits considered
Orbit Sunlight
600 km SSO 6 a.m.− 6 p.m. 100%
600 km SSO 9 a.m.− 9 p.m. 70%
600 km SSO 12 a.m.− 12 p.m. 64%
400 km ISS 63%
However, not all the sunlight can be converted into electricity. It also
depends on the perpendicular projection of the solar panels with respect
to the Sun, and their efficiency. 3Cat-1 has a total amount of 92 TASC
Spectrolab cells [23] with a 27% of nominal efficiency that provide 91% of
the overall energy, and 11 UPC CelSat with 12% efficiency [24] that provide
the remaining 9% of the energy. In addition, the efficiency of the direct solar
power conversion to the unregulated power bus of the EPS can be initially
assumed as 90%. This is giving us the available power. Its values and the
orbit average power are given in Table 3.11.
Table 3.11: Power generated by solar cells
Orbit Peak Power [W ] Avg. Power [W ] Avail. Power [W ]
SSO 6 a.m. - 6 p.m. 2.5 2 1.8
SSO 9 a.m. - 9 p.m. 2.5 1.4 1.26
SSO 12 a.m. - 12 p.m. 2.5 1.27 1.14
ISS 2.4 1.25 1.12
Regarding the power consumption, it has to be considered the steady
state power consumption (discarding system transients) for each subsystem
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and how long this subsystem is on. Peak consumptions due to transient
regimes are left to the subsystems, and dealt by the EPS.
Table 3.12: Power consumption for each subsystem
Subsyst. Task Duration I (mA) V (V) W (mW)
OBC
Active If State Of Charge normal 70 5 350
Standby If SOC low 40 5 200
Comms
Send Transmission time 800 5 4000
Recieve 10s every 60 s 18.1 3.3 59.73
Beacon 11s every 60 s 14 11 154
ADCS
AD 20s every 60s 12.1 3.3 39.93
CS 4-50 min 150 5 750
EPS
Pwr mng Allways on 8 3.3 26.4
Deploy Ant. 1 min 500 5 2500
Deploy WPT 1 min 500 5 2500
Batt. heater Temperature dependent 250 5 1250
Payload
Camera 10 s per orbit 100 5 500
Geiger 120 s per orbit 25 5 125
MEMS 60 s per orbit 30 7.4 222
WPT 10 s per orbit 38 7.4 280
Gfet 60 s per orbit 28 7.4 210
This power consumption is used to simulate what would be a realistic
mission duty cycle. This simulation considers the following scenario:
• The On-Board Computer (OBC) is always active.
• COMMS transmission according to the access times (average 10 min).
COMMS reception and beacon duty cycled.
• Attitude Determination is duty cycled. Active control on only for
4 min.
• EPS always on. Battery heaters activated according to the tempera-
ture requirements.
• Deployment of the antenna at beginning of the mission and the Wire-
less Power Transfer (WPT) are discarded.
• Payloads run once per orbit.
The scenario is analyzed for the best and the worst cases of sunlight.
Figures 3.6 a and b show the power consumption for an ideal duty cycle of a
SSO 6 a.m.− 6 p.m. and the evolution of the battery State Of Charge (SOC).
Note that the state of charge decreases if there is an active transmission to
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the Earth, otherwise, the satellite gets enough power to run without needing
any extra power from the batteries.
(a) Power consumption
(b) Battery State Of Charge
Figure 3.6: Power consumption and battery SOC for a SSO 6 a.m. − 6 p.m.
On the other hand, the SSO 12 a.m. − 12 p.m. is also considered.
Figures 3.7a and 3.7b show the power consumption for a duty cycle of a
SSO 12 a.m. − 12 p.m. . Note that it is impossible to transmit at each
time access because otherwise the power stored decreases continuously. It
is mainly due to the combination of less power income and more power
consumption, specially due to the presence of the battery heaters which for
this type of orbit must be switched on.
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(a) Power consumption
(b) Battery State of Charge
Figure 3.7: Power consumption and battery SOC for a SSO 12 a.m. − 12 p.m.
3.7 Radiation analysis
A basic radiation analysis is provided in order to evaluate potential problems
that 3Cat-1 can face related to the space radiation environment. To proceed
with this analysis, the steps proposed by D. Sinclair and J. Dyer [25] are
followed using Spenvis [26].
The orbit analyzed is the 600 km SSO beacause it is the one with a
harsher radiation environment. The mission duration has been considered
to be one year. Nowadays it is impossible to know which is the solar cycle
status so a worst case scenario is taken. The trapped electron scenario is
worst at solar maximum, and paradoxically the trapped protons are worst
at solar minimum power. So, both cases are taken into account in order to
have a conservative scenario.
The inputs for the scenario environment are summarized in Table 3.13.
From the output of Shieldose-2 model, it is possible to analyze the effect
of the Aluminum shielding. As it can be seen in Figure 3.8, 1mm thickness of
aluminum is capable to absorb at least one order of magnitude the electrons,
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Table 3.13: SPENVIS Environment Inputs
Coordinate
Generators
Spacecraft
trajectories
1 mission segment
1 year mission
600 km SSO
Start October 2014
0600 local ascending node
Radiation
Sources and
Effects
Trapped proton AP-8 model [27], solar minimum
Trapped electron AP-8 model , solar maximum
Short term
solar particles
CREME-96 model [28], worst week
Ion range: H to U
Long term
solar particles
ESP - PSYCHIC (total fluence)
Ion range: H to U
Confidence level: 80%
Galactic
Cosmic Rays
ISO-15390 model
Ion range: H to U
Solar activity data: mission epoch
Ionizing dose
for simple
geometries
SHIELDOSE-2 model [29]
Center of Al spheres
Silicon target
the effects of a cosmic ray impact (“bremsstrahlung”), the protons from the
Van Allen belt (”trapped protons”), and the solar protons (originated by
solar flares).
Additionally, the degradation of the solar cells can be calculated as a
function of the total dose received. Table 3.14 shows the radiation dose
accumulated for the Spectrolab 3J [30] solar cells during one month. These
solar cells are made with the same technology as the Spectrolab TASC used
in 3Cat-1 mission. The total dose in Table 3.14 is the sum of the contribu-
tions of the trapped electrons, the trapped protons, and the solar protons
that affect the maximum power, the open circuit voltage and the short cir-
cuit current of the solar panels. This total dose is expressed as a function
of the coverglass thickness.
The values obtained must be compared to the ones provided by the
manufacturer. Figure 3.9 shows a capture from the data sheet from the
manufacturer. Note that if there is no coveglass, after one month exposed,
the maximum power of the solar cell will be 84% respect to the original one,
and after four months of mission, the maximum power will be reduced to
half the original one. Using a minimum coverglass thickness of 100 µm is
3.7 Radiation analysis 45
Figure 3.8: Aluminum radiation shielding absorber
Table 3.14: Spectrolab 3J total 1 MeV equivalent electron fluences [cm−2]
Coverglass thickness Total
[
cm−2
]
g/cm2 µm Pmax Voc Isc
0.0000 0.00 5.022E + 15 5.411E + 15 2.183E + 15
0.0056 25.40 1.346E + 14 9.540E + 13 7.444E + 13
0.0168 76.20 4.666E + 13 3.215E + 13 2.370E + 13
0.0335 152.40 2.226E + 13 1.554E + 13 1.123E + 13
0.0671 304.80 9.999E + 12 7.417E + 12 5.022E + 12
0.1118 508.00 5.270E + 12 4.434E + 12 2.560E + 12
0.1676 762.00 2.902E + 12 2.620E + 12 1.412E + 12
0.3353 1524.00 1.369E + 12 1.385E + 12 6.404E + 11
strongly recommended. The effect of the radiation on the CelSat UPC made
solar panels is presented in Chapter 10.
Finally, the bit error rate due to Single Event Upset (SEU) for electronic
components is estimated. The device used for this estimation is a Samsung
16M DRAM, one of the most modern electronic parts from the ones available
at Spenvis database. Its performances were published by Petersen in 1998
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Figure 3.9: Radiation degradation of Spectrolab 3J (from [30])
[31]. Table 3.15 shows the single event upset rates for Samsung 16M DRAM.
Table 3.15: Single Event Upset rates
Effect bit−1day−1 bit−1year−1
Direct ionization 2.6363E − 03 0.962
Proton induced ionization 2.2637E − 05 8.26E − 3
Total 2.6590E − 3 0.97
Additionally, Figure 3.10 shows the distribution of the SEU rate over
the world obtained from Spenvis.
Figure 3.10: World distribution of the SEU rate
From the results obtained, it can be seen that there it is likely that a
logic device (eg. a RAM memory or any micro-processor) has at least a SEU
over the year. Then, the satellite has high chances to be hanged during the
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mission. To reduce this possibility the shielding of the device is increased
by replacing the Al shielding by brass shielding behind the solar panels. It
has higher density, and higher atomic number so it offers better shielding
to the satellite. Additionally, it can be soldered in the lab, therefore extra
balancing masses can be added easily attached to the shielding. Finally, a
hard reset in the EPS is added in order to have extra redundancy in the
system. This hard reset is explained in Section 5.5.
3.8 Conclusions
Among the three orbits analyzed, the most suitable one for 3Cat-1 is the po-
lar Sun Synchronous Orbit with local time of ascending node 6 a.m. - 6 p.m.
This orbit offers the best power budget scenario and the best thermal stabil-
ity. If the final orbit were different, more conservative scheduling scenarios
shall be considered as the energy input is lower while the consumption is
increased due to the usage of battery heaters.
As just mentioned, the radiation analysis suggest the implementation of
a hard reset to prevent electronic single event upsets, and the protection of
the solar panels using at least 100 µm of coverglass.
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Chapter 4
3Cat-1 general description
3Cat-1 is a single unit CubeSat-based satellite. As previously described in
Section 2.1.1 it has different payloads and components to be tested in a
highly restricted volume. In this section, the initial approach to develop the
satellite and a general overview over the system are provided for a better
understanding of the following chapters.
4.1 From the CubeSat Kit to a full custom design
Since the beginnings of this project in 2007, many problems have been en-
countered in the long way to have 3Cat-1 ready to launch. 3Cat-1 started
with the criteria to buy CubeSat standard parts to integrate them with
different payloads which originally were going to be only an optical VGA
camera, a MEMS system with a polymer to be determined, UPC designed
solar cells in one of the faces, and a brushless DC motor as spin attitude
control. That would give the basic knowledge of satellite manufacturing to
later prepare more ambitious missions.
Following this criteria, the CubeSat Kit from Pumpkin Inc. was acquired
in 2008. It had the Pumpkin structure, an OBC development board, 2
OBC flight modules, and an EPS board compatible with the CubeSat Kit.
Additionally, the full version of SalvoRTOS with the source code and the
Crossworks compiler were acquired.
The first surprise did not took long time to appear: Pumpkin EPS was
not a flight module. As mentioned in [32], this board performs some of the
essential functions of a EPS, but is not intended for use in space due to the
losses in its linear output stages, the use of relays, and the lack of a solar
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panel interface. Then, it was decided to acquire a “space qualified” EPS
from Clyde Space Ltd., Scotland. Unfortunately, this EPS never worked.
Two weeks after receiving it the batteries had already inflated (Figure 4.1)
due to an excessive discharge originated by a current leakage that appears
to be a common problem of this EPS.
Figure 4.1: Clyde Space EPS batteries inflated
While a new EPS was being designed, the project continued focused on
the integration of the payloads with the OBC with the cooperation of under-
graduate students. The software to control the DC motor, a flash memory
and the camera had already been implemented when suddenly the OBC de-
velopment board crashed. From one day to the other one, all the software
had to be discontinued. It was impossible to determine what was going
wrong and acquiring a new development board would cost 1500$. However,
at that moment it had already seen that having a single development board
using a non-popular operating system (SalvoOS) was a serious bottle neck
that had to be solved. At that moment, it was decided to change the OBC
to a single board computer running Linux that could get support from the
OpenSource community, and the PortuxG20 Single Board Computer (SBC)
was finally selected.
Finally, it appeared some problems with the ground station which had to
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be compatible with the GENSO network, but the development of this net-
work seems to be stalled. In addition, the Terminal Node Controller (TNC)
was not able to decode properly so an almost full custom ground station was
implemented using a Raspberry Pi SBC. For 3Cat-2 and -3 missions an ad-
ditional parabolic dish antenna will be installed in the Department of Signal
Theory and Communication, at D3 building Campus Nord, Barcelona.
4.2 Structure
As just mentioned at the beginning of the project, a Pumpkin structure was
purchased with the CubeSat Kit. However, the final flying structure is the
ISIS CubeSat structure. Both structures are shown in picture 4.2. The main
differences between them and the reasons of this final choice are:
• Kill switches: kill switches are the main reason of choosing ISIS
CubeSat structure because this structure has two kill switches. This
condition was imposed by the European Space Agency (ESA) and
was mandatory to be able to apply to the ESA launch opportunities
campaigns that were scheduled with the Vega maiden flights.
• Shell: the shell is very different in each structure. The design of the
Pumpkin structure is solid in four of the faces so, the satellite sub-
systems can be plugged in and taken out without disassembling the
structure. On the other hand, the ISIS structure has to be disassem-
bled every time a PCB has to be replaced.
• Shielding: the faces of the ISIS structure are filled with 0.6mm alu-
minum plates that protect the satellite against part of the radiation.
4.3 Systems distribution
3Cat-1 subsystems are distributed in five large blocks: On-Board Com-
puter (OBC), Electric Power Subsystem (EPS), Communications Subsystem
(COMMS), Attitude Determination and Control Subsystem, and Payloads.
At the same time, each subsystem is decomposed into other smaller subsys-
tems. Figure 4.3 shows a general block diagram of 3Cat-1, and how each
subsystem (block) depends on the other ones.
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(a) Pumpkin structure (b) ISIS structure
Figure 4.2: CubeSat structures
3Cat-1 subsystems are distributed in a sandwich configuration as it can
be seen in the CAD design of figure 4.4. It has 5 layers of PCB (“floors”).
Three of them are dedicated to critical systems (OBC, EPS and COMMS),
while the other two are dedicated to payloads, and other non critical systems
for the mission. The following paragraphs describe what is the content of
each layer.
1th floor - Communications
The first floor contains the communication subsystem: the transceiver, the
beacon, and the RF part of the Peltier beacon. It is placed on the top in
order to have the less satellite structure interfering the communications as
this PCB will be towards the Earth in the Northern hemisphere. This PCB
has a 2 cm hole where an optical sensor passes through.
2nd floor - ADCS and payloads
This PCB has the attitude determination and control subsystem, as well as
different payloads: the optical sensor, the Micro-Electro-Mechanical System
(MEMS) mono-atomic oxygen detector and, the Geiger counter to measure
the radiation inside the satellite.
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Figure 4.3: 3Cat-1 block diagram
3rd floor - Electric Power Subsystem
The EPS occupies an entire layer of the satellite. It was considered the most
important subsystem to place right in the middle of the satellite. The main
reasons to take this decision were:
• Thermal stability: it has been analyzed that the temperature at
this location is more stable than other parts of the satellite. That will
increase the life time of the batteries.
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Figure 4.4: 3Cat-1 CAD design
• Center of masses: placing the batteries closer to the geometric cen-
ter helps balancing the masses of the satellite.
• Protection against radiation: the EPS is radiation sensitive. Fur-
thermore, it has a hard reset that will force a reboot of the entire
satellite.
4th floor - On-Board Computer
The fourth floor has the PortuxG20 on-board computer. The size of the
on-board computer does not fit perfectly in a CubeSat structure so it has
been adapted reducing the width of the PCB, and making special adapters.
The precise details justifying this change have been explained in section 4.1.
5th floor - deployable payloads
This layer is the second one hosting payloads. It contains the deployable
wireless power transfer experiment, a graphene transistor to be characterized
in space environment, and the electric harvesting part of a self-powered
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beacon. Among all of them, the remove before flight switch is also placed
in this layer.
4.4 System interfaces
4.4.1 Power scheme
The power distribution of 3Cat-1 is based on an unregulated power bus,
and small circuits called Points of Load to make the system as modular
as possible. Every Point Of Load (POL) regulates the voltage to what is
needed by each subsystem. Figure 4.5 shows the distribution of the power
in 3Cat-1. From that figure, the following observations can be extracted:
• There are up to 4 different voltages: 1.8, 3.3, 5, and 11V . These
voltages are regulated by the POLs.
• The POLs are enabled by a pin on the CubeSat Bus. If the subsystem
has different voltages, a single pin can enable all the POLs (as it
happens with the transceiver, and the MEMS payload).
• The hard reset, the kill switch and the remove before flight are placed
in series and cut the output power of the battery charger.
• The circuits to power the deployments are placed in the EPS board
and its power is distributed through the CubeSat bus.
• The POL of the OBC is placed in the EPS board.
• The Peltier beacon is totally independent from other subsystems.
4.4.2 Data flow
3Cat-1 uses different data flows with its own subsystems. These data flows
are shown in Figure 4.6 and summarized in the following list:
• Universal Synchronous Asynchronous Receiver Transmitter
(UART): is the most widely used data interface on 3Cat-1. It is used
by the OBC to communicate with the micro-controller of the EPS, the
Attitude Determination and Control System (ADCS), the camera, the
MEMS, and the Wireless Power Transfer, and the Graphene transistor
payloads.
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Figure 4.5: Power distribution scheme
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• Serial Parallel Interface (SPI): is used by the OBC to communi-
cate with the communication subsystem. In addition, SPI is also used
internally in the ADCS to communicate with the 9 degrees of freedom
inertial module unit.
• Counter: a counter on the OBC is used to sum the number of charged
particles that are hitting the Geiger tube. This counter is active even
when the OBC is on standby.
• I2C: EPS uses this protocol to receive the data from the latch up
detector, and the battery state of charge.
• COMMS propietary protocol: a propietary protocol is used by the
OBC to send, and receive data from the ground station. This protocol
is described in section 7.3.
• ASK: amplitude shift keying is used by the beacons to interface with
the ground segment. 3Cat-1 has two different beacon subsystems:
the one in the communications board that uses Morse code and the
experimental one fed from the energy harvesting experiment that sends
directly bits using a ASK modulation.
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4.4.3 SatBus bus pin assignment
Most of the protocols shown in section 4.4.2 communicate systems from dif-
ferent boards, therefore, a clear organization of the pins and cables is a must
to properly integrate the satellite. 3Cat-1 bus uses the bus of PortuxG20
bus, based on the standard DIN 41612. The pins on the SatBus bus have to
be carefully assigned to each subsystem in order to avoid having integration
problems. 3Cat-1 bus uses the pin distribution of the PortuxG20 OBC [33].
As Portux is a commercial Single Board Computer (SBC), the pins of the
bus that are not being used by the computer have to be by-passed. Figure
4.7 shows a table with the PIN distribution and assignment. The different
background colors on the table show which is the PCB where is the pin go-
ing to. On the other hand, any red font indicates pins that have to by-pass
the Portux.
• Data connetions:
– Pins A2 and B3 carry Universal Asynchronous Receiver-Transmitter
(UART) signals between the OBC and the MEMS based payload
located at the 2nd floor.
– Pins A3, A4, B4 and B5 carry Serial Peripheral Interface (SPI)
signals between the OBC and other subsystems.
– Pins A10 and B11 carry UART signals between the OBC and the
EPS.
– Pins A15 and B16 carry UART signals between the OBC and the
camera payload located at the 2nd floor.
– Pins A21 and B22 carry UART signals between the OBC and
the Graphene Field Effect Transistor (GFET) and WPT payload
located at the 5th floor.
– Pins A29 and B30 carry UART signals between the OBC and the
ADCS located at the 2nd floor.
– Pin B21 carries the signal, from the Geiger Counter payload lo-
cated at 2nd floor that indicates to the OBC that has to increment
the counter by 1.
– Pin A6 carries the morse code signal from the EPS to the beacon
emitter located at the Comms board. This pin is not wired to
the OBC.
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Figure 4.7: PIN assignment
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• Points Of Load:
– Pin B2 carries the POL enable signal from the EPS to the trans-
ceiver located at the Comms Board. This pin is not wired to
the OBC.
– Pin B6 carries the POL enable signal from the EPS to the beacon
emitter located at the Comms Board. This pin is not wired to
the OBC.
– Pin B23 carries the POL enable signal from the EPS to the Geiger
Counter payload located at the 2nd floor. This pin is not wired
to the OBC.
– Pin B24 carries the POL enable signal from the EPS to the
GFET, and WPT payloads located at the 5th floor. This pin
is not wired to the OBC.
– Pin B26 carries the POL enable signal from the EPS to the cam-
era payload located at the 2nd floor. This pin is not wired to the
OBC.
– Pins A30 and B29 carry the POL enable signals from the EPS to
the ADCS located at the 2nd floor. These pins are not wired to
the OBC.
– Pin B31 carries the POL enable signal from the EPS to the MEMS
based payload located at the 2nd floor. This pin is not wired to
the OBC.
• Latch-up’s:
– Pins A9 and B10 carry the Latch up signals from the Comms
Board to the EPS. These pins are not wired to the OBC.
– Pin A22 carries the Latch up signal from the Geiger counter pay-
load located at the 2nd floor to the EPS. This pin is not wired to
the OBC.
– Pin A23 carries the Latch up signal from the GFET and WPT
payloads located at the 5th floor to the EPS. This pin is not
wired to the OBC.
– Pin A25 carries the Latch up signal from the camera payload
located at the 2nd floor to the EPS. This pin is not wired to the
OBC.
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– Pins A28 and B29 carry the Latch up signals from the ADCS
located at the 2nd floor to the EPS. These pins are not wired to
the OBC.
– Pin B32 carries the Latch up signal from the MEMS based pay-
load located at the 2nd floor to the EPS. This pin is not wired to
the OBC.
• Peltier beacon related:
– Pin B7 carries the power harvested with the Peltier Cell at 5th
floor to the Peltier Beacon emitter located at the Comms board.
This pin is not wired to the OBC.
– Pin A7 carries the beacon signal from 5th floor to the Peltier
Beacon emitter located at the Comms board. This pin is not
wired to the OBC.
– Pin A9 is GND for the Peltier Beacon payload. This pin is not
wired to the OBC.
• Deployables:
– Pin A12 powers the Antenna Deployment located at the Comms
board. This pin is not wired to the OBC.
– Pin A25 powers the WPT Coil Deployment located at the 5th
floor. This pin is not wired to the OBC.
• Others:
– Pin A11 carries the signal for the transceiver pin PAC from the
OBC to the transceiver located at the Comms board. This pin is
not wired to the OBC.
– Pin B15 carries the power for the OBC from the EPS.
– Pin A20 carries the signal that alerts the OBC from an imminent
shut down (due to a hard reset procedure) from the EPS.
– Pins A5, A13, A24 and A32 are connected to GND.
– A1, A14, A16, A17, A18, A19, A26, A27, B1, B8, B9, B14, B17,
B18, B19, B20, B27 and B28 are not in use. These pins are not
wired to the OBC (except for the pin A14 that is wired to the
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OBC and could be used for another SPI connection). Finally, PIN
1B is so close to a mechanical structure that it is discouraged to
use it unless extremely necessary because it may need an special
adapter to work.
4.4.4 3Cat-1 General State Diagram
The 3Cat-1 general state transition diagram is driven by the EPS micro-
controller and the OBC. As it can be seen in Figure 4.8, it can be summa-
rized in three states: critical and low energy modes, ruled by the EPS and
normal mode, mainly ruled by the OBC with some specific changes on the
EPS behavior.
Critical energy: is the first mode encountered once the satellite is turned
on. In this state, all the subsystems except the EPS are turned off. Its only
purpose is to save energy until the batteries State Of Charge (SOC) is higher
than 15%. If there is no specific flag written in the micro-controller memory,
the system waits for 30 min, or as long as requested by the launch provider
before moving to the low energy mode.
Low energy: is the second mode after switching on the satellite. Unless
indicated by the previous flag, the micro-controller considers it is the first
time that the satellite is turned on and therefore, it starts the beacon signals,
that are emitted every 3min. This state can also be reached from the normal
under request of the OBC if the SOC is lower than 15%. In this case, the
EPS starts a 15 min countdown before trying to switch on the OBC again.
In any case, the SOC must be higher than 15%.
Normal state: is mainly controlled by the OBC. Once the OBC is turned
on, it proceeds an initial check of its systems, activates the RX Communi-
cation Subsystem (COMMS), and then moves into the scheduled activity.
In order to save energy, the OBC can go into standby for 1 min if there
is nothing scheduled. In case of OBC failure, the EPS will turn off it im-
mediately and retry waking it up every 5 min. In normal state, the EPS
micro-controller continues generating the beacon signal. Its message is sent
every 1 min when the SOC is higher than 40%.
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Figure 4.8: 3Cat-1 general state diagram
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3Cat-1 implements a very robust system to prevent software and hard-
ware failure: the hard reset. The hard reset reboots the entire satellite
every 48 h, regardless of what the satellite is doing.
Chapters 5 and 6 give more detailed information about the EPS micro-
controller, and the OBC states diagram and how they work.
4.5 Conclusions
This Chapter has introduced a global vision on 3Cat-1, its subsystems, its
distribution, and its interfaces. The schemes and diagrams shown define
the high level architecture of the satellite. This high level architecture is
mandatory to understand the following chapters, which are dedicated to
each single subsystem.
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Chapter 5
Electrical Power Subsystem
This chapter introduces the Electrical Power Subsystem (EPS) of 3Cat-1,
from its hardware architecture to its software.
5.1 General hardware architecture
Figure 5.1 shows the EPS scheme. As it can be seen it is mostly divided in
two parts:
• Power conversion, storage and distribution: mainly done by the
boost converter, the battery charger, and the Points Of Load.
• Power management and status sensing: done by the micro-
controller of the EPS, and its sensing block.
Figure 5.1: General hardware architecture
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The unregulated power bus is available in every PCB of the 3Cat-1.
Every subsystem has its own POL and it is enabled by the EPS micro-
controller under request of the OBC.
5.2 Solar cells
Once in space, all the power available in 3Cat-1 comes from the solar cells.
Their distribution is shown in Figure 5.2.
Figure 5.2: Solar cells distribution
The interconnection of all solar cells is in four parallel arrays. There are
two arrays of two solar panels in parallel which correspond to the opposite
faces. So, that means that top and bottom solar panels, and Laterals 1A
and 1B are connected in parallel. This is because when one face is being
irradiated by the sunlight the other one does not. The energy produced in
one panel is not consumed in the opposite one thanks to a by-pass diode.
However, Lateral 2 and Lateral Celsat are connected independently to dif-
ferent buck and boosts as they are electrically different. The buck and boost
has to treat them differently in order to get as much energy as possible. This
architecture is shown in Figure 5.3.
Each solar cell has a photodiode sensor to sense the solar irradiation and
a temperature sensor to sense its physical temperature. These magnitudes
will be taken and saved in the EPS microcontroller and transmitted to the
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Figure 5.3: Solar panels architecture
OBC when requested. This data is also going to be sent to the Beacon
signal.
5.2.1 Triangular Advanced Solar Cells (TASC)
Top, Bottom, Lateral 1A, Lateral 1B, and Lateral 2 panels use TASC Spec-
trolab solar cells [23]. Despite the fact that they are the same technology,
its individual architecture is a bit different in each one as the available area
is different for each face as long as the space used for payloads among other
things. They are soldered in pairs with a manual wire bonding at each one
as it can be seen in Figure 5.4.
Their specifications are shown in Table 5.1 and their electrical parame-
ters in Table 5.2.
At the peak of maximum power, each solar cell produces 30 mA at a
voltage of 2.52 V as it can be seen in Figure 5.5.
However, not all the solar cells were compliant with the nominal speci-
fications. After having some incoherent results with the prototype of solar
cells panel, it was decided to measure the efficiency of all the 386 remaining
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Figure 5.4: Soldering TASC Spectrolab (see wire bonding in red circles)
Table 5.1: TASC Spectrolab specifications
Cell material Triple-Junction Gallium Arsenide
Polarity n/p
Thickness 190 µm
Area 2.277 cm2
Mass 0.234 g
cells. The efficiency distribution is shown in the histogram on Figure 5.6.
As it can be seen, 77 cells are bellow the nominal efficiency (< 23%) while
only 9 cells are above 30%. The average efficiency of the 386 TASC cells is
24.5%, lower than the nominal one [23].
TASC solar cells are connected serially in groups of four cells while each
solar panel has 4 or 5 grops as indicated in Table 5.3. Four cells in serial
connection offer a theoretical voltage of 10.08 V , and the parallel sum of
these groups offer a net current of 124 mA or 155 mA, depending on the
Table 5.2: TASC electrical parameters at 1 Sun, AM1.5G (100 mW/cm2), and
25℃
Isc 31 mA
Voc 2.52 V
Pmp 0.027 W/cm2
η 27 ± 3%
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Figure 5.6: Distribution of the TASC efficiency
panel. Each group of cells is followed by an anti-return diode to avoid
having current back in case of short circuit. With this configuration, if a
single solar cell is lost, it only affects its group, but the panel can still work
at its designed voltage with the rest of the groups.
5.2.2 CelSat solar panel specifications
CelSat solar cells are considered to be a payload themselves, and they will
be explained in detail in Chapter 10. However, the performances of their
panel are given here for an easier understanding of the EPS architecture.
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Table 5.3: TASC cells per pannel
# of cells # of groups Voc [V ] Isc [mA]
Top 16 4
10.08 V
124
Bottom 20 5 155
Lateral 1A 20 5 155
Lateral 1B 20 5 155
Lateral 2 16 4 124
The Celsat panel is made of 11 solar cells of 0.647 V each one, connected in
series with a bypass diode at each one. The entire panel has a short-circuit
current (Isc) of 99 mA, and an open circuit voltage (Voc) of 7.11 V .
5.3 Buck boost battery charger
About 46% of the solar power architectures for pico- and nano- satellites
use Direct Energy Transfer (DET) from the solar cells while the other 54%
have Peak Power Tracker (PPT) architectures [34].
DET gets the energy at a determined point of the current - voltage (IV)
characteristic curve of the solar cell and loses the excess power. It is a very
simple architecture, but it depends on the load applied. It was initially
proposed for 3Cat-1, but it was quickly rejected because the battery charger
tended to sink the voltage as it was draining too much current (1 A).
On the other hand, PPT architectures are constantly looking for the
point where the output power is maximum. PPT architectures loose part of
the efficiency gained tracking the maximum peak, and it does not guarantee
the absolute peak, a situation that can happen as there are two different
solar cell topologies in 3Cat-1.
The architecture used in 3Cat-1 EPS is based on what is called Maxi-
mum Power Point Control (MPPC). MPPC is a compromise between the
simplicity of DET, and the efficiency of PPT. Figure 5.7 shows the solar
cell classic characteristic curves, and the working points of Maximum PPT
(MPPT) and MPPC.
This is performed by the commercial buck and boost LTC3129f [35].
This component was selected because it includes a Maximum Power Point
Control (MPPC). This is absolutely important as it is required to get as
much power from the solar cells as possible. Hence, it is desired to have the
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Figure 5.7: Voltage - Intensity and Power - Voltage graphics
solar cells working close to the maximum power point. Solar cells have the
Current-Voltage and Power-Voltage curves similar to the ones on Figure 5.7.
MPPC has the following working zones:
• Solar panels illuminated, none energy needed: the panels are polarized
at V = Voc , I = 0.
• Solar panels illuminated, some energy used: then VMPPC < V < Voc,
I > 0.
• Solar panels illuminated, power requested higher than PMPPT : then
V = VMPPC and P = PMPPC < PMPPT .
• Solar panels partially shadowed and V < VMPPC : then there is no
output power (V = 0).
As it has been said, a minimum input voltage is needed to have MPPC
working. There are two different criteria to fix it:
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• Ensure a minimum power: the voltage VMPPC is fixed to get a
percentage of the maximum power (for example: 90% PMPPT ).
• Safe life: especially suggested for radiation environment and high
temperatures range to ensure the survival of the system when the
solar panels are deteriorated.
3Cat-1 uses the second option, the safe live one. As it has been seen
in Figure 5.2, there are four buck and boosts connected in parallel in order
to adapt the energy coming from the solar panels to the expected one of
the battery charger. Considering that the solar cells voltage decreases with
the temperature (−6.2 mV/◦C for Spectrolab TASC and −2.2 mV/◦C for
CelSat like technology), the voltage has been fixed at 8 V for the Spectrolab
faces, and at 5 V for the Celsat face, in both cases, 2℃ less than the nominal
one at 25℃.
Another important consideration is the output voltage that each buck
and boost has to provide. The minimum voltage that the battery charger
is expecting is at least 8.4 V ; otherwise, it will not be able to charge up
the batteries. So, following the datasheets of the battery charger and the
buck-boost, the output power of the buck-boost is fixed to 9.5 V .
The Battery Charger (BC) has to charge up batteries when the solar
panels are illuminated. The commercial component that is being used is the
MAX1757 [36] which can charge automatically up to 3 Lithium-ion cells.
The charging process has mainly two different states: at first it charges
batteries as a current source and, then, as a voltage source. This process
has to be followed as it increases batterie’s expected life and decreases the
time needed to charge them. However, this battery charger performs a more
sophisticated state diagram to be sure that it perfectly performs the charging
up of the batteries.
The energy state can be in three different modes:
• Solar cells can be feeding the POLs and charging the batteries at the
same time.
• Solar cells shadowed, so batteries are feeding the POLs.
• High power demand, if the power coming from the solar cells is not
enough to feed the POLs when they are illuminated, the batteries
will assist giving the power needed to cover the deficit (as during a
transmission).
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5.4 Batteries
The batteries are an array of two series lithium batteries (Duracell - DRF604)
that have 7.4 V of nominal voltage (3.7 V each one) and a total nominal
power of 8.51 Wh. These batteries have no flight heritage known, so they
have been characterized in the TVAC.
To characterize the batteries, a charge-discharge profile based on a worst
case that a CubeSat can face was performed.
Discharging the batteries To check the batteries endurance at deep
discharges, they were discharged while their voltage is above 6.1 V . The
discharging simulation has been designed through 100 minutes (close to the
orbital period). The discharging during these 100 minutes was characterized
by the following phases:
• During 10 minutes, it is simulated that the batteries have to provide
power to maintain the OBC and COMMS subsystem working; that
is the condition in which the satellite is establishing a data link with
the ground station with 3Cat-1 shadowed. The batteries supply 1 A
during this time.
• During the next 90 minutes, COMMS are turned off, and the consump-
tion of the satellite is kept high, at 300 mA. Once these 90 minutes
have passed, the cycle starts again.
Charging the batteries The batteries will start to charge when the total
batteries voltage is detected to be below 6.1 V . The batteries can be at lower
voltage, but 6.1 V is already quite low, and it is know to have been used in
a report on characterization of small capacity Li-ion battery cells [37]. The
batteries are charged until their voltage is above 8.1 V . When this limit is
reached, they start discharging.
The batteries have been characterized for two weeks, one week with the
batteries outside the vacuum chamber, and the next one with the batteries
inside the vacuum chamber. Figure 5.8 shows the data collected from the
batteries inside the batteries. The spike on the charge section from the sixth
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cycle (red circle) is because it is the change from the day 04 of February to
the 10 of February (the data between 05 and 09 was lost).
Figure 5.8: Characterization of the batteries
5.4.1 Battery balance
One of the concerns about the battery configuration is that when the bat-
teries are being charged, they both can be charged at different rates. This
problem might be critical if one battery charges, and the other one does not.
In this case, the battery that is always being charged and discharged will
have a shorter expected life. Consequently, when it might finally die, the
batteries voltage will be just 3.7 V , not even enough to supply with buck
converters all Cubesat subsystems.
To avoid this problem, a battery balance circuit has been designed based
on the integrated circuit BQ292005 [38]. This device offers automatic cell
balance for 2-series cell Li-ion batteries by loading the cell with the higher
charge voltage with a small balancing current. It is activated when the
unbalance exceeds nominally 30 mV , and it stops when they are balanced
at < 0.1 mV .
5.4.2 Heaters
Li-ion batteries are sensitive to low temperatures. 3Cat-1 batteries are pro-
tected from low temperatures by a pair of heaters. To use the less possible
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energy, while at the same time ensure that no part of the batteries is frozen,
the heaters work with a hysteresis cycle: they are activated when the tem-
perature is below 3℃ and switched off when the temperature is over 5℃.
The temperature of the batteries is directly measured using the internal
thermistors they have inside.
The heaters are covered by kapton to be able to attach them properly
to the batteries. The heating system can provide up to 1.25 W (each heater
has 40 Ω, and it is fed at 5 V ).
5.5 Hard reset
The hard reset is a module whose only function is to reboot the entire
satellite shutting down the power supply. It is implemented in order to re-
cover the satellite from eventual radiation effects suffered on the electronics
and from eventual deep software hanging problems. This system has to be
totally independent and reliable. The hard reset will reboot 3Cat-1 every
48 h no matter what the satellite is doing. The OBC and the ground sta-
tion operator know the up-time of the system so they will prevent it from
requesting time when the hard reset is about to come.
A failure on the hard reset will mostly produce a mission failure, so, it
has been designed with extreme precaution:
• Independent power supply.
• Duplicity of hard-reset subsystems.
• Micro-processors with known flight heritage.
Figure 5.9 shows the block diagram of the hard reset. As it can be seen,
it is directly fed from the batteries and the solar cells. Both micro-controllers
are independent. Five min before resetting the satellite a signal is sent to
the OBC to prepare it to be shut down. One of them counts 48 h and the
other one 48 h + 1 min before sending the reset signal. Once it is time to
reboot the satellite, the first micro-controller to reach the time sends a reset
signal to its sibling, and to the power switch. Between the power switch and
the PICs a diode and a high-pass filter (C − R) are placed to protect the
micro-controllers and to protect the satellite in case the output pin of the
micro-controller were kept constantly up due to a radiation effect.
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Figure 5.9: Hard reset blocks diagrams
Regarding the signal sent to the OBC, it is noticeable the OBC is pro-
grammed in order to detect more than four changes on the signal, which is
duty cycled at 1/3 of the time. This prevents having the two signals inter-
spersed accidentally. If there were a charged particle that would keep the
signal continuously on, the OBC would not detect a change and therefore,
it would not be halted before the hard reset event.
5.6 Points Of Load
The voltage of the battery charger is distributed through the unregulated
power bus. Each subsystem needs a different voltage to run. As seen in
Section 4.4.1, the voltages of the 3Cat-1 are: 1.8 V , 3.3 V , 5 V and 11 V . The
POLs adapt the nominal 7.4 V to the voltage requested by every subsystem.
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To save as much energy as possible, each POL has an enable PIN to switch
off each subsystem’s POL under request from the OBC. All the POLs are
co-located in the subsystem PCB to reduce the interferences created by the
POL buck converter. The only exception in the entire satellite is the OBC
POL which is placed in the EPS.
Latch-up protection As long as every single subsystem can fail or have
temporary shortcircuit spikes, this has to be detected by the EPS. It is ab-
solutely mandatory to switch-off as fast as possible whatever short circuit
detected in order to protect the entire satellite. It is basically a power switch
and when the current flowing along the POL is higher than the one hardware
programmed, a fault output pin goes down which informs the EPS micro-
controller that this POL supply is shortcircuited. The EPS microcontroller
will supervise this POL from this point, activating and desactivating it, to
see whether is a temporary spike or a permanent situation. If the failure
remains, the POL will be switched off until the next hard reset. Telemetry
data include the information about possible latch-ups so, if a subsystem is
continuously short-circuited, no more tasks will be scheduled to it.
5.7 I2C expander
Latch-up and short circuit management are essential. To have a fast re-
sponse the latch-up has to be connected to the microcontroller external
interruption pin. This way, once a short-circuit is detected, an interruption
takes place in the microcontroller and the event is attended almost imme-
diately. However, there are not enough external interruption pins available
in the microcontroller to assign one pin to each latch-up, therefore an I2C
expander is needed.
5.8 Sensing
A satellite needs to accomplish its mission with very little or no human
intervention, and any overvoltage, undervoltage, overcurrent, undercurrent,
and temperature fluctuation conditions can render satellite systems useless.
This is why a power control is needed, mainly to deliver power to the mission-
required systems and protect them. An intelligent power supply should be
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able to extend the life of the satellite, and all its components and guarantee
mission success.
5.8.1 Battery state of charge
The State Of Charge (SOC) is an extremely important parameter for 3Cat-
1. The EPS micro-controller and the OBC have their basic state diagram
based on this parameter. Additionaly, it is used by the OBC to properly
decide whether a payload or a subsystem might be activated or not.
The SOC is a circuit that calculates and reports the state of charge
of the batteries in a percentage format. To get that value, a commercial
chip designed by Maxim Integrated is used: MAX170416. This IC uses a
sophisticated Li+ battery-modeling scheme, called ModelGauge to track the
battery’s relative SOC continuously over a widely varying charge/discharge
profile.
5.8.2 Housekeeping sensors
Housekeeping sensors are used to monitor parameters that are used to un-
derstand the physical and electrical status of 3Cat-1. Housekeeping sensors
detect faults in voltage, current, solar radiance, as well as provide tempera-
ture monitoring. Clearly, if all the systems work at the same time, there is
not enough power to supply the whole satellite. Therefore if there are more
systems connected than what the batteries can supply, the satellite is not
going to work as expected and the mission will fail. The following sensors
and their location are:
• 7 temperature sensors: one at each solar panel, and the EPS board.
• 7 current sensors: one at each solar panel, and another one in the
unregulated power bus.
• 7 voltage sensors: one at each solar panel, and another one in the
unregulated power bus.
• 6 photodiodes: one at each solar panel to get the solar radiance.
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5.9 Deployables
3Cat-1 has two deployable systems: the antennas and the WPT coils. Both
deployables are based on the same principle: the deployable part is attached
with a nylon wire. This nylon wire is heated by a resistor which melts it at a
minimum temperature of 250℃. This temperature should be reached within
a certain short period of time. Additionally, it is considered the possibility
that the system is able to make several attempts of antenna deployment.
It is therefore important that the resistance is not destroyed in the first
attempt. It is understood that, under no circumstances, the resistance will
be destroyed before the nylon melts.
The circuit uses a metal film resistor 10 Ω, powered at a voltage of
5 V and current of 500 mA. After several empirical tests in the laboratory
using the TVAC, it was decided to use a resistor 1/8 W (125 mW ) with a
delivered power of 2.5 W . These tests indicate heating times around 20 s,
but for security purposes it will be kept up to 1 min. Furthermore, with
a delivered power of 2.5 W , resistance remains intact indefinitely, without
significant degradation, and without changing its resistance. To do this, it
was decided to use a metal film resistor 10 Ω, which is powered by a voltage
of 5 V (500 mA, 2.5 W ).
The resistors are not on the EPS board, but the circuitry that powers
the resistance are. For security and performance issues in the components,
it has been over-sized in order to make the system able to deliver at least
twice the needed power.
5.10 PCB design
5.10.1 Connectors distribution
The connectors distribution is shown in the Figure 5.10 and Figure 5.11.
5.10.2 Collision avoidance
The design of the PCB and the placement of the components has been done
according to the rest of the PCB of the system, in order to avoid any possible
collision. The most critical parts of possible collision on the PCB and the
design criteria applied are shown in Figure 5.12. The red region is occupied
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Figure 5.10: Connectors distribution front side
Figure 5.11: Connectors distribution backside
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by the Geiger counter and its transformer, there is no space to place any
other component.
The blue zone is full of magnetic fields so the coil of the battery charger
is placed in a zone where there are no components over and under (including
the OBC and the payloads board).
Figure 5.12: Collision avoidance design
5.11 Main Microcontroller
The EPS micro-controller is based on the COTS device PIC18F45K20 [39].
It has previous flight experience: the AAUSAT-II mission [40] had 4 micro-
processors of the PIC18F family.
The EPS microcontroller has several system tasks to perform, involving
not only EPS subsystems, but also other subsystems functions. In order to
perform all the tasks several functions have been created. Figure 5.13 shows
the state diagram of this micro-controller, and the tasks it performs.
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Figure 5.13: EPS state chart
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All the tasks performed by the micro-controller can be grouped in three
parts: initial/start sequence, main loop, and critical energy.
5.11.1 Start sequence
The start sequence is performed every time the EPS is powered on so, once
the satellite is deployed or after a 3Cat-1 hard reset. The aims of this
sequence are:
• Check if it is the first time that the satellite is turned on in space and,
if so, start the first time sequence (see 5.11.2),
• Check if there is enough power in the batteries,
• Start the beacon, and
• Power on the OBC.
The first action performed by the start sequence is checking if it is the
first time that the satellite is in space, it is done by consulting a flag written
in the EEPROM memory of the microprocessor. The details of the first time
sequence are explained in section 5.11.2.
After checking it or after the first time sequence, the battery level is
checked. The battery level has to be larger than 15% before performing
the next steps. If the battery level is not high enough the code waits until
this threshold is reached. Then, the beacon is turned on by enabling the
corresponding POL. A few seconds later, the OBC is also turned on. Ac-
cording to tests performed in the laboratory it is mandatory to wait 800 ms
between turning on the OBC, and the Beacon in order to prevent peaks of
power consumption.
5.11.2 First time sequence
The initial sequence is performed only once: the first time the system is in
space, just after the kill-switches are turned off.
The first step to do once 3Cat-1 is deployed is waiting for 30 min before
any part is spread out. This time is determined by the launch provider in
consultation with the main satellite manager. In the meantime, the satellite
is already able to recharge the batteries. After 30 min it waits until the
battery SOC is over 15%, and starts the deployment of the antennas.
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This deployment is performed heating a resistor which melts a nylon tie
that holds the antennas. It takes 1 min, and consumes only 0.1% of the
stored energy in the batteries. The burning resistor is started by enabling
a POL. This point of load will let the maximum current available in the
batteries pass through the resistor, and melt the nylon wire.
Once the satellite has established contact with the ground station, a
command is sent from ground, and received in the OBC. It communicates
with the EPS micro-controller and a flag is written in the EEPROM memory.
This flag is checked by the start sequence every time the EPS is powered
on, in order to determine if it is necessary to launch the initial sequence.
Otherwise, the EPS begins the start sequence.
5.11.3 Main loop
Once the EPS micro-controller enters into the main loop it starts performing
its regular tasks:
• Process command: the micro-controller processes a command re-
ceived from the OBC. This command can be: send data from any or
all the sensors, enable/disable any POL.
• Send beacon: a beacon signal is sent every minute if SOC > 40%
of every 3 minutes if SOC < 30%. In between, there is hysteresis as
specified in diagram 5.13. The beacon generator is explained in section
5.12.
• Check state of charge: SOC is checked at every loop, and it is
needed to determine the beacon duty cycle and the EPS micro-controller
state, and frequently requested by the OBC.
Additionally, two interruptions implement the latch-up prevention:
• POL latch-up: if a latch-up is detected, the appropriate POL is
disabled and communicated to the OBC to take the appropriate mea-
sures.
• OBC latch-up: if a latch-up is detected in the On-Board Computer,
its power is immediately turned off. Next to it, all the POLs that are
OBC-dependent, are turned off as well therefore, the only systems alive
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are the EPS, and the beacon. Out of the interruption, the EPS micro-
controller waits for 1 min before re-enabling the OBC again. If the
latch-up of the OBC persists, the EPS micro-controller will indefinitely
continue to try to turn it on, but most probably the mission is lost
due to OBC failure.
5.11.4 Critical energy state
The critical energy state symbol can be only reached from the main loop
if the satellite SOC is lower than 3%. It is an extreme case only thought
as a last chance to save the mission and protect the batteries from a deep
unrecoverable discharge. If 3Cat-1 enters into this state, a signal is imme-
diately sent to the OBC to inform that it is going to be switched off, and
30 s later, all the POL are disabled. This state only checks the energy of
the battery and it cannot exit unless SOC > 15%, to have stored enough
energy margins to reactivate the beacon signal.
5.12 Beacon Morse Message Generator
The system transmits a permanent Beacon signal during all the time it is
on. The message content in the beacon signal of the system is generated by
the EPS microcontroller. The information is coded using a Morse code, so
it can be understood by anyone listening to the signal.
The data transmitted by the beacon signal is very simple since the trans-
mission time must be short enough to catch several beacon messages in a
single satellite pass. The most important data to transmit is the satellite
identifier, in this case, this identifier is the following sequence: EC3CTA.
After this sequence, basic status data are transmitted, which are: the
average temperature of the solar panels, and the SOC. The structure used is
the following one: T###E##. The initial character identifies the measure
(T for temperature in Kelvin, and E for energy as percentage) and then the
value is transmitted using numbers codified in Morse. The Beacon message
structure is the following one:
EC3CTAT###E## , where # represents the value of the measure.
The basic symbol time of the Morse code (dot) is controlled by an internal
timer and fixed to 65.5 ms. As the length of each Morse characters is
variable, the length in time of the message transmitted is also variable,
88 5 Electrical Power Subsystem
depending on the values of the measurements. However, the maximum time
of the message and the minimum time can be calculated. The maximum
transmission time is 12.51 s (EC3CTAT000E00), and the minimum time is
9.43 s (EC3CTAT555E55).
The beacon transmits the Morse message, but it is not transmitted con-
tinuously. It is transmitted once every period of time. This period of time
is determined according to the energy available in the batteries, in order
to prevent a full discharge of the batteries. The normal state duty cycle is
60 seconds. That means that a beacon Morse message is transmitted every
60 s. If the SOC is below 30%, then the duty cycle is switched to 3 min;
it is kept so while the SOC is lower than 40%; then it comes back to the
normal cycle.
The hardware of the beacon subsystem is explained in section 7.1.3.
5.13 Conclusions
The Electrical Power Subsystem (EPS) is the most critical subsystem of the
satellite. The architecture presented has been designed in order to maxi-
mize the possibilities of mission survival. To do so, every single subsystem if
fed by co-located Points Of Load that adapt the voltage of the unregulated
power bus. Each Point Of Load can switch off its subsystem to minimize the
power consumption of the satellite, and can detect latch-ups which are im-
mediately handled by turning off the subsystem and informing the on-board
computer. The implementation of a hard reset with redundant components
increases the possibilities to save the mission in case of electronics or on-
board computer software failure.
Regarding the software, the micro-controller of the EPS acts as master
when the satellite is turned on, and after the described start sequence, gives
the control of the satellite to the on-board computer. If no interruption
is received, the EPS micro-controller is continuously monitoring the bat-
tery state of charge and sending the beacon signal to the Communication
Subsystem.
Chapter 6
On Board Computer
The On Board Computer is the brain of 3Cat-1. It is the one that gives
the orders to other subsystems in order to run 3Cat-1 in harmony and has
enough intelligence to keep the mission going despite unexpected situations.
6.1 Portux G20 Single Board Computer
The OBC unit of 3Cat-1 is an ARM-based SBC manufactured by Taskit
GmbH, sold under the name of PortuxG20. Its main hardware characteris-
tics are listed in table 6.1.
Table 6.1: PortuxG20 specifications
CPU AT91SAM9G20 (ARMv9 core family) running at 400 MHz
Memory 64 SDRAM – main computer memory. 128 MB NAND
Flash – contains the Linux kernel image
Storage MicroSD slot – contains the file system (mounted after
starting the kernel image)
Interfaces
On-board : Ethernet, 3 USB Full speed (2 host, 1 device),
1 serial interface (USART / UART), Micro SD-card slot,
JTAG, DBGU
Bus: 1 SSC, 1 SPI, 1 I2C, up to 64 digital I/O ports, up to
5 serial interfaces (USART/UART), 4 channel 10-bit ADC
6.2 Software architecture
The on-board computer runs a Linux 2.6.35.9 which has been patched with
Xenomai 2.6.2.1 in order to provide it with real-time capabilities [41]. Xeno-
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mai is real-time development framework cooperating with the Linux kernel
to provide real-time support to user applications [42]. Once a Linux kernel
is patched with Xenomai, user-space programs can co-live in the same en-
vironment than real-time tasks. For system engineering purposes, Xenomai
can be considered as a hypervisor top priority process that has long pauses
to let normal kernel run other tasks.
The 3Cat-1 Software architecture is the main controlling software of this
nano-satellite mission. It comprises several processes and libraries where
each of them is dedicated to a particular subsystem and/or module. It is
hierarchically distributed in four layers, each of the levels of the architec-
ture corresponds to a different level of abstraction where information hiding
is applied to encapsulate functionalities, and minimize error propagation.
Figure 6.1 shows the four layers of this software architecture.
System Core
Process Manager
System Data Bus
Hardware Dependent Modules
Figure 6.1: Software architecture
The top level layer, the System Core, contains all the modules in charge
of managing the system at its highest level. Abstract goals are decoded as
tasks, constraints, and states are implemented through different modules
in this level. The adjacent layer, the Process Manager, aims to gather the
expansion of each goal into a sequence of processes and low-level commands,
while the very next level, the System Data Bus (SDB), is a command routing
and data transfer guide that interfaces with the lowest layer. The latter is
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composed by the Hardware-dependent Modules (or HWMod), which are
small programs that perform simple routines, and directly interface with
the hardware.
6.2.1 System Core layer
The system core layer is implemented in real-time. It handles the satellite
state and periodically inspects the system to detect unsafe situations. It is
composed of five different blocks:
• Monitor: it checks the value of critical system variables in order to
prevent the violation of safety margins (temperature, battery deple-
tion, and instantaneous power consumption of each subsystem). It
runs every 100 ms.
• Watchdog: it checks periodically if any real time task is in a dead-
lock or has unexpected failures. If detected, it will restart the task.
Watchdog runs every 1 s.
• Standby: under request, standby task freezes any other running task
in the system to send the OBC in standby for a certain period of
time to save energy. The maximum continuous standby time is pre-
configured to 60 s. The standby check task runs every 1 s.
• Syslog: this task is only dedicated to interface the system log with the
rest of the tasks. To prevent multiple writing accesses to the system
log file, the messages sent to it are queued and written as soon as this
task is called. Syslog task runs every 100 ms.
• Syscore task: this task is the one that implements the Finite States
Machine of the tasks requested by the ground operator to 3Cat-1.
This task reads the battery SOC and communicates with the Process
Manager layer in order to perform the corresponding actions. The en-
ergy modes and the finite state machine are explained in the following
subsections. Syscore task runs every 100 ms. each state.
6.2.1.1 System energy modes
In 3Cat-1 software architecture, the state transition network is very much
influenced by the energy state of the spacecraft. For this architecture, four
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energy modes have been defined, namely: nominal power mode, low power
mode, critical mode and EPS mode. Each of the energy states showed in
Figure 6.2 allow and forbid certain subsystems to consume power in order
to avoid battery depletion and prevent unexpected OBC shut-downs. The
percentages shown can be modified and reconfigured after launch.
EPS 
control
OBC
 off
Energy 
critically 
low
OBC off
Low power mode
Comms RX enabled
Payloads disabled
Nominal power mode
Comms full mode (RX & TX)
Payloads enabled
0% 3% 15% 40% 100%
Figure 6.2: 3Cat-1 OBC energy states
In nominal mode, all subsystems can be enabled. The experiments con-
tained in the payloads can be launched and the communication subsystem is
allowed to be in both reception (RX) and transmission (TX) modes. When
the battery level decreases below 40%, the spacecraft enters in low power
mode, in which payload activity is not permitted, and COMMS enters in
RX mode only. The COMMS RX mode does not allow sending the data
requested from the ground operator during the communication (payloads
data, sensors data, system status). The only data answered is the power
state of the OBC and the acknowledgement packets of the communication
protocol.
In case of an unexpected decrease of the SOC below 15%, the system
enters in critical mode. In this mode, the software architecture will be
sequentially stopped, and the OBC will shut down. In such a situation, the
control is given to the EPS subsystem, which will automatically turn the
OBC on when the battery level reaches the low power region again. Finally,
although the OBC should never be active in EPS mode, if the battery level
reaches the lower threshold (3%) the EPS subsystem will disconnect the
power from all subsystems, including the OBC (see Section 5.11.4).
6.2.1.2 System states
Having described the power modes for the 3Cat-1 mission, the system states
are presented. Six states are defined in the state transition network, as shown
in Figure 6.3. These states step from one to another owing to a change in
the global energy mode or due to functional changes that are specified to
occur at a certain time. Figure 6.4 shows the system state changes through
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time.
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Figure 6.3: System states
Init: in this state, the system is initializing the architecture modules.
Whereas the SDB does not need external initialization, the Process Man-
ager requires to be initialized through an explicit command. During the
initialization process, all subsystems are checked and their state is reported
to the System Core layer, which will ultimately determine whether the satel-
lite state can continue to Idle, or jump to Contingency (i.e. when critical
subsystems report a failure in their initial check).
Idle: during this state, the system is not performing any operation. How-
ever, the communication subsystem is enabled and configured in RX mode,
allowing the reception of ground commands. It is important to note that
although the communication link is always expected to happen during the
Comms state, there must always be the possibility to contact the satellite to
be able to fix errors (especially those related with time and synchronization).
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Standby: During periods of OBC inactivity, the System Core layer sets
the OBC in standby mode in order to save power. These periods of inactivity
are determined by the activity of the communication subsystem and each
of the payloads as shown in Figure 6.3. Both in the Idle state and in the
Payloads state, the communication subsystem is set in RX mode. However,
the operation in this mode is also quite power consuming, forcing the system
to operate in a duty-cycled manner moving from standby to idle for 10 s after
1 min in standby. This allows saving energy for periods of time in which
the COMMS is halted. On the other hand, payload activity is scheduled to
occur during specific periods of time, yielding to inactivity periods as well.
Only when the system happens to be in one of these periods of inactivity,
the System Core will request a standby.
Payloads: this state defines the system functionalities in nominal condi-
tions. When energy levels are above the nominal threshold and the com-
munication subsystem is not expected to establish a link with the ground
segment, the spacecraft is ready to enable any of the payloads. Payload ac-
tivity in this state is accurately scheduled a priori in order to satisfy safety
and resource constraints, as well as to ensure that the special requirements
for every payload are also satisfied (e.g. position in orbit trajectory, delays
between experiments, mechanical constraints). Under no circumstances, the
payload schedule should incur an excessive consumption of resources that
violates the safety limits or the actual resource capacity.
The COMMS remains active during payloads state, although the hard-
ware is configured only in reception mode to reduce its consumption. If
there is an incoming communication, the payloads are immediately halted
and the system jumps into COMMS state. This is done for mission safety
issues. It is task of the ground operator to schedule properly the tasks of
the payload to avoid this situation.
Comms: in this state, all hardware and software resources are dedicated
to communicating with the ground segment. The satellite will start pro-
cessing all pending commands, in case there are some, or will wait upon
their reception. No active payloads are allowed in this state, which is only
activated if the satellite has enough energy saved to do so.
Most satellite missions have their data generation constraint by the link
budget, and the communication window. In that scenario, considering the
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downlink limitations when generating huge amounts of data is a must. Ad-
ditionally, 3Cat-1 mission is developed by a university and is subject to a
limited operability environment: ground personnel is scarce and there might
be periods of inactivity due to the academic calendar. Because of that, estab-
lishing ground communication is prioritized among the rest of the activities
in this software architecture. This prioritization is also enhanced by the fact
that the power requirements during a transmission are very high for the sys-
tem, therefore enough energy has to be saved for such operation. Nowadays,
there are ongoing works to upgrade the ground station, and automatize it in
such a way that communications can be established at any moment, 24/7.
Contingency: when the OBC has to be shut down, the system enters in
the Contingency state. This state is usually enabled by the EPS hard reset
(Section 5.5), but it can be also enabled due to energy low-power levels or
even from a voluntary telecommand.
Payload 
ON
RX RX RX RX
Payload ON
RX + TX
Payload 
ONALL PAYLOADS OFF
PAYLOADS Standby PAYLOADS Stand by IDLECOMMS PAYLOADS
Stand
byID
LE
PAYLOAD
ACTIVITY
COMMS
ACTIVITY
SYSCORE
STATE
time
Figure 6.4: System activity according to the states
6.2.2 Process manager
The execution of high-level orders is decomposed by the Process Manager
layer. To do so, this layer is implemented as a multi-thread process.
The Process Manager layer is composed by five groups of threads that
cover five functionalities:
• Thread coordination: includes the scheduler of the payloads and
forecasts of the communication windows.
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• Power modes: has all the routines to change properly the power
states.
• Communications with ground station.
• Watchdogs and timers: to increase system robustness and avoid
having hung tasks.
• Planned tasks: to be decomposed in lower routines: process manager
is responsible to enable all the subsystems that may be used to perform
a certain task.
There are up to 16 tasks planned in 3Cat-1 mission which are grouped
and described as follows:
• camera noacs: take a picture whatever the satellite attitude is.
• camera acs: use ADCS to point the satellite and then take picture.
• geiger1, geiger2, ..., geiger8: activates Geiger counter with different
configurations (different sampling frequencies).
• wpt: activates WPT experiment.
• gt: activates the graphene transistor experiment.
• mems full: activates a MEMS full configuration experiment.
• mems mode0, mems mode1 andmems mode2: activates a single mode
of the MEMS experiment.
6.2.3 System Data Bus
While high-level layers include basic general-purpose functionalities and rou-
tines, interfacing high-level components with mission-specific modules can
become a limiting factor for the software architecture scalability of 3Cat-
1 with all its subsystems, and 6 payloads software dependent (self-powered
beacon is totally independent). To increase the modularity and scalability of
the software architecture, a routing process is created. This routing process
is the SDB, which is composed of a single process. The list of functionalities
implemented by the SDB includes:
• interface the threads of the Process Manager with low-level modules,
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• hide the low-level architectural structure and components to Process
Manager threads, and
• transparently and reliably route commands and their answers.
The SDB is schematized in Figure 6.5. Some of the tasks developed by
the subsystems involve other parts of the system. An example is the MEMS
experiment which must register the temperature of the satellite. Instead
of adding a temperature sensor, it directly gets the measurement of the
temperatures thanks to the SDB avoiding entering into higher layers of the
architecture.
Process Manager
Process manager FIFOs
HWMod1 HWMod2 HWMod3
System Data Bus
HWMod1
FIFO
HWMod2
FIFO
HWMod3
FIFO
Figure 6.5: System Data Bus scheme
6.2.4 Hardware Dependent Modules
On the bottom of the hierarchical architecture there are the Hardware-
dependent Modules (HWMod). HWMods are equivalent to a computer
driver with extended functionalities: as a driver, HWMods have interaction
with the hardware and functions to interact with the system, but addition-
ally, HWMods have the programmed logic to run a task/experiment from
certain configuration data.
Each payload has at least the following HWMods:
98 6 On Board Computer
• setup: reads configuration file and either saves the data in global vari-
ables or sends it to the payload,
• run: performs the main functionality of the payload,
• halt: cleans and closes all elements of the Hardware Module environ-
ment, and
• init : checks the integrity of the payload.
Aditionally, the OBC has a list of HWMods that are one shot functions
for the 3Cat-1 subsystems:
• getTemp: returns the values from the temperature sensors,
• getV oltage: returns the values from the voltage sensors,
• getCurrent: returns the values from the current sensors,
• getIrradiance: returns the values from the irradiance sensors,
• getRadiation: returns the values from the radiation sensors,
• getAttitude: returns the values from the attitude sensors,
• getSoC: returns the values from the state of charge sensors,
• enablePOL: enables the POL given by its identifier,
• disablePOL: disables the POL given by its identifier,
• isPOLenabled: checks whether a POL is currently enabled,
• startPointing: starts the process of pointing towards the Earth,
• stopPointing: stops the process of pointing towards the Earth,
• isPointing: checks whether a the satellite is pointing towards the
Earth,
• commsSetRX: sets the communications subsystem in reception mode,
• commsSetTX: sets the communications subsystem in transmission
mode,
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• poweroffOBC: programs the POL of the OBC to be disabled after
a given period of time (specified in minutes).
The modularity of the presented software architecture allows the dis-
tribution of the programming tasks between the different developers of the
subsystems, who are only involved in the lowest layer of the software. The
scheduling of the tasks, and their parameters, are easily configurable from
the higher layers of the software architecture isolating the tasks of the testing
and operation engineers.
6.3 Conclusions
Based on a commercial single board computer and a Unix kernel as operat-
ing system, the on-board computer is the brain of the satellite, the one that
applies the scheduled tasks and has all the functions to keep the satellite
as autonomous as possible. To do so, a real time patch (Xenomai) keeps
the most basic functions of the on-board computer as a real time operating
system. In the lowest layer, hardware dependent modules are implemented
per each subsystem. Between the higher layer and the hardware depen-
dent modules, a process manager decomposes the tasks in simpler processes
and threads, while a system data bus facilitates the information exchange
between the different subsystems.
This architecture may seem complex but it allows a proper integration
of the software of the different subsystems and payloads, and making the
software development more flexible and modular.
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Chapter 7
Communication Subsystem
The Communications Subsystem (COMMS) is one of the most important
subsystems in the CubeSat, without which any form of communication to the
ground stations is not possible. The COMMS is built by using several COTS
components, some of which are space-qualified. The rest of the components
have been tested and qualified in the UPC NanoSat Lab for its compliance
with the launch provider standards. After describing the systems on-board
3Cat-1, this chapter also describes the Ground Station, and the protocol
used to communicate both of them.
7.1 Satellite communications
7.1.1 General description
The Communication Subsystem is responsible of the information transmis-
sion and reception with the ground station. The ground station is needed to
download data gathered by the numerous experiments performed on board
3Cat-1, and upload the appropriate telecommands to the satellite. Also, the
status of the nano-satellite along with its identifier needs to be constantly
transmitted to the Earth for any ground stations to track the CubeSat. The
former is performed by the main transceiver, while the latter is performed
by a beacon. Moreover, in 3Cat-1, there is an extra beacon (Chapter 9),
which performs a similar function as the normal one, but it is a payload
itself, powered by the Peltier cell, and totally independent from any other
subsystem, including the EPS.
These signals are then combined using a 3-way-0◦ power combiner, and
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then split into a 2-way-90◦ power splitter to create the circular polarization.
These circularly polarized waves are then fed to the baluns and the dipole
antennas. The block diagram of the COMMS is shown in Figure 7.1.
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Figure 7.1: Block Diagram of the Communications Subsystem
The main transceiver unit, is based on the transceiver CC1101 from
Texas Instruments [19], along with the other RF components such as ampli-
fiers and matching circuits. The maximum output power is 33 dBm. The
state machine of the transceiver CC1101 needs to be programmed in order
to transmit/receive, which is done by the OBC. Besides, the power supply
of the transceiver is duty-cycled through a POL, which considerably reduces
the power consumption, and only turns on the transceiver when needed.
The beacon data comes from the EPS, independently from the OBC.
It consists of the CubeSat identifier, and the status of the batteries. The
voltage is boosted before being fed to the beacon, so that it can transmit
at its full power. Finally, the Peltier beacon is controlled by the Peltier
cells, and consists of an identifier, and a temperature value. While the main
transceiver is bidirectional (half-duplex), the beacons are unidirectional.
The main transceiver is attached to the antenna board as a terrace with
pins that connect it with to the PCB. On the other hand, beacons are
implemented directly in the antenna board.
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7.1.2 Antenna
3Cat-1 antenna is a crossed-dipole manufactured using carpenter tape. It
is flexible around bends in a corner, which is useful in the deployment of
the antenna. The antenna arms are closed prior to the launch around the
satellite by a nylon wire going through the ends of all four antenna arms,
and terminating into a low-value resistor. A low-power rating resistor is de-
liberately chosen, so that when a high current is passed through the resistor,
the resistor is heated. The nylon wire, attached to the resistor is melt, and
the antenna arms can freely snap out, taking the proper shape. The current
and time needed to melt the nylon are controlled by the EPS.
(a) Before deployment (b) After deployment
Figure 7.2: Antenna deployment
The length of each monopole of the antenna is approximately λ/4, that
at 437.25 MHz, is 17.2 cm. The antenna has been measured in the ane-
choic chamber of Signal Theory and Communications Department, of the
Universitat Politecnica de Catalunya - BarcelonaTech [43], mounted on a
ISIS structure with all the solar panels mounted as it can be seen on Figure
7.3.
The results obtained show a radiation pattern quite isotropic, specially
between −45◦ and 45◦ that compensates the rough accuracy of the ADCS
passive system orientation. Figures 7.4a and 7.4b show the measured radi-
ation pattern of the antenna.
7.1.3 Beacon
The 3Cat-1 beacon is also based on a modified COTS wireless transmitter in-
tegrated in the COMMS board [44]. The transmitter is not a space-qualified
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Figure 7.3: Measuring the antenna in the anechoic chamber
device but it has been qualified in the facilities of NanoSat Lab (shake table
and TVAC).
Some of the specifications of the beacon are listed below:
• Frequency: 435 MHz
• Modulation: ASK
• Operating temperature: −20◦C to +85◦C
• Output power: 14 dBm
• Supply voltage: 1.5 to 12 V
To avoid having it working at its maximum possibilities, it is fed at 11 V
with an RF output power of 13.5 dBm. As the beacon signal is generated
by the EPS micro-controller, its message contents are detailed in Section
5.12.
7.1.4 Main transceiver
The main transceiver is responsible for establishing the main communica-
tion link between 3Cat-1 and the ground station. It is based on the Texas
Instruments CC1101 [19] transceiver module, power amplifier with a two
stage switches for transmission and reception, and matching circuits [17]. It
produces an RF output power of 2 W . The transceiver unit performances
are summarized in Table 7.1.
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(a) 0◦
(b) 90◦
Figure 7.4: Antenna radiation pattern (blue: co-polar plane, and red: cross-polar
plane)
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Table 7.1: Transceiver main parameters
Parameter Value
Modulation GFSK
Sensitivity
−112 dBm at 1.2 kbps
−110 dBm at 9.6 kbps
−104 dBm at 38.4 kbps
Max. transmitted power 33 dBm
Voltage supply
5 V for the amplifiers
3.3 V for the CC1101
TX mode current consumption < 500 mA at 33 dBm
RX mode current consumption 12.5 mA
Mode switch time < 1 ms
The CC1101 is operated at 437.25 MHz, half-duplex, with FSK mod-
ulation at 9.6 kbps. The transceiver CC1101 needs to have its finite state
machine programmed so that it can transmit or receive. Its HWMod on
the OBC is responsible for controlling the state machine of CC1101, and,
therefore, the program resides within the Portux.
The SPI interface is used for the communication between the OBC and
the transceiver. Additionally, two POLs for two voltage supplies (3.3 V and
5 V) are required and controlled by the same enabling pin. The 3.3V are
required by CC1101 while the 5 V are required by the amplifiers and the
other active RF components.
A single PIN POL enable is chosen to save pins in the SatBus. However,
the transceiver must be energy efficient as energy is very limited in 3Cat-1.
The requested power is that high that it is very difficult to allocate power
to other subsystems when the transceiver is transmitting to ground, and
all the payloads are forced to be turned off. To compensate for it, the
transmission path can be software disabled to reduce the power consumed
if the transceiver is on reception only mode.
7.2 Ground station
Placed on the roof of B3 building in Campus Nord (Barcelona), the ground
station is not the satellite, but it is an integrated part in the 3Cat-1 project,
and has its own interfaces, and the interface with the satellite. Figure 7.5
shows an image of the ground station antenna installed.
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The original ground station was acquired to ISIS, but it that has been
modified to solve problems encountered with the AX.25 transmission pro-
tocol (see Section 7.3). The Terminal Node Controllers (TNC) that were
responsible to handle AX.25 with a computer have been totally replaced by
a Raspberry Pi SBC which implements all the protocols, leaving the old PC
the tasks of rotor controlling and beacon decoder. The main specifications
of the ground station are listed in Table 7.2.
Table 7.2: Main specifications of the Ground Station
VHF
Frequency range 144− 146 MHz
Antenna gain 10.2 dB
Noise Figure 4.2 dB (iCom radio)
UHF
Frequency range 430− 450 MHz
Antenna gain 14.1 dB
Sensitivity −110 dBm
S-band
(still not
mounted)
Frequency range 2400− 2402 MHz
Antenna gain 21.4 dB RHCP
Noise Figure 0.9 dB
Figure 7.6 shows the block diagram of the Ground Station. As it can be
seen it can be decomposed in three main subsystems:
• Rotor control: it is based on a computer with the Orbitron satellite
Figure 7.5: Ground station antenna
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tracker software. Loading the Two Line Elements that define the orbit
and position of a satellite, this software - with the appropriate rotor
drivers - can activate the motors that are used for antenna pointing.
• Beacon decoder: beacon signals are received by the iCom radio and
recorded in the PC to be later decoded using an appropriate software
by the ground station operator. An almost real-time decoder is being
implemented.
• Command and data handling: it is performed by Raspberry Pi
SBC and the transceiver, which is the same as the one used on-board
the satellite. Raspberry Pi performances are similar to the ones used
by the OBC and uses a very similar Linux operating system so, much
software developed to communicate PortuxG20 OBC and the CC1101
has been reused for the ground station one. Commands are prepared
by the ground station operator in the Raspberry to be later uploaded
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Figure 7.6: Ground station scheme
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to the satellite. Once the commands are sent, the satellite answers
accordingly, and, if it is the case, starts the process to download the
data requested.
As it can be seen, the signals received from the antenna are split to
the iCom radio, and to the CC1101. The communications link between the
ground station and the satellite is half-duplex. Two switches controlled by
the Raspberry and a HWMod very similar to the one used by the 3Cat-1
OBC are used to switch between the transmission, and the reception paths.
Figure 7.7 shows the implementation of the RF paths of the ground station.
7.3 Data link protocol
Data link protocol is how the information between the satellite and the
ground station is packed and sent. This protocol should have been the ama-
teur standard AX.25. However, at an advanced designed status of the com-
munication hardware it was discovered that the scrambler of AX.25 could
not be implemented using the CC1101, and the PortuxG20 OBC. There-
fore, a proprietary protocol is used, and the satellite will be operated only
form the ground station based in Campus Nord. The proprietary protocol
used in the data link is based on a Selective Repeat Algorithm as shown in
Figure 7.8.
The steps followed by this algorithm are:
Figure 7.7: Ground station RF paths implementation
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1. The emitter sends a first packet with the number of packets to be
sent (N).
2. The receiver answers an acknowledgement (ACK) indicating if the
packet was properly received or not. After sending the ACK packet,
it waits for an answer until timeout, and sends the ACK again. If this
happens for 10 times (configurable) then the communication fails.
3. Assuming the ACK is correct and it is properly received by the emitter,
then it sends the N packets scheduled.
4. After receiving all the packets, the receiver answers an ACK indicating
how every packet was received.
5. If there were some damaged packets, the emitter starts a First packet
transmission with the failed packets. That is done until all the packets
received are correct.
6. If all the packets are correct, then the communication has been suc-
cessful.
First packet
(with number of
packets to be sent)
Send N
data packets
Resend requested
packets
Send ACK
Send ACK
End of transmission Transmission failure
Max wrong ACK
Some packets wrong
All packets OK
ACK OK
First packet wrong
Sender Receiver
Figure 7.8: Steps of the data protocol
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The format of the packets is given by the CC1101 [19] and schematized
as shown in Table 7.3.
Table 7.3: Packet format
Preamble Sync bytes Length Data encapsulated CRC
4 bytes 2 bytes 1 byte up to 254 bytes 4 bytes
Where:
• Preamble is a sequence of 4 bytes formatted as 101010 (2Ah) each
one [19].
• Sync bytes are 2 synchronization bytes [19].
• Length is 1 byte that indicates the length of the data encapsulated.
• Data encapsulated contains N (the packet’s number) and data to
be sent (up to 254 bytes).
• CRC 16 bit Cyclic Redundant Check over the sync bytes, the length
byte and the data encapsulated.
To maximize the data sent (excluding preambles and CRC) the protocol
does not allow sending files bigger than 64 kbytes. It has been calculated
that no file will be larger than that. Actually, tests performed with the
camera never generated files larger than 50kB. If there was an exceptional
situation, the OBC and the Raspberry have implemented orders to split big
files into smaller ones as in 7z or zip compression formats.
7.4 Testing the communication system
Two main topics were of concern about the communication and the protocol:
the Doppler shift, and the Bit Error Rate (BER).
7.4.1 Doppler shift
The orbital speed introduces a Doppler shift that affects the propagation of
electromagnetic waves.
Considering that the satellite is orbiting at 8000 m/s which would mean
an altitude below 200 km on a circular orbit, the frequency received would be
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f ′ = 0.999971 ·f which means a Doppler shift of ±12644 Hz. Transmissions
forcing this Doppler shift between two CC1101 have been performed in the
lab without observing any error.
7.4.2 Bit Error Rate
Bit Error Rate (BER) has been calculated using attenuators in the lab. It
is expected to receive −104.6 dBm at the receiver with the satellite at 5◦
over the horizon. Table 7.4 shows the measured bit error rate for different
power levels received.
Power received −105 dBm −100 dBm −90 dBm
Packet error rate 3.94% 3.61% 2.95%
BER 1.95 · 10−5 1.78 · 10−5 1.46 · 10−5
Table 7.4: Bit error rate test
If a 64 kB file is sent at 9.6 kbps, it would take only 54 s. However, if
the preambles, CRC and BER are considered, the transmission time varies
from 62 s for −90 dBm to 64 s for −105 dBm. This is still a success to
accomplish the mission requirements.
7.5 Conclusions
This Chapter has presented the communication subsystem of 3Cat-1 mis-
sion, from the satellite transceiver to the ground station, and the protocol
used in the communications. The tests performed have demonstrated that
the communication link established satisfies the link budget requirements
proposed in Chapter 3.
Chapter 8
Attitude Determination and
Control System
The Attitude Determination and Control System (ADCS) is used to have
information and control of the position and rotations of 3Cat-1. The study of
all these aspects are covered in this section, as well as the proposed solutions,
and their implementation.
The ADCS uses two types of actuators and a sensor:
• A passive system to stop the rotation and stabilize the satellite in
a desired orientation. The idea behind using a passive system is to
increase the reliability of the mission as well as to decrease the power
consumption.
• An active part to improve the pointing accuracy of the camera to
the Earth when a picture is taken. This system is only available when
the passive system has damped enough the rotations.
• In addition, magnetic sensors are used to have a reference of the
3Cat-1 attitude, and they are required for the active control.
The requirements of the ADCS are:
• Knowledge of the actual position of the satellite.
• Capaility to measure the Earth’s Magnetic Field (EMF).
• Capability to correct (somehow) the orientation if required.
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Additionally, the attitude board design has to achieve the next specifi-
cations:
• Maximum current consumption of 0.2 A.
• Maximum area of 5× 5 cm2.
• Passive stabilization in less than 2 − 4 weeks. Active stabilization in
at less than 20 min.
• The active system has to be capable of rotating one axis ±30◦.
8.1 Passive system
The main advantages of using a passive system to control the satellite atti-
tude are its zero power consumption, and the reliability on the orientation.
However, it is not possible to control the orientation as the permanent mag-
net will tend to align with the Earth’s Magnetic Field (EMF).
8.1.1 Passive stabilization
The passive structure is composed by a permanent magnet, which will align
one of the satellite axis with the Earth Magnetic Field (EMF). In 3Cat-1,
the antennas, and the camera will be pointed towards the ground in the
Northern hemisphere, and to the outer space in the Southern one. The
hysteresis rod will reduce the amplitude of the oscillations over the passive
magnet axis.
Figure 8.1 shows the actual position of the passive magnets and the
hysteresis rods in 3Cat-1. The magnetic field of the magnet has to be per-
pendicular to the antennas and the camera plane. The hysteresis rods (red
lines) are placed in the normal axis of the magnetic field. The material of
the hysteresis rods is µ-metal [45], due to its high permeability and the hys-
teresis curves it allows to dissipate some kinetic energy at each oscillation.
Once the oscillations are damped enough by the passive system, the camera
and the antennas will be pointing to the Earth’s surface at an incidence
angle of 60◦ over Barcelona (see Figure 8.2).
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Figure 8.1: Cubesat passive system conception
8.1.2 Stabilization using permanent magnets
The constant magnetic momentum generated by the magnet orients the
satellite to a direction in which the magnetic field generated by the perma-
nent magnet on-board the satellite is parallel to the EMF. That system
works like a compass, therefore it always tries to point the North of the
EMF. Note that this system only guarantees that the passive magnets will
be oriented in this certain way, but it doesn’t guarantee that there will not
be roll rotation (the axis parallel to the passive magnets).
A drawback of the permanent magnet alone is the time needed for the
stabilization of the satellite, as this process takes between 10 to 30 days
to be stable, depending on the deployment spins. Magnets are heavy and
their mass must be under control. Therefore, an attitude mass budget was
performed to design the magnet.
To describe the force produced by permanent magnet for the simulations
and future test, it is needed the momentum of the magnet which can be
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Figure 8.2: Earth Magnetic Field inclination (from [46])
obtained from the oscillations of the satellite, which are described as:
w0
2 =
(
2pi
T
)2
=
mbB
I
, (8.1)
where,
• w0 is oscillation frequency,
• mb is the magnetic moment of the permanent magnet,
• B is the EMF in orbit, and
• I is the inertia moment of the satellite.
Table 8.1 shows a comparison of two permanent magnets materials and
its relative parameters. It is important to note that the life of a magnet is
very long and it has very low deviations in the magnetic field during time,
therefore, it is not considered in the specifications.
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Table 8.1: Permanent magnets specification
Magnet type Magnetic field (B) Mass T resistance Break resistance
Ferrite Low (40 mT ) Big High High
Neodinium High(> 300mT ) Small Low Low
The selected one is a ferrite. Although it generates a low magnetic field,
it has good response at different temperatures. Having a low magnetic field
it takes a little more to stabilize the satellite, but mainly it is easier to
produce from a COTS one, and it allows to have a low power active system
to control the satellite. The permanent magnet generates a magnetic field
of 40 mT , and a magnetic momentum of 0.92 mA ·m2. Assuming an initial
rotation of 2 ◦/s , the passive magnet will take at least 2 weeks to stop and
stabilize the position of the roll axis. The attachment of the magnet to the
3Cat-1 structure is shown on Figure 8.3.
Figure 8.3: Placement of the permanent magnet (red circle)
8.1.3 Oscillation damping with hysteresis rods
The hysteresis rods working principle is based on the magnetic hysteresis
phenomenon. The induction of the rods, caused by the interaction of the
EMF with the material, generates currents into the metal, and the associated
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power is dissipated over time [47]. That finally results into a damping of
the rotation of every axis. All the magnetic materials have some hysteresis
behaviour, but in µ-metals this effect is more pronounced. Although it is a
good way to stop the spin of the satellite, rods can affect the attitude adding
some errors to the passive system. With a larger volume of µ-metals, it is
possible to have a part of that material magnetized (remanance), which
will create a magnetic field orthogonal to the permanent magnet, that will
deviate the passive system. Figure 8.4 shows the magnetic behavior of the
hysteresis materials.
Figure 8.4: Magnetic hysteresis
The µ-metal is added to the frame perpendicular to the magnet axis
(see red strips in Figure 8.1). The amount of µ-metal is fundamental for the
correct satellite stabilization.
Matlab simulations have been performed to determine the optimal amount
of µ-metals. Two types of µ-metal available in the laboratory have been
tested (see Table 8.2).
According to the simulation results, the µ-metal chosen is AD-MU-80
[48] with a volume of 0.3 cm3, placed in the two perpendicular axes of the
passive magnet.
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Table 8.2: µ-metals properties [48]
µ-metal properties AD-MU-80 AD-MU-00
Coercive Force(A/m) > 0.015 0.05
Saturation(Tesla) 0.0008 0.0015
Remanance/Retentivity(T) 0.0002 0.0002
Permeability High(50000) Low(1500)
8.1.4 Simulation and measurements
8.1.4.1 Simulation
The Matlab code developed [49] uses a private library called Smart Nanosatel-
lite Attitude Propagator (SNAP) [50].
The next simulation results show how different volumes of µ-metals affect
to the damping of the rotation in the different axes after ten hours. Figures
8.5a and 8.5b show that the higher is the volume of the hysteresis rods, the
higher is the damping of the rotation at each axis.
(a) roll (b) yaw
Figure 8.5: Rotation damping due to the µ-metals
Figure 8.6 shows the damping as a function of time due to the hysteresis,
and the passive magnet effect. The satellite has an angular speed of 2 ◦/s at
the initial state. At every orbit the body increases its energy at the poles,
but the passive system is able to damp that oscillations.
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Figure 8.6: Damping effect over the roll axis with a µ-metal of 0.5 cm3
8.1.4.2 Measurements
Some measurements have been carried out to validate the simulation results.
Figure 8.7 shows the configuration of the passive magnetic stabilization test,
where the structure is hanging from the ceiling with a nylon wire, with an
extra weight to achieve ~1 kg of mass.
Figure 8.8 shows the measurement of the deviation of the structure with
and without magnet. It is possible to see how the magnet affects to the rota-
tion of the structure increasing the frequency of the oscillation. Neglecting
the deviation introduced by the wire, this measurement allows to check the
magnetic momentum of the magnet.
To test the hysteresis rods the same test is carried out, but adding a
variable amount of µ-materials. Figure 8.9 shows how the µ-metals affect
the rotation. At first, depending on the volume of the hysteresis rods, the
oscillations may increase the energy during the first rotation due to the µ-
metal effect over the system. But finally, the entire test with the hysteresis
rods tends to reduce faster its oscillations.
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Figure 8.7: Cubesat structure hanging with the permanent magnet and 1 kg of
mass
Figure 8.8: Permanent magnet effect test results
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Figure 8.9: Passive magnet and µ-metals test results
The results presented show a damping time constant of τ = 51.8 s for
the test without µ-metals and a time constant of τ = 45.5 s for the test with
µ-metal rods. While the damping of the case without µ-metals is due to the
friction with the air and the deformations on the nylon cable, the case with
µ-metals has a lower time constant due to the addition of the hysteresis rods
that dissipate the energy of the oscillations.
8.2 Active System
Once the passive system has stopped the rotations and the roll axis of 3Cat-
1 is pointing to the Earth Magnetic Field (EMF), the active system is ready
to enter in action. This system is used to change the pointing angle to the
Earth, and it will only be used with the camera. The most important part
of the system is the design of the actuator, and the determination of the
orientation. These parts of the active system have influence in the design of
the control algorithm, and the available space in 3Cat-1. The active system
is not mandatory for the success of 3Cat-1 mission as it is only required by
the camera payload, but it is very important to acquire know-how for future
3Cat’s missions, therefore ±5◦ of precision in the attitude determination is
enough pointing accuracy for the outreach purposes of the camera.
Figure 8.10 shows the block diagram of the system and the different in-
terfaces it has. In the following subsections, the active actuator, the attitude
determination, and the control system are explained.
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Figure 8.10: ADCS block diagram
8.2.1 Active actuator and coil design
The actuator is the first part of the active system to be designed. The
actuator will determine almost all the other hardware and software settings.
This part has to take into account the power consumption, and the available
volume inside the cubesat.
The actuator chosen to operate in the 3Cat-1 is a magnetorquer (a coil),
due to the low space it occupies, and the “low” power consumption, as
compared to an inertia wheel or thrusters. The interaction with the passive
magnet generates a new magnetic field vector, which will tend to align to
the EMF. The maximum rotation of 3Cat-1 will depend on the magnetic
strength of the coil.
As it can be seen in Figure 8.11, the rotation angle is controlled by the
intensity and direction of the magnetic field created by the coil. It can be
described as:
tg(α) =
Bcoil,max
Bmagnet
. (8.2)
Assuming that the magnetic field can be expressed as Bcoil = K ·Bmagnet.
The total rotation produced by the coil is:
α = arctg (K) . (8.3)
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Figure 8.11: Combination of active and passive systems
Knowing the maximum target rotation and the magnetic field of the
magnet it is possible to calculate all the coil parameters to achieve the
desired orientation.
N =
l ·Bcoil,max
µ · Imax . (8.4)
Given a fixed volume, the simplest parameter to achieve the desired
magnetic field is the number of turns (N , which depends on the length l),
the magnetic permittivity of the core, and the maximum current (Imax). To
increase the Bcoil,max it was decided to add a ferromagnetic core to the coil.
Adding this core to the coil the number of turns, and the parasitic resistance
are reduced, although the maximum saturation field of the core has to be
higher than the expected target. The two cores studied are shown in Table
8.3.
Table 8.3: Magnetorquer core properties
Core properties Core 1 Core 2
µr (relative magnetic permeability) 1900 200
Radius (rcore) 4 mm 5 mm
Length (l) 25 mm 40 mm
Bmax(T ) 0.3 0.2
Finally, the active algorithm needs the values of the circuit parameters
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of the coil [51]:
L = µ
N2
l
Score , (8.5)
R = ρ
N (MLT )
Swire
, (8.6)
where L and R are the inductance, and the parasitic resistance of the
coil, Score is the core area, ρ is the resistivity of the wire, l is the length of
the core, and MLT is the total length per turn.
To achieve the desired rotation, in our case ±30◦, the coil has to be
designed using the permanent magnet field, and the maximum available
current. The wire diameter is fixed by the material available in the labo-
ratory. The angle of rotation is designed to be larger than the requirement
ones, to avoid some possible errors in the magnet measurements and achieve
the desired solution. The design rules used are:
• Bmagnet = 40 mT ,
• angle of rotation = 30◦,
• Imax = 0.2 A and,
• Wire section = 0.24 mm.
Table 8.4 shows the design of the system with the two different core
options:
Table 8.4: Coil parameters
Coil parameters Coil 1 Coil 2
L(coil inductance) 0.155 H 3.1 H
N(# of turns) 200 2243
R(parasitic resistance) 0.82 Ω 13.1 Ω
The final coil for 3Cat-1 is the first one because it is more efficient and
has a much lower parasitic resistance, and lower mass as compared to the
other design.
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8.2.2 Attitude determination
Before designing the active algorithm to supply current to the coil, it is
necessary to determine the orientation of the satellite. To know this, some
sensors, a reference system, and an algorithm are needed. This section
explains the design of the attitude determination system used by the 3Cat-
1.
8.2.2.1 Sensors
The first step in the process is to determine the position and orientation of
the satellite. To know the orientation it is necessary to obtain some informa-
tion from the sensors, and refer it to a reference system. The determination
system implemented in 3Cat-1 is based on the information obtained by a 3
axes magnetometer, and a 3 axes gyroscope.
The magnetometers and the gyroscopes are integrated in a 9 Degrees
Of Freedom Inertial Measurement Unit [52], which includes a three axes
accelerometer, and a temperature sensor included in the gyroscope chip.
The device incorporates three sensors - an ITG3200 (triple-axes gyro +
temperature) [53], ADXL345 (triple-axis accelerometer) [54], and HMC5883
(triple-axis magnetometer) [55]. Their functions are:
• Magnetometers: are responsible for sensing the magnetic field. Us-
ing the measurements obtained and the knowledge of the International
Geomagnetic Reference Field (IGRF), and the bias induced by a per-
manent magnet it is possible to calculate the deviation of the satellite
axes as compared to the theoretical magnetic field, and the attitude
of the satellite.
• Gyroscopes: measure the angular rotation around each axis (yaw Ψ,
pitch θ, and roll Φ). These sensors are used to know the rotation speed
of the satellite.
• Accelerometers: sense the rate of change of the velocity, but are
useless in zero-gravity conditions, because the gravity field force is
canceled by the centrifugal force.
• Temperature sensors: are used to perform the internal compen-
sation of the thermal drift of the gyroscopes. Moreover, the data is
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used by the OBC to control the temperature of all the boards of the
satellite.
The data of all these measurements is acquired by a microprocessor
ATmega320 placed in the Razor board (Figure 8.12). The attitude determi-
nation board is placed in a terrace at the attitude board and is connected
to the ADCS PIC using SPI protocol.
Accelerometer
Micro-Processor
Gyroscope
Magnetometer
Figure 8.12: 9DOF Razor IMU with its three sensors [52]
Sensors calibration: the magnetometer has to be calibrated to measure
the magnetic field accurately. Moreover, it will have some interferences from
other sources of magnetic field present in the satellite. The main ones are
the permanent magnets used for stabilization, the wireless power transfer
experiment and, the coil of the Geiger counter. Those systems will disrupt
the measurements, and its interferences will have to be compensated. To do
so, different solutions can be applied:
• Calibration: to calibrate the sensors, it is needed to measure the
interfering magnetic field in the final sensors position, and subtract
them from the measurements.
• Shielding the interference source: using magnetic shielding to
reduce the interference.
A combination of both solutions is applied: the coil from the Geiger is
shielded with µ-metals, while the effects of the permanent magnets and the
wireless power transfer are calibrated.
128 8 Attitude Determination and Control System
8.2.2.2 Reference systems
The magnetic field measurement provided by the magnetometers is ex-
pressed at a local, variable reference system (due to the satellite displace-
ment). In order to apply a control action based on this value, a well-known
reference system has to be expressed. IGRF provides a model of the EMF
at every orbit position, expressed in geocentric coordinates .
To compute the attitude of a body an estimation algorithm is used,
such as QUEST, or a observation filter, like Kalman filtering. Using an
observation filter/estimator it is possible to know the actual orientation
in front of the IGRF measures. These reference systems are tested, and
compared to STK to check the correct output of the reference algorithms.
8.2.2.3 Quest: QUaternion ESTimator algorithm
After the measurements of the magnetic field, and the computation of the
IGRF, the QUaternion ESTimator (QUEST) attitude determination algo-
rithm is applied to solve the rotation with respect to the IGRF [56] [57].
QUEST is a solution of the Wahba’s problem [58], which seeks to find a ro-
tation matrix between two coordinate systems from a set of weighted vector
observations. The function to minimize is expressed below as:
L(A) =
1
2
∑
i
ai|bi −Ari|2 (8.7)
where,
– L is the cost function,
– A is the rotation matrix to solve,
– ai are the optional weight of the cost function (equal for all the
measurements in 3Cat-1),
– bi are the vector measurements in the body frame and,
– ri are the vector references in the reference IGRF East-Nord-Up
frame.
Usually QUEST algorithm uses two different references system (eg. Sun
vector, Stars vector, limb, IGRF), but in 3Cat-1 attitude algorithm only one
reference is available (IGRF). Considering low rotation speeds provided by
the passive system (< 1 ◦/s per axis), it is decided to use the same reference
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system, but in two different time instants (T + 0 and T + 10 s). This leads
to a determination algorithm with some errors, but still with the required
precision for the application (~5◦ for the camera pointing). QUEST is im-
plemented in the micro-controller of the ADCS. It uses the measurements
from the magnetometer to get the bi vectors, and the IGRF obtained from
orbit propagation in the OBC, based on the Two Line Elements, to get the
ri. These ri are periodically transmitted according to the configuration of
the ADCS HWMod. Table 8.5 shows the results of the QUEST implemented
and being tested for attitude determination.
Table 8.5: Quest validation
Axis
Applied
orientation
IGRFTLE
t = t + 0 s
IGRFTLE
t = t+10 s
Magnetometer
t = t + 0 s
Magnetometer
t = t + 10 s
QUEST
orientation
X 27.7◦ 0.3890 0.3924 0.9972 0.9975 26.8◦
Y 60◦ 0.1916 0.1935 −0.0410 −0.0383 60.2◦
Z 36◦ −0.9011 −0.8992 −0.0630 −0.0596 30◦
8.2.3 Active control
The control circuitry has to be commanded by an algorithm that modifies the
active circuitry performance as required. This active control has two loops:
the current loop for the coil and the orientation loop of the satellite. The
main target of the algorithm is approaching the pitch angle corresponding
to the satellite orientation to a target value, compare the average pitch of
the satellite movement to the target value and apply the control action on
this difference.
The coil has to provide a maximum rotation of ±30◦, so if the difference
is larger, the required rotation is set to this value. Given an orientation
target, the active control calculates the pointing error compared to a pitch
average of two measurements in every 10 s. Then, it checks if the pointing
is under saturation conditions (±30◦) as the ±30◦ is the maximum possible
rotation. Using a PID controller, a Pulse Width Modulation is applied to
the active coil. Then, a current loop is performed in order to ensure the
proper magnetic field and avoid having current peaks that could be higher
that 2 A. Figure 8.13 shows the flow diagram of the active control algorithm.
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Figure 8.13: Control algorithm flow diagram
8.2.4 Active system results
In order to test the active system, the OBC, the COMMS and, the EPS
must be working properly. Otherwise, cables are needed and, they block
any attempt to test the active system part. At the time being, November
2014, these subsystems are not fully integrated yet, consequently, it has not
been possible to test the active system so far.
8.3 Conclusions
In this Chapter, the combination of a passive and an active attitude control
systems in 3Cat-1 has been explained. However, the pointing capability and
accuracy are limited if compared to a 3 axis active control system. The
performances of the final ADCS are still not available at the time of the
writing this report, since the final integration has not been taken place.
Chapter 9
Eternal self-powered beacon
demonstrator
The eternal self-powered beacon demonstrator [59] is one of the payloads of
3Cat-1. It is a totally independent system that should work even in a catas-
trophic failure of all the subsystems on 3Cat-1, as it does not work neither
with the EPS, nor the OBC, and it has its own Communication Subsystem.
It works with a variable duty cycle depending on the temperature gradient
between the inner part of the satellite and the solar panels. As it is will
be seen, this duty cycle of the beacon is at the same time a temperature
gradient sensor.
9.1 Conceptual approach
Powering an spacecraft beacon subsystem with a self-powered energy source
increases the mission reliability. However, the low heat flux received and
the lack of convection to dissipate it makes difficult the possibility to obtain
enough temperature gradient to harvest enough energy to make thermoelec-
tric generators attractive. The selection of the appropriate location, and
conditioning can make them useful to run low power systems like a beacon.
On the other hand, the energy harvested to send a beacon signal can
not offer a continuous working cycle. The solution proposed is based on
Directly Interfacing Sensors, which link sensors to micro-controllers without
a signal conditioning circuit (or an Analog to Digital Converter (ADC)) on
the one side, and energy harvesting systems on the other side. These are
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two key enabling technologies to create the self-powered beacon signal. In
this chapter, both technologies are concurrently combined.
9.2 Thermal feasibility analysis
Except for the Radioisotopes Thermal Generators (RTG), thermoelectric
generators have not yet been used for energy harvesting purposes in space.
Energy harvesting is of interest to achieve ambient-powered systems. A
common application considers ultra-low power systems like wireless sensor
network nodes. Alternatively, energy harvesting could also be considered
to supply mission-critical subsytems, like a beacon RF transmitter within a
3Cat-1 providing the overall system with robustness and reliability.
Electrical power can be extracted from either kinetic, electromagnetic
or thermal energy [60]. Thermal energy can be transformed into electric-
ity using Thermo-electric generator (TEG). TEGs convert a temperature
gradient into an electric voltage using the Seebeck effect [61]. To achieve a
high temperature gradient, conventional energy collectors and radiators are
based on heat convection techniques [62].
However, since vacuum prevents convective heat transmission, and the
only energy is coming from the Sun, and not from the heat of a natural
decay radioisotope (as in a RTG [63]), creating a temperature gradient large
enough to be able to recover energy, and dissipate it through the spacecraft
is inefficient.
9.2.1 Thermal vacuum tests
The solar irradiance in the top of the Earth atmosphere varies from 1, 321
to 1, 413 W/m2. Direct exposition of TEG to the Sun does not produce
enough energy to make TEGs attractive. Therefore, the TEGs have to be
placed behind the solar panels themselves, which act as energy collectors.
Part of the collected energy is transformed into electricity while the rest is
dissipated inside the spacecraft, through conduction to adjacent PCB’s and
the structure to finally be transferred into the space. As shown in Figure
9.1), the structure of the satellite was initially replaced by an Aluminum
block.
After a careful selection and testing of potential TEG candidates, the
performances of two different Peltier modules selected from different manu-
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Figure 9.1: Peltier testing scheme
facturers are presented in Table 9.1. They differ in the number and the size
of the PN contacts, leading to different Seebeck voltages as well as electrical
and thermal resistance.
Table 9.1: Peltier modules properties
Code Model Relec Rthermal Seebeck voltage Footprint
A MCPE-071-10-13 [64] 4.5 Ω 4.6 K/W 24 mV/K 20 mm × 20 mm
B TGP-751 [65] 330 Ω 18 K/W 110 mV/K φ 9.5 mm
Using the parameters shown in Figure 9.1 and Table 9.1, as a first ap-
proximation based upon the Fourier’s law, it is expected to have a maximum
temperature gradient of ∆TA = 57 ℃ and ∆TB = 223 ℃.
The tests were performed using the SpectroLab solar panels, a temper-
ature sensor (LM335), and a photodiode as described in Section 5.2. The
TEG is placed right behind the solar panels PCB and attached to an Alu-
minum block to simulate the thermal inertia of the rest of the satellite. A
thermistor to measure the temperature is placed between the TEG and the
Al block.
All the tests were performed in the thermal vacuum chamber at a pres-
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sure of 10−6 Bar. The Sun simulator (Section 2.3.3) provided 1380 W/m2
flux. A pyranometer co-located inside the vacuum chamber (Figure 9.2)
allowed to calibrate exactly the incident flux on the solar panels.
Figure 9.2: Front view of the solar panel in the TVAC
The experimental results obtained in the thermal vacuum chamber us-
ing the solar simulator are presented in Figure 9.3. The first two graphs
correspond to the measured temporal evaluation of the open circuit voltage
at the Peltier module terminals, and the temperature gradient measured on
it. The third plot is the maximum attainable power when the circuit is con-
nected to a resistance equal to the internal resistance of the thermoelectric
module.
The heating and the cooling periods of the system can be clearly ob-
served. Both correspond closely to a first order dynamic system with time
constants τA = 229 s and τB = 306 s. The predicted temperature gradients
are satisfied for TEG A, but not for TEG B, which may be due to a too
optimistic value of the thermal resistance from the manufacturer. It is ob-
served that, while TEG B has a better performance in terms of open circuit
voltage under similar temperature gradients, TEG A can generate a larger
electric power, due to its lower electrical resistance.
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Figure 9.3: Comparison between both Peltier modules
9.2.2 Satellite configuration
As mentioned in Chapter 8, 3Cat-1 uses passive orientation system with
a permanent magnet to control the spinning of two axes, while the third
one requires an active control, and will mostly be spinning. As seen in the
previous section, thermoelectric generators have a slow dynamic response.
Therefore, they cannot be used on fast rotating systems that act as low-pass
filters. So, the TEGs can only be placed in the faces directed towards the
Sun, and these faces are the top and bottom solar panels. Additionally, if it
is desired to receive the beacon from Barcelona, the only option is to place
the TEG at the opposite face respect to the antenna, that is the bottom
solar panel.
This configuration has been analyzed using the Thermal Desktop® (see
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Figure 9.4: Thermal distribution on a CubeSat
Figure 9.4) for both TEG modules, in a orbit at 600 km height, and for
two extreme cases: angle of the orbital plane and the Sun equal to 0◦ and
90◦. The results obtained (Figure 9.5) show that enough voltage will be
generated to run an small circuit or application. However, a circuit to adapt
the output voltage and/or store energy is needed. Most of these circuits
need a minimum input voltage, so the type of thermoelectric module chosen
will be a compromise between the power obtained and the minimum voltage
needed to boost up the circuit to run the system.
As it is mentioned in harvesting circuit implementation (Section 9.4) it
is extremely important to have a relatively high voltage to start the har-
vesting circuit, otherwise, the step-up circuit cannot start. Therefore TEG
B (MicroPelt TPG-751) was selected to be used in the harvesting circuit.
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(a) β = 90◦
(b) β = 0◦
Figure 9.5: Harvesting system simulated output voltage for 600 km SSO and dif-
ferent beta angles
9.3 Link budget
The link budget of the eternal beacon is calculated in order to dimension
the appropriate harvesting circuit to have enough energy to send a signal
and receive it with the ground station. The following considerations have
been assumed:
• Maximum distance between the satellite and the ground station of
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2900 km.
• System noise temperature 6000 K.
• Transmission frequency: 437.25 MHz.
• Modulation: ASK.
• Data rate: 476 bps.
• Satellite antenna gain: 1 dB.
• System transmission losses: 3 dB.
• Ground station UHF antenna gain: 14 dB (Campus Nord Ground
Station).
• EIRP emitted: 9 dBm [66].
With these calculations, the margin to receive the signal is only 0.6 dB
which means that it may be difficult to receive the beacon. However, this
margin is increased up to 5.1 dB when the satellite is at 1, 500 km from the
ground station, and up to 8.55 dB when it is at zenith.
9.4 Harvesting circuit
Harvesting energy from a low temperature gradient requires a very low volt-
age step-up power conversion circuit, which has been designed based on the
principle of function of the Joule Thief circuit [67]. Figure 9.6 shows the
power supply system-level block diagram, which consists of 3 main circuit
blocks interconnected to deliver a stable DC voltage to supply a variable
load.
The step-up block (left) conditions and extracts the power by increasing
the voltage provided by the Peltier cell to charge the storage capacitors
(center). The storage capacitor is dimensioned (Eqn. 9.3) as a function of
the power requested by the output load. Once the voltage of the capacitor
reaches a certain threshold Vth,max, an hysteresis comparator enables the
voltage regulator circuit (block on the right), which provides the stabilized
output voltage (Vcc) until the capacitors are discharged below the minimum
threshold established by the reference voltage (Vref ) in the comparator. This
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Figure 9.6: Circuit block diagram
process is cyclic and is repeated indefinitely, with a frequency that depends
upon the load of the circuit and the temperature gradient of the Peltier cell.
From the tests performed on the circuit implemented, it was observed
that a minimum voltage of 0.4 V is required to operate the step-up circuit,
and start switching the transistors to charge the capacitor of the Joule Thief
circuit. Table 9.2 shows the measured main parameters as a function of the
input voltage for two load resistances (Rload). P in is the average power of
the thermoelectric generator, P out is the average power at the output of
the regulator, and the efficiency of the circuit results in between 44 ∼ 53%
which decreases for increasing input voltages.
Table 9.2: Experimental results
Vin[V ] Rload[Ω] Vout[V ] P in[mW ] P out[mW ] η[%]
0,4
120
2,438 0,169 0,084 49,7
0,6 2,438 0,434 0,223 50,3
0,8 2,438 0,863 0,405 46,9
0,4
1000
2,442 0,169 0,090 53,4
0,6 2,442 0,432 0,221 51,2
0,8 2,442 0,861 0,381 44,2
9.5 Wireless temperature gradient sensor
The temperature gradient is actually being sensed from the measurement of
the frequency of the duty cycle of the harvesting circuit. This frequency is
strongly related to the transmitter power consumption and the value of the
capacitors. The energy needed to send a wireless pulse train is given by:
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Eneeded = Vsupply · Isupply · [tbit · nbits] , (9.1)
where Vsupply and Isupply stand for the voltage and current needed by
the transmitter circuit, and tbit and nbit are bit time and the number of bits
transmitted to identify the sensor. On the other hand, the energy available
in the capacitors, is given by:
Eavail. =
Vsupply
2
2
C . (9.2)
Therefore, the minimum capacitance to enable a complete transmission
is given by:
C =
2 · Isupply
Vsupply
· [tbiy · nbits@1] . (9.3)
Figure 9.7 shows the performance of the harvesting circuit with a 1 kΩ
resistor and a capacitor block of 2600 µF when the temperature gradient
increases from 0◦C to 10◦C. It can be clearly noticed the initial transient
regime (up to t = 300 s) until a minimum voltage is reached to start charging
the capacitor, and then, as the temperature gradient is increased, how the
period of the circuit is reduced accordingly.
Figure 9.7: Harvesting circuit performance with C = 2600 µF and Rload = 1 kΩ
With the sensor properly dimensioned, the capacitors will be charged
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with a current proportional to the temperature gradient of the thermoelec-
tric generator I = K ·∆T , where K is a constant to be determined exper-
imentally. It depends on the performance of the thermoelectric generator,
and the step-up block as well as the current leakages in the transistor, capac-
itor and comparator. The circuit can be modelled as a parallel RC circuit
with a constant current source. Then, the relationship between the temper-
ature gradient, and the charging time can be found solving the differential
equation:
Igen = C · dVC
dt
+
VC(t)
Req
, (9.4)
where Igen is the current output of the step-up block, C and VC are the
capacity and voltage of the storage capacitors, and Req is the equivalent
resistance of the load and the current losses of the circuit. Finally, the
charging time can be expressed as:
∆t = Req C ln
(
1 +
Vth,max − Vth,min
K ·∆T ·Req − Vmin
)
where Vth,max and Vth,min are the threshold voltages of the capacitor
determined by the comparator. In order to validate the model, different
measurements with different resistors simulating the power consumption of
the transmitter circuit have been carried out (Figure 9.8).
Figure 9.8: Charging time vs temperature gradient for a 2600 µF capacitor
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The minimum temperature gradient that can be sensed by the self-
powered beacon and sensor is 4 ◦C. This is due to the fact that the cur-
rent leakage of the capacitor, comparator, and voltage regulator is larger
than the current supplied by the harvesting circuit. To calibrate the sensor,
the values of K and Req have to be found by least squares fit of the tests
performed. Their values and the time constant of the system are shown in
Table 9.3.
Table 9.3: Req and K values
Rload[Ω] Req[kΩ] K[K/A] τ [s]
220 17.6 57 · 10−6 44.8
470 15.7 60 · 10−6 40.9
1000 16.3 58.2 · 10−6 42.5
2000 16.8 57.1 · 10−6 43.8
The in-orbit results of the temperature gradient sensor will be used later
to compare the accuracy of the thermal analysis simulations.
9.6 Peltier Beacon testing
The beacon signal transmitted cannot use the standard Morse code. As it
is only a technological demonstrator, it directly sends binary data through
ASK modulation using the transmitter MAX7044 [66]. The message sent is
only 4 bytes long: UPC# which is the acronym of the University, and #, a
lecture of the temperature performed by the micro-controller in the Peltier
beacon circuit (PIC10LF322). Table 9.4 shows the content of the message
as binary data.
Table 9.4: Peltier beacon message
ASCII Data U P C Temperature
Binary Data 0101 0101 0101 0000 0100 0011 XXXX XXXX
The system was finally successfully tested successfully with 9 dBm out-
put power. Figure 9.9 shows a working cycle of the micro-controller. The
first part of Vout corresponds to the boot-up phase of the micro-controller
9.7 Conclusions 143
while the second one (from sample 3520 to 3600) is the message code sent
to the transmitter.
Figure 9.9: Data sent from the PIC to the transmitter
9.7 Conclusions
The feasibility of a self-powered beacon has been studied and experimentally
demonstrated, even for temperature gradients as low as 4℃. This system is
totally independent and shall work even if a major satellite failure occurs.
An appropriate low voltage circuit and capacitor dimensioning are manda-
tory to make it work properly. The beacon working period is itself a direct
interfacing sensor of the temperature gradient. Adding a temperature sensor
and transmitting the temperature next to the identifier adds functionality
to this subsystem.
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Chapter 10
CelSat Solar Cells
CelSat solar cells [24] are the result of a cooperation between the 3Cat-1
team and Professor Pablo Ortega from the Electronics Department.
One face of 3Cat-1 has a solar panel made out of 11 CelSat solar cells,
which are electrically connected in series for two main purposes:
• to study the impact of space environment on electrical behavior of
crystalline Si solar cells. Indergitated Back Contact (IBC) solar cells
are very adequate to this objective due to its sensitivity to surface
and bulk recombination that can increase dramatically with radiation
damage.
• to form part of the satellite power subsystem combined with the Spec-
trolab solar cells (Section 5.2.1).
However, mission success cannot be risked by CelSat solar panels and its
fast degradation with space environment. A compromise is acquired using
400 µm of Al2O3 coverglass. Taking as reference the Si single junction tech-
nology from Spenvis, Table 10.1 compares the equivalent electron fluences
expected during a month of mission, with and without coverglass.
Table 10.1: CelSat total 1 MeV equivalent electron fluences expected [cm−2]
Coverglass thickness Total
[
cm−2
]
g/cm2 µm Pmax Voc Isc
0.0000 0.00 3.299E + 15 3.299E + 15 4.224E + 14
0.0880 400.00 2.931E + 13 2.931E + 13 1.722E + 13
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10.1 IBC Technology
CelSat Solar cells are based on Indergitated Back Contact (IBC) technology.
The IBC technology is a photovoltaic structure which allows high conversion
photovoltaic efficiencies in laboratory as well as industrial solar cells [68]. In
this kind of cell, light enters to the device by the opposite side where the pn
junction and contacts are placed (back side), as it is shown in Figure 10.1.
Figure 10.1: CelSat cross-section scheme
Some advantages of this structure are evident, such as the absence of
metal shadow losses and the easiness to assemble solar cells in modules
avoiding wire bonding or soldering. This is especially interesting in satel-
lite applications where a high reliability is mandatory to satisfy thermal
and mechanical stress requirements [69]. However, IBC solar cells require
very low bulk and front surface recombination losses. Therefore, a precisely
controlled fabrication process is mandatory to ensure high bulk lifetimes
(no contamination and free-damage process), and very low front Surface
Recombination Velocities SRV’s (< 100 cm/s).
In the last years, the Micro and Nano technologies MNT-UPC group
has been developing a baseline process to fabricate high efficiency solar cells
(η > 20%) [70], which combines a very clean fabrication process, and state
of the art surface passivation using several dielectric layers, namely thermal
SiO2, SiCx stacks or Al2O3 films. Among these, Al2O3 offers an outstand-
ing surface passivation [71], and has a refraction index ~1.6, being a good
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candidate for both surface passivation, and as an anti-reflection coating layer
(ARC). IBC solar cells incorporate cover-glass that is used as a transpar-
ent radiation shield (see Figure 10.1). It has already been used successfully
in previous devices manufactured by the MNT group for space applica-
tions [72]. Figure 10.2 a and b show the front and back side of the CelSat
Solar cell; note the absence of junctions and contacts in the front view, and
how they are placed in the back.
(a) Front (without cover-
glass)
(b) Back
Figure 10.2: CelSat cell front and back views
10.2 CelSat performances
The performances of a single CelSat are measured using standard test condi-
tions (AM1.5G spectrum 1 kW/m2, T = 25◦C). The characteristic current-
voltage curve measurements of a fabricated CelSat solar cell before, and after
cover-glass bonding are shown in Figure 10.3.
Table 10.2 summarizes the main photovoltaic parameter values of this
cell. Despite cover-glass increases reflection and introduces light absorption,
photovoltaic efficiencies of 12% have been measured in these devices.
Table 10.2: CelSat electrical performances
Isc (mA/cm
2) Voc(mV) Fill Factor (%) η(%)
108 (99) 647 (646) 73.4 (74.2) 12.9 (12.0)
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Figure 10.3: CelSat I-V characteristic curve
10.3 CelSat solar panel
Eleven CelSat solar cells are serial connected to achieve the maximum volt-
age. As it can be seen in Figure 10.4, there is a by-pass Schottky diode at
each solar cell to protect the module in case of open circuit failure of a single
cell.
CelSat 1
- +
CelSat 2
- +
CelSat 10
- +
CelSat 11
- +
CelSat i
- +
Vout
Figure 10.4: CelSat panel shceme
CelSat solar cells are mounted in a lateral face of 3Cat-1 maximizing as
much as possible the surface covered in the panel as it can be seen in Figure
10.5. Devices are bonded to the PCB interconnection substrate by means of
a NASA approved low outgassing conductive silver epoxy (EPOTEK®H20E).
The panel PCB is gold finished for thermal stability purposes of 3Cat-1 mis-
sion. The visual effect on Figure 10.5.b is due to the transparent Epoxy:
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it changes the refraction angle, but does not affect the photovoltaic perfor-
mances.
Figure 10.5: CelSat layout and assembled panel
10.4 Preliminary electrical measurements
Preliminary electrical measurements are made using a solar simulator (model
ORIEL 94021A) under standard test conditions (AM1.5G spectrum 1 kW/m2,
T = 25◦C). Open circuit voltage Voc increases with the number of solar cells
in series and follows the expected theoretical behavior, as it can be seen in
Figure 10.6.
Current voltage V-I characteristic curve exhibits some drops and plateaus
at different voltages (see Figure 10.7) as consequence of a nonuniform mod-
ule illumination. ORIEL 94021A has smaller spot than the one available at
NanoSat Lab, but the equipment to characterize the performances cannot be
moved from the lab where ORIEL simulator is installed. ORIEL 94021A has
a beam size (2% irradiance uniformity) of 5 cm. Out of these beam limits,
irradiance drops drastically. Hence cells out of the beam are poorly illumi-
nated and the Schottky diodes partially bypass them, indicating a proper
performance of these protecting devices.
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Figure 10.6: CelSat panel Voc as a function of the number of cells
Figure 10.7: CelSat panel I-V curve
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10.5 Conclusions
The objective of this payload is to test the degradation of CelSat solar cells
while at the same time, they are part of the Electrical Power Subsystem.
CelSat solar cells are based on a technology that can maximize the filling
factor of the solar panel. However, it is known that this technology is very
sensitive to radiation. To get a compromise between the experiment itself
and the mission survival, a 400 µm cover-glass is placed on the solar cells
to protect them and extend the 3Cat-1 mission life.
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Chapter 11
Camera Payload
The optical sensor was actually the first proposed payload of 3Cat-1. The
main objective is to obtain images from the Earth’s surface from space while
solving the complex problem of a whole satellite mission.
11.1 Camera Hardware
A LinkSprite JPEG Color camera serial UART SEN-10061 is used. This
device is chosen due to its small dimensions and the possibility to use RS232
protocol as an interface with the OBC. Additionaly, it provides a simple
and a flexible way to configure its parameters (resolution, compression rate,
etc). Table 11.1 shows the specifications of the optical sensor.
Some images were taken for testing purposes. The images in Figure 11.1
present proportionally the different resolution of the same picture.
154 11 Camera Payload
Table 11.1: Camera specifications
Item Characteristics
Imaging device 1/4 OmniVision CMOS
Dimensions 32 mm× 32 mm
Power supply 5 V
Current consumption 100 mA
Capture JPEG with serial port
Serial rate 38400 bps
Image size 640× 480, 320× 240, 160× 120
Frame rate 30 fps @ 640× 480
Pixel size 5.6 µm× 5.6 µm
Maximum analogue gain 16 dB
White balance auto
Back light compensation yes
Viewing angle 60°
Focal distance 3.6mm
Dynamic range 60 dB
Signal-to-noise ratio 45 dB
Shutter ERS
Scanning mode progressive scan
(a) 640× 480 (b) 320× 240
Figure 11.1: Different image sizing
11.2 Earth imaging performances 155
11.2 Earth imaging performances
As it can be seen in Table 11.1, the camera has a field of view of 60°. It
is pointing according to the Earth Magnetic Field (EMF), therefore, is is
pointing towards the Earth in the Northern hemisphere while it is pointing to
the outer space in the Southern hemisphere. Figure 11.2 shows the coverage
of the optical sensor over the Earth according to STK simulations.
Figure 11.2: Camera coverage
Assuming that the camera is pointing to Nadir, then the Earth pixel size
can be calculated at maximum resolution for both orbits considered. It is
shown in table 11.2.
Table 11.2: Pixel resolution at nadir
Altitude Resolution (pixels) Characteristics
600 km
640× 480 933 m/pixel
400 km 622 m/pixel
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11.3 Protection the camera
A shutter was initially studied to protect the camera from the situation of
having the Sun in its field of view. Avoiding the Sun is a quite common
problem in space based optical sensors. It is normally solved maneuvering
the satellite or placing a shutter to protect the camera. As 3Cat-1 maneu-
verability is very limited, shutters and filters were studied.
Its desired properties, are its rapid opening-closing feature, low power
consumption and high reliability. Mechanical shutters were discarded due
to their complexity and large occupation in the PCB. Then, a low power
LCD shutter (2 mA at 5 V ) was tested to perform as shutter. Figures 11.3
a and b show the shutter on and off. Even if the shutter reduces slightly the
quality of the images, it was considered an acceptable trade-off.
(a) Shutter off (b) Shutter on
Figure 11.3: LCD Shutter
The camera was tested and compared with and without the shutter in
front of it. The pictures obtained are shown in Figure 11.4.
It is observed that the filter reduces the light intensity in the pho-
tographs, but it is not opaque enough to avoid the saturation of a spot in
the the camera center. Additionally, it was found to be transparent above
55℃. That situation could happen in the Southern hemisphere, therefore it
was discarded.
As the filter was not solving the saturation problems and the camera was
a cheap COTS component (< 50e), an endurance test was performed to it.
It was thought to learn how the solar beam affects the sensor with repeated
direct exposure. The test consisted on taking picture directly to the solar
generator with an intensity of 1 Sun at the top of the atmosphere. The test
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(a) Without filter (b) With filter
Figure 11.4: Camera with and without shutter
was one hour long and a photo was taken every 10 seconds obtaining around
360 images. Pictures in Figure 11.5 show the evolution of the test.
(a) Picture before turning the solar
beam
(b) First picture with solar beam on
(c) Last photo at solar beam on af-
ter one hour
(d) Picture of the solar beam turned
off
Figure 11.5: Camera endurance test
With the first test, it was determined that the use of a shutter was
unnecessary and that it did not accomplish the expectations of blocking
the solar rays enough. The use of the shutter would only produce a higher
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consumption and a degradation of the image colors. As it can be seen in
the second test, the camera still works correctly after an aggressive direct
exposure to the Sun simulator, although the last pictures seem grayer than
the first ones, due to the increased temperature, and the small degradation
it suffered, but overall the camera worked after the stress test.
Finally, it was decided not to include the camera shutter, and its asso-
ciated electronic circuits to save space, and reduce the complexity of the
satellite, although it will be more sensitive to radiation.
11.4 Conclusions
The camera payload was the first experiment proposed for 3Cat-1. During
the development of the subsystem different solutions have been tested in
order to protect the sensor from a direct solar exposition. Tests performed
in the Sun simulator indicated that this protection is not needed.
Nowadays, its scientific contribution is scarce; however, it is a very at-
tractive payload to outreach the project to the general public on what the
research group, and NanoSat Lab are working on.
Chapter 12
Geiger Counter
A Geiger counter payload is used to measure the amount of radiation reach-
ing the satellite along its orbit. The radiation received will be characterized
as a function of the position of the satellite in orbit. Additionally, different
subsystems are being characterized in the space environment so a radiation
reference is required. Theses subsystems are:
• Payloads: CelSat solar cells, Graphene transistor, MEMS monoatomic
oxygen detector, and Wireless Power Transfer experiment.
• COTS and custom subsystems: Portux G20 OBC, EPS, COMMS,
3DOF Inertial Measurement Unit (IMU) are main subsystems that do
not have any known spaceflight heritage.
The Geiger counter consists of a system capable of detecting alpha, beta
and gamma radiation. These types of radiation are defined as:
• Alpha: positively (+2) charged particles and massive, with low pen-
etration in the materials.
• Beta: negatively charged (-1) particles and light. They can penetrate
somewhat deeper than Alpha particles .
• Gamma: radiation with the shortest wavelength, it can pass through
virtually anything. Thick sheets of concrete or some metals can be
used as a protection against it.
Once in orbit, the Geiger counter will be measuring gamma radiation
as a filter is placed to block alpha and beta particles. The units of these
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measurements are roentgen per hour (R/h), which indicates the ionizing
radiation received per hour.
12.1 Geiger tube
The selected Geiger tube is the LND712 [73]. It is calibrated by the man-
ufacturer using a Co60 radiation source; its sensitivity is shown in Figure
12.1. From this graph the measured radiation can be determined, assuming
that all detections are due to Gamma Rays:
Radiation(
mR
Hour
) =
counts per second
Gamma sensitivity
=
Counts per minute
18 · 60
Figure 12.1: Gamma sensitivity of the selected Geiger tube [73]
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If the tube is used without the filter, it does not distinguish between
charged particles (alpha, beta) and electromagnetic radiation (gamma). Charged
particles have different energy values than gamma rays and correspondingly
different scale factors to obtain the radiation value. This information only
allows tracking changes in the background radiation level. Table 12.1 shows
the general specifications of the Geiger tube.
Table 12.1: Geiger tube general specifications [73]
Gas filling Ne + Halogen
Cathode material 446 Stainless Steel
Maximum length 49.2 mm
Effective length 38.1 mm
Maximum diameter 15.1 mm
Effective diameter 9.1 mm
Operating temperature range −10 to +75 ℃
Weight 8 g
12.2 Working principle
The tube is polarized at 500 V and filled with Neon + halogen gas. As it can
be seen in Figure 12.2, when a ionizing particle passes through the windows
and hits the tube, it ionizes the gas, and a strong electric field generates an
avalanche of electrons from the negative electrode to the positive one which
can be detected with proper electronics. Table 12.2 shows the specifications
of the Geiger window.
Table 12.2: Geiger tube window specifications
Areal density 1.5− 2.0 mg/cm2
Effective diameter 9.1 mm
Material Mica
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Figure 12.2: Geiger tube working principle [74]
12.3 Counter
The circuit of the counter has two goals: generating 500 V at the tube
input and detecting particles (otherwise called events). Table 12.3 shows
the electrical specifications of the Geiger tube. The circuit output is an
analog low voltage line that changes its voltage to indicate an event. This
event is detected by the 3Cat-1 OBC counter. Figure 12.3 shows the block
diagram of this subsystem.
Recommended anode resistor 10 MΩ
Maximum starting voltage 325 V
Recommended operating voltage 500 V
Operating voltage range 450− 650 V
Maximum plateau slope 6%/100 V
Minimum dead time 90 µs
Gamma sensitivity Co60 18 cps/(mR/h)
Tube capacitance 3 pF
Table 12.3: Geiger tube electrical specifications
A DC-DC conversion is needed to raise a supply voltage of 5 V to 500 V .
A way to elevate the voltage is taking advantage of the fact that the voltage
across an inductor is proportional to the derivative of the current passing
through it. If part of the circuit makes a significant amount of current pass
through an inductor and then cut it in a sharp manner, a high voltage peak
is expected across it.
The peak amplitude depends on the amount of time that the voltage
across the inductor is forced, the amplitude of this voltage, and the dynamics
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Figure 12.3: Geiger block diagram
of the electronics when the voltage is reduced. This last dependence is
difficult to model, therefore a voltage limiter feedback circuit is used to be
able to cut the current sharply.
Detecting an event is done by sensing the voltage that the released elec-
trons from Neon cause at the anode of the counter. For sensing purposes
the tube can be modeled as a capacitor with extremely small capacity. It
has one plate connected to ground and another to the sensing circuit. At
every particle, the transistor of the circuit commutes and sends an output
signal.
The output is sensed by a 32 bit counter in the OBC micro-controller.
The counter has been configured in order to count the number of rising edges
at its input, and increases the value of a register used to store the number
of counts. The HWMod reads this register periodically, even if the OBC is
in standby, the counter keeps running.
12.4 Testing the background radiation
Some measurements of the background radiation in Barcelona were made
over a period of nearly two hours on May 6th, 2012. These measurements
were taken emulating the conditions used by Casa Cota, PJ002 Catalan
Meteo Service cooperator (Pallars Jussa`, Catalunya). The Geiger is placed
inside the building with little air flow. It does not have any filter, therefore, it
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is used as indicator of the global particles impacting on the tube. The Geiger
used in 3Cat-1 is used measuring the background radiation of laboratory
D3-001 in Campus Nord, having windows and doors closed, and the filter
removed. The measured results are shown in figure 12.4.
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Figure 12.4: Background radiation (May 6th, 2012)
The average obtained was 8.71 µR/h for Barcelona, and 12.58 µR/h at
Casa Cota meteorological station. The values obtained do not show any ir-
regularity and are mainly due to the presence of Radon gas in the ambient.
The presence of this gas changes as a function of the environmental condi-
tions, and are normally higher after raining or close to ground movements
(due to mining, and infrastructure or building construction). According to
the Geiger provider Black Cat Systems, typical values for USA are between
5 to 28 µR/h [75]. These measurements allow to validate the proper func-
tioning of the Geiger payload subsystem, although they are not an absolute
calibration.
12.5 Conclusions
Many of the subsystems present in 3Cat-1 are component degradation stud-
ies. The Geiger counter is used as reference for the accumulated radiation
dose inside the satellite. The payload has been implemented, tested, and its
results compared to the data available by other Geiger counter. These tests
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have confirmed that this subsystem is working properly.
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Chapter 13
Other payloads
The purpose of this chapter is to present three other payloads being devel-
oped by other Ph.D. candidates. They are included for completeness of this
PhD Thesis, but the tasks developed by the author are limited to the inter-
face between them, and the rest of 3Cat-1. These payloads are the MEMS
atomic oxygen detector, the Graphene transistor (GFET), and the Wireless
Power Transfer (WPT) experiment.
13.1 MEMS atomic oxygen detector
13.1.1 Atomic oxygen in LEO
Atomic oxygen is a very reactive chemical element present in the lower
thermosphere. Comparisons between day and night picture at the beginning
of in-space observation showed that the residual atmosphere was interacting
with the materials as shown in Figure 13.1. The Space Shuttle engineers
noticed that the Kapton that was protecting the cameras had been altered
during the flight. It was concluded that degradation was caused by oxidation
of organic materials through high-velocity collision with atmospheric atomic
oxygen [76].
Atomic oxygen is formed in LEO environment through photo-dissociation
of diatomic oxygen (O2). Between the altitudes of 180 and 650 km, atomic
oxygen is the most abundant species, as shown in Figure 13.2. Note that the
horizontal axis expresses the density in number of molecules per cubic cen-
timeter. The values shown are more than seven orders of magnitude smaller,
as compared to common materials on ground (dry air 2.5 · 1019 cm−3, and
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(a) In Sunlight (b) Time-Lapsed Image Taken at Night
Figure 13.1: Space Shuttle with the bay oriented in the direction of flight [77]
liquid water (3.3 · 1022 cm.−3).
Figure 13.2: Chemical species in LEO [77]
While atomic oxygen has been measured remotely using telescopes and
spectrometers [78], and in-situ measurements have been done in the ISS
analysing the erosion of polymers with human intervention [79], the MEMS
subsystem has been designed to measure in-situ polymer deterioration due
atomic oxygen without human intervention.
13.1.2 MEMS subsystem
MEMS atomic oxygen detector is based on a pulsed oscillator [80] developed
by currently PhD candidate Sergi Gorreta within his Master Thesis on 2010
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[81]. It is based on a cantilever membrane that vibrates if it is excited by
temperature (see Figure 13.3). This temperature excitation is due to pulsed
currents applied on it.
Figure 13.3: MEMS 4th first resonant modes simulation
A small mass of polymer (pentacene) is placed over the membrane. The
presence of atomic oxygen is related to the mass erosion of the polymer.
To calculate this mass erosion, the membrane is forced to vibrate, and the
resonant frequency of the system is detected. The variation of the resonant
frequency changes as the inverse of the square root of the mass of the system.
Therefore the mass lost by the polymer is obtained. Figure 13.4 shows a
microscopic view of the MEMS mebrane. Its dimensions are 300 µm ×
300 µm.
13.1.3 MEMS interface with 3Cat-1
MEMS is placed in the 2nd PCB sharing space with the ADCS, the cam-
era and the Geiger counter. As it can be seen in Figure 13.5, the MEMS
subsystem is fed by three POLs with three different voltages: 1.8 V , 3.3 V ,
and 5 V . The experiments of the MEMS are programmed in a Complex
Programmable Logic Device (CPLD) which interacts with the OBC by
9K6 UART interface. For programming (on ground) purposes, it has a
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Figure 13.4: Picture of the MEMS membrane with a drop of polymer
JTAG interface.
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Figure 13.5: MEMS block diagram
As any other payload on board 3Cat-1, the MEMS experiment can be
configured. It is done using the function setup from its HWMod. It can
configure the sampling frequency, the pulse width and the delay between
different runs (MEMS gives back an average over a batch of different runs).
At full mode, it only generates 60 bytes of data per run. Once it is trans-
mitted to the OBC, time and temperature information of the satellite are
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attached to the experiment results, and saved to be downloaded to ground
when requested.
13.2 Wireless Power Transfer and Graphene tran-
sistor
The WPT is the research topic of PhD candidate Elisenda Bou, while GFET
technology is the research topic of PhD candidate Mario Iannazzo. Both
experiments have been implemented in 3Cat-1 mission by Master student
Alberto Saez during his Master Thesis. The main objective of the WPT-
GFET subsystem is to take in-situ measurements of the space environment
effects on these two different technologies.
On one side, it is desired to study the space plasma effects [82] on the
WPT. This technology is based on the generation, emission and reception
of a magnetic field using two coils, and transferring energy between them.
Both coils are designed and printed on a double sided PCB creating a small
capacitor between its faces and therefore a capacitor in the coil (see Figure
13.6). To maximize the energy transfer between coils, they must be working
at their resonant point. At the resonant point, the reactive inductance of
the coil and the reactive capacitance of their parasitic capacitor are 100%
compensated. This phenomena creates a resonant magnetic field increasing
the efficiency of the energy transfer considerably. In 3Cat-1 this experiment
is performed out of the satellite using deployable coils, in order to study the
impact of plasma.
On the other side, it is desired to study the effects of space environment
over GFET technology. GFET technology is quite recent, about 5 years since
its first implementation; however, it is expected that in a long time GFET
technology will replace the current Si-based one. To achieve this, GFET
technology has to be first widely tested. The GFET transistor on-board
3Cat-1 is shown in Figure 13.7. Its experiment generates the characteristic
DC curves of the transistor. The behavior and the evolution of these curves
during the mission, and the accumulated radiation dose will indicate how
this technology is deteriorated over time. The curves are generated applying
an a priori known voltage between drain and source, and at the same time
between gate and source, to evaluate the current passing through drain
terminal. Varying both voltage a current map is obtained and therefore, the
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Figure 13.6: Detailed picture of the coils under test
behavior of the transistor is obtained.
Figure 13.7: Graphene Transistor encapsulated
13.2.1 WPT-GFET in 3Cat-1
WPT-GFET experiment is controlled by a PIC that communicates with the
OBC using UART communication protocol. The entire experiment is fed by
a single POL at 3.3 V. Figure 13.8 shows the block diagram of WPT-GFET
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subsystem.
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Figure 13.8: WPT-GFET block diagram
As it can be seen on the diagram, the experiment has many different
voltages. All these voltages are generated internally by the DC/DC blocks
which contain internal POLs taken from the ones designed in 3Cat-1. All
these POLs are enabled and disabled by the PIC according to the experiment
requested by the OBC.
13.2.2 Preliminary results
Some preliminary results from tests performed in the lab can already be
shown. Figure 13.9 shows the normalized transferred power as a function of
the frequency. It is observed a maximum at 214 MHz where there is the
resonant peak. At this frequency, the energy transferred is 25% higher than
the in non-resonant zone.
Figure 13.9: WPT preliminary test (credits: Alberto Saez)
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In Figure 13.10 the characteristic curve of a graphene transistor for Vds =
1.25 V is shown. It is observed how the current decreases until the Dirac
point (~ 2.1 V ); after this point, the current increases again.
Figure 13.10: GFET preliminary test (credits: Alberto Saez)
13.3 Conclusions
This Chapter gives a general overview on the payloads that are not the main
scope of this Thesis. It demonstrates how a little platform such as a single
unit CubeSat, can be used to foster cooperation between different research
groups and topics, and at the same time perform state of the art research.
Chapter 14
Integration of 3Cat-1
3Cat-1 is up to date the 1U single CubeSat with more payloads on-board.
If it is added the fact that there was no previous experience on constructing
satellites in the research group, then the integration of the subsystems ends
up being a Sudoku to solve, that merits a dedicated chapter on this Thesis.
As 3Cat-1 is distributed in layers of PCBs, the organization of this chapter
is organized on these layers and its subsystems.
14.1 Integration of 1st floor - Communication Sub-
system
COMMS are placed on the 1st floor. This floor is the one that is oriented
towards the Earth when 3Cat-1 is over the Northern hemisphere. As it can
be seen in Figure 14.1, it has a 2 cm hole to let the camera pass through
from the next floor. Additionally, it has the transceiver shielded on a terrace.
The transceiver is integrated protecting it from the Electro-Magnetic (EM)
radiation using a µ-metal shielding box. This box gives an extra protection
against space radiation.
To isolate the metallic box from the PCB and give mechanical strength
to the terrace, it is glued using Epoxy as seen in Figure 14.1.
14.2 Integration of 2nd floor - ADCS and payloads
The second floor of 3Cat-1 allocates the ADCS, the MEMS, the geiger and
the camera payloads. This PCB is quite close to the COMMS one. The
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Figure 14.1: Detail on the transceiver integration and the camera hole
camera is placed towards the 1st floor to be able to capture appropriate
images without the 3Cat-1 structure on the camera and forces a hole on the
upper PCB. The rest of the PCB face where the camera is placed contains
only the electronics of the other subsystems on it, as shown in Figure 14.2.
On the other side of the PCB, the are the terrace of the ADCS, the
Geiger tube (see Figure 14.3. The ADCS is divided in two parts. The
attitude determination is the 9DOF IMU which is placed on a terrace. The
control part is placed on the PCB, and the active coil used for active control
is attached using zips and epoxy glue (left).
The circuit of the Geiger has voltages up to 500 V and therefore, a high
risk to create EM interferences. Geiger counter has two big components: the
Geiger tube, and a transformer that is used by the circuitry to increase the
voltage. Both components are glued with epoxy to give them mechanical
strength against vibrations. As the transformer is so close to the EPS, it is
also encapsulated using a box of µ-metals to protect the power subsystem
from the transformer perturbations.
14.3 Integration of the Electrical Power Subsys-
tem
The EPS has the distribution of the power to all the satellite subsystems.
In terms of PCB mechanical integration, it is quite simple as it only has
the batteries. These batteries are placed in the space left by the upper floor
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Figure 14.2: Upper side of the 2nd floor
systems (mainly the Geiger).
In order to avoid EM interferences, the Unregulated Power Bus of the
satellite is distributed from the EPS through a cable (see twisted cables on
Figure 14.4) to the 1st, 2nd and 5th floor. However, the OBC POL is placed
in the EPS and feeds the OBC using the PIN B15 of the SatBus at 5 V .
As it can be seen in Figures 14.4 and 14.5, the EPS has many connectors
on the borders. These connectors are dedicated to the solar panels, the
remove before flight and, the kill switches.
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Figure 14.3: Bottom side of the 2nd floor
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Figure 14.4: Electrical Power Subsystem top view
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Figure 14.5: Electrical Power Subsystem bottom view
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14.4 Integration of the On-Board Computer
PortuxG20 is not a standard computer for CubeSats. Different actions in
terms of mechanical integration and energy consumption reduction have
been applied to this SBC.
14.4.1 Electronic modifications
The performances of PortuxG20 are much higher than previously considered
OBC platforms. However, its power consumption is also much higher than
these other computers. The nominal power consumption of PortuxG20 was
550 mW , almost half the incoming power of the satellite in orbit. That was
absolutely prohibitive for the success of 3Cat-1 mission.
The solution found was to physically disable the Ethernet controller by
placing a 10 KΩ resistor on the PCB as it is indicated in Figure 14.6. After
that intervention, the power consumption was reduced to 200 mW .
Figure 14.6: Disableing Portux Ethernet controller (red circle)
Finally, PortuxG20 has electrolytic capacitors. These capacitors were re-
placed by their equivalent tantalum capacitors to survive space environment
(see Figure 14.7).
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14.4.2 Mechanical integration
PortuxG20 SBC is not based on the standard PC/104, but it is a half size
euroboard (100 mm×75 mm). Therefore, it does not fit inside the structure.
To solve this problem, it was mechanically milled 1 mm per side to end with
a 98 mm×75 mm PCB, and the corners adapted for the structure columns.
Additionally, Ethernet, USBs and RS232 connectors were removed from the
PCB. PortuxG20 is 50 times cheaper than previous 3Cat-1 OBC. Therefore,
it was considered appropriate to risk some units investing in this process.
Two units were lost in the process.
PortuxG20 must fit between the satellite structure columns, therefore
it is placed as a small terrace on a PCB that is attached to the structure
columns. However, the OBC is displaced respect to the SatBus, and conse-
quently an adapter was built. This adapter can by-pass the pins that are
used by the OBC but not needed for 3Cat-1 mission (as indicated in Section
4.4.3). Figure 14.7 shows the Portux adapter, the holes made on the PCB,
and all the connectors unsoldered.
Figure 14.7 shows a 3 V button type battery. For mechanical robustness,
this button battery has been soldered and glued using conductive epoxy.
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Figure 14.7: Portux modifications
14.5 Integration of the 5th floor - WPT-GFET and
Peltier beacon
The 5th floor has the harvesting system that feeds the Peltier beacon (the
ASK transmitter is in the COMMS board) and the WPT-GFET experiment.
Both subsystems need special considerations to be integrated.
14.5.1 Integrating the Peltier
Peltier cell needs a minimum temperature gradient of 4 ◦C to generate a
minimum voltage that enables the harvesting system. To generate such
temperature gradient, the Peltier cell is placed between two metallic plates.
One of the plates is the bottom solar panel that is heated in the northern
hemisphere, and the other one is a brass terrace that is attached with the
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bottom brass radiation shielding panel as shown in Figure 14.8 . In order
to maximize the heat transfer inside the Peltier, special care is taken to
thermally isolate the system:
• thermal conduction is reduced using nylon screws to attach the terrace
to the shielding.
• thermal radiation is reduced in the faces in between the Peltier while
is increased to dissipate towards the 5th floor.
Brass shielding
Brass terrace
High thermal emissivity (black)
Low thermal emissivity (silver)Peltier cell
Bottom solar panel
Nylon screws
5thfloor
Brass shielding
Figure 14.8: Peltier integration scheme
Finally, a pair of cables transfer the harvested energy from the Peltier
to the conditioning circuit which is placed in the 5th floor.
14.5.2 Integrating the WPT coils
To deploy the WPT coils a slingshot-stile deployment system has been cho-
sen based on melting of a nylon which subjects the coil boards in a retracted
position. As seen in Figure 14.9, appropriate guides keep the coils aligned to
perform an appropriate deployment. The deployment direction of the coils
is perpendicular to the PPOD deployment one, therefore, there is a small
chance that these coils might block the 3Cat-1 deployment as it could be
obstructed inside the PPOD. Long term tests are required to check that
nylon resists, and is not deformed.
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Figure 14.9: Coils deployment system
14.6 Integration of the solar panels and radiation
shielding
With the exception of CelSat solar panels, described in Section 10.3, the
electronic components (diodes, temperature sensors and connectors) of all
the TASC-based solar panels are placed in the inner face of the PCB. Due to
the characteristics of 3Cat-1, there are four different layouts of solar panels
PCB: top, bottom, lateral with coils, and lateral (two units).
The top and bottom panels are easy to integrate as the only singularity
that affects other systems is the hole for the camera field of view. On the
other hand, the electronics of the lateral panels must fit in between the PCB
layers of 3Cat-1. It can be seen in Figure 14.10.
3Cat-1 incorporates protection against the radiation in form of six brass
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(a) Front (b) Back
Figure 14.10: Solar panel integration
panels that are mounted just under the solar panels. The 1 U CubeSat
Structure from ISIS includes 0.6 mm aluminum panels but this solution was
discarded because the protection offered is poor and the mass budget of the
satellite had still margin to increment the weight.
Considering costs, weight, and facilities available at TSC workshop, it
was decided to make the panels in brass (copper zinc alloy) reaching a com-
promise between the protection offered and the fabrication difficulty (tung-
sten and lead were also considered). The brass panels are 1 mm thick and,
they are placed between the solar panels and the structure of the satellite.
As the inner part of the solar panels has electronic components, the brass
panels have some holes to accommodate those components and also some
other holes to allow the correct functioning of the antenna deployment sys-
tem, the WPT coil deployment system and the remove before flight switch.
Figures 14.11a and 14.11b show the design of this shielding.
14.7 Towards a complete integration
To proceed with a complete integration, physical and functional integration
must be taken with special care. It is estimated that two-thirds of CubeSat
mission failures are failures in integration [83], mostly due to lack of testing
of the satellite in a flight-equivalent configuration.
The Flat Sat is a functional integration of 3Cat-1 subsystems in a flat
plate structure. It is mostly intended for debugging purposes; it has a
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(a) Shielding design (b) Solar panel back view
Figure 14.11: Shielding design for the lateral with coils solar panel
SatBus bridge that can physically enable or disable the pins on the Sat Bus
to isolate possible system problems using jumpers. On Figure 14.12 the Flat
Sat is shown from a top view. Left to right and up to down, there are the
OBC, the EPS, the Sat Bus bridge, the 2nd floor and the COMMS board.
Figure 14.12: Flat Sat
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In a volumetric and mass constrained system such as 3Cat-1, it is manda-
tory to keep always the mechanical integration of the satellite updated. To
do this task, a model based on Solid Works and later physical assemblies
of the satellite have been performed. Figures 14.13 to 14.16, show different
views of the status of integration of 3Cat-1 on November 2014.
Figure 14.13: Physical integration - solar panels and deployables
14.8 Conclusions
Integrating a satellite is a nightmare and may even become impossible if
problems cannot be anticipated with time. The particular case of 3Cat-1
adds the difficulty to be the first satellite ever built at Universitat Politecnica
de Catalunya, while at the same time it is the known pico-satellite with more
payloads and experiments on-board. There is none PCB on 3Cat-1 that has
been successfully integrated on a first tentative.
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Figure 14.14: Physical integration - global systems view
Figure 14.15: Physical integration - lateral view 1 (green box holds the batteries)
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Figure 14.16: Physical integration - lateral view 2
Chapter 15
Summary and Conclusions
The submitted thesis is a contribution to the development of pico- and nano-
satellites. Over the different chapters, it has been presented how this project
has evolved and a description of each subsystem.
What started as a development based on the CubeSat Kit with a PhD
candidate (the author) and some Bachelor students has evolved into a full
custom design with up to seven different payloads, and an inter-departmental
cooperation with seven professors, four PhD students, two Master thesis,
12 Bachelor thesis, and up to 75 different students involved. To do this,
the integration and coordination (even with students involved) have been
pushed up to the limits.
After a first period developing 3Cat-1 on systems based on the CubeSat
standard, supposed to be space qualified, the strategy moved to investing
on testing facilities. Nowadays, one could say that the facilities available at
UPC NanoSat Lab are unique in a European university and allow a massive
usage of COTS technology, technology that is being constantly qualified in
house.
Regarding 3Cat-1 mission and its general description on chapters 3 and
4 it is concluded that,
• even if 3Cat-1 can perform its requirements on any orbit studied, to
maximize its mission performances, it is preferable to have a 6 a.m.− 6 p.pm.
Sun Synchronous Orbit.
• to be able to fulfill the power requirements, payloads and systems are
enabled and disabled to optimize the energy consumption as much as
possible.
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• it is mandatory to use cover-glass on the solar panels to ensure a
mission longer than four months.
• for thermal stability purposes, the EPS is placed in the middle of the
satellite.
• due to the satellite pointing, COMMS and camera are placed in the
upper layers while the energy harvesting system is placed on the op-
posite side.
After analyzing the mission parameters and having proposed the general
configuration and distribution of 3Cat-1 subsystems, the PhD Thesis report
is focused on a description of every subsystem, including the novel elements
in which the author has actively contributed or led.
The EPS designed for 3Cat-1 is unique on satellites. It is fed by two dif-
ferent solar cells topologies, and different voltages that are adapted to work
together. The entire system is thought to give robustness to the satellite
incorporating (1) a hard reset that reboots the satellite whatever it is doing,
and (2) the capability to distinguish between latch’ups and shorcircuit. The
robustness provided increases the possibility of mission success even if SEU
are presented on its subsystems. This subsystem can be later reused for
other satellite missions or systems developed in the research lab.
The OBC is based on COTS SBC. As compared to the first OBC used
from Pumpkin Inc., the actual one can be reused easily in other missions
and systems developed in the research group at a price 50 times lower. Its
software architecture, based on a Unix kernel is modular and can be also used
in other SBC like Gumstix, Raspberry Pi, Beagle board and others. Extreme
precautions have been taken though to reduce the power consumption of the
system. to the minimum.
The COMMS is also based on COTS components. GENSO and AX.25
standards were initially followed. However, GENSO delays and subsequent
mission analysis calculations showed that it was not necessary to be involved
in a global network to download the data generated in the satellite. There-
fore, GENSO and AX.25 were discarded, and a proprietary protocol was
conceived and implemented, as described in chapter 7.
The ADCS designed is a compromise between robustness, pointing ac-
curacy, and power consumption. It is based on a new dual passive and
active system. When the active system is activated, it must compensate
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the passive one (much more powerful), therefore, the power needed to run
the active system is so high that it is only activated under specific pointing
occasions. This active system is the seed to the development of a three axes
control system for 3Cat-2 and -3 missions.
Regarding the payloads, the optical sensor, that was the original payload
is nowadays outdated for scientific purposes. However, as 3Cat-1 is planned
to be the first satellite designed at the Universitat Politecnica de Catalunya
- BarcelonaTech, and the first Catalan satellite. Its images will be mostly
attractive to the media and therefore, to give social visibility, and outreach
the projects developed at the University.
The Peltier beacon is a system completely independent inside 3Cat-1.
The feasibility analysis performed shows that the beacon requires a temper-
ature gradient of 4℃. As it is fed from energy harvesting techniques, the
duty cycle of this system is itself a temperature gradient sensor. The Peltier
beacon is almost eternal, if 3Cat-1 is finally launched at 600 km, then its
orbit decay is ~27 years, and this system should still be working.
UPC designed CelSat solar cells are incorporated in one of the faces of
3Cat-1. The technology that is about to be tested in space conditions can
improve the fill factor of the solar panels. However, incorporating them in
3Cat-1 has pushed up to the limits the EPS design. If new solar cells had to
be tested again, there will be a single topology for all the satellite; otherwise,
a small isolated corner on the solar panels could be offered to test a single
cell.
The Geiger counter is used as reference of the radiation dose received by
the experiments on board. Once they have been characterized, the Geiger
working cycle can be reconfigured to measure constantly the radiation re-
ceived constantly during the orbit, and therefore, characterize the radiation
doses as a function of the altitude, latitude and longitude of the Earth.
Finally, three other payloads are integrated on-board 3Cat-1 (MEMS
monoatomic-oxygen detector, Wireless Power Transfer and Graphene tran-
sistor). All three are attractive experiments to be tested in space environ-
ment. However, it is difficult to test them in these conditions unless a plat-
form like a pico-satellite is provided, what represents another demonstration
of the capabilities that this small technology offers.
194 15 Summary and Conclusions
15.1 Future work and research lines
3Cat-1 has nowadays been integrated. As every semester, a new bunch of
undergraduated students of AEP will be involved in the project. These
students are going to be fully dedicated in the final integration and testing
of the satellite, and will probably be the last ones to be in touch with the
satellite. The launch contract is finished and expected for July 2015 with a
Falcon 9 launcher. It is expected to be delivered between March-April 2015.
Regarding the future research lines, with the know-how to design and
manufacture satellites acquired, the actual challenge is to improve the perfor-
mances available on 3Cat-1, and be able to have better and more challenging
payloads. Actual power limits are mostly limited by the surface available
and the efficiency of the solar cells. Using triple junction AsGa solar cells,
the only way to increase the available power is to increase the solar panels
surface, and the fill factor of them.
3Cat-2 has a GNSS reflectometer experiment which pointing accuracy re-
quirements must be better than 2.5◦. Additionally, its main payload is very
high power consuming, and the satellite will be turned towards the Sun peri-
odically to increase the received power. To satisfy these requirements, a full
active control is needed to increase the accuracy, and the maneuverability
of the satellite. A new attitude control based on Kalman filters is being
designed.
The most important bottle neck for pico- and nano-satellite missions is
the communication bandwidth. To increase the transmission speed, S-band
communications (~2.4 GHz) are needed. However, the transmission losses
at this frequency are higher, therefore more power is required but can be
compensated on ground using larger reflectors with much higher directivities.
3Cat-3 is a 6U CubeSat under phase A studies. Its payload is a medium-
high resolution optical multi-spectral camera that will require still better
communication downlink.
15.2 List of original contributions
The original contributions of this thesis are listed below:
1. 3Cat-1 is the first single unit pico-satellite with up to seven different
payloads on board.
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2. Regarding the EPS:
• new design that gives hardware and software robustness to all the
satellite.
• improved design able to detect and manage latch-ups and short-
circuits.
• new design to accommodate two different solar cells topologies.
3. Regarding the ADCS, a robust passive system is combined with one
active one.
4. Regarging the Peltier beacon:
• first demonstration of feasibility of a self powered beacon signal
in space conditions.
• the duty cycle of the beacon signal is itself a temperature gradient
sensor.
5. New designed IBC solar cells (CelSat) will be tested in space. IBC
technology could increase the fill factor of the satellites, if it is demon-
strated to be feasible for space applications.
6. Geiger counter measurements to analyze the total dose received by the
components inside the satellite.
7. Regarding the MEMS, first time the degradation of a polymer is mea-
sured in-situ.
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