Abstract. Heat flux gauges at a flat plate are designed suited to measure the heat transfer in transition boundary layers. The measuring technique employed (cold thin films) is convenient for transient experimental facilities (such as a Ludwieg tube). The development of a well defined and optimized sensor design is discussed.
Introduction
In our group we have developed a Ludwieg tube setup suited for the study of transition boundary layers [1] under conditions representative for the flow conditions (Ma ≈ 0.5 and T u(≡ √ u 2 /U ) ≈ 10%) as they appear in gas turbines.
The goal of this set-up is to perform experiments to study the heat transfer in transitional boundary layers as it appears on turbine blades, for example. Hitherto, transition boundary layers have often been studied with hot-wire anemometry in low-speed wind tunnels. However, when using high-speed flow the application of hot wires in the thin boundary layer (δ l < 10 −3 m) seems simply impossible. Furthermore, it is very difficult to study transition without using more probes simultaneously, whereas boundary layer transition is an unsteady process governed by the dynamics of the so-called turbulent spot (birth, growth, speed and so on). Upstream probes should not influence the downstream flow. For these reasons we have chosen to use fast heat-flux gauges which are sputtered on the surface. This has the additional advantage that the rate of heat transfer to the wall, which is our primary interest, is measured directly.
Many techniques are available for heat flux measurement [2] . However, most techniques fail to attain the requirements that must be satisfied. To measure the heat transfer rate in a subsonic transition boundary layer, the measuring technique must be fast. A response frequency band ranging to at least 30 kHz is required in order to determine the velocity of the passing turbulent spots with sufficient accuracy. Furthermore, the technique must not be too intrusive, in order to prevent flow disturbance. An additional wish is that the fabrication process must be relatively simple, so that it can be used to produce complicated sensor lay-outs.
Thin films satisfy these requirements without concessions. This technique is fast, does not disturb the flow and allows damping, sputtering or painting on an electrically insulated substrate such that complex lay-outs can be obtained.
In this paper we will describe the design optimization of thin films for a Ludwieg tube experiment (see appendix A). In this set-up the relatively low heat transfer, due to a low temperature difference, makes it necessary to optimize the design of the metal film. In all literature on fast heattransfer gauges, this optimization only leads to a few guide lines along which the films can be chosen. In the present paper the error sources for the cold thin film technique are treated systematically, which leads to optimized film dimensions. This optimization improves the resulting signal-to-noise ratio by a factor of about five.
Principles
Thin films can be applied in two different modes: as a hot film (analogous to hot-wire anemometry) or as a cold film (operated as a resistance temperature device). The hot film is usually operated in a constant temperature (CT) mode and applied in a steady-state flow [6] . In the steadyflow situation the substrate surface temperature equals the gas temperature, except at and in the vicinity of the thin film, where the sensor is kept at a higher temperature (such as 180
• C), causing a steady flux into the substrate. The varying part of the flux supplied is a result of the flow and a calibration in steady flow makes this method useful. In a transient flow (such as that in a Ludwieg tube) the flux of the sensor into the substrate is not constant since the whole surface is cooled down (or heated for a shock tube or isentropic light piston tunnel (ILPT)) and consequently the same holds for the vicinity of the sensor. The CT film supplies extra power to the substrate to eliminate the decrease in temperature of the substrate [4] . An additional effect of hot films in general is the thermal interference due to heated wakes.
Cold thin films allow one to avoid these difficulties and are often applied in transient facilities. In this technique Figure 1 . A schematic drawing of a thin film deposited on a substrate plate, with the descriptive length scales (not to scale). Owing to the electrical current through the sensor, internal dissipation will generate a heat flux into the substrate layer, causing heating of the sensor. the film does not play an active role; it does not influence the heat-transfer process. It was already used in the experiments of [5] with hand-painted platinum/silver films. Cold thin film sensors make use of the fact that the electrical resistance of a metal film is temperature dependent. The electrical resistance of a thin film (shown schematically in figure 1 ) with length l, height h and width w at temperature T can be approximated by [6] 
where χ 0 is the film's resistivity, α 0 is the temperature coefficient of resistivity and the index 0 refers to the reference situation. When a constant current source is used the measured voltage variation E − E 0 is related to the temperature as
with i the constant current through the sensor and E 0 the initial voltage across the sensor. This equation shows that, in order to maximize the sensor output E 0 , α 0 and T − T 0 should be as high as possible. For sufficiently thin layers the thermal mass can be neglected. This implies that thin films can serve as a temperature sensor, measuring the unsteady surface temperature. If the thermal boundary layer does not reach the bottom of the substrate within the test time, it can be considered to be semi-infinite and the flux can be reconstructed. When the heat-flux is assumed to be locally one-dimensional (shown in appendix B), the heat conduction for the substrate is given by
The boundary conditions are given by where the indices s and b refer to surface and bottom quantities, k is the thermal conductivity, ρ the density and c the heat capacity of the substrate material, T (t)−T 0 is the measured temperature according to equation (2) (figure 2). The presence of the film in the heat conduction process can be neglected [7] when the film is negligibly thin (70 nm in the present study). Numerical simulation confirms this assumption.
The unsteady heat conduction problem is solved numerically by the use of a second-order accurate finite volume method with a first-order accurate fully implicit time integration. The domain is subdivided into 30 elements with grid refinement at the surface. The experimental sampling time used is equal to the numerical time step, which was found to be sufficiently small. The heat flux at the top is reconstructed from
where T 2nd (t) is the temperature calculated at the second nodal point and y is the size of the first element. This reconstruction method is first-order accurate in time and neglects the heat storage in the first element. To check whether this is justified the numerical result of a flux step function (for which an analytical solution is known) has been calculated. It turns out that the error in flux reconstruction is about 0.5%. Correction for the heat storage decreases the error to 0.07%. This shows that, even when ignoring the heat storage in the first element, the reconstruction is sufficiently accurate.
A typical experimental result is presented in figure 3 . Figure 3 (a) shows the measured temperature T (t) − T 0 . The reconstructed heat flux is displayed in figure 3 (b). This example shows that the weak noise level present in the temperature measured is strongly present in the reconstructed heat flux.
Design guidelines for heat flux gauges
The sensor accuracy is strongly determined by the signalto-noise ratio. To obtain a maximum signal-to-noise ratio the sensor output must be maximized with respect to the noise level. Equation (2) shows that, in order to obtain a maximum output, the voltage across the film must be as high as possible provided that the noise level is constant. On the other hand, the acceptable sensor voltage is limited. Too high a voltage causes too much dissipation, resulting in high sensor temperatures.
For an optimized heat flux gauge, a balance must be obtained between the increasing accuracy as a result of higher voltage and decreasing accuracy due to thermal effects as a result of increasing dissipation. With design rules that account for these effects, the design can be tuned, leading to an optimized accuracy.
Unfortunately, nothing more than a few rules of thumb can be found in the literature for the design of cold thin films. According to [7] the sensor resistance should be at least 100 . For these gauges a current of 1-2 mA provides a good result. In [4] is presented a relation to keep the surface heating (due to convective flux) under control to prevent too large a drop in the heat flux. According to [8] the supply voltage is constrained by the dissipation in the film sensor (q diss ) given by:
which should be kept small (in contradiction with [4] ) compared with the heat flux being measured. This equation combined with equation (2) leads to the conclusion that long thin films with a high sensitivity (=α √ χ ) give the optimum design.
The lack of design rules can be partially attributed to the conditions in the experimental facilities in which this principle is applied. In these facilities the temperature difference between highly convective flow and the object usually is 150 K or more. This implies that the heat flux is large (a strong signal) and that the relative effect of, for example, sensor heating due to electrical current is relatively small. The temperature differences in the Ludwieg tube are considerably lower, of the order of 20-30 K. Therefore, a more sophisticated way to design a cold thin film sensor is required. However, an improved thin film will also improve the results in the former set-ups, for which larger temperatures are available.
In this section some quantitative estimates of the accuracy of cold thin films are specified. Before these design guidelines are discussed it is important to note that the noise level is hardly affected by the voltage across the sensor and by the value of electrical resistance. This has been verified experimentally for voltage levels in the range 1-50 V and resistances between 100 and 20 k . This means that both the voltage level and the sensor resistance can be chosen freely over a wide range.
Unsteady surface cooling
The first point that is taken into account is the unsteady surface cooling during an experiment. The change in surface temperature must be smaller than the temperature difference between the gauge and the gas (as shown in [4] ). This yields
where T exp is the temperature difference between gas and sensor (which is assumed to be known) and ξ 1 is the acceptable ratio of surface heating and the experimental temperature difference. The change in surface temperature T − T 0 , is a result of the convective heat flux called the experimental flux q exp , of which the value is also assumed to be known. When this experimental flux is approximated as a step function in time starting at t=0, the time-dependent temperature is given by [9] 
To maximize the sensor output (according to equation (2)), the temperature change T − T 0 should be as large as possible. On the other hand, it is limited according to equation (4) . For a given tolerance ξ 1 , the combination of equations (4) and (5) 
In most cases the experimental heat flux and temperature difference cannot be chosen freely. The experimental heat flux is a function of x and thus the maximum averaged experimental heat flux should be taken (this flux is most critical). For transient experimental facilities the test time is also more or less imposed. This implies that the single group of parameters that can be varied is given by ρck, which determines the choice of substrate material. While making a choice other aspects must also be taken into account. First, the substrate must be an electrical insulator. Second, the process of fabrication of a thin film must be kept in mind. The substrate temperature can rise by up to 300
• C depending on whether sputtering or damping is applied. Taking all this into consideration, glass is chosen as a substrate material (B270 glass), with substrate properties specified by the manufacturers to within ±1% (k = [7] t = ρcH 2 16k (7) where H is the substrate thickness.
In Ludwieg tube experiments performed by our group (with a tube length of 10 m) t test ≈ 50 ms. This leads to an estimated thermal penetration depth in the substrate of ≈0.6 mm. Therefore, a glass substrate thickness of about 1 mm should suffice.
Ohmic heat flux
The result of the electrical current is a heat flux due to dissipation [8] . This flux may even be comparable with the experimental heat flux [4] . Since the superposition principle may be applied (appendix B), this effect does not play any role. However, the changing surface temperature during the experiment causes a changing sensor resistance and thus a changing flux due to dissipation ( q diss ). This change is induced at the time scale of the experiment and should, therefore, be much smaller than the flux to be measured (q exp ). This means that
where ξ 2 is the acceptable ratio. q diss is related to the change in resistance during the experiment (R g (t) − R 0 ) according to equations (1) and (3) and is given by
This relation together with the expression for unsteady surface heating (equation (5)) lead to the expression
Several groups of parameters can be distinguished: a group determined by sensor geometry and sensor voltage (E 0 , h and l), a part with sensor properties (α 0 and χ 0 ), a substrate contribution ρck, and an experimental influence ( √ t test ). In the previous section the substrate material has been chosen, determining ρ, c and k. The test time (t test ) is given by the set-up (in the Ludwieg tube it is 50 ms). The choice of sensor material must be based on the separate effects of α 0 and χ 0 . Equation (8) written explicitly for E 0 , keeping all parameters constant, except α 0 and χ 0 , can be substituted into equation (2) . This shows that the sensor output is proportional to (α 0 χ 0 ) 1/2 . Therefore, the sensor material with the maximum value of α 0 χ 0 should be taken.
It is important to remark that this conclusion is different from the conclusion drawn by the authors of [8] , who stated that, following from equation (3), α 0 √ χ 0 should be maximized. The difference between these two conclusions can be explained by the following. In the present work the limit is not imposed by the ohmic heat flux (as it is in [8] ). Instead, it is determined by the change of ohmic heat flux, which is additionally influenced by α 0 .
According to equation (8) the maximum allowable E 0 is proportional to the inverse square root of the film height h. Therefore, h should be chosen as small as possible (high electrical resistance, less dissipation). However, sensor properties such as α 0 and χ 0 depend strongly on the film height for values smaller than about 0.1 µm. This is taken as the lower limit in this work.
The sensor length linearly influences the sensor voltage allowed (this is also found in [8] ). The length should, therefore, be as long as possible. It is limited by the length scales of the phenomena or quantity that must be measured (or effects that must not be measured). The sensor width, w, does not play a part in this process because decreasing width causes linearly increasing film resistance and linearly decreasing projected area (q diss is constant).
Heating due to ohmic heat flux
Another aspect that has to be taken into account is the increase in temperature of the sensor as a result of the dissipation flux. The resulting increase in temperature is strongly influenced by the sensor width, as will be shown in this section. For the increase in sensor temperature T diss , it is assumed that the ratio with the experimental temperature difference must be smaller than ξ 3 :
The experimental temperature difference T exp , is known. The increase in sensor temperature ( T diss ) is governed by the heat input via the sensor, the dimensions of the sensor and the properties and dimensions of the substrate (figure 1). Since the sensor's length in the present work is 10-40 times larger than the substrate thickness, the heat conduction problem can be reduced to a 2D problem in the (x, y) plane (for lower l/H ratios the situation is more 3D). The results from a numerical heat-conduction calculation can be presented as
where g(H/w) accounts for the two-dimensional nature of the heat-conduction problem (a kind of Nusselt number). The numerical results show that g(H/w) can be represented by (see figure 4 )
There are also two experiments shown in figure 4 using two different H/w ratios (H/w = 20 and 100). In these experiments the substrate thickness is 1 mm and the sensor width × length values are 50 µm × 40 mm and 10 µm × 9 mm. The α 0 value is determined to within 5% by means of a calibration in an oven. By prescribing q diss and using equation (10) the data points in figure 4 (filled triangles) can be found. The boundary condition T b = 0 is imposed by pasting the substrate with conductive paste on a block of brass. It can be seen that the experiment corresponds well to the numerical predictions. Several conclusions can be drawn from this. It can be seen that, for sensors with low H/w ratios, the function g(H/w) becomes equal to unity, which implies a nearly one-dimensional situation. For larger H/w ratios the resulting temperature decreases proportionally to 1/g(H /w). In other words, a higher dissipation heat flux (higher voltage and thus higher accuracy) is allowed for larger H/w ratios.
Another result from the numerical simulations is that the time needed to obtain a steady conduction situation is less than 100 ms. This means that, after switching on the equipment, one has to wait about 1 s before the experiment can start.
Combining equations (9) and (10) leads to
From this it can be concluded that the following criteria should be observed.
(i) The substrate height, H , should be as small as possible because the effect of H on T diss is stronger than is that of g(H/w). The minimum size is determined by the displacement of the thermal boundary layer during the test time and can be derived with equation (7).
(ii) g(H/w) should be as large as possible, giving a maximum ratio for H/w. A great improvement can be obtained with this ratio. (2) and (5)). The restriction of equation (11) requires that E 0 is chosen proportional to √ k. Consequently, the heat conductivity does not affect the sensor output. This implies that the thermal conductivity is not important in the choice of the substrate material.
For constant values of the parameters H , l, h, χ 0 , k, T exp and ξ 3 (which normally is the case), equation (11) can be written in an explicit form for the voltage allowed across the sensor as a function of H/w:
This means that a H/w ratio equal to 100 allows a voltage more than four times as high as that of a sensor with half the width of substrate (which is frequently used).
Design strategy
The design strategy can be summarized in the following steps (see also table 1).
(i) Compute the thermal mass of the substrate required to prevent an unsuitably unsteady surface temperature change due to convective heat transfer.
(ii) Calculate the maximum voltage allowed across the sensor, such that the change in dissipation flux is kept within tolerable limits.
(iii) Compute the required sensor width so that the large dissipation flux obtained from the previous point does not cause too much sensor heating.
In this optimization we keep ξ 1 , ξ 2 and ξ 3 of the order of 2-3%.
Production of the sensor
The thin film sensor is produced in different steps. First, a homogeneous metal film with desired thickness is evaporated onto the whole substrate surface. Next a photoresist layer is sprayed onto the surface. The part of the metal film that must be removed is exposed to UV light (the sensor lay-out is covered by a mask). Owing to the light the cross links in the photoresist are broken down and the solubility of positive photoresist improves by a factor of 100. This part can easily be removed by means of etching. Finally, the protecting photoresist on the sensor lay-out is removed with ethanol.
In this work several metals (Ti, Ni and Pt) have been considered. It is found that titanium performs the best because this metal is very suitable for etching. Owing to its insensitivity to etching underneath (that is, etching below the film surface causing brittle mushroom-like structures), thin film sensors to a width of 10 µm can be produced without problems. Very sharp edges are obtained. An additional advantage of titanium is the relatively high value for the product αχ. Figure 5 shows the heat flux level for two experiments with comparable flow conditions. Figure 5 (a) represents the measurement with thin films designed according to the conventional guidelines. Figure 5 (b) displays the heat flux measured with an improved technique (less noise). The increase in the accuracy in terms of the signal-to-noise ratio is about a factor of five.
Improved gauges
The signal-to-noise ratio increases due to the increase in signal caused by a higher E 0 . This higher E 0 is made possible by the optimized design. The noise is mainly due to noise in the recording instrumentation and, therefore, independent of the sensor geometry.
Appendix A. The Ludwieg tube
In figure 6 the Ludwieg-tube set-up is presented schematically (it is fully described in [3] ). At the start of an experiment the low-pressure dump tank is separated from the test tube (a 10 m long stainless steel tube with a cross section of 0.1 × 0.1 m) by a (Melinex) diaphragm. When the diaphragm is ruptured, an expansion wave travels through the tube. Between the first passing of the expansion wave and the arrival of the reflected wave, the conditions in the test section are constant. This test time (t test ) is approximately 50 ms.
The Mach number of the flow in the test tube is determined by the surface ratio of the tube and the choking orifice, whereas the Reynolds number is determined by the initial pressure in the tube. For the heat-transfer experiments we use the natural cooling of the gas in the tube due to the expansion wave. 
Appendix B. The one-dimensional assumption and the superposition principle
For the reconstruction of the experimental heat flux, onedimensional heat conduction is assumed [5] . In our experiments we want to be able to determine the behaviour of turbulent spots in the transition zone. These spots have dimensions of the order of centimetres in the flow direction while their propagation speed is approximately equal to the free-stream velocity, which is of the order of 100 m s in the Ludwieg tube. To be able to reconstruct the flux in the turbulent spots, the response of the sensors on this small time scale (10 −4 s) has to be such that it may still be assumed one-dimensional.
The heat flux signal can be considered to be composed of a laminar basis flux (which is uniform for the domain of influence) with turbulent spots superposed (figure 7). The spots, having a characteristic size of 1-10 cm, are much larger than the zone of influence (δ ≈ 0.6 mm).
Furthermore, the convective spot velocity over the surface is 20-100 m s −1 , which is much faster than the thermal diffusion velocity in the substrate. This implies that the thin film senses the turbulent spot as an abruptly rising flux level, which is much wider than the influencing zone.
Another assumption that has been made is the superposition principle. Owing to the electrical current through the sensor, ohmic dissipation occurs. The dissipated power divided over the film surface results in a steady dissipation flux q diss . This dissipation flux can be larger than the experimental heat flux that has to be measured.
Although this flux may be quite high, the temperature rise is not large. Since the heat conduction equation is linear, the superposition principle holds, which means that the steady dissipation flux can be considered absent, provided that the steady situation is taken as the reference situation. A possibly superfluous two-dimensional numerical simulation shows that this assumption is justified. It even holds for ohmic fluxes up to the measured heat flux [4] .
