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Abstract
Let T be a locally finite tree all of whose vertices have valency at least 6. We
classify, up to isomorphism, the closed subgroups of Aut(T ) acting 2-transitively on
the set of ends of T and whose local action at each vertex contains the alternating
group. The outcome of the classification for a fixed tree T is a countable family of
groups, all containing two remarkable subgroups: a simple subgroup of index ≤ 8
and (the semiregular analog of) the universal locally alternating group of Burger–
Mozes (with possibly infinite index). We also provide an explicit example showing
that the statement of this classification fails for trees of smaller degree.
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1 Introduction
Let T be the (d0, d1)-semiregular tree, with d0, d1 ≥ 6. The goal of this paper is to
provide a complete classification of the closed subgroups of Aut(T ) acting 2-transitively
on the set of ends ∂T , and whose local action at each vertex v contains the alternating
group on the set E(v) of all edges incident to v. As we shall see, it is a consequence
of the Classification of the Finite Simple Groups that this condition on the local action
is automatic for almost all values of d0 and d1. Typical examples of such groups are
the full group Aut(T ), its subgroup Aut(T )+ preserving the canonical bipartition of
V (T ) (which is of index 2 when d0 = d1) and, when d0 = d1, the universal groups
U(Alt(d0)) and U(Alt(d0))
+ first defined and studied by Burger and Mozes in [BM00a].
The outcome of our classification is a countably infinite family of locally compact groups,
most of which are new, each containing an open abstractly simple subgroup of index
at most 8. Our work provides in particular what seems to be the first instance of a
classification of a significant family of compactly generated simple non-discrete locally
compact groups beyond the case of linear groups.
The assumption that T is semiregular is not restrictive. Indeed, given a (locally
finite) tree whose vertices have valency at least 3, the existence of a group acting on it
such that the induced action on the set of its ends is 2-transitive already implies that
the tree must be semiregular (see Lemma 2.2 below).
The closed subgroups of Aut(T ), and especially those whose action on ∂T is 2-
transitive, are known to be subjected to a rich structure theory which parallels to a
large extent the theory of semisimple Lie groups, although many of those tree automor-
phism groups are non-linear. This paradigm received its most spectacular illustration in
the groundbreaking work of Burger and Mozes, see [BM00a] and [BM00b]. Since then,
locally compact groups acting on trees have constantly served as a pool of examples and
test cases in the framework of the development of a general structure theory of totally
disconnected locally compact groups (see [Wil15] and references therein). This became
even more true in recent years, during which the case of compactly generated topologi-
cally simple groups received special attention (see [CRW14] and references therein).
Main results
In order to present a precise formulation of our main results, let us henceforth allow the
(d0, d1)-semiregular tree T to have degrees d0, d1 ≥ 4. Let V (T ) = V0(T )⊔V1(T ) be the
canonical bipartition of V (T ) so that each vertex of type t ∈ {0, 1} (i.e. in Vt(T )) is
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incident to dt edges. We write H ≤cl G to mean that H is a closed subgroup of G and
define the sets
HT := {H ≤cl Aut(T ) | H is 2-transitive on ∂T}
and
H+T := {H ∈ HT | H ≤ Aut(T )+}.
Note that when d0 6= d1, all automorphisms of T are type-preserving so that H+T = HT .
Consider a group H ∈ HT . For each vertex v ∈ V (T ), one can look at the action
of the stabilizer H(v) of v in H on the set E(v). The image of H(v) in Sym(E(v)) is
denoted by H(v). Since H is 2-transitive on ∂T , it is transitive on V0(T ) and on V1(T )
(see Lemma 2.2). Hence, all the groups H(v) with v ∈ V0(T ) (resp. v ∈ V1(T )) are
permutation isomorphic to the same group F0 ≤ Sym(d0) (resp. F1 ≤ Sym(d1)). In
this context of finite permutation groups, we use the symbol ∼= to mean permutation
isomorphic. The goal of this paper is to provide a full classification of the groupsH ∈ HT
such that F0 ≥ Alt(d0) and F1 ≥ Alt(d1), under the assumption that d0, d1 ≥ 6.
Let us first describe some key examples of groups in H+T . In [BM00a, Section 3.2],
the notion of a legal coloring of a d-regular tree is defined, and consists in coloring the
edges of the tree with d colors. For our purposes, we need to generalize this notion
to a (d0, d1)-semiregular tree, and a way to do so is to color the vertices instead of
the edges. A legal coloring i of T consists of two maps i0:V0(T ) → {1, . . . , d1} and
i1:V1(T ) → {1, . . . , d0} such that i0|S(v,1):S(v, 1) → {1, . . . , d1} is a bijection for each
v ∈ V1(T ) and i1|S(v,1):S(v, 1) → {1, . . . , d0} is a bijection for each v ∈ V0(T ). Here,
S(v, r) is the set of vertices of T at distance r from v. The map i is defined on V (T )
by i|V0(T )= i0 and i|V1(T )= i1 (see Figure 1). Given g ∈ Aut(T ) and v ∈ V (T ), one can
look at the local action of g at the vertex v by defining
σ(i)(g, v) := i|S(g(v),1)◦g ◦ i|−1S(v,1)∈
{
Sym(d0) if v ∈ V0(T ),
Sym(d1) if v ∈ V1(T ).
In the particular case where d0 = d1, there is a natural correspondence between our
definition of a legal coloring and the definition given in [BM00a]. One should however
note that, with our definition, the group of all automorphisms g ∈ Aut(T ) such that
σ(i)(g, v) = id for each v ∈ V (T ) is not vertex-transitive (and even not transitive on
V0(T )), while the universal group U(id) defined in the same way in [BM00a, Section 3.2]
is vertex-transitive. One must therefore be careful when comparing [BM00a] with the
present paper. Another definition of legal colorings for semiregular trees was given by
Smith in [Smi14, Section 3]: it is equivalent to ours.
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Figure 1: A legal coloring of B(v, 3) in the (3, 4)-semiregular tree.
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The notion of a legal coloring allows us to define the following groups.
Definition. Let T be the (d0, d1)-semiregular tree and let i be a legal coloring of T .
When v ∈ V (T ) and Y is a subset of Z≥0, we set SY (v) :=
⋃
r∈Y S(v, r). For all (possibly
empty) finite subsets Y0 and Y1 of Z≥0, define the group
G+(i)(Y0, Y1) :=
{
g ∈ Aut(T )+
∣∣∣∣∣
∏
w∈SY0(v)
sgn(σ(i)(g,w)) = 1 for each v ∈ Vt0(T ),∏
w∈SY1(v)
sgn(σ(i)(g,w)) = 1 for each v ∈ Vt1(T )
}
,
where t0 := (max Y0) mod 2, t1 := (1 + maxY1) mod 2 and max(∅) := 0.
The choice of t0 and t1 in this definition is made in such a way that, in each set
SYt(v) under consideration, the vertices at maximal distance from v are of type t (i.e.
S(v,max Yt) ⊆ Vt(T )), for t ∈ {0, 1}.
Remark that G+(i)(∅,∅) = Aut(T )
+ and that all the groups G+(i)(Y0, Y1) contain the
group G+(i)({0}, {0}), which we also denote by Alt(i)(T )+ and satisfies
Alt(i)(T )
+ = {g ∈ Aut(T )+ | σ(i)(g, v) is even for each v ∈ V (T )}.
When T is the d-regular tree, i.e. when d0 = d1 = d, it can be seen that Alt(i)(T )
+ is
conjugate to the universal group U(Alt(d))+ of Burger-Mozes.
Our first result describes various properties of the groups defined above. We denote
by NG(H) the normalizer of H in G and write C2 and D8 for the cyclic group of order 2
and the dihedral group of order 8, respectively.
Theorem A. Let T be the (d0, d1)-semiregular tree with d0, d1 ≥ 4 and let i be a legal
coloring of T . Let Y0 and Y1 be finite subsets of Z≥0.
(i) G+(i)(Y0, Y1) belongs to H+T .
(ii) G+
(i)
(Y0, Y1) is abstractly simple.
(iii) We have
NAut(T )+(G
+
(i)(Y0, Y1))
/
G+(i)(Y0, Y1)
∼= (C2)k with k = |{t ∈ {0, 1} | Yt 6= ∅}|.
If d0 = d1 and Y0 = Y1 =: Y with Y 6= ∅, then
NAut(T )(G
+
(i)(Y, Y ))
/
G+(i)(Y, Y )
∼= D8 .
Using the fact that the pointwise stabilizers of half-trees are non-trivial in these
groups G+(i)(Y0, Y1), one can also show that they are not linear over a local field, and
even not locally linear (as defined in [CS15]).
For any group H ∈ HT , Burger and Mozes proved that the subgroup H(∞) of
H defined as the intersection of all normal cocompact closed subgroups of H is such
that H(∞) ∈ H+T and H(∞) is topologically simple (see [BM00a, Proposition 3.1.2]).
Our main classification theorem reads as follows. Note that two groups in HT are
topologically isomorphic if and only if they are conjugate in Aut(T ) (see Proposition A.1
in Appendix A), so this is a classification up to topological isomorphism.
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Theorem B (Classification). Let T be the (d0, d1)-semiregular tree with d0, d1 ≥ 4 and
let i be a legal coloring of T . Let S(i) be the set of groups G+(i)(Y0, Y1) where Y0 and Y1 are
finite subsets of Z≥0 satisfying the following condition: if Y0 and Y1 are both non-empty,
then for each y ∈ Yt (with t ∈ {0, 1}), if y ≥ maxY1−t then y ≡ max Yt mod 2.
(i) Two groups G+(i)(Y0, Y1) and G
+
(i)(Y
′
0 , Y
′
1) belonging to S(i) are conjugate in Aut(T )
if and only if (Y0, Y1) = (Y
′
0 , Y
′
1) or d0 = d1 and (Y0, Y1) = (Y
′
1 , Y
′
0).
(ii) Suppose that d0, d1 ≥ 6. Let H ∈ H+T be such that H(x) ∼= F0 ≥ Alt(d0) for each
x ∈ V0(T ) and H(y) ∼= F1 ≥ Alt(d1) for each y ∈ V1(T ). Then [H : H(∞)] ∈
{1, 2, 4} and H(∞) is conjugate in Aut(T )+ to a group belonging to S(i).
We actually give, in the text, the exact description of all groups H ∈ H+T satisfying
the hypotheses of Theorem B (ii) (see Theorem B′). The condition d0, d1 ≥ 6 is used
several times in our proof and is actually necessary. Indeed, due to the exceptional
isomorphisms PSL2(F3) ∼= Alt(4) and PSL2(F4) = SL2(F4) ∼= Alt(5), the linear groups
PSL2(F3((X))) and PSL2(F4((X))), which act on their respective Bruhat-Tits trees T4
and T5 (where Td is the d-regular tree), are elements of H+T4 and H+T5 respectively whose
local action at each vertex is the alternating group. This shows that Theorem B (ii) fails
when d0 = d1 ∈ {4, 5}. In Section 6, we also give a non-linear counterexample when
d0 = 4 and d1 ≥ 4.
As a corollary of Theorem B, we find the corresponding result for H ∈ HT \ H+T
(when d0 = d1, so that H+T ( HT ). In this case, H is automatically transitive on V (T ).
Corollary C. Let T be the d-regular tree with d ≥ 6 and let i be a legal coloring
of T . Let H ∈ HT \ H+T be such that H(v) ∼= F ≥ Alt(d) for each v ∈ V (T ). Then
[H : H(∞)] ∈ {2, 4, 8} and H(∞) is conjugate in Aut(T )+ to G+(i)(Y, Y ) for some finite
subset Y of Z≥0.
Here again, a full description of all groups H ∈ HT \ H+T satisfying the hypotheses
of Corollary C is given in the text (see Corollary C′).
When H ∈ HT , the fact that H is 2-transitive on ∂T implies that H(v) is a 2-
transitive permutation group for each v ∈ V (T ) (see Lemma 2.2). The finite 2-transitive
permutation groups have been classified, using the Classification of the Finite Simple
Groups, and the set of integers
Θ := {m ≥ 6 | each finite 2-transitive group on {1, . . . ,m} contains Alt(m)}
is known (see Proposition B.1 in Appendix B). The ten smallest numbers in Θ are 34,
35, 39, 45, 46, 51, 52, 55, 56 and 58. Moreover, Θ is asymptotically dense in Z>0 (see
Corollary B.2). When d0, d1 ∈ Θ, the hypotheses of Theorem B (ii) and Corollary C (if
d0 = d1) are always satisfied (by definition) and we get the following result.
Corollary D. Let T be the (d0, d1)-semiregular tree with d0, d1 ∈ Θ, let i be a legal
coloring of T and let H ∈ HT . If H ∈ H+T , then [H : H(∞)] ∈ {1, 2, 4} and H(∞) is
conjugate in Aut(T )+ to a group belonging to S(i) (defined in Theorem B). If d0 = d1 and
H 6∈ H+T , then [H : H(∞)] ∈ {2, 4, 8} and H(∞) is conjugate in Aut(T )+ to G+(i)(Y, Y )
for some finite subset Y of Z≥0.
It has also been proven by Burger and Mozes in [BM00a, Propositions 3.3.1 and 3.3.2]
that if H ≤cl Aut(T ) is vertex-transitive and if H(v) ∼= F ≥ Alt(d) with d ≥ 6, then
H is either discrete or 2-transitive on ∂T . We can therefore combine this result with
Corollary C to obtain the following.
5
Corollary E. Let T be the d-regular tree with d ≥ 6, let i be a legal coloring of T and
let H be a vertex-transitive closed subgroup of Aut(T ). If H(v) ∼= F ≥ Alt(d) for each
v ∈ V (T ), then either H is discrete or [H : H(∞)] ∈ {2, 4, 8} and H(∞) is conjugate in
Aut(T )+ to G+(i)(Y, Y ) for some finite subset Y of Z≥0.
For d ∈ Θ, the condition H(v) ∼= F ≥ Alt(d) can be replaced by requiring H(v) to
be 2-transitive. Note that the result of Burger and Mozes stated above is not true if we
replace vertex-transitivity by edge-transitivity. Indeed, the group
H =
{
g ∈ Aut(T )+ ∣∣ ∀v ∈ V0(T ), ∀x, y ∈ S(v, 2): i(x) = i(y)⇒ i(g(x)) = i(g(y))}
where i is a legal coloring of T is an example of a closed subgroup of Aut(T ) with
H(v) ∼= Sym(d) for each v ∈ V (T ) and which is edge-transitive but such that H is
non-discrete and the action of H on ∂T is not 2-transitive.
Remark. Vladimir Trofimov pointed out to me that the hypothesis that T is a tree is not
even necessary in Corollary E. Indeed, Trofimov proved that if Γ is a connected d-regular
graph with d ≥ 6 and G ≤ Aut(Γ) is vertex-transitive with G(v) ≥ Alt(d) for each
v ∈ V (Γ), then either G is discrete or Γ is the d-regular tree (see [Tro07, Proposition 3.1]).
In order to prove the classification, we first needed to generalize some results of
[BM00a] to the case of non-vertex-transitive groups. This led us to the following side
result, which is an analog of [BM00a, Proposition 3.3.1].
Theorem F. Let T be the (d0, d1)-semiregular tree and let F0 ≤ Sym(d0) and F1 ≤
Sym(d1). Let H ∈ H+T be such that H(x) ∼= F0 for each x ∈ V0(T ) and H(y) ∼= F1 for
each y ∈ V1(T ). Suppose that, for each t ∈ {0, 1}, the stabilizer Ft(1) of 1 in Ft is simple
non-abelian. Then there exists a legal coloring i of T such that H is equal to the group
U+(i)(F0, F1) :=
{
g ∈ Aut(T )+
∣∣∣∣ σ(i)(g, x) ∈ F0 for each x ∈ V0(T ),σ(i)(g, y) ∈ F1 for each y ∈ V1(T )
}
.
The attentive reader will have noticed that U+(i)(Alt(d0),Alt(d1)) = Alt(i)(T )
+.
Structure of the paper
The proof of the classification is divided into different main steps. The first step, which
is the subject of Section 2 (where Theorem F is also proved) and Section 3, consists in
showing that the groups satisfying the hypotheses of Theorem B (ii) all contain, up to
conjugation, the group Alt(i)(T )
+:
Theorem G. Let T be the (d0, d1)-semiregular tree with d0, d1 ≥ 6. Let H ∈ H+T be
such that H(x) ∼= F0 ≥ Alt(d0) for each x ∈ V0(T ) and H(y) ∼= F1 ≥ Alt(d1) for each
y ∈ V1(T ). Then there exists a legal coloring i of T such that H ⊇ Alt(i)(T )+.
Note that Theorem G is already sufficient to obtain meaningful information on the
groups H satisfying the hypotheses. For instance, it follows from Theorem G that the
pointwise stabilizer of a half-tree in such a group H is never trivial.
For a fixed legal coloring i, we then find in Section 5 all the groupsH ∈ H+T containing
Alt(i)(T )
+. The strategy adopted to do so is somewhat involved and what follows is
a rough description of it. Recall that, following [BEW15], the n-closure J (n) of an
arbitrary group J ≤ Aut(T ) is defined by
J (n) := {g ∈ Aut(T ) | ∀v ∈ V (T ),∃h ∈ J : g|B(v,n)= h|B(v,n)}.
The next important step in our proof then reads as follows.
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Theorem H. Let T be the (d0, d1)-semiregular tree with d0, d1 ≥ 6, let i be a legal
coloring of T and let H ∈ H+T be such that H ⊇ Alt(i)(T )+. Then there exists K ∈ Z≥0
such that H = H(K).
Theorem H is crucial, since it means that H is completely determined by its local
action on T on a sufficiently large scale. In particular, observe that for each K ∈ Z≥0
there is only a finite number of groups H ∈ H+T with H ⊇ Alt(i)(T )+ and such that
H = H(K). This already implies that the classification will lead to a countable family
of groups. The idea to complete the classification is finally to fix K, to find an upper
bound to the number of groups H satisfying the hypotheses and such that H = H(K),
and to show that this upper bound is achieved by the various groups from the explicit
list described beforehand. These groups are all defined in Section 4, where Theorem A
is also proved (see Lemma 4.2, Theorem 4.6 and Lemma 4.10).
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2 From local to global structure
In this section, we consider a group H ∈ H+T and analyze how the knowledge of H(v)
for each v ∈ V (T ) has an impact on the global structure of H. This section is largely
inspired from the work of Burger and Mozes [BM00a]. Our goal is to generalize several
of their results to the situation where the groups are not vertex-transitive.
Most of our notations come from [BM00a]. If x ∈ V (T ), then S(x, n) (resp. B(x, n))
is the set of vertices of T at distance exactly n (resp. at most n) from x. We also
set c(x, n) := |S(x, n)|. If n ≥ 0 and x1, . . . , xk ∈ V (T ), then define Hn(x1, . . . , xk)
to be the pointwise stabilizer of
⋃k
i=1B(xi, n). In the particular case where n = 0, we
write H(x1, . . . , xk) instead of H0(x1, . . . , xk) as it is simply the stabilizer of vertices
x1, . . . , xk. For x ∈ V (T ), set
Hn(x) := Hn(x)
/
Hn+1(x) .
Once again, for n = 0 we write H(x) instead of H0(x) and this exactly corresponds to
the definition of H(x) given in the introduction.
We start by giving the following results which will be used throughout this paper.
Lemma 2.1. Let T be a locally finite tree whose vertices have valency at least 3 and let
H be a closed subgroup of Aut(T ). Then H is 2-transitive on ∂T if and only if H(v) is
transitive on ∂T for each v ∈ V (T ).
Proof. See [BM00a, Lemma 3.1.1].
Lemma 2.2. Let T be a locally finite tree whose vertices have valency at least 3 and let H
be a closed subgroup of Aut(T ) acting 2-transitively on ∂T . Then T is semiregular and,
for each x, x′, y, y′ ∈ V (T ) such that x and x′ have the same type and d(x, y) = d(x′, y′),
there exists h ∈ H such that h(x) = x′ and h(y) = y′.
Proof. This is a direct consequence of Lemma 2.1.
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2.1 Subgroups of products of finite simple non-abelian groups
Lemma 2.5 below is a basic result about finite groups and will play a fundamental
role in the sequel. Its statement comes from [BM00a, Lemma 3.4.3], but the proof
therein requires supplementary details because the definition of a product of subdiagonals
needs to be amended (probably due to a misnomer). The result could be deduced from
Goursat’s Lemma (see [Gou89, Sections 11–12] and [Lan02, Chapter I, Exercise 5]) ; we
provide a self-contained proof for the reader’s convenience.
Given a product of groups G1 × · · · × Gn and i1, . . . , im ∈ {1, . . . , n}, we write
proji1,...,im :G1 × · · · ×Gn → Gi1 × · · · ×Gim for the projection on factors Gi1 , . . . , Gim .
Lemma 2.3. Let S be a finite simple non-abelian group and let G ≤ Sn (where n ≥ 1).
If proji,j(G) = S
2 for each 1 ≤ i < j ≤ n, then G = Sn.
Proof. We prove by induction on m that proji1,...,im(G) = S
m for each 1 ≤ i1 < · · · <
im ≤ n. By hypothesis this is true for m = 2. Now let m ≥ 3 and suppose it is true for
m−1. Given 1 ≤ i1 < · · · < im ≤ n, we need to show that proji1,...,im(G) = Sm. For any
k ∈ {1, . . . ,m}, we have that projik(ker(proji1,...,îk,...im))ES, so it is either trivial or equal
to S (since S is simple). In the latter case, since proj
i1,...,îk,...im
(G) = Sm−1 by induction
hypothesis, we directly get that proji1,...,im(G) = S
m and we are done. Now we assume
that projik(ker(proji1,...,îk,...im)) is trivial for all k (∗). Putting k = m in (∗), we get
that there exists α:Sm−1 → S such that projim(g) = α(proji1,...,im−1(g)) for all g ∈ G.
Moreover, k = 1 in (∗) implies that the map β:S → S defined by β(s) = α(s, 1, . . . , 1)
is injective, and hence surjective. For the same reason with k = 2, the map γ:S → S
defined by γ(s) = α(1, s, 1, . . . , 1) is surjective. Since β(s) · γ(s′) = α(s, s′, 1, . . . , 1) =
γ(s′) · β(s) for all s, s′ ∈ S, we get that S is abelian, a contradiction.
Given a group S and a positive integer n, a product of subdiagonals of Sn is
a subgroup of Sn of the form (α1 × · · · × αn)(∆I1 · · ·∆Ir), where {Ij | 1 ≤ j ≤ r} is
a partition of {1, . . . , n}, ∆J is defined by ∆J := {(s1, . . . , sn) ∈ Sn | si = 1 ∀i 6∈
J and sℓ = sk ∀ℓ, k ∈ J} for each subset J ⊆ {1, . . . , n}, and α1, . . . , αn ∈ Aut(S).
Here, α1 × · · · × αn ∈ Aut(Sn) is the Cartesian product of α1, . . . , αn.
Lemma 2.4. Let S be a finite simple non-abelian group and let G ≤ Sn (where n ≥ 1).
If proji(G) = S for each i ∈ {1, . . . , n}, then G is a product of subdiagonals of Sn.
Proof. For any i, j ∈ {1, . . . , n}, we have projj(ker(proji)) E S, so it is either trivial
or equal to S. Let us define the relation ∼ on {1, . . . , n} by i ∼ j if and only if
projj(ker(proji)) is trivial. We claim that ∼ is an equivalence relation. Reflexivity and
transitivity are clear. Let us prove that it is also symmetric. For i, j ∈ {1, . . . , n}, write
Gi,j := proji,j(G). Then proji|Gi,j :Gi,j → S has image S by hypothesis, and its kernel
is trivial if and only if i ∼ j. So |Gi,j | = |S| if and only if i ∼ j. It follows directly that
∼ is symmetric and hence an equivalence relation.
Now let I1, . . . , Ir be the equivalence classes of ∼ : they form a partition of {1, . . . , n}.
For each 1 ≤ j ≤ r, choose xj ∈ Ij . For such a j and for y ∈ Ij, we have xj ∼ y and
thus ker(projxj ) = ker(projy). As a consequence, there exists αy ∈ Aut(S) such that
projy(g) = αy(projxj(g)) for all g ∈ G. Combined with the fact that projx1,...,xr(G) = Sr
(by Lemma 2.3, because xi 6∼ xj implies projxi,xj(G) = S2), we obtain that G is a
product of subdiagonals of Sn whose underlying partition is {Ij | 1 ≤ j ≤ r}.
Lemma 2.5. Let S E L be finite groups, where L/S is solvable and S is simple non-
abelian. Let G ≤ Ln (where n ≥ 1) be such that proji(G) ≥ S for all i ∈ {1, . . . , n}.
Then G ∩ Sn is a product of subdiagonals of Sn.
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Proof. In view of Lemma 2.4, it suffices to show that proji(G ∩ Sn) = S for each
i ∈ {1, . . . , n}. Given a group H, we write H(0) = H and H(k) = [H(k−1),H(k−1)] for
each k ≥ 1. Since L/S is solvable, there exists k such that (L/S)(k) is trivial. This
implies that L(k) ≤ S. Hence, we obtain G(k) ≤ (Ln)(k) = (L(k))n ≤ Sn and
proji(G ∩ Sn) ≥ proji(G(k)) = proji(G)(k) ≥ S(k) = S.
2.2 Kernel of the action on balls
We can now start to adapt the results [BM00a, Lemmas 3.4.2, 3.5.1 and 3.5.3] to the
case of groups that are not vertex-transitive. Note that the proofs of some of our results
are significantly more complicated because of this missing hypothesis.
Lemma 2.6. Let T be the (d0, d1)-semiregular tree with d0, d1 ≥ 3 and let H ∈ H+T . Let
x and y be adjacent vertices of T and let k ≥ 1. Then Hk(x) 6= Hk(y). In particular,
Hk−1(x) or Hk−1(y) is non-trivial.
Proof. Assume for a contradiction thatHk(x) = Hk(y). SinceHk(x)EH(x) andHk(y)E
H(y), we get Hk(x) E 〈H(x),H(y)〉 = H. As H is transitive on V0(T ) and V1(T ), this
means that Hk(x) = Hk(x
′) for each x′ ∈ V (T ), implying that Hk(x) is trivial. This is
impossible as H would then be countable, which contradicts its 2-transitivity on ∂T .
In particular, Hk(x) \Hk(y) or Hk(y) \Hk(x) is non-empty. If Hk(x) \Hk(y) 6= ∅,
then there exists h ∈ Hk(x)\Hk(y) ⊆ Hk−1(y)\Hk(y) and hence Hk−1(y) is non-trivial.
If Hk(y) \Hk(x) 6= ∅ then we get that Hk−1(x) is non-trivial.
Recall that the socle of a group G is the subgroup generated by the minimal non-
trivial normal subgroups of G. In the next results, we will often use the easy fact that
if G is a finite group whose socle S is simple and of index at most 2 in G, then S is the
only non-trivial proper normal subgroup of G. If, moreover, S is non-abelian, then it
follows that the center Z(G) of G is trivial.
Lemma 2.7. Let T be the (d0, d1)-semiregular tree with d0, d1 ≥ 3 and let F1 ≤ Sym(d1).
Let H ∈ H+T be such that H(y) ∼= F1 for each y ∈ V1(T ). Suppose that the socle S1 of
the stabilizer F1(1) of 1 in F1 is simple non-abelian and of index ≤ 2. Then for each
x ∈ V0(T ), one of the following holds.
(A) H1(x, y) = H2(x) for each y ∈ S(x, 1).
(B) H1(x) ⊇ (S1)d0 , where H1(x) is seen in the natural way as a subgroup of (F1(1))d0 .
Proof. Fix x ∈ V0(T ). For each vertex y ∈ S(x, 1), the inclusion H1(x) ⊆ H(x, y)
induces a homomorphism ϕy:H1(x) → H(x, y)
/
H1(y) =: Hx,y
∼= F1(1) which is such
that ϕy(H1(x))EHx,y. This also gives rise to an injective homomorphism
ϕ:H1(x)→
∏
y∈S(x,1)
Hx,y ∼= (F1(1))d0 .
As ϕy(H1(x))EHx,y andH1(x)EH(x), there are only two possibilities: either ϕy(H1(x))
is trivial for each y ∈ S(x, 1), or ϕy(H1(x)) ⊇ S1 (via the isomorphism Hx,y ∼= F1(1)) for
each y ∈ S(x, 1). In the first case, we directly get H1(x) = H1(x, y) for each y ∈ S(x, 1),
which implies H1(x) = H2(x) and in particularH1(x, y) = H2(x) for each y ∈ S(x, 1). In
the second case, by Lemma 2.5 the group ϕ(H1(x))∩(S1)d0 is a product of subdiagonals.
These subdiagonals determine a bloc decomposition for the H(x)-action on S(x, 1). As
9
this action is 2-transitive (by Lemma 2.2), there are two options: it is either the full
group (S1)
d0 or a full diagonal (α1 × · · · × αd0)(∆{1,...,d0}) (with the notation given in
Subsection 2.1). If it is the full group, then ϕ(H1(x)) ⊇ (S1)d0 as wanted. Otherwise,
H1(x, y)
/
H2(x) is a 2-group for each y ∈ S(x, 1). In particular, if z ∈ S(x, 1) with
z 6= y then the image I of H1(x, y) in Hx,z = H(x, z)
/
H1(z)
∼= F1(1) is a subnormal
2-group of Hx,z (because H1(x, y)EH1(x)EH(x, z)). Since S1 is not a 2-group, the only
possibility for I is to be trivial. We thus have H1(x, y) ⊆ H1(z) for each z ∈ S(x, 1),
which means that H1(x, y) = H2(x).
Lemma 2.8. Let T be the (d0, d1)-semiregular tree with d0, d1 ≥ 3 and let F0 ≤ Sym(d0)
and F1 ≤ Sym(d1). Let H ∈ H+T be such that H(x) ∼= F0 for each x ∈ V0(T ) and
H(y) ∼= F1 for each y ∈ V1(T ). Suppose that, for each t ∈ {0, 1}, the socle St of
Ft(1) is simple non-abelian and of index ≤ 2. Fix two adjacent vertices x ∈ V0(T ) and
y ∈ V1(T ) and let k ≥ 1. Assume that Hk(x) ⊇ (Sk mod 2)c(x,k) and, if k 6= 1, that
Hk−1(x) ⊇ (S(k−1) mod 2)c(x,k−1). Then Hk(y) is non-trivial.
Proof. For z ∈ S(x, n), let p(z) be the vertex at distance n− 1 from x which is adjacent
to z and Hx,z := H(z, p(z))
/
H1(z) . Define also Sn(x, y) to be the set of vertices of
S(x, n) that are at distance n− 1 from y and a(x, n) := |Sn(x, y)|.
For simplicity, we set s := k mod 2 and t := (k − 1) mod 2. We first claim that
there exists g ∈ Hk−1(x, y) \Hk(x) whose image σ(g) in
∏
z∈Sk(x,y)
Hx,z ∼= (Fs(1))a(x,k)
is contained in (Ss)
a(x,k). First remark that Hk−1(x, y) \ Hk(x) is non-empty in view
of the hypothesis Hk−1(x) ⊇ (St)c(x,k−1) (if k = 1, use H(x, y)
/
H1(x)
∼= Ft(1) ⊇ St).
Hence, if Fs(1) = Ss the claim is trivially true. On the other hand, if [Fs(1) : Ss] = 2
then take h ∈ Hk−1(x, y) such that h2 ∈ Hk−1(x, y) \Hk(x). Such an element exists as
St is not a 2-group. Then g = h
2 satisfies the claim.
Now take g′ ∈ Hk(x) such that σ(g′) = σ(g), whose existence is ensured by the
fact that Hk(x) ⊇ (Ss)c(x,k). Then the element g′g−1 is contained in Hk(y) but not in
Hk+1(y) (by construction), so Hk(y) is non-trivial.
In the proof of the following lemma, we use the Schreier conjecture stating that
Out(S) is solvable for each finite simple group S. This conjecture has been proven
using the Classification of the Finite Simple Groups. Note however that, except for
Theorem F, we will only use Lemma 2.9 with S0 = Alt(d0) and S1 = Alt(d1), in which
case the solvability of Out(S0) and Out(S1) is clear.
Lemma 2.9. Let T be the (d0, d1)-semiregular tree with d0, d1 ≥ 3 and let F0 ≤ Sym(d0)
and F1 ≤ Sym(d1). Let H ∈ H+T be such that H(x) ∼= F0 for each x ∈ V0(T ) and
H(y) ∼= F1 for each y ∈ V1(T ). Suppose that, for each t ∈ {0, 1}, the socle St of Ft(1) is
simple non-abelian, of index ≤ 2 and transitive but not simply transitive on {2, . . . , dt}.
Then H1(x) ⊇ (S1)d0 for each x ∈ V0(T ) and H1(y) ⊇ (S0)d1 for each y ∈ V1(T ).
Proof. For each x ∈ V (T ), we can apply Lemma 2.7. This gives two possibilities ((A) or
(B)) at each vertex of T . As H is transitive on V0(T ) and V1(T ), the situation must be
identical at all vertices of the same type. In total, there are three possible situations: (A)
for all vertices, (A) for one type of vertices and (B) for the other, or (B) for all vertices.
To prove the statement, we must show that the only situation that really occurs is the
last one. To do so, we prove that the two other situations are impossible.
We already know that we cannot have (A) for all vertices, since it would imply that
H2(x) = H1(x, y) = H2(y) for two adjacent vertices x and y, contradicting Lemma 2.6.
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Now assume for a contradiction that we have (A) for V0(T ) and (B) for V1(T ) (the
reverse situation being identical). If x ∈ V0(T ) and y ∈ S(x, 1), then (A) means that
H1(x, y) = H2(x). The homomorphism ϕy:H1(x) → H(x, y)
/
H1(y)
∼= F1(1) has a
normal image and its kernel is exactly H1(x, y) = H2(x). Hence, H1(x) = H1(x)
/
H2(x)
is isomorphic to a normal subgroup of F1(1): it is either trivial or isomorphic to S1 or
F1(1). By Lemma 2.8 (with k = 1), since H1(y) ⊇ (S0)d1 , H1(x) cannot be trivial.
For the sake of brevity, set H˜ := H1(x) and G := H(x)
/
H2(x) . We have shown
that H˜ is isomorphic to S1 or F1(1), which implies that the center Z(H˜) of H˜ is trivial,
and H˜ is a normal subgroup of G. Hence, G contains the direct product of H˜ and its
centralizer CG(H˜) (the intersection of these two normal subgroups being Z(H˜)).
Claim. The product H˜ · CG(H˜) is a subgroup of index at most 2 of G.
Proof of the claim: Consider the homomorphism
α:G→ Out(H˜): g 7→ [h ∈ H˜ 7→ ghg−1 ∈ H˜].
An element g ∈ G is in the kernel of α if and only if there exists k ∈ H˜ such that
ghg−1 = khk−1 for all h ∈ H˜, which is equivalent to saying that k−1g ∈ CG(H˜). Hence,
ker(α) = H˜ · CG(H˜). We write K := H˜ · CG(H˜) and want to show that [G : K] ≤ 2.
Since K = ker(α), the quotient G /K can be embedded into Out(H˜). By the Schreier
conjecture (see [DM96, Appendix A], Out(S1) is solvable. As H˜ ∼= S1 or F1(1), it
implies that Out(H˜) is solvable. Indeed, if [F1(1) : S1] = 2 then there is a natural
map j: Aut(F1(1)) → Out(S1), and one can show that ker(j) ⊆ Inn(F1(1)), so that
Aut(F1(1))
/
ker(j) ∼= im(j) ≤ Out(S1) surjects onto Out(F1(1)), making it solvable.
We just proved that G /K is solvable. By the third isomorphism theorem, we have(
G /H˜
)/(
K /H˜
) ∼= G /K .
Since G /H˜ ∼= F0, this means that G /K is isomorphic to a quotient of F0, let us say
F0 /N with N E F0. There remains to show that [F0 : N ] ≤ 2, using the fact that
F0 /N is solvable. Consider the injective map i:F0(1)
/
N(1) →֒ F0 /N where N(1) is
the stabilizer of 1 in N . Since F0 /N is solvable, F0(1)
/
N(1) is also solvable. However,
N(1) can only be trivial or equal to F0(1) or S0. It cannot be trivial as F0(1) is not
solvable, so
∣∣∣F0(1)/N(1) ∣∣∣ ≤ 2. In particular, N is a non-trivial normal subgroup of
the 2-transitive group F0, which implies that N is transitive. Hence, the map i defined
above is an isomorphism, and
∣∣F0 /N ∣∣ = ∣∣∣F0(1)/N(1) ∣∣∣ ≤ 2 as wanted. 
Using the fact that H˜ · CG(H˜) is a subgroup of index 1 or 2 of G, one can find a
contradiction. Denote by v1, . . . , vd0 the vertices adjacent to x and by a
(1)
1 , . . . , a
(1)
d1−1
the vertices adjacent to v1 different from x (see Figure 2). As a corollary of the claim,
the group CG(H˜) acts non-trivially and therefore transitively on S(x, 1) = {v1, . . . , vd0}.
Hence, there exist c2, . . . , cd0 ∈ CG(H˜) such that ck(v1) = vk for each k ∈ {2, . . . , d0}.
Define a
(k)
i = ck(a
(1)
i ) for each k ∈ {2, . . . , d0} and i ∈ {1, . . . , d1 − 1}. In this way,
for each k the vertices a
(k)
1 , . . . , a
(k)
d1−1
are the vertices adjacent to vk different from x.
Thanks to this choice, if h ∈ H˜ satisfies h(a(1)i ) = a(1)j for some i and j then the fact
that hck = ckh directly implies that h(a
(k)
i ) = a
(k)
j for each k ∈ {2, . . . , d0}. In other
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Figure 2: Illustration of Lemma 2.9.
words, as soon as the action of h ∈ H˜ on the vertices adjacent to v1 is known, its action
on the vertices adjacent to vk is also known for each k ∈ {2, . . . , d0}.
Now consider c ∈ CG(H˜) with c(vk) = vℓ (for some k, ℓ ∈ {1, . . . , d0}). If we write
c(a
(k)
i ) = a
(ℓ)
σ(i) (for all i) with σ ∈ Sym(d1−1), then the fact that c centralizes H˜ implies
that σ centralizes S1. Denote byO1, . . . , Or the distinct orbits of CSym(d1−1)(S1), forming
a partition of {1, . . . , d1 − 1}. Since S1 is transitive on {1, . . . , d1 − 1}, we directly get
that |O1| = · · · = |Or| and that S1 preserves the partition O1 ⊔ · · · ⊔Or. If r = 1, then
CSym(d1−1)(S1) is transitive and hence S1 is simply transitive, which is impossible by
hypothesis. If r = 2, then {s ∈ S1 | s(O1) = O1} is a subgroup of index 2 of S1, which
contradicts its simplicity. Hence, we must have r ≥ 3.
We now explain how this contradicts the 2-transitivity of H. Let us look at the
possible images of the ordered pair (a
(1)
1 , a
(2)
1 ) by elements of G. In view of Lemma 2.2,
for all distinct k, ℓ ∈ {1, . . . , d0} and all i, j ∈ {1, . . . , d1 − 1} there should exist some
element g ∈ G such that g((a(1)1 , a(2)1 )) = (a(k)i , a(ℓ)j ). This means that
∣∣∣G · (a(1)1 , a(2)1 )∣∣∣ =
d0(d0 − 1)(d1 − 1)2. However, in view of what has been observed above, the image
of (a
(1)
1 , a
(2)
1 ) by an element of H˜ is always of the form (a
(1)
i , a
(2)
i ), and the image of
(a
(1)
i , a
(2)
i ) by an element of CG(H˜) is always of the form (a
(k)
j , a
(ℓ)
j′ ) with j and j
′ in the
orbit Oa ∋ i. Consequently, we have |(H˜ · CG(H˜)) · (a(1)1 , a(2)1 )| ≤ d0(d0 − 1)r
(
d1−1
r
)2
(because there are r orbits, each of size d1−1
r
). Since [G : (H˜ ·CG(H˜))] ≤ 2, this implies
that
∣∣∣G · (a(1)1 , a(2)1 )∣∣∣ ≤ 2r · d0(d0− 1)(d1 − 1)2, which contradicts the fact that r ≥ 3.
Proposition 2.10. Under the assumptions of Lemma 2.9 and for each x ∈ V (T ) and
each k ∈ Z>0, we have
Hk(x) ⊇ (S(t+k) mod 2)c(x,k),
where t ∈ {0, 1} is the type of x.
Proof. For x ∈ V (T ) and z ∈ S(x, n), set Hx,z := H(z, p(z))
/
H1(z) where p(z) is the
vertex at distance n− 1 from x which is adjacent to z. For y ∈ S(x, 1), let also Sn(x, y)
be the set of vertices of S(x, n) that are at distance n−1 from y and a(x, n) := |Sn(x, y)|.
We prove the result by induction on k. For k = 1, this is exactly Lemma 2.9. Now
let k ≥ 2 and assume the result is proven for k − 1 (and for all vertices). We show that
it is therefore also true for k. By Lemma 2.6 and since H is transitive on V0(T ) and
V1(T ), Hk(x) is non-trivial for each x ∈ V0(T ) or Hk(y) is non-trivial for each y ∈ V1(T ).
Assume without loss of generality that Hk(x) is non-trivial for each x ∈ V0(T ). We first
prove that Hk(x) ⊇ (Ss)c(x,k) for each x ∈ V0(T ), where s := k mod 2.
Fix x ∈ V0(T ). For each y ∈ S(x, 1), let Iy be the image of Hk−1(y) in the product∏
z∈Sk(x,y)
Hx,z. By the induction hypothesis, we have Iy ⊇ (Ss)a(x,k). But Hk(x) E
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Hk−1(y), so if I
′
y is the image of Hk(x) in this product, then I
′
yE Iy and I
′
y ∩ (Ss)a(x,k)E
(Ss)
a(x,k). The only normal subgroups of (Ss)
a(x,k) are the products made from the
trivial group and the full group Ss. By transitivity of H(x) on S(x, k) (see Lemma 2.1),
I ′y ∩ (Ss)a(x,k) must be either trivial or equal to (Ss)a(x,k). Suppose that I ′y ∩ (Ss)a(x,k) is
trivial. Then I ′y is trivial, since the contrary and the fact that I
′
y E Iy would imply that
Fs(1) has a normal subgroup of order 2, which is not the case. Then, by transitivity of
H(x) on S(x, 1), I ′y must be trivial for each y ∈ S(x, 1). This is impossible as Hk(x) is
non-trivial. Hence, I ′y contains (Ss)
a(x,k).
Now Hk(x) is exactly the image of Hk(x) in
∏
y∈S(x,1)
∏
z∈Sk(x,y)
Hx,z, so Hk(x) ∩
(Ss)
c(x,k) is a product of subdiagonals in (Ss)
c(x,k), by Lemma 2.5. We claim that it
must be the full group (Ss)
c(x,k). By contradiction, suppose it is not the case. Then the
product of subdiagonals induces a bloc decomposition {Bi}1≤i≤r for the H(x)-action
on S(x, k) with |Bi0 | ≥ 2 for some i0 and |Bi ∩ Sk(x, y)| ≤ 1 for all i and y ∈ S(x, 1)
(because I ′y ⊇ (Ss)a(x,k)). Choose y 6= y′ in S(x, 1) such that Bi0 ∩ Sk(x, y) = {z} and
Bi0 ∩ Sk(x, y′) = {z′}. Take w ∈ Sk(x, y′) with w 6= z′. By Lemma 2.2, there exists
g ∈ H(x) such that g(z) = z and g(z′) = w, which is a contradiction with the bloc
decomposition. Therefore, we have Hk(x) ⊇ (Ss)c(x,k) as wanted.
We are done for each x ∈ V0(T ). Now if we try to do the same reasoning for
y ∈ V1(T ), the only issue is that Hk(y) could a priori be trivial. However, since Hk(x) ⊇
(Ss)
c(x,k) for each x ∈ V0(T ) and as Hk−1(x) ⊇ (S1−s)c(x,k−1) by induction hypothesis,
Lemma 2.8 precisely tells us that Hk(y) is non-trivial. Hence, we also get Hk(y) ⊇
(S1−s)
c(y,k) in the same way.
2.3 A global result
In the particular case where F0(1) and F1(1) are simple non-abelian, we can deduce from
Proposition 2.10 that there is, up to conjugation, only one group H ∈ H+T such that
H(x) ∼= F0 for each x ∈ V0(T ) and H(y) ∼= F1 for each y ∈ V1(T ). This is the subject of
Theorem F whose statement is recalled below.
Recall that a legal coloring i of T is a map defined piecewise by i|V0(T )= i0 and
i|V1(T )= i1 where, for each t ∈ {0, 1}, the map it:Vt(T ) → {1, . . . , d1−t} is such that
it|S(v,1):S(v, 1) → {1, . . . , d1−t} is a bijection for each v ∈ V1−t(T ). For g ∈ Aut(T )
and v ∈ V (T ), the local action of g at v is σ(i)(g, v) := i|S(g(v),1)◦g ◦ i|−1S(v,1). Given
F0 ≤ Sym(d0) and F1 ≤ Sym(d1), the group U+(i)(F0, F1) is defined by
U+(i)(F0, F1) :=
{
g ∈ Aut(T )+
∣∣∣∣ σ(i)(g, x) ∈ F0 for each x ∈ V0(T ),σ(i)(g, y) ∈ F1 for each y ∈ V1(T )
}
.
The following basic result will be used constantly in the rest of this paper.
Lemma 2.11. Let T be the (d0, d1)-semiregular tree and let i be a legal coloring of T .
• If g, h ∈ Aut(T ) and v ∈ V (T ), then σ(i)(gh, v) = σ(i)(g, h(v)) ◦ σ(i)(h, v).
• If g ∈ Aut(T ) and v ∈ V (T ), then σ(i)(g−1, v) = σ(i)(g, g−1(v))−1.
Proof. This directly follows from the definition of σ(i)(g, v).
The next result is the edge-transitive version of [BM00a, Proposition 3.2.2].
Lemma 2.12. Let T be the (d0, d1)-semiregular tree with d0, d1 ≥ 3 and let F0 ≤
Sym(d0) and F1 ≤ Sym(d1). Let H ∈ H+T be such that H(x) ∼= F0 for each x ∈ V0(T )
and H(y) ∼= F1 for each y ∈ V1(T ). Then there exists a legal coloring i of T such that
H ⊆ U+(i)(F0, F1).
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Proof. Fix x ∈ V0(T ) and, for each v ∈ V0(T ) different from x, let p(v) be the vertex
of S(v, 2) the closest to x. For each such v, choose hv ∈ H such that h interchanges v
and p(v). We define an appropriate map i1:V1(T ) → {1, . . . , d0} inductively on Xn :=
V1(T ) ∩ B(x, 2n − 1). For n = 1, we choose a bijection ix:X1 = S(x, 1) → {1, . . . , d0}
such that ixH(x)i
−1
x = F0 and set i1|X1= ix. Now assume that i1 is defined on Xn. To
extend i1 to Xn+1, we set i1|S(v,1)= i1|S(p(v),1)hv |S(v,1) for each v ∈ S(x, 2n). The map
i0:V0(T ) → {1, . . . , d1} is defined in the same way by fixing y ∈ V1(T ) and choosing
hv ∈ H for each v ∈ V1(T ) as above. Define finally i by i|V0(T )= i0 and i|V1(T )= i1.
Given v ∈ V0(T ) different from x, our construction is such that σ(i)(hv , v) = id.
Hence, if v is at distance 2n from x, the element h˜v = hpn−1(v) · · · hp(v)hv ∈ H satisfies
h˜v(v) = x and σ(i)(h˜v , v) = id (by Lemma 2.11). Now if we consider g ∈ H and v ∈
V0(T ), the element h˜g(v)gh˜
−1
v ∈ H fixes x and is therefore such that σ(i)(h˜g(v)gh˜−1v , x) ∈
F0. Using Lemma 2.11, we obtain that σ(i)(g, v) ∈ F0. In the same way, for v ∈ V1(T )
we get σ(i)(g, v) ∈ F1. We thus have g ∈ U+(i)(F0, F1) and hence H ⊆ U+(i)(F0, F1).
Let us now prove Theorem F. Note that the fact that Ft(1) is simple non-abelian
implies that |Ft(1)| ≥ 60 and hence that dt ≥ 6 for each t ∈ {0, 1}.
Theorem F. Let T be the (d0, d1)-semiregular tree and let F0 ≤ Sym(d0) and F1 ≤
Sym(d1). Let H ∈ H+T be such that H(x) ∼= F0 for each x ∈ V0(T ) and H(y) ∼= F1 for
each y ∈ V1(T ). Suppose that, for each t ∈ {0, 1}, Ft(1) is simple non-abelian. Then
there exists a legal coloring i of T such that H = U+(i)(F0, F1).
Proof. By Lemma 2.12, there exists a legal coloring i of T such that H ⊆ U+(i)(F0, F1).
For each t ∈ {0, 1}, Ft is 2-transitive and hence Ft(1) is transitive on {2, . . . , dt}. More-
over, Ft(1) is never simply transitive. Indeed, if it was the case then Ft would be sharply
2-transitive, but the finite sharply 2-transitive permutation groups have been classified
and they never have a simple non-abelian point stabilizer (see [Zas35], [DM96, Sec-
tion 7.6]). We can therefore apply Proposition 2.10 and directly obtain, since H is
closed in Aut(T ), that for each v ∈ V (T ) the stabilizer H(v) is equal to U+(i)(F0, F1)(v).
As H is generated by its vertex stabilizers, the conclusion follows.
3 A common subgroup
We assume in this section that H ∈ H+T satisfies H(x) ∼= F0 ≥ Alt(d0) for each x ∈
V0(T ) and H(y) ∼= F1 ≥ Alt(d1) for each y ∈ V1(T ). Our goal is to prove, under this
hypothesis and when d0, d1 ≥ 6, that there always exists a legal coloring i of T such that
H ⊇ Alt(i)(T )+. Recall that Alt(i)(T )+ = U+(i)(Alt(d0),Alt(d1)), i.e.
Alt(i)(T )
+ = {g ∈ Aut(T )+ | σ(i)(g, v) is even for each v ∈ V (T )}.
Under these assumptions, we will apply Proposition 2.10. Indeed, when Ft ⊇ Alt(dt)
with dt ≥ 6 (for t ∈ {0, 1}), the socle St of Ft(1) is Alt(dt−1) which is simple non-abelian,
of index at most 2 in Ft(1), and transitive but not simply transitive on {2, . . . , dt}.
Remark that, if F0 = Alt(d0) and F1 = Alt(d1), then we already know by Theorem F
that H = Alt(i)(T )
+ for some legal coloring i. The task is however surprisingly more
difficult when F0 = Sym(d0) or F1 = Sym(d1).
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3.1 Finding good colorings of rooted trees
For our next results, we denote by Td0,d1,n the rooted tree of depth n where the root v0
has d0 children, the vertices at positive even distance from v0 (except the leaves) have
d0− 1 children, and the vertices at odd distance from v0 (except the leaves) have d1− 1
children. Similarly, T ′d0,d1,n is the rooted tree of depth n where v0 and all the vertices
at even distance from v0 have d0 − 1 children while the vertices at odd distance from
v0 have d1 − 1 children. Remark that, in the (d0, d1)-semiregular tree T , a ball B(v, n)
around a vertex v of type 0 is isomorphic to Td0,d1,n. The intersection of B(v, n) with a
half-tree of T rooted in v is isomorphic to T ′d0,d1,n.
The notion of a legal coloring of Td0,d1,n, as well as the permutations σ(i)(g, v) for
g ∈ Aut(Td0,d1,n) and v 6∈ ∂Td0,d1,n (i.e. v is not a leaf), are defined as for semiregular
trees. We can also define a legal coloring of T ′d0,d1,n: it suffices to precise that only
d0 − 1 colors are used for the vertices adjacent to v0. The notation σ(i)(g, v) has also a
meaning, but σ(i)(g, v0) ∈ Sym(d0−1) instead of Sym(d0). Given T˜ = Td0,d1,n or T ′d0,d1,n
with a legal coloring i, we finally define
Alt(i)(T˜ ) := {g ∈ Aut(T˜ ) | σ(i)(g, v) is even for each v 6∈ ∂T˜}.
In the rest of this section and for the sake of brevity, we will sometimes forget the word
legal and write coloring instead of legal coloring.
Lemma 3.1. Let T˜ = T ′d0,d1,n with d0, d1 ≥ 3 and let i be a legal coloring of T˜ . Then
Alt(i)(T˜ ) is generated by the set {g2 | g ∈ Alt(i)(T˜ )}.
Proof. We proceed by induction on n. For n = 0, the tree T ′d0,d1,0 has only one vertex
and there is nothing to prove. Now let n ≥ 1 and assume the result is proven for n− 1.
This means that
{
g|2
B(v0,n−1)
∣∣∣ g ∈ Alt(i)(T˜ )} generates Alt(i)(B(v0, n − 1)), where v0
is the root of T˜ . Hence, it suffices to show that
{
g2
∣∣∣ g ∈ FixAlt(i)(T˜ )(B(v0, n− 1))
}
generates FixAlt(i)(T˜ )(B(v0, n − 1)). Since alternating groups are generated by 3-cycles,
the group FixAlt(i)(T˜ )(B(v0, n − 1)) is generated by the elements f ∈ Alt(i)(T˜ ) fixing
T˜ \ {a, b, c} and such that f(a) = b, f(b) = c and f(c) = a where a, b, c ∈ S(v0, n) have
the same parent. The conclusion simply follows from the fact that each such element f
is the square of f−1 ∈ Alt(i)(T˜ ).
In the following, if v is a vertex in a tree T˜ with root v0, then Xv is the branch of v,
i.e. the subtree of T˜ spanned by v and all its descendants. For G ≤ Aut(T˜ ), RistG(v) is
the pointwise stabilizer in G of T˜ \Xv. We will generally see RistG(v) as a subgroup of
Aut(Xv). Finally, Gk is the pointwise stabilizer in G of B(v0, k) for k ≥ 0.
Lemma 3.2. Let T˜ = Td0,d1,n or T
′
d0,d1,n
with d0, d1 ≥ 6 (and n ≥ 1), let v0 be the
root of T˜ and let i be a legal coloring of B(v0, n − 1). Let G ≤ Aut(T˜ ) be such that
Gn−1 ⊇ Alt(d0 − 1)c(v0,n−1) (or Alt(d1 − 1)c(v0,n−1) or Alt(d0), depending on n) and
G|B(v0 ,n−1)⊇ Alt(i)(B(v0, n − 1)). Then there exists a legal coloring i of T˜ extending i
such that G ⊇ Alt(i)(T˜ ). Moreover, if for some vertex y0 ∈ S(v0, 1) we already had a
legal coloring i′ of Xy0 coinciding with i on Xy0 ∩B(v0, n−1) and such that RistG(y0) ⊇
Alt(i′)(Xy0), then i can be chosen to extend i
′ too.
Proof. Define e = d0 if T˜ = Td0,d1,n and e = d0 − 1 if T˜ = T ′d0,d1,n, so that the root
v0 of T˜ has exactly e neighbors. We proceed by induction on n. For n = 1, we have
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G = G0 ⊇ Alt(e) by hypothesis, and thus any coloring i of T˜ is such that G ⊇ Alt(i)(T˜ ).
Now let n ≥ 2 and assume the lemma is true for n− 1. We show it is also true for n.
Let y1, . . . , ye be the vertices of S(v0, 1). By hypothesis, Gn−1 ⊇ Alt(d˜ − 1)c(v0,n−1)
where d˜ = d0 if n is odd and d˜ = d1 if n is even. This implies in particular that
Aut(Xy1) ≥ RistG(y1)n−2 ⊇ Alt(d˜− 1)c(y1,n−2) (where c(y1, n− 2) counts the vertices of
Xy1 at distance n−2 from y1 and RistG(y1) is seen as a subgroup of Aut(Xy1)). We also
claim that RistG(y1)|B(y1,n−2)⊇ Alt(i)(Xy1 ∩ B(y1, n − 2)). Indeed, since G|B(v0 ,n−1)⊇
Alt(i)(B(v0, n − 1)), for each h ∈ Alt(i)(Xy1 ∩ B(y1, n − 2)) there exists g ∈ G fixing
(T˜ \Xy1) ∩B(v0, n− 1) and acting as h on Xy1 ∩B(y1, n− 2). Then g2 ∈ G acts as h2
on this set, and has the advantage that g2|E(x) is an even permutation of E(x) for each
x ∈ (T˜ \Xy1) ∩ S(v0, n− 1). As Gn−1 ⊇ Alt(d˜− 1)c(v0,n−1), there exists f ∈ Gn−1 such
that f |E(x)= g2|E(x) for all those x. Then f−1g2 acts as h2 on Xy1 ∩ B(y1, n − 2) and
belongs to RistG(y1). This means that RistG(y1)|B(y1,n−2) contains {h2 | h ∈ Alt(i)(Xy1∩
B(y1, n−2))}. By Lemma 3.1, we obtain RistG(y1)|B(y1,n−2)⊇ Alt(i)(Xy1∩B(y1, n−2)).
We can now use our induction hypothesis on RistG(y1) ≤ Aut(Xy1) to get a coloring i1
of Xy1 extending i and such that RistG(y1) ⊇ Alt(i1)(Xy1). In the particular case where
we are given a vertex y0 and a coloring i
′ of Xy0 as in the statement, we set y1 = y0 and
rather define i1 = i
′.
Now take g1 ∈ G with g1|B(v0,n−1)∈ Alt(i)(B(v0, n−1)) such that the induced action
of g1 on S(v0, 1) is the 3-cycle (y1 y3 y2), g1 fixes Xy∩B(v0, n−1) for each y ∈ S(v0, 1)\
{y1, y2, y3}, and g31 |B(v0,n−1)= id|B(v0,n−1). Such an element g1 exists as G|B(v0 ,n−1)⊇
Alt(i)(B(v0, n − 1)). The element h1 = g21 acts as the 3-cycle (y1 y2 y3) on S(v0, 1),
fixes Xy ∩B(v0, n− 1) for each y ∈ S(v0, 1) \ {y1, y2, y3} and also satisfies h31|B(v0,n−1)=
id|B(v0,n−1). In addition, h1|E(x) is an even permutation of E(x) for each x ∈ (T˜ \
(Xy1 ∪ Xy2 ∪ Xy3)) ∩ S(v0, n − 1) (because h1 = g21). From i1, construct a coloring
i2 of Xy2 (coinciding with i) such that i2|S(h1(x),1)◦h1 ◦ i1|−1S(x,1) is even for each x ∈
Xy1 ∩ S(v0, n− 1). In the same way, from i2, construct a coloring i3 of Xy3 (coinciding
with i) such that i3|S(h1(x),1)◦h1 ◦ i2|−1S(x,1) is even for each x ∈ Xy2 ∩ S(v0, n − 1). As
h1 = g
2
1 , we also obtain that i1|S(h1(x),1)◦h1◦i3|−1S(x,1) is even for each x ∈ Xy3∩S(v0, n−1).
This exactly means that, for any coloring i of T˜ extending i, i1, i2 and i3, it will be true
that h1 ∈ Alt(i)(T˜ ).
In the case where e is odd, the proof is almost finished. Indeed, repeat this process
to get h3 ∈ G inducing (y3 y4 y5) on S(v0, 1) and colorings i4 of Xy4 and i5 of Xy5 , and
so on until he−2 ∈ G inducing (ye−2 ye−1 ye) on S(v0, 1) and colorings ie−1 of Xye−1
and ie of Xye . Then define i as the unique coloring extending i, i1, . . . , ie. In view of
our construction, i is such that h1, h3, . . . , he−2 ∈ Alt(i)(T˜ ). What is interesting about
h1, h3, . . . , he−2 is the fact that the permutations (y1 y2 y3), (y3 y4 y5), . . . , (ye−2 ye−1 ye)
generate Alt(e). In particular, as RistG(y1) ⊇ Alt(i1)(Xy1) we see by conjugating
this inclusion with an element of 〈h1, h3, . . . , he−2〉 sending y1 on yk that RistG(yk) ⊇
Alt(ik)(Xyk) for each k ∈ {1, . . . , e}. This means that G contains all elements of Alt(i)(T˜ )
fixing S(v0, 1). Since it also contains h1, h3, . . . , he−2 ∈ Alt(i)(T˜ ) whose induced actions
on S(v0, 1) generate Alt(e), we finally get G ⊇ Alt(i)(T˜ ).
If e is even, then the exact same reasoning gives us h3, h5, . . . , he−3 and colorings
i4, . . . , ie−1. At the end, there is no coloring of Xye yet and the permutations (y1 y2 y3),
(y3 y4 y5), . . ., (ye−3 ye−2 ye−1) only generate the even permutations of S(v0, 1) fixing
ye. So as to conclude, take ge−2 ∈ G as before so that the induced action on S(v0, 1)
is (ye−2 ye ye−1) and define he−2 = g
2
e−2. For simplicity, we write h := he−2. Here, the
colorings ie−2 and ie−1 are already fixed and we can only choose a coloring ie of Xye .
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Choose ie so that ie|S(h(x),1)◦h ◦ ie−1|−1S(x,1) is even for each x ∈ Xye−1 ∩S(v0, n− 1), and
define i as the unique coloring extending i, i1, . . . , ie. The only issue preventing us from
concluding as above is that it is not sure if h ∈ Alt(i)(T˜ ). The permutation σ(i)(h, x)
could indeed be odd for some x ∈ (Xye−2 ∪Xye)∩S(v0, n− 1). More precisely, these are
the only vertices for which σ(i)(h, x) could be odd and we even know (because h = g
2
e−2)
that σ(i)(h, x) with x ∈ Xye ∩ S(v0, n − 1) is odd if and only if σ(i)(h, h(x)) is odd. We
therefore define
O := {x ∈ Xye ∩ S(v0, n− 1) | σ(i)(h, x) is odd},
so that O ∪ h(O) is exactly the set of vertices at which there is an odd permutation.
To finish the proof, we show that there exists h′ ∈ G ∩ Alt(i)(T˜ ) with h′|B(v0,n−1)=
h|B(v0 ,n−1). Denote by a(e−2)1 , . . . , a(e−2)m the vertices of Xye−2 ∩ S(v0, n − 1). Then
define a
(e−1)
j = h(a
(e−2)
j ) and a
(e)
j = h(a
(e−1)
j ) for each j ∈ {1, . . . ,m}. Finally, for
each k ∈ {1, . . . , e − 3} choose rk ∈ G ∩ Alt(i)(T˜ ) such that rk(ye−2) = yk and define
a
(k)
j = rk(a
(e−2)
j ) for all j. We say that f ∈ Aut(T˜ ) preserves the labelling if f(yk) = yℓ
implies f(a
(k)
j ) = a
(ℓ)
j for all j. One sees that if f preserves the labelling and if σ(i)(f, v0)
is even, then f |B(v0,n−1)∈ Alt(i)(B(v0, n− 1)).
Choose f1, f2 ∈ Alt(i)(T˜ ) preserving the labelling, fixing Xye and such that the
induced action of f1 (resp. f2) on S(v0, 1) is the permutation (y1 y2 ye−1) (resp.
(y1 ye−2 ye−1)). Such elements exist by the previous remark, and they are contained in G.
Note that d0 ≥ 6, so e ≥ 5 and 2 < e−2. Let us look at the element τ = (f1◦h◦f2)2 ∈ G.
Clearly, τ preserves the labelling and it suffices to look at its action on S(v0, 1) to know
its action on S(v0, n− 1). The action of τ on S(v0, 1) is given by
[(y1 y2 ye−1)(ye−2 ye−1 ye)(y1 ye−2 ye−1)]
2
which is exactly the trivial permutation. Hence, τ acts trivially on B(v0, n − 1). We
should now observe with the help of Lemma 2.11 if σ(i)(τ, x) is even or odd, for each
x ∈ S(v0, n− 1). As f1, f2 ∈ Alt(i)(T˜ ), all the permutations they induce are even. Using
that σ(i)(h, x) is odd if and only if x ∈ O ∪ h(O), we actually obtain that σ(i)(τ, x) is
odd if and only if x ∈ O ∪ h(O). This means that h′ = h ◦ τ ∈ G, which acts as h on
B(v0, n − 1), is such that σ(i)(h′, x) is always even, i.e. h′ ∈ Alt(i)(T˜ ).
3.2 The common subgroup Alt(i)(T )
+
We are now ready to complete the proof of Theorem G from the introduction. For the
reader’s convenience we reproduce its statement.
Theorem G. Let T be the (d0, d1)-semiregular tree with d0, d1 ≥ 6. Let H ∈ H+T be
such that H(x) ∼= F0 ≥ Alt(d0) for each x ∈ V0(T ) and H(y) ∼= F1 ≥ Alt(d1) for each
y ∈ V1(T ). Then there exists a legal coloring i of T such that H ⊇ Alt(i)(T )+.
Proof. Given v ∈ V (T ) and a coloring i of T , we say that i is n-valid at v (with
n ∈ Z>0) if the natural image of H(v) in Aut(B(v, n)) contains Alt(i)(B(v, n)). If
H(v) ⊇ Alt(i)(T )+(v), i is said to be ∞-valid at v. As H is closed in Aut(T ), a
coloring is ∞-valid at v if and only if it is n-valid at v for all n ∈ Z>0.
We first claim that if i is a coloring of T which is ∞-valid at v1 and n-valid at v2
where v1 and v2 are adjacent vertices (with n ∈ Z>0), then there exists a coloring i˜ of T
such that i˜|B(v1 ,n)∪B(v2,n)= i|B(v1 ,n)∪B(v2,n) and which is (n+1)-valid at v1 and ∞-valid
17
at v2. To prove the claim, first define i˜ on B(v2, n) ∪ Tv1 by i˜|B(v2,n)∪Tv1= i|B(v2,n)∪Tv1 ,
where Tv1 is the subtree of T spanned by the vertices which are closer to v1 than to
v2. This is already sufficient for i˜ to be (n + 1)-valid at v1 and n-valid at v2. Now
suppose that i˜ is defined on B(v2, k) ∪ Tv1 for some k ≥ n. We explain how to extend
it to B(v2, k + 1) ∪ Tv1 so that it becomes (k + 1)-valid at v2. Define T˜ = B(v2, k + 1)
and denote by G the image of H(v2) in Aut(T˜ ). We have Gk ⊇ Alt(d˜− 1)c(v2,k) (where
d˜ = d0 or d1) in view of Proposition 2.10 and G|B(v2,k)⊇ Alt(˜i)(B(v2, k)) since i˜ is k-valid
at v2. Moreover, Xv1 is already colored (by i˜ too) and RistG(v1) ⊇ Alt(˜i)(Xv1) (because
i is ∞-valid at v1 and i˜|Xv1= i|Xv1 ). Lemma 3.2 thus gives us an extension of i˜ to T˜
making it (k + 1)-valid at v2. The coloring i˜ of T defined in this way by induction is
(n+ 1)-valid at v1 and ∞-valid at v2.
To prove the theorem, fix x ∈ V0(T ) and y ∈ V1(T ) two adjacent vertices of T .
As Alt(i)(T )
+(x) and Alt(i)(T )
+(y) generate Alt(i)(T )
+, a coloring i of T is such that
H ⊇ Alt(i)(T )+ if and only if i is ∞-valid at x and y. Let us construct such a coloring.
By Proposition 2.10 and Lemma 3.2, there exists a coloring i1 of T which is ∞-valid
at x. As all colorings, i1 is 1-valid at y. Using the claim, construct in+1 from in with
in+1|B(x,n)∪B(y,n)= in|B(x,n)∪B(y,n) for each n ≥ 1. For n odd, in is ∞-valid at x and
n-valid at y; while for n even, in is n-valid at x and∞-valid at y. There is now a natural
way to define our coloring i of T : for each v ∈ V (T ), set i(v) = in(v) where n is such
that v ∈ B(x, n) ∪B(y, n). By construction, i is ∞-valid at x and y.
4 A list of examples, simplicity and normalizers
In this section, we define all the groups that will appear in our classification theorems
and analyze some of their properties, for instance their simplicity.
4.1 Definition of the examples
We first recall the definitions of the groups appearing in the introduction and also define
new similar groups. The fact that they are indeed groups follows from Lemma 2.11.
Definition 4.1. Let T be the (d0, d1)-semiregular tree with d0, d1 ≥ 4 and let i be a legal
coloring of T . When v ∈ V (T ) and X is a subset of Z≥0, we set SX(v) :=
⋃
r∈X S(v, r).
The notation X ⊂f Z≥0 means that X is a non-empty finite subset of Z≥0. We also write
Sgn(i)(g,A) :=
∏
w∈A sgn(σ(i)(g,w)) when A is a finite subset of V (T ) and g ∈ Aut(T ).
First set G+(i)(∅,∅) := Aut(T )
+. Then, for X ⊂f Z≥0, define
G+(i)(X,∅) :=
{
g ∈ Aut(T )+
∣∣∣ Sgn(i)(g, SX(v)) = 1 for each v ∈ Vt(T )}
and
G+(i)(X
∗,∅) :=
{
g ∈ Aut(T )+
∣∣∣ All Sgn(i)(g, SX(v)) with v ∈ Vt(T ) are equal} ,
where t = (maxX) mod 2. The groups G+(i)(∅,X) and G
+
(i)(∅,X
∗) are defined in the
same way but with t = (1 + maxX) mod 2. For X0,X1 ⊂f Z≥0 and Y0 ∈ {X0,X∗0},
Y1 ∈ {X1,X∗1}, define
G+(i)(Y0, Y1) := G
+
(i)(Y0,∅) ∩G+(i)(∅, Y1).
Finally, for X0,X1 ⊂f Z≥0, set
G+(i)(X0,X1)
∗ :=
{
g ∈ Aut(T )+
∣∣∣∣ All Sgn(i)(g, SX0(v)) with v ∈ Vt0(T ) andSgn(i)(g, SX1(v)) with v ∈ Vt1(T ) are equal
}
,
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where t0 = (maxX0) mod 2 and t1 = (1 +maxX1) mod 2.
We write G(i) for the set of all these groups. Two groups are considered as different
in this definition as soon as they have a different name, but two different groups may
have exactly the same elements. We also define the following subsets S(i) and N(i) of
G(i), so that G(i) = S(i) ⊔N(i):
S(i) :=
{
G+(i)(∅,∅), G
+
(i)(X0,∅), G
+
(i)(∅,X1), G
+
(i)(X0,X1)
∣∣∣ X0,X1 ⊂f Z≥0} ,
N(i) :=
{
G+(i)(X
∗
0 ,∅), G
+
(i)(∅,X
∗
1 ), G
+
(i)(X
∗
0 ,X1), G
+
(i)(X0,X
∗
1 ),
G+(i)(X
∗
0 ,X
∗
1 ), G
+
(i)(X0,X1)
∗
∣∣∣ X0,X1 ⊂f Z≥0} .
Finally, denote by s:N(i) → S(i) the map which simply erases the stars ∗. Our remark on
the groups which are considered as different in G(i) is essential for s to be well-defined.
Lemma 4.2 (Theorem A (i)). Let H ∈ G(i). Then H belongs to H+T .
Proof. All the groups H ∈ G(i) contain Alt(i)(T )+ = G+(i)({0}, {0}) and are closed in
Aut(T ), so it suffices to prove that Alt(i)(T )
+ is 2-transitive on ∂T . By Lemma 2.1, it
is equivalent to showing that Alt(i)(T )
+(v) is transitive on ∂T for each v ∈ V (T ). As
Alt(i)(T )
+ is closed, we can just show that the fixator in Alt(i)(T )
+ of a geodesic (v,w)
with v,w ∈ V (T ) always acts transitively on E(w) \ {e}, where e is the edge of (v,w)
adjacent to w. This is immediate, since Alt(d− 1) is transitive when d ≥ 4.
Given H ∈ G(i) and h ∈ Aut(T )+, it is not hard to determine whether h belongs
to H. Indeed, one can simply draw the tree T and label each vertex v of T with the
letter e (for even) or o (for odd) depending on the parity of σ(i)(h, v). A condition on
the value of Sgn(i)(h, SX(v)) then translates in a condition on the parity of the number
of vertices labelled by o in SX(v).
Using this observation, we can easily construct elements of H step by step. For
example, considerH = G+(i)(X0,X
∗
1 ). Let us observe how one can construct any labelling
of T that satisfies the condition of being in H, i.e. such that if h ∈ Aut(T )+ realizes this
labelling, then h ∈ H. First fix a vertex v0 ∈ V (T ). For n ∈ Z≥0 and given a labelling
of B(v0, n − 1) (if n 6= 0), we look at how it can be extended to a labelling of B(v0, n)
while satisfying the conditions for being in H. Suppose we already have a labelling of
B(v0, n − 1) not contradicting any of the conditions. Let t ∈ {0, 1} be the type of the
vertices of S(v0, n). If n < maxXt, then there is no set SX0(v) or SX1(v) contained
in B(v0, n) but not already contained in B(v0, n − 1), so the labelling can be extended
with no restriction. On the contrary, if n ≥ maxXt, then our new labelling must satisfy
some additional conditions: the ones on the set SXt(v) where v is a vertex at distance
n − maxXt from v0. But {SXt(v) ∩ S(v0, n) | d(v, v0) = n −maxXt} is a partition of
S(v0, n), so there is only one condition on the parity of the number of labels o on each
set SXt(v) ∩ S(v0, n). If t = 0 (recall that we consider H = G+(i)(X0,X∗1 )), we just have
to make sure that there is an even number of vertices labelled by o in SX0(v). If t = 1,
then we distinguish the following two cases. If this is the first time (of the whole process)
that we observe a set of the form SX1(v), then we can still make the choice of the parity
of the number of labels o in SX1(v). Otherwise, this parity must be the same as for this
first choice. In all cases, we still have a lot of freedom in our choice of the new labelling.
A labelling of T constructed in this way will always be suitable, since everything was
made for the conditions to be met.
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4.2 Simplicity
It is clear that each group H ∈ N(i) has s(H) as a proper normal subgroup, and is
therefore not simple. Our next goal is to prove that the groups in S(i) are simple. Banks,
Elder and Willis [BEW15] provided tools to show that a group of automorphisms of trees
is simple. Those happen to be exactly what we need. Note that their work is based on a
generalization of Tits’ Property P (see [Tit70]). For G ≤cl Aut(T ) and k ∈ Z>0, define
G+k := 〈Gk−1(v,w) | [v,w] ∈ E(T )〉.
The next proposition is a combination of results of [BEW15].
Proposition 4.3. Let Y0 and Y1 be (possibly empty) finite subsets of Z≥0, let H =
G+(i)(Y0, Y1) ∈ S(i) and let M = max(max Y0,max Y1) + 1, where we set max(∅) = 0 by
convention. Then H+M is abstractly simple.
Proof. Recall the following definition for n ∈ Z≥0:
H(n) := {g ∈ Aut(T ) | ∀v ∈ V (T ),∃h ∈ H : g|B(v,n)= h|B(v,n)}.
In our case, it is clear from the definition of H that H(M) = H. Hence, by [BEW15,
Proposition 5.2], H has Property IPM (as defined in [BEW15, Definition 5.1]). Since
H is a closed subgroup of Aut(T ), we deduce from [BEW15, Corollary 6.4] that H
has Property PM (as defined in [BEW15, Definition 6.2]). We can therefore apply
[BEW15, Theorem 7.3] that asserts that H+M is abstractly simple or trivial. Since there
exist non-trivial elements in Alt(i)(T )
+ ⊆ H fixing arbitrarily large balls, we conclude
that H+M is abstractly simple.
In order to prove that a group H ∈ S(i) is simple, we therefore only need to prove
that H = H+M , where M = max(max Y0,max Y1) + 1. We first assert that H
+1 = H.
Note that H+1 is the subgroup of H generated by the elements fixing an edge of T .
Lemma 4.4. Let H ∈ H+T (with d0, d1 ≥ 3). Then H+1 = H.
Proof. The result readily follows from the fact that the fixator of an edge e = [v,w] in
H is transitive on E(v) \ {e} (by Lemma 2.2).
For [v,w] ∈ E(T ), we write Tv,w for the subtree of T spanned by the vertices that
are closer to v than to w. Such a subtree is called a half-tree.
Lemma 4.5. Let H ∈ S(i). Then H is generated by the elements of H fixing a half-tree
of T . In particular, H = H+k for any k ∈ Z>0.
Proof. We already know by Lemma 4.4 that H = 〈H(v,w) | [v,w] ∈ E(T )〉. Let us now
prove that each h ∈ H(v,w) (for some [v,w] ∈ E(T )) is generated by elements of H
fixing a half-tree of T . We construct an element g ∈ H such that g|Tv,w= h|Tv,w and g
fixes some half-tree of T . This will prove the statement as h = (hg−1)g.
First define g on Tv,w by declaring that g|Tv,w= h|Tv,w . Now look at the labelled tree
associated to g: for the moment, all the vertices of Tv,w are labelled by e or o. We also
label all the vertices of Tw,v ∩B(w,M − 1) whereM = max(maxY0,maxY1)+1 exactly
as in the labelled tree associated to h. Since h ∈ H, all the conditions to be in H which
concern Tv,w ∪B(w,M − 1) are satisfied.
We now want to put new labellings on S(w,n) ∩ Tw,v for each n ≥M . Before doing
so, we number the edges of Tw,v in the following way: if x is a vertex at distance D
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Figure 3: Illustration of Lemma 4.5 for H = G+(i)({2}, {2}).
from w, the edges from x to a vertex at distance D + 1 from w are numbered with
1, 2, . . . , d0 − 1 (or d1 − 1). Let us now label the whole tree with e and o. As already
explained in Subsection 4.1, at each step there will be conditions on the parity of the
number of labels o in sets of the form SX(x). More precisely, if we look at S(w,n) (for
n ≥M), then either there is no new condition to satisfy (because of the symbol ∅ in H),
or there is a condition on each set of the form S(w,n)∩S(x,maxX) (where X = X0 or
X = X1) with x is at distance n−maxX from w. If there is no condition then we label
all the vertices of S(w,n)∩Tw,v by e. Otherwise, in each set S(w,n)∩S(x,maxX) with
x at distance n − maxX from w, the number of vertices labelled by o must be either
even or odd (depending on the previous labellings). If it must be even, we label all the
vertices of S(w,n) ∩ S(x,maxX) by e. If it must be odd, we label by o the vertex z of
S(w,n) ∩ S(x,maxX) such that the path from x to z only contains edges numbered 1.
All the other vertices are labelled by e (see Figure 3 where n = 3 and maxX = 2).
We claim that, after having followed these rules to label the whole tree, there will
always exists a half-tree Ts,t whose vertices are all labelled by e (with s, t ∈ Tw,v and t
closer to w than s). This will complete the proof, since it is always possible to define g
on Tw,v such that g fixes the whole path from w to t, fixes Ts,t, and realizes the labelled
tree that we just constructed. (Note that we need d0, d1 ≥ 4 to have sufficient freedom.)
Let us prove the claim. Let s0 be a vertex of Tw,v ∩ S(w,M) labelled by e. Define
(sn)n∈Z≥0 by saying that sj is the vertex adjacent to sj−1 farther from w than sj and
such that [sj−1, sj] is numbered 2. We show by induction that, for each j ∈ Z≥0, the
ball B(sj, j) only contains vertices labelled by e. For j = 0 this is clear. Now assume
that all the vertices of B(sj, j) are labelled by e and look at the ball B(sj+1, j +1). All
the vertices of B(sj+1, j + 1) ∩ B(sj, j) are labelled by e, so we only need to observe
B(sj+1, j+1)\B(sj , j) = Tsj+1,sj∩(S(sj+1, j)∪S(sj+1, j+1)). The labels of the vertices
of Tsj+1,sj ∩ S(sj+1, j) =: A were determined according to some eventual conditions on
sets of the form SX(x). If there are no such conditions, then all the vertices of A were
labelled by e as wanted. Otherwise, there are two cases: either maxX ≤ j or maxX > j.
If maxX ≤ j, then SX(x)\A ⊆ B(sj, j) so all the vertices of SX(x)\A are labelled by e
and the vertices of A were therefore also labelled by e. If maxX > j, then the condition
on SX(x) may have been to put a label o somewhere, but in any case this label o was
not put in A since [sj, sj+1] is numbered 2 (and not 1). So all the vertices of A were
labelled by e. The reasoning is exactly the same for Tsj+1,sj ∩S(sj+1, j +1) =: A′. This
means that B(sM ,M) only contains vertices labelled by e. Hence, in TsM ,sM−1 there is
no condition on a set SX(x) asking to label a vertex by o (because maxX < M). All
the vertices of the half-tree TsM ,sM−1 are thus labelled by e.
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Theorem 4.6 (Theorem A (ii)). Let H ∈ S(i). Then H is abstractly simple.
Proof. This follows from Proposition 4.3 and Lemma 4.5.
4.3 Are these examples pairwise distinct?
As highlighted in Definition 4.1, it is not clear for the moment if the members of G(i)
are pairwise different. One can actually remark that this is not the case: for instance,
if X0,X1 ⊂f Z≥0 are such that maxX0 6≡ maxX1 mod 2 and maxX0 < maxX1, then
G+(i)(X0,X1) = G
+
(i)(X0,X1△X0) and G+(i)(X0,X1)∗ = G+(i)(X∗0 ,X1△X0), where △ de-
notes the symmetric difference. For this reason, we introduce the following definition.
Definition 4.7. Let T be the (d0, d1)-semiregular tree with d0, d1 ≥ 4 and let i be a
legal coloring of T . Say that X0,X1 ⊂f Z≥0 are compatible if for each x ∈ Xt (with
t ∈ {0, 1}), if x ≥ maxX1−t then x ≡ maxXt mod 2. Define G(i) to be the set containing
the following groups:
• G+(i)(Y0, Y1), where Y0 ∈ {∅,X0,X∗0}, Y1 ∈ {∅,X1,X∗1}, X0,X1 ⊂f Z≥0 and, if
Y0 6= ∅ and Y1 6= ∅, then X0 and X1 are compatible;
• G+(i)(X0,X1)∗, where X0,X1 ⊂f Z≥0 are compatible.
We then have the following result.
Proposition 4.8. The members of G(i) are pairwise different.
Proof. The groups in S(i) are simple (Theorem 4.6) while those in N(i) are not, so a
group in S(i) is never equal to a group in N(i).
Let us now prove that two groups G+(i)(Y0, Y1) and G
+
(i)(Y
′
0 , Y
′
1) in S(i) ∩ G(i) with
(Y0, Y1) 6= (Y ′0 , Y ′1) are always different. If Y0 = ∅ but Y ′0 6= ∅, then G+(i)(∅, Y1) 6⊆
G+(i)(Y
′
0 , Y
′
1). Indeed, for each ball B(v, n) in T such that S(v, n) ⊆ V0(T ), the fixator
of B(v, n) in G+(i)(∅, Y1) can act in any manner on B(v, n + 1). This is not true for
G+(i)(Y
′
0 , Y
′
1) when n ≥ max Y ′0 . This reasoning works whenever exactly one of the two
sets Yt and Y
′
t is empty for some t ∈ {0, 1}.
Now consider X0 6= X ′0 and let us show that G+(i)(X0,∅) 6= G+(i)(X ′0,∅) (the proof is
exactly the same for G+(i)(∅,X1) 6= G+(i)(∅,X ′1) with X1 6= X ′1). If maxX0 < maxX ′0,
then fix v a vertex of type (maxX0) mod 2 and construct (as explained in Subsection 4.1
with the labellings, starting from v) an element h ∈ G+(i)(X ′0,∅) such that there is
exactly one vertex labelled by o in SX0(v). This is possible because maxX0 < maxX
′
0.
By definition, h 6∈ G+(i)(X0,∅). The reasoning is the same when maxX0 > maxX ′0.
Now assume that maxX0 = maxX
′
0. Suppose without loss of generality that X
′
0 6⊆ X0
and take r ∈ X ′0 \ X0. Then, if v is a vertex of type (maxX0) mod 2, there exists
h ∈ G+(i)(X0,∅) such that there is exactly one vertex labelled by o in S(v, r) and all the
other vertices of B(v,maxX0) are labelled by e. This element h is not in G
+
(i)(X
′
0,∅)
because it does not satisfy the condition on SX′0(v) (since r ∈ X ′0).
Finally (for S(i) ∩ G(i)), let (X0,X1) 6= (X ′0,X ′1) be such that X0 and X1 (resp. X ′0
and X ′1) are compatible and let us show that G
+
(i)(X0,X1) 6= G+(i)(X ′0,X ′1). As in the
previous case, if maxX0 < maxX
′
0 then we can construct an element h ∈ G+(i)(X ′0,X ′1)
which is not in G+(i)(X0,X1). The same reasoning works when maxX0 > maxX
′
0 or
maxX1 6= maxX ′1. Now assume that maxX0 = maxX ′0 and maxX1 = maxX ′1, and
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without loss of generality that maxX0 ≤ maxX1. If X0 6= X ′0 then as before we obtain
an element that is in exactly one of the two groups G+(i)(X0,X1) and G
+
(i)(X
′
0,X
′
1). Now
suppose that X0 = X
′
0 and X1 6= X ′1. Once again, assume without loss of generality that
X ′1 6⊆ X1. Let r be the greatest element of X ′1 \X1. Since X ′0 and X ′1 are compatible, we
have r < maxX0 or r ≡ maxX1 mod 2. If v is a vertex of type (1+maxX1) mod 2, this
means that there is no set of the form SX0(x) (with x of type (maxX0) mod 2) which is
contained in B(v, r) but not already in B(v, r−1). Hence, there exists h ∈ G+(i)(X0,X1)
with exactly one vertex labelled by o in S(v, r) and all the other vertices of B(v, r)
labelled by e. Our choice for r is such that h cannot also be an element of G+(i)(X
′
0,X
′
1).
We proved that the groups in S(i) ∩ G(i) are pairwise different. Let us now do it for
N(i) ∩G(i). Take H,H ′ ∈ N(i) ∩G(i) with different names. If H and H ′ have exactly the
same sets X0 and/or X1 in their name, i.e. if s(H) = s(H
′), then it is clear from the
definitions and the constructions with the labellings (see Subsection 4.1) that H 6= H ′.
We can therefore assume that s(H) 6= s(H ′) (and these groups are really different
because of our work for S(i) ∩ G(i)). Suppose for a contradiction that H = H ′. Recall
that s(H) EH, s(H ′) EH ′ and s(H) and s(H ′) are simple. Hence, the group H = H ′
has two different simple normal subgroups having a non-trivial intersection (s(H) and
s(H ′) both contain Alt(i)(T )
+), which is impossible.
As a corollary of the classification, we will also see that each group in G(i) is equal
to a group in G(i), which makes the definition of G(i) completely natural.
4.4 Normalizers
We are now interested in the normalizers of all our groups. Before giving them, we must
define the groups that will appear in the classification for groups in HT \ H+T .
Definition 4.9. Let T be the d-regular tree with d ≥ 4 and let i be a legal coloring of
T . With the same notation as in Definition 4.1, set G(i)(∅,∅) := Aut(T ) and define,
for X ⊂f Z≥0,
G(i)(X,X) :=
{
g ∈ Aut(T )
∣∣∣ Sgn(i)(g, SX(v)) = 1 for each v ∈ V (T )} ,
G(i)(X
∗,X∗) :=
{
g ∈ Aut(T )
∣∣∣∣ All Sgn(i)(g, SX (v)) with v ∈ V0(T ) are equaland all Sgn(i)(g, SX(v)) with v ∈ V1(T ) are equal
}
,
G(i)(X,X)
∗ :=
{
g ∈ Aut(T )
∣∣∣ All Sgn(i)(g, SX (v)) with v ∈ V (T ) are equal} ,
and
G′(i)(X,X)
∗ :=

g ∈ Aut(T )
∣∣∣∣∣∣
All Sgn(i)(g, SX (v)) with v ∈ V0(T ) are equal to
p0, all Sgn(i)(g, SX(v)) with v ∈ V1(T ) are equal
to p1, and p0 = p1 if and only if g ∈ Aut(T )+

 .
We write G′(i) for the set of all these groups.
The normalizers are then given in the following lemma.
Lemma 4.10 (Theorem A (iii)). Let T be the (d0, d1)-semiregular tree with d0, d1 ≥ 4
and let i be a legal coloring of T .
(i) Define the map n+:G(i) → G(i) by n+(G+(i)(∅,∅)) = G+(i)(∅,∅), n+(G+(i)(X0,∅)) =
G+(i)(X
∗
0 ,∅), n
+(G+(i)(∅,X1)) = G
+
(i)(∅,X
∗
1 ), n
+(G+(i)(X0,X1)) = G
+
(i)(X
∗
0 ,X
∗
1 )
and n+(H) = n+(s(H)) for H ∈ N(i). Let H ∈ G(i).
23
(a) If τ ∈ Aut(T )+ is such that τHτ−1 ⊇ Alt(i)(T )+, then τ ∈ n+(H).
(b) n+(H) is the normalizer of H in Aut(T )+.
(ii) Suppose that d0 = d1. For each X ⊂f Z≥0, the normalizer of G+(i)(X,X) (resp.
G+
(i)
(X∗,X∗) and G+
(i)
(X,X)∗) in Aut(T ) is G(i)(X
∗,X∗).
Proof.
(i) Let us first prove (a). Since n+(H) ⊇ H, having τHτ−1 ⊇ Alt(i)(T )+ im-
plies τn+(H)τ−1 ⊇ Alt(i)(T )+. As n+(n+(H)) = n+(H), this means that we
can just prove the statement for H = G+(i)(∅,∅), G
+
(i)(X
∗
0 ,∅), G
+
(i)(∅,X
∗
1 ) and
G+(i)(X
∗
0 ,X
∗
1 ). If H = G
+
(i)(∅,∅) = Aut(T )
+ then there is nothing to prove.
Now consider H = G+
(i)
(X∗0 ,∅). Let τ ∈ Aut(T )+ be such that τG+(i)(X∗0 ,∅)τ−1 ⊇
Alt(i)(T )
+. Remind that
G+(i)(X
∗
0 ,∅) :=
{
g ∈ Aut(T )+
∣∣∣ All Sgn(i)(g, SX0(v)) with v ∈ Vt(T ) are equal} ,
where t = (maxX0) mod 2. We therefore directly obtain
τG+(i)(X
∗
0 ,∅)τ
−1 =
{
g ∈ Aut(T )+
∣∣∣∣ All Sgn(i)(τ−1gτ, SX0(v))with v ∈ Vt(T ) are equal
}
.
By Lemma 2.11, we have σ(i)(τ
−1gτ, w) = σ(i)(τ
−1, gτ(w))◦σ(i)(g, τ(w))◦σ(i)(τ, w)
and σ(i)(τ
−1, gτ(w)) = σ(i)(τ, τ
−1gτ(w))−1, so Sgn(i)(τ
−1gτ, SX0(v)) is equal to
Sgn(i)(τ, SX0(τ
−1gτ(v))) · Sgn(i)(g, SX0(τ(v))) · Sgn(i)(τ, SX0(v)).
We want to prove that τ ∈ G+(i)(X∗0 ,∅), i.e. that all Sgn(i)(τ, SX0(v)) with v ∈
Vt(T ) are equal. It suffices to show that Sgn(i)(τ, SX0(x)) = Sgn(i)(τ, SX0(y))
when x, y ∈ Vt(T ) and d(x, y) = 2. Fix such x and y and consider z ∈ Vt(T ) such
that d(x, z) = d(y, z) = 2. Take g ∈ Alt(i)(T )+ such that g(τ(x)) = τ(z) and
g(τ(z)) = τ(y). By hypothesis, we have g ∈ τG+(i)(X∗0 ,∅)τ−1 so the two values
Sgn(i)(τ, SX0(z)) · Sgn(i)(g, SX0(τ(x))) · Sgn(i)(τ, SX0(x))
and
Sgn(i)(τ, SX0(y)) · Sgn(i)(g, SX0(τ(z))) · Sgn(i)(τ, SX0(z))
are equal. As g ∈ Alt(i)(T )+, we have Sgn(i)(g,A) = 1 for each finite set A ⊆ V (T )
and hence we get Sgn(i)(τ, SX0(x)) = Sgn(i)(τ, SX0(y)) as wanted.
For H = G+(i)(∅,X
∗
1 ), the reasoning is the same.
For H = G+(i)(X
∗
0 ,X
∗
1 ), the inclusion τHτ
−1 ⊇ Alt(i)(T )+ implies in particular that
τG+(i)(X
∗
0 ,∅)τ
−1 ⊇ Alt(i)(T )+ and that τG+(i)(∅,X∗1 )τ−1 ⊇ Alt(i)(T )+. By the
previous work, we therefore obtain τ ∈ G+(i)(X∗0 ,∅) ∩G+(i)(∅,X∗1 ) = G+(i)(X∗0 ,X∗1 ).
Part (b) follows from (a). Indeed, the normalizer of H in Aut(T )+ is contained in
n+(H) by (a), and one readily checks that n+(H) normalizes H for each H ∈ G(i).
(ii) Let H be one of the groups G+(i)(X,X), G
+
(i)(X
∗,X∗) and G+(i)(X,X)
∗. By (i), the
normalizer of H in Aut(T )+ is n+(H) = G+(i)(X
∗,X∗). Consider ν ∈ Aut(T ) \
Aut(T )+ not preserving the types but preserving the colors, i.e. such that i◦ν = i.
It is clear that ν normalizes H, and hence the normalizer of H in Aut(T ) is exactly
n+(H) ∪ n+(H)ν = G+(i)(X∗,X∗) ∪G+(i)(X∗,X∗)ν = G(i)(X∗,X∗).
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5 The classification
Throughout this section, we let i be a legal coloring of T and fix d0, d1 ≥ 6. Our goal is to
find all groups H ∈ H+T satisfying H ⊇ Alt(i)(T )+. Our strategy consists in first observ-
ing the groups H ∈ H+T with this property and in defining some invariants (namely c(t),
K(t) and f tv). We will then see that these invariants form a complete set of invariants,
i.e. that they completely characterize the group H. This is the subject of Theorem H′,
which is the precise formulation of Theorem H mentioned in the introduction. The idea
is then simple: compute these invariants for the groups in G(i) and prove that these are
the only values that our invariants can take. This task will turn out to be lengthy and
technical because of the algebraic invariants f tv which are not easy to manipulate.
5.1 Evens and odds diagrams
Let us first fix some v ∈ V (T ) and k ∈ Z≥0. The colored rooted tree B(v, k) where each
vertex is additionally labelled by e or o is called a diagram supported by B(v, k).
We write ∆v,k for the set of all these diagrams. Remark that |∆v,k|= 2|B(v,k)|. There is
now a natural way to define the surjective map
D: Aut(B(v, k + 1))→ ∆v,k
where B(v, k + 1) is seen as a colored rooted tree. Indeed, given h˜ ∈ Aut(B(v, k + 1))
we can define D(h˜) (which we call the diagram of h˜) to be the rooted tree B(v, k)
where each vertex w is labelled by the parity (e for even or o for odd) of σ(i)(h˜, w). We
highlight the fact that D associates a diagram supported by B(v, k) to an automorphism
of the larger ball B(v, k+1). In this section, we will often deal with such diagrams. For
this reason, the next lemma must be well understood.
Lemma 5.1. Let g˜, h˜ ∈ Aut(B(v, k + 1)) and let w be a vertex of B(v, k).
• The label of w in D(g˜h˜) is e if and only if the label of w in D(h˜) and the label of
h˜(w) in D(g˜) are identical.
• The label of w in D(g˜−1) is equal to the label of g˜−1(w) in D(g˜).
Proof. This is a corollary of Lemma 2.11.
We now fix H ∈ H+T such that H ⊇ Alt(i)(T )+ and denote by H˜k(v) the natural
image of H(v) in Aut(B(v, k + 1)). Since H is closed in Aut(T ) and generated by
its vertex stabilizers, it is entirely described by the groups H˜k(v) with v ∈ V (T ) and
k ∈ Z≥0. The next lemma shows that knowing the diagrams of elements of H˜k(v), i.e.
D(H˜k(v)), suffices to fully know H˜k(v).
Lemma 5.2. We have H˜k(v) = D−1(D(H˜k(v))).
Proof. Take h˜ ∈ H˜k(v) and g˜ ∈ Aut(B(v, k + 1)) such that D(g˜) = D(h˜). We want to
show that g˜ ∈ H˜k(v). As D(g˜) = D(h˜), Lemma 5.1 directly implies that all the vertices
of D(g˜h˜−1) are labelled by e, i.e. g˜h˜−1 is an element of Alt(i)(B(v, k + 1)). Since H ⊇
Alt(i)(T )
+, we have H˜k(v) ⊇ Alt(i)(B(v, k + 1)) and hence g˜ = (g˜h˜−1)h˜ ∈ H˜k(v).
In view of the previous lemma, we only need to describeD(H˜k(v)) to entirely describe
H˜k(v). We are first interested in the diagrams of D(H˜k(v)) where all the vertices of
B(v, k−1) are labelled by e. Let us call e-diagram a diagram in ∆v,k with this property,
and remark that g˜ ∈ Aut(B(v, k + 1)) is such that D(g˜) is an e-diagram if and only if
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g˜|B(v,k)∈ Alt(i)(B(v, k)). We denote by H˜k(v)e the subgroup of H˜k(v) consisting of
elements whose diagram is an e-diagram. If δ ∈ ∆v,k and if w is a vertex of δ then
the subtree of δ spanned by w and all its descendants is called the branch of w. For
0 ≤ r ≤ k, an r-branch of δ is a branch of a vertex at distance k − r from v. The only
k-branch is therefore the full tree δ and the 0-branches all consist of a single leaf of δ.
Lemma 5.3. Let v ∈ V (T ) and k ∈ Z≥0. Exactly one of the following holds.
1. D(H˜k(v)e) contains all the e-diagrams.
2. There exists 0 ≤ r ≤ k such that D(H˜k(v)e) exactly contains the e-diagrams with
an even number of labels o in each r-branch.
3. D(H˜k(v)e) exactly contains the e-diagrams with an even number of labels o in
each (k − 1)-branch and the e-diagrams with an odd number of labels o in each
(k − 1)-branch. (This case only occurs if k ≥ 1.)
Proof. For each e-diagram δ, label each branch of δ with E or O depending on whether
it contains an even or an odd number of vertices labelled by o. Denote by Ds the set of e-
diagrams whose s-branches are all labelled by E. By definition, D(Alt(i)(B(v, k+1))) =
D0 ⊂ D1 ⊂ · · · ⊂ Dk. Since H˜k(v) ⊇ Alt(i)(B(v, k + 1)), we have D(H˜k(v)e) ⊇ D0.
Claim 1. Let 0 ≤ s ≤ k − 1. If D(H˜k(v)e) ⊇ Ds, then either D(H˜k(v)e) ⊇ Ds+1 or for
every diagram δ ∈ D(H˜k(v)e) and every (s + 1)-branch b of δ, all the s-branches in b
have the same label.
Proof of the claim: Suppose there exist a diagram D(h˜) ∈ D(H˜k(v)e) and an (s + 1)-
branch b of D(h˜) containing both an s-branch b1 labelled by E and an s-branch b2
labelled by O. Let b3 and b4 be two other s-branches in b with the same label (such
branches exist because d0, d1 ≥ 6). Consider τ˜ ∈ Alt(i)(B(v, k+1)) ⊆ H˜k(v) an element
interchanging b1 and b2, interchanging b3 and b4, and stabilizing all the other s-branches.
In this way, h˜τ˜ h˜−1 ∈ H˜k(v) is such that the only s-branches of D(h˜τ˜ h˜−1) labelled by
O are b1 and b2 (see Lemma 5.1). Conjugating this element by adequate elements of
Alt(i)(B(v, k + 1)) and combining them, we deduce (once again by using Lemma 5.1)
that D(H˜k(v)e) contains all the e-diagrams where each (s+1)-branch contains an even
number of s-branches labelled by O. These are exactly the e-diagrams with each (s+1)-
branch labelled by E, so D(H˜k(v)e) ⊇ Ds+1. 
Claim 2. Let 0 ≤ s ≤ k − 2. If D(H˜k(v)e) ⊇ Ds but D(H˜k(v)e) 6⊇ Ds+1, then
D(H˜k(v)e) = Ds.
Proof of the claim: By Claim 1, the fact that D(H˜k(v)e) ⊇ Ds but D(H˜k(v)e) 6⊇ Ds+1
implies that for every diagram δ ∈ D(H˜k(v)e) and every (s+1)-branch b of δ, all the s-
branches in b have the same label (∗). In order to show that D(H˜k(v)e) = Ds, it suffices
to prove that it is impossible to have a diagram with an (s+ 1)-branch only containing
s-branches labelled by O. By contradiction, suppose there exist h˜ ∈ H˜k(v)e and some
(s+ 1)-branch b of D(h˜) all whose s-branches are labelled by O. In view of Lemma 5.2,
we can assume that h˜ fixes B(v, k). Let us say that b is the branch of the vertex w.
Denote by x1, . . . , xr the children of w, by b1, . . . , br the corresponding s-branches, and
by y the parent of w (note that w 6= v since s ≤ k − 2), see Figure 4. Let h ∈ H
be an element whose image in H˜k(v) is h˜ and consider an element g ∈ Alt(i)(T )+ that
fixes w and interchanges x1 and y. Then f = ghg
−1 ∈ H is an element fixing B(w, 1).
Now observe the image of f in H˜s+1(w): it is contained in H˜s+1(w)e and the branches
b2, . . . , br are labelled by O while b1 is labelled by E (see Lemma 5.1). Consider an
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x1 x2 xr
b1 b2 br
b
Figure 4: Illustration of Lemma 5.3, Claim 2.
element τ ∈ Alt(i)(T )+ that fixes w and all the vertices that are closer to y than to w,
interchanges x1 and x2 and interchanges x3 and x4. Then fτf
−1 ∈ H is an element
that also fixes w and all the vertices that are closer to y than to w and, if we look at its
image in H˜k(v), it is contained in H˜k(v)e and the branches b1 and b2 are labelled by O
while the branches b3, . . . , br are labelled by E. This is a contradiction with (∗). 
If D(H˜k(v)e) ⊇ Dk then there are two possibilities: either D(H˜k(v)e) = Dk (i.e.
we are in the second case with r = k) or there exists a diagram in D(H˜k(v)e) whose
k-branch is labelled by O. In the latter case, D(H˜k(v)e) contains all the e-diagrams.
Suppose now that D(H˜k(v)e) 6⊇ Dk. Then there exists 0 ≤ s ≤ k − 1 such that
D(H˜k(v)e) ⊇ Ds but D(H˜k(v)e) 6⊇ Ds+1. If s 6= k − 1 then by Claim 2 we have
D(H˜k(v)e) = Ds, i.e. we are in the second case with r = s. If s = k−1, then by Claim 1
we know that each diagram in D(H˜k(v)e) either has all its (k − 1)-branches labelled by
E or all its (k − 1)-branches labelled by O. If there is no diagram with labels O, then
D(H˜k(v)e) = Dk−1 (i.e. we are in the second case with r = k − 1). On the contrary, if
there exists such a diagram, then D(H˜k(v)e) also contains the e-diagrams with an odd
number of labels o in each (k − 1)-branch (i.e. we are in the third case).
5.2 Four possible shapes for H(v)
For v ∈ V (T ) and k ∈ Z≥0, Lemma 5.3 gives different shapes that D(H˜k(v)e) can take.
We now associate a symbol αk(v) to each v and k by defining αk(v) = ∞ in the first
case, αk(v) = r in the second case and αk(v) = (k − 1)∗ in the third case. A natural
total order on the set of symbols {∞, 0, 0∗, 1, 1∗, . . .} is given by 0 < 0∗ < 1 < 1∗ < · · ·
and x <∞ for each x 6=∞.
Lemma 5.4. For x ∈ {1, 2, . . . , k}, we have αk(v) ≥ x if and only if there exists a
diagram in D(H˜k(v)e) with exactly two vertices labelled by o, situated in the same x-
branch but in different (x− 1)-branches.
Proof. This is a consequence of the definition of αk(v).
Clearly, since Alt(i)(T )
+ is transitive on V0(T ) and V1(T ), we have αk(v) = αk(v
′)
when v and v′ have the same type. For this reason, for t ∈ {0, 1} we define αtk to be
equal to αk(v) where v is a vertex of type (t + k) mod 2. In this way, α
t
k tells us the
labels that can appear in S(v, k), which is a sphere containing vertices of type t.
We are now interested in how the sequences (α0k)k∈Z≥0 and (α
1
k)k∈Z≥0 can look like.
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Lemma 5.5. Let t ∈ {0, 1}. Either αtk = ∞ for all k ∈ Z≥0 (case #0), or there exists
K ∈ Z≥0 such that the sequence (αtk)k∈Z≥0 takes one of the following three shapes. (For
cases #2 and #3, K cannot be equal to 0.)
# αt0 · · · αtK−1 αtK αtK+1 αtK+2 · · ·
1 ∞ · · · ∞ K K K · · ·
2 ∞ · · · ∞ K − 1 K − 1 K − 1 · · ·
3 ∞ · · · ∞ (K − 1)∗ K − 1 K − 1 · · ·
Proof. We prove this result by giving two rules that (αtk)k∈Z≥0 must satisfy.
Claim 1. The sequence (αtk)k∈Z≥0 is non-increasing, i.e. α
t
k ≥ αtk+1 for all k ∈ Z≥0.
Proof of the claim: Let k ∈ Z≥0, let v be a vertex of type (t + k + 1) mod 2 and let
w be a vertex adjacent to v. Given a diagram δ ∈ D(H˜k+1(v)e), Lemma 5.2 tells us
that it is realized by an element h˜ ∈ H˜k+1(v)e which fixes w. Hence, h˜ has a natural
image in H˜k(w)e and the diagram of this image is exactly the restriction of δ to B(w, k).
Hence, D(H˜k(w)e) contains the restriction of each element of D(H˜k+1(v)e) to B(w, k).
Observing the different possibilities for αtk+1, this always implies that α
t
k ≥ αtk+1. 
Claim 2. If αtk ≥ x with x ∈ {0, 1, . . . , k}, then αtk+1 ≥ x.
Proof of the claim: If x = 0 then the claim is trivial, so suppose that x > 0. Let w be
a vertex of type (t + k) mod 2. Since αtk ≥ x, there exists h ∈ H(w) whose image in
H˜k(w) has a diagram which is an e-diagram with exactly two vertices labelled by o, say
a and b, in the same x-branch but in different (x− 1)-branches (see Lemma 5.4). Take
c ∈ S(w, k) a vertex in this same x-branch but in a third (x− 1)-branch and v a vertex
adjacent to w such that a is closer to w than to v (see Figure 5). By Lemma 5.2, we can
assume that h fixes v. Consider τ ∈ Alt(i)(T )+ an element fixing all the vertices closer
to v than to w, stabilizing a and interchanging b and c. Then by Lemma 5.1 the image
of hτh−1 in H˜k+1(v) has a diagram which is an e-diagram having exactly two vertices
labelled by o, namely b and c. By Lemma 5.4, this implies that αtk+1 ≥ x. 
These two claims suffice to get the result. Indeed, we either have αt0 = 0 or α
t
0 =∞.
If αt0 = 0 then by Claim 1 we get case #1. If α
t
0 = ∞, then either αtk = ∞ for
all k ∈ Z≥0, or there exists a smallest K such that αtK < ∞. In the latter case,
Claim 2 with k = x = K − 1 gives αtK ≥ K − 1, so αtK ∈ {K − 1, (K − 1)∗,K}. If
αtK ∈ {K − 1,K}, then the two claims imply that (αtk)k≥K is constant and we get cases
#1 and #2. If αtK = (K − 1)∗, then Claim 1 and Claim 2 with k = K and x = K − 1
give (K − 1) ≤ αtK+1 ≤ (K − 1)∗. Since αtK+1 is never equal to (K − 1)∗, we must have
αtK+1 = K − 1 and then get the constant sequence as above, which gives case #3.
v
w
b
a
b
b
b
c
x-branch
Figure 5: Illustration of Lemma 5.5, Claim 2.
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5.3 The numerical invariants c(t) and K(t)
For t ∈ {0, 1}, denote by c(t) ∈ {0, 1, 2, 3} the case which was encountered in Lemma 5.5
and by K(t) the smallest integer such that αt
K(t) < ∞, as in the lemma (if c(t) = 0,
define K(t) =∞). The limit value
K ′(t) := lim
k→∞
αtk
will also be useful for our proofs. Note that c(t) and K(t) completely determine K ′(t).
Similarly, c(t) and K ′(t) determine K(t).
These invariants can be computed for each of our key examples. To simplify the
notations, we define the binary operation ⊞:Z≥0×Z≥0 → Z≥0 by
a⊞ b := a+ b−
⌈ |a− b|
2
⌉
.
Proposition 5.6. The values of c(0), c(1), K ′(0) and K ′(1) for the members of G(i)
are given in Table 1. The last column of Table 1 gives, for fixed c(0), c(1), K ′(0) and
K ′(1), the exact number of groups (in G(i)) in the corresponding line.
Proof. The values of the different invariants can be computed only using the definitions
of the groups and the construction explained in Subsection 4.1 with the labellings e
and o. We suggest the reader to compute the invariants for some of the groups to
become familiar with the definitions.
The value 2K
′(0) in the last column for lines 2 and 5 is simply equal to the number of
sets X0 ⊂f Z≥0 such that maxX0 = K ′(0). The reasoning is the same for lines 3 and 6.
Concerning line 4 and lines 7–12, the value 2K
′(0)⊞K ′(1) corresponds to the number of
pairs (X0,X1) with X0,X1 ⊂f Z≥0 such that X0 and X1 are compatible (as defined in
c(0) K ′(0) c(1) K ′(1) #
1 Aut(T )+ = G+(i)(∅,∅) 0 ∞ 0 ∞ 1
2 G+(i)(X0,∅) 1 maxX0 0 ∞ 2K
′(0)
3 G+(i)(∅,X1) 0 ∞ 1 maxX1 2K
′(1)
4 G+(i)(X0,X1) 1 maxX0 1 maxX1 2
K ′(0)⊞K ′(1)
5 G+(i)(X
∗
0 ,∅) 3 maxX0 0 ∞ 2K
′(0)
6 G+(i)(∅,X
∗
1 ) 0 ∞ 3 maxX1 2K
′(1)
7 G+(i)(X0,X
∗
1 ) 1 maxX0 3 maxX1 2
K ′(0)⊞K ′(1)
8 G+(i)(X
∗
0 ,X1) 3 maxX0 1 maxX1 2
K ′(0)⊞K ′(1)
9 G+(i)(X
∗
0 ,X
∗
1 ) 3 maxX0 3 maxX1 2
K ′(0)⊞K ′(1)
10
G+(i)(X0,X1)
∗
(maxX0 = maxX1)
2 maxX0 2 maxX1 2
K ′(0)⊞K ′(1)
11
G+(i)(X0,X1)
∗
(maxX0 > maxX1)
1 maxX0 3 maxX1 2
K ′(0)⊞K ′(1)
12
G+(i)(X0,X1)
∗
(maxX0 < maxX1)
3 maxX0 1 maxX1 2
K ′(0)⊞K ′(1)
Table 1: Values of the invariants for the groups in G(i).
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Definition 4.7), maxX0 = K
′(0) and maxX1 = K
′(1). Note that we do not count a
group twice as all the groups in G(i) are pairwise different (see Proposition 4.8).
In Table 1, it is remarkable that having c(0) = 2 also implies c(1) = 2 and K(0) =
K(1). This is actually a general fact for any H ∈ H+T such that H ⊇ Alt(i)(T )+.
Lemma 5.7. If c(t) = 2 for some t ∈ {0, 1}, then c(1− t) = 2 and K(0) = K(1).
Proof. Assume without loss of generality that t = 0 and let v be a vertex of type
(K(0) − 1) mod 2. Since α0
K(0)−1 = ∞, there exists h ∈ H fixing B(v,K(0) − 1) and
such that the diagram of its image in H˜K(0)−1(v) has exactly one vertex a labelled by
o. Let w be a vertex adjacent to v such that a is not in the branch of w.
We first show that α1
K(0) ≤ K(0) − 1, which will in particular imply that K(1) ≤
K(0). Suppose for a contradiction that α1
K(0) ≥ (K(0) − 1)∗. Then there exists g ∈ H
fixing B(v,K(0)) and such that the diagram of its image g˜ in H˜K(0)(v) and the diagram
of the image of h in H˜K(0)(v) coincide on the branch of w. Indeed, the condition
α1
K(0) ≥ (K(0) − 1)∗ gives us sufficient freedom to choose the labels of D(g˜) in the
branch of w. Hence, the diagram of the image of hg−1 in H˜K(0)(w) is an e-diagram
with a (K(0)− 1)-branch (the branch of v) containing exactly one vertex labelled by o,
contradicting α0
K(0) = K(0)− 1.
We now prove thatK(1) ≥ K(0), once again by contradiction, assuming thatK(1) <
K(0). If h˜ is the image of h in H˜K(0)(v), then since α1
K(1) ∈ {K ′(1),K ′(1)∗} the K ′(1)-
branches of D(h˜) contained in the branch of w all contain an even number of vertices
labelled by o. But α1
K(0) = K
′(1) (because K(0) > K(1)), so there exists g ∈ H fixing
B(v,K(0)) and such that the diagram of its image g˜ in H˜K(0)(v) and the diagram of
h˜ coincide on the branch of w. We therefore have the same contradiction as above by
considering the image of hg−1 in H˜K(0)(w).
As a conclusion, K(1) = K(0) and α1
K(1) ≤ K(1)− 1 so c(1) = 2.
5.4 The algebraic invariants f tv
Our next goal is to understand the relationship between D(H˜k−1(v)) and D(H˜k(v)) (for
fixed v and k). The first result in this direction is the following. We identify the group
C2 of order 2 with {E,O}, where E is the neutral element. By convention, we say that
B(v,−1) = ∅ and that D(H˜−1(v)) only contains the empty diagram ε.
Lemma 5.8. Let v ∈ V (T ), let k ∈ Z≥0 and let δ ∈ D(H˜k−1(v)).
(i) If αk(v) =∞, then D(H˜k(v)) contains all the diagrams of ∆v,k whose intersection
with B(v, k − 1) is δ.
(ii) If αk(v) = x ∈ {0, 1, . . . , k}, denote by b1, . . . , bm the x-branches of B(v, k). Then
there exists a unique element (p1, . . . , pm) ∈ {E,O}m such that the following holds.
For each δˆ ∈ ∆v,k with δˆ∩B(v, k−1) = δ, if qi ∈ {E,O} is the parity of the number
of vertices labelled by o in δˆ ∩ bi ∩ S(v, k), then δˆ is contained in D(H˜k(v)) if and
only if (q1, . . . , qm) = (p1, . . . , pm).
(iii) If αk(v) = (k − 1)∗, denote by b1, . . . , bm the (k − 1)-branches of B(v, k). Then
there exists a unique element [(p1, . . . , pm)] ∈ {E,O}m
/
〈(O, . . . , O)〉 such that the
following holds. For each δˆ ∈ ∆v,k with δˆ ∩ B(v, k − 1) = δ, if qi ∈ {E,O} is the
parity of the number of vertices labelled by o in δˆ ∩ bi ∩S(v, k), then δˆ is contained
in D(H˜k(v)) if and only if [(q1, . . . , qm)] = [(p1, . . . , pm)].
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Proof. Let h˜ ∈ H˜k(v) be such that D(h˜) ∩B(v, k − 1) = δ.
(i) Let g˜ ∈ Aut(B(v, k+1)) be such that D(g˜)∩B(v, k−1) = δ. Using Lemma 5.1, we
see that having D(g˜)∩B(v, k− 1) = D(h˜)∩B(v, k− 1) implies that D(g˜h˜−1) is an
e-diagram. As αk(v) =∞, we get g˜h˜−1 ∈ H˜k(v) and thus g˜ = (g˜h˜−1)h˜ ∈ H˜k(v).
(ii),(iii) For each i ∈ {1, . . . ,m}, let pi ∈ {E,O} be the parity of the number of vertices
labelled by o in D(h˜)∩bi∩S(v, k). We prove that (p1, . . . , pm) (resp. [(p1, . . . , pm)])
satisfies the statement (and it is clear that it is unique). Let g˜ ∈ Aut(B(v, k + 1))
be such that D(g˜)∩B(v, k−1) = δ and let qi ∈ {E,O} be the parity of the number
of vertices labelled by o in D(g˜) ∩ bi ∩ S(v, k). We have g˜ ∈ H˜k(v) if and only if
g˜h˜−1 ∈ H˜k(v), and D(g˜h˜−1) is an e-diagram. The value of αk(v) and Lemma 5.1
then imply that g˜h˜−1 ∈ H˜k(v)e if and only if (q1, . . . , qm) = (p1, . . . , pm) (resp.
[(q1, . . . , qm)] = [(p1, . . . , pm)]).
Fix t ∈ {0, 1} such that c(t) 6= 0. For k < K(t), if v is a vertex of type (t+ k) mod 2
then the fact that αtk = ∞ implies by Lemma 5.8 (i) that D(H˜k(v)) exactly contains
the diagrams of ∆v,k whose intersection with B(v, k − 1) is a diagram in D(H˜k−1(v)).
On the other hand, if v is a vertex of type (t + K(t)) mod 2 then the shape of
D(H˜K(t)(v)) cannot be directly deduced from D(H˜K(t)−1(v)). In view of Lemma 5.8
(ii),(iii), we can however define a map f tv to encode this information. The domain of f
t
v
will be D(H˜K(t)−1(v)) while its codomain J t will depend on the value of c(t). Given a
diagram δ ∈ D(H˜K(t)−1(v)), the value of f tv(δ) will exactly give what is the condition
on a diagram of ∆v,K(t) whose intersection with B(v,K(t)− 1) is δ for being contained
in D(H˜K(t)(v)). Let us denote by b1, . . . , bd˜ the branches of the vertices adjacent to v.
• If c(t) = 1, then αt
K(t) = K(t) and we can apply Lemma 5.8 (ii) with k = x = K(t).
We set J t := {E,O} and define f tv:D(H˜K(t)−1(v)) → J t naturally: f tv(δ) is the
unique element p ∈ J t given by the lemma (note that m = 1).
• If c(t) = 2, then αt
K(t) = K(t)− 1 and we can apply Lemma 5.8 (ii) with k = K(t)
and x = K(t) − 1. We set J t := {E,O}d˜ and define f tv:D(H˜K(t)−1(v)) → J t
naturally: f tv(δ) is the unique element (p1, . . . , pd˜) ∈ Jt given by the lemma.
• If c(t) = 3, then αt
K(t) = (K(t) − 1)∗ and we can apply Lemma 5.8 (iii) with
k = K(t). We set J t := {E,O}d˜
/
〈(O, . . . , O)〉 and define f tv:D(H˜K(t)−1(v))→ J t
naturally: f tv(δ) is the unique element [(p1, . . . , pd˜)] ∈ Jt given by the lemma.
The next result directly follows from the definition of f tv.
Lemma 5.9. Let δe ∈ ∆v,K(t)−1 be the diagram with all vertices labelled by e. Then δe
belongs to D(H˜K(t)−1(v)) and f tv(δe) is the trivial element of J t. Moreover, for g˜, h˜ ∈
H˜K(t)−1(v), we have the following.
• If c(t) = 1, then f tv(D(g˜h˜)) = f tv(D(g˜)) · f tv(D(h˜)).
• If c(t) ∈ {2, 3}, then f tv(D(g˜h˜)) = σ(f tv(D(g˜))) · f tv(D(h˜)), where σ:J t → J t per-
mutes the coordinates in the same way as h˜ permutes the branches b1, . . . , bd˜.
Proof. For each k ≥ 0, the diagram in ∆v,k with all vertices labelled by e is al-
ways contained in D(H˜k(v)) (because H ⊇ Alt(i)(T )+). In particular, we have δe ∈
D(H˜K(t)−1(v)) and f tv(δe) must be the trivial element of Jt.
The formula for f tv(D(g˜h˜)) can be directly obtain by using Lemma 5.1.
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5.5 The invariants c(t), K(t) and f tv form a complete system
By definition, the map f tv defined above fully describes the shape of D(H˜K(t)(v)) from
D(H˜K(t)−1(v)). A priori, it seems that we also need similar maps to deduce the shape
of D(H˜k(v)) from D(H˜k−1(v)) for each k > K(t) (where v is of type (t + k) mod 2).
However, as the following lemma shows, this is not the case.
Lemma 5.10. Let t ∈ {0, 1} be such that c(t) 6= 0, let k > K(t) and let v be a vertex of
type (t+k) mod 2. Let also δ ∈ D(H˜k−1(v)). Consider δˆ ∈ ∆v,k with δˆ∩B(v, k−1) = δ.
Then δˆ belongs to D(H˜k(v)) if and only if, for each vertex w at distance k −K(t) from
v, the diagram δˆ ∩B(w,K(t)) belongs to D(H˜K(t)(w)).
Proof. If δˆ ∈ D(H˜k(v)) and w is a vertex at distance k−K(t) from v, then by Lemma 5.2
the diagram δˆ is realized by an element h˜ of H˜k(v) fixing w. Hence, the diagram of
h˜|B(w,K(t)+1), which is δˆ ∩B(w,K(t)), is contained in D(H˜K(t)(w)).
Now take δˆ ∈ ∆v,k with δˆ ∩B(v, k− 1) = δ such that δˆ ∩B(w,K(t)) ∈ D(H˜K(t)(w))
for each vertex w at distance k − K(t) from v. Consider also δˆ′ ∈ D(H˜k(v)) with
δˆ′ ∩ B(v, k − 1) = δ. In view of the first part of the proof, we have δˆ′ ∩ B(w,K(t)) ∈
D(H˜K(t)(w)) for each w at distance k −K(t) from v. Denote by b1, . . . , bm the K ′(t)-
branches of B(v, k), and let pi (resp. p
′
i) be the parity of the number of vertices labelled
by o in δˆ ∩ bi ∩ S(v, k) (resp. in δˆ′ ∩ bi ∩ S(v, k)). In view of Lemma 5.8 (ii), it suffices
to show that (p1, . . . , pm) = (p
′
1, . . . , p
′
m) in order to prove that δˆ ∈ D(H˜k(v)). Let
j ∈ {1, . . . ,m} and let w be the vertex at distance k − K(t) from v whose branch b
contains bj. The diagrams δ0 = δˆ ∩ B(w,K(t)) and δ′0 = δˆ′ ∩ B(w,K(t)), which both
belong to D(H˜K(t)(v)), coincide on B(w,K(t)− 1) ∪ (S(w,K(t)) \ b). In particular, we
have δ0 ∩ B(w,K(t) − 1) = δ′0 ∩ B(w,K(t) − 1) and the two diagrams must therefore
satisfy the condition given by f tw(δ0 ∩ B(w,K(t) − 1)) ∈ J t (∗). Given a part X of a
diagram, let us write P (X) for the parity of the number of vertices labelled by o in X.
If c(t) = 1 then b = bj and (∗) means that P (δ0 ∩S(w,K(t))) = P (δ′0 ∩S(w,K(t))).
Since δ0 and δ
′
0 coincide on S(w,K(t)) \ b, this means that P (δ0 ∩ S(w,K(t)) ∩ b) =
P (δ′0 ∩ S(w,K(t)) ∩ b), i.e. we have pj = p′j. If c(t) ∈ {2, 3} then let b˜1, . . . , b˜d˜ be
the branches (seen in B(w,K(t))) of the vertices adjacent to w. One of these branches
is equal to bj, say b˜1, and another of these branches is the branch of the parent of
w (in B(v, k)), say b˜2. If c(t) = 2 then (∗) means that P (δ0 ∩ b˜i ∩ S(w,K(t))) =
P (δ′0 ∩ b˜i ∩ S(w,K(t))) for each i ∈ {1, . . . , d˜}, and i = 1 directly gives pj = p′j . If
c(t) = 3, then (∗) means that either P (δ0 ∩ b˜i ∩ S(w,K(t))) = P (δ′0 ∩ b˜i ∩ S(w,K(t)))
for each i or P (δ0 ∩ b˜i ∩ S(w,K(t))) 6= P (δ′0 ∩ b˜i ∩ S(w,K(t))) for each i. But δ0 and δ′0
coincide on S(w,K(t)) \ b = S(w,K(t))∩ b˜2, so we must have the equality for each i. In
particular, i = 1 gives pj = p
′
j.
As a consequence of the previous lemma, we find that the invariants c(t), K(t) and
f tv (for t ∈ {0, 1} and v ∈ V (T ) such that f tv is defined) fully describe the entire group H.
Note that, since Alt(i)(T )
+ is transitive on V0(T ) and V1(T ), if c(t) 6= 0 then knowing
f tv for a fixed vertex v of type (t+K(t)) mod 2 suffices to get each f
t
w.
Theorem H′. If H,H ′ ∈ H+T satisfy H,H ′ ⊇ Alt(i)(T )+ and have the same invariants
c(t), K(t) and f tv (for t ∈ {0, 1} and v ∈ V (T ) such that f tv is defined), then H = H ′.
Proof. We fix one group H ∈ H+T with H ⊇ Alt(i)(T )+ and show that, for each v ∈ V (T )
and k ∈ Z≥0, the set D(H˜k(v)) can be described only using the invariants c(t), K(t)
and f tv. By Lemma 5.2 and the fact that H is generated by point stabilizers, this will
prove the statement.
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Let us do it by induction on k. For k = −1, D(H˜−1(v)) only contains the empty
diagram ε for each v ∈ V (T ). Now fix k ≥ 0 and assume that D(H˜k−1(v)) is known
for each v ∈ V (T ). Let v ∈ V (T ) and define t ∈ {0, 1} to be such that v is of type
(t+ k) mod 2. If k < K(t), then αtk =∞ and we know that D(H˜k(v)) exactly contains
the diagrams of ∆v,k whose intersection with B(v, k−1) is contained in D(H˜k−1(v)) (see
Lemma 5.8 (i)). If k = K(t), then f tv fully describes D(H˜K(t)(v)) from D(H˜K(t)−1(v)).
Finally, if k > K(t), then Lemma 5.10 shows that D(H˜k(v)) can be deduced from
D(H˜k−1(v)) and each D(H˜K(t)(w)) with w at distance k −K(t) from v.
Theorem H formulated in the introduction is a consequence of Theorem H′. Indeed,
for H ∈ H+T satisfying H ⊇ Alt(i)(T )+, take K ∈ Z>0 strictly greater than the finite
numbers among {K(0),K(1)}. Then the K-closure H(K) of H also satisfies H(K) ∈ H+T
and H(K) ⊇ Alt(i)(T )+ and have the same invariants as H, so that H = H(K).
5.6 Possible shapes for f tv when K(t) ≤ K(1− t)
We now observe which shapes f tv can take when c(t) 6= 0 and K(t) ≤ K(1 − t). Recall
that SX(v) :=
⋃
r∈X S(v, r) when X ⊆ Z≥0.
Lemma 5.11. Suppose that c(t) 6= 0 and K(t) ≤ K(1− t) and let v be a vertex of type
(t+K(t)) mod 2. Then the possible shapes for f tv are given as follows. Here, b1, . . . , bd˜
denote the branches of the vertices adjacent to v, as in the definition of J t.
• If c(t) = 1, then there exists A ⊆ {0, 1, . . . ,K(t) − 1} such that f tv(δ) is equal to
the parity of the number of vertices labelled by o in δ ∩ SA(v).
• If c(t) = 2, then there exist A ⊆ {1, 2, . . . ,K(t)− 1} and B ⊆ {0, 1, . . . ,K(t)− 1}
such that f tv(δ) = (p1, . . . , pd˜) where pi is the parity of the number of vertices
labelled by o in δ ∩ ((SA(v) ∩ bi) ∪ (SB(v) \ bi)).
• If c(t) = 3, then there exists A ⊆ {1, 2, . . . ,K(t)−1} such that f tv(δ) = [(p1, . . . , pd˜)]
where pi is the parity of the number of vertices labelled by o in δ ∩ (SA(v) ∩ bi).
Proof. Since K(t) ≤ K(1 − t), we have αtk = α1−tk = ∞ for each k < K(t) and hence
D(H˜K(t)−1(v)) = ∆v,K(t)−1. Now, for each r ∈ {0, 1, . . . ,K(t) − 1}, fix a diagram
δr ∈ D(H˜K(t)−1(v)) having exactly one vertex w labelled by o, with w ∈ S(v, r) and, if
r ≥ 1, w ∈ b1. In view of Lemma 5.9, it is clear that the image of any diagram by f tv
can always be recovered from the values that f tv takes on {δ0, δ1, . . . , δK(t)−1}.
• If c(t) = 1, then define A = {r ∈ {0, 1, . . . ,K(t) − 1} | f tv(δr) = O}. Then f tv is
exactly of the shape given in the statement.
• If c(t) = 2, then for each r ∈ {0, . . . ,K(t) − 1} we have f tv(δr) = (pr1, . . . , prd˜)
for some pri ∈ {E,O}. For r ≥ 1, considering elements g˜ ∈ Alt(i)(B(v,K(t)))
stabilizing the branch b1 but permuting the other branches, we directly obtain
using Lemma 5.9 that pr2 = p
r
3 = · · · = prd˜. We can therefore write f tv(δr) =
(xr, yr, . . . , yr) with xr, yr ∈ {E,O}. For r = 0, we obtain in the same way that
p01 = p
0
2 = · · · = p0d˜, and we write f tv(δ0) = (y0, . . . , y0). Now if we define A = {r ∈{1, 2, . . . ,K(t) − 1} | xr = O} and B = {r ∈ {0, 1, . . . ,K(t) − 1} | yr = O}, then
we exactly get the shape given in the statement.
• If c(t) = 3, then the same reasoning as in the previous case works but it must be
remembered that the values are taken modulo (O, . . . , O). We thus get f tv(δr) =
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[(xr, yr, . . . , yr)] for r ≥ 1 and f tv(δ0) = [(y0, . . . , y0)], but it can be assumed that
all the yr are equal to E. Defining A = {r ∈ {1, 2, . . . ,K(t) − 1} | xr = O}, we
obtain the shape given in the statement.
When c(t) = 2, we also have c(1 − t) = 2 and K(0) = K(1) by Lemma 5.7. In this
case, Lemma 5.11 can be applied with t = 0 and t = 1. It is however important to note
the following result. Remark that, as Alt(i)(T )
+ is transitive on V0(T ) and V1(T ), the
sets A and B given by Lemma 5.11 depend on t ∈ {0, 1} but not on v.
Lemma 5.12. Suppose that c(0) = c(1) = 2 and K(0) = K(1) =: K. For each
t ∈ {0, 1}, let At and Bt be the sets given by Lemma 5.11. For each t ∈ {0, 1}, we have
K − 1 ∈ Bt and, if r ∈ {0, . . . ,K − 2}, then r ∈ Bt if and only if r + 1 ∈ A1−t.
Proof. Let t ∈ {0, 1} and let v and w be adjacent vertices with v of type (t+K) mod 2.
We first assume for a contradiction that K−1 6∈ Bt. Let a be a vertex of S(w,K−1)
that is not in the branch of v (see Figure 6a). Since αtK−1 =∞, there exists h ∈ H such
that a is the only vertex labelled by o in the diagram of the image of h in H˜K−1(w). Now
if we look at the image h˜ of h in H˜K−1(v), Lemma 5.11 and the fact that K − 1 6∈ Bt
imply that f tv(D(h˜)) = (E, ∗, . . . , ∗), where the first branch b1 is the branch of w. This
means that the number of vertices labelled by o in S(v,K)∩ b1 should be even, but this
is a contradiction with the fact that a is the only vertex of S(v,K) ∩ b1 labelled by o.
We now show the second part of the statement. Let r ∈ {0, . . . ,K − 2} and let a′ be
a vertex of S(w, r +1) in the branch of v, which we denote by b′1 (see Figure 6b). Since
K(0) = K(1) = K, there exists h ∈ H such that a′ is the only vertex labelled by o in
the diagram of the image of h in H˜K−1(w). By Lemma 5.11 (with 1 − t instead of t),
the number of vertices labelled by o in S(w,K) ∩ b′1 is odd if and only if r + 1 ∈ A1−t.
Now we observe the diagram of the image h˜ of h in H˜K−1(v). Lemma 5.11 tells us that
f tv(D(h˜)) = (p1, ∗, . . . , ∗) where p1 is the parity of the number of vertices labelled by o in
(SAt(v)∩b1)∪(SBt(v)\b1). But all the vertices of S(v,K)∩b1 are labelled by e, so p1 = E.
Hence, there is an even number of vertices labelled by o in (SAt(v) ∩ b1) ∪ (SBt(v) \ b1).
As K − 1 ∈ Bt and a′ is the only vertex of B(v,K − 2) labelled by o, this means that
the number of vertices labelled by o in S(v,K−1)\b1 is odd if and only if r ∈ Bt. Since
S(w,K)∩ b′1 = S(v,K − 1) \ b1, we obtained that r+1 ∈ A1−t if and only if r ∈ Bt.
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Figure 6: Illustration of Lemma 5.12.
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5.7 Possible shapes for f tv when K(t) > K(1− t)
In the case where c(0), c(1) ∈ {1, 3}, it can happen thatK(t) > K(1−t) and Lemma 5.11
cannot be applied. Indeed, D(H˜K(t)−1(v)) does not contain all the diagrams, which
prevents us from using the diagrams δr as above. To deal with this case, we therefore
need to better understand D(H˜K(t)−1(v)). This is the subject of the following result,
which is illustrated in Figure 7.
Lemma 5.13. Suppose that c(t) 6= 0 and K(t) > K(1− t) and let v be a vertex of type
(t + K(t)) mod 2. Denote by b1, . . . , bd˜ the branches of the vertices adjacent to v. For
each j ∈ {1, . . . , d˜− 1}, fix γ˜j ∈ Alt(i)(B(v,K(t))) sending bj to bd˜.
(i) Let r ∈ {0, . . . ,K(t)− 1} be such that r < K(1− t) or r ≡ K(t) mod 2.
(a) If r ≥ 1, then there exist a diagram δ ∈ D(H˜K(t)−1(v)) and a vertex v′ ∈
S(v, r) ∩ b1 such that v′ is the only vertex labelled by o in δ ∩B(v, r) and, for
each j ∈ {2, . . . , d˜− 1} and each w ∈ bj , γ˜j(w) has the same label as w.
(b) If r = 0, c(1 − t) = 1, K(t) 6≡ K(1 − t) mod 2 and the set A associated to
1− t in Lemma 5.11 contains 0, then there exist a diagram δ ∈ D(H˜K(t)−1(v))
and a vertex v′ ∈ S(v,K(1 − t)) ∩ b1 such that the only vertices labelled by o
in δ ∩ B(v,K(1 − t)) are v and v′ and, for each j ∈ {2, . . . , d˜ − 1} and each
w ∈ bj , γ˜j(w) has the same label as w.
(c) If r = 0 and we are not in (b), then there exists a diagram δ ∈ D(H˜K(t)−1(v))
in which v is labelled by o and such that, for each j ∈ {1, . . . , d˜− 1} and each
w ∈ bj , γ˜j(w) has the same label as w.
(ii) Suppose that c(1− t) = 3 and K(t) 6≡ K(1− t) mod 2. Then there exist a diagram
σ ∈ D(H˜K(t)−1(v)) and a vertex v′j ∈ S(v,K(1 − t)) ∩ bj for each j ∈ {1, . . . , d˜}
such that the only vertices labelled by o in σ ∩ B(v,K(1 − t)) are v′1, . . . , v′d˜ and,
for each j ∈ {1, . . . , d˜− 1} and each w ∈ bj, γ˜j(w) has the same label as w.
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Figure 7: Illustration of Lemma 5.13.
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Proof. We prove all three cases of (i) simultaneously, the proof of (ii) being similar. Let
us say that a diagram δ ∈ ∆v,i (with 0 ≤ i ≤ K(t)− 1) is suitable if δ ∈ D(H˜ i(v)) and
if δ satisfies the conditions of the statement which concern the ball B(v, i).
First remark that there exists a suitable diagram δ ∈ ∆v,r. Indeed, it suffices to label
all the vertices of δ∩B(v, r−1) by e and then to label exactly one vertex of S(v, r) by o,
placed in b1 if r ≥ 1. This always gives a diagram in D(H˜r(v)) because the assumption
on r is made so that αr(v) =∞.
We now prove that, for each r+1 ≤ i ≤ K(t)−1, if δ ∈ ∆v,i−1 is suitable then there
exists δˆ ∈ ∆v,i suitable and extending δ. We obviously start by defining δˆ∩B(v, i−1) = δ,
and there remains to give the labels of the vertices in S(v, i). If i < K(1 − t) or
i ≡ K(t) mod 2, we have αi(v) = ∞ and by Lemma 5.8 (i) we can simply label all the
vertices of S(v, i) by e. Now if i ≥ K(1 − t) and i 6≡ K(t) mod 2, then v is of type
(1 − t + i) mod 2 and we know that a diagram δˆ with δˆ ∩ B(v, i − 1) = δ is contained
in D(H˜ i(v)) if and only if δˆ ∩ B(w,K(1 − t)) ∈ D(H˜K(1−t)(w)) for each w at distance
i−K(1 − t) from v (see Lemma 5.10 with 1− t). In other words, the only restrictions
for being in D(H˜ i(v)) are given by the maps f1−tw . These are always restrictions on
the parity of the number of vertices labelled by o in the K ′(1 − t)-branches. When
K ′(1− t) < i, these branches are smaller than the whole ball B(v, i). In this case, since
δ is suitable, a labelling of the vertices of S(v, i) ∩ b
d˜
satisfying the restrictions which
concern them can be pulled back by γ˜j in a labelling of the vertices of S(v, i) ∩ bj also
satisfying the restrictions (for each j ∈ {2, . . . , d˜ − 1} in cases (a) and (b) and for each
j ∈ {1, . . . , d˜ − 1} in case (c)). The only case where K ′(1 − t) = i is the case where
i = K(1− t), c(1 − t) = 1, and K(1 − t) 6≡ K(t) mod 2. If r ≥ 1, we want to prove (a)
and there is no problem: we can label all the vertices of S(v, i) \ b1 with e and adapt
the labelling of S(v, i) ∩ b1. If r = 0, and if the set A associated to 1− t in Lemma 5.11
does not contain 0, then since all the vertices of B(v, i − 1) \ {v} are labelled by e all
the vertices of S(v, i) can be labelled by e. If A contains 0, then the restriction given
by f1−tv imposes the number of vertices of S(v, i) labelled by o to be odd. As we want
to prove (b), we label one vertex of S(v, i) ∩ b1 by o and the other vertices of S(v, i) by
e. In any cases, the diagram δˆ ∈ ∆v,i constructed in this way is suitable.
We can now look at the shapes that f tv can take when K(t) > K(1− t). It is actually
sufficient for our classification to count how many shapes are possible.
Lemma 5.14. Let t ∈ {0, 1}. Fix c(0), c(1) ∈ {1, 3} and K(t) > K(1 − t) and let v be
a vertex of type (t+K(t)) mod 2. Let N be the number of maps f tv that can be observed
for at least one H ∈ H+T satisfying H ⊇ Alt(i)(T )+ and with these invariants c(0), c(1),
K(0) and K(1). Define
R = {r ∈ {0, 1, . . . ,K(t)− 1} | r < K(1− t) or r ≡ K(t) mod 2}.
• If c(t) = 1, then N ≤ 2|R|+ε where ε = 1 if c(1−t) = 3 and K(t) 6≡ K(1−t) mod 2,
and ε = 0 otherwise.
• If c(t) = 3, then N ≤ 2|R\{0}|+ε′ where ε′ = 1 if c(1 − t) = 1, K(1 − t) 6= 0 and
K(t) 6≡ K(1− t) mod 2, and ε′ = 0 otherwise.
Proof. We separate the case c(t) = 1 from the case c(t) = 3.
• Suppose that c(t) = 1. To find an upper bound onN , we first give a set of diagrams
of D(H˜K(t)−1(v)) generating (via Lemma 5.9) all the diagrams of D(H˜K(t)−1(v)).
For r ∈ R, take δr ∈ D(H˜K(t)−1(v)) as in Lemma 5.13 (i). In this case (c(t) = 1),
36
we actually do not care of the condition with the elements γ˜j .
For r ∈ {0, 1, . . . ,K(t)−1}\R, an element δr with all vertices of B(v, r−1) labelled
by e and exactly one vertex labelled by o in S(v, r) does not exist. Instead, and
if K ′(1 − t) > 0, we consider an element ρr ∈ D(H˜K(t)−1(v)) with all vertices of
B(v, r − 1) labelled by e and exactly two vertices labelled by o in S(v, r), placed
such that the minimal branch containing them is a K ′(1−t)-branch. This diagram
can be used to generate, via Lemma 5.9, all the possible labellings of S(v, r) with
an even number of vertices labelled by o in each K ′(1 − t)-branch.
In the particular case where c(1−t) = 3 and r = K(1−t), as αr(v) = (K(1−t)−1)∗
we also need to add a diagram σ ∈ D(H˜K(t)−1(v)) as in Lemma 5.13 (ii). Note that
this element σ is considered if and only if c(1− t) = 3 and K(t) 6≡ K(1− t) mod 2
(so that K(1− t) 6∈ R). We write ε = 1 in this case and ε = 0 otherwise.
By construction, D(H˜K(t)−1(v)) can be generated using δr, ρr and σ (if ε = 1).
It is however not hard to convince oneself that the diagrams ρr can be chosen so
that f tv(ρr) must always be equal to E. Indeed, take ρr as above with vertices
a, b ∈ S(v, r) labelled by o and let h˜ be an element realizing this diagram. Let τ˜ ∈
Alt(i)(B(v,K(t))) be an element that stabilizes a while sending the (K(1− t)−1)-
branch containing b to another branch. In this way, h˜τ˜ h˜−1 has a diagram ρ′r
satisfying the same property as ρr but it is now sure by Lemma 5.9 that f
t
v(ρ
′
r) = E.
Hence, a map f tv is fully characterized by its values f
t
v(δr) (for each r ∈ R) and
f tv(σ) (if ε = 1), which leaves at most 2
|R|+ε possibilities for f tv.
• For c(t) = 3, the idea is exactly the same. The only difference is that f tv takes
its values in {E,O}d˜
/
〈(O, . . . , O)〉 . The diagrams δr, ρr and σ with the same
properties as above once again generate all the diagrams. Denote by b1, . . . , bd˜ the
branches of the vertices adjacent to v, as for the definition of J t.
This time, we fix γ˜1, . . . , γ˜d˜−1 as in Lemma 5.13 and really want δr to satisfy the
conditions given in this same lemma. In this way, for r > 0 we obtain using
Lemma 5.9 that f tv(δr) is of the form [(xr, yr, . . . , yr)], and we can assume that
yr = E. For r = 0, if c(1 − t) = 1, K(t) 6≡ K(1 − t) mod 2 and if the set A
associated to 1 − t in Lemma 5.11 contains 0, then we define ε = 1 and also get
f tv(δ0) = [(x0, y0, . . . , y0)] (and can assume that y0 = E). Otherwise, we set ε = 0
and find that f tv(δ0) = [(E, . . . , E)].
For ρr, as in the first case they can generally be chosen so that f
t
v(ρr) must always
be equal to [(E, . . . , E)]. Indeed, if there exist h˜ and τ˜ as above and stabilizing
the branches b1, . . . , bd˜ then the same reasoning works. This is always possible,
unless c(1 − t) = 1 and r = K(1 − t) 6= 0. This only happens when c(1 − t) = 1,
K(t) 6≡ K(1− t) mod 2 and K(1− t) 6= 0, in which case we set ε′ = 1. Otherwise,
set ε′ = 0. If ε′ = 1, then the diagram ρK(1−t) has two vertices in S(v,K(1 − t))
labelled by o and they are in different branches, say b1 and b2. Let h˜ be an element
realizing this diagram and let τ˜ ∈ Alt(i)(B(v,K(t))) be an element interchanging
b2 and b3, interchanging b4 and b5, and fixing b1, b6, . . . , bd˜. In this way, h˜
′ = h˜τ˜ h˜−1
has a diagram ρ′
K(1−t) with two vertices in S(v,K(1−t)) labelled by o: one in b2 and
one in b3. Moreover, we know that f
t
v(ρ
′
K(1−t)) = [(E, x, x, y, y,E . . . , E)]. Now
let τ˜ ′ ∈ Alt(i)(B(v,K(t))) be an element interchanging b1 and b3, interchanging b4
and b5, and fixing b2, b6, . . . , bd˜. Then h˜
′′ = h˜′τ˜ ′h˜′−1 has a diagram ρ′′
K(1−t) with
two vertices in S(v,K(1− t)) labelled by o: one in b1 and one in b2. This time, we
know that f tv(ρ
′′
K(1−t)) = [(x, x,E, . . . , E)].
Concerning σ (if it must be considered), take it as in Lemma 5.13 (ii) so that all its
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branches b1, . . . , bd˜ are identical (via γ˜1, . . . , γ˜d˜−1). We obtain f
t
v(σ) = [(E, . . . , E)].
In total, there are at most 2|R\{0}|+ε+ε
′
possibilities for f tv. However, having ε = 1
also implies ε′ = 1 and the diagram δ0 which we chose when ε = 1 can be used
to generate an element with the properties of ρ′′
K(1−t). We can therefore forget
ρ′′
K(1−t) when ε = 1, which leaves at most 2
|R\{0}|+ε′ possibilities for f tv.
5.8 Upper bound on the number of groups H ∈ H+T with H ⊇ Alt(i)(T )+
For each fixed values of c(0), c(1), K ′(0), K ′(1), we can now compute an upper bound
on the number of groups H ∈ H+T satisfying H ⊇ Alt(i)(T )+ and with these invariants.
Recall that a⊞ b := a+ b−
⌈
|a−b|
2
⌉
for a, b ∈ Z≥0.
Proposition 5.15. Fix c(0), c(1) ∈ {0, 1, 2, 3} such that c(0) = 2 if and only if c(1) = 2
and fix K ′(0),K ′(1) ∈ Z≥0 ∪{∞} such that K ′(t) = ∞ if and only if c(t) = 0, and
K ′(0) = K ′(1) if c(0) = c(1) = 2. Let N be the number of groups H ∈ H+T satisfying
H ⊇ Alt(i)(T )+ and with these invariants c(0), c(1), K ′(0) and K ′(1).
(i) If c(0) = c(1) = 0 then N ≤ 1.
(ii) If c(t) ∈ {1, 3} and c(1 − t) = 0 then N ≤ 2K ′(t).
(iii) If c(t) = 1, c(1− t) = 3 and K ′(t) > K ′(1− t), then N ≤ 2 · 2K ′(0)⊞K ′(1).
(iv) If c(0) 6= 0, c(1) 6= 0 and we are not in (iii), then N ≤ 2K ′(0)⊞K ′(1).
Proof. In view of Theorem H′, we simply need to give in each case an upper bound on
the number of ordered pairs (f0v0 , f
1
v1
) that can be observed, where v0 and v1 are fixed
(when c(t) = 0, we say that there is only one possibility for f tvt (which was not defined)).
Recall that the values of c(t) and K ′(t) completely determine the value of K(t).
• If c(0) = c(1) = 0 then we trivially have N ≤ 1.
• If c(t) = 1 and c(1− t) = 0, then we get by Lemma 5.11 that N ≤ 2K(t) = 2K ′(t),
because 2K(t) is the number of subsets of {0, . . . ,K(t)− 1}.
• If c(t) = 3 and c(1− t) = 0, then we get by Lemma 5.11 that N ≤ 2K(t)−1 = 2K ′(t),
because 2K(t)−1 is the number of subsets of {1, . . . ,K(t)− 1}.
• If c(0) 6= 0 and c(1) 6= 0 then we must distinguish some cases.
– If c(0) = c(1) = 2 then by Lemma 5.12 the shape of f1v1 is fully determined
by the shape of f0v0 . Let A and B be the sets given by Lemma 5.11 for t = 0.
There are 2K
′(0) possibilities for A and 2K
′(1) possibilities for B (sinceK(1)−1
must always be contained in B by Lemma 5.12). Hence, N ≤ 2K ′(0)+K ′(1) =
2K
′(0)⊞K ′(1) (recall that K ′(0) = K ′(1) when c(0) = c(1) = 2).
– If c(0), c(1) ∈ {1, 3} and K(0) = K(1), then Lemma 5.11 can be applied twice
to get N ≤ 2K ′(0)+K ′(1). If c(0) = c(1) then K ′(0) = K ′(1) so 2K ′(0)+K ′(1) =
2K
′(0)⊞K ′(1). If c(0) 6= c(1) then |K ′(0) − K ′(1)| = 1 and 2K ′(0)+K ′(1) =
2(K
′(0)⊞K ′(1))+1.
– If c(0), c(1) ∈ {1, 3} and K(t) > K(1 − t) (for some t ∈ {0, 1}), then by
Lemma 5.11 there are at most 2K
′(1−t) possibilities for f1−tv1−t . The number
of possibilities for f tvt is given by Lemma 5.14. Remark that |R| = K(t) −⌈
K(t)−K(1−t)
2
⌉
(where R is defined as in Lemma 5.14) and that 0 does not
belong to R if and only if K(1− t) = 0 and K(t) is odd.
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∗ If c(t) = c(1− t) = 1, there there are at most 2|R| possibilities for f tvt and
we directly get N ≤ 2K(0)⊞K(1) = 2K ′(0)⊞K ′(1).
∗ If c(t) = c(1 − t) = 3, then K(1 − t) 6= 0 and 0 is never contained in R,
so there are at most 2|R|−1 possibilities for f tvt and N ≤ 2K
′(0)⊞K ′(1).
∗ If c(t) = 1 and c(1 − t) = 3, then there are at most 2|R|+ε possibilities
for f tvt where ε = 1 if K(t) 6≡ K(1 − t) mod 2 and ε = 0 otherwise. As
K ′(t) = K(t) and K ′(1− t) = K(1− t)−1, we see that ε is exactly equal
to 1 +
⌈
K(t)−K(1−t)
2
⌉
−
⌈
K ′(t)−K ′(1−t)
2
⌉
, so that N ≤ 2(K ′(0)⊞K ′(1))+1.
∗ If c(t) = 3 and c(1− t) = 1, then there are at most 2|R\{0}|+ε′ possibilities
for f tvt where ε
′ = 1 if K(1 − t) 6= 0 and K(t) 6≡ K(1 − t) mod 2, and
ε′ = 0 otherwise. Moreover, the number K ′(1 − t) + |R \ {0}| + ε′ is
equal to K ′(1 − t) + K(t) −
⌈
K(t)−K(1−t)
2
⌉
− 1 + η + ε′, where η = 1 if
0 6∈ R, i.e. if K(1 − t) = 0 and K(t) is odd, and η = 0 otherwise. By
definition of η and ε′, we see that η+ ε′ = 1 if K(t) and K(1− t) have a
different parity and η+ε′ = 0 otherwise. Hence, η+ε′ is exactly equal to⌈
K(t)−K(1−t)
2
⌉
−
⌈
K ′(t)−K ′(1−t)
2
⌉
, so that we obtain N ≤ 2K ′(0)⊞K ′(1).
5.9 The classification theorem
The following main theorem readily follows from the previous results.
Theorem 5.16. Let T be the (d0, d1)-semiregular tree with d0, d1 ≥ 6 and let i be a legal
coloring of T . Let H ∈ H+T be such that H ⊇ Alt(i)(T )+. Then H belongs to G(i).
Proof. This comes from the fact that the upper bounds given in Proposition 5.15 are
all reached by the members of G(i) (see Proposition 5.6). Remark that, in Table 1, the
lines 7 and 11 (as well as the lines 8 and 12) give the same invariants c(0) and c(1), so
their total number add up, thereby matching the factor 2 in the upper bound given by
Proposition 5.15 (iii).
We can now prove the next explicit formulation of Theorem B.
Theorem B′ (Classification). Let T be the (d0, d1)-semiregular tree with d0, d1 ≥ 4 and
let i be a legal coloring of T .
(i) Two groups H,H ′ ∈ G(i) are conjugate in Aut(T ) if and only if H = H ′ or d0 = d1
and either H = G+(i)(Y0, Y1) and H
′ = G+(i)(Y
′
0 , Y
′
1) with (Y0, Y1) = (Y
′
1 , Y
′
0) or
H = G+(i)(X0,X1)
∗ and H ′ = G+(i)(X
′
0,X
′
1)
∗ with (X0,X1) = (X
′
1,X
′
0).
(ii) Suppose that d0, d1 ≥ 6. Let H ∈ H+T be such that H(x) ∼= F0 ≥ Alt(d0) for each
x ∈ V0(T ) and H(y) ∼= F1 ≥ Alt(d1) for each y ∈ V1(T ). Then H is conjugate in
Aut(T )+ to a group belonging to G(i).
Proof.
(i) It is a direct consequence of Lemma 4.10 (i) that two different groups in G(i) can
never be conjugate in Aut(T )+. If d0 6= d1 then Aut(T ) = Aut(T )+ and we
are done. Now suppose that d0 = d1. Then there exists ν ∈ Aut(T ) \ Aut(T )+
not preserving the types but preserving the colors, i.e. such that i ◦ ν = i. Every
automorphism τ ∈ Aut(T )\Aut(T )+ can be written as τ = µ◦ν with µ ∈ Aut(T )+.
The statement then follows from the fact that νG+(i)(Y0, Y1)ν
−1 = G+(i)(Y1, Y0) and
νG+(i)(X0,X1)
∗ν−1 = G+(i)(X1,X0)
∗.
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(ii) By Theorem G, there exists a legal coloring i′ of T such that H ⊇ Alt(i′)(T )+.
Hence, by Theorem 5.16, H is equal to a group belonging to G(i′). But Aut(T )+
is transitive on the set of legal colorings of T , so each member of G(i′) is conjugate
in Aut(T )+ to its counterpart in G(i) and the conclusion follows.
5.10 Proofs of the corollaries
We can now prove the different corollaries mentioned in the introduction. We actually
give, for each one, a more precise formulation than its version in the introduction. For
the definition of the set G′(i), see Definition 4.9.
Corollary C′. Let T be the d-regular tree with d ≥ 4 and let i be a legal coloring of T .
(i) The members of G′(i) are pairwise non-conjugate in Aut(T ).
(ii) Suppose that d ≥ 6. Let H ∈ HT \ H+T be such that H(v) ∼= F ≥ Alt(d) for each
v ∈ V (T ). Then H is conjugate in Aut(T )+ to a group belonging to G′(i).
Proof. We start by proving (ii).
(ii) Clearly, H+ := H ∩Aut(T )+ is a subgroup of index 2 of H. Since H+(v) = H(v)
for each v ∈ V (T ), we deduce by Lemma 2.1 that H+ is also 2-transitive on ∂T ,
i.e. H+ ∈ H+T . Moreover, H+(v) ∼= F ≥ Alt(d) for each v ∈ V (T ), so Theorem B′
can be applied to find the shapes that H+ can take. It is however important to
note that, if ν ∈ H \ H+, then νH+ν−1 = H+ while ν does not preserve the
types. This means that in H+ the situation must be the same for the vertices of
type 0 and the vertices of type 1. As a consequence, H+ can only be conjugate
in Aut(T )+ to one of the groups G+(i)(Y, Y ) with Y ∈ {∅,X,X∗} and G+(i)(X,X)∗
(with X ⊂f Z≥0). In other words, there exists a legal coloring i′ of T such that
H+ is equal to one of the groups G+(i′)(Y, Y ) and G
+
(i′)(X,X)
∗.
Since H+ is normal in H, H is contained in the normalizer of H+ in Aut(T ).
By Lemma 4.10 (ii), the normalizer in Aut(T ) of G+(i′)(∅,∅) (resp. G
+
(i′)(X,X),
G+(i′)(X
∗,X∗) and G+(i′)(X,X)
∗) is G(i′)(∅,∅) (resp. G(i′)(X
∗,X∗), G(i′)(X
∗,X∗)
and G(i′)(X
∗,X∗)). Using the fact that H+ is a subgroup of index 2 of H, we
directly get that H is equal to G(i′)(∅,∅) when H
+ = G+(i′)(∅,∅) and that H is
equal to G(i′)(X
∗,X∗) when H+ = G+(i′)(X
∗,X∗). For the other cases, we have:
• If H+ = G+(i′)(X,X), then the normalizer of H+ is G(i′)(X∗,X∗). To get H,
we must observe the extensionsH+(ν) ofH+ by an element ν ∈ G(i′)(X∗,X∗)
that does not preserve the types and such that ν2 ∈ H+. There are two possi-
bilities: either Sgn(i′)(ν, SX(v)) = 1 for each v ∈ V (T ) or Sgn(i′)(ν, SX(v)) =
−1 for each v ∈ V (T ) (we cannot have Sgn(i′)(ν, SX(v)) = 1 for each v ∈
V0(T ) and Sgn(i′)(ν, SX(v)) = −1 for each v ∈ V1(T ) since this would im-
ply that ν2 6∈ H+). In the first case we get H+(ν) = G(i)(X,X). In
the second case, define a new legal coloring i′′ by i′′|V0(T )= i′|V0(T ) and
i′′|V1(T )= τ ◦ i′|V1(T ) where τ ∈ Sym(d) is an odd permutation. In this way,
H+ = G+(i′)(X,X) = G
+
(i′′)(X,X) and H
+(ν) = G(i′′)(X,X).
• If H+ = G+(i′)(X,X)∗, then the normalizer of H+ is G(i′)(X∗,X∗). Here
also, we observe the extensions H+(ν). In this case, all Sgn(i′)(ν, SX(v))
with v ∈ V0(T ) must be equal and all Sgn(i′)(ν, SX(v)) with v ∈ V1(T ) must
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be equal, but there is no additional condition since each such ν satisfies
ν2 ∈ H+. Replacing i′ by i′′ as above if necessary, we can assume that
Sgn(i′)(ν, SX(v)) = 1 for each v ∈ V0(T ). Then, if Sgn(i′)(ν, SX(v)) = 1
for each v ∈ V1(T ) we obtain H+(ν) = G(i′)(X,X)∗. On the contrary, if
Sgn(i′)(ν, SX(v)) = −1 for each v ∈ V1(T ), then we get H+(ν) = G′(i′)(X,X)∗.
In each case, H is conjugate in Aut(T )+ to a group belonging to G′(i).
(i) Suppose that there exist two different groups H,H ′ ∈ G′(i) which are conjugate in
Aut(T ). Then H+ and H ′+ are also conjugate, and by Theorem B′ (i) this implies
thatH+ = H ′+. Since the groups in G(i) are pairwise distinct (Proposition 4.8), the
only possibility is to haveH = G(i)(X,X)
∗ andH ′ = G′(i)(X,X)
∗ (or the contrary)
for some X ⊂f Z≥0. However, G(i)(X,X)∗ and G′(i)(X,X)∗ are not conjugate in
Aut(T ). Indeed, if H(∞) denotes the intersection of all normal cocompact closed
subgroups of H, then we have (G(i)(X,X)
∗)(∞) = (G′(i)(X,X)
∗)(∞) = G+
(i)
(X,X)
but G(i)(X,X)
∗
/
G+(i)(X,X)
∼= (C2)2 while G′(i)(X,X)∗
/
G+(i)(X,X)
∼= C4.
Before proving Corollary D′, recall that Θ ⊂ Z>0 is the set of integers m ≥ 6 such
that each finite 2-transitive group on {1, . . . ,m} contains Alt(m).
Corollary D′. Let T be the (d0, d1)-semiregular tree with d0, d1 ∈ Θ, let i be a legal
coloring of T and let H ∈ HT . Then H is conjugate in Aut(T )+ to a group belonging
to G(i) or G′(i) (when d0 = d1).
Proof. Since H is 2-transitive on ∂T , H(v) is 2-transitive on E(v) for each v ∈ V (T )
(see Lemma 2.2). By definition of Θ, this implies that H(x) ∼= F0 ≥ Alt(d0) for each
x ∈ V0(T ) and H(y) ∼= F1 ≥ Alt(d1) for each y ∈ V1(T ). The conclusion follows from
Theorem B′ (ii) and Corollary C′ (ii).
Corollary E′. Let T be the d-regular tree with d ≥ 6, let i be a legal coloring of T and
let H be a vertex-transitive closed subgroup of Aut(T ). If H(v) ∼= F ≥ Alt(d) for each
v ∈ V (T ), then H is discrete or H is conjugate in Aut(T )+ to a group belonging to G′(i).
Proof. By [BM00a, Propositions 3.3.1 and 3.3.2], the hypotheses directly imply that H
is discrete or 2-transitive on ∂T . The conclusion follows from Corollary C′ (ii).
6 Another example on the (4, d1)-semiregular tree
Let T be the (4, d1)-semiregular tree with d1 ≥ 4. In this section, we construct a (non-
linear) group G ∈ H+T for which there is no legal coloring i of T such that G ⊇ Alt(i)(T )+.
This group will therefore be different from all the groups defined in Section 4.
To avoid any confusion, we use the letter j for the legal colorings of trees that will
help to construct our group and the letter i will only be used for other legal colorings
appearing in the results.
First consider the rooted tree T˜0 = T4,3,2, i.e. the rooted tree of depth 2 where the
root v0 has 4 children and each child of v0 has 3− 1 = 2 children. Let ψ be a bijection
between (F3)
2 \ {(0, 0)} and the set of eight vertices of T˜0 at distance 2 from v0, such
that two such vertices x and y have the same parent if and only if ψ−1(x) and ψ−1(y)
are a multiple of one another (see Figure 8a). The four children of v0 thus correspond
to the four lines of (F3)
2, or in other words to the four elements of the projective line
over F3. The natural action of SL(2,F3) on (F3)
2 \ {(0, 0)} induces via ψ an action of
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v˜0
[y = 0]
[x = 2y]
[x = 0]
[x = y]
(1, 0)
(2, 0)
(2, 1)
(1, 2)
(0, 2)(0, 1)
(1, 1)(2, 2)
(a) T˜0 = T4,3,2.
v˜
d1 − 1 children
(b) T˜ = T4,d1,2.
Figure 8: Construction of the group G˜.
SL(2,F3) on T˜0. Let G˜0 be the image of SL(2,F3) in Aut(T˜0) defined in this way. It
is clear that the pointwise stabilizer of B(v0, 1) in G˜0 corresponds to the two matrices
( 1 00 1 ) and
(
−1 0
0 −1
)
. Hence, G˜0(v0) ∼= PSL(2,F3) which is in turn isomorphic to Alt(4).
Now consider the rooted tree T˜ = T4,d1,2, i.e. the rooted tree of depth 2 where
the root v has 4 children and each child of v has d1 − 1 children (see Figure 8b).
Fix a legal coloring j˜ of T˜ and a legal coloring j˜0 of T˜0 with j˜0(v0) = j˜(v) and let
α be the bijection from B(v, 1) to B(v0, 1) preserving the colorings. We define the
map f : Aut(T˜ ) → Aut(T˜0) by saying that, if g ∈ Aut(T˜ ), then f(g) ∈ Aut(T˜0) is the
unique automorphism of T˜0 such that f(g)(α(x)) = α(g(x)) for each x ∈ B(v, 1) and
σ(j˜0)(f(g), α(x)) has the same parity as σ(j˜)(g, x) for each x ∈ S(v, 1). Then consider
G˜ = f−1(G˜0) ≤ Aut(T˜ ).
It is clear from the definition of G˜ that G˜(v) ∼= Alt(4), and the next lemma shows
that G˜ never contains Alt(˜i)(T˜ ) for a legal coloring i˜ of T˜ .
Lemma 6.1. There does not exist a legal coloring i˜ of T˜ such that G˜ ⊇ Alt(˜i)(T˜ ).
Proof. By contradiction, assume that such a coloring exists. From this one, we can
construct a legal coloring i˜0 of T˜0 such that G˜0 ⊇ Alt(˜i0)(T˜0). Indeed, it suffices to set
i˜0|B(v0,1)= j˜0|B(v0,1) and then, for each x ∈ S(v0, 1), to define i˜0 on S(x, 1) \ {v0} such
that i˜0j˜0|−1S(x,1)∈ Sym(3) has the same parity as i˜j˜|−1S(α−1(x),1)∈ Sym(d1). In this way,
f(Alt(˜i)(T˜ )) = Alt(˜i0)(T˜0) and thus G˜0 = f(G˜) ⊇ f(Alt(˜i)(T˜ )) = Alt(˜i0)(T˜0).
Let us name each vertex of S(v0, 1) with the corresponding line in (F3)
2 \ {0, 0}, i.e.
with [x = 0], [y = 0], [x = y] or [x = 2y]. Let g ∈ Alt(˜i0)(T˜0) be such that g interchanges
[x = 0] and [y = 0] and interchanges [x = y] and [x = 2y]. Since g ∈ Alt(˜i0)(T˜0) ⊆ G˜0,
g acts as
(
0 1
−1 0
)
or as
(
0 −1
1 0
)
on T˜0 (these are the only elements of G˜0 acting as g on
B(v0, 1)). In both cases, g
2 acts as
(
−1 0
0 −1
)
on T˜0. But
(
−1 0
0 −1
)
fixes B(v0, 1) and acts
as a transposition at each vertex of S(v0, 1), so it cannot be contained in Alt(˜i0)(T˜0).
This is a contradiction with the fact that g2 ∈ Alt(˜i0)(T˜0).
Using the group G˜ ≤ Aut(T˜ ), we can now construct a group G ∈ H+T which acts
locally as G˜. For each x ∈ V0(T ), fix a map Jx:B(x, 2) → T˜ . In this way, for each
x ∈ V0(T ) and each g ∈ Aut(T )+, we can define
Σ(J)(g, x) = Jg(x) ◦ g ◦ J−1x ∈ Aut(T˜ ).
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This allows us to define G ≤cl Aut(T )+ by
G := {g ∈ Aut(T )+ | Σ(J)(g, x) ∈ G˜ for each x ∈ V0(T )}.
The fact that G is 2-transitive on ∂T is not completely immediate.
Lemma 6.2. The group G belongs to H+T .
Proof. By Lemma 2.1, it suffices to prove thatG(v) is transitive on ∂T for each v ∈ V (T ).
As G is closed in Aut(T ), we can simply show that the fixator in G of a geodesic (v,w)
with v,w ∈ V (T ) always acts transitively on E(w) \ {e}, where e is the edge of (v,w)
adjacent to w. If x and y are two vertices adjacent to w but not on (v,w), then we
must find g ∈ G fixing (v,w) and such that g(x) = y. We can simply construct such
an element g by defining g(x) = y and g(e) = e, and then by extending g to larger and
larger balls, so that g fixes (v,w) and Σ(J)(g, z) ∈ G˜ for each z ∈ V0(T ). One easily
checks, using the fact that d1 ≥ 4, that there is sufficient freedom in G˜ to do so.
Finally, as a corollary of Lemma 6.1 we find that G is indeed not isomorphic to any
group defined in Section 4.
Proposition 6.3. We have G(x) ∼= Alt(4) for each x ∈ V0(T ) and G(y) ∼= Sym(d1) for
each y ∈ V1(T ), but there does not exist a legal coloring i of T such that G ⊇ Alt(i)(T )+.
Proof. The fact that G(x) ∼= Alt(4) for x ∈ V0(T ) and G(y) ∼= Sym(d1) for y ∈ V1(T )
readily follows from the definition of G. Now consider a legal coloring i of T . We show
that G 6⊇ Alt(i)(T )+. Fix x ∈ V0(T ) and consider the legal coloring i˜ = i ◦ J−1x of T˜ .
By Lemma 6.1, there exists g˜ ∈ Alt(˜i)(T˜ ) such that g˜ 6∈ G˜. One can then construct an
element g ∈ Alt(i)(T )+ fixing x and with Σ(J)(g, x) = g˜, which is therefore such that
g ∈ Alt(i)(T )+ \G. Hence, we have G 6⊇ Alt(i)(T )+.
A Topologically isomorphic groups in HT
We show in this appendix the following proposition, stating that two groups in HT are
topologically isomorphic if and only if they are conjugate in Aut(T ). This is a folklore
result but, because of the lack in finding a suitable reference and as suggested by the
referee, we give its full proof here.
Proposition A.1. Let T be the (d0, d1)-semiregular tree with d0, d1 ≥ 3 and let H,H ′ ∈
HT be isomorphic as topological groups. Then H and H ′ are conjugate in Aut(T ).
Proof. Since H acts edge-transitively on T (see Lemma 2.2), the vertex stabilizers Hv
and edge stabilizers He in H are all pairwise distinct. Moreover, Hv is a maximal
compact subgroup of H for each v ∈ V (T ), He is a maximal compact subgroup of H
for each e ∈ E(T ) if and only if H 6∈ H+T , and these are the only maximal compact
subgroups of H (see [FTN91, Theorem 5.2]). Given the group H and all its compact
maximal subgroups, one can also recognize which of them must be vertex stabilizers.
Indeed, if H 6∈ H+T and K = He is an edge stabilizer in H then there exists another
maximal compact subgroup K ′ of H such that [K : K ∩ K ′] = 2 (namely K ′ = Hv
where v is a vertex of e). On the contrary, if K = Hv is a vertex stabilizer in H
(we do not suppose H 6∈ H+T here), then there exists no maximal compact subgroup
K ′ of H such that [K : K ∩K ′] = 2, because d0, d1 ≥ 3 and H is edge-transitive. The
vertex stabilizers in H can thus be exactly identified among the subgroups of H, without
knowing anything about the action of H on T . The same is true for H ′.
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Now let ϕ:H → H ′ be an isomorphism of topological groups. For each v ∈ V (T ),
the previous discussion shows that there is a unique vertex τ(v) ∈ V (T ) such that
ϕ(Hv) = H
′
τ(v) and that the map τ :V (T )→ V (T ) is a bijection. Moreover, two vertices
v, v′ ∈ V (T ) are neighbors in T if and only if [Hv : Hv′ ∩Hv] ≤ [Hv : Hw ∩Hv] for all
vertices w 6= v. This indeed follows easily from Lemma 2.2. In view of the definition
of τ , this implies that v and v′ are adjacent if and only if τ(v) and τ(v′) are adjacent.
In other words, τ is an automorphism of T . We finally claim that τhτ−1 = ϕ(h) for all
h ∈ H. Indeed, we have successively
H ′τhτ−1(v) = ϕ(Hhτ−1(v)) = ϕ(hHτ−1(v)h
−1) = ϕ(h)H ′vϕ(h)
−1 = H ′ϕ(h)(v).
B Asymptotic density of the set Θ
In this appendix, we give an explicit expression for Θ coming from the classification of
finite 2-transitive groups and deduce that Θ is asymptotically dense in Z>0.
Proposition B.1. The set Θ is equal to
Θ = {m ∈ Z>0 | m ≥ 6} \
({
pd
∣∣∣ p prime, d ≥ 1} ∪{pdr − 1
pd − 1
∣∣∣∣ p prime, d ≥ 1, r ≥ 2
}
∪
{
22d−1 ± 2d−1
∣∣∣ d ≥ 3} ∪ {22, 176, 276})
Proof. This is a consequence of the classification of finite 2-transitive groups, see [Cam99,
Tables 7.3 and 7.4]. Note that there exist some sporadic 2-transitive groups with m 6∈
{22, 176, 276}, but we did not write these values for m since they are already contained
in at least one of the infinite families.
Corollary B.2. The asymptotic density D(Θ) of Θ in Z>0 is equal to 1, i.e.
lim
n→+∞
|Θ ∩ {1, . . . , n}|
n
= 1.
Proof. It suffices to prove that the asymptotic density of each of the three infinite families
is equal to 0. First, we have∣∣∣{22d−1 ± 2d−1 ∣∣∣ d ≥ 3} ∩ {1, . . . , n}∣∣∣ ≤ 2 · ∣∣∣{d ≥ 3 ∣∣∣ 22d−1 − 2d−1 ≤ n}∣∣∣
≤ 2 ·
∣∣∣{d ≥ 3 ∣∣∣ 22d−2 ≤ n}∣∣∣
= 2 · |{d ≥ 3 | 2d− 2 ≤ log2(n)}|
≤ 2 · log2(n)
This directly implies that D
({
22d−1 ± 2d−1 ∣∣ d ≥ 3}) = 0.
We now show that the density of
{
pdr−1
pd−1
∣∣∣ p prime, d ≥ 1, r ≥ 2} is zero. The proof
that the density of
{
pd
∣∣ p prime, d ≥ 1} is zero is similar and even easier. To simplify
the notation, define R(n) :=
∣∣∣{pdr−1
pd−1
∣∣∣ p prime, d ≥ 1, r ≥ 2} ∩ {1, . . . , n}∣∣∣ so that the
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density we must compute is limn→∞
R(n)
n
. Since p
dr−1
pd−1
≥ pd(r−1), we have
R(n) ≤
∣∣∣{(p, d, r) ∣∣∣ p prime, d ≥ 1, r ≥ 2, pd(r−1) ≤ n}∣∣∣
≤
∞∑
d=1
∞∑
r=2
∣∣∣{p prime ∣∣∣ p ≤ n 1d(r−1)}∣∣∣
=
∞∑
d=1
∞∑
r=2
π(n
1
d(r−1) )
where π(x) is the number of prime numbers less or equal to x. When d(r−1) > log2(n),
we have n
1
d(r−1) < 2 and hence π(n
1
d(r−1) ) = 0. If L(n) := ⌊log2(n)⌋, we therefore have
R(n) ≤
L(n)∑
d=1
L(n)+1∑
r=2
π(n
1
d(r−1) )
By the prime number theorem, we have lim
x→∞
π(x) ln(x)
x
= 1, so there exists C > 0 such
that π(x) ≤ C x
ln(x)
for all x > 0. We therefore get
R(n) ≤ C
L(n)∑
d=1
L(n)+1∑
r=2
n
1
d(r−1)
ln(n
1
d(r−1) )
≤ C
ln(n)
L(n)∑
d=1
L(n)+1∑
r=2
d(r − 1) · n 1d(r−1)
Separating the case (d, r) = (1, 2) from the (L(n)2 − 1) other cases gives
R(n) ≤ C
ln(n)
(
n+ (L(n)2 − 1)L(n)2 · n 12
)
Hence,
R(n)
n
≤ C
ln(n)
(
1 +
L(n)4√
n
)
→ 0
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