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Figure 2. Tadpole transport. A male Ranitomeya imitator transporting one of its tadpoles.
Photo courtesy of Jason Brown.
Current Biology Vol 20 No 9
R404monogamous — the only such species
of frogs known to science.
This is an exciting research program
that has shown how a single ecological
variable, pool size, can drive the
evolution of parental care, biparental
care, trophic feeding, and social
and genetic monogamy. Equallyimpressive is how this study recruits
methods from a variety of disciplines,
including correlational data
derived from comparative studies,
well-controlled experimental
manipulations, and descriptive
analyses using molecular markers, to
provide powerful insights in addressinga very general question — does
the family that works together stay
together?
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An Essential Component of
the Enhancer Regulatory Code?The organization of transcription factor binding sites within enhancers plays
a key role in the function of these elements. A recent study suggests that
the intrinsic propensity to bind to nucleosomes can also play a decisive part
in determining enhancer function.Ahmet Ay and David N. Arnosti
It is chastening to realize that a single
cultured cell ‘knows’ more about
transcriptional regulatory grammar
than we, despite our knowledge
of cell biology, biophysics, and
bioinformatics. A nucleus programmed
with its complement of transcription
factors will correctly interpret the
potential of a regulatory sequencein DNA to deliver stereotypical gene
expression responses. Diverse efforts
from genetics to biochemistry, and
more recently systems biology, have
worked to bridge this knowledge gap.
Much of our understanding has come
from simple identification of relevant
proteins and cis regulatory elements
that interact to drive transcription.
A more formidable undertaking
is understanding the design oftranscriptional enhancers, and how
sequence translates to function.
Comparative genomic studies have
emphasized the malleability of cis
regulatory elements, which makes
them difficult to identify or classify
using only bioinformatic approaches.
More recently, genome-wide surveys
of in vivo transcription factor
occupancy have presented snapshots
of ‘who is bound where, when’ [1,2].
In addition, several groups have
employed ‘fractional occupancy’
mathematical models to capture
the properties of transcription
regulators jostling for positions on
enhancers [3,4]. Neither of these latter
approaches is entirely satisfactory,
because many sites bound in vivo
are not functional, and mathematical
representations of protein–DNA
interactions are often too simple to
capture the true environment that
Dispatch
R405proteins experience as they interact
with genes.
In this issue of Current Biology,
Khoueiry et al. [5] provide a clue to
an important feature that may
influence the activity of transcriptional
enhancers, namely, the occupancy of
these cis regulatory regions by
nucleosomes. The ascidian (sea squirt)
Ciona intestinalis is a basal chordate
that features complex developmental
gene regulation directed by relatively
compact enhancer regions. The Otx
gene is expressed in the early embryo
in four proneural cells under the control
of GATA and ETS transcription factors,
which each bind to two sites in a simple
enhancer sequence. Curiously, despite
the abundance of GATA and ETS factor
sites in the ascidian genome, the only
gene known to be expressed in this
pattern is Otx, suggesting that many
of these potential binding sites are
inactive, and some additional feature
of the regulatory element is critical for
activity. In this study, the authors test
a series of reporter genes to show
that the arrangement of binding sites
and orientation of the Otx element is
flexible, conforming to the ‘billboard’
model of developmental enhancers [6].
Additional sets of binding sites
selected from conserved intergenic
regions of the ascidian genome were
tested in similar reporter gene assays,
and a subset of them were shown to
be bona fide regulatory elements. As
with the Otx element, these sequences
respond to the FGF signaling pathway
to drive gene expression in proneural
cells. Curiously, a collection of related
sequences with GATA and ETS binding
sites did not exhibit transcriptional
activity; a subset of these elements
could be switched to active elements
by substitution of the transcription
factor binding sites to more suitable
sequences. Other elements did
not show activity despite various
substitutions in binding sites — given
the previously demonstrated flexibility
of the Otx regulatory sequence, this is
rather surprising, and suggests that
there are more features of active
enhancers that must be accounted for.
Nucleosomes play a central role
in regulation of gene access and
activity, and modification of chromatin
structure is observed as genes are
activated and repressed [7]. Khoueiry
et al. [5] tested whether the difference
between active DNA elements
containing GATA and ETS binding
sites and inactive counterparts mightbe due to the intrinsic propensity
of nucleosomes to occupy these
elements. Previous work has
demonstrated that although they are
positioned across most of the genome,
nucleosomes prefer to interact with
certain sequences, such as the
well-studied sea urchin 5S ribosomal
DNA sequences [8,9]. Prior studies
have shown that the region around
the transcriptional start site in yeast
and higher eukaryotes is often
depleted of nucleosomes, but
whether enhancers in general tend to
disfavor nucleosome occupancy has
not been rigorously tested [10–13].
Positioning can be measured by
nuclease accessibility assays that
provide test sets of occupied versus
not-occupied sequences, and this
information is suitable for machine
learning studies that discover
sequences correlated with bound or
unbound states. Khoueiry et al. [5]
tested three algorithms trained on
data sets from several species on
their set of enhancers, and found that
for one algorithm, trained on chicken
nucleosomes, the active enhancers
were clearly separated from the
inactive sequences by their low
predicted nucleosome occupancy
score [14]. A larger set of diverse
ascidian regulatory elements was
also differentiated from inactive,
conserved intergenic sequences,
albeit with lower discriminatory power.
Comparing these enhancers and
random intergenic elements to their
counterparts from a related Ciona
genome, the active enhancers tend
to group with sequences that have
a conserved lower nucleosome
occupancy score, suggesting that this
feature is under selective pressure.
To test if this correlation is relevant
to metazoan regulatory regions in
general, enhancer elements from
Drosophila were analyzed in a similar
manner: 5 active elements containing
Dorsal activator binding sites were
clearly differentiated from 10 other
inactive elements by the lower
nucleosome positioning score.
Qualitatively, this trend also holds for
a diverse set of over 300 Drosophila
regulatory elements, although the
signal is more modest. Interestingly,
conserved vertebrate cis regulatory
elements selected from the VISTA
enhancer project showed no
correlation between activity and
average nucleosome positioning
score [15]. The authors suggest thatthis may reflect a more diverse set
of transcriptional regulators in
vertebrates, some of which may
actively remodel nucleosomes via
recruitment of SWI/SNF remodeling
complexes, obviating the need for
inherent nucleosome destabilization.
Alternatively, it is possible that most of
these elements are actually functional,
but were not scored as such because
of the limited assays done in mouse.
These findings raise the intriguing
possibility that an important part of
the cis regulatory code in eukaryotes
involves the potential for nucleosomes
to significantly reshape the binding
landscape that transcription factors
experience. Such information would
both aid the identification and
characterization of enhancers on a
genome-wide scale. However, some
caution is warranted; the study does
not actually measure nucleosome
occupancy itself — it is possible that
the one algorithm that gave a signal
is picking up some other information
relevant to transcription factor activity,
such as DNA conformation or binding
sites for specific classes of proteins.
Alternatively, it is possible that by
testing a number of algorithms until
one was found that worked, the
differentiation is purely a statistical
fluke. This possibility seems less likely
because the signal is seen for diverse
data sets. Clearly, as with all good
scientific studies, this paper poses
a very intriguing hypothesis that will
lead to more extensive testing. One
place to start will be using additional
nucleosome modeling tools. In recent
years, more sophisticated approaches
have been developed to model
nucleosome positioning [16–19]. It
has been shown that some of these
algorithms function better than the
algorithm used by the authors [16].
In addition, the algorithm used here
was trained on a set of 177 chicken
erythrocyte nucleosome positions,
but broader data sets are now
available from other organisms
[7,10–12]. Ideally, one might use
nucleosome positioning information
from the same species as the
enhancers are derived from because
there appear to be species-specific
marks for nucleosome positioning [9].
This study suggests that mathematical
models of gene regulation should
take nucleosome positioning into
account because this feature may
strongly influence transcription factor
occupancy. In addition, it will be
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R406informative to learn how directed
mutations that raise or lower the
nucleosome positioning score without
affecting transcription factor binding
sites within an enhancer alter the
function of these ubiquitous, but still
elusive regulatory elements.
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evolve longer lifespans. A new study comparing lifespan in arboreal and
terrestrial mammals provides further support for this prediction. But is
the prediction valid?Jacob A. Moorad
and Daniel E.L. Promislow
Imagine a hidden valley, populated by
gentle herbivores and free of predators.
Each individual faces some low but
constant risk of mortality. This risk
is independent of the animal’s age,
condition or density, as if a piano were
suddenly to fall from the sky and crush
the animal. A neighboring valley is
identical except for the fact that here,
pianos dispatch animals at twice the
rate of the first valley. In his classic
paper on the evolution of senescence,
George C. Williams [1] would argue that
populations in the second valley should
evolve higher rates of senescence, due
to the higher level of extrinsic mortality.
A new study [2] compares maximum
lifespan in nearly 800 species of
arboreal and terrestrial mammals. In
support of Williams’ prediction, theauthors find that arboreal mammals
outlive their terrestrial counterparts.
However, recent theoretical studies
suggest that the explanation for such
patterns may be more complex than
previously thought.
G.C. Williams and his contemporary,
Peter Medawar [3], argued that
senescence, an age-related decline
in survival and reproduction, was
inevitable from an evolutionary
perspective. Most offspring are born
to relatively young parents; few are
born to parents who have reached
late age. An allele that increases the
probability of death among young
parents would be removed efficiently
by natural selection. A late-acting allele
that reduces survival would not be
removed as readily, because a greater
proportion of its carriers would be able
to reproduce before dying. According
to this logic, the force of naturalselection will decline with age, and
this in turn will allow late-acting
deleterious alleles to accumulate,
leading to senescence.
Williams believed that increased
extrinsic mortality would exacerbate
this effect by shifting the age
distribution towards younger
individuals. As a result, fewer old-aged
individuals would live long enough
to reproduce and transmit their genes
to the next generation. Thus, extrinsic
mortality would exaggerate the
tendency for natural selection to
weaken with age. This leads to the
prediction that senescence should
evolve to be more pronounced in
environments with high risks of death.
Conversely, populations that are
protected from sources of extrinsic
mortality should evolve longer
lifespans.
Support for Williams’ prediction
comes from both laboratory and
comparative studies. In the fruit fly
Drosophila melanogaster, for example,
Stearns et al. [4] found that flies evolved
shorter lifespans when adults were
exposed to high extrinsic mortality.
In a series of comparative studies,
researchers have found that, in general,
