Abstract. For any ordinary irreducible character of a maximal reflection subgroup of type D a D b of a type D Weyl group we give an explicit decomposition of the induced character in terms of Littlewood-Richardson coefficients.
1. Introduction 1.1. Let W be a finite Weyl group and H W a reflection subgroup. A natural question that occurs in the representation theory of W is to describe the decomposition of the induced character Ind W H (χ) for any (ordinary) irreducible character χ of H. By a general process one can reduce this to the case where W is irreducible and H is maximal. The classical situation occurs when W is the symmetric group S n then H is a Young subgroup S a S b with a + b = n. In this case the decomposition is given by the classical Littlewood-Richardson coefficients which are combinatorially computable using the LittlewoodRichardson rule. For exceptional type Weyl groups one can simply tackle this using the CHEVIE package [GH+96] .
1.2.
The remaining cases occur when W is of type B n or D n . In the first case we have H is either of type D n or B a B b with a + b = n (see [TF05, Lemma 5] ). Both of these cases are treated, for instance, in the book of Geck and Pfeiffer (see [GP00, 5.6 .1, 6.1.3]). Now if W is of type D n then we have H is either of type A n−1 , D n−1 or D a D b with 2 a, b n − 2 and a + b = n (see [TF05, Corollary 1] ). For the so-called non-degenerate irreducible characters of W the multiplicities are easily deduced from the type B case. However the multiplicities for degenerate characters requires some work. It is the purpose of this note to consider the case where H is of type D n−1 or D a D b . Here we are able to get a complete description of the multiplicities in terms of Littlewood-Richardson coefficients. We suspect that this result is well known to the experts but we failed to find it in the literature. When H is of type A n−1 then certain special cases are considered in [GP00, 5.6 .3] and [Gec15, 3.7 ] but a combinatorial formula in the general case is still to be obtained.
1.3.
We briefly point out why such a result is relevant in a wider context and also the motivation for the author. Let G be a connected reductive algebraic group over an algebraically closed field of characteristic p and G = G F the fixed points under a Frobenius endomorphism F : G → G. In the representation theory of G the representations of Weyl groups occur frequently and in many varied ways. In [Lus86] Lusztig showed that the restriction of a character sheaf of G to the unipotent variety could be explicitly decomposed in terms of certain intersection cohomology complexes, which are defined on the closure of a unipotent conjugacy class. The coefficients in this decomposition correspond precisely to the coefficients in the decomposition of an induced character from a subgroup of a relative Weyl group of G, which is a reflection subgroup when Z(G) is connected. Recently the author has extended the work of Lusztig to obtain an explicit formula for the value of the characteristic function of a character sheaf at a unipotent element (see [Tay14] ). In this formula such multiplicities also occur, as well as their F-coset analogues.
1.4.
If G is an adjoint simple group of type B n then under certain mild restrictions Lusztig was able to prove, for unipotently supported character sheaves, his conjecture relating characteristic functions of character sheaves to the irreducible characters of G (see [Lus86, 5.3 2. The Result 2.1. Notation. Let G be a finite Weyl group. We assume that Q ⊆ K is a fixed field extension, then the group algebra KG is semisimple; we denote by Irr(G) the irreducible characters of G over K. If χ, ψ ∈ Irr(G) are irreducible characters then we set
where M χ (resp. M ψ ) is a KG-module affording χ (resp. ψ). We extend this linearly to a bilinear map −, − G : Z Irr(G) × Z Irr(G) → Z. Given any element g ∈ G we will denote by Cl G (g) (resp. C G (g)) the conjugacy class (resp. centraliser) of g. If G has reflection representation G → GL(V) then, for any subgroup H G, we denote by j G H the Lusztig-Macdonald-Spaltenstein induction with respect to V as defined in [GP00, §5.2].
By a partition we will mean a finite (possibly empty) weakly decreasing sequence of strictly positive integers α = (α 1 , . . . , α k ). For any such partition α we set
We say α is a partition of n 0 if |α| = n. By a bipartition of n we will refer to an ordered pair of partitions (α; β) such that |α| + |β| = n. For any n 0 we will denote by P (n) (resp. BP (n)) the set of partitions (resp. bipartitions) of n. We will also denote by X (n) the set of all pairs of integers (a, b) such that a, b > 0 and a + b = n. If n is not a positive integer then we set P (n) = BP (n) = X (n) = ∅. Given any partition α = (α 1 , . . . , α k ) we write ℓ(α) = k for the length of the partition, which is simply 0 if α is empty. If β = (β 1 , . . . , β ℓ ) is a second partition then we write α ∪ β ∈ P (|α| + |β|) for the partition obtained by reordering the sequence (α 1 , . . . , α k , β 1 , . . . , β ℓ ). Note we clearly have ℓ(α ∪ β) = ℓ(α) + ℓ(β). 
For any X ∈ Irr(W n ) we set 1, n) . Under this isomorphism we will identify the set of characters Irr(H ± n ) with Irr(S n ). Now for any α ∈ P (n/2) we set
and this distinguishes the characters (c.f. 2.1). 
2.5.
W a W b =          S 0 \ {s 0 , s 1 } if a = 1 S 0 \ {s n−1 , s n } if a = n − 1 S 0 \
2.6.
Assume (a, b) ∈ X (n) and α ∈ P (a), β ∈ P (b) and γ ∈ P (n) are partitions. We define the corresponding Littlewood-Richardson coefficient to be
Here S a S b denotes the Young subgroup of S n preserving the sets {1, . . . , a} and {a + 1, . . . , n}. ) for all wx ∈ S a S b . Now let α = (α 1 ; α 2 ) ∈ BP (a), β = (β 1 ; β 2 ) ∈ BP (b) and γ = (γ 1 ; γ 2 ) ∈ BP (n) be bipartitions. We will denote by S α the symmetric group S 1 (resp. S 2 ) if α 1 = α 2 (resp. α 1 = α 2 ) and similarly for β. With this we define
where the sum is over all permutations such that |γ i | = |α σ(i) | + |β τ(i) | for i ∈ {1, 2}. If no such permutations exist then we have a γ αβ = 0. Note that this definition does not depend upon the ordering of the partitions in the bipartitions α, β or γ. With this notation in place we may now state our result.
Proposition 2.7. Assume n 4 and (a, b) ∈ X (n). Let E = A b B ∈ Irr(W a W b ) be an irreducible character then we denote by α = (α 1 ; α 2 ) ∈ BP (a) and β = (β 1 ; β 2 ) ∈ BP (b) bipartitions such that A = [α 1 ; α 2 ] ± and B = [β 1 ; β 2 ] ± . Now let X ∈ Irr(W n ) be an irreducible character and let γ = (γ 1 ; γ 2 ) ∈ BP (n) be a bipartition such that X = [γ 1 ; γ 2 ] ± . Then
Remark 2.8. We note that in the interesting case when ε(A)ε(B)ε(X) = 0, i.e. when α 1 = α 2 , β 1 = β 2 and γ 1 = γ 2 , then the result may be written as
Proof. Assume now that X ∈ Irr(W) is degenerate so n is even. If B is non-degenerate then we have
As conjugation by s n permutes the degenerate characters [γ 1 ; γ 2 ] ± we get from (2.9) that
Similarly, if A is non-degenerate we may conjugate the induced character by the element s 0 to deduce the same result. Hence we need only deal with the situation where both A and B are degenerate, which we now assume to be the case. In particular both a and b are even. We denote by Π X (resp. ∆ X ) the character [γ 1 ;
. Using the fact that any degenerate character X ∈ Irr(W) may be written as
αβ by (2.9) so we have only to compute the multiplicity Ind W H (E), ∆ X W . As A and B are both degenerate we can apply this approach to the character E to obtain
We now observe that the character Π A (resp. Π B ) is invariant under conjugation by s 0 (resp. s n ). Hence, applying the previous argument we see that the degenerate characters [γ 1 ; γ 2 ] ± occur with the same multiplicity in the first three induced characters. This implies that their inner product with the difference character ∆ X is 0. In particular
For notational convenience we will set Θ = Ind
. We now wish to compute the multiplicity on the right hand side but to do this we will need some information about conjugacy classes and the difference character ∆ X . For any partition π = (π 1 , . . . , π k ) ∈ P (n/2) we will denote by w 
) for some π ∈ P (n/2) 0 otherwise.
Here [γ 1 ] denotes an irreducible character of the symmetric group S n/2 . Note that the statement in [GP00, 10.4.10] identifying the characters in [GP00, 10.4.6] with those in [GP00, 5.6.3] is not correct; the correct statement is given in [Gec15, 3.5 ]. We will also need the following identities concerning centraliser orders which are easily obtained by direct computation
To compute the multiplicity Θ, ∆ X W we will need to determine the value of the induced character at w ± 2π , for which we use the explicit induction formula given in [Isa06, pg. 64] . For this we need to determine the orbits of H acting on H ∩ Cl W (w ± 2π ) by conjugation. With this in mind we define
is a complete set of representatives for the desired orbits where
In addition, {w δ w ǫ | (δ, ǫ) ∈ B π } ⊆ S a/2 S b/2 is a complete set of representatives for the orbits of S a/2 S b/2 acting on S a/2 S b/2 ∩ Cl S n/2 (w π ) by conjugation. Now applying the explicit induction formula we obtain
A similar calculation for the case w We are now ready to compute the multiplicity Θ, ∆ X W but we first observe that
for any partition π ∈ P (n/2), which follows immediately from the above formulas. With this we can now compute the desired multiplicity as follows This completes the proof.
2.10.
We now rephrase Proposition 2.7 when (a, b) ∈ {(1, n − 1), (n − 1, 1)} to obtain the well-known type D branching rules. However first we require some notation. For any partition α = (α 1 , . . . , α k ) ∈ P (n) Furthermore, for any bipartition γ = (γ 1 ; γ 2 ) ∈ BP (n) we denote by Z(γ) ⊆ BP (n − 1) the set {(γ (d) 
