Abstract
Introduction
The development process for clinical prediction rules involves derivation, validation, and evaluation in clinical settings. The derivation is a demanding task requiring several refinements and clinical tests using standard statistical methods. This study demonstrates that machine learning techniques can support the derivation of the rules. This paper describes a framework for a unified rule definition and a mechanism for two-way rule generation:
(1) from hypotheses to data and (2) from data to hypotheses. The former, leading from human generated hypotheses to tests on data, is based on the clinical experience of medical experts. The second approach is based on machine learning techniques, generating hypotheses from the data sets. The machine-generated rules are interpreted and compared with the human generated hypotheses. This interactive process has an exploratory and confirmatory purpose: it allows for the discovery of new patterns from data and provides confirmation or contradiction of hypothetical rules. This paper focuses on the application of clinical prediction rules in the diagnosis of obstructive sleep apnea (OSA). Section 2 provides a brief introduction to OSA and its diagnostic criteria. Section 3 discusses the semiotic framework for rule representation. Section 4 describes the data sets. Section 5 presents the methods and experimental results. The last section provides the conclusion and the directions for future work.
Diagnosis of Obstructive Sleep Apnea
Obstructive sleep apnea is a common, serious respiratory disorder afflicting approximately 2-4% of the population. OSA is caused by collapse of the soft tissues in the throat as the result of the natural relaxation of muscles during sleep. The soft tissue blocks the air passage and the sleeping person literally stops breathing or experiences a partial obstruction. Apnea occurs only during sleep and is, therefore, a condition that might go unnoticed for years. The gold standard for the diagnosis of OSA is an overnight in-laboratory polysomnography (PSG) study involving continuous recordings of EEG, ECG, EOG, EMG, airflow, breathing effort, and oxygen saturation. OSA is associated with hypertension, congestive heart failure, and stroke. Although the diagnosis of OSA using PSG is relatively straightforward and treatment is readily available, a large segment of the population is not diagnosed because of time factors, costs, and limited access to the overnight in-clinic PSG. Therefore, patients suffering from OSA might spend several months waiting for diagnosis. However, we believe that by using a combination of predictive rules and home studies, early treatment can be initiated in appropriate patients before formal diagnosis by PSG.
The diagnosis of OSA uses two approaches: (1) a score of apnea/hypopnea events and (2) a combination of scoring and symptoms. Both approaches use an apneahypopnea index (AHI), calculated as a number of apnea and hypopnea events per hour of sleep [1] . An apnea is defined as a complete cessation of airflow for at least 10 seconds. A hypopnea is defined using various criteria consisting of one or more of the following three factors: partial reduction of airflow, oxyhemoglobin desaturation, and brief arousals from sleep. In the diagnosis based solely on the AHI index, apnea is classified as mild for AHI between 5 and 14.9, moderate for AHI between 15 and 29.9, and severe for AHI 30. However, the use of diverse scoring criteria for AHI calculations can result in significant differences in apnea diagnoses, especially for patients with low AHI scores [2, 3] . Furthermore, the difficulty with the scoring of AHI is compounded by natural night-to-night variations and differences in diagnostic equipment.
Framework for rule representation
A knowledge representation framework defines two essential diagnostic concepts: prediction rules and predictors. The concepts are defined at three levels: syntactic, semantic, and pragmatic.
Prediction rules
The clinical prediction rule (CPR) is specified by an IF-THEN statement, a certainty factor, and usability. We define CPR as a triplet: < RS, CF, U >. The rule statement, RS, represents the rule's syntax, the rule certainty factor, CF, is a part of the rule's semantics, and the usability, U, determines the rule's pragmatic value. The rule pragmatic value is an important criterion introduced by us to describe how the rule can be used in a clinical setting. The clinical prediction rule is a hypothetical statement with two functions: descriptive and predictive. In the descriptive sense, rules characterize the subpopulations of patients with higher or lower risks for the disease. In the predictive sense, rules assess the probability of a new patient belonging to one of the classes. The hypothetical quality of the rule is defined by the certainty factor (CF), a degree of belief ranging from -1.0 (absolute disbelief) to +1.0 (absolute belief), assigned to the rule by medical experts based on their clinical experience.
Rule pragmatics.
The rule's pragmatic value is determined by two criteria: validity and clinical usability. Rule validity is based on specificity, sensitivity, and transferability to different data sets. The clinical usability comprises human interpretability and practicality. The rule interpretability is qualitatively determined by the medical experts. The rule practicality is based on factors such as availability and cost of medical tests used in the rule as predictor variables. In this sense, gender and age are highly practical predictors.
Predictors
A predictor is an established or suspected symptom, sign, correlate, or co-morbid condition. In general, OSA predictors are divided into six categories: (1) anatomical signs: obesity, large neck circumference, and high Mallampati score, (2) nocturnal symptoms: snoring, breathing pauses, and choking, (3) diurnal symptoms: excessive daytime sleepiness, (4) demographic factors: gender, age, and familial aggregation, (5) coexisting medical conditions: hypertension and coronary artery disease; and (6) lifestyle factors: smoking and alcohol use [4, 5] .
Predictors are described at two levels: conceptual and operational. In our study, hypertension is conceptually defined as blood pressure BP 140/90 mmHg or current treatment with antihypertensive medications. At the operational level, hypertension can be defined by (1) This study investigates six predictors: age, gender, hypertension (HTN), body mass index (BMI) in kg/m 2 , neck circumference in cm, and Mallampati score (MP). The Mallampati score is determined based on visual inspection of the wide open patient's mouth. The scale ranges from 1 to 4: "1"-entire uvula visible, "2"-majority of uvula visible, "3"-only soft palate visible, "4"-only hard palate visible. Clinical studies [6] show correlation between the score and obstructive sleep apnea (OSA). Since the data sets include solely clinical records, they show high prevalence of OSA. However, the prevalence of OSA depends strongly on the AHI cut-off values. The changes in prevalence are illustrated by table 1.
Clinical data
In our study, we use AHI 15 to define OSA, since this value typically indicates clinically important OSA requiring treatment. The records with AHI < 15 are classified as non-OSA. 
Methods and results
The two-way rule generation involves (1) the knowledge-driven method, based on the hypothetical rules created by medical experts, (2) the data-driven method, based on machine-generated rules, and (3) integration of both methods. The preliminary results show that the rules extracted through machine learning algorithms can confirm, contradict, or expand the rules created by medical experts.
This study applies two hypothetical rules from the knowledge-driven method, ER1 and ER2, which exemplify (1) a high-risk group: older male patients with morbid obesity (BMI > 40), and (2) For the machine-generated rules, we use a decision tree classifier C4.5 [7] to induce small, interpretable, yet sufficiently specific decision trees and to generate comprehensible rules from trees. The experimental results were produced by the prototype system, Hypnos, based on the Weka decision tree learner J48 [8] . The classifiers were trained and tested on sets A, B, and C using the stratified 10-fold cross-validation.
Experimental results
Three classifiers were induced: (1) Model 1 (Tree 1d) based on age, gender, and BMI; (2) Model 2 based on age, gender, BMI, and HTN; and (3) Model 3 based on age, gender, BMI, and MP. In all figures, the nodes represent the predictors, the branches correspond to predictor values, and the leaves correspond to the outcome classes. The two numbers in the leaves represent instances covered by the rule premise and exceptions from the rule. (1) induction of separate three classifiers from data sets A, B, and C; and (2) induction of Tree 1d using redistribution of the instances among sets A, B, C to balance the female to male ratio. Figures 1, 2 , and 3 represent decision trees 1a, 1b, and 1c induced separately from data sets A, B, and C. The difference between the predictors at the root level ("bmi" in Tree 1a and "Gender" in Tree 1b and 1c) is the result of a relatively small number of female records. This low ratio of female to male patients is typical in clinical practice [9] .
In data set A, females constitute 32.2% (256/795) of all records and 28.49% (149/523) of patients with OSA (AHI 15).
In data set B, females constitute 21.46% (40/233) of all records and only 9.5% (13/137) of OSA patients (AHI 15). Similarly, in data set C, females constitute 27.59% (80/290) of all patients and only 17.99% (25/139) of OSA patients. Figure 4 shows the decision tree, Tree 1d, induced from combined sets A and B (N = 1028). Tree 1d is chosen as Model 1, since it has a better accuracy than the tree induced from combined sets A, B and C, and the tree induced from combined sets A and C. The rules are generated directly from the decision Tree 1d. Each leaf results in one independent conjunctive rule. For example, the right sub-tree is converted into three rules: Figure 5 shows the model based on gender, age, BMI, and hypertension (htn). Figures 6-7 show the model based on gender, age, BMI, and Mallampati score (MP). The root node splits the data by gender: the left sub-tree relates to males only; the right sub-tree relates to females. Figure 6 illustrates the sub-tree for male records. The Mallampati score > 2 is indicated as a good predictor of OSA [6] . The leaf for MP=1 (OSA) results from one exceptional clinical record. Figure 7 shows the right sub-tree for female records. The structure of the tree indicates that the MP predictor is weaker in case of females. However, this finding is based only on the particular distribution of 40 female records and should be further studied on larger sets. 
Model 2.

Comparison of data-driven models.
The accuracies of the machine-generated classifiers are shown in Table 2 . 
Integration of knowledge-driven and datadriven methods
The integration of expert-generated models and machine-generated models is based on three criteria: (1) the equivalency of the predictors, (2) internal and external validity, and (3) clinical usability: interpretability, simplicity, and practicality. All models use the common three predictors: BMI, age, and gender. Model 2 uses in addition HTN and Model 3 uses MP.
The interpretation of computer-generated rules might (1) confirm the hypothetical rules, (2) Expert-generated rule ER2 specifying low OSA risks for young female patients with normal weight: "IF BMI < 25 AND age < 25 AND gender = female THEN OSA = no" is contradicted by the rule generated from Model 2, which also includes hypertension (HTN): "IF BMI<=26.8 AND HTN=yes THEN OSA=yes."
Knowledge expansion.
All models include specific sub-trees concerning female patients (GENDER=female), which classify the females into two groups based on the age predictor. Model 1 divides females into groups based on age 48 and age > 48 (for BMI 28.03) and age 33 and age > 33 (for BMI > 28.03). Model 2 divides females into groups based on age 56 and age > 56 (for BMI 26.8 and HTN=no). Model 3 divides females into groups based on age 59 and age > 59. The rule extracted from Model 3 classifies all females above 59 as having OSA: "IF GENDER=female AND AGE>59 THEN OSA=yes." This specific age-based division could be associated with an increased risk of OSA among postmenopausal women. However, menopause is also associated with increased central obesity [10] . This issue requires further studies on larger sets of female records.
Conclusion and future work
Medical researchers and clinical practitioners study various methods to improve the validity and reliability of clinical prediction rules. In this paper we describe how the machine learning techniques can be used to facilitate and refine the rule derivation process. The integration of the results from the knowledge-driven and data-driven approaches provides confirmation, contradiction, or expansion for the expert-generated prediction rules. Although our study is limited to few predictors, the results demonstrate that our approach is valid, and warrants future work involving additional predictors and further machine learning techniques.
In this study, we identified two problems: (1) diverse definitions of OSA diagnostic criteria based on AHI 5, 10, 15; and (2) a high prevalence of patients with OSA in our datasets. The first problem was addressed by restricting the definition of OSA to specific AHI threshold values. The second problem is present in many medical studies of OSA. Since the diagnostic criteria involve the gold standard of overnight PSG at a cost of at least $1000 dollars per study, the additional studies of healthy control groups are cost prohibitive.
We are planning to expand our work in three directions: (1) development of models based on all known and suspected OSA predictors, (2) application of other machine learning techniques and approaches such as fuzzy decision trees, (3) training and testing on larger and more diversified data sets. Furthermore, we are developing a telemedicine application, which will test the utility of the rules in clinical settings.
