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Given the matrix of impulse response sequences of a finite-dimensional 
discrete-time, linear, constant dynamical system, a state-variable model in the 
canonical form of Bucy is constructed. The construction is an alternate to the 
Ho-Kalman algorithm. 
1. INTRODUCTION 
Consider a f inite-dimensional, stable, discrete-time, linear constant 
dynamical system 
x[k + 1] = F_x[k] + _G_u[k], 
(1) 
_y[k] = _H~[k]. 
The dimensions of _u and y are r and s, respectively. Perform r experiments as 
follows: Wait  unti l  the stable system has come sufficiently close to the state 
_x[O] = 0 after each experiment. Then  in the first experiment apply the input 
* This research was supported in part by the Air Force Office of Scientific Research, 
Office of Aerospace Research, United States Air Force, under AFOSR Grant Nr. 
1244-67. 
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_u,, in the second experiment _u 2 , and so on until _u r in the r-th experiment, 
where 
Ul[O] = , , _ ,~[0]  = . . .  u~[O] = ;} (2) 
and 
_u~[k]--_O for kvaO,  i=l,2,...,r. 
Measure the output sequences 
yl  kJ] 
y [k] = Y@]]  " (3) 
for the r experiments i = 1, 2,..., r. 
By interation of (1) we can express the relationship between the matrix of 
impulse responses and the matrices _H, F, and G 
[yll.[k] "'" yl~[k]] =_ __ _ 
_Yk = ty[[k]i "'" y,~[k]] HFk-IG" (4) 
The realization problem is this: Given a sequence of s × r matrices _Yk, 
k ~ 1, 2,..., 0% find a triple {_H,F, G}, which satisfies Eq. (4) for all k. 
Because the impulse response, or, equivalently, the set of moments given by 
(4), depends only on the observable and controllable part of the system 
(Kalman, 1963, p. 165), we seek only minimal realizations, i.e., triples 
{_H,F, _G} which are both observable and controllable. In particular, this 
specifies the realization as an equivalence class of triples {_H, ~', _G}, equivalent 
under nonsingular state transformations. 
This realization problem was solved in Ho and Kalman (1966). In their 
algorithm, two matrices P and _Q, which are not uniquely defined, must be 
found. After some involved computations, the choice of P and _Q eventually 
detemines the basis for the state-variable description (1). Thus the triple 
{H,F, G} is not generated in a special canonical form; in general, all 
n " (n + r + s) coefficients must be computed. 
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On the other hand, it is known that the system (1) can be described by 
at most n(r + s) independent parameters (Bucy and Ackermann, 1970). It is 
desirable to compute only these parameters, and not a larger number of 
coefficients which depend on the parameters. In this paper a new solution 
to the minimal realization problem is given. It leads to the canonical form 
of Bucy (1968). This form has at most n(r + s) parameters. Thus, we realize 
a canonical representative of the equivalence class of solutions. 
2. GENERAL SOLUTION OF THE REALIZATION PROBLEM 
We first describe an important relationship between matrices of system 
moments and a corresponding n-dimensional minimal realization {H, F, (7}. 
Later, we will describe how n may be determined from the relevant system 
moments. The solution of the realization problem is very simple if it is noted 
in the beginning that the product of the observability matrix and the controlla- 
bility matrix of the system (1) can be expressed in terms of the measurements 
yi~[k]. We have 
- . [g , _FC , . . . , _F" - lg ]  = 
- -1  ~/ ""  " - - I  
= Y(1, n), (5) 
• F [a ,  Fa  ..... F -la] - -  _ . . . . .  = = Y(2 ,  n + 1). 
~--1 ,°, 
+1 , (6) 
For the solution we need only n-linear independent rows of the moment 
matrix given by (5); these exist by observability of the minimal realization. 
Rewriting (5) with dependent rows omitted gives 
S_R = _Y*(1, n), (7) 
and omitting the same rows in (6) yields 
SFR = _Y*(2, n q- 1), (8) 
where _I7"(1, n) and _Y*(2, n + 1) are formed with the retained rows of _Y(1, n) 
and Y(2, n @ 1). 
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Now the reduced observability matrix S is a nonsingular n × n matrix, 
thus we can eliminate _R from (7) and (8), obtaining 
_S_F_S-I_Y* 0,  n) = _Y*(2, n + 1), (9) 
A particularly simple solution for F is obtained ~a result contained in Silver- 
man (1966), if we chose the basis such that S becomes the unity matrix by 
reordering the rows of S. In fact, the canonical form (Bucy, 1968) gives such 
an S. It is clear that any other canonical form yields a more complicated _S 
requiring more computations to solve (9) or equivalently determine_F. 
3. REALIZATION IN THE CANONICAL FORM OF BUCY 
In the system (1), let 
U = [ -h1'1 I- -h(1  , _H i= iF 
kb;J kb~"-~J 
rank _H 1 ~ nl, 
rank [~'] = ,~ +n~,  
- -2  
[;l]. rank n l+n  2+. . -+n~ =n.  
- -8  
(lO) 
It follows from Bucy and Ackermann (1970) that a necessary and sufficient 
condition for the existence of the canonical form of Bucy is that there exists a 
succession of sensors, i.e., a succession of the rows _h~' of _H, such that nl > 0 
for i = 1, 2,..., s. In fact, there always exists a subset of the outputs uch that 
this condition is satisfied in view of observability. We shall use this subset 
to construct our realization and later include the additional outputs. 
1 Our Reahzation determines (H, F, G) with the least number of parameters; ee 
Bucy and Ackermann (1970). 
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Then for this succession of sensors there exists a nonsingular transformation 
z T_x ~r--M12 i F  
---- = .x ,  M~ = - - . (11) 
This  transformation takes the system into the form 
= 
y = 
,Llo M_ c_ l M__~C_ ] 
z_-t- 
M~GJ 
1 0 ... 0 r 0 -.- 0 I 
1 0 ..- 0 ... 
_o I o I 
7/I t~ 2 
u, 
1 0 9... O] -z" 
ns 
(12) 
The ni × n~ matrices _L~ and the ni × nj matrices _A~ have the form 
[o ool I 
L~ = , _A,; = , 
, 0 
_fiil 1 j 
where the j -vectors _fiiJ are determined by 
(13)  
i 
_h[F ~' = ~ fi_~-M~. (14) 
j= l  
Now let z = _x, and _T in Eq. (11) becomes the n × n unit matrix. Note that _T 
consists of n selected l inear independent rows of the observabi l i ty matr ix 
in Eqs. (5) and (6). Thus  by rearranging the rows in Eq. (9), we have 
F .  (_D[1], _D[2] ..... D[n]) = (0[2], D[3],..., D[n -k- 1]), (15) 
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where 
8[k]  = 
yxl[k] Ylr[k] 7 
yll[k + nl - 1] ..- yl~[k + n~ - 1] 
y ol[k] y2r[k] 
y21[k + n 2 - l ]  "-- y~[k + n~-- l] 
ys~[k] ysr[k] 
ysl[k + n s -  1] "" ysr[k + n s -  1] 
(16) 
and since rank (-9[1], _D[2],..., _D[n]) = n, (15) has a unique solution for_F. 
From Eq. (5) we obtain 
_a = _911]. (17) 
For the dynamic matrix_F in Eqs. (12) and (13), only the _~'i, must be deter- 
mined from Eq. (15). The following procedure follows from Eqs. (12) 
and (15): 
1. Given the moment matrices _Y(1, i), the state dimension n of the 
minimal realization may be determined as 
n = max rank _Y(I, i). (18) 
2. Arrange the data from the first sensor as follows: 
yal[1] Y12[1] " -y  1,.[1], yn[2],..., "" y~[N] = _d1'[1], 
Yl~[2]y1212] "'" Yar[2], yn[3],..., ""y~[N + 1] = d1'[2 ] 
yn[3] ...... 
until you find the first linear dependent row for which ele41J] 
d,'[n~ + 1] = fl_~l _.[2] . 
#1 ind 
(19) 
(2o) 
643/19/3-4 
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Then n 1 is the order of the subsystem, which can be observed from the 
sensor y~, and ~1~ consists of the coefficients of the characteristic equation 
of this subsystem. 
3. Include rows with data from the second sensor until you find the first 
linear dependent row for which 
r- dl,.[1] 
d_~'[nz 4- ll = [j3~ i j3~] (21) 
# '[1] 
_ #ili- ] j 
Then n 2 is the order of the subsystem, which can be observed from the sensor 
Y2 but not from Yl • 
fi~2 consists of the coefficients of the characteristic equation of this sub- 
system; ~21 is the coupling term in Eq. (12). 
Proceed in the same manner with the data of all sensors. 
4. The first r columns of the selected rows form the matrix _G. 
5. I f  d/[1] = 0, then the subsystem connected with the i-th sensor is 
completely uncontrollable and the sensor can be omitted. 
6. I f  n~ = 0 then the i-th output is not included in the state-variable 
model so far. It can be introduced by including a further row _h 1' in the sensor 
matrix _H. From Eq. (5) we obtain 
hi'(_a ,_F, _a,..., _fn+lG) = ( Yil[1] "'" y~r[l], yil[2],..., " '  yir[n]). (22) 
The number of coefficients in the canonical form (12) is [4] 
x(n l ,  n~ .... , n3  = ~( r  + s) - ~ - 2n~ . . . . .  (s --  1) n~. (23) 
The values of the n, depend on the succession of the sensors. Thus the mini- 
mum number of coefficients i obtained if the first sensor is elected such that 
n 1 is minimal; then the second is selected together with the first sensor gives 
the minimal n2, and so on. With this selection procedure it is possible to 
have the canonical form of the matrix H for the maximum number of sensors, 
i.e., the least number of additional sensors rows _h/from Eq. (21). It is obvious 
from Eqs. (5) and (6) how the dual controllability canonical form can be found. 
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