Ahsrrucr -Based on a roundoff-noise analysis, a general synthesis procedure is developed which leads to an optimal local state-space 2-D digital-filter realization that minimizes the output-noise power due to roundoff subject to a scaling condition on the state variables. The outputnoise power and the signal scaling condition are closely related to two positive-definite matrices W and K. These matrices provide two sets of invariants, called the 2-D second-order modes of the filter, which play a crucial role in the minimization of the output-noise power. With the availability of matrices W and K, the 2-D similarity transformation that yields an optimal state-space realization can be obtained by solving separately two 1-D optimization problems so that the well-developed techniques for minimizing roundoff noise in 1-D state-space digital filters can also be used for minimizing roundoff noise in 2-D state-space digital filters.
I. INTRODUCTION T HE MINIMIZATION
of roundoff noise in digital filters is of considerable practical significance since it leads to implementations with optimal signal-to-noise ratio. Minimum roundoff noise can be achieved in 1-D infiniteimpulse-response (IIR) digital filters by using the method of Mullis and Roberts [l] , [2] , or that of Hwang [3] , or by using the state-space structures of Bomar [4] . In the twodimensional (2-D) case, the effects of finite precision in the implementation of recursive digital filters were considered in [5] - [7] . Recently, the synthesis of 2-D separable denominator digital filters with minimum roundoff noise has been considered in [S] . The 2-D counterpart of the fundamental work in [l]-[3] , however, is not available to date and continues to be a significant open problem [9, p. 1281, [lo, p. 2801 .
The objective of this paper is to provide a solution to the following synthesis problem: given the transfer function of a 2-D digital filter, find the state-space realization that minimizes the output-noise power due to the roundoff of products, subject to [,-norm dynamic range constraints. Based on Roesser's local state-space model (LSS) [ll] , a 2-D roundoff-noise analysis is carried out from which an explicit expression of the output-noise variance is derived. It is then shown that the output-noise power and the dynamic range constraints on state variables are naturally Manuscript received August 27, 1985; revised March 5> 1986 . This work was supported by the Natural Sciences and Engineenng Research Council of Canada.
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related to two positive-definite matrices W and K first reported in the literature by Mertzios [12] . These matrices provide two sets of 2-D second-order modes which play a crucial role in the minimization of roundoff noise. The main results of this paper are illustrated by two examples.
II. LOCAL STATE-SPACE MODEL
A single-input single-output 2-D digital filter can be represented by the local state-space model (LSS) due to Roesser [ll] given by (14 (lb) where u(i, j) E R", h(i, j) E R", A, E Rmx", and A, E Rnx". Throughout A;j = AloAt-l,j + A,lAi,j-l for (i, j) > (0,O)
A-i,j= Ai,-j=O for i>,l, j>l.
The transfer function of the filter can be expressed in terms of A,,, b, c, and where TI= RmXm, T2 E R"'", and @ denotes the direct sum. This transformation leads to an equivalent realization characterized by (A", & Z), where A"= T-IAT, 6 = T-lb, and c" = CT.
(8)
Once matrices xij are defined by analogy with (3), it is easy to show that iij = T-?I,,T for i 2 0, j 2 0.
III. A ROUNDOFF NOISE ANALYSIS
A general analysis of roundoff noise applicable to 1-D state-space digital filters has been given by Hwang [13] . With a few minor modifications, a noise model can similarly be established for 2-D digital filters using Roesser's local state-space description. This model is then used to derive an explicit expression for the output-noise power.
A. Derivation of Noise Model
If finite wordlength effects due to input, coefficient, and product quantization are taken into consideration, the state-space model of an actual filter becomes 
The proof can be found in Appendix B. An important feature of expression (16) is its dependence on the coordinate system. Consequently, if transformation (7) is applied, the output-noise power of realization (8) is given by where (21) i-0 j=O and Q = Ql@Q2. In the next section, an optimal similarity transformation T will be found, which minimizes E(Ajj2) under a set of dynamic range constraints.
IV. ROUNDOFF NOISE MINIMIZATION

A. Scaling Condition
To prevent overflow in the digital filter, signal scaling will be applied based on the I, norm, which accordingly gives a set of dynamic range constraints on the local state variables.
Let f(i, j) be the state for an impulse input. By (4) f (i, j) = Ai-j .
[:]+Al,j-l [bq] and, consequently, the local state at (i, j) due to an input
If e,, is the pth column of the identity matrix of dimension (m + n), then the pth component of the local state in
i=Oj=O IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS, VOL. CAS-33, NO. 10, OCTOBER 1986 Notice that e;Ke, is the pth diagonal element of K and, therefore, if all the diagonal elements of K are equal to one, (24) 
i-0 j-0
In other words, the eigenvalues of @ g K,,W,, and \E = K,,W,,, denoted by+= {+,, l<i<m} and +!J= {J;, 1~ j < n }, are invariant under a 2-D similarity transformation. In the rest of this paper, we call sets { &, 1~ i Q m} and { #j, 1~ j < n } the 2-D second-order modes of the filter.
As will be shown below, these invariants are crucial in obtaining an explicit solution to a simplified optimization problem.
C. Simplified Optimization Problem
From now on we assume that matrix 0 in (20) 
B. The 2-D Second-Order Modes
By analogy with the 1-D case, (26) and (21) given k?' = T-'KWT and, therefore, the eigenvalues of KW are invariant under a 2-D similarity transformation [12] . It turns out, however, that these invariants are not significant in the present optimization problem. This is because the related optimization problem using these invariants would lead to a non-block-diagonal similarity transformation which is not acceptable. An alternative approach is, therefore, explored. If we denote Since matrices K,, E Rmx" and K,, E Rnx" in K (see (29) ) are both positive-definite, one can find a nonsingular, block-diagonal matrix P = P,@P, such that KEp-'Kp-t= 1
where I is a certain m x n real matrix. Now if
F is also block-diagonal and can be used as a 2-D similarity transformation. Substituting (35) in (33) and (27) 
Since any 2-D similarity transformation ? can be obtained by properly choosing block-orthogonal matrices R, S, and diagonal matrix A in (39), the above optimization problem is now reduced to the following one: given as LSS realization {A, b, c, d } as is (1) choose two block-orthogonal matrices R, S and a set of positive real numbers {X,;, h,,, l<i=gm, l<j<~~} such that (I? in (40) is minimized subject to constraint (41).
D. A Solution of the Simplified Problem
A remarkable feature of the problem of minimizing c in (40) subject to constraint (41) is that the free parameter R appears only in 6 and free parameter S appears only in Z?. (42) imply that there exist two orthogonal matrices S, E Rmx" and S, E Rnx" such that (45) and (46). Substituting (45) and (46) in G given by (40) where A? = diag { %* * * A?,,, > and A*2 = diag { %I . . . %, > lem to are given by (45) and (46) We are now in a position to summarize the-main results of this section. a211 f/p = (E,2'-')* k=l;..,m+n (50) where 1 is the wordlength, 6 is a parameter which determines the probability of overflow, and ]I fkll denotes the 1, norm of doubly-indexed sequence composed of the k th component of f (i, j), i.e.,
IlfAl' = 4 E f f(i, j)f'(i, j) e,=K,,, i=o j=O k=l;..,m+n.
Thus, scaling condition (50) becomes k=l;--,m+n.
We observe that condition (51) is the same as condition (25) up to a constant factor and, therefore, no essential differences will occur when scaling condition (25) is replaced by (51).
2) Through the same argument as in [3], we can establish a lower bound for C? in (33) as g >, (m + n)(det KW)(l'm+n).
(52) Note that det (KW) is invariant under similarity transformation so that the lower bound given in (52) is coordinate independent.
3) From Theorem 1, it is observed that once matrices K and W are computed, the desirable transformation T = Tl @T2 can be obtained by solving separately two 1-D minimization problems as follows.
(1) Find a nonsingular transformation Tl of dimension m such that Gl = tr( T:W,,T,)
is minimized subject to These assumptions guarantee that the resulting matrices K and W are positive definite. Let us suppose that K and W have been computed through (18) and (24), and are given by K= [::
::]and W= [Lt ~1.
It is easy to verify that
and R=A*=S=I.
Thus, T = P and the optimal realization is given by , and d"=d.
Example 2 As a numerical example, we consider a stable state-space is minimized subject to digital filter of order (2,2) modelled by ( We assume that the filter is BIB0 stable so that K and W in (24) and (18) 
The characterization of the optimal state-space structure of this filter can now be obtained as 
VI. CONCLUSIONS
Based on a roundoff-noise analysis, a general synthesis procedure has been presented which leads to an optimal local state-space 2-D filter that minimizes the output-noise power due to roundoff subject to a signal scaling condition.
Two matrices W and K derived from the calculation of the output-noise power and the signal scaling condition, respectively, provide two sets of 2-D second-order modes of the filter. It has been demonstrated that these modes play a crucial role in the minimization of roundoff noise. The general synthesis procedure has been illustrated by two examples.
It should be pointed out that the approach presented in this paper can be extended to the N-dimensional case where N > 2 in a straightforward manner provided that the multidimensional LSS model proposed in [16] is used.
APPENDIX A
In this appendix, we outline two approaches for computing matrices W and K defined by (18) and (24), respectively.
where M and N are positive integers. Through the use of recursive formula (3), the above finite sums can readily be programmed. In general, when M, and N are taken to be large enough, the sums in (Al) will represent good approximations of Wand K. However, experience has shown that even for small dimensions m and n, this approach needs a considerable amount of computation time. 
The integral in (A5) can be computed through the use of the residue theorem.
K,,, Wll, and W,, can be evaluated in a similar manner. 
