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1. Introduction
If we consider the polynomial identities of ﬁnitely generated algebras over a ﬁeld F of character-
istic 0, one observes that the easiest case to study is of an algebra satisfying a non-matrix polynomial
identity, i.e., an identity which does not hold for the algebra of 2× 2 matrices M2(F ). In this case, if
A satisﬁes a non-matrix identity, there exists n ∈N, n non-zero, such that
T (F )n ⊆ T (A) ⊆ T (F )
where T (F ) = F 〈X〉[F 〈X〉, F 〈X〉]F 〈X〉 is the commutator ideal of F 〈X〉 (see [22]). In [23] Maltsev
proved that T (F )n = T (UTn(F )), the T -ideal of polynomial identities of the upper triangular matrices
with entries in F . In two papers [14,15] by Genov and in [21] by Latyshev, the authors proved that
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nomial identities. In [20] Latyshev and in [24] Popov generalized the previous result for PI-algebras
satisfying the triple commutator identity, i.e.,
[x1, x2, x3] · · · [x3n−2, x3n−1, x3n] = 0
which generates the T -ideal of UTn(E) of the algebra of n × n upper triangular matrices with entries
from the inﬁnite dimensional Grassmann algebra E . Notice that the relation T (E)n = T (UTn(E)) holds
also in this case. For long time, until Kemer developed his deep structure theory of T -ideals and
proved the ﬁnite basis problem for arbitrary PI-algebras (see [18,17], and also his book [16]), the
theorems of Genov, Latyshev and Popov covered all known examples of PI-algebras with the ﬁnite
basis property.
We mention that the algebra of upper triangular matrices UTn(F ) is a central object in the theory
of PI-algebras satisfying a non-matrix polynomial identity. In fact, the polynomial identities of UTn(F )
may serve as a measure of the complexity of the polynomial identities of ﬁnitely generated algebras
with non-matrix identity in the same way as the polynomial identities of Mn(F ) measure the com-
plexity of the identities of arbitrary PI-algebras. Moreover, the T -ideals of UTn(F ) and UTn(E) are
important because they are examples of maximal T -ideals of a given exponent of the codimension
sequences (for more details, see the work of Drensky [11]).
The work of Kemer revealed the importance of graded polynomial identities. Moreover, the knowl-
edge of graded identities provides a lot of information about the ordinary identities. This suggests
that the study of the graded identities and related graded structures such as graded cocharacters
and graded codimensions of PI-algebras could be useful in order to understand better their behavior.
For example, the multiplicities of the graded cocharacter sequence of a PI-algebra provides an upper
bound for the multiplicities of the ordinary cocharacter sequence.
In [25] Valenti described all Z2-gradings on UT2(F ) and many numerical characteristics related to
these graded identities. Recall that a grading on the matrix algebra Mn(F ) is said to be elementary
if the matrix units are homogeneous. A grading is called ﬁne if every homogeneous component is of
dimension at most 1. In a famous paper Bahturin, Sehgal and Zaicev proved that if G is an abelian
group, every G-grading on Mn(F ) is isomorphic to the tensor product of an elementary and a ﬁne
grading (see [1]). In [26] Valenti and Zaicev described all the G-gradings on upper triangular matrices,
provided that G is a ﬁnite abelian group and it turned out that such gradings are all isomorphic to
elementary ones.
In the ﬁrst year of the second half of the previous century Maltsev and Specht started to use proper
polynomials when dealing with polynomial identities of unitary algebras. In [12] Drensky started us-
ing them in a quantitative approach to the study of T -ideals of free algebras, developing an idea used
by Volichenko [28]. When dealing with G-graded algebras one considers the free algebra F 〈Y ∪ Z〉,
where the Y ’s are variables of degree 1G and the Z ’s are variables of homogeneous degree g = 1G . As
long as proper polynomials are linear combinations of products of commutators, we say that, roughly
speaking, a polynomial f ∈ F 〈Y ∪ Z〉 is Y -proper if all the y’s occurring in f appear in commutators
only. It is well known (see, for instance, Lemma 1 in Section 2 in [9]) that all graded polynomial
identities of a superalgebra follow from the Y -proper ones. In [7] Di Vincenzo, Koshlukov and Valenti
obtained a description of the Y -proper polynomials in the relatively free G-graded algebra of UTn(F ),
where G is a ﬁnite group. Notice that Koshlukov and Valenti in [19] found a multilinear basis of the
relatively free Zn-graded algebra of UTn(F ).
Concerning the cocharacter sequence of the upper triangular matrices, the explicit knowledge of
multiplicities is well known only for UT2(F ). Recently in [2] Boumova and Drensky give an easy
algorithm which calculates the generating function of the cocharacter sequence of UTn(F ). Following
this line of research, in this paper we give a combinatorial method in order to compute the exact
value of the Y -proper graded cocharacter sequence of UTn(F ) endowed with the grading induced
by that of Vasilovsky and of small size. In particular, we are able to describe explicitly the Y -proper
graded cocharacter and codimension sequence of the algebras UT2(F ) and UT3(F ). Furthermore we
are able to compute the values of multiplicities for speciﬁc and signiﬁcant partitions in the Y -proper
graded cocharacter sequence of UT4(F ).
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All ﬁelds we refer to are of characteristic 0 and all algebras are associative with unit. We introduce
the key tools for the study of graded polynomial identities. We start off with the following deﬁnition:
Deﬁnition 2.1. Let G be a group and A an algebra over a ﬁeld F . We say that the algebra A is G-
graded if A can be written as the direct sum of subspaces A =⊕g∈G A(g) such that for all g,h ∈ G,
one has that A(g)A(h) ⊆ A(gh).
It is easy to note that if a is any element of A it can be uniquely written as a ﬁnite sum a =∑
g∈G ag, where ag ∈ A(g). We shall call the subspaces A(g) the G-homogeneous components of A.
An element a ∈ A is said to be of homogeneous G-degree g , written ‖a‖ = g , if a ∈ Ag . We always
write ag if a ∈ X g . Accordingly, an element a ∈ A is called G-homogeneous if exists g ∈ G such that
a ∈ A(g). If B ⊆ A is a subspace of A, B is G-graded if and only if B =⊕g∈G(B ∩ A(g)). In the same
way one deﬁnes G-graded algebras, subalgebras, ideals, etc.
Let {X g | g ∈ G} be a family of disjoint countable sets of indeterminates. We consider X =⋃g∈G X g
and we denote with the symbol F 〈X |G〉 the free associative algebra freely generated by the set X .
An indeterminate x ∈ X is said to be of homogeneous G-degree g , written ‖x‖ = g , if x ∈ X g . We
always write xg if x ∈ X g . The homogeneous G-degree of a monomial m = xi1xi2 · · · xik is deﬁned to
be ‖m‖ = ‖xi1‖ · ‖xi2‖ · · · · · ‖xik‖. For every g ∈ G , denote by F 〈X |G〉g the subspace of F 〈X |G〉 spanned
by all the monomials having homogeneous G-degree g . Notice that F 〈X |G〉g F 〈X |G〉g′ ⊆ F 〈X |G〉gg′ for
all g, g′ ∈ G . Thus
F 〈X |G〉 =
⊕
g∈G
F 〈X |G〉g
proves F 〈X |G〉 to be a G-graded algebra. The elements of the G-graded algebra F 〈X |G〉 are referred
to as G-graded polynomials or, simply, graded polynomials.
Deﬁnition 2.2. If A is a G-graded algebra, a G-graded polynomial f (x1, . . . , xn) is said to be a G-graded
polynomial identity of A if
f (a1,a2, . . . ,an) = 0
for all a1,a2, . . . ,an ∈⋃g∈G Ag such that ak ∈ A‖xk‖ , k = 1, . . . ,n. In this case we also say that f ≡ 0
on A.
For any G-graded algebra A we deﬁne
TG(A) :=
{
f ∈ F 〈X |G〉 ∣∣ f ≡ 0 on A}
the set of G-graded polynomial identities of A.
Deﬁnition 2.3. An ideal I of F 〈X |G〉 is said to be a TG -ideal if it is invariant under all F -endomor-
phisms ϕ : F 〈X |G〉 → F 〈X |G〉 such that ϕ(F 〈X |G〉g) ⊆ F 〈X |G〉g for all g ∈ G .
Hence TG(A) is a TG -ideal of F 〈X |G〉. On the other hand, it is easy to check that all TG -ideals of
F 〈X |G〉 are of this type.
The theory of G-graded PI-algebras passes through the representation theory of the symmetric
group. More precisely, it is useful to study the following Sn-modules:
78 L. Centrone, A. Cirrito / Journal of Algebra 367 (2012) 75–94Deﬁnition 2.4. The elements of the set
PGn = span
〈
xg1σ (1)x
g2
σ (2) · · · xgnσ (n)
∣∣ gi ∈ G, σ ∈ Sn〉
are called the G-graded multilinear polynomials of degree n of F 〈X |G〉.
Then PGn is a left Sn-module under the natural action of the symmetric group Sn; we denote the
Sn-character of the factor module PGn /(P
G
n ∩ TG (A)) by χGn (A), and by cGn (A) its dimension over F .
We say:
(
χGn (A)
)
n∈N is the G-graded cocharacter sequence of A;(
cGn (A)
)
n∈N is the G-graded codimension sequence of A.
If G = {g1, . . . , gr} is a ﬁnite group, for any lg1 , . . . , lgr ∈ N let us consider the blended com-
ponents of the multilinear polynomials in the indeterminates labelled as follows: xg11 , . . . , x
g1
lg1
,
then xg2lg1+1, . . . , x
g2
lg1+lg2 and so on. We denote this linear space by P
G
lg1 ,...,lgr
. Indeed the latter
is a left Slg1 × · · · × Slgr -module. We shall denote by χGlg1 ,...,lgr (A) the character of the module
PGlg1 ,...,lgr
(A)/(PGlg1 ,...,lgr
(A) ∩ TG(A)) and by cGlg1 ,...,lgr (A) its dimension.
Since the ground ﬁeld F is inﬁnite, a standard Vandermonde-argument yields that a polynomial
f is a G-graded polynomial identity for A if and only if its homogeneous components (with re-
spect to the ordinary N-grading) are identities as well. Moreover, since char(F ) = 0, the well known
multilinearization process shows that the TG -ideal of a G-graded algebra A is determined by its mul-
tilinear polynomials, i.e., by the various PGlg1 ,...,lgr
(A) for ni ∈N. We remark that, given the cocharacter
χGlg1 ,...,lgr
(A), the graded cocharacter χGn (A) is known as well. More precisely, we have the following
result of Di Vincenzo (see [4, Theorem 2]):
Theorem 2.5. Let A be a G-graded algebra with graded cocharacter sequences χGlg1 ,...,lgr
(A). Then
χGn (A) =
∑
(lg1 ,...,lgr )
lg1+···+lgr=n
χGlg1 ,...,lgr
(A)↑Sn .
Moreover
cGn (A) =
∑
(lg1 ,...,lgr )
lg1+···+lgr=n
(
n
lg1 , . . . , lgr
)
cGlg1 ,...,lgr
(A).
Suppose we are dealing with a G-graded algebra and consider the free algebra F 〈Y ∪ Z〉 (where Y
is the set of all indeterminates of G-degree 1G and Z is the set of all the remaining indeterminates).
The Y -proper polynomials (see [13, Section 2]; [6, Section 2]) are the elements of the unitary F -
subalgebra B of F 〈X〉 generated by the elements of Z and by all non-trivial commutators. Roughly
speaking, a polynomial f ∈ F 〈Y ∪ Z〉 is Y -proper if all the y ∈ Y occurring in f appear in commutators
only. Notice that if f ∈ F 〈Z〉, then f is Y -proper. It is well known (see, for instance, Lemma 1 in
Section 2 in [6]) that all graded polynomial identities of a superalgebra A follow from the Y -proper
ones. This means that the set TZ2 (A)∩ B generates the whole TZ2 (A) as a TZ2 -ideal. Similarly, for any
group G , all the G-graded polynomial identities of a G-graded algebra A follow from the Y -proper
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B(A) := B/(TG(A) ∩ B).
We shall denote by Γ Gn the set of multilinear polynomials of P
G
n that are Y -proper. It is not diﬃcult
to see that Γ Gn is a left Sn-submodule of P
G
n and the same holds for Γ
G
n ∩ TG(A). Hence the factor
module
Γ Gn (A) := Γ Gn /
(
Γ Gn ∩ TG(A)
)
is an Sn-submodule of PGn (A); we denote the Sn-character of the factor module Γ
G
n /(Γ
G
n ∩ TG(A)) by
ξGn (A), and by γ
G
n (A) its dimension over F . We say:
(
ξGn (A)
)
n∈N is the G-graded proper cocharacter sequence of A;(
γ Gn (A)
)
n∈N is the G-graded proper codimension sequence of A.
We shall denote with the symbol Γ Gm1,...,mr the set of multilinear polynomials of P
G
m1,...,mr such that
m = ∑r−1i=1 mi that are Y -proper. It is not diﬃcult to see that Γ Gm1,...,mr is a left Sm1 × · · · × Smr -
submodule of PGm1,...,mr and the same holds for Γ
G
m1,...,mr ∩ TG(A). Hence the factor module
Γ Gm1,...,mr (A) := Γ Gm1,...,mr/
(
Γ Gm1,...,mr ∩ TG(A)
)
is an Sm1 × · · · × Smr -submodule of Pm1,...,mr (A)G . We denote the Sm1 × · · · × Smr -character of the
factor module Γ Gm1,...,mr /(Γ
G
m1,...,mr ∩ TG(A)) by ξGm1,...,mr (A), and by γm1,...,mr (A) its dimension over F .
Indeed when we refer to A without any ambiguity, we shall use γm1,...,mr instead of γm1,...,mr (A).
Following word by word the proof of Di Vincenzo in [4], we have the analog of Theorem 2.5 for
the graded proper cocharacters and codimensions:
Proposition 2.6. Let A be a G-graded algebra with graded proper cocharacter sequences ξGlg1 ,...,lgr
(A). Then
ξGn (A) =
∑
(lg1 ,...,lgr )
lg1+···+lgr=n
ξGlg1 ,...,lgr
(A)↑Sn .
Moreover
γ Gn (A) =
∑
(lg1 ,...,lgr )
lg1+···+lgr=n
(
n
lg1 , . . . , lgr
)
γ Glg1 ,...,lgr
(A).
We recall that a partition of the non-negative integer n is a sequence of integers λ = (λ1, . . . , λr)
such that
λ1  · · · λr > 0 and λ1 + · · · + λr = n.
In this case we shall write
λ  n.
We assume that two partitions λ = (λ1, . . . , λr) and μ = (μ1, . . . ,μs) are equal if r = s and
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When λ = (λ1, . . . , λk1+···+kp ) and
λ1 = · · · = λk1 = μ1, . . . , λk1+···+kp−1+1 = · · · = λk1+···+kp = μp,
we accept the notation
λ = (μk11 , . . . ,μkpp ).
Deﬁnition 2.7. Given a partition λ = (λ1, . . . , λr), we associate to λ the skew tableau [λ] having r rows
and the i-th row contains λi squares. We call [λ] the Young diagram of λ.
Example 2.8. If λ = (5,3,12), then:
[λ] = .
In what follows we shall indicate by k the “strip” partition (k).
In what follows we use the following notation: if G is a group and F a ﬁeld, we denote by F [G],
the F -group algebra of G . By the theorem of Maschke, if G is a ﬁnite group, every ﬁnite dimensional
representation is completely reducible, i.e., the group algebra F [G] is semisimple and isomorphic to
the direct sum of matrix algebras with entries from division algebras. Moreover, every ﬁnite dimen-
sional left G-module is a direct sum of irreducible G-modules that are isomorphic to a minimal left
ideal of F [G]. If G = Sn , the symmetric group of order n, the left irreducible Sn-modules (and their
related characters) may be described in terms of partitions and Young diagrams. Indeed this applies
for (ordinary, graded, Y -proper graded) cocharacters of PI-algebras. We also recall that cocharacters
of commutative algebras lie in “strips”.
3. The Vasilovsky grading on upper triangular matrices: graded identities and cocharacters
We shall see some new results about the graded identities of upper triangular matrices. In partic-
ular, we shall consider the natural grading induced by that of Vasilovsky. In this case we are able to
furnish a general formula for the graded proper cocharacter sequence.
Let us consider Mm(F ) and let B = {e1,1, e1,2, . . . , em,m} be a basis of Mm(F ) where the matrices
ei, j are the unit matrices. Consider the following map:
‖ ‖ : B → Zm
such that ‖ei, j‖ = [ j − i]m. The map ϕ induces a Zm-grading on Mm(F ) introduced by Vasilovsky
in [27]. More precisely, Mm(F )(0) consists of matrices of the form
⎛
⎜⎜⎜⎜⎝
a1,1 0 · · · 0
0 a2,2
...
...
. . .
⎞
⎟⎟⎟⎟⎠0 · · · 0 am,m
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⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 · · · 0 a1,t+1 · · · · · · 0
...
...
... a2,t+2
...
...
...
...
. . .
...
0 · · · 0 0 · · · · · · am−t,m
am−t+1,1 · · · 0 0 · · · · · · 0
...
. . .
...
...
...
0 · · · am,t 0 · · · · · · 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
where a1,t+1,a2,t+2, . . . ,am−t,m,am−t+1,1,am−t+2,2, . . . ,am,t ∈ F .
We have the following theorem (see the work of Di Vincenzo [5] for M2(F ) and Vasilovsky [27]
for the general case):
Theorem 3.1. The TZm -ideal of Mm(F ) with the Vasilovsky grading is generated as a TZm -ideal by
[
x(0)1 , x
(0)
2
]
and
x(r)1 x
(−r)x(r)2 − x(r)2 x(−r)x(r)1 .
Clearly, the subalgebra UTm(F ) ⊆ Mm(F ) of upper triangular matrices inherits the grading of
Vasilovsky in a natural way. In what follows we shall recall some well known results about the graded
polynomial identities of upper triangular matrices endowed with any elementary G-grading, where G
is a ﬁnite abelian group. We start with the following deﬁnition:
Deﬁnition 3.2. We shall call normal any Y -commutator c of Z -degree at most 1 such that c = z or
c = [z, yi1 , . . . , yit ] for some t  1.
Moreover we say:
• a normal commutator [yi1 , . . . , yit ] of Z -degree 0 is semistandard if the indices i1, . . . , ip satisfy
the inequalities i1 > i2  · · · ip .
• a normal commutator [z, yi1 , . . . , yit ] of Z -degree 1 is semistandard if the indices i1, . . . , ip satisfy
the inequalities i1  i2  · · · ip .
Let us consider UTm(F ) endowed with an elementary G-grading. Consider the following deﬁnition
(see [8]):
Deﬁnition 3.3. Let μ˜ = (μ1, . . . ,μk) be an element of Gk . We say that μ˜ is a good sequence with
respect to the G-grading if there exists a sequence of k matrix units (r1, . . . , rk) in the Jacobson
radical of UTm(F ) such that the product r1 · · · rk is non-zero and also the homogeneous degree of ri
is μi for all i = 1, . . . ,k. In this case we say that μ˜ is good, otherwise μ˜ is called bad sequence.
In [8] Di Vincenzo, Koshlukov and Valenti obtained the following description of the Y -proper poly-
nomials in the relatively free graded algebra F 〈X〉/(F 〈X〉 ∩ TG (UTm(F ))):
Proposition 3.4. A linear basis for the Y -proper polynomials in the relatively free graded algebra F 〈X〉/
(F 〈X〉 ∩ TG(UTm(F ))) consists of 1 and of the polynomials c1 · · · ck where each polynomial ci is a semis-
tandard commutator and the sequence μ˜c = (‖c1‖, . . . ,‖ck‖) is good.
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F 〈X〉/(F 〈X〉 ∩ TZm (UTm(F ))). In particular, we have the following description of the TZm -ideal of
UTm(F ), where UTm(F ) is endowed with the grading of Vasilovsky:
Theorem 3.5. The TZm -ideal of U Tm(F ) is generated by the following set:
{[
x01, x
0
2
]
, xi1x
j
2
∣∣ i + j >m}.
Now we start the study of the Y -proper graded cocharacters of UTm(F ). We have the following
lemma that we shall use later on:
Lemma 3.6. Let m 2 and consider U Tm(F ) with its Vasilovsky Zm-grading. Then for any n ∈N and for any
σ ∈ Sn:
[z, yσ (1), . . . , yσ (n)] ≡TZm (UTm(F )) [z, y1, . . . , yn].
Proof. It suﬃces to show
[z, y1, . . . , ya, ya+1, . . . , yn] ≡TZm (UTm(F )) [z, y1, . . . , ya+1, ya, . . . , yn].
We have:
[z, y1, . . . , ya, ya+1, . . . , ym] ≡ [z, y1, . . . , ya+1, ya, . . . , ym] +
[
z, y1, . . . , [ya, ya+1], . . . , ym
]
but [ya, ya+1] is a Zm-graded identities for UTm(F ), hence
[
z, y1, . . . , [ya, ya+1], . . . , ym
]≡ 0
and we are done. 
Given a sequence α = (α1, . . . ,αk) of elements of Zm, we can associate to α the n-th uple of
multiplicities
μ(α) = (μ1, . . . ,μm)
such that for any i = 1, . . . ,m,
μi = number of α j such that α j = [i − 1]m.
We observe that distinct sequences are allowed to have the same m-th uple of multiplicities. We have
the following:
α is a good sequence if and only if μ1 = 0 and
m∑
j=2
μ j( j − 1)m − 1.
Fix now l˜ = (l1, . . . , lm) such that ∑mj=2 l j( j − 1)m − 1 and let
S˜ =
{
α = (α1, . . . ,αk)
∣∣μ(α) = (0, l2, . . . , lm)}.l
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that in what follows we implicitly use the fact that two representations afford the same G-character
if they represent isomorphic F [G]-modules. With this in mind, we have the following:
Theorem 3.7. Let m ∈ N and consider U Tm(F ) with its Zm-Vasilovsky grading. Then for any l1, . . . , lm ∈ N,
such that
∑m
j=2 l j( j − 1)m − 1,
ξ
Zm
l1,...,lm
(
UTm(F )
)= ∑
(α1,...,αk)∈Sl˜
∑
s1+···+sk=l1
(
s1 ⊗ · · · ⊗ sk
)↑Sl1
⊗ ( ⊗ · · · ⊗ )↑Sl2 ⊗ · · · ⊗ ( ⊗ · · · ⊗ )↑Slm .
Proof. Let (α1, . . . ,αk) ∈ Sl˜ such that μ(α) = (0, l2, . . . , lm). Let l1 ∈ N such that
∑m
i=1 li = n. Put
A = UTm(F ) and let f ∈ Γl1,...,lm ⊆ Γ Zmn (A). If H = Sl1 × · · · × Slm , then F [H] f ↑Sn has dimension|Sn : H|dimF F [H] f . On the other hand, F [Sn] f is generated by
[
zαi , yi1 , . . . , yis1
] · · · [zα j , y j1 , . . . , y jsk ],
where the indices of the y’s are ordered in the light of Lemma 3.6 and s1 + · · · + sk = l1. The latter
polynomials are linearly independent, hence dimF F [Sn] f = |Sn : H|dimF F [H] f . Now the proof fol-
lows since the Sn-action in both of the situations is the same and the action on the y’s is the trivial
one. 
4. Y -proper graded cocharacters of U T2(F ) and U T3(F )
We compute the Y -proper graded cocharacter and codimension sequences for UT2(F ) and UT3(F ).
We start with the following combinatorial lemmas:
Lemma 4.1. Let n 1, then
n∑
l=0
(
(l) ⊗ (n − l))↑Sn = ∑
a+b=n
(a − b + 1)(a,b).
Lemma 4.2. Let n 1, then
n∑
s=0
n−s∑
t=0
(
(s) ⊗ (t) ⊗ (n − s − t))↑Sn
=
∑
a+b+c=n
a∑
i1=b
b∑
i2=c
(i1 − i2 + 1)(a,b, c)
= (a − b + 1)
2
(
(b + 1)(a + 2) + c(c − 1))+ c
2
(
b(b + 1) − (a + 1)(a + 2)).
Proof. We observe that
n∑ n−s∑(
(s) ⊗ (t) ⊗ (n − s − t))↑Sn = n∑
(
(s) ⊗
n−s∑(
(t) ⊗ (n − t − s))↑Sn−s
)↑Sn
.s=0 t=0 s=0 t=0
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n∑
s=0
(
(s) ⊗
n−s∑
t=0
(
(t) ⊗ (n − t − s))↑Sn−s
)↑Sn
=
n∑
s=0
∑
a+b=n−s
(a − b + 1)((s) ⊗ (a,b))↑Sn .
By the Littlewood–Richardson rule, we have that the resulting partitions have height at most 3. More-
over,
(a,b) ⊗ (s) =
∑
i1+i2+i3=s
s∑
i1=0
s−i1∑
i2=0
(a + i1,b + i2, i3),
then we obtain the desired result. Note that
a∑
i1=b
b∑
i2=c
(i1 − i2 + 1) =
a∑
i1=b
(
b∑
i2=0
(i1 − i2 + 1)
)
−
a∑
i1=b
c−1∑
i2=0
(i1 − i2 + 1). (1)
But
a∑
i1=b
(
t∑
i2=0
(i1 − i2 + 1)
)
=
t∑
i2=0
(b + 1− i2) +
t∑
i2=0
(b + 2− i2) + · · · +
t∑
i2=0
(a + 1− i2)
= (t + 1)
(
a+1∑
j=b+1
j
)
− (a − b + 1)
t∑
i2=0
i2
= (t + 1) (a + 1)(a + 2)
2
− (t + 1)b(b + 1)
2
− (a − b + 1) t(t + 1)
2
.
Then in (1) we obtain:
(a − b + 1) (a + 2)(b + 1)
2
− c(a + 1)(a + 2)
2
+ cb(b + 1)
2
+ (a − b + 1)c(c − 1)
2
= (a − b + 1)
2
(
(b + 1)(a + 2) + c(c − 1))+ c
2
(
b(b + 1) − (a + 1)(a + 2)).
Note that if c = 0 the previous formula becomes:
a∑
i1=b
b∑
i2=0
(i1 − i2 + 1)(a,b) = (a − b + 1) (b + 1)(a + 2)
2
. 
Theorem 4.3. Let n 2, then
ξ
Z2
n
(
UT2(F )
)= (n) + (n − 1,1)
and
γ
Z2
n
(
UT2(F )
)= n.
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standard commutator [z, y1, . . . , yn−1], so γn−1,1 = 1 and by Proposition 2.6 one has γ Gn (UT2(F )) = n.
Obviously,
ξGn−1,1
(
UT2(F )
)= (n − 1) ⊗ (1)
so by Theorem 3.7,
ξGn
(
UT2(F )
)= ((n − 1) ⊗ (1))↑Sn = (n) + (n − 1,1). 
Theorem 4.4. Let n 2, then
γ
Z3
n
(
UT3(F )
)= 2n + 2n−2n(n − 1).
Moreover,
ξ
Z3
n
(
UT3(F )
)=∑
λn
mλλ,
where
mλ =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
n + 1 if λ = (n),
3(n − 1) if λ = (n − 1,1),
4(a − b + 1) if λ = (a,b) and b 2,
3a − 1 if λ = (a,12),
4(a − b + 1) if λ = (a,b,1) and b 2,
a − b + 1 if λ = (a,b,2),
a − b + 1 if λ = (a,b,12).
Proof. Let n 2 and G = Z3, then the good sequences are (1), (2) and (1,1) that correspond respec-
tively to the normal semistandard commutators
[
z1, y1, . . . , yn−1
]
,[
z2, y1, . . . , yn−1
]
and
[
z1σ (1), yi1 , . . . , yik
][
z1σ (2), y j1 , . . . , y jl
]
, σ ∈ S2,
where {i1, . . . , ik} ∪ { j1, . . . , jl} = {1,2, . . . ,n − 2} and k + l = n − 2. It is easy to see that γ Gn−1,1,0 =
γ Gn−1,0,1 = 1. Standard combinatorial facts allow us to say that γ Gn−2,2,0 = 2
∑n−2
i=0
(n−2
i
) = 2 · 2n−2 =
2n−1. By Proposition 2.6, we have:
γ Gn
(
UT3(F )
)= ( n
n − 1,1,0
)
+
(
n
n − 1,0,1
)
+ 2n−1
(
n
n − 2,2,0
)
= 2n + 2n−2n(n − 1).
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ξGn−1,1,0
(
UT3(F )
)= (n − 1) ⊗ (1) ⊗ ∅,
ξGn−1,0,1
(
UT3(F )
)= (n − 1) ⊗ ∅ ⊗ (1)
and
ξGn−2,2,0
(
UT3(F )
)= n−2∑
l=0
(
(l) ⊗ (n − 2− l))↑Sn−2 ⊗ ((2) + (12))⊗ ∅.
By Lemma 4.1 we have:
W =
n−2∑
l=0
(
(l) ⊗ (n − 2− l))↑Sn−2 = ∑
a+b=n−2
(a − b + 1)(a,b). (1)
Let
W1 =
(
W ⊗ (2))↑Sn
and
W2 =
(
W ⊗ (12))↑Sn ,
then
ξGn−2,2,0
(
UT3(F )
)= W1 + W2.
Let us consider W1. Firstly, we note that W1 =∑λn mλλ, where λ is a partition of height at most 3.
We observe that λ = (1) is not allowed as a partition of W1. If λ = (a), it comes from (a − 2) ⊗ (2)
with multiplicity 1, then due to Eq. (1), λ has total multiplicity a − 1. We observe that λ = (12) is
not allowed as a partition of W1. If λ = (a,1), it comes from (a − 1) ⊗ (2) or (a − 2,1) ⊗ (2), with
multiplicity 1, then due to Eq. (1), λ has total multiplicity a + a − 2 = 2(a − 1). If λ = (a,b), it comes
from (a,b − 2) ⊗ (2), (a − 1,b − 1) ⊗ (2), or (a − 2,b) ⊗ (2), with multiplicity 1, then due to Eq. (1),
λ has total multiplicity a − b + 3 + a − b + 1 + a − b − 1 = 3(a − b + 1). We observe that λ = (13)
is not allowed as a partition of W1. If λ = (a,12), it comes from (a − 1,1) ⊗ (2) with multiplicity 1,
then due to Eq. (1), λ has total multiplicity a − 1. If λ = (a,b,1) and b  2, then it comes from
(a,b−1)⊗ (2) or (a−1,b)⊗ (2), each with multiplicity 1, then due to Eq. (1), λ has total multiplicity
a − b + 2+ a − b = 2(a − b + 1).
Now we compute W2. We note that W2 =∑λn mλλ, where λ is a partition of height at most 4.
We observe that λ = (a) is not allowed as a partition of W2. If λ = (a,b), it comes from (a − 1,b −
1) ⊗ (12) with multiplicity 1, then due to Eq. (1), λ has total multiplicity a − b + 1. If λ = (a,b,1),
it comes from (a,b − 1) ⊗ (12) or (a − 1,b) ⊗ (12), with multiplicity 1, then due to Eq. (1), λ has
total multiplicity a − b + 2 + a − b = 2(a − b + 1). If λ = (a,b,12), it comes from (a,b) ⊗ (12) with
multiplicity 1, then due to Eq. (1), λ has total multiplicity a − b + 1.
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mλ =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
n − 1 if λ = (n),
3(n − 1) − 2 if λ = (n − 1,1),
4(a − b + 1) if λ = (a,b) and b 2,
3a − 1 if λ = (a,12),
4(a − b + 1) if λ = (a,b,1),
a − b + 1 if λ = (a,b,2),
a − b + 1 if λ = (a,b,12).
Now the proof follows once we add ξGn−1,1,0(UT3(F )) and ξGn−1,0,1(UT3(F )). 
5. Y -proper graded cocharacters of U T4(F )
Now we want to work with UT4(F ). In this case we calculate multiplicities for partitions (a,b)
and (a,1b), a  1, b  0. Instead, we will suggest the algorithm for partitions (a,b, c), a  b  c  0,
(a,b, c,1), a b  c  1, (a,b, c,2), a b c  2, (a,b, c,3), a b c  3, (a,b, c,2,1), a b c  2.
Theorem 5.1. Let n 3, then
γ
Z4
n
(
UT4(F )
)= 3n + 2n−1n(n − 1) + 3n−3n(n − 1)(n − 2).
Moreover, if we consider partitions (a,1b), a 1 and b 0, then
ξ
Z3
n
(
UT4(F )
)=∑
λn
mλλ,
where
mλ =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
7 if λ = (3),
a2+a+4
2 if λ = (a) and a 4,
11 if λ = (2,1),
2a2 + a + 2 if λ = (a,1) and a 3,
7a2+a+2
2 if λ = (a,12) and a 2,
7a2+a+2
2 if λ = (a,13) and a 1,
2a2 + a if λ = (a,14) and a 1,
a(a+1)
2 if λ = (a,15) and a 1.
Proof. Let n 3 and G = Z4, then the good sequences are (1), (2), (3), (1,1), (1,2) and (1,1,1) that
correspond respectively to the normal semistandard commutators
[
z1, y1, . . . , yn−1
]
,[
z2, y1, . . . , yn−1
]
,[
z3, y1, . . . , yn−1
]
,
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z1σ (1), yi1 , . . . , yik
][
z1σ (2), y j1 , . . . , y jl
]
, σ ∈ S2,[
z1, yi1 , . . . , yik
][
z2, y j1 , . . . , y jl
]
,
[
z2, yi1 , . . . , yik
][
z1, y j1 , . . . , y jl
]
,[
z1σ (1), yi1 , . . . , yik
][
z1σ (2), y j1 , . . . , y jl
][
z1σ (3), yv1 , . . . , yvm
]
, σ ∈ S3,
where
{i1, . . . , ik} ∪ { j1, . . . , jl} = {1,2, . . . ,n − 2}, k + l = n − 2
and
{i1, . . . , ik} ∪ { j1, . . . , jl} ∪ {v1, . . . , vm} = {1,2, . . . ,n − 3}, k + l +m = n − 2.
We have:
γ Gn−1,1,0,0 = γ Gn−1,0,1,0 = γ Gn−1,0,0,1 = 1
and
γ Gn−2,2,0,0 = γ Gn−2,1,1,0 = 2n−1.
Standard combinatorial facts allow us to say:
γ Gn−3,3,0,0 = 6
n−3∑
i=0
n−3−i∑
j=0
(
n − 3− i
j
)(
n − 3
i
)
= 2 · 3n−2.
By Proposition 2.6 we have:
γ Gn
(
UT4(F )
)= 3n + 2n−1n(n − 1) + 3n−3n(n − 1)(n − 2).
Now we focus on cocharacters. Obviously,
ξGn−1,1,0,0
(
UT4(F )
)= (n − 1) ⊗ (1) ⊗ ∅ ⊗ ∅,
ξGn−1,0,1,0
(
UT4(F )
)= (n − 1) ⊗ ∅ ⊗ (1) ⊗ ∅,
ξGn−1,0,0,1
(
UT4(F )
)= (n − 1) ⊗ ∅ ⊗ ∅ ⊗ (1).
ξGn−2,2,0,0(UT4(F )) and ξGn−2,1,1,0(UT4(F )) have the same decomposition; we obtain this decompo-
sition by Theorem 4.4:
ξGn−3,3,0,0
(
UT4(F )
)= n−3∑
s=0
n−s∑
t=0
(
(s) ⊗ (t) ⊗ (n − 3− s − t))↑Sn−3 ⊗ ((2) + (13)+ (2,1))⊗ ∅ ⊗ ∅.
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W =
n−3∑
s=0
n−s∑
t=0
(
(s) ⊗ (t) ⊗ (n − 3− s − t))↑Sn−3 = ∑
a+b+c=n−3
a∑
i1=b
b∑
i2=c
(i1 − i2 + 1)(a,b, c). (2)
Let
W1 =
(
W ⊗ (3))↑Sn ,
W2 =
(
W ⊗ (13))↑Sn ,
and
W3 =
(
W ⊗ (2,1))↑Sn ,
then
ξGn−3,3,0,0
(
UT4(F )
)= W1 + W2 + W3.
Let us consider W1. Firstly, we note that W1 =∑λn mλλ, where λ is a partition of height at
most 4. We observe that λ = (1), (2), (3) are not allowed as partitions of W1. If λ = (a), a  4, it
comes from (a − 3) ⊗ (3) with multiplicity 1, then due to Eq. (2), λ has total multiplicity (a−2)(a−1)2 .
We observe that λ = (12), (2,1) are not allowed as partitions of W1. If λ = (3,1), it comes from
(1) ⊗ (3) with multiplicity 1, then due to Eq. (2), λ has total multiplicity 3. If λ = (a,1), a  4, it
comes from (a − 3,1) ⊗ (3) or (a − 2) ⊗ (3), with multiplicity 1, then due to Eq. (2), λ has total
multiplicity (a)(a−1)2 + (a − 3)(a − 1). We observe that λ = (13), (2,12) are not allowed as partitions
of W1. If λ = (3,12), it comes from (1,1) ⊗ (3) with multiplicity 1, then due to Eq. (2), λ has total
multiplicity 3. If λ = (a,12), a 4, it comes from (a−3,12)⊗(3) or (a−2,1)⊗(3), with multiplicity 1,
then due to Eq. (2), λ has total multiplicity (a−3)(a−2)2 + (a)(a − 2). In the same way λ = (14), (2,13)
are not allowed as partitions of W1 and λ = (3,13) has total multiplicity 1. If λ = (a,13), a  4, it
comes from (a − 2,12) ⊗ (3), with multiplicity 1, then it has total multiplicity (a−2)(a−1)2 .
Now we compute W2. We note that W2 =∑λn mλλ, where λ is a partition of height at most 6.
We observe that λ = (a,b), a  1 and b  0 is not allowed as a partition of W2. If λ = (a,12), a  1,
it comes from (a − 1) ⊗ (13), with multiplicity 1, then due to Eq. (2), λ has total multiplicity (a)(a+1)2 .
If λ = (14), it comes from (1)⊗ (13), with multiplicity 1, then λ has total multiplicity 3. If λ = (a,13),
a 2, it comes from (a− 1,1)⊗ (13) or (a)⊗ (13), with multiplicity 1, then due to Eq. (2), λ has total
multiplicity (a − 1)(a + 1) + (a+1)(a+2)2 . If λ = (15), it comes from (12) ⊗ (13), with multiplicity 1 and
then the total multiplicity is 3. If λ = (a,14), a  2, it comes from (a − 1,12) ⊗ (13) or (a,1) ⊗ (13),
with multiplicity 1, then λ has total multiplicity a(a−1)2 + a(a + 2). If λ = (a,15), a 1, it comes from
(a,12) ⊗ (13), with multiplicity 1, then due to Eq. (2), λ has total multiplicity a(a+1)2 .
Now compute W3. We note that W3 =∑λn mλλ, where λ is a partition of height at most 5.
We observe that λ = (a), a  1 is not allowed as a partition of W3; also (1,1) and (2,1) are not
allowed. If λ = (a,1), a  3, it comes from (a − 2) ⊗ (2,1), with multiplicity 1, then due to Eq. (2),
λ has total multiplicity a(a−1)2 . If λ = (2,12), it comes from (1) ⊗ (2,1), with total multiplicity 3. If
λ = (a,12), a  3, it comes from (a − 2,1) ⊗ (2,1) or (a − 1) ⊗ (2,1), with multiplicity 1, then due
to Eq. (2), λ has total multiplicity a(a − 2) + a(a+1)2 . λ = (14) is not allowed as a partition of W3. If
λ = (2,13), it comes from (12) ⊗ (2,1), with total multiplicity 3. If λ = (a,13), a  3, it comes from
(a−2,12)⊗ (2,1) or (a−1,1)⊗ (2,1), with multiplicity 1, then due to Eq. (2), λ has total multiplicity
(a−2)(a−1)
2 + (a− 1)(a+ 1). λ = (15) is not allowed as a partition of W3. If λ = (a,14), a 2, it comes
from (a − 1,12) ⊗ (2,1), with multiplicity 1, then due to Eq. (2), λ has total multiplicity a(a−1)2 . Now
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mλ =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
a2−3a+2
2 if λ = (a) and a 4,
2a2 − 5a + 3 if λ = (a,1) and a 3,
7a2−11a+6
2 if λ = (a,12) and a 2,
7a2−3a+2
2 if λ = (a,13) and a 2,
2a2 + a if λ = (a,14) and a 1,
a(a+1)
2 if λ = (a,15) and a 1.
Now the proof follows once we add
ξGn−1,1,0,0
(
UT4(F )
)
,
ξGn−1,0,1,0
(
UT4(F )
)
,
ξGn−1,0,0,1
(
UT4(F )
)
,
ξGn−2,2,0,0
(
UT4(F )
)
,
ξGn−2,1,1,0
(
UT4(F )
)
. 
Theorem 5.2. Let n 3, if we consider partitions (a,b), a 1 and b 0, then
ξ
Z4
n
(
UT4(F )
)=∑
λn
mλλ,
where
mλ =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
7 if λ = (3),
a2+a+4
2 if λ = (a) and a 4,
11 if λ = (2,1),
2a2 + a + 2 if λ = (a,1) and a 3,
11 if λ = (2,2),
31 if λ = (3,2),
60 if λ = (4,2),
9a2−13a+4
2 if λ = (a,2) and a 5,
15a2−23a
2 if λ = (a,3) and a 6,
3a2 − 1 if λ = (a,a) and a 3,
6a2 − 6a − 5 if λ = (a,a − 1) and a 4,
3(3a2 − 6a − 4) if λ = (a,a − 2) and a 5,
ab(a − b + 4) + b−22 (−3b − 3a + 5) − 1 if λ = (a,b) and a,b 3, a − b 3.
Proof. As well as in the proof of Theorem 5.1 we have to compute
ξGn−3,3,0,0
(
UT4(F )
)= W1 + W2 + W3.
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previous theorem.
We consider ﬁrstly W1, then W1 =∑λn mλλ, where λ is a partition of height at most 4. We
observe that λ = (2,2) is not allowed as a partition of W1. If λ = (3,2) it comes from (2) ⊗ (3) with
multiplicity 1, then due to Eq. (2), it has total multiplicity 6. If λ = (4,2) it comes from (3) ⊗ (3) or
(2,1) ⊗ (3), with multiplicity 1, then due to Eq. (2), it has total multiplicity 10+ 8 = 18. If λ = (a,2),
a 5, it comes from (a − 3,2) ⊗ (3) or (a − 2,1) ⊗ (3) or (a − 1) ⊗ (3), with multiplicity 1, then due
to Eq. (2), it has total multiplicity 32 (a − 1)(a − 4) + a(a − 2) + a(a+1)2 . If λ = (a,3), a  6, it comes
from (a − 3,3) ⊗ (3) or (a − 2,2) ⊗ (3) or (a − 1,1) ⊗ (3) or (a) ⊗ (3), with multiplicity 1, then
due to Eq. (2), it has total multiplicity 2(a − 1)(a − 5) + 32a(a − 3) + (a − 1)(a + 1) + (a+1)(a+2)2 . If
λ = (a,a), a  3, it comes from (a,a − 3) ⊗ (3), with multiplicity 1, then due to Eq. (2), it has total
multiplicity 2(a−2)(a+2). If λ = (a,a−1), a 4, it comes from (a,a−4)⊗ (3) or (a−1,a−3)⊗ (3),
with multiplicity 1, then due to Eq. (2), it has total multiplicity 52 (a − 3)(a + 2) + 32 (a − 2)(a + 1). If
λ = (a,a − 2), a 5, it comes from (a,a − 5) ⊗ (3) or (a − 1,a − 4) ⊗ (3) or (a − 2,a − 3) ⊗ (3), with
multiplicity 1, then due to Eq. (2), it has total multiplicity 3(a−4)(a+2)+2(a−3)(a+1)+a(a−2). If
λ = (a,b), a,b 3, a−b  3, it comes from (a,b−3)⊗ (3) or (a−1,b−2)⊗ (3) or (a−2,b−1)⊗ (3)
or (a − 3,b) ⊗ (3), with multiplicity 1, then due to Eq. (2), it has total multiplicity (a+2)(b−2)2 (a − b +
4) + (a+1)(b−1)2 (a − b + 2) + ab(a−b)2 + (a−1)(b+1)2 (a − b − 2).
Now we consider W2 = (W ⊗ (13))↑Sn . We note that λ = (a,b), for every a  1, b  0 is not
allowed as a partition of W2. So we can consider W3 = (W ⊗ (2,1))↑Sn . If λ = (2,2) it comes from
(1) ⊗ (2,1) with multiplicity 1, then due to Eq. (2), it has total multiplicity 3. If λ = (3,2) it comes
from (2) ⊗ (2,1) or (1,1) ⊗ (2,1), with multiplicity 1, then due to Eq. (2), it has total multiplicity
6 + 3 = 9. If λ = (4,2) it comes from (3) ⊗ (2,1) or (2,1) ⊗ (2,1), with multiplicity 1, then due to
Eq. (2), it has total multiplicity 10 + 8 = 18. If λ = (a,2), a  5, it comes from (a − 2,1) ⊗ (2,1) or
(a − 1) ⊗ (2,1), with multiplicity 1, then due to Eq. (2), it has total multiplicity a(a − 2) + a(a+1)2 .
If λ = (a,3), a  6, it comes from (a − 2,2) ⊗ (2,1) or (a − 1,1) ⊗ (2,1), with multiplicity 1, then
due to Eq. (2), it has total multiplicity 32a(a − 3) + (a + 1)(a − 1). If λ = (a,a), a  3, it comes from
(a− 1,a− 2)⊗ (2,1), with multiplicity 1, then due to Eq. (2), it has total multiplicity (a+ 1)(a− 1). If
λ = (a,a− 1), a 4, it comes from (a− 1,a− 3) ⊗ (2,1) or (a− 2,a− 2) ⊗ (2,1), with multiplicity 1,
then due to Eq. (2), it has total multiplicity 32 (a + 1)(a − 2) + a(a−1)2 . If λ = (a,a − 2), a 5, it comes
from (a − 1,a − 4) ⊗ (2,1) or (a − 2,a − 3) ⊗ (2,1), with multiplicity 1, then due to Eq. (2), it has
total multiplicity 2(a + 1)(a − 3) + a(a − 2). If λ = (a,b), a,b 3, a − b  3, it comes from (a − 1,b −
2) ⊗ (2,1) or (a − 2,b − 1) ⊗ (2,1), with multiplicity 1, then due to Eq. (2), it has total multiplicity
(a+1)(b−1)
2 (a − b + 2) + ab(a−b)2 .
Now the proof follows if we sum these partial results and once we add
ξGn−1,1,0,0
(
UT4(F )
)
,
ξGn−1,0,1,0
(
UT4(F )
)
,
ξGn−1,0,0,1
(
UT4(F )
)
,
ξGn−2,2,0,0
(
UT4(F )
)
,
ξGn−2,1,1,0
(
UT4(F )
)
. 
Remark 5.3. If we consider partitions (a,b, c), a b  c  0 we can repeat the same arguments of the
previous cases. Then we have to decompose (a,b, c) as a tensor product of (a1,b1, c1), a1  a, b1  b,
c1  c and a1 + b1 + c1 = a + b + c − 3, and one of (13), (2,1), (3).
If we suppose that a − b  3, b − c  3 and c  3, then we have to consider the follow-
ing decompositions into tensor products: (a,b − 3, c) ⊗ (3), (a,b, c − 3) ⊗ (3), (a − 3,b, c) ⊗ (3),
(a − 1,b − 1, c − 1) ⊗ (3), (a − 1,b − 1, c − 1) ⊗ (2,1) (two times), (a − 1,b − 1, c − 1) ⊗ (13),
(a − 2,b − 1, c) ⊗ (2,1), (a − 2,b − 1, c) ⊗ (3), (a − 1,b − 2, c) ⊗ (2,1), (a − 1,b − 2, c) ⊗ (3),
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(a − 1,b, c − 2) ⊗ (2,1), (a − 1,b, c − 2) ⊗ (3), (a,b − 1, c − 2) ⊗ (2,1) and (a,b − 1, c − 2) ⊗ (3).
For each decomposition we can use Lemma 4.2 and we obtain the required multiplicities.
If we consider partitions (a,b, c,1), a − b  2, b − c  2 and c  2, then we have to consider the
following decomposition into tensor products: (a−2,b, c)⊗ (3), (a−2,b, c)⊗ (2,1), (a,b−2, c)⊗ (3),
(a,b−2, c)⊗ (2,1), (a,b, c−2)⊗ (3), (a,b, c−2)⊗ (2,1), (a−1,b−1, c)⊗ (3), (a−1,b−1, c)⊗ (2,1)
(two times), (a − 1,b − 1, c) ⊗ (13), (a − 1,b, c − 1) ⊗ (3), (a − 1,b, c − 1) ⊗ (2,1) (two times), (a −
1,b, c−1)⊗ (13), (a,b−1, c−1)⊗ (3), (a,b−1, c−1)⊗ (2,1) (two times) and (a,b−1, c−1)⊗ (13).
Again by Lemma 4.2 we obtain the required multiplicities.
If we consider partitions (a,b, c,2), a − b  1, b − c  1, then we have to consider the following
decomposition into tensor products: (a − 1,b, c) ⊗ (3), (a − 1,b, c) ⊗ (2,1), (a,b − 1, c) ⊗ (3), (a,b −
1, c) ⊗ (2,1), (a,b, c − 1) ⊗ (3) and (a,b, c − 1) ⊗ (2,1).
If we consider partitions (a,b, c,3), a  b  c  3, we have only the decomposition (a,b, c) ⊗ (3),
and by Lemma 4.2 it has total multiplicity (a−b+1)2 ((b + 1)(a + 2) + c(c − 1)) + c2 (b(b + 1) − (a +
1)(a + 2)).
Finally If we consider partitions (a,b, c,2,1), a b  c  2, they can be obtained only by (a,b, c)⊗
(2,1), and by Lemma 4.2 it has total multiplicity (a−b+1)2 ((b+1)(a+2)+ c(c−1))+ c2 (b(b+1)− (a+
1)(a + 2)).
6. Conclusions
We consider the following deﬁnition:
Deﬁnition 6.1. Let ϕ and χ be characters of the symmetric group Sn . We consider the decompositions
of ϕ and χ into irreducible characters, say
ϕ =
∑
λn
mλλ, χ =
∑
λn
m′λλ
where mλ and m′λ are non-negative integers. We shall write
ϕ  χ if and only if mλ m′λ for all λ  n.
It is well known (see [4, Proposition 1]) that:
Theorem 6.2. Let A be a G-graded algebra with ordinary cocharacter sequence χn(A). Then
χn(A) χGn (A).
Using similar arguments we can state the following:
Theorem 6.3. Let A be a G-graded algebra with proper cocharacter sequence ζn(A) and with Y -proper graded
cocharacter sequence ξGn (A). Then
ζn(A) ξGn (A).
We consider now the following result of Drensky (see for example [10, Theorem 12.5.4]):
Proposition 6.4. Let A be a PI-algebra and χn(A) = ∑λn mλ(A)χλ its n-th cocharacter. Let ξp(A) =∑
νp kν(A)χν be its p-th proper cocharacter, then
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∑
ν∈S
kν(A),
where S = {ν = (ν1, . . . , νn) | λ1  ν1  λ2  ν2  · · · λn  νn}.
Notice that combining the previous results and Theorem 6.3 we are able, in principle, to provide
an upper bound for the ordinary cocharacter sequence of UT3(F ) and UT4(F ), at least for special
partitions. Let us see some examples.
Example 6.5. Let A := UT3(F ) with its ordinary cocharacter sequence χn(A) =∑λn mλχλ . We con-
sider the partition λ = (n − 2,12). We use Proposition 6.4, then λ comes from (n − 2,12) ⊗ 1,
(n − 3,12) ⊗ (1), . . . , (13) ⊗ (n − 3) or from (n − 2,1) ⊗ (1), (n − 3,1) ⊗ (2), . . . , (12) ⊗ (n − 2) where
(n − 2,12), (n − 3,12), . . . , (13) and (n − 2,1), (n − 3,1), . . . , (12) represent irreducible modules of
Γn(A). By Theorem 4.4 the total multiplicity is:
n−2∑
k=1
3k − 1+ 3k = 3n2 − 10n + 8.
Then
mλ  3n2 − 10n + 8.
Example 6.6. Let A := UT4(F ) with its ordinary cocharacter sequence χn(A) =∑λn mλχλ . We con-
sider the partition λ = (n − 2,12). We use Proposition 6.4, then λ comes from (n − 2,12) ⊗ 1,
(n − 3,12) ⊗ (1), . . . , (2,12) ⊗ (n − 4) or from (n − 1,1) ⊗ 1, (n − 2,1) ⊗ (1), . . . , (2,1) ⊗ (n − 3)
where (n − 2,12), (n − 3,12), . . . , (2,12) and (n − 1,1), (n − 2,1), . . . , (2,1) represent irreducible
modules of Γn(A). By Theorem 5.1 the total multiplicity is:
n−2∑
k=2
7k2 + k + 2
2
+
n−1∑
k=3
(
2k2 + k + 2)+ 11= (11/6)n3 − (11/2)n2 + (29/3)n − 18.
Then
mλ  (11/6)n3 − (11/2)n2 + (29/3)n − 18.
We mention that Example 6.5 may be compared with the result of the second author (see [3,
Theorem 4.5.1]).
Theorem 6.7. Let χGn (UT3(F )) =
∑
n1+n2+n3=n
∑
λ(i)ni mλ(1),λ(2),λ(3)χλ(1) ⊗ χλ(2) ⊗ χλ(3) be the n-th
graded cocharacter of U T3(F ) with the Vasilovsky grading. If we set for simplicity mλ(1),λ(2),λ(3) =m, then:
(1) m = (q+1)(r+1)(q+r+2)2 if λ(1) = (p + q + r, p + q, p), p,q, r  0, λ(2) = (1,1), λ(3) = ∅.
(2) m = (r + 1) if λ(1) = (q + r,q), q, r  0 and λ(2) = (1), λ(3) = ∅, or λ(3) = (1), λ(2) = ∅.
(3) m = 1 if λ(1) = (n) and λ(2) = λ(3) = ∅.
(4) m = 0 in all other cases.
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