Collective variable (CV) or order parameter based enhanced sampling algorithms have achieved great success due to their ability to efficiently explore the rough potential energy landscapes of complex systems. However, the degeneracy of microscopic configurations, originating from the orthogonal space perpendicular to the CVs, is likely to shadow "hidden barriers" and greatly reduce the efficiency of CV-based sampling. Here we demonstrate that systematic machine learning CV, through enhanced sampling, can iteratively lift such degeneracies on the fly. We introduce an active learning scheme that consists of a parametric CV learner based on deep neural network and a CV-based enhanced sampler. Our active enhanced sampling (AES) algorithm is capable of identifying the least informative regions based on a historical sample, forming a positive feedback loop between the CV leaner and sampler.
I. INTRODUCTION
Molecular dynamics (MD) simulations are an essential tool to understand the equilibria and kinetics of complex systems and processes, such as protein folding 1 , drug binding 2 , phase transitions 3 , glass states 4,5 , etc. Sampling equilibrium states and conformational changes requires the exploration of a "rough" high-dimensional potential energy surface (PES), on which stable configurations are separated by relatively high barriers. This leads to an exponential growth of equilibration time in an MD simulation. To avoid trapping in local minima, various enhanced sampling methods have been proposed to improve the sampling efficiency [6] [7] [8] [9] [10] [11] . One family of these methods including umbrella sampling 12 , metadynamics 7 , temperature accelerated MD 9 , etc., forces the exploration of low-probability states via a biasing of the probability distribution of select degrees of freedom (DOF). Such DOFs are refereed to as collective variables (CVs), which coarse-grain the high dimensional PES to a low dimensional free energy surface (FES).
An ideal set of CVs should retain the kinetic characteristics of the system [13] [14] [15] on the FES, which requires that the CVs precisely describe the low free energy regions, especially critical transition paths in between minima 15 . Determining a small number of CVs to globally preserve kinetic information is quite challenging, due to the non-uniform intrinsic dimensionalities 16 and non-linear local structures of these regions 17 . One natural approach for CV selection seeks to empirically construct CVs based on physical intuition and structure characteristics, which has achieved some successes [18] [19] [20] . Other efforts have been focused on determining or training CVs through dimension reduction on simulation data [21] [22] [23] [24] [25] [26] . The resulting CVs from both approaches are kept static throughout the entire enhanced sampling process.
For complex chemical systems, the static form of the CVs usually leads to problematic degeneracies. In the space orthogonal to the CVs 27 , potential energy barriers a.k.a. "hidden barriers" can separate important stable configurations. The transitions over hidden barriers that are shadowed by the chosen CVs are not observable on the FES. This phenomenon is called "orthogonal space degeneracy". When exploring the CV space, enhanced sampling algorithms only enhance the sampling of barrier crossing on the FES, while leaving transitions over hidden barriers unaffected. Therefore, enhanced sampling algorithms rely on CV selection methods to provide a set of less-degenerate CVs. Theoretically, the set of less-degenerate CVs can be constructed given either a prior understanding of the system 19, 28, 29 or a complete sampling of the system [22] [23] [24] [25] [26] . Yet in practice, it is very difficult to obtain this information in a finite amount of simulation time. Hence, to break degeneracy in orthogonal space, it is vital to establish a systematic and on-the-fly approach to CV construction for enhanced sampling algorithms.
This work introduces a new method, "active enhanced sampling" (AES), that systematically addresses orthogonal-space degeneracy by combining data-driven CV training and CV based enhanced sampling algorithms to improve CV quality on-the-fly.
II. DEGENERACY IN ORTHOGONAL SPACE: ALANINE DIPEPTIDE
Before explaining the methodology of AES, it is worthwhile to illustrate orthogonal space degeneracy by example. For this purpose the alanine dipeptide molecule was selected. As shown in Fig.( 1) , two Ramachandran dihedral angles (Φ, Ψ) are usually considered as proper CVs to map all stable configurations 16 of the alanine dipeptide. Part (a) shows three major basins,C7 eq , C5 and C7 ax , on the FES of Φ and Ψ. As a comparison, only two minima were located when the radius of gyration (Rg) and number of hydrogen bond (NH) (commonly employed when mapping biomolecule conformations 10,30,31 , see Methods) were selected as CVs, see Fig. ( 1) part (b). It is clear that C7 eq and C7 ax are degenerate with similar Rg and NH values, which greatly reduces the sampling efficiency of C7 ax , as illustrated in part (d). Denoting the C7 ax basin as A, we estimate the sampling efficiency via a normalized auto-correlation function (C(t)) of the indicator function with respect to A which measures the possibility of finding the system, with initial C7 ax configuration, staying in A at time t. Faster decay of C(t) suggests a shorter average time for the system to escape from C7 ax , and vice versa. Part (d) clearly shows that well-tempered metadynamics (WTM) 8 with Rg and NH produces a very slow decay of C(t), indicating that transitions between C7 ax and C7 eq /C5 are not enhanced due to degeneracy while applying Φ and Ψ removes the degeneracy. Thus C(t) decays much faster. Alanine dipeptide is one of a few known examples with a limited number of non-degenerate CVs. In general, constructing a small working set of such CVs is impossible without a thorough knowledge of the system. 
.., N s with N s as the total number of samples, and the associated Boltzmann probability p(s h n ), StKE determines a projection of f : s h n ∈ R N h → s l n ∈ R N l , such that the diffusion distance 24 between each pair of datapoints is optimally retained. StKE assumes the samples are generated from an implicit diffusion process. A
Markov chain is defined on {s
is a Gaussian kernel describing the Brownian motion transition probability from datapoint s h i to s h j within a finite time step and p(s h i ) is estimated via kernel density estimator. Normalizing L generates proper transition matrix M , i.e.
. It has been proven that in the limit of an infinite number of samples, M will weakly converge to the generator of the diffusion process 32 . Similar to tSNE 33 , StKE uses Kullback-Leibler divergence to estimate the similarity of M between the higher-dimension (M high ) and the lower-dimension (M low ) for all pairs of datapoints,
To ensure that StKE learns an explicit function form for the projection function f , we assume that f can be approximated by a parametric model We demonstrate the StKE with a toy problem ( Fig.( 2) (a) and (b)). High dimensional samples are generated from a 6D Gaussian matrix (64 Gaussians). Two StKE CVs were trained from these samples and projects the resampled points (see Methods) to the 2D space, as shown in part (a). In part (b), these two StKE CVs {q l } map the original 6D samples to the same 2D space. The scenario where two points are in the same cluster in 6D space is an example of two points belonging to the same basin, indicating higher transition probabilities between them. StKE clearly preserves such information since samples with respect to the same Gaussian in 6D space are grouped within one cluster. On the other hand, low transition probability between two samples from two distinct clusters is also preserved since the clusters are well separated.
B. Enhanced Sampling in AES
AES uses WTM, which fills the FES with a time-dependent biasing potential by depositing Gaussians on the fly along the simulation trajectory 7,8 , enhancing conformational changes. Compared to traditional metadynamics, Gaussian heights in WTM decrease as the FES fills up. In the long time limit, it has been proven that the biasing potential will eventually converge to the scaled inversed FES while the CV samples display a Boltzmann distribution at higher temperature 8, 34 . Decreasing Gaussian heights can also generate a more equilibrium-like simulation trajectory, therefore, compared to traditional metadynamics, unbiasing the samples to the correct ensemble distribution is easier in WTM 35, 36 , which is necessary for StKE to embed correctly with these samples.
C. AES as an Active Feedback Loop
Active learning is a semi-supervised learning algorithm to conductively query samples or 
IV. RESULTS

A. Alanine Dipeptide: illustrative Results
Alanine dipeptide in gas phase a simple yet non-trivial example to test sampling algorithms 8, 10, 11, 37 . Samples from a 100ns metadynamics simulation with Φ and Ψ were used to construct a benchmark FES ( Fig.( 1) , part(a)) with four minima (C7 eq , C5, C7 ax and α ).
In addition, two other dihedral angles, ω 1 and ω 2 are also important to capture the correct configuration-change kinetics 38 . These two dihedral angles, together with Φ and Ψ, are q h inputs to StKE (part(e)) for generating two CVs (StKE a and b). After 7 AES rounds, configurations were accumulated and unbiased, then mapped onto Φ and Ψ CVs to generate the FES (part(f)). This FES is highly consistent with the one shown in part (a). All four After this mapping, a FES with respect to these StKE CVs is constructed (part (c) and (g)). Again, all four minima, and more importantly the five most likely transition paths can be identified. This implies that StKE CVs can preserve important thermodynamics and dynamics information given complete samples.
As discussed earlier, selecting Rg and NH as CVs results in degeneracy between C7 eq and C7 ax . As shown in part (d), StKE CVs are able to completely separate samples from different clusters. StKE CVs from AES round 2, 3 and 7 were then used in WTM simulations to calculate C(t). Faster decay of C(t) with respect to the number of AES iterations indicates quality improvement of StKE CVs due to the increasing completeness of data samples.
Beyond AES round 3, C(t) decays as fast as the benchmark comparison, indicating that StKE CVs are as good as Φ and Ψ for preserving kinetic information in alanine dipeptide.
B. Met-Enkephalin: A non-trivial Test
Mapping both folded and unfolded conformations of peptide is another challenging problem 39 . AES was tested on the penta-peptide met-enkephalin (YGGFM) (part(e) of 4) in the gas phase which is an endogenous ligand of opioid receptors. StKE was used to compress all 10 Ramachandran dihedral angles to a two-dimensional representation. AES was initiated by a 20ns metadynamics simulation with Rg, NH and backbone-heavy-atom RMSD as CVs, followed by 8 AES rounds with 100ns metadynamics each using 2D StKE CVs (a and b) and
Rg. Part (a) of Fig.( 3) highlights the FES minimum where multiple degeneracies occurred with the StKE CVs generated in round 1 due to incomplete sampling, i.e. samples from round 2 located at this minimum formed a second cluster in Rg space. Updating StKE CVs with more samples in round 2 lifts the degeneracy by separating degenerate stable states, which clearly proves that the current StKE CVs are optimal and continue to improve with AES. Although ICVs generated from StKE guarantee few degeneracies between previously discovered states, it is possible that the most recent states, sampled since the last AES round, could be degenerate with previous states. In other words, this can also be viewed as extrapolation limitation for learning-based models in machine learning. To further improve the efficiency within one AES iteration, we introduce an additional physically intuitive CV (i.e. Rg). With only StKE CVs trained in round 1, metadynamics in round 2 can not enhance transitions between degenerated states in the minimum highlighted in part (a). With Rg, the degeneracy is partially resolved, as Rg is able to separate two of the three stable degenerated states suggested from StKE in AES round 2. This shows the Rg's ability to remove degeneracy is limited. Thus, improving StKE CVs to lift degeneracy is necessary.
The 3D FES generated by unbiased samples from total 820ns simulations in AES is shown in part (a) of Fig.( 4) while a FES from 1µs metadynamics simulation with Rg, NH and RMSD ("regular CVs") was presented in part(b). An order of magnitude fewer minima on the FES shown in part (b) indicates that these regular CVs are not able to separate meta-stable states, resulting in heavy degeneracies. On the other hand, AES generates CVs that are able to map out many meta-stable states, forming a rough and complicated free energy landscape.
Separating meta-stable states demonstrates the ability of StKE CVs to remove degeneracies.
Therefore, AES is more likely to sample high-free-energy states, as shown in part (c) and (d) in Fig.( 4) . These high-free-energy meta-stable states consist mainly of partially folded and unfolded structures that could be important for protein folding kinetics 40 . For example, structure III in part (d) is one partially folded meta-stable structure that was found by AES while WTM with regular CVs failed to sample this structure in a comparable simulation time.
The ability to sample unfolded/partially folded structures shows that AES can generate a more complete set of samples.
Since AES is able to iteratively remove degeneracies, a faster exploration of the confor- Although the high dimensional q h are dihedral angles in this work, other order parameters, even those from dimension reduction algorithms, can be adopted as generalized coordinates for further compression. Other than WTM, enhanced sampling methods, like temperature accelerated molecular dynamics driven adiabatic free energy dynamics 9,10 , adaptive biasing force 11 , and unified free energy dynamics 37 etc., can also be married with AES. Although the present examples are in gas phase, applying AES to condensed phase simulations is straightforward. {s h } are then mapped onto the updated StKE CVs to generate {s l } with which an initial biasing potential is generated, i.e. V init (q l (x)) = γ−1 γβ log( i w i e − q l (x)−s l
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where P 0 and E 0 are constant such that min V init = 0 and max V init equals the maximum biasing potential from the last WTM simulation. This initial biasing potential is then used in next WTM with q l . {s h } and {p(s h )} are accumulated through all previous rounds to generate next CVs and the whole history of{s h } and {w} is kept for updating V init .
B. Simulation Details of WTM
Alanine dipeptide and met-enkephalin were simulated by GROMACS 5 41 with opls_aa 42 force field and PLUMED 2 43 was used for WTM simulation. Velocity-verlet algorithm was used to integrate the motion equations with time step 1fs. Nose-Hoover thermostat 44, 45 was applied to control the simulation temperature T at 300K. In WTM, The Gaussian height deposited at time t is W e −U (q(x(t)),t)/k∆T where x(t), W , U , k and ∆T are the system Cartesian coordinates at t, initial height, biasing potential, Boltzmann constant and artificial scaling temperature. The covariance matrix of all Gaussians are the same and diagonal with different standard deviations (widths) of different CVs. The form of radius of gyration (Rg) is
where N b is the number of backbone heavy atoms andx is the molecule geometric center, while the form of number of hydrogen bond (NH) is i∈A j∈B (1 − r ij /r 0 ) 6 / (1 − r ij /r 0 ) 12 , where A contains all backbone amide oxygen atoms, B contains all backbone amide nitrogen atoms and r 0 = 0.35nm. For alanine dipeptide WTM simulation with Rg and NH, Gaussians were deposited every 100fs and the initial Gaussian height was 0.3kJ/mol. The width of Gaussians are 0.005nm for Rg and 0.05 for NH. The bias factor γ = (T + ∆T )/T for WTM is 6.0. The WTM with StKE CVs share the same deposition rate, Gaussian initial height, and bias factor. Gaussians widths are chosen to be 0.2 for both a and b direction such that the ratios between possible CV ranges and Gaussian widths are comparable between StKE CVs and regular CVs. Benchmark WTM simulation with Ramachandran dihedral angles shared the same metadynamics parameters, except that the Gaussians widths are 0.35rad. For met-enkephalin example, Rg, NH, and RMSD of backbone heavy atoms with respect to structure 1 were used in WTM, with Gaussians initial height 1.5kJ/mol and bias factor γ = 6.0. Gaussians were deposited every 500fs and their widths are 0.004nm (Rg), 0.2 (NH), and 0.004nm (RMSD). The WTM simulations in AES with StKE CVs and Rg share the same Gaussians' deposition rate, Gaussians' initial height, and bias factor while the Gaussians' widths are 0.004nm (Rg) and 0.1 (StKE a and b). Again, the ratios between possible CV ranges and Gaussian widths are comparable.
C. Computational Details of StKE and Generating Initial Biasing Potentials
To remove periodic boundary condition from dihedral angles, every dihedral angle θ is mapped onto a unit circle, i.e. (cos θ, sin θ), to form the inputs to a 3-layer MLP. The first two layers use hyperbolic tangent as activation function. Total number of parameters is 2N dih × 32 + 32 × 32 + 32 × 2, where N dih is the number of dihedral angles in the inputs.
For Alanine dipeptide example, in each AES round, resampling was performed on unbiased samples with r c = 0.2rad and T h = 3000K. StKE CVs were generated from a 5000-step training with σ P = σ K = 0.1. All historical dihedral angle samples were then mapped to the new set of StKE CVs and initial biasing potential was generated from kernel density estimation with Gaussian kernels whose width is 0.3 along both directions. In the metenkephalin example, r c in the resample step is 1.5rad and T h is 1500K. σ P = 0.3 and σ K = 0.7 were used in 5000-step StKE training. While building initial biasing potentials, Gaussian kernel's widths are 0.005nm (Rg) and 0.3 (StKE a and b).
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