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Abstract
Two-dimensional superconductors attract great interest both for their fundamental physics and
for their potential applications, especially in the rapidly growing field of quantum computing.
Despite intense theoretical and experimental efforts, materials with a reasonably high transition
temperature are still rare. Even more rare are those that combine superconductivity with a non-
trivial band topology, to potentially host exotic states of matter such as Majorana fermions. Here,
we predict a remarkably high superconducting critical temperature of 21-28 K in the easily exfoli-
able, topologically non-trivial 2D semimetal W2N3. By studying its electronic and superconducting
properties as a function of doping and strain, we find large changes in the electron-phonon inter-
actions that make this material a unique platform to study different coupling regimes and test
the limits of current theories of superconductivity. Last, we discuss the possibility of tuning the






























In recent years, superconductivity in two-dimensional (2D) systems has attracted great
and ever-increasing interest, thanks both to its relevance for fundamental physics under-
standing and its potential technological applications for emergent nanoscale devices such as
quantum interferometers, superconducting transistors, and superconducting qubits1–5.
After the ground-breaking work of Zhang et al., demonstrating in 2010 superconductivity
up to 1.8 K in a single Pb layer on Si(111)6, the field of highly crystalline 2D supercon-
ductors has developed rapidly, both theoretically and experimentally, moving from single-
layer metallic films deposited by molecular-beam epitaxy to intrinsically 2D monolayers de-
rived from weakly-bonded layered materials7–9. Electrostatically-doped or alkali-decorated
graphene was predicted soon after to undergo a superconducting transition10–13. Experi-
mental evidence of such transition has been reported for K-intercalated few-layer graphene
at 4.5 K14, for Ca-intercalated epitaxial graphene at 7 K15, as well as for Li-intercalated
graphene16,17.
More recently, superconductivity has been observed in gated few and single layers of
transition-metal dichalcogenides, with a critical temperature of 7.2 K for NbS2
18,19, around
5.3 K for NbSe2
18–21, 3 K for TiSe2
22 and between 7 and 12 K for MoS2
23–26. A surprising
enhancement of the superconducting transition temperature upon dimensional reduction has
also been reported for TaS2 from 0.5 to 2.2 K
27.
Various theoretical efforts have been made to find 2D superconductors with higher Tc,
including several doped 2D materials28–32 and intrinsic 2D metals33,34, with predicted tran-
sition temperatures ranging from 10 to 20 K. 2D boron allotropes35,36,recently realized, have
attracted considerable interest due to several theoretical predictions of a superconducting
transition at a temperature above liquid hydrogen37–42. However, unlike most of the afore-
mentioned materials, 2D boron allotropes cannot be obtained by exfoliation from van der
Waals-bonded 3D parents, but they have to be grown directly on a metal substrate. This
results in relatively strong interactions with the substrate, which are believed to suppress
the superconducting critical temperature down to 2 K43.
Independently from the quest for higher Tc, the search for materials combining non-
trivial topological properties with superconductivity has also been the subject of intense
investigations driven by the quest for exotic states of matter, such as Majorana fermions,
2
that can arise from the interaction between topological edge states and the superconducting
phase44–46. Recently, a great interest was aroused by the experimental confirmation of su-
perconductivity below 1 K in the electrostatically-doped 2D topological insulator WTe247,48.
In this paper we find, by mean of first-principles calculations, intrinsic superconductiv-
ity above the temperature of liquid hydrogen in monolayer W2N3. We discuss how such
system could be potentially tuned to exploit the coexistence of superconductivity and non-
trivial band topology, and highlight a very strong sensitivity of the electron-phonon coupling
with strain and doping that makes W2N3 a promising playground to test different coupling
regimes.
B. Structural, electronic and topological properties
Two-dimensional W2N3 has been recently identified in the first-principle calculations of
Mounet et al.49 as easily exfoliable from the layered hexagonal-W2N3 bulk; this later was first
reported experimentally by Wang et al. in 201250. The binding energy of monolayer W2N3
is 26.3 meV/Å2, very close to the values computed for the most common transition-metals
dichalcogensides, making it an ideal candidate for mechanical exfoliation.
Bulk hexagonal-W2N3 was believed to be metastable at ambient pressure
51, and its exis-
tence in an ordered layered structure has been recently questioned in favor of a disordered
W2.25N3 structure with partial occupations of the W sites
52. However, indisputable experi-
mental evidence of an ordered layered structure has recently been provided, as well as the
possibility of exfoliation down to the monolayer53,54.
FIG. 1: Crystal structure of W2N3 as seen from the x axis (a), the y axis (c) and the z axis
(b). The primitive cell is also shown.
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The crystal structure of 2D W2N3 is schematically represented in Fig.1. The material
is characterized by an hexagonal unit cell with a P-6m2 space group where the two six-
coordinated W atoms occupies the 3c(0, 1/2, 1/2) Wyckoff sites, two three-coordinated N
anions occupies the 3d(1/2, 0, 0) sites while a central five-coordinated N occupy the 1b(1/2,
1/2, 1/2) site.
We optimized the 2D structure using density-functional theory in the GGA-PBE approximation55
with plane waves and norm-conserving pseudopotentials56, as implemented in the Quantum-
ESPRESSO distribution57. The plane wave kinetic energy cutoff is 80 Ry and the structural
optimization is performed until forces on atoms are less than 10 meV/Å2. The Brillouin zone
(BZ) has been sampled with a uniform unshifted 16×16×1 k-point mesh58 and a Gaussian
smearing of 0.01 Ry has been adopted, to deal with the metallic character of the mate-
rial. 40 Å of vacuum separate periodic layers to avoid spurious interactions. Calculations
have been carried out both with and without spin-orbit coupling (SOC). The optimized
theoretical equilibrium in-plane lattice parameter is 2.912 Å (without SOC) and 2.898 Å
(including SOC), both very close to the measured bulk value of 2.890 Å50, hinting again at
the weakness of the interlayer interactions.
FIG. 2: a) Electronic band structure along a high-symmetry path with (black) or without
(red) spin-orbit coupling. Note the non-trivial opening of local gaps at around 0.6 eV
above the Fermi energy (solid green line). b) Band structure showing the major orbital
contributions. Bands arise from a strong hybridization of d states from the W atoms and p
states from the outermost N atoms. The color code is proportional to the prevalent
character of the band (W d in red, N p in blue).
We show in Fig.2 the calculated band structure along a high-symmetry path, respectively
with and without SOC. The major contributions near the Fermi level come from the W d
bands, that are strongly hybridized with the outermost p-states of the N atoms in the (3d)
position. (see Fig.2 b)). Spin-orbit coupling splits the degeneracy of the 2 states lying
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0.5-0.6 eV above the Fermi energy and, noticeably, it opens a gap in the nodal line around
Γ giving origin to a non-trivial band gap of 0.1 eV approximately 0.6 eV above the Fermi
energy. The topologically non-trivial nature of this material, first proposed by Wang et al.59
on the basis of symmetry considerations, is related to existence of a mirror Chern number
as discussed in more details in the supplementary information (S.I.).
FIG. 3: Projected edge states for a (1, 0) W2N3 nanowire studied using a repeated
non-primitive 4-atoms rectangular unit cell. The topologically protected states can be
identified closing the gap at the zone border 0.5 eV above the Fermi level.
To highlight the topological nature of monolayer W2N3 we report in Fig.3 the projected
edge states for a (1,0) nanowire. The calculation has been performed for a non primitive,
4-atom rectangular unit cell, using WannierTools60 with a tight-binding model based on
maximally localized Wannier functions, computed by Wannier9061. At the Kohn-Sham
DFT level, the unpopulated topological edge states can be found between 0.4 and 0.6 eV
above the Fermi energy connecting at the high-symmetry points at the zone border. These
states, once occupied, might interact with the superconducting state, possibly giving rise to
more exotic features.
C. Intrinsic electron-phonon coupling
To study the superconducting properties of 2D W2N3 we start by computing the phonon
dispersions with density-functional perturbation theory62 on a 8×8 mesh of q-points in the
Brillouin zone. For the electron-phonon coupling coefficients we employ two independent
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methods: 1) a direct calculation on a dense electronic k-mesh followed by a linear interpo-
lation of linewidths on a dense phonon grid directly in Quantum ESPRESSO, 2) a Wannier
interpolation as implemented in the EPW code63–65. In the first case we use a 192×192
k-point electronic grid and interpolate on a 96×96 q-point phonon grid, estimating the
transition temperature with a standard McMillan-Allen-Dynes formula66,67. With EPW, we
solve instead the Migdal-Eliashberg equations68 both in the isotropic and anisotrpic approx-
imations to obtain the superconducting gap and its temperature evolution. For the isotropic
Eliashberg equations we use 192×192 and 96×96 k- and q-point grids respectively, while
for the more demanding anisotropic case we halve both grids. In all cases 1 eV cutoff for
the Matsubara frequency is chosen to be five times the largest phonon frequency, and the
Dirac delta functions are replaced by Lorentzians of widths 50 and 0.5 meV for electrons
and phonons, respectively. A value of 0.16 is used for the screened Coulomb parameter µ∗
(this semiempirical screened Coulomb parameter is usually taken between 0.05 and 0.2 for
2D materials with a mean value of 0.111,12,37–42). A lower value of µ∗ typically implies an
increase in the critical transition temperature and we verified the sensitivity of our results
showing an increase of at most 10% in Tc when µ
∗=0.1 is chosen for the undoped case.
The phonon dispersion relations and the respective electron-phonon linewidths are re-
ported in Fig.4 a), together with the phonon density of states and the Eliashberg function
as a function of energy. We can recognize two main contributions to the electron-phonon
interactions; the first comes from the longitudinal and shear horizontal acoustic modes near
the center of the Brillouin zone, where the coupling is strong enough to renormalize the
phonon frequencies and induce an anomaly in the dispersions, signaling an incipient charge-
density-wave instability. The second one comes from the optical phonon modes at the zone
center, with frequencies of 330 and 400 cm−1, showing respectively the largest and the second
largest overall linewidths. Both modes are characterized by a modulation of the in-plane
bond between the outermost N atoms and the W ones.
We report in figs. 5 the momentum-dependent electron-phonon couplings λk and the su-
perconducting gap ∆k at 10 K. Both quantities display a similar anisotropy, with their
maximum along the Γ-K direction, where the two concentric outermost and innermost
hexagonally-warped Fermi lines find preferential nesting around Γ. The coupling is nearly
20% weaker in the Γ-M direction and more than 25% weaker in the other two bands. A
more distinct difference in the magnitude of the coupling and the superconducting gap can
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FIG. 4: a) Phonon dispersions phonon linewidths (magnified by a factor 10) along a
standard high-symmetry path. b) Eliashberg function and phonon density of states as a
function of the phonon energy. The most important contributions to the electron-phonon
interaction come from an optical mode modulating in-plane the outermost N-W bond, and
from the two lowest acoustic modes (longitudinal and shear horizontal) near the middle of
the Γ-M and Γ −K paths. c) Eigenvectors of the two phonon modes at 330 and 400 cm−1
mostly responsible for the electron-phonon coupling in the optical region.
FIG. 5: a) Momentum-dependent electron electron-phonon coupling constant (λk) over the
full Brillouin zone and b) momentum-dependent superconducting band gap at 10 K
projected on the Fermi lines. Both the electron-phonon coupling and the gap are sensibly
anisotropic with the largest components along the Γ-K direction in the two central rings
around
instead be noticed with the pockets around the M point, characterized by a much weaker
coupling (almost 50% weaker) hinting towards a two-gap structure, even if this structure is
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not particularly evident in the distribution of the momentum dependent superconducting
gap (see Fig. 6 due to a partial overlapping in the magnitude distribution of the two gaps.














FIG. 6: Evolution of the superconducting gap ∆k as a function of temperature, computed
by solving the Migdal-Eliashberg equations in the isotropic approximation (red dots and
dashed line interpolation) and with a fully anisotropic solution where the grey histograms
show the magnitude distribution of the momentum-dependent superconducting gap and
the gray dashed line interpolates the centers of the histograms.
Figure 6 shows the evolution of the superconducting gap as a function of temperature,
computed by solving the Migdal-Eliashberg equations in both the isotropic and in the fully
anisotropic approximations. The transition temperature is identified as the lowest temper-
ature at which a vanishing of the superconducting gap is observed. The superconducting
transition temperature computed within the isotropic approximation is higher (28 K) than
the one computed with the fully anisotropic one (21 K); this latter in turn agrees well with
the value obtained from the simpler Allen-Dynes estimate (20.4 K), using the same code
and dense electron and phonon grids. The value is also very close with the one obtained
from brute force integration and linear interpolation with Quantum ESPRESSO (19.4 K).
We can conclude that even the lowest estimate presented here would be record-high for a
2D material, making intrinsic W2N3 a very promising solution for high-temperature super-
conductivity in 2D.
D. Strain and doping
At variance with bulk systems, 2D materials offer a greater possibility of manipulation
by doping or by applying an external strain. Both those approaches have been used or
proposed to tune the superconducting properties of mono- and bi-layers, either by electro-
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static gating19,25,27, intercalation11,13,29,31 or strain34,42. In this Section we study how strain
and doping can be used to tune the electron-phonon interactions in W2N3 to either reach
regimes of extreme coupling on the edge of a charge-density-wave instability, or possibly
take advantage of W2N3 topologically non-trivial nature.
b)
FIG. 7: a) Evolution of the electron-phonon coupling constant λ and the logarithmically
weighted frequency ωlog as a function of isostatic strain. b) Evolution of the
superconducting transition temperature computed with the Allen-Dynes approximation
and with two different standard values for the screened coulomb interaction µ∗.
Strains up to few % can be easily achieved in two dimensional materials by mechanical
manipulation or substrate effects and, in Fig. 7 we report the effects of a compressive and
expansive isostatic deformation of the lattice parameter on the integrated electron-phonon
coupling constant λ, the logarithmic frequency ωlog and the superconducting transition tem-
perature Tc estimated with the Allen-Dynes formula and the direct integration method
detailed in the previous paragraph. The contraction of the lattice parameter brings a rela-
tively slow decrease in the electron-phonon coupling constant that goes from λ=1.9 in the
unstrained case down to λ=1.0 with a 2% compression. The decrease in λ is accompanied
by an increase in ωlog, signaling a diminishing role of the acoustic modes against a fairly
constant coupling and blue shift of the optical modes. This compensation effect is reflected
in the behavior of the superconducting transition temperature that shows a weaker decline
from 19 to 12 K in the same strain range. On the other hand, even moderate expansions of
the lattice parameter rapidly show dramatic effects on the electron-phonon couplings with
λ jumping to a value of 3.5 with at 1% expansion. Such value would represent an abso-
lute record, considerably higher than the highest electron-phonon coupling ever observed in
nature (λ=2.6 in bismuth-lead alloys), and the experimental study of such extreme regime
would very precious to understand the limitation of our current theories of superconductivity.
Unsurprisingly for higher strains the system becomes unstable with a transformation into
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a charge-density-wave driven by the highly interacting acoustic modes. A direct example
of the effect of the strain on the phonon dispersions can be observed in Fig. 8 highlighting
how an expansion of 1% in the lattice parameter induces a strong anomalous softening of
the acoustic modes. The details on the effects of strain on the structure, phonon dispersions
and electron-phonon couplings can be found in the S.I.
























FIG. 8: Phonon dispersions along a standard high-symmetry path as a function of 1%
compressive (blue) and 1% expansive (orange) isostatic strain compared with the
unstrained case (black). The compression of the in-plane lattice parameter slightly stiffens
the optical and the acoustic modes, while expansion softens both the optical modes and,
more dramatically, the acoustic modes near the middle of the Brillouin zone, producing a
more distinct anomalous kink in the phonon dispersions pointing to the incipient
instability.
In W2N3 heavy electron doping would be crucial to potentially exploit its topological
properties, since the topologically protected bands appear far above the Fermi energy of the
undoped material. We investigate the effects of doping by introducing additional fractions
of electron in the unit cell, compensated by a uniform background jellium, recomputing in
each case the phonons and the phonon-induced potential response. This approach has been
benchmarked by comparing it with a calculation in which actual lithium atoms absorbed on
the surface (see S.I.). While hole doping rigidly shifts the band structure, electron doping
has a more dramatic and non-trivial effect on the band structure, leading to the formation
of free-electron-like bands, with parabolic dispersion centered at the Γ-point. These bands
are reminiscent of the interlayer states observed in alkali-intercalated graphite69–71. These
bands don’t give any substantial contribution to the charge density within the material;
as such they don’t interact significantly with the phonons of the monolayer and thus their
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presence does not alter the nature of the electron-phonon couplings, that is still very much
dominated by the hexagonally-warped states around the zone center. In the same way they
don’t interfere significantly with the presence of the edge states that should persist despite a
likely overall break of the mirror symmetry induced by the most common doping methods.
The effects of doping are summarized in Figs. 9 and 10, a moderate hole doping sensibly
increases the electron-phonon coupling, leading to a softening of the acoustic modes similar
to the one observed for expansive strain (Fig.9) ultimately leading to a structural instability
at a doping level above 0.175 holes per unit cell.
























FIG. 9: Phonon dispersions along high-symmetry paths as a function of electron (negative)
and hole (positive) doping.
At the very high electron doping regimes (0.8-1.0 electron per unit cell) achievable by
alkali-metals intercalation and necessary to fill the topologically protected bands, the super-
conducting transition temperature deteriorates significantly, due to the dramatic decrease
in the electron-phonon coupling constant as a consequence of the reduced nesting size in
the central bands. The transition temperatures in this regime depend dramatically on the
doping and the value of the screened coulomb interaction µ∗ ranging from 0.4 to 1.6 K
for µ∗=0.16 and from 2 to 4.4 K for µ∗=0.1. These values are in any case comparable or
in some case significantly higher than the transition temperature for the topologically non
trivial WTe2 (0.9 K), for which W2N3 could represent a valuable alternative.
Furthermore, the strong dependence that electron-phonon couplings show with respect to
both doping and strain in 2D W2N3 makes this material a unique platform to study different




FIG. 10: a) Evolution of the electron-phonon coupling constant λ and the logarithmically
weighted frequency ωlog as a function of doping. b) Evolution of the superconducting
transition temperature computed with the Allen-Dynes approximation using two different
typical values for the screened Coulomb interaction µ∗
E. Conclusions
In summary, we have discussed the topological and superconducting properties of W2N3
monolayer recently identified as easily exfoliable49 from its 3D parent compound and unveiled
its rich physics. We predict a record-high transition temperature for a conventional phonon-
mediated 2D superconductor of 21 K with fully anisotropic solution the Migdal-Eliashberg
equations. We also highlight the effects of biaxial strain on the electron-phonon couplings
and predict the marked dependence of the electron-phonon coupling constant, that makes 2D
W2N3 a very promising platform to study different interaction regimes and test the limits
of current theories of superconductivity. Finally, we discuss its topologically non-trivial
bands resulting in unoccupied helical edge states 0.5 eV above the Fermi level; the material
could be doped to fill such states and superconductivity would persists, even if with a much
reduced transition temperature, making W2N3 also a viable candidate in the quest of exotic
state of matter.
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