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Abstract
The behaviour of elective surgery waiting lists is complex and poorly understood. Yet, it
would be wrong to believe that there is nothing that could be done to reduce the risk of
patients waiting excessively.

Indeed, some commentators have suggested excessive

waiting times are avoidable, and that their existence is evidence of poor management
practice. Although this may be true in some situations, other evidence points to a lack of
adequate information being available to patients, doctors and managers when they are faced
with a clinical or managerial decision.
Problems with waiting list data have been recognised for many years, and there
have been many efforts to improve data quality and reliability. More recently, initiatives
have focussed on giving patients, doctors and managers the waiting list information that
they need, at the time they need it. One specific area of work has been the development of
computer models (or decision support systems) aimed at supporting waiting list
management. The software enables surgeons and managers to assess the effects of different
planning decisions on waiting list behaviour. Work overseas in this area has revealed the
potential o f these models, but no such work appeared to have been undertaken within
Australia. This led to the first issue examined in this thesis:
Could a decision support system (DSS) assist the planning o f actions that were
aimed at changing waiting list behaviour, such as reducing excessive waiting times,
within an Australian context?

Another area of work has focussed on using waiting time statistics to inform
patients about how long they might expect to wait. This area had seen a flourish of activity
in both Australia and overseas. In particular, Government web-sites have been established
to disseminate waiting time information to patients and GPs to assist their referral
decisions. However, using waiting time statistics in this way is not a trivial exercise. There
is no single interpretation of what information patients or doctors need, and a review of
statistical issues involved raises concerns about whether accurate inferences can be made
from commonly presented waiting time statistics. This led to the second issue examined
in this thesis:
how accurate are different types o f waiting list statistics when someone is using
them to make an inference about a patient’s waiting time?

XVII

The development o f a decision support system for use in Australian hospitals posed
a number o f issues. All the waiting list models identified from the literature covered both
outpatient and inpatient waiting lists. This structure was not considered applicable to
Australia, as surgeons generally see patients referred by GPs in their private rooms, not
within a hospital. However, it was not clear that modelling just the inpatient waiting list
would be effective. In addition, despite the potential of decision support systems, the
literature made it clear that their successful implementation would not be easy. Researchers
had documented numerous barriers to their use, ranging from lack o f data, and poor levels
o f computer literacy to organisational cultures that do not value adding an analytical
perspective to decision making processes. There were also issues around what type o f
model might be most suitable.
The initial model was developed in collaboration with staff from a hospital in
Canberra and from the Australian Institute o f Health and Welfare. After discussions with
relevant staff, it was decided the model should support medium-term planning activities
that arise (for example) when (1) a significant waiting list problem is identified; or (2) when
an organisational change will impact on activity, and hence waiting lists. It was also
decided that the model should support a “what if?” approach to decision support, enabling
users to examine different scenarios rather than suggest an optimal solution.
The developed software was assessed in two stages at the three sites (two hospitals
and one Area Health Service). In each case, it was applied to a similar problem (how to
reduce excessive waiting times) but the sites had slightly different management approaches,
and operated under different State policies. The evaluation provides evidence to support
the adoption o f a waiting list DSS within Australian hospitals. It was regarded as providing
greater insight than had been hitherto possible into waiting list dynamics, and was regarded
as a valid representation of the waiting list structure at the test sites. None o f the hospitals
had tools that enabled such analysis. This positive reaction is also evidence that a model
containing only the inpatient stage of the elective surgery process could be effective.
Three features o f the model appeared to contribute to its success. First, the ability
to allow users to define their own waiting list (urgency) categories proved necessary, not
only to capture the way in which patients move through a waiting list at different rates, but
because differences remain between States and Territories in their specific urgency
categories. Second, enabling the model to run with a minimum data set but yet be able to
take advantage o f other data items when they are available provided important flexibility.
xviii

Finally, the model contained various features (e.g. types o f output screen) whose primary
role was to assist the evaluation o f scenarios. An important component o f this was the
ability to combine historical data and forecast estimates, the former providing a reference
against which the realism o f a scenario could be assessed.
However, the implementation o f the recommendations resulting from the use of the
model at each site was minimal. This lack o f impact stemmed from various aspects o f the
context in which the model was used. For example, at one site, there was a lack o f money
to implement the suggested changes. However, the application o f the model at each
evaluation site highlighted various barriers that could limit the capacity o f hospitals to use
a waiting list DSS effectively, most significantly:
•

the difficulty experienced in extracting data in a useable format;

•

the relatively low level o f computer literacy;

•

the few people with analytical skills; and

•

the lack o f a culture within hospitals that favours an analytical approach.

With respect to the first three barriers, it is possible that the evaluation sites were
not representative o f hospitals in Australia, and elsewhere conditions are more conducive
to the use o f a DSS. However, the lack o f a culture that supports an analytical approach to
medium-term decision making seems widespread, in both Australia and other countries.
Thus, it is not clear to what degree the potential o f such computer models will be realised
in Australia, at least in the short term.
The second area o f research focussed on the use o f waiting time information to
inform patients about how long they might expect to wait for admission to hospital. The
issue has gained importance because governments have begun to encourage GPs and
patients to use waiting time statistics in this way. As noted above, there are unresolved
methodological issues with these information services, and a subsequent review o f six
services raised concerns about their effectiveness.
The statistical investigation was based on waiting list data collected from a major
teaching hospital in Sydney, Australia. These data provided information on all elective
surgical activity between 1 July 1995 and 30 June 1998 and covered 46 surgeons in 10
specialties that had operated throughout this period. The exploratory analysis o f waiting
list behaviour at this hospital provided further evidence to support the concerns raised in
the earlier review.
xix

The first stage o f the investigation focussed on the relative performance of
commonly used waiting time statistics in predicting the expected waiting time o f patients.
The results o f the analysis confirmed that different statistics produce sufficiently differe*1*
forecasts to have systematically different levels o f accuracy, although the differences in
performance were not as large as m ight have been expected. In brief:
•

Patients who change urgency category/listing status should be excluded from data
on which statistics are based as their waiting times differ from those o f patients who
do not change category;

•

Aggregation o f surgeon level data by procedure seems unwise due to the small
number o f observations;

•

In situations where waiting lists are managed at a surgeon level, statistics based on
surgeon level data are to be preferred to those based on specialty level data;

•

Statistics based on the mean seem to have better forecast accuracy than those based
on the median;

•

Statistics based on throughput data generally performed better than those derived
from census data.

However, the characteristics o f the surgeons and their waiting lists were the greatest
impact on the performance o f the statistics. Statistics were fairly accurate when waiting
times were below three months on average, but deteriorated once the average exceeded six
months. When waiting times were this long, over 30% o f patients could wait 90 days or
more than the forecast average.
The next stage in the investigation was to examine the performance o f the clearance
time statistic (whose basic definition is the number o f patients waiting on the list divided
by the expected rate at which they leave it). The results o f this analysis suggested that,
when suitably defined, a clearance time function will perform better than statistics based
on either throughput or census data. In particular, the clearance time functions performed
considerably better for surgeons with long waiting times. This might be expected since the
estimate adjusts to changes in the length o f the waiting list, and to the backlog o f waiting
patients this represents.
These findings provide evidence that waiting time information services can use to
develop guidelines on how doctors and patients should interpret the presented statistics.
In particular, services should be clear about whether or not their statistics should be
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interpreted as how long a patient m ight expect to wait for admission because the
distribution o f patient waiting times around the expected value could be large.
In terms o f inferring at which surgical units a patient might have different waiting
times, deriving precise rules was not possible. But following a crude “rule o f thumb”
resulted in suggested guidelines for services estimating expected waiting times based on
throughput data, census data, or with clearance times.
An analytical method was devised to provide insight into how two factors
influenced the forecast accuracy o f the tested average waiting time statistics. The initial
analysis had shown the performance o f all statistics could be poor, but it was not clear why
this was the case, or by how much performance might be improved. The method quantified
the influence o f two factors, namely, changes in patterns o f activity, and the way in which
patients were selected for admission from the waiting lists. Both factors were related to
fundamental characteristics o f any queueing system, and the analysis confirmed that insight
into waiting list behaviour and the statistics’ performance could be gained by looking at
how these factors influenced waiting times. First, it confirmed that how patients are
selected for admission is the major influence on levels o f variation in waiting times among
a cohort o f patients joining the waiting list together. This demonstrated that selection
policy was a primary factor in determining the optimal level o f performance that any
statistic could achieve. Second, the analysis showed how the degree to which a statistic
approximates the optimal level o f performance depends upon changes in the pattern o f
activity, the selection policies, and how they interact.
The level o f variation produced by changes in activity influenced how well each
statistic tracked the optimal forecast in two distinct ways. Changes in admission rates
typically resulted in all statistics performing relatively poorly, even for surgeons with low
waiting times. However, there were differences between statistics when the variation
resulted from an increase in the census. Here, the clearance time statistic was clearly better
at tracking the changes.
The effect o f the selection policy was also important. When it accentuated the
movements in the optimal forecasts caused by changes in activity, the performance o f all
statistics was equally poor. If its effect was to reduce the movements, the impact on the
statistics was more ambiguous, but the clearance time statistic seemed consistently to be
least affected.

xxi

Overall, these results suggested that forecast accuracy could be improved if patients
were selected for admission in the order they were added to the waiting list. This was
confirmed with respect to the clearance time statistic. Thus, one recommendation from this
research is to assess whether the way in which patients within individual urgency categories
could better approximate a first come, first served policy. Another recommendation is the
need to provide surgeons with working conditions that do not produce erratic admission
rates. But the need to avoid erratic admission rates applies not only to the total rate, but
also to the rates within each urgency category.

Thus, it emphases that an important

management goal should be to avoid unnecessary shifts in the proportion o f patients
allocated to different urgency categories. Finally, as the forecast accuracy o f any statistic
became poor once waiting times exceeded six months, the results o f this investigation
suggest that users o f waiting time information services should be cautious in how they
interpret the presented figures until such time as waiting times are consistently below six
months. Moreover, from both statistical and patient perspectives, six months seems abetter
threshold under which the waiting times o f non-urgent patients should be kept, rather than
the standard 12 months.
The last part o f the investigation examined two types o f statistics that provided
information about the patients with the longest waiting times. The first part o f the analysis
focussed on whether estimates o f a Tong w ait’ (like the 90th percentile) could be used as
a practical upper limit for patient waiting times. Seven types o f statistic were evaluated,
the results o f which suggest the following. First, it appears that methods which derive a
limit using information about the spread o f waiting times in a sample o f throughput data
are unreliable. This is o f concern because the 90th percentile o f waiting times is used by at
least one waiting time information service. Second, the results suggested that functions
based on the clearance time performed better overall than those derived from throughput
data. Although the differences were slight when waiting times were low, the functions
based on the clearance time performed substantially better when waiting times exceeded
six months. Nonetheless, it is not possible to make exact statements about what proportion
o f patients might wait longer than the limit produced by any function, so general rules
about its interpretation need to be given.
Another statistic used by waiting time information services is the number (or
proportion) o f patients who wait beyond some defined maximum waiting time, typically
1 year for non-urgent patients.

The utility o f this extended wait (EW) statistic was
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examined only briefly due to limitations o f the collected data, yet it was sufficient to raise
doubts about its suitability. First, it was unclear what number o f EW patients indicated
whether or not a unit had acceptable waiting times. Some backlogs seemed transitory and
occurred when waiting times were generally not excessive. Second, the statistic had the
potential to be misleading due to the lag inherent in statistics based on waiting list data.
In conclusion, the overall results o f this analysis are a cautionary note on the policy
o f disseminating waiting time information with the aim to assist GP referral decisions. And
this comes on top o f other concerns about this policy. The results also have implications
for policies that encourage surgeons to inform patients how long they might expect to wait
for their procedure. It is obviously desirable that patients know their expected waiting time
so that they are in a better position to give their informed consent. But, the level o f
accuracy observed in this investigation would suggest that surgeons might have difficulty
giving reliable estimates using waiting time statistics.
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1.

Introduction

1.1

The challenge of waiting lists for surgical patients

Ensuring access to elective surgery for patients in publicly-funded health care systems
continues to be a challenge despite the efforts o f clinicians, managers, and successive
governments. It can lead to extravagant promises from politicians, and controversial
policies as was seen in New South Wales (NSW) in 1995. The opposition leader promised
to halve the number o f patients waiting for surgery in the State, if elected. The saga that
followed after he won the election can be summarised by the headlines taken from the
Sydney Morning Herald newspaper:
“Labor vows to halve hospital waiting lists”

15/3/1995, page 6

“Elective surgery waiting list still growing”

26/6/1995, page 4

“Hospital waiting lists fall: figures queried”

25/7/1995, page 4

“Minister says waiting lists halved ahead o f schedule”

20/1/1996, page 2

“Refshauge1 admits wrong numbers in waiting list sums”

26/2/1996, page 3

“AM A1 cries fraud over waiting lists”

27/2/1996, page 1

“Surgery waiting list blows out”

23/3/1996, page 1

“More wait longer for urgent surgery”

13/4/1996, page 5

“Refshauge doubted own ‘health policy’ ”

1/8/1996, page 3

“Waiting lists for surgery begin to surge”

3/9/1996, page 6

The program cost the NSW Government $64 million, and was later blamed for a
cash crisis in NSW hospitals [Vass, 1996]. And by March 1997, the number o f patients
waiting in the State was back at record levels [Vass et al., 1997]. But the problem is not
limited to NSW, nor the Australian health care system. Since 1990, policy initiatives to
tackle waiting list problems have been implemented by Governments in the UK [Warden,
1998], Ireland [Payne, 2001], the Netherlands [Sheldon, 1997], Spain [Bosch, 1999] and
Sweden [Hanning, 1996].
The growth o f waiting lists has been a potent indicator o f “health care crises” to the
media and among the public for many years. This concern is understandable if the number

1 Dr Refsgauge was the NSW Health Minister. The AMA is the Australian Medical
Association.
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o f patients waiting is interpreted as representing the apparent denial o f care. Yet this
growth is not surprising. It has been suggested that the growth in numbers on the waiting
list is entirely due to increases in the number o f facilities [Fraser et al., 1993] and the
number o f registered surgeons [Frost, 1980]. Moreover, inferring that people waiting for
elective surgery are being denied access to care is misleading. By itself, the number o f
patients waiting cannot be considered a problem as it gives no indication of the timeliness
o f treatment. As Frankel has clearly observed:
the fa ct o f waiting must be distinguishedfrom the nature ofwaiting. The necessary
fa c t that all people may not have ready access to all treatment does not imply that
particular people in particular neighbourhoods with particular conditions must
wait many years fo r particular operation [sic]. [Frankel, 1993:5]

In this quote, Frankel captures one o f the key problems surrounding waiting lists,
namely, the formation o f a group o f patients who wait far longer than the majority, and who
often wait for more than one year. Waiting times o f this duration are rightly considered to
be excessive [Frankel, 1989], if only from the perspective o f social justice. Governments
are now switching their focus from monitoring the number waiting to waiting times.
However, ensuring patients do not wait excessively is not limited to preventing patients
from waiting longer than some specified maximum, like 18 months. Whether or not a wait
is excessive depends upon the type and severity o f the condition for which surgery is being
sought. And it is preventing excessive waiting times that is the basic challenge for health
professionals with responsibility for providing access to elective surgery.

1.2

Who is placed on elective surgery waiting lists

Before proceeding much further, it is worth defining elective surgery precisely and giving
an outline o f which patients are placed on waiting lists. In Australia, the National Health
Data Dictionary defines elective care as “care that, in the opinion o f the treating clinician,
is necessary and admission fo r which can be delayed fo r at least twenty-four hours ”
[National Health Data Committee, 2002]. Elective surgery is defined as the subset of
elective care patients who require a specific list o f surgical procedures.
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While technically correct, the main piece of information that this bald definition
provides is that elective patients are those deemed able to wait. So who are these patients?
In general, they are people requiring surgical procedures for conditions which start with
minimal symptoms or that cause little disability, but which worsen over time to a point
when the benefits o f surgery are judged to outweigh the risks and discomfort [Sanderson,
1982]. Typically, the expected outcome is an improvement in aperson’s quality of life (e.g.
by removing disability or discomfort) rather than a reduced risk o f death [Gough, 1994].2
However, there is a significant minority o f patients for whom the expected outcome is
improved life expectancy, including people with conditions such as cancer or serious heart
conditions.
In Australia, ten surgical specialties are recognised by the National Health Data
Dictionary. Table 1.1 lists these specialties and gives a breakdown o f patients waiting in
the various surgical specialties as recorded in the latest waiting list survey of public
hospitals in all Australian States and Territories [AIHW, 2000], The table shows that most
elective patients are admitted from six main specialties: general surgery, gynaecology,
ophthalmology, orthopaedics, ENT, and urology. Together these specialties account for
83% o f all elective surgery admissions.
The distribution of patients across these specialties is similar to those published for
other countries (e.g. see Frankel [1993] for UK figures). Thus, while the national survey
does not contain figures on basic epidemiological variables, it is likely that age population
o f surveyed patients is comparable to that reported by UK studies [Davidge et al., 1987;
Donaldson et al., 1989]. These found that the average age o f patients on a waiting list was
typically greater than the general population, although the majority of those awaiting
treatment were under the age o f 65. Only the Ophthalmology waiting lists contained a
higher proportion o f the patients aged over 65. The one exception was the ENT waiting list
which had a younger age structure than the general population.

2

although long waiting lists may contain patients for whom surgery will result in little
benefit [West, 1993].
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Surgical specialties recognised in Australia, and the number of patients
on, and admitted from, their waiting lists in 1996/97
Specialty

Patients on waiting
lists on 30 June
1996/97

Patients admitted
from waiting lists
1996/97

Percentage o f patients
rated as “urgent”

Number*

Percent

Number*

Percent

Census

Admitted

2237

1.5%

12791

2.9%

21.0%

46.9%

Ear, nose & throat surgery

23567

15.8%

41461

9.4%

3.8%

22.8%

General surgery

29682

19.9%

118208

26.8%

9.5%

37.4%

Gynaecology

12678

8.5%

68367

15.5%

12.0%

33.8%

Neuro-surgery

1492

1.0%

7939

1.8%

16.4%

46.8%

Ophthalmology

14767

9.9%

36168

8.2%

2.5%

16.3%

Orthopaedic surgery

36245

24.3%

62633

14.2%

4.4%

26.3%

9994

6.7%

24700

5.6%

8.7%

32.8%

11485

7.7%

39256

8.9%

10.9%

31.9%

Vascular surgery

3580

2.4%

11468

2.6%

10.0%

41.6%

Other

3431

2.3%

18084

4.1%

8.4%

31.7%

Total

149157

100.0%

441076

100.0%

7.1%

32.0%

Cardio-thoracic surgery

Plastic surgery
Urology

Source: AIHW (2000), Table 4.2 and Table 4.5.
* Figures calculated from percentages given in report and number o f patients in survey

The national survey also estimated the incidence o f admissions for common
procedures, and their prevalence among patients on inpatient waiting lists. Figures for
fifteen o f these indicator procedures are summarised in Table 1.2. Although the number
o f procedures undertaken within each specialty can be large, the 15 presented procedures
accounted for over a quarter o f elective surgery admissions and almost 40% o f waiting
patients on 30 June 1997.

The statistics also indicate that patients awaiting these

procedures are among those who wait the longest on waiting lists. These results are
consistent with other ad hoc studies into the contents o f long waiting lists [Davidge et al.,
1987; Pope et al., 1991; Frankel, 1993].
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Table 1.2

Waiting list patients by indicator procedure for 1996/97
Patients
admitted
from
waiting lists

Patients on
waiting lists
on 30 June
1997

% o f admitted
non-urgent
patients who
waited > 1 year

% of non-urgent patients
on waiting lists on 30
June who had already
waited >1 year

Cataract extraction

5.1%

8.5%

7.8%

11.5%

Cholecystectomy

2.8%

3.5%

7.1%

23.4%

Coronary artery bypass
graft (CABG)

1.4%

0.9%

7.1%

11.3%

Cystoscopy

4.7%

3.8%

4.1%

13.6%

Haermorrhoidectomy

0.6%

0.8%

11.4%

24.5%

Hysterectomy

2.3%

1.7%

2.9%

8.4%

Inguinal herniorrhaphy

2.5%

2.6%

4.6%

18.5%

Myringoplasty

0.3%

0.9%

13.2%

38.8%

Myringotomy

0.9%

0.8%

3.6%

16.9%

Prostatectomy

1.0%

0.9%

5.6%

31.9%

Septoplasty

0.6%

2.8%

12.2%

39.6%

Tonsillectomy

2.1%

5.0%

10.3%

30.5%

Total hip replacement

1.0%

2.2%

9.9%

22.1%

Total knee replacement

1.1%

3.2%

13.1%

32.2%

Varicose vein stripping
and ligation

1.0%

2.6%

17.1%

36.6%

72.6%

59.8%

3.7%

24.0%

100%

100%

5.0%

24.2%

Procedure

Other procedures
All patients

Source: AIHW (2000). Tables 3.8 and 3.21

1.3

The impact of waiting on patients

The importance o f preventing patients from waiting excessively can be seen from published
studies on the impact o f waiting on patients. These show that, while patients waiting for
an elective procedure are judged as being able to wait in relative safety, the time spent
waiting for treatment may not be without problems for patients. What is perhaps surprising
is how little is known about the effects o f waiting. Information on the health-related quality
o f life o f waiting patients has not been collected routinely and studies on the effect o f
waiting are fairly sparse.
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M any recent studies have focussed on patients with cardio-vascular disorders that
are waiting for coronary artery bypass grafts or other cardiac procedures. A summary o f
seven studies after 1990 is given in Table 1.3. Each reported a low percentage o f deaths
o f waiting patients, and many included statistics on various adverse clinical events, such
as unstable angina, myocardial infarctions, and a general worsening o f symptoms. W hat
is notable for these patients is that waiting times need not have been long for adverse events
to occur.
Studies published during the same period on patients in other specialties show that
the impact o f w aiting is not limited to patients with serious and potentially fatal cardiac
conditions. The results o f a selection o f studies are summarised in Table 1.4. Overall, they
show that the conditions o f patients could deteriorate significantly, which could lead to a
review o f the patient’s priority and to a change o f the proposed surgery. Nonetheless, it
should be noted that not all waiting is necessarily bad. W atchful waiting was found to be
a safe alternative to surgery for men with benign prostate hypertrophy who were less
bothered by their symptoms [Wasson et al., 1995; Steinberg et al., 1998], and a study on
the effects o f children waiting for tonsillectomy suggested that some children grow out o f
their tonsillitis [Freeland et al., 1987], although this has not been found everywhere [Donn
et al., 1991].
The effects o f waiting are not limited to a patient’s physical condition however.
Rossvoll et al. [1993] reported that the probability o f patients with orthopaedic conditions
returning to work fell as the length o f time waited increased. Other studies have reported
patients suffering from stress and psychological disorders, as well as social problems
[Underwood et al., 1993; Bengston et al., 1994]. A patient’s spouse may also report
increased anxiety and stress [Mulgan et al., 1990; Bengston et al., 1996b].
Although the scope o f these studies is fairly limited, they clearly demonstrate the
importance o f keeping waiting times to a minimum. Moreover, even if many patients’
conditions do not deteriorate, it must be remembered that patients being listed will be in
relatively poor health, which may have serious financial and social costs. The health
system has a clear obligation to prevent waiting times from becoming excessive.
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Table 1.3:

Summary of studies into the risk of being on a waiting list to patients requiring cardiac surgery

R eference

Operation

Sam ple

Adverse events w hile waiting

W aiting tim e

Morris et al.,
1990

cardiac catheterization

557 elective patients
admitted for surgery
over 19 months

2 deaths, 39 patients with
non- fatal cardiac
com plications

M ean wait 4 .2 w eeks (standard deviation
5.6 w eeks)

Lim et al., 1991

coronary bypass surgery

92 patients selected
surgery over 12
month period

0 deaths, 6 patients suffered
unstable angina or non-fatal
myocardial infarctions

M ean wait 130 days, Q1-Q3 = 56-188
days.

Suttorp et al.,
1992

coronary bypass surgery

1124 patients selected
for surgery over 22
months

25 deaths

M ean waiting tim e 98 days, range 0-365
days

Carrier et al.,
1993

elective open-heart surgery

206 patients admitted
for surgery over 6
month period

1 death, 8 patients admitted
urgently.

A verage wait 2.8 months

N aylor et al.,
1995

coronary bypass surgery

8247 patients
com m itted to surgery
over 22 months

31 deaths, 3 non-fatal
myocardial infarctions

M edian wait 17 days, Q 1-Q 3 = 4-51 days.
79% underwent surgery within
recom m ended m axim um wait

Bengtson et al.,
1996a

coronary bypass surgery and
percutaneous transluminal
coronary angioplasty

718 patients on list in
one month

15 deaths, 12 non-fatal
myocardial infarctions

M edian wait for bypass 8 m onths, range
0-33 m onths. M edian wait for angioplasty
6 months, range 0-14 months

M organ et al.,
1998

coronary bypass surgery

22655 patients
com m itted to surgery
over 45 months

93 deaths

25% o f patients w ho survived to surgery,
and 34% o f those w ho died, w aited over
their recom m ended m axim um wait.

Table 1.4:

Summary of studies into the impact of being on a waiting list to patients with non-cardiac conditions

Reference

Condition /
operation

Sam ple

Impact o f waiting

W aiting time

SSV SC R A C S,
1991

Ail patients

Random ised sample o f
2006 patients on public
hospital waiting lists in
Victoria, Australia

206 patients interview ed to determ ine if their
condition had changed w h ile waiting. 56
patients interview ed considered their condition

N ot stated

Adults on waiting list
on 1 Jan 1987 (354
men, 218 wom en)

254 m en and 165 w om en responded to survey.

80% reported waiting more than

Health related-quality o f life score were worse

1 year on the waiting list

55 patients with bladder
outflow obstruction

Seven new cases o f prostate cancer, providing
evid en ce that a long wait for investigation is

W est et al.,
1991

German et al.,
1993

Patients in general
surgery

Urology outpatient
waiting list

worse, verified by clinicians in 29 cases

than the general population, and 46% o f men
and 44% o f w om en believed their condition or
sym ptom s had w orsened w h ile waiting
Average waiting time 13 weeks,
range 3-104 weeks

undesirable
Sarin et al.,
1993

Varicose vein
surgery on lower
limbs

36 patients referred to
one hospital

Significant deterioration found on clinical
review . Four initially unaffected lim bs now had
clinical sym ptom s. W orsen o f condition found
on 10 o f 56 previously affected lim bs, requiring

Median waiting time 20 months,
Q1-Q3 = 15-27 months

a change in the planned surgery.
Derrett et al.,
1999

prostatectomy, or
hip or knee joint
replacement

302 patients on the list
at a hospital awaiting
one o f the procedures;
149 interview ed

Interview ed patients reported poorer health
related quality o f life than general population.
Sym ptom s did not appear to worsen with
duration o f wait, but this may have been due to

O f 302 patients on list, 29%
prostatectomy patients waited

study design

over 1 year.

over 1 year, and 28% joint
replacem ent patients waited

1.4

Unresolved issues

Over the many decades that waiting lists have been a feature o f health care systems, much
money and effort has been devoted to reducing the length o f waiting lists and waiting times.
Many varied types o f initiative have been implemented (an overview o f these is given in
chapter 3). And yet none have been completely successful.
In the final chapter o f a book that reviewed how different factors influence waiting
list behaviour, Frankel and West [1993:115] concluded that:
Whatever resources become available, the current levels o f unacceptable waiting
are likely to be reduced only by policy changes directed at the more intimate
decisions o f patient management.

Some o f the more recent waiting time reduction policies have adopted this
approach, and in particular, have focussed on improving the quality o f waiting list
information supplied to people involved in clinical care and local management. For
example, in many public health systems worldwide, policies have encouraged the
dissemination o f waiting time information to GPs and patients.

This information is

intended to help patients be referred to surgeons with the shortest waiting times, and so
improve the distribution o f referrals. Similarly, disseminating information to surgeons is
also promoted, with the aim o f helping them to identify patients who have been waiting too
long so that arrangements for admission can be made. Surgeons are also encouraged to
inform patients how long they might wait during the clinical consultation, before the patient
is added to the waiting list. Finally, there has been an increasing number o f initiatives
aimed at improving the information used in the planning o f elective surgical activities.
This more explicit use o f information has been accompanied by efforts to improve
data quality and comparability. However, the aforementioned initiatives require more than
reliable and comparable data. For example, waiting time statistics need to be sufficiently
accurate, and to be presented in an unambiguous way, if health professionals are to
incorporate them into decision-making processes, whether it be to improve the distribution
o f referrals or waiting list management. But, it is not clear that currently available waiting
time information meets these standards. Consequently, the aim o f the research described
in this thesis was:
to investigate whether waiting list information, as commonly compiled, is useful to
GPs and surgeons in relation to the decisions they fa ce either regarding the
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management o f elective surgical patients and/or the management o f waiting list
behaviour, and i f it is fou n d not to be useful, to investigate how waiting list
information can be compiled to better meet these requirements.

1.5

Outline of the thesis

The thesis falls into four m ain sections. Chapters 2 and 3 provide the background to the
research.

Chapter 2 contains an overview o f the roles played by waiting lists in the

organisation o f elective surgery and the many factors that effect their behaviour.

It

particularly examines the role o f waiting list information, and how it can affect waiting list
behaviour, either directly as part o f management and planning activities or indirectly by
influencing perceptions o f access and consequently thresholds for referral and treatment.
From this evidence, it is argued that waiting list problems are not simply due to poor
management, as many commentators imply.

Instead, it is observed that waiting list

information has often been inadequate to support timely decision-making.
Chapter 3 builds on this theme by reviewing waiting list initiatives that have aimed
to improve the reliability and consistency o f data as well as efforts to improve the use o f
waiting list information. The review highlights that, despite this work, it is still uncertain
whether clinicians, patients and hospital managers have access to the information necessary
to make informed decisions. This leads to the defining o f two research areas which are
pursued in the subsequent chapters.
Chapters 4 and 5 describe the research into the first o f these areas, namely, whether
a decision support system (DSS) can assist the medium-term planning activities o f
Australian doctors and managers responsible for managing waiting lists. The work builds
on research conducted overseas that has demonstrated the potential o f such systems. The
development o f a model (or DSS) suitable for Australian hospitals is described in chapter
4. In particular, it describes how the model specification was developed in collaboration
with clinicians and staff at a hospital in Canberra, and staff from the Australian Institute o f
Health and Welfare. The chapter concludes by giving an overview o f the m odel’s main
features; more details are contained in appendices 1 and 2.
The evaluation o f the model at three sites is described in chapter 5. The initial
sections describe the evaluation approach and the first stage o f the evaluation. This
involved applying the initial model to a waiting list problem identified by staff at the
hospital in Canberra. The chapter continues by describing how a refined prototype was
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used at two sites in New South Wales and again at the original hospital. The chapter
finishes with the results o f the evaluation, both in terms o f the model’s performance, and
with respect to aspects o f the Australian hospital system that influence to degree to which
computer-based models can support planning activities.
The second area o f research is described in chapters 6 to 12. The topic under
investigation concerns the accuracy o f waiting time statistics when used to predict how long
a patient about to join a waiting list might wait. Questions about accuracy are raised by
waiting list policies that advocate the dissemination o f waiting time information to GPs and
patients to assist referral decisions, and that encourage surgeons to inform patients how
long they might wait for admission.
The various issues raised by these policies are surveyed in chapter 6. Initially, the
various ways o f interpreting the information needs o f patients and GPs are considered,
drawing out the statistical issues entailed in adopting the different interpretations. The way
in which various statistics can meet these information needs is then reviewed. Initially, this
review focusses on the use o f statistics derived from queueing theory models, before
examining the pros and cons o f statistics derived from waiting list data, the statistics that
are most commonly presented.
Whether or not the theoretical concerns raised in chapter 6 are o f practical
significance is examined in chapter 7. In this chapter, various web-based waiting time
information services are analysed in terms o f (1) how their designers have interpreted the
information needs o f users, and (2) what statistics their designers have chosen to present.
The results o f this analysis, while limited, do not dispel the concerns about forecast
accuracy raised earlier, and support the collection o f data for an empirical study.
Chapter 8 begins the sequence o f four chapters in which the forecast accuracy of
various waiting time statistics are assessed using data collected from a large Sydney
hospital. The data cover 46 surgeons and all 10 surgical specialties. Chapter 8 contains a
description o f the collected data, its preparation for analysis, and the results o f an
exploratory analysis.
The initial investigation, described in chapter 9, examines the performance of
average waiting time statistics that differ in terms o f the type of data from which they were
derived, the level o f aggregation, and the particular measure o f expected wait on which they
were based (i.e. the mean or median). The forecast accuracy o f these commonly used
statistics proves to be mixed, being dependent upon the characteristics o f the surgeons and
11
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how their waiting lists behave over time. Consequently, in chapter 10, the performance o f
various clearance time statistics is examined, and compared with the performance o f the
common statistics.
The results o f the analysis in chapters 9 and 10 highlight that the degree to which
different statistics forecast the expected waiting time o f patients depends upon the
characteristics o f a surgeon’s waiting list and activity. In chapter 11, the reasons for how
these characteristics influence forecast accuracy is examined further.

A quantitative

method is devised using standard characteristics o f a queueing system. The method is
based on quantifying how patient waiting times are influenced by (1) how patients are
selected from a waiting list, and (2) the interaction between the patterns o f addition, and
admission (and removal) o f patients from the list. It provides insights into both waiting list
behaviour and the performance o f the waiting time statistics.
The focus o f the penultimate chapter is the accuracy with which statistics can
indicate the ‘longest’ time a patient m ight expect to wait. Two types o f statistics are
investigated. The first analysis examines whether estimates o f a ‘long w ait’ (like the 90th
percentile) can be used as a practical upper limit for patient waiting times. The second
examines what can be inferred about the appropriateness o f patient waiting times at a
surgical unit from statistics giving number (or proportion) o f patients with extended waits
(i.e. those patients who wait over 1 year).
The thesis concludes by spelling out the conclusions o f the research for both areas
as well as for the use o f waiting list information in general, and by making
recommendations for further research.
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2.

The management of elective surgery
“Ify o u want to understand function, study structure ”
[Crick, 1989:149]

2.1

Introduction

Even though this thesis is placed in the international context o f health services research, it
is primarily focussed on elective surgery in Australian public hospitals. The health care
system in Australia is largely funded by Commonwealth (Federal) and State governments,
but there is also a fairly large private health care sector.

Hospital services are the

responsibility o f and funded by the States and Territories. Patient consultations with
general practitioners and medical specialists are funded under the Medicare Scheme run by
the Commonwealth.
In common with many health care systems, medical services in Australia are
separated into primary and secondary care services. Primary care typically refers to those
services provided in the community by general practitioners (GPs) and other service
providers (e.g. community nurses), while secondary care refers to services that involve
medical specialists and/or require access to the diagnostic or therapeutic facilities contained
within a hospital. With respect to surgery, implicit in this arrangement is the referral of
patients between GPs and surgeons [Farrow and Jewel, 1993]. Although access to hospital
services is immediate for conditions that require emergency treatment (typically via the
emergency department o f a hospital), for elective care, patients wait until treatment can be
organised. Thus, managing this interface effectively is crucial for patients to access
surgical services with minimum delay.
A waiting list is the administrative tool that is commonly used to manage the
referral o f non-emergency patients between the primary care sector and a public hospital
[Queensland Health, 1998]. Consequently, waiting lists are an important component o f the
care process. In this chapter, the role that waiting lists play in the organisation o f elective
surgery is described in detail. The factors that influence waiting list behaviour are also
examined, and this leads to a discussion o f the ways in which these factors can produce
excessive waiting times for patients.
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2.2

The referral process for elective surgery

An outline o f the process followed in the management o f most elective patients is shown
in Figure 2.1. W aiting lists are depicted in two locations, at the interface between the GP
practices and the outpatient services (or medical specialists’ private practice), and at the
interface between the outpatient and inpatient services. It is assumed that waiting lists are
used in both locations, although this m ay not be the case. In parts o f Australia, specialists
typically see patients referred from GPs in their private practice rooms.

In these

circumstances, a specialist may operate a diary booking system, whereby dates for
appointments are scheduled soon after a patient is referred [Baume, 1995]. Nonetheless,
the administrative role played by either system is essentially the same and does not alter the
essential activities included in the figure.
Although patients can be referred to a surgeon as the result o f a screening program
or following a consultation with an optician or dentist, the process generally begins with
a person experiencing symptoms that are sufficiently troublesome for them to visit a GP.
The examination o f the patient can then lead to the person being referred to a specialist.
This may be decided either during the initial consultation or during a subsequent visit at
which (for example) the results o f tests are discussed.
The simplicity o f this description does not communicate the complex nature o f the
referral decision, a detailed discussion o f which can be found in Farrow and Jewel [1993].
In brief, the decision to refer is simple only when the condition can be diagnosed by a GP,
and for which surgery is generally accepted as the most effective treatment. In other
situations, weighing the risks and benefits o f surgery against the severity o f a patient’s
symptoms can give considerable discretion to the patient and GP in deciding whether to
refer now, later, or not at all. In addition, referral to a surgeon may be only one o f the
treatment options available. The GP may also have a variety o f reasons for referring the
patient, including seeking assistance in establishing a diagnosis, and advice on management
as well as seeking specific procedures [Coulter et al., 1989].
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Figure 2.1

A representation of the process used to organise elective surgery in a
publicly-funded health care system
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> Theatres

A patient referral for specialist examination in an outpatient clinic is typically
communicated by telephone or letter. The details o f the patient are added to the waiting list
(or diary), with the advice o f the referring clinician being used to determine how urgently
the patient should be seen. As in other countries, a uniform prioritisation process does not
currently exist at either a national or State level, but studies into outpatient w aiting lists
suggest that patients are generally assigned to 2-3 urgency categories (e.g. W orthington
[1991]). It is also possible that specific clinics have their own waiting list. W hen an
appointment can be scheduled, the patient is contacted.

The process is typically

straightforward but it is possible for a patient to defer or decline the appointment altogether,
or simply not attend. Also, it may not be possible to contact the patient because their
personal details held on the list are out-of-date. Such circumstances can lead to a patient
being removed from the list without being seen.
The examination o f the patient by the surgeon can result in a variety o f outcomes
[Payne et al., 1997]. If the surgeon decides that surgery is appropriate, and the patient gives
consent, a request for admission is sent to the hospital. Again, the decision m ay be taken
either during the initial consultation or during a subsequent visit at which the results o f tests
are discussed. Alternatively, the patient may be referred back to the GP or to another
primary care service.
On the “request for admission” letter, surgeons will generally give the patient an
urgency rating to indicate to the hospital how soon the patient should receive treatment.
This may be different from that indicated on the initial GP referral as it is quite possible for
the urgency rating o f a patient to change between the outpatient and inpatient lists [West,
1993]. As with the outpatient waiting list, an urgency categorisation scheme with two or
three levels is generally used to prioritise patients on the inpatient waiting list [Culyer 1976;
BMA, 1998].
Surgeons retain most responsibility for the selection o f cases for adm ission, in
particular the selection o f patients who require treatment urgently. However, they are often
prepared to delegate authority, for example, to a registrar or the booking office staff. In
Australia, a surgeon will generally only have a single waiting list, although in some cases,
a surgeon may also choose to have an entirely separate inpatient waiting list for a common
procedure [Houghton and Brodribb, 1989] and there can be a department (specialty) list as
well [West, 1993; NSW Health, 2000].
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After taking account o f the urgency o f waiting patients, various waiting list
management policies have suggested that cases are selected in the order o f addition to the
waiting list [British Dental Journal, 1991; NSW Health, 1998]. However, patients with
exceptional needs (e.g. long distance travel) might be given special consideration [NSW
Health, 1994a]. In addition, the desire for a mix o f cases on operating lists, clinical interest
(or lack o f interest) in particular procedures [Pope et al., 1991] and the need to retain
surgical skills [Worthington, 1991] may also play a part in how patient admissions are
scheduled.
In selecting admissions, a hospital has to balance two conflicting objectives [Luck
et al., 1971]. From the point o f view o f balancing hospital workloads, the selection o f
patients from the waiting list is ideally left as late as possible. On the other hand, patients
require as much warning as possible so they can make arrangements for admission, or give
the hospital notice if they cannot attend. A typical scheduling process would be to book
patients 3-4 weeks in advance o f the scheduled admission date [Cromwell and Mays, 1995].
In some instances, a number o f places may also be left until shortly before the operating
list, to cater for urgent admissions. These places may be filled by patients who can come
in at short notice if they are not required for emergency surgery.
The final stage in the care process is the admission o f the patient to hospital, and the
operation being performed. Again, for most patients, this is straightforward, but as with
the outpatient stage, patients may defer or decline the operation date, or simply not attend.
Alternatively, they may be found to be unfit for surgery in the pre-operation assessment.
This can lead to a patient being removed from the list without being admitted. It might also
be necessary for the hospital to cancel temporarily the scheduled operation because there
are no beds available, or because the surgeon or other staff are sick.

2.3

The roles of waiting lists and waiting list information

A waiting list is simply a register o f patients who are waiting for a date for clinical
assessment or admission for surgery, and when described like this, it is difficult to see why
they should be the centre o f so much political debate. That they should generate such
controversy arises from the various important roles they fulfil. Some o f these roles have
already been alluded to in the previous section, but they will be spelt out more clearly in
this section.
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One important function o f waiting lists is to enable hospitals to make full use o f
available resources such as beds and operating theatres.

Governments have limited

capacity for raising revenue, and it is necessary for a publicly-funded health care system
to endeavour to use the funds allocated to it efficiently. In any system working close to
capacity, and in which demand varies stochastically, a backlog o f work will form [Street
and Duckett, 1996]. The primary role o f a waiting list is therefore to provide a mechanism
with which the backlog o f patients awaiting elective surgery can be managed.
A waiting list is not the only means by which this backlog can be managed. As
noted earlier, a surgeon m ight use a diary booking system, in which the patient is allocated
a date for admission soon after the decision to operate has been taken. In contrast, patients
on a waiting list will be allocated a date for admission only close to that time. This can be
advantageous as a surgeon has to work within the resource constraints o f the hospital, and
because emergency patients have priority over elective patients, it is not always easy to
honour admission dates allocated some time in advance [Frankel et al., 1991].
Another important characteristic o f waiting lists is that they provide an effective
mechanism whereby access to care for waiting patients can be prioritised on the basis o f
clinical need. From a social justice perspective, this is preferable to health care systems
based on private insurance where access is dependent on ability to pay [Mullen, 1994;
Cullis, 1993]. Moreover, it has the potential for access to care to be equitable within a
health system, and providing equal access for equal need is an underlying principle o f many
publicly-funded health systems, including Australia’s [Commonwealth Department o f
Human Services and Health, 1994].
When clinically acceptable, a delay prior to admission also has benefits for the
delivery o f care. The surgeon is able to monitor the progression o f the disease before
making a final decision about surgery [Mullen, 1994] or manage patients whose condition
may improve over time [Dalziel and Kerr, 1987; Freeland et al., 1987]. It also allows
patients time to prepare mentally for surgery as well as time to make their personal
arrangements, for example, time off work [Fraser et al., 1993; Gillett and Katauskas, 1993].
Some patients may not wish to have surgery, even when treatment is regarded as urgent
(e.g. for coronary conditions [Naylor et al., 1995]) or may wish to defer their operation to
a more convenient time. However, a waiting time o f more than three months is probably
far in excess o f what is needed for patients to make these decisions.
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More contentiously, a waiting list has been seen as a rationing device. This is
something which commentators regard as a necessary feature in a health system in which
care is free at the point o f delivery [Farrow and Jewel, 1993], but it is something which
politicians have been loathed to admit. There does seem to be reasonable evidence that
access to elective surgery is rationed. This comes in the form o f studies that have examined
waiting list data at a national/regional level. Such studies have found waiting times to be
relatively stable over time, despite changes in the number o f admissions [e.g. Buttery and
Snaith, 1980]. This stability, whatever the level o f provision, suggests that the inpatient
component o f the system overall is self-regulating [Buttery and Snaith, 1980]. A similar
suggestion has be made for the outpatient component. Farrow and Jewel [1993] observed
that the relationship between the number o f patients seen in general practice, the number
o f new outpatient attendances, and the total number o f outpatient attendances forms a
complex system which could be difficult to control. For example, they noted that, around
1990, GPs in the UK:
“refer 9% o f their 250 million consultations annually. An increase in the referral
rate from 9% to 10% would amount to 2.5 million more referrals ... [and] would
be extremely difficult to accommodate, with no increase in other resources. ”
[Farrow and Jewel, 1993:64]
Because such large fluctuations in the numbers o f referrals are not generally observed, they
suggested that this component o f the system also possesses some built-in stability.
How waiting lists enable rationing has often been misunderstood, however, with
descriptions often implying that a waiting list itself causes the rationing to occur. This is
not the case. As noted earlier, a backlog would form even if demand did not exceed supply
simply because o f random fluctuations in demand. It is the act o f waiting, or perceived
waiting time that is the cause o f rationing. Rationing by act o f waiting occurs when a
patient is removed from a waiting list without assessment or treatment (for those cases in
which treatment would have been judged beneficial), and there is some anecdotal evidence
that such rates o f removal increase with waiting time [Mordue, 1988].
The other place for rationing to occur is when the patient and surgeon decide
whether or not surgery is the most appropriate action in the circumstances, or when the
decision is made about whether or not the patient should be referred to a specialist. It is at
this point that perceived waiting times result in rationing, and these perceptions are drawn
from waiting list information. Again, there is evidence to support this assertion. For
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example, W orthington [ 1991 ] reported that, while surgeons attempt to choose treatment on
m edical grounds alone, changes in a waiting list were acknowledged by surgeons as
contributing to changes in what was judged to be the m ost appropriate treatments for
certain conditions, and hence the conversion rates from outpatient to inpatient care.
Equivalent behaviour for GPs has also been described [Culyer, 1976]. Thus, it appears that
the dissemination o f waiting list information creates a negative feedback mechanism and
it is this that accounts for the stability o f waiting lists overall.
It is worth emphasising that neither form o f rationing necessarily stems from
waiting lists. W aiting time information need not be derived from waiting lists. Patients,
GPs, and surgeons would react in exactly the same way if the information were extracted
from a diary booking system. Moreover, even if patients are managed using a diary
booking system, some are still likely to be removed without treatment because the wait has
been found to be too long. However, because an explicit date has been offered, diary
booking systems might be expected to reduce rationing by act o f waiting, but increase
rationing by waiting time information.

2.4

Waiting list dynamics

2.4.1

Introduction

A corollary to accepting that waiting lists are essentially stable is that little can be done for
the patients who have excessive waiting times. Yet, despite an apparent stability at a
regional level, there can be considerable differences in waiting times between specialties
at different district hospitals [Donaldson et al, 1989] and between surgeons at the same
hospital [Pope et al., 1991 ]. Consequently, while an aggregate analysis can dispel rumours
o f a crisis in waiting times, it is not valid to conclude that nothing can be done to reduce
(excessive) waiting times. This becomes clearer when we examine how various factors
influence waiting list behaviour.

2.4.2

A framework for understanding waiting list dynamics

A pre-requisite to this discussion is a theoretical model o f the overall waiting list system.
The standard terminology o f queuing theory will be used for this because a waiting list is
effectively a queue, even if it does not operate according to the popular notion o f (say) a
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line o f people waiting for a bus.1
In most situations, the way customers accumulate in a queuing system, and their
waiting experience, can be adequately described by six basic characteristics [Gross and
Harris, 1998]. These are:
1.

the arrival pattern, eg. whether customers arrive stochastically, individually or in
batches, whether customers will not join the queue if it gets too long, or after some
time decide to leave a queue. Arrival rates may also vary with time;

2.

the service pattern, eg. whether the sequence o f customer service times is
stochastic, whether customers are served individually or in batches, whether the
process is stationary or non-stationary;

3.

the queue discipline, or how customers are selected from the list, eg. on a firstcome, first-served basis. This is typically assumed to be fixed during analysis,
although it may not be so in reality;

4.

system capacity, or whether there is a finite limit on the maximum size o f the
system;

5.

the number o f service channels, or number o f parallel service stations which can
serve customers simultaneously;

6.

the number o f service stages, where a system consists o f a number o f queues
through which customers flow sequentially, although it may be possible for
customers to jump ahead at certain stages or get recycled through a process (and
queue) more than once.

From this, it should be clear that the behaviour o f a queue is essentially passive. It
is primarily driven by the arrival pattern, queue discipline, and service pattern. The other
characteristics are structural in character and can therefore be assumed to be fixed in many
situations.
Using this framework, the care process described in section 2.2 can be thought o f
as a two-stage queueing process, with a single service channel, and no theoretical limit to
its capacity. Most patients (though not all) move sequentially from the outpatient waiting

1 Pope [1991] claims that theorising waiting lists as queues is inadequate, but her
argument was invalid. It is based on criticisms o f models that equate waiting lists with simple
queues (e.g. first come, first served) and does not recognise that the standard terminology can
represent complex systems and selection rules as well, even if analytic solutions cannot be found
and simulation models are necessary to understand a system’s dynamics.
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list to the inpatient waiting list.

The arrival pattern for the outpatient waiting list

corresponds to the pattern o f GP referrals, while the pattern o f clinic appointments and the
process o f selecting patients for appointments corresponds to the service pattern and queue
discipline. As noted already, the queue discipline is likely to include some degree o f
prioritisation, although there is no guarantee that patients within these urgency categories
will be admitted on a first-come, first-served (FCFS) basis.
The second stage o f the queue corresponds to the inpatient waiting list. Its arrival
pattern is dictated by the proportion o f outpatients who are referred on for surgery, while
the service pattern corresponds to the rate o f admissions and removals from the list. As
before, the queue discipline is likely to include some degree o f prioritisation, and patients
within these categories m ay not be admitted on FCFS basis.

2.4.3

Factors identified as directly influencing waiting list behaviour

Given the drawn out process through which patients move from an initial presentation in
primary care to surgery in secondary care, as shown in Figure 2.1, it is not surprising to find
many studies which report that the behaviour o f waiting lists is influenced by numerous
factors. A comprehensive review o f these can be found in Frankel and W est [1993] and it
is not the intention in this section to discuss each factor in detail. The aim is merely to
provide an indication o f the complexities involved.
Table 2.1 summarises the main factors reported to affect waiting list behaviour.
Many are obvious, given the previous discussion, and do not need explanation. However,
several factors are examined in more detail below, namely, those related to the individual
behaviour o f surgeons, GPs and patients.
At the most fundamental level, waiting list behaviour is influenced by the decisions
taken by the surgeon, GP and patient. In particular, the perceptions o f patients about the
risks and benefits o f surgery will influence whether or not they proceed with treatment.
However, it is probably surgeons who are the most influential o f the three because they
have most control over how patients are managed.
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Table 2.1

Factors identified as influencing waiting list behaviour

Factors that influence waiting list dynamics

Queue characteristics affected by factor

F a c to rs r e la te d to in d ivid u a ls

surgeon’s surgical threshold

service rate to IP waiting list

surgeon’s waiting list threshold

arrival rate to IP waiting list

surgeon’s assignment o f priority

IP + OP queue discipline

surgeon/administrators: selection o f patients from list

IP + OP queue discipline

GP: referral threshold

arrival rate to OP waiting list

Patient: demand threshold

arrival rate to OP waiting list

O rg a n isa tio n a l le v e l fa c to r s

Budget + allocation o f resources

IP and OP service rate

IP Resources: beds, theatre, clinical staff

IP service rate

IP demand from other sources, eg. emergency patients

IP service rate

OP resources: clinics, clinical staff

OP service rate, IP arrival rate

OP demand from existing patients

OP service rate, IP arrival rate

Level o f efficiency achieved:
bed occupancy, bed blocking
scheduling o f patients
clinical pathway
management/ accuracy o f waiting list

OP service rate, IP arrival rate
IP service rate

R eg io n a l/n a tio n a l fa c to r s

Regional level o f morbidity for:
elective care
emergency and other care

network OP arrival rates
network OP + IP service rates

Regional aggregation o f organisational factors:
global level o f service capacity: staff, beds, etc.
national/regional budget,
global levels o f efficiency

network OP + IP service rates

Current state o f medical knowledge, and local practice

network OP arrival rates, IP arrival rates

Regional structure o f services:
referral networks/relationships
general or specialised services

distribution o f arrivals across queue
network

Regional, national policy framework

all factors potentially affected
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The important role o f surgeons has been highlighted by studies o f variations in
standardised treatment rates for common surgical procedures. Variation has been observed
between countries and between regions within countries, and it has not been possible to
explain this variation only in terms o f differences in patient morbidity, demand, the
availability o f services, or random factors [Andersen and Mooney, 1990; Harvey, 1993].
Studies have also found that the clinical criteria used to assess patients differ between
surgeons [Mordue et al., 1994; Hunter et al., 1995]. Consequently, it is generally accepted
that each surgeon has a unique surgical threshold, or surgical signature.
In addition to this, Sanderson argued that surgeons may also have different criteria
for placing patients on a waiting list, using the example of how ophthalmic surgeons can
choose to manage patients requiring cataract surgery in two different ways:
"They may place all patients ... on the waiting list at their first outpatient
attendance in the expectation that by the time o f admission the cataract will have
progressed sufficiently to merit extraction. Alternatively, they may review all
cataract patients regularly, placing patients on the waiting list only when their
vision has deteriorated sufficiently to justify ... extraction. ”

[Sanderson,

1982:1368]

Sanderson coined the term “waiting list threshold” to describe this phenomenon,
and claimed that, in the example given, it was only the differences in waiting list thresholds
that resulted in waiting lists o f different sizes. The degree o f visual disability at operation the “surgical threshold” was likely to be similar. Support for this has come from West
[1993] who commented how one surgeon sought to minimise his inpatient waiting list,
while another in the same specialty preferred to minimise his outpatient waiting list.
Another mechanism over which surgeons have considerable influence is the
assignment o f patients to urgency categories, and priority to patients when deciding who
to admit, although the influence of booking staff has also been recognised [Pope, 1991].
As already noted, while clinical need is the primary determinant of priority, other factors
are also taken into consideration.
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Studies into the variation o f referral rates among GPs have resulted in similar
conclusions about the existence o f GP referral thresholds. As with surgeons, the thresholds
are thought to be the product o f a GP’s training, experience, tolerance o f uncertainty, sense
o f autonomy, and personal interests [Cummins et ah, 1981].

2.4.4

The “indirect” influence of waiting list information

Waiting list information does not typically feature in discussions about waiting list
dynamics. This is despite its importance in relation to the apparent in-built stability o f lists
overall, and its impact on the decisions o f surgeons, GPs and patients when considering
options about referral and treatment.

These are, though, not its only roles in the

management o f elective surgery.
First, in terms o f the decision to refer a patient to secondary care, waiting list
information can inform the choice o f where the patient is referred as well as colouring
whether or not referral is seen as appropriate. The extent to which waiting list information
might influence these decisions will vary. Waiting list information is just one o f the factors
considered, and is reportedly less important than perceptions about the surgeons’ expertise,
the proximity and convenience of the hospital, and patient preferences [French et al., 1990;
Mahon et al., 1993; Clover et al., 1996]. Whether or not patients are able to be referred
further afield will also be limited by their clinical condition and personal circumstances
[French et al., 1990] and inter-regional funding arrangements.
The other uses o f waiting list information are primarily managerial, with it playing
an important role in the monitoring o f performance. At the lowest level, waiting time
information is essential for monitoring the current state of the waiting list. In particular,
it is necessary to identify patients who have waited, or are in danger of waiting,
excessively. Monitoring a patient’s wait may also trigger the clerical audit of that patient’s
data held on the waiting list, or trigger a clinical review of the patient’s condition. Large
numbers o f patients waiting a long time could trigger more widespread clinical audit and
clerical review.
Waiting list information is also important for monitoring overall performance, and
informing planning decisions at all levels o f management, from the surgeon to central
government. Nonetheless, its role in planning decisions can be contentious, especially
when used to demonstrate a need for further resources. For example, for many years, the
waiting list information used in planning decisions has been the length of the list, or how
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long patients waited. Both these statistics have many limitations, not least because both are
poor indicators o f whether the capacity o f available services is adequate and whether people
with similar conditions have equal access to care [Gudex et al., 1990]. Because o f these
limitations, it has been argued that waiting lists blur the issue o f health care rationing
[Frankel and West, 1993].

2.5

Waiting list dynamics and the causes of excessive waiting times

Given the numerous factors that influence waiting list behaviour, it is not surprising that
a variety o f events can upset the equilibrium o f a local system, and thereby cause excessive
waiting times [Morris, 1984]. A summary o f possible causes o f excessive waiting times,
on a single surgeon’s list or at an organisational or regional level, is shown in Table 2.2.
Although excessive waits may arise for many reasons, in much o f the literature, they
are generally seen as avoidable and are evidence o f poor management practice.

Indeed,

Frankel and West [1993:120] stated that:
“there is much truth in the observation that a surgeon who believes that there
should be no waiting over one month has no waiting over one month. ” (authors’
emphasis)

Within this literature, recurring issues include: the poor scheduling o f patients, the
inefficient use o f resources, and an inadequate level o f resources. Other commentators have
focussed more on the behaviour o f doctors. Frankel [1989; 1993] and Pope [1991] have
attributed the creation o f a group o f long wait patients to how patients are selected for
admission. They claimed that one mechanism for the formation o f such a group being
continually overlooked was the referral o f patients who do not coincide with professional
interests and personal preferences2. In addition, Pope [1991] argued that a pool o f longwait patients can be created when the waiting list signature o f a surgeon (created by
deciding which patients to place on the inpatient waiting list) does not match the particular
casemix o f patients that are operated on. Although seemingly irrational, Pope suggested
various reasons to explain this behaviour: that surgeons might want to monitor the patient’s
condition, or that they might use it to placate difficult patients or GPs.

2

This argument does not relate to the selection o f patients from the list in order to make
efficient use o f surgical resources. This will cause some shuffling o f the patients at the head o f
the list, but is unlikely to cause large groups of patients to wait excessively.
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Table 2.2

Possible causes of excessive waiting times

C a u se s o f E x c e ssiv e W a it

F a c to rs in v o lv e d

L ev el o f effect

Demand exceeds service capacity
(systemic; lasting or temporary)

regional morbidity (epidemics),
regional levels o f budget, and
allocation

regional

Service driven increase in demand
(eg. screening, new service)

patient threshold
organisation o f regional services

regional, individual

new demand due to advances in
medical knowledge

medical practice

regional

Regional/national lack o f staff

surgeons + anaesthetists, nursing staff
influence o f private sector

regional

Long waiting list due to mismatch
between surgical and waiting list
threshold

surgeon’s surgical threshold,
surgeon’s waiting list threshold

individual

Poor prioritisation o f patients

use o f urgency categorisation

individual

Patients overlooked for admission
because they do not coincide with
surgeon’s interest

surgeon scheduling, GP referral

individual

Private patients admitted before
public

surgeon scheduling

individual, regional

Inappropriate GP referrals

GP referral threshold, referral protocol

individual, regional

Maintain prestige

surgeon wait list threshold

individual

Divert patients to private practice

surgeon wait list threshold

individual

Systemic or temporary lack o f IP
resources

beds, staff, budget

organisational

Systemic or temporary lack o f OP
resources

clinics staff, budget

organisational

Low efficiency in theatre use

theatre scheduling, lack o f equipment

organisational,
regional

High numbers o f admission
cancellations due to bed shortages

poor bed management,
beds blocked by patients awaiting
transfer elsewhere

organisational,
regional

Patients not admitted because they
are unfit for surgery

potentially poor clinical pathways

organisational,
regional

Patients do not attend for
admission or OP clinic

poor OP & IP scheduling,
poor OP & IP waiting list management

organisational,
regional

Bottlenecks due to different
waiting list management practices
among surgeons

poor clinical pathways

organisational,
regional

Reduced services due to industrial
action

staff, organisational/regional policy

organisational,
regional
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While these factors can undoubtably cause excessive waits for patients, there is little
research that demonstrates whether they constitute the main causes. It also over-simplifies
the inter-relationships between waiting list behaviour and activity within primary and
secondary care. Problems might occur because o f one or more independent factors, but
they may also arise because o f the interaction between various factors. Taking action to
change one factor may not therefore produce the desired effect. Moreover, some factors
are not really controllable nor predictable, such as a drop in capacity due to unexpectedly
high demand from emergency patients.

This suggests that there is always a risk of

excessive waiting times arising. Other factors, like seasonal variation in demand, are also
uncontrollable. It may be possible to accommodate such variation, but the degree of
success will depend upon the degree to which such behaviour is predictable.
The issue o f predictability highlights another explanation for excessive waiting
times, namely, inadequate information. Indeed, there is anecdotal evidence that supports
this view that excessive waiting times are more than a product o f bad management. Munro
and Potter [1994:317] stated that:
The process by which a waiting list accumulates can be defined by two words:
inexorable stealth.

Similarly, in analysing historical admissions from three elective urgency categories,
Ellis et al. [1990:160] stated that:
though urgent and elective (soon) admissions seem to have increased, we think that
this has resulted from an alteration o f the threshold among classes o f priority,
which inevitably occurs as a waiting list grows.

The essence o f both these quotes is that, whatever factors are involved in causing
excessive waiting times, they are not always apparent.

Both suggest that health

professionals do not always have the information that they require to manage the waiting
times of patients. Indeed, the second type of irrational behaviour described by Pope can
also be seen as a lack o f information rather than poor management. A mismatch between
the type o f patients added to a waiting list and admitted can easily arise if surgeons are
without information about the aggregate effects of their decisions.
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There are other reasons to believe that waiting list information has been inadequate
to effectively support the management o f patients’ waiting time. First, it is only recently
that waiting list data have been computerised. Prior to this, it would not have been easy to
produce aggregate information for surgeons on their activity or waiting times. It has also
restricted opportunities for the analysis o f changes in the demand for services over time
(e.g. seasonally), information which could assist planning activities.
Second, waiting list data are prone to becoming less accurate as the medical
conditions and personal circumstances o f patients change after they are added to a waiting
list. This can result in a waiting list containing significantly more patients than the number
that still want treatment [Porter, 1984; Fraser, 1991], thereby making waiting list statistics
difficult to interpret. But the impact o f these inaccuracies is not limited to waiting list
statistics. They have the potential to disrupt the scheduling o f admissions or outpatient
appointments, increase rates o f non-admission and non-attendance, and reduce the
efficiency with which resources (e.g. theatres) are used.
Two other factors can also limit the ease with which waiting list statistics can be
interpreted, and so inform management actions. These are: inconsistencies in the data
definitions used by hospitals, and differences in the urgency categories used by surgeons
to prioritise patients. The use o f informal urgency categories by surgeons, in particular, can
lead to various difficulties in the management o f waiting lists.

If the scheduling of

admissions is performed by admitting clerks, the inconsistent interpretation o f urgency by
surgeons can result in the clerks having to use their discretion in selecting patients for
admission [Pope, 1991].

The impact on scheduling is compounded if the urgency

categories are not linked to maximum appropriate waiting times because it will not be
possible to identify patients who have waited or are close to waiting excessively. As a
result, the risk o f an inappropriate wait might be higher than necessary.
Variations in the urgency systems used by institutions, coupled with the inter
surgeon inconsistencies also make it difficult for GPs and patients to interpret waiting time
information and usefully incorporate the figures into referral decisions [Naylor et al., 1991 ].
This has led Naylor et al. [1991] to suggest that patients are not in a position to give fully
informed consent to waiting for a given surgeon. In addition, they claim that patients may
also become anxious and try to move up the queue when waiting times are actually short.
The use o f informal urgency categories also adversely affects the ability of surgeons
to monitor the referral and admission process. The absence o f consistent categories and
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priority criteria within and between specialties means that it is not possible to assess to
what extent waiting times reflect proper clinical priorities or represent excessive waiting
for needed surgery [National Health Strategy, 1991]. Consequently, the benefit o f clinical
audit activities is reduced, both when performed by individual surgeons or when
implemented as part o f a peer-review quality assurance program.
The same problems limit the usefulness o f waiting list performance indicators used
to monitor the overall performance o f hospitals, and regional health authorities.

In

particular, the inconsistencies within the waiting list information limit the ability o f policy
makers to create incentives aimed at eliminating clinically unacceptable waiting times
[Street and Duckett, 1996].
In summary, therefore, it is perhaps wrong to suggest that excessive waiting times
are wholly avoidable. Although some problems might be caused by poor management, it
is also possible that the information required for good management is simply not available,
and some excessive waiting time may be just unavoidable due to budgetary or other
infrastructure constraints.

2.6

Conclusion

Waiting lists play an important administrative role in the management o f elective surgery.
Not only do they enable the care o f individuals to be passed from GPs or other primary care
providers to surgical services in secondary care, but they enable both GPs and surgeons to
prioritise access to care according to clinical need. Thus, when commentators call for the
abolition o f waiting lists, they are confusing the role o f waiting lists with the fact o f
waiting.
That some patients wait excessively for care is not in doubt. What is less clear is
the extent to which excessive waiting times might be avoided. Managing a waiting list is
not straightforward because o f the many factors that, either individually or in combination,
can affect the three attributes o f a waiting list that mainly determine its behaviour, ie. the
rates at which patients join and leave the list, and how patients are selected for admission.
Moreover, some o f these factors might be considered to be outside the control o f clinicians,
managers or policy makers, and while other factors might appear to be controllable, there
may be no single person or authority that has control over them (for example, the level o f
aggregate referrals a surgeon receives from local GPs).
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Yet, despite the obvious complexity o f waiting list dynamics, the implication of
much debate about waiting list problems, especially excessive waiting times, is that they
are largely avoidable. Certainly, many o f the factors identified in Table 2.2 are amenable
to control, be they related to the level o f efficiency within an organisation, or the policy
environment within which elective surgery is provided. But the key issue raised in this
chapter is in relation to whether health professionals have the information available to
trigger control actions. For while waiting list information was identified as having a
significant effect on waiting list behaviour, not least because it seems to have a negative
effect on patient demand and so results in a system that is reasonably stable, there are
reasons to believe it has been inadequate for management purposes. Nonetheless, such
deficiencies are not insurmountable, and from the current discussion, there is no reason to
believe that better information cannot be provided.

31

32

3.

Overcoming excessive waiting times with information on elective
surgery: initiatives and issues

3.1

Initiatives to eliminate waiting list “problems”

The literature contains numerous articles, originating from many countries, that describe
initiatives aimed at overcoming excessive waiting times and other waiting list problems.
At one extreme have been one-off programs, requiring few additional resources, aimed at
alleviating a localised bottleneck, perhaps initiated by a single concerned surgeon. At the
other extreme have been radical changes in the organisation and funding o f health services,
targeted at potential causes o f systemic problems, typically led by a Government trying to
meet the political pressure resulting from excessive waiting lists. The basic designs of
these initiatives are well known, and have been described in several comprehensive reviews
[Yates, 1987; Frankel and West, 1993]. A comprehensive review o f these initiatives will
not be attempted in this chapter.

Instead, the focus will be on initiatives aimed at

improving the availability and quality o f information available to patients and health
professionals. Nonetheless, the range o f initiatives will be surveyed briefly as it confirms
that there is no simple solution to the problems posed by the management o f waiting lists,
and it supports the argument from chapter two that excessive waiting times stem from more
than factors which affect waiting list behaviour being poorly managed.

If poor

management was the principal cause, these initiatives should have removed problems of
access to elective surgery from the political agenda.
Table 3.1 summarises the main types o f initiative (excluding those aimed at
improving waiting time information), grouping them into categories that relate to their
overall aim. Initiatives that fall into categories 1,2 and 3 have been implemented for many
years. Category 1 contains those programmes aimed at removing an isolated problem, such
as a long list within a particular specialty at one hospital. Such initiatives are generally
reported as having an immediate positive effect1, although the long term impact is less clear
because news o f reduced waiting times can lead to increased demand [Beverland et al.,
1989; Bowen and Forte, 1997].

1 However, this might be a consequence o f publishing bias, as unsuccessful initiatives
may not appear.
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Table 3.1

Initiatives aimed at reducing waiting times and other waiting list
problems

1. One-off waiting list initiatives to treat bottlenecks
make funds available to increase throughput, eg. increase local capacity, treat people outside
area.
perform audits o f waiting lists: clerical audit and/or clinical review
analyse patient flows to identify imbalances in workload/conflicting practices
2. Initiatives aimed at increasing inpatient throughput or introducing more cost-effective practices
reduce demand on beds by reducing length o f stay, introducing day surgery, introducing “day
o f operation” admission
shield resources from emergency patients better by using short stay wards, or quarantining
beds.
increase theatre efficiency by improving theatre scheduling, and theatre management
generally
introduce pre-admission clinics to reduce non-attendance/cancellation
improve scheduling practices and clerical audit o f data to reduce number o f non-attendances
3. Initiatives aimed at increasing outpatient throughput/efficiency
reduce demand for repeat attendances by returning patients to the care o f GPs sooner
improve scheduling practices and clerical audit o f data to reduce number o f non-attendances
4. Initiatives to improve the process o f referral
introduce referral guidelines/ evidence-based clinical protocols concerning appropriate
referrals
initiate a priority scoring system for establishing thresholds for the referral o f patients
5. Initiatives to improve waiting list management
introduce regional/national waiting list management policies that establishes roles and
responsibilities
replace surgeon level management o f waiting lists with more centralised management (eg. at a
specialty level)
specify a maximum waiting time guarantee, a target time beyond which no patients should
wait
replace waiting lists with a diary booking system in which patients are allocated an admission
date (outpatient clinic date) at the time of initial contact
reform o f funding arrangements and performance monitoring that aim to remove the
incentives to maintain long waiting lists6
6. Others
subsidise private insurance or the use o f private hospital facilities
________improve the planning o f surgery capacity based on explicit needs assessment/priority setting
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There is also uncertainty about the degree to which initiatives aimed at increasing
throughput or efficiency are effective at reducing waiting times. For instance, there is a risk
that improving elective surgical practices will be at the expense o f hospital efficiency
overall (e.g. in the case o f quarantining surgical beds from emergency medical admissions).
Nonetheless, they are generally considered positively because increased throughput and
efficiency gains are valued in their own right. Initiatives like the greater use o f day surgery
and pre-admission clinics m ay also improve the quality o f clinical care.
Partially in a response to the limited effectiveness o f initiatives in categories 1-3,
a growing number o f initiatives have aimed at controlling those factors that operate outside
o f a hospital setting. For those strategies, aimed at improving the appropriateness o f
referral (category 4), the focus is typically on reducing variation among GPs referral
thresholds. The range o f initiatives within this group, though, is quite broad. Some studies
have focussed on establishing better communication and a shared understanding between
GPs and surgeons about what were appropriate reasons for referral [e.g. Roland et al.,
1991]. Others have aimed to establish clinical referral guidelines for common conditions
that can be treated with elective surgery [Clover et al., 1996]. At the other extreme, priority
scoring systems have been developed with the aim o f establishing explicit clinical
thresholds [Hadom and Holmes, 1997].
The initiatives aimed at improving the management o f waiting lists (category 5)
have also been quite varied. At the small end o f the scale, government Health Departments
have created (or revised) formal waiting list management policies [ACT Health, 1995;
NSW Health, 1998; Queensland Health, 1998]. Another common type o f policy initiative
has been to establish maximum waiting time guarantees for patients. Their principal aim
seems to be to limit long waiting times, thereby tackling the perception that patients are
being denied care. Reducing inequalities in waiting times between regions appears to be
a secondary aim. Countries that have adopted this approach include the UK [Department
o f Health, 1995], Sweden, Norway and Denmark [Hanning, 1996]. At the other extreme,
there have been large-scale reforms to remove perceived incentives to maintain long
waiting times. In Australia, funding arrangements in Victoria were altered from a global
budgeting model, based on agreements about activity targets, to an output-based funding
model, with funding linked to the casemix o f patients treated by the hospital. To remove
unintended incentives for hospitals to maintain long waiting lists, access to additional
funding was made conditional on hospitals meeting waiting list performance targets [Street
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and Duckett, 1996]. Similarly, in the UK, one o f the benefits o f introducing the purchaserprovider split was claimed to be that purchasers:
“will seek to buy where waiting times are shortest, and hospitals will have a strong
incentive to reduce waiting times to attract fu n d s “ [Department o f Health 1989;
cited in Mullen 1994]

In summary, this brief review demonstrates the considerable effort made by many
people to improve the organisation o f elective surgery so that patients do not wait
excessively. Many initiatives have had considerable success, and may yet improve the
delivery o f elective surgery further as the initiatives are refined, and new ones are
developed. Nonetheless, initiatives aimed at limiting the adverse impact o f factors that
directly affect waiting list behaviour will never be sufficient. As highlighted in chapter 2,
waiting time information also affects waiting list behaviour in important ways, and a lack
o f quality information seems to play a role in the appearance o f excessive waiting times.
Consequently, it is on the initiatives relating to these issues that attention will now be
focussed.

3.2

Initiatives aimed at improving the quality of waiting list data

It has long been known that waiting list data may be o f poor quality, not least because
waiting list data become less accurate over time as the medical condition and personal
circumstances o f some listed patients change after their details are recorded. It is not
surprising, therefore, that a greater focus on initiatives that require waiting time information
has been accompanied by initiatives aimed at improving the quality o f waiting list data.
The regular review o f waiting list data (clerical audit) and the condition o f waiting
patients (clinical review) has been advocated for many years. A clerical audit aims to
validate the patient information stored on the waiting list and patients are asked whether
they wish to remain on the list. This is typically performed as a postal or telephone survey,
and often focuses on patients who have been waiting for a year or more. Clinical review
involves a surgeon reassessing patients on the waiting list to determine whether they still
require the procedure or whether their urgency status has changed. The timing o f a clinical
review can vary with the type o f procedure awaited and the natural history o f the disease
process [Bishop, 1990], For many years, the adoption o f such practices has been less than
rigorous, possibly because the old paper-based waiting list registers did not facilitate the
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monitoring o f waiting times. This has changed over the last twenty years with many
management policies being prescriptive about audit procedures.
Other initiatives have focussed on improving the consistency and comparability o f
information. In Australia, with the States having responsibility for hospital services, it was
not possible to obtain nationally comparable statistics until quite recently due to differences
in the definitions o f waiting list terms and statistics.

The Medicare Agreement for

1993-1998 and the National Health Information Agreements mandated the collection of
waiting list data consistent with nationally agreed definitions.

An initial National

Minimum Data Set (NMDS) for elective surgery waiting lists was introduced in 1 January
1995, and became part o f the National Health Data Dictionary. Since then, the waiting list
NMDS has been refined several times, the latest change being in July 2001.
The initial NMDS defined 12 data elements and data element concepts. Terms valid
from July 2001 are summarised in Table 3.2. Other definitions in the National Health Data
Dictionary also cover the related concepts o f elective surgery, a hospital waiting list, and
clinical review [National Health Data Committee, 2002]. O f relevance to waiting time
statistics are the definitions that specify which patients are to be included in waiting list
figures, and how their urgency should be classified. By standardising when patients should
be listed as not ready-for-care, the first o f these definitions may reduce the variation in
waiting time statistics caused by different waiting list thresholds, as in the example given
by Sanderson [1982]. The second definition is also important because it established the
concept o f relating waiting times to a patient’s clinical urgency. Maximum desirable
waiting times were defined for the higher urgency categories, from which was derived the
notion o f an ‘overdue patient’. The lowest urgency category does not have a specified
maximum, but the notion o f an ‘extended w ait’ was linked to this category for patients
whose waiting time exceeds one year.
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Table 3.2

The National Minimum Data Set definitions for elective surgery
waiting times [National Health Data Committee, 2002]

Data item

Definition

Establishment identifier

Identifier for the hospital in which episode or event occurred.

Surgical specialty

The area o f clinical expertise held by the doctor who will perform the
elective surgery.

Waiting list category

The type o f elective hospital care that a patient requires.

Indicator procedure

An indicator procedure is a procedure which is of high volume, and is
often associated with long waiting periods.

Listing date for care

The date on which a hospital or a community health service accepts
notification that a patient/client requires care/treatment.

Reason for removal from
elective surgery waiting list

The reason why a patient is removed from the waiting list

Clinical urgency

A clinical assessment o f the urgency with which a patient requires
elective hospital care. Three categories are defined:
1
Admission within 30 days desirable for a condition that has
the potential to deteriorate quickly to the point that it may
become an emergency
2
Admission within 90 days desirable for a condition causing
some pain, dysfunction or disability but which is not likely
to deteriorate quickly or become an emergency
3
Admission at some time in the future acceptable for a
condition causing minimal or no pain, dysfunction or
disability, which is unlikely to deteriorate quickly and which
does not have the potential to become an emergency

Patient listing status

An indicator o f the person's readiness to begin the process leading
directly to being admitted to hospital for the awaited procedure. A
patient may be 'ready for care' or 'not ready for care'.

Category reassignment date

The date on which an elective patient is assigned to a different
urgency category, or a different patient listing status category

Overdue patient

An overdue patient is one whose wait has exceeded the time that has
been determined as clinically desirable in relation to the urgency
category to which they have been assigned.

Extended wait patient

A patient with the lowest level o f clinical urgency for an awaited
procedure who has been on the waiting list for elective surgery for
more than one year

Census date

Date on which the hospital takes a point in tune (census) count o f and
characterisation o f patients on the waiting list.

Waiting time at a census date

The time elapsed for a patient on the elective surgery waiting list from
the date they were added to the waiting list for the procedure to a
designated census date.

Waiting time at admission

The time elapsed for a patient on the elective surgery waiting list from
the date they were added to the waiting list for the procedure to the
date they were admitted to hospital for the procedure.
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The reporting o f waiting times by urgency category, coupled with the introduction
o f maximum desirable waiting times for these categories, served to highlight issues
surrounding the calculation o f waiting times for patients who change urgency category
and/or listing status. There is no obvious theoretical definition. Initially, the element
defining waiting time was based on the total “ready for care” time waited. However,
changes were made to these definitions in 1996, in July 1997, and again in July 1999. In
the 1999 edition, waiting tim e was defined as the total time spent on the list minus days
spent as not “ready for care” minus days waited in lower clinical urgency categories
(compared to the urgency category on admission or census).
The standardisation o f data items in Australia is representative o f improvements
elsewhere, although in various instances developments have been more advanced. O f
particular importance has been work which has led to definitions o f clinical urgency being
replaced by explicit scoring systems for the consistent triage o f patients. These systems
typically produce an urgency rating for a patient based on clinical indications and/or social
factors. Maximum desirable waiting times can also be assigned to the various scores,
which may reflect clinical judgements about an acceptable wait given its risks to patient
health instead o f simply reflecting judgements about social justice.
The use o f such scoring systems offers a number o f benefits. First, they would
improve the ability o f surgeons to monitor the extent to which waiting times reflect proper
clinical priorities or represent excessive waiting for needed surgery. Consequently, the
benefits o f clinical audit activities would be enhanced. Second, the scoring systems would
enable GPs and patients to interpret waiting time information better and so usefully
incorporate the figures into referral decisions [Naylor et al., 1991]. Finally, it improves the
ability o f regional or central planners to monitor the overall performance o f hospitals, and
regional health authorities, especially in relation to ensuring that there is equal access for
patients o f equal need (at least for the population o f patients who are added to the waiting
lists).

In addition, removing the inconsistencies within the waiting list information

increases the ability o f policy makers to create incentives aimed at eliminating clinically
unacceptable waiting times [Street and Duckett, 1996].
However, despite these benefits, few scoring systems have been implemented,
principally because it has proved difficult to link clinical characteristics to urgency. The
m ost successful system to date has been the scoring system developed in Ontario for
patients awaiting coronary artery bypass surgery (see Table 3.3) [Naylor et al., 1991].
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W ork is continuing in this area however [e.g. Hadom and Holmes, 1997] and the ideas are
finding advocates in various countries (for example, in the UK [Harrison and New, 2000]).

Table 3.3:

Urgency scale utilised by the Ontario scoring system

Level

Timing (upper limit represents maximum acceptable wait from the time
results from an angiography are available)

1 Emergency

Immediate Revascularisation

(Same admission)

2 Extremely urgent

Within 24 hours

(Same admission)

3 Urgent

24-72 hours

(Same admission)

4 Semi-urgent

72 hours to 14 days

(Same admission)

5 Short list

2 weeks to 6 weeks

(On waiting list)

6 Delayed

6 weeks to 3 months

(On waiting list)

7 Marked Delay

3 months to 6 months

(On waiting list)

8 used to indicate that revascularisation is questionable
9 used to indicate that revascularisation is inappropriate

3.3

Initiatives to improve the use of information in day-to-day
activities

After reviewing the complex nature o f waiting lists in their book, Frankel and W est
concluded that:
“whatever resources become available, the current levels o f unacceptable waiting
are likely to be reduced only by policy changes directed at the more intimate
decisions ofpatient m anagem ent” Frankel and W est [1993:115].
The three initiatives described in this chapter concern the use o f information to better assist
the ‘intim ate’ decisions o f patient management.

The first initiative is the policy o f

promoting the dissemination o f waiting time information to GPs and patients. By making
statistics available about the relative waiting times at different hospitals, policy makers
believe that GPs and patients are in a better position to choose the surgeon with the shortest
wait, and the objectives o f such policies are frequently stated only in these terms. Yet,
while their explicit focus would appear to be improving the coordination o f referrals rather
than the more contentious issue o f rationing, it is not possible to divorce the one from the
other.

40

It has only been fairly recently that serious attempts have been made at
disseminating comparable data to GPs and patients. An early initiative was begun in the
UK by the College o f Health, a charity established in 1983 to represent the interests of
patients. In 1987, the College began to publish yearly reports o f the data then available.
The statistics were produced by specialty for each District Health Authority and were point
prevalence figures: the total number o f people waiting, the proportion o f non-urgent
patients waiting over 1 year, and proportion o f urgent patients waiting over 1 month
[College o f Health, 1987].
The dissemination o f waiting time statistics was formally encouraged in England
and Wales in 1990. The Royal College o f Surgeons o f England produced guidelines that
complemented a waiting list management policy produced by the UK Department of Health
[British Dental Journal, 1991]. The guidelines recommended that GPs be informed o f the
waiting times for outpatient consultations and waiting times for surgery for each consultant
surgeon. The reorganisation o f the NHS in 1991 also enhanced the ability of GPs to make
use o f the information by removing the “perverse incentives” o f traditional funding
mechanisms that saw districts inadequately compensated for treating patients from outside
their district [Mahon et al., 1993]. Compliance with the dissemination policy appeared to
be good. In 1993, a survey o f GPs in North West England reported that, o f the 264 GPs
who responded, 96% received information about waiting times for outpatient appointments
and 81% received information on surgery waiting times, although fewer received
information from hospitals outside their district [Mahon et al., 1993].
More recently, with patients and GPs having increasing access to computers and the
Internet, statistics have begun to be disseminated over the World Wide Web. Examples of
this are the Welsh W aiting Times Information System and the British Columbia (Canada)
Surgical Wait List Registry. The same trend towards dissemination has been followed in
Australia. From the early 1990s onwards, various State governments have produced
waiting list management policies in which the dissemination o f waiting time information
to GPs and patients is encouraged [NSW Health, 1994a, 1998; ACT Health, 1995]. Reports
providing waiting time information have also begun to be disseminated, including via web
sites.
The second and third areas in which the use o f waiting time information is
encouraged are not strictly “initiatives” in the same sense. Its use is advocated in formal
waiting list management policies with respect to (1) telling patients how long they might
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expect to wait for their procedure, so they are in a better position to give informed consent,
and (2) monitoring patient waiting times so that arrangements can be made to admit those
patients whose waiting time is, or threatens to become, excessive.
There appears to be no published evidence as to the effect o f the greater use o f
waiting time information in these second and third areas. That disseminating waiting list
information improves the coordination o f referrals has also yet to be rigorously tested. But
this policy has not been without its critics. First, it has been argued that the benefit o f some
disseminated figures was limited because they were based on data o f patients still waiting
[Don et al., 1987]. Deriving waiting time statistics from admitted patients was advocated
as a better and viable alternative.
W orthington [1987] identified another potential problem, namely, that although
such policies may equalise waiting times, this does not necessarily equate to equal access
for equal need. This arises because GPs have different referral thresholds. Worthington
created a model o f how referral rates might be influenced by waiting list information, and
analysed a scenario involving two regions, with similar levels o f community need, in which
GPs could refer to either area.

The GPs in the two regions were assumed to react

differently to disseminated waiting list information. Those in region A dropped their
referral rates quite quickly as the waiting lists grew whereas the referral rates o f those in
region B dropped more slowly. The model predicted that disseminating the information
would cause the waiting lists in both areas to settle to equal lengths but work would shift
from region B to region A. This caused the number o f patients treated from region A to
drop, and thus resulted in unequal access for residents in the two communities.
Another possible outcome o f disseminating waiting list information is that referral
patterns will become more volatile, with rates changing as new information becomes
available. And, because a GP does not know how other GPs are reacting (eg. how many are
also referring patients to surgeons with the lower waiting times), it could make the system
unstable and unpredictable, and cause more inequity rather than less. The likelihood o f this
outcome, though, has not yet been studied.
Finally, disseminated information has often only covered patients on inpatient
waiting lists. But, inpatient waiting times do not give a complete description o f the time
that elapses between a patient being referred to secondary care by a GP and being admitted
for surgery. Patients will spend some time waiting for an initial appointment with a
surgeon (for example, on the surgeon’s outpatient waiting list) and additional time can
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elapse before a patient is added to the inpatient list if the patient requires further diagnostic
investigation and a follow-up (outpatient) appointment. A Scottish study [Smith, 1994]
reported that, for patients admitted in selected specialties at three hospitals, the average
inpatient waiting time (58 days) accounted for only 53% o f the total average post-referral
waiting tim e o f 110 days.

O f the remaining time, the average waiting time on the

outpatient list was 35 days, while the average time spent between the lists was 17 days.
Disseminating only inpatient waiting times can give rise to various problems.
Patients referred by GPs may not experience the waiting times they expect, and could end
up waiting longer. Not having access to waiting time data for both inpatient and outpatient
lists can result in decisions compromising the overall performance o f an organisation (a
problem o f sub-optimal performance). W est [1993] gave just such an example, describing
how two surgeons in the same specialty operated different philosophies. One sought to
minimise his inpatient waiting times, while the other sought to minimise his outpatient
waiting times.
With only partial information available, and with hospital management
encouraging patients to jo in the shorter outpatient list, the system clogged up.
[West, 1993:48]

It can also introduce various perverse incentives. Because outpatient waiting times
are invisible, a policy o f reducing inpatient waiting times could simply increase the wait
for an initial outpatient appointment [Pope, 1991], something that is potentially dangerous
(e.g. increasing the delay in the diagnosis o f cancer [German et al., 1993]). Alternatively,
a surgeon could delay notifying the hospital o f “the intention to admit” [Kent, 1999].
Nonetheless, there is another potential flaw in the use o f waiting time information
in all three ways described here, although it is perhaps less pertinent to monitoring for
excessive waiting times. The issue concerns the accuracy with which inferences can be
made about future waiting times o f patients who have yet to join a waiting list from waiting
time statistics based on either data collected from admitted patients, or data collected from
patients on the waiting list. Given the potential for instability in waiting lists over time,
there is no reason to assume that such inferences would be sufficiently accurate. Moreover,
waiting time statistics can be derived in various ways, and it is not clear which approach
produces the most accurate, or the m ost robust, estimates. Yet, no reference was found to
this issue in the literature, despite it being o f fundamental importance.
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3.4

Initiatives to improve planning decisions affecting waiting lists

3.4.1

Introduction

While decisions concerning the management o f care for individual patients are important
determinants o f waiting list behaviour, these decisions are taken within the context o f
knowledge about both aggregate levels o f demand and supply. There is, therefore, a strong
link between decisions linked to the care o f individuals and the planning decisions taken
within a surgical unit about the allocation of resources and strategies to manage aggregate
levels o f demand. These unit-level planning decisions are themselves taken within the
context o f planning processes at higher levels o f management, for example, both within a
hospital and on a regional basis by a regional health authority.

It is not surprising,

therefore, to find initiatives aimed at improving the quality o f information that feeds into
planning activities. In part, this stems from the recognition that planning decisions have
often been based on fairly crude waiting list information. They may simply be based on
the number of patients on the waiting list, even though these statistics provide very little
information as they do not indicate how quickly patients join and leave the list, and so do
not reveal anything about the ability o f the surgeon, specialty, etc., to meet patient demand
[Moon, 1996]. There are, o f course, various ways to improve the information available to
clinicians and managers. Consequently, the review o f these initiatives in the following two
sections has been structured according to the level o f sophistication o f these methods. The
first focusses on suggested improvements to the type o f statistics considered, while the
second focusses on decision support systems that aim to assist the planning process.

3.4.2

Methods that aim to improve on crude waiting list statistics

It has already been noted that planning decisions have been based on fairly crude waiting
list information, either the number o f patients on the waiting list, or (slightly better) waiting
times. There have, though, been various efforts to improve on this. The next level o f
sophistication has been to examine inpatient waiting lists in terms o f their resource
implications, the main feature o f such approaches being the conversion o f patient numbers
into units based on their expected use o f beds and/or theatre resources. Examples o f the
latter appear to be most common.
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One example was contained in the report o f the UK Working Party on Orthopaedic
Services [Department o f Health and Social Security, 1981]. The working party suggested
that elective orthopaedic patients should be allocated to one o f three groups based on the
planned procedure: major, intermediate, and minor. The groups were allocated weights of
7 points, 3 points and 2 points respectively. Thus, a measure o f total demand was created
by weighting each patient with the appropriate number o f points and summing the result.
A measure o f supply was calculated by estimating the average number of points per theatre
list using historical activity data.
Donaldson and Stoyle [1987] proposed an alternative approach, whereby demand
was an estimate o f the number o f operating hours required to treat all waiting patients,
being calculated using average operation durations (including changeover time). Supply
was simply taken to be the number o f operating hours available per session. Donaldson and
Stoyle compared the two approaches and found that they gave different estimates o f the
number o f sessions required to treat the number o f patients then on the waiting list: the
points estimate being only 59% o f the number estimated by the “duration” approach (432
v 711 sessions). They regarded the “duration” approach as more accurate because the three
categories were very broad. The approach also had the advantage o f taking account o f local
practice, and o f producing a confidence interval for the estimate as the standard error o f the
operation durations could also be calculated.
More recently, and again in the UK, a working party o f the Royal College of
Surgeons proposed recommended values for use in surgical audit and workload analysis
[Ellis, 1991b], although their use for managing waiting lists was not explicitly mentioned.
The working party produced weights for outpatient clinics and inpatient procedures, with
outpatient visits being weighted according to whether it was for a new client (20 mins) or
a follow-up visit (10 mins). Inpatient procedures were classified based on the BUPA
Schedule o f Procedures (July 1990).

This contained five categories: minor (0.5),

intermediate (1), major (1.75), major plus (2.2), complex major operation (4).
When Payne et al. [1997] undertook an initiative to reduce waiting times, they
extended the focus o f their planning activities to include outpatient services, arguing that
it was difficult to plan the allocation o f resources within a surgical service based on
inpatient activity alone.

Moreover, they also noted that there was virtually no data

regarding the logistical consequences o f a referral for outpatient assessment.

They

followed a cohort o f 400 patients who were invited to participate in the waiting list
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reduction program, and were able to construct a model that summarised the activity
generated by 100 new outpatient referrals, including the proportion who had more than one
outpatient visit, the proportion who had investigations, and the proportion who were added
to the inpatient waiting list. Inpatient activity was classified using the BUPA Schedule o f
Procedures, but expected resource use in terms o f beds and theatre time was derived from
historical activity data.
The final two initiatives both take more sophisticated approaches.

The first,

described by Cook et al. [1997], applied a statistical model to better understand the
behaviour o f a waiting list and surgical activity. They examined how the pattern of
referrals to an outpatient clinic for varicose veins affected waiting list behaviour, and in
particular how they could meet the waiting time commitments o f the UK Patient’s Charter
[Department o f Health, 1995].

Analysing the data in a spreadsheet, they identified

significant seasonal variation in the referral pattern. They then fitted a simple time series
model (an exponentially weighted moving average with trend and seasonal components)
to assess when clinics should be planned in order to keep waiting times constant. The
model revealed this could be achieved if the existing arrangement o f two clinics every
fortnight was rearranged with one clinic per fortnight during winter and three per fortnight
during summer. The total number o f clinics per year remained constant. However, the
study did not consider the knock-on effects o f such a change on inpatient waiting times.
The second, described by Gudex et al. [1990], proposed an approach based on
economic considerations. They observed that there is no good reason to suppose the length
o f waiting lists or waiting time are valid indicators o f need for additional resources because
the length o f a waiting list is strongly influenced by the behaviour o f its ‘owner’.
Consequently, they argued that a more rational basis for allocating resources would be to
consider the cost-effectiveness o f competing claims and to fund waiting list reduction
programs based on achieving the maximum health gain. As an example, they estimated the
expected net benefit o f 22 procedures in general surgery using in terms o f Quality-Adjusted
Life Years gained. However, they did acknowledge that, in 1990, there was still a long way
to go before the full potential o f the approach could be realised, mainly due to weaknesses
in the estimates o f effectiveness.

But, even today, it is still not clear that there are

sufficiently good estimates o f benefit for this approach to be become widespread.
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3.4.3

The use o f decision support systems to support “waiting list planning”

In response to the obvious complexity o f waiting list behaviour, people have tried to create
means o f examining and understanding the relationships between the different factors at
work. A typical approach has been to construct a model which incorporates factors that are
considered important, and which shows how changes in one factor might affect other
factors and the performance o f the system as a whole. Such efforts can be fairly simple,
like developing a “system dynamics” diagram showing the how factors might influence
waiting list behaviour [Coyle, 1984]. But, with access to personal computers becoming
widespread, people have adopted a more powerful approach, namely, developing computerbased decision support systems (DSS).
Before reviewing some DSS that have been developed to assist the management o f
waiting lists, it is worthwhile clarifying what is meant by a decision support system. There
is no universally accepted definition o f a decision support system, but one offered by
Cropper and Forte [1997b:20] captures its common attributes:
“systems which call for, order and prom ote deliberation and analysis directly
relevant to management tasks where complexity and uncertainty make it difficult
to arrive at a reasoned response. A distinctive feature ofsuch systems is their use
o f computer-assisted modelling methods to help make sense o f current issues, in
exploring options fo rfu tu re policy and action, and in assessing their consequences.
In general, they can also be reused and translated into decision making processes
in different locations ”

To clarify this definition, Cropper and Forte go on to draw distinctions between
DSS and computerised information systems. The function o f the latter is typically to
collect, store and provide access to routine data. An information system will not typically
give users any assistance in identifying, selecting or retrieving information required for a
particular decision.

In contrast,

decision support systems aim to assist a specific

management task, and incorporate a means o f analysing data so that users can explore
different options and thereby come to a better understanding o f the issues being examined
and the likely consequences o f any decision.
Cropper and Forte also note the differences between clinical and management DSS.
A characteristic o f clinical DSS is that they tend to enable users to access valid medical
knowledge quickly. In contrast, management DSS tend not to be built around a database
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o f expert knowledge. Instead, the embedded model typically acts as a framework for
organising and analysing information.
Although various modelling approaches were used in earlier DSS (e.g. see Boldy
[ 1981; 1987], recent examples tend to adopt methods that enable the user to explore various
options by undertaking [Cropper and Forte, 1997b]:
•

“what if?” modelling, in which the consequences of different decisions are
examined; and

•

sensitivity analysis, in which the robustness of different decisions is assessed
against changes in the assumptions on which they are based.

Examples o f the decision support systems described in the literature can be split into
two types. The first type, although including a representation o f waiting lists within the
model to some degree, aim primarily to examine the consequences o f different allocations
o f resources. They enable the analysis o f how different decisions affect patient access to
elective surgery but are actually focussed on the effect o f changes in levels of activity rather
than waiting list behaviour per se.
An example of this type o f model from 1983 was described by George et al. [ 1983].
They created a model of a surgical department that could assist in answering questions
about the optimal throughput of patients given the availability of resources, and although
its raison d’etre is expressed in terms managing waiting lists, it does not include a
representation of the waiting lists. The effect of a scenario on waiting lists was implied by
the model output indicating how many more or fewer elective cases were being treated.
Another, more recent example was published by Ellis et al. [1990]. They created
an equation-based model in a spreadsheet to investigate how clinical changes over a year
might affect the utilisation o f resources within their specialty, and their ability to treat
inpatients. The model translated estimates o f patient demand, bed and theatre availability
and data on average length of stay into predictions of bed occupancy, patient throughput
and projected waiting times. Although relatively simple, the authors described using the
model to test various scenarios including the effect o f an increase in emergency admissions,
the effect of a reduction in beds and the effect of a “waiting list initiative” that increased
theatre capacity. However, in a later article, it was claimed that the most important insight
provided by the model:
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"was an understanding o f variation between patients from various sources and
their utilisation o f resources. " [Ellis, 1991 a:76]

The model showed that routine elective admissions:
"only accounted fo r 2.1 beds; thus (even) a small reduction in bed availability
would effectively prevent the admission o f these patients. " [Ellis, 1991 a:76]

The study was somewhat unusual as the model was developed under the instigation
o f surgeons rather than management scientists. Their motivation, however, was quite clear.
They felt that the technique would allow the creation o f a clinical business plan which
could then be used in debate with hospital management to counter moves to merely pursue
efficiency, something they feared m ight result from the introduction o f the purchaserprovider split in the UK [Ellis et al., 1990].
The second type o f DSS corresponds to those with a more explicit focus on waiting
list management. The review found four examples o f such systems, and all originated from
the UK. All are built on models that cover both outpatient and inpatient waiting lists.
O f the four, the earliest published example was the computer-based model
developed by W orthington [1991]. The model consisted o f three stages: the outpatient
stage corresponding to the flow o f patients on and off the outpatient waiting list; the
transition stage where the number o f outpatients requiring inpatient care was determined;
and the inpatient stage corresponding to the flow o f patients on and off the inpatient waiting
list. A key feature o f the model was its ability to capture the interaction between patients
in different urgency categories on both the outpatient and inpatient waiting lists, with users
defining categories that best corresponded to their local circumstances.

The other

parameters in the model included the rate of referrals, the initial conditions of both waiting
lists, outpatient clinic capacities, the conversion rates from outpatient to inpatient and
inpatient throughput levels/capacity. The model then projected the waiting list census and
average waiting time for each waiting list category on both lists.
W orthington focussed on using the model with surgeons, rather than managers, and
reported how, in one instance, the model was used successfully by consultants, who were
faced with bed closures as a result o f renovation work, to argue for the use of some
temporary beds. In another case, the key issue it identified for a consultant was the problem
o f controlling the transition rates o f outpatients to inpatients. Worthington considered that
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a key benefit o f the model was how it was able to move debate a major step forward by
enabling decision-makers to investigate their own solutions to potential problems.
Bowen and Forte [1997] also published a description of how a DSS (called the
business planning model) was developed to assist activity and capacity planning within
surgical specialties o f a hospital. The model again covered both outpatient and inpatient
waiting lists, and included similar variables, but it differed from the one developed by
Worthington in several respects. The model did not include variables to define different
categories o f elective patients, but variables were included to capture outpatient flows in
more detail (e.g. percentage o f follow-up visits, percentage o f patients who did not attend)
and removals from the list without treatment. The model then converted the entered values
into projections o f the total waiting list census for both inpatient and outpatient waiting
lists, and estimated the average wait for a first outpatient visit.
Bowen and Forte also described how the model was applied in an Ophthalmology
department, with scenarios being developed with the business manager for sharing with
surgeons and other medical staff in later meetings. They focussed on reducing outpatient
waiting times, and were able to develop proposals that, when presented to the health
authorities, led to new service contracts at higher levels o f activity and funding. The impact
on waiting times was as predicted initially, but increased referrals from GPs was reported
as leading to new pressures on capacity.
The descriptions o f the other two waiting list models were found in the greyliterature. One was developed by the Sheffield Centre for Health and Related Research
(SCHARR) [1996], the other by Ernest and Young [1994]. As noted before, both cover
outpatient and inpatient waiting lists, although they again differ in the factors that were
included in the models as variables. Both models, seem to be intended for use primarily
by managers, assisting medium-term planning activities.

3.5

An agenda for further research

The initiatives reviewed in this chapter show that some o f the issues raised at the end o f
chapter 2, associated with access to poor waiting time information, have been recognised
and are being actively tackled. But the review has also highlighted areas in which there are
unresolved issues. There is still uncertainty about whether clinicians, patients and hospital
managers have access to the information necessary to make informed decisions.
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The remaining chapters in this thesis describe research undertaken to address some
o f the issues in this area. The research splits into two streams. The first concerns the use
o f waiting list information in planning decisions, while the second examines the
dissemination o f waiting time statistics.
Among the various initiatives aimed at improving planning decisions, the
approaches that seem to have m ost potential were those that aimed to give clinicians and
managers a better understanding o f waiting list dynamics. Encouraging the use o f simple
statistical techniques, like the tim e series model developed by Cook et al. [1997] is
something that could be pursued with little addition research.

The more profitable

approach appears to be in encouraging the use o f a computer-based model o f waiting list
behaviour, which, in theory, could be used in different locations.
From the literature review, it seems that hospitals in Australia do not make use o f
these type o f models. Indeed, all those reviewed originated from the UK. As there are
similarities between the Australian and UK hospital systems, it might be possible to simply
use one o f those models in Australia. There are also reasons for believing that this may not
be so. For instance, the UK waiting list models incorporated both outpatient and inpatient
waiting lists, which is entirely logical in their context as both are the responsibility o f
hospital management in the UK. But, as noted earlier, this is not the typical situation in
Australian hospitals.

Consequently, the focus o f the first research stream was to

investigate, within an Australian context, whether a decision support system could assist
the planning o f actions that were aimed at changing waiting list behaviour, such as reducing
excessive waiting times. This research is described in chapters 4 and 5.
The second research stream focuses on assessing how well waiting time statistics
can assist GPs and surgeons with decisions affecting the management o f individual patients.
In particular, the research examines the degree to which different statistics can accurately
predict patient waiting times, and what factors affect their accuracy. This stream was seen
as complementary to the research on the use o f information to improve planning decisions.
This was because planning can only produce an environment in which patients are unlikely
to wait excessively. W hether or not an individual might wait excessively will depend upon
the aggregate effect o f many individual decisions. Consequently, it is also necessary to
understand the degree to which waiting time information can support decisions affecting
the care o f individual patients. This research is described in chapters 6-12.
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4.

Development of a PC-based model to assist the management of
waiting lists

“An ignorant man, who is not fo o l enough to meddle with his clock, is, however,
sufficiently confident to think he can safely take to pieces and pu t together, at his
pleasure, a moral machine o f another guise, importance and complexity, composed
o f fa r other wheels and springs and balances and counteracting and cooperating
powers. Men little think how immorally they act in rashly meddling with what they
do not understand”
[Burke, 1791, cited by Rosenhead, 1992]

4.1

Introduction

Although capable o f more than one interpretation, it is possible see Burke’s argument as
a convincing call for better analyses o f complex “machines” [Rosenhead, 1992]. It is a call
that might be expected to find favour with those in the difficult position o f being
responsible for effectively managing waiting list behaviour. Fortunately, as highlighted at
the end o f chapter 3, experience suggests that several different approaches have the
potential for providing better analysis. Among these, those approaches with perhaps the
most potential are computer-based models or decision support systems (DSS). In the next
two chapters, a study is described that examined the question posed in chapter 3, namely:
can a decision support system assist the planning o f actions that were aimed at
changing waiting list behaviour, such as reducing excessive waiting times, within
an Australian context?
The study was conducted primarily in collaboration with the Canberra Hospital and
the Australian Institute o f Health and Welfare (AIHW).

Staff in both organisations

recognised that the improvements in data quality brought about by the Elective Surgery
National Minimum Data Set, together with the increase in computing power and
availability, could make it feasible for hospitals to use a waiting list DSS to assist their
planning activities. This led to a research proposal being developed by the three parties,
which was subsequently funded by the Commonwealth Department o f Health and Family
Services. The study was conducted by a research team o f two people (Dr L Mays and
myself), though I undertook the work described in this thesis.
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The primary aim o f the study was to develop a waiting list decision support system
that would be generally applicable in Australian hospitals, and that would enable hospital
staff to visualise how changes in the flow o f patients onto and off a waiting list can affect
waiting times o f patients, thereby enabling users to better understand waiting list dynamics.
It was decided to develop a new model, rather than introduce one from overseas, to ensure
that it would be compatible with the Australian health care system.

In addition,

Commonwealth funding for the project meant that the developed model would be available
at cost.
While the study principally involved the Canberra Hospital, several other sites were
also used in the study to assess the developed system. The primary aim o f these tests was
to ensure that the model specification was sufficiently flexible to be used in most public
hospitals. However, a secondary aim of these model applications (and o f the study) was to
examine how easily the DSS would fit into existing planning processes and examine what
impact its use had on decision making.

4.2

General considerations about developing decision support

systems
4.2.1

Issues concerning the use of DSS in health care

In general, advocates o f decision support systems see them as having a number o f benefits.
Those identified by Lagergren [1998] in his review o f the role and contribution o f models
to European health services management are summarised in Table 4.1, from which it is
clear why some researchers in the UK saw potential in developing models applicable to
waiting list planning activities. Indeed, as well as mentioning several o f the direct benefits,
the developers o f the waiting list models attached particular value to several o f the
“indirect” benefits. Ellis et al. [1990], Worthington [1991] and Bowen and Forte [1997]
all emphasized the importance o f the model providing a focus for discussion; o f creating
a shared understanding o f a problem situation. George et al.[1983] and Ellis [1991]
emphasized the value o f the improved insights into the system under study, while Bowen
and Forte [1997] also commented on the benefits o f highlighting deficiencies in the data
collections. But, if DSS offer such benefits, the question arises: why have they not be used
more widely already?
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Table 4.1

Advantages of using models, identified by Lagergren [1998]

D ir e c t B e n e fits

1.

a model makes it possible to study the interaction and joint impact o f several different factors
o f importance for the decision about a problem situation. A special benefit is the ability to
describe and clarify complicated dynamic processes or the dynamic impact o f behaviour
response;

2.

a model offers opportunities to investigate the effect o f alternative decisions in situations
where experiments are impossible, too risky, time consuming, or unethical;

3

a model makes it possible to investigate the effect o f decisions with little interference into the
daily routine o f staff or clients;

“ I n d ir e c t b e n e fits ”

4.

a model can give users improved insight into the system under study; an observation made by
many commentators;

5.

a model will highlight the inter-dependence o f the different parts o f a health organisation and
by this, support a “systems approach” to the planning or decision problem;

6.

adopting “what-if?” approach enables users to learn how the system responds to different
changes in assumptions and to reveal decisive factors. In this way, it is possible to estimate
the potential for improvements and suggest changes;

7.

a model can contribute to the integration o f results from different disciplines: epidemiology,
economics, etc;

8.

building a model can highlight the consistency o f different data sources or identify gaps in
existing data collections;

9.

a model can analyse assumptions concerning unknown variables that is compatible with
existing data;

10.

a model can act as a focus for discussion for the different actors involved in the decision
making process. By modelling, it is possible to create a shared understanding, by using a
model to explore alternatives and submit them to the group o f involved actors in an
interactive way. The model is then a tool o f communication and an element o f the planning
process;

11.

a model, and the process o f building it, can help clarify the questions being posed, or initiate
greater questioning. This can assist in the definition o f research needs.____________________
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There is no simple answer to this question. Many individual factors have been
claimed to influence the success o f a DSS. Ginsberg [1975; cited Keen and Scott-Morton,
1978] analysed 14 studies that examined which factors were linked to a successful
implementation. Ginsberg identified 140 distinct factors, but only three factors (1%) were
mentioned by four or more studies.
It is more instructive to consider these factors in relation to a simple framework o f
three overlapping domains [Cropper and Forte, 1997a], namely, a technical domain, an
intellectual domain, and a socio-organisational domain. Table 4.2 summaries some o f the
issues that could restrict the use o f DSS within an organisation. Though by no means
comprehensive, the table illustrates that many things need to be favourable within an
organisation before using a DSS is feasible or seen as desirable. Nonetheless, there are
reasons to believe that conditions conducive for the use o f DSS are improving within the
health industry, most obviously in the technical and intellectual domains; there has been
the widespread adoption of personal computers, and increasing numbers o f staff are
computer literate.

Table 4.2

Barriers to the use of decision support systems, grouped in relation to
three overlapping domains: enabling technologies, intellectual capital,
and socio-organisational factors.

Domain

Barriers to use o f DSS1

Technical

1. Lack o f information technology infra-structure
2. Deficiencies in data collection: incomplete, unreliable measurements
3. Inflexible reporting mechanisms within database software

Socio-organisational

1. Organisational cultures where changes in information flows are seen as a
threat to current organisational power structures
2. Cultures where decision making processes do not favour an analytical
approach to problem solving
3. Lack o f top-level managerial commitment to DSS

Intellectual

1. Crude, conflicting views of managers on what data they consider
necessary to inform decisions and planning activities

Technical /
Socio-organisational

1. An organisation’s openness to adopt information technology
2. Low levels of computer literacy; or limited training programs

Intellectual /
S ocio-organisational

1. Lack o f acceptance o f evidence-based management practices
2. Low levels o f training in or awareness of different planning techniques

Technical /
Intellectual

1. Areas where defining IS/IT structures are difficult, eg. coding o f clinical
terms

1 Barriers taken from Sprague and Carlson [1982] and Cropper and Forte [1997]
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Nonetheless, barriers to the use o f models not only arise around the interaction
between a DSS and an organisation. They can arise because o f the m odel’s characteristics
or the adopted model development process [Sprague and Carlson, 1982; Lagergren, 1998].
Potential problems include:
1.

that models can be time consuming and costly to use. In particular, data collection
m ight require a large effort, either because o f deficiencies in the data being
collected or because a model imposes unreasonable data demands;

2.

that the complexity o f the model m ight create obstacles to implementation; for
example, using the model m ight require people with analytical skills, but who are
not currently in an organisation. Or it might simply be too hard to use or too
unpredictable;

3.

that a model will reflect the developers’ view o f the world, which might be biassed;
or more seriously

4.

that a developer might inappropriately formulate the problem, or apply an
inappropriate modelling “paradigm”.

These barriers flag potential issues for the planned research. In particular, they
highlight the importance o f taking into account organisational factors, both in terms o f how
the model might fit into the organisation and in relation to the process o f model
development. One possible approach in this regard was to follow the apparently successful
perspectives adopted by the developers o f the models reviewed in chapter 3. However, it
was considered that reviewing descriptions o f planning and decision making processes
within hospitals, prior to the m odel’s development, would provide greater insight, even if
it led to similar conclusions.

4.2.2

Decision making and the organisational characteristics of a hospital

It is not the intention here to delve deeply into the extensive literature on decision making
theory and practice. The aim o f this section is simply to present an overview o f what is
know about such processes within hospitals. Its function is to provide some background
on why certain modelling principles were chosen to guide the development o f a waiting list
DSS.
The size o f hospitals which provide elective surgery can vary substantially. At one
end o f the scale, there are hospitals with less than 100 beds and only a few clinical
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specialties. At the other extreme are large teaching hospitals with 700 beds or more, and
super-specialty services (e.g. transplant services). Across this spectrum, the organisational
complexity o f hospitals will differ markedly. However, all (with the possible exception o f
some at the small end o f the scale) share sufficient similarities to be able to discuss sensibly
their organisational characteristics.
Any reasonably large hospital is a complex organisation containing many different
departments. The principal tasks o f these departments can differ greatly, including: face-toface patient care, the provision o f diagnostic test results, administration, cleaning and
catering. Few activities can be conducted without impinging upon some o f its other
activities.

Thus, as Vissers [1994] has noted, changes to improve the efficiency of

“leading” resources like operating theatres, outpatient departments or specialists will cause
changes in workloads for “following” units like radiology or pathology, and these knock-on
effects may not always be positive. For example, changes to smooth workloads in one area
could result in workloads becoming more uneven elsewhere, causing loss o f capacity or
backlogs. Luck et al. [1971] noted that there is also conflict between the objectives of
departments, and that these different aims mean that there is no optimum way to organise
hospital work. Both authors stress the importance o f a planning process recognising and
dealing with the potential conflicts when changes are being considered.
A further level o f complexity is revealed when planning is recognised as
encompassing activities that involve a range o f people, who have different roles, and that
occur concurrently and are dependent upon one another.

A common taxonomy for

classifying different planning activities is to differentiate between strategic planning,
tactical (or management) planning and operational activities [e.g. Anthony, 1965].
Strategic planning usually refers to those activities, undertaken by top management, whose
focus is on an organisation’s long term objectives, where knowledge about revenue and its
operating environment are speculative. Tactical planning usually refers to activities,
undertaken by top and middle management, whose focus is on the medium term, and which
concern the effective and efficient use o f existing resources within a given operating
environment. Finally, operational planning encompasses tasks performed by lower levels
o f management in monitoring and controlling day-to-day activities.
In order to better understand the type o f processes a waiting list model might
support, the five-level planning framework proposed by Vissers [ 1994] is also helpful (see
Table 4.3). Although developed to relate “production control” ideas to hospitals, it can be
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seen that the three middle levels (main-patient flow planning, capacity allocation and
capacity scheduling) correspond to activities that could be initiated in the context o f
managing the supply-side o f the elective surgery system; for example, one task might be
the allocation o f funds from waiting time reduction policy.

Table 4.3:

Production control planning framework as developed by Vissers [1994]

Framework level

decision makers
(clinicians and
managers)

Planning
horizon

Example activities

Strategic planning

Top management

2 - 5 years

priority setting, service expansion or
contraction

Main patient flow
planning

Top management

1 - 2 years

rough outline of required capacities
per diagnostic group

Capacity allocation

Top and middle
management

months 1 year

allocation o f resources to specialties
and departments

Capacity scheduling

Middle management

weeks months

scheduling o f facilities and staff

Operational
management

Unit managers

days weeks

allocating capacity to patients

Although the above framework clarifies the types o f planning process that a DSS
might seek to assist, it does not provide insight into how decisions are reached in these
processes. As illustrated by the barriers discussed earlier (e.g. Table 4.2), an understanding
o f decision making behaviour is necessary if a model is to be designed that supports such
processes effectively.
Various authors have m ade reference to different theories o f decision making when
considering the design o f DSS. For example, using the Vroom-Yetton-Jago model o f
participation in decision m aking [Vroom and Yetton, 1973; Vroom and Jago, 1988].
Vissers [1994] observed that effective decision making on resource allocation issues in a
hospital must be participative because (1) problems are typically not well structured, (2)
sub-ordinate commitment to them needs to be high if they are to be implemented and (3)
decision makers need sub-ordinates to provide information to ensure a high quality
decision. In another example, Sprague and Carlson [1982] used the model o f decision
m aking processes developed by Simon [1960] to clarify in which stages o f a decision
m aking process a DSS might be useful. However, while there is a variety o f theories of
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decision making, it was decided that examining descriptions o f actual decision making
processes within hospitals was more likely to highlight features with which a decision
support system would need to be compatible. This was because decision making processes
are known to be influenced by their context.
A description of hospital decision making was given by Luck et al. [1971] in their
seminal work on using quantitative models to support hospital operations. After observing
hospital decision making, they formulated three conjectures about its nature:
1.

there need not be a single decision-maker or a well-defined decision-making group
for change to occur;

2.

change in a hospital is a complex process. Considering it in “manageable” bits can
lead to a sub-optimal solution or meet unforeseen resistance at a late stage in the
change process;

3.

the initiation of change is not the result o f a single decision taken at one point in
time, or in one place, but occurs under a gradually changing climate o f opinion.
The rejection of possible change is even less decisive.

Duncan and Cumow [1978], Klein [1984], and Jones and Hurst [1987] have all made
similar comments about hospital decision-making.
Explanations for this apparently cumbersome decision making process can be found
in two areas. Firstly, all consequences of an action cannot be predicted. This is something
that stems from the many interactions between departments, and means that, in coming to
a decision, past experience is insufficient to guide those facing a problematic situation.
Luck et al. [1971] commented that it is quite understandable if there often appears to be a
reluctance to reach a decision because o f a fear of its unknown effects elsewhere in the
organisation, effects which might be serious if hospital departments are working at near full
capacity, which is very often the case in public hospitals.
The second explanation stems from considerations about the roles and power o f key
hospital staff. Decision making power within a hospital cannot be considered to correspond
to its hierarchical organisational structure. The medical model followed by clinicians - of
accountability to one’s peers rather than to one’s hierarchical superior - inevitably makes
decision making power diffuse [Klein, 1984]. Moreover, in discharging their clinical duty,
doctors have considerable influence on the use o f large amounts o f resources, and hence,
have a natural managerial role supporting the planning process and allocation o f resources.
Consequently, Klein [1984] suggested that a reason why decisions are seen to evolve or
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emerge over time is because o f the inherent process o f bargaining that results from this
diffuse nature o f power.
After an in-depth analysis o f a hospital’s decision making process, Jones and Hurst
[1987] also emphasized the political dimension o f decision making in trying to understand
why hospitals should have seemingly inefficient decision making processes.

They

suggested that, in the absence o f rational criteria to evaluate the many competing proposals
(e.g. for extra resources) generated by all staff, a process o f wide consultation, with its
inherent delays and referrals, ensures that only those proposals with good political backing
get through for consideration at higher levels o f management - strong political backing
being a necessary condition for implementation given the distribution power.
Jones and Hurst [1987] also commented on another aspect o f decision making that
has importance to how a decision support system might be used, namely, the use o f
numerical data and analysis in the decision making process. They observed that figures
(mostly routine statistics) were used widely, and indeed played an important role, but they
noted that figures were used as instruments to persuade rather than for analysis. Moreover,
in examining one particular decision, they observed that there was never any attempt to
assess options analytically and that this was to be expected as the system did not work in
that way. W here options were put forward:
“the decision was made not as a result o f ‘objective ’ comparisons, but according
to which fo u n d favour with the key professional groups” [Jones and Hurst,
1987:175].

The apparent limited appeal o f analysis to hospital decision makers seems to bode
ill for the use o f a decision support system. There are, however, various plausible reasons
for the lack o f analysis which may not stem from an aversion to analysis. This is clear if
we apply the three domains (technical, intellectual and organisational) referred to earlier
to the problem o f understanding this issue; for example, the limited use o f analysis could
stem from a lack o f data, a lack o f staff with available skills, or simply a lack o f time. For
their part, Jones and Hurst did not see this as an insurmountable barrier to the use of
decision support systems, instead they interpreted it as simply emphasising the need for a
DSS to be tailored to suit the political processes.
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4.2.3

Adopted modelling principles

In the above description o f decision making in hospitals, a number o f important issues were
identified that have implications for the design o f quantitative models which aim to assist
hospital planning. With respect to desirable model characteristics, they lend support for a
model that supports a “what if?” style o f use like those described in chapter 3. They are
also consistent with general model attributes advocated by other researchers [e.g.
Rosenhead, 1978; Vissers, 1994] and which have been summarised in Table 4.4. Indeed,
in his review o f models applied to European health services management, Lagergren [1998]
noted that many modellers have adopted this perspective and that this may be why the
implementation record of such studies has improved since a survey from 1981 found that
in only 16 o f 200 cases did studies report that their recommendations had been
implemented [Tunnicliffe-Wilson, 1981]. Consequently, it was with reference to these
principles that the development o f a waiting list model suitable for use in Australia was
developed.

T able 4.4:

Characteristics of modelling approaches viewed as supportive of health
services planning

M o d el ch aracteristics em p h a sised b y R o sen h ead [1978]

1.
2.
3.
4.

5.
6.

non-optimising; enables problems to be formulated in terms of multiple objectives, and
provides solutions without trade-offs;
makes reduced data demands, allowing the incorporation o f both quantitative and qualitative
data;
facilitates participation, and does not assume hierarchical organisational power;
aims for simplicity and transparency; does not try to hide terms o f conflict;
conceptualises people as active subjects;
accepts uncertainty and aims to keep options open.

M o d el ch aracteristics em p h a sised b y V issers [1994:79]

Models need to be:
1.
transparent;
2.
user-friendly;
3.
support decision making rather than usurp the role o f the decision maker;
4.
enable multiple perspectives;
5.
structure the problem, and so clarify model data needs;
6.
have visualisation power to show impacts o f decisions;
7.
match reality to a acceptable degree;
8. ______ stimulate the creativity o f the decision maker to try alternative solutions.
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4.3

Approach to model development

The m odel was designed in three stages, essentially following an iterative approach that
resulted in the development o f two prototypes. The first two stages were undertaken at the
Canberra hospital, the first phase producing an initial prototype, while the second phase
saw this prototype being tested and refined. In the third phase, the prototype was further
tested at two different locations, which resulted in it being refined again. Concurrently with
these tests at other hospitals, the study continued to work with staff at Canberra hospital,
evaluating the model further and exam ining what training material should be supplied with
the model.
The process began by holding meetings with key hospital staff, and the project
steering committee, to create an outline o f the model specification. Staff involved included
the m anager o f surgical services (a surgeon), the surgical Assistant Director o f Nursing, and
the Director o f Clinical Services.

The outline produced at these meetings was then

developed into a complete specification by the research team, using knowledge gained by
examining the processes used within the Canberra Hospital to schedule elective surgical
patients, and by investigating the type o f data that were routinely collected within the
hospital. A prototype was constructed from the specification, being presented to hospital
staff for comment at various junctures. Comments were sought on both the factors included
in the model, and the style and features o f its user-interface. The prototypes were also
presented to the project steering committee for comment.
The input o f staff was seen as crucial to creating a useful DSS, although their
comments did not always lead to a consensus and expectations could be high. Their input
was particularly sought in the early stages o f the project, when the specification was being
devised. Issues o f model design presented to them for consideration included:
•

where the boundary o f the model should be defined;

•

what range o f options should ideally be included in the model, what scenarios the
model should ideally be able to evaluate; and what level o f management should the
model aim to support (as suggested by Luck et a l.[l971 ]);

•

issues concerning the (in)stability o f the model parameters [Lagergren, 1998];

•

issues concerning the need to ensure the data required by the model were available,
and data entry and preparation would not represent a burden to staff [Cropper and
Forte, 1997b];

•

issues related to the transfer (use) o f the model to other hospitals. For example,
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how flexible could the model be regarding the availability o f data; could it be used
without a full data set [Cropper and Forte, 1997b].

4.4

Model development

4.4.1

Initial meetings to create an outline model specification

Initial meetings were held with hospital staff to clarify the role o f the model and establish
what factors staff thought were important and relevant to the model. As a starting point,
staff were given a demonstration o f the model developed by Worthington [1991], who, on
request, had generously provided a copy to the research team. The staff reacted to this
model positively and agreed with the study premise that having such a tool would be
beneficial, and would probably lead to an improved planning process. They also agreed
with the project’s aim o f developing a DSS for Australian conditions1. Staff were clear that
the model should encompass only the inpatient waiting list portion o f the elective care
system.
There was general agreement about the role o f the model. Its role should be to
support medium-term planning activities that arise (for example) when (1) a significant
waiting list problem is identified; or (2) when an organisational change (e.g. the closure o f
a ward, or the introduction o f a new surgical technique that would allow greater use o f day
surgery facilities) will impact on activity, and hence waiting lists.
It was accepted that the model would not support the routine monitoring o f waiting
lists. (Routine analysis o f waiting list data was considered to be easier to achieve using a
spreadsheet or database.)

Instead, it is envisaged that the model would be used

periodically, on an ad hoc basis when specific issues arose. Who might use the model
when the need arose was not explicitly addressed.
While it was recognised that the preferred level o f analysis would reflect the level
at which the waiting lists were managed, staff considered that the model could usefully
analyse data at various levels o f management. For example, it could be used to analyse the
impact on patient flows at the level o f a specialty, hospital or even Area Health Service (or

1 The inclusion o f the outpatient stage in the model was a concern to staff because
referrals from GPs were typically seen in the private clinics o f surgeons and not in hospital
outpatient clinics. Thus, using the model across two separate organisations was seen as
potentially problematic. For example, it was doubtful whether data would be available for the
outpatient stage in the model.
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equivalent). But, while it was agreed that the model should be capable o f supporting
analysis at different organisational levels, it was decided that the model would not support
the concurrent analysis o f data at multiple organisational layers. In other words, the model
could be applied to a specialty or surgeon, but it would not support the entry o f data relating
to all surgeons in a specialty and then permit analysis o f changes at both a surgeon and
specialty level. This approach was adopted to keep the model as simple as possible.
In the meetings, there was general support for model characteristics listed in Table
4.4 and for the model to function as a tool to analyse different scenarios. The reasons why
participants supported these were broadly consistent with those summarised in section 4.2.
In discussions about the type o f scenarios people would probably want to analyse, a
recurring theme was to have the ability to investigate issues that would arise from the
performance framework created by the national urgency categories and their associated
maximum desirable waiting times. Examples o f the types o f scenario generated at the
meetings included:
•

how much does the admission rate o f routine patients need to increase so that the
waiting time target is met?

•

how will an increase in the addition rate o f urgent patients affect the access of
patients with a lower urgency rating?

•

how much extra operating time is needed to reduce the average waiting time across
all urgency categories, and for how long?

•

if the efficiency o f theatre use could be increased by 5%, what effect might this
have on waiting time?

These discussions also highlighted the factors (variables) that hospital staff thought
the model should include. It became clear that staff wanted the ability to consider the
resource implications o f changes in patient flows onto and from a waiting list. Theatre and
bed resources were the two key things among the list o f factors mentioned, but the list also
included factors like non-attendance rates, and admission selection rules. It was at this
stage that the research team began their more detailed investigations o f the Canberra
hospital with the aim o f clarifying how or whether these variables could be included in the
model.
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4.4.2

Subsequent investigations

At the time o f the study, the Canberra Hospital (the main trauma centre for Australian
Capital Territory) had around 600 beds, o f which 130 were surgical. Surgical services were
grouped into ten specialties, and the hospital employed around 60 surgeons. For the
investigation, information was gathered principally by interviewing staff from the
departments responsible for scheduling operations and managing the waiting list. The
research team also worked closely with staff from the hospital’s Computer Services
Division in relation to data collection and information issues.
A specific aim o f the investigation was to understand how theatre and bed resources
affected the admission process o f elective patients. This knowledge was a pre-requisite to
devising a realistic algorithm to mimic the scheduling process and so include these
resources in the model. This would not be sufficient, o f course. The process had to be
sufficiently simple for an acceptable algorithm to be feasible. The findings o f the study
suggested this was so.
The scheduling process at the Canberra Hospital was similar to processes described
elsewhere (see section 2.2). The scheduling o f elective patients was performed primarily
by staff in the Surgical Booking Office, though medical staff and the Operating Theatre
manager could also play a role. All surgeons used a waiting list to prioritise their elective
patients, as opposed to (say) a diary booking system.
Like elsewhere, theatre availability was the principal resource that directly
influenced elective admissions, their timing being dictated by the theatre sessions allocated
to the surgeon. Sessions were defined only on weekdays and could be either 4 hours
(morning) or 3 hours (afternoon). They were allocated to surgeons on a 4-week schedule,
and the amount o f time assigned to each surgeon varied. However, the number actually
used by each one could vary over time, in both a predictable (for example, due to national
holidays) and unpredictable way. Emergency cases typically did not interfere with these
elective sessions as the hospital kept a dedicated theatre for these patients, although
emergency cases could be fitted into elective sessions when necessary.
Booking clerks appeared to have some explicit rules for determining which patients
were selected for admission.

The urgency categorisation o f a patient was a key

consideration, though several other factors could also be taken into account.

These

included: the mix o f procedure types, staffing in the theatre and high-dependency beds (e.g.
the Intensive Care Unit), and the availability o f equipment. The clerks also monitored the
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use o f day surgery beds, but apart from this bed availability was not given much
consideration. The distinction between same day and overnight stay patients was not an
issue with respect to the theatres as both could be included on the same theatre list.
The other focus o f the study was clarifying the availability o f data, on both elective
patient flows and their resource use. National reporting requirements ensured that data
were collected on the movements o f patients onto and o ff the waiting lists, differentiating
between patients o f different urgency, and between patients who were admitted or simply
removed. The waiting list information system also collected data on type o f intended stay
(overnight or day case). Details o f patient resource use were captured by other systems.
Data on all patient operations, including their duration, were recorded on the theatre
computer system, while information o f patient length o f stay was collected within the main
patient admission system. The systems, though, were not well integrated and so linking
data from the different areas was not easy. For example, summary information in standard
reports could be aggregated using different patient groups which were not equivalent. Also,
summary information was typically extracted as paper-based reports, which did not assist
analysis.
As well as determining data availability, data collection began during this process.
These would support the later application (evaluation) o f the model, but were also used to
examine whether it was worth including some variables. The main outcome o f this was the
decision to keep the model simple. Many o f the factors identified by staff could not be
included explicitly due to lack o f data or because their behaviour was difficult to predict
or because their causal pathway could not be easily modelled. For example, it was decided
that emergency patients should not be included as one o f the m odel’s patient flows. Their
impact could be captured indirectly in terms o f reduced capacity for elective patients. And,
although a conservative view was taken on what factors might be included, this approach
was accepted by hospital staff after it was recognised that the effects o f many factors could
be examined indirectly as a particular “what if?” scenario.
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4.5

Model description

4.5.1

Choice of approach: deterministic or stochastic simulation

While the choice o f modelling technique is somewhat subjective, there were various
reasons why simulation was considered the most appropriate. First, the approach is broadly
consistent with the desirable DSS characteristics, supporting a “what if?” approach to
analysis. Second, the approach is well suited to modelling systems in which queues are an
integral apart. Third, the complexity o f the hospital system, and the focus o f management
on its transient dynamic behaviour (rather than its steady state behaviour) meant that an
analytic (queuing theory) approach was considered infeasible. Finally, a simulation can
also display the structure of the model, and animate the flow o f patients. Numerous studies
have provided anecdotal evidence that this greatly aids user understanding o f the model,
its validation and the acceptance o f its results [Bell, 1991].
The key issue in the choice o f modelling technique was whether the model should
be deterministic or stochastic. The reported “success” o f the models discussed in chapter
3 suggested that deterministic models could effectively assist the management o f waiting
lists. Yet, there was an opinion voiced at meetings with hospital staff that it was important
to capture the variation between patients and flows.
The main advantage o f stochastic models is their ability to quantify the degree of
uncertainty surrounding predicted events. This could be potentially useful, for example,
in capturing variation in the duration o f operations.

However, there would be

disadvantages in making the model stochastic. First, many simulation runs are necessary
to produce the aggregate results required to give a representative picture o f a scenario’s
likely outcome. The interpretation o f results will therefore require greater statistical ability.
It has also been noted that the user’s faith in a model can be undermined because individual
runs will produce different results each time [Bell, 1989].
Second, it is generally assumed that the variation exhibited by a variable can be
described by a stationary probability distribution. This assumption might be acceptable for
modelling the duration o f operations, but is unlikely to be valid for rates o f flow onto and
off a waiting list [Worthington, 1991]. Indeed, data from the Canberra Hospital provided
further evidence that neither the average rate o f addition nor the average rate o f admission
were stationary. So, in order to model this behaviour stochastically, it would be necessary
to apply time series techniques that include error distributions. However, the large samples
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o f data necessary for this are unlikely to be generally available. Moreover, such models
m ight be difficult to apply, especially if the model was being used to examine the waiting
list o f a single surgeon as rates o f activity are low (less than 10 admissions per month).
Thus, there were strong arguments against including stochastic elements in the
waiting list model. It would be less transparent to users, and would require more skill to
create scenarios. It would therefore be less able to assist with the process o f negotiation.
A compromise was reached in discussions about the approach to adopt between
those who favoured a deterministic model (the position o f the research team) and those who
favoured a stochastic approach. The first prototype would be deterministic, but it would
be based on discrete simulation techniques that would allow the prototype to be refined to
incorporate stochastic elements, in the event that experience gained using this prototype
suggested that it was necessary to model the effects o f random fluctuations.

4.5.2

M odel structure and input variables

In this section, the underlying structure o f the model is described. Although the DSS
existed in primarily two distinct prototypes, the model structure was essentially the same
in both prototypes. Consequently, the description in general does not make a distinction
between the prototypes, and focuses on model structure rather than technical issues.
Although the initial model was built as a discrete (three-phase) simulation, adopting
a deterministic approach meant that the model was essentially a simple system dynamics
model; it belonged to the same class o f “stocks and flows” models as that developed by
W orthington [1991]. In these models, time is treated as a discrete variable as opposed to
continuous one, with changes in the system being calculated iteratively as time increases
(t=l,2,3...).
Because o f the similarities between the modelling approaches, the Worthington
model was used alongside the research team ’s observations to inform decisions about how
best to define variables for the different elements. The Worthington model proved useful
in this respect because it incorporated a feature that was fundamentally important to the
problem situation, namely, the ability to define categories corresponding to patients that
move through the list at different speeds, and who use different amounts o f resources.

69

Structural variables
As W orthington noted, the inpatient system could be described using a straightforward set
o f “equations”, which effectively split the model structure into four elements:
1.

variables whose starting values describe the number o f patients on the waiting list,
and their waiting times at the beginning o f the simulation period. In the above
terminology, the waiting list corresponds to the stocks;

2.

(flow) equations describing how patients join the list between time (t, t+1) for
t= l ,2,3...

3.

(flow) equations describing how patients leave the list between tim e (t, t+1) for
t= l ,2,3...

4.

equations to update the status o f the waiting list from time (t) to time (t+1). These
are a function o f the waiting list as defined at time t and the flows between time (t,
t+1), for t=l,2,3...

For reasons outlined earlier, it was assumed that a waiting list would consist o f
patients o f different urgency and who might use different resources. Initially, six patient
categories were defined, corresponding to three urgency categories, with categories within
each o f these differentiating between same day and overnight patients. However, in the
final version, the categories are user-defined, with the model allowing up to six to be
specified.
Flows to and from the list are specified in relation to each o f the categories. Flows
onto the list simply corresponded to rates o f addition, but flows from the list were separated
into rates of admission and rates o f removal. Further, in relation to the flow o f admissions,
the user must choose one o f three ways in which the model would simulate how patients
were admitted. The three modes o f operation are described in detail below, but each one
assumes theatre resources can be allocated to any waiting patient. For example, it is not
necessary to distinguish between same day or overnight patients on a theatre list.
The other important structural variables in the model concern the specification o f
time, namely, the date on which a scenario begins and the duration o f time that corresponds
to one period, i.e. (t, t+1). Modelling admission rates or theatre capacity would be most
effective if a period matched the duration o f the theatre session timetable, so that each
period would correspond to the same number o f allocated theatre sessions. Therefore, the
model allowed the user to define the period length as either 3 or 4 weeks. The length o f the
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simulation run was also made variable, its limits being a minimum o f 7 periods and a
maximum o f 39 periods (i.e. three years if the period length is set at 4 weeks).

Definition o f the initial waiting list contents
The contents o f the waiting list at the beginning o f a scenario is specified by the defined
patient categories. Ideally, values are entered that describe the waiting time distribution for
each category at that point (specified as the num ber o f patients on the list have waited x
periods, where x = 1 ,2 ,..., 39). If these data are not available, the model can function with
only the total census figures for each category, but this means that the simulation does not
produce estimates o f throughput waiting time until patients who were added to the list
during the simulation are admitted. However, another waiting time measure was included
as a way o f overcoming this limitation (see section 4.5.3).

Definition o f flows onto the waiting list
Data describing the flow o f patients joining the list are specified by entering values per
period for each patient category for the length o f the simulation period. These, for example,
could simply correspond to the average rate o f addition. The approach is simple but
flexible, for example, enabling values could be entered that correspond to seasonal factors
(e.g. holiday periods). This approach was taken because little management control can be
exerted over the factors that influence the addition rate. It also enabled historical data to
be entered as well as forecast rates, which proved to be useful in the calibration o f
scenarios.

Definition o f flows fro m the waiting list
As noted earlier, the equations governing the flow o f patients leaving the waiting list
distinguish between those patients who are admitted for surgery, and those who are
removed from the list without surgery. The factors that influence the latter (removals) are
again outside o f management control, and events are often sporadic and unpredictable.
Therefore, if required, removal rates are specified in the same way as addition rates, ie.
entering the expected number o f removals per period for each patient category.
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As noted earlier, the flow o f admissions can be simulated in one o f three ways:
•

by having the simulation determine who gets admitted in relation to theatre capacity
where capacity per period is defined as the maximum number o f patients to admit.

•

as above, but with theatre capacity per period is defined in terms o f session time
available. The average operation durations per patient category are also entered to
convert demand into equivalent units;

•

by entering the number o f admission per period for each patient category.

Adopting these options followed W orthington’s example, and there were good
reasons for including all three options. Options (1) and (2) reduce the amount o f work for
the user because the model would automatically determine how patients should be
admitted, for example, to meet specified waiting time targets. Both mimic the seemingly
widespread practice o f determining admissions in relation to a surgeon’s allocated theatre
sessions, although option (2) approximates actual practice closer by considering actual
operation times. The key reason for including option (2) is to enable the model to take into
account different levels of resource use between patient categories. For example, same day
patients may have shorter operating times than overnight stay patients. However, data on
theatre capacity and operating times may not be available and so it makes sense to offer an
alternative (option 1) that makes reduced data demands.
Nonetheless, there may be situations where it is necessary to have full control over
the profile o f admissions, and option (3) caters for this. For example, by allowing the user
to enter admissions per period for each category enables historical data to be included in
the scenario, which aids scenario analysis as historical behaviour can be compared with that
forecast.
Although data on operating times were only required by option (2), it was decided
that the user should be able to enter data on operating times under all options. This enabled
an estimate demand for theatre resources to be derived (if not theatre occupancy) however
the model was used.
Because admissions are determined automatically in options (1) and (2), the model
included several means of altering how patients were selected. Most importantly, the user
can define target waiting times for each category which the simulation then attempts to
meet according to one o f two rules. By default, the simulation will try to meet the target
for the higher urgency categories before those o f the lower urgency. The alternative rule
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makes the simulation reduce the waiting time o f patients in each category so that the targets
in each category are m et at the same tim e (or if there is insufficient capacity, the percentage
by which the targets are exceeded is the same for all categories).
The target waiting time for each category can be entered as a global figure, or per
period. I f no targets are specified, the simulation calculates how many patients to admit
from each waiting list category based on the relative number o f patients o f each patient
category.
In addition, the user can define minimum admission rates per period for each
category. The simulation will m eet these minimum rates before allocating capacity to meet
the target waiting times. But, whatever options are chosen for these routines, patients are
always selected on a first-come, first-served basis within each patient category.
Bed use was not a factor included in the admission algorithms. Incorporating it
would be difficult, and it appeared not to exert great influence on patient scheduling.
Nonetheless, the model can provide an estimate o f bed use if the user specifies average
length o f stay figures for patient categories. A notional limit on the number of bed days
available per period to patients admitted from the waiting lists can also be defined, thus
providing a reference figure for bed occupancy calculations.
From the description o f elements that were included the model structure, it can be
seen to be fairly flexible. It could be used with a variety o f data, but was designed so that
it could be used if only data from the National Minimum Data Set for elective surgery were
available. Table 4.5 summaries the m odel’s data requirements, differentiating between the
m andatory data elements and the optional items. Figure 4.1 outlines the structure o f the
model, w hile appendix 1 contains a more detailed description o f the algorithms
incorporated into the model.
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Table 4.5:

Data requirements for the waiting list model

Mandatory data items include:
1.
The categories by which patients on the waiting list are prioritised;
2.
(Historical or forecast) rates of addition, admission, and removal per period by each waiting
list category;
3.
The census of the waiting list at the start of the simulation period by waiting list category;
4.
The starting date of the scenario and the length of a period.
Optional data items include:
1.
Theatre capacity expressed in minutes or in patients treated per period;
2.
Average operation durations for each waiting list category;
3.
Target waiting times for each waiting list category;
4.
Minimum admission rates for each waiting list category;
5.
Average length of stay for each waiting list category;
6.
Ward capacity expressed in bed days per period;
7.
The distribution of waiting times of patients on the list at the start of the scenario for each
waiting list category.

Figure 4.1:

Structure of the waiting list model, illustrated with three waiting list
categories
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4.5.3

Output variables and modes of presentation

A variety o f output screens were included in the model, staying much the same between
prototypes. These presented waiting list and activity statistics, and, if data were entered,
statistics on resource use. The waiting list statistics, and statistics on resource use, provided
the “prim ary output” o f the simulation; they provided the predictions about expected
waiting list behaviour and resource use. However, the screens when used in conjunction
with the activity data also provided useful “diagnostics” (especially if a scenario included
historical data). They aided judgem ents about the plausibility o f scenarios and highlighted
if specified rates o f activity were not met for some reason. This could occur, for example,
if minimum admission rates were not maintained because insufficient patients were no
longer waiting. In all screens, statistics were shown initially in tables, but the figures could
be shown graphically at the touch o f a button. Several screens also had facilities to change
the aggregation o f data shown.
The model provided the predicted census by waiting list category for the duration
o f the simulation (in either absolute terms, or as a proportion o f the total) and the predicted
average waiting time o f patients by waiting list category. Waiting time could be expressed
in two ways:
•

as the average throughput waiting time for a period, calculated from those patients
that were admitted during that period; and

•

as the expected clearance time. This was an estimate o f the time a patient will wait
for admission if they joined the list in that period (see section 6.4.2 for definition).

The two methods were included for several reasons. First, the measures give
different but complementary measures o f waiting time; the former being a retrospective
measure o f the time patients spend waiting prior to admission, while the second estimates
how long patients might wait at the moment they join the list. The second reason related
to data issues. If the initial waiting list was specified using census figures, and not waiting
time data, a estimate o f throughput waiting time could not be calculated until patients who
were added to the list during the simulation were admitted. For patients in low urgency
categories, this delay could be m any months.
The first table o f activity figures summarised the number o f additions, admissions,
removals per period during the simulation (waiting list census figures are also shown). The
statistics shown initially are aggregated across all waiting list categories, but this can
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changed. The second table presented the number o f admissions per period by category.
If the model was used in the mode where admissions are based on theatre capacity, this
screen would show the distribution o f admissions selected by the simulation according to
the selection criteria specified.
The final two tables displayed the predicted use o f theatre and bed resources, if
resource data has been entered. As a minimum, both tables would show the demand for
resources, but if theatre capacity/bed capacity were also entered, the tables would display
predicted theatre utilisation/ bed occupancy as well.

4.5.4

The DSS user-interface

At the time o f development, IBM compatible personal computers were in widespread use
in the hospital area, but often ran different operating systems. Microsoft Windows 95 had
just been released, and most still ran using a DOS/Windows 3.1 environment. Computer
requirements were kept to a minimum so that the model could be used widely.
Consequently, it was written as a DOS program to be run as a standalone system, preferably
under Windows.
To make the model user-friendly, the user-interface was based on the standard
windows and pull-down menu user-interface that supported mouse or keyboard input,
following standard conventions were appropriate.

Menu items were made context

sensitive, e.g. preventing the opening o f an output screen if the simulation had yet to be run.
Functions were also created for managing different scenarios, allowing the user to store
more than one scenario within a file. Another option was added to show what changes the
user had made in the active scenario from the last one simulated.
To aid comprehension, an animated simulation screen was included to show the
movement of patients onto and from the waiting lists. Functions were also added to the
model that allowed historical data to be examined. These enabled the user to:
•

review actual waiting list activity and census data in a structured way, allowing the
user to get a feel for the data quickly;

•

compare actual waiting list behaviour with the results o f a simulation run, thus
allowing a scenario to be validated more easily.
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Other features, like the commands COPY and ERASE were added to ease data
entry. Facilities were added so that scenarios could be saved and recalled, and checks were
also added so that a user could not accidentally leave the model without knowingly saving
changes to a scenario. Finally, functions were supported to enable the transfer o f the
m odel’s output to another program. Tabular results could be saved to a text file, while the
model used the PRINT screen facility under Microsoft Windows to enable users to save
graphs or transfer them to other programs, like a word processor.

4.6

Conclusion

The aim o f this chapter has been to provide an overview o f how the waiting list model was
developed, and how it functions. A more detailed description o f the software can be found
in appendix 2. The model shares various similarities with the Worthington model, as might
be expected given the same m odelling approach was used. Nonetheless, a debt to the
W orthington model m ust be acknowledged, especially with respect to the admission
algorithms, and the options available to a user to control throughput rates. Yet, as well as
the various cosmetic differences between two models (i.e. those related to user
friendliness), there are several important differences apart from the obvious fact that the
model only simulates the behaviour o f an inpatient waiting list.
First, the model included two additional aspects o f the elective surgery system. One
was the facility to incorporate removal rates. This was considered to be necessary because
removal rates are not independent o f waiting list behaviour. Thus, being explicit about
estimated rates o f removal was judged to improve the transparency o f the model. The other
was the facility to produce estimates o f bed requirements. This was considered useful
given that a common reason for an admission to be cancelled was the lack o f a hospital bed
[Frankel et al., 1989; SSVSCRACS, 1991].
Second, the model incorporated various features to assist the evaluation of
scenarios. C hief among these was an enhanced ability to include historical data. This
enables a user to (1) place projected waiting list behaviour into context, and (2) place
predicted levels o f activity alongside the raw data from which they were derived. The
benefits o f this improved reporting are highlighted in the next chapter.
After the model was constructed, it was validated using a series o f standard tests for
system dynamics m odels [Wolstenholme, 1990].

These included: checking that the

structure was consistent with the earlier consultations with hospital staff, ensuring that the
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model reproduced expected waiting list behaviour, and problems, consistent with the data
entered, and testing that the model behaved properly under extreme conditions.
Subsequently, the model was demonstrated in detail to hospital staff. This involved those
staff who attended the initial meetings as well as several other clinicians, including the
chair o f the theatre management committee (a senior surgeon). The aim o f the presentation
was to familiarise staff with the prototype (as opposed to the model specification) and give
them an opportunity to make a first assessment and request changes. Although fairly
simple, the prototype captured many o f the features thought desirable by staff in the initial
meetings, and no obvious problems were identified. Consequently, it was agreed that the
research team should proceed with evaluating the design o f the system more rigorously by
applying it to problem situations. The performance o f the DSS in these tests is described
in the next chapter.
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5.

Application and evaluation of the waiting list model
Estragon: Let ’s go

Vladimir: We c a n ’t

Estragon: Why not?

Vladimir: We ’re waiting fo r Godot

Estragon: Ah!
[Beckett, 1956:14]

5.1

Introduction

The evaluation o f the developed waiting list model was split into two phases. Initially, the
model was tested where it had been developed, at the Canberra Hospital. Subsequently, it
was tested at the St George Hospital, Sydney and the Illawarra Area Health Service, both
in New South Wales (NSW).
On having reached this stage in the project, it was decided that the prototype
deserved a name, so (with apologies to Samuel Becket) the system was called Godot.

5.2

Evaluation framework

The primary aims o f the evaluation were to assess (1) how well Godot could provide
information on waiting list behaviour that was useful to waiting list management activities,
and how easy it was to use, and (2) whether or not it was sufficiently flexible for it to be
used at m any hospitals in Australia. Both assessments would lead to refinements to the
model.
The secondary aim o f the evaluation was to examine how well Godot would fit into
existing planning processes and examine what impact its use had on decision making, both
the process o f planning and the outcome. The study was fortunate in monitoring outcome
as a natural and responsive measure o f performance existed, namely, the actual waiting list
census and patient waiting times.
The overall strategy to investigate these aims was obvious, though not simple. The
research team would apply the model to a waiting list problem identified at the case study
sites. As already noted, the model would be applied first at the Canberra Hospital, and
subsequently at two other sites where waiting list management practices were expected to
differ. The focus o f the first application was on investigating the first primary aim, while
the second phase encompassed both primary aims. Thus, the evaluation focussed on
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service measures related to whether the structure and construction o f Godot made it suitable
for use within a hospital. Factors investigated included: the ease with which data could be
collected and analysed in preparation for use in scenarios, and the ease with which scenario
analysis itself could be conducted.

The evaluation also assessed the quality o f the

information Godot provided.
The evaluation of Godot’s application within the three organisations was conducted
across three standard dimensions [Keen and Scott-Morton, 1978]. These dimensions were:
1.

Monitoring of actual results o f decisions reached;

2.

Monitoring changes in the attitudes o f hospital staff towards Godot;

3.

Monitoring the impact of Godot on the planning process.

They are all fairly obvious dimensions, although evaluating a DSS against any one
is not generally straight forward. Moreover, the design o f this study meant that their use
here would be limited.
With respect to general issues affecting the dimensions, clearly a DSS is only
beneficial if it improves the outcomes o f decisions. However, while there are natural
measures with which to measure outcomes, it is less easy to link outcomes to decisions.
The complexity o f organisational decision making means that attributing a change in
performance to a decision is difficult. Moreover, based on his experience, Lagergren
[1998:261] claimed that the implementation o f recommendations from a model is:
“a rare - not to say abnormal - state o f affairs. ”

The other two dimensions offer alternative ways to assess a DSS application.
Indeed they are related to a concept of successful implementation that Lagergren claimed
to be more realistic:
“that the model results have been introduced into a realpolicy planning or decision
making process and have been accepted as valid by some participants in that
process. ” [Lagergren, 1998:261]

Additional support for monitoring the attitudes o f participants comes from the
claims that decision support systems can impart a better understanding and insight into the
dynamics of problem situations, and consequently promote learning. In addition, it is
claimed that DSS can change attitudes towards the user’s tasks and the use o f analytic tools,
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encouraging m ore extensive assessment and better synthesis o f data. Both organisational
learning and better analysis can be considered as worthwhile ends in themselves.
Nonetheless, evaluating changes in the decision making process or attitudes can still
be problematic. This is because there is often no normative model that defines a “better”
decision process. W here such a model is lacking, determining whether decision making
processes have improved is largely subjective. For example, that it is better to consider
more alternative decisions, to examine assumptions behind decisions, and investigate the
likely outcomes o f a decision before it is taken are all value judgements.

It can be

problematic with respect to evaluating participants’ attitudes as these may change over
time.
The m anner in which the models were applied in this study limited the extent to
which conclusions can be drawn about the acceptability o f Godot in hospital planning even
further.

First, the applications o f Godot were artificial in the sense that there were

“initiated” by the research team, especially in the case o f the later tests; the two NSW sites
were approached to see if they were willing to participate in the study. It would have been
preferable to use Godot in a situation where the hospital had identified the problem
themselves, and decided to support their decision making with a quantitative analysis.
Moreover, the approach could not guarantee that hospital staff were in a position to tackle
the problem (e.g. due to lack o f resources).
Second, with respect to recording attitudes, the study did not have an independent
evaluator, nor were their sufficient participants to support a quantitative survey.
Consequently, the qualitative observations about the attitudes o f staff made by the research
team m ight not have been valid. Staff m ay not have been candid or open about their views
on the model or its use, although the study was actively looking for criticism in order to
refine the model. However, interpreting attitudes o f staff was also made difficult because
the model was being changed.
Because o f these limitations, the model applications are described in detail in the
following sections, focussing in particular on key activities in the models use, specifically:
data collection, the analysis o f the data to provide statistics for the development of
scenarios, and the scenario analysis. The reaction o f staff to the information provided by
the model, and the impact it had are also discussed. Overall, the purpose o f these sections
is to provide evidence in support o f the conclusions presented at the end o f this chapter.
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5.3

The initial application at the Canberra Hospital

5.3.1

Deciding how the model would be used

A meeting was held with the Manager o f Surgical Services, a cardio-thoracic surgeon, to
decide how the model should be used. A preliminary analysis o f hospital data by the
research team had identified eight surgeons in various specialities who, at that time,
appeared to have a backlog o f patients on their waiting lists given historical rates o f
admission. It was decided that the model would be used to assess how the waiting time o f
patients on the list of one particular surgeon could be reduced. The analysis had shown that
some patients in all urgency categories on this surgeon’s list were likely to wait
significantly longer than the national target waiting times. Following this, discussions were
held concerning the types o f scenarios to be analysed. (These scenarios are described in
more detail in section 5.3.3.)
It should be noted that the staff responsible for the management o f surgery did not
historically have waiting list data analysed to a great extent. They certainly did not have
a tool similar to Godot. Information on the state o f the surgeons’ waiting lists was typically
presented as a commentary on reports obtained direct from the computer system. These
reports broke the information down in a variety o f ways, for example, by urgency and then
by two categories o f intended stay: same day and overnight. This level o f disaggregation
appeared to be excessive as staff had difficulty interpreting the figures.

5.3.2

Data collected

Data for the analysis were extracted from the hospital information system, and summarised
the activity o f the surgeon from 1 October 1994 to 19 January 1996. Activity data provided
the number o f additions, admissions and removals per 4 week periods, thereby giving 17
periods in total. Waiting list census figures were also extracted, as were data on average
operating times. All data were dis-aggregated by the three national urgency categories, and
within these, by the two types o f intended stay. At that time, there was no separate
information on the movement o f deferrals, but hospital staff thought that the proportion o f
patients whose admissions was deferred was small for this particular surgeon.
Originally, the waiting list data could only be extracted as printed reports. This
situation was seen as limiting the use o f the model in the long term because considerable
effort would be required to enter figures into software for statistical analysis. Fortunately,
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medical record and computer services staff created a report within the hospital information
system that could produce the data as a computerised text file. This contained all the
m andatory data.
Nonetheless, the research team wanted to use the model in a way that tested all its
capabilities. Consequently, effort was also made to collect the optional data items. A copy
o f the theatre schedule provided information o f the number o f sessions allocated to the
surgeon, but data were also collected on the number o f sessions actually used over this
period. This information was collected manually from actual theatre lists. Analysis o f
these data was considered desirable as the number o f sessions used was known to differ
from that allocated for this particular surgeon; he had already been allocated some extra
resources to tackle the worst o f the problem. Consequently, both types o f data were needed
to understand the observed unusual variation in admission rates.
Collecting data on average operating times per urgency category and intended stay
was also problematic.

Initially, only data that grouped patients by theatre urgency

categories were available. These theatre categories were not equivalent to the waiting list
categories, and included data o f procedures on emergency patients. However, on request,
hospital staff again created a report that generated a computer file o f average operating
times o f elective patients, grouped by waiting list urgency categories and intended stay.

5.3.3

M odel configuration and scenario analysis

In discussion with the manager o f surgical services, it was agreed that the development
team (rather than hospital staff) would use the model to analyse different scenarios and
produce a report based on this describing options for reducing the excessive waiting times.
The analysis process was interactive, however. At various times, the team and manager
reviewed issues like the interpretation and accuracy o f the data, potential scenarios, and the
assumptions upon which the scenarios were based.
The model was initially configured to forecast the future behaviour o f the waiting
list if the activity o f the surgeon followed recent historical patterns. The scenario was set
up to reproduce the observed historical behaviour, with the forecast extending over the next
18 months or so. Demonstration data that show similar historical data are shown on the left
hand-side o f graphs 5.1 and 5.2 respectively (periods 1-17).
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Including the observed historical behaviour in the scenario had two key benefits.
First, it helped to validate the predicted waiting list behaviour and patient waiting times in
the eyes o f hospital staff. Second, it aided the assessment o f the forecast levels o f activity
(i.e. the model parameters). But, to include the historical data, it was necessary to use the
model in the mode in which rates o f admission for each category were entered by the user.
With respect to the model parameters, the expected rates o f addition and admission
were based on the average rates over the time from July 1995 to December 1995. The
figures for January 1996 were considered separately because the period corresponded to the
summer break, and thereby represented a predicable deviation from the expected average
rate. Instead, the predicted rates for this quiet period were derived from the January 1995
and January 1996 figures.
Thus, the expected rates reflected recent behaviour, which was also relatively stable.
Prior to this date, both rates had fluctuated, and there had been a change in the proportion
o f patients assigned to the different urgency categories, and the proportion o f patients
admitted from the various categories. However, while recent historical behaviour had
appeared to be stable, the December period could have indicated a turning point, where the
census stabilised. But, this period corresponded to a one-off audit and increase in activity,
and was therefore considered to be unusual. Nonetheless, it illustrated the sensitivity with
which activity had to be forecast.
Modelling the rate o f removal was also problematic. The observed data were the
combination o f two processes through which patients that no longer required their operation
are detected. Some were detected at the time o f booking, while others were detected during
an audit. Hence, for example, if no patients are booked from one urgency category, few
removals are recorded until an audit is performed, whereby the figures jump. There was
no easy way to model this, so the initial rate o f removal from each category was simply
based on the average number of removals observed over the whole period studied.
(However, adjustments were made to the removal rate in later scenarios, as will be
described.)
The final parameter to be defined was the initial state o f the waiting list. Census
figures were available, but patient waiting times were not. Hence, the waiting distribution
for patients on the initial list were calculated using historical addition rates to estimate
when patients were added to the list.

84

Figure 5.1

Forecast waiting list census figures produced by extrapolating existing
activity patterns (demonstration data)
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Figure 5.2

Historical and forecast activity figures. Forecasts produced by
extrapolating existing activity patterns (demonstration data)
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Additions

The forecasts produced by this initial scenario revealed that if recent patterns o f
activity continued, then the waiting time o f patients would not improve. Other scenarios
were tested that examined how sensitive the results were to the “turning point effect, but
the forecasts stayed much the same. This was because, while a small change in addition
or admission rate would cause the total census to stabilise, it was at such a level already that
waiting times would remain excessive. Moreover, because a large proportion o f theatre
capacity was already being devoted to category 1 patients, there was little room to improve
the situation even o f these patients within existing resources. (The forecast decrease in the
category 3 census seen in Figure 5.1 is mainly due to a comparatively high rate o f removal.
Only a few patients were either being added or admitted from this category, and waiting
times continued to be excessive.)
Further scenarios were developed to examine how to reduce waiting times to
appropriate levels. In these scenarios, the model was used in the mode where admissions
were linked to theatre capacity (specified in time) and the model algorithm determined from
which categories patients would be admitted, so as to meet the specified target waiting
times. The scenarios were defined so that the algorithm attempted to meet the target time
for urgency category 1 patients first, then the target for category 2, after which remaining
capacity was used for category 3 patients. The estimates o f addition and removal rates were
carried forward from the initial scenarios. The periods based on historical data were
excluded.
The model could not simply use the hours o f session time allocated to the surgeon.
Instead, it was necessary to determine the effective capacity - taking account o f factors that
result in theatre utilisation always being under 100%. To calculate this, data on the average
duration o f operations were combined with information on the number o f sessions used.
The subsequent scenarios focussed initially on estimating the extra operating time
required so that all waiting time targets would be met within 3 years. Scenarios were also
used to test the sensitivity o f the results to changes in the estimated values. In particular,
three different rates o f addition were used, namely: the historical rate, and rates that were
less than, and above the historical level. The higher and lower rates were based on the
extremes observed in the historical data over the previous six months. Scenarios were also
analysed that corresponded to an increase in operational efficiency, efficiency being
equated with a reduction in the duration o f operations.

This was considered to be

acceptable because duration was defined to be from the time the patient entered the theatre
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to the time they were moved to the recovery room. Gains in efficiency were therefore
thought possible by reducing changeover and/or clean-up times. It did not imply shortening
the time a surgeon operated.
In the baseline scenario, in which the addition rates were set to historical levels, and
operation durations reflected observed values, the model suggested that, in order to meet
the waiting time targets in each category, the surgeon would require approximately double
the effective operating time per period for the next three years. The model estimate o f the
time required to m eet the targets is shown in Figure 5.3. For category 1 patients, this was
a matter o f months. However, for category 2 and 3 patients the estimated time was several
years.

Figure 5.3

Time required to meet the national waiting time targets, based on
additional sessions spread evenly over three year time-frame
(demonstration data)
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For these scenarios, adjustments were made to the removal rate to take account o f
a decrease in waiting time. Analysis of the surgeons’ data had provided evidence that the
rate of removal dropped as waiting times decreased. Thus, at the time the model predicted
that the waiting list target would be met, the rate o f removal was set to zero.

The

assumption was considered acceptable because it made the waiting list predictions more
conservative. If the assumption was wrong, and there are still some removals, then the
waiting time target would be met sooner than predicted.
Other scenarios tested the effect o f increasing theatre efficiency by 5% and 10%.
This reduced the additional operating time required, but its effect on the time it took to meet
the targets depended upon how the extra operating capacity was allocated. But, assuming
the extra per period was the same as in the baseline scenario, the time taken to meet the
category 1 target decreased by approximately a month, whereas the time to meet the target
for category 2 and 3 dropped substantially - by around four months for a 5% efficiency
gain, and by around eight months for a 10% gain.
The amount o f additional operating hours identified in the scenario analysis was
substantial, and constraints on the surgeon and hospital were likely to make it infeasible for
these extra sessions to be undertaken. Consequently, at the request o f the Manager of
Surgical Services, the analysis of the surgeon data was complemented by an analysis o f the
waiting list behaviour at a specialty level. This aimed to determine whether the other three
surgeons in the specialty could assist in reducing the waiting list o f the surgeon, a scenario
that was consistent with a suggestion for dealing with excessive waiting times contained
in several policy documents [NSW Health, 1994b; ACT Health, 1995]. Another reason for
examining scenarios at a specialty level was that it might be easier to use the additional
resources required to meet target waiting times if they were distributed across all surgeons
in a specialty rather than a single surgeon.
The scenario analysis o f the waiting lists at a specialty level proceeded in the
manner used to assess the surgeon’s list. First, scenarios were used to examine what
happened if recent activity levels continued. These were followed by scenarios which were
used to examine how waiting times could be reduced to acceptable levels. The latter
scenarios used the model in the mode where admissions were determined automatically
with respect to theatre capacity and specified waiting time targets. Theatre capacity was
specified in patients.
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The findings o f the analysis were not encouraging for hospital staff The other
surgeons’ waiting lists were o f such a size that any drop in the admission rate o f patients
from their lists (produced by the surgeons treating patients who were originally on the list
o f their colleague) would mean that they would no longer meet the national waiting time
targets. This demonstrated that it would be still be necessary to find the same amount o f
additional theatre resources if the first surgeon was to meet the target waiting times.
The allocation o f additional resources across all surgeons could be considered in
two ways. First, it can be assumed that the other surgeons continue operating as before, and
keep their work on their patients and on those diverted from the other surgeon separate. In
this situation, the time it takes to meet the target waiting times does not differ from the
previous analysis. But, if it is assumed that patients are effectively pooled into a single list,
the analysis revealed that the targets o f the higher urgency categories would be met within
a much shorter time frame. An example o f such behaviour is shown in Figure 5.4.

Figure 5.4

The time taken to meet the waiting time targets if the waiting lists were
pooled at a specialty level (demonstration data)

of Wa it ing Tine: -For- S P E C _
_
TARGETS
M a i ting
t ine on adniBsion

Waiting Tine (days)

Estinate

89

Urg

cat

x

Urg

ca t

2

Urg

cat

3

5.3.4

Outcomes

The report containing the results o f the scenario analysis was forwarded to the Manager o f
Surgical Services. A meeting was held where the report was discussed and some o f the
scenarios were examined using Godot. The report and the model were both received
favourably by the manager, judging that it could support his role within the planning
processes associated with waiting list management. The information provided by Godot
was judged to be relevant and useful, and would not have been easily produced previously.
This included its ability to clearly visualise the consequence o f current rates o f activity
(additions, admission, and removals), to quantify the probable size o f any intervention
required to reduce waiting times, and additionally, to explore possible actions which could
address the problem.
As in the case studies described in chapter 3, the information was interpreted as
providing an objective starting point with which negotiations with the surgeon could be
started on how best to improve the waiting times o f elective patients. The manager stated
his intention o f forwarding the report to the surgeon concerned to begin this process.
However, the impact o f the report is unclear as the process was caught up with a parallel,
broader waiting list initiative.
This wider review of waiting list management was triggered by a report (produced
by Booz-Allen and Hamilton) which aimed to identify inefficiencies in the ACT health
system. The report made several references to waiting lists and the Chief Minister for the
Territory stated that $2 million would be allocated to reduce waiting times in 1995-6. In
September 1995, members of the Operating Theatre Management Committee at the
Canberra Hospital made a case to the ACT Health Department that some funds be used to
provide extra operating theatre sessions at the hospital. The Department agreed.
Because the project had already collected waiting list data, senior personnel in the
Division o f Surgery asked the project to undertake an analysis to pinpoint the problem
areas, an analysis that was separate from the Godot project. The analysis identified eight
surgeons whose waiting lists were at such a level that a significant number o f patients
would not be admitted within the target waiting times at current rates o f admission. It also
revealed that a number of surgeon’s lists had been growing substantially, and that a marked
change in either the rate o f addition or admission was required if this growth was to be
stopped. An estimate o f the additional operating theatre capacity required to reduce the
waiting lists o f surgeons with excessive lists to appropriate levels was therefore provided.
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Finally, the analysis revealed wide variation between surgeons within the same specialty
in the proportion o f patients assigned to the various urgency categories.
The report was presented to the Operating Theatre Management committee, and
circulated to the C hief Executive Officer, the (newly appointed) Professor o f Surgery, and
the Manager o f Surgical Services. Subsequently, these senior personnel, in consultation
with the surgeons, decided:
•

that surgeons with unacceptably high census numbers would be given a one-off
allocation o f extra operating theatre time, on the condition that its efficient use was
demonstrated;

•

to set up a peer-review mechanism within specialties to ensure consistent urgency
categorisation.

One outcome o f this process was a large reduction in the waiting list census of
patients assigned to urgency category 1, being sufficient for most patient waiting times to
fall below the 30 day target waiting time. The waiting times o f urgent patients on the
waiting list o f the surgeon who was the subject o f the scenario analysis also improved, but
it was difficult to separate out the contribution made by the scenario analysis from the
broader program. Due to the sensitivity o f the issue, hospital management were unwilling
for the project team to approach the surgeon directly.

5.4

Observations on the model from initial use and further steps

Although the impact o f the scenario analysis on the decisions taken was difficult to
establish explicitly, its contribution was valued by most staff and its operation was judged
to be supportive o f the planning process. It might therefore be judged a success if the
criteria suggested by Lagergren are adopted. Nonetheless, it has to be noted that it was
incorporated into the management structure in a relatively simple way. The model supplied
information to one senior m anager who then used it within formal meetings or in
discussions with others.
It had also contributed to improved management on several fronts. First, the
development and use o f model had highlighted issues o f data availability, and issues
associated with the information needs o f management, both recognised indirect benefits o f
DSS use. Second, it would appear that staff gained some insight into waiting list dynamics
and a greater understanding o f what factors were important. This was highlighted by the
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staff realising the importance o f appropriate urgency categorisation, but it was also
demonstrated by staff accepting the limited structure o f the model, and accepting that it was
not necessary to include stochastic elements in the model. This was a significant shift in
position from the discussion in initial meetings, where a great many factors were
considered important and consequential.
The model itself proved reasonably easy to use, although ease o f use differed
between the various modes used. As might be expected, using the mode where admissions
are determined automatically, with theatre capacity entered as time, proved the most
challenging. But its use had a certain acceptability that scenarios produced under the other
modes did not have, because it automatically took into account differences in resource use
between the various patient categories. Overall, the most time consuming element o f its
use was the data collection. Analysing the data and undertaking the scenarios were fairly
quick; a complete scenario analysis took roughly the equivalent o f two working days. The
actual data analysis took roughly a week due to the need to check data and scenarios with
staff.
Although the model worked satisfactorily, several changes were made to its design
as a consequence of the initial application and from discussions during the early stages of
the three subsequent case studies. First, even though including stochastic elements in the
simulation model might enable users to better understand the level o f uncertainty associated
with forecasts o f waiting times, it was thought that such facilities would rarely be used,
principally because data were unlikely to be available to support such features. Moreover,
such functionality was considered unnecessary given the ease with which the sensitivity of
scenarios could be assessed anyway. Therefore, the three-phase simulation algorithm was
replaced by an algorithm based on equations. The two models were equivalent, but the
equation-based approach had the advantage o f being considerably faster (especially when
the system being modelled included a large number o f patients) and the advantage of
removing the maximum upper limit o f the number o f patients (entities) the model could
include.
The second key change was to allow the user to define their own waiting list
(urgency) categories. This proved to be necessary because there were still differences
between States and Territories in their specific urgency categories. In addition, it was not
always considered important to separate patients within the same urgency category by type
of intended stay (i.e. same day only or overnight stay).
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5.5

The second phase of evaluation

5.5.1

Introduction

The second stage o f the evaluation centred on three separate case studies. The first was an
extension o f the work already undertaken at the Canberra Hospital. The other two were
conducted in New South W ales (NSW). Each o f these studies were conducted concurrently
over a period o f four months.
A focus o f these separate case studies was on testing the m odel’s flexibility, to
ensure that this was sufficient to allow the model to be used widely. As noted already, an
important issue was to ensure the model could be used in hospitals with different urgency
categories. At the time o f the research, this was the case with respect to hospitals in NSW
and the ACT (see Table 5.1).

Table 5.1

W aiting list urgency categories used in NSW and the ACT during the
second series o f Godot applications

Urgency categories used within NSW
Admission desirable within 7 days;
1
Urgent
Admission desirable within 30 days;
2
High priority
Admit at next opportunity, preferably with 6 months;
3
Standard
Not ready for care.
4
Staged
Urgency categories used within ACT**
Admission desirable within 30 days;
1
Urgent
Admission desirable within 90 days;
2
Semi-urgent
Admit at next opportunity;
3
Non-urgent
Not ready for care;
4
Staged
A category for Dental patients, regardless of urgency.
5
Dental
** These became operational between the first and second applications o f Godot

As well as testing the flexibility o f the model, an aim o f the research was to test
Godot in different types o f organisation.

Consequently, the two NSW studies were

arranged so that Godot was used at different levels o f management. One focussed on
supporting management within a hospital, while the other focussed on supporting
management at a regional level, within an Area Health Service. In contrast, the focus o f
the Canberra Hospital case study was slightly different. As well as continuing to test the
functionality o f Godot (deemed useful given the changes to the software), the case study
also assessed its user documentation (user manual and tutorial material) and investigated
how easily hospital staff could be trained to use the software.
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As an introduction into the NSW case studies, it is worth describing briefly each o f
the two organisations. One o f the locations was the St George Hospital, Sydney, a major
referral and teaching hospital within the South Eastern Sydney Area Health Service. It
contained approximately 600 beds, o f which around 200 were surgical. Its medical services
included all 10 surgical specialties.
Within the hospital, the Division o f Surgery had responsibility for the management
of elective surgery. The surgical waiting lists themselves were administered within the
Admissions Office. Management issues concerning elective surgical waiting lists were
discussed at routine meetings within the Division, though these meetings generally address
a range of issues. Weekly meetings were held that looked at specialty issues, and which
could be attended by surgeons and the General Manager, as well as the Divisional
Management. More general business was discussed at a monthly meeting.
With respect to their access to waiting list information, the Division, General
Manager and surgeons were supplied with information by the Admissions Office, typically
on a monthly basis. These reports contained cross-sectional (rather than longitudinal)
information on activity and average waiting times, aggregated by specialty. Data for these
reports were extracted directly from the hospital computer system (called HOSPAS).
The Division recognised that the information it used was limited, as the reports
presented the statistics in a manner that was hard to interpret, and which made month-tomonth comparisons difficult. This seemed the fault o f the computer system from which
data could only be extracted as paper printouts. In addition, the system did not produce
summary statistics by individual surgeon. These issues meant that the collected data,
although comprehensive, gave only modest support to the management process.
The second participating organisation in NSW was the Illawarra Area Health
Service (IAHS). It was responsible for providing services to residents in the Illawarra and
Shoalhaven region. The Area contained four hospitals that provided surgical services, and,
while each hospital offered a different range o f elective surgical services, overall residents
o f the region had access to nine o f the ten standard surgical specialties, the exception being
cardio-thoracic surgery. The largest hospital in the region, and principal referral centre,
was the Illawarra Regional Hospital in Wollongong.
Within the IAHS, the Area W aiting List Coordinator had responsibility for
monitoring the elective surgery waiting lists.

Her role included providing the Area

Executive with routine updates on the waiting list situation, and responding to ad hoc
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queries as they arose. This information typically related to how well the IAHS was meeting
the NSW performance benchmarks on waiting times. W aiting list information was also
provided to the general managers o f the Northern and Southern sectors, and the hospitals,
on a monthly basis. The circulated reports described the changes in the lists over the
preceding m onth (including a brief analysis o f factors causing any change) and whether the
benchmarks were being met. Finally, the Coordinator distributed waiting time information
to GPs by surgeon every three months.
The data that formed the basis for these reports were extracted from the HOSPAS
computer system using the standard waiting list reports, and the NSW Health Department
ISCOS system. From both systems, the reports were only retrievable as paper printouts,
and the data had to be manually entered into a spreadsheet for it to be incorporated into the
reports. This process was time consuming, and was recognised as undesirable. The data
were also not analysed over time routinely. In an attempt to overcome these data problems,
the Area had ordered software that would allow data to be extracted directly to a PC.
However, this software did not arrive during the case study.

5.5.2

Initial meetings and agreed case study aims

The NSW studies began with the research team making contact with relevant staff at the
two sites. The timing o f the studies wasn’t ideal. The NSW waiting list reduction program
initiated by the NSW Government (which promised and delivered a cut o f 50% in the
num ber o f people waiting for surgery within a year o f it taking office) had ended just 5
m onths ago. Nonetheless, both sites had experienced growth in their waiting lists since
then, and were aware o f problems in some specialties, although they did not appear to have
m uch information about the size o f the problems. Neither had a tool similar to Godot, and
both agreed to participate in the study.
In discussions about how Godot should be used, each site gave the research team
fairly general directions concerning the issues they wanted investigated. For example, the
IAHS staff suggested that Godot could be used to assist the IAHS meet the performance
benchmarks on waiting times associated with the NSW Priority Access Strategy [NSW
Health, 1996]. Future funding levels would be linked to how well these benchmarks were
met. Consequently, it was agreed that the study would undertake an initial review of
waiting times, upon which to base a decision about the use o f Godot.
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At the Canberra Hospital, there was impetus for Godot to be used to determine
where action should be directed to continue the reduction in waiting times, specifically how
excessive waiting times for ACT category 2 patients could be eliminated, while also
keeping the waiting times o f ACT category 1 patients down. It was also decided to teach
a member o f the Department o f Surgery how to use Godot. Unfortunately, the Division
management were not enthusiastic about the staff member being educated by being given
the actual scenario analysis o f category 2 patients to undertake, even under the supervision
o f the research team. Instead, this was conducted by the researchers, and the member o f
staff was trained using tutorial material the research team developed.

5.5.3

Data collection

Each case study required data to be collected for the initial analysis o f the waiting list
situation and the subsequent scenario analysis by Godot. As the data required for the initial
analysis was a subset o f that required by Godot (if both optional and mandatory data were
collected), the study requested data based on that needed for the scenario analysis.
The data requested at each site were similar.

Data were requested on the

composition o f the waiting list, both number o f patients waiting and their waiting times,
activity data, and data on operating times and the allocation o f theatre sessions. Data were
requested to be aggregated by surgeon, and by urgency category, while frequency statistics
were asked to be collected over four week periods.
The ability o f the sites to provide the data in a computer readable format varied.
Due to the previous work, the Canberra Hospital was able to provide activity and waiting
list census figures on a PC readable disk. The data, though, differed slightly from that
previously collected because o f the introduction o f a new urgency category system that
distinguished between patients who were ready for care and not ready for care. Data on the
waiting times o f patients on the list were still not available, and no additional data were
provided on operation durations.
As already indicated, the two NSW sites were not extracting waiting list information
in a computer readable format, and in both cases, the Information System Departments
(ISD) at the sites were approached to facilitate this. At the St George Hospital, the ISD
initially proposed writing a new report to provide the data, but after further consideration,
it was decided to use a standard report and “capture it” electronically before it was printed.
These were then saved to a text file. The reports allowed data to be collected by surgeon,
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urgency category, but were further disaggregated by indicator procedure. Data were
collected for five months, but this required over 60 reports to be manually specified, and
the process was cumbersome. It was also necessary to write a small program to reorganise
the data in the text file (e.g. remove headers and footers from the reports) and aggregate the
data by surgeon and urgency category only. The low incidence o f particular operations
within each urgency category meant that disaggregating the figures by IPC was essentially
meaningless.
This process o f collecting the surgeon data took several months. Therefore, the
m onthly printouts o f specialty activity that the Admissions Office collected were also
utilised.

These gave the activity data by urgency category, as well as waiting list census

figures. Paper printouts were available over a period o f two years, from July 1994 to June
1996, and were manually entered into a spreadsheet for analysis.
At the IAHS, the ISD also proposed creating a new report to produce the data
required. Meetings were held to establish the exact data specification and file formats.
However, because the ISD were involved in work o f higher priority (namely, installing an
upgrade to the area information system), coding and running the reports took some time.
Consequently, data at a specialty level were also extracted as paper printouts using a
standard HOSPAS report (the same one used at St George Hospital, which incidently were
also used by IAHS staff to monitor waiting list behaviour). Printouts were produced for
each hospital in the Area for a seven month period, from February to August 1996, with
data being collected at intervals o f four weeks.
At neither NSW site were data able to be collected on the actual waiting times o f
patients on the waiting list, or on operation durations.

5.5.4

Analysis to identify lists on which patients were likely to wait excessively

The process o f establishing whether waiting times were excessive for elective patients was
similar in each case study. Figures were analysed in a spreadsheet package (Microsoft
Excel (version 5)), principally because it was used at each site and had sufficient analytical
capabilities. Estimates o f waiting times were calculated for each urgency category using
the clearance tim e method because actual waiting times were not available. In addition, this
m ethod gave an indication o f the current position rather than a retrospective one. The
graphical capabilities o f the package were used to examine the behaviour o f the waiting list
over time, thereby indicating whether waiting times had been getting worse or better.
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Indeed, the research team spent some time in setting up the spreadsheets to demonstrate to
staff how the monitoring o f waiting list behaviour could be improved by using standard
features o f Excel to examine the data contained on the standard printouts. This issue is
discussed further in section 5.7.
At the St George Hospital, the analysis was performed on the routine specialty data.
A specialty level analysis was requested because the Division was facing budgetary
pressures that would impact across a complete specialty rather than on individual surgeons.
The results confirmed that several specialties were experiencing problems, and the Division
requested that Godot be used to assess options to reduce the size o f two specialty waiting
lists. The census o f the waiting lists had increased recently in both specialties, and both had
clearance times that exceeded the target waiting times in the NSW categories 2 and 3 (i.e.
where maximum wait equals 30 days and six months respectively).
The initial analysis o f the IAHS data was also based on the specialty level data.
The surgeon level data showed some inconsistencies in one o f the activity variables when
compared with the specialty data, and, unfortunately, there was insufficient time to have
the new report corrected. The analysis identified a number o f potential problem areas but
highlighted one specialty at a hospital that was experiencing waiting time problems within
NSW urgency categories 2 and 3 to a greater extent than other areas. Area staff suggested
that Godot be used to identify options for this specialty that would result in the waiting time
targets being met in both categories.
Finally, the analysis o f the Canberra Hospital data again examined waiting list
behaviour at a specialty level. Estimated clearance times varied between them, though the
reduction in the category 1 census was visible in the specialties that had required it. A
reduction in the census o f category 2 patients was also noticeable in a few specialties.
However, two specialties were identified where the expected waiting times were still in
excess o f the 90 day target. Furthermore, the estimated times exceeded the target levels to
such a degree that it was clear any intervention to reduce waiting times to appropriate levels
would be substantial. These two specialties were therefore selected for the Godot analysis.
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5.5.5

M odel configuration and scenario analysis

In the analysis o f each problem waiting list, the aim was to evaluate options that could
reduce waiting times to acceptable levels. The general process was similar in each location
and the overall approach o f how the model was used (using illustrative data) is described
here. In comparison to the early application, the analyses used fewer o f the Godot features
due to the lack o f some optional data. This was not considered a problem, though, as it
enabled the model to be used in its crudest form and so determine whether this was
acceptable to hospital managers and surgeons.
The models were initially configured to forecast the future behaviour o f the waiting
list if current patterns o f activity continued. This was to see whether the current problems
would rectify themselves without changes being made. The scenario was set up to
reproduce the observed historical behaviour, with the forecast extending over the next 12
months. The models were used in the mode where admissions were entered as rates for
each urgency category, and each period was defined to last 4 weeks.
The m odels were set up to m imic the waiting list urgency categories used at each
site. In the analyses at the NSW sites, the waiting list was split into two urgency categories.
The first corresponded to NSW category 2, while the second combined categories 3 (non
urgent) and 4 (not-ready-for-care). M odelling category 4 patients as a separate sub-group
was not considered appropriate because patients are not admitted automatically once they
reach the head o f the list and theatre capacity is available. Omitting category 4 patients
from the m odels would also be inappropriate, as this would ignore their interaction with the
other three categories. In addition, analysis o f transfers between categories suggested that
when patients become ready-for-care, they are not simply added to the end o f the waiting
list, but inserted into the list in chronological order. In view o f this, and because most
transfers occur between categories 3 and 4, it was decided to combine categories 3 and 4.
NSW category 1 patients were “ignored” because o f its low target waiting time (i.e. 7 days).
Their impact was taken into account by reducing the total capacity available for other
elective patients. (It was assumed that the number o f patients in urgency category 1 would
stay the same over the forecast period.) In the Canberra Hospital analysis, the waiting list
was split into 3 categories. Patients in category 4 (not-ready-for-care) were combined with
category 3 for the same reasons given above.
As for the other parameters in these initial scenarios:
•

the initial waiting list was based on waiting list census figures with the distribution

99

o f waiting time being crudely estimated. This was derived using the average rate
at which patients were joining each category to estimate when patients m ight have
joined the list;
•

rates o f addition, admission and removal were derived using a simple
exponentially-weighted moving average forecasting approach.

However,

judgement was also used to decide whether the forecast activity rates produced
credible behaviour when compared to historical patterns.

For all sites, the scenarios confirmed that action would be necessary. Figure 5.5
illustrates a typical change in waiting list behaviour produced by these initial scenarios.
The next scenarios were developed to assess how waiting times m ight be reduced,
initially focussing on how the target waiting times could be met in higher urgency
categories. Thus, scenarios first examined whether the waiting times o f patients in these
categories could be reduced by increasing their rate o f admission at the expense o f patients
o f lower urgency. The total number o f admissions was not increased.

Figure 5.5

Example of change in waiting list census assuming the current activity
levels did not change (demonstration data)
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In some cases, this could be sufficient to reduce the waiting times to the target for
the category, but it would also make patients in lower urgency categories wait longer than
the target waiting times (see Figure 5.6). Hence, further scenarios were developed. The
first o f these estimated the increase required in the admission rate to meet the target waiting
times across all categories within 12 months. This generally represented a significant
increase in activity (see Figure 5.7) and so other scenarios investigated what mix o f changes
to the addition and removal rates as well as the admission rate also reduced the average
waiting times to the required targets.

Figure 5.6

An illustration of the impact increasing the number admissions of
urgent cases at the expense of less urgent patients has on waiting times
(demonstration data)
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Category URG_1 corresponds to urgent patients where the target waiting time is 30 days. Category
URG 2 corresponds to non-urgent patients. The gap in the graph has resulted from no URG_2
patients being admitted over this period. Consequently, their average waiting time could not be
calculated.
Periods (1-13) show historical data, periods (14-26) are the forecast.
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Figure 5.7:

Illustration of a screen in the model that allows forecast activity to be
compared to historical data (demonstration data)
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5.5.6

Outcomes

A report describing the scenario analyses o f the specialty waiting lists was prepared for
each o f the test sites. The report also contained the clearance times by urgency category
for patients on the waiting lists of the individual surgeons, and an estimate o f the reduction
needed in those surgeons’ lists with an excessive clearance time. This information was
added to enable the study to be placed into a managerial context, as it was the surgeons who
were primarily responsible for the flow o f patients onto and from their lists.
The reports were initially circulated to, and discussed with, the staff responsible for
the management of surgical waiting lists.

Overall, the reaction from these staff was

positive, with the information provided by the model was judged to be useful and relevant.
None o f the sites had a comparable tool to support their planning activities, and
historically, the planning process surrounding waiting list initiatives was typically regarded
as being crude. Godot’s ability to clearly visualise the consequence o f current activity
levels continuing, and to quantify the size o f the problem faced were particularly valued.
Moreover, the scenario analyses demonstrated that, even with using only the mandatory
data items, it was possible to gain insight. For example, in several instances, it was often
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changes in the proportions o f patients assigned to the urgency categories that led to waiting
times suddenly increasing or decreasing. This fact was not well appreciated by staff and
it is something that would be difficult to show without such a model.
M ost hospital staff felt that the model would assist in the planning process. The
scenarios were typically found to be easy to understand, and the forecasts were accepted
as valid, even if the algorithm by which they were produced was not fully grasped.

In

discussions, the staff emphasised the need to probe a number o f “what if?” situations, and
that this would be necessary in any situation where change was desired.
As before, there were other indirect benefits o f the study, notably, a greater
awareness o f problems with data access, and how statistics might be better presented to
assist their interpretation. This latter point is discussed in more detail in section 5.7.
At the meetings where the reports were initially discussed, it was agreed in two of
the three cases (the two NSW sites) to circulate the report to the relevant committee (St
George Hospital) or hospital business manager (IAHS). The expectation was that the
reports would provide a starting point with which to begin negotiations on how the situation
might be tackled. However, it would appear that the work had little success in contributing
to the reduction o f the long waiting times at these two sites. In part, this was due to the
limited opportunities the sites had to find the resources the model suggested would be
required. As noted earlier, the NSW State government had implemented a large waiting
list reduction program in the previous year, and although the size o f the waiting lists had
begun to rise in certain situations, the issue was no longer high on the political agenda.
Indeed, the decision to disseminate the findings o f the scenario analysis at St George
Hospital was later reversed because staff judged that it would be difficult to deal with the
issues in a climate o f possible budget cuts and it was only likely to cause antagonism.
A similar situation existed at the Canberra Hospital. After the sizeable allocation
o f additional resources that led to the reduction in waiting times o f category 1 patients,
there appeared to be little chance o f securing additional resources. Thus, any initiatives
would have had to be found from within the existing hospital budget, and a change in
waiting times would rely on the surgeons changing their behaviour. The new Professor of
Surgery was reluctant to open discussions with the surgeons concerned, though it was
unknown whether this was related to his opinion o f the waiting list model or was due to the
situation within the hospital.
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5.5.7

Assessment of tutorials and staff education at Canberra Hospital

At the end o f the first application o f Godot, a user manual and two tutorials were written
to support its wider distribution. These documents were then evaluated by a project officer
at the Canberra Hospital, who was selected to be taught how to use Godot. The officer was
employed on a National Demonstration Project o f operating theatre efficiency, and was
nominated as the most suitable staff member. (The hospital did not appear to have a
dedicated business manager for surgery.)
The project officer was given a demonstration o f Godot and an explanation about
its purpose. She was then given the two tutorials and user manual to work through. The
first explained the analysis o f historical data, while the second discussed how to conduct
a basic sequence o f scenario analyses. After these, the researchers planned to get the officer
to undertake a simulated scenario analysis, independent o f following the steps outlined in
the tutorials, so that experience could be gained on how easy it would be for a third party
to use the software. However, due to other work commitments, this was not possible (her
position was funded by research funds).
With respect to learning from the tutorials, it appeared that the officer understood
the model structure, and the steps necessary to analyse the data. She was also able to
interpret the results o f the scenarios well and felt confident about using the model.
However, whether her confidence was justified is unknown.
In terms o f an assessment o f the tutorial material, the officer was judged them
overall to be informative, generally clear, and felt that they did not assume too m uch prior
knowledge.

Nonetheless, various issues were identified, the most important being a

perception that the tutorial on the scenario analysis was too brief. These issues were
addressed with the final user manual including four tutorials (see appendix 2), which were
supported by two files o f demonstration data.

5.6

Upgrading Godot version 1 to Godot version 2

The use o f the model at the different locations highlighted several areas where the prototype
would benefit from being refined. Two key areas were already mentioned, namely: the
change to the underlying model from discrete event-based simulation m odel to an
algorithmic model, and the introduction a user-defined waiting list (e.g. urgency)
categories. Other changes were relatively minor.
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The first was m ade to facilitate the inclusion o f historical data. The original method
o f entering rates o f additions or removals (of entering the total number and the proportion
that fell into each category) meant that historical data were not always reproduced
accurately. This problem was potentially serious because it affected the validation process
during which hospital staff need to accept the m odel’s accuracy. Therefore, it was made
possible to enter additions and removals for each urgency category as actual numbers, in
addition to the original format.
In a similar way, it was decided to keep a graphical simulation mode in the second
version, although the algorithmic structure o f the model did not support this directly. A
version o f Godot was created without the animation screen, but it was found to be harder
to explain the workings o f the simulation algorithm to hospital staff, and so it was
reintroduced.
A few other changes were made to improve the m odel’s user-friendliness. These
were the facilities to assist with data entry, the monitoring o f changes to the scenario
currently being analysed, and the routines that warned the user whether a selected action
would lead to a loss o f data.

5.7

Improving the monitoring of waiting lists

At each evaluation site, the researchers found that many clinicians and managers had
reservations about the usefulness o f the waiting list data as they were presented to them.
Typically reflecting the layout o f printouts from the mainframe computer systems, the
tabular presentation meant that it was difficult to examine how activity and waiting list
behaviour changed over time. However, most seemed to accept that it was not easy for the
staff who produced the reports to present the information in another way because the
principal means o f extracting data from the information systems was as a paper report and
because it was generally accepted that routinely extracting data in an electronic format was
too difficult.
Improving the presentation and analysis o f the data was found to be possible by
m aking use o f a spreadsheet. This has always been a reasonable tool with which to process
small amounts o f data. However, manually creating graphs o f waiting list and activity data
for each urgency category for every specialty (or surgeon) was not a realistic option, and
the approach was only feasible because o f recent refinements to the data handling
capabilities o f spreadsheets.
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At the time, each organisation was using Microsoft Excel (version 5) [Microsoft,
1993] and this contained two particular functions that enabled graphs of activity and
waiting list data to be produced. The first function, called a filter, provides a way to focus
on particular segments of a data set. It can be applied to data organised into a table, where
individual records are arranged in rows and their data are arranged in adjacent columns.
The command was used on data from the St George Hospital and the IAHS as data were
extracted in a compatible format. Figure 5.8 gives an example table (ignoring for the
moment the menu and arrows).

Figure 5.8

Example of “filter” function in Microsoft Excel (demonstration data)
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Note: the screen grab illustrates how data must be structured to use the function, as well as the menu created
by the function that allows the user to select the type of data to display is shown on the left of the screen.
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Applying the filter command to data results in Excel creating a menu from the items
in each column. Choosing an item from a particular menu results in the filter hiding all
rows o f data except for those that relate to that chosen item. Figure 5.8 shows that the
specialty General Surgery has been selected and the filter has compressed the table to show
only those data that relate to that specialty. And because its effects extend to any chart that
displays the data being filtered, a spreadsheet becomes a viable option for displaying the
data. For the project, this meant it was only necessary to define 4 or 5 charts, rather than
40 to 50.
A disadvantage o f the filter command is that it does not allow data from various
records to be combined. This can be overcome by using the second function - a pivot table.
It has the capacity to group data and report a variety o f statistics including the number o f
records, their sum, or their average. However, the pivot table command requires data to be
arranged so that the various categories by which the data are to be grouped are listed in
fields rather than as the headings o f a table. Programmers at the Canberra Hospital were
able to provide activity and waiting list census figures in this way and the function was
used in this case.
Figure 5.9 shows the structure o f a pivot table similar to one used on those data.
The table enables different levels o f activity and waiting list census figures to be examined
over time, and was used to produce the figures that were then graphed. The level o f
aggregation shown in the table is changed using "page fields" located above the column
headings. The table in Figure 5.9 currently shows data for a fictional Dr Bloggs, but the
data could be aggregated in a number o f different ways: by specialty, or surgeon, or waiting
list urgency category, or a combination o f the above. And, as before, the chart defined to
graph these data is automatically updated to show whatever aggregation o f data is selected.
W hen demonstrated to hospital staff at each three sites, both approaches were seen
as very useful. A t the Canberra Hospital, the Professor o f Surgery suggested that the
spreadsheet created by the project be updated monthly so that trends in waiting list
behaviour can be monitored over time. The other sites also expressed their desire to use
this approach. However, the inability to extract data in a computerised format meant that
they had not begun to make routine use o f these functions, at least while the research was
underway.
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Figure 5.9

Example of “pivot table” output (demonstration data)
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The page fields that enable the user to select different levels of data aggregation are above the pivot
table output.

5.8

Lessons learnt from the case studies

5.8.1

Judgements about the effectiveness of Godot

The primary aim of the study was to develop a waiting list decision support system, that
would be generally applicable in Australian hospitals, and that would enable users to
understand waiting list dynamics better.
In these terms, the case studies suggest that the second version of Godot met this
aim. Although fairly, simple, Godot was found to effectively:
predict waiting list behaviour using historical data to estimate future rates of
activity;
present these predictions in an appropriate format, both regarding the primary
information on waiting times and the secondary information used to support the
validation of scenarios;
visualise the impact of shifting patterns of activity on waiting times and census
numbers;
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•

quantify the size o f changes required for waiting list “targets” to be reached;

•

link changes in list size to the demand for resources, ie. theatre and/or beds.

As well as proving to be a tool that provided information which the case study sites
did not have access to normally, Godot seems generally to support normal planning
processes. This is not unexpected given that the strong arguments in favour o f developing
m odels that support “what if?” scenario analysis. But, its functionality was also enhanced
by being flexible in terms o f the data it required to be used.
It is, though, worth emphasizing one feature o f the model which has hitherto
received little attention in the literature on DSS design. That is, its inclusion o f facilities
which support scenario analysis “diagnostics”. In other words, it was deliberately designed
to include output screens whose m ain value was to assist the user in judging whether or not
a scenario looked realistic. This was further supported by a flexible method o f data entry
so that historical data were accurately reproduced. It was the historical data that provided
the key reference point against which the realism o f the scenarios was assessed.
However, the design o f Godot was not the only criterion against which it was
assessed. A secondary aim o f the study was to examine how easily Godot would fit into
existing planning processes and examine what impact its use had on decision making. With
respect to its impact on decision making, its effect was minimal in the two NSW studies,
and inconclusive in the first application at Canberra Hospital. But, as argued in section 5.2,
expecting the results o f a DSS to be implemented can be unrealistic as implementation is
contingent o f many factors.

Moreover, two features o f the studies worked against

implementation. First, the timing o f the studies, especially inN SW , was not ideal. Second,
while the sites were interested in learning about Godot, they may not have accepted that
there was a problem which needed action. It was the research team that, during the studies,
looked for a problem to tackle.
Against Lagergren’s criterion o f a successful implementation [Lagergren, 1998],
Godot rates better. The model results were introduced into a real policy planning or
decision m aking process and were accepted as valid by some participants in that process.
Overall, though, the evidence supporting this statement is weak and needs to be qualified.
This is done in the next section, which examined how Godot m ight fit into the planning
process.
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5.8.2

How Godot best fits into the management process

Godot was designed to support periodic planning activities that arise when either a waiting
list problem is identified, or when an organisational change will impact on elective surgery
activity, and hence waiting lists. The case studies suggest it can be successfully used in this
context.
Experience o f conducting the scenario analyses suggests that analysing a waiting
list using Godot would generally follow three stages after data are collected. These are:
1.

the production o f initial forecasts from scenarios that assume current activity rates
will continue;

2.

the validation o f the initial forecasts by comparing the resulting waiting list
behaviour against expected patterns;

3.

the investigation o f changes in activity needed to stabilise the waiting list, or reduce
average waiting times to target levels, and assess their feasibility by comparing
them to historical levels.

The time needed to undertake an analysis would not appear to be excessive.
Assuming data have been collected, an initial scenario analysis should typically take around
one day. The evaluation o f further scenarios would probably take another day, but the
exact time would depend upon the number o f options tested. Although not attempted in
these cases studies, there is no reason to believe that scenarios could not be interactively
evaluated with a surgeon or manager, as other similar models have been used [Cropper and
Forte, 1997b]. The most time consuming aspect o f the studies was found to be the initial
data collection. However, if data collection methods were addressed, the effort required
to obtain data would be drastically reduced.
Godot would appear best suited to supporting the management o f waiting lists
within a hospital. Its output appeared to be most informative to managers within a Surgical
Division (Department) and the surgeons themselves. These people appeared to have the
contextual knowledge needed to interpret the results, and highlight issues regarding the data
used. Management activities at higher levels would appear to be focussed on other issues
associated with monitoring performance and strategic planning. This suggests that the
person who would find Godot most beneficial, and who would initially configure the model
for use, would be a business manager or equivalent within a surgical division. They would
be able to interact easily with the surgeons or relevant management structures (for example,
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a Theatre Management Committee, or Divisional Committees), providing them with data,
and be in a position to respond to feedback. Furthermore, a business manager is most likely
to have the skills required to use the software.
This observation has to be qualified with the acknowledgement that the software
was only used extensively by the research team. Hospital staff only used the software to
exam ine historical data and scenarios prepared by the project team. But there seems no
reason to believe that appropriately skilled staff would not be able to do this. The skills
needed to undertake an analysis are:
1.

an understanding o f basic statistics, and the analysis o f time series data using simple
smoothing techniques;

2.

a general understanding o f IBM PC software, including Windows™ and
spreadsheet packages.

Staff who have undertaken a business or numerate degree should meet these
requirements, as would some staff who have a number o f years management experience.
Still, a pertinent aspect o f all the case studies to this issue was the apparent lack of
analytical skill and imagination among the staff who had responsibility for providing
waiting list information. The staff had learned what printouts provided the waiting list
information they should circulate to staff, and they could write appropriately about the
waiting list situation that the generated cross-sectional statistics described. However, most
professed not being confident in using a computer nor in performing even simple
investigations o f the data. For example, plotting the figures from a series o f reports as a
graph. Indeed, one business manager did not have a computer on her desk. Moreover,
while some were aware o f the limitations o f the reports, they seemed not to know what
could be done; either where the problem lay or how it might be fixed.
It is perhaps acceptable for individual staff not to have good numerate skills, but it
was surprising to find these skills to be lacking from the business units entirely. Indeed,
an unexpected impact o f the project was to demonstrate how the routine waiting list data
could be more effectively monitored using common spreadsheet software. This situation
suggests that a strong analytical culture does not exist within Australian hospitals, and as
such, is likely to limit the adoption o f a system like Godot.
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5.8.3

Data issues

The minimum data set required by Godot was designed to be consistent with that produced
by routine waiting list monitoring. Specifically, it consists o f some o f the data items that
are provided by each State to the Australian Institute o f Health and W elfare for its annual
review o f waiting lists [e.g. Mays, 1995]. But, although improvements to the collection o f
waiting list statistics have been made with the establishment o f a National M inimum Data
Set [National Health Data Committee, 2002], it was found to be difficult to extract the data
required in a useable form.
With respect to the minimum data set, waiting list and activity information were
generally only available as computer printouts. Special measures were needed to obtain
computerised data. It was also difficult to extract data by surgeon, which was generally the
preferred level because, ultimately, it was the surgeons who managed their waiting lists.
For the optional data items, the project had less success in collecting the data.
Determining theatre capacity and ward capacities generally posed little problem. However,
average operating times by waiting list urgency categories were harder to compile, and
were only collected at the Canberra Hospital. A similar situation existed with respect to
the waiting time distribution o f patients currently on the waiting list. Only the IAHS was
able to provide these data, and again, it was only possible with the help o f the Information
Systems Department. No site was able to give length o f stay data by urgency category.
Nonetheless, credit should be given to each site for the effort they expended in
extracting the data requested by the project, and this encourages a belief that access to
computerised information will improve. But, this assumes that hospital staff begin to
demand routinely for this data, and given the observations above, it might be some time for
this to arise.

5.9

Conclusion

The implementation o f Godot demonstrated that it could provide valuable insights into a
waiting list problem by highlighting the effect current activity levels would have on waiting
times if they were to continue, and by quantifying the likely impact o f various scenarios
aimed at dealing with the problem. The case studies also demonstrated that Godot could
be applied to similar problems in hospitals that have different m anagement approaches, and
that operate under different State policies. By so doing, Godot appears to have the potential
to be used effectively in hospitals throughout Australia.
112

The researchers found that none o f the collaborating sites had a tool that gave them
this ability to investigate alternative management decisions. Therefore, Godot represents
a small step forward. However, there are still various issues that could limit the capacity
o f hospitals to use the system effectively. Significant among these are difficulties in
extracting data in a useable format, and a weak analytical culture within hospitals. These
problems are not insurmountable, and given the ever-present pressure to improve the
effectiveness o f health care, it is possible that they will be overcome in the near future.
However, during this time, computing standards and software will have progressed further,
and it remains to be seen whether or not Godot will be judged to be obsolete by this time.
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6.

Waiting list information to assist decision making

“I f it is to understand its destiny, the world needs light, even i f it is partial and uncertain,
on the complex struggle o f human will and purpose... ”
[Keynes, 1920:24]

6.1

Introduction

The focus o f the remaining chapters in this thesis will be the use o f waiting time statistics
to provide some information about their likely waiting time to patients about to join a
waiting list. The review o f policy initiatives in chapter 3 highlighted that this was a
developing area, the aim being to help patients make informed referral and treatment
decisions. Questions were raised, however, about whether the waiting time statistics to
which they had access could fulfil this role. These questions will be analysed more closely
in this and subsequent chapters. The focus o f this chapter will be issues connected to what
type o f information patients, GPs and surgeons might want, and issues surrounding how
statistics m ight provide this information. Subsequent chapters will review what statistics
are currently being disseminated and evaluate whether those commonly in use are likely
to be sufficiently accurate to meet the information needs o f patients and doctors.

6.2

What information is required to assist decision making?

So far, the way in which information about patient waiting times could contribute to GPpatient referral decisions, and the surgeon-patient surgery decisions, has not been
considered in detail. The following discussion aims to rectify this and addresses how the
information needs o f those involved in each decision might be interpreted.
Initially, attention will be focussed on the information needed by patients and GPs
when making a referral decision. This decision is concerned with two issues, namely,
whether or not to refer a patient to secondary care, and choosing to which surgical unit
(surgeon/specialty) the patient is to be referred. Regardless o f the extent to which waiting
time information m ight influence these decisions, the information needs o f a GP and patient
can interpreted in three ways:
E.

a prediction o f how long the patient m ight expect to wait for admission when
referred to a surgical unit; or
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R.

an indication o f the relative differences in waiting times between surgical units. For
example, patients might want an answer to the question “which unit has the shortest
waiting time?”; or

A.

an indication o f whether or not the unit that would be preferred for clinical or other
reasons has acceptable waiting times, and, if not, which other units do.

These three interpretations have two important implications for the provision o f
waiting time information. The first is that each interpretation implies the dissemination o f
different sets o f statistics. For interpretation E, whether or not providing an estimate o f the
expected waiting time is adequate will depend upon how m uch waiting times vary between
patients. If the range is large, an estimate o f how long the vast m ajority o f patients wait
might also be necessary. For interpretation R, providing one m easure o f performance, like
the expected waiting time, is likely to provide sufficient information. If the range o f
waiting times increase as the average wait increases (although there is little empirical
evidence which suggests this is generally true), relationships about the relative performance
o f surgical units as indicated by the average will typically hold for other percentiles as well.
Finally, interpretation A suggests presenting a different statistic, a statistic that gives a
prediction o f a units’ rating on some scale (of two or m ore points) measuring
acceptableness o f wait”. A statistic that meets this criterion could be the number (or
percentage) o f patients who have waited in excess o f the m aximum appropriate waiting
time, as it only distinguishes between units once performance drops below some threshold.
It is worth highlighting that a service can choose to disseminate statistics that
support specific interpretations, but it can only be sure that the statistics are used in this way
when adopting a statistic for interpretation A. For example, an estimate o f average waiting
time can be interpreted in each way, whereas a statistic like the num ber (or percentage) o f
overdue patients only distinguishes between units once levels o f performance drop below
some threshold. A service may only want to assist in distinguishing between the relative
performance o f units, and may not intend for statistics to be used to give patients an idea
o f their expected wait. If so, it would not be possible for information to be presented that
meets just this criterion. It would not be able to avoid presenting point estimates. In these
circumstances, clear instructions need to be included about how the information should be
used.
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The second important implication is that each interpretation affects the standard o f
accuracy which any waiting time statistic will have to meet for it to have practical value.
To illustrate this, suppose that a waiting list service is disseminating estimates o f the
average waiting times at a number o f surgical units. For those who want to interpret this
in terms o f how long they m ight wait for admission, the practical value o f the statistic will
depend upon the level o f uncertainty surrounding the estimate. The statistic will have to
meet an absolute standard o f performance. For those who want to interpret the statistics in
terms o f the relative performance o f the units, the practical value o f the statistic will also
depend upon the difference in waiting times at the various units. Thus, a statistic that is
unable to be used to estimate expected waiting times with sufficient precision can still have
value if it can accurately distinguish between some o f the units with different expected
waits. This can occur if the range o f average waiting times at the different units is large in
comparison to the uncertainty surrounding the averages.
For those who want to interpret the average in terms o f the acceptability o f the
waiting times at the units, whether or not the statistic will have practical value will depend
upon the difference between the estimated average and the threshold(s) used to define one
or m ore levels o f acceptability as well as the level o f uncertainty associated with the
statistic. Consequently, a statistic that is insufficiently accurate for both o f the previous
interpretations can still provide useful information in this context, not least because the
thresholds for acceptability m ay be high in comparison to common levels o f performance.
For example, a common definition o f unacceptably long waiting times for non-urgent
patients is 12 months.
It should not be assumed that considerations o f accuracy reveal anything about
which interpretation is to be preferred for referral decisions. This is because “improving”
individual decisions with better information does not necessarily produce improved system
level performance. Indeed, in the context o f referral decisions, interpretation A has several
advantages over the other two. First, it encourages change in existing referral patterns only
when there is a problem, and thus should not result in referral patterns becoming unstable
(and less predictable).1 Second, it down plays the importance o f waiting time information

1 It is possible to imagine an undesirable pattern o f behaviour if waiting time forecasts
are too successful in enabling people to pick the service with the shortest waiting time. Suppose
more accurate forecasts are produced. This then influences a greater proportion o f referral
decisions, making the system more unstable and less predictable, which will lead to the forecasts
becoming more inaccurate. This will lead to less changes to referral patterns, which will lead to
more accurate forecasts, and so on.
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in the referral decision; the interpretation is consistent with the view that a referral decision
should be primarily influenced by clinical considerations (although surveys o f patients
suggest that many perceive waiting time as being as equally important [McColl et ah, 1994;
Clover et ah, 1996]. However, it is unclear if there is, or could be, a consensus among GPs,
patients or policy makers about the preferred interpretation o f information needed to assist
in referral decisions.
Waiting time information can contribute to the surgeon-patient decision in a number
o f ways (discounting the fact that it might be used by patients to seek referral to a different
surgeon). It can simply make it easier for a patient to make arrangements for the surgery.
But the key issue is its impact on decisions which affect waiting list dynamics. In other
words, it concerns how information assists patients to decide whether or not surgery is the
best treatment option available to them.
The information needed to assist these decisions can be interpreted in several ways,
namely, that a surgeon and patient need:
E.

an accurate prediction o f how long the patient might expect to wait for surgery; or

A

an indication o f whether or not waiting times are acceptable. That is, they need an
accurate prediction on a scale measuring “acceptableness o f wait”.

As before, an important distinction between these two interpretations is the implied
level of accuracy required o f waiting time statistics, and the same considerations apply here
as in the GP-patient decision with respect to when a statistic might be useful. However,
because the information is not being used to make judgements about where a patient may
be treated, the previous reservations about interpretation E having an adverse effect on
system dynamics are not relevant. Consequently, interpretation E can be regarded as
preferable to interpretation A, if the required level o f accuracy is achievable2.
In conclusion, it is clear that assisting decisions concerning elective surgical care
by providing waiting time information is not a trivial exercise.

There is no single

interpretation o f what information is needed, and the possible interpretations have a number
o f important implications. In particular, the interpretations imply the presentation o f

It is worth noting that a very precise “forecast” could be provided if a surgeon operated
a diary booking system, but, for reasons highlighted in section 2.3, such systems are not widely
adopted. Only urgent patients are likely to be offered an admission date when first assessed by a
surgeon, but they constitute a minority o f elective patients in most specialties. Consequently it is
likely that surgeons will require some form of waiting time information.
’
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different types o f statistics and different minimum levels o f forecast accuracy, independent
o f any specific m easure o f waiting time. Consequently, it raises questions about whether
the expected level o f accuracy o f any statistics is sufficient for any interpretation, questions
which will be spelt out and examined in detail in the next sections o f this chapter.

6.3

How might the information be provided: approaches and issues

Before proceeding, it was decided to assume that the information required by the three
types o f decisions considered above is a prediction o f how long a patient might wait at the
m oment he or she is about to join the waiting list. This simplifies the following discussion
but does not affect its generality. This statistic can be used as the source o f information for
any o f the alternative interpretations, although for the “acceptable wait” interpretation, it
m ight need to be converted to the appropriate measurement scale.
The two fundamental questions are “how can patient waiting times be predicted?”
and “how accurately can they be predicted?” There are two approaches to creating a
forecast. The first is to use a forecast function based on an explanatory model that takes
into account the queue characteristics o f waiting lists; in other words, an approach that
predicts waiting times from data on arrival and admission patterns, and other queue
parameters. The second approach is to make predictions based on a time-series approach,
using data o f actual patient waiting times. From a theoretical perspective, this second
approach is clearly the less desirable as there is no guarantee that the behaviour o f a
queueing process in the future will be similar to the recent past. Indeed, because waiting
time statistics are essentially time series statistics, it shows that forecasting future behaviour
from them is fundamentally flawed. And yet, it is the second approach that is almost
always adopted in practice. To see why, it is necessary to consider the issues surrounding
both approaches. But, before these issues are discussed, it is worth highlighting the limits
o f this appraisal.
To simplify the analysis, it will be assumed that the waiting time forecast is only
required for the time spent on a single waiting list, either an outpatient or inpatient waiting
list, and not the waiting time in total. It will also be assumed that there is only one waiting
list per surgeon. In other words, that there is not a specialty waiting list or a waiting list for
particular types o f patients.
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No attempt has been made in the following analysis to examine every issue relevant
to the provision o f information that enables health professionals to predict patient waiting
times.

Instead, the focus is primarily on issues affecting the accuracy o f statistical

predictions. These include: bias, precision (related to sample size), robustness, and model
(mis)specification, and how each one is influenced by the principal system factors: level
o f aggregation, definition o f waiting time, inclusion/exclusion rules, and time-dependent
behaviour.

6.4

Waiting time predictions based on modelling the queue structure

6.4.1

The feasibility of using queueing theory models

The simplified picture o f the waiting list system reduces it to a basic structure in queueing
theory terms: it consists o f a single queue and a single server. For such systems, queueing
theory provides various results for a range o f performance measures, notably expected
queue lengths and waiting times when the queue is in steady state. Here, the variable o f
interest is how long a patient would spend on the waiting list if he or she joined the list at
a specific time. This m easure is typically referred to as the virtual waiting time (o f time
spent in the queue), and will be denoted Vq(t) where variable t refers to the tim e o f arrival.
Expressions for the distribution function o f Vq(t) for a variety o f single server
models can be found in the queuing theory literature [e.g. Jaiswal, 1968; Gross and Harris,
1998]. In some elementary cases, simple analytical solutions exist for statistics like the
expected value o f V q(t). But modelling waiting lists using any o f these elementary systems
will be an approximation o f reality and will require four assumptions, namely, that:
•

all customers are treated;

•

the queue discipline is first-come, first-served (FCFS);

•

customers are serviced one at a time, and that a customer can begin service as soon
as another customer has finished being served;

•

customer service times, and inter-arrival rates, are described by stationary
distributions, and other queue characteristics also do not change over time.

For such a birth-death stochastic process, the probability o f a new arrival waiting
less than D days depends only on the number o f customers in the system upon arriving at
time t. If N patients are found to be waiting upon arrival, the FCFS discipline m eans that
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the distribution function for the random variable Vq(t) is simply the convolution o f the
service tim e distributions for the N waiting patients plus the time before the next patient is
served. If the service distribution is assumed to be exponential, this convolution o f N +l
service times is simply an Erlang distribution o f type N + l [Gross and Harris, 1998].
Because such an approximate model is not in regular use, it may be that it is not
sufficiently accurate. Another plausible explanation is that the model parameters are too
difficult to estimate, but this is unlikely because, for such a simple model, sample statistics
typically provide reasonable estimates o f the parameters o f the service distribution [Gross
and Harris, 1998]. Thus, it is worth considering whether it can be improved by relaxing
any o f the simplifying assumptions.
One assumption to reconsider is that all customers are served as it is well known
that a sizeable proportion o f patients who are added to the waiting list are removed without
admission [AIHW, 2000]. However, such behaviour, referred to as reneging, complicates
the derivation o f the distribution function o f Vq(t) and there are no simple formulae for
Vq(t) statistics like its expected value.
The assumption o f individual service is another aspect o f the standard models that
does not reflect reality closely. A better model would be one that supposes that admissions
are based on the availability o f theatre sessions. These might be assumed to be organised
regularly, every D days, and where the number o f patients admitted at one time is described
by a probability distribution.

However, while batch service models are a feature of

queueing theory, they again do not correspond to the model stated here. The standard batch
model typically assumes that customers are served FCFS, in batches o f fixed size [Gross
and Harris, 1998]. The amount o f time required to service any batch is then modelled as
a random variable with a specified probability distribution. In other words, the standard
batch models treat service time stochastically, and assumes batch size is fixed, whereas the
waiting list model treats batch size stochastically, and assumes service time is fixed.
Another assumption to examine is the FCFS queue discipline. A key feature of
waiting lists is that patients are not admitted on a first come, first served basis, but are
prioritised. Moreover, the priority rating o f a patient is likely to be known and so can be
used as a parameter in any model.
The queueing theory literature contains various results for queues where service
selection is based on some priority ordering, although they apply to models with non-batch
admissions and no reneging. A standard model assumes that customers o f a high priority
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will always be admitted ahead o f those o f lower priority, and within each group o f
customers with the same priority, the selection order is FCFS. Models exist for situations
where the service o f a lower priority customer can be interrupted by an arrival o f a client
o f higher priority (preemptive) or when service is not interrupted (non-preemptive).
Equations describing the distribution o f waiting times exist for these priority queues
when the queue is in steady state, and these have simple expressions for the expected wait
when inter-arrival and service patterns are exponential [Gross and Harris, 1998]. However,
there are no simple formulae for the virtual waiting time function, Vq(t) [Jaiswal, 1968].
This is because, if the queue-discipline is not FCFS, it is necessary to consider the arrival
o f customers who will arrive after time t, as well as those already in the system. In
addition, it is worth noting that typical waiting list behaviour differs from the standard
(non-preemptive) priority models considered in the literature. Patients on waiting lists are
not selected only on the basis o f priority. Patients o f lower priorities can be admitted even
if patients o f a high priority are waiting.
The last assumption to reconsider is that arrival and service distributions are
stationary. Discussion o f the influences on waiting lists in section 2.4.3 highlighted that
both may change due to various external factors. For example, arrival rates might reflect
seasonal changes in disease patterns. The admission rates might also be seasonal, e.g. due
to changes in demand from emergency cases. However, both might change abruptly (e.g.
due to changes in funding or staffing levels). Both rates are also likely to be statedependent. The average arrival rates o f non-urgent patients are likely to reduce as waiting
times increase, and vice versa [Worthington, 1987], Admission patterns can also be
regarded as functions o f waiting time, indirectly in the sense o f (say) triggering the
allocation o f extra resources, and directly in the sense o f changes in the rates o f admission
within the urgency categories to match changes in addition rates. Finally, removal rates
similarly appear to be state-dependent, with the risk o f removal increasing the longer a
patient remains on a waiting list [Mordue, 1988]. In other words, the pattern o f additions,
admissions and removals are not independent o f one another.
The selection o f patients from the waiting list can also vary over time, most
importantly as a response to the lengthening o f the waiting list. Evidence for this comes
from the mortlake phenomenon [Frankel, 1989; 1993]. The formation o fa pool o f patients
at the end o f the list seems to indicate that their probability o f admission has decreased.
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Analytical models o f time dependent behaviour exist. However, in all but the
simplest models, finding solutions to their equations is often difficult, if not impossible.
In a queue with a FCFS discipline, the virtual waiting time function is affected only by
changes in the admission rate. However, if it is assumed that patients are prioritised,
changes in the pattern o f arrivals will also affect the rate at which patients within each
priority category are admitted, and hence, the prediction o f virtual waiting time. Numerical
methods have been developed to provide an alternative approach to producing statistics on
the performance o f systems with time dependent behaviour [Worthington and Wall, 1999],
but there is still some way to go before these approaches can be used for more complex
queues, e.g. those with priority classes.
The prospect o f finding an adequate model, that has a solvable equation for Vq(t),
seems remote. And, unfortunately, the issues already discussed do not form a complete list
o f the complicating features o f real-life waiting list processes and waiting time information
services. As these will feature in later discussions, it is worth mentioning them here for
completeness. These features are:
•

the queue discipline within an urgency category might not be FCFS;

•

patients can change urgency categories;

•

an admission can be deferred, one or more times, for either medical or social
reasons;

•

that waiting time statistics would be only updated periodically, and not for each
individual patient.

In summary, there appears to be only one technique with which probabilistic
forecasts o f virtual waiting time might be produced from a model that incorporates the
characteristics o f the queueing process.

This is simulation.

But, as noted in the

development o f Godot in chapters 4 and 5, it is unclear whether sufficient data exist for
such models to be validated or whether the resulting forecasts would be accurate.
Moreover, in the context o f producing waiting time information to support GP and surgeon
decision making, the use o f such models would be prohibited by the amount o f work
involved, both in development and maintenance.
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6.4.2

The clearance time statistic

Despite this gloomy picture, there is one statistic in the waiting list literature that is related
to the fundamental idea o f predicting waiting times from information about the queueing
process. This is the clearance time statistic. It was proposed by Cottrell, although he did
not make the link with queueing theory [Cottrell, 1980]. Instead, Cottrell advocated its use
because he argued that if surgical units were to be compared, the census should be
standardised to take into account the potential o f a surgical unit to deal with its waiting list.
The formula for the statistic quoted by Cottrell is:

Clearance time =

No. o f patients on waiting list
No. o f admissions from the waiting list per unit time

In the original paper, the time unit was taken to be a year and the statistic was
calculated from specialty data aggregated at a level o f a UK health district. It is possible,
o f course, to choose other time units and levels o f aggregation, as various studies have
done. For example, one UK study presented clearance times for orthopaedic patients by
type o f procedure [Mordue and Kirkup, 1989], while another used clearance times
calculated by procedure using monthly activity figures [Pope et al., 1991]. There has been
little discussion about what the implications o f these choices m ight be for the interpretation
o f the clearance time statistic, and it is to this that attention is now focussed.

6.4.3

Issues affecting the interpretation of the clearance time statistic

There are differing views on what the clearance time means in terms o f actual patient
waiting times, although not all authors who have used the clearance tim e statistic as a
measure o f waiting time have explicitly stated how they interpreted it in this regard [e.g.
Pope et al. 1991; NSW Health 1994b, ACT Health, 1995]. Both Cottrell [1980] and
Mordue and Kirkup [ 1989] viewed it as an estimate o f the expected (average) waiting time
o f the next person to join the waiting list. This is valid if it is assumed that the waiting list
is equivalent to a single server queue from which customers are served on a first come, first
served basis. Under these conditions, the clearance time is equivalent to the expected value
o f the virtual waiting time function. But, as already highlighted, waiting lists do not
operate in this way. Thus, such an interpretation should be treated as a special case only.
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In the queueing theory literature, the clearance time statistic for a queue operating
under a non-FCFS discipline is equivalent to a statistic called the unfinished work in the
system [Kleinrock, 1975], This corresponds to the expected value o f the remaining time
required to empty the system o f all customers at time t. As such, it appears similar to the
interpretation offered by the AIHW in its 1996 national survey o f waiting times. In that
report, the statistic was interpreted as the expected length o f time that it would take to clear
the waiting list o f all patients waiting at the census date, assuming the rate o f clearance
remained constant [Moon, 1996]. In addition, the three AIHW reports from 1995 to 2000
regarded the clearance tim e only as a measure o f the hospital system’s capacity to handle
the demand for elective surgery, though this appears to be because data were aggregated
at a regional level rather than because o f considerations about the order in which patients
left a list (see below).
W hile, in general, a queue operating with a non-FCFS discipline will prevent the
clearance time being related to expected waiting time, there is a special case in which this
does not apply. This arises when a queue operates under a priority discipline (say, with n
priority classes), with customers within each class being selected on a FCFS basis. In this
case, the clearance time for class P, derived as:

CT [class P] =

No. o f customers in class P within the queue________
Expected rate that customers in class P leave the queue

will estimate the expected virtual waiting time for customers in that class as long as the
expected service rate for that class can be predicted. This special case model will be
utilised later in chapter 10.
Despite the potential o f this special case, practical problems remain with respect to
interpretation o f the clearance time statistic.

The issues considered in the previous

discussion o f queueing models suggests that the clearance time is likely to give a biassed
forecast o f the expected waiting time, if such an inference is made. Potential sources of
bias raised earlier include a non-stationary customer service time distribution, and patients
on the list being removed without being admitted. However, there are additional factors
that are also potential sources o f bias, and both sets o f factors are considered below.
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Adopted level o f aggregation
The level at which data are aggregated can affect forecast accuracy in various ways,
although, it is something that has perhaps been ignored given the noted differences between
users. Focussing initially on bias, the level o f aggregation can give rise to this in two ways.
First, it can arise because the level o f aggregation does not match the level at which a
waiting list is managed (e.g. by surgeon).

If clearance times are derived from data

aggregated from many independent waiting lists, it is assumed a patient can be treated by
any surgeon, which is not the case [Moon, 1996]. Patient waiting time will depend upon
the characteristics o f the individual lists, and these can differ substantially. Consequently,
anyone making predictions based on such statistics risks committing an ecological bias
[Morgenstem, 1998]. This arises when the conclusions about individual level effects are
based on data analysed at an aggregated (ecological) level that ignores factors that influence
individual waiting times.
Ecological bias can also arise if the level o f aggregation does not take account of
factors that influence patient selection (the queue discipline), most notably, the urgency
classes. Aggregating by urgency category (or another queue discipline factor) produces a
clearance time statistic that treats the waiting list as if there is actually an individual list for
each category (or factor value). This is only a crude approximation, and it is still necessary
to assume patients within these categories are admitted on a FCFS basis. Nonetheless,
because differences in waiting times between categories are likely to be large, this is likely
to be more accurate than ignoring this level o f aggregation.
Grouping data by procedure has also been advocated because it is claimed that
preferences for performing particular procedures vary between surgeons and can result in
differences in waiting times at this level [Pope et al., 1991]. But there is currently no
evidence to support this claim.
The inappropriate aggregation o f data can also cause other problems in addition to
bias. First, the aggregation o f many lists can make the clearance time an unresponsive
indicator by masking problems that afflict only a minority o f the lists. Another problem
can arise when individual waiting lists are compared and the proportions o f different types
o f patients within the lists vary. Failing to take into account the difference in proportions
can lead to confounding. For example, the clearance time for a list consisting o f mainly
urgent patients will generally be lower than the clearance time for a list consisting mainly
o f non-urgent patients. But, it is possible for the first list to contain a higher proportion of

126

patients who have waited more than the maximum appropriate waiting time for the category
they are in, and so actually represent a greater waiting time problem.
Finally, it is worth considering the issue o f aggregation and precision. The chosen
level will influence the size o f the census and the observed rate o f admission. If derived
by surgeon and urgency category, the rate at which patients leave the list can be low.
Consequently, there will be greater uncertainty regarding the estimate o f future admission
rates. In addition, small random fluctuations in the admission rate from month to month
will cause large changes in the clearance time estimates, thus also reducing its robustness.

Inclusion and exclusion rules
Another potential source o f bias for clearance time estimates o f the expected patient waiting
time is the rules defining which patients should be included in the census and activity
counts. For various reasons, official statistics are rarely derived from all patients added to
a waiting list. Instead, they are collected in accordance with rules that exclude certain types
o f patients, for example, deferred patients, and certain types o f procedures considered to
be outside the scope o f elective surgery.
There are no universally accepted rules that govern which patients are included or
excluded from waiting list statistics. Gillett and Mays identified various differences in the
counting rules used by the Australian States around 1994 [Gillett and Mays, 1994] and
other variations have been documented for the rules in other countries. Table 6.1 gives an
overview o f some key differences.3
In relation to making an inference about patient waiting times using the clearance
time statistic, the impact o f the different inclusion/exclusion rules is unclear. Excluding
different groups o f patients is likely to reduce sample size for estimating the admission rate,
and hence, reduce precision, especially if statistics are produced at a surgeon level.
However, choosing not to exclude certain types o f patients may bias the statistics.
Moreover, splitting patients into “included” and “excluded” groups would be equivalent
to m odelling the waiting list as two independent queues (though the clearance time would

3 In addition, patients may be excluded from statistics because data may only be
extracted from a sample o f lists. For example, the latest National waiting list report was based on
data from only 79% o f all elective surgery admissions, with coverage varying across the States
and Territories. [AIHW, 2000]
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only be derived for the “included” group). W hether or not this was appropriate would
depend upon how patients were selected from the waiting list but, as selection policies can
vary between surgeons, it is unlikely one approach will be suitable everywhere.

Table 6.1

Issues that give rise to variations in the definitions o f which patients
are included or excluded from waiting list statistics

Issue

Description

Rule in Australia

Patients who
are listed as not
ready for care

Patients who not in a position to accept an
offer o f admission either for clinical or
personal reasons are defined as being notready-for-care. Such situations arise
because a patient may be undergoing
treatment in a series o f planned admissions
or because o f work or family commitments.

Not ready for care patients are
excluded from statistics

Booked
patients

Patients who have been allocated an
admission date while on the waiting list are
typically referred to as booked patients.
Those without a date are referred to as
unbooked.

Until recently, Victoria excluded
such patients, while all other States
and Territories include booked
patients [AIHW, 1998]. From July
1999, all jurisdictions include such
patients.

Specific patient
groups

Various patient groups can be excluded
from waiting list figures because they are
not considered to be surgical. In addition,
figures produced in the UK excluded same
day patients until 1987 [Yates, 1991].

Patients to be included in waiting
list figures are defined in National
Health Data Dictionary. Examples
include: transplants, obstetric
procedures, and cosmetic surgery.

Patients removed from the list without admission
Using the formula proposed by Cottrell will cause the clearance time estimate to be biassed
if the census includes people who will not be admitted, but incorporating a factor to take
this into account is still problematic and the formula can be adjusted in a variety o f ways.
One option is to adopt the approach used by the AIHW in its national surveys [Mays, 1995;
Moon, 1996; AIHW, 2000]. In these reports, the following formula was used:

Clearance time =

__________No. o f patients on waiting list___________
Expected rate o f admissions and removals per unit time

where the expected rates are derived using time-series methods.
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The above formula was used with data aggregated on a regional level. However,
if data are aggregated at lower levels (such as a surgeon or speciality), the erratic nature o f
the observed number o f removals per period implies that a time series method is unlikely
to produce reliable estimates. In addition, the approach is unlikely to mimic expected
behaviour sufficiently. For example, the observed removal rate may be low, although the
census could contain many people who are likely to be removed. Also, an audit might
remove a high number o f patients and result in the waiting list containing only a few people
who would eventually be removed. Hence, a time series approach would under-estimate
the clearance time because the likely future removal rate will be low for the next few
months, while an estimated rate o f removal would be high.
A better approach m ight be to estimate the proportion o f people on the waiting list
that were likely to be removed, and adjust the census in the clearance time equation
accordingly (i.e. Clearance Time = (Census - Removals)/Admissions). Another option is
to adopt a method based on estimating the removal rate from an explanatory model.
However, it is not clear whether or not either approach improves the accuracy o f the
clearance time estimate as there are currently no published evaluations.

Time dependent admission (and removal) rates
Time-dependent behaviour o f admission (and removal) rates is the other feature identified
in the discussion o f queueing theory models that is likely to substantially bias clearance
times4. The clearance time statistic assumes that current rates o f clearance will continue
for at least as long as it takes the patient about to join the list to leave it. But, this rate can
change for various reasons. Indeed, while the total admission rate might be fairly stationary
due to the fixed nature o f hospital capacity, it may not be stationary within the urgency
categories. Thus, if data are aggregated by urgency, this issue becomes important.
Another issue worth noting here is that the expected rate o f admission appears to
be typically derived as a simple average. Accuracy might be improved if a simple time
series forecasting approach, like an exponentially weighted moving average, was adopted
instead. Such approaches m ight better follow changes in the local average rate.

4 The statistic also ignores the batch nature o f admissions, but if the admissions are
frequent and the census is fairly long, the bias due to this may not be negligible compared to that
from other sources.
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6.4.4

Conclusion

The above discussion highlights why waiting time statistics are not typically produced from
an explanatory model that takes into account the queuing nature o f waiting lists. The
clearance time statistic is one exception, but there have been no published investigations
into its ability to predict patient waiting times and so it is not possible to conclude whether
or not it is likely to be a practical measure for waiting time information services. There
appear to be non-trivial sources o f bias but it is unclear the extent to which these affect
forecast accuracy and under which circumstances the clearance time can closely
approximate the time a patient can expect to wait. Moreover, because various choices in
deriving the clearance time, like selecting the appropriate level o f aggregation, involve
making trade-offs between different sources o f inaccuracy (e.g. bias versus precision and
robustness), such theoretical discussions will remain speculative until an empirical study
can be performed.

6.5

Waiting list statistics: an overview

6.5.1

Introduction

So many publications make reference to waiting list statistics that there m ay appear little
need to examine them in any great detail. It seems obvious that their meanings are well
understood and that authors use the terms unambiguously. Unfortunately this is not so.
Consequently, before issues surrounding the use o f waiting list statistics to predict patient
waiting times are examined, differences between the types o f waiting list statistics will be
outlined.
It is worth starting by attempting to clarify the term waiting list statistics. A typical
view is that waiting list statistics provide information about two quantities: the number of
patients in the system and how long they wait [Mason, 1976]. To accept this definition is
to assume that waiting list statistics only relate to measures o f performance. They only
provide information about the effectiveness o f the queueing process.

However, in

understanding a queueing process, it is necessary to have information on its six basic
characteristics: the arrival pattern o f patients, the pattern o f admissions (and removals), the
queue discipline, etc. It seems preferable to use the term waiting list statistics to cover
variables relating to those characteristics on which sample statistics can be derived. It is
this approach that is adopted here.
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There are three types o f waiting list statistics, principally reflecting the type o f data
from which they are derived (excluding statistics, like clearance times, derived from
combining various sources o f information). These are:
1.

census, cross-sectional or snapshot statistics;

2.

throughput or retrospective statistics; and

3.

cohort statistics.

The term inology surrounding these statistics varies among authors. Some authors
refer to waiting list statistics using the epidemiological terms (e.g. retrospective, cross
sectional) [Mason, 1976; Mordue and Kirkup, 1989], whereas the terms snapshot and
throughput data are used by others [Gillett and Mays, 1994]. In this thesis, the adopted
terminology follows the terms defined in the Australian National Health Data Dictionary,
namely, census and throughput statistics [National Health Data Committee, 2002].

6.5.2

Census or cross-sectional statistics

Census statistics refer to statistics derived from data on people who are currently placed on
a waiting list. They provide information concerning a specific time, known as the census
date. Such statistics have been common over the years, with typical examples being:
•

the num ber o f people who are currently on the list, often referred to as the census;

•

an average waiting time o f patients on the list up to the census date.

6.5.3

Throughput or retrospective statistics

Throughput statistics refer to statistics derived from a group o f patients who leave the
waiting list over a fixed period o f time. They provide retrospective information. Data can
be collected on variables that describe characteristics o f the waiting list system (such as the
pattern o f patients joining the waiting list, or the number o f admissions from the list) or
provide information about waiting times. W aiting time statistics could be derived for
patients who are either admitted or removed.

However, statistics are typically only

produced for admitted patients and it is generally assumed that the term only relates to such
patients.
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6.5.4

Cohort statistics

Cohort statistics refer to statistics derived from a group o f patients who join the waiting list
over a fixed interval o f time and who are typically followed until all have left the list. This
process generates a complete picture o f the outcomes experienced by elective surgical
patients. Indeed, it has been advocated as the ‘gold standard’ approach [M ordue 1988;
Mordue and Kirkup, 1989] because, under certain conditions, it is the m ost appropriate
incidence-based method for measuring the risk o f particular outcomes for an individual.
The cohort approach has mainly been adopted by one-off studies o f waiting times
[Naylor et al., 1995; Bernstein et al., 1997; Sobolev et al., 2001], with hospitals or health
authorities tending to rely on census or throughput methods. It is not clear why this is so,
although one reason may be because the process o f producing cohort statistics is complex
and time consuming [Mordue and Kirkup, 1989]. Yet, as cohort data provides more
comprehensive information, several authors have demonstrated how cohort statistics can
be derived from routinely produced, aggregate census figures and patient level throughput
data. Williams et al. [1983] described a method to calculate the num ber o f patients
admitted after specified time intervals for a real cohort, thereby providing a crude picture
o f the distribution o f waiting times. More recently, Armstrong [2002] has described how
to calculate the number o f patients admitted after specified time intervals for a
“hypothetical” cohort using period lifetable techniques. In the latter example, the cohort
is hypothetical because the‘time to admission’ statistics do not reflect what has happened
to an actual cohort o f people joining the list over a defined interval. Instead, it is a model
o f what would happen if the ‘time to admission’ statistics observed over the defined period
were to hold throughout the life o f a cohort [Preston et al., 2001].

6.5.5

Differences between waiting time statistics derived from data collected using
the different methods

Waiting time statistics derived from census, throughput and cohort data produce different
types o f information.

This arises because the methods capture data from different

populations o f patients. To clarify the distinction between the statistics produced from
these data sources, commentators have drawn on the m ethods o f epidemiology, and
distinguished between statistics that correspond to measures o f incidence or measures o f
prevalence.

W ith respect to quantifying an individual’s risk o f waiting or risk o f a

particular outcome, it is the measures o f incidence that should be used to get an unbiased
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estimate, [Don et al., 1987] though this will only be true if the process overall is stable.
The extent to which this assumption o f stationarity holds, in general, has not been discussed
greatly, nor has the effects o f other waiting list characteristics. The effect o f these on
waiting tim e statistics will be dealt with later in this chapter.
Only cohort data contains information about all aspects o f a group’s waiting list
experience, and so it is only from cohort data that a complete picture o f the possible
outcomes (admission, removal, transfer between urgency categories), their likelihood and
the distribution o f waiting times for each outcome can be derived. As such, in situations
where a waiting list can be assumed to have been stable, it is the one method that can give
an unbiassed estimate o f risk.
Throughput data are an example o f a dynamic population or “open cohort”, but
unlike statistics produced from cohort data, the individuals who contribute to these statistics
are not a specific set o f people who are followed through time [Rothman and Greenland,
1998]. Sample selection is based on the service characteristics o f the system. So, while
throughput data can provide information on each possible outcome, and the distribution of
waiting times for patients with each outcome, it cannot be assumed that the observed
proportion o f patients with each outcome is an accurate measure o f incidence.
Consequently, throughput data do not provide all the information needed to derive the
waiting time distribution o f all patients unless the data collection period is sufficiently long
for it to becom e equivalent to cohort data, and the process is stationary. Making an
inference about waiting times o f all patients from standard throughput statistics (which are
derived from only admitted patients) are likely to be an under-estimate. The excluded non
admitted patients tend to have longer waiting times because the risk o f removal increases
the longer a patient remains on a waiting list [Mordue, 1988]. In situations where a waiting
list can be assumed to be stable, standard throughput waiting time statistics can be assumed
to be an unbiassed measure o f the risk o f waiting for admitted patients.
In contrast to statistics based on cohort and throughput data, those based on census
data are equivalent to measures o f prevalence rather than incidence. In most situations,
these waiting time statistics are not unbiased estimates, even in circumstances where the
list can be assumed to be stationary. There are several reasons why the waiting time
information provided by census data differs significantly from that provided by the other
two types o f data. First, it contains information on patients who will be removed from the
list without treatment as well as those eventually admitted, although (in contrast to cohort
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data) the outcome for individual patients is not known. Generally, it is not possible to
identify individuals who will be removed prior to the event. Second, the data will only
record the time waited up to the census date, not a patient’s complete waiting time. In
addition, census data are affected by length biassed sampling [Nicholl, 1988; Mordue and
Kirkup, 1989]. This means that a sample is likely to contain a greater proportion o f patients
who will ultimately wait longer than the true population proportion because the probability
o f a patient being included in a sample o f census data increases with the length o f time the
patient remains on the list. However, Armstrong [2000] correctly points out that this does
not mean that long waiting times will be represented as had been suggested elsewhere [Don
et al., 1987]. The over- or under-representation o f waiting times will depend upon the rules
used to select patients from a waiting list, and as these vary among surgeons, a general
statement cannot be made about the direction o f any bias due to this sampling method.

6.6

Issues affecting the interpretation of waiting time statistics

The discussion o f the clearance time statistic highlighted a number o f factors that would
affect its ability to accurately forecast expected patient waiting times. A range o f factors
can similarly affect the accuracy o f waiting time statistics when used in this way, some of
which are common to both types o f statistic. The impact o f these factors will be examined
in this section, again focussing specifically on statistical characteristics related to forecast
accuracy, namely: precision and different sources o f bias. Other characteristics affecting
interpretation will not be addressed in depth. Instead, it is assumed that statistics being
disseminated are comparable, reliable and valid.

The definition of waiting time
The first factor that will be examined is the definition o f waiting time. The notion of
waiting time is fundamental to the management o f waiting lists, and seems a simple notion.
There are, though, two issues that complicate its interpretation. The first concerns the
length o f wait captured by the statistics, i.e. the extent o f the delay between the decision to
refer/treat surgically and when the hospital is notified5. It has been argued that there can
be great differences between the speed with which surgeons notify a hospital o f an intention
to admit [Kent, 1999; Healthcover, 1999] and this threatens the validity and reliability of

5 as the focus of this chapter is on statistics from a single list, the underestimation o f total
waiting time by waiting times from one list (inpatient or outpatient) is not considered.
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waiting tim e statistics6. However, it is unclear by how m uch this phenomenon might affect
waiting tim e statistics, and it is something that cannot be assessed with only the routinely
collected data.
The second issue concerns the calculation o f waiting times for patients who change
urgency category and/or listing status while waiting. There is no obvious theoretical
definition o f waiting tim e for such patients, and various definitions have been proposed and
used (see section 3.2). Again, it is not clear what these different definitions imply for the
accuracy o f inferences about patient waiting times made from waiting time statistics, and
which one might be preferred in relation to m inim ising forecast error. Clearly, this factor
will affect statistics derived from each type o f data, and each definition is also likely to
affect statistics derived for each urgency category in a different way.

Chosen level o f aggregation
Any casual review o f publications containing waiting list statistics will reveal that waiting
list data can be (and are) aggregated in numerous ways. Statistics derived from all types
o f data can be aggregated by particular attributes o f patients or the care process, while for
throughput and cohort data, there is also the option o f the time interval over which data are
collected. A summary o f common factors is given in Table 6.2.

Table 6.2:

An example o f variables used to aggregate waiting list data into
different groups

F a c to r s th a t c a n b e u se d to v a r y th e le v e l o f ag g r e g a tio n
A L L T YPE S O F STATISTIC S

Organisational level: surgeon, specialty, hospital, regional authority
By type of surgery: in total, indicator procedure.
Clinical urgency: admit within 30 days, admit within 90 days, admit when possible.
Patient listing status: ready for care, not ready for care.
Type of stay: same day, overnight stay.
Type of accommodation: public, private patient.
F O R T H R O U G H P U T A N D C O H O R T STATISTICS

Time Frame: week, month, quarterly, year.

6 this issue also applies to clearance times.
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As with the clearance time statistic, inappropriate aggregation can lead to waiting
time statistics being biassed, cause someone to risk com m itting an ecological bias, m ay
make statistics less responsive, and increase the risk o f confounding. In order to avoid
these limitations, statistics should be produced from data which have been categorised by
factors that will influence waiting times substantially. These are factors that correspond to
the level at which the list is managed (the queue structure) and factors that influence how
patients are selected from the waiting list (the queue discipline).
However, as before, bias is not the only issue to consider with respect to level o f
aggregation. Precision is also an issue because statistics calculated at the preferred level
might be based on a low incidence o f cases. Increasing organisational aggregation can
create larger sample sizes, but only at an increased risk o f bias. In addition, it is not clear
that the desired increases in precision would arise. Aggregating at higher organisational
levels might increase overall variability if patients on the individual waiting lists have
different average waiting times or different degrees o f spread or both, which m ight not be
compensated for by the larger sample size. O f course, for statistics based on throughput
and cohort data, sample size can be increased by lengthening the data collection interval.
However, this might not improve precision as variation within a sample can be increased
if there is time-dependent behaviour, like a shifting average, or spread, or both.

Inclusion/exclusion rules
The third factor to consider is the impact o f the different inclusion/exclusion rules. It is
something that affects each type o f statistic, but its effect is likely to be largest for patients
in the lower urgency categories.
In relation to making an inference about patient waiting times from waiting time
statistics, the impact o f different rules is unclear. Indeed, although the general view for
national reporting is for certain patient groups to be excluded, it has been argued that,
within a management context, it is important for waiting list statistics to be inclusive (e.g.
include deferred cases) because such groups can represent a sizeable proportion o f a
surgical unit’s workload [Bishop, 1990].
Excluding different groups o f patients is likely to reduce the sample size on which
statistics are derived, and hence, reduce precision, especially if statistics are produced at a
surgeon level. However, choosing not to exclude certain types o f patients m ay bias the
statistics. If the proportion o f patients within the “unusual” groups (e.g. patients listed as
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not ready for care) is small, then the effect o f excluding them on precision may be small.
Consequently, this m ight be speculatively regarded as the preferred position.

Selection policy
The fourth factor to consider is the rules adopted for the selection o f patients for admission.
This can give rise to various practical problems in the context o f waiting list statistics. In
the context o f statistics, produced from cohort or throughput data, a selection policy that
does not approxim ate a first-come, first-served (FCFS) queue discipline will produce
samples in which patients are selected from different positions in the queue. Consequently,
the variation within a sample will increase, and this will decrease the precision o f any
inference about patient waiting times. It also has other effects. For cohort statistics, there
are three potentially adverse outcomes o f surgeons not adopting FCFS selection policies:
1.

the length o f time before data become available for use increases as the time the last
patient waits on the list will increase as selection polices deviate further from a
FCFS discipline;

2.

it is possible that there are periods in which data do not become available, even
though patients are admitted, because some patients from a cohort are still waiting.
This would require the use o f statistics from previous periods, which may be less
accurate;

3.

it is possible for data from cohorts to become available out o f sequence. For
example, if patients are grouped by the month they joined the waiting list, data may
becom e available from May, August and October, and this may be before data from
September are available and after the data are available from June and July. It is
not clear how such circumstances should be dealt with.

The m ain adverse effect o f non-FCFS selection policies on statistics derived from
throughput data concerns the composition o f patient samples. If the waiting list is regarded
as being ordered based on the length o f time patients have been waiting, non-FCFS policies
will produce samples consisting o f patients selected from different places within the list.
In other words, the sample distributions o f these places will vary, both between samples o f
throughput data and in comparison to the distribution o f positions for the addition cohorts.
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Changes in estimates between subsequent months could be large if the waiting list is long
and the waiting list is treated as a pool o f patients from which patients for admission can
be selected in any order.
The adoption o f non-FCFS polices will also affect census data statistics by
influencing the degree to which the statistics are biassed. Indeed, there is an advantage o f
adopting a specific non-FCFS policy for these statistics. Bias will be minimised when a
random selection policy is adopted because only under these conditions will census-based
statistics not be affected by length-biassed sampling and because the amount by which the
census data does not capture a patient’s full wait is minimised.
No published literature was found that discussed these issues o f interpretation,
which is surprising given that the potentially serious adverse effect that they might have on
accuracy. However, it appears that some issues are known among some doctors and
hospital staff, judging by discussions held with staff at the Godot evaluation sites.

Time dependent behaviour
The final factor to consider is the time dependent behaviour o f the arrival and admission
rates, and admission selection rules. All such time-dependent behaviour will adversely
effect forecast accuracy by introducing bias. Both cohort and throughput statistics, being
retrospective, are likely to become less accurate as waiting times increase because the
degree to which they lag behind changes in behaviour will increase. Census statistics will
also be biassed, but to what extent is unclear. For example, an increase in the addition rate
will increase the proportion o f patients on the list with short waits, and will so decrease the
average waiting time, although one might expect this change to lead to longer patient
waiting times.

Conclusion
The focus o f this section was on how the accuracy o f forecasting the waiting time of
patients about to join a waiting list using waiting time statistics might be affected by
various factors. When considered individually, there were instances when advice on
dealing with these factors could be formulated for those people who have responsibility for
producing and disseminating waiting time statistics.
discussion implies the following recommendations:
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More specifically, the previous

1.

waiting time statistics should be based on throughput or cohort data as these are
likely to produce the least biassed measure o f risk [Don et al., 1987];

2.

to minimise possible bias, data should be aggregated at a level that reflects the
organisational level at which the list is managed and that takes account o f factors
that influence waiting time, notably, the urgency classes used to prioritise patients;

3.

select those definitions o f waiting time and rules regarding the exclusion o f patients
which least bias the forecasts;

4.

if, it is necessary to increase precision, enlarge the sample size by extending the
time interval over which the retrospective data are collected.

However, because the factors do not operate in isolation, trade-offs will always be
necessary between choosing the aggregation level, the exclusion rules, etc, in order to
minimise forecast error (compromising between bias and precision). In these circumstances,
general recommendations are difficult to formulate, and it is not clear that anyone following
those listed above will produce statistics that can predict patient waiting times with
sufficient accuracy for the information to be o f practical use.

6.7

Final comments

In this penultimate section, two final aspects o f trying to accurately predict patient waiting
times are discussed.

The first affects both the clearance time statistic and waiting time

statistics. It concerns the fact that, when patients o f equivalent urgency are not selected
from the waiting list on a FCFS basis, and when behaviour is non-stationary, then the
variation in patient waiting times is likely to be positively correlated to the average waiting
time. This implies that forecast accuracy will depend upon the average level o f waiting
times on the waiting list as well as the other factors listed. This aspect o f waiting time
statistics has not been discussed in the published literature, and without empirical
information, it is unclear by how much accuracy would decrease as waiting times rise.
The second issue concerns the difference between the model o f waiting list
behaviour as discussed in section 6.4, and the model that is implied by how waiting time
statistics are derived and used. In section 6.4, a waiting list was considered to be a queue
with a single server, and it was noted that, for such a queue, the waiting time of a customer
about to jo in a queue (the virtual waiting time) is conditional on the state o f the system.
For any single server queue operating under a FCFS discipline, the virtual waiting time is
conditional on the number o f customers in the system at that time. For any single server
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queue operating a priority discipline, virtual waiting time also becomes conditional on the
arrival patterns o f patients o f higher priority.
However, waiting time statistics as commonly derived from throughput and census
data are unconditional; they do not explicitly take account o f the state or behaviour o f a
waiting list. Consequently, if used to forecast the waiting time o f a patient about to join the
list, they will only produce reasonable forecasts if levels o f activity and the behaviour o f
the waiting list while the patient is on it, are similar to conditions experienced by the
patients in the sample from which the waiting time statistics were derived. Clearly, there
is no reason to believe that this situation will always exist.
Two questions arise from this situation: (1) can better predictions be m ade if waiting
list statistics took into account the state o f the waiting list when a patient joined the list?
and (2) how might it be done? Answers to either question are currently not to be found in
the literature, and while various approaches m ight be suggested, com m ents on the
effectiveness o f any approach would be purely speculation. In addition, while investigating
these questions might lead to better statistics, it is not clear that they would be useable. An
approach that manipulates waiting list data could be politically unacceptable due to the
obvious potential for fiddling the figures.
The fact that the waiting times o f patients are dependent upon the conditions o f the
waiting list when they join, and the sequence o f admissions, rem ovals and additions
thereafter also has implications for the reporting and analysis o f cohort data. As with
statistics derived from throughput and census data, cohort data statistics are typically
unconditional, and so suffer the same problems. Because o f this, the claim that cohort data
statistics are the ‘gold-standard’ [Mordue 1988; Mordue and Kirkup, 1989] should be
discarded. In addition, the failure to recognise the queueing structure behind waiting list
behaviour has led some researchers to apply inappropriate epidemiological concepts and
techniques, notably, survival analysis [Sobolev et al. 2000a; 2000b; 2001].
Survival analysis covers various techniques to analyse cohort data from a group or
groups o f individuals in which measurements are made about the time it takes an individual
to experience an event. Its key characteristic is being able to handle data from individuals
who do not experience the event during the study period (so called censored observations).
The primary aim is to estimate the survivor function, or ‘time to event’ curve, which gives
the probability o f the event (e.g. death) occurring by time t. M ethods also exist that allow
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estimated curves from different groups to be compared, and that enable an explanatory
model to be fitted to the observed ‘time to event’ data [Cox and Oakes, 1984].
In the simplest situation, the survival times o f individuals within a group are
assumed to be independent and identically distributed, their distribution being described
by a stationary, non-negative survival function. As the previous sections make clear,
waiting time data do not conform to this model. If the rate o f addition, admission and
selection pattern vary over time, a stationary long-term waiting time distribution will not
exist. But, even if these factors were constant, and a long-term waiting time distribution
existed, the waiting times o f all individuals cannot be assumed to be independent and
identically distributed because an individual’s wait will depend upon the state o f the
waiting list when the join it, and the sequence o f activity thereafter. Thus, the use of
standard techniques to estimate and compare ‘time to event’ curves [Sobolev et al., 2000a;
2000b], or to fit an explanatory m odel [Sobolev et ah, 2001], is not appropriate. The
methods do not take account o f the correlation between patient waiting times, and will thus
under-estimate the level o f random variation. Consequently, ‘time to event’ curves derived
from cohort data should not be interpreted as giving an unbiased estimate o f how long
someone m ight wait to be admitted.
The inherent queue structure behind waiting lists also has implications for the
suggested use o f period lifetables and stable population theory [Armstrong, 2000a; 2000b].
Problems arise because o f two key conditions that a stable population has to satisfy,
namely, (1) that the growth rate in the number o f ‘births’ per unit o f time is constant, and
(2) that the ‘tim e-to-event’ curve describing age-specific death rates is stationary [Preston
et ah, 2001]. Neither o f these conditions is likely to hold for a waiting list. If period
lifetable techniques are to be useful for summarising patient waiting times, it is likely to
require the use o f models proposed for non-stable populations [Preston et ah, 2001].
The other primary reason why an epidemiological perspective is wrong arises in
relation to the assumed direction o f causation. Standard epidemiological theory relates the
probability o f an event to the length o f time that someone is exposed to its cause. Thus, the
incidence rate is defined as the number o f events divided by the total exposure o f the
population. Adopting this perspective, Armstrong suggests “we want to measure the
‘extent o f exposure’ which generated elective admissions over a specified calendar period”
[Armstrong, 2000b: 118]. And Sobolev et ah [2000a; 2000b; 2001] were led to define an
average weekly ‘admission rate’ as the number o f admissions divided by the total number
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o f patient-weeks on the list. In other words, rate o f admission is driven by time spent on
the waiting list. Under the appropriate queueing theory model, the causal pathway is the
other direction. Waiting time is determined by the rate o f admission (among other things).
Defining the admission rate in terms o f the number o f patient-weeks on the list clearly
makes no sense.

6.8

Conclusion

There are good arguments to support providing waiting time information to patients, GPs
and surgeons to assist their decision making. However, the issues considered in this
chapter highlight that providing useable information may not be easy. Fundamentally,
those providing the information must decide which o f the three interpretations o f the
information needed by clinicians and patients are to be met. The examination o f this issue
demonstrated that the decision is not just o f academic importance.

The different

interpretations o f what information was needed had implications for the level o f accuracy
required from a statistic chosen to supply the information.
Concerns about the accuracy with which statistics might be able to forecast a
patient’s wait arose when the two methods o f producing this estimate were examined. The
ideal method was suggested to be one based on a model o f the waiting list queue structure.
However, the many influences on waiting list behaviour, as well as its structure, imply that
it would be difficult, if not impossible, to develop a robust queueing theory model that can
be used to forecast patient waiting times. These system factors, as well as issues associated
with the definition o f the statistics were also shown to influence the clearance time statistic,
and waiting time statistics based on throughput, census or cohort data.
There is little empirical evidence about the circumstances under which any o f these
statistics might perform adequately. Indeed, searches o f the literature found no published
analyses o f how accurately waiting time statistics can predict any aspect o f patient waiting
time. The issue of accuracy was often raised and discussed, but this was predominantly in
terms o f the need for reliable and comparable data. This lack o f knowledge re-enforces the
importance o f the questions raised earlier about whether surgeons and GPs had access to
waiting time statistics that help patients to make informed referral and treatment decisions.
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7.

An assessment of web-based waiting list information services

7.1

Introduction

The previous chapter contained a survey o f the m any theoretical issues relating to the
design o f waiting time information services. In this chapter, the focus is on how services
have responded to these issues. It is clear that their implementation would not have been
easy, but that does not necessarily imply that it has not been possible to create services
which m eet desired levels o f accuracy given the adopted interpretation(s) o f information
need.

Consequently, it was decided to review a sample o f waiting time information

services.
W hile the review could not provide direct evidence about the levels o f accuracy
achieved by each service, there were several reasons for undertaking it. First, the issues
raised in the previous chapter provide the basis for an evaluation framework that can be
used to assess indirectly the statistical aspects o f each service. In addition, it can be argued
that it is not sufficient for services to simply present statistics that have the required level
o f accuracy. A typical user o f the service is unlikely to be aware o f the statistical issues
concerning to what degree the figures indicate how long they might expect to wait. Hence,
if a service is not explicit about how its information should be used, this may result in the
figures being used inappropriately. Thus, the review aimed to identify how the services
aimed to m eet users’ information needs, and to assess how well waiting time information
was presented given their aims.

7.2

Study design

A search was made o f government web-sites for waiting time information services, being
limited to English speaking countries with publicly funded hospital services (Australia,
Canada, Ireland, New Zealand, and the UK). Services were identified by using the terms
“waiting list” or “waiting tim e” in the site search engines, and by looking at the web-pages
and publications in sections on hospital care. A waiting time information service was
defined as providing statistics that enabled the situation at different surgical units to be
compared.
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Table 7.1:

Framework for evaluating waiting time information services

Criteria

Justification

Stated aim of service

Characteristic of service

Advice on how to use the
information

Patients and GPs could use the information in any of
three ways

Advice on whether statistics predict
expected waiting times

Lack of advice can lead to users having unrealistic
expectations

Scope of statistics: inpatient and
outpatient lists.

Services should cover total waiting time, when
possible, to avoid inducing undesired behaviour

Extent of hospitals/ surgeons
covered

Coverage should be as high as possible

Types of statistics presented

Characteristic of service

Type of data used: census,
throughput

Statistics derived from throughput data are
considered better for making inferences about risk

Duration of time period over which
throughput data collected

Statistics derived from longer time periods are more
at risk of bias due to changes in behaviour over time

Level of aggregation
(organisational)

Level of aggregation should be chosen to avoid bias
and stop users committing an ecological fallacy

Includes a measure of uncertainty

Prevents users having unrealistic expectations of
accuracy

Presents data in format that allows
users to informally assess
uncertainty

A weak form of the above, usually through either a
frequency table or units of reporting that reflect
precision

Presents the number of observations
from which statistics are derived

Sample size information assists users to judge likely
precision

Presents rates of activity

Presenting capacity of a surgical unit shows potential
to cope with change in referral patterns

Includes definition of waiting list
terminology

Users should be able to interpret statistics without
referring to other sources like data dictionaries

Frequency of reporting

Information should be timely, though there is little
evidence about the most appropriate frequency
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Identified sites were assessed with criteria that were devised from criteria used to
assess performance indicators, being refined to reflect specific issues concerning waiting
list statistics. The criteria, and a b rief justification for each one, are described in Table 7.1.
A full description o f how each criterion was selected, as well as the literature reviewed, is
given in appendix 3. Overall, the criteria can be split into three categories, relating to the
aim o f the service, properties o f a statistic that could affect its accuracy, and whether the
statistics give a balanced view that is interpretable, given the likely statistical knowledge
o f users.

7.3

Results

O f the 25 web-sites visited, nine provided waiting time information, though not all nine
were classified as providing a waiting time information service (see Table 7.2).
Information provided by the South Australian site was aggregated at a State-level and did
not enable comparison. Information provided by the Scottish and Victorian web-sites was
aggregated at a trust/hospital level, which was judged to be an inappropriate level for
comparison. Also, neither stated that the information was to assist referral decisions.
Consequently, the study included six services; the English and Welsh services, the British
Columbian (BC) service, and services from New South Wales (NSW), Queensland (QLD)
and W estern Australia (WA).

Table 7.2

Information of nine web-sites from which waiting time information was
obtained. Sites were visited on 9/7/2000.

Jurisdiction that maintained the web-site

Web site address

N ew South Wales

www.health.nsw.gov.au/ waitingtimes

Victoria

www.dhs.vic.gov.au

South Australia

www.health.sa.gov.au

Queensland

www.health.qld.gov.au

Western Australia

www.health.wa.gov.au/cwlb

NHS (UK)

www.doh.gov.uk/waitingtimes/ booklist.htm

All Wales information service

www.hsw.wales.nhs.uk/ipd/ homepage.htm

ISD Scotland

www.show.scot.nhs.uk/isd/acute_activity

British Columbia (Canada)

www.hlth.gov.bc/ca/waitlist
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Typically, the six services provided access to waiting time information exclusively
via web-pages.

The Queensland service was unique in providing access only via a

downloaded report. The two UK services provided access to outpatient and inpatient
information, whereas the other sites provided only inpatient information. Four stated that
the information was updated quarterly; the WA and BC sites made no statement about this.
Coverage o f local surgical facilities appeared high in all cases.
Table 7.3 summarises statements on the aim o f the service, and how the statistics
should be interpreted. The target audience o f all services appeared to be GPs and patients.
Table 7.4 summarises the main statistics presented by the six services, and shows
diversity across the sites in the choice o f statistic, the type o f data used, and level of
aggregation. With respect to the four services that aggregated data by procedure, the NSW
and WA services used a classification o f over 100 types o f procedure, while the Welsh and
British Columbian service used a crude classification o f specialties and broad types of
procedure. The Queensland service presented inpatient statistics for 11 specialties, while
the English service presented them for only four. For those services giving surgeon level
figures, separate statistics were given for each hospital at which the surgeon worked,
although the WA service gave a combined figure in the first table shown.
All services presented their comparative figures in a table. Only the NSW service
ranked surgeons within the table by waiting time (the median). The others grouped their
statistics by hospital. No service gave any indication o f uncertainty for point estimates nor
included figures on rates o f activity.
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Table 7.3:

Summary o f how the information services suggest their statistics should be interpreted
Advice on whether
statistics predict expected
waiting time
Not applicable

Includes
indication of
accuracy
Advice on data
reliability only

Definitions included

Not stated

Times intended only as a
guide

Advice on data
reliability only

Most terms, but little
technical detail

Allow users to explore
options to reduce a
patient’s wait

Ask your doctor if you think
your waiting time is too
long

Not necessarily the best
estimate. Ask surgeon or
hospital for best estimate

Advice on data
reliability only

Comprehensive list
of definitions

Queensland

Not stated

Patients who wish to discuss
booking should contact GP

Not applicable

No

Most terms, but little
technical detail

Western
Australia

Allow users to explore
options to reduce a
patient’s wait

Contact service if you think
your wait is too long

Not stated

No

Limited to definition
of urgency category

British
Columbia

Allow patients to explore
their health care choices

Ask your doctor if surgeon
suggested originally has a
Ions list

Not stated

Advice on data
reliability only

Most terms, but little
technical detail

Service

Stated aim of service

Advice on how to use
information

England

Not stated

Not stated

Wales

Guide for choice of
surgeon at time of referral

New South
Wales

Comprehensive list
of definitions

Table 7.4:

Characteristics of statistics contained within the information services

Service

Main statistics presented (not all)

Type of data

Time
interval

Type of aggregation

Unit of
reporting

Sample size
presented?

England

No. of outpatients seen, in each of 4
time categories

Throughput

3 months

Specialty

Patients

Yes

No. of inpatients on waiting list, in
each of 5 time categories

Census

On census
date

Specialty, type of stay

Patients

Yes

Expected waiting time of outpatients

Throughput *

3 months *

Specialty/procedure, surgeon,
urgency

Weeks

No

Longest expected wait of inpatients

Census *

On census
date

Specialty/procedure, surgeon,
type of stay

Weeks

No

New South Wales

Median and 90th percentile of
inpatients

Throughput

12 months

Procedure, surgeon, urgency

Varies*

No

Queensland

No. of inpatients on waiting list, in
each of 4, 3, or 2 time categories
depending upon the urgency class

Census

On census
date

Specialty, urgency

Patients

Yes

Western Australia

Median waiting times of inpatients

Not stated

Not stated

Procedure, surgeon, urgency

Days

No

British Columbia

Median waiting time of inpatients

Throughput

3 months

Specialty/procedure, surgeon,
urgency, type of stay

Weeks
(1 decimal
place)

No

Wales

* not stated explicitly, but suggested by the text
* reflects value of median or 90th percentile. Expressed as days if wait less than 2 weeks; weeks if wait less than 2 months; months otherwise.

7.4

Discussion

This review o f web-based services that disseminate waiting time information was prompted
by a recognition that providing useful waiting list statistics was not easy. Any person or
group with the responsibility for designing such services will be faced with many decisions,
decisions that are inter-related and require trade-offs to be made between important
statistical properties, eg. timeliness, precision, bias. In addition, services should provide
sufficient instructions so that users do not draw unwarranted conclusions from the
information about a patient’s likely waiting time, or the relative waiting times at surgical
units.
A key decision for any service is deciding what interpretations o f information needs
it should support. In chapter 6, three interpretations were proposed, namely:
E.

information on how long the patient m ight expect to wait at a surgical unit;

R.

information showing the relative differences in waiting times at potential units;

A.

information about whether or not a unit has acceptable waiting times.

Despite being o f fundamental importance, it was often not clear which
interpretation(s) the reviewed services aimed to meet.

Four services presented point

estimates (median or mean) which allow users to adopt any o f the three. Overall, these
sites m ight be viewed as encouraging change only when waiting times for a preferred
surgical unit were too long (interpretation A). However, only one service explicitly stated
that the statistics were only intended as a guide. Thus, the lack o f any warning might lead
to users drawing inappropriate inferences. In particular, the goals and objectives, and the
data presentation, o f the W A service might lead users to believe the statistics were
predictive o f likely waiting times.
The English and Queensland services included no statements about the aim o f the
service and whether statistics were predictive o f a patient’s likely wait. However, both
presented information as a frequency table, which essentially limits users to deriving the
percentage o f patients waiting longer than a certain time. Such statistics can be regarded
as only supporting interpretation A because units with few patients waiting beyond the
acceptable lim it would be all considered equal.
W hether or not GPs or patients should use the services in any o f the three ways
depends upon the accuracy with which inferences can be made about a patient’s future
waiting time. The survey provides limited information on the predictive accuracy o f the
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statistics, but the review highlights two issues.

First, the services typically provide

information on inpatient waiting times although it would be preferable to give both
outpatient and inpatient [Smith, 1994]. However, at least in Australia, such data are not
routinely available [NHMBWG, 1996]. Second, questions are raised because o f differences
between the sites in the type o f data used, and the adopted level o f aggregation. Both
factors will influence accuracy. As noted earlier, a statistic based on throughput data
provides, in theory, a better estimate o f how long a patient might expect to wait [Don et al.,
1987]. It is interesting, therefore, that many services used census data. This is perhaps
evidence that the factors like time dependent behaviour affect the accuracy o f
(retrospective) throughput statistics. Bias due to changes in behaviour over time also raises
questions about whether updating the statistics every quarter is sufficient.
Ideally, the level o f aggregation should take account o f factors that cause
differences among patient waiting times, such as the level at which a list is managed and
urgency category. Since waiting lists are often managed at a surgeon level, the aggregation
of data at specialty level by some services may be problematic, not least because users will
not know if there are significant differences in waiting times between individual surgeons
within a specialty. Nonetheless, problems can arise when aggregating data by procedure,
surgeon and urgency. The precision o f the statistics might be poor if they were derived
from few observations [Altman, 1991]. For throughput statistics, this problem can be
tackled by increasing the period over which data are aggregated, which may explain the
observed differences between services. But, doing this is a trade-off with potential bias due
to time-dependent behaviour. The NSW service seems particularly susceptible to this,
given that data are aggregated over 12 months.
The concerns regarding accuracy highlight the need for services to assist users in
interpreting the presented statistics. Most services did explain used waiting list terms, and
data items, though the range o f terms included varied between them. There was less help
with respect to statistical issues. None o f the services presenting point estimates included
sample size information, which could assist users judge problems o f precision. Also, no
service gave rates o f admission, which could help prevent a shift in referrals to surgeons
with low waits but who operate on few patients. An equally important issue is whether
services provided an indication o f what might constitute a real difference in performance
between units. No service provided any statement about this, even though point estimates
would be affected by sampling error. Indeed, two services reported waiting times in units
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o f days (or equivalent), which could suggest to users that the statistics are very accurate
measures o f relative performance. For the statistically untrained, the impression may be
enhanced by the services generally stressing that every effort has been made to ensure the
data are accurate.
Given these reservations, it is perhaps understandable that the medical profession
has not always been positive about the dissemination o f waiting time information. The
British Columbian initiative was criticised as inaccurate and misleading [Kent, 1999],
although the specific concern was not statistical in nature. Instead, the critics argued that
waiting times were based on the date a patient was listed rather that the date the decision
to operate was m ade and that there was variation in how surgeons notified hospitals about
elective patients. The usefulness o f the NSW service was also questioned by some in the
Australian medical profession, including the NSW President o f the Australian Medical
Association [Whelan, 2000]. The President o f the Royal Australasian College o f Surgeons
suggested that the historical data m ight not reflect a surgeon’s activity in the next few
months, and commented the interpretation o f the figures would be difficult as the service
did not include information on how often a surgeon operated.
As noted earlier, only two services conceded that the presented waiting time
statistics should not be interpreted as predictions o f the wait a patient might have, stressing
that the figures were only comparative. The NSW Health service suggested that more
accurate estimates could be obtained from the patient’s specialist or from the admitting
hospital, something with which the president o f the Royal Australasian College o f Surgeons
concurred. But whether or not surgeons are able to provide this is unclear.
In conclusion, the review failed to dispel concerns about whether waiting time
statistics are sufficiently accurate to predict how long a patient might expect to wait. In
particular, forecast accuracy seems to be compromised for many services because o f the
chosen level o f aggregation. This gives rise to concerns about bias, and concerns about
reliability because statistics m aybe derived from few observations. This suggests, together
with the general lack o f published evaluations, that further research on the accuracy of
waiting list statistics is needed. The review also suggests that GPs and patients should use
the information provided by web-based waiting time information services cautiously. Few
services give users instructions on how best to interpret the statistics, and the services
would be improved if they provided greater guidance on the use o f the information. In
particular, this is required for what m ight constitute a real difference in performance.
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8.

An investigation into the accuracy of waiting list statistics: the
preliminaries

8.1

Introduction

From the previous two chapters, it is clear that there is no consensus about how GPs,
patients and surgeons should be provided with waiting time statistics to assist them in their
decision making. This m ight not be a concern if there were evidence showing that the
differences between waiting time information services have no practical effect or that they
were a consequence o f their different aims. Such evidence does not seem to exist, however,
at least in the public domain. Consequently, a program o f research was designed to begin
the process o f illuminating the many questions raised by the review of theoretical issues
and current information services. In particular, the research was designed to investigate:
how accurate are different types o f waiting list statistics when someone is using them to
make an inference about a p a tie n t’s waiting time?
The obvious question that follows from this aim is: which statistics should have
their accuracy tested? The review o f the literature, dissemination policies and actual
waiting time information services found that the following types o f statistics were is use:
1.

one or more measures o f location, like the expected or longest waiting time o f a
patient on the waiting list;

2.

a m easure like the proportion o f patients who wait longer than the desirable time
for their urgency category.

It was decided to focus primarily on investigating how the forecast accuracy o f the
expected waiting time was affected by different issues associated with its calculation (e.g.
type o f statistics, aggregation, type o f data, etc) and by the behaviour o f a surgical unit’s
waiting list. This was principally because:
•

it was regarded as the most informative statistic, as it can be used to meet each of
the three interpretations o f information needs;

•

it was thought to be the measure o f location that could be estimated the most
accurately. Thus, if circumstances were found where the expected waiting time was
too inaccurate to be useful, it m ight be safely concluded that the others are also
likely to be inaccurate.
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8.2

Data collection

Waiting list data were collected from a major teaching hospital in Sydney, Australia. Data
could be extracted in two forms: one gave information about all patients removed from the
list, while the other provided data o f patients on the waiting list at a specified date. To
provide information on activity between 1 July 1995 and 30 June 1998, de-identified data
were extracted on all patients admitted or removed from the list during this period, together
with the patients still waiting on 30/6/98.
Data were collected for this three year period primarily for data quality reasons. A
new waiting list information system, with an expanded number o f fields, was introduced
on 1 July 1995 [Shiraev and McGarry, 1995].

Also, a standard clinical urgency

classification was introduced in the State o f New South Wales (NSW) on 1 July 1993 and
the level o f compliance was reported as uneven early on [NSW Health, 1994a]. The period
over which the data were collected coincided partially with a waiting list reduction program
initiated by an incoming State Government. This was unavoidable because the analysis
required as long an interval as possible.

The program ran from May 1995 until 31

December 1995, during which time the number o f patients waiting in NSW dropped from
44707 to 19589, a decrease o f 56% [Shiraev and McGarry, 1996]. However, the number
o f patients waiting increased thereafter, and by February 1998, over 50,000 people were
waiting [Russell, 1998].
Each patient record in the database included fields for:
•

the identifier o f the treating doctor;

•

a code for the intended procedure;

•

the date o f listing, the date o f removal, and a code indicating the type o f removal
(i.e. elective admission, emergency admission, and various reasons for removal
without admission);

•

the final urgency category assigned to the patient, the number o f times the
categorisation had changed, and the date o f the last recategorisation;

•

the final listing status assigned to the patient (i.e. whether they were “ready for
care”, deferred or staged), the number o f days the patient was listed as “not ready
for care”, the number o f times the status had changed, and the date o f the last
change.
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As well as elective surgical patients, the initial database contained records of
patients who were not waiting for elective surgery. These records were removed. As the
analysis required surgeons who had been active for the full three years, the records of
several doctors who did not meet this criterion were also removed. This editing produced
a database containing 46 surgeons, with at least two surgeons in each o f the 10 surgical
specialties, and containing 27,827 patient records (see Table 8.1). Each surgeon appeared
to operate only a single waiting list, although some surgeons had a minority o f patients
classified under a different specialty. To assist analysis, new labels were assigned to
surgeons that indicated their specialty using the codes shown in Table 8.1.

Table 8.1:

Summary of specialty characteristics

Specialty**
1
2
3
4
5
6
7
8
9
10

Cardio-thoracic surgery
Ear, nose and throat (ENT) surgery
General surgery
Gynaecology
Neuro-surgery
Ophthalmology
Orthopaedic surgery
Plastic surgery
Urology
Vascular surgery

No. of surgeons

No. of patient
records

2
2
11
11
2
3
6
3
4
2

1,167
1,168
11,477
3,611
691
1,102
3,039
1,315
2,629
1,628

(** Source: National Health Data Dictionary, Item P63)

The urgency categories used by surgeons changed on 1 July 1997 (see Table 8.2).
A few patients in the new category, U7, had listing dates prior to this, but most had a
urgency recategorisation date after the 1 July 97. It was assumed that the reclassification
was simply administrative. For consistency, patients with urgency codes U3 and U4 were
recoded to U8 and U9 respectively.
O f those patients who spent some time listed as “not ready for care”, 114 patients
spent zero days in this state. These values appeared legitimate rather than indicating that
the field was m issing data. In all cases, the date o f admission or removal was equal to the
date the listing status was changed.
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Table 8.2:

W aiting list urgency categories and maximum desirable waiting time

Category code

Used in years 1995/6 + 1996/7

Used in 1997/98

U1

Admit, preferably within 7 days

Admit, preferably within 7 days

U2

Admit, preferably within 30 days

Admit, preferably within 30 days

U3

Admit as soon as possible

not used

U4

Patient not ready for care

not used

U7

not used

Admit, preferably within 90 days

U8

not used

Admit as soon as possible

U9

not used

Patient not ready for care

W hile the database provided information on activity levels and the waiting times
o f admitted patients, the number waiting within a given urgency category on a specific date
could not be directly derived. This was because the records did not include all the data
required to reconstruct the sequence o f categorisation for the 2608 patients whose urgency
category changed during their time on the list. Consequently, it was necessary to impute
values for the missing fields. Correct values were derived using a variety o f techniques.
First, additional census data were collected for 10 other days. Missing category values and
dates o f recategorisation were deduced from the census data when a phase o f unknown
urgency was intersected by the census date. Second, the relationship between the urgency
categories and listing status meant that, in specific circumstances, some m issing urgency
values and dates could be deduced logically. Others could be ignored as they fell before
the start data o f the analysis. W hen the missing urgency category could not be derived,
values were inferred using heuristic rules that were based on known recategorisation
sequences, and the length o f total waiting time. Census dates were used as proxies if
missing dates occurred singularly. W hen a sequence o f dates were missing, the dates were
all set to be the nearest known date. In other words, all but the first unknown phase o f
recategorisation were defined as zero duration. The outcome o f this process is summarised
in Table 8.3. Actual values were found for 1972 (63%) o f the m issing urgency categories.
Complete details o f this process, and the checks on data quality, are described in appendix
4.
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Table 8.3:

Number of
times
categories
changed

Outcome o f process to find urgency categories and dates of
recategorisation not contained in the initial database
Number
of
patients

Records missing urgency
categories
Affected

Derived

Inferred

Records missing dates of
recategorisation
Affected

Derived

Inferred

0

25219

0

1

2249

2249

1339

910

0

2

297

594

466

128

297

275

22

3 or more

62

221

132

89

159

105

54

8.3

0

Overview of hospital and surgeon characteristics

In this section, some basic characteristics o f the activity performed by surgeons over the
three year data collection period are presented. Since the focus o f the planned analysis is
on waiting time statistics o f non-urgent patients, the following section focuses on the
waiting times o f patients in category U8. A basic description o f the behaviour in all the
urgency categories can be found in appendix 5. In the discussion that follows, and in all
subsequent chapters, the surgeons were labelled to protect their anonymity by assigning
them a 8-character label. The first three characters o f this label indicated their specialty
using the numbering system shown in Table 8.1.

Cross-sectional analysis of waiting list behaviour and surgeon activity
The basic assumption behind the waiting time information services is that waiting times are
not similar across the surgeons. Examining the cross-sectional distribution o f waiting times
for admitted patients within each urgency category suggests that this is true, at least for
non-urgent patients. For the high urgency categories, variation was clearly influenced by
their maximum desirable waiting time limit and this restricted the degree o f difference
between surgeons. For category U 1, all surgeons except one had a median waiting time of
4 days. For category U2, all but six surgeons had a median waiting time below 30 days.
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Figure 8.1:

Cross-sectional waiting time distribution by surgeon, based on data of
admitted U8 patients who had not changed urgency category

Surgeon

NB: Number of observations for S03Dr007, S03Dr008 and S03Dr013 were 807, 936 and 725 respectively

Figure 8.1 shows the cross-sectional distribution o f waiting times for patients
admitted from category U8 and who did not change urgency category or listing status.
Patients who changed category or listing status were considered to be atypical and so were
excluded (see later for a further explanation). The figure confirms that considerable
differences can exist between surgeons in general, although there appears to be less
difference in the behaviour o f surgeons within specialties.

This greater degree of

homogeneity is, however, misleading. There was diversity among surgeons, both within
and between specialities, in both waiting list behaviour and activity.
The differences in rates o f activity, and the size o f the waiting list, can be seen from
the cross-sectional figures in Table 8.4. Each listed factor will affect one or more issues
associated with waiting time information services, and the variation is not without
consequence. The second column shows that the average number o f U8 admissions per
month for each surgeon ranged from 0.5 to 26 patients. That there can be large variation
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betw een surgeons in the same specialty highlights the danger o f making an invalid
inference about surgeon level behaviour from specialty level statistics. This is further
emphasised by the fact that (1) the proportions o f patients allocated to each urgency
category varied between surgeons, although there was some similarities among surgeons
in the same specialty, and (2) the proportions changed over time. This change over time
was not simply due to the introduction o f category U7. The proportion o f patients allocated
on addition to the list to category U2 (admit within 30 days) increased for 36 o f the 46
surgeons over the three year period.
Another problem posed by the low admission rates concerns the number o f
observations used to derive statistics based on surgeon level throughput data. Given the
simple m oving average formulae typically used by waiting time information services,
consistently small samples could affect the smoothness o f a sequence o f statistics.
Smoothness is an important characteristic in the context o f waiting time information
services because an erratic sequence would not lead anyone to have much confidence in the
accuracy o f the waiting time predictions.

The likelihood o f this being a problem is

increased by the fact that patients are not generally admitted on a first come, first served
basis. This will generally increase the variation in waiting times among patients.
An analysis was performed that examined the size o f throughput data samples. The
analysis assumed disseminated statistics were calculated for each surgeon, and were
updated every month. The fourth column in Table 8.4 shows the minimum non-zero size
o f samples when data were aggregated over three consecutive months. It confirms that, for
many surgeons, statistics would have been derived from samples o f one or two patients.
Overall, 9% o f all samples were this size. The adjacent column shows the effect o f
aggregating data over the last three m onths in which at least one person was admitted.
Even though this is an example o f a simple rule to increase sample size, it had a noticeable
effect on the smoothness o f the time series. For 13 surgeons, the maximum difference
between consecutive averages was over 90 days when derived using data from three
consecutive months. W hen derived using data aggregated by the ‘at least one admission
rule, the difference decreased for 10 o f these surgeons, in 8 cases by over 50 days. It made
no difference in the other three cases. Overall, the maximum difference decreased in 22
cases, did not change in 16 cases and increased in 8 cases.

159

Table 8.4

Surgeon

S01Dr001
S01Dr002
S02Dr003
S02Dr004
S03Dr005
S03Dr006
S03Dr007
S03Dr008
S03Dr009
S03Dr010
S03Dr011
S03Dr012
S03Dr013
S03Dr014
S03Dr015
S04Dr016
S04Dr017
S04Dr018
S04Dr019
S04Dr020
S04Dr021
S04Dr022
S04Dr023
S04Dr024
S04Dr025
S04Dr026
S05Dr027
S05Dr028
S06Dr029
S06Dr030
S06Dr031
S07Dr032
S07Dr033
S07Dr034
S07Dr035
S07Dr036
S07Dr037
S08Dr038
S08Dr039
S08Dr040
S09Dr041
S09Dr042
S09Dr043
S09Dr044
S10Dr045
S10Dr046

Characteristics of surgeon activity between July 1995 and June 1998

Average number
of U8 admitted
per month
0.50
5.42
6.08
9.42
6.53
11.58
22.69
26.33
5.86
4.22
2.06
1.25
20.31
14.06
6.78
1.69
5.19
1.81
5.92
4.75
3.06
2.64
7.06
2.56
1.81
1.19
4.08
4.33
4.17
3.36
4.08
9.06
5.39
1.92
6.69
2.56
2.50
1.69
4.75
1.81
6.50
2.03
2.72
3.50
5.81
4.08

% of U8 pats,
among total
admissions
4%
35%
54%
84%
21%
70%
59%
54%
26%
48%
42%
23%
57%
47%
27%
69%
56%
65%
54%
35%
63%
53%
83%
37%
53%
17%
37%
62%
77%
69%
66%
58%
49%
64%
51%
57%
72%
43%
30%
13%
30%
61%
29%
16%
29%
28%

Minimum sample size
Standard
1
1
3
11
1
15
6
12
1
1
1
1
3
8
5
1
6
1
4
3
1
1
8
1
1
1
1
2
4
3
1
6
6
1
5
1
3
1
1
1
2
1
2
1
1
1

">0" rule
3
3
7
22
3
15
8
12
7
3
4
3
7
8
5
4
6
3
6
7
5
4
8
3
5
3
3
7
6
6
4
6
6
5
5
3
4
3
3
5
5
3
4
3
7
3

% of U8
patients
removed
18%
13%
32%
10%
5%
8%
13%
7%
23%
6%
20%
4%
7%
6%
24%
13%
22%
26%
18%
24%
23%
28%
6%
39%
34%
4%
2%
5%
30%
40%
32%
23%
34%
41%
36%
23%
36%
8%
22%
3%
10%
13%
14%
41%
30%
28%

Average no.
of patients
on the list
0.5
5.4
92.0
30.6
6.8
61.0
104.2
63.3
24.0
5.2
5.1
1.6
28.0
18.4
43.8
3.9
34.1
11.3
32.1
38.4
10.9
13.9
7.5
44.3
12.4
1.1
4.0
3.5
52.3
55.9
66.4
101.9
83.1
38.9
102.9
16.3
40.5
1.9
20.4
1.2
23.5
4.8
7.3
77.6
66.6
48.0

NB: The ‘standard’ sample refers to one based on data collected over three consecutive months. The ‘“>0"
rule’ sample refers to one based on data collected over the last three months in which at least one person was
admitted
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Low sample size could also be an issue for data aggregated by procedure as well as
surgeon and urgency category. Indeed, analysis o f the data on category U8 patients found
that m any procedures were performed infrequently, and their incidence within separate
urgency categories was reduced further when category U7 was introduced.

Only 13

surgeons perform ed any procedure on category U8 patients 30 or more times per year prior
to the introduction o f category U7, and only 8 surgeons did so afterwards. This casts doubt
on whether it would be possible to get sufficiently large samples for surgeon level
procedure-based statistics to be reliable; aggregating data over periods o f more than a year
is unrealistic due to the potential for change in waiting list behaviour.
There was also a marked difference between surgeons in the number o f patients
assigned to category U8 who were removed without admission. For some surgeons, 25%
to 41% o f patients in category U8 that joined the list were removed, although a significant
fraction o f these often received treatment (either as an emergency admission or elsewhere).
Such differences again have implications for the interpretation o f waiting time statistics,
particularly those based on census data. First, it suggests that aggregation at organisational
levels other than a surgeon may result in statistics that give misleading inferences about
patient waiting times. Second, census data containing a high number o f patients who are
eventually removed may bias waiting time statistics, and because such patients cannot
usually be identified ahead o f time, it is not clear how this could be counteracted.

The effect o f changing urgency category or list status on waiting time
Although the number o f patients who changed urgency category and/or listing status was
a small proportion o f all U8 admissions, their effect on disseminated statistics may not
negligible. W hen statistics are derived from small samples, including the data o f patients
who had changed urgency category or listing status could greatly bias the statistic if their
waiting times were systematically different. Moreover, there is uncertainty about how the
waiting time o f such patients should be derived. The definition is not consistent between
countries, and has changed over time in some countries, for example, Australia (see section
3.2).
An analysis was undertaken comparing the waiting times of admitted U8 patients
who changed and did not change urgency category or listing status. A complete description
o f this is contained in Appendix 6; only a brief description is given here. The initial step
was to examine the waiting times o f patients who were listed in category U8. This used the
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cohort o f patients who joined in the same month and who had all left the waiting list during
the data collection period; patients from months with incomplete data were excluded. O f
the 8043 admitted patients within this cohort, 7141 had not changed category, 786 had
changed once, while the remaining 116 had changed category on two or more occasions.
Each patient who had changed category was matched to a patient who had joined the same
surgeon's list at the same time, and the difference in their waiting times was derived. For
patients who changed category, waiting time was defined as the time spent listed as "ready
for care".
The average differences were calculated for four sequences o f categories {U8-U9,
U8-other, U8-U9-U8, any other sequence}. Patients with the sequence U8-U9 waited on
average at least 21 days less than patients who did not change category, while patients with
the sequence U8-other waited on average 79 days less. Patients with the sequence U8-U9U8 waited on average 33 days more. Although these differences were in the expected
direction, and were substantial, the difference was only statistically significant for the USother sequence. This was because o f the large variation among the differences, due mainly
to patients not being admitted on a first come, first-served basis.
The second part o f the analysis compared the waiting times o f individuals who
changed category with those who did not when patients were grouped by their final urgency
category. The focus here was on the effect o f recategorisation on the estimator o f expected
waiting time rather than on quantifying the differences between the patients themselves.
The waiting times o f patients who had changed category were compared with the
median waiting time o f patients who had not changed category but who had been admitted
by the same surgeon. The median wait was derived from those patients who had been
admitted either in the same month, or the preceding or following months. If waiting times
for each type o f patient were equivalent, then the waiting time o f the patients who changed
category should be evenly distributed above and below the median. The analysis used the
same definition o f waiting time as above.
The analysis revealed substantial and statistically significant differences in waiting
times between U8 patients who had and had not changed urgency. On average, the waiting
times o f those patients who changed category once were 86 days less than the reference
median, while the waiting times o f patients who changed category two or more times
exceeded the reference median by an average o f 19 days. The proportion o f patients who
waited less than the median was statistically different from 50% for the "two categories"
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group (Sign Test, 26/41, p=0.030). Similarly, the proportion o f patients who waited more
than the m edian was statistically different from 50% for the "three or more categories"
group (Sign Test, 97/169, p=0.032).
Although not conclusive, the analysis suggests that patients who change urgency
category and/or listing status have a different waiting experience to those who do not. This
raises questions about whether patients who change category should be included in
statistics used to make inferences about expected waiting times, such as those disseminated
by waiting time information services. It also suggests that these services need to warn
patients that the statistics will be m ost accurate for those patients who do not change
urgency or listing status.

Longitudinal analysis
Changes over time in the waiting list statistics o f U8 patients were analysed using two time
series, both being derived on a monthly basis. The first time series was the average waiting
time o f U8 patients admitted during the month and who had not changed urgency category.
The second series was the number o f patients on the waiting list (the census), with census
dates being defined as m idnight on the last day o f each month. Time series were created
for all surgeons, and were grouped according the broad types o f behaviour.
Distinctions were made between seven types o f census time series, based on the size
o f the waiting list and, for the larger waiting lists, commonly appearing patterns. These
types are as follows:
Cl

surgeons whose census was typically less than 5 patients, and was often zero;

C2

surgeons whose census was typically less than 10 patients, but rarely zero;

C3
C4

surgeons whose census fluctuated between 10 and 40 patients;
surgeons whose census was originally high (>40 cases) but dropped greatly over the
last year (as patients were reassigned to category U7);

C5

surgeons whose census was typically high and stable;

C6

surgeons whose census showed an increasing trend over the data collection period;

C7

surgeons whose census showed a significant dip and rise over the first 18 months
o f the data collection period, due to the waiting list reduction initiative.

The patterns exhibited by the time series o f average waiting time were grouped into
five classes, using as classification criteria the level o f wait and, for longer average waiting
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times, type o f pattern. These groups contained surgeons whose monthly average waiting
time:
W1

was typically low, and fairly stable;

W2

appeared stationary but fluctuated;

W3

increased during the data collection period from a low initial level;

W4

increased during the data collection period, and that was higher, and fluctuated
more, than the times series o f surgeons in group W3;

W5

was high, and moved erratically.

Examples o f each type o f behaviour are shown for the time series o f census figures
and average waiting times in Figures 8.2 and 8.3. The gaps in the graphs o f the average
waiting times correspond to months in which no U8 patients were admitted.
It is perhaps not surprising that surgeons with similar longitudinal patterns o f
average waiting times had broadly similar cross-sectional distributions (Figure 8.1). In
particular, the last groups, W4 and W5, were typically associated with wide inter quartile
ranges. However, several other features are o f greater importance with respect to the
potential use o f the statistics presented by waiting time information services. First, the
groups confirm that surgeons in the same specialty can differ substantially in relation to
waiting list behaviour (as well as activity). This is further evidence that aggregating data
at a specialty level may produce statistics that will lead to invalid inferences about how
long someone might expect to wait. Second, the time series show how quickly waiting
times can change, in particular, how quickly they can increase.

This suggests that

disseminated statistics should be updated regularly. Third, it shows the impact o f admitting
patients in a way that deviates from a strict first come, first served policy. This is the
principal reason for the erratic behaviour in the time series o f average waiting time, which
is especially noticeable in group W5. Together, the second and third features highlight
another dilemma facing designers o f waiting time information services. Aggregating data
over long periods o f time will increase sample size and so reduce the amount by which the
calculated average waiting time is influenced by patients with unusual waiting times.
However, doing so increases the risk o f the statistic being unresponsive to change in
waiting time behaviour, for example, due to change in the rate o f addition and/or the rate
o f admission o f patients from the waiting list. Finally, it is worth noting that, at a surgeon
level, average waiting times are not necessarily correlated with the size o f the waiting list.
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This also extends to their relative movements over time. An example o f this is surgeon
S04Dr020, whose census dropped greatly during the last year, while the average waiting
tim e increased.

Figure 8.2:

Examples of surgeon time series within each census group

C1: Surgeons whose census was very low (typically <5)
S01 Dr001, S02Dr012, S04Dr026, S08Dr038, S08Dr040

C2: Surgeons whose census was low (typically <10)
S01 Dr002, S03Dr005, S03Dr010, S03Dr011, S04Dr016
S04Dr023, S05Dr027, S05Dr028, S09Dr042, S09Dr043

C3: Surgeons whose census ranged between 10 and 40
S02Dr004, S03Dr009, S03Dr014, S04Dr018, S04Dr021
S04Dr022, S04Dr025, S07Dr036, S08Dr039, S09Dr041

C4: Surgeons whose census dropped greatly in last year
S03Dr008, S03Dr013, S04Dr020

C5: Surgeons whose census was high and stable
S06Dr029, S07Dr033, S07Dr037, S09Dr044, S10Dr046

C6: Surgeons whose census showed an positive trend
S02Dr003, S03Dr006, S03Dr007, S03Dr015, S04Dr017
S04Dr024, S06Dr030, S07Dr032, S07Dr034, S07Dr035

Note:
Data in a graph relates to bold surgeon labels,
x-axis: Time in months
y-axis: Number of patients waiting
Census data collected on a monthly basis,
starting on midnight 30 June 95.

C&: Surgeons whose census had a large dip in first year
S04Dr019, S06Dr031, S10Dr045
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Figure 8.3:

Examples of time series of average waiting times for each group of
surgeons

W1: Surgeons where waiting time was low and stationary
S01Dr001, S01Dr002, S03Dr005, S03Dr010, S03Dr013
S04Dr023, S04Dr026, S05Dr027, S05Dr028, S08Dr038
S08Dr040

W2: Surgeons whose waiting time fluctuated
S02Dr004, S03Dr006, S03Dr008, S03Dr011, S04Dr016
S04Dr018, S04Dr022, S09Dr041, S09Dr043

W3: Surgeons whose waiting times rose from low levels
S03Dr007, S03Dr009, S03Dr012, S03Dr014, S03Dr015
S04Dr017, S04Dr019, S04Dr021, S04Dr025, S07Dr036
S08Dr039, S09Dr042

W4: Surgeons whose waiting times became excessive
S02Dr003, S04Dr020, S04Dr024, S06Dr029, S06Dr030
S06Dr031, S07Dr032, S07Dr037, S10Dr045

Note:
Data in a graph relates to bold surgeon labels,
x-axis: time in months
y-axis: waiting time in days

W5: Surgeons whose average waiting time fluctuated greatly
S07Dr033, S07Dr034, S07Dr035, S09Dr044, S10Dr046

8.4

Conclusion

This exploratory analysis provides some insight into the practical aspects o f using waiting
time statistics to infer how long a patient might wait, in particular, the issues surrounding
finding a practical level o f aggregation are directly relevant to waiting time information
services.

Some services have presented data for non-urgent patients aggregated by

specialty (see chapter 7), yet the observed differences between surgeons in relation to
activity, the waiting list census and average waiting times suggest that inferences about
surgeon level behaviour from such statistics are likely to be biassed. Other services have
presented statistics based on throughput data aggregated by surgeon, urgency category and
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procedure. Low levels o f activity suggest that, if data are collected over short intervals o f
tim e (three consecutive months), these statistics are not robust to the effects o f outliers, but
if data are collected over longer intervals (12 months), they may be biassed due to changes
in waiting times over time. As such, the analysis suggests that surgeon level data should
not be disaggregated by procedure. This recommendation is potentially problematic as
information on the types o f procedure undertaken by a surgeon can be useful to GPs and
patients when considering referral options. However, information could still be provided
on the numbers o f procedures performed over a suitable period o f time, and given that there
is no strong evidence that waiting times differ by type o f procedure within urgency
categories, this should be sufficient.
Several other practical issues were identified. First, the analysis suggests that
patients who change urgency category or listing status have different waiting time
distributions that those patients who do not, and should be excluded from statistics
presented by the information services. Second, the differences in removal rates between
surgeons had implications for statistics derived from census data.

Moreover, it has

implications for another type o f waiting list statistic, namely, the clearance time. This was
initially defined by Cottrell as the census divided by the average admission rate. These
results suggest that, to produce an accurate estimate o f how long it will take to clear all
patients currently on a waiting list, it is necessary to include a terms for removals. The
waiting tim e reports from the AIHW provide an example o f how such a modification can
be made (see section 6.4.3), but these reports analysed data aggregated at a regional level
and it is not clear that their method is applicable to surgeon level data.
The study also provides some general insight into waiting list behaviour at the level
o f a surgeon, i.e. at the level that waiting lists are often managed. Two aspects o f behaviour
are worth emphasising. First, the impact o f not admitting patients using a first-come, firstserved policy was clearly visible in some time series o f average waiting time statistics.
That the averages can fluctuate so violently suggests that some adjustment process might
be warranted if such statistics are used for management purposes as well as assisting patient
decisions.

Second, the analysis casts doubt on whether relationships between factors

observed at high levels o f aggregation hold at lower levels. In particular, it suggests the
association between waiting list length and waiting times, strongly asserted by Yates
[1987], and supported by the analysis o f regional level data [Harvey, 1993] is not a general
relationship.
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The collected data do suffer from several limitations that m ay m ake the previous
results, as well as subsequent results, atypical. C hief amongst these was the w aiting list
reduction program that ran in 1995 between May and December, and the introduction o f
the new urgency categorisation. These both contributed to changes over tim e in waiting
list behaviour and activity levels, and consequently, the observed longitudinal changes may
be greater than would be expected. Another effect o f the waiting list reduction program
would have been to reduce surgeon differences, at least initially. However, the aim o f the
analysis is to compare the performance o f different statistics and how their relative
performance is affected by different circumstances. The impact o f the waiting list reduction
program, and the introduction o f the new categories, will simply show up in the analysis
as a particular set o f circumstances (e.g. the behaviour o f some surgeons’ waiting lists will
be characterised by large changes over time).
The other main limitation was the need to infer urgency categories and dates for
some patients who changed urgency category. Nonetheless, the inaccuracies in the derived
waiting list census are not thought to effect the conclusions o f the study. A large proportion
o f sequences with missing categories matched a frequently occurring sequence (i.e. U8 then
U9 then U8). Moreover, analysis o f how the census might change if all inferred values
were wrong found that the calculated census would differ from its real value by at m ost 5%,
and 29 o f the 46 surgeons had a maximum error o f three or fewer patients (see appendix 4).
Thus, these limitations are not considered to constitute a threat to the validity o f this or
other analyses.
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9.

Forecasting a patient’s wait for surgery: Are waiting time
statistics accurate enough?

9.1

Introduction

The review o f waiting time information services in chapter 7 raised questions about
whether patients should use the information to make inferences about their likely waiting
time, or about which surgeons or specialties have shorter waiting times. These questions
surrounded differences in the types o f data used, and how the data were aggregated. The
exploratory analysis o f waiting list behaviour in chapter 8 provided further evidence to
support these concerns.

The observed behaviour suggested that aggregating data at

different levels o f organisation (specialty/surgeon) might introduce bias, and that
aggregating data over different intervals o f time might make statistics unresponsive to
changes over time or susceptible to outliers.
Both chapters have served to highlight which o f the issues raised in chapter 6 should
be the subject o f further analysis. This does not imply that some issues are not relevant, but
it was decided that it was beyond the scope o f the thesis to cover them all. Consequently,
subsequent investigations concerned the performance o f statistics that differed in terms of
the type o f data from which they were derived, the level o f aggregation, and the particular
measure o f expected wait on which they were based (i.e. the mean or median). The latter
issue has not been examined yet in this study, but it was judged to be an important issue
which, although discussed in the literature (see appendix 3), had not been subject to
(public) empirical evaluation.
Unfortunately, it was not possible to assess statistics derived from all types o f data.
The cohort approach requires data for all patients who join the waiting list during a
particular period. Such data were available for patients who joined the waiting list after the
start o f the data collection period, but they were not available for the cohorts o f patients
admitted during the data collection period but who joined the waiting list prior to its start.
This lack o f information affected all surgeons, though some more than others. In a minority
o f cases, waiting list statistics could be derived for all but the first few months, but at the
other extreme, the number o f affected months was large. For some surgeons, complete
cohort data were not available until the last year o f data collection.
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9.2

Evaluation method

The evaluation mimicked how the statistics would be used in practice. Services were
assumed to disseminate statistics derived from data available at the end o f one period (say
t) such that they were available to patients who joined the waiting list in the next period
(t+1). It was assumed that statistics were disseminated each m onth and that there would
be no administrative delay. In other words, the analysis compared the forecast waiting
time, as indicated by the derived statistic, with the actual waiting time o f each patient who
joined the waiting list in the subsequent month.
The analysis was limited to testing statistics for non-urgent patients, i.e. those
assigned to the New South Wales urgency category 8 (U8). Assessing statistics for patients
assigned to urgency categories U1 and U2 were not considered necessary as waiting times
were typically short. And there was not sufficient data to assess statistics for patients
assigned to category U7. In addition, given the observed difference in the waiting times
o f patients who changed and did not change urgency category, the evaluation was limited
to examining how well the statistics forecast the wait o f those patients that had not changed
category. For the same reason the statistics were also derived from these patients. Thus,
waiting time was simply the interval between the day o f listing and the day o f admission,
and calculated in days.
The accuracy o f the waiting time statistics was judged using the mean square error
(MSE) and the mean absolute error (MAE) o f the difference between the forecast waiting
time and the waiting time o f individual patients [Makridakis et al., 1998]. Both were used
so that the measure o f performance favoured neither statistics based on the mean nor those
based on the median. This was considered a possibility since the mean o f a random
variable will minimise the MSE, while the median will minimise the MAE [DeGroot,
1986]. Other assessment criteria were the proportion o f patients who waited beyond the
forecast time, and the proportion o f patients whose wait exceeded that forecast by 90 days
or more. Though arbitrary, the 490 day’ criterion was selected because it was thought that
many people would be unhappy if their wait exceeded that forecast by “3 m onths”.
For most surgeons, the evaluation began from the fourth m onth o f the three year
period. This was because data from the first three months were required to derive the initial
values o f the tested statistics. The exceptions were surgeons S03Dr012 and S04Dr026.
Here, the evaluation began from the seventh month because activity in the preceding
months did not allow one or more types o f statistic to be derived.
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The forecast waiting time should be compared to the wait of each patient who joins
in a particular month. Consequently, the primary rule for defining the last month used in
the evaluation was the point at which one or more patients who joined the waiting list in
the same m onth were still on the waiting list (or the end o f the time series if no patients
were waiting). However, for some surgeons, this defined an end point towards the middle
o f the three year period, which substantially limited the data available for analysis. It was
therefore decided to include some o f the patients who were still waiting, and to treat these
patients as if they had been admitted. To limit the bias this would cause, only patients
already waiting an unusually long time were included. The precise inclusion rules for these
patients were defined as follows:
1.

if the 3rd quartile o f the cross-sectional waiting time distribution was between 12
and 18 months, the analysis included any patient still on the list who had waited for
more than 18 months;

2.

if the 3rd quartile was less than 12 months, the analysis included any patient still
on the waiting list if (1) they had waited longer than 12 months, or (2) all patients
who joined the waiting list in the two following months had left the list.

Table 9.1 summarises the number o f months included in the analysis for each
surgeon, including the number o f months in which waiting patients were included in the
analysis. The sample included 240 patients with censored waiting times, spread across 19
surgeons. Surgeon S02Dr003 contained the most included in the data for any one surgeon,
namely, 37 patients (20%). The waiting time o f these patients with censored waiting times
was defined as the time spent on the list up to 1 July 1998, the first day after the data
collection period.
Table 9.1 also includes the number o f months during which patients were admitted,
in order to give some indication each surgeon’s level o f activity. Its final columns give the
number o f patients against which the forecasts were compared, and the mean and standard
deviation o f their overall waiting time distribution. This comparison group o f patients is
referred to as the addition cohort.
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Table 9.1

Surgeon

S01Dr001
S01Dr002
S02Dr003
S02Dr004
S03Dr005
S03Dr006
S03Dr007
S03Dr008
S03Dr009
S03Dr010
S03Dr011
S03Dr012
S03Dr013
S03Dr014
S03Dr015
S04Dr016
S04Dr017
S04Dr018
S04Dr019
S04Dr020
S04Dr021
S04Dr022
S04Dr023
S04Dr024
S04Dr025
S04Dr026
S05Dr027
S05Dr028
S06Dr029
S06Dr030
S06Dr031
S07Dr032
S07Dr033
S07Dr034
S07Dr035
S07Dr036
S07Dr037
S08Dr038
S08Dr039
S08Dr040
S09Dr041
S09Dr042
S09Dr043
S09Dr044
S10Dr045
S10Dr046

Summary statistics about the months included in the analysis of
waiting time statistics, by surgeon

Months over which
forecasts were tested
From
4
4
4
4
4
4
4
4
4
4
4
7
4
4
4
4
4
4
4
4
4
4
4
4
4
7
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4

To
36
35
24
32
32
29
24
31
28
36
32
32
32
29
28
34
24
28
24
27
33
28
33
24
28
35
36
31
24
21
18
24
18
24
24
24
19
36
29
36
31
36
35
18
24
24

No. of months
included in analysis
All
33
32
21
29
29
26
21
28
25
33
29
26
29
26
25
31
21
25
21
24
30
25
30
21
25
29
33
28
21
18
15
21
15
21
21
21
16
33
26
33
28
33
32
15
21
21

(on list)
0
0
7
0
0
0
6
0
2
0
0
1
0
0
2
0
0
0
1
0
2
0
0
9
0
0
0
0
0
0
3
8
1
9
5
3
0
0
3
0
0
0
0
5
10
15
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No. of months
patients were
added to list
9
31
36
36
34
36
36
35
35
26
27
23
33
36
36
26
35
34
35
33
30
31
36
36
32
23
30
34
34
35
36
36
36
34
36
35
34
21
32
24
35
26
33
35
36
35

Waiting time distribution of
patients added to list (days)
Hobs
15
163
183
265
207
303
598
733
174
134
51
32
556
445
202
50
138
51
125
112
77
62
193
85
46
38
116
122
100
77
62
238
79
57
178
68
33
46
137
56
168
47
77
43
141
110

Mean
23
23
251
86
25
131
86
59
65
34
46
36
28
29
123
72
135
114
118
192
103
116
30
270
135
22
28
21
258
293
412
238
310
293
236
124
331
23
91
15
91
64
62
372
236
274

Std Dev
28
20
153
54
40
57
78
54
64
24
49
48
52
43
98
59
99
97
121
168
108
109
23
198
105
19
19
16
88
140
184
173
210
189
175
111
231
32
107
23
71
68
51
292
240
279

W aiting time statistics (forecast functions) tested
The array o f functions to be assessed were derived from data o f patients admitted during
a defined interval (throughput data) and data o f patients still on the waiting list at specific
dates (census data). Two sets o f statistics were produced from both types o f data. The first
set was based on surgeon level data, and resulted in each surgeon having a unique series
o f forecasts. The second set was derived from specialty level data, with surgeons in the
same specialty each using the series for their specialty.
W ithin each set, seven forecast functions were defined using a variety o f simple
smoothing techniques. As both the mean and the median had been used as measures o f
centre for waiting list statistics, forecast functions were defined using both statistics. The
simplest (naive) functions were the m ean (M A I), and the median (MD1) waiting time of
data collected over one unit o f time. For throughput data, a unit corresponded to data
collected during one month, while for census data, it corresponded to data collected at one
census point. The other forecast functions were:
•

the mean (MA3) and the median (MD3) o f the waiting times o f patients admitted
during three months, or on the waiting list on three census dates;

•

a 3 -month moving average o f the M D 1 forecast (M A3M D1);

•

a 3-month m oving average o f the MD3 forecast (MA3MD3); and

•

an exponentially weighted moving average o f the M AI forecast (EWMA1).

If for some reason, a value could not be derived (for example, because there were no
admissions during the period), the forecast waiting time was assumed to be that o f the
preceding period.
Deriving MA3 and MD3 forecasts using data from consecutive months, regardless
o f whether there were any admissions or waiting patients during a month, was found, in
some instances, to produce a sequence o f forecasts that behaved erratically over intervals
that contained few patients. Moreover, these intervals sometimes coincided with patients,
either admitted or on the list, whose measured wait was outside the normal range, being
either high-wait or low-wait outliers. Thus, the functions did not appear to be very robust.
Consequently, the MA3 and MD3 forecasts were based on the three most recent historical
m onths during which patients were admitted, or the three most recent census dates on
which some patients were on the waiting list. Although unorthodox, this improved the
degree o f smoothness among consecutive forecasts, and the robustness o f the series against
the effects o f high and low outliers. The only exception to this approach was if a surgeon
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did not have three months o f data at the start o f the time series. In this case, the forecast
was based on those data that were available. The M A3MD3 function was also defined
slightly differently at the start o f the time series. Its first two values were, respectively, the
first MD3 value and an average o f the first two MD3 values.
The smoothing constant, X, used in the EWMA formula ( Ft= L M A lt+ (1 -A,).Ft_j)
was 0.3. This was not chosen by finding which value minimised the MSE o f the forecasts.
Such a formal estimation process was regarded as being too tedious to be practical given
the many surgeons a waiting time information service would derive statistic for. Instead,
it was chosen because it produced greater smoothing than the moving average functions
(equivalent to a MA5 function [Bissell, 1994]) and because it represented a good
compromise value for most circumstances [Box and Luceno, 1997]. The initial value for
the EWMA1 was taken to be the value o f the MA3 forecast.

9.3

Results

Before examining forecast accuracy, it is worth briefly describing the smoothness o f the
time series produced by the different functions. Functions resulting in a sequence that
varied least between months are to be preferred since an erratic sequence would not lead
to anyone to have much confidence in the accuracy o f the waiting time predictions. The
overall pattern across the functions is summarised in Table 9.2.
As might be expected, the difference between successive forecasts was inversely
related to the smoothing power o f the functions. Interestingly, the functions based on
specialty level data (and therefore derived from large sample sizes) were not smoother, on
average, than the equivalent series based on surgeon level data. The largest effect of
specialty level aggregation was to limit the maximum difference between successive terms,
most noticeably for the MAI and MD1 functions.
The accuracy o f the forecast functions is shown in Figure 9.1, giving the square root
o f the mean square error (RMSE) for each forecast function across all surgeons. Similar
patterns o f relative performance between surgeons, and the functions, were observed using
the MAE measure.

The graph demonstrates that accuracy varied m ost substantially

between surgeons.

As might be expected, the RMSEs o f all functions were highly

correlated to the standard deviation o f the waiting times o f the addition cohort (Pearson’s
r > 0.95), albeit somewhat larger. They were also highly correlated to the average waiting
time o f the addition cohort (Pearson’s r > 0.93). Moreover, once the average exceeded six
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months, the RMSE o f all functions was typically greater than 150 days.

The only

exceptions were the functions based on throughput data for surgeon S06Dr029, but this was
consistent with the unusually low variation in waiting times given the average wait.

Table 9.2:

An indication of the smoothness of the various forecast functions
derived from throughput (TH) and census (CS) data
Mean absolute difference between successive forecast values (days)
Median surgeon/specialty

Maximum surgeon/specialty

Surgeon level

Specialty level

Surgeon level

Specialty level

MAl(TH)

29

41

140

77

MDl(TH)

31

38

155

93

MA3(TH)

11

12

36

39

MD3(TH)

12

14

60

37

MA3MD1(TH)

13

16

52

37

MA3MD3(TH)

10

11

36

22

EWMAl(TH)

8

9

31

25

MAl(CS)

14

13

36

25

MDl(CS)

18

14

38

27

MA3(CS)

7

7

14

14

MD3(CS)

9

7

17

13

MA3MD1(CS)

9

8

16

13

MA3MD3(CS)

7

6

14

12

EWMAl(CS)

5

5

11

10

Forecast function
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Figure 9.1:

A ccuracy of forecast functions derived from surgeon level th ro u g h p u t
an d census d a ta

Surgeon level, throughput data

♦ MA1
OMD1
¿MA3
x MD3
XMD1MA3
• MD3MA3
+ EWMA

Surgeon level, census data

♦ MA1
□ MD1
ù

MA3

X MD3
x

MA3MD1

• MA3MD3
+ EWMA1

Surgeon
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The variation between the functions themselves was much smaller, for both the
statistics derived from throughput data and from census data. For functions based on
throughput data, the largest differences in the RMSE o f functions generally occurred for
those surgeons with high waiting times, for which overall performance was worst. Here,
the range o f RM SE values among the functions exceeded 40 days. The maximum range
among functions using census data was 29 days, though a large range was not restricted to
surgeons on which functions performed poorly. Differences between the RMSE values o f
functions derived from the two types o f data were also limited. The largest differences
were for surgeons S06Dr029 and S06Dr030, although for all functions except MAI and
M D 1, the function based on throughput data performed best for between 30 to 32 surgeons.
For the M A I and MD1 functions, type o f data did not make a difference to the level of
performance observed.
Figure 9.2 shows, for each surgeon, the proportion o f patients who waited beyond
the forecast time. Here, the difference between the statistics based on throughput and
census data are more apparent, as are differences between the functions. As the functions
aim to predict the expected waiting time, good performance can be regarded as values near
50%. The throughput data statistics were more closely distributed around this point, with
only a few surgeons having a value for any function outside 30-70%. For 29 surgeons, over
50% o f patients waited beyond the time forecast for any census data statistic. Moreover,
for the functions based on throughput data, the high proportions tended to be associated
with surgeons that had average waiting times above three months, and whose waiting times
increased over the data analysis period. An equivalent association was observed between
surgeons with high waiting times and high proportions for functions based on census data.
However, for surgeons with average waiting times under a month, there were no pattern to
the values, possibly because these surgeons had very short waiting lists.
Comparing the types o f functions also revealed that functions based on the mean,
with forecasts being typically higher than those produced by the median based functions,
had a lower proportion o f patients waiting in excess, even though their MSE values were
all quite similar. Thus, for surgeons with low waiting times the median based functions
based on throughput data could be closer to the 50% benchmark value, but this relationship
did not seem to hold generally.
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Figure 9.2:

Percentage of patients whose wait exceeded the forecast level. Forecast
functions based on surgeon level, throughput and census data

Surgeon level, throughput data

♦ MA1
m MD1
A MA3
x MD3
x MD1MA3
• MD3MA3
+ EWMA

Surgeon

Surgeon level, census data

♦ MA1
KMD1
a MA3
x MD3
x MA3MD1
• MA3MD3
+ EWMA1
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Figure 9.3:

Percentage of patients whose wait exceeded the forecast level by 90
days. Functions based on surgeon level, throughput and census data

Surgeon level, throughput data

♦ MA1
□ MD1
A MA3
XMD3
MA3MD1

x

• MA3MD3
+ EWMA

Surgeon level, census data

♦ MA1
* MD1
A MA3
x MD3
X MA3MD1
• MA3MD3
+ EWMA1
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Figure 9.3 shows the differences between the surgeon level forecast functions in
terms o f the proportion o f people whose wait exceeded that forecast by 90 days or more.
For a number o f surgeons, the spread o f waiting times around each sequence o f forecasts
meant that many patients waited in excess o f a forecast by 90 days or more. As before, the
pattern was strongly related to the average waiting time o f the addition cohort. For 13
surgeons with an average above 6 months, the proportion was greater than 40% for even
the best performing function based on throughput data.

Similar overall levels o f

performance were found for the functions derived from census data, although there were
some differences for specific surgeons. In particular, the performance o f the census data
functions were notably worse for surgeons S03Dr006, S04Dr025, S06Dr029, S06Dr030
and S07Dr032. For the proportion o f the best perform ing function to be below 20%,
surgeons had to have an average waiting time o f the addition cohort o f less than three
months.
The previous graphs show that the difference between the performance o f the
functions was fairly small compared to factors associated with the surgeons’ waiting list
behaviour. To help distinguish any overall pattern, the performance o f the functions for a
single surgeon were ranked from smallest (=1) to largest (=7). Table 9.3 shows the average
rank statistics for the function when derived from both the throughput data and census data.
With respect to the throughput data functions, the MA3 function performed consistently
better than the other functions. The MA3 function also performed well among the census
data functions, although the more standard function based on data from one census date,
the MAI function performed equally well. In addition, the analysis seems to confirm that
those functions based on the mean are to be preferred to those based on the median.
The final aspect o f the analysis was to assess the performance o f forecasts derived
from data aggregated at a specialty level. The analysis followed the same approach as used
above, and similar patterns o f performance were observed. The best perform ing function
based on throughput data was again the MA3 function, while the M AI and MA3 functions
based on census data both performed well. Consequently, the differences between statistics
derived from surgeon and specialty level data are described in relation to the throughput
data MA3 function (MA3(TH)) and the census data M AI function (M A l(C S)). The
MAI (CS) function was selected over the MA3 function because it corresponds to the more
common way in which census data statistics are derived.
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Table 9.3:

Rank statistics summarising the difference between forecast and actual
waiting times for the test functions: MSE, MAE, and proportions of
patients whose wait exceeded that forecast by 0 and 90 days

Surgeon level, throughput data
Avg Rank

MAI

MD1

MA3

MD3

MA3MD1

MA3MD3

EWMA

MSE

4.4

5.3

2.8

4.2

3.7

4.4

3.2

MAE

4.4

4.7

3.8

3.8

3.6

3.8

4

% W t> F c*

3.2

3.1

3.6

3.5

3.7

4.2

4.4

%Wt > Fc+90

2.4

2.8

2.4

3.5

3

3.8

3.1

MAI

MD1

MA3

MD3

MA3MD1

MA3MD3

EWMA

MSE

2.4

4.7

2.5

5

4.7

5.4

3.3

MAE

3.2

4.7

3.3

4.2

4.7

4.6

3.4

%Wt > Fc *

3.1

3.8

2.8

3.7

4.1

4.1

2.9

%Wt > Fc+90

1.7

3.2

1.7

3.8

3.9

4.4

2.4

Surgeon level, census data
Avg Rank

these ranks were based on the size o f the difference between the proportion and 50%, with
l=smallest and 7=largest.

Figure 9.4 gives the mean absolute difference between the values o f the forecasts
when produced from surgeon and specialty level data, for both functions, as well as their
root MSE values in relationship to those produced by the functions based on surgeon data.
With respect to the MA3(TH) function, the effect o f specialty level data was not uniform
across specialties. For m any surgeons, it made little difference, although performance was
worse for 30 o f the 46 surgeons overall. Only for surgeon S06Dr031 did the specialty level
function produce m ore accurate forecasts. The poor performance o f the surgeon level
functions was due to an interval during which patients with low waiting times were
admitted, and which produced an unrealistically low forecast. For other surgeons
(specifically, S04Dr023, S04Dr026, and S09Dr044), performance was noticeably poorer
due to the large difference between the forecasts produced from the two levels of
aggregation.
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Figure 9.4:

P erform ance of M A 3(TH ) an d M A l(C S ) functions w hen based on d a ta
aggregated by surgeon an d by specialty

MA3(TH) function

900

450

800
700

_i_ _ 1

_i_.

2. 250

600
T
500

LJU
</)

150

▼

±

! 200 --

300

# &
* _ ±_ I _ _ _
t
_
_
_
_
_
_
_
_
_
_
_
_
_
_
i ”
---------- ,
n,T n il n H n „ n njq R □ n n H n n n n,n n 1I m x t i n n n □ n.fl.n, n f f n f t n n '
±

-

50

-

—

'

±

200

*

100

- T Q Ta .

Surgeon
□ MAD

- MA3th:SG

♦ MA3th:SP

MA1(CS) function

MAD (days)

100

400

MAD (days)

300 -

Surgeon
□ MAD

182

- MA1 cs:SG

♦ MA1 cs:SP

That large differences did not always produce poorer performance seemed to be
m ore luck than an inherent quality. For instance, waiting times between the surgeons in
urology (S09) differed markedly, and the statistics produced from specialty level
throughput data were typically too high for surgeons S09Dr041 to S09Dr043, and yet
performed comparably to those produced from surgeon level data. This was because the
tim es o f patient joining the list fluctuated over the analysis period. Thus, although the
specialty level forecasts were often too high, the surgeon level statistics performed equally
poorly because they lagged behind the fluctuations.
There was also no consistent pattern to which level o f aggregated data produced
more accurate M A I (CS) forecasts. However, for six o f the seven surgeons with the largest
differences, it was the statistics based on specialty level data that performed worse. Three
o f these surgeons were in urology, and arose because the forecasts from the specialty data
were disproportionately influenced by the comparatively long waiting list o f the other
urologist. Surgeon S07Dr036 was the one exception amongst the seven; here, the specialty
level forecast gave better performance because an increase in waiting times at a specialty
level was fortuitously predictive o f an increase in waiting times for this surgeon. Where
specialty level forecasts performed slightly better for other surgeons (S03Dr011, S03Dr013,
S04Dr021 and S07Dr032), successive forecasts were noticeably smoother than those
produced from surgeon level data. However, the percentage improvement in performance
was not large and it is not clear whether instances in which specialty level forecasts would
be better that those from surgeon level data could be known prospectively. Smoothness
was not associated with the average size o f the census (i.e. forecast sample size).
How the functions performed against the other criteria confirmed that there could
be substantial differences between functions based on surgeon and specialty level data.
This was m ost notable with respect to the proportion o f patients whose wait exceeded that
forecast. For the MA3(TH) function based on specialty data, the values were no longer
condensed into the middle o f the graph, indicating greater levels o f bias. A similar
scattering effect was evident in the proportions resulting from the MAI (CS) function, even
though the proportions produced by the forecasts based on surgeon level data were already
fairly well spread (see Figure 9.2).
W ith respect to the proportion o f patients whose wait exceeded that forecast by 90
days or more, the use o f specialty level data reduced the proportion across the majority o f
surgeons (20 for the MA3(TH) function and 24 for the M A l(CS) function). For the
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MA3(th) function, it was unchanged in 12 cases, and rose in 14. For the M A l(C S)
function, it was unchanged in 8 cases and rose in 14. There was little difference in the
proportions when the specialty data and surgeon data forecasts were fairly similar, but a
large difference between forecasts did not always produce large changes in performance.
Moreover, the lower proportions produced by forecasts based on specialty data did not
necessarily indicate more accurate predictions; they could simply reflect higher estimates
than those produced from surgeon level data. The surgeons in urology with the lower
waiting times are a case in point. For both functions, the proportion o f patients was
substantially smaller (by 9-19%) but in all but one case, the root MSE value was higher,
substantially so for the M A l(C S) function.

9.4

Discussion

The aim o f this study was to provide some empirical evidence about the relative
performance o f commonly used waiting time statistics in predicting the waiting times of
patients.

The review o f waiting time information services had shown considerable

differences in the types o f statistics used, and some o f those statistics used went against
published advice on waiting list statistics [e.g. Don et al., 1987]. Nonetheless, the quality
o f this advice was ambiguous as it was mainly based on theoretical considerations, and it
is not clear the assumptions underpinning it held in practice.
The results o f the analysis confirm that different statistics produce forecasts of
sufficient numerical distinction to affect forecast accuracy. Statistics based on the mean
seem to be more accurate than those based on the median. Moreover, for the median based
statistics, the proportion o f patients whose wait exceeded the forecast time was generally
not near 50%. Indeed, the proportion was often greater than 50% even for surgeons for
whom the average waiting time was not increasing over time. This casts doubt on the
validity o f claims that the median is easy to interpret because it represents how many
patients wait less than the “average” more clearly than the mean.
With respect to the level o f smoothing, it seems three months is sufficient for
statistics aggregated by surgeon and urgency category, though data from one census date,
as usually used, would also seem sufficient if census data were used. However, the test
statistics were not based on data collected over consecutive months, as is normal. Statistics
based on consecutive months were less consistently smoothed, and were less robust to
patients with unusually high or low waiting times.
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It seems that statistics based on surgeon level data are to be preferred than those
based on specialty level data, at least in situations where surgeons manage their own lists.
Functions using specialty data could perform better due to improved robustness, but the
gains were slight compared with the poorer performance that could arise due to large
differences among surgeons in the same specialty. Moreover, surgeons for whom the
forecasts based on surgeon level data were much more accurate than the specialty level data
were typically those functions with a root MSE o f less than 90 days when forecasts were
derived from surgeon data. Indeed, the root MSE for these functions was often below 50
days.

Thus, using the equivalent specialty level functions can be seem to result in

acceptable levels o f accuracy being replaced with poor performance.
It was surprising that levels o f performance did not differ more between statistics
based on specialty and surgeon level statistics. This was due in part to the difference in
behaviour among surgeons within some specialities not being large. This seemed to be
because the waiting list reduction program brought everyone’s waiting times down to a
similar levels. Large differences did emerge towards the end o f the three year period.
However, for surgeons with long waiting times, these months o f large discrepancy were
often not included in the analysis because a high proportion o f patients were still on the
waiting list (see Table 9.1). Consequently, one m ight expect larger differences in accuracy
to emerge if a study analysed data collected over a period during which differences between
surgeons had not been reduced. Another reason, though less common, was that an increase
in waiting times for one surgeon was predictive o f an increase in waiting times of the other
surgeons in the specialty and so specialty level forecasts were fortuitously more responsive
to these changes.
Finally, it seems that statistics based on throughput data generally performed better
than those derived from census data. The main cause o f this appeared to depend upon the
characteristics o f the waiting lists. The potential bias due to length-biassed sampling
[Nicholl, 1988] appeared to be limited. The performance o f the census-data statistics was
only affected by the long waiting times o f one or two patients when the census was low.
W hen the census was high, the incomplete waiting times o f many patients appeared of
greater importance, as the census data statistic was often too low. Nonetheless, the amount
by which statistics deviated was greatly influenced by the order in which patients were
admitted. For those surgeons with a tendency to select patients from anywhere in the list,
the two statistics were often similar in value. Indeed, it would be wrong to believe that
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statistics based on census data were always worse. One surgeon admitted a series o f
patients who had low comparative waiting times over several months and this produced
forecasts that severely underestimated the eventual waiting times o f most patients.
Despite these differences, the levels o f performance did not differ between statistics
as much as might gave been expected. This was due to a number o f factors. First, the
difference between the forecasts were often less than the overall variation in waiting times
o f patients over the period being analysed and so made a small contribution to the MSE
(and MAE). Second, as noted above, the difference in behaviour among surgeons within
a speciality was often not large. Third, for some surgeons, admissions were fewer over the
periods o f largest discrepancy, and so their contribution to the MSE and MAE was small.
Although the primary focus o f the analysis was to examine the differences between
the functions, the most noticeable feature o f the analysis was the large variation in the
accuracy o f the statistics between surgeons. These differences were explained simply in
relation to the observed level o f variation in the addition cohorts, which when expressed
as its standard deviation, was highly correlated to the average. This correlation seems to
arise predominantly from how patients are selected from the waiting list. The coefficient
o f variance was least for surgeons who most closely approximated a first come, first served
policy (e.g. S06Dr029). Nonetheless, bias in the functions’ estimates would also appear
to be a contributing factor.
The observed levels o f performance have various implications for how services
interpret, and aim to meet, the information needs o f clinicians and patients. If a service
aims to provide a prediction o f how long the patient might expect to wait for admission to
a surgical unit, the results suggest that services should not simply disseminate an estimate
o f an expected waiting time. Doing so would be misleading as the distribution o f patient
waiting times around the expected waiting time can be large, especially when the average
exceeds six months. Some estimate o f the time below which the majority o f patients wait
is also required. Moreover, it suggests that services who do not wish their data to be used
should give a clear statement o f the dangers.
In terms o f the comparison o f units, the analysis suggests that it is sufficient to
present an estimate o f the expected wait. As noted above, the spread o f waiting times
increased as the average wait rose. Consequently, if the expected waiting time at one unit
is greater than at another, it is likely that the same is true o f other measures o f location (i.e.
the percentiles o f the distribution). Nonetheless, the key issue concerns how large should
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the difference be between average waiting times at two surgical units before patients
(deciding where to be referred) can infer that their waiting time will be shorter at the unit
with the lower average. Unfortunately, it is difficult to derive an exact value for this
difference. The waiting time statistics were not produced from a model which gives a
probabilistic prediction interval.

Moreover, for the statistics to be accurate, future

behaviour m ust closely approximate that o f the recent past, and this has been found not to
be a reasonable assumption (see chapter 8). Still, some estimate would be preferable
because, without it, users have no guidance and may read too much into small differences.
A crude “rule o f thumb” for the minimum significant difference was derived using
the m ethod described in appendix 7. This resulted in the following guidelines:
•

services estimating expected waiting times based on throughput data should advise
users that, unless average waiting times differ by at least one half o f the midpoint
between the two averages, they should not choose one unit over another based on
waiting tim e information alone;

•

services estimating expected waiting times based on census data should advise users
that the average waiting times should differ by at least 60 days (regardless of the
size o f the averages) before they should choose one unit over another.

O f course, the method assumes that there will be no significant change in average waiting
times in the future, while a patient is on the waiting list. Thus, services should also include
a statement to this effect.
For the third interpretation, the key result again concerns the level o f variation in
waiting times. It emphasises the limitation o f presenting an average to indicate whether a
patient might have an extended wait (i.e. over one year). An alternative would be to use
a statistic that gives the number o f patients on the list who currently have an extended
(inappropriate) waiting time. Some services currently present such a statistic, although how
well it predicts the likelihood o f someone having a long wait is not clear.
The study suffers from several limitations which may have affected the results.
First, the three years analysed might be regarded as atypical because a waiting list reduction
program ran in 1995 between May and December, and a new urgency category was
introduced in July 1997 that affected how many patients were assigned to urgency category
U8. It is unclear in which direction the waiting list reduction program affected the results.
As noted earlier, it might have reduced the differences between statistics derived from
surgeon and specialty data. But, because it introduced greater changes over time, which
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the functions did not closely track, the observed levels o f accuracy may be worse than they
might otherwise have been. Nonetheless, the conclusions o f the study were based on
aspects o f the statistics’ performance that were consistent across all surgeons regardless o f
the individual characteristics. The impact o f the introduction o f the new category was also
limited because, for many surgeons, the interval o f which the analysis was performed ended
prior to the category’s introduction.
The other principal weakness was the inclusion o f patients who were still on the
waiting list. Their eventual waiting times were underestimated, but as these were already
long in comparison to most other patients, the probable effect o f this would be to
underestimate the forecast error. Thus, the results o f the analysis would be conservative.
Another potential bias from the inclusion o f these patients was the assumption that all
would be admitted. A review o f the proportion o f admitted and rem oved patients with
waiting times comparable to those on the list but included in the analysis was therefore
conducted. For all but two surgeons, more o f these patients were admitted than removed.
The exceptions were S03Dr009 (3 admitted, 9 removed) and S07Dr034 (4 admitted, 9
removed). Consequently, the inclusion o f patients with long waiting times who were
removed was considered to result in only a minimal amount o f bias.
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10.

Forecasting a patient’s wait for surgery: the potential of
clearance time statistics

10.1 Introduction
In the previous chapter, various waiting tim e statistics were shown to perform only
moderately well in predicting how long patients m ight expect to wait for admission at the
time they joined the list.

One contributing factor to their poor performance was the

inherent variation in waiting times among the cohort o f patients that joined the list. But
another factor was related to the statistics themselves, which is perhaps not surprising as
waiting time statistics are, in essence, based on simple time series approaches, and as such
do not take account o f factors that influence waiting list behaviour.
One reason why waiting time statistics are used is that it is difficult to devise an
explanatory model which mimics the complexity o f waiting lists and yet from which
relevant information could be derived. In the early review, only one statistic in the waiting
list literature can be interpreted as taking into account certain features o f the underlying
queue structure o f a waiting list. This is the clearance time statistic originally proposed by
Cottrell [1980], and was defined as the census divided by the average rate at which patients
leave the list.
However, as an estimate o f how long someone m ight wait when they join a queue,
the clearance time statistic is only valid in elementary queueing systems, and such models
only crudely approximate the behaviour o f waiting lists. The clearance time statistic is
clearly a biassed estimate. Moreover, it can also suffer from sources o f bias that afflict
waiting time statistics, such as the adopted level o f data aggregation, and the rules about
which patients should be included in the census and activity counts. In addition, the
clearance time m ay not be robust in specific circumstances. Its value can become very
large if rates o f admission fall to very low levels. Nonetheless, it is unclear the extent to
which these factors affect forecast accuracy or might be minimised by adjusting the
clearance time formula. Consequently, the topic o f this chapter is an investigation into how
well different clearance tim e formulae can predict the waiting times o f patients, and how
their performance compares to the performance o f the best o f the commonly used waiting
time statistics.
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10.2 Method
The study followed the approach that was used in chapter 9 to assess the performance o f
standard waiting time statistics. In brief, the analysis was limited to testing statistics for
non-urgent patients, i.e. those allocated to the New South Wales urgency category U8, and
the evaluation mimicked how the statistics would be used in practice if a service
disseminated statistics derived from data available at the end o f one period such that they
were available to patients who joined the waiting list in the next period. It was assumed
that statistics were disseminated each four weeks and that there would be no administrative
delay. And like before, the evaluation was limited to examining how well the statistics
forecast the wait o f those patients that had not changed category.
Although the clearance time statistics were to be updated on a four-week basis, and
not on a monthly basis like before, the same beginning and end points were used for each
surgeon that determined which patients who joined a waiting list were included in the
analysis. This was to facilitate comparability. For convenience, the information is repeated
in Table 10.1. In addition, the table includes the number o f patients in the included
addition cohorts, and the mean and standard deviation o f their overall waiting time
distribution.
The accuracy o f the waiting time statistics was judged primarily using mean square
error (MSE) o f the difference between the forecast waiting time and the waiting time of
individual patients [Makridakis et al., 1998]. Other assessment criteria were the proportion
o f patients who waited beyond the forecast time, and the proportion o f patients whose wait
exceeded that forecast by 90 days or more.
The best performing clearance time function was then compared to the waiting time
statistics based on throughput and census data, found by the early analysis to most
accurately predict a patient’s waiting time. These were:
1.

the average wait o f patients who had been admitted during the last three months
from which at least 1 patient had been admitted. This statistic will be denoted as
MA3(TH); and

2.

the average waiting time o f patients on the waiting list from one census point. This
statistic will be denoted M Al(CS).
Although these were previously derived based on monthly intervals, the statistics

used here were aggregated over 4-week periods to be comparable to the clearance time
functions. This had a negligible effect on their performance.
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Table 10.1:

Surgeon

S01Dr001
S01Dr002
S02Dr003
S02Dr004
S03Dr005
S03Dr006
S03Dr007
S03Dr008
S03Dr009
S03Dr010
S03Dr011
S03Dr012
S03Dr013
S03Dr014
S03Dr015
S04Dr016
S04Dr017
S04Dr018
S04Dr019
S04Dr020
S04Dr021
S04Dr022
S04Dr023
S04Dr024
S04Dr025
S04Dr026
S05Dr027
S05Dr028
S06Dr029
S06Dr030
S06Dr031
S07Dr032
S07Dr033
S07Dr034
S07Dr035
S07Dr036
S07Dr037
S08Dr038
S08Dr039
S08Dr040
S09Dr041
S09Dr042
S09Dr043
S09Dr044
S10Dr045
S10Dr046

Sum m ary statistics about the months included in the analysis by
surgeon

Months over which
forecasts were tested
From
4
4
4
4
4
4
4
4
4
4
4
7
4
4
4
4
4
4
4
4
4
4
4
4
4
7
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4

To
36
35
24
32
32
29
24
31
28
36
32
32
32
29
28
34
24
28
24
27
33
28
33
24
28
35
36
31
24
21
18
24
18
24
24
24
19
36
29
36
31
36
35
18
24
24

No. of months
included in analysis
All
33
32
21
29
29
26
21
28
25
33
29
26
29
26
25
31
21
25
21
24
30
25
30
21
25
29
33
28
21
18
15
21
15
21
21
21
16
33
26
33
28
33
32
15
21
21

(on list)
0
0
7
0
0
0
6
0
2
0
0
1
0
0
2
0
0
0
1
0
2
0
0
9
0
0
0
0
0
0
3
8
1
9
5
3
0
0
3
0
0
0
0
5
10
15
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No. of months
patients were
added to list
9
31
36
36
34
36
36
35
35
26
27
23
33
36
36
26
35
34
35
33
30
31
36
36
32
23
30
34
34
35
36
36
36
34
36
35
34
21
32
24
35
26
33
35
36
35

Waiting time distribution of
patients added to list (days)
#obs
15
163
183
265
207
303
598
733
174
134
51
32
556
445
202
50
138
51
125
112
77
62
193
85
46
38
116
122
100
77
62
238
79
57
178
68
33
46
137
56
168
47
77
43
141
110

Mean
23
23
251
86
25
131
86
59
65
34
46
36
28
29
123
72
135
114
118
192
103
116
30
270
135
22
28
21
258
293
412
238
310
293
236
124
331
23
91
15
91
64
62
372
236
274

Std Dev
28
20
153
54
40
57
78
54
64
24
49
48
52
43
98
59
99
97
121
168
108
109
23
198
105
19
19
16
88
140
184
173
210
189
175
111
231
32
107
23
71
68
51
292
240
279

Clearance time functions tested
Six types o f clearance tim e functions, grouped into two sets o f three, were evaluated. The
three formulae within the sets differed in their approach to estim ating the expected rate o f
admission. The difference between the sets concerned whether or not the functions took
into account the fact that patients could be rem oved without admission. It was considered
necessary to test a function that included a factor for removals, as initial analyses had
shown that, for some surgeons, a high proportion o f patients added to the list were not
admitted (see chapter 8).
The following formulae were used to estimate the expected rate o f admission:
1.

a m oving average over three consecutive 4-week periods (MA3);

2.

a 3 point moving average o f values o f the MA3 series (3MA3);

3.

an exponentially weighted moving average (EWMA).

The period over which admissions were counted corresponded to the four-week
theatre schedule through which operating time was allocated to surgeons. The census was
collected at the start o f the 4-week intervals, being counted at m idnight on a
Saturday/Sunday to m inim ise the affect o f variation arising from different numbers o f
patients being admitted or added to the waiting list. This fortuitously coincided with the
starting date o f the data collection period; the 1st July 1995 was a Sunday. The same
census date was used for the M A l(C S ) statistic. The smoothing constant, X, used in the
EWMA formula (Ft= X. Adm issionst + (1-A,).FM) was 0.3. The estimate o f the first value
in this series was based on the average number o f admissions in the previous three periods.
Clearance time functions defined in the standard way [Cottrell, 1980] were found
to produce very high estimates (i.e. greater than 3 years). Such estimates were regarded as
unrealistic and arose when admission rates were low. The basic formulae also led to very
large differences between successive values which was considered to be an undesirable
characteristic. Consequently, the clearance time formulae were m odified. First, a lower
limit for the estimated admission rate was defined to be two adm issions per four-week
period. Second, the census values were smoothed using a 3-point m oving average. Third,
high clearance times were compressed as follows:
If CT denotes the clearance time as defined by the sm oothed census divided by the
admission rate, and CC denotes the compressed clearance tim e then
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if CT<300 days, CC = CL
if CT>=300 days, CC = x * EXP ((300-x)/1500)

where x = min(CT, 1400)

The effect o f these modifications on the smoothness o f successive forecasts produced by
the various functions is sum m arised in Table 10.2.

Table 10.2:

M ean absolute difference of the clearance time formulae (without
rem oval rate adjustment) for the median and maximum surgeon

MA3 clearance time

3MA3 clearance time

EWMA clearance time

Median

Maximum

Median

Maximum

Median

Maximum

No adjustment

115

231

71

176

51

159

Adjustment (1)

36

171

32

129

33

132

Adjustment (l)+ (2)

29

169

26

127

22

117

Adjustment (l)+(2)+(3)

27

72

22

62

22

54

The above algorithm completely defined the set o f clearance time functions that did
not take into account the potential for patients to be removed. For the set that did take this
into account, the clearance tim e calculation could have been adjusted in a variety o f ways.
Adopting the AIHW approach [AIHW, 2000] o f defining the clearance time as the census
divided by an expected rate o f admissions and removals was rejected. The erratic nature
o f the observed num ber o f rem ovals per period implied that a time series method was
unlikely to produce reliable estimates. In addition, the approach is unlikely to mimic
expected behaviour sufficiently. For example, the observed removal rate may be low,
although the census could contain many people who are likely to be removed. Also, an
audit m ight rem ove a high num ber o f patients and result in the waiting list containing only
a few people who would eventually be removed. Hence, the future removal rate is likely
to be low in the short term, while an estimated rate o f removal would be high.
The adopted approach was based on estimating the removal rate with an explanatory
model. Linear regression analysis was used to determine the extent to which the average
num ber o f rem ovals per period was dependent upon other waiting list variables. With data
aggregated over 1 year, it was found that 72% o f the variation in the average number o f
rem ovals per year across all surgeons could be explained by a linear model with two
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factors: the average number o f additions per year, and the average census over the year.
The coefficients o f this model were used to define the adjustment function that gave the
expected rate o f removal, i.e:
ExpectedRemovals = 0.043 * Additions + 0.023 * AverageCensus

The adjustment function was added to the clearance time algorithm so that the
minimum value for the denominator was defined in relation to both the admission and
removal rate. The effect o f this adjustment on the mean absolute difference for successive
forecasts was limited. The median o f the MAD values across all surgeons was hardly
changed. The maxima in Table 10.2 were reduced to 60, 52 and 40 for the MA3, 3MA3
and EWMA functions respectively.

10.3 Results
The root mean square error (RMSE) o f the clearance time functions without the removal
rate adjustment is shown in Figure 10.1. The dominant pattern is variation between
surgeons rather than between the different types o f function. Indeed, for m ost surgeons,
the different approaches to estimating the admission rate had very little impact on accuracy.
For all but seven surgeons, the range o f the RMSE values was less than 20 days, which was
typically less than 10% o f the minimum RMSE value. For the clearance time functions
with the removal rate adjustment, the range was even less, being greater than 20 days for
only three surgeons (S06Dr031, S09Dr041 and S09Dr044).
Although there was generally little to choose between methods for estimating the
expected rate o f admission, analysis o f the ranks o f the RMSEs o f the functions for the
individual surgeons showed a distinct order (see Table 10.3). The EWMA functions
produced better forecasts more consistently than the others, for both sets o f functions.
Moreover, when the range o f RMSE values for the functions was 20 days or more, it was
the function that produced the minimum RMSE for six o f the seven surgeons (admission
rate only). It dominated less against the other criteria, most noticeably against the ‘90 day’
criterion. This was less important however. The better performance here was typically a
reflection o f higher clearance time values, which had proven to be less accurate overall as
measured using the RMSE. Moreover, differences were not large. For the functions
without the removal rate adjustment, 30 surgeons had two or more functions which had the
same percentage, while for the functions with the adjustment, there were ties for 32
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surgeons. This is reflected in the smaller rank values. Consequently, the EWMA function
was regarded as the best function within each set, and the effect of the removal rate
adjustment is only reported in relation to it.

Figure 10.1:

A ccuracy of w aiting tim e forecasts p ro d u ced by the clearance time
function w ith no a d ju stm en t for rem ovals

♦ MA3
D3MA3
à EWMA

T able 10.3:

R a n k statistics sum m arising the difference between clearance time
forecasts an d actual w aiting tim e
Clearance time denominator:
admission rate only

Clearance time denominator:
admission and removal rate

MA3

3MA3

EWMA

MA3

3MA3

EWMA

MSE

2.0

2.4

1.5

1.9

2.4

1.7

%Wt > Fc

2.1

1.8

1.5

1.9

1.7

1.8

%Wt > Fc + 90

1.3

1.6

1.8

1.4

1.5

1.9

Average Rank
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Figure 10.2 shows the difference in the root MSE between the EWMA functions
with and without the removal rate adjustment. On average, the adjustment made a 5%
decrease to the RMSE values, though the absolute difference could be small. For the 25
surgeons with RMSE values of less than 100, the difference was typically minimal (less
than 5 days). For the remaining surgeons, the size of the effect varied. The adjustment
reduced the RMSE of the functions for 17 surgeons, the reduction being 28 days or more
for five surgeons (between 11-44% in relative terms).

In the four cases where the

adjustment inflated the RMSE, the absolute difference was large (approx 30 days) for only
one surgeon (S06Dr031). The relative increases were all less than 11%.

Figure 10.2:

A ccuracy of the EW M A clearance tim e functions, w ith an d w ithout the
rem oval rate ad ju stm en t

□ Difference
■ EWMA (A+R)
&

EWMA (AO)

Surgeon

Note.

Difference corresponds to the mean absolute difference between the forecasts produced by the two
clearance time functions
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The difference between the two EWMA functions with respect to the number of
patients waiting beyond the forecast value is shown in Figure 10.3. The proportions for the
clearance time without the adjustment were mostly less than 50%; the first and third
quartiles were 31% and 48% respectively. For the clearance time function with the
adjustment, the proportions overall were scattered more consistently around the 50% value,
the first and third quartiles being 36% and 59%. Nonetheless, the size of effect varied
between surgeons. The effect of the adjustment was minimal for surgeons with low waiting
times, like those in cardiac surgery (SOI), general surgery (S03), neuro-surgery (S05). For
some surgeons, the adjustment also shifted the proportion further away from 50%, most
notably for surgeons in ophthalmology (S06) and orthopaedics (S07). This was due to the
forecasts of the adjusted clearance time tending to underestimate actual waiting times over
an interval during which waits increased, seemingly because rates of admission fell.

F ig u re 10.3:

P ro p o rtio n of p atients who w aited longer th an the tim e forecast for the
EW M A clearance tim e functions w ith an d w ithout the rem oval rate
ad ju stm en t

D EWMA (AO)
A EWMA (A+R)
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Figure 10.4 shows the difference between the two EWMA functions with respect
to the number of patients waiting 90 days beyond the forecast value. The proportions were
less than 20% for both functions for 29 surgeons, and for these, there was little difference
between the proportions. These surgeons all tended to have low average waiting times.

Figure 10.4:

P roportion of patients who w aited longer th an 90 days beyond the tim e
forecast for the EW M A clearance tim e functions w ith an d w ithout the
rem oval rate adjustm ent

□ EWMA (AO)
A EWMA (A+R)

Surgeon

Those surgeons that had one or both proportions higher than 20% all tended to be
those with high average (and a large spread of) waiting times. In these circumstances, large
differences between forecasts arose due to the removal rate adjustment. However, while
the function without adjustment had lower values, this cannot be considered to be indicative
of better performance in all cases. As can be seen from the graph of MSE values, the lower
adjusted clearance times produced overall better performance for most surgeons. In the
cases where the adjustment produced poorer MSE values, the reason again seemed to be
the failure of the admission rate function to predict falling admission rates. Overall,
therefore, the clearance time with the removal rate adjustment was regarded as the better
function, and this was used to compare the performance of the clearance time with the
waiting time statistics derived from throughput and census data.
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The comparative performance o f the three types o f statistic, as measured using the
m ean square error is shown in Figure 10.5. The pattern o f differences between surgeons
remained similar but, unlike the functions derived from the same basic method and data,
there were greater differences in accuracy between the three statistics. In addition, an
overall pattern was clearly noticeable in the performance o f the functions (see Table 10.4).
W ith respect to the MSE, the clearance time function performed the best o f the three,
having the least value on 31 occasions and having the least number o f instances when it
performed worst. Nonetheless, the relative levels o f performance were dependent on the
characteristics o f surgeons.
For those surgeons for whom the average addition cohort waiting time was less than
3 months, there was typically little between the performance o f all functions. Only in 3 of
the 23 cases was the range greater than 15 days, and this corresponded to poor performance
from the M A l(C S ) function only. The range was less than 5 days in 10 cases. For
surgeons for an average addition cohort waiting time o f between 3 and 6 months, the
difference between the performance o f the functions was more variable, and for three
surgeons (S03Dr006, S03Dr015 and S07Dr036), there was a marked difference between
the functions ranked first, second and third. Nonetheless, the difference between RMSE
values o f the functions ranked first and last was otherwise 15 days or less. Thus, although
the MA3(TH) and M A I (CS) functions were rarely ranked first, their performance was close
to the best on many occasions.
The performance o f the functions differed the most among the 14 surgeons for
whom the average wait was greater than six months. The range o f RMSE values was less
than 20 days in only four cases, and exceeded 60 days for five surgeons. The clearance
time function was ranked first 12 times, and on many occasions, the RMSE o f the clearance
time was less than that o f the second ranked function by 20 days or more on four occasions.
In contrast, when the M A l(C S) function was ranked first, it did not perform much better
than either o f the other functions (ranges were 18 and 10 days).

199

Figure 10.5:

A ccuracy of w aiting tim e forecasts pro d u ced by the E W M A clearance
tim e function w ith rem oval ra te ad ju stm en t, an d the M A 3(TH ) and
M A l(C S ) functions

o MA3(TH)
QMA1(CS)
à ClrTime

Surgeon

Table 10.4:

P erform ance of the three forecast functions (MSE)

M A 3(TH )

M A l(C S )

Clr Tim e

7

8

31

N o. o f tim es the function had second least M SE

29

9

8

N o. o f tim es the function had the highest M SE

10

29

7

N o. o f tim es the function had least M SE
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10.4 Discussion
One o f the aims o f this study was to compare how well the clearance time approach could
predict the waiting time o f patients relative to commonly used waiting time statistics. The
question is o f practical importance given that the statistics are used in waiting time
information services that aim to assist patients decide where they want to be referred for
elective surgery, and given that it has been demonstrated that their performance can be
poor.
The results o f the analysis suggest that a suitably defined clearance time function
does perform better than statistics based on either the data o f admitted patients or the data
collected from patients still on a waiting list. In particular, it performs considerably better
for surgeons with long waiting times. This appears to be due to its explanatory nature, the
estimate adjusting to the length o f the waiting list, and the backlog o f waiting patients this
represents. In contrast, changes in the waiting list are only reflected slowly by either the
MA3(TH) or M A I (CS). Indeed, the lag can be considerable when waiting times are many
months.
However, the level o f improvement was not sufficiently substantial to change the
observations m ade in chapter 9 about what information should be presented if services
adopt one or m ore o f the definitions o f information need. As before, the results suggest that
a service should not simply disseminate an estimate o f an expected waiting time if it aims
to provide a prediction o f how long the patient might expect to wait for admission to a
surgical unit. The results also emphasise the limitation o f presenting an average to indicate
whether a patient m ight have an extended wait (i.e. wait over one year).
In terms o f the comparison o f units, the key issue again concerns how large should
the difference be between clearance time estimates at two surgical units before patients
(deciding where to be referred) can infer that their waiting time will be shorter at the unit
with the lower average. Using the method described in appendix 7 to create a crude “rule
o f thumb”, resulted in the following guidelines: services estimating expected waiting times
using clearance times should advise users that, unless average waiting times differ by at
least one third o f the midpoint between the two averages, they should not choose one unit
over another based on waiting time information alone.1

1 There was a strong relationship across the surgeons between standard deviation and the
mean value o f the clearance time series (Pearson’s r = 0.84). Fitting a simple regression model,
the linear relationship between the two factors was estimated as:
SD = 0.07 x + 6.74
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It should be stressed that this improved performance m ay not be a characteristic o f
every clearance time function. All tested functions were considerably m ore refined than
the simple equation proposed by Cottrell [1980]. Each included various measures to
improve the robustness o f the clearance time estimate when admission rates are low and
erratic, as well as provide protection against erratic census numbers. In addition, one set
included an adjustment for patients who are likely to be removed without admission.
Although only the results for the EWMA functions were reported, all clearance time
functions with this adjustment performed better overall than equivalent functions without
it. The bias associated with the inflated census, and the overestimation this caused if not
adjusted for, increased as waiting times rose, and could be considerable. The difference
between estimates from functions with and without the adjustment was often over 100 days
once the clearance time estimate including the adjustment was above 320 days. All
surgeons whose average addition cohort waiting time exceeded six months had intervals
over which the clearance time estimate exceeded this amount.
Examining the few cases in which the adjusted functions performed worse
suggested this was not a flaw in the adjustment algorithm, but was due to the time series
estimates o f the expected admission rate lagging behind changes in the rate. Nonetheless,
the results may be overly favourable because the adjustment function was developed using
the data on which it was also tested. Consequently, further assessment using other data is
necessary before conclusive evidence is produced.
With respect to the approaches used to estimate the expected admission rate, there
was surprisingly little difference between the approaches used. The EWMA approach
appears to perform best, but this is again a rather tentative conclusion and further studies
are required. Similarly, it may be possible to improve the m ethods introduced to enhance
the robustness o f the statistic. These were not subjected to an in-depth evaluation, being
decided upon based on their effect on the smoothness o f the series as opposed to their effect
o f the functions’ predictive accuracy. Large improvements are not expected however as
they have little effect outside some specific circumstances.
Finally, it is necessary to highlight several limitations with the data which m ay have
affected the results. As noted before, the three years analysed m ight be regarded as atypical
because a waiting list reduction program ran in 1995 between M ay and December, and a

Therefore, it was assumed that the standard error was simply 7% o f the clearance time average
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new urgency category was introduced in July 1997 that affected how many patients were
assigned to urgency category U8. Because it introduced greater changes over time, the
observed levels o f accuracy m ay be worse than they might otherwise have been.
Nonetheless, the study was primarily concerned with comparative performance and so this
was not expected to affect the conclusions. The impact o f the introduction o f the new
category was also limited because many comparison time series ended prior to its
introduction.
Another weakness was the comparison o f the estimates with patients who were still
on the waiting list. Their eventual waiting times were underestimated, but as their waiting
tim es were already long in comparison to most other patients, this was to result in the
forecast errors being underestimates.

Thus, the results o f the analysis would be

conservative. The assumption that all these patients would be admitted was also a potential
bias from their inclusion. The proportion o f admitted and removed patients with waiting
times comparable to those on the list but included in the analysis was therefore reviewed.
For all but two surgeons, more o f these patients were admitted than removed.
Consequently, any bias resulting from including removed patients in the analysis was
considered to be minimal.
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11.

Limits on the accuracy of waiting time statistics: a quantitative
explanation

"The core value o f philosophical ideas lies in their explanatory power ”
[Magee, 1997:536]

11.1 Introduction
The results o f the previous two chapters have highlighted that the degree to which different
statistics predict the waiting time o f elective patients depends on the characteristics o f a
surgeon’s waiting list and activity. A dominant characteristic was the average waiting time
o f patients who joined the waiting list over the study period - the longer the average wait,
the worse the statistics performed. Nonetheless, the explanations offered so far concerning
what influences how well statistics perform cannot be considered satisfactory. First, as in
the case o f the association between performance and average waiting times, the explanation
is not always in terms o f the components that drive the behaviour o f a queueing system.
Second, the link between levels o f performance and a factor like how patients were being
selected for admission was found by a visual inspection o f the data. It was not deduced
from a quantitative analysis. This is undesirable due to its obvious subjectivity. It is also
time consuming and cannot be considered a viable option for use in routine monitoring
activities.
However, there is no standard approach to the analysis o f factors that influence
waiting list behaviour. There are various quantitative models for the investigation of
waiting lists (e.g. W orthington [1991]), but these typically aim to approximate behaviour
sufficiently to assist surgeons and managers to understand how different decisions may
affect a waiting list. They are calibrated with waiting list data, but do not aim to explain
specific details o f historic behaviour. Thus far, models to explain behaviour have described
various mechanisms qualitatively [Frankel, 1989; Pope, 1991; West, 1993]. While these
m ay have highlighted specific issues, and led to various insights and improvements in the
organisation o f waiting lists, they cannot be regarded as adequate. Waiting list behaviour
is complex and reliable information on the relative importance o f different factors in
different situations can only be gained through quantitative means.
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In this chapter, an approach is described that enables the quantitative analysis o f the
historical behaviour o f a surgeon’s waiting list. The method is used to provide greater
insight into what factors affected the forecast accuracy o f the different types o f waiting time
statistic previously analysed. From this analysis, suggestions are made concerning the
potential limits to which the waits o f patients can be forecast using these statistics.

11.2 A method of analysing historical waiting list behaviour
The method is based on comparing the performance o f standard waiting time statistics with
the performance o f an “optimal” forecast function. This function defines a bound with
respect to the best theoretical level o f performance. This level o f performance was unlikely
to be attainable in practical circumstances but it provides a reference against which the
overall performance o f the test statistics can be compared. Moreover, in the context of
waiting time information services, it is necessary to explicitly calculate this reference
(lower bound) because the minimum forecast error o f any statistic is unlikely to be zero.
In general, such statistics are used to predict the waiting time for any patient added to the
waiting list during a specified period o f time (e.g. a month). Hence, the forecasts would
generally apply to a group o f patients and so the minimum forecast error could be zero only
if all the new arrivals that were admitted had exactly the same waiting time. This is an
extremely unlikely outcome.
With the use o f the optimal function, the method splits the problem into two
questions, namely:
1.

what factors affect the performance o f the optimal forecast function; and

2.

what factors affect the ability o f the test statistics to approximate the forecasts o f the
theoretical optimal function.

To answer the first question, it is necessary to understand how factors cause the variation
o f waiting times among patients arriving during the period over which a forecast extends.
This variation will be referred to as within period variation. The second question concerns
how changes in behaviour between successive periods affect forecast accuracy. In other
words, the analysis aimed to identify how factors affect the performance o f the test statistics
by influencing how well they track the optimal forecast values.
From the standard analytical framework for a queueing system, the variation of
waiting times among patients joining the waiting list during a particular period can be
regarded as being generated primarily by two factors: how patients are selected from a
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waiting list, and the interaction between the patterns o f addition, and admission (and
removal) o f patients from the list. It is assumed that the organisation o f waiting lists, and
hence the structure o f the queueing system does not change.
In any queueing system, variation due to the selection policy is minimised if
patients are admitted on a first-come, first-served (FCFS) basis, and this provides a means
o f separating the effect o f the two factors. A reference system can be derived in which the
variation due to the pattern o f activity can be estimated by calculating the variation in
waiting times that would have occurred if patients had been admitted in the order they
joined the list. To derive this, each patient’s admission date was uniquely mapped to
another’s actual admission date so that the order in which patients were admitted was that
o f a FCFS queue discipline. Then the optimal forecast function for this arrangement of
admissions (the reference FCFS system) was derived and the errors between the actual
waiting time o f patients and the forecast time calculated. These errors can be regarded as
being due solely to variation in the pattern o f additions and admissions (and removals).
The estimate o f the variation due to the actual selection policies was produced by
considering the relationship between the actual waiting times o f patients and their waiting
times in the reference FCFS system. Thus, regarding the effect o f the actual selection
policies as a shift in the waiting time o f a patient from what it would have been in the FCFS
system, this relationship can be expressed as:
W A(t,i) = W F(t,i) + D(t,i)
where W F(t,i) is the waiting time o f patient i who joins the waiting list in period t under
the FCFS system;
W A(t,i) is the actual waiting time o f patient i who joins the waiting list in period t;
and

D(t,i) is the effect on the waiting time o f patient i who joins the waiting list in
period t by not being admitted in the order they join.

The difference in the values o f the optimal forecast function in the two systems can
likewise be considered as the effect o f patients not being admitted in the order they join the
list and can be expressed as:
OptA(t) = OptF(t) + OptD(t)
where OptA(t) is the value o f the optimal forecast function in month t based on patient
waiting times defined by the actual admission dates;
OptF(t) is the value o f the optimal forecast function in month t based on patient
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waiting times in the reference FCFS system;
and

OptD(t) is the deviation caused by patients who join the waiting list in period t not
being admitted in the order they join.

The mean square error o f the optimal forecast function OptA is represented by the
following formula:

MSE(OptA ) = ' y

y ( WA(i,t) - optA{t))2

n, i

=

n t £,

(( WF(i,t) + D (i,t))- ( optF{t) + D (t))2

where n = total number o f patients.
This formula can be recast in terms o f the MSE for the optional forecast function
OptF and the mean square o f the deviation effect OptD, as follows:

MSE {OptA) = MSE {OptF) + MSq{OptD)
+ 2 .- X

n ,

X (W F (t,i)- O ptF (t))(D (t,i)- OptD(t))
,

A similar approach can be used to describe the relationship between the OptA and
OptF functions with respect to their between period variation. In this case, the relationship
can simply be expressed using the standard formula linking the variance o f a random
variable that is the sum o f two other random variables to the variance o f the other variables:

v ar {OptA) = v ar {OptF) + v a r {OptD) + 2. co\{O ptF, OptD)
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11.3 Evaluation of how factors affect the forecast accuracy of waiting
time statistics
M ethod
The investigation followed the same arrangements that were used in the previous analysis.
The analysis covered the 46 surgeons in 10 specialties who had operated over the complete
three year period, and was limited to testing statistics for non-urgent patients, i.e. those
allocated to the New South W ales urgency category U8. The evaluation mimicked how the
statistics would be used if a service disseminated average waiting time figures derived from
data available at the end o f one period such that they were available to patients who joined
the waiting list in the next period. It was assumed that statistics were disseminated at
intervals o f four weeks and that there would be no administrative delay.
The m ethod was used to investigate how patterns o f activity and adopted selection
policies affected the performance o f the three types o f statistic previously identified as
performing the best o f their class. To recap, the three statistics were:
1.

the average wait o f patients who had been admitted during the last three months
from which at least 1 patient had been admitted (MA3(TH));

2.

the average waiting time o f patients on the waiting list from one census point
(M A l(C S)); and

3.

a clearance time statistic in which the census was divided by the expected rate o f
admission and removal. It also included adjustments for reliability.

The test statistics were all based on the mean. Therefore, the optimal forecast
functions were defined as those which produced the minimum possible mean square error.
This was simply the m ean o f the eventual waiting times o f those patients who joined the
waiting list in the period for which the forecast applied and who were admitted.
Finally, several cross-sectional statistics were calculated to characterise the
behaviour o f the various surgeons. These were each derived for the interval included in the
analysis, and consisted o f the average waiting time o f the patients who joined the waiting
list, the average o f census, the average number o f admissions, and the selection rank. The
average census was derived from census dates spaced one month apart and the average
num ber o f admissions was expressed per month. Selection rank is a measure derived from
the position o f patients on the waiting list when they were admitted, assuming that the
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waiting list was ordered on a FCFS basis. The person with the longest wait on the list had
the lowest rank (=1). The selection rank o f a surgeon thus corresponded to the average
position o f all patients admitted from that surgeon’s waiting list.

Results
The root mean square error (MSE) o f the OptA optimal forecast function, indicating the
best possible performance o f any statistic, is shown in Figure 11.1. In a way similar to the
test statistics, the root MSE values for this function varied widely across the individual
surgeons, ranging in value from 13 to 244 days; the median value was 58 days. Figure 11.1
also shows the root MSE values o f the OptF function, which gives the optimal forecasts for
the reference FCFS system. Its root MSE values range from 6 to 39 days, though only two
exceeded 30 days. The difference between the root MSE values o f the two functions
clearly shows that bulk o f the observed forecast error stems from how the patients were
selected from a surgeon’s waiting list. (The MSE values for the interaction term between
the two factors were o f a similar order o f magnitude to the MSE values o f the activity
component and can be discounted.)
It should not be inferred that surgeons with similar levels o f ‘selection’ variation
have similar selection patterns. The range o f waiting times o f patients on a waiting list will
generally increase with the number o f waiting patients. So, for example, if patients are
selected at random from two lists o f different length, and if all other factors are similar, the
observed level o f selection variation will be larger for the longer list. Here, the Pearson’s
correlation coefficient between the level o f variation and the length o f the waiting list was
0.66. Moreover, the difference in waiting time between two patients on a list is dependent
upon the rate o f admission as well as the number o f patients between them when the list is
ranked by waiting time. Examples o f this can be seen in Table 11.1. For instance, surgeon
S03Dr007 with a high average list has lower than expected variation due to comparatively
high rates o f admission. This is also reflected in the lower average waiting times.
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F ig u re 11.1:

T h e ro o t M S E valu es o f th e o p tim a l forecast functions by surgeon for
th e actu al d a ta an d th e F C F S system

OptA

M OptF

In relation to the observed selection policies, there were fairly large differences
between the surgeons in the ratio of the selection rank to the average census. Of the 31
surgeons whose average census exceeds 10 patients, 19 surgeons had a ratio of between 0.2
and 0.5 indicating a tendency to select patients for admission who have waited longer. Four
surgeons had ratios of less than 0.2, which indicates their selection policy was fairly close
to a FCFS discipline. However, eight surgeons had ratios of over 0.5, although only three
had values that greatly exceeded 0.5. This might suggest that their selection policy created
a pool of patients with exceedingly long waits. This was not necessarily the case. Surgeon
S03Dr013 had the highest ratio (0.9) but, because of a high level of throughput, most
patients did not have an overly long wait (95th percentile =160 days). For the two other
surgeons, both in vascular surgery, it appeared that there were two cohorts of patients; some
of whom are admitted quickly, while others are admitted from the end of the list. Here, a
group of patients did have long waiting times, and this characteristic explained why the root
MSE for these surgeons was high given the average wait of patients who joined the list.
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Table 11.1
G ro u p

Summary waiting list characteristics o f surgeons

S u rg e o n

# O bs.

A v e ra g e

A v e ra g e

A v e ra g e

S e le c tio n

w a itin g tim e

census

a d m is s io n s

ra n k

a

S 01 D r00 1

15

2 3 .3

0 .3

0 .5

1.4

a

S 0 1 D r0 0 2

163

2 2 .6

4 .9

5 .5

4 .3

7 .2

6 .4

a

S 0 3 D r0 0 5

207

2 4 .7

7.6

a

S 0 3 D r0 1 0

134

34.1

5 .3

4 .2

3 .3

a

S 0 4 D r0 2 3

193

3 0 .0

6 .7

6 .6

3.2

1.3

1.4

a

S 0 4 D r0 2 6

38

2 2 .0

1.3

a

S 0 5 D r0 2 7

116

28.1

3 .5

3 .7

2 .0

a

S 0 5 D r0 2 8

122

2 0 .6

3.1

4 .4

1.6

1.1

1.6

1.8

2 3 .2

se l. ra n k
to c e n s u s

p e r m o n th

(d a y s )

R a tio o f

a

S 0 8 D r0 3 8

46

a

S 0 8 D r0 4 0

56

1 5.4

1.1

1.7

1.7

b

S 0 3 D r0 1 1

51

4 6 .5

4 .6

1.7

2 .9

b

S 0 3 D r0 1 2

32

3 6 .4

0 .9

1.1

1.4

b

S 0 4 D r0 1 6

50

7 2 .4

4 .4

1.6

2 .3

b

S 0 9 D r0 4 2

47

6 3 .7

4.1

1.7

1.9

2 .6

2 .4

b

S 0 9 D r0 4 3

77

6 2 .0

7 .4

c

S 0 2 D r0 0 4

2 65

8 5.7

3 1 .5

9.1

9 .6

0.31

c

S 0 3 D r0 0 6

303

131.1

5 8 .0

11.9

8 .2

0 .1 4

8 6 .2

9 6 .0

26.1

29.1

0 .3 0

c

S 0 3 D r0 0 7

598

c

S 0 3 D r0 0 8

733

5 9.3

6 6 .2

28.1

2 9 .8

0 .4 5

c

S 0 3 D r0 0 9

174

6 4 .8

2 4 .5

6 .9

1 3 .3

0 .5 4

c

S 0 3 D r0 1 3

556

2 8 .0

2 7 .6

20.1

2 5 .9

0 .9 4

c

S 0 3 D r0 1 4

4 45

29.1

17.2

16.6

8 .7

0.51

c

S 09D r041

168

9 0 .5

2 4 .5

6 .5

8 .0

0 .3 3

d

S 0 3 D r0 1 5
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122.6

4 1 .4

7.1

7.6

0 .1 8

d

S 0 6 D r0 2 9

100

2 5 7 .9

51.1

4 .0

4 .7

0 .0 9

d

S 0 7 D r0 3 6

68

1 24.5

12.6

2 .9

3 .6

0 .2 9

e

S 0 4 D r0 1 8

51

1 14.4

13.9

2.1

7 .3

0 .5 3

e

S 04 D r02 1

77

103.2

11.6

2 .3

3.1

0 .2 7

e

S 0 4 D r0 2 2

62

116.0

14.6

2 .7

5.2

0 .3 6

e

S 0 4 D r0 2 5

46

135.0

14.8

2.1

6.1

0.41

f

S 0 4 D r0 1 7

138

135.1

3 2 .8

6 .0

11.8

0 .3 6

f

S 0 4 D r0 1 9

125

118.0

2 9 .7

5 .3

11.0

0 .3 7

f

S 0 8 D r0 3 9

137

9 1.2

2 1 .3

5.6

1 1.3

0 .5 3

9

S 0 2 D r0 0 3

183

2 5 0 .5

7 3 .7

7.1

1 8.8

0 .2 6

9

S 0 4 D r0 2 4

85

2 7 0 .3

38.1

2 .4

1 8.0

0 .4 7

g
g
g
g
g
g
g
g

S 0 6 D r0 3 0

77

2 9 3 .2

4 3 .8

3 .7

7 .5

0 .1 7

S 06 D r03 1

62

4 1 1 .9

4 0 .2

3 .8

1 0.8

0 .2 7

S 0 7 D r0 3 2

238

2 3 7 .8

95.1

10.3

3 4 .8

0 .3 7

S 0 7 D r0 3 3

79

3 1 0 .2

7 5 .2

4 .5

2 9 .0

0 .3 9

S 0 7 D r0 3 4

57

2 9 3 .3

3 2 .4

2 .2

1 4.9

0 .4 6

S 0 7 D r0 3 5

178

2 3 6 .3

9 0 .3

7 .2

4 6 .9

0 .5 2

S 0 7 D r0 3 7

33

3 3 1 .2

3 7 .9

2 .3

1 4.0

0 .3 7

S 0 9 D r0 4 4

43

3 7 2 .2

7 9 .7

3 .2

3 7 .2

0 .4 7

h

S 0 4 D r0 2 0

112

1 91 .5

4 4 .2

4 .5

1 6 .5

0 .3 7

h

S 1 0 D r0 4 5

141

2 3 5 .9

5 5 .9

6 .3

3 2 .6

0 .5 8

h

S 1 0 D r0 4 6

110

2 7 3 .7

4 1 .8

4.1

2 8 .4

0 .6 8
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Vascular surgery was one of only two specialties in which there appeared a
particular, characteristic selection pattern. The other specialty was ophthalmology, in
which surgeons tended to have low ratios.
Attention is now focussed on the second aspect of the analysis, namely, what factors
affect the ability of the test statistics to approximate the forecasts of the theoretical optimal
function, OptA. Figure 11.2 shows the root MSE for each test statistic as well as the root
MSE of the OptA forecast function. The three functions clearly differed in their ability to
approximate the optimal forecasts, but it is also clear that the amounts by which the
performance were worse were not uniform across the surgeons.

F igu re 11.2

P erfo rm a n ce o f the test sta tistics in com p arison to the optim al level
p o ssib le

o MA3(TH)
□ MA1(CS)
A Clr Time
- OptA

Table 11.2 shows the variance of the OptA function for each surgeon over the
analysis interval, together with the variance and covariance of the activity and selection
policy components. The graph and table support the notion that these two factors (changes
in activity and selection policy) give rise to differences in the performance of the test
statistics, in addition to the fact that performance is associated with the level of within
period variation. The surgeon labels are arranged in Table 11.2 (and Figure 11.2) according
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to how the test statistics performed across the surgeons in comparison to the optimal level,
and according to the mechanisms that appeared to produce the observed levels o f
performance. Although the ‘variation’ statistics were too crude to indicate specific causes,
there appeared to be a relationship between the patterns o f performance and the patterns in
the values o f variation statistics. Similarities among surgeons in the same group can also
be observed in relation to the other summary statistics in Table 11.1
The key factors that influenced the observed level o f performance were as follows:
•

surgeons in group (a) were characterised by waiting lists containing fewer than 10
patients. There was very little movement in the Opt A forecasts over time, and most
test statistics performed close to optimal. Only the M A l(CS) function performed
poorly in two instances (S03Dr005 and S08Dr038), overestimating waiting times.
This was due to a few patients being left on the waiting list (resulting in a
comparatively high selection policy variance);

•

surgeons in group (b) had similar OptA values to those in group (a) but all test
statistics performed relatively poorly. The surgeons also had short lists, but there
was greater movements in the optimal forecasts due to small fluctuations in
admission rates. This change was not predicted by any test statistic, and although
the lag was small, the speed o f change in the movements led to all statistics
performing poorly;

•

surgeons in group (c) were characterised by high levels o f activity, which caused
waiting times to be low, despite some waiting lists being long.

Although

movements in the optA forecasts were o f similar magnitude to those for surgeons
in group (b), successive changes were smoother (due to the high activity levels) and
could be followed more closely by the test functions. The lag o f the test statistics
was also short due to the low waiting times. Consequently, all functions generally
performed relatively well;
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Table 11.2

Variance values for the Opt A forecast function, and the variance and
covariance for the Opt A and OptD values associated with the ‘changes
in activity’ and ‘selection policy’ components
C o m p o n e n ts o f v a ria tio n fo r

G ro u p

S u rg e o n

O p tA

O p tF

O p tD

a

S 0 1 D r0 0 1

191

277

31

a

S 0 1 D r0 0 2

1 65

132

a

S 0 3 D r0 0 5

312

a

S 0 3 D r0 1 0

a
a

C o rre la tio n b e tw e e n

In te ra c tio n

O p tF a nd O p tD

-5 8

-0 .6 3

74

-21

-0.21

272

295

-1 2 8

-0 .4 5

1 22

121

67

-3 3

-0 .3 7

S 0 4 D r0 2 3

147

125

59

-1 8

-0.21

S 0 4 D r0 2 6

1 49

69

75

2

0 .0 3

a

S 0 5 D r0 2 7

242

222

58

-1 9

-0 .1 7

a

S 0 5 D r0 2 8

67

79

17

-1 4

-0 .3 9

a

S 0 8 D r0 3 8

561

225

342

-3

-0.01
-0 .0 9

a

S 0 8 D r0 4 0

182

116

85

-9

b

S 0 3 D r0 1 1

1642

1444

416

-1 0 9

-0 .1 4

b

S 0 3 D r0 1 2

1911

1734

476

-1 5 0

-0 .1 6

b
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•

surgeons in group (d) were characterised by stable levels o f activity, but increases
in the census. The rising census represents an increasing backlog o f cases and
caused the waiting times and OptA optimal forecasts to rise over time.

The

clearance time function could track these changes best. Both the MA3(TH) and
M A l(C S) statistics lagged behind these changes, but accuracy was worse for the
M A l(C S) statistic because its forecasts were also too low (being based on
incomplete waits);
•

surgeons in group (e) and (f) had similar characteristics, and similar levels o f
variation due to activity and selection policy factors. However, the test statistics
performed differently due to the effect o f the selection policies. For group (e)
surgeons, the selection policies accentuated the movement caused by changes in
activity, making the movements harder to track and produced poorer performance.
For group (f), the selection policies caused the movements in OptA forecasts to be
less than those o f the OptF function. These differences between the groups are
reflected in the values o f the covariance for the surgeons;

•

surgeons in group (g) and (h) were both characterised by long waiting times, with
large movements in the forecasts o f the OptA function. For group (g), the lag of
functions MA3(TH) and M A l(C S) was large, due to the long waiting times. The
clearance time performed better as the changes in waits were primarily due to the
increased backlog o f cases (increased waiting list) rather than changes in the rate
o f admission. Selection policies also caused the MA3(TH) function to vary more
than the M AI (CS) function and occasionally to substantially underestimate waiting
times. However, the selection policies often resulted in the OptA forecasts varying
less than those o f the OptF function. For the surgeons in group (h), all functions
performed poorly due to the combination o f factors, including: a long lag, and the
selection policies accentuating movements in the OptA forecast function.

The above description highlights the important effect that the adopted selection
policy had on the movement o f the OptA forecast function. It also highlights that this effect
was not simply to increase overall variation by accentuating the movements o f the OptF
function. There was also an interaction with the OptF function which could m ake the
changes in the OptA forecasts less than those in the OptF forecasts due to changes in
activity alone. As shown in Table 11.2, the degree o f interaction between the two sets of
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forecasts varied, though the correlation coefficients, r, for each surgeon were generally
negative. It should be clear from the table, however, that a strong negative correlation
between the OptD and OptF components is not sufficient for the variance o f OptA to be
less than the variance o f OptF. W hether this eventuates depends upon the ratio o f the
standard deviations o f OptA and OptF, and arise only if:

correlation(OptD, OptF),

1 SD(OptD)

2 SD(OptF)

11.4 Discussion
The focus o f this chapter has been on quantifying how well the test statistics performed at
predicting patient waiting times as well as the degree to which specific factors influenced
their performance. Tackling this issue was regarded as important because the performance
o f all statistics could be poor and it was not clear why this was the case, or by how much
performance m ight be improved. Another reason for tackling this issue was the lack o f a
quantitative m ethod with which to determine how factors had produced the observed
waiting list behaviour.
The developed m ethod enabled the effects o f two factors to be measured, namely,
changes in patterns o f activity and the way in which patients were selected for admission
from the waiting lists. Both factors were expected to be influential as they relate to
fundamental characteristics o f any queueing system (see section 2.4). This proved to be the
case. The analysis confirmed that it was the selection policy (queue discipline) which
resulted in the level o f variation in waiting times in an addition cohort being positively
correlated with the average waiting time o f the cohort. Waiting times often rose as the
waiting list became longer, but the actual level o f variation depended upon by how much
the selection policy deviated from a FCFS discipline.
This finding highlighted how much the performance o f the test statistics were
affected by deviations from a first-come, first-served selection policy. It is a primary factor
in determining the optimal level o f performance that any function can hope to achieve.
M oreover, if patients were admitted on a FCFS basis, the level o f forecast error would be
expected to be minimal. In this study, the root MSE was typically less than 30 days. The
potential gain in performance can be further clarified by considering what this means in
terms o f the proportion o f patients who wait in excess o f the time forecast by 30 and 90
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days. For the OptA function, the number o f patients waiting in excess o f their forecast
waiting time by 30 and 90 days was 1409 (20%) and 653 (9%) respectively. Against the
OptF function, the number o f patients waiting in excess o f these thresholds was 182 (2.6%)
and 24 (0.3%) respectively.
Reformulating the movements o f the OptA forecasts as the sum o f the movements
in the average waiting times o f patients admitted on a FCFS basis, and a shift due to how
patients were selected, provided further insight into how changes in activity and selection
policies affect waiting times. Large changes in waiting times due to changes in activity
were perhaps to be expected, but similarly large changes due to selection policies was more
surprising. The effect o f the selection policies was also variable, either accentuating or
reducing the degree o f movement o f the OptF forecasts. Thus, the analysis confirmed that
both factors were often non-stationary and interdependent.
The negative correlation between the factors might have been expected in situations
where waiting times were increasing to such levels that selection policies were consciously
being altered. This may have been the case for some surgeons in groups (g) and (h). Such
behaviour would explain why some people may start becoming overlooked for admission
as Frankel has noted seems to occur [Frankel, 1989; 1993]. Nonetheless, the correlation
between these two factors could be strongly negative for surgeons with seemingly no
waiting list problem. Consequently, in other situations, the statistical interaction between
the two factors may be a product o f many other actions and decisions, such as a change in
the casemix o f patients listed, or the unconscious changing o f admission criteria. The
practical significance o f such actions and decisions appear to be minimal.
As well as providing insight into the complexity o f waiting list behaviour, the
analysis o f movement over time showed how the degree to which a statistic approximates
the optimal level o f performance depends upon changes in the pattern o f activity, the
selection policies, and their interaction. The level o f variation produced by changes in
activity clearly influenced each statistic, though there appears to be two distinct types of
effect. One is associated with changes in admission rates, which all test statistics appear
to be poor at tracking. The other is associated with an increase in the census, in the backlog
o f waiting cases. Here, the clearance time statistic was clearly better at tracking the
changes this caused in the OptA function.
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The effect o f the selection policy was also important.

It produced worse

perform ance for all statistics if it accentuated the degree o f movement between months in
the OptF forecasts. If the movements were reduced, its effect was less clear cut, but the
clearance tim e statistic seems to perform best under these conditions.
The ability to smooth the variation due to changes in activity with an appropriate
selection policy m ight appear to be a reason to advocate deliberate manipulation. However,
this view would be mistaken. The smoothing effect is not obtained for free; it is paid for
by an increase in within period variation, and thereby an increase in the bound that defines
the greatest possible level o f accuracy.
The above observations about the negative effects o f non-FCFS selection policies
seem to imply that the performance o f statistics could be improved immensely if patients
were admitted in the order in which they joined the list. Indeed, this might be the case in
the absence o f changes in activity, but because the effect o f the selection policy was
sometimes to reduce the impact o f changes in activity on OptA variation, it is not
reasonable to assume that adopting a FCFS policy would improve performance generally.
To gauge the potential gains in accuracy that might arise, the clearance time function was
applied to the patient data with admission dates arranged into FCFS order, and its
performance evaluated.
Figure 11.3 shows the root MSE for the clearance time function applied to both the
actual arrangement o f admission dates and the FCFS system.

There is clearly an

improvement for most surgeons, but, as expected, the clearance time statistic does not reach
the performance levels o f the OptF function (less than 30 days). The greatest change was
for surgeons in groups (g) and (h) with the root MSE being between 70 and 135 for all but
two surgeons. For surgeons in groups (c)-(f), the average reduction was 34 days, which
brought all root MSE values below 90 days, and for surgeons in group (c), values mostly
below 50 days. Only in groups (a) and (b) was the effect minimal.
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Figure 11.3:

T he ro o t M SE, and the p ro p o rtio n of p atients w ho w ait in excess of the
tim e forecast by 90 days, fo r the clearance tim e function applied to both
the actual d a ta and the FC FS d a ta

♦ CT_fcfs
□ CT_norm

♦ CTJcfs
e CTnorm

Surgeon
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In terms o f the proportion o f patients whose wait exceeds that forecast by 90 days,
the admission o f patients on a FCFS policy produces a similar effect, though in five cases
the proportions are higher than those produced by the clearance time function under normal
conditions (see Figure 11.3). Moreover, the proportions are still sufficiently high for some
surgeons with an average addition cohort waiting time above three months to suggest that
the level o f accuracy achieved is still insufficient for the estimated average to be used as
a measure o f how long all patients m ight expect to wait (interpretation E).
The improvement is m ore positive in terms o f using the statistics to indicate
appropriate levels o f waiting (interpretation A). The reduced mean square error implies that
if the average was used in this way, there would be greater confidence that a patient’s
waiting time would be below the threshold value for an acceptable wait given that the
estimate is a specified distance from the threshold.
The reduced level o f bias would also be beneficial when comparing the estimated
average waits at two surgical units (interpretation R). It would not effect the proposed
guideline since the clearance time estimates are not changed, but it would reduce the risk
o f the guideline proving to be wrong as the estimate would generally track the actual
average wait more closely.
O f course, whether these benefits can be realised is unclear. Adopting a selection
policy that more closely approximates a first-come, first-served discipline may not be
possible due to clinical factors, and these must override any o f the statistical issues raised
here.
There are various limitations to this study that might have influenced the specific
levels o f reported accuracy. As with the previous analyses, the results may have been
influenced by the NSW waiting list reduction program. In particular, it is likely that some
o f the observed changes in waiting times were due to the end o f this program, and
consequently, the amount o f variation observed in this study might have been more than
would be expected under normal conditions. In addition, the time periods analysed for
some o f the surgeons were comparatively short. These surgeons typically had the longest
waiting times, and so the forecast accuracy statistics might be less reliable for these
surgeons than for others. Nonetheless, the periods were considered to be sufficiently long
for the statistics to be useable.

Finally, the period o f analysis was before the

implementation o f the NSW Health web-based waiting time information service.
Therefore, there was likely to have been little active adjustment to referral patterns in
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response to reported waiting times.

As active adjustment to referral patterns would

introduce greater variation in the movement o f waiting times, the reported performance o f
the functions may be slightly better than they would be in reality.
The method o f analysis also suffers from some limitations. Foremost among these
is the lack o f a model that directly links the main characteristics o f a queueing system to
particular levels o f performance o f the test functions. The current method still only
provides a means to link performance to broad characteristics. However, it is not clear how
such variables might be defined, nor whether an explanatory model o f sufficient power
could be developed.
Another problem concerns the inclusion o f patients who were not admitted and who
were given a notional admission date o f 1/7/98. This underestimated the waiting time of
these patients and could have led to reordered patients being given very low waiting times.
However, this did not occur because the time interval included in the analysis typically
ended after two years for these surgeons. Consequently, the waiting times o f patients added
to the list in these last periods were still o f the same order o f magnitude as the waiting times
o f patients allocated actual admission dates.
Finally, the allocation o f the notional admission dates (1/7/98) to patients could
have increased the mean square error values reported for the OptF function (i.e. the within
period variation o f waiting times in the FCFS reference system). However, on analysis, it
was found that only 5 o f the 42 periods with a sum o f squares in excess o f 1000 contained
any o f patients allocated a notional admission date. Excluding these patients only made a
substantial difference to the sum o f squares in one o f the 42 periods, its value falling by
60% to 4472.
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12.

Estimates of the extremes of waiting time distributions

12.1. Introduction
Earlier analyses o f how long patients wait to be admitted for elective surgery have
highlighted the large differences that can arise among the waiting times o f patients who
join a waiting list in the same month. In particular, it was shown that these differences
increase as the average waiting times o f these patients rise. This has several practical
implications for waiting time information services which aim to assist decisions about
where a patient might be referred. First, if an aim o f the service is to indicate how long a
patient m ight wait, it implies that presenting only an estimate o f the average waiting time
will not be sufficient because the difference between the average and the longest waiting
times among patients who join in the same period can be many months. Second, presenting
only the average waiting time is also insufficient if an aim o f a service is to indicate
whether or not a patient might wait excessively. This is because a patient might wait
excessively even if the average wait was predicted to be several months below the threshold
used to define an ‘acceptable’ waiting time.
Perhaps in recognition o f these facts, several waiting information services have
presented statistics about the times o f those patients who wait longest (see chapter 7). A
service run by NSW Health contained the 90th percentile o f the waiting times o f patients
admitted over the past 12 months [NSW Health, 2000]. In contrast, a service run by the
Queensland Health Department presented information on the number o f patients who were
currently on the waiting list and who had waited beyond specific times [Queensland Health,
2000]. For non-urgent patients, the limit corresponded to one year, a threshold consistent
with the time used in Australia to define an ‘extended w ait’ [National Health Data
Committee, 2002].
There appear to be no published evaluations o f how accurately such statistics
correspond to the eventual waiting times o f patients who might use the services.
Consequently, it was decided to investigate (1) whether estimates o f a Tong wait’ (like the
90th percentile) can be used as a practical upper limit for patient waiting times, and (2) what
patients joining a waiting list m ight be able to infer about the appropriateness o f their own
waiting time from statistics giving number or proportion o f patients with extended waits.
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12.2 Estimating an upper limit to the range of potential waiting times

12.2.1 M ethod
The analysis used the waiting list data collected from the Sydney hospital (covering 46
surgeons in 10 specialties) that had been used in the analysis o f average waiting time
statistics. The data was used to examine the performance o f seven statistics that can be
used to derive an upper limit to how long a patient might wait. Four statistics were derived
using the data o f admitted patients (throughput data), while three were based on the
clearance time statistic. Upper limit estimates were produced on a monthly basis, and were
based only on data from patients who had not changed urgency category.
The functions based on throughput data were derived using data aggregated from
the last three months in which patients had been admitted. The first function (labelled
THP90) was defined as the 90th percentile o f the waiting times in the 3-month sample,
following the example o f the NSW waiting time information service. The second (THout)
was based on a common definition o f an outlier threshold [Siegel, 1988], namely, adding
1.5 times the interquartile range to the 75th percentile. The limit produced by this basic
formula was found to be roughly 60% higher than the mean, on average. W hen the average
wait was large, the lim it could reach values that appeared unrealistically high. At low
levels, the values could also be close to the sample average. Consequently, the minimum
and maximum values o f the THout function were defined to be 30 and 140 days above the
mean waiting time respectively.

A maximum o f 140 days was chosen because this

appeared to the distance around which the THP90 function settled as the m ean wait
increased.
Due to the potential unreliability o f directly estimating the extreme waiting time
values, the two other throughput data functions used the sample m ean as their only
parameter. The first (TH+90) was simply the mean plus 90 days. The second (THeqn) was
defined to produce appropriate behaviour if it was assumed that waiting times varied
between a fixed range o f values, in this case 0 and 365 days (approximately). Thus, the
distance between the upper limit and the average wait was smallest when the average was
close to the ends o f the range, and largest when toward the middle. Its form ula was:

THeqn - m a x (2 0 * ^Javg - 10, avg + 3 0 )
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where avg is the sample mean

The sample mean used by the two functions is the same as the MA3(TH) statistic tested in
chapters 9 and 10, and will be referred to using this label
Two of the three clearance time functions were equivalent to the TH+90 and THeqn
functions, except that the sample mean was replaced with the clearance time estimate. The
other function was based on an equation that mimicked the behaviour of the THout
function. Specifically, the distance between the limit and the clearance time estimate
increased from 30 to 120 days as the clearance time rose from 0 to 120 days, and peaked
at 138 days when the clearance time was roughly 300 days. The formula was:

C T o e - m ax(10 * lja vg 2 - 10 ,avg + 3 0 )

where avg is the clearance time estimate

Figure 12.1 shows how the CToe function compares to the average THout values
as the average waiting time changes, in relation to the distance between the limit and the
average. The figure also includes the THeqn and CTeqn equations.

F igu re 12.1:

D ista n ce o f u p p er lim it estim ates and the m ean for the outlier functions
b a sed on d ata (T H out) and an eq u a tio n (C T oe), and T H eq n /C T eq n
fu n ction s

—♦— THeqn/CTeqn

Outlier eqn
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—a —Outlier data

The clearance time statistics were produced at 4-week intervals, instead o f monthly,
to minimise the variation in the observed number o f admissions per period. Its formula was
the one that the analysis in chapter 10 had found to give the best estimate o f the average
waiting time. In brief:
1.

an exponentially weighted moving average (EWMA) was used to estimate the
expected number o f admissions. The smoothing constant, X, used in the EWMA
formula (Ft= L Y t+ (1-^).FM) was 0.3. The first value, F lf was the average number
o f admissions in the previous three periods;

2.

the expected number o f removals was calculated from 3 point moving averages o f
the number o f additions and the census using the equation below:
ExpectedRemovals = 0.043 * Additions + 0.023 * Census

3.

a crude clearance time, CT, was derived by dividing a 3 point moving average of
the census by the sum o f the admission and removal rate estimates, unless this rate
was less than two. In this case, the combined rate was set at two patients / period;

4.

the crude clearance time was compressed if its value was above 300 days, as
follows:
CT = CT * EXP ((300 - minimum(CT, 1400)/1500)

The investigation followed the approach that had been used earlier to assess the
performance o f standard waiting time statistics (chapters 9 and 10). The analysis was
limited to testing statistics for non-urgent patients, i.e. those allocated to the New South
Wales urgency category U8. The evaluation mimicked how the statistics would be used
by a patient visiting a waiting time information service that disseminated statistics derived
from data available at the end o f one period such that they were available to patients who
joined the waiting list in the next period. It was assumed that throughput data statistics
were disseminated on a monthly basis, while the clearance time statistics were updated each
four weeks and that there would be no administrative delay.
For comparability, the analysis used the same dates as previous analyses that
defined the beginning and end points o f the comparison time series (see Table 9.1). Also,
the evaluation was limited to examining how well the statistics forecast the upper limit in
relation to those patients that had not changed urgency category. Thus, waiting time was
simply the interval between the day o f listing and the day o f admission, and was calculated
in days.
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P erformance was primarily measured against the number o f patients in the addition
cohorts whose wait exceeded any o f the forecast upper limits. A benchmark value for the
proportion o f patients who waited beyond the limit was set at 10%.

But, as good

performance against this criterion could be produced by using high, impractical estimates,
the m ean absolute difference (MAD) between the upper limit and the expected waiting time
was also derived. The expected wait was defined using either the MA3(TH) sample mean
or clearance time statistic as appropriate.

12.2.2 Results
Given its use in the NSW Health information service, it is worth starting by examining the
performance o f the THP90 function. The proportion o f patients who wait beyond its limit,
as well as its MAD from the MA3(TH) average is shown in Figure 12.2. This figure also
shows the summary statistics for the other throughput functions.

The surgeons are

organised into the group identified in chapter 11 as differentiating between surgeon
characteristics and types o f waiting list behaviour that influence predictive accuracy (see
Table 11.1 and 11.2).
Regardless o f waiting list behaviour, for those surgeons in which the average
addition cohort waiting time remained below six months, the percentage o f patients waiting
longer than the THP90 limits was consistently greater than the proportions for the other
throughput functions. Perhaps not surprisingly, its associated MAD values were generally
the lowest amongst the throughput data functions in these circumstances. Nonetheless, the
proportion was only rarely close to 10% suggesting the limits are too narrow even when
waiting times are relatively stable.
W hen the average addition cohort waiting time exceeded six months, the proportion
o f patients above the THP90 limits was least for several surgeons, but this is o f little
consequence. All statistics performed poorly, with at least 33% o f patients waiting longer
than the specified limit. In terms o f its relative performance, the MAD o f the THP90
function for some surgeons in this group became amongst the largest, but individual values
differed significantly among the surgeons. Moreover, the time series o f THP90 limits was
erratic for several surgeons suggesting that reliability can also be an issue.
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Figure 12.2:

Proportion of patients that waited in excess of the upper limit estimates
as derived from functions using throughput data

Percentage of patients over limit

Performance of throughput-data functions, updated monthly

Surgeon
♦ THP90

Mean absolute difference between mean and the upper limit

—*—THP90

THout
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THeqn —x—TH+90
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THout

D THeqn

x TH+90

The other throughput data functions performed little better. As noted already, they
perform ed poorly for surgeons with an average addition cohort waiting time o f more than
six months. For an average waiting time betw een 3 and 6 months, the proportion o f
patients whose wait exceeded the limits was greater than 20% in almost all cases. That the
functions often had similar proportions was not surprising as their MAD were all roughly
90 days. The different types o f behaviour among these surgeons only seemed to affect the
THout function.
Only when the average was less than three months did the proportions approach the
benchmark 10%. For those surgeons with an average o f less than 1 month, the proportions
were less than 10% for almost all surgeons. Two o f the exceptions were surgeons with high
levels o f activity, while the other had a wider spread o f waiting times because the selection
o f patients from the waiting list selection did not approximate a first-come, first-served
policy. There were substantial differences in the MAD values o f these three functions, the
THout function being the statistic with the smallest MAD values and can perhaps be
regarded as performing best.
Differences in longitudinal behaviour influenced performance for those surgeons
with average addition cohort waiting times between 1 and 3 months. The surgeons for
whom the rate o f admission dropped unexpectedly all had proportions greater than 10%.
The TH+90 function was consistently closest to the benchmark value, while the proportions
for the THout function exceeded 20% for half o f the 12 surgeons. The MAD values o f the
THout and THeqn functions were often similar, but the THeqn function consistently had
a lower percentage. A similar order o f performance was seen among the surgeons with
high rates o f activity, and for all but one surgeon, the percentages were below 20%.
The clearance time functions were expected to perform better than the equivalent
throughput data functions when a surgeon had a sizeable change in the backlog o f cases
waiting because they have proved to be more accurate in these circumstances (see chapter
10). The effect o f the different estimates is most clearly seen in relation to the equivalent
TH+90 and CT+90 functions (Figure 12.3). For the 23 surgeons with an average addition
cohort waiting time o f less than three months, the change was typically less than 5%, and
there was no difference in nine cases. For the other 23 surgeons, the effect was to reduce
the percentage in 21 cases by an average 12%. For four surgeons with average waiting
times greater than six months, the reduction was between 21% and 31%.
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In the case of the THeqn and CTeqn functions, the different mean estimates affected
the distance between the limit and the average as well, though the effect this had on
performance did not show until the average waiting time exceeded six months. The
changes in the proportions across surgeons were similar to those produced by the CT+90
function, with no systematic differences in the size of the effect for those surgeons with
average waiting times of less than six months. However, as expected, the size of the
reduction was less for surgeons with an average wait above six months, because the higher
forecast of the expected waiting time produced MAD values that were noticeably smaller
than those of the TH+90 function.

Figure 12.3

Percentages of patients whose w ait exceeded the u p p e r lim it as
estim ated by the TH+90 and CT+90 functions
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The relative performance o f the three clearance time functions, and their MAD
values, is shown in Figure 12.4. For those surgeons with an average waiting time o f less
than three months, the proportions were often close to the benchmark 10% for at least one
function. For those surgeons with average waiting times under 1 month, the proportions
were 10% or less for all surgeons except SOlDrOOl. As before, there were substantial
differences in the MAD values o f these three functions, with the TFlout function being the
least.
Differences in longitudinal behaviour influenced performance for those surgeons
with average addition cohort waiting times between 1 and 3 months. The surgeons for
whom the rate o f admission dropped unexpectedly all had proportions greater than 10%.
The CT+90 function was consistently the least, but its MAD value was also the highest.
The MAD values o f the CToe and CTeqn functions were often similar, and there was little
to choose between them with respect to performance. All functions performed well for
those surgeons with high rates o f activity, despite quite large differences in their MAD
values.
For those surgeons with average waiting times above three months, the MAD values
o f each function were consistently ordered, with the CToe function having the largest
distances and the CTeqn having the least. This seemed to have little effect on performance
when the average waiting time was between 3 and 6 months, regardless o f behaviour, with
the proportions being generally between 10 and 30%. For some surgeons with an average
waiting tim e above six months, the proportions were also below 30% for the CToe
function. The proportions were all above 38% for those surgeons with an average wait
above nine months. The other functions performed less well, as might be expected from
their lower limits.
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Figure 12.4:

Proportion of patients that waited in excess of the upper limit estimates
as derived using the clearance time functions

Percentage of patients over limit

Clearance time functions, updated at 4-week intervals

MAD (days)

Mean absolute difference between the mean and the upper limit

CToe

—£r—CTeqn
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12.2.4 Discussion
This analysis was conducted to examine whether a practical upper limit for patient waiting
times could be derived using different estimation methods. W hile the analysis does not rule
out the possibility o f there being a statistic which m ight be sufficiently accurate to be
practical, it does suggest that finding one may be difficult. More specifically, it suggests
that m ethods which derive a limit using information about the spread o f waiting times in
a sample o f throughput data should not be used. This is o f concern since at least one
information service presents the 90th percentile o f waiting times o f admitted patients. In
this analysis, the proportion o f patients who waited above the limits derived for a surgeon
was rarely close to 10%, and was often over 30% even when the average waiting time o f
patients admitted by a surgeon was low.
The results suggest that those functions based on the clearance time performed
better overall than those derived from throughput data. The differences were slight when
waiting times were low, and both could perform poorly if neither could predict changes in
behaviour (i.e. admission rates). But their performance was substantially better when
waiting times were long, primarily because o f their ability to adapt more quickly to some
types o f changes in w aiting list behaviour, in particular, an increase in the backlog o f
patients waiting. O f the three clearance time functions, the CT+90 function might be
preferred when waits are low, while the CToe function might be preferred once the average
wait is above 6 months. This recommended function can be easily produced by changing
the value 30 in the second term o f the MAX function to 90. Nonetheless, the function is
not based on a theoretical probability model. Its performance would need to be assessed
further therefore.
In addition, it is not possible to make exact statements about what proportion o f
patients m ight wait longer than this limit. Information services wishing to provide an
estimate o f a “maximum wait” will need to give some general rules about its interpretation.
Based on the results o f this analysis, an example statement might be:
“fewer than 10% o f patients are expected to wait beyond this limit while the
average waiting time is less than 3 months. The percentage is likely to be less than
20% for average waiting times between 3 and 9 months. Above this average, the
percentage cannot be known with accuracy.”
Even this statement may be optimistic, and misleading. The analysis used the average
waiting time o f patients who joined the waiting list over the evaluation period as a crude
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indicator o f waiting list behaviour, and this would be unknown in reality. The user would
only know an estimate o f this future average, which may itself be inaccurate. A further
qualifying statement may therefore be required.
As noted above, further studies are needed to test these functions on a broader range
o f behaviours. While the collected data are not believed to be unrepresentative o f waiting
list behaviour, the evaluation interval included two singular events: a waiting list reduction
program ran in 1995 between May and December, and the introduction o f a new urgency
category in July 1997 that affected how many patients were assigned to urgency category
U8. Because it introduced greater changes over time, the observed levels o f accuracy may
be worse than they might otherwise have been. Nonetheless, the study was primarily
concerned with comparative performance and so this was not expected to affect the
conclusions.
O f more concern was the inclusion o f patients who were still on the waiting list.
Although their waiting times were long in comparison with other patients, their eventual
waiting times were underestimated. Checks were made to determine how many o f these
patients fell below the upper limits o f the CT+90 and CToe functions for various surgeons.
Those surgeons with the largest proportions were S02Dr003, S04Dr024, S07Dr032,
S07Dr034, S07Dr035 and S10Dr046; all surgeons with an average waiting time o f more
than six months. If all those ‘on list’ patients who fell under the limit had actual waits
above the limit, the proportions increased by between 5 and 23% for the CToe function, and
by between 3% and 12% for the CT+90 function. This would result in only two surgeons
whose average wait was above six months having proportions for either function below
30%. This would suggest that the accuracy o f the upper limit becomes unreliable when
average waiting times are as low as six months instead o f the nine months stated above.
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12.3 The extended wait statistic
In chapter 6, a distinction has been made between three different aims that a waiting time
information service m ight adopt. From a viewpoint o f overall referral patterns, it can be
argued that a service should only indicate whether the surgical unit preferred for clinical
reasons has acceptable waiting times (interpretation A), and it has been noted this could be
achieved by presenting the number (or proportion) o f patients who wait beyond some
defined maximum. In this way, it is not possible to differentiate between units where noone waits longer than this maximum wait. For non-urgent patients (those in the lowest
urgency category), the maximum limit may be interpreted as 12 months. In Australia, this
conforms to the definition o f a person having an extended wait [National Health Data
Committee, 2002] but it also coincides with the common-sense view that no-one should
wait more than a year [Frankel, 1989].
As with other statistics, designers o f information services face various decisions
about how to derive an extended wait statistic. And, like before, how it is derived can
affect how such statistics should be interpreted. Moreover, the statistic provides very
limited information about the distribution o f waiting times, and it is not clear what someone
can infer about patient waiting times overall either at units where no patients have extended
waits or where units have a few or many such patients. These issues are examined in this
section.

12.3.1 Differences between types of extended wait statistic
The focus o f this section is to describe the differences between extended wait statistics
based on census and throughput data, and when expressed in terms o f numbers o f patients
or as a percentage. It will not cover issues linked to aggregation, and inclusion rules, and
it is assumed that data are aggregated at an appropriate level, and exclude any patients who
are likely to bias the statistics.
The type o f data from which extended wait statistics are derived will influence their
interpretation. Throughput data are an example o f a dynamic population, and capture the
complete waiting time o f admitted patients. If the behaviour o f a waiting list is stable, the
percentage o f extended wait patients can be interpreted as a measure of risk since the cohort
o f all admissions can be interpreted as the reference population. If derived from throughput
data, the number o f extended wait patients is less informative, being difficult to interpret
it in ways other than as a crude indicator o f some problem with access.
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The number o f extended wait patients, calculated from census data, is more easily
linked to an aspect o f waiting list behaviour. It indicates the potential size o f a backlog o f
waiting patients, and consequently, it can be regarded as a crude indicator o f workload. Its
value can be improved if expressed as a ratio o f throughput, as it is thereby expressed in
terms o f a unit’s ability to clear the backlog. The percentage o f extended wait patients
gives less information; it is not a reliable measure o f the risk o f an extended wait. It can
also be misleading as a short waiting list with a couple o f extended wait patients (produced
because o f patients not being selected for admission in a first come, first served manner)
can be equal in value to a long waiting list with a sizeable backlog.
Practical issues sharpen the difference between extended wait statistics based on
census and throughput data.

First, census-data statistics appear to measure system

behaviour in ways that reflect common-sense better than statistics based on throughput
data. The fundamental reason for this is that throughput statistics are more sensitive to how
patients are selected for admission. Thus, if the patients who have waited longest are
overlooked for admission, throughput-data statistics can give an optimistic view o f
performance. Conversely, when a surgeon tackles a backlog o f cases, throughput statistics
will give an overly pessimistic impression, having a relatively high value although the
actual proportion o f overdue patients on the waiting list is falling. Both types o f behaviour
are illustrated in Figure 12.5. The census data statistics were based on data collected on
dates spaced one month apart, while the throughput data statistics were derived from three
consecutive months o f admissions. Both types o f statistics were derived from surgeon level
data, and based only on those patients who had not changed urgency category. This
behaviour also suggests that throughput data may not be a reliable estimate o f risk.
Second, differences arise from sample size considerations. Both types o f extended
wait statistic will be more reliable if based on a larger samples. Serious backlogs are
typically reflected in long waiting lists, and this implies census-data statistics are at their
most reliable when such information is most important. This is not the case for throughput
statistics, as backlogs typically arise when (or because) levels o f activity are low or fall.
Consequently, figures from consecutive months might vary considerably. Indeed, if no-one
was admitted, no information would become available.
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F ig u re 12.5:

C om parison of m ovem ents in overdue patients over tim e as m easured
by statistics based on census an d th ro u g h p u t d a ta for two surgeons

P e r c e n ta g e o v e r d u e
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MA3(TH)

These practical considerations suggest that if extended wait statistics are to be
presented, it is preferable to base them on census data, and give the number o f extended
wait patients rather than the percentage. It is worth noting that Australian Government
web-sites that provided this statistic (Queensland, Victoria and Western Australia) did base
it on census data, although none discussed this matter. They also presented them as
numbers not proportions, although it would have been better still if they could have been
interpreted in terms o f the surgical units’ rate o f throughput.

12.3.2 Brief analysis of some properties of extended wait statistic
A key reason for a waiting time information service to use the extended wait statistic is its
affinity with the interpretation o f user information needs as “an indication o f which surgical
units have unacceptably long waiting times”. Its use in this context is simply to flag those
units which should be avoided if waiting time is an important issue. It does not need to
predict the probability o f a patient (just joining the waiting list) having an extended wait.
Indeed, such an interpretation is not warranted - the census-data statistic indicates the size
o f a backlog o f cases - even though there might be a tendency for such an inference to be
drawn. Consequently, an analysis o f its performance can simply focus on the distribution
o f waiting times o f patients when the statistic indicates that there is or is not a backlog.
Unfortunately, in this particular data set, there is limited opportunity to examine the
differences in waiting times for non-zero values o f the extended wait (EW) statistic. Table
12.1 shows the number o f months during which the EW statistic had particular values over
the months available for the analysis (see Table 9.1). Only half the o f surgeons have
months in which the EW statistic was non-zero, and for most o f these its value was low.
Only those surgeons allocated to groups (g) and (h) have values for the EW statistic o f more
than five, and these only occur in a few months.
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Table 12.1

S u rg e o n

Distribution of values for the extended wait statistic in each ‘in scope’
month, by surgeon

S u rg e o n

D is trib u tio n o f m o n th s ; b y th e v a lu e o f th e E W s ta tis tic

g ro u p

T o ta l
M o n th s

0

1 -5

6 -1 0

1 1 -1 5

1 6 -2 0

2 1 -2 5

2 5 -3 0

S 0 1 D r0 0 1

a

33

S 01 D r0 0 2

a

32

32

S 0 3 D r0 0 5

a

29

29

S 0 3 D r0 1 0

a

33

33

S 0 4 D r0 2 3

a

30

30

S 0 4 D r0 2 6

a

29

29

S 0 5 D r0 2 7

a

33

33

S 0 5 D r0 2 8

a

28

28

S 0 8 D r0 3 8

a

33

33

S 0 8 D r0 4 0

a

33

S 0 3 D r0 1 1

b

27

S 0 3 D r0 1 2

b

26

26

S 0 4 D r0 1 6

b

31

31

S 0 9 D r0 4 2

b

33

33

S 0 9 D r0 4 3

b

32

32

S 0 2 D r0 0 4

c

29

S 0 3 D r0 0 6

c

25

S 0 3 D r0 0 7

c

21

S 0 3 D r0 0 8

c

26

2

28

S 0 3 D r0 0 9

c

17

8

25

S 0 3 D r0 1 3

c

19

10

29

S 0 3 D r0 1 4

c

26

26

S 0 9 D r0 4 1

c

28

28

33

33
2

29

29
1

26
21

S 0 3 D r0 1 5

d

25

25

S 0 6 D r0 2 9

d

21

21

S 0 7 D r0 3 6

d

21

S 0 4 D r0 1 8

e

24

1

25

S 0 4 D r0 2 1

e

28

2

30

S 0 4 D r0 2 2

e

17

8

25

S 0 4 D r0 2 5

e

23

2

25

21

21

S 0 4 D r0 1 7

f

21

S 0 4 D r0 1 9

f

17

4

21

S 0 8 D r0 3 9

f

19

7

26

S 0 2 D r0 0 3

g

15

6

21

g

11

10

21

g

18

g

13

S 0 4 D r0 2 4
S 0 6 D r0 3 0
S 0 6 D r0 3 1
S 0 7 D r0 3 2
S 0 7 D r0 3 3
S 0 7 D r0 3 4
S 0 7 D r0 3 5

18
2

15
21

g

15

6

g

0

8

7

15
21

g

13

7

1

g

4

13

3

21

1

16

S 0 7 D r0 3 7

g

3

13

S 0 9 D r0 4 4

g

0

2

S 0 4 D r0 2 0

h

17

1

S 1 0 D r0 4 5

h

10

5

2

S 1 0 D r0 4 6

h

2

11

4

6
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2

2

4

2
2

4

1

2

15
24

2

21
21

The data set did enable two issues to be examined, albeit not in any depth. The first
concerned whether any non-zero EW value should be judged as indicating a substantial
backlog. This appeared not to be the case. The waiting times for surgeons in groups (b) (f) that had some months with non-zero EW statistics were typically low. The value o f the
EW statistic was either one or two, and seemed to indicate a transitory and trivial problem
that did not warrant the conclusion that patients should avoid these surgeons. For example,
the range o f MA3(TH) values for months grouped by whether or not the EW statistic was
zero overlapped considerably for the four surgeons in which there were m ore than five
observations in both groups (S03Dr009, S03Dr013, S04Dr022, S08Dr039). For only one
surgeon did the maximum MA3(TH) value coincide with a non-zero EW statistic, and even
here the average wait was only 182 days. All MA3(TH) values for these four surgeons
were below 200 days, and could be under 50 days even if the EW statistic was non-zero.
Thus, it seems necessary to define a lower limit on what might be considered a sufficient
backlog to indicate a real problem. For the simple EW statistic, a value above five might
seem reasonable, though it deserves further analysis. However, it might be best to define
it in relation to the backlog per unit throughput.
The second issue concerned the predictive ability o f the census-data EW statistic.
In the previous analyses, statistics based on census data have proved to lag changes in
waiting list behaviour. Such problems m ight also be expected o f EW statistics, especially
as non-zero values will only arise when some waiting times are long. Consequently, the
waiting times o f patients who joined the waiting list in months when the EW statistic was
zero were examined.
The analysis was based on the average waiting times o f patients who joined the
waiting in the months designated as ‘in scope’ (i.e. the beginning and end points o f the
comparison time series defined in chapter 9). Figures were derived for each surgeon in
those months in which the EW statistic was zero. As in previous analyses, it was assumed
that disseminated statistics derived from data available at the end o f one period were
available to patients who joined the waiting list in the next period. The analysis included
only those patients that had not changed urgency category. Thus, waiting tim e was simply
the interval between the day o f listing and the day o f admission, and was calculated in days.
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Figure 12.6 shows the distribution o f average waiting times for the addition cohorts
o f each surgeon. It also shows the distribution o f MA3(TH) values for the same months.
The surgeons are arranged into groups based on their characteristics and waiting list
behaviour (see chapter 11).
The figure confirms that the EW statistic can lag behind changes in waiting list
behaviour and that this can be misleading in circumstances where they is a significant
growth in waiting times. This can be m ost clearly seen in the surgeons to the right o f
S03Dr015 (groups (d)-(h)). Moreover, it is clear that, under these circumstances, some
patients joining the waiting list have extended waits.

12.3.3 Conclusion
O f the various EW statistics that can be derived from throughout or census data, it was
argued that the statistic giving the num ber o f extended wait patients currently on the
waiting list was the m ost likely to give meaningful information. Specifically, it would
indicate the size o f a backlog o f cases. And, in the context o f waiting time information
services, the statistic seemed a plausible candidate for services that only wanted to indicate
which surgical units should be avoided due to potentially long waiting times.
The brief analysis o f how the census-data EW statistic might perform in this context
raised doubts about its suitability. The first arose around what number o f EW patients
indicated a sizeable backlog which a surgeon might have difficulty clearing. Simply using
any positive number does not seem sufficient as some backlogs seemed transitory and
occurred when waiting times were not excessive. The second concerns the potential for the
statistic to be misleading due to the lag effect.
It was not possible to examine the distributions o f waiting times o f patients when
the statistic m ay have indicated a sizeable backlog (>5 patients) due to a lack o f data. It
may be that, for these values, the statistic does identify surgeons who are best to avoid
because the waiting times o f some patients are excessive, and because the waits are
substantially greater than for surgeons without a backlog. Nonetheless, the concern about
lag suggests that waiting time information services should not rely solely on this type of
statistic.
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Figure 12.6

D istribution of average w aiting tim es, an d M A3(TH) values, for the
addition cohorts of each surgeon for m onths in which the EW statistic
was zero

Distribution of average waiting time values for addition cohorts

Quartiles_________ - Median]

Distribution of MA3(TH) values

Quartiles

—Median
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13.

Conclusion and recommendations

As noted in chapter 2, in the debate about the problem o f excessive waiting times, there is
a tendency to see them as largely avoidable.

This conventional wisdom was neatly

summarised by Frankel and W est [1993:120] in their book on the behaviour o f waiting
lists:
“there is much truth in the observation that a surgeon who believes that there
should be no waiting over one month has no waiting over one month. ” (authors’
emphasis)
The prem ise o f this thesis was that this conventional wisdom is not the complete truth and
is m isleading in its simplicity. Fundamentally, waiting list dynamics are complex and
poorly understood.

The overview in chapter 2 highlighted that many o f the factors

influencing behaviour are effectively uncontrollable and, in some cases, unpredictable. In
addition, waiting list behaviour is influenced by other factors that are the sum o f many
individual decisions, over which no single person or authority can exert much control. But,
more importantly, from comments made by various authors, it appeared that patients and
health professionals did not have adequate information in those areas where it might have
assisted them with either a clinical or managerial decision. Thus, the aim o f the research
was:
to investigate whether waiting list information, as commonly compiled, is useful to
GPs and surgeons in relation to the decisions they fa ce either regarding the
management o f elective surgical patients and/or the management o f waiting list
behaviour, and i f it is fo u n d not to be useful, to investigate how waiting list
information can be compiled to better meet these requirements.

The review o f initiatives in chapter 3 showed that efforts were being made to
improve the quality o f waiting list information, and improve its accessibility and timeliness.
W ithin this broad array o f activity, it was decided to make two specific areas the focus o f
this research. The first area concerned the potential o f computer-based models to enable
surgeons and managers to better understand waiting list behaviour and so improve their
planning processes when faced with a problem o f access. The second area concerned the
policy o f providing patients with an estimate o f how long they might expect to wait.
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13.1 The use of a decision support system to assist waiting list
planning decisions
The review o f initiatives had highlighted the potential o f decision support systems in health
generally [Lagergren, 1998] and in the context o f waiting list management [Ellis et al.,
1990; Worthington, 1991; Bowen and Forte, 1997].

At the time, m ost work had been

conducted in the UK, and no published articles or reports could be found describing
equivalent work in Australia. This led to the following research question:
Can a decision support system assist the planning o f actions that were aimed at
changing waiting list behaviour, such as reducing excessive waiting times, within
an Australian context?

Despite the potential o f the DSS approach, the literature on their use within the
health sector made clear that successfully designing and implementing a decision support
system would not be easy.

On the general issue o f using such models within an

organisation, researchers had documented numerous barriers that could be understood from
technical, intellectual and socio-organisational perspectives. There were also general issues
around the principles upon which models should be developed. Other issues were specific
to this project. Perhaps the most important were the constraints raised by the organisation
o f health services in Australia.

All surveyed UK waiting list models covered both

outpatient and inpatient stages, something which was desirable due to the different ways
in which surgeons could organise their work. However, it seemed that a m odel which
included both stages would not be applicable in Australia as outpatient care was organised
differently; this view was confirmed by hospital staff in the early stages o f the research.
The model was designed to be consistent with the principles, advocated by various
researchers [Rosenhead, 1978; Vissers, 1994], that favour the user actively participating in
model design and use, and that allow different options to be assessed as opposed to
providing an optimal answer. The development and application o f the Godot software gave
no reason to doubt the basic appropriateness o f these principles. After discussions with
hospital staff, it was further designed to support medium-term planning activities that arise
(for example) when (1) a significant waiting list problem is identified; or (2) when an
organisational change will impact on activity, and hence waiting lists. As before, this
decision appears to be basically sound, though it does not rule out alternative approaches.
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Examining the possible extension o f similar models to other levels o f planning is
one avenue o f further research. Vissers et al. [2001] have already offered a conceptual
framework within which a series o f situation specific models could be designed to support
different planning levels, and have supported this by developing a model to assist waiting
list managem ent at a regional level in the Netherlands.

Another issue concerns the

transferability o f models between countries. A primary reason for building computer-based
models is their potential to be used in numerous situations, something which arises from
their ability to capture common features. Some o f these common features may be inherent
in all situations, such as the movement o f patients on and off waiting lists being linked to
the basic elements o f the process under examination. Other features are more related to
norms established by policies and the historical arrangement o f services. The flexibility
o f a model m ight enable it to deal with some variation in these norms, but at some point,
these contextual factors will limit the transferability o f models. It is possible that these
discontinuities m ay be more readily identifiable when comparing the use o f models
between countries than between regions within countries as the differences are likely to be
greater. This research provides an example o f that. Structural differences between the
Australian and UK systems prevented the UK models from being adopted in Australia.
W hat is unclear is the extent to which Godot might be applicable in the UK. It is a simpler
model, but it m ight be seen as inadequate because its boundary does not cover the
surgeons’ or m anagers’ complete area o f responsibility.

This appears to be another

profitable avenue for further research on the methodology o f model development.
The other key aspect o f the development process was deciding whether the model
should be stochastic or deterministic. W hile a deterministic approach was more consistent
with the m odelling principles o f transparency and simplicity, and had been used in the other
waiting list models, there were arguments for including stochastic elements. A compromise
was reached in discussions with hospital staff about the approach to adopt. The first
prototype was deterministic but was built in a way that would allow stochastic elements to
be added if experience using this model suggested that these were necessary. In the event,
while the initial prototype was refined, experience proved that a deterministic model was
sufficiently realistic and adequate for assisting medium-term planning decisions.
Nonetheless, examining the possibility o f including stochastic elements into waiting list
models could lead to improved realism, and should at least clarify the issues involved,
thereby informing the debate about which approach is best suited to which situations.
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The Godot software was assessed in two stages at three locations. In each case, it
was applied to a similar problem (how to reduce excessive waiting times) but each
organisation had slightly different management approaches, and operated under different
State policies. Against Lagergren’s concept o f successful implementation1 [Lagergren,
1998], the research provides evidence for promoting the use o f a waiting list DSS within
Australian hospitals. It was regarded as providing greater insight than had been hitherto
possible into waiting list dynamics, and was regarded as a valid representation o f the
waiting list structure at the test sites. This positive reaction is also evidence that a model
representing only the inpatient stage o f the elective surgery process could be effective.
The success o f Godot in this regard seemed to arise from its ability (1) to
demonstrate the effect that current activity levels would have on waiting times if they were
to continue and (2) to quantify the likely impact o f various decisions that might be taken
to deal with the problem being examined. None o f the hospitals had tools that enabled such
projections. In addition, that Godot was judged to be useful, despite not covering the
outpatient stage, is likely to stem from the fact that the scenarios requested by hospital staff
concentrated on changes to variables that affect admission rates, rather than the rates at
which people joined the list.
Another aspect o f the model emphasized in the “lessons” o f chapter 5 was how it
was designed to support scenario analysis “diagnostics”. A conscious effort was taken to
include output screens whose main value was to assist the user in judging whether or not
a scenario looked realistic. An important component o f this was enabling the combination
o f historical and simulation data, the former providing a reference against which the realism
o f a scenario could be assessed. In contrast to other stages o f ‘operational research’
projects, like problem formulation [Woolley and Pidd, 1981] and model validation
[Wolstenholme, 1990; Checkland, 1995; Barlas, 1996], this component has not been
subject to systematic research. It is an area o f DSS design that might prove productive,
especially in relation to simple models (like Godot) for which the standard tests o f model
validity prove little about the robustness or quality o f its output.
There were two other features o f the model that appear to be important. Both are
features that increased the flexibility o f Godot, and which enabled it to be used in different
situations. While flexibility is a commonly advocated characteristic for models in general

that the model results have been introduced into a real policy planning or decision making
process and have been accepted as valid by some participants in that process.
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[Cropper and Forte, 1997b], the two features are worth mentioning because the realisation
o f the concept is always context-specific. The first feature was to allow users to define
their own waiting list (urgency) categories. Despite the basic national categories, there
rem ain differences between States and Territories in their specific urgency categories. In
addition, it is possible that other categories o f patients will be considered important in other
situations (e.g. like differentiating between same day and overnight patients). The second
feature was to enable Godot to be used with a minimum o f data while also being able to use
other data items if they are available. Moreover, the required minimum data set was
consistent with data items required by the Australian Institute o f Health and Welfare for its
annual review o f waiting lists. This guaranteed Godot’s applicability in all Australian
hospitals.
However, the implementation o f the recommendations resulting from the use o f
Godot at each site was minimal. W hile such an outcome has been regarded as “a rare - not
to say abnormal - state o f affairs ” [Largergren, 1998], this fact does temper the degree to
which positive conclusions can be made about the potential o f a waiting list model like
Godot. Part o f this may have been circumstantial, not least in the NSW sites where there
was a budgetary squeeze. But a contributory factor is likely to have been the study design.
This was predom inantly focussed on the development and evaluation o f the model. Too
little attention was placed on involving hospitals who perceived that they had a problem
which they could do something about, and who were actively interested in investigating
alternative forms o f action before reaching a decision. The study was also not in a position
to provide ongoing support for the software, but whether this could be made part o f model
development in a research environment is unclear.
M ore effort can still be made to market Godot. To date, this has been limited to the
publication o f a research paper [Cromwell and Mays, 1999]. This generated several
enquires and a copy was sent to Queensland Health for evaluation, but there was little
further follow up. This was not unexpected. Given the demand from health services for
professional software with product support, the marketing o f any waiting list DSS might
best be m et by commercial developers. There is some evidence that this is gradually
happening. At a Melbourne conference on “Managing access to elective surgery” in April
2001, the “Checklist” waiting list model was demonstrated by its UK-based developers.
As o f M arch 2002, its web-site listed 10 hospitals around Australia that are using its
product [Checklist, 2002].

247

However, the application o f Godot at each evaluation site highlighted various issues
that could limit the capacity o f hospitals to use a waiting list DSS effectively. In terms o f
the barriers listed in Table 4.2, almost all o f the problems were encountered to some extent.
And while the research involved only a small num ber o f hospitals, there is no obvious
reason why these barriers would not exist at other hospitals.
Amongst the difficulties encountered, the m ost significant problems were
considered to be:
•

the trouble experienced in extracting data in a useable format;

•

the level o f computer literacy was limited, with people seeming to use few o f the
facilities offered by standard office packages;

•

there were few people with analytical skills; and

•

the lack o f a culture within hospitals that favours an analytical approach.

These problems are not insurmountable. The first three would seem amenable,
respectively, to targeted computer upgrades, education programs, and altering job
descriptions and employment policies. Indeed, for these three barriers, it is possible that
there is significant variation between hospitals, and elsewhere in Australia, conditions are
more conducive to the use o f a DSS. If such hospitals could be identified, these could be
become demonstration sites. The progress made in relation to devising computer upgrades,
education programs, etc, could then be incrementally disseminated. Such an approach
could fit into the Commonwealth funded National Hospital Dem onstration Program.
Moreover, it would facilitate State and Commonwealth departments taking an active
leadership role. And this is important if the last barrier listed above, the lack o f an
analytical culture, is to be tackled.
The difficulty o f overcoming this last task cannot be under-estimated. The lack o f
a culture that supports an analytical approach to medium-term decision m aking seems
widespread, in both Australia and other countries like the UK, as reported m ost notably by
Jones and Hurst [1987]. Trying to change organisational cultural is an area in which much
work has been undertaken in the past without seemingly resulting in great progress.
Nonetheless, this does not diminish the need. Instead, it suggests renewed commitment and
some new ideas.

248

Recommendations relating to the development of waiting list models
1.

To assist the future development o f computer-based waiting list models, research
should be conducted into (a) whether such models can support waiting list
m anagement at other levels o f planning, and whether the barriers to their
introduction differ at these levels, and (b) whether international comparison o f
models clarify issues about how their boundary is defined;

2.

Research should be undertaken into the advantages and disadvantages o f including
different degrees o f stochastic behaviour within waiting list models;

3.

Future studies into the use o f waiting list management models should examine how
a waiting list DSS m ight best be implemented within hospitals or other health
agencies, including what strategies need to be adopted to support the continued use
o f the DSS after the development phase is complete;

4.

Government health departments or regional health organisations need to take a
leadership role in overcoming technical, intellectual and socio-organisational
barriers to the use o f analytical planning techniques.

13.2 The use of waiting time statistics to predict patient waiting times
The second area o f research focussed on the use o f waiting time information to inform
patients about how long they might expect to wait. This area had seen a flourish o f activity
in both Australia and overseas. In particular, Government web-sites had been established
to disseminate waiting time information to patients and GPs to assist their referral
decisions. Yet, using waiting time statistics in this way was not a trivial exercise. There
is no single interpretation o f what information patients or doctors need, and the review o f
statistical issues raised concerns about whether accurate inferences could be made from
waiting time statistics. In particular, various sources o f bias were identified, as well as
issues that would affect reliability. Surprisingly, the literature contained little empirical
evidence to inform how statistics should be used. Consequently, the research was designed
to investigate:
how accurate are different types o f waiting list statistics when someone is using
them to make an inference about a p a tie n t’s waiting time?
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The first stage o f the investigation focussed on the relative performance o f
commonly used waiting time statistics in predicting the waiting times o f non-urgent
patients. The results o f the analysis confirmed that different statistics produce sufficiently
dissimilar forecasts to affect overall forecast accuracy, although the differences were not
as large as might have been expected. In brief:
•

The waiting times o f patients who change urgency category/listing status differed
from those who do not, and so should be excluded from data on which statistics are
based. Information services should also warn users that the statistics will be less
accurate for someone who changes category;

•

For statistics aggregated by surgeon and urgency category, data from one census
date seems sufficient for smoothing purposes for statistics based on census data.
For statistics based on throughput data, an interval o f three months seems sufficient.
However, data should be aggregated over 3 months in which there were admissions.
Statistics based on consecutive months were less robust to patients with unusually
high or low waiting times;

•

Aggregation o f surgeon-level data by procedure seems unwise due to small
numbers o f observations. But, as there is no evidence that waiting times differ by
type of procedure within urgency categories, it seems that information on the types
o f procedures performed by surgeons can be provided simply by quoting their
frequency over a suitable period o f time;

•

In situations where waiting lists are managed at a surgeon level, statistics based on
surgeon level data are to be preferred than those based on specialty level data;

•

Statistics based on the mean seem to be more accurate than those based on the
median. Moreover, for the median based statistics, the proportion o f patients whose
wait exceeded the forecast time was generally not near 50% due to the changes in
the waiting list over time. Thus, presenting the median may be misleading if it is
viewed as estimating how long half o f the listed patients will wait;

•

Statistics based on throughput data generally performed better than those derived
from census data. The main reason o f this varied according to the characteristics
o f the waiting list.

Over-estimation due to the list containing patients with

unusually long waits was most evident when the census was low. W hen the census
was long, the incomplete waiting times o f many patients appeared o f greater
importance, as the census data statistic was often too low. Nonetheless, throughput-
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data statistics were influenced by the order in which patients were admitted, and
selection patterns could produce forecasts that severely underestimated the eventual
waiting times o f m ost patients.

Despite these differences, the greatest impact on the performance o f the statistics
resulted from differences between the characteristics o f the surgeons being analysed.
Statistics were fairly accurate when waiting times were below 3 months on average, but
deteriorated to poor levels once the average exceeded six months.
The performance o f the clearance time statistic was evaluated to assess whether it
could m ore accurately predict the waiting time o f patients. The results o f this analysis
suggested that a suitably defined clearance time function will perform better than statistics
based on either throughput or census data. In particular, it performed considerably better
for surgeons with long waiting times. This appears to be because it is essentially a simple
explanatory m odel estimating waiting time from the current backlog o f work and expected
levels o f activity. Thus, the clearance time estimate adjusts to changes in the length o f the
waiting list, and the backlog o f waiting patients this represents. In contrast, changes in the
waiting list behaviour are only reflected slowly by statistics based on either throughput or
census data. Indeed, the lag could be considerable if waiting times were many months.
It m ust be stressed that this improved performance may not be a characteristic o f
every clearance time function. The tested clearance time functions differed considerably
from the simple equation proposed by Cottrell [1980]. Each included various measures to
improve its robustness when admission rates were low and erratic, as well as provide
protection against erratic changes in the census. In addition, the function that performed
best took into account the number o f patients who were likely to be removed without
admission.

The difference between estimates from functions with and without the

adjustm ent could be substantial, often being over 100 days once the estimate o f the
clearance function with the adjustment was above 320 days.
The results o f the analysis had various implications for the three interpretations o f
the information needs o f doctors and patients. If the aim o f a waiting time information
service is to provide a prediction o f how long the patient might expect to wait for admission
to a surgical unit, the results suggest that it is not sufficient to simply disseminate an
estimate o f the expected waiting time. Doing so would be misleading as the distribution
o f patient waiting times around the expected value could be large, especially when the
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average exceeded six months. Some estimate o f the time below which the m ajority o f
patients wait is also required.
In terms o f inferring at which surgical units a patient m ight have different waiting
times, the analysis suggests that it is sufficient to disseminate an estimate o f the expected
wait. This was because the spread o f waiting times typically increased as the average wait
rose. Unfortunately, it is difficult to devise a model that would give an accurate value for
how large the difference between the average waiting times o f two surgical units should be
before patients (deciding where to be referred) can infer that their waiting tim e will be
shorter at the unit with the lower average. A crude “rule o f thumb” resulted in the
following guidelines:
•

services estimating expected waiting times based on throughput data should advise
users that “unless average waiting times differ by at least one half o f the midpoint
between the two averages, patients should not infer that they are likely to
experience different waiting times at the two units”;

•

services estimating expected waiting times based on census data should advise users
that “unless the average waiting times should differ by at least 60 days (regardless
o f the size o f the averages), patients should not infer that they are likely to
experience different waiting times at the two units”;

•

services estimating expected waiting times using clearance times should advise
users that “unless average waiting times differ by at least one third o f the midpoint
between the two averages, patients should not infer that they are likely to
experience different waiting times at the two units”.

The results also emphasised the limitation o f presenting an ‘average’ measure with
respect to the third interpretation o f information need (i.e. an indication o f whether or not
a surgical unit that would be preferred for clinical or other reasons has acceptable waiting
times). This raised the question about whether presenting other types o f statistics would
be more appropriate, an issue that was investigated in chapter 12.
The first part o f this analysis focussed on whether a Tong w ait’ measure, such as
the 90th percentile, could be used as a practical upper limit for patient waiting times. As
well as being pertinent to the ‘appropriate w ait’ interpretation, it was also relevant to the
interpretation o f information need in which the aim was to indicate how long a patient
might wait.
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Two conclusions were drawn from the results o f the analysis o f seven types o f
statistic. First, it was suggested that methods which derive a limit using information about
the spread o f waiting times in a sample o f throughput data were unreliable. This was
specifically true for a limit based on the 90th percentile o f waiting times derived from a
three-month sample o f throughput data. For this statistic, the proportion o f patients who
waited above the limit was rarely close to 10%, and was often over 30% even when the
average waiting tim e o f patients admitted by a surgeon was low.
Second, the results suggested that functions based on the clearance time performed
better overall than those derived from throughput data. Although the differences were
slight when waiting times were low, their performance was substantially better when
waiting times exceeded six months. The following function was recommended for use
generally:

Lim it = max(10 * \ja v g 2 - 10, avg + 90)

where avg is the clearance time estimate

Nonetheless, it is not possible to make exact statements about what proportion o f
patients m ight wait longer than the limit produced by this function, and some general rules
about its interpretation would need to be given. Based on this analysis, the following rule
was proposed:
“Fewer than 10% o f patients are expected to wait beyond this limit while the
average waiting time is less than 3 months. The percentage is likely to be less than
20% for average waiting times between 3 and 9 months. Above this average, the
percentage cannot be known with accuracy.”

Another means o f indicating whether a surgical unit had ‘acceptable’ waiting times
is to present the number (or proportion) o f patients who wait beyond some defined
maximum. The utility o f this extended wait (EW) statistic was briefly examined. From
practical considerations, it seems preferable to adopt an EW statistic based upon census
data, and give the num ber o f extended wait patients. This statistic is likely to be more
reliable than a statistic based on throughput data. It also had an easy interpretation, namely,
it indicates the size o f a backlog o f cases. Yet, the brief analysis o f how the census-data
EW statistic might perform raised doubts about its suitability. It was unclear how many
EW patients indicated whether or not a unit had acceptable waiting times. Some backlogs
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seemed transitory and occurred when waiting times were generally not excessive. The
second concern involved the potential for the statistic to be misleading due to the lag
inherent in census-data statistics. Consequently, an extended wait statistic based on census
data was not considered as fulfilling the statistical criteria for this interpretation o f
information need. Thus, overall, presenting an estimate o f a long wait might be considered
the best approach, given suitable clarification o f a statistic’s limitations.
The final component o f the investigation aimed to provide insight into the factors
that influenced the forecast accuracy o f the tested average waiting time statistics. Tackling
this issue was regarded as important because the performance o f all statistics could be poor
and it was not clear why this was the case, or by how much performance m ight be
improved.
An analytical method was devised to determine the influence o f two factors on the
statistics’ performance, namely, changes in patterns o f activity and the way in which
patients were selected for admission from the waiting lists. Both factors were related to
fundamental characteristics o f any queueing system, and the analysis confirmed that insight
into waiting list behaviour and the statistics’ performance could be gained by looking at
how these factors influenced waiting times. First, it confirmed that the major influence on
levels o f variation in waiting times among a cohort o f patients joining the waiting list
together is how they are selected for admission. This demonstrated that selection policy
was a primary factor in determining the optimal level o f performance that any statistic can
achieve. Second, the analysis showed how the degree to which a statistic approximates the
optimal level o f performance depends upon changes in the pattern o f activity, the selection
policies, as well as how they interact. The level o f variation produced by changes in
activity clearly influenced each statistic, though in two distinct ways. One was associated
with changes in admission rates, which all statistics appear to be poor at tracking. The
other was associated with an increase in the census. Here, the clearance time statistic was
clearly better at tracking the changes.
The effect o f the selection policy was also important. When it accentuated the
degree o f movement between months in the optimal forecasts caused by changes in activity,
the performance o f all statistics was equally poor.

If its effect was to reduce the

movements, the impact on the statistics was less clear cut, but the clearance time statistic
seemed consistently to be least affected.
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Overall, these results suggested that forecast accuracy could be improved if patients
were selected for admission in the order they were added to the waiting list. This was
confirm ed with respects to the clearance time statistic. Thus, one recommendation from
this research is to assess whether the way in which patients within individual urgency
categories could better approximate a first come, first served policy.

Another

recommendation is the need to provide surgeons with working conditions that do not
produce erratic admission rates. But the need to avoid erratic admission rates applies not
only to the total rate; it also applies to the rates within each urgency category. Thus, an
additional management goal should be to avoid unnecessary shifts in the proportion o f
patients allocated to different urgency categories.
A final recommendation arises from the observation that the forecast accuracy o f
any statistic became poor (and problems with access arose) once waiting times exceeded
six months. Hence, until such time as waiting times are consistently below six months, the
results o f this investigation suggest that users o f waiting time information services should
be cautious in how they interpret the presented figures. Moreover, from both statistical and
patient perspectives, 6 m onths rather than the standard 12 months appears to be a better
threshold under which the waiting times o f non-urgent patients should be kept.
This investigation suffered from a number o f limitations, and further research is
needed, with better data, to strengthen the evidence so far created. The first limitation arose
from the collected data coinciding with several one o ff events. These were the end o f the
NSW waiting list reduction program that ran from M ay to December 1995, and the
introduction o f the new urgency categorisation in July 1997. Second, the lengths o f the
intervals included in the analysis were fairly short for those surgeons with long waiting
times. The forecast accuracy o f all statistics was worst in these cases. Third, it was
necessary to infer how some patients moved between urgency categories while on the
waiting list, which will have led to some error in the estimates o f how many non-urgent
patients were on the waiting list.
Another weakness was the inclusion o f patients who were still on the waiting list.
Their eventual waiting times were underestimated, and this will have influenced (albeit to
a small degree) the results from the analysis o f statistics estimating a ‘long wait’, and the
waiting times o f patients when reordered to mimic a first-come, first-served admission
policy. Finally, the removal adjustment formula included in the clearance time function
was developed using the data on which the function was also tested.

255

For all these reasons, further assessment is necessary before conclusive evidence
is produced about the forecast accuracy o f waiting time statistics, although the observed
errors are likely to be a reasonable guide to the sorts that m ight occur in other studies, not
least because circumstances like the waiting list reduction program are typical o f health
systems under pressure. Two assessment strategies could be adopted. The first strategy
is to perform other empirical studies. This will be important because these will reflect
actual practice. The second strategy is to use simulation models. This would have the
benefit o f enabling policy makers and health professionals to examine where gains in
efficiency might be sought, something that is difficult to do using collected data. The only
problem with this approach is the current absence o f a model that could be used.
In conclusion, the overall results o f this analysis are a cautionary note on the policy
o f disseminating waiting time information with the aim to assist GP referral decisions. This
comes on top o f the concerns about this policy raised in chapter 3 and 6, namely:
•

that such policies may make referral patterns volatile (which would in turn make
the statistics more inaccurate);

•

that, in response to the statistics, surgeons may slow the speed with which hospitals
are notified o f an intention to admit [Kent, 1999];

•

that such policies may not result in people with equal need having equal access to
services [Worthington, 1987]; and

•

that services which only disseminate inpatient statistics do not give a complete
description o f total waiting times [Smith, 1994], and m ay result in bottlenecks if
surgeons manage their outpatient and inpatient lists differently [West, 1993].

Finally, the results also have implications for policies that encourage surgeons to
inform patients how long they might expect to wait for their procedure [NSW Health, 1998;
ACT Health 1995]. It is obviously desirable that patients know their expected waiting time
so that they are in a better position to give their informed consent [Naylor et al., 1991].
But, the level o f accuracy observed in this investigation would suggest that surgeons might
have difficulty giving reliable estimates using waiting time statistics.

O f course, as

surgeons are in a position to know o f changes in activity, they m ay be able to combine this
knowledge with the statistical figures for greater levels o f accuracy.
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Recommendations relating to waiting time statistics
1.

waiting tim e information services should explore the utility o f the clearance time
statistic for making estimates o f expected waiting time, and estimates o f the upper
limit beyond which patients are unlikely to wait;

2.

waiting tim e information services should provide greater guidance about the
interpretation o f the presented waiting time statistics, taking the guidelines outlined
above as a starting point;

3.

health services should (a) investigate ways in which patients within individual
urgency categories can be admitted in a fashion that better approximates a firstcome, first-served policy, and (b) how to provide surgeons with working conditions
that do not produce erratic admission rates;

4.

Consideration should be given to changing the definition o f an extended wait for
patients in the least urgent waiting list category from 1 year to 6 months;

5.

Due to limitations with the sample data, similar empirical studies should be
undertaken to confirm these results;

6.

Health information systems should be changed so that the complete sequence o f
urgency recategorisations can be captured;

7.

Research should be conducted into whether simulation models o f waiting lists can
be used to evaluate the accuracy o f waiting time statistics.

13.3 Final comments
The research described in this thesis has focussed on just two issues associated with the use
o f information in the management o f waiting lists. But it has provided sufficient empirical
evidence to suggest that the primary claim raised in chapter 2 is valid. While waiting list
information has a significant effect on waiting list behaviour, not least because it seems to
have a negative effect on patient demand and so results in a system that is reasonably
stable, it appears the quality o f information available to health professionals is inadequate.
Thus, health professionals have limited warning about potential problems before they arise,
and limited insight into how best to tackle them when they do.
Clearly, there is much work that needs to be done to improve the use o f information
in the m anagem ent o f waiting lists. This thesis has focussed on only two areas. It has not
examined issues connected with data quality, the definition o f waiting list data items, the
schemes used to prioritise patients for admission, and how waiting lists can be monitored
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better. There is still uncertainty about many issues in all these areas, not least with respect
to our knowledge about how patients are affected by long periods on a waiting list.
It is unrealistic to believe that further research into the use o f waiting time
information will remove the spectre o f excessive waiting times for patients. Yet, if it
reduces the level o f excessive waiting time for only 10% o f patients, the benefits to those
patients will have been real. W hile patients are generally not in danger o f a life-threatening
adverse event while waiting, the conditions many suffer are often painful and debilitating.
In a rich western society, it should be possible to ensure that someone not gaining access
to elective surgery within a reasonable time is a rare event.
A visitor to the Museum o f Emotions in the UK noticed a quotation from Emerson
on one o f its walls; it read “sometimes a scream is better than a thesis” [Persaud, 2000].
It is a phrase that can be used to describe what has historically been the best way to get
action to reduce waiting times for elective surgery. We must hope that this situation does
not continue for much longer.
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Appendix 1:

Technical details of the GODOT model

A l.l Overview of the simulation structure
All versions o f the waiting list model were written in Turbo Pascal v6. The original version
was based on a “three-phase” simulation model [Pidd, 1998], albeit one with only “C”
activities because the model was deterministic, and the model was written using a
“simulation language” based on procedures written by J Crookes o f Lancaster University.
The simulation model was replaced in the second version with a model in which
array variables were used to store the state o f the model at any given time and which
updated these using equations. The underlying structure o f the model, though, did not
change. In other words, the sequence o f activities in the model stayed the same.
The sequence o f activities at a particular time was as follows:
1.

patients were admitted from the waiting list categories; then

2.

patients were removed (without admission) from the waiting list; finally

3.

patients were added to the waiting list.

Statistics like the waiting list census for a particular period were recorded only after the
sequence o f activities were completed.
The chosen sequence o f activities had a number o f consequences. First, because
patients were only added to the waiting list after patients were admitted, the minimum
throughput waiting time o f a patient was the duration o f 1 period, i.e. 3 or 4 weeks. This
was a simple means o f preventing the model from admitting a high proportion o f patients
with a waiting time o f zero days; this could occur when the model was used in a mode that
automatically decides on the number o f patients to admit from each urgency category. It
was a particular danger in categories assigned a high urgency rating (ie. low target waiting
time) and was a scenario that was considered to be unrealistic.
Second, if there was a sufficient rate o f admission (e.g. because o f ample theatre
capacity), the number o f patients on the waiting list within a specific patient group may be
kept to a level below the specified rate o f removal. This was thought to be preferable to the
other option o f removing patients prior to admission because removal rates are typically
negligible for low waiting times. (W aiting times can be assumed to roughly equal one
period as otherwise there would be sufficient patients for specified removal rates to be met.)
Indeed, this approach provides a simple means o f adjusting the removal rate automatically,
as waiting times fall to a low level. Consequently, the model will not underestimate the
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resources required to meet desired waiting tim e targets because removal rates were not
adjusted to reflect the changing waiting list situation.

A1.2 Method of dealing with rates of additions and removals within
patient categories when specified as a proportion of the total
The model enables data on the rates o f additions and removals to be entered in two ways:
1.
2.

by specifying the actual additions/removals for each waiting list category; or
by specifying the total number, with their distribution across the categories entered
as a fraction between 0 and 1. The fractions sum to one.

Data can be entered using a mix o f both m ethods within a scenario; for instance,
using the first method to enter historical data in early periods, while using the second
method to enter forecast values. Historical data could be entered using the second method,
but it was found that this approach did not always reproduce historical data with complete
accuracy and so the other option was added.
Using the second approach requires a simple algorithm to avoid fractions o f patients
being added or removed from the waiting list. Thus, for the first period in the simulation
(and using additions as the example), the following formula is used to determine the
number o f additions:

Urg_add[l,i]

= INTEGER( Total_add[l] * Category_prop[l,i])

Urg__rem[l,i] = FRACTION( Total_add[l] * Category_prop[l,i])

where Total_add[l] is the total number o f patients added to the list is period 1
Category_prop is the proportion o f total additions in period 1 who are added to
category i
Urg_add is the integer number o f additions in urgency category i
Urg rem is any remaining fractional patient from the calculation for category i.
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The remainder is taken into account in the subsequent periods, using the general
formula:

Urg_add[p,i]

= INTEGER( total_add[p] * category_prop[p,i]+Urg_rem[p-l,i])

Urg_rem[p,i] = FRACTION( total_add[p] * categoryj3rop[p,i]+Urg_rem [p-l,i])

where i is the category label and p is the time period
The necessary rounding o f additions/removals means that the total number actually
added or removed from the list in a given period may be different from the total number
specified. However, over the duration o f the whole simulation, the total number should
average out to be close to the value specified.
W ith respect to patient removals, it is assumed that they are taken from the head o f
the queue, i.e. those whom have waited longest.

This is analogous to assuming all

removals occur at the time the patient is scheduled for admission.

A1.3 Admission algorithms used to select patients from the waiting list
when the model determines patterns of admission
The model has two modes in which it simulates the booking procedures o f the hospital. In
these modes, the simulation determines how many patients from each patient category are
admitted based on the user-defined theatre capacity and the selected “scheduling” rules.
Theatre capacity per period can be defined either in units equivalent to a patient or in terms
o f session time available. In the latter mode, the average operation durations per patient
category are also required.
The choice o f units for theatre capacity has no operational effect on the admission
algorithms.

Both modes use equivalent algorithms.

Therefore, in the following

description, it will be assumed that there is only one algorithm. It is assumed that theatre
capacity is specified in terms o f patient numbers.
The behaviour o f the algorithm is affected by three things:
•

whether waiting time targets are specified;

•

the selected rule for meeting specified waiting time targets. That is, whether each
target is given equal priority or whether resources should be allocated to meeting
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the targets in the most urgent categories first;
•

whether minimum rates o f admission are entered for any patient category.
W hether waiting time targets are specified for a patient category is a key factor in

determining how patients are selected from the waiting list categories. Consequently, the
operation o f the algorithm will be described in two sections that relate to whether or not
targets are specified.

Admission algorithm when no waiting time targets are specified
If no waiting time targets are specified for any patient category, admissions are determined
according to the number o f patients currently on the waiting list within each category. The
formula does not assign priority to any o f the patient categories. Thus, over time, the
average waiting time for each category converges to the same value (which may or may not
be stationary).
The algorithm starts by first taking account o f any minimum admission rates. These
are subtracted from the total theatre capacity. The model will always admit the number of
admissions specified as minimum rates, even if this exceeds the defined theatre capacity.
The user can identify whether this has occurred by using the output screen giving theatre
occupancy figures for the simulation run.
If there is still theatre capacity available after the minimum admission rates have
been satisfied, the algorithm determines the number o f patients to admit from each patient
category based on the current census in each category. That is:
1 . .
.
cen su s [i]
a d m issio n s [1] = ^ -------------- * th e a tre _ c ap a city
2 , cen su s [i]

where i identifies the patient category
The above formula can result in the calculated admissions having a fractional
component. To overcome this, the algorithm initially truncates the value for each category
to just its integer component. Any remaining capacity is then allocated sequentially, one
unit at a time, in descending order, to the patient categories with the greatest fractional
components. Table A l . l gives an example o f this procedure.
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Table A l . l

Categories

Exam ple of admission algorithm steps when theatre capacity is
assumed to be 10 patients
Census

Admissions
Initial

Integer

Fraction

Final

U1

15

2.5

2

0.50

2

U2

28

4.667

4

0.667

5

U3

17

2.833

2

0.833

3

Total

60

10

8

2

10

The procedure can result in the proportion o f patients being admitted from a patient
category being over or under the ideal number. However, the algorithm results in stable
behaviour because an over selection in one period will reduce the census by an amount
greater than the ideal, and so, in the next period, fewer patients will be admitted. Thus, the
census moves back toward to equilibrium level.

Adm ission algorithm when target times are specified
The algorithm used to calculate admissions when target times have been specified depends
upon the booking rule selected by the user. If the user selects “meet targets with equal
priority”, and if there is insufficient theatre capacity to meet each target, the algorithm will
admit patients from each category so that the percentage by which the target in each
category is exceeded will (over time) converge to the same value. Alternatively, if there
is sufficient capacity for all targets to be met, the simulation will reach all these targets at
the same point in time.
The algorithm again starts by taking account o f any minimum admission rates,
subtracting these from the total theatre capacity. If there is still theatre capacity available
after the m inim um admission rates have been satisfied, the algorithm then determines the
number o f patients to admit from each patient category.
This stage begins with the algorithm calculating the ideal number o f admissions to
meet the target waiting time in that period. That is:
id e a la d m is s io n s fi] = round (

census [i] * p erio d _ duration x
ta r g e tw a i t in g t i m e [ i] >

where i identifies the patient category, and period_duration equals the selected duration o f

A1 - 263

a period (either 3 or 4 weeks).

(The rounding o f the ideal admissions results in the

algorithm performing better than if they were left as fractions, as the actual waiting time
will stabilise below the target specified.)
Then the actual number o f admissions from each patient category are determined
in relation to the total number o f ideal admissions:
id e a l_ a d m issio n s [i]
ad m issio n s[i] = ^ ------------------------------- * th e a tre _ c a p a c ity
2^ id e a l_ a d m issio n s [i]

where i identifies the patient category
As before, the algorithm initially truncates the value for each category to just its
integer component. Any remaining capacity is allocated using the same sequential method
described above (i.e. in Table A l.l).
If the user has selected the other booking rule the algorithm then prioritises how the
theatre time is allocated, with priority being determined according to the rank o f the target
waiting times. Highest priority is given to the category(ies) with the lowest target waiting
time (highest urgency). The outcome o f this is that the model attempts to m eet the waiting
time targets o f the categories o f highest urgency first, before moving on to lower urgency
categories.
The algorithm for this booking rule is a simple extension o f the algorithm used by
the other booking rule. Initially, it uses the same steps to allocate capacity to the patient
category(ies) assigned the highest priority. Then, if some theatre capacity remains, time
is allocated to the patient category(ies) assigned the next highest priority, and so on, until
either all theatre capacity is allocated or there are no more patient categories.

Technical issues that arise when theatre capacity is specified in time
Two issues arise when theatre capacity is specified in time that do not affect the admission
algorithm when capacity is specified in patient numbers. The first concerns the operation
o f the algorithm itself, while the second concerns how the model is actually used in this
mode.
With respect to the algorithm, specifying theatre capacity in time means that the
heuristic responsible for ensuring full capacity (whose operation was summarised in Table
A l . l ) needed to be modified, though only slightly. W hen capacity is specified in patients,
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the heuristic can simply increase by one the number admitted from the category with the
largest fractional component. But, when capacity is specified in time, there is no guarantee
that sufficient capacity will be available. Consequently, while the order in which the
categories are tested remains the same, the heuristic only increases the number o f
admissions from that category if theatre capacity exceeds the operating time o f patients in
that category.
The second issue concerns how theatre capacity is calculated. This is an issue
because the model does not treat theatre capacity as consisting o f individual sessions o f
typically 3 or 4 hours duration. W hen determining the number o f patients to admit, it
considers theatre capacity as one contiguous session. This can mean that the model
functions with greater efficiency than would be possible in real life. Consequently, when
specifying theatre capacity per period, it is rarely appropriate simply to enter the number
o f operating hours allocated to a (say) surgeon or specialty. Instead, it is necessary to
analyse the pattern o f admissions and theatre use to determine the appropriate value for the
theatre capacity variable. This is another reason why this mode may not be a user’s
preferred approach, although it is, at face value, the most realistic and has advantages over
the other options.
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Appendix 2:

User manual and tutorials for the GODOT model

The following pages contain the user manual, and tutorials, developed for the second
version o f the Godot software. Both have been left in the formatting used when printed
normally, and with their standard page numbers.
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GODOT
The waiting list management software
User's guide to version 2.0

Centre for Health Service Development, University o f Wollongong. November, 1996
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Welcome to GODOT
Welcome to GODOT, the waiting list management program. GODOT is designed to assist the
management o f waiting lists, its general aim being to allow doctors and managers to investigate
factors that influence waiting list behaviour.
More precisely, the m odel allows the user to analyse excessive waiting lists, to quantify the
changes required in the rates at which patients join or leave a waiting list that would result in
patients waiting acceptable times for care. For example, the model can be used to answer such
questions as:
•
•
•
•

how m uch does the admission rate o f routine patients need to increase so that the waiting
time target is met?
how will an increase in the addition rate o f urgent patients affect the access of patients
with a lower urgency rating?
how m uch extra operating time per month is needed to reduce the average waiting time
across all urgency categories, and for how long?
if the efficiency o f theatre use could be increased by 5%, what effect might this have on
waiting time?

The model provides answers to these questions in the form o f projections o f waiting list census
and waiting times. It can also predict the required rate o f admission as well as the utilisation of
theatre capacity and allocated beds. All output can be viewed in both graphical and tabular form.
GODOT is in the public domain. This means you may freely copy it and this manual. The only
constraint on its use is that you may not modify it without prior approval in writing.

Conventions in this User Guide
The user guide employs a number o f standard text formats to indicate different meanings. These
are used to help you interpret information more easily. These conventions are as follows:
bold text
italic text

will generally relate to commands, and should be typed exactly as it appears.
indicates where you m ust replace text with the appropriate word(s). For example,
if you are asked to provide a filename, type the actual name o f the file.
KEY1+KEY2 means that you should press and hold the first key while you press the second
key. Then release both keys. Key names will be written in capitals, eg. ENTER,
CTRL, ALT.
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What you need to run GODOT
The GODOT software comes on a single diskette. It should be labelled, GODOT Installation
disk unless you obtained a copy from someone else.
To run GODOT, the minimum system you will need is:
•
•
•
•
•

an IBM compatible PC with at least 640kb o f RAM;
DOS version 3.3 or later;
a VGA graphics adaptor and monitor;
a hard disk with at least 1MB o f free space; and
a floppy disk drive compatible with diskette, probably a 3.5" 1.44MB drive.

Standard files
An original installation disk should contain 2 program files, and 2 demonstration data files. The
program files are called:
•
•

GODOT.EXE the main executable file; and
EGAVGA.BGI
the graphics driver for a VGA screen.

Both these files are essential, so if you are missing one, the program will not work and you
should contact the person who supplied you with the disk.
The data files are not essential. They contain demonstration data to enable the user to become
familiar with the software. These are:
•
•

DEMO.SCN
DEMO.HIS

which contains the scenario data; and
which contains the historical data.

The file extensions are important. All files containing scenario data will always end in the
extension .SCN, and all filenames containing historical data should always end with .HIS.
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How to install GODOT on your computer
Installing GODOT should be straightforward. Simply insert the floppy disk containing the
software into the diskette drive, and type the following instructions at the DOS prompt. (NB:
it is assumed here that the diskette drive is called A: and the hard disk is C:. If your computer
uses different letters, substitute them when following the instructions.)
1.

To make a directory on your hard disk for GODOT, type
MD dirname and press ENTER
replacing dirname with the name o f the directory you wish to create, for example
GODOT.

2.

Then change to the new directory by typing
CD dirname and press ENTER

3.

Last, transfer the files from the diskette onto the hard drive by typing
COPY A:*.* and press ENTER.

WARNING:

If you obtained the software on a copy o f the installation disk, it is advisable to
scan the floppy disk for viruses before installation.

If you are running either W indows 3.1 or Windows 95:
1.

drop into DOS by clicking on the MS-DOS icon;

2.

if you are not at the C:\> prompt (ie. in another directory) then type
CD \ and press ENTER

3.

Finally, follow the above DOS commands.

Alternatively, if you are more familiar with the Windows 3.1/3.11 File manager, or Windows 95
Explorer, use these programs to create the new directory, and copy the files across from the A:
drive.
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Installing a GODOT icon in Windows 3.1 or 3.11
GODOT will happily run under Windows, and there are a number o f advantages o f doing this,
as will become apparent later.
To install GODOT in Windows:
1.

choose the NEW command from the File menu in Program Manager. Then select the
Program Item option, and choose the OK button. This will make the Program Item
Properties box appear.

2.

At the Description label, type the name you want to describe the program. The name will
appear under program’s icon. Then press TAB. This will move you to the Command
Line box. Here type the following:
C i\dirnam e\G O iyO T.EX E
where dirname is the directory in which you installed GODOT.

3.

Press TAB again, and next to the Working Directory label, type
C:\dirname

4.

Finally, choose the OK button.

You should now see an icon appear with the description you have just entered. To start GODOT,
simply click on this icon using the mouse.
If you would like more details on installing programs under windows, please refer to the
Windows User’s Guide.

Placing a GODOT short-cut in the Windows 95 Start menu
You may wish to install GODOT in the programs part o f the W indows 95 Start menu, follow the
instructions given below:
1.

Right-click on the task-bar and choose the Properties command from the resulting menu.

2.

When the dialog box appears, click on the Start New Programs tab. Then choose the
Advanced button. This will open a special version o f the Windows Explorer.

3.

Click on the Programs name in the left-hand side window so that it is highlighted. Then
open the File menu and choose the New command, followed by the Short-cut command.
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4.

In the New Shortcut dialog box, type the following:

C:Wi>rta/«i?\GODOT.EXE
where dirname is the directory in which you installed GODOT earlier. Then choose the
NEXT button.
5.

Lastly, enter the name o f the shortcut in the input line, eg. GODOT, and choose the
FINISH button.

You should be able to see the GODOT short-cut label in the contents (right) side o f the Explorer
windows. To return to the Windows Desktop, close the Explorer, and then the properties dialog
box.
If you would like more details on installing programs in the Start menu, please refer to the
Windows 95 U ser’s Guide.
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An Overview of GODOT
What is GODOT?
GODOT was designed to assist doctors and managers to manage waiting lists. It aims to support
periodic planning activities that arise when either a waiting list problem is identified, or when
an organisational change might impact on waiting lists. It can be used to tackle problems at
either a specialty or a surgeon level.
GODOT is designed so that you can find your own “solution” to a waiting list problem. It does
not try to find the optimum answer. Instead GODOT allows you to design scenarios. These
consist o f data describing the current make-up o f the waiting list and data describing future rates
o f addition, admission and removal from the list. GODOT then forecasts how the current waiting
list will respond to these future activity levels. For example, a scenario might be defined to
answer such questions as:
•
•

how will an increase in the addition rate o f urgent patients affect the access o f patients
with a lower urgency rating? or
how much extra operating time per month is needed to reduce the average waiting time
o f non-urgent patients, and for how long?

GODOT provides “answers” by using a simulation model to generate predictions o f waiting list
census figures and waiting times. It can also predict the required rate o f admission as well as the
utilisation o f theatre capacity and allocated beds. However, GODOT leaves it for you to judge
which o f the scenarios are desirable, and/or feasible.
This analytical approach is typically known as “What if?” scenario analysis because it is driven
by questions o f the type “what if ....were to happen?”. It is likely that you will be able to think
o f many “what if?”scenarios - the future can be quite unpredictable! Therefore, GODOT allows
you to group together a number o f scenarios within the same model. There is no pre-defined
limit on the number o f scenarios that can be contained within a model. The maximum number
is limited by the memory available.
GODOT consists o f two principal components. The first contains the commands that allow you
to define and manage scenarios, and to review the results o f the simulation. The second
component allows you to review historical data in a standard way using pre-defined tables and
graphs. This second component has been added to allow the results o f a simulation to be
compared with actual data.
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When should GODOT be used?
GODOT is aimed at supporting medium-term planning activities that arise when either:
•
a significant waiting list problem is identified; or
•
when an organisational change (eg. the closure o f a ward, or the introduction of a new
surgical technique that would allow greater use o f day surgery facilities) will impact on
activity, and hence waiting lists.
It is principally aimed at supporting these functions in a hospital environment, for example,
within a Division (Department) o f Surgery, but it can be used at other levels of management either by an individual surgeon or at the level o f an Area Health Service (or equivalent).
It is envisaged that GODOT will be used periodically to determine which of a number o f options
might be the best one to pursue. The results o f the scenario analysis would be used as a basis for
the negotiations necessary to bring about the changes required. The effect of any changes would
then be assessed from activity and waiting list data gathered over subsequent months, and if need
be, further use would be made o f GODOT to update the predictions with respect to external or
internal changes.
GODOT was not designed to support the routine monitoring o f waiting lists. The component
that allows you to review historical data is aimed at supporting the validation of scenarios.
Routine analysis o f waiting list data is probably easier to achieve using a spreadsheet or database.

What are the benefits of GODOT?
The principal benefit o f GODOT is its ability to evaluate the impact of various decisions on
waiting lists identified as being excessive, thereby allowing potential solutions to be found. The
ability to do this stems from GODOT’s capability to:
•
•
•
•
•

predict waiting list behaviour given data about future rates of activity, and present the
results in an appropriate format;
visualise the impact o f shifting patterns o f activity on waiting times and census numbers;
allow forecast activity rates to be evaluated by placing them within the context of
historical behaviour;
quantify the size o f changes required for waiting time “targets” to be reached;
link changes in list size to the demand for resources, ie. theatre and/or beds.

More fundamentally, it is able to demonstrate how waiting list behaviour is linked to the
interactions between the different urgency categories and between the rates of addition,
admission, and removal. Consequently, it can show why waiting list problems can arise when
one of these factors is altered by some disturbance.
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How the simulation model works
GODOT is built around a class o f simulation model known as “stocks and flows” models. The
stocks represent the waiting list, and the flows the rates at which patients join and leave the list.
More precisely, the model structure can be split into four elements:
1.
The initial number o f patients on the waiting list (sto ck s);
2.
(flow) equations describing the number o f patients who join the list at time t,
for t=l,2,...
3.
(flow) equations describing the number o f patients who leave the list at time t, for
t= l ,2,...
4.
equations for the waiting list census at time (t+1) which are usually a simple function of
the waiting list census at time t and the flow in time (t+1), for t=l,2,...
These equations are then used iteratively to forecast how the waiting list (stocks) will change
from their initial levels at time t=l, 2, 3....
As you can see, the simulation works in discrete time intervals. These intervals will be referred
to as periods, both in this user-manual and in tables on the computer screen. The model allows
you to run the simulation for up to 39 periods. This figure represents 3 years if each period is
defined to last for 4 weeks, and should be sufficient for all forecasts.
GODOT allows you to define the length o f a period as either 3 or 4 weeks. GODOT will work
best if the period length matches the duration o f the theatre session timetable. In this case, a
specialty or surgeon would theoretically work the same number o f sessions each period. You
cannot define a period to be a month because the length o f each month varies. This induces
variation in the figures o f the average rates o f activity, which makes their interpretation more
difficult.
The individual elements will now be discussed in more detail. The first o f these is the contents
o f the waiting list in the initial period - and it is perhaps the most important element. It
recognises that a waiting list consists o f various sub-groups who move through the system at
different rates, and who require different resources. The model therefore allows you to break up
a waiting list into as many as six waiting list categories. Then, for each category, you either enter
the number o f patients currently on the list (ie. its census), or, if known, how long patients within
each category have waited.
The second element describes the flow o f patients joining the list. These are modelled as simply
as possible - as the average rate o f addition per period for each waiting list category. This
approach was taken because little management control can be exerted over the factors that
influence the addition rate, and so it did not warrant a more sophisticated approach.
Nevertheless, because you can enter different values for each period, seasonal variation (eg. the
effect o f the Christmas break) can be included if desired.
The third element - the equations governing the flow o f patients leaving the list - can be split into
two types. The first represents those patients who are admitted for surgery, while the second
represents those who are removed from the list before being admitted, ie. removals. The factors
that influence the latter category are again outside o f management control. Therefore, you again
specify the average rate o f removal per period for each category.
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For the rate o f admission, GODOT gives you more choice. Some o f the factors that influence
the rate o f admission are controllable, in particular, theatre and bed capacities. O f the two,
theatre capacity is o f greater importance because elective patients are scheduled only when a
theatre session is available. Hence, GODOT allows you to use parameters governing the rate o f
admission with respect to this constraint. However, as this approach has both advantages and
disadvantages, you are able to specify the rate o f admission in three ways:
•
by defining theatre capacity with respect to patient numbers, with further instructions on
how to select patients from the waiting list for admission;
•
by defining theatre capacity with respect to operating time, again supported with
instructions on who to admit from the waiting list;
•
as an average rate o f admission per period for each waiting list category.
The first two methods require the user to instruct the model how patients should be selected from
the various waiting list categories. Options available to the user include:
(a)
specifying waiting time targets for one or more o f the categories; and/or
(b)
specifying a minimum number o f patients to be admitted each period, again by waiting
list category.
If values for neither parameter are entered, the model admits patients based on the size o f the
waiting list at that point in time. This attributes equal priority to each waiting list category,
eventually resulting in patients assigned any category having the same waiting time.
The last element o f the model brings together the previous three elements to determine the future
waiting list behaviour. The relationship between the three elements can be expressed in a
simplified form algebraically. That is, for each category:
census[t] = census[t-l] + additions[t] - admissions[t] - removals[t]
where t is one o f the periods.
The algorithm also allows GODOT to predict the demand for bed days made by patients. The
model does this by combining average length o f stay figures for each o f the waiting list
categories with the predicted profile o f admissions. In addition, the user can enter the number
of bed days available. This allows the model to display how well the bed capacities match the
predicted level o f demand. However, both bed capacity and length o f stay data are optional. The
model will run perfectly well without one or both being specified.
The model can also predict theatre usage for any o f three admission modes. For this the user
needs to enter figures for the average duration o f operations in each waiting list category. The
model then combines these with the predicted profile o f admissions to produce the estimate.
Again, the average operation duration data are optional, unless the model is being used with
theatre capacity specified as theatre time. Then the data are essential because they are used to
determine when theatre capacity has been fully utilised.
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What data are required by GODOT
The minimum data set required by GODOT was designed to be consistent with that produced by
routine waiting list monitoring. For example, it consists o f some o f the data items that are
provided by each State to the Australian Institute o f Health and Welfare for its annual review of
waiting lists.
The minimum data set can be classified as follows:
1.
The categories by which patients on the waiting list are prioritised;
2.
Rates o f addition, admission, and removal by each waiting list category;
3.
The census o f the current waiting list by each waiting list category;
4.
Target waiting times for each waiting list category.
Other data can be utilised, if available. For example, the rate o f admission can be linked to
theatre capacity. These optional data items include:
1.
Theatre capacity expressed in minutes or in patients treated per period;
2.
Average operation durations for each waiting list category;
3.
Ward capacity expressed in bed days;
4.
Average length o f stay for each waiting list category;
5.
The distribution o f waiting times o f patients currently on the list for each waiting list
category.

Who might use GODOT?
The scenario analysis approach used by GODOT requires people who use it to have the
contextual knowledge needed to interpret the results, and be able to apply it to the planning
process. A few basic skills are also required to undertake an analysis. These are:
1.
an understanding o f basic statistics and the analysis o f time series data;
2.
a general understanding o f IBM PC software, including W indows and spreadsheet
packages. Knowledge o f spreadsheet software is needed because it is likely to be
necessary to derive the averages rates o f addition, admission and removal from routine
activity data. GODOT does not contain a facility to do this.
Staff who have undertaken a business or numerate degree should meet these requirements, as
should staff who have a number o f years management experience.
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Starting GODOT
It is possible to run GODOT from DOS or from Windows. It is recommended that you run
GODOT under Windows. This will allow you to transfer graphs created by GODOT to other
programs by using the W indows clipboard. It is not possible to do this when GODOT is run
from DOS.

To start the program from DOS, simply perform the following steps:
1.
2.

At the C:\> prompt, type CD dirnam e and press ENTER
Type GODOT, and press ENTER

If you are initially in another directory, type CD \, and press ENTER prior to typing the first
command.

To start GODOT from W indows 3.1/3.11, either:
•
double click on the program icon (assuming a program icon has been installed);
•
select the MS-DOS icon from the MAIN group, and follow the instructions for starting
the program from DOS; or
•
run File Manager, and double-click on the file GODOT.EXE in the directory where you
installed the software.

To start GODOT from Windows 95, either:
•
choose the GODOT short-cut name in the Program part o f the Start menu (assuming a
short-cut has been installed);
•
select the MS-DOS command from the Start menu, and follow the instructions for
starting the program from DOS; or
•
run W indows Explorer, and double-click on the file GODOT.EXE in the directory where
you installed the software.
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Screen layout
The screen is split into three parts as shown in Figure 2. At the top of the screen is the menu bar.
Each word is the title of a pull-down menu that contains commands to activate the different
functions in the model. Under the menu bar is the main screen area where currently basic
information is displayed. Other screens will be displayed on top of this in response to commands
selected from the menu bar by the user.
At the foot of the screen is the status bar. Generally, it will display keys to activate functions that
are context sensitive. For example, the GRAPH function key will be shown when it is possible
to display the contents of a window as a graph. The choice of keys will vary with the
information being shown in the main screen area. The status bar is also used to tell you what the
program is doing (for example, it displays “Loading data...” when opening a file) and gives one
line descriptions of menu items when a menu is displayed.
Figure 2:

D efault G O D O T screen layout

GODOT
F ile

H is to r ic a l

GODOT:

S c e n a r io

Data

R e s u lts

W aitin g l i s t Management Model u 2 .0

<C> 1 9 9 6

Model file n a m e
H i s t o r i c a l file n a m e

F l Rbout

F10 Menu

U n sp e c if ie d
U n sp e c if ie d

C trl-X E x it

GODOT can be operated using a mouse. The mouse cursor will be indicated by a solid orange
square. If you cannot see the cursor, it is likely that the mouse driver that comes with MS-DOS
has not been loaded. To load the mouse driver, you will need to edit the autoexec.bat file on your
hard disk. Consult your MS-DOS manual on how to do this.
Alternatively, if you are running GODOT under Windows, you can run GODOT in a window.
By doing this, you will be able to use the Windows mouse cursor. To run GODOT in a window,
press ALT+ENTER. To return it to a full screen, simply press ALT+ENTER again.
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The menu bar
Most o f G O DOT’s functions are accessed through the menu bar. Those functions it does not
contain are displayed as function keys on the status bar. The program functions are grouped into
one o f five menus according to their role. For example, the Results menu holds the functions that
allow results o f a simulation to be viewed.
The menu bar can be activated in either o f the following ways:
•
•
•

Using the m ouse to m ove the mouse pointer over the word and pressing on the left mouse
button;
Pressing the F I 0 key and using the arrow keys to move to the desired menu. Pressing
either the DOW N ARROW key or ENTER will open the menu;
Pressing ALT and the highlighted letter in the title o f the menu.

The user will nearly always be able to make selections from the menu bar. The only exception
is when a dialog box is open.
Menu items that are available will be written in black and will have a highlighted (ie. red) letter.
Items that are currently disabled will be dimmed (ie. displayed in grey). Whether an item is
available or not will depend on the current status o f the program. For example, most items will
be disabled until a model has been loaded, or a new one defined.
A menu item can be selected by either:
•
Using the mouse to move the pointer over the word, and pressing on the left mouse
button;
•
Using the UP ARROW and DOWN ARROW keys to move to the desired item, and
pressing ENTER;
•
Pressing the highlighted letter in the name o f the item;
•
Pressing the hot-key attached to the menu item. These are displayed to the right o f the
item name.
Not all m enu items have a hot-key combination, but for those that do, it provides a quick way
of selecting an option without having to search through the menu bar.
To leave the m enu bar without selecting an item, press the ESC key. This will close the menu
bar and return you to the previously active screen.
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Menus and Hot-Keys
The Menu structure and Hot-key combinations included in GODOT are:

File
New
Open
Close
Save
Save As
Model details
Open Historical
Exit

Ctrl+O

Ctrl+S
Ctrl+H

Results
Begin Simulation
Graphical simulation
Summary stats
Predicted census
Predicted admission rate
Predicted waiting time
Predicted theatre utilisation
Predicted bed utilisation

Ctrl+B
Ctrl+M
Ctrl+N
Ctrl+A
Ctrl+W

Other function keys
Historical
Summary stats
Census detail
Addition detail
Admission rate detail
Removal detail
Waiting time estimate
Scenario
New
Pick
Close
Store
Definition
List names
Review

F4
F5
F9
F10

Graph
Filter
Drag W indow
Menu

Ctrl+C
Copy
Ctrl+E Erase
Ctrl+P Print
Ctrl+K
Ctrl+L

Data
Waiting list details
Addition rates
Removal rates
Admission rates
Theatre capacity
Min. admission rates
Target waiting times
Operation durations
Bed capacity
Average length o f stay
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GODOT’s window system
Most of the information you will see is provided through two types of windows, either as tables,
or dialog boxes. Both are sections of the screen that appear to sit above the main screen area.
It is straight forward to distinguish between the two types of windows. A table is characterised
by the arrangement of information in columns and rows, with a heading at the top. A dialog box
has a more flexible layout, and may contain single pieces of information, or a list (for example,
of file names). However, all dialog boxes are distinguished by the fact that they have buttons,
whereas a table does not.
Both types of window have a number of common elements, though not all windows will have
every one. These include:
•
a title bar and frame;
•
a close box;
•
scroll bars.
A typical window is shown in Figure 3. Its title is shown in the centre of the top of the frame.
To the left of the title is the close box. Clicking on this box will close the window. (The key
equivalent of this is usually ESC). If you click elsewhere on the top of the frame, and keep the
mouse button depressed, you can drag the window around the screen. The frame will change
colour and become a single line to indicate when you are doing this. To activate this dragging
from the keyboard, press F9. Then use the arrow keys to position the window, and press ENTER
when finished. Pressing ESC will return the window to its original position.
Figure 3:
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Scroll bars are vertical bars that are placed on the side o f the window. These allow the contents
o f the window to be scrolled with the m ouse using the following techniques:
•
Clicking on the scroll arrow at either end o f the bar will scroll the window one line at a
time;
•
Keeping the mouse button pressed on a scroll arrow will scroll the window continuously;
•
Clicking on the scroll bar above or below the scroll box will scroll the window one page
at a time;
•
Dragging the scroll box to any spot on the bar will move the window to the spot that
corresponds to the position o f the scroll box.

Table windows
GODOT uses two types o f tables. The first is used to simply display data, whereas the second
type allows the user to change the data that it contains. The first type o f table is recognised by
its cursor which extends across the entire width o f the table. The second type o f table is
distinguished by a cursor that only highlights one cell at a time. Both tables will include a
heading that describes the contents o f the table columns. These can change in a display table if
there is a number o f different ways to view the data. For example, some tables can show data
by each individual waiting list category, or as a total across all categories.
The cursor can be moved around a table using the following keys:
•

•

Press the UP ARROW or DOWN ARROW to move the cursor one line at a time. The
window will scroll whenever the cursor reaches the limits o f the window, unless there is
no more data to be seen. W hether or not this is the case can be judged from the scroll
box in the scroll bar;
Press PAGE UP or PAGE UP to scroll one screen at a time.

The mouse can also be used to move the cursor. Pressing the left mouse button on a particular
cell will move the cursor directly to it.
A table will generally support a number o f standard functions. When active, these will be shown
in the status bar. The standard functions are:
CTRL+P
CTRL+C
CTRL+E
F4
F5

This will send the table contents to the output text file GODOT.TXT (see
Exporting data for more details);
This copies the cell or row on which the cursor sits to other rows in the table
(Data entry tables only);
This resets part or all o f the values in the table to zero. The function asks for
confirmation before proceeding (Data entry tables only);
Creates a graph o f the data in the window (Display tables only);
Displays a dialog box that allows the data to be filtered, and hence show different
configurations o f the data (Display tables only).
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Dialog boxes

The dialog boxes are more varied than tables in the functions they fulfill, and hence contain a
more varied array of elements. The simplest type will contain just information and a button.
Others will contain a number of options and buttons. Figure 4 shows a dialog box consisting of
most of the various elements.
Figure 4

F ile

A typical dialog box

H is to r ic a l

S c e n a r io

D ata

R e s u lts

Model T

S t a r t d a te o f s c e n a r io d a ta : ■
W aitin g l i s t c a t e g o r ie s < i t o 6>
P e r io d s t o s im u la t e <5 t o 39>
P e r io d le n g t h in weeks <3 o r 4>
ohally
DÎJ Enter;4iaiting time data, not censu

ESC C an cel

A dialog box requires the user to select one of these buttons to proceed, generally because the
program requires the user to make a choice. Because of this, when a dialog box is displayed, the
user will not be able to select any options from the menu.
Buttons are distinguished by the fact that they will have a shadow. This gives it a 3-D effect and
creates the illusion of it being pushed in when you choose it. Generally, a dialog box will
contain two standard buttons: Ok and Cancel. If you choose Ok, the choices in the dialog box
are accepted by GODOT. If you choose Cancel, any changes are ignored, and the dialog box is
closed.
If you are using a mouse, you can choose a button by simply clicking on it. If you are using the
keyboard, you can choose it by pressing the highlighted letter - O in the case of the Ok button.
The other way is to use the TAB key to move through the items in the box until the appropriate
key becomes active. Then simply press ENTER.
Note: The Ok button is generally the default button in a dialog box. This means that you can
press ENTER to choose it even if it is not highlighted.
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There are four other types o f elements that can be within a dialog box. These are:
•

Text boxes, where the user can enter a value, a date, or some text. For example, these
are used for entering file names. A cursor will appear to indicate where the text will
appear when you type.
If the box already contains text, the text will be selected, and anything you type will
replace it. You can also select text by moving the mouse cursor across the text with the
left-button pressed, or by holding down SHIFT and using the horizontal arrow keys to
move the cursor.
The middle elements in Figure 3 are all text boxes.

•

List boxes, where the user can pick from a varying number o f options. For example, this
is used to allow the user to pick one o f the stored scenarios. As with tables, the user can
scroll through the list using the UP ARROW and DOWN ARROW keys. Alternatively,
the scroll bar on the right hand side o f the list allows the contents to be scrolled using the
mouse.
To choose an item from the list from the keyboard, use the arrow keys to position the
cursor over the item, and press ENTER. Alternatively, you can place the mouse pointer
over the item, and then press the left mouse button twice.

•

Option buttons (also known as Radio buttons), where you can select just one of a
number o f options. The selected option is indicated by a dot to the left o f the option
name. This dot can be moved between options using the UP ARROW or DOWN
ARROW keys. If you are using a mouse, simply click on the option required to select
it.
The top element in Figure 3 is an option box.

•

Check boxes. These are like option buttons, but you can select or clear any of the
options it contains. A selected option is indicated by a X in the check box to the left of
its name.
To select an option from the keyboard, use the arrow keys to position the cursor over its
name, and press the SPACE BAR. To clear an option, simply press the SPACE BAR
again. Alternatively, you can position the mouse pointer over the option, and then press
the left mouse button. Again, this will select a currently clear option, or clear a currently
selected option.
The bottom element in Figure 3 is a collection o f check boxes. The lowest o f the three
options is selected.

To move forward from one element to another, press the TAB key. Pressing the SHIFT+TAB
keys will move backwards through the elements. The element is highlighted when it becomes
active. Alternatively, simply click on the element with the mouse pointer.
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Graphs within GODOT
GODOT can display data in graphs as well as in tables. The type of graph will change according
to the data to be shown (for example, data can be graphed as a bar graph, or a line graph, or a
combination of the two). Nevertheless, the layout of each graph will be similar. A typical graph
is shown in Figure 5.
Figure 5:
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The title of the graph will be shown at the top of the screen. It will give the graph description
and include the scenario name if the data comes from a model (as opposed to historical data).
A legend that links the graph series to descriptions of the data will be shown to the right of the
graph.
The x-axis will always represents a series of periods. Directly under the axis, and between the
ticks, the period numbers are displayed. Beneath a few of these, the date corresponding to the
end of that period is also displayed. The size of the date may take the text across a number of
ticks, but it is centre justified, and so will related to the period number above its mid-point. The
scale and the units of the y-axis will change according to the data being shown.
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At the foot o f the screen, instructions relating to the graph are given. Pressing the I key will
invert the colours o f the graph, thereby allowing a graph with a white background to be exported
to the clipboard (see exporting data). Pressing the SPACE BAR (or any other key) will close
the graph and return the user to the normal display.

GODOT v2.0 User Guide

Page 20

Exporting data
Exporting tables to a text file
Every time GODOT is run, it creates a text file named GODOT.TXT. This, together with the
CTRL+P standard table function, allows data currently held in an open table to be stored on disk.
The data are stored in the format currently displayed. For example, it will send the data on
predicted admissions as either absolute figures or as a percentage o f the total, depending upon
which format is being displayed at the time CTRL+P key is pressed.
Unfortunately, it is not possible to save tables to the Windows Clipboard as it only captures the
data currently shown on the screen. Hence, some data will be lost if a table cannot display all
data at one time.
NOTE:

GODOT will overwrite an existing GODOT.TXT file whenever it is run.
Therefore, if the user wishes to keep its contents, the file should either be
renamed, or copied to another directory.

Exporting graphs to the Windows clipboard
To export a graph to another program, the user needs to transfer the graph to the Windows
Clipboard. To do this, simply press the PRINT SCREEN key - though for this to function,
GODOT must be run under the W indows environment. Once the graph is on the clipboard, it
can be transferred to other windows programs - for example, a word processor. In this way,
graphical output from GODOT can be easily incorporated into reports.
To ease the exportation o f graphs, GODOT allows the normal colours-on-black display to be
inverted to a colours-on-white display. The user should invert the graph before pressing PRINT
SCREEN. Inverting the graph will also remove the instructions at the foot o f the screen, so that
they do not interfere with the formal presentation o f the results.
Unfortunately, it is not possible to save graphical output to the GODOT.TXT text file.
NOTE:

The clipboard can only hold one screen image at a time. Therefore, it should be
transferred from the clipboard to the other program before another image is saved.
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Preparing a file of historical data to attach to GODOT
GODOT contains functions that allow historical data held in an external text file to be examined.
The functions enable the user to:
•
review actual waiting list activity and census data in a structured way, and enable the user
to get a feel for the data quickly;
•
compare actual waiting list behaviour with the results o f a simulation run. This allows
a new model to be validated more easily;
•
compare predicted waiting list behaviour with the actual behaviour eventually witnessed,
thus making it possible for the accuracy o f the predictions to be reviewed, and so leam
how best to use the model.
The model requires the historical data to be stored in text file, which must be arranged in a
specific format. This format is described in detail below. An example file is shown in Figure
6. Setting up the file may take a little effort, and in some circumstances, it might be easier to
review actual activity and census data in a spreadsheet.
•

•

•
•

The first line o f the file must contain two pieces o f information: the number o f periods
o f data that are contained in the file, and the number o f waiting list categories. Both
should be typed as numbers (ie. 20 not twenty). Up to 39 periods o f historical data and
up to 6 waiting list categories can be entered into the model;
The second line must contain the start date o f the first period the data relates to. The
format o f the date is important. It should be o f the format day-month-year, and it
recognises the following formats: l-Jan-96, 1.1.96, 1/1/96, 1-1-96. Other formats will
not be recognised as valid;
The third line must contain the number o f weeks in the period over which the data are
collected. The only two valid period lengths are 3 or 4 weeks;
The fourth line must contain the names o f the waiting list categories. These can be up
to seven letters long, and should be separated with a comma.

After these lines, the data on the number o f additions, admissions, removals, and waiting list
census figures are required. The data should be arranged in these four groups, and in this order:
additions, admissions, removals, then census. The first line o f each block can be used as a
comment line. After this, one line should be created for every period o f data collected, and
should consist o f a value for each waiting list category. The order o f the values will be assumed
to follow the order o f the names listed on the fourth line.
The data should be delimited (separated) with one or more spaces. This format can be easily
created using either a spreadsheet or a text editor.
The file o f historical data must be given a name with the file extension .HIS. For example,
myfile.his Without this extension, GODOT will not recognise it as a file containing historical
data. The file should be saved in the GODOT directory.
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Figure 6:

Sample Layout of a Historical Data File
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Explanation of menu functions: File Menu
This menu primarily contains functions that store and retrieve data from the hard disk. GODOT
stores model data in one text file which has the file extension .SCN, and stores the file in the
same directory as the GODOT program. The menu also contains the command to attach a file
o f historical data.
The functions Close, Save, Save As, and Model Details are disabled until model data has been
loaded.

New model
This command allows the user to create a new model. Selecting the function opens a dialog
window which asks the user for the name o f the new model. This can be up to 17 characters in
length, and can consist o f most characters. The exceptions include spaces, and the following
symbols:

*+,

- ./

: ; < = > ? @ \ A "|

The user should use an underscore

to separate words instead.

On pressing the OK button, the structure for a new model will be created, and the other menu
functions will be enabled. Pressing CANCEL will abort the command.

Open File
This command opens a dialog window that allows the user to select a file containing the model
data. The window will show a list o f the files available. The user can select one by either:
•
typing its name in the input line and then pressing ENTER or the OPEN button; or
•
by moving the cursor in the list to highlight the desired file, and again pressing ENTER
or the OPEN Button; or
•
by moving the cursor in the list using the mouse, and double clicking on the name of the
file.
The user can move between the input line, the list, and the buttons using the TAB key, or by
positioning the mouse pointer over the desired input method and clicking.
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Close
Use this command to exit the current model but to remain in the program. If the model has not
been changed since it the last time it was saved, the model is simply closed. If the model has
been changed, you will be prompted whether you wish to save the model or not. If you select
YES, the model will be saved, and then closed. Selecting NO will close the model without
saving the data. Pressing CANCEL will return the user to the program without closing or saving
the model.

Save
This command saves the data to an existing file on the hard disk using the current filename. The
old data held in that file are replaced with the new values. If a file does not yet exist, because
it is a new model, then the user will be asked to enter a filename.

Save As
This option saves the data as a file on the hard disk, after the user has specified its name. The
new name is entered via a dialog window similar to that used by the Open command. As before,
the name can be entered by typing it at the input line. Alternatively, the user can select an
existing file from the files listed in the box underneath. This will replace the contents o f the old
file with the new data.

M odel Details
This function opens a dialog window which allows the user to change the name of the model.
The name can be changed to a word o f up to 17 characters in length, and can consist o f most
characters. This function should be used to update the name o f the model to distinguish it from
an earlier version.
To keep any changes made, press the OK button. To close the window without updating the
model name, click on the CANCEL button or press the ESC key.
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Open Historical
This command opens a dialog box that allows the user to select a file containing the historical
data. The window will show any files in the program directory in the list beneath the input line.
The user can select one by either:
•
typing its name in the input line and then pressing ENTER or the OPEN button; or
•
by moving the cursor in the list to highlight the desired file, and again pressing ENTER
or the OPEN Button; or
•
by moving the cursor in the list using the mouse, and double clicking on the name of the
file.
The user can move between the input line, the list, and the buttons using the TAB key, or by
positioning the mouse pointer over the desired input method and clicking.
Pressing the
CANCEL button will close the window without attaching any data file.

Exit
This option finishes the current session o f GODOT, and returns the user to Windows (or DOS).
If the currently open model has been changed, you will be prompted whether you wish to save
the model or not. If you select YES, the model will be saved, before the program terminates.
Selecting NO will terminate the program without saving the data. Pressing CANCEL will return
the user to the program without terminating or saving the current model.
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Explanation of menu functions: Historical Menu
This m enu contains the functions that allow the user to examine actual activity and waiting list
data. The functions will only become active once a historical data file is attached using the Open
Historical function from the FILE menu.

Summary statistics
This command opens a table window that provides a summary o f the additions, admissions,
removals and census recorded in the historical data. Each line in the table represents the figures
for one period.
The table initially displays data that are aggregated across all waiting list categories. The data
can also be aggregated to show each individual waiting list category. The user can select how
the data are displayed by using the dialog box activated with the FILTER function. This dialog
box comprises o f a list box which contains the various options, and OK and CANCEL buttons.
To change the current display option:
•
move the cursor using either the arrow keys or the mouse so that the desired level is
highlighted;
•
press the OK button.
Pressing the CANCEL button will leave the table display as it was.
The data in the table can also be shown graphically by choosing the GRAPH function. This will
generate a graph showing the data for all periods. The period and date is plotted along the x-axis
of the graph, the number o f patients on the y-axis. A legend on the right-hand side o f the graph
links the data series to the table headings.

Census detail,
Addition rate detail,
Admission rate detail, and
Removal rate detail
These functions all operate in a sim ilar way, and hence, their operation will be described
together. Each screen displays the distribution o f patients across the waiting list categories. The
data are ordinarily shown as absolute numbers, but they can also be expressed as a proportion
of the total across all categories. The display is toggled by pressing ENTER.
The data in each screen can be expressed graphically, being activated using the GRAPH
function. The graph displays the data for every period, with the period and date being plotted
along the x-axis o f the graph, and the num ber o f patients on the y-axis. A legend on the right
hand side o f the graph links the data series to the table headings.
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W aiting time estimate
This screen estimates the waiting time o f patients by calculating the clearance time for each
waiting list category. The clearance time is calculated by dividing the current census by the
average rate o f admission. Removal rates are not included. The average is calculated over two
periods - the current and preceding periods. Hence, there will be no estimate for the first period
in the table.
Note: If the admission rates are fairly small, and fluctuate, this estimate o f waiting time will be
quite unstable. Under these circumstances, the estimate can be quite inaccurate and so
this screen should be used with caution.
Choosing the GRAPH function will display the data graphically. The graph includes the data
for all periods, with the period and date being plotted along the x-axis o f the graph, and the
number o f patients on the y-axis. A legend on the right-hand side o f the graph links the data
series to the table headings.
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Explanation of menu functions: Scenario Menu
The Scenario menu contains those functions that support the management o f the scenarios. In
brief, they allow different scenarios to be created, then stored, and retrieved.

New Scenario
Use this command to create a new blank scenario. The scenario is given a default name which
can be changed when the scenario is saved. The command displays a dialog box that allows the
scenario to be configured. For details on how to configure a scenario see the description o f the
Definition menu item below.

Pick Scenario
This function lets the user set the current scenario to one o f the stored scenarios in the model.
The previously stored scenarios are shown in a list. The user chooses a scenario by moving the
cursor over the name o f a scenario, and then pressing the PICK button.
To move the cursor using the keyboard use the UP ARROW and DOWN ARROW keys.
Alternatively, the scroll bar on the right hand side o f the list allows the cursor to be scrolled using
the mouse. To choose a highlighted scenario, simply press ENTER. Alternatively, you can place
the mouse pointer over the item, and then press the left mouse button twice.
The dialog box also allows saved scenarios to be renamed, or deleted via the buttons on the side.
Pressing the RENAME function opens another dialog box with an input line where the new name
should be typed. Pressing ENTER or clicking on the OK button will rename the scenario, unless
the name is invalid. Pressing ESC or clicking on the CANCEL button will close the box without
making any changes.
Choosing the DELETE button will delete the scenario currently highlighted by the cursor.
However, the user is asked to confirm this decision prior to deletion.

Close Scenario
This command closes the current scenario. If the scenario has not been changed since the last
time it was saved, it is simply closed. If the scenario has been changed, you will be asked
whether you wish to save it or not. If you select YES, the scenario will be saved, and then
closed. Selecting NO will close the scenario without saving the data. Pressing CANCEL will
abort the command without closing or saving the scenario. NB: Data that has already been
saved using the Store Scenario function can be retrieved using the Pick Scenario function.
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Store Scenario
This function stores the current scenario data using a dialog box similar to the one used when
saving the model to disk. If the scenario has previously been saved, its original name will be
displayed in the input line. To store the scenario under this name, then simply choose the SAVE
button. To store it under a new name, simply type over, or alter, the old name, and then choose
the SAVE button.
The name can be up to 20 characters in length, and can consist o f most characters. The
exceptions include spaces, and the following symbols:

The user should use an underscore

to separate words instead.

The list box under the input line shows the names o f scenarios currently saved. The names
already listed can also be selected, but this will overwrite the data stored under these names.
However, the program will ask for confirmation before any data are lost.
Choosing the CANCEL button will close the window without saving any data.

Definition
This function should be used to configure (or re-configure) a scenario. Configuring a scenario
requires setting a number o f parameters including: the number o f waiting list categories; and the
number o f periods. By doing this you are informing GODOT how you want to enter the data,
and how you want it to predict waiting list behaviour. You will generally only need to configure
a scenario once.
The first parameter is Model Type. This specifies how the scenario will model the rate of
admission. Three options are available:
•
Admissions can be defined as rates. This allows the user to enter for each period the
number o f admissions from each waiting list category;
•
Admissions based on Theatre Capacity (patients). Here the user specifies a global limit
o f the number o f admissions per period, and the simulation chooses which patients to
admit based on entered waiting list targets (if specified), or the current length of the
waiting lists;
•
Admissions based on Theatre Capacity (time). Here the user specifies theatre capacity
with respect to time. The simulation then admits as many patients as possible until no
more operating time is available. Again the simulation chooses which patients to admit
based on entered waiting list targets (if specified), or the current length o f the waiting
lists;
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The other parameters relate to the time frame over which the scenario is to run and the number
of waiting list categories:
•
First, enter the date on which the model is to start running - the start date o f the first
period. The format o f the date is important. It should be ordered as day-month-year, and
GODOT recognises the following formats: l-Jan-96, 1.1.96, 1/1/96, or 1-1-96. Other
formats will not be recognised as valid;
•
Second, enter the number o f waiting list categories you want to include. Up to 6 can be
incorporated, but 3 is generally a practical maximum;
•
Third, enter the number o f periods for which the simulation is to run. The model can
simulate from 5 to 39 periods. The maximum equates to roughly 3 years if the period
length is 4 weeks;
•
Fourth, enter the length o f the period in weeks, either 3 or 4 weeks. If a number outside
this range is entered in the input line, the program will change it to the nearest valid
value.
The last component o f the definition screen is the Scenario Options check boxes. These allow
the user to toggle between alternative ways to enter data, or run the model. The three options are:
1)

Enter param eters by period, not globally
For the four functions: target waiting time, minimum admission rates, operation duration,
and average lengths o f stay, the user can enter data that remains constant for all the
periods, or to enter the data by period, so that the values can be changed over time. The
former cuts down on the data entry required, and is the default setting;

2)

M eet targets with equal priority
This defines how the model should admit patients if waiting time targets are specified.
By default, the simulation tries to meet the target for the higher urgency categories before
those o f the lower urgency category. Selecting this option will make the simulation
reduce the waiting time o f each category so that the amount by which the targets are
exceeded will be the same for all waiting list categories. That is, the ratio o f Actual
waiting time:Target waiting time will be the same for each waiting list category, once the
ratios have converged.

3)

Enter waiting time data, not census
This option allows the user to define the initial waiting list in two ways. The default is
to enter the waiting list details simply as the census for each patient group. Selecting this
option allows for details to be entered, namely the distribution o f waiting time o f patients
within each waiting list category.

To update the model definition, choose the OK button. Choosing the CANCEL button will close
the dialog box without making the changes.
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List names
Use this screen to enter names for each o f the defined waiting list categories. W hen a scenario
is created, default names are given to the categories. However, it is generally preferable to make
the names capture the characteristics o f the actual categories.
Category names can be up to 7 characters in length, and can consist o f most characters, with the
exception o f spaces, and the following symbols:

* + , . ; < = > ? @ \ A *“ |
The user should use an underscore

to separate words instead.

To update the list names, choose the OK button. Choosing the CANCEL button will close the
dialog box without making the changes.

Review Changes
This function displays which parameters in the current scenario have been altered by the user.
The data are compared against the scenario data that were used for the previous simulation, and
hence that created the results shown by the functions in the Results menu. The function is
disabled until a simulation has been run.
The comparison is made every time this function is selected. Hence, changing an altered value
back to its original will remove the change from the list displayed.
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Explanation of menu functions: Data Menu
This menu contains the functions necessary to define a scenario. Not all functions will always
be required, their use being dependent upon the configuration o f the model. The functions
closely relate to the model structure described earlier. If the role o f any function remains unclear
after reading the description o f it in this section, the reader should refer to the model structure
section o f this manual.

W aiting list details
This screen is used to enter data on the initial status o f the waiting list. These figures are taken
as the initial make-up o f the lists at the beginning o f the simulation run.
The data can be entered as either:
(1)
the census figures for each waiting list category; or
(2)
as a distribution o f the waiting times o f patients on the list, again by category.
The screen size changes according to which option is selected in the DEFINITION screen. In
the case o f option (1), the table contains only one row, in which the census figures should be
entered. In the case option (2), the table contains 39 rows. The distribution o f patients who have
waited so many periods should be entered into the appropriate rows. For example, if 10 patients
assigned category 1 have been waiting 2 periods then enter 10 in the row which is labelled 2 in
the Period column. The total number o f patients in the column should sum to the current census
number.
A consequence o f only entering census data is that the simulation will have to wait until patients
who were added to the list in the first simulated period are admitted before an estimate o f waiting
time can be deduced. However, other options are provided to give an estimate o f waiting time
in this case (see Results: Predicted Waiting Time for more details).

Addition rates
This screen is used to specify the average addition rate for each period. Data can be entered in
one o f two ways:
(1)
as a total together with the proportion o f the total each category makes up; or
(2)
as numbers for each category.
For option (1), enter the total number o f additions in the Total column first. Then enter the
proportion o f the total that will be assigned each waiting list category. The proportions should
be between 0 and 1, and the sum across each category should come to 1. (For example, you enter
the data as 0.15 not 15%.) A marker is displayed on the right-hand side o f the table if the values
do not sum to 1.
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For option (2), first enter a value o f -1 in the Total column. This will indicate to GODOT that
you want to enter actual addition rates, and so GODOT will allow you to enter whole numbers
instead o f fractions. Then enter the average addition rates for each category. This option allows
the model to include historical data as well forecast values. A benefit o f this approach is that
forecast rates can be seen in the context o f historical values.
The data are entered per period to allow for predictable fluctuations in the addition rate to be
taken into account. For example, the summer break will usually result in a drop in additions each
year. However, if the data are repetitive, use the COPY function (activated using the CTRL+C)
to reduce the burden o f data entry.

Removal rates
This screen is used to enter the estimated removal rate per period. In a manner similar to the
entry o f addition rates, data can be entered in one o f two ways:
(1)
as a total together with the proportion o f the total each category makes up; or
(2)
as numbers for each category.
For option (1), enter the total number o f removals in the Total column first. Then enter the
proportion o f the total that will be assigned each waiting list category. The proportions should
be between 0 and 1, and the sum across each category should come to 1. A marker is displayed
on the right-hand side o f the table if the values do not sum to 1.
For option (2), first enter a value o f -1 in the Total column. This will indicate to GODOT that
you want to enter actual removal rates, and so GODOT will allow you to enter whole numbers
instead o f fractions. Then enter the average removal rates for each category. This option allows
the model to include historical data as well as forecast values. A benefit o f this approach is that
forecast rates can be seen in the context o f historical values.

Admission rates
This screen is used to enter the rates o f admission by waiting list category per period. Hence, it
will only be available if this model type has been selected in the model DEFINITION screen.
The rates o f admission are entered as whole numbers, not as fractions o f a total like the addition
and removal rates. The total column on the far right o f the window displays the sum of the
values entered in the row.
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Theatre capacity
This screen allows the user to set the theatre capacity per period. It is only available if either o f
the two model types that employ this approach has been selected in the scenario DEFINITION
screen. Moreover, the layout o f the screen will vary according to whether the capacity is to be
entered as a number o f patients, or as the number o f hours per period.
If theatre capacity is defined as a number o f patients, the table will show only a single input
column. In this, the user enters the maximum number o f patients to be admitted per period.
If capacity is defined as time, the table will show six input columns. The three after the end date
of the period allow the user to define how many sessions are available, differentiating between
morning, afternoon and all day sessions. The last three columns then allow the user to specify
the duration o f each session type in minutes. The total capacity per period is defined by
summing the total hours available for each session type.

Minimum admission rates
If the number o f admissions is determined by the model with respect to theatre capacity, the
model will decide how many patients to admit from each waiting list category based on either
the length o f the waiting lists, or the target waiting times. In most circumstances, this will be
sufficient. However, it may be necessary for various reasons to ensure that a minimum number
of patients from each category are admitted. For example, to retain surgeon skills. This screen
allows such minimum rates to be defined.
The minimum rates can be entered per period, or as a global figure, and the layout o f the screen
will depend on which format is chosen in the scenario DEFINITION screen. Nevertheless, the
column headings remain the same, and the user should enter the minimum number o f patients
to be admitted by waiting list category.

Target waiting times
If the number o f admissions is determined by the model with respect to theatre capacity, the
model will decide how many patients to admit from each waiting list category based on either
the length o f the waiting lists, or user-defined target waiting times. This screen allows the target
waiting time for each waiting list category to be set.
Target waiting times can be defined for each waiting list category. If two or more categories
have the same target waiting time, simply enter the same value for both categories.
It is not necessary to enter a value for all categories. For example, it is possible to enter a value
for just category 1 patients, if so desired. For categories without a target waiting time, the model
will base the number o f admissions on the length o f the waiting list.
The target waiting times can be entered as a global figure, or per period. The layout o f the screen
will depend on the format chosen in the scenario DEFINITION screen.

GODOT v2.0 User Guide

Page 35

Operation durations
This screen allows the user to specify the average duration o f operations in minutes for each
waiting list category. If the model is set up to run with theatre capacity defined as time, then
these values are essential for the simulation to run properly because they allow the simulation
to determine when theatre capacity has been fully allocated.
However, they are also used when the model is set up to run with either admission rates, or with
theatre capacity defined as patients. In this case, the values are multiplied by the number of
admissions after they have been determined, to give an estimate o f the demand for theatre time.
The operation durations can be entered as a global figure, or per period. The layout o f the screen
will depend on which format is chosen in the scenario DEFINITION screen.

Bed capacity
The model allows the user to define a notional limit on the number o f beddays available to
patients admitted from the waiting lists. However, the user is not required to specify this data
for the simulation to function. Similarly, the data can be omitted even if length o f stay data are
included. The function is included so that a reference figure for bed capacity can be maintained.
This should assist the user in deducing whether an increase in admissions is likely to cause
problems with regards to bed availability.
The user can enter bed capacity as either a global figure, or per period. The number o f rows in
the screen will depend on which one is chosen in the scenario DEFINITION screen.

Average lengths of stay
This screen allows the user to specify average length o f stay figures for patients in each waiting
list category. This allows the model to give a prediction o f demand for beds, but it is not a pre
requisite data item for the simulation to run.
The user can enter length o f stay figures as either a global figure, or per period. Entering the data
per period allows for changes in practice to be taken into account. The screen layout will depend
on the format chosen in the scenario DEFINITION screen.
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Explanation of menu functions: Results Menu
The results menu contains the functions that start the simulation model, and that display the
waiting list behaviour predicted by the simulation. It also contains the functions that link the
projected activity with the use o f resources (ie. theatre time and beds), though this output
depends on whether resource data were contained in the scenario.
The simulation can be run in two modes. The first will simply perform the simulation and
display a message when it has finished. The other mode will display the simulated movement
of patients on and o ff the waiting list categories. This gives an indication of how the simulation
works, but it takes longer to complete a simulation run than the other mode.

Begin simulation
This command starts the simulation used to predict the behaviour o f the waiting lists. The
simulation uses the currently entered scenario data, and hence cannot be activated unless a
scenario has been loaded or newly defined.
This command runs the simulation without activating the graphical animation. A message is
simply displayed when the simulation is finished. The message is cleared by choosing the OK
button.

Graphical simulation
This command starts the simulation used to predict the behaviour o f the waiting lists, and
illustrates the operation o f the simulation by animating the movement o f patients to and from the
waiting list. The simulation uses the currently entered scenario data, and hence requires a
scenario to have been loaded, or newly defined.
The layout o f the animation screen is shown in Figure 7. The top half o f the screen contains the
animation, whereas the lower half o f the screen is used to give summary statistics for each period
simulated.
Patients assigned a particular waiting list category are animated using the category name. These
entities are then moved by the computer whenever patients join or leave the waiting list, as
follows:
•
Patients who are admitted from the waiting list are moved to the top-right of the screen,
under the heading ADMISSIONS;
•
Patients who are removed from the waiting list are moved to the right of the screen, to
be above the heading REMOVALS;
•
Patients who are added to the waiting list are moved from the left of the screen, next to
the ADDITIONS heading, to the waiting list.
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Graphical representation of the simulation structure

Figure 7:
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The animation o f patients joining or leaving the list makes the simulation take some time to
complete. Therefore, it is possible to stop the animation by pressing the SPACE BAR. A
message is displayed when the simulation is finished. The message is cleared by choosing the
OK button.

Summary statistics
This function displays a table that summarises the additions, admissions, removals and census
figures produced by the simulation run. Each line in the table represents the figures for one
period.
The table initially displays data that are aggregated across all waiting list categories. In addition,
the data can be aggregated to show each individual waiting list category. To select how the data
are displayed choose the FILTER function, either by pressing the F5 key, or by clicking on its
name on the status bar. This opens a dialog box which comprises o f a list box containing the
various options, and OK and CANCEL buttons.
To change the current display option:
•
move the cursor using either the arrow keys or the mouse, so that the desired level is
highlighted;
•
Choose the OK button, either by pressing ENTER or clicking on it using the mouse.
Choosing the CANCEL button will leave the table display as it was.
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The data in the table can also be shown graphically. To graph the data, press the F4 GRAPH
function key, or click on its name in the status bar. This will generate a graph showing the
predicted figures for all periods. The period and date is plotted along the x-axis o f the graph.
The number o f patients is plotted on the y-axis. A legend on the right-hand side o f the graph links
the data series to the table headings.

Predicted census
This function shows the predicted waiting list census figures, breaking them down by waiting
list category. The data are initially expressed in absolute terms, but the category figures can be
shown as a proportion o f the total as well. The format displayed is changed by either pressing
ENTER or by clicking on the ABS/REL(%) function in the status bar.
The data can be expressed graphically, being activated using the GRAPH function. The graph
displays the data for all periods, with the period and date being plotted along the x-axis o f the
graph, and the number o f patients on the y-axis. A legend on the right-hand side o f the graph
links the data series to the table headings.

Predicted admission rates
This function shows the predicted admission figures. The usefulness o f this information will
depend on the admission model type selected in the scenario definition screen. If admissions
were entered as a rate, then the figures shown will be the same as those entered, unless at some
point in time, the number o f patients on the census was less than the number o f admissions
specified. However, if the model type was based on theatre capacity, then this screen will show
the distribution o f admissions selected by the simulation.
The admission figures are shown by waiting list and are initially expressed in absolute terms.
The figures can be show n as a p roportion of the total as well, the form at displayed being
changed by either pressing E N T E R or by clicking on the ABS/REL(%) function in the status
bar.
The data in the table can be shown graphically by choosing the GRAPH function. This will
generate a graph showing the predicted admissions for all periods. The period and date is plotted
along the x-axis o f the graph. The number o f admissions is plotted on the y-axis. A legend on
the right-hand side o f the graph links the data series to the table headings.
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Predicted waiting time
This screen shows the predicted waiting time o f patients by waiting list category. The waiting
time figures can be calculated in two ways:
•
•

Event-based waiting time. This is the time spent on the waiting list by a patient as
measured on the day o f admission;
Clearance time. This estimate o f waiting time gives the time a patient will wait for
admission if they joined the list in that period. It is calculated by dividing the census at
the end o f the period with the average rate o f admission as calculated over that and the
preceding periods. Hence, there will be no estimate for the first period. Removal rates
are not included.

It is worth noting that:
•
clearance times are predictions o f how long a patient will wait. They should not be
compared to data on the waiting times o f patients admitted in this period, ie. Event-based
waiting times. The latter were influenced by activity before this time, whereas the
clearance time estimate is looking into future;
•
if admission rates are fairly small, and fluctuate, the clearance time measure will be quite
unstable. Therefore, it should be used with caution.
The two methods are provided because the scenario data may only contain initial census data,
and not waiting time data. In this case, the simulation will have to wait until patients who were
added to the list in the first simulated period are admitted before an Event-based waiting time
estimate can be deduced.
The screen will initially show Event-based waiting times. To change between the measures,
choose the FILTER function. This opens a dialog box which comprises o f a list box containing
the two options, and OK and CANCEL buttons. To change the current measure:
•
move the cursor using the mouse or arrow keys;
•
choose the OK button, or double-click on the name o f the measure.
Choosing the CANCEL button will leave the measure as it was.
To display the data graphically, choose the GRAPH function. A graph will be generated for all
periods, with the period and date being plotted along the x-axis o f the graph, and the number of
patients on the y-axis. A legend on the right-hand side o f the graph links the data series to the
table headings.
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Predicted theatre utilisation
This screen displays the predicted utilisation o f the theatre capacity, or if the model type is based
on admission rates, the predicted demand for theatre time. The table contains three data columns.
The first shows the predicted usage o f theatre time, and requires the user to have entered data on
operation durations. The second shows the theatre capacity, and will only contain information
if the theatre capacity was entered as time. The third column is the predicted utilisation o f theatre
capacity expressed as a percentage, and hence will only contain a value if theatre capacity does
so.
The data in the table can be displayed graphically by choosing the GRAPH function. The graph
will show theatre usage as one series, and if defined, will take theatre capacity as another series.
The legend on the right-hand side o f the graph will identify the data series to the table headings.
As with other functions, period and date is plotted along the x-axis o f the graph, and the number
of admissions is plotted on the y-axis.

Predicted bed utilisation
This screen displays the predicted utilisation o f surgical beds, or if the bed capacity has not been
defined, simply the predicted demand for bed days. The table contains three data columns. The
first shows the predicted usage o f bed days, and requires the user to have entered data on average
lengths o f stay. The second shows the bed capacity, and will only contain information if this was
defined in the scenario data. The third column is the predicted utilisation o f bed capacity
expressed as a percentage. Hence, it will only contain a value if bed capacity does so.
Choosing the GRAPH function will display the data graphically. The graph will only show bed
usage figures for the two admission types, to keep its appearance simple and so be easy to
comprehend. As with other graphs, period and date are plotted along the x-axis o f the graph, and
the number o f admissions is plotted on the y-axis.
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Useful books on waiting list issues or forecasting
“Why are we waiting: an analysis o f hospital waiting lists ”
by Yates, J. Oxford, UK: Oxford University Press, 1987
A short book that covers some o f the many issues related to waiting lists, with each chapter
ending giving a few useful references for further reading.

(iRationing and Rationality in the National Health Service: The persistence o f waiting lists ”
edited by Frankel, S. and West, R. Basingstoke, UK: MacMillan Press, 1993
An in-depth analysis o f waiting list issues, including many useful references. For Australian
audiences, its UK focus will mean that some aspects o f policy are less relevant. Nevertheless,
it covers many practical aspects o f waiting list management which makes it thoroughly
worthwhile reading.

The following books are useful introductions to forecasting, or contain a section on the subject:
Introduction to Operations research, 5th Edition
by Hillier, F.S., Lieberman, G.J. New York: McGraw-Hill, 1990
The modern forecaster. The forecasting process through data analysis
by Levenbach, H., Cleary, J. Belmont, California: Lifetime learning publications, 1984
Quantitative approaches to management
by Levin, R., Rubin, D.S., Stinson, J.P., New York: McGraw-Hill, 1992
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GODOT Tutorial 1:

Reviewing Historical Data

This tutorial will describe how to use GODOT to review historical data related to waiting list
census and activity. These functions allow you to review time-series data collected on four
variables, namely:
•
waiting list census;
•
the number o f additions;
•
the number o f admissions; and
•
the number o f removals from the list.
This tutorial assumes that you have the file o f demonstration data supplied with GODOT, though
it can be followed if you have your own file o f data. If you have created a file, make sure that
it is saved in the same directory as GODOT.

Starting up..
1.
Run GODOT following the instructions in the user-manual. When it is loaded, you will
see the default screen display. On this you will see the label Historical filenam e: Unspecified.
This signifies that currently no historical data are loaded into GODOT.
2.
Open the Historical menu by either pressing ALT+H or by clicking on the name o f the
menu with the mouse. You will notice that all the menu items will be de-activated (signified by
the grey lettering). Press ENTER or click on any item - nothing will happen. They will only
become active once historical data have been loaded. That will be the next step.
3.
Open the File menu - again by either pressing ALT+F, or by clicking on its name with
the mouse. Select the Open Historical menu item. A dialog box will appear which contains an
input line to enter the name o f the file, a list o f the files available, and OPEN and CANCEL
buttons. Select the demonstration data file - called DEMO - by either:
•
typing its name in the input line;
•
moving the cursor in the list using the arrow keys to highlight the file; or
•
moving the mouse pointer over list o f files, and clicking on the name of the file.
To move between the input line, the list, and the buttons, press the TAB or SHIFT+TAB key,
or position the mouse pointer over the desired control and press the left mouse button. To open
the file, choose the OPEN button.
4.
GODOT will now load the historical data. Once this has finished, the name of the data
file will be shown on the default screen - opposite the Historical filename label. If you selected
your own data file, there m ight be some problems if it does not conform to the expected file
layout. GODOT will tell you if this is the case, where upon you should exit GODOT, and check
the structure o f the data file. The next steps will assume that the data loaded correctly.
5.
Open the Historical menu again. You will see that the menu items have now become
activated. The menu provides six functions. Summary Statistics gives an overview of the four
variables. The next four menu items allow each o f these variables to be analysed in more detail.
The last item will use the census and admissions data to estimate how waiting times have
changed over the period.
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Menu function: Summary Statistics
6.
Select Summary Statistics from the menu. Doing so causes a window to open above
the default screen. At the top o f the window are headings denoting what data are contained in
each column. The data are arranged in rows underneath, one row holding data for a particular
period. A date that identifies each period is given in the second column. The end date of the
period is shown because it was on this day that the census data were collected.
7.
The horizontal bar is the window cursor. This allows you to scroll through the data.
Pressing the arrow keys will move it one cell at a time. Larger steps can be taken using the
PAGEUP or PAGEDOWN keys. The rows will scroll when the cursor reaches the limits of the
window to show any remaining data. The scroll bar attached to the right o f the window indicates
whether it can scroll. It contains a marker that moves in relation to the cursor.
The mouse can also be used to move the cursor. Pressing the left mouse button on a particular
cell will move the cursor directly to it. The mouse can also scroll the screen by pressing the left
mouse button while its pointer is positioned over the arrows at the ends o f the scroll bar.
However, this will not change the position o f the table cursor.
8.
The default display is to show the data for each variable aggregated across the defined
waiting list categories. This can be changed using the FILTER command, which is shown along
with the other table commands at the foot o f the screen. Other commands allow the data to be
shown graphically or saved to a disk file. But first, we will change how the data are aggregated.

Changing the level of data aggregation
9.
Choose the FILTER function key either by pressing F5 or by clicking on its name. This
will open a dialog box that allows you to change the way the data are displayed. The various
options are listed in the window under the word Options. These include the current ALL option,
and the names o f the waiting list categories. One option will be highlighted by the list cursor.
This will always correspond to the current display mode when the dialog box is opened.
10.
You can move the list cursor using the arrow keys. Pressing PAGEUP or PAGEDOWN
will move the cursor in larger steps. Alternatively, you can scroll the cursor through the list with
the mouse, by positioning the mouse pointer over one o f the arrow heads on the scroll bar and
pressing the mouse button.
11.
Select one o f the other display options - either by pressing ENTER, or by clicking on the
OK button, or by double-clicking over the name o f the desired option. The dialog box will now
disappear, and the data shown in the window will change. Also, notice that text on the second
row o f the heading changes to show the new display mode.
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Showing data graphically
12.
To show the data graphically, choose the GRAPH function key. This can be done by
either pressing F4, or clicking on its name in the status bar. The text display will now be
replaced by a graphics screen that shows the time-series for three o f the four variables, namely
the activity variables: additions, admissions and removals. The additions are shown as a line,
whereas the admissions and removals are shown as a stacked-bar, indicating the total number of
patients that left the list. The difference between the height o f the bar and the line therefore
represents the size o f the increase or decrease in the waiting list census. Each point along the xaxis represents one period.
13.
To return to the table display, press the SPACE BAR. But first, press the [I] key. The
graph will now be shown in inverse colours. This will be useful when you want to export the
graph to a document, for example.

Looking at each variable in more detail
14.
Open the Historical menu again. This time, select one o f the four items underneath
summary statistics. Any one will do as they all operate in the same way, though you may want
to start with Census detail. As before, this causes a window to open above the default screen.
At the top o f the window are the headings denoting what data are contained in each column. The
data are arranged in rows underneath, one row holding data for a particular period. The census
or end date is given in the second column to identify each period. The table shows detail by
waiting list category as well as giving a total.
15.
Use the window cursor to scroll through the data, controlling it in the manner described
in step 7.
16.
The status bar contains commands to show the data graphically or save it to a disk file.
There is also one other function ABS/REL(%), activated by pressing ENTER or by clicking on
its name with the mouse. Activate it now. As you can see, this changes the data from being
absolute figures to being expressed as a percentage o f the total. Choosing it again will change
the data back.
17.
Now show the data graphically by choosing the GRAPH function. The data are plotted
as a line graph, with each line corresponding to a waiting list category. Assuming you returned
the data in the table to be the actual values, the total will also be plotted. However, this line will
be omitted when the values are shown as percentages. Press the SPACE BAR to close the graph
- then choose the ABS/REL(%) function. Now choose the GRAPH function again. The graph
will have changed to show the percentage values. Notice that the scale on the y-axis has
changed. (The x-axis has not changed. Each point still represents one period.) Finally, press
the SPACE BAR to return to the table.
18.
Each o f the windows showing detail o f the four variables operate in the same way.
Before we move onto the last function in the menu, briefly examine some o f the other windows
by selecting some o f the options from the Historical menu, and repeating the instructions from
step 13 to 17.

GODOT Tutorial 1:

Review ing historical data

page 3

Estimating waiting times
19.
The last function in the menu provides an estimate o f waiting time, specifically the time
a patient will wait for admission if they joined the list in that period. It is calculated by dividing
the census at the end o f the period with the average rate o f admission as calculated over that and
the preceding periods. It is worth noting that these waiting times are predictions o f how long a
patient will wait. They should not be compared to data on the waiting times o f patients admitted
in this period. The latter was influenced by activity before this time, whereas the estimate is
looking into future.
20.
Open the Historical menu, and select the menu item waiting time estimate. A window
will appear showing the estimated waiting time for each waiting list category. The heading
contains the technical name for this type o f waiting time statistic, namely
the clearance time. It is given in units o f days.
21.
Use the arrow keys to data scroll up and down the data, or the mouse on the scroll bar on
the right of the window. You may find that the values are quite different from each other. If this
is the case, it is likely that the rate o f admission is quite low. Thus, a small change from period
to period, will lead to large swings in the estimate. The admission rate is averaged over two
periods in an attempt to reduce the level on instability. Nevertheless, low rates are alway likely
to be unstable and care needs to used when interpreting these data.
22.
Finally, choose the GRAPH function to graph the data. This should clearly demonstrate
any instability in the estimate. The data are shown as a line graph, with each line corresponding
to a waiting list category. Each point on the x-axis represents one period. Note that, if no
patients were admitted in consecutive periods, then the clearance time is defined as zero days.
This will produce a break in the line and hence will appear disjointed. Again it is worth stressing
that care is needed when interpreting these data.
23.
You have now completed the tutorial looking at the historical functions o f the model.
Close the currently open table either by pressing ESC, or by clicking on its close box. To leave
the model, press CTRL+X.
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GODOT Tutorial 2:

An introduction to GODOT

This tutorial will describe the basic structure o f GODOT - how data are set up in scenarios, and
how GODOT uses this to forecast waiting list census and waiting times. This tutorial assumes
that you have the demonstration data, called DEMO.SCN supplied with GODOT.

Starting up...
1.
Run GODOT following the instructions in the user-manual. When it is loaded, you will
see the default screen display. On this you will see the label Model Filename: Unspecified.
This signifies that currently no model is loaded into GODOT.
2.
Open the menu bar by either pressing F 10, or by clicking on the name o f a menu with the
mouse. Open either the Scenario, Data, or Results menu. You will notice that all the menu
items will be de-activated (signified by the grey lettering). Press ENTER or click on any item nothing will happen. They will only become active once a model has been loaded. And that will
be the next step.
3.
Open the File menu - again by either pressing ALT+F, or by clicking on its name with
the mouse. Select the Open menu item. A dialog box will appear which contains an input line
to enter the name o f the file, a list o f the files available, and OPEN and CANCEL buttons. Select
the demonstration model file - called DEMO - by either:
•
typing its name in the input line;
•
moving the cursor in the list using the arrow keys to highlight the desired file; or
•
moving the move pointer over list o f files, and clicking on the name o f the file.
To move between the input line, the list, and the buttons, press the TAB or SHIFT+TAB key,
or position the mouse pointer over the desired control and press the left mouse button. Then to
open the file, choose the OPEN button.
4.
GODOT will now load the model data. Once this has finished, the name o f the data file
will be shown on the default screen - opposite the Model Filename label. The screen will also
show the name given to the model and the currently selected scenario. As a scenario has not yet
been chosen, "unspecified" is displayed opposite the Current scenario label. Choosing a
scenario will be the next step, but first an explanation o f scenarios will be given.
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What are Scenarios?
GODOT is designed so that the people using the software can find their own "solution" to a
waiting list problem. GODOT does not try to find the optimum answer. Indeed, there is
probably no such thing as an "optimum" waiting list. By their very nature, waiting lists allow
a set o f conflicting objectives to be balanced - for example, instant access to care for emergencies
with the efficient use o f resources. One objective will not have universal priority over all others,
and so it is impossible to optimise.
Instead GODOT allows the user to design scenarios - a description o f the future based on
particular variables. For GODOT, the principal variables are:
•
the current make-up o f the waiting list; and
•
predicted rates o f addition, admission and removal from the list.
GODOT then forecasts how the current waiting list will behave under these circumstances. It
is left to the user(s) to determine which o f the scenarios are good or bad.
It is likely that the user will want to define many scenarios because o f the uncertainty about how
the activity rates will behave in the future. Some scenarios will focus on quantifying the impact
o f external factors - factors over which a doctor and manager has little control. Others will focus
on the effect o f a particular decision, allowing it to be evaluated before being implemented.
Nevertheless, both try to answer questions o f the type "what if?". Because o f this, this analytical
approach is typically know as "what if?" scenario analysis.
To enable the user to evaluate a number o f scenarios within the same model, GODOT contains
a number o f scenario management facilities. The functions are contained in the Scenario menu,
at which we will now look in more detail.
5.
Open the Scenario menu. The top four items perform the scenario management
functions. As no scenario is currently selected, the lower two functions are not active.
6.
Choose the New Scenario item. This will create a new blank scenario. But before
GODOT can do this, it requires you to give some information concerning the scenario - you need
to configure the scenario. A dialog box will have been displayed on the screen. This is where
you enter the details. However, you do not have to enter anything now. Instead we will examine
a scenario that has already been created. When you have finished looking at the window, choose
the CANCEL button.
7.
Open the Scenario menu and choose the Pick Scenario item. This will open a dialog
box that contains a list and four buttons. The list should contain the name o f several scenarios.
The list cursor can be moved either by using the arrow keys or by using the mouse to move the
scroll bar attached to the side o f the list. Highlight the SC EN H IST O R IC A L scenario. Now
choose the PICK button. This will set the current scenario to SCEN HISTORICAL, as will now
be shown by the default screen.
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The model behind GODOT
It has already been mentioned that the principal variables in GODOT are the initial waiting list
contents, and the rates o f addition, admission, and removal. (There are several other variables
but these will be explained in more detail later.) However, what was not discussed was how the
variables are used to predict future waiting list behaviour. The next section explains this.
GODOT is built around a simple simulation model, a type o f simulation known as a "stocks and
flows" model. The stocks represent the waiting list, and the flows the rates at which patients join
and leave the list. More precisely, the model has four elements:
1.
2.
3.
4.

The initial number o f patients on the waiting list (stocks);
(flow) equations describing the number o f patients who join the list at time t,
for t=l,2,...
(flow) equations describing the number o f patients who leave the list at time t, for
t=l,2,...
equations for the waiting list census at time (t+1) which are usually a simple function of
the waiting list census at time t and the flow in time (t+1), for t=l,2,...

These equations are then used iteratively to forecast how the waiting list (stocks) will change
from their initial levels at time t= l, 2, 3....
An important aspect o f the model is that it recognises that a waiting list consists o f various sub
groups who move through the system at different rates - a consequence o f their assigned urgency
- and who require different resources. The model therefore allows you to divide the waiting list
into a number o f waiting list categories. Up to six categories can be defined, although generally
2 or 3 will be sufficient. Data for the initial stocks and rate equations are entered for each
category. To illustrate this, we shall examine the data in SCENH ISTORICA L
The data contained in SCEN_HISTORICAL relates to historical census and activity data from
an imaginary surgeon - a Dr Lancetboil. The data were collected from 1 October 1995 at an
interval o f every four weeks, for 17 periods. The scenario has been set up to reproduce the
historical activity over this time. It contains the actual data, and not predictions o f what the rates
might be in the future. Entering this data as a scenario will often be a good starting point as it
puts the predictions into context, and so makes it easier to judge whether the initial predictions
are in fact reasonable.
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Examining the structure of a Scenario...
8.
Open the Scenario menu and choose the Definition menu item. This will open the dialog
box displayed previously that contains the parameters to configure a scenario. In the middle are
four parameters where the time-frame over which the scenario will run, and the number of
waiting list categories. The SC EN H ISTO RICA L scenario is defined to:
•
start on the 1 October 1995;
•
break the waiting list into three categories;
•
extend for 17 periods; and
•
make each period last for 4 weeks;
At the top of the box is a parameter labelled model type. This configures the scenario to model
the admission rate in a particular way. It is currently set to the option where the admissions are
entered by each waiting list category. The other options allow the user to specify a global limit
o f the number o f admissions per period, and the simulation chooses which patients to admit
based on whether waiting list targets have been set. This option will be explained in a later
tutorial, together with the options at the foot o f the window. A full description o f the parameters
can be also be found in the user-manual.
9.
Open the Scenario menu again, and choose the menu item List names. This will open
a dialog box where the names o f the waiting list categories are entered. You can see that the
three categories defined in the definition dialog box are named: U r g l , Urg_2, and Urg_3.
Category names can be up to 7 characters in length, and can consist o f most characters, with the
exceptions o f spaces and the following symbols:
* + # . ; < = > ? @ \ A '|
To enter a name, simply start typing. Re-type the name o f the first category name. The letters
will appear trailing a flashing cursor. To store the entered name, either press ENTER or click
on another input line using the mouse. Pressing ESC will restore the original name. Finally,
choose the CANCEL button.
10.
Choose the Waiting list details item from the Data menu. It will open a window
containing the initial waiting list data. The function o f this table is to allow you to specify the
waiting list census for each category.
As you can enter data in this table, the cursor only highlights a particular cell. This is one way
to identify a data-entry table. Entering data is simply a matter o f typing the number and pressing
ENTER. To illustrate this, re-type the number in the cell highlighted by the cursor. Notice that
it changes colour to signify that you are actually entering data. Pressing ENTER or moving away
from the cell using the arrow keys or mouse will enter the number. Pressing ESC will restore
the cell contents.
11.
Now choose the Addition rate item from the Data menu. This will open a window
containing the historical addition rates. Again the data have been entered for each waiting list
category, the individual columns being on the right o f the table. The left hand columns of the
table show the number o f the period, and the date on which the period ends.
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The column in between is headed TOTAL but clearly its contents do not equal the sum o f the
waiting list categories. This is because addition rates can be entered in one o f two ways, either:
•
as a total number, and then proportioned across the categories by entering a fraction in
the category column; or
•
as numbers o f patients within each category.
GODOT switches between the two modes according to the number entered in the TOTAL
column. If it is zero or greater, GODOT assumes that you want to use the first method, and that
the value represents the total number o f additions in that period. If the value is (-1), GODOT
switches to the second mode. It is this second mode that is used here.
The data on each row represent a period. As these are historical data, the numbers shown were
the actual additions recorded over the four week periods. To see all the data, scroll the window
either by pressing the PAGEUP or PAGEDOWN keys, or by using the mouse pointer to activate
the scroll bar on the windows right hand edge.
12.
Choose the Removal rates item from the Data menu. This screen allows the rates of
removal for each category to be entered. It has the same layout as the Addition rates screen, and
also supports the entry o f data in the two modes. The data shown on the screen are the actual
removals recorded in each period over the scenario time frame.
13.
The last variable we shall examine is the rate o f admission. Choose the Admission rates
item from the Data menu. The layout o f this window is slightly different from the previous two
tables. It only allows admissions to be entered as whole numbers, and the TOTAL column is a
information column, not a data-entry column. It shows the sum o f admissions across all
categories. The table shows the actual number o f patients admitted in each period.

Simulating waiting list behaviour
14.
The Data menu contains a number o f other items, but before these are examined, it is
perhaps a good idea to see how the model uses the entered data to predict waiting list behaviour.
Therefore, open the Results menu and choose Graphical Simulation command. This will
begin the simulation, and display a graphical representation o f its operation. The top half of the
screen contains the animation, whereas the lower half o f the screen is used to give summary
statistics for each period simulated.
Patients assigned a particular waiting list category are animated using the category name. These
entities are then moved by the computer whenever patients join or leave the waiting list, as
follows:
•
Patients who are admitted from the waiting list are moved to the top-right o f the screen,
under the heading ADMISSIONS;
•
Patients who are removed from the waiting list are moved to the right o f the screen, to
be above the heading REMOVALS;
•
Patients who are added to the waiting list are moved from the left o f the screen, next to
the ADDITIONS heading, to the waiting list.
If you would like to know a little more about the simulation algorithm, please refer to the
overview chapter o f the user-manual.
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The animation o f patients joining or leaving the list makes the simulation take some time to
complete. Therefore, it is possible to stop the animation by pressing the SPACE BAR. If you
want to stop watching the animation before it has finished simulating the 17 periods, press the
SPACE BAR.
A message is displayed when the simulation is finished. The message is cleared by choosing the
OK button.

Looking at the results
15.
Open the Results menu. Notice that all the menu items are now active. The results items
were de-activated prior to the simulation because there were no results to show!
You might recognise the names of the menu items that show the results o f the simulation. They
are similar to those in the Historical menu. The tables they activate are also structured in the
same way, as will become apparent.
16.
Choose the Predicted census item from the menu. This displays a table that shows the
predicted census both in total and by each waiting list category. At the top o f the table are the
headings denoting what data are contained in each column. Each row holds data for a particular
period, the census date being the date at the end o f the period. Use the window cursor to scroll
through the data, either by pressing the arrow keys or by using the mouse and the scroll bar.
17.
It is probably easier to see the trends by displaying the data graphically. To do this,
choose the GRAPH function, either by pressing F4, or by clicking on the name o f the function.
The data are plotted as a line graph, with each line corresponding to an waiting list category or
the total census. A legend on the right-hand side o f the graph links the data series to the table
headings. The graph displays the data for all periods, with the period and census date being
plotted along the x-axis o f the graph, and the number o f patients on the y-axis.
When you have finished looking at the graph, press the SPACE BAR to return to the table
display.
18.
The table can also show the category figures as a proportion o f the total. This format is
displayed by either pressing ENTER or by clicking on the ABS/REL(%) function in the status
bar. Activate it now. As you can see, the data is now expressed as a percentage o f the total.
Choosing the ABS/REL(%) function again will change the data back to absolute figures - but
first choose the GRAPH function.
The census figures for each category are now shown as percentages. The total data series has
been omitted, and notice that the units o f the y-axis has also changed to reflect new data. Press
the SPACE BAR when you have finished with the graph.
19.
Now have a look at the tables linked to the Predicted Admissions and the Summary
Statistics menu items in the Results menu. The layout o f the tables will probably look familiar
to you. Both tables function in the manner o f their Historical data counterparts. If you have
trouble operating the tables and their associated commands (e.g. GRAPH, FILTER), please refer
to Tutorial 1.
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20.
The results from the simulation might also look familiar. The simple reason for this _IS
that this scenario has been set up to reproduce the historical data. You can verify that the results
are in fact the same as the historical data by loading the DEMO.HIS file, and using the
Historical menu commands to display this data. This facility o f GODOT can be used in future
to validate a scenario, or demonstrate to someone unfamiliar with its operation that it is capable
of reproducing observed behaviour.

Looking at predicted waiting times
21.
Select Predicted waiting times from the Results menu. A table will appear that shows
the predicted waiting time o f patients by waiting list category. At the top o f the table are the
headings denoting what data are contained in each column. Above this is a sentence that denotes
which waiting time figures are being shown in the table. When a table is first displayed, the
figures are based on the time admitted patients spent on the waiting list. This is known as the
Event or Actual waiting time.
Each row holds data for a particular period, the date shown being the date at the end of the period
over which the figures were collected. Use the window cursor to scroll through the data, either
by pressing the arrow keys or by using the mouse and the scroll bar.
22.
As before, the trend in waiting times is seen easier in a graph. Choose the GRAPH
function by either pressing the F4 key, or by clicking on the name o f the function. The graph
includes the data for all periods, with the period and date being plotted along the x-axis o f the
graph, and the average waiting time in days on the y-axis. A legend on the right-hand side of the
graph links the data series to the table headings. Press the SPACE BAR to close the graph.
23.
The table and graph reveals that the waiting time for category 1 patients has been
increasing. However, it does not give any values for the other categories. There are two reasons
why this can happen, either:
•
there were no admissions in that period; or
•
because the simulation did not know when the admitted patient joined the waiting list.
In this example, it is the second reason that caused a lack o f values. The initial waiting list data
were entered as census numbers only. No information about how long patients already on the
list had been waiting was therefore available to the simulation. Hence, the simulation has to
wait until patients who were added to the list in the first simulated period are admitted before an
event-based waiting time estimate can be deduced.
This problem can be overcome by entering the waiting time distribution o f patients on the initial
waiting list, and a later tutorial will illustrate how to do this.
24.
GODOT includes another way o f monitoring waiting times when it is not possible to
enter waiting time distribution. In these circumstances, it can give an estimate of the time needed
to clear the current waiting list. Hence, this waiting time measure is known as the clearance time.
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The clearance time is calculated by dividing the current census by the average rate o f admission.
The average is calculated over two periods - the current and preceding periods. Hence, there will
be no estimate for the first period. Removal rates are not included. However it should be noted
that:
•
clearance times are predictions o f how long a patient will wait. They should not be
compared to data on the waiting times o f patients admitted in this period, ie. event-based
waiting times. The latter were influenced by activity before this time, whereas the
clearance time estimate is looking into future;
•
if admission rates are fairly small, and fluctuate, the clearance time measure will be quite
unstable. Therefore, it should be used with caution.
25.
To select between the different calculation methods, choose the FILTER function, by
either pressing F5, or by clicking on its name using the mouse. A dialog box will be displayed,
comprising o f a list box which contains the two options, and OK and CANCEL buttons. Change
the current method by highlighting clearance time option with the cursor using the mouse or
arrow keys. Then choose the OK button.
The data in the table will have now changed. Notice that the heading indicating the type of
waiting time statistics displayed has also changed. Lastly, the census data used to calculate the
clearance time was collected on the date shown in the second column.
26.
You have now completed the tutorial giving an initial look at scenarios and how the
model predicts waiting time behaviour.
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GODOT Tutorial 3:

Defining the structure of the initial waiting list

This tutorial will describe how to specify the structure o f the initial waiting list. It will discuss
how to define waiting list categories, and also how to enter the data that describes the number
of patients on the waiting list, focusing in particular on entering a waiting time distribution (see
Tutorial 2 for a description o f how to enter just census data). However, waiting time information
might be hard to collect, so the tutorial will also describe a method to estimate the distribution
from activity data.
This tutorial assumes that you have the demonstration data, called DEMO.SCN supplied with
GODOT.

Deciding on how to categorise the waiting list
In recent years, there has been a move to standardise the definition o f urgency categories across
Australia. However, there are still some differences between States currently. Also, you may
want GODOT to capture differences within urgency categories, for example, with respect to bed
use or the average duration o f operations. Therefore, GODOT leaves it up to you how many
waiting list categories to define, and what characteristics they have. Nevertheless, you might find
the following points helpful:
1)

Do not create categories without a good reason. The more categories you define the
harder it will be to interpret tables and graphs. Although up to 6 categories can be
defined, a realistic maximum is probably 4.

2)

Do not create a category for patients with a target waiting time that is less than the length
o f a period. The period length is the shortest unit o f time to which the simulation can
work. If one o f your urgency categories has a shorter target time (for example, the NSW
urgency category 1 has a target waiting time o f 7 days), it is possible to take account of
its workload by reducing the number o f admissions (ie. theatre capacity) available for
other elective patients. This approach assumes that there will always be sufficient
capacity to treat urgent patients, which is likely to be true.

3)

It is not straight forward to define a category for patients who are not-ready-for-care.
Defining them as a separate category is inappropriate as patients are not automatically
admitted once they reach the head o f the list, and once there is theatre capacity available.
Omitting these patients from the model would also be inappropriate because this would
ignore their interaction with categories o f patients who are ready-for-care. One possible
approach is to combine these patients with the category o f patients with the lowest
urgency rating. Empirical evidence suggests most not-ready-for-care patients transfer to
this category when they become ready.
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Starting up...
1.
Run GODOT following the instructions in the user-manual. Then choose the Open
command from the File menu, and select the demonstration model file - called demo.
Successfully loading the model will result in the name o f the file being shown on the default
screen - opposite the Model Filename label. If this does not happen, please refer to the user
manual or the starting up section in Tutorial 2 for help.
2.
Open the Scenario menu and choose the Pick Scenario item. Then, from the list of
scenarios, choose the scenario named: SCEN_HISTORICAL. The default screen should now
show that this is the current scenario. If not, please refer to either the user-manual or Tutorial

2.

Changing the method of specifying the initial waiting list...
3.
Choose the Definition command from the Scenario menu. Look at the foot o f the dialog
box at the Scenario Options check boxes. The lowest o f these options is labelled: Enter waiting
time data, not census. Selecting this option changes how the initial waiting list data are
specified. Instead o f entering just the census figures, it allows you to enter the distribution
reflecting how long patients on the list have currently waited.
Select this option either by:
•
pressing TAB until the Scenario Options label is highlighted. Then use the ARROW
keys to position the cursor over the option, and press the SPACE BAR; or
•
clicking on the option using the mouse.
The selection o f the option is indicated by an X in the check box to the left o f its name. Finally,
choose the OK button.
4.
Now choose the Waiting list details command from the Data menu. The screen will
look very different from the one you saw in Tutorial 2. It also requires different data to be
entered. In the previous mode, you simply had to enter the total census for each category. Here,
you enter the distribution o f patients who have waited so many periods in the appropriate rows.
For example, if 10 patients assigned category U rg_l have been waiting 2 periods then you
would enter 10 in the row which is labelled 2 in the Periods waited column. The total number
o f patients in the column should sum to the current census o f that category.
Current waiting times o f up to 38 periods can be entered in the table. On the shorter period
length o f 3 weeks this equates to over 2 years, which should be sufficient in most cases. In cases
where patients have waited longer, simply include them in the figure entered in the final row.
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Estimating the waiting time distribution of the initial waiting list
It was noted in tutorial 2 that event-based waiting times cannot be derived if:
•
there were no admissions in that period; or
•
because the simulation did not know when the admitted patient joined the waiting list.
In SCEN_HISTORICAL, the initial waiting list data were entered as census numbers only.
Therefore, no information about how long patients already on the list had been waiting was
available to the simulation. Consequently, as category 2 and 3 patients joining the waiting list
during the simulation period failed to be admitted within that time, it could not deduce eventbased waiting times for these categories.
This problem can be overcome by entering the waiting time distribution o f patients on the initial
waiting list. However, as in this example, this data might not be readily available. If this is the
case, it is possible to crudely estimate the distribution using historical addition rates. How to do
this will now be explained.
5.
Choose the Addition rates command from the Data menu, and look at the first 3 rows
in the column containing U rg_l data. This shows that the average number o f additions to the
waiting list was about 7 patients per period. Note: we do not want to consider data in periods
after these three as there is obviously a change in behaviour.
If we assume that prior to this period (1) patients joined the list at this average rate, and (2) that
patients are admitted in the order they arrive, then we can then say that 7 o f the 12 U r g l patients
currently on the waiting list must have arrived in the previous period, and the remaining 5 joined
the period before. Clearly, this will not be entirely accurate, but it will be shown to be
sufficiently accurate to have practical value. But first how the data is entered will be
demonstrated.
6.
Choose the W aiting list details command from the Data menu. Then, it is simply a
matter o f entering the value o f 7 in the first row o f the column headed Urg_l, and the value of
5 in the second row. We could repeat the same exercise for each waiting list category, but to
save time, we will instead load a scenario where this data has been entered already.
7.
Open the Scenario menu and choose the Pick Scenario item. Then, from the list of
scenarios, choose the scenario named: SCEN_HISTORICAL2. This contains the updated data.
As we changed some o f the data in SC ENH ISTORICA L, a dialog box will have appeared after
you choose the new scenario. It will ask whether you want to save the current scenario. If you
select YES, the SCEN_HISTORICAL would be saved before the new one is loaded. Selecting
NO will load the scenario without storing the changes. Pressing CANCEL will return the user
to the program without changing anything. As we do not want to store the changed data of
SCEN HISTORICAL, choose the NO button.
8.
Now choose the Waiting list details command from the Data menu. Look at the column
headed Urg 2. It contains 10 rows o f 6, followed by a 2. These figures are the estimated waiting
time distribution for the 62 patients currently on the waiting list assigned category Urg_2. It was
deduced following the same argument as before.
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9.
Open the Addition rates table again. You can see that the average rate o f arrival in the
first three periods for Urg 2 patients is 6 patients per period. It was this rate that was assumed
to have continued in previous periods.
10.
Now that the waiting time distribution for each category has been entered, we can run the
simulation to see what impact this has on the event-based waiting time statistics.
Choose the Begin Simulation command from the Results menu. This will start the simulation
using the SCEN_HISTORICAL2 data, but in contrast to the Graphical Simulation command,
this option does not include the graphical representation o f the algorithm and so will finish
quickly. When the message box appears notifying you that the simulation has finished, choose
the OK button.
11.
Choose Predicted waiting times from the Results menu. The table that shows the
predicted waiting time o f patients by waiting list category will appear. Choose the GRAPH
function by either pressing the F4 key, or by clicking on the name o f the function.
The simulation has been able to deduce event-based waiting times for all categories from period
1. There are still a few gaps in the series, but these arise because no patients with these
categories were admitted during that period. Hence GODOT is now able to indicate whether
average waiting times are increasing, stable, or decreasing. And, although these waiting time
figures will not be 100% accurate, they will generally give a better indication than clearance
times, especially when the admission rate is low. To illustrate this, press the SPACE BAR to
close the graph. Then use the FILTER function to select the clearance time measure, and choose
the GRAPH function again. Notice how unstable the clearance times are over time. In these
circumstances, it is almost impossible to deduce anything useful from the clearance time
measure. In contrast, the event-based measure proves to be much more robust to fluctuations in
the rate o f admission.
12.
list.

You have now completed the tutorial on how to specify the structure o f the initial waiting
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GODOT Tutorial 4:

Predicting future waiting list behaviour

This tutorial will describe how to predict waiting list behaviour by forecasting future activity
patterns from historical data. In doing this, we will be trying to answer the question: "What will
be the waiting list behaviour if current activity patterns continue?"
This tutorial assumes that you have the demonstration data, called DEMO.SCN and DEMO.HIS
supplied with GODOT.

Starting up...
1.
Run GODOT following the instructions in the user-manual. Then choose the Open
command from the File menu, and select the demonstration model file - called demo.
Successfully loading the model will result in the name o f the file being shown on the default
screen - opposite the M odel Filename label. If this does not happen, please refer to the user
manual or the starting up section in Tutorial 2 for help.
2.
Open the Scenario menu and choose the Pick Scenario item. Then, from the list of
scenarios, choose the scenario named: S C E N N O C H A N G E l . The default screen should now
show that this is the current scenario. If not, please refer to either the user-manual or Tutorial
2.

Creating the scenario...
The scenario S C E N N O C H A N G E l was created from the scenario SCEN HISTORICAL2.
Thus, it contains the historical data as well as data relating to forecast activity levels. And, as
its name suggests, it is focusing on determining what will happen to the waiting list if current
activity patterns continue.
The new scenario was created by:
•
changing parameters in the scenario Definition screen to allow for the forecast data to
be entered;
•
using the commands in the Data menu to enter the forecast activity levels;
•
then saving the scenario using the Store Scenario command in the Scenario menu. It
is here that the new name for the scenario is entered.
At first glance, it m ight seem odd to create a new scenario from the SCEN HISTORICAL2
scenario, but there is a very good reason why you should combine historical and predicted
patterns. Including the historical data allows the waiting list projections to be viewed in the
context o f past behaviour. Similarly, the forecast activity levels can be placed within the context
of past levels. This allows the predictions and forecasts to be validated by you and others
associated with the analysis, and allows activity forecasts that result in unlikely behaviour to be
corrected.
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Changing the scenario definition...
3.
Choose the Definition command from the Scenario menu.
The settings for
S C E N N O C H A N G E l are mostly the same as the SCEN HISTORICAL2 scenario.
Specifically, the scenario:
•
uses the same model type;
•
starts on the same date;
•
defines the same three waiting list categories; and
•
defines a period to last for 4 weeks.
Only one parameter has been changed - the number o f periods to simulate. This has been
increased from 17 periods to 30 - the effect being to extend the number o f rows in the data-entry
tables, and hence the results tables, by an extra 13 4-week periods. This will allow forecasts to
be made for one year.

Forecasting activity rates from historical data...
Predicting the future is always difficult. A number o f quantitative (mathematical) approaches
have been developed over the years for use in this area, but forecasting still remains as much an
art as a science. Judgement is always needed to determine the plausibility o f forecasts produced
by quantitative approaches. Therefore, it is suggested that you forecast activity rates using an
approach based on common sense rather than mathematical formula.
Specific reasons for suggesting this include:
•
activity levels are likely to be relatively stable, and so there is less need for complicated
techniques;
•
you and your colleagues are likely to be aware o f factors that cannot be incorporated into
a formula. Therefore, educated guesses can be as accurate as forecasts produced by
mathematical means;
•
you are may have insufficient data and/or time to apply sophisticated forecasting
techniques.
The stages in the suggested forecasting method are now described.

Stage 1:

Examining the historical data

The first stage in estimating future activity levels is to examine the data graphically. This will
allow general patterns to be identified as well as unusual months. It is important to always look
at time-series data in this way. We will use the historical function o f GODOT to do this, but you
could also use a spreadsheet to examine raw data. Indeed, in a real situation you would be better
off to use a spreadsheet or database, as you will need to deduce at least average rates o f addition,
admission and removal. GODOT is not designed the support these calculations.
4.
Load the demonstration file o f historical data (by choosing Open Historical from the File
menu, and selecting the file called DEMO). Then open the Historical menu, and choose the
Summary Statistics command. This will show a table o f historical activity data.
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5.
Choose the GRAPH function by either pressing F4 and clicking on its name using the
mouse. The graph shows the rates o f addition, admission and removals o f all patients over the
17 periods.
Noticeable features include:
•
two dips around January corresponding to the main holiday period;
•
an increase and then drop in the total number o f addition in the first half o f 1996;
•
an increased number in admissions and removals, also in the first half o f 1996;
•
a relatively stable period o f activity in the latter half o f 1996, although there was an
increase in the number o f admissions and removals in December 1996.
6.
Now we will look at the individual rates in more detail. Choose the Addition rate detail
command from the Historical menu. Then choose the GRAPH function.
The graph shows that the addition rates within each category are fairly different. There are
generally very few patients assigned category Urg_3, on average about 1 patient per period. The
addition rate for category 2 patients is also fairly stable, with an average o f 5-6 patients per
period. However, there appears to be a significant drop in the number o f Urg_l patients over
1996, although if we ignore the January figure, it might be thought to have levelled out at an
average o f 10 patients per period.
7.
Choose the Admission rate detail command from the Historical menu. Then choose
the GRAPH function, as before.
Again, the activity varies within each category. Over 1996 (discounting January) there are few
admissions from categories Urg_2, and Urg_3, although there are unsustained increases at two
points for Urg_2. W ith respect to U rg _ l, there has been a reasonably steady rate o f admission,
centred around 9-10 patients per period.
8.
Finally, choose the Removal rate detail command from the Historical menu, and choose
the GRAPH function.
The behaviour here is unlike the patterns seen in the previous graphs. The number o f removals
in each category, and their combined total, is generally low, except for a few spikes. However,
these spikes cannot be regarded as outliers as they might be in another circumstance. Instead
they are likely to correspond to clerical audits o f the waiting list, and so are an integral feature
of the time series.

Stage 2:

Calculating average rates

The visual analysis will give you a feel for the patterns in the data. This will enable you to make
an appropriate decision on how best to forecast the average rates. As noted earlier, this need not
require sophisticated techniques. A moving average or exponential forecasting technique will
probably be sufficiently accurate, and in both cases, the formula are easy to enter into a
spreadsheet. (See the user-manual for references on books describing these approaches.)
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In this example, a simple approach was taken. The historical data show that although there is
some variation from period to period, the rates o f addition and admission were generally stable
in the last half o f 1996, if you discount the exceptional month o f January. Therefore, it was
decided to take the forecast rates o f addition and admission for 1997 (excluding January) as the
average for the last 6 periods in 1996. For the month o f January, the figures were based on the
two January months available.
The historical data on the rate o f removal reveals a jagged form, the peaks corresponding to an
audit. Therefore, it would appear that we need to take this behaviour into account. However,
the future timing o f such audits may be difficult to know. Further, the underlying rate at which
patients become "removals" could be considered constant. The jagged form reflects the detection
method, rather than this process. Therefore, it was decided to use an average rate again, and base
the forecast rates o f removal on the average for the last 6 periods in 1996.
Hence,
•
•
•

the figures for 1997 (except January) were forecast to be:
addition rates for U rg_l, Urg_2, and Urg_3 are 10, 6 and 1 respectively;
admission rates for U rg_l, Urg_2, and Urg_3 are 9.5, 1.5 and 0.5 respectively;
removal rates for U rg_l, Urg_2, and Urg_3 are 1, 0.66 and 1 respectively.

Stage 3:

Entering the average rates into GODOT

9.
Choose the Addition rates command from the Data menu. Scroll to the foot o f the table.
There you will see the forecast rates entered into the appropriate column. They have been
entered by each waiting list category as opposed to a total figure and then a distribution. Notice
that the last row, corresponding to the January period, contains a different value based on the
previous figures for this month.
10.
Now look at the forecast admissions by choosing the Admission rates option from the
Data menu. The values quoted above can be seen in the lower half o f the table. The figures
show how it is possible to incorporate fractional average rates into a scenario - simply enter a
series o f values that when taken together will equal the fraction component. In this instance, the
average rate o f 9.5 for Urg_l is entered as alternating values o f 9 and 10.
11.
Finally, choose the Removal rates option from the Data menu, and again scroll down
the table to see the forecast values. As before, notice how the fractional removal rate for Urg_2
is entered. Its forecast value o f 0.66 is entered as the series {1, 1,0}.

Reviewing the predicted behaviour and the accuracy of the initial forecasts
12.
Choose the Begin Simulation command from the Results menu. This will start the
simulation using the S C E N N O C H A N G E 1 data. When the message box appears notifying you
that the simulation has finished, choose the OK button.
13.
Choose the Predicted census command from the Results menu, and the choose the
GRAPH function. This shows the predicted waiting list census for each waiting list category for
the historical and forecast periods.
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The predicted increase in the total number o f patients waiting appears to fit with historical
patterns. The trend in the census o f categories U r g l and Urg_3 is similarly unremarkable.
However, the census o f Urg_2 would seem to be increasing quicker than might be expected given
the final points o f the historical data (points 14-17). Therefore, it is probably worth reviewing
the forecast activity rates for this category. When you have finished looking at the graph, press
the SPACE BAR.
14.
To review the forecast activity rates, choose the Summary statistics command from the
Results menu. The table will initially show the data aggregated across all columns. It is a good
idea to examine this to see how the forecast activity matches historical data overall, before
digging deeper. Choose the GRAPH function.
The graph reveals that the forecast levels overall are not unreasonable when compared with
historical levels. The forecast levels are smoother, as might be expected from using average
levels. However, apart from this, the expected rates sit in the middle o f the range of plausible
values. W hen you have finished looking at the graph, press the SPACE BAR.
15.
Choose the FILTER command, and choose Urg_2 from the list o f options. This will
make the table display just data for category Urg_2. Now choose the GRAPH function.
The historical and forecast parts o f each data series are a little harder to compare in the graph due
to the more erratic behaviour. However, the average forecast admission and removal rates would
seem a reasonable estimate given that the recent historical data contains only one high value. In
contrast, the rate o f addition has been decreasing over the last few periods, and, in this light,
perhaps the forecast rate has been influenced too much by the older and higher historical data.
It is therefore legitimate to ask "What if the forecast average addition rate for Urg_2 was 4
patients instead o f 6 patients per period?"
When you have finished looking at the graph, press the SPACE BAR.
16.
This possibility is examined in another pre-defined scenario, named
SCEN NO CHANGE2. Make this scenario the current one by using the Pick Scenario item
in the Scenario menu, and choosing the scenario name.
17.
Choose the Addition rates command from the Data menu, and scroll to the lower half
of the table. You can see that the forecast addition rate for Urg_2 has been reduced to 4 patients
per period.
18.
Choose the Begin Simulation command from the Results menu. This will update the
results to show the impact o f the changed addition rate. When the message box appears notifying
you that the simulation has finished, choose the OK button.
19.
Now choose the Predicted census command from the Results menu, and the choose the
GRAPH function.
The graph shows that the census o f Urg_2 patients is still increasing, but the rate of growth has
fallen. Furthermore, the growth in the total census has also fallen. There has been no change to
the trend in the census o f categories Urg_l and Urg_3. This indicates that even the revised
forecast o f the addition rates o f Urg_2 patients will not result in a stabilisation of the waiting list.
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By the end o f 1997, the total census will be at a level equal to its high in 1996 again. This might
be quite worrying as the revised forecast might be considered "optimistic”. The lower rate of
addition in the latter part o f 1996 may merely a temporary dip, and so might not be expected to
continue. This demonstrates how important judgements are when undertaking such analyses, and
how a knowledge o f the situation crucial. However, it also demonstrates how GODOT can
quantify the uncertainty that surrounds the future.
20.
At this point, you should be able to understand most o f GODOT’s capabilities. More
details on the individual functions can be found in the user-manual, including the few commands
not covered by the tutorials.
Before you leave GODOT why not play around with this scenario. For example, you might have
noticed that the census o f Urg_2 is increasing by 2 patients per period. Why not use the
commands in the Data menu to make changes that stabilise the waiting list census.
After that, take a look at the waiting times. You will see that they are all fairly excessive. The
target waiting times for each category can be taken to be 30 days, 90 days, and 1 year. Why not
make changes to the rate o f admission, removal, or addition, or a combination o f all three to try
and meet the targets for each waiting list category. It is probably best to start with Urg_l first,
and then move to Urg_2, followed by Urg_3. You might also consider extending the forecast
period as part o f you experiments. But don’t forget to store scenarios systematically. Do not try
to make all the changes in one go.
21.

This concludes the fourth tutorial.
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Appendix 3:

Criteria for assessing web-based information services

A3.1 Review of literature on assessment criteria for performance
indicators
A literature search o f abstracting database Current Contents was conducted for papers on
the assessment o f performance indicators. The database contained papers from 1992-1998
at the time o f the search. A variety o f papers on performance indicators were located, and
from the citations in these papers, some early papers and government reports were also
identified. The search was also augmented with a review o f reports published by various
Australian Governments. Although attempting to be comprehensive, the searching was not
exhaustive, and focussed primarily on papers that examined the use o f performance
indicators within the health industry. Key documents identified by this process are listed
at the end o f this appendix.
Among the reviewed papers, there appeared to be no universally agreed set o f
criteria against which performance indicators should be evaluated. There was considerable
overlap between different published lists, which suggests that there is general agreement
about some core dimensions. However, doubts remain about the content o f this core set
because, in some instances, the definition of criteria that use the same label were vague.
Indeed, some texts simply give the criteria terms with no definition.
The list o f criteria identified from the literature are summarised in Tables A3.1A3.3, and can be separated into several categories:
•

qualitative criteria associated with the assessment o f individual indicators;

•

quantitative criteria associated with the assessment o f individual indicators;

•

criteria associated with assessing the presentation and integrity o f a set o f
indicators; and

•

criteria associated with the assessment o f the performance measurement system
within which the set o f indicators is to be used.

It is worth noting that most o f the performance indicator (PI) literature did not stress
evaluating the statistical properties o f indicators. Many criteria in the devised framework
that relate to statistical inference were derived from standard statistics textbooks. This
would seem to be an important oversight in the general PI literature. In addition, the
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reviewed PI literature did not typically address the need to evaluate the mathematical model
of the process being monitored that underpins the definition o f the indicator. The one
exception was the statistical process control models o f the quality control literature. This
is also something that would appear to be an important oversight.
Tables A3.1-A3.3 provide an evaluation framework that is generic and
comprehensive. But, in terms o f the review o f the waiting list information services, it
needed further refinement. Some criteria were redundant, and could be ignored. This
specifically concerned the qualitative criteria for assessing individual indicators as waiting
list statistics obviously meet many o f these. For example, they are linked to health system
goals, are relevant to surgical units, identify opportunities for improvement, and will
remain significant. Data collection is both viable and cost-effective.
Further refinement was needed due to the simple nature o f the evaluation. The
criteria that relate to assessing a complete performance measurement system mostly involve
issues on which a review o f the design o f a waiting time information services could not
provide any data. For example, these include implementing strategies to teach users about
a particular measurement system. To some extent, this also applied to the criteria that relate
to assessing the quantitative properties o f an indicator. Therefore, these quantitative criteria
were revised to address the specific issues discussed in chapter 6.
Finally, the criteria related to assessing the integrity and presentation o f a set o f
indicators were considered to be vague, and were revised in the context o f considerations
about the aims o f waiting list information services. A summary o f the issues considered,
and the evidence o f good practice found in the literature, is given in the following section.
Overall, little good quality evidence was found and, consequently, the adopted criteria were
still fairly vague. Two criteria were adopted unchanged, namely, the fourth and fifth
criteria in Table A3.2.
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Table A3.1:

Criteria for assessing individual performance indicators

Criteria (Qualitative)

Definition

Strategic focus

indicators should be linked to organisational strategy

Relevance

indicators should measure something relevant to the business unit

Clearly defined

indicators should be clearly specified to enable uniform use, and
implementation

Opportunities for
improvement

indicators should offer opportunities for improvement (by identifying
specific processes that need modification)

Cost-effective data collection

the benefits o f the indicator should outweigh the costs o f data
collection

Data collection viability

data should be easy to collect, and not be a burden on staff such that
data accuracy and reliability become an issue

Importance

indicators should measure something important

Significance over time

indicators should maintain their significance over time

Controllability

indicators should be derived from quantities that can be influenced or
controlled by the user, alone or in cooperation

Criteria (Quantitative)

Definition

Reliable

indicators should be reliable

Responsive to change

indicators should respond to changes in behaviour

Valid

indicators should be valid

Precision

indicators should be based on sufficient samples to give acceptably
precise results

Excessive aggregation

indicators based on aggregated data should ensure aggregation gives
meaningful results

Confounding

indicators need adjustment to take account o f confounding factors

Comparable

indicators should be comparable

Robustness

indicators should be robust

Efficiency (precision)

indicators should be based on measures that are efficient estimators
or predictors

Estimator bias

indicators should be based on measures that are unbiassed

Sampling bias

indicator data should be collected from sampling designs that are
unbiassed
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Table A3.2:

Criteria for assessing the integrity of a set of indicators, and their
presentation

Criteria

Definition

Balanced outlook

indicators should be used in concert to give a balanced,
multi-dimensional view

Consistency across indicators

there should be consistency across indicators

Interpretable presentation

indicators should be presented in an appropriate form so that they
communicate a meaningful and consistent message

Timeliness

indicators should be available within a reasonable timescale, with
reporting tuned to the rate o f change o f the process

Readily accessible

indicators should be readily available within the constraints o f the
situation in which they are to be used

Information overload

the number o f indicators should be limited to avoid information
overload

Table A3.3:

Criteria to assess characteristics of a performance measurement system

Criteria

Definition

Perverse incentives

indicators should be presented/designed so they do not introduce
perverse incentives

System performance

changes resulting from actions taken elsewhere should be clearly
distinguishable in the reported information

Sub-optimal performance

indicators should not result in decisions that compromise
performance in another part o f an organisation

Stakeholder involvement

all users need to find the indicators acceptable and should be
involved in the design process

Line o f responsibility

it should be clear who is responsible for acting on indicators when
they show poor performance

Data review

data should be available for independent audit/ review

Training

staff should be trained to use the indicators, may not be self-evident

Evaluation - link to
organisation

the indicators should be reviewed for relevance as part o f strategic
reviews, or a review o f strategy should be undertaken prior to
designing a new system
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A3.2 Issues related to the presentation of waiting time statistics
Statistics used to describe patient waiting times
It has been customary for reports to present a measure o f the average waiting experience,
either the mean or median waiting time. O f the two, the median is often preferred as a
measure o f “expected” waiting time, although the statistical reason for this may not be
stated [Ministry o f Health (BC), 1998; AIHW, 2000]. The advantage o f the median arises
because waiting time distributions are typically skewed, and are likely to have different
shapes. Thus, while there are typically more patients below the mean than above, the exact
proportion is likely to differ between distributions. In contrast, the proportion of patients
below the median is fixed and this can aid comprehension and comparability.
It has been argued that simply presenting an average does not give a balanced
outlook [Pope, 1991]. But, in terms o f presenting measures o f the variation in waiting
times, the literature contains no real discussion on which may be preferred. Mason stated
that the standard deviation is an inadequate measure [Mason, 1976] and, although he gave
no reason for this, it has obvious limitations for skewed distributions; it gives an indication
o f spread, but no indication o f shape. Other options used in waiting list reports include: a
set o f percentiles, statistics on the number o f patients waiting beyond some threshold, and
the proportion o f patients grouped by different time bands, thereby crudely representing the
overall distribution.
It would appear that reports presenting statistics based on a fixed formula; the
method is not altered irrespective o f the number o f observations available.

In such

circumstances, interpreting descriptive statistics (such as the median or a percentile) would
be aided if a report also presented the number o f observations from which the statistics are
derived. The number o f observations (i.e. the number o f patients on the waiting list, or
admitted, for census and throughput data respectively) may be small and is likely to vary
from period to period, as well as between surgical units. Thus, providing this information
m ay be helpful to gauge the extent to which statistics are likely to be representative and
comparable. However, the review found no discussion of, or evidence identifying, good
practice in relation to this issue. The review also found no guidelines on rules to adopt for
presenting statistics when there are few observations.

Still, as users of waiting list

information services may not be statistically trained, a common sense approach would be
use statistical formulae that were robust to changing numbers o f observations rather than
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present an unreliable estimate o f waiting time together with the number o f observations.
The “interpretable presentation” criterion can also be construed to cover whether
or not information is presented about the uncertainty surrounding the estimates. If waiting
list services aim simply to give statistics on retrospective levels o f performance, the issue
o f uncertainty does not arise. However, it is important when the aim is to provide
information about expected waiting time, or at which surgical unit a patient is likely to have
an acceptable/shorter wait.
The review found no discussion o f this issue in the waiting list literature, nor any
reports in which statistics are reported with any indication o f uncertainty. This may be
because, in the absence o f an appropriate model, it is difficult to derive anything other than
a crude prediction interval for (say) an estimate o f expected waiting time. In the absence
o f a specific measure o f uncertainty, an option could be to use crude units o f reporting (e.g.
months rather than days) to avoid spurious numerical precision [Altman, 1991] and prevent
expectations o f a precise estimate. There is, though, no consensus regarding the level of
numerical precision that should be indicated.

Presenting cross-sectional waiting list statistics
Comparative figures on a two or more waiting lists can be presented either in a table or
graphically. Tabular presentation has the advantage o f showing values precisely and
enabling values for a number o f variables from a particular surgical unit to be seen together.
A table can also be structured so that surgical units are grouped together, eg. by geographic
local. However, a table is less suited than a graph for showing the relationships among
surgical units [Vessey, 1991]. A graph can explicitly preserve information about the
geometric relationships within the data. This might be just within a single variable or show
the relationships (eg. correlation) between two or more variables.

In contrast, the

mathematical structure that a table can depict is restricted to showing the rank order within
a single variable, and whether this is useful is unclear. Emphasising the rank o f (say) a list
in a table may be misleading if the differences between the lists are small, especially if
there is substantial uncertainty around the estimated values used for the ranking. This could
see lists change their ranking over time simply due to sampling effects and/or regression
towards the mean [Goldstein and Spiegelhalter, 1996].
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The pros and cons o f different tabular arrangements were not discussed in the
reviewed literature, and while claims have been made about the benefits o f certain graphs,
there has been little evidence to support such claims. Mason [1976] argued a cumulative
(grouped) frequency graph is probably the most useful technique for showing the variation
in waiting times, while Pope et al. [1991] suggested plotting a cumulative (grouped)
frequency graph o f the person-months waited by patients currently on the waiting list; to
derive person-months, the number o f patients waiting are weighted by the time they have
spent on the list. Several other authors have suggested graphical ways o f displaying data
that enable the performance o f different waiting lists to be easily compared [Cottrell, 1980;
Pugh, 1987; Mordue and Kirkup, 1989] but none appear to have been widely adopted.
Finally, cross-sectional information on activity can assist the interpretation o f
waiting time statistics, although, while the reviewed literature mentioned its benefit from
a management perspective [e.g. Mason, 1976], there was no discussion ofthe issue in terms
o f waiting list information services. From this perspective, activity statistics have one main
benefit, namely, to indicate the workload capacity at a surgical unit. Presenting expected
rates o f admission would provide insight into how well a surgical unit might cope with an
increase in referrals (caused by comparatively low waiting times).

Presenting data from a number of waiting lists over time
The ability to place waiting time values from a particular month in the context o f other
periods m ay also be useful because it is not unusual for waiting lists to fluctuate both in
terms o f their size and their composition (e.g. mix o f procedures, proportion o f urgent
cases). To highlight changes in behaviour over time, there are two approaches. Firstly,
tabular reports can present data from previous periods alongside the current figures, for
example, the preceding period, or the same period o f the previous year. Alternatively, and
preferably, successive waiting list statistics can be presented as a time-series graph. This
has the advantage o f revealing the basic features ofthe data such as trends, cyclic (seasonal)
patterns and outliers [Makridakis et a l, 1998].

However, it cannot be assumed that

presenting such information is beneficial in the context o f using waiting time information
services to assist referral decisions. Knowledge o f historical changes at the time o fth e
referral decision may be useful if users can be confident that previous systematic behaviour
is likely to repeat itself. It m ay also be useful if it provides what level o f variation might
be considered random. But, in both situations, users are being invited to informally analyse
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the time series and draw inferences. It would seem preferable that such analyses are
performed formally by the information service analysts, as they are in a better position to
evaluate whether or not past trends are likely to continue, and affect expected waiting times.
However, it is not clear if there is any consensus on this issue. The reviewed literature did
not contain any discussion o f whether or not to present longitudinal waiting time statistics.
The reviewed literature also did not contain any direct discussion o f presenting
longitudinal activity data alongside longitudinal waiting time statistics. It has been claimed
that there are benefits to presenting waiting list figures alongside time series graphs of
surgical activity data [White, 1980], but the focus o f these articles was how best to provide
information for managerial purposes rather than in the context o f waiting list information
services. As above, there are pros and cons o f presenting this longitudinal information, but
in the absence o f any published evaluation, offering a preferred position is mainly
speculative.

Nonetheless, the situation is similar to the case o f presenting simply

longitudinal waiting time information. Users are invited to make informal inferences from
the retrospective patterns and extrapolate them into the future. This is probably not
something to encourage and, consequently, in this context, such statistics should not
perhaps be presented.

Reporting considerations
Table A3.2 contains two assessment criteria that relate to how the information is reported.
The first concerns the regularity with which statistics are updated. The advice in the
generic literature o f performance indicators is limited, with the main criteria being that the
frequency o f reporting is tuned to the rate at which the process being measured changes
[Fortuin, 1988]. The reviewed waiting list literature also contained little discussion on this
issue, and there was little consistency among those documents that did raise it. For
example, a study in Western Australia found that GPs wanted to get information on a
monthly basis [Office o f Auditor General (WA), 1994], whereas a UK study suggested
disseminating figures on a quarterly basis would be sufficient [French et ah, 1990].
The second criteria concerns the speed with which someone can access the
information. This is particularly relevant for clinicians who are under pressure to keep the
duration o f patient consultations to a minimum. Moreover, as waiting list statistics are not
likely to be the most important piece o f information being considered during a consultation,
the proportion o f that time that can be devoted to interpreting such statistics is likely to be
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limited. Clearly, the benefit o f the waiting list statistics has to be greater than the “cost”
o f accessing it, although it is unclear what this means for the presentation o f the statistics,
except suggesting a low threshold for “information overload”, and that waiting list
information should be readily and quickly accessible. This might imply that a paper report
m ight be a more effective medium than providing access to the figures on-line (e.g. via a
web-site). The review found no studies evaluating which format was preferred.
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Documents from which Tables A3.1-A3.3 were derived, identified from a review of the
literature on health sector performance indicators
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Appendix 4:

Data Collection and preparation

A4.1 Data collection and initial examination
The 3-years o f waiting list data provided by the South Eastern Sydney Area Health Service
were supplied in a flat-file structure where a single record held information about the time
a patient was on the waiting list. The fields contained in each record are described in Table
A 4.1. The activity data from the three years were combined with the data o f those patients
who were still on the list on 30/6/98. Those still on the list were all given a dummy
removal date o f 1/7/98. The removal status was left blank. In total, this unedited database
contained 63504 records.
Initial checks o f the data highlighted an inconsistency in the doctor identifiers.
These typically had the form MPOOxxxxxx, MPOxxxxxx, or MPxxxxxxx. In the 1997/8
data, it appeared that some o f the identifiers had the first zero altered to be the letter O.
This caused an initial cross tabulation to show doctors with only two years o f data and other
doctors to have only the last year o f data. Correcting these identifiers reduced the apparent
number o f doctors from 299 to the actual number o f 176.
The data o f these 176 doctors included data o f “surgeons” who were not coded as
belonging to a recognised surgical specialty. These doctors were identified as being in
“dental” or “other” (medical) specialties, though a few treated patients allocated to both
surgical and non-surgical specialties. In these cases, the doctor was considered to belong
to the specialty to which the most records were allocated. Removing those doctors who
were not in a surgical specialty reduced the number o f surgeons to 75 and reduced the
number o f patient records from 63504 records to 31671.
The patients that were treated by the doctors who were removed from the database
required various planned medical interventions.

There included: chemotherapy,

radiotherapy, dialysis, blood transfusion, CT and MRI scans, dental extractions and various
endoscope operations. The procedures o f cardiac catheterisation and coronary angioplasty
were typically performed by doctors with a medical specialty code. It was inferred that
these doctors were cardiologists not surgeons. The most common procedure o f the cardiac
surgeons was a coronary cardiac bypass graft.
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Table A4.1

Description of fields in the data records extracted from the SESAHS
information system

Field name

Description

Type

Patient identifier

Unique identifier for patient

Text

Doctor identifier

Unique identifier for surgeon

Text

Specialty

Number identifying specialty

Number

Hospital code

Hospital identifier

Text

Date o f listing

Date patient joins the list

Date

Indicator procedure
code

Code for the procedure a patient requires

Number

Urgency category

urgency category o f patient

Number

Urgency count

Number o f times patient changes urgency category

Number

Urgency date

Date when urgency last changed

Date

List status

Whether the patient is ready for care, staged or deferred

Number

List status count

Number o f times the list status has changed

Number

List status date

Date when list status last changed

Date

Not ready for care days

Count of days patient has been listed as ready for care

Number

Delay status

Code indicating reason for last delay for admission

Number

Delay count

Number o f times a planned admission has been delayed

Number

Delay date

Date when admission was last delayed

Date

Removal status

Code indicating whether the patient was admitted or
removed from the list for another reason

Number

Removal date

Date patient left the list

Date

Finally, the distribution o f patient removal dates for each doctor was examined to
ensure that the surgeons in the test database covered the full 3 years. Only 46 surgeons
fulfilled this criterion, but there remained at least two surgeons in each o f the 10 surgical
specialties. The exclusion o f these doctors produced a final database that contained 27,827
patient records. The distribution o f surgeons and patients across the ten specialties was
summarised in Table 8.1.
Some surgeons had patient records assigned to two or more o f the surgical
specialties. This problem affected the two surgeons in Vascular Surgery (code 10) to the
greatest degree. One had 154 o f 93 8 patients coded as General Surgery, while the other had
92 o f 690 patients coded as General Surgery. If these surgeons operated separate waiting
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lists for the patients in each specialty, it would need to be taken into account in any
analysis. To investigate this possibility, the procedures undertaken in the two specialties
were examined to determine whether there was any relationship between the type o f
procedure performed and specialty. As no clear pattern was found, it was assumed that the
surgeons do not have separate lists for their work in the different specialties.
In the other instances where surgeons had patients in two or more specialties,
typically only a small number o f patients that fell into the secondary specialties. This made
it unlikely that the surgeons had separate waiting lists for patients in different specialties
and it was therefore assumed that each surgeon only maintained one waiting list.

Data editing: logical consistency between listing status and urgency codes
By definition, those patients removed with a listing status o f deferred (code 2) or staged
(code 3) must have had an urgency classification o f not ready for care. Similarly, patients
removed with a listing status o f ready for care (code 1) must have had an urgency code
between 1 and 8. Consequently, the data were examined to ensure that all records were
consistent with this definition.
For patients within urgency categories 1, 2 and 7, all patients had an appropriate
listing status when they were admitted. However, for category 8 patients, 17 patients were
admitted with a listing status o f deferred, and 13 patients were admitted with a listing status
o f staged. Examination of the deferred cases suggested that the listing status had not been
changed when the patient had shifted from being “not ready for care” because the number
o f days the patients were recorded as not being ready for care was the difference between
the entered list status date and the urgency reclassification date. Therefore, the list status
was changed to ready-for-care, the list status count was increased by 1, and the list status
date was set to be the urgency reclassification date. The same pattern was observed in the
case o f the staged patients and so equivalent changes were made.
There were three patients who were admitted from urgency category 9 but who had
a patient listing status o f ready-for-care. Again, it would appear that the listing status was
not updated when the patient changed urgency categories. Therefore, the list status was
changed to deferred, the list status count was increased by 1, and the list status date was set
to be the urgency reclassification date.
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For each o f the 2608 records that had an urgency count greater than zero, each
record contained a reclassification date which appeared to be valid. These dates ranged
from 9/6/94 to 30/6/98. All the 2398 records that had a listing status count greater than 1
also contained a “valid” reclassification date. As expected, records with neither a urgency
nor listing status change had no dates entered
The number o f not-ready-for-care days list in that field for patients that had a patient
listing change appeared to be valid except in one case where the value reflected the
apparent maximum number capable o f being held by the field (ie. 999). The difference
between the patient listing date and the date o f removal was in fact 1055 days for this
particular patient and so the field was altered to the real value o f 1055 days.
O f those patients who were at some time listed as “not ready for care”, 114 patients
spent zero days in this state. It appeared that these values were legitimate and did not
indicate that the field was missing data. In all cases, the date o f removal was equal to either
the date o f listing or the date the urgency category was changed. However, in 98 cases, the
reason for removal was “admitted for surgery”, even though the patient was recorded as not
ready for care.

Brief comments on other important variables
Urgency category was a key field but it dealt with fully in chapter 8 and will not be
discussed here. Other important variables fields for the proposed analysis included the
patient listing date, the removal date and removal status. Each record appeared to have
valid listing and removal dates. The majority o f removal status codes were within the
legitimate range as well, except for four records. It was assumed that these incorrect values
were data entry errors, and that the patients were removed and not admitted.
The other notable field contained the indicator procedure codes.

All records

contained a code. The distribution o f procedure codes (1-166,998,999) among the records
was widespread. Most codes occurred at least once, but the lower codes appeared more
frequently than higher ones. The other fields in the database (hospital code, delay status,
delay count, and delay date) were not used in the analysis.
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A4.2 The restructure of the data
The supplied data were structured so that a single record corresponded to the whole time
a patient was on the waiting list. This structure was not ideal. The proposed study required
information on how the patients changed urgency category, both in terms o f the category
itself and when any change occurred, not least to be able to calculate the census on
particular days.

Consequently, a second database was created in which a record

corresponded to each period o f time the patient was in a specific urgency category. For
clarity, the period when a patient is in a single urgency category will be referred to as a
phase.
The phase record in the new database retained all the old fields, while the additional
phase information was held in new fields. These new fields are described in Table A4.2.
The contents o f the phase fields depended upon the number of phases a patient went
through. In many cases, though not all, the information could be deduced from the data in
the old fields. Table A4.3 describes how the values o f the new fields were set to the data
in the original records where such information could be deduced.

Table A4.2:

The fields added to the phase record to hold the phase information

F ield

D e sc r ip tio n

PhaseNum

The sequential number o f the phase, with phases being ordered in chronological
order

PhaseTot

The total number o f phases a patient goes through, determined by the urgency
count field in the original record

PhStart

The start date of the phase

PhEnd

The end date o f the phase

PhUrg

The urgency category assigned to the patient during the phase

UrgSource

An administrative field that indicates from where the urgency category o f the
phase was deduced

DateSource

An administrative field that indicates from where the date o f recategorisation
was deduced
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T able A 4.3:

Description of which phase fields could be derived from the fields in the
original records

P a tie n ts w ith o n e P h a se (u rg en cy co u n t = 0)

PhaseTot

PhaseNum

PhStart

PhEnd

PhUrg

1

1

listing date

removal date

final urgency

P a tien ts w ith tw o p h a ses (u rg en cy co u n t = 1)

PhaseTot

PhaseNum

PhStart

PhEnd

PhUrg

2

1

listing date

urgency date

-

2

2

urgency date

removal date

final urgency

P a tien ts w ith th ree p h ases (u rg en cy co u n t = 2)

PhaseTot

PhaseNum

PhStart

PhEnd

PhUrg

3

1

listing date

-

-

3

2

-

urgency date

--

3

3

urgency date

removal date

final urgency

P h a ses w ith fo u r or m o re p h ases

PhaseTot

PhaseNum

PhStart

PhEnd

PhUrg

Urgency count +
1

1

listing date

-

--

Urgency count +
1

2,3, . . .

-

-

-

Urgency count +
1

urgency count

--

urgency date

-

Urgency count +
1

urgency count + 1

urgency date

removal date

final urgency
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O f the 27827 patient records in the data, 25219 patients (90.6%) did not have an
urgency reclassification. These patients had only one phase record and all phase fields
could be deduced from the original data.
For the 2249 patients (8.1 %) that had one urgency reclassification, the original data
provided all the information required except the urgency category in phase 1. For the 297
patients (1 /o) that had two urgency reclassifications, the original information only provided
the full details for the final phase. The urgency categories in phases 1 and 2 are not known,
and as the original data only stores the last recategorisation date, the duration o f these
phases is also not known. A similar problem arises for the 62 patients had three or more
urgency reclassifications.
W hile the number o f records that had missing urgency data were small, the effect
o f this missing data could be substantial. For example, if census counts were taken at
weekly intervals over the three year period, the surgeon affected the most had 20% or more
patients on the waiting list whose urgency would be unknown for 25% o f census dates.
Thus, it was not an option to simply exclude these phases from the analysis. Doing this
would result in the census figures being too small, and so it would bias any statistics that
were derived from census data.

A4.3 Determining the urgency category for periods where it was
unknown
After discussions with the Area Health Service, it appeared that the missing data were not
held in a consolidated patient record on any o f their information systems. However, the
Area Health Service could extract historical census data at particular times and these
offered a way o f determining some o f the missing urgency categories and recategorisation
dates. The missing values could be deduced from census data if a phase o f unknown
urgency was intersected by the census date. The data would also hold any preceding
reclassification date. However, this method would not be able to solve the problem in all
cases as it would be impractical to extract data for more than 10 or so census dates.
Missing data were also found using other techniques. The relationship between the
urgency categories and listing status meant that, in specific circumstances, missing urgency
values could be deduced logically. For example, such a situation arose when a patient had
3 phases. If the last phase was a ready-for-care urgency category and the patient had 2 or
more changes to their patient listing status, then the second phase must have been when the
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patient was not ready-for-care and so had an urgency code o f U9. Similar relationships
were used to find missing phase dates. In the previous example, the start date o f the second
phase must be equal to the start o f the final phase minus the number o f not ready-for-care
days, which is stored in the original data.
Lastly, it was possible to ignore a number o f phases where the urgency was
unknown as the phase ended before 1/7/95. These phases would be excluded from the
analysis, and so the missing values were o f no consequence.
When these methods did not enable the missing value to be determined, a heuristic
method was used. With respect to the urgency category, “rules” were created based on
sequences o f known urgency categories. For missing phase dates, two rules were defined:
1.

When a phase record had an urgency category (found in the census data) but no end
date, the end date was set the date o f the first phase that had a start date;

2.

When data were missing in a sequence o f phases, the first phase in the sequence
(which had its start date) was defined as ending on the start data o f the first
subsequent phase that had all its information. The dates o f the phases that fell in
between these two were also set to this date so their duration was zero days.
Fields were added to the database to note how missing data were interpolated.

Table A4.4 shows the different values o f this field.
Table A4.4:

The permissible values for the fields indicating how values for missing
urgency or phase dates were derived

Value

Meaning

Data

Urgency category / date from the original activity data

PreStart

Urgency category / date o f no consequence as the phase ends prior to the analysis
period

Logic

Urgency category / date deduced from logical requirements o f movements from
ready/not ready for care

Census

Urgency category / date found using census data

Heur

Urgency category interpolated using heuristic rules

Nr Census

Date set to the date on which census data were collected from which it had been
possible to derive the urgency category but not the final end date o f the phase

No Data

Assigned to indicate use o f heuristic rules when both urgency category and one or
both phase dates could not be found for a phase
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It was only possible to have the Area Health Service extract data for a limited
number of census dates. The available census dates were also limited to the last day of each
month. Therefore, an analysis was undertaken to examine how much information could be
gamed from different numbers of census dates. The census data for 30/6/96, 30/6/97, and
30/6/98 had already been provided and, after some discussion with the Area, the analysis
focussed on the effect of up to 10 additional census dates.
The analysis was based on the 2299 records that contained one period of unknown
urgency whose duration was 1 or more days and which occurred after 1/7/95. Records that
contained two or more periods posed a problem as the length of the periods were not
always known.
Figure A4.1 summarises the number of records that are intersected by different
numbers of census dates (records intersected by two or more dates were counted only
once). The data from the two useful dates already extracted 19% of the 2299 records.
Including the census data from 30/6/95, the date that completed the yearly division of the
activity data, increased the coverage to 32%. It also ensured that all phases lasting more
than a year were intersected at least once. Including the three census dates that partition
the 3 years into 6 monthly sections improved the coverage by a further 12% to 44%. Also,
all phases lasting 181 days or more were intersected at least once.

Figure A4.1

P roportion of phases whose urgency was unknow n th at could be found
from census d a ta taken at different times
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In an attempt to optimise the number o f phases covered by the census data, various
combinations o f the final six dates were tested, and data were collected for the following
dates:
30/6/95

30/11/95

31/12/95

30/4/96

30/6/96*

30/10/96

31/12/96

31/3/97

30/6/97*

31/8/97

31/12/97

31/3/98

30/6/98*

(* Provided in the initial batch o f data)

The supplied dates contained the urgency category for 58.5% o f the 2299 records,
which was slightly greater that the 58.1% coverage provided by dates spaced every 3
months apart. This increase might not seem great, but the selected dates had an additional
advantage, as they increased the coverage o f short phases (ie. those that last between 1 and
30 days) from 10.5% to 15.6%. This was important for two reasons. First, the urgency of
phases not intersected by a census date would be determined by a heuristic method and this
method was likely to be least accurate on short periods because patients could conceivably
be assigned to any o f the urgency categories. For periods lasting a long time, being
assigned to category U1 or U2 were comparatively less plausible options.

Second,

increasing the proportion o f short periods intersected by a census date reduced the number
that need their urgency estimated by the heuristic method.

A4.4 The assignment of values to missing phase dates and urgency
categories
Patients who changed urgency category once
For these patients, the only field that contained missing values was the urgency category
field in phase 1 records. Fortunately, the actual value could be found using the variety of
approaches in the majority o f these 2249 record. One hundred and five patients had their
first phase end prior to 1/7/95. The logical relationship between urgency categories and
patient listing status allowed an urgency category to be deduced for a further 14 patients.
Finally, the census data allowed the missing urgency category to be determined in 1220
cases.
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The missing values in the remaining 910 records were derived using heuristic rules.
The rule used to assign the urgency category was determined by the final urgency category
and, where possible, reflected the outcomes o f the census analysis. In summary, these rules
were:
1.

for the 13 patients whose final phase urgency was category U 1, the phase 1 urgency
was set to category U2;

2.

for the 47 patients whose final phase urgency was category U2, the phase 1 urgency
was set to category U8;

3.

for the 24 patients whose final phase urgency was category U7, the phase 1 urgency
was set to category U8;

4.

for the 27 patients whose final phase urgency was category U8, the phase 2 urgency
was set to category U2.

The vast majority o f patients (799) without a first phase urgency had a final phase
urgency o f category U9. The census analysis provided 1094 comparable cases and, of
these, 953 patients had been assigned category U8 in their first phase. Only two surgeons
(namely SOI DrOOl and S09Dr044) did not follow this pattern. For first phases o f similar
duration to those in the heuristic group, surgeon SOI DrOOl and S09Dr044 typically
assigned patients in their first phase to categories 1 and 2 respectively. Therefore, the
following heuristic rule was defined:
If surgeon = SOI DrOOl then phase 1 urgency = U1
else if surgeon = S09Dr044 then phase 1 urgency = U2
else phase 1 urgency = U8.

The effectiveness o f the rule was tested on the records whose urgency had been
found using the census data and was found to be accurate in 88% of the cases. As expected,
its accuracy decreased for phases o f shorter length, and as the “heuristic” records were
typically shorter, this would decrease its overall level o f accuracy. However, making an
adjustment for the difference phase length distributions still suggested that the heuristic
would be accurate in 74% o f the cases.
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Patients who changed urgency category twice
The number o f patients who changed urgency category twice within the dataset was 297.
The records o f these patients not only had the urgency category missing from phases 1 and
2, but also missed the date on when phase 1 ended and phase 2 began.

Table 4.5

summarises the number o f urgency categories that could be found using the various
methods. O f those records with complete dates, it was only necessary to estimate an
unknown urgency category using a heuristic rule in 91 phase records. For the 22 patients
in which their phase 1 end date was missing, the urgency category had to be heuristically
found in 37 o f their phases.

Table A4.5:

Summary of where the missing urgency values were found for patients
who changed urgency category twice
Urgency category

Phase dates

Phase
PreStart

Logic

Census

Heur

No data

Nr
Census

1

44

1

143

87

15

7

2

6

256

9

4

22

Data

' ~'
No data

15
22

3_______ 297_____________________________________________________________________________

The small number o f patients who changed categories twice meant that there was
little data on which to based heuristic rules, and the assigned values were really no more
than “educated guesses”. Table A4.6 summarises the inferred sequences for those patients
missing only urgency category details, and the reasons behind these inferences. For the 22
patients that missed a phase date, seven only missed the phase 2 urgency category. This
missing value was guessed at based on the categories already used in phase 1 and 3. The
records whose missing values were found using census data gave no indication o f which
sequences were most likely.
For the remaining 15 patients, the phase 1 end date was set to be the start date o f
phase 3, thereby effectively excluding phase 2 as it resulted in the phase having a duration
o f zero days. For the two patients that were assigned category U2 in the final phase, the
phase 1 urgency was set to category U2. This matched the typical pattern seen from the
known sequences. The remaining 13 patients had category U9 in their final phase, and their
phase 1 urgency was set to category U8. Again, this matched the typical pattern o f known
sequences.

A4 - 292

Table A4.6

Inferred sequences for patients that only missed urgency category
information

Incomplete
sequence

Inferred
sequence

Records
affected

7-U9-U1

U8-U9-U1

1

7-U9-U2

U2-U9-U2
U8-U9-U2

20
3

length o f phase <90 days
total wait > 250 days

7-U9-U7

U7-U9-U7
U8-U9-U7

1
2

length o f phase = 54 days
length o f phase > 100 days

7-U9-U8

U8-U9-U8

53

pattern observed in 115 of 122
equivalent known sequences

7-U8-U9

U2-U8-U9

1

categories of phase 2 and 3

U9-7-U9

U9-U8-U9

4

total wait > 150 days

Reason
length o f phase 1

Patients who change urgency three or more times
Sixty-two patients changed urgency category three times or more while they were on the
waiting list, and most non-final phases were missing values for both dates and the urgency
category. Nonetheless, it was still possible to find the actual urgency category and date for
many o f these phases. Twenty-five phases ended before 1/7/95. Values for urgency and
date fields could be assigned to another 13 phases using the logical relationship between
the urgency category and listing status. Often it was possible to prove that the sequence of
urgency categories was {x,9,x,9} or {x,9,x,9,x}. Finally, the census data allowed the
missing urgency category and date to be determined in 71 phases.
This left 24 phase records missing just an urgency category, and 88 phase records
missing an urgency category and either one or both dates. In 23 cases, census data provided
a date that could be used as an approximation for the end o f the phase. However, this still
left 65 records where there was no information about either category or dates.
There were sufficient complete phase records to make an informed guess about the
value o f an urgency category where this was the only information missing. Typically, the
records were part o f a sequence such as {x,4,x,4} or {x,4,x,4,x}. Clues about the missing
value in the sequence were then gained from the other “ready for care” phases in the
sequence and the patient’s total waiting time. The latter was an important factor because
all but two patients spent over 130 days on the waiting list. Consequently, these patients
were not considered to be urgent and all the 24 phases were assigned to category U8.
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To deal with the lack o f data in the other records, the following decisions were
made. When a phase record had an urgency category (found in the census data) but no end
date, the end date was set the date o f the first phase that had a start date. The dates o f the
phases that fell in between these two phases were also set to this date.
When data were missing in a sequence o f phases, the first phase in the sequence
(which had its start date) was defined as ending on the start data o f the first subsequent
phase that had all its information. The dates o f the phases that fell in between these two
were also set to this date so their duration was zero days. The urgency category o f the first
phase in the sequence was then estimated using clues from the known urgency categories
and the overall time the patient stayed on the list. Estimates were made for 13 records; four
were assigned to category U2, seven were assigned to category U8, and two were assigned
to category U9. This resulted in all phases o f non-zero length containing an urgency
category, and dates on which it began and ended.

A4.5 Possible effect of the missing data on census figures
It is certain that some o f the estimated urgency categories will have been incorrect. Indeed,
it is unavoidable for those phases that were extended to cover subsequent phases whose
starting or end dates were not known. Therefore, an analysis was undertaken to determine
the possible effect on the census o f any incorrect assignment.
For each surgeon, a census was calculated at 7 day intervals based on those phases
in which the urgency category had been estimated. The census distinguished between the
phases where the urgency category was derived from the heuristic rules, and the phases that
were labelled as having no data. Table A4.7 summarises the results o f the analysis. For
each urgency category (except category U7), it shows the maximum value reached o f the
census figures over the three year period. The surgeons that were most affected (S03Dr007
and S03Dr008) are both in general surgery and had a maximum census o f 15 and 16
respectively. The next highest were four surgeons that shared a maximum census o f 7,
while another four all had a maximum census o f 6. However, 29 o f the 46 had a maximum
census o f 3 or less and these typically originated from the values derived using the heuristic
rules rather than the phases when no data were available.
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Table A4.7

Surgeon
S01Dr001
S01D r002
S 02D r003
S 02D r004
S03D r005
S03D r006
S03D r007
S03D r008
S03D r009
S03D r010
S 0 3 D r0 1 1
S03D r012
S03D r013
S 03D r014
S 03D r015
S04D r016
S04D r017
S04D r018
S04D r019
S04D r020
S04Dr021
S04D r022
S04D r023
S 04D r024
S04D r025
S04D r026
S05D r027
S05D r028
S06D r029
S 06D r030
S06Dr031
S07D r032
S 07D r033
S 07D r034
S 07D r035
S07D r036
S07D r037
S08D r038
S08D r039
S08D r040
S09Dr041
S09Dr042
S 09D r043
S 09D r044
S 10D r045
S10D r046

The maximum census o f phases of estimated urgency over the three
year period, with census dates being spaced 7 days apart

Heuristic decision rule
Urgency U1 Urgency U2
2
1
0
1
0
0
0
0
0
1
0
1
0
1
0
2
0
1
0
1
0
0
0
0
0
1
0
1
0
1
0
0
0
0
0
0
0
1
1
0
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
0
1
0
1
0
2
0
0
0
1
0
0
0
0
0
1
0
0
0
0
0
1
0
1
0
1
0
0
0
0
0
4
0
1
0
1
0

Urgency U8
1
3
5
3
5
6
10
12
3
3
2
1
7
5
6
1
2
2
2
3
2
2
1
1
6
3
2
1
3
3
2
4
3
2
2
2
3
3
6
2
3
2
2
1
5
4
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Urgency U9
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

No data
Estimate
0
0
0
0
0
0
6
2
0
0
0
0
1
1
2
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
4
1
1
1
1
1
0
0
0
0
2
0
1
5
1
1

Total
3
3
5
3
5
6
15
16
4
3
2
1
7
7
6
1
2
2
2
3
2
2
1
2
7
3
2
1
3
3
6
4
4
2
2
2
3
3
6
2
3
2
2
7
5
4

The other issue o f concern is the number o f census dates affected. For the two
worst affected surgeons, the phases o f estimate urgency affect a large proportion o f all
census dates, as shown in Figure A4.2. Fortunately, the other surgeons were not affected
to such a degree. Most were affected over a small section o f the three year time frame and
the size o f the uncertainty was just 2 or 3 patients. Nonetheless, some o f the surgeons with
a maximum census o f 7 or 6 were also affected over large parts o f the three year time
frame.
While not ideal, the impact o f the potential errors is unlikely to put into doubt the
conclusions o f any analysis involving the census.

The periods o f unknown urgency

correspond to at most 10% o f the census, and typically are much less. Moreover, the
heuristic rule for the most common unknown sequence appears to be accurate in around
70% o f cases. Thus, the calculated census may differ from its real value by around 5% at
most.
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Figure A4.2

Census values of phases w ith estim ated urgency values over the 3 year
d ata collection period for the two surgeons w ith the highest m axim um
census values

27/06/98

Number of patients on unknown urgency

Surgeon: S03Dr007

Census date

Number of patients on unknown urgency

Surgeon: S03Dr008
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Appendix 5:

Exploratory analysis of collected waiting list data

A5.1 Method
An exploratory analysis o f elective surgery activity and waiting list behaviour was
undertaken to identify features in the data that might affect the analysis o f the forecast
accuracy o f waiting time statistics, and the interpretation o f the results. In particular, the
analysis focussed on general hospital-level patterns o f activity and waiting list behaviour
over time, and the characteristics o f individual surgeons. The results for urgency category
U8 are described in detail in chapter 8. This appendix gives a more general description, and
includes the results for the other urgency categories.
To analyse the changes in activity and behaviour over time, the three years of
collected data were aggregated into 36 monthly intervals. The data were grouped initially
by surgeon and urgency category, and then aggregated to produce hospital and speciality
level statistics. Activity data were analysed to produce counts (per month) o f the number
o f additions, admissions and removals from each surgeons’ waiting list. The counts of
additions and removals only included the movement o f patients on and off a surgeon’s
waiting list; they did not include movements between urgency category or changes in
listing status.
The census was calculated as the number waiting on the first day o f each month.
Thus, it corresponds to the difference between the census and the activity in the previous
month. In addition, the sum o f the waiting times o f all patients was calculated for each
month, based on the individual waiting times o f those patients admitted that month
(throughput data). This was then divided by the total number o f admissions to produce the
average waiting time for the level o f aggregation being analysed.
Although the data were primarily examined by month, the activity data were also
grouped into six month intervals to highlight slower acting changes. The choice o f a six
m onth interval was made to allow the end point o f the first interval to coincide with the end
o f the NSW waiting list reduction program and the end o f the fourth interval to coincide
with the introduction o f the new urgency categorisation system.
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A5.2 Hospital level elective surgery activity and waiting list behaviour
The activity data aggregated across all urgency categories showed little change over time
(see Figure A 5.1). The number o f additions per month remained fairly constant, though the
figures were slightly higher for the first year at an average o f roughly 750 per m onth before
dropping to the level o f 700 per month. The number o f admissions was consistently less
than this on average (when aggregated by the six month periods) but when the number o f
removals was also taken into account, the rates at which patients joined and left the lists
were broadly similar. The only other noteworthy pattern is an apparent cycle in the
admission rates. In each financial year, there were always more admissions in the first six
months than in the second; the difference in each successive year being 1029,384 and 465
patients respectively. This is probably due to the major Australian holiday periods (January
and around Easter) falling in the second half o f the financial year.
As expected, the total number o f patients on the waiting list fell during the waiting
list reduction program (i.e. over the first six months), but the drop in the admission rate in
the next six months produced an almost equal increase in the census. From that period on,
the total census increased more steadily, though noticeably in the second half o f the
financial year, especially during the holiday periods. Here the rate o f admission dropped
dramatically, while the rate o f addition hardly fell, but it is possible that this effect was
caused by factors linked to the budget cycle as well as the timing o f the holiday periods.
The patterns o f behaviour within each urgency category differ (see Figure A5.2).
In category U l, with the small number o f removals, the number o f additions and
admissions tracked each other closely in all months, including the holiday periods. The U 1
census was typically low and the NSW waiting list reduction program had no noticeable
impact. However, there was a period around the middle o f 1997 when the census increased
from 10 to 30 patients. The average waiting time o f all admissions also increased at this
time, although both returned to old levels over the next six months. In addition, the
proportion o f patients allocated to this category on addition increased from roughly 100 per
month to an average o f over 130 per month during the final 12 months o f data. It seems
unlikely that this was triggered by the introduction o f new urgency category system. One
plausible explanation might be a shift in the urgency assignment thresholds in response to
increasing waiting times in the lower urgency categories (i.e. category U8), a mechanism
noted by Ellis et al. [1990].
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The patterns of U2 patients joining and leaving the hospital waiting list were again
fairly evenly matched over time, although differences were noticeable around the holiday
periods. There was a fall in the census from 150 to 50 during the waiting list reduction
program, but the census soon increased after this finished. Subsequently, the U2 census
fluctuated between 100 and 150 patients, with slight increases during the holiday periods.
The average waiting time of admitted patients did not change noticeably over the three year
period.

Figure A5.1

M onthly tim e series of elective surgery activity and w aiting list
behaviour for all surgeons at the hospital from July 1995 to June 1998

Waiting list activity per month

Waiting list census, including ready for care and not ready for care patients
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Figure A5.2: Monthly time series of activity, census and average waiting times by
urgency category for all hospital surgeons July 1995 to June 1998

Activity

Waiting time and census

Category U1

Primary Y-axis : census

Note: average waiting time given in days
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Secondary Y-axis: average waiting time

Like category U l, the proportion o f patients allocated to the category on addition
increased over time, specifically over the last 18 months. Initially, additions were roughly
150 per month on average, but increased to over 200 per month in the final six months o f
data. As the increase began prior to the introduction o f new urgency categories, this again
seems an unlikely cause and perhaps supports the view that the shift was a response to
increasing waiting times in the lower urgency categories.
The activity in category U8 showed significant change over time. Overall, the
number o f additions and admissions decreased, but the level o f activity was substantially
affected by the introduction o f category U7. The number o f additions in the six months
prior to the introduction o f category U7 was 2452, whereas in the six months after, there
were only 1418. The number o f additions in category U7 over the same period was 695.
If U7 additions were treated as U8 patients, there would not be a noticeable change in the
number o f additions to U8. This suggests that the vast majority o f patients being assigned
to U7 would have been assigned to U8 under the old category system.
In terms o f the activity levels in category U7, the rate o f addition was constantly
above the rate at which patients left the list. The census o f U7 patients increased over the
whole period in which it was used, reaching nearly 500 patients at the end o f the data
collection period. The average waiting time also increased quickly, but stayed around 90
days once it reached this peak (approximately 7 months after introduction).
The patterns o f activity for U8 patients were quite distinct. The change in activity
resulting from the introduction o f category U7 has already been noted. In addition, the rate
o f admission was noticeably higher during the waiting list reduction period, being 700
patients higher than in the comparable period the following year. However, the rate o f
addition reduced only slowly over the first two years. Thus, while the U8 census fell by
650 from 1502 to 856 during the waiting list reduction program, it had returned to its
original level six months later. It then increased to 2000 patients by July 1997 before
falling after the introduction o f category U7. The waiting list reduction program coincided
with only a m odest fall in the average waiting time o f throughput patients, but there was
a steady increase in the average waiting time over the last 18 months until it stabilised at
just under 200 days, roughly double the original average.
Finally, the activity in category U9 showed little change over time, this being the
one category where the number o f direct additions was greatly below the number o f
admissions and removals because o f the substantial number o f transfers to this category.
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Waiting times also did not seem to exhibit either an upward or downward trend, fluctuating
between 60 and 120 days.

A5.3 Overview of surgeon and specialty characteristics
In this section, some basic characteristics o f the activity performed by the 46 surgeons over
the three year data collection period are presented. Comments are also made regarding
those characteristics that seem to be similar among surgeons in the same specialty. O f the
27827 patient records in the database, 25134 records were complete in the sense that the
patient had either been admitted or removed from the list, while 2693 patients were still on
the waiting list at the end o f 30 June 1998.

Cross-sectional analysis
An overview o f the number o f patients admitted, removed or still on the waiting list, by
surgeon, is shown in Table A 5.1. The level o f activity varied markedly between surgeons.
When defined as covering both admitted and removed patients, there was a 18 fold
difference between the highest (1927) and the lowest (104) levels o f activity. The range
did not decrease markedly when only admitted patients are considered. The nine surgeons
with the highest levels o f activity (more than 750 admissions) were in one o f two
specialties: either general surgery or urology. Within the larger specialties, though, there
was a considerable range in activity. Some general surgeons only admitted around 200
patients over the 3 year period. Similarly, in orthopaedics, the minimum and maximum
number o f admissions per surgeon ranged from 125 to 562 respectively. A similar spread
can also be seen for gynaecology, plastic surgery and urology. Only the surgeons in cardiothoracic surgery, ENT and ophthalmology had similar levels o f activity.
Removals were classified into two groups: the first contained patients who were
admitted as emergencies or in another hospital, the second contained patients who were
removed without any treatment (for example, due to the patient declining surgery). This
second group included four patients whose removal status was an invalid code.
Cardio-thoracic surgeons had the highest proportion o f patients admitted as
emergencies, but overall the two most common reasons for removal were the patient
declining the surgery or the patient being treated elsewhere.
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Table A5.1:

Summary of surgeon characteristics

S u rgeon

S p ecialty

S01Dr001
S01Dr002
S02Dr003
S02Dr004
S03Dr005
S03Dr006
S03Dr007
S03Dr008
S03Dr009
S03Dr010
S03Dr011
S03Dr012
S03Dr013
S03Dr014
S03Dr015
S04Dr016
S04Dr017
S04Dr018
S04Dr019
S04Dr020
S04Dr021
S04Dr022
S04Dr023
S04Dr024
S04Dr025
S04Dr026
S05Dr027
S05Dr028
S06Dr029
S06Dr030
S06Dr031
S07Dr032
S07Dr033
S07Dr034
S07Dr035
S07Dr036
S07Dr037
S08Dr038
S08Dr039
S08Dr040
S09Dr041
S09Dr042
S09Dr043
S09Dr044
S10Dr045
S10Dr046

Cardiac
Cardiac
ENT
ENT
Genrl SG
Genrl SG
Genrl SG
Genrl SG
Genrl SG
Genrl SG
Genrl SG
Genrl SG
Genrl SG
Genrl SG
Genrl SG
Gynae
Gynae
Gynae
Gynae
Gynae
Gynae
Gynae
Gynae
Gynae
Gynae
Gynae
Neuro
Neuro
Ophthal
Ophthal
Ophthal
Orthopaedic
Orthopaedic
Orthopaedic
Orthopaedic
Orthopaedic
Orthopaedic
Plastic
Plastic
Plastic
Urology
Urology
Urology
Urology
Vascular
Vascular

A dm itted

495
556
409
403
1120
597
1379
1762
807
320
175
200
1292
1078
888
88
336
100
394
486
176
180
306
248
123
256
395
253
195
176
222
562
398
108
469
162
125
141
562
482
784
120
337
805
729
521

Rem oved,
but treated

27
31
39
11
26
15
69
41
78
8
11
3
39
40
34
8
27
13
25
31
21
28
4
32
22
5
6
5
39
38
43
37
42
12
41
11
17
3
24
4
32
14
17
51
52
45

R em oved,
not treated

15
26
91
40
33
40
140
124
54
20
17
1
53
45
112
8
47
16
39
63
30
28
15
49
32
4
11
11
35
55
40
108
92
59
143
21
58
6
55
5
61
12
32
120
78
49

Total
activity

537
613
539
454
1179
652
1588
1927
939
348
203
204
1384
1163
1034
104
410
129
458
580
227
236
325
329
177
265
412
269
269
269
305
707
532
179
653
194
200
150
641
491
877
146
386
976
859
615

Total on list,
on 30/6/98

3
14
146
29
24
102
299
89
74
11
8
17
74
73
85
3
68
17
43
50
28
22
14
102
19
5
7
3
70
91
98
172
107
66
161
30
38
0
32
1
73
6
27
138
79
75

The first three characters o f the surgeon identifier incorporate the code o f the specialty to which the
surgeon belongs, thereby enabling surgeons in the same specialty to be identified.
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The distribution o f patients across the urgency categories, by surgeon, is shown in
Figures A5.3 and Figures A5.4. The first figure shows the distribution o f additions in the
1996/7 financial year, before the introduction o f the new urgency categories, and omitting
the period over which activity was affected by the waiting list reduction program. The
second figure shows the distribution o f additions in the year after the new urgency
categories were introduced.
The proportion o f patients in each category varied between surgeons. Surgeons in
cardio-thoracic surgery, and vascular surgery (and to some extent plastic surgery) assigned
the majority o f patients to categories U 1 and U2. There were, though, individual surgeons
in other specialties (like general surgery and gynaecology) who also had a high proportion
of urgent cases. The difference in the proportion o f patients allocated to categories U 1 and
U2 over the two periods shown is also o f interest. Considering U 1 and U2 separately, 30
surgeons allocated more patients to each category in the last year than in the second year
o f data collected. Considered together, the 34 surgeons had more patients in the two high
urgency categories in the last year. This difference is statistically significant (Sign Test,
z=2.95, p<0.01) and confirms that the trend noted in the hospital level data is also a
characteristic o f many surgeons’ behaviour.
At a hospital level, the use o f category U7 looked to be at the expense o f category
U8. The surgeon level data were also broadly consistent with this view. Although it is
difficult to be certain, only one surgeon (S07Dr037) appeared to have used category U7 as
a replacement for category U2. Overall, the proportion o f patients that surgeons assigned
to this new category varied. Around a quarter o f surgeons allocated less than 10% o f
patients to this category, while 10 surgeons used it for 20% or more additions. Due to the
small number of surgeons in many specialties, it is unclear whether there is a link between
the different proportions and the specialty o f a surgeon. The proportion o f additions
assigned to the category was often similar among surgeons in small specialties, but for
general surgery and gynaecology, the use o f the category by surgeons was varied.
The other noticeable feature was the pattern o f additions assigned to the not readyfor-care category. The surgeons in Urology all classified around 20-30% o f their additions
as being staged. Only one other surgeon assigned a sizeable proportion o f patients to this
category.

A 5 - 306

gure A5.3

IU1

Distribution of additions across urgency categories by surgeon, derived
from data from July 1996 to June 1997

IU2

IU 7
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IU8

I U9

Figure A5.4

Distribution of additions across urgency categories by surgeon, derived
from data from July 1997 to June 1998
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IU8

IU 9

There are two other aspects o f waiting list behaviour that differ within urgency
categories, namely, the number o f times that patients were recategorised, and the proportion
o f patients that were removed from the list without their planned admission. Both are
important for the accuracy o f forecasting waiting times. The first is important in relation
to the definition o f waiting time and inclusion/exclusion rules. The second is important in
relation to the aggregation o f data at various organisational levels.
Table A5.2 gives a breakdown o f how many times patients had their urgency
category changed, with patients being classified by the final urgency category (ie. at the
time they were admitted or removed). The table shows figures aggregated across all
surgeons as the numbers o f recategorisations were small and this made the reliability o f the
surgeon level data hard to judge.

T ab le A 5.2

P rop ortion o f adm issions and rem ovals w h o h a d been recategorised
w h ile w aitin g
Number o f recategorisations

Urgency category

None

One

Two or more

U1

3921 (0.99)

20 (0.01)

1 (0.00)

U2

5832 (0.98)

80 (0.01)

32 (0.01)

982 (0.94)

52 (0.05)

12 (0.01)

11203 (0.97)

72 (0.01)

231 (0.02)

32 (0.02)

1310 (0.95)

33 (0.02)

794 (0.60)

509 (0.39)

18 (0.01)

U7 **
U8
U9: deferred
U9: staged

** Values appear to be influenced by the introduction o f this category

Overall, for patients in the ready-for-care categories, a change in urgency category
was unusual. (Many recategorisations o f U7 patients seemed to be linked to its introduction
and, therefore, were not regarded as typical values.) The pattern was different in both types
o f patients whose final category was not ready-for-care (category U9). For staged patients,
the pattern was similar to the ready-for-care categories, especially in Urology. Here, 86%
o f patients did not have their urgency reclassified. Across all other specialties, a much
higher proportion o f the staged patients had been reclassified once (66%), with only 33%
o f patients being coded as staged upon addition to the list. In contrast, the majority o f
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deferred patients (95%) were recategorised once, highlighting that the patient had been
listed in a ready-for-care category initially. However, as the following figures on removals
will show, many o f these patients were actually admitted, and these patients should have
been reclassified as ready-for-care (something that cannot be expected for staged patients).
If those patients who were admitted while classified as U9 had been reclassified as readyfor-care, they would have increased the proportion o f admissions who had changed urgency
in the ready-for-care categories. If it is further assumed that these patients would have been
assigned to category U8, it would greatly increase the proportion o f U8 patients who had
changed urgency and could make waiting time statistics much more sensitive to the chosen
definition o f waiting time.
The relationship between urgency category and the proportion o f patients that were
removed from the list without a scheduled admission is summarised in Table A5.3, using
the same grouping o f removal categories as before. The figures were again calculated with
respect to the patients’ final urgency category, ie. at the time o f admission or removal.
Few patients in category U1 (3% in total) were removed, but only 39(1% ) did not
receive treatment. O f these, patients declined surgery in 25 instances, and a surgeon judged
surgery was not required in 11 instances. A slightly higher proportion o f patients (6%) was
removed from category U2, and o f these, a greater proportion o f patients was removed
without any treatment. Again, the majority o f these were patients deciding against surgery.
These decisions are likely to be associated with the patient’s aversion to the risk o f surgery
rather than an assessment o f the wait being too long. In addition, in these categories, there
was not a large difference between rates o f removal between surgeons.
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T ab le A 5.3

Surgeon
S01 Dr001
S01Dr002
S02Dr003
S02Dr004
S03Dr005
S03Dr006
S03Dr007
S03Dr008
S03Dr009
S03Dr010
S03Dr011
S03Dr012
S03Dr013
S03Dr014
S03Dr015
S04Dr016
S04Dr017
S04Dr018
S04Dr019
S04Dr020
S04Dr021
S04Dr022
S04Dr023
S04Dr024
S04Dr025
S04Dr026
S05Dr027
S05Dr028
S06Dr029
S06Dr030
S06Dr031
S07Dr032
S07Dr033
S07Dr034
S07Dr035
S07Dr036
S07Dr037
S08Dr038
S08Dr039
S08Dr040
S09Dr041
S09Dr042
S09Dr043
S09Dr044
S10Dr045
S10Dr046
Total
Proportion

R em o v a l status by u rgency category and surgeon for those p a tien ts
rem oved from th e w a itin g list over the three year period from 1 Ju ly
1995 to 30 Ju n e 1998

NSW urgency categories subdivided by removal status**
U1
U2
U7
U8
U9: deferred
U9: staaed
Adm R(t) R(n) Adm R(t) R(n) Adm R(t) R(n) Adm R(t) R(n) Adm R(t) R(n) Adm R(t) R(n)
200
12
3 260
14
7
1
18
1
4
3
12
2
146
2
4 176
7
5
22
3
1 195
17
1?
9
1
3
1
1
8
67
80
2
3
2
219
37
4
66
16
25
18
26
1
14
1
6
339
7
31
5
?
5
1
3
13
435
6
4 378
7
12
31
1
235
7
6
11
2
5
6
30
3
21
64
1
29
1
2 417
27
2
21
1
2
10
45
9
159
210
13
8
39
4
10 817
46
37
1
6
79 144
5
10
197
6
4 283
3
11 190
3
12 948
1
46
24
3
28
48 120
72
1
2 429
33
8
73
3
3 211
14
1
2
39
25
17
1
5
22
2 106
4
30
1
3 152
7
7
1
3
5
5
49
1
31
1
1
13
1
74
7
11
7
2
1
1
3
70
18
1
1
12
45
2
55
171
2
1 268
3
3
43
4
29
11
1
2 731
29
68
15
3
261
6
3 230
9
4
27
44
2
17
1
2
3
3 506
19
16
10
86
1
491
14
11
23
1
37
7
4 244
15
62
3
30
5
11
8
2
1
4
1
1
3
1
61
5
3
2
1
34
1
62
3
4
22
1
1
27
1
30
18
8
8
3 187
12
15
4
1
2
1
1
10
13
2
3
65
47
1
82
3
4
22
1
27
25
1
5
5
2
213
20
66
1
207
12
1
11
6
2
10
11
24
19
36
3 171
24
1
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The average number o f removals (without admission) across all surgeons increased
for categories U8 and U9 to 18% and 28% respectively, and unlike for the higher urgency
categories, there was a marked variation between surgeons. For some surgeons, 25% to
41% o f the patients in category U8 who joined the list were not admitted as expected (see
Figure A5.5), although a significant fraction o f these often received treatment (either as an
emergency or elsewhere). Nonetheless, for nine surgeons, the percentage o f patients
removed without any treatment was over 20% o f all patients who joined the list. The top
five were four orthopaedic surgeons and one urologist.

It is possible that a greater

proportion o f these patients were not treated because o f the wait for surgery rather than the
risk associated with surgery, either because they did not want to wait any longer, or because
they were no longer fit for surgery. But regardless o f the causes o f these differences, the
implication o f these between surgeon differences is that aggregation at organisational levels
other than a surgeon could affect the accuracy o f forecasting patient waiting times.
The discussion has so far concentrated on the activity at surgeon level. Attention
will now turn to the cross-sectional distribution o f waiting times by surgeon and urgency
category.
The distribution o f patient waiting times within each category is summarised in
Figure A5.6 in the form o f two graphs. The upper graph shows the median, 25% and 75%
quartiles by surgeon, while the lower shows the number o f patients from which the statistics
were derived.
Clearly, waiting times within each urgency category are influenced by the
category’s maximum desirable waiting time limit. For category U l, all surgeons except
one had a median waiting time of four days or less. The 25% quartile shows that most
admitted a sizeable proportion o f U l cases on the day the person was added to the waiting
list.

Only three surgeons had 25% o f their admissions wait beyond 7 days, and for

S04Dr022 and S04Dr024, this only represented a few cases (4 and 11 respectively).
(Indeed, in absolute terms, surgeons S09Dr044 (with 21 cases), S03Dr007 (17 cases) and
S03Dr005 (16 cases) are worse.) The exception is SOIDrOOl. Roughly fifty percent (100
cases) o f the admissions from U 1 for this surgeon waited in excess o f 7 days; roughly 40%
waited more than two weeks. This was because o f a serious backlog o f cases over a 9
month period as will be discussed later.
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F igu re A 5.5

P ercen ta g e o f patients in u rgen cy category U 8 th at w ere ad m itted ,
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For category U2, the cross-sectional distributions o f waiting times were more
different, though the maximum desirable waiting time still had a strong influence on the
shapes o f the distributions. Except for six instances, the median was below 30 days. For
29 surgeons, the 75% percentile was also below 30 days, though in some cases only just,
suggesting that a sizeable proportion of patients waited beyond the desirable limit.
However, the surgeons in gynaecology all had longer waiting times than other surgeons,
suggesting that the problem could have been systemic. Moreover, six gynaecologists are
in the top eight surgeons in terms o f the greatest proportion o f patients exceeding the
maximum desirable waiting time. For all eight, 40% or more o f their U2 admissions waited
excessively. Two other notable surgeons from the graph (and the other two in the top eight)
were SOIDrOOl and S09Dr044. These had fairly flat cross-sectional distributions, with the
95th percentile being 80 days and 140 days respectively. Two other surgeons who had
extended distributions were S07Dr032 and S07Dr036. The 95th percentiles for these
surgeons were both just over 120 days. But, in terms o f the absolute number o f admissions
waiting excessively (ie. greater than 30 days), it was two other surgeons that had the fourth
and fifth highest number, namely, S08Dr039 with 84 cases and S03Dr009 with 82 cases.
The IQRs o f the cross-sectional distributions for category U7 show a further
spreading out o f waiting times, though it is difficult to know whether future behaviour
would be similar to the observed figures due to its recent introduction and because few
surgeons admitted many U7 patients. The two with the highest number o f admissions both
admitted 95% o f all patients within 90 days.
The distributions for category U8 show marked differences between surgeons,
though there seemed to be some specialty-level structure. Surgeons in cardio-thoraic
surgery, neuro-surgery and plastic surgery had very compact distributions. In each, the
maximum wait was around 100 days. For most general surgeons, the 75th percentile o f
waiting times was also below 100 days. The 95th percentile was below 200 days in all but
one ease, though there was variation in the shape o f the right-hand tail o f the distribution
between surgeons. Other specialties in which surgeons have similar distributions included:
•

ophthalmology, with respect to the high 25th percentile; and

•

orthopaedics, with respect to the wide inter-quartile range and high median values.

However, as discussed in chapter 8, these similarities between surgeons within the same
specialty were superficial.
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Figure A5.6

Waiting time distribution of admissions by surgeons and by urgency
category

Category U 1

Number of Observations

Waiting time (days)

Category U2

A5 - 3 1 5

Figure A5.6 Waiting time distribution of admissions by surgeons and by urgency
category (continued)
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Appendix 6:

Patients that change urgency category, and listing
status, within waiting list data

A6.1 The impact of a change in category on the waiting time of U8
patients
Method
The method used to compare the waiting time o f U8 patients who changed urgency with
those who did not was based on a "case-control" design nested within a cohort. This was
because the waiting time o f any patient is determined predominantly by the status o f the
waiting list at the time o f listing, and so patients who changed urgency (the case) had to
matched with a patient who joined around the same time and who did not change urgency
(the control). For patients who changed urgency category, waiting time was defined as the
time spent listed as "ready for care". For patients who did not change, waiting time was
simply the time between the joining and leaving dates.
The decision rule for the sampling o f control patients was to select the patient who
was listed before the case unless the time between the listing dates o f these two patients
exceeded 30 days and the time between the listing dates o f the case and the patient listed
after was less than 30 days. In this circumstance, the case was matched with the patient
listed after. When two or more consecutive patients changed category, these cases were
each assigned to same control - always the patient who joined the list directly before the
first o f the cases. This was necessary because the distribution o f "control" patients did not
enable individual controls to be assigned to all cases while maintaining an upper limit to
the permissible time difference between listing days.

The effect o f this was to

underestimate the variation in waiting times slightly.
The matched pairs were selected from the periods for which complete information
was available on the outcomes o f the listed patients. In other words, the cases and controls
were selected from a cohort defined by time o f listing that did not include any censored
information. For each surgeon, this interval began on 1 June 1995. The endpoints varied
between surgeons, being defined to be the end o f the month after which someone who
joined the waiting list was still waiting.
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The analysis included cases for whom the complete sequence o f categories had been
fully determined, and those for whom it was necessary to infer some categories (see
appendix 4). It was necessary to include both as the patients with completely known
sequences tended to have longer waiting times. Excluding the patients with inferred
categories would therefore have produced a length-biased sample.

Results
During the defined cohort intervals, 8043 U8 patients were added to the waiting list. O f
these, 7141 (89%) were admitted without a change in urgency. There were 786 patients
who changed category once, the majority being either staged or deferred. 116 patients
changed category on two or more occasions. Table A6.1 summarises, by surgeon, the
number o f patients with various sequences o f urgency category.
The majority o f cases (766) were assigned a unique control patient. The same
control was allocated to two cases in 106 instances, to three cases in 18 instances and to
four or more cases in 12 instances. Six cases were the first patient to join the list in the
cohort and so were paired with the first control patient who joined the list afterwards. The
majority o f controls were also the first patient who joined the list before the case. The
difference between the listing days o f the previous addition and the case was greater than
30 days on 18 occasions, and for 16 o f these 18 cases, the next patient joining the list did
so in less than 30 days after the case and was therefore selected as the control.
The difference in waiting times between the cases and controls was examined with
respect to several groups based on the observed sequence o f categories. The groups
contained sequences U8-U9, U8-other, U8-U9-U8, all other sequences o f 3 or more
categories. The average difference in waiting times between cases and controls within
these groups is given in Table A6.2. The average difference in waiting times was in the
direction expected; it was longer for those who moved through three or more categories,
while being shorter for those who moved into a more urgent category or who moved to
being not ready for care. Although the average differences were fairly large for three o f the
four groups, the results were only statistically significant at the 95% level for the U8-U9
sequence. The standard deviation around each group mean was large (over 100 days) in
each instance.
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Table A6.1:

1 ,2 ,7 } U 8 -U 9 -U 8

U 8 - o th e r

T o ta l
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3

1

19

S 0 1 D r0 0 2

35

185

10

1

1

197

2
1

305

103
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11
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15

S 0 2 D r0 0 4

32
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16
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32
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1
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1
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Table A6.2:

Category
sequence

Summary of differences in waiting time between patients who changed
urgency (cases) and the patients who did not (controls)
Average
difference
(days)

Standard
Error
(days)

Case wait
< control

Case wait
= control

Case wait
> control

Sign Test
statistic

U8-U9

-21.6

4.1

487

14

243

8.47

U8-other

-79.0

27.8

26

0

16

1.70

33.0

22.3

39

0

50

1.06

1.6

41.9

15

0

12

0.77

U8-U9-U8
Other U8

Discussion
The analysis provides weak evidence that the time spent waiting by category U8 patients
differs depending upon their movements between urgency categories. If a patient moved
to categories U l, U2 or U7, the wait was on average 79 days less. It was also shorter by
about three weeks for the U8-U9 sequence.

Nonetheless, not all differences were

statistically significant. There are several reasons for this, the most important being that
patients were not admitted on a first-come, first-served basis. This meant that, even though
patients joined the list at similar times, their waits could be substantially different. It would
be preferable if the factors responsible for this shuffling could be taken into account when
cases and controls were matched, but the reasons for this shuffling are not clear.
There are various weaknesses with the study that might also contribute to its lack
o f power. First, surgeons with longer waiting times had shorter periods for which the
outcomes o f all patients being listed were known. This is likely to reduce the proportion
o f long wait patients in the sample. Second, the analysis used patients for whom their
initial urgency category needed to be inferred. This is likely to result in some patients
being incorrectly allocated to the U8 category, and also see some patients excluded from
the analysis. Finally, not all cases were allocated a unique control. This will have reduced
the variance slightly, though its effect is likely to be small.
It is not clear why so many patients had the sequence U8-U9. Patients should not
have been admitted from U9 unless they were staged. O f the 744 patients with this
sequence, only 186 had a listing status o f staged. The cause o f this might be a data error.
Alternatively, the conversion o f patients back to U8 may have been overlooked.
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A6.2 The waiting times of patients who change and do not change
urgency category when grouped by the category of admission
Introduction
The issue examined in this section concerns how patients admitted from category U8 and
who had changed urgency/listing category might affect U8 throughput statistics. The
analysis considers the effect o f two waiting time definitions used recently in Australia. The
earlier formula, contained in the National Health Data Dictionary (NHDD) version 7,
defined the waiting time for patients who changed urgency and/or listing status as the time
spent in the final urgency category. However, potential problems were recognised with this
definition. For example, if a patient is not systematically placed at the back o f the waiting
list upon reclassification, their waiting time will be consistently shorter than patients who
have not been recategorised. The definition o f waiting time in the NHDD version 8
overcomes this issue. Here, waiting time was defined as the total time spent on the list
minus days spent as not ready-for-care minus days waited in lower ready-for-care urgency
categories (compared to the urgency category on admission or census). Nonetheless, it is
not clear that the distribution o f waiting times o f patients who change urgency category
and/or listing status would be similar to the waits o f those patients who do not.
W hen patients were aggregated according to their urgency o f admission, the
proportion o f patients who changed urgency category was small in comparison with the
total admissions from the ready-for-care categories (234 out o f 9190 admissions). But,
because waiting time statistics may be derived from a small number o f observations,
including the times o f patients who changed category could affect the statistic used to
predict the expected waiting time o f patients if their waiting times were systematically
different.

Method
The waiting time o f U8 patients who had changed urgency category and/or listing status
were compared with the median waiting time o f U8 patients who had not changed category
but who had been admitted by the same surgeon. The median wait was derived from data
o f patients who had been admitted in the same month and the preceding and following
months. The difference between the waiting time o f the patient who changed category (the
cases) and the median waiting time was then calculated. If definitions o f waiting time for
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each type o f patient are equivalent, then the waiting time o f the cases should be evenly
distributed above and below the median.
The waiting times o f individuals who had changed category were derived for both
NHDD definitions. For the NHDD v7 definition, the waiting time was simply the time
spent in the last category. The NHDD v8 definition was equivalent to calculating the total
ready-for-care waiting time. Both waiting times were known precisely despite the fact that
the full sequence o f categories a patient moved through might not have been.

Results
There were 234 admitted U8 patients who changed urgency category or listing status over
the three year period. Twenty-two were admitted in either the first or last month, and since
the three-month reference median could not be derived for these patients, they were
excluded from the analysis. O f the remaining 212 patients, 42 had changed urgency once,
while 170 had changed urgency on two or more occasions. The most common sequence
was U8-U9-U8 (n=132).

The patients were grouped according to whether they had

changed urgency on one occasion or two or more occasions.
Table A6.3 summarises the difference between the reference medians and the
waiting times of patients who changed urgency (NHDD v7 definition). In each sequence
group, the average waiting time for U8 patients who changed category was substantially
less than the reference median. The proportion o f patients who waited less than the median
was statistically different from 50% for both the "2 categories" (Sign Test, 34/42, p<0.001)
and "3+ categories" (Sign Test,155/170, p<0.001).

Table A6.3:

Sequence
group

Difference between the reference median and the waiting times for
patients who changed urgency (NHDD v7 definition)

Patients who changed
category
No of
patients

Average
wait (days)

Average
median wait
(days)

Average
difference
(days)

Std error o f
difference
(days)

Number
less than
median

Two categories

42

49

168

-119

26.0

34

Three or more
categories

170

31

173

-142

11.1

155
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Table A6.4 shows the difference when waiting time was derived using the NHDD
v8 definition. The average waiting time for U8 patients who changed category was again
different from the reference median, but this time the direction differed between the two
groups. The waiting time o f those patients who changed category once was still less than
the reference median. The waiting time o f patients who changed category two or more
times exceeded the reference median by an average o f 19 days. The proportion o f patients
who waited less than the median was statistically different from 50% for the "2 categories"
group (Sign Test, 26/41, p=0.030). Similarly, the proportion o f patients who waited more
than the median was statistically different from 50% for the "3+ categories" group (Sign
Test, 97/169, p=0.032).

Table A6.4:

Sequence
group

Difference between the reference median and the waiting times for
patients who changed urgency (NHDD v8 definition)

Patients who changed
category
No o f
patients

Average wait
(days)

Average
median wait
(days)

Average
difference
(days)

Std error o f
difference
(days)

Number
less than
median

Two categories

42

81

168

-86

25.6

26

Three or more
categories

170

192

173

-19

11.0

72

Discussion
The results o f the analysis show that, using either NHDD definition o f waiting time, there
are substantial differences in waiting times between patients in category U8 that have and
have not changed urgency category and/or listing status. The differences were in the
expected directions for the definitions and the number o f category changes.
W ith respect to disseminating statistics on the waiting times o f non-urgent patients,
the analysis raises questions about whatever patients who have changed urgency category
or listing status should be included, regardless of the definition used. If the aim was to
predict the waiting time o f any patient admitted from category U8, including the patients
might bias the statistics because the sample size is likely to be small, and the proportion o f
patients who have and have not changed urgency may not be representative. If the aim was
to predict the waiting time o f patients who joined category U8, including the patients might
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bias the statistics because their patterns o f waiting are fundamentally dissimilar. Thus, in
either case, the most accurate predictions may come from statistics that exclude such
patients. Indeed, it seems preferable to predict the waiting time o f patients who do not
change urgency or listing status.
On a practical note, implementing this approach might raise difficulties, as it creates
opportunities for published waiting times to be manipulated through the unnecessary
changing o f urgency categories and listing status. Consequently, if such patients are to be
included, the NHDD v8 definition would be preferable for two reasons. Firstly, the average
difference in this sample o f patients was less. Secondly, it creates less o f an incentive to
manipulate waiting times, as the waiting times o f patients who changed category exceeded
those o f the reference group.
The main limitation o f the analysis stems from the small number o f patients who
changed category.

It was only possible to examine two broad groups o f category

sequences. There may be substantial differences between specific sequences within each
group. However, as these sequences occur infrequently, this is unlikely to be o f practical
significance.
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Appendix 7:

Estimation

of minimum

significant difference

between estimates of average waiting time at two
surgical units
The first step in estimating the minimum significant difference between two estimates o f
expected waiting time was to estimate the standard deviation o f the forecasts from the
MA3(TH) and M AI (CS) functions. For this, it was assumed that the time series o f average
waiting time statistics fluctuated around a stationary mean, with the deviations following
a Normal distribution with mean 0. Thus, the standard deviation (SD) o f each MA3(TH)
and M A l(CS) series could be estimated from the differences between successive terms,
using the following equation [Bissell, 1994]:
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where xi is the ith statistic in the sequence (i=l..n) o f average waiting time statistics.
The actual series were not stationary but the SD estimate based on the mean square
difference o f successive terms removes much o f the influence o f any trend or shifts in the
local mean.
The next step was to check whether the SD estimates were related to the average
level o f the series. For the MA3(TH) series, there was a strong relationship across the
surgeons between the value o f the SD and the mean value o f the series (Pearson’s r = 0.85).
Fitting a simple regression model, the linear relationship between the two factors was
estimated as:
SD = 0.107 x + 3.473

r2 = 0.73

For the M A 1(CS) series, there was no relationship (linear or otherwise) between the
values o f the SD and the mean value o f the series (Pearson’s r = -0.1). The reason for this
was unclear, but it may be due to the size o f the waiting list increased (and therefore sample
size) with higher average waiting times. Thus, again for simplicity, the SD was defined to
be 13.46 days, the average SD across all surgeons.
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The standard error for each o f the MA3(TH) and M A l(CS) functions was then
derived from the estimated standard deviations. As the number o f observations is one, the
estimated standard errors were simply equal to the SD estimates.
Finally, the minimum distance was constructed using the standard formula for the
confidence interval about the difference o f two sample means drawn from different Normal
distributions o f known variance:

where Z is the reliability co-efficient for a confidence level of 100(1-a/2) percent.
For the M A l(CS) series, it was assumed that the standard error was not related the
average level o f the series.

Thus, the standard error component in the above formula

reduced to root 2 times the standard error estimate. For the MA3(TH) series, it was decided
to ignore the constant in the regression analysis and assume that the standard error was
simply 10% o f the series average.

Consequently, the standard error component for this

function also reduced to root 2 times the predicted standard error o f the midpoint between
the two averages. The value of Z was chosen to give a distance equivalent to a 95%
confidence interval (i.e. Z = 1.96).
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