In this paper we derive locally D-optimal designs for discrete choice experiments based on multinomial probit models. These models include several discrete explanatory variables as well as a quantitative one. The commonly used multinomial logit model assumes independent utilities for different choice options. Thus, D-optimal optimal designs for such multinomial logit models may comprise choice sets, e.g., consisting of alternatives which are identical in all discrete attributes but different in the quantitative variable. Obviously such designs are not appropriate for many empirical choice experiments. It will be shown that locally D-optimal designs for multinomial probit models supposing independent utilities consist of counterintuitive choice sets as well. However, locally D-optimal designs for multinomial probit models allowing for dependent utilities turn out to be reasonable for analyzing decisions using discrete choice studies.
Introduction
Discrete choice analysis is a popular method for analyzing preferences and choices in economics, as well as in social and health sciences because it closely corresponds to making choices in everyday situations. In choice experiments respondents have to repeatedly choose between different alternatives within a so-called choice set. The alternatives also called options are defined by the levels of a subset of attributes. It is assumed that respondents choose the alternative with the greatest utility. The expected (overall) utility of an alternative is usually defined as a linear combination of part utilities assigned to the levels of the attributes of an alternative. The part and overall utilities are estimated from the choices of the respondents by using regression models.
Usually choice sets consist of two or three alternatives. When two alternatives are presented, discrete choice analysis coincides with paired comparison. Typically, the number of alternatives is held constant for all choice sets within a discrete choice experiment and all respondents will get the same series of choice sets, so the problem of designing the choice sets has to be considered for one respondent only.
Obviously, application of optimal design principles will be important to efficiently estimate the utilities represented by the parameters of the regression models. Usually, multinomial logit models have been applied to estimate the utilities. Several authors, see e. g. Graßhoff et al., 2013; Kanninen, 2002) , have developed optimal designs for discrete choice models based on multinomial logit models. However, the derived designs do not seem to be suitable for many empirical studies. E.g., when the set of attributes comprises several discrete attributes as well as a further quantitative one, locally D-optimal optimal designs for such multinomial logit models consist of choice sets with alternatives that are identical in all discrete attributes but differ in the quantitative variable. This counterintuitive result is closely related to the assumption of Independence from Irrelevant Alternatives (IIA), characterizing logit regression. According to the IIA property, the choice probabilities of any two alternatives in a choice set are independent of all other alternatives contained in this choice set. However, such an assumption is inadequate for many everyday choice situations as the so-called Red-Bus/Blue-Bus Problem illustrates. Here, a subject can choose between two alternatives to get to work, say a bicycle and a red bus, each having a choice probability of .50. Consider now, in addition, a blue bus is as a third available option with identical attribute levels, except the attribute color and the part utilities for red and blue do not differ. According to the IIA property, the choice probabilities for the bicy-cle, red bus and blue bus then turn out to be .333 for each alternative. However, a multinomial probit model would lead to more reasonable choice probabilites of .50, .25 and .25 for the bicycle, the red and blues bus, respectively.
In the multinomial logit model, the utilities of the options follow a Gumbeldistribution. Furthermore, all utilities are mutually independent because of the IIA property. In this article we will analyze whether a multinomial probit model will also yield counterintuitive D-optimal designs when the utilities are independent. Furthermore, we will derive such designs for multinomial probit models allowing for dependencies between the utilities of the alternatives. These models are based on assumptions which seem to be more realistic for most everyday choice situations.
The paper is organized as follows: In the next section two multinomial probit models will be introduced, one without dependent utilities and the other with dependency between the utilities. In section 3, we will derive locally D-optimal designs for both models including two alternatives, i.e., paired comparisons. First, the case of models including several qualitative attributes will be considered and then the more general case including a further quantitative attribute. In section 4, the results derived for paired comparisons will be generalized for both probit models including three options. The last section contains a short discussion of the results. All technical details are deferred to the Appendix.
Model description
In a choice experiment individual choices are performed among m ≥ 2 alternatives a j of a choice set A = (a 1 , ..., a m ). Each alternative a j = (a j1 , ..., a jK ), j = 1, ..., m is characterized by K attributes, where a jk is the level of the kth attribute presented in alternative j. The decision behavior of a respondent can be described by a multinomial response
.., a m ) and Y j = 0 otherwise, and p = p(A) is the corresponding vector p = (p 1 , ..., p m ) ⊤ of probabilities of preference p j = p j (A) = P (Y j (A) = 1) for the choice of the jth alternative a j from a choice set A.
These probabilities of preference are assumed to depend on latent utilities U j = U j (a j ) for all alternatives a 1 , ..., a m within the choice set A, and the response is assumed to be obtained by the concept of utility maximization, i. e. Y j (A) = 1, if U j (a j ) = max i U i (a i ). Note that in general P (U i = U j ) = 0, as the utilities typically have continuous distributions, and, hence, the Y j are almost surely well defined.
In contrast to the commonly used multinomial logit choice model (see e. g. Graßhoff et al., 2013 , and the literature cited therein) we adopt here specifications of the latent utilities based on the normal distribution, which leads to a multinomial probit model. This approach has the notable advantage that the utilities
can be decomposed into part-worths U jk for the single attributes. Within each alternative a j the part-worth utilities U jk = U jk (a jk ) will be assumed to be independent, normally distributed with mean part-worths µ jk = µ jk (a j ), which depend only on the kth attribute each. These mean part-worths µ jk (a j ) = f k (a jk ) ⊤ β k are specified by linear effects with known regression function vectors f k and unknown parameter vectors β k for each attribute k separately. Then the latent utility U j (a j ) of an alternative a j has mean
Typically the part-worth regression functions f k will consist of dummy variables for qualitative factors, or they will be linear, if a jk is quantitative.
For simplification we will assume that all part-worth utilities share a common variance σ 2 0 , i. e. U jk ∼ N(f k (a jk ) ⊤ β k , σ 2 0 ), throughout this paper, if not stated otherwise.
In what follows it will be crucial to specify the dependence structure between the m utilities U 1 , ..., U m . For this we consider two particular models implied by different assumptions on the dependence between the part-worth utilities for an attribute k across the alternatives.
Model I: all U jk and U iℓ are independent.
This model assumes independence of the part-worth utilities irrespectively whether the attributes of two alternatives differ or not and, thus, results in the standard probit model considered in the literature, which may lead to counterintuitive results similar to those for the common logit model (cf. Graßhoff et al., 2013) as will be seen later. To avoid these problems a second model is introduced, which accounts for dependence when the same level is presented for an attribute in different alternatives to be compared.
Model II: U jk = U ik , if a jk = a ik , U jk and U iℓ are independent, if k = ℓ or a jk = a ik .
In this model it is assumed that the presentation of equal levels for an attribute results in identical part-worth utilities in the alternatives presented together. Hence, in Model II attributes with equal levels (a ik = a jk ) will not contribute to the decision between alternatives a i and a j and the utilities U i and U j of the alternatives will become dependent.
Under the assumptions of Model I as well as of Model II the m-dimensional vector U = U(A) = (U 1 (a 1 ), ..., U m (a m )) ⊤ of utilities is multivariate normal with mean µ(A) = (µ 1 (a 1 ), ..., µ m (a m ) ⊤ and covariance matrix V(A). In both models the utilities have equal variances Var(U j ) = σ 2 K = Kσ 2 0 . While in Model I the utilities are independent such that V(A) = σ 2 K I m , where I m denotes the m × m identity matrix, the utilities become correlated in Model II, when identical levels occur for some attributes.
According to the concept of utility maximization the alternative j will be preferred to the other alternatives, if the utility U j is greater than all other utilities U i , i = j. This implies for the preference probability
For fixed j let L j the (m − 1) × m matrix which transforms the m-dimensional vector U of utilities to the (m − 1)-dimensional vector U (j) = (U i − U j ) i=1,...,m,i =j of relevant utility differences (U (j) = L j U). Then the (m − 1)-dimensional vector U (j) (A) of utility differences U i (a i ) − U j (a j ) is multivariate normal with mean vector µ j (A) = L j µ(A) and covariance matrix V j (A) = L j V(A)L ⊤ j . In any case the preference probability
can be written as a function of the mean vector µ j and the covariance matrix V j , where η(µ j , V j ) = Φ m−1 (0; µ j , V j ) denotes the distribution function of the (m − 1)-dimensional normal variate with mean vector µ j and covariance matrix V j evaluated at 0.
With this notation we can express the
where F(A) = (f(a 1 ), ..., f(a m )) is the p × m-dimensional multivariate regression function and η A (µ) = (η(µ 1 , V 1 (A)), ..., η(µ m , V m (A))) ⊤ .
The covariance matrix Cov(Y) of the response vector Y is given by Σ = Σ(A; β) = diag(p) − pp ⊤ , where diag(p) is the m × m diagonal matrix with diagonal entries p j , j = 1, ..., m.
Hence, both the mean response vector and the covariance matrix of Y depend on the parameter β only through the vector of linear effects µ = F(A) ⊤ β and in addition on the m covariance matrices V j = V j (A), which only involve the choice set A presented. Thus the observations may be interpreted as outcomes from an extended multivariate generalized linear model.
In this situation the information for a choice set A can be calculated as
where ∂η A ∂β denotes the m × p functional matrix of partial derivates of the m − 1 components of η A with respect to the p components of β. Remind that Σ as well as ∂η A ∂β depend on β only through F(A) ⊤ β. The chain rule for the differentiation of multidimensional functions leads to
is the Jacobian of the function η A evaluated at µ. Thus the information matrix can be written as
To tackle the problem of finding an optimal design, i. e. the best possible selection of choice sets, we will make use of the approximate design theory introduced by Kiefer (see e. g. Kiefer, 1974) : An approximate design ξ on the set X of all choice sets consist of, say, n different choice sets A i = (a i1 , ..., a im ) with weights w i ≥ 0 and n i=1 w i = 1, representing the relative frequencies of replications. The normalized per observation information matrix is defined by
Note that for an exact design the usual information matrix equals N times the normalized one, where N is the total number of observations (presentations of choice sets).
To measure the quality of a design we will make use of the most common criterion of D-optimality, i. e. we are looking for designs ξ * that are locally Doptimal at β, which maximize the determinant of the information matrix M(ξ; β) (see e. g. Silvey, 1980) .
Paired comparisons
First we will focus on the particular case of m = 2 alternatives, which represents the probit paired comparison model: The choices are performed between two alternatives a 1 and a 2 of a pair A = (a 1 , a 2 ). Because of Y 2 = 1 − Y 1 and p 2 = 1 − p 1 we actually have to deal with only one preference probability p = p 1 for the first alternative in a pair. The mean of the binomial response variable Y = Y 1 is given by a one-dimensional function η = η 1 , which leads to an extended generalized linear model with
wheref (A) = f(a 2 )−f(a 1 ), Φ 0 denotes the standard normal distribution function and the variance σ 2 (A) = Var(U 1 (a 1 ) − U 2 (a 2 )) is the one-dimensional counterpart of the covariance matrix V 1 (A). The variance of the response is given by Var(Y (A)) = p(A) (1 − p(A)). In the present case we have for the derivative
where ϕ 0 is the density of the standard normal distribution. Hence, the information for a pair A is given by
which depends on β only through the linear componentf (A) ⊤ β and additionally on the scaling factor σ(A).
Qualitative attributes in the case of indifference
To start we consider in this subsection the special case β = 0, which results in equal choice probabilities p = 1 − p = 1/2 for any pair of alternatives, which can be interpreted as the situation of indifference.
Under the assumption of Model I we have constant variance σ 2 = σ 2 (A) = 2Kσ 2 0 for all pairs A. Then for an approximate design ξ the information matrix
in the corresponding linear paired comparison model (see Graßhoff et al., 2004) . As a consequence any D-optimal design in the linear paired comparison model is also D-optimal in the probit paired comparison model, when all utility terms U 1k and U 2 ℓ are assumed to be independent and β = 0.
Under the assumptions of Model II the comparison depth d A will play an important role, where d A = # {k; a 1k = a 2k } is defined as the number of attributes, for which the components differ within the pair A = (a 1 ; a 2 ). With this notation the variance of the utility difference can be written as σ 2 (A) = 2d A σ 2 0 . To simplify the problem further we consider a setting of K qualitative factors, which may be adjusted to the same number v k = v of levels 1, ..., v, say, for each attribute k.
where 1 v−1 denotes the vector of length v −1 with all entries equal to 1 (for more details on this model specifications see Graßhoff et al., 2004) .
Since in the present situation the D-criterion is invariant with respect to both permutations of the levels for each attribute and to permutations of the attributes themselves, optimal designs can be found within the class of invariant designs which are uniform on the orbits induced by these permutations. These orbits are the sets of pairs with a fixed comparison depth d ≤ K.
Byξ d we denote the design which is uniform on the orbit of comparison depth d. In particular, for full comparison depth d = K the uniform designξ K is the product type design ξ 0 ⊗ . . . ⊗ ξ 0 , where ξ 0 is the uniform balanced incomplete block design with blocks of size 2 consisting of the v(v − 1) pairs concerning one single attribute. Thusξ K is uniform on all pairs, which have different levels in each attribute. Graßhoff et al. (2004) established that the designξ K is D-optimal in the linear paired comparison model and, thus, it is also optimal in Model I. In that case the optimal information matrix equals
is the information matrix of the marginal design ξ 0 in the single attribute linear paired comparison model and "⊗" is the symbol for the Kronecker product of matrices.
In contrast to that under the assumptions of Model II for pairs belonging to the orbit of comparison depth d ≥ 1 the intensity 1/(πdσ 2 0 ) depends on the comparison depth d. Simple combinatorial arguments lead to the information matrix
Note that for d = 0 all attributes and, hence, both alternatives and their corresponding utilities completely coincide. Therefore the resulting information is equal to zero (M(ξ 0 ; 0) = 0).
Since M(ξ d ; 0) is independent of the comparison depth d ≥ 1, all designsξ d and, in particular, the designξ K , which is D-optimal under Model I, are also D-optimal under Model II. Furthermore, any convex combination of the designs ξ d , d ≥ 1, is also D-optimal under Model II.
One additional quantitative attribute
We extend the model to the situation investigated by Kanninen (2002) , which led to counter-intuitive results in the logit model after design optimization for larger choice sets (see Graßhoff et al., 2013) and which caused us to introduce Model II.
The purpose of the present subsection is to provide optimal designs for probit paired comparison models with and without dependence structure in the partworth utilities before studying larger choice sets. More precisely, we consider a model with pairs A = (a 1 , a 2 ) of alternatives, where one of the attributes, say the last one, is quantitative and unrestricted and can be interpreted, for example, as a price variable (potentially on a logarithmic scale) and all other attributes are qualitative. Then the set of attributes can be split into two components a j = (x ⊤ j , t j ) ⊤ , where t j ∈ R and x j consists of the qualitative attributes. According to the marginal pairs x = (x 1 , x 2 ) and t = (t 1 , t 2 ) we can decompose the regression function for Y 1 asf
and for the qualitative attributes the regression function f is defined as in subsection 3.1.
Following Kanninen (2002) we restrict our investigations for the first component to the setting of K binary attributes, varying on v = 2 levels each, i. e. x j = (x j1 , ..., x jK ) ⊤ ∈ {1, 2} K . Under effect coding the corresponding regression functions are given by f(x j ) = (f k (x jk )) k=1,...,K with f k (1) = 1 and f k (2) = −1.
The utility U j (a j ) in this two component model is generated by partial utilities
where the partial utility U j1 (x j ) = K k=1 U j1k (x jk ) of the first component is itself composed of part-worth utilities U j1k , which are assumed to be independent and normally distributed with mean f k (x jk )β 1k and constant variance σ 2 0 across the attributes as in the previous subsection. For the second component we assume a normally distributed part-worth utility U j2 with mean β 2 t j and variance σ 2 t ≥ 0, which is independent of the part-worth utilities U j1k of the first component. Furthermore we will assume throughout that all part-worth utilities U j2 for the second component are independent. As a special case we may allow for a sharp decision with respect to the quantitative attribute by letting σ 2 t = 0, which results in a degenerate utility U j2 ≡ β 2 t j .
Optimal designs for such a two component model were first investigated numerically by Kanninen (2002) in the binomial logit model. Graßhoff et al. (2007) gave explicit proofs for D-optimal designs by making use of a canonical transformation introduced by Ford et al. (1992) and extended by Sitter and Torsney (1995) to the multifactorial case. We will apply this construction method also to the probit models considered here.
To this end in a first step the standardized case β 1 = 0 and β 2 = 1 is considered. There the intensity function λ for a pair A reduces to λ(A; β) = λ 2 ((t 1 − t 2 )/σ(A))/σ 2 (A), where λ 2 (z) = ϕ 0 (z) 2 /(Φ 0 (z)(1 − Φ 0 (z))) is the marginal intensity with respect to the quantitative attribute. Hence, the intensity λ(A; β) depends on the first component x only through the scaling factor σ(A).
The situation of independent utilities of Model I results in the standard probit model in the literature: If the part-worth utilities U j1 of the first components satisfy the assumptions of Model I, then σ(A) = σ max attains the same value for all pairs A, where σ 2 max = 2(σ 2 K + σ 2 t ) and, again, σ 2 K = Kσ 2 0 . Thus, the intensity function only depends on the linear response through the second component, and the approach described in Graßhoff et al. (2007) can be used.
Denote by δ t the one-point design at t = (t 1 , t 2 ).
Theorem 1. Let z * > 0 maximize λ 2 (z) K+1 z 2 and let t * satisfy t * 1 −t * 2 = σ max z * . Then the design ξ * =ξ K ⊗ δ t * is locally D-optimal at β = (0, 1) ⊤ in the probit paired comparison model with independent part-worth utilities (Model I). Table 1 lists the optimal values z * together with the corresponding preference probabilities p = Φ 0 (z * ) for various numbers K of attributes for the first compo- nent. Note that z * may be replaced by −z * and the optimal z * in the case K = 1 coincides with the optimal value for the standard probit regression model (see Ford et al., 1992) .
As the model with independent utilities may lead to counter-intuitive results, if larger choice sets are considered, we introduce a two component model, where the first component fulfills the assumptions of Model II, but the part-worth utilities U 12 and U 22 will still be assumed to be independent (potentially degenerate). Then the scaling factor σ(A) is obtained by
for pairs A belonging to an orbit of comparison depth d in the qualitative attributes, where σ 2 max = 2(Kσ 2 0 + σ 2 t ) is the maximal possible variance, which is achieved, if A has comparison depth K. Irrespectively of the variation structure characterized by σ 0 and σ t the optimal design of Theorem 1 also turns out to be optimal, here.
Theorem 2. If z * > 0 maximizes λ 2 (z) K+1 z 2 and if t * satisfies t * 1 − t * 2 = σ max z * then the designξ K ⊗ δ t * is D-optimal for the probit paired comparison model with dependent utilities (Model II).
In the general two component model with arbitrary β 1 and β 2 we have to suppose β 2 = 0 in order to guarantee the existence of a finite solution of the design optimization problem. According to Graßhoff et al. (2007) D-optimal designs can be constructed by using the concept of canonical transformations (see Ford et al., 1992, and Sitter and Torsney, 1995) . The procedure is based on a oneto-one mapping g defined by g(a j ) = (x ⊤ j , f 1 (x j ) ⊤ β 1 + t j β 2 ) ⊤ on the alternatives, which transforms to the case of indifference for the qualitative attributes. The simultaneous transformation g(A) = (g(a 1 ), g(a 2 )) of both alternatives induces a linear transformationf(g(A)) = Q gf (A) of the induced regression functions with
If we let z j = f 1 (x j ) ⊤ β 1 + t j β 2 for the unrestricted quantitative component in the transformed model, the information matrix coincides with the standardized situation β 1 = 0 and β 2 = 1. Then optimal designs can be obtained by a back transformation of the optimal designξ K ⊗ δ t * for the standardized situation: The induced design defined by ξ * (x, t) =ξ K (x) δ t * (g(x, t) ) turns out to be D-optimal, which establishes the following result.
Then the combined design ξ * = ξ K ⊗ ξ * 2|1 is D-optimal under both model assumptions I and II of independent or dependent utilities, respectively.
If is worth-while mentioning that also in the general case the optimal values t * (x) for the second component are chosen in such a way that the optimal preference probabilities p = P (Y (A) = 1) = Φ 0 (z * ) of Table 1 are retained.
Choice sets with three alternatives
We turn now to the situation of choice sets with m = 3 alternatives. In contrast to paired comparisons there a reduction to one dimension is no longer possible, and we have to deal with proper multinomial observations. To compute the preference probabilities p j for a choice set A = (a 1 , a 2 , a 3 ) we use of the software package mvtnorm implemented in R (see Bretz, 2009, and Genz et al., 2017) for obtaining the multivariate normal probabilities in the variance terms.
For abbreviation we denote by σ 2 ij (A) = σ 2 ji (A) the diagonal elements Var(U i − U j ) of the covariance matrix V j and introduce the standardized mean differences
Further let Φ ̺ be the bivariate normal distribution function with location vector zero, scaling parameters one and correlation coefficient ̺ and denote by where ̺ j (A) = corr (U i − U j , U ℓ − U j ) the correlation in the covariance matrix V j . With this notation the preference probabilities can be rewritten as
where the indices i and ℓ denote the other alternatives besides j. Then the Jacobian matrix J η A can be computed as
and ℓ is the index of the third alternative besides i and j.
Qualitative attributes in the case of indifference
Also here we first consider the particular case β = 0 of indifference for the setting of K qualitative attributes as in the corresponding subsection on paired comparisons. However, for simplification we additionally restrict here to the case of v = 2 levels for each attribute.
As will be seen the intensity matrix Λ will not be affected under indifference and the assumptions of Model I and II, respectively, when levels are permuted within attributes and attributes are permuted with each other. Then also the D-criterion is invariant with respect to these permutations. Hence, as in the paired comparison case optimal designs can be found within the class of invariant designs, which are uniform on the orbits induced by the permutations.
In order to characterize these orbits we introduce a multivariate analogue to the concept of comparison depth for paired comparisons. For any choice set A = (a 1 , a 2 , a 3 ) we denote by d ij = d ij (A) the number of attributes, for which the levels of the alternatives a i and a j differ, i. e. d ij is the comparison depth of the pair (a i , a j ) The triple d = d(A) = (d 12 , d 13 , d 23 ) will be called the comparison depth of the choice set. Note that each attribute contributes either zero to the comparison depth the case that all alternatives coincide in this attribute, or it adds 1 to two components of the comparison depth vector d in the situation that two alternatives are equal and the third one differs in this attribute. Thus it is easy to see that the mean comparison depth D = (d 12 + d 13 + d 23 )/2 satisfies D ≤ K.
In the following we will only consider choice sets with full profiles, for which the mean comparison depth is maximal (D = K), as choice sets with partial profiles (D < K), for which, at least, one attribute is equal across all alternatives, tend to bear less information (see Graßhoff et al., 2009 , for the logistic case).
All orbits are characterized by their comparison depth d. Because a permutation of the arrangement of the alternatives within a choice set does not affect the corresponding information matrix, an orbit described by the comparison depth d can be considered as being equivalent to an orbit associated with a permutation of the entries in d: For example in the situation of two identical alternatives the orbit d = (K, K, 0) indicates that alternative 2 equals alternative 3, whereas on the orbit d = (K, 0, K) alternative 1 is equal to alternative 3 and on d = (0, K, K) alternative 1 and 2 are coincide, while in each case the third alternative differs in all attributes. Hence, without loss of generality we need only consider comparison depths satisfying d 12 ≥ d 13 ≥ d 23 .
For the uniform designξ d on the orbit d = (d 12 , d 13 , d 23 ) the information matrix
is a multiple of the identity matrix. The diagonal elements are given by the mean intensity
where, also here, the indices i and ℓ denote the other alternatives besides j and the λ jj (d) are the diagonal entries of the intensity matrix Λ(d) on the orbit d.
Note that for the off-diagonal entries of Λ the relation 2λ ij = λ ℓℓ − λ ii λ jj holds. The determinant det M(ξ d ) of the information matrix will then be maximized by the uniform design on the orbit d, which yields the largest value of λ d .
Under the assumption of Model I we observe that the variances σ 2 ij (A) = σ 2 max = 2Kσ 2 0 for the utility differences U i −U j and the correlations ̺ i (A) = 1/2do not depend on the particular choice set A. Additionally, in the present case of indifference the preference probabilities are equal (p 1 = p 2 = p 3 = 1/3), and the intensity matrix amounts to Λ = 9(3I 3 − 1 3 1 ⊤ 3 )/(8π) for every choice set A and is, thus, constant within and across the orbits. Hence, for each comparison depth d the uniform designξ d on its orbit has the information matrix M(ξ d ) = 9I K /π, which is independent of the orbit. Consequently any designξ d is D-optimal as well as any convex combination thereof. This proves the following result. Under the assumptions of Model II the variances and correlations of the utility differences may vary with the orbits described by d. For a choice set A with comparison depth d we get σ 2 ij (A) = d ij σ 2 max /K. If additionally d ij > 0 for all i and j we obtain for the correlations
Consequently, the intensity matrix Λ does not vary for the choice sets within an orbit. Then it can be seen that the mean intensity becomes
where the preference probabilities are given by
It is worth-while mentioning that under the assumptions of Model II the individual alternatives need not have equal preference probabilities even in the case of "indifference" β = 0) due to the correlations between the utilities.
The situation of a choice set with two identical alternatives with comparison depth d = (K, K, 0) can be covered by the paired comparison case of Section 3.
In Table 2 we present the preference probabilities and the normalized values σ 2 max det(M(ξ d )) 1/K of the criterion function together with the corresponding efficiencies eff (ξ d ) = (det M(ξ d )/ det(M(ξ d * ))) 1/K = λ d /λ d * for K = 2, ..., 7 attributes and all possible comparison depths d with d 12 ≥ d 13 ≥ d 23 . For each number K of attributes the optimal comparison depths d * are highlighted in bold.
In the particular situation d = (K, K, 0) the alternatives 2 and 3 are indistinguishable, and either of them may be chosen, if U 2 = U 3 > U 1 , which occurs with probability 1/2 as U 1 and U 2 are independent and identically distributed. Then for the preference probabilities we have p 1 = 1/2 = p 2 + p 3 , and the value of the normalized criterion function equals det(M(ξ d )) 1/K = 8/(πσ 2 max ). From Table 2 we can deduce for K ≤ 7 that the maximal value of det(M(ξ d )) is achieved for designs that are concentrated on those orbits, where the numbers of attributes, in which any two alternatives differ, are as balanced as possible. It can be shown by convexity arguments that this statement holds true for all K, which are multiples of three, such that the optimal orbit is specified by d ij = 2K/3 for all pairs of alternatives. We conjecture that this result will be valid for any number of attributes K.
Note that the efficiencies of the choice sets with identical alternatives (comparison depth d = (K, K, 0)) are remarkably low. 
One additional quantitative attribute
For a model similar to that introduced by Kanninen (2002) we augment the above model with an additional continuous attribute t as in Subsection 3.2. For each alternative the set of attributes can be split into two components a j = (x j , t j ), where x j consists of the qualitative attributes and t j ∈ R. For a choice set A = (a 1 , a 2 , a 3 ) the marginal choice sets are denoted by x = (x 1 , x 2 , x 3 ) and t = (t 1 , t 2 , t 3 ), respectively, and we can split the regression functions accordingly, F(x, t) = (F 1 (x) ⊤ , F 2 (t)) ⊤ , with marginal regression functions defined by F 1 (x) = (f(x 1 ), f(x 2 ), f(x 3 )) and F 2 (t) = (t 1 , t 2 , t 3 ). The utilities U j (a j ) in this two component model are generated from the part-worth utilities in the same way as in the paired comparison situation.
As before we assume that the first component consists of K qualitative attributes with two levels each. Byξ 1;d we denote a uniform marginal design on an orbit d = (d 12 , d 13 , d 23 ), which involves the qualitative attributes only.
We start again with the standardized case, where β 1 = 0 and β 2 = 1. There the intensity matrix Λ = Λ d (t) depends only on the second component t = (t 1 , t 2 , t 3 ) and in addition on the scaling factors σ ij and the correlations ̺ i , which may vary with the orbit d.
First we note that for a product type designξ 1 i d ⊗ ξ 2 with uniform marginal designξ 1;d on the orbit d = (d 12 , d 13 , d 23 ) and arbitrary marginal design ξ 2 on the quantitative attribute the information matrix
is the mean intensity on the orbit d and λ d,jj is the jth diagonal element of Λ d . Then the determinant of the information matrix M(ξ 1;d ⊗ ξ 2 ) becomes
Under the assumptions of Model I all part-worth utilities for the first component are assumed to be independent. Then the variances of the utility differences are again σ 2 ij (A) = 2 (Kσ 2 0 + σ 2 t ) = σ 2 0 . We conjecture that the determinant of the information matrix M(ξ 1;d ⊗ ξ 2 ) will be maximized by a marginal one point design ξ 2 = δ t for a suitable optimal setting t = t * of the second component. Numerically the maximization of the determinant det(M(ξ 1;d ⊗ δ z )) was carried out with respect to t for K ≤ 7 qualitative attributes and for all possible comparison depths d with d 12 ≥ d 13 ≥ d 23 of full profile (D = K). There we used the standardized version z = (z 1 , z 2 , z 3 ) with z j = t j −t 3 for the second component, as the choice probabilities are invariant with respect to a shift of location. Because of z 3 = 0 then only z 1 and z 2 have to be optimized.
In Table 3 we present the optimal values z * 1 and z * 2 for the quantitative attribute, the corresponding choice probabilities p * j and the normalized values σ 2 max det(M(ξ d )) 1/(K+1) of the criterion function together with their associated efficiencies eff (ξ d ) = (det M(ξ d )/ det(M(ξ d * ))) 1/(K+1) for K ≤ 7 attributes and all possible comparison depths d with d 12 ≥ d 13 ≥ d 23 . The optimal comparison depths d * are highlighted in bold for each K. In all cases the maximal value for the determinant is achieved for the design concentrated on the orbits with two identical alternatives. This coincides with the findings in the logistic case observed in Grasshoff et al. (2013) .
Under the assumptions of Model II for the first component of qualitative attributes the variances of the utility differences between the ith and jth alternative and the corresponding correlations are given by
for any choice set A of comparison depth d. Also here the case σ 2 t = 0 represents a sharp decision concerning the quantitative variable t. The corresponding numerical results for such a sharp decision are exhibited in Table 4 . There we present the optimal values for z * 1 and z * 2 for the quantitative attribute, the corresponding choice probabilities p * j and the normalized values σ 2 max det(M(ξ d )) 1/(K+1) of the criterion function together with the associated efficiencies eff (ξ d ) = (det M(ξ d )/ det(M(ξ d * ))) 1/(K+1) for K ≤ 7 attributes and all possible comparison depths d with d 12 ≥ d 13 ≥ d 23 . The optimal comparison depths d * are highlighted in bold for each K. In all cases (K ≥ 2) the maximal value for the determinant is achieved for the designs concentrated on the orbits with two alternatives, which differ only in one qualitative attribute. However, if the decision is not sharp (σ 2 t > 0), we found out numerically that other comparison depths may become optimal, where the alternatives differ in more than one qualitative attribute.
Note that similar to Subsection 4.1 in the case of sharp decisions the alternatives a 2 and a 3 are indistinguishable (U 2 = U 3 ) for choice sets with comparison depth d = (K, K, 0), if z * 2 = 0, i. e. if the quantitative attribute is set to the same level for both alternatives. If in this case z * 2 > 0 (or z * 2 < 0) there will be a strict preference of alternative a 2 over a 3 (a 3 over a 2 , respectively) such that essentially we end up in a paired comparison situation for the pair (a 1 , a 2 ) (resp. (a 1 , a 3 )) of alternatives with the same value for the information matrix as specified in Table 4 . This may explain, why in this situation the efficiencies of choice sets with comparison depth d = (K, K, 0) are so low such that the counter-intuitive result of Model I does not occur.
Discussion
This paper provides an important extension of previous developments of optimal designs for discrete choice models (for an overview, see Großmann and Schwabe, 2015) . The designs for multinomial discrete choice models derived so far do not seem appropriate for many practical purposes due to the IIA property. However, merely changing the link function to a probit one does not alleviate the problem as shown above. Probit models allow for introducing dependencies between the part and, thus, the overall utilities so that many choice situations can be modelled more appropriately. We developed locally D-optimal designs assuming choice sets all consisting of either two or three options. According to a further assumption which is also typical of many choice experiments, each respondent is faced with the same sets of choices. The derived D-optimal designs for the case of indifference may not be very important for many choice situations in practice. However, they are the starting points for deriving such designs for the more general case of any parameter values, as D-optimal designs for linear models and locally D-optimal multinomial models coincide. Thus, the concept of canonical transformation (Sitter & Torsney, 2007) could be applied. Further developments concerning the designs for discrete choice models based on probit regression with dependent utilities should consider more than two levels for the discrete attributes and, furthermore, be extended to several quantitative attributes (see Kannninen, 2002) . It would also be interesting to use further optimality criteria instead of D-optimality, such as IMSE-optimality.
By Lemma 1 a) the squared term is bounded by one for all z ≥ 1, while the last expression is positive, which establishes the result. ✷ Lemma 3. Let z * > 0 be the unique maximum of the function λ 2 (z) p z 2 . Every design ζ * which is concentrated on {−z * , z * } maximizes the criterion
Proof. The proof is similar to the situation of logistic response considered in Graßhoff et al. (2007) , Lemma 1, and uses an idea of Biedermann et al. (2006) :
Let ζ * be a Ψ 2 -optimal design. Denote by m * j = z j λ 2 (z)ζ * (dz), j = 0, 2, the corresponding weighted moments involved in Ψ 2 . The equivalent criterion ln Ψ 2 is concave and its directional derivative at ζ * in the direction of the one point design in z is ψ 2 (z) = λ 2 (z)(z 2 /m * 2 + (p − 1)/m * 0 ) − p . By the general equivalence theorem (see Silvey, 1980) the inequality ψ 2 (z) ≤ 0 is satisfied for all z, and its maximum ψ 2 (z) = 0 is attained for z in the support of ζ * . Denote further by h(z) = 1/λ 2 (z) the inverse intensity function. The above condition can then be rewritten as g(z) = h(z) − 1 pm * 2 z 2 − p − 1 pm * 0 ≥ 0 for all z, and equality holds for z in the support of ζ * . Note that g is symmetric, g(z) tends to infinity for z → ∞, and the third derivative g ′′′ = h ′′′ has only one root, g ′′′ (0) = 0, according to Lemma 2. As a consequence g may have, at most, one local minimum z 0 > 0, say. Thus, the optimal design ζ * is concentrated on {−z 0 , z 0 } and, hence, Ψ 2 (ζ * ) = z 2 0 λ 2 (z 0 ) p , which is maximized by z 0 = z * . ✷
For K = 1 the information matrix of the paired comparison model can be identified with that of a standard probit model with one continuous explanatory variable. In this situation, as a by-product, Lemma 3 gives an analytical proof for the corresponding result of minimal support established numerically in Biedermann et al. (2006) .
Proof of Theorem 1. Because only the difference t 1 − t 2 is involved in the intensity, we consider z = Z(t) = t 1 − t 2 . Let further δ t be the one-point design in t. Then the design δ Z t induced by Z is the one-point design δ z in z = Z(t). By Lemma 3 the design δ z * maximizes Ψ 2 (ζ 2 ) = z 2 λ 2 (z)ζ 2 (dz)( λ 2 dζ 2 ) K . As has been mentioned in Subsection 3.1 the uniform designξ K is D-optimal in the marginal model associated with the first component x. Due to the orthogonality property F 1 dξ K = 0 of the uniform designξ K Theorem 2 in Graßhoff et al. (2007) applies, which establishes that for t * such that Z(t * ) = z + the product type designξ K ⊗ δ t * is D-optimal for the probit paired comparison model with independent utilities. ✷
The following result establishes that every design is dominated by a product type design for the model considered in Subsection 3.2.
Lemma 4. Under the assumptions of Subsection 3.2 tor every design ξ there exists a marginal designξ 2 such that det(M(ξ)) ≤ det(M(ξ K ⊗ξ 2 )) .
Proof. Let ξ 1 be the marginal design of ξ on the first component and denote by w d the weight of ξ 1 on the orbit of comparison depth d. The corresponding symmetrized designξ with respect to permutations of the levels and attributes can be written as a weighted sumξ = K d=1 w dξd ⊗ ξ 2;d of designsξ d ⊗ ξ 2;d concentrated on the orbits induced by the comparison depth d. Here ξ 2;d denotes the conditional marginal distribution of ξ for the second component, conditionally on the orbit of comparison depth d. Due to the invariance of the D-criterion the design ξ is dominated byξ, i. e. det(M(ξ)) ≤ det(M(ξ)) (see e. g. Schwabe, 1996, section 3.2) .
Denote by σ 2 (d) the variance associated with comparison depth d. The information matrix M(ξ d ⊗ ξ 2 ) = c 1 (d, ξ 2 ) I K ⊗ M * 0 0 c 2 (d, ξ 2 ) of a product type designξ d ⊗ ξ 2 is block diagonal with coefficients c 1 (d, ξ 2 ) ≤ λ 2 (z/σ(d))ξ Z 2 (dz) with equality for d = K and c 2 (d, ξ 2 ) = (z/σ(d)) 2 λ 2 (z/σ(d))ξ Z 2 (dz) ,
where Z(t) = t 1 − t 2 and ξ Z 2 is the image of ξ 2 under Z as in the proof of Theorem 1. Substitutez = z/σ(d) and letξ 2;d be the image of ξ 2;d under this transformation. Then we obtain c 1 (d, ξ 2;d ) ≤ c 1 (K,ξ 2;d ) and c 2 (d, ξ 2;d ) = c 2 (K,ξ 2;d ). This implies M(ξ d ⊗ ξ 2;d ) ≤ M(ξ K ⊗ξ 2;d ) and, consequently,
whereξ 2 is defined byξ 2 = K d=1 w dξ2;d . This completes the proof. ✷ Proof of Theorem 2. Let again Z(t) = t 1 − t 2 . Since det(M (ξ K ⊗ ξ 2 )) = Ψ 2 (ξ Z 2 ) and δ z * maximizes Ψ 2 , the result follows directly from Lemma 4. ✷
