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This thesis presents novel solutions to certain emerging problems related to electrically 
small radiating systems and antennas for effectively increasing the radiation efficiency and/or 
bandwidth of physically small antennas radiating at low frequencies. The thesis introduces the 
concept of fragmented antennas for the first time. It also provides a completely novel solution for 
implementation of mechanical antennas with frequency multiplication and phase modulation 
capabilities for the first time. These concepts are borrowed to develop mechano-electromagnetic 
radio concept for biological cells to explain how communication can occur in community of cells.  
The proposed mechanical antenna provides unique capabilities for communication at very-
low frequency band (3-30 kHz) and lowers. In mechanical antennas, the radiation is mainly 
induced through accelerating (rotating) electric charges or permanent magnets by means of fast 
electric motors. This work presents a novel phase modulation and frequency multiplication scheme 
for radiation at frequencies up to seven time rotation frequency of their mechanical motor and at 
the same time provides phase modulation capability. This is done by incorporating two pairs of 
orthogonal bow-tie shape high-𝝁 magnetic material plates through which super magnetic bar is 
rotated by a fast electric motor. By moving the angular position of the magnetic plates, it is shown 
that the phase and amplitude of the EM signal can be modulated. This thesis also reports on the 
feasibility of formation of an electrically large antenna at low frequencies using a number of 
miniaturized antennas through electromagnetic coupling for achieving high bandwidth. The 
proposed fragmented antenna system is intended for a linear flight formation of small UAVs 
 xviii 
carrying individual antennas. Inductively end-loaded folded dipole antennas are used as the 
individual antenna that can provide radiation at the desired frequency over a narrow bandwidth. 
The overall dimensions and the total mass of the individual elements are 12×10×10cm (0.096𝝀𝟎 ×
 0.08𝝀𝟎 × 0.08𝝀𝟎 at 240MHz) and 18g (including the matching network), respectively. Each 
miniaturized antenna can only provide 2.4 MHz (~1%) bandwidth and 25 Ω input impedance. It 
is shown that a cluster of three of such elements operating in the vicinity of each other, the center 
element can provide 18.4 MHz bandwidth (an improvement of 770%) through inductive coupling 
while the other two elements are loaded with optimal reactive elements. 
The fundamentals of operation of embedded radios within cellular structures and biofilms 
is based on mechanical antennas. Certain bacterial cells within their biofilms are equipped with 
elastic helical fibers called amyloid fibrils which pose permanent electric dipole. We propose that 
the cells transmit electromagnetic (EM) signal to their surrounding environment through 
mechanical vibration of these fibrils. Different vibrational modes associated with fibrils including 
cantilever beam mode, longitudinal spring vibrational mode, and transverse spring modes are 
investigated indicating potential EM signaling within kHz-MHz, GHz, and sub-THz ranges, 
respectively. A novel and theoretical Multiphysics model based on coupled system of electrical 
and mechanical structures is also proposed to study the impact of this signaling on crowd of fibrils 
in a biofilm sample. Next, to demonstrate the advantage of EM-based communication, using 
communication channel theory, we have compared performance of EM signaling with its 
biochemical counterpart (quorum sensing) and shown that EM signaling provides much higher 
data rate, 5 to 7 orders of magnitude, and over much longer ranges. Thus, it could be potentially 
more efficient and a preferred method for communication among cells. In quorum sensing, 
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Electromagnetic (EM) radiation basically happens when electric or magnetic charges get 
accelerated [1]. For instance, if a wire conductor is fed by time-varying current, it radiates EM 




[1] where 𝜆 is the wavelength of the radiation. For low-frequency communication links (kHz to 
MHz) in electromagnetic-cluttered environment including urban and indoor settings, underwater 
as well as underground, the wavelength size becomes long which mandates design of electrically-
small antennas if there is a constraint on the volume and size. Electrically-small antennas by 
definition are the antennas that their physical length is considerably smaller than the wavelength. 
This could be for example a nano-scale antenna that is operating at GHz frequencies, or a 𝑐𝑚-size 
antenna radiating at kHz frequencies. The drawbacks of electrically-small antennas are their 
narrow bandwidth and poor radiation efficiency according to the well-known Chu-Harrington limit 
[1]. In order to overcome these drawbacks, new ways of EM signal generation and antenna design 
must be considered and introduced specifically for low-frequency communication applications. As 
a new paradigm, in this dissertation, we have first revisited acceleration of charges enabling 
efficient radiation at very-low frequencies. This scheme is called mechanical antennas. Then, it 
has been addressed how one can create an electrically-large antenna from small coupled radiators. 
These developed electrically-small antenna design concepts are then borrowed to unravel the 
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concept of electromagnetic-based communication which has been recently hypothesized to be 
existing among biological cells [2], [3]. 
 It is known that many biological functions are mediated by electrical signals. There is also 
a growing amount of knowledge indicating that biological cells and bacteria communicate through 
electromagnetic (EM) waves. The frequency spectrum associated with this signaling is not yet 
known well and must be explored. Questions of importance as regard to the nature of such EM 
signaling among biological cells are as follows: 1) what mechanisms are available to individual 
cells to enable them for EM signal transmission and reception?, 2) how to predict the frequency 
and waveform of signal generated by cells?, and 3) if there is going to be radiation at low-
frequencies (<  𝐺𝐻𝑧), how such nano-scale structures can radiate efficiently?. In other words, as 
electromagnetic engineers, we require to identify the nature electrically-small antennas among 
these cellular structures especially if communication frequency is in the GHz range or below. Here, 
It has been shown that the fundamentals of operation of embedded radios within cellular structures 
is based on mechanical antennas. 
 
 Recent Advances on Efficient, Low-Frequency, and Small Antennas Design 
1.1.1. Mechanical Antennas 
Underwater wireless communication (UWC) and underground wireless sensor networks 
are of great interest for many applications including remote control in the off-shore oil industry, 
pollution monitoring, and security [4]. Establishing reliable underwater and underground 
communication is a really challenging task mainly due to the large conductivity of seawater (𝜎 =
4 S/m) and wet soil (up to 𝜎 = 1 S/m) [5]. This conductivity would cause drastic attenuation for 
the wave propagating inside the seawater and soil. To illustrate this fact, the attenuation constant 
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(𝛼) for propagating waves in seawater is plotted in Figure 1.1 as a function of frequency (1 Hz-
100 MHz) using, 
𝛼 = ℜ{√𝑗𝜔𝜇(𝑗𝜔 + 𝜎)}                                                           (1.1) 
where 𝜇 and  are th permeability and permittivity associated with water. The seawater can be 
considered as a non-magnetic material (𝜇𝑟 = 1) with relative permittivity 𝑟 = 81. As can be 
concluded from this figure, the lower the frequency of propagation is, the lower attenuation the 
wave will experience. In fact, lower attenuation provides more signal coverage. This phenomena 
is also demonstrated here by investigating the wave propagation at water/air boundaries. 
Figure 1.2(a) shows 2-D view for a scenario at which a time-harmonic short magnetic dipole 
(𝐼𝑚𝑑𝑙) is places at height 𝑧
′ above the seawater surface. In practice, a time harmonic magnetic 
dipole can be realized by rotating either a permanent magnet or a short loop carrying DC current. 
For simplicity, a flat interface (boundary) is assumed between the air and water. The transmitted 
































                                                               (1.4) 
𝑘1𝑧 = √𝑘1
2 − 𝑘𝜌
2,      𝑘𝑧 = √𝑘0
2 − 𝑘𝜌
2                                              (1.5) 
Where 𝑘𝜌 is the tangential component of wave vector which is continous acroos the boundary and 
𝑘1𝑧 and 𝑘𝑧  are the normal components of the wave vector inside the water and air, respectively. 
 4 
Based on the defined cordinate system, the electric field of the magnetic dipole is expected to have 
only ?̂? component. This is why the transmission coefficient used here is the one associated with a 
TE wave. It is assumed that the magnetic dipole is placed at 𝑧′=150 m above the seawater and 
𝐼𝑚𝑑𝑙 = 1. Figure 1.2(b) and Figure 1.2(c) depict the profile of total transmitted magnetic field into 
the seawater for 𝑓 =10 kHz and 𝑓 =200 Hz, respectively. All the field profiles are normalized to 
the amplitude of the magnetic field at the surface of water. As expected, the lower the frequency 
of transmitted signal is, the more signal coverage it can provide.  
Currently, there are numerious underwater and underground communication systems 
operating at the microwave frequencies [7], [8]. However, they are typically limited to shallow 
depths while providing large data rate. Based on the abovementioned calculations, among the radio 
frequency (RF) communication bands, Ultra-Low Frequency (ULF, 0.3 kHz-3 kHz) and Very-
Low Frequency (VL F, 3 kHz-30 kHz) bands are becoming potential candidates for deep 
underwater and underground communication applications due to the wide field of coverage 
provided by the EM waves at such frequencies [9], [10].  It should be noted that there are also 
other alternatives to underwater communication, namely acoustic communication and optical 
 
 




communication [11], [12], but these are not as appropriate as electromagnetic-based 
communication. Optical communication is more affected by the turbidity of the water, and it is 
usually more appropriate for short distance communication requiring line of sight. Acoustic waves 
also require both the transmitter and receiver to be underwater, and the performance is degraded 
by interference from other acoustic sources [13].  
The drawbacks of ULF/VLF communication are twofold: 1) the size of the transmitter 
antenna, and 2) the low available bandwidth. To radiate electromagnetic wave effectively, the size 
of the antenna must be comparable to half a wavelength or larger. Figure 1.3 represents one of the 
U.S. Navy’s VLF antenna at Cutler, Maine. The antenna occupies 2,000 acres on a peninsula with 
850 to 1000 ft. height. It has radiation efficiency up to 75% and only 140 Hz bandwidth which is 
extremely narrow [9]. Considering the wavelength at for example 10 kHz (~30 km), it is obvious 
that fabrication of a portable, reasonably small, and efficient VLF antenna using even 
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Figure 1.2. (a) 2-D view of signal transmission into seawater using a magnetic short dipole above the surface of water. The 
transmitted magnetic field into the water by a magnetic dipole moment at (b) 10 kHz and (c) 200 Hz. All the field profiles are 




miniaturization techniques [14], [15], is not feasible. Hence, other alternatives must be considered 
to realize hand-held transceivers at such low frequencies. In the past few years, the concept of 
mechanical antennas has been introduced and investigated for this purpose [16], [17]. In 
mechanical antennas, instead of using signal generators to drive the antenna for radiation, the 
radiation is induced by mechanically-accelerating (rotating) electric charges or permanent 
magnets. It has been analytically shown that the radiation efficiency of mechanical antennas can 
be many orders of magnitude higher than conventional electrically small antennas [17].  
As part of my contributions in this dissertation, I have addressed the challenges of 
mechanical antennas namely signal modulation, and mechanical system stability and proposed a 
unique solution that can alleviate these problems significantly.  
 
1.1.2. Fragmented Antennas 
The ever-increasing demands for microwave frequencies (300 MHz-300 GHz) compared 
to the VHF band (30-300 MHz) and lowers in modern wireless communication is mainly attributed 
 
              




to more available bandwidth (higher data rate), compatibility with the size of consumer electronic 
devices, and also higher resolution for imaging and radar applications [18]-[20]. Despite these 
advantages, experimental studies indicate that the communication channel complexity at the VHF 
band and lowers is far less since significant signal penetration through obstacles and manmade 
objects is possible [21]. It has been shown that reflection, scattering, and multi-path at such low 
frequencies are far lower than what is observed at the UHF band (300 MHz-3 GHz) and higher 
[22]. Figure 1.4 provides a comparison between coverage map of a point-to-point wireless 
communication operating at 40 MHz (low-VHF) and at 2.4 GHz (ZigBee radio) [23]. In this 
scenario, the transmitting node is placed inside a multi-floor building with numerous rooms (walls) 
while the receiver is outside and surrounded by dense vegetation and other buildings. As can be 
observed, the low-VHF link can simply provide 5 times longer signal coverage. Then, such 
significant signal penetration through the soil and building materials allowing for direct 
communication makes the lower frequencies more favorable for communication in urban, indoor, 
and subsurface environment.  
Antennas are among the most important components of a wireless network, and as far as 
efficiency and size are concerned, they may impose stringent restrictions on the size and 
performance of any wireless system. At low frequencies, the size of the conventional antennas is 
very large, making the application of communication systems at low-VHF and HF bands limited 
to stationary nodes. On the other hand, for mobile nodes, extremely small antennas must be 
designed. Major drawbacks of very small antennas are their extremely narrow bandwidth (~0.1%) 
and low radiation efficiency (~5%) [24]. This would limit the data rate significantly considering 
the fact that the operating frequency is by itself rather low (BW~ 10-20 kHz). Also, the transmitter 
power needs to be high to compensate for the poor radiation efficiency. It is highly desirable to 
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enable low-VHF and HF communication for small mobile platforms such as unmanned aerial 
vehicles while achieving high radiation efficiency and bandwidth [25]. Unmanned aerial vehicles 
(UAVs) are nowadays becoming an integral part of autonomous systems and they can be used for 
advanced imaging technologies, tactical communication, as well as cargo and medicine 
transportation [26], [27]. For some of these applications such as tactical communication, the UAV 
must be able to communicate in an electromagnetically-cluttered indoor environment and thus 
equipped with an efficient low frequency communication system. Thus, a new approach must be 
considered to design small antennas for such platforms which can operate at VHF band and if 
needed can provide wider bandwidth with acceptable high radiation efficiency values. This task 
might be accomplished through constructing a larger antenna using small segments of the antenna 
on many adjacent but disconnected platforms. In recent years, much effort has been devoted into 
control and autonomous operation of small UAVs [28], [29]. These flyers can perform complex 
and tight flight formation not possible before (see Figure 1.5). Such advances may be utilized to 
construct a bigger radiator from individual small elements aboard small UAVs. Near-field electric 
 
              
Figure 1.4. Coverage maps of point-to-point wireless communication at low-VHF (40 MHz) and at 2.4 GHz (enabled 




and magnetic coupling can be efficiently used for formation of a larger antenna from disparate 
small elements. Through such couplings, it is expected to enhaqnce the bandwidth and radiation 
efficiency while being able to have small antennas operating at low-VHF and HF bands and are 
compatible with the size of small platfroms [31], [32]. To better visualize the concept, Figure 1.6 
depicts our propsed concept for a special case where a cluster of small UAVs in a linear flight 
formation construct a fragmented low frequency antenna through some appropriate 
electromagnetic coupling of many electrically small radiators. Chapter 3 of this dissetation is 
devoted into this topic. 
 
 Background and Motivation for Electromagnetic Signaling among Biological Cells 
Cell biology is a branch of biology which focuses on unraveling the structure and function 
of cells such as bacteria, archaea, microbe, and fungi, to just name a few. By understanding how 
                    
Figure 1.5. Swarming drones in different configurations [30]. Recent advances on autonomous control has enabled arbitrary flight 




Figure 1.6. Concept of fragmented antenna formed by many electromagnetically-coupled small antennas on a cluster of UAVs. 
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cells would work in healthy and diseased conditions, cell biologists working in animal, plant and 
medical science will be able to develop new vaccines, more effective medicines, and plants with 
improved qualities. Thus, this realm of science is crucial as it can potentially save many lives every 
day. According to CDC reports, it is estimated that antibiotic resistance was responsible for 25,000 
deaths in a year in the European Union alone, with similar statistics present in countries around 
the world [33]. The World Health Organization considers antibiotic resistance to be one of the 
biggest threats to global health, and food security and emphasizes that infections such as 
pneumonia, tuberculosis, gonorrhea, and salmonellosis are becoming more challenging to treat as 
they evolve to resist treatments [34]. 
One of the sub-topics in cell biology is cell communication aimed to identify different types 
of communication methods between living cells. It is a well-known fact that biological cells, 
whether belonging to unicellular or multicellular organisms, do not function in isolation. Their 
proper function or even survival depends on their ability to interact with each other and the outside 
environment [35]. Critical environmental information that cells need to sense and process includes 
population, temperature, pH, availability of nutrients, etc. [36]. Cells can make adjustments to their 
internal workings in response to information received from adjacent cells. Cell signaling in 
unicellular organisms is used for coordinating tasks, and in multicellular organisms allows for 
formation of tissues such as muscles and nerves [37]. The commonly accepted communication 
mechanism between biological cells, known as quorum sensing, is a process of communication by 
which cells release chemical molecules (auto-inducers) to adjacent cells through the process of 
diffusion [38]. For instance, gram-positive bacteria, such as Staphylococcus aureus, utilize 
Oligopeptides as chemical messengers [39]. Signaling molecules are continually secreted by 
bacteria to announce their presence to their neighbors. Auto-inducers let bacteria sense population 
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density and change their behavior in a synchronized fashion when the density reaches a certain 
threshold. Bacterial populations will activate some genes only when they are able to sense that 
their population is numerous enough [40]. This communication scheme however is quite a bit slow 
as it relies on the diffusion of molecules in water. Additionally, estimations indicate that individual 
cells requires large amount of energy (~mJ/mL) to produce the auto-inducers for quorum sensing 
[41]. Alternatively, many functions among biological cells (neurons, muscle cells, and specific 
plant cells) are mediated by the electricity [42], [43]. For instance, neurons generate electric signals 
by the means of an action potential. Initiated by voltage-gated ion channels embedded in a cell’s 
plasma membrane, an action potential occurs when the membrane potential rapidly rises and falls 
[44]. This depolarization waveform propagates through axons then to transmit. There is also a 
growing body of knowledge that in addition to the chemical signaling using auto-inducers, 
biological cells also transmit/receive electromagnetic waves. Electromagnetic signaling can take 
place at the speed of light and is expected to be relatively faster. Latest studies show some bacterial 
DNA sequences induce electromagnetic waves (~kHz) at high aqueous dilutions [45], [46]. 
Microtubules as ubiquitous organelles in the cytoskeleton of eukaryotic cells are also conjectured 
to emit time-varying electric fields (~GHz) through mechanical vibration of their tubulin 
monomers having permanent electric dipoles [47], [48]. However, no experimental evidence has 
confirmed these high frequency oscillations to date. Similarly, protein chains have demonstrated 
high frequency oscillations (~THz) which can be the source of an endogenous electric field [49], 
[50]. 
Inspired by the abovementioned observations, recently there exists significant interests 
toward investigating a possibility at which biofilms can also transmit/receive EM waves as a means 
of communication within their communities [2], [3], [51]. Biofilms are a collection of one or 
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multiple types of microorganisms including bacteria, microbes, and fungi [52]. They can form and 
grow in different environment on the earth. The human body hosts biofilms in the mouth and 
intestinal track that can protect our health or harm it [53]. Bacterial biofilms are responsible for a 
vast majority of clinical infections [54]. Biofilms also pose a serious threat to public health due to 
their resistance against antibiotics compared to individual bacteria [55]. Hence, understanding the 
characteristics of biofilms under diverse conditions is of great importance. Profound investigation 
is initially required to unravel how community of biological cells in a biofilm communicate to for 
example coordinate metabolic states among themselves to evolve and grow over time. Then, 
biologists can further evaluate how to facilitate or hamper such communication so as to efficiently 
control their related physiological activities. 
Figure 1.7 depicts the scanning electron microscope (SEM) image of two different biofilm 
samples associated with Staphylococcus aureus and Pseudomonas aeruginosa bacteria [56]. Cells 
in a biofilm live in a self-produced matrix of hydrated extracellular polymeric substances (EPS) 
which constitute their immediate environment [57]. The major matrix components are 
polysaccharides, lipids, proteins and DNA distributed between the cells in a non-homogeneous 
pattern. EPS matrix provides mechanical stability for biofilms, mediate their adhesion to surfaces 
and interconnects biofilm cells through formation of a three-dimensional polymer network.  
To date, there is no compelling experimental evidence regarding the hypothesis for 
electromagnetic emission from biofilms. The main objective of this dissertation is to explore all 
possible mechanisms of EM signaling among the cells in a biofilm (here, specifically focused on 
Staphylococcus aureus, and Bacillus subtilis) for the first time and clarify what the built-in 
antennas actually are. It is known that the primary building block for any electromagnetic-based 
communication is antennas. Therefore, we require to first identify the nature of these antennas and 
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then develop models that can conceptually explain such communication phenomena. Next, as a 
theoretical indication, we also need to develop comparisons between the EM signaling and quorum 
sensing performance to unravel why EM signaling would be potentially required and can be a 
preferred method for communication among cells. In order to accomplish these tasks, we have 
borrowed our newly developed antenna design concepts for low-frequency applications namely, 
fragmented antennas and mechanical antennas.  
 
 Dissertation Overview and Contributions 
Figure 1.8 shows an overview of the topics that are covered in this dissertation. The 
ultimate goal of this work is to propose a novel Multiphysics model which can conceptually 
unravel the electromagnetic-based communication phenomena among biological cells and also 
develop theoretical indications to clarify the advantage of EM signaling compared to the 
biochemical communication (quorum sensing). These objectives are achieved using two newly 
developed concepts in antenna design namely fragmented antenna and mechanical antenna and 
expanded in six chapters. 
In Chapter 2, the concept of mechanical antennas is investigated analytically and 
numerically using ANSYS Maxwell first, and then, a novel phase modulation scheme is introduced 
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Figure 1.7: SEM image of bacterial biofilms. (a) Staphylococcus aureus biofilm. (b) Pseudomonas aeruginosa biofilm. The bacterial 




for rotating permanent magnets. Phase modulation compared to the amplitude modulation is 
proven to be less sensitive to the additive noise [58]. The proposed approach is based on rotating 
a permanent magnet (by means of a high speed electric motor) sandwiched between two pairs of 
orthogonal bow-tie shape plates made of a high-𝜇 magnetic material. Changing the position of the 
magnetic plates with respect to the magnet is shown to modulate both phase and amplitude of the 
EM signal. The amplitude modulation is also significant and this provides an additional important 
feature, which allows the mechanical antenna to generate higher signal harmonics of the rotation 
frequency and thereby it facilitates radiation at a much higher frequency than the rotational 
frequency of the motor. Hence, higher range and more radiated power can be achieved.   
In Chapter 3, the concept of near-field electromagnetic coupling (electric coupling + 
magnetic coupling) is applied to a cluster of three detached inductively end-loaded folded dipole 
antennas mounted on three separate mobile platforms in order to effectively realize a larger antenna 
and thus, provide wider bandwidth than that of a single element [32]. The overall antenna 
configuration is called fragmented antenna. It is shown that the input impedance of the coupled 
antenna array is highly sensitive to their separation distance with each other requirng a tunable 
matching circuit. A tunable matching circuit is also proposed to overcome the problems associated 
with the flight formation fluctuations of the mobile platforms. Measurement results indicate that 
having proper electromagnetic coupling between these three fabricated elements, the middle 
element can provide 7.7 fold improvement in bandwidth compared to the single element in 
isolation when the other two adjacent elements are loaded with optimal reactive loads (here, a 
capacitor). Moreover, the proposed configuration shows 1 dB gain improvement at boresight 
direction and higher efficiency. 
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In Chapter 4, a novel Multiphysics model is presented that describes a possible mechanism 
for electromagnetic (EM) signal transmission and reception by individual cells within their 
communities called biofilms. Certain biological cells such as Staphylococcus aureus bacteria, 
within their biofilms are equipped with charged helical fibrils (amyloid fibrils) for which we 
postulate that mechanical vibration of these fibrils allows the cells to transmit EM signal to their 
neighboring cells and the surrounding environment (concept of mechanical antenna). The reverse 
mechanism, acting as a matched filter, is also used by other cells to receive the transmitted signal. 
Thus, charged amyloid fibrils would play the role of antennas for their corresponding cells within 
biofilms.  
As there is no compelling experimental evidence to date, to demonstrate the advantage of 
EM signaling, using communication channel modeling, comparison with commonly believed 
biochemical communication method known as quorum sensing is presented and shown that EM-
based communication provides much higher data rate and over longer distances [59]. For 




Figure 1.8. Overview of the topics that are covered in this dissertation. 
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corresponding data rate. To examine the quorum sensing performance, a Multiphysics-based 
binary channel model combining information theory and 3D molecular diffusion is developed. As 
another indication, it has been demonstrated that the energy required for EM signaling is far less 
than that for quorum sensing as the cells do not produce messaging chemicals. 
Finally, Chapter 5 is dedicated to the concluding remarks and future directions for the 









Very-low frequency electromagnetic (EM) signals have been the focus of interest for over 
the horizon communication and communication between nodes on the earth’s surface and deep 
submarines and underground mines [60]-[62]. The long signal wavelength (kilometers to hundreds 
of kilometers) is the key factor for the significant signal penetration into the seawater (𝜎 = 4 S/m) 
and wet soil compared to higher frequencies [63]. Ultra-low frequency (ULF) and very- 
low frequency (VLF) bands corresponding to 0.3-3 kHz and 3-30 kHz, respectively, are also 
potential candidates for long-range, over-the-horizon, and transcontinental communication mainly 
due to the strong reflection of the signal caused by the ionosphere [64]. Basically, the signal 
reflection between the ground and the ionosphere supports waveguide modes at such low 
frequencies. ULF/VLF signals are also considered appropriate for monitoring fractures in ships 
and oil containers as they can easily propagate through any metallic enclosures [65]-[67]. 
Application of such low frequency communication links is usually hampered by the 
requirement in using giant-size transmitting and receiving antennas and the very small available 
bandwidth such systems can provide. Considering the extremely long wavelength at 1 kHz (300 
km), design and fabrication of a reasonably small, portable, and efficient ULF/VLF antenna using 
the conventional miniaturization techniques [14], [15], [68], [69] is not possible. Hence, 
alternatives must be considered to realize hand-held transceivers at such low frequencies. In the 
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past few years, the concept of mechanical antennas has been introduced and investigated 
extensively for this purpose. It is well-known that mechanical acceleration of charged particles 
induces electromagnetic radiation at the fundamental frequency of motion [6]. The frequency of 
intended radiation (0.3-30 kHz) is low enough to imagine the possibility of inducing it by 
mechanical rotation of charged particles or electrets or permanent magnets. It is shown that the 
radiation efficiency of mechanical antennas can be many orders of magnitude higher than 
conventional electrically small antennas [17]. In [16], an ultra-low loss lithium niobate 
piezoelectric electric dipole driven at its acoustic resonance radiates EM waves at around 35 
kHz. The same approach based on acoustically actuated ultra-compact NEMS is applied to 
induce EM radiation at around 60 MHz [70]. The above mentioned mechanical radiators are 
basically electric-based radiators which may not be potential candidates for communication in 
highly conductive media such as wet soil and seawater. For reliable communication in such 
electrically conductive environment, it is proposed that magnetic-based radiators could 
outperform their electric counterparts [71]-[72]. 
Another issue with the communication at ULF/VLF bands is the small available bandwidth. 
One can take the advantage of different signal modulation schemes to overcome such drawback 
[73], [74]. A Challenging aspect, however, is how to modulate the mechanical antenna’s signal 
with the intended information. The common modulation techniques for mechanical antennas 
would be the frequency modulation (FM), amplitude modulation (AM) and phase modulation 
(PM). In frequency modulation, it is required to change the rotation frequency of magnets 
mechanically and instantaneously [75]. However, this approach is constrained by the moment of 
inertia of magnet (bulky) and is considered inefficient. The large mass density of magnets typically 
would not allow to change the rotation frequency instantaneously and hence the bandwidth is 
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small. A new amplitude modulation scheme has been recently proposed in [76] through 
surrounding a spinning spherical magnet with a magnetic shielding wrapped with an AC current-
carrying coil. This modulation technique is shown to provide improved bandwidth compared to 
the frequency modulation. However, communication based on amplitude modulation, especially 
with small modulation depth (~30%), is prone to performance degradation with distances due to 
the additive manmade and thermal noise. To offer better performance in terms of noise, in this 
chapter, a novel phase modulation scheme is introduced for rotating permanent magnets. Phase 
modulation compared to the amplitude modulation is proven to be less sensitive to the additive 
noise [74]. The proposed approach is based on rotating a permanent magnet (by means of a high 
speed electric motor) sandwiched between two pairs of orthogonal bow-tie shape plates made of a 
high-𝜇 magnetic material. The application of a moving magnetic material in close proximity of a 
stationary permanent for designing a mechanical antenna was recently presented in [77] and was 
also exploited over 100 years ago as an early AC signal generator [78]. In [77], through rotating a 
plate made of magnetically-soft material with multiple openings, the field of a static permanent 
magnet is amplitude-modulated to generate EM signals around 1 kHz. In this contribution, 
however, it is shown that changing the position of static bow-tie shape magnetic plates (displacing 
them) with respect to a mechanically rotating magnet can modulate not only the amplitude but also 
the phase of the EM signal emitted from the magnet. The achieved phase modulation can provide 
higher modulation bandwidth and make the communication link immune to additive noise. Also, 
as is mentioned in [77], the high index amplitude modulation allows the mechanical antenna to 
generate higher harmonics of the rotation frequency and thereby it facilitates radiation at a much 
higher frequency than the rotational frequency of the motor. This feature can overcome the 
instabilities and bearing friction of a rotating system at very high speeds needed for radiation at 
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VLF band. Additionally, it is analytically shown that, higher range and more radiated power can 
be achieved compared to a rotating magnet without magnetic plates. Numerical simulations are 
first performed to optimize the geometry and dimensions of the bow-tie shape ferrite plates. Then, 
near-field numerical simulations and far-field analytical analysis are provided to demonstrate the 
capabilities and unique features of the proposed mechanical antenna. As the majority of numerical 
simulation software cannot perform far-field analysis at very low frequencies (huge computational 
resources required), a new analytical approach based on the equivalence principle and reciprocity 
theorem is proposed and developed for this purpose.  
 
 Field Equations and Numerical Simulations for Rotating Magnets 
It is known that sinusoidal mechanical motion of charged particles (electric or magnetic) 
induces EM radiation at the fundamental frequency [79]. The frequency of desired radiation (0.3-
30 kHz) seems to be low enough to imagine the possibility of inducing it by mechanical rotation 
of electrets or permanent magnets specifically for the ULF band (0.3-3 kHz) and lowers. In this 
section, the fields generated by a single rotating magnet in the near-field and the radiation zone 
are derived. The same results could be readily obtained for electrets using the duality relations. 
 
2.2.1. Far-Field Analysis 
Figure 2.1(a) shows a cylindrical magnet (length 𝑙) rotating with angular frequency 𝜔 
around the 𝑧-axis (passing through its center of mass) in the 𝑥 − 𝑦 plane. Such rotating magnet 
can be fundamentally modeled as a rotating magnetic dipole with equivalent magnetic dipole 
moment 𝑝𝑚 = 2𝑄𝑚𝑟0 (see Figure 2.1(b) and Figure 2.1(c)). Here, 𝑄𝑚 and 2𝑟0 are the equivalent 
magnetic charge and dipole arm length associated with the permanent magnet. As depicted in 
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Figure 2.1(d), a rotating magnetic charge can be considered as a magnetic current filament (𝐼𝑚𝛥ℓ⃗⃗ ⃗⃗ ) 
whose direction of flow is parallel to the charge velocity (𝑣 ) as [10], 
𝐼𝑚𝛥ℓ⃗⃗ ⃗⃗ = 𝑄𝑚𝑣                                                             (2.1)   
Defining the primed coordinate system for moving magnet, at an angular location 𝜑′ = 𝜔𝑡, the 
filament current is in the direction ?̂?′, and therefore, 
𝐼𝑚𝛥ℓ⃗⃗ ⃗⃗ = 𝐼𝑚𝛥ℓ?̂?
′(𝜔𝑡) = 𝐼0𝛥ℓ[−sin(𝜔𝑡)?̂? + cos(𝜔𝑡) ?̂?]                       (2.2)          
Also, as shown in Figure 2.1(c), the negative magnetic charge is moving in the ?̂?′(𝜑′ + 𝜋) 
direction, and therefore the current associated with the negative magnetic charge is the same as 
what given in Eq. (2.2). For the far-field approximations, one can assume these currents are co-
                                                       
              (a)                                                                                               (b) 
 
 
                                          
             (c)                                                                                               (d) 
 
Figure 2.1. (a): Rotating cylindrical permanent magnet (around z-axis) represents a mechanical antenna. 𝜃 and 𝜑 are representation 
of the observation point in spherical coordinate system. (b) 2D top view of the rotating magnet. (c): Equivalent magnetic dipole 
representation of the rotating magnet. (d): Equivalent magnetic current model associated with the rotating magnet. 
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centered at the origin. In fact, the small phase delay associated with the location of the two currents 
could be ignored in the far-field region. Defining the propagation constant 𝑘 =
𝜔
𝑐
 and applying Eq. 
(2.1) with 𝑣 = 𝑟0𝜔, the expressions for the radiated electric and magnetic fields in the far-field 
region are expressed as, 
 𝐸⃗⃗  ⃗ =
𝑄𝑚𝑟0𝜔𝑘
2𝜋𝑅





{cos(𝜔𝑡 − 𝑘𝑅) ?̂? + sin(𝜔𝑡 − 𝑘𝑅) ?̂?} × ?̂? × ?̂?                     (2.4) 
where ?̂? = sin 𝜃 cos𝜙 ?̂? + sin 𝜃 sin𝜙 ?̂? + cos 𝜃 ?̂? denotes a unit vector from the origin of 
coordinate system in the direction of observation point (𝑂). The above expressions indicate that in 
the free-space, the rotating magnet radiates circularly polarized wave along the 𝑧-axis. The total 
radiated power can be also computed through integrating the Poynting vector over the surface of 










                                             (2.5) 
For a rotating magnet with remnant magnetic flux 𝐵𝑟, and volume 𝑉, the magnetic dipole moment 
can be expressed as,  
  𝑝𝑚 = 2𝑄𝑚𝑟0 ≜ 𝐵𝑟𝑉                                                    (2.6) 





                                                      (2.7) 
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It should be noted here that the total radiated power is proportional to the forth order power of 
rotation frequency (𝜔) and therefore the higher the frequency of rotation is, the much higher the 
radiated power is.  
 
2.2.2. Near-Field Numerical Simulations 
Considering the long wavelength size at the ULF/VLF bands (~ kilometers), for most 
practical applications, we deal with the near-field components of electromagnetic waves. 
Therefore, EM analysis of the antenna near-field is needed as well. The analytical expression for 
near-field magnetic field components of a low-frequency rotating permanent magnet can be 




[3(?̂?. ?̂?)?̂? − ?̂?]                                                    (2.8)          
Based on the geometry of rotating permanent magnet shown in Figure 2.1(a), ?̂? =
𝑐𝑜𝑠(𝜔𝑡 + 𝜑𝑖)?̂? + 𝑠𝑖𝑛(𝜔𝑡 + 𝜑𝑖) ?̂? defines the magnetization vector and ?̂? denotes the observation 
point vector. Here, 𝜑𝑖 takes into account the initial magnetization vector of magnet. To validate 
the concept of mechanical antenna and this approximation at the same time, a two-pole cylindrical 
NdFe42 magnet with relative permeability 𝜇𝑟=1.099 and magnetic coercivity of 926 𝑘𝐴/𝑚 is 
chosen for numerical simulations using ANSYS Maxwell [80]. The magnetic coercivity of 926 
𝑘𝐴/𝑚 corresponds to a remnant magnetic flux (𝐵𝑟) equls to 1.28 𝑇. The diameter (𝑑) and length 
(𝑙) of the magnet are 𝑑= 0.3175 𝑐𝑚, and 𝑙=5.08 c𝑚, respectively. The same magnet with these 
features are used in the following sections for the measurements. The initial magnetization vector 
is also assumed to be along the 𝑥-axis (𝜑𝑖 = 0). The next step is to assign rotational motion to the 
magnet in ANSYS Maxwell. For this purpose, a “band object” is required to be defined first. The 
band object is a vacuum object which separates moving parts and stationary parts of a simulation 
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model. All the model components encompassed by the band object, undergo a pre-selected motion. 
This motion can be either rotational (around any of the coordinate system axes) or translational. In 
our simulatoins, by defining a band object for the magnet and chosing rotational motion, the 
frequency of  spinning around the 𝑧-axis is set to be 50 Hz. The reason for chosing such low 
frequency is the fact that all the measurements are perfromed for a 50𝐻𝑧-rotating  magnet (for 
fabrication simplicity). The same results are valid for ULF/VLF bands. For the simulation setup, 
transient magnetic solver is chosen. This transient solver solves for the instantaneous magnetic 
field at each time-step using a highly accurate finite element method. The time-step value of  0.2 
𝑚𝑠 is used here to have 101 sample points in every period. The time domain profile of 𝐵-field 
components at a point along the 𝑥-axis (25 𝑐𝑚 away from the magnet’s center) is plotted in 
Figure 2.2(a). As obvious from this figure, the magnetic field in space has a fundamental frequency 
of 50 Hz. Considering the cylindrical symmetry of the problem, the amplitude of time-harmonic 
𝐵-field components along the 𝑥-axis is calculated numerically and compared with the analytical 
solution (Eq. (2.8)) as shown in Figure 2.2(b). As expected, the field profiles follow the known 
  
                                    (a)                                                                                                   (b)  
 
Figure 2.2. (a): Time profile of near-field B at a point along the 𝑥 axis (25 cm away from the magnet’s center). The B-field 
components have frequency of 50 Hz. (b): Near-field components of magnetic field (B) as a function of distance along the 𝑥-axis. 




1/𝑟3 behavior. Moreover, excellent agreement is observed between the numerical results and the 
analytical solution.  
 
 Theory of the Proposed Phase Modulation and Frequency Multiplication 
2.3.1. The Concept 
As explained in the previous section, the EM field profile associated with a rotating magnet 
is purely sinusoidal. To achieve signal modulation, the simplest solution would be to change its 
frequency instantaneously. However, the frequency modulation suffers from narrow bandwidth 
and poor efficiency because of mechanical limitations. On the other hand, the amplitude 
modulation provides improved bandwidth but the operation of commination using AM is highly 
sensitive to the additive noise [74]. It is well-known that phase modulation compared to the 
amplitude modulation is less sensitive to the noise. The main idea for achieving the phase 
modulation is depicted in Figure 2.3. This approach is based on modulating the amplitude of 
rotating magnet’s sinusoidal EM fields with a square wave first and then controlling the zero-
crossings (or peaks) of the modulated signal through shifting the square wave in the time domain 
to achieve the desired phase modulation. However, as explained and also simulated in the 
following sections, it will be shown that such perfect and selective cancellation (square wave with 
0, +1 values) is just an ideal scenario and practical limitations will impede creation of such 
waveforms. The proposed geometry to achieve the desired amplitude and phase modulation for a 
rotating magnet is illustrated in Figure 2.4. It is based on the application of a material with high 
relative permeability (𝜇𝑟) as a stator in the design. In fact, the rotating magnet is sandwiched 
between two pairs of slowly-moving orthogonal bow-tie shape high-𝜇 plates. The principle of 
operation of this structure can be explained through the analogy of its dual. According to the image 
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theory [81], placing charges of an electric dipole near the surface of a sphere made up of a high-
permittivity material reduces its field amplitudes. As shown in Figure 2.5(a) and Figure 2.5(b), for 
the special case where ℎ → 0, images of a positive point charge on a dielectric sphere with high 
relative permittivity ( 𝑟 ≫ 1) are a positive charge at the center and a negative charge just below 
the charge on the surface. The latter charges will cancel out each other. The same is true for the 
negative charge of the dipole on the surface. The positive image charge on the surface will be 
 
 
Figure 2.3. Main idea (desired solution) for achieving phase modulation. Each curve represents an amplitude-modulated sinusoidal 
signal shifted in the time domain (having a distinguished phase).   
         
                                    
                                 (a)                                                                                              (b) 
Figure 2.4. (a): Three dimensional proposed configuration for achieving phase modulation and frequency multiplication in a 
mechanical antenna. The rotating magnet is sandwiched between two pairs of orthogonal bow-tie shape high-𝜇 magnetic plates. 




cancelling out the negative charge of the dipole and the second image is a negative charge at the 
center that cancels out the image of the positive dipole charge at the center. As a result, there will 
be no net radiation if a high-dielectric material is brought in very close proximity of a rotating 
electric dipole. In practice, the existence of the gap (ℎ) and the resulting fringing fields would not 
allow for such perfect cancellation of the radiation. Likewise, placement of a material with high 
relative permeability (𝜇𝑟 ≫ 1) between charges of a rotating magnetic dipole could stop its 
radiation based on the duality theorem. Consequently, if a high-permeability material with 
configuration depicted in Figure 2.5(c) is brought in close proximity of a rotating magnetic dipole, 
                                                                        
                                 (a)                                                                                                          (b) 
                                        
                                 (c)                                                                                                       (d) 
Figure 2.5. (a): An electric dipole is brought in the proximity of a dielectric sphere with large permittivity. The separation distance 
between the charges and the sphere is ℎ. (b): Its equivalence based on the image theory for a special case when ℎ → 0. (c): Top-
view of proposed configuration for achieving phase modulation (the rotating magnet is modeled as rotating magnetic diploe). (d): 
Comparison between desired and realizable amplitude modulation through using bow-tie shape magnetic plates (in one time 
period).  
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its sinusoidal EM field can be amplitude-modulated. Every time the magnetic charges appear in 
front of the bow-tie shape magnetic plates, the radiation is reduced significantly. It should be also 
noted that the presence of magnetic material causes lower EM field intensities for all the times 
than what could be achieved from the rotating dipole in the absence of the high-𝜇 plates. 
Figure 2.5(d) compares our desired and actual amplitude modulation (obtained from the following 
section simulations). In fact, the resulting signal, although qualitatively agree with the ideal case, 
is quantitatively different but still has significant harmonic contents. For achieving phase 
modulation, by slowly displacing the initial position of the magnetic plates and rotating them 
independently around the origin (𝑂), emitted EM fields will be attenuated at different time slots 
and thus the phase of the signal can be changed. Consequently, in the proposed configuration in 
Figure 2.4 which is the 3D realization of Figure 2.5(c), every time the rotating magnet passes in 
between the magnetic plates, its radiation is reduced significantly. Changing the initial position of 
the magnetic plates with respect to the rotating magnet (changing 𝜑0) modulates the radiated EM 
signal and at the same time modulates the phase [82], [83]. Following subsection is dedicated to 
the numerical verification of this idea.  
 
2.3.2. Near-Field Numerical Simulations and Parametric Studies 
To prove this concept, a rotating permanent magnet sandwiched between two pairs of 
orthogonal bow-tie shape magnetic plates is simulated using ANSYS Maxwell. It is assumed that 
the magnetic plates are ferrite slabs with 𝜇𝑟 = 600. The magnet has the same dimensions and 
properties as described in Section 2.2.2. The rotation frequency is set to be 50 Hz. The initial 
magnetization vector is assumed to be along the 𝑥-axis and the orthogonal plates are placed such 
that 𝜑0 = 0  (see Figure 2.4(a)). To ensure the magnet is covered completely by the magnetic 
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plates while rotating, 𝑟1 is set to be 26 𝑚𝑚 (> 𝑙/2 = 25.4 𝑚𝑚). Important design parameters 
which would affect the field modulation performance by the magnetic plates are the relative 
permeability of ferrite sheet (𝜇𝑟), its thickness (𝑡𝜇) and its distance from the magnet (ℎ) as all 
defined in Figure 2.4(b). Figure 2.6(a) shows the time domain profile of simulated 𝐵𝒓 at a point 
along the 𝑥-axis (25 𝑐𝑚 away from the magnet’s center) for different ℎ values with 𝑡𝜇 = 5 𝑚𝑚. 
It can be concluded that the magnetic field intensity is reduced within certain time slots which is 
the duration at which the magnet is sandwiched by the high-𝜇 material. As can also be observed, 
the closer the ferrite posts are to the magnet, the stronger is the field suppression which corresponds 
to the deeper amplitude modulation. However, in practice, if the ferrite plates become too close to 
the magnet, they attract the magnet and stop its mechanical rotation. That’s why the perfect 
cancellation of the field is impossible. For the rest of the simulations and measurements, we have 
set ℎ = 3 mm. A parametric study is also performed on the thickness of ferrite sheets (𝑡𝜇) the result 
of which is shown in Figure 2.6(b). As expected, thicker ferrite slabs would result in stronger field 
suppression and of course at the expense of weaker B-field. It should be noted that since the magnet 
  
                                    (a)                                                                                                 (b) 
Figure 2.6. (a): Time domain radial magnetic field (𝐵𝒓) in the near-field region at a point along the 𝑥-axis for (a): various distances 
between the magnet and ferrite sheets (ℎ), (b): various ferrite thicknesses (𝑡𝜇). Dashed line represents the corresponding magnetic 




is volumetric in its nature and is not exactly identical to charges of a magnetic dipole, the field 
suppression phenomena does not occur perfectly. One interesting phenomena associated with the 
amplitude distortion is the strong harmonic generation which results in frequency multiplication. 
In fact, higher harmonics of the rotation frequency (50 Hz) are generated as can be observed from 
Figure 2.7. Taking the Fourier transform of the B-field components illustrates that the near-field 
EM components have the odd harmonics of the rotation frequency. As will be shown in the 
following sections, the higher harmonics of the signal decay slower with range compared to the 
fundamental frequency in the near-field range (∝ 1/(𝑘𝑟)3) and carry more power in the far-field 
domain (𝑃𝑟𝑎𝑑 ∝ 𝜔
4). 
To verify the phase modulation capability, the initial position of the magnetic plates with 
respect to the initial position (𝜑0, see Figure 2.4(a)) is varied from −20
° to 20° and the simulation 
results for 𝐵𝑟 are shown in Figure 2.8 at the same observation point as in the previous analysis. 
The magnetic fields are plotted over one cyle (𝑇 = 20 ms). The phase modulation phenomena can 
be readily observed in this figures. As illustrated in Figure 2.9, by taking the Fourier transform of 
the 𝐵𝑟 and 𝐵𝜑 components, higher odd harmonics of the rotation frequency (150, 250, 350, 450 
 
 




Hz) are all generated. Additionally, these higher harmonics demonstrate phase variation as 𝜑0 
changes. The numerical simulations also indicate that the phase variation is not a function of 
observation point and in fact all the points in the 3D space show the same phase variation.  
Therefore, using such modulation scheme, one can transmit different information signals through 
variation of 𝜑0. Table 2.1 summarizes the phase variation dependency of the rotation frequency 
 
 
Figure 2.8. The effect of magnetic plates’ initial position (𝜑0) on the near-field 𝐵𝑟. Variation of 𝜑0 gives a unique phase to the 
EM field.   
 
 
                                    (a)                                                                                                 (b) 
Figure 2.9. The effect of magnetic posts initial position (𝜑0) on the amplitude and phase of the frequency components of (a): 𝐵𝑟 
fields and (b): 𝐵𝜑 fields. Changing the initial position of the magnetic posts, changes the phase corresponding to odd harmonics of 




harmonics on the 𝜑0. The fundamental harmonic has no phase modulation through variation of 𝜑0 
while, the third and fifth harmonics get approximately an additional phase of −40°for each 10° 
rotation associated with the 𝜑0. The seventh and ninth harmonic also get an additional phase of 
−80°for each 10° rotation of 𝜑0, but because of their relatively small amplitude compared to the 
previous odd harmonic are not the focus of this work. For mathematical explanation of the phase 
variation values, see the Appendix A. 
 
2.3.3. Far-Field Semi-Analytical Simulations 
As mentioned before, the majority of numerical simulation software are not capable of 
performing far-field simulations at very low frequency bands. So far, we have investigated the 
performance of proposed mechanical antenna in the near-field region. To study its performance in 
the far-field region, one can take the advantage of the uniqueness theorem along with the 
reciprocity theorem. This method has been effectively utilized to compute the second-order 
scattered field of two adjacent objects using only the knowledge of scattering from isolated objects 
[84] and in calculation of the far-field from the measured electric near-field over an arbitrary 
surface [85].  According to the uniqueness theorem, to determine the EM fields of a radiating 
structure (here, the rotating magnet integrated with ferrite plates) everywhere in the surrounding 
Table 2.1. Phase Variation of the Rotation Frequency Harmonics of the Near-Field for Different Values of 𝜑0 (with respect to 
𝜑0=0). 
 
Ferrite initial position (𝜑0) 1
st  Harmonic 3rd Harmonic 5th Harmonic 7th Harmonic 
-20° -0.45° 88.8° 81.7° 163.1° 
−10° 0.17° 43.7° 40.3° 77.6° 
10° -0.1° -44.3° -40° -81.3° 




space, it is only required to have the knowledge of the tangential electric field, or tangential 
magnetic field, or both on the surface of a hypothetical closed surface around the structure [81]. 
As depicted in Figure 2.10(a), these tangential electromagnetic field components can be modeled 
as surface electric and magnetic current densities to find the associated radiation everywhere. As 
the quasi-magnetostatic solver used here, ANSYS Maxwell, only provides the magnetic field 
components not the electric fields, to use the uniqueness theorem effectively, we can assume that 
the hypothetical closed surface around the radiating structure is filled with a perfect magnetic 
conductor (PMC). Therefore, the problem of finding the far-field components of the rotating 
magnet reduces to the problem of finding the radiation of the equivalent surface current density 
(electric) over a PMC sphere as illustrated in Figure 2.10(b). To further simplify the problem, the 
reciprocity theorem can be utilized as follows. Knowing the fact that EM fields associated with a 
short electric dipole (𝐽 ) can be approximated by plane waves in its far-field domain, the problem 
of finding radiation from a surface current density over a PMC sphere (problem 1) is reduced to 
the problem of scattering from the same PMC sphere illuminated by a plane wave (problem 2) as,   
∬?⃗? 1. 𝐽 2𝑑𝑣 = ∬?⃗? 2. 𝐽 1𝑑𝑣                                                (2.9) 
                                               
                                      (a)                                                                                                (b) 
Figure 2.10. (a): The application of uniqueness theorem for finding the far-field components of the rotating magnet 
integrated with ferrite sheets. (b): The Application of the uniqueness theorem when only the information about the 




where, as shown in Figure 2.11, ?⃗? 1 is the far-field electric field associated with the rotating magnet 
integrated with the ferrite plates, ?⃗? 2 is the total surface field over the PMC sphere illuminated by 
a plane wave, 𝐽 1 is the surface current density over the PMC sphere calculated from magnetic field 
components of the radiating structure in its near-field region, and 𝐽 2 is a short electric dipole 
oriented arbitrarily in the far-field region (𝜃 or ?̂?). Having obtained the analytical solution for the 
total electric field over the PMC sphere (?⃗? 2) illuminated by a plane wave for any arbitrary direction 
(𝐽 2) [86], and extracting the time-domain profile of magnetic field components of the proposed 
mechanical antenna numerically (ANSYS Maxwell) over an sphere with the same radius as the 
PMC sphere (here, 𝑟 = 60 𝑐𝑚) and then taking their Fourier transform to find the corresponding 
phasor expressions (𝐽 1 = ?̂? × ?⃗? ), the radiation pattern of the mechanical antenna is calculated 
using Eq. (2.9) and is shown in Figure 2.12. It should be noted that all the rotation frequency 
harmonics (first, third, and fifth) have the same radiation pattern. Then, by changing the initial 
position of the magnetic plates (𝜑0) for every ten degrees, the equivalent electric current density 
is calculated numerically for each case and the corresponding phase variation for the electric or 
magnetic field components in the far-field region is calculated (which is the same as it is a plane 
wave), the result of which is summarized in Table 2.2. Similar to the near-field simulations, for 
                 




every 10° rotation of the magnetic plates, the third and fifth harmonics undergo a phase variation 
of approximately 40°. Also, the fundamental harmonic (50 Hz) has no phase variation for a slowly 
rotating magnetic plates. 
  One important parameter of interest is the total radiated power for the proposed 
mechanical antenna. As shown in Figure 2.6, the electromagnetic field components of the antenna 
with amplitude and phase modulation are smaller than the corresponding ones for the rotating 
magnet in the absence of the magnetic plates. But, since the proposed configuration provides a 
frequency multiplication feature (generation of higher odd harmonics) and the radiated power is 
proportional to 𝜔4 according to Eq. (2.7), it is expected this antenna in fact can generate more 
power in the far-field for the desired harmonic than what can be produced at the fundamental 
frequency. Considering the same permanent magnet used for the numerical simulations before, 
using Eq. (2.7), the far-field radiated power from it without the magnetic plates when rotating with 
frequency 50 Hz is calculated and found to be 2.020×10-24𝑊. Now, considering the same magnet 
in the presence of the magnetic plates, the radiated power associated with the fundamental, third, 
and fifth harmonics are calculated through integration of corresponding Poynting vectors in the 
3D space and found to be 2.702×10
-25𝑊, 6.09×10-25𝑊, and 4.70×10-24𝑊, respectively. The fifth 
                                                
                             (a)                                                                                                    (b) 




harmonic in fact carries more power compared to the fundamental harmonic of a single rotating 
magnet in the far-field region. This unique characteristics again emphasizes on the significance of 
this mechanical antenna. In general, the magnetostatic analysis cannot predict the relatively small 
radiation emitting from the rotating magnet. Basically for frictionless motor and ignoring air drag, 
no power is required to rotate the magnet according to magnetostatic analysis. Hence the additional 
radiated power in the harmonics cannot be explained by the change in the derived power from the 
motor. However, intuitively there is a time varying torque delivered by the motor as the permanent 
magnet crosses through the ferrite plates and thus the net power transferred from the motor to the 
radiated power generates the harmonics. 
Finally, it should be noted that in practice, there are commercial magnetic sensors 
(magnetometers) with sensitivity as small as 1fT [87]-[89] that would allow reception of such 
extremely weak magnetic field signals calculated here. Additionally, by rotating larger magnets at 
higher frequencies (~kHz), more power could be extracted from mechanical antennas.  
 
Table 2.2. Phase Variation of the Rotation Frequency Harmonics of the Far-Field EM Components for Different Values of 𝜑0 
(with respect to 𝜑0=0). 
 
Ferrite initial position (𝜑0) 1
st  Harmonic 3rd Harmonic 5th Harmonic 7th Harmonic 
-20° 0° 79° 80° 159.1° 
−10° 0° 39° 39.4° 79° 
10° 0° -41° -41° -81° 




 Fabrication Process and Measurement Results 
2.4.1. Fabrication Process using 3D Printing 
To demonstrate the concepts of phase modulation and frequency multiplication in the 
proposed mechanical antenna, we fabricated one prototype of the antenna including a rotating 
magnet integrated with triangular ferrite plates. A DC motor with maximum rpm value of 50000 
(716 Hollow Cup Motor), was used to rotate a  2′′ long cylindrical N42 neodymium magnet with 
diameter 0.125′′ (K&J Magnetics). The same dimensions were also used for the previous 
numerical simulations analysis. To be able to pass the motor shaft through the bottom ferrite layer 
for rotating the magnet, we chose trapezoidal shape for bottom ferrite posts as shown in 
Figure 2.13. Eight triangular and eight trapezoidal ferrite pieces (33P2098-0M0, Laird) with 2.5 
mm thickness were cut to be utilized as magnetic posts on the top and bottom of the rotating 
magnet, respectively. To achieve the 5 mm-thick ferrite sheets as resulted from the simulation 
optimizations, each two of them were stacked and glued together. The ferrite was cut into the 
required triangular and trapezoidal shapes using an ADT 7100 dicing saw. This saw is primarily 
used for cutting silicon wafers into dies, but was in this case able to cut the 2.5mm thick ferrite 
sheet with a specialty blade. The saw cuts only in straight lines, so several cuts were made at 
various angles to produce the desired shapes. Prior to dicing, cut marks were engraved into the 
surface of the sheet with an LPKF Proto Laser S printed circuit board prototyping machine. All 
the holders for the motor, magnet, and ferrite plates were fabricated using 3D-printing technology 
and then assembled together.  
Figure 2.13 shows the CAD model of our prototype used for fabrication. The plastic holder of the 
ferrite posts was designed such that it rotates slowly and independently around the center of the 
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rotating magnet to achieve the aforementioned modulation. There are also four holes on the top 
and bottom holders of the ferrite plates which are used for the purpose of trigger signal generation 
explained in following subsections.  
 
2.4.2. Signal Integrator for Magnetic Field Profile Detection 
For measuring the magnetic field profile of the mechanical antenna, a magnetic sensor from 
the Magnetic Science Company (MC90R) was used [90]. The sensor is cylindrical with cross 
section’s diameter of 29 mm. It measures the B-field (H-field) directed along its main axis. In fact, 
the sensor measures an open-circuit voltage (𝑉𝑜𝑐(𝑡)) induced in a multi-turn loop inside it by a 
time-varying B-field and then amplified using a low-noise amplifier. One can transfer this 
measured voltage to the magnetic field strength using a calibrated voltage-magnetic field curve 
provided by the manufacturer in its datasheet. This transformation is only valid for the magnitude 
of the B-field. If one is seeking to measure the time-domain profile of the B-field, one simple way 
is to integrate the sensor’s output using a low-frequency op-amp integrator. As the sensor has 
                               
     (a)                                                                     (b)                                                                                 (c) 
 
Figure 2.13. (a): Three dimensional CAD model of proposed phase modulating and frequency multiplier mechanical antenna with 
all its plastic holders. (b): Its side view. (c): Its top view. The bottom ferrite plates are cut into trapezoidal shapes so as to let the 
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𝑽𝒐𝒄                                                             (2.11) 
Here 𝛼 is the proportionality constant which is function of internal amplifier gain and 𝐴 is the 
sensor’s cross section area. ?⃗⃗? 𝒏 and 𝑽𝒐𝒄 are also phasor representation of ?⃗? 𝑛(𝑡) and 𝑉𝑜𝑐(𝑡).   
Schematic of the designed integrator is shown in Figure 2.14. The first stage acting as buffer, 
provides 1 MΩ input impedance. This impedance is basically required to have accurate data 
acquisition from the magnetic sensor. According to its data sheet, the magnetic sensor must be 
connected to a display instrument with 1 MΩ input impedance (for frequencies below 100 kHz). 
The second stage (cascaded) is a typical RC op-amp integrator commonly used in low frequency 
applications. Therefore, the output would be proportional to the magnetic field sensed by the 
 





magnetic probe. The op-amp we used here (THS4031, Texas Instrument) has a cut-off frequency 
of 100 MHz [91].  
 
2.4.3. Trigger Signal for Phase Modulation Characterization 
For detecting the phase modulation, the magnetic sensor output (or the integrator output) 
was directly connected to an oscilloscope for display. To observe the aforementioned phase    
modulation in the received magnetic field, we required to generate a reference signal so as to trig 
the input of the oscilloscope. The basic idea for generating a simple reference signal is shown in 
Figure 2.15. It is based on placing a small piece of black color tape placed on one pole of the 
rotating magnet such that it blocks laser light illumination from the top of mechanical antenna on 
a phototransistor (IR detector) placed beneath the rotating magnet. Whenever that pole blocks the 
laser light, the phototransistor generates no current and therefore the output voltage is equal to 
zero. For the rest of times, the laser shines the phototransistor and its excited current creates a 
voltage on a resistor (𝑅𝐸=47 kΩ) in series with the phototransistor (see Figure 2.15). The 
phototransistor used here (HW5P-1, adafruit) has a very fast timing response (2 µs) with maximum 
sensitivity for the green light (𝜆~550nm). Additionally, its photocurrent is reported to be 
approximately 50− 70 µA. For the measurements, the biasing voltage for the phototransistor (𝑉𝑐𝑐) 








2.4.4. Measurement Results and Discussions 
For most of practical applications, the antenna is used in the near-field zone at ULF/VLF 
bands. Also, here the measurements were limited only to the near-field ranges. Figure 2.16 depicts 
the fabricated mechanical antenna composed of the DC motor, rotating magnet, the bowtie ferrite 
slabs, and the phototransistor (IR detector) with their plastic holders. The ferrite plates’ holder can 
independently rotate around the rotating magnet. A voltage of 0.48 V was applied to the DC motor. 
The applied voltage rotated the permanent magnet with the frequency 50 Hz. Because our magnetic 
sensor has sensitivity of around 1 mG, all the measurements were limited to the very near-field 
region (𝑟 ≤ 30 cm) for proof of concept. Using a larger magnet, a more powerful DC motor, and 
higher sensitivity magnetic sensors such as the one reported in [72], one can perform the 
measurements at further distances (tens of meter). In order to make sure the measured magnetic 
 
Figure 2.15. The proposed technique for generating a reference signal to detect the phase-modulated signal. A small piece of black 




field by the magnetometer is just the radiated field by the mechanical antenna and not the motor 
drive, the motor was first set to rotate only the plastic holder of magnet as a dummy load and no 
signal was observed. This would guarantee the measured voltages (signals) presented here only 
comes from the rotating magnet. Figure 2.17(a) illustrates the measured voltage sensed by the 
magnetic probe for various 𝜑0 (ferrite posts initial position). The probe was placed along the 𝑥-
axis (see the previous simulation setup) at 𝑟 = 20 cm with respect to the center of the magnet. For 
clarification, the voltage is only plotted in one cyle (𝑇 =20 ms) as it is periodic. As expected, 
rotating the magnetic plates will induce a smooth phase variation on the received signal. This 
measurement setup was also tried to be simulated numerically. Using ANSYS Maxwell, by placing 
a small circular loop (with the same radius as the probe) perpendicular to the 𝑥-axis, the flux 
passing through it was calculated numerically and then we found its derivative to obtain the 
corresponding induced voltage, the result of which is shown in Figure 2.17(b). Fairly close 
 
 
Figure 2.16. Three dimensional view of the fabricated mechanical antenna with phase modulation and frequency multiplication 
capability. The size of the antenna is 10 cm×8.5 cm. The magnetic plates’ plastic holder can independently rotate around the 




agreement was achieved between the measurement results and the simulation predictions. 
Figure 2.18 also compares the FFT of received voltage in both simulation and measurement setups. 
Both datasets are normalized to their corresponding fundamental harmonic amplitude for a better 
comparison. As observed, the measurement results also verified the frequency multiplication 
phenomena very well. All the odd harmonics were generated and the 5th harmonic had the strongest 
voltage amplitude after the fundamental tone. This is because harmonics voltages are proportional 
to 𝜔 (time-derivative of H) while the intensity of magnetic field at 3rd and fifth harmonics are 
equal (see Figure 2.7). Compared to the simulations, the 3rd harmonic was not detected properly 
in the measurements which can be because of uncertainties existing in the real setup including the 
optimum distance between the magnet and the ferrite plates (ℎ= 3 mm), ripples in the motor 
rotational speed and more importantly the sensitivity of the magnetic probe. Compared to the other 
odd harmonics, the voltage associated with the 3rd harmonic has smaller amplitude and therefore, 
there is possibility of improper detection for this harmonic due to the sensitivity of the probe. The 
output of the probe was then connected to the designed op-amp based integrator to find the time-
domain profile of the 𝐵𝑟 for various 𝜑0 as shown in Figure 2.19. The phase modulation cannot be 
 
 
Figure 2.17. (a): Measured voltage using the magnetic probe for various 𝜑0. (b): Numerically simulated received voltage by the 




captured easily from this figure. In order to clarify more this concept, FFT of the measured time-
domain magnetic field was calculated through post-processing and the corresponding phase and 
amplitude of all harmonics are reported in the Table 2.3. A good agreement was obtained between 
the simulation predictions and the measurements for the phase variation values. However, based 
on the same argument explained before, magnitude of the 1st and 5th harmonics are in better 
agreement with the simulations. The fundamental harmonic has no phase variation through rotating 
 
Figure 2.18. Frequency spectrum of the received voltage by the magnetic probe. The frequency multiplication capability can be 
readily captured from this figure. 
 












, for each 10
°
 rotation of the plates (𝜑0), respectively. Although there was a 
discrepancy between the measured and simulated harmonics amplitudes, the phase modulation 
phenomena was captured perfectly in the measurements. Figure 2.21 also shows the voltage profile 
obtained from the phototransistor circuit and used as trigger signal of the oscilloscope. The nulls 
in the voltage profile correspond to the time slots at which the black tape blocks the laser 
illumination on the phototransistor. As expected, the trigger signal is independent of 𝜑0 variation. 
As the last step in measurements, to study the variation of the magnetic field with distance, the 
radial component of the magnetic field (𝐵𝑟) was measured and compared with the simulation 
predictions shown in Figure 2.20. As can be concluded, the higher harmonics relative to the 
fundamental harmonic decay slower in the near-field region. This feature in fact emphasizes on 
the importance of achieved frequency multiplication phenomena again. Additionally, the fields are 
proportional to 1/𝑟3. The measured magnetic field corresponding to the third harmonic is smaller 
than the simulation predictions because of probably the same reasons explained for the sensor 
voltage measurement. Finally, it should be stated that such modulation scheme and frequency 
Table 2.3. Comparison between measured and simulated phase variation (∆𝜑) of the rotation frequency harmonics in the near-
field region for different values of 𝜑0 (with respect to 𝜑0 = 0). The given values in parenthesis are the magnitude of B-fields at 
frequency harmonics. 
Ferrite initial position (𝜑0) 1
st  Harmonic 3rd Harmonic 5th Harmonic 7th Harmonic 
-10° (measurement) 0° (28.55 mG)   52° (1 mG)  42.5° (3.5 mG)  78.6° (1.1 mG)  
-10° (simulation) 0.17° (31.46 mG) 39° (4.92 mG)  40° (5.17 mG)  77.6° (2.14 mG)  
10° (measurement) 0° (28.44 mG)  -41° (1 mG)  -39.7 (3.6 mG)  -75.2° (0.8 mG)   




multiplier is readily extendable to higher frequencies (ULF/VLF bands) provided that a more 
stable mechanical system could rotate a magnet at higher frequencies. For example, by rotating 
the magnet with frequency of 1 kHz, one can get the radiation at 5 kHz (5th harmonic). It is 
mechanically impossible with the state-of-the-art tools to rotate a single permanent magnet (which 
is typically heavy) with frequency of 5 kHz (300000 rpm) to get EM signal at this frequency.   
 
 
Figure 2.21. The measured voltage from the phototransistor circuit for various 𝜑0 (in four cycles). This signal is generated to trig 




Figure 2.20. The measured (solid line) and simulated (dashed line) near-field 𝐵𝑟 as a function of distance (𝑟 ). Higher harmonics 




Finally, in order to address the efficiency of proposed mechanical antenna, assuming 
frictionless shaft for the motor, the only loss term which should be taken into account is the core 
loss in the ferrite plates. The core loss is composed of two parts namely, eddy current loss and 
hysteresis loss. As ceramic ferrites (insulators) are used here, there will be no eddy currents and 
only the hysteresis loss exists. The core loss can be typically estimated using the Steinmetz’s 
equation [24]. However, the Steinmetz’s coefficients for the ferrites used here are not provided by 
its manufacture. An alternative is to use the quality factor. Considering this approach, the 








)𝑓𝑉                                               (2.12) 
where 𝑉 is the volume of ferrite plates, 𝑄 (quality factor) is the inverse of loss factor provided in 
ferrite data-sheet and 𝐵𝑠 is the saturation magnetic flux in ferrites. For the design here, 𝑉 =
13.52 𝑐𝑚3, 𝐵𝑠 = 0.28 𝑇, and 𝜇𝑟~600. As the reported quality factor for frequencies below 1 kHz 
is large (𝑄 > 50), we expect hysteresis loss is negligible (<4 mW) in our proposed mechanical 
antenna. Then, the system efficiency could be potentially high.  
 
 Conclusion 
In this chapter, a novel phase modulation scheme and frequency multiplier for mechanical 
antennas operating at the very-low frequency bands (kHz frequencies) is proposed. The concept 
of mechanical antenna (rotating permanent magnet) is first investigated analytically and 
numerically. Then, idea of frequency multiplication and phase modulation is presented using high-
𝜇 materials as a movable stator. It is shown that the phase of transmitting signal from the 
mechanical antenna changes smoothly with slowly moving the magnetic (high-𝜇) stators. This 
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configuration, in addition to the modulation, offers a frequency multiplication where as the magnet 
is rotated with constant frequency 𝑓0, the EM signal generated contains all the odd harmonics (f0, 
3f0, 5f0, 7f0, …). This feature is really important from the functional point of view as it keeps the 
rotation speed much lower than the desired radiated frequency. One prototype of a 50Hz-
mechanical antenna integrated with the magnetic plates is fabricated and its performance is 
characterized experimentally. The measurement results indicate that the proposed configuration 
generates all odd harmonics of the rotation frequency. Also, moving the magnetic plates back and 
forth will impose phase variation to higher harmonics of the rotation frequency (but, not to the 









Establishing reliable and short range communication with low power in complex 
environments such as urban, indoor settings and through caves is a challenging task. This is mainly 
because of the fact that in such complex environments, the presence of large number of scatterers, 
multipath and shadowing lead to excessive signal attenuation and fast fading at microwave 
frequencies [92], [93]. These propagation phenomena severely affect the quality of the received 
signal and impose stringent conditions on the required transmit power and signal processing [22], 
[94], [95]. In order to enhance the quality and reliability of a communication link in multipath-rich 
environments, different approaches such as cooperative routing with multiple radios and repeaters 
[96], [97], multiple-input and multiple-output (MIMO) systems [98], [99], or other diversity  
schemes [100] have been developed. In addition to the complexity and the cost, such systems 
typically require significant power which is a major concern for most ad hoc networks. To mitigate 
some of these adverse effects, operation at low frequencies (VHF and lower) is usually preferred 
especially for military applications [101], [102], [103]. The main reason is the fact that the 
wavelength is large or comparable to the size of most scatterers and thus, signals can penetrate 
significantly through the manmade and natural obstacles and produce far less reflection, scattering, 
and diffraction compared to what is observed at higher frequencies. Penetration through the soil 
and building materials at low frequencies allows for direct communication through multi-layer 
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walls and provides long distance coverage [104], [105]. Recent experimental studies are carried 
out to show communication between nodes inside and outside of buildings with many walls in 
between. Such studies prove that low-power and low-frequency radios can establish highly reliable 
communication links compare to for example a ZigBee radio operating at 2.4 GHz [22], [94].  
Despite these advantages at low RF bands, the realization of compact systems is challenged 
by physically large antennas. This impediment makes the application of such systems limited to 
large vehicular or stationary nodes. In order to realize mobile communication systems, there is an 
essential need for extremely small antennas. Major drawbacks of miniaturized antennas are their 
narrow bandwidth and poor radiation efficiency. Of course, such narrow bandwidth limits the data 
rate significantly. Hence, the design of reasonably efficient, wideband, and miniaturized antennas 
is a critical task to enable compact, low-power and low frequency communication with high data 
rate. Although different types of miniaturization techniques providing better efficiency and 
bandwidth have been reported in the literature [68], [69], [106], these are not sufficient for the 
application at hand. For small robotic platforms with relatively small form factors and constrained 
by their load capacity and available power, an alternative method must be considered for efficient 
radiation over wider bandwidth. 
In recent years, several approaches have been introduced to design antennas for such 
platforms. Characteristic mode (CM) theory is applied to design antennas for mobile metallic 
platforms [107], [108] basically by exploiting the metallic body as a large radiating aperture. 
However, this technique suffers from really narrow bandwidth (≤ 2.5%), unspecified polarization, 
and radiation pattern. References [109], [110] utilize the wings of the robotic flyer to print and/or 
install antennas on them. The proposed printed dipole antenna in [109] has a relatively narrow 
bandwidth (≤ ~4%) which may not be appropriate for certain applications requiring high data-
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rate. Various types of planar antennas are also proposed for microwave bands [111], [112], 
intended to be directly attached to the body of the platform. Dimensions of these antennas are 
comparable to the wavelength and they show wide impedance bandwidth (~20%). Such antennas 
are, of course, not compatible with the size of small robotic platforms at VHF bands. Thus, a new 
approach must be considered to design small antennas which can operate at VHF band and if 
needed can provide wider bandwidth with acceptable high radiation efficiency values. In this 
chapter, the concept of near-field electromagnetic coupling (electric coupling + magnetic 
coupling) is applied to a cluster of three detached inductively end-loaded folded dipole antennas 
mounted on three separate mobile platforms in order to effectively realize a larger antenna and 
thus, provide wider bandwidth than that of a single element [31]. This concept is shown in 
Figure 3.1. It is obvious that an antenna with large volume encompassing the cluster of coupled 
antennas provides a lower quality factor (𝑄) for the radiation and can effectively radiate 










been used. In one approach, all the antennas are excited simultaneously. This method has the 
advantage of increasing the total radiated power; however, it is faced with the problem of source 
synchronization and lower efficiency which is due to the fact that the coupled powers will be 
dissipated in the other elements source impedances. Another technique is to excite only the middle 
antenna, while the two adjacent antennas are loaded with lumped elements as shown in Figure 3.1. 
Application of several simple active and passive load configurations (short circuit, open circuit, 
±R, ±L, ±C, and combination) are investigated and an optimization approach is carried out to 
maximize a cost-function that accounts for the improved fractional bandwidth and the average 
radiation efficiency (?̅?) over the band of operation. It is shown that the input impedance of the 
coupled antenna array is highly sensitive to their separation distance with each other requirng a 
tunable matching circuit. A tunable matching circuit is also proposed to overcome the problems 
associated with the flight formation fluctuations of the mobile platforms. The proposed fragmented 
antenna configuration, its design methodology, principle of operation, and measurmenet results 
are discussed in the followings.  
 
 Proof of Concept and Design Approach 
3.2.1. Single Antenna Design Considerations 
Figure 3.1 illustrates the proposed concept for bandwidth and radiation efficiency 
enhancement where a cluster of three equally-separated miniaturized antennas implemented on 
three separate robotic flyers radiate and couple to each other electromagnetically in their near-field 
region. The components of the fragmented antenna are designed so that each piece can operate 
individually and be able to radiate signals albeit with lower bandwidth. The single radiating 
element, shown in Figure 3.2, is an inductively end-loaded folded dipole antenna. For simulations 
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and analysis, we have assumed that antennas are printed on Rogers RO4003C substrate ( 𝑟 =3.55, 
tan δ = 0.0027). Wire antenna configuration is preferred for achieving low-mass and ease of 
fabrication. There are also two reasons for using these end-loads. The first reason, which will be 
discussed in details in the following section, is that such inductive end-loads can be used for near-
field electromagnetic (electric + magnetic) coupling between adjacent antennas and in effect, 
provide a large antenna electrical dimension for improved electromagnetic radiation over a wider 
bandwidth. It should be noted that by making the physical dimensions of the end-loops larger, their 
near-field coupling range can be increased. The second reason is that the end-loads are used to 
considerably reduce the linear dimension of the antennas [68], [69]. Using the inductive end-loads, 
the length of the elements can be reduced to any desired level. In this study, dimensions are reduced 
to have antennas to be confined within 12 × 10 × 10 cm (0.096𝜆0 ×0.08𝜆0 × 0.08𝜆0 at 240 MHz) 
to be able to implement each of them on very small mobile platforms as small as having maximum 
dimension of 15 cm. As mentioned earlier, miniaturizing antennas will lead to lower radiation 
resistance and make impedance matching more difficult. It is well-known that folded dipole 
presents an input impedance four times that of the ordinary dipole. This is the reason a folded 
 
 




structure is considered here. We also considered 3-fold and 4-fold dipole structures that are 
appropriate for smaller size elements for fragmented antenna applications (see Figure 3.3). It is 
expected that the impedance of smaller elements can be matched using 3- or 4-fold elements. This 
is because of the fact that an 𝑛-fold dipole antenna has effectively 𝑛2 times higher input impedance 
compared to the ordinary dipole antenna [113]. Full-wave simulations, carried out by HFSS 
software, show that the input impedance of the ordinary dipole antenna (with dimensions 
mentioned above) and its folded and 3-fold versions at the resonant frequency are 5.5 Ω, 25 Ω and 
55 Ω, respectively. Investigations are also carried out for coupling improvement. Such study is 
important because higher coupling between the separate antennas allows realization of the 
proposed fragmented antenna over longer distances for bandwidth enhancement. In addition to 
having inherently larger bandwidth, we expect that the 𝑛-fold dipole antenna can increase the 
extent of the near-field electromagnetic coupling. To prove this point, Figure 3.4 illustrates the 
simulated electric and magnetic field intensities normal to the end- loads along their axis for the 
three versions of the dipole antenna. The end-load diameter can also be increased to enhance the 
extent of the near-field range. But, in general, the optimal design is subject to the required 
 
 




miniaturization factor that determines the size and the number of the loops (number of folding for 
the dipole elements). Here, for the ease of fabrication and simple verification of the concept, we 
have just considered folded dipole antennas as the radiating elements. Another important factor is 
the direction of rotation of the end-loops with respect to each other and that of their neighbor. 
Basically, for the two end-loads of each antenna, it is important to figure out whether loops should 
be in the same direction. It was determined that if the directions are the same, the radiation 
associated with equivalent magnetic dipole of the end-loops cancel out each other and do not affect 
the radiation associated with the dipole arms. This is important for achieving maximum 
polarization purity.  
 
3.2.2. Coupling Mechanisms in Fragmented Coupled Antenna 
Based on the proposed configuration for the fragmented coupled antenna, shown in 
Figure 3.1, three coupling mechanisms between adjacent antennas can be identified as depicted in 
Figure 3.5. The first one is a magnetic (inductive) coupling between the end-loops of the adjacent 
antennas via their normal magnetic fields (x-component). The second mechanism is an electric 
 
Figure 3.4. The normal magnetic and electric field intensities (along the axis of end-loads, x-axis) associated with the dipole, folded 




(capacitive) coupling between the dipole arms. As shown in the Figure 3.5, in the near-field region, 
the dipole arms of the inductively end-loaded folded dipole antenna have a very strong radial 
component that can couple to the dipole arms of the adjacent antennas efficiently. The third 
coupling mechanism is the capacitive coupling between the end-loops and dipole arms. It is well-
known that loop antenna with non-uniform current distribution can have very strong electric field 
along its normal axis [114]. Thus, we expect that the inductive end-loads, which resemble loop 
antenna with non-uniform current distribution, have strong normal electric field in their near-field 
region and thus can couple to the dipole arms of the adjacent antennas efficiently. To quantify 
these couplings and investigate their effects accurately, CAD FEKO software (Method of Moment 
solver) is used for this section. In a software like FEKO, after performing full-wave simulation on 
a single inductively end-loaded folded dipole antenna, radiation from its different parts (end-loads 
and dipole arms) can be analyzed separately. Figure 3.6 illustrates the electric field and magnetic 
field profiles (normal to the end-loads) of the two dipole arms and the four end-loads associated 
with each of the single element antennas as a function of distance from the end-load (d). 
Observation lines are at z=0 (along the dipole arms) and z=50 mm (along the normal axis of the 
end-loads) according to the given geometry for the single element antenna (see Figure 3.2). All 
 
Figure 3.5. The different coupling mechanisms between the adjacent antennas in the fragmented antenna configuration (The end-




the electric and magnetic field profiles are normalized to their corresponding maximum total field 
(d=50 mm, z= 50 mm). As shown in Figure 3.6, the electromagnetic radiation in the near-field 
region is basically dominant by the end-loads rather than the dipole arms. This is because of the 
fact that the dipole arms are electrically small (λ/10), whereas the end-loops have the total length 
of approximately 4λ/10. Next, the magnetic field profile associated with the end-loops decays 
faster compared to its electric field and consequently, magnetic coupling is more sensitive to the 
distance between the adjacent antennas. It should be noted that the dipole arms have no normal 
magnetic field (x-component). That is why only the normal magnetic field associated with the end-
loads is plotted in Figure 3.6. Another important point is that in our region of interest (100 mm to 
150 mm), the electric coupling between the end-loads and dipole arms is stronger than the electric 
coupling between the dipole arms. In summary, the antennas in the proposed configuration are 
coupled to each other electromagnetically (combination of both electric and magnetic coupling). 
 
3.2.3. Fragmented Antenna Design Methodology 
So far, we have considered the single antenna design challenges and investigated the 
 
Figure 3.6. The normal magnetic and electric field intensities (along the axis of end-loads) associated with the dipole arms and 
end-loads of single element antenna shown in Figure 3.2. 
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coupling mechanisms between the antennas. Now, the design approach of the proposed antenna 
geometry for bandiwdth enhancement is explained. In this study, we only consider excitation of 
the middle antenna as the driver while the two adjacent antennas are to be terminated with 
appropriate lumped-element loads as shown in Figure 3.1. When the current flows on the excited 
antenna’s arms, this antenna not only radiates into the free space, but also couples to the adjacent 
antennas. The coupled signal will be received and reflected back by the terminals of the adjacent 
elements and results in a currnt flow on their arms. Therefore, these elements assist the excited 
antenna to better radiate into the free space. Hereafter, we refer to the two adjacent antennas as 
“assistive antennas” and the middle antenna as “driver antenna”. It is apparent that the larger the 
reflection coefficent of the loads is, the higher the radiation efficiency can be if all radiations are 
in-phase. However, this condition may not necessarily provide a reasonable return loss for the 
driver antenna noting that the assistive antennas are coupling back to the driver antenna. For this 
reason, variation of several loads including short circuit, open circuit,  purely resistive loads, 
inductive loads, capacitive loads, and combination of the passive and active loads are considered 
to examine whether efficient radiation over wider bandwidth can be achieved. It is excpected that 
the application of resistive loads will result in considerable bandwidth enhancement, but this 
enhancement is mainly due to the dissipation of coupled power in the resistive loads. In this case, 
the radiation efficiency becomes really poor. On the other hand, the application of purely reactive 
loads (capacitive or inductive) will not adveresely affect the radiation efficiency but can still 
improve the bandwith due to the radiation resistance of the assistive elements. It should be noted 
that the reactive loads can reflect a portion of the power which is partially radiated and partially 
coupled back to the driver antenna port which in turn adversly affect the return loss. Thus, for any 
arbitrary load configuration, there is a trade-off between bandwidth enhancement and the radiation 
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efficiency. An optimization must be carried out for various load configurations to maximize a cost-




+ 𝛽?̅?                                                    (3.1) 
Here 𝛼 and 𝛽 are two constants normalizing the influence of the fractional bandwidth and the 
average (over the operating band) efficiency. The  proposed cost-function accounts for both 
bandwidth enhancement and average radiation efficiency over the -10 dB S11 bandwidth. The two 
constants can be chosen to emphasize the bandwidth or the average radiation efficiency or give 
them equal weight. Noting that the radiation efficiency can attain a maximum value of 100% and 
the desired fractional bandwidth is 10%, we set 𝛼 = 10 and 𝛽 = 1 to give equal weight to average 
efficiency and the fractional bandwidth. In the analysis that follows, it is assumed that both 
assistive antennas are terminated with identical loads to ensure symmetry in the radiation pattern 
of the combined antenna configuration. The optimized load is calculated initially assuming that 
the separation distance (𝑑) between the adjacent antennas is fixed and equal to one single element’s 
length which is 12 𝑐𝑚. Full-wave simulations are carried out for various aforementioned load 
configurations to maximize 𝐶(𝑙𝑜𝑎𝑑). Simulation results demonstrate that for 𝑑 = 12 𝑐𝑚, the 
optimized load is a purely capacitive load with capacitance value of 𝐶 = 4.4 𝑝𝐹. Figure 3.7(a) and  
Figure 3.7(b) compare the fragmented antenna reflection coefficient (S11) and radiation efficiency 
over its S11 bandwidth using the optimized capacitive load with the antenna configuration with a 
purely resistive load (𝑅 = 36 Ω), a purely inductive load (𝐿 = 15 𝑛𝐻), and also with that of the 
single radiaitng element. Full-wave simulations illustrate that the proposed single-element 
miniaturized antenna provides 25 Ω input impedance and bandwidth of 2.4 MHz (1%). As can be 
concluded from these two figures, the application of resistive load shows considerable bandwidth 
enhancement; however, its radiation efficiency, as expected, is very low. Moreover, based on these 
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simulation results, loading the assistive antennas with the optimized capacitive load results in 16 
MHz (6.7%) bandwidth while the optimized inductive load provides 14.5 MHz (6.04%) 
bandwidth. Loading the assistive antennas with capacitors actually shifts the center frequency to 
he higher frequencies (>240 MHz), whereas for the inductive loads, this shift is toward lower 
frequencies (< 240 MHz). As a result, the overall electrical length of the fragmented coupled 
antenna with capacitve loads is larger than that for the inductive loads. Hence, more bandwidth is 
expected to be achieved for the capacitve load. In Figure 3.7(b), It is shown that the average 
radiation efficiency using reactive loads is 97% over the respective S11 bandwidths. It is also 
interesting to note that the fragmented antenna configuration shows one additional resonance due 
to the electromagnetic coupling of the assistive antennas with the driver antenna. This phenomenon 
can be explained as follows. The resonant frequency of the assistive antennas will shift due to the 
capacitive loading. Since these antennas couple to each other, the fragmented coupled antenna 
should include both the original resonance of the driver antenna and the new resonance of the 
assistive antennas. In fact, the enhanced bandwidth of the proposed approach is basically the result 
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Figure 3.7.  The performance analysis of the coupled antennas with optimized load and other possible load configurations in terms 




of combining different resonances together via the electromagnetic coupling between the inductive 
end-loads and dipole arms. Figure 3.8 illustrates this phenomenon clearly for the capacitive load 
(𝐶 =  4.4 𝑝𝐹) in which the achieved bandwidth is shown to contain the resonant frequency of the 
driver antenna and the resonant frequency of the assistive antennas loaded with the optimized 
series capacitor.  
 
3.2.4. Sensitivity Analysis 
As mentioned earlier, individual antennas are intended to be placed on very small mobile 
platforms such as robotic flyers. These platforms typically have small form factor and are highly 
prone to fluctuations during the flights. For example, the separation distance (𝑑) between the 
platforms may fluctuate during the flight. In addition, the antennas on the platforms may not be 
exactly aligned to achieve maximum coupling. To examine such uncertainties, full-wave 
simulations are carried out to determine bandwidth degradation as a result of such fluctuations. 
The separation distance (𝑑) between the antennas is varied between 12 cm, and 16 cm while 
maintaining the alignment of the axes of the end-loops.  Figure 3.9 illustrates the coupled signal 
 




(S21 or S31) from the middle (driver) antenna to each of the two assistive antennas. As expected, 
the longer is the separation distance, the lower is the antennas mutual coupling. This is primarily 
due to the fact that electromagnetic fields generated by the inductive end-loads decay rapidly away 
from the center [113] as shown in Figure 3.4. The return-loss and input impedance associated with 
the fragmented antenna configuration for three separation distances are obtained through full-wave 
simulations and shown in Figure 3.10(a) and Figure 3.10(b), respectively. As the separation 
 





















Figure 3.10. (a): The separation distance effect on the bandwidth of the proposed coupled array configuration. (b): The variation 




distance between the elements increases, the input impedance and bandwidth enhancement 
decrease gradually mainly because of the weaker electromagnetic coupling between the antennas. 
Figure 3.11 also depicts the simulated radiation efficiency for the mentioned separation distances. 
It is apparent that the radiation efficiency is not sensitive to the distance between the antennas. The 
calculated average radiation efficiency over the input return loss bandwidth is approximately 97% 
for all the separation distances (𝑑) and higher than that for the single antenna (95%). The 
simulation for the radiation efficiency does not consider the effect of 𝑄-factor associated with the 
capacitive loads because capacitors typically have very large values for their 𝑄 (100-1000) at low 
 
Table 3.1. Coupled Antennas Characteristics for Different Separation Distances. 
 
Antenna Configuration Zin(Ω) BW (MHz) ?̅? (%) 
Single Antenna 25 2.4 95 
Coupled Antennas  (𝑑= 12cm) 126 16 97 
Coupled Antennas  (𝑑= 14cm) 110 15 97 
Coupled Antennas (𝑑= 16cm) 100 13.5 97 
 
 















frequencies (VHF band). Table 3.1 reports the input impedance (Zin) of the antenna configuration. 
In all return-loss and radiation efficiency simulations, it is assumed that the source impedance 
connected to the driver antenna is equal to Zin. Next, the sensitivity of the coupled antenna 
bandwidth to misalignment in horizontal plane (the y-axis) is examined. The two assistive antennas 
are located at a fixed separation distance (𝑑 =  12 𝑐𝑚) from the driven antenna and both of them 
are shifted along the y-axis by ∆𝑦 cm (see Figure 3.1). Figure 3.12 illustrates the simulated 
reflection coefficient for this configuration for two displacement values. It is obvious that the 
fragmented coupled antennas bandwidth is not highly sensitive to misalignment of the assistive 
antennas in lateral directions. Not much bandwidth degradation is observed for lateral 
displacement as high as the end-loop radius. The reason for such observation is that the dipole 
arms and end-loops have relatively wide electromagnetic field profiles in their near-filed region in 
the y-z plane which maintain the coupling constant. In practice, UAVs are typically equipped with 
IR range sensors that give them an ability to have accurate estimation of their position relative to 
other UAVs during the flight in order to maintain a desired flight formation.  
 
 





3.2.5. Platform Effects on Fragmented Antenna’s Performance 
Another challenge associated with the placement of the fragmented antenna on the mobile 
platforms is the presence of the platform itself as a scatterer around the antenna system. Small 
UAV structures are usually made with composite materials (non-metallic). This is mainly due to 
the fact that composite materials are much lighter, low-cost, and are much easier to fabricate. It is 
then expected that the presences of platform itself would not significantly affect the performance 
of the antenna system. To demonstrate this, an individual inductively end-loaded folded dipole 
antenna is placed over a dielectric UAV model as shown in Figure 3.13. A composite material 
with dielectric constant of 𝑟 = 4 is chosen for the body of the UAV. The same full-wave 
simulations with the same values for the capacitance and port’s input impedances as the previous 
sections are carried out in this investigation. Figure 3.14 illustrates the results for these simulations. 
It is shown that the presence of the dielectric platform can only cause a very small shift in the 
center frequency of the operating band which can be accounted for at the design stage. This is 
because of the fact that the platforms are still much smaller than the operating wavelength (~𝜆/6) 
 
                                             
                                                    (a)                                                                                                (b) 
Figure 3.13. The single inductively end-loaded folded dipole antenna mounted on a small dielectric-made ( 𝑟 = 4) quadcopter, (a): 




and occupy a small fractional volume around the antenna. Therefore, their perturbation effects on 
the radiating electromagnetic field is negligible. Finally, it should be emphasized that if the 
antennas are intended for metallic platforms, the platform and antenna should be co-designed to 
account for platform-antenna interactions.  
 
3.2.6. Tunable Matching Circuit 
As observed in the previous sections, deviation from desired flight formation can change 
the input impedance of the driver antenna. Also, it was mentioned that the antenna on the UAV is 
expected to operate individually (single element) in the absence of the assistive elements. As 
indicated in Table 3.1, the range of the input impedance varies from 25 Ω for the isolated antenna 
to 126 Ω for perfectly coupled antennas at a set minimum distance 𝑑 = 12 cm. On the other hand, 
common radios operate with source impedance of 50 Ω. This requires a tunable matching circuit 
to ensure maximum power transfer to the antenna configuration for all possible cases. A simple 
tunable matching network is proposed based on an L-section LC circuit [115] consisting of one 
fixed capacitor (𝐶1 =  1.5 nF), one fixed inductor (𝐿 =  68 nH), one variable capacitor varactor 
 





(controlled by a DC voltage VB), and one Balun transformer shown in Figure 3.15. Two large 
inductors (LRFC= 3.3 µH) are also used as RF chokes in the biasing network of the varactor. The 
required capacitor (C2) for 𝑑= 12, 14, 16 cm are calculated to be 6.8 𝑝𝐹, 8.8 𝑝𝐹, and 8.94 pF, 
respectively. Based on the required range of the variable capacitor (C2), a varactor diode from the 
Infineon Technology (BBY53-02L) is chosen. According to the C-V curve of this varactor diode, 
the required reverse voltage (VB) at each separation distance is 2.06 V, 1.88 V, and 1.86 V, 
respectively. It should be noted that all the simulations associated with the matching circuit are 
performed using ADS. This circuit is fabricated and integrated with driver antenna. The simulation 
results are compared with measurement results and reported in the next section.  
 
 Fabrication and Measurement Results 
The array of three coupled inductively end-loaded folded dipole antennas described in the 
previous sections are fabricated for measurement and comparison with the simulation results. The 
fabricated antennas and the tunable matching circuit are illustrated in Figure 3.16(a) and 
Figure 3.16(b), respectively. The dipole arms and inductive end-loads are fabricated separately 
 




and then soldered together to construct a 3-D antenna geometry. All the components are fabricated 
with low cost substrate (RO4003C). In practice however, the antennas are to be fabricated with 
thin copper-coated steel wires to make sure that they are structurally stable. As can be seen from 
Figure 3.16(a), the assistive antennas end-loops are wounded in the opposite direction of the 
corresponding end-loops of the driver antenna. This way, the magnetic field associated with the 
adjacent loops of all three antennas will amplify each other and result in a stronger coupling. 












coupled antenna array for the aforementioned separation distances. It should be noted that in the 
simulation results, the effect of the matching circuit has been considered. The measured -10 dB 
return loss bandwidth is given in Table 3.2. It is shown that for 𝑑= 12 cm, the fragmented coupled 
antenna can provide 18.4 MHz bandwidth (7.7%) which is 7.7 times improvement over the isolated 
antenna bandwidth. In addition, as the separation distance (𝑑) increases, the bandwidth 
enhancement decreases. A very good agreement between simulation and measurement results can 
 








be also seen. For the radiation pattern and peak gain measurements, one wideband log-periodic 
dipole array (LPDA) antenna operating from 200 MHz to 2 GHz (model 3148B) is used. A 
calibrated vector network analyzer (VNA) is used to measure the S21 between the log-periodic 
antenna and the proposed coupled antennas inside the anechoic chamber of the University of 
Michigan. Figure 3.18 illustrates the measured and simulated peak-gain (boresight direction) over 
the entire bandwidth. It should be noted that the discrepancy between the simulations and 
measurements for the peak-gain is mainly due to the loss associated with the Balun transformer. 
Based on its data sheet, the Balun transformer has approximately 0.7 dB of insertion loss. As 
expected, the peak-gain variation is not highly sensitive to the separation distance between the 
antennas. Figure 3.17 and the Figure 3.18 show a very small frequency shift in the measurement 
results compared to the simulations. This is mainly because of the imperfections in the fabrication 
process and also the tolerance of the lumped-element loads used in the assistive antennas and 
matching network of the driver antenna. The information regarding variation of the peak-gain over 
the S11 bandwidth associated with each separation distance is given in Table 3.3. It is important to 
mention that the proposed fragmented coupled antenna not only enhances the bandwidth but also 
provides a higher peak-gain (around 1 dB) compared to the single-element antenna. The measured 
radiation efficiencies for 𝑑 = 12, 14, 16 𝑐𝑚 are also found to be 86.4%, 88.2%, and 80.4%, 
  




Simulated -10 dB Bandwidth Measured -10 dB Bandwidth 
Single Antenna 
 
236 MHz- 238.4 MHz 232.9 MHz- 235.3 MHz 
Coupled Antennas  (𝑑= 12cm) 
 
232.9 MHz- 250.7 MHz 231 MHz- 249.4 MHz 
Coupled Antennas  (𝑑= 14cm) 
 
233.6 MHz- 249.9 MHz 231 MHz- 247.4 MHz 
Coupled Antennas (𝑑= 16cm) 
 





respectively. These smaller values for the measured radiation efficiencies compared to the 
simulated ones (97%) can be attributed to the insertion loss of the Balun transformer. Finally, the 
radiation pattern in the E-plane (x– y plane) and the H-plane (y–z plane) are measured for all the 
separation distances at the beginning, middle and the end of the achieved frequency band (234 
MHz, 240 MHz, 246 MHz) shown in Figure 3.19. The radiation patterns resemble that of a dipole 






















1.26 dB -1.64 dB 0.56 dB- 0.97 dB 
Coupled Antennas  (𝑑= 12cm) 
 
1.36 dB- 2.54 dB 0.1 dB- 1.94 dB 
Coupled Antennas  (𝑑= 14cm) 
 
1.34 dB- 2.78 dB 0.8 dB- 2.1 dB 
Coupled Antennas (𝑑= 16cm) 
 





   
                                                                                     (a) 
   
                                                                                     (b) 
   
                                                                                    (c)  
Figure 3.19. Measured and simulated radiation pattern in E-plane (red) and H-plane (black) for three different frequencies (from 
left to right: 234 MHz, 240 MHz, 246 MHz) over the achieved frequency bandwidth (a): d= 12 cm, (b): d= 14 cm, (c): d= 16 cm. 





In this chapter, the concept of fragmented coupled antenna for achieving high bandwidth 
and high gain radiating structure from an ensemble of very small elements on small moving 
platforms is presented. To enable isolated platform operating, a miniaturized folded dipole antenna 
with inductive end-loads is designed. The provision of the inductive end-loads is to enable 
electromagnetic coupling of three or more of such antennas carried out by separate flyers. To 
achieve high radiation efficiency, the middle antenna (driver antenna) is excited and the two 
adjacent antennas (assistive) are terminated with lumped-element load. An optimization is carried 
on the load configuration to achieve considerable bandwidth enhancement and high radiation 
efficiency. Measurement results demonstrate that for a separation distance between three of such 
antennas, equal to the length of each antenna (12 cm), the proposed configuration provides 7.7 
times larger bandwidth (7.7%) than the bandwidth of the isolated antenna and results in an average 
radiation efficiency of above 86.4%. The coupled triple antenna configuration also shows 1 dB 
improvement in the peak-gain compared to the single element antenna. As the separation distance 
between the antennas increases, the bandwidth enhancement decreases. Effect of flight instabilities 
on the coupled array antennas is also investigated and a tunable matching circuit using varactor 







Electromagnetic-based Communication among Biological Cells 
 
 Introduction 
For a long time, there has been a hypothesis saying that biological organisms ranging from 
bacteria and microbes to birds take the advantage of electromagnetic signals to communicate with 
each other and their surrounding environment [2]. There are experimental evidences as well 
indicating interaction of electromagnetic waves with bacteria and microbes [116]. Electromagnetic 
signaling within bacterial communities (biofilms) may take place at the speed of light and hence 
can be very fast. Such communication should be more efficient than quorum sensing at which 
bacteria release chemical molecules or autoinducers to diffuse to the adjacent cells. This is because 
of the fact that diffusion of molecules within biofilm (composed of water) is too slow. To unravel 
the role of possible electromagnetic signaling and examine what kind of information is transferred 
between bacteria within a biofilm sample, the first step is to find the mechanism of this signaling 
and understand what the actual built-in antennas are within a biofilm sample. An electromagnetic-
based model that would predict such communication must be postulated to find the frequency and 
power level of signal generated by cells. Once these quantities (amplitude and frequency) are 
certainly known after the modeling and measurements, biologists can further investigate to see 
what actual information is transferred between the cells through such signaling and then try to 
control physiological activities of biofilms to treat related diseases efficiently.  
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To date, a few number of theoretical and experimental studies show some bacterial DNA 
sequences, microtubules, and protein chains induce electromagnetic (EM) waves at ~𝑘𝐻𝑧, ~𝐺𝐻𝑧, 
and ~𝑇𝐻𝑧 frequency ranges, respectively [45]-[50]. Based on these observations, there is a 
growing interest to investigate a possibility that bacteria in biofilms can also transmit/receive EM 
waves as a means of communication [2], [3], [51]. Profound investigation and multiphysics 
modeling are initially required to unravel this phenomena and understand how community of 
biological cells in a biofilm can communicate through EM waves. Then, as there is no compelling 
experimental evidence for this conjecture, as a theoretical context for this field, we need to develop 
comparisons between the EM signaling and QS to unravel why and how EM signaling could be 
potentially advantageous. 
Figure 4.1(a) illustrates scanning electron micrograph of a biofilm sample associated with 
the Staphylococcus aureus (S. aureus). Cells in a biofilm live in an extracellular matrix of hydrated 
polymeric substances (EPS) [57]. The major matrix components are polysaccharides, lipids, DNA 
segments and proteins some of which can form amyloid fibers. The EPS matrix provides 
mechanical stability for biofilms, mediates their adhesion to surfaces and interconnects biofilm 
cells through formation of a three-dimensional polymer network. In addition, the biofilm matrix 
acts as an external digestive system by keeping extracellular enzymes close to the cells, enabling 
them to metabolize dissolved, colloidal and solid biopolymers [117]. Within the EPS matrix of 
specific types of bacterial biofilms (e.g., S. aureus, and Bacillus subtilis), there are biological 
elements called amyloid fibrils which are basically characterized as elastic helical fibers with 
permanent dipole charges at their ends [118]-[120] (Figure 4.1(b)). The amyloid fibrils are in fact 
different conformational states of peptides and proteins [121], [122]. For instance, in S. aureus 
biofilms, their amyloid fibrils are basically aggregation of phenol-soluble modulin peptides 
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(PSM𝛼, PSM𝛽, etc.) [123]. The self-assembly process of PSMs into amyloid-like fibers involves 
backbone hydrogen bonding and side-chain interaction (e.g., hydrophobic interaction, 𝜋-stacking, 
and van der Waals attraction) [124], [125]. As can be observed from Figure 4.1(c) and also 
illustrated in Figure 4.1(d), the fibrils are all either suspended within the water background of the 
biofilm or attached to a cell membrane. The fibrils can vibrate due to internal metabolic processes, 
or undergoing external stresses to radiate EM waves (the concept of Mechanical Antennas). Thus, 
charged amyloid fibrils might play the role of mechanical antennas for their corresponding cells 
within biofilms. The frequency of communication is then governed by the mechanical properties 
of cells and the amyloid fibrils (modulus of elasticity, mass density, surface charge density, etc).  
 
 
                        
                                   (a)                                                                                                    (b) 
                                                     
                                  (c)                                                                                                     (d) 
 
Figure 4.1. (a) SEM image of Staphylococcus aureus biofilm [126]. (b) Formation of amyloid fibrils as a result of charged peptides 
aggregation through hydrophobic and hydrophilic forces. The amyloid fibril will have a net dipole moment [127]. (c) Amyloid 
fibrils in composition with the extracellular matrix attached to the cell membrane (TEM image) [125]. The scale bar is 1μm. (d) A 
2D illustration of a biofilm with elastic amyloid fibrils (helical strings) playing the role of natural built-in antennas. The cells are 




In this chapter, different vibrational modes for charged amyloid fibrils, called spring mode 
and cantilever mode, are explored. Fundamentally, accelerating charges can radiate 
electromagnetic fields, hence vibrating charged fibrils will act as the source and the antenna for 
cells in biofilms. A model based on electromagnetically-coupled system of mechanical oscillators 
is developed to evaluate the characteristics of this EM signal generated among the cells in a 
biofilm. Different mechanisms that lead to EM signal emission within kHz-GHz frequency range 
is demonstrated. For purposeful EM communication among cells, such vibration must be initiated 
by the cell itself. Using COMSOL Multiphysics simulation tool, it is shown that cell’s sudden 
deformation caused by the release of accumulated stress or metabolic energy, can excite internal 
resonant vibration which in-turn couple to its attached amyloid fibrils. Such motions and the 
generated EM waves that can exert force on the charges of adjacent amyloid fibrils or other charges 
within the adjacent cells can be considered as purposeful signaling.  
 
 Source of EM Signal Emission in Biofilms 
Amyloid fibrils in some specific biofilms such as S. aureus biofilm contain permanent 
dipole moment mainly oriented along their formation axis [119]. Amyloid fibrils are also 
characterized as elastic helical strings or beams [120]. The amyloid fibrils are either suspended 
within the liquid medium of the biofilm or hinged to the cells (see Figure 4.1(c)). These elastic 
charged strings can be then set in vibration by either the EPS matrix itself or cell through a sudden 
motion generated from metabolic processes or accumulated stress. Any vibrating (accelerating) 
charge radiates electromagnetic waves at frequencies related to the charge’s motion which relates 
to the natural mechanical resonances of the structure. Therefore, charged amyloid fibrils play the 
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role of mechanical antennas within biofilms [22]. Due to the small dimensions of cells and 
amyloids, the fields generated by such motions are expected to fall within radio frequencies.  
 
4.2.1. Structural Mechanics Analysis of Single Amyloid Fibril and Cells. 
In order to conceptually understand how motion of amyloid fibrils looks like and find 
possible natural resonant frequencies, we first performed a solid mechanics modal analysis on 
amyloid fibrils that are attached to a cell. In this analysis COMSOL Multiphysics simulation tool 
is used and the results are shown in Figure 4.2. Here, the cell is modeled as a solid sphere (𝑅 =
440 𝑛𝑚) with Young modulus 𝐸 = 200 𝑀𝑝𝑎, and mass density 𝜌𝑐𝑒𝑙𝑙 = 1000 𝑘𝑔/𝑚
3 [128]-[131]. 
The fibril is modeled as a solid beam with bending rigidity 𝐸𝐼 = 0.8×10-26𝑁.𝑚2 [120], and linear 
mass density 𝜌′ = 46.2 𝑘𝐷𝑎/𝑛𝑚 [132]. These parameters are all summarized in Table 4.1. The 
amyloid fibril is 1 𝜇𝑚 in length (𝑙) and 10 𝑛𝑚 in width. In general, the fibril length can vary from 
0.1𝜇𝑚 to 6𝜇𝑚 [133]. Simulation results show that due to the flexibility of fibrils compared with 
the cell, at low frequencies, while the cell is stationary, they mainly undergo cantilever beam 
vibrational modes with multiple nodes depending on the mode of vibration. But, at higher 
frequencies, the higher order modes of cantilever beam couples to the cell’s vibrational modes and 
a complex (combined) mode of vibration will form from the cell plus it amyloid fibril (see 
Figure 4.2(b)). We will discuss these complex modes in more details later when purposeful 
 
Table 4.1. Structural Mechanics Properties of the Cells and Amyloid Fibrils. 
 
Component/Parameter Mass density (𝜌)  Young Modulus (𝐸) Bending Rigidity (𝐸𝐼) 
Cell 1000 kg/m3 [131] 200 MPa [129] N.A 
Amyloid Fibril 46.2 kDa/nm [132] 5-50 GPa [120] 𝐸𝐼 = 0.8×10-26𝑁.𝑚2 [120] 
 
 79 
communication is discussed. For a fibril with the above mentioned physical and mechanical 
properties, the natural resonant frequencies of its cantilever beam modes are [134], 
 
 
                                                                                               
(a) 
 




Figure 4.2. (a): A bacterial call and its attached amyloid fibril are modeled as a solid sphere and a beam for modal analysis. (b): 
Structural mechanics modal analysis on the amyloid fibril and cell. At low-frequencies, cantilever beam vibrational modes are 
observed for the fibrils within the kHz-MHz range. At higher frequencies, the cell’s vibrational modes will combine with the higher 
order modes of the cantilever beam associated with the fibril and then complex mode configurations appears. The given resonant 
frequencies in the parenthesis are the ones obtained from the analytical solution which are in agreement with COMSOL FEM 








                                                          (4.1) 
where 𝛼𝑛 = 1.875, 4.694, 7.885, 11 are constants associated with the first four modes. As 
indicated in Eq. (4.1), the resonant frequencies are inversely proportional to the square of length. 
Figure 4.3 depicts the resonant frequency of an amyloid fibril versus its length for its first four 
modes. In very close agreement with these theoretical values, simulations also predict that the 
resonant frequencies fall within the 𝑘𝐻𝑧 −𝑀𝐻𝑧 range. Therefore, such amyloid fibrils can be 
treated as low-frequency charged cantilever beams (Figure 4.2(c)). It should be noted that the 
vibration frequencies are in fact, the possible frequency of EM signaling within the biofilm. 
Whenever charged amyloid fibrils are set in motion (vibration) by means of either the cell or the 
EPS matrix, their dipole charges radiate EM waves according to one the fundamental theories in 
electromagnetics.  
For those elastic amyloid fibrils which are floating and not attached to any cells, they act 
as mechanical distributed spring-mass oscillators with permanent dipole charges as shown in 
Figure 4.4. Since the dipole moment is not necessarily along the fibril axis, two spring modes can 
       
 
Figure 4.3. Resonant frequency of amyloid fibril cantilever beam mode as a function of length for its first four modes. To have 




be considered namely, longitudinal spring mode and transverse spring mode as illustrated in 
Figure 4.4(a) and Figure 4.4(b), respectively. Considering an elastic amyloid fibril (modulus of 
elasticity, 𝐸~5-50 𝐺𝑝𝑎 [120], [135]) with length 𝑙, cross-section 𝐴 (𝑤𝑖𝑑𝑡ℎ (𝑤)~10 𝑛𝑚, 
ℎ𝑒𝑖𝑔ℎ𝑡 (ℎ) ~2 𝑛𝑚) [136] and distributed mass 𝑚 (= 𝜌′𝑙), its resonant frequency can be 





























𝐸 × (𝑙 × ℎ)
𝜌′𝑙 × 𝑤
         (4.2) 
Here, 𝑓𝐿𝑆 and 𝑓𝑇𝑆 are the natural resonant frequencies of longitudinal and transverse spring modes, 
 
 
                                
                                   (a)                                                                                                      (b) 
              
                                   (c)                                                                                                       (d) 
Figure 4.4. (a): An elastic amyloid fibril connected to the EPS matrix and not attached to any cells can be modeled as a charged 
spring (longitudinal mode). (b): Transverse spring mode for the floating fibrils. (c): Amyloid fibril natural resonant frequency for 





respectively. 𝐾 is the effective spring constant of fibrils for each mode. Figure 4.4(c) and 
Figure 4.4(d) show the resonant frequency of spring vibration mode as a function of amyloid length 
assuming the above mentioned mechanical properties. From this figure, one can readily conclude 
that such mode of vibration can potentially induce EM fields mainly within gigahertz frequency 
range (0.1-50 GHz). It should be noted that for this mode of vibration, the motion of opposite 
charges associated with each fibril are out of phase and thus their emitting EM fields would be in-
phase.  
 
4.2.2. Amyloid Fibrils Community as EM-Coupled Mechanical Oscillators.  
Within a small volume of biofilms, there may be up to millions of amyloid fibrils with 
various lengths. Based on what explained and also illustrated in Figure 4.5, this would create a 
system of electromagnetically-coupled mechanical oscillators. In fact, the vibrating charges 
provide EM coupling between adjacent elastic fibrils treated as mechanical oscillators. Since 
strong EM coupling can potentially exist between fibrils, the vibration frequencies of individual 
fibrils are not necessarily the vibration frequencies of the isolated fibrils due to the frequency 
bifurcation phenomena observed in coupled resonator systems. The following subsection provides 
the detailed analysis of electromechanical coupled system and describes the method for the 
calculation of the resonant frequencies. In summary, this analysis indicates that for the spring 
mode, EM interactions relative to the stiffness of fibrils are not strong enough to provide coupling 
and synchronization between the adjacent fibrils. Therefore, the vibration frequencies of coupled 
fibrils will be mainly the same as the individual’s frequencies. However, for the cantilever beam 
mode, strong coupling exists relative to the equivalent stiffness for this mode and the natural 
vibration frequencies of fibrils community mainly occurs in the kHz-MHz frequency range with 
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strong synchronization. It should also be stated that as the frequency of spring mode (GHz) and 
cantilever beam mode (kHz-MHz) are far apart from each other, these vibrational modes are 
decoupled.  
 
4.2.3. Mathematical Analysis of EM-coupled Mechanical Oscillators 
In order to clarify the role of EM coupling among fibrils and understand how vibration of 
one fibril gets affected by the adjacent fibrils, according to Figure 4.5(b) or Figure 4.5(c), one of 








     
                                   (b)                                                                                           (c) 
Figure 4.5. (a): Illustration of a biofilm including cells and amyloid fibrils. (b): EM-coupled system of mechanical oscillators 
representing interacting amyloid fibrils in a biofilm (cantilever beam mode). (c): Coupled spring vibrational mode for fibrils in 




changes or activities in a cell, and go into motion. Then, due to EM coupling other fibrils can also 
potentially go to motion and transfer the message in the medium. To examine this scenario, the 
Lagrangian technique which is the resultant of Hamilton’s principle is applied to the constituents 
in the medium. For a single cantilever beam with length 𝑙 the equation of motion can be calculated 
analytically. Considering its first mode of vibration, the vibration amplitude distribution along the 
beam is, 
𝑤(𝑥, 𝑡) = (1 − cos (
𝜋
2𝑙
𝑥))𝑦(𝑡)                                           (4.3) 
here, as defined in Figure 4.2(c), 𝑥 is the representation of coordinate system along the beam and 
𝑦(𝑡) takes into account the temporal behavior of transverse vibration which can be for example 
proportional to cos(𝜔𝑡) for an oscillatory case. The stored kinetic energy (𝑇) and the stored strain 












) 𝑙?̇?2                                   (4.4) 












)4𝐿𝑦2                                       (4.5) 
where 𝐸𝐼 is the bending rigidity of the beam (fibril), 𝑙 is the length, 𝜌 is the volumetric mass 
density (𝜌′ = 𝜌𝐴) and 𝐴 is the beam’s cross section. ?̇? is the time-derivative of 𝑤(𝑥, 𝑡) and 𝑤′′ is 
the second derivative of 𝑤(𝑥, 𝑡) with respect to 𝑥.    
Now, back to our original problem with many anchored fibrils (Figure 4.5(b)), defining the 
orientation of each fibril at its rest as 𝑑?̂?𝑖, and the amplitude of transverse oscillation of its open 
end as 𝑦𝑖, and considering the first mode of cantilever beam for each fibril, the Lagrangian of the 
system (𝑁 fibrils) can be written as [138], 
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where, the first term accounts for the stored kinetic energy of the system, the second term includes 
the stored potential energy in the system and the third term which is the key element in describing 
electromagnetic-based communication, represents the dipole-dipole interaction of adjacent fibrils 
(electromagnetic potential energy, 𝑈𝐸𝑀). As the induced EM signal wavelength (𝑘𝐻𝑧 − 𝐺𝐻𝑧) is 
considerably longer than typical dimensions within a biofilm (𝑛𝑚-𝜇𝑚), 𝜅𝑖𝑗 can be found using 











3(𝒓𝒊 − 𝒓𝒋). 𝑑?̂?𝑗
⟘
|𝒓𝒊 − 𝒓𝒋|
2 (𝒓𝒊 − 𝒓𝒋). 𝑑?̂?𝑖
⟘}              (4.7) 
𝑞𝑖 is the charge of the dipole associated with each fibril, 𝒓𝑖 is the stationary position of the 𝑖
𝑡ℎ 
fibril’s open end and  𝑑?̂?𝑖
⟘ is a unit vector perpendicular to 𝑑?̂?𝑖. The correction coefficient 𝑐ℎ𝑑𝑦 
behind the first term of Eq. (4.6) takes into account the hydrodynamic loading of water around the 
beam and is simply given as [139], 
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𝑒     𝑖 = 1,2,3, … ,𝑁                            (4.9) 
We will end up having 𝑁 independent equations. Here, 𝐹𝑖
𝑑, and 𝐹𝑖
𝑒account for the damping force 
(cantilever beam vibration in water as a viscous medium) and other external non-conservative 
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forces, respectively. By solving the abovementioned 𝑁 equations for the steady state condition, 
one can obtain all the possible resonant frequencies and amplitudes of oscillation of the fibrils in 
the medium. These equations in the frequency domain can be re-arranged in the form of a 
generalized eigenvalue-eigenfunction problem, 
(−𝜔2𝑀 ̿̿̿̿ + 𝑖𝜔?̿?𝑑 + 𝐾 












                                 (4.10) 
where 𝜔 is the natural resonant frequency of the system, and 𝑌 is an 𝑁 × 1 vector representing the 
amplitude of oscillation of the fibrils at that frequency. The index 1 on the right-hand side 
(excitation vector) corresponds to one initially-disturbed fibril. Defining 𝑄𝑖 as the quality factor 







)4𝐿𝑖,    𝑚𝑖 = 𝑐ℎ𝑑𝑦 × 𝜌𝑖𝐴𝑖(
3𝜋 − 8
2𝜋
)𝐿𝑖                    (4.11) 
The 𝑁 × 𝑁 matrices ?̿? (equivalent spring constant), ?̿? (equivalent mass), and ?̿?𝑑 (equivalent 
damping) [140] in Eq. (4.10), can be written as, 
𝐾𝑖𝑖 = 𝑠𝑖, 𝐾𝑖𝑗 = 2𝜅𝑖𝑗   (𝑖 ≠ 𝑗)




,   𝐹𝑑𝑖𝑗 = 0 (𝑖 ≠ 𝑗)
                                     (4.12) 
As can be seen, the non-diagonal elements of the matrix 𝐾 ̿ represent the electromagnetic coupling 
between the fibrils. Mathematically speaking, these non-diagonal elements are in fact representing 
the communication among adjacent fibrils. As will be discussed later, the ratio of non-diagonal 
elements to the diagonal elements (𝜅𝑖𝑗/𝑠𝑖) is critical in establishing synchronized vibration among 
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fibrils. By synchronization, we just mean that the amplitude level of fibrils displacement are a 
noticeable fraction of the oscillation amplitude of that initially disturbed fibril. 
All the possible resonant frequencies of the system (frequencies of EM-based 
communication) are the solution of following equation, 
|𝐾 ̿̿̿ − 𝜔𝑖
2𝑀 ̿̿̿̿ + 𝑖𝜔𝑖?̿?𝑑| = 0                                           (4.13) 
The corresponding amplitude of oscillation for all the fibrils associated at each eigenfrequency 
(𝜔𝑟𝑖 = 𝑅𝑒{𝜔𝑖}) is also given by, 
             𝑌?̅? = (𝐾 ̿− 𝜔𝑟𝑖













𝐹0                               (4.14) 
The more non-zero elements the vector 𝑌?̅? contains, the stronger is synchronization among the cells 
at that frequency which is determined by the strength of 𝜅𝑖𝑗/𝑠𝑖. 
 
4.2.4. Possible EM-based Communication Frequencies and Synchronization Level. 
For simple demonstration of the concept and capability of our proposed approach, we have 
first used a packing algorithm illustrated in Figure 4.6 [141]. At every iteration, the algorithm 
generates a cylinder with prescribed cross section, random location, and random length (within the 
limits defined for its length and bounding box) and evaluate to find if it intersects with other 
previously generated cylinders or not. If it intersects, the algorithm removes this cylinder and 
generates a new one. If not, it continues and generate other cylinders until the whole volume of all 
cylinders reaches the desired volume fraction (𝜑𝑚𝑎𝑥). For our problem here, we have generated 
2000 non-intersecting fibril. The fibrils are generated such that they are all confined within a box 
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Figure 4.6. (a): The developed flowchart for generating non-intersecting fibrils (cylinders) inside a box. (b): One 3D realization for 




distribution is considered to be uniform, 𝐿~𝑈(0.1,6) 𝜇𝑚. Using those previously used values of 
the mass density (𝜌), cross section (𝐴) and bending rigidity (𝐸𝐼), and setting fibrils dipole charges 
𝑞 = ±3𝑒− (𝑒− is the electron charge value) [119], Eq. (4.13) and Eq. (4.14) are solved for the 
resonant frequency (communication frequency) as well as the vibration amplitude of all fibrils in 
response to one initially-disturbed fibril. The quality factor for a cantilever beam vibrating in water 
(biofilm background medium) is set to be 𝑄~4 (see Appendix B). Figure 4.7(a) illustrates the 
resulted frequency spectrum. As can be seen, based on the cantilever beam vibrational mode, 
staphylococcus aureus cells that are used in this simulation can potentially use electromagnetic 
signals within the 𝑘𝐻𝑧 −𝑀𝐻𝑧 range. This potential spectrum depends on the modeling parameters 
and is not unique. As there are many uncertainties in experimental values for these parameters, the 
spectrum can slightly shift up or down. Also it is noted that in this simulation, we have only 
considered the fundamental mode. Considering higher order modes of cantilever beam, frequency 
spectrum also shifts upward. The relative amplitude of oscillation of fibrils at two of the 
fundamental mode’s resonant frequencies 13.6 𝑘𝐻𝑧, and 3.3 𝑘𝐻𝑧 is calculated and shown in 
Figure 4.7(b) and Figure 4.7(c), respectively. Here, all the amplitudes are normalized to the 
amplitude of the fibril having maximum oscillation level. It is obvious that in response to the initial 
vibration of one fibril, other fibrils start vibrating by the transferred electromagnetic signal. The 
synchronized motion with large amplitudes happens only at subset of all possible resonant 
frequencies. It should be noted that the level of synchronization decreases as the resonant 
frequency increases. This is due to the fact that the cantilever beams vibrating at higher frequencies 
are stiffer and the EM field is not strong enough to exert force on the fibrils. Since there are 
uncertainties on the reported values for the fibrils dipole moment (charges), another simulation 
considering stronger dipole charges (𝑞 = ± 15𝑒−) is carried out and the result is shown in 
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Figure 4.8(a). Figure 4.8(b) and Figure 4.8(c) depict the relative amplitudes of vibration at 8 𝑘𝐻𝑧 
and 27.6 𝑘𝐻𝑧, respectively. It is shown that stronger dipole moment enhances the electromagnetic 
coupling which in turn will increase the synchronization level between the fibrils. Additionally, as 
the electromagnetic force becomes stronger, the resonant frequencies with high synchronization 
level potentially shift upward. The impact of quality factor on the synchronization and frequency 
spectrum was also investigated by considering, for instance a lower quality factor value (𝑄 = 2) 
for the fibrils’ vibration. It can be observed from Figure 4.9 that the frequency spectrum slightly 
changes and synchronization level becomes smaller when the loss increases. This is somehow 
expected because oscillation amplitude of transmitting fibril gets attenuated quickly and then 
electromagnetic coupling strength reduces. 
The same procedure was applied to study the spring vibrational mode [142]. The Young 
modulus for the spring mode is set to be 25 𝐺𝑃𝑎 [120]. Considering spring modes, the spectrum 
shifts to the gigahertz frequencies as shown in Figure 4.10(a), mainly because of larger stiffness 
compared to the cantilever mode. Because of this stiffness, fibrils cannot excite each other to have 
synchronization (Figure 4.10(b), and Figure 4.10(c)). In other words, the EM field does produce 
not enough energy to cause the amyloid fibrils move longitudinally at GHz frequencies. This is 
evident mathematically by examining the ratio of the non-diagonal to the diagonal elements of 




 meaning that the matrix ?̿? is 
almost diagonal prohibiting interaction between the elements of vector 𝑌?̅? (see Eq. (4.10)). 
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            (a) 
           
                                   (b)                                                                                                    (c) 
Figure 4.7. (a): Possible resonant frequencies of electromagnetically-coupled amyloid fibrils (cantilever beam mode, 𝑞 =
±3𝑒−, 𝑄 = 4 ). (b): Relative amplitude of vibration of fibrils at one of those eignefrequencies (13.6 𝑘𝐻𝑧). (c): Relative amplitude 









            (a) 
       
                                   (b)                                                                                                    (c) 
Figure 4.8. Impact of stronger dipole moment (𝑞 = ±15𝑒−, 𝑄 = 4) on the synchronization and natural resonant frequencies. (a): 
Frequency spectrum. (b): The relative amplitude of fibrils’ vibration is plotted at 8 k𝐻𝑧. (c): The relative amplitude of fibrils’ 









            (a) 
       
                                   (b)                                                                                                    (c) 
Figure 4.9. Impact of lower quality factor (𝑞 = ±3𝑒−, 𝑄 = 2) on the synchronization and natural resonant frequencies. (a): 











            (a) 
       
                                   (b)                                                                                                    (c) 
Figure 4.10. (a): Possible resonant frequencies for the spring mode. (b): Relative amplitude of fibrils’ oscillation for spring mode 
at 0.9 G𝐻𝑧. (c): Relative amplitude of fibrils oscillation for spring mode at 8.13 G𝐻𝑧. Only the initially-excited fibril vibrates and 
cannot couple to other fibrils. 
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 Multiphysics Model of EM Communication within Biofilms 
4.3.1. Purposeful EM Communication Hypothesis.  
So far, our modeling has been only focused on the vibration of charged fibrils as the 
origination of EM waves in biofilm samples. For purposeful communication; however, this 
vibration must be initiated from the cell itself. Based on our hypothesis summarized in Figure 4.11, 
it is expected that once a transmitting cell sets an amyloid fibril to motion through resonant 
vibration, it provides EM signal transmission from that cell to its environment as well as its 
adjacent cells. For receiving mode, according to the reciprocity theorem, the transmitted signal 
will transfer the wave energy to mechanical energy by exerting force on the permanent dipole 
charges of other amyloid fibrils attached to the adjacent cells. In other words, the signal reception 
is accomplished in the reverse order, that is, the time-varying electric fields generated by cells 
exert force on the permanent charges on amyloid fibers connected to a receiving cell which is then 
sensed by the receiving cell. Through the Mechanotransduction process [143], [144], the cell 
senses this mechanical stimulus and will convert it into a biochemical, intracellular response.  
As the cell-fibril modal analysis predicted before, the cell can also undergo a mechanical 
deformation along with its attached fibrils at higher frequencies. Shown in Figure 4.2, this 
deformation couples to the higher order cantilever modes of the amyloid fibril causing a high 
frequency oscillation. As a result of this, EM signal will be created at the frequency and harmonics 
of cell’s resonant vibration frequencies. To find these possible resonant frequencies of the cell 
itself, a solid mechanics modal analysis is performed on an individual cell. As illustrated in 
Figure 4.12, the cell is modeled as a sphere (𝑅 = 440 𝑛𝑚) with Young modulus 𝐸 = 200 𝑀𝑝𝑎, 
Poisson’s ratio 𝜈 = 0.4, and mass density 𝜌𝑐𝑒𝑙𝑙 = 1000 𝑘𝑔/𝑚
3 [128]-[131]. The natural spheroidal 
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modes of the cell and corresponding resonant frequencies can be obtained through solving the 
Navier’s wave equation [145], 
(𝜆 + 2𝜇)𝛻(𝛻. ?⃗? ) − 𝜇𝛻 × (𝛻 × ?⃗? ) = −𝜔2𝜌𝑢                              (4.15) 
here 𝑢(𝑟) is the radial displacement of every point within the cell, 𝜔 is the natural resonant 
frequency of the allowable mode, and 𝜆 and 𝜇 are the shear modulus and Lame’s first parameter, 




,   𝜆 =
𝐸𝜈
(1 + 𝜈)(1 − 2𝜈)
                                   (4.16) 
Similar to the TE and TM waves problems in electromagnetics [6], the spheroidal modes 








Figure 4.11. Our hypothesis for electromagnetic-based communication between two transmitting (TX) and receiving (RX) 




modes. Hence the total displacement 𝑢(𝑟) can be written as [146], 
?⃗? (𝑟) = ?⃗? 𝐿 + ?⃗? 𝑇 = 𝛻𝜑 + 𝛻 × (𝛻 × (𝐴?̂?)                              (4.17) 
where 𝜑 and 𝐴?̂? are scalar and vector potential, each of which satisfies the wave equation as, 
𝛻2𝜑 + 𝑘𝐿
2𝜑 = 0                                                     (4.18) 
𝛻2(𝐴?̂?) + 𝑘𝑇





,  𝑐𝐿 = √
𝜆 + 2𝜇
𝜌




,  𝑐𝑇 = √
𝜇
𝜌
                                                   (4.21) 
Assuming a solid sphere model for the cell, its radial displacement can be then written as [146], 
?⃗? (𝑟) = ?⃗? 𝐿 + ?⃗? 𝑇 = 𝐵𝛻 (?̂?𝑗𝑙(𝑘𝐿𝑟)𝑝𝑙(𝑐𝑜𝑠 𝜃)) + 𝐶𝛻 × 𝛻 × (?̂?𝑗𝑙(𝑘𝑇𝑟)𝑝𝑙(𝑐𝑜𝑠 𝜃))    (4.22) 
here, B and C are two constants. 𝑗𝑙 and 𝑝𝑙 are the spherical Bessel function of the order 𝑙 and 
Legendre polynomial function of the order 𝑙, respectively. To find the natural resonant frequencies 
associated with each spheroidal mode, we have to first define the stress tensor (𝜎𝑖𝑗) as,  
𝜎𝑖𝑗 = 𝜆𝛻. ?⃗? 𝛿𝑖𝑗 + 2𝜇𝜖𝑖𝑗                                                (4.23) 










)                                                    (4.24) 
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 By applying the stress-free boundary condition on the cell’s membrane [146], 
𝜎𝑟𝑟 = 𝜎𝑟𝜃 = 0 (@ 𝑟 = 𝑅 = 440 𝑛𝑚)                                  (4.25) 
After several algebraic steps, it can be shown that the natural resonant frequencies of vibration (𝜔) 










 𝑇11 = (𝑙
2 − 𝑙 −
𝜂2
2
) 𝑗𝑙(𝜉) + 2 𝜉𝑗𝑙+1(𝜉)
𝑇13 = 𝑙(𝑙 + 1){(𝑙 − 1)𝑗𝑙(𝜂) − 𝜂𝑗𝑙+1(𝜂)}
𝑇41 = (𝑙 − 1)𝑗𝑙(𝜉) − 𝜉𝑗𝑙+1(𝜉)
𝑇43 = (𝑙




                             (4.27) 
In the above equation 𝜂 = 𝐾𝑇𝑅 and 𝜉 = 𝐾𝐿𝑅. 
Figure 4.12 depicts the first four spheroidal modes of the cell (𝑙 = 1, 2, 3, 4) given the 
above mentioned properties and size. As can be seen, the natural vibrational frequencies for a 
single cell are in the range of 200 𝑀𝐻𝑧-1 𝐺𝐻𝑧 in agreement with recent experimental observations 
in the literature [131]. Additionally, the ellipsoidal mode (second mode) has the lowest possible 
frequency while the breathing mode (first mode) occurs at higher frequencies. Through numerical 
simulations using COMSOL Multiphysics, the modal analysis results are also verified and close 
agreements are observed. Additionally, the natural resonant frequencies of the combined modes 
for the cell-fibril configuration in Figure 4.2(b), are mainly governed by the natural resonant 
frequencies of the cell and not of the fibril. 
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4.3.2. COMSOL Simulation for Purposeful Communication 
To elaborate more on the high frequency combined modes of vibration and visualize the 
concept of purposeful communication, COMSOL Multiphysics is utilized in this subsection. As a 
simple example, illustrated in Figure 4.13(a), two cells with their attached amyloid fibrils are 
considered with intercellular distance 𝑅𝑑 = 1 𝜇𝑚. The cells and fibrils are molded as solid spheres, 
and solid beams with the aforementioned mechanical properties. The amyloid fibrils are 1𝜇𝑚 in 
length (along the 𝑥-axis) and are attached to the cells’ membrane with cross-section 2μm×10μm. 






= 0.025 × 𝑔(𝑡)                                               (4.28) 
where 𝑔(𝑡) is the time-domain representation of applied strain (see Figure 4.13(b)). With the 
applied strain, the cell is stretched along the z-axis by approximately 20 𝑛𝑚 with a pulse having 
full width at half max (FWHM) of ~2 𝑛𝑠. The applied sudden strain stress excites different modes 




Figure 4.12. Structural mechanics modal analysis on an individual bacterial cell (analytical and numerical simulation). The natural 
resonant frequencies of the first four modes are in the sub-GHz range. Close agreement between the analytical frequencies and 
COMSOL eignefrequencies is achieved. The given values in the parenthesis are for the COMSOL simulation results. 
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transfers the vibration to the attached amyloid fibril. Given the fact that fibrils have opposite 
charges on their both ends, there would be two contributing electric fields in transmission mode 
(𝑬𝑡𝑜𝑡𝑎𝑙 = 𝑬+𝑞 + 𝑬−𝑞). Figure 4.14(a) and Figure 4.14(b) show the vibration amplitude of the 
transmitting amyloid fibril ends (point A and point B defined in Figure 4.13(a)), denoted as 𝑑𝐴(𝑡) 
and 𝑑𝐵(𝑡), respectively. It can be readily concluded that due to viscosity of water background of 
the biofilm, the vibration of fibrils and cells get damped quickly. Knowing the time-domain profile 
of each of the end’s vibration, 𝑑(𝑡), the generated electric field by each of the fibril dipole charges 






















] ?̂?}          (4.29) 
Here, 𝑞 is the dipole charge of fibril, ?̂? is the observation point measured from the location of each 
of the dipole charges at rest and ?̂? is the vibration amplitude vector. 𝑢𝑝 also represents the phase 
velocity. Keeping only those terms proportional to 
1
𝑟3
 as we are dealing with the near-field 
 
 
           
(a)                                                                                                    (b) 
Figure 4.13. (a): 3D view of a bacterial cell with its attached amyloid fibril surrounded by water. The cell is experiencing an initial 
strain along the 𝑧 −axis which in turn start vibrating and moving the amyloid fibril. The center or the TX and RX cells are located 




components (dimensions within a biofilm sample are in the order of 𝑛𝑚-𝜇𝑚 and the frequency is 










?̂?} 𝑑(𝑡)                                  (4.30) 
This indicates that the profile of induced electric field is proportional to the vibration amplitude of 
fibril. Setting fibrils dipole charges [23] 𝑞 = ±3𝑒− (𝑒− is the electron charge value), Figure 4.14(c) 
and Figure 4.14(d) show the received electric-field by the RX cell at point 𝐷 and point 𝑂’ (see 
Figure 4.13(a)), respectively. For signal reception, the induced electric field can either exert force 
on charges of receiving fibrils to be sensed by the corresponding cell or it can move certain charged 
messenger protein within the cell. In order to obtain the frequency spectrum of EM signaling 
among the cells and find the possible communication frequencies, the FFT of the generated electric 
field is calculated and the result is plotted in Figure 4.14(e) and Figure 4.14(f). It is clearly shown 
that cells and amyloid can produce an electromagnetic spectrum that includes frequencies up to 
about 5 GHz. However, as the frequency gets larger, the signal level decreases drastically 
indicating that based on this model, communication at frequencies below 2-3 GHz is more 
probable specifically around 500 MHz. 
As we proposed several Multiphysics model regarding the EM signaling among biological 






                                        
(a)                                                                                         (b) 
 
                                        (c)                                                                                         (d) 
 
                                        (e)                                                                                         (f) 
Figure 4.14. (a): Vibration amplitude of the transmitting fibril’s ends at point A (dA(t)). (b): Vibration amplitude at point B (dB(t)). 
(c): Received electric by the RX cell at point 𝑂’. (d): Received electric field at point 𝐷. (e): FFT of the received electric field at 




 Comparative Study between EM Signaling and Quorum Sensing (QS) in Biofilms: 
Communication Data Rate 
So far, we have developed a model that conceptually depicts a theory for EM-based 
communication between bacteria within biofilms. The next question that needs to be addressed is 
 
Table 4.2. Summary of Proposed Models for EM Signaling among Biological Cells. 
 























why such mechanism may be needed while the cells are capable of communicating with each other 
through transmitting and intercepting chemical messengers (proteins, and ions). In the QS process, 
Gram-positive bacteria such as S. aureus use an oligopeptides denoted as AIPs, a chemical 
messenger [147]. For the reception, signaling event in bacteria occurs when the concentration of 
autoinducers near cell membrane reaches a specific threshold concentration [148].  
In this section, a quantitative comparison between these communication pathways is 
presented. As illustrated in Figure 4.15, the comparison is based on evaluating the schemes’ 
corresponding communication channel and compare their channel capacity (bit rate). The two 
individual cells are considered as transmitter and receiver (separation distance 𝑅𝑑). The 
challenging part is to model the communication channel itself and to understand how the message 
signal propagates within the medium and is captured by the cells.  
 
4.4.1. EM-Based Channel Capacity Estimation 
Figure 4.16(a) shows the scenario where two cells communicate through electromagnetic 
waves by means of their hinged amyloid fibrils. As mentioned, the cell with its hinged fibril can 
be modeled as a cantilever beam with dipole charges at its both ends. These two charged fibrils 
under acceleration act as transmitting and receiving antennas, respectively. Therefore, this can be 
modeled as an antenna system as shown in Figure 4.16(b). The channel capacity (bit/second) in 
this scenario then can be obtained using the well-known Shannon theorem [149], 
𝐶 = 𝐵 𝑙𝑜𝑔2(1 +
𝑆
𝑁
) = 𝐵 𝑙𝑜𝑔2(1 +
⟨𝐸2⟩
⟨𝐸𝑛2⟩
)                             (4.31) 
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where 𝐵 is the bandwidth of communication, ⟨𝐸2⟩ is the statistical average of power (square of the 
electric field) captured by the receiving cell from the emitting cell and ⟨𝐸𝑛
2⟩ is the noise power at 




|𝐸+𝑞(𝑟 = 𝑅𝑑) + 𝐸−𝑞(𝑟 = 𝑅𝑑)|)
2                         (4.32) 
where, ±𝑞 is the dipole charge associated with the fibrils, and 𝑅𝑑 is the distance between the two 
cells (or fibrils). The factor 
1
2
 accounts for the average relative orientation of the two fibrils. The 
expressions for 𝐸+𝑞 and 𝐸−𝑞 are the same as what provided in Eq. (4.30). The background medium 
between the two cells is assumed to be water ( 𝑟 = 81). For the noise power estimation, here we 
have used the blackbody radiation assumption as shown in Figure 4.16(c). Considering Rayleigh-




    
𝑊
𝑚2𝐻𝑧 𝑠𝑟
                                                 (4.33) 
and assuming a transverse electromagnetic (TEM) approximation for the noise (uniform angular 
dependency), the noise power density can be obtained as, 
       
                                    (a)                                                                                                     (b) 
Figure 4.15. (a): Two individual cells are communication through either chemical messengers (autoinducers or ions) or EM waves. 














𝛽                  (4.34) 
𝑇 is the temperature (298 𝐾), 𝐾 is the Boltzmann constant, and λ is the communication wavelength 
related to the fibril vibration frequency (𝑓0) as 𝑓0 = 𝑐/λ. This is because a vibrating charge with 
frequency 𝑓0 radiates EM signals at the same frequency. 𝛽 here is also the communication 
bandwidth since the vibration of fibrils occurs in water as a viscous background (damped). Using 
Eq. (4.32) and Eq. (4.34) along with the Eq. (4.31), one can find the corresponding channel 
capacity as a function of different parameters which will be discussed in the following result 
section (4.4.3).  
 
                         
   (a)                                                                                            (b)    
 
 
                                                                (c)                                                                                      
Figure 4.16. (a): Two cells communicate through EM waves by moving their hinged amyloid fibrils. (b): Its equivalent antenna 
system model as the dipole charges radiate through mechanical vibration of the amyloid fibrils. (c): Blackbody assumption for 




4.4.2. QS Channel Modeling 
All known QS networks operate as an “on–off” gene expression switch [150]. Until a 
certain critical autoinducer concentration is reached, the intracellular network must remain in the 
“off” state with inactive autoinducer production and less than one molecule of transcription factor 
per cell. Above the threshold, the transcription factor is expected to be found in detectable 
concentrations sufficient to stably activate (or repress) expression of all target operons [150]. 
Figure 4.17(a) depicts our model proposed for channel capacity estimation of quorum sensing. The 
well-known slotted binary channel is considered here (with time slot duration 𝜏) [151].  A cell 
releases 𝑁1 molecules with probability 𝑝 to transmit “𝑋 = 1” and releases 𝑁0 spherical molecules 
with probability 1 − 𝑝 to transmit “𝑋 = 0”. All the message molecules are assumed to be released 
by the cells spontaneously at the beginning of each time slot. The received symbol is “𝑌 = 1” if 
the number of intercepted messengers at the corresponding time slot (𝑘) is greater than or equal to 
a threshold number (𝑁𝑡ℎ), and “𝑌 = 0” if 𝑘 < 𝑁𝑡ℎ. It should be stated that the proposed 
communication channel in fact provides an upper bound for the channel capacity of QS because 
in reality, there is no such definite pulse modulation for the number of transmitting particles by 
the cells. This can in turn drastically reduce the channel capacity. For channel capacity calculations 
here, we need to find the probability of successful bit transmission, 𝑠𝑛 and 𝑔𝑛 (Figure 4.17(b)) 
defined as, 
𝑠𝑛 = 𝑃𝑟[𝑌𝑛 = 1|𝑋𝑛 = 1],     𝑔𝑛 = 𝑃𝑟[𝑌𝑛 = 0|𝑋𝑛 = 0]                        (4.35) 
Denoting 𝑢𝑛(𝑘|𝑥) as the conditional probability of receiving 𝑘 message molecules during the time 
slot 𝑛 given 𝑥 = 0 or 1 in the same time slot, the expressions for 𝑠𝑛 and 𝑔𝑛 can be written as, 
𝑠𝑛 = 1 − ∑ 𝑢𝑛(𝑘|1)
𝑁𝑡ℎ−1
𝑘=0
                                                (4.36) 
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     𝑔𝑛 = ∑ 𝑢𝑛(𝑘|0)
𝑁𝑡ℎ−1
𝑘=0
                                                    (4.37) 
For the first time slot (𝑛 = 1), using a binomial distribution for the number of receiving particles, 







𝑁𝑥−𝑘         𝑘 ≤ 𝑁𝑥
0                                            𝑘 > 𝑁𝑥
                              (4.38) 
For 𝑛 ≥ 2, considering a recurrence relation, we have [152], 








𝑢𝑛−1(𝑘 − 𝑗|𝑥) 
            
                                  (a)                                                                                                  (b)    
  
 (c)                                                                                      
Figure 4.17. (a): Physical model proposed for estimating channel capacity of quorum sensing based on diffusion phenomena. (b): 
Its binary channel representation. (c): Brownian motion of one autoinducer released by the transmitting cell to be captured by the 













𝑢𝑛−1(𝑘 − 𝑗|𝑥)         (4.39) 
In the above two equations for 𝑢𝑛, there is a parameter denoted as 𝑞𝑚 (𝑚 = 0,1,2, …). 𝑞𝑚 is the 
probability that a single molecule transmitted in slot 𝑖𝜖{1,2, … , 𝑛} arrives at the receiver in slot 𝑛 
where 𝑚 = 𝑛 − 𝑖. This quantity should be calculated using the Fick’s diffusion equation in three 
dimensions, as it relies on the diffusion of protein molecules (messages) within the water 
background of the biofilm. Following subsection gives the details of calculating 𝑞𝑚. Knowing the 
𝑠𝑛 and 𝑔𝑛 from Eq. (4.36) to Eq. (4.39), the mutual information achieved in the time slot 𝑛 can be 
written as [153],  
𝐼(𝑋𝑛; 𝑌𝑛) = 𝐻(𝑌𝑛) − 𝐻(𝑌𝑛|𝑋𝑛) 
= 𝒽((1 − 𝑝)𝑔𝑛 + 𝑝(1 − 𝑠𝑛)) − {𝑝𝒽(𝑠𝑛) + (1 − 𝑝)𝒽(𝑔𝑛)}       (4.40) 
where 
𝒽(𝑥) = −𝑥 𝑙𝑜𝑔2 𝑥 − (1 − 𝑥) 𝑙𝑜𝑔2(1 − 𝑥)                               (4.41) 










                                               (4.42) 
For the analysis of QS channel capacity in the results section, we have set 𝑁𝑡ℎ = 1,  𝑁0 = 0. This 
means that among 𝑁1 molecules released by the transmitting cell at the beginning of a time slot, 
only one molecule is required to be captured by the receiving cell to be interpreted as "𝑌 = 1" 
(Figure 4.17 (a)).   
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The last step to estimate the channel capacity associated with the QS is to find the 
expression for 𝑞𝑚. As mentioned,  𝑞𝑚 is the probability that a single molecule transmitted in slot 
𝑖𝜖{1,2, … , 𝑛} arrives at the receiver in slot 𝑛 where 𝑚 = 𝑛 − 𝑖 [152]. To obtain this parameter, we 
first define a function called the First Passage Time Distribution (FPTD) [154]. The FPTD 
function, represented by 𝑓(𝑡), is in fact the probability distribution function of time of arrival of a 
particle for a fixed distance through a random walk. Once 𝑓(𝑡) is known, the expression for  𝑞𝑚 
is given as [152], 
𝑞𝑚 = ∫ 𝑓(𝑡)𝑑𝑡 
(𝑚+1)𝜏
𝑚𝜏
  ;      𝑚 = 𝑛 − 𝑖                                   (4.43) 
In order to find the function 𝑓(𝑡), let us consider a message molecule released by Cell A at a 
distance of 𝑅𝑑 from Cell B (Figure 4.17(c)). Both cells have a radius of R. The molecule size is 
assumed to be negligible compared to the cell size. The well-known Fick’s equation can be used 
to account for the Brownian motion of this molecule. Defining 𝑤(𝑟, 𝑡) as the probability density 
of finding the particle at (𝑟, 𝑡), it follows the Fick’s equation [155], 
𝑤𝑡 = 𝐷 [𝑤𝑟𝑟 +
2
𝑟




2 𝛿(𝑟 − 𝑅𝑑)   𝑟 > 𝑎
𝑤(𝑎, 𝑡) = 0   𝑡 > 0
                                     (4.44) 
Here, 𝐷 is the diffusion coefficient of the particles, and 𝑟 denotes the radial distance. 𝑤𝑡 is the 
first-order time derivative of 𝑤 and 𝑤𝑟𝑟 stands for the second-order derivative of 𝑤 with respect 
to 𝑟. Assuming spherical symmetry for this problem, and solving Eq. (4.44) for 𝑤(𝑟, 𝑡), it can be 











) − exp (−
(𝑟 − (2𝑅 − 𝑅𝑑))
2
4𝐷𝑡
)]            (4.45) 
Defining 𝑆(𝑅, 𝑡) as the probability of finding the particle outside the receiving cell, we have [156], 










where, 𝑒𝑟𝑓(∗) is the well-known error function. Once 𝑆(𝑅, 𝑡) is obtained, the expression for the 



















;    𝜎 =
𝐷𝑡
𝑅2
       (4.47) 
Qualitatively speaking, the FPTD function depends on the protein (message molecule) diffusivity 
in the water background of the biofilm, the cell radius (𝑎), and the distance between the two cells 
(𝑅𝑑). Using Eq. (4.47) along with Eq. (4.36) and Eq. (4.37), we now have the expressions for 𝑠𝑛 
and 𝑔𝑛. 
Considering the scenario illustrated in Figure 4.17(c), the critical time of arrival (𝜏𝑐, the most 
probable arrival time of the message molecule from the transmitting cell to the receiving one) is, 
𝑑𝑓(𝑡)
𝑑𝑡




                                                 (4.48) 
This quantity is an important parameter as discussed in the following result section. 
  
4.4.3.  Results and Comparative Study  
Figure 4.18(a) and Figure 4.18(b) show the channel capacity calculated for QS as a function 
of the number of released particles (𝑁1) for two different separation distance between the cells 
(𝑅𝑑) and for various time slot durations (𝜏). The time slot durations correspond to the critical 
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arrival time for 𝑅 =0.5, 1, 2, and 5 𝜇𝑚. In our calculations, we have set 𝐷 = 10-10
𝑚2
𝑠
 [41] and 
𝑁0 = 0. Also, the threshold concentration of autoinducers (AIP-I) for gene activation is 
experimentally found to be 5000 𝑛𝑀 [157] or equivalently, considering the cell volume (sphere 
with radius, 𝑅 =350 𝑛𝑚), 𝑁𝑡ℎ = 1. As can be concluded from these two figures, the longer the 
distance between the communicating cells is, the lower the channel capacity would be for the same 
time slot duration 𝜏. Additionally, when 𝜏 gets shorter, the channel capacity increases until 𝜏 
reaches the critical arrival time (𝜏𝑐) defined in Eq. (4.48). If the pulse duration becomes smaller 
than 𝜏𝑐, the message molecues coming from consecutive time slots will not have enough time to 
reach the receiving cells and get mixed together. The receiver will then be confused with high 
probability and the channel capacity will drop drastically.  
For EM signaling channel capacity, the same scenario as what described in 
subsection 4.3.2 and shown in Figure 4.13(a) is considered. The strength of the electric field 
received by the RX cell (at point 𝑂’ defined on Figure 4.13(a)), 𝑬, is calculated for various 
intercellular distances (𝑅𝑑). According to the frequency spectrum of the received E-field in 
Figure 4.14(e), the channel capacity is examined at its peak frequencies (𝑓 =0.24 GHz, 0.42 
GHz, and 1.5 GHz). The bandwidth (𝛽) for each of these frequencies is considered to be -3dB 
bandwidth corresponding to the frequency spectrum of E-field illustrated in Figure 4.14(e). 
These bandwidth are found to be 33 MHz, 30 MHz, and 6.7 MHz, respectively. Then, Eq. (4.32) 
and Eq. (4.34) are applied. 
As the last and also the most important result, Figure 4.18(c) and Figure 4.18(d) compare 
the channel capacity for both QS and EM-based communication within biofilms as a function of 
distance. As is shown, electromagnetic-based communication provides approximately 5-7 orders 
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of magnitude higher channel capacity compared to QS and its coverage range is much longer.  
These two concluding remarks indicate that EM signaling can significantly outperform its 
biochemical counterpart. Table 4.3 provides a summary for the channel capacity comparisons 
between these two schemes. 
 
  
   (a)                                                                                            (b)    
  
   (c)                                                                                            (d)    
Figure 4.18. The channel capacity estimation for QS as a function of the number of messenger molecules released by the 
transmitting cell (𝑁1). (a): 𝑅𝑑 =  1 𝜇𝑚 (𝜏𝑐 = 1.7 𝑚𝑠). (b): 𝑅 =  2 𝜇𝑚 (𝜏𝑐 = 6.7 𝑚𝑠). 𝑅𝑑 is the distance between the two 
communicating cells.  The channel capacity estimation as a function of distance between two cells. (c): quorum sensing. (d): EM-





This chapter presented a theoretical model explaining how individual cells can transmit 
and receive electromagnetic waves. The fundamentals of operation of embedded radios within 
cellular structures is based on mechanical antennas. Permanent charged diploes within and around 
biological cells can be accelerated at their natural resonant frequencies through the cell’s natural 
metabolic activities and radiate electromagnetic signals from 𝐾𝐻𝑧 − 𝑇𝐻𝑧 frequencies. In specific, 
amyloid fibrils which are long fibers formed by aggregates of peptides with a specific dipole 
moment, are considered. We postulated that once one of the vibrational modes of amyloid fibrils 
is excited by the cells, it induces EM fields to communicate with adjacent cells. For the reception, 
emitted EM fields will exert force on the dipole charges of fibrils or move protein molecules within 
 





















, 𝑁𝑡ℎ = 1, 𝑁0 = 0 
𝐾 = 1.38×10-23, T= 298K, η= 120𝜋, 
E, 𝛽, λ: from frequency spectrum in 
Figure 4.14(e)  
Channel Capacity  0-50 bit/second 
 (over 1-10 𝜇m range) 
104-109 bit/second  
(over 1-10 𝜇m range) 
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the cell. The modeling results show that fibrils having cantilever beam mode of vibration generate 
EM waves within the 𝑘𝐻𝑧 −𝑀𝐻𝑧 range, and their mechanical spring modes excite 𝐺𝐻𝑧 signals.  
While experimental evidence for EM signaling will need to be obtained and undergo scrutiny, the 
quantified comparisons between EM and QS modes of communication can be useful for future 
studies, indicating that the EM route provides much higher data rate and also over longer range 







Conclusion and Future Directions 
 
 Research Summary and Contributions 
In this dissertation, as a major contribution, we have developed couple of multiphysics 
models that can unravel the concept of electromagnetic-based communication recently 
hypothesized as a new communication paradigm among biological cells including bacterial 
communities (biofilms). This study is particularly advantageous, as biologists would further 
investigate to clarify the purpose of information transferred through such signaling so as to control 
the physiological activities of infectious bacteria and cancer tumors for instances. For the sake of 
modeling this EM-based communication and the antennas cells are equipped with, we have utilized 
our developed antenna design concepts at low frequencies (VLF and VHF bands), namely 
mechanical antennas and fragmented antennas. 
The proposed mechanical antenna system here with its unique phase modulation and 
frequency multiplication capability would enable reliable and practical wireless underwater, 
underground, and over-the-horizon communication at the VLF band (3-30 kHz) and lowers. This 
antenna system readily overcomes the design trade-off between the size (being handheld) and 
radiation efficiency of antennas operating at such low frequencies (𝜆 >1 km). Furthermore, its 
phase modulation and frequency multiplication potentially enhance the communication 
bandwidth, and improve the mechanical stability of the antenna system, respectively. 
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The proposed fragmented antenna which is based on creation of an electrically-large 
antenna from ensemble of electrically-small antennas, provides significant bandwidth 
enhancement for small antennas. The design concept is aimed for VHF indoor and urban 
communication links and is readily applicable to mobile platforms including UAVs which have 
numerous applications in tactical communication, cargo and medicine transportation, and 
geographical surveys.  
 
 Recommended Future Works 
5.2.1. Mechanical Antennas 
The proposed mechanical antenna system as shown in Figure 2.4 is based on a 
mechanically-rotating magnet sandwiched between two pairs of orthogonal bow-tie shape ferrite 
plates. The design is followed by sufficient mathematical, and numerical analysis. But the 
measurements are limited to only short ranges (< 30 cm). For practical applications, it would be 
highly advantageous if measurements could be extended to longer ranges (> 10 m) through using 
more sensitive magnetic probes [88] and/or increasing the rotation frequency (DC motor 
frequency) and magnet size. 
Our fabricated antenna is operating at 50 Hz and has maximum dimension of 10 cm (see 
Figure 2.16). This indicates that the antenna is still extremely-small fraction of the wavelength and 
new design approaches should be devised for the antenna far-field strength enhancement. This is 
mainly due to the fact that for efficient radiation, the electrical size of the antenna should be close 
to 𝜆/2. One idea which requires further investigations would be to use multi-layer magneto-
dielectric spheres in the design as illustrated in Figure 5.1. Intuitively speaking, the proposed 
design would enhance the electrical size of the antenna by a factor of roughly √𝜇2 2𝜇3 3. 
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Appendix C provides some preliminary analysis on the proposed idea and how magneto-dielectric 
resonance would explain this capability.  
 
5.2.2. Fragmented Antennas 
Our proposed fragmented antenna is based on a cluster of detached electromagnetically-
coupled folded dipole antennas with inductive end-loads. The design provides 7 times 
improvement in -10dB bandwidth compared to single element antenna. It also tolerate the variation 
of separation distance between the antennas (on mobile platforms such as UAVs) through use of a 
tunable matching circuit. As one recommendation for the future works, while the UAV motivation 
is very interesting, some preliminary flight test results would further strengthen the idea. In order 
to enhance the bandwidth of fragmented antenna even more and also over longer ranges, one 
potential idea is to utilize 3-fold dipole antennas (or higher orders) instead of folded dipole 
antennas as shown in Figure 5.2. 3-fold dipole antenna has inherently larger impedance compared 
to fold dipole ((
3
2
)2) and its end-loads induce stronger magnetic field which can enhance the 
separation distance between adjacent antennas for strong EM coupling. Table 5.1 summarize the 
  
Figure 5.1. The proposed idea for enhancing the far-field strength of mechanical antennas (rotating magnet) through using magneto-




input impedance and bandwidth for two-closely-separated folded and 3-fold dipole antennas. It 
should be noted that in this table, the reported bandwidth and impedances are for the case where 
the second antenna is terminated to its match-load (not capacitive or inductive loads).  
Another suggestion for the future works would be to utilize negative resistance for loading 
the assistive antennas in a fragmented antenna as depicted in Figure 3.1. In this way the reflection 
coefficient at assistive antennas’ ports would be greater than unity and thus stronger current flows 
on the adjacent antennas. Consequently, the antenna gain is expected to enhance. Using Ansys 
Electronics, this has been verified through loading the assistive antennas (Figure 3.1) with a 
negative resistance (𝑅 = −135 Ω) the result of which is provided in Figure 5.3. For the realization 
 












3.4 MHz 2.3 MHz 50 Ω 20 Ω 
Two Coupled Antennas  (𝑑= 6cm) 
 
22.31 MHz 19.78 MHz 250 Ω 160 Ω 
Two Coupled Antennas  (𝑑= 8cm) 
 
17.68 MHz 14.52 MHz 180 Ω 110 Ω 
Two Coupled Antennas (𝑑= 10cm) 
 
13.00 MHz 10.5 MHz 130 Ω 90 Ω 
 
                  
(a)                                                                                            (b) 
 





of negative impedance, one simple way is the use the cross-coupled transistor configuration [158], 
[159]. 
 
5.2.3. Multiphysics Modeling of EM Signaling among Biological Cells 
Similar to the concept of mechanical antennas, we postulate that vibration of charged 
amyloid fibrils, as part of the EPX matrix in biofilms, induces electromagnetic (EM) radiation 
among biological cells. Different vibrational modes associated with the fibrils are considered 
indicating viable EM frequencies ranging from 𝑘𝐻𝑧 to 𝑇𝐻𝑧. Multiphysics models are also 
proposed to unravel such communication scheme. After finding compelling evidences through 
numerous measurements, it is encouraging to return back to the developed models for fine-tuning 
purposes to achieve excellent agreement between the measurements and the simulation 
predictions. There are in fact lots of parameters in the modeling with uncertainty in their 
corresponding actual values. 
Another recommended future direction for this modeling would be to envision the role of 
acoustic waves in biofilms and show that similar to the concept of fragmented antenna, the 
                  




vibration of community of cells and corresponding charged amyloid fibrils can be coupled 
acoustically so as to have stronger EM emission from a biofilm sample. As a preliminary 
simulation using COMSOL Multiphysics software, a small community of bacterial cells with their 
corresponding amyloid fibrils are simulated in water background medium as shown in Figure 5.4. 
One of the cells gets deformed initially to communicate while coupling to other adjacent cells 
 
(a)                                                                                            (b) 
 
Figure 5.4. (a): Acoustically-coupled biological cells induce stronger electric field compared to an individual cells. (b): Simulated 
biofilm sample in COMSOL. 
 
     
(a)                                                                                            (b) 
 
Figure 5.5. Impact of acoustic coupling between the cells on the emitted E-field from the biofilm sample at points (a): (2,-2,5)𝜇m, 
and (b): (2,-8,1)𝜇m. The coordinate system for these points is defined on Figure 5.4(b). The origin of the coordinate system is also 




through acoustic wave which in turn start vibrating their charged amyloid fibrils. Consequently, it 
is expected that stronger E-field is generated through such acoustic coupling mechanism compared 
to the individual cell (without presence of other adjacent cells) as proven in Figure 5.5. 
 
 Closing 
∇.𝐃 = ρ 
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Appendix A: Mathematical Representation of Proposed Phase Modulation (PM) in 
Mechanical Antennas 
 
In this appendix, the proposed phase modulation scheme for mechanical antennas in the 
chapter 2 is explained mathematically. Let us assume the magnetic (or electric) field generated by 
a rotating permanent magnet with angular velocity 𝜔0 (Figure 2.1(a)) is given as, 
𝐻(𝑡) = cos(𝜔0𝑡)                                                     (A.1) 
Now, consider the bow-tie shape magnetic plates are introduced in the path of the rotating magnet 
(Figure 2.4). As explained intuitively in the chapter 2, the fields corresponding to the proposed 
mechanical antenna can be mathematically be expressed as, 
𝐻𝑇(𝑡) = 𝐻(𝑡) × 𝑥𝑇(𝑡)                                                  (A.2) 
where 𝑥𝑇(𝑡) is a periodic pulse function with periodicity 𝑇, amplitude 𝐴, and the pulse width 𝑇𝑝 
as shown in Figure A.1. The time slots at which the pulse function reaches zero correspond to the 
times at which the magnet is completely covered by the magnetic posts. Such periodic functions 
in general can be written in their Fourier series representation as,  
𝑥𝑇(𝑡) = ∑𝑎𝑛 cos(𝑛𝜔𝑡)
∞
𝑛=0












)         𝑛 ≠ 0            





). For the proposed magnetic plates geometry (see Figure 2.4), we have 𝜔 = 4𝜔0. 
This is because of the fact that this configuration is periodic with angular separation of 90°. 
Therefore, the time-domain modulated EM field is,  
𝐻𝑇(𝑡) = 𝐻(𝑡)𝑥𝑇(𝑡) = cos(𝜔0𝑡) ×∑𝑎𝑛 cos(4𝑛𝜔0𝑡)
∞
𝑛=0
                 (A.5) 
Mathematically speaking, changing the initial position of the magnetic plates is equivalent to a 
time shift (𝑇1) in the 𝑥𝑇(𝑡). Thus, the modulated EM fields based on the change in the initial 
position of posts (𝜑0 = 𝜔0𝑇1) can be written as, 
𝐻𝑇
𝑚(𝑡) = 𝐻(𝑡) × 𝑥𝑇(𝑡 − 𝑇1) = cos(𝜔0𝑡) ×∑𝑎𝑛 cos(4𝑛𝜔0𝑡 − 4𝑛𝜔0𝑇1)
∞
𝑛=0
            (A.6) 
For our problem, by choosing those 45°-wide magnetic plates (𝑇𝑝 = 𝑇/2), it is expected that 𝑎𝑛 =
0, for the even values of 𝑛 (𝑛 ≥ 2). However, since the magnet is volumetric in its nature and is 
not perfectly identical to magnetic dipole charges, the field suppression does not occur perfectly 
and then 𝑇𝑝 is not equal to 𝑇/2 (as can be also observed from Figure 2.6). Therefore, 𝑎𝑛 ≠ 0, for 
   




all values of 𝑛. Expanding Eq. (A.6), one can easily show that thorough small rotation of magnetic 
plates from their initial position (𝜑0 = 𝜔0𝑇1), the fundamental harmonic undergoes no phase 
variation (because 𝑎0 ≠0). In addition, the 3
rd and 5th harmonics will have the same amplitude and 
phase variation of −4𝜑0. The 7
th and 9th harmonics will also undergo a phase variation of −8𝜑0 






Appendix B: Quality Factor Estimation for Vibration of Amyloid Fibrils in Water as 
Viscous Medium 
 
From this study, one would be able to unravel the damped behavior of fibrils vibration as 
they are immersed in water background of biofilm (viscous background) and then find 
corresponding quality factor, 𝑄. In order to find the 𝑄 factor, COMSOL Multiphysics is utilized 
in this section considering both cantilever beam and spring modes. Figure B.1(a) and Figure B.1(b) 
illustrate two different scenarios where an amyloid fibril is once attached to a cell membrane 
(cantilever beam mode) and once is suspended within the biofilm individually (spring mode), 
respectively. The cell is assumed to be spherical (𝑟 =440 nm) and the fibril is modeled as a solid 
beam with 1 𝜇𝑚 length having bending rigidity 𝐸𝐼 = 0.8×10-26 𝑁.𝑚2 (for the cantilever beam 
mode) and having Young modulus 𝐸 = 25 𝐺𝑃𝑎 (for the spring mode). Water background is 
assigned to the simulations with dynamic viscosity 1.02 𝑚𝑃𝑎. 𝑠. An external force with duration 
𝑇0 is applied to the fibril’s open-end(s) in time-domain. The motion of the fibril is then monitored. 
The duration of applied pulse (𝑇0) is 3 𝜇𝑠 and 0.5 𝑛𝑠 for the cantilever beam mode and the spring 
mode, respectively. In fact, 𝑇0 is inversely close to the resonant frequency of motion for each mode 
(~180 𝑘𝐻𝑧, and ~1 𝐺𝐻𝑧, respectivelt). Figure B.1(c) and Figure B.1(d) show the time-domain 
profile of fibril’s open-ends vibration. The results are also provided assuming free-space 
background instead of water. From this figure, the damping effect can be readily captured. The 






                                                     (B.1) 
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Where 𝑓0 is the frequency of vibration and 𝑄 is the quality factor. Using the information in this 
figure, the quality factor associated with the cantilever beam mode and the spring mode are found 
to be 4 and 2.5, respectively. 
                          
                                                (a)                                                                                                       (b)    
                   
                                               (c)                                                                                                       (d)    
Figure B.1. The simulation setup for quality factor estimation associated with the fibril vibration. (a): cantilever beam mode 
(vibration would be mainly along 𝑧 axis). (b): mechanical spring mode (vibration is mainly along the 𝑦 axis). Time-domain profile 
of amyloid fibril’s open-end vibration with and without water background. (c): Cantilever beam mode. (d): spring mode. All the 




Appendix C: Radiation Enhancement in Low-Frequency Mechanical Antennas using 
Magneto-Dielectric Resonance Concept  
 
As we concluded earlier from Eq. (2.7), the EM fields’ strength or the amount of power 
radiated by a mechanical antenna is proportional to the magnet size and its rotation speed. 
Therefore, to enhance the strength of this radiated field, one can either chose larger magnets or 
rotate it at a higher speed. Having longer magnet (increasing radius of rotation) increases its 
moment of inertia and will cause difficulties to create a balanced structure that can withstand the 
high frequency of rotation. To keep the magnet small, but demanding higher radiated power, 
additional design considerations are required. The concept for accomplishing the task of increasing 
radiated power comes from creating an electrically large dipole from a physically-small dipole. 
This concept can be best explained by considering an electrically small multi-layer magneto-
dielectric sphere with a very small time-harmonic dipole (electric or magnetic) at its center as 
shown in Figure C.1. The fields outside the sphere, at a distance far from it, can be evaluated 
readily using reciprocity theorem. Basically, the fields (E1) far away from an electric dipole (J1) 
covered by a multi-layer magneto-dielectric sphere is related to the fields at its center (E2) when 
illuminated by a short electric dipole (J2) outside at a distance far from the sphere (which is 
basically a uniform plane wave) as, 
∬?⃗? 1. 𝐽 2𝑑𝑣 =∬?⃗? 2. 𝐽 1𝑑𝑣                                               (C.1) 
In the case of short magnetic dipole, the Eq. (C.1) becomes,  
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∬?⃗? 1. 𝐽 𝑚2𝑑𝑣 = ∬?⃗? 2. 𝐽 𝑚1𝑑𝑣                                          (C.2) 
In the following, we have developed the analysis for the electric dipole only. One can easily derive 
the equations for the magnetic dipole using duality relations. 
 Imagine a magneto-dielectric sphere as shown in Figure C.2 is illuminated by a plane 
wave. It is well-known that the transmitted electric field at its center has two types of resonances, 
namely plasmonic resonance and magneto-dielectric resonance [86]. For plasmonic resonance, by 
considering an electrically small sphere and using quasi-electrostatic approximation, the 




𝐸𝑖𝑛𝑐                                                      (C.3) 




Figure C.1. The short dipole embedded in a multi-layer magneto-dielectric sphere and its dual problem. (a): electric dipole problem 




where 𝐸𝑖𝑛𝑐is the field of the incident wave. It is obvious that placement of a dielectric sphere with 
𝑟 > 1 will cause reduction of the radiated field. The reason is that the dipole will polarize the 
dielectric sphere in the opposite direction and cancellation takes place. Field enhancement happens 
if 𝑟 < 1, this is especially true if the dielectric is negative and 𝑟~ − 2. This type of resonance is 
what we call the plasmonic resonance condition. In effect, field of the dipole can be amplified if a 
negative-epsilon material (NEM) will be realized and placed around our rotating structure which 
plays the role of a small time-harmonic dipole. NEM has been realized artificially at RF 
frequencies [160]-[162]. It is well-known that a composite medium made up of periodic 
arrangement of thin metallic wires acts as a NEM [163]. It is shown that the dielectric constant of 
the wire medium becomes anisotropic and  gets negative values depending on the wire’s 
inductance per unit length (𝐿) and the spacing between (𝑑) them. The spacing between the wires 
must be in the order of half a wavelength. Since the operating wavelength for the mechanical 
antennas (VLF band) is around 10 km, it is impossible to take the advantage of plasmonic 
resonance and realize a NEM at this frequency band. Let us now introduce the magneto-dielectric 
resonance. For the proof of concept, we have first assumed that the operating frequency is 1 MHz. 
We will then use the same approach for the VLF band. Consider a plane-wave (fields of a short 
electric dipole at its far-field) illuminating a 2-layer magneto-dielectric sphere (see Figure C.3(a)) 
at frequency of 1 MHz. The physical and constitutive parameters of the structure are 1 = = 0, 
 




𝜇1 = 𝜇 = 𝜇0, 2 = 𝑟 0, 𝜇2 = 𝜇𝑟𝜇0 , and 𝑘𝑎2 = 0.1, and 𝑘𝑎1 = 0.02 where 𝑘 is the wavenumber 
at 1 MHz in the free space. Figure C.3(b) illustrates the ratio of the electric field at the center of 
the 2-layer sphere to the incident field for various values of 𝑟 and 𝜇𝑟. As can be concluded from 
this figure, for specific values of positive 𝑟 and positive 𝜇𝑟, a resonance happens and 
approximately 40 dB enhancement for the electric field at the center of the 2-layer sphere could 
be achieved. In fact, the field enhancement should be infinity if we were to have a material with 
𝑟, and 𝜇𝑟 such that their combination provides a pole for the electric field transmission coefficient 
[86]. Consequently, it is expected that if a time-harmonic short electric dipole is placed at the 
                  
                                                   (a)                                                                                                       (b)                                          
                   
                                                   (c)                                                                                                       (d)                                          
Figure C.3. (a): A 2-layer magneto-dielectric sphere is illuminated by a plane wave. (b): The magneto-dielectric resonance 
condition for the EM fields at the center of the sphere. (c): A short electric dipole covered by the same multilayer magneto-dielectric 




center of a two layer magneto-dielectric sphere with those specified values for 𝑟 and 𝜇𝑟, as shown 
in Figure C.3(c), its radiated far-field electric field will enhance approximately by 40 dB. What is 
physically happening at the resonances is that the overall antenna geometry including the short 
dipole and the polarized and magnetized dipoles of the sphere resemble a half-wavelength dipole 
antenna. To verify our analysis and show that how perfectly the reciprocity theorem works, the 
direct problem itself which is placing a short electric dipole at the center of a 2-layer magneto-
dielectric sphere is solved using the same approach as presented in [164], the result of which is 
depicted in Figure C.3(d). A perfect agreement can be observed between the results from the two 
approaches. 
 Now, the above approach could be easily exploited to enhance the radiation associated 
with the rotating electric charges or magnets. It is of course expected to need materials with high 
permeability, permittivity and/or combination since the radius of rotation in practice is still much 
smaller than the operating wavelength (30 km). Considering a rotating charged capacitor (or 
equivalently short electric dipole) at the VLF band (𝑓=10 kHz) as shown in Figure C.4(a) with 
𝑎1 = 0.5 m, and 𝑎2 = 1 m, and assuming 𝑟 = 1, its far-field enhancement ratio as a function of 
𝜇𝑟 is plotted in Figure C.4(b). It is obvious that by choosing large values for the relative 
permeability (𝜇𝑟), field enhancement of around 100 dB is achieved. Using the duality relations and 
considering the same magneto-dielectric sphere as above (in terms of dimension), one can also 
find out that for a rotating magnet, a high permittivity material is required for the field 
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Figure C.4. (a): The application of magneto-dielectric resonance for enhancing the radiated power from a rotating charged capacitor 
(electric dipole). (b): The field enhancement as a function of the relative permeability of the material ( 𝑟 = 1) covering the rotating 
capacitor. (c): The application of magneto-dielectric resonance for enhancing the radiated power from a rotating magnet. (d): The 
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