A statistical sampling method is proposed for computing oscillatory integrals associated with the semiclassical initial value representation. The semiclassical expression is rewritten as an integral over a phase distribution P(s). The phase distribution is obtained from Metropolis sampling of trajectories according to a properly chosen weight function. The averaging of oscillatory integrals is converted into a Monte Carlo algorithm where one diffuses through trajectory space. A histogram of phases is collect from importance sampling. Techniques of Metropolis Monte Carlo such as umbrella ͑or biased͒ sampling are generalized to the present context. From example calculations, phase distributions are seen to be multi-peaked, thus clearly demonstrating the origin of quantum interference. Trajectories that are responsible for the interference patterns can be collected using this method.
I. INTRODUCTION
Interest in the nature of quantum mechanical effects in large molecular systems has lead to the development of a variety of new semiclassical methods. 1 Semiclassical formulations that are similar in spirit to classical molecular dynamics simulations are generally desirable. It is hoped that methods frequently used in classical simulations such as importance sampling, biased sampling based on Monte Carlo ͑MC͒ techniques can be used to study semiclassical approximations of quantum dynamics. Due to favorable scaling of Monte Carlo with the system size, quantum dynamics of large and complex ͑with many degrees of freedom͒ systems may be examined. The semiclassical initial value representation ͑SC-IVR͒ 2-8 and its variants [9] [10] [11] [12] write quantum mechanical amplitudes and correlation functions as a phase space average over initial conditions of classical trajectories. SC-IVR is therefore a promising starting point for a Monte Carlo procedure. The complication is the oscillatory nature of the integrals involved. Standard MC procedure is not directly applicable. This paper describes a new route where MC with importance sampling is incorporated with semiclassical dynamics.
SC-IVR approximates the time-evolution operator as a phase-space average over the initial conditions of classical trajectories. The popular Herman-Kluk SC-IVR is 3 
e
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͑1.1͒
where Ĥ is the quantum mechanical Hamiltonian of the system and (p 0 ,q 0 ) is the initial condition of the classical trajectory (p t ,q t ) at time t. S t (p 0 ,q 0 ) is the classical action of the trajectory and C t (p 0 ,q 0 ) is the following combination of quantities:
͑1.2͒
The various parts of Eq. ͑1.2͒ are submatrices of the 2F ϫ2F (F being the number of degrees of freedom͒ monodromy matrix 
͑1.3͒
The coherent states are defined as
͑1.4͒
The expression in Eq.͑1.1͒ has the appearance of a classical average over trajectories. However, the integrand is complex and is therefore difficult to directly average. This is the semiclassical version of the ''sign problem'' that prevents the application of quantum dynamics to statistical systems. However, the cancellation ͑or interference͒ of these complex phases is the origin of many quantum mechanical effects. Emergence of classical dynamics is perhaps the result of destructive interference ͑or dephasing͒. 13 This topic has been discussed quite extensively.
14 It is now clear that proper averaging of the integrand is crucial in correctly obtaining interference and sometimes tunneling effects. At the moment, most SC-IVR calculations are done by picking initial conditions of trajectories at random according to an initial distribution. A much more efficient procedure would be to use an importance sampling scheme to carry out the phase space average. A Monte Carlo procedure that takes into account the relative weight of different trajectories is the solution to this problem. To introduce Metropolis Monte Carlo to semiclassical IVR calculations, several ideas are combined in this paper. First, we make use of the idea of phase distributions suggested by Deutsch 15 who suggested it in the context of path integrals for Fermions. Second, it is necessary to use a generalization of Monte Carlo sampling to trajectory space. 16 In Sec. II, the Monte Carlo algorithm is introduced for SC-IVR. Several efficient sampling techniques are discussed. In Sec. III, the technique is applied to a problem where quantum interference effects are prominent. The computed phase distributions clearly demonstrate the origin of quantum interference. The effect of more degrees of freedom is also studied using Monte Carlo, showing the disappearance of quantum interference in these systems.
II. STATISTICAL SAMPLING OF PHASE DISTRIBUTIONS
When calculating quantum mechanical quantities such as a state-to-state transition probability
or a correlation function of the form
insertion of the Herman-Kluk propagator results in an integral of the form
͑2.3͒
In the case of an amplitude ͓Eq. ͑2.1͔͒,
͑2.4͒
Therefore, z represents the phase space variable (p 0 ,q 0 ). For the correlation function of Eq. ͑2.2͒, the double Hermankluk ͑DHK͒ IVR is Iϭ͑2ប ͒
Ϫ2F
͵ dp 0 dq 0 ͵ dp 0
Here, z represents the double phase space variable ͵ dp 0 dq 0 ͵ dp dqC 0 ͑ p 0 ,q 0 ;p,q͒ ϫe iS 0 (p 0 ,q 0 ;p,q) B ͑ p,q͒͗p 0 q 0 ͉Â ͉p 0 Јq 0 Ј͘.
͑2.6͒
Now, z is a combination of a single phase space variable (p 0 ,q 0 ) plus a phase space jump variable (p,q) ͑perhaps of lesser dimension͒. B (p,q) is the Weyl transform of B defined as
and the FB action is given by
The forward trajectory at time t and the starting point of the backward trajectory differs by the jump variable (p,q). C 0 is the usual Herman-Kluk factors for the combined forwardbackward trajectory. These different applications of the SC-IVR are starting points of our Monte Carlo procedure. In writing I in the form of Eq. ͑2.3͒, we have specified a positive definite function f (z) which is the absolute value of the integrand. is the remaining complex phase. We now define a phase distribution
It is clear that ͐ds P(s)ϭ1. It is also apparent that
where W is a constant given by
͑2.11͒
These steps have transformed the calculation of I into a calculation of the phase distribution P(s). If one can calculate P(s) accurately, one should be able to calculate I correctly. In the present form, importance sampling according to the distribution f (z) can be used to calculate I. Thus, regions of z-space that are small but contribute strongly to the integral are efficiently included using this method. The gain in efficiency is also apparent when computing a thermal rate constant for a complex system without the knowledge of transitions states. The necessary correlation function for the rate k is
͑2.12͒
Here, h A,B is a step function that is one if q is in the reactant ͑product͒ region, respectively. Using the DHK correlation function, or FB-IVR, it is clear that the trajectories that contribute at all to the final answer must first start in the reactant ͑A͒ region and reach the product region ͑B͒ in time t. ͑For the FB-IVR, a backward trajectory from the product region to the reactant region is also needed.͒ However, if the reaction is indeed a rare event, very few trajectories traverse from the reactant from the product. By sampling trajectories using f (z), however, one is guaranteed to generate only reactive trajectories. Therefore, one expects accurate sampling of the final phase distribution P(s). Furthermore, Metropolis Monte Carlo is known to scale very well with respect to the system size. These aspects makes the present method attractive for studying quantum effects in chemical reactions of nontrivial systems.
Computing a distribution such as P(s) is also very similar to calculating a free energy change. In the application of classical transition state theory, for example, the rate is given by kϭe Ϫ␤⌬G .
͑2.13͒
The free energy difference ⌬G between the reactant and the transition state is needed. One first specifies an order parameter, or reaction coordinate u(q). The free energy difference ⌬G is simply G(u † )ϪG(u o ) where u † and u o represents the value of the reaction coordinate for the transition state and the reactant respectively. In practice, it is more convenient to obtain this difference by examining a probability distribution P(u). The free energy difference is then given by
is usually accomplished using umbrella sampling. 17 Application of umbrella sampling to the current problem is discussed in Sec. II C.
A. Monte Carlo moves and path sampling in trajectory space
The Metropolis algorithm states that the probability of going from z i to z iϩ1 in a set of randomly generated z i 's is given by min͓1,
, an additional random number decides if we accept z iϩ1 . In classical simulations, z i 's are the randomly generated positions of particles. In our case, depending on the quantity of interest and the particular SC-IVR, z i represents a trajectory, or pairs of trajectories in phase space. Nevertheless, the Metropolis procedure can be generalized to trajectory space. However, one must take care in choosing moves that generate the set of z i 's and ensure proper sampling of the distribution f (z). Since f (z) includes contributions from initial as well as final conditions of our trajectories, it is not wise to generate trajectories by making moves in the initial conditions (p 0 ,q 0 ) alone. A better algorithm is the following. According to Louiville theorem, one is free to choose the integration variable as (p 0 ,q 0 ) or (p ,q ), where is some intermediate time between 0 and t, i.e., ͵ dp 0 dq 0 ϵ ͵ dp dq .
͑2.14͒
͑With this change of variables, it is understood that the trajectories and monodromy matrix elements are kept tracked of properly.͒ In fact, it is also equivalent to write ͵ dp 0 dq 0 ϵ 1 t ͵ 0 t d ͵ dp dq .
͑2.15͒
The integral is now written as an average over all possible starting points. The MC moves according to this integration scheme are then the following: Given a trajectory, one first randomly selects a time point , make a phase space displacement of ⌬z. This generates the new phase space point z iϩ1 . New trajectories are computed forward to t and backward to 0 and f (z iϩ1 ) is evaluated accordingly. 
B. Other weight functions
It is possible to rewrite the average of Eq. ͑2.9͒ using different choices of the weight function. It is desirable to do so because the current choice, f (z), involves the calculation of 2Fϫ2F monodromy matrix elements. This is somewhat expensive for many dimensional systems. In term of another weight function g(z), the integral of Eq. ͑2.9͒ becomes strongly to f (z). The ratio f /g in the average is probably an ill behaved function. Therefore this choice of the weight function is perhaps not the most efficient. An alternative weight function can make use of a reference system. Instead of computing C t for the fully coupled many dimensional system, one can use a much simpler reference Hamiltonian where some or all degrees of freedom are uncoupled. If all degrees of freedom are uncoupled, the necessary number of monodromy matrix elements is then 4 ϫF, drastically less than the full system. The reference system must not be harmonic since C t for harmonic systems is a pure phase. ͑Later, we use the uncoupled Morse oscillator as the reference system.͒ Note the trajectories used to calculate C t and other quantities in g(z) are still trajectories from the fully coupled system.
If the reference Hamiltonian is indeed a good weight functions, the full monodromy matrix elements only need to be evaluated for every newly accepted trajectory. Since the acceptance probability is usually 10%-30%, savings are substantial. If the reference system is sufficiently close to the actual system, the Monte Carlo procedure should produce the correct result using the same number of trajectories.
C. Umbrella sampling
The set of z i 's generated by the Monte Carlo algorithm can be viewed as a diffusion process through trajectory space. The histogram P(s) is collected from this diffusion. Eventually, all possible values of s are collected according to their probability of occurrence, i.e., their weight. To speed up this diffusion however, other methods are more efficient. One such method is called Umbrella sampling or the method of overlapping distributions. In the event that P(s) is a broad function of s with contributions of different s's, it is very slow for the Monte Carlo moves to diffuse over all possible values of s given by f (z). To speed up this diffusion, it is better to divide an interval of s into N subintervals. A biasing potential V n for interval n can be added to the weight function
where
͑2.19͒
In this manner, one only diffuses within the interval n. The adjacent windows n and nϩ1 must overlap. A point z from the nth window in the overlapping region can be used as the starting point of diffusion in the next window nϩ1. The conditions that P n (s)ϭ P nϩ1 (s) for s in the overlapping region, and that the total P(s) is normalized completely determines the distribution P(s). The speed up of diffusion is expected to scale linearly as a function of N.
D. Distribution functions with an external parameter
Frequently, calculations of amplitudes or correlation functions are needed for several values of final time t. These quantities may also depend on an external parameter. Thus, in general, one may write I as a function of some parameter I͑ ͒ϭW͑ ͒ ͵ ds P͑s; ͒e is .
͑2.20͒
To obtain P(s,) from Eq. ͑2.9͒, one would have to calculated an ensemble average for each distribution f (z,); this is rather cumbersome. A more preferable approach is the following formula that is also in principle exact
Ϫ1
.
͑2.22͒
Again, f (z,) and f (z,Ј) must be sufficiently similar that their ratio is not very large. Eq. ͑2.21͒ suggests that with the same ensemble f (z,), several different P(s,Ј)'s can be computed with the same set of trajectories. This can be advantageous and efficient in some situations. For example, if is equivalent to the final time t, one can perform sampling with short ͑in time͒ trajectories and obtain P(s) for longer times. The ratio W()/W(Ј) is also a simple average according to the short time weight function.
III. EXAMPLE PHASE DISTRIBUTIONS FOR BOUNDED SYSTEMS
The Monte Carlo procedure can be demonstrated for an example problem where quantum interference effects are prominent. In particular, we calculate the following correlation function ͵ dq 0 dp 0 ͵ dp x e Ϫixp x ͗p 0 ,q 0 ͉͘
C͑x ͒ϭ͑ 2ប ͒
Ϫ2F
͵ dq 0 dp 0 ͵ dp 0 Ј dq 0 Ј͗p 0 ,q 0 ͉͘
͑3.4͒
Both of these correlation functions will be examined using the statistical sampling method for the one dimensional case. To see the effects of more degrees of freedom, harmonic bath modes will be added later for the FB-IVR version. The Monte Carlo procedure outlined in Sec. II A are used to study the one dimensional example ͑without the harmonic bath͒. Some example histograms for different values of x ͑equivalent to in the previous discussion͒ is displayed in Fig. 2 and Fig. 3 . One sees dramatic differences between the FB-IVR and DHK. The FB-IVR produces a broad distribution centered around sϭ0. However, DHK gives a multipeaked distribution where the peak centers change as a function of x. ͓Note that P(s) from DHK must be a symmetric function of s, i.e., P(s)ϭ P(Ϫs), any deviation from this symmetry is due to statistical error.͔ In other words, we are observing interference between two kinds of trajectories. Assuming these peaks are Gaussian like, i.e., P(s) ϭae Ϫ(sϪs 0 ) 2 /a 0 ϩbe Ϫ(sϪs 1 ) 2 /a 1 , then the real part of integral I is ͐ P(s)cos(s)ϷaЈ cos(s 0 )ϩbЈ cos(s 1 ) (aЈ and bЈ are modified constants.͒ It is the interference of these two phases that gives rise to quantum mechanical effects. Using umbrella sampling, it is possible to restrict ourselves to either s 0 or s 1 region of the distribution and collect trajectories that are representatives of that region. In this manner, trajectories responsible for the interference pattern can be analyzed. It is satisfying to see that statistical sampling can reveal these different phases without prior knowledge.
From these phase distributions, C(x) can be obtained using Eq. ͑2.10͒. This is shown in Fig. 4 . The constant W is independent of x for the FB-IVR. W(x) for the DHK can be obtained easily. Compared to the conventional way of calculating this correlation function, the results are identical. The final results are all obtained using 1ϫ10 5 Monte Carlo moves with acceptance ratio Ϸ15%.
More interesting is when additional degrees of freedom are coupled to the oscillator. The Hamiltonian now becomes
where Nϭ10. In this case, due to strong coupling between the system and the bath modes, it is expected that some of the quantum interference pattern is washed out. We chose to include modes whose frequencies are given by an Ohmic spectral density of the form Fig. 5 . Due to the presence of bath modes, peaks in the distribution is less pronounced. It is important to note that the number of trajectories required for generating the distribution is the same as the 1-D case. This demonstrates the favorable scaling of Monte Carlo with respect to the system size. C(x) for this Hamiltonian is displayed in Fig. 6 . One sees that indeed, quantum interference pattern that was prominent in the 1-D case is mostly washed out. The small oscillations in C(x), however, indicate that some interference still remain. This is captured well using the statistical sampling technique. the ratio f /g is always well behaved and ranges from 0.9 to 1.5. The number of moves needed to generate the histograms is also unchanged. C(x) is shown in Fig. 6 . One sees that no quantum features are missed using this approach. Since f only needs to be evaluated for every accepted trajectory, this calculation is substantially faster. We recommend this approach as a more efficient way of using statistical sampling, provided a good reference system can be found.
IV. DISCUSSION AND CONCLUSIONS
The statistical sampling technique described here in principle can be applied to any situation where evaluation of oscillatory integrals is needed. For purely real time path integral calculations however, since the integrand only involves phases, i.e., dx i e ϪS(x 1 ,x 2 , . . . ) .
͑4.2͒
Monte Carlo methods are already successful for Boson systems. The statistical sampling method described here can be useful for the ''sign problem'' in fermionic systems. Here, good choices for the weight function should exist. Deutsch has shown that this is an effective approach for this problem. For semiclassical applications discussed here, the statistical sampling technique is a more efficient way of computing quantum mechanical quantities. We have demonstrated that quantum interference effects can be successfully reproduced using this method. By formulating the calculation as a Monte Carlo procedure, large multidimensional systems can be studied with the similar amount of trajectories as the small 1-D system. In fact, one expects typical scaling of number of trajectories as in normal MC algorithms. Actual effort of calculating the weight function using the fully coupled system can scale as F 2 . However, the weight function based on an uncoupled reference Hamiltonian scales linearly with F and is therefore the preferable alternative. Using this MC procedure, it is also possible to visualize the trajectories responsible for interference using umbrella sampling. This provides efficiency as well as physical insight for some applications.
An interesting aspect of the statistical sampling approach is the possibility of cleverly chosen weight functions. In our example, a simple reference system is very effective and can speed up calculations dramatically. For more complex problems, it is perhaps difficult to identify a good reference Hamiltonian. A prior understanding of the system at hand will be important for selecting the most optimal weight function.
Potential difficulties for statistical sampling calculation of quantum effects are the same as ordinary Monte Carlo. If the distribution is such that there are several favorable regions in trajectory space, but these regions are separate by ''barriers,'' diffusion in trajectory space might be inhibited. In this case, contributions to the phase distribution might be missed due to inadequate sampling. This will give erroneous results. Nevertheless, this is a well known problem of Monte Carlo and procedures can be devised to check if this is occurring. For example, by starting with different initial trajectories, one can verify whether the results are independent of the initial guess. Despite these possible drawbacks, it is clear that Monte Carlo is the most effective way of examining truly complex systems. SC-IVR must utilize Monte Carlo if it is applicable to these systems.
