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ABSTRACT
A major difficulty in applying word vector embeddings in
information retrieval is in devising an effective and efficient
strategy for obtaining representations of compound units of
text, such as whole documents, (in comparison to the atomic
words), for the purpose of indexing and scoring documents.
Instead of striving for a suitable method to obtain a single
vector representation of a large document of text, we aim
to develop a similarity metric that makes use of the sim-
ilarities between the individual embedded word vectors in
a document and a query. More specifically, we represent a
document and a query as sets of word vectors, and use a
standard notion of similarity measure between these sets,
computed as a function of the similarities between each con-
stituent word pair from these sets. We then make use of this
similarity measure in combination with standard informa-
tion retrieval based similarities for document ranking. The
results of our initial experimental investigations show that
our proposed method improves MAP by up to 5.77%, in
comparison to standard text-based language model similar-
ity, on the TREC 6, 7, 8 and Robust ad-hoc test collections.
CCS Concepts
•Information systems → Content analysis and fea-
ture selection;
Keywords
Word Embedded Vector Representations
1. INTRODUCTION
Embedding words as real-valued vectors enables the appli-
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cation of neural network (NN) based approaches for several
supervised natural language processing (NLP) tasks, such as
sentiment analysis, named entity recognition, semantic role
labelling etc. [2]. The real-valued vectors are fed into the
input layers of NNs designed for various supervised tasks.
The word embeddings themselves are obtained by unsuper-
vised pre-training from a large corpus of text, by making
use of recurrent neural networks (RNNs) [1, 8]. The specific
technique of word embeddings, known as word2vec, uses the
core idea of negative sampling which massively increases the
efficiency of the embedding process so as to make it scalable
for large document collections [8]. The main idea behind
negative sampling is to design an objective function that
seeks to maximize the similarity of the vector representa-
tion of the current word with another word sampled from
the context of it, i.e. from a word window of a preset length
around the current word. The objective function also seeks
to minimize the similarity of the vector representation of
the current word with another word drawn randomly from
outside its context; hence the name negative sampling [8].
A useful feature of word vectors pre-trained using word2vec
is that vector addition (component wise addition) of two or
more word vectors results in a vector that is close to the
semantic meaning of the constituent words. This property
of the embeddings has been used to address the propor-
tional analogy task in NLP, such as predicting that ‘Berlin’
is the capital of ‘Germany’ given that ‘Paris’ is the capital of
‘France’, since vec(Berlin) is close to the vector vec(Paris)+
vec(France) − vec(Germany). Word embedding thus en-
capsulates the useful information about the context of a
word and effectively represents the semantic information of
a word. It is thus tempting to use the real-valued vector rep-
resentations of words to represent documents and queries in
information retrieval (IR) IR and defining similarity mea-
sures between them.
However, a major difficulty in applying word vector em-
beddings in IR is to be able to devise an effective strategy
for obtaining representations of compound units of text (in
comparison to the atomic words), such as passages and doc-
uments for the purpose of indexing. Adding word vectors for
deriving composed meanings has been shown to be benefi-
cial for small units of text, e.g. for predicting query intent
in search sessions [9]. However, this approach of adding
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the constituent word vectors of a document to obtain the
vector representation of the whole document is not likely
to be useful, because the notion of compositionality of the
word vectors works well when applied over a relatively small
number of words. A vector addition for composition does
not scale well for a larger unit of text, such as passages or
full documents, because of the broad context present within
a whole document. A possible solution is to use an exten-
sion of ‘word2vec’, commonly called ‘doc2vec’, to obtain dis-
tributed representations of arbitrary large units of text, such
as paragraphs or documents, where in addition to learning
the vector representations of words, the RNN also learns
of the vector representation of the current document with
a modified objective function [6]. Unfortunately, training
‘doc2vec’ on a collection of a large number of documents (as
often encountered in IR) is practically intractable both in
terms of speed and memory resources.
We address this issue from a different perspective. In-
stead of striving for a suitable method for obtaining a sin-
gle vector representation of a large document of text and
a query, so as to use the inner product similarity between
them for scoring documents, we seek to develop a suitable
similarity (or inverse distance) metric which makes use of the
each individual embedded word vector in a document and a
query. More specifically, we represent each document (and
a query) as a set of word vectors, and use a standard notion
of similarity measure between these sets. Typically, such set
based distance measures, such as the single-link, complete-
link, average-link similarities etc. are used in hierarchical
agglomerative clustering (HAC) algorithms [7]. Generally
speaking, these similarities are computed as functions of the
individual similarities between each constituent word vector
pair of a document and a query set. We then combine this
word-vector based similarity measure with a standard text
based IR similarity measure in order to rank the retrieved
documents in response to a query.
The remainder of the paper is organized as follows. In
Section 2, we discuss how documents and queries are rep-
resented as sets of word vectors so as to compute the sim-
ilarities between them. Section 3 describes the index con-
struction procedure to store and make use of the additional
word vectors. Section 4 evaluates our proposed approach
of document ranking with the word vector based similarity.
Finally, Section 5 concludes the paper with directions for
future work.
2. DOCUMENT REPRESENTATION
2.1 Documents as Mixture Distributions
The ‘bag-of-words’ (BoW) representation of a document
within a collection treats the document as a sparse vector in
the term space comprised of all terms in the collection vo-
cabulary. The vector representation of each word, obtained
with a word embedding approach, makes provision to view a
document as a ‘bag-of-vectors’ (BoV) rather than as a BoW.
With this viewpoint, one may imagine that a document is a
set of words with one or more clusters of words, each cluster
broadly representing a topic of the document. To model this
behaviour, it can be assumed that a document is a probabil-
ity density function that generates the observed document
terms.
In particular, it is convenient to represent this density
function as a mixture of Gaussians of p dimensions so that
each word vector (of p dimensions) is an observed sample
drawn from this mixture distribution. With the observed
document words, this probability can be estimated with an
expectation maximization (EM) algorithm, e.g. K-means
clustering of the observed document vectors. The observed
query vectors during retrieval can be considered to be points
that are also sampled from this mixture density representa-
tion of a document. Documents can then be ranked by the
posterior likelihood values of generating query vectors from
their mixture density representations.
More specifically, let the BoW representation of a docu-
ment d be Wd = {wi}|d|i=1, where |d| is the number of unique
words in d and wi is the i
th word. The BoV representation
of d is the set Vd = {xi}|d|i=1, where xi ∈ Rp is the vector
representation of the word wi. Let each vector representa-
tion xi be associated with a latent variable zi, which denotes
the topic or concept of a term and is an integer between 1
and K, where K, being a parameter, is the total number
of topics or the number of Gaussians in the mixture distri-
bution. These latent variables, zis, can be estimated by an
EM based clustering algorithm such as K-means, where after
the convergence of K-means on the set Vd, each zi represents
the cluster id of each constituent vector xi. Let the points
Cd = {µk}Kk=1 represent the K cluster centres as obtained
by the K-means algorithm.
2.2 Query Likelihoods
The posterior likelihood of the query to be sampled from
the K mixture model of Gaussians, centred around the µk
centroids, can then be estimated by the average distance of
the observed query points, q = {qi}|q|i=1, from the centroids
of the clusters.
sim(q, d) =
1
K|q|
∑
i
∑
k
qi · µk (1)
In Equation 1, qi · µk denotes the inner product between
the query word vector qi and the k
th centroid vector µk.
This measure is commonly known as the centroid similarity
or average inter-similarity in the literature, where it finds
application to measure how similar two sets are during hi-
erarchical agglomerative clustering (HAC) [7].
Although there are multiple set-based similarity measures,
such as the single-link, complete-link similarities etc., we
report the average-link similarity in our experiments because
it produced the best results. A likely reason for this metric
to produce the best results is that it is not largely affected
by the presence of outliers like single-link or complete-link
algorithms (for more details, see the discussion in Chapter
17 of the book [7]).
Intuitively speaking, the notion of set-based similarity is
able to make use of the semantic distances between the con-
stituent terms of a document and a given query so as to
improve the rankings of retrieved documents. Note that a
standard text-based retrieval model can only make use of the
term overlap statistics between documents and queries, and
cannot utilize the semantic distances between constituent
terms for scoring documents.
2.3 Illustrative Examples
We now demonstrate the key idea of the usefulness of the
set-based similarity of the constituent word vectors of docu-
ments and queries with illustrative examples. Consider the
documents of Figure 1, where for illustrative purposes, we
(a) (b)
Figure 1: Two example scenarios of (predominantly)
single-topical documents, where the document on
the left has a higher similarity to the query than
the document on the right.
(a) (b)
Figure 2: Two example scenarios where documents
are multi-topical, i.e. K-means clustering shows 4
distinct clusters.
assume that the p = 2, i.e., each word is embedded in a two
dimensional space. The individual word vectors of a doc-
ument are shown with blue dots, whereas the query points
are shown with red triangles. Note that the document in
Figure 1a has one cluster and all the three query points are
relatively close to the centroid of this cluster. In contrast,
the document in Figure 1b is comprised of two clusters (one
blue and the other red). In this case, the query terms are rel-
atively far away from the central theme of the document, i.e.
the position of the centroid vector of the predominant topic
of the document, i.e the centroid of the blue words. This in-
dicates that the posterior query likelihood for the document
in Figure 1b is lower than that of Figure 1a. This means that
the document of Figure 1a will be ranked higher for the ex-
ample query than the document on the right. Intuitively
speaking, the closer the query terms are to the clusters of
the constituent word vectors of a document, the higher is
the similarity of the document with the query.
Figure 2 demonstrates two example cases where 4 distinct
clusters of terms (topics) can be seen. The query likelihood
for the document in Figure 2a is lower than that of the docu-
ment in Figure 2b. This is because the observed query terms
in Figure 2b are close to the cluster centres on the bottom-
left and bottom-right, whereas for the example scenario in
Figure 2a, the query point q2 is relatively far away from all
the centroids. This has the implication that the information
need aspect of the query term q2 is not adequately expressed
in the contents of the document in Figure 2a.
2.4 Combining with Text Likelihood
Equation 1 gives a new way to compute query likelihoods
in comparison to the standard method of computing P (d|q)
using the BoW representation model using the standard lan-
guage modeling (LM) [3, 11]. In LM, the prior probability of
generating a query q from a document d is given by a Multi-
nomial sampling probability of obtaining a term qi from d
with prior belief λ (a parameter for LM), coupled with a
probability of sampling the term qi from the collection with
prior belief (1 − λ). Let this probability be represented by
PLM (d|q) as shown in Equation 2.
PLM (d|q) =
∏
i
λPMLE(qi|d) + (1− λ)Pcoll(qi) (2)
In order to combine the standard LM query likelihood prob-
ability PLM (d|q) of Equation 2 with the query likelihood
estimated using the mixture model density estimate of the
word vectors, as shown in Equation 1, we introduce another
indicator binary random variable to denote the individual
believes of the text based similarity and the word vector
based similarity. If the probability of this indicator variable
is denoted by α, we obtain the combined query likelihood as
a mixture model of the two respective query likelihoods, one
for the text and the other for the embedded word vectors.
P (d|q) = αPLM (d|q) + (1− α)PWVEC(d|q) (3)
3. INDEX CONSTRUCTION DETAILS
In our approach, as discussed in Section 2, the embedded
representation of the constituent terms of a document are
used for estimating the similarity between a document and
a query in combination with the BoW based LM similarity.
In this section, we discuss how can the constituent word vec-
tor representations be stored in the index so that the cluster
centres for each document can be computed efficiently dur-
ing retrieval time in order to compute its similarity with the
query.
3.1 Pre-Clustering the Collection Vocabulary
Word embedding techniques ensure that semantically re-
lated words are embedded in close proximity. This means
that the K-means clustering algorithm executed once for the
whole vocabulary of the words in a collection is able to clus-
ter the words into distinct semantic classes. Each semantic
class represents a global topic (cluster id of a term) of the
whole collection.
In order to obtain per-document topics from these global
topic classes, while indexing each document, we perform a
table look-up to retrieve the cluster id of each constituent
term. Note that since the cluster id, c(w) of each term w is
an integer in [1,K], the maximum number of unique cluster
ids a document can have is K. In practice, the number
of unique cluster ids of the constituent word vectors of a
document will be much smaller than K, typically in the
range of 5 to 20.
The words in a document are then grouped by their clus-
ter ids, and for each cluster id, we compute the cluster’s
centroid by averaging the word vectors for that group. For-
mally speaking, from the BoW representation of a document
Wd = {wi}di=1, we obtain a more compact representation of
d by averaging the word vectors of each cluster group Ck as
shown in Equation 4.
µk =
1
|Ck|
∑
x∈Ck
x,Ck = {xi : c(wi) = k}, i = 1, . . . , |d| (4)
Document Document #Docs Vocab Query Query Set Query Ids Avg qry Avg # Dev Test
Collection Type Size Fields length rel docs Set Set
TREC
News 528,155 242,036 Title
TREC 6 ad-hoc 301-350 2.48 92.2 X
TREC 7 ad-hoc 351-400 2.42 93.4 X
Disks 4, 5 TREC 8 ad-hoc 401-450 2.38 94.5 X
TREC Robust 601-700 2.88 37.2 X
Table 1: Dataset Overview
Dataset Method Parameters Initial Retrieval RLM Feedback
#clusters α MAP GMAP Recall P@5 MAP GMAP Recall P@5
TREC-6
LM n/a n/a 0.2363 0.0914 0.5100 0.4040 0.2656 0.0937 0.5386 0.4160
LM+wvsimone cluster 1 0.4 0.2355 0.0918 0.5058 0.3920 0.2538 0.0893 0.5279 0.4200
LM+wvsimno cluster n/a 0.4 0.2259 0.0827 0.5000 0.3600 0.2579 0.0894 0.5356 0.4440
LM+wvsimkmeans 100 0.4 0.2345 0.0906 0.5027 0.4040 0.2537 0.0900 0.5338 0.4480
TREC-7
LM n/a n/a 0.1787 0.0831 0.4882 0.4120 0.2095 0.0944 0.5481 0.4080
LM+wvsimone cluster 1 0.4 0.1773 0.0851 0.4897 0.3960 0.2077 0.0931 0.5566 0.4120
LM+wvsimno cluster n/a 0.4 0.1664 0.0803 0.4863 0.3640 0.2104 0.0911 0.5549 0.4120
LM+wvsimkmeans 100 0.4 0.1756 0.0874 0.4916 0.3840 0.2125 0.0976 0.5616 0.4120
TREC-8
LM n/a n/a 0.2462 0.1384 0.5932 0.4560 0.2689 0.1512 0.6436 0.4640
LM+wvsimone cluster 1 0.4 0.2541
† 0.1465 0.6017 0.4440 0.2790 0.1588 0.6618 0.4920
LM+wvsimno cluster n/a 0.4 0.2473 0.1396 0.5994 0.4520 0.2761 0.1576 0.6594 0.4880
LM+wvsimkmeans 100 0.4 0.2558
† 0.1468 0.6017 0.4720 0.2741 0.1588 0.6603 0.4880
Robust
LM n/a n/a 0.2698 0.1724 0.7935 0.4485 0.3255 0.2080 0.8537 0.4990
LM+wvsimone cluster 1 0.4 0.2690 0.1701 0.7905 0.4465 0.3172 0.2023 0.8440 0.4808
LM+wvsimno cluster n/a 0.4 0.2642 0.1646 0.7900 0.4485 0.3184 0.2012 0.8440 0.4808
LM+wvsimkmeans 100 0.4 0.2804
† 0.1819 0.8010 0.4687 0.3160 0.2002 0.8456 0.4848
Table 2: Comparative results of set-based word vector similarities with different settings. Parameters K and
α respectively denote the number of clusters and the relative weight of the text based query likelihood. †
denotes significance with respect to text only similarity (LM).
With Equation 4, a document is represented as a variable
length vector of cluster centroids. The number of clusters in
a document depends on its topical focus. The index stores
this additional information about the cluster centroids. Dur-
ing retrieval time, we compute the average similarity be-
tween the query points and the stored centroid vectors of a
document.
4. EVALUATION
In this section, we report our experimental investigation
of the proposed method. The objective of our experiments
is to investigate whether incorporating semantic informa-
tion (relative semantic similarities between the terms), when
used in combination with the standard text based similarity
can further improve retrieval effectiveness.
4.1 Experimental Setup
Our experiments were conducted on the TREC ad-hoc
test collections. The topic sets used for our experiments
constitute the TREC 6, 7, 8 and Robust ad-hoc task topics.
The characteristics of the document and the query sets are
outlined in Table 1.
As our baseline retrieval model for initial retrieval, we
used the standard LM with Jelinek Mercer smoothing [3,
13], which is distributed as a part of Lucene1, an open source
1https://lucene.apache.org/core/
IR framework. The proposed methods are also implemented
as a part of Lucene2. The smoothing parameter for LM λ is
set to the optimal value of 0.4 after varying it in the range
[0.1, 0.9]. Word vectors were embedded with the help of the
word2vec C tool [8], trained on a pre-processed version of
the TREC collection, i.e. stop word removed and stemmed
(with Porter stemmer). The word embeddings on the re-
spective collections were obtained by embedding them in a
200 dimensional space using continuous bag-of-words with
negative sampling, as per the parameter settings prescribed
in [8].
All the parameters for our experiments are trained on the
TREC 6 topic set and are tested with the same parameter
settings on the rest of the topic sets. Two parameters, cru-
cial to our method, are the number of clusters, K, used for
clustering the vocabulary of words, these clusters being used
subsequently to obtain the document representations. After
performing initial experiments with this parameter by vary-
ing it in the range of 10 to 300, we noted that the best results
are obtained with K set to 100, which is why we report our
results with this particular setting of the K parameter.
To see the usefulness of the coarse-grained clustered rep-
resentation of the word vectors for computing the set-based
similarity between a document and a query, we include two
extreme cases in our experimental results, one which con-
2Available at https://github.com/gdebasis/txtvecir
siders the extreme fine-grained representation of each indi-
vidual word as its own cluster, and the other which consid-
ers the extreme coarse-grained representation of averaging
every constituent word of a document into a single cen-
troid point. These two cases are denoted by the names
LM+wvsimno cluster and LM+wvsimone cluster respectively in
our experiment results.
Another parameter for our proposed method is the rela-
tive belief, denoted by the parameter α, that we put into
the text based similarity while combining it with the vector
based similarity, as shown in Equation 3. After a grid search
in [0.1, 0.9], we found out that the optimal value of this pa-
rameter is 0.4, and therefore we report the results with this
particular setting of α.
To see the benefits of pseudo-relevance feedback (PRF)
on the initial retrieval results, we conducted additional ex-
periments by applying relevance model based feedback [5, 4]
on both the sets of initial retrieval results, i.e. the baseline
LM and LM in combination with word vector based query
likelihood.
4.2 Results
In this section, we report the empirical performance of the
proposed method on each dataset. The results of our experi-
ments are reported in Table 2. We note that the results with
K = 100 are the best for the TREC 8 and the TREC Robust
topic sets. In fact, these results are significantly better than
the results obtained with only text based similarity, which
in this case is the standard LM retrieval model. TREC-8
and TREC Robust results show consistent improvements in
both recall and precision at top ranks.
We also note that on the TREC 8 and the Robust topic
sets, the clustered representation of the documents produces
much better results in comparison to the method of consid-
ering a very fine-grained representation of a document by
using each constituent word vector for the similarity com-
putation with the query. Somewhat surprisingly, the results
with K = 1, i.e., representing each document by a single
point (the average of each word in the document) is quite
close in performance to K = 100, which makes us believe
that we need to use much higher values of K for clustering
the whole vocabulary set since it is likely that 100 concepts
or semantic classes is too small to capture the wide diversity
in the vocabulary of the TREC collection.
Another observation is that the results with K = 100
are not the best for the TREC 6 and the TREC 7 topic
sets. The results with K = 100 show marginal improve-
ments. Surprisingly, the single-point representation of the
documents produces better results than with K = 100.
From Table 2, we observe that the initial retrieval results
obtained with word vector based likelihood are in general im-
proved by application of RLM based PRF, e.g. the TREC 7
and the TREC 8 results. However, for TREC 6 and Robust,
the best PRF results are obtained with the LM based initial
retrieval.
Figure 3 investigates the effect of word vector based query
likelihood on individual queries. Each vertical bar in the
plots of Figure 3 denotes the difference between the average
precision (AP) values of the retrieval results obtained with
the combination of LM with the word vector based similar-
ity and LM alone. Ideally, we would want the vertical bars
to be higher over X axis. From Figure 3 it appears that
the combination turns out to be beneficial for a number of
Dataset MAP
wvsim wvsim∗
TREC6 0.2345 0.2414
TREC 7 0.1756 0.1837
TREC 8 0.2558 0.2607
TREC Robust 0.2804 0.2833
Table 3: The best performance achievable, in princi-
ple, with the word vector based IR. ‘wvsim’ denotes
the results obtained with K = 100 and ‘wvsim∗’ de-
notes the Oracle approach.
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Figure 3: Per-query differences in AP values be-
tween LM and the combination approach of LM with
word vector based likelihood (#clusters = 100)
queries while hurting the performance of others. It may be
argued that the results can further be improved with selec-
tive application of the word vector based query likelihood.
In order to see how much benefit we can get in the ideal sit-
uation, we assume the existence of an oracle which always
correctly ’selects’ the best approach, i.e. chooses the best
result given two approaches, one the baseline LM and the
other with the word vector based likelihood in combination
with it. Table 3 shows the best results that can, in principle,
be achieved with using the word vector based similarities, on
each topic set.
5. CONCLUSIONS AND FUTUREWORK
In this paper, we have proposed a novel approach to repre-
sent queries and documents as sets of embedded word vec-
tors. A document is represented as a probability density
function of a mixture of Gaussians. The posterior query
likelihood is estimated by the average distance of the query
points from the centroids of these Gaussians. This word vec-
tor based query likelihood is then combined with the stan-
dard LM based query likelihood for document ranking. Ex-
periments on standard text collections showed that the com-
bined similarity measure almost always outperforms (often
significantly) the LM (text based) similarity measure.
As a possible future work, we would like to apply our
proposed representation of queries and documents for rel-
evance feedback and query expansion. We would also like
to explore various notions of distance measures (e.g. [12]).
It would also be interesting to see the performance of this
set-based representation obtained with a multi-sense word
embedding method, such as [10].
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