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Abstract
This document proposes an alternative method for the comparison of molecular electrostatic
potential (MEP), based on parallel computing algorithms on graphics cards using NVIDIA
CUDA platform and kernel methods for pattern recognition. The proposed solution opti-
mizes the construction process of a particular representation of MEP, presents options for
improving this representation, and offers 11 kernel functions for comparison process. Exper-
imental evaluation using cluster analysis shows good results on a set of 73 molecules from
classic chemistry functional groups, finding relationships of acidity and basicity using edit
distance and detecting presence of oxygen, nitrogen and functional groups (C=O or C-O)
when kernel functions are used.
Resumen
Este documento propone una alternativa para la comparacio´n del potencial electrosta´tico
molecular (PEM), con base en algoritmos de computacio´n paralela en tarjetas gra´ficas de
la plataforma CUDA de NVIDIA y me´todos de kernel para el reconocimiento de patrones.
La solucio´n propuesta optimiza el proceso de construccio´n de una representacio´n particular
del PEM, presenta opciones para mejorar dicha representacio´n, y ofrece 11 funciones de
kernel para el proceso de comparacio´n. La evaluacio´n experimental utilizando ana´lisis de
agrupamiento muestra buenos resultados en un conjunto de 73 mole´culas de los grupos
funcionales cla´sicos de la qu´ımica, encontrando relaciones de acidez y basicidad cuando se
usa distancia de edicio´n y detectando la presencia de ox´ıgeno, nitro´geno y grupos funcionales
(C=O o C-O) cuando se usan funciones de kernel.
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Introduction
Frequently, in chemistry, it is often said that compounds of similar structure have similar
behavior; the application of this principle of molecular similarity may be useful, for example,
to discover new drugs or develop better materials based on previously known compounds;
several approaches to molecular similarity problem have been proposed, they depend to a
great extent upon the representation of the molecular entity as in the case of Field-based
representations, which make use of molecular properties to map the characterization of a
molecule into a three-dimensional space. It is important to notice that Molecular Elec-
trostatic Potential (MEP) has been widely and successfully used to find relations between
chemical compounds; one of this characterization of MEP leaded to represent it as trees and
it was proposed by researchers of the Theoretical Chemistry Group of Universidad Nacional
de Colombia: they perform a similarity study using tree edit distance metric, achieving a
good clustering in a set of molecules of classic chemistry functional groups. However, some
processes of tree construction and tree comparison exhibit an inherent parallelism that is not
exploited by the sequential algorithms they used. there is a need for improving the speed of
these algorithms by means of parallel computing techniques; besides, the addition of a new
method for comparing MEP trees could corroborate and complement the results obtained
with edit distance.
In order to exploit the inherent parallelism, we propose that GPU (Graphic Processor Units)
computing could help to achieve remarkable speedup in some processes, specifically using
NVIDIA CUDA language that provides the necessary abstractions to jump from sequential
to parallel programming. Additionally, kernel methods are proposed as an alternative for
tree comparison due to their suitability for structured data like trees; the separation between
the kernel function and the learning algorithm is another of its strengths.
This work presents three main contributions: i) the proposal of two alternatives for construc-
tion of the MEP trees based on the search of first ocurrence of isosurfaces ii) the optimization
of the tree construction process with parallel algorithms in GPUs and iii) the development
of 11 kernel functions that construct a kernel matrix as a similarity measure between MEP
trees. Experimentation showed excellent clustering results using 73 examples of the men-
tioned functional groups, taking into account the chemical intuition for the behavior of the
compounds and general properties like acidity and basicity (using edit distance), absence or
presence of some elements like oxygen and nitrogen, ocurrence of functional groups of the
type C=O or C-O (using kernel functions). About parallelism, up to 2X of speedup was
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achieved in the process of tree construction and up to 8 X in the process of comparing MEP
trees with kernels in parallel.
This document is organized as follows: Chapter 1 is dedicated to survey the concepts that
served as basis for our research: molecular similarity, GPU parallel computing and kernel
methods. In Chapter 2, we explain our proposal, consisting in optimizations of the tree
construction process using parallel computing and developing of kernel functions to compare
MEP trees as alternative to edit distance. Chapter 3 is devoted to the experimentation and
results, and chapter 4 cover the conclusions.
1 Background
In order to propose a new method for molecular comparison based on properties as electro-
static potential, it is mandatory to walk from the definition of similarity in chemistry topics,
through GPU parallel platforms for scientific calculation and at the end the robustness of-
fered by kernel methods in pattern recognition problems. This survey is the entry point to
understand a new approach to a particular form of molecular similarity.
1.1 Molecular similarity
One of the most important topics in chemistry is to establish how similar are a pair of
molecules; hence, in the context of molecular chemistry analysis and its relation with chem-
ical properties, similarity may provide the basis for a classification, hierarchical nesting and
a detailed description of reactions. The detection and interpretation of similarities are the
first steps in the process of explaining the chemical behavior and the construction of predic-
tive models in chemistry science[7]. Similarity searching is based on the Similar Property
Principle[52, 50] that states that structurally similar molecules - structures with a similar
spatial arrangement of similar functional groups - tend to have similar properties, physical
as well as biological. Practically all current drug design efforts are based on this paradigm
[5, 31].
The definition of similarity between molecules is an open problem: there is a lack of unique
and accurate definitions of chemical structure, meaning that a molecule may be represented
in many different ways and the comparison will depend on the representation. Starting with
the composition formula, passing trough structural formula and three-dimensional geome-
tries. the basic approach may be mapping chemical space (a representation of a molecule in
structural or some property space) to one-dimensional space with entities of real numbers[44].
Ideally, similarity measures for molecules must behave equivalently to all physical and bio-
logical properties of molecules in the used representation; in other words, they must group
together all molecules with very similar physical and biological properties in a confined area
of chemical property space. However, in practice, the efforts are far away from reaching this
goal[6, 28].
In general terms the concept of molecular similarity is directly related to the concept of
molecular structure; the latter statement lacks of a rigorous definition and it is considered
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diffuse, in the sense that uncertainty is also passed to the concept of molecular similar-
ity. However, important efforts have been made to determine valid similarity measures for
molecules.
1.1.1 Molecular Representations
It can be stated that a good molecular similarity measure depends partially on how much
information of the molecule can be transferred to the molecular representation. In the liter-
ature there is a variety of molecular representations; for simplicity they can be divided into
three main categories: One-dimensional representations, two-dimensional representations
and field-based (property-based) representations.
One Dimensional Representations
One of the simplest representations of molecules is the one dimensional representation; the
whole molecule is described by a linear representation such as strings with subscripts and/or
superscripts encoding the number of atoms in the molecule. Other one dimensional repre-
sentation is to characterize the molecule with a number, which is usually derived from phys-
iochemical properties. Since no geometrical information is contained in the representation,
mostly they are employed for prediction of physical properties using regression techniques.
[34, 4]
Two Dimensional Representations
Two dimensional molecular representations are more elaborated and the amount of informa-
tion that can be encoded into them is richier; the most known two-dimensional representa-
tions are those that symbolize atoms or groups of atoms in the molecules as dots or strings
and the bonds between them as lines. Descriptors for molecules can be derived from this type
of representations that have been used to establish molecular similarity; usually these de-
scriptors are called graph theoretical indexes (like Randic, Balaban) which are obtained form
the connectivity matrix (figure 1-1) of a molecule in the two dimensional representation[27].
Several alternative methods to compare these indexes have been published until the present
day.
As an example, in the figure 1-1 it is possible to see the adjacency (left) and connectivity
(right) matrix for the acetic acid. The adjacency matrix is a symmetric matrix which takes
into account the neighborhood relations between the atoms in the molecular representation.
Field-Based Representations
These representations differ from the others in the fact that they use three-dimensional
information of a molecule, such as chemical properties that can be observed (Molecular
Electrostatic Potential) or calculated (Laplacian of the electron density). By their nature,
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Figure 1-1: Adjacency and Connectivity Matrix for Acetic Acid
they require of a representation in a three-dimensional space, generally described in a grid
that implicitly requires a good resolution. Computationally, they are also more demanding
than two-dimensional or one-dimensional methods.
Comparison of field-based representations generally requires alignment of the molecules;
the problem is trivial in case of analogue compounds but not in the other case. Many
different methods have been developed in this area that may be classified into two broad
categories: quantum and mechanical. Quantum Similarity has been introduced in the early
80s [12, 3] and since then it has been subjected to intensive research. For a review on
quantum similarity, see [12, 10]. On the other hand, non-quantum mechanical grid based
descriptors have been introduced in the late 80s with the Comparative Molecular Field
Method, CoMFA[15][29].
1.2 Molecular Electrostatic Potential
In chemistry, one of the most studied properties is the Molecular Electrostatic Potential
(MEP) provided that many of the interactions at molecular level are determined by the
electrostatic interactions; as a property that depends on the molecular geometry, the MEP
is a suitable example of a field that is useful to establish a molecular similarity measure.
MEP can be defined as the minimum work necessary to carry a positive charge from infinity
and is defined as an scalar field, obtained from the expression:
V (r) =
N∑
i
Zi
|Ri − r| −
∫
ρ(r′)dr′
r′ − r
It is calculated from the electronic density function; this one can be obtained from the stan-
dard electronic wave function [30] or by means of standard quantum chemistry methods like
Density Functional Theory (DFT) methods [1][14] [42][25]. The key factor of this property
is that is observable and very useful to explain and predict chemical behavior in substances,
because encodes important features of a molecule[8].
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Figure 1-2: Isosurfaces at a random potential value of the N-hexyl methanamide molecule
As seen in the previous section, field-based representations map the properties to points in
a three-dimensional grid. A problem arises: to compare two of these grids, it is necessary
to align them in an optimal way: these are the so-called Alignment-dependent methods;
they depend on a great extent upon the knowledge of the researcher and are expensive com-
putationally. In order to skip the expensive process of molecule alignment, Non-alignment
methods have been proposed[40][54][38]: basically, they extract information from the field-
based representation in a way the alignment of molecular skeletons is no longer needed.
Particularly, in the Theoretical Chemistry Group of Universidad Nacional de Colombia it
have been developed a Non-alignment method for mapping topological characteristics of
MEP in a weighted tree; the suitability of trees as representation is established in the basis
that they are one of the most studied combinatorial structures in computer science [9]. This
method is named TARIS [32] [33].
In TARIS, the trees are weighted on their nodes, storing the electrostatic potential value and
the area of the surface of potential (named isosurface, see figure 1-2). In general terms, the
method starts by searching negative isosurfaces at a given value and for each independent
surface, it creates a weighted node saving the value and area of isosurface at that level. Next,
the algorithm jumps to the following level according to an established step size and repeats
the previous process. If some of the new surfaces envelop surfaces in the previous level, the
corresponding node of that surface connects to the existing nodes as a parent node. The
process repeats until the algorithm reaches a defined cutoff value.
The strength of this method is that it allows to encode the main features of MEP and circum-
vent the hard problem of alignment of nuclear skeletons; Thus, the efforts are concentrated
on finding a convenient tree comparison algorithm. One of the most used algorithms to
tackle the problem is the edit distance metric. Briefly, it consists in finding the minimum-
cost operations set (insert a node, delete a node, replace a node) that allows the conversion
of a tree into another; the obtained value is the distance between those two trees, and can
be used to create a similarity or dissimilarity matrix when several molecules are compared.
Good clustering results were obtained applying this method in a set of 46 molecules of
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functional groups. But, as it was said before, one of the issues that may be suitable of
improvement is that the algorithms to perform tree construction and tree comparison are
based in classic sequential programming paradigm,despite that some processes show a inher-
ent parallel nature. To overcome the speed limitations of the mentioned method, a parallel
approach can be very helpful and GPUs have demonstrated to be a cheap but effective
parallel computing platform.
1.3 Parallel computing in Graphic Processors
It was mentioned that TARIS method has been developed using sequential algorithms that
may be helpful for trivial problems, but not when the number of examples is increased or the
complexity of the compounds expands; to exploit the inherent parallelism of data processing,
GPU Computing appears as a state-of-the-art platform to overcome speed limitations.
For a long time, parallel code was often written to run on expensive computer clusters,
making it less attractive to the developer community. Things are changing now because
in order to increase the power of computation, the recent trends of processor designs are
leading to the development of multiple processing units known as processor cores [16]; but
the majority of available code was written in a sequential way that does not take advantage
of this architecture. So, parallel programming arises as the tool to extract the benefits of
multiprocessing trends.
The impressive performance of GPUs depends a lot in their optimized hardware for graphics
in games. Despite that the requirements for floating-point calculations for graphics are
considerably lower from those for scientific computing [35], the GPUs provide a vast number
of cores that are simple, data-parallel based and deeply multi-threaded, supported by high
memory bandwidths and both single- and double-precision IEEE floating point operations.
Over time, these GPU architectures have became easily programmable, showing significant
speedups for several general- purpose applications taking into account that a few years ago,
GPU implementations could only be achieved using existing 3D-rendering APIs: OpenGL
or DirectX [13].
Among the vendors of these chips, NVIDIA Corporation have offered a solution: CUDA
(Compute Unified Device Architecture) language, an extension to C (and other languages)
for programming over their cards without the need of mapping the instruction to a graphics
API. In CUDA the GPU co-processor is a device that can run a large number of threads at
the same time. The threads are managed by representing parallel tasks as a single parallel
function that is launched simultaneously (these functions are termed kernels, but do not
have to be confused with the kernel functions of machine learning methods; for that reason,
kernels will be referred as parallel functions). The parallel threads may share memory and
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Figure 1-3: CPU and GPU (From [16]): Notice that GPU reduces the role of control unit
and cache in order to devote more circuits to arithmetic units
synchronize using barriers. Data is prepared for processing on the GPU by copying it to the
graphics device memory from the main memory [13].
The abstraction and virtualization provided by the CUDA thread block programming model
allow programs to scale without effort. For that reason, well-codified CUDA programs should
be able to run unmodified on future hardware, automatically making use of the increased
processing resources[48].
The tremendous parallel capabilities of these GPUs reside in: a) they have reduce the size of
control logic and cache memory circuits (very important in CPUs) in order to allocate more
arithmetic units (figure 1-3) b) a 10 X memory bandwidth compared to CPUs; c) lack of
dependency on legacy software so GPUs can incorporate simpler and faster memory models.
As it was said before, all these changes are motivated by the game industry: gamers require
high performance on the video hardware to run realistic simulations compound of thousand
of floating-point calculations per frame. The simplest solution is to add more cores to run
parallel threads (See figure 1-4).
In the case of scientific computations with CUDA, GPUs can be viewed as numeric computing
engines used to perform some numerically intensive parts of code; sequential code in the CPU
is still needed to control the overall process, while GPUs perform data parallelism.
1.3.1 CUDA as a programming language
CUDA is based on data parallelism, where the same set of instructions are applied over dif-
ferent data. To accomplish the parallel execution, it was necessary to add some constructions
to C language that allow us to perform this type of parallelism.
In CUDA, CPU an GPU work together to accomplish the work (Figure 1-5). Little par-
allelism or lack of it are performed in the CPU (host code); data parallelism is performed
over the GPU (device code). Host code is compiled with the standard C compiler on the
machine, while device code is compiled with the nvcc NVIDIA Compiler. The key functions
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Figure 1-4: Architecture of CUDA device (From [16]): Streaming multiprocessors are com-
posed by 8 streaming processors. Global memory can be access by any of these
building blocks
of parallelism in this platform are the Parallel functions (CUDA kernels); these are the code
parts that performs data parallelism.
These kernels are launched in the GPU, while CPU can perform other duties until the data
of GPU is ready. All the collection of threads launched by a kernel run are called a grid.
CUDA Memory
GPU and CPU Memories are separated, so CPU cannot access directly GPU memory, and
vice versa. Memory in the GPU has to be allocated from the host code using a special
function cudaMalloc:
cudaMalloc(void ** devicePointer,size_t required_size)
Initialization of GPU data to some general values can be done using cudaMemset:
cudaMemset(void *devicePointer,int value,size_t stablished_size)
The data in the CPU in which parallelism is a suitable option, must be copied to the GPU
memory; this can be done using a predefined function cudaMemcpy:
cudaMemcpy(void *destination_device_pointer,const
void * source_host_pointer,size_t stablished_size,cudaMemcpyHostToDevice)
Same function is used to copy the processed data back to the CPU:
cudaMemcpy(void *destination_host_pointer,const
void * source_gpu_pointer,size_t stablished_size,cudaMemcpyDeviceToHost)
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Figure 1-5: Host and device execution (From [16]): There is no absolute parallel program in
CUDA; CPU and GPU work together to finish the task
At this point, only global memory of the GPU has been mentioned. All the threads of an
execution can access this memory at anytime, since the data was not deleted; however, there
are another types of memory (figure 1-6) with lower latency:
• Shared memory: Read and write access from the threads of a block only. It is alive
until the last thread of the block is executed.
• Local memory: Read and write access from a single thread only. It is alive during the
execution of the thread only.
• Register: Same rules for local memory.
CUDA Threads
Parallel functions (Kernels) are based on the programming style called SPMD (single-
program, multiple-data). CUDA uses a new set of keywords to define parallel functions:
• global keyword is used to declare a parallel function that can be called from host
code
• device keyword is used to declare a function to be used inside parallel functions
• host keyword is useful to overload a device function
12 1 Background
Figure 1-6: Memories in CUDA (From [16]): global memory is reachable by any thread,
shared memory is common for threads in the same block only and local memory
is restricted to a single thread
A simple parallel program
As it was said before, a simple parallel program contains parts of code executed by the CPU
and parallel functions that run only in the GPU [36]. Before launching these functions, two
basic parameters must be set:
• Grid size: A well designed number of blocks according to the problem may optimize
parallel execution
• Block size: Number of threads per block; threads of the same block share memory and
can synchronize
An example CUDA program has the following structure:
__device__ auxiliar_function(arg1,arg2,...)
{
...
}
__global__ parallel_function(arg1.arg2,....)
{
.
.
.
//device functions perform rutinary operations in the GPU
auxiliar_function(arg1,arg2,...);
.
.
.
}
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void main()
{
.
.
.
//memory is copied from CPU to GPU
cudaMemcpy(arg1_d,arg1,some_size,cudaMemcpyHostToDevice);
.
.
.
//launch parameters are set
grid_size=16;
block_size=16;
//parallel function is launched
parallel_function<<<grid_size,block_size>>>(arg1_d,arg2_d,...);
//memory is copied from GPU to CPU
cudaMemcpy(arg1,arg1_d,some_size,cudaMemcpyDeviceToHost);
.
.
.
//GPU memory is released
cudaFree(arg1_d);
cudaFree(arg2_d);
.
.
.
}
1.3.2 GPU Computing in Chemistry
There are two popular software packages for molecular dynamics that have took advantage
of the CUDA Technology: NAMD and VMD. NAMD is a package for simulation of classical
molecular dynamics intended to run over large parallel computers; this software uses a
spatial decomposition strategy for parallelization of execution: atoms belong to boxes which
dimensions are set optimally. Then the boxes are distributed to the cores in the GPU, as
long as the computation of forces between atoms in neighboring boxes is independent [37].
The forces between a pair of boxes is calculated in a block, and each block is able to process
up to 500 atoms, having two atoms per thread. The experiments report a 20 X speedup
using GPUs [48].
VMD software is intended to use in visualizing molecular dynamics in desktop computers;
the calculation of electrostatic potential maps is one of the applications that has took more
advantages of the GPU computation. As long as the electrostatic potential of a given point
can be computed independently from another, an efficient parallel approach is to assign
potential calculations to single threads in the GPU. Each thread has to jump over all the
atoms of the molecule, sum the results and store them[37].
GPUs have been used also in quantum chemistry studies [51], demonstrating that GPUs
can significantly overcome the CPUs, achieving up to 100 X of speedup in some quantum
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chemistry problems: evaluation of two-electron repulsion integrals and subsequent Coulomb
and exchange operator matrix formations. In this study, single-precision GPUs were used:
float calculations failed in accuracy when the molecules were composed by more than 100
atoms.
1.4 Kernel Methods for similarity search
The second issue of TARIS method is the necessity to prove additional comparison algorithms
for trees; one of them is denominated Sub-graph isomorphism which is classified as an NP
problem; however, there are several optimizations that demonstrate good results in video
indexing, computer vision and ligand docking [21] [39] [43] [49]: given two graphs (G1 and
G2), two variants of the method can be used: Maximum Common Sub-graph variant looks
for the major isomorphic sub- graph contained within G1 and G2. On the other hand,
Minimum Common Super-graph tries to find the closest superior graph containing both G1
and G2. These distances showed better results than the edit distances on some applications
due to the fact that these methods do not need a cost function [11]. Another approach is
the Maximum Parsimony method, applied in some phylogenetic trees comparison studies
[17] [45]. But, there is group of techniques of machine learning algorithms that have been
successfully applied in structure data problems: they are called Kernel Methods.
Kernel Methods are well documented in the book of Shawe-Taylor and Cristianini [47]. This
group of algorithms are strong enough to detect stable patterns robustly and efficiently from
a finite data sample; basically, the idea is to embed the original data into a space where linear
relations manifest as patterns. These methods have been successfully applied in problems
with structured data types like trees and strings [2].
Kernel methods are a two-stages strategy: first, a mapping is made by the Kernel Function,
which depends on the specific data type and domain knowledge. Second, a general purpose
and robust kernel learning algorithm is applied to find the linear relationships in the induced
feature space.
The stage of construction of the kernel function is resumed in four steps:
• Original data items are embedded into a vector space called feature space
• The images of data in feature space have linear relations
• The algorithms do not need to know the coordinates of the feature space data; the
pairwise inner products are enough
• These inner products can be calculated in an efficient way using the kernel function
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1.4.1 The Kernel Function
Consider an embedding mapping
φ : x ∈ Rn 7−→ φ(x) ∈ F ⊆ RN
This mapping recode original dataset S as
S ′ = (φ(x1), y1), ..., (φ(xl), yl)
As it was said before, the inner products between data points < φ(x), φ(z) > in the feature
space are the unique necessary information to solve the problem; they construct the so called
Kernel or Gram matrix G = XX ′. On the same way, for a new example x, the vector k
which contains the values ki =< φ(xi), φ(x) > is only needed. Direct calculation may be
infeasible because the induced space can have several to infinite dimensions, but sometimes
this matrix can be more efficiently calculated using the original features, avoiding calculation
of φ. That indirect calculation is termed the kernel trick and it is performed by the kernel
function:
k(x, z) =< φ(x), φ(z) > where φ : x 7−→ φ(x) ∈ F
Example: Consider an n-dimensional spaceX ⊆ Rn and a candidate kernel function k(x, z) =<
x, z >2 corresponding to the mapping φ : x 7−→ φ(x) = (xixj)ni,j=1 ∈ F = Rn2 :
< φ(x), φ(z) >=< (xixj)
n
i,j=1, (zizj)
n
i,j=1 >
=
n∑
i,j=1
xixjzizj =
n∑
i=1
xizi
n∑
j=1
xjzj
=< x, z >2
Until now, it has been assumed that the data of the problem are attribute-value tuples;
but, in the case of structured data like trees, the design of kernel functions is more difficult.
However, some solutions have been proposed and successfully proven.
Convolution Kernels
In [20] and [23], convolution kernels are proposed to be the best known kernel for repre-
sentation spaces that are not mere attribute- value tuples; semantics of composite objects
can often be captured by a relation between the object and its parts; The kernel on the
object is built from kernels defined on different parts. These kernels are supposed to be
used when there is a composition relationship between objects. Suppose x, y ∈ X and
~x = x1, x2, x3, ..., xD are parts of x and ~y = y1, y2, y3, ..., yD are parts of y and 1 ≤ d ≤ D. A
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kernel between corresponding parts of both objects is Kd(xd, yd) and gives a (di-)similarity
measure between those parts. Therefore, the kernel evaluation between the objects is :
Kconv(x, y) =
∑
~x,~y
D∏
d=1
Kd(xd, yd)
Convolution kernels are very general and can be applied in many different learning problems.
However, it is not easy to put them to work in specific applications, because the search of
the relation of composition in the real world is non-trivial task.
An example of structured data from real world applications are tree and string objects.
String kernels
Strings kernels are defined in a comprehensive way in [53]. Briefly, they are defined as it
follows:
• A is a finite set of characters called alphabet
• A string is any x ∈ Ak for k=0,1,2,...
• A∗ are all the non-empty strings
• s, s′, x, y ∈ A∗ are strings
• nums(x) is the number of occurrences of s in x as substring
• δs,s′ is the Kronecker delta that is 1 when s and s′ are equal or zero otherwise
• ws is a weighting factor
The generic kernel they define is given by:
k(x, y) =
∑
s⊆x,s′⊆y
wsδs,s′ =
∑
s∈A∗
nums(x)nums(y)ws
The weighting factor ws can be obtained as follows:
• ws = 0 for all |s| > 1 : it only counts single characters (bag-of-characters kernel)
• ws 6= 0 if and only if s is bounded by a whitespace in one or both sides: it counts words
(bag-of-words kernel)
• ws = 0 for all |s| > n: it only counts sub-strings which length are less or equal to a
given number n
• ws = 0 for all |s| 6= k : it only counts sub-strings of length k (k-spectrum kernel)
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Figure 1-7: Kernel matrix structure for l examples (From [47])
Tree kernels
In the case of trees, a similar kernel can be derived from string kernels [53] with the difference
that instead of substrings, sub-trees are the target. Recall that a sub-tree t of a tree T is a
node and all its descendants and this relationship is denoted as t |= T . Therefore:
k(T, T ′) =
∑
t|=T,t′|=T ′
wtδt,t′
The Kronecker delta is 1 only if both subtree are equal an zero otherwise. The weighting
factor is useful to provide complexity.
1.4.2 The Kernel Matrix
Once the kernel function is designed, it is applied over a set of examples; this process returns
the evaluation of the inner products between the data: the kernel matrix. The indirect
calculation (using a kernel function) of inner products of the feature space using l examples
produces an lxl matrix (figure 1-7); this matrix is symmetric and contains all the information
needed to classify new objects, preserving the modularity approach. Despite the obvious lost
of information, this matrix is used as the information bottleneck for the learning algorithms.
Valid and good kernels
Kernel matrices must be semi-definite positive: this property allows modification the kernel
matrix preserving the property of kernels, meaning that a new valid kernel can be constructed
from another and implicitly this new kernel can perform inner products of a valid feature
space (without explicitly calculating it).
In [19] there is a definition for positive definite property: let X be a set. A symmetric
function k : XxX is a positive definite kernel on X if, for all n ∈ Z+, x1, ...xn ∈ X, and
c1, ..., cn ∈ R, it follows that:
∑
i,j∈{1,...,n}
cicjk(xi, xj) ≥ 0
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A proof of this property is that the eigenvalues of a matrix must be nonnegative ([23]).
However, this property only ensures a valid kernel and ko(x, y) = 0 is valid but with a lack
of utility. For that reason, two additional properties must be checked empirically to build a
good kernel: Correctness, or the capacity of high accuracy using the same training data and
Appropriateness or the accuracy in the test data.
The semi-positive definiteness of kernels allow them to have interesting closure properties,
useful to build more kernels [47]: (1) the summation of kernels is a kernel too, (2) the product
of kernels is a kernel, and (3) the product of a constant and a kernel matrices is still a kernel.
k(x, y) = k1(x, y) + k2(x, y)
k(x, y) = k1(x, y)k2(x, y)
k(x, y) = ak1(x, y)
1.4.3 The Learning Algorithm
Once the kernel matrix is extracted from the application of the kernel function, it is time to
extract meaningful information from it. It is important to recall that the learning algorithm
is independent from the kernel function; this characteristic permits the use of almost any
available pattern recognition algorithm. However, there is one strategy of data visualization
that have been successfully applied in biology science (hierarchical clustering) and another
one that exploits the dual representation of kernel methods (Kernel Principal Component
Analysis).
Hierarchical clustering
In order to visualize the relationship between observations, Hierarchical Clustering analysis
arises as common used technique. This method belongs to the unsupervised learning al-
gorithms and requires from the user the specification of similarity or dissimilarity measure
between observations [22]. It is important to recall that the kernel matrix can be seen as a
similarity or dissimilarity measure. Hierarchical means that high-level clusters are conformed
by merging low-level clusters. The visualization of the relationships are possible by means of
a dendrogram, which is a highly interpretable image (Figure 1-8). This is one of the reasons
of its popularity.
Usually, the construction of a dendrogram can be accomplished using two strategies: Divisive
clustering is a top-down approach that starts assuming a unique cluster and then creates
the groups. On the other hand, Agglomerative Hierarchical clustering starts assuming that
every single observation is a cluster; then, merges the pair of clusters with less dissimilarity,
until one cluster is obtained; the algorithm works like this [24]:
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Figure 1-8: A typical dendrogram of Hierarchical Clustering
• Compute the proximity matrix between the examples
• Find the most similar pair of clusters using the proximity matrix and merge into a
single one
• Update the proximity matrix to reflect the merges
• Stop when all the clusters are merged into one. Otherwise return to step 2
The distance between a pair of cluster an be calculated in several ways, but the most common
are:
• Single link: The distance between the pair of clusters is the minimum distance between
examples in different clusters
• Complete link: In this case the distance is the maximum distance observed between
examples in different clusters
• Average link: This a trade-off of the last methods. It calculates the average of the
distance of all the examples in different clusters
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Hierarchical clustering has been successfully used by many researchers in chemical appli-
cations, specially in pharmaceutic studies where data is big and dimensionality is high,
demonstrating its suitability over other methods, like random picks[26]. However, there is a
need to find an algorithm that can extract information from the kernel matrix related with
the feature space; Kernel PCA appears as an alternative for finding patterns in kernelized
data.
Kernel Principal Component Analysis (Kernel PCA)
There is a particular technique termed Kernel Principal Components Analysis [46] that may
reduce the dimensions of data useful for practical visualization; kernel PCA applies PCA in
a kernel-defined feature space [47] represented by a kernel matrix that contains only the dot
products of that feature space. Recall that PCA uses the eigenvectors and eigenvalues of the
covariance matrix to project new data into the principal components. But, covariance matrix
cannot be accessed directly; so, it is necessary to use the kernel matrix to do so. Having the
usual feature space X = φ(x1), ..., φ(xl) and assuming it is centered, the covariance matrix
is given by:
lC = XX ′
It is known that the kernel matrix is given by a similar operation:
K = X ′X
Here, there is a clear relationship between both matrices; a u eigenvector of lC is derived
from the corresponding eigenvector v and eigenvalue λ of K:
u = λ−1/2X ′v
For a specific uc, c = 1, ..., l:
uc = λ
−1/2
c
l∑
i=1
(vc)iφ(xi) =
l∑
i=1
αciφ(xi)
At this point it is not possible to calculate uc due to the fact that it depends on the explicit
calculation of φ(xi). However, the projections of new points onto the direction of uc can be
calculated using the kernel matrix values:
Puc(φ(x)) = u
′
cφ(x) =<
l∑
i=1
αciφ(xi), φ(x) >=
l∑
i=1
αci < φ(xi), φ(x) >
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Figure 1-9: Linear and Kernel PCA (From [46]): Notice that the use of linear PCA does
not find a direction that explains well the variance in the data. Kernel PCA is
able to find these directions that are non-linear in the original space but linear
in the feature mapping
Puc(φ(x)) =
l∑
i=1
αcik(xi, x)
Finding these linear projections on a induced feature space is useful to find non-linear rela-
tionships in the original input space without computing explicitly the feature space (Figure
1-9).
1.5 Summary
It was explained how molecular similarity has been an important issue for chemistry; one
particular method for comparing molecules based on the electrostatic potential property was
explored. However, the mentioned method is based in sequential algorithms that may be
slower when the complexity and the number of examples increase: GPU computing comes out
as feasible solution for this issue. Additionally, the method only counts with one algorithm
for comparison: the tree edit distance; kernel methods are presented as a proven alternative
for comparison of non attribute-value data like trees.
In the next chapters the main contributions to tackle the mentioned issues and the obtained
results will be explained.
2 Methodology
In the previous section we have outlined the fundamental basis of our research. This chapter
presents some optimizations and alternatives in the process of comparing MEP trees.
2.1 From MEP to Weighted trees
As it was discussed in the previous chapter, MEP (Molecular Electrostatic Potential) is an
important molecular characteristic useful to perform similarity studies; it could be calculated
using simulation software like GAUSSIAN [18]. This program receives a molecular structure
and returns a three-dimensional matrix that stores the value of the MEP for each point; the
density of these files is approximately of one million of points (in this research, we only are
concerned about negative values).
It was also seen that MEP can be summarized as tree using the TARIS method. The method
works by performing a search of points that share a given negative potential value; the points
build some surfaces. As long as the potential increases, other points and corresponding sur-
faces appear, sometimes surrounding the previous ones. TARIS method attempts to translate
this pattern into a weighted tree based representation, where the leaf nodes represent the
first appearance of surfaces, the intermediate nodes represent the growing of the surfaces
and the root node groups into a single entity the conformed subtrees. Default process of
converting MEP produces what we have named: Scanning trees.
To create a scanning tree we need three parameters: the initial potential value, the final
potential value and the step size. Standing in the initial value, we search for surfaces; if
found, each independent surface is mapped to a leaf node and the area of the surface is stored
as its weight. Next, we jump to the next potential value according to the step size; Again,
we search for surfaces and map them to corresponding nodes; now, if a surface encloses a
surface of the previous potential value, we trace an edge between both nodes, which is useful
to track the growing pattern of the MEP surfaces. When final value is reached, all the
resulting trees are unified by an imaginary root node (See Figure 2-1).
Some drawbacks were detected in this process: a) the setting of the three parameters is left
to the user b) Greater step sizes produces trivial trees and offset in the joining of surfaces; c)
free initialization value does not assure the detection of the very first appearance of a surface;
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Figure 2-1: TARIS Method. The figure shows the construction of a tree characterizing
the appearances of the surfaces of MEP for the 11-deoxycorticosterone. In the
schema, a) an isosurface at MEP -0.1 ua is recorded as a node in the tree con-
struction. b) the process is parsimoniously until three new isosurfaces appears
one of these isosurfaces contains the isosurface found in the step a. c) In this
step two new isosurfaces appears, one of them contains the isosurface found in
the step a and the other contains both isosurfaces found in the step b this is
coded as the merging of two nodes in the tree. d) Again two new isosurfaces
appears at MEP -0.07 a.u. containing the surfaces that had appeared in the
previous step. e) All isosurfaces are attached to a root node
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d) free final value may lead to loss of valuable information. However, we recommend some
general settings and it is that ideally, final value and step size must be the closest to zero.
In order to solve these issues, we have added two additional ways for converting the MEP
into trees: critical-points (CP trees) and growing trees.
2.1.1 Critical-points trees (CP Trees)
Scanning trees are obtained with TARIS by performing a search of surfaces using a step size
that allows to walk over the potential values between an initial and a final cut set by the user;
we expect to find surfaces at every step. However, the chance to find the first appearance
of a surface is too little; these first appearances are important because they allow to keep
track of the deepest level of potential for each surface. In order to find them it is necessary
to scan all the registered values of potential, avoiding the use of two parameters: first, the
beginning of the scan, because it can be obtained from the lowest level registered in the
molecule; second, the step size is not needed due to the scan of all values. The final cut
parameter is kept in order to stop before passing towards positive potential. A problem arises
and it is that, obviously, the computational cost increases significantly. Despite this issue,
this method offers a more real representation of the MEP by searching in all the available
potential values.
The process goes like this (see figure 2-2): First, the potential values in a molecule are
ordered ascending; afterwards, the algorithm locates surfaces from the minor potential until
the final cut parameter given by the user; same rules of TARIS method for node construction
are applied: a) each new surface is mapped to (creates) a node; b) an inclusion relationship
between two surfaces at consecutive levels of potential maps (creates) an edge. When the
search is over, we perform a compression of the tree by erasing all nodes with a single child
and all its edges, and replacing them by a single edge between the remaining nodes . Finally,
a root node is added.
The surfaces that appear in lowest levels grow as long as the potential values increase; at
some point, some surfaces join and form a single surface. To find the first appearance of these
joined surfaces is significant due to tha fact that they are concentrating various potential
sources.
2.1.2 Growing trees
Storing only the first show of a surface is an important feature, but does not tell us how
much this surface contributes to the construction of a new surface when it joins to one or
more surfaces. In order to encode this information, our solution (Figure 2-3) creates a new
node corresponding to the last appearance of a surface before it merge with others. In this
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Figure 2-2: Converting a complete tree into a tree of critical points. a) The complete tree.
All nodes with a single child are marked to be removed except for the root node.
b) the resulting tree after the deletion of those nodes
Figure 2-3: Converting a complete tree into a growing tree. a) The complete tree. In a triad
of nodes of one child (dashed rectangle) the intermediate node is marked to be
removed. b) the resulting tree after the deletion of those intermediate nodes
case, we change the compression step: as soon as a triad of a node parenting one single child,
and this child parenting another single child is found, the intermediate node and surrounding
edges are replaced by a single edge between the remaining nodes. This representation allows
us to see what is the size of a surface before the merging and will reflect more exactly this
aggregation process.
At the end, we have tree ways for representing trees (see figure 2-4); experimentation will
show different clustering results for them.
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Figure 2-4: Three ways to render a MEP tree. a) The complete tree b) Tree of critical
points: notice the elimination of several nodes c) Tree of growing critical points:
notice the children nodes that are kept
2.2 Optimizing the tree construction process
The basic rules for constructing the trees are kept. However, we have observed that the inner
algorithm can be optimized. There are many variables that can increase the execution time
when constructing the trees; one of them is the step size of the scan: the execution time
increases as long as the step size decreases, resulting in more levels of scanning. Another
variable is the resolution of the representation: more points and triangles add more time
to execution. It is obvious that increasing step size and decreasing resolution can lead
to a several reduction of the execution time, but the resulting trees may be too simple.
So, we have to find a way for calculating more quickly without modifying the previous
parameters; parallel programming arises as a suitable solution as long as we have found two
inner processes that can be done using a parallel paradigm.
2.2.1 Finding independent surfaces at a level of potential
In TARIS, when we make a scan at some level of potential, the function returns a set of
triangles and points (Figure 2-5). The task now is to extract the different surfaces that
these points and triangles construct. TARIS algorithm uses a graph based solution: first, it
creates a node for each point; next, seeing the conformation of triangles, creates the edges
between the nodes; finally, it checks how many independent graphs were constructed that
correspond to the found independent surfaces, and returns these new surfaces. The area of
these surfaces is calculated on posterior stages. The algorithm is simple, but does not take
into account the inherent data parallelism.
Our proposal is simpler too(see figure 2-6): we construct an adjacency matrix for all the
points, storing 0 in the diagonal, 1 if the points belong to the same triangle and zero oth-
erwise. The data parallelism is perform over the set of all triangles. We check the points
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Figure 2-5: TARIS algorithm for finding surfaces: The surfaces are composed by dots that
are triangulated and are mapped to a graph
Figure 2-6: Our algorithm for finding surfaces: it is based in the construction of an adjacency
matrix. There are two independent surfaces; the colored rectangles indicate four
processes calculated in parallel. The 1 in bold are the only calculations made
inside each concurrent thread.
simultaneously over all the triangles and then, we write 1 in the six adjacency cells that are
mapped by a single triangle. The area of each triangle is calculated in this step too. After-
wards, we search for independent adjacency paths in the matrix and return the corresponding
surfaces.
In the original solution, the calculation of triangle area is performed in posterior stages.
Our solution performs the calculation while constructing the adjacency matrix, avoiding
additional runs for walking again over the triangles.
2.2.2 Finding inclusion of surfaces
Let us consider that l1 and l2 are two consecutive levels of potential. When we scan a
molecule representation at a given MEP value l1, we find surfaces that are translated into
independent nodes. At the next level l2, we find other independent surfaces. A l2 surface may
be parent of a l1 surface, if the l1 surface is contained inside the l2 surface. This relationship
is expressed as an edge between the nodes that map the surfaces. In TARIS, to find if a
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2-7.1
(a) Isosurface inside other Iso-
surface.
2-7.2
(b) Barycentric coordinates.
Figure 2-7: Barycentric coordinates. This image illustrates that for any point in the space,
the barycentric coordinates allow us establish if the point is in or out the triangle
surface is inside another or not, they take the triangles of the l1 surface and calculate their
centers. Next, they take all the triangles in the l2 surface and calculate their centers too.
Then, they trace a line from the l1 triangles centers to every l2 triangles centers. If an even
number of l2 triangles are crossed by the same line, it is assumed that both surfaces are
independent. On the other hand, it is concluded that l1 is inside l2. For a l1 surface with
n triangles and a l2 surface with m triangles, we have to trace n ∗m lines. This process is
made in a sequential way.
We propose an alternative approach (Figure 2-7). We take a single triangle of the l1 surface
and calculate its center, avoiding the z coordinate. Next, we take every triangle of the l2
surface and check two conditions: (1) if the z coordinate of its center is larger than the z
of l1 triangle, (2) if the point (x, y) of l1 is inside the (x, y) plane projection of l2 triangle,
using barycentric coordinates. If these conditions applies for an even number of l2 triangles
it means that the surfaces are independent; on the other way, l1 is inside l2. As long as we
only use one triangle from l1 surface, we have reduce the processes to just m line tracings.
Additionally, we calculate the barycentric coordinates in parallel.
2.3 Comparing trees
We were concerned about to propose an alternative similarity measure to the edit distance
used in [32]. But, the similarity measure algorithm depends on the representation used; as
proposed in [53], we use a representation of trees as strings, and hence, a string comparison
algorithm must be used.
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2.3.1 Representation of trees as strings
Strings offer a simple representation that can store weighting information; we have proposed
some basic rules to make the conversion from trees to strings:
• Leaf nodes are denoted as ( ): This representation allows to avoid the leaf nodes
counting as subtrees
• Internal nodes are denoted as [ ]: These are the root nodes of each subtree
• The root node is treated like any internal node: This means that a tree is a subtree of
itself
• Children of an internal node are written inside the brackets of the parent: On this
way, we can delimitate an entire subtree between the opening and its respective closing
bracket.
• The weight of the node is written after the opening bracket: The weight value is not
used in the one-to-one comparison between subtrees. It is used only to measure a
distance between coincident subtrees This is an example of a string:
[45.234[20.429( )( )][14.762]( )]
2.3.2 Comparing strings using Kernels
As it was seen in the previous chapter, kernel methods are strong pattern recognition al-
gorithms that generate a kernel matrix that acts as an information bottleneck; a kernel
value for a pair of examples can be seen as similarity or dissimilarity measure between them.
This measure is calculated by a kernel function we have designed and is explained on next
paragraphs.
Structure Kernel (Subtree Kernel)
The first function we can work with is the string representation without the weight val-
ues. It leaves us with a simple structure of square and rounded brackets, e.g. [[()][()()]] or
[[()][()()()][()()]]. A subtree in the string is represented by a substring with all the characters
between an opening bracket [ and its opposite closing bracket ] inclusive; this construction
is called a balanced string [53].
At this point, having two simple strings corresponding to two different examples, our kernel
function will try to find the number of balanced strings shared by a pair of examples (Figure
2-8); we can observe that this number is equal to the number of shared subtrees.
Let us define the kernel function: Let x and y be strings, s a balanced string, B the set
of all balanced strings present on x or y, nums(x) the number of occurrences of s in x and
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Figure 2-8: Illustration of the string kernel and its meaning in trees. Inner subtree cor-
respond to string in black background; in both cases (trees and strings), the
structure kernel is equal to 2
nums(y) the number of occurrences of s in x. The structure kernel between x and y is given
by:
ks(x, y) =
∑
s∈B
nums(x)nums(y)
The feature space that we are avoiding to calculate explicitly has dimensions as possible
balanced substrings. Since the variety of balanced substrings (meaning subtrees) is infinite,
we have a feature space of infinite dimensions; we can represent each example in the feature
space as an infinite array in which each feature is the number of a particular balanced
substring present in the example:
φ(x) = (0, 0, 0, 0, 2, 0, 0, 0, 1, 0, ......)
φ(y) = (0, 0, 0, 0, 2, 0, 1, 0, 2, 0, ......)
In this case, the explicit calculation of inner product is not suitable due to the infinite
dimensions, but assuming that the rest of the feature are 0, we can infer that < φ(x), φ(z) >=
6. The alternative kernel function just search for shared balanced substrings and counts the
repetitions, obtaining the same result with a simpler operation.
Now, provided that the kernel value may be small for smaller strings and great for greater
strings, we have to normalize it. We can do it applying:
k¯s(x, y) =
ks(x, y)√
ks(x, x)ks(y, y)
So, we obtain a value between 0 and 1 that takes into account the size of both examples.
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Figure 2-9: Illustration of weighted kernel: only root node weights of subtree are used
Weighted Kernel
The weight values can be used to obtain major differentiation between examples. We propose
a weighted version of the kernel that takes into account other characteristics of the MEPs,
being the value or the area of the isosurface. Basically, when two subtrees make an exact
match, we take the values of their root nodes and calculate the absolute value of their
difference. This means that, instead of storing the number of shared balanced substrings,
we store the summation of the differences of the weights of the root nodes (figure 2-9);
Let us define the new kernel: Let sx and sy be balanced strings of x and y respectively and
weight(sx) the function that returns the weight of the root node of sx (same applies for
weight(sy)). The weighted kernel between x and y is given by:
kw(x, y) =
∑
sx,sy∈B
δsx,sy |weight(sx)− weight(sy)|
We obtain a distance matrix between our examples. In order to generate a normalized
similarity matrix, we have to find the maximum value δmax and then apply:
k¯w(x, y) = (1− k
w(x, y)
δmax
)
This conversion applies only when the structure kernel is greater than zero. Otherwise,
k¯w(x, y) = 0.
2.3.3 Kernel Matrices
Provided that the trees we have obtained are related to the molecular electrostatic poten-
tial(MEP) and that it is possible to use a weighting factor in order to offer more differentiation
between the examples, it is possible to use two values, stored in each node of the trees. We
can use the value of the potential where the node was constructed or the value of the area
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Figure 2-10: The two values stored in each internal node of a tree. With them it is possible
to construct several kernel matrices
of the found surface (Figure 2-10). It is important to recall that we do not need to assign
weights to the terminal nodes, only to the internal nodes.
At the comparison time, it is clear that we can obtain two possible weighted kernel matrices
W : P for potentials and A for areas. It also is true that we can calculate the structure kernel
S whether there are weights or not. Let us assume that S, P and A are normalized; using
the closure properties of kernels we can obtain up to 11 kernel matrices (Table 2-1) applying
some operations; it is important to notice that we are using entry-wise multiplication in
order to preserve the properties of the kernel.
Table 2-1: Possible Kernel Matrices: both multiplication and summation are entry-wise op-
erations
K Abbrev. Formula
Structure S S
Potential P P
Area A A
Potential+Area PA 1
2
(P + A)
Structure+Potential SP 1
2
(S + P )
Structure+Area SA 1
2
(S + A)
Structure+Potential+Area SPA 1
3
(S + P + A)
Potential*Area xPA (P ∗ A)
Structure*Potential xSP (S ∗ P )
Structure*Area xSA (S ∗ A)
Structure*Potential*Area xSPA (S ∗ P ∗ A)
Theoretically, a kernel matrix must be positive semi-definite and this property is verified
through the calculation of the eigenvalues λ: these must be non-negative in order to confirm
the property. However, experimentation show us that our matrices were not positive semi-
definite. Hence, we have to convert them by changing all negative eigenvalues λ to zero
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and afterwards, reconstruct the matrix using the eigenvectors V too. This is the minimal
perturbation made to the matrices.
K = λV λ′
λp = negative to zero(λ)
Kp = λpV λ
′
p
From here when we speak about the matrices we will be referring to the ones obtained after
the perturbation step.
2.3.4 Comparing substrings in parallel
For small strings the calculation of the kernel matrix can be done in a sequential way. How-
ever, when the strings become larger and the number of examples increases, it is necessary
to use a parallel approach that can reduce calculation times. CUDA was selected as the plat-
form to do it. We need to compare each balanced substring with the others in order to find
which of them are equal in structure; as long as each pair of comparisons is independent from
each other, it is easy to apply a parallel approach to the computation. If we have n strings,
corresponding to the number of examples, and each string contains bi, i = 1...n balanced
strings (corresponding to subtrees), the row and column size, denoted by S, correspond to
the total number of balanced strings of our examples: S =
∑n
i=1 bi.
We construct a matching matrix M of size SXS in which we store 1 in the Mxy, x, y = 1..S
if the balanced strings are equal in structure and 0 otherwise. We also construct a same
size weighted matrix W that stores the difference between the weights of the root node of
balanced strings, only if they are the same in structure (Figure 2-11). We denote the parallel
execution in the pseudo-code as a for loop preceded by parallel keyword.
Pseudo-code
begin parallel for k between 1 and S X S
integer x = k/S;
integer y = k%S;
begin if b[x] = b[y]
M[x][y] = 1
W[x][y] = |weight(x)-weight(y)|
else
M[x][y] = 0
W[x][y] = -1;
end if
end parallel for
A general idea of the CUDA code can show how the programming works; detailed definitions
are missing for simplicity. This is an example of the CUDA function that executes the code
in parallel for all elements of the matrix:
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Figure 2-11: Comparison of substrings in parallel
CUDA code of parallel function
__global__ void calculate_kernel(char **strings,int *string_matrix,
int *weight_matrix,int size_matrix,int size_row)
{
int idx=blockIdx.x*blockDim.x + threadIdx.x; // obtain the unique id of the thread
if(idx<size_matrix) // do not go further the limits
{
int x=idx/size_row; // obtain the first substring
int y=idx%size_row; //obtain the second substring
if(strings[x]==strings[y]) // compare the strings
{
string_matrix[idx]=1; // write 1 in the string matrix
weight_matrix[idx]=abs(weight(x)-weight(y)); // write the absolute value in the weight matrix
}
else
{
string_matrix[idx]=0; // write 0 in the kernel matrix
weight_matrix[idx]=-1; //write -1 in the kernel matrix
}
}
}
The call of this function is made in the main body of the program, specifying the launch
parameters:
Code for the main program
void main()
{
char **strings; // the array with the strings
int *string_matrix; // the matrix of matches between strings
float *weight_matrix; // the matrix of differences between weights
...
...variables are filled...
...
// declaration of device variables
char **strings_d;
int *string_matrix_d; // the matrix of matches between strings
float *weight_matrix_d; // the matrix of differences between weights
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//copy from cpu memory to gpu memory
CudaMemcpy(strings_d,strings,size_of_strings*sizeof(char),cudaMemcpyHostToDevice);
CudaMemcpy(string_matrix_d,string_matrix,size_of_matrix*sizeof(int),cudaMemcpyHostToDevice);
CudaMemcpy(weight_matrix_d,weight_matrix,size_of_matrix*sizeof(float),cudaMemcpyHostToDevice);
//setting of parallel launch parameters
int block_size=512; // how many threads per block?
int num_blocks=512; // how many blocks per grid?
//parallel function launch
calculate_kernel<<block_size,num_blocks>>(strings_d,string_matrix_d,
weight_matrix_d,size_of_matrix,size_of_row);
}
2.4 Summary
Growing and CP trees have been proposed as better representations for MEP; regardless of
the type of tree, we have optimized the algorithm to construct them, in order to reduce the
execution time that this process takes. Additionally, we have proposed a conversion from
trees to strings in order to apply string kernel over the examples. Structure and weighted
kernels were developed and a parallel approach to calculate them was reviewed too. In
the next chapter, results of experimentation are reported, showing interesting clustering
formations and speedup gain.
3 Experimental Evaluation
In the works [32] and [33], the hierarchical clustering analysis showed that edit distance
metric is good enough to explain some relations and distributions of the functional groups,
using only 46 examples of MEP trees.
In the previous sections, we have stated that GPU Computing techniques will be able to
achieve a significant speedup in the processes of tree construction and tree comparison; we
also have proposed that kernel methods are an appropriate alternative to compare these
graph-based structures. Finally, we have created two additional representations of MEP
as tree and we think these new representations are more appropriated than the original.
We pretend to validate these assumptions by performing a similarity study in a set of 73
molecular structures of functional groups; speed of execution will be measured too.
In chemistry, most specifically in organic chemistry, functional groups characterize the chem-
ical behavior of the substances; a functional group is composed of atoms or groups of atoms
that determine how the molecules reacts. In our research we have focused on eight functional
groups of the organic chemistry distributed in 73 molecules; a set of properties commonly
associated with substances are acidity and basicity.
3.1 Experimental setup
3.1.1 Dataset
As it was said before, we have used a sample size of 73 molecules (Table 3-1) corresponding
to the classical functional groups seen in basic courses of chemistry.
To obtain the MEP for all the 73 molecules in a grid we use the following protocol: first
it is necessary to establish the equilibrium quantum geometry; this process was possible
using the suit of programs Gaussian[18] through the use of quantum mechanical methods,
in this particular case a DFT procedure, with a basis set 6-31G(d,p) and second using
the appropriate parameters. A grid of similar density of points was constructed and the
corresponding MEP values were stored into a .cube file which is a format proposed by
Gaussian Inc.
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Table 3-1: 73 molecules of Functional Groups
ALCO 01 ALDE 01 ACID 02 AMID 01
ALCO 02 ALDE 02 ACID 03 AMID 02
ALCO 03 ALDE 03 ACID 04 AMID 03
ALCO 04 ALDE 04 ACID 05 AMID 04
ALCO 05 ALDE 05 ACID 06 AMID 05
ALCO 06 ALDE 06 ACID 07 AMID 06
ALCO 07 ALDE 07 ACID 08 AMIN 01
ALCO 08 ALDE 08 ACID 09 AMIN 02
ALCO 09 ALDE 09 ACID 10 AMIN 03
ALCO 10 KETO 01 ESTE 01 AMIN 04
ETHE 01 KETO 02 ESTE 02 AMIN 05
ETHE 02 KETO 03 ESTE 03 AMIN 06
ETHE 03 KETO 04 ESTE 04 AMIN 07
ETHE 04 KETO 05 ESTE 05 AMIN 08
ETHE 05 KETO 06 ESTE 06 AMIN 09
ETHE 06 KETO 07 ESTE 07 AMIN 10
ETHE 07 KETO 08 ESTE 08
ETHE 08 KETO 09 ESTE 09
ETHE 09 ACID 01 ESTE 10
Alcohols ALCO, Ether ETHE, Aldehydes ALDE, Ketones KETO, Acids ACID, Esters ESTE, Amides AMID and Amines AMIN.
3.1.2 Hardware and Software
The sequential and parallel processes were executed under a Debian Linux machine with
CUDA 3.1 platform, two Intel Xeon Quadcore Processors at 2.27 GHz, 8 GB RAM and a
NVIDIA 240GT Graphic Card with 96 CUDA cores. Dendrograms of Hierarchical Clustering
where obtained using the R statistical software[41] using the average link method.
For clarity in this chapter we present the results in the following order: First, the results
obtained using the Tree Edit Distance metric for the tree comparison, over the three different
representations (see below) mentioned in the methodology. Second, the results obtained
using our kernel implementation over the tree representations. Third, a comparison between
the Tree Edit Distance and the Kernels. And at last our results obtained over performance
and improvements in the parallel implementation.
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3.2 Comparing MEP trees with edit distance
Edit distance demonstrates during all experiments its strong and convenience for tree com-
parison. All the experiments show a good clustering, no matter the characterization for the
MEP used: i) a characterization of the MEP surfaces by a scanning and subsequent collapse
of intermediate nodes (scanning trees) ii) a characterization of the MEP by the search of
critical points in the whole MEP-cube, those where the first appearance of surfaces is stored
(CP trees) and iii) a characterization of the MEP by the search of critical points in the whole
MEP-cube, where first and last ocurrence of a surface are stored (growing trees).
In the clustering for the scanning trees (Figure 3-1) we observe that the molecules were
classified according to the their functional group. It is possible to set a partition at 30% level
of dissimilarity and establish A, B and C clusters. Thus in branch A there are molecules
that have at least one oxygen atom and the carbonyl function (C=O) in their structures
for the functional groups: carboxylic acid (ACID), esters (ESTE), aldehydes (ALDE) and
ketones (KETO).
At a dissimilarity level 14% in the branch A we can establish A1, A2 and A3, here the
molecules are classified according their chemical function, in the A1 cluster are the molecules
with two O (carboxylic compounds ACID and ESTE) the molecules esters: ESTE 06 and
ESTE 01 are closer to the acids because structurally their are more similar to the acids that
to the esters series (ESTE01,06HCOOR - acidsRCOOH); in the A2 cluster are the molecules
with one O (carbonylic compounds ALDE and KETO) and in the A3 cluster is formed by a
group of small acids.
The branch B comprises the molecules that no have the carbonyl function, moving into the
branch at a level of 7% dissimilarity we can note a separation by functional groups: the sub-
branch B1 contains the amines (AMIN) which is related to the sub-branch B2 that integrates
the ethers (ETHE) and the sub-branch B3 formed by the alcohols (ALCO).
A drawback is the significant number of molecules (6) that are far from its functional group
grouped in the cluster B4 and the cluster A3, this can be explained because the size of these
molecules is very small in comparisons with its homologous series.
Finally on the branch C the amides (AMID) molecules with N and C=O are found. Amides
are separated from all the other groups. This structure is congruent with the following facts:
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• Amides compared to basic compounds (Amines, Alcohols and Ethers) are weak bases.
• Amides compared to acid compounds (Acids, Esters, Aldehydes and Ketones) are weak
acids.
Figure 3-1: Edit Distance over scanning trees: Dendrogram
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Now, if we take a look of Critical Points trees clustering (Figure 3-2) it is notable a swap
between the groups of carbonylic compounds. Again we can set a partition at 30% level of
dissimilarity and establish the clusters A, B and C. Moving into the branch A at a 10%
level of dissimilarity we can note the sub-branches A1 formed by the alcohols (ALCO) and
the sub-branch A2 that integrates the ETHE and the AMIN groups explained by they share
less polarity than the ALCO in the sub-branch A1. Four molecules ALCO 01, ACID 01,
AMIN 01 and ALDE 01 are misplaced from their functional groups here contained in the sub-
branch A3, this can be explained because the size of these molecules is too small compared
to its homologous series.
In the cluster B we can note at 5% level of dissimilarity a classification due to how much the
oxygens atoms are exposed, thus we haveB1 andB2 sub-clusters formed by esters and ketones
where the oxygen atoms are surrounded by carbon atoms. In contrast the sub-clusters B3
and B4 formed by acids and aldehydes respectively, the oxygen atoms are exposed. In this
case more molecules are misplaced ESTE 10, ESTE 08 ,ESTE 06, ESTE 01 ESTE 05 (away
from the ESTE series) and ALDE 02.
The branch C groups the amides keeping a distance (60% in dissimilarity) from the other
molecules.
3.2 Comparing MEP trees with edit distance 41
Figure 3-2: Edit Distance over critical trees: Dendrogram
Finally the best clustering achieved using the Edit Distance was the obtained using the
growing trees (Figure 3-3). Here the Amides are integrated into acid compounds. Again
there is a separation between the carbonyl (C=O) compounds and the non-carbonyl. At 30%
level of dissimilarity we can establish three branches: A and B are the carbonyl compounds
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and C are the non-carbonylic compounds. Only three molecules are misplaced: 1 alcohol
(ALCO 01), 1 acid (ACID 01) and 1 aldehyde (ALDE 01), all those with a comparatively
smaller size than their counterparts.
In this case we can notice a clustering corresponding to the functional group. In the branch
A at 10% level of dissimilarity the sub-branches A1 and A2 comprises ACID and ESTE series
respectively, molecules whit two oxygen atoms, in the sub-branch A3, are grouped the ALDE
and KETO series containing a single carbonyl oxigen atom in their structure. The branch
B groups the molecules with a amide groups, the AMID series. Finally in the branch C
are enclosed the non-carbonylic molecules, here at 12% level of dissimilarity are the ALCO
series in the sub-branch C1 (R-OH) and the AMIN whit ETHE series in the sub-branch C2.
The presence of two oxygen atoms in the molecules makes a trend in the behavior of MEP
in contrast to a single oxygen atom, however, the type of bond in molecules with one oxygen
(R-OH, RO-R’ or C=O) also dictates the behavior of MEP.
It’s important to remark that the majority of misplaced molecules in all the experiments were
those ones with the smallest structure. At the end, we have selected by the experimentation
on the Tree Edit Distance Metric the growing trees as the best representation for MEP.
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Figure 3-3: Edit Distance over Growing trees: Dendrogram
3.3 Comparing MEP growing trees with Kernels
Provided that that growing trees are the best representation for MEP when compared with
edit distance, we have tried our kernels to see if similar results may be obtained.
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Hierarchical clustering and Kernel PCA where applied over the similarity matrices obtained
using the kernel functions; two of these kernel functions showed a remarkable behavior:
Structure+Area kernel (SA) and Structure*Potential*Area kernel (xSPA).
In the dendrogram for the SA experiment (figure 3-4) we can set a partition at 39% level
of dissimilarity noting three major branches, the branch A conglomerates the ALCO and
ETHE series which are molecules with a single non-carbonylic oxygen atom. In the branch
B, are all the carbonylic molecules (C=O) and at a 30% level of dissimilarity in this branch
we can see three sub-clusters, in the B1 are the ALDE and KETO series which share a single
oxygen atom in their structure of the form C=O; in the sub-cluster B2 amides (R-C=OONH-
R’) are grouped and in the sub-cluster B3 are grouped the molecules with two oxygen atoms
in their structure: ACID and ESTE series. Finally in the branch C the AMIN series which
have no oxygen in its structure.
As we can see, the separation between molecules with and without oxygens is achieved first.
Next, molecules with C-O and C=O are divided. Finally, in the cluster of C=0 molecules,
the difference in the number of oxygens is reflected in the formation of two different groups.
This nesting is slightly different from the one obtained with edit distance in the same type of
trees: acidity and basicity are no longer the rule of conglomeration. We note a general trend
in the clustering: functional groups and their derivates (ALC-ETHE, ACID-ESTE-AMID)
and functional groups with similar chemical behavior (ALDE-KETO) are always close in
this dendrogram.
Additionally, only three molecules are outside their respective group (2 ether and 1 acid).
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Figure 3-4: Growing trees: Structure+Area Matrix(SA) Dendrogram
The best Kernel PCA was obtained using xSPA kernel, seeing an excellent separation of
examples using the first two principal components. However, the dendrogram (Figure 3-
5) shows a more general structure at a 57% level of dissimilarity partition there are four
branches: A, Molecules with C=O and without nitrogen, carboxylic and carbonylic com-
pounds. B, molecules with C=O and nitrogen, AMID series. C, molecules with only a
non-carbonylic oxygen, ALCO and ETHE series. D Molecules without oxygen, AMIN series.
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Figure 3-5: Growing trees: Structure*Potential*Area Matrix(xSPA) Dendrogram and Ker-
nel PCA
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Kernel PCA shows a good visualization (figure 3-5) that reflects the described facts: in
general, the non-oxygenated molecules are separated from the oxygenated molecules (AMIN
series – Bottom/Left). The oxygenated molecules are divided into two groups, those with a
C=O (Bottom/Right) and those without C=O (Up/Right).
Both dendrogram and kernel PCA are consistent with the classical theory and for those
reasons we have selected xSPA as the best kernel to use.
3.4 Scanning and CP Trees
We carry out several experiments, alternating the different kernel functions with the other
critical trees and the scanning trees. One of the most meaningful kernels was the Kernel
PA/critical points trees, because in this experiment, as in the Edit Distance/critical points,
the clustering indicates trends between the ACID-ALDE series and the ESTE-KETO series.
The other significant experiment was achieved using the Kernel xSPA/scanning trees where,
again, there is a great difference between the molecules with carbonyl and non-carbonyl
functional groups.
3.5 Scanning vs Critical vs Growing Trees
The clustering and kernel PCA applied over the growing trees are more meaningful than the
others. In general, we obtain this structure with any representation:
• Molecules without O (Amines)
• Molecules with O
– Molecules with N (Amides)
– Molecules without N
∗ Molecules with C-O (Alcohols and Ethers)
∗ Molecules with C=O (Aldehydes, Ketones, Acids and Esters)
With CP trees, molecules with C=O are clustered into two groups: Aldehydes-Acids and
Esters-Ketones, based on the presence or absence of H. With growing trees, same molecules
are clustered in a different way: Aldehydes-Ketones and Esters-Acids, based on the presence
of one or two O.
Taking into account the chemical intuition of the behavior of the substances, the best clus-
tering was obtained with the MEP growing trees. Here a good classification of the substances
was achieved following the acid/basic scale.
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The scanning trees are dependent on the scan (search) parameter, in this case the search
parameter is 0.001. This kind of tree construction is less significant than critical or growing
trees.
3.6 Kernel Methods Summary
Finding the critical points is a duty that searches in all levels of potential registered in a
molecule, hence, it requires more execution time. We recommend to use this representation if
there are enough computational resources for construction of trees. Once the representation
is obtained, we recommend to apply edit distance metric in order to compare the obtained
trees. But, if time and resources will be important, we recommend applying the conventional
tree construction process, where scanning is made at some fixed step size, and comparing
them using Kernel Methods.
3.7 Serial and Parallel execution
Notable speedup have been obtained when the algorithms are implemented in a parallel
platform as CUDA.
3.7.1 Parallel Kernels vs Sequential kernels
The algorithm for kernel matrix calculation was implemented in both sequential and parallel
versions; the size of the examples was increased progressively in order to record the amount
of time taken by CPU and GPU. Figure 3-6 shows how the GPU process increments the
execution time more slowly than the CPU; the average approximate speedup we have ob-
tained in the available hardware was 8 X, which is significantly faster than the sequential
execution (Table 3-2).
The suitability of parallel version is then ratified by the experimentation.
3.7.2 Parallel Kernels vs Edit distance
In order to test the execution time of the different algorithms for MEP comparison, we
created a dummy set of 2000 examples; the results showed an excellent performance of the
string kernels implemented in CUDA versus the version based in the edit distance metric
(Figure 3-7). CUDA execution time increases lineally when the examples grow in number;
instead, sequential execution performs poorly as long as the examples increase in number.
The speedup obtained by parallel execution makes desirable the use of kernel metrics instead
edit distance when the number of examples is larger.
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Figure 3-6: Comparison of execution time in the construction of similarity matrices using a
sequential and a parallel algorithm
Table 3-2: Time and speedups
Kernel Matrix size (MBytes) GPU Time (seconds) CPU Time (seconds) Speedup
1,20 0,04 0,35 8,13 x
2,13 0,08 0,61 8,06 x
4,80 0,17 1,38 8,08 x
8,54 0,30 2,71 9,03 x
16,14 0,57 4,63 8,09 x
34,15 1,21 11,09 9,19 x
64,56 2,30 18,59 8,09 x
128,19 4,56 35,01 7,68 x
258,26 9,36 74,65 7,98 x
346,96 12,35 96,67 7,83 x
3.8 Computational package update
The software package for MEP comparison (TARIS) was updated and the following utilities
has been added: 11 Kernel Functions as a parallel comparison algorithms; acceleration of
execution speed in the tree construction process and speedup in the comparison using kernels
in parallel; string and contour output formats for MEP. All these changes will be reflected
in the web page of the TARIS project at: http://taris.sourceforge.net
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Figure 3-7: Comparison of execution time in the construction of similarity matrices
4 Conclusions
In this document we proposed some optimizations of the process of tree construction and
tree comparison for TARIS method. In the proposed CUDA parallel implementation for
constructing the trees, we have achieved a 2 X speedup in comparison to the former algorithm
used; in the process of comparing trees with a parallel kernel method, 8 X of speedup was
achieved in comparison to a serial version of the same method. GPU computing keeps
demonstrating that the need to work under a cluster computing environment can be reduced,
avoiding the power consumption issues that these kind of architectures involve.
We also proposed two more strategies for constructing MEP trees: i) critical points trees
stores the first appearance of surfaces and allow to obtain a more precise representation; ii)
growing trees keep track of the changes in the surfaces before a join occur. The mapping
done on the MEP and the way to code it into trees keep the neighborhood relations between
the critical points and is a very good way to characterize the topology of the Molecular
Electrostatic Potential.
We tried numerous experiments by clustering analysis using kernel functions and the edit
distance as measures of molecular similarity on all the tree representations for a set of 73
organic molecules. However, clustering over growing trees showed a more rich chemical
information than critical and conventional trees no matter the comparison strategy used.
The strength of these growing trees resides in that they are able to track the contribution of
different surfaces in the structure of the MEP.
Using edit distance over growing trees have lead to meaningful clustering results, reflecting
the absence or presence of carbonyl group and the acid or basic character of the functional
groups:
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Table 4-1: Edit Distance Conclusions
non-carbonyl Compounds Carbonyl Compounds
Alcohols R−OH Aldehydes R−(C=O)−H
Ethers R−OR Ketones R−(C=O)−R
Amines R−NH2
Acids R−(C=O)−OH
Esters R−(C=O)−OR
Amides R−(C=O)−ONHR
Basicity Acidity
As an alternative method for tree comparison, we have constructed a new strategy for com-
paring the MEP trees based on machine learning algorithms termed Kernel Methods. The
kernels we have created were able to find interesting chemical relations not seen with edit
distance metric; our kernels are faster too, achieving the construction of the similarity ma-
trices with a significant amount of speedup in comparison with edit distance algorithm. In
general, the next separate groups where always identified by our solution:
• Amides R−(C=O)−O−NH−R
• Amines R−NH2
• Alcohols and Ethers
The other groups may differ according to the representation used. The application of these
methods over growing or CP trees lead to a particular association:
Figure 4-1: Associations that differ between the growing and CP trees
These findings correspond to a correct classification in the organic chemistry; the Alcohols
and Ethers plus Amines are a cluster formed by molecules that in a chemical environment
react as bases. The Aldehydes, Ketones, Acids and Esters are another cluster formed by
molecules that in a chemical environment react as acids. And the Amides are an special
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cluster that in a chemical environment react as an Acid or a Base. The two different con-
figurations of the molecules with C=O correspond to an interesting finding in the proposed
classifications. On one side there is the configuration of Esters-Ketones and Aldehydes-Acids
where is grouped according to the de-protection of the carbonyl oxygen (C=O). On the other
side, there is the configuration Aldehydes-Ketones and Acids-Esters, compounds having a
common origin, ie., acids produce esters.
Finally, edit distance and kernel methods show different clustering results. Due to the
implementation of our kernels under a parallel platform, we recommend the use of these
kernels to accelerate the comparison process.
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