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Re´sume´
Le coefficient de covariation syme´trique signe´ est une nouvelle mesure de de´pendance entre
variables ale´atoires α-stables syme´triques. Ce coefficient satisfait la plupart des proprie´te´s du
coefficient de corre´lation classique. Nous en proposons un estimateur base´ sur les moments
fractionnaires d’ordre infe´rieur. Dans le cas des vecteurs ale´atoires sous-gaussiens, ce coeffi-
cient co¨ıncide avec le parame`tre d’association propose´ par Press et la version ge´ne´ralise´e de ce
parame`tre appele´e gap et propose´e par Paulauskas. Nous proposons e´galement un estimateur du
gap base´ sur l’estimation de la mesure spectrale du vecteur ale´atoire syme´trique α-stable. Une
comparaison des re´sultats obtenus a` partir de ces estimateurs est faite dans le cas sous-gaussien.
Abstract
The signed symmetric covariation coefficient is a new dependence measure between symmetric
α-stable random variables. This coefficient satisfies most properties of the classical Pearson
coefficient. We propose an estimator of this coefficient based on fractional lower-order moments.
In the case of sub-Gaussian random vectors, this coefficient coincide with the association param-
eter proposed by Press and the generalized version of this coefficient called gap and proposed by
Paulauskas. We also propose a gap estimator based on the estimation of the spectral measure of
the symmetric α-stable random vector. A comparison based on the results obtained from these
estimators is done in case of sub-Gaussian random vectors.
1 Introduction
De nombreux proble`mes physiques et financiers pre´sentent une tre`s grande variabilite´ et les
distributions α-stables sont souvent utilise´es pour leur mode´lisation. Ces lois ont e´te´ introduites
par Paul Le´vy en 1924. Elles prennent en compte l’asyme´trie et les queues lourdes et sont les
seules lois limites de sommes de variables ale´atoires inde´pendantes et identiquement distribue´es.
Les plus connues : les lois de Gauss, de Cauchy et de Le´vy, sont les seules qui ont une densite´
de probabilite´ pouvant s’e´crire de manie`re explicite. Pour les autres, on ne dispose que de leur
fonction caracte´ristique. Les variables ale´atoires stables non-gaussiennes ne posse`dent pas de
moments de second ordre. Comme conse´quence imme´diate, le concept de matrice de corre´lation
n’est pas de´fini.
Dans cet article nous utilisons un nouveau coefficient de de´pendance, base´ sur la covariation,
appele´ coefficient de covariation syme´trique signe´. Ce coefficient posse`de la plupart des pro-
prie´te´s d’un coefficient de corre´lation classique et dans le cas des vecteurs ale´atoires α-stables
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sous-gaussiens, co¨ıncide avec le parame`tre d’association propose´ par Press (1972) et la ver-
sion ge´ne´ralise´e de ce parame`tre appele´e gap (Generalized Association Parameter) propose´e
par Paulauskas (1976). Pour estimer cette quantite´, nous utilisons les moments fractionnaires
d’ordre infe´rieur. Nous proposons e´galement un estimateur du gap base´ sur une estimation de
la mesure spectrale du vecteur.
La Section 2 consiste en quelques rappels de base sur les vecteurs ale´atoires stables et les
coefficients de de´pendance. Dans la Section 3 nous introduisons le coefficient de covariation
syme´trique signe´, pre´sentons ses proprie´te´s imme´diates et montrons son e´galite´ au gap dans
le cas des vecteurs ale´atoires sous-gaussiens. La Section 4 est consacre´e a` l’estimation de ces
coefficients.
2 Quelques rappels sur les vecteurs α-stables et coefficients de
de´pendance
Nous reprenons ici les notations de Samorodnitsky et Taqqu (1994) et notons Sα(γ, β, δ) une loi
α-stable, ou` 0 < α ≤ 2, γ ≥ 0,−1 ≤ β ≤ 1 et δ un re´el. Si la loi est syme´trique, elle est note´e
simplement SαS(γ). Soit 0 < α < 2. Le vecteur ale´atoire X = (X1, X2) est dit stable dans R2
si et seulement si il existe une mesure finie Γ sur le cercle unite´ S2 = {s ∈ R2 : ‖s‖ = 1} et un
vecteur δ tels que pour tout θ ∈ R2 :
φX(θ) = E exp (i〈θ,X〉) = exp (−IX(θ)) , (1)
ou` la fonction exposant est donne´e par
IX(θ) =
∫
S2
ψα(〈θ, s〉)Γ(ds) + i(θ, δ)
avec
ψα(u) =
{ |u|α[1− isign(u) tan piα2 ] si α 6= 1,
|u|[1 + i 2pi sign(u) ln |u|] si α = 1.
(2)
Ici 〈θ, s〉 de´signe le produit scalaire dans R2. Le parame`tre α est appele´ exposant caracte´ristique
ou index de stabilite´ et le parame`tre δ est un vecteur de position. La mesure Γ est appele´e
mesure spectrale du vecteur ale´atoire α-stable X et le couple (Γ, δ) est unique. Le vecteur est
syme´trique si et seulement si δ = 0 et Γ est une mesure syme´trique sur S2. Dans ce cas, sa
fonction caracte´ristique est donne´e par
E exp{i〈θ,X〉} = exp
{
−
∫
S2
|〈θ, s〉|αΓ(ds)
}
. (3)
La mesure spectrale porte l’information essentielle sur le vecteur, en particulier sur la structure de
de´pendance entre ses composantes. Il s’ensuit que toutes les mesures de de´pendance s’expriment
en fonction de cette dernie`re. Le lemme suivant e´tablit un re´sultat important que nous utiliserons
par la suite dans l’estimation du coefficient de covaration syme´trique signe´.
Lemme 2.1 Soit (X1, X2) un vecteur SαS avec α > 1. Alors pour tout 1 ≤ p < α,
EX1X
<p−1>
2
E|X2|p =
[X1, X2]α
‖X2‖αα
, (4)
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ou` a<p> = sign(a)|a|p est appele´e puissance signe´e, [X1, X2]α de´signe la covariation deX1 surX2,
mesure de de´pendance introduite par Miller (1978). La norme ‖ · ‖α est la norme de covariation.
Paulauskas (1976) a introduit un concept de de´pendance, le gap, plus ge´ne´ral que le parame`tre
d’association propose´ par Press (1972), et applicable a` tout vecteur syme´trique α-stable dans
R2. Celui-ci se de´finit de la manie`re suivante.
Soit (X1, X2) un vecteur SαS, 0 < α ≤ 2 et Γ sa mesure spectrale sur le cercle unite´ S2.
Soit (U1, U2) un vecteur ale´atoire sur S2 de distribution de probabilite´ Γ˜ = Γ/Γ(S2). Puisque
Γ est syme´trique, on a EU1 = EU2 = 0. Le parame`tre d’association ge´ne´ralise´ de (X1, X2) est
de´fini par :
ρ˜ =
EU1U2
(EU21EU
2
2 )1/2
. (5)
Pour un vecteur stable de fonction caracte´ristique (3) le gap ρ˜ a les proprie´te´s suivantes pour
tout 0 < α ≤ 2 : (i) on a toujours −1 ≤ ρ˜ ≤ 1 et si une distribution correspond a` un vecteur
ale´atoire dont les composantes sont inde´pendantes, alors ρ˜ = 0. (ii) Si |ρ˜| = 1 alors la distribution
est concentre´e sur une droite. (iii) Pour α = 2, ρ˜ co¨ıncide avec le coefficient de corre´lation d’un
vecteur ale´atoire gaussien. (iv) ρ˜ est inde´pendant de α et ne de´pend que de la mesure spectrale
Γ. (v) Si une fonction caracte´ristique est donne´e par
ϕ(t) = exp
{
−C(γ21t21 + 2rγ1γ2t1t2 + γ22t22)α/2
}
, (6)
ou` C est une constante approprie´e, alors r est le gap.
3 Coefficient de covariation syme´trique signe´ et proprie´te´s
De´finition 3.1 Soit (X1, X2) un vecteur ale´atoire SαS avec α > 1. Le coefficient de covariation
syme´trique signe´ entre X1 et X2, introduit par Garel et Kodia (2009), est la quantite´ :
scov(X1, X2) = κ(X1,X2)
∣∣∣∣ [X1, X2]α[X2, X1]α‖X1‖αα‖X2‖αα
∣∣∣∣ 12 , (7)
ou`
κ(X1,X2) =

sign([X1, X2]α) si
∣∣∣ [X1,X2]α‖X2‖αα ∣∣∣ ≥ ∣∣∣ [X2,X1]α‖X1‖αα ∣∣∣ ,
sign([X2, X1]α) si
∣∣∣ [X1,X2]α‖X2‖αα ∣∣∣ < ∣∣∣ [X2,X1]α‖X1‖αα ∣∣∣ .
(8)
Il ve´rifie : (i) −1 ≤ scov(X1, X2) ≤ 1 et si X1, X2 sont inde´pendantes, alors scov(X1, X2) =
0. (ii) Pour tout a 6= 0, |scov(X, aX)| = 1. (iii) Pour α = 2, scov(X1, X2) co¨ıncide avec le
coefficient de corre´lation habituel. (iv) Soient a et b deux re´els non nuls, alors scov(aX1, bX2) =
± scovα(X1, X2).
3.1 Cas des vecteurs ale´atoires sous-gaussiens
Soient 0 < α < 2, G1, G2 des variables conjointement normales de moyenne nulle et A une
variable ale´atoire positive, inde´pendante de (G1, G2), telle que A ∼ Sα/2
((
cos piα4
)2/α
, 1, 0).
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Alors X = A1/2G = (A1/2G1, A1/2G2) est un vecteur ale´atoire α-stable appele´ sous-gaussien de
vecteur gaussien sous-jacent G = (G1, G2). La fonction caracte´ristique de X est donne´e par :
E exp
{
i
2∑
k=1
θkXk
}
= exp
{
−
∣∣∣1
2
2∑
i=1
2∑
j=1
θiθjRij
∣∣∣α/2}, (9)
ou` les Rij = EGiGj , i, j = 1, 2 sont les covariances du vecteur gaussien sous-jacent G (Samorod-
nitsky et Taqqu, 1994 page 78).
Proposition 3.2 Soient 1 < α < 2 et X = (X1, X2) vecteur sous gaussien de fonction car-
acte´ristique (9), alors le coefficient de covariation syme´trique signe´ et le gap entre les com-
posantes de X co¨ıncident avec le coefficient de corre´lation entre les composantes du vecteur
gaussien sous-jacent. Dans ce cas, scov(X1, X2) = 1⇔ la distribution de X est concentre´e sur
une ligne.
4 Estimation du coefficient de covariation syme´trique signe´ et
du gap
L’estimateur que nous proposons ici pour le coefficient de covariation syme´trique signe´ est
ŝcov(X1, X2) = κ̂(X1,X2)
∣∣∣( n∑
i=1
X1i sign(X2i)
)( n∑
i=1
X2i sign(X1i)
)∣∣∣1/2
[( n∑
i=1
|X1i|
)( n∑
i=1
|X2i|
)]1/2 (10)
ou` les couples (X11, X21), ...., (X1n, X2n) sont des observations de (X1, X2) inde´pendantes.
Comme conse´quence de la loi forte des grands nombres, cet estimateur converge presque suˆrement
vers le coefficient de covariation syme´trique signe´ quand n → ∞. Cet estimateur pre´sente
l’avantage de ne de´pendre, ni d’une estimation de α ni de celle de la mesure spectrale du vecteur
(X1, X2). Dans un contexte sous-gaussien, il s’agit aussi d’un estimateur du gap. Toutefois ce
n’est pas le cas en ge´ne´ral. Aussi proposons-nous un estimateur du gap base´ sur l’estimation de
la mesure spectrale du vecteur (X1, X2).
Lorsque la mesure spectrale d’un vecteur est continue, Byczkowski et Nolan (1993) montrent
que celle-ci peut eˆtre approche´e par une approximation discre`te du type
Γ(·) =
k∑
j=1
σjδsj(·), (11)
ou` les σj sont des poids, les δsj sont des Dirac aux points sj ∈ S2, j = 1, ..., k. Ainsi, es-
timer la mesure spectrale revient a` estimer des poids en des points bien pre´cis. Dans ce cas
le choix approprie´ du nombre k et la manie`re de les caracte´riser pour qu’ils puissent parcourir
uniforme´ment le cercle unite´ est essentielle pour l’estimation de cette mesure spectrale. Puisque
nous travaillons en dimension 2 nous avons pris sj = (cos(2pi(j − 1)/k), sin(2pi(j − 1)/k)) ∈ S2.
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Nolan et al. (2001) traitent en de´tails le calcul des poids σj dans un cas ge´ne´ral pour un nombre
donne´ de points. En tenant compte de (1) et de (11) on peut e´crire IX(θ) =
∑k
j=1 ψα(〈θ, sj〉)σj .
Soient θ1, ...,θk ∈ R2, on de´finit la matrice carre´e Ψ d’ordre k × k par :
Ψ = Ψα(θ1, ....,θk, s1, ..., sk) =

ψα(〈θ1, s1〉) · · · ψα(〈θ1, sk〉)
· · · · · · · · ·
· · · · · · · · ·
ψα(〈θk, s1〉) · · · ψα(〈θk, sk〉)
 .
Si ~σ = (σ1, ..., σk)′ et ~I = (IX(θ1), ..., IX(θk))′, on peut e´crire
~I = Ψ~σ. (12)
Si θ1, ...,θk sont choisis de fac¸on que Ψ soit inversible, on a alors
~σ = Ψ−1~I. (13)
Ainsi le principe de l’estimation de la mesure spectrale est le suivant : sur une grille, par
exemple θj = sj , on de´termine Ψ que l’on inverse. Puis en utilisant l’e´galite´ (13) on obtient les
σj , j = 1, ..., k.
Nous utilisons ici la me´thode dite de projection. Soient X(1),X(2), ...,X(n), n re´alisations du
vecteur ale´atoire syme´trique α-stable X avec α > 1. Fixons une grille θ1, ...,θk sur S2, ou`
chaque θk est une direction sur laquelle on projette les n re´alisations de X. De cette manie`re,
nous de´finissons pour chaque θj l’ensemble de donne´es unidimensionnelles syme´triques α-stables
〈θj ,X(1)〉, ..., 〈θj ,X(n)〉. Nous de´finissons ÎX(θj) = [γ̂(θj)]α̂(θj), j = 1, ..., k, ou` γ̂(θj) et α̂(θj)
sont les estimations respectives de l’index de stabilite´ et du parame`tre d’e´chelle des donne´es
〈θj ,X(1)〉, ..., 〈θj ,X(n)〉. Ces estimations sont obtenues en utilisant la me´thode des quantiles
de McCulloch pour l’estimation des parame`tres d’une variable α-stable. Puisque le α doit eˆtre
commun pour toutes les directions, nous de´finissons un αmoyen par α̂ = (1/k)
∑k
j=1 α̂(θj). Nous
avons alors ÎX(θj) = [γ̂(θj)]α̂, j = 1, ..., k. Nous sommes dans un cas syme´trique, de (2) on a
simplement ψα(u) = |u|α. Ainsi chaque e´le´ment de la matrice Ψ̂ est obtenu par ψ̂α(〈θi, sj〉) =
|θi1sj1 + θi2sj2|α̂, i, j = 1, ..., k. Malheureusement, dans la pratique la matrice Ψ̂ est mal-
conditionne´e. Pour contourner le proble`me d’inversion de cette matrice, McCulloch (2000)
sugge`re de rede´finir le syste`me (12) comme un proble`me d’optimisation du type de moindres
carre´s avec contraintes non ne´gatives :
minimiser ‖~̂I − Ψ̂~̂σ‖2 .
sous ~̂σ ≥ 0
La solution de ce proble`me est le vecteur ~̂σ des poids associe´ aux points s1, ..., sk sur lesquels
l’approximation (11) est de´finie. En tenant compte de la construction du gap dans (5), nous
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proposons pour celui-ci l’estimateur suivant, applicable dans un cas syme´trique α-stable :
ρ̂(X1,X2) =
k∑
j=1
σ̂j
(
∑k
j=1 σ̂j)
cos
(2pi(j − 1)
k
)
sin
(2pi(j − 1)
k
)
[( k∑
j=1
σ̂j
(
∑k
j=1 σ̂j)
cos2
(2pi(j − 1)
k
))( k∑
j=1
σ̂j
(
∑k
j=1 σ̂j)
sin2
(2pi(j − 1)
k
))]1/2 . (14)
Le tableau qui suit nous permet de faire une comparaison des performances de ces deux estima-
teurs dans le cas des vecteurs ale´atoires sous-gaussiens avec α > 1. La proposition 3.2 donne
l’e´galite´ entre le coefficient de covariation syme´trique signe´ et le gap. Alors (10) et (14) sont
des estimateurs de la meˆme quantite´. Les donne´es bivarie´es obtenues par simulation ont pour
parame`tres d’e´chelle respectifs γ1 = 2 et γ2 = 10. La taille de l’e´chantillon est n = 500, le
nombre de points k = 18 et le nombre de re´plications est 100. Les valeurs entre parenthe`ses sont
les e´carts arithme´tiques moyens a` la moyenne figurant au dessus.
Valeur −1.00 −0.80 −0.60 −0.40 −0.20 0.00 0.10 0.30 0.50 0.70 0.90
exacte
ŝcov −1.00 −0.80 −0.59 −0.39 −0.18 0.02 0.12 0.26 0.50 0.70 0.90
(0.00) (0.05) (0.06) (0.07) (0.11) (0.10) (0.09) (0.10) (0.08) (0.05) (0.03)
ρ̂ −0.91 −0.73 −0.53 −0.34 −0.18 −0.00 0.08 0.25 0.42 0.63 0.85
(0.00) (0.08) (0.08) (0.08) (0.08) (0.07) (0.08) (0.07) (0.08) (0.08) (0.08)
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