Abstract-This paper presents a support for the development of Distributed Virtual Environments (DVEs) on P2P architectures. A hierarchical overlay is defined by pairing each peer with a weight which is proportional to its networking bandwidth. Peers characterized by higher weights are assigned a greater workload, in terms of connections with other peers and of number of passive objects they manage, and can act as superpeers that offer a set of services to peers characterized by lower bandwidth. Additively Weighted Voronoi (AWV) Diagrams are exploited to define a partition of the DVE that assigns to each peer a region whose size is dependent on the peer's weight. Superpeers are modeled by sites of the tessellation that have absorbed at least the Voronoi region of another site. A set of experimental results shows that this approach can be a load balancing mechanism for peer-to-peer networks, that does not impair usual properties of Voronoi-based peer-to-peer networks.
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I. INTRODUCTION
Distributed Virtual Environments (DVEs) [1] such as military or civil protection distributed simulations and massively multiplayer online games (MMOGs), for instance World of Warcraft or Second Life, are currently a class of challenging distributed applications, because they integrate graphics, networking and AI programming.
Even though these applications might exploit the high scalability of peer-to-peer (P2P) networks, most of them still follow the client server model because of the complexity of a fully distributed solution. On the other hand, the definition of a P2P support for DVEs is currently an active research area [2] [3] [4] [5] [6] .
A DVE includes a set of active entities, represented by avatars, interacting with each other and with a set of passive objects like weapons, potions, etc. Each avatar is generally aware of avatars and passive objects located in its Area of Interest (AoI) i.e. an area surrounding it. This Locality of Interactions may be exploited to reduce the amount of notifications exchanged through the P2P overlay. Even if this solution may reduce the traffic on the network, it is not effective in crowding scenarios. In such a scenario, a huge amount of peers are located in the AoI of a peer P which should send/receive a large set of notifications to/from its neighbors. Note that in a DVE crowding may often occur, because peers may be attracted by the same object, for instance a sword or a magic potion, or may gather to fight against each other. Peers with low bandwidth that are not able to support this amount of traffic may experience low responsiveness for the application.
This paper defines a hierarchical P2P overlay for DVEs where peers characterized by a large bandwidth act as superpeers and give support to peers with low bandwidth which are located in their neighborhood.
Currently, hierarchical P2P networks, like Gnutella 0.6 [7] and Kazaa [8] , mainly support file sharing applications. In that case, the heterogeneity of peers is exploited to define a hierarchy where peers with a large amount of resources, such as network bandwidth, act as superpeers by defining a set of services for peers with fewer resources, i.e. the ordinary peers. Since file sharing is the target application of these networks, the main task of a superpeer is to index files shared by a set of ordinary peers and to forward the queries submitted by them. Each ordinary peer is generally connected to a single superpeer, whereas the superpeers exchange the queries through a P2P overlay. A set of distributed mechanisms is defined to dynamically elect the superpeers so that their number may be dynamically tuned according to the network load.
At the best of our knowledge, only a few proposals of a hierarchical P2P overlay for Voronoi based DVEs have been proposed until now, and none of them takes into account load balancing between peers' workload. As a matter of fact, most of the existing overlays are characterized by a flat topology where each peer is connected to each peer in its AoI. Our approach exploits network heterogeneity to define a hierarchy of peers, where peers characterized by a high bandwidth give support to peers with lower bandwidth in critical scenarios, like crowding. Each low bandwidth peer should choose a high bandwidth neighbor N as a proxy on the overlay, so that its notifications are sent/received through N . Furthermore, the generic peer M may play a different role according to the DVE scenario, for instance M may act as a superpeer if the number of neighbors is under a threshold, while requiring the support of another superpeer if this number exceeds the threshold.
We exploit Additively Weighted Voronoi (AWV) Tessellations [9] to model the hierarchical overlay. An AWV tessellation assigns a weight to each site s, so that the size of its region is related to its weight. The distance between a point P and a site s, exploited by AWV tessellations to partition the points of the 2D space among the sites, is computed as the difference of the euclidean distance between P and s and the weight of s. The hierarchical P2P overlay is modeled by a AWV tessellation where each site corresponds to a peer and the weight of the site is proportional to the network bandwidth of the corresponding peer. A passive object o is managed by the peer whose site owns the location of o. Even if several resources may be considered when defining the weight, in this paper we will focus our attention on the communication bandwidth. The adoption of AWV Tessellations to model hierarchical P2P overlays implements a load balancing strategy: all other things being equal, larger Voronoi regions are assigned to peers characterized by larger weights, hence the number of passive objects assigned to each peer will be related to its weight.
The paper is organized as follows. Section II introduces some related work. Classical and weighted Voronoi tessellations are described in Section III. Section IV describes our approach, while the algorithms exploited to manage the hierarchical overlay are described in Section V. Experimental results are shown in Section VI. Finally, Section VII reports some conclusions.
II. RELATED WORK
Solipsis [5] and Apolo [10] define a proper dynamic overlay for MMOGs. In Solipsis [5] nodes are self-organized into a pure peer-to-peer network, in which relationships between nodes depend on virtual proximity. In Apolo [10] each node connects to the closest neighbors in each of the four quadrants. To implement the multicast of a packet to all the peers in an AoI (AoI-cast) each node sends a message to its closest neighbors and the message is then forwarded until it reaches the borders of the AoI. In this way each node defines direct links with its four neighbors only. On the down side, the number of hops required to reach a peer belonging to the AoI might be high. Mopar [11] considers an alternative approach exploiting a Distributed Hash Table [12] to assign passive objects to the peers.
The definition of a P2P overlay for MMOGs based upon Voronoi Diagrams [9] has been investigated in [6] . In Voronoi based approaches, the position of each peer in the virtual world is exploited to define a Voronoi tessellation of the virtual world. Given n sites corresponding to n peers, a Voronoi tessellation partitions the virtual world into n regions such that the region corresponding to a site n includes all the points which are closer to n with respect to any other site. Two sites are Voronoi neighbors iff the borders of their regions overlap. The connected graph defined by linking neighboring sites is the Delaunay Triangulation associated to the Voronoi tessellation, and is the P2P overlay that is defined.
Varvello et al [17] had proposed a clustering scheme for Delaunay-based P2P NVE, where nodes monitor the cost of maintenance of the Delaunay overlay, and trigger the creation of a cluster when it exceeds a predefined threshold. The idea of an "aggregrator" in Voronoi State Management (VSM) [18] is another example where state management tasks are delegated to "arbitrators" and may be aggregated by "aggregators" when needed. Moreover, the idea that peers may host object management responsibility was described in [18] . The notification of updates to potential users who could see objects was described as the "PVR" concept in [19] (a specialized instance of the "nimbus" concept in "aura-focus-nimbus", described in [20] ), where each player is assigned a "responsibility region", along with all the objects that are located in such region.
III. VORONOI TESSELLATIONS
Given a set of sites S = s 1 ...s n , that are points in a plane, a Voronoi tessellation is a partition of the plane into regions, which assigns to each site s i a region V oro(s i ), that is the set of points of the plane which are closer to s i than to any other site s j ∈ S, according to a given definition of distance.
A Delaunay triangulation [9] of a set of sites S is a collection of edges satisfying an empty circle property. For each edge it is possible to find a circle containing the endpoints of the edge, and no other site. The Delaunay triangulation is the dual structure of the Voronoi diagram and can be obtained by connecting two Voronoi sites s 1 , s 2 iff V oro(s 1 ) is adjacent to V oro(s 2 ), i.e. they share a common edge. The Voronoi Overlay is a peer-to-peer network where two peers are connected iff their corresponding sites are connected in the Delaunay triangulation.
A. Classical Voronoi Tessellation
The classical Voronoi tessellation, and hence the classical Delaunay triangulation, is defined by considering the standard L 2 metric for distance:
where (x i , y i ) are the coordinates of site s i , and (x j , y j ) are the coordinates of site s j . Figure 1 shows an example of a classical Voronoi tessellation.
B. Additively Weighted Voronoi Graph
Distances different from the one induced by the standard L 2 metric, can be exploited to build a Voronoi Tessellation from a set of sites S. For instance, it is possible to assign a weight w i to each site s i , to tune the size of its Voronoi region V oro(s i ). The resulting tessellation is referred to as Weighted Voronoi Diagram [9] .
The most common weighted distances are the multiplicatively weighted one:
and the additively weighted one:
that lead respectively to the Multiplicatively Weighted Voronoi Graph and to the Additively Weighted Voronoi Graph. Additively Weighted Voronoi Graphs, (AWVs) partition the plane into a set of connected regions, where the sides of the regions are hyperbole arcs. In general, sites with larger weights own larger regions. Figure 2 shows a AWV diagram that includes both visible and hidden sites. The former ones own Voronoi regions which may include a set of hidden sites. The latter do not own any region and do not belong to the Delaunay Triangulation. The weights of the peers are shown by circles centered at the corresponding peer having radius that is proportional to the weight of the peer. As a matter of fact, a site s i with an high weight may 'absorb' the region of a close site s j with a low weight.
If all the sites are assigned the same weight the AWV graph degenerates into a standard Voronoi graph. Note that the extent of the Voronoi region of a peer and the number of hidden peers assigned to it, depend both on the ratio between its weight and the weight of the peers located in the neighborhood, and on the distance from neighboring peers.
IV. MODELING HIERARCHICAL OVERLAYS BY AWV TESSELLATIONS
A Hierarchical P2P Network can be modeled by means of a Weighted Voronoi Tessellation where each site corresponds to a peer, whose weight is proportional to the bandwidth of the peer. Even if several resources may be considered when defining the weight, in this paper we focus our attention on the communication bandwidth only.
Visible sites model peers that do not rely on the support of a superpeer to forward/receive their notifications. These peers may be characterized by an high weight, or they have low weight, but are not able to find out a superpeer in their surroundings that is able to support them. Hidden sites model peers that do rely on the support of a superpeer, that is the peer that has 'absorbed' their Voronoi region. The superpeer acts as a proxy for the hidden peer, so that any notification is sent/received through it. Figure 2 shows an AWV tessellation. In the example, both peers A and B have absorbed some neighbors, that are shown within their Voronoi regions. Figure 2 also shows a crowd of peers characterized by low weights, that have not been absorbed by any superpeer, because they are far away from high weight peers. As we will discuss, this situation may be handled by dynamically adapting the weights of the peers.
Let us now consider the management of the passive objects. Each object is dynamically associated to the peer owning the Voronoi region where the object is currently located. This peer will be called the owner of the object, it stores the object's state and manages concurrent updates. The ownership of an object may be delegated to another peer, when the owner moves away and the object is included in the Voronoi region of another peer. Our approach naturally supports a load balancing strategy, because peers characterized by larger weights are associated to larger Voronoi regions, hence they manage a larger number of passive objects.
An important issue in our approach is the definition of proper weights for the peers. A simple solution statically assigns weights to peers, according to their bandwidth. For instance, it is possible to define two classes of peers, the heavy peers, and the weightless peers, and they are respectively assigned an high weight and a weight equal to zero. In this way, a weightless peer never hides other peers, while the heavy peers may act as superpeers in crowding scenarios. The weight assigned to heavy peers must be carefully chosen with respect to the size of the DVE. As a matter of fact, if it is too high, a few superpeers would serve all the other ones, so reverting to a classical client server architecture. If the weight is too small, the architecture would not implement any load balancing strategy in a crowding.
A more sophisticated solution is based on the dynamic adaptation of the weights. For instance, a superpeer should reduce its weight when its bandwidth is saturated by active connections, while it should increase its weight when its bandwidth is not fully exploited. Consider for instance the peer C in Figure 2 , which is characterized by a high weight, represented by the circle centered at C. Since it has not absorbed any peer and the number of its neighbors in the Delaunay overlay is small, its bandwidth is not fully exploited. Therefore C should dynamically increase its weight in order to give support to some peers of the crowd.
V. AWV BASED OVERLAYS MANAGEMENT: DISTRIBUTED APPROACHES
Basic algorithms for the distributed management of a Voronoi based overlay have been presented in [2] [3] [4] . This Section briefly reviews the most important concepts and describes the additions required to support the AWV extension.
The first step performed by a new peer N joining an existing Voronoi overlay is the discovery of its Voronoi neighbors in order to define a set of initial connections with them. N notifies its initial position I to a bootstrap peer, which forwards the request by greedy routing to the peer P owning the Voronoi region including the point I. In this way, P puts N in touch with its neighbors, and the initial connections can be defined. These connections are going to change during the permanence of N in the DVE, because N moves around the world and hence new Voronoi neighbors might be defined.
In a DVE each peer periodically sends a heartbeat, i.e. a message notifying its position, to all the peers in its Area of Interest (AoI). These messages may be forwarded through the Voronoi links by proper routing strategy which exploits the properties of the Voronoi tessellation to minimize the amount of messages exchanged. [13] proposes compass routing to dynamically define a spanning tree covering the peers in the AoI. To reduce the notification delay a set of direct connections between a peer and a subset of peers belonging to its AoI may be defined.
When a peer P receives an heartbeat from Q, it checks if one of its neighbors, say N , is entering the Area of Interest of Q, and, in this case, it notifies to N the position of Q. In this way, each peer acts as a beacon for each neighbor by putting it in touch with new peers approaching its Area of Interest from far away locations. A similar approach may be adopted to notify the updates of passive objects. In this case, the notification is sent to each peer belonging to the visibility area of the object, which is generally a circular area centered in the object. These notifications may be forwarded via the same routing mechanism defined for heartbeats.
Let us now consider the Additively Weighted Voronoi approach. The routing algorithms proposed in [3] for the basic Voronoi approach may be exploited to forward notifications among the visible peers. A different strategy must be defined to route the notifications generated by peers which are hidden by the Voronoi regions of other peers. These notifications should be sent to the superpeer SP , i.e. the peer which has 'absorbed' the hidden peer. SP , in turn, dispatches these notifications to its hidden peers which are interested in these notifications, and to its visible neighbors. It is worth noticing that peers which are physically close in the DVE may be hidden by different superpeers, like D and E in Figure 2 . For this reason each notification received by a superpeer must be forwarded to its visible neighbors which, in turn, may propagate the notification to interested peers hidden in their regions. This basic mechanism can be improved by propagating on the overlay only notifications of hidden peers whose AoI intersect the border of their superpeer's region.
It is worth noticing that each peer may turn its state from hidden to visible and the other way around, when moving within the DVE. Each peer is able to autonomously decide if it has been 'absorbed' by a superpeer: if the point the peer s i is located does not belong to the peer's region, i.e. if there is a peer s j such that ||s i , s j || < w j − w i , peer s i is absorbed by peer s j . When a peer is absorbed, it has no region assigned to it and it has no Voronoi neighbors, hence it resets all its connections to visible peers and establishes a single connection with its superpeer. On the other hand, a hidden peer P cannot autonomously decide if it has become visible, since it does not know any peer of the DVE, except its superpeer SP . In this case, when SP hides no more P , it notifies to P the change of its status. P receives from SP the list of its visible neighbors as well. Note that this operation is equivalent to a new join of the hidden peer to the Voronoi overlay.
VI. EXPERIMENTAL ANALYSIS
The model proposed in Section IV has been analyzed by means of simulations. The simulator is composed by stable and mainstream components. A mature library that provides AWV graph's creation and management is CGAL (Computational Geometry Algorithms Library) [14] , written in C++ and developed by a large consortium of European research institutions. The simulation infrastructure is Peersim [15] , a very scalable event driven simulator developed in Java by researchers of the University of Bologna and used by a very large community. The softwares are linked together by means of a compatibility layer created using SWIG (Simplified Wrapper and Interface Generator) [16] .
The experiments were aimed at the analysis of the topology of peer-to-peer networks based on AWV graphs, under the statically assigned weights scenario introduced in Section IV. The set of simulations is composed by different simulation runs, and it features weightless and heavy peers, with all the heavy peers having the same weight p that depends on the simulation run. Some of the runs feature also passive objects.
All the runs comprise a number of simulation cycles. At the beginning of each run, each peer and each passive object are assigned coordinates chosen uniformly at random in the DVE. The DVE is a rectangular area of size 600x800, and at the beginning of each cycle each visible and hidden peer 'moves itself' by a step of length 1 in a random direction.
1) Constant number of peers, different p:
These simulations comprise 4 different runs, with p respectively set to 50, 100, 150 and 200. The peer-to-peer networks are composed by 800 weightless peers, 100 heavy peers, and no passive objects. Peersim simulator performed 1500 cycles for each simulation run. Left side of Figure 3 shows the number of visible peers against the cycle number. Each line represents the outcome of the experiment for a different run (different p). The figure shows that, when p ≥ 100, only 100 peers (the heavy ones) are visible. This result is also confirmed by the right side of Figure 3 , that shows the mean number of peers that are hidden by each superpeer, against the cycle number. The figure shows that, when p ≥ 100, the mean gets very close to 8. Composed with the fact that all the weightless peers are hidden, this means that nearly each heavy peer is acting as a superpeer for some hidden peer.
2) Different number of heavy peers:
These 3 runs of simulations analyze the effects of having a small number of heavy peers in the peer-to-peer network. The simulated networks feature 900 peer and no passive objects, the weight p is 100, there are n ∈ 10, 20, 40 heavy peers in the different runs, and Peersim simulator performed 500 cycles for each simulation run.
Left side of Figure 4 shows the number of visible peers for a different number of heavy peers, and it is summarized by the right side of Figure 4 , that shows the mean number of visible peers against the number of heavy peers. In principle, each heavy peer brings along a circle where weightless peers can not own a region and can not be visible, hence more heavy peers should lead to a smaller number of visible peers, and the results of the experiment confirm that. In fact, when there are 10, 20 and 40 heavy peers, there are respectively 500 − 600, 280 − 380 and 100 − 150 visible peers, hence the heavy peers hide respectively 300−400 peers, 500−600 peers, and 750 − 800 peers.
3) Active peers and passive objects: These simulations, composed by 1 simulation run, feature 800 weightless peers, 100 heavy ones characterized by the same weight p, and 4000 passive objects, to be managed by the active entities owning the object location. The simulation run involves 1500 cycles and the weight p is modified during the simulation, with p = 100 for the first 20 cycles, then p = 99 for cycles 21 − 40 and so on, down to p = 26 for cycles 1481 − 1500.
Left side of Figure 5 shows the number of visible peers against the weight assigned to the heavy ones. When p ≥ 80, only the 100 heavy peers are still visible. This result is confirmed by the right side of Figure 5 , that shows the mean number of peers that are hidden by each superpeer, against the weight assigned to the heavy peers. When p ≥ 80, the 800 weightless peers are hidden by the 100 heavy peers, and hence each superpeer hides a mean of 8 hidden weightless peers.
Left side of Figure 6 shows the number of peers that own passive objects against the weight p of the heavy peers. When p ≥ 80 the 100 heavy peers own all the objects, since the 800 weightless peers are hidden by the 100 heavy peers. On the other hand, when p is small, more peers (both heavy and weightless ones) own passive objects. The dual view of this result is provided in the right side of Figure 6 , that shows the mean number of objects that are managed by each owner, against the weight p of the heavy peers. When p ≥ 80, the 100 heavy peers are the only visible ones, hence they own all the 4000 passive objects, and the mean number of passive objects for each owner is 4000/100 = 40. On the other hand, when p is small, more peers own passive objects, and hence the mean number of objects for each peer drops towards 5.
4) Number of links of visible peers:
This set of simulations is composed by 1 simulation run featuring 800 weightless peers, 100 heavy ones, no passive objects, p ∈ [1, 100]. The simulation run involves 2020 cycles and the weight p is modified during the simulation, being p = 100 for the first 20 cycles, then p = 99 for cycles 21 − 40 and so on, down to p = 1 for cycles 1981−2000 and p = 0 for cycles 2001−2020.
Left side of Figure 7 shows the mean number of links between visible peers. The number of links does not vary when the weight p is modified. More information about the number of links between visible peers is given by the right side of Figure 7 , that discerns between heavy and weightless peers. The lines represent the number of links between visible peers. In particular, the higher line shows the mean number of links from heavy peers to visible peers. The middle and bottom line both show the number of links from weightless visible peers to visible peers. In particular, the middle line shows the mean number of links from weightless peers to visible peers, normalizing it against the number of visible weightless peers, completely ignoring hidden weightless peers. On the other hand, the bottom line shows the mean number of links between weightless peers and visible peers, normalizing it against the number of all the weightless peers (both visible and hidden), counting hidden peers as having 0 links. This last set of simulations highlights a number of facts. First of all, the behaviors of weightless and heavy peers converge when the weight p of the heavy peers gets to 0, and in particular the number of links converges to 6, as it is the expected behavior for standard Voronoi graphs [9] . Moreover, the behavior of the heavy peers gets back to the standard Voronoi graphs' one when p ≥ 80, meaning that the weightless peers are totally hidden by the heavy ones, and hence the remaining heavy peers create a standard Voronoi network between them.
An unexpected yet interesting behavior is the intermediate one, when the number of links of heavy peers gets over 10. Some weightless peers, for p ∈ [10, 50] , are still visible into the network, but have small regions assigned to them, hence the heavy peers still have their Voronoi links between them, but they also get additional links to the weightless peers.
VII. CONCLUSIONS & FUTURE WORKS
This paper presents a novel architecture for peer-to-peer networks, based on Additively Weighted Voronoi (AWV) graphs. This architecture is suitable for Distributed Virtual Environments (DVEs) and can manage an heterogeneous network that includes peers characterized by different resources, e.g.: network bandwidth. Moreover, passive objects are assigned to peers such that the management load for the peers gets balanced. The paper highlights the characteristics of this kind of peer-to-peer networks and architecture, and evaluates this solution.
We plan to develop an implementation on a real platform and to evaluate the effectiveness of our solution in real environments. An alternative to the AWV graph is represented by Multiplicatively Weighted Voronoi graphs, and we plan to evaluate this solution as well. Another open issue is the simulation of the mechanisms for the migration of the passive objects between the peers, and the issues that arise from topology consistency between the view of peers in a dynamic environment. Simulations can also profit from mobility models that are more realistic than random walks, and we are turning our attention towards group mobility models, like Nomadic Community Mobility Model and Reference Point Group Mobility Model, described for example in [21] .
