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Abstract— For any watermarking system, there are two 
important requirements which are quality and robustness. 
These two requirements are conflicts all the time, which means 
when increasing image quality the robustness will decreasing 
and vice versa. This study focuses on the robustness after 
applied chosen attacks for the watermarked image based on 
the existing technique Dual Intermediate Significant Bit 
(DISB). This method requires embedding two bits into every 
pixel of the original image, while and the other six bits are 
changed so as to directly assimilate the original pixel. In the 
case, when the two hidden bits are equal or not equal to the 
original bits, there is a need to use mathematical equations to 
solve this problem. Two measurements criteria used in this 
study to test image robustness, the first one is Normalized 
Cross Correlation (NCC) and Bit Error Ratio (BER). The 
results show that the proposed model produces robustness 
watermarked images as compared to our previous method 
when focuses on the high quality of the watermarked image.  
Keywords- NCC; BER; DISB; Image Robustness. 
I.  INTRODUCTION 
Nowadays, the evolution of computer network technologies 
has revolutionized the manner used in the transference of 
information through the internet have to be robust against 
possible attacks and do not take into account the quality of 
the content. Digital watermarking is one of the hiding 
techniques used in information technologies that embed 
copyright information into the host media which is used in 
identifying the ownership of various types of multimedia. It 
achieves the copyright protection purpose of embedding a 
signal that contains useful certifiable information for the 
original media owner, such as company logo, producer’s 
name into the host media [1, 2]. Furthermore, digital 
watermarking provides a new way to achieve effective 
copyright protection [3]. The robustness of the watermarked 
image is considered one of the most important requirements 
in any watermarking system. In other word, the 
watermarking algorithm embeds the watermark without 
affecting the quality of the host media [4]. In general, 
improving the quality of the watermarked image should take 
into consideration the other requirements, such as the 
resistance against attacks and the distortion for watermarked 
image should be impenetrable by third party.  
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II. RELATED WORKS
Research works on image watermarking has been carried 
out at a constant the past. Some of these studies focuses on 
how to keep image quality after embedding logo while 
others focuses on how to make these watermarked images 
robust against possible attacks [18]. This study focuses on 
image robustness and reviews some of the previous works. 
A robust spatial domain watermarking scheme using simple 
error control coding technique is proposed by [5]. The idea 
of this scheme is to embed an encoded watermark using 
(5,1) repetition code inside the cover image pixels by LSB 
(Least Significant Bit) embedding technique. The proposed 
algorithm is simple, more robust against Salt and Pepper 
Noise than LSB only watermarking techniques. In this paper 
comparison is made between embedding different 
watermark encoding schemes such as (7, 4) Hamming code, 
(3, 1) repetition code, (5,1) repetition code and without 
encoding for different noise density of salt and pepper noise. 
Result shows watermark encoding scheme using (5,1) 
repetition code provides better robustness towards random 
error compared to other said scheme, without much 
degradation in cover image. 
Another study on a robust method for digital watermarking 
in spatial domain has been discussed [6]. The technique 
manages an image in the spatial domain which is 
watermarked at different intensity subsections. Moreover, 
provided is the evaluation of the projected spatial domain 
technique with the frequency domain technique. By 
deducting the original image from the watermarked image, 
the normal watermark can be removed from the 
conventional spatial domain watermarked image. Only the 
expected user using the same key at the receiver’s end can 
remove the watermark. This would avoid any eavesdropper 
from removing the data embedded in the watermark, which 
makes the method suitable in security aspect as well. The 
resilience of this watermarking method can also be 
authenticated with pseudo random noise with the 
watermarked image. Hence, an intruder is not able to 
remove the watermark if he does not have the appropriate 
key that is multiplied by the image. 
Many studies discussed a robust method for digital 
watermarking in spatial domain [7, 17]. The method deals 
with an image in the spatial domain which is watermarked 
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at different intensity subsections. A comparison of the 
proposed spatial domain method with the frequency domain 
method is also given here. 
Also the study compares the PSNR that can be obtained 
using the proposed spatial domain watermarking and the 
DCT/IDCT based watermarking. The normal watermark can 
be extracted out from the conventional spatial domain 
watermarked image just by subtracting the original image 
from the watermarked image. Only the intended user can 
extract the watermark by using the same key at the receiver 
end. So this would prevent any eavesdropper from 
extracting the information embedded in the watermark, 
which makes the method suitable in security aspect as well. 
The robustness of this watermarking technique can also be 
verified by the use of pseudo random noise with the 
watermarked image. In this case an  intruder  who  does  not  
know  the  proper  key  that  is multiplied by the image 
cannot extract the watermark. 
The effectiveness of a digital watermarking algorithm is 
indicated by the robustness of embedded watermarks against 
various attacks [8, 16]. Improving the robustness of a 
watermark so as to withstand attacks has been one of the 
main study objectives in digital image watermarking. The 
two issues of existing feature-based schemes that have to be 
addressed are: one is avoiding repeated selection of robust 
regions for watermarking to resist similar attacks, and the 
other is the difficulty of selecting the most robust and 
smallest feature region set to be watermarked. In order to 
achieve robustness, an overall architecture for a feature-
based robust digital image watermarking scheme is 
designed. A simulated attacking procedure is performed 
using predefined attacks to evaluate the robustness of every 
candidate feature region selected. Comparing with some 
well-known feature-based methods, the proposed method 
exhibits better performance in robust digital watermarking. 
An Intermediate Significant Bit (ISB) model based on 
blocks of pixels is developed to improve its resistance 
against different types of attacks and at the same time 
maintain the quality of the image [9]. In another ISB model 
the data of the watermark are repeated for a certain number 
of times (3, 5, 7, and 9 times) in order to improve the 
resistance of the watermarking technique. At the same time, 
the watermark technique is mainly used in the watermark 
detecting procedure, which makes the algorithm more 
resistant, especially to the geometric transformation attacks. 
An enhanced system based on multiple watermarks in which 
two different watermarks are embedded concurrently into 
the ISB of the host image pixels [10]. 
The DISB method which improves the quality of the 
watermarked image by [11], by embedding two bits into 
every pixel of the original image, while and the other six 
bits are changed so as to directly assimilate the original 
pixel. The method produces high quality watermarked 
images as compared to the quality of the watermarked 
image produced by the use of Least Significant Bit (LSB) 
method. In addition, the method increasing the capacity as 
compared with the ISB method because of using two bits, so 
the capacity equal to 25% whiles the ISB was 12.5%. 
The paper is organized as follows: section 3 introduces the 
proposed method and the proposed algorithm in detail. 
Section 4 discusses the achieved results. Section 5 
concludes the paper. Finally, section 6 introduces the 
references which depending in this paper. 
 
III. PROPOSED METHOD 
The proposed method, can be explained by dividing the bit 
plane into a number of ranges depending on the key k2 and 
selecting any two bit-planes from 1 to 8 which are called 
(k1, k2)  where  (k2>  k1)  and  Yk1,  Yk2  represents  the  
binary number for the two bit planes. The length of each 
range depends on the value of k2, (L_ range =2*K2). The 
proposed technique is used to create sets of ranges, periods 
and the other divisions depending on the selected values of 
the two keys (ky1, k2). Further, the proposed method can be 
presented as follows: 
Step 1: selecting two bits of the watermark sequentially (b1, 
b2) and comparing them with the original bits (y1, yk2) 
from pixel (p), where k2 > k1. 
Step 2: the length of each range depends on the value of K2, 
so the length of the range is L_ range = 2k2. 
Step 3: divide each range into two equal periods; period1 
and period2. Period1 is on the left and period2 is on the 
right, so the length of each period will be L_ period =L_ 
range/2. 
Step  4:  Arrange for  a  table of all  the  ranges for  the  two 
selected bits-plane (in  which the  number of ranges (N)  is 
256/L).  
Step 5: divide each period into sub_ periods and these sub_ 
periods are subjected to k1, hence the length of each sub_ 
period will be L_ sub_ period =2k1-1. So the number of 
sub_ periods in each period which is equal to the length of 
the period divided by length of the sub_ period (N_ sub_ 
period = L_ period / L_ sub_ period). 
Step 6: input two embedded bits (b1, b2) into two original 
bits, where b1 is embedded in k1 and b2 is embedded in k2. 
Step 7: in case the two original bits and the two embedded 
bits are equal, this means b1equals yk1 and b2 equals the 
corresponding value yk2. The watermarked pixel (p`) can be 
found by calculating the maximum distance between the 
next or previous sub-period from the pixel. 
Hence, the new pixel will be found by choosing the nearest 
pixel to the original, which contains the two embedded bits, 
then by moving towards the other edge of the sub-period 
that contains this pixel. This means that the best robustness 
can be found on one of the sub-period edges. 
Step 8: In the case of the embedded bit b1 being not equal to 
the corresponding original bit yk1 and the other embedded 
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bit b2 being equal to the corresponding original bit Yk2, 
there are two possible ways to find p`. 
The first possibility is the pixel less than minimum distance 
between previous and next pixel which are located in the 
same period. 
The second possibility is the pixel greater than minimum 
distance between previous and next pixel which are located 
in the same period. 
Step 9: Otherwise, in case of the embedded bit b1 is equal to 
zero and the other bit b2 is not equal to the corresponding 
original yk2, therefore the two possible ways to find the new 
pixel, these two probabilities are: 
The first possibility is the pixel less than minimum distance 
between previous and next pixel which are located in the 
different period. 
The second possibility is the pixel greater than minimum 
distance between previous and next pixel which are located 
in the different period. 
Step 10: Another probability is that when b1 is equal to one 
and yk2 ≠ b2, there are two ways to find the new pixel. 
These two probabilities are as shown below: 
The first possibility is the pixel less than watermarked pixel 
and equal to minimum distance between previous and next 
pixel which are located in the different period. 
The second possibility is the pixel greater than watermarked 
pixel and equal to minimum distance between previous and 
next pixel which are located in the different period. The 
proposed method algorithm as in Figure 1 below: 
 
Input k1, k2 where k2>k1 
Input: original image, watermark image, k1, k2 
Output: watermarked image, 
NCC, BCR, PSNR 
 Begin 
Generate watermark _ array 
for i= 1 to watermark _image size do 
Select next pixel pix _ wat 
Call convert –  binary (pix _ wat) Add 
watermark _array 
end 
Initialize image_ watermarked 
for i=1 to original _ image size do 
Select next pixel pix _ original 
Call convert _ binary (pix _ original) 
Select pixel (key1), pix (key2) to hos1, hos2 
Select   next   two   bits   from   watermark   _   
array   wat1,   wat2 sequentially 
Compare (hos1, wat1), 
compare (hos2, 
wat2) Calculate 
NCC, BER, and 
PSNR    
        End  
Figure 1: The proposed method algorithm 
IV. IMPLEMENTATION OF THE PROPOSED METHOD 
A. Method Devlopment 
In this study, the watermark embedded for all bit-planes and 
the NCC and BER calculated to show the improvement of 
image robustness against chosen attacks by using this 
method. Meanwhile, the host images selected in grey scale 
with 256 × 256 pixels, which have been downloaded from 
the Internet, (Grayscale Standard Images, 
http://www.dip.ee.uct.ac.za/imageproc/stdimages/greyscale) 
[12]. The Figures (2&3) show the host images and logo that 











Figure2. Host images before embedding 
 
 
Figure 3. Watermark image  
 
B.  Results of the proposed method 
The results clearly indicate the robustness of the 
watermarked images by using the proposed method show 
the gradual decrease from the first bits-plane (MSB) (k1=1, 
k2=2) to the last bits-plane (LSB) (k1=7, k2=8).  The 
watermarked object is inserted into the two selected bits, 
and the other 6 bits are changed to directly assimilate the 
original pixel. In the case when 2 hidden bits are equal to 
the original bits, there will be an equation used. However, if 
the original value is not equal to the embedded one, the 
nearest pixel in the original will be chosen and by shifting 
the length (2k1-1) to find the watermarked image. 
Table 1 shows the PSNR after embedding watermark using 
the proposed method for all the bit-planes, starting from 
(k1=1, k2=2) (MSB) through the 8th bit- plane (LSB). 
Calculating the Peak to Signal Noise Ratio (PSNR) value 
for all two embedded bits in each pixel of the original image 
to show which position investigates the PSNR value, and 
this is meant to be the best image quality [15].  PSNR (db)= 10 log 10                                                 (1) 
where p represents the pixel. 
Robustness between original watermark and extracted 
watermark is measured in terms of Bit Error Rate (BER) 
computed using (2) and Normalized Cross Correlation 
(NCC) computed using (3) [5, 13] 
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                             (2)  NCC =                                             (3) 
TABLE 1: THE PSNR VALUE OF THE PROPOSED METHOD FOR ALL BIT-
PLANES. 
Bit- plane Host 1 
Peppers 
Host 2 
   Boats 
Host 3 
Milk drop K 1 K2 
1 2 10.6340 9.8902 9.3855
1 3 13.7127 11.0276 10.4672
1 4 14.5953 13.7400 13.1143
1 5 16.6491 15.2132 14.7398
1 6 17.2057 15.9606 15.2985
1 7 17.4915 16.3293 15.9031
1 8 17.4828 16.5106 16.4565
2 3 19.8131 13.4219 13.4902
2 4 22.2999 16.9586 17.3221
2 5 23.7122 19.3970 19.7854
2 6 24.4757 20.8748 21.1003
2 7 24.8724 21.6859 21.8711
2 8 25.7235 22.1052 23.2192
3 4 26.1831 19.7966 19.9367
3 5 27.7817 23.9305 23.6982
3 6 28.3062 26.9469 27.0371
3 7 29.2239 28.8235 28.8693
3 8 30.7614 29.8474 30.1194
4 5 29.5684 26.5059 26.4785
4 6 31.0147 30.9671 30.8046
4 7 34.3431 34.3307 34.4910
4 8 36.3936 36.4064 36.2958
5 6 32.8615 32.8281 32.2192
5 7 37.4674 37.4290 37.3980
5 8 40.7664 40.7062 40.3024
6 7 39.5548 39.4795 39.5623
6 8 44.1630 44.1037 44.1287
7 8 46.3821 46.4328 46.2692
 
From the table above, it can easily notice the gradually 
increasing in PSNR value from the first embedding bits 
(k1=1, k2=2) which represent the worse PSNR value 
whereas means worsen quality up to last embedding bits 
(k1=7, k2=8) which represent the best PSNR value and best 
quality obviously notices the little different values for PSNR 
between the three chosen original images because of colors 
composite for each image of them. Then by applying two 
types of attacks (Blurring, and Gaussian) on the 
watermarked images, the extraction process will be done to 
get the logo, to verify the robustness of the watermarking 
technique, the NCC and BER were used in the study 
considers the most famous and mostly used parameter for 
testing the robustness of  watermarking [5, 13, and 14]. 
Tables 2, 3, shows NCC value, while Tables 4 and 5 shows 
BER value after applying blurring and Gaussian filter 
respectively attacks in support of the proposed method for 
all the bit-planes, starting from (k1=1, k2=2) (the most 
significant bits -MSB) through the 8th bit-plane (the least 
significant bits - LSB). 
 
 
TABLE 2: THE NCC VALUE (BLURRED) OF THE PROPOSED METHOD FOR ALL 
BIT-PLANES. 
Bit- plane Host 1 
Peppers 
Host 2 
   Boats 
Host 3 
Milk dropK1 K2
1 2 1 0.9878 1
1 3 0.9802 0.9685 0.9874
1 4 0.9323 0.9446 0.9509
1 5 0.8630 0.9137 0.9029
1 6 0.7888 0.8841 0.8388
1 7 0.7338 0.8560 0.7800
1 8 0.7035 0.8405 0.7495
2 3 0.9379 0.8913 0.9351
2 4 0.9110 0.8197 0.9056
2 5 0.8727 0.8032 0.8701
2 6 0.8360 0.7700 0.8350
2 7 0.8030 0.6616 0.7766
2 8 0.7865 0.6212 0.7410
      3 4 0.8502 0.8809 0.8791
3 5 0.8039 0.8618 0.8659
3 6 0.7478 0.8180 0.8246
3 7 0.7159 0.7696 0.7898
3 8 0.6872 0.7030 0.7466
4 5 0.7813 0.8741 0.8504
4 6 0.7488 0.8513 0.8264
4      7 0.7029 0.8298 0.7807
4 8 0.6805 0.7975 0.7554
5 6 0.6886 0.8066 0.7741
5 7 0.6758 0.7798 0.7323
5 8 0.6561 0.7376 0.6921
6 7 0.6380 0.7334 0.6823
6 8 0.6371 0.7041 0.6705
7 8 0.6272 0.6869 0.6329
 
TABLE 3: THE NCC VALUE (GAUSSIAN) OF THE PROPOSED METHOD FOR 
ALL BIT-PLANES. 
Bit- plane Host 1 
Peppers 
Host 2 
   Boats 
Host 3 
Milk dropK 1 K2
1 2 1   0.9888      1
1 3 0.9909 0.9814 0.9931
1 4 0.9604 0.9595 0.9727
1 5 0.8977 0.9168 0.9283
1 6 0.8182 0.8826 0.8596
1 7 0.7439 0.8630 0.7877
1 8 0.9913 0.9954 0.9988
2 3 0.9843 0.9715 0.9870
2 4 0.9639 0.9405 0.9649
2 5 0.9211 0.8945 0.9266
2 6 0.8619 0.8301 0.8635
2 7 0.8178 0.6803 0.7926
2 8 0.9773 0.9893 0.9836
3 4 1 0.9888 1
3 5 0.9654 0.9816 0.9792
3 6 0.9111 0.9400 0.9425
3 7 0.8223 0.8797 0.8893
3 8 0.7473 0.7966 0.8157
4 5 0.9513 0.9675 0.9686
4 6 0.9259 0.9552 0.9578
4 7 0.8406 0.9127 0.9038
4 8 0.7630 0.8681 0.8299
5 6 0.8908 0.9333 0.9361
5 7 0.8401 0.9080 0.9026
5 8 0.7683 0.8432 0.8094
6 7 0.7742 0.8856 0.8777
6 8 0.7406 0.8321 0.8011
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TABLE 4: THE BER VALUE (BLURRED) OF THE PROPOSED METHOD FOR 
ALL BIT-PLANES. 
Bit- plane Host 1 
Peppers 
Host 2 
   Boats 
Host 3 
Milk dropK 1 K2 
1 2 0.4217 0.4235 0.4196
1 3 0.3629 0.3576 0.3597
1 4 0.3592 0.3585 0.3606
1 5 0.3676 0.3738 0.3756
1 6 0.3897 0.3870 0.3793
1 7 0.3970 0.3905 0.3859
1 8 0.2734 0.2867 0.2695
2 3 0.4714 0.4822 0.4853
2 4 0.4430 0.4380 0.4476
2 5 0.4130 0.4204 0.4321
2 6 0.4097 0.4219 0.4174
2 7 0.4270 0.4123 0.4128
2 8 0.3326 0.3128 0.3421
3 4 0.5030 0.4968 0.5048
3 5 0.4562 0.4536 0.4487
3 6 0.4523 0.4519 0.4612
3 7 0.3509 0.3604 0.3436
3 8 0.3218 0.3289 0.3313
4 5 0.4761 0.4687 0.4651
4 6 0.4466 0.4361 0.4598
4 7 0.4558 0.4211 0.4546
4 8 0.3693 0.3761 0.3798
5 6 0.4700 0.4689 0.4801
5 7 0.4579 0.4610 0.440
5 8 0.4281 0.4127 0.4869
6 7 0.4857 0.4570 0.4643
6 8 0.4896 0.4563 0.4766
7 8 0.4723 0.4509 0.4671
 
TABLE 5: THE BER VALUE (GAUSSIAN) OF THE PROPOSED METHOD FOR 
ALL BIT-PLANES. 
Bit- plane Host 1 
Peppers 
Host 2 
   Boats 
Host 3 
Milk dropK 1 K2 
1 2 0.4155 0.4234 0.4123
1 3 0.3528 0.3421 0.3986
1 4 0.3543 0.3477 0.3519
1 5 0.3578 0.3489 0.3612
1 6 0.3652 0.3676 0.3690
1 7 0.3948 0.3870 0.3912
1 8 0.2531 0.2456 0.2569
2 3 0.4806 0.4787 0.4680
2 4 0.4595 0.4604 0.4567
2 5 0.4337 0.4212 0.4190
2 6 0.4256 0.4324 0.4219
2 7 0.4346 0.4356 0.4321
2 8 0.2818 0.2760 0.2899
3 4 0.5190 0.5247 0.5158
3 5 0.4868 0.4877 0.4760
3 6 0.4664 0.4503 0.4612
3 7 0.4628 0.4660 0.4571
3 8 0.2951 0.2876 0.2987
4 5 0.5108 0.5198 0.5234
4 6 0.4880 0.4879 0.4798
4 7 0.4690 0.4578 0.4650
4 8 0.3077 0.3129 0.3356
5 6 0.5087 0.5125 0.5341
5 7 0.4777 0.4761 0.4698
5 8 0.3000 0.2967 0.2879
6 7 0.5079 0.4970 0.4879
6 8 0.3075 0.2912 0.2870
7 8 0.3330 0.3210 0.3189l
 
 
It is noticed from the above tables that the robustness of the 
watermarked images by using the proposed method after 
applied chosen attacks by measuring the NCC value is 
decreasing from (k1=1, k2=2) (the most significant bits -
MSB) through the 8th bit-plane (the least significant bits - 
LSB). 
While the BER value represents the errors that happened in 
pixels after embedding and extracting the watermark. It 
starts with high value in the first two embedded bits and 
decreasing gradually to the end of the period and then starts 
high again with another period and so on for other periods. 
The PSNR value is despite of that by increasing from MSB 
to LSB. That’s why to reach the best value for the 
robustness by taking the best values for both and this will 
represent the best value. In addition, the Gaussian attacks 
affect less than the other attacks. The position Yk1=4 and 
Yk2= 6 represent the best values for the robustness because 
the PSNR is more than 30 db and at the same time the NCC 
is an acceptable value for the most images for the extraction 
after applied the chosen attacks. 
V. CONCLUSION 
The robustness of watermarked image is one of the most 
challenges that faces the researchers and how to keep the 
secret messages from any attacks which may destroyed it.  
In other word, the main problem that faces people when 
using the Internet is how to keep their special information 
from any hacker. The algorithm concentrates on the best 
robustness of the watermarked image, based on DISB 
technique. This study attempts to obtain better values for 
NCC and BER which represents the criterion for robustness. 
All the bit-planes were tested, starting from the 1st bit-plane 
(MSB) through the 8th bit-plane (LSB). The results show 
that the proposed model produces robustness watermarked 
images as compared to our previous method when focuses 
on the high quality of the watermarked image. The main 
goal for this study is to study the effectiveness of the two 
embedded bits on the other six bits in the same pixel and 
how it robust against attacks. That is to say that this 
technique is more resilient against image processing 
operations such as compression, filtering, blurring and 
noise, that changes the level of intensity of the pixels. 
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