Background {#Sec1}
==========

Hand amputation is a dramatic event for human being and will greatly degrade the life quality of amputees. It was estimated that there were three million upper limb amputees all over the world in 2016 \[[@CR1]\]. The major causes of hand amputations include trauma, dysvascularity, and neoplasia. Depending on the amputation level, upper limb amputation can be classified into partial hand amputation, wrist disarticulation, transradial (below elbow), transhumeral (above elbow), and shoulder disarticulation.

A hand or arm prosthesis is a device that aims to replace the missing hands or arms. About 80% of the upper limb amputees are reported to use some types of prostheses \[[@CR2]\]. The upper limb prostheses can be categorized into passive prostheses and active prostheses. Passive prostheses mainly serve an aesthetic purpose and sometimes help to balance the body in order to avoid spinal misalignment. Active prostheses can provide grasping functions. Within the active prostheses, the body-powered (BP) prostheses can be open or closed through a harness and cable system worn on the shoulder. They are simple to use, robust, and inexpensive. However, their drawbacks include the high expenditure of energy required from the user and the limited control interface since most BP prostheses only offer one degree-of-freedom (DOF) at a time. The other type of active prostheses is electrically powered ones.

Many of the electrically powered prostheses are controlled by sEMG signals and are referred as myoelectric prostheses. sEMG signals measure the muscle generated electrical currents during contraction \[[@CR3]\], which represents neuromuscular activities \[[@CR4]\]. Commercial myoelectric prostheses generally apply two sEMG electrodes over the flexor and extensor muscles of the forearm for transradial amputees or over the biceps and triceps for transhumeral amputees or over the pectoralis and deltoid for shoulder disarticulation amputees. In research, the number of sEMG electrodes used ranges from 2 to 32. The myoelectric prostheses provide the most dexterous and intuitive control \[[@CR5]\].

In general, myoelectric prosthetic control methods can be divided into two types, namely pattern recognition and non-pattern recognition methods, as shown in Fig. [1](#Fig1){ref-type="fig"}. The pattern recognition based methods include neural networks, linear discriminate analysis, fuzzy logic, Gaussian mixture models and support vector machines. In contrast, the non-pattern recognition based methods include proportional control, onset analysis and finite state machines. For hook-like myoelectric prostheses (1 DOF), the on--off control and the proportional control are generally used to open or close the hand. For on--off control, muscle flexion closes the hand and muscle extension opens the hand, or vice versa. On top of on--off control, proportional control adds speed or force control: the opening and closing of the prosthetic hand is proportional to the magnitude of the sEMG signal. For multi-grasp prostheses, finite-state-machine (FSM) control is widely used in commercial prostheses (e.g. i-Limb \[[@CR6]\]) as well as in some research hands (e.g. southampton REMEDI hand \[[@CR7]\]). Several sets of states are first defined, and the muscle flexion and closing change within each state. The muscle contractions switch between the states in a predefined sequential order. Although FSM control can achieve many grasping types, its intrinsic sequential control requires a number of actions before reaching the desired state.Fig. 1Classifications of myoelectric control methods

Pattern recognition based control methods apply machine learning algorithms to detect and classify certain patterns of sEMG signals. The pattern recognition based control consists of four steps: data acquisition, data segmentation, feature extraction, and classification. Pattern recognition can be intuitive when the muscle contraction that would generate a movement in the unimpaired limb is mapped to the same movement in the prosthesis. Many machine learning algorithms have been proposed for sEMG pattern recognition: neural network \[[@CR8], [@CR9]\], linear regression analysis \[[@CR10], [@CR11]\], and support vector machine \[[@CR11]\], to name a few. For most of pattern recognition based methods, machine learning is used for pattern classifications of hand postures. However, for precise grasping control, the grasping force prediction is essential. To the best of our knowledge, only limited research has been attempted to predict grasping force levels using machine learning algorithms \[[@CR12], [@CR13]\].

In this paper, we propose a new control method for grasping control of a prosthetic hand based on PCA and DNN. "[Methods](#Sec2){ref-type="sec"}" section describes the system design, feature abstraction, dimension reduction, and pattern recognition. More specifically, PCA is deployed to reduce dimension of time domain (TD) feature matrix, predicting grasping strength by establishing regression model using DNN. In "[Results](#Sec8){ref-type="sec"}" section, experimental results are presented to show the feasibility and good performance of the proposed approach, including the classification accuracy concerning different sEMG channel configurations, different feature combinations, and different degrees of dimension reduction. In \"[Discussion](#Sec9){ref-type="sec"}\" section, the method is further analyzed and the rationality of the scheme is confirmed. Finally, a brief conclusion and future work are given in "[Conclusions and future work](#Sec10){ref-type="sec"}" section.

Methods {#Sec2}
=======

The system design {#Sec3}
-----------------

This paper aims at using deep neural network to classify grasping force levels. As people use three-finger pinch gesture most in daily life, and three-finger pinch can complete most of the objects grasp, the grip research of this paper is mainly based on three-finger pinch. Figure [2](#Fig2){ref-type="fig"} shows the schematic of the proposed approach for prosthetic hand griping control. The proposed system consists of a MYO (shown in Fig. [3](#Fig3){ref-type="fig"}), used to collect sEMG signals of upper limb, and a six-axis force sensor \[[@CR14]\] (as shown in Fig. [4](#Fig4){ref-type="fig"}), deployed to measure the corresponding grasping force of upper limb. The rest of the section focuses on the experimental setup, subjects' demographics, the feature extraction and reduction algorithms, and the DNN architecture. For grasping force control, we divide force into different levels, set the predicted force value as the given signal, use fuzzy control to control grip strength of prosthetic hand. And for the sake of improving patient's sense of using prosthetic hand and realize accurate grasping, a force-sensitive resistor (FSR) is fixed on the pad of finger to gain the exact amount of force applied by the system, a vibration feedback device to feed force level value back to patient's arm is adopted. The calculation of TD features is simple, in addition, PCA further reduces the amount of computation and shortens calculation time. TD features extraction and PCA dimension reduction could realize the real-time control of prosthesis grasping. The regression model established by DNN is simple and could obtain good prediction results. A fuzzy controller is used to control the grasping force of a prosthesis hand and a vibration feedback device (shown in Fig. [3](#Fig3){ref-type="fig"}) to feedback force value to patient's arm can improve the patient's sense of using prosthetic hand. Fig. 2The proposed approach for griping control of a prosthetic hand Fig. 3sEMG and force signal acquisition

Fig. 4Grasping force signal obtain for training data

Features extraction {#Sec4}
-------------------

In order to distinguish and collect sEMG signals under different grasping strength, grasping force is evenly divided into 8 levels between 0 and 40 N (level 1: 0--5 N, level 2: 5--10 N, and so on). Most of objects can be grasped by dividing grip strength into different grades as the use of continuous values for grasping control may make the grip process unstable. Additionally, vibration feedback can only give several levels of grip force feedback which cannot meet the demand of grasping control. Due to the particularity of three-finger pinch, this paper mainly considers the force in the Z-axis direction (as shown in Fig. [4](#Fig4){ref-type="fig"}) when collecting the force signal. Participants apply force to the Z-axis of the sensor with a three-finger pinch gesture at different force levels so that grasping force signals could be obtained.

According to the TD feature of sEMG, we adopt a specific method to calculate the sum of mean absolute value (MAV) of 8 channels sEMG, and then compare with the preset threshold value to judge the starting point and the ending point of action, i.e. to determine starting and ending time of movement.

As the accuracy of force prediction is related to the sEMG features, it is important to select suitable features from the commonly used sEMG features such as TD features, frequency domain (FD) features and other more complex features \[[@CR15]--[@CR17]\]. In this study, four representative TD features are selected: MAV, root mean square (RMS), SD, and waveform length (WL). MAV contains the information of the average intensity and the concentration of the sEMG signal. In the process of the movement, RMS represents the contribution of each muscle organization. SD can demonstrate the dispersion degree of a data set. WL reflects the complexity of sEMG waveform and the joint effect of sEMG amplitude, frequency and duration \[[@CR18]\]. TD calculation is simple, and thus can ensure real-time grasping \[[@CR19]\]. The aforementioned features can be calculated from:$$\documentclass[12pt]{minimal}
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PCA dimension reduction {#Sec5}
-----------------------

Considering the real-time requirements of the control system, PCA dimension reduction technique is used to reduce the computational complexity, shorten the computing time, and improve the grasping speed \[[@CR20]\]. A section of sEMG is intercepted as a 1-dimensional signal sequence for a complete hand movement. Assuming that the number of the feature extracted is *n*, the dimension of the feature vector is $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$1 \times n$$\end{document}$, and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$U\in R^{n \times k}$$\end{document}$ is the dimension reduction matrix by PCA. The feature matrix multiplied by the dimension reduction matrix becomes $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$1 \times k$$\end{document}$, i.e. reducing from the original n-dimension down to k-dimension $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$(k < n)$$\end{document}$. PCA can be used to analyze the main influencing factors from multiple sources and simplify complex problems \[[@CR21]\].

Pattern recognition and force prediction based on DNN {#Sec6}
-----------------------------------------------------

A standard ANN consists of three layers: an input layer, a hidden layer, and an output layer. A mathematical representation of a neural network is the propagation of function from input layer to the output layer:$$\documentclass[12pt]{minimal}
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                \begin{document}$$f(\cdot )$$\end{document}$ is the transfer function, which can take many forms, the most-widely used ones including linear function, step function, and sigmoid function.

Besides a transfer function, an ANN is characterized by two other parameters, namely the link pattern and the weight of each link, which are pre-determined. The weight of each link needs to be trained using the training data. Back-propagation is commonly used in ANN training due to its fast convergence. It consists of two steps: propagation and weigh update.

In the current study, DNN is applied for classifying the force levels, which is a type of ANN with multiple hidden layers. Compared to conventional ANN (with one hidden layer), DNN can represent a complex non-linear model. In the current study, we have applied a DNN with a two-layered stacked auto-encoder and a softmax classifier as the output layer. Each hidden layer consists of 200 hidden neurons. The desired average activation of the hidden units is 0.1. The weight of decay parameter is donated as $\documentclass[12pt]{minimal}
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The training process consists of two steps: (i) the weights of the hidden layers are trained using unlabeled data through a greedy layer-wise approach, and the softmax classifier is trained using labeled data to map the inputs to assigned levels. (ii) The network is fine-tuned using labelled data through backpropagation.

Subjects description and experimental procedure {#Sec7}
-----------------------------------------------

Fifteen able-bodied subjects (8 males and 7 females) participate in this experiment, ages range from 20 to 30. The sEMG signal were collected through a MYO (8 channels), sampled at 200 Hz per channel. The force signal were collected using a six-axis force sensor, sampled at 200 Hz. Figure [5](#Fig5){ref-type="fig"} shows a random selected original sEMG waveform and a grasping force waveform for the force level 6 (25--30 N).Fig. 5sEMG original waveform signals and grasping force waveform for force level 6

Firstly, to reduce skin impedance and improve sEMG signal quality, body hair removal and cleaning with alcohol are performed to the collecting parts of participants' arms. A MYO was used to collect the sEMG signals. A six-axis force sensor was used to collect grasping force signals. Participants wore the MYO and pinched with the six-axis force sensor with 8 different levels force. For each level, participants kept pinch motion for four to 6 s; then returned to relaxed state, and after ten seconds repeated the hand motion. Each participant repeated the steps above ten times. Between each 2 levels of force, rest 20 min. The method above is used to collect training signal. The testing signal acquisition method is consistent with the training signal acquisition method, but there should be one hour break between training signal and testing signal collection.

Results {#Sec8}
=======

The collected sEMG data was first segmented using the overlapping sliding window scheme. The feature or combined features were extracted within each window. Then PCA was used to reduce the feature dimensions. By using 400 groups of training data and 400 groups of testing data for each of the 8 levels of force, we have 6400 groups of data for each participant in total. 200 groups of training data randomly selected among each level are used for training, and 200 groups of testing data randomly selected among each level are used for prediction.

Each group of training data consists of eight sEMG features and one force feature. Eight sEMG features are selected as input and one force feature is selected as output of DNN. Similarly, each group of validation data consists of eight sEMG features and one force feature. Eight sEMG features are selected as input to produce an actual output value by DNN. But the one force feature is selected as theoretical output value to compare with actual output value to obtain recognition accuracy and prediction results.

In order to reduce the amount of calculation, ensure real-time control, and improve force prediction accuracy, we compared and analyzed the classification accuracy of 8 levels of force among different channels of sEMG, different features, and PCA dimension reduction. We observed that 3 channels were fluctuated obviously by mapping 8 channels of sEMG signal collected, and they were relatively sensitive and ideal for the grasping movement. Figure [6](#Fig6){ref-type="fig"} shows the prediction results of sEMG signals from 3 and 8 channels, respectively. As can be seen, by extracting four TD features, and their 8 levels force pattern recognition, the classification accuracy for 3 channels is slightly inferior to that of 8 channels and therefore only the 8 channels scenarios are considered in the following processing. From the error bars, the value of SD is very large, which means the interpersonal prediction results are quite different and this scheme has a very low robustness.Fig. 6The average classification accuracy of 3 and 8 channels in classifying 8 force levels. The error bars represent the SD value over 15 subjects. The X-axis represents the forces at 8 different levels. The Y-axis represents average recognition rate (%) over 15 participates. The X-axis and Y-axis in Figs. [7](#Fig7){ref-type="fig"} and [8](#Fig8){ref-type="fig"} have the same meaning

Figure [7](#Fig7){ref-type="fig"} shows the results of four features and a combination of three features obtained from the 8 channels of sEMG signals. As can be seen, the selection and number of features have little effect on recognition rate and SD value for the 8 channels of sEMG signal. Therefore, four eigenvalues were extracted for each channel signal within the subsequent processing.Fig. 7The average classification accuracy of different TD feature combination in classifying 8 force levels. The error bars represent the SD value over 15 subjects

For the 8 channels of sEMG, four features are extracted from each channel. A feature matrix with 32-dimension is created, which is then reduced by PCA to 16, 8, or 4 dimensions. The results of the 4 dimension reduction cases are shown in Fig. [8](#Fig8){ref-type="fig"}. It shows that the recognition rates of 16 and 8 dimensions are better than that of 32 and 4 dimensions in the experiment. Moreover, the value of SD shows the same trend. In addition, the time of reducing dimension from 32 to 16 or 8 is the same, but the amount of calculation of 16 dimensions is much larger than that of 8 dimensions. Therefore, we choose the method of reducing dimension from 32 to 8, which sacrifices a little bit of recognition rate in exchange for real-time performance of grasping.Fig. 8Pattern recognition rate of 8 channels with four TD features reduced by PCA to different dimensions. The error bars represent the SD value over 15 subjects

In the previous preparations, we did comparison among different window sizes, such as 50, 100, 200, 250, 300, 400, 600, 800 ms, and 1 s. But with the influence of PCA, different window size has little effect on the recognition rate, so it's not listed one by one here.

During the implementation of the proposed approach, individual participants use different levels of force to control the prosthetic hand to grasp different things in Fig. [9](#Fig9){ref-type="fig"}. Figure [9](#Fig9){ref-type="fig"}a shows the results of grasping a table tennis with force level 1, and Fig. [9](#Fig9){ref-type="fig"}b shows the results of grasping a cylinder with force level 2. As can be seen in Fig. [9](#Fig9){ref-type="fig"}, the sponges have different degrees of deformation under different force levels. Because the last few force levels are relatively large, it is possible that the deformation of the sponge cannot be clearly seen by the naked eye. The personal computer (PC) interface shows the force level of participant and at the same time, the prosthetic hand receives a grip order to grasp the object by corresponding force level. Finally, the participants adjust their grip strength according to signals from a FSR pressure sensor and a vibration feedback device as described above.Fig. 9Use different levels of force to grasp different objects. **a** The force level 1, **b** shows the force level 2. The shape change of sponge with different force levels: **c** shows the force level 3, **d** shows the force level 4, **e** shows the force level 5, **f** shows the force level 6, **g** shows the force level 7, **h** shows the force level 8

Discussion {#Sec9}
==========

In this paper we proposed the method based on PCA and DNN to achieve grasping control of prosthetic hand. The sEMG signal and force signal of 15 people were collected to build sEMG-force regression model. In order to realize stable grasping control, we divided force into different levels. Further, we analyzed the average classification accuracy of different circumstances in classifying 8 force levels, including 3 channels sEMG and 8 channels sEMG, four TD features and different three TD features combination, 32, 16, 8 and 4 dimensions feature matrix. From experimental results, 8 channels sEMG contains more information than 3 channels sEMG to have a better classification accuracy. TD feature has a good effect on classifying 8 force levels, and the results of different combinations are not very different. PCA plays a very important role in this paper. With the help of PCA, we get a better result when dimension reduced to 8. On the other hand, it reduces the amount of computation and provides real-time conditions for grasping the prosthetic hand.

The above method for processing myoelectric signals and features, we used post hoc analysis. therefore, it's essential to conduct a general analysis of the above-mentioned methods. Table [1](#Tab1){ref-type="table"} shows the SD values of each case over 15 subjects. Among them, 32 dimension also stands for the case of 8 dimensions and TD feature combination of MAV, RMS, SD and WL (i.e. MAV + RMS + SD + WL). From the statistical results of the table, in each case, the recognition results of everyone's 8 different levels are not much different. Especially for the case of 8 dimensions, the maximum value of SD is 3.58% and the minimum value of SD is 1.25%. Both values are small, which stands that the results of these 15 individuals are very similar and verifies that the approach used is universal. Secondly, The study provided the basis for other people or our own follow-up study of this issue. Others can use this conclusion directly without the need for post-mortem analysis.Table 1The SD values of each case over 15 subjectsLevel 1 (%)Level 2 (%)Level 3 (%)Level 4 (%)Level 5 (%)Level 6 (%)Level 7 (%)Level 8 (%)3 channels13.238.5712.2610.2212.5713.9512.479.61MAV + RMS + SD10.8810.596.505.0813.5114.6912.067.25MAV + RMS + WL12.478.806.906.3312.2112.3313.077.87MAV + SD + WL14.4010.526.516.0810.4113.4311.918.39RMS + SD + WL12.728.685.598.8910.9813.8910.639.9232 dimensions12.509.8010.468.2711.8514.0912.869.5416 channels0.410.491.251.411.050.000.260.008 channels2.533.582.542.612.721.792.091.254 channels5.767.048.1610.525.159.158.9311.80

To test and verify the four TD features selected have enough variation with force to construct a good classifier, we analyzed one person's dispersion and clustering of each feature vs. force. And the results show in Figs. [10](#Fig10){ref-type="fig"}, [11](#Fig11){ref-type="fig"}, [12](#Fig12){ref-type="fig"}, and [13](#Fig13){ref-type="fig"}. From which we can see that the 8 force levels have a good degree of differentiation. Therefore, we can conclude the four TD features selected and the approach are suitable.Fig. 10Dispersion and clustering of MAV under 8 force levels. The X-axis represents the value of features from channel 1 to channel 8. The Y-axis represents the value of 8 force levels. The X-axis and Y-axis in Figs. [11](#Fig11){ref-type="fig"}, [12](#Fig12){ref-type="fig"}, and [13](#Fig13){ref-type="fig"} have the same meaning Fig. 11Dispersion and clustering of RMS under 8 force levels Fig. 12Dispersion and clustering of SD under 8 force levels Fig. 13Dispersion and clustering of WL under 8 force levels

As for grasping force control, the signal is collected from one healthy subject, which includes 8 levels of grasping force collected from a six-axis force sensor, and 8 channels sEMG signal gathered from MYO corresponding to 8 levels. Four TD features were abstracted into a feature matrix used for training pattern classification model. The feature matrix with force data are then used to construct sample for sEMG-force regression model training. The parameters of each model is saved and written to PC. After the preparation, each participant can wear MYO to collect and process sEMG over a PC machine. Then pattern classification model was used to recognize which level the sEMG signal belongs to, and the corresponding level of sEMG-force model was used to predict force value.

What follows is that the predicted force value was used as the given signal to control grasping force of a prosthetic hand. The grasping strength of the prosthetic hand was induced by using the FSR pressure sensor fixed on the prosthetic hand. Then vibration feedback device was matching with the force level value, and feedback to the participant. Different force levels were converted into different vibration frequencies in order to make patient feel the real grasping value and adjust grip strength accordingly for good accuracy.

Conclusions and future work {#Sec10}
===========================

In this paper, we proposed a novel approach to myoelectric grasping control of a prosthetic hand based on PCA and deep learning. PCA is used to reduce dimension of TD feature matrix, predicting grasping strength by establishing regression model between sEMG and force. PCA dimension reduction for sEMG signal provides the real-time control of prosthesis grasping. The regression model established by DNN is simple and has a good prediction effect. Adding the vibration feedback device to indicate the applied force value back to participant's arm can improve the patient's sense of using the prosthetic hand. The experimental results show the feasibility, robustness and good performance of the proposed approach.

The future work will focus on the adaptation of this system for amputees in order to test the feasibility and performance of the system and provide indicators for subsequent improvements. We will also compare the experimental results performed on forearm amputees with those performed on healthy subjects for further improvements.
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