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Abstract This paper demonstrates the effectiveness of a high-resolution numerical scheme in boundary-
fitted curvilinear coordinates for simulation of flow at channel bends. Two-dimensional shallow water
equations, which are transformed from physical domain to computational domain, are solved by a robust
high-resolution scheme particularly developed for boundary-fitted curvilinear coordinates. Finite-volume
method is adopted for discretization of governing equations in computational domain. Turbulence shear
stresses are included in the model by eddy-viscosity approach. Moreover, the effect of secondary flow,
which is significant in channel bends, has been included in themodel and the results have been compared
with the results achieved by neglecting this phenomenon. Secondary flow intensity is evaluated by an
analytical approach; the deviation of bed shear stress frommain flow is related to secondary flow intensity
and is considered in the model as well. All numerical results are compared with experimental data and
they show satisfactory agreement.
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
Simulating flow in channel bends has been an interesting
subject for many researchers for decades. The flow pattern
at the bend of natural rivers is very complex and usually 3D
models are required to simulate this complexity. However,
using 3D models in natural rivers is a very time-consuming
procedure regarding large scale of the problem and computer
limitations. Consequently, one and two-dimensional models
are very common in practical problems. Reasonable results
can be achieved by 2D models if 3D flow features, such as
turbulence and secondary flow, are incorporated into the 2D
models. Accordingly, many researchers have attempted to
formulate depth-averaged models taking these features into
account [1–5].
Generally, the curvature of a bend is defined by the central
radius to width ratio (rc/W ). At the present time, most
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assumption (i.e. high rc/W values). However, it is important
to study to what extent the numerical models are capable of
simulating flow in sharp bends. This can lead to suitable tools
for the engineering practice in real life problems as most river
reaches are not straight and are categorized as mild to sharp
bends in some reaches.
Integrating 3Dmomentum equations over flow depth yields
to depth-integratedmomentumequations inwhich ‘‘dispersion
terms’’ appear. Dispersion terms account for the dispersion
momentum transport, due to the vertical non-uniformity of
velocity. In nearly straight channels such terms are negligible
and usually are not included in the numericalmodels. However,
for curved channels, the shear stresses due to dispersion are
of great importance. These stresses are due to presence of
helical flow which exists because of the difference between the
centrifugal forces in the upper and lower flow layers, and points
to the outer bank in the upper layer and to the inner bank in the
lower layer [6].
Many researchers have tried to evaluate dispersion terms
in various ways. In most of studies, one of the several
vertical velocity profiles for the streamwise and transverse
directions are adopted and dispersion terms are calculated
accordingly. Usually, the streamwise velocity profile is assumed
to follow the logarithmic law (e.g. [2,3,7]) or the power
law (e.g. [1,8,9]). Rozovskii [7] derived a formulation for the
evier B.V. Open access under CC BY-NC-ND license.
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to use. Odgaard [10] simplified the Rozovskii’s model and
proposed a linear distribution for the transverse velocity which
is widely used by the researchers [1,2,11]. In the Rozovskii’s
and Odgaard’s formulation, secondary flow intensity, I , should
be evaluated appropriately. Theoretically, helical or secondary
flow intensity depends on the local radius of curvature of
the streamline, water depth and streamwise velocity. De
Vriend [12] derived a partial differential equation for estimation
of secondary flow intensity. Wu and Wang [13] simplified
this equation to an ordinary differential equation. In some
researches, the helical flow is not computed directly and
transverse velocity distribution is related to transverse velocity
at the free surface which is, in turn, a function of local
radius of curvature, flow depth and streamwise velocity. As
a result, other researchers tried to modify the evaluation of
local radius of curvature to account for the variation of helical
flow intensity across the channel bend [1]. In other models,
a system of coordinates consistent with streamwise and
transverse directions is employed and the effect of dispersion
is incorporated in the model as correction terms in momentum
equations and secondary flow intensities are calculated by
solving a partial differential equation [14,15]. Subsequently,
the resulting governing equations are usually solved by finite-
difference method.
In addition to incorporating secondary flow effects in flow
simulation at channel bends, the solution technique has a
remarkable influence on the accuracy of the results. Usually,
coordinates system consistent with longitudinal and transverse
directions is used. Kalkwijk and De Vriend [16] derived the
associated governing equations which further employed by
other researchers [5,17]. Utilizing unstructured grids is another
option, but some difficulties arise in evaluating local radius
of curvature that should be treated [1,18]. Another strategy
is using finite-difference method over staggered grids [14,19].
Some studies make use of benefits of finite-element method
in solving governing equations [18,20–22]. Boundary-fitted
curvilinear coordinates is also a powerful tool in simulating
flow in complex regions. In this technique, the governing
equations are transformed from complex physical domain into
simple rectangular computational domain. The transformed
equations are then discretized by finite-difference or finite-
volume method. The method is very flexible and imposition of
boundary conditions is accurate and straightforward [23,24].
There are some other recent experimental and numerical
studies concerning flow in open channel bends [25–27].
In this study, the application of a high-resolution scheme
for simulating 2D depth-averaged flow in channel bends,
specifically derived for boundary-fitted curvilinear coordinates
is presented. The transformed equations are discretized by
finite-volume method and a robust and accurate flux-vector
splitting approach is employed to evaluate numerical flux at cell
interfaces. The effect of secondary flow is incorporated in the
model by a different approach in which additional correction
terms inmomentum equations are included. Moreover, instead
of solving a partial differential equation to estimate secondary
flow intensity or trying to modify the radius of curvature
of streamlines, the simplified analytical solution of Wu and
Wang [13] is used. Turbulence shear stresses are included
in the model via an eddy-viscosity approach. This specific
combination of various approaches in simulation of flow in
channel bends is found to be very effective. The robustness and
accuracy of the model has been tested by comparing the results
with experimental data of two sharpbendswithdifferent radius
of curvatures, which has shown very satisfactory agreement.2. Governing equations
In Cartesian grid, two-dimensional depth-averaged flow
equations, including the effect of turbulence and secondary
flow, can be written as follows:
∂U
∂t
+ ∂F
∂x
+ ∂G
∂y
= ∂M
∂x
+ ∂N
∂y
+ hFsx + hFsy + S, (1)
where:
U =
 h
hu
hv

, F =
 huhu2 + gh2/2
huv
 ,
G =
 hvhuv
hv2 + gh2/2
 ,
M =

0
νth
∂u
∂x
νth
∂v
∂x
 , N =

0
νth
∂u
∂y
νth
∂v
∂y
 ,
S =

0−τbx
ρ
− ghS0x
−τby
ρ
− ghS0y
 ,
(2)
in which h is water depth measured vertically from the bed
to free surface; u, v are depth-averaged velocities in x and
y directions, respectively; τbx, τby are bed shear stresses in x
and y directions, respectively; S0x, S0y are bed slopes in two
directions; g is gravitational acceleration; ρ is the clear water
density; and νt is kinematic eddy- viscosity. Moreover, Fsx and
Fsy are correction terms due to secondary flow in channel bend
and are discussed in Section 3.
Bed shear stresses are related to the depth-averaged flow
velocities as:
τbx = cf ρ u

u2 + v2 = n
2ρg u
√
u2 + v2
h1/3
,
τby = cf ρ v

u2 + v2 = n
2ρg v
√
u2 + v2
h1/3
,
(3)
inwhich cf is bed friction that can be related to Chezy coefficient
(cf = gC2 ), and n is Manning coefficient. Kinematic eddy-
viscosity can be computed as follows:
νt = κ
6
u∗h, (4)
in which κ is von Karmann coefficient κ = 0.4, and u∗ is the
shear velocity:
u∗ =

gn2(u2 + v2)/h1/3. (5)
3. Evaluating dispersion terms due to secondary flow
The major secondary flow in channel bends is helical flow
that is present because of the difference between centrifugal
forces in upper and lower flow layers in inner and outer bank of
the bend. In depth-averagedmodels, since the velocity profile is
assumed to be uniform in depth, remarkable error may develop
in problems in which secondary flow and associated stresses
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are included in momentum equations in set of Eq. (1) which
accounts for the dispersion momentum transports due to
vertical non-uniformity of velocity. Correction terms can be
evaluated from shear stresses resulting from secondary flow as
follows [14,15]:
Fsx = 1h

∂(hTxx)
∂x
+ ∂(hTxy)
∂y

, (6a)
Fsy = 1h

∂(hTyx)
∂x
+ ∂(hTyy)
∂y

, (6b)
in which dispersion shear stresses can be expressed as:
Txx = −2βuv, (7a)
Txy = Tyx = β (u2 − v2), (7b)
Tyy = 2βuv, (7c)
and:
β = β∗ h
R∗s
, (8)
β∗ = βc (5α − 15.6α2 + 37.5α3), (9)
α = min
√
g
κC
,
1
2

, 0 ≤ βc ≤ 1.0, (10)
in the above expressions, R∗s is the effective radius of curvature
of streamline which is related to the intensity of the helical
motion.
The effective radius of curvature of streamline can be
evaluated as follows:
R∗s =
h Us
I
, (11)
in which Us =
√
u2 + v2 and I is secondary flow intensity.
Eq. (7) state that the extra shear stresses due to secondary
flow are related to the flow field and coefficient β which is
in turn related to the radius of curvature of streamline and
secondary flow intensity.
Theoretically, the secondary flow intensity I = h Usr [7,28]
in which r is the radius of curvature of streamline that can be
evaluated as [29,30]:
r = (u
2 + v2)3/2
−uv ∂u
∂x − v2 ∂u∂y + u2 ∂v∂x + uv ∂v∂y
. (12)
De Vriend [12] has proposed a partial differential equation
for estimating the secondary flow intensity. Since one extra
equation should be solved numerically to determine I , Wu and
Wang [13] simplified this equation to an ordinary differential
equation and solved it analytically to obtain the following
relation and to avoid additional computational effort in the
numerical schemes:
rI
βIhUs
= 1− 1− e
−γ
eγ − e−γ e
γ η′ − e
γ − 1
eγ − e−γ e
−γ η′ , (13)
in which:
γ = W
λrcn
√
gh5/6
, (14)
where W is channel width, rc is the radius of curvature at the
channel centerline and λ has a value about 3.0 [31]. In Eq. (13),
η′ is dimensionless transverse coordinate with η′ = 0 at theinner bank and η′ = 1 at the outer bank, and βI is a parameter
indicating the magnitude of I . As Wu [31] has reported,
according to many laboratory and field measurements, βI is in
the range of 1.0–2.0.
On the other hand, in straight channels, the direction of bed
shear stress is taken to be equal to flow direction. However,
secondary flow in channel bends makes the shear stress
direction to be different from flow direction. Thus, deviation
angle of bed shear stress direction relative to mean flow can be
computed as follows [14]:
δ = tan−1

v − kv I
u− kv I

, (15)
kv = 2
κ2
Es

1− 1
2
√
g
κC

, (16)
where Es is a coefficientwhich is equal to zerowhen the effect of
helical flow in bed shear stress is negligible. Expressions similar
to Eq. (15) can be found in the literature [30].
4. Transformation of equations from physical domain into
computational domain
The set of Eq. (1) can be used directly when working
on a Cartesian grid. However, for real life problems such
as flow in natural streams, the domain of the problem is
often complicated. For such geometries, using rectangular grids
to represent irregular boundaries requires approximations
that may introduce large errors and also may result in
numerical instability. To overcome such problems, curvilinear
grids or unstructured grids with finite-element or finite-
volume approaches are generally used. Unstructured grids
with finite-element or finite-volumemethods aremore flexible
than structured grids to fit complicated boundaries and
deal with very complex geometries. However, structured
curvilinear grids are superior for programming purposes and
thus widely used in fluid dynamic fields (e.g. [23,24]). For the
problem at hand, the generation and use of curvilinear grid is
straightforward and it seems to be a powerful tool to simulate
flow in channel bends.
The following relation holds between derivatives of a vari-
able in physical (x, y) and computational (ξ, η) domain [32]:
∂
∂x
∂
∂y
 = 1
J

yη − yξ
−xηxξ
 
∂
∂ξ
∂
∂η
 , (17)
in which J = xξyη − xηyξ is the determinant of the Jacobian of
transformation.
Therefore, the governing Eq. (1) can be transformed to the
generalized curvilinear coordinates ξ, η by using Eq. (17) as
follows:
∂U
∂t
+ 1
J
∂
∂ξ
(yηF − xηG)+ 1J
∂
∂η
(−yξ F + xξG)
= 1
J
∂
∂ξ
(yηM − xηN)+ 1J
∂
∂η
(−yξM + xξN)
+ Fsξ + Fsη + S(ξ , η). (18)
Since the vectors M and N still entail the derivatives with
respect to x and y, these terms should also be transformed by
means of Eq. (17). Moreover, Fsξ and Fsη should be determined
by transforming Eqs. (6a) and (6b) to computational domain.
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as H yields:
H(ξ , η) =
 0
H21
H22

, (19a)
H21 = 1J
∂
∂ξ

νth
J

(y2η + x2η)
∂u
∂ξ
− (yξyη + xξ xη) ∂u
∂η

+ 1
J
∂
∂η

νth
J

−(yξyη + xξ xη) ∂u
∂ξ
+ (y2ξ + x2ξ )
∂u
∂η

+ 1
J

∂(hTxx)
∂ξ
yη − ∂(hTxx)
∂η
yξ

+ 1
J

−∂(hTxy)
∂ξ
xη + ∂(hTxy)
∂η
xξ

− τbx
ρ
− ghS0x (19b)
H31 = 1J
∂
∂ξ

νth
J

(y2η + x2η)
∂v
∂ξ
− (yξyη + xξ xη) ∂v
∂η

+ 1
J
∂
∂η

νth
J

−(yξyη + xξ xη) ∂v
∂ξ
+ (y2ξ + x2ξ )
∂v
∂η

+ 1
J

∂(hTyx)
∂ξ
yη − ∂(hTyx)
∂η
yξ

+ 1
J

−∂(hTyy)
∂ξ
xη + ∂(hTyy)
∂η
xξ

− τby
ρ
− ghS0y. (19c)
Moreover, the bed slope terms S0x, S0y can be related to
curvilinear coordinate terms S0ξ , S0η by:
S0x = 1J (yηS0ξ − yξ S0η), S0y =
1
J
(−xηS0ξ + xξ S0η). (20)
Therefore, in the light of Eqs. (19), (18) becomes:
∂U
∂t
+ 1
J
∂
∂ξ
(yηF − xηG)+ 1J
∂
∂η
(−yξ F + xξG)
= H(ξ , η), (21)
or:
∂(JU)
∂t
+ ∂
∂ξ
(yηF − xηG)+ ∂
∂η
(−yξ F + xξG) = JH(ξ , η). (22)
By introducing the terms:
U˜ = JU, F˜ = yηF − xηG,
G˜ = −yξ F + xξG, H˜ = JH.
(23)
Eq. (21) takes a form similar to Eq. (1), but in curvilinear
coordinate system it takes the following form:
∂U˜
∂t
+ ∂ F˜
∂ξ
+ ∂G˜
∂η
= H˜. (24)
5. Numerical scheme
Finite-volume method is adopted for discretization of gov-
erning equations. After integrating Eq. (24) over a control vol-
ume (dξ dη), applying divergence theorem, and approximating
the line integral, the following equation holds [33]:
∂U˜i,j
∂t
= F˜i+1/2,j − F˜i−1/2,j + G˜i,j+1/2 − G˜i,j−1/2 + H˜i,j, (25)in which the subscripts such as i + 1/2 indicate numerical
flux at the cell interface. Note that in Eq. (25), since the
spatial increments 1ξ and 1η can be chosen arbitrary over
the computational domain, they have been set to unity for
simplicity.
Various high-resolution schemes can be used to evaluate
numerical flux. In this study, the FVS method developed by
Baghlani et al. [34] is adopted. The method is specifically
developed for boundary-fitted curvilinear coordinates and it is
high-resolution and shock capturing as verified in Ref. [34]. For
the sake of brevity, a review of the method is presented here
for decomposition of flux-vector in ξ direction and interested
readers are referred to the aforementioned article for more
details.
First, the flux such as F˜ is decomposed to convective (F˜C ) and
pressure (F˜P ) parts. The pressure part is decomposed to positive
and negative parts according to Froude number in curvilinear
coordinates:
Fr∗ξ =
Ju∗
c g22
, (26)
F˜P =
 0−yηpξ
xηpξ
 , (27)
pξ ± =

p
4
(Fr∗ξ ± 1)2(2∓ Fr∗ξ ) if
Fr∗ξ  ≤ 1
p
2
(Fr∗ξ ± |Fr∗ξ |)/Fr∗ξ otherwise
(28)
in which g22 =

xη2 + y2η, c =
√
gh is wave celerity and p =
1
2gh
2 is the pressure. Moreover, u∗ is contravariant component
of velocity which is defined as:
u∗ = 1
J
(uyη − vxη). (29)
The convective part is decomposed to negative and positive
parts in the light of flux Jacobian matrix of F˜ , i.e. P and its
associated matrix of eigenvalues, i.e.ΛP :
P = 1
J
 0 yη −xη
yη(−u2 + gh)+ xη(uv) 2uyη − vxη −uxη
−yη(uv)− xη(−v2 + gh) vyη uyη − 2vxη

, (30)
ΛP =

Ju∗ 0 0
0 J u∗ − c g22 0
0 0 Ju∗ + c g22

, (31)
F˜+C = P+U˜, F˜−C = P−U˜, (32)
in which:
P+ = Rξ Λ+p Lξ P− = Rξ Λ−p Lξ , (33)
are the positive and negative parts of flux Jacobians, Rξ is the
matrix of right eigenvectors of P and Lξ is the matrix of left
eigenvectors of P , respectively:
Rξ =
 0 g22 g22
xη ug22 − cyη ug22 + cyη
yη cxη + vg22 −cxη + vg22

, (34)
Lξ =

uxη + vyη
g222
−xη
g222
−yη
g222
uyη − vxη
2cg22
+ 1
2
−yη
2cg22
xη
2cg22
−uyη + vxη
2cg22
+ 1
2
yη
2cg22
−xη
2cg22
 . (35)
A. Baghlani / Scientia Iranica, Transactions A: Civil Engineering 19 (2012) 1463–1472 1467In fact, the total flux is a combination of negative and positive
terms of convective and pressure parts:
F˜ = F˜+C + F˜−C + F˜+P + F˜−P . (36)
Finally, the numerical flux can be evaluated as:
F˜i+1/2 = F˜+i+1/2 + F˜−i+1/2, (37)
in which:
F˜+i+1/2 = F˜+i + 0.51F˜+i , F˜−i+1/2 = F˜−i − 0.51F˜−i . (38)
The quantities 1F+ and 1F−, have been used to increase
accuracy of the scheme and can be evaluated by means of the
following equations:
1F˜+i = Ri+1/2 φ (O+i+1 − O+i , O+i − O+i−1), (39a)
1F˜−i = Ri+1/2 φ (O−i+1 − O−i , O−i − O−i−1), (39b)
in which:
O+i = LiF˜+i , (40a)
O−i = LiF˜−i , (40b)
and φ is a flux limiter. Here, aminmod limiter is employed:
φ(a, b) = max(0,min(a, b)]. (41)
Splitting flux vector, G, in η direction is straightforward and is
accomplished similar to F .
A second-order Runge–Kutta method is used for time
integration. If the right hand side of Eq. (25), which is a function
of conserved variables U˜ , is denoted by L(U˜) then the second-
order Runge–Kutta method can be written as follows:
U˜ (1)ij = U˜nij +
1
2
1t L(U˜nij ), (42a)
U˜ (n+1)ij = U˜nij +
1
2
1t (L(U˜ (n)ij )+ L(U˜ (1)ij )). (42b)
To ensure stability of the scheme, time steps are restricted
to the well-known CFL criterion.
6. Numerical experiments
The results of applying the proposed model in simulation of
flow at channel bends are presented in this section. The exper-
imental data of two sharp bends are used for model verifica-
tion. Generally, when rc/W < 2 or 3, the bend is described as
sharp bend [35]. As mentioned earlier, investigation of flow in
such bends are of practical importance. In particular, simulat-
ingmorphological phenomena in natural rivers, withmeanders
consistingmild to sharp bends, is essential. However, it is firstly
needed that the hydrodynamic aspects at the bends are appro-
priately modeled. Therefore, these two examples will focus on
the hydrodynamic aspects of two sharp bends with different
curvatures. All simulations were performed in a 2.5 GHz Dual-
Core CPU personal computer with 1.0 GB of RAM. In both cases,
the convergence is achievedwhen the following criterion is sat-
isfied:Un+1s − UnsUn+1s
× 100 ≤ 10−6. (43)Figure 1: Comparison between numerical and experimental water depths for
Rozovskii’s 180° bend.
6.1. Rozovskii’s experiment
Rozovskii [7] conducted one of the first experiments on
channel bends. The experimental flume is a rectangular section
which has 6 m-long straight entrance channel and a 3 m-long
straight exit channel. An 180° curved reach exists between
entrance and exit channels. Channel width is 80 cm and the
center bend radius is 80 cm. Therefore, the central radius of
curvature to width ratio is 1.0. Flow rate is 12.3 l/s, and water
depth at downstream end is 53 mm. The averaged velocity is
about 0.256 m/s.
The flume was simulated by the model and it was divided
to 180 cells in longitudinal direction and 40 cells in transverse
direction. A finer grid had no significant effect on the numerical
results. At the upstream boundary, the flow rate was specified
as boundary condition, whereas water depth equal to 0.053 m
was set as the downstream boundary condition. At solid walls,
the free slip boundary condition was used. After calibrating the
model, Es = 1.0 andβI = 1.0was selected. The total simulation
time was 5340 s.
Figure 1 shows the computed longitudinal water depth
along centerline, left and right banks of the channel, considering
and neglecting the effect of secondary flow, compared with
measured values. Along the centerline, longitudinal distances
equal to 6 and 8.5 indicate the start and the end of the bend,
respectively. As the figure shows, the flow tends to reach to a
higher level at the right bank and to a lower level at the left bank
which is consistentwith the observations. The agreement of the
simulated and measured values along the channel centerline
is very good and the difference between results is small when
the dispersion effect is considered or neglected. At right and
left banks, considering shear stresses due to dispersion slightly
improves the calculated longitudinal water surface profile. The
maximum difference between measured and simulated water
levels is observed at the left bank and it is 2.8mm,which is 4.7%
of averaged water depth.
Figure 2 compares the non-dimensionalized streamwise
velocities at two different sections θ = 35° and θ = 100°
measured from the bend entrance. In the figure, the streamwise
velocities have been non-dimensionalized using average flow
velocityUm = 0.256m/s. Shear stresses due to dispersion have
considerable influence on the improvement of the calculated
velocities, especially at θ = 100°. The maximum difference in
measured and simulated streamwise velocities is observed near
the outer bankwhich is approximately 4 cm/s (15.6% of average
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Figure 2: Comparison between numerical and experimental non-dimen-
sionalized streamwise velocities for Rozovskii’s 180° bend at cross sections
associated with: (a) θ = 35° and (b) θ = 100°.
Figure 3: Velocity vectors for Rozovskii’s 180° bend.
flow velocity) and 2.6 cm/s (10.4% of average flow velocity) at
θ = 35° and θ = 100°, respectively. As it is clear from the
figures, the flowvelocity is higher at the inner bank compared to
the outer bank which is verified by showing velocity vectors on
Figure 3. The effect of dispersion shear stresses on the calculated
contour plot of water depth has been depicted in Figure 4.a
b
Figure 4: Contour plot of water depth for Rozovskii’s 180° bend: (a) Dispersion
terms are neglected; and (b) dispersion terms are included.
Figure 5: Experimental flume of Blanckaert.
6.2. Blanckaert’s experiment
Blanckaert [35] set up series of experiments to investigate
flow in a sharp curved laboratory flume. The experimental
flume has been shown in Figure 5. The flume consists of a 9 m
long straight inflow channel followed by a 1930 bend with
centerline radius of curvature equal to 1.7 m, and a 5 m long
straight outflow reach. The flume width is 1.3 m, horizontal,
and it is covered with stabilized sand with a Chezy coefficient
about 36. The central radius of curvature to width ratio is 1.3
in this case. The results of one of experiments with fixed bed
are compared with the numerical results using the proposed
model. Flow rate equal to 89 l/s is imposed at upstream end and
flow depth 0.149 m is specified at the downstream boundary.
Free slip boundary condition is imposed at solid walls. After
various calibrations, Es = 2.0 and βI = 2.0 were used. The
total simulation time was 8178 s in this case.
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Figure 7: Color plot of measured water depth [35].
Figure 8: Color plot of simulated water depth by proposed model.
The flume was simulated by the model using 5× 5 cm grid,
which is shown in Figure 6 (at the bend region).
Figure 7 shows the color plot of water depth measured in
the laboratory, while Figure 8 shows the numerical results.
Comparison of the figures reveals that there is satisfactory
agreement between measured and simulated values except in
some parts of the outer bank in which the numerical model
underestimated the water depth. Moreover, the range of water
level (0.149–0.168) in the experiments well agrees with that of
simulations. In the experiments (Figure 7), the transverse tilting
of the water level is obvious at the bend. The water level inFigure 9: Comparison of simulated longitudinal water depth at the channel
centerline with experimental data.
outer bank is higher than the inner bank. Numerical simulations
(Figure 8) show the same trend. This transverse water level
gradient develops in order to counteract the centrifugal force.
To perform more quantitative comparisons, longitudinal water
depths have been compared with simulated ones in Figure 9,
and in ten different cross sections in Figure 10 (cross sections
have been shown in Figure 5). As Figure 9 shows, downstream
gradient of the water level is satisfactorily predicted by the
model. The agreement between measured data and predictions
is better at the entrance and exit channels. The maximum
difference is 1.5 cm (9.6% of average water depth) when
dispersion terms are ignored and2.0 cm (12.7% of averagewater
depth)whendispersion terms are includedwhich indicates that
considering dispersion terms has not improved estimation of
water level along the centerline of the channel. The difference
between experimental and numerical results was more at
cross section associated with 90° and 120°. As it is clear from
experimental data in Figure 10, the transverse water level
gradient is small before the bend (cross sections m25 andm05)
and after the bend (cross section p15). As the flow enters the
bend, the water level begins to tilt and the water level gradient
is increased. Numerical results show a similar trend. This
increase in water level gradient is caused by extra resistance
in the bend. This extra shear stress has been attributed to
several processes [36]. Firstly, because of secondary flow, there
exists an additional transversal bottom shear stress component.
Secondly, downstream velocity profile is flatter with respect
to the velocity profile in the straight uniform flow because
of advective momentum transport caused by the helical flow.
Since the shear stress is determined by the near-bed velocity
gradient, the bottom shear stress is increased for the same
average velocity. In the numerical model, the extra shear stress
for additional transversal bottom shear stress component due
to secondary flow is included. However, the 2D assumption
of flow in which uniform velocity profile is adopted over the
depth, leads to some disagreements between measured and
computed values particularly at the bend, and the dispersion
terms partly cover some of the 3D features of the flow
especially in estimating velocity field. To verify this, contour
plot of streamwise velocity has been depicted in Figure 11,
neglecting and considering dispersion terms. As this figure
shows, more distinct zones of velocity are present when the
effect of secondary flow is incorporated in the numericalmodel.
There is an obvious narrow strip with high values of depth-
averaged streamwise velocities in the figures. The core of
the streamwise velocity in the bend shifts outward and the
maximum velocity in the core decreases. This phenomenon is
attributable to the exchange of momentum due to secondary
flow [36] and it is more visible when dispersion terms are
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and (b), the most visible thing is the clear separation of
streamwise velocities with large and low magnitudes in the
straight exit channel when dispersion terms are included. The
depth-averaged streamwise velocity is higher along the outer
wall than along the inner wall. This type of distribution extendsalong the straight exit wall. It is clear from Figure 11(a) that
neglecting dispersion terms leads to missing these important
information. At the straight outflow, simulations considering
dispersion terms show 20% higher values at the outer wall and
44% lower values at the inner wall compared to simulations
neglecting the effect of secondary flow.
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Figure 11: Contour plot of streamwise velocity for sharp bend: (a) Dispersion
terms are neglected; and (b) dispersion terms are included.
7. Summary remarks and conclusion
In this study, a high-resolution scheme was used to
analyze and predict the flow in channel bends. Boundary-
fitted curvilinear coordinates in conjunctionwith finite-volume
framework was employed to discretize governing equations.
The effect of secondary flow was incorporated in the model
by considering extra terms in the momentum equations.
To evaluate the secondary flow intensities, an approximate
analytical solution was used to avoid solution of another
partial differential equation and to reduce computational cost.
The specific combination of flux-vector splitting approach
in boundary-fitted curvilinear coordinates and evaluation of
correction terms in momentum equations were shown to be
an effective and robust approach for flow simulation in curved
channels in the range of mild to sharp channel curvature. The
results were compared with experimental data and showed
satisfactory agreement. No significant difference, especially at
the channel centerline, was found in longitudinal water depth,
neglecting and considering dispersion effects. However, there
was a remarkable difference in evaluating streamwise velocities
when secondary flow is taken into account. As mentioned in
the introduction, in simulation of flow in curved channels with
unstructured grids some difficulties arise in defining the radius
of curvature of streamline and special treatment is required to
avoid numerical instabilities. The proposedmethod seems to be
superior to methods in which unstructured grids are employed
and it is easily applicable formore complex geometries because
a governing equation is employed to find the streamline
curvature. The use of such formulation is straightforward inproposed approach in computational domain and the radius of
curvature of streamlines can be easily computed even in more
complex domains. On the other hand, the use of such relations
over unstructured grids is awkward and one should adopt the
radius of curvature of centerline of the bend as the radius of
curvature of streamlines or follow a completely different and
approximate approach; what is necessary in predicting flow in
a real life problemsuch as a natural river is to generate a suitable
orthogonal mesh and follow the procedure directly.
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