In this paper we construct and analyze classes of single step methods of arbitrary order for homogeneous linear initial boundary value problems for parabolic equations with time-independent coefficients. The spatial discretization is done by means of general Galerkin-type methods.
Here ii is a bounded domain in RN with sufficiently smooth boundary 3Í2, a-k and a0
are sufficiently smooth functions which are independent of r, the matrix (a-fe) is symmetic and uniformly positive definite and a0 is nonnegative on Ù. All functions considered are real valued. In Bramble, Schatz, Thomée and Wahlbin [3] the discretization of this problem in the space variables was considered by means of Galerkin's method, using a family {Sh} of finite element spaces with certain approximation properties, thus replacing (1.1)
by an approximating system of ordinary differential equations in time. Special emphasis was placed on deriving optimal order error estimates for time bounded away from zero, under weak regularity assumptions on the initial data. This pursued a point of view taken previously in Blair [1] , Helfrich [8] and Thomée [12] (cf. [3] for further references on semidiscrete Galerkin methods).
In the present paper the purpose is to study discretization also of the time variable. In particular, we shall formulate single step (in time) completely discrete schemes based on the above discretization in space and prove estimates analogous to those of [3] for such schemes.
In order to describe our investigations, let {X}" and {W}" be the eigenvalues (in nondecreasing order) and (Z,2 orthonormal) eigenfunctions of the operator L (with boundary values zero). For s real we let Hs = Hsi£l) denote the space of functions w E L2 for which (with ( • , ■ ) the inner product in Z2(Í2))
(1 -2) u(t) = X e~ %, rçfy = exp(-tL)v. /
For the purpose of discretizing this problem in space, let {Sh} (h small and positive) be a family of finite dimensional subspaces of L2. As in [3] we shall assume that we are given a corresponding family of operators Th: L2 -> Sh with the properties:
(i) Th is selfadjoint, positive semidefinite on L2 and positive definite on Sh ;
(iia) There is a positive integer r > 2 and a constant C such that 11(7; -Dull < Ot" + 2 Hull, for 0 < q < r -2, or, in some cases, alternatively, (iib) There is a positive integer r > 2 and a constant C such that 11(7; -7>ILp < ChP + « + 2\\v\\q for 0 < p, q < r -2.
We then consider the semidiscrete problem: Find uh(t) E Sh such that DtThuh(t) + un(t) = 0 for 0 < t < t*, uh(0)=PovESh, where P0 denotes the projection onto Sh in L2(£L). Introducing the inverse Lh = T^1
of Th on Sn, this can also be written Dtuh(t) + Lhun(t) = 0 for 0 < t < t*, uh(0) = P0v.
In analogy to (1.2), its solution admits the representation An important feature of this formulation is that it encompasses several different procedures for dealing with the homogeneous boundary condition (cf. [3] ).
In [3] , assuming (i) and (iia) above, it was first proved, by the energy method, that (1.4) \\uh(t) -u(t)\\ < Chs\\v\\s, 0<s<r, uniformly on (0, t*]. It was then shown by means of spectral representations that (1) (2) (3) (4) (5) \\un(t)-u(t)\\<ChTr'2\\v\\, so that the error is in fact of optimal order in h for t bounded away from zero, even with v only in L2. After that, estimates also in maximum norm were derived provided such estimates were known for the stationary problem. These results thus extended to the present level of generality results known before in special cases (cf. the references in [3] ). Further, particular estimates were obtained for the case in which uh satisfies the interior equation (Dtuh,x)+A(uh,X) = 0, VXG5°(S20),
where S°h(Sl0) denotes the elements of Sh with supports in Í20 and (1.6) A(v, w) = fJZ ajk §-$*-+ a0vw^ dx, and where the elements of Sn are assumed to satisfy a condition of translation invariance on Í20. Specifically, it was shown that arbitrary spatial derivatives of u can be approximated to optimal order in the interior of Í20 by difference quotients of uh and finally that by applying the averaging process of Bramble and Schatz [2] , superconvergent 0(h2r~2) approximations can be defined provided the assumption (iib) holds. We now turn to the purpose of the present paper, the construction and analysis of single step arbitrary order completely discrete schemes for the parabolic problem (1.1).
The discrete approximations U", n = 0, 1,... , to the exact solution u(t) of the parabolic problem at t = nk, with k the step size in time, will be defined in terms of a rational approximation rij) to the exponential e~T by the recursion formula Un + 1 =r(kLh)Un, n = 0, 1, . . . ,nk<t*,
The rational functions employed will be assumed to satisfy, for some v > 1,
which will signify that the accuracy in the time discretization is of order v. In addition they will be classified according to their behavior on the positive real line. In particular, r(k\) will have no pole for X an eigenvalue of Lh, so that (1.7) defines U" uniquely as an element of 5,,.
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Since Th rather than Ln is considered given, it is sometimes convenient to express r(kLn) as a rational function of Th, or equivalently, to consider the rational function r(k/p) of p. Assuming that this function has the form r(k/ß) = a0Y[(p.-ßj)k{(p-yj), the recursion formula (1.7) for U" may be written Wh-yj)U"+l =a0[kTh-ßi)Un. i i
Hence, in order to determine Un + 1 from U", with Tn given, it is sufficient to solve a sequence of equations of the form (1.9) (cxTh + ß)W = (yTn + 8)V, for IV, with V given. Here, although U" and Un + 1 are both real, a, ß, y, 5 and hence also V and W may be complex valued, with Thf defined for complex /by linearity. In applications, Th is often defined by means of a positive definite bilinear form (cf. [3, Section 8]), Bh(Thf,x) = (f,X), VXGS,.
In this case, (1.9) takes the form oc(W, x) + ßBh(W, X) = y(V, X) + f>Bh(V, x), Vx e S".
We will return below to convenient choices of such rational functions.
Under our different assumptions on the time discretization schemes, to which we shall return presently, we shall derive error estimates corresponding to the ones quoted above for the semi discrete situation. The analysis relies on the fact that similarly to uh(t), U" can be represented in terms of the discrete eigenfunctions and eigenvalues as O-10) U" = r(kLh)"P0v = Z KfcA,.)>, $,)<!>,.. / Notice in particular that the scheme (1.7) will be stable in L2 if max-KfcA)| < 1; we then immediately find by Parseval's relation that (1.11) lililí < ll/V>H < IMI.
This condition will be satisfied for all schemes employed below.
We shall now describe our estimates. In Section 2, we derive such estimates in L2. First we prove the analogue of (1.5) which reads (1.12) Hi/" -u(nk)\\ < C(hTr/2 + kvrv)\\v\\, 0<t = nk<t*.
The proof of this estimate is based on the eigenfunction expansions (1.2) and (1.3).
After that we derive an analogue of (1.4) for smooth data, (1.13) ||t/" -u(nk)\\ < C(hr\\v\\r + k"\\v\\2v).
In contrast to the semidiscrete case this latter estimate is now a consequence of the estimate for nonsmooth data and the following representation of smooth initial data, namely
Section 2 also contains estimates for less smooth data which are uniform for small t but not of the highest order 0(hr + kv), as well as estimates for approximations to time derivatives. In Section 3 we derive the analogue in the completely discrete case to the maximum norm estimates of [3] . Section 4 is devoted to interior estimates on regular elements for difference quotients. It is shown here how arbitrary derivatives of u can be approximated to optimal order 0(hr + kv) by difference quotients of Un, and also that (for Tn satisfying (üb)) the effect of the Bramble-Schatz averaging operator is not spoiled by time discretization so that 0(h2r~2 + kv) approximations can also be found.
After giving examples, in Section 5, of specific rational functions satisfying our assumptions, we conclude the paper by deriving in Section 6, L2 error estimates for schemes using successively a finite number of different choices of rational functions, time steps and approximating function spaces, and also for schemes using initial data other than P0v. We now turn to the classification of the discretization in time. First, the rational approximations to e~T are said to be of types I, II, III or IV, respectively, if I: \r(r)\ < 1 for 0 < r < a, for some a > 0; II: \r(T)\ < 1 for t > 0; III: supT>8 \riT)\ < 1 for all 8 > 0; IV: Kt)| < 1 for r > 0 and limr_>".i<T) = 0.
Notice that these conditions are successively more restrictive.
The discretization scheme (1.7) is now classified by these conditions on rij), assuming always the conditions (i), (iia) placed previously on Th (when (iib) is needed this will be explicitly stated). In certain cases, we shall need to impose, in addition, restrictions on the relation between the parameters h and k occurring in (1.7). More precisely, we shall say that the scheme is of type I', II' or III' if, with Amax the maximal eigenvalue of Lh, I': ríj) is of type I and kAmax < a0 for some a0, 0 < a0 < a:;
II': fir) is of type II and &Amax < a, for some a,, 0 < ax < °°;
III': r(r) is of type III and k?Amax < as for some as, 0 < as < °°, and s> I. A scheme of type III or IV will simply be one for which iij) is of type III or IV, respectively, with no restriction on the relation between k and Amax.
Notice that for schemes of types I' and H', setting r0 = cx0 and a,, respectively, we have 0 < k\ < t0 for X in ah, the spectrum of Lh, and hence KfcX)| < 1 for X G q. so that, in fact, \rik\)\ < e~ckX for X G an, with c > 0.
This fact will be used repeatedly in the proofs.
In order that the condition fcAmax < t0 be satisfied it is sufficient that (1-14) Ama* < IV"2, and that the mesh ratio condition k/h2 < t0/k0 hold. For schemes of type I' this is analogous to the mesh ratio restrictions necessary for explicit difference schemes whereas for schemes of type II' this mesh ratio is only required to be bounded above.
For the standard Galerkin method, for example, (1.14) would follow from an inverse assumption 11x11, <C7T1|lxll0. vxes".
The condition for schemes of type III' would be satisfied if Amax < n0h ° holds and k/h l is bounded, with a0 and a, arbitrary positive (s = a0/ox).
Of the results quoted above for nonsmooth data, the L2 estimate (1.12) is proved for schemes of types f, II' and III, the maximum-norm estimates for schemes of types I', II', III' and IV, and the interior estimates for difference quotients for types i', II' and IV. The estimate (1.13) for smooth data holds for schemes of types I' and II.
Particular fully discrete Galerkin methods for parabolic problems have been treated in the literature by various authors. For instance, using energy methods and assuming a smooth solution, Douglas and Dupont [6] , Dupont [7] and Wheeler [14] considered the Crank-Nicolson scheme, Zlámal [15] the so-called Calahan scheme (see below) and Crouzeix [5] schemes based on implicit Runge-Kutta methods for ordinary differential equations. Further, a theory for schemes employing general rational functions, allowing also subspaces with elements not necessarily satisfying the boundary conditions, was developed in Bramble and Thomée [4] . Except for the case of rational functions with numerators and denominators at most linear, these schemes are different from the ones studied here. The case of nonsmooth data was considered in Blair [1] for the simplest backward difference method in time and in Thomée [12] , where classifications of the above types and techniques similar to the ones of the present paper were employed in one space dimension. The third author wishes to point out that the proof of the main result concerning completely discrete schemes with nonsmooth data in [12] (Theorem 4.2) is incorrect, in that the analysis relies on an eigenfunction expansion of the form (1.10) and hence pertains to the appropriate special case of the presently studied scheme (1.7), rather than to the scheme proposed in [4] .
Let us emphasize again that our formulation and analysis here only requires the availability of an approximate solution operator Th for the elliptic problem, with the above properties, and that no further smoothness and other requirements are necessary for the subspaces Sn. This is in constrast to the investigations in Bramble and Thomée [4] where higher accuracy in the time discretization necessitated higher smoothness of the approximating functions.
Specific examples of rational functions of types I, II and IV are provided by the above diagonal, diagonal and below diagonal entries of the Padé table for e~T. Other examples of completely discrete schemes and their computational implementation are described in Section 5 below. In particular we consider some classes of schemes of types III and IV where the rational functions are defined by taking appropriate truncations of a series expansion of the form e-r = 1_£i,^rJ_y+1 withe>0,
where the coefficients P-are real polynomials associated with the Laguerre polynomials of the first order. For given v, the rational function thus derived will have denominator (1 + ¿>t)"_1. This, as follows from the discussion following the introduction of the scheme (1.7), means that computationally, v -1 systems, all with the same matrix will have to be solved at each time step. Such a property should be desirable from a practical point of view. These rational functions were studied and used for stiff systems of ordinary differential equations by N^rsett [ 11 ] ; the particular case v -3 was applied by Zlámal [15] to parabolic problems and referred to as the Calahan scheme (cf. also Makinson [9] ). Throughout this paper, C and c will denote positive constants, not necessarily the same at different occurrences.
Error Estimates in L2.
Our first result in this section is an Z2 estimate for the difference between the semidiscrete and completely discrete solutions, with initial data only assumed to belong to L2(il). Together with the estimates from [3] for the error in the semidiscrete solution, this results in a complete error estimate for U". This estimate has optimal order of accuracy for t bounded away from zero, but contains a negative power of t on the right.
We now state this first result. Theorem 2.1. Let the discretization scheme be of type V, II' or III. Then for 0 < t = nk < t*, \\Un-uhink)\\<CkT''\\v\\.
Before giving the proof of this result we shall introduce some notation. For an arbitrary function g(f) defined for t E ah, the spectrum of Ln = TJ¡ 1, we set for
In particular, with Ki-)Ke"CT withO<c<l.
Since in cases I' and II', &X < t0 for all X G ah if r0 is appropriately chosen, this completes the proof for such schemes. For type III schemes we also have to consider t large, r > 1, say. We then have Further, (2.8) so that similarly e-"T<e~" <Cn~v.
sup Kt)| = e~c with c > 0, T>1 Kr)"l<e"c" <Cn-" Xoit>1.
This completes the proof. Combining Theorem 2.1 with the case / = 0 of Theorem 3.2 in [3] , which states that (2.9) \\un(t) -u(t)\\ < Chvt-VI2M\ for 0 < t < t*, we conclude immediately: Theorem 2.2. Let the discretization scheme be of type I', II' or III. Then for 0 < t = nk < t*, lit/" -u(nk)\\ < C{hTrl2 + kvrv}\\v\\.
We shall now turn to estimates which hold uniformly down to t = 0. In this case, in order to obtain optimal order results, smoothness has to be required of the initial data. In Theorem 2.1 of [3] , before proving the estimate (2.9), the energy method was used to derive such an error estimate for the semidiscrete solution; in particular (2.10) \\uh(t) -u(t)\\ < Chs\\u\\s Xox0<s<r,0<t<t*.
In order to obtain now a similar result for the completely discrete situation we shall combine Theorem 2.1 with the following representation of the initial data, namely
The following lemma will be needed. For t> tq the desired inequality follows trivially. The result in the smooth data case is then the following: Theorem 2.3. Let the discretization scheme be of type I' or II. Then for 0 < t = nk< t*, Hi/" -u(nk)\\ < C(hr\\v\\r + kv\\v\\2v).
Proof. We first note that if we set
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Further, using also (iia) and (2.14), we obtain for 0 < / < v -1,
< C7.r|MI, < Chr\\v\\r.
Together, these estimates imply \\Fnvk\\ < Cihr\\v\\r + kv\\v\\2v).
Since obviously, by stability (cf. (1.11)) and (2.12), \\Fniv -vk)\\ < 2\\v -vk\\ < CW|MI2", we conclude that \\U" -uhink)\\ = ||F"u|| < C(hrM\r + k"\\v\\2v).
By (2.10) (with s -r) this completes the proof.
It is also possible to prove estimates which are uniform in t for less regular initial data. We have for instance: Theorem 2.4. Let the discretization scheme be of type I' or II and let s > 0.
Then for 0 < t = nk < t*, lit/" -uink)\\ < C^mind-,*) + /cmin(i,,í/2)}||u||í Proof. We first notice that in Theorem 2.3 and its proof we may replace r by any sx with 2 < sx < r. Using also the fact that the function vk satisfies, for 0 < s2 < 2v, \\v -vk\\ < kS2l2\\v\\Si, \\vk\\2v < *-<-»a/2)|ML, We then have the following optimal order error estimate for t bounded away from zero and initial data in L2.
Theorem 2.5. Assume that qk is an approximation of order v to Dlt and that the scheme is of type I', II' or III. Then for 0 < t = nk < t*, with n + /0 > 0, \\qkUn -D\u(nk)\\ < C(hrrr/2-' + fc"ry-')||t>||. Using (2.16) and (2.6) we obtain for r < r0, This completes the proof of (2.17) for t > 1 and hence of the theorem.
3. Error Estimates in the Maximum Norm. In this section we shall derive maximum norm estimates, analogous to those of Section 4 of [3] for the semidiscrete problem, for our completely discrete approximations. In [3] it was shown that if certain maximum norm error estimates were available for the associated elliptic problem, then corresponding maximum norm error estimates could be derived for t bounded away from zero for the parabolic problem. The assumption about the elliptic problem, which will also be made here, was that there is a function y(h) such that 0)' |7>i < C|7vvi,, ii^wii < qirwii,, In special cases discussed in Section 8 of [3] , y(h) = Chr for r > 2 and y(h) = Ch2 logh-1 forr = 2.
To obtain our error estimate for the completely discrete problem we shall again use the spectral representation (3-2) U" -uh(nk) = Fn(kLh)v = Z^A^u, *,)*,-. / The technique will now be to derive first a maximum norm estimate for tp-, and then an estimate for Fn(kAJ.
We first have: Lemma 3.1. Under the above assumptions (i)', (ii)' on Th there exists a J depending only on N such that Vb,\ < CAJ.
Proof By Lemma 4.1 of [3] we have for 2 < p < °°, 0 < l/q -1/p < 1/A, \\Thw\\L <C\M\Lq.
In particular, then \\*jhp = ty\Th*j\\Lp<CAj\\<i>j\\Lq. Proof. Let r0 be as in (2.5) and consider first r = fcX < t0. We want to show that then
But, applying (2.7) with / = 0, we obtain at once |7-'Fn(r)| < CTi+ve-cnT < Cn~i-V = Ck'+Vr'-", which proves (3.3). This completes the proof for schemes of types f and II'. For schemes of types Hi' and IV we also have, as usual, to consider t = k\> I, for X G oh. In both cases we have, by obvious estimates, \ie-"T = k->T>e-nT < Ck-'n-'e-°nT < Cr'n~v = Ckvr'~v.
Now, in case III' we have by definition and (2.8), for \Eoh,
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Since s > 1, the above estimates complete the proof for case III'.
Finally, for type IV, the degree of the numerator of Hf) is less than that of the denominator and it follows that there is a c > 0 such that Kr)l<7T-Xoxt>1.
I + CT
Hence for these r, \k-ÍT>r{T)n\ < k-'(T¡(l + ct))'(1 + ct)-("-;) (3) (4) ...
This completes the proof in case IV and hence the lemma is proved. In order to state and prove our main result of this section we shall make the additional assumption that the eigenvalues A-of Lh tend to infinity fast enough that for some J0, uniformly for small h, In view of (iii) it therefore suffices to notice that by Lemma 3.2,
IF^fcApi < Ckvr v-p(j+jo)a-V+Jo).
This completes the proof of the lemma.
Notice that we actually have the somewhat stronger statement than (3.5), namely \Un-uh(nk)\<Ckv\\v\\LiW.
For, instead of (3.6) we can similarly derive \Un-uh(nk)\ < (ZK^^y^L^tt) < c(z^fJ\Fn(kAi)\y\v\\LiW < cerv-p{Jo+2J)\\v\\Liiay 4 . Interior Estimates for Difference Quotients. In this section we shall derive Z2 error estimates for difference quotients of U" -uh(nk) on some interior subdomain Sî0 of £2, under certain additional assumptions on Sh and Th. We shall then apply these estimates to extend to the completely discrete case the study of Sections 6 and 7 of [3] concerning approximation in the maximum norm of derivatives of the solution of the continuous problem, including approximations of superconvergent order 0(h2r~2).
Here, in addition to the norms in HS(Q. We shall further require that on Í20 the functions in Sh be piecewise polynomials on a uniform partition. The precise conditions needed, which will be referred to as irregularity of {Sh} on Í20, are stated in Section 6 of [3] , and rather than restating them here, we shall quote only the consequences needed for our present purposes.
In particular, setting K = K\ ■■■KNn with a/i,/w(*) = h'1(w(x + hej) -w(x)), where e-is the unit vector in the direction of x -, it follows under these assumptions from Lemma 6.4 and Theorem 3.2 of [3] that for Í2, CC Í20 and for 0 < r* < t < f*, (4.2) \\b*D>t(uH(t)-u(t))\\a, <Chr\\v\\.
Using also a discrete Sobolev inequality this could be seen to imply (cf. [3, Lemma 6.5]) that for Slx CC S20 and 0 < r* < t < t*, Similarly, using Lemma 7.3 and Theorems 3.1 and 3.2 of [3] we find for Í2, CC £20, 0 < i* < t < r«, !,2r-2| ( 
4.4) HWK(r) -u(t))\\-(r-2).al < C" M I--2-
Such estimates were the basis for deriving the maximum norm and superconvergent order error estimates in [3] referred to above. These estimates will be stated more precisely below.
In the technical work we shall need the following special case of Theorem 5.2, (5.6) in Nitsche and Schatz [10] . Lemma 4.1. Let {Sh} be r-regular on Í20 C Í2 and let £22 CC £2, CC £20. .2) and (4.3) depend on the following lemma.
Lemma 4.2. Assume that {Sh} is r-regular in Í20 C Í2 and that Th satisfies the interior equation (4.1). Then for \a\ < 2m, Í2, CC Í20, (4.5) nagxlin t<QK^ VXG5,.
Proof. As a first step we shall show that if £22 CC £2, CC S20 and n > 0, then for |a| < n + 1, Using Lemma 4.1 once more to estimate the last term we conclude for Í22 CC S2j, K»Jli,n2<cj Z Pg/Hn+IKIIn. ,
which is (4.6).
As a consequence of (4.6), we have also, now for |a| < n + 2, again with S22 CC Í2j CC n0, 
and hence by the induction assumption and the boundedness of Th, Kx\\nx <C{||L^¿hxll + llxll) <aC + 'xll, which completes the proof. We can now state and prove the present analogues of (4.2) and (4.3).
Theorem 4.1. Assume that {Sh} is r-regular in Í20 C Í2 and that (4.1) holds. Let qk = k~lq(E) approximate D\ with accuracy v in the sense of (2.15). 77ien for for completely discrete schemes of types I', II' and IV, we have for any a, Í2, CC Í20 and 0 <t = nk< t*, Now let t0 be as in (2.5). Then by (2.18) and (2.19), |t"\(t)| < CTm+l+ve-cnT < Cn-1-""" for r < r0.
This completes the proof of (4.14) for schemes of types I' and II'. For schemes of type IV we also need to consider r > 1, say. For such t,
and, appealing now to (3.4), \Tl+mq(r(T))r(T)n\ < C\Tl+mr(T)"~'0\ < Of"-'-'», which implies (4.14). This concludes the proof of (4.12) for |a| even. Notice that it is at the last step that we have to use type IV rather than type III, as was the case in Theorem 2.5.
In order to show (4.12) for |a| odd, we choose j such that a. > 0 and apply summation by parts to obtain the inequality Kxlin, < liC^xll^llOxiiiv "i cc n2 cc "oWith X -QhU" -Dltuh(nk) the result for |a| even hence implies the result for |a| odd.
This concludes the proof of (4.12).
The maximum norm estimate (4.13) now follows at once by the Sobolev inequality Ixln <C Z Pgxlln, ioxXESh,n2Ccnx, \ß\<NQ since qkU" -Dltuh(nk) E Sh. This completes the proof of the theorem. We now turn to the maximum norm approximation of derivatives of the solution u(t). We recall that the finite difference operator
approximates the derivative Daw of order |a| = m with accuracy r if for Í22 CC Q,x, \Qhw-Daw\n2<Chr\w\r+m,ai.
Combining this for w = Dltu(t) with (4.3) we concluded in [3] (cf. Theorem 6.2) that under the above assumptions on Sh and Th, for S2, CC £20 and 0 < t* < t < t*, (4.15) \QhD\uh(t) -D«D>tu(t)\ni < Chr\\v\\.
The following is the corresponding result for our completely discrete approximation. Theorem 4.2. Under the assumptions of Theorem 4.1, with Qh approximating Da with accuracy r we have for any Í2, CC £20, 0 < f* < t = nk < t*, \QhqkUn-D^D'tu(nk)\ni < C(hr + kv)\\v\\.
Proof. We have by Theorem 4.1, with Í2, CC Í22 CC ü,0, \Qh4kun -QhD'Mnk)\n, < C Z \*l(lkUn -D^h(nk))\a < Ckv\\v\\.
In view of (4.15) this proves the theorem.
We now turn to the superconvergence estimates. For the semidiscrete case this was done in Section 7 of [3] for the approximation of the continuous solution itself.
Here we shall generalize this to cover also derivatives. For this purpose, we will use the following lemma which is a special case of Theorem 3 in Thomée [13] Applying this to wh = D\uh and w = Dltu we obtain by the negative norm estimate (4.4) and the maximum norm estimate (4.3) that for Í2, CC £20, 0 < r* < t < t*, (4.16) \Kn * dahD'tuh-D°xD'tu\ni < Ch2-2\\u\\r_2.
For a = / = 0 this was Theorem 7.2 of [3] .
We can now show that this high order estimate in space is not spoiled by discretizing in time.
Theorem 4.3. Under the assumptions of Theorem 4.1, with Kh = Kha' as in Lemma 4.3, we have for any Í2, CC S20, 0 < i* < t = nk < t*, \Kh * dahqkUn -DaxD'tu(nk)\sli < C{/z2r-2||u||r_2 + kv\\v\\}.
Proof. We have by Theorem 4.1, with Í2, CC Í2', CC Í20, \Kh * *%(qkV» -D'tuh(nk))\rli < C|3£(ik£/" -fl|uÄ(«fc))ln-< CT|M|.
In view of (4.16) this proves the theorem. (5-1) Bn(Tnf, x) = (f, x), Vxes".
As was pointed out in the introduction, since Th rather than Ln = T^1 is given in applications, it is now natural to study r(kLn) as a rational function of Th, or equivalently, to consider the rational function r(k/p) of p.
Padé Schemes. Examples of rational functions of-types I, II and IV are provided by the above diagonal, diagonal and below diagonal entries of the Padé table for e~T, respectively. In fact, the general entry in this Padé table is given by rp,q(T) = "p.qW/dp.qW' and In all of these cases the poles are complex. Hence in the use of these functions to obtain the time stepping procedure it is convenient to use complex matrices even though the approximations U" will be real. We shall see now that it is sufficient to solve one complex system at each time.
Consider first r2 ,. Setting *=i(-4 *-'-<4
we have
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use where Pn is the polynomial of degree n defined by Pnib) = in+l)-1b"LniUb).
Note that since L1 has its zeros positive and distinct the same holds for Pn.
Now let b = ljßn denote the largest zero of Pn (so that ßn is the smallest zero of Z,1). We define for v > 2 the rational function
In view of (5.8) and the choice of bv_x it is obvious that rvÍT) = e~T + Oítv+1) as r^O.
In order to see that these rational functions are of type III for v > 3 we shall establish that for those v, with a = 1 we obtain
which is negative in (0, 0¡,_ j). This completes the proof of (5.9).
We shall now consider the computational implementation of the scheme corresponding to these rational functions. We have *'°'-I',"»-'ltt»,"r so that with Ah = Tn + kbv_xI, (1.7) reduces to 
/=o
Since /TO) = 1 and /TJ) = 0 it suffices to show that /is decreasing in (0, 1). But, using (5.7) in the last step we obtain
Since Lf is nonincreasing in (0, fy) and Z°_,(j3v) is positive, the result follows.
We have here so that now with Ah = Th + kbj, (1.6) reduces to f7"+1 = Z Qß»)u?> ¡=o where the Z/"'s are defined by U"0=A^ThUn, t/^i =^,71t/;, / = 0,...,i/-2.
When r^ is defined by (5.1), this is (U"0, x) + kbvBn(Un0, x) = (t/", x), Vx G Sh, (ui+,, x) + *6 A(ty;+,, x) = feffft(£/;, X), / = o, ...,"-2.
The values of ¿>" and Qj(bv) for 0 </ < v -1 and t-< 10 are given in the appendix.
6. Variations. In this section we shall briefly focus our attention first on schemes in which both the time and space discretizations are allowed to change a finite number of times and then where initial data other than P0v are chosen. < llt/^i1 -«(r^i)» + C{hrJ\\u(tj_x)\\r, + k^Mtf-i)^}-Now, since the solution operator of the continuous problem is bounded in Hs, we obtain iií/;-"(í/_i +"*/)ii < llt/"^1 -"(?/_,)!! + C{/îfMr. + kji\\v\\2v}.
The first result (6.1) now follows at once by recursion.
In order to prove (6.2) we use the fact that for any s > 0, and t > ?*, ||u(í)lls<crs/2IMI<aí*)IMI' so that (6.3) implies for / -2, ... , M, ut/; -«(f,-i +«¥l < llt/^i1 -"('/-i)ll + <Xu)(hrJ + k1')\\v\\-Since now by Theorem 2.1, \\lf¡i-u(tl)\\<C(tJ(hrl1 +kll)\\v\\, the result (6.2) also follows by recursion. This completes the proof.
Let us notice that if only the time discretization varies and not the spaces [S¡h)
then with Th and Lh = T^1 corresponding to Sh, we have lf¡ = n rikfaprikfrTPoV, i=i where now the operators in the product commute. Consequently, the order in which the time discretizations have been applied is insignificant. It follows, for instance, that the finitely many different time discretizations can be applied cyclically, to give the analogues of the results of (6.1) and (6.2), the latter for any time bounded away from zero and infinity.
We now return to the completely discrete problem (1.7), but with initial data vh other than PQv, so that Un = r(kLn)"vh. In particular, if vh is chosen boundedly in ¿2 and approximating i; to order 0(hr) in some negative norm, the error is 0(hr + kv) for t positive. Recall from [3] that this is satisfied, for example, for vn the elliptic projection Pxv -ThLv oXv EH2 if (iib) (or (iia) if r = 2) holds. 
