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Abstract
This thesis contains research into adaptive methods for the spatial and angular dimensions
of the neutral particle transport equation. Adaptive methods have been developed for two
angular discretisations: the spherical harmonics method and an octahedron-based wavelet
discretisation. The spatial discretisation used is a sub-grid scale finite element method. The
primary focus of the research is goal-based adaptive methods which optimise a particular
functional of the solution. The error measures that drive the adaptive methods are pre-
sented along with the novel and efficient techniques that are used to approximate them.
Adaptive algorithms are first developed and presented for the spatial and angular discretisa-
tions separately. The adaptive methods for the angular dimensions produce variable angular
resolution across the space and energy dimensions of the equation. The adaptive methods
for the spatial dimensions use an anisotropic mesh optimisation algorithm which repositions
nodes and elements of the mesh. The adaptive wavelet discretisation allows anisotropic res-
olution of the angular domain at each point in space and energy which can be very efficient.
The ultimate outcome of the research is an algorithm that adapts the angular and spatial
resolution simultaneously. This is achieved using the wavelet discretisation by combining
the individual adaptive procedures. All adaptive methods developed are shown to produce
results with a given accuracy for a smaller number of degrees of freedom. The performance
of the methods heavily depends on the physical system that is being modelled. Typically
performing best in shielding type calculations. The benefits from the adaptive methods are
two-fold: (i) the reduction in degrees of freedom can lead to smaller computational times,
and (ii) the automated adaptive process can reduce the overall user time spent performing
convergence analysis.
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Chapter 1
Introduction
The behaviour of neutral particles is accurately described by the transport equation. This
is a linear version of the Boltzmann transport equation in which there are no external
forces and inter-particle interactions are neglected. The equation describes the movement
of the particles and the interactions with the surrounding media. The particle distribution
is a function of seven independent variables. It is a time-dependent distribution which
exists in a six dimensional phase space consisting of three spatial dimensions, two angular
dimensions and one energy dimension. In deriving the transport equation, the particle
distribution is typically defined by a particle density in phase space. The product of the
particle density and the particle velocity is referred to as the angular flux. The physical
significance of particle distributions play a fundamental role in a variety of modern day
applications such as nuclear reactor modelling, nuclear medical applications (X-ray, PET,
CT, MRI, radiotherapy), atmospheric radiative transport and problems involving low density
gases. With regards to nuclear applications, the prediction or prior knowledge of the particle
distribution in a given situation is of the utmost importance for safety.
The analytical solution of the transport equation is possible only in a limited number of
specific situations such as those documented by Ganapol [40]. Therefore, the solution for
realistic scenarios can be determined only through the use of numerical methods. Radiation
transport codes are developed to solve the equation numerically and obtain the particle
distribution for any given situation. There are two overarching categories of transport code:
deterministic and Monte Carlo (MC). The principal difference between the two methods is
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1.1 Deterministic vs. Monte Carlo
that deterministic methods give the exact solution of an approximate equation, whereas MC
methods give an approximate solution of the exact equation.
1.1 Deterministic vs. Monte Carlo
Deterministic methods approximate the transport equation by discretising the phase space in
order to produce a system of equations that can be solved numerically. Solving the transport
equation in this manner solves directly for the average particle distribution. The discretisa-
tion of each dimension in phase space introduces an error into the system. Conversely, MC
methods track individual particles by using physical data and random numbers to determine
the outcome of particle interactions. This operation is performed a sufficient number of times
to compile a statistical average of the particles behaviour. The inherent statistical nature of
the MC method causes an associated statistical error in the results.
Table 1.1: A comparison of significant attributes that are important in transport codes.
Adapted table from Vaz [81].
Attribute Deterministic Monte Carlo
Geometry Approximate Exact
Energy Approximate Exact
Direction Approximate Exact
Computer time Small Large
Solution information Complete Limited
Computer memory Large Small
Parallel computing Complex Trivial
A summary of the relevant attributes of each method is provided in table 1.1. The main
advantage of MC techniques is the exact representation of the phase space. The principal
limitation of the technique is the attainment of significant statistical data to provide an
acceptable error on the solution. However, this error may always be reduced by tracking
further particles. In theory, the exact solution is obtained by tracking an infinite number
of particles. In comparison to deterministic methods this provides a significant advantage.
Deterministic methods approximate the phase space and thus do not give an exact solution.
The approximation improves with the refinement of the phase space discretisation but this
comes with a respective increase in the size of the calculation. The exact solution via
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deterministic methods is obtained in the limit that the discretisation is indistinguishable
from the continuum.
The impressive advantage of an exact representation of phase space in MC methods is
countered by the restraints on acquiring solution information. The user must instruct a MC
calculation of the output desired; this may be integral or distributed quantities associated
with the solution across the phase space. Generally, the calculation time for MC increases
significantly with an increase in requested output. This is particularly true for a distributed
quantity such as the particle distribution over the entire phase space. An integral quantity,
such as the average of the distribution over a given region, has less impact on the calculation
time. The increased time is due to the scoring of events for each particle corresponding to the
desired output. If the solution is desired in a small region of phase space, it is possible that
the number of particles that cross that region may be small. A small number of particles
results in poor statistics, which in turn leads to the requirement for a greater number of
particle simulations. Integral quantities which cover large regions of phase space do not have
the same statistical problem. Deterministic methods have a significant advantage over MC
because they provide the solution across the entire phase space. It is this restricting aspect of
a MC calculation that drives the requirement for the development of accurate deterministic
methods.
There are two significant computing aspects to consider when comparing the two meth-
ods, memory usage and parallelisation. Deterministic methods typically require large amounts
of memory during computation compared to MC techniques. However, the memory require-
ments for MC calculations increase with the quantity of information requested. With regards
to parallelisation, the individual tracking of each particle in a MC allows a simple means of
parallelising the method. Each process can track an individual particle, whilst the results are
compiled on the master node. A deterministic method, however, requires a complex phase
space decomposition into suitable regions which can be sent to each process. Communication
is then required between processes with adjacent regions of phase space.
With the current availability of computational resource there is still a requirement for
both Monte Carlo and deterministic methods. Therefore, both classes of method are cur-
rently active areas of research. The work undertaken in this project is focused on improving
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the accuracy and efficiency of the solution obtained through a subset of the deterministic
methods.
1.2 Deterministic Methods
This section aims to provide a brief overview of the most common deterministic methods. It
begins by describing the various forms of the transport equation along with the advantages
and disadvantages of each. This is followed by some common methods of discretising the
spatial and angular dimensions of the equation. These methods are mostly applicable to the
partial differential forms of the equation. The energy dimension is almost always discretised
using the multi-group treatment which is described later in section 2.1.
1.2.1 Forms of the Transport Equation
The transport equation can be written in a variety of forms which allow for different methods
for determining the solution. The following gives a short discussion on the commonly used
forms of the equation.
Diffusion Equation
The diffusion equation is actually an approximation to the transport equation. Here the
scalar flux is the unknown distribution instead of the angular flux. The scalar flux is the
integral of the angular flux over the angular dimensions. This removes the angular dimensions
from the equation which greatly simplifies the problem. It is obtained by using Fick’s first
law of diffusion to approximate the angular flux of particles in terms of the scalar flux.
It also requires the assumption that all sources are isotropic (particles emitted with equal
probability in all directions). The resulting equation requires discretisation in only the energy
and spatial dimensions which results in a smaller and less computationally expensive system
to solve.
The diffusion equation can be a good approximation for neutral particle transport and is
often used for full reactor core calculations. However, it is a poor approximation in situations
with steep gradients in flux, near localised sources or boundaries and in materials with a
high absorption to scatter ratio [74]. If reliable results are required for such situations then
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a full transport calculation must be performed.
Integral Transport Equation for the Scalar Flux
This form of the transport equation is obtained by assuming isotropic sources and integrating
over the angular dimensions of the phase space. The resulting equation is commonly known
as Peierls’ equation. Similar to the diffusion equation, the integration over the angular
dimensions results in the equation having the scalar flux as the unknown rather than the
angular flux. Solving this form of the transport equation has two disadvantages; it assumes
isotropic sources, which can be a poor approximation in hydrogenous (hydrogen containing)
media, and it provides no angular dependence of the particle distribution [28].
A commonly used method to solve this form of the equation is the collision probability
(CP) method. This method treats the angular variables exactly (if the system has isotropic
sources) but it produces a dense linear system with size equal to the number of discretised
spatial patches. This reduces the suitability of the method for large problems which require
a large number of spatial regions to be adequately resolved. The method is ideal for prob-
lems with complex angular detail but low spatial complexity, provided there are isotropic
sources [45].
Characteristic Form of the Transport Equation
The streaming term of the transport equation usually involves partial derivatives of the angu-
lar flux with respect to space. In the characteristic form, the partial derivatives are replaced
by an ordinary derivative with respect to the direction of particle travel (the characteristic).
The method of characteristics (MOC) is used to solve the characteristic form of the
transport equation. The MOC determines the particle distribution in a discrete set of particle
directions by integrating along the characteristic path for each direction [45]. This allows
the anisotropy of particle sources to be included. The MOC is a fast method for solving
the transport equation, however, it suffers from a numerical anomaly known as ray effects.
The selection of a discrete set of particle directions limits the particles to travel in only
these directions between collisions. The ray effects are seen as variations in flux due to the
restriction on the direction of travel.
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Even/Odd-Parity Equation
The even-parity and odd-parity equations are second order forms of the transport equation.
The even-parity equation involves only the even-parity components of the flux and the equiv-
alent can be said for the odd-parity equation. One has to solve only one of the equations in
order to obtain the solution to the transport equation. As the equation involves only even
or odd parity components of the flux, the angular domain need be only half the size required
for other methods. In addition, this system of equations is symmetric for mono-energetic
calculations and can therefore be solved efficiently by numerical methods. This method of
solving the transport equation is elegant and provides a system of equations that is simpler
to solve than others. However, it has a significant disadvantage that it cannot model voids
due to a diffusion term that tends to infinity as the total cross section tends to zero [33]. An
additional drawback is that it is difficult to numerically reconstruct the full particle angular
distribution from the even or odd parity flux. This problem occurs because each component
is dependent on the gradient of the other which results in values that are not co-located [59].
Self-Adjoint Angular Flux Equation
This is another second-order form of the transport equation. This form of the equation
involves the full angular particle distribution, therefore it does not have the benefit of the
half-sized angular domain like the even and odd-parity equations. The main benefit of this
method over first-order methods is that it produces a symmetric positive definite system,
like the even and odd-parity methods, therefore it is efficient to solve numerically. The main
benefit over the even/odd-parity methods is that it can be used for calculations including void
regions. The main disadvantage with this method is that it cannot be applied to problems
with pure scattering regions [59].
First-Order Integro-Differential Equation
This is the most common form of the transport equation. The streaming term is represented
by first order partial derivatives of the angular flux with respect to space. Unlike the previ-
ously mentioned second-order forms, there are no limitations for the types of system that can
be solved. However, after discretisation the equation produces an asymmetric matrix which
is harder to solve than the symmetric positive definite systems provided by the second order
27
1.2 Deterministic Methods
forms. It is this form of the transport equation that is considered throughout this thesis.
1.2.2 Spatial Discretisation Methods
There are a number of methods available that can be used for the discretisation of the spatial
dimensions. The common methods used within radiation transport are nodal schemes, finite
differences, finite elements and control volume finite elements (finite volumes).
Nodal techniques and finite volumes are similar in that they are both locally conservative
because they balance the incoming and outgoing particles from each region. The typical
nodal schemes used for radiation transport differ from the finite volume method because
they solve for the dependence in each spatial dimension in turn. The dependence on the
other dimensions is removed by integration over the spatial dimensions orthogonal to the
dimension of interest. The coupling between each spatial dimension is accounted for by a
transverse leakage term which is converged through an iterative process [7]. The finite volume
method solves the dependence on all spatial dimensions simultaneously by integrating over
all dimensions and solving the balance equation for each region of space [68]. The advantages
of nodal methods are they are fast and they provide more accurate results at coarse mesh
resolutions than equivalent methods. At higher resolutions the rate of convergence equals
that of a finite difference scheme. The disadvantage of the nodal method is that it is restricts
the formulation to regular grids. In contrast, finite volumes accommodate unstructured grids
readily.
The finite difference method often uses Taylor series expansions to approximate differ-
ential operators [76]. There are a variety of choices for differencing schemes which produce
different orders of accuracy. The finite difference method is most easily applied to rectilinear
grids and is not well suited for use with unstructured meshes. Therefore, the finite difference
method is not suited for models with complex geometries.
The finite element method approximates the solution in a space of trial functions. The
equation is then weighted with a set of test functions and integrated over the spatial domain.
The choice of test and trial functions defines the type of finite element formulation. Polyno-
mial trial and test functions are the most commonly used and the accuracy of the solution
increases with increasing polynomial order. The finite element method is readily applied to
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unstructured spatial grids [56, 69].
1.2.3 Angular Discretisation Methods
Spherical Harmonics and Discrete Ordinates Methods
There are two well known discretisation techniques for the angular dimensions of the phase
space: the spherical harmonics (PN ) method and the discrete ordinates (SN ) method. The
PN method uses an expansion of continuous functions on the surface of the sphere to approx-
imate the angular dependence of the solution. The SN method solves the transport equation
for a discrete set of directions. The PN method is beneficial for capturing solutions with
a smooth angular dependence, however it cannot capture discontinuities in the angular do-
main. The SN method can capture such discontinuities but is susceptible to a phenomenon
known as ray effects [45]. This is the same effect mentioned previously when discussing the
method of characteristics. This is where the solution incurs error because the characteris-
tic number of directions for particle transport is restricted to a discrete set. The effect is
most evident in transparent media in which transport effects dominate. The SN method is
commonly employed in commercial codes because it may be implemented in a very efficient
manner. This is achieved by taking terms to the right hand side of the equation which makes
the matrix lower diagonal. This system can be solved efficiently using a Gauss-Seidel. The
terms moved to the right-hand side of the equation must be obtained through an iterative
procedure. This iterative procedure has poor convergence for certain problems, however,
acceleration schemes have been devised to overcome this [5, 31]. The PN method is more
complicated to implement and the boundary conditions are difficult to satisfy [32].
Wavelet Bases
In the last decade or so there has been research into discretisations representing the angular
dimensions of the phase space using a wavelet basis. There are various types of wavelets
which make it difficult to give a concise definition of a wavelet function. However, the
common theme behind each is the ability of the wavelet basis to provide information at
different scales of the domain. This is because wavelet functions have localised compact
support. High resolution wavelet functions are those which have small support (providing
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information at small length scales) and vice versa for coarse resolution.
One of the earliest applications of wavelets in transport was a two-dimensional wavelet
expansion of the angular dimensions performed by Guven [44]. This application was in the
field of radiative transfer which is governed by an equation of the same form as the neutral
particle transport equation. This work used a two-dimensional Daubechies wavelet expansion
to represent the two angular variables of the phase space. An example demonstrated that
the wavelet expansion did not exhibit ray effects when compared with a discrete ordinate
solution using a similar number of angular degrees of freedom. In other work, Watson took
a different approach and used a wavelet basis for the azimuthal angle but used a discrete
ordinate representation for the polar angle [88]. The simpler Haar wavelet family was used
as the wavelet basis for the azimuthal variable. This work was related to adaptivity and will
be discussed later in section 1.3.
Research into the two-dimensional wavelet expansion was extended by Buchan et al. [22].
In this work, a wavelet basis is constructed on the surface of an octahedron and a linear
mapping is used to project this onto the surface of the sphere. First and second order
bases were trialled on the surface of the octahedron and each octant of the octahedron was
discontinuous. It was found that the octahedral wavelets provided solutions of comparable
accuracy to the standard PN and SN methods. It was noted that the quadratic basis provided
little benefit over the linear basis. Buchan further investigated this idea and constructed two
other wavelet bases on the surface of a hexahedron [21, 23]. Again, the solutions were of
comparable accuracy to the standard angular discretisations. Each wavelet basis presented
by Buchan demonstrated that ray effects were present in the solutions but they are less
severe than those seen with discrete ordinates.
The one-dimensional wavelet expansion in conjunction with discrete ordinates was fur-
thered by Cao et al. [29]. They first presented a two-dimensional wavelet expansion formed
by a tensor product of a one-dimensional basis but noted that the number of unknowns would
be large. It was also reasoned that the solution in most 2D problems has a smooth variation
in the polar angle therefore less resolution is required in this variable. For this reasoning,
they used a Daubechies wavelet basis in the azimuthal angular variable and discrete ordi-
nates in the polar. The wavelet basis performed well and it was demonstrated to capture the
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complex azimuthal dependence present in an infinite pin cell calculation first acknowledged
by Adams [2]. However, there was an issue with the discretisation that caused anomalies in
the azimuthal dependence of the solution. These anomalies were edge effects attributed to
the forcing of continuity between angular subdomains. Zheng followed this and published
an improved version of the discretisation which eliminated the edge effects and improved the
efficiency by increasing the sparsity of the matrices [91, 92]. This work extended the method
to 3D problems and included anisotropic scatter. It was found the Daubechies wavelet basis
is also susceptible to ray effects.
1.3 Adaptive Methods
The previous section presented the various discretisation methods commonly used for the
solution of the transport equation. In these discretisation methods, error is introduced
through the approximation of a continuum space with a finite dimensional subspace. The
discretisation error decreases as the resolution of the subspace is increased and it approaches
the continuum space. However, uniformly increasing the resolution of the approximation
spaces is not often the most efficient manner of decreasing the discretisation error. Often
the approximation space requires varying resolution over the domain of the problem under
consideration. For example, a spatial discretisation needs more resolution in a region of
space in which the solution is rapidly varying compared to one where it is smooth. This
issue has led to the development of automated methods for optimising the resolution of the
discretised subspace, such methods are referred to as adaptive methods, or adaptivity.
Adaptive methods require a driving force in order to know the locations which require
more resolution. The driving force is provided by error estimators. Error estimators are
typically given by formulae which represent the limits of the discretisation errors. Typi-
cally, the error estimators cannot be calculated exactly and must be approximated. The
approximations are referred to as error indicators or error measures.
There are two main types of adaptive methods, regular and goal-based. Regular adap-
tivity reduces the error in the solution over the entire domain. Goal-based adaptivity re-
duces the error in a user-defined functional of the solution. Typically, the adaptive algo-
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rithm responsible for modifying the discretisation can be the same, but the difference lies
in the error measures driving the procedure. Regular error estimators provide information
regarding the discretisation error in the solution over the entire domain of the problem.
Therefore, they drive resolution into areas to reduce the overall discretisation error in the
solution. Goal-based errors provide information about the error contributions to a specific
functional/quantity of interest. These drive the resolution into areas which decrease the
error in the quantity of interest. The goal-based errors typically require the calculation of
an adjoint system corresponding to the goal of the calculation. Therefore, the calculation of
these errors requires more computational expense.
A brief background on the history of error estimation is provided below. This is followed
by a review of the research into angular and spatial adaptive methods for solving the trans-
port equation. Note that adaptive methods and error estimators are general concepts and
have indeed been the topic of research for various other fields of study. The following review
will focus only on adaptive methods with respect to transport applications.
1.3.1 Error Estimation
The term error estimation is general and could be considered appropriate for any type
of discretisation for any type of independent variable. However, the majority of rigorous
mathematical research into error estimators is for the finite element method. For this reason,
this section will focus on the research into error estimation for the finite element method.
There are two fundamental types of finite element error estimate. The first is a priori
which can be estimated before the solution is known. The second is a posteriori which
are estimated after the solution is known. A priori error estimates are generally used to
determine the convergence properties of the finite element method. They inform the analyst
the rate at which the error will decrease with mesh resolution. A posteriori errors can be
calculated using the approximate solution and thus used to drive adaptive processes [78].
Research into a posteriori errors was pioneered by Babusˇka and Rheinboldt at the end
of the 1970s [9, 10]. Since then there has been a vast number of publications concerning a
posteriori error estimators for a range of applications [3, 8, 16, 17, 34, 49, 50, 61, 83]. There
are two main categories of a posteriori errors; recovery based error estimates and residual
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based estimates. Recovery based errors are based on comparing the gradient of the finite
element solution with some approximation of the gradient of the true solution. There are
various methods to calculate the approximation to the gradient of the true solution. The
most notable being the superconvergent patch recovery method developed by Zienkiewicz
and Zhu [93, 94]. The a posteriori errors that are of interest in this thesis are the residual
based methods. Residual based methods can be further subdivided into explicit and implicit
methods. Explicit methods calculate the error directly using the residual with the approx-
imate finite element solution [8, 50, 83]. Implicit methods calculate the error by solving an
auxiliary system of equations local to an element or patch of elements [9, 10, 82]. Implicit
error estimators are more expensive to calculate but may avoid cancellation of errors that
can occur in explicit methods [4].
The development of goal-based error estimates flourished at the end of the 1990s. A
number of significant articles were published on the process of using an adjoint solution to
estimate the error in some functional of interest [18, 19, 30, 41, 62, 65, 71]. The most relevant
for this thesis is the Dual Weighted Residual (DWR) method developed by Bangerth and
Rannacher [15]. This method results in an error estimator that is the inner product of the
residual of the solution with an appropriate dual solution. This technique is employed for
the goal-based error measures in this thesis.
1.3.2 Adaptive Methods within Radiation Transport
Spatial Adaptive Methods
The use of spatial adaptive methods applied to radiation transport has been the subject
of numerous studies over recent years. Throughout the literature, a variety of adaptive
techniques have been applied to a range of discretisations of the transport equation in its
various forms, the first order integro-differential equation, the even-parity equation, and the
diffusion equation.
Zhang and Lewis were amongst the first to apply adaptive methods to transport. They
applied p-adaptivity (adapting the order of the polynomial expansion locally) to variational
nodal methods within the diffusion and even-parity formulations [89, 90]. Around the same
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time, Dedner and Vollmo¨ller investigated adaptive methods for a type of characteristics
method [35]. Their work involved both modifying the computational grid and also the order
of the scheme. An early application of adaptivity for the SPN method was implemented by
Klar with respect to radiative heat transfer for producing glass [51]. The SPN (simplified
PN ) method is another technique for solving the transport equation, in fact it solves the
SPN equation which is obtained using a heuristic modification of the transport equation.
The solution of the SPN equation provides a more accurate solution than the diffusion
equation but will not converge to the exact transport solution. More recently, significant
work was applied to the diffusion equation using FEM carried out by Wang, Ragusa and
Bangerth. This work used both h- and hp-adaptivity with Adaptive Mesh Refinement (AMR)
techniques [72, 84, 85]. The category h-adaptivity encompasses processes that enrich or
regenerate the mesh by creating/destroying elements and moving nodes to create an optimal
mesh. AMR methods use hierarchical structured meshes and work by dividing and combining
elements. In one of these studies, Ragusa demonstrated an adaptive process that utilised the
second derivatives (the Hessian) of the flux to calculate the error estimators. Such estimators
control the solution accuracy through the interpolation error. The use of h-adaptivity within
the even-parity formulation was demonstrated for fixed source problems in one dimension by
Mirza et al. [57]. Work on the even-parity formulation was extended by Park and Oliveira
which applied spatial (and angular) adaptivity to multigroup two dimensional problems
[67]. Anisotropic adaptivity was demonstrated by Baker et al. using an independent mesh
for each energy group [11]. Anisotropic adaptivity requires an error metric that provides
information about the error in each direction. The adaptive method will then produce
a spatial discretisation aligned with the solution. The majority of recent applications of
adaptive methods to the transport equation have been in the discrete ordinates angular
discretisation and use AMR techniques [6, 13, 36, 38, 46, 48, 63, 73, 87].
The first known application of finite element goal-based adaptivity to neutron transport
was by Turcksin et al. [80]. They utilised goal-based adaptivity in the SPN formulation
for one and two group fixed source models on structured grids. The element dependent
error estimators they derived relied on the forward and dual solution errors. Wang and
Ragusa have implemented goal-based adaptivity within the discontinuous SN formulation
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on unstructured 2D meshes using AMR [86]. In their work they employ three different
types of error approximations: (i) calculated using a solution from a fine mesh and coarse
mesh, (ii) calculated by projecting a fine solution onto a coarse mesh and (iii) given by
the discontinuities in the scalar flux over element boundaries. Lathouwers demonstrates the
use of the Dual Weighted Residual (DWR) goal-based method applied to the SN equations
on unstructured meshes [54]. The DWR method calculates goal-based error estimators by
weighting the residual of the forward equation with the error in the adjoint solution. This
theory is described in detail by Bangerth and Rannacher [15]. Similar error measures are
used in the work by Baker et al. which presented goal-based adaptivity using an anisotropic
adaptivity library [12].
The goal-based adaptive methods described above were performed for the linear fixed
source transport equation. Lathouwers proceeded to apply the DWR method to the dis-
continuous SN eigenvalue transport equation [53] by extending the theory from Bangerth
and Rannacher [15]. This work utilised goal-based adaptivity to optimise the error on the
eigenvalue and illustrated the increased accuracy compared to uniform mesh refinement.
Angular Adaptive Methods
The first known attempt to improve the efficiency of a transport calculation through
adjusting the angular discretisation was by Ackroyd and Wilson [1]. In this work they use
the even-parity (second-order) PN method in 1D with variable resolution over the spatial
domain. The resolution was set by intuitively using a priori knowledge of the material
properties and the predicted solution. This is not an adaptive process but it demonstrates
the same principles whereby the automated process is replaced by user intuition. This idea
was extended by Mohan et al. to first-order transport in 3D [58]. This demonstrated the
variable resolution PN method over space within a spherical geometry. The results showed
that solutions with comparable accuracy could be obtained for fewer degrees of freedom and
smaller run times.
The first implementation of adaptivity within the angular dimension was completed
by Watson [88]. In his work he developed an angular scheme that used a discrete ordi-
nate discretisation in the polar angle and a wavelet expansion in the azimuthal angle. He
demonstrated an adaptive algorithm using a thresholding technique for the coefficients of the
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wavelet basis functions. This method showed promise because it delivered a smaller error for
a reduced number of unknowns and computation time. Research in adaptivity with wavelets
was expanded by Buchan et al. which used a two-dimensional wavelet expansion over the
surface of the sphere for both the polar and azimuthal angles [24]. This work uses higher
order wavelet functions and applies a similar thresholding type of adaptive algorithm. It was
found that the number of unknowns could be reduced by an order of magnitude and retain
the same accuracy for two-dimensional models.
There are two known implementations of angular adaptivity using spherical harmonics,
the first of which was completed by Park [66, 67]. The focus of his work was a coupled space-
angle adaptive process which used the PN method within a finite element discretisation. Park
developed an implicit angular error estimator for the second order even-parity transport
equation and used it to adapt the resolution of the spherical harmonics over the spatial
domain. He demonstrated the use of both regular and goal-based adaptivity for the angular
discretisation. The results showed significant decrease in the number of unknowns for a
given accuracy and a decrease in run time for most problems. The second implementation of
adaptive spherical harmonics was by Rupp et al. [75] in solving the transport equation with
application to semiconductors. A variable order spherical harmonics resolution was applied
over the space and energy domain whilst solving the first order transport equation. The error
measure in this work uses an analytical property of the spherical harmonics expansion which
relates the rate of decay of the expansion coefficients to the smoothness of the function. This
work reported a decrease in the computational cost for a given accuracy by just under an
order of magnitude.
Adaptivity within the discrete ordinates discretisation was initially investigated by Stone
[79]. This work used adaptive quadrature sets for the discrete ordinates discretisation. The
difference between an interpolated value and a value calculated through sweeping was used as
the error measure. If the error was larger than a user-set tolerance then additional quadrature
points were added to the discretisation. The method was shown to mitigate ray effects for
fewer degrees of freedom when compared with uniform resolution. Jarrell built upon this
method by employing the same error measure to adapt using a new type of quadrature set
derived from linear discontinuous basis functions on the surface of a sphere [47]. He found
36
1.4 Objective
that his method obtained an excellent order of convergence but it was difficult to predict the
accuracy for highly directional distributions.
1.4 Objective
The accurate solution of the transport equation requires a good resolution of the phase
space. This can be prohibitively costly in terms of computational expense for large complex
problems. The purpose of this research is to develop a means to obtain the desired accuracy
at a cheaper cost, with respect to both user time and computational expense. The chosen
means to achieve this is through the use of adaptive methods. Such methods minimise the
computational cost for a given desired accuracy.
The ultimate objective of this thesis is to develop goal-based adaptive methods for the spatial
and angular dimensions of the transport equation which work together simultaneously.
The motivation of finding an accurate solution for a minimal cost led to the development
of these methods using two different angular discretisations. These were the spherical har-
monics discretisation and a linear octahedron-based wavelet discretisation. Further details
of these discretisations are provided in the next chapter. Adaptivity in the energy dimen-
sion is not considered in this work because the physical data must be re-calculated with
each modification to the discretisation. This would have added significant computation and
complexity to the project.
1.5 Thesis Outline
This section provides a brief description of the chapters of the thesis. Each results chapter
is described in more detail in order to note the novelty of the work and the results obtained.
There are three theory based chapters. Chapter 2 describes the discretisation and the method
of solution for the transport equation that is used throughout this thesis. Chapter 3 presents
the goal-based error measure theory required for the adaptive methods. This includes some
examples of goal functionals that are of interest for transport related problems. Chapter 4
describes the formation of a spatial error metric which is based on the error measure theory.
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This theory applies to the spatial adaptive methods throughout the thesis.
A summary of each results chapter is provided in which the novelty and the outcomes
are described:
1. Goal-Based Spatial Adaptivity Applied to the Eigenvalue
Chapter 5 demonstrates goal-based spatial adaptivity using fixed uniform angular reso-
lution. This research is novel because it is the first application of anisotropic goal-based
spatial adaptivity using the eigenvalue as the goal. Previous research has used isotropic
refinement applied to a discontinuous finite element spatial discretisation and discrete
ordinates angular discretisation. The research in this thesis used a sub-grid scale finite
element method with a spherical harmonics angular discretisation. The importance of
using different formulations is that it requires different and novel methods to approx-
imate the error measures. Finally, the use of energy dependent spatial meshes was
demonstrated. This is not novel in general but is novel in the specific application. The
goal-based adaptive method produced meshes that yield an eigenvalue with a similar
error to a uniform mesh with up to 20 times fewer elements. The research in this
chapter is published in a peer-reviewed journal [43].
2. Angular Adaptivity using Spherical Harmonics
Chapter 6 presents the development of regular and goal-based adaptive methods for the
spherical harmonics discretisation using a sub-grid scale finite element method. It is
the first implementation of goal-based angular adaptivity whilst solving the first-order
transport equation. Previous work has demonstrated goal-based spherical harmonics
adaptivity within the second-order even-parity formulation. The error measures and
algorithms used are different to those demonstrated in previous work. The error mea-
sures are simpler and cheaper to compute than those in other work. Despite their
simplicity they perform very well and the adaptive methods produce smaller errors
for a given number of degrees of freedom. Performance with respect to time is prob-
lem dependent but in general the adaptive methods can produce similar or smaller
errors for a given computational time. The research in this chapter is published in a
peer-reviewed journal [42].
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3. Angular Adaptivity using Octahedral Wavelets
Chapter 7 shows the algorithm and results for goal-based adaptive angular resolution
using an octahedron-based wavelet discretisation. The octahedral wavelet basis has
previously been used in regular adaptive methods but not goal-based. This required
the development of new methods to approximate the goal-based error measures for the
wavelet basis. The approximations for the error estimators work well with the adaptive
procedure and the goal functional is produced with fewer degrees of freedom when
compared to uniform angular resolution. The adaptive wavelet calculations resulted in
speed-up factors between 5 and 10.
4. Simultaneous Spatial and Angular Adaptivity using Octahedral Wavelets
Chapter 8 presents the adaptive resolution in both the spatial and angular dimensions
of the transport equation. The octahedron-based wavelet basis is used for the angular
discretisation. This is the first implementation of a simultaneous space and angle adap-
tive algorithm for solving the first order transport equation. The algorithms presented
for the adaptive methods in chapters 5 and 7 are used simultaneously for adaptive
calculations. It was found some adjustments to the spatial error metric were required
in order to achieve smoother convergence. Speed-up factors greater than an order of
magnitude were observed when compared to uniform resolution calculations.
Chapter 9 summarises the conclusions from each of the results chapters and discusses po-
tential avenues for further research related to this thesis.
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Solving the Transport Equation
This chapter describes the methods that have been used in this work to solve the transport
equation. The time-dependent transport equation in integro-differential form is
1
v
∂ψ(r,Ω, E, t)
∂t
+ Ω · ∇ψ(r,Ω, E, t) + Σt(r, E)ψ(r,Ω, E, t) =∫
Ω′
∫
E′
Σs(r,Ω
′ → Ω, E′ → E)ψ(r,Ω′, E′, t)dE′dΩ′
+ Sext(r,Ω, E, t). (2.1)
The angular flux, ψ(r,Ω, E, t), is dependent on spatial position (r), direction of travel (Ω),
kinetic energy (E), and time (t). The direction of travel consists of two independent variables
which are usually considered as the polar and azimuthal angle from the spherical coordinate
system, Ω = (θΩ, φΩ). These variables can be expressed in a Cartesian coordinate system,
Ω = (Ωx,Ωy,Ωz), with the relations:
Ωx = cosφΩ sin θΩ, (2.2)
Ωy = sinφΩ sin θΩ, (2.3)
Ωz = cos θΩ. (2.4)
The speed of the particle is represented by v. The macroscopic cross sections are represented
by Σt and Σs for the total and scatter reactions respectively. An external particle source is
represented by Sext. For neutrons, examples of such sources are spontaneous fission, (α, n)
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reactions or a spallation target. For photons, examples of such sources are radioactive decay
or (n, γ) reactions. The physical interpretation of the terms in equation 2.1 in order from
left to right are: (i) the net rate of increase/decrease of particles, (ii) the loss of particles via
streaming, (iii) the loss of particles due to absorption or scatter, (iv) the gain of particles
from scattering from other energies and angles, and (v) the gain from the external source.
There is an important additional source term when considering neutron transport. This
source term is the production of neutrons from fission and is required for any system that
involves fissionable material. The fission source term is given by
Sfiss(r,Ω, E) =
χ(E)
4pi
∫
E′
νΣf (r, E
′)
∫
Ω′
ψ(r,Ω′, E′, t)dE′dΩ′. (2.5)
where Σf is the macroscopic fission cross section, χ is the fission energy spectrum and ν is
the average number of neutrons emitted per fission.
In a number of situations concerned with radiation transport, it is the steady state particle
distribution of the system that is required. Therefore, for simplicity the time dependence of
the equation is removed by considering the steady state. For fixed source systems, i.e. those
with a constant time-independent source and without fissionable materials, the steady state
is obtained by setting the partial time derivative to zero:
Ω · ∇ψ(r,Ω, E) + Σt(r, E)ψ(r,Ω, E) =∫
Ω′
∫
E′
Σs(r,Ω
′ → Ω,E′ → E)ψ(r,Ω′, E′)dE′dΩ′
+ Sext(r,Ω, E). (2.6)
Systems containing fissionable materials do not reach a steady state unless the production
of neutrons from fission exactly equals the loss of neutrons through absorption and leakage.
The particle flux increases to infinity if the production is greater than the loss and falls
to zero if the loss is greater than the production. The equation is cast into an eigenvalue
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problem by including a scaling factor, λ, on the production term:
Ω · ∇ψ(r,Ω, E) + Σt(r, E)ψ(r,Ω, E) =∫
Ω′
∫
E′
Σs(r,Ω
′ → Ω,E′ → E)ψ(r,Ω′, E′)dE′dΩ′
+λ
χ(E)
4pi
∫
E′
νΣf (r, E
′)
∫
Ω′
ψ(r,Ω′, E′)dE′dΩ′. (2.7)
The equation is solved as an eigenvalue problem to obtain the solution and the scaling factor
that balances the equation. The scaling factor creates a steady system by either increasing
or decreasing the neutron production term to equal the losses. The physical parameter, the
neutron multiplication factor, is related to the eigenvalue by
keff =
1
λ
. (2.8)
The external source is not present in most common situations involving fissionable materials
and should not be present if performing an eigenvalue calculation.
There remains six dimensions that must be discretised in order to obtain a deterministic
solution to this equation. The following sections provide a description of the discretisations
used in this work.
2.1 Multigroup Energy Discretisation
Multigroup theory is the only commonly used discretisation for the energy dimension of
the phase space. This divides the continuum energy dimension into a discrete number of
energy groups, G, with specific bands, as illustrated in figure 2.1. The transport equation is
transformed into a set of G equations by integrating over the energy domain for each group.
The derivation of the multigroup equations is not provided here but can be found in nearly
all neutronics texts, such as that by Lewis [55]. The multigroup equations are
Ω · ∇ψg(r,Ω) + Σt,g(r)ψg(r,Ω) = Sg(r,Ω) for g ∈ {1, 2, .., G}. (2.9)
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Figure 2.1: An illustration to demonstrate the discretisation of the energy dimension. The
continuum dimension ranges from 0 → ∞. The example multigroup discretisation splits
the continuum into four groups (G = 4) represented by gi for i ∈ {1, 2, 3, 4}. The energy
bounds for group i are Ei → Ei−1 for i ∈ {1, 2, 3, 4}. The overall energy domain ranges
from E4 → E0.
The equation has been simplified by grouping the scatter, fission and external source terms:
Sg(r,Ω) = Sext,g(r,Ω) + Sscat,g(r,Ω) + Sfiss,g(r,Ω) (2.10)
The fission source term is included in the remaining equations but it is zero if considering
a different particle or a problem without fissionable material. The multigroup scatter and
fission source are given by
Sscat,g(r,Ω) =
G∑
g′=1
∫
Ω′
Σg
′→g
s (r,Ω
′ → Ω)ψg′(r,Ω′)dΩ′, (2.11)
Sfiss,g(r,Ω) =
χg
4pi
G∑
g′=1
νΣf,g′(r)
∫
Ω′
ψg′(r,Ω
′)dΩ′. (2.12)
The group averaged flux, cross section and fission spectrum are defined:
ψg(r,Ω) =
∫ Eg−1
Eg
ψ(r,Ω, E)dE, (2.13)
Σt,g(r) =
∫ Eg−1
Eg
Σt(r, E)ψ(r,Ω, E)dE∫ Eg−1
Eg
ψ(r,Ω, E)dE
, (2.14)
χg =
∫ Eg−1
Eg
χ(E)dE. (2.15)
The problem that arises from the multigroup discretisation is that the calculation of the
group cross sections requires prior knowledge of the particle distribution. To avoid this
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problem, the energy dependence of the solution is commonly assumed separable from the
spatial and angular dependence,
ψ(r,Ω, E) = ψ(r,Ω)P (E). (2.16)
Experiments and Monte Carlo calculations have been completed to determine the typical
energy spectrum for certain systems. These spectrums are used to calculate the multigroup
cross sections required for the deterministic calculations. The separation of the energy
dependence also leads to the cancellation of the angular dependence in the calculation of the
group cross sections, for example,
Σt,g(r) =
ψ(r,Ω)
∫ Eg−1
Eg
Σt(r, E)P (E)dE
ψ(r,Ω)
∫ Eg−1
Eg
P (E)dE
(2.17)
Σt,g(r) =
∫ Eg−1
Eg
Σt(r, E)P (E)dE∫ Eg−1
Eg
P (E)dE
. (2.18)
This explains the lack of angular dependence in the group cross section and defines that the
spatial variation in the group cross section is purely attributed to the spatial variation in the
continuous energy cross section. The calculation of group cross sections introduces an error
because the actual neutron energy spectrum is unknown and dependent upon each physical
system.
The equation for each energy group can be considered as a monoenergetic equation with
an additional source from the scatter and fission terms. The equations are coupled through
the scatter and fission terms. The following sections will consider a single group equation
for simplicity and thus the subscript g will be neglected but should be assumed implicit.
The numerical examples presented in the later chapters use only one or two energy groups.
Realistic calculations typically require more energy groups in order to produce an accurate
result. A small number of groups is used in this thesis solely to reduce the computational
time. The use of two energy groups is sufficient to demonstrate the research.
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2.2 Sub-Grid Scale Finite Element
Spatial Discretisation
The spatial discretisation used in this work is a type of finite element discretisation. The sub-
grid scale discretisation utilises a finite element based multiscale scheme to approximate the
solution of the transport equation. This method was orginally applied to radiation transport
by Buchan et al. [26]. The multiscale spatial discretisation is based upon finite elements in
which two sets of basis functions are used to represent the spatial variation in the flux. The
problem domain, V ⊂ R3, is decomposed into the partitioning, J (V ), consisting of a set of η
disjoint subdomains, Vi for i ∈ {1, 2, ..., η}. The spatial dependence of the solution, ψ(r,Ω),
is then decomposed into two components:
ψ(r,Ω) = φ(r,Ω) + θ(r,Ω), (2.19)
where φ and θ are used to represent the coarse and fine scale components respectively.
The coarse scale component is approximated in the continuous finite element space for the
partitioned domain J (V ) spanned by ηN continuous basis functions, Ni for i ∈ {1, 2, ..., ηN},
φ(r,Ω) ≈ φ˜(r,Ω) =
ηN∑
i=1
Ni(r)φ˜i(Ω). (2.20)
The fine scale function is approximated in the discontinuous finite element space for J (V )
spanned by ηQ discontinuous basis functions, Qi for i ∈ {1, 2, ..., ηQ},
θ(r,Ω) ≈ θ˜(r,Ω) =
ηQ∑
i=1
Qi(r)θ˜i(Ω). (2.21)
All the numerical examples in this thesis are solved using piece-wise linear Lagrangian basis
functions for both the coarse and fine scale components of the solution. The sub-grid scale
approximation (equation 2.19) is substituted into the transport equation which is then mul-
tiplied by each of the basis functions Ni and Qi and integrated over all space. This gives a
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set of ηN + ηQ equations,
∫
V
Ni(Ω · ∇(φ˜+ θ˜) + Σt(φ˜+ θ˜))dV =
∫
V
NiS dV for i ∈ {1, 2, .., ηN}, (2.22)∫
V
Qi(Ω · ∇(φ˜+ θ˜) + Σt(φ˜+ θ˜))dV =
∫
V
QiS dV for i ∈ {1, 2, .., ηQ}, (2.23)
where the source term, S, is composed of the scatter, fission and external terms. Let us first
consider the Ni weighted set of equations. Green’s theorem is used to split the streaming
term into a volume and a surface integral. Following this, a strong boundary condition is
imposed upon the fine scale solution by setting it equal to zero on the domain boundary.
This removes the surface integral of the fine scale solution and gives the following set of
equations:
∫
V
NiΣtφ˜ dV −
∫
V
∇Ni ·Ω φ˜ dV +
∫
V
NiΣtθ˜ dV −
∫
V
∇Ni ·Ω θ˜ dV
+
∫
Γ
Ni(Ω · n)φ˜ dΓ =
∫
V
NiS dV for i ∈ {1, 2, .., ηN}. (2.24)
The domain boundary is represented by Γ and n is the normal vector at each point on the
boundary. Now considering the Qi weighted set of equations, Green’s theorem is applied
to the fine scale term of the streaming operator but the streaming involving the coarse
component is untouched. This set of equations is given by
∫
Ve
QiΣtφ˜ dV +
∫
Ve
QiΩ · ∇φ˜dV +
∫
Ve
QiΣtθ˜ dV −
∫
Ve
∇Qi ·Ω θ˜ dV
+
∫
Γine
Qi(Ω · n)θ˜ dΓ +
∫
Γoute
Qi(Ω · n)θ˜ dΓ =
∫
Ve
QiS dV
for i ∈ {1, 2, .., ηQ}. (2.25)
The discontinuous finite element basis functions are non-zero only in a given element of the
domain. This allows the integrals over the entire domain to be reduced to the single element
in which the given function is non-zero. The subscript e is the index for the element in which
the given Qi is non-zero. The element surface integral has been split into two components,
the integrals for incoming and outgoing information, these are represented by Γine and Γ
out
e
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respectively. The incoming and outgoing surfaces are defined by
Γine = {r ∈ Γe | Ω · n(r) < 0}, (2.26)
Γoute = {r ∈ Γe | Ω · n(r) > 0}. (2.27)
The sub-grid scale formulation imposes the incoming component of the fine solution to be
zero which means the fine solution receives information from only the coarse solution. This
decouples the coefficients of the fine scale solution unless they are within the same finite
element. Thus, equation 2.25 becomes
∫
Ve
QiΣtφ˜dV +
∫
Ve
QiΩ·∇φ˜dV +
∫
Ve
QiΣtθ˜ dV −
∫
Ve
∇Qi ·Ω θ˜ dV
+
∫
Γoute
Qi(Ω · n)θ˜ dΓ =
∫
Ve
QiS dV for i ∈ {1, 2, .., ηQ}. (2.28)
The two sets of equations, 2.24 and 2.28, form the complete set of sub-grid scale equations.
The components of the solution are represented in terms of the finite element basis functions
to obtain:
ηN∑
j=1
φ˜j(Ω)
[∫
V
NiΣtNj dV −
∫
V
∇Ni ·ΩNj dV +
∫
Γ
Ni(Ω · n)Nj dΓ
]
+
ηQ∑
j=1
θ˜j(Ω)
[∫
V
NiΣtQj dV −
∫
V
∇Ni ·ΩQj dV
]
=
∫
V
NiS dV for i ∈ {1, 2, .., ηN}, (2.29)
ηN∑
j=1
φ˜j(Ω)
[∫
Ve
QiΣtNj dV +
∫
Ve
QiΩ · ∇Nj dV
]
+
ηQ∑
j=1
θ˜j(Ω)
[∫
Ve
QiΣtQj dV −
∫
Ve
∇Qi ·ΩQj dV +
∫
Γoute
Qi(Ω · n)Qj dΓ
]
=
∫
Ve
QiS dV for i ∈ {1, 2, .., ηQ}. (2.30)
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The final step of this section is to express the source in terms of the discontinuous finite
element basis:
S(r,Ω) =
ηQ∑
j=1
Qj(r)Sj(Ω) (2.31)
where the spatial coefficient functions are given by Sj(Ω) = S(rj ,Ω) and rj is the position
of the node which corresponds to the basis function Qj . This expression is substituted into
the right-hand side source terms to give
∫
V
Ni(r)S(r,Ω) dV =
ηQ∑
j=1
Sj(Ω)
∫
V
Ni(r)Qj(r) dV, (2.32)
∫
Ve
Qi(r)S(r,Ω) dV =
ηQ∑
j=1
Sj(Ω)
∫
Ve
Qi(r)Qj(r) dV. (2.33)
The next section describes the discretisation of the angular variables within equations 2.29
and 2.30.
2.3 General Angular Discretisation
The work undertaken during this research has made use of two angular discretisation meth-
ods. The adaptive methods have been investigated for both a spherical harmonics basis and
a linear octahedral wavelet basis. For this reason, the angular discretisation of the sub-grid
scale equations will be shown for an arbitrary angular discretisation. The notation used
to describe the discretisation has also been kept general for the purpose of describing the
discretisations obtained through the adaptive methods. Specifics will be included in later
chapters when discussing the adaptive methods applied to a given discretisation.
The components of the sub-grid scale solution are approximated using a set of angular
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basis functions:
φ˜j(Ω) =
∑
q∈Mφj
Gq(Ω)Φ˜j,q, (2.34)
θ˜j(Ω) =
∑
q∈Mθj
Gq(Ω)Θ˜j,q, (2.35)
where the angular basis functions are represented by Gq(Ω). The sets Mφ and Mθ contain
sets of indices corresponding to the angular basis functions being used at each spatial node
of the fine and coarse scale meshes respectively. These sets are used in the notation to allow
arbitrary choice of basis functions to approximate the angular dependence at each point in
space. The angular flux coefficients are represented by Φ˜j,q and Θ˜j,q for the coarse and fine
scale components respectively.
The angular approximations for the sub-grid scale components are substituted into equa-
tions 2.29 and 2.30 and a Bubnov-Galerkin projection is performed. That is, the equations
are weighted with the angular basis functions, specified by the sets Mφ and Mθ, and inte-
grated over the angular domain. The equation weighted with the function Ni is weighted
with the angular basis functions in the set Mφi . The equation weighted with the function
Qi is weighted with the angular basis functions in the set Mθi . This results in a system of
equations which can be written as
AΦ˜ + BΘ˜ = SΦ (2.36)
CΦ˜ + DΘ˜ = SΘ (2.37)
and given in matrix form as
A B
C D

Φ˜
Θ˜
 =
SΦ
SΘ
 (2.38)
where Φ˜ and Θ˜ are vectors containing the coefficients Φ˜j,q and Θ˜j,q of the coarse and fine
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scale solutions respectively. The size of each vector is given by
dim(Φ˜) =
ηN∑
j=1
|Mφj |, (2.39)
dim(Θ˜) =
ηQ∑
j=1
|Mθj |, (2.40)
where |·| represents the cardinality, the number of elements, of the set. The operator matrices
and source terms can be considered as a set of angular sub-matrices and vectors:
Aij =
∫
V
NiΣ
ij
tANjdV −
∫
V
∇Ni ·AijΩA NjdV +
∫
Γ
Ni(A
ij
ΩA
· n)NjdΓ, (2.41)
Bij =
∫
V
NiΣ
ij
tBQjdV −
∫
V
∇Ni ·AijΩB QjdV, (2.42)
Cij =
∫
Ve
QiΣ
ij
tCNjdV +
∫
Ve
QiA
ij
ΩC
· ∇NjdV, (2.43)
Dij =
∫
Ve
QiΣ
ij
tDQjdV −
∫
Ve
∇Qi ·AijΩD QjdV +
∫
Γeout
Qi(A
ij
ΩD
· n)QjdΓ, (2.44)
SΦ,i =
ηQ∑
j=1
S˜ijΦ
∫
V
NiQjdV, (2.45)
SΘ,i =
ηQ∑
j=1
S˜ijΘ
∫
V
QiQjdV. (2.46)
where i and j are spatial node indices. The sets of node indices are different for each equation:
A : i ∈ {1, 2, ..., ηN} and j ∈ {1, 2, ..., ηN}, (2.47)
B : i ∈ {1, 2, ..., ηN} and j ∈ {1, 2, ..., ηQ}, (2.48)
C : i ∈ {1, 2, ..., ηQ} and j ∈ {1, 2, ..., ηN}, (2.49)
D : i ∈ {1, 2, ..., ηQ} and j ∈ {1, 2, ..., ηQ}, (2.50)
SΦ : i ∈ {1, 2, ..., ηN}, (2.51)
SΘ : i ∈ {1, 2, ..., ηQ}. (2.52)
The angular integrals have been absorbed into the matrix and vector terms (shown in bold).
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The angular operator matrices for matrix A are given by
(
ΣijtA
)
p,q
= Σt(r)
∫
4pi
Gp(Ω)Gq(Ω)dΩ (2.53)
(
AijΩA
)
p,q
=
∫
4pi
ΩGp(Ω)Gq(Ω)dΩ (2.54)
for p ∈Mφi and q ∈Mφj . For clarity, it is emphasised that equation 2.54 represents a vector
quantity:
(
AijΩA
)
p,q
=
(∫
4pi
Ωx Gp(Ω)Gq(Ω)dΩ,
∫
4pi
Ωy Gp(Ω)Gq(Ω)dΩ,
∫
4pi
Ωz Gp(Ω)Gq(Ω)dΩ
)
.
The matrices for B, C and D are represented by the same equation, however, the ranges of
the p and q indices differ:
B : p ∈Mφi ; q ∈Mθj , (2.55)
C : p ∈Mθi ; q ∈Mφj , (2.56)
D : p ∈Mθi ; q ∈Mθj . (2.57)
The size of the matrices ΣijtX and A
ij
ΩX
(where X is one of A,B,C or D) is dependent on the
spatial node indices i and j. The angular source vector for the continuous weighted equation
is represented as
(
S˜ijΦ
)
p
=
∫
4pi
Gp(Ω)Sj(Ω)dΩ (2.58)
for p ∈ Mφi . The source vector for the discontinuous weighted equation, S˜ijΘ , has the same
form as equation 2.58, however, the range of the weighting functions is p ∈ Mθi . The
size of the angular source vector is dependent on the spatial node index i. The individual
contributions to the source are discussed in more detail in section 2.4.
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2.3.1 Spherical Harmonics Basis
The spherical harmonics method utilises the real orthonormal spherical harmonics as the
angular basis functions. The real orthonormal spherical harmonics are defined by
Yl,m(θΩ, φΩ) =
√
(2l + 1)
2pi
(l −m)!
(l +m)!
Pml (cos θΩ) cos (mφΩ) for m > 0 (2.59)
Yl,m(θΩ, φΩ) =
√
(2l + 1)
4pi
P 0l (cos θΩ) for m = 0 (2.60)
Yl,m(θΩ, φΩ) =
√
(2l + 1)
2pi
(l − |m|)!
(l + |m|)!P
|m|
l (cos θΩ) sin (|m|φΩ) for m < 0 (2.61)
where Pml is an associated Legendre polynomial of degree l and order m. An infinite expan-
sion in spherical harmonics will provide an exact representation of the distribution because
they are a complete set:
ψ(r,Ω, E) =
∞∑
l=0
+l∑
m=−l
ψl,m(r, E)Yl,m(Ω). (2.62)
The order of the expansion must be truncated in order for the solution to be acquired
numerically. The order of truncation is the limiting factor for the accuracy of the discretisa-
tion. The orthogonality of the spherical harmonics results in the angular components being
coupled through only the streaming term of the transport equation. The weakness of this
method is that it is poor at describing angular distributions with sharp gradients. The
method produces oscillations in the solution when attempting to capture sharp gradients or
discontinuities, these are known as Gibbs oscillations.
2.3.2 Discrete Ordinates Basis
Typically the discrete ordinates equations are formed by considering the transport equation
for a finite number of directions. The discrete ordinates basis in this work is considered as a
set of piece-wise constant functions over a partition of the spherical angular domain. For a
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partition with No patches where each patch is denoted by Si, each basis function is defined
Gi(Ω) =

√
No
4pi ∀ Ω ∈ Si
0 elsewhere
. (2.63)
The constant value of the function is set such that the functions are orthonormal. There
are various choices for partitioning the angular domain, the partition used in this work was
done such that all patches had the same area.
2.3.3 Linear Octahedral Wavelet Basis
The spherical wavelets used for the angular discretisation in this research are those developed
by Buchan et al. [22]. These wavelets are created from a multi-resolution analysis (MRA)
set up on the surface of a regular octahedron based upon linear triangle Lagrangian finite
elements. The surface of the octahedron and the surface of the sphere are isomorphic.
Therefore, the functions on the octahedron can be mapped onto the surface of the sphere to
obtain the spherical basis functions. An MRA of the surface of the octahedron, denoted O,
is a sequence of nested subspaces, Vj , that have the following properties:
1. V0 ⊂ V1 ⊂ · · ·Vj−1 ⊂ Vj ⊂ Vj+1 · · · ⊂ L2(O)
2.
⋃∞
j=0 Vj is dense in L
2(O)
3. At each level j, there exists a finite set of basis functions referred to as scaling functions
(a) Level 0: V0 (b) Level 1: V1 (c) Level 2: V2
Figure 2.2: The subspaces of the MRA on the surface of a regular octahedron.
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Figure 2.2 shows an illustration of the MRA spaces on the surface of the octahedron. The
spaces are formed by subdividing each triangular face into 4 smaller equal sized triangles.
The space Vj corresponds to the j
th subdivision of the octahedral surface; it contains all
functions that are piece-wise linear across the triangular elements. The triangular finite
element basis functions are the scaling functions for the MRA on the octahedron. Wavelet
spaces, Wj , are defined as those which complement the spaces of the MRA:
Vj+1 = Vj ⊕Wj for j ∈ {0, 1, ...,∞}. (2.64)
Therefore, the higher resolution space Vj+1 may be constructed from the lower resolution
space Vj and the wavelet space Wj . This relationship may be used recursively to obtain
Vj+1 = Vj ⊕Wj = Vj−1 ⊕Wj−1 ⊕Wj = V0
j⊕
k=0
Wk. (2.65)
This provides a means to represent any space of the MRA using the level 0 scaling functions
and the basis functions for the wavelet spaces. The basis functions for Wj are constructed
from linear combinations of the scaling functions in Vj+1. There is some flexibility in this
choice of linear combination and the one used in this work is the same as that used in the
original article. The combination was chosen such that the wavelet functions have a zero
integral and the support is kept small. Some examples of the wavelet functions are shown
in figures 2.3, 2.4 and 2.5.
The angular basis functions are introduced to represent the MRA subspaces:
VL = span{Gq : 1 ≤ q ≤ NL} for L ≥ 0. (2.66)
The angular basis functions are represented by Gq where q is the index designating the
specific basis function. The number of basis functions in subspace level L is given by
NL = 4(2L + 1)(2L + 2). (2.67)
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(a) Level 0 (b) Level 1 (c) Level 2 (d) Level 3
Figure 2.3: Flat plots illustrating representative wavelet basis functions for different levels
of resolution.
(a) Level 0 (b) Level 1 (c) Level 2 (d) Level 3
Figure 2.4: Warped plots illustrating representative wavelet basis functions for different
levels of resolution.
(a) Level 3 octahedron (b) Level 3 sphere (c) Level 4 octahedron (d) Level 4 sphere
Figure 2.5: Plots illustrating the wavelets on the surface of the octahedron that represents
the angular domain alongside the functions mapped to the surface of the sphere.
55
2.4 Source Contributions
The level 0 basis functions represent the coarsest space of the MRA:
V0 = span{Gq : 1 ≤ q ≤ N0}. (2.68)
These are referred to as the scaling functions of the basis because they are the scaling
functions from space V0. These functions represent the coarsest angular resolution using
the wavelet basis. The nested property of the MRA spaces and the decomposition shown in
equation 2.65 provide the hierarchical property of the wavelet basis, i.e. the basis functions
for VL are part of the basis for VL+1. This property is beneficial for adaptivity because it
allows refinement in the angular space without modifying the lower resolution basis functions.
The new basis functions moving from VL−1 to VL represent the wavelet space WL−1:
WL−1 = span{Gq : NL−1 + 1 ≤ q ≤ NL}. (2.69)
These basis functions are referred to as level L wavelet functions. A full wavelet discretisation
of level L is defined to be one which uses all basis functions in space VL to approximate the
angular dependence of the solution. A uniform resolution wavelet calculation with resolution
up to level N will be represented by the notation WN (the switch from L to N for level is
to comply with the standard PN and SN notation).
For further detail of the wavelet basis, readers are referred to the original article. For
the purpose of the work in this thesis, it is only necessary that the reader understand the
multi-resolution aspect of the basis which allows for adaptive refinement.
2.4 Source Contributions
The source terms defined in equation 2.58 contain the weighted angular integrals of the
source at a given node:
∫
4pi
Gp(Ω)Sj(Ω)dΩ. (2.70)
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The source is composed of external, scatter and fission contributions:
∫
4pi
Gp(Ω)Sj(Ω)dΩ =
∫
4pi
Gp(Ω)(Sext,j(Ω) + Sscat,j(Ω) + Sfiss,j(Ω))dΩ. (2.71)
This section describes the calculation of each of these terms in further detail.
2.4.1 External Source
The external source is prescribed so the angular dependence is known a priori. For the
simplest case of an isotropic source which emits S0 particles per second the integrals simplify
to
∫
4pi
Gp(Ω)Sext,j(Ω)dΩ = S0
4pi
∫
4pi
Gp(Ω)dΩ (2.72)
provided that rj (the spatial position indicated by the subscript j) is within the source region.
For an arbitrary anisotropic source, the angular integrals must be calculated numerically
using a quadrature over the angular domain.
2.4.2 Scatter Source
The scatter source depends on the solution of the equation and thus the angular dependence
stems from the particle distribution itself. The term is given explicitly as
∫
4pi
Gp(Ω)Sscat,g,j(Ω)dΩ =
∫
4pi
Gp(Ω)
 G∑
g′=1
∫
4pi
Σg
′→g
s (rj ,Ω
′ → Ω)ψg′(rj ,Ω′)dΩ′
 dΩ.
(2.73)
The group dependence is included because the scatter source plays an important role in
coupling the different energy groups. The differential scatter cross section Σg
′→g
s (Ω
′ → Ω)
is typically considered to be independent of the incoming and outgoing direction of travel
and dependent only on the scattering angle between the two directions. This is represented
by the cosine of the scattering angle, µ0 = Ω · Ω′. The dependence on spatial location,
rj , is temporarily excluded, however the cross sections are material dependent. Nuclear
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data for differential scatter cross sections are stored as coefficients of the following Legendre
expansion:
Σg
′→g
s (µ0) =
Ns∑
l=0
2l + 1
2
Σg
′→g
s,l Pl(µ0) (2.74)
where Σg
′→g
s,l are the scatter cross section coefficients and Ns is the order of the expansion
representing the data. The Legendre expansion of the scatter cross section is substituted into
equation 2.73 and the flux is expressed in terms of the angular basis functions. The following
expression is obtained by using the spherical harmonics addition theorem and performing a
number of algebraic steps:
∫
4pi
GpSscat,g,j dΩ =
G∑
g′=1
∑
q∈Mj
Ψg′,j,q
[ Ns∑
l=0
Σg
′→g
s,l (rj)α
e,l,0
p α
e,l,0
q
+2
Ns∑
l=1
Σg
′→g
s,l (rj)
l∑
m=1
[αe,l,mp α
e,l,m
q + α
o,l,m
p α
o,l,m
q ]
]
. (2.75)
The detailed steps to arrive at this equation are shown by Buchan [25]. The symbol Ψg,j,q
is used to represent angular coefficient q of the full solution from the sub-grid scale for
energy group g, at node j. The full solution is equal to the sum of the coarse and fine
scale components. The set of angular indices represented by Mj is the set of angular basis
functions required for the full solution, this is equal to the union of the sets for the coarse
and fine scale components, Mj =Mφj ∪Mθj . The symbols αe,l,mp and αo,l,mp are defined as
αe,l,mp =
∫
4pi
Gp(Ω)Y el,m(Ω)dΩ (2.76)
αo,l,mp =
∫
4pi
Gp(Ω)Y ol,m(Ω)dΩ (2.77)
where Y el,m and Y
o
l,m are the real and imaginary parts of the complex spherical harmonics.
The scatter contribution to the continuous weighted angular source vector for node j can be
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represented as
S˜ijΦ,scat =
G∑
g′=1
Mg
′→g
scat,ijΨg′,j (2.78)
where the elements of the scatter matrices are defined by
(Mg
′→g
scat,ij)p,q =
Ns∑
l=0
Σg
′→g
s,l (rj)α
e,l,0
p α
e,l,0
q
+ 2
Ns∑
l=1
Σg
′→g
s,l (rj)
l∑
m=1
[αe,l,mp α
e,l,m
q + α
o,l,m
p α
o,l,m
q ] (2.79)
for p ∈Mφi and q ∈Mj . The symbol Ψg,j is a vector of the angular coefficients for group g
at node j. In practice, the same-group scatter contributions, Mg→gscat,ijΨg,j , are moved to the
left-hand side of the equation for each group solve. If this were not the case then each group
solve would require an iterative process. The means the scatter source contains contributions
only from other energy groups.
2.4.3 Fission Source
The fission source is relatively simple to describe because the angular distribution of neutrons
from fission is isotropic. As the fission source is isotropic it can be moved outside the weighted
angular integral:
∫
4pi
Gp(Ω)Sfiss,g,jdΩ = Sfiss,g,j
∫
4pi
Gp(Ω)dΩ (2.80)
=
χg
4pi
G∑
g′=1
νΣf,g′(rj)
∫
4pi
ψg′(rj ,Ω
′)dΩ′
∫
4pi
Gp(Ω)dΩ. (2.81)
The fission contribution to the continuous weighted angular source vector for node j can be
represented as
S˜ijΦ,fiss =
G∑
g′=1
Mg
′→g
fiss,ijΨg′,j (2.82)
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where the elements of the fission matrices are defined by
(Mg
′→g
fiss,ij)p,q =
χg
4pi
νΣf,g′(rj)
∫
4pi
Gq(Ω′)dΩ′
∫
4pi
Gp(Ω)dΩ (2.83)
for p ∈ Mφi and q ∈ Mj . The symbol Ψg′,j is the same as that used in the scatter source
contribution.
2.5 Boundary Conditions
The boundary conditions are imposed in the sub-grid scale through the surface integrals
in equations 2.41 and 2.44. A Riemann decomposition technique is used to resolve the
incoming and outgoing components of the angular basis through a given surface [27]. The
method provides an efficient approximation to the half angle integrals required for particle
transport boundary conditions.
The projection of the streaming matrices in the direction of a given surface normal, n, is
defined as
As = AΩ · n, (2.84)
where AΩ uses the same definition as equation 2.54 except here we will considerMφi =Mφj ,
therefore the component matrices are square. The incoming and outgoing information is
separated in the surface integral:
∫
Γ
NiAsNjdΓ =
∫
Γout
NiA
+
s NjdΓ +
∫
Γin
NiA
−
s NjdΓ. (2.85)
The matrices A+s and A
−
s are the incoming and outgoing streaming matrices which depend
upon the surface normal. The incoming and outgoing matrices are determined by performing
an eigendecomposition on the surface streaming matrix:
As = VΛV
T (2.86)
where V is the matrix of right eigenvectors of As arranged in columns and Λ is a matrix with
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the eigenvalues of As along the diagonal and zero elsewhere. The eigenvalues of the streaming
matrix represent the flow of information across the boundary. Positive eigenvalues represent
flow in the direction of the boundary normal (out) and negative eigenvalues represent flow
in the direction opposite to the boundary normal (in). The eigenvalue matrix is split into
two separate matrices, one containing the positive eigenvalues, Λ+, and one containing the
negative eigenvalues, Λ−. The streaming matrix is then recombined in two parts, an outgoing
and an incoming component:
As = VΛ
+VT + VΛ−VT , (2.87)
= A+s + A
−
s . (2.88)
The eigenstructure of the streaming matrix is different depending on the order of the an-
gular expansion. This means that the hierarchical property of the streaming matrix for the
spherical harmonics and wavelets is lost once it is split into the two components.
The arbitrary choice of angular basis functions in the discretisation complicates the ap-
plication of this boundary condition. For a given boundary containing multiple nodes, there
may be different angular basis functions describing the solution at each node. The stream-
ing matrix as defined in equation 2.54 is not necessarily square and the decomposition pro-
cess cannot be performed. This complication is dealt with by assuming that each bound-
ary/surface has the same set of basis functions at each node. These sets of basis functions
consist of a full set of basis functions for a given order of approximation. For each boundary,
the decomposition method is performed for the streaming matrix based on this full set of
basis functions. The appropriate parts of the matrix are then used in the streaming matrices
involved in the boundary integrals.
This issue is treated differently for the internal and external boundary integrals. The
external boundary integrals impose the boundary conditions upon the continuous solution
and have a greater impact on the overall solution. For this reason, the external boundary
matrices (present in matrix A) are calculated for a full set of basis functions for the order
corresponding to the highest resolution basis function in the boundary nodes. This will make
the application of the boundary condition more accurate. The internal boundary matrices
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(present in matrix D) are treated differently, these are calculated for the highest order present
in a given discretisation over the entire spatial domain. This is less accurate than calculating
the matrix for an angular order matching the boundary, however, it does not introduce a
large error because it is associated with the sub-grid scale component of the solution. The
internal boundaries were treated differently solely for the ease of implementation.
2.6 Solving the Sub-Grid Scale Equations
The previous sections have described the necessary components to form the sub-grid scale
matrices. This section describes how this system of equations is solved.
An expression for the fine scale solution is obtained by multiplying equation 2.37 from
the left with D−1:
Θ˜ = D−1SΘ −D−1CΦ˜. (2.89)
This is substituted into equation 2.36 to obtain
(A−BD−1C)Φ˜ = SΦ −BD−1SΘ. (2.90)
The above equation (2.90) represents a system with the size of a continuous finite element
discretisation. This is solved to find the coarse scale solution which is then modified by
calculating the fine scale solution using equation 2.89. This technique results in a continuous
finite element sized system but retains the accuracy and stability of a discontinuous system
through the addition of the fine scale solution. However, the stability and accuracy is not
provided at zero computational cost due to the inversion of the matrix D. The sub-grid
scale formulation is constructed such that each unknown of Θ˜ associated within an element
is decoupled from the unknowns of all other elements. This allows the inversion of the matrix
to be performed on an element by element basis which makes the method feasible. Equation
2.90 represents a single energy group equation, the multigroup system consists of a set of G
equations of this form.
The stabilised system in equation 2.90 is solved using the generalized minimal residual
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method (GMRES). A symmetric successive over-relaxation preconditioner is used for the
spherical harmonics method. An incomplete LU preconditioner is used for the discrete
ordinates and wavelets equations. The matrix is assembled in a sparse format and solved
using PETSc [14]. The memory requirements to store the matrix become too large when
using significant angular resolution. For these problems, the matrix was solved in parallel by
performing a domain decomposition of the spatial mesh. Each process then owns a section
of the spatial domain and performs the operations relevant for that domain. Equation 2.90
represents a single energy group equation, the multigroup system consists of a set of G
equations of this form.
2.7 Adjoint Transport
The goal-based error measures used in this thesis require the solution of the adjoint system
of equations. This section briefly describes the mathematical concept of an adjoint operator
and then presents the adjoint transport equation.
2.7.1 Adjoint Operators
An adjoint operator is a mathematical concept related to linear operators on Hilbert spaces.
In brief, a Hilbert space is a vector space that is complete and possesses an inner product.
For a linear operator denoted L, the adjoint operator is defined as the operator which satisfies
the following:
〈Lψ,ψ∗〉 = 〈ψ,L∗ψ∗〉 (2.91)
where ψ and ψ∗ are arbitrary vectors in the Hilbert space, L∗ is the adjoint operator of L
and the angle brackets indicate the Hilbert space inner product. The inner product on the
L2 space (the space of square integrable functions) is given by
〈ψ,ψ∗〉 =
∫
ψ ψ∗dP (2.92)
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where dP is used to denote an infinitesimal volume of the space and ψ is the complex
conjugate of ψ∗. In this space, assuming the functions are not complex, the definition of an
adjoint operator can be represented as
∫
(Lψ)ψ∗dP =
∫
ψ(L∗ψ∗)dP. (2.93)
This equation has been presented because it is used later in the derivation of the goal-based
error measure. Adjoint operators are typically derived by rearranging the left-hand side of
equation 2.93 until it is in the form of the right-hand side. The rearrangement generally
requires integration by parts for differential operators.
2.7.2 The Adjoint Transport Equation
The adjoint transport equation is determined using the technique mentioned at the end of
the previous section. The time-independent adjoint transport equation is given by
−Ω · ∇ψ∗(r,Ω, E) + Σt(r, E)ψ∗(r,Ω, E) =∫
Ω′
∫
E′
Σs(r,Ω→ Ω′,E → E′)ψ∗(r,Ω′, E′)dE′dΩ′
+S∗(r,Ω, E). (2.94)
where ψ∗(r,Ω, E) is the adjoint solution and S∗(r,Ω, E) is the adjoint source. The dif-
ferences to note between the forward and adjoint equation are: (i) the streaming term is
negative, and (ii) the indices in the scatter term have switched positions. If we consider
‘adjoint’ particles, then it is common to think of these particles travelling in the opposite
direction to the regular particles described by the forward transport equation. They stream
in the opposite direction and scatter from low energies to higher energies. The time term has
been omitted but they also travel backwards in time. Adjoint particles are not physical and
are a mathematical construction that result from finding the adjoint of the transport oper-
ator. The purpose for being interested in adjoint solutions is that they provide information
regarding the importance of the solution for a given quantity of interest. The adjoint source,
S∗(r,Ω, E) is arbitrary and it is defined depending on the quantity that is of interest.
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With respect to neutrons specifically, the adjoint fission source takes the form:
S∗fiss(r,Ω, E) =
νΣf (r, E)
4pi
∫
E′
χ(E′)
∫
Ω′
ψ∗(r,Ω′, E′, t)dE′dΩ′. (2.95)
Note that the fission spectrum and the fission cross section have switched positions.
2.8 Solving the Adjoint Sub-Grid Scale Equations
One may directly discretise equation 2.94 and solve the resulting set of equations. Alterna-
tively, as the transport equation is linear, one may form the discrete system for the forward
equation and transpose the matrix in order to obtain an adjoint operator. Throughout this
work the second method is used. The transpose of the sub-grid scale system of equations is
given by:
A B
C D

T Φ˜∗
Θ˜∗
 =
S∗Φ
S∗Θ
 (2.96)
where the adjoint coarse and fine scale solutions are represented by Φ˜∗ and Θ˜∗ respectively,
and the coarse and fine weighted source terms are S∗Φ and S
∗
Θ respectively. Making the
transpose more explicit gives
AT CT
BT DT

Φ˜∗
Θ˜∗
 =
S∗Φ
S∗Θ
 . (2.97)
This may be written as two sets of equations:
AT Φ˜∗ + CT Θ˜∗ = S∗Φ (2.98)
BT Φ˜∗ + DT Θ˜∗ = S∗Θ (2.99)
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The same process used to solve the forward equations is employed for the adjoint system.
Equation 2.98 is left multiplied by D−T and rearranged to find
Θ˜∗ = D−TS∗Θ −D−TBT Φ˜∗. (2.100)
This is substituted into equation 2.98 to give an equation for the coarse scale solution:
(AT −CTD−TBT )Φ˜∗ = S∗Φ −CTD−TS∗Θ. (2.101)
The adjoint system is solved group by group in the same manner as the forward equations.
For this reason there are scatter and fission contributions in the discrete adjoint source.
These source terms include the scatter and fission operators which are different for the
adjoint system. The source terms are calculated using the transpose of the scatter and
fission matrices defined in equations 2.79 and 2.83. Note this produces matrices that are
equivalent to the terms in the continuous adjoint transport equation.
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Chapter 3
The Goal-Based Error Measure
The goal-based error measures used in this work are based on that derived by Power et al. [70].
These error measures have subsequently been used for spatial and angular adaptivity with
application to the transport equation [42, 43]. The research in this thesis makes use of two
error estimates, referred to as the forward and adjoint errors. These error estimates are
derived in both a continuum and a discrete space. The principal reason for providing both
a continuum and discrete error measure is for the application of the theory to eigenvalue
problems. It was easier to use the discrete error measure theory when considering the
eigenvalue as the goal. This chapter provides only the theory for the error measures. The
practical application of the error measure varies depending on whether adapting in space or
angle, and on the type of angular discretisation. Therefore, the description of applying the
error measure for spatial adaptivity is provided in chapter 4. The application for the angular
adaptive methods is described chapter 6 for the spherical harmonics and chapter 7 for the
octahedral wavelets.
3.1 Continuum Functional Error Measure
This section presents the derivation of the continuum functional error measure. The first
section derives an expression for the error in a general functional. The next two sections
modify this expression to derive the forward and adjoint error estimates.
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3.1.1 Functional Error
Consider the transport equation in fixed source (2.6) and eigenvalue form (2.7) using operator
notation:
Lψexact = Se, (3.1)
Lψexact = λPψexact, (3.2)
where L contains the streaming, total reaction and scattering operators, P is the fission
operator. The residual for each equation is given by
R(ψ) = Lψ − Se, (3.3)
R(ψ) = Lψ − λPψ, (3.4)
where the residual is zero for the exact continuum solution of the equation, R(ψexact) = 0.
The goal of the calculation is generalised to an arbitrary functional of the solution:
F (ψ) =
∫
f(ψ)dP (3.5)
where dP represents an infinitesimal region of phase space. The integral over the entire
phase space is
∫
dP =
∫ Emax
0
dE
∫
Ω
dΩ
∫
V
dV (3.6)
where Emax is the maximum energy of the particles in a given model. The following derivation
provides an error estimator for the arbitrary functional. The integrand of the functional is
approximated by a Taylor series expansion about the exact solution:
f(ψexact)− f(ψ) =
(
∂f
∂ψ
)
(ψexact − ψ) +O((ψexact − ψ)2), (3.7)
≈
(
∂f
∂ψ
)
(ψexact − ψ). (3.8)
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The residual is also approximated by a Taylor series expansion around the exact solution
and rearranged to find an expression for the error in terms of the residual and its derivative:
R(ψexact)−R(ψ) ≈
(
∂R
∂ψ
)
(ψexact − ψ), (3.9)
⇒ ψexact − ψ ≈
(
∂R
∂ψ
)−1
(R(ψexact)−R(ψ)). (3.10)
Equation 3.10 is substituted into equation 3.8 to acquire
f(ψexact)− f(ψ) ≈
(
∂f
∂ψ
)(
∂R
∂ψ
)−1
(R(ψexact)−R(ψ)). (3.11)
Integrating equation 3.11 over all dimensions gives the error in the functional:
∫
f(ψexact)dP −
∫
f(ψ)dP ≈
∫ (
∂f
∂ψ
)(
∂R
∂ψ
)−1
(R(ψexact)−R(ψ))dP (3.12)
⇒ F (ψexact)− F (ψ) ≈
∫ (
∂f
∂ψ
)(
∂R
∂ψ
)−1
(R(ψexact)−R(ψ))dP. (3.13)
The definition of an adjoint operator, as shown in equation 2.93, is used to find
F (ψexact)− F (ψ) ≈
∫
(R(ψexact)−R(ψ))
((
∂R
∂ψ
)∗)−1(
∂f
∂ψ
)
dP (3.14)
and the adjoint equation is defined as
(
∂R
∂ψ
)∗
ψ∗exact =
(
∂f
∂ψ
)
. (3.15)
The expression for the adjoint solution gives a concise expression for the error in the func-
tional:
F (ψexact)− F (ψ) ≈
∫
(R(ψexact)−R(ψ))ψ∗exactdP, (3.16)
= −
∫
R(ψ)ψ∗exactdP. (3.17)
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3.1.2 Adjoint Error Estimator
The previous expression for the error (equation 3.17) is modified by adding and subtracting
the inner product of the forward residual and an arbitrary function, ψ∗, to give
F (ψexact)− F (ψ) = −
∫
R(ψ)(ψ∗exact − ψ∗)dP −
∫
R(ψ)ψ∗dP. (3.18)
The forward solution, ψ, will be obtained through a weighted residual technique as described
in section 2. If the function ψ∗ is in the space of the weighting functions it holds that
∫
R(ψ)ψ∗dP = 0. (3.19)
In such a situation, the error measure is given as
F (ψexact)− F (ψ) = −
∫
R(ψ)(ψ∗exact − ψ∗)dP. (3.20)
This equation states that the error in the functional is equal to the error in the adjoint
solution weighted by the residual of the forward equation. This will be referred to as the
adjoint error estimator.
3.1.3 Forward Error Estimator
The next task is to demonstrate that an equivalent form of equation 3.20 can be obtained
which uses the error in the forward solution weighted by the residual of the adjoint equation.
This second form will be referred to as the forward error estimator. The following steps are
different for the fixed source and eigenvalue equations and will be shown separately.
For the fixed source case, it is first noted that
−R(ψ) = s− Lψ = L(ψexact − ψ). (3.21)
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This is substituted into equation 3.20 to find
F (ψexact)− F (ψ) =
∫
L(ψexact − ψ)(ψ∗exact − ψ∗)dP (3.22)
=
∫
L∗(ψ∗exact − ψ∗)(ψexact − ψ)dP (3.23)
= −
∫
R∗(ψ∗)(ψexact − ψ)dP (3.24)
where R∗ is not the adjoint of R but it is the residual of the adjoint equation:
−R∗(ψ∗) = L∗ψ∗exact − L∗ψ∗ =
∂f
∂ψ
− L∗ψ∗. (3.25)
In the case of the eigenvalue equation, we re-insert the residual of the exact solution:
F (ψexact)− F (ψ) = −
∫
R(ψ)(ψ∗exact − ψ∗)dP +
∫
R(ψexact)(ψ∗exact − ψ∗)dP (3.26)
=
∫
(R(ψexact)−R(ψ))(ψ∗exact − ψ∗)dP. (3.27)
The residual is defined as a linear operator by fixing the eigenvalue as the exact value and
equation 3.27 can be arranged to the form
F (ψexact)− F (ψ) =
∫
R(ψexact − ψ)(ψ∗exact − ψ∗)dP (3.28)
= −
∫
R∗(ψ∗)(ψexact − ψ)dP. (3.29)
Here the operator R∗ is defined as the residual of the adjoint eigenvalue equation:
R∗(ψ∗) = L∗ψ∗ − λ¯P∗ψ∗ (3.30)
where λ¯ is the complex conjugate of the forward eigenvalue. The eigenvalues of the forward
equation are real, therefore, λ¯ = λ. It is known that the forward and adjoint equations share
the same eigenvalues [28, pp. 493–494].
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3.2 Discrete Functional Error Measure
This section shows the steps to derive the discrete functional error measure. The discrete
set of equations will be represented by
LΨ = S (3.31)
LΨ = λPΨ (3.32)
where L contains the streaming, total reaction and scattering operators, P is the fission
operator, Ψ is the discrete flux solution and S is the discrete source. The residual for each
equation is given by
r(Ψ) = LΨ− S, (3.33)
r(Ψ) = LΨ− λPΨ, (3.34)
where the residual is zero for the discrete solution of the equation, r(Ψ) = 0. The functional
of interest is approximated using a Taylor series about the discrete flux which corresponds
to the exact value of the functional, Ψexact,
F (Ψexact)− F (Ψ) ≈
(
∂F
∂Ψ
)
(Ψexact −Ψ) (3.35)
The residual is also represented by a Taylor series about the exact discrete flux and rearranged
to find the error in the discrete forward solution:
r(Ψexact)− r(Ψ) ≈ ∂r
∂Ψ
(Ψexact −Ψ), (3.36)
⇒ Ψexact −Ψ ≈
(
∂r
∂Ψ
)−1
(r(Ψexact)− r(Ψ)). (3.37)
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The expression for Ψexact −Ψ is substituted into equation 3.35:
F (Ψexact)− F (Ψ) ≈
(
∂F
∂Ψ
)(
∂r
∂Ψ
)−1
(r(Ψexact)− r(Ψ)), (3.38)
⇒ F (Ψexact)− F (Ψ) ≈ (r(Ψexact)− r(Ψ))T
(
∂r
∂Ψ
)−T (
∂F
∂Ψ
)T
. (3.39)
The auxiliary equation is then defined as
(
∂r
∂Ψ
)T
Ψ∗ =
(
∂F
∂Ψ
)T
(3.40)
which gives the expression for the error as
F (Ψexact)− F (Ψ) = (r(Ψexact)− r(Ψ))TΨ∗. (3.41)
3.3 Goal Functionals
The theory in section 3.1 described the error measures for some general functional of the
solution. This section provides some examples of the error measure applied to some specific
functionals of interest.
3.3.1 Average Scalar Flux
The average scalar flux over a target region of space, vt, for a single group, g, is given by
the functional
F (ψ) =
1
Vt
∫
vt
∫
Ω
ψg(r,Ω)dΩdV, (3.42)
where Vt is the volume of vt. The integrand gives us the function:
f(ψ) =
1
Vt
ψg(r,Ω) ∀ r ∈ vt ∀Ω for g. (3.43)
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The derivative of this function with respect to ψ gives the adjoint source:
∂f
∂ψ
=
1
Vt
∀ r ∈ vt ∀Ω for g. (3.44)
3.3.2 Reaction Rate
The reaction rate over a target region of space, vt, for a single group, g, is given by the
functional
F (ψ) =
∫
vt
∫
Ω
Σx,g(r)ψg(r,Ω)dΩdV, (3.45)
where Σx,g is the group cross section for the reaction of interest. The integrand gives us the
function:
f(ψ) = Σx,g(r)ψg(r,Ω) ∀ r ∈ vt ∀Ω for g. (3.46)
The derivative of this function with respect to ψ gives the adjoint source:
∂f
∂ψ
= Σx,g(r) ∀ r ∈ vt ∀Ω for g. (3.47)
3.3.3 Surface Current
The outflow of particles through a surface, Γt, for a single group, g, is given by the functional
F (ψ) =
∫
Γt
∫
Ω·n>0
(Ω · n(r))ψg(r,Ω) dΓdΩ. (3.48)
The integrand gives us the function:
f(ψ) = (Ω · n(r))ψg(r,Ω) ∀ r ∈ Γt ∀Ω · n(r) > 0 for g. (3.49)
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The derivative of this function with respect to ψ gives the adjoint source:
∂f
∂ψ
= (Ω · n(r)) ∀ r ∈ Γt ∀Ω · n(r) > 0 for g. (3.50)
3.3.4 Eigenvalue
The eigenvalue is more complicated than the previous functionals because it is a non-linear
functional. The source term for using the eigenvalue as the goal is calculated considering the
discrete set of equations. The discrete eigenvalue equation is written as
LΨ = λPΨ. (3.51)
For a given eigenvector solution, Ψ, the eigenvalue may be calculated by
λ =
bTLΨ
bTPΨ
, (3.52)
where b is a vector of equal length to Ψ with each element equal to one. The vector b
has been introduced in order to reduce the discrete system to a scalar value. Taking the
derivative of equation 3.52 using the quotient rule, the adjoint source term is given by
(
∂λ
∂Ψ
)T
=
(
∂
∂Ψ
(
bTLΨ
bTPΨ
))T
(3.53)
=
(
1
(bTPΨ)2
(
(bTPΨ)bTL− (bTLΨ)bTP))T (3.54)
=
(
1
(bTPΨ)
bT (L− λP)
)T
. (3.55)
A normalisation condition on the forward solution, bTPΨ = 1, is enforced to give,
(
∂λ
∂Ψ
)T
= (LT − λPT )b. (3.56)
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The eigenvalue is fixed and the derivative of the residual of the forward eigenvalue equation
is given by:
(
∂r
∂Ψ
)
= L− λP. (3.57)
This gives the explicit form of equation 3.40 as
(L− λP)TΨ∗ = (LT − λPT )b (3.58)
LTΨ† = λPTΨ† (3.59)
where Ψ† = Ψ∗ − b. Therefore, the adjoint system required to estimate the error on the
eigenvalue is the adjoint of the forward eigenvalue equation.
3.4 Representing the Solution Error in the Trial Space
The forward and adjoint error measures derived in section 3.1 are:
F (ψexact)− F (ψ) = −
∫
R(ψ)(ψ∗exact − ψ∗)dP, (3.60)
F (ψexact)− F (ψ) = −
∫
R∗(ψ∗)(ψexact − ψ)dP. (3.61)
The error measures consist of two terms, the residual of the solution, R(ψ) or R∗(ψ∗), and
the error in the respective dual solution, (ψexact
∗ − ψ∗) or (ψexact − ψ). In this work, when
calculating the error measures, the solution error is always represented in the trial basis
which was used to obtain the approximate solution. That is, the error is represented with
the same spatial, angular and energy basis functions as the approximate solution:
(r,Ω, E) = ψexact(r,Ω, E)− ψ(r,Ω, E) (3.62)
=
G∑
g=1
ηN∑
j=1
∑
q∈Mφj
g,j,qNj(r)Gq(Ω)B
E
g (E). (3.63)
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The spatial and angular basis functions were described in chapter 2. The basis functions in
energy are given by
BEg = H(E − Eg)−H(E − Eg−1) (3.64)
=

1 Eg < E < Eg−1
0 elsewhere
(3.65)
where H(E) represents the Heaviside step function. This formally describes the step distri-
bution of the solution in energy. This section will present only the forward error measure
but the same process applies to the adjoint error measure. The trial space representation of
the error is substituted back into the equation for the error measure:
|F (ψexact)− F (ψ)| =
∫
R∗(ψ∗)
G∑
g=1
ηN∑
j=1
∑
q∈Mφj
g,j,qNj(r)Gq(Ω)B
E
g (E)dP (3.66)
=
G∑
g=1
ηN∑
j=1
∑
q∈Mφj
g,j,q
∫
R∗g(ψ∗g)Nj(r)Gq(Ω)dV dΩ. (3.67)
In the second equation, the integrals over the energy dimension have been incorporated into
the residual operator for each energy group:
R∗g(ψ∗g) =
∫ ∞
0
R∗(ψ∗)BEg (E)dE (3.68)
=
∫ Eg−1
Eg
R∗(ψ∗)dE, (3.69)
which gives the residual of the usual multigroup equation.
The first important point to make is that expressing the solution error in this basis is
clearly an approximation. The true error does not exist in the trial space but will exist in
a basis that spans the continuum space. The next important point is that the evaluation of
equation 3.66 is equal to zero. This is because the approximate solution is obtained using
the method described in chapter 2. The method described, although not explicitly stated,
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is a weighted residual method. By defintion, the solution from such a method satisfies
∫
R(ψ)Nj(r)Gq(Ω)BEg (E)dP = 0 ∀ g, j, q (3.70)∫
Rg(ψg)Nj(r)Gq(Ω)dV dΩ = 0 ∀ g, j, q. (3.71)
Therefore, a further approximation must be performed in order to evaluate a non-zero error.
In this work, this is achieved by reducing the accuracy of the solution within the residual
operator. In doing so, the solution no longer satisfies the weighted residual equations (equa-
tion 3.70) and thus provides a non-zero error quantity. If we represent our reduced accuracy
solution as ψ̂ (or ψ̂∗) then the equation for the error measure becomes
|F (ψexact)− F (ψ)| =
G∑
g=1
ηN∑
j=1
∑
q∈Mφj
g,j,q
∫
R∗g(ψ̂∗g)Nj(r)Gq(Ω)dV dΩ (3.72)
=
G∑
g=1
ηN∑
j=1
∑
q∈Mφj
g,j,qR̂
∗
g,j,q (3.73)
= T R̂∗. (3.74)
A discrete representation of the residual, R̂∗, has been defined as the weighted residual
using the approximate solution. This form of the error measure is used to calculate the
errors used in the adaptive procedures outlined later in this thesis. There are still two
undefined quantities:
1. the solution error - 
2. the reduced accuracy solution - ψ̂
The methods to approximate these quantities depends on the type of adaptivity the error
measure is destined to be used with. That is, the quantities are approximated differently
for spatial adaptivity, spherical harmonics adaptivity, and wavelets adaptivity. This is in
order to represent the error attributed to either the spatial or angular resolution. The
approximations for each type of adaptivity are described in later chapters. The reduced
accuracy solution is described in the residual calculation sections of the relevant chapters.
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Chapter 4
Error Metric for Spatial Adaptivity
The goal-based error measure theory presented in chapter 3 provides the mathematical basis
for the errors. This chapter demonstrates how the theory is applied to create an anisotropic
error metric suitable for spatial mesh adaptivity. This information is provided in a chapter
of its own because it is the same theory used for the spatial adaptivity throughout the thesis.
4.1 Approximating the Solution Error
It was stated in section 3.4 there are two quantities which are approximated differently
depending on the type of adaptivity for which the error calculation is being done. This
section describes the approximation of the solution error for calculation of a spatial error
measure.
4.1.1 Theory
It can be shown (as by Ragusa [72]) the maximum interpolation error from linear interpola-
tion in an element Ve of a partition J (V ) is bound by
max
r∈Ve
|ψexact(r)−ΠJψexact(r)| 6 c max
v∈Γe
max
r∈Ve
〈v|Hexact(r)|v〉. (4.1)
The term ΠJψexact(r) is the linear interpolant of the exact solution on the partition J (V ).
The element boundary Γe is a set containing the element edges, each represented by vector
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v with size equal to the number of spatial dimensions, d. The matrix Hexact(r) with size
d× d is the Hessian of the exact solution at position r:
Hexact(r) =

∂2ψexact(r)
∂x2
∂2ψexact(r)
∂x∂y
∂2ψexact(r)
∂x∂z
∂2ψexact(r)
∂y∂x
∂2ψexact(r)
∂y2
∂2ψexact(r)
∂y∂z
∂2ψexact(r)
∂z∂x
∂2ψexact(r)
∂z∂y
∂2ψexact(r)
∂z2
 . (4.2)
The term c is a scalar constant. This involves the Hessian of the exact solution which is
unknown. The error is approximated by taking the Hessian of the approximate solution.
The calculations performed in this thesis use linear finite elements. The calculation of the
Hessian for linear elements would equal zero. Therefore, the next section demonstrates a
method to calculate an approximation to the Hessian using a linear finite element basis.
4.1.2 Hessian Calculation
In order to calculate the Hessian for a linear finite element solution, the following method-
ology is employed [64]. The gradient of a field in the x-direction is calculated by
(
∂ψ
∂x
)
i
≈ qx,i = 1
Li
∫
Ni
∂ψ
∂x
dV, (4.3)
and similarly for other dimensions, where Ni are continuous finite element basis functions
and Li is the row summed lumped mass matrix. Continuous gradient fields are defined by
using the coefficients in a continuous finite element expansion:
qx =
∑
i=1
Niqx,i. (4.4)
The second order derivatives are obtained via equations of the form,
qxx,i =
1
Li
∫
Ni
∂qx
∂x
dV ; qxy,i =
1
Li
∫
Ni
∂qx
∂y
dV. (4.5)
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The Hessian matrix of a field at a given point in space, indexed i, is represented by
Hi =

qxx,i qxy,i qxz,i
qyx,i qyy,i qyz,i
qzx,i qzy,i qzz,i
 . (4.6)
This procedure is carried out for each angular basis function and for each energy group
resulting in a set of G×M Hessian fields whereM is the number of angular basis functions
(assumed uniform in space and energy) used to calculate the solution. Complications arise
when calculating the Hessian for solutions using non-uniform angular resolution in space and
energy. These complications will be addressed in the relevant section.
4.2 Residual Calculation
Section 3.4 demonstrated that the solution error is represented in the solution trial space
which results in a zero error if the residual is calculated as normal. It was stated that
the issue is avoided by calculating the residual using a solution with a reduced accuracy.
As this error is required to optimise the spatial resolution, it is desired that this residual
highlight the areas of the solution which have inadequate spatial resolution and hence a large
discretisation error. The accuracy of the solution is reduced in order to produce this desired
effect.
As described in section 2.2, the solution is composed of two components, the coarse
scale continuous component, and the fine scale discontinuous component. The fine scale
discontinuous component is present in the discretisation to provide the fine detail of the
solution. It acts to counteract over- and under-shoots in the coarse scale continuous solution
by allowing discontinuities. In fact, as the spatial resolution increases to infinity, the fine
scale discontinuous component goes to zero. This means the fine scale component provides
information regarding the adequacy of the spatial resolution over the mesh. In regions where
the fine scale solution is large, it indicates there is a discontinuity in the solution and more
spatial resolution is required. With this in mind, the reduced accuracy solution is obtained
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by setting the fine scale component of the solution to zero:
ψ̂(r,Ω) = φ(r,Ω). (4.7)
This removes the additional accuracy obtained from the discontinuous fine scale solution
resulting in a less accurate solution with respect to spatial resolution. The discrete residual
(for each energy group) is thus represented as
R̂ = AΦ˜− S˜Φ = −BΘ˜. (4.8)
The coarse scale component of the solution, Φ˜, will approach the continuous Galerkin so-
lution as the mesh is refined. Therefore, the residual defined above will go to zero as the
spatial resolution increases.
4.3 Metric Definition
The representation of the error measures as defined in section 3.4 are used to define metric
tensor fields. The metric tensor fields are d × d matrices where d is the number of spatial
dimensions. These metrics are used in conjunction with the adaptive methods developed by
Pain et al. [64]. Making use of the Hessian as an approximation to the solution error, the
forward and adjoint error metrics are defined for each spatial node, angular basis function
and energy group:
Mg,i,p =
|R̂∗g,i,p|
δFt
|Hg,i,p| , (4.9)
M∗g,i,p =
|R̂g,i,p|
δFt
∣∣H∗g,i,p∣∣ . (4.10)
The subscripts g, i and p indicate energy group, spatial node and angular basis function
respectively. The symbols Hg,i,p and H
∗
g,i,p are the approximations to the Hessian of the
forward and adjoint solutions respectively. The symbols R̂
∗
g,i,p and R̂g,i,p represent the
forward and adjoint discrete residuals obtained by the method in section 4.2. The term in
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the denominator is the desired error in the functional per degree of freedom:
δFt =
∆Ft
Ndof
, (4.11)
where ∆Ft is the target functional error and Ndof is the number of continuous degrees of
freedom. This provides a means for the user to set a desired tolerance for the given functional.
A constant δFt given by equation 4.11 sets the metric to spread the target functional error
uniformly across all nodes and fields. This is more clearly noted when recalling equation
3.74:
|F (ψexact)− F (ψ)| = T R̂∗ (4.12)
=
Ndof∑
k=1
kR̂
∗
k (4.13)
where the index k represents a single index for the group g, node j and angular coefficient
q. The adaptive algorithm will attempt to bring the error measure to 1.0 or less:
kR̂
∗
k
δFt
∼ 1.0 ∀ k. (4.14)
This drives the adaptive algorithm to reduce the error estimate to equal the target functional
error:
|F (ψexact)− F (ψ)| =
Ndof∑
k=1
kR̂
∗
k (4.15)
∼
Ndof∑
k=1
δFt =
Ndof∑
k=1
∆Ft
Ndof
= ∆Ft. (4.16)
4.4 Metric Combination
An error metric is obtained for each energy group and angular component in the model
giving an error associated with that field. The adaptive algorithms used in this work require
a single error metric in order to adapt the mesh. Therefore, the set of metrics must be
combined in an appropriate manner. There are different adaptive approaches that one could
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use given the set of metrics. Each metric may be used to adapt an individual mesh suited
for each angular component and each energy group, however, this leads to an increase in
memory usage and overheads during the solution procedure. The majority of the work in
this thesis has used a single mesh for all angular components of all energy groups. However,
the work presented in chapter 5 demonstrates the use of energy-dependent meshes.
Two metric combination procedures have been used in this work. The first technique
described, the maximal inner ellipse method, is used to combine metrics from each energy
group and angular component of the forward or adjoint error indicators. This results in a
single metric for the forward error indicator and a single metric for the adjoint error indicator.
The second technique, the minimal outer ellipse method, is used to combine the resulting
forward and adjoint metric. The metrics are combined with metric intersection methods
similar to the simultaneous reduction scheme [39].
4.4.1 Maximal Inner Ellipse Method
The maximal inner ellipse method results in a metric that will adapt to the finest mesh re-
quired from each metric. Each metric can be decomposed into its corresponding eigenvectors
and eigenvalues,
M = VΛmV
−1, (4.17)
where V is a d × d matrix in which the ith column is the ith eigenvector of M, and Λm is
a d × d matrix which hold the eigenvalues of M along the diagonal and is zero elsewhere.
The ith eigenvector and eigenvalue are represented by vi and λm,i respectively. The metric
is represented by an ellipse/ellipsoid (in R2/R3) as shown in figure 4.1.
In order to combine the metrics, the least distorted ellipse/ellipsoid is transformed to
a unit sphere. The least distorted metric is that with the smallest aspect ratio, which is
calculated by
ar =
max
i∈{1,2,3}
λm,i
min
i∈{1,2,3}
λm,i
. (4.18)
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v1
v2
λ
−1/2
m,2
λ
−1/2
m,1
Figure 4.1: Diagram illustrating the representation of an R2 metric as an ellipse. The
orientation of the ellipse is defined by the eigenvectors v1 and v2. The size of the metric is
given by the eigenvalues λm,1 and λm,2.
Given two metrics, M1 and M2, and assuming that metric M1 is the least distorted, the
transformation to the unit sphere is given by
T (M1) = Λ−1/2m,1 V−11 M1V1Λ−1/2m,1 = I, (4.19)
where T is the transformation operator and I is the identity matrix representing the unit
sphere. The second metric is transformed to the space in which metric M1 is represented by
a unit sphere and eigendecomposed:
M̂2 = T (M2) = V̂2Λ̂m,2V̂−12 . (4.20)
The transformed metric eigenvalues, in matrix Λ̂2, are limited using the following condition:
λ̂m,i = max{1, λ̂m,i}. (4.21)
The resulting metric, represented by M̂, encompasses the information from both initial
metrics, the eigenvalue limiting step is shown diagrammatically in figure 4.2a. The resulting
metric is transformed back to the original space to give the final combined metric:
M = Gin(M1,M2) = T −1(M̂) = V1Λ1/2m,1 M̂ Λ1/2m,1V−11 (4.22)
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T (M1)
M̂
T (M2)
(a) Inner ellipse method.
M̂
T (M2)
T (M1)
(b) Outer ellipse method.
Figure 4.2: An illustration of an example metric combination using the inner ellipse method
and the outer ellipse method. The resulting metric M̂ is transformed back to the original
space for the metric combination.
where Gin represents the maximal inner ellipse operator. Multiple metrics for each field are
combined by repeatedly applying the method, for example:
M = Gin(Gin(M1,M2),M3). (4.23)
4.4.2 Minimal Outer Ellipse Method
The minimal outer ellipse intersection procedure results in a metric that will produce the
coarsest mesh required from each metric. The forward and adjoint metrics are combined in
this manner because the forward and adjoint metrics represent conservative errors i.e. each
should encompass the full error alone.
The minimal outer ellipse method follows the same steps as the maximal inner ellipse
method except that the limiting of the transformed eigenvalues (in equation 4.21) is done by
λ̂m,i = min{1, λ̂m,i}. (4.24)
This eigenvalue limitation results in the metric shown in figure 4.2b. The forward and adjoint
metrics are combined using the minimal outer ellipse method denoted by
M = Gout(M,M∗). (4.25)
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4.5 Metric Relaxation
It was observed initially that the adaptive procedure led to oscillations between fine and
coarse mesh resolution in certain regions of the domain. This was attributed to the residual
weighting within the metric calculation. A grid with both finely and coarsely meshed regions
of the domain will cause low and high residuals respectively. The residual weighted metric
will drive the adaptive process to coarsen the fine region and resolve the coarse region.
The high and low residual regions are interchanged and the process is repeated causing the
oscillatory motion of the adapted meshes.
In order to prevent this mesh oscillation, a metric relaxation is employed by combining
the metric from the current mesh with the metric from the previous mesh. This is achieved
via
M(k+1)r = (1− ω)M(k) + ωM(k+1), (4.26)
where ω is the relaxation factor and the superscript k denotes the mesh number. A simple
average has been used in this work with ω = 0.5. The first metric in the adapting process
is not altered. The metric from the previous mesh is obtained on the new mesh by using a
conservative interpolation process [37] described in a bit more detail in section 5.1.1.
4.6 Adapting the Mesh
The mesh is adapted using the process outlined by Pain et al. [64]. The adaptive method
works by minimising a functional that gauges the quality of the mesh with respect to the
given metric:
F = ‖F‖∞ (4.27)
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where F is a vector with length equal to the number of elements in the mesh. The entry for
each element is given by
Fe =
1
2
∑
l∈Le
(δl)
2 + (qe)
2 (4.28)
where Le is the set of edges of element e. The first term is a measure of the size of the
element in the metric space and the second is a measure of the shape in the metric space.
The term related to the length of the element edges is given by
δl = rl − 1 (4.29)
where rl is the length of edge l in the metric space:
rl =
∫ b
a
(sl(t)
TM(a+ sl(t))sl(t))
1/2dt (4.30)
where a and b are the two end points of the edge, sl(t) is a parameterised path of the line
connecting the two end points and M(x) is the metric at point x. The term related to the
shape of the element in the metric space is given by
qe =
(
α
ρe
− 1
)
(4.31)
where α = 1/(2
√
6) and ρe is the radius of the inscribed sphere for element e in the metric
space. The constant α is chosen such that qe = 0 when the tetrahedron has regular shape in
the metric space. The first term of the equation is also at a minimum when the tetrahedron
is regular with edge length equal to one in the metric space. Therefore, in minimising the
functional the adaptive method is creating a mesh of uniform tetrahedrons in the metric
space.
The functional is minimised by visiting each element within the mesh and proposing
a number operations upon the element. The operations are (1) edge collapsing, (2) edge
splitting, (3) face to edge and edge to face swapping, (4) edge swapping, and (5) node
movement (details of these operations can be found in Pain et al. [64]). The value of the
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functional is calculated for each of the operations and the operation which decreases the
functional by the greatest amount is accepted, provided it is over a certain tolerance. The
algorithm then sweeps through the elements one by one to determine if the quality functional
can be improved by adjusting the element. If an element cannot be improved (the decrease
in functional is not over the tolerance) then it is marked as visited. Each time an element is
modified, that element and the surrounding elements are marked as unvisited. The adaptive
process finishes once all elements have been visited. The parameters used for this adaptive
process are the same as those stated in the initial work on the algorithm [64].
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Chapter 5
Goal-based Spatial Adaptivity Applied to the
Eigenvalue
This chapter presents work using the goal-based error measures to drive spatial adaptivity
in order to minimise the error in the eigenvalue. For clarity, the eigenvalue being referred
to is that introduced in equation 2.7. The eigenvalue, λ, is the inverse of the neutron
multiplication factor:
keff =
1
λ
. (5.1)
This chapter is distinct from the rest of the thesis in that a uniform angular resolution
is used. The size of the angular expansion is represented as M throughout the chapter.
The procedures and results within this chapter have been published in a peer-reviewed
journal [43].
5.1 Adaptive Procedure
It was alluded to in section 4.4 that the error metrics could be used to adapt an individual
mesh for each angular component of each energy group. However, that methodology is
not employed here. The first reason for this is the code uses unstructured meshes and
interpolating values between meshes is costly. In addition, it was observed in numerical
examples by Turcksin et al. [80] that an individual spatial mesh for each angular moment
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of an SPN approximation did not provide much benefit. For both these reasons a separate
mesh for each angular moment has not been considered in this thesis. In this chapter, the
use of energy group-dependent meshes has been tested and is compared with calculations
using the same mesh for all groups. The use of group-dependent meshes will be referred
to as multi-mesh within this chapter. This section describes the steps used to perform the
adaptive procedures for the single and multi-mesh methods.
5.1.1 Single-mesh Method
Algorithm 1 Adaptive procedure using a single mesh for all fields. Symbols: a is the
adaptive iteration number, Na is the total number of adaptive iterations.
for a = 0 to Na do
Solve forward eigenvalue equation using power iteration
Solve adjoint equation using forward eigenvalue
Calculate metric for each field
for g = 1 to G do
for m = 1 to M do
Calculate M = Gin(M,Mg,m)
Calculate M∗ = Gin(M∗,M∗g,m)
end for
end for
Calculate M = Gout(M,M∗)
Adapt mesh using metric M
Interpolate fields from the old mesh to the new mesh
end for
The adaptive procedure used for the single-mesh calculations is shown in algorithm 1. This
shows the major steps taken in the eigenvalue goal-based adaptive process. The first step is
the solution of the forward eigenvalue equation, this is done using a standard power iteration.
This is followed by the solution of the adjoint equation, however, this is not done using a full
power iteration method to calculate the adjoint eigenvalue. Instead, the forward eigenvalue
is substituted into the equation and the fission source and scatter source are converged
iteratively. This is possible because the eigenvalue of the forward problem is equal to the
eigenvalue of the adjoint problem. This is observed by representing the forward eigenvalue
by taking the inner product of the forward equation with the solution related to the adjoint,
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Ψ∗,
λ =
〈Ψ∗,LΨ〉
〈Ψ∗,PΨ〉 . (5.2)
An equivalent equation is obtained for the adjoint eigenvalue, λ∗, by taking the inner product
with the forward solution,
λ∗ =
〈Ψ,LTΨ∗〉
〈Ψ,PTΨ∗〉 . (5.3)
The definition of the adjoint operators,
〈Ψ∗,LΨ〉 = 〈Ψ,LTΨ∗〉, (5.4)
〈Ψ∗,PΨ〉 = 〈Ψ,PTΨ∗〉, (5.5)
shows that equations 5.2 and 5.3, and thus the forward and adjoint eigenvalues, are equal. It
is worth noting that this is the case only when the discretisation of the forward and adjoint
equations are consistent i.e. the adjoint operator is equal to the transpose of the forward
operator. For example, this would not be the case if the forward and adjoint solutions were
solved on different finite element meshes. The next step in the procedure is to calculate the
residual and Hessian of each solution and determine the metric for each angular field. Each
metric is combined using the inner ellipsoid method to provide a forward and adjoint metric.
These are then combined using the outer ellipsoid method to produce the final metric used
to adapt the mesh. The mesh is adapted as described in section 4.6.
The final step is the interpolation of the solution fields from the old mesh to the new
mesh. This step is not necessary within the adaptive procedure, however, it increases the
efficiency of the calculation because the iterative process begins with a good initialisation.
The mesh is adapted Na times, where Na is a user defined number. For practical use the
adaptive loop would have a convergence criteria such that the mesh would stop adapting if
the solution or goal reached a defined target accuracy. However, in order to compare the
performance of the adaptive methods, the number of adaptive iterations has been fixed.
The interpolation from the old mesh to the new mesh is not a simple task because
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each mesh is unstructured and has no requirement to share nodes or elements. Therefore,
a Galerkin projection from the previous mesh to the new mesh using discontinuous basis
functions results in integrals that cannot be solved exactly by quadrature. The method used
to overcome this problem is that from Farrell and Maddison [37], in which they create a
“supermesh” composed from the intersections of the two individual meshes. This allows a
conservative Galerkin projection that incurs minimal integration error. This technique is
also used to transfer the metric from the previous mesh onto the new mesh for use in metric
relaxation.
5.1.2 Multi-mesh Method
The multi-mesh method follows mostly the same steps used for the single-mesh, except
the metric calculation is performed for each group independently. The energy-dependent
metric is used to adapt a mesh suited specifically for the solution of that energy group. The
procedure performed for the multi-mesh adaptive method is shown in algorithm 2.
Algorithm 2 Adaptive procedure using a mesh for each energy group. Symbols: a is the
adaptive iteration number, Na is the total number of adaptive iterations.
for a = 0 to Na do
Solve forward eigenvalue equation using power iteration
Solve adjoint equation using forward eigenvalue
for g = 1 to G do
Calculate metric for each field in group g
for m = 1 to M do
Calculate Mg = Gin(Mg,Mg,m)
Calculate M∗g = Gin(M∗g,M∗g,m)
end for
Calculate Mg = Gout(Mg,M∗g)
Adapt the mesh for group g using metric Mg
Interpolate fields from the old mesh to the new mesh
end for
end for
The solution of each energy group depends upon the solution of the other energy groups
due to the fission and scatter coupling terms. Therefore, whilst solving the forward transport
equation, the solution of each energy group must be transferred from its own mesh to the
mesh of the other groups. This is achieved using the same technique used to transfer the
solution from the old to the new mesh. A Galerkin projection is performed using the super-
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mesh composed of the intersections of the two individual meshes. This is in contrast to the
methods used in previous work using energy dependent meshes. Wang and Ragusa [72, 85]
used an adaptive integration procedure to minimise the error from the inexact integral but
this still incurs some error. In separate studies, Wang et al. and Ragusa [72, 84] calcu-
lated the integrals exactly but relied upon the mesh being hierarchical which restricts the
adaptivity.
5.2 Examples
This section presents a set of examples that demonstrate the potential benefit gained from
the adaptive procedure using keff as the goal. The keff based adaptivity is compared to a
global error based adaptivity and a uniform refinement scheme. The results presented in the
later plots are defined as follows:
Uniform
This refers to results obtained by calculations in which each mesh consists of uniform
sized elements with approximately regular shape.
Hessian
This refers to results obtained using an adaptive method that uses the Hessian as the
error metric. The Hessian is proportional to the interpolation error in the solution
therefore this reduces the error in the solution over the entire domain.
Goal-oriented
This refers to results obtained using an adaptive method using the goal-based error
metric. This reduces the error in the functional of interest.
The adaptive results were obtained by performing 10 adaptive iterations, this was in order
for the adaptive process to settle. In this chapter, the adaptive process was limited by
imposing a maximum number of elements to be used. An adaptive calculation consisting
of 10 adaptive iterations was run for a variety of different limits. Each data point for the
adaptive calculations is the result from resulting mesh from 10 adaptive iterations. The
performance of each method of refining spatial resolution is compared through observation
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of the error in keff, k = |kref − keff|. This work is interested solely in the error attributed to
the discretisation of space and not that of angle or energy. Therefore, the use of continuous
or multi-group Monte Carlo methods were not suitable to calculate a reference value because
this would also eliminate the angular approximation error. To calculate the reference keff
one must use the same angular discretisation and eliminate the spatial discretisation error.
Fine uniformly refined meshes of approximately 300,000 elements were used to attempt to
eliminate this error. However, as is illustrated in the following results, more accurate values
can be obtained from adapted meshes with fewer elements. For this reason, the results are
provided using two different values as reference keff: (i) the fine uniform mesh value, and (ii)
the finest goal-based mesh value.
The following results have been calculated using the spherical harmonics angular discreti-
sation. The first example is completed using P1 and P3 angular discretisations. The second
and third example are completed using only P1.
5.2.1 Example 5.1
The first example, from Stepanek [77], is a simple mono-energetic 5 region problem rep-
resenting a pool reactor, an illustration is shown in figure 5.1. It consists of four regions
surrounded by a water moderating region (V), there are two fissile regions (I and III) and
two absorber regions (II and IV). The region macroscopic cross sections are provided in
table 5.1. The initial mesh has uniform spacing and consists of 464 triangular elements.
Region Σa νΣf Σt Σs
I 0.07 0.079 0.60 0.53
II 0.28 0.0 0.48 0.2
III 0.04 0.043 0.70 0.66
IV 0.15 0.0 0.65 0.50
V 0.01 0.0 0.9 0.89
Table 5.1: Macroscopic cross sections for example 5.1. Cross sections in units of cm−1.
This calculation was performed for a P1 and a P3 angular discretisation. The P1 and P3
scalar flux solutions are illustrated in figures 5.2a and 5.2b, these show the flux is relatively
simple and peaks only at one point in the domain. The corresponding P1 and P3 adjoint
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Figure 5.1: Example 5.1 geometry with dimensions in centimetres.
(a) P1 scalar flux. (b) P3 scalar flux.
Figure 5.2: The forward scalar flux solutions over the domain of example 5.1.
scalar flux solutions are shown in figures 5.3a and 5.3b. The adjoint scalar flux solutions
have identical shape to the forward solutions, however, the flow of particles is in the oppo-
site direction. There is not a significant difference between the solutions for the two angular
approximations because the solution is diffuse. The adaptive routines will focus on resolving
the flux peak in order to improve the accuracy of the solution and hence keff. The Hessian
adapted mesh and the goal-based adapted mesh for the P1 calculations are shown in fig-
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(a) P1 scalar flux. (b) P3 scalar flux.
Figure 5.3: The adjoint scalar flux solutions over the domain of example 5.1.
(a) Goal-based mesh (25081 elements). (b) Hessian mesh (27368 elements).
Figure 5.4: Tenth adapted mesh for goal-based and Hessian based adaptivity for the P1
solution for example 5.1.
ure 5.4. The equivalent images for the P3 calculations are shown in figure 5.5. These figures
illustrate the different regions of interest for the types of adaptivity. In both the P1 and P3
calculations, the goal-based adaptivity has placed more mesh elements in region III where,
although the flux solution is near zero, there is still some contribution to the fission source.
The Hessian adaptivity has put little emphasis on this region because there is near zero
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(a) Goal-based mesh (26097 elements). (b) Hessian mesh (28427 elements).
Figure 5.5: Tenth adapted mesh for goal-based and Hessian based adaptivity for the P3
solution for example 5.1.
curvature of the flux. Both adaptive methods have resolved the material interfaces which
cause large gradients in the solution.
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(a) Goal-based reference keff.
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(b) Fine uniform reference keff.
Figure 5.6: The error in keff against the number of elements in the mesh for the P1 solution
for example 5.1.
The convergence of keff for the P1 and P3 calculations is shown in figures 5.6 and 5.7.
The difference between the use of the fine uniform reference and the goal-based reference is
small because the two keff values have negligible difference at this accuracy. The convergence
plots for the P1 and P3 calculation show the same behaviour. The results show that despite
having quite different meshes, the goal-based adaptivity has not provided any improvement
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(a) Goal-based reference keff.
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(b) Fine uniform reference keff.
Figure 5.7: The error in keff against the number of elements in the mesh for the P3 solution
for example 5.1.
in the keff value compared to that of the regular Hessian adaptivity. This is most likely due
to the simplicity of the example model. Both methods prove to be significantly more efficient
than uniform refinement as was expected.
5.2.2 Example 5.2
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Figure 5.8: Example 5.2 geometry with dimensions in centimetres.
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Material Σa νΣf Σt Σs,g→1 Σs,g→2 χ
I
Group 1 0.00838 0.00460 0.26260 0.23190 0.02533 1.0
Group 2 0.10032 0.10910 1.57978 0.00000 1.47946 0.0
II
Group 1 0.00731 0.00461 0.26288 0.22790 0.02767 1.0
Group 2 0.07049 0.08675 1.75254 0.00000 1.68205 0.0
III
Group 1 0.00813 0.00466 0.26476 0.23046 0.02617 1.0
Group 2 0.08346 0.10210 1.59413 0.00000 1.51067 0.0
IV
Group 1 0.00813 0.00466 0.26476 0.23046 0.02617 1.0
Group 2 0.07334 0.10210 1.59413 0.00000 1.52078 0.0
V
Group 1 0.00073 0.00000 0.26518 0.21691 0.04754 -
Group 2 0.01913 0.00000 2.09380 0.00000 2.07468 -
Table 5.2: Material macroscopic cross sections for example 5.2. Cross sections in units of
cm−1.
This example is a simplified model for a quarter core of a BWR. It is a two group problem
with multiple fissile regions (I–IV) surrounded by a water moderator (V) as shown in fig-
ure 5.8. The macroscopic region cross sections are provided in table 5.2. The initial mesh
was composed of 78 roughly uniform sized triangles. The more complex geometry in multiple
groups provides a more rigorous test for the goal-based adaptivity. The single mesh method
and the energy dependent mesh methods were tested for this example.
The scalar flux solutions for each energy group are shown in figure 5.9. The thermal flux
peaks inside the moderator region due to fast neutron scattering creating a thermal source.
This causes largely varying gradients in the flux, this is illustrated in figure 5.11 using a
warped 3D scalar plot for easier visualisation. The adjoint scalar flux solutions are shown
in figure 5.10. In the adjoint problem the fission term is dependent solely on the group 1
particles. The majority (∼95%) of this fission term then feeds into the source term for the
group 2 particles. The source term for the group 1 particles is attributed to the upscatter
of particles from group 2.
The adapted meshes for the goal-based and Hessian adaptivity after 10 adaptive iterations
are shown in figure 5.12. The Hessian adaptivity has concentrated a significant proportion
of the elements around the thermal peaks in the corner regions of the moderator adjacent
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(a) Fast flux (group 1). (b) Thermal flux (group 2).
Figure 5.9: The forward group scalar flux solutions for example 5.2.
(a) Fast flux (group 1). (b) Thermal flux (group 2).
Figure 5.10: The adjoint group scalar flux solutions for example 5.2.
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Figure 5.11: A 3D plot illustrating the varying gradients of the thermal (group 2) flux.
to region IV. The goal-based approach has not placed as much emphasis in these regions.
Instead it has placed greater resolution on the bulk of the fissile region and the material
interfaces. The strength of the anisotropic adaptivity is illustrated in this example by its
resolving of the boundary interfaces. The flux is approximately constant along a line parallel
to the interface but it is rapidly changing in the perpendicular direction. This results in the
long thin elements stretched only in the direction parallel to the interface. This increases
efficiency because fewer elements are used in the mesh by not resolving in the unnecessary
direction.
The energy dependent meshes are shown for this example in figure 5.13. The fast group
mesh is relatively smooth over the material interfaces between the fissile regions demonstrat-
ing the relative transparency of the medium seen by the fast neutrons. The interface with
the moderator is less transparent because the dominant removal of neutrons from the fast
group is scatter to the thermal group which is approximately doubled from the fissile region
to the moderator. The mesh for the thermal group shows the increased resolution of the
material interface for region I where the absorption cross section is slightly larger causing a
non-smooth change in the flux.
The keff convergence plot is shown in figure 5.14. It is observed, in contrast to the first ex-
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(a) Goal-based mesh (3815 elements). (b) Hessian mesh (3795 elements).
Figure 5.12: Tenth adapted mesh for goal-based and Hessian based adaptivity for exam-
ple 5.2.
(a) Fast group mesh (group 1)(3785 elements).
(b) Thermal group mesh (group 2)(3869 ele-
ments).
Figure 5.13: Tenth adapted meshes for goal-based multi-mesh adaptivity for example 5.2.
ample, that the goal-based adaptivity reduced the error in keff for a given number of elements
compared to that of the Hessian adaptivity. The multi-mesh method has demonstrated that
it can further improve the error on keff compared to that on the single mesh. It is noted
again that the difference caused by using different reference keff values is negligible.
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(a) Goal-based reference keff.
10-6
10-5
10-4
10-3
 100  1000  10000  100000
k -
e f
f e
c t
i v e
 e
r r o
r
No. of elements
Goal-oriented
Hessian
Uniform
Multimesh
(b) Fine uniform reference keff.
Figure 5.14: The error in keff against the number of elements in the mesh for example 5.2.
A comparison of accuracy versus computation time was performed for the Hessian and the
goal-based adaptivity. The plot showing the performance of each adaptive method is shown
in figure 5.15. Only the Hessian and the single-mesh goal-based methods are compared.
The uniform refinement data has not been included because it would not provide a fair
comparison. This is because the time for the adaptive calculations may be longer than
was necessarily required to gain a given accuracy because they have been run for a fixed
number of adaptive iterations. It is reasonable to compare the time of the Hessian and
goal-based adaptivity because both perform the same number of iterations. The multi-
mesh computation times were not included because they are significantly longer due to
the interpolation process that is used. Figure 5.15 shows that the goal-based adaptivity
outperforms the Hessian based adaptivity. The plot demonstrates that the reduction in
computation time for a given accuracy is not constant. A rough idea of the magnitude is
provided by considering the speed-up for a given accuracy. For an error of approximately
1× 10−5, the goal-based method took 80% of the time required by the Hessian.
5.2.3 Example 5.3
The third and final example is a two group problem with three material regions. The
geometry is composed of two fissile regions (II and III) surrounded by a moderator region
(I) as shown in figure 5.16. The region cross sections are provided in table 5.3. The initial
mesh was roughly uniform and composed of 306 triangles.
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Figure 5.15: The error in keff against the elapsed CPU time for example 5.2.
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Figure 5.16: Example 5.3 geometry with dimensions in centimetres.
The group scalar flux solutions are shown in figure 5.17. The two group flux solutions are
significantly different to one another which provides another testing ground for the goal-based
adaptivity. Similar to example 5.2 in section 5.2.2, the thermal flux peaks in the moderator
region due to scattering. The adjoint scalar flux solutions are shown in figure 5.18.
The tenth adapted mesh for each adaptive method is shown in figure 5.19. It is seen
that the Hessian based mesh has many more elements around the thermal peaks compared
to that of the goal-based mesh. The goal-based mesh is further refined in the middle of the
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(a) Fast flux (group 1). (b) Thermal flux (group 2).
Figure 5.17: The forward group scalar flux solutions for example 5.3.
(a) Fast flux (group 1). (b) Thermal flux (group 2).
Figure 5.18: The adjoint group scalar flux solutions for example 5.3.
fissile region.
The meshes for the fast and thermal groups obtained from the multi-mesh method are
shown in figure 5.20. The use of the multi-mesh method has demonstrated, as in example 5.3,
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Material Σa νΣf Σt Σs,g→1 Σs,g→2 χ
I
Group 1 0.0004 0.0000 0.2950 0.2453 0.0493 -
Group 2 0.0200 0.0000 2.0080 0.0000 1.9880 -
II
Group 1 0.0121 0.0085 0.2631 0.2269 0.0241 1.0
Group 2 0.1210 0.1851 0.9416 0.0000 0.8206 0.0
III
Group 1 0.0100 0.0060 0.2604 0.2344 0.0160 1.0
Group 2 0.1000 0.1500 0.8333 0.0000 0.7333 0.0
Table 5.3: Material macroscopic cross sections for example 5.3. Cross sections in units
of cm−1.
(a) Goal-based mesh (3736 elements). (b) Hessian mesh (3689 elements).
Figure 5.19: Tenth adapted mesh for goal-based and Hessian based adaptivity for exam-
ple 5.3.
that the fast flux mesh requires less resolution around material interfaces. The adaptivity
indicates a more accurate solution is obtained with the resolution spread more uniformly over
the domain. The thermal mesh has placed high resolution around the material interfaces at
which point the thermal flux has large gradients in the solution.
The convergence plots for example 5.3 are shown in figure 5.21. It is noted in this example
that the error in keff for the goal-based and the Hessian based methods appear to level off
when using the fine uniform keff reference value. This is because the goal-based method has
converged to the same accuracy of the fine uniform reference value with much fewer elements.
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(a) Fast group mesh (group 1)(3827 elements).
(b) Thermal group mesh (group 2)(3979 ele-
ments).
Figure 5.20: Tenth adapted meshes for goal-based multi-mesh adaptivity for example 5.3.
Therefore, it is inferred from the plot that the finest goal-based mesh is the best estimate
of the reference value. The goal-based adaptivity method demonstrated that it provides
lower keff errors for a given number of elements in the mesh compared to that of the Hessian
adaptivity. The multi-mesh method appears to induce an increase in error in keff compared
to that of the single mesh goal-based adaptivity. However, it converges at a faster rate and
equals the accuracy of the single mesh at finer resolution. The increase in error is due to
increased interpolation error, incurred during the interpolation from one mesh to the other,
resulting in a fission source with greater error.
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(a) Goal-based reference keff.
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(b) Fine uniform reference keff.
Figure 5.21: The error in keff against the number of elements in the mesh for example 5.3.
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Figure 5.22: The error in keff against the elapsed CPU time for example 5.3.
The plot showing the performance with respect to calculation time for each adaptive
method is shown in figure 5.22. As in example 5.3, the goal-based adaptivity provides a
lower error for a given computation time compared to that of Hessian adaptivity. The
difference between the time of calculation is variable. The goal-based adaptivity took ap-
proximately 66% of the time required by the Hessian calculation to obtain an accuracy of
around 3.5×10−6.
5.3 Conclusions
The goal-based error measures have been used to drive an adaptive algorithm which min-
imises the error on keff by modification of the spatial discretisation. Three examples have
been presented to demonstrate the improved accuracy that can be obtained using keff goal-
based adaptivity. The examples have compared the goal-based adaptivity to that of Hessian
based adaptivity which minimises the error in the solution over the whole domain. The
first example showed that the method provided negligible benefit for a simple one group
problem. This is most likely due to the simplicity of the example model. The second and
third examples demonstrated the improved accuracy on keff that may be gained through the
method for more complex problems. For a given number of elements, the error in keff was
observed to reduce by a factor of up to 5 and 24 compared to Hessian and uniform meshes
respectively.
109
5.3 Conclusions
The use of energy dependent meshes has been tested and it was observed that an error
was introduced at coarse mesh resolution. This error stemmed from the interpolation error
caused from projecting the solution from mesh to mesh required for the group coupling terms.
In this work, the use of energy dependent meshes does not return a proportional benefit for
the extra computational expense incurred through the interpolation process.
The adaptive methods have been compared by allowing each algorithm to adapt the mesh
ten times and comparing the resultant value of keff on the final mesh. For this reason, uniform
refinement has not been included in comparisons with respect to time of computation. This
is because the mesh and thus the value of keff can converge prior to the tenth adapted mesh
and the following adaptive iterations provide little benefit. The time comparisons illustrated
that the goal-based method provided greater accuracy than the Hessian based method for
a given computation time. The goal-based method requires the calculation of the adjoint
solution whereas the Hessian based method does not. Therefore, the added computational
cost of calculating the adjoint solution is outweighed by the greater accuracy of the result.
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Chapter 6
Angular Adaptivity using Spherical Harmonics
This chapter presents research using adaptive angular resolution within the spherical har-
monics discretisation. The scheme developed allows the PN order to differ between different
spatial locations and different energy groups. As usual with PN , the order of the expansion
is limited to odd numbers. This is due to the inferior accuracy and difficulty associated with
even order approximations [32]. The goal-based error measures have been used to derive
goal-based errors to drive an adaptive algorithm for the PN method. In addition, a regular
adaptive method (which minimises the error in the global solution) is also performed in order
to demonstrate the benefit gained from the goal-based adaptive method (which minimises
the error in the goal).
This chapter firstly defines the unknown quantities from equation 3.73, the solution error
and the reduced accuracy solution. It then addresses a technical issue that arose from using a
variable order PN approximation at different points in space. This is followed by a description
of the adaptive procedure and some numerical examples demonstrating the performance. The
research within this chapter has been published in a peer-reviewed journal [42].
6.1 Spherical Harmonics Angular Error Indicator
The solution error was approximated with a Hessian calculation for the spatial error mea-
sure. The Hessian provides information regarding the error incurred through the spatial
discretisation. This would not be useful for calculating errors to drive adaptive angular res-
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olution. For angular adaptivity, it is desired that the approximation of the solution error
provide information regarding the error attributed to the angular resolution. The aim is to
approximate the true angular error at a given point in space:
(Ω) = ψexact(Ω)− ψ˜N (Ω), (6.1)
where ψ˜N (Ω) represents the full sub-grid scale solution for a single energy group at a point
in space with a spherical harmonics expansion of order N . The desired but unknown solution
with zero angular discretisation error is ψexact(Ω). An approximation to the true error is
not available without undertaking further computation. Rather than approximate the true
error, the error between an order N solution, ψ˜N (Ω), and an order N−2 solution, ψ˜N−2(Ω),
is approximated:
N (Ω) = ψ˜N (Ω)− ψ˜N−2(Ω) (6.2)
≈ ψ˜N (Ω)− YN−2(ψ˜N (Ω)) =
N∑
l=N−1
l∑
m=−l
Yl,m(Ω)ψ˜
l,m
N . (6.3)
The operator YN performs an order N spherical harmonic expansion of the input function.
This operation on a function composed of spherical harmonics with known coefficients returns
the same coefficients as the original function:
YN−2(ψ˜N (Ω)) =
N−2∑
l=0
l∑
m=−l
Yl,m(Ω)ψ˜
l,m
N . (6.4)
The operation is chosen with N−2 because the discretisation uses only odd order expansions.
The approximation N (Ω) is then used as the error to drive the adaptive algorithm. This
error does not contain information of the higher order moments and it does not represent the
true error. Despite this, it acts as an acceptable guide for the adaptive method because it
provides information regarding the significance of the highest order moments of the solution.
The approximate error indicator is discretised by performing a spherical harmonic ex-
pansion of equation 6.3. The orthogonality of the spherical harmonics gives the coeffi-
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cients/moments of the error expansion as
ml =
∫
4pi
Yl,m(Ω)(Ω)dΩ (6.5)
=

ψ˜l,mN for N − 1 ≤ l ≤ N
0 otherwise
(6.6)
Therefore, the non-zero moments of the angular error are defined by the higher order flux
moments. This is an intuitive measure for the error because it utilises the fact that the
coefficients of the higher order basis functions will go to zero as the expansion is sufficient
to describe the angular distribution.
6.2 Residual Calculation
Recall in section 3.4 it was stated that the solution must be reduced in quality to calculate
a residual which will provide a non-zero error. The residual of the transport equation is the
difference between the left and the right hand side of the equation for some approximation
of the solution. That is, the equality in equations 3.3 and 3.4 holds only for the exact
solution. The residual can be approximated by operating on some solution with a more
accurate operator than that used to obtain the given solution. For example, given a solution
from a P3 angular approximation, an approximate residual may be obtained by substituting
this solution into a P5 set of equations. A similar idea is employed in this work, the residual
is approximated by reducing the accuracy of a given approximation and substituting it into
the system of equations from which it was the solution.
Section 3.4 demonstrated that expressing the solution error in the trial space gives rise
to a discrete residual. It was shown there that the solution was expressed in terms of the
coarse scale (continuous) basis functions from the sub-grid scale. The error approximation
described in the previous section has components in both the fine and coarse scale spaces.
Therefore, the error will be expressed using both the continuous and the discontinuous basis
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functions. The two discrete residuals are given by
Rφi,p =
∫
V
Ni(r)dV
∫
4pi
Gp(Ω)R(ψ)dΩ ∀i ∈ {1, ..., ηN} ∀p ∈ {1, ...,Mφi }, (6.7)
Rθi,p =
∫
V
Qi(r)dV
∫
4pi
Gp(Ω)R(ψ)dΩ ∀i ∈ {1, ..., ηQ} ∀p ∈ {1, ...,Mθi }. (6.8)
This is the system of weighted residuals used to obtain the solution and will therefore equal
zero. The adaptive algorithm requires information regarding the angular error, therefore
a residual which takes into account this error is desirable. This is achieved by adjusting
the solution and calculating the residuals stated above. The solution is modified differently
depending on the spatial weighting function:
R̂
φ
i,p =
∫
V
Ni(r)dV
∫
4pi
Gp(Ω)R(ψ̂i)dΩ, (6.9)
R̂
θ
i,p =
∫
V
Qi(r)dV
∫
4pi
Gp(Ω)R(ψ̂C(i))dΩ, (6.10)
where
ψ̂i =
ηN∑
j 6=i
Nj(r)
Mφj∑
q=1
Gq(Ω)Φj,q +Ni(r)
M̂φi∑
q=1
Gq(Ω)Φi,q
+
ηQ∑
j=1
C(j) 6=i
Qj(r)
Mθj∑
q=1
Gq(Ω)Θj,q +
ηQ∑
j=1
C(j)=i
Qj(r)
M̂θj∑
q=1
Gq(Ω)Θj,q. (6.11)
where the operator C : N→ N is a surjective mapping from the discontinuous node numbers
to the continuous node numbers. The modified angular expansion sizes, M̂φi and M̂θi , are
equal to the expansion sizes for the orders N φi −2 and N θi −2 respectively. Although equation
6.11 looks complicated, it is simple to describe. It sets the highest order moments to zero at
the node associated with the spatial weighting function and retains the full solution elsewhere.
This residual provides an insight into the importance of those higher order moments at the
given point in space. The two components of the residual, R̂φ and R̂θ, are combined to form
a discontinuous residual which takes into account both sets of equations. They are combined
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in the same manner as the two components of the flux solution, Φ˜ and Θ˜:
R̂i,p = R̂
φ
C(i),p + R̂
θ
i,p ∀i ∈ {1, ..., ηQ} ∀p ∈ {Mθi ∪MφC(i)}. (6.12)
The notation allows for arbitrary choice of angular basis functions at each node of the
continuous and discontinuous meshes. In the above equation, if basis function p is not in the
set MφC(i) but is in Mθi (or vice versa) then the residual value is equal to zero.
The adaptivity algorithm developed later in this chapter requires a metric on a continuous
space, therefore, the residual is also required in the continuous space. The discontinuous
residual is mapped to a continuous space by retaining the maximum of the discontinuous
values for each continuous node.
6.3 Spherical Harmonics Coupling
The formulation of the discretised system was presented in chapter 2. It was found when
implementing the variable order spherical harmonics discretisation that it was necessary to
modify the streaming matrices in order to produce accurate results. Mathematically stated,
the modification is as follows:
(
AijΩA
)
p,q
= 0.0 ∀ p, q > min(Mφi ,Mφj ), (6.13)(
AijΩB
)
p,q
= 0.0 ∀ p, q > min(Mφi ,Mθj ), (6.14)(
AijΩC
)
p,q
= 0.0 ∀ p, q > min(Mθi ,Mφj ), (6.15)(
AijΩD
)
p,q
= 0.0 ∀ p, q > min(Mθi ,Mθj ). (6.16)
This adjustment removes the coupling of higher order basis functions with lower order basis
functions on a neighbouring node. For example, consider a P1 node coupled with a P3 node,
the coupling is removed between the l ≥ 2 moments of the P3 node and the l ≤ 1 moments
of the P1 node. Therefore, the set of equations for the P1 node include only coupling with
the P1 moments from the neighbouring nodes.
A surmised justification for the removal of this coupling is given based upon the eigen-
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structure of the matrices formed from the angular integrals, however, this is not a rigorous
mathematical explanation. The streaming matrices, defined by equation 2.54, may be eigen-
decomposed for each order of expansion. The eigenvalues of each PN order define charac-
teristic directions for the polynomial angular discretisation. These characteristic directions
are different for each expansion order, thus two nodes with different PN orders have differ-
ent characteristic directions. Figure 6.1 shows the non-overlapping characteristic directions
for P1 and P3 one-dimensional discretisations. A discontinuous SN scheme with different
angles at two neighbouring nodes would have to ensure continuity of partial current across
the interface. It is believed that the removal of the coupling between the PN moments is
analogous to the preservation of current between the nodes. The removal of the coupling
implies that when streaming from a higher order node to a lower order node, the lower order
node receives information from only the lower order coefficients of the higher order node.
Therefore, the nodes then share the same characteristic directions. This reduces the angular
resolution of the streaming from the higher order node but this must be done in order to
couple with the lower order node. Note there is no requirement to adjust the total cross
section matrix (equation 2.53) because there is no moment to moment coupling attributed
to the orthonormal property of the basis functions.
P1
P3
θ = 0°
θ = 90°
θ = 180°
Figure 6.1: An illustration showing the characteristic directions for P1 and P3 one-
dimensional discretisations.
A simple one dimensional example is provided to demonstrate the necessity for the mod-
ification of the streaming matrices. The example is a mono-energetic fixed source problem
in a homogeneous medium with vacuum boundary conditions. The medium exists in the
region 0.0 < x < 1.0 and is a pure absorber with Σa = 0.8. A non-uniform angle expan-
sion order was applied to the one-dimensional space. The angular order was set as P1 for
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Figure 6.2: The scalar flux solutions for the simple one-dimensional problem to illustrate the
requirement for the moment coupling modification.
0.4 < x < 0.6 and P3 elsewhere. The calculation with the mixed P1/P3 discretisation was
performed with (i) full coupling between moments (ii) modified coupling between moments
at nodes of different order. The scalar flux solution for each calculation is shown in figure
6.2 alongside uniform P1 and P3 solutions.
The mixed P1/P3 solutions lie between the uniform P1 and P3 solutions which is intu-
itively expected. The scalar flux obtained with full coupling between the moments shows a
significant unphysical discontinuity in the solution between the regions of different expansion
order. The solution obtained with the modified coupling does not possess the discontinuity.
Evidently, the discontinuity vastly reduces the accuracy of the mixed P1/P3 solution and ap-
pears unphysical. Therefore, the coupling was removed from the variable order formulation
to remove these discontinuities and improve the accuracy of the solutions.
6.4 Adaptive Procedure
The error measures defined provide information regarding the quality of the solution over
the space and energy dimensions. This information is used to adapt the variable order
angle expansion in order to minimise the error in the solution or functional. Two adaptive
strategies have been employed in this work: (i) adaptivity to minimise the global error in the
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solution, this will be referred to as regular adaptivity, (ii) adaptivity to minimise the error
in a given quantity of interest, known as goal-based adaptivity. The algorithms for regular
and goal-based adaptivity are similar and will be described together.
6.4.1 Continuous Error Indicator
The angular error indicator described in section 6.1 provides a discontinuous error field for
each energy group:
g(r,Ω) =
ηQ∑
j=1
Qj(r)
Mθj∑
q=1
Gq(Ω)g,j,q. (6.17)
The group dependent subscript will be included for the purpose of this section. The adaptive
algorithm in this work requires a continuous error. For this reason, the discontinuous error
field is reduced to a continuous error field:
ˆg,i,q = max
j∈Di
{g,j,q}. (6.18)
The set Di contains the discontinuous node numbers for continuous node i:
Di = {j ∈ {1, 2, ..., ηQ} : C(j) = i}. (6.19)
The maximum error value is chosen in order to resolve the angular approximation satisfac-
torily for all discontinuous nodes at a point in space. This gives a continuous field for the
approximate angular error for each angular moment and energy group.
6.4.2 Nodal Error for Regular Adaptivity
A new nodal error quantity is defined for use in the adaptive algorithm, for regular adaptivity
this quantity is defined as
eg,i = max
q∈Mφi
|ˆg,i,q|
∆tψmaxsc,g
(6.20)
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where ∆t is a user-defined error tolerance and ψ
max
sc,g is the maximum value of the scalar flux
for energy group g. The maximum value of the group scalar flux is used to account for the
difference in magnitude of the flux between energy groups. This technique of weighting the
group errors was used by Wang et al. [84]. The ultimate value for the error at a given spatial
node and energy group is chosen as the maximum value of the angular moments of the error
field. The values of the moments are deemed comparable because the spherical harmonic
basis functions are orthonormal. The normalisation ensures that each function has a similar
contribution to the overall angular distribution of the field.
6.4.3 Nodal Error for Goal-Based Adaptivity
For goal-based adaptivity, two nodal error quantities based on equation 3.73 are defined:
eˆg,i = max
q∈Mφi
|ˆg,i,qR̂
∗
g,i,q|
δFt
, (6.21)
eˆ∗g,i = max
q∈Mφi
|ˆ∗g,i,qR̂g,i,q|
δFt
(6.22)
where R̂
∗
g,i,q and R̂g,i,q are components of the adjoint and forward residual vectors respec-
tively, ˆ∗g,i,q is the continuous error indicator for the adjoint solution, δFt is the desired error
in the functional per degree of freedom. This is the same quantity as defined in section 4.3,
given by
δFt =
∆Ft
Ndof
(6.23)
where ∆Ft is a user-defined error tolerance for the goal and Ndof is the number of continuous
degrees of freedom in the problem. The two nodal error quantities, eˆg,i and eˆ
∗
g,i, will be
referred to as the forward and adjoint error measures respectively. The two error estimators
individually encompass the total error in the goal functional, however, the distributions of
the error estimators over phase space are not identical. There is not a clear best method to
combine these errors and therefore a variety of combinations are tested. The combinations
used will be noted in the individual examples.
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6.4.4 Adaptive Algorithm
Algorithm 3 The algorithm used to perform an adaptive calculation with an adaptive
angular discretisation. The number of adaptive steps is Na.
Set initial angular discretisation.
for a = 1 to Na do
Solve equation(s) for particle flux solution(s).
Calculate continuous nodal error field(s) for each energy group.
[Loop over each energy group]
for g = 1 to G do
[Loop over each continuous spatial node]
for i = 1 to ηN do
if eg,i < 0.1 then
N φg,i → max{N φg,i − 2, 1} [Decrease expansion order by 2 ]
else if 1.0 < eg,i < 2.0 then
N φg,i → min{N φg,i + 2, Nmax} [Increase expansion order by 2 ]
else if eg,i > 2.0 then
N φg,i → min{N φg,i + 4, Nmax} [Increase expansion order by 4 ]
end if
end for
Apply smoothing algorithm to N φg
end for
end for
The steps to perform an adaptive calculation are shown in algorithm 3. The angular discreti-
sation is adapted Na times in an iterative type scheme. Each iteration initially solves the
transport equation to obtain the solution (including the adjoint for goal-based adaptivity).
The solution is used to calculate the error field which is consequently used to adapt the
angular discretisation. The regular and goal-based error definitions are such that the nodal
values should be less than 1.0 if the user-defined tolerance has been met. If the error is
greater than one then the resolution is increased and if the error is much less than one than
the resolution is decreased. The order of the angular expansion is increased and decreased
in multiples of two because only odd order expansions are being used. A maximum angular
expansion order, Nmax, is enforced to prevent the calculation becoming too computationally
expensive. If the error is greater than twice the user-defined tolerance then the angular ex-
pansion order is increased by four orders. This condition was included to reduce the number
of adaptive steps required to reach convergence. If this condition causes over resolution then
a reduction in expansion order will occur in the next adaptive iteration. The tolerances used
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for lowering and doubly refining the resolution are heuristic and therefore not optimum. The
values were chosen based on a small number of investigative calculations, further investiga-
tion could yield more effective tolerances. The situation could occur in which the adaptive
procedure oscillates between two states because the tolerances are such that the error cannot
lie between them. The simplest method to address this would be the modification of the
tolerance used for reducing the order.
A smoother is applied to the angular discretisation in order to prevent large steps in
expansion order between neighbouring nodes. The smoothing algorithm modifies the dis-
cretisation by calculating a new PN order for each node. It calculates the new order by
taking the average of the orders on a set of nodes that compose a patch surrounding the
node under consideration. The patch of nodes includes all nodes which have a connecting
edge with the node under consideration.
It has been noted various times throughout the article and is shown in algorithm 3 that the
angular discretisation is adapted on the coarse (continuous) mesh i.e. the error field is used
to construct N φ as opposed to N θ. In this work, the fine scale angular discretisation, N θ, is
constructed from the coarse angular discretisation. The fine scale angular discretisation is set
such that the angular order is constant within each element. The size of the chosen angular
order is equal to the maximum value of the coarse scale nodes composing the element. The
method is shown in algorithm 4. The reason for this choice is that the fine scale matrices
are always square and therefore require no adjustment as shown in equation 6.16. With this
choice of adaptive algorithm, the fine scale expansion order is always greater than or equal
to the coarse scale expansion order.
Algorithm 4 The algorithm used to construct the fine scale angular discretisation. The
symbols Υφe and Υ
θ
e represent the set of nodes in element e for the coarse and fine scale
meshes respectively.
[Loop over each element ]
for e = 1 to η do
[Loop over the nodes of the element ]
for i ∈ Υθe do
N θi = max
j∈Υφe
(N φj )
end for
end for
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6.5 Examples
This section demonstrates the adaptive procedure applied to a selection of examples. The
quality of the regular adaptive algorithm is quantified by taking the L2-norm of the error in
the scalar flux:
εsc,g =
√∫
V
(∫
4pi
ψrefg (r,Ω)dΩ−
∫
4pi
ψ˜g(r,Ω)dΩ
)2
dV
=
√∫
V
(
ψrefsc,g(r)− ψ˜sc,g(r)
)2
dV , (6.24)
where ψrefg is the reference angular distribution and the subscript “sc” indicates scalar flux.
The quality of the goal-based adaptivity is quantified by the absolute magnitude of the error
in the goal functional:
εF = |Fref − F˜ | (6.25)
where Fref and F˜ are the reference and approximate values for the goal functional respec-
tively. These quantities are plotted against the number of continuous degrees of freedom
(CDOF) required for the solution. Each data point for these plots is obtained by converg-
ing the adaptive process for a different error tolerance (∆t or ∆Ft). This should indicate
that the resulting discretisation is the best it can obtain for the given tolerance. This type
of comparison demonstrates the accuracy of the solution for a given number of degrees of
freedom. In goal-based calculations, the number of degrees of freedom is that of the forward
solution only.
The terms in the legends of the convergence plots have the following meaning:
Uniform
This refers to calculations performed with a uniform angular resolution over the entire
space and energy domain.
Regular
This refers to results obtained using adaptivity with a global error measure. This drives
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the adaptive method to reduce the error in the solution over the entire domain.
Goal-based
This refers to results obtained using the goal-based error to drive the adaptive method.
This reduces the error in the goal functional.
For some examples the errors are plotted against CPU time to observe whether the adaptive
methods provide increased accuracy for a reduced computational time. The data points for
the adaptive methods are the errors obtained at each adaptive iteration plotted against the
cumulative time for the adaptive calculation. That is, the time for the nth data point is the
total time for n adaptive solution steps. The adaptive calculations have been chosen for a
suitably low tolerance that the error from the adaptive method decreases to a comparable
level to the uniform calculation. The data for the uniform calculations is presented in two
manners: (i) each data point is the time for a single calculation, and (ii) each point is
the cumulative time for the set of uniform calculations. The adaptive calculations provide
a convergence test through one calculation which consists of multiple solves. The uniform
cumulative times are plotted to represent the time for the convergence test that a user would
have to undertake through uniform refinement. However, the cumulative times depend on
the number of data points in the uniform convergence test so this data is present only as a
guide.
The reference solutions were obtained for these examples by performing a high order PN
calculation. These calculations were performed with a uniform expansion over the entire
space and energy domain. The reference solutions are not necessarily fully converged in the
angular dimension. The adaptive algorithm is designed to refine the angular resolution to
obtain the fully converged solution and thus may attempt to go beyond the accuracy of the
reference solution. This was prevented by setting the maximum angle expansion order to that
of the reference solution. This means the adaptive algorithm will converge to the reference
solution for these examples i.e. the error will go to zero as the number of degrees of freedom
approaches that of the reference. The reference solutions were calculated using the same
spatial mesh and energy group schemes and thus the error in each of these discretisations is
zero with respect to the reference.
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6.5.1 Example 6.1
The first example shown is known as the Reed cell model. It is a one-dimensional mono-
energetic fixed source example. The geometry of the problem is shown in figure 6.3 and the
associated material properties are given in table 6.1. The domain was meshed using 1,600
elements of equal size. The reference solution for the example is shown in figure 6.4a. There
are two particular regions of the solution worth noting. The strong source and absorber in
region I leads to an isotropic solution for the majority of this region. The void section in
region III leads to very directional flux in the negative (left-facing) direction.
I VacuumIVII VIIIReflect
2 3 5 6 80
Figure 6.3: The one dimensional domain for example 6.1. The dimensions are in units of
centimetres.
Region Σa Σt Σs Source
I 50.0 50.0 0.0 50.0
II 5.0 5.0 0.0 0.0
III 10−8 10−8 0.0 0.0
IV 0.1 1.0 0.9 1.0
V 0.1 1.0 0.9 0.0
Table 6.1: The material properties for the different regions in example 6.1. Region numbers
refer to those in figure 6.3. Cross sections in units of cm−1 and source in units of cm−3s−1.
Regular Adaptivity
The convergence plot for the error in the scalar flux is shown in figure 6.5. The adaptive
results are plotted alongside the uniform angular refinement for comparison. The vertical
dashed blue line marks the number of CDOF required for the reference solution. As the
error tolerance is increased (moving left of the plot) the adaptive method will tend to a
uniform P1 solution, this is why the curves approach each other at coarse resolution. The
sharp decrease in error at the end of the adaptive results is due to the adapted discretisation
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Figure 6.4: (a) The reference scalar flux solution for example 6.1. (b) An example of the
resulting angular expansion size from regular adaptivity over the domain of example 6.1.
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Figure 6.5: The convergence plot for the error norm of the scalar flux for example 6.1. The
vertical dashed blue line marks the number of CDOF required for the reference P21 solution.
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tending to the uniform P21 solution. Note the error tends to zero with a smaller number
of unknowns than required for the P21 solution (marked by the dashed blue line). This is
because the adapted discretisation retains a P1 expansion in the section of the domain with
an isotropic flux, region I. This demonstrates that the flux is converged with a P1 expansion
in this region. An example of the adapted angular discretisation is shown in figure 6.4b.
This plot shows the distribution of the expansion size over the domain of the problem. It
is observed that the adaptive algorithm has placed the maximum P21 expansion in the void
region (III) and a P1 expansion in the isotropic region (I).
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Figure 6.6: Error as a function of CPU time for regular and goal-based adaptive methods
compared to uniform refinement for example 6.1.
The error as a function of time for regular adaptivity is shown in figure 6.6a. It is observed
that the regular adaptivity requires more time to obtain a given accuracy compared to a single
fine resolution calculation. The reason the adaptive method performs poorly with respect
to CPU time is attributed to the fact the P21 calculation takes approximately four times
longer than the P1 calculation. This small time difference means that after four adaptive
iterations the run-time will definitely be greater than that of a single P21 calculation. It
takes less iterations to surpass this time because each adaptive solve uses resolution greater
than P1. The cumulative time for the uniform calculations is longer than that of the regular
adaptivity for the same error but there are more data points (more solves).
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Figure 6.7: The domain of example 6.1, the green region illustrates the location of the goal.
Goal-Based Adaptivity
The goal used for this example was the total absorption in regions IV and V, as illustrated
in figure 6.7. A variety of combinations of the forward and adjoint error measure were tested
for this problem. The following errors were trialled for the goal-based calculations:
eg,i = eˆg,i Forward, (6.26)
eg,i = eˆ
∗
g,i Adjoint, (6.27)
eg,i = min{eˆg,i, eˆ∗g,i} Minimum, (6.28)
eg,i = max{eˆg,i, eˆ∗g,i} Maximum, (6.29)
eg,i = 0.5(eˆg,i + eˆ
∗
g,i) Average. (6.30)
The forward and adjoint errors were tested individually to demonstrate that both measures
are reliable for adaptivity. The three combinations were tested to observe how the con-
vergence was affected by each. Figure 6.8a shows the convergence of the error in the goal
functional for the forward and adjoint error measures compared to the uniform refinement
and the regular adaptivity. It is observed that a smaller error is obtained for fewer degrees
of freedom when using the goal-based adaptivity compared to the regular adaptivity. The
convergence plot for the combined error measures is shown in figure 6.8b. The results show
that adaptivity using the average or the maximum error perform better than the minimum
error. The convergence of the maximum error combination is the most consistent.
The error versus CPU time for goal-based adaptivity is shown in figure 6.6b. This shows
regular adaptivity out-performs goal-based adaptivity in this problem, whereas a single uni-
form calculation out-performs both adaptive methods. The reason for poor performance
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Figure 6.8: The convergence of the goal functional for example 6.1. The two plots show
results from using various combinations of the forward and adjoint error measures. The
vertical dashed blue line marks the number of CDOF required for the reference P21 solution.
compared to uniform resolution was stated when discussing the time plot for regular adap-
tivity. The reason regular adaptivity performs better than goal-based is because the choice
of goal requires that a large portion of the domain is resolved. Therefore, the adapted dis-
cretisations from goal-based and regular adaptivity are not largely dissimilar, however the
goal-based method requires the added time for the computation of the adjoint solution. The
goal-based method will only perform better than regular if it produces a significantly coarser
resolution for a given accuracy.
6.5.2 Example 6.2
This example is a three-dimensional mono-energetic fixed source problem. It is the third
of the Kobayashi benchmarks documented by the NEA [52]. This benchmark is a three-
dimensional duct problem with 50% scattering in the region outside the duct. An illustration
of the 3D geometry is shown in figure 6.9. The full dimensions of the problem can be found in
the benchmark documentation. The material properties of the regions are shown in table 6.2.
A mesh using 19,024 tetrahedral elements was used for all calculations. Spacings between
elements were approximately 3 cm and 20 cm for the elements within the duct and outside
the duct respectively.
The reference P11 solution is displayed using a contour plot shown in figure 6.10. A log
scale has been used for the contour and colour map so that the flux in the duct can be
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Figure 6.9: The three dimensional domain for example 6.2. The dimensions are in units of
centimetres.
Region colour Σa Σt Σs Source
Transparent 0.05 0.1 0.05 0.0
Cyan 0.5× 10−4 1× 10−4 0.5× 10−4 0.0
Red 0.05 0.1 0.05 1.0
Table 6.2: The material properties for the different regions in example 6.2. Region colours
refer to figure 6.9. Cross sections in units of cm−1 and source in units of cm−3s−1.
observed. It is observed that the larger values of the flux extend down the duct in direct
sight of the source. The effect due to the duct is noticeable in a number of regions where
the isosurface bends in the directions of the duct.
Regular Adaptivity
The convergence of the error in the scalar flux is shown in figure 6.11. It was observed that
the adaptivity greatly reduced the error in the scalar flux solution for a given number of
degrees of freedom. The performance with respect to CPU time is shown in figure 6.12a.
It is observed that the regular adaptivity performs slightly better than the single uniform
calculation at the error of the P9 calculation.
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Figure 6.10: The reference P11 solution for example 6.2.
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Figure 6.11: The convergence plot for the error norm of the scalar flux for example 6.2. The
vertical dashed blue line marks the number of CDOF required for the reference P11 solution.
Goal-Based Adaptivity
The goal in this problem was the average flux over a 5 cm × 10 cm × 5 cm region at the
end of the duct as shown in figure 6.13. As before, the goal-based adaptivity was performed
using a number of error measure combinations.
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Figure 6.12: Error as a function of CPU time for regular and goal-based adaptive methods
compared to uniform refinement for example 6.2.
Figure 6.13: The three dimensional domain for example 6.2. The region used for the goal-
based calculation is shown in green.
The functional convergence results obtained from the forward and adjoint error measures
are shown in figure 6.14a and those from the combinations are shown in figure 6.14b. These
are shown alongside the results of uniform and regular adaptive resolution. The uniform P5
result has a smaller error than the P7 and P9 results because the value of the functional does
not converge monotonically with angular refinement. Therefore, the error in the functional
goes to zero as the functional value oscillates around the true value during convergence. The
P5 result is thus not representative of the error at that resolution. It is evident that the
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Figure 6.14: The convergence of the goal functional for example 6.2. The two plots show
results from using various combinations of the forward and adjoint error measures. The
vertical dashed blue line marks the number of CDOF required for the reference P11 solution.
regular adaptivity performed less well than uniform resolution of the angular discretisation.
This is because the magnitude of the solution in the goal region is small in comparison to
the solution elsewhere in the domain. The error measure employed for regular adaptivity is
absolute as opposed to relative, therefore, the regular adaptivity is placing angular resolution
in the regions of the domain with larger solution values. Thus, the regular adaptivity will
not apply angular resolution in the area of this functional and hence the error is large in
comparison to other methods.
The results from goal-based adaptivity using the forward and adjoint errors have similar
performance to one another at low refinements. Both error measures show effects due to
the non-monotonic convergence of the functional. Aside from these oscillatory results, both
error measures follow a similar trend. The combinations of the error measures also show
similar performance, however, the most consistent and effective combination appears to be
that which uses the maximum value. For this reason the error measure combination using
the maximum values will be used in the remaining examples.
The goal-based results show that a more accurate functional can be obtained for a given
number of degrees of freedom. The improvement in error is not that significant because
the absorbing medium has 50% scatter cross section. Therefore, the regions of the absorber
media surrounding the duct are also important to the value of the functional meaning that
the angular adaptivity must also resolve those regions.
132
6.5 Examples
The error is plot as a function of time in figure 6.12b. It is hard to distinguish a difference
in performance between the methods due to the non-monotonic convergence of the functional.
The adaptive methods pass through the same non-monotonic behaviour during the adaptive
process which leads to the error staying roughly constant for several iterations. The regular
adaptive method matches the performance of the goal-based method. This shows that the
reduction in the degrees of freedom acquired through the extra computation of the adjoint
has reduced the CPU time. However, it has not provided adequate benefit to out-perform
the regular adaptivity.
6.5.3 Example 6.3
This example has been used to illustrate the application of the energy dependent angular
resolution. The problem geometry is shown in figure 6.15. It is a two group 2D problem
with a homogeneous material throughout the domain. A roughly uniform mesh composed
of 4,576 triangular elements was used for all calculations. The material properties for each
I
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0.7
Figure 6.15: The two dimensional domain for example 6.3. The dimensions are in units of
centimetres. The region used for the goal-based calculations is shown in green.
region are provided in table 6.3. The reference P11 group solutions are shown in figure 6.16.
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Region Σa Σt Σs,g→1 Σs,g→2 Source
I
Group 1 5.0 10.0 0.0 5.0 0.0
Group 2 8.0 10.0 0.0 2.0 0.0
II
Group 1 5.0 10.0 0.0 5.0 1.0
Group 2 8.0 10.0 0.0 2.0 0.0
III
Group 1 5.0 10.0 0.0 5.0 0.0
Group 2 8.0 10.0 0.0 2.0 1.0
Table 6.3: The material properties for the regions in example 6.3. Cross sections in units of
cm−1 and source in units of cm−3s−1.
(a) Group 1. (b) Group 2.
Figure 6.16: The reference scalar flux solutions for example 6.3.
134
6.5 Examples
Regular Adaptivity
This problem was performed using regular adaptivity with both an energy-dependent and an
energy-independent angular resolution. In the case of the energy-independent calculation,
the group-wise nodal errors defined by equation 6.20 are combined by taking the maximum
value of the group errors:
ei = max
g∈{1,...,G}
eg,i. (6.31)
This gives a single error value for each continuous spatial node in the mesh which is conse-
quently used for the adaptive procedure. The convergence of the error norm of the scalar flux
for each method is shown in figure 6.17. The results show that both the energy-independent
10-7
10-6
10-5
10-4
10-3
10-2
 0  50000  100000  150000  200000  250000  300000  350000  400000
ε s
c
No. of CDOF
Uniform
Regular energy independent
Regular energy dependent
P1
P3
P5
P7
P9
Figure 6.17: The convergence plot for the error norm of the scalar flux for example 6.3. The
vertical dashed blue line marks the number of CDOF required for the reference P11 solution.
and energy-dependent adaptivity provide a smaller error for a given number of degrees of free-
dom compared to uniform resolution. In addition, it can be seen that the energy-dependent
angular resolution has performed better than the energy-independent. Examples of the re-
sulting angular resolutions from the energy-dependent and energy-independent adaptivity
calculations are shown in figure 6.18. The figures are shown for calculations that used the
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same user-defined error tolerance. The better performance of the energy-dependent calcula-
tion is largely due to the isolated group 2 flux in the top right section of the domain. The
energy-independent adaptivity places angular resolution in this region for both group 1 and
group 2, whereas, the energy-dependent adaptivity places resolution only in group 2. It can
also be noted that there is also less group 2 resolution around the group 1 source.
(a) Energy-independent
(115,777 CDOF).
(b) Energy-dependent - group 1
(91,516 CDOF).
(c) Energy-dependent - group 2
(145,371 CDOF).
Figure 6.18: The resulting angular expansion size from regular energy-independent and
energy-dependent adaptivity for example 6.3.
Goal-Based Adaptivity — Goal 1
Two different goal-based calculations are being presented to demonstrate the application of
the energy-dependent angular resolution. As alluded to in the previous example, the forward
and adjoint error measures are combined by taking the maximum values. The goal of the
first set of calculations was the absorption rate of group 2 neutrons in the group 1 source
region (region II in figure 6.15):
F =
∫
VII
Σa,2(r)dV
∫
4pi
ψ2(r,Ω)dΩ (6.32)
where VII is the volume of region II and Σa,g is the macroscopic absorption cross section
for group g. The goal-based adaptivity was carried out using both energy-independent and
energy-dependent angular resolution. The results are compared with uniform resolution and
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regular adaptivity, the convergence of the functional for each method is shown in figure 6.19a.
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(a) Goal 1.
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(b) Goal 2.
Figure 6.19: The convergence of the goal 1 and goal 2 functionals for example 6.3. The
vertical dashed blue line marks the number of CDOF required for the reference P11 solution.
(a) Energy-independent
(84,466 CDOF).
(b) Energy-dependent - group 1
(74,207 CDOF).
(c) Energy-dependent - group 2
(83,294 CDOF).
Figure 6.20: The resulting angular expansion size from goal-based energy-independent and
energy-dependent adaptivity for example 6.3 targetting goal 1.
The results show that the goal-based calculations typically provide smaller errors in the
target functional for a smaller number of unknowns than the regular adaptivity or uniform
resolution. The energy-dependent regular adaptivity initially shows worse performance than
the energy-independent case. This occurs because the energy-dependent calculation will
place less angular resolution for group 2 in region II because the magnitude of the flux is
smaller. This effect disappears as the error tolerance is decreased and region II is resolved
via the group dependent regular adaptivity. Examples of the adapted angular resolution
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obtained from the goal-based methods are shown in figure 6.20. The goal-based methods
primarily resolve the region around the group 1 source because it has the greatest impact on
the value of the goal functional. Figures 6.20b and 6.20c show that the goal-based approach
is increasing the resolution of both group 1 and group 2 around the group 1 source. This
is to be expected because the group 1 down-scatter provides the source of group 2 neutrons
in this region. Therefore, the group 1 solution must be accurate in order to determine
the goal functional accurately. This is the reason there is no significant improvement in
using different angular resolutions for each energy group within the goal-based approach.
It is observed that the goal-based adaptivity attempts to resolve the contribution to the
functional from the group 2 source. This contribution is small and is resolved only when
the error tolerance is set low. The group-dependent angular resolution demonstrates that
this is not required for group 1 which leads to the slight increase in performance of the
group-dependent calculation at high resolution.
Goal-Based Adaptivity - Goal 2
(a) Energy-independent
(63,408 CDOF).
(b) Energy-dependent - group 1
(72,389 CDOF).
(c) Energy-dependent - group 2
(7,059 CDOF).
Figure 6.21: The resulting angular expansion size from goal-based energy-independent and
energy-dependent adaptivity for example 6.3 targetting goal 2.
The goal of the second set of calculations was the absorption rate of group 1 neutrons in
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the group 1 source region (the same region as goal 1, shown in figure 6.15):
F =
∫
VII
Σa,1(r)dV
∫
4pi
ψ1(r,Ω)dΩ. (6.33)
The convergence results for goal 2 are shown in figure 6.19b. As expected, given the nature
of the goal, the goal-based methods again show superior convergence when compared to the
regular adaptivity and uniform resolution. The notable difference between goal 2 and goal 1
is the benefit gained by the energy-dependent angular resolution. It is noted that both the
regular and goal-based adaptive methods provide superior results when using the energy-
dependent angular resolution. This occurs because the functional depends solely on the
group 1 flux in the group 1 source region. The energy-dependent regular adaptivity is more
efficient because the group 2 resolution will not increase as quickly as the group 1 resolution in
the goal region and hence less unknowns are used. As the functional does not depend on the
group 2 resolution, the accuracy of the functional is not impacted. The energy-dependent
goal-based adaptivity exhibits large improvements in convergence compared to the other
methods. This performance occurs because minimum resolution (P1) is used for group 2 as
the functional is not dependent on group 2. Examples of the angular resolutions resulting
from the goal-based adaptive methods are shown in figure 6.21. Figure 6.21c demonstrates
the minimum resolution applied to the whole of the spatial domain for group 2.
The problem and the goals presented here were designed in order to demonstrate the
energy-dependent capability of the goal-based method. Clearly, such functionals could be
calculated efficiently by splitting the spatial domain and/or performing a single group calcu-
lation. However, the problem was chosen to demonstrate the purpose behind the methods.
6.5.4 Example 6.4
This example is an eigenvalue problem, the model is a single fuel pin immersed in water.
The calculation was performed with a two-group energy scheme. The model is subcritical
with 1/λ = k ≈ 0.019. The geometry for the model is shown in figure 6.22 and the material
properties for each region are provided in table 6.4. It is a single fuel pin model and vacuum
boundary conditions are applied to the external boundaries. The mesh used for all calculation
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was composed of 7,480 roughly uniform triangle elements. The reference solution for each
energy group is shown in figure 6.23.
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Figure 6.22: The two dimensional domain for example 6.4. The dimensions are in units of
centimetres.
(a) Group 1. (b) Group 2.
Figure 6.23: The reference scalar flux solutions for example 6.4.
Regular Adaptivity
The convergence of the scalar flux error norm is shown in figure 6.24a. It is seen the group-
independent regular adaptivity provides no benefit compared to that of the uniform refine-
ment. However, the group-dependent angular resolution does provide a smaller error for a
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Region Σa Σt Σs,g→1 Σs,g→2 νΣf χ
I
Group 1 2.882571E-02 4.231071E-01 3.935887E-01 6.927316E-04 1.947030E-02 1.0
Group 2 2.081569E-01 6.100180E-01 1.491830E-04 4.017119E-01 3.756630E-01 0.0
II
Group 1 1.292164E-03 2.801485E-01 2.786851E-01 1.712806E-04 - -
Group 2 3.304970E-03 2.478538E-01 2.850373E-05 2.445203E-01 - -
III
Group 1 2.723034E-04 6.174202E-01 5.860507E-01 3.109721E-02 - -
Group 2 1.343764E-02 1.648910E+00 3.389150E-05 1.635438E+00 - -
Table 6.4: The material properties for the regions in example 6.4. Cross sections in units
of cm−1.
given number of degrees of freedom. The group-dependent resolution provides an increase
in performance because the thermal group (2) requires less resolution compared to the fast
group (1). Examples of adapted angular resolutions are shown in figure 6.25. It is seen that
the adaptivity has placed more resolution in the fast group compared to that of the thermal
group. The thermal scalar flux is relatively smooth over a large portion of the domain which
causes the angular flux to be less directional and require less angular resolution.
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Figure 6.24: The convergence plots for the regular and goal-based calculations for example
6.4. The vertical dashed blue line marks the number of CDOF required for the reference P11
solution.
Goal-Based Adaptivity
The eigenvalue was used as the goal functional of the calculation. The convergence plot
for the eigenvalue is shown in figure 6.24b. The energy-independent adaptive methods,
both regular and goal-based, have provided no benefit compared to the uniform resolution.
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(a) Energy-independent
(209,786 CDOF).
(b) Energy-dependent - group 1
(292,780 CDOF).
(c) Energy-dependent - group 2
(155,034 CDOF).
Figure 6.25: The resulting angular expansion size from regular energy-independent and
energy-dependent adaptivity for example 6.4.
(a) Energy-independent
(234,036 CDOF).
(b) Energy-dependent - group 1
(299,910 CDOF).
(c) Energy-dependent - group 2
(158,609 CDOF).
Figure 6.26: The resulting angular expansion size from goal-based energy-independent and
energy-dependent adaptivity for example 6.4.
However, both the regular and the goal-based energy-dependent adaptive methods provide a
lower eigenvalue error for a given number of degrees of freedom. The regular adaptivity equals
the performance of the goal-based adaptivity for both the energy-dependent and independent
cases. This demonstrates that the extra computation of the adjoint has provided negligible
benefit. This is most likely a consequence of the fact that the eigenvalue is a functional that
depends on the flux over the entire phase space. This is in contrast to the goal functionals
in the previous examples which have depended on a specific region of space or energy group.
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As the eigenvalue depends on the entire solution it is intuitive that the regular adaptivity,
which aims to lower the error on the solution over the entire domain, is effective at reducing
the functional error.
Examples of the angular discretisation obtained through the goal-based adaptivity are
shown in figure 6.26. The angular discretisations presented for the regular and goal-based
methods each have a similar number of CDOF. In both the regular and goal-based cases, the
energy-independent discretisation has a similar number of CDOF but produces a significantly
larger error. Both types of adaptivity demonstrate that placing greater resolution in the fast
group provides a more accurate eigenvalue.
6.5.5 Example 6.5
The previous example demonstrated a criticality safety type problem with a single fuel pin
immersed in a body of water. Typical fuel pin calculations are used to model an infinite
lattice of pins. It was shown by Adams that the fast flux in an infinite lattice has a very
irregular angular distribution [2]. This example is the same as that presented by Adams, it is
a single group fixed source calculation representative of the fast flux in a reactor calculation.
The fuel pin is represented as a square for easier code to code comparisons, the geometry
is shown in figure 6.27. The material properties for the fuel (I) and the moderator (II) are
shown in table 6.5. The problem was modelled using an eighth of the geometry on a coarse
mesh (146 triangles) to allow the use of high angular resolution within a reasonable time
period. The reference solution was obtained from a P31 calculation which uses 528 basis
functions. The scalar flux solution is shown in figure 6.28. The discontinuities visible in the
scalar flux solution are due to the coarse mesh.
Region Σa Σt Σs Source
I 0.083524 0.141367 0.057843 2pi
II 0.064132 0.072774 0.008642 0.0
Table 6.5: The material properties for the different regions in example 6.5. Region numbers
refer to those in figure 6.27. Cross sections in units of cm−1 and source in units of cm−3s−1.
A uniform P59 (1830 basis functions) calculation was performed in order to look at the
azimuthal flux plots as performed by Adams, these are shown in figure 6.29. Figure 6.29a
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0.63−0.63 0.0 0.3629−0.3629
II
−0.3629
0.3629
0.0
−0.63
0.63
I
Figure 6.27: The two dimensional domain for example 6.5. The dimensions are in units of
centimetres. The dotted line marks the eighth of the geometry which shares the orientation
as the other plots in this section. Reflective boundary conditions are applied to all external
edges.
Figure 6.28: The reference P31 scalar solution for example 6.5.
displays azimuthal plots for the same two locations shown by Adams. The plots demonstrate
that the P59 is not adequate to capture the azimuthal distribution as accurately as the
product quadrature set used by Adams, however, the overall flux shapes are similar. The
plots shown in figure 6.29b show that the flux is smoother in the bulk of the fuel and the
moderator. Despite this smoother shape, there are sharp features present which require
high order polynomials to be adequately resolved. Goal-based adaptivity is not used in this
example because this is primarily to test the ability of the method to resolve the overall
solution.
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Figure 6.29: Azimuthal flux plots at a polar cosine of 0.33 for example 6.5. The locations of
the nodes are shown in figure 6.28.
Regular Adaptivity
An example of the angular discretisation obtained through the regular adaptive method
is shown in figure 6.30. The most angular resolution has been placed along the interface
between the fuel and moderator. The least resolved regions are in the bulk of the fuel and
the moderator.
Figure 6.30: An example of the resulting angular expansion size from regular adaptivity over
the domain of example 6.5.
The convergence of the error in the scalar flux is shown in figure 6.31a. The adaptive
method demonstrates that it can provide a smaller error for a given number of degrees of
freedom. The behaviour of the last data point is attributed to the fact it is affected by the
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Figure 6.31: The error norm of the scalar flux as a function of CDOF and CPU time for
example 6.5.
P31 limit imposed on the adaptive scheme. The performance with respect to CPU time is
shown in figure 6.31b. In this example the regular adaptive method is capable of providing
a solution with a smaller error for less computational time. The difference between the
uniform method and the adaptive method diminishes towards the higher resolution. This is
also attributed to the P31 limit. As the adaptive method saturates P31 resolution over the
entire domain it will no longer have any benefit over the uniform resolution calculation.
6.6 Conclusions
A variable order spherical harmonics scheme has been described in which the order of the
angular expansion varies over the space and energy dimensions. This was implemented us-
ing the inner element sub-grid scale finite element spatial discretisation using the multigroup
energy scheme. In this discretisation, the order of the expansion varies between each node of
the finite element mesh for each energy group. Adaptive angular resolution techniques have
been developed in the variable order scheme with the intention of increasing the efficiency of
the solution process. Two types of adaptive method have been presented: (i) regular adap-
tivity, in which the global error in the solution is minimised, and (ii) goal-based adaptivity,
in which the error on a specified functional is minimised. An error measure has been given
for each type of adaptive method and a procedure has been presented which utilises the error
measures to form an adapted angular resolution over the phase space.
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The adaptive methods have been tested with a range of example applications which
include both fixed source and eigenvalue cases. The regular adaptivity provided a more
accurate solution for a given number of degrees of freedom for the majority of examples. It
performed well in the fixed source shielding applications but provided less benefit for the
eigenvalue calculation. The example in section 6.5.4 demonstrated that the energy depen-
dence of the angular resolution was necessary to gain any benefit from the regular adaptivity.
The reduced performance in the eigenvalue calculations indicate that these examples require
a relatively uniform distribution of high angular resolution over the entire domain.
The goal-based adaptivity also demonstrated that it could produce the goal functional
with a greater accuracy for a given number of degrees of freedom in the majority of cases.
As with the regular adaptivity, the performance of the goal-based method decreased on the
eigenvalue problem tested. The accuracy of the functional obtained with the goal-based
adaptivity was better than that of both the uniform resolution and the regular adapted
resolution for the fixed source examples. In contrast, the goal-based adaptivity using the
eigenvalue as the goal provided little to no benefit compared to the regular adaptivity.
The energy dependence of the angular resolution has proven to be beneficial in the multi-
group test cases. The use of energy dependent angular resolution does not require any extra
computational effort. The added cost is that the distribution of the angular resolution over
space must be stored in memory for each group. However, this is small compared to the
memory required for storing the operator matrix and solution vectors. The added benefit
over the minor cost demonstrates that the energy dependent angular resolution is a worth-
while development. For future problems with a larger number of energy groups it may prove
prudent to use the same angular resolution for energy groups with similar flux distributions.
There was no significant reduction in CPU time as a result of the adaptive methods.
The performance of the adaptive methods with respect to computational time were problem
dependent. The regular adaptivity has demonstrated it can provide a smaller error for a
given time but not by a significant margin. It is noted that the goal-based methods will
only show better performance if they significantly reduce the number of degrees of freedom
because of the added adjoint computation. A significant reduction in degrees of freedom is
possible for localised functionals. Therefore, one must intuitively consider the goal of the
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calculation and determine whether large gains could be obtained with goal-based adaptivity.
The power in adaptive methods is not solely obtained through a shorter CPU time. The
adaptive method can be considered to perform a convergence test for a given problem and
do so in a reasonable time by placing the resolution in correct locations. Typical convergence
tests would require the user to manually refine and re-run problems which potentially requires
more human-hours than that of the adaptive calculation. Therefore, the lacking performance
with respect to computational time should not deter from using such methods.
The variable order spherical harmonic scheme used in this work was limited to isotropic
angular resolution. A region of space which is highly directional and thus requires a high
angular resolution will most likely have an angular flux directed in either one or a few specific
directions. The variable order spherical harmonic scheme applies the angular resolution to
the whole of the angular sphere of directions, parts of which may be unnecessary to describe
the shape of the angular distribution. An angular discretisation that lends itself very well
to anisotropic angular resolution is a wavelets expansion in the angular dimension. The
hierarchical nature of the wavelets allows the resolution of specific patches on the angular
domain at each point in space and energy. This will be demonstrated in the next chapter.
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Chapter 7
Angular Adaptivity using Octahedral Wavelets
The adaptive spherical harmonics scheme demonstrated it can provide a solution with greater
accuracy for smaller computational cost. However, the method has the disadvantage that it
resolves the angular domain isotropically (uniformly). In certain situations the angular flux
is concentrated in a small region of the angular domain. In this case, spherical harmonics
adaptivity applies resolution over the entire angular domain in order to resolve the small
patch. Thus, resulting in unnecessary resolution. This problem can be avoided by using the
octahedral wavelet basis which has a natural means to adapt in angular resolution locally.
This chapter demonstrates an angularly anisotropic adaptive method using the octahedral
wavelet basis described in section 2.3.3.
The adaptive scheme allows the arbitrary choice of wavelet basis functions to describe the
angular distribution at different points in space and different energy groups. The choice of
basis functions is driven by goal-based error indicators based on the error measure defined in
chapter 3. This chapter begins by defining the solution error and reduced accuracy solution
required to calculate the error from equation 3.73. This is followed by a number of examples
demonstrating the performance of the adaptive wavelets compared to uniform resolution PN ,
SN and octahedral wavelet calculations.
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7.1 Octahedral Wavelets Angular Error Indicator
The solution error is required in order to calculate the goal-based error measures. The true
error is unknown and therefore must be approximated. A simple approximation is used in
this work which requires negligible computational effort.
Consider the solution at a point in space for a given set of basis functions M:
ψ(Ω) =
∑
q∈M
Gq(Ω)ψq. (7.1)
The basis functions in setM belong to various levels of the wavelet discretisation. A new set
of basis functions,M′, is constructed which is the set of functions fromM with the highest
resolution wavelets removed. The highest level wavelets are defined as those which do not
have all the neighbouring functions from the next level of resolution. An example of this is
illustrated in figure 7.1. It is noted that each octant of the octahedral surface is considered
independently.
Level 0
Level 1
Level 2
Level 3
Legend
(a)
M\M′
Legend
M′
(b)
Figure 7.1: Diagrams to illustrate the definition of the highest level wavelets. The outer
triangles represent one octant face of the octahedron. (a) The angular basis function nodes
are colour-coded by level. (b) The highest level angular nodes are marked in red. The nodes
marked in green, representing M′, have all the neighbouring nodes from the next level of
resolution. For example, consider the left-most level 1 angular node, all possible level 2 nodes
are present surrounding this node, hence it is green in (b). Conversely, the right-most level
1 node does not have all possible level 2 nodes surrounding it, thus it is red in (b).
Consider a reduced resolution solution that uses the basis defined by M′ which has the
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same wavelet coefficients as the original solution:
ψ′(Ω) =
∑
q∈M′
Gq(Ω)ψq. (7.2)
The error is approximated by taking the difference between the original and the reduced
resolution solution:
(Ω) = ψexact(Ω)− ψ(Ω) ≈ ψ(Ω)− ψ′(Ω) =
∑
q∈M\M′
Gq(Ω)ψq. (7.3)
This approximation to the error is simply the angular distribution given by the highest
order wavelets of the solution at a given point in space. This approximation does not
provide information about the error related to a higher order resolution. This approximates
a truncation error between the current solution and one of a lower resolution.
7.2 Residual Calculation
As discussed in section 3.4, the error is represented in the same space as the Galerkin test
functions which results in a zero error measure. This requires the modification of the residual
calculation. The residual is calculated by reducing the resolution/accuracy of a given solution
and substituting it back into the original equations.
For this part of the thesis, the residual is required for use in an adaptive algorithm for
the angular dimensions of the phase space. This indicates that a residual which provides
information regarding the imbalance attributed to angular error would be beneficial. With
this in mind, the calculation of the discrete residual is modified as such:
R̂
φ
i,p =
∫
V
Ni(r)dV
∫
Gp(Ω)R(ψ̂i,p)dΩ, (7.4)
R̂
θ
i,p =
∫
V
Qi(r)dV
∫
Gp(Ω)R(ψ̂C(i),p)dΩ, (7.5)
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where
ψ̂i,p =
ηN∑
j=1
j 6=i
Nj(r)
∑
q∈Mφj
Gq(Ω)Φj,q +Ni(r)
∑
q∈(Mφi \ p)
Gq(Ω)Φi,q
+
ηQ∑
j=1
C(j)6=i
Qj(r)
∑
q∈Mθj
Gq(Ω)Θj,q +
ηQ∑
j=1
C(j)=i
Qj(r)
∑
q∈(Mθj \ p)
Gq(Ω)Θj,q. (7.6)
The operator C is the mapping from the discontinuous to the continuous node numbers
defined in section 6.2. The solution is modified depending upon the spatial and angular
weighting functions used in the discrete residual. The solution coefficient for the correspond-
ing spatial and angular weighting function is set to zero. This gives the imbalance in the
equation that would occur if the angular basis function at that point in space were not in-
cluded in the discretisation. If the value is small then the angular basis function does not
have a significant contribution to balancing the equation and is thus less important for the
angular resolution. This is a heuristic approach that appears to work well with the adaptive
procedure that is described in the next section.
It should be noted that the discrete residual is influenced by mesh resolution. This is
attributed to the integral over space which is non-zero only in the elements in which the
spatial weighting function exists.
The continuous and discontinuous residual vectors, R̂φ and R̂θ, are combined to form a
single discontinuous residual:
R̂i,p = R̂
φ
C(i),p + R̂
θ
i,p ∀i ∈ {1, ..., ηQ} ∀p ∈ {1, ...,Mθi }. (7.7)
7.3 Adaptive Procedure
This section describes how the error measures described in chapter 3 have been used to
develop an adaptive method. It was previously stated that the same angular basis functions
are used at any given point in space for the continuous and discontinuous components of the
solution. Therefore, the angular discretisation need only be adapted at the continuous scale.
The continuous angular discretisation is then used for the discontinuous component of the
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solution.
7.3.1 Continuous Error Indicator
The error described in section 7.1 is discontinuous because it is based on the solution obtained
from the sub-grid scale method. The error field for each group has the form:
g(r,Ω) =
ηQ∑
j=1
Qj(r)
∑
q∈MC(j)
Gq(Ω)g,j,q. (7.8)
The group subscript, g, is included for this section. The set of angular basis functions
indicated byMC(j) is that consisting of the highest order basis functions for each node. The
adaptive algorithm will work on the continuous angular discretisation, therefore, it requires
a continuous error indicator. The discontinuous field is mapped to a continuous field by
taking the maximum value at each point in space:
ˆg,i,q = max
j∈Di
{|g,j,q|}. (7.9)
The maximum values are used in order to resolve each of the discontinuous nodes at a given
point in space.
7.3.2 Goal-Based Error Indicator
The forward and adjoint error measures are used to define two error indicators:
eˆg,i,q =
|ˆg,i,qR̂
∗
g,i,q|
δFt
, (7.10)
eˆ∗g,i,q =
|ˆ∗g,i,qR̂g,i,q|
δFt
, (7.11)
where R̂
∗
g,i,q and R̂g,i,q are components of the adjoint and forward residual vectors respec-
tively, ˆ∗g,i,q is the continuous error indicator for the adjoint solution, δFt is the desired error
in the functional per degree of freedom. This is defined by
δFt =
∆Ft
Ndof
(7.12)
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where ∆Ft is a user-defined error tolerance for the goal (the same as defined in sections 4.3
and 6.4.3) and Ndof is the number of continuous degrees of freedom. The two error estimators
individually encompass the total error in the goal functional, however, the distributions of
the error estimators over phase space are not identical. It was found in previous work
that taking the maximum value of the two errors gave the best performance for spherical
harmonics adaptivity. For this reason, the maximum of the two errors is used for the adaptive
algorithm:
eg,i,q = max{eˆg,i,q, eˆ∗g,i,q}. (7.13)
7.3.3 Adaptive Algorithm
The previous sections have presented the error measures suitable for goal-based adaptivity.
This section describes how to use these errors in an adaptive method to optimise the angular
discretisation. The simplest means to present this is in the form of pseudo-code as shown in
algorithm 5 but the algorithm will also be described in the text.
Algorithm 5 The algorithm used to perform an adaptive calculation with an adaptive
angular discretisation. The number of adaptive steps is Na.
Set initial angular discretisation.
for a = 1 to Na do
Solve for angular flux distributions.
Calculate error field(s) for each energy group.
[Loop over each energy group]
for g = 1 to G do
[Loop over each continuous spatial node]
for i = 1 to ηN do
[Loop over angular basis functions at node i.]
for q ∈Mφi do
if eg,i,q < 0.01 then
Mφg,i →Mφg,i\q [Remove basis function q from node i.]
else if eg,i,q > 1.0 then
Mφg,i →Mφg,i ∪ ρ(q) [Add next level functions to node i.]
end if
end for
end for
end for
end for
The system of equations is solved for some initial angular discretisation. The solution
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errors and residuals are calculated and used to calculate the goal-based error indicators.
The next step is to form a new angular discretisation for each energy group based on those
errors. The error definitions are such that the values should be less than 1.0 if the user-
defined tolerance has been met. If the error for a given angular basis function is greater
than 1.0 then the resolution is increased in the region of that function. The resolution is
locally increased on the surface of the sphere/octahedron by adding the basis functions from
the next level of resolution that neighbour the basis function under consideration. This
additional set of basis functions for a given basis function index q is represented as ρ(q). An
example to illustrate this is shown in figure 7.2. A coarsening threshold has been added to
Figure 7.2: Diagram to illustrate the set of basis functions added to resolve in the angular
space. The node shown in green is the basis function under consideration, q. The nodes
shown in red are the neighbouring next level functions, ρ(q).
allow the algorithm to remove basis functions if it finds their error value is less than 0.01.
However, the algorithm will never remove the scaling functions from the angular basis. The
coarsening threshold was chosen after a small number of scoping calculations and may not
be optimal. To prevent the calculations becoming too large, a maximum level of resolution
was imposed on the adaptive algorithm.
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7.4 Examples
The adaptive wavelet basis is applied to several examples in order to demonstrate its capabil-
ity. The quality of the adaptive algorithm is measured by the relative error in the functional
of interest:
εF =
|Fref − F˜ |
Fref
(7.14)
where Fref and F˜ are the reference and approximate values for the goal functional respec-
tively. This error is plotted against the average number of angular degrees of freedom per
spatial node. Each data point for these plots is obtained by converging the adaptive process
for a different error tolerance (∆Ft). This should indicate that the resulting discretisation
is the best for the given tolerance. This type of comparison demonstrates the accuracy of
the solution for a given number of degrees of freedom. The number of degrees of freedom is
that of the forward solution only. High resolution PN and SN calculations were performed
in an attempt to acquire reference functional values. However, it was found that very high
resolution was required to converge the angular methods to the precision desired. Therefore,
two convergence plots are presented for each example, each using a different reference value.
One plot uses a high order PN or SN calculation as the reference value, the other uses a high
resolution wavelet calculation. In one example it is assumed that the adapted wavelet result
is the most accurate result and is used as the reference instead of the uniform resolution
wavelets.
The meanings of the legends in the convergence plots are as follows:
Uniform PN
Uniform angular resolution using the PN method.
Uniform SN
Uniform angular resolution using the SN method.
Uniform WN
Uniform angular resolution using the linear octahedral wavelets method.
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Goal-based WN
Goal-based adaptivity using the linear octahedral wavelets method.
The error in the functional obtained with the adaptive wavelet method is compared to results
obtained using uniform angular resolutions with PN , SN and WN (used to represent the
octahedral wavelets method) discretisations. The calculation for each angular discretisation
is done with the same spatial discretisation method described in section 2.2. In addition, the
same spatial mesh was used for each method, therefore, the difference between the results is
purely attributed to the angular discretisation.
For some examples the errors are plotted against CPU time to observe whether the
adaptive methods provide increased accuracy for a reduced computational time. The data
points for the adaptive methods are the errors obtained at each adaptive iteration plotted
against the cumulative time for the adaptive calculation. That is, the time for the nth data
point is the total time for n iterative adaptive solutions. The adaptive calculations have
been chosen for a suitably low tolerance that the error from the adaptive method decreases
to a comparable level to the uniform calculation.
7.4.1 Example 7.1
The first example is a monoenergetic two-dimensional fixed source problem. It is a duct
type problem which consists of a transparent medium immersed within a heavily absorbing
material. The geometry for the model is shown in figure 7.3. Vacuum boundary conditions
are imposed upon all external boundaries. The material properties for the problem are
provided in table 7.1. The mesh used for all calculations was composed of 7,832 triangles
of roughly equal size. The scalar flux obtained using a uniform level 3 wavelet expansion is
shown in figure 7.4a.
Region Σa Σt Σs Source
I 0.500 0.500 0.0 0.0
II 0.005 0.005 0.0 0.0
III 0.500 0.500 0.0 1.0
Table 7.1: The material properties for the different regions in example 7.1. Region numbers
refer to those in figure 7.3. Cross sections in units of cm−1 and source in units of cm−3s−1.
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Figure 7.3: The two-dimensional domain for example 7.1. The region used for the goal
functional is shown in green. The dimensions are in units of centimetres.
(a) (b)
Figure 7.4: (a) The W3 scalar flux solution for example 7.1. (b) The resulting distribution
of angular degrees of freedom from goal-based adaptivity for example 7.1.
The goal of the calculation was chosen as the average scalar flux over the region of space
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Figure 7.5: The active wavelets in the angular discretisation at a set of nodes from exam-
ple 7.1. The location of each node is shown in figure 7.4b.
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Figure 7.6: Convergence plots for the goal functional from example 7.1.
coloured green in figure 7.3:
F (ψ) =
1
VT
∫
vT
dV
∫
4pi
ψ(r,Ω)dΩ =
1
VT
∫
vT
ψsc(r)dV (7.15)
where VT is the area of the goal region defined by vT and ψsc is the particle scalar flux.
The adaptive calculation was performed with a maximum resolution of level 4 wavelets
(612 angular basis functions). Figure 7.4b shows an example plot of the number of angular
unknowns (the number of angular basis functions) at each point in space obtained through
a goal-based adaptive calculation. It is seen that the adaptive method has placed greater
angular resolution on the direct path from the source to the goal region. This figure does
not provide any information regarding the directional property of the angular discretisation.
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The resultant wavelet discretisations from two spatial nodes are shown in figure 7.5. Each of
the discretisations demonstrates that the adaptive method has refined the angular domain
in the direction of the goal.
Figure 7.6 shows the convergence plots for the goal functional. The fine reference cal-
culation for this problem was an S34 calculation which has 612 angular degrees of freedom
at each spatial node. The uniform results show that the PN method has the worst perfor-
mance in this problem. The uniform SN method appears to slightly outperform uniform
WN . The convergence plot using the S34 reference shows an initial rapid convergence for the
adaptive wavelets method. The error then appears to plateau, this is because the value of
the functional is converging to a W4 value instead of the S34 value. The plot demonstrates
there is a relative difference of approximately 0.2% between the W4 and the S34 functional
values. The point at which the error levels out is the point at which the adaptive wavelet
discretisation has obtained the W4 value to within a precision of 0.2%. The plot using the
adaptive wavelet result as the reference demonstrates the adaptive method converges to a
greater precision for significantly fewer angular unknowns compared to uniform SN . The
adaptive wavelet discretisation obtained the W4 value to within 0.2% for approximately 25
times fewer degrees of freedom.
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Figure 7.7: Functional error plot against CPU time for example 7.1.
A comparison of the methods with respect to CPU time is shown in figure 7.7. As
before, the plots are produced using two different reference values. Figure 7.7b shows the
adaptive method obtaining a smaller error for a given computation time compared to the
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other methods. The cross-over with the SN method is attributed to the non-monotonic
convergence of the functional value. The figure demonstrates the plateau of the adaptive
method at the same difference (0.2%) observed in the convergence plots. Figure 7.7a shows
the functional error continuing to decrease with increasing time as the functional approaches
the W4 value. The high angular resolution data cannot be plotted because these calculations
were performed in parallel and thus the CPU times are not comparable. The adaptive
wavelets achieved the accuracy of the W3 calculation with a speed-up of approximately 8.
7.4.2 Example 7.2
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Figure 7.8: The two-dimensional domain for example 7.2. The region used for the goal
functional is shown in green. The dimensions are in units of centimetres.
This is a two-dimensional fixed source problem with two energy groups. The geometry
for the problem is shown in figure 7.8. The model consists of a particle source (I), a strong
absorber (II), a scattering material (III) and a transparent medium (IV). The material
properties for each region are shown in table 7.2. Vacuum boundary conditions are imposed
upon all external boundaries. The mesh used for the calculations consisted of 6,271 triangular
elements, it was a spatially adapted mesh therefore the material boundaries had greater
resolution. The goal of the calculation is the absorption rate of group 2 particles in the
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Region Σa Σt Σs,g→1 Σs,g→2 Source
I
Group 1 0.01 0.01 0.0 0.0 1.0
Group 2 0.01 0.01 0.0 0.0 0.0
II
Group 1 5.0 5.0 0.0 0.0 0.0
Group 2 5.0 5.0 0.0 0.0 0.0
III
Group 1 0.0 5.0 0.0 5.0 0.0
Group 2 0.01 0.01 0.0 0.0 0.0
IV
Group 1 0.01 0.01 0.0 0.0 0.0
Group 2 0.01 0.01 0.0 0.0 0.0
Table 7.2: The material properties for the regions in example 7.2. Cross sections in units
of cm−1 and source in units of cm−3s−1.
region coloured green in figure 7.8:
F (ψ) =
∫
vT
Σa(r)dV
∫
4pi
ψ2(r,Ω)dΩ =
∫
vT
Σa(r)ψsc,2(r)dV (7.16)
where vT is the goal region and ψsc,2 is the scalar flux for group 2 particles. The only source of
group 2 particles arises from the scattering material (region III), therefore the contributions
to the goal arise only from the group 1 particles scattered from this region. The group scalar
flux solutions for this problem are shown in figure 7.9. The goal-based adaptive wavelets
calculation was performed with a maximum resolution of level 4 wavelets, this corresponds
to 612 angular degrees of freedom at each node. Two sets of adaptive calculations were
performed. One used an energy-independent discretisation where both energy groups have
the same set of angular basis functions at each point in space. The other used an energy-
dependent discretisation in which each group has a different set of angular basis functions
at each point in space.
In the case of the energy-independent calculation, the group-wise errors defined by equa-
tion 7.13 are combined by taking the maximum value across the groups:
ei,q = max
g∈{1,...,G}
eg,i,q. (7.17)
This gives a single error value for each angular basis function at each continuous node which
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can be used to adapt the angular discretisation.
(a) Group 1. (b) Group 2.
Figure 7.9: The P37 scalar flux solutions for example 7.2.
Figure 7.10: The resulting distribution of angular degrees of freedom from energy-
independent goal-based adaptivity for example 7.2.
The distribution of angular unknowns from an energy-independent adaptive calculation
is shown in figure 7.10. The distributions of angular unknowns from an energy-dependent
adaptive calculation are shown in figure 7.11. The energy-independent distribution shows
angular resolution being applied from the source to the scattering material and from the
scattering material to the goal. The largest resolution is placed near the scattering material.
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(a) Group 1. (b) Group 2.
Figure 7.11: The resulting distributions of angular degrees of freedom for each group from
energy-dependent goal-based adaptivity for example 7.2.
This is where the group 1 particles are travelling towards the scattering material and the
group 2 particles are travelling towards the goal, requiring resolution in both directions. The
energy-dependent distribution is essentially the division of the energy-independent distribu-
tion into two components. Figure 7.11a shows the angular resolution for group 1 particles,
this shows it has resolved only the regions of space between the source and the scattering
material. Figure 7.11b shows the angular resolution for group 2 particles, this shows it has
resolved only the regions of space between the scattering material and the goal. The energy-
dependent and energy-independent distributions have the same colour scale to highlight that
the energy-dependent distributions do not possess the large number of basis functions near
the scattering material. This is because the two separate sets of directions are split between
the group 1 distribution and the group 2 distribution.
The statements from the previous paragraph are supported by inspecting the active
wavelets in the discretisation at a few points in the domain. Figure 7.12 shows the active
wavelets at node 1 from figure 7.10. It is observed that the direction of flow of group 1
particles from the source to the scattering material has been resolved. The group-dependent
resolution demonstrates that minimum resolution was applied for group 2 particles. A similar
result is seen at node 3 in figure 7.14. The direction of flow from the scattering material to the
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Figure 7.12: The active wavelets in the angular discretisation at node 1 from example 7.2.
The location of the node is shown in figure 7.10. Acronyms: GI - Group independent, GD 1
- Group dependent group 1, GD 2 - Group dependent group 2.
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Figure 7.13: The active wavelets in the angular discretisation at node 2 from example 7.2.
The location of the node is shown in figure 7.10. Acronyms: GI - Group independent, GD 1
- Group dependent group 1, GD 2 - Group dependent group 2.
goal is resolved for the group 2 particles whereas minimum resolution is applied for group 1
particles. Figure 7.13 shows the active wavelets at node 2, this is more interesting because it
explicitly shows the group-independent resolution broken down into the resolution for group
1 and group 2 particles.The group 1 particles of interest are heading towards the scattering
material and the group 2 particles of interest are heading towards the goal. This causes
the requirement for a large number of angular basis functions in the energy-independent
discretisation but not in the energy-dependent.
The convergence plots for the goal functional are shown in figure 7.15. It was found that
the PN method converges at a faster rate than the SN method in this problem and was
thus used as the reference. Figure 7.15b shows the same plateau behaviour noted in the
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Figure 7.14: The active wavelets in the angular discretisation at node 3 from example 7.2.
The location of the node is shown in figure 7.10. Acronyms: GI - Group independent, GD 1
- Group dependent group 1, GD 2 - Group dependent group 2.
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Figure 7.15: Convergence plots for the goal functional from example 7.2.
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previous example due to the difference between the W4 and P37 reference values. In this
problem there is a difference of approximately 1% between the functional value for W4 and
P37. The convergence of the adaptive wavelets before the plateau is much faster than the
other uniform methods. The adaptive scheme produces the functional with a given error for
a discretisation with fewer degrees of freedom. Figure 7.15a demonstrates that the adaptive
wavelets method is converging to the W4 value to a high precision. It shows that the W4
value can be obtained to within approximately 0.5% for 14 and 7 times fewer degrees of
freedom for the energy-dependent and energy-independent discretisation respectively.
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Figure 7.16: Functional error plot against CPU time for example 7.2.
Plots of the error against CPU time are shown in figure 7.16. Figure 7.16b, which uses the
P37 reference, demonstrates that all calculations using a wavelet method perform best with
respect to computational time. This is despite the fact the PN method requires less degrees
of freedom for a given error. This is attributed to the fact the matrix for the PN method
is poorly conditioned in comparison to the matrix for the wavelets method. Therefore, the
solving process requires more time for the PN method for a given size of matrix. From both
plots it is seen that the adaptive wavelet methods perform best with respect to computational
time. It is further noted that the energy-dependent discretisation performs best of the two
adaptive calculations. The energy-dependent and energy-independent adaptive methods
acquired an error of 5% with a speed-up of 5.3 and 2.6 respectively, compared to the uniform
wavelets calculation. There was a speed-up by a factor of 13 between the PN and the
energy-dependent adaptive wavelets at an error of 5%. There was an approximate speed-up
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by a factor of 2 between the energy-dependent and energy-independent adaptive wavelet
calculations.
7.4.3 Example 7.3
Figure 7.17: The three-dimensional domain for example 7.3. The goal region is the green
cube at the end of duct.
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(b) X-Z view.
Figure 7.18: The geometry of example 7.3 illustrated with two-dimensional views. The
dimensions are in units of centimetres.
168
7.4 Examples
This is a monoenergetic three-dimensional fixed source problem. The geometry for the
example is shown in figure 7.17. The model consists of a cube particle source (coloured red)
which is connected to a cube goal region (coloured green) via a square cross-section duct
which contains an optically-thin medium. The source, goal region and duct are surrounded
by a scattering material which acts to contain the particles within the duct. The remainder of
the domain (shown in blue) is a strong absorber material. Vacuum boundary conditions are
imposed upon all external boundaries. The material properties for the model are provided in
table 7.3. The surrounding cube has length 10 cm, the source and goal regions are cubes of
length 1.4 cm and the inner and outer ducts have widths 1.4 cm and 2 cm respectively. The
layout of the ducts is shown in figure 7.18. A mesh with 14,866 tetrahedral elements was used
for the calculations. This mesh was obtained in a separate calculation which used spatial
adaptivity in order to optimise the mesh. Therefore, the mesh has more spatial resolution
around the material interfaces of the duct. The solution is demonstrated in figure 7.19 by
showing streamlines of the particle current to indicate the flow of particles.
Figure 7.19: An illustration of the solution for example 7.3 using streamlines of the particle
current.
The goal-based adaptive wavelet calculations were performed with a maximum level 4
resolution which allows 1024 angular unknowns at each spatial node. An example of the dis-
tribution of angular degrees of freedom is illustrated in figure 7.20. The figure demonstrates
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Region Σa Σt Σs Source
Source 0.0 5.0 5.0 10.0
Goal 0.0 5.0 5.0 0.0
Duct 0.001 0.001 0.0 0.0
Scatterer 0.0 20.0 20.0 0.0
Absorber 10.0 10.0 0.0 0.0
Table 7.3: The material properties for the different regions in example 7.3. Cross sections
in units of cm−1 and source in units of cm−3s−1.
Figure 7.20: The resulting distribution of angular degrees of freedom from goal-based adap-
tivity for example 7.3.
that the angular resolution has been placed within the inner duct which paves the route
for the largest contribution to the goal functional. The resulting angular discretisations at
the 4 nodes indicated in figure 7.20 are shown in figure 7.21. The active wavelets at each
node indicate that the adaptive method is resolving the directions through the duct from
the source to the detector region.
The convergence results for this example are shown in figure 7.22. A uniform level 4
wavelet calculation is too computationally intensive for this problem, therefore, the finest
value from the goal-based adaptive wavelets is used as a reference functional. The functional
converged faster with SN than PN and thus SN was used as the other reference. The
goal functional in this problem has non-monotonic convergence which is the reason for the
anomalous dips in the convergence plots. The value of the functional is plot in figure 7.23
which illustrates the non-monotonic convergence and the reason for the anomalous dips. As
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Figure 7.21: The active wavelets in the angular discretisation at a set of nodes from exam-
ple 7.3. The location of each node is shown in figure 7.20. The direction indicated under
each figure is the direction coming out of the page.
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Figure 7.22: Convergence plots for the goal functional from example 7.3.
in the previous examples, the error from the adaptive wavelets levels out when using the SN
reference value. There is a 0.5% difference between the S26 and the adaptive wavelet (which
is converging to W4) functional values. It is observed that with both the SN and goal-based
wavelet reference values, the convergence of the adaptive method is greater than that of the
other methods for coarse angular resolution. When using the adaptive wavelet value as a
reference, the improved convergence appears to continue as the adaptive method converges
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Figure 7.23: The goal functional value plot against the average number of angular unknowns
per spatial node for example 7.3.
to a higher precision than the SN method.
7.4.4 Example 7.4
The last example is a two-group eigenvalue problem modelling an infinite lattice of pin cells.
The geometry for the example is shown in figure 7.24, reflective boundary conditions are
applied to all boundaries. The calculations performed for this work took advantage of the
symmetry and modelled only one eighth of the domain. The pin is 3.1% enriched uranium
dioxide with a Zircaloy cladding; the water coolant has a boron concentration of 800 ppm.
The material cross sections for the example were obtained using WIMS9 [60] and provided
in table 7.4. The pin cell domain was mesh using 8,832 triangular elements of roughly equal
size. The scalar flux solutions for the problem are shown in figure 7.25. The eigenvalue
was used as the goal for the adaptive process and a maximum of level 4 wavelets (612 basis
functions) was imposed. As in section 7.4.2, the adaptive calculations were performed using
energy-dependent and energy-independent sets of basis functions.
An example of the distribution of angular degrees of freedom resulting from energy-
independent adaptivity is shown in figure 7.26. Example distributions obtained from energy-
dependent adaptivity are shown in figure 7.27. The distribution of angular resolution does
not highlight any areas notably more than others. Samples of the active wavelets in the
adapted discretisations are shown in figures 7.28, 7.29 and 7.30. The selected nodes are (1)
at the centre of the fuel pin, (2) in the middle of the clad, and (3) in the bulk of the moderator.
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Figure 7.24: The two dimensional domain for problem 7.4. The dimensions are in units of
centimetres.
Region Σa Σt Σs,g→1 Σs,g→2 νΣf χ
I
Group 1 2.882571E-02 4.231071E-01 3.935887E-01 6.927316E-04 1.947030E-02 1.0
Group 2 2.081569E-01 6.100180E-01 1.491830E-04 4.017119E-01 3.756630E-01 0.0
II
Group 1 1.292164E-03 2.801485E-01 2.786851E-01 1.712806E-04 - -
Group 2 3.304970E-03 2.478538E-01 2.850373E-05 2.445203E-01 - -
III
Group 1 2.723034E-04 6.174202E-01 5.860507E-01 3.109721E-02 - -
Group 2 1.343764E-02 1.648910E+00 3.389150E-05 1.635438E+00 - -
Table 7.4: The material properties for the regions in example 7.4. Cross sections in units
of cm−1.
(a) Group 1. (b) Group 2.
Figure 7.25: The W3 scalar flux solutions for example 7.4.
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The active wavelets do not demonstrate the importance of any particular direction at each
node. It is noted that the energy-dependent discretisation shows less angular resolution
applied in the thermal group.
Figure 7.26: The resulting distribution of angular degrees of freedom from energy-
independent goal-based adaptivity for example 7.4.
(a) Group 1. (b) Group 2.
Figure 7.27: The resulting distributions of angular degrees of freedom for each group from
energy-dependent goal-based adaptivity for example 7.4.
The relatively uniform distribution of angular resolution in both the spatial and angular
domain is attributed to the angular complexity of the solution. The irregular shape of the
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Figure 7.28: The active wavelets in the energy-independent angular discretisation at a set
of nodes from example 7.4. The location of each node is shown in figure 7.26.
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Figure 7.29: The group 1 active wavelets in the energy-dependent angular discretisation at
a set of nodes from example 7.4. The location of each node is shown in figure 7.27.
175
7.4 Examples
infinite pin cell solution was first highlighted by Adams [2] and subsequently by Cao [29].
The azimuthal variation of the group angular fluxes at a polar cosine of 0.01 is shown in
figures 7.31a and 7.31b. These plots were obtained with a level 4 wavelets discretisation
which has 612 angular basis functions. The polar cosine was chosen because the wavelet
discretisation has the greatest azimuthal resolution at this polar angle. These plots are at
a coarser resolution than that used by Adams or Cao but they demonstrate the irregular
angular solutions. The solution at the centre of the fuel and the moderator region has a
4-fold rotational symmetry which is observed in the active wavelet plots. The solution in
the clad region does not possess this symmetry and the active wavelets also reflect this. The
discretisation requires a fine angular resolution over the entirety of the domain in order to
resolve the solution. This is the reason for the distribution of angular resolution obtained
through the adaptive method.
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Figure 7.30: The group 2 active wavelets in the energy-dependent angular discretisation at
a set of nodes from example 7.4. The location of each node is shown in figure 7.27.
The convergence plots for the eigenvalue are shown in figure 7.32. The error in the
functional (eigenvalue) is presented in units of pcm:
∆k =
|kref − k˜|
10−5
(7.18)
where kref and k˜ are the reference and approximate values respectively. An S40 (840 direc-
tions) calculation was used as the non-wavelet reference. The convergence plots look similar
for both reference values in this example because the reference values agree within 1 pcm.
The goal-based angular adaptivity does not provide significant benefit in this pin cell calcu-
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Figure 7.31: Azimuthal plots of the angular flux for the infinite lattice pin cell. The plots are
at a polar cosine of 0.01. The azimuth is zero at the x-axis and increases in the anti-clockwise
direction from the perspective of looking in the negative z-direction.
lation. This is attributed to the fine angular resolution necessary throughout the domain in
order to capture the solution.
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Figure 7.32: Convergence plots for the goal functional from example 7.4.
7.5 Conclusions
A methodology for implementing adaptive angular resolution applied to neutral particle
transport has been presented. The method uses a wavelet-based discretisation for the two-
dimensional angular domain. The hierarchical basis of the wavelet discretisation is an attrac-
tive property when applying adaptive methods. The angular resolution has been allowed to
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vary across the space and energy dimensions of the particle phase space. Goal-based adap-
tivity has been demonstrated, where the adaptive methods modify the discretisation with
the objective of minimising the error on a specific functional of the solution. Such methods
are driven by goal-based error estimators which require the solution of an adjoint system.
The adaptive methods have been applied to a number of examples to demonstrate their
effectiveness. The results of the adaptive wavelets were compared with PN , SN and WN cal-
culations using uniform angular resolution. For fixed source problems with localised sources
and goals, the adaptive method showed it could produce the functional with a given error
for significantly fewer degrees of freedom compared to the uniform methods. The infinite
lattice of pin cells did not exhibit the same behaviour. In this problem, the solution requires
high angular resolution over the majority of the domain. This means the adaptive method
will apply high resolution over the entire domain and thus provide similar results to uniform
resolution.
The examples in sections 7.4.1 and 7.4.2 demonstrate the adaptive wavelets method
is capable of producing results with a given accuracy for shorter computational times. The
amount of time saved is problem dependent, rough speed-up factors of 5 and 8 were observed
when compared to uniform wavelet calculations in the examples provided.
It is the case for any adaptive method that one must use intuitive reasoning to decide
whether the adaptive method will provide benefit over the use of a uniform high resolution
calculation. However, even in the event that an adaptive method does not reduce compu-
tational usage, it does provide an automated means of performing a convergence test. This
is achieved by obtaining multiple results through the iterative adaptive process. Such a test
would typically require a user to manually refine the discretisation. The adaptive methods
therefore have the capability to reduce the person-hours involved in a calculation.
The energy dependence of the angular discretisation was tested in two examples. The
fixed source problem in section 7.4.2 showed that the energy-dependent discretisation re-
quired less degrees of freedom by a factor of two. This also accounted for a reduction in
computational time by a factor of two. In the pin cell example (section 7.4.4) it did not
exhibit significant benefits over using the energy-independent angular discretisation. There
is no significant additional computational overhead in using a different adaptive angular
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discretisation in each energy group so its use is recommended.
The adaptive methods in this work are applied to only the angular resolution of the
particle phase space. These methods reduce the error attributed to the angular discretisa-
tion but the error from the spatial discretisation remains. The combination of goal-based
adaptive resolution in both the space and angular domains will provide a means to reduce
the discretisation error further. This will be demonstrated in the next chapter.
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Chapter 8
Simultaneous Spatial and Angular Adaptivity
using Octahedral Wavelets
The previous chapters have demonstrated spatial and angular adaptive methods implemented
independent of each other. These methods have proved useful for minimising the discretisa-
tion error attributed to the corresponding dimensions of the transport phase space. However,
when used independently the discretisation error from the other dimensions of the phase
space are still present in the solution. The next step is to combine the spatial and angular
adaptive methods in order to minimise the discretisation error from both dimensions of the
phase space. The octahedron-based wavelets allow anisotropic angular resolution and have
proved more beneficial for angular adaptivity than the spherical harmonics. Therefore, the
research in this chapter presents the combination of the angular adaptive methods shown in
chapter 7 and the spatial adaptive methods described in chapter 4 and shown in chapter 5.
The theory for the goal-based error measures for the spatial and angular adaptivity are the
same as those presented previously and thus will not be repeated. An additional correction
for the spatial error metric was required and is described in section 8.1. This is followed
by a description of the algorithm used in the adaptive calculations and some examples to
demonstrate the performance.
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8.1 Spatial Error Correction
8.1.1 Hessian Correction
It was stated in section 4.1 that the spatial discretisation error is approximated using the
Hessian of the solution. The goal-based error metrics, equations 4.9 and 4.10, require the
Hessian of each angular coefficient in the discretisation. However, with adaptive angular
resolution the angular discretisation is no longer uniform throughout the spatial domain. If
a certain angular basis function is not used at a spatial node then the coefficient for that
angular basis function is zero.
Positioning zeroes at locations where the basis function is not present provides the correct
description of the approximate solution. However, it introduces artefacts into the spatial
error metric through the calculation of the Hessian. At interfaces where an angular basis
function is present or not in the discretisation, the solution drops to zero. This sudden
drop creates a large gradient and thus large Hessian values. These values are typically
much larger than any other values that would be obtained if the solution did not have a
spatially dependent angular resolution. In essence, the variable angular resolution creates
discontinuities in each angular coefficient which the spatial adaptivity attempts to resolve.
These large Hessian values are purely artefacts of the variable angular resolution in space.
Without adjustment, the spatial adaptivity will attempt to resolve the interfaces of the
angular basis functions. This will include resolution which is not optimal for reducing the
error in the solution.
This issue was rectified by setting the Hessian field to zero at the nodes at which it was
affected by the angular resolution. The Hessian calculation (described in section 4.1.2) at
a given node is affected by those nodes which are connected by two edges. Therefore, the
Hessian for a given angular coefficient at a given node is set to zero if the basis function is
not used at any of the surrounding spatial nodes connected by two edges.
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8.1.2 Metric Smoothing
The forward and adjoint metrics are combined in the manner described in section 4.4. It was
found the convergence of the adaptive method was not particularly smooth when decreasing
the target error tolerance. That is, the target tolerance may be decreased but the resulting
solution have a greater error. This is not desirable from any adaptive method. This was
rectified by a simple node average smoothing process applied to the final spatial error metric.
This took the average of the nodal value with all surrounding nodes connected by a single
edge.
8.2 Adaptive Procedure
Algorithm 6 The algorithm used to adapt in spatial and angular resolution simultaneously.
The number of adaptive steps is Na.
Set initial spatial and angular discretisation.
for a = 1 to Na do
Solve for angular flux distributions.
Calculate angular and spatial error fields.
Adapt angular discretisation using the same steps in algorithm 5.
Map solutions and errors to new angular discretisation.
Adapt spatial discretisation using the same steps in algorithm 1.
Interpolate solutions to new spatial discretisation.
end for
The algorithm used for adapting in both space and angle is a simple combination of
the independent adaptive methods. The pseudo-code illustrating the procedure is shown in
algorithm 6. The algorithm adapts the angular discretisation first and maps the solution
and error fields to the new discretisation. For the hierarchical wavelet discretisation, the
mapping simply copies the angular coefficients from the previous discretisation to the new
one. This is followed by the spatial adapt and the conservative interpolation of the solution
onto the new mesh. The angular adapt is performed first because the error fields for the
spatial adapt do not require an interpolating process following the angular adapt. This is
a consequence of the simple mapping using the hierarchical basis. Alternatively, the spatial
adapt could be performed first and the error fields would be interpolated onto the new mesh.
These interpolated error fields would then be used for the angular adaptive algorithm which
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could be less efficient.
8.3 Examples
This section presents a few examples to demonstrate the performance of the simultaneous
goal-based spatial and angular adaptivity. As in previous chapters, the performance of the
method is judged using the accuracy of the target functional:
εF =
|Fref − F˜ |
Fref
. (8.1)
The functional error is plot versus the number of discontinuous degrees of freedom used to
obtain the solution. The adaptive results were compared with two other sets of calculations,
both of which were performed using a uniform angular resolution equal to the maximum
resolution imposed by the adaptive calculations. The maximum angular resolution was
chosen because it is generally the angular discretisation which contributes the larger error.
The two data sets were: (i) variable uniform mesh resolution, and (ii) goal-based adaptive
spatial resolution. The uniform mesh resolution with the maximum angular resolution will
be inefficient but it is the typical means for a user to obtain a converged solution. The
goal-based spatial adaptivity calculations will obtain the optimal mesh for the goal given
a range of tolerances. Therefore, the combined spatial and angular adaptivity calculations
should outperform the goal-based spatial adaptivity if there is significant potential to remove
angular resolution from the problem.
Comparisons of accuracy with respect to calculation time are also provided. The data
points for the adaptive methods are the errors obtained at each adaptive iteration plotted
against the cumulative time for the adaptive calculation. That is, the time for the nth
data point is the total time for n iterative adaptive solutions. Each adaptive calculation is
completed using 15 adaptive iterations in this section. The adaptive calculations have been
chosen for a suitably low tolerance that the error from the adaptive method decreases to
a comparable level to the uniform calculation. Some uniform resolution calculations were
run in parallel, thus the times are not directly comparable. An approximation has been
made by scaling the elapsed wall time of the parallel calculations by the number of cores
183
8.3 Examples
that were used. This assumes perfect linear scaling which means the approximation is an
under-estimate of the theoretical serial time. The data which has been scaled in this manner
is clearly indicated in the plots using a dashed line.
For clarity, the terms in the legends of the figures have the following meaning:
W2 uniform mesh refinement
Uniform angular discretisation using level 2 wavelets resolution and uniform resolution
in space i.e. similar sized elements over the entire domain.
W2 GB spatial adapt
Goal-based spatial adaptivity using a uniform angular discretisation using level 2
wavelets resolution.
GB space-angle adapt
Combined goal-based spatial and angular adaptivity.
8.3.1 Example 8.1
This problem was first presented by Brunner [20]. It is a mono-energetic problem with a
checkerboard of materials alternating between highly absorbing and highly scattering media.
The geometry for the problem is shown in figure 8.1 and the cross sections for the problem
are provided in table 8.1. There are two distinct materials, a pure absorber and a pure
scatterer. The blue and red regions contain the absorbing material and the white and green
regions contain the scatting material. The source is defined in the red region. The goal of the
calculation is set as the average flux within the green region. The adaptive calculations were
performed with a maximum resolution of level 2 wavelets, this corresponds to a maximum
of 60 angular basis functions. The initial mesh was composed of 3,518 triangular elements
of roughly equal size. The scalar flux solution for the problem is shown in figure 8.2.
Examples of the adapted mesh and angular resolution are shown in figure 8.3. The
adapted mesh presented in figure 8.3a shows the adaptive process has resolved the interfaces
between the different materials in the direction of the goal. It has also resolved the regions
in which the particles scatter in order to reach the goal region. Figure 8.3b shows angular
resolution has been placed in the paths of least resistance from the source to the goal region.
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Figure 8.1: The two-dimensional domain for example 8.1. The region used for the goal
functional is coloured green. The dimensions are in units of centimetres.
Region Σa Σt Σs Source
Red 10.0 10.0 0.0 1.0
Blue 10.0 10.0 0.0 0.0
White 0.0 1.0 1.0 0.0
Green 0.0 1.0 1.0 0.0
Table 8.1: The material properties for the different regions in example 8.1. Region colours
refer to those in figure 8.1. Cross sections in units of cm−1 and source in units of cm−3s−1.
The active wavelets at the four nodes highlighted in figure 8.3b are shown in figure 8.4. These
plots demonstrate the adaptive method has increased resolution in the important parts of
the angular domain at the specific nodes. It is noted from these plots that the adaptive
method is attempting to resolve the contribution of particles from some less direct paths.
This occurs as the target error tolerance is decreased and the adaptive method attempts to
resolve smaller contributions to the goal.
The convergence plot for the goal functional is shown in figure 8.5a. It is observed that
the combined adaptivity at coarse resolution outperforms the other methods. The uniform
mesh refinement performs poorly as expected and indicates the requirement for spatial adap-
tivity. The combined adaptive method performs well at the coarser resolutions, however, the
performance gap between the combined adaptivity and the space-only adaptivity reduces
at higher resolution. This indicates the adaptive angular resolution provides less benefit at
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(a) (b)
Figure 8.2: The W2 scalar flux solution for example 8.1 shown on (a) a linear scale and (b)
a log scale.
(a) Adapted mesh. (b) Adapted angular resolution.
Figure 8.3: An example of an adapted mesh and adapted angular resolution obtained from
goal-based adaptivity for example 8.1.
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Figure 8.4: The active wavelets of the angular discretisation at a set of nodes from exam-
ple 8.1. The location of each node is shown in figure 8.3b.
higher resolution. The performance gained by the angular adaptivity depends on two factors.
Firstly, the maximum order of angular resolution. In this example it has been limited to 60
angular basis functions. Once the adaptive angular resolution minimises the error as far as
possible with these basis functions, any further increase in accuracy is obtained through spa-
tial mesh resolution. It is expected that if the maximum angular resolution were increased
then the gap between space-only and combined adaptivity would be greater. Secondly, it
depends on the problem being modelled. This problem provides some performance gain at
coarse resolution which is observed by the gap between the combined adaptivity and the
space-only adaptivity. However, the paths for the particles to reach the goal are through a
pure scattering material. Therefore, it is not possible for the adaptive resolution to resolve
solely in the direction of the goal because some particles travelling in the opposite direction
will still contribute to the goal. In contrast, in a duct problem with a low cross section,
it would be expected that the adaptive angular resolution could provide more performance
gain in terms of degrees of freedom.
It is important to note that the performance gain from adaptive angular resolution de-
creases when used in conjunction with spatial adaptivity. Consider a uniform mesh being
used for this problem. The adapted angular resolution would be similar to that shown in
figure 8.3b, however, with a uniform mesh there would be a greater number of nodes with
the lower angular resolution in the unimportant regions of space. Thus providing greater
savings through placing low angular resolution at a greater number of nodes. The use of
the spatial adaptivity removes these nodes in the unimportant regions of space and places
more nodes in the important regions. This results in a small number of nodes that have low
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angular resolution and a large number of nodes with high angular resolution. This is positive
and ultimately the goal of the adaptive method, however, it is important to note that it can
reduce the effectiveness of the angular adaptivity.
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Figure 8.5: (a) Convergence plot for the goal functional for example 8.1. (b) Functional
error plot against calculation time for example 8.1.
The performance of the methods with respect to computation time is shown in figure 8.5b.
It is observed that the adaptive methods both outperform the uniform resolution calculations
when calculating small errors. The first few data points with high error are less relevant as
the iterative adaptive process is just beginning. The combined adaptive method appears to
outperform the goal-based space-only adaptivity despite the fact they both require a similar
number of degrees of freedom to obtain a given accuracy at high resolution. This is because
the combined adaptive process takes a different route to obtain the error and performs some
of the iterative steps with less degrees of freedom than the space-only adaptivity which gives
it this benefit with respect to time. It is noted that both adaptive methods required a
similar amount of time to complete the 15 adaptive iterations. This plot highlights that
the adaptive procedures do not converge monotonically in the adaptive procedure. It is
observed that both adaptive methods over-resolve which reduces the error to a minimum
and then coarsens which raises the error in the next few iterations. The adaptive process
then converges to an approximately constant error value.
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8.3.2 Example 8.2
This example is the same as that presented in section 7.4.1. The problem geometry is
reproduced in figure 8.6 for convenience. The problem consists of a source in region III, a
transparent material in region II and an absorber in region I. The cross sections are provided
in table 7.1. The goal is the average flux within the region highlighted green. The adaptive
calculations are performed using a maximum resolution of level 2 wavelets, corresponding to
60 angular basis functions. The calculations started with an initial mesh composed of 7,832
triangular elements of roughly equal size. The scalar flux solution is shown in figure 8.7.
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Figure 8.6: The two-dimensional domain for example 8.2. The region used for the goal
functional is shown in green. The dimensions are in units of centimetres.
An example of the adapted mesh and distribution of angular degrees of freedom are shown
in figure 8.8. The adaptive process has placed spatial resolution on interfaces between the
transparent and absorbing media in regions that affect the goal. Angular resolution has
been placed only in the path from the source to the goal region. The active wavelets at the
nodes located in figure 8.8b are shown in figure 8.9. The active wavelets demonstrate that
resolution has been placed only in the direction from the source to the goal region.
The convergence plot for the goal functional is shown in figure 8.10a. The combined
adaptive method has shown the best performance with respect to the number of degrees of
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(a) (b)
Figure 8.7: The W2 scalar flux solution for example 8.2 shown on (a) a linear scale and (b)
a log scale.
(a) Adapted mesh. (b) Adapted angular resolution.
Figure 8.8: An example of an adapted mesh and adapted angular resolution obtained from
goal-based adaptivity for example 8.2.
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Figure 8.9: The active wavelets of the angular discretisation at a set of nodes from exam-
ple 8.2. The location of each node is shown in figure 8.8b.
freedom. Other than the anomalous dip in the error obtained by the space-only adaptive
calculation, the combined adaptive method obtains a smaller error for a given number of
degrees of freedom. The uniform mesh calculations require significantly greater numbers of
degrees of freedom for a given accuracy when compared to the adaptive methods.
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Figure 8.10: (a) Convergence plot for the goal functional for example 8.2. (b) Functional
error plot against calculation time for example 8.2.
The performance of the adaptive methods with respect to time is shown in figure 8.10b. It
is again noted that the adaptive methods outperform the uniform calculations when acquir-
ing smaller errors. The two adaptive methods have similar performance after 3–4 adaptive
iterations. This is attributed to the combined adaptive method over-resolving in space in
the first few adaptive steps. The space-only adaptive method does not do this and uses
the spatial elements more efficiently. The over-resolution occurs due to the variable angu-
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lar discretisation introducing discontinuities into the solution, which the spatial adaptivity
attempts to resolve. The modification to the Hessian described in section 8.1 helps reduce
this problem but does not completely eliminate it. This effect is only present in the first few
adapts before the adaptive iteration begins to settle. It is noted that the combined-adaptive
method has completed the 15 adaptive iterations in just under half the time taken by the
space-only adaptive method. This is because the space-only adaptivity has a greater num-
ber of degrees of freedom. The same non-monotonic convergence observed in the previous
example is seen here.
8.3.3 Example 8.3
This example is the second of the Kobayashi benchmarks published by the NEA [52]. It is
a three-dimensional mono-energetic fixed source problem. The geometry for the problem is
shown in figure 8.11a. It consists of a source region (red), an optically thin straight duct
(transparent) and an optically thicker surrounding material (grey). The goal is chosen as
the average flux over a volume at the end of the duct which is coloured green. The material
cross sections are provided in table 8.2. The initial mesh was composed of 1,755 tetrahedral
elements. The element spacing within the duct was approximately 8 cm, outside the duct
was approximately 40 cm. Reflective boundary conditions are applied to the three external
Region Σa Σt Σs Source
Red 0.05 0.1 0.05 1.0
Grey 0.5× 10−4 1× 10−4 0.5× 10−4 0.0
Transparent 0.05 0.1 0.05 0.0
Green 0.5× 10−4 1× 10−4 0.5× 10−4 0.0
Table 8.2: The material properties for the different regions in example 8.3. Region colours
refer to those in figure 8.11a. Cross sections in units of cm−1 and source in units of cm−3s−1.
planes that are connected to the source region. The adaptive calculations were carried out
using level 2 wavelets as the maximum angular resolution, which corresponds to a maximum
of 120 angular basis functions. The scalar flux solution is shown in figure 8.11b using a set
of iso-surfaces. Ray effects are evident in the solution indicated by the irregular iso-surfaces
that are further from the source.
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(a) (b)
Figure 8.11: (a) The geometry for example 8.3. (b) The W2 scalar flux solution for example
8.3 illustrated using iso-surfaces.
(a) Adapted mesh. (b) Adapted angular resolution.
Figure 8.12: An example of an adapted mesh and adapted angular resolution obtained from
goal-based adaptivity for example 8.3.
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Figure 8.13: The active wavelets in the angular discretisation at a set of nodes from exam-
ple 8.3. The location of each node is shown in figure 8.12b. The direction indicated under
each figure is the direction coming out of the page.
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Figure 8.14: (a) Convergence plot for the goal functional for example 8.3. (b) Functional
error plot against calculation time for example 8.3.
Examples of the adapted angular and spatial resolution are shown in figure 8.12. Angular
resolution has been placed primarily in the duct resolving the flow of particles from the
source to the goal region. Spatial resolution has been placed along the interface between
the transparent duct and the surrounding medium. The active wavelets at the two nodes
highlighted in figure 8.12b are shown in figure 8.13. The active wavelets confirm that the
angular resolution is placed in the directions from the source region to the goal region.
The convergence and calculation time plots are shown in figure 8.14. As observed in
previous examples, the adaptive methods have outperformed uniform resolution calculations
when compared with number of degrees of freedom. The combined spatial and angular adap-
tivity has provided further performance improvement compared to the space-only adaptive
calculations. This indicates the angular adaptivity provides a reasonable reduction in degrees
194
8.4 Conclusions
of freedom. In this problem, the adaptive methods perform well with respect to time even
at larger errors. This is attributed to the more significant time difference between a W0 and
a W2 calculation on a coarse mesh. The combined adaptive method consistently provides
better results for smaller computational times compared to the other sets of calculations.
The space-only adaptive calculation took just over 4 times longer than the combined adap-
tive method to complete the 15 adaptive iterations. The combined adaptive method and the
space-only adaptive method gave speed-up factors of approximately 20 and 5 respectively,
when compared to the high resolution uniform calculation.
8.4 Conclusions
This chapter has presented an automated method for simultaneous spatial and angular adap-
tivity for the transport equation. The method combines the adaptive algorithms presented
in previous chapters into a single process. An important modification was required for the
spatial error metric in order to prevent over-resolution by the spatial adaptivity around the
areas that the angular resolution varied. This was required because the Hessian of a given
angular coefficient had anomalously large values at nodes in which the neighbouring nodes
do not use the corresponding basis function. These anomalous values were set to zero to
prevent unnecessary spatial resolution caused by the variable angular resolution.
The combined adaptive algorithm for spatial and angular resolution was tested on a
number of examples and compared with other methods of resolution. It was observed that
the combined adaptive method was effective in producing results with a given accuracy for a
smaller number of degrees of freedom. The combined adaptive method was compared with
(i) uniform mesh and angular resolution, and (ii) goal-based mesh resolution with uniform
angular resolution. The uniform angular resolution was set as the maximum resolution
imposed by the adaptive process. This was chosen because the angular discretisation error
is typically greater than the spatial discretisation error. As expected, uniform mesh and
angular resolution showed poor performance with respect to the number of degrees of freedom
required for a given error tolerance. These results were presented to demonstrate the typical
procedure of a user performing convergence analysis by uniformly refining the angular and
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spatial domains. Uniform mesh refinement may not be the best approach for a convergence
analysis but any other attempt will require a heuristic and intuitive approach from the user
which is not guaranteed to produce accurate results. The goal-based space-only adaptivity
was presented in order to observe the performance gain obtained through the additional
angular adaptivity in the combined method. It was seen that the combined adaptivity
provided benefit over the space-only adaptivity in all the test cases. As with any adaptive
scheme, the additional performance gain is problem dependent. It is noted that problems
with regions in which particles have a directional flow are more likely to benefit from angular
adaptivity.
The reduction in the degrees of freedom required for a given accuracy led to a reduction
in computational time. It was observed in the test problems that the combined adaptive
method produces a given error in a smaller or equal time to that required for the other
methods of resolution. This is a tangible reduction in terms of computational time. However,
as noted in previous chapters, the iterative adaptive results can be used as an automated
convergence analysis which provides the user with information regarding the accuracy of
the functional. This less measurable benefit could prove more significant than the reduced
computational times, as person-hours could be more valuable. The time plots demonstrated
that the adaptive methods did not converge monotonically with each adaptive iteration. It
is not expected that monotonic convergence would always be possible but there is potential
room for improving the behaviour as the adaptive process settles.
It was also noted that the performance gain from adaptive angular resolution is reduced
for an adapted spatial resolution when compared to that of a uniform resolution. This is
attributed to the fact that the adapted spatial resolution has fewer nodes in positions of low
importance. Therefore, the number of nodes that have a lower angular resolution are far less
than that of a uniform mesh resolution. As stated previously, this is not a disadvantage but
it is important to note in order to analyse the results appropriately.
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Chapter 9
Conclusions and Further Work
This chapter provides a summary of the research performed, followed by proposals for future
work based on the findings presented in this thesis.
9.1 Chapter Summaries
9.1.1 Goal-based Spatial Adaptivity Applied to the Eigenvalue
Goal-based spatial adaptivity was implemented using the eigenvalue as the target of the cal-
culation. This drives the adaptive algorithm to modify the spatial discretisation to minimise
the error in the eigenvalue of the equation. It was observed that the goal-based adaptivity
would outperform regular Hessian based adaptivity when compared using both degrees of
freedom and computational time. This indicates the additional cost of the adjoint calculation
is worthwhile for the reduction in error it provides through adaptivity.
This chapter also demonstrated the use of an independent mesh for each energy group.
This did not provide a significant benefit in terms of degrees of freedom and at coarse resolu-
tion the performance was worse. In addition, the extra computational cost of interpolating
between the different meshes was substantial.
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9.1.2 Angular Adaptivity using Spherical Harmonics
This chapter presented adaptive methods for the spherical harmonics discretisation. The
order of the spherical harmonics expansion may vary between nodes in the spatial mesh
and energy groups. Both regular and goal-based adaptive methods were demonstrated. The
methods performed well for fixed source shielding type problems with respect to accuracy
for a given number of degrees of freedom. The goal-based method generally outperforms the
regular adaptive method in the fixed source calculations. This is attributed to the localised
nature of the goal which allows the resolution to be reduced in regions of low importance
which the regular adaptivity would refine.
The eigenvalue problem that was tested required group-dependent angular resolution in
order to attain better convergence compared to uniform angular resolution. This was the
case for both regular and goal-based adaptivity. The goal-based adaptivity did not provide
any improved convergence compared to the regular adaptive method. The reason for this
is that the eigenvalue is a variable dependent on the solution over the entire domain. This
means the adaptive methods produce similar angular resolution distributions.
The group-dependent angular resolution proved to be beneficial in the test cases in which
it was used. The use of group-dependent angular resolution requires minimal additional
computational expense. The only cost is that information about the angular distribution
must be stored for each group. Group-dependent resolution proves most useful in problems
in which the solution varies greatly between energy groups.
The performance of the adaptive spherical harmonics with respect to computational time
varies between test cases. It was observed to perform better, worse and equal to uniform
angular resolution calculations. It performed worse for a one-dimensional calculation, this
is because the calculation times were short even at uniform high order angular resolution.
The problems in which it performed either equal or better than uniform resolution are more
typical of a calculation in which one would like to use adaptivity. Despite the lacking perfor-
mance with respect to computation time, the adaptive methods provide more information
than a single uniform resolution calculation. They provide the user with information on the
convergence of the solution. This convergence information is obtained through the results
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provided at each adaptive iteration. The output at each adaptive step provides the solution
at a different resolution thus providing the user with some confidence in the accuracy of the
solution.
9.1.3 Angular Adaptivity using Octahedral Wavelets
An octahedron-based wavelet discretisation of the angular dimensions is used to achieve
anisotropic angular resolution of the transport solution. The combination of having compact
support and a hierarchical nature makes the basis ideal for adaptive resolution. As with the
spherical harmonics adaptivity, the angular resolution may vary between spatial nodes and
energy groups. The goal-based error measures were used to drive the anisotropic adaptive
algorithm. This produces angular resolution in only the directions of interest for each spatial
node and energy group.
The adaptive solutions could outperform the uniform resolution calculations with re-
spect to computational time. This is a result of the reduction in degrees of freedom whilst
maintaining a high accuracy obtained from goal-based adaptivity. In the problems shown,
speed-up factors of 5 and 8 were observed when compared to uniform resolution wavelet
calculations.
Similar as that observed with the PN adaptivity, the energy dependent angular resolution
proved to be beneficial in the fixed source example. This is because the goal-based errors
lead to tailored resolution for each energy group which improves the efficiency. The pin
cell calculation did not exhibit significant benefit from the energy-dependent resolution but
neither did it decrease the accuracy. As mentioned for adaptive PN resolution, the energy
dependent resolution has negligible overhead and thus seems a sensible choice.
9.1.4 Simultaneous Spatial and Angular Adaptivity using Octahe-
dral Wavelets
This chapter combined the spatial and angular adaptivity methods presented in earlier chap-
ters. It was found that a modification was required for the calculation of the spatial error
metric. The spatial error approximation relies on the second derivatives of each angular
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coefficient but when using a variable angular resolution, the angular coefficient is not cal-
culated at every node in space. The angular coefficients are set to zero at those nodes and
this results in large anomalous spikes in the second derivatives. It was necessary to set these
spikes to zero in order to prevent the spatial adaptivity resolving between regions of different
angular resolution.
The combined adaptive method was tested on several fixed source examples. The method
was not tested on any eigenvalue problems as the previous chapters had demonstrated that
these methods were most appropriate and effective for shielding type problems. The re-
sults showed that the combined spatial and angular adaptivity could outperform the other
methods of resolution with which it was compared. It was compared with uniform mesh
and uniform angular resolution to demonstrate a base-line performance with no adaptive
capability. It was also compared with goal-based space-only adaptivity in order to demon-
strate that the combined adaptive method could provide additional benefit. The combined
adaptivity demonstrated it could indeed outperform both these methods of resolution with
respect to both degrees of freedom and computational time for a given error. The perfor-
mance gains were problem dependent as usual and it is noted that directional flows see the
largest performance gains.
9.2 Further Work
The research presented in this thesis has demonstrated that the goal-based error measure
theory combined with the approximations in calculating the errors are suitable for use. The
adaptive methods can reduce the number of degrees of freedom and computational time
required for a solution with a given accuracy. The anisotropic angular resolution obtained
using the octahedral wavelet basis appears to provide greater benefit than the adaptive PN
method. This is attributed to the compact nature of the wavelets which provides a simple
mechanism to obtain anisotropic resolution. One disadvantage of this wavelet basis is that
it is not orthogonal which leads to a reasonable number of non-zero entries in the angular
basis function mass matrix. This is in contrast to PN and SN which have diagonal mass
matrices. It would be an interesting topic of further research to investigate the performance
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of an orthogonal wavelet basis. Such a basis would have weaker coupling through the mass
matrix but would still be coupled through streaming and scattering. This could offer the
potential for an increase in performance.
The error measures presented in chapter 3 can be used to calculate accurate error esti-
mates if the true adjoint solution is known. Of course the true adjoint solution is not known
and thus approximations must be made in order to calculate the goal-based error estimates.
One solution would be to solve the adjoint equation using a higher resolution space than that
of the forward equation. Using the high order adjoint solution will provide the error between
the resolution of the forward solution and the resolution used for the adjoint. However, this
gives no more information than solving the forward in the higher resolution space which
would be less computational expensive. In order to avoid solving the adjoint in the higher
resolution space, researchers attempt to enrich the adjoint solution to a higher order space.
This has proven successful and provides a cheaper means of obtaining an error estimate.
The choice of how to make these approximations is important because it affects the quality
of the error measures. If the quality of the error measures is better, then it is expected the
adaptive algorithm will have superior performance. One line for further research would be
an investigation into some different approximations for estimating the error than those used
in this work. The approximations in this work lead to error measures that are appropriate
for adaptive algorithms but are not particularly accurate for estimating error bounds on the
functional. Previous work by Park [66] utilised an implicit error estimator to approximate
the angular error. A similar method could be used to approximate the angular error using
the wavelet basis and potentially provide more accurate error estimations.
Adaptive angular resolution using spherical harmonics has demonstrated p-type adap-
tivity in the angular dimension. Adaptive angular resolution using the wavelet basis has
demonstrated h-type adaptivity in the angular dimension. An avenue for further potential
improvement is the investigation into an hp-type adaptive scheme for the angular variable
of the transport equation. A simple implementation of this could be achieved by using finite
elements for the angular discretisation and using standard hp-adaptivity methods from the
literature. However, it would be far more desirable to retain a hierarchical basis for such
a scheme but this would be more complex to develop. Using hp-adaptivity in the angular
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variables could result in much greater convergence with angular resolution as is seen with
spatial hp-adaptivity [85].
Variable angular resolution can result in reduced computational times for accurate results
but it unfortunately creates complications for other processes. One such process is load-
balancing for parallel calculations. Currently, the research code used in this project performs
parallel calculations using a domain decomposition of the spatial mesh with load-balancing
based solely on the spatial mesh. This attempts to distribute the number of spatial nodes
evenly across each process. However, a variable angular resolution may result in spatial
nodes with 10–100 times more degrees of freedom than others. A domain decomposition
which shares the number of nodes evenly across each partition will not distribute the degrees
of freedom evenly. Further research is required in order to determine an appropriate method
to decompose the spatial domain whilst taking into account the variable number of degrees
of freedom associated with each spatial node. One basic attempt would be the appropriate
weighting of the graph that is handed to the graph partitioning library. A more complex
approach would be a domain decomposition of both the spatial and angular spaces, which
may ultimately be required for very large angular resolutions. Another process that would be
complicated by variable angular resolution is an angular multigrid method. Further research
would be required to determine how best to restrict and prolongate between the multigrid
levels of variable resolution.
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