We prove a weak law of large numbers for the capacity of the range of simple random walks on Z 4 . On Z 3 , we show that the capacity, properly scaled, converges in distribution towards the corresponding quantity for three dimensional Brownian motion.
Introduction
Let (X n ) n be a simple random walk on Z d with d = 3 or 4. We are interested in the scaling limit of the capacity of the random set
where the capacity Cap(F ) of a set F of vertices on Z d is defined as the sum of escaping probabilities:
The capacity of the range of random walks is closely related with the intersection probability of two independent random walks. In fact, many estimations on Cap(X[0, n]) were deduced from that. We refer the reader to the Lawler's classical book [7] and the reference there.
In the present paper, we show that when d = 4, the second moment of Cap(F ) is asymptotically equivalent to the square of the first moment, which implies a weak law of large numbers:
which implies that
Such a weak law of large numbers was conjectured by Asselah, Schapira and Sousi [2, Section 6] . Besides, they also expect a random scaling limit for Cap(X[0, n])/E[Cap(X[0, n])] for d = 3 and there is no such kind of weak law of large numbers on Z 3 . We affirm this as a corollary (see Remark 4.1) of our second main result, which states that as n → ∞, Cap(X[0, n])/ √ n has a random limit in distribution, which is the corresponding quantity for three dimensional Brownian motion. To be more precise, let (M t ) t≥0 be the standard Brownian motion on Z 3 . Recall the Green function for Brownian motions on R 3 , see e.g.
[9, Theorem 3.33]: The corresponding (Brownian motion) capacity of a Borel set F is given by
µ is a probability measure on F ,
see e.g. [9, Definition 8.18 ]. We have the following result on the fluctuation of
The law of large numbers for (Cap(X[0, n])) n had already been obtained in dimension 5 and larger by Jain and Orey [5] . Finally, we briefly outline the proof. The argument for Theorem 1.1 is a refinement of that in [4] . We consider two independent simple random walks (X Organization of the paper We introduce necessary notation in Section 2. Then, we prove Theorem 1.1 and 1.2 in separate sections.
Notation
We collect several notation in the following.
• ℓ 1 -balls on
and r ≥ 0.
• Simple random walk: (X n ) n≥0 .
• Brownian motion: (M t ) t≥0 .
• Range of a SRW:
• Range of a Brownian motion:
• First entrance time for a set F : τ (F ) = inf{n ≥ 0 : X n ∈ F }.
• Hitting time for a set F :
• Green function for SRWs:
• Green function for Brownian motions on
• SRW capacity of a set F :
• Brownian motion capacity of a Borel set F :
µ is a probability measure on F }.
Four dimension: concentration of Cap(X[0, n]) around its mean
We prove Theorem 1.1 in this section. Before that, we need to state three auxiliary lemmas. 
Lemma 3.2 ([8, Theorem 4.3.1]). For a simple random walk on
It is known that the capacity of a set is closely related to the hitting probability of that set, see Lemma 3.1.
We will prove Theorem 1.1 by refining the argument in [4, Lemma 2.4].
Proof of Theorem 1.
n ) n≥0 be three independent simple random walks. Denote by E x (i) the expectation corresponding to the random walk X i with initial point x. Similarly, we
For simplicity of notation, we denote by E x,y,z (or P x,y,z ) the expectation (or probability) corresponding to X 0 , X 1 and X 2 with initial points x, y and z, respectively. Recall that
is the range of X 0 up to time n. Similarly, we define X 1 [0, ∞) and X 2 [0, ∞).
Let x 0 = (Kn, 0, 0, 0), where K will be sent to infinity in the end. By Lemmas 3.1 and 3.2,
where s(4)
By conditioning on X 1 and X 2 and then applying the strong Markov property for X 0 at time τ 1 ,
Then, we take the expectation with respect to X 2 and get that 
Hence,
We denote by k(n) the averaged capacity
Since
have that
Hence, by (5), we see that
By (5) and (9), we have that
and consequently, 
Proof of Theorem 1.2. By Skorokhod embedding, there exists a coupling between a pair of independent SRWs and a pair of independent Brownian motions. To be more precise, there exists a probability space such that the following holds, see [6, Lemma 3.1].
• (X 0 n ) n and (X 1 n ) n are both SRWs on Z 3 starting from 0.
• (M 0 t ) t and (M 1 t ) t are both Brownian motions on Z 3 starting from 0.
•
• For all ǫ > 0, there exist γ > 0 and C < ∞ such that for all n ≥ 1,
We take ǫ ≤ 1 1000 . We define several events as follows:
Similarly, we define
We define E 3 = E 3,SRW ∪ E 3,BM .
As we mentioned above, by Skorokhod approximation, P[E 
We define E = E 1 ∩ E 2 ∩ E 3 , take N = 2 and choose δ accordingly such that
Take y n ∈ Z d such that ||y n || 2 = ⌊n 1 2 +ǫ ⌋. By the independence between (X 0 , M 0 ) and (X 1 , M 1 ), the last passage time decomposition and the Green function estimate, we have that
and similarly, by [ 
We will show that (12) = 1 3 (1 + o(1)) · (13) which is equivalent to
We first find several quantities, which are asymptotically equivalent to the left hand side of (14). By the definition of E 3 and the strong Markov property of X 1 , we get that
Next, we will show that X 1 could be replaced by M 1 in the following sense:
which would follow from Skorokhod approximation up to time n 1+8ǫ and the following three equations: 
