Introduction
Finding correspondences between points in two or more images is a fundamental step in many computer vision applications, such as matching of object instances [2, 30, 40] , shape matching [10, 13] , Structure from Motion [9, 18] and homography estimation [27] . Matching is typically performed by first determining repeatable feature points (e.g., corner-like patches), then extracting feature descriptors (such as SIFT [17] , SURF [1] , learned deep features [31] or others), and finally associating them across images using relative distances in feature space. Traditionally, the problem has been considered only in its pairwise version, i.e., with pairs of images. However, the applications above imply a multi-image version, where matches need to be found across several images, and need to map consistently to an underlying set of physical entities (e.g., 3-D points). Researchers have started to rigorously consider the multi-image version only recently. Early practical solutions used simple greedy strategies to add and remove pairwise matches [10] . More recent strategies formulate multi-image matching as a version of an optimal assignment problem [10, 23, 40] . In this paper, we use a clustering formulation of the problem, where each multi-image match is represented by a cluster in feature space. We first rigorously show that this formulation is consistent with previous ones that enforce cycle consistency in the graph of pairwise matches ( §2). We then review existing practical approaches ( §3) and propose QuickMatch ( §4), an algorithm derived from QuickShift [29] that performs clustering by seeking the modes of an empirical density estimate. This strategy deals well with the typical conditions found in matching (large and unknown number of clusters whose size is limited by the total number of images). QuickMatch organizes all the datapoints (all the feature descriptors from all the images) in a tree (based on the density estimate, as in QuickShift) and then breaks it to find the clustering (i.e., matches). However, with respect to QuickShift, QuickMatch takes into account two characteristics of the matching problem: the distinctiveness of the descriptors (that is, the fact that it is more difficult to correctly match a point if there are other, distinct points in the scene with similar appearance) and the exclusion constraints given by the implicit mapping to distinct physical entities (e.g. 3-D points) in an underlying universe. We test QuickMatch against previous approaches on standard benchmarks, small scale Structure from Motion problems, and large scale object matching ( §5).
Paper contributions Our first contribution is a rigorous analysis of the relation between the multi-image matching problem and graphs of pairwise matches. This analysis is based on graph theory, is more general than previous results that use factorizations of permutations, and it provides the theoretical justification for our clustering-based method, QuickMatch, which is also our most significant contribution. With respect to previous work, QuickMatch 1) represents a novel application of density-based clustering; 2) directly outputs consistent multi-image matches without explicit pre-processing (e.g., initial pairwise decisions) or post-processing (e.g., thresholding of a matrix); 3) is non-iterative, deterministic, and initialization-free; 4) produces better results in a small fraction of the time; 5) can scale to large datasets that previous methods cannot handle; 6) takes advantage of the distinctiveness of the descriptor as done in traditional matching [17] to counteract the problem of repeated structures; 7) does not assume a one-to-one correspondence of features between images; 8) does not require knowing the number of entities (i.e., clusters) in the universe.
In addition, our experiments ( §5) show that multimatching methods yield more significative improvements when, assuming a bounded feature space, the ratio between features per cluster and total number of features is higher (in hindsight, this is intuitive, since it implies more easily recognizable clusters). This was not noticed before due to the poor scaling of existing algorithms.
Results on Multi-Image Matching and Graphs of Pairwise Matches
In this section we introduce different equivalent definitions of the multi-image matching problem, and use graph theory to analyze their relation with pairwise matches. These definitions motivate the two main practical approaches based on cycle consistency and on clustering (also see §3).
We consider a problem with N images, each one identified with a label i in the set I = {1, . . . , N}. A set of
, is extracted from each image i ∈ I. Each feature x ik represents an entity in the universe (as seen in image i), and contains a descriptor (a vector encoding appearance information) lying in a descriptor space. We assume that we have available either a distance
between any two features x i1k1 and x i2k2 . We denote the set of all extracted features as X = {x ik } i∈I k∈1,...,Ki . Let x i1k1 → x i2k2 , i 1 = i 2 denote a pairwise match, that is, our belief that a feature x i1k1 "maps to" another feature x i2k2 representing the same entity. With practical algorithms, matches are not necessarily symmetric (i.e., x i1k1 → x i2k2 might not imply x i2k2 → x i1k1 , see §3.1).
We now consider two constructs for discussing multiimage matches (matches spanning multiple images): the directed graph of pairwise matches G and the set of multiimage matches M. The main result of this section is then to provide different equivalent definitions of a set of multiimage matches in terms of directed graphs, laying the theoretical foundations for the algorithms discussed in §3 and §4.
We first need a few definitions adapted from graph theory.
Definition 1.
The directed graph of pairwise matches is a pair G = (V, E) where the set of vertices V corresponds to the set of features {x ik }, and E ⊂ V × V is a set of pairwise matches of the form
Given a subset of features C ⊂ V, we define the subgraph of G restricted to C as the directed graph G| C = (C, E ) where Conditions (C1) and (C2) prescribe that the same entity cannot appear in multiple clusters, and that a single entity cannot appear more than once per image. Condition (C3) requires that features from the same cluster always match. Proof. Property (P1) is implied by the definition of clique in (C3). Property (P2) can be proved by way of contradiction: assume that k 1 = k n ; using the sequence of matches and the cycle constraint, we can deduce that x i1k1 → x inkn ; however this is in contradiction with (C2), unless k 1 = k n . Property (P3) can be shown by using property (P1) to build the path x i2k2 , x i1k1 , x i2k 2 , and then using (P2).
Proposition 1. Definition 3 implies the following properties on the induced graph
Given Definition 2, the multi-image matching problem can be formalized as follows. Pairwise matching alone (see §3.1) cannot be used to solve Problem 1, since, in general, it does not produce graphs that are union of cliques. Instead, as we discussed in §3, practical algorithms aim to either building the induced graph
and §4).
From a computational standpoint, directly enforcing the constraint imposed by (C3) (while pursuing some kind of optimality) is hard, while it is much easier to deal with the constraints given by properties (P1)-(P3). In particular, (P2) has inspired the use of the concept of cycle consistency in the literature. The definition we give below is the one of [10] paraphrased with our graph-theoretic terminology.
Definition 4. A directed graph of pairwise matches
The following result shows the equivalence between Definition 4 and (C3).
Proposition 2. A directed graph of pairwise matches is cycle consistent if and only if it is a union of cliques.
Proof. Cycle consistency implies that all matches are symmetric. We can therefore partition the graph G into connected components (maximally connected subgraphs). We prove the claim by showing that for any two x i1k1 , x in,kn in the same component, x i1k1 → x in,kn ∈ E. By the definition of connected graph there exist a path x i1k1 , x i2k2 , x i3k3 . . . , x in,kn . Using the definition of cycle consistency and the first two correspondences in the path, we deduce that x i1k1 → x i3k3 . We can therefore build a shorter path x i1k1 , x i3k3 . . . , x in,kn . By repeating the same argument we can build a sequence of paths x i1k1 , x ij kj . . . , x in,kn , j ∈ {2, . . . , n} until we arrive to x i1k1 → x in,kn , thus showing the claim.
As a consequence of Proposition 2, we can provide another equivalent definition of multi-image matches.
Theorem 1. In Definition 3, condition (C3) can be equivalently substituted with the following: (C4) There is an induced directed graph
of pairwise matches such that, for any
Overall, the goal of this section is to show that cycleconsistency (see Theorem 1) and clustering (see Definition 2) are both valid ways to approach Problem 1. In particular, this justifies the use of a clustering algorithm (QuickMatch) instead of relying on cycle consistency constraints (as previously done). Note that our results are more general than previous ones based on factorizations of permutation mappings [10, 23, 40] , which assume a one-to-one correspondence between universe and features.
Review of Multi-Matching Algorithms
Section 2 provides the relation between feature clusters pairwise matches. However, practical algorithms need to solve Problem 1 and decide what matches are valid (while respecting the multi-image matching constraints above) by using actual distances or similarities. In this section we review existing algorithms, starting with basic pairwise matching.
Pairwise Matching
In an ideal world, descriptors for the same entity should be identical across images, and thus have zero distance or maximum similarity. Hence, the most straightforward criterion to use is to declare a pairwise match x i1k1 → x i2k2 whenever the distance d(x i1k1 , x i2k2 ) (or the corresponding similarity) is lower (higher) than a fixed threshold. However, this might produce incorrect matches when different entities have similar appeareances in the same image (e.g., due to repeated structures). A way to improve the results is to adapt the threshold based on the distinctiveness of a point, quantified by the distance to the closest descriptor in the same image. This method, first proposed in [17] , declares a match when
where ρ is a fixed constant (typically in the range [0.33, 1]) and
is the distance between the descriptor k 1 in image i 1 and the closest descriptor k * in the same image. In practice this simple criterion is very effective in preventing a large number of incorrect matches. Note that an analogous criterion (with a reversed inequality) can also be formulated with similarities instead of distances.
Cycle Consistency and Optimization
Algorithms for multi-image matching solve Problem 1 by trying to find "tight" clusters inside which features have low distances or high similarities among them. Early work aimed to simply identify and remove bad matches by using the cycle exclusion property (P2) alone; these approaches, however, require relatively high percentage of good matches to work [10] . The majority of later approaches, instead, attack the problem by considering the full characterization given by Theorem 1, and use cycle consistency constraints.
While some works pose the problem as a global nonconvex optimization [13, 32, 33, 35, 36, 39] , the most reliable solutions are based on convex relaxations [10, 23, 40] . These approaches keep track of the matches using an indicator matrix X. This matrix has dimensions K × K, where K = N i=1 K i is the total number of points, and its stucture is
where each block X ij has dimension K i × K j . Ideally, each entry of X should be binary (where 1 indicates correspondences between two points); however, this constraint is typically relaxed to the unit interval [0, 1]. Intuitively, each matrix X ij contains the pairwise matching information from image j to i encoded as a permutation matrix. The self-permutation X ii is canonically set to the identity matrix for all i. Cycle consistency (Definition 4) can be expressed with the constraints X ij = X T ji (2-cycle consistency, (L1)) and X i1i3 = X i1i2 X i2i3 (3-cycle consistency, (L2)). The remaining properties required by the definition of multi-image matches (see Theorem 1 and Definition 3) can be imposed by enforcing 0 ≤ X ij 1 ≤ 1 (the same inequalities with the transpose X ij are ensured by the symmetry constraint). The papers [10, 23] show that, after assuming that K i = M for all i ∈ I, and that the M features in any image are in one-toone correspondence with those in any other image, the cycle consistency constraint implies the low-rank factorization X = AA T , where A ∈ R K×M . Each M -by-M block in A can be interpreted as a permutation mapping the M entities of the universe to the features in each image (this is equivalent to the main result of §2, albeit in a less general setting). Using this fact, [10, 23, 40] optimize an objective function of the form f (X) = tr(S, X) subject to X satisfying all the constraints above, plus a semi-definite positive (SDP) constraint [10] or a nuclear norm low-rank regularizer [40] ; or subject to X = AA T , where A is orthonormal [23] . The matrix S ∈ R K×K represents the matrix of distances or similarities between feature points computed from d(·, ·), h(·, ·), or other similar information (such as the result of pairwise graph matching [40] ). The papers [10, 40] solve the optimization problem using the Augmented Lagrangian Method (ALM), while [23] reduces the problem to finding the leading singular vectors of the similarity matrix S 1 . This line of methods has a few limitations. While some of these methods take into consideration the distinctiveness of the features (1) while computing the input pairwise matches, this information is not used again during the multi-match problem. Moreover, since these approaches relax the constraint that the matrix A must have discrete entries in {0, 1}, an additional thresholding step might be required. Finally, the size of the universe M needs to be explicitly provided.
Additional methods
We mention the works of [22, 37] , which are also based on the use of permutation matrices from a universe to the features, but exploit the fact that these matrices, when applied to the feature descriptors, should ideally produce identical vectors that can then be assembled into a rank-1 matrix. These approaches share the same limitations as [10, 23, 40] . A parallel line of work [32, 33, 35, 36] considers the generalization of the multi-image matching problem given by the multi-image graph matching problem, where second order similarities (i.e., similarities between pairs of pairs of features) are taken into account. Directly incorporating these second order similarities is not considered in this paper, although this information can be indirectly used by treating them as first-order similarities (as done in [40] ).
Clustering
In this work we attack Problem 1 using the clustering perspective given by Definition 2. The basic premise is that points in the same cluster C c should form a tight group in feature space (see Fig. 1b ). In principle, we could apply popular clustering algorithms such as k-means [19] or spectral clustering [21] , but these algorithms require specifying in advance the number of clusters M , which is generally unknown. More importantly, they do not exploit two specific characteristics of multi-image matching. First, the distinctiveness criterion (1) can be used to estimate the size and separations of the clusters. Second, the exclusion properties (C1) and (C2) from the definition impose restrictions on the possible clustering.
In [34] , the clustering perspective is used in an algorithm that iterates between a matching step and the selection of mean features (similarly to k-means); this algorithm is sensitive to the initialization used, and multiple iterations are typically needed in order to achieve convergence.
In this paper, we will instead build upon density-based clustering algorithms. These algorithms originated with MeanShift [7] , and aim to find clusters of points from the modes of a non-parametric estimate of the density distribution of the data [24, 25] . Among these algorithms, we choose QuickShift [29] . This method is efficient and can be easily modified to incorporate the descriptor distinctiveness and the exclusion property constraint. Additionally, this algorithm does not make any explicit assumption on the shape of the clusters, and allows, for instance, non-isotropic, elongated clusters (due, for instance, to points seen from different viewpoints).
QuickMatch: Method Description
Our algorithm, QuickMatch, first organizes all descriptors {x ik } in a tree (similarly to QuickShift). Then, this tree is broken into small connected components (i.e., a forest) representing the multi-image matches (clusters). The details are given below (see Alg. 1 for a pseudo-code summary).
Density Estimation in Feature Space
We start by defining a density function
whereh is a density kernel function with bandwidth ρ den d ik , 0 < ρ den < 1 is a user-defined ratio, a is an arbitrary adaptive amplification factor that depends on d ik and, again, d ik is the distance between x ik and the closest descriptor from the same image. In our experiments we will use a non-normalized Gaussian kernel with σ = ρ den d 12 ,
although other kernels (e.g., parabolic or triangular) could be used. Empirically, the value of ρ den = 0.25 gives a good separation between two samples that are d ik apart, while avoiding the fragmentation of clusters. The function a(d ik ) can be used to boost the density for descriptors that are easier to match (i.e., where d ik is large), and effectively controls the relative importance of each match (given by the heights of its mode in the density). We use a(d ik ) = log(1 + d ik ), which helps with the ordering of "relevance" of the clusters, but does not appreciably influence the clustering.
Use of similarities instead of distances If instead of distances d(·, ·) we have similarities h(·, ·), we redefine (
This choice reduces to (4) when the similarity h is computed from d using a unit-bandwidth Gaussian. To produce sparser similarities, the elevation to power operation can also be approximated with the piecewise linear functionh(
) (this is used in the experiments in §5.3).
Construction of the Tree
Given a descriptor x ik , the parent in the tree is given by the closest point with higher density from another image: (5) and d(·, ·) is the distance in the descriptor space (see Fig. 1a) . If x ik is the root of the tree (highest mode), then parent(x ik ) = ∅. Equation (5) is the same as in QuickShift, except that the set J incorporates constraint (C2). If similarities are used instead of distances, then argmin j∈J d(x ı , x j ) should be substituted with argmax j∈J h(x ı , x j ).
Intuitively, with this procedure, a point tends to connect through a "short" (resp. "long") edge to another point with a higher density in the same (resp. another) cluster; points with "long" edges represent modes of D (see Fig. 1a ). Here, "short" and "long" refer to other edges in the same cluster.
Breaking the Tree into Clusters
Given a tree, we would like to break it into clusters (connected components) that correspond to valid multi-image matches, following the exclusion property (C2) and the distinctiveness criterion (1). Our algorithm works by tracking the collection of multi-image matches sets {C c }. We define two functions: mImg(C c ), which returns the indices of the images {i 1 , i 2 , . . .} ⊂ I to which the features in C c belong, and mDist(C c ), which returns the tightest distinctiveness criterion, mDist(C c ) = min ik:x ik ∈Cc d ik (or max ik:x ik ∈Cc h ik , if similarities are used). We use a bottomup procedure where we initialize one cluster for each point, and then consider each edge in the tree in ascending distance (or descending similarity). Assume that the edge under consideration connects two datapoints x ik and x i k belonging to clusters C c and C c , respectively. We consider an edge valid, and merge C c and C c , when: (EC1) The edge is short with respect to the distinctiveness criterion of the two clusters, that is d(x ik , x i k ) ≤ ρ edge min mDist(C c ), mDist(C c ) (swap h with d and reverse the inequality if similarities are used).
(EC2) The sets of images covered by the two clusters are disjoint,
If either condition is not satisfied, we discard the edge. Since the only operation we are performing on the clusters is merging, the sets {C c } are always disjoint (condition (C1)). Moreover, condition (EC2) implies that a single cluster cannot contain two points from the same image (condition (C2)). Finally, we canonically consider every feature in a cluster C c as matching with all the other features in the same cluster (condition (C3)). The user-defined constant ρ edge can be used to tune the balance between false positives and false negatives in the final matches. The algorithm terminates after considering all the edges (see Fig. 1a ).
Computational Considerations
As attested by the experiments in §5.1, QuickMatch is several times faster and more scalable than previous solutions. Nevertheless, there are a few aspects that can greatly speed up an implementation with relatively modest effort. 1) We can store the tree generated in §4.2 using two 1-D vectors (one for the indeces of the parent of each point, the other for the corresponding distance).
2) The functions mImg and mDist do not need to be explicitly implemented. Their outputs can instead be efficiently obtained using data structures that are updated when an edge is considered valid. In particular, the intersection operation in condition (EC2) can be efficiently implemented using bit arrays.
3) The tree breaking procedure of §4.3 needs to handle sets of at most 2N datapoints, since each cluster, by construction, cannot contain more than N elements (N being the number of original
Algorithm 1 The QuickMatch algorithm
Require: Descriptors {x ik }, parameters ρ den , ρ edge . Ensure: Clusters {C c } with multi-image matches.
for all pairs x ik , x i k do Estimating the density Compute the pairwise densityh (e.g., using (4)). end for for all x ik do Compute density D(x ik ). end for for all x ik do Building the tree Compute parent(x ik ). end for Initialize one cluster C c per datapoint. Breaking the tree Sort edges in the tree from shortest to longest. for all edges (in order) do Let x ik ∈ C c , x i k ∈ C c be the endpoint of the edge
Merge C c and C c . else Discard the edge. end if end for images). 4) The most computationally expensive steps of the algorithms are the computation of all the pairwise point distances and the corresponding kernel values in §4.1; however, these operations are embarrassingly parallel. 5) For large datasets, we can significantly reduce the memory and computation requirements by considering only a subset of nearest neighbors for each point. If a sufficient number of neighbors is used, the approximation introduced is practically acceptable (this technique is used in §5.2 and  §5.3 ). An optimized Matlab implementation is available on the first author's website (http://sites.bu.edu/tron/software/).
Experimental Evaluation

Graffiti Dataset
In this section we use the Graffiti dataset 2 to evaluate QuickMatch. The main goal of these experiments is to use the same evaluation protocol as previous work [40] to compare our proposed solution with other state-of-the-art [23, 40] and baseline algorithms (pairwise matching).
The dataset contains images from six planar scenes with six views each, and a manual ground-truth annotation of around 1000 keypoints. Using the evaluation protocol introduced in [20, 40] , we extract 1000 SIFT features from each image using VLFeat [28] . The multi-image matching problem is solved using traditional pairwise matching, the spectral method of [23] , the MatchALS method of [40] and QuickMatch (with ρ edge = 0.7). We evaluate each result by transferring the annotated keypoint from each view into the other views using Matlab's scatteredInterpolant function to interpolate from the matched features, and then calculate the distance between the estimated and true annotated keypoint positions. We compute the percentage of matches that have errors less than a thresholds ranging from zero to 0.1 pixels, and plot the resulting curves, shown in Fig. 2 . Tables 1 contain the summary of the area-under-thecurve (AUC) metric and computation times (all recorded on the same machine). This protocol with annotated keypoints and interpolation allows to indirectly evaluate the quality of the matches independently from their number (thus avoiding the need for precision/recall curves). Overall, QuickMatch improves the AUC metric by 3.2 to 17.9 percentage points with respect to the Spectral method and by 1.5 to 5.5 with respect to MatchALS (which represents the previous best method in this area). Moreover, QuickMatch is 8.8 to 32.1 times faster than the Spectral method and 34.9 to 62.2 times faster than MatchALS.
Structure-from-Motion Datasets
In this section we compare QuickMatch against the pairwise matching baseline on small Structure from Motion (SfM) datasets. The goal of these experiments is not to fully evaluate the application of QuickMatch to SfM (which would require considering the effect of the entire SfM pipeline and is out of the scope of this paper), but rather to provide an analysis which is complementary to the one of §5.1 by allowing the explicit calculation of precision/recall curves (using the epipolar constraint as validation). More in detail, we use the SfM datasets from [26] which include ground-truth camera pose information. We extract around 500-600 SIFT feature points from each image (again using VLFeat) and perform both pairwise matching and multi-image matching using QuickMatch. We can validate matches across pairs of images by calculating the essential matrices from the provided ground truth camera poses, and then computing the epipolarline-distance errors for the matches. For a given image pair, we compute the precision ( Nth Nmatches , x-axis)-recall ( Nth Nfeatures , yaxis) curves (where N matches is number of matches returned, N features is the lower number of features from either image, and N th is number of matches with epipolar-line-distance error less than 5 px). The curves are generated by varying the parameter ρ edge for QuickMatch in the range [0.5, 1.5] and the analogous parameter for pairwise matching (namely, the threshold THRESH in VLFeat's vl ubcmatch) in the range [1, 10] . The curves, shown in Fig.3 , are averaged across all pairs of images. The precision values are relatively low because the actual number of true matches between features extracted in the different pairs of images is unknown, so we use the number of features in the images N matches as a proxy. In all datasets, the use of QuickMatch consistently improves the precision of the matches. In general, QuickMatch takes around twice the time of computing pairwise matches. For the sake of transparency, we mention that if we repeat the same experiment with a significantly larger number of extracted features (in the order of tens of thousands instead of 500-600), the use of QuickMatch does not provide significant benefits vis-à-vis pairwise matching. We conjecture that this is due to the fact that in this regime feature vectors become quite dense in feature space (while the number of features per clusters remains about the same), while descriptors in the same clusters are not close enough. This conjecture is supported by the results of the next section, in which QuickMatch performs significantly better than pairwise matching. 
Object Instance Matching Dataset
Finding semantic correspondences between images of different object instances is an open problem [4, 11, 38] , with applications in reconstruction of object category models for object shape and pose estimation [12] . In this section, we demonstrate on the FG3DCar dataset [15] that QuickMatch can not only improve the matching accuracy (compared to pairwise matching), but also serve as an approach to discover discriminative parts shared by a class of objects.
The FG3DCar dataset consists of high-resolution car images with keypoint and viewpoint annotations. In our experiment, all left-view sedan images (37 images in total) are used for matching. As the cars in two images might be of different models with very different local features, traditional geometric features like SIFT can hardly work. Instead, we adopt the deep features extracted from pre-trained convolutional neaural networks (CNNs) for matching, which have been proven to be effective in previous work [16] . Consistent with [40] , we assume that the background segmentation is given, and we sample feature points along the edges on objects. The edges are detected by the structured forests [6] . Then, we forward each image through the AlexNet [14] trained on ImageNet [5] and stack the feature map responses from Conv1 to Conv5 corresponding to each feature point as its descriptor (a.k.a. hypercolumns [8] ). In order to leverage the prior of object rigidity and avoid forming a dense distance matrix as the input to QuickMatch, we first run graph matching for all pairs of images using the Reweighted Random Walk al- gorithm [3] and collect the output scores of graph matching to form a sparse affinity matrix for all feature points. This affinity matrix is used to provide the similarities h(·, ·) for QuickMatch. Graph matching took around 5 s per image pair, while QuickMatch (with the computed pairwise similarities), took around 108 s to run on the entire dataset. Note that the other optimization-based method like MatchALS cannot be used here due to the large size of the problem (which contains more than twenty thousands features).
We evaluate the accuracy using the same protocol used for the Graffiti dataset in §5.1. The matching accuracy is shown in Figure 5 , which clearly shows the advantage of joint matching. We also visualize the top-5 largest clusters by showing the image patches centered at the feature points in each cluster, as shown in Figure 4 . Despite of few outliers, all patches in the same cluster correspond to a semantically meaningful part, such as wheel, window and light. This illustrates the possibility of using the proposed approach for automatic discovery of semantic parts in a large collection of images, which could be potentially used for other high-level tasks, such as fine-grained classification and pose estimation. Note that the only training data used here is ImageNet with class labels. No correspondence or part annotation is used.
