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Abstract
We give a simple formula for finding the spectral norm of a d-mode sym-
metric tensor in two variables over the complex or real numbers in terms of the
complex or real roots of a corresponding polynomial in one complex variable.
This result implies that the geometric measure of entanglement of symmetric
d-qubits is polynomial-time computable. We discuss a generalization to d-mode
symmetric tensors in more than two variables.
Keywords: Symmetric tensors, symmetric d-qubits, spectral norm, geometric mea-
sure of entanglement, computation of spectral norm, anti-fixed and fixed points.
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1 Introduction
The spectral norm of a matrix has numerous applications in pure and applied math-
ematics. One of the fundamental reasons for the tremendous use of this norm is
that it is polynomial-time computable and the software for its computation is easily
available on MAPLE, MATHEMATICA, MATLAB and other platforms.
Multiarrays, or d-mode tensors, are starting to gain popularity due to data
explosion and other applications. Usually, these problems deal with tensors with real
numbers. Since the creation of quantum mechanics, d-mode tensors over complex
numbers became the basic tool in treating the d-partite states. Furthermore, the
special case of d-partite qubits, viewed as ⊗dC2, the tensor product of d copies of
C
2, is the basic ingredient in building the quantum computer.
The spectral norm of tensors is a well defined quantity for tensors over the real or
complex numbers denoted as R and C respectively. (In this paper we let F be either
R or C.) For complex valued tensors T of Hilbert-Schmidt norm one, the spectral
norm measures the geometric measure of entanglement of T , the most important
feature in quantum information theory. (See §2.) Unlike in the matrix case, the
computation of the spectral norm in general can be NP-hard [17, 23]. However,
there is a need to compute these norms in special cases of interesting applications.
Even the simplest case of d-partite qubits poses theoretical and numerical challenges
[22]. This can be partly explained by the fact that the space ⊗dC2 has dimension
2d.
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In this paper we mostly restrict ourselves to d-symmetric tensors over Fn, de-
noted as SdFn. The dimension of this space is
(n+d−1
d
)
=
(n+d−1
n−1
)
. Hence for fixed
n this dimension is O(dn−1). In particular, the dimension of SdC2, the space of
symmetric d-qubits, is d+1. A symmetric tensor S ∈ SdFn can be identified with a
homogeneous polynomial of degree d in n variables over F. It was already observed
by J. J. Sylvester [33] that binary forms, i.e., n = 2, posses very special properties
related to polynomials of one complex variable.
Chen, Xu and Zhu observed in [7] that the spectral norm of a symmetric d-qubit
with nonnegative entries can be computed by finding the corresponding maximal
real root of a certain real polynomial. In [1] the authors computed numerically the
spectral norm of symmetric qubits using Majorana representation combined with
analytical and numerical results.
The main purpose of this paper is to give an analytic expression for the spectral
norm of a d-symmetric qubit, i.e. S ∈ SdC2, in terms of the roots of the correspond-
ing polynomial of one complex variable of degree at most (d−1)2+1, provided that
this symmetric qubit is not in the exceptional family. For the exceptional family of
d-symmetric qubits, we give a polynomial time approximation algorithm. If S is real
valued then its real spectral norm depends only on the real roots of this polynomial,
or actually, on the real root of another polynomial of degree at most d+ 1.
Recall that the problem of finding all complex valued roots of univariate polyno-
mials with precision ε is polynomial-time computable [29]. In particular, we deduce
that the geometric measure of entanglement of symmetric d-qubits is polynomial-
time computable.
In principle we can extend these results to tensors in SdCn for n > 2. This will
require solving a system of polynomial equations in n complex variables, which is a
much harder task [4]. We conjecture in §7 that for a fixed n ≥ 3, for most symmetric
d-qudits, the spectral norm of S ∈ SdCn is polynomial-time computable in d ∈ N.
We now survey briefly the contents of our paper. In §2 we state our notations
for tensors. We recall the definition of the spectral norm of a tensor T . We state the
well known connection between the notion of the geometric measure of entanglement
and the spectral norm of the d-partite state. In §3 we discuss the spectral norm
of d-symmetric tensors on Fn. We consider a standard orthonormal basis in SdCn,
the analog of Dicke states in SdC2 [11], and the entanglement of each element in
the basis. We give an upper bound on the entanglement of symmetric states in
SdCn. In §4 we recall the remarkable theorem of Banach [2] that characterizes the
spectral norm of a symmetric tensor, which was rediscovered a number of times in
the mathematical and physical literature [6, 14, 25]. Let f(x) be a homogeneous
polynomial of degree d, whose maximum and minimum on the corresponding unit
sphere in Fn gives the spectral norm of the corresponding symmetric tensor. We
show that the critical points of the real part of f(x) are anti-fixed and fixed points
of the corresponding polynomial maps in Fn. Using the degree theory we give
lower and upper bounds on the number of complex anti-fixed points for nonsingular
S ∈ SdCn. (The set of singular S ∈ SdCn is a variety [20].) §5 is the most important
section of this paper. Here we give a formula to compute the spectral norm of a
symmetric tensor S ∈ SdF2. This formula depends on the complex or real zeros of
a corresponding polynomial of degree at most (d− 1)2 + 1. In particular, we give a
formula to compute the geometric measure of entanglement of symmetric d-qubits
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states. Unfortunately, our formula is not applicable for a special one real parameter
family. The analysis of this family and the computation of the spectral norm of
the corresponding symmetric tensors S ∈ SdC2 within ε precision is given in §6.
In §7 we discuss briefly the complexity of finding the spectral norm of S ∈ SdCn
for a fixed n ≥ 3 and arbitrary d. We give some evidence for our conjecture that
for a nonsingular S the computation of the spectral norm of S within precision
ε > 0 is polynomial in d. Appendix A gives numerical examples of our method for
calculating the spectral norm of S ∈ SdF2.
2 Spectral norm and entanglement
For a positive integer d, i.e., d ∈ N, we denote by [d] the set of consecutive integers
{1, . . . , d}. Let F ∈ {R,C}, n=(n1, . . . , nd) ∈ Nd. We will identify the tensor
product space ⊗di=1Fni with the space of d-arrays Fn. The entries of T ∈ Fn are
denoted as Ti1,...,id. So d = 1, d = 2 and d ≥ 3 are called vectors, matrices and
tensors respectively. Note that the dimension of Fn is N(n) = n1 · · ·nd.
Assume that d ∈ N and k ∈ [d]. Suppose that m = (m1, . . . ,mk) is obtained
by deleting some coordinates of n. That is, m = (nl1 , . . . , nlk), where 1 ≤ l1 <
. . . < lk ≤ d. Denote by m′ ∈ Nd−k the vector obtained from n by deleting the
coordinates l1, . . . , lk. That is m
′ = (nl′1 , . . . , nl′d−k), where 1 ≤ l′1 < · · · < l′d−k ≤ d.
(It is possible that d − k = 0.) Denote by S × T = T × S the multiarray in Fm′
obtained by the contraction on the indices il1 , . . . , ilk :
(T × S)il′
1
,...,il′
d−k
=
∑
il1∈[nl1 ],...,ilk∈[nlk ]
Ti1,...,idSil1 ,...,ild .
The inner product on Fn is given as 〈S,T 〉 := S × T , where T = [Ti1,...,id].
Furthermore, ‖S‖ = √〈S,S〉 is the Hilbert-Schmidt norm of S. Assume that
xi = (x1,i, . . . , xni,i)
⊤ ∈ Fni for i ∈ [d]. Then ⊗di=1xi is a tensor in Fn, with
the entries (⊗di=1xi)i1,...,id = xi1,1 · · · xid,d. (⊗di=1xi is called a rank one tensor if all
xi 6= 0.)
Denote the unit sphere in Fn by S(n,F) = {x ∈ Fn, ‖x‖ = 1}. Recall that the
spectral norm of T ∈ Fn is given as
‖T ‖σ,F = max{|T × ⊗di=1xi|, xi ∈ S(ni,F) for i ∈ [d]}. (2.1)
Unlike in the matrix case, for a real tensor T ∈ Rn it is possible that ‖T ‖σ,R <
‖T ‖σ,C [17]. For simplicity of notation we will let ‖T ‖σ denote ‖T ‖σ,C, and no
ambiguity will arise.
A standard way to compute the spectral norm of T is an alternating maximiza-
tion in (2.1) by maximizing each time with respect to a different variable [8]. Other
variants of this method is maximization on two variables using the SVD algorithms
[19], or the Newton method [21, 35]. These methods in the best case yield a con-
vergence to a local maximum, which provide a lower bound to ‖T ‖σ,F. Semidefinite
relaxation methods, as in [30], will yield an upper bound to ‖T ‖σ,F, which will
converge in some cases to ‖T ‖σ,F.
Recall that in quantum physics T ∈ Cn is called a state if ‖T ‖ = 1. Furthermore,
all tensors of the form ζT , where ‖T ‖ = 1 and ζ ∈ C, |ζ| = 1 are viewed as the same
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state. That is, the space of the states in Cn is the quotient space S(N(n),C)/S(1,C).
Denote by Πn the product states in Cn:
Πn = {⊗di=1xi, xi ∈ S(ni,C), i ∈ [d]}.
The geometric measure of entanglement of a state T ∈ Cn is
dist(T ,Πn) = min
Y∈Πn
‖T − Y‖.
As ‖T ‖ = ‖Y‖ = 1 it follows that dist(T ,Πn) =√2(1 − ‖T ‖σ). Hence an equivalent
measurement of entanglement is [22]
η(T ) = − log2 ‖T ‖2σ. (2.2)
The maximal entanglement is
η(n) = max
T ∈Cn,‖T ‖=1
− log2 ‖T ‖2σ. (2.3)
See [10] for other measurements of entanglement using the nuclear norm of T .
Lemma 9.1 in [17] implies
η(n) ≤ log2N(n).
Let n×d = (n, . . . , n) ∈ Nd. For n = 2 we get that η(2×d) ≤ d. In [26] it is shown
that η(2×d) ≤ d−1. On the other hand, it is shown in [22] that η(T ) ≥ d−2 log2 d−2
for the set of states of Haar measure at least 1 − e−d2 on the sphere ‖T ‖ = 1 in
⊗dC2.
A tensor S = [Si1,...,id ] ∈ ⊗dFn is called symmetric if Si1,...,id = Siω(1),...,iω(d) for
every permutation ω : [d] → [d]. Denote by SdFn ⊂ ⊗dFn the vector space of d-
mode symmetric tensors on Fn. In what follows we assume that S is a symmetric
tensor and d ≥ 2, unless stated otherwise. A tensor S ∈ SdFn defines a unique
homogeneous polynomial of degree d in n variables
f(x) = S × ⊗dx =
∑
0≤jk≤d,k∈[n],j1+···+jn=d
d!
j1! · · · jn!fj1,...,jnx
j1
1 · · · xjnn . (2.4)
Conversely, a homogeneous polynomial f(x) of degree d in n variables defines
a unique symmetric S ∈ SdFn by the following relation. Consider the multiset
{i1, . . . , id}, where each il ∈ [n]. Let jk be the number of times the integer k ∈ [n]
appears in the multiset {i1, . . . , id}. Then Si1,...,id = fj1,...,jn. Furthermore
‖S‖2 =
∑
0≤jk≤d,k∈[n],j1+···+jn=d
d!
j1! · · · jn! |fj1,...,jn |
2, (2.5)
where Si1,...,id = fj1,...,jn .
3 Standard basis of symmetric tensors and their entan-
glement
Definition 3.1
4
Denote by J(d, n) be the set of all n-tuples {j1, . . . , jn} appearing in (2.4):
J(d, n) = {{j1, . . . , jn}, jk ∈ {0, 1, . . . , d} for k ∈ [n], j1 + · · ·+ jn = d}. (3.1)
1. For each {j1, . . . , jn} ∈ J(d, n) let S(j1, . . . , jn) ∈ SdCn be the following sym-
metric tensor with entries Si1,...,id for i1, . . . , id ∈ [n]: The entry Si1,...,id =√
j1!···jn!
d! if k appears jk times in the multiset {i1, . . . , id} for each k ∈ [n].
Otherwise Si1,...,id = 0.
2. Let
S(d, n) = S(j1, . . . , jn), where (3.2)
j1 = · · · = jl = ⌊d
n
⌋, jl+1 = · · · = jn = ⌈d
n
⌉, l = n⌈d
n
⌉ − d. (3.3)
In the following lemma we show that the set of the above vectors S(j1, . . . , jn) is
an orthonormal basis for SdFn. We call this basis a standard basis of symmetric
tensors. For n = 2 the standard basis of symmetric tensors is called the Dicke basis
[11].
Lemma 3.2 Assume that n, d ≥ 2 are two positive integers.
1. Denote by |J(d, n)| the cardinality of the set J(d, n). Then |J(d, n)| = (n+d−1n−1 ).
Furthermore, dim SdFn = |J(d, n)|.
2. The set S(j1, . . . , jn), {j1, . . . , jd} ∈ J(d, n) is an orthonormal basis for SdFn.
Proof. 1. Consider the homogeneous function f(x) given by (2.4). Each
monomial in f(x) corresponds exactly to the n-tuple {j1, . . . , jn} ∈ J(d, n). As
pointed out at the beginning of this section each {j1, . . . , jn} corresponds to a unique
multiset {i1, . . . , id} in the product set [n]×d. Without loss of generality we can
assume that 1 ≤ i1 ≤ · · · ≤ id ≤ n. Let i′p = ip + p − 1 for p ∈ [d]. Then
{i′1, . . . , i′d} is a set of d distinct integers in [n + d− 1]. The number of such sets is(n+d−1
d
)
=
(n+d−1
n−1
)
. Hence |J(d, n)| = (n+d−1n−1 ). Clearly dim SdFn = (n+d−1n−1 ).
2. The equality (2.5) yields that S(j1, . . . , jn) has norm one. Clearly the set of
symmetric tensors S(j1, . . . , jn), {j1, . . . , jn} ∈ J(d, n) is a basis in SdFn. Let T ∈
SdFn and assume that
T × ⊗dx =
∑
jk+1∈[d+1],k∈[n],j1+···+jk=d
d!
j1! · · · jn!gj1,...,jnx
j1
1 · · · xjnn .
Then
〈S,T 〉 =
∑
jk+1∈[d+1],k∈[n],j1+···+jk=d
d!
j1! · · · jn!fj1,...,jngj1,...,jn .
Hence S(j1, . . . , jn) : {j1, . . . , jn} ∈ J(d, n) is an orthonormal basis for SdFn. ✷
In the following lemma we find the entanglement of each S(j1, . . . , jn) and the
maximum entanglement of these states.
Lemma 3.3 Assume that n, d ≥ 2 are two positive integers. Then
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1. For each {j1, . . . , jn} ∈ J(d, n) the following equality holds
η(S(j1, . . . , jn)) = log2 dd − log2 d! +
n∑
k=1
(log2 jk!− log2 jjkk ). (3.4)
2.
‖S(j1, . . . , jn)‖σ ≥ ‖S(d, n)‖σ =
√√√√d!(⌊ dn⌋)l⌊ dn ⌋(⌈ dn⌉)(n−l)⌈ dn ⌉
dd
(⌊ dn⌋!)l(⌈ dn⌉!)n−l , (3.5)
η(S(j1, . . . , jn)) ≤ η(S(d, n)) = log2
dd
(⌊ dn⌋!)l(⌈ dn⌉!)n−l
d!
(⌊ dn⌋)l⌊ dn ⌋(⌈ dn⌉)(n−l)⌈ dn ⌉ , (3.6)
for each {j1, . . . , jn} ∈ J(d, n).
3. Assume that the integer n ≥ 2 is fixed and d≫ 1. Then
η
(S(d, n)) = 1
2
(
(n− 1) log2 d− n log2 n
)
+O(
1
d
). (3.7)
Proof. 1. Clearly
|S(j1, . . . , jn)×⊗dx|2 = d!
j1! · · · jn! (|x1|
2)j1 · · · (|xn|2)jn .
Use Lagrange multipliers to deduce that the maximum of the above function for
‖x‖ = 1 is achieved at the points |xk|2 = jkj1+···+jn =
jk
d for k ∈ [n]. Hence
‖S(j1, . . . , jn)‖2σ,R = ‖S(j1, . . . , jn)‖2σ =
d!
∏n
k=1 j
jk
k
dd
∏n
k=1 jk!
. (3.8)
This establishes (3.4).
2. Let a, b be nonnegative integers such that a ≤ b− 2. We claim that
a!b!
aabb
<
(a+ 1)!(b − 1)!
(a+ 1)a+1(b− 1)b−1 .
Indeed, the above inequality is equivalent to
a!(a+ 1)a+1
aa(a+ 1)!
<
(b− 1)!bb
(b− 1)b−1b! ⇐⇒
(
a+ 1
a
)a
<
(
b
b− 1
)b−1
.
As 00 = 1 we deduce that the above inequalities hold for a = 0 and b ≥ 2. Assume
that a ≥ 1. Then the last inequality in the above displayed inequality is equivalent
to the well known statement that the sequence (1 + 1m )
m is a strictly increasing .
Consider ‖S(j1, . . . , jn)‖−2. Suppose that there exists jp, jq such that |jp −
jq| ≥ 2. Without loss of generality we may assume that jp ≤ jq − 2. Let j′l =
jl for l ∈ [n] \ {p, q}, and j′p = jp + 1, j′q = jq − 1. Then the above inequality
yields that ‖S(j1, . . . , jn)‖−2 < ‖S(j′1, . . . , j′n)‖−2. Hence the maximum value of
‖S(j1, . . . , jn)‖−2, where {j1, . . . , jn} ∈ J(d, n), is achieved for {j1, . . . , jn} satisfying
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|jp−jq| ≤ 1 for all p, q ∈ [n]. Without loss of generality we can assume that j1, . . . , jn
are given by (3.3). Hence (3.6) holds.
3. The equality (3.7) follows from Sterling’s formula [12, p. 52]
k! =
√
2πkkke−keθk/12k, 0 < θk < 1.
✷
We now comments on the results given in Lemma 3.2. Parts 1 and 2 are well
known. For n = 2 Lemma 3.2 is well known in physics community [1]. The states
S(j1, j2) are called Dicke states. Note that
‖S(3, 2)‖σ = 2
3
≈ 0.6667, ‖S(4, 2)‖σ =
√
6
4
≈ 0.61237, ‖S(5, 2)‖σ = 6
√
6
25
≈ 0.5879.
It is known that the most entangled 3-qubit state with respect to geometric measure
is S(3, 2) [34, 7]. That is, the spectral norm of a nonsymmetric 3-qubit is not less
than the spectral norm of S(3, 2), which is equivalent to the equality η((2, 2, 2)) =
η(S(3, 2)), see (2.3). However for d > 3, Lemma 3.2 shows that the states S(d, 2) are
not the most entangled states in SdC2. See examples in [1], which are also discussed
in Appendix A.
Lemma 4.3.1 in [31] yields that
η(S) ≤ log2
(
n+ d− 1
n− 1
)
, S ∈ SdCn, ‖S‖ = 1. (3.9)
(See also [27].) In particular, for n = 2 we have the inequality:
η(S) ≤ log2(d+ 1) S ∈ SdC2, ‖S‖ = 1. (3.10)
Note that for a fixed n and large d we have the complexity expression
log2
(
n+ d− 1
n− 1
)
= (n − 1) log2(d+ 1) +
(n− 1)(n − 2)
2 ln 2
− log2(n− 1)! +O
(
1
d
)
.
(3.11)
Let
ηsym(d, n) = max{η(S), S ∈ SdCn, ‖S‖ = 1}. (3.12)
Combining the inequality (3.9) with (3.6) we obtain
log2
dd
(⌊ dn⌋!)l(⌈ dn⌉!)n−l
d!
(⌊ dn⌋)l⌊ dn ⌋(⌈ dn⌉)(n−l)⌈ dn ⌉ ≤ ηsym(d, n) ≤ log2
(
n+ d− 1
n− 1
)
, l = n⌈d
n
⌉ − d.
(3.13)
In particular
log2
dd
(⌊d2⌋!)(⌈d2⌉!)
d!
(⌊d2⌋)⌊ d2 ⌋(⌈d2⌉)⌈ d2 ⌉ ≤ ηsym(d, 2) ≤ log2(d+ 1). (3.14)
There is a gap of factor 2 between the lower and the upper bounds in (3.13) and
(3.14) for fixed n and d≫ 1. In [18] it is shown that the following inequality holds
with respect to the corresponding Haar measure on the unit ball ‖S‖ = 1 in SdC2:
Pr(η(S) ≤ log2 d− log2(log2 d) + log2 4− log2 5) ≤
1
d6
. (3.15)
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Table 1: Computational results for Example 3.1.
d η(S) ηrel(S) d η(S) ηrel(S)
3 1.1699 -0.8301 8 2.45 -0.7199
4 1.5850 -0.7370 9 2.554 -0.7679
5 1.74 -0.8450 10 2.7374 -0.7220
6 2.1699 -0.6374 11 2.83 -0.7550
7 2.299 -0.701 12 3.1175 -0.5829
This shows that the upper bounds in (3.14) have the correct order. In particular,
(3.15) is the analog of the inequality η(T ) ≥ d− 2 log2 d− 2 for most d-qubit states
in [22].
We now define a relative entanglement of a symmetric state S ∈ SdCn, denoted as
ηrel(S). The value of ηrel(S) for small values of d should give an idea how entangled
is S, independently of the value of d. Let
ηrel(S) = − log2 ‖S‖2σ − log2
(
n+ d− 1
n− 1
)
, S ∈ SdCn, ‖S‖ = 1. (3.16)
In particular,
ηrel(S) = − log2 ‖S‖2σ − log2 (d+ 1), S ∈ SdC2, ‖S‖ = 1. (3.17)
Thus ηrel(S) ≤ 0. The inequality (3.15) shows that ηrel(S) ≥ − log2(log2 d) for most
of S for d≫ 1 and n = 2. For large values of d we can’t rule out that −ηrel(S) can
be quite large for most of S.
Example 3.1 In this example we give the table of η(S) and ηrel(S) for d from 3
to 12 for the most entangled S ∈ SdC2, which are known to us. For d = 3 we let
S = S(3, 2). For d from 4 to 12 we choose the states from [1, §6].
This table shows that the relative entanglement of the most entangled symmetric
states known to us for d from 3 to 12 has relatively small variation, to compare with
the variation of the entanglement of these states.
4 Critical points of ℜ(S × ⊗dx) on S(n,F)
Recall that S ∈ SdCn is called nonsingular [20] if
S × ⊗d−1x = 0⇒ x = 0.
Otherwise S is called singular. A nonzero homogeneous polynomial f(x) defines a
hypersurface H(f) := {x ∈ Cn \ {0}, f(x) = 0} in the n − 1 projective space PCn.
H(f) is called a smooth hypersurface if ∇f(x) 6= 0 for each x 6= 0 that satisfies
f(x) = 0. The following lemma is probably well known to the experts.
Lemma 4.1 Assume that S ∈ SdCn. Let f(x) = S × ⊗dx. Then
F(x) = S ×⊗d−1x = 1
d
∇f(x) = 1
d
(
∂f
∂x1
(x), . . . ,
∂f
∂xn
(x)), (4.1)
d∑
i=1
xiFi(x) = f(x) = S × ⊗dx. (4.2)
S is nonsingular if and only if H(f) is a smooth hypersurface in PCn.
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Proof. Assume that S = [Si1,...,id ] ∈ SdFn. Then
f(x) =
∑
ij∈[n],j∈[d]
Si1,...,idxi1 · · · xid .
Hence
∂f
∂xl
=
d∑
k=1
 ∑
ik=l,ij∈[n],j∈[d]\{k}
Si1,...,id
xi1 · · · xid
xl
 .
As S is symmetric we can interchange in the above formula ik = l with i1 for each
k ∈ [d]. Hence dFl = ∂f∂xl . This proves (4.1). The equality (4.2) is Euler’s identity.
The equality (4.1) implies that S is nonsingular if and only if H(f) is a smooth
hypersurface. ✷
The remarkable result of Banach [2] claims that the spectral norm of a symmetric
tensor can be computed as a maximum on the set of rank one symmetric tensors:
‖S‖σ,F = max{|S × ⊗dx|, x ∈ S(n,F), for S ∈ SdFn}. (4.3)
This result was rediscovered several times since 1938. In quantum information
theory (QIT), for the case F = C, it appeared in [25]. In mathematical literature,
for the case F = R, it appeared in [6, 14]. (Observe that a natural generalization of
Banach’s theorem to partially symmetric tensors is given in [14].)
Fix x ∈ Cn and let ζ ∈ C. Then S×⊗d (ζx) = ζd (S × ⊗dx). Hence there exists
ζ ∈ C, |ζ| = 1 such that |S × ⊗dx| = ℜ (S × ⊗d (ζx)). Therefore for F = C we can
replace the characterization (2.1) with:
‖S‖σ = max
x∈S(n,C)
ℜ(S × ⊗dx), for S ∈ SdCn. (4.4)
Lemma 4.2 Assume that S ∈ SdFn, d ≥ 2. A point x ∈ S(n,F) is a critical
point of ℜf(x) on S(n,F) if and only if
S × ⊗d−1x = λx, x ∈ S(n,F), λ ∈ R, (4.5)
where x denote the complex conjugate of x. The number of critical values λ satisfying
(4.5) is finite.
Proof. Assume first that F = R. Let x ∈ S(n,R). Suppose first that x is a
critical point of f(z) = S × ⊗dz for z ∈ S(n,R). Let y ∈ Rn be orthogonal to x:
y⊤x = 0. Then ‖x+ ty‖ =√1 + t2‖y‖2 = 1 +O(t2) for t ∈ R. Clearly
S × ⊗d(x+ ty) = S × ⊗dx+ tdy⊤(S × ⊗d−1x) +O(t2).
As x is a critical point of S ×⊗dz for z ∈ S(n,R) it follows that y⊤(S ×⊗d−1x) = 0
for each y orthogonal to x. Hence S ×⊗d−1x is colinear with x. As x¯ = x for each
x ∈ Rn we deduce (4.5). Similar arguments show that if (4.5) holds for x ∈ S(n,R)
then x is a critical point.
As f(x) is a polynomial on Rn it follows that its restriction on S(n,R) has a
finite number of critical points [28]. This proves 3 for F = R.
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Assume second that F = C. View Cn as 2n-dimensional real vector space R2n
with the standard inner product ℜ(y∗x), where y∗ = y⊤. Hence ‖x‖ = √ℜ(x∗x).
Assume that x ∈ S(n,C) is a critical point of ℜ(S ×⊗dz) on S(n,C). Let y ∈ Cn be
orthogonal to x: ℜ(y∗x) = ℜ(y⊤x) = 0. Then ‖x+ ty‖ =√1 + t2‖y‖2 = 1+O(t2)
for t ∈ R. Hence
ℜ(S × ⊗d(x+ ty)) = ℜ(S × ⊗dx) + tdℜ(y⊤(S × ⊗d−1x)) +O(t2).
As x is a critical point we deduce that
0 = ℜ(y⊤(S × ⊗d−1x)) = ℜ(y∗(S × ⊗d−1x)).
Hence S × ⊗d−1x is R-colinear with x. Thus (4.5) holds. As q(x) := ℜ(S × ⊗dx)
is a polynomial on Cn ∼ R2n it follows that its restriction on S(n,C) has a finite
number of critical points [28]. This proves 3 for F = C. ✷
Clearly, a maximum point of |S×⊗dx| on S(n,F) is a critical point of ℜ (S × ⊗dz)
on S(n,F). Hence
Corollary 4.3 Let the assumptions and results of Lemma 4.2 hold. Then
1. Assume that S ∈ SdRn. Then there exists x ∈ S(n,R) satisfying (4.5) such
that |λ| = ‖S‖σ,R. Furthermore, ‖S‖σ,R is the maximum of all |λ| satisfying
(4.5).
2. Assume that S ∈ SdCn. Then there exists x ∈ S(n,C) satisfying (4.5) such
that λ = ‖S‖σ. Furthermore, ‖S‖σ is the maximum of all |λ| satisfying (4.5).
We call x ∈ S(n,F) and λ ∈ F an eigenvector and an eigenvalue of S ∈ SdFn if
the following conditions hold [5]:
S × ⊗d−1x = λx, x ∈ S(n,F), λ ∈ F, S ∈ SdFn. (4.6)
Assume that F = R. Then (4.6) is equivalent to (4.5). Assume first that d is
odd and x is an eigenvector of S. Then −x is an eigenvector of S corresponding to
−λ. Hence without loss of generality we can consider only nonnegative eigenvalues
of (4.6). Assume second that d is even and x is an eigenvector of S. Then −x is
also eigenvector of S corresponding to λ.
Suppose that F = C. Assume that x ∈ S(n,C) and λ ∈ C are an eigenvector
and the corresponding eigenvalue of S ∈ SdCn. Let ζ ∈ C, |ζ| = 1. Then ζx is an
eigenvector of S with the corresponding eigenvalue ζd−2λ. Assume that λ 6= 0. For
d > 2 we can choose ζ, |ζ| = 1 such that ζd−2λ = |λ| > 0. Furthermore, the number
of such choices of ζ is d− 2. In this context it is natural to consider the eigenspace
span(x), to which correspond a unique eigenvector λ ≥ 0. It is shown in [5] that the
number of different eigenspaces of generic S ∈ SdCn is
c(2, n) = n, c(d, n) =
(d− 1)n − 1
d− 2 for d ≥ 3. (4.7)
Hence for generic S ∈ SdRn one has the above number of eigenspaces span(x),x ∈
S(n,C). The obvious question is what is the maximal number of eigenspaces span(x)
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corresponding to x ∈ S(n,R) for generic S ∈ SdRn. Since S × ⊗dx has at least two
critical points on S(n,R) for S 6= 0 it follows that S 6= 0 has at least one real
eigenspace.
A vector x ∈ S(n,C) and a scalar λ ∈ R that satisfy (4.5) are called the anti-
eigenvector and anti-eigenvalue of S ∈ SdCn. Note that if x is an anti-eigenvector
and λ a corresponding anti-eigenvalue then ζx is also anti-eigenvector with a cor-
responding anti-eigenvalue ελ, where ε = ±1 and ζd = ε. Hence, we can always
assume that each nonzero anti-eigenvalue is positive, and there are d different choices
of ζ such that ζx ∈ span(x) is an anti-eigenvector corresponding to a given positive
anti-eigenvalue λ.
The above result for symmetric complex valued matrices is a particular case
of Schur’s theorem. Namely, assume that T ∈ S2C, i.e. T is a complex symmet-
ric matrix. Then there exists a unitary matrix U ∈ Cn×n such that U⊤AU =
diag(a1, . . . , an), a1 ≥ · · · ≥ an ≥ 0. Here ai = σi(T ), i ∈ [n] are the singular values
of T . Let U = [u1, · · · ,un]. Then AU = U¯ diag(a1, . . . , an) which is equivalent to
Aui = aiu¯i, i ∈ [n], which is a special case of (4.5).
We now give an estimate of the number of different positive anti-eigenvalues for
a generic S ∈ SdCn.
Theorem 4.1 Assume that S ∈ SdCn is nonsingular. Then the number of positive
anti-eigenvalues with corresponding anti-eigenspaces is finite. This number µ(S),
counting with multiplicities, satisfies the inequalities
(d− 1)n − 1
d
≤ µ(S) ≤ (d− 1)
2n − 1
(d− 1)2 − 1 . (4.8)
Proof. Assume that S ∈ SdCn is nonsingular. Suppose first that d = 2.
Schur’s theorem implies that the number of different positive anti-eigenvalues of a
complex symmetric matrix, which are the singular values of S, is at most n. Hence
(4.8) holds.
Suppose second that d > 2. Assume that x ∈ S(n,C) is an anti-eigenvector with
corresponding anti-eigenvalue λ > 0. Choose y = (λ)−
1
d−2x to obtain:
S × ⊗d−1y = F(y) = y¯. (4.9)
Consider the system (4.9). It can be viewed as a system of 2n polynomial
equations with 2n real variables when we identify Cn with R2n. Then it has a trivial
solution y = 0 with multiplicity one since the linear term of G(y) := S ×⊗d−1y− y¯
is −y¯. Hence the Jacobian of G(x) at y = 0 is invertible. Let y 6= 0 be a solution
of (4.9). Then x = 1‖y‖y is an anti-eigenvector corresponding to the anti-eigenvalue
‖y‖− 1d−2 .
We now show that (4.9) has a finite number of solutions. Denote
F¯ : Cn → Cn, F¯(y) := S¯ × ⊗d−1y. (4.10)
Hence (4.9) is equivalent to y = F(y) = F¯(y¯). Let
H : Cn → Cn, H = F¯ ◦F. (4.11)
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Observe first that S is nonsingular if and only if S¯ is nonsingular. The assumption
that S is nonsingular yields
H(y) = F¯(F(y)) = 0⇒ F(y) = 0⇒ y = 0. (4.12)
Let H(y) = (H1(y), . . . ,Hn(y))
⊤. Then each Hi(y) is a nonzero homogeneous
polynomial of degree (d− 1)2.
Observe next that each y ∈ Cn that satisfies (4.9) is a fixed point of H:
H(y) = y. (4.13)
Let K(y) := H(y)−y. As the principle homogeneous part of K is H it follows that
the map K : Cn → Cn is a proper map [13], i.e. lim‖y‖→∞ ‖K(y)‖ =∞. Hence K is
a branched cover of Cn of degree deg (K) = (d−1)2n. In particular, K−1(0) consists
of at most (d−1)2n distinct points. If we count these points with multiplicities then
their number is exactly (d− 1)2n . Clearly, K(0) = 0. As the Jacobian of K at 0 is
nonsingular it follows that 0 is a simple solution of K(y) = 0. Hence the number
of nonzero points in K−1(0) is exactly (d− 1)2n − 1, if we count each nonzero point
with its multiplicity. As we explained above if K(y) = 0,y 6= 0 then K(ζy) = 0
for each ζ satisfying ζ(d−1)
2−1 = 1.This observation yields the second inequality in
(4.8).
We now prove the first inequality in (4.8) using the degree theory as in [13]. For
t ∈ R let Gt(y) = F(y)− ty¯. As the principle homogeneous part of Gt is F for each
t ∈ R it follows thatGt : Cn → Cn is a proper map. View the 2n-dimensional sphere
S2n ⊂ R2n+1 as the one point compactification of Cn: S2n−1 ∼ Cn ∪ {∞}. Extend
Gt to the map Ĝt : C
n ∪{∞} → Cn ∪{∞} by letting Ĝt(∞) =∞. As Gt is proper
it follows that Ĝt is continuous on C
n ∪ {∞}. Hence we can define the topological
degree of the map Ĝt denoted deg Ĝt. It is straightforward to show that the map Ĝt
is continuous in the parameter t. Hence deg Ĝt does not depend on t. In particular
deg Ĝt = deg Ĝ0 = deg F̂. F is a proper polynomial map in n-complex variables
on Cn. Hence its degree is (d− 1)n > 0. Therefore deg Ĝ1 = deg Ĝ = (d− 1)n. As
G is a real polynomial map in 2n real variables it follows that G−1(w) is a finite
set {z1(w), . . . , zN(w)(w)}, for most of the points w ∈ Cn, where the Jacobian of G
is invertible. Let ε(zi(w)) ∈ {−1, 1} be the sign of the determinant of the Jacobian
of G at zi(w), viewed as a real matrix of order 2n. Then
(d− 1)n = deg Ĝ =
N(w)∑
i=1
ε(zi(w)).
Therefore the number of preimages of most of w is at least (d − 1)n. Recall that
we showed that the set G−1(0) is a finite set. Hence counting with multiplicities,
i.e. the minimum number of preimages of G−1(w) for small ‖w‖, we deduce that
this number is at least (d − 1)n. Recall that y = 0 is a simple root of G(y) = 0.
Hence the number of nonzero roots of G(y) = 0, counted with their multiplicities
is at least (d − 1)n − 1. Each nonzero root y gives rise to d distinct solutions ζy,
where ζd = 1. These arguments give the lower bound in (4.8). ✷
Remark 4.4 In [24] the authors consider the dynamics of a special anti-holomorphic
map of C of the form z 7→ z¯d+c. They also note that the dynamics of the “squared”
map is given by the holomorphic map z 7→ (zd + c¯)d + c.
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Thus the dynamics of the maps F andH are generalizations of the dynamics studied
in [24].
In what follows we will need the following observation:
Lemma 4.5 Assume that S ∈ SdFn. Let F and H be defined as in (4.10) and
(4.11) respectively. Then
‖F(y)‖ ≤ ‖S‖σ,F‖y‖d−1, ‖H(y)‖ ≤ ‖S‖dσ,F‖y‖(d−1)
2
. (4.14)
For y ∈ S(n,F) satisfying |S×⊗dy| = ‖S‖σ,F equality holds in the above inequalities.
Suppose furthermore that d > 2 and y 6= 0 is a fixed point of H. Then
‖y‖−(d−2) ≤ ‖S‖σ,F. (4.15)
Proof. Since F and H are homogeneous maps of degree d − 1 and (d − 1)2
respectively, it is enough to prove the inequalities (4.14) for y ∈ S(n,F). Assume that
y ∈ S(n,F). Let w = S ×⊗d−1y. Assume first that w = 0. Then F(y) = H(y) = 0
and (4.14) trivially holds. Assume second that w 6= 0. Let z = 1‖w‖w. Hence
‖F(y)‖ = |S × (z⊗ (⊗d−1y))| ≤ ‖S‖σ,F.
This establishes the first inequality in (4.14). Clearly, ‖S¯‖σ,F = ‖S‖σ,F. Hence
‖H(y)‖ = ‖F¯(F(y))‖ ≤ ‖S‖σ,F(‖F(y)‖)d−1 ≤ ‖S‖σ,F(‖S‖σ,F)d−1 = ‖S‖dσ,F.
This establishes the second inequality in (4.14).
Suppose that |S × ⊗dy| = ‖S‖σ,F for y ∈ S(n,F). Assume first that F = C.
Hence there exists ζ ∈ C, |ζ| = 1 such that x = ζy satisfies (4.5) with λ = ‖S‖σ .
Clearly ‖F(x)‖ = λ = ‖S‖σ . Moreover
H(x) = F¯(λx¯) = λd−1F¯(x¯) = λdx = ‖S‖dσx.
Hence ‖H(x)‖ = ‖S‖dσ. Since F and H are homogeneous it follows that ‖F(y)‖ =
‖S‖σ and ‖H(y)‖ = ‖S‖dσ .
Assume second that F = R. Then y ∈ S(n,R) is a critical point of S × ⊗dx on
S(n,R). Corollary 4.3 yields that S × ⊗d−1y = ±‖S‖σ,Ry. Hence ‖F(y)‖ = ‖S‖σ,R
and ‖H(y)‖ = ‖S‖dσ,R.
Assume finally that H(y) = y,y 6= 0. The second inequality of (4.14) yields
‖y‖ = ‖H(y)‖ ≤ ‖S‖dσ,F‖y‖(d−1)
2
. Hence ‖S‖dσ,F ≥ ‖y‖−(d−1)
2+1 = ‖y‖−d(d−2)
which implies (4.15). ✷
5 Polynomial-time computability of spectral norm of
symmetric d-qubits
In this section we slightly change our notations as follows. First, the vectors in F2 are
denoted as x = (x0, x1)
⊤. Second, as common in physics, we assume that the S ∈
SdF2 has entries si1,...,id where i1, . . . , id ∈ {0, 1}. (That is, si1,...,id = Si1+1,...,id+1.)
Thus S is parametrized by a vector s = (s0, . . . , sd) where si1,...,id = sk if exactly k
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indices from the multiset {i1, . . . , id} are equal to 1. Note that exactly
(d
k
)
entries
of S are equal to sk. Hence
‖S‖ =
√√√√ d∑
k=0
(
d
k
)
|sk|2. (5.1)
Recall that a qubit state is identified with the class of all vectors
{ζx : x = (x0, x1)⊤ ∈ C2, ‖x‖ = 1, ζ ∈ C, |ζ| = 1}.
Denote by Γ the set of all qubits. Then Γ can be identified with the Riemann sphere
C ∪ {∞}. Indeed associate with a qubit x = (x0, x1)⊤, x0 6= 0 a unique complex
number z = x1x0 ∈ C. The qubit x = (0, x1), |x1| = 1 corresponds to z =∞.
The following lemma is a preparation result to state the main theorem of this
section.
Lemma 5.1 Let S ∈ SdC2 and associate with S the vector s = (s0, . . . , sd)⊤ ∈
C
d+1. Then
1. Let f(x) = S × ⊗dx and S × ⊗d−1x = F(x) = (F0(x), F1(x))⊤, where x =
(x0, x1)
⊤. Then
f(x) =
s∑
j=0
(
d
j
)
sjx
d−j
0 x
j
1 = x
d
0φ(
x1
x0
), where φ(z) =
s∑
j=0
(
d
j
)
sjz
j ,(5.2)
F0(x) =
d−1∑
j=0
(
d− 1
j
)
sjx
d−1−j
0 x
j
1 =
1
d
∂f
∂x0
, (5.3)
F1(x) =
d−1∑
j=0
(
d− 1
j
)
sj+1x
d−j−1
0 x
j
1 =
1
d
∂f
∂x1
. (5.4)
2.
x0F0(x) + x1F1(x) = f(x) = S × ⊗dx.
3. The system (4.9) is
F0(x) = x¯0, F1(x) = x¯1. (5.5)
4. For s = (0, . . . , 0, sd)
⊤ we have ‖S‖σ,F = |sd|.
Proof. 1. The formula for f(x) =
∑s
j=0
(
d
j
)
sjx
d−j
0 x
j
1 follows from the ob-
servation that there exactly
(
d
k
)
entries S ∈ SdF2 that are equal to sk. Define
φ(z) =
∑s
j=0
(d
j
)
sjz
j ∈ F[z]. Then f(x) = xd0φ(x1x0 ). This proves (5.2).
By definition Fl(x0, x1) =
∑
i2,...,id∈{0,1} sl,i2,...,idxi2 · · · xid for l = 0, 1. Assume
that exactly j indices in the set {i2, . . . , id} equal to 1. (Hence the other d − 1− j
indices equal to 0.) Then xi2 · · · xid = xd−1−j0 xj1. The number of choices to have
exactly j indices in the set {i2, . . . , id} equal to 1 is
(d−1
j
)
. Note that in this case
s0,i1,...,id = sj and s1,i1,...,id = sj+1. These arguments prove the first part of (5.3)
and (5.4) respectively.
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The equalities Fl =
1
d
∂f
∂xl
for l = 0, 1 follow from the binomial identities(
d
j
)
(d− j) = d
(
d− 1
j
)
,
(
d
j
)
j = d
(
d− 1
j − 1
)
.
2 is Euler’s identity.
3 is straightforward.
4. Assume that s = (0, . . . , 0, sd)
⊤. Then S × ⊗dx = sdxd1. Hence ‖S‖σ,F = |sd|. ✷
The following theorem enables us to conclude that the geometric entanglement
of qubits is polynomially computable.
Theorem 5.1 Let S ∈ SdC2 and associate with S the vector s = (s0, . . . , sd)⊤ ∈
C
d+1. Assume that
s 6= (0, . . . , 0, sd)⊤. (5.6)
Let φ(z) =
∑s
j=0
(
d
j
)
sjz
j . Then
1. Define polynomials p(z), q(z) and the rational rational function r(z) as follows
p(z) =
d−1∑
j=0
(
d− 1
j
)
sj+1z
j , q(z) =
d−1∑
j=0
(
d− 1
j
)
sjz
j , r(z) =
p(z)
q(z)
, (5.7)
Then
p(z) =
1
d
φ′(z), q(z) = φ(z) − 1
d
zφ′(z), r(z) =
φ′(z)
dφ(z) − zφ′(z) . (5.8)
The system (5.5) for (x0, x1)
⊤ 6= 0 is equivalent to either
z¯q(z) − p(z) = 0, (5.9)
and q(z) 6= 0, i.e., (x0, x1)⊤ 6= (0, x1)⊤, or
sd−1 = 0 and sd 6= 0 (z =∞). (5.10)
2. Let
p¯(z) =
d−1∑
j=0
(
d− 1
j
)
s¯j+1z
j, q¯(z) =
d−1∑
j=0
(
d− 1
j
)
s¯jz
j , r¯(z) =
p¯(z)
q¯(z)
, g(z) = r¯(r(z)).
(5.11)
Then g(z) = u(z)v(z) , where
u(z) =
d−1∑
j=0
(
d− 1
j
)
s¯j+1
( d−1∑
k=0
(
d− 1
k
)
sk+1z
k
)j( d−1∑
k=0
(
d− 1
k
)
skz
k
)d−1−j
,(5.12)
v(z) =
d−1∑
j=0
(
d− 1
j
)
s¯j
( d−1∑
k=0
(
d− 1
k
)
sk+1z
k
)j( d−1∑
k=0
(
d− 1
k
)
skz
k
)d−1−j
. (5.13)
Furthermore, the system (4.13) for (x0, x1)
⊤ 6= (0, x1)⊤ is equivalent to
zv(z) − u(z) = 0, (5.14)
and v(z) 6= 0. This is a polynomial equation of degree (d− 1)2 + 1 at most.
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3. Let
R = {z ∈ C, z¯q(z)− p(z) = 0}, R′ = R ∩ R, (5.15)
R1 = {z ∈ C, zv(z) − u(z) = 0}, R′1 = R1 ∩ R. (5.16)
Then R′ is the set of the real zeros of zq(z)− p(z) = 0. Furthermore, R ⊆ R1.
In particular, if z ∈ R and q(z) = 0 then z ∈ R1 and v(z) = 0.
4. The polynomial zv(z) − u(z) is a zero polynomial if and only if one of the
following conditions hold. Either
s = A(δ1(k+1), . . . , δ
⊤
(d+1)(k+1)) for k ∈ [d− 1], (f(x) = A
(
d
k
)
xd−k0 x
k
1), (5.17)
where A is a nonzero scalar constant. For this S ∈ SdF2 we have
‖S‖σ,F = |A|
(
d
k
)(
1− k
d
)d−k
2
(k
d
) k
2 . (5.18)
Or S has corresponding φ given by
φ(z) = A(z + a)p(z + b)d−p, A 6= 0, (5.19)
a = e−sic, b = −e−sic−1, c ∈ R \ {0}, s ∈ R, p ∈ [d− 1].
Assume that S ∈ SdR2 of the form (5.19), i.e., A ∈ R and s = 0. Then ‖S‖σ,R
is given by (5.22), where R′ is the set real solutions, (consisting of one or two
real roots), of the quadratic equation r(t) = t.
Assume that S ∈ SdC2 is of the form (5.19). Then ‖S‖σ can be computed to
an arbitrary precision as explained in §6.
5. Assume that d > 2 and S ∈ SdC2 is not of the form given in 4. Then
‖S‖σ = max
{
|sd|,max{ |q(z)|
(1 + |z|2) d−22
, z ∈ R}
}
. (5.20)
6. Assume that d > 2 and S ∈ SdC2 is not of the form given in 4. Then
‖S‖σ = max
{
|sd|,max{ |v(z)|
1
d
(1 + |z|2) d−22
, z ∈ R1}
}
. (5.21)
7. Assume that S ∈ SdR2, d > 2 and S is not of the form given in 4. Then
‖S‖σ,R = max
{
|sd|,max{ |q(t)|
(1 + |t|2) d−22
, t ∈ R′}
}
. (5.22)
8. Assume that S ∈ SdR2, d > 2 and S is not of the form given in 4. Then
‖S‖σ,R = max
{
|sd|,max{ |v(t)|
1
d
(1 + |t|2) d−22
, t ∈ R′1}
}
. (5.23)
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Proof. We use the notations and the results of Lemma 5.1.
1. The assumption s 6= (0, . . . , 0, sd)⊤ is equivalent to the assumption that the
polynomial q(z) is not zero identically. Observe next that if x0 6= 0 then
z =
x1
x0
, z¯ =
x¯1
x¯0
,
F1(x0, x1)
xd−10
= p(z),
F0(x0, x1)
xd−10
= q(z).
Recall that
dF1 =
∂f
∂x1
=
∂(xd0φ(
x1
x0
))
∂x1
= xd−10 φ
′(
x1
x0
),
dF0 =
∂f
∂x0
=
∂(xd0φ(
x1
x0
))
∂x0
= dxd−10 φ(
x1
x0
)− x1xd−20 φ′(
x1
x0
).
These equalities yield (5.8).
Suppose first that (5.5) holds. Assume that (x0, x1)
⊤ 6= 0. Suppose first that
x0 6= 0. Then q(z) = F0(x0,x1)xd−10 =
x¯0
xd−10
6= 0. Furthermore
z¯ =
F1(x0, x1)
F0(x0, x1)
=
F1(x0, x1)x
−d+1
0
F0(x0, x1)x
−d+1
0
= r(z).
This shows the conditions (5.9). Assume now that x0 = 0. So 0 = F0(0, x1) =
sd−1xd−11 . As x = (0, x1) 6= 0 it follows that x1 6= 0. Hence sd−1 = 0. Furthermore
x¯1 = F1(0, x1) = sdx
d−1
1 . Hence sd 6= 0. This shows (5.10).
Conversely, suppose first that (5.10) holds. Let x = (0, x1)
⊤. Then F0(x) = 0
and F1(x) = sdx
d−1
1 . Then choose x1 to be a nonzero solution of sdx
d−1
1 = x¯1. That
is |x1| = |sd|−
1
d−2 and argx1 = −arg sdd . Thus (0, x1)⊤ 6= 0 is a solution of (5.5).
Assume second that (5.9) holds and q(z) 6= 0. The above arguments show that
there exists a nonzero solution to the equation xd−10 q(z) = x¯0. Let x1 = x0z,x =
(x0, x1)
⊤. Then F0(x0, x1) = xd−10 q(z) = x¯0. Observe next
F1(x0, x1) = x
d−1
0 p(z) = x
d−1
0 q(z)z¯ = F0(x0, x1)z¯ = x¯0z¯ = x¯1.
Hence (5.5) holds for
x = x0(1, z)
⊤, |x0| = |q(z)|
1
2−d , arg x0 = −arg q(z)
d
. (5.24)
2. Assume that p¯(z), q¯(z), r¯(z) and g(z) are defined in (5.11). The definitions of
p(z), q(z) given by (5.7) yield the identities (5.12) and (5.13). Let
u(z) =
(d−1)2∑
k=0
ukz
k, v(z) =
(d−1)2∑
k=0
vkz
k.
Then
u(d−1)2 =
d−1∑
j=0
(
d− 1
j
)
s¯j+1s
j
ds
d−1−j
d−1 , v(d−1)2 =
d−1∑
j=0
(
d− 1
j
)
s¯js
j
ds
d−1−j
d−1 . (5.25)
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Hence the polynomial zv(z) − u(z) is of at most degree (d − 1)2 + 1. Suppose
x = (x0, x1)
⊤, x0 6= 0 satisfies (4.13):
F(F(x)) = x. (5.26)
Since we assumed that x0 6= 0 it follows that
u(z) =
F¯1(F(x))
x
(d−1)2
0
, v(z) =
F¯0(F(x))
x
(d−1)2
0
= x
−(d−1)2+1
0 6= 0.
Hence the system (5.26) implies
r¯(r(z)) =
F¯1(F(x))x
−(d−1)2
0
F¯0(F(x))x
−(d−1)2
0
=
x1
x0
= z.
This yields (5.14), which is a polynomial equation of degree at most (d− 1)2 + 1.
3. As z¯ = z for z ∈ R we deduce that R′ is the set of the real zeros of zq(z)−p(z) =
0. Assume that z ∈ R. Suppose first that q(z) 6= 0. Part 1 yields that there
exists (x0, x1)
⊤, x0 6= 0 which satisfies (5.5). Hence (x0, x1)⊤ is a fixed point of H.
Thus z = x1x0 ∈ R1 and v(z) 6= 0. Suppose second that q(z) = 0. The equality
zq(z) − p(z) = 0 yields that p(z) = 0. The equalities (5.12) and (5.13) show
that u(z) and v(z) are homogeneous polynomials in variables p(z), q(z). Hence
u(z) = v(z) = 0. In particular, z ∈ R1.
4. The analysis of the exceptional cases is given in §6.
5. Assume that d > 2, and s = (s0, . . . , sd)
⊤ ∈ Cd+1 is the corresponding vector to
S = [Si1,...,id ] ∈ SdC2. Clearly, ‖S‖σ ≥ |S × ⊗de1| = |s1,...,1| = |sd|.
Without loss of generality we may assume that S 6= 0. Hence ‖S‖σ > 0. Suppose
first s = (0, . . . , 0, sd)
⊤. Then q(z) ≡ 0 and R = ∅. Hence (5.20) is equivalent to
part 4 of Lemma 5.1.
Let R0 = {z ∈ R, q(z) = 0}. Clearly |sd| ≥ |q(z)|
(1+|z|2)d−22
for z ∈ R0. Thus it
suffices to show that
‖S‖σ = max
{
|sd|,max{ |q(z)|
(1 + |z|2) d−22
, z ∈ R \R0}
}
.
The proof of Theorem 4.1 yields that (x0, x1)
⊤ is a critical point of f(x) := ℜ(S×
⊗dx) on S(2,C) if and only if it satisfies (5.5). Part 1 yields that (x0, x1)⊤ ∈ S(2,C)
satisfies (5.5) if and only if either z = x1x0 ∈ R \R0 or (5.10) holds. Clearly ‖S‖σ is
a critical value of f |S(2,C).
Suppose first that (5.10) holds. Then the critical point of f is y = (0, y1)
⊤, |y1| =
1. The corresponding critical value of f is ±|sd|, and |sd| ≤ ‖S‖σ .
Assume second that z ∈ R \ R0. Then x = (x0, x1)⊤ is given by (5.24) and
satisfies (5.5). Clearly, ‖x‖ = |q(z)| 12−d√1 + |z|2. (We do not assume that ‖x‖ = 1.)
Let y = 1‖x‖x ∈ S(2,C). Then y is a critical point of f |S(2,C) which corresponds
to the positive critical value
λq(z) =
1
‖x‖d−2 =
|q(z)|
(
√
1 + |z|2)d−2 . (5.27)
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Hence (5.20) holds.
6. We now repeat the arguments of 5 with corresponding modifications. Let R1,0 =
{z ∈ R1, v(z) = 0}. Suppose that z ∈ R1 \ R1,0. Let x = (x0, x1)⊤ and assume
that x0 6= 0 and x1 = x0z. The assumption that H(x) = (H0(x),H1(x)) = (x0, x1)
yields that H0(x) = x
(d−1)2
0 v(z) = x0. Hence
|x0| = |v(z)|−
1
(d−1)2−1 , arg x0 = − arg v(z)
(d− 1)2 − 1 .
Clearly H1(x) = x
(d−1)2
0 u(z) = x
(d−1)2
0 v(z)z = x0z = x1. Thus H(x) = x. Let
λv(z) =
1
‖x‖d−2 = (
|v(z)|
1
(d−1)2−1√
1 + |z|2 )
d−2 =
|v(z)| 1d
(
√
1 + |z|2)d−2 . (5.28)
The inequality (4.15) yields that λv(z) ≤ ‖S‖σ . 5 yields that if |sd| < ‖S‖σ, then
there exists x = (x0, x1)
⊤, x0 6= 0 such that F(x) = x and ‖S‖σ = ‖x‖−(d−2).
Clearly, H(x) = x. Hence (5.21) holds.
7. Assume that d > 2, and s = (s0, . . . , sd)
⊤ ∈ Rd+1 is the corresponding vector to
S = [si1,...,id ] ∈ SdR2. We now follow the notations and the arguments of 5. It is
enough to consider the case (5.6). Then either ‖S‖σ or −‖S‖σ is a nonzero critical
point of φ restricted to S(2,R). Consider first a positive critical value of φ. The
arguments of the proof of Theorem 4.1 yields that such a critical point induces a
nonzero solution to (4.9), which is equal to F(x) = x since x = (x0, x1)
⊤ ∈ R2.
For x0 6= 0 we obtain that t = z = x1x0 ∈ R. In this case t is a real solution of
p(t)−tq(t) = 0, q(t) 6= 0. Consider second a negative critical values of φ restricted to
S(2,R). The arguments of the proof of Theorem 4.1 yields that such a critical value
induces a nonzero solution to F(x) = −x. For x0 6= 0 we obtain that t = z = x1x0 ∈ R
satisfies the same equation tq(t)− p(t) = 0.
Vice versa, suppose that t ∈ R satisfies the equation p(t)−tq(t) = 0 and q(t) 6= 0.
We claim that such t induces a real solution to F(x) = εx for ε ∈ {−1, 1}. As in 1
we need to find x0 ∈ R such that the equation xd−10 q(t) = εx0 has a nonzero real
solution x0. Choosing ε to be the sign of q(t) we always have a positive solution x0
to this equation. Then we let x = x0(1, t)
⊤. Hence (5.22) holds.
8 follows from the arguments of 6 and 7. ✷
Remark 5.2 It is straightforward to show using the arguments of the proof of
Theorem 5.1 that for d > 2 every root of zq(z) − p(z) = 0, q(z) 6= 0 corresponds to
an eigenvector
S × ⊗d−1y = y, S ∈ SdC2,y = (y0, y1)⊤ ∈ C2, y0 6= 0. (5.29)
Furthermore the inequality (4.15) holds.
6 The exceptional cases
In this section we discuss part 4 of Theorem 5.1. Assume that g(z) = r¯(r(z)) = z
identically. Recall that r(z) can be viewed as a holomorphic map of the Riemann
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sphere. The degree of this map is δ ∈ N since g is not a constant map. Hence the
degree of the map g is δ2. Since g is the identity map and its degree is 1. Hence
δ = 1 and r(z) is a Mo¨bius map:
r(z) =
az + b
cz + d
, ad− bc 6= 0.
Use the formula for r(z) in (5.8) to deduce
1
d
(log φ(z))′ =
1
d
φ′(z)
φ(z)
=
az + b
cz + d+ z(az + b)
.
Let l be the number of distinct roots of φ(z). Then the logarithmic derivative of
φ(z) has exactly l distinct poles. Compare that with the above formula of the
logarithmic derivative of φ we deduce that φ has either one (possibly) multiple root
or two distinct roots.
Assume first that φ(z) has one root of multiplicity k: φ(z) = A(z + a)k for
k ∈ [d]. Then
r(z) =
k
(d− k)z + da , r¯(z) =
k
(d− k)z + da¯ .
In this case g(z) ≡ z if and only if k ∈ [d − 1] and a = 0. Clearly, if φ(z) = Azk,
where A 6= 0, then g(z) ≡ z. In this case S × ⊗dx = A(dk)xd−k0 xk1 . To find ‖S‖σ,F
we need to maximize |A|(dk)|x0|d−k|x1|k subject to |x0|2 + |x1|2 = 1. The maximum
is obtained for |x0|2 = 1− kd , |x1|2 = kd . This proves (5.18).
Assume now that φ(z) has two distinct zeros: φ(z) = A(z + a)p(z + b)q, where
a 6= b, p, q ∈ N and p+ q ≤ d. Then
r(z) =
(z + a)p−1(z + b)q−1
(
(p+ q)z + pb+ qa
)
(z + a)p−1(z + b)q−1
(
d(z + a)(z + b)− z((p+ q)z + pb+ qa)) .
Suppose first that p+ q < d. In order that r(z) will be a Mo¨bius transformation we
need to assume that (p + q)z + pb + qa divides (z + a)(z + b). This is impossible,
since φ′ has exactly p+ q− 2 common roots with φ. Hence we are left with the case
p+ q = d. In this case
r(z) =
dz + α
βz + dab
, α = pb+ qa, β = d(a+ b)− α, p + q = d. (6.1)
The assumption that g(z) ≡ z is equivalent to the following matrix equality
A¯A = γ2I2, A =
[
d α
β dab
]
γ 6= 0. (6.2)
Taking the determinant of the above identity we deduce that γ4 = |det A|2 > 0. So
γ2 = ±τ−2 for some τ > 0. Let B = τA. Suppose first that γ2 = τ−2. Then B¯ is
the inverse of B. So det B = δ, |δ| = 1. Then
dab = δd, d = δda¯b¯, −α = δα¯,−β = δβ¯. (6.3)
Hence ab = δ.
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We next observe that if we replace φ(z) with φs(z) := φ(e
siz) for any s ∈ R we
will obtain the following relations
ps(z) = e
sip(esiz), qs(z) = q(e
siz), ps(z) = e
−sip(e−siz), qs(z) = q¯(e−siz).
Let
rs(z) =
ps(z)
qs(z)
, rs(z) =
ps(z)
qs(z)
, gs(z) = rs(rs(z)).
A straightforward calculation shows that gs(z) = z for all s ∈ R. Note the two roots
of φs(z) are −ae−si,−be−si. Hence we can choose s such that δ = −1. Assume for
simplicity of the exposition this condition holds for s = 0, i.e., for φ. So α and β
are real. In particular a+ b is real. So b = −a−1 and a− a−1 is real. Hence a is real
and also b is real.
Suppose now that γ2 = −τ2. Then B¯ = −B−1. So det B = δ, |δ| = 1. Then
dab = −δd, d = −δda¯b¯, α = δα¯, β = δβ¯. (6.4)
By considering φt as above we may assume that δ = 1 which gives again that
a ∈ R \ {0} and b = −a−1. This proves (5.19).
Vice versa, assume that φ(z) is of the form (5.19), where a ∈ R \ {0} and
b = − 1a . We claim that r¯(r(z)) ≡ z. The above arguments show that (6.1) holds.
Furthermore
ab = −1, α = (d− p)a− p
a
, β = pa− d− p
a
, p ∈ [d− 1]. (6.5)
Consider the matrix A given by (6.2). Note the trace of this matrix is zero. We
claim that A is not singular. Indeed
det A = −(d2+αβ) = −(d2−(d−p)2−p2+p(d−p)(a2+a−2)) = −p(d−p)(a+a−1)2.
(6.6)
Hence A has two distinct eigenvalues {γ,−γ} and is diagonalizable. As A is a real
matrix we get that A¯A = A2 = γ2I2. Therefore r¯(r(z)) ≡ z. As r¯s(rs(z)) ≡ z
for each s ∈ R we deduce that for each φ of the form (5.19) zq(z) − p(z) is a zero
polynomial.
We now give an algorithm to compute ‖S‖σ,F corresponding to φ of the form
(5.19). Clearly
S×⊗dx = A(x1+ce−six0)p(x1−c−1e−six0)d−p, c ∈ R\{0}, p ∈ [d−1],x = (x0, x1)⊤.
(6.7)
Assume first that S ∈ SdR2. It is straightforward to show that A ∈ R and esi = ±1
unless c 6= ±1 and d = 2p. These two cases are equivalent to the assumption that
S×⊗dx = A(x1+cx0)p(x1−c−1x0)d−p, c ∈ R\{0}, d ∈ [d−1],x = (x0, x1)⊤. (6.8)
In the case that c = ±1 and d = 2p we have another possibility
S × ⊗dx = A(x21 + x20)p, p ∈ N. (6.9)
We first consider the case (6.9). A straightforward calculation shows that r(z) ≡
z. Clearly r¯(z) = r(z). Thus the polynomials zq(z) − z and zv(z) − z are zero
polynomials. In that case ‖S‖σ,R = |A| and S×⊗2px has value A for all x ∈ S(2,R).
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Next we consider the case (6.8). Then r(z) is given by
r(z) =
dz + α
βz − d , α = (d− p)c− pc
−1, β = pc− (d− p)c−1. (6.10)
Hence the equation r(z) = z boils down to the quadratic equation
βz2 − 2dz − α = 0. (6.11)
The equality (6.6) yields that d2+αβ > 0. Hence the above quadratic equation has
two or one real roots. Let R′ the set of the roots of (6.11). Then part 6 of Theorem
5.1 implies the equality (5.23).
Assume now that Ss ∈ SdC2 is induced by φ of the form (5.19). The equality
(6.7) yields that ‖Ss‖σ = ‖S0‖σ. Thus it is enough to find ‖S0‖σ . For simplicity
of notation we let S = S0. In this case r(z) is of the form (6.10). The equation
r(z) = z¯ = x− yi boils down to one equation in two variables x, y ∈ R:
β(x2 + y2)− 2dx− α = 0, z = x+ yi. (6.12)
Suppose first that β = 0. Then x = − α2d and y is a free variable. For β 6= 0 the pair
(x, y) lie on a circle
(x− d
β
)2 + y2 =
d2 + αβ
β2
.
This means that we replaced the problem of finding the maximum of |S ×⊗dx| over
the three dimensional sphere S(2,C) with another problem with three (or two) real
parameters |x0|, x, y satisfying the condition |x0|2(1 + x2 + y2) = 1.
We now suggest following simple approximations to find ‖S‖σ using the case
4 (or 5 ) of Theorem 5.1. Assume first that A = 1, i.e., S corresponds to φ(z) =
(z + c)p(z − c−1)d−p. Choose ε > 0 such that our desired approximation should be
not more than 2ǫ. Let φ(z, ε) = φ(z) + ε. Let S(ε) ∈ SdR2 be the symmetric tensor
corresponding to φ(z, ε). It is straightforward to show that
‖S(ε)− S‖σ = ‖S(ε)− S‖ = ε.
Hence ‖S‖σ ∈ [‖S(ε)‖σ − ε, ‖S(ε)‖σ + ε].
Observe next that φ′(z, ε) = φ′(z). Hence a common root of φ(z, ε) and φ′(z, ε)
can not be a common root of φ(z) and φ′(z). Hence φ(z, ε) and φ′(z, ε) can have
at most one common root. As d ≥ 3 we deduce that S(ε) does not satisfy the
assumptions of part 3 of Theorem 5.1. Apply the case 4 (or 5 ) of Theorem 5.1 to
compute ‖S(ε)‖σ within precision ε. The value of ‖S(ε)‖σ gives the value of ‖S‖σ
with precision 2ε.
A disadvantage of this approximation that ‖S(ε)‖ depends on ε. We now con-
sider the case where S ∈ SdR2 corresponds to φ(z) = 1A(z + c)p(z − c−1)d−p, where
A > 0 and ‖S‖ = 1. Let T = [Ti1,...,id] ∈ SdR2 corresponding to φ(z) = 1. That is
T1,...,1 = 1 and all other entries of T are zero. Then we let
S(ε) = 1‖S + εT ‖(S + εT ).
It is not difficult to show that ‖S(ε) − S‖ ≤ ε. Hence ‖S(ε) − S‖σ ≤ ε and
‖S‖σ ∈ [‖S(ε)‖σ − ε, ‖S(ε)‖σ + ε].
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Table 2: Computational results for Example 6.1.
ε ‖Sε(2)‖σ,R ‖Sε(2)‖σ ε ‖Sε(2)‖σ,R ‖Sε(2)‖σ
0.5 0.75 0.75 0.1 0.64226 0.64226
0.05 0.62750 0.62750 0.01 0.61543 0.61543
0.005 0.61390 0.61390 0.001 0.61268 0.61268
0.0005 0.61253 0.61253 0.0001 0.61240 0.61240
Table 3: Computational results for Example 6.2.
ε ‖Sε(3)‖σ,R ‖Sε(3)‖σ ε ‖Sε(3)‖σ,R ‖Sε(3)‖σ
0.5 0.68465 0.68465 0.1 0.58630 0.58630
0.05 0.57282 0.57282 0.01 0.56181 0.56181
0.005 0.56041 0.56041 0.001 0.55930 0.55930
0.0005 0.55916 0.55916 0.0001 0.55904 0.55904
In the following three examples below we consider S(m) ∈ SdR2 corresponding
to
φ(z,m) =
1
A(m)
(z + 1)m(z − 1)m = 1
A(m)
(z2 − 1)m, ‖S(m)‖ = 1, d = 2m, (6.13)
where A(m) > 0. Note that S(m) × ⊗2mx = 1A(m)(x21 − x20)m, and |x21 − x20| ≤
|x1|2 + |x0|2, and equality holds if x1 and ix0 have the same argument. Hence
‖S‖σ = 1A(m) . Note that |x21 − x20| = x21 + x20 for x = (x0, x1)⊤ ∈ R2 and x0x1 = 0.
Hence ‖S(m)‖σ,R = ‖S(m)‖σ = 1A(m) .
Let Sε(m) be the perturbation of S(m) given by
1
A(m)
(
(z2 − 1)m − (z2m + (−1)m))+ 1
A(m)
(√
1− εz2m + (−1)m√1 + ε).
Note that ‖Sε(m)‖ = 1. Furthermore
‖S(m)− Sε(m)‖ = 1
A(m)
√(√
1− ε− 1)2 + (√1 + ε− 1)2 ≈ ε√
2A(m)
.
Example 6.1
d = 2m = 4, A(2) =
√
8
3
, ‖S(2)‖σ =
√
3
8
≈ 0.61237243569.
For ε = {0.5, 0.1, 0.05, 0.01, 0.005, 0.001, 0.0005, 0.0001}, we calculate the real and
complex spectral norms for Sε(2), the computational results are shown in Table 2.
Example 6.2
d = 2m = 6, A(3) =
4√
5
, ‖S(3)‖σ =
√
5
4
≈ 0.55901699437.
For ε = {0.5, 0.1, 0.05, 0.01, 0.005, 0.001, 0.0005, 0.0001}, we calculate the real and
complex spectral norms for Sε(3), the computational results are shown in Table 3.
Example 6.3
d = 2m = 8, A(4) =
√
128
35
, ‖S(4)‖σ =
√
35
128
≈ 0.52291251658.
For ε = {0.5, 0.1, 0.05, 0.01, 0.005, 0.001, 0.0005, 0.0001}, we calculate the real and
complex spectral norms for Sε(4), the computational results are shown in Table 4.
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Table 4: Computational results for Example 6.3.
ε ‖Sε(4)‖σ,R ‖Sε(4)‖σ ε ‖Sε(4)‖σ,R ‖Sε(4)‖σ
0.5 0.64043 0.64043 0.1 0.54844 0.54844
0.05 0.53583 0.53583 0.01 0.52552 0.52552
0.005 0.52422 0.52422 0.001 0.52317 0.52317
0.0005 0.52304 0.52304 0.0001 0.52294 0.52294
7 The case n > 2
We now discuss briefly the complexity of finding ‖S‖σ , where S ∈ SdCn, for a fixed
n > 2 and d ∈ N. Recall that SdCn is a vector space of dimension (n+d−1n−1 ) =
O(dn−1). As discussed in §4 we need to find the nonzero solutions of (4.9). To use
algebraic geometry it is more convenient to consider the system (4.13). The proof of
Theorem 4.1 that the number of different solutions of the system (4.13) counted with
multiplicities is (d − 1)2n if S is not singular. Let Ad = [Ai1,...,id ] be the identity
symmetric tensor, i.e., Ai1,...,id = 1 if i1 = · · · = id and Ai1,...,id = 0 otherwise.
Clearly Ad is nonsingular. Then H(y) = A(d−1)2+1 × ⊗(d−1)2y. Hence the system
H(y) = y has exactly (d − 1)2n distinct solutions. Assume that S(t) ∈ SdCn is a
continuous function in t ∈ [0, 1] such that S(0) = Ad and S(1) = S. Assume that
S is nonsingular. Since the variety of the singular symmetric tensors in SdCn is of
codimension at least 1 [20], with probability 1 each S(t), t ∈ (0, 1) is nonsingular.
Thus we can apply the homotopy method of finding all (d − 1)2n fixed points of
H(y, t) := S(t) × ⊗d−1(S(t) × ⊗d−1y) [3, 4]. On the other hand, if S ∈ SdCn is
singular then while carrying out the homotopy method we either have that for some
S(t) the set of fixed points ofH(y, t) is infinite, or some of the fixed points “escape to
infinity”. (This follows from the fact that homogenizing the system H(y)−y = 0 to
H(y)−y(d−1)20 y = 0, where (y0,y⊤)⊤ ∈ PCn+1, we get a solution (0,y⊤)⊤ ∈ PCn+1.
This corresponds to a solution of H(y)− y = 0 at infinity.) That is, the homotopy
method fails.
In particular we conjecture:
Conjecture 7.1 Assume that 2 < n ∈ N is fixed. Suppose that S ∈ SdCn is
not singular. Then with probability 1 we can find in polynomial time in d all fixed
points of H within ε approximation. In particular, we can compute ‖S‖σ within ε
approximation in polynomial time in d with probability 1.
We now discuss briefly the computational aspect of the problem if a given S ∈
SdCn is nonsingular. This problem is equivalent to the problem if the homogeneous
system F(y) = 0 has only the trivial solution. As we discussed above, this is
equivalent to the statement that the system F(y) − y = 0 has (d − 1)n distinct
isolated solutions counting with multiplicities. Let S(t) ∈ SdCn, t ∈ [0, 1] be defined
as above. Then, as explained above, S(t) is nonsingular for t ∈ [0, 1) with probability
1. Thus we can apply the homotopy method of finding all (d − 1)n fixed points of
F(y, t) := S(t) × ⊗d−1y [3, 4]. If we can carry out the homotopy method for
t ∈ [0, 1] then S is nonsingular. On the other hand, if S ∈ SdCn is singular then
while carrying out the homotopy method we either have that for some S(t) the set
of fixed points of F(y, t) is infinite, or some of the fixed points “escape to infinity”.
Thus we conjecture that with probability 1 we can decide if S is nonsingular in
polynomial time.
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Table 5: Computational results for Example A.1.
No. z F λq(z) λv(z) No. z F λq(z) λv(z)
1 0.9157 R 0.5635 0.5635 4 -0.0240+ 0.7928i C 0.7027 0.7027
2 -5.9838 R 0.2791 0.2791 5 -0.0240 - 0.7928i C 0.7027 0.7027
3 -0.4063 R 0.6205 0.6205
A Examples
In this section, we give some numerical examples of applications of Theorem 5.1.
All the examples are real symmetric d-qubits since we expect to compute both the
complex and real spectral norms of a given tensor S. In Theorem 5.1, we showed
that the spectral norm of a given d-qubit can be found by solving the polynomial
equation zv(z)−u(z) = 0 (see (5.14)), which is of degree (d−1)2+1 at most. In what
follows that we assume that the polynomial zv(z) − u(z) is not a zero polynomial.
(That is, we are not dealing with the exceptional cases that are discussed in §6.)
In this paper we use Bertini [3] (version 1.5, released in 2015), which is a well
developed software to find the set R1 and its real subset R
′
1, which are given by
(5.16). We also find the subsets R and R′, which are given by (5.15). We calculate
the parameters λq and λv which are given in (5.27) and (5.28) respectively. We use
formulas (5.20), (5.21) to find ‖S‖σ , and formulas (5.22), (5.23) to find ‖S‖σ,R.
All the computation are implemented with Matlab R2012a on a MacBook Pro 64-
bit OS X (10.9.5) system with 16GB memory and 2.3 GHz Intel Core i7 CPU. In the
display of the computational results, only four decimal digits are shown. The default
parameters in Bertini are used to solve the polynomial equation zv(z) − u(z) = 0.
Since all examples only take few seconds we will not show the computing time.
In the following examples we specify only the nonzero entries of the symmetric
tensor S. We also assume that the symmetric tensor S ∈ SdR2 is a state, i.e.,
‖S‖ = 1.
Example A.1 [30] Given tensor S ∈ S3R2 with:
S1,1,1 = 0.3104, S2,2,2 = 0.2235, S1,1,2 = −0.4866, S1,2,2 = −0.2186.
The polynomial zv(z) − u(z) has degree 5. It has 5 roots, 3 of them are real and
the other 2 are complex. The computational results are shown in Table 5. Clearly
|s3| = |S2,2,2| = 0.2235, and we have R = R1, R′ = R′1. By using formulas (5.20),
(5.21), (5.22), (5.23), we get:
‖S‖σ = max{|s3|, λq(z), z ∈ R} = max{|s3|, λv(z), z ∈ R1} = 0.7027,
‖S‖σ,R = max{|s3|, λq(z), z ∈ R′} = max{|s3|, λv(z), z ∈ R′1} = 0.6205.
Example A.2 [17] Given tensor S ∈ S3R2 with:
S1,1,2 = 1
2
, S2,2,2 = −1
2
.
The polynomial zv(z) − u(z) has degree 4. It has 4 roots, 2 of them are real and
the other 2 are complex. The computational results are shown in Table 6. Clearly
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Table 6: Computational results for Example A.2.
No. z F λq(z) λv(z) No. z F λq(z) λv(z)
1 0.5774 R 0.5 0.5 3 -0.5774 R 0.5 0.5
2 1i C 0.7071 0.7071 4 -1i C 0.7071 0.7071
Table 7: Computational results for Example A.3.
No. z F λq(z) λv(z) No. z F λq(z) λv(z)
1 1.2413 R 0.5000 0.5000 4 -1i C 0.7071 0.7071
2 -0.1558 R 0.5000 0.5000 5 1i C 0.7071 0.7071
3 -2.5855 R 0.5000 0.5000
|s3| = |S2,2,2| = 0.5, and we have R = R1, R′ = R′1. By using formulas (5.20),
(5.21), (5.22), (5.23), we get:
‖S‖σ = max{|s3|, λq(z), z ∈ R} = max{|s3|, λv(z), z ∈ R1} = 0.7071,
‖S‖σ,R = max{|s3|, λq(z), z ∈ R′} = max{|s3|, λv(z), z ∈ R′1} = 0.5.
Example A.3 Given tensor S ∈ S3R2 with:
S1,1,1 = 1√
5
, S2,2,2 = 1
2
√
5
, S1,1,2 = − 1
2
√
5
, S1,2,2 = − 1√
5
.
The polynomial zv(z) − u(z) has degree 5. It has 5 roots, 3 of them are real and
the other 2 are complex. The computational results are shown in Table 7. Clearly
|s3| = |S2,2,2| = 12√5 , and we have R = R1, R′ = R′1. By using formulas (5.20),
(5.21), (5.22), (5.23), we get:
‖S‖σ = max{|s3|, λq(z), z ∈ R} = max{|s3|, λv(z), z ∈ R1} = 0.7071,
‖S‖σ,R = max{|s3|, λq(z), z ∈ R′} = max{|s3|, λv(z), z ∈ R′1} = 0.5000.
Example A.4 Given tensor S ∈ S4R2 with:
S1,1,1,1 = 2
11
;S1,1,1,2 = − 1
11
;S2,2,1,1 = 4
11
;S2,2,2,1 = − 2
11
;S2,2,2,2 = 1
11
.
The polynomial zv(z)−u(z) has degree 10. It has 10 roots, 4 of them are real and the
other 6 are complex. The computational results are shown in Table 8. Clearly |s4| =
|S2,2,2,2| = 111 . For the 10 roots z, (5.9) fails to satisfy for zi, i ∈ {3, 4, 8, 9}, so we
have R = {zi, i ∈ {1, 2, 5, 6, 7, 10}}. The four real roots all satisfy zq(z) − p(z) = 0,
so we have R′ = R′1. By using formulas (5.20), (5.21), (5.22), (5.23), we get:
‖S‖σ = max{|s4|, λq(z), z ∈ R} = max{|s4|, λv(z), z ∈ R1} = 0.8872,
‖S‖σ,R = max{|s4|, λq(z), z ∈ R′} = max{|s4|, λv(z), z ∈ R′1} = 0.8872.
Example A.5 [1, Example 6.1] Given tensor S ∈ S4R2 with:
S1,1,1,1 =
√
1
3
; S1,2,2,2 = 1
2
√
2
3
.
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Table 8: Computational results for Example A.4.
No. z F λq(z) λv(z) No. z F λq(z) λv(z)
1 0.8217 R 0.3543 0.3543 6 0.1045 R 0.1632 0.1632
2 0.8070+0.2388i C 0.3540 0.3540 7 -1.0376 R 0.8872 0.8872
3 4.6051+0.9267i C 0.2484 0.0838 8 0.1990-0.3520i C 0.0639 0.1894
4 0.1990+0.3520i C 0.0639 0.1894 9 4.6051-0.9267i C 0.2484 0.0838
5 5.6114 R 0.0270 0.0270 10 0.8070-0.2388i C 0.3540 0.3540
Table 9: Computational results for Example A.5.
No. z F λq(z) λv(z) No. z F λq(z) λv(z)
1 0.5176 R 0.5 0.5 6 0 R 0.5774 0.5774
2 0.9659+1.6730i C 0.5 0.5 7 -0.7071-1.2247i C 0.5774 0.5774
3 -0.2588+0.4483i C 0.5 0.5 8 -0.2588-0.4483i C 0.5 0.5
4 -0.7071+1.2247i C 0.5774 0.5774 9 0.9659-1.6730i C 0.5 0.5
5 -1.9319 R 0.5 0.5 10 1.4142 R 0.5774 0.5774
The polynomial zv(z) − u(z) has degree 10. It 10 roots, 4 of them are real and
the other 6 are complex. The computational results are shown in Table 9. Clearly,
|s4| = |S2,2,2,2| = 0 and we have R = R1, R′ = R′1. By using formulas (5.20),
(5.21), (5.22), (5.23), we get:
‖S‖σ = max{|s4|, λq(z), z ∈ R} = max{|s4|, λv(z), z ∈ R1} = 0.5774,
‖S‖σ,R = max{|s4|, λq(z), z ∈ R′} = max{|s4|, λv(z), z ∈ R′1} = 0.5774.
According to [1], ‖S‖σ = 1√3 .
Example A.6 Given tensor S ∈ S5R2 with:
S1,1,1,1,1 = 2√
574
;S1,1,1,1,2 = −1√
574
;S1,1,1,2,2 = 4√
574
;
S1,1,2,2,2 = −6√
574
;S1,2,2,2,2 = −2√
574
;S2,2,2,2,2 = 5√
574
.
The polynomial zv(z) − u(z) has degree 17. It has 17 roots, 9 of them are real and
the other 8 are complex. The computational results are shown in Table 10. Clearly
|s5| = |S2,2,2,2,2| = 5√574 . For the 17 roots z, (5.9) fails to hold for 12 roots, so we
have R = {zi, i ∈ {1, 6, 9, 10, 16}}. These five roots are also real, so we have R′ = R.
By using formulas (5.20), (5.21), (5.22), (5.23), we get:
‖S‖σ = max{|s5|, λq(z), z ∈ R} = max{|s5|, λv(z), z ∈ R1} = 0.6930,
‖S‖σ,R = max{|s5|, λq(z), z ∈ R′} = max{|s5|, λv(z), z ∈ R′1} = 0.6930.
Example A.7 [1, Example 6.2(b)] Given tensor S ∈ S5R2 with:
S1,1,1,1,1 = 1√
1 +A2
;S1,2,2,2,2 = A√
5(1 +A2)
;A ≈ 1.53154.
The polynomial zv(z) − u(z) has degree 17. It has 17 roots, 5 of them are real and
the other 12 are complex. The computational results are shown in Table 11. Clearly
|s5| = |S2,2,2,2,2| = 0. For the 17 roots z, (5.9) fails to hold for 4 roots zi, i ∈
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Table 10: Computational results for Example A.6.
No. z F λq(z) λv(z) No. z F λq(z) λv(z)
1 1.4857 R 0.2864 0.2864 10 0.0928 R 0.0748 0.0748
2 0.3050 R 0.0845 0.0809 11 -1.3611 - 0.6846i C 0.9249 0.5834
3 2.8803 + 0.6699i C 0.7952 0.2302 12 -0.4087 - 0.4279i C 0.3564 0.5650
4 0.1503 R 0.0750 0.0784 13 -3.7577 R 0.8736 0.2489
5 0.1379 + 0.2586i C 0.0434 0.1501 14 0.1379 - 0.2586i C 0.0434 0.1501
6 -15.466 R 0.2224 0.2224 15 2.8803 - 0.6699i C 0.7952 0.2302
7 -0.4087 + 0.4279i C 0.3564 0.5650 16 0.2667 R 0.0819 0.0819
8 -1.3611 + 0.6846i C 0.9249 0.5834 17 0.6923 R 0.0536 0.1882
9 -0.8795 R 0.6930 0.6930
Table 11: Computational results for Example A.7.
No. z F λq(z) λv(z) No. z F λq(z) λv(z)
1 0.6398 R 0.3657 0.3657 10 -0.6398 R 0.3657 0.3657
2 0.4115 + 0.4115i C 0.3269 0.3269 11 -1.4729 - 1.4729i C 0.5258 0.5258
3 1.4729 + 1.4729i C 0.5258 0.5258 12 -0.4115 - 0.4115i C 0.3269 0.3269
4 0 R 0.5492 0.5492 13 - 1.8949i C 0.5457 0.5457
5 1.8949i C 0.5457 0.5457 14 - 0.6398i C 0.3657 0.3657
6 0.6398i C 0.3657 0.3657 15 1.4729 - 1.4729i C 0.5258 0.5258
7 -1.4729 + 1.4729i C 0.5258 0.5258 16 0.4115 - 0.4115i C 0.3269 0.3269
8 -0.4115 + 0.4115i C 0.3269 0.3269 17 1.8949 R 0.5457 0.5457
9 -1.8949 R 0.5457 0.5457
{2, 8, 12, 16}, so we have R = {zi, i ∈ [17]\{2, 8, 12, 16}}. Furthermore R′ = R′1. By
using formulas (5.20), (5.21), (5.22), (5.23), we get:
‖S‖σ = max{|s5|, λq(z), z ∈ R} = max{|s5|, λv(z), z ∈ R1} = 0.5492,
‖S‖σ,R = max{|s5|, λq(z), z ∈ R′} = max{|s5|, λv(z), z ∈ R′1} = 0.5492.
According to [1], ‖S‖σ = 1√1+A2 .
Example A.8 Given tensor S ∈ S6R2 with:
S1,1,1,1,1,1 = 1√
641
;S1,1,1,1,1,2 = −1√
641
;S1,1,1,1,2,2 = 2√
641
;
S1,1,1,2,2,2 = −3√
641
;S1,1,2,2,2,2 = 4√
641
;S1,2,2,2,2,2 = 5√
641
;S2,2,2,2,2,2 = −2√
641
.
The polynomial zv(z) − u(z) has degree 26. It has 26 roots, 6 of them are real and
the other 20 are complex. The computational results are shown in Table 12. Clearly
|s6| = |S2,2,2,2,2,2| = 2√641 . For the 26 roots z, (5.9) fails to hold for 20 roots, so we
have R = {zi, i ∈ {1, 7, 8, 14, 21, 26}}. 4 of the 6 real roots satisfy zq(z) − p(z) = 0,
so we have R′ = {zi, i ∈ {1, 8, 14, 26}}. By using formulas (5.20), (5.21), (5.22),
(5.23), we get:
‖S‖σ = max{|s6|, λq(z), z ∈ R} = max{|s6|, λv(z), z ∈ R1} = 0.6336,
‖S‖σ,R = max{|s6|, λq(z), z ∈ R′} = max{|s6|, λv(z), z ∈ R′1} = 0.6336.
Example A.9 [1, Example 6.3] Given tensor S ∈ S6R2 with:
S1,1,1,1,1,2 = 1
2
√
3
;S1,2,2,2,2,2 = 1
2
√
3
.
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Table 12: Computational results for Example A.8.
No. z F λq(z) λv(z) No. z F λq(z) λv(z)
1 1.8997 R 0.4503 0.4503 14 -0.8764 R 0.6336 0.6336
2 0.7256 R 0.0507 0.1951 15 -2.3660 - 0.5050i C 0.7105 0.2176
3 0.2341 + 0.2263i C 0.0136 0.0136 16 0.1920 - 0.0393i C 0.0213 0.0201
4 0.2284 + 0.2369i C 0.0130 0.0138 17 -1.3863 - 0.7210i C 0.8063 0.5087
5 7.5466 + 4.4315i C 2.3011 0.1821 18 -0.3753 - 0.5248i C 0.3004 0.4761
6 0.2460 + 0.3647i C 0.0193 0.0631 19 0.1379 - 0.2571i C 0.0029 0.0365
7 0.2179 + 0.2468i C 0.0121 0.0121 20 7.5466 - 4.4315i C 2.3011 0.1821
8 -6.0779 R 0.1831 0.1831 21 0.2179 - 0.2468i C 0.0121 0.0121
9 0.1379 + 0.2571i C 0.0029 0.0365 22 0.2460 - 0.3647i C 0.0193 0.0631
10 -0.3753 + 0.5248i C 0.3004 0.4761 23 4.1026 R 1.2078 0.3138
11 -1.3863 + 0.7210i C 0.8063 0.5087 24 0.2284 - 0.2369i C 0.0130 0.0138
12 0.1920 + 0.0393i C 0.0213 0.0201 25 0.2341 - 0.2263i C 0.0136 0.0136
13 -2.366 + 0.5050i C 0.7105 0.2176 26 0.1865 R 0.0219 0.0219
Table 13: Computational results for Example A.9.
No. z F λq(z) λv(z) No. z F λq(z) λv(z)
1 1 R 0.4330 0.4330 14 -1.9319 R 0.4714 0.4714
2 1.9319 R 0.4714 0.4714 15 -0.5176 R 0.4714 0.4714
3 0.2929 + 0.2929i C 0.4330 0.4330 16 -0.7071 - 0.7071i C 0.2887 0.2887
4 0.7071 + 0.7071i C 0.2887 0.2887 17 -1.7071 - 1.7071i C 0.4330 0.4330
5 1.7071 + 1.7071i C 0.4330 0.4330 18 -0.2929 - 0.2929i C 0.4330 0.4330
6 0.5176i C 0.4714 0.4714 19 - 1i C 0.4330 0.4330
7 1i C 0.4330 0.4330 20 - 1.9319i C 0.4714 0.4714
8 1.9319i C 0.4714 0.4714 21 - 0.5176i C 0.4714 0.4714
9 -0.2929 + 0.2929i C 0.4330 0.4330 22 0.7071 - 0.7071i C 0.2887 0.2887
10 -0.7071 + 0.7071i C 0.2887 0.2887 23 0.2929 - 0.2929i C 0.4330 0.4330
11 -1.7071 + 1.7071i C 0.4330 0.4330 24 1.7071 - 1.7071i C 0.4330 0.4330
12 0 R 0 0.2887 25 0.5176 R 0.4714 0.4714
13 -1 R 0.4330 0.4330
The polynomial zv(z) − u(z) has degree 25. It has 25 roots, 7 of them are real and
the other 18 are complex. The computational results are shown in Table 13. Clearly
|s6| = |S2,2,2,2,2,2| = 0. For the 25 roots z, (5.9) fails to hold for 5 roots zi, i ∈
{4, 10, 12, 16, 22}, so we have R = {zi, i ∈ [25]\{4, 10, 12, 16, 22}}. 6 of the 7 real
roots satisfy zq(z)−p(z) = 0, so we have R′ = R∩R = {zi, i ∈ {1, 2, 13, 14, 15, 25}}.
By using formulas (5.20), (5.21), (5.22), (5.23), we get:
‖S‖σ = max{|s6|, λq(z), z ∈ R} = max{|s6|, λv(z), z ∈ R1} = 0.4714,
‖S‖σ,R = max{|s6|, λq(z), z ∈ R′} = max{|s6|, λv(z), z ∈ R′1} = 0.4714.
According to [1], ‖S‖σ =
√
2
3 .
Example A.10 Given tensor S ∈ S7R2 with:
S1,1,1,1,1,1,1 = 1√
37
;S1,1,1,1,1,1,2 = −1√
74
;S1,1,1,1,1,2,2 = 1√
111
;S1,1,1,1,2,2,2 = 1√
185
;
S1,1,1,2,2,2,2 = 1√
185
;S1,1,2,2,2,2,2 = 1√
111
;S1,2,2,2,2,2,2 = 1√
74
;S2,2,2,2,2,2,2 = 1√
37
;
The polynomial zv(z) − u(z) has degree 37. It has 37 roots, 3 of them are real
and the other 34 are complex. The computational results are shown in Table 14.
Clearly |s7| = |S2,2,2,2,2,2,2| = 1√37 . For the 37 roots z, (5.9) fails to hold for 28
roots, so we have R = {zi, i ∈ {1, 2, 7, 13, 17, 21, 23, 30, 32}}. 3 real roots all satisfy
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Table 14: Computational results for Example A.10.
No. z F λq(z) λv(z) No. z F λq(z) λv(z)
1 1.2348 R 0.8741 0.8741 20 -1.4583 - 0.2619i C 0.1131 0.0750
2 0.1653 R 0.0893 0.0893 21 -0.3919 R 0.4121 0.4121
3 -2.2667 + 1.2252i C 0.0404 0.0310 22 -2.0392 - 0.5786i C 0.0292 0.0269
4 0.1442 + 0.1391i C 0.0581 0.1150 23 -2.1260 - 0.7952i C 0.0218 0.0218
5 0.1046 + 0.2732i C 0.1120 0.1851 24 -1.5868 - 1.4793i C 0.0982 0.0496
6 -1.5868 + 1.4793i C 0.0982 0.0496 25 0.0713 - 0.1854i C 0.1062 0.1601
7 0.0208 + 0.5582i C 0.3209 0.3209 26 -1.1085 - 1.4166i C 0.1252 0.0758
8 -0.2315 + 1.5252i C 0.0482 0.0629 27 -0.3327 - 1.5213i C 0.0533 0.0579
9 -0.0557 + 1.4844i C 0.0955 0.0955 28 -0.2315 - 1.5252i C 0.0482 0.0629
10 0.0368 + 1.0175i C 0.2890 0.1871 29 0.0368 - 1.0175i C 0.2890 0.1871
11 0.0713 + 0.1854i C 0.1062 0.1601 30 0.0208 - 0.5582i C 0.3209 0.3209
12 -0.3327 + 1.5213i C 0.0533 0.0579 31 -0.0557 - 1.4844i C 0.0955 0.0955
13 -0.4844 + 1.6068i C 0.0652 0.0652 32 -0.4844 - 1.6068i C 0.0652 0.0652
14 -1.1085 + 1.4166i C 0.1252 0.0759 33 0.1046 - 0.2732i C 0.1120 0.1851
15 -2.1908 + 0.9311i C 0.0224 0.0224 34 0.1442 - 0.1391i C 0.0581 0.1150
16 0.1701 + 0.0760i C 0.0750 0.1158 35 -2.2667 - 1.2252i C 0.0404 0.0310
17 -2.1260 + 0.7952i C 0.0218 0.0218 36 0.1701 - 0.0760i C 0.0750 0.1158
18 -1.4583 + 0.2619i C 0.1131 0.0750 37 -2.1908 - 0.9311i C 0.0224 0.0224
19 -2.0392 + 0.5786i C 0.0292 0.0269
zq(z) − p(z) = 0, so we have R′ = R ∩ R = {zi, i ∈ {1, 2, 21}}. By using formulas
(5.20), (5.21), (5.22), (5.23), we get:
‖S‖σ = max{|s7|, λq(z), z ∈ R} = max{|s7|, λv(z), z ∈ R1} = 0.8741,
‖S‖σ,R = max{|s7|, λq(z), z ∈ R′} = max{|s7|, λv(z), z ∈ R′1} = 0.8741.
Example A.11 [1, Example 6.4] Given tensor S ∈ S7R2 with:
S1,1,1,1,1,1,2 = 1√
14
;S1,2,2,2,2,2,2 = 1√
14
.
The polynomial zv(z) − u(z) has degree 36. It has 36 roots, 6 of them are real and
the other 30 are complex. The computational results are shown in Table 15. Clearly
|s7| = |S2,2,2,2,2,2,2| = 0. For the 36 roots z, (5.9) fails to hold for 11 roots zi, i ∈ I,
so we have R = {zi, i ∈ [36]\I}, where I = {3, 4, 5, 11, 12, 18, 20, 25, 27, 33, 34}. 5
of the 6 real roots satisfy zq(z) − p(z) = 0, so we have R′ = R ∩ R = {zi, i ∈
{1, 2, 19, 21, 36}}. By using formulas (5.20), (5.21), (5.22), (5.23), we get:
‖S‖σ = max{|s7|, λq(z), z ∈ R} = max{|s7|, λv(z), z ∈ R1} = 0.4508,
‖S‖σ,R = max{|s7|, λq(z), z ∈ R′} = max{|s7|, λv(z), z ∈ R′1} = 0.4508.
Example A.12 Given tensor S ∈ S8R2 with:
S1,1,1,1,1,1,1,1 = 1√
52
;S1,1,1,1,1,1,1,2 = 1
2
√
26
;S1,1,1,1,1,1,2,2 = 1√
182
;S1,1,1,1,1,2,2,2 = −1
2
√
52
;
S1,1,1,2,2,2,2,2 = −1
2
√
52
;S1,1,2,2,2,2,2,2 = 1√
182
;S1,2,2,2,2,2,2,2 = −1
2
√
52
;S2,2,2,2,2,2,2,2 = 1√
52
.
The polynomial zv(z) − u(z) has degree 50. It has 50 roots, 6 of them are real and
the other 44 are complex. The computational results are shown in Table 16. Clearly
30
Table 15: Computational results for Example A.11.
No. z F λq(z) λv(z) No. z F λq(z) λv(z)
1 1 R 0.3307 0.3307 19 -0.3964 R 0.4406 0.4406
2 2.3570 R 0.4508 0.4508 20 -0.9914 - 0.1312i C 0.2478 0.2478
3 0 R 0 0.2673 21 -2.5227 R 0.4406 0.4406
4 0.8791 + 0.4766i C 0.2478 0.2478 22 -0.3432 - 0.2494i C 0.4508 0.4508
5 0.7249 + 0.6888i C 0.2478 0.2478 23 -0.8090 - 0.5878i C 0.3307 0.3307
6 2.0409 + 1.4828i C 0.4406 0.4406 24 -1.9069 - 1.3854i C 0.4508 0.4508
7 0.3207 + 0.2330i C 0.4406 0.4406 25 -0.4311 - 0.9023i C 0.2478 0.2478
8 0.3090 + 0.9511i C 0.3307 0.3307 26 -0.1225 - 0.3770i C 0.4406 0.4406
9 0.1311 + 0.4035i C 0.4508 0.4508 27 -0.1816 - 0.9834i C 0.2478 0.2478
10 0.7284 + 2.2417i C 0.4508 0.4508 28 -0.7796 - 2.3992i C 0.4406 0.4406
11 -0.1816 + 0.9834i C 0.2478 0.2478 29 0.1311 - 0.4035i C 0.4508 0.4508
12 -0.4311 + 0.9023i C 0.2478 0.2478 30 0.3090 - 0.9511i C 0.3307 0.3307
13 -0.1225 + 0.3770i C 0.4406 0.4406 31 0.7284 - 2.2417i C 0.4508 0.4508
14 -0.7796 + 2.3992i C 0.4406 0.4406 32 0.3207 - 0.2330i C 0.4406 0.4406
15 -0.8090 + 0.5878i C 0.3307 0.3307 33 0.7249 - 0.6888i C 0.2478 0.2478
16 -0.3432 + 0.2494i C 0.4508 0.4508 34 0.8791 - 0.4766i C 0.2478 0.2478
17 -1.9069 + 1.3854i C 0.4508 0.4508 35 2.0409 - 1.4828i C 0.4406 0.4406
18 -0.9914 + 0.1312i C 0.2478 0.2478 36 0.4243 R 0.4508 0.4508
|s8| = |S2,2,2,2,2,2,2,2| = 1√52 . For the 50 roots z, (5.9) fails to hold for 38 roots, so
we have R = {zi, i ∈ {1, 7, 10, 13, 16, 26, 32, 33, 42, 44, 45, 46}}. 4 of the 6 real roots
satisfy zq(z)− p(z) = 0, so we have R′ = R ∩R = {zi, i ∈ {1, 26, 44, 46}}. By using
formulas (5.20), (5.21), (5.22), (5.23), we get:
‖S‖σ = max{|s8|, λq(z), z ∈ R} = max{|s8|, λv(z), z ∈ R1} = 0.7713,
‖S‖σ,R = max{|s8|, λq(z), z ∈ R′} = max{|s8|, λv(z), z ∈ R′1} = 0.7713.
Example A.13 [1, Example 6.5] Given tensor S ∈ S8R2 with:
S1,1,1,1,1,1,1,2 = 0.336√
2
;S1,1,2,2,2,2,2,2 = 0.741
2
√
7
.
The polynomial zv(z) − u(z) has degree 42, which has 41 roots, 7 of them are real
and the other 34 are complex. One of the real roots z = 0 has multiplicity 2. The
computational results are shown in Table 17. Clearly, |s8| = |S2,2,2,2,2,2,2,2| = 0. For
the 41 roots z, (5.9) fails to hold for 10 roots, so we have R = {zi, i ∈ [41]\I},
where I = {5, 6, 11, 13, 21, 22, 28, 30, 36, 39} and R′ = R ∩ R. By using formulas
(5.20), (5.21), (5.22), (5.23), we get:
‖S‖σ = max{|s8|, λq(z), z ∈ R} = max{|s8|, λv(z), z ∈ R1} = 0.4288,
‖S‖σ,R = max{|s8|, λq(z), z ∈ R′} = max{|s8|, λv(z), z ∈ R′1} = 0.4288.
Example A.14 [1, Example 6.6] Given tensor S ∈ S9R2 with:
S1,1,1,1,1,1,1,2,2 = 1
6
√
2
;S1,1,2,2,2,2,2,2,2 = 1
6
√
2
.
The polynomial zv(z) − u(z) has degree 55. It has 46 roots, 8 of them are real and
the other 38 are complex. One of the real roots z = 0 has multiplicity 10. The
computational results are shown in Table 18. Clearly |s9| = |S2,2,2,2,2,2,2,2,2| = 0.
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Table 16: Computational results for Example A.12.
No. z F λq(z) λv(z) No. z F λq(z) λv(z)
1 1.1587 R 0.2125 0.2125 26 -1.2070 R 0.7713 0.7713
2 0.8721 + 0.0819i C 0.0781 0.1757 27 -0.1650 - 0.0499i C 0.0658 0.0959
3 0.6710 + 0.2000i C 0.2161 0.2474 28 3.2498 - 3.2320i C 0.0732 0.0732
4 2.4138 + 0.1986i C 0.2289 0.0944 29 -0.1584 - 0.1218i C 0.0342 0.1110
5 0.4552 R 0.2959 0.2384 30 1.6006 - 4.6960i C 0.2977 0.1037
6 3.0067 + 1.0869i C 0.1502 0.0822 31 -0.1569 - 0.2446i C 0.0723 0.1837
7 3.2133 + 2.3777i C 0.0707 0.0707 32 -0.2426 - 1.5964i C 0.2144 0.2144
8 -0.0865 R 0.0905 0.1123 33 -0.2436 - 0.5172i C 0.3056 0.3056
9 1.9392 + 2.5028i C 0.2103 0.0935 34 -0.5525 - 0.9157i C 0.2502 0.2502
10 0.3308 + 0.5789i C 0.4470 0.4470 35 -0.3519 - 0.7183i C 0.3300 0.2266
11 0.3779 + 2.5267i C 0.3744 0.1474 36 -0.4547 - 1.1690i C 0.0638 0.1831
12 -0.1053 + 0.1644i C 0.0551 0.1338 37 -0.3127 - 1.2324i C 0.0953 0.1742
13 -0.2426 + 1.5964i C 0.2144 0.2144 38 -0.1312 - 0.9707i C 0.2806 0.2451
14 -0.1312 + 0.9707i C 0.2806 0.2451 39 -0.1053 - 0.1644i C 0.0551 0.1338
15 -0.3127 + 1.2324i C 0.0953 0.1742 40 0.3779 - 2.5267i C 0.3744 0.1474
16 -0.2436 + 0.5172i C 0.3056 0.3056 41 0.5974 - 3.1012i C 0.3610 0.1111
17 -0.4547 + 1.1690i C 0.0638 0.1831 42 0.3308 - 0.5789i C 0.4470 0.4470
18 -0.5525 + 0.9157i C 0.2502 0.2502 43 1.9392 - 2.5028i C 0.2103 0.0935
19 -0.3519 + 0.7183i C 0.3300 0.2266 44 -0.1478 R 0.0742 0.0742
20 0.5974 + 3.1012i C 0.3610 0.1111 45 3.2133 - 2.3777i C 0.0707 0.0707
21 -0.1569 + 0.2446i C 0.0723 0.1837 46 0.2848 R 0.3181 0.3181
22 1.6006 + 4.6960i C 0.2977 0.1037 47 3.0067 - 1.0869i C 0.1502 0.0822
23 -0.1584 + 0.1218i C 0.0342 0.1110 48 0.6710 - 0.2000i C 0.2161 0.2474
24 3.2498 + 3.2320i C 0.0732 0.0732 49 2.4138 - 0.1986i C 0.2289 0.0944
25 -0.1650 + 0.0499i C 0.0658 0.0959 50 0.8721 - 0.0819i C 0.0781 0.1757
Table 17: Computational results for Example A.13.
No. z F λq(z) λv(z) No. z F λq(z) λv(z)
1 0.8378 R 0.3514 0.3514 22 -0.8187 - 0.0937i C 0.2375 0.2375
2 1.6193 R 0.4286 0.4286 23 -1.8094 R 0.4021 0.4021
3 0.2941 + 0.2137i C 0.4151 0.4151 24 -0.3236 - 0.2351i C 0.4288 0.4288
4 0.8992 + 0.6533i C 1.3e-16 0.0040 25 -0.6778 - 0.4924i C 0.3514 0.3514
5 0.7174 + 0.4055i C 0.2375 0.2375 26 -1.3101 - 0.9518i C 0.4286 0.4286
6 0.6073 + 0.5570i C 0.2375 0.2375 27 0 R 0 0
7 1.4638 + 1.0635i C 0.4021 0.4021 28 -0.3421 - 0.7497i C 0.2375 0.2375
8 0.2589 + 0.7968i C 0.3514 0.3514 29 -0.3435 - 1.0571i C 3.3e-16 0.0045
9 0.5004 + 1.5401i C 0.4286 0.4286 30 -0.1639 - 0.8076i C 0.2375 0.2375
10 0.1236 + 0.3804i C 0.4288 0.4288 31 -0.5591 - 1.7208i C 0.4021 0.4021
11 -0.1639 + 0.8076i C 0.2375 0.2375 32 -0.1123 - 0.3457i C 0.4151 0.4151
12 -0.3435 + 1.0571i C 3.3e-16 0.0045 33 0.2589 - 0.7968i C 0.3514 0.3514
13 -0.3421 + 0.7497i C 0.2375 0.2375 34 0.5004 - 1.5401i C 0.4286 0.4286
14 -0.5591 + 1.7208i C 0.4021 0.4021 35 0.1236 - 0.3804i C 0.4288 0.4288
15 -0.1123 + 0.3457i C 0.4151 0.4151 36 0.6073 - 0.5570i C 0.2375 0.2375
16 -0.6778 + 0.4924i C 0.3514 0.3514 37 0.8992 - 0.6533i C 1.3e-16 0.0040
17 -1.3101 + 0.9518i C 0.4286 0.4286 38 0.2941 - 0.2137i C 0.4151 0.4151
18 -0.3236 + 0.2351i C 0.4288 0.4288 39 0.7174 - 0.4055i C 0.2375 0.2375
19 -0.3635 R 0.4151 0.4151 40 1.4638 - 1.0635i C 0.4021 0.4021
20 -1.1115 R 1.2e-16 0.0040 41 0.4 R 0.4288 0.4288
21 -0.8187 + 0.0937i C 0.2375 0.2375
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Table 18: Computational results for Example A.14.
No. z F λq(z) λv(z) No. z F λq(z) λv(z)
1 1 R 0.375 0.375 24 -0.9956 - 0.0943i C 0.2207 0.2207
2 1.6862 R 0.4127 0.4127 25 -0.7784 R 0.3499 0
3 0.4087 + 0.2969i C 0.3765 0.3765 26 -1.9795 R 0.3765 0.3765
4 1.0394 + 0.7552i C 5.9e-17 0.0057 27 -0.4798 - 0.3486i C 0.4127 0.4127
5 0.8608 + 0.5089i C 0.2207 0.2207 28 -0.8090 - 0.5878i C 0.375 0.375
6 0.7500 + 0.6614i C 0.2207 0.2207 29 -1.3642 - 0.9911i C 0.4127 0.4127
7 0.6297 + 0.4575i C 0.3499 0.0001 30 -0.1561 - 0.4805i C 0.3765 0.3765
8 1.6014 + 1.1635i C 0.3765 0.3765 31 -0.3970 - 1.2219i C 3.3e-17 0.0054
9 0.1833 + 0.5640i C 0.4127 0.4127 32 -0.3973 - 0.9177i C 0.2207 0.2207
10 0.3090 + 0.9511i C 0.375 0.375 33 -0.2180 - 0.9760i C 0.2207 0.2207
11 0.5211 + 1.6037i C 0.4127 0.4127 34 -0.2405 - 0.7403i C 0.3499 0.0001
12 -0.1561 + 0.4805i C 0.3765 0.3765 35 -0.6117 - 1.8826i C 0.3765 0.3765
13 -0.3970 + 1.2219i C 3.3e-17 0.0054 36 0.1833 - 0.5640i C 0.4127 0.4127
14 -0.2180 + 0.9760i C 0.2207 0.2207 37 0.3090 - 0.9511i C 0.3750 0.3750
15 -0.3973 + 0.9177i C 0.2207 0.2207 38 0.5211 - 1.6037i C 0.4127 0.4127
16 -0.2405 + 0.7403i C 0.3499 0.0002 39 0.4087 - 0.2969i C 0.3765 0.3765
17 -0.6117 + 1.8826i C 0.3765 0.3765 40 1.0394 - 0.7552i C 5.9e-17 0.0057
18 -0.4798 + 0.3486i C 0.4127 0.4127 41 0.7500 - 0.6614i C 0.2207 0.2207
19 -0.8090 + 0.5878i C 0.375 0.375 42 0.8608 - 0.5089i C 0.2207 0.2207
20 -1.3642 + 0.9911i C 0.4127 0.4127 43 0.6297 - 0.4575i C 0.3499 0.0001
21 -0.5052 R 0.3765 0.3765 44 1.6014 - 1.1635i C 0.3765 0.3765
22 -1.2847 R 4.4e-30 0.0002 45 0.5930 R 0.4127 0.4127
23 -0.9956 + 0.0943i C 0.2207 0.2207 46 0 R 0 0
For the 46 roots z, (5.9) fails to hold for 14 roots, so we have R = {zi, i ∈ [46]\I},
where I = {4, 5, 6, 13, 14, 15, 23, 24, 31, 32, 33, 40, 41, 42}, and R′ = R ∩ R. By using
formulas (5.20), (5.21), (5.22), (5.23), we get:
‖S‖σ = max{|s9|, λq(z), z ∈ R} = max{|s9|, λv(z), z ∈ R1} = 0.4127,
‖S‖σ,R = max{|s9|, λq(z), z ∈ R′} = max{|s9|, λv(z), z ∈ R′1} = 0.4127.
Example A.15 [1, Example 6.7(b)] Given tensor S ∈ S10R2 with:
S1,1,1,1,1,1,1,1,2,2 = 1
3
√
10
;S1,1,2,2,2,2,2,2,2,2 = 1
3
√
10
.
The polynomial zv(z) − u(z) has degree 71. It has 61 roots, 7 of them are real and
the other 54 are complex. One of the real roots z = 0 has multiplicity 11. For
cleanness of the paper, we will not list all the roots. Clearly |s10| = 0. By using
formulas (5.20), (5.21), (5.22), (5.23), we get:
‖S‖σ = max{|s10|, λq(z), z ∈ R} = max{|s10|, λv(z), z ∈ R1} = 0.3953,
‖S‖σ,R = max{|s10|, λq(z), z ∈ R′} = max{|s10|, λv(z), z ∈ R′1} = 0.3953.
According to [1], ‖S‖σ =
√
5
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Example A.16 Given tensor S ∈ S11R2 with:
S1,1,1,1,1,1,1,1,1,1,2 =
√
7
5
√
11
;S1,1,1,1,1,1,2,2,2,2,2 = 1
5
√
42
;S1,2,2,2,2,2,2,2,2,2,2 = −
√
7
5
√
11
.
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The polynomial zv(z)−u(z) has degree 100. It has 100 roots, 8 of them are real and
the other 92 are complex. For cleanness of the paper, we will not list all the roots.
Clearly, |s11| = 0. By using formulas (5.20), (5.21), (5.22), (5.23), we get:
‖S‖σ = max{|s11|, λq(z), z ∈ R} = max{|s11|, λv(z), z ∈ R1} = 0.4125,
‖S‖σ,R = max{|s11|, λq(z), z ∈ R′} = max{|s11|, λv(z), z ∈ R′1} = 0.4125.
Example A.17 [1, Example 6.9(b)] Given tensor S ∈ S12R2 with:
S1,1,1,1,1,1,1,1,1,1,1,2 =
√
7
10
√
3
;S1,1,1,1,1,1,2,2,2,2,2,2 = −1
10
√
21
;S1,2,2,2,2,2,2,2,2,2,2,2 = −
√
7
10
√
3
.
The polynomial zv(z) − u(z) has degree 121. It has 121 roots, 13 of them are real
and the other 108 are complex. For cleanness of the paper, we will not list all the
roots. Clearly |s12| = 0. By using formulas (5.20), (5.21), (5.22), (5.23), we get:
‖S‖σ = max{|s12|, λq(z), z ∈ R} = max{|s12|, λv(z), z ∈ R1} = 0.3395,
‖S‖σ,R = max{|s12|, λq(z), z ∈ R′} = max{|s12|, λv(z), z ∈ R′1} = 0.3395.
According to [1], ‖S‖σ =
√
28
243 .
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