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A UNIFIED VIEW OF SOME VERTEX
OPERATOR CONSTRUCTIONS
Stephen Berman1, Yun Gao2, Shaobin Tan3
Abstract. We present a general vertex operator construction based on the Fock space for
an affine Lie algebras of type A. This construction allows us to give a unified treatment for
both the homogeneous and principle realizations of the affine Lie algebras gˆlN as well as
for some extended affine Lie algebras coordinatized by certain quantum tori.
§0. Introduction.
This paper presents a unified view of certain vertex operator constructions for some
of the extended affine Lie algebras (EALA’s for short) which are coordinatized by cer-
tain quantum tori. Recall that for the affine Kac-Moody Lie algebras vertex operator
representations were developed in [LW] and [KKLW] for the principal realizations and
in [FK],[S] in the homogeneous realization. Our motivation comes from the paper [F1]
of I. Frenkel, where he presented a unified construction for both the principal and ho-
mogeneous realizations of the affine Lie algebras of type A(1). This is accomplished by
using the affine algebra gˆlM rather than sˆlM . Moreover Frenkel used a Clifford algebra
structure, which was inherent in his situation, to define a new type of normal ordering
which then led to his unified view. The Clifford structure had been studied before in the
works [F3,4] and [KP].
The structure theory of EALA’s has been developed over the last ten years(see [H-KT],
[BGK],[AABGP] and [ABGP]). Roughly speaking these Lie algebras are generalizations
of both the affine Kac-Moody Lie algebras and the finite dimensional simple Lie algebras
over the complex numbers which admit Laurent like coordinates in a finite number of
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variables. It turns out that algebras of different types admit different types of coordinates.
For example, those of type Al admit the non-commutative quantum torus as coordinates
(see [M],[BGK]). Representations for these Lie algebras over quantum tori have been
constructed in [JK], [G-KK], [G1,2,3], [BS], [VV]. When l = 1 there are even Jordan
algebras which serve as coordinates of EALAs. The study of representations for this type
of Lie algebra has been initiated in [T1]. Perhaps the examples which have attracted the
most attention so far are the toroidal algebras which have the commutative associative
Laurent polynomials as their coordinates. The toroidal algebras have been studied since
the mid 80’s both in terms of their structure theory as well as their representation theory
(see for example [F2], [MRY], [Y], [W], [BC], [FJW],[T2]). For our purposes we want to
mention that vertex operator representations have played a predominant role in much
of this work. Indeed, in [G1,2], one finds both homogeneous and principal realizations
given for many of the EALA’s of type A. The principal realization for those EALAs was
also implicitly given by [G-KK] in studying the so-called Γ-conformal algebras. Our goal
in this work is to unify the various approaches and show how they all follow from the
same type of approach. Of course, the work in the affine case, namely [F1], shed light on
doing this.
Working with a standard type of Fock space we are able to define a general type of
vertex operator which depends on a non-zero scalar from C and to then compute the
commutator of two of these operators. This is presented in the second section of this
paper while, in the first section, we give the basics on the Lie algebras, which are all of
type A, which we will later go on to find representations for. Already in Section one it is
evident that there is somewhat of a unified picture for these algebras. When we define
our vertex operators in Section two the reader will see that we are using a Clifford algebra
structure to define the normal ordering we are using, just as was done in [F1]. In the
third section we introduce some Lie algebras associated to certain choices of subgroups,
G, of non-zero complex numbers as well as the choice of a positive integer M . These Lie
algebras are spanned by the moments of our vertex operators and hence, by construction,
we automatically have a representation for this Lie algebra. We show the representations
we have are completely reducible and find the irreducible components. In the fourth
and final section we show how certain choices of the group G and the integer M lead
to representations of the algebras of section one. Thus, we recover both the principal
and homogeneous representations for the affine algebras of type A as well as those for
the EALA’s studied in [BS], [G1,2], [G-KK]. It is from seeing the various applications
in this fourth section that one understands the unification of our treatment. Finally we
want to emphasize that this unified treatment would not have been possible without first
knowing the particular special cases of this result.
§1. Preliminaries.
In this section we shall review some of the basics on Lie algebras coordinatized by
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quantum tori. We present this from a general point of view which unifies our treatment.
For notation we always denote the integers, positive and negative integers respectively
by Z, Z+, and Z−.
Let g be any associative C-algebra with a symmetric bilinear form (·, ·): g×g→ C such
that (xy, z) = (x, yz) for x, y, z ∈ g. Let A = ⊕α∈Zν+1Aα, ν ≥ 0, be any Zν+1-graded
associative algebra such that dimAα <∞ for all α ∈ Zν+1. Fix a base (xiα)i∈Iα of Aα,
where Iα is the index set corresponding to the subspace Aα. Let d0, d1, · · · , dν be degree
derivations of A such that dix = αix for x ∈ Aα, i = 0, 1, · · · , ν and α = (α0, · · · , αν) ∈
Zν+1. We define a C-linear map φ : A→ C by linear extension of
(1.1) φ(xiα) =
{
1 if α = (0, · · · , 0)
0 otherwise.
for i ∈ Iα, α ∈ Zν+1. The tensor product g⊗CA, with the canonical product (x⊗a)(y⊗
b) = xy ⊗ ab for x, y ∈ g, a, b ∈ A, is also an associative algebra. Moreover with the
commutator product [x ⊗ a, y ⊗ b]loop = (x ⊗ a)(y ⊗ b) − (y ⊗ b)(x ⊗ a), g ⊗C A forms
a Zν+1-graded Lie algebra. We call this algebra a loop type Lie algebra. Consider the
vector space
(1.2) gˆA := (g⊗C A)⊕ C
where C=⊕0≤i≤νCci is a ν+1-dimensional vector space. There is an alternating bilinear
map [·, ·] : gˆA × gˆA → gˆA determined by the conditions:
[ci, gˆA] = 0
[x⊗ a, y ⊗ b] = [x⊗ a, y ⊗ b]loop + (x, y)
∑
0≤i≤ν
φ((dia)b)ci
for x, y ∈ g, a, b ∈ A and i = 0, 1, · · · , ν. It is straightforward to check that gˆA is a Lie
algebra. Indeed there is an exact sequence of Lie algebras with canonical maps
0→ ⊕0≤i≤νCci → gˆA → g⊗C A→ 0,
and so we have that gˆA is a central extension of the loop type Lie algebra g⊗C A.
Let M∞(C) =spanC{Eij | 1 ≤ i, j < ∞} be the infinite matrix algebra, where Eij
is the infinite matrix with a 1 in the (i, j)-entry and zero’s elsewhere. We also let
Mn(C) =spanC{Eij | 1 ≤ i, j ≤ n}. This subspace of M∞(C) for n ≥ 1 is isomorphic to
the usual matrix algebra of n× n matrices with entries in C .
Let Q = (qij) be a (ν+1)× (ν+1) matrix with entries qij ∈ C× satisfying qii = 1 and
qij = q
−1
ji for 0 ≤ i, j ≤ ν. The quantum torus associated with the matrix Q is a unital
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associative C-algebra CQ := CQ[t
±1
0 , · · · , t±1ν ] with generators t±10 , · · · , t±1ν and relations
tit
−1
i = t
−1
i ti = 1, titj = qijtjti, for 0 ≤ i, j ≤ ν. If Q is 2 × 2 matrix, so then ν = 1,
the matrix Q = (qij) is determined by a single q = q10. In this case we often simply
denote CQ = CQ[t
±1
0 , t
±1
1 ] by Cq. Choose the bilinear form on Mn(C) to be the trace
form. Set A = CQ[t
±1
0 , · · · , t±1ν ], with the Zν+1-gradation A = ⊕α∈Zν+1Aα, where the
subspace Aα is spanned by t
α = tα00 t
α1
1 · · · tανν for α = (α0, · · · , αν) ∈ Zν+1. Define σQ :
Zν+1 × Zν+1 → C by
(1.3) σQ(α, β) =
∏
0≤i<j≤ν
q
αjβi
ji
for α = (α0, · · · , αν), β = (β0, · · · , βν) ∈ Zν+1. Then we have tαtβ = σQ(α, β)tα+β .
The proof of the following Lemma is clear.
Lemma 1.4. Let m,n ≥ 1 be integers. Then there is a Lie algebra isomorphism
(Mm(C)⊗Mn(C))∧CQ ∼= (Mmn(C))∧CQ
which is given by
Eij ⊗Ekl ⊗ tα 7→ E(i−1)n+k,(j−1)n+l ⊗ tα
cs 7→ cs, s = 0, 1, · · · , ν
for α = (α0, · · · , αν) ∈ Zν+1, 1 ≤ i, j ≤ m, 1 ≤ k, l ≤ n.
Let LˆCQ be the Lie subalgebra of (Mm(C)⊗Mn(C))∧CQ generated by elements of the
form Eij ⊗ Ekl ⊗ tα0(n−1)+l−k0 tα for 1 ≤ i, j ≤ m, 1 ≤ k, l ≤ n and α = (α0, · · · , αν) ∈
Zν+1. The following result gives the structure of LˆCQ .
Proposition 1.5.
LˆCQ ∼= (Mm(C)⊗Mn(C))∧CQ∗
where CQ = CQ[t
±1
0 , · · · , t±1ν ] with Q = (qij), and CQ∗ = CQ∗ [τ±10 , · · · , τ±1ν ] with Q∗ =
(q∗ij) such that q
∗
ij = qij if i, j 6= 0, and q∗ij = qnij if i = 0 or j = 0.
Proof. Define a linear map f : (Mm(C)⊗Mn(C))∧CQ∗ → LˆCQ by
Eij ⊗Ekl ⊗ τα 7→ (
∏
1≤s≤ν
qlαss0 )Eij ⊗ Ekl ⊗ t(n−1)α0+l−k0 tα − kδijδklδα,0c0
c0 7→ nc0, cs 7→ cs, s = 1, 2, · · · , ν
for α = (α0, · · · , αν) ∈ Zν+1, 1 ≤ i, j ≤ m and 1 ≤ k, l ≤ n. Let α¯ = (nα0 + l −
k, α1, · · · , αν), and α¯′ = (nα′0 + l′ − k′, α′1, · · · , α′ν) ∈ Zν+1. Using the identity
(1.6) σQ(α¯, α¯
′) = σQ∗(α, α′)
∏
1≤j≤ν
q
αj(l
′−k′)
j0
one can easily check that the map f is the desired Lie algebra isomorphism. 
Putting together the two previous results we get the following identification of LˆCQ .
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Corollary 1.7.
LˆCQ ∼= (Mmn(C))∧CQ∗
where Q and Q∗ are given in the previous proposition . 
Let ξ = ξn be an n-th primitive root of unity and let E, F ∈ Mn(C) be defined by
saying
(1.8) E = E12 + E23 + · · ·+En−1,n + En1, F =
n∑
i=1
Eii(ξ
i−1).
Then the following fact is well-known.
Lemma 1.9. The set of matrices {F iEj}1≤i,j≤n, forms a basis of the matrix algebra
Mn(C) (so a basis of the general linear Lie algebra gln(C)). Moreover,
(1.10) EF = ξFE, En = Fn = Idn,
and
(1.11) Eij =
1
n
n−1∑
k=0
ξk(1−i)F kEj−i, F iEj =
n∑
l=1
ξi(l−1)El,l+j
for 1 ≤ i, j ≤ n, where, for notation, we are letting l¯ denoted the unique integer, l, in
{1, 2, · · · , n} such that l¯ = l(mod n).
Note that
Eij ⊗Ekl ⊗ tα0(n−1)+l−k0 tα =
n−1∑
s=0
ξs(1−k)Eij ⊗ F sEl−k ⊗ tα0n+l−k0 tα11 · · · tανν
=
n−1∑
s=0
ξs(1−k)Eij ⊗ F sEα
′
0 ⊗ tα′00 tα11 · · · tανν
where α′0 = α0n+ l− k, for 1 ≤ i, j ≤ m, 1 ≤ k, l ≤ n, and α = (α0, α1, · · · , αν) ∈ Zν+1.
From this one sees that the Lie subalgebra LˆCQ of (Mm(C) ⊗Mn(C))∧CQ has a basis of
the form
(1.12) Eij ⊗ F kEl0 ⊗ tl00 · · · tlνν , c0, c1, · · · , cν
5
where 1 ≤ i, j ≤ m, 0 ≤ k ≤ n − 1 and l0, l1, · · · , lν ∈ Z. Moreover, the commutation
relation of LˆCQ are determined by
(1.13) [Eij ⊗ F kEα0 ⊗ tα, Ei′j′ ⊗ F k
′
Eα
′
0 ⊗ tα′ ]
= δji′ξ
α0k
′
σQ(α, α
′)Eij′ ⊗ F k+k
′
Eα0+α
′
0 ⊗ tα+α′
−δj′iξα
′
0kσQ(α
′, α)Ei′j ⊗ F k+k
′
Eα0+α
′
0 ⊗ tα+α′ + nδji′δij′δk+k′,0δα+α′,0ξα0k
′ ∑
0≤s≤ν
αscs
for 1 ≤ i, i′, , j, , j′ ≤ m, 0 ≤ k, k′ ≤ n − 1, α = (α0, · · · , αν), α′ = (α′0, · · · , α′ν) ∈ Zν+1,
as well as the fact that the elements c0, · · · , cν are central in LˆCQ .
From now on we will identity the Lie algebra (Mm(C)⊗Mn(C))∧CQ with (Mmn(C))∧CQ ,
and also identify LˆCQ with (Mmn(C))∧CQ∗ , where Q = (qij), Q∗ = (q∗ij) and as above
q∗ij = qij if i, j 6= 0, and q∗ij = qnij if i = 0 or j = 0. For simplicity we will write
aα = (aα1, · · · , aαν) for a ∈ Z and α ∈ Zν , also we will write
qα0 = q
α1
10 · · · qανν0
for q0 = (q10, · · · , qν0) ∈ Cν .
The Lie algebra structure (1.13) of LˆCQ can be described by formal power series
identities. For this purpose we let z, z1, z2 be formal variables. For 1 ≤ i, j ≤ m,
0 ≤ k ≤ n− 1 and α = (α1, · · · , αν) ∈ Zν , we set
(1.14) Xkij(α, z) =
∑
l∈Z
(Eij ⊗ F kEl ⊗ tl0tα11 · · · tανν )z−l ∈ LˆCQ [[z, z−1]],
and δ(z) =
∑
l∈Z z
l, (Dδ)(z) =
∑
l∈Z lz
l. Then the algebra structure of LˆCQ is described
by the following lemma.
Lemma 1.15. Let 1 ≤ i, j, i′, j′ ≤ m, 0 ≤ k, k′ ≤ n − 1, α = (α1, · · · , αν), α′ =
(α′1, · · · , α′ν) ∈ Zν . Then the following power series identity is equivalent to (1.13)
(1.16) [Xkij(α, z1), X
k′
i′j′(α
′, z2)] = δji′σ(α, α′)Xk+k
′
ij′ (α+ α
′, ξ−k
′
z1)δ(
ξk
′
z2
z1q
α
0
)
−δj′iσ(α′, α)Xk+k′i′j (α+ α′, ξ−kz1)δ(
z2q
α′
0
ξkz1
)
+nδji′δij′δk+k′,0δα+α′,0σ(α, α
′){(Dδ)(ξ
k′z2
z1qα0
)c0 + δ(
ξk
′
z2
z1qα0
)
∑
1≤s≤ν
αscs}
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where k¯ = k(mod n) and k ∈ {0, 1, · · · , n− 1}.
As very special cases, one chooses n = 1, ν = 0, then LˆCQ is just the affine algebra
ĝlm(C) in the so-called homogeneous picture; while if one chooses m = 1, ν = 0 then
LˆCQ is the affine algebra ĝln(C) in the so-called principal picture. In these two cases,
the identity (1.16) can simply be written as follows
(1.17) [X0ij(z1), X
0
kl(z2)] = X
0
il(z1)δjkδ(
z2
z1
)−X0kj(z2)δilδ(
z2
z1
) + δjkδil(Dδ)(
z2
z1
)c0,
for 1 ≤ i, j, k, l ≤ m, for the first of these and
(1.18) [X i11(z1), X
j
11(z2)] = X
i+j
11 (z2)δ(
ξjz2
z1
)−X i+j11 (z1)δ(
ξiz1
z2
) +nδi+j,0(Dδ)(
ξjz2
z1
)c0.
for 0 ≤ i, j ≤ n− 1, i¯ = i(mod n) and i ∈ {0, 1, · · · , n− 1} for the second one.
Moreover if we choose n = 1, ν = 1, orm = 1, ν = 1, and write q10 = q, then LˆCQ gives
respectively the homogeneous realization of the Lie algebra ĝlm(Cq), and the principal
realization of ĝln(Cqn). The algebra structure of these two cases can be described as
follows
(1.19) [X0ij(r, z1), X
0
kl(s, z2)] = X
0
il(r + s, z1)δjkδ(
z2
qrz1
)−X0kj(r + s, z2)δilδ(
qsz2
z1
)
+δilδjkδr+s,0((Dδ)(
z2
qrz1
)c0 + rδ(
z2
qrz1
)c1)
for 1 ≤ i, j, k, l ≤ m and r, s ∈ Z, for the first and
(1.20) [X i11(r, z1), X
j
11(s, z2)] = X
i+j
11 (r + s, ξ
−jz1)δ(
ξjz2
qrz1
)−X i+j11 (r + s, ξ−iz2)δ(
qsz2
ξiz1
)
+nδr+s,0δi+j,0((Dδ)(
ξjz2
qrz1
)c0 + rδ(
ξjz2
qrz1
)c1)
for 1 ≤ i, j ≤ n, r, s ∈ Z, and i+ j = i+ j(mod n) for the second.
Finally if we choose ν = 1, m,n ≥ 1, write q10 = q, then LˆCQ is isomorphic to the
affine Lie algebra ĝlmn(Cqn), which contains the special cases mentioned above. The
algebra structure is as follows.
(1.21) [Xkij(r, z1), X
k′
i′j′(r
′, z2)] = δji′Xk+k
′
ij′ (r + r
′, ξ−k
′
z1)δ(
ξk
′
z2
qrz1
)
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−δj′iXk+k′i′j (r + r′, ξ−kz2)δ(
qr
′
z2
ξkz1
)
+nδji′δij′δk+k′,0δr+r′,0{(Dδ)(
ξk
′
z2
qrz1
)c0 + rδ(
ξk
′
z2
qrz1
)c1}.
In subsequent sections we are going to give irreducible representations for a class of Lie
algebras which include the Lie algebras mentioned above.
§2. Fock Space and Vertex Operators.
In this section, we shall define the Fock space we need and construct a family of vertex
operators acting on it. Then we go on to derive the commutation relations between
these vertex operators in various situations. Some of these commutation relations were
implicitly worked out in [G1]. However, we will use the ideas from [F1] to tie a Clifford
algebra structure to our vertex operators. This makes our approach very natural and
concise.
Let ε1, . . . , εM (M ≥ 1) be symbols. We form lattices
(2.1) ΓM = ⊕Mi=1Zεi, QM = ⊕M−1i=1 Z(εi − εi+1),
with a symmetric bilinear form (εi, εj) = δij . We also extend this bilinear form to the
C-vector space
(2.2) HM := C⊗ ΓM .
For each k ∈ Z we take a copy of HM with basis labeled by εi(k) for 1 ≤ i ≤M, k ∈ Z.
That is, εi(k), is to be a copy of εi. We form a Lie algebra
(2.3) HM = spanC{εi(k), c|1 ≤ i ≤M, k ∈ Z},
with the Lie product
(2.4) [α(k), β(l)] = k(α, β)δk+l,0c,
for α, β ∈ HM , k, l ∈ Z, where c is a central element. Let
(2.5) H±M = span{εi(k)|k ∈ Z±, 1 ≤ i ≤M}.
Then
(2.6) HˆM = H+M + Cc+H−M
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forms a Heisenberg subalgebra of HM .
Let S(H−M ) be the symmetric algebra over the abelian algebra H−M and lat
(2.7) C[ΓM ] := ⊕α∈ΓMCeα,
be the group algebra over ΓM twisted by a 2-cocycle so that e
αeβ = ǫ(α, β)eα+β for
α, β ∈ ΓM . The cocycle
(2.8) ǫ : ΓM × ΓM → {±1},
is defined by setting
(2.9) ǫ(εi, εj) = 1 if i ≤ j, ǫ(εi, εj) = −1 if i > j,
and
(2.10) ǫ(
∑
i
miεi,
∑
j
njεj) =
∏
i,j
(ǫ(εi, εj))
minj ,
for mi, nj ∈ Z. One can easily check the following result.
Lemma 2.11. ǫ is bi-multiplicative on ΓM . Moreover.
ǫ(α, α) = (−1) (α,α)2 , ǫ(α, β)ǫ(β, α) = (−1)(α,β)
for α, β ∈ QM .
Now we define the Fock space
(2.12) VM = S(H−M )⊗ C[ΓM ]
which affords representations for both the Lie algebra HM and the group algebra C[ΓM ]
with the following actions:
εi(k).u⊗ eβ = k( ∂∂εi(−k)u)⊗ eβ , for k ∈ Z+,
εi(k).u⊗ eβ = (εi(k)u)⊗ eβ , for k ∈ Z−,
εi(0).u⊗ eβ = (εi, β)u⊗ eβ ,
c.u⊗ eβ = u⊗ eβ , and eα.u⊗ eβ = ǫ(α, β)u⊗ eα+β ,
for α, β ∈ ΓM , 1 ≤ i ≤ M , and u ∈ S(H−M ). For α ∈ ΓM , we define (we are using the
standard notation from [FLM])
(2.13) α(z) =
∑
k∈Z
α(k)z−k ∈ (EndVM )[[z, z−1]]
and
(2.14) E±(α, z) = exp(
∑
k∈Z±
α(k)
k
z−k) ∈ ( EndVM )[[z, z−1]].
Then the follow lemma is straightforward.
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Lemma 2.15. For α, β ∈ ΓM , a, b ∈ C× := C \ {0}, we have
E±(0, az) = 1, [α(k), E+(β, az)] = 0, if k ≥ 0,
[α(z1), E
±(β, az2)] = −(α, β)E±(β, az2)
∑
k∈Z∓(
az2
z1
)k,
E±(α, az)E±(β, bz) = exp(
∑
k∈Z±
1
k (a
−kα(k) + b−kβ(k))z−k),
E+(α, az1)E
−(β, bz2) = E−(β, bz2)E+(α, az1)(1− bz2az1 )(α,β).
Let v = α1(−1)k1 · · ·αr(−r)kr ⊗ eβ ∈ VM , we define a degree operator d0 of VM by
setting
(2.16) d0v = (−
r∑
i=1
iki − 1
2
(β, β))v.
If a is any non-zero complex number we define operators
(2.17) zα.u⊗ eβ = z(α,β)u⊗ eβ , aα.u⊗ eβ = a(α,β)u⊗ eβ
for α, β ∈ ΓM , u ∈ S(H−M ). Then aα is just the evaluation map, at a, of the operator zα.
The following result is well-known.
Lemma 2.18.
[d0, E
±(α, az)] = −DzE±(α, az) = (
∑
k∈Z±
α(k)(az)−k)E±(α, az),
[α(0), zβ] = 0, zαeβ = z(α,β)eβzα
for α, β ∈ ΓM , a ∈ C×, where Dz = ddz .
We will have need to raise some of the complex numbers which arise in our construction
below to various powers and care must be taken with this. We thus set up the notation
we use for this now. For any complex number a 6= 0, there is a unique real number
θ ∈ [0, 2π) such that a = |a|eθ
√−1. We define
Lna = θ
√−1 + ln |a|
Viewing C× = C \ {0} as multiplicative group, we call a subgroup G of C× admissible
if G = T ×F , where T =< ξ > is a cyclic group of finite order |T | and F =< qj |j ∈ J >
is a free abelian group with free generators qj , j ∈ J . For a = ξ−n0qn1i1 · · · qnkik ∈ G, where
n0, n1, · · · , nk ∈ Z, i1, · · · , ik ∈ J , 0 ≤ n0 ≤ |T | − 1. We define
(2.19) ar = er(−n0Lnξ+n1Lnqi1+···+nkLnqik)
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for r ∈ C.
Recall the definition of limit of formal power series from [FLM]. Let V be a vector
space over C. Let
f(z1, z2) =
∑
i,j∈Z
aijz
i
1z
j
2 ∈ V [[z±11 , z±12 ]],
we say the limit, limz2→z1 f(z1, z2), exists if, for any l ∈ Z, ai,l−i = 0 whenever |i| >> 0,
and write
(2.20) lim
z2→z1
f(z1, z2) = f(z1, z1) =
∑
l∈Z
(
∑
i∈Z
ai,l−i)zl1.
For our purposes we need another notion of limit as well. Let f(x, z) =
∑
i∈Z Ci(x)z
i,
where Ci(x) =
∑
j cij(x)vj ∈ C(x)⊗ V , and j runs over a finite set for each fixed i ∈ Z,
and cij(x) ∈ C(x) are complex rational functions. We say the limit, limx→a f(x, z), exists
if the function cij(x) has a usual limit at the point a ∈ C for all i, j ∈ Z, and write
(2.21) lim
x→a
f(x, z) = f(a, z) =
∑
i
(
∑
j
cij(a)vj)z
j .
Lemma 2.22. For 1 ≤ i ≤M , we have
lim
a→1
1
1− a (a
−εi − 1) = εi(0),(2.23)
lim
a→1
1
1− a (
∑
k∈Z±
εi(k)
k
(az)−k −
∑
k∈Z±
εi(k)
k
z−k) =
∑
k∈Z±
εi(k)z
−k.(2.24)
Proof. For any v = u⊗ eβ ∈ VM , let m = −(εi, β) ∈ Z. Then
1
1− a (a
−εi − 1).v = a
m − 1
1− a v,
and
lim
a→1
1
1− a (a
−εi − 1).v = −mv = εi(0).v
as required. The second identity is clear. 
11
Corollary 2.25.
lim
a→1
1
1− a (E
±(εi, az)− E±(εi, z)) = E±(εi, z)
∑
k∈Z±
εi(k)z
−k.
Proof. Note that
E±(εi, az)−E±(εi, z) =
∞∑
l=1
1
l!
[(
∑
k∈Z±
εi(k)
k
(az)−k)l − (
∑
k∈Z±
εi(k)
k
z−k)l],
and Al −Bl = (A−B)∑l−1j=0Al−1−jBj , we obtain by applying the previous lemma
lim
a→1
1
1− a (E
±(εi, az)− E±(εi, z))
=
∞∑
l=1
1
l!
[l(
∑
k∈Z±
εi(k)
k
z−k)l−1]
∑
k∈Z±
εi(k)z
−k = E±(εi, z)
∑
k∈Z±
εi(k)z
−k. 
Corollary 2.26.
lim
a→1
1
1− a (E
±(−εi, z)E±(εi, az)− 1) =
∑
k∈Z±
εi(k)z
−k.
Proof. This follows from the fact that
E±(−εi, z)E±(εi, az)− 1 = E±(−εi, z)(E±(εi, az)−E±(εi, z)),
and the previous corollary. 
For α ∈ ΓM , we define
(2.27) X(α, z) = E−(−α, z)E+(−α, z)eαzαz(α,α)/2.
We may formally write
(2.28) X(α, z) =
∑
k∈Z+(α,α)/2
xk(α)z
−k,
where xk(α) ∈ End(VM ) for k ∈ Z+ (α, α)/2. It is known from [F1] that , if (α, α) = 1,
the operators {xk(α), xk(−α)|k ∈ Z+ 12} generate a Clifford algebra with the relations
(2.29) {xk(α), x−l(−α)} = δkl, {xk(α), xl(α)} = 0, {xk(−α), xl(−α)} = 0
for all k, l ∈ Z + 12 . Related to this Clifford structure, we define the following normal
ordering (see [F1] and [G3]):
(2.30) : xk(εi)x−l(−εj) := xk(εi)x−l(−εj)− δijδklθ(k)
for k, l ∈ Z + 12 , 1 ≤ i, j ≤ M , where θ(k) = 0 if k < 0, θ(k) = 1 if k > 0. By applying
(2.15) and (2.18), one can easily prove the following result
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Lemma 2.31. For 1 ≤ i, j ≤M , and a ∈ C×, we have
: X(εi, z1)X(−εj, az2) :
= (1− az2
z1
)−δij
(az2)
δij/2
z
δij/2
1
(
ǫ(εi, εj)z
(εi,εi−εj)
2
1 · (az2)−
(εj,εi−εj)
2
·eεi−εjzεi1 (az2)−εjE−(−εi, z1)E−(εj , az2)E+(−εi, z1)E+(εj , az2)− δij).
In particular, if i 6= j, then
: X(εi, z1)X(−εj , az2) := ǫ(εi, εj)z
1
2
1 (az2)
1
2 eεi−εjzεi1 (az2)
−εj(2.32)
· E−(−εi, z1)E−(εj , az2)E+(−εi, z1)E+(εj , az2),
and, if i = j, then
(1− az2
z1
) : X(εi, z1)X(−εi, az2) :
(2.33)
=
(az2)
1
2
z
1
2
1
(
(
z1
az2
)εiE−(−εi, z1)E−(εi, az2)E+(−εi, z1)E+(εi, az2)− 1
)
.
Proposition 2.34. For 1 ≤ i, j ≤M , and a ∈ C×, we have
: X(εi, z)X(−εj, az) :
=

ǫ(εi, εj)z
1
2 (az)
1
2 eεi−εjzεi(az)−εjE−(−εi, z)E−(εj , az)E+(−εi, z)E+(εj , az)
if i 6= j
εi(z) if i = j, a = 1
a1/2
1−a (a
−εiE−(−εi, z)E−(εi, az)E+(−εi, z)E+(εi, az)− 1)
if i = j, a 6= 1.
Proof. Taking the limit z2 → z1 in (2.32) and (2.33) gives the first and third identities.
The second identity follows from Lemma 2.22, Corollary 2.26 and the third identity by
taking the limit a→ 1. 
Remark 2.35. Note that the second identity in Proposition 2.34 was given in [F1].
Definition 2.36. For a ∈ C×, 1 ≤ i, j ≤M , we define Xij(a, z) =: X(εi, z)X(−εj , az) :
Now we can state our main theorem of this section.
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Theorem 2.37. For a, b ∈ C× and 1 ≤ i, j, k, l ≤M , we have
(i) if ab 6= 1, then
[Xij(a, z1), Xkl(b, z2)] = Xil(ab, z1)δjkδ(
z2
az1
)−Xkj(ab, z2)δilδ( z1
bz2
)
(2.38)
+
a
1
2 b
1
2
1− abδilδjk(δ(
z2
az1
)− δ( z1
bz2
))c,
(ii) if ab = 1, then
[Xij(a, z1), Xkl(b, z2)] = (Xil(1, z1)δjk −Xkj(1, z2)δil)δ( z2
az1
) + δilδjk(Dδ)(
z2
az1
)c.
(2.39)
The proof of Theorem 2.37 will be carried out in several steps. In what follows we will
freely use the following two lemmas. (2.40) can be found in [FLM] and [K], and (2.43)
can be found in [J], [G1, 2] or [BS].
Lemma 2.40. Let Y (z1, z2) be a formal power series in z1, z2 with coefficients in a
vector space, such that limz2→z1 f(z1, z2) exists. Then
(2.41) Y (z1, z2)δ(
az1
z2
) = Y (z1, az1)δ(
az1
z2
),
(2.42) Y (z1, z2)(Dδ)(
z2
az1
) = Y (z1, az1)(Dδ)(
z2
az1
)− (Dz2Y (z1, z2))δ(
z2
az1
),
for a ∈ C×.
Lemma 2.43. Suppose a, b ∈ C×. Then
(1− z2
az1
)−1(1− bz2
z1
)−1 − az1
z2
z1
bz2
(1− z1
bz2
)−1(1− az1
z2
)−1
=
{
(1− ab)−1 az1z2 (δ(az1z2 )− δ( z1bz2 )) if ab 6= 1
az1
z2
(Dδ)( z2az1 ) if ab = 1.
Now we divide the proof for Theorem 2.37 into four different cases.
Case 1. i 6= j, k 6= l.
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We obtain, by applying (2.15) and (2.18), that
[Xij(a, z1), Xkl(b, z2)](2.44)
=ǫ(εi, εj)ǫ(εk, εl)a
1
2 b
1
2 eεi−εjeεk−εla−εjb−εlzεi−εj1 z
εk−εl
2 z1z2
·E−(−εi, z1)E−(−εk, z2)E−(εj , az1)E−(εl, bz2)
·E+(−εi, z1)E+(−εk, z2)E+(εj , az1)E+(εl, bz2)P (z1, z2)
where
P (z1, z2)
=a−(εj ,εk−εl)z(εi−εj ,εk−εl)1 (1−
z2
z1
)δik(1− z2
az1
)−δjk(1− bz2
z1
)−δil(1− bz2
az1
)δjl
−(−1)(εi−εj ,εk−εl)b−(εl,εi−εj)z(εk−εl,εi−εj)2 (1−
z1
z2
)δik(1− z1
bz2
)−δil(1−az1
z2
)−δjk(1−az1
bz2
)δjl
= a−(εj ,εk−εl)z(εi−εj ,εk−εl)1 (1−
z2
z1
)δik(1− bz2
az1
)δjl
(
(1− z2
az1
)−δjk(1− bz2
z1
)−δil
− (−1)δil+δjk( z2
az1
)−δjk(
bz2
z1
)−δil(1− az1
z2
)−δjk(1− z1
bz2
)−δil
)
.
Applying Lemma 2.43 we have two subcases.
Subcase 1. If ab 6= 1, then
P (z1, z2) =

0 if i 6= l, j 6= k
1
(1−ab)z1z2 (δ(
z2
az1
)− δ( z1
bz2
)) if i = l, j = k
z−11 δ(
z1
bz2
) if i = l, j 6= k
(az1)
−1δ( z2az1 ) if i 6= l, j = k.
Now (2.38) follows from (2.44) and Lemma 2.40.
Subcase 2. If ab = 1, then
P (z1, z2) = a
−(εj ,εk−εl)z(εi−εj ,εk−εl)1 (1−
z2
z1
)δik(1− bz2
az1
)δjl((1− z2
az1
)−δjk−δil)
−(−1)δil+δjk( z2
az1
)−δjk−δil(1− az1
z2
)−δjk−δil
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=
0 if i 6= l, j 6= k
1
z1z2
(Dδ)( z2az1 ) if i = l, j = k
z−11 δ(
z2
az1
) if i = l, j 6= k
(az1)
−1δ( z2az1 ) if i 6= l, j = k,
which yields (2.39) by applying Lemma 2.40.
Case 2. i = j, k 6= l, and ab 6= 1.
If a = 1, then
Xij(a, z1) = εi(z1).
Since
[εi(z1), e
εk−εl ] = (δik − δil)eεk−εl ,
[εi(z1), E
±(−εk, z2)] =
∑
n∈Z±
δik(
z1
z2
)nE±(−εk, z2),
and
[εi(z1), E
±(εl, bz2)] = −
∑
n∈Z±
δil(
z1
bz2
)nE±(εl, bz2),
we have
[Xij(a, z1), Xkl(b, z2)] = [εi(z1), Xkl(b, z2)] = Xkl(b, z2)
·
δik − δil + δik ∑
n∈Z−
(
z1
z2
)n + δik
∑
n∈Z+
(
z1
z2
)n − δil
∑
n∈Z−
(
z1
bz2
)n − δil
∑
n∈Z+
(
z1
bz2
)n

=Xkl(b, z2)(δikδ(
z2
z1
)− δilδ( z1
bz2
))
=Xkl(b, z1)δjkδ(
z2
z1
)−Xkj(b, z2)δilδ( z1
bz2
),
as needed.
If a 6= 1, then
Xij(a, z1) =
a1/2
1− a (a
−εiE−(−εi, z1)E−(εi, az1)E+(−εi, z1)E+(εi, az1)− 1),
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Applying (2.15) and (2.18), we get
[Xij(a, z1), Xkl(b, z2)](2.45)
=
a1/2
1− ab
1
2 ǫ(εk, εl)e
εk−εla−εib−εlzεk−εl2 z2
· E−(−εi, z1)E−(εi, az1)E−(−εk, z2)E−(εl, bz2)
· E+(−εi, z1)E+(εi, az1)E+(−εk, z2)E+(εl, bz2)Q(z1, z2),
where
Q(z1, z2) = a
−(εj ,εk−εl)(1− z2
z1
)δik(1− z2
az1
)−δik(1− bz2
z1
)−δil(1− bz2
az1
)δil
−(1− z1
z2
)δik(1− z1
bz2
)−δil(1− az1
z2
)−δik(1− az1
bz2
)δil
= aδil−δik(1− z2
z1
)δik(1− bz2
az1
)δil
(
(1− z2
az1
)−δik(1− bz2
z1
)−δil
−(−1)δik+δil(az1
z2
)δik(
z1
bz2
)δil(1− z1
bz2
)−δil(1− az1
z2
)−δik
)
=

0 if i 6= k, i 6= l
1−a
a
δ( z2
az1
) if i = k, i 6= l
(a− 1)δ( z1bz2 ) if i 6= k, i = l
We thus have (2.38) by applying Lemma 2.40.
Case 3. i = j, k 6= l, and ab = 1.
As we did in Case 2, we treat the case a = 1 and a 6= 1 separately. First for a = 1 (so
b = 1), then
Xij(a, z1) = εi(z1),
Xkl(b, z2) = ǫ(εk, εl)e
εk−εlzεk−εl2 z2E
−(−εk, z2)E−(εl, z2)E+(−εk, z2)E+(εl, z2),
and we have
[Xij(a, z1), Xkl(b, z2)] = [εi(z1), Xkl(1, z2)]
=Xkl(1, z2)(δikδ(
z2
z1
)− δilδ(z2
z1
))
=(Xil(1, z1)δjk −Xkj(1, z2)δil)δ(z2
z1
),
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as expected.
Next assume that a 6= 1. By applying similar arguments as in Case 2, we have
[Xij(a, z1), Xkl(b, z2)](2.46)
=
1
1− aǫ(εk, εl)e
εk−εla−εiaεlzεk−εl2 z2
· E−(−εi, z1)E−(εi, az1)E−(−εk, z2)E−(εl, bz2)
· E+(−εi, z1)E+(εi, az1)E+(−εk, z2)E+(εl, bz2)R(z1, z2)
where
R(z1, z2) = a
δil−δik(1− z2
z1
)δik(1− bz2
az1
)δil
(
(1− z2
az1
)−δil−δik
−(−1)δil+δik(az1
z2
)δil+δik(1− az1
z2
)−δil−δik
)
=

0 if i 6= k, i 6= l
(b− 1)δ( z2
az1
) if i = k, i 6= l
(a− 1)δ( z2az1 ) if i 6= k, i = l.
Substituting this into (2.46) and applying Lemma 2.40, we get (2.39).
Case 4. i = j, k = l.
Note that
Xij(a, z1)
=
{
a1/2
1−a (a
−εiE−(−εi, z1)E−(εi, az1)E+(−εi, z1)E+(εi, az1)− 1) if i = j, a 6= 1
εi(z1) if i = j, a = 1
Xkl(b, z2)
=
{
b1/2
1−b (b
−εkE−(−εk, z2)E−(εk, bz2)E+(−εk, z2)E+(εk, bz2)− 1) if k = l, b 6= 1
εk(z2) if k = l, b = 1.
We consider three subcases. First we assume that a = b = 1, then
[Xij(a, z1), Xkl(b, z2)] = [εi(z1), εk(z2)] = δik(Dδ)(
z2
z1
),
as desired.
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Next we assume a = 1, b 6= 1, then
[Xij(a, z1), Xkl(b, z2)] = [εi(z1), Xkl(b, z2)]
=
b1/2
1− bb
−εkE−(−εk, z2)E−(εk, bz2)E+(−εk, z2)E+(εk, bz2)
·
δik ∑
n∈Z−
(
z2
z1
)n + δik
∑
n∈Z+
(
z2
z1
)n − δik
∑
n∈Z−
(
z1
bz2
)n − δik
∑
n∈Z+
(
z1
bz2
)n

=
b1/2
1− bb
−εkE−(−εk, z2)E−(εk, bz2)E+(−εk, z2)E+(εk, bz2)δik(δ(z2
z1
)− δ( z1
bz2
))
= Xil(ab, z1)δjkδ(
z2
az1
)−Xkj(ab, z2)δilδ( z1
bz2
) +
a
1
2 b
1
2
1− abδilδjk(δ(
z2
az1
)− δ( z1
bz2
)),
as required.
Finally we assume a 6= 1, b 6= 1, then
(2.47) [Xij(a, z1), Xkl(b, z2)]
=
a1/2
1− a
b1/2
1− ba
−εib−εkE−(−εi, z1)E−(−εk, z2)E−(εi, az1)
·E−(εk, bz2)E+(−εi, z1)E+(−εk, z2)E+(εi, az1)E+(εk, bz2S(z1, z2),
where
S(z1, z2) = (1− z2
z1
)δik(1− bz2
z1
)−δik(1− z2
az1
)−δik(1− bz2
az1
)δik
−(1− z1
z2
)δik(1− z1
bz2
)−δik(1− az1
z2
)−δik(1− az1
bz2
)δik
= (1− z2
z1
)δik(1− bz2
az1
)δik
(
(1− bz2
z1
)−δik(1− z2
az1
)−δik
−(az1
z2
)δik(
z1
bz2
)δik(1− z1
bz2
)−δik(1− az1
z2
)−δik
)
=

(1− z2z1 )(1− bz2az1 )az1z2 (Dδ)( z2az1 ) if i = k, ab = 1
0 if i 6= k
1
1−ab (1− z2z1 )(1− bz2az1 )az1z2 (δ( z2az1 )− δ( z1bz2 )) if i = k, ab 6= 1.
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Substitute S(z1, z2) back into (2.47) and apply Lemma 2.40 to get (2.38) and (2.39).
This now completes the proof of Theorem 2.37.
Remark 2.48 If ab 6= 1, we have
δ(
z2
az1
)− δ( z1
bz2
) =
∑
m∈Z
(1− (ab)m)( z2
az1
)m,
thus
a
1
2 b
1
2
1− abδilδjk(δ(
z2
az1
)− δ( z1
bz2
)) = a
1
2 b
1
2 δilδjk
∑
m∈Z
1− (ab)m
1− ab (
z2
az1
)m
= a
1
2 b
1
2 δilδjk(
∑
m∈Z+
(
m−1∑
s=0
(ab)s)(
z2
az1
)m +
∑
m∈Z−
(−
−m∑
s=1
(ab)−s)(
z2
az1
)m),
which gives
lim
b→a−1
a
1
2 b
1
2
1− abδilδjk(δ(
z2
az1
)− δ( z1
bz2
))
= δilδjk(
∑
m∈Z+
m(
z2
az1
)m +
∑
m∈Z−
m(
z2
az1
)m) = δilδjk(Dδ)(
z2
az1
).
This indicates that the second identity of Theorem 2.37 can be obtained from the first
one by taking the limit as b→ a−1.
§3. Lie Algebras and Representations.
In this section we are going to define a class of Lie algebras from our vertex operators
which will correspond to admissible subgroups of C×. Indeed for some choice of the
admissible group G and positive integer M , the Lie algebra G(G,M) (defined below) of
operators, which act on the Fock space VM , will give realizations of some infinite dimen-
sional Lie algebras studied in Section 1. This will include the affine algebra ĝlM (C) in
both the principal and homogeneous pictures as well as some Lie algebras with quantum
torus coordinates. Towards this end, we first introduce some new notation for the vertex
operators constructed in the proceeding section.
Definition 3.1. For a, b ∈ C×, 1 ≤ i, j ≤ M , we set Xij(a, b, z) := Xij(a−1b, az), and
write
(3.2) Xij(a, b, z) =
∑
k∈Z
xij(k, a, b)z
−k
where xij(k, a, b) ∈ EndVM .
With this notation Theorem 2.37 can be re-written as follows.
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Theorem 3.3. Let a1, a2, b1, b2 ∈ C×, and 1 ≤ i, j, k, l ≤M . We have
(i) if a1a2 6= b1b2, then
[Xij(a1, b1, z1), Xkl(a2, b2, z2)]
=Xil(a1,
b1b2
a2
, z1)δjkδ(
a2z2
b1z1
)−Xkj(a2, b1b2
a1
, z2)δilδ(
a1z1
b2z2
)
+
(a−11 b1)
1
2 (a−12 b2)
frac12
1− a−11 b1a−12 b2
δilδjk(δ(
a2z2
b1z1
)− δ(a1z1
b2z2
))c,
(ii) if a1a2 = b1b2, then
[Xij(a1, b1, z1), Xkl(a2, b2, z2)]
= Xil(a1,
b1b2
a2
, z1)δjkδ(
a2z2
b1z1
)−Xkj(a2, b1b2
a1
, z2)δilδ(
a1z1
b2z2
) + δilδjk(Dδ)(
a2z2
b1z1
)c.
Fix an integer M ≥ 1 and an admissible subgroup G of C×. Let G(G,M) be the
vector space spanned by c and all of the coefficients of the vertex operators Xij(a, b, z)
for all 1 ≤ i, j ≤M , and a, b ∈ G. Then we have the following result.
Theorem 3.4. G(G,M) forms a Lie algebra of operators acting on the Fock space VM .
Moreover
VM = ⊕k∈ZV (k)M
where V
(k)
M = e
kεM+QM ⊗ S(H−M ), and V (k)M is an irreducible G(G,M)-module.
Proof. It is obvious from Theorem 3.3 that G(G,M) is a Lie algebra and that V (k)M is a
G(G,M)-module. To see it is irreducible, we note that the Heisenberg algebra ĤM ⊂
HM , and HM is spanned by the coefficient operators of the vertex operators Xii(1, 1, z)
for 1 ≤ i ≤ M . This then implies that, if W is a non-zero submodule of V (k)M , we can
choose a non-zero element of the form v = ekεM+α⊗1 ∈W for some α ∈ QM . Moreover,
it is easy to check that
xij(nij − 1, 1, 1).v = ǫ(εi, εj)ǫ(εi − εj , kεM + α)ekεM+α+εi−εj
for all 1 ≤ i 6= j ≤ M , where nij = (εj − εi, kεM + α) ∈ Z. Therefore ekεM+β ⊗ 1 ∈ W
for any β ∈ QM . This thus gives W = V (k)M as needed. 
Remark 3.5 Note that the coefficients of the vertex operators Xij(a, z) and Xij(a, bz)
for any given a, b ∈ G span the same space. Thus G(G,M) is spanned by c and the
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coefficients of the operators Xij(a, z) for 1 ≤ i, j ≤M, a ∈ G. Therefore, it follows from
Theorem 4.25 in [G1] that G(G,M) is an affinization of the Lie algebra glM(R[t, t−1; τ ]),
where R = C[G] is the group algebra and R[t, t−1; τ ] is the skew Laurent polynomial
ring.
Recall definition (2.19). We extend the cocycle map ǫ : HM×HM → {C×} by defining
(3.6) ǫ(
∑
riεi,
∑
siεi) =
∏
i,j
(ǫ(εi, εj))
risj
for ri, si ∈ C. It is obvious that
ǫ(α + β, γ) = ǫ(α, γ)ǫ(β, γ), ǫ(α, β + γ) = ǫ(α, β)ǫ(α, γ)
for α, β, γ ∈ HM . Moreover, if we restrict ǫ to ΓM × ΓM , then ǫ gives us the 2-cocycle
defined in previous section.
Let αi = εi−εi+1, i = 1, · · · ,M −1, and αM = ε1+ · · ·+εM . Then QM = ⊕M−1i=1 Zαi,
and ΓM = ⊕Mi=1Zαi. Let Q0M = {α ∈ C⊗Z QM | (α,QM) ∈ Z} be the dual of the lattice
QM , and set
(3.7) L0M = {α ∈ HM = C⊗Z ΓM | (α,QM ) ∈ Z}.
Then L0M = Q
0
M ⊕ CαM . Let I = L0M/QM , then we have a QM -coset decomposition of
L0M
(3.8) L0M = ⊕i∈I(λi +QM )
for some λi ∈ L0M .
Proposition 3.9. The Lie algebra of operators, G(G,M), acts on the space V (λi)M =
S(H−M ) ⊗ C[QM + λi], and V (λi)M affords an irreducible representation of G(G,M) for
i ∈ I = L0M/QM . Moreover V (λi)M ∼= V (λj)M if and only if i = j.
Proof. For u⊗ eα+λi ∈ V (λi)M , u ∈ S(H−M ), α ∈ QM , we note that
zβ .(u⊗ eα+λi) = z(β,α+λi)u⊗ eα+λi , aγ .(u⊗ eα+λi) = a(γ,α+λi)u⊗ eα+λi
eβ .(u⊗ eα+λi) = ǫ(β, α + λi)u⊗ eα+β+λi
where (β, α + λi) ∈ Z, (γ, α + λi) ∈ C, ǫ(β, α + λi) ∈ C× for β ∈ QM , γ ∈ ΓM and
a ∈ G. This implies that Xij(a, b, z).(u⊗ eα+λi) ∈ V (λi)M [[z, z−1]], and so the Lie algebra
G(G,M) acts on the space V (λi)M . The irreducibility of V (λi)M , for i ∈ I, follows from a
similar argument as in Theorem 3.4. The last part of this proposition is clear. 
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§4. Applications.
In this section we assume the admissible subgroup G has the form G = T × F ⊂ C×,
where T =< ξ > is generated by a root of unity ξ, and F is a free group with a finite
number generators. First, let G = {1}, and M ≥ 2 be any integer. Then the Lie
algebra G(G,M) is generated by the coefficients of the vertex operators Xij(1, 1, z) for
all 1 ≤ i, j ≤M . Moreover from Theorem 3.3 , we see that
[Xij(1, 1, z1), Xkl(1, 1, z2)](4.1)
=Xil(1, 1, z1)δjkδ(
z2
z1
)−Xkj(1, 1, z2)δilδ(z1
z2
) + δilδjk(Dδ)(
z2
z1
)
for 1 ≤ i, j ≤M . Comparing (4.1) with (1.17), we obtain the following result which was
originally due to [F1], see also [FK] and [S].
Corollary 4.2. Let G = {1} and M ≥ 2. Then G(G,M) gives a representation of
the affine algebra ĝlM (C) in the homogeneous picture on the Fock space VM , and the
representation is given by the mapping:
Eij ⊗ tk0 7→ xij(k, 1, 1),
c0 7→ c
for 1 ≤ i, j ≤M and k ∈ Z.
Next we choose G to be a cyclic group of order N ≥ 2 with generator ξ = ξN , and
take M = 1. Note that
X11(ξ
i, ξj, z) = X11(ξ
i−j−1, ξ−1, ξj+1z)
for 0 ≤ i, j ≤ N − 1. This implies that the Lie algebra G(G,M) is generated by the
coefficients of the vertex operators X11(ξ
i−1, ξ−1, z) for 0 ≤ i ≤ N − 1. From Theorem
3.3 we have
[X11(ξ
i−1, ξ−1, z1), X11(ξj−1, ξ−1, z2)]
=

X11(ξ
i−1, ξ−j−1, z1)δ(
ξjz2
z1
)−X11(ξj−1, ξ−i−1, z2)δ( ξ
iz1
z2
) + (Dδ)( ξ
jz2
z1
)c
if i+ j = 0(modN)
X11(ξ
i−1, ξ−j−1, z1)δ(
ξjz2
z1
)−X11(ξj−1, ξ−i−1, z2)δ( ξ
iz1
z2
)+
e−
i+j
2
Lnξ
ξi+j−1 (δ(
ξjz2
z1
)− δ( ξiz1z2 )) if i+ j 6= 0(modN).
Recalling the definition of Xij(a, b, z), we have
X11(ξ
i−1, ξ−j−1, z1)δ(
ξjz2
z1
) = X11(ξ
i−1, ξ−j−1, ξjz2)δ(
ξjz2
z1
)
23
= X11(ξ
i+j−1, ξ−1, z2)δ(
ξjz2
z1
),
while
X11(ξ
j−1, ξ−i−1, z2)δ(
ξiz1
z2
) = X11(ξ
i−1, ξ−j−1, ξjz1)δ(
ξiz1
z2
)
= X11(ξ
i+j−1, ξ−1, z1)δ(
ξiz1
z2
)
for 0 ≤ i, j ≤ N − 1. Therefore we get
(4.3) [X11(ξ
i−1, ξ−1, z1), X11(ξj−1, ξ−1, z2)]
=

X11(ξ
i+j−1, ξ−1, z2)δ(
ξjz2
z1
)−X11(ξi+j−1, ξ−1, z1)δ( ξ
iz1
z2
) + (Dδ)( ξ
jz2
z1
)c
if i+ j = 0(modN)
X11(ξ
i+j−1, ξ−1, z2)δ(
ξjz2
z1
)−X11(ξi+j−1, ξ−1, z1)δ( ξ
iz1
z2
)+
e−
i+j
2
Lnξ
ξi+j−1 (δ(
ξjz2
z1
)− δ( ξiz1
z2
) if i+ j 6= 0(modN)c.
Comparing this with the identity (1.18), we obtain the following result which was origi-
nally due to [F1] and [KKLW].
Corollary 4.4. Let M = 1, and let G be the group generated by ξ, where ξ is a N -th
primitive root of unity for N ≥ 2. Then the Lie algebra G(G,M) gives a representation of
the affine algebra ĝlN (C) on the Fock space V1 in the principal picture. The representation
is given by the mapping
F iEk ⊗ tk0 7→
{
x11(k, ξ
i−1, ξ−1) + e
i
2
Lnξ
ξi−1 δk0c if 1 ≤ i ≤ N − 1
x11(k, ξ
−1, ξ−1) if i = 0
,
c0 7→ c
N
for k ∈ Z.
Next we choose M ≥ 2 and G =< q > where q 6= 0 is not a root of unity. Note
that Xij(a, b, z) = Xij(1, a
−1b, az) for a, b ∈ G. We see that the Lie algebra G(G,M) is
generated by the coefficients of the vertex operators of the form Xij(1, q
r, z) for all r ∈ Z
and 1 ≤ i, j ≤M . We apply Theorem 3.3 to obtain
(i) if r + s = 0, then
(4.5) [Xij(1, q
r, z1), Xkl(1, q
s, z2)]
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= Xil(1, q
r+s, z1)δjkδ(
z2
qrz1
)−Xkj(1, qr+s, z2)δilδ( z1
qsz2
) + δilδjk(Dδ)(
z2
qrz1
)c,
(ii) if r + s 6= 0, then
[Xij(1, q
r, z1), Xkl(1, q
s, z2)](4.6)
=Xil(1, q
r+s, z1)δjkδ(
z2
qrz1
)−Xkj(1, qr+s, z2)δilδ( z1
qsz2
)
+
q
r+s
2
1− qr+s δilδjk(δ(
z2
qrz1
)− δ( z1
qsz2
))c.
Comparing the above two identities with the identity (1.19), we derive the following
result which was given in [G1].
Corollary 4.7. Let M ≥ 2, and G =< q > be the group generated by q 6= 0 and q is
not a root of unity. Then the Lie algebra G(G,M) of operators, acting on VM , gives a
representation of the Lie algebra ĝlM(Cq). The representation is given by the mapping
Eij ⊗ tm0 tr1 7→
{
xij(m, 1, q
r) + q
r
2
1−qr δijδm0c if r 6= 0
xij(m, 1, 1) if r = 0
c0 7→ c, c1 7→ 0
for m, r ∈ Z.
Remark 4.8. The representation of the Lie algebra ĝlM(CQ) given in (4.7) is called the
homogeneous realization. This is because of the fact that we are using the homogeneous
gradation. Moreover the algebra G(G,M) contains a subalgebra of G(< 1 >,M) which is
generated by the operators xij(m, 1, 1) for 1 ≤ i, j ≤ M and m ∈ Z, and it is clear that
this subalgebra is nothing but the affine algebra ĝlM(C) in the homogeneous picture.
Similarly, we may have the principal realization of the Lie algebra ĝlN(CQ). For this
purpose, we choose the group G =< ξ, q > where q 6= 0 is not a root of unity and ξ is a
N -th primitive root of unity. Let M = 1. Then the Lie algebra G(G,M) is generated by
the coefficients of the vertex operators of the form X11(ξ
i−1, ξ−1qr, z) for all r ∈ Z and
0 ≤ i ≤ N − 1. From Theorem 3.3 we have
(i) if r + s = 0 and i+ j = 0(modN), then
[X11(ξ
i−1, ξ−1qr, z1), X11(ξj−1, ξ−1qs, z2)]
=X11(ξ
i+j−1, ξ−1qr+s, ξ−jz1)δ(
ξjz2
qrz1
)
−X11(ξi+j−1, ξ−1qr+s, ξ−iz2)δ( ξ
iz1
qsz2
) + (Dδ)(
ξjz2
qrz1
)c,
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(ii) if r + s 6= 0 or i+ j 6= 0(modN), then
[X11(ξ
i−1, ξ−1qr, z1), X11(ξj−1, ξ−1qs, z2)]
=X11(ξ
i+j−1, ξ−1qr+s, ξ−jz1)δ(
ξjz2
qrz1
)−X11(ξi+j−1, ξ−1qr+s, ξ−iz2)δ( ξ
iz1
qsz2
)
+
e
i+j
2 Lnξq
r+s
2
ξi+j − qr+s (δ(
ξjz2
qrz1
)− δ( ξ
iz1
qsz2
))c.
Thus if we write
X¯11(ξ
i−1, ξ−1qr, z) =
{
X11(ξ
−1, ξ−1, z) if r = 0, i = 0(modN)
X11(ξ
i−1, ξ−1qr, z) + e
i
2
Lnξq
r
2
ξi−qr c otherwise
for r ∈ Z and 0 ≤ i ≤ N −1, then the above two identities can be written as one identity
(4.9) [X¯11(ξ
i−1, ξ−1qr, z1), X¯11(ξj−1, ξ−1qs, z2)]
= X¯11(ξ
i+j−1, ξ−1qr+s, ξ−jz1)δ(
ξjz2
qrz1
)− X¯11(ξi+j−1, ξ−1qr+s, ξ−iz2)δ( ξ
iz1
qsz2
)
+δr+s,0δi+j,0(Dδ)(
ξjz2
qrz1
)c.
Comparing this with the identity (1.20), we get the following result which was given in
[BS] for the N = 2 case and in [G2] for arbitrary N .
Corollary 4.10. Let M = 1 and G =< ξ, q > be an admissible subgroup of C× generated
by q with q 6= 0 not a root of unity, and ξ is a N -th primitive root of unity for N ≥ 2.
Then the Lie algebra G(G,M) of operators, acting on V1, gives a representation of the
algebra ĝlN (CqN ). The representation is given by the mapping
F iEm ⊗ tm0 tr1 7→
{
x11(m, ξ
i−1, ξ−1qr) + δm,0
e
i
2
Lnξq
r
2
ξi−qr c if i 6= 0(modN) or r 6= 0
x11(m, ξ
−1, ξ−1) if i = 0(modN) and r = 0
c0 7→ c
N
, c1 7→ 0
for r ∈ Z and 0 ≤ i ≤ N − 1.
Remark 4.11. In general, let M,N ≥ 2 be integers, G =< ξ, q1, · · · , qν > an admissible
subgroup of C× with finitely many generators, where q1, · · · , qν are the free generators of
G and ξ is anN -th root of unity. Then the Lie algebra G(G,M) of operators, acting on the
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Fock space VM , gives a representation to the Lie algebra ĝlMN (CQ) where the quantum
torus CQ = CQ[t
±1
0 , t
±1
1 , · · · , t±1ν ] is determined by the matrix Q = (qij)(ν+1)×(ν+1) with
qi0 = q
N
i , q0i = q
−N
i for 1 ≤ i ≤ ν, and qij = 1 for all other values of i, j.
In particular, if ν = 1, that is G =< ξ, q >, then the Lie algebra G(G,M) is generated
by the coefficient operators of the vertex operators Xij(ξ
k−1, ξ−1qr, z) for 1 ≤ i, j ≤M ,
1 ≤ k ≤ N − 1 and r ∈ Z. Moreover, from Theorem 3.3, we have
(i) if k + k′ 6= 0 or r + s 6= 0, then
[Xij(ξ
k−1, ξ−1qr, z1), Xi′j′(ξk
′−1, ξ−1qr
′
, z2)]
=δji′Xij′(ξ
k−1, ξ−1−k
′
qr+r
′
, z1)δ(
ξk
′
z2
qrz1
)
− δj′iXi′j(ξk
′−1, ξ−1−kqr+r
′
, z2))δ(
ξkz1
qr′z2
)
+
e
k+k′
2 Lnξq
r+r′
2
ξk+k′ − qr+r′ δji′δj′i(δ(
ξk
′
z2
qrz1
)− δ( ξ
kz1
qr′z2
))c
=δji′Xij′(ξ
k+k′−1, ξ−1qr+r
′
, ξ−k
′
z1)δ(
ξk
′
z2
qrz1
)
− δj′iXi′j(ξk+k
′−1, ξ−1qr+r
′
, ξ−kz2))δ(
ξkz1
qr′z2
)
+
e
k+k′
2 Lnξq
r+r′
2
ξk+k′ − qr+r′ δji′δj′i(δ(
ξk
′
z2
qrz1
)− δ( ξ
kz1
qr′z2
))c,
and
(ii) if k + k′ = 0 and r + s = 0, then
[Xij(ξ
k−1, ξ−1qr, z1), Xi′j′(ξk
′−1, ξ−1qr
′
, z2)]
=δji′Xij′(ξ
k−1, ξ−1−k
′
qr+r
′
, z1)δ(
ξk
′
z2
qrz1
)
− δj′iXi′j(ξk
′−1, ξ−1−kqr+r
′
, z2))δ(
ξkz1
qr′z2
) + δji′δj′i(Dδ)(
ξk
′
z2
qrz1
)c
=δji′Xij′(ξ
−1, ξ−1, ξ−k
′
z1)δ(
ξk
′
z2
qrz1
)
− δj′iXi′j(ξ−1, ξ−1, ξ−kz2))δ( ξ
kz1
qr′z2
) + δji′δj′i(Dδ)(
ξk
′
z2
qrz1
)c.
Set
Xij(ξ
k−1, ξ−1qr, z)
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={
Xij(ξ
k−1, ξ−1qr, z) + δij
e
k
2
Lnξq
r
2
ξk−qr c if k 6= 0 (modN) or r 6= 0
Xij(ξ
−1, ξ−1, z) if k = 0 (modN) and r = 0
Then we have
[Xij(ξ
k−1, ξ−1qr, z1), Xi′j′(ξk
′−1, ξ−1qr
′
, z2)]
= δji′X ij′(ξ
k+k′−1, ξ−1qr+r
′
, ξ−k
′
z1)δ(
ξk
′
z2
qrz1
)
−δj′iXi′j(ξk+k
′−1, ξ−1qr+r
′
, ξ−kz2))δ(
ξkz1
qr′z2
) + δji′δj′iδk+k′,0δr+r′,0(Dδ)(
ξk
′
z2
qrz1
)c.
Comparing this identity with identity (1.21), we get
Corollary 4.12. Let M,N ≥ 2, and let G =< ξ, q > be an admissible subgroup of C×
generated by q with q 6= 0 not a root of unity, and ξ an N -th primitive root of unity.
Then the Lie algebra G(G,M) of operators, acting on V1, gives a representation of the
algebra ĝlMN (CqN ), and the representation is given by the mapping
Eij ⊗ F kEm ⊗ tm0 tr1
7→
{
xij(m, ξ
k−1, ξ−1qr) + δm,0δij
e
k
2
Lnξq
r
2
ξi−qr c if k 6= 0(modN)c or r 6= 0
xij(m, ξ
−1, ξ−1) if k = 0(modN) and r = 0
c0 7→ c
N
, c1 7→ 0
for r ∈ Z and 0 ≤ k ≤ N − 1.
The Lie algebra G(G,M) given in the previous corollary contains two interesting subal-
gebras which give representations to the Lie algebras ĝlN(CqN ) and ĝlM (Cq) . Moreover
we will see that these two subalgebras contain subalgebras that give representations to
the affine algebras ĝlN(C) of level M and ĝlM(C) of level N respectively. Indeed, for
a, b ∈ G =< ξ, q >, let
(4.13) Y (a, b, z) =
M∑
k=1
Xkk(a, b, z)
and formally write
(4.14) Y (a, b, z) =
∑
m∈Z
y(m, a, b)z−m.
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Let L1 be the Lie algebra generated by all of the coefficients of Y (a, b, z) for a, b ∈ G.
We note that
(4.15) Y (ξiqr, ξjqs, z) = Y (ξi−j−1, ξ−1qs−r, ξj+1qrz),
so L1 is indeed generated by the coefficients of the vertex operators with the form
Y (ξi−1, ξ−1qr, z) for r ∈ Z and 0 ≤ i ≤ N − 1. Moreover, applying Theorem 3.3,
we have, if r + s 6= 0 or i+ j 6= 0(modN)
(4.16) [Y (ξi−1, ξ−1qr, z1), Y (ξj−1, ξ−1qs, z2)]
=
M∑
k=1
[Xkk(ξ
i−1, ξ−1qr, z1), Xkk(ξj−1, ξ−1qs, z2)]
=
M∑
k=1
(
Xkk(ξ
i+j−1, ξ−1qr+s, ξ−jz1)δ(
ξjz2
qrz1
)−Xkk(ξi+j−1, ξ−1qr+s, ξ−jz2)δ( ξ
iz1
qsz2
)
+
e
i+j
2 Lnξq
r+s
2
ξi+j − qr+s (δ(
ξjz2
qrz1
)− δ( ξ
iz1
qsz2
))
)
= Y (ξi+j−1, ξ−1qr+s, ξ−jz1)δ(
ξjz2
qrz1
)− Y (ξi+j−1, ξ−1qr+s, ξ−jz2)δ( ξ
iz1
qsz2
)
+
e
ij
2 Lnξq
r+s
2
ξi+j − qr+s (δ(
ξjz2
qrz1
)− δ( ξ
iz1
qsz2
)),
while if r + s = 0 and i+ j = 0(modN), then
(4.17) [Y (ξi−1, ξ−1qr, z1), Y (ξj−1, ξ−1qs, z2)]
=
M∑
k=1
[Xkk(ξ
i−1, ξ−1qr, z1), Xkk(ξj−1, ξ−1qs, z2)]
=
M∑
k=1
(
Xkk(ξ
−1, ξ−1, ξ−jz1)δ(
ξjz2
qrz1
)−Xkk(ξ−1, ξ−1, ξ−jz2)δ( ξ
iz1
qsz2
) + (Dδ)(
ξjz2
qrz1
)
)
= Y (ξ−1, ξ−1, ξ−jz1)δ(
ξjz2
qrz1
)− Y (ξ−1, ξ−1, ξ−jz2)δ( ξ
iz1
qsz2
) +M(Dδ)(
ξjz2
qrz1
).
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Therefore, if we define
Y¯ (ξi−1, ξ−1qr, z) =
{
Y (ξi−1, ξ−1qr, z) +M e
i
2
Lnξq
r
2
ξi−qr c if r 6= 0 or i¯ 6= 0
Y (ξ−1, ξ−1, z) if r = 0 and i¯ = 0,
then we can rewrite the two identities (4.16) and (4.17) into just one identity
(4.18) [Y¯ (ξi−1, ξ−1qr, z1), Y¯ (ξj−1, ξ−1qs, z2)]
= Y¯ (ξ−1, ξ−1, ξ−jz1)δ(
ξjz2
qrz1
)Y¯ (ξ−1, ξ−1, ξ−jz2)δ(
ξiz1
qsz2
) +M(Dδ)(
ξjz2
qrz1
)c.
Therefore we have the following result
Proposition 4.19. The Lie algebra L1 of operators acting on VM gives a representation
of the Lie algebra ĝlN (CqN ), and the representation is given by the mapping
F iEm ⊗ tm0 tr1 7→
{
y(m, ξi−1, ξ−1qr) +M e
i
2
Lnξq
r
2
ξi−qr δm,0c if i 6= 0 (modN) or r 6= 0
y(m, 1, 1) if i = 0 (modN) and r = 0
c0 7→Mc, c1 7→ 0
for r ∈ Z and 0 ≤ i ≤ N − 1.
Recall from (4.7), the Fock space VM affords a representation of the Lie algebra G(<
q >,M) ⊂ G(< ξ, q >,M), where ξ, q are given in (4.10), and
G(< q >,M) = span {c and xij(m, 1, qr)| for m, r ∈ Z, 1 ≤ i, j ≤M}.
Now we define a subalgebra of G(< q >,M) ⊂ G(< ξ, q >,M)
L2 = span{c and xij(Nm, 1, qr)| for m, r ∈ Z, 1 ≤ i, j ≤M}.
Then we have
Proposition 4.20. L2 forms a Lie subalgebra of G(< q >,M), and L2 is also isomorphic
to G(< q >,M) via the isomorphism given by
xij(m, 1, q
r) 7→ xij(Nm, 1, qr), c 7→ Nc.
Therefore L2 gives a representation of ĝlN(CqN ).
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Proposition 4.21. For m,n, r, s,∈ Z and i 6= 0 (mod N), 1 ≤ k 6= l ≤M , we have
[y(m, ξi−1, ξ−1qr), xkl(Nn, 1, qs)](4.22)
=(qrNn − qsm)xkl(m+Nn, ξi−1, ξ−1qr+s).
Proof. We apply Theorem 3.3 to obtain
[Y (ξi−1, ξ−1qr, z1), Xkl(1, qs, z2)] = [
M∑
j=1
Xjj(ξ
i−1, ξ−1qr, z1), Xkl(1, qs, z2)]
=
M∑
j=1
{Xjl(ξi−1, ξ−1qr+s, z1)δjkδ( z2
ξ−1qrz1
)−Xkj(1, ξ−iqr+s, z2)δjlδ(ξ
i−1z1
qsz2
)}
=Xkl(ξ
i−1, ξ−1qr+s, z1)δ(
z2
ξ−1qrz1
)−Xkl(1, ξ−iqr+s, z2)δ(ξ
i−1z1
qsz2
)
=Xkl(ξ
i−1, ξ−1qr+s, z1)δ(
z2
ξ−1qrz1
)−Xkl(ξi−1, ξ−1qr+s, q−sz1)δ(ξ
i−1z1
qsz2
).
This then gives
[y(m, ξi−1, ξ−1qr), xkl(n, 1, qs)] = ξ−n(qrn − qsmξin)xkl(m+ n, ξi−1, ξ−1qr+s).
which immediately implies (4.22). 
Remark 4.23 Let Gi ⊂ Li ⊂ G(< ξ, q >,M), i = 1, 2, be such that
G1 = span{c and y(m, ξi−1, ξ−1)| for m ∈ Z, 0 ≤ i ≤ N − 1},
G2 = span{c and xij(Nm, 1, 1)| for m ∈ Z, 1 ≤ i, j ≤M}.
Then the two subalgebras G1,G2 of G(< ξ, q >,M) respectively give representations of the
affine algebra ĝlN(C) of levelM and ĝlM(C) of level N . Let G′i be the derived algebras of
Gi. Then we have the so called dual pair property given in [F1]: [G′1,G′2] = (0). However,
clearly, we have [L′1,L′2] 6= (0).
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