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Abstract
Kollar’s sharp effective Nullstellensatz, which is independent of the number of polyno-
mials, is shown to be a generically pessimistic bound. A generic effective Nullstellensatz is
proven. The generic bound is approximately inversely proportional to the number of polyno-
mials; further, the bound is linear, rather than exponential, in the degrees of the polynomials.
The generic effective Nullstellensatz provides for minimum required equalization filter orders
in signal and image processing.
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1. Introduction
Sharpening the effective Nullstellensatz has recently been a focus of effective
algebra [1,9,11], successfully culminating in the following result [9]:
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Theorem 1. Suppose F is a field, and hi ∈ F[z1, . . . , zn], 1  i  M with maxi-
mum total degree δ such that 〈h1, . . . ,hM 〉 = F[z1, . . . , zn]. Then, ∃g1, . . . , gM ∈
F[z1, . . . , zn] with maximum total degree δmin(n,M) such that
M∑
i=1
gihi = 1. (1)
An issue noted in [9] is the difficulty of finding examples of h1, . . . ,hM such that
the bound on the total degree of the corresponding g1, . . . , gM is achieved. In this
paper, we provide a reason for the paucity of such examples. In particular, we show
that if M  2n, for a generic set of h1, . . . ,hM , the minimal maximum total degree
of the corresponding g1, . . . , gM is much smaller.
The a priori knowledge of a bound on the degrees of g1, . . . , gM is crucial in
their computation [13]. Once such a bound is known, the computation of g1, . . . , gM
can be accomplished via simple linear algebra without recourse to Gröbner basis
techniques (cf. [2,10]). In fact, almost all the results used in our proof arise from
linear algebra.
A generic effective Nullstellensatz is useful in the context of computing finite im-
pulse response (FIR) equalizers [6,7]. Equalization of images [5,7] and video require
multivariate polynomials, i.e., n  2. Obtaining equalizers with minimum orders
allows for computational savings. While Kollar’s result gives a tight lower bound on
the required filter orders, practical application may demand only that the filter order
bound holds almost surely. We exploit this flexibility to drastically reduce the order
of the equalizers, noting that algebraic varieties have zero (Lebesgue) measure. The
generic bound given below is linear, rather than exponential, in the order of the sys-
tem to be equalized. Further, the bound decreases as the number of inputs increases.
Equalization arises not only for single-input, multi-output systems [7], but also
for multi-input, multi-output (MIMO) systems in one or several [5,14] variables.
Therefore, the generic effective Nullstellensatz is extended to the case of polyno-
mial matrices. Once the equalizer orders (i.e., left inverse degrees) are known, fast
algorithms ([4,8] and references therein) may be used to compute the equalizers.
In many signal processing problems, it is possible to increase the number of chan-
nels, e.g., additional antennas at the reciever in a communication system, or addi-
tional time-lapsed views of an object in astronomy. One may use the reduction in the
order of the equalizers to minimize the processing delay, i.e., the amount of com-
putation per output decreases (even though the total computation required remains
approximately the same). In particular, for a sufficiently large number of outputs, the
equalized signals are F-linear combinations of the system outputs, i.e., inputs may
be generically recovered from instantaneous combinations of outputs.
2. The main result
For the sake of convenience, we will work with multi-degrees of polynomials
rather than total degrees. Let Z+n denote the set of all n-tuples of nonnegative inte-
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gers. Let F be a field (of arbitrary characteristic), and let Pδ(F[z1, . . . , zn]) denote
the set of all n-variate polynomials over F of multi-degree at most δ, where
δ = (δ1, . . . , δn) ∈ Z+n . (2)
Let MM×N(S) denote the set of all M ×N matrices with elements from a set S.
For X ∈ F[z1, . . . , zn], let V(X) denote the variety in Fn defined by X.
Theorem 2. Suppose M,N ∈ N and δ ∈ Z+n are given. Let α = (α1, . . . , αn) ∈ Z+n
be such that
N
n∏
i=1
⌈
δi + αi + 1
αi + 1
⌉
 M,
then, there exists a nonempty Zariski open subset V of MM×N(Pδ(F[z1, . . . , zn]))
such that for every H ∈ V and for every I ∈M1×N(Pδ+α(F[z1, . . . , zn])), the
equation
GH = I
can be solved for G ∈M1×M(Pα(F[z1, . . . , zn])).
However, if α = (α1, . . . , αn) ∈ Z+n is such that
N
n∏
i=1
⌊
δi + αi + 1
αi + 1
⌋
 M (3)
and
N
n∏
i=1
(
δi + αi + 1
αi + 1
)
> M,
then, there exists a nonempty Zariski open subset W of MM×N(Pδ(F[z1, . . . , zn]))
such that for every H ∈ W and for every β ∈ Z+n , the equation
GH = (0 · · · zβ · · · 0)
cannot be solved for G ∈M1×M(Pα(F[z1, . . . , zn])).
One of the reasons for the difficulty in obtaining the sharp effective Nullstellensatz
is that the maximum total degree of g1, . . . , gM in
M∑
i=1
gihi = f (4)
is bounded by different constants depending on whether f = 1. In the case of uni-
variate polynomials, this distinction does not exist. Theorem 2 shows that even in
the case of multivariate polynomials, for a generic set of h1, . . . ,hM , the distinc-
tion does not exist. In signal processing applications (e.g., [6]), the coefficients of
H are typically drawn from a continuous probability distribution. Theorem 2 can
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then be interpreted as showing that almost all systems (polynomial matrices) are
well-behaved (invertible). 1
A multi-degree α corresponds to a set of monomial degrees bounded by α, which
can be represented by a block of size α + 1 in Z+n . The proof of Theorem 2 indicates
that a given α is sufficient when M lattice blocks of size α + 1 can cover a lattice
block of size δ + α + 1 in Z+n . Similarly, a given α is necessary when M lattice
blocks of size α + 1 can be packed in a lattice block of size δ + α + 1 in Z+n . If
other notions of degree (such as total degrees, possibly weighted) are used, a given
degree would correspond to a particular set of indices in Z+n ; given such a degree
, the covering of the set of indices corresponding to  by M sets of indices cor-
responding to a degree  would indicate sufficiency (and a packing argument holds
for necessity). Indeed, the primary contribution of this paper is the establishment of
the correspondences: packing and necessity, covering and sufficiency.
For the special case of multi-degrees, further refinements are possible due to the
simplicity of the corresponding geometry in Z+n , and are considered in [12] to obtain
the following sharper result in place of the first half of Theorem 2:
Theorem 3. Suppose M,N ∈ N and δ ∈ Z+n are given. Let α = (α1, . . . , αn) ∈ Z+n
be such that
N
n∏
i=1
(
δi + αi + 1
αi + 1
)
 M,
then, there exists a nonempty Zariski open subset V of MM×N(Pδ(F[z1, . . . , zn]))
such that for every H ∈ V and for every I ∈M1×N(Pδ+α(F[z1, . . . , zn])), the
equation
GH = I
can be solved for G ∈M1×M(Pα(F[z1, . . . , zn])).
The second part of Theorem 2 is not a true converse of Theorem 3 because of
the condition (3). However, inequality (3) arises from the proof technique, and we
conjecture that it is superfluous.
3. The operator T n
δ,α
(·)
Before proceeding to the proof of Theorem 2, we define an operator that expresses
polynomial multiplication as an F-linear operator.
Let α = (α1, . . . , αn) ∈ Z+n and δ = (δ1, . . . , δn) ∈ Z+n . Recall that
Pδ(F[z1, . . . , zn])  {w ∈ F[z] : multideg(w)  δ} (5)
1 Algebraic varieties form a set of measure zero for measures that are absolutely continuous with
respect to the Lebesgue measure.
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denotes the space of polynomials whose multi-degrees are bounded by δ. Let
δ∗ =
n∏
i=1
(δi + 1) (6)
denote the number of monomials in Pδ(F[z1, . . . , zn]). Since every w ∈ Pδ(F[z1,
. . . , zn]) is a unique F-linear combination of δ∗ monomials, there exists a natural
isomorphism (with respect to the ‘+’ operator):
vec : Pδ(F[z1, . . . , zn]) → Fδ∗ (7)
which can be obtained by ordering the δ∗ monomials via some monomial ordering
[3]. We shall call vec(·) the “vectorizing” operator; its dependence on δ and on the
chosen monomial ordering will be clear from context. If w1 ∈ Pδ(F[z1, . . . , zn]) and
w2 ∈ Pα(F[z1, . . . , zn]), then w1w2 ∈ Pδ+α(F[z1, . . . , zn]). This multiplication can
be represented by a linear operator in the corresponding isomorphic vector spaces:
T nδ,α(w1) vec(w2) = vec(w1w2) (8)
⇒ T nδ,α(w1) : Fα
∗ → F(δ+α)∗ , ∀w1 ∈ Pδ(F[z1, . . . , zn]) (9)
⇒ T nδ,α : Pδ(F[z1, . . . , zn]) →M(δ+α)∗×α∗(F). (10)
Note that (δ + α)∗ = δ∗ + α∗ iff n = 1.
We will abuse notation slightly by extending the definition of T nδ,α(·). WhenH ∈
MM×N(Pδ(F[z1, . . . , zn])) is multiplied on the left by a M × 1 row of polynomi-
als, whose degrees are bounded by α, the resulting N × 1 row vector has elements
whose degrees are bounded by δ + α. As in the case of multiplication of polynomi-
als, this multiplication can be represented as an F-linear operator which we continue
to denote by T nδ,α:
T nδ,α :MM×N(Pδ(F[z1, . . . , zn])) →MN(δ+α)∗×Mα∗(F), (11)
T nδ,α(H) 


T nδ,α(h11) T
n
δ,α(h21) · · · T nδ,α(hM1)
T nδ,α(h12) T
n
δ,α(h22) · · · T nδ,α(hM2)
...
...
.
.
.
...
T nδ,α(h1N) T
n
δ,α(h2N) · · · T nδ,α(hMN)

 . (12)
The dependence of T nδ,α(·) on M,N will be clear from context.
4. A generic effective Nullstellensatz
The proof of Theorem 2 is organized as a series of five propositions. In this sec-
tion, the generic solvability of GH = I is established for H consisting of a single
column (i.e., for N = 1). In Section 5, the partial converse is proven for N = 1. The
extensions for the case when N > 1 are then considered in Section 6.
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To begin, Proposition 4 provides a construction for N = 1 of one H such that
GH = w admits a solution for all w, given the hypothesized restrictions on the
multi-degrees from Theorem 2.
Proposition 4. Suppose M ∈ N, δ ∈ Z+n and α ∈ Z+n such that
n∏
i=1
⌈
δi + αi + 1
αi + 1
⌉
 M. (13)
Then, ∃hk1 ∈ Pδ(F[z1, . . . , zn]), 1  k  M such that ∀w ∈ Pδ+α(F[z1, . . . , zn]),
∃g1k ∈ Pα(F[z1, . . . , zn]), 1  k  M satisfying
M∑
k=1
hk1g1k = w. (14)
The constructive proof partitions the integer lattice {β ∈ Z+n : β  δ + α} into M
cells, and then builds w as a sum of monomials.
Proof. For convenience, let 1 ∈ Z+n denote (1, 1, . . . , 1), and let 0 = (0, 0, . . . , 0) ∈
Z+n . Let
λi 
⌈
δi + αi + 1
αi + 1
⌉
, 1  i  n (15)
whence, by hypothesis,
(λ− 1)∗ = λ1λ2 · · · λn  M. (16)
Consider monomials indexed by r ∈ Z+n , 0  r  λ− 1:
mr =
n∏
i=1
z
min(δi ,ri (αi+1))
i . (17)
From Eqs. (15) and (16), there are atmost M distinct monomials specified by Eq.
(17). Next, any w ∈ Pδ+α(F[z1, . . . , zn]) can be written as
w =
∑
βδ+α
wβz
β. (18)
Given any β  δ + α, ∃rβ ∈ Z+n satisfying
βi = rβi (αi + 1)+ (βi mod (αi + 1)), 1  i  n. (19)
Thus a partition of {β ∈ Z+n : β  δ + α} is formed by counting βi mod (αi + 1).
Hence, for any monomial zβ ∈ Pδ+α(F[z1, . . . , zn]), there exists a unique qβ ∈
Pα(F[z1, . . . , zn]) such that
zβ = qβmrβ . (20)
From Eqs. (18) and (20) and the F-linearity of addition in Pα(F[z1, . . . , zn]), ∃gr ∈
Pα(F[z1, . . . , zn]) such that
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mrqr = w. (21)
Finally, identifying hk1 = mr for 1  k  λ1λ2 · · · λn, assigning hk1 = 0 for k >
λ1λ2 · · · λn, and similarly reindexing qr to g1k , Eq. (21) is rewritten in the form
M∑
k=1
hk1g1k = w
as desired. 
Remark 5. The main idea of the proof is to obtain all monomials by combinations
of the form
hk1qβ = zβ, (22)
where multideg(qβ)  α. In other words, we needed to cover the lattice block of
size δ + α + 1 in Z+n by M blocks of size α + 1. This concept may be extended
easily to other sets of monomials. Suppose multideg(hk1) and multideg(g1k) were
constrained to be in some polytopes D,E ⊂ Z+n respectively. Let F ⊂ Z+n be the
set of all monomial degrees achievable by products of monomials in D and E. If F
can be covered by M polytopes of type E, then ∃hk1 such that Proposition 4 holds.
This covering can be used in conjunction with Proposition 4 to establish a generic
effective Nullstellensatz.
Proposition 6. LetN = 1. SupposeM ∈ N and δ ∈ Z+n are given. Let α = (α1, . . . ,
αn) ∈ Z+n be such that
n∏
i=1
⌈
δi + αi + 1
αi + 1
⌉
 M. (23)
Then, there exists a nonempty Zariski open subset V of MM×1(Pδ(F[z1, . . . , zn]))
such that for every H ∈ V and for every w ∈ Pδ+α(F[z1, . . . , zn]), the equation
GwH = w
can be solved for Gw ∈M1×M(Pα(F[z1, . . . , zn])).
Proof. GivenH∈MM×1(Pδ(F[z1, . . . , zn])) andG∈M1×M(Pα(F[z1, . . . , zn])),
the matrix multiplication GH can be represented as follows in the corresponding
isomorphic vector spaces:
T nδ,α(H)vec(G) = vec(GH), (24)
(
T nδ,α(h11) T
n
δ,α(h21) · · · T nδ,α(hM1)
)


vec(g11)
vec(g12)
...
vec(g1M)


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= vec
(
M∑
k=1
hk1g1k
)
, (25)
whence
T nδ,α(H) : FMα
∗ −→ F(δ+α)∗ . (26)
Since Eq. (23) holds,
n∏
i=1
(
δi + αi + 1
αi + 1
)
 M (27)
⇒
n∏
i=1
(δi + αi + 1)  M
n∏
i=1
(αi + 1). (28)
Thus, the domain of T nδ,α(H) has higher dimension than its range. By Proposition 4,
there exists Hˆ ∈MM×1(Pδ(F[z1, . . . , zn])) such that
∀w ∈ Pδ+α(F[z1, . . . , zn]), ∃Gw ∈M1×M(Pα(F[z1, . . . , zn]))
such that
GwHˆ = w (29)
⇒ range(T nδ,α(Hˆ)) = FN(δ+α)∗ (30)
⇒ rank(T nδ,α(Hˆ)) = n∏
i=1
(δi + αi + 1). (31)
Thus, the matrix T nδ,α(·) has at least one submatrix X of size
∏n
i=1(δi + αi + 1)×∏n
i=1(δi + αi + 1) whose determinant is nonzero for at least Hˆ. Hence det(X)
is a nonzero polynomial in the coefficients of the elements of H. Let V = Fn −
V(det(X)). It is possible for T nδ,α(H) to be rank deficient only if the determinant
polynomial vanishes, i.e., only if H /∈ V , whence we reach the desired conclusion
for a generic H. 
The proof of Proposition 6 has two main elements. First, the fixed sets of mono-
mials allowable for H, G and GH allowed the posing of the problem in terms of
matrices over F. Second, the existence of a full rank T nδ,α(H) was deduced from
Proposition 4.
Remark 7. As explained in Remark 5, given the polytopes D and E, we can estab-
lish an effective Nullstellensatz for D and E. Thus, the techniques of the proofs of
Propositions 4 and 6 can be used to establish a family of Nullstellensätze. In the
context of image processing, the polytopes D and E represent the shapes of the 2-D
lattice support regions of the distortion and equalization filters respectively.
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Recasting Eq. (23) to display the dependence of α on M for a fixed δ, we obtain
the following corollary.
Corollary 8. Let N = 1. Suppose M  2n, and
α =
(
δ1
M 1n  − 1
− 1, . . . , δn
M 1n  − 1
− 1
)
. (32)
Then, for a generic H ∈MM×1(Pδ(F[z1, . . . , zn])), if w ∈ Pδ+α(F[z1, . . . , zn]),
∃G ∈M1×M(Pα(F[z1, . . . , zn])) such that
GH = w.
Thus, the total number of monomials in the inverse G is generically roughly
inversely proportional to M as M becomes large.
5. A partial converse of the generic effective Nullstellensatz
Paralleling Propositions 4 and 6, we begin with a construction.
Proposition 9. Suppose N = 1 and α ∈ Z+n such that
n∏
i=1
⌊
δi + αi + 1
αi + 1
⌋
 M (33)
and
n∏
i=1
(
δi + αi + 1
αi + 1
)
> M. (34)
Then, given any monomial zβ ∈ Pδ+α(F[z1, . . . , zn]), ∃hk1 ∈ Pδ(F[z1, . . . , zn]),
1  k  M such that
1. zβ cannot be expressed in the form
M∑
k=1
hk1g1k = zβ (35)
with g1k ∈ Pα(F[z1, . . . , zn]), 1  k  M, and
2. every w ∈ F[z] expressible in the form
M∑
k=1
hk1g1k = w (36)
with g1k ∈ Pα(F[z1, . . . , zn]), 1  k  M, is expressible uniquely, i.e., the g1k
corresponding to w are unique.
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Proof. For 1  i  n, let
µi 
⌊
δi + αi + 1
αi + 1
⌋
. (37)
Then µ1µ2 · · ·µn  M . Without loss of generality, let
µ1µ2 · · ·µn = M. (38)
When M is strictly smaller, we can use any subset of {hk1} of size M . From Eqs.
(33) and (34), ∃i0 such that
δi0 + αi0 + 1
αi0 + 1
>
⌊
δi0 + αi0 + 1
αi0 + 1
⌋
(39)
⇒ δi0 > (µi0 − 1)(αi0 + 1). (40)
Consider monomials indexed by r ∈ Z+n , 0  r  µ− 1:
mr =
n∏
i=1
z
ri (αi+1)
i . (41)
Similar to the proof of Proposition 4, these monomials partition the lattice {β ∈ Z+n :
β  (µ1(α1 + 1), µ2(α2 + 1), . . . , µn(α1 + n))} into M blocks formed by counting
βi mod (αi + 1).
βi0 lies in one of the following intervals:
[0, αi0 + 1),
[(αi0 + 1), 2(αi0 + 1)),
...
[(µi0 − 1)(αi0 + 1), µi0(αi0 + 1)),
[µi0(αi0 + 1), δi0 + αi0 ].
We now distinguish the following two cases.
Case 1. βi0 lies in [µi0(αi0 + 1), δi0 + αi0].
Then, we identify mr as hk1, 1  k  M . Since βi0  µi0(αi0 + 1), no product of
polynomials with zi0 -degrees (µi0 − 1)(αi0 + 1) and αi0 yields z
βi0
i0
. Further, since
no monomial zγ can be produced by two different combinations
zγ = g1k0hk01 = g1k1hk11, (42)
as the degrees of the monomials hk1 are placed α + 1 apart and g1k ∈ Pα(F[z1,
. . . , zn]), we have
M∑
k=1
g1khk1 = 0 ⇒ g1k = 0, ∀k (43)
as desired.
R. Rajagopal, L.C. Potter / Linear Algebra and its Applications 397 (2005) 1–15 11
Case 2. Let rˆi0 be such that βi0 lies in [(rˆi0 − 1)(αi0 + 1), rˆi0(αi0 + 1)).
Then, we let
mˆr =


mr, ri0 < rˆi0 ,
mr(1 + zi0), ri0 = rˆi0 ,
mrzi0 , ri0 > rˆi0 .
(44)
(Intuitively, we are moving the sequence of monomials 1 down in the direction of
the i0-th component in Z+n .) Now,
δi0 > (µi0 − 1)(αi0 + 1) (45)
⇒ δi0  (µi0 − 1)(αi0 + 1)+ 1 (46)
⇒ mˆr ∈ Pδ(F[z1, . . . , zn]). (47)
Next, we reindex mˆr to obtain hk1, 1  k  M . Since each of the monomials in any
hk1 are placed at least α units away from those in others, if g1k ∈ Pα(F[z1, . . . , zn]),
1  k  M ,
M∑
k=1
g1khk1 = 0 ⇒ g1k = 0, ∀k (48)
as desired. Further, zβ cannot be achieved as in Eq. (35) because all mˆr which can
yield zβ have two monomial terms, both of which involve zi0 , and we have the
desired result. 
We can now state a partial converse to the generic effective Nullstellensatz. Note
that the proof is almost identical to that of Proposition 6.
Proposition 10. Let N = 1. Suppose M ∈ N and δ ∈ Z+n are given. Let α = (α1,
. . . , αn) ∈ Z+n satisfy Eqs. (33) and (34). Then, there exists a nonempty Zariski open
subset V of MM×1(Pδ(F[z1, . . . , zn])) such that for every H in V and for every
zβ ∈ Pδ+α(F[z1, . . . , zn]), the equation
GH = zβ
cannot be solved for G ∈M1×M(Pα(F[z1, . . . , zn])).
Proof. Consider
T nδ,α(H)vec(G) = vec(GH), (49)
whence, as in Eq. (25),
T nδ,α(H) : FMα
∗ → F(δ+α)∗ . (50)
Since Eq. (34) holds,
n∏
i=1
(
δi + αi + 1
αi + 1
)
> M (51)
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⇒
n∏
i=1
(δi + αi + 1) > M
n∏
i=1
(αi + 1). (52)
Thus, the domain of T nδ,α(H) has lower dimension than its range. By Proposition 9,
∃Hˆ which has full rank and
vec(zβ) /∈ range(T nδ,α(Hˆ)) (53)
⇒ rank (vec(zβ) T nδ,α(Hˆ))︸ ︷︷ ︸
A
= M
n∏
i=1
(αi + 1)+ 1. (54)
Thus, A has full rank and has at least one submatrix X of size M
∏n
i=1(αi + 1)×
M
∏n
i=1(αi + 1) whose determinant is nonzero. Hence det(X) is a nonzero polyno-
mial in the coefficients of the elements ofH. Let V = Fn − V(det(X)). It is possible
for T nδ,α(H) to be rank deficient only if the determinant polynomial vanishes, i.e.,
H /∈ V sinceA is rank deficient when vec(zβ) /∈ range(T nδ,α(H)), whence we reach
the desired conclusion for a generic H. 
6. A generic effective Nullstellensatz for matrices
We now extend the results of the preceding two sections to the case when N > 1.
Proposition 11. SupposeM,N ∈ N and δ ∈ Z+n are given. Let α ∈ Z+n be such that
N
n∏
i=1
⌈
δi + αi + 1
αi + 1
⌉
 M. (55)
Then, there exists a nonempty Zariski open subset V of MM×N(Pδ(F[z1, . . . , zn]))
such that for every H ∈ V and for every I ∈M1×N(Pδ+α(F[z1, . . . , zn])), the
equation
GH = I
can be solved for G ∈M1×M(Pα(F[z1, . . . , zn])).
Proof. Let
λ 
n∏
i=1
⌈
δi + αi + 1
αi + 1
⌉
. (56)
Now,
T nδ,α(H) : FMα
∗ → FN(δ+α)∗ . (57)
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From Eq. (55),
N
n∏
i=1
(
δi + αi + 1
αi + 1
)
 M (58)
⇒ M
n∏
i=1
(αi + 1)  N
n∏
i=1
(δi + αi + 1), (59)
whence the range of T nδ,α(H) has lower dimension than its domain. By the same
argument used in the proof of Proposition 6, all we need for the desired result is an
example H such that
range
(
T nδ,α(H)
) = FN(δ+α)∗ . (60)
By Proposition 4, ∃hˆk1 ∈ Pδ(F[z1, . . . , zn]), 1  k  λ such that ∀w ∈ Pδ+α
(F[z1, . . . , zn]), ∃gw1k ∈ Pα(F[z1, . . . , zn]), 1  k  λ for which
M∑
k=1
gw1khk1 = w. (61)
Consider the matrix
H =


h11
...
hλ1
h11
...
hλ1
.
.
.
h11
...
hλ1
0


, (62)
where the empty spaces correspond to 0 elements. Then, ∃GI,
GI =
(
g11,1 · · · g1λ,1 g11,2 · · · g1λ,2 · · · g11,N · · · g1λ,N
)
(63)
such that
(
g11,i · · · g1λ,i
)
h11
...
hλ1

 = ith element of I (64)
⇒ GIH = I. (65)
Since I is arbitrary, T nδ,α(H) has full rank yielding the desired result. 
14 R. Rajagopal, L.C. Potter / Linear Algebra and its Applications 397 (2005) 1–15
Similarly, we can establish a partial converse as in the case of N = 1.
Proposition 12. Suppose M,N ∈ N and δ ∈ Z+n are given. Let α = (α1, . . . , αn) ∈
Z+n be such that
N
n∏
i=1
⌊
δi + αi + 1
αi + 1
⌋
 M (66)
and
N
n∏
i=1
(
δi + αi + 1
αi + 1
)
> M. (67)
Then, there exists a nonempty Zariski open subset V of MM×N(Pδ(F[z1, . . . , zn]))
such that for every H ∈ V and for every β ∈ Z+n , the equation
GH = (0 · · · zβ · · · 0) (68)
cannot be solved for G ∈M1×M(Pα(F[z1, . . . , zn])).
Proof. Repeat the proof of Proposition 11 mutatis mutandis. 
Propositions 11 and 12 give identical necessary and sufficient conditions for the
generic invertibility of H under the following conditions:
1. N divides M, and
2. for each i, αi + 1 divides δi .
7. Example usage of proof of Theorem 2
As a brief illustration of the utility of the technique used to prove Theorem 2, we
apply it to obtain a generic effective Nullstellensatz for a specific bivariate Laurent
polynomial system. For zl11 z
l2
2 ∈ F
[
z1, z
−1
1 , z2, z
−1
2
]
, define
deg
(
z
l1
1 z
l2
2
) = |l1| + |l2| (69)
and for h ∈ F[z1, z−11 , z2, z−12 ], define deg(h) as the maximum degree of its constit-
uent monomials. Given that hi ∈ F
[
z1, z
−1
1 , z2, z
−1
2
]
, 1  i  10 each with degree
at most 3 are generic, one can compute the minimum value of deg(gi ) generically
satisfying
10∑
i=1
gihi = 1 (70)
using the proof technique of Theorem 2. Observe that 10 polytopes corresponding to
degree 1 suffice to cover the polytope in Z+n corresponding to degree 4 (the degree of
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the product of Laurent polynomials of degrees 3 and 1). Thus, deg(gi ) = 1 suffices.
Further, by noting that the polytopes corresponding to degree 0 (consisting of one
point each) can be packed into the polytope corresponding to degree 3 with space
left over, one learns that deg(gi ) = 0 does not suffice. Hence, the minimum value of
deg(gi ) that suffices generically is 1.
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