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FREDHOLM-VOLTERRA INTEGRAL EQUATION
OF THE FIRST KIND WITH POTENTIAL KERNEL
M.H. FAHMY - M.A. ABDOU - E.I. DEEBS
A series method is used to separate the variables of position and time forthe Fredholm-Volterra integral equation of the �rst kind and the solution ofthe system in L2[0, 1]×C[0, T ], 0 ≤ t ≤ T < ∞ is obtained, the Fredholmintegral equation is discussed using Kreins method. The kernel is written ina Legendre polynomial form. Some important relations are also, establishedand discussed.
1. Introduction.
We consider an integral equation of Fredholm-Volterra integral equationof the �rst kind, where the Fredholm integral term is measured with respect toposition while Volterra is measured with respect to time. The solution will beobtained in the space L2[0, 1]× C[0, T ], 0 ≤ t ≤ T <∞.Consider the general kernel form of the Fredholm integral equation
(1.1)


kµ,λn,m (x , y) = x
λ
y�+λ−1Wµn,m (x , y),
W νn,m (x , y) =
� ∞
0
Jn(t x )Jm(t y)tν dt,
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where Jn(z) is the Bessel function of the �rst kind.Many problems of mathematical physics, theory of elasticity, viscody-namic �uids and mixed problems of mechanics of continuous media reduce toFredholm integral equation with a kernel that takes a special form of equation(1.1) ( see [1], [2], [3], [4] ).The monographs [5], [14] give many of spectral relationships in termsof orthogonal polynomials for the integral operators frequently encountered inmathematical physics, and describe a method of orthogonal polynomials basedon them. Spectral relations and their applications to the mixed problems of thetheory of elasticity are given in [1], [4]. Mkhitarian [11] used the generalizedpotential theory method to obtain the spectral relationships for a Fredholmintegral equation of the �rst kind withCarleman kernel (k(x , y) = |x−y|−ν, 0 ≤
ν < 1, � = 0).
(1.2) k(x , y) = √x y
∞�
0
tν J± 12 (t x )J± 12 (t y) dt, ( (x , y)∈ [−1, 1] )
(for symmetric and skew - symmetric, respectively.)The two papers [12], [13] of Mkhitarian and Abdou, respectively, usingKreins method, obtained the spectral relationships for the integral operatorcontaining Carlemans kernel and a logarithmic kernel ( k(x , y) = − ln |x −y|, � = 0 )
(1.3) k(x , y) = √x y
� ∞
0
J± 12 (t x ) J± 12 (t y) dt, ( (x , y)∈ [−1, 1] )
(for symmetric and skew - symmetric, respectively.)Kovalenko [10] developed the Fredholm integral equation of the �rstkind for the mechanics mixed problems of continuous media and obtained anapproximate solution for the Fredholm integral equation of the �rst kind with
an elliptic kernel k(x , y) = 1x+y E
�√2 x y
x+y
�
(1.4) k(x , y) =
� ∞
0
J0(x t) J0(y t) dt, ( (x , y)∈ [−1, 1] )
The goal here is to obtain the solution of Fredholm-Volterra integral equationof the �rst kind in the space L2[0, 1]× C[0, T ]. The method used starts with aseries form to separate the variables of position and time, secondly we solve theFredholm integral equation of the �rst kind, using Kreins method for solvingthe integral equation of the �rst kind with potential kernel.
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2. Basic equations.
Consider the integral equation
(2.1)
� �
�
k(x − ξ, y − η) p(ξ, η, t) dξdη +
� t
0 F(τ ) p(x , y, τ ) dτ
= π [γ (t) + β(t) x − f (x , y)],
under the conditions
(2.2)


N1(t) =
� �
�
p(x , y, t) dxdy,
N2(t) =
� �
�
x y p(x , y, t) dxdy.
Here p(x , y, t) is the unknown potential function, � is called the domain ofintegration, the kernel k(x − ξ, y − η) is considered in the potential functionform as
k(x − ξ, y − η) = 1�(x − ξ )2 + (y − η)2 , ( k(x − ξ, y − η)∈C([�]× [�] ),
the given function f (x , y) ∈ L2(�), while γ (t), β(t), F(t), N1(t) and N2(t)are given positive and continuous functions belong to C(0, T ), (0 < T <∞).The problem is investigated from the three dimensional contact problemof frictionless impression of a rigid surface (G, ν) having an elastic materialoccupying the domain �, where f (x , y) ∈ L2(�) describing the surface ofstamp. This stamp is impressed into an elastic layer surface (plane) by a variableknown force N1(t), whose eccentricity of application e(t), and a variable knownmomentum N2(t), (0 ≤ t ≤ T ), that case rigid displacements γ (t) and β(t) x ,respectively. Here G is the displacement magnitude, ν is Poissons coef�cientand F(t) represents the characterized resistance function of the material.For t = 0, the integral equation (2.1) becomes
� �
�
k(x − ξ, y − η) p(ξ, η, 0) dξdη = π [ γ (0)+ β(0) x − f (x , y) ],
which can be written as
(2.3)
� �
�
k(x − ξ, y − η) φ(ξ, η) dξdη = g(x ),
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where φ(ξ, η) = p(ξ, η, 0), and g(x ) = π [ γ (0) + β(0) x − f (x , y) ].Equation (2.3) represents an integral equation with respect to position, while ifk(x , y) = 0 in (2.1), then we have� t
0
F(τ ) p(x , y, τ ) dτ = π [ γ (t) + β(t) x − f (x , y) ],
which represents a Volterra integral equation with respect to time.
3. Method of separation of variables.
Consider the solution of the integral equation (2.1) in the form
p(x , y, t) =
∞�
j=0
pj (x , y, t),
that can be approximated as
(3.1) p(x , y, t) � p0(x , y, t) + p1(x , y, t),
where p0(x , y, t), p1(x , y, t) are called the complementary and the particularsolution of the integral equation (2.1), respectively.Using (3.1) in (2.1), we have
(3.2)
� �
�
k(x − ξ, y − η) pj (ξ, η, t) dξ dη +
� t
0
F(τ ) pj (x , y, τ ) dτ
= π δj [ γ (t) + β(t) x − f (x , y) ]
where
(3.3) δj =
� 1, j = 00, j = 1.
Let t = 0 in the formula (3.2), we have
(3.4)
� �
�
k(x − ξ, y − η) pj (ξ, η, 0) dξ dη = π δj [γ (0)+ β(0) x − f (x , y)].
Subtracting the two equations (3.2) and (3.4), we get
(3.5)
� �
�
k(x − ξ, y − η) [ pj (ξ, η, t) − pj (ξ, η, 0) ] dξdη
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+
� t
0
F(τ ) pj (x , y, τ ) dτ = π δj [ γ (t) − γ (0) + (β(t) − β(0)) x ].
Assume the approximate solution of (3.1) in the following series expressionform
(3.6) pj (x , y, t) =
∞�
k=1
[ Aj2k (t) p2k(x , y) + Aj2k−1(t) p2k−1(x , y) ].
Here, we represent the solution of equation (3.5) in the form of even and oddterms in position and time, hence equation (3.5) becomes
(3.7)
∞�
k=1
{
� �
�
[(Aj2k (t)− Aj2k (0)) p2k (ξ, η)+ (Aj2k−1(t)−
−Aj2k−1(0)) p2k−1(ξ, η) ]. k(x − ξ, y − η) dξdη} +
+
∞�
k=1
[
� t
0 [ A
j2k (τ ) p2k(x , y)+ Aj2k−1(τ ) p2k−1(x , y)] F(τ ) dτ ]
= π δj [ γ (t) − γ (0) + (β(t) − β(0)) x ].
Assume in (3.7) the following notations
(3.8)
� Aj2k (t) − Aj2k (0) = B j2k(t),Aj2k−1(t) − Aj2k−1(0) = B j2k−1(t),
we obtain
(3.9)
∞�
k=1
{
� �
�
[B j2k (t) p2k(ξ, η)+B j2k−1(t) p2k−1(ξ, η)] k(x−ξ, y−η) dξ dη}
+
∞�
k=1
{
� t
0 [ A
j2k (τ ) p2k (x , y) + Aj2k−1 (τ ) p2k−1(x , y) ] F(τ ) dτ }
= π δj [ γ (t) − γ (0) + (β(t) − β(0)) x ].
Firstly, let j = 1 in (3.9), we obtain
(3.10) A1k (t) + Nk
� t
0
A1k (τ ) F(τ ) dτ = A1k (0), (Nk = (λk )−1),
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where, we use the spectral relation theorem [4]
(3.11)
� �
�
pk(ξ, η) k(x − ξ, y − η) dξdη = λk pk (x , y), (k ≥ 1).
Secondly, we let j = 0 in the formula (3.9), we have
(3.12)


A02k (t) + N2k
� t
0 A
02k (τ ) F(τ ) dτ =
= π N2k C2k (x , y) [ γ (t) − γ (0) ],
A02k−1(t)+ N2k−1
� t
0
A02k−1(τ ) F(τ ) dτ =
= πN2k−1 C2k−1 (x , y) [ β(t)− β(0) ],
where
(3.13) ∞�
k=1
C2k (x , y) p2k(x , y) = 1,
∞�
k=1
C2k−1(x , y) p2k−1(x , y) = x .
and A02k (0) = A02k−1(0) = 0. From the two equations (3.11) and (3.12), we canassume that the solution p(x , y, t) takes the form
(3.14) p(x , y, t) = ∞�
k=1
[ A0k (t) + A1k (t) ] pk (x , y),
under the condition of convergence
| A0k (t) + A1k (t) |2 < �, (� < 1).
Equation (3.10) and the two formulae of equation (3.12) represent a Volterraintegral equation of the second kind with continuous kernel, i.e. the three inte-gral equations are equivalent to the following formula, on noting the differencenotation
(3.15) φ(t) + λ
� t
0
k(τ ) φ(τ ) dτ = f (t).
To solve the integral equation (3.15), many different methods are stated and usedin [9], [15], one of thesemethods is changing the integral equation to differentialequation. So, differentiate (3.15) with respect to t , one has
dφ
dt + λ k(t) φ(t) = f �(t),
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which represents a linear differential equation of the �rst kind and its solutionis given by using the integrating factor. Hence, we have
φ(t) = e−λ � k(t ) dt [ � eλ � k(t ) dt f �(t) dt + C ],
where C is the constant of integration, which can be determined from theboundary conditions.
Now, we are going to solve the Fredholm integral equation of the �rst kindwhich obtained from the mixed problem by using Kreins method when thecontact domain � takes the form
� =
� (x , y)∈� : �x 2 + y2 ≤ a, z = 0 �.
4. Kreins method for solving Fredholm integral equation of the �rst kind.
Many different methods can be used to obtain the solution of Fredholmintegral equation of the �rst kind with singular kernel. Kreins method isconsidered as one of the best methods in the theory of elasticity, for solvingthe singular integral equations, where the singularity disappears and the integralequations can be solved directly without singularity.
Principal of Kreins method [1].
The principal of Kreins method is : to solve the integral equation
(4.1)
� b
a
k(x , y) φ(y) dy = π f (x ),
we must �nd a function q(x , a) that satis�es the integral equation� b
a
k(x , y) q(y, a) dy = 1,
and, in this case, equation (4.1) has a unique solution in the form
φ(x ) = 12M �(a)
� d
du
� a
−a
q(y, a) f (y) dy
�
q(x , a)
− 12
� a
|x|
q(x , u) ddu
� 1
M �(u)
d
du
� u
−u
q(y, u) f (y) dy
�
du
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− 12
d
dx
� a
|x|
q(x , u)
M �(u)
� � u
−u
q(y, u) d f (y)
�
du, (| x |< a),
where
M(u) =
� a
0 q(y, u) dy,
M �(u) = ddu M(u).
Here, the Fredholm integral equation of the �rst kind, with a kernel takes oneform of Weber - Sonin integral, will established from the integral equation witha potential kernel. Also, Kreins method is used to solve the Fredholm integralequation.
Let us consider the integral equation
� �
�
p(ξ, η) dξdη�(x − ξ )2 + (y − η)2 = π g∗(x , y), (g∗(x , y) = θ [δ − f (x , y)])
{� = (x , y, z)∈� : �x 2 + y2 ≤ a, z = 0},
under the static condition� �
�
p(x , y) dxdy = P <∞.
Using the polar coordinates
x = r cos θ, y = r sin θ,
ξ = ρ cosφ, η = ρ sinφ,
we have
(4.2)
� a
0
� π
−π
p(ρ, φ)ρ dρdφ�r2 + ρ2 − 2rρ cos(θ − φ) = g(r, θ ),
(4.3)
� a
0
� π
−π
p(ρ, φ)ρ dρdφ = P,
where g(r, θ ) = 2πθ [δ− g∗(r, θ )].
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To separate the variables, we assume
(4.4) p(r, θ ) = pm (r) � cosmθsinmθ , g(r, θ ) = gm(r)
� cosmθsinmθ ,
substituting from (4.4) in (4.2), we get� a
0
� π
−π
cosmφ dφ�r2 + ρ2 − 2 r ρ cos(θ − φ) pm(ρ) ρ dρ = gm(r) cosmθ.
Using the substitution γ = θ − φ , we obtain
(4.5)
� a
0
km (r, ρ) pm(ρ) dρ = gm(r),
where
(4.6) km (r, ρ) =
� π
−π
cosmφ dφ�r2 + ρ2 − 2rρ cosφ .
Also, the boundary condition (4.3) takes the form
(4.7)
� a
0
pm(ρ) dρ =
� P2π , m = 00 , m ≥ 1
To write the kernel (4.6) in one forms of equation (1.1), �rstly, we use thefollowing relation [6]
(4.8)
� 2π
0
cosmφ dφ
[1− 2 z cosφ + z2]α =
2 π (α)m zm
m! F(α, m + α; m + 1; z2),
and
(4.9) F(α, α + 12 − β; β +
1
2 ; z2) = (1+ z)−2α F(α, β; 2 β;
4z
1+ z2 ),
( | z | < 1, Re(α) > 0; (α)m = �(m + α)
�(α) ),
where (α)m is called the Pochhmmer symbol, and F(a, b; c; z) is the Gausshypergeometric function. Hence, equation (4.6) can be written as
km (r, ρ) = 2
√
π �(m + 12 ) rmrhom m! F(m +
1
2 ,
1
2 ; m + 1;
ρ2
r2 ), ( ρ < r ),
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one can, also, proves that
km (r, ρ) = 2
√
π �(m + 12 ) rm
ρm m! F(m +
1
2 ,
1
2 ; m + 1;
r2
ρ2 ), ( r < ρ ).
Using the formula (4.9), we have
(4.10) km (r, ρ) = 2
√
π�(m + 12 )(r ρ)m(r + ρ)2m+1 m! F(m+
1
2 , m+
1
2 ; 2m+1;
4 r ρ
r2 + ρ2 ).
The formula (4.10) tells us that the value of km (r, ρ) is independent of r < ρ or
ρ < r .
Secondly, using the famous relation [7]
(4.11)
� ∞
0
Jα(ax ) Jα(bx ) x−β dx
= aα bα 2−β �(α + 1−β2 )(a + b)2α−β+1�(α + 1)�( 1+β2 )F(α +
1− β
2 , α +
1
2 ; 2α + 1;
4ab
(a + b)2 ),
if α = m, β = 0, a = r, b = ρ , in equation (4.11), we get
(4.12)
� ∞
0 Jm(rx )Jm(ρx ) dx =
�(m + 12 )(rρ)m√
π(r + ρ)2m+1m!
F(m + 12 , m +
1
2 ; 2m + 1;
4 r ρ
(r + ρ)2 ).
Hence, using equation (4.12) in (4.10), we obtain
(4.13) km (r, ρ) = 2 π
� ∞
0
Jm(rt) Jm(ρt) dt .
The kernel of equation (4.13) represents as one form of Weber - Sonin integralformula.
Method of solution
UsingKreins method [1], the general solutionof the Fredholm integral equation
K φ =
� a
0
k(t, s)sφ(s) ds = f (t),
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with a kernel in the form of equation (4.13) and under the static condition (4.7)can be written in the form
(4.14) φ(s) = γ
π2 √1 − s2 −
1
π2
� 1
0
du√u2 − s2
d2
du2
� u
0
t f (t) dt√u2 − t2 ,
where
(4.15) γ =
� d
du
� u
0
t f (t) dt√u2 − t2
�
u=1
, (a = 1).
The solution of the problem can be derived in the following theorem.
Theorem 1.1. The eigenfunctions of equation (4.14), when the known functiontakes a Legendre polynomial form, has the form
(4.16) φ(s) = (−1)n An 22n (2n + 1) (n!)2
π2 √1− s2 (2n)! P2n(
�1− s2),
where P2n(y) is the Legendre polynomial.
The proof of this theorem depends on the following two lemmas.
Lemma 1.1. For all integers (n > 0), the value of the integro - differential term
(4.17) Ln(u) = d2du2
� u
0
t P2n(√1− t2)√u2 − t2 dt,
takes the form
(4.18) Ln(u) = (2n+1) u An
�3P (0, 32 )n−1 (2u2−1)+(2n+3)u2 P (1, 52 )n−2 (2u2−1)�,
where
(4.19) An = (−1)n
√
π �(n + 1)
2 �(n + 32 ) ,
and P (α, β)n (x ) is the Jacobi polynomial of order n (n ≥ 0), (P (α, β)n (x ) = 0,n < 0).
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Proof. To prove this lemma, let us assume the following parameters
ξ =
�1 − u2 , η = �1 − t2,
in the integral form
(4.20) Ln(u) =
� u
0
t P2n(√1 − t2)√u2 − t2 dt,
to obtain
(4.21) Ln(u) = Ln(�1 − ξ2) =
� 1
ξ
η P2n(η)�
η2 − ξ2 dη.
Using the following relations (see [7])
P2n(x ) = C 122n (x ) = P (0, − 12 )n (2x 2 − 1),
we have
(4.22) Ln(u) =
� 1
ξ
P (0, − 12 )n (2 η2 − 1) η�
η2 − ξ2 dη,
where Cλn (x ) is the Gegenbauer polynomial. Putting t = 2 ξ2−1, v = 2 η2−1,in equation (4.22), we obtain
(4.23) Ln(u) = 2− 32
� 1
t
P (0, − 12 )n (v) dv√v − t .
Taking in (4.23) the transformation v = 1− (1− t) τ , we have
(4.24) Ln(u) = 2− 32
� 1
0
(1− t) 12 (1− τ )−12 P (0, − 12 )n [1− (1− t) τ ] dτ.
Using the integral relation (see Eq. (7. 392), pp. 856 of [8])
(4.25)
� 1
0
tλ−1 (1− t)µ−1 P (α, β)n (1− γ t) dt =
= �(n + α + 1) �(λ) �(µ)
�(1+ α) �(λ+ µ) n! .3F2(−n, n + α + β + 1, λ; α + 1, λ+ µ;
γ
2 ),
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and the following relation (see [7])
(4.26) P (α, β)n (y) =
�n + α
n
�
F(−n, n + α + β + 1; α + 1; 1− y2 ).
The integral formula (4.24) becomes
Ln(u) = 2− 12 √1− t �(
32 ) �(n + 1)
�(n + 32 ) P
( 12 , −1)n (t).
Using the substitution t = 2ξ2 − 1, ξ = √1− u2, we get
(4.27) Ln(u) = u An P (−1, 12 )n (2u2 − 1),
where
An = (−1)n
√
π �(n + 1)
2 �(n + 32 ) .In the view of the Jacobi differential relation (see [7])
(4.28) D P (α, β)n (x ) = n + α + β + 12 P (α+1, β+1)n−1 (x ),the �rst derivative of equation (4.27) takes the form
(4.29) ddu Ln(u) = An
� P (−1, 12 )n (2u2 − 1)+ (2n + 1) u2 P (0, 32 )n−1 (2u2 − 1) �.
The required result of equation (4.17) is obtained, after differentiating equation(4.29) with respect to u, and using equation (4.28), again.Hence, the lemma can be proved. The value of the constant γ is obtainedby putting u = 1 in equation (4.29), to obtain
(4.30) γ = (2n + 1) An .
Lemma 1.2. With the aid of the two equations (4.25) and (4.26), we can obtainthe following two relations
(4.31) z . 3F2(−n + 2, n + 52 , 1; 2,
5
2 ; z)
= 3(2n + 3) (n − 1) −
3√π (n − 2)!
2 (2n + 3) �(n + 12 ) P
( 12 , 1)n−1 (1− 2z),
and
(4.32) z . 3F2(−n + 2, n + 52 , 1; 2,
3
2 ; z)
= 1(2n + 3) (n − 1) −
√
π (n − 2)!
(2n + 3) �(n − 12 ) P
(− 12 , 2)n−1 (1− 2 z),
where 3F2(α1, α2, α3; β1, β2; z) is the generalized hypergeometric series.
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Proof. Using the relation (4.25), we get
� 1
0
(1− t) 12 P (1, 52 )n−2 [1− (1−ξ )t] dt = 2(n − 1)3 .3F2(−n+2, n+
5
2 , 1; 2,
5
2 ; z),
where
3F2(−n + 2, n + 52 , 1; 2,
5
2 ; z) =
∞�
m=0
(−n + 2)m (n + 52 )m (1)mm! (2)m ( 52 )m z
m .
Putting
f (z) = z . 3F2(−n + 2, n + 52 , 1; 2,
5
2 ; z),
and differentiating it, we obtain
d f (z)
dz = F(−n + 2, n +
5
2 ;
5
2 ; z),
hence, using equation (4.26), we get
d f (z)
dz =
3√π (n − 2)!
4 �(n + 12 ) P
( 32 , 2)n−2 (1− 2z).
Finally, integrating the above equation with respect to z and using the formula(4.28) with the boundary condition f (0) = 0, we have
(4.33) f (z) = 3(2n + 3) (n − 1) −
3√π (n − 2)!
2 (2n + 3) �(n + 12 ) P
( 12 , 1)n−1 (1− 2z).
Similarly, for the equation (4.32), we put
g(z) = z . 3F2(−n + 2, n + 52 , 1; 2,
3
2 ; z),
and we �nd
(4.34) g(z) = 1(2n + 3)(n − 1) −
√
π (n − 2)!
(2n + 3)�(n − 12 ) P
(− 12 , 2)n−1 (1− 2z),
which completes the proof.
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Now, we are in a position to evaluate the integral
(4.35) Bn(t) = 1
π2
� 1
t
du√u2 − t2
d2
du2
� u
0
s f (s) ds√u2 − s2 .
Introducing (4.18) in (4.35) to get
Bn(t) = (2n + 1) An
π2
� 3 � 1
t
u P (0, 32 )n−1 (2u2 − 1) du√u2 − t2
+ (2n + 3)
� 1
t
u3 P (1, 52 )n−2 (2u2 − 1) du√u2 − t2
�
,
then using the substitution ξ = 2t2 − 1, η = 2u2 − 1, we obtain
(4.36) Bn(t) = (2n + 1) An2√2 π2
�3 � 1
ξ
(η− ξ )− 12 P (0, 32 )n−1 (η) dη + (2n + 3)2
� 1
ξ
(η − ξ ) 12 P (1, 52 )n−2 (η) dη + (2n + 3)2 (1+ ξ )
� 1
ξ
(η − ξ )− 12 P (1, 52 )n−2 (η) dη
�
.
Taking the parameter η = 1 − (1 − ξ ) τ, (0 < τ < 1), the formula (4.36) canbe written in the form
(4.37) Bn(t) = (2n + 1) An2 32 π2
�1− ξ �3Gn(ξ ) + 12 (2n + 3) (1− ξ ) Qn(ξ )
+12 (2n + 3) (1+ ξ ) Hn(ξ )
�
, (ξ = 2t2 − 1),
where
Gn(ξ ) =
� 1
0 (1− τ )
− 12 P (0, 32 )n−1 [1− (1− ξ ) τ ] dτ,
Qn(ξ ) =
� 1
0
(1− τ ) 12 P (1, 52 )n−2 [1− (1− ξ ) τ ] dτ,
and
Hn(ξ ) =
� 1
0 (1− τ )
− 12 P (1, 52 )n−2 [1− (1− ξ ) τ ] dτ.
If we use the famous integral relation of (4.25), we get
(4.38) Gn(ξ ) =
√
π (n − 1)!
�(n + 12 ) P
( 12 , 1)n−1 (ξ ).
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Similarly, for Qn(ξ ), by following the same previous steps, we obtain
(4.39) Qn(ξ ) = 2(2n + 3) (1− ξ )
� 2− √π (n − 1)!
�(n + 12 ) P
( 12 , 1)n−1 (ξ )
�
.
Also, for Hn(ξ ), we have
(4.40) Hn(ξ ) = 4(2n + 3) (1− ξ )
� 1− √π (n − 1)!
�(n − 12 ) P
(− 12 , 2)n−1 (ξ )
�
.
Finally, substituting from equations (4.38), (4.39) and (4.40) in equation (4.37),we get
(4.41) Bn(t) = (2n + 1) An2 32 �1− ξ π2 � 2
√
π (n − 1)!
�(n − 12 )
� 1− ξ
n − 12 P
( 12 , 1)n−1 (ξ ) − (1+ ξ ) P (− 12 , 2)n−1 (ξ )
�
+ 4 �,
where ξ = 2t2 − 1.
We write the following relations
L(1)n (ξ ) = 1− ξn − 12 P
( 12 , 1)n−1 (ξ ),
L(2)n (ξ ) = (1+ ξ ) P (− 12 , 2)n−1 (ξ ),
to represent the Jacobi polynomial in the Legendre polynomial form, we write
P ( 12 , 1)n−1 (ξ ) = (−1)
n
(2n + 1) t
d
dt
� P2n(�1− t2) �,
hence, L(1)n (ξ ) becomes
(4.42) L(1)n (ξ ) = 4 (−1)
n+1
(4n2 − 1)
√1− t2
t2
� (1− y2) P �2n(y) �, (y = �1− t2).
If we use the recurrence relation (see [7])
(1− x 2) P �n(x ) = (n + 1) [ x Pn(x )− Pn+1(x ) ],
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then, the formula (4.42) becomes :
(4.43) L(1)n (ξ ) = 4 (−1)
n−1
(2n − 1)
y
1− y2 [ y P2n(y)− P2n+1(y) ],
(y = �1− t2, t =
�1+ ξ
2 ).
Also, by following the same way for L(2)n (ξ ), we have
L(2)n (ξ ) = 2 t2 P (− 12 , 2)n−1 (2t2 − 1).
Using the formula (see [6])
Cλ2n (x ) = (λ)n(12 )n P
(λ− 12 , − 12 )n (2 x 2 − 1),
when λ = 52 and n is replaced by n − 1, we get
C 522n−2(x ) = (52 )n−1(
1
2)n−1 P
(2, − 12 )n−1 (2 x 2 − 1),
hence,
P (− 12 , 2)n−1 (2 x 2 − 1) = 3 (−1)
n−1
(2n + 1) (2n − 1) C
522n−2 (x ).
Finally, we have
L(2)n (ξ ) = 6 t
2 (−1)n−1
(2n + 1) (2n − 1) C
522n−2 (x ).
Using the following relation (see [7])
Dm Cλn (x ) = 2m (λ)m Cλ+mn−m (x ); ( Dm = d
m
dxm , m = 1, 2, . . . , n ),
the value of L(2)n (ξ ) takes the form
L(2)n (ξ ) = 2 (−1)
n−1 (1− y2)
(4 n2 − 1) d2dy2 P2n(y).
From the two Legendre differential equations (see [6])
(1 − y ��) P ��2n(y) − 2 y P �2n(y) + 2n (2n + 1) P2n(y) = 0.
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P �2n(y) = 2n + 11 − y2 [ y P2n(y) − P2n+1(y) ],
we get
(1−y2) P ��2n(y) = 2 y (2n + 1)1− y2 [ y P2n(y) − P2n+1(y) ] − 2 n (2n+1) P2n(y),
then, L(2)n (ξ ) takes the form
(4.44) L(2)n (ξ ) = 4 (−1)
n−1
2n − 1
� y2 P2n(y) − y P2n+1(y)1− y2 − n P2n(y)
�
.
Hence, we obtain the values of L(1)n (ξ ), L(2)n (ξ ) in the Legendre polynomialform. If we write Ln(ξ ) = L(1)n (ξ ) − L(2)n (ξ ),
then substituting from equations (4.43) and (4.44) in the equation of Ln(ξ ), wecan easily, show that
(4.45) Ln(ξ ) = 4 n (−1)n−12n − 1 P2n(y),
and hence, substitute from equation (4.45) in equation (4.41), we get
(4.46) Bn(t) = (2n + 1) An
π2 √1− t2
� 1 + (−1)n−1 √π n!
�(n + 12 ) P2n(
�1− t2) �.
Introduce equations (4.30) and (4.46) in (4.14), then the theorem can be proved.
5. Conclusions.
The following interested cases can be discussed :
(1) The potential function kernel reduces to one formula of the Weber - Soninintegral forms :
k(u, v) = 2 π
� ∞
0
Jn(tu) Jn(tv) dt .
(2) The spectral relations for the integral operator Kφ contain the elliptickernel
k(x , y) = 1
π (x + y) E(
2√x y
x + y ),
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included as a special case of our work. Kovalenko [10], developed the Fredholmintegral equation of the �rst kind for the mechanics mixed problems of continu-ous media and obtained the eigenfunctions of the problem when the kernel is inthe form of elliptic function.
(3) The integral equation with logarithmic kernel is contained as a special caseof the potential kernel, also, the Carleman kernel is contained too.
(4) The eigenfunctions for the contact problem of zero harmonic symmetrickernel of the potential function are included as special case m = 0. Also, theeigenfunctions of the contact problem of the �rst and higher order (m ≥ 1)harmonic are included as special cases (see equations (4.5) and (4.13)).
(5) The value of the kernel (4.13) can be represented in the Legendre polyno-mial as follows
km (u, v) = π (u v)m
∞�
n=0
�2(n + m + 12 ) Pmn (u) Pmn (v)
�2(n + m + 1) . (m + 2n + 12 )−1 .
(6) Kreins method is considered one of the best methods for solving theFredholm integral equation of the �rst kind for the contact problems in thetheory of elasticity depending on the known function avoiding the singular pointthrough the work.
REFERENCES
[1] M.A. Abdou - N.Y. Ezzeldin, Kreins method with certain singular kernel forsolving the integral equation of the �rst kind, Periodical Math. Hung., 28 - 2(1994), pp. 143149.
[2] M.A. Abdou, Fredholm integral equation of the second kind with potential ker-nel, J. Comp. Appl. Math., 72 (1996), pp. 161167.
[3] M.A. Abdou, Integral equation of the second kind with potential kernel and itsstructure resolvent, J. Appl. Math. Comp., 107 - 2 (2000), pp. 169180.
[4] M.A. Abdou, Spectral relationships for integral operators in contact problem ofimpressing stamp, Reprinted. J. Appl. Math. Comp., (1999).
[5] C.D. Green, Integral equations methods, London, 1969.
[6] A. Erdelyi - W. Magnus - F. Oberhetting - G. Tricomi, Higher transcendentalfunctions, Vol. 1, Mc - Graw Hill, New York, 1963.
74 M.H. FAHMY - M.A. ABDOU - E.I. DEEBS
[7] A. Erdelyi - W. Magnus - F. Oberhetting - G. Tricomi, Higher transcendentalfunctions, Vol. 2, Mc - Graw Hill, New York, 1973.
[8] I.S. Gradshtein - I.M. Ryzhik, Tables of integrals, sums, series and products, FifthEdition, Academic Press., New York, 1980.
[9] H. Hochstadt, Integral equations, New York, 1973.
[10] E.V. Kovalenko, Some methods of solving integral equations of mixed prob-lems, Appl. Math. Mech., 53 (1989), pp. 8592.
[11] S.M. Mkhitarian, Spectral relationships for the integral operators generated bya kernel in the form of a Weber - Sonin integral and their application to contactproblems, Appl. Math. Mech., 48 (1984), pp. 6774.
[12] S.M. Mkhitarian - M.A. Abdou, On different methods for solving the Fredholmintegral equation of the �rst kind with logarithmic kernel, Dakl. Acad. NaukaArmenia, 90 (1989), pp. 110.
[13] S.M. Mkhitarian - M.A. Abdou, On different methods for solving the Fredholmintegral equation of the �rst kind with Carleman kernel, Dakl. Acad. NaukaArmenia, 90 (1989), pp. 125130.
[14] B.R. Guenther - J.W. Lee, Partial differential equations of mathematical physicsand integral equations, Englewood Cliffs, Newgersey, 1988.
[15] F.G. Tricomi, Integral equations, Dover, New York, 1985.
M.H. Fahmy and E.I.M. DeebsDepartment of Mathematics,Faculty of Science,Alexandria University,Alexandria (EGYPT)
M.A. Abdou,Department of Mathematics,Faculty of Education,Alexandria UniversityAlexandria (EGYPT)e-mail : abdella 77@yahoo.com
