ABSTRACT Recommender systems (RS) currently play a crucial role in information filtering and retrieval, and have been ubiquitously applied in many domains, although suffering from such data sparsity and cold start problems. There are plenty of studies that try to make efforts to improve the performance of RS through different aspects, such as traditional matrix factorization technique and deep learning methods in recent years, however, it's still a challenging issue under research. In this paper, motivated by this, a twostage deep learning-based model for top-N recommendation with interests exploring (DLMR) is proposed: 1) DLMR explores latent interests for each user, captures factors from reviews and contextual information via convolutional neural network, and performs convolutional matrix factorization to generate the candidates list; 2) In order to enhance the recommendation performance, DLMR further conducts candidates ranking through a three-layer denoising autoencoder, with taking account of heterogeneous side information. The DLMR provides a flexible scheme to leverage the available resources for recommendation, which is able to explore user's latent interests, capture the intricate interactions between users and items, and provide accurate and personalized recommendations. Experimental analysis over real world data sets demonstrates that DLMR could provide high performance top-N recommendation in sparse settings and outperform state-of-the-art recommender approaches significantly.
I. INTRODUCTION
In recent years, with the continuous development of network, the volume of online information increases exponentially, as a result, the serious problem of how to find most useful information effectively and efficiently always confuses Web users. As the crucial tool for information retrieval and recommendation, recommender systems (RS) could alleviate information overload, and have achieved great success in many industries. For example, RS could influence about 80% choice of movie watching in Netflix [1] , and, in YouTube the homepage recommendation could influence about 60% video clicks [2] , [3] . However, in practice, RS usually confront the data sparsity problem and lack abundant knowledge on user's inherent interests and preference, which always leads to unsatisfactory performance.
In real world, users may concern only a small proportion (such dozens) of large-scale item corpus (such millions), and they always make decisions over items according to their interests and preference, therefore, it's believable that interests exploring based recommender approaches could overcome the data sparsity problem and provide accurate recommendation results. In this regards, many previous researches try to explore latent interests and preference for users via taking account of the available information, and in practice, these methods are demonstrated to be able to improve the performance of RS in some extent, both in academia and industry [4] , [5] . In general, there are two ways to explore the distribution for user's latent interests: One is the naive statistic of behavior records [6] , and the other is via probabilistic topic model-latent Dirichlet Allocation (LDA) from textual reviews, which could sufficiently reflect user's interests and preference [7] - [9] : Suppose user's interests and the textual reviews as the latent topics and document respectively, accordingly, user's interests could be obtained via transfer learning, and RS can indeed provide much more accurate recommendation with the learned interests [10] .
FIGURE 1.
Framework of the hybrid DLMR recommender engine. Offline computation is for interests inference through LDA, according to the observed ratings and textual reviews. In general, DLMR includes two steps: Candidates generation (hundreds) through convolutional matrix factorization (CMF), and candidates ranking through denoising Autoencoder (DAE). Finally, DLMR returns top-N recommendation list (dozens) to the user.
In general, RS is designed initially to predict missing ratings and provide accurate top-N recommendation for queries, according to the historical behavior records. Traditional matrix factorization (MF) technique is an effective and powerful tool for rating prediction [11] - [13] , and essentially, many recommender approaches are extensive versions of MF, which try to improve the performance of RS from different aspects, such as interests exploring, social network and so on [8] , [14] - [16] , moreover, the additional information is always normalized as regularization terms to constrain MF to learn low-rank feature vectors for users and items, however, the performance of these RS is always not stable over unbalanced datasets and the final recommendation results are always unsatisfactory. On the other hand, available side information is always neglected for many previous researches, which could be greatly helpful to improve recommendation accuracy.
In past decade, deep learning methods have developed remarkably, which could be applicable to various areas, such as speech recognition, image analysis and so on, due to its powerful capability and advantage in mass data processing [3] . In contrast to traditional recommender systems, recently, increasing number of researches try to introduce deep learning methods to improve the performance of RS [17] , [18] , such as multilayer perceptron (MLP) [9] , [19] , autoencoder (AE) [20] - [22] , convolutional neural network (CNN) [23] and hybrid methods and so on. Deep learning based recommender systems are prone to process various available data with different attributes, moreover, it's already certificated that deep learning based recommender systems could capture intricate information within the numerical and textual data, work well over unbalanced datasets, and yield significantly better recommendation performance.
Due to there's no ground truth for RS, in real life, the recommendation accuracy is always relatively low. At present, it's still a challenging work for RS to solve the data sparsity and cold start problems, as well as the unstable recommendation accuracy, although it's promising to introduce deep learning methods into RS. Moreover, the essential goal of RS is to provide a ranked top-N recommendation list for queries, not just perform rating prediction.
Motivated by the challenges stated above, in this article, a novel deep learning based recommender system-DLMR is proposed, which is an integration of traditional recommendation methods and deep learning methods. DLMR leverages available resources to reduce the uncertainty and improve the recommendation performance, and generally contains two stages: candidates generation and candidates ranking. During the first stage, DLMR explores user's latent interests via sparse LDA, learns low-rank feature vectors for users and items through convolutional matrix factorization (CMF), and then, generates the candidates list; During the second stage, DLMR performs candidates ranking through a three-layer denoising autoencoder (DAE). The corresponding graphical illustration of DLMR is presented in Fig. 1 , from which we can see that DLMR generally contains offline computation and online query. The contributions of this article are as follows:
• A general recommendation system DLMR is proposed, which explores user's latent interests distribution via sparse Latent Dirichlet Allocation (sparseLDA) from the textual reviews, which could reflect user's interests and preference. Accordingly, DLMR is able to provide personalized recommendation with the learned interests.
• To improve the prediction accuracy, DLMR captures factors from both textual reviews and contextual information for items, through a convolutional neural VOLUME 6, 2018 network, and then, DLMR conducts convolutional matrix factorization to learn low-rank feature vectors for users and items respectively, to generate the candidates list.
• DLMR performs candidates ranking for top-N recommendation via a three-layer denoising autoencoder architecture, with taking heterogeneous side information into consideration.
• DLMR is able to deal with explicit and implicit feedback, and work stably over unbalanced datasets. Experimental analysis on three large-scale datasets indicates that DLMR outperforms state-of-the-art recommender approaches significantly, especially in recommendation accuracy and efficiency. The remainder of this article is organized as follows: In Section II, we will present the related work about recommender systems. Section III will present candidates generation for the proposed model DLMR in this paper. Section IV is for candidates ranking. Section V will report the experimental analysis on three real-world datasets, and the conclusion and future work are presented in Section VI.
II. RELATED WORK
In this section, some related work for DLMR will be presented, including interests exploring, probabilistic matrix factorization and deep learning based recommendation.
A. INTERESTS EXPLORING
It's conceivable that recommendation according to user's interests will improve the performance of RS significantly, and many previous researches try to explore interests for users [24] , [25] . Actually, it's intractable to acquire the exact interests distribution for each user. In existing literatures, researchers resort to transfer learning to explore interests for users, due to the great success of latent topic model-latent Dirichlet Allocation (LDA). Liu et al. [4] s the modeling ''user-interests-items'' is just similar to the modeling ''document-topic-words'', and propose iExpand method to improve recommendation accuracy, with interests exploiting via LDA. In [6] and [9] , user's interests distribution is learned via the statistic of historical records, which can also improve the performance of RS. Wang et al. [5] and Wang and Blei [8] develop a probabilistic topic modeling via LDA, to exploit topics related to user's interests and preference for document recommendation. Ren et al. [15] try to explore user's interests via LDA, for point-of-interest recommendation. In practice, experimental analysis over real world datasets indicates that recommender approaches with interests exploring outperform that without interests exploring significantly.
B. PROBABILISTIC MATRIX FACTORIZATION
Probabilistic matrix factorization (PMF) aims to learn latent feature vectors for users and items respectively, and perform rating prediction via the product of the learned feature vectors. PMF has become the popular tool for recommendation systems [11] , [26] , [27] , and many current recommendation approaches are extensive version of PMF, due to the high performance of PMF to RS. In practice, PMF could alleviate the data sparsity and scale linearly with the number of observations. To improve prediction accuracy, traditional recommender systems try to incorporate social networks [6] , [28] , [29] , contextual information [30] and other information into PMF. Recently, to enhance the recommendation performance, many recommender approaches try to combine PMF and deep learning methods together, such as convolutional neural network [23] , autoencoder [31] and so on. For the proposed recommender system-DLMR in this article, PMF is also employed as basic tool for low-rank feature vectors learning.
C. DEEP LEARNING BASED RECOMMENDATION
Currently, deep learning methods have gained tremendous success and widely applied in many areas, such as speech recognition, text processing, image classification, sentiment analysis and so on, due to its high efficacy and superiority in information processing [32] - [36] . In past decade, there are so many researches that try to introduce the promising deep learning methods into recommender systems to improve the performance [37] - [40] , as a result, these methods could obtain satisfactory recommendation results in contrast to traditional RS. For example, Restricted Boltzmann Machines (RBM) consists of a hidden layer and a visible layer, and in Salakhutdinov et al. [41] incorporate RBM into collaborative filtering for recommendation and achieve high performance. To exploit information from various kinds of sources, a Multilayer Perceptron (MLP) based recommender engine is proposed for YouTube in [19] , with multiple hidden layers between the input layer and output layer. Analogously, Gao et al. [9] employ MLP for documents recommendation, which could achieve a little better performance in contrast to previous researches. Moreover, in [42] , [43] , autoencoder (AE) is introduced for recommendation, the goal of which is to reconstruct the input ratings in the output layer. To utilize the textual information for recommendation, Kim et al. [23] introduce convolutional neural network (CNN) into matrix factorization for document recommendation, and achieve better recommendation accuracy than other methods. Recently, Zhang et al. [3] provide a comprehensive survey of deep learning based recommender systems. This panorama will be greatly helpful to the promising researches of introducing deep learning methods into recommender systems. In DLMR, deep learning methods will be employed to improve the recommendation performance, including convolutional neural network (CNN) and denoising autoencoder (DAE).
III. CANDIDATES GENERATION FOR DLMR
During the first stage, candidates generation of the deep learning based recommender system-DLMR, will be presented in detail, including the framework of DLMR, interests exploring, CNN architecture, Probabilistic Matrix Factorization with interests and CNN. DLMR could not only perform rating prediction, but also provide top-N recommendation.
A. PROBLEM DEFINITION AND FRAMEWORK
To avoid confusion, we firstly define the notations, and Table 1 shows some key notations. The incentive of recommendation systems is to provide timely and accurate recommendations for users, however, it's rather challenging for previous researches to solve this issue over a long period of time. Recently, deep learning methods provide a promising solution for recommender systems. Based on the previous researches, in this article, we propose a novel hybrid deep learning based recommender system, and the task of DLMR is to provide an accurate top-N recommendation list, according to user's historical behavior records and other available information. Fig. 1 is the framework for DLMR.
B. INTERESTS EXPLORING
Firstly, we will present the interests exploring for each user. Many previous researches try to explore user's interests in different ways [4] , [7] , since users always making decisions according to their interests and preference. As an unsupervised generative probabilistic topic model, Latent Dirichlet Allocation (LDA) could be applicable to discover a set of topics from collections of discrete words. Motivated by this, in DLMR, a generic scheme with three layers is proposed for interests exploring from the available textual corpus, such as reviews, which could reflect user's interests and preference perfectly. Here, T = {T 1 , T 2 , · · · , T n } is introduced to denote the latent interests for each user, and O + denotes the tasted items, and we resort to the model of sparse Latent Dirichlet Allocation (sparseLDA) to mimic the process for interests inference [44] .
The corresponding graphical illustration of interests exploring is presented in Fig. 2 . The textual review corpus, which will be combined together as the training document for each user, are derived from user's latent interests and preference, in other words, user's interests are characterized by the distribution over review corpus. It's also interpretable for the modeling ''user-interests-items'', since users always make decisions according to their interests and preference in real life, therefore, it's believable that recommendation according to user's interests will enhance the robustness of the recommender engine significantly. Note that here, we just consider the items tasted by the user for interests exploring.
Suppose there are K ∈ N + latent interests variables in T i = {t 1 , t 2 , . . . , t K } for user u i ∈ U, and a concatenation of C words for textual review corpus
. . , w C }, which is assigned by u i , accordingly, in order to learn the interests distribution for u i , we define the following steps for interests inference:
corpus assigned by u i ;
• For each word w k in textual corpus
During the learning process above, α and β are given hyperparameters for Dirichlet distribution. Due to the large scale of review corpus and relatively small number of latent interests for each user, here, to reduce the redundant computation without loss of quality, Gibbs sampler is employed to approximate the hidden variables θ, ϕ and t, according to the following conditional distribution [45] :
where t ¬i denotes excluding the i-th term. Let = 1 + 2 + 3 , and sample χ ∼ Uniform(0, ) as follows:
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where n k,w is the number of tokens for word w assigned to interest t k , n u,k is the number of tokens assigned to interest t k of user u i . From the sampling procedure above, the interests distribution θ T i could be obtained for u i , through sparseLDA theoretically, and in the following, DLMR can perform recommendation according to the learned interests distribution θ T for each user. Actually, in real life, user's behavior may be not in accordance to the learned interests in some extent. Alternatively, the naive statistic of historical behavior records provides another scheme to approximate user's interests distribution, moreover, is introduced to denote the interests distribution for user u i in this way:
where c t k is the categorical tag for v tag that interest t k belongs to. So far, the symmetrical Jensen−Shannon divergence could be employed to measure the similarity of the learned T and , and the interests coefficient for user u i could be defined as follows [13] , [15] :
where
Here the obtained interests coefficient (u i ) denotes the approximation degree between the interest distribution learned by sparseLDA and the realistic interest distribution, and its value belongs to (0, 1), moreover, it will be incorporated into convolutional matrix factorization as a regularization term, to constrain feature vectors learning.
C. CNN ARCHITECTURE
In this article convolutional neural network (CNN) is employed to capture information from both the textual reviews and contextual document simultaneously, for the representation vectors learning for items, since textual reviews could indicate user's interests and preference over items, and contextual information is the descriptive information for items. The corresponding graphical illustration of CNN architecture is presented in Fig. 3 , which in general contains the symmetric embedding layer, convolution layer, max-pooling layer and output layer [32] , [46] . 
1) SYMMETRIC EMBEDDING LAYER
Here, take the textual reviews corpus (v) assigned to item v as example for the symmetric embedding layer. To this end, a set of high frequent words are selected from the review corpus (v) as the vocabulary, and then, embedding layer will map each word in (v) into a fixed f -dimensional vector. The embedding operation for the contextual document ϒ is identical to the review corpus. After that, two generated matrices (v) ∈ R f ×l , ϒ ∈ R f ×l could be obtained for the next convolution layer, where f denotes the embedding dimension, and l is the size for (v) and ϒ.
2) CONVOLUTION LAYER
Convolution layer is able to capture local features across input sequence by multiple filters, with a sliding window. The generated feature vectors for (v) and ϒ through convolution layer are as follows respectively:
in which,
where j = {1, 2, . . . , d} is the number of filters, ξ = {1, 2, . . . , (l − win + 1)}, win denotes the size for sliding window, π is the non-linear activation function-rectified linear unit (ReLU), W ξ x ∈ R f ×win and W ξ y ∈ R f ×win are the shared weights for filters across the input space, ⊗ is convolution operation, b x and b y are biases.
3) MAX-POOLING LAYER
To compress the multiple-dimensional features extracted by convolution layer, here, max-pooling is employed to extract the global textual features. Through convolution layer, two local feature vectors are obtained from the textual sequence of review corpus and contextual document respectively, which will be merged to form a global variable via the following max operation as:
where = {1, 2, . . . , d}. The generated representation vector j z could capture features from both the raw review corpus and contextual document, which will be as the input for the next layer.
4) OUTPUT LAYER
According to the output of max-pooling layer, the final feature vector could be obtained through a fully-connected network with non-linear activation functions as follows:
o are bias vectors. In next section, the learned representation variable o j ∈ R d will be incorporated into matrix factorization as the latent feature vector for items.
D. PROBABILISTIC MATRIX FACTORIZATION WITH INTERESTS AND CNN
Probabilistic matrix factorization (PMF) model is a powerful tool in rating prediction, which is applied in many previous researches. In this article, PMF is employed to learn the lowrank feature vectors for users and items, with the learned interests for each user and the representation feature vectors for items, accordingly, the predictive ratings could be obtained via the products of the learned low-rank vectors. The graphical illustration for this module is presented in Fig. 4 . With the CNN architecture, we also refer to this module as convolutional matrix factorization (CMF).
As mentioned before, the output o j of CNN architecture will be incorporated into PMF as the latent feature vector for each item. For CMF, suppose the users and items are independently and identically distributed, and place zero mean Gaussian priors over the latent low-rank feature vectors U ∈ R d×n and V ∈ R d×m for users and items respectively, accordingly, we could have:
where N (x|µ, σ 2 ) denotes the Gaussian normal distribution with mean µ and variance σ 2 (µ = 0), d is the dimension for the latent feature vectors, and I represents the indicator function, which is equal to 1 if user u i assigned rating to item v j , and 0 otherwise. Accordingly, the conditional distribution over the observed rating matrix R ∈ R n×m could be obtained as follows:
Here, we also suppose the latent interest variables T for users are independently and identically distributed with zero mean Gaussian priors, accordingly, following the interests exploring scheme, we can have:
. (11) where σ T is variance for interest variable T . Here, for convenience, Q is introduced to denote the weights and biases in CNN architecture [23] :
Gaussian prior is placed over Q:
With the learned latent interests T and the representative output of CNN architecture, the posterior probability of U and V over the latent feature vectors could be obtained as follows, through Bayesian inference:
After that, the negative log-posterior probability of variables U , V and Q can be obtained through Eq. (13) as objective function as follows:
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Q , µ and γ are trade-off parameters for objective function to avoid overfitting, and .
2
F denotes the Frobenius norm.
1) OPTIMIZATION
Here, Stochastic Gradient Descent method (SGD) is employed over the objective function L to optimize variables U , V and Q coordinately. Accordingly, the latent feature vectors U and V could be updated alternatively via:
where η is the learning rate. While u i and v j are fixed, back propagation algorithm is employed to optimize the weights and biases in CNN architecture [9] .
2) PREDICTION
After that convergence is achieved, the rating prediction can be performed via the product of the learned latent feature vectors: r i,j = u T i v j , accordingly, the candidate items will be formed with high predictive scores.
In contrast to previous recommender approaches, DLMR is able to explore user's latent interests, capture information from both the textual reviews and contextual information, and conduct convolutional matrix factorization with the learned interests T , therefore, DLMR could overcome the data sparsity, reduce the uncertainty while performing prediction, and provide high quality and personalized recommendation. The process of candidates generation for DLMR is presented in Algorithm 1.
IV. CANDIDATES RANKING
With the high efficacy of DLMR presented before, items with high prediction scores would be much more likely to be recommended to users, and vice versa. Eventually, users may be only interested in several recommended items, therefore, in the first stage of DLMR, the scale of candidate items, which are derived from the raw item corpus, decreases drastically from such millions to hundreds. DLMR highlights the recommendation quality, therefore, rating prediction is always not enough for satisfactory results, and candidates ranking will play a crucial role for the final top-N recommended items, which could even affect the performance of the recommender system in some extent.
Algorithm 1 Candidates Generation for DLMR

Input: textual corpus (u)
i | O + , K, hyperparameters α and β; contextual information ϒ; During the second stage, a user-based denoising autoencoder (DAE) network with sigmoid activation is employed for candidates ranking in DLMR, in contrast to traditional ranking methods [47] . With three hidden layers, DAE owns the superiority over representation and computation, furthermore, it's flexible for DAE to leverage available heterogeneous side information to improve the recommendation performance [33] , [42] . Here side information (SI) includes user's profile, item's various attributes, time, venue and so on, such as demographic features and properties of items. Actually, it's a rather challenging work to incorporate the rich side information into deep learning network [19] , [21] , although it's beneficial to the recommendation performance.
The graphical illustration of DAE for candidates ranking is presented in Fig. 5 . Assume the side information matrix S = {s 1 , s 2 , · · · , s n } ∈ R p×n , and s i = {s i,1 , s i,2 , · · · , s i,p }, moreover, side information S will be incorporated into DAE as real values normalized to [0, 1] .
With the candidates list, the objective of DAE is to re-rank the candidates items with available side information, and provide much better top-N recommendation results. Suppose O i to denote the generated candidate items for user u i , and there are κ hidden neurons for DAE, and the variable for partially observed ratings for u i is: R i = {r i,1 , r i,2 , · · · , r i,q } ∈ R q , accordingly, the reconstruction of R i for user u i could be obtained through DAE as follows: (17) where ϑ = {W d ∈ R κ×p are weights vectors, and b e ∈ R κ and b d ∈ R q are biases. These parameters can be learned using back propagation method, with the following objective function:
With the learned parameters ϑ,
Obviously, DAE could re-rank the candidate items through taking account of available side information, which is always neglected in previous researches. According to the results of DAE, DLMR is able to provide dozens of final recommendation items with high scores for each user, which is also referred to as top-N recommendation. The process of candidates ranking of DLMR is presented in Algorithm 2 in detail.
V. EXPERIMENTAL ANALYSIS
In this section, to evaluate the proposed recommendation approach DLMR, we will perform experiments on Amazon Books (Amazon-b), 1 Amazon Movies and TV (Amazonm&t), and Douban Movie (Douban-m) 2 [6] datasets respectively, and compare the performance of DLMR with other benchmark recommendation methods. In addition, we will also investigate the impacts of parameters over the recommendation performance.
A. DATASETS
Datasets Amazon-b and Amazon-m&t rang from May 1996 to July 2014, including numerical score, helpfulness, time, textual reviews, descriptions and category information for each user-product pair. For Amazon-b and Amazon-m&t, we crawl the corresponding contextual description information from IMDB 3 for each item, and choose helpfulness as side information for each user. Douban-m is a collection ranging from December 2012 to March 2013, and we crawl additional textual reviews for each user-item pair and descriptive information for each item.
In general, these three datasets all contain numerical ratings for user-item pairs with scale of 1-5, textual reviews assigned by users, and contextual information for each item. Note here, the datasets Amazon-b and Amazon-m&t in this article are subsets derived from the versions provided online respectively. With the outlier and items with less than three ratings being removed, the statistic for the three datasets is presented in Table 2 , which shows that the datasets are rather sparse. 5-fold cross validation is employed in experiments, and each dataset will be split randomly into a training set (80%) and a testing set (20%).
B. EVALUATION METRICS
The essential goal of the proposed DLMR is to provide accurate top-N recommendation to users, therefore, Recall@N and Precision@N are employed as the evaluation metrics.
where O topN is the set of top-N recommendation items provided by DLMR, O adopted is the set of items adopted by the user. On the other hand, root mean squared error (RMSE) and mean absolute error (MAE) are also employed to evaluate the performance of DLMR. RMSE and MAE are useful measure metrics for rating prediction, which are defined as follows:
where O test denotes the testing set, r u,i denotes the real ratings in testing set, and r u,i denotes the prediction value obtained by DLMR.
C. BENCHMARK METHODS
To evaluate the performance of DLMR, the following recommender algorithms are employed for comparison: PMF: Probabilistic matrix factorization model is proposed in [11] , which conducts recommendation just bases on numerial user-item rating matrix, and learns latent feature vectors for users and items respectively.
CTR: Collaborative Topic Regression [8] could provide accurate recommendation, since it combines the probabilistic topic modeling and traditional collaborative filtering method together.
CDL: Collaborative Deep Learning [5] is able to perform the representation learning for content information through Stacked Denoising Autoencoder (SDAE), and conduct collaborative filtering for rating prediction, accordingly, CDL can provide accurate recommendation results.
ConvMF: ConvMF [23] successfully introduces Convolutional neural network (CNN) to learn representation vectors for items from contextual information, which will be incorporated into the Matrix Factorization (MF) to learn feature vectors for users and items respectively.
DLMR-PMF:
To investigate the performance of the proposed DLMR, DLMR-PMF denotes the scheme of candidates generation of DLMR, without candidates ranking.
DLMR-DAE:
For comparison, DLMR-DAE denotes the proposed recommendation system-Deep Learning Modeling for top-N Recommendation with Interests Exploring, including interests exploring, representation vectors learning for items via CNN architecture, candidates generating and candidates ranking.
D. PARAMETERS SETTING
Parameters setting could affect the performance of DLMR. Below, we will investigate the parameter setting for K, α, β, d, λ U , λ V , λ Q , µ, γ , κ and λ. For the interests exploring process in sparseLDA, K is the number of latent interests, and, hyperparameters α and β are for Dirichlet distribution, which determine the distributions for interests and words respectively. Empirically, we set α = K/50 and β = 0.1 for interests exploring [7] . d and κ are dimensions for latent vectors, and the others are trade-off parameters for regularization terms. The dimension for latent feature vectors learning in CMF is set to d = 30 [11] .
While exploring latent interests for users, the selected textual reviews are concatenated as the document for each user, and while preprocessing the textual information for CNN architecture over these three datasets, similar to [23] , we firstly remove the stop words from the raw reviews and contextual document, then choose top 20000 discriminative words according to the tf-idf values to form two vocabularies respectively. Note here, we choose 300 words for each raw document. For CNN architecture, the dimension size for word embedding is set to 200, and the dropout rate is set to 0.2 to avoid overfitting [5] , [23] .
In practice, due to the small scale (such hundreds) of candidates items in DLMR, we set κ = 250 and λ = 0.1 respectively, and employ the architecture (500-250-500) for candidates ranking in DAE. For Amazon-b, the optimal performance could be achieved with the following parameter setting : λ U = 1, λ V = 10, λ Q = 0.001, µ = 0.01, γ = 10, and the corresponding results for parameters tuning over Amazon-b is reported in Fig. 6 . Small values for parameters will cause inaccurate recommender results, however, large values for parameters will lead to overfitting. For Amazon-m&t and Douban-m, the optimal values for each parameter are shown in Table 3 . 
E. PERFORMANCE COMPARISON
Below, we will carry out a series of experiments over these three datasets to evaluate the effectiveness and practicability of DLMR, and we will further compare the performance of DLMR with the benchmark approaches, in terms of RMSE, MAE, Recall@N and Precision@N.
Tables 4, 5 and 6 report the performance comparison of rating prediction for PMF, CTR, CDL, ConvMF, DLMR-PMF and DLMR-DAE, in terms of RMSE and MAE. Here, note that the number of latent interests for each user is set to K = 50 for Amazon-b and Amazon-m&t, and K = 30 for Douban-m. The dimension for latent feature vectors is set to d = 10 and d = 30 respectively. The results in Table 4 , 5 and 6 indicate that:
• Values of RMSE and MAE for PMF over each dataset are much bigger than that of other methods respectively, since PMF performs recommendation just taking the numerical user-item rating matrix into consideration, and neglects other available information. In addition, PMF is the basic technique for other advanced recommender systems, such as CTR, CDL, ConvMF, DLMR-PMF and DLMR-DAE.
• CTR, CDL and ConvMF try to improve the recommendation performance via introducing such topic regression module, stacked denoising autoencoder and convolutional neural network into collaborative filtering.
Experimental results indicate that the performance of CTR, CDL and ConvMF are more or less in terms of RMSE and MAE, but a little better than that of PMF.
• Based on previous researches, the proposed methods DLMR-PMF and DLMR-DAE outperform PMF, CTR, CDL and ConvMF significantly, over Amazon-b, Amazon-m&t and Douban-m.
• The performance of DLMR-DAE with candidates ranking outperforms DLMR-PMF slightly.
• Overall, for each recommender approach, the performance with d = 30 is a little better than that with d = 10 over each dataset. As mentioned before, DLMR-DAE tries to explore the latent interests for each user, perform convolutional matrix factorization for candidates generation with the learned interests and textual information (such as reviews and contextual information), and re-rank the candidates items with available side information for top-N recommendation, which is able to improve the recommendation performance significantly. Take Amazon-b for example. While K = 50, d = 30, values of RMSE and MAE for DLMR-DAE are 0.841 and 0.621 respectively, the improvements of which are 7.8% and 11.9% compared to PMF. While compared with CTR, CDL and ConvMF, the improvements of DLMR-DAE are around 5.0% in terms of RMSE and MAE. Moreover, values of RMSE and MAE for DLMR-PMF are 0.851 and 0.637 respectively, which are a little bigger than that of DLMR-DAE. Obviously, these results could demonstrate the superiority of DLMR-DAE in contrast to other methods. The similar experimental results are reported over Amazon-m&t and Douban-m. On the other hand, values of RMSE and MAE over Amazon-b and Amazon-m&t are slightly larger than that of Douban-m, since Douban-m is a little more dense.
Performance comparison of top-N recommendation in terms of Recall@N and Precision@N for PMF, CTR, CDL, ConvMF, DLMR-PMF and DLMR-DAE is reported in Fig. 7 , Fig. 8 and Fig. 9 , which indicates that: • Values of Recall@N and Precision@N for PMF are relatively small, while compared with that of CTR, CDL, ConvMF, DLMR-PMF and DLMR-DAE.
• Values of Recall@N and Precision@N over Amazon-b are more or less with that over Amazon-m&t, however, they are a little smaller than that of Douban-m.
• DLMR-PMF and DLMR-DAE outperform PMF, CTR, CDL and ConvMF significantly in terms of Recall@N and Precision@N over Amazon-b, Amazonm&t and Douban-m. In addition, the performance of DLMR-DAE is slightly better than that of DLMR-PMF.
Due to these three datasets are rather sparse, values of Recall@N and Precision@N are relatively small in Fig. 7 , Fig. 8 and Fig. 9 . For Amazon-b, values of Recall@25 and Precision@25 for DLMR-PMF are 0.279 and 0.167 respectively, which are a little better than that of PMF, CTR, CDL and ConvMF, by contrast, values of Recall@25 and Precision@25 for DLMR-DAE are 0.393 and 0.198 respectively, which slightly outperforms DLMR-PMF, due to candidates ranking. Moreover, the similar experimental results could be obtained for Amazon-m&t and Douban-m. Obviously, DLMR-DAE could obtain significant improvement while compared with PMF, CTR, CDL, ConvMF and DLMR-PMF, in terms of Recall@N and Precision@N, over these three datasets.
In summary, from the experimental analysis over Amazon-b, Amazon-m&t and Douban-m, we could conclude that the performance of DLMR-DAE is stable and effective over real world datasets, which is able to provide much more effective and accurate top-N recommendation in contrast to state-of-the-art RS.
F. DISCUSSION
As presented before, we have investigated the performance of DLMR over real world datasets in contrast to PMF, CTR, CDL and ConvMF. In this section, we will investigate the impacts of interests exploring and candidates ranking over the performance of DLMR. At last, we will present the computational complexity for DLMR.
1) IMPACT OF INTERESTS EXPLORING
Due to the data sparsity of each dataset, it's a tricky problem to provide accurate recommendation for users from large amounts of items. Actually, users always make decisions according to their interests, therefore, it's conceivable and interpretable that recommendations according to user's interests will enhance the performance of recommender systems significantly. The procedure of latent interests exploring via sparse Latent Dirichlet Allocation (sparseLDA) have been presented in detail before.
Here, we have investigated the impacts of the number of latent interests K over the recommendation performance for Douban-m, and the corresponding results are reported in Fig. 10 , which indicate that the optimal values of Recall@N could be obtained while K is around 30.
Furthermore, we do researches to gain better insights into interests exploring of DLMR, and Fig. 11 reports the corresponding results over Douban-m. Fig. 11(a) shows the long tail distribution for item popularity, which indicates Doubanm is rather sparse. Fig. 11(b) is the statistic for top-10 learned interests, and Fig. 11(c) is heatmap for interests coefficient, which is as the function of number of ratings and number of latent interests. The results indicate that the number of items tasted by each user is relatively small in real life, besides, the proper number for latent interests is around 30 over Douban-m. Table 7 shows the top-10 candidates list and the final top-10 recommendation list, which are recommended by DLMR for three users over Amazon-b, Amazon-m&t and Douban-m respectively, according to the learned latent interests. Obviously, the top-10 recommendation list could provide better recommendation results for each user than the top-10 candidates list, due to candidates ranking.
2) IMPACT OF CANDIDATES RANKING
As stated above, candidates list is generated according to the predictive scores, in fact, in real world, it is always not enough to provide accurate recommendation with candidates items. Actually, candidates ranking plays crucial role for the performance of recommender systems, which has been certificated in previous researches. For DLMR, candidates ranking is conducted via a user-based denoising autoencoder network (DAE), with three hidden layers. For Amazon-b and Amazon-m&t, the values of helpfulness is normalized to [0, 1] as side information for DAE, by contrast, for Doubanm, candidates ranking is performed through DAE without any available side information.
From Table 7 , we can see that the top-10 recommendation list with candidates ranking is much better than the candidates list, and the bold items denote the successful recommendation items (accepted by the user). For user I in Amazon-b, top-10 candidates list provides two successful recommendation items: Atlas of Middle-earth and The Lost World, by contrast, top-10 recommendation list provides three: Atlas of Middleearth, The Lost World and The Lord of the Rings. For user II in Amazon-m&t, top-10 candidates list provides two successful recommendation items: Sense and Sensibility, and The Best Years of Our Lives, by contrast, top-10 recommendation list provides four: The Best Years of Our Lives, To Have and Have Not, Sense and Sensibility and Now and Then. For user III in Douban-m, top-10 candidates list provides one successful recommendation item: Avatar, by contrast, top-10 recommendation list provides three: Avatar, The Mummy and The Green Mile. In a word, the results could demonstrate the significant superiority of DLMR-DAE, since candidates ranking not only considers the numerical ratings, but also the available side information.
On the other hand, experiments are performed to investigate the impacts of hidden units κ over the performance in DAE, and the corresponding results are presented in Fig. 12 , which shows that values of Recall@N increase rapidly with the increasing κ while κ is under 200, and while κ is bigger than 300, values of Recall@N increase very slowly with κ, but it will lead to heavy computational cost. Therefore, κ = 250 could be chosen as optimal value for Douban-m. 
3) COMPLEXITY ANALYSIS
Firstly, we analyze the computational complexity for DLMR. In sparseLDA, the computational complexity of interests exploring for each user is O(K + K w ), in contrast to O K for the standard collapsed Gibbs sampler, where K is the number of latent interests that review corpus contains, and K w is the number of interests word w belongs to. In CMF, computational complexity for CNN structure and procedure of low-rank feature vectors learning are O(dflm) and overall, the computational complexity for DLMR-PMF is
In DAE the scale of candidates list is relatively small in contrast to the procedure of low-rank feature vector learning, and, its computational cost is O(npκ + nqκ).
All experiments are performed in python on a PC with Intel i7-8700k CPU and NVIDIA GTX1080Ti GPU. For Amazon-b and Amazon-m&t, it needs about 200 epochs for DLMR-PMF to achieve convergence in training phase, each epoch needs 40s on average, by contrast, it needs 100 epochs for DAE. For Douban-m, it needs 250 epochs for DLMR-PMF in training phase, and each epoch needs about 10s on average. By contrast, the computational cost for online query could be ignored.
VI. CONCLUSION
At present, recommender systems are widely applied in many areas, and it's promising to incorporate the deep learning methods to enhance the performance of recommender systems. In this article, a novel deep learning based recommendation system-DLMR is developed, which could alleviate the data sparsity problem and provide high performance top-N recommendation. The essential goal of DLMR is to leverage available information for accurate recommendation, to this end, DLMR explores user's interests distribution via probabilistic topic model-sparseLDA, captures information from both the textual reviews and contextual information via convolutional neural network, and performs convolutional matrix factorization to learn low-rank feature vectors for users and items respectively, after that, the candidates list could be formed according to the prediction scores.
Furthermore, to improve the recommendation performance, DLMR performs candidates ranking for final top-N recommendation list, via a three-layer denoising autoencoder with heterogeneous side information.
As a hybrid model of traditional matrix factorization technique and deep learning methods, DLMR is able to overcome the data sparsity problem, provide personalized recommendation with the learned interests, and extend easily over largescale datasets. In addition, performance analysis over real world datasets certificates that DLMR is an effective and efficient recommendation system, and outperforms state-ofthe-art approaches significantly.
A major problem with DLMR is that it's hard to draw the change of user's interests with time, therefore, as future work, we intend to enhance the module of interests exploring, and introduce user's social network into DLMR, to further boost the recommendation performance. 
