Adapted pairs and Weierstrass sections are central to the invariant theory associated to the action of an algebraic Lie algebra a on a finite dimensional vector space X. In this a need not be a semisimple Lie algebra. Here their general properties are described particularly when a is the canonical truncation of a biparabolic subalgebra of a simple Lie algebra and X = a * .
1.1
Suppose for the moment that a is semisimple. Then there are some remarkable classical theorems describing Y (a). First the theorem of Chevalley [1] which asserts that Y (a) is polynomial. Secondly the theorem of Kostant [20] which provides a "linearisation" of the generators of Y (a). The first result depended on the triangular decomposition of a and further made a crucial use of the Weyl group W . The second used the existence of a principal sl 2 triple. These structures are special to semisimple Lie algebras and so for a long time it was not suspected that similar results could hold for other families of Lie algebras.
The above situation changed dramatically following [6] which provided a huge and varied family of algebraic Lie algebras a for which Y (a) is polynomial. Indeed it was shown that Y (a) is polynomial for almost any "truncated" parabolic subalgebra of a simple Lie algebra g in particular for all truncated parabolics when g is of type A or type C. Moreover the invariant generators turn out to be extremely complicated expressions even for g of type A. They are known explicitly in only a few cases. Shortly after this result was extended to biparabolic subalgebras (which are the intersection of two parabolic Lie subalgebras of g whose sum is g) in [10] , [11] . By convention we exclude all biparabolics which are reductive (for example g itself).
Following this work it was shown ( [14] ) for all truncated biparabolics in type A that one can linearize the invariant generators in the sense of Kostant even though an appropriate sl 2 triple fails to exist.
Partly inspired by our work, Panyushev, Premet and Yakimova [22] showed that Y (a) is polynomial for almost any centraliser a = g
x : x nilpotent in a simple Lie algebra g in particular for all cases when g of type A or type C. From our present point of view this case is not so interesting as Y (g x ) is less mysterious and indeed is obtained (in the good cases) as the last non-vanishing partial derivatives of elements of Y (g) with respect to the second nilpotent element of the sl 2 triple containing x. Moreover linearisation of Y (g x ) in type A follows rather closely that for Y (g) itself [16] .
Generally truncated biparabolics and centralizers are quite different. Again our methods are quite different to those of [22] even though both work perfectly in types A and C but fail in general. However one might remark that there is one case when a centralizer g
x is a truncated parabolic, namely when x is a highest weight vector (for the adjoint representation). Then Y (g x ) can be shown with some extra efforts [22] , [16] to be polynomial outside type E 8 , whilst for type E 8 , it fails to be polynomial [29] .
1.2
Previous to our work Popov [23] had considered the problem of linearisation of invariant generators in the case when a acts reductively on a finite dimensional vector space X. Here one may assume without loss of generality that a is semisimple. Define a linear subvariety of X to be a subset of the form y + V , with y ∈ X and V a subspace of X.
Following Popov [23, 2.2 .1] define a Weierstrass section for the action of a on X to be a linear subvariety y + V of X such that the restriction of S(X * ) to y + V induces an isomorphism of Y (X * ) := S(X * ) A onto the algebra R[y + V ] of regular functions on y + V . Of course the existence of a Weierstrass section implies the polynomiality of Y (X * ), which is itself a rather rare phenomenon. Let X reg denote the set of regular elements of X, that is to say all y ∈ X with stabilizer a y in a of minimal dimension called the index ℓ X (a) of a relative to X. One may remark that X reg is open dense in X.
Assume that a is a simple Lie algebra and that X is a simple a module. By a case by case verification Popov [23, 2.2.10] showed that there exists y ∈ X reg and a semisimple endomorphism h ∈ a of X such that h.y = −y. However this may fail if X is not a simple module [23, 2.2.16, Example 3] . In the case that it holds a Weierstrass section obtains as y + V where V is an h-stable complement to a.y in X.
Some further example of Weierstrass sections occur in the work of Reeder, Levy,Yu and Gross [24] coming from the Dynkin gradation ⊕ i∈Z g i of a semisimple Lie algebra g. Here a = g 0 which is of course reductive and X = g 1 .
1.3
The notion of a Weierstrass section immediately extends to any finite dimensional Lie algebra a, though we shall assume that a is algebraic as this is more relevant to questions concerning invariants. Moreover it is natural to assume in this context that S(X * ) admits no proper semi-invariants, which implies that (Fract S(X * )) A = Fract S(X * ) A . Thus under these assumptions it follows from a theorem of ChevalleyRosenlicht ([26] and see [2, Lemme 7] ) that the Gelfand-Kirillov dimension (or growth rate) of the invariant algebra S(X * ) A is just ℓ X (a). We denote ℓ a * (a) by ℓ(a), called the index of a.
Again we define an adapted pair for the action of a on X to be a pair (h, y) ∈ a × X reg satisfying h.y = −y. Since a is algebraic, we can and do assume that h is a semisimple endomorphism of X.
Given an adapted pair (h, y) for the action of a on X, then under the hypotheses of the first paragraph we have a natural candidate for Weierstrass section following 1.2. Indeed let V be an h-stable complement to a.y in X. Then dim V = ℓ X (a) and the restriction of
On the other hand it is not at all obvious if ϕ is also surjective. Notice that Φ is a map of graded vector spaces. If a is reductive, then following [9] one may define a Letzter map
h is injective on each graded subspace and since these are finite dimensional it must also be surjective. Thus Φ and hence ϕ is surjective. Seemingly to prove the required injectivity is not easy and indeed in the co-adjoint case (that is when X = a * ) it would give an alternative and quite different proof of the Chevalley and Kostant theorems mentioned in 1.1.
On the other hand if a is not reductive, the Letzter map cannot be constructed and we have much less reason to believe that ϕ is surjective even in the co-adjoint case as we further discuss in the next section.
1.4
From now on we assume that X = a * , that is to say we just consider co-adjoint action. Recall the index of a (denoted ℓ(a)) is defined to be the dim a η : η ∈ a * reg . Given x ∈ a, we let ad x denote the map y → [x, y], ∀y ∈ a, that is to say the adjoint action of a on itself , as well as its transpose that is to say the co-adjoint action of a on a
* . An adapted pair, resp. a Weierstrass section, for the action of a on a * will be called simply an adapted pair, resp. a Weierstrass section, for a.
We further assume that S(a) has no proper semi-invariants, that is to say that Y (a) is equal to the Poisson semicentre Sy(a) of S(a), which is the vector space generated by the semi-invariants of S(a) under the action of a. This is the case when a is the canonical truncation (see [5, Def. 7 .1, Sec. B, Chap. I]) of an algebraic Lie algebra b and moreover one has Sy(b) = Y (a) = Sy(a). This result is referred to as a generalization of a lemma of Borho in [25] . In addition one has
The above is reviewed in [21] and [5, Prop. 9.7, Sec. B, Chap. I].
Assume that Y (a) is polynomial. Then extending an observation in [7] , Ooms and Van den Bergh [21] established a sum rule on the degrees of the homogeneous generators of Y (a). In [18] we gave a simpler and slightly more general result based on ideas of Panyushev and furthermore used this technology to establish the surjectivity of ϕ defined in 1.3 for an adapted pair (h, y) for a and V defined as in 1.3. On the other hand dropping the assumption that Y (a) is polynomial, we found that in a slightly wider context surjectivity can fail. Our hope had been to construct an adapted pair to explain Yakimova's counter-example described in 1.1.
Further use of this technology will be made here.
Call an algebraic Lie algebra a regular if S(a) admits no proper semi-invariants and if Y (a) is polynomial (necessarily on ℓ(a) generators).
1.5
Following ( [15, 7.3] ) a slice S to the action of A on a * is a locally closed subvariety of a * such that the following two conditions are satisfied : (i) A.S is dense in a *
(ii) every orbit in A.S cuts S at exactly one point and then transversally.
(The latter means that, for all s ∈ S , denoting by T s, S the tangent space in S at s, the sum a.s + T s, S is direct, see [15, 7.1 
]).
Following [15, 7.4 ] a slice S to the action of A on a * is called affine if its closure S is a linear subvariety of a * , that is to say of the form y + V as described in 1.2. A linear subvariety y +V of a * will be called an affine slice for a if y +V itself (and not just a locally closed subset S of a * such that S = y + V ) satisfies conditions (i) and (ii) above.
Note that, if the locally closed subset S of a * is a slice with closure S = y + V then y + V satisfies also condition (i) but not necessarily condition (ii) above (see 3.7).
Assume in the rest of this subsection that S(a) admits no proper semi-invariants. Lemma 3.2 shows that a Weierstrass section y + V for a is an affine slice for a. Notably this does not need y ∈ a * to be regular. The question of the converse is much more delicate. Following [15, 7.6] we say that y + V is a rational slice to the action of A on a * if the restriction of Y (a) to y + V is injective and induces an isomorphism of rings of fractions. By [15, 7.7] y + V gives rise to an affine slice if and only if it is a rational slice. Furthermore if S is a slice to the action of A on a * with closure y + V , then the restriction of functions is an injection from Y (a) into R[y + V ]. Moreover if we identify Y (a) with its image in R[y + V ], then (through [15, 7.4 
(We shall recap some of this theory here since it was rather poorly presented in [15, Sect. 7] ).
On the other hand even when y is regular and hence part of an adapted pair, we do not expect (see 1.4) , under these equivalent conditions on y + V , that Y (a) is polynomial. Again even under the additional assumption that Y (a) is polynomial we cannot say that an affine slice for a is a Weierstrass section for a. Indeed we are only able to assert this under some further assumption(s) (3.3 -3.5) the simplest of which is that (y + V ) \ (y + V ) reg has codimension ≥ 2.
1.6
Since we are just considering the co-adjoint action of a, it is convenient to replace y above by the corresponding Greek letter η.
Let (h, η) be an adapted pair for a. Again we shall denote by V an h-stable complement to a.η in a * . One checks that duality induces a non-degenerate pairing of V with a η . The eigenvalues of h on V are called the exponents of a relative to η. Then, since η is regular, the number of exponents (counted with multiplicities) is just ℓ(a). On the other hand it is not obvious if the exponents themselves are independent of η. Now suppose that a is regular. Then we have the remarkable fact [18, Cor. 2.3] that exponents are the degrees of the homogeneous generators minus one and in particular independent of the choice of η. This gives a way of showing that the existence of an adapted pair does not imply regularity. It was discussed in [18] .
1.7
The construction of an adapted pair is an elementary question of linear algebra, but an extremely difficult one. In 2.3 we give it a more geometric interpretation and speak of equivalence classes of adapted pairs for truncated biparabolics.
Let a be a truncated biparabolic subalgebra of a simple Lie algebra g. If g is of type A or type C, then a is regular. If g is of type A then a admits an adapted pair (h, η) [14] . This was a difficult result and η can only be described in terms of meanders. Moreover rather many equivalence classes were constructed and so far there is no way to decide if all were found. In [8] it was shown for any adapted pair (h, η) constructed in [14] the second element η is always an image of a regular nilpotent element of g * . This was a very difficult result. Significantly it allows one to bring the Weyl group into the description of these adapted pairs. Moreover it allows one to rationalize the existence of a Weierstrass section η + V when η is not regular [15] .
A truncated biparabolic in type C need not admit an adapted pair, not even a Weierstrass section [15] , for example the truncated Borel subalgebra.
By contrast one may conjecture that a biparabolic subalgebra always admits an adapted pair; but this is less interesting. Rather trivially a Frobenius Lie algebra always admits an adapted pair. A biparabolic subalgebra may be Frobenius and already in type A their number grows rather rapidly. A Borel subalgebra is Frobenius if and only if −1 belongs to the Weyl group, for example in type C.
1.8
Let Y (a) + be the span of homogeneous vectors of Y (a) of degree > 0. Let N (a) ⊂ a * be the zero set of the ideal S(a)Y (a) + of S(a) . Since S(a)Y (a) + has homogeneous generators, it follows that N (a) is stable under the multiplicative group k * of the field k. Since k * is a connected algebraic group, each irreducible component of
On the other hand there is no guarantee that N (a) reg is non-empty.
It is clear that A acts by simultaneous conjugation on the set of adapted pairs for a. It also acts on N (a). In 2.1.1 we give a definition of equivalent adapted pairs for a involving only the second terms of the adapted pairs. When a is a regular truncated biparabolic, we show (2.3.1) that equivalent adapted pairs for a in the above sense are also equivalent in the sense of simultaneous conjugation by A and a simple criterion is given to determine when two adapted pairs for a are equivalent, namely Corollary 2.3.2.
In Proposition 2.1.2 we show, when a is regular, that the map (h, η) → A.η is a bijection of equivalence classes of adapted pairs for a (in the first sense) onto the irreducible components of the variety N (a) admitting a dense orbit. Hence, when a is moreover a truncated biparabolic, this bijection involves the equivalence classes of adapted pairs in the second sense.
1.9
Let (h, η) be an adapted pair for a. An intriguing question is whether the eigenvalues of ad h on a are all integer-valued. In 2.4 we note that this can be false when a is Frobenius. However when a is regular there are no known counter-examples. A main difference in this latter case is that the eigenvalues of h on a η are (negative) integers. In 2.4 we use this result to show that if a is a truncated biparabolic subalgebra in a simple Lie algebra g of type A, then indeed this question has a positive answer.
Adapted pairs
Recall the definition of an adapted pair (h, η) for a given in 1.3, using the notation of 1.6.
Equivalent adapted pairs.

Definition
Let (h, η) be an adapted pair for a. For all a ∈ A, the pair (a.h, a.η) is also an adapted pair for a.
Definition . Let (h, η) and (h ′ , η ′ ) be two adapted pairs for a. We say that these adapted pairs are equivalent if there exists an element a ∈ A such that a.η = η ′ .
Remark . It would be more appropriate to say that two adapted pairs (h, η) and (h ′ , η ′ ) are equivalent if and only if they belong to the same orbit according to the diagonal action or simultaneous conjugation by A, that is to say if and only if there exists a ∈ A such that η ′ = a.η and h ′ = a.h. Actually we will show this in 2.3.1 when a is the canonical truncation q Λ of a biparabolic subalgebra of g simple. But for this, we need first to give a presentation of η (see 2.2 ( * ) below) and of the vector space V defined in 1.6 (see 2.2.2 ( * * ) below), when (h, η) is an adapted pair for q Λ .
2.1.2
Now we will give the bijection announced in 1.8.
Let A be a finitely generated commutative algebra. Suppose a ∈ A is a zero divisor (resp. non invertible and non-divisor of zero). Then by Krull's theorem GKdim A/aA equals GKdim A (resp. GKdim A − 1). Thus if I is an ideal of A generated by s algebraically independent generators, the irreducible components of its zero variety all have codimension at most s. For example taking A = k[x, y], the zero set of the ideal generated by x 2 , xy has a component of dimension 1 and a component of dimension 0.
Assume that a is regular.
It follows that any irreducible component C of N (a) has dimension at least d(a) := dim a − GKdim Y (a). For the opposite inequality we need to know that the tangent space T c, C at some c ∈ C has dimension at most d(a).
Let
be a basis for a. Given f ∈ S(a) its differential df (c) at c ∈ a * may be identified with the element
. . , f s be a set of generators of the ideal of definition of C. Then the tangent space T c, C at c in C may be identified with the orthogonal in a * of the subspace generated by df i (c) : i = 1, 2, . . . , s. Thus for the codimension of C to be exactly ℓ(a), it suffices to know that for some c ∈ C, the dimension of the space generated by the df i (c) : i = 1, 2, . . . , s is at least ℓ(a). In this it is enough to take the f i : i = 1, 2, . . . , ℓ(a) in Y (a) + and to show that the df i (c) : i = 1, 2, . . . , ℓ(a) are linearly independent. This will be used in the first part of the proof of the Proposition below.
For each subset Y of a * we let Y denote its Zariski closure.
Proposition . Let a be an algebraic Lie algebra with
Sy(a) = Y (a) polynomial. The map (h, η) → A.
η is a bijection of the equivalence classes of adapted pairs for a onto the irreducible components of N (a) of codimension ℓ(a) admitting a regular element.
Proof. Let (h, η) be an adapted pair. By We conclude that A.η is an irreducible component of N (a) of codimension ℓ(a) containing a regular element, namely η.
Conversely suppose that C is an irreducible component of N (a) of codimension ℓ(a) containing some regular element η. Then A.η is open dense in C.
Consider the action of k * on C. Take λ ∈ k * . Clearly λη is also regular in a * . Then A.(λη) is open dense in C and so must coincide with A.η.
It follows that the tangent space T η, C contains kη. Yet this tangent space is just (ad a)(η). We conclude that there exists h ∈ a such that (ad h)(η) = −η. In other words (h, η) is an adapted pair for a.
Remarks .
1. Notice that the bijection of the above Proposition may be obtained from [13, Prop. 8.5] but only for the particular case of a regular truncated parabolic subalgebra. Here the Proposition is true for any regular algebraic Lie algebra a.
2. The conclusion of the above Proposition is that classifying adapted pairs (up to the equivalence defined in 2.1.1) is the same as classifying irreducible components of N (a) of codimension ℓ(a) admitting a regular element or is the same as classifying irreducible components of N (a) admitting a dense orbit. This does not make adapted pairs easier to find but gives the search for them more meaning.
3. In the above we have not excluded the possibility of there being irreducible components of N (a) of codimension < ℓ(a). More generally we do not know that N (a) is equidimensional.
4. It can happen that N (a) admits no regular elements. For example take a to be the truncated Borel subalgebra in sp 4 (k). Then N (a) admits no regular elements. Again take a to be a truncated biparabolic in sl n (k). Then it can happen [14, 11.3.4] that N (a) has an irreducible component admitting no regular elements. 2.2 The particular case of a truncated biparabolic subalgebra.
Let g be a simple Lie algebra, h a Cartan subalgebra of g, ∆ the set of roots for the pair (g, h) and π a choice of simple roots. Fix subsets π − , π + of π and let q π − ,π + (or simply, q) denote the subspace of g spanned by h and the root subspaces of g with roots in
It is called a (standard) biparabolic subalgebra of g.
In the above framework our standing hypothesis is that
This excludes q being a biparabolic subalgebra of a proper semisimple subalgebra of g and being reductive. It implies that the invariant subalgebra Y (q) is reduced to scalars [10, Lemma 7.9] so is of lesser interest. However the semi-invariant algebra Sy(q) can be quite large and the latter is often polynomial (see [6] for the parabolic case and [11] in general). Since q is algebraic, it admits a canonical truncation q Λ . This is obtained by simply replacing its Cartan subalgebra h by the common kernel h Λ in h of the set Λ of characters of Sy(q).
Consistent with our previous conventions we denote by Q Λ the adjoint group of q Λ .
Unless otherwise specified we shall assume that q Λ is a regular Lie algebra, which reduces to assuming that Y (q Λ ) is polynomial. Let d i : i = 1, 2, . . . , s = ℓ(q Λ ) be the degrees of homogeneous generators of Y (q Λ ) and set e i = d i − 1. Let κ be a Chevalley antiautomorphism for g. Through the Killing form on the latter we may identify κ(q) with q * as an h module. Then R := −R − is the set of (non-zero) roots of q * identified with κ(q). For each α ∈ ∆, let x α denote the unique (up to a non-zero scalar) non-zero vector of g of weight α.
Assume that q Λ admits (h, η) as an adapted pair (with h ad-semisimple). Through simultaneous conjugation by Q Λ we may assume that h ∈ h Λ . Let x 0 denote an element of h Λ . Then we can write η in the form η = α∈S∪{0} x α for some subset S of R. The condition (ad h)(η) = −η means that h(α) = −1, for all α ∈ S and then that x 0 = 0. Thus
Let V be an ad h stable complement to (ad q Λ )(η) in q * Λ . Recall (cf [18, 2.1]) that duality restricts to a non-degenerate ad h equivariant pairing V ×q η Λ . Conversely any ad h stable subspace of q * Λ non-degenerately paired to q η Λ is an ad h stable complement to (ad q Λ )(η). By 1.6 {e i : i = 1, 2, . . . , s} is the set of eigenvalues of ad h on V . Thus the eigenvalues of ad h on q η Λ are ≤ 0.
2.2.1
Lemma .
(
Consider an ad h eigenspace of q η Λ having a strictly negative eigenvalue. This must be a sum of root vectors with roots in −R. Combined with the previous observation this proves (i).
(ii) follows from (i) and the remarks following ( * ) above.
2.2.2
Remarks .
1. Take η as in ( * ) above. By (i) of the previous Lemma, h ∈ h Λ is uniquely determined by the condition that (ad h)(η) = −η.
2. In [14, Sect. 6] adapted pairs (h, η) for a canonical truncation q Λ of a biparabolic subalgebra in g simple of type A were constructed and in this construction the element η is given by ( * ) of 2.2 with the supplementary property that S | h Λ is a basis of h * Λ . This is stronger than (iii) of Lemma 2.2.1. When η can be presented as above it will be called a minimal presentation and (h, η) will be called a minimal representative of the equivalence class of adapted pairs for q Λ defined by the adapted pair (h, η) and the simultaneous conjugation by Q Λ .
3. A slightly better result than Lemma 2.2.1(ii) was obtained in the construction of adapted pairs for truncated biparabolics in type A. Namely it was shown V (which is not unique) can be chosen to have a basis amongst the root vectors of q * , that is to say there exists a subset T of R such that
is an ad h stable complement to (ad q Λ )(η) in q * Λ .
2.2.3
We shall show that ( * * ) of 2.2.2 can always be assumed to hold in the present more general situation through the following elementary result from linear algebra. Let V be a vector space of dimension m < ∞. 
2.2.4
From the above we can obtain our required refinement with the hypotheses and notations of 2.2. Let {v i } be a choice of ad h eigenvectors of V . We can assume that v i has eigenvalue e i . By Lemma 2.2.1(ii) we may write
for some T i ⊂ R with h(α) = e i , ∀α ∈ T i (and c i, α ∈ k for all α ∈ T i ). Now apply Lemma 2.2.3 to V identified with the quotient space q * Λ /(ad q Λ )(η). Its conclusion means that we can find a subset T of R such that the image of
. Since V ′ is h stable, we may use it to replace V as a complement to (ad q Λ )(η) in q * Λ . One may remark that by our construction the eigenvalues of ad h on V ′ are still the exponents of q Λ (in the sense of 1.6). However this is automatic from [18, Cor.
2.3(i)].
2.2.5
We now give a result which generalizes what was found in the index one case [12] and which is of interest in its own right. Retain the hypotheses and notations of 2.2. Assume that S ⊂ R is defined by η as in 2.2( * ) and that V = α∈T kx α : T ⊂ R, an ad h-stable complement to (ad q Λ )(η) in q * Λ .
Proposition . S ∪ T spans h * .
Proof. Suppose η = 0, that is S = ∅. Since η is regular, q Λ = q η Λ is commutative and so spanned by |π| linearly independent root vectors with roots in π ∪ −π. In this case T = R and this spans h * , hence the assertion. From now on assume η = 0. Recall that g may be identified with its dual g * through the Killing form K on g. View kη + V as a subspace of g and set V * = α∈T kx −α and y = β∈S x −β . One may remark that (ad h)(y) = y. Now the sum kη + V is direct since ad h has eigenvalue −1 on η and non-negative eigenvalues on V . By a similar reason, the sum ky + V * is direct. Moreover kη ⊕ V and ky ⊕ V * are non-degenerately paired through K. Identifying ky ⊕ V * with a subspace of g * through K, we may then complete ky ⊕ V * to g * by the space of functions in g * orthogonal to kη ⊕ V . Hence the restriction to kη ⊕ V of a polynomial in S(g * ) is a polynomial on y and the x −α , α ∈ T .
Recall that the restriction map induces an algebra isomorphism of Y (q Λ ) onto the space of regular functions on η + V ([18, Cor. 2.3]), which we may identify with S(V * ). For all α ∈ T , let p α denote the invariant polynomial whose image is the coordinate function defined by x α . This translates through the above to the formula p α| η+V = x −α . On the other hand since restriction is h equivariant, p α| kη+V is an h-weight vector of zero weight. Thus
with F a finite set, and for all I ∈ F , q I ∈ k[y] such that q I (η) = 0 and x I a monomial in a basis of V * . Let kΛ be the k linear span of the h-weights of Y (q Λ ). By definition h Λ = {h ∈ h | h(kΛ) = 0} and conversely kΛ = {λ ∈ h * | λ(h Λ ) = 0}. Hence in the right hand side of ( * ) there is an h-weight vector of weight equal to a sum of −α and of h(α) elements of −S, whereas the left hand side is the restriction to kη + V of an h-weight vector of weight belonging to kΛ. It follows that modulo kS the set T spans kΛ. In other words kT + kS = kΛ + kS. On the other hand by Lemma 2.2.1(iii) one has kS | h Λ = h * Λ , whilst kΛ is the orthogonal of h Λ in h * . Hence kΛ + kS = h * , which by our previous identity gives the assertion of the proposition.
2.3 Equivalent adapted pairs for truncated biparabolics.
2.3.1
Continue with the notations and hypotheses of 2.2, in particular that Y (q Λ ) is polynomial and that q Λ admits an adapted pair (h, η).
Since h is an ad-semisimple element, then up to the diagonal action of Q Λ on (h, η) we can assume that h ∈ h Λ .
To simplify notation set a = q η Λ = {x ∈ q Λ | (ad x)(η) = 0}, z = z Λ . Let a i be the ad h eigensubspace of a of eigenvalue i, which we recall is zero unless i ∈ −N. Recall also that a 0 = z. Set m ∈ N * such that a = ⊕ −m≤i≤0 a i and u := ⊕ −m≤i≤−1 a i . Then the elements of u act by nilpotent derivations on q Λ .
Let U be the unique irreducible unipotent algebraic subgroup of Q Λ with Lie algebra ad q Λ (u). Observe that, for all u ∈ U, h − u.h ∈ u.
Proof. Since for all q ∈ Q Λ , (q.h ′ , q.η ′ ) is also an adapted pair (see 2.1.1), we can assume that η ′ = η. Then, adopting the above notations, h − h ′ ∈ a. As in [13, 8.10] (following an argument of Kostant, see [19, 3.6] ) for every 1 ≤ j ≤ m, we can find w j ∈ u such that h ′ − (exp(ad w j ))(h) ∈ a 0 + −(j+1) i=−m a i . Hence we can find u ∈ U such that x := h ′ − u.h ∈ a 0 = z. On the other hand u.h is the sum of h ′ and −x, which commute, h ′ being adsemisimple and −x being ad-nilpotent. Thus, since u.h is also ad-semisimple, x must be zero. Finally u.η = η, since u ∈ U ⊂ Stab Q Λ η.
Remark .
Thus for a truncated biparabolic subalgebra q Λ two adapted pairs (h, η), (h ′ , η ′ ) (with h, h ′ ad-semisimple) are equivalent in the sense of 2.1.1, if and only if there exists q ∈ Q Λ such that q.h = h ′ , q.η = η ′ . Observe that this result extends to regular truncated biparabolic subalgebras the result in [13, Prop. 8.10] proved for a regular truncated parabolic subalgebra.
2.3.2
Retain the notations and hypotheses of 2.2. In the following we give a criterion for deciding when two adapted pairs (h, η) and (h ′ , η ′ ) for q Λ are equivalent. Up to conjugation by elements of Q Λ we can assume that h, h ′ ∈ h Λ . Then by Proposition 2.3.1 equivalence implies that there exists q ′′ ∈ Q Λ such that q ′′ .h ′ = h. Then as noted in [13 
2.3.3
Continue to retain the notations and hypotheses of 2.2. Let (h, η) be an adapted pair for a truncated biparabolic q Λ . Recall that we may assume h ∈ h Λ and that η may be presented in the form given in 2.2( * ), that is through a subset S of the roots of q * . Recalling the second remark of 2.2.2, we say that such a presentation is minimal if S | h Λ is a basis for h * Λ . It is usually easier to construct minimal presentations and indeed all presentations of adapted pairs constructed in [14] were minimal.
A slight advance in showing that every equivalence class of an adapted pair has a minimal representative has been obtained in [17] . Let (q Λ ) 0 denote the zero eigenspace of q Λ with respect to ad h and (Q Λ ) 0 the closed connected subgroup of Q Λ with Lie algebra ad q Λ ((q Λ ) 0 ). Let (q * Λ ) −1 denote the −1 eigenspace of q * Λ with respect to ad h. By definition η ∈ (q * Λ ) −1 . Obviously (Q Λ ) 0 acts on (q * Λ ) −1 and fixes h.
By [17, Prop. 4 
.4(iv)], the orbit (Q
is an adapted pair for q Λ , then η ′ = q.η for some q ∈ (Q Λ ) 0 . Moreover to show that the equivalence class of (h, η) has a minimal representative, it is enough to construct (with h fixed) a regular element η ′ ∈ (q * Λ ) −1 of minimal presentation, since then η is conjugate to η ′ under (Q Λ ) 0 . Again suppose that (h ′ , η ′ ) is an adapted pair for q Λ with η ′ of minimal presentation and h ′ ∈ h Λ . If this pair is equivalent to the adapted pair (h, η) (which need not be the case !) then by Corollary 2.3.2, there exists w ∈ W M such that h = w.h ′ . Moreover since W M just permutes the roots of q * , it is clear that (w.h ′ , w.η ′ ) = (h, w.η ′ ) is an adapted pair for q Λ whose second term is of minimal presentation. Then by the above η and w.η ′ are conjugate under (Q Λ ) 0 .
If dim(q * Λ ) −1 = dim h Λ then every second element of an adapted pair for q Λ with h as a first element is of minimal presentation (by Lemma 2.2.1 (iii)). It turns out [17, Sect. 4 ] that this condition is equivalent to the condition (q Λ ) 0 = h Λ + z Λ where we recall that z Λ is the centre of q Λ . However this need not hold and indeed (q Λ ) 0 can even fail to be a solvable Lie algebra [17, Sect. 4] . By the above we can give the following remark.
Remark .
The criterion for equivalence for adapted pairs given in Corollary 2.3.2 is both necessary and sufficient.
The integrality of the eigenvalues.
Let a be an algebraic Lie algebra and continue to assume that Sy(a) = Y (a) and is polynomial. Given an adapted pair (h, η) for a one can ask 1 if the eigenvalues of ad h on a are all integer. Indeed believing this to be true is why we chose the scaling (ad h)(η) = −η rather than the scaling (ad h)(η) = −2η which arises from the description of an sl 2 triple. In particular our question has a positive answer if a is semisimple. This is expressed by saying that the regular nilpotent orbit is even. Now suppose that a is a truncated biparabolic. Then our question would have a positive answer if we had the following strengthening of the conclusion of Proposition 2.2.5, namely that ∆ ⊂ ZS + ZT . However since S, T ⊂ ∆, this is automatic in type A (see for instance [12, A.2 
]). Thus we have the following
Corollary . Let q Λ be a truncated biparabolic subalgebra of sl n (k) and (h, η) an adapted pair for q Λ with h ∈ h Λ . Then the eigenvalues of ad h on q Λ are integer.
Remark . The above conclusion may fail if S(a) admits non-trivial semi-invariants, as the following example shows.
Extend the Heisenberg Lie algebra with the one non-trivial relation [x, y] = z by an ad-semisimple element h, satisfying [h, x] = c x, [h, y] = (1 − c) y : c ∈ Q \ {0, 1}. Then the resulting algebra a is algebraic and Frobenius. With respect to the above basis, let ζ be the element dual to z. Then (h, ζ) is an adapted pair for a, yet the eigenvalues of ad h are {c, (1 − c), 1, 0} which run over all rational values. Though Sy(a) and Y (a) are polynomial they are not equal.
Weierstrass sections.
Recall the definition of a Weierstrass section given in 1.2.
Before addressing the main goal of this section we take this opportunity of correcting some bad points in the presentation given in [15, 7.6-7.8] . In conformity with the notation of [15, Sect. 7] we adopt the more general context of [15, Sect. 7 ] of a connected algebraic group A acting linearly and regularly on a finite dimensional vector space X. In this y + V rather than η + V is used to denote a linear subvariety of X. Let a denote the Lie algebra of A.
Corrections
1)
In the statement of [15, Prop. 7.8(i)] the hypothesis that V is a complement to a.y in X was inadvertently forgotten. It is clear that it was intended from the first line of the proof.
2) The comment "equivalently d = 1 in the above" occurring in the second paragraph of [15, 7.6 ] is incorrect (it was not used there). A counter-example was already provided in that paper [15, 11.4 
, Example 3]!
3) It was claimed in [15, 7.7] that S = {s ∈ y + V | a.s ∩ V = 0} is open in y + V . This is probably false. Let us show however that it is a finite union of irreducible locally closed sets. This serves the same purpose particularly concerning [15, 7.7] . Notably S reg is open in y + V . 
The latter can be expressed as the complement to the zero set of appropriate minors and so is open in U. It is either empty or irreducible. Hence the assertion. 4) Assume that A.(y + V ) is dense in X. It was claimed in [15, 7.7] that O := {s ∈ y + V | a.s + V = X} is non-empty. This is true and we explain why.
Let T u, U denote the tangent space at some u ∈ U ⊂ X. Then for s ∈ y + V , a.s = T s, A.s , T s, y+V = V, T s, X = X. Consider the morphism ϕ : A × (y + V ) → X defined by the group action. By the hypothesis and [28, Thm. 16.5.7 (ii)], the tangent map dϕ (a, s) : T (a, s), A×(y+V ) → T ϕ(a, s), X is surjective at some point (a, s) ∈ A × (y + V ). Its image is a.(a.s) + a.V = a.[(Ada −1 (a)).s + V ] = a.[a.s + V ], which since a ∈ A is invertible, has the same dimension as a.s+V . Thus s ∈ O, which is hence non-empty. A and D ′ the zero set in
be zero, which is impossible by construction). Thus R[X]
A separates the points of (y+V )\D ′ , whilst d further separates them from those of D ′ .
( * ). In particular an A orbit through a point of (y + V ) \ D ′ cannot pass through a different point of y + V .
It was claimed in [15, 7.7] that as a consequence of the above, A.(y + V ) is dense in X. This is true and we explain why.
Since A ⊂ GL(X) is assumed connected and V is a vector subspace of X, both A and y + V are closed and irreducible. Thus A ×(y + V ) is an irreducible subvariety of GL(X) × X ([27, Thm. 
. By ( * ) above, one has for a ∈ A, ϕ −1 (a.s) = (aStab A s, s). Moreover s ∈ X reg , so dim Stab A s = dim A + dim V − dim X. Thus by ( * * ), dim A.(y + V ) = dim X, and so A.(y + V ) is dense in X.
3.2
From now on we revert to the hypotheses on a and A described at the beginning of this paper (see 1) and to η + V denoting a linear subvariety of X = a * .
Lemma . Assume that Sy(a) = Y (a). Given (i) The restriction map ϕ induces an algebra isomorphism of Y (a) onto the algebra
(iii) η + V meets every co-adjoint orbit at most once and then transversally.
Proof. As explained in [15, 7.9] , the first part of (ii) is a consequence of injectivity in (i) and a theorem of Dixmier, Duflo and Vergne. It implies that (A.(η + V )) reg = ∅ (since otherwise, by the first part of (ii), we would have a * reg = ∅ which is never the case), hence the second part of (ii). The first part of (iii) is a consequence of surjectivity. It remains to prove the last part of (iii). For this (see 1.5 and recalling that T ξ, η+V = V ) we must prove that a.ξ ∩ V = {0}, for all ξ ∈ η + V .
Take ξ ∈ a * . As noted in [18, 5.4 ( * * )] for example, one has df (ξ) ∈ (a.ξ)
) and the isomorphism in (i) implies that Y (a) = S(z), where z is the centre of a. Take v ∈ a.ξ ∩ V . Then for all z ∈ z we have z(v) = 0, which by surjectivity of ϕ forces v = 0.
It remains to consider the case η / ∈ V .
∪ {η} to a basis of a * and take its dual basis (
is a basis of V * and y := x ℓ+1 vanishes on V equaling 1 on η.
In particular y(ξ) = y(η) = 1 and so for any polynomial p ∈ k[y] one has p(ξ) = p(η).
The surjectivity of ϕ means that for all i = 1, 2, . . . , ℓ, there exists
. Then there exist a finite set F ⊂ N ℓ and polynomials p, q I : I ∈ F of y satisfying p(η) = 1, q I (η) = 0 : I ∈ F such that Φ(f i ) = px i + I∈F q I x I . By choice of the basis of a we have for all v ∈ V , x j (v) = 0 for j > ℓ and x j (ξ) = 0 for all j > ℓ + 1. Thus for all j ≤ ℓ one has (∂f i /∂x j )(ξ) = (∂Φ(f i )/∂x j )(ξ). Then through the above expression for Φ(f i ) and the choice of p, q I : I ∈ F , we obtain
Thus for v ∈ V , the condition df i (ξ)(v) = 0, for all i = 1, 2, . . . , ℓ implies v = 0. It remains to take v ∈ a.ξ ∩ V and to apply ( * ),
3.3
In the language of 1.5, the above lemma means that if S(a) has no proper semiinvariants, then a Weierstrass section for a is an affine slice for a.
Notice that (η + V ) reg being non-empty, implies that it is open dense in η + V . Thus D ′′ := (η + V ) \ (η + V ) reg is closed of codimension ≥ 1 (for V not reduced to zero). We remark that Example 3 of [15, 11.4] shows that the hypothesis of Lemma 3.2 does not exclude D ′′ being of codimension 1. In this example one may verify that (iii) holds by explicit computation.
If we assume that D ′′ has codimension in η + V at least 2, then the converse to Lemma 3.2 holds. Indeed conditions (ii), (iii) of Lemma 3.2 imply that the locally closed subset S = (η + V ) reg is a slice to the action of A on a * which is affine in the sense of 1.5. The additional hypotheses of S(a) having no proper semi-invariants and D ′′ being of codimension ≥ 2, complete the hypotheses of [15, Prop. 7.4 ] from which (i) of Lemma 3.2 results.
3.4
It seems unlikely that the converse to Lemma 3. For each i ∈ I = {1, . . . , r}, let E i be the union of the irreducible components of C i \ O i of codimension 1 in C i . By Krull's theorem the ideal of definition I(E i ) of the closed set E i is principal, that is I(
Let A be a subalgebra of R [T ] , that is to say we have an injective homomorphism
Lemma . Suppose that R[T ]/ϕ(A) is finitely generated as an A module. Further for all i ∈ I suppose that
(ii) for all preimage d
Then ϕ is surjective. 
3.5
We now show how the above lemma gives under two further conditions, a converse to (ii) η + V meets every co-adjoint orbit at most once and then transversally.
(iii) S i is smooth for all i ∈ I.
is finitely generated as an Y (a) module.
(v) For all i ∈ I, the algebra of A semi-invariants (resp. invariants) in R[S i ] is an image by restriction of functions of Sy(a) (resp. Y (a)).
Proof. By (i), ϕ is an embedding.
For all i ∈ I, let O 
] so we may assume u i = 1 without loss of generality.
Identifying 
Comments
Recall notations of 3.3. It might seem surprising that the general case does not seem to go through without significant extra conditions, whilst the special case when D ′′ has codimension ≥ 2 is rather easy. On the other hand codimension 2 conditions are somewhat ubiquitous in invariant theory.
It may be that the condition that S i be smooth can be weakened to just A.O i being smooth. By condition (ii) of Lemma 3.5, A.O i is a fibration with fibres being A orbits of constant dimension with base O i . Yet this may not be too helpful as it is not so obvious if O i is smooth. Indeed the latter is given by the non-vanishing of certain minors and vanishing of others, so is unlikely to be smooth.
The conclusion in the proof of Lemma 3.5 that the image of d i and d The only examples we have when D ′′ does not have codimension ≥ 2 are when a * s := a * \ a * reg has codimension 1. We had thought that this may be a general fact and indeed obtain following a comment in Popov [23, Thm. 2.2.15 b)]. However here Popov is assuming that the restriction map ϕ is smooth at η. In any case if one assumes that A.(η + V ) ⊂ a * reg , then such a conclusion is immediate. However the latter condition is only satisfied rather rarely.
3.7
Unfortunately we do not have an example of an affine slice η + V for a with D ′′ = η + V \ (η + V ) reg of codimension 1 which is not a Weierstrass section to justify the extra conditions imposed in Lemma 3.5.
The following example is of a slice S to the action of A on a * which is of codimension 0 in a linear subvariety η + V . It is noted that A orbits may pass more than once through D := η + V \ S and moreover need not pass transversally. Thus η + V is not an affine slice for a (whilst the locally closed subset S is an affine slice). Thus by Lemma 3.2, η + V cannot be a Weierstrass section and so we cannot deduce that Y (a) is polynomial. In fact Dixmier [3] verified by explicit computation that Y (a) is not polynomial.
Recall example 4 of [15, 11.4] . In this a is the standard filiform of dimension 5. It has basis {x i } As noted in loc cit, S = S reg and the A orbits through V are transversal (exactly) on S , those through S are separated by Y (a) and a * \ A.S reg is the zero locus of the invariant x 5 .
Let us examine the orbits through D.
One has (ad x 1 )(y 3 ) = −y 2 and (ad x 2 )(y 3 ) = y 1 . The coadjoint action of the other generators of a on y 3 is zero and for all x i ∈ a, (ad x i )(y 2 ) = 0.
Thus e d ad x 2 e c ad x 1 (ay 3 + by 2 ) = ay 3 + (b − ac)y 2 + ady 1 . In conclusion, D admits a one parameter family of orbits which pass just once through D and a one-parameter family of orbits each of which meets D in a line.
This vector lies in
Again (d ad x 2 + c ad x 1 )(ay 3 + by 2 ) = ady 1 − acy 2 , which lies in D if and only if ad = 0.
Either a = 0 or d = 0. In the first case the orbits cut D transversally (at exactly one point). In the second case transversality fails exactly when c = 0. Indeed (c ad x 1 )(ay 3 ) = −cay 2 ∈ D, which is non-zero if c = 0.
Thus both parts of 3.2(iii) fail. Finally one may check that the fundamental (semi)-invariant of a is scalar and so a * \ a * reg has codimension ≥ 2 (by [18, 4.1] ). Consequently S does not meet all the regular orbits in a * .
