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Die hydrodynamischen Gleichungen sind nichtlinear und nur fu¨r wenige Spezialfa¨lle analy-
tisch lo¨sbar. Deshalb mu¨ssen sie numerisch gelo¨st werden. Zur numerischen Lo¨sung solcher
partiellen Dierentialgleichungen stehen klassische Verfahren wie nite Dierenzen, nite
Elemente und Spektralmethoden zur Verfu¨gung. Bei all diesen Verfahren wird von den ma-
kroskopischen Gleichungen ausgegangen, fu¨r die bestimmte Erhaltungssa¨tze { zum Beispiel
fu¨r Massen- und Impulsdichte { gelten. Diese Gleichungen werden durch irgendeinen For-
malismus diskretisiert. Dabei besteht grundsa¨tzlich das Problem, da die Erhaltungssa¨tze
auch in der diskretisierten Form gelten mu¨ssen. Dies ist besonders bei Integrationen u¨ber
lange Zeitra¨ume (z.B. bei Klimamodellen) unbedingt notwendig.
Gittergase und Gitter-Boltzmann-Modelle sind dagegen vo¨llig neuartige Verfahren, mit
denen Stro¨mungsprobleme simuliert werden ko¨nnen, und basieren auf extrem diskretisier-
ten ku¨nstlichen Mikrowelten. Dabei geht man davon aus, da inkompressible Fluide durch
die inkompressiblen Navier-Stokes-Gleichungen und die Kontinuita¨tsgleichung beschrieben
werden, die Massen- und Impulserhaltung beinhalten. Auerdem werden verschiedene Fluide
nur durch ihre Dichte und ihre Viskosita¨t unterschieden. Trotz unterschiedlicher mikroskopi-
scher Wechselwirkung bleibt die Form der Gleichungen erhalten. Die zugrunde liegende Idee
kann wie folgt formuliert werden (siehe Wolf-Gladrow, 1995a): \Betrachte ku¨nstliche Mi-
krowelten aus Teilchen auf einem Gitter, deren Wechselwirkung Masse und Impuls entha¨lt,
und berechne daraus durch Mittelwertbildung makroskopische Werte fu¨r Massen- und Im-
pulsdichte."
Es wird also gegenu¨ber den klassischen Verfahren in gewisser Weise umgekehrt vorgegangen.
Man geht nun von einem diskreten Modell aus, das so deniert ist, da bestimmte Erhal-
tungssa¨tze gesichert sind. Die partiellen Dierentialgleichungen, die die makroskopische Dy-
namik beschreiben, mu¨ssen durch eine teilweise aufwendige Mehrskalenanalyse (Chapman-
Enskog-Entwicklung) aus der Mikrodynamik abgeleitet werden.
Das historisch erste Gittergas war das HPP-Modell und wurde 1973 von Hardy, de Pazzis
und Pomeau entwickelt. Es ist ein zweidimensionales Modell auf einem quadratischen Git-
ter. Wegen der zu geringen Symmetrie des Gitters fu¨hrt es aber nicht auf die Navier-Stokes-
Gleichungen. Das gebra¨uchlichste Gittergas ist das FHP-Modell. Es war auch das erste,
das im makroskopischen Grenzfall die Navier-Stokes-Gleichungen lieferte. Dabei wird ein
hexagonalsymmetrisches Gitter verwendet, das sich aus Dreiecken zusammensetzt. Ent-
wickelt wurde es 1986 von Frisch, Hasslacher und Pomeau. Dies war auch der Beginn der
rasanten Entwicklung in den letzten zehn Jahren. Mit dem FHP-Modell konnten zuna¨chst
nur zweidimesionale Probleme simuliert werden. Um auch dreidimensionale Stro¨mungspro-
bleme untersuchen zu ko¨nnen, muten die Modelle aus Symmetriegru¨nden vierdimensional
werden. So wurde u.a. aus dem FHP-Modell das FCHC-Modell entwickelt. Beim PI-Modell
wird ein quadratisches bzw. kubisches Gitter benutzt und versucht, die zu geringe Symmetrie
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durch eine kompliziertere Impulsstruktur zu kompensieren, und in Mehrgeschwindigkeitsmo-
dellen wurden die Zustandsgleichungen gegenu¨ber dem FHP-Modell verbessert.
Anwendungen nden Gittergase bei vielen Stro¨mungsproblemen, wie beispielsweise bei der
Modellierung von Karmanschen Wirbelstraen oder Stro¨mungen durch poro¨se Medien. Es
wurden aber auch Modelle zur Simulation von mischbaren und nichtmischbaren Fluiden und
Problemen der Magnetohydrodynamik und Plasmaphysik konstruiert. Gegenu¨ber den klas-
sischen Verfahren sind Gittergase besonders leicht handbar bei Problemen mit komplizierten
Geometrien, wo sehr eektive Simulationen machbar sind.
Gittergase haben aber auch einige Schwa¨chen. So ist bei einigen der Druck explizit von der
Geschwindigkeit abha¨ngig, und alle Modelle leiden unter einem hohen Rauschniveau.
Bei den in den letzten Jahren entwickelten Gitter-Boltzmann-Modellen wurde zwar die
Diskretisierung vom Raum und Geschwindigkeit beibehalten, aber man ist auf kontinuierli-
che Besetzungszahlen u¨bergegangen. Die modernen Gitter-Boltzmann-Modelle sind von den
Schwa¨chen der Gittergase befreit. Sie sind wesentlich flexibler als Gittergase, ihre Theorie ist
einfacher zu behandeln und sie sind auch schon bei einfachen Geometrien konkurenzfa¨hig ge-
genu¨ber klassischen Verfahren. Auer zur eektiven Simulation von hydrodynamischen Pro-
blemen ko¨nnen auch Gitter-Boltzmann-Modelle fu¨r andere partielle Dierentialgleichungen
hergeleitet werden. So entwickelte beispielsweise Wolf-Gladrow (1995b) ein Modell fu¨r die
Diusionsgleichung, das sehr gute Stabilita¨tseigenschaften besitzt.
Das Hauptziel der vorliegenden Arbeit ist die Entwicklung eines Gitter-Boltzmann-Modells,
das auch auf Stro¨mungen anwendbar ist, wie sie im Ozean und der Atmospha¨re vorkom-
men. Dazu mu¨ssen in den vorhandenen Modellen zusa¨tzliche Kra¨fte beru¨cksichtigt werden.
Die bisherigen Modelle ko¨nnen ‘nur’ die ‘nackten’ Navier-Stokes-Gleichungen ohne Coriolis-
kraft und Windschubspannung numerisch lo¨sen. Das Modell soll aber auf zwei Dimensionen
beschra¨nkt bleiben. Die Ergebnisse, die mit diesem neuen Gitter-Boltzmann-Modell erzielt
werden, werden quantitativ mit analytischen Lo¨sungen der linearisierten Gleichungen und
qualitativ mit den Resultaten anderer numerischer Modelle verglichen.
In Kapitel 2 wird zuna¨chst die Methode der Gitter-Boltzmann-Modelle dargestellt. Im Ab-
schnitt 2.1 wird kurz der U¨bergang von den Gittergasen zu den Gitter-Boltzmann-Modellen
skizziert. Nach einer Einfu¨hrung in die Grundlagen werden im Abschnitt 2.3 alternative
Gleichgewichtsverteilungen vorgestellt. Um Stro¨mungen im Ozean simulieren zu ko¨nnen,
mu¨ssen zusa¨tzliche Kra¨fte in das Gitter-Boltzmann-Modell eingebaut werden. Dazu werden
im Abschnitt 2.5 zwei Verfahren entwickelt: das makroskopische und das mikroskopische
Verfahren.
Im Kapitel 3 wird das Gitter-Boltzmann-Modell auf einfache Stro¨mungsprobleme zwischen
zwei parallelen Platten angewendet. Es werden Couette- und Poiseuille-Stro¨mungen sowie
nicht-stationa¨re Stro¨mungen untersucht. Im Abschnitt 3.4 wird die Stabilita¨t von Poiseuille-
Stro¨mungen bei hohen Reynoldszahlen untersucht.
Schlielich wird in den Kapiteln 4 und 5 das in Kapitel 2 weiterentwickelte Gitter-Boltzmann-
Modell so weit ausgeru¨stet, da Stro¨mungen in einem barotropen Ozean simuliert werden
ko¨nnen. Das Modell wird in Kapitel 4 auf Tra¨gheitsbewegungen im oenen Ozean ange-
wandt. Im Kapitel 5 wird die windgetriebene Zirkulation des Ozeans simuliert. Diese wurde
im linearen Fall von Stommel (1948) und Munk (1950a) analytisch untersucht. Bryan (1963)
und Veronis (1966b) untersuchten dagegen den nichtlinearen Fall mit numerischen Metho-
den. Die Ergebnisse des Gitter-Boltzmann-Modells werden dann mit diesen analytischen und
numerischen Lo¨sungen verglichen.
Zum Abschlu folgt im Kapitel 6 eine Zusammenfassung der Ergebnisse, die mit dem wei-
terentwickelten Gitter-Boltzmann-Modell erzielt werden. Auerdem wird ein Ausblick auf
weitere mo¨gliche Anwendungen und denkbaren Weiterentwicklungen des Modells gegeben.
Kapitel 2
Gitter-Boltzmann-Modelle
2.1 Von Gittergasen zu Gitter-Boltzmann-Modellen
Die modernen Gitter-Boltzmann-Modelle wurden aus den Gittergas-Methoden (siehe Wolf-
ram (1986), Frisch et al. (1987) und Benzi et al. (1992)) entwickelt, um deren Schwa¨chen
zu u¨berwinden. So leiden Gittergase unter Rauschen (vor allem bei kleinen Reynoldszahlen,
Dahlburg et al. (1987)), Verletzung der Galilei-Invarianz, einem explizit geschwindigkeits-
abha¨ngigem Druck und speziell das HPP-Gittergas auch noch an anisotroper Advektion.
Ausgehend von den bekannten Gittergasen FHP und FCHC versuchte man zuna¨chst, da
sto¨rende Rauschen zu unterbinden. Dazu wurden die Gitterpunkte gleich mit kontinuierli-
chen Besetzungszahlen belegt, anstatt diese durch Mittelwertbildung zu berechnen. Diese
ersten Gitter-Boltzmann-Modelle besaen zwar das Rauschen nicht mehr, behielten aber die
anderen Probleme, so da sie heute nur noch historisch interessant sind.
Der na¨chste wichtige Schritt war der U¨bergang von Fermi-Dirac- auf Boltzmann-Vertei-
lungen, wodurch die Galilei-Invarianz nicht mehr verletzt wurde. Dann konnte Koelman
(1991) zeigen, da bei Mehrgeschwindigkeitsmodellen mit Boltzmann-Verteilungen und meh-
reren Geschwindigkeitsbetra¨gen auf Gittern mit ausreichender Symmetrie alle oben erwa¨hn-
ten Probleme nicht mehr auftreten. Damit war ein entscheidender Schritt in der Entwick-
lung der Gitter-Boltzmann-Modelle getan. Allerdings konnte die Viskosita¨t noch nicht be-
liebig eingestellt werden. Deshalb wurde aus Koelman’s Modell das moderne BGK-Gitter-
Boltzmann-Modell (Bhatnagar, Gross and Krook, 1954) entwickelt (Qian et al., 1992). Da-
bei wurde der Stoterm so vera¨ndert, da nahezu beliebige Viskosita¨tskoezienten einstell-
bar sind. Damit sind auch Simulationen von Problemen mit hohen Reynoldszahlen mo¨glich,
was wohl den entscheidenden Durchbruch in der Entwicklung der Gitter-Boltzmann-Modelle
darstellt. So haben Martinez et al. (1994) zerfallende Turbulenz in zwei Dimesionen simu-
liert und dabei einen Vergleich mit spektralen Methoden durchgefu¨hrt. Es zeigte sich, da
die Gitter-Boltzmann-Modelle bezu¨glich der Rechenzeit gegenu¨ber den spektralen Metho-
den konkurenzfa¨hig sind.
Die Simulationen in dieser Arbeit werden mit einem weiterentwickelten BGK-Gitter-
Boltzmann-Modell fu¨r zwei Dimensionen gerechnet. Dieses Modell wird nun in den folgenden
Abschnitten vorgestelllt.
2.2 Das BGK-Gitter-Boltzmann-Modell
In diesem Kapitel sowie in der gesamten Arbeit wird ein rechts-ha¨ndiges Koordinatensystem
in zwei Dimensionen benutzt, wobei die positive x-Achse in o¨stlicher und die positive y-Achse
in no¨rdlicher Richtung zeigt. Der Koordinatenursprung soll in der unteren linken Ecke des
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jeweils zu betrachtenden Gebietes liegen. Der Geschwindigkeitsvektor wird mit u = (u; v)
und der Ortsvektor mit x = (x; y) bezeichnet.
2.2.1 Gitter und zentrale Gro¨en
Das BGK-Gitter-Boltzmann-Modell wurde aus dem Modell von Koelman (1991) entwickelt.
Die zentralen Gro¨en beim Gitter-Boltzmann-Modell von Koelman sind die Einteilchen-
verteilungsfunktionen Fi(x; t). Die Dichte  und die Impulsdichte j = (jx; jy) werden als








Dabei sind die ci = (cx;i; cy;i) die Verbindungsvektoren zu den benachbarten Gitterpunkten
und werden Gittergeschwindigkeiten genannt. Bei Koelman waren diese in 2D von der Form
cK0 = (0; 0)
cK1;2;3;4 = (a;b)
cK5;7 = (0;2b)
cK6;8 = (2a; 0): (2.2)
Es gibt also 9 verschiedene Gittergeschwindigkeiten. Fu¨r die Gitterkonstanten a und b gilt
die Bedingung a
2
3  b2  3a2, damit die globalen Gleichgewichtsverteilungen Wi, die weiter
unten eingefu¨hrt werden, immer positiv sind (siehe Koelman, 1991). Wa¨hlt man fu¨r a = b =
1p
2
und dreht das Gitter um 45, erha¨lt man ein quadratisches Gitter (siehe Abbildung 2.1)
mit folgenden Geschwindigkeiten ci:
c0 = (0; 0)
c1;2;3;4 = (1;1)
c5;7 = (0;1)
c6;8 = (1; 0): (2.3)
In der vorliegenden Arbeit wird dieses Gitter benutzt, da es sich fu¨r die numerische Um-




























Abbildung 2.1: Das quadratische 2D Koelman-Gitter mit 9 Gittergeschwindigkeiten.
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dreieckiges Gitter (wie beim FHP-Gittergas) bei der Simulation von ‘Cavity-Flows’ mit
BGK-Modellen miteinander verglichen und die besseren Umsetzungsmo¨glichkeiten des qua-
dratischen Gitters besta¨tigt. So konnten sie bei gleicher Gitterausdehnung und maximaler
Geschwindigkeit ho¨here Reynolds-Zahlen im Vergleich zum FHP-Gitter erreichen. Dies be-
deutet, da das Modell kleinere Viskosita¨ten vertra¨gt.
Die Verteilungsfunktionen Fi ko¨nnen in Gleichgewichtsna¨he { also fu¨r kleine Machzahlen
{ als Summen globaler Gleichgewichtsverteilungen Wi und kleinen Sto¨rungen si formuliert
werden
Fi(x; t) = Wi + si(x; t); (2.4)
wobei die j si(x; t) j Wi sind. Die globalen Gleichgewichtsverteilungen Wi sind fu¨r ver-
schwindende Geschwindigkeiten deniert und du¨rfen nicht negativ werden, damit die Dichte














(D Dimension, 0 Massendichte, m Teilchenmasse, v Teilchengeschwindigkeit, kB Boltz-










dvwB(v)vvvγ = 0 (2.7)























(γ + γ + γ) (2.11)
gilt. Aus diesen Bedingungen fu¨r die geraden Momente erha¨lt man 6 Gleichungen, um die Wi
zu bestimmen. Aus Symmetriegru¨nden sind aber die Wi fu¨r gleiche Geschwindigkeitsbetra¨ge
c2i identisch, so da W1 = W2 = W3 = W4 und W5 = W6 = W7 = W8 ist. Deshalb ver-
schwinden auch die ungeraden Momente u¨ber die Wi, und die geraden Momente reduzieren
sich auf vier linear unabha¨ngige Gleichungen:
W0 + 4W1 + 4W5 = 0 (2.12)
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2.2.2 Zeitliche Entwicklung im Modell
Bei der zeitlichen Entwicklung treten im Gegensatz zu den Gittergasen, wo Storegeln for-
muliert wurden, keine expliziten Sto¨e mehr auf. Bei Koelman (1991) bestand sie urspru¨ng-
lich aus abrupten U¨berga¨ngen ins lokale Gleichgewicht und anschlieender Propagation und
wurde durch die kinetische Gleichung
Fi(x + ci; t+ 1) = F
eq
i (x; t) (2.17)
beschrieben. Das Modell lie allerdings nicht die Einstellung beliebiger Viskosita¨ten zu.
Dies wurde erst in modernen Gitter-Boltzmann-Modellen, wie dem BGK-Gitter-Boltzmann-
Modell, mo¨glich, wo eine modizierte kinetische Gleichung verwendet wird. Die kinetische
Gleichung lautet nun
Fi(x + ci; t+ 1) = (1− !)Fi(x; t) + !F eqi (x; t): (2.18)
Der Parameter ! dient zur Einstellung der Viskosita¨t, worauf spa¨ter noch na¨her eingegangen
wird. Die F eqi (x; t) sind die sogenannten lokalen Gleichgewichtsverteilungen. Sie sind von der
lokalen Massen- und Impulsdichte (x; t) und j(x; t) abha¨ngig. Ihre Berechnung erfolgt mit
Hilfe des Entropieprinzips, wobei die Erhaltung von Masse und Impuls beachtet wird. Dazu
denierte Koelman eine Entropiedichte




F eqi (x; t) ln
F eqi (x; t)
Wi
: (2.19)
Die F eqi werden aus der Maximierung dieser Entropie unter den Nebenbedingungen (2.1)
bestimmt (siehe Wolf-Gladrow, 1995a). Fu¨r sie gilt dann bis zur zweiten Ordnung in kleinen
Gro¨en die Formel













(ci  j)2 − j2

: (2.20)
Dabei ist 0 das globale Mittel der Dichte. Koelman benutzte im Vorfaktor des dritten
Terms 0 statt . Diese Na¨herung ist fu¨r kleine Machzahlen { also nahezu inkompressible
Stro¨mungen { zula¨ssig.
Die F eqi sind nicht in jedem Fall positiv, obwohl die Wi > 0 sind, da sie letztendlich Na¨he-
rungslo¨sungen darstellen. Sie mu¨ssen aber positiv sein, damit keine negativen Dichten auf-
grund der Gleichung (2.1) auftreten ko¨nnen! Unter Vernachla¨ssigung von Dichtevariationen
sind sie fu¨r Machzahlen Ma  1 immer nicht negativ (siehe Wolf-Gladrow, 1995a). Die
Modellgeschwindigkeiten sollten also unterhalb der Schallgeschwindigkeit cs bleiben. Eine
kritische Gro¨e liegt schon bei ckrit = 0:3 − 0:4 cs ’ 0:17, weil oberhalb davon versta¨rkt
Schallwellen angeregt werden (Schlichting, 1982).
Aus den mikroskopischen Verteilungsfunktionen Fi ko¨nnen mit einer Mehrskalenanalyse
(Chapman-Enskog-Entwicklung) im Makroskopischen Navier-Stokes-Gleichungen mit einem
Druck p, einer kinematischen Scherviskosita¨t  und einem Advektionsterm ohne Verletzung
der Galilei-Invarianz hergeleitet werden:
@u
@t
+ (ur)u + rp
0
−  (r2u +r(ru) = 0; (2.21)
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Abbildung 2.2: Der Viskosita¨tskoezient  des BGK-Gitter-Boltzmann-Modells kann u¨ber
den Parameter ! eingestellt werden. In der Abbildung wird  gegen 1! dargestellt.
wobei hier im inkompressiblen Bereich (r  u = 0) der letzte Term verschwindet. Der Druck




− p0 = 13− p0; (2.22)




























Er ha¨ngt also vom Parameter ! der kinetischen Gleichung (2.18) ab und ist so u¨ber ihn
nahezu beliebig einstellbar. Positive Viskosita¨tskoezienten erha¨lt man fu¨r 0 < ! < 2 (siehe
Abb. 2.2). In Analogie zum SOR-Verfahren (successive over-relaxation, siehe z.B. Wolf-
Gladrow, 1994) bei der iterativen Lo¨sung linearer Gleichungssysteme wird dieses Modell auch
als SOR-Gitter-Boltzmann-Modell bezeichnet. Eine vollsta¨ndige Mehrskalenanalyse steht
z.B. in der Habilitationsschrift von Wolf-Gladrow (1995a).
Mit der Beziehung aus Gleichung (2.24) ko¨nnen nun beliebige Reynoldszahlen Re im Modell






2− ! ; (2.25)
mit Uc als charakteristischer Geschwindigkeit und Lc als charakteristischer La¨nge.
1Bei inkompressiblen Flu¨ssigkeiten ist der Druck p in der Eulerschen Gleichung bis auf eine Konstante
p0 bestimmt. Er stellt dann die Reaktion gegen die Inkompressibilita¨tsbedingung dar (siehe A. Sommerfeld,
Vorlesungen u¨ber theoretische Physik, Band 2, 1970, S. 79f.).
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2.2.3 Der Algorithmus des Gitter-Boltzmann-Modells
Zusammengefat besteht der gesamte Algorithmus des Gitter-Boltzmann-Modells demnach
aus 4 Schritten:
1. Setze Anfangsverteilungen fu¨r (x; 0) und j(x; 0) auf das Gitter.
2. Berechne die Gleichgewichtsverteilungen F eqi nach Gleichung (2.20).
3. Berechne die neuen Nichtgleichgewichtsverteilungen Fi mittels der kinetischen Glei-
chung (2.18).
4. Berechne die Verteilungen fu¨r  und j zum neuen Zeitpunkt t+1 nach Gleichung (2.1)
und gehe zuru¨ck zu Schritt 2.
2.3 Alternative Gleichgewichtsverteilungen
Die Gleichgewichtsverteilungen F eqi ko¨nnen noch auf einem anderen Weg als aus der Ma-
ximierung beim Entropie-Prinzip hergeleitet werden (siehe Martinez et al. (1994), Wolf-
Gladrow (1995a)). Dabei macht man fu¨r die F eqi einen Ansatz bis zu quadratischen Termen
in der Geschwindigkeit u und in ci u, da diese zum Advektionsterm fu¨hren. Dies ist aus der
Theorie der Gittergase und des Koelman-Modells (1991) bekannt. Aus Symmetriegru¨nden
sollen die freien Parameter des Ansatzes nur von der Dichte und vom Betrag, aber nicht von
der Richtung der Gittergeschwindigkeiten ci, abha¨ngen. Weiter wird natu¨rlich gefordert, da
sich im Makroskopischen mittels einer Mehrskalenanalyse die gewu¨nschten Navier-Stokes-
Gleichungen ergeben. Entsprechend den drei Betra¨gen 0, 1 und
p
2 der Gittergeschwindig-
keiten ci (Gl. 2.3) wird fu¨r die Gleichgewichts-Verteilungsfunktionen F
eq
i folgender Ansatz
mit zehn freien Parametern (A0, D0, . . . ,D2) gemacht:
F eq0 = A0 +D0u
2
F eqi = A1 + B1ciu +C1(ciu)
2 +D1u2 fu¨r i = 1; 2; 3; 4 (2.26)
F eqi = A2 + B2ciu +C2(ciu)
2 +D2u2 fu¨r i = 5; 6; 7; 8 :
Dieser Ansatz wird von einer ganzen Schar von Verteilungsfunktionen F eqi erfu¨llt. Daraus
ergibt sich nun auch die Mo¨glichkeit, die Schallgeschwindigkeit cs im Modell explizit ein-
zustellen. Die Gleichgewichtsverteilungen sind also nicht eindeutig bestimmt. Diese Nicht-
Eindeutigkeit ist aber unproblematisch, da die Verteilungsfunktionen der ku¨nstlichen Mi-
krowelt nicht direkt von Interesse sind. Koelman’s F eqi aus Gleichung (2.20) mit der Schall-

































fu¨r i = 5; 6; 7; 8 :
2.3.1 Gleichgewichtsverteilungen fu¨r inkompressible stationa¨re
Modelle
Ausgehend von diesen Verteilungsfunktionen fu¨r das Gleichgewicht entwickelten Zou et al.
(1995a,b) modizierte Gleichgewichtsverteilungen ~F eqi . Die Motivation bestand darin, ein
BGK-Gitter-Boltzmann-Modell fu¨r inkompressible stationa¨re Stro¨mungen mit einem
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deutlich verringerten Kompressibilita¨tsfehler zu entwickeln. Bei Gitter-Boltzmann-Modellen
treten zwei verschiedene Fehler auf. Sie werden durch die endliche Gro¨e des Gitterab-
standes und durch Eekte aufgrund von Kompressibilita¨t verursacht. Mit abnehmendem
Gitterabstand wird auch der Fehler durch den Gitterabstand kleiner, aber der Fehler durch
Kompressibilita¨t gewinnt an Bedeutung. Um den Fehler weiter zu verringern, mu¨ssen die
Geschwindigkeiten im Modell oder der Gitterabstand weiter reduziert werden. Letzteres ist
aber wegen begrenzter Rechnerkapazita¨ten nur eingeschra¨nkt mo¨glich. Wird die Geschwin-
digkeit bei festem Gitterabstand gesenkt, mu auch die Viskosita¨t verkleinert werden, wenn
eine vorgegebene Reynoldszahl erreicht werden soll. Die Viskosita¨t ist aber auch nicht belie-
big reduzierbar, weil bei Gitter-Boltzmann-Modellen mit sehr kleinen Viskosita¨ten numeri-
sche Instabilita¨ten auftreten ko¨nnen. Dies ha¨ngt aber auch von der Gro¨e des Gitters, den
Randbedingungen und vom modellierten Problem selbst ab. Daraus folgt aber, da sich der
Kompressibilita¨tsfehler nicht vollsta¨ndig vermeiden la¨t. Er liegt in der Gro¨enordnung von
O(M2), wobei M die Machzahl ist (Zou et al., 1995b).
Werden die Gleichgewichtsverteilungen (2.27) verwendet, liefert { wie schon erwa¨hnt { ei-
ne Mehrskalenanalyse im Makroskopischen die Kontinuita¨ts- und die Impulsgleichung, und
damit die Navier-Stokes-Gleichung. Fu¨r den Fall einer stationa¨ren Stro¨mung lautet die Kon-
tinuita¨tsgleichung, die ein Gitter-Boltzmann-Modell mit den Verteilungen (2.27) liefert,
r(u) = ru + ur = 0 +O(2): (2.28)
Dabei ist O(2) der Fehler aufgrund des endlichen Gitterabstandes . Fu¨r die exakte inkom-
pressible stationa¨re Navier-Stokes-Gleichung gilt aber ru = 0. Der Term ur aus Gleichung
(2.28) stellt damit gerade den Kompressibilita¨tsfehler des Gitter-Boltzmann-Modells dar.






























fu¨r i = 5; 6; 7; 8 :




~Fi(x; t); u(x; t) =
X
i
ci ~Fi(x; t): (2.30)
modiziert. Man beachte, da jetzt die Geschwindigkeit u statt des Impulses j aus der Sum-
mation u¨ber die Produkte der Gittergeschwindigkeiten mit den Verteilungsfunktionen folgt!
Mit den Verteilungen (2.29) liefert die Mehrskalenanalyse die makroskopische Kontinuita¨ts-
gleichung
ru = 0 + O(2); (2.31)
die nun bis auf den Gitterfehler O(2) mit der exakten inkompressiblen Navier-Stokes-
Gleichung u¨bereinstimmt. Der Kompressibilta¨tsfehler tritt nicht mehr auf.
Es sei noch darauf hingewiesen, da die neuen Verteilungsfunktionen ~F eqi nur fu¨r stationa¨re
Stro¨mungen gu¨ltig sind. Bei nicht-stationa¨ren Stro¨mungen mu auch noch die Abha¨ngigkeit
der Dichte  von der Zeit beru¨cksichtigt werden.
Im U¨brigen nehmen die Rechenzeiten auf einer CRAY J90 bei Verwendung der neuen ~F eqi
um etwa 10 - 15 % ab. In dieser Arbeit werden die ~F eqi aber nur bei den Simulationen in
Kapitel 5 benutzt (worauf aber speziell hingewiesen wird), da die Artikel von Zou et al.
(1995a,b) erst wa¨hrend der Anfertigung dieser Arbeit erschienen. Ansonsten werden immer
die alten Gleichgewichtsverteilungen F eqi verwendet.
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2.3.2 Das Gitter-Boltzmann-Modell ohne nichtlinearen Term
Bei der Behandlung von hydrodynamischen Problemen und Stro¨mungen im Ozean und in
der Atmospha¨re wird manchmal der nichtlineare Term (ur)u der Navier-Stokes-Gleichung
vernachla¨ssigt. Analytische Lo¨sungen lassen sich oft nur fu¨r solche linearisierten Probleme
nden. Da bekannt ist, da in Gitter-Boltzmann-Modellen quadratische Terme in u und
ci  u zum nichtlinearen Term fu¨hren, kann dieser wie folgt eleminiert werden:
Im Ansatz (2.26) fu¨r die Gleichgewichts-Verteilungsfunktionen F eqi werden die Parameter













 (1 + 3ciu) fu¨r i = 5; 6; 7; 8;












(+ 3ciu) fu¨r i = 5; 6; 7; 8 :
Eine Mehrskalenanalyse liefert schlielich die makroskopische Navier-Stokes-Gleichung ohne
den advektiven Term (ur)u (siehe Higuera, 1990).
2.4 Randbedingungen
Die Initialisierung eines Modells und die Wahl der richtigen Randbedingungen sind ein
wesentlicher Teil bei der numerischen Modellierung von physikalischen Problemen. Ein sehr
wichtiger Punkt bezu¨glich der Ra¨nder ist die Erhaltung von Impuls und Masse. Es darf
zu keinem unerwu¨nschten Flu von Masse und Impuls u¨ber feste Ra¨nder kommen. Daher
werden hier einige prinzipielle Bemerkungen zu den Randbedingungen des BGK-Gitter-
Boltzmann-Modells dieser Arbeit ausgefu¨hrt.
Das quadratische Modellgitter habe immer L+ 1 Punkte in x-Richtung und H + 1 Punkte
in y-Richtung, wodurch ein Gebiet mit (L + 1) (H + 1) Gitterpunkten aufgespannt wird,
da L GE lang und H GE breit ist (GE = Gittereinheit).
Die Anfangsverteilung der Dichte wird bei allen Simulationen dieser Arbeit auf (x; t = 0) =
1 gesetzt. Dann gilt im nahezu inkompressiblen Bereich (x; t) = 01(x; t) mit j1j  0.
Daraus folgt fu¨r die Impulsdichte j(x; t) = (x; t)u(x; t) ’ u(x; t).
Nun zur korrekten Umsetzung von Randbedingungen. Bei einem Gitter-Boltzmann-Modell
mu¨ssen zu jedem neuen Zeitschritt t+ 1 neue Nichtgleichgewichtsverteilungen Fi berechnet
werden, die dann gema¨ der kinetischen Gleichung (2.18) vom Gitterpunkt (x−cx;i; y−cy;i)
zum Punkt (x; y) propagieren. Die Verteilungsfunktionen Fi am Punkt (x; y) werden also
durch die Beziehung
Fi(x− cx;i; y− cy;i) −! Fi(x; y) (2.34)
von den Nachbarpunkten zum Punkt (x; y) propagieren. Aus diesen Verteilungsfunktionen
Fi(x; y; t + 1) werden mittels Gleichung (2.1) die neuen Werte der Dichte (x; y; t + 1)
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und der Impulsdichte j(x; y; t + 1) berechnet. Auf den Randpunkten sind nicht alle
Nichtgleichgewichts-Verteilungsfunktionen Fi bekannt, da einige Punkte (x− cx;i; y − cy;i),
von denen aus Propagation stattnden sollte, auerhalb des Gebietes liegen. Zum einen
propagieren einige Verteilungsfunktionen vom Rand aus dem betrachteten Gebiet heraus,
wa¨hrend andere von virtuellen Gitterpunkten auerhalb des Gebiets auf die Randpunkte
propagieren. Da letztere Fi unbekannt sind, aber zur Berechnung von Dichte und Impuls
auf dem Rand gebraucht werden, mu¨ssen sie unter Beru¨cksichtigung der Art der Randbedin-
gung gesondert bestimmt werden. Auf den jeweiligen Ra¨ndern und Ecken eines rechteckigen
Gebietes sind folgende Verteilungsfunktionen Fi unbekannt (vergleiche Abb. 2.3):
1. Ra¨nder:
 Unterer Rand −! y = 0 : F1; F2; F5:
 Oberer Rand −! y = H : F3; F4; F7:
 Linker Rand −! x = 0 : F2; F3; F6:
 Rechter Rand −! x = L : F1; F4; F8:
2. Ecken:
 Ecke unten-links −! x = 0; y = 0 : F1; F2; F3; F5; F6:
 Ecke unten-rechts −! x = L; y = 0 : F1; F2; F4; F5; F8:
 Ecke oben-links −! x = 0; y = H : F2; F3; F4; F6; F7:


















Abbildung 2.3: Propagation der Verteilungsfunktionen Fi zum Punkt (x; y).
Wie sehen jetzt aber diese Verteilungsfunktionen genau aus, damit Impuls und Dichte auf
dem Rand berechnenet werden ko¨nnen? Das ha¨ngt { wie schon erwa¨hnt { von der Art
der gewa¨hlten Randbedingungen ab. In dieser Arbeit werden periodische, Gleit-(‘Slip’-) und
Haft-(‘No-slip’-)Bedingungen benutzt. Bei periodischen Randbedingungen fliet das, was auf
einer Seite des Gebietes herausfliet, auf der gegenu¨berliegenden wieder herein. Wenn auf
dem gesamten Rand periodische Randbedingungen gelten, betrachtet man eine unendlich
ausgedehnte Ebene. Bei Slip-Bedingungen verschwinden die Normalkomponente und die
Normalableitung der Geschwindigkeit auf dem Rand (un = 0; @u@n = 0), und bei No-slip-
Bedingungen ist die gesamte Geschwindigkeit auf dem Rand gleich null (u = 0). Die auf
dem Rand unbekannten Nichtgleichgewichts-Verteilungsfunktionen Fi werden daher gerade
so bestimmt, da die Denitionen (2.1) von Dichte  und Impulsdichte j diese Bedingungen
erfu¨llen. Wie das fu¨r die drei angesprochenen Randbedingungen formal aussieht, soll nun
erla¨utert werden:
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a) Periodische Randbedingungen
Bei periodischen Randbedingungen ist die Propagation auf dem gesamten Rand identisch
mit der fu¨r einen inneren Gitterpunkt nach Abb. (2.3) bzw. der Beziehung (2.34). Allerdings
gilt fu¨r die folgenden Nichtgleichgewichts-Verteilungsfunktionen Fi:
F2;3;6(x = −1; y) = F2;3;6(x = L; y);
F1;4;8(x = L+ 1; y) = F1;4;8(x = 0; y);
F1;2;5(x; y = −1) = F1;2;5(x; y = H); (2.35)
F3;4;7(x; y = H + 1) = F3;4;7(x; y = 0):
b) No-slip-Bedingungen
Bei No-slip-Bedingungen verschwindet die Geschwindigkeit (u = v = 0) und damit auch der















= F1 + F2 − F3 − F4 + F5 − F7 = 0:
Das sind 2 Gleichungen fu¨r 3 Unbekannte. Wie werden nun daraus die unbekannten Fi be-
rechnet? Nimmt man beispielsweise einen Gitterpunkt auf dem unteren Rand (y = 0), dann
sind F1, F2 und F5 nicht bekannt und mu¨ssen bestimmt werden:
Die Verteilungsfunktionen Fi setzen sich aus einen Gleichgewichtsanteil F
eq
i und einem
Nichtgleichgewichtsanteil F neqi = Fi − F eqi zusammen. Betrachten wir zuna¨chst die bei-
den Verteilungsfunktionen F5 und F7, die fu¨r y = 0 in Richtung der Normalen des Randes
liegen. Die Nichtgleichgewichtsanteile von F5 und F7 seien nun gleich, so da
F5 − F eq5 = F7 − F eq7 (2.37)
gilt. Diese Annahme wird in der Literatur als \bounce-back"-Regel bezeichnet (siehe z.B.
Zou und He, 1995a). Mit Gleichung (2.36) stehen nun drei Gleichungen zur Berechnung der
drei Unbekannten zur Verfu¨gung. Zusammen mit den Gleichungen (2.27) folgt daraus fu¨r
F5:
F5 = F7 − 23v = F7: (2.38)
Addiert man unter Beru¨cksichtigung von Gleichung (2.38) die beiden Gleichungen aus (2.36),
ergibt sich fu¨r F2:
F2 = F4 − 12(F6 − F8): (2.39)
Dieses Ergebnis in die untere Gleichung von (2.36) eingesetzt, fu¨hrt zu
F1 = F3 − 12(F6 − F8): (2.40)
Damit sind alle drei unbekannten Nichtgleichgweichts-Verteilungsfunktionen bestimmt.
Bei der Programmierung des Modells in dieser Arbeit wird die \bounce-back"-Regel auch fu¨r
die beiden Fi tangential zum Rand gesetzt (was nicht unbedingt notwendig ist). Im obigen
Beispiel gilt dann fu¨r die Gleichgewichtsanteile von F6 und F8
F eq6 − F eq8 =
2
3
u = 0: (2.41)
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x = 0 x = L 0 < x < L 0 < x < L x = 0 x = 0 x = L x = L
0 < y < H 0 < y < H y = 0 y = H y = 0 y = H y = 0 y = H
F0 F0 F0 F0 F0 F0 F0 F0 F0
F1 F1 F3 F3 F1 F4 F1 F3 F2
F2 F4 F2 F4 F2 F4 F1 F3 F2
F3 F1 F3 F3 F1 F4 F1 F3 F2
F4 F4 F2 F4 F2 F4 F1 F3 F2
F5
1
2 (F5 + F7)
1
2(F5 + F7) F7 F5 F7 F5 F7 F5
F6 F8 F6
1
2 (F6 + F8)
1




(F5 + F7) 12(F5 + F7) F7 F5 F7 F5 F7 F5
F8 F8 F6
1
2 (F6 + F8)
1
2 (F6 + F8) F8 F8 F6 F6
Tabelle 2.1: No-slip-Bedingungen: Nichtgleichgewichts-Verteilungsfunktionen Fi fu¨r den
gesamten Rand. In der ersten Spalte stehen die 9 vorkommenden Fi und in den anderen
Spalten die Werte, die sie auf den Rand- und Eckpunkten annehmen. In der obersten Zeile
stehen die x- und y-Koordinaten der Rand- und Eckpunkte.
Daraus folgt dann F1 = F3, F2 = F4 und F5 = F7. Aus Symmetriegru¨nden wird nun noch
F6 = F8 =
1
2
(F6 + F8) (2.42)
gesetzt.
Die auf den u¨brigen Randstu¨cken unbekannten Fi ko¨nnen nach demselben Schema berech-
net werden. In Tabelle 2.1 werden die Nichtgleichgewichts-Verteilungsfunktionen Fi fu¨r den
gesamten Rand mit No-slip-Bedingungen dargestellt.
c) Slip-Bedingungen
Bei Slip-Bedingungen ist die Normalkomponente der Geschwindigkeit und ihre Normalablei-
tung gleich Null (un = 0; @u@n = 0). Wa¨hlen wir als Beispiel wieder einen Gitterpunkt auf
dem unteren Rand (y = 0), um zu zeigen, wie die unbekannten Fi bestimmt werden ko¨nnen.
Es werden also wieder F1, F2 und F5 gesucht:
Nach Gleichung (2.1) gilt
jx(x; y = 0) = −F1 + F2 + F3 − F4 + F6 − F8 = u
jy(x; y = 0) = F1 + F2 − F3 − F4 + F5 − F7 = 0: (2.43)
Dies sind wieder zwei Gleichungen fu¨r drei Unbekannte. Als Zusatzannahme wird hier fu¨r
die Verteilungsfunktionen F5 und F7 die \bounce-back"-Regel (2.37) genauso angewandt
wie bei No-slip-Bedingungen. Also ist nach Gleichung (2.38) F5 = F7. Damit folgt aus der
zweiten Gleichung von (2.43)
F1 = −F2 + F3 + F4: (2.44)
Mit dieser Beziehung folgt aus der ersten Gleichung von (2.43)









F eq2 = F
eq
3 . Auerdem la¨t sich nachrechnen, da in diesem Fall auch
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x = 0 x = L 0 < x < L 0 < x < L x = 0 x = 0 x = L x = L
0 < y < H 0 < y < H y = 0 y = H y = 0 y = H y = 0 y = H
F0 F0 F0 F0 F0 F0 F0 F0 F0
F1 F1 F2 F4 F1 F4 F1 F3 F2
F2 F1 F2 F3 F2 F4 F1 F3 F2
F3 F4 F3 F3 F2 F4 F1 F3 F2
F4 F4 F3 F4 F1 F4 F1 F3 F2
F5 F5 F5 F7 F5 F7 F5 F7 F5
F6 F8 F6 F6 F6 F8 F8 F6 F6
F7 F7 F7 F7 F5 F7 F5 F7 F5
F8 F8 F6 F8 F8 F8 F8 F6 F6
Tabelle 2.2: Slip-Bedingungen: Nichtgleichgewichts-Verteilungsfunktionen Fi fu¨r den ge-
samten Rand. In der ersten Spalte stehen die 9 vorkommenden Fi und in den anderen Spalten
die Werte, die sie auf den Rand- und Eckpunkten annehmen. In der obersten Zeile stehen
die x- und y-Koordinaten der Rand- und Eckpunkte.
ist. Der Gleichgewichtsanteil von Gleichung (2.45) ist also gerade gleich dem Gleichgewichts-
anteil von F3. Der Nichtgleichgewichtsanteil F
neq
3 ist noch nicht bekannt. Aufgrund der
\bounce-back"-Regel kann aber angenommen werden, da auch die Nichtgleichgewichtsan-






(F neq6 − F neq8 )| {z }
:=Fneq3
+F eq3 = F3: (2.47)
Nach Gleichung (2.44) ist dann F1 = F4.
Die unbekannten Fi des restlichen Randes ko¨nnen auch hier wieder nach demselben Schema
berechnet werden und sind in Tabelle 2.2 aufgelistet.
Welche Randbedingungen bei den jeweiligen Simulationen benutzt werden, wird in den ein-
zelnen Kapiteln und Abschnitten angegeben.
2.5 Einbau von Kra¨ften
Mit dem Gitter-Boltzmann-Modell, wie es bis zu diesem Punkt eingefu¨hrt wurde, lassen sich




+ (ur)u− r2u + 1

rp = 0 (2.48)
beschrieben werden. Fu¨r die Simulation fast aller Probleme, die in der vorliegenden Ar-
beit untersucht werden, mu die Gleichung (2.48) modiziert werden. Um zum Beispiel
Stro¨mungen im Ozean und in der Atmospha¨re simulieren zu ko¨nnen, mu u.a. die Coriolis-
kraft mitberu¨cksichtigt werden. Auerdem mu¨ssen subskalige Prozesse, welche die auf dem
jeweiligen Gitter betrachteten Stro¨mungen beeinflussen, parametrisiert werden. Die Navier-
Stokes-Gleichung (2.48) bekommt dadurch zusa¨tzliche Kraftterme. Im Folgendem wird nun
prinzipiell dargestellt, wie weitere beliebige orts- und zeitabha¨ngigen Kra¨fte K(x; t) in das
bisher vorhandene Gitter-Boltzmann-Modell eingebaut werden ko¨nnen. Dazu werden zwei
mo¨gliche Verfahren entwickelt und angewandt: das makroskopische und das mikroskopische
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Verfahren. Der explizite Einbau der einzelnen Kra¨fte, die bei den Simulationen der ver-
schiedenen Problemen mit diesem Modell vorkommen, wird in den jeweilgen Unterkapiteln
dargestellt, in denen sie auftreten.
2.5.1 Das makroskopische Verfahren
Beim makroskopischen Verfahren werden zu jedem Zeitschritt erst die neuen (x; t) und
j(x; t) nach Gleichung (2.1) berechnet. Dabei gehen in Gleichung (2.1) die propagierten
Nichtgleichgewichts-Verteilungsfunktionen Fi ein, die sich aus der kinetischen Gleichung
(2.18) ergeben. Die aktuelle Impulsdichte j(x; t) wird dann gema¨ der zusa¨tzlich wirkenden
Kraft K(x; t) korrigiert. Die formale Berechnung dieser korrigierten Impulsdichte jK wird
durch folgende Gleichung beschrieben:




Der etwas ‘magisch’ erscheinende Faktor 1! liegt in der kinetischen Gleichung (2.18) be-
gru¨ndet. Dies beweist die folgende Rechnung:
Zum Zeitpunkt t sei die Impulsdichte jK(x; t) aus Gleichung (2.49) gegeben. Fu¨r die Im-
pulsdichte j(x + ci; t+ 1) zur Zeit t+ 1 gilt (Gl. 2.1)
j(x + ci; t+ 1) =
X
i
ciFi(x + ci; t+ 1): (2.50)
Mit der kinetischen Gleichung (2.18) folgt daraus
j(x + ci; t+ 1) =
X
i
ci [(1− !)Fi(x; t) + !F eqi (x; t)] : (2.51)
Die Gleichgewichts-Verteilungsfunktionen F eqi sind Funktionen von Dichte und Impulsdichte
(siehe Gl. 2.20, 2.27, 2.29). Daher ist




(x; t); jK(x; t)

= F eqi (; j
K)
= F eqi (; j) +K
eq
i (; j;K) (2.52)
mit
Keqi (; j;K) := F
eq
i (; j
K)− F eqi (; j): (2.53)
Mit der Beziehung (2.52) folgt aus Gleichung (2.51)
j(x + ci; t+ 1) = (1− !)
X
i


















(x; t); jK(x; t)

= jK(x; t); (2.55)








i ((x; t); j(x; t);K(x; t)) = K(x; t) (2.56)
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folgt. Einsetzen der zweiten Gleichung in (2.54) fu¨hrt dann auf
j(x + ci; t+ 1) = (1− !)
X
i





i (; j) + K(x; t): (2.57)
Auf die zur Zeit t+1 aktuelle Impulsdichte j(x+ ci; t+1) hat also gerade die Kraft K(x; t)
gewirkt.
Der momentane Zustand des Systems wird also durch (x + ci; t + 1) (Gl. 2.1) und j(x +
ci; t+ 1) und nicht durch jK(x + ci; t+ 1) beschrieben2 .
2.5.2 Das mikroskopische Verfahren
Das mikroskopische Verfahren hat im Gegensatz zum makroskopischen einen historischen
Bezug. So war es bei den Gittergas-Methoden nur u¨blich, weitere Kra¨fte einzubauen, indem
man die (mikrodynamischen) Storegeln entsprechend modizierte (Frisch et al., 1987), da
die Berechnung der makroskopischen Gro¨en und die dadurch no¨tige Reinitialisierung zu
aufwendig war. In Gitter-Boltzmann-Modellen mu¨ssen beim mikroskopischen Kra¨fteeinbau
zu jedem Zeitschritt t+1 die Nichtgleichgewichts-Verteilungsfunktionen Fi(x+ci; t+1) aus
der kinetischen Gleichung (2.18) korrigiert werden. Allerdings bevor aus ihnen mit Gleichung
(2.1) die neue Dichte (x + ci; t + 1) und die neue Impulsdichte j(x + ci; t + 1) berechnet
wird.
Sei nun K(x; t) wieder eine orts- und zeitabha¨ngige Kraft. Die Nichtgleichgewichts-Ver-
teilungsfunktionen FKi (x + ci; t+ 1) unter Einflu der Kraft K werden wie folgt berechnet:
FKi (x + ci; t+ 1) = Fi(x + ci; t+ 1) +Ki(x; t); (2.58)
wobei die Ki(x; t) die mikroskopische Wirkung der Kraft K(x; t) darstellen. Diese mu¨ssen
natu¨rlich so gewa¨hlt werden, da die aus den FKi (x+ci; t+1) nach Gleichung (2.1) berechnete
Impulsdichte jK(x+ci; t+1) mit der Impulsdichte jK(x+ci; t+1) aus dem makroskopischen
Verfahren (Gl. 2.57) analytisch u¨bereinstimmt. Aus Gleichung (2.1) folgt
jK(x + ci; t+ 1) =
X
i










und der kinetischen Gleichung (2.18) ergibt sich dann
jK(x + ci; t+ 1) = (1− !)
X
i





i (x; t) + K(x; t): (2.61)
Da F eqi (x; t) = F
eq
i (; j) ist (Gl. 2.52), ist Gleichung (2.59) identisch mit Gleichung (2.57).
Also stimmen das makroskopische und das mikroskopische Verfahren analytisch u¨berein.
Selbstversta¨ndlich mu auch die Massendichte  aus beiden Verfahren identisch sein. Sie
wird ja mittels Gleichung (2.1) berechnet. Aus dem makroskopischen Verfahren folgt
(x + ci; t+ 1) =
X
i
Fi(x + ci; t+ 1); (2.62)
2j(x + ci; t + 1) ist also die Impulsdichte, die man herausschreiben (‘plotten’) mu.
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wa¨hrend sich beim mikroskopischen Verfahren
(x + ci; t+ 1) =
X
i








ergibt. Daraus folgt unmittelbar, daX
i
Ki(x; t) = 0 (2.64)
sein mu. Damit kann man aber unendlich viele Lo¨sungsmo¨glichkeiten fu¨r die 9 Ki angeben,
so da sie die 3 Gleichungen aus (2.60) und (2.64) erfu¨llen. Das mikroskopische Verfahren
ist also keineswegs eindeutig!
Vergleicht man beide Verfahren, erscheint die makroskopische Version als vorteilhafter. Es
ko¨nnen problemlos mehrere Kra¨fte gleichzeitig in ein BGK-Gitter-Boltzmann-Modell ein-
gebaut werden. Dabei ist es egal, ob alle Kra¨fte makroskopisch, mikroskopisch oder einige
makro- und die U¨brigen mikroskopisch eingesetzt werden. Beim makroskopischen Verfahren
werden die Kra¨fte jedoch direkt auf die Impulse und nicht auf die Verteilungsfunktionen an-
gewendet. Ein Vorteil dabei ist, da dieses Verfahren eindeutig ist. Fu¨r den mikroskopischen
Einbau gilt das nicht. Dort gibt es unendliche viele Mo¨glichkeiten, die Verteilungsfunktionen
so zu vera¨ndern, da Modelle mit makroskopisch und Modelle mit mikroskopisch angewand-
ten Kra¨ften identische Ergebnisse liefern. Der wichtigste Vorteil des makroskopischen Ver-
fahrens ist aber, da pro Zeitschritt weniger Rechenschritte abzuarbeiten sind. Denn beim
mikroskopischen Verfahren mu¨ssen an jedem Gitterpunkt 9 Verteilungsfunktionen Fi korri-
giert werden, wa¨hrend beim makroskopischen Verfahren nur die beiden Impulskomponenten
(jx; jy) modiziert werden mu¨ssen. Es wird also weniger Rechenzeit beno¨tigt.
2.5.3 Der Algorithmus des Gitter-Boltzmann-Modells mit zusa¨tz-
lichen Kra¨ften
Der Algorithmus aus Abschnitt 1.2.3 mu jetzt um die eingebauten Kra¨fte erweitert werden.
Er lautet nun (siehe auch Abb. 2.4):
1. Setze Anfangsverteilungen fu¨r (x; 0) und j(x; 0) auf das Gitter.
2. Berechne die Gleichgewichtsverteilungen F eqi nach Gleichung (2.20).
3. Berechne die neuen Nichtgleichgewichtsverteilungen Fi mittels der kinetischen Glei-
chung (2.18).
4. Berechne die Nichtgleichgewichtsverteilungen FKi unter Einflu der mikroskopisch ein-
gebauten Kra¨fte (Gl. 2.58).
5. Berechne die Verteilungen fu¨r  und j zum neuen Zeitpunkt t+1 nach Gleichung (2.1).
6. Berechne die Impulse jK unter Einflu der makroskopisch eingebauten Kra¨fte gema¨
Gleichung (2.49) und gehe zuru¨ck zu Punkt 2.
Die Punkte 4 und 6 sind alternativ zu einander. Aufgrund der dargelegten Vorteile des
makroskopischen Verfahrens kann aber auf Punkt 4 verzichtet werden.
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Anfangsverteilungen fu¨r  und j
?
lokale Gleichgewichtsverteilungen F eqi berechnen
?
Propagation mittels kinetischer Gleichung
Fi(x + ci; t+ 1) = (1− !)Fi(x; t) + !F eqi (x; t)
?
mikroskopisch eingebaute Kra¨fte
FKi = Fi +Ki
?
neue ; j aus neuen Nichtgleichgewichtsverteilungen













jK = j + 1!K

neuer Zeitschritt
Abbildung 2.4: Algorithmus des BGK-Gitter-Boltzmann-Modells mit zusa¨tzlichen Kra¨ften.




In diesem Kapitel werden Simulationen von einfachen Stro¨mungsproblemen zwischen par-
allelen Platten diskutiert. Einige der Probleme in den Abschnitten 3.1, 3.2 und 3.3 wurden
bereits fru¨her mit Gitter-Boltzmann-Modellen { allerdings auf anderen Gittern { unter-
sucht. Hier soll nun gezeigt werden, da mit dem hier benutzten und in Kapitel 2 vorgestell-
ten BGK-Gitter-Boltzmann-Modell auf einem quadratischen Gitter mindestens gleich gute
Ergebnisse erzielt werden ko¨nnen, womit eine Vertrauensbasis in die Ergebnisse spa¨terer
Simulationen geschaen wird.
Wenn nicht ausdru¨cklich anders erwa¨hnt wird bei allen Simulationen in diesem Kapitel ein
Gitter mit 100 61 Punkten verwendet. Das so aufgespannte Feld ist also L = 99GE lang
und H = 60GE breit. Die verschiedenen Gro¨en (wie Impulse, Geschwindigkeiten etc.)
werden alle in dimensionslosen Gittereinheiten angeben.
3.1 Erzeugung einer Couette-Stro¨mung
Als erstes soll das Problem einer Couette-Stro¨mung untersucht werden (Batchelor, 1967, S.
190). Hierbei benden sich auf den Ra¨ndern bei y = 0 und y = H parallel zueinander
stehende Platten. Innerhalb dieses Kanals bendet sich die Stro¨mung in Ruhe. Zu einem
bestimmten Zeitpunkt t = 0 wird die Platte bei y = 0 abrupt in eine Bewegung mit kon-
stanter Geschwindigkeit U versetzt, wa¨hrend die andere Platte im ruhenden Zustand bleibt.







mit folgenden Rand- und Anfangsbedingungen:
u(0; t) = U und u(H; t) = 0 fu¨r t > 0
u(y; 0) = 0 fu¨r 0 < y  H: (3.2)
Fu¨r die Geschwindigkeit ergibt sich hieraus die analytische Lo¨sung

























Das Problem wird im Modell folgendermaen umgesetzt:
Die Impulse werden so initialisiert, da jx(x; y; t = 0) = 0 fu¨r y > 0, jx(x; 0; 0) = U und
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Abbildung 3.1: Zeitliche Entwicklung einer Couette-Stro¨mung. Dargestellt sind die Modell-
geschwindigkeiten (von links nach rechts): (+) unum nach t = 500, () unum nach t = 1000,
() unum nach t = 2000, () unum nach t = 4000 und (+) unum nach t = 10000 Zeitschrit-
ten; (|) sind die theoretischen Geschwindigkeiten u(t) nach Gl. (3.3).
jy(x; y; 0) = 0 sind. Bei x = 0 und x = L werden periodische Randbedingungen verwendet.
Auf dem Rand bei y = 0 gilt jx(x; 0; t) = U und jy(x; 0; t) = 0 und bei y = H gilt
j(x;H; t) = 0. Die Geschwindigkeit U betra¨gt U = 0:01, und der Viskosita¨tsparamter wird
auf ! = 1:0 eingestellt. Dadurch wird eine Viskosita¨t  = 0:1667 (Gl. 2.24) und nach
Gleichung (2.25) mit Uc = U und Lc = 12H als charakteristische Gro¨en eine Reynoldszahl
von Re = 1:8 erreicht. Das Modell wird 10000 Zeitschritte lang integriert. Das Ergebnis ist
in Abbildung (3.1) zu sehen und zeigt eine sehr gute U¨bereinstimmung zwischen Modell und
Theorie. Gleich gute Ergebnisse wurden auch von Szilagyi et al. (1995) mit einem Gitter-
Boltzmann-Modell auf einem dreieckigen Gitter mit sieben Geschwindigkeiten (wie beim
FHP-Gittergas) erreicht.
3.2 Weitere nicht-stationa¨re Stro¨mungen
In diesem Abschnitt werden Stro¨mungen zwischen zwei festen parallen Platten bei y = 0
und y = H betrachtet, die ebenfalls wie die Erzeugung der Couette-Stro¨mung nicht-stationa¨r
sind. Zum Zeitpunkt t = 0 habe die Stro¨mung in diesem Kanal ein Prol, da nur von y
abha¨ngt. Es sollen keine weiteren Kra¨fte wirken, so da das Problem ebenfalls durch Glei-
chung (3.1) beschrieben wird. Allerdings gelten jetzt andere Rand- und Anfangsbedingungen.
Angenommen zum Zeitpunkt t = 0 liegt die Stro¨mung






; v(x; y; t = 0) = 0 (3.4)
vor. Dann folgt die analytische Lo¨sung













Im Modell wurden fu¨r x = 0 und x = L perodische und fu¨r y = 0 und y = H Haftbedingun-
gen (no-slip) gesetzt. Die Startimpulse j = 0u wurden entsprechend Gleichung (3.4) mit
U = 0:01 gesetzt. Es wurden Modella¨ufe fu¨r verschiedene Werte von ! gemacht. Aus letzte-
ren ergeben sich nach (2.24) und (2.25) die analytischen Viskosita¨ten an und die jeweiligen
Reynoldzahlen Re (Uc = U; Lc = H2 ), die in Tabelle 3.1 stehen.
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! an Re num " in%
1:0 0:1667 1:8 0:1667 0:02
1:1 0:1364 2:2 0:1371 0:51
1:2 0:1111 2:7 0:1121 0:90
1:3 0:0897 3:3 0:0908 1:23
1:4 0:0714 4:2 0:0724 1:40
1:5 0:0556 5:4 0:0563 1:26
1:6 0:0417 7:2 0:0423 1:44
1:7 0:0294 10:2 0:0298 1:36
1:8 0:0185 16:2 0:0187 1:08
1:9 0:0088 34:1 0:0089 1:14
Tabelle 3.1: Analytische und numerische Viskosita¨tskoezienten an und num, Fehler "
und Reynoldszahlen Re fu¨r verschiedene !.
In Bild (3.2) ist die zeitliche Entwicklung fu¨r ! = 1:0 zu sehen. Die Abha¨ngigkeit von der
Viskosita¨t  zeigt Abb. (3.3). Alle Simulationen zeigen eine sehr gute U¨bereinstimmung mit
der analytischen Lo¨sung (3.5). Aus dieser ergibt sich auch der Impulsverlust der Stro¨mung






















Der Vergleich zwischen den so bestimmten num (t = 10000) und den analytischen an (2.24)





aufgelistet. Die Abweichungen liegen unter 1.5 %. (Szilagyi et al. (1995) simulierten das
gleiche Problem auf einem dreieckigen, hexagonalsymmetrischen Gitter mit 100101, wobei
sie ebenfalls sehr gute Ergebnisse erzielten.)
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Abbildung 3.2: Zeitliche Entwicklung einer nicht-stationa¨ren Stro¨mung:
(|) Anfangsprol, (*) Prol bei t = 400, (+) t = 1000, () t = 2000, () t = 5000;
 = 0:1667 .















Abbildung 3.3: Abha¨ngigkeit des Prols einer nicht-stationa¨ren Stro¨mung von der Viskosita¨t
. Gezeigt wird das Prol fu¨r  = 0:0088 ();  = 0:0417 ();  = 0:0897 (+) und
 = 0:1667 () nach 5000 Zeitschritten; (|) ist das Startprol bei t = 0.
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Abbildung 3.4: Analytische und numerisch erzielte Viskosita¨tskoezienten in Abha¨ngigkeit
von !: (|) an, () num (parabolisches Anfangsprol).
3.3 Erzeugung von Poiseuille-Stro¨mungen
Im vorhergehenden Abschnitt wurden nicht-stationa¨re Stro¨mungen besprochenen. Nun soll
untersucht werden, ob und wie stationa¨re Poiseuille-Prole mit Gitter-Boltzmann-Modellen
erzeugt werden ko¨nnen, wenn sich anfangs das Fluid im Kanal in Ruhe bendet. Kingdon
et al. (1992) und spa¨ter Szilagyi et al. (1995) haben bereits gezeigt, da dies mo¨glich ist.
Allerdings benutzten beide das hexagonalsymmetrische Gitter des FHP-Gittergases mit 7
Gittergeschwindigkeiten und 32 32 bzw. 100 101 Gitterpunkten. Auerdem wurden nur
Poiseuille-Stro¨mungen bei kleinen Reynoldszahlen (Re < 7) simuliert. Kingdon et al. erreich-
ten dabei einen Unterschied von unter 2% zwischen den theoretischen und den simulierten
maximalen Geschwindigkeiten in der Mitte ihres Kanals.
Zuna¨chst aber zur Beschreibung des Problems. Es sei wieder ein Kanal mit festen Platten
bei y = 0 und y = H gegeben. Eine Stro¨mung { deren Geschwindigkeits-Verteilung wieder
nur von y abha¨ngen soll { kann nur stationa¨r sein, wenn ihr kontinuierlich Energie zugefu¨hrt
wird, um die dissipativen Impulsverluste u¨ber den Ra¨ndern bei y = 0 und y = H auszuglei-
chen. Dies wird durch einen Druckgradienten rp erreicht, der ebenfalls unabha¨ngig von x
sein mu. Wenn dieser negativ ist, stellt er eine Kraft (p) dar, die in positiver Richtung der












yH − y2 : (3.11)
1Da Lo¨sung (3.11) tatsa¨chlich ein parabolisches Prol darstellt, ist leichter in einem Koordinatensystem
zu sehen, dessen Ursprung in der Kanalmitte bei
~x = x = 0 und ~y = y − H
2
= 0
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In das Gitter-Boltzmann-Modell mu daher erst ein Druckgradient eingebaut werden. Die
beiden mo¨glichen Verfahren zum Einbau zusa¨tzlicher Kra¨fte wurden in Abschnitt 2.5 vor-
gestellt. Danach gilt fu¨r die Impulsdichte jp beim makroskopischen Einbau nach Gleichung
(2.49):




jpy(x; t) = jy(x; t): (3.13)
Bei der mikroskopischen Version (Gl. 2.58) werden die Verteilungsfunktionen wie folgt mo-
diziert:








F pi (x + ci; t+ 1) = Fi(x + ci; t+ 1) fu¨r i = 0; 1; 2; 3; 4; 5; 7:
Kingdon et al. (1992) und Szilagyi et al. (1995) setzten den Druckgradienten mikroskopisch
auf ihr FHP-Gitter auf. Dies geschah in Anlehnung zu den Gittergasen.
Weiter werden bei der Simulation wieder periodische Randbedingungen bei x = 0 und x = L
und feste bei y = 0 und y = H gesetzt. Die Startwerte fu¨r die Impulse sind j(x; 0) = 0 und
fu¨r die Dichte wieder (x; 0) = 1. Der Viskosita¨tsparameter ! wird auf verschiedene Werte
eingestellt. Diese stehen zusammen mit den analytischen Viskosita¨ten nach Gleichung (2.24)
und den Reynoldszahlen nach Gleichung (2.25) in Tabelle 3.2. Bei Poiseuille-Stro¨mungen ist
es u¨blich, die Geschwindigkeit im Zentrum des Kanals und die halbe Kanalbreite als charak-
teristische Gro¨en zu verwenden (Orszag, 1971), also Uc = umax aus Gleichung (3.12) und
Lc = H2 . Da alle Simulationen fu¨r denselben Kanal gerechnet werden, und der antreibende
Druckgradient immer auf p = 10−6 gesetzt wird, wird die Reynoldszahl Re allein u¨ber die
Viskosita¨t  und damit u¨ber die Einstellung von ! variiert. Der Wert von p = 10−6 fu¨r den
Druckgradienten wird deshalb gewa¨hlt, weil damit der Betrag von umax im betrachteten
Re-Bereich von 0:6  Re < 351 unterhalb von 0.1 bleibt. Somit bleiben die Geschwindig-
keiten unterhalb des im Abschnitt 2.2.2 angesprochenen kritischen Wertes von ckrit = 0:17.
Das Modell wird fu¨r jede Reynoldszahl solange integriert, bis die Dierenz der maximalen
Geschwindigkeiten im Zentrum des Kanals zweier aufeinanderfolgender Zeitschritte kleiner
als 10−14 { also jumax(t+ 1)− umax(t)j=umax  10−12 { waren. Die dafu¨r beno¨tigten Zeit-
schritte stehen auch in Tabelle 3.2.
In den Bildern (3.5), (3.6) und (3.7) sind die mit dem Modell erreichten Poiseuille-Prole
zusammen mit den aus Gl. (3.11) theoretisch berechneten abgebildet. Die in der Kanalmitte
erzielten maximalen Geschwindigkeiten umaxnum und die analytischen umaxan sind nochmal in















Das alte Koordinatensystem, in dem Gleichung (3.11) gilt, wird aber beibehalten, weil es konsistent zum
Koordinatensystem des Modellgitters ist.
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! an num " in % umaxan umaxnum "umax in % Zeit t Re
0:9 0:2037 0:2020 0:83 0:0044 0:0045 0:84 34818 0:6
1:0 0:1667 0:1667 2  10−6 0:0054 0:0054 1  10−7 42222 1:0
1:1 0:1364 0:1371 0:56 0:0066 0:0066 0:56 51248 1:5
1:2 0:1111 0:1122 0:95 0:0081 0:0080 0:94 62625 2:2
1:3 0:0897 0:0908 1:22 0:0100 0:0099 1:20 76945 3:3
1:4 0:0714 0:0724 1:40 0:0126 0:0124 1:38 96390 5:3
1:5 0:0556 0:0564 1:53 0:0162 0:0160 1:51 123990 8:7
1:6 0:0417 0:0423 1:61 0:0216 0:0213 1:59 164644 15:6
1:7 0:0294 0:0299 1:67 0:0306 0:0301 1:64 232687 31:2
1:8 0:0185 0:0188 1:70 0:0486 0:0478 1:67 368258 78:7
1:9 0:0088 0:0089 1:72 0:1026 0:1009 1:69 770342 350:9
Tabelle 3.2: Analytische und numerische Viskosita¨tskoezienten an und num, Fehler " ,
analytische und numerische Geschwindigkeitsmaxima umaxan und umaxnum, Fehler "umax , Zeit-
schritte t und Reynoldszahlen Re fu¨r verschiedene !.
stehen auch in Tabelle 3.2. Man sieht, da Modell und Theorie sehr gut u¨bereinstimmen.
Die Abweichungen zwischen den numerisch erzielten und den analytischen Werten liegen
unterhalb von 1.7 % (Kingdon et al. (1992) lagen bei < 2 %). Die maximalen Geschwindig-
keitswerte in der Kanalmitte der numerischen Lo¨sung werden also immer leicht unterscha¨tzt.





Sie sind zusammen mit den analytischen Werte aus Gl. (2.24) in Abbildung (3.9) aufgetragen





ebenfalls in Tabelle 3.2. Auch diese Ergebnisse sind sehr gut. Die Unterschiede sind kleiner
als 1.75%. Bei Szilagyi et al. (1995) lagen die Unterschiede unterhalb von 1%. Allerdings
wurden dort Reynoldzahlen Re < 7 simuliert und der Wert p des Druckgradienten wurde
fu¨r jede Reynoldszahl optimal varriiert.
Zum Abschlu noch eine Bemerkung zu den Rechenzeiten. Aus Tabelle 3.2 geht hervor, da
mit wachsender Reynoldszahl auch die erforderliche Anzahl an Zeitschritten stark ansteigt.
Dabei sei erwa¨hnt, da bei der Modellierung dieses Problems 600000 Zeitschritte etwa 7
Stunden CPU auf einer CRAY-YMP/EL verbrauchen. Auf einer CRAY J90 geht es etwa
2-3 mal so schnell.
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Abbildung 3.5: Simulierte Poiseuille-Prole: Dargestellt sind die Geschwindigkeiten u(y) fu¨r
! = 0:9 (Re = 0:6) (); ! = 1:0 (Re = 1:0) (+) und ! = 1:1 (Re = 1:5) (); (|) sind die
theoretischen Prole.















Abbildung 3.6: Simulierte Poiseuille-Prole: Dargestellt sind die Geschwindigkeiten u(y)
fu¨r ! = 1:2 (Re = 2:2) (); ! = 1:3 (Re = 3:3) (); ! = 1:4 (Re = 5:3) (+) und
! = 1:5 (Re = 8:7) (); (|) sind die theoretischen Prole.
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Abbildung 3.7: Simulierte Poiseuille-Prole: Dargestellt sind die Geschwindigkeiten u(y)
fu¨r ! = 1:6 (Re = 15:6) (); ! = 1:7 (Re = 31:2) (); ! = 1:8 (Re = 78:7) (+) und
! = 1:9 (Re = 350:9) (); (|) sind die theoretischen Prole.
















Abbildung 3.8: Analytische und numerisch erzielte Geschwindigkeitsmaxima umax von
Poiseuille-Stro¨mungen in Abha¨ngigkeit von der Viskosita¨t an: (|) umaxan , () umaxnum.
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Abbildung 3.9: Analytische und numerisch erzielte Viskosita¨tskoezienten von Poiseuille-
Stro¨mungen in Abha¨ngigkeit von !: (|) an, () num.
3.4 Stabilita¨t von Poiseuille-Stro¨mungen
Im vorherigen Kapitel wurde gezeigt, da Poiseuille-Stro¨mungen sehr gut mit Gitter-
Boltzmann-Modellen reproduziert werden ko¨nnen. Damit sie aber in der Natur vorkommen,
mu¨ssen sie auch stabil sein. Dies kommt besonders scho¨n im Hydrodynamik-Band von Land-
au und Lifschitz (1978) zum Ausdruck, wo es heit:
"Nicht jede Lo¨sung der Bewegungsgleichungen, selbst wenn sie exakt ist, kann aber in derNatur wirklich vorkommen. Die in der Natur verwirklichten Stro¨mungen mu¨ssen nicht nur
die hydrodynamischen Gleichungen befriedigen, sie mu¨ssen auch stabil sein.\
Stabilita¨tsuntersuchungen der ebenen Poiseuille-Stro¨mung eines viskosen Fluids fu¨hren auf
die Orr-Sommerfeld-Gleichung, deren numerische Lo¨sung relativ schwierig ist. Orszag (1971)
zeigte, da dazu eine Entwicklung in Tschebyshew-Polynome besonders gut geeignet ist.
Mit einer Eigenwertanalyse kam er auf einen kritischen Wert fu¨r die Reynoldszahl, bei der
die Poiseuille-Stro¨mung instabil wird. Dieser ist auch heute noch anerkannt und betra¨gt
Recrit = 5772:22. Bei der dreidimensionalen Poiseuille-Stro¨mung treten aber auch subkriti-
sche Instabilita¨ten (bei Re < 5772:22) auf (siehe Trefethen et al., 1993). Hier werden aber
ausschlielich ebene Poiseuille-Stro¨mungen mit Gitter-Boltzmann-Modellen auf ihre Stabi-
lita¨t hin untersucht.
3.4.1 Die Orr-Sommerfeld-Gleichung
Man betrachte eine inkompressible Stro¨mung (ru = 0) in einem Kanal der La¨nge L und
der Ho¨he H . Die festen Kanalwa¨nde benden sich oben und unten bei y = 0 und y = H .
Also ist u(x; 0; t) = u(x;H; t) = 0. Links und rechts bei x = 0 und x = L ist der Kanal




+ (ur)u− r2u +rp = 0: (3.18)




(yH − y2); vs = 0
und einem Druck ps = −p x; (3.19)
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die identisch mit Gleichung (3.11) ist. Um feststellen zu ko¨nnen, ob sie auch stabil ist, wird
zu einem Zeitpunkt t = 0 eine kleine Sto¨rung (v0; q0) auf die stationa¨re Stro¨mung gesetzt.
Dabei sei v0 die Sto¨rung in der Geschwindigkeit und q0 die Sto¨rung bezu¨glich des Drucks.
Seien nun im folgenden
u = us + v und p = ps + q; (3.20)
v = v(x; y; t) und q = q(x; y; t) stellen die zeitliche Entwicklung der Anfangssto¨rung v0 und
q0 dar. Werden u und p in Gleichung (3.18) eingesetzt und auerdem mitberu¨cksichtig, da
us und ps die stationa¨re Lo¨sung sind, erha¨lt man
@v
@t
+ (vr)us + (usr)v + (vr)v − r2v +rq = 0 (3.21)
mit r  v = 0 und den Randbedingungen
v(0; y; t) = v(L; y; t) und v(x; 0; t) = v(x;H; t) = 0: (3.22)















Im weiteren werden die gestrichenen Gro¨en wieder ohne 0 geschrieben. Wie schon im letzten
Kapitel erwa¨hnt wurde, ist es u¨blich, nach Orszag (1971) die Werte Uc = us;max und Lc = H2








zu gebrauchen. Wird diese in Gleichung (3.21) eingesetzt und der in den Sto¨rgro¨en nicht-
lineare Term (vr)v gestrichen, ergibt sich die Gleichung
@v
@t
+ (vr)us + (usr)v − 1
Re
r2v +rq = 0 (3.25)
mit denselben Randbedingungen aus (3.22). Man kann daher fu¨r sie einen Normalmoden-
ansatz
v(x; y; t) = v0(y) ei(x−ct) (3.26)
mit der Wellenzahl  und der Phasengeschwindigkeit c machen. Weil der Kanal oben und
unten feste und links und rechts periodische Ra¨nder hat, ist die Annahme gerechtfertigt,
da die Sto¨rung periodisch in x-Richtung ist. Nun wird noch eine Stromfunktion
 (x; y; t) = (y) ei(x−ct) (3.27)
mit










eingefu¨hrt. Durch Bildung der Rotation von Gleichung (3.25) wird der Druck eliminiert, und
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Abbildung 3.10: Neutrale Stabilita¨tskurve (aus Fortin et al., 1994).
mit den Randbedingungen (0) = 0(0) = (H) = 0(H) = 0.
Oberhalb von Orszags (1971) Wert der kritischen Reynoldszahl von Recrit = 5772:22 wird
die ebene Poiseuille-Stro¨mung instabil. Es gibt aber auch einen kritischen Wert fu¨r die
Wellenzahl . Er betra¨gt bei Orszag crit = 1:02056. In Abbildung (3.10) ist die Wellenzahl
 gegen die Reynoldszahl Re aufgetragen. Man sieht, da die -Re-Fla¨che durch eine Kurve
in zwei Gebiete getrennt wird. Dabei repra¨sentiert ein Gebiet die Kombinationen von  und
Re, bei der die ebene Poiseuille-Stro¨mung stabil ist, und das andere, bei der sie instabil wird.
Die Trennungskurve zwischen beiden Gebieten ist die sogenannte neutrale Stabilita¨tskurve.
Hier sei noch bemerkt, da in Laborversuchen mit der dreidimensionalen Poiseuille-Stro¨mung
auch subkritische Turbulenzen bei Reynoldszahlen von etwa Re  1000 { also weit unterhalb
von Orszags kritischer Reynoldzahl { beobachtet wurden (Trefethen et al., 1993).
3.4.2 Initialisierung des Modells
Die Initialisierung des Gitter-Boltzmann-Modells zur Simulation des Stabilita¨tsproblems der
ebenen Poiseuille-Stro¨mung ist der zur Erzeugung von Poiseuille-Prolen aus dem vorigen
Abschnitt analog. Am rechten (x = L) und linken (x = 0) Rand werden perodische Rand-
bedingungen gesetzt. Bei y = 0 und y = H gelten wieder feste Randbedingungen, also
j(x; 0; t) = j(x;H; t) = 0. Das Gitter besteht jetzt aus 186 61 Gitterpunkten. Das so auf-









Die einzustellenden Reynoldszahlen berechnen sich unter Beru¨cksichtigung der Gleichungen
(3.24) und (2.24) explizit durch die Formel
Re =
3!H
2− ! us;max =
9! pH3
4(2− !)2 : (3.31)
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! =10−4 us;max=10−2 Re Zeit t
1:99700 2:5037 3:5946 4307 stabil
1:99730 2:2530 3:9946 5319 stabil
1:99750 2:0859 4:3146 6205 −−
1:99765 1:9606 4:5903 7024 7:5  106
1:99780 1:8354 4:9037 8015 2:2  106
1:99803 1:6461 5:4673 9964 43000
1:99820 1:5014 5:9946 11978 22000
1:99860 1:1675 7:7089 19809 7000
Tabelle 3.3: Viskosita¨tskoezienten , Geschwindigkeiten us;max und Reynoldszahlen Re fu¨r
verschiedene !. Die Spalte ganz rechts bezieht sich erst auf Abschnitt 3.4.3. In ihr stehen
die Integrationszeiten t des Modells, bei der die Enstrophie der Sto¨rung v steil ansteigt und
die Stro¨mung instabil wird.
das Maximum der Geschwindigkeit aus der stationa¨ren Lo¨sung (3.19). In Tabelle 3.3 sind die
hier verwendeten Reynoldszahlen zusammen mit den entsprechenden Viskosita¨tsparametern
!, den Viskosita¨tskoezienten  nach Gleichung (2.24) und den maximalen Geschwindigkei-
ten aus Gleichung (3.32) aufgelistet. Der Druckgradient wird, wie in den Gleichungen (3.14)
und (3.13) dargestellt, angewandt und auf einen konstanten Wert von p = 2  10−8 gesetzt.















Abbildung 3.11: Poiseuille-Stro¨mung fu¨r Re = 4307: (|) theoretisches Prol nach Gl.
(3.19), (+) simuliertes Prol.
Zuna¨chst einmal soll gezeigt werden, da Poiseuille-Prole auch fu¨r so hohe Reynoldszahlen,
wie sie in Tabelle 3.3 stehen, mit dem verwendeten Gitter-Boltzmann-Modell erzeugt werden
ko¨nnen. Dazu wurde die Impulsdichte zu Beginn auf j(x; y; 0) = 0 gesetzt. In Bild (3.11)
ist das Ergebnis fu¨r Re = 4307 zu sehen. Das simulierte Poiseuille-Prol stimmt sehr gut
mit dem theoretischen Prol u¨berein, wie es auch schon im letzten Abschnitt fu¨r kleine
Reynoldszahlen der Fall war. Die erzielten Werte erreichen auch eine gleich gute Genauigkeit.
So betra¨gt der numerische Wert des Geschwindigkeitsmaximums unums;max = 3:5335  10−2.
Damit liegt die Dierenz zum analytischen Wert (siehe Tabelle 3.3) nach Gleichung (3.15)
bei 1.70 %. Dies in Gleichung (3.16) eingesetzt, ergibt fu¨r die simulierte Viskosita¨t einen Wert
von num = 2:5470  10−4 mit einer Abweichung (Gl. 3.17) von 1.73 % zum analytischen
Wert aus Tabelle 3.3. Um dieses Ergebnis zu erreichen, mute aber das Modell u¨ber 20
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Abbildung 3.12: Startprol fu¨r Re = 4307: (|) Prol mit Sto¨rung, (  ) Prol ohne Sto¨rung.
Die Startprole der anderen Re sehen analog aus.
Millionen Zeitschritte integriert werden. Dies beno¨tigte auf einer CRAY J90 fast 70 Stunden
CPU! Ha¨tte man noch weiter gerechnet, wa¨re das Ergebnis wahrscheinlich noch genauer
geworden. Um gleich gute Ergebnisse fu¨r noch gro¨ere Reynoldszahlen erzielen zu ko¨nnen,
mu man nochmal u¨ber wesentlich mehr Zeitschritte rechnen lassen. Dieser starke Anstieg an
notwendiger Rechenzeit bei hohen Reynoldszahlen, zeigte sich ja bereits im letzten Abschnitt
in Tabelle 3.2. Aus diesem Grunde wurden die Prole fu¨r die anderen Reynoldszahlen aus
Tabelle 3.3 nicht explizit erzeugt, sondern fu¨r die eigentlichen Stabilita¨tsuntersuchungen
initialisiert.
Zur Untersuchung der Stabilita¨t der ebenen Poiseuille-Stro¨mung wird zum Zeitpunkt t = 0
die Stro¨mung im Kanal nicht mehr auf Null, sondern auf das stationa¨re Poiseuille-Prol aus
Gleichung (3.19) gesetzt. Zusa¨tzlich wird eine kleine Sto¨rung v0 mit
v0(x; y) = 0:1  us(x; y) fu¨r x = 0 und y = 10 (3.33)
und v0(x; y) = 0 sonst
aufgesetzt (vgl. Abb. 3.12). Fu¨r die Anfangsimpulse gilt also j(x; y; 0) = 0u mit u = us+v0
und 0 = 1:0. An dieser Stelle sei bemerkt, da bei diesen Simulationen die Abweichungen
(t) = j0 − (t)j zahlenma¨ig im Bereich von 10−8 lagen, so da im inkompressiblen
Bereich gerechnet wurde und damit j(t) = u(t) gilt. In den Abb. (3.12) und (3.13) sind
das gesto¨rte und das ungesto¨rte Startprol und das Stro¨mungsfeld zur Startzeit (t = 0)
fu¨r die Reynoldszahl Re = 4307 abgebildet. Die Anfangsprole und -felder der anderen
Reynoldszahlen aus Tab. 3.3 sehen analog aus.
Da aus den Simulationsergebnissen Aussagen u¨ber die Stabilita¨t der Poiseuille-Stro¨mungen












(r v(t))2 dx dy: (3.34)
Der Term r  v ist natu¨rlich gerade die Vorticity der Sto¨rung. Die Ha¨lfte des Quadrats
der Vorticity 1=2  (r  v)2 wird als Enstrophie2 der Sto¨rung bezeichnet. Der Parameter
2Im Buch von Pedlosky (Geophysical Fluid Dynamics, 1987, Seite 161) wird die potentielle Enstrophie
als Mittelwert der Ha¨lfte des Quadrats der potentiellen Vorticity deniert.
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Re = 4307
Abbildung 3.13: Stro¨mungsfeld zur Startzeit t = 0 fu¨r Re = 4307. Die Geschwindigkeit in
der Kanalmitte betra¨gt U = 0:036. Die Startfelder fu¨r die anderen Re sehen analog aus.
S stellt somit die zweifache gesamte Enstrophie der Sto¨rung v dar. (Von ihrer Form her,
ko¨nnte man die Enstrophie auch als \kinetische Energie der Vorticity" bezeichnen.) Fu¨r ein
exaktes Poiseuille-Prol verschwindet die Enstrophie gerade.
Im Modell wird dieser Stabilita¨tsparameter alle 1000 Zeitschritte berechnet. Die Rotation







vy(x+ 1; y)− vy(x− 1; y)
2x
−vx(x; y + 1)− vx(x; y− 1)
2y
; (3.35)






vy(x+ 1; 0)− vy(x − 1; 0)
2x
−vx(x; 1)− vx(x; 0)
y
(3.36)






vy(x+ 1; H)− vy(x− 1; H)
2x
−vx(x;H)− vx(x;H − 1)
y
(3.37)
mit x = y = 1 benutzt.
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3.4.3 Ergebnisse des Modells
Es werden Simulationen fu¨r ebene Poiseuille-Stro¨mungen bei den acht verschiedenen
Reynoldszahlen aus Tabelle 3.3 durchgefu¨hrt. Jede Simulation wird zuna¨chst u¨ber 5 Millio-
nen Zeitschritte integriert, was auf einer CRAY J90 etwa 18 Stunden CPU verbraucht. Ein
Teil wurde auf einer CRAY YMP/EL gerechnet, was mehr als doppelt so lange dauerte.
Als erstes wird die zeitliche Entwicklung der Enstrophie S(t) untersucht. In den Abbildun-
gen (3.14) bis (3.18) ist S gegen die Zeit t aufgetragen. Aus Abb. (3.14) sieht man, da sich
fu¨r die Reynoldszahlen Re = 4307, Re = 5319 und Re = 6205 die Enstrophie S sehr schnell
einem konstanten Wert anna¨hert, der jeweils im Bereich von 1:5  10−4 bis etwa 2:5  10−4
liegt und mit wachsender Reynoldszahl etwas zunimmt. Fu¨r die ho¨heren Reynoldszahlen
Re = 7024, Re = 8015 und Re = 9964 sieht es anfangs a¨hnlich aus (Abb. 3.15 und 3.16).
Ab einem bestimmten Zeitpunkt steigt dann aber plo¨tzlich die Enstrophie-Kurve steil an,
um nach Durchlaufen eines Maximums wieder gegen einen festen Wert zu laufen. Dieser
Wert ist aber mit 3  10−3 − 10−2 um ein bis nahezu zwei Gro¨enordnungen gro¨er als der
bei den niedrigeren Reynoldszahlen. Wird die Reynoldszahl noch weiter auf Re = 11978
bzw. Re = 19809 erho¨ht, steigt die Enstrophie schon nach sehr kurzer Zeit steil an (Bil-
der 3.17 und 3.18). Die Kurve hat dann zuna¨chst viele Peaks, deren Werte bis in die Na¨he
von 0:06 bzw. 2:2 reichen. Mit der Zeit pendelt sie sich aber auf einen Wert um ca. 0:005
fu¨r Re = 11978 und 0:02 fu¨r Re = 19809 ein. Dabei sind vor allem die Oszillationen bei
Re = 11978 auallend.
Wie sind nun diese Enstrophie-Kurven der Sto¨rung v zu interpretieren? Im vorherigen Ab-
schnitt wurde gesagt, da die Enstrophie fu¨r ein exaktes Poiseuille-Prol verschwindet. Solch
ein Prol liegt hier aber von Anfang an aufgrund der Sto¨rung v(t) nicht vor (siehe Abb.
3.12). Weiter ist aus Abschnitt 3.3 bekannt, da das Gitter-Boltzmann-Modell das Geschwin-
digkeitsmaximum in der Kanalmitte leicht unterscha¨tzt. Dieses Unterscha¨tzen nimmt mit
der Zeit langsam zu. Das Stro¨mungsprol der Simulationen liegt in der Kanalmitte also
immer etwas unterhalb des exakten Poiseuille-Prols. Diese beiden Eekte sind die Ursache
dafu¨r, da sich die Enstrophie S in Abha¨ngigkeit von der Reynoldszahl schnell asymptotisch
gegen einem festen Wert la¨uft. Das plo¨tzliche scharfe Ansteigen der Enstrophie bei den Si-
mulationen mit Reynoldszahlen Re > 6205 ist das Zeichen dafu¨r, da die Stro¨mung instabil
wird. Die Kurvenverla¨ufe der Enstrophie S zeigen also sehr gut, da die ebene Poiseuille-
Stro¨mung bei Reynoldszahlen von Re < Recrit stabil bleibt, aber bei Re  Recrit instabil
wird. Dies passiert um so schneller je gro¨er Re ist. Dieses Verhalten ist in Abbildung
(3.19) dargestellt. Fu¨r die Reynoldszahlen Re = 6205 und Re = 7024 ist die Poiseuille-
Stro¨mung nach 5 Millionen Zeitschritten noch stabil geblieben, obwohl Recrit < 6205 ist.
Daher werden beide Simulationen u¨ber 20 Millionen Zeitschritte integriert. Fu¨r Re = 7024
tritt dann die Instabilita¨t nach etwa 7.5 Millionen Zeitschritten auf, wa¨hrend die Stro¨mung
bei Re = 6205 auch weiterhin stabil bleibt. Es ist aber zu vermuten, da diese nach noch
la¨ngerer Integration instabil wird. Denn nach Abb. (3.19) (siehe auch Tabelle 3.3) steigt der
Zeitpunkt, ab den die Poiseuille-Stro¨mung instabil wird, sehr stark an, je mehr man sich
Orszags kritischer Reynoldszahl von Recrit = 5772:22 anna¨hert { und Re = 6205 liegt nur
relativ wenig daru¨ber. Hinzu kommt, da Recrit = 5772:22 fu¨r eine kritische Wellenzahl
von crit = 1:02056 gilt und da Minimum der Stabilita¨tskurve (3.10) ist. Die Simulationen
werden aber bei einer Wellenzahl von  = 1:0189 (Gl. 3.30) gerechnet, wofu¨r die kritische
Reynoldszahl nach der Stabilita¨tskurve etwas gro¨er wird, soda Re = 6205 noch dichter an
der kritischen Reynoldszahl liegt.
Es sei noch bemerkt, da die Poiseuille-Stro¨mungen fu¨r Re = 4307 und Re = 5319 auch
nach 20 Millionen Zeitschritten { wie es zu erwarten ist { stabil bleiben.
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Abbildung 3.14: Enstrophie S(t) fu¨r Re = 4307 (  ), Re = 5319 (- -) und Re = 6205
(|). Anmerkung: In diesem Bild tritt bei den drei S(t)-Kurven nach 2:5 Millionen Zeit-
schritten ein kleiner Sprung auf. Die Ursache dafu¨r ist, da das Modell zuna¨chst nur u¨ber
2:5 Millionen Zeitschritte integriert und dann die Dichte- und Impulsdichtefelder mit endli-
cher Genauigkeit herausgeschrieben wurden. Diese wurden spa¨ter wieder eingelesen, um u¨ber
weitere 2:5 Millionen Zeitschritte zu integrieren.
















Abbildung 3.15: Enstrophie S(t) fu¨r Re = 7024.
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Abbildung 3.16: Enstrophie S(t) fu¨r Re = 5319 (- -), Re = 8015 (  ) und Re = 9964 (|).












Abbildung 3.17: Enstrophie S(t) fu¨r Re = 8015 (  ), Re = 9964 (- -) und Re = 11978 (|).
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Abbildung 3.18: Enstrophie S(t) fu¨r Re = 11978 (- -) und Re = 19809 (|). S(t) ist loga-
rithmisch aufgetragen.









Abbildung 3.19: Integrationszeit t des Modells, bei der die Enstrophie der Sto¨rung v steil an-
steigt und die Stro¨mung instabil wird, in Abha¨ngigkeit von der Reynoldszahl Re. Die kritische
Reynoldszahl Recrit = 5772:22 (Orszag, 1971) ist durch die gestrichelte Linie dargestellt.
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Abbildung 3.20: Startprol (|) und Prol nach 5  106 Zeitschritten (+) fu¨r Re = 4307.
Bilder fu¨r Re = 5319 und Re = 6205 sehen analog aus.
Wie aber hat sich das Ausgangsprol (Abb. 3.12) nach 5 Millionen Zeitschritten vera¨ndert?
Abbildung (3.20) zeigt dies fu¨r die stabile Stro¨mung bei Re = 4307. Das Prol bleibt wie
erwartet erhalten. Das entsprechende Bild des stabilen Falls Re = 5319 sieht genauso aus.
Die Abnahme des Geschwindigkeitsmaximums im Zentrum des Kanal innerhalb der 5 Mil-
lionen Zeitschritte betra¨gt (nach Gl. 3.15) 1.63 % (Re = 4307) bzw. 1.61 % (Re = 5319).
Bei den Simulationen, bei denen Instabilita¨ten auftreten, bleiben die Startprole natu¨rlich
nicht erhalten. Sie sehen etwas verbeult aus (Abb. 3.21).
















Abbildung 3.21: Startprol (|) und Prol nach 5  106 Zeitschritten (- -) fu¨r Re = 8015.
Bilder fu¨r Re = 9964 und Re = 11978 sehen a¨hnlich aus.
Betrachten wir aber nun direkt die zeitliche Entwicklung der Stro¨mungsfelder. Bei den sta-
bilen Stro¨mungen (Re = 4307 und 5319) passiert selbstversta¨ndlich nichts. Die Stro¨mungs-
felder sehen nach 5 Millionen Zeitschritten noch immer wie zu Beginn aus (siehe Abb. 3.13).
Was aber passiert bei den instabilen Stro¨mungen? Betrachtet man fu¨r Re = 8015 die gesamte
Stro¨mung { also Poiseuille-Stro¨mung und Sto¨rung u = us+v { nach 5  106 Zeitschritten, so
erkennt man vage, da die Stromlinien nun nicht mehr gerade sondern etwas wellig durch den
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Re = 8015  −  t = 5000000
Abbildung 3.22: Gesamte Stro¨mung u nach 5  106 Zeitschritten; Re = 8015. Es werden
Geschwindigkeiten bis juj = 0:044 erreicht.
Stoerung  −  Re = 8015  −  t = 5000000
Abbildung 3.23: Sto¨rung v nach 5  106 Zeitschritten; Re = 8015. Es werden Geschwindig-
keiten bis jvj = 0:013 erreicht.
Kanal laufen (Abb. 3.22). Schaut man sich aber nur die entwickelte Sto¨rung v in Abbildung
(3.23) an, zeigt sich, da sich zwei Wirbel mit einander entgegengesetztem Rotationssinn
gebildet haben. Aus der Abfolge von Momentaufnahmen der Stro¨mung zu verschiedenen
Zeiten erkennt man, da die beiden Wirbel in entgegengesetzter Richtung zur Poiseuille-
Stro¨mung us durch den Kanal laufen.
Bei Re = 7024 treten die gleichen Ergebnisse auf, allerdings wie bereits erwa¨hnt noch nicht
nach 5 Millionen Zeitschritten. Das Stro¨mungsfeld fu¨r Re = 9964 zeigt das gleiche Resultat.
Eine { jetzt aber etwas sta¨rker { gewellte Gesamtstro¨mung (Bilder 3.24 und 3.25) und wieder
zwei Wirbel in der Sto¨rung (Abb. 3.26 und 3.27). Dabei fa¨llt auf, da die beiden Wirbel mit
der Zeit (zwischen t = 500:000 und t = 5:000:000) aus dem Zentrum voneinander weg auf
die Kanalwa¨nde zulaufen.
Das gleiche Pha¨nomen ergibt sich auch bei der Poiseuille-Stro¨mung mit Re = 11978 und
Re = 19809. Dabei zeigen die Abbildungen (3.28) und (3.29) die Gesamtstro¨mung und
die Abbildungen (3.30) und (3.31) nur die Sto¨rung nach 500000 bzw. 5 Millionen Zeit-
schritten fu¨r Re = 11978. Wie man sieht, haben in Bild (3.31) die Wirbel aus Bild (3.30)
bereits die Kanalwa¨nde erreicht und sich dort aufgelo¨st. Die Sto¨rung gleicht nun etwas einer
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Poiseuille-Stro¨mung, die entgegen der Anfangsstro¨mung durch den Kanal fliet, und beha¨lt
im wesentlichen ihre Struktur mit fortlaufender Zeit bei. Neue Wirbel bilden sich nicht mehr.
Auerdem zeigt sich, da die maximal erreichten Geschwindigkeitsbetra¨ge juj der gesamten
Stro¨mung mit der Zeit abnehmen, wa¨hrend die Betra¨ge jvj der Sto¨rung gro¨er werden.
Re = 9964  −  t = 500000
Abbildung 3.24: Gesamte Stro¨mung u nach 5  105 Zeitschritten; Re = 9964. Die gro¨te
dargestellte Geschwindigkeit betra¨gt juj = 0:054.
Re = 9964  −  t = 5000000
Abbildung 3.25: Gesamte Stro¨mung u nach 5  106 Zeitschritten; Re = 9964. Die gro¨te
dargestellte Geschwindigkeit betra¨gt juj = 0:046.
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Stoerung  −  Re = 9964  −  t = 500000
Abbildung 3.26: Sto¨rung v nach 5  105 Zeitschritten; Re = 9964. Die gro¨te dargestellte
Geschwindigkeit betra¨gt jvj = 0:014.
Stoerung  −  Re = 9964  −  t = 5000000
Abbildung 3.27: Sto¨rung v nach 5  106 Zeitschritten; Re = 9964. Die gro¨te dargestellte
Geschwindigkeit betra¨gt jvj = 0:017.
Re = 11978  −  t = 500000
Abbildung 3.28: Gesamte Stro¨mung u nach 5  105 Zeitschritten; Re = 11978. Die gro¨te
dargestellte Geschwindigkeit betra¨gt juj = 0:054.
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Re = 11978  −  t = 5000000
Abbildung 3.29: Gesamte Stro¨mung u nach 5  106 Zeitschritten; Re = 11978. Die gro¨te
dargestellte Geschwindigkeit betra¨gt juj = 0:047.
Stoerung  −  Re = 11978  −  t = 500000
Abbildung 3.30: Sto¨rung v nach 5  105 Zeitschritten; Re = 11978. Die gro¨te dargestellte
Geschwindigkeit betra¨gt jvj = 0:012.
Stoerung  −  Re = 11978  −  t = 5000000
Abbildung 3.31: Sto¨rung v nach 5  106 Zeitschritten; Re = 11978. Die gro¨te dargestellte




Die Hauptaufgabe dieser Arbeit ist, zu untersuchen, ob und wie mit Gitter-Boltzmann-
Modellen Stro¨mungen simuliert werden ko¨nnen, wie sie auch im Ozean oder in der Atmo-
spha¨re vorkommen. Fu¨r solche Anwendungen mu¨ssen aber in den Navier-Stokes-Gleichungen
(2.21) zusa¨tzlich noch Corioliskraft, Windschubspannung etc. beru¨cksichtigt werden. Au-
erdem mu auf dem jeweils verwendetem Gitter die Beeinflussung der zu behandelnden
Stro¨mung durch subskalige Prozesse parametrisiert werden. Dies hat zur Folge, da das
‘nackte’ Gitter-Boltzmann-Modell aus Kapitel 2 durch den Einbau der angesprochenen
Kra¨fte modiziert werden mu. In diesem und dem na¨chsten Kapitel wird nun ein entspre-
chendes Modell erarbeitet. Dabei bleiben die Untersuchungen auf einen zweidimensionalen,
barotropen Ozean beschra¨nkt, der sich auf der no¨rdlichen Hemispha¨re benden soll.
4.1 Theorie der Tra¨gheits-Bewegung
Angenommen, man betrachtet ein oenes Meeresgebiet mit einer horizontalen Oberfla¨che,





= 0). Weiter sollen auch die Reibungsterme verschwinden, und es soll nur
horizontale Bewegung geben. Ohne advektive Beschleunigung wirkt dann nur noch die Co-
rioliskraft, so da die beschreibenden Bewegungsgleichungen
@u
@t
− fv = 0 und @v
@t
+ fu = 0; (4.1)
lauten (Pond und Pickard, 1983, S. 64), wobei f = 2Ω sin' der Coriolisparameter und ' die
Breite sind. Ω = 2=86164 s−1 ist die Rotationsrate der Erde. Daraus folgt die Lo¨sung
u(t) = UH sin (2Ω sin'  t)
v(t) = UH cos (2Ω sin'  t) (4.2)
mit U2H = u
2 + v2. Die Entstehung solch einer Stro¨mung ist physikalisch folgendermaen
vorstellbar: Ein Wind weht solange in eine bestimmte Richtung, bis die Stro¨mungsgeschwin-
digkeit der Meeresoberfla¨che UH betra¨gt. Der Windantrieb wird dann abrupt abgestellt,
wa¨hrend sich die Stro¨mung reibungsfrei mit konstanter Geschwindigkeit UH fortsetzt. Wegen
der Corioliskraft dreht sich aber die Richtung der Stro¨mung auf der no¨rdlichen Hemispha¨re
im Uhrzeigersinn (siehe Abb. 4.1). Da durch die Gleichungen (4.1) und (4.2) die Bewegung
eines Ko¨rpers beschrieben wird, der aufgrund seiner Tra¨gheit mit einer konstanten linearen
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Abbildung 4.1: Wirkung der Corioliskraft auf die konstante Stro¨mungsgeschwindigkeit UH
auf der no¨rdlichen Halbkugel.
Geschwindigkeit UH und der Winkelgeschwindigkeit 2Ω sin' auf einem Kreis la¨uft, wird
diese Bewegung auch als \inertial motion" (Tra¨gheits-Bewegung) bezeichnet.
4.2 Modell und Ergebnisse
Um dieses Problem mit einem Gitter-Boltzmann-Modell simulieren zu ko¨nnen, mu zuna¨chst
die Corioliskraft in das Modell eingebaut werden. Dazu werden beide Verfahren verwendet,
die in Abschnitt 2.5 vorgestellt wurden:
a) Makroskopischer Einbau:
Beim makroskopischen Einbau gilt nach Gleichung (2.49) fu¨r die Impulsdichte jf unter
Wirkung der Corioliskraft




jfy (x; t) = jy(x; t) −
1
!
f jx(x; t): (4.3)
Das Auftreten des Faktors 1! wurde im Abschnitt 2.5.1 erkla¨rt. Hier nur zur Erinnerung: !
ist der Viskosita¨tsparameter aus der kinetischen Gleichung (2.18).
b) Mikroskopischer Einbau:
Die modizierten Verteilungsfunktionen F fi unter Einflu der Corioliskraft beim mikrosko-
pischen Einbau lauten aufgrund von Gleichung (2.58)
F fi (x + ci; t+ 1) = Fi(x + ci; t+ 1) −
1
2




f Fi−2 (x + ci; t) (4.4)
fu¨r i > 0 und F f0 (x + ci; t+ 1) = F0(x + ci; t+ 1). Dabei ist Fi+ die gegenu¨ber Fi um den
Winkel  ‘gedrehte’ Verteilungsfunktion. Ein Beispiel zur Verdeutlichung: Fu¨r i = 1 ist
F1+2 = F2 und F1−2 = F4: (4.5)
Fu¨r die Simulationen wird ein Gitter mit 100  50 Gitterpunkten und periodischen Rand-
bedingungen verwendet. Die Impulsdichte wird so initialisiert, da auf dem gesamten Gitter
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Abbildung 4.2: Winkel (t), um den sich die Stro¨mungsrichtung in der Zeit t dreht (' = 2 ):
(+) Modell, (|) theoretische Lo¨sung.
jx(t = 0) = 0:1 und jy(t = 0) = 0 ist. Der Viskosita¨tsparameter ! wird zwischen 0:5 und
2 −  mit  = 10−12 variiert, was nach Gleichung (2.24) Viskosita¨ten auf dem Gitter im
Bereich von  = 0:5−8:3  10−14 entspricht. Damit werden nach Beziehung (2.25) Reynolds-
zahlen Re zwischen 9:8 und 5:9  1013 erreicht.
Die verschiedenen Modella¨ufe ergeben erwartungsgema¨, da die Ergebnisse von ! und da-
mit auch von der Viskosita¨t  unabha¨ngig sind. Auerdem zeigt sich damit, da Gitter-
Boltmann-Modelle auch sehr kleine Viskosita¨ten ‘verkraften’ ko¨nnen. Im angegebenen











net. Schlielich wird noch die Rotationsrate Ω variiert, und zwar auf das Doppelte und auf
die Ha¨lfte des Wertes der Rotationsrate der Erde. Dabei wird der Winkel (t) gemessen, um
den sich die Ausgangsstro¨mung in der Zeit t dreht. In Abbildung (4.2) wurde (t) u¨ber die
Zeit aufgetragen (' = 
2
, Ω = ΩErde). Bilder fu¨r die anderen Simulationen sehen genauso
aus. Die Modellergebnisse stimmen sehr gut mit der theoretischen Lo¨sung (4.2) u¨berein. Die
Dierenzen zwischen den numerisch erzielten num und den analytischen Drehwinkeln an




Wie reagiert der Ozean auf die Kraft einer Windschubspannung, die auf sein Volumen wirkt?
Diese Frage nach der generellen windgetriebenen Zirkulation des Ozeans und der Bildung
von westlichen Randstro¨men { wie dem Golfstrom oder dem Kuroshio { auf der sich dre-
henden Erde wird von vielen Wissenschaftlern seit mehreren Jahrzehnten untersucht. Die
Schwierigkeiten liegen u.a. darin, da die beschreibenden Navier-Stokes-Gleichungen zwar
bekannt, aber wegen ihrer Nichtlinearita¨t nicht analytisch lo¨sbar sind. H. Stommel (1948)
und W. Munk (1950a) fanden aber fu¨r das linearisierte Problem analytische Lo¨sungen. K.
Bryan (1963) und G. Veronis (1966b) entwickelten numerische Modelle zur Untersuchung
des nichtlinearen Problems. In den folgenden Abschnitten wird nun ein Gitter-Boltzmann-
Modell entwickelt, mit dem die windgetriebene Zirkulation eines barotropen Ozeans simu-
liert werden kann und dessen Ergebnisse mit den analytischen Lo¨sungen von Munk und
Stommel und den Resultaten verschiedener numerischer Modelle, wie z.B. von Veronis und
Bryan, verglichen werden. Zuna¨chst aber sollen Munks und Stommels Lo¨sungen der linearen
Theorie dargestellt werden.
5.1 Lineare Theorie
Bei der Untersuchung windgetriebener Stro¨mungen in einem abgeschlossenen Meeresgebiet
mu¨ssen die subskaligen Prozesse parametrisiert werden. Damit die Geschwindigkeit bzw. die
Vorticity im Ozean nicht permanent anwa¨chst, mu Reibung beru¨cksichtigt werden, wofu¨r es
nach folgende Mo¨glichkeiten gibt (siehe z.B. Holland, 1977; Krauss, 1973): innere Reibung,
seitliche Reibung an den Ku¨sten und am Schelf und Bodenreibung. Da diese Bezeichnungen
nur die Form der Impulsabgabe angeben und bei Beru¨cksichtigung der seitlichen Reibung
natu¨rlich auch innere Reibung vorhanden ist, werden im weiteren die \innere Reibung" als
Stokes-Reibung1 und die \seitliche Reibung" als Laplace-Reibung2 bezeichnet.
Beim ersten Modell wird die Stokes-Reibung beru¨cksichtigt, indem die Reibungsterme in den
beschreibenden Navier-Stokes-Gleichungen (2.21) durch eine lineare Reibungskraft KR =
−ku ersetzt wird (Stommel, 1948; Veronis, 1966a; Krauss, 1973, S. 264.). Ein typischer
Wert fu¨r k ist k  10−6 1=s. Sei nun T = (Tx; Ty) die antreibende Windschubspannung,
dann lautet die Bewegungsgleichung
@u
@t
+ (ur)u + f  u + 1

rp+ ku−T = 0 (5.1)
1Stokes-Reibung, weil die Reibung bei diesem Ansatz proportional zur Geschwindigkeit u ist.
2Laplace-Reibung, da bei diesem Ansatz der Laplace-Operator (u) im Reibungsterm auftritt.
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mit f = (0; 0; f)T . Fu¨r den Coriolisparameter f gilt na¨herungsweise (Approximation durch











R = 6371:04 km ist der mittlere Erdradius und '0 die Referenzbreite. Ω wurde bereits als
Rotationsrate der Erde eingefu¨hrt. Bildet man von Gleichung (5.1) die Rotation, so wird in
ihr der Druckgradient eleminiert. Mit der Einfu¨hrung einer Stromfunktion  (x; y) mit






















(J ist der Jacobi-Operator). Fu¨r den stationa¨ren Fall und bei Vernachla¨ssigung des nicht-
linearen Terms folgt daraus










Fu¨r ein rechteckiges Becken der La¨nge L und der Breite H mit 0  x  L und 0  y  H





Daraus folgt, da auch die Stromfunktion  auf dem Rand konstant ist und o.B.d.A. auf
Null gesetzt werden kann:
 (0; y) =  (L; y) =  (x; 0) =  (x;H) = 0: (5.7)
Wird als Antrieb ein zonales Windfeld mit Ostwind in niederen Breiten und Westwind in
mittleren Breiten





und Ty = 0 (5.8)
angenommen, gibt es fu¨r Gleichung (5.5) eine analytische Lo¨sung (Stommel 1948):










2k sinh(x) + e−
x













Daraus folgt fu¨r die Geschwindigkeit:









































3Dies sind noch keine Slip-Bedingungen (Gleit-Bedingungen), weil die Normalableitung der Geschwindig-
keit nicht null sondern beliebig ist.
52 KAPITEL 5. DIE WINDGETRIEBENE ZIRKULATION DES OZEANS
STOMMEL
Abbildung 5.1: Stromfunktion  der Stommel’schen Lo¨sung (1948) fu¨r  = 0 (links) und
 6= 0 (rechts).
Gleichung (5.9) vereinfacht sich bei konstantem Coriolisparameter f ( = 0) zu






















 ! : (5.12)
In diesem Fall ergibt sich ein antizyklonaler Wirbel, der symmetrisch zu x = L2 ist (Abb.
5.1, links). Hier liegen die Reibungsvorticity und die Vorticity, die vom Windfeld herru¨hrt,
im Gleichgewicht.
Aus der Lo¨sung fu¨r  6= 0 erha¨lt man einen asymmetrischen Wirbel mit einem schmalen,
starken Randstrom an der Westseite und einem breiten, langsamen Strom an der Ostseite
des Beckens (Abb. 5.1, rechts). Das Vorticitygleichgewicht besteht hier aus der Reibungsvor-
ticity, der planetaren Vorticity und der Vorticity der Windschubspannung. Dabei entspricht
das planetare Vorticityfeld dem Anwachsen des Coriolisparameters mit der geographischen
Breite. Es ist am A¨quator Null und wa¨chst zum Pol hin an.
Munk (1950a) beru¨cksichtigte erstmals die Laplace-Reibung. Dieser Ansatz basiert auf
dem Austausch-Konzept. Er ging aus von den Navier-Stokes-Gleichungen
@u
@t
+ (ur)u + f  u + 1

rp− Ar2u−T = 0 (5.13)
mit A als horizontalem Austauschkoezienten, der in der Gro¨enordnung von 103 m2=s
liegt. Wird wieder eine Stromfunktion  wie in Gleichung (5.3) eingefu¨hrt und die Rotation
zur Eleminierung des Druckes gebildet, folgt daraus
@
@t













und im linearen stationa¨ren Fall











 = 0 und
@ 
@x
= 0 fu¨r x = 0 und x = L;
 = 0 und
@ 
@y
= 0 fu¨r y = 0 und y = H: (5.16)
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Abbildung 5.2: Stromfunktion  aus dem Modell von Munk (1950a).
Damit ist die Geschwindigkeit u auf dem Rand gleich null, was No-slip-Bedingungen ent-
spricht. In Abbildung (5.2) ist die Lo¨sung der Gleichung (5.15) mit den Randbedingungen
(5.16) dargestellt. Wie man sieht, bildet sich auch hier ein asymmetrischer Wirbel mit einem
schmalen, aber starken westlichen Randstrom und einem breiten langsamen Randstrom im
Osten. Munks Modell beschreibt aber auch den Gegenstrom am rechten Rand der westli-
chen Randstro¨me, wie er sich z.B. beim Golfstrom ausbildet (Dietrich et al., 1975; Stommel,
1965).
Munks Ansatz mit Laplace-Reibung und Stommels Ansatz mit Stokes-Reibung fu¨hren
also grundsa¨tzlich zu a¨hnlichen Ergebnissen bezu¨glich der allgemeinen windgetriebenen Zir-
kulation im Ozean. Unterschiede zeigen sich nur in den Feinheiten der Stro¨mungen, die von
Munks Modell besser dargestellt werden ko¨nnen.
5.2 Nichtlineare Theorie
Aus der linearen Theorie ergibt sich fu¨r die wingetriebene Zirkulation als Folge der Erdro-
tation ein asymmetrischer, antizyklonaler Wirbel mit einem starken, schmalen, westlichen
Randstrom. Wie aber wirken sich die nichtlinearen Terme der Navier-Stokes-Gleichungen
auf die Zirkulation aus? Dazu entwickelten Munk et al. (1950b), Fofono (1954), Charney
(1955) und Morgan (1956) verschiedene Theorien. Fofono (1954) verzichtete ganz auf Wind-
antrieb und Reibungsterme. Der -Eekt durch die Corioliskraft in seinem Tra¨gheitsmodell
verursacht dann einen Wirbel mit einem no¨rdlichen Randstrom, der in Nord-Su¨d-Richtung
und nicht in West-Ost-Richtung asymmetrisch ist. Munk et al. (1950b) gingen von Glei-
chung (5.14) aus und untersuchten in verschiedenen Ansa¨tzen den Einflu der nichtlinearen
Terme. Als Ergebnis erhielten sie einen asymmetrischen Wirbel wie in der linearen Theo-
rie, dessen Zentrum aber nach Nordwesten verschoben wurde. Charney (1955) und Morgan
(1956) dagegen vernachla¨ssigten die Reibungsterme ganz und beru¨cksichtigten dafu¨r die
nichtlinearen Terme. Das Vorticitygleichgewicht bleibt auch unter diesen Bedingungen er-
halten. Es entstehen ebenfalls westliche Randstro¨me, die sich aber sta¨rker im nordwestlichen
Teil des betrachteten Gebietes (auf der Nordhalbkugel) konzentrieren, als im linearen Fall.
Der Grund liegt darin, da das Zentrum des antizyklonalen Wirbels wie bei Munk et al.
(1950b) nach Nordwesten verschoben wird.
Sollten in den westlichen Randstro¨men nichtlineare Eekte gegenu¨ber den Reibungseekten
die Hauptrolle spielen, ko¨nnte der Ozean in eine Randregion, in der die nichtlinearen Pro-
zesse dominierten, und dem oenen Ozean eingeteilt werden. Solch eine Trennung ist aber
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nicht mo¨glich. Denn in windgetriebenen Zirkulationsmodellen darf die Reibung nicht wie
bei Charney (1955) und Morgan (1956) vernachla¨ssigt werden. Sonst wu¨rde die Vorticity im
Ozean aufgrund der Windschubspannung permanent zunehmen (Krauss, 1973).
Die vollsta¨ndigen Navier-Stokes-Gleichungen { also mit nichtlinearen und viskosen Termen
{ sind wohl nur numerisch lo¨sbar. Ob nun in einem Stro¨mungssystem die nichtlinearen oder
die Reibungsterme gro¨eren Einflu haben, ha¨ngt von dem Verha¨ltnis zwischen der Rossby-









Die Rossbyzahl gibt das Verha¨ltnis zwischen dem nichtlinearen Term und dem Coriolisterm
und die Ekmanzahl zwischen Reibungsterm und Coriolisterm an. Ist die Rossbyzahl gro
gegenu¨ber der Ekmanzahl, dominieren die nichtlinearen Terme. Im umgekehrten Fall ist der
Einflu der Reibungsterme gro¨er. Wichtige Ergebnisse aus numerischen Modellen stammen
von Bryan (1963) und Veronis (1966b) und sollen nun vorgestellt werden.
Bryan setzte bei der Lo¨sung des linearen Problems von Munk (1950a) an, um zu sehen,
welche Vera¨nderungen bei Hinzunahme der nichtlinearen Terme auftreten. Dabei ging er
von der vertikal integrierten Form der nicht-stationa¨ren Vorticitygleichung (5.14) aus, die er
mit niten Dierenzen diskretisierte. Er betrachtete ein rechteckiges Gebiet mit einer La¨nge
L und einer Breite H = 2L. Die Randbedingungen fu¨r die Stromfunktion  lauteten
 = 0 und
@ 
@x
= 0 fu¨r x = 0 und x = L;
 = 0 und
@2 
@y2
= 0 fu¨r y = 0 und y = H: (5.18)
Bryan setzte also No-slip-Bedingungen am westlichen und o¨stlichen Beckenrand, so wie es
auch Munk et al. (1950b) bei ihren nichtlinearen Untersuchungen taten. Auf dem Nord-
und Su¨drand galten Slip-Bedingungen. Das Modell wurde aus dem Ruhezustand integriert,
wobei als Antrieb ein Windfeld der Form (5.8) diente. Die Rossbyzahl Ro wurde zwischen
1:28 10−3 und 3:2 10−4 variiert. Der Austauschkoezient A lag im Bereich von 5 102 m2=s
bis 104 m2=s, so da die entsprechende Ekmanzahl EA grundsa¨tzlich kleiner war als die
Rossbyzahl. Bei den Experimenten mit verschiedenen Reynoldszahlen Re wurde auch der
Gitterabstand variiert. Fu¨r die Fa¨lle Re = 5 und Re = 20 betrug x = 250 km und
y = 500 km, fu¨r Re = 40 und Re = 60 x = 125 km und y = 250 km und fu¨r Re = 50
und Re = 100 x = 83:3 km und y = 166:7 km. Abbildung (5.3) zeigt die Ergebnisse fu¨r
Ro = 1:28  10−3. Die Ekmanzahl nimmt in den Bildern von links nach rechts ab, wa¨hrend
die Reynoldszahl Re zunimmt. Man sieht, da dann die Wirkung der nichtlinearen Terme
sta¨rker wird. Der westliche Randstrom wird in Richtung Nordwesten intensiver und erreicht
zum Teil auch den no¨rdlichen Rand, was sich mit den Untersuchungen von Munk et al.
(1950b) zum nichtlinearen Problem deckt. Bei sehr kleinen Ekmanzahlen bildet sich in der
nordwestlichen Ecke sogar ein zweiter Wirbel aus, der sehr schnell nach Su¨den abdreht.
Bryan fand auerdem, da bei kleinen Austauschkoezienten { also groen Reynoldzahlen
Re { und damit sta¨rkeren nichtlinearen Eekten die Zirkulation nicht mehr stationa¨r wird.
Unterhalb einer kritischen Reynoldszahl, die im Bereich von Re = 50 bis Re = 100 liegt,
erreicht die Stro¨mung noch anna¨hernd stationa¨re Zusta¨nde.
Veronis (1966a,b) ging von Stommels Modell (1948) fu¨r den linearen Fall aus. Das nicht-
lineare Problem wird dann durch Gleichung (5.4) beschrieben. Als Antrieb benutzte er aber
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Abbildung 5.3: Stromfunktion  u¨ber die Zeit gemittelt nach Bryan (1963) fu¨r Ro = 1:28 
10−3. Von links nach rechts: EA = 2:56  10−4, Re = 5; EA = 6:4  10−5, Re = 20; EA =
3:2  10−5, Re = 40 und EA = 2:13  10−5, Re = 60. Der Einflu der nichtlinearen Terme
wa¨chst mit abnehmender Ekmanzahl EA.
deniert. Er betrachtete einen quadratischen Ozean mit einer Seitenla¨nge von L = 2000 km
und den Randbedingungen
 (0; y) =  (L; y) =  (x; 0) =  (x; L) = 0 (5.20)
fu¨r die Stromfunktion. Das bedeutet, da die Normalkomponente der Geschwindigkeit un auf
dem Rand verschwindet. Zur Diskretisierung benutzte er nite Dierenzen auf einem Gitter
von 40  40 Punkten. Die Referenzbreite '0 betrug 30. Das Modell wurde aus dem Ru-
hezustand bis zum Erreichen des stationa¨ren Zustands integriert, wobei verschiedene Werte
fu¨r Ro und Ek eingestellt wurden. Die Bilder (5.4) zeigen die unterschiedlichen Ergebnisse.
Dargestellt sind die Stromfunktion  und der Druck p. Daraus erkennt man, da auch hier
das Zentrum des asymmetrischen Wirbels nach Nordwesten wandert, wenn die Rossbyzahl
zunimmt bzw. die Ekmanzahl kleiner wird, und damit die nichtlinearen Prozesse sta¨rker wer-
den. Wird das Verha¨ltnis zwischen Rossby- und Ekmanzahl besonders gro, bildet sich sogar
ein no¨rdlicher Randstrom mit o¨stlicher Stro¨mungsrichtung aus. Veronis Ergebnisse stellen
damit auch den U¨bergang zwischen Stommels (1948) linearen Modell und dem Tra¨gheits-
modell von Fofono (1954) dar.
Die Modellergebnisse von Bryan (1963) und Veronis (1966a,b) werfen aber das Problem
auf, welche Randbedingungen bei numerischen Simulationen der windgetriebenen Ozean-
Zirkulation gesetzt werden sollten. Bryan benutzte No-slip-Bedingungen am westlichen und
o¨stlichen Rand, wa¨hrend Veronis nur die Normalkomponente der Geschwindigkeit gleich null
setzte4 . Stewart (1964) fand heraus, da bei No-slip-Bedingungen im Osten und Westen bzw.
Norden und Su¨den keine o¨stlichen bzw. no¨rdlichen Randstro¨me wie bei Veronis und Fofo-
no entstehen ko¨nnen. Holland (1977) bemerkte dazu, da nicht nur die Art der Reibung
(Stokes- oder Laplace-Reibung) sondern genauso die Art der Randbedingungen (Slip oder
No-Slip) fu¨r die Modellergebnisse wichtig sind.
4Es sei nochmals daran erinnert, da un = 0 alleine noch keine Slip-Bedingungen sind.
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Abbildung 5.4: Stromfunktion  und Druck p=pmax in einem quadratischen Ozean nach
Veronis (1966b): (a) Ro = 10−6; Ek = 0:05; (b) Ro = 9  10−6; Ek = 0:05; (c) Ro =
2:5  10−3; Ek = 0:05; (d) Ro = 10−2; Ek = 0:05; (e) Ro = 10−2; Ek = 0:025; (f)
Ro = 1:2  10−2; Ek = 0:018; (g) Ro = 4  10−2; Ek = 0:025.
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5.3 Das Gitter-Boltzmann-Modell
Aus dem vorherigen Abschnitt wissen wir, da die verschiedenen analytischen Lo¨sungen
(Munk, 1950a und Stommel, 1948) und numerischen Modelle (Bryan,1963 und Veronis,
1966b) stationa¨re Stro¨mungen beschreiben, sofern der Austauschkoezient A nicht zu klein
ist (d.h. Re nicht zu gro ist). Deshalb ko¨nnen in einem BGK-Gitter-Boltzmann-Modell zur
Simulation der westlichen Randstro¨me die Gleichgewichts-Verteilungsfunktionen ~F eqi der
Gleichung (2.29) aus Abschnitt 2.3 verwendet werden. Die Mehrskalenanalyse dieser mikro-
skopischen Verteilungen liefert im Makroskopischen die inkompressible (ru = 0) Navier-
Stokes-Gleichung (siehe Abs. 2.2.2)
@u
@t
+ (ur)u− r2u +rp = 0 (5.21)
mit nichtlinearem Term. Fu¨r Simulationen des linearen Falls werden die Gleichgewichts-
Verteilungsfunktionen ~F eqi aus Gleichung (2.33) verwendet, die ebenfalls im Abschnitt 2.3
vorgestellt wurden.
Das Gitter-Boltzmann-Modell, wie es bis hierher eingefu¨hrt wurde, mu aber weiterent-
wickelt werden, um die windgetriebene Zirkulation des Ozeans simulieren zu ko¨nnen. Denn
Gleichung (5.21) ist ja ‘nur’ die ‘nackte’ Navier-Stokes-Gleichung ohne Coriolisterm und
Windschubspannung. Beide mu¨ssen als zusa¨tzlich wirkende Kra¨fte eingebaut werden. Um
die Ansa¨tze von Stommel (1948) und Veronis (1966a,b) mit dem Modell simulieren zu
ko¨nnen, mu auch noch der Laplace-Reibungsterm r2u aus Gleichung (5.21) durch die
Stokes-Reibung KR = −ku ersetzt werden. Diese drei Kra¨fte werden nun mittels der beiden
Verfahren (makroskopisch und mikroskopisch), die in Abschnitt 2.5 vorgestellt wurden, in
das Gitter-Boltzmann-Modell eingebaut.
5.3.1 Einbau der Corioliskraft
Wie der Einbau der Corioliskraft in das Gitter-Boltzmann-Modell aussieht, wurde schon in
Abschnitt 4.2 gezeigt. Im Gegensatz zum dort behandelten Problem der Tra¨gheitsbewegung
im oenen Ozean wird fu¨r den Coriolisparameter f hier die Approximation durch eine -
Ebene verwendet:




Fu¨r die beiden Einbauverfahren macht das zwar keinen Unterschied. Zur Verdeutlichung
wird der Einbau der Corioliskraft aber nochmal kurz dargestellt.
a) Makroskopischer Einbau:
Aus Gleichung (2.49) des makroskopischen Verfahrens folgen fu¨r die x- und y-Komponenten
der Impulsdichte jf unter Einflu der Corioliskraft









Beim mikroskopischen Einbau gilt hier fu¨r die modizierten Verteilungsfunktionen F fi unter
Einflu der Corioliskraft nach Gleichung (2.58)
F fi (x + ci; t+ 1) = Fi(x + ci; t+ 1) −
1
2




fFi−2 (x + ci; t) (5.25)
fu¨r i > 0 und F f0 (x + ci; t+ 1) = F0(x + ci; t+ 1).
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5.3.2 Einbau der Windschubspannung
In Abschnitt 5.1 wurde in Gleichung (5.8) ein zonales Windfeld als Antrieb eingefu¨hrt. Diese
Windschubspannung soll als na¨chstes in das Modell eingebaut werden.
a) Makroskopischer Einbau:
Die Impulse jw unter Wirkung der Windschubspannung ergeben sich nach Gleichung (2.49)
aus









jwy (x; t) = jy(x; t): (5.27)
b) Mikroskopischer Einbau:
Da bei dem zonalen Windfeld nur die x-Komponente ungleich Null ist, ergeben sich aus
Beziehung (2.58) folgende Gleichungen fu¨r die Nichtgleichgewichts-Verteilungsfunktionen
Fwi :
Fwi (x + ci; t+ 1) = Fi(x + ci; t+ 1)
fu¨r i = 0; 1; 2; 3; 4; 5; 7 und









fu¨r i = 6 und i = 8. Dabei sind die Fi wieder die Nichtgleichgewichts-Verteilungsfunktionen
aus der kinetischen Gleichung (2.18).
5.3.3 Einbau einer linearen Reibungskraft (Stokes-Reibung)
In der linearen Theorie von Stommel (1948) und dem Modell von Veronis (1966a,b) wurde
im Abschnitt 5.1 eine Stokes-Reibung KR = −ku eingefu¨hrt, die den Laplace-Reibungsterm
in den Navier-Stokes-Gleichungen ersetzt (siehe Gl. 5.1). Der Einbau in das Modell geschieht
wie folgt:
a) Makroskopischer Einbau:










FRi seien die Nichtgleichgewichts-Verteilungsfunktionen, die sich aus der Wirkung der Rei-
bungskraft KR auf die Nichtgleichgewichts-Verteilungsfunktionen Fi der kinetischen Glei-
chung (2.18) ergeben. Die x-Komponente der Reibungskraft lautet KRx = −ku und die
y-Komponente KRy = −kv. Dementsprechend erfolgt nach (2.58) die Berechnung der FRi fu¨r
i > 0 nach den Gleichungen
FRi (x + ci; t+ 1) = Fi(x + ci; t+ 1) −
k
2




Fi+(x + ci; t): (5.30)
Fu¨r i = 0 gilt FR0 (x + ci; t+ 1) = F0(x + ci; t+ 1).
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Mit diesen zusa¨tzlich eingebauten Kra¨ften steht nun ein Gitter-Boltzmann-Modell zur
Verfu¨gung, mit dem die windgetriebene Ozean-Zirkulation linear und auch nichtlinear si-
muliert werden kann. Wegen den im Abschnitt 2.5 angesprochenen Vorteile, wird fu¨r die Si-
mulationen in diesem Kapitel ausschlielich das makroskopische Verfahren verwendet. Unter
Beru¨cksichtigung der drei zusa¨tzlichen Kra¨fte gilt dann fu¨r die Impulsdichte:









jfy (x; t) = jy(x; t)−
1
!
[fjx(x; t)− kjy(x; t)] : (5.31)
Die Simulationen mit diesem Modell werden noch danach eingeteilt, ob sie den linearen
oder den nichtlinearen Fall simulieren, welche Art von Dissipation verwendet wird (Stokes-
Reibung mittels linearem Kraftansatz wie bei Stommel und Veronis oder Laplace-Reibung
wie bei Munk und Bryan) und welche Randbedingungen gesetzt werden.
5.3.4 Das Modell mit Stokes-Reibung
Das Gitter-Boltzmann-Modell zur Simulation der windgetriebenen Ozean-Zirkulation mit
Stokes-Reibung entspricht den Modellen von Stommel (1948) und Veronis (1966a,b). Da die
Zirkulation stationa¨r ist, werden die alternativen Gleichgewichts-Verteilungsfunktionen ~F eqi
von Zou et al. (1995a,b) verwendet, und zwar aus den Gleichungen (2.33) fu¨r lineare und den
Gleichungen (2.29) fu¨r nichtlineare Simulationen. Auf dem Rand werden Slip-Bedingungen
fu¨r die Geschwindigkeit u gesetzt. Das heit, da die Geschwindigkeiten auf dem Rand aus
den Nichtgleichgewichts-Verteilungsfunktionen Fi der Tabelle 2.2 berechnet werden, so da
Gleichung (5.6) erfu¨llt wird. Die Normalkomponente der Geschwindigkeit un ist also auf dem
Rand wie in Stommels analytischer Lo¨sung fu¨r den linearen Fall (Gl. 5.11) gleich null. Die
Normalableitung @u=@n der Lo¨sung (5.11) verschwindet aber nicht u¨berall auf dem Rand.
Fu¨r die Massendichte  des Gitter-Boltzmann-Modells soll natu¨rlich Massenerhaltung gelten.
Es darf also u¨ber den Rand weder Masse aus dem betrachteten Gebiet raus- noch reinflieen.
Um dies zu erreichen, werden zur Berechnung der Massendichte auf dem Rand jRand die
Nichtgleichgewichts-Verteilungsfunktionen Fi aus Tabelle 2.1 verwendet.
Stommel beru¨cksichtigte die Stokes-Reibung, indem er den Laplace-Reibungsterm r2u
in den Navier-Stokes-Gleichungen (2.21) durch die lineare Kraft KR ersetzte (siehe Gl.
5.1). Wie schon mehrfach erwa¨hnt, beschreiben Gitter-Boltzmann-Modelle im Makrosko-
pischen die inkompressible Navier-Stokes-Gleichung (5.21) mit dem Laplace-Reibungsterm
r2u. Wird die Reibungskraft KR, wie es im Abschnitt 5.3.3 beschrieben wurde, in das
Modell eingebaut, mu der Term der Laplace-Reibung also wesentlich kleiner als die Stokes-







eingefu¨hrt. Sie gibt das Verha¨ltnis zwischen dem Term der Laplace-Reibung und der Stokes-
Reibungskraft an. Je kleiner Rk ist, desto kleiner ist der Laplace-Reibungsterm gegenu¨ber
der Stokes-Reibungskraft.
5.3.5 Das Modell mit Laplace-Reibung
Beim Gitter-Boltzmann-Modell mit Laplace-Reibung { wie in dem Ansatz von Munk (1950a)
und im Modell von Bryan (1963) { wird keine zusa¨tzliche Reibungskraft KR eingesetzt
(siehe Gl. 5.13). Bryans Untersuchungen zeigten, da die windgetriebene Zirkulation im
Ozean mit wachsender Reynoldszahl (Re > 50) keinen stationa¨ren Zustand mehr erreicht.
In diesen Fa¨llen mu¨ssen die Gleichgewichts-Verteilungsfunktionen F eqi aus Gleichung (2.27)
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(nichtlinearer Fall) bzw. (2.32) (linearer Fall) verwendet werden. Fu¨r kleine Reynoldszahlen
werden die alternativen ~F eqi von Zou et al. (1995a,b) benutzt (Gl. 2.29 bzw. 2.33).
Bei den Simulationen mit Laplace-Reibung werden verschiedene Randbedingungen fu¨r die
Geschwindigkeit u verwendet. Zuna¨chst werden auf dem gesamten Rand, wie in der linearen
Theorie von Munk (1950a) (siehe Gl. 5.16), Haftbedingungen gesetzt (Fi aus Tab. 2.1).
Danach werden nur der westliche und der o¨stliche Rand auf No-slip-Bedingungen (Fi aus
Tab. 2.1) gesetzt, wa¨hrend auf dem no¨rdlichen und su¨dlichen Rand Slip-Bedingungen (Fi
aus Tab. 2.2) gelten. Diese Randbedingungen benutzte auch Bryan in seinem numerischen
Modell (Gl. 5.18). Wie beim Modell mit Stokes-Reibung wird wegen der Massenerhaltung
bei allen Simulationen die Massendichte auf dem Rand Rand aus den Nichtgleichgewichts-
Verteilungsfunktionen Fi der Tabelle 2.1 berechnet.
5.4 Skalierung
Die Skalierung des Gitter-Boltzmann-Modells wird wie folgt durchgefu¨hrt: Die windgetrie-
bene Ozean-Zirkulation soll auf einem rechteckigen Gebiet der La¨nge L und der Breite H
simuliert werden. Dazu wird auf diesem Gebiet ein a¨quidistantes Gitter mit N M Gitter-
punkten aufgespannt. Das Gitter ist also N − 1 GE lang und M − 1 GE breit. Dann gilt
fu¨r eine Gittereinheit GE:
1 GE =
L
N − 1 =
H
M − 1 : (5.33)
Die charakteristische Geschwindigkeit im Ozean betra¨gt 1 m=s. Dieser Wert wird einer









Lo¨st man diese Gleichung unter Verwendung der Beziehung (5.33) nach  auf, folgt daraus
 =
U L
N − 1 s (5.35)
fu¨r einen Zeitschritt. Die zeitliche Diskretisierung wird also durch die gewa¨hlte Ge-
schwindigkeit U festgelegt. Diese mu aber kleiner als die kritische Geschwindigkeit von
ckrtit = 0:17 GE= sein, da sonst negative Dichten auftreten ko¨nnten (siehe Abs. 2.2.2).
Bei diesem Gitter-Boltzmann-Modell werden die Geschwindigkeiten U = 10−4 GE= und
U = 10−3 GE= verwendet. So wird eine hohe zeitliche Auflo¨sung erreicht, und die Ge-
schwindigkeiten auf dem Gitter bleiben deutlich unterhalb der kritischen Geschwindigkeit.
Mit dieser Skalierung des Gitter-Boltzmann-Modells werden Simulationen auf zwei unter-
schiedlich groen Ozeangebieten gerechnet.
Das erste Gebiet Q ist quadratisch und hat eine Seitenla¨nge von L = 2000 km. Es ist al-
so so gro wie das Becken, auf dem Veronis (1966b) seine Simulationen durchfu¨hrte. Auf
diesem Gebiet wird ein Gitter von 41  41 Punkten aufgespannt. Die Auflo¨sung betra¨gt
damit nach der Formel (5.33) L = 50 km pro Gittereinheit GE. Sie ist damit genauso gut
wie die Auflo¨sung im Modell von Veronis mit L = 51:28 km. Mit der charakteristischen
Geschwindigkeit U = 10−4 GE= bzw. U = 10−3 GE= betra¨gt die zeitliche Diskretisie-
rung nach Gleichung (5.35) t = 5 s bzw. t = 50 s pro Zeitschritt  . In der Tabelle
5.1 ist die Skalierung wichtiger Modellgro¨en aufgelistet. Fu¨r U = 10−4 GE= werden alle
Simulationen in diesem Becken u¨ber 8 Millionen Zeitschritte  integriert. Dies entspricht
etwas mehr als 15 Monaten in der Natur. Auf einer CRAY J90 werden dafu¨r ca. 6 Stunden
CPU-Zeit beno¨tigt. Stationa¨re Zusta¨nde werden aber schon nach einer Integrationszeit von
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kleines Modellgebiet kleines Modellgebiet groes Modellgebiet
Skala Ozean 41 41 41 41 101 51
Gitterpunkte Gitterpunkte Gitterpunkte
L 106 m 20 GE 20 GE 10 GE
U 1 m=s 10−3 GE= 10−4 GE= 10−4 GE=
t 106 s 2  104  2  105  105 
 10−6 m2=s 2  10−14 GE2= 2  10−15 GE2= 10−15 GE2=
A 103 m2=s 2  10−5 GE2= 2  10−6 GE2= 10−6 GE2=
k 10−6 1=s 5  10−5 1= 5  10−6 1= 10−5 1=
f 10−4 1=s 5  10−3 1= 5  10−4 1= 10−3 1=
 10−11 1=(ms) 2:5  10−5 1=(GE ) 2:5  10−6 1=(GE ) 10−5 1=(GE )
Tabelle 5.1: Skalen im Ozean und beim Gitter-Boltzmann-Modell.
wenigen Wochen erreicht, was eine Rechenzeit von weniger als eine Stunde erfordert. Bei
den Simulationen mit U = 10−3 GE= dauert die Integration u¨ber 15 Monate weniger als
40 Minuten.
Das zweite, gro¨ere Gebiet G ist rechteckig und L = 10000 km lang und H = 5000 km
breit. Es wird mit einem Gitter von 101 51 Punkten diskretisiert. Die Auflo¨sung betra¨gt
hier nach Gleichung (5.33) L = 100 km. Sie ist also nur halb so gut, wie auf dem kleineren
Gebiet Q. Die zeitliche Auflo¨sung betra¨gt  = 10 s (Gl. 5.35). Die Simulationen werden
u¨ber 4 Millionen Zeitschritte integriert, um auch hier die 15 Monate Realzeit zu erreichen.
Wegen der gro¨eren Zahl an Gitterpunkten werden dazu aber etwa 9 Stunden CPU auf einer
CRAY J90 verbraucht. Die Skalierung von wichtigen Gro¨en fu¨r dieses Gebiet steht auch in
Tabelle 5.1.
5.4.1 Einstellen des Windfeldes
Die Amplitude T0 der Windschubspannung T (Gl. 5.8) wird bei allen Simulationen wie folgt
eingestellt. Fu¨r die Geschwindigkeit u = (u; v) ist aus der linearen Theorie von Stommel
(1948) eine analytische Lo¨sung bekannt (Gl. 5.11). Die y-Komponente v(x; y) dieser Lo¨sung
hat ihr Maximum bei x = 0 und y = H=2. Mit diesen Werten fu¨r x und y wird die untere
Gleichung aus (Gl. 5.11) nach T0 aufgelo¨st. Dabei wird v(0; H=2) = 1 m=s gesetzt. Dieses
T0 ist auch von der Konstanten k (aus der Stokes-Reibung) abha¨ngig. Beim Modell mit
Stokes-Reibung ist k von Fall zu Fall unterschiedlich. Beim Modell mit Laplace-Reibung
wird zur Einstellung des Windfeldes k = 2  10−6 1=s gesetzt.
5.4.2 Bestimmung des Drucks
Beim Gitter-Boltzmann-Modell gilt fu¨r den Druck nach Gleichung (2.22)
p(x; y; t) =
1
3
(x; y; t) − p0; (5.36)
wobei p0 eine noch na¨her zu bestimmende Konstante ist. Von der gesamten Massendichte





(x; y; t = 0); (5.37)
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die als Anfangsverteilung (x; y; t = 0) gesetzt wird, geht aber pro Zeitschritt  ein minimaler
Anteil von  GG(t = 0)
  10−13 − 10−14 (5.38)
verloren. Dies entspricht gerade der Rechengenauigkeit des Modells. Nach einer Integrations-
zeit von t = 15 Monaten liegt der Verlust im Bereich von G(t)  10−7 G(t = 0). (Bei den
Simulationen, die im Weiteren diskutiert werden, sind das etwa 10−5 % von G(t = 0).) Bei
zunehmenden mikroskopischen Geschwindigkeiten auf dem Gitter, also gro¨erem Zeitschritt
 (siehe Gl. 5.35), wa¨chst auch G etwas an, bleibt aber in der selben Gro¨enordnung. Den-
noch mu G bei der Berechnung des Drucks p beru¨cksichtigt werden, weil dieser sonst
von der Gro¨e des Zeitschritts  beeinflut wu¨rde. Die Gleichung (5.36) wird daher zu




(x; y; t)− G(t)
N M

− p0 = 13 ~(x; y; t)− p0; (5.39)
modiziert. Dabei ist der Term G(t)=(N M) gerade der Verlust an Massendichte pro
Gitterpunkt. Jetzt ist noch die Konstante p0 zu bestimmen. Aus Gleichung (5.7) ist bekannt,
da die Stromfunktion  auf dem Rand gleich Null ist. Aufgrund des Zusammenhangs
 = p=f0 verschwindet dann auch der Druck p auf dem Rand. Beim Gitter-Boltzmann-
Modell ist der Druck nach Gleichung (5.39) proportional zur Massendichte ~, und diese wird
auf dem Rand minimal. Daher wird p0 = 1=3  ~min gesetzt5 (~min = Minimum von ~).
Damit wird aus Gleichung (5.39)
p(x; y; t) =
1
3
(~(x; y; t)− ~min) : (5.40)
Diese Beziehung stellt den mikroskopischen Druck in der Einheit GE2=2 dar. Der makro-
skopische Druck p0 ergibt sich daraus und unter Verwendung der Gleichungen (5.33, 5.34
und 5.35) zu
p0(x; y; t) = W  p(x; y; t) U−1 (5.41)
mit U aus Gl. (5.34) und W = 103 kg=m3. In der weiteren Diskussion wird nur der makro-
skopische Druck betrachtet und daher der 0 weggelassen.
5.4.3 Dimensionslose Zahlen
Zum Schlu dieses Unterkapitels sollen nochmal alle dimensionslosen Zahlen zusammenge-
fat werden, welche die einzelnen Simulationen charakterisieren. Als charakteristische Ge-










(A = Austauschkoezient,  = Viskosita¨t),









5Auch Veronis (1966a,b) setzte das Minimum des Drucks gleich Null und zog eine entsprechende Kon-
stante p0 von seinen numerisch gewonnenen Druckwerten ab.




















Betrachten wir als erstes die Ergebnisse der Simulationen, die auf dem quadratischen Gebiet
Q gerechnet werden. Die ra¨umliche Diskretisierung betra¨gt x = y = 50 km und die
zeitliche Diskretisierung t = 5 s. Zuna¨chst werden die Ergebnisse des Modell mit Stokes-
Reibung und anschlieend die des Modells mit Laplace-Reibung diskutiert.
5.5.1 Ergebnisse des Modells mit Stokes-Reibung
Der Viskosita¨tsparameter ! aus der kinetischen Gleichung (2.18) wurde bei allen Simula-
tionen auf ! = 1:99999 eingestellt. Nach Gleichung (2.24) folgt daraus eine Viskosita¨t von
 = 8:3  10−7 GE2= auf dem Gitter. Die Reibungszahl Rk liegt immer im Bereich von
5  10−4 − 5  10−5. Der viskose Term r2u ist also immer wesentlich kleiner als der Term
der linearen Reibungskraft KR. Wird die Viskosita¨t noch weiter reduziert, machen sich nu-
merische Instabilita¨ten bemerkbar. Die Referenzbreite der -Ebene betra¨gt '0 = 30. Alle
Modella¨ufe ergeben stationa¨re Stro¨mungen. Dazu ist in Bild (5.5) die zeitliche Entwicklung
des Betrags des Gesamtimpuls JGesamt(t) fu¨r den nichtlinearen Fall mit Ro = 1:26  10−2
und Ek = 0:05 (siehe spa¨ter Abb. 5.12, 5.13) dargestellt. Nach 43:4 Tagen Integrationszeit
(750000 Zeitschritte, 34 Minuten CPU) nimmt der Betrag des Gesamtimpuls nicht mehr zu







































berechnet und im Weiteren kurz als Gesamtimpuls bezeichnet. Alle Abbildungen in diesem
Abschnitt u¨ber die Simulationen auf dem kleineren Gebiet Q zeigen die Zusta¨nde am Ende
der Integrationszeit nach 15 Monaten (8 Millionen Zeitschritten).
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Abbildung 5.5: Zeitliche Entwicklung des Gesamtimpuls JBG(t) fu¨r den nichtlinearen Fall
'0 = 30, Ro = 1:26  10−2, Ek = 0:05, Rk = 5  10−5, Ro=Ek = 0:252 und Slip-Bedingungen
auf dem Rand. Der stationa¨re Zustand wird nach ungefa¨hr 43.4 Tagen erreicht.
Der lineare Fall
Aus Abschnitt 5.1 ist bekannt, da Stommel (1948) eine analytische Lo¨sung fu¨r das lineare
Problem mit Stokes-Reibung gefunden hat (Gl. 5.9 und 5.11). Daher ko¨nnen in diesem Fall
die Simulationen des Gitter-Boltzmann-Modells nicht nur qualitativ sondern auch quantita-
tiv mit der Theorie verglichen werden.
Betrachten wir den linearen Fall mit k = 2  10−6 1=s und '0 = 30:
Die Abbildungen (5.6) und (5.7) zeigen die Simulation des Gitter-Boltzmann-Modells. Im
Bild (5.6) ist das Geschwindigkeitsfeld u dargestellt. Wegen der Anschaulichkeit wird in den
Bildern der Geschwindigkeitsfelder immer nur jeder vierte Wert gezeigt. Bild (5.7) zeigt den
dimensionslosen Druck
~p = p=pmax; (5.48)
wobei p der makroskopische Druck nach Gleichung (5.41) und pmax dessen Maximum ist.
Um diese Modellergebnisse mit der Theorie vergleichen zu ko¨nnen, zeigen die Bilder (5.8)
und (5.9) die analytische Lo¨sung nach Gleichung (5.11). Aus diesen vier Abbildungen ist
sehr gut zu erkennen, da sich wie in der linearen Theorie von Stommel (1948) ein asym-
metrischer Wirbel mit einem starken, schmalen Strom am westlichen Rand des Gebiets
und einem breiten, schwachen Ru¨ckstrom im Osten gebildet hat. Diese Zirkulation stimmt
auch sehr gut mit den Ergebnissen von Veronis (1966a,b) in Abbildung (5.4a) u¨berein, wo
der westliche Randstrom allerdings noch etwas schmaler ist. In dem Ergebnis der Gitter-
Boltzmann-Modells hat er eine Breite von ca. 200 km, was nach Munk (1950a) { basierend
auf Beobachtungen { ein typischer Wert ist. Dieser Wert von ungefa¨hr 200 km stimmt auch
mit der analytischen Lo¨sung nach Stommel in den Bildern (5.8, 5.9) u¨berein.
Der Druck ~p aus der Simulation (Abb. 5.7) stimmt sehr gut mit der analytischen Lo¨sung
(Abb. 5.9) und dem Modellergebnis von Veronis (1966a) im Bild (5.4a) u¨berein. Die Dif-
ferenz zwischen dem numerischen und dem theoretischen Wert des Druckmaximums pmax
liegt an der Wahl der Konstanten p0 = pmin in Gleichung (5.40). Demnach wird p0 etwas
zu klein abgescha¨tzt. Die beiden Abbildungen (5.6) und (5.8) zeigen, da auch die analyti-
schen und numerischen Geschwindigkeiten uan und u gut u¨bereinstimmen. Um dies besser
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beurteilen zu ko¨nnen, sind in Bild (5.10) die Dierenzgeschwindigkeiten u = uan−u dar-
gestellt. Daraus erkennt man, da die Unterschiede auer in der nordwestlichen Ecke gering
sind. Die sta¨rkeren Abweichungen im Nordwesten haben folgende Ursache: Sehr niedrige
Viskosita¨ten ko¨nnen bei Gitter-Boltzmann-Modellen zu numerischen Instabilita¨ten fu¨hren
(siehe Abs. 2.3). Wie weit die Viskosita¨t reduziert werden kann, ha¨ngt von der Gro¨e des
Gitters, den verwendeten Randbedingungen und dem zu modellierenden Problem selbst ab.
Mit einer besseren Auflo¨sung durch Erho¨hung der Anzahl der Gitterpunkte kann nume-
rischen Instabilita¨ten entgegengewirkt werden. Allerdings nimmt dann auch die beno¨tigte
Rechenzeit deutlich zu. Bei den hier diskutierten Simulationen ist die Viskosta¨t auf dem
Gitter mit  = 8:3  10−7 GE2= (Viskosita¨tsparameter ! = 1:99999 (Gl. 2.24)) schon recht
klein, so da bereits relativ nahe an der Stabilita¨tsgrenze gerechnet wird. Dies ist nicht nur
an den gro¨eren Abweichungen u zwischen den theoretischen Geschwindigkeiten uan und
den modellierten Geschwindigkeiten u in der nordwestlichen Ecke in Abbildung (5.10) er-
kennbar, sondern auch an dem etwas welligen Verlauf der Isobaren in Bild (5.7). An dieser
Stelle sei bereits darauf hingewiesen, da dieser wellige Verlauf der Isobaren weiter unten bei
den Simulationen des nichtlinearen Problems, wo dieselbe Viskosita¨t  eingestellt wird, mit
abnehmender Stokes-Reibung (kleineres k) noch etwas deutlicher hervortritt (siehe z.B. die
Abb. 5.25, 5.27). Wird die Viskosita¨t  um eine Gro¨enordnung erho¨ht (! = 1:9999), ver-
laufen die Isobaren glatt. In den Modellergebnissen wird dann aber der westliche Randstrom
wesentlich breiter, weil dadurch der viskosen Term r2u im Verha¨ltnis zur Stokes-Reibung
ku und damit auch die Reibungszahl Rk gro¨er werden. Dies wird vor allem wichtig, wenn
der Wert von k abnimmt. Daher wird hier der Viskosita¨tsparameter ! = 1:99999 und somit
der Viskosita¨tskoezient  = 8:3  10−7 GE2= beibehalten.
Ein weiterer Vergleich zwischen der analytischen Lo¨sung von Stommel (1948) und den Er-
gebnissen des Gitter-Boltzmann-Modells fu¨r den linearen Fall zeigt die Abbildung (5.11.
Dargestellt ist die Stromfunktion  (x; y) entlang eines West-Ost-Schnittes bei y = 1000 km.
Die durchgezogene Kurve ist die analytische Lo¨sung aus Gleichung (5.9), und das Modeller-
gebnis wird durch die Kreuze dargestellt. Die gepunktete Linie ist die Dierenz zwischen
analytischer und numerischer Lo¨sung. Das Bild zeigt eine gute U¨bereinstimmung zwischen
Theorie und Modell, wobei die numerischen Werte westlich des Minimums der Stromfunkti-
on  nicht ganz die analytischen Werte erreichen. Dies bedeutet, da der Massentransport
im Modell kleiner als in der Theorie ist.
Insgesamt ergibt sich daraus, da beim linearen Problem mit Stokes-Reibung die Ergebnisse
des Gitter-Boltzmann-Modells sowohl qualitativ als auch quantitativ recht gut mit der ana-
lytischen Lo¨sung von Stommel (1948) u¨bereinstimmen. Fu¨r die nun folgenden Simulationen
des nichtlinearen Problems mit Stokes-Reibung und spa¨ter den Simulationen mit Laplace-
Reibung stehen keine analytischen Lo¨sungen zum Vergleich zur Verfu¨gung. Deren Ergebnisse
werden mit den Modellresultaten von Veronis (1966b) und Bryan (1963) verglichen.
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Abbildung 5.6: Geschwindigkeit u fu¨r den linearen Fall '0 = 30, Ek = 0:05, Rk = 5  10−5
und Slip-Bedingungen auf dem Rand. Die gro¨te dargestellte Geschwindigkeit betra¨gt juj =
0:60 m=s.





















 0.7  0.5
Abbildung 5.7: Druck ~p = p=pmax fu¨r den linearen Fall '0 = 30, Ek = 0:05, Rk = 5  10−5
und Slip-Bedingungen auf dem Rand; pmax = 8:77  103 Pa.
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Abbildung 5.8: Geschwindigkeit uan der analytischen Lo¨sung (Gl. 5.11) fu¨r den linearen
Fall '0 = 30, Ek = 0:05. Die gro¨te dargestellte Geschwindigkeit betra¨gt juanj = 0:58 m=s.























Abbildung 5.9: Druck ~p = p=pmax der analytischen Lo¨sung (Gl. 5.11) fu¨r den linearen Fall
'0 = 30, Ek = 0:05; pmax = 6:18  103 Pa.
68 KAPITEL 5. DIE WINDGETRIEBENE ZIRKULATION DES OZEANS














Abbildung 5.10: Dierenz u = uan − u zwischen der analytischen Lo¨sung uan (Gl. 5.11)
und dem Modellergebnis u fu¨r den linearen Fall '0 = 30, Ek = 0:05. Die gro¨te dargestellte
Geschwindigkeit betra¨gt juj = 0:16 m=s.




















Abbildung 5.11: Stromfunktion  (x) la¨ngs des West-Ost-Schnittes bei y = 1000 km fu¨r den
linearen Fall '0 = 30, Ek = 0:05. Dargestellt sind die analytische Lo¨sung (Gl. 5.9) (|),
das Modellergebnis (+) und die Dierenz zwischen analytischer Lo¨sung und Modellergebnis
(  ).
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Der nichtlineare Fall
Nun zu den Simulationen des nichtlinearen Falls, deren Ergebnisse fu¨r das Geschwindigkeits-
feld u und dem Druck ~p = p=pmax (Gl. 5.48) in den Abbildungen (5.12 - 5.27) dargestellt
sind. Die Referenzbreite '0 = 30 wird beibehalten. Die Rossbyzahl Ro und die Ekman-
zahlen EK werden aber zwischen Ro = 1:26  10−2 und Ro = 0:126 bzw. Ek = 0:005 und
Ek = 0:05 varriert. Dabei nimmt k Werte von 2  10−6 1=s, 10−6 1=s und 2  10−7 1=s an.
In den Bildern (5.12) bis (5.17) wurde die Ekmanzahl bei Ek = 0:05 festgehalten und die
Rossbyzahl erho¨ht, so da die nichtlinearen Terme sta¨rker werden. Man erkennt sehr gut,
da das Zentrum des asymmetrischen Wirbels gegenu¨ber dem Ergebnis des linearen Falls
mit wachsender Rossbyzahl nach Nordwesten wandert. Dies entspricht ganz den Ergebnis-
sen von Veronis (1966b) (Abb. 5.4). Schlielich bildet sich sogar ein Strom am no¨rdlichen
Rand des Beckens aus, der bis an den Ostrand heranreicht. Dies stellt den U¨bergang vom
linearen Modell von Stommel (1948) zum reinen Tra¨gheitsmodell von Fofono (1954) dar.
Die nichtlinearen Prozesse dominieren hier eindeutig u¨ber die viskosen Eekte.
Als na¨chstes wird die Ekmanzahl auf Ek = 0:025 gesenkt. Die Rossbyzahl wird wieder aus-
gehend von Ro = 1:26  10−2 angehoben. Die Abbildungen (5.18) bis (5.23) zeigen wieder
das gleiche Verhalten der Zirkulation bei steigendem Einflu der nichtlinearen Terme ge-
genu¨ber der Reibungskraft. Das Wirbelzentrum wandert nach Nordwesten, wo sich auch der
Randstrom sta¨rker konzentriert. Es bildet sich auch ein ostwa¨rtiger Strom, der bei kleineren
Rossbyzahlen noch fru¨h nach Su¨den abdreht, aber mit zunehmender Rossbyzahl sich bis
zum o¨stlichen Beckenrand erstreckt.
Nun wird die Ekmanzahl auf Ek = 0:005 reduziert. Bei der Simulation mit Ro = 1:26  10−2
bildet sich neben dem Wirbel am westlichen Rand ein zweiter, kleiner Wirbel in der nord-
westlichen Ecke aus (Abb. 5.24 und 5.25), und die ostwa¨rtige Stro¨mung im Norden reicht
schon fast bis an den Ostrand. In den Abbildungen (5.26) und (5.27) bei dreimal gro¨erer
Rossbyzahl ist nur noch der Wirbel im Nordwesten zu sehen. Der no¨rdliche Randstrom, der
neben dem westlichen Randstrom gebildet wird, erstreckt sich jetzt durch die gesamte La¨nge
des Gebietes. Die Reibungskraft ist bei diesen Simulationen so gering, da die nichtlinearen
Eekte auch schon bei kleineren Rossbyzahlen dominant sind.
Fat man die Modellergebnisse der Bilder (5.6) bis (5.27) zusammen, la¨t sich folgendes
feststellen. Wenn das Verha¨ltnis zwischen Rossbyzahl Ro und Ekmanzahl Ek wa¨chst, wan-
dert das Zentrum des asymmetrischen Wirbels nach Nordwesten. Der westliche Randstrom
konzentriert sich auch sta¨rker im Nordwesten und bei groen Verha¨ltnissen bildet sich ein
ostwa¨rtiger no¨rdlicher Randstrom aus, der sich bis zum o¨stlichen Rand des Beckens er-
strecken kann. Die nichtlinearen Terme gewinnen dann immer mehr an Bedeutung gegenu¨ber
der Reibungskraft. Dies stimmt hervorragend mit den theoretischen Ergebnissen von Stom-
mel (1948) fu¨r den linearen Fall und Munk et al. (1950b) fu¨r den nichtlinearen Fall u¨berein.
Der Vergleich mit den numerischen Ergebnissen von Veronis (1966b) in den Bildern (5.4)
ergibt ebenfalls eine sehr gute U¨bereinstimmung. Auch dort verschiebt sich das Wirbelzen-
trum mit steigendem Verha¨ltnis zwischen Rossby- und Ekmanzahl nach Nordwesten und ein
Strom in o¨stlicher Richtung entsteht.
Zum Abschlu der Simulationen auf dem quadratischen Gebiet Q mit dem Modell mit
Stokes-Reibung sind in den Abbildungen (5.28) und (5.29) das Geschwindigkeitsfeld u und
der Druck ~p = p=pmax fu¨r den linearen Fall mit  = 0 und k = 2 10−6 1=s dargestellt. Auch
hier ist die U¨bereinstimmung mit der Theorie von Stommel (1948, siehe Abb. 5.1) sehr gut.
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Abbildung 5.12: Geschwindigkeit u fu¨r den nichtlinearen Fall '0 = 30, Ro = 1:26  10−2,
Ek = 0:05, Rk = 5  10−5, Ro=Ek = 0:252 und Slip-Bedingungen auf dem Rand. Die gro¨te
dargestellte Geschwindigkeit betra¨gt juj = 0:62 m=s.























Abbildung 5.13: Druck ~p = p=pmax fu¨r den nichtlinearen Fall '0 = 30, Ro = 1:26  10−2,
Ek = 0:05, Rk = 5  10−5, Ro=Ek = 0:252 und Slip-Bedingungen auf dem Rand;
pmax = 8:40  103 Pa.
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Abbildung 5.14: Geschwindigkeit u fu¨r den nichtlinearen Fall '0 = 30, Ro = 3:78  10−2,
Ek = 0:05, Rk = 5  10−5, Ro=Ek = 0:756 und Slip-Bedingungen auf dem Rand. Die gro¨te
dargestellte Geschwindigkeit betra¨gt juj = 1:43 m=s.
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Abbildung 5.15: Druck ~p = p=pmax fu¨r den nichtlinearen Fall '0 = 30, Ro = 3:78  10−2,
Ek = 0:05, Rk = 5  10−5, Ro=Ek = 0:756 und Slip-Bedingungen auf dem Rand;
pmax = 2:10  104 Pa.
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Abbildung 5.16: Geschwindigkeit u fu¨r den nichtlinearen Fall '0 = 30, Ro = 0:126,
Ek = 0:05, Rk = 5  10−5, Ro=Ek = 2:52 und Slip-Bedingungen auf dem Rand. Die gro¨te
dargestellte Geschwindigkeit betra¨gt juj = 4:65 m=s.
























Abbildung 5.17: Druck ~p = p=pmax fu¨r den nichtlinearen Fall '0 = 30, Ro = 0:126,
Ek = 0:05, Rk = 5  10−5, Ro=Ek = 2:52 und Slip-Bedingungen auf dem Rand;
pmax = 7:52  104 Pa.
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Abbildung 5.18: Geschwindigkeit u fu¨r den nichtlinearen Fall '0 = 30, Ro = 1:26  10−2,
Ek = 0:025, Rk = 10−4, Ro=Ek = 0:504 und Slip-Bedingungen auf dem Rand. Die gro¨te
dargestellte Geschwindigkeit betra¨gt juj = 0:75 m=s.
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Abbildung 5.19: Druck ~p = p=pmax fu¨r den nichtlinearen Fall '0 = 30, Ro = 1:26  10−2,
Ek = 0:025, Rk = 10−4, Ro=Ek = 0:504 und Slip-Bedingungen auf dem Rand;
pmax = 4:36  103 Pa.
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Abbildung 5.20: Geschwindigkeit u fu¨r den nichtlinearen Fall '0 = 30, Ro = 3:78  10−2,
Ek = 0:025, Rk = 10−4, Ro=Ek = 1:512 und Slip-Bedingungen auf dem Rand. Die gro¨te
dargestellte Geschwindigkeit betra¨gt juj = 1:16 m=s.
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Abbildung 5.21: Druck ~p = p=pmax fu¨r den nichtlinearen Fall '0 = 30, Ro = 3:78  10−2,
Ek = 0:025, Rk = 10−4, Ro=Ek = 1:512 und Slip-Bedingungen auf dem Rand;
pmax = 1:16  104 Pa.
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Abbildung 5.22: Geschwindigkeit u fu¨r den nichtlinearen Fall '0 = 30, Ro = 0:126,
Ek = 0:025, Rk = 10−4, Ro=Ek = 5:04 und Slip-Bedingungen auf dem Rand. Die gro¨te
dargestellte Geschwindigkeit betra¨gt juj = 3:33 m=s.























Abbildung 5.23: Druck ~p = p=pmax fu¨r den nichtlinearen Fall '0 = 30, Ro = 0:126,
Ek = 0:025, Rk = 10−4, Ro=Ek = 5:04 und Slip-Bedingungen auf dem Rand;
pmax = 5:12  104 Pa.
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Abbildung 5.24: Geschwindigkeit u fu¨r den nichtlinearen Fall '0 = 30, Ro = 1:26  10−2,
Ek = 0:005, Rk = 5  10−4, Ro=Ek = 2:52 und Slip-Bedingungen auf dem Rand. Die gro¨te
dargestellte Geschwindigkeit betra¨gt juj = 0:13 m=s.

























Abbildung 5.25: Druck ~p = p=pmax fu¨r den nichtlinearen Fall '0 = 30, Ro = 1:26  10−2,
Ek = 0:005, Rk = 5  10−4, Ro=Ek = 2:52 und Slip-Bedingungen auf dem Rand;
pmax = 1:06  103 Pa.
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Abbildung 5.26: Geschwindigkeit u fu¨r den nichtlinearen Fall '0 = 30, Ro = 3:78  10−2,
Ek = 0:005, Rk = 5  10−4, Ro=Ek = 7:56 und Slip-Bedingungen auf dem Rand. Die gro¨te
dargestellte Geschwindigkeit betra¨gt juj = 0:45 m=s.























Abbildung 5.27: Druck ~p = p=pmax fu¨r den nichtlinearen Fall '0 = 30, Ro = 3:78  10−2,
Ek = 0:005, Rk = 5  10−4, Ro=Ek = 7:56 und Slip-Bedingungen auf dem Rand;
pmax = 4:03  103 Pa.
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Abbildung 5.28: Geschwindigkeit u fu¨r den linearen Fall '0 = 90, k = 2  10−6s−1,
Rk = 5  10−5 und Slip-Bedingungen auf dem Rand. Die gro¨te dargestellte Geschwindigkeit
betra¨gt juj = 0:83 m=s.
























Abbildung 5.29: Druck ~p = p=pmax fu¨r den linearen Fall '0 = 90, k = 2  10−6s−1,
Rk = 5  10−5 und Slip-Bedingungen auf dem Rand; pmax = 6:17  104 Pa .
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5.5.2 Ergebnisse des Modells mit Laplace-Reibung
Die Simulationen des Gitter-Boltzmann-Modells in diesem Unterabschnitt orientieren sich
an der Lo¨sung des linearen Problems der windgetriebenen Zirkulation unter Beru¨cksichti-
gung der Laplace-Reibung von Munk (1950a) und den numerischen Ergebnissen von Bryan
(1963) fu¨r den nichtlinearen Fall.
Munk gibt in seiner Arbeit fu¨r den Austauschkoezienten einen Wert zwischen A =
4103 m2=s und A = 7103 m2=s an. Im Modell wird er zuna¨chst auf A = 6:25103 m2=s ein-
gestellt (Viskosita¨tsparameter ! = 1:99985). Die Reynoldszahl auf dem Gitter betra¨gt dann
nach Gleichung (5.43) ReG = 8. Sie liegt damit weit unter Bryans kritischem Bereich von
Re = 50− 100, oberhalb dem die Stro¨mung keinen stationa¨ren Zustand mehr erreicht. Un-
terhalb des Wertes wird sie aber noch anna¨hernd stationa¨r und bei kleinen Reynoldszahlen
stellen sich stationa¨re Zusta¨nde ein. So erreichen die Simulationsergebnisse auch tatsa¨chlich
nahezu stationa¨re Stro¨mungszusta¨nde bei ReG = 8. Dies zeigt auch die zeitliche Entwick-
lung des Gesamtimpuls JBG(t) fu¨r den nichtlinearen Fall mit ReG = 8, Ro = 1:26  10−2
und EA = 3:9  10−5 in Bild (5.30). Nach etwa 7 Monaten Integrationszeit pendelt er sich
auf einen konstanten Wert ein.















Abbildung 5.30: Zeitliche Entwicklung des Gesamtimpuls JBG(t) fu¨r den nichtlinearen Fall
'0 = 30, Re = 320, ReG = 8, Ro = 1:26  10−2, EA = 3:9  10−5 und No-Slip-Bedingungen
auf dem Rand im Westen und Osten und Slip-Bedingungen im Norden und Su¨den.
Betrachten wir zuerst Modella¨ufe fu¨r das lineare Problem. Die Abbildungen (5.31) und (5.32)
zeigen die Modellzusta¨nde nach 15 Monaten am Ende der Integrationszeit (8 Millionen Zeit-
schritte), wenn auf dem gesamten Rand No-slip-Bedingungen gelten. Diese Randbedingun-
gen benutzte Munk bei seiner Untersuchung des linearen Falls. Die Ergebnisse stimmen sehr
gut mit Munks theoretischer Lo¨sung aus Abbildung (5.2) u¨berein. Es entsteht der asymme-
trische Wirbel mit dem starken aber schmalen westlichen Randstrom, der ungefa¨hr 200 km
breit ist. Dies steht in Einklang zu beobachteten Breiten des Golf-Stroms und des Kuroshios
(siehe Munk, 1950a). Auerdem ist auch sehr gut der su¨dwa¨rtige Gegenstrom am o¨stlichen
Rand des westlichen Randstromes zu erkennen. Aus Abschnitt 5.1 ist bekannt, da Munks
Modell mit Laplace-Reibung im Gegensatz zu Stommels Modell mit Stokes-Reibung diesen
Gegenstrom beschreibt. An dieser Stelle sei darauf hingewiesen, da die Simulationen des
Gitter-Boltzmann-Modells mit Stokes-Reibung im vorherigen Unterabschnitt auch keinen
solchen Gegenstrom zeigten.
Die Bilder (5.33) und (5.34) zeigen das gleiche Experiment, allerdings mit Slip-Bedingungen
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auf dem no¨rdlichen und su¨dlichen Rand. Im Osten und Westen gelten weiterhin No-slip-
Bedingungen. Die Zirkulation unterscheidet sich kaum von der bei No-slip-Bedingungen auf
dem gesamten Rand. Man erkennt aber bei genauerem Hinsehen, da der westliche Rand-
strom etwas weiter nach Norden reicht und da die ostwa¨rtige Stro¨mung am no¨rdlichen
Rand etwas intensiver ist.
In den Abbildungen (5.35) und (5.36) ist der nichtlineare Fall mit No-slip-Bedingungen auf
dem gesamten Rand dargestellt. Der Vergleich mit den Ergebnissen des linearen Falls (Abb.
5.31, 5.32) zeigt, da das Zentrum des Wirbels weit nach Norden verschoben ist. Der west-
liche Randstrom hat auch hier eine Breite von ungefa¨hr 200 km. Zusa¨tzlich bildet sich ein
Gegenstrom auf der Ostseite des Wirbelzentrums, der sich aber nicht allzu weit in Richtung
Su¨den erstreckt. Eine ganz a¨hnliche Zirkulation zeigen die Bilder (5.37) und (5.38), bei de-
nen nur am West- und Ostrand No-slip-Bedingungen und sonst Slip-Bedingungen gelten.
Das Wirbelzentrum wandert aber noch weiter nach Norden, wodurch der Randstrom in der
nordwestlichen Ecke intensiviert wird. Dieser Unterschied zwischen den Simulationen mit
Slip- bzw. No-slip-Bedingungen auf den Ra¨nder im Norden und Su¨den trat auch schon beim
linearen Fall auf. Auerdem erstreckt sich der Gegenstrom auf der Ostseite des Wirbels
nun etwa 100 km weiter nach Su¨den. Diese Modellergbenisse entsprechen den Resultaten,
die Bryan (1963) mit seinem Modell erzielte und die im Abschnitt 5.2 besprochen wurden.
Die Bilder (5.3) zeigen, da im Prinzip die gleichen Strukturen auftreten: Verschiebung des
Wirbelzentrums nach Norden und Bildung eines Gegenstroms auf der Ostseite des Wirbels,
der sich aber nicht weit nach Su¨den erstreckt. Beim Vergleich dieser Bilder mit denen des
Gitter-Boltzmann-Modells mu aber auch beru¨cksichtigt werden, da die Simulationen hier
auf einem quadratischen Gebiet von 2000 2000 km bei einer Reynoldszahl auf dem Gitter
von ReG = 8 gerechnet wurden, wa¨hrend Bryan ein rechteckiges Gebiet mit 5000 km La¨nge
und 10000 km Breite benutzte. Auerdem variiert in den Bildern (5.3) die Reynoldszahl
zwischen 5 und 60.
Als na¨chstes wird das Verha¨ltnis zwischen Rossbyzahl Ro und Ekmanzahl EA nahezu ver-
doppelt. Dazu wird die Referenzbreite '0 von 30 auf 60 gesetzt. Die nichtlinearen Prozesse
gewinnen dann gegenu¨ber den viskosen Prozessen zunehmend an Bedeutung. Bei No-slip-
Bedingungen auf dem gesamten Rand entsteht der Wirbel dann im nordwestlichen Teil des
Gebiets (Abb. 5.39, 5.40). Die Stro¨mung um diesen Wirbel herum erreicht in etwa die Ge-
schwindigkeiten des westlichen Randstroms. Bei Slip-Bedingungen im Norden und Su¨den
konzentriert sich der Wirbel in der Nordha¨lfte des Beckens und es bildet sich ein no¨rdlicher
Randstrom (Abb. 5.41, 5.42). Die Ursache liegt in der Dominanz der nichtlinearen Eekte
bei diesen Simulationen.
Die Bilder (5.43) und (5.44) zeigen die Zirkulation nach 15 Monaten einer Simulation, bei
der das Verha¨ltnis zwischen Rossby- und Ekmanzahl dreimal so gro ist wie in den Bildern
(5.35) bis (5.38). Es gelten No-slip-Bedingungen auf dem gesamten Rand und '0 = 30. Die
Reynoldszahlen betragen Re = 960 und ReG = 24. Die Stro¨mung erreicht keinen stationa¨ren
Zustand mehr. Daher zeigen die beiden Bilder (5.43) und (5.44) auch nur eine Momentauf-
nahme der Zirkulation. Eine Grundstruktur mit einem kra¨ftigen Wirbel im Nordwesten,
einem zweiten, schwa¨cheren su¨dlich davon und einem weiteren kleinen im Inneren des Ge-
biets bleibt aber u¨ber die Zeit erhalten. Es hat sich ein westlicher Randstrom und eine
intensive Stro¨mung in der nordwestlichen Ecke gebildet. Etwa in der Mitte des Beckens ist
ein Ru¨ckstrom um den kleinen, dritten Wirbel herum zu erkennen. Diese Zirkulation hat in
ihrer Struktur groe U¨bereinstimmung mit Experimenten von Blandford (1971, siehe Abb.
5.45), in denen er die windgetriebene Zirkulation mit geringer Laplace-Reibung und No-Slip-
Bedingungen auf dem ganzen Rand untersuchte. Die Abbildung (5.45) zeigt eine Simulation
mit einem Verha¨ltnis in der Gro¨enordnung 10−7 zwischen Rossby- und Reynoldszahl. Die
Zirkulation bei Blandford ist ebenfalls nicht-stationa¨r.
Der Austauschkoezient hatte bei allen Simulationen in diesem Unterabschnitt den Wert
A = 6:25  103 m2=s. Es wurden auch Modella¨ufe mit anderen Austauschkoezienten ge-
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rechnet. Dazu ist zu sagen, da bei kleineren A und damit gro¨sseren Reynoldzahlen keine
stationa¨ren Zusta¨nde mehr erreicht werden, wa¨hrend die Zirkulation bei gro¨eren A { also
kleineren Re { stationa¨r wird. Dieses Verhalten des Modells ist auch konsistent zu den im
Abschnitt 5.2 angeprochenen Ergebnissen von Bryan (1963).
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Abbildung 5.31: Geschwindigkeit u fu¨r den linearen Fall '0 = 30, Re = 320, ReG = 8,
EA = 3:9  10−5 und No-Slip-Bedingungen auf dem Rand. Die gro¨te dargestellte Geschwin-
digkeit betra¨gt juj = 0:69 m=s.
























Abbildung 5.32: Druck ~p = p=pmax fu¨r den linearen Fall '0 = 30, Re = 320, ReG = 8,
EA = 3:9  10−5 und No-Slip-Bedingungen auf dem Rand; pmax = 1:18  104 Pa.
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Abbildung 5.33: Geschwindigkeit u fu¨r den linearen Fall '0 = 30, Re = 320, ReG = 8,
EA = 3:9  10−5 und No-Slip-Bedingungen auf dem Rand im Westen und Osten und Slip-
Bedingungen im Norden und Su¨den. Die gro¨te dargestellte Geschwindigkeit betra¨gt juj =
0:69 m=s.
























Abbildung 5.34: Druck ~p = p=pmax fu¨r den linearen Fall '0 = 30, Re = 320, ReG = 8,
EA = 3:9  10−5 und No-Slip-Bedingungen auf dem Rand im Westen und Osten und Slip-
Bedingungen im Norden und Su¨den; pmax = 1:18  104 Pa.
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Abbildung 5.35: Geschwindigkeit u fu¨r den nichtlinearen Fall '0 = 30, Re = 320, ReG = 8,
Ro = 1:26  10−2, EA = 3:9  10−5 und No-Slip-Bedingungen auf dem Rand. Die gro¨te
dargestellte Geschwindigkeit betra¨gt juj = 0:65 m=s.
























Abbildung 5.36: Druck ~p = p=pmax fu¨r den nichtlinearen Fall '0 = 30, Re = 320, ReG = 8,
Ro = 1:26  10−2, EA = 3:9  10−5 und No-Slip-Bedingungen auf dem Rand;
pmax = 1:12  104 Pa.
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Abbildung 5.37: Geschwindigkeit u fu¨r den nichtlinearen Fall '0 = 30, Re = 320, ReG = 8,
Ro = 1:26  10−2, EA = 3:9  10−5 und No-Slip-Bedingungen auf dem Rand im Westen und
Osten und Slip-Bedingungen im Norden und Su¨den. Die gro¨te dargestellte Geschwindigkeit
betra¨gt juj = 0:64 m=s.
























Abbildung 5.38: Druck ~p = p=pmax fu¨r den nichtlinearen Fall '0 = 30, Re = 320, ReG = 8,
Ro = 1:26  10−2, EA = 3:9  10−5 und No-Slip-Bedingungen auf dem Rand im Westen und
Osten und Slip-Bedingungen im Norden und Su¨den; pmax = 1:13  104 Pa.
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Abbildung 5.39: Geschwindigkeit u fu¨r den nichtlinearen Fall '0 = 60, Re = 320, ReG = 8,
Ro = 2:18  10−2, EA = 6:8  10−5 und No-Slip-Bedingungen auf dem Rand. Die gro¨te
dargestellte Geschwindigkeit betra¨gt juj = 1:19 m=s.























Abbildung 5.40: Druck ~p = p=pmax fu¨r den nichtlinearen Fall '0 = 60, Re = 320, ReG = 8,
Ro = 2:18  10−2, EA = 6:8  10−5 und No-Slip-Bedingungen auf dem Rand;
pmax = 3:53  104 Pa.
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Abbildung 5.41: Geschwindigkeit u fu¨r den nichtlinearen Fall '0 = 60, Re = 320, ReG = 8,
Ro = 2:18  10−2, EA = 6:8  10−5 und No-Slip-Bedingungen auf dem Rand im Westen und
Osten und Slip-Bedingungen im Norden und Su¨den. Die gro¨te dargestellte Geschwindigkeit
betra¨gt juj = 1:79 m=s.
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Abbildung 5.42: Druck ~p = p=pmax fu¨r den nichtlinearen Fall '0 = 60, Re = 320, ReG = 8,
Ro = 2:18  10−2, EA = 6:8  10−5 und No-Slip-Bedingungen auf dem Rand im Westen und
Osten und Slip-Bedingungen im Norden und Su¨den; pmax = 6:72  104 Pa.
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Abbildung 5.43: Geschwindigkeit u fu¨r den nichtlinearen Fall '0 = 30, Re = 960,
ReG = 24, Ro = 3:78  10−2, EA = 3:9  10−5 und No-Slip-Bedingungen auf dem Rand;
Ro=Re = 3:9  10−5, Ro=ReG = 1:58  10−3. Die gro¨te dargestellte Geschwindigkeit betra¨gt
juj = 2:11 m=s.


























Abbildung 5.44: Druck ~p = p=pmax fu¨r den nichtlinearen Fall '0 = 30, Re = 960, ReG =
24, Ro = 3:78  10−2, EA = 3:9  10−5 und No-Slip-Bedingungen auf dem Rand; Ro=Re =
3:9  10−5, Ro=ReG = 1:58  10−3; pmax = 4:48  104 Pa.
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BLANDFORD
Abbildung 5.45: Simulation der windgetriebenen Ozean-Zirkulation von Blandford (1971)
mit No-slip-Bedingungen auf dem gesamten Rand und geringer seitlicher Reibung Ro=Re =
6:3  10−7.
5.6 Modellergebnisse II
Nachdem die sehr guten Ergebnisse, die mit dem Gitter-Boltzmann-Modell auf dem quadra-
tischen Gebiet Q erzielt wurden, vorgestellt wurden, werden nun die Simulationen auf dem
gro¨eren rechteckigen Gebiet G betrachtet. Es ist 10000 km lang und 5000 km breit. Die
Diskretisierungen sind x = y = 100 km und t = 10 s. Die Bilder in diesem Abschnitt
zeigen wieder die Zirkulation nach 15 Monaten (4 Millionen Zeitschritten).
5.6.1 Ergebnisse des Modells mit Stokes-Reibung
Bei den Simulationen unter Beru¨cksichtigung der Stokes-Reibung auf dem Gebiet G wird
eine Referenzbreite von '0 = 15 fu¨r die -Ebene (Gl. 5.2) gewa¨hlt. Auf dem gesamten Rand
gelten Slip-Bedingungen. Die Viskosita¨t  wird mittels Gleichung (2.24) u¨ber den Parameter
! der kinetischen Gleichung (2.18) variiert. Daraus ergeben sich nach der Beziehung (5.46)
auch verschiedene Reibungszahlen Rk. Auch bei diesen Simulationen stellen sich stationa¨re
Zusta¨nde ein. Nach etwa 1.5 Monaten (800000 Zeitschritte, 1.8 h CPU) bleibt der Gesamtim-
puls des Systems erhalten. Abbildung (5.46) zeigt dies fu¨r eine Simulation des nichtlinearen
Falls mit Ro = 4:5  10−4 und Ek = 0:009.
Beginnen wir mit den Simulationen des linearen Falls. Die Abbildungen (5.47) und (5.48)
zeigen das Geschwindigkeitsfeld u (wegen der U¨bersichtlichkeit nur jeden 16. Wert) und den
Druck ~p = p=pmax nach Gleichung (5.48) fu¨r k = 2  10−6 1=s und Rk = 4  10−4. Obwohl
die Reibungszahl Rk schon sehr klein ist, betra¨gt die Viskosita¨t  noch 8:3  104 m2=s! Der
Laplace-Reibungsterm r2u ist also wesentlich kleiner als die Stokes-Reibungskraft. Das
Modell beschreibt aber im Prinzip eine Zirkulation mit der Kombination aus Stokes- und
relativ groer Laplace-Reibung. Dies ist auch in den Bildern zu erkennen. Der asymetri-
sche Wirbel hat hier die Form einer Glocke, da sich der westliche Randstrom aufgrund der
Laplace-Reibung weiter nach Norden und Su¨den erstreckt. Wegen der Stokes-Reibung bildet
sich aber kein Gegenstrom auf der Ostseite des Randstromes aus, wie es beim Modell mit
ausschlielich Laplace-Reibung der Fall ist (siehe die Theorie von Munk, 1950a, im Abs. 5.1
und die Ergebnisse des vorherigen Abschnitts). Dieser Eekt tritt aber nicht mehr auf, wenn
 bzw. Rk wie in Abbildung (5.49) reduziert werden. Das Ergebnis stimmt jetzt gut mit der
analytischen Lo¨sung von Stommel (1948) aus Abb. (5.1) u¨berein, wie es auch bei den analo-
gen Untersuchungen auf dem Gebiet Q der Fall war. Die Isobaren verlaufen hier aber nicht
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Abbildung 5.46: Zeitliche Entwicklung des Gesamtimpuls JBG(t) fu¨r den nichtlinearen Fall
'0 = 15, Ro = 4:5  10−4, Ek = 0:009, Rk = 4  10−6, Ro=Ek = 0:05 und Slip-Bedingungen
auf dem Rand. Nach etwa 1.5 Monaten wird der stationa¨re Zustand erreicht.
mehr glatt. Das liegt daran, da die Viskostita¨t auf dem Gitter mit 8:310−7 GE2= ziemlich
klein ist. Aus Paragraph 2.3 ist bekannt, da sehr kleine Viskosita¨ten bei Gitter-Boltzmann-
Modellen zu numerischen Instabilita¨ten fu¨hren ko¨nnen. Abhilfe kann eine Erho¨hung der
Gitterpunkte und damit eine bessere Auflo¨sung bringen, wodurch natu¨rlich die no¨tige Re-
chenzeit deutlich gro¨er wird. Hier sei aber darauf hingewiesen, da die Auflo¨sung auf dem
Gebiet G mit L = 100 km nur halb so gut ist wie auf dem Gebiet Q (siehe Abs. 5.4).
Trotzdem kann noch eine Simulationen mit  = 1:7  10−6 m2=s und Rk = 10−14 gerechnet
werden. Der Parameter ! betra¨gt hier 2 − " mit " = 2  10−14. Er liegt damit sehr nahe
am Rand des erlaubten Bereichs von 0 < ! < 2 (siehe Abs. 2.2.2). Das Ergebnis zeigt Bild
(5.50) und stimmt auch gut mit Stommels Lo¨sung u¨berein.
Die Modellergebnisse aus den Untersuchungen des nichtlinearen Problems sind in den Ab-
bildungen (5.51) bis (5.55) dargestellt. Bild (5.51) zeigt die Zirkulation bei derselben Stokes-
und Laplace-Reibung wie im linearen Fall von Abb. (5.48) (Rk = 410−4). Man erkennt auch
hier wieder an der glockenfo¨rmigen Kontur des Wirbels den Einflu der Laplace-Reibung.
Da der westliche Randstrom aufgrund nichtlinearer Eekte intensiver wird und der Wirbel
ein wenig nach Norden wandert, sieht man daran, da die Isobaren etwas weiter im Norden
liegen und da der Druck im Wirbelzentrum zunimmt.
Die anderen Bilder zeigen Simulationen bei Rk = 4  10−6. Abbildung (5.52) zeigt die glei-
che Simulation wie Bild (5.49) allerdings unter Beru¨cksichtigung des nichtlinearem Terms.
In Abb. (5.53) wird die Konstante k aus der Stokes-Reibungskraft KR von 2  10−6 1=s
um die Ha¨lfte verringert. Dann ist auch die Ekmanzahl Ek nur noch halb so gro. Im Bild
(5.54) betra¨gt k nur noch 2  10−7 1=s. Bei dem Experiment in Abbildung (5.55) wird wie-
der k = 2  10−6 1=s gesetzt und die Rossbyzahl erho¨ht, anstatt die Ekmanzahl erniedrigt.
Wegen der nichtlinearen Prozesse ist das ‘Gezacke’ der Isobaren aufgrund des kleinen Visko-
sita¨tsparameters ! noch sta¨rker als bei den linearen Simulationen. Hier wird also schon nahe
an der Stabilita¨tsgrenze des Gitter-Boltzmann-Modells gerechnet. Die nichtlinearen Eekte
sind aber dennoch deutlich erkennbar. Mit abnehmender Reibung { kleinerer Ekmanzahl {
bildet sich neben dem Hauptwirbel ein zweiter Wirbel in der nordwestlichen Ecke aus, und
es entsteht ein ostwa¨rtiger Strom am no¨rdlichen Rand, der sich schlielich u¨ber die gesamte
La¨nge des Beckens erstreckt. Ein kleiner Wirbel im Nordwesten entsteht auch, wenn wie in
Abb. (5.55) die Rossbyzahl erho¨ht wird. Die kleinen nordwestlichen Wirbel der Bilder (5.53)
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und (5.55) sind in den Abbildungen (5.56) und (5.57) nochmal separat dargestellt.
Das Verha¨ltnis zwischen den Rossby- und Ekmanzahlen ist bei diesen Simulationen mit 0:05
bis 0:15 teilweise recht klein. Daher dominieren die nichtlinearen Prozesse nicht u¨ber die
viskosen, sondern beide haben wesentlichen Einflu auf die Zirkulation, wie es aus der Ab-
handlung im Abschnitt 5.2 zu erwarten ist.
Bei den nichtlinearen Simulationen auf dem groen Gebiet G entstehen also ganz a¨hnliche
Zirkulationen wie zuvor bei denen auf dem kleineren GebietQ. Gema¨ der Theorie von Munk
et al. (1950b) und den numerischen Ergebnissen von Bryan (1963) und Veronis (1966b) wer-
den zusa¨tzliche Wirbel im Nordwesten gebildet, wo die Stro¨mung auch intensiver wird, und
es treten ostwa¨rtige Stro¨mungen im Norden auf (siehe Abs. 5.2).
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Abbildung 5.47: Geschwindigkeit u fu¨r den linearen Fall '0 = 15, Ek = 0:009, Rk = 410−4
und Slip-Bedingungen auf dem Rand. Die gro¨te dargestellte Geschwindigkeit betra¨gt juj =
0:22 m=s.

















Abbildung 5.48: Druck ~p = p=pmax fu¨r den linearen Fall '0 = 15, Ek = 0:009, Rk = 410−4
und Slip-Bedingungen auf dem Rand; pmax = 1:09  104 Pa.
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Abbildung 5.49: Druck ~p = p=pmax fu¨r den linearen Fall '0 = 15, Ek = 0:009, Rk = 410−6
und Slip-Bedingungen auf dem Rand; pmax = 9:57  103 Pa.
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Abbildung 5.50: Druck ~p = p=pmax fu¨r den linearen Fall '0 = 15, Ek = 0:009, Rk = 10−14
und Slip-Bedingungen auf dem Rand; pmax = 1:0  104 Pa.
















Abbildung 5.51: Druck ~p = p=pmax fu¨r den nichtlinearen Fall '0 = 15, Ro = 4:5  10−4,
Ek = 0:009, Rk = 4  10−4, Ro=Ek = 0:05 und Slip-Bedingungen auf dem Rand;
pmax = 1:09  104 Pa.
















Abbildung 5.52: Druck ~p = p=pmax fu¨r den nichtlinearen Fall '0 = 15, Ro = 4:5  10−4,
Ek = 0:009, Rk = 4  10−6, Ro=Ek = 0:05 und Slip-Bedingungen auf dem Rand;
pmax = 9:39  103 Pa.
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Abbildung 5.53: Druck ~p = p=pmax fu¨r den nichtlinearen Fall '0 = 15, Ro = 4:5  10−4,
Ek = 0:0045, Rk = 2  10−6, Ro=Ek = 0:10 und Slip-Bedingungen auf dem Rand; pmax =
4:83  103 Pa.
















Abbildung 5.54: Druck ~p = p=pmax fu¨r den linearen Fall '0 = 15, Ro = 4:5  10−4, Ek = 9 
10−4, Rk = 410−6, Ro=Ek = 0:5 und Slip-Bedingungen auf dem Rand; pmax = 1:31103 Pa.

















Abbildung 5.55: Druck ~p = p=pmax fu¨r den linearen Fall '0 = 15, Ro = 1:35  10−3,
Ek = 0:009, Rk = 4  10−6, Ro=Ek = 0:15 und Slip-Bedingungen auf dem Rand;
pmax = 2:72  104 Pa.
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Abbildung 5.56: Geschwindigkeit u der Zirkulation aus Abb. (5.53) in der nordwestlichen
Ecke des Gebiets G. Die gro¨te dargestellte Geschwindigkeit betra¨gt juj = 0:15 m=s.














Abbildung 5.57: Geschwindigkeit u der Zirkulation aus Abb. (5.55) in der nordwestlichen
Ecke des Gebiets G. Die gro¨te dargestellte Geschwindigkeit betra¨gt juj = 0:74 m=s.
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5.6.2 Ergebnisse des Modells mit Laplace-Reibung
Kommen wir nun zu den Simulationen, die ausschlielich mit Laplace-Reibung gerechnet
werden. Fu¨r die Referenzbreite gilt weiterhin '0 = 15, und auch die Bilder zeigen weiterhin
die Stro¨mungszusta¨nde nach 15 Monaten (4 Millionen Zeitschritten).
Die Abbildungen (5.58) und (5.59) zeigen den linearen Fall mit No-slip-Bedingungen im
Westen und Osten und Slip-Bedingungen im Norden und Su¨den. Beim Geschwindigkeitsfeld
(5.58) ist wegen der U¨bersichtlichkeit nur jeder 30. Wert abgebildet. Man erkennt wieder
in sehr guter U¨bereinstimmung mit der Theorie (siehe Abb. 5.2) den asymmetrischen Wir-
bel, den westlichen Randstrom und den Gegenstrom auf der Ostseite des Randstroms. Der
Austauschkoezient ist aber mit A = 8:3  104 m2=s relativ gro. Wie schon erwa¨hnt, gab
Munk (1950a) aus Beobachtungen der Breite des westlichen Randstroms einen Wert zwi-
schen 4  103 m2=s und 7  103 m2=s an. Deswegen ist auch der westliche Randstrom mit
mindestens 500 km gegenu¨ber den 250 km von Munk recht breit. Die nichtlineare Simulation
unter denselben Bedingungen ist in den Bildern (5.60) und (5.61) dargestellt. Auch dieses
Ergebnis entspricht ganz der Theorie von Munk et al. (1950b) und den numerischen Ergeb-
nissen von Bryan (1963). Das Wirbelzentrum ist gegenu¨ber dem linearen Fall nach Norden
verschoben, weshalb sich der westliche Randstrom mehr im Nordwesten konzentriert. Dieser
biegt nach Erreichen des no¨rdlichen Randes sehr schnell um und stro¨mt ungefa¨hr 2000 km
nach Su¨den, um dann in einen breiten, schwachen o¨stlichen Randstrom u¨berzugehen. Ganz
a¨hnliche Stro¨mungsmuster ergaben sich auch schon bei den nichtlinearen Simulationen auf
dem kleinen Gebiet Q (siehe Abb. 5.35 - 5.38, 5.39, 5.40).









Abbildung 5.58: Geschwindigkeit u fu¨r den linearen Fall '0 = 15, Re = 1200, ReG = 12,
EA = 3:8  10−6 und No-Slip-Bedingungen auf dem Rand im Westen und Osten und Slip-
Bedingungen im Norden und Su¨den. Die gro¨te dargestellte Geschwindigkeit betra¨gt juj =
0:97 m=s.
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Abbildung 5.59: Druck ~p = p=pmax fu¨r den linearen Fall '0 = 15, Re = 1200, ReG = 12,
EA = 3:8  10−6 und No-Slip-Bedingungen auf dem Rand im Westen und Osten und Slip-
Bedingungen im Norden und Su¨den; pmax = 1:33  105 Pa.









Abbildung 5.60: Geschwindigkeit u fu¨r den nichtlinearen Fall '0 = 15, Re = 1200,
ReG = 12, Ro = 4:52  10−3, EA = 3:8  10−6 und No-Slip-Bedingungen auf dem Rand
im Westen und Osten und Slip-Bedingungen im Norden und Su¨den. Die gro¨te dargestellte
Geschwindigkeit betra¨gt juj = 1:17 m=s.
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Abbildung 5.61: Druck ~p = p=pmax fu¨r den nichtlinearen Fall '0 = 15, Re = 1200, ReG =
12, Ro = 4:52  10−3, EA = 3:8  10−6 und No-Slip-Bedingungen auf dem Rand im Westen
und Osten und Slip-Bedingungen im Norden und Su¨den; pmax = 1:30  105 Pa.
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Die gerade diskutierten Simulationen mit einem Austauschkoezienten von A = 8:3 
104 m2=s erzeugten stationa¨re Stro¨mungen. Wird der Austauschkoezient so weit gesenkt,
da er im Bereich von 4  103 m2=s bis 7  103 m2=s liegt, und damit die Reynoldszahl
erho¨ht, entstehen keine stationa¨ren Stro¨mungen mehr. Dies zeigt auch die zeitliche Ent-
wicklung des Gesamtimpuls JBG(t) im nichtlinearen Fall mit ReG = 16, Ro = 4:5  10−4
und EA = 2:8  10−7 in Bild (5.62). Es wird nur ein quasistationa¨rer Zustand erreicht. Der
Gesamtimpuls nimmt zuna¨chst zu und schwankt dann aperiodisch um einen festen Wert
herum. Die ensprechende Simulation wird spa¨ter im Bild (5.65) besprochen.















Abbildung 5.62: Zeitliche Entwicklung des Gesamtimpuls JBG(t) fu¨r den nichtlinearen Fall
'0 = 15, Re = 1600, ReG = 16, Ro = 4:5  10−4, EA = 2:8  10−7 und No-Slip-Bedingungen
auf dem Rand im Westen und Osten und Slip-Bedingungen im Norden und Su¨den.
Die Abbildungen (5.63) bis (5.67) zeigen die Ergebnisse fu¨r A = 6:25  103 m2=s. Das Ge-
schwindigkeitsfeld u (Abb. 5.63; nur jeder 16. Wert) und der Druck ~p = p=pmax (5.64) zeigen
den linearen Fall. Es bildet sich auch hier der schmale starke westliche Randstrom und der
asymmetrische Wirbel, deren Struktur zeitlich unabha¨ngig ist. O¨stlich dieses Wirbels ist die
Stro¨mung aber nicht stationa¨r. In den beiden Bildern, die nur eine Momentaufnahme dar-
stellen, erkennt man bei x  L=3 eine su¨dwa¨rtige Stro¨mung, die um einen weiteren Wirbel
stro¨mt, und im Osten des Gebiets tritt ein dritter, groer Wirbel auf.
Die Zirkulation des nichtlinearen Falls sieht zum gleichen Zeitpunkt ganz a¨hnlich aus, wie die
Abbildungen (5.65) und (5.66) zeigen. Die wesentlichen A¨nderungen sind dabei die gleichen
wie bei den stationa¨ren Lo¨sungen bei gro¨eren Austauschkoezienten: Das Wirbelzentrum
im Westen verschiebt sich nach Norden, der westliche Randstrom erstreckt sich auch weiter
nach Norden und ist dort intensiver als im linearen Fall, und auf der Ostseite des Wirbels
entsteht eine Gegenstro¨mung, die aber nur einige 100 Kilometer nach Su¨den reicht. Steigt
das Verha¨ltnis zwischen Rossby- und Ekmanzahl an, und gewinnen daher die nichtlinearen
Prozesse mehr an Bedeutung (Abb. 5.66), tritt wie bei Bryan (1963, Abb. 5.3) neben dem
Hauptwirbel am westlichen Rand ein zweiter Wirbel in der nordwestlichen Ecke auf. Die
Geschwindigkeiten in diesem Wirbel sind im Bild (5.67) gesondert dargestellt.
Insgesamt bleiben aber auch bei den nicht-stationa¨ren Stro¨mungen mit hohen Reynolds-
zahlen der westliche Randstrom und der Wirbel im Westen erhalten, und bei wachsendem
Verha¨ltnis zwischen Rossby- und Ekmanzahl treten die gleichen Eekte wie bei den Zirku-
lationen auf, die einen stationa¨ren Zustand erreichen.
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Abbildung 5.63: Geschwindigkeit u fu¨r den linearen Fall '0 = 15, Re = 1600, ReG = 16,
EA = 2:8  10−7 und No-Slip-Bedingungen auf dem Rand im Westen und Osten und Slip-
Bedingungen im Norden und Su¨den. Die gro¨te dargestellte Geschwindigkeit betra¨gt juj =
0:62 m=s.




















Abbildung 5.64: Druck ~p = p=pmax fu¨r den linearen Fall '0 = 15, Re = 1600, ReG = 16,
EA = 2:8  10−7 und No-Slip-Bedingungen auf dem Rand im Westen und Osten und Slip-
Bedingungen im Norden und Su¨den; pmax = 1:32  104 Pa.




















Abbildung 5.65: Druck ~p = p=pmax fu¨r den nichtlinearen Fall '0 = 15, Re = 1600, ReG =
16, Ro = 4:5  10−4, EA = 2:8  10−7 und No-Slip-Bedingungen auf dem Rand im Westen
und Osten und Slip-Bedingungen im Norden und Su¨den; pmax = 1:33  104 Pa.
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Abbildung 5.66: Druck ~p = p=pmax fu¨r den nichtlinearen Fall '0 = 15, Re = 4800, ReG =
48, Ro = 1:36  10−3, EA = 2:8  10−7 und No-Slip-Bedingungen auf dem Rand im Westen
und Osten und Slip-Bedingungen im Norden und Su¨den; pmax = 3:94  104 Pa.














Abbildung 5.67: Geschwindigkeit u der Zirkulation aus Abb. (5.66) in der nordwestlichen
Ecke des Gebiets G. Die gro¨te dargestellte Geschwindigkeit betra¨gt juj = 1:40 m=s.
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5.7 Modellergebnisse III
Im Abschnitt 5.5.1 wurden die Ergebnisse des Gitter-Boltzmann-Modells mit Stokes-Reibung
und Slip-Bedingungen auf dem quadratischen Gebiet Q (2000 km  2000 km) diskutiert,
bei denen die zeitliche Diskretisierung t = 5 s betrug. In diesem Abschnitt werden nun
Simulationen mit gleicher ra¨umlicher Diskretisierung aber mit t = 50 s untersucht und
mit den Ergebnissen aus 5.5.1 verglichen.
Die folgenden Bilder zeigen die Zusta¨nde der Zirkulation nach der Integrationszeit von 15
Monaten. Wegen des gro¨eren Zeitschritts werden dafu¨r nur 40 Minuten Rechenzeit auf
einer CRAY J90 beno¨tigt (siehe auch Abs. 5.4). Wie bei den Simulationen mit t = 5 s
werden nach etwas mehr als 40 Tagen stationa¨re Zusta¨nde erreicht. Fu¨r die Referenzbreite
wird '0 = 30 und fu¨r die Reibungszahl Rk = 5  10−5 gewa¨hlt.
Die Abbildungen (5.68) und (5.69) zeigen das Geschwindigkeitsfeld u (nur jeden vierten
Wert) und den Druck ~p = p=pmax nach Gleichung (5.48) fu¨r den linearen Fall mit der
Ekmanzahl Ek = 0:05. Die Konstante k aus der Stokes-Reibungskraft K = −ku betra¨gt
2  10−6 1=s. Das Modellergebnis zeigt mit dem asymmtrischen Wirbel und dem westlichen
Randstrom eine genauso gute U¨bereinstimmung mit der analytischen Lo¨sung von Stommel
(1948, Abb. 5.8 und 5.9) und dem numerischen Ergebnis von Veronis (1966a, Abb. 5.4a) wie
die gleiche Simulation fu¨r t = 5 s, die im Abschnitt 5.5.1 diskutiert wurde (Abb. 5.6 und
5.7).
In den Bildern (5.70) und (5.71) sind das Geschwindigkeitsfeld u (nur jeder vierte Wert) und
den Druck ~p = p=pmax fu¨r den nichtlinearen Fall mit der Rossbyzahl Ro = 1:26  10−2 und
der Ekmanzahl Ek = 0:05 dargestellt. Die Konstante k betra¨gt auch bei dieser Simulation
2  10−6 1=s. Die Zirkulation zeigt groe U¨bereinstimmung mit den Ergebnissen von Veronis
(1966b) in den Bildern (5.4) und auch mit den Ergebnissen der entsprechenden Simulation
aus Abschnitt 5.5.1 (Abb. 5.12 und 5.13). Es entsteht der asymmetrische Wirbel mit dem
starken, schmalen westlichen Randstrom und einem breiten, schwachen Randstrom im Osten.
Der Wirbel erstreckt sich weiter nach Norden als nach Su¨den, wie es fu¨r den nichtlinearen
Fall charakteristisch ist.
In den Abbildungen (5.72) und (5.73) ist die windgetriebene Zirkulation fu¨r den nichtlinearen
Fall mit k = 10−6 1=s dargestellt. Die Rossbyzahl betra¨gt weiterhin Ro = 1:26  10−2, aber
die Ekmanzahl wird auf Ek = 0:025 halbiert. Auch dieses Ergebnis stimmt sehr gut mit
den Ergebnissen von Veronis (1966b, Abb. 5.4) und der entsprechenden Simulation mit der
zeitlichen Diskretisierung von 5 s in den Bildern (5.18) und (5.19) u¨berein. Der westliche
Randstrom erstreckt sich jetzt bis in die nordwestliche Ecke hinein. Es bildet sich auch ein
schmaler Randstrom im Norden, der sich aber nur wenige hundert Kilometer nach Osten
erstreckt.
Insgesamt zeigen diese drei Simulationen, da auch das Gitter-Boltzmann-Modell mit dem
zehnmal gro¨eren Zeitschritt hervorragende Ergebnisse liefert.
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Abbildung 5.68: Geschwindigkeit u fu¨r den linearen Fall '0 = 30, Ek = 0:05, Rk = 5  10−5
und Slip-Bedingungen auf dem Rand. Die gro¨te dargestellte Geschwindigkeit betra¨gt juj =
0:61 m=s.























Abbildung 5.69: Druck ~p = p=pmax fu¨r den linearen Fall '0 = 30, Ek = 0:05, Rk = 5  10−5
und Slip-Bedingungen auf dem Rand; pmax = 9:04  103 Pa.
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Abbildung 5.70: Geschwindigkeit u fu¨r den nichtlinearen Fall '0 = 30, Ro = 1:26  10−2,
Ek = 0:05, Rk = 5  10−5, Ro=Ek = 0:252 und Slip-Bedingungen auf dem Rand. Die gro¨te
dargestellte Geschwindigkeit betra¨gt juj = 0:60 m=s.























Abbildung 5.71: Druck ~p = p=pmax fu¨r den nichtlinearen Fall '0 = 30, Ro = 1:26  10−2,
Ek = 0:05, Rk = 5  10−5, Ro=Ek = 0:252 und Slip-Bedingungen auf dem Rand;
pmax = 8:61  103 Pa.
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Abbildung 5.72: Geschwindigkeit u fu¨r den nichtlinearen Fall '0 = 30, Ro = 1:26  10−2,
Ek = 0:025, Rk = 10−4, Ro=Ek = 0:504 und Slip-Bedingungen auf dem Rand. Die gro¨te
dargestellte Geschwindigkeit betra¨gt juj = 0:74 m=s.
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Abbildung 5.73: Druck ~p = p=pmax fu¨r den nichtlinearen Fall '0 = 30, Ro = 1:26  10−2,
Ek = 0:025, Rk = 10−4, Ro=Ek = 0:504 und Slip-Bedingungen auf dem Rand;
pmax = 4:50  103 Pa.
Kapitel 6
Zusammenfassung
In dieser Arbeit wurde eine Weiterentwicklung der Methode der Gitter-Boltzmann-Modelle
vorgestellt, mit der Stro¨mungen im Ozean und in der Atmospha¨re simuliert werden ko¨nnen.
Ein Vergleich mit anderen numerischen Modellen der windgetriebenen Zirkulation des
Ozeans wurde diskutiert.
Als erstes wurde in Kapitel 2 die Methode der Gitter-Boltzmann-Modelle in zwei Dimensio-
nen dargestellt. Nach der Einfu¨hrung in die Grundlagen in 2.2 wurden im Abschnitt 2.3 al-
ternative Gleichgewichtsverteilungen vorgestellt, mit denen bei inkompressiblen, stationa¨ren
Stro¨mungen der Kompressibilita¨tsfehler vollsta¨ndig vermieden wird. In Abschnitt 2.4 wurde
diskutiert, wie verschiedene Randbedingungen im Modell umgesetzt werden. Um Stro¨mun-
gen im Ozean simulieren zu ko¨nnen, muten zusa¨tzliche Kra¨fte in das Gitter-Boltzmann-
Modell eingebaut werden. Dazu wurden im Abschnitt 2.5 zwei Verfahren zum Einbau beliebi-
ger orts- und zeitabha¨ngiger Kra¨fte entwickelt: das makroskopische und das mikroskopische
Verfahren. Dabei wurde gezeigt, da die Anwendung des makroskopischen Verfahrens vor-
teilhafter ist. Das makroskopische Verfahren ist eindeutig, und es kann vor allem Rechenzeit
eingespart werden.
Im Kapitel 3 wurden Gitter-Boltzmann-Modelle auf einfache Stro¨mungsprobleme zwischen
zwei parallelen Platten angewandt. Bei der Erzeugung von Couette- und Poiseuille-Stro¨mun-
gen und der Untersuchung von nicht-stationa¨ren Stro¨mungen in den Abschnitten 3.1 bis
3.3 wurden im Vergleich zu den theoretischen Lo¨sungen sehr gute Ergebnisse erzielt. Im
Abschnitt 3.4 wurde die Stabilita¨t von Poiseuille-Stro¨mungen bei hohen Reynoldszahlen
untersucht. Dabei wurde gezeigt, da Gitter-Boltzmann-Modelle auch fu¨r Probleme mit
hohen Reynoldszahlen (O(104)) geeignet sind. Die Ergebnisse entsprachen ganz den Erwar-
tungen, nach denen Poiseuille-Stro¨mungen erst oberhalb der kritischen Reynoldszahl von
Recrit = 5772:22 (Orszag, 1971) instabil werden.
In den Kapiteln 4 und 5 wurde dann das Gitter-Boltzmann-Modell mit Hilfe der Verfahren
aus Abschnitt 2.5 mit zusa¨tzlichen Kra¨ften aufgeru¨stet, um Stro¨mungen in einem barotro-
pen Ozean zu simulieren. Die Ergbenisse bei der Untersuchung von Tra¨gheits-Bewegung in
einem oenen Meeresgebiet im Abschnitt 4.2 stimmen sehr gut mit der analytischen Lo¨sung
des Problems u¨berein. Bei den Simulationen der windgetriebenen Zirkulation des Ozeans im
Kapitel 5 wurden ebenfalls u¨berzeugende Ergebnisse erzielt. Die Resultate der Simulationen
des linearen Falls zeigen sehr groe U¨bereinstimmungen mit den analytischen Lo¨sungen von
Stommel (1948) und Munk (1950a). Bei der Untersuchung des nichtlinearen Falls ergaben
die Vergleiche mit den numerischen Lo¨sungen von Bryan (1963) und Veronis (1966b), die
mit Finiten-Dierenzen-Modellen gewonnen wurden, ebenfalls sehr gute U¨bereinstimmun-
gen. Dabei konnte besonders im Abschnitt 5.7 gezeigt werden, da das verwendete Gitter-
Boltzmann-Modell sehr schnell ist. So wurden fu¨r eine Integrationszeit von 15 Monaten bei
einer zeitlichen Diskretisierung von t = 50 s nur 40 Minuten Rechenzeit auf einer CRAY
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J90 beno¨tigt.
Insgesamt liefert das Gitter-Boltzmann-Modell gleich gute Ergebnisse wie klassischen Mo-
delle mit niten Dierenzen. Die erzielten Ergebnisse zeigen aber auch, das es in seiner
quantitativen Leistungsfa¨higkeit konkurrenzfa¨hig ist. Bei Problemen mit komplexer Geome-
trien sollten sie klar im Vorteil sein, da die Umsetzung von komplizierten Randbedingungen
in Gitter-Boltzmann-Modellen gegenu¨ber den klassischen Modellen recht einfach zu verwirk-
lichen ist.
Die erfolgreichen Anwendungen der Gitter-Boltzmann-Modelle in dieser Arbeit stellen wie-
derum unmittelbar die Grundlagen fu¨r weitere Entwicklungen dar. So wa¨re es beispiels-
weise interessant, die Stabilita¨t von Poiseuille-Stro¨mungen in drei Dimensionen mit Gitter-
Boltzmann-Modellen zu behandeln. Dabei besteht die Motivation in der Untersuchung von
subkritischen Instabilita¨ten, wie sie bei Trefethen et al. (1993) angesprochen werden. Drei-
dimensionale Gitter-Boltzmann-Modelle ohne zusa¨tzliche Kra¨fte ndet man u.a. bei Wolf-
Gladrow (1995a) und Zou et al. (1995a).
Auch die Modellierung von Stro¨mungen im Ozean und der Atmospha¨re mit Gitter-
Boltzmann-Modellen ko¨nnte auf drei Dimensionen ausgeweitet werden. Die beiden im Ab-
schnitt 2.5 entwickelten Verfahren zum Einbau zusa¨tzlicher Kra¨fte sollten in 3 Dimensionen
genauso wie in 2 Dimesionen anwendbar sein. Um aber auch barokline Probleme simulieren
zu ko¨nnen, mu¨te zuna¨chst die Zustandsgleichung und Tracergleichungen in das Modell ein-
gebaut werden, um auch Tracer wie Salz und Temperatur verfolgen zu ko¨nnen. Ein weiterer
wichtiger Punkt wa¨re, die quantitative Leistungsfa¨higkeit der Gitter-Boltzmann-Modelle im
Vergleich zu Modellen zu untersuchen, die mit niten Dierenzen, niten Elementen oder
spektralen Methoden arbeiten. Wie schon erwa¨hnt, ko¨nnten Gitter-Boltzmann-Modelle da-
bei eine ernsthafte Konkurrenz darstellen.
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