Abstract. In this paper we explore the use of several types of structural restrictions within algorithms for learning Bayesian networks. These restrictions may codify expert knowledge in a given domain, in such a way that a Bayesian network representing this domain should satisfy them. Our objective is to study whether the algorithms for automatically learning Bayesian networks from data can benefit from this prior knowledge to get better results. We formally define three types of restrictions: existence of arcs and/or edges, absence of arcs and/or edges, and ordering restrictions, and also study their interactions and how they can be managed within Bayesian network learning algorithms based on the score+search paradigm. Then we particularize our study to the classical local search algorithm with the operators of arc addition, arc removal and arc reversal, and carry out experiments using this algorithm on several data sets.
Introduction
Nowadays, Bayesian networks [15] constitute a widely accepted formalism for representing uncertain knowledge and for efficiently reasoning with it. A Bayesian network (BN) is a graphical representation of a joint probability distribution, which consists of a qualitative part, a directed acyclic graph (DAG), and a quantitative one, a collection of numerical parameters, usually conditional probability tables. There has been a lot of work in recent years on the automatic learning of Bayesian networks from data and, consequently, there are a great many learning algorithms, based on different methodologies. However, little attention has been paid to the use of additional expert knowledge, not present in the data, in combination with a given learning algorithm. This knowledge could help in the learning process and contribute to get more accurate results, and even reduce the search effort of the BN representing a given domain of knowledge.
In this paper we address this problem by defining several types of restrictions, that codify some kinds of expert knowledge, to be used in conjunction with algorithms for learning Bayesian networks. More precisely, we shall consider three types of restrictions: (1) existence of arcs and edges, (2) absence of arcs and edges, and (3) ordering restrictions. All of them will be considered "hard" restrictions (as opposed to "soft" restrictions [13] ), in the sense that they are assumed to be true for the BN representing the domain of knowledge, and therefore all the candidate BNs must necessarily satisfy them. The paper is structured as follows: in Section 2 we briefly give some preliminary basic concepts about learning the structure of Bayesian networks. Section 3 formally introduces the three types of restrictions that we are going to study. In Section 4 we describe how to represent the restrictions and how to manage them, including their self-consistency and the consistency of the restrictions with a given DAG. Section 5 studies how to combine the restrictions with learning algorithms based on the score+search paradigm, and particularizes this study to the case of algorithms based on local search. Section 6 discusses the experimental results. Finally, Section 7 contains the concluding remarks.
Notation and Preliminaries
Let us consider a finite set V = {x 1 , x 2 , . . . , x n } of discrete random variables, each variable taking on values from a finite set. We shall use lower-case letters for variable names, and capital letters to denote sets of variables. The structure of a Bayesian network on this domain is a directed acyclic graph (DAG) G = (V, E G ), where E G represents the set of arcs.
The problem of learning the structure of a BN from data is that given a training set D of instances of the variables in V, find the network that, in some sense, best matches D. The learning algorithms may be subdivided into two general approaches: methods based on conditional independence tests, and methods based on a scoring function and a search procedure (for references, see [2] ). In this paper we are more interested in the algorithms based on the score+search paradigm, which attempt to find a graph that maximizes the selected score. All use a scoring function, usually defined as a measure of fit between the graph and the data, in combination with a search method in order to measure the goodness of each explored structure from the space of feasible solutions. Most of these algorithms use different search methods but the same search space: the space of DAGs 1 . Our objective is to narrow this (hyper-exponential) search space by introducing several types of restrictions that the elements in this space must satisfy.
Types of Restrictions
We are going to study three types of restrictions on the DAG structures defined for the domain V, namely existence, absence and ordering restrictions.
Existence or Arcs and/or Edges
Consider two subsets of pairs of variables E a , E e ⊆ V × V, with E a ∩ E e = ∅. They will be interpreted as follows:
-(x, y) ∈ E a : the arc x → y must belong to any DAG in the search space.
-(x, y) ∈ E e : the edge (i.e. the arc without direction) x-y must belong to any DAG in the search space. In other words, either the arc x → y or the arc y → x must appear in any DAG.
An example of the use of existence restrictions may be any BAN algorithm [5] , a BN learning algorithm for classification, which fixes the naive Bayes structure (i.e. arcs from the class variable to all the attribute variables) and searches for the appropriate additional arcs, linking pairs of attribute variables.
Absence of Arcs and/or Edges
Now, consider the subsets A a , A e ⊆ V × V, with A a ∩ A e = ∅. Their meaning is the following:
-(x, y) ∈ A a : the arc x → y cannot be present in any DAG in the search space.
-(x, y) ∈ A e : the edge x-y cannot appear in any DAG in the search space (i.e. neither the arc x → y nor the arc y → x can appear).
An example of the use of absence restrictions is a selective naive Bayesian classifier [14] , which forbids arcs between attribute variables and also arcs from the attributes to the class variable.
Partial Ordering
Consider the subset R o ⊆ V × V. In this case the interpretation is:
-(x, y) ∈ R o : all the DAGs in the search space have to satisfy that x precedes y in some total ordering of the variables compatible with the DAG structure.
We need some additional concepts to better understand the meaning of this kind of restriction. We shall say that a total ordering, σ, of the set of variables V is compatible with a partial ordering, µ, of the same set of variables if
i.e. if x precedes y in the ordering µ then also x precedes y in the ordering σ. Notice that a DAG determines a partial ordering on its variables: if there is a directed path from x to y in a DAG G, then x precedes y. Therefore, we can also say that a total ordering σ on the set V is compatible with a DAG G = (V, E) if
The ordering restrictions may represent, for example, temporal or functional precedence between variables. Notice that the restriction (x, y) ∈ R o also means that there is not a directed path from y to x in any of the DAGs in the search space. Examples of use of ordering restrictions are the BN learning algorithms that require a fixed total ordering of the variables (as the K2 algorithm [7] ).
Representing and Managing the Restrictions
In order to manage the restrictions it is useful to represent them graphically. So, the existence restrictions can be represented by means of a partially directed graph G e = (V, E e ), where each element (x, y) in E a is associated with the corresponding arc x → y ∈ E e , and each element (x, y) in E e is associated with the edge x-y ∈ E e . The absence restrictions are represented by means of another partially directed graph G a = (V, E a ), where the elements (x, y) in A a correspond with arcs x → y ∈ E a and the elements (x, y) in A e are associated with edges x-y ∈ E a . Finally, the ordering restrictions are represented by using a directed graph G o = (V, E o ), with (x, y) in R o being associated with the arc x → y ∈ E o . Notice that, as we are assuming that the ordering restrictions form a partial ordering (i.e. the relation is transitive), we are not forced to include in G o an arc for each element in R o . G o may be any graph such that its transitive closure contains an arc for each element in R o . For example, to represent a total ordering restriction x 1 < x 2 < . . . < x n it suffices to include in G o the n − 1 arcs
. . , n − 1, instead of a having a complete graph with all the arcs
Now, let us formally define when a given DAG G is consistent with a set of restrictions (i.e. G verifies them):
the graphs representing the existence, absence and ordering restrictions, respectively. We say that -G is consistent with the existence restrictions if and only if
• ∀x, y ∈ V, if x → y ∈ E e then x → y ∈ E, and
is consistent with the absence restrictions if and only if
• ∀x, y ∈ V, if x → y ∈ E a then x → y ∈ E, and • ∀x, y ∈ V, if x-y ∈ E a then x → y ∈ E and y → x ∈ E. -G
is consistent with the ordering restrictions if and only if
• there exists a total ordering σ of the variables in V compatible with both G and G o .
Before using a set of restrictions we must be sure that we are not demanding conditions impossible to satisfy. In this sense, we shall say that a set of restrictions is self-consistent if there is some DAG that is consistent with them. Testing the self-consistency of each type of restriction separately is very simple 2 : -The set of absence restrictions is always self-consistent.
-The set of ordering restrictions is self-consistent if and only if G o is a DAG.
When several types of restrictions are considered simultaneously, some interactions can occur among each other. These interactions may give rise to inconsistencies. For example, the existence and absence of the same arcs; or the existence of some arcs that (as they implicitly also represent partial ordering restrictions) may contradict with ordering restrictions. For instance,
It also may happen that some absence or ordering restrictions force an existence restriction. For instance, if an arc must exist in either direction (i.e. x-y ∈ E e ) but an absence or ordering restriction indicates that some direction is forbidden (e.g. x → y ∈ E a or y → x ∈ E o ), then the other direction is forced (x-y should be replaced by y → x in E e ). This can also produce interactions among the three types of restrictions, giving rise to inconsistencies. For example, if y → t, t → x, x-z, z-y ∈ E e , x → z ∈ E o and y → z ∈ E a , the absence and ordering restrictions force the orientation of the edges x-z and z-y which, together with the other existence restrictions, generate a directed cycle. The following result characterizes global self-consistency of the restrictions, in terms of simple operations on graphs. 
Then the three sets of restrictions are self-consistent if and only if
where G ∅ is the empty graph (a graph having neither arcs nor edges), and both the union and the intersection of two partially directed graphs use the convention that {x → y} ∪ {x-y} = {x → y} and {x → y} ∩ {x-y} = {x → y}.
Testing the consistency of a DAG with a set of restrictions can also be reduced to simple graph operations, as the following result shows:
graphs representing self-consistent existence, absence and ordering restrictions, respectively, and let G = (V, E) a DAG. Then G is consistent with the restrictions if and only if
G ∪ G e = G, G ∩ G a = G ∅ and G ∪ G o is a DAG.
Using the Restrictions for Learning
In case that we want to get a Bayesian network from data using a score+search learning algorithm and we have a set of (self-consistent) restrictions, it seems natural to use them to reduce the search space and force the algorithm to return a DAG consistent with the restrictions. A general mechanism to do it, which is valid for any algorithm, is very simple: each time the search process selects a candidate DAG G to be evaluated by the scoring function, we can use the result in the previous proposition to test whether G is consistent with the restrictions, and reject it otherwise.
However, this general procedure may be somewhat inefficient. It would be convenient to adapt it to the specific characteristics of the learning algorithm being used. We are going to do that for the case of the classical score+search learning algorithm based on local search [13] , which uses the operators of arc insertion, arc deletion and arc reversal. We start from the current DAG G, which is consistent with the restrictions, and let G be the DAG obtained from G by applying one of the operators. Let us see which are the conditions necessary and sufficient to assure that G is also consistent with the restrictions.
graphs representing self-consistent existence, absence and ordering restrictions, respectively, and let G = (V, E) a DAG consistent with the restrictions. (a) Arc insertion: Let
G = (V, E ), E = E ∪ {x → y}, with x → y ∈ E. Then G
is consistent with the restrictions if and only if
• x → y ∈ E a and x-y ∈ E a , • there is not any directed path from y to x in G ∪ G o . (b) Arc deletion: Let G = (V, E ), E = E \ {x → y}, with x → y ∈ E. Then G
• x → y ∈ E e and x-y ∈ E e . (c) Arc reversal: Let G = (V, E ), E = (E \ {x → y}) ∪ {y → x}, with x → y ∈ E. Then G
• if we exclude the arc x → y, there is not any other directed path from
Notice that the conditions about the absence of directed paths between x and y in the previous proposition have also to be checked by the algorithm that does not consider the restrictions (using in this case the DAG G instead of G ∪ G o ), so that the extra cost of managing the restrictions is quite reduced: two or three tests about the absence of either an arc or an edge from a graph.
It is also interesting to notice that other score+search learning algorithms, more sophisticated that a simple local search, can also be easily extended to efficiently deal with the restrictions. There are many BN learning algorithms that perform a search more powerful than local search but use the same basic operators, as variable neighborhood search [10] , tabu search [2] or GRASP 4 [9] , or even a subset of them (arc insertion), as ant colony optimization [8] . These algorithms can be used together with the restrictions with almost no additional modification. Another question to be considered is the initialization of the search process. In general, the learning algorithms start from one or several initial DAGs that, in our case, must be consistent with the restrictions. A very common starting point is the empty DAG G ∅ . In our case G ∅ should be replaced by the graph G e or, even better, by the graph G re . However, as G re is not necessarily a DAG, it must be transformed into a DAG. An easy way to do it is to iteratively select an edge x-y ∈ E re , randomly choose an orientation and test whether the restrictions are still self-consistent (choosing the opposite orientation if the test is negative). This process is based on the following result: In other cases the search algorithm is initialized with one (or several) random DAGs. The process of selecting a random DAG, checking the restrictions and iterating until the generated DAG satisfies the restrictions may be time-consuming, specially when there are many restrictions. In these cases it would be quite useful to have a repair operator, i.e. a method to transform any DAG into one verifying the restrictions. This method can also be useful for learning algorithms using population-based search processes (as genetic algorithms and EDAs).
Experimental Results
In this section we shall describe the experiments carried out to test the effect of using restrictions on BN learning algorithms, and the obtained results. We have selected four different problems. The Alarm network (left hand side of Figure 1 ) displays the relevant variables and relationships for the Alarm Monitoring System [3] , a diagnostic application for patient monitoring. This network contains 37 variables and 46 arcs. Insurance [4] is a network for evaluating car insurance risks. The Insurance network (Figure 2 ) contains 27 variables and 52 arcs. Hailfinder [1] is a normative system that forecasts severe summer hail in northeastern Colorado. The Hailfinder network contains 56 variables and 66 arcs. Asia (right hand side of Figure 1 ) is a small Bayesian network that calculates the probability of a patient having tuberculosis, lung cancer or bronchitis respectively based on different factors. All these networks have been widely used in specialist literature for comparative purposes.
For Alarm, the input data commonly used are subsets of a standard database containing 20000 cases. In our experiments, we have used a subset containing the first 10000 cases. In each of the other three problems, a database containing 10000 cases generated from the corresponding network has been used. The score+search learning algorithm considered is the previously mentioned classical local search (with addition, removal and reversal of arcs), using the BDeu scoring function [13] , with the parameter representing the equivalent sample size set to 1 and a uniform structure prior. The collected performance measures are the scoring value of the obtained network (BDeu) and three measures of the structural difference between the learned network and the true one: the number of added arcs (A), the number of deleted arcs (D) and the number of inverted arcs (I) in the learned network with respect to the true network. To eliminate fictitious differences or similarities between the two networks, caused by different but equivalent subDAG structures, before comparing the two networks we have converted them to their corresponding completed PDAG (also called essential graph) representation 5 , using the algorithm proposed in [6] . The percentages of running time of the algorithm using restrictions (T) with respect to the running time of the algorithm without using them have also been computed. All the implementations have been carried out within the Elvira System [12] , a Java tool to construct probabilistic decision support systems, which works with Bayesian networks and influence diagrams.
For each dataset we have randomly selected fixed percentages of restrictions of each type, extracted from the whole set of restrictions corresponding to the true network. More precisely, if G = (V, E) is the true network, then each arc x → y ∈ E is a possible existence restriction (we may select the restriction x → y ∈ E e if this arc is also present in the completed PDAG representation of G; otherwise we would use the restriction x-y ∈ E e ); each arc x → y ∈ E is a possible absence restriction (in case that also y → x ∈ E we randomly select whether to use the restriction x → y ∈ E a or x-y ∈ E a ); finally, if there is a directed path from x to y in completed PDAG representation of G then x → y ∈ E o is a possible ordering restriction. The selected percentages have been 10%, 20%, 30% and 40%. We have run the learning algorithm for each percentage of restrictions of each type alone, and also using the three types of restrictions together.
The results in Tables 1-4 represent the average values of the performance measures across 50 iterations (i.e. 50 random subsets of restrictions for each percentage and each dataset). For comparative purposes, these tables display also the results obtained by the learning algorithm without using restrictions (0%), its running time and the scoring value of the true network.
First, let us analyze the results from the perspective of the structural differences. What it was expected is that the number of deleted arcs, added arcs and inverted arcs decreases as the number of existence, absence and ordering restrictions, respectively, increases. This behaviour is indeed observed in the results. Moreover, another less obvious effect, almost systematically observed in the experiments (except in Asia), is that the use of any of the three types of restrictions also tends to decrease the other measures of structural difference. For example, the existence restrictions decrease the number of deleted arcs, but also the number of added and inverted arcs.
With respect to the analysis of the results from the perspective of the scoring function, we have to distinguish Hailfinder from the other three datasets, the reason being that in the first case the learning algorithm, without using restrictions, finds a network with a score much better than the true Hailfinder network. The true Insurance network is also worse in score than the learned one but at a much lesser extend, whereas the true Asia and Alarm networks are better than the learned ones. This is important because the use of restrictions tries to guide the search process towards the true network. On the one hand, in the last three cases, both the existence and the ordering restrictions lead to better network structures. For Hailfinder, the convergence towards the true network results in worse networks. On the other hand, the use of absence restrictions seems to be self-defeating: the obtained networks frequently are worse in score than the one obtained without using restrictions. We believe that the explanation of this behaviour lies in the following fact: when a local search-based learning algorithm mistakes the direction of some arc connecting two nodes 6 , then the algorithm tends to 'cross' the parents of these nodes to compensate the wrong orientation; if some of these 'crossed' arcs are used as absence restrictions, then the algorithm cannot compensate the mistake and has to stop in a worse configuration. These results suggest that perhaps it is not a good idea to limit the search space using absence restrictions. Instead, once the algorithm, using only existence and ordering restrictions, has found a local maximum, we could delete all the forbidden arcs and run another local search.
Finally, with respect to the efficiency of the learning algorithm, it can be observed that the running times decrease considerably when using the restrictions, these times being progressively lesser as the number of restrictions increases.
In order to test the behavior of the restrictions in more realistic situations, where the number of available cases is much smaller (and therefore the expert knowledge that the restrictions represent is less probable to be already embedded in the data), we have also carried out experiments (20 iterations) with data sets containing only 500 cases. The results are displayed in Table 5 . We can observe, in general, the same behavior as in the previous experiments, although in this case it must be taken into account that in all the databases (except Alarm) the true networks have a score worse than the learned ones without using restrictions.
Concluding Remarks
We have formally defined three types of structural restrictions for Bayesian networks, namely existence, absence and ordering restrictions, and studied their use in combination with BN learning algorithms that use scoring functions and search methods. We have illustrated it for the specific case of a learning algorithm using local search. The experimental results show that the use of additional knowledge in form of restrictions may lead to improved network structures in less time. For future work we plan to study the use of restrictions within score+search-based learning algorithms that do not search directly in the DAG space [2, 11] or within algorithms based on independence tests [16] . Finally, we would like to study another type of restriction, namely conditional independence relationships between variables that must be true.
