Abstract. We give another proof of a result of Bennett on the l p operator norms of some weighted mean matrices for the case p = 2 and we also present some related results.
Introduction
Suppose throughout that p > 1, 1 p + 1 q = 1. Let l p be the Banach space of all complex sequences a = (a n ) n≥1 with norm
The celebrated Hardy's inequality ( [11, Theorem 326] ) asserts that for p > 1,
Hardy's inequality can be regarded as a special case of the following inequality:
in which C = (c j,k ) and the parameter p are assumed fixed (p > 1), and the estimate is to hold for all complex sequences a. The l p operator norm of C is then defined as the p-th root of the smallest value of the constant U : ||C|| p,p = U 1 p . Hardy's inequality thus asserts that the Cesáro matrix operator C, given by c j,k = 1/j, k ≤ j and 0 otherwise, is bounded on l p and has norm ≤ p/(p − 1). (The norm is in fact p/(p − 1). ) We say a matrix A is a summability matrix if its entries satisfy: a j,k ≥ 0, a j,k = 0 for k > j and j k=1 a j,k = 1. We say a summability matrix A is a weighted mean matrix if its entries satisfy:
A natural generalization of Hardy's inequality (1.1) is to determine the l p operator norm of an arbitrary summability matrix A. For examples, the following two inequalities were claimed to hold by Bennett ( [4, ; see also [5, p. 407] ):
whenever α > 0, p > 1, αp > 1. We note here the constant (αp/(αp − 1)) p is best possible (see [6] ).
No proofs of the above two inequalities were supplied in [4] - [5] . The author [8] and Bennett himself [6] proved inequalities (1.2) for p > 1, α ≥ 1, αp > 1 and (1.3) for p > 1, α ≥ 2 or 0 < α ≤ 1, αp > 1 independently. Bennett in fact was able to prove (1.2) for p > 1, α > 0, αp > 1 (see [6, Theorem 1] with β = 1 there) which now leaves the case p > 1, 1 < α < 2 of inequality (1.3) the only case open. For this, Bennett expects inequality (1.3) to hold for 1 + 1/p < α < 2 (see page 830 of [6] ) and as a support, Bennett [6, Theorem 18] has shown that inequality (1.3) holds for α = 1 + 1/p, p > 1. Recently, much progress was made on this later case this by the author in [9] and [10] .
It is our goal in this paper to study inequalities (1.2)-(1.3) for the case p = 2, using the approach of quadratic forms. For the case of Hardy's inequality (1.1), such an approach was used by Schur in [14] , who showed that for x, y ∈ l 2 ,
As we shall see later in this paper that the above inequality implies Hardy's inequality (1.1), even though this was not mentioned in [14] (this is actually prior to Hardy's discovery of (1.1)). Further developments were carried out by Wilf in [16] and Wang and Yuan in [15] . The idea of this approach via quadratic forms is to interpret the left-hand side of (1.1) when p = 2 as a quadratic form so that Hardy's inequality follows from an estimations of the largest eigenvalue of the corresponding matrix associated to the quadratic form. We will adopt this approach in Section 3 to study the l 2 norms of weighted mean matrices associated to (1.2) to give another proof of the following result:
In relation to Hardy's inequality (1.1) for p = 2, we note the following well-known Hilbert's inequality [11, Theorem 315 ] for x, y ∈ l 2 :
One may regard, other than a constant factor, the entries of both the coefficient matrices of the quadratic forms of the left-hand side expressions of (1.4) and (1.5) as special cases of the following family of matrices for r ≥ 1:
Note here that the case r = 1 above gives the case for (1.5), except for a factor of 2 and the case r → +∞ gives the corresponding case for (1.4). We point out here the norms of the matrices given in (1.5), or more generally, the norms of matrices whose (i, j)-th entry given by K(i, j) with K(x, y) positive, decreasing with respect to both x and y and homogeneous of degree −1 was studied by Schur in [14] , see also [11, . We note also that there is a different version of Hilbert's inequality [11, Theorem 294] , which asserts that for a sequence of complex numbers w,
The best constant π was first determined by Schur [14] . One may regard the entries of the coefficient matrix on the left-hand side expression of the above inequality as obtained from those of (1.5) by replacing the "+" sign by the "−" sign and omitting the diagonal entries. In our proof of Theorem 1.1, we shall make use a quadratic form whose coefficient matrix is essentially (other than a constant factor) given by the case of r → +∞ of the following family of matrices of r ≥ 1:
where α is a parameter and P r is given as in (1.6). In view of our discussions above, it is natural to ask whether one can establish inequalities similar to (1.7) with the coefficient matrix given by the case r = 1 of (1.8) with the "+" sign replaced by the "−" sign and omitting the diagonal entries. This is indeed possible and was done by Schur in [14] . In what follows, we shall give a more general statement of Schur's result by first pointing out that Montgomery and Vaughan [13] (see also [12, Theorem 2] ) has given the following generalization of Hilbert's inequality (1.7):
The above inequality is useful in deriving the formulation of large sieves, which have applications in number theory. Schur's result can now be formulated in the following way:
We recall that the Schur product or the Hadamard product of two matrices X = (x i,j ) and Y = (y i,j ) is given by X • Y = (x i,j y i,j ) . A well-known result of Schur asserts that if X is positive definite Hermitian, then ||X • Y || 2,2 ≤ max i (x i,i )||Y || 2,2 . Schur also showed in [14] that the matrix
is positive definite Hermitian for α ≥ 1, where X r,r = 1/α. Now, Theorem 1.3 is readily proved following our discussions above applied to X •Y with Y being the coefficient matrix of the left-hand side expression of (1.9). In section 4, we shall give a direct proof of Theorem 1.3, following the method in [12] .
A bilinear approach to l 2 norms of weighted mean matrices
In this section we first recall the following duality principle concerning the norms of linear operators:
Theorem 2.1. [12, Lemma 2] Let C = (c n,r ) be a fixed N × R matrix. Then the following three assertions concerning the constant U for any x ∈ l q , y ∈ l q are equivalent:
For l 2 norms of weighted mean matrices, we now point out our general approach. Our goal is to determine, for given λ k 's, the best constant U so that the following inequality holds for any a ∈ l 2 :
It suffices to consider the cases with the infinite summations above replaced by any finite summations, say from 1 to N ≥ 1 here. We may also assume a i ≥ 0 for all i here. Now we have
We view the above as a quadratic form and define the associated matrix A to be
We note that the matrix A is certainly symmetric and positive definite, being equal to B t B with B a lower-triangular matrix,
In order to achieve our goal, it suffices to find the maximum eigenvalue of A. Instead of working with the matrix A directly, sometimes it is easier to take an equivalent approach. By the duality principle of linear operators (Theorem 2.1 above), the norm of a linear operator acting on the l p space is equal to the norm of its adjoint acting on the dual space l q . In our case, we may regard inequality (2.1) as giving a bound of the norm of the linear operator B acting on the l 2 space, which is self-dual. Hence its adjoint B t (as B is real) also acts on l 2 with the same norm as A. 
Now we have (as
In summary, in order to establish (2.1), we are thus led to the consideration of the following quadratic form (or with β i,j replaced by γ i,j ) with a, b ∈ l 2 :
We may assume that a i ≥ 0, b j ≥ 0 for any i, j and now we recall the following well-known Schur's test: 
for some positive constants
.
From this we see that one can take U = (U 1 U 2 ) 1/2 in (2.1). We point out here that the above approach is the one used in the proof of Theorem 318 in [11] . In the special case of λ k = 1, observe that γ i,j = 1/ max(i, j) and one takes c i = 1/i to see that on comparing with the corresponding integral (as the integrand is a decreasing function), we have
and one can also take U 2 = U 1 here by symmetry. This implies Hardy's inequality (1.1) for p = 2.
In the next section, we will proceed along the same line above to give a proof of Theorem 1.1.
Proof of Theorem 1.1
We first look at the case of inequality (1.2) for p = 2, 1/2 < α ≤ 3/2. For any real number α satisfying 1/2 < α ≤ 3/2, we denote M (α) = (m i,j ) for the matrix whose entries are given by
We apply Lemma 2.1 for c i = d i = 1/i to see that, on comparing with the corresponding integral (as the integrand is a decreasing function)
and one can also take U 2 = U 1 here by symmetry. This now implies the following inequality for 1/2 < α ≤ 3/2 by Lemma 2.1:
for a ∈ l 2 with a i > 0. Here, the function L 2α−1 (n, n − 1) is defined as in the following lemma with r = 2α − 1, a = n, b = n − 1: (r = 0, 1),
The function r → L r (a, b) is strictly increasing on R.
We now apply the duality principle Theorem 2.1 to (3.1) to see that it is equivalent to the following inequality:
for a ∈ l 2 with a i > 0. Here,
Now, to establish (1.2), we just need to show that for every α > 1/2, 1 ≤ i ≤ n,
which is easily seen to follow from Lemma 3.1 with a = i, b = i − 1 (with r = α and 2α − 1). We note that if we denote N (α) = (n i,j ), then we can also obtain N (α) from M (α) by the following similarity transformation:
α , e i,j = 0 otherwise;
We end this section by pointing out that another way of proving (1.2) for the case p = 2, 1/2 < α ≤ 3/2 is to show that γ i,j ≤ m i,j where γ i,j is given as in (2.3) with λ k = k α − (k − 1) α−1 . In fact, we may assume that i ≤ j and observe that
where the inequality above follows from Cauchy's inequality. Now we consider (1.3) for the case 1/p < α ≤ 1, and we show that in this case inequality (1.3) follows from the relevant case of inequality (1.2). To show this, we need two lemmas: 
then for any decreasing n-tuple a,
Lemma 3.3. [7, Lemma 2.4] Let p > 1 and A = (a n,k ) n,k≥1 be a finite lower triangular matrix. If a n,k ≥ a n,k+1 for all n ≥ 1, 1 ≤ k ≤ n − 1, then ||A|| p,p = sup ||Ax|| p : ||x|| p = 1and x decreasing . Now back to the proof of (1.3) for the case 1/p < α ≤ 1. We can replace the infinite sum by a finite sum from 1 to N with N ≥ 1 and assume a i ≥ 0. It follows that we can apply Lemma 3.3 with the corresponding matrix A being a finite lower triangular matrix with a n,k ≤ a n,k+1 for all n ≥ 1, 1 ≤ k ≤ n − 1 to conclude that it suffices to prove (1.3) for the case of a being decreasing. It follows from Lemma 3.2 that we will be done if we can show that for any k ≤ n,
since one knows already that (1.2) holds. By induction, it suffices to show the above inequalities for the case k = n − 1. In this case we can recast the above inequality as
where for any integer n ≥ 1 and any real number r > 0, we define
Our proof now follows from a combination of two results of Alzer [1] and [2, Theorem 2.3], which asserts that for any real r,
where we have used |w s w t | ≤ in the second inequality above. To establish Theorem 1.3, it now suffices to show that for α ≥ 1,
as the rest will follow from the treatment in the proof of Theorem 2 in [12] .
To establish (4.1) for α ≥ 1, we note first that by the arithmetic-geometric mean inequality,
Hence it suffices to show that
Without loss of generality, we may assume λ r ≥ λ s and on letting t = λ r /λ s , we can recast the above inequality as t α−1
We now set y = t α−1 to rewrite the above inequality as
We let β = 1/(α − 1) to write the right-hand side expression above as
We want to show the above function is increasing with β for β > 0, which one checks is equivalent to
The above inequality follows if one can show that f ′ (β)/f (β) is an increasing function of β. Direct calculations show that
To show the right-hand side expression above is ≥ 0, it is equivalent to showing that (note that y ≥ 1 here)
The above inequality now follows from the well-known Hadamard's inequality (with h(x) = ln y · y x , a = 0, b = β here), which asserts that for a continuous convex function h(x) on [a, b],
It follows now that
Thus in order to prove (4.2), it suffices to show that
We rewrite the above as ln y − ln 1 y − 1 , where the last inequality follows easily from the arithmetic-geometric mean inequality and this completes the proof of Theorem 1.3.
Some Remarks
We point out here that the matrix (γ i,j ) given in (2.3) is related to the matrix (β i,j ) as given in (2.2) by the following similarity transformation:
We note here in the special case of λ k = 1, which corresponds to Hardy's inequality (1.1), the above relation is used in [16] , in which case γ i,j = 1/ max(i, j). As (γ i,j ) and A have the same set of eigenvalues, we are again led to our approach above. We note that if one can show that for any i, j,
then inequality (2.1) holds with U ≥ 4, as the right-hand side expression above corresponds to the value of γ i,j when λ k = 1. We may now assume that i ≤ j and note that (5.1) holds when i = j by Cauchy's inequality. For the general case, note that
It is easy to see that when the λ k 's are decreasing, then the right-hand side expression above is no less than the right-hand side expression of (5.1) and hence we have just shown that when the λ k 's are decreasing, then inequality (2.1) holds with U ≥ 4. This now gives another proof of a result of Bennett [5, Theorem 1.14 (a)] for the case of weighted mean matrices when p = 2. We point out here that Bennett's result [5, Theorem 1.14 ] is more general and covers the case for any summability matrix. The non-trivial part of his result [5, Theorem 1.14(b)], which asserts that for any summability matrix A, if the rows of A are increasing, then
is a consequence of [11, Theorem 332] when A is a weighted mean matrix. In fact, by a change of variables a n → λ −1/p n a n , we see that it yields
from which one deduces Bennett's result easily. We end this paper by pointing out that in view of (3.2) and Lemma 3.1, the following inequality holds for any a ∈ l 2 for 1/2 < α ≤ 3/2, max(2α − 1, α) ≥ s ≥ min(2α − 1, α):
