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Abstract
If an investor wants to form a portfolio of risky assets and can exert effort to collect infor-
mation on the future value of these assets before he invests, which assets should he learn about?
The best assets to acquire information about are ones the investor expects to hold. But the
assets the investor holds depend on the information he observes. We build a framework to solve
jointly for investment and information choices, with a variety of preferences and information cost
functions. Although the optimal research strategies depend on preferences and costs, the main
result is that the investor who can first collect information systematically deviates from holding
a diversified portfolio. Information acquisition can rationalize investing in a diversified fund and
a concentrated set of assets, an allocation often observed, but usually deemed anomalous.
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The asset management industry is in the business of acquiring information and using that
information to manage a portfolio of assets. While the rationality of asset portfolios and finan-
cial services is hotly contested, the debate has largely ignored the role of information. Little
is known about what rational-expectations investors should learn about. Since the information
learned determines which assets are invested in, understanding information acquisition is central to
understanding investment behavior. This paper takes the first step in investigating this interplay
between information choice and the investment problem.
Investment choices with given information and information choices with a single risky asset have
each been studied before.1 But analyzing the two choices jointly delivers new insights. Specifically,
the feedback of one decision on the other can generate gains to specialization. When choosing
information, investors can acquire noisy signals about future payoffs of many assets, or they can
specialize and acquire more precise signals about fewer assets. Choosing to learn more about an
asset makes investors expect to hold more of it, because for an average signal realization, they prefer
an asset they are better informed about. As expected asset holdings rise, returns to information
increase; one signal applied to one share generates less benefit than the same signal applied to many
shares. Specialization then arises because the more an investor holds of an asset, the more valuable
it is to learn about that asset; but the more an investor learns about the asset, the more valuable
that asset is to hold. Standard investment theory is challenged by the high degree of concentration
in observed portfolios. A joint learning-investment model could rationalize such concentration.
The standard utility function used in asymmetric information models of portfolio choice is one
with constant absolute risk aversion (CARA). The standard measure of information flow in the
information processing literature is the reduction in entropy.2 When investors with CARA utility
are charged per unit of entropy for their information, any information choice can be rationalized,
and therefore the high degree of concentration in observed portfolios can be rationalized as well.
The incentive to specialize and the desire to hold and learn about a diversified portfolio exactly
offset each other.
1Recent work on the role of information in portfolio choice includes: Banerjee (2007), Maenhout (2004), Bi-
ais, Bossaerts and Spatt (2004), Bernhardt and Taub (2005), Kodres and Pritsker (2002), Albuquerque, Bauer and
Schneider (2005), Wang (1993) and is reviewed by Brunnermeier (2001). Recent work on learning with one risky
asset includes: Barlevy and Veronesi (2000), Bullard, Evans and Honkapohja (2005), Cagetti, Hansen, Sargent and
Williams (2002), Peress (2004). Learning by a representative agent is modeled by Timmermann (1993), Sims (2003)
and Peng (2004); these models cannot address portfolio allocation because a representative agent must hold the
market portfolio for the market to clear. The most closely related work is Peress (2006), who studies how exogenous
differences in portfolios affect information acquisition, Vayanos (2003), who studies the optimal organizational struc-
ture for transmitting investment information, and Brunnermeier, Gollier and Parker (2007) who consider the choice
of optimism, which is the mean of a signal, in contrast to information allocation which is a choice of signal variance.
2See Sims (2003), Moscarini (2004), and Mackowiak and Wiederholt (2006).
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While the standard portfolio problem has the diversified portfolio as its unique solution, adding
information choice breaks this uniqueness. A diversified portfolio is still one of the optimal portfo-
lios. However, perturbing this problem by changing either the preferences or the learning technol-
ogy does not recover this diversified portfolio. Rather, the unique optimal portfolio that emerges
is typically a specialized portfolio.
Section 1 shows how to jointly model investment and information choices. To make the logic
as transparent as possible, we focus on a one-period, partial equilibrium model with exponential
preferences, independent assets and independent signals. Information is not required to hold an
asset, as in Merton (1987); rather it is a tool to reduce the conditional variance (the uncertainty) of
the asset’s payoff, as in Grossman and Stiglitz (1980). Investors can acquire more precise signals at
a higher cost. An important question is how to model this cost function. We describe the physical
learning process that underlies the standard entropy measure and an alternative measure which is
linear in signal precision. We also propose and examine a third learning technology: a version of
entropy-based learning that builds in decreasing returns to learning about a given asset. After the
investor observes signals drawn from the distribution whose precision he has chosen, he solves a
standard portfolio problem.
Section 2 explores optimal information acquisition choices. We begin with the indifference result
in our baseline model. With CARA preferences and entropy-based learning costs, the solution pins
down how much information to acquire, but prescribes no particular allocation of that information
across assets. Replacing the entropy-based learning technology with a technology that delivers
additional signal precision at a constant marginal cost delivers a unique solution. Investors want
to learn about assets with high expected returns and assets they are very uncertain about. We call
this learning strategy broadening knowledge. If we instead replace the CARA utility function with
a mean-variance objective and keep the entropy-based cost, our investors choose to learn about
assets with high expected returns and assets with less uncertain payoffs. Because these investors
learn about assets they already know more about, we call this strategy deepening knowledge. Other
combinations of technologies and preferences deliver information acquisition strategies in the same
categories.
Section 3 characterizes optimal investment choices. In each version of this model, the optimal
portfolio has a diversified component that is the portfolio an investor without the capacity to learn
would hold, plus a “learning portfolio” consisting of assets the investor learned about. Except
in a knife-edge case, investors learn about one or a small set of assets. That ensures that the
learning portfolio is concentrated. The total portfolio is comprised of a diversified component and
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a concentrated component, a pattern observed in the data (see e.g. Polkovnichenko (2004)). For an
investor with no information, a diversified portfolio is optimal; our theory collapses to the standard
model. As the precision of the investor’s information increases, holding a perfectly diversified
portfolio is still feasible, but no longer optimal.
Section 4 shows how to alter the model setup slightly to analytically solve the problem with
CRRA preferences. With the linear capacity constraint, the results are like the CARA model.
With the entropy constraint, results mimic the model with mean-variance preferences.
While our baseline model makes the point that concentrated portfolios can be rational, the
alternative models are useful because they offer precise, testable predictions. Section 5 attempts to
distinguish between the various models: It asks which learning technology the investor would prefer;
it explores differences in observable model predictions, and it investigates which model produces
predictions most in line with investment data.
Many questions about the efficient organization of the financial services and consulting industry
could be explored with this framework: What investments should analysts research? How should
portfolio management services be priced? How many mutual funds should there be? What metrics
reveal whether a fund manager is investing based on information or is earning higher returns by
taking on high-risk investments? How do investment research choices affect asset prices? This
paper provides a building block by exploring how information and investment choice can be jointly
modeled, what various modeling choices mean, and what predictions they deliver.
1 Setup
This is a static model which we break up into 3-periods. In period 1, the investor chooses the
precision of signals about asset payoffs, subject to an increasing cost for more precise information.
In period 2, the investor observes signals and then chooses what assets to purchase. In period 3, he
receives the asset payoffs and realizes his utility. Signal choices and portfolio choices in this setting
are circular: What an investor wants to learn depends on what he expects he will invest in and
what he wants to invest in depends on what he has actually learned. To ensure that beliefs and
actions are consistent, we use backwards induction. We first solve the period 2 portfolio problem
for arbitrary beliefs. Then, we substitute the optimal portfolio rule into the period 1 information
choice problem. Figure 1 illustrates the sequence of events.
3
time 1 time 2 time 3 
Information Σ 
chosen             
f ~ N(µ,Σ)              
µ ~ N( µ, Σ − Σ) 
Signals η realized.            
New belief µ formed.       
Asset shares (q)             
chosen                       
f ~ N(µ,Σ) 
Payoff f 
realized 
^ ^ 
^  ^ 
^ 
^ 
Figure 1: Sequence of events.
1.1 Defining Information Sets
The exogenous vector of unknown asset payoffs f is what the investor learns about. He is endowed
with a prior belief µ ∼ N(f,Σ). At time 1, the investor chooses how to allocate his information
capacity by choosing a normal distribution from which he will draw an N × 1 signal vector η about
asset payoffs f . At time 2, the investor combines his signal η ∼ N(f,Ση) and his prior belief,
using Bayes’ law. Let µˆ and Σ̂ be the posterior mean and variance of payoffs, conditional on all
information known to the investor in period 2:
µˆ ≡ E[f |µ, η] = (Σ−1 +Σ−1η )−1 (Σ−1µ+Σ−1η η) (1)
and a variance that is a harmonic mean of the prior and signal variances:
Σ̂ ≡ V [f |µ, η] = (Σ−1 +Σ−1η )−1 . (2)
We use E1[·] and V1[·] to denote the mean and variance conditional on prior beliefs alone, and we
use E2[·] and V2[·] to denote the mean and variance conditional on information from priors and
signals. That period-2 information is summarized by the moments µˆ, Σ̂. Since the investor forms
his portfolio after observing his signals, µˆ, Σ̂ are the conditional mean and variance that govern
the investor’s portfolio choice. Likewise, we use U1 and U2 to denote expected utility, conditional
on time-1 and time-2 information sets.
1.2 Preferences
The paper considers three different commonly-used utility functions. We explore the first two, both
variants of exponential, CARA preferences, in this section. Modeling CRRA preferences requires a
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slightly different setup, and is considered separately in section 4. In all three cases, investors have
preferences over the wealth W they possess at the end of period 3 and a utility cost c(K) (foregone
leisure) they incur when they acquire a quantity of information K.
CARA (expected exponential) preferences With CARA utility and absolute risk-aversion
coefficient ρ, the investor maximizes
U1 = −E1 [E2 [exp(−ρW )]]− c(K) = −E1 [exp(−ρW )]− c(K). (3)
The second equality follows from the law of iterated expectations.
Mean-variance preferences Investors have mean-variance utility with absolute risk aversion ρ:
U1 = E1
[
E2[W ]− ρ
2
2
V2[W ]
]
− c(K). (4)
Mean-variance utility routinely arises in settings where investors have CARA (exponential) utility
and face normally distributed payoffs. If there were no information choice, then (3) and (4) would
be equivalent because mean-variance utility is the log, a monotonically increasing transformation,
of the objective function. Information choice introduces an extra expectations operator because
the posterior beliefs (µˆ, Σ̂) are not known at time 1. The utility function in (4) is equivalent to
U1 = −E1 [log (E2 [exp (−ρW )])]− c(K).
The log operator induces preference for early resolution of uncertainty, as in Epstein and Zin (1989).
This objective function has been used in one-asset information choice problems by Wilson (1975)
and Peress (2006).
Agents with expected utility (3) only value information for its ability to increase expected
portfolio returns. They see a total amount of uncertainty about asset payoffs Σ at time 1, know that
it will all be resolved when payoffs are revealed at time 3, and are indifferent to the amount of risk
faced at time 2, just after signals are revealed but before the investment portfolio is formed. With
a preference for early resolution of uncertainty, as in (4), information is also valued for its ability
to reduce portfolio risk. Investors with mean-variance utility choose information that maximizes
the certainty-equivalent of expected utility, at the time when they make portfolio decisions. When
choosing what to learn, such investors ask themselves, “When I invest, what information will I
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most want to know?” Alternatively, (4) would be the objective of a profit-maximizing portfolio
manager who invests on behalf of clients with CARA utility (3). These clients would be willing
to pay up to their certainty equivalent consumption for information services that learning (µˆ, Σ̂)
represents. The portfolio manager therefore chooses information that maximizes the expected value
of this certainty equivalent. Finally, mean-variance utility is a second-order Taylor approximation
of CRRA utility around the expected level of wealth.3
1.3 Portfolio Allocation Choice
Given his posterior beliefs, the investor chooses the N × 1 vector q ≡ [q1, . . . , qN ]′ of quantities of
each asset that he chooses to hold. The investor takes as given the risk-free return r and the N × 1
vector of asset prices p ≡ [p1, . . . , pN ]′. In making that choice, he is subject to a budget constraint
W =W0r + q′(f − pr). (5)
Following Admati (1985), we call fi−pir asset i’s excess return and q′(f −pr) the portfolio return.
Independent assets Without loss of generality, we consider independent assets (Σ is diagonal).
For any set of correlated assets with full rank variance-covariance payoff matrix Σ, we can form
principal components – linear combinations of these correlated assets such that the linear combi-
nations are independent. Principal components are frequently used in the portfolio literature to
represent risk factors such as business-cycle risk, industry-specific risk, and firm-specific risk (Ross
(1976)). The solution to the problem is then exactly the same, if q, p and f are the quantity
invested, price and payoff of the linear combinations of assets. Investors learn about and invest in
the risk factors, just as if they were independent underlying assets.
1.4 Information Allocation Choice
There are two aspects of information costs: the function c(K) and the mapping between the matrix
of signal precisions and the scalar K, which we call capacity. The former aspect determines how
much capacity in acquired. By a simple duality argument, we know that for every function c(·), there
3A preference for early resolution of uncertainty cannot be induced by adding a time-2 consumption decision alone,
as in Spence and Zeckhauser (1972). There is a decision already being taken at time 2 that makes investors value
information, just like the consumption choice would. Suppose investors can consume c2 at the investment date and
c3 when asset payoffs are realized. If preferences are defined over rc2 + c3, where r is the rate of time preference, the
solution will be identical. The earlier consumption choice simply takes the place of investing in the riskless asset.
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is an equivalent endowment of capacity K∗ that delivers the same portfolio predictions. Therefore,
we assume that c(·) is increasing and is sufficiently convex to deliver an interior optimal level of
K. This sufficient condition varies depending on the preferences. Then, we take that optimal level
of K as given for the remainder of our analysis. The mapping between signal precisions and K is
important for how investors form their portfolios. Therefore, we investigate three such mappings,
which we call learning technologies.
Since every signal variance Ση has a unique posterior belief variance Σ̂ associated with it (see
equation 2), we can economize on notation and optimize over posterior belief variance Σ̂ directly.
The prior covariance matrix Σ is not random; it is given. The posterior (conditional) covariance
matrix Σ̂, which measures investors’ uncertainty about asset payoffs, is also not random; it is the
choice variable that summarizes the investor’s optimal information decision. Learning makes the
conditional variance Σ̂ (uncertainty) lower than the unconditional variance Σ.
Independent signals We make a simplifying assumption that is not without loss of generality.
Investors cannot obtain signals with correlated information about risks that are independent. Work-
ing with uncorrelated signals simplifies the problem greatly. Such an assumption has a straightfor-
ward interpretation: Investors do not choose a correlation structure for posterior beliefs. Instead,
they only solve a signal precision allocation problem. They take the structure of risks in the world
as given and decide how much to reduce each risk through information acquisition. Appendix A.1
shows that the key results survive with correlated assets and signals.
A no-forgetting constraint The first constraint is common to all learning technologies. The
variance of each signal must be non-negative. Without this constraint, the investor could erase
what he knows about one asset in order to obtain a more precise signal about another, without
violating the capacity constraint. Ruling out increasing uncertainty implies that investors cannot
choose to forget information. Using (2) and the independence of assets and signals, this implies
that posterior variance can never exceed prior variance
Σ̂ii ≤ Σii ∀i (6)
Learning Technology #1: An Entropy-Based Cost The standard measure of information
in information theory is entropy. It is frequently used in econometrics and statistics and has been
used in economics to model limited information processing by individuals and to measure model
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uncertainty.4 Entropy measures the amount of uncertainty in a random variable. It is also used to
measure the complexity of information transmitted. Following Sims (2003), we model the amount
of information transmitted as the reduction in entropy achieved by conditioning on that additional
information (mutual information).
This technology represents learning as a process of more and more refined searching. A capacity
K is equivalent to a number of binary signals that partition states of the world.5 A simple example
is where a first signal tells the investor whether the payoff realization is above or below the median
outcome. The second signal tells the investor, conditional on being in the top half or the bottom half,
what quartile of the state space the outcome is in. In conjunction with the first two signals, the third
reveals what eighth of the sample space the outcome is in, and so forth. Because the interpretation
of each signal depends on its predecessors, this learning technology has the characteristics of more
and more directed or refined search for an answer. This technology does not allow an investor to
dynamically re-optimize his learning choice, based on signal realizations. Rather, imagine that in
period 1, the investor tells the computer what asset information to download. In period 2, he reads
the computer output written in binary code. When reading the binary code, the meaning of each
0 or 1 depends on the sequence of 0’s and 1’s that precede it.
The amount of capacity K an investor is endowed with limits how much his signals η can
reduce payoff uncertainty: |Σ|/|Σ̂| ≤ K. The work on information acquisition with one risky
asset quantified information as the ratio of prior and posterior belief variances (Verrecchia (1982)).
The more information a signal contains, the more the posterior variance of the asset falls below the
prior variance, and the more information capacity is required to observe the signal.6 Entropy-based
capacity is a simple generalization of the same measure. In a multi-asset setting, capacity becomes
the ratio of the generalized prior variance |Σ| to the generalized posterior variance |Σ̂|, where the
generalized variance is the determinant of the variance-covariance matrix. Because payoffs and
signals are independent across assets, the determinants can be re-written as the product of the
diagonal elements. Thus, a given K > 1 measures the product of the precisions of the investor’s
4In econometrics, it is a log likelihood ratio. In statistics, it is a difference of the prior and posterior distributions’
Kullback-Liebler distance from the truth. In robustness, it is interpreted as a reduction in measurement error Cagetti
et al. (2002). It has been previously used in economics to model limited mental processing ability (Radner and Van
Zandt (1999) and Sims (2003)) and in representative investor models in finance Peng (2004).
5See Cover and Thomas (1991) chapter 9.3 for a proof that the entropy of a random variable is an approximation
of the number of binary signals needed to convey the same information.
6To see the role of the signal, the capacity constraint can be restated as a bound on the precision Σ−1η of signals
η: |Σ−1η Σ+ I| ≤ K.
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posterior beliefs about each asset.
K =
∏N
i=1 Σ̂
−1
ii∏N
i=1Σ
−1
ii
(7)
Learning Technology #2: A Linear Precision Cost An alternative learning technology is
one where more information means a higher sum of signal precisions.
K =
N∑
i=1
(Σ̂−1ii − Σ−1ii ) (8)
With this constraint, learning takes the form of a sequence of independent draws. Each independent
draw of a normally distributed signal with mean f and variance σ adds σ−1 to the precision of
posterior beliefs. If each signal draw requires equal resources to acquire, then resources devoted to
information acquisition will be a sum of signal precisions. Thus, the entropy technology represents a
process of more and more refined searching while the linear technology models search as a sequence
of independent explorations. As before, the investor must choose the set of signals he will draw
before observing any signal realizations.
Learning Technology #3: Entropy with Decreasing Returns The final learning tech-
nology we explore represents a process of more and more refined searching, combined with some
amount of randomness that can never be known. We call uncertainty that can never be resolved
– not even with infinite capacity – un-learnable risk. Adding un-learnable risk is a way of gen-
erating decreasing returns to learning, which has intuitive appeal. If all risk were learnable and
capacity approached infinity, the payoff variance of the optimally chosen portfolio would approach
zero, an arbitrage would arise, and profit would become infinite. Un-learnable risk imposes a finite,
maximum benefit to learning. Reducing an asset’s learnable payoff variance to zero requires an
unbounded amount of information capacity and yields only a finite benefit.
The cost function is formulated so that eliminating all learnable risk (reducing Σ̂ to αΣ) requires
infinite capacity, where α measures the fraction of risk that is unlearnable. When Σ̂ = Σ, the
investor is not learning anything, and no capacity is required. The resulting capacity constraint is:
K =
|Σ− αΣ|
|Σ̂− αΣ| =
∏N
i=1
(
Σ̂ii − αΣii
)−1
∏N
i=1 (Σii − αΣii)−1
. (9)
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1.5 The Investor’s Problem
Given a chosen level of capacity K, a solution to the model is: (1) A choice of Σ̂, the variance of
posterior beliefs, to maximize utility (3 or 4), subject to the learning cost function (7, 8, or 9), the
no-forgetting constraint (6), and rational expectations about q; (2) given a signal η about asset
payoffs f , posterior means µˆ and variances Σ̂ are formed according to Bayes’ law (1) and (2); (3)
A choice of portfolio q to maximize expected utility, conditional on the signal realizations.
We solve the model by backwards induction. The first order condition of the objective function
with respect to q yields the optimal portfolio . Substituting the optimal portfolio into the objective
delivers the indirect utility of having any beliefs µˆ, Σ̂ and investing optimally. To solve the period-1
problem, we take an expectation over what will be known after signals are observed (µˆ) and choose
signal precisions (equivalently Σ̂) to maximize expected utility.
2 Results: Optimal Information Acquisition
For each utility function, we describe the optimal learning strategy with entropy-based and with
linear-precision learning technologies. In the interest of space, the decreasing returns entropy
technology is analyzed only in the mean-variance preference model.
2.1 CARA (Expected Exponential) Utility
After substituting the budget constraint (5) into the objective (3), the first order condition yields
the optimal portfolio of risky assets. Any remaining initial wealth is invested in the risk-free asset.
q? =
1
ρ
Σ̂−1(µˆ− pr). (10)
2.1.1 Optimal information with an entropy constraint
After substituting in the optimal portfolio (10) into the budget constraint (5), substituting for
wealth W in the objective (3) and taking the time-1 expectation of µˆ, utility is
U1 = −A
(
|Σ|/|Σˆ|
)−1/2
(11)
where A ≡ exp(−1/2(µ−pr)Σ−1(µ−pr)) is positive and exogenous. Maximizing this expression is
equivalent to maximizing |Σ|/|Σˆ|. Recall that the entropy constraint is |Σ|/|Σˆ| = K. The solution
to the information allocation problem is indeterminate because the time-1 expected utility only
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depends on capacity K, not on how that capacity is allocated across assets. Equation (11) and the
following result are derived in appendix A.2.
Proposition 1. Given the capacity constraint in (7), an investor with CARA utility (3) is indif-
ferent between any allocation of his capacity.
This indifference result does not say that information has no value for a CARA utility investor.
Indeed, U1 is an linearly increasing function of K. The investor still values information because it
allows him to choose assets that will have higher payoffs on average. The expected excess portfolio
return achieved through learning is E1[q′(f − pr)] − E1[q]′E1[f − pr]; learned information allows
investors to profit by holding a portfolio that covaries with realized payoffs. They hold a large
position in assets that are likely to have a high payoff and a small (or negative) position in assets
that are likely to have low payoffs. But all allocations of capacity increase utility equally. Thus,
entropy is the exponential utility neutral learning technology.
The intuition for specialization in the introduction was that the more the investor learned
about an asset, the larger the position he expected to take in that asset and the more valuable it
would be to learn about the asset that would now feature more prominently in his portfolio. That
mechanism is still present in this problem. But it is exactly offset by the investor’s concern for
portfolio variance.
An investor who learns about one asset (specializes) will learn a lot about that asset. Learning
more about an asset means that posterior beliefs µˆ and therefore the portfolio based on those beliefs
are very uncertain at time 1. Because the investor knows he is likely to hold a large (positive or
negative) position in the asset he learned about, his portfolio payoffs are very uncertain. Even
though much of this risk will be resolved at time 2 when the investor observes his signal and
realizes µˆ, this offers no additional utility to an investor who is indifferent to the timing of the
resolution of uncertainty. Thus, the investor regards specialization as a risky strategy because it
generates lots of risk between time 1 and time 2. Even though it leaves less risk to be resolved
between time 2 and time 3, after the portfolio has been formed, the higher total amount of risk
to the investor’s wealth just offsets the benefit of higher expected returns from specializing. This
leaves the investor indifferent between any allocation of capacity.
The left panel of figure 2 illustrates the results for a two-asset example. The horizontal and
vertical axes measure the posterior precision of asset 1 and asset 2 respectively. The dashed line
denotes the minimum values for the posterior precisions, given by the no-forgetting constraint.
With CARA utility, the time-1 expected utility U1 depends on the product of posterior precisions,
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which is the convex solid line. Higher expected utility curves lie to the northeast. With entropy-
based learning, the capacity constraint is also a product of precisions. The shaded area denotes the
feasible learning choices for a given K. As suggested by the indifference result, the utility function
lies directly on top of the information constraint. Hence, any allocation on the north-east ridge of
the feasible set delivers the same expected utility.
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Figure 2: Indifference curves for and information constraints in a 2-asset example. Shaded area
represents feasible information choices: posterior variances that satisfy the capacity and no-negative learning
constraints. The two dots represent optimal information choices. In this example, the investor is initially
less uncertain about asset 2: The prior precision on asset 2 is 0.5, higher than the prior precision on asset 1
(0.4). The expected return on both assets is the same.
2.1.2 Optimal information with a linear precision cost
Linear precision is not exponential utility neutral. Among allocations of information with the
same total precision, those that allocate more precision to assets with higher initial uncertainty
achieve higher expected utility than others. Thus, changing the learning technology breaks the
indifference result and results in an optimal portfolio that weights initially high-risk assets more
than a diversified portfolio does. The reason is that doubling the precision of information about
any asset increases utility (U1) proportionately. But doubling a low precision adds less to the
sum of all precisions and therefore requires less additional capacity than doubling a high precision.
Therefore, it is more efficient for investors to learn more about low precision (high-uncertainty)
assets. In contrast, with an entropy constraint, it is equally costly to double any precision, making
the cost-benefit ratio of learning equal across all assets. Thus, investors are indifferent.
The previous result shows that the CARA utility objective U1 takes the form of a square root
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of the product of posterior precisions (11). Maximizing a product (or its square root), subject to a
sum constraint (8) yields an interior solution.
Σ̂∗ii = min(σ,Σii) ∀i (12)
where σ solves
∑N
i=1max(σ
−1,Σ−1ii ) = K. In other words, the investor learns most about assets he
is most uncertain about. He broadens his knowledge. The number of assets that are being learned
about is weakly increasing in capacity K. With sufficient capacity, he would set the posterior
uncertainty about all assets equal.
Returning to the left panel of Figure 2, the capacity constraint is linear in precision (dashed-
dotted line). Utility is maximized with an interior solution that involves learning about and thus
increasing the posterior precision of information about both assets. The investor learns compara-
tively more about asset 1, which he was initially most uncertain about.
2.2 Mean-Variance Utility Results
Mean-variance preferences in (4) only differ from CARA utility in how they treat risk at time 1.
At time 2, when the portfolio choice is made, the utilities are equivalent. Therefore, the optimal
portfolio choice is the one derived in equation (10). Substituting this choice into the period 1 utility
function yields U = E1
[
1
2(µˆ− pr)′Σ̂−1(µˆ− pr)
]
, where posterior means µˆ are normally distributed.
Taking the expectation of a non-central χ2-distributed random variable, the time-1 problem is to
choose signals to maximize
maxbΣ 12Tr(Σ̂−1V1[µˆ− pr]) + 12E1[µˆ− pr]′Σ̂−1E1[µˆ− pr], (13)
where Tr(·) stands for the trace of a matrix. The only unknown variable at time 1 is µˆ. Therefore,
E1[µˆ − pr] = µ − pr and V1[µˆ − pr|µ] = Σ − Σ̂. Because the trace of a matrix is the sum of its
diagonal elements, we can rewrite the objective as
max{bΣ11,··· ,bΣNN} 12{−N +
N∑
i=1
Σ̂−1ii Σii(1 + θ
2
i )}, (14)
where θ2i ≡ (µi−pir)
2
Σii
is the squared return per unit of prior variance, or the prior squared Sharpe
ratio of asset i. The higher this Sharpe ratio, the more valuable it is to learn about asset i.
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2.2.1 Optimal information with an entropy constraint
The objective (14) is a weighted sum of posterior precisions. The entropy-based capacity constraint
bounds the product of those precisions. Maximizing a sum subject to a product constraint yields a
corner solution. Choosing a high precision of the signal with the highest linear weight and making
the other as low as possible, maximizes the sum, while keeping the product low. Thus the result
that follows has a simple mathematical intuition that is illustrated in the right panel of figure 2.
It shows that the objective is linear in precision. The capacity constraint remains convex. The
optimal choice is to devote all learning capacity to asset 2.
Proposition 2. The optimal information acquisition strategy uses all capacity to learn about one
asset, the asset with the highest learning index: θ2i = (µi − pir)2Σ−1ii .
Proof is in appendix A.3. For intuition, consider the problem of sequentially assigning units
of capacity that reduce the variance of an asset’s payoff from Σii to Σ̂ii. Devoting the first unit
of capacity to the asset with the highest value of (µi − pir)2Σ−1ii achieves the greatest utility
gain. The gain from assigning the next unit of capacity to asset i is then even greater because
(µi − pir)2Σ̂−1ii > (µi − pir)2Σ−1ii . The value of assigning each subsequent unit of capacity to i
rises higher and higher, while the value of assigning capacity to all other assets remains the same.
Therefore, the optimal posterior variance is Σ̂ii = Σii/K, and Σ̂jj = Σjj for all j 6= i.
The value of learning about an asset is indexed by its squared Sharpe ratio (µi − pir)2Σ−1ii .
Another way to express the same quantity is as the product of two components: (µi − pir) and
(µi − pir)/Σii, which is ρE[qi] for an investor who has zero capacity. An investor wants to learn
about an asset that has (i) high expected excess returns (µi − pir), and (ii) features prominently
in his (expected) portfolio E[qi]. The fact that an investor wants to invest all capacity in one asset
comes from the anticipation of his future portfolio position E[q]. The more shares of an asset he
expects to hold, the more valuable information about those shares is, and the higher the index
value he assigns to learning about the asset. But, as he learns more about the asset, the amount
he expects to hold E[qi] = (µi − pir)/(ρΣ̂ii) rises. As he learns, devoting capacity to the same
asset becomes more and more valuable. This is the increasing return to learning, highlighted in the
introduction.
Timing of the resolution of uncertainty Another way of understanding the difference between
the CARA and mean-variance problems is by seeing learning as a tool to resolve uncertainty sooner.
Learning reduces Σ̂, which is risk that the investor faces at time 2. Since all risk is resolved at
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time 3, when asset payoffs are revealed, the only role for learning is to resolve that risk earlier (in
period 2). The mean-variance investor is indifferent to risk borne between time 1 and time 2. He
is only averse to the residual risk he faces after he learns when he forms his portfolio. Therefore,
the mean-variance investor prefers specialization because it offers him high expected profits and he
is not averse to the resulting high uncertainty about what he will learn at time 2.
In contrast, the CARA (expected utility) investor is as averse to risk that will be resolved at
time 2 through learning as he is to risk that will be resolved at time 3 when asset payoffs are
observed. Since specialization generates greater uncertainty about what will be learned, and this
investor is averse to that risk, he does not strictly prefer a specialized portfolio.
2.2.2 Optimal information with a linear precision constraint
The investor’s learning problem is to maximize the weighted sum of precisions in (14) subject
to a constraint on the un-weighted sum of precisions in (8). As long as there is a unique i∗ =
argmaxiΣii(1 + θ2i ), the optimal learning choice is to learn exclusively about asset i
∗. The investor
specializes in learning about an asset he is initially uncertain about (high Σii) and has a high
squared Sharpe ratio θ2i . When assets have similar levels of initial uncertainty and differ in their
expected returns, this is the same solution as under entropy-based learning. But when assets have
similar expected returns and differ in their initial uncertainty, the investor will specialize in a
different asset. This is the case illustrated in Figure 2 (right panel).
2.2.3 Optimal information with decreasing returns to learning
With the entropy information constraint, investors always deepen and never broaden their knowl-
edge. The reason they have no incentive to learn about diverse assets is that learning substitutes
for diversification in reducing risk. As learning increases and risk falls, the value of diversification
falls as well. With un-learnable risk, there is some risk that learning cannot eliminate, but diversi-
fication can. This risk revives benefits unique to diversification and makes high-capacity investors
broaden their knowledge.
Proposition 3. When there is un-learnable risk, the number of assets that the investor learns about
is an increasing step function of capacity K.
Proof is in appendix A.4. The investor chooses Σ̂ii to maximize (14), subject to the capacity
constraint (9), with multiplier ξ, and the no-negative learning constraint (6) for each asset i, with
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multiplier φi. The reason for learning about additional assets can be seen by examining the first-
order condition
(1 + θ2i )
Σii
Σ̂2ii
= ξK
1
Σ̂ii − αΣii
− φi. (15)
The left side is the marginal benefit of reducing Σ̂ii by one unit. As the investor learns more and Σ̂ii
decreases, the marginal benefit increases. Increasing returns to scale in learning are still present.
However, the marginal cost of reducing Σ̂ii by one unit (the right side) is now also convex in Σ̂ii.
The difference of the two, the net marginal benefit, first increases until Σ̂ii = 2αΣii, and then
decreases. In the limit, as the investor gets closer to learning all the learnable risk (Σ̂ii → αΣii),
the marginal cost approaches infinity, but the marginal benefit is finite. Therefore, there is some
finite cutoff level of Σ̂−1ii such that when the investor’s information exceeds this precision, he begins
to learn about a second asset.
3 Results: Optimal Portfolios
Before we can assess how diversified portfolios are, we need a diversified portfolio for comparison.
The no-learning portfolio, what standard theory would call a diversified portfolio, is
qdiv =
1
ρ
Σ−1(µ− pr). (16)
From here on, we will use the amount of under-diversification to mean the difference between the
optimal portfolio with learning and this diversified portfolio. Note that since they do not depend
on any signals, the diversified portfolio weights are not random: E[qdiv] = qdiv.
With learning, only expected portfolio holdings can be predicted. Since actual signal realizations
and therefore posterior beliefs µˆ are random variables, the actual portfolio position chosen in period
2 could be either larger or smaller, than it would have been without the signal. But, for any given
belief about payoffs µˆi, having more capacity to reduce the variance of that belief Σ̂ii, makes the
investor take a larger absolute position in the asset |qi|.
The optimal portfolio with learning is the sum of qdiv and the component due to learning, qlearn
E[qlearn] =
1
ρ
(Σ̂−1 − Σ−1)(µ− pr), (17)
plus his position in the risk free asset.7 Different learning technologies lead to a different composition
7This expression does not have a µˆ term in it because it is the unconditional expectation of the learning portfolio.
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of qlearn because they induce different choices of Σ̂. The following result, which shows how learning
and diversification trade off, holds for all technologies.
Proposition 4. As long as an investor learns about at least one asset i? for which (µi − pir) 6= 0,
then when capacity rises, the expected fraction of the optimal portfolio consisting of fully-diversified
assets |qdiv|/(|qdiv|+ |E[qlearn]|) falls.
Proof : As capacity (K) increases, the zero-capacity portfolio qdiv is unchanged. What changes
is the expected holdings of each asset i? that the investor learns about: |E[qlearni? ]| = 1ρΣi?i? |µi? −
pi?r|(K − 1). Since µi? − pi?r 6= 0, it means that ∂|E[qlearni? ]|/∂K > 0. ¤
This result can be restated in terms of the more familiar value-weighted fraction of shares in
the learning and diversified funds. As long as the expected return and price for the learning asset
i are positive, then the expected value-weighted fraction of shares in qdiv falls as K rises.
To describe the characteristics of these optimal portfolios, we group the models discussed pre-
viously into four categories. The first category is a portfolio with knowledge deepening, where the
investor chooses to learn more about assets he already know lots about. The second is a portfolio
with knowledge broadening, where investors learn about assets whose payoffs they are initially un-
certain about. Third, there are portfolios that result from the diminishing returns strategy where
investors initially deepen and then broaden as capacity increases. Finally, the CARA utility model
with entropy learning predicts indifference among all feasible learning strategies. The last category
offers no clear predictions for information acquisition or portfolio holdings.
3.1 Portfolio with deeper knowledge
With mean-variance preferences and and entropy learning technology, the investor deepens his
knowledge about the one highest-information-value asset for all levels of capacity. For the assets
that the investor does not learn about, the number of shares does not change. For the asset he does
learn about, the expected number of shares increases by E[qlearn] = 1ρΣii (µi − pir)(K − 1). Since
the learning portfolio is always comprised of one asset, and more capacity causes the investor to
hold more of that asset, more capacity optimally results in a less diversified portfolio.
The realized portfolio will depend on the observed signals and will therefore have a µˆ−µ term in it. Since beliefs are
martingales, E[µˆ] = µ and the µˆ− µ term drops out in expectation.
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3.2 Portfolio with broader knowledge
Broader learning arises in both models with linear capacity. Investors learn most about assets that
have the most uncertain payoffs. Learning more about these high-risk assets makes the investor hold
more of them, on average, in his portfolio. Therefore, broader knowledge tilts the optimal portfolio
towards higher-risk assets. A mean-variance investor or a CARA investor with low capacity learns
only about one asset (except in a knife-edge case). The resulting concentration of assets in the
learning portfolio is similar to deeper-knowledge portfolios. The difference is that the broader
investor would hold more of an asset that is less familiar to him, while the deeper investor would
hold more of an asset that he was initially familiar with.
The strategy of investing aggressively in assets whose payoffs are very uncertain resembles
what an over-confident investor might do. But instead of irrationally under-estimating uncertainty,
our investors reduce uncertainty through learning. The informed investor uses his information to
buy assets that are likely to have high payoffs and sell assets that are likely to have low payoffs
(cov(q, f) rises because learning makes µˆ and f more correlated). Therefore, his portfolio returns
should exceed those of the overconfident investor. The higher the investor’s capacity, the more
excess return he can earn.
There is a special case of the CARA model with linear capacity where learning results in
diversified portfolios, on average – when prior variances on all assets are equal. If the investor uses
his capacity to reduce uncertainty about each asset by an equal proportion, E[qlearn] is proportional
to qdiv. While his realized portfolio still depends on the information he sees; his average (or
expected) portfolio is the no-information, diversified one.
3.3 Portfolio with diminishing returns to learning
When an investor with mean-variance preferences and a diminishing returns learning technology
has low capacity, he learns about only one asset. With more capacity, he learns about more assets.
This pattern is similar to a CARA investor with a linear learning technology. But like the deep
investors, diminishing returns investors initially choose more of assets with higher indices θ2i . This
index is higher when expected returns are higher and initial uncertainty Σii is lower.
As capacity increases, diversification falls, and then rises again. An investor with zero capacity
holds only the diversified fund. An investor with infinite capacity holds a perfectly diversified
learning fund. In the limit, he would eliminate all learnable risk, setting Σ̂ = αΣ. The learning
fund would be E[qlearn] = 1ρ
(
1
α − 1
)
Σ−1(µ − pr). This is a scaled-up copy of the diversified fund
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(when α is the same across assets). In between the two perfectly diversified extremes, the investor
with positive, finite capacity to learn deviates from the diversified portfolio by tilting his portfolio
toward more familiar (and higher-return) assets.
4 An Information Choice Model with CRRA Preferences
While CARA preferences are commonly used in the asymmetric information literature because
they are tractable, constant relative risk aversion (CRRA) preferences are much more commonly
used in macroeconomics, asset pricing, and dynamic portfolio choice. This section shows how to
analytically solve a CRRA portfolio problem with information choice. This change in utility from
CARA to CRRA breaks the investor’s indifference between deeper or broader knowledge, in favor
of deepening, just like mean-variance preferences do.
In the continuous time portfolio literature, the canonical setting is the Merton (1987) problem.
Since the question of how to value information that can be used for many periods is beyond the
scope of this paper, we use a static version of that model.
4.1 Model setup
The investor’s utility is a function of his end-of-period wealth and the amount of information he
acquires. Utility over wealth exhibits constant relative risk aversion γ > 1.8
Ut = Et
[
1
1− γ (Wt+1)
1−γ
]
− c(K) (18)
In continuous time, an N × 1 vector of asset values St has a stochastic process given by dSt =
diag(St)(µdt + Σ1/2dZt), where r is the risk-free rate, µ is the expected rate of drift for the asset
payoff, Σ is the variance-covariance matrix of payoffs and Zt is a vector of standard Brownian
motions. Therefore, an investor who holds a portfolio q of these risky assets faces a stochastic
process for wealth: dWt = Wt
[
(r + q′(µ− r))dt+ q′Σ1/2dZt
]
. Because we analyze a static model,
we approximate this continuous-time process with a discrete time process that has the same mean
and variance as the continuous process.
Wt+1 =Wt exp{r + q′(µ− r)− 12q
′Σq + q′Σ1/2zt} where zt = Zt+1 − Zt ∼ N(0, In). (19)
8Appendix A.7 derives similar results for the case when γ < 1.
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Information acquisition As before, the investor acquires information about the future value
of the asset. The signal is normally distributed with mean zt and a variance-covariance matrix
that is chosen. As before, we assume that asset values and signals are independent across assets.
Agents update using Bayes’ law and form posterior means µˆ and variances Σ̂ as in (1) and (2).
We model the information choice as a choice of posterior variance Σ̂. Information choice cannot
affect the unconditional drift of the asset price. Rather, the conditional drift µˆ summarizes the
expected changes in the asset price between t and t+1. Information is moving some changes from
the unexpected component (embedded in Σ1/2zt+1) to the expected component (embedded in µˆ).
4.2 Results: The Portfolio Choice Problem
To solve the model, we substitute the wealth process into the utility function and compute expected
utility for a given portfolio choice q. The investor chooses q to maximize that utility. The first-order
condition characterizes the optimal portfolio, as a share of the investor’s wealth:
q∗ =
1
γ
Σˆ−1(µˆ− r). (20)
This portfolio has the same form as the optimal portfolio with CARA preferences in section 2. Note
that (µˆ− r) is the expected return in excess of the risk free rate, while in the CARA problem the
equivalent term was (µˆ− pr), the expected payoff of the asset, minus its opportunity cost.
Substituting q∗ into (19) and (18) yields expected utility conditional on information Σ̂ and µˆ
U2 =
W 1−γt
1− γ e
(1−γ)r exp
{
1− γ
2γ
(µˆ− r)′Σˆ−1(µˆ− r)
}
. (21)
This is the payoff of the first stage decision problem if it results in beliefs µˆ and Σˆ. The investor
does not choose the expected return µˆ, only the conditional variance of the return after learning
Σˆ. Each information choice results in a random µˆ ∼ N(µ,Σ− Σˆ), where µ is the prior information
about the mean return and Σ is its unconditional variance. Taking the time-1 expectation delivers
the objective function an investor uses to make his information choice9
U1 =
W 1−γt
1− γ
e(1−γ)rγ1/2
|I + (γ − 1)ΣΣˆ−1|1/2 exp
[
1− γ
2
(µ− r)′
(
Σˆ + (γ − 1)Σ
)−1
(µ− r)
]
. (22)
Working with the log of this objective simplifies the calculations. To avoid taking the log of a
9See appendix A.5 for details of these calculations.
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negative number, we maximize − log(−U1), collecting the constants in a new term (a). Since all
the matrices in the problem are diagonal, the objective can be expressed as sums of the matrix
diagonal
U1 = a+
1
2
N∑
i=1
log
(
1 + (γ − 1)ΣiiΣˆ−1ii
)
+
(
γ − 1
2
) N∑
i=1
(µi − r)2
Σˆii + (γ − 1)Σii
. (23)
4.3 Results: Information Choice with an Entropy Constraint
With an entropy-based learning technology, there are increasing returns to devoting additional
capacity to learning about a given asset. This makes deepening knowledge optimal, just like in the
case with entropy and mean-variance preferences.
Proposition 5. The optimal information acquisition strategy uses all capacity to learn about one
asset, the asset with highest squared Sharpe ratio (µi − r)2/Σii.
Because the CRRA objective is not as simple as the CARA one, the proof (in appendix A.6)
requires redefining the choice variables to be the amount of entropy capacity devoted to learning
about each asset. The investor chooses (K1, . . . ,KN ) ≥ 0 where the choice variable measures the
increase in precision: Σ̂−1ii = e
KiΣ−1ii , subject to the constraint that
∑
iKi ≤ ln(K). Since this
constraint is now linear in the choice variable, a corner solution arises if the objective is convex.
The proof shows that indeed ∂2EU/∂K2i > 0. This implies that as the investor learns more about
an asset, the marginal value of learning more rises. Furthermore, the asset that is most valuable
to learn about is one with a high expected return and low initial uncertainty. Thus, the investor
deepens his knowledge.
Why is the CRRA investor not indifferent like the CARA investor? As explained before, the
CARA investor sees higher expected profits from specializing, but also exposes himself to more
risk between time-1 and time-2. In the CARA problem, the investor cared about expected profit,
minus one-half the portfolio variance. But the additional variance from specializing was exactly
twice as large as the additional expected profits. Thus, the two concerns canceled out. The CRRA
(γ > 1) investor cares about expected profit, minus (γ−1)/(2γ) times the variance instead. Because
(γ−1)/(2γ) < 1/2, for all finite γ > 1, this CRRA investor weights the drawback of higher variance
between time 1 and time 2 less than the CARA investor. He therefore specializes in learning about
one asset. In the limit, as γ → ∞, the CRRA investor behaves the like the CARA investor and
becomes indifferent between any learning strategies.
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It is not the case that the CRRA investor is less risk averse than the CARA investor. These
results hold even when absolute risk aversion ρ > 0 is less than the absolute risk aversion implied
by γ > 1. Rather, the CRRA investor has absolute risk aversion that changes, depending on his
expected level of wealth. These changes in his aversion to fixed gambles hedge some of the risk
that is borne between time-1 and time-2. When the investor gets information that he cannot profit
much from (e.g. he learns that the expected excess return is near zero), he does not deviate much
from the diversified portfolio. Because his expected wealth is lower in these states, his aversion
to large gambles is high. The extra utility the investor gets from taking a conservative portfolio
position when his risk aversion is high offsets some of the loss of expected return. Conversely, when
a CRRA investor gets a signal that he can profit from greatly, he takes a large position in an asset,
making his portfolio riskier. The fact that the investor’s expected wealth is high in these states
and therefore his aversion to fixed gambles is lower makes him less averse to taking this large risk.
4.4 Results: Information Choice with a Linear Precision Constraint
The investor maximizes (23) subject to the information constraint (8), which is a constraint on the
sum of precisions. Taking the partial derivative with respect to Σˆ−1ii yields the marginal value of
information about asset i.
∂U1
∂Σˆ−1ii
=
(γ − 1)2
2
[
Σii(1 + (γ − 1)ΣiiΣˆ−1ii ) + (µi − r)2
(1 + (γ − 1)ΣiiΣˆ−1ii )2
]
(24)
Because information precision Σˆ−1ii enters linearly in the numerator and quadratically in the
denominator, the second derivative is negative (∂2U1/∂(Σˆ−1ii )
2 < 0). Therefore, the first order
condition characterizes the optimal information choice. Setting (33) equal for each asset i and
imposing the capacity constraint determines a target level of information precision for each asset
σ∗i that depends on µi, and Σii. The investor achieves this target precision, as long as it does
not violate his no negative learning constraint: Σ̂∗ii = min(σ
∗
i ,Σii). With sufficient capacity, this
investor may learn about several assets. The fact that the solution is an interior solution tells us
that this problem, like the CARA problem with a linear constraint, induces the investor to broaden
his knowledge.
Figure 3 shows that if the learning technology is linear, investors with sufficient capacity should
learn about multiple assets. With entropy-based learning, they should specialize.
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Figure 3: Indifference curves for and information constraints in a 2-asset example with CRRA
utility. Shaded area represents feasible information choices: posterior variances that satisfy the capacity
and no-negative learning constraints. The two dots represent optimal information choices.
4.5 Optimal Asset Portfolios with CRRA Preferences
The optimal portfolios with CRRA preferences have the same character as the CARA portfolios.
They are a sum of a diversified component, qdiv = (1/γ)Σ−1(µ−r) and a component that weights on
the assets learned about E[qlearn] = (1/γ)(Σ̂−1−Σ−1)(µ− r). With the linear precision constraint,
learning is generalized and qlearn is likely to load on multiple assets. With the entropy-based
constraint, investors deepen their knowledge and qlearn is comprised of a single asset.
5 Comparing Learning Technologies
5.1 Utility comparison
One way to argue for one learning technology over another is to compare the welfare of the investor
who uses each technology. This section shows that more informed investors prefer entropy-based
learning to learning that is linear in precision because entropy-based learning uses existing infor-
mation to interpret a new signal draw. With linear precision technology, the investor does not
use past information when interpreting the new signal. This series of independent signal draws is
preferred only when the investor has little initial information and little capacity.
With CARA utility, section 2.1 established that expected utility is linear in (|Σ̂−1|/|Σ−1|)1/2.
Since initial precision Σ−1 is exogenous, the learning technology that can increase |Σ̂−1| the most
with an additional unit of K delivers the highest utility.
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With entropy-based learning (7), each unit of capacity increases the determinant of posterior
beliefs by ∂|Σ̂−1|/∂K = |Σ−1|, no matter how it is allocated. With linear precision learning (8),
investors learn about the lowest-precision (highest-variance) assets. Therefore, Σ̂−1jj = Σ
−1
jj + K
for j = argmaxiΣii and Σ̂
−1
ii = Σ
−1
ii for all other assets. This learning strategy implies that
∂|Σ̂−1|/∂K = |Σ−1|Σjj . Comparing the two expressions reveals that entropy learning increases
utility more than linear learning if prior beliefs about asset j are sufficiently precise: Σjj < 1.
Of course, this comparison assumes that units of capacity are directly comparable across learning
technologies. Suppose instead that one unit of linear capacity K˜ had an opportunity cost of C > 0
units of entropy capacity (∆K˜ = −∆K/C). The additional utility from an extra unit of K used
for linear learning would be ∂|Σ̂−1|/∂K = |Σ−1|Σjj/C. Entropy learning delivers more marginal
utility whenever Σjj < C, leaving the qualitative conclusion unchanged.
A mean-variance objective (14) delivers the same conclusion. It is a constant plus a weighted
sum of signal precisions. With entropy-based learning ∂U/∂K = (1+ θl)2, where l is the asset with
the highest squared Sharpe ratio θ2l . With linear learning, the investor increases expected utility
by Σjj(1 + θj)2 per unit of capacity, where j is the asset that maximizes this expected marginal
utility of information. If the asset that the investor chooses to learn about is the same under both
technologies (j = l), then the investor prefers entropy learning if Σjj < 1. Such an investor prefers
entropy-based signals that bisect the space of outcomes. Their prior knowledge is precise enough
that doubling its precision is better than adding one additional unit of precision.
In sum, well-informed investors, perhaps mutual fund managers, would prefer to learn with
an entropy-based learning technology. These investors have a precise prior to draw on; they can
use that existing information to direct their search for additional information efficiently using
an entropy-based algorithm. Meanwhile, some individual investors might be sufficiently poorly
informed that they would prefer the linear learning technology.
5.2 Using Data to Select a Model of Information Acquisition
Recent empirical research supports the prediction that information is responsible for investors’
concentrated portfolios. The median retail investor at a large on-line brokerage company holds too
few stocks, and the stocks they contain are positively correlated (Goetzmann and Kumar (2003)).
But directly-held equities are only 40% of the median household’s portfolio; the remaining 60% is in
more diversified assets (Polkovnichenko (2004)). This is consistent with the theory’s prediction that
the total portfolio has diversified and specialized components. Using Swedish data on investors’
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personal characteristics and complete wealth portfolio, Massa and Simonov (2005) rule out the
explanation that this concentration optimally hedges labor income risk. Finally, direct evidence
about information acquisition also supports the connection with portfolio concentration. Guiso
and Jappelli (2006) examine survey data on the time customers of a leading Italian bank spend
acquiring financial information. Those who spend more time on information collection invest more
in individual stocks and relatively less in diversified mutual funds. While this evidence supports the
hypothesis that information acquisition can explain portfolio concentration, two other predictions
distinguish deeper from broader learning.
First, deeper investors concentrate their portfolios more when their capacity increases, while
broader investors do the opposite. We cannot observe capacity in the data, but one good proxy
for it is portfolio returns. Better-informed investors earn higher portfolio returns because they buy
more assets that are likely to have high returns. The data reveal a positive correlation between
expected returns and portfolio concentration, suggesting that investors deepen their knowledge.
Ivkovic, Sialm and Weisbenner (2005) find that concentrated investors outperform diversified ones
by as much as 3% per year.10 Kacperczyk, Sialm and Zheng (2005) show that funds with above-
median industry concentration yield an average return that is 1.1% per year higher than those with
below-median concentration.
Second, investors who deepen their knowledge hold more assets initially familiar to them, on
average. Such a theory can simultaneously explain home bias, local bias and the tilt in investors’
portfolios toward the sector they work in (see Van Nieuwerburgh and Veldkamp (2005)). In con-
trast, broadening one’s knowledge dictates that investors learn about unfamiliar assets. That would
undo initial information advantages and reduce portfolio bias imparted by differences in initial in-
formation. The fact that US investment firms study mostly US assets and EU investment managers
study more EU assets tells us that financial research is building on initial information advantages,
not diversifying away from them. This suggests that financial research is more like entropy-based
learning, a process of refining one’s search, than linear precision learning, a process of independent
sampling.
6 Conclusion
The assumption in most portfolio models, that investors cannot acquire information before invest-
ing, is not innocuous. When investors can choose what asset payoffs to learn about, the most basic
10See also Coval and Moskowitz (2001), Massa and Simonov (2005) and Ivkovic and Weisbenner (2005).
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prediction of portfolio theory, that investors should diversify, is overturned. This paper shows how
to solve jointly for optimal information acquisition and portfolio allocation. The main message is
that when investors can choose what information to acquire before they invest, they may invest in
portfolios that would be sub-optimal for an investor who hasn’t learned. From the point of view of
standard portfolio theory, these portfolio might be deemed anomalous or irrational.
A key ingredient in the analysis is the convexity of the objective function, relative to the
convexity of the information constraint. With standard CARA preferences and the entropy-based
information constraint typically used in information theory, the objective and the constraint are
proportional. That means that any information acquisition strategy can be justified and with
sufficient information-gathering, any portfolio can be rationalized. In other settings, there are
endogenous increasing returns to information that make the objective more convex. This induces
the investor to deepen his knowledge about assets he is initially well-informed about. Investors
with more capacity learn more and therefore hold more of the asset they learn about. Other
combinations of preferences and technologies generate decreasing returns. In these settings, the
investor broadens his knowledge by acquiring information on assets he is most uncertain about.
Such an investor holds a portfolio that deviates substantially from the diversified portfolio, by
over-weighting high-risk assets.
One of the objections to an information-based theory of portfolio choice is that information is
unobservable and therefore the model is not testable. A theory of information choice circumvents
this problem by predicting investors’ information sets, and therefore their portfolio holdings, on the
basis of observable features of assets. It links observable variables to observable portfolios. Although
we can’t know what investors have learned directly, we can know which assets they would want to
learn more or less about. Thus, each of these models presented offers testable predictions that can
be compared with data to determine the most relevant model. Armed with the empirically-relevant
model of financial information acquisition, we can better understand the financial services industry.
For example, interpreted as a fund manager’s research allocation problem, the model would predict
the patterns of manager expertise studied by Dasgupta and Prat (2006) and Koijen (2007).
Another natural question to pose in this setting is: “Why can’t an investor delegate his port-
folio management to someone who processes information for many investors?” If a manager were
to sell information, information resale would undermine profits. To avoid resale, they would man-
age investors’ portfolios directly. With entropy-based information capacity, managers maximize
mean-variance-based profit by each specializing in one risk factor. Whether an investor’s portfolio
will also be concentrated hinges on how portfolio managers set fees. We conjecture that in a com-
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petitive equilibrium, fund managers offer quantity discounts, to induce more investment in their
fund. Additional investment reduces the fund manager’s per-share cost and allows him to compete
linear-fee suppliers out of the market. Quantity discounts make investing in many funds costly.
Competitive pricing of portfolio management services forces investors to internalize increasing re-
turns to specialization; optimal under-diversification reappears. While this is a non-trivial new
problem, understanding an individual’s information choice problem is a necessary first step.
This framework could be used to explain patterns of real investments or international trade as
well. For example, returns to specialization could explain why small differences in distance have
large effects on how much countries trade. Countries that trade more should have more incentive
to know their trading partner’s next-period productivity, in order to better forecast their terms
of trade. But, countries that know more about each other and better anticipate terms-of-trade
shocks get higher benefits from trade and trade more. Thus, more trade leads to more information
acquisition, which leads to more trade. Countries specialize in learning about and trading with a
few nearby countries if nearby countries are the ones they initially expected to trade more with.
Because of the incentive to specialize, small differences in initial benefits from trade can have large
effects on realized trade volumes.
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A Appendix
A.1 Arbitrary Risk Factor Structure
Rather than reconsider every combination of preferences and technologies, we work through one example
of the correlated assets and correlated signals model. We show that the specialization result for the mean-
variance investor with an entropy learning technology survives.
For tractability, the main text assumes that investors learn about independent risks independently. In the
case of correlated assets (a non-diagonal Σ), this means that signals are about the payoffs of the principal
components f ′Γ, where Γ comes from the decomposition Σ = Γ′ΛΓ. In other words, investors can learn
about N orthogonal risk factors. The first such risk factor (principal component) could be interpreted as
“the market.” So, investors are allowed to learn about the market. The same is true for all other risk factors,
which could represent industry-specific risk factors or company-specific risk factors. When asset payoffs are
independent, the matrix Γ is the identity matrix, so that investors are learning about asset payoffs, not linear
combinations of asset payoffs.
Let the posterior covariance matrix be Σ̂ = Γ̂′ΣˆΓ̂, where Γ̂ is an arbitrary but fixed posterior eigenvector
matrix of Σ̂. In particular, Γ̂ 6= Γ. The objective function (13) then becomes:
1
2
Tr
(
Γ̂Σˆ−1Γ̂′Σ− I
)
+
1
2
(µ− pr)′Γ̂Σˆ−1Γ̂′(µ− pr).
One can write the ii element of the matrix Σ̂−1Σ as:
(
Σ̂−1Σ
)
ii
=
∑N
j=1
∑N
l=1 Γ̂ilΣˆ
−1
l Γ̂ljΣji. Since the trace
of a matrix is the sum of its diagonal elements, the objective function can be written as a sum of the {Σˆ−1l }
each weighted by a scalar τl: 12
∑N
l=1 τlΣˆ
−1
l − N2 , where τl is the learning index of the lth risk factor:
τl =
N∑
i=1
N∑
j=1
Γ̂il
(
Γ̂ljΣji + Γ̂jl(µi − pir)(µj − pjr)
)
Under the assumption Γ̂ = Γ, we recover the learning index written in the main text: τl = Λl+((µ− pr)′Γl)2.
But, whatever the exact specification of the learning index is, the investor always ranks the risk factors
according to their learning index τl, and chooses to specialize in the risk factor with the highest τl. The
reason is that the objective function is still linear in the {Σˆ−1l }. Since the entropy constraint is still a
constraint on the product of the posterior eigenvalues, it is a bound on
∏
i Σˆ
−1
i . Thus, the problem is still
maximizing a sum subject to a product constraint, which delivers a corner solution.
A.2 Proof of Proposition 1
CARA utility, after substituting in the budget constraint W = rW0 + q′(f − pr) is
U1 = −E1[exp(−ρ(rW0 + q′(f − pr)))].
Since r and W0 are not choice variables and are multiplicative constants, we can drop these without chang-
ing the optimization problem. Substituting in the optimal portfolio in (10) and canceling out ρ in the
denominator and numerator yields
U1 = −E1[exp(−(µˆ− pr)′Σ̂−1(f − pr))].
Using the law of iterated expectations, we take expectations in two steps. First, we compute an expectation
over f , conditional on all the information known at time 2. Payoffs f have a mean of µˆ and a variance of Σ̂.
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Using the formula for the mean of a lognormal to compute the expectation over f yields
U1 = −E1[exp(−12(µˆ− pr)Σ̂
−1(µˆ− pr))].
The second expectation is taken over the unknown posterior belief µˆ at time 1. µˆ has mean µ and variance
Σ − Σ̂. However, this is not a lognormal variable anymore because µˆ enters as a square. This is a Wishart
variable. To compute its expectation, it is useful to rewrite the objective function in terms of the mean zero
variable µˆ− µ.
U1 = −E[exp{−12 [(µˆ− µ)
′Σ̂−1(µˆ− µ) + 2(µ− pr)′Σ̂−1(µˆ− µ)
+(µ− pr)′Σ̂−1(µ− pr)]}].
Then, we apply the formula for an expectation of a Wishart (Brunnermeier (2001), p.64). If z ∼ N(0, Σ˜),
then
E[ez
′Fz+G′z+H ] = |I − 2Σ˜F |−1/2 exp[1
2
G′(I − 2Σ˜F )−1Σ˜G+H] (25)
Applying this formula yields
U1 = −|I − 2(Σ− Σ̂)(−12Σ̂
−1)|−1/2 exp{1
2
(µ− pr)′Σ̂−1(I − 2(Σ− Σ̂)(−1
2
Σ̂−1))−1
×(Σ− Σ̂)Σ̂−1(µ− pr)− 1
2
(µ− pr)′Σ̂−1(µ− pr)}
= −|I + (ΣΣ̂−1 − I)|−1/2 exp{1
2
(µ− pr)′Σ̂−1
(
(I + (ΣΣ̂−1 − I))−1(ΣΣ̂−1 − I)− I
)
(µ− pr)
After combining terms, expected utility simplifies to
U1 = −
(
|Σ|/|Σ̂|
)−1/2
exp(−1
2
(µ− pr)′Σ−1(µ− pr)).
Since the exponential term is comprised of all variables the investors takes as given, and an exponential
is positive (unless every single asset has zero expected excess return), then maximizing this objective is
equivalent to maximizing −
(
|Σ|/|Σ̂|
)−1/2
or maximizing
(
|Σ|/|Σ̂|
)1/2
.
Note the objective collapses down to maximizing eK . This tells us that, while the agent prefers more
capacity to less (thus, the capacity budget constraint binds), every allocation of capacity yields equal expected
utility. ¤
A.3 Proof of Proposition 2
Consider the trade-off between learning about any two assets i and j. Learning means that the agent can
increase the posterior precision of his beliefs about asset i by x and of asset j by K/x, where x ∈ [0,K] and
K is capacity. The second precision is K/x because the capacity constraint is a constraint on the product
of the posterior variances. Thus it is also a product constraint on precisions. Substituting in the constraint,
the objective is
(µi − pir)2Σ−1ii x+ (µj − pjr)2Σ−1jj K/x
Its second order condition is 2(µj − pjr)2Σ−1jj /x3. Since the second order condition is positive for all x > 0,
the problem must have a corner solution. Next, we compare corner solutions. Devoting all capacity to
asset i produces utility (µi − pir)2Σ−1ii K + (µj − pjr)2Σ−1jj . Devoting all capacity to asset j produces utility
(µi − pir)2Σ−1ii + (µj − pjr)2Σ−1jj K. The first utility is greater than the second whenever (µi − pir)2Σ−1ii >
(µj − pjr)2Σ−1jj . If i is the asset with the highest learning index (µi − pir)2Σ−1ii , then there is no profitable
deviation from learning about any other asset. ¤
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A.4 Proof of Proposition 3
Proof: An investor learns about a risk factor whenever the marginal benefit of allocating the first increment
of capacity to that risk factor (1 + θ2i )
Σi
Σˆ2i
exceeds its marginal cost: ξ 1
Σˆi−αΣi − φi. K enters this inequality
only through the Lagrange multiplier ξ, the shadow cost of capacity. When an investor learns about asset i,
the no-negative learning constraint is no longer binding and φi = 0. For each risk factor i, there is a cutoff
value ξ?i =
Σi
Σˆi
(1 − αΣi
Σˆi
)
(
1 + θ2i
)
where marginal benefit and cost are equal. For all ξ < ξ?i , the marginal
benefit is greater than the marginal cost and the investor will learn about risk factor i. Adding more capacity
relaxes the capacity constraint and reduces the shadow cost of capacity: ∂ξ/∂K ≤ 0. Therefore, the number
of factors i for which ξ < ξ?i must be an increasing step function in K.
Independent assets From the proof of Proposition 4, we know that a non-zero quantity of an asset
is held in the learning fund whenever the investor learns about the asset and the expected excess return
is not equal to zero. Getting a signal from a continuous distribution that implies a zero excess return is a
zero probability event. Since asset payoffs are independent, each risk factor corresponds to one and only
one asset. Proposition 3 shows that when capacity increases, the number of risk factors learned about rises.
Thus the number of assets learned about rises, and the number of different assets held in the learning fund
rises. ¤
A.5 Solving the model with CRRA preferences
To solve the model, we substitute the wealth process into the utility function and compute expected utility
for a given portfolio choice q to an investor who has posterior beliefs (µˆ, Σ̂).
U2 =
1
1− γW
1−γ
t exp
{
(1− γ)
[
(r + q′(µˆ− r))− 1
2
q′Σˆq
]}
Et
[
exp((1− γ)q′Σˆ1/2zt)
]
We take the expectation of the last term, a lognormal variable, and then rearrange terms:
U2 =
1
1− γW
1−γ
t exp
{
(1− γ)
[
(r + q′(µˆ− r))− 1
2
q′Σˆq +
1
2
(1− γ)q′Σˆq
]}
(26)
U2 =
1
1− γW
1−γ
t exp
{
(1− γ)
[
r + q′(µˆ− r)− 1
2
γq′Σˆq
]}
. (27)
Given this expected utility, the investor chooses q to maximize that utility. The objective is concave in
q so that the first-order condition characterizes the optimal portfolio. That first-order condition yields the
portfolio in (20).
The next step is to compute expected utility with the optimal portfolio and given beliefs about the mean
and variance of the next period’s asset value. Substituting this portfolio into the utility function yields
expected utility conditional on information Σ and µ.
U2 =
W 1−γt
1− γ e
(1−γ)r exp
{
1− γ
γ
[
(µˆ− r)′Σˆ−1(µˆ− r)− 1
2
(µˆ− r)′Σˆ−1(µˆ− r)
]}
=
1
1− γW
1−γ
t e
(1−γ)r exp
{
1− γ
2γ
(µˆ− r)′Σˆ−1(µˆ− r)
}
.
It is useful to rewrite this problem in terms of the mean-zero random variable (µˆ−r−m) ∼ N(0,Σ− Σ̂),
where m = µ− r.
U2 =
1
1− γW
1−γ
t e
(1−γ)r exp
{
1− γ
2γ
[
(µˆ− r −m)′Σˆ−1(µˆ− r −m) + 2m′Σˆ−1(µˆ− r −m) +m′Σˆ−1m
]}
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Then, we can apply formula (25) for a the expectation of a Wishart variable
U1 =
W 1−γt
1− γ e
(1−γ)r|I − 2(Σ− Σ̂)1− γ
2γ
Σ̂−1|−1/2×
exp
{
(1− γ)2
2γ2
(µ− r)′Σ̂−1
(
I − 2(Σ− Σ̂)1− γ
2γ
Σ̂−1
)−1
(Σ− Σ̂)Σ̂−1(µ− r) + 1− γ
2γ
(µ− r)′Σ̂−1(µ− r)
}
.
=
(erWt)1−γ
1− γ |
1
γ
I−1− γ
γ
ΣΣ̂−1|−1/2 exp
{
(1− γ)
2γ
(µ− r)′Σ̂−1
(
(1− γ)(I − (1− γ)ΣΣ̂−1)−1(ΣΣ̂−1 − I) + I
)
(µ− r)
}
.
Combining terms and rearranging this expression yields (22).
A.6 Proof of proposition 5
To show that increasing returns arise, we redefine the choice variables to be the amount of entropy capacity
devoted to learning about each asset. The investor chooses (K1, . . . ,KN ) ≥ 0 where the choice variable
measures the increase in precision: Σ̂−1ii = e
KiΣ−1ii , subject to the constraint that
∑
iKi ≤ ln(K). The
Lagrangian problem corresponding to the objective in (23) is
L = a+ 1
2
∑
i
log(1 + (γ − 1)eKi) + γ − 1
2
∑
i
(µi − r)2
Σii(e−Ki + γ − 1) + ξ(ln(K)−
∑
i
Ki) + φiKi (28)
where ξ and φ are the Lagrange multipliers on the capacity constraint and the no-forgetting constraint. The
first order condition of this problem is
∂EU
∂Ki
=
γ − 1
2
(
(1 + (µi − r)2Σ−1ii )e−Ki + γ − 1
(e−Ki + γ − 1)2
)
− ξ + φi = 0. (29)
But this first order condition does not characterize the solution to the problem because the second order
condition is not satisfied. The second derivative is
∂2EU
∂K2i
=
γ − 1
2
e−Ki
(
(1 + (µi − r)Σ−1ii )e−Ki + γ − 1 + (γ − 1)(µi − r)2Σ−1ii
(e−Ki + γ − 1)3
)
. (30)
This expression is positive because we assumed that γ > 1. The positive second derivative reveals that the
solution to the information choice problem is a corner solution. The investor will learn nothing about all
assets except one and devote all of his capacity to learning about (specializing in) one asset.
To determine which asset the investor specializes in, we look at (28). Note that the first two terms are
the same for any asset the investor might specialize in because specialization involves setting Ki = ln(K).
Likewise, the last two terms are zero, by the Kuhn-Tucker conditions. Therefore, the investor chooses
to specialize in the asset that delivers the largest increase in (µi − r)2/(Σii(e−Ki + γ − 1)). Choosing to
specialize in asset i means that 1/(e−Ki+γ−1)) is larger than is would be if the investor did not learn about
i. Therefore, the investor maximizes his utility by choosing the asset with the largest value of (µi− r)2/(Σii
and devoting his capacity to that asset.
A.7 Results for CRRA < 1
Expected utility is still given by (22). Working with the log of this objective simplifies the calculations. As
before, we collect the constants in a new term (a). Since all the matrices in the problem are diagonal, the
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objective can be expressed as sums of the matrix diagonal
EU = a+
−1
2
N∑
i=1
log
(
1 + (γ − 1)ΣiiΣˆ−1ii
)
+
γ − 1
2
N∑
i=1
(µi − r)2
Σˆii + (γ − 1)Σii
. (31)
Solution with entropy costs We redefine the choice variable as in (23). The objective and the first
order condition are identical, except with opposite sign. The second derivative is
∂2EU
∂K2i
=
1− γ
2
e−Ki
(
(1 + (µi − r)Σ−1ii )e−Ki + γ − 1 + (γ − 1)(µi − r)2Σ−1ii
(e−Ki + γ − 1)3
)
. (32)
=
1− γ
2
e−Ki
(
(1 + (µi − r)2Σ−1ii )(e−Ki + γ − 1)
(e−Ki + γ − 1)3
)
.
Canceling out the (e−Ki+γ−1) term leaves and expression that is positive for all assets. The positive results
means there are increasing returns to learning about one asset. Thus, as long as the asset under investigation
has an expected return that exceeds the risk-free rate, investors want to deepen their knowledge of that asset.
Solution with linear precision costs
∂EU
∂Σˆ−1ii
=
1− γ
2
[
Σii(1 + (γ − 1)ΣiiΣˆ−1ii ) + (µi − r)2
(1 + (γ − 1)ΣiiΣˆ−1ii )2
]
(33)
The second derivative of this expression is
∂2EU
∂Σˆ−2ii
=
−(1− γ)2Σii
2
[
Σii((1− γ)ΣiiΣˆ−1ii − 1)− 2(µi − r)2
(1 + (γ − 1)ΣiiΣˆ−1ii )3
]
(34)
The sign of this expression depends on the coefficient of relative risk aversion, the squared Sharpe ratio
Σ−1ii (µi − r)2, and the amount of capacity the investor has because it determines ΣiiΣˆ−1ii . For very low
capacity and very high capacity, this second derivative is positive. That means there are increasing returns
to learning about one asset. Thus, investors deepen their knowledge. For an intermediate level of capacity,
they broaden their knowledge.
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