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In this paper we prove, by using the Fourier restriction norm method, that the initial value
problem of the Ostrovsky, Stepanyams and Tsimring equation ut +uxxx +η(Hux +Huxxx)+
uux = 0 (x ∈ R , t  0), where η > 0 and H denotes the usual Hilbert transformation, is
locally well-posed in the Sobolev space Hs(R) for any s > − 54 , which improve our former
result in Zhao and Cui (2009) [5].
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1. Introduction
The Ostrovsky, Stepanyams and Tsimring equation
ut + uxxx + η(Hux + Huxxx) + uux = 0, x ∈ R, t  0,
where η > 0 and H denotes the usual Hilbert transformation, was proposed in [1] to describe the radiational instability of
long non-linear waves in a stratiﬁed ﬂow caused by internal wave radiation from a shear layer. When η = 0, we reobtain
the well-known KdV equation – a typical dispersive equation. The Ostrovsky, Stepanyams and Tsimring equation has both
dispersive and dissipative term which guarantee a good result on low regularity for this equation.
The initial value problem (IVP):{
ut + uxxx + η(Hux + Huxxx) + uux = 0, x ∈ R, t  0,
u(0, x) = φ(x), x ∈ R, (1)
was extensively studied by many authors. For example, in [2] the ﬁrst work on well-posedness of the IVP (1) was carried out
by Alvarez who proved that the IVP (1) is locally well-posed in Hs(R) for s > 12 and globally well-posed in H
s(R) for s 1;
in [3] Carvajal proved that the IVP (1) is locally well-posed in Hs(R) for s  0 and globally well-posed in L2(R); in [4,5]
Zhao and Cui obtained a low regularity result on the Ostrovsky, Stepanyams and Tsimring equation by Fourier restriction
norm method. Indeed, the authors of [4,5] proved that the IVP (1) is locally well-posed in Hs(R) for s > −1.
The Fourier restriction norm method was introduced in [8] to deal with dispersive equation, e.g. Schrödinger equa-
tion, KdV equation. This method was generalized to dispersive-dissipative equation successfully, furthermore, an important
phenomenon was found that the regularity index s for dispersive-dissipative equation is lower than that of both the corre-
sponding pure dispersive and pure dissipative case [4,5,9,10].
Observing that the initial problem of KdV-Burgers equation: ut + uxxx + uxx + uux = 0 is well-posed in Hs(R) for
s > −1 [6], the initial problem of Benney–Lin equation: ut + uxxx + uxxxxx + (uxx + uxxxx) + uux = 0 is well-posed in Hs(R)
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must belong to [−2,−1]. In this paper, we shall prove this conjecture, as a result, improve the results in [4,5].
Before presenting the precise statement of our main result, let us ﬁrst introduce some deﬁnitions and notations.
With lose of generality, we assume that η = 1.
We use ∧ to denote Fourier transformation. Let U (t) = e−t∂3x (t ∈ R) be the unitary group in Hs(R) generated by the
skew-symmetric operator −∂3x , i.e.
U (t) f = (eiξ3t fˆ )∨, for f ∈ Hs(R), t ∈ R.
We also denote by V (t) = e−t(∂3x +(H∂3x +H∂x)) (t  0) the semigroup in Hs(R) generated by the operator −(∂3x +(H∂3x +H∂x)),
i.e.,
V (t) f = (eiξ3t−(|ξ |3−|ξ |)t fˆ )∨, for f ∈ Hs(R), t  0.
We extend V (t) to all t ∈ R by setting
V (t) f = (eiξ3t−(|ξ |3−|ξ |)|t| fˆ )∨, for f ∈ Hs(R), t ∈ R.
Note that {V (t): t ∈ R} is not a group.
Next, we give the deﬁnition of the working space of this paper:
Deﬁnition 1.1. For given s,b ∈ R we deﬁne the Bourgain space Xs,b associated to the operator −(∂3x + (H∂3x + H∂x)) to be
the completion of the Schwartz space S(R2) on R2 under the norm
‖u‖Xs,b =
∥∥〈ξ〉s〈i(τ − ξ3)+ (|ξ |3 − |ξ |)〉buˆ∥∥L2ξ L2τ ,
where 〈ξ〉 = (1+ |ξ |). For given T > 0, we further deﬁne Xs,bT to be the restriction of Xs,b on R × [0, T ], i.e., Xs,bT consists of
functions u : R × [0, T ] → R such that there exists v ∈ Xs,b such that v|R×[0,T ] = u, with norm
‖u‖
Xs,bT
= inf{‖v‖Xs,b : v ∈ Xs,b, v|R×[0,T ] = u}.
Remark 1.1. Obviously, the following embedding inequality holds:
‖u‖Xs,b  ‖u‖Xs1,b1 , if s1  s, b1  b.
The main result of this paper is as follows:
Theorem 1.1. Let s > − 54 . Then for any φ ∈ Hs(R) there exist T = T (‖φ‖Hs ) > 0, 12 < b < 1, and a unique solution u of the Cauchy
problem (2) satisfying:
u ∈ C([0, T ], Hs(R))∩ C((0, T ), H∞(R)), u ∈ Xs−3(b− 12 ),b,
uux ∈ Xs−3(b− 12 ),b−1; ∂tu, ∂2x u ∈ Xs−3(b−
1
2 ),b−1.
Moreover, the ﬂow map u0 → u(t) is locally Lipschitz from Hs(R) to C([0, T ], Hs(R)) ∩ C((0, T ], H∞(R)) ∩Xs−3(b− 12 ),b. If the
solution u is real-valued, u ∈ C((0,+∞), H∞(R)).
In the following, we use C to denote a constant which may be different at each appearance, but independent of the
main parameters. The notation A ∼ B means that there exist two positive constants c, C so that cA  B  C A. The layout of
this paper is as follows.
In the next section is devoted to establishing a bilinear estimate in the Bourgain space, which is the core of this paper.
The proof of the above theorem will be given in the last section.
2. Bilinear estimates
In this section we establish the critical bilinear estimates. Since the well-posedness of (1) for s > −1 is proved in [5], we
need only to prove:
Theorem 2.1. Let − 54 < s −1. There exist b > 12 , ϑ > 0 and δ > 0 such that for any u, v ∈ Xs,b with compact support in [−T , T ],
we have∥∥(uv)x∥∥Xs,b−1+δ  CT ϑ‖u‖Xs,b‖v‖Xs,b . (2)
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|I| = ∣∣〈(uv)x,w〉∣∣ CT ϑ‖u‖Xs,b‖v‖Xs,b‖w‖X−s,1−b−δ . (3)
Set
fˆ (ξ2, τ2) = 〈ξ2〉s
〈
iσ2 +
(|ξ2|3 − |ξ2|)〉buˆ(ξ2, τ2),
gˆ(ξ1, τ1) = 〈ξ1〉s
〈
iσ1 +
(|ξ1|3 − |ξ1|)〉b vˆ(ξ1, τ1)
and
hˆ(ξ, τ ) = 〈ξ〉−s〈iσ + (|ξ |3 − |ξ |)〉1−b−δ wˆ(ξ, τ ),
we see that (3) is equivalent to
|I| CT ϑ‖ f ‖L2ξ,τ ‖g‖L2ξ,τ ‖h‖L2ξ,τ .





〈iσ + (|ξ |3 − |ξ |)〉1−b−δ
〈ξ1〉−s gˆ(ξ1, τ1)
〈iσ1 + (|ξ1|3 − |ξ1|)〉b
〈ξ2〉−s fˆ (ξ2, τ2)
〈iσ2 + (|ξ2|3 − |ξ2|)〉b dξ dτ dξ1 dτ1,
where ξ2 = ξ − ξ1, τ2 = τ − τ1, and
σ = τ − ξ3, σ1 = τ1 − ξ31 , σ2 = τ2 − ξ32 .
For 0< 
  1, take δ = 
2 and b = 12 + 
 . Let 1−s = ρ  ρ0 = 45 − 3




ξ〈ξ〉−ρ hˆ(ξ, τ )
〈iσ + (|ξ |3 − |ξ |)〉 12− 32 

〈ξ1〉ρ gˆ(ξ1, τ1)
〈iσ1 + (|ξ1|3 − |ξ1|)〉 12+

〈ξ2〉ρ fˆ (ξ2, τ2)
〈iσ2 + (|ξ2|3 − |ξ2|)〉 12+

dξ dτ dξ1 dτ1. (4)
2.1. Preliminaries
Notice that σ , σ1, σ2 have the following property:
Lemma 2.1. Let |ξ1| 1 and |ξ2| 1. Then the following relation holds among σ , σ1 and σ2 deﬁned above:
(i) If ξ1ξ2 > 0 and |ξ1| |ξ2|,
max
{|σ |, |σ1|, |σ2|} |ξ1|2|ξ2|. (5)
(ii) If ξ1ξ2 > 0 and |ξ1| |ξ2|,
max
{|σ |, |σ1|, |σ2|} |ξ1||ξ2|2. (6)
(iii) If ξ1ξ2 < 0,
max
{|σ |, |σ1|, |σ2|} |ξ ||ξ1||ξ2|. (7)
Proof. Since σ1 + σ2 − σ = 3ξξ1ξ2, it is suﬃcient to notice the fact that when ξ1ξ2 > 0, we have |ξ |max{|ξ1|, |ξ2|}. 
Since |x3 − x| ∼ |x|3 when |x| is big enough, to simplify the proof, we ﬁrst divide R4 into:
R4 = {(ξ, τ , ξ1, τ1) ∈ R4: |ξ1| 2, |ξ2| 2}∪ {(ξ, τ , ξ1, τ1) ∈ R4: |ξ1| < 2, or |ξ2| < 2}.
2.2. Estimates related to A type region
For any ﬁxed (ξ1, τ1), we introduce the following integral region:
A(ξ1, τ1) =
{
(ξ, τ ) ∈ R2: |ξ | 2|ξ1|, |ξ1| 2, |ξ2| 2
}
.
Lemma 2.2. Let 1 ρ  ρ0 = 54 − 3
 , max{σ ,σ1, σ2} |ξ1|2|ξ2|, then for any 0 < 









|ξ |2〈ξ〉−2ρ〈ξ2〉2ρ dξ dτ
〈iσ + (|ξ |3 − |ξ |)〉1−3
〈iσ2 + (|ξ2|3 − |ξ2|)〉1+2
  C . (8)
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Corollary 2.1. Let 1 ρ  ρ0 = 54 − 3
 , max{σ ,σ1, σ2} |ξ1||ξ2|2 , then for any 0< 
  1 there exists C > 0 depending only on 

such that (8) holds.







|ξ |2〈ξ〉−2ρ〈ξ2〉2ρ dξ dτ
〈iσ + (|ξ |3 − |ξ |)〉1−3
〈iσ2 + |ξ2|3〉1+2
  C .
So it is suﬃcient to estimate J instead.
It follows that |ξ2| 3|ξ1| in A(ξ1, τ1). We split A(ξ1, τ1) into three regions:
A1(ξ1, τ1) =
{
(ξ, τ ) ∈ A(ξ1, τ1): |σ | = max
{|σ |, |σ1|, |σ2|}},
A2(ξ1, τ1) =
{
(ξ, τ ) ∈ A(ξ1, τ1): |σ1| =max
{|σ |, |σ1|, |σ2|}},
A3(ξ1, τ1) =
{
(ξ, τ ) ∈ A(ξ1, τ1): |σ3| =max
{|σ |, |σ1|, |σ2|}}.


















 dξ dτ .
Since 1 ρ  54 − 3




)  C〈ξ〉2−2ρ〈ξ〉2ρ− 52 〈ξ1〉− 52 〈ξ2〉2ρ−(1−3
)  C〈ξ2〉2ρ− 72+3
 .
Since 72 − 2ρ − 3
  1+ 3









Case of A2. It follows from the assumption of the lemma that 〈σ1〉 〈ξ1〉2〈ξ2〉 in the integral region A2.































 dξ dτ .
Since 1 ρ  54 − 3




)  〈ξ〉2−2ρ〈ξ1〉2ρ− 52 〈ξ2〉2ρ− 72+3











(ii) when |ξ2| |ξ |. In this case, it follows that |ξ1| ∼ |ξ | and |ξ |3 − |ξ | ∼ |ξ |3. With the aid of 〈σ1〉 〈ξ1〉2〈ξ2〉, we have


























 dξ dτ .








Since 4− 2ρ − 3
  32 + 3







  C .























 dξ dτ .




) = 〈ξ〉2−2ρ〈ξ1〉2ρ− 52 〈ξ1〉− 52 〈ξ2〉2ρ−(1−3











Summing up, we have the desired result. 
Lemma 2.3. Let 1 ρ  ρ0 = 54 − 3
 , max{σ ,σ1, σ2} |ξ ||ξ1||ξ2|, then for any 0< 
  1 there exists C > 0 depending only on 

such that (8) holds.
Proof. As before, it is suﬃcient to estimate J . We ﬁnd that |ξ2| 3|ξ1| holds in A(ξ1, τ1). As in the proof of Lemma 2.2, we
split A(ξ1, τ1) into three regions: A1(ξ1, τ1), A2(ξ1, τ1) and A3(ξ1, τ1).





















 dξ dτ .














  C .
A1(ξ1,τ1)
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 dξ dτ .




















 dξ dτ .















  C .




















 dξ dτ .
















  C .
Case of A3. It follows from the assumption of the lemma that 〈σ2〉 |ξ |〈ξ1〉〈ξ2〉 in the integral region A3.
(i) when |ξ2| |ξ |. In this case, it follows that |ξ1| ∼ |ξ2|. Since |ξ1| ∼ |ξ2|, this case can be proved as the subcase (i) of
the case of A2 above by using the symmetry between iσ1 + |ξ1|3 and iσ2 + |ξ2|3.













 dξ dτ .




















 dξ dτ .















  C .
Thus we ﬁnish the proof. 
2.3. Estimates related to B type region
For any ﬁxed (ξ, τ ), we introduce the following integral region:
B(ξ, τ ) = {(ξ1, τ1) ∈ R2: 2|ξ1| |ξ |, |ξ1| 2, |ξ2| 2}.
Lemma 2.4. Let 1 ρ  ρ0 = 54 − 3
 , max{σ ,σ1, σ2} |ξ1|2|ξ2|, then there exists C > 0 depending only on 
 such that
K ≡ |ξ |
2〈ξ〉−2ρ





〈iσ1 + (|ξ1|3 − |ξ1|)〉1+2
〈iσ2 + (|ξ2|3 − |ξ2|)〉1+2
  C . (9)
By symmetry between ξ1 and ξ2, we can easily derive the following corollary:
Corollary 2.2. Let 1 ρ  ρ0 = 54 − 3
 , max{σ ,σ1, σ2} |ξ1||ξ2|2 , then for any 0< 
  1 there exists C > 0 depending only on 

such that (9) holds.
Proof of Lemma 2.4. Since |ξ1| 2, |ξ2| 2 we have |ξ1|3 − |ξ1| ∼ |ξ1|3, |ξ2|3 − |ξ2| ∼ |ξ2|3. Thus (9) is equivalent to
K ≡ |ξ |
2〈ξ〉−2ρ







  C .
So it is suﬃcient to estimate K instead.
It follows that |ξ | ∼ |ξ2| in B(ξ, τ ). We split B(ξ, τ ) into three regions:
B1(ξ, τ ) =
{
(ξ1, τ1) ∈ B(ξ, τ ): |σ | = max
{|σ |, |σ1|, |σ2|}},
B2(ξ, τ ) =
{
(ξ1, τ1) ∈ B(ξ, τ ): |σ1| = max
{|σ |, |σ1|, |σ2|}},
B3(ξ, τ ) =
{
(ξ1, τ1) ∈ B(ξ, τ ): |σ3| = max
{|σ |, |σ1|, |σ2|}}.


































  C .
Case of B2. It follows from the assumption of the lemma that 〈σ1〉  〈ξ1〉2〈ξ2〉 in B2. Since |ξ | ∼ |ξ2|, then |ξ |3 − |ξ | ∼

































  C .
Case of B3. It follows from the assumption of the lemma that 〈σ2〉 〈ξ1〉2〈ξ2〉 in B3. By symmetry between iσ1 + |ξ1|3 and
iσ2 + |ξ2|3, we can prove this case by the analogous argument as the case of B2.
Summing up, the estimate is established. 
Lemma 2.5. Let 1 ρ  ρ0 = 54 − 3
 , max{σ ,σ1, σ2} |ξ ||ξ1|ξ2| then for any 0 < 
  1 there exists C > 0 depending only on 

such that (9) holds.
Proof. As before, it is suﬃcient to estimate K . As in the proof of Lemma 2.4, we also split B(ξ, τ ) into three regions:
B1(ξ, τ ), B2(ξ, τ ) and B3(ξ, τ ). It follows that |ξ | ∼ |ξ2| in B(ξ, τ ).




































  C .
Case of B2. It follows from the assumption of the lemma that 〈σ1〉 〈ξ〉〈ξ1〉〈ξ2〉 in B2. Since |ξ | ∼ |ξ2|, we have |ξ |3 − |ξ | ∼





































  C .
Case of B3. It follows from the assumption of the lemma that 〈σ2〉  〈ξ〉〈ξ1〉〈ξ2〉 in B3. By symmetry between iσ1 + |ξ1|3
and iσ2 + |ξ2|3, we can prove this case by following the analogous argument as the case of B2.
Summing up, we ﬁnish the proof. 
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Lemma 2.6. Let 1 ρ  ρ0 = 54 − 3
 . For any ﬁxed (ξ, τ ), we introduce the following integral region:
D(ξ, τ ) = {(ξ1, τ1) ∈ R2, |ξ1| < 2, or |ξ1| < 2}.
Then for any 0< 
  1, there exists C > 0 depending only on 
 such that
L ≡ |ξ |
2〈ξ〉−2ρ





〈iσ1 + (|ξ1|3 − |ξ1|)〉1+2
〈iσ2 + (|ξ2|3 − |ξ2|)〉1+2
  C .
Proof. By symmetry between ξ1 and ξ2, it is enough to prove the estimate on region D(ξ, τ ) = {(ξ1, τ1) ∈ R2, |ξ1| < 2}. To
this end, we divide D into two subregions D = D1 ∪ D2 as follows:
D1 =
{





(ξ1, τ1) ∈ D, |ξ | 10
}
.
Case of D1 . Since |ξ1| 2 and |ξ | 10, we have |ξ2| 8, |ξ2|3 − |ξ2| ∼ |ξ2|3 ∼ 〈ξ2〉3 and |ξ |3 − |ξ | ∼ |ξ |3 ∼ 〈ξ〉3. Thus, by the
fact that 1 ρ  54 − 3
 , we have
L  〈|ξ |
3〉 815 ( 54−ρ)











iσ + |ξ |3〉1−3


































dξ1  C .
Case of D2 . Since |ξ1| 2 and |ξ | 10, we have |ξ2| 12. Thus, by direct calculations, we have
L = |ξ |
2〈ξ〉−2ρ





〈iσ1 + (|ξ1|3 − |ξ1|)〉1+2






〈iσ1 + (|ξ1|3 − |ξ1|)〉1+2


























 dξ1  C . 
2.5. Proof of Theorem 2.1
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One can also consult [11] for the general form of Lemma 2.7.
Proof of Theorem 2.1. As pointed out above, we need only to prove





ξ〈ξ〉−ρ hˆ(ξ, τ )
〈iσ + (|ξ |3 − |ξ |)〉 12− 32 

〈ξ1〉ρ gˆ(ξ1, τ1)
〈iσ1 + (|ξ1|3 − |ξ1|)〉 12+

〈ξ2〉ρ fˆ (ξ2, τ2)
〈iσ2 + (|ξ2|3 − |ξ2|)〉 12+

dξ dτ dξ1 dτ1,
with 1 s = −ρ < ρ0 = 54 − 3
 (0< 
  1).
To apply the above preliminary lemmas, according to Lemma 2.1, we ﬁrstly divide R4 into four subregions:
Ω1 =
{















(ξ, τ , ξ1, τ1) ∈ R4: |ξ1| < 2 or |ξ2| < 2
}
.
Take account of the signiﬁcance of |ξ | 2|ξ1|, Ω1, Ω2, Ω3 is further divided into:
Ω j = Ω j A ∪ Ω jB , j = 1,2,3,
where the subregions are:
Ω j A ≡ Ω3 ∩
{|ξ | 2|ξ1|}, Ω jB ≡ Ω3 ∩ {|ξ | > 2|ξ1|}, j = 1,2,3.





















IΩ j,B + IΩ4 .
Finally, we estimate I according to the following two cases:
(I) Case ofΩ = Ω1,A ∪Ω2,A ∪Ω3,A . Using the Cauchy–Schwartz inequality and applying Lemmas 2.2–2.3 and Corollary 2.1
in Section 2.1.1, we have
IΩ  C sup
(ξ1,τ1)∈R2
〈ξ1〉ρ




|ξ |2〈ξ〉−2ρ〈ξ2〉2ρ dξ dτ
〈iσ + (|ξ |3 − |ξ |)〉1−3
















From the Cauchy–Schwartz inequality, Fubini’s theorem and Lemma 2.7, we obtain
|IΩ | CT ϑ‖ f ‖L2x L2t ‖g‖L2x L2t ‖h‖L2x L2t .
(II) Case of Ω = Ω1,B ∪ Ω2,B ∪ Ω3,B ∪ Ω4 . Using the Cauchy–Schwartz inequality and applying Lemmas 2.4–2.6 and
Corollary 2.2, we have
IΩ  C sup
(ξ,τ )∈R2
|ξ |〈ξ〉−ρ





〈iσ + (|ξ |3 − |ξ |)〉1+2












∣∣gˆ(ξ1, τ1)∣∣2∣∣ fˆ (ξ2, τ2)∣∣2 dξ1 dτ1
) 1
2
dξ dτ ,R R
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|IΩ | CT ϑ‖ f ‖L2x L2t ‖g‖L2x L2t ‖h‖L2x L2t . 
3. Proof of the main theorem
3.1. Linear estimates
Take a cutoff function θ satisfying
θ ∈ C∞0 (R), 0 θ(t) 1, supp(θ) ⊂ [−2,2], and θ |[−1,1] = 1,
and denote, for given T > 0,





, for t ∈ R.
We recall the linear estimates ﬁrst, which were proved in detail in [5, Propositions 2.1–2.4].
Lemma 3.1 (Homogeneous linear estimate). Let s ∈ R and b ∈ [ 12 ,1]. There exists C > 0 such that∥∥θ(t)V (t)φ∥∥Xs,b  C‖φ‖Hs+3(b− 12 )(R),
for any φ ∈ Hs+3(b− 12 )(R).
Lemma 3.2 (Non-homogeneous linear estimate). Let s ∈ R, 12  b 1. Then∥∥∥∥∥θ(t)
t∫
0
V (t − s)v(s)ds
∥∥∥∥∥
Xs,b
 C‖v‖Xs,b−1 + C
[ ∫
R
〈ξ〉2s〈|ξ |3 − |ξ |〉(2b−1)( ∫
R
|(U (−t)v)∧(ξ, τ )|dτ






Moreover, for any 0< δ < 12 ,∥∥∥∥∥θ(t)
t∫
0
V (t − s)v(s)ds
∥∥∥∥∥
Xs,b













V (t − s) f (s)ds
∥∥∥∥∥
L∞(R+,Hs+3δ)
 C‖ f ‖Xs,b−1+δ . (10)
Lemma 3.4. Let s ∈ R and b > 12 . For any T ∈ (0,1], we have
‖θT u‖Xs,b  CT
(1−2b)
2 ‖u‖Xs,b ,
for any u ∈ Xs,b.
3.2. Proof of Theorem 1.1
We divide the proof into three steps.
1. Existence. For s s0 = − 54 + 3
 with 0< 
  1, let φ ∈ Hs(R). We assume 0< T < 1. Let us choose s > − 54 such that
0< 3
  s + 54 and take b > 12 satisfying 2b − 1 = 2
 . Deﬁne
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BR =
{







where R = 2C‖φ‖Hs . In what follows, we shall show that T is a contraction on the ball BR for t ∈ [0, T ].















































Hence it follows that for 0< T < (4RC)−
1
ϑ−2
 , F (u) ∈ BR .
Since
f (v) − f (w) = ((v + w)(v − w))x,






























from which T is a contraction on BR . By virtue of the contraction mapping principle, T has a unique ﬁxed point in the














Hence u(t) solves the integral equation associated with the IVP (1) in the time interval [0, T ].
2. Continuous dependence. In this section, we shall show the continuous dependence upon the initial data. Let v and w
be the solutions obtained in Section 3.1 with data φ and ϕ respectively. As in Section 3.1, with the aid of Lemmas 3.1, 3.3,































for v,w ∈ BR and T < (4RC)− 1ϑ−2
 . Hence
‖v − w‖Xs−3
,b  2C‖φ − ϕ‖Hs . (11)
Moreover, by virtue of Lemmas 3.2, 3.4, Theorem 2.1 and (15), we have
‖u − v‖Hs 




V (t − s)[∂x(θ2T (u2 − v2)(s))]ds
∥∥∥∥∥
Hs
 C‖φ − ϕ‖Hs + C
∥∥∂x(θ2[u2 − v2])∥∥ s−3
,b−1+
T X




 C‖φ − ϕ‖Hs + 2C RT ϑ−2
‖u − v‖Xs−3
,b




 2C‖φ − ϕ‖Hs ,
which implies the continuous dependence on the initial data.
3. Uniqueness. This follows from a standard argument, see e.g. [9,12]. We omit it here.
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