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Abstract
Cet article présente un survol les techniques usuelles de modélisation
de séries ﬁnancières multiples. Pus spéciﬁquement, on cherchera a obtenir
une extention multivariée des modèles GARCH. Dans un premier temps,
nous verrons comment modéliser la dynamique de la matrice de corrélation
(conditionnelle), puis nous verrons comment généraliser cette approche à
des lois conditionnelles plus générales, construites à l'aide de copules (et
s'aﬀranchir ainsi de l'hypoth`ese de lois elliptiques). Les principaux con-
cepts présentés dans cet article seront illustrés sur des séries de rendements
de prix du pétrole (Brent, Dubaï et Maya).
1 Introduction aux modèles multivariés
1.1 Motivation
Lorsque l'on cherche à prévoir conjoitement l'évolution des prix de plusieurs actifs,
il est nécessaire de se placer dans un cadre multivarié. Mais si les modèles ARMA
s'étendent relativement facilement en dimension supérieure, ce n'est pas le cas
des processus GARCH. L'intuition est que l'espérance (conditionnelle) µt d'un
vecteur de dimension d est également un vecteur de dimension d, mais la variance
(conditionnelle) est une matrice symmétrique d × d. Cette dernière, Σt peut se
décomposer Σt = Σ˜
1/2
t RtΣ˜
1/2
t , avec Σ˜t = diag(Σt), la matrice des variances
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(conditionnelle) des séries individuelles. On est alors ramener à modéliser des
séries temporelles individuelles (avec la tendance moyenne µt et le processus de
volatilités Σ˜t), et la dynamique d'une matrice de corrélation conditionnelle, (Rt).
Mais plus générallement, on peut envisager des modèles où l'on modéliserait une
dépendance, traduite par une copule conditionnelle Ct.
1.2 Les copules
Pour comprendre le comportement conjoint de plusieurs variables aléatoires,
l'outil le plus usuel depuis une vingtaine d'années est la copule. Rappelons qu'en
dimension d, une copule est une fonction de répartition associée à un vecteur
aléatoire U = (U1, . . . , Ud)T dont chacune des composantes Ui est uniformément
répartie sur l'intervalle unité [0, 1],
C(u1, · · · , ud) = Pr[U ≤ u] = Pr[U1 ≤ u1, · · · , Ud ≤ ud], pour tout u ∈ [0, 1]d.
Soit Y = (Y1, . . . , Yd)T un vecteur aléatoire de loi F (·), tel que pour tout i,
Yi ait pour loi marginale Fi(·). Alors, comme l'a montré [42], il existe une copule
C : [0, 1]d → [0, 1] telle que pour tout y = (y1, . . . , yd)T ∈ Rd,
Pr[Y ≤ y] = F (y) = C(F1(y1), . . . , Fd(yd)).
Réciproquement, posons Ui = Fi(Yi). Si Fi(·) est absolument continue, Ui est
uniformément réparti sur [0, 1], et la copule C(·) est alors la fonction de répartition
du vecteur U = (U1, . . . , Ud)T. En posant F−1i (u) = inf{xi, Fi(xi) ≥ u} l'inverse
généralisé, notons que
C(u1, · · · , ud) = Pr[Y1 ≤ F−11 (u1), · · · , Yd ≤ F−1d (ud)], pour tout u ∈ [0, 1]d.
On notera C? la copule du vecteur 1−U , qui est la fonction qui permet de lier
les fonctions de survie, au sens où
Pr[Y > y] = F (y) = C?(F 1(y1), . . . , F d(yd)).
De plus, si les densités existent, alors
f(y) = c(F1(y1), . . . , Fd(yd)) ·
d∏
i=1
fi(yi)
2
où
c(u) =
∂dC(u1, . . . , ud)
∂u1 · · · ∂ud .
Pour générer des lois mutivariées, on combine des copules avec des lois marginales.
Parmi les lois usuelles, la loi normale centrée et réduite admet pour densité
x 7→ φ(x) = 1√
2pi
e−
x2
2 , pour x ∈ R
mais on peut aussi considérer la loi normale asmétrique, de densité
x 7→ 2φ(x)Φ(s · x) avec Φ(x) =
∫ x
−∞
φ(t)dt.
Une alternative est la loi de Student de densité
x 7→ tν(x) = 1√
νpi
Γ(ν+1
2
)
Γ(ν
2
)
(
1 +
x2
ν
)− ν+1
2
,
et la loi de Student asymétrique de densité
x 7→ 2tν(x)Tν+1
(
s · x
√
ν + 1
x2 + ν
)
, avec Tν(x) =
∫ x
−∞
tν(t)dt.
On peut également mentionner la loi de Student généralisée, introduite par [22]
et utilisée par [25]. La copule Gaussienne, de matrice de corrélationR, est déﬁnie
par
C(u|R) = ΦR(Φ−1(u1), · · · ,Φ−1(ud)) = ΦR(Φ−1(u)),
où ΦR est la fonction de répartition du vecteur N (0,R). Cette copule admet
pour densité
c(u|R) = 1√|R| exp
(
−1
2
Φ−1(u)
T
[R−1 − I]Φ−1(u)
)
,
alors que copule de Student, de matrice de corrélation R, à ν degrés de liberté
admet pour densité
c(u|R, ν) = Γ
(
ν+d
2
)
Γ
(
ν
2
)d [
1 + 1
ν
T−1ν (u)
TR−1T−1ν (u)
]− ν+d
2
|R|1/2Γ (ν+d
2
)d
Γ
(
ν
2
)∏d
i=1
[
1 + Tν(ui)
2
ν
]− ν+1
2
La Figure 1 permet de visualiser les courbes de niveaux des densités de vecteurs
aléatoires bivariés, avec une copule Gaussienne et une copule de Student, avec
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Figure 1: Courbes de niveaux de la densité d'un vecteur aléatoire bivarié, avec
une copule Gaussienne (r = 0.7) à marges Gaussiennes, à marges Student (ν = 7),
et à marges Student asymmétriques (ν = 4 et α = 1.3), en haut, puis avec une
copule de Student (r = 0.7 et ν = 3), à marges Gaussiennes, à marges Student,
et à marges Student asymmétriques. Les marges ont ici toujours les mêmes lois,
d'où la symmtrie entre les deux composantes.
des marges Gaussiennes, à marges Student, et à marges Student asymmétriques,
respectivement.
La richesse des modèles de copules est toutefois de permettre de modèles
de dépendance plus généraux que les modèles elliptiques standards. Parmi les
copules classiques, on pourra noter les copules asymmétriques de Student par
exemple, correspondant à la copule associée à la densitée multivariée (décrite
dans [19])
x 7→ t(x|ν,R) · Tν+d
(
sTR−1/2x
√
ν + d
xTR−1x+ ν
)
où t(·|ν,R) désigne la densité multivariariée de la loi de Student de matrice de
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covariance R. Dans le cas où les composantes sont échangeables, la matrice de
corrélation est alors homogène, de corrélation identique r = Ri,j pour i 6= j. Dans
ce cas, il existe une interprétation factorielle de la copule, au sens où il existe un
facteur commun F et des composantes idiosyncratiques V indpendantes, telles
que, pour la copule Gaussienne par exemple,
Ui = Φ
(√
r · F +√1− r · Vi
)
pour i = 1, · · · , d,
où F, V1, · · · , Vd sont des variables N (0, 1). Parmi les autres familles de copules
classiques en ﬁnance, on pourra mentionner les copules Archimédiennes, beau-
coup utilisées dans les modèles de risque de crédit (et de donnnés de durées de
survie plus généralement). [24] et [35] présentent les principales familles de cop-
ules, ainsi que leurs propriétés. Dans certaines applications, on ne cherchera
pas nécessairement à modéliser la dépendance, mais peut être à trouver des ma-
jorants. Dans ce cas, il pourra être utile de regarder certaines copules partic-
ulières, comme la copule indépendante, C⊥(u) =
∏d
i=1 ui ou la copule comono-
tone C+(u) = min{ui}.
Dans le contexte de séries temporelles, on peut décomposer la loi condition-
nelle d'un vecteur de séries temporelles Y t conditionnellement à une information
Ft−1. Soit Y t de loi conditionnelle F (·|Ft−1), tel que pour tout i, Yi,t ait pour loi
conditionnelle Fi(·|Ft−1). Alors il existe C(·|Ft−1) : [0, 1]d → [0, 1] telle que pour
tout y = (y1, . . . , yd)T ∈ Rd,
Pr[Y t ≤ y|Ft−1] = F (y|Ft−1) = C(F1(y1|Ft−1), . . . , Fd(yd|Ft−1)|Ft−1).
Réciproquement, posons Ui,t = Fi(Yi,t|Ft−1). Si Fi(·|Ft−1) est absolument con-
tinue, la copule C(·|Ft−1) est alors la fonction de répartition du vecteur U t =
(U1,t, . . . , Ud,t)
T, conditionnellement à Ft−1. D'un point de vue technique, notons
que la ﬁltration par rapport à laquelle on conditionne (notée ici Ft−1) doit être
la même, pour les lois marginales, et pour la copule. Mais dans un contexte
plus général, [18] introduit le concept de pseudo-copules permettant d'avoir des
ﬁltrations diﬀérentes.
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1.3 Application aux prix du pétrole
Aﬁn d'illustrer les diﬀérents modèles dans cet article1, considérons ici les ren-
dements hebodmadaires logarithmiques des prix du pétrole, entre Janvier 1997
et Juin 2010, pour le Brent (pétrole euroéen, acronyme pour Broom, Rannock,
Etive, Ness et Tarbert - 5 des 19 champs pétrolifères en Mer du Nord), Dubaï
(extrait dans le Golfe Persique, avec une forte teneur en soufre et donc plus coû-
teux à raﬃner pour obtenir nos carburants légers) et Maya (pétrole extrait dans
le Golfe du Mexique). Ici
Yi,t = 100 · log
(
Pi,t
Pi,t−1
)
.
Ces séries sont représentées sur la Figure 2. Récemment, [47], [28] ou encore[27]
ont anlysé, étudié et modélisé ces séries.
Figure 2: Log-rendements hedomadaires (en %) de prix du pétole brut, avec
respectivement, de gauche à droite, Brent, Dubaï et Maya.
1.4 Organisation de l'article
Dans la section 2, nous reviendrons sur les modèles classiques de séris temporelles
multiples, et en particulier les généralisations des modèles ARMA-GARCH util-
isés dans un contexte univarié, avec en particulier les modèles dits BEKK. Dans
1Tous les calculs ont été faits en R, à l'aide des librairies copula, fGarch, MTV, rugarch et
tseries (l'utilisation de R pour des séries temporelles multivariées est détaillé dans [44]). Les
codes sont disponibles sur http://freakonometrics.hypotheses.org/ts_copulas.
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la section 3 nous reviendrons sur les principales mesures de dépendance, à com-
mencer par la corrélation dite de Pearson. Mais nous verrons aussi des mesures
alternatives, y compris des mesures de dépendance dans les queues de distribution
(dans la queue inférieure pour tenir compte des crashs, et dans la queue supérieure
pour tenir compte des booms). Nous verrons ensuite, dans la section 6, comment
rendre dynamique cette corrélation, avec les modèles dits DCC. Dans une écriture
de la forme Y t = Σ
1/2
t εt, l'idée est de réécire la matrice de variance-covariance
Σt = Σ˜
1/2
t RtΣ˜
1/2
t , où Σ˜ est la matrice diagonale qui contient uniquement les d
termes de variance. On sépare alors ici les comportements marginaux des séries
(avec le terme de variance) et les d(d− 1)/2 termes de corrélations deux à deux.
Cette idée sera généralisé dans la section 5 où nous décrirons la dépendance
de εt non pas par sa matrice de corrélation Rt par une copule (paramétrique)
C(·|θ). Dans un premier temps, le paramètre θ sera supposé constant, et nous
rappellerons les principales méthodes d'inférence. Nous verrons ensuite comment
rendre dynamiques ces modèles, en autorisant les copules à évoluer dans le temps.
Pour cela, nous verrons comment généraliser les modèles DCC sur le paramètre
de la copule, (θt).
2 Modèles de séries temporelles multivariées
Supposons ici que E(Yi,t|Ft−1) = µi(Zt−1,α) et V (Yi,t|Ft−1) = σ2i (Zt−1,α) où
Zt−1 ∈ Ft−1. On retrouve ici la majorité des modèles déﬁnis par leur moyenne
conditionnelle (VAR) ou par leur variance conditionnelle (MGARCH).
2.1 Modèles VAR
Dans le cas d'un VAR(1), introduit par [41] et décrits en détails dans [32], Y t =
AY t−1 + εt, où (εt) est un bruit blanc de matrice de variance-covariance Σ, et
Φ = [ΦTi ]. Alors
E(Yi,t|Ft−1) = µi,0 + µi(Y t−1,Φ,Σ) = ΦTi Y t−1,
et
V (Yi,t|Ft−1) = σ2i (Y t−1,Φ,Σ) = Σi,i.
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Table 1: Estimation de modèles univariés VAR(2) pour les rendements du prix
du pétrole.
Série Brent Dubaï Maya
µ0 0.134 0.128 0.124
φ
(B)
1 0.508 *** 0.694 *** 0.652 ***
φ
(D)
1 -0.365 *** -0.463 *** -0.466 ***
φ
(M)
1 -0.047 0.020 0.044
φ
(B)
2 0.016 0.018 0.077
φ
(D)
2 0.063 0.011 0.141 .
φ
(M)
2 0.033 0.034 -0.098
Pour la modélisation des rendements logarithmiques de séries ﬁnancières, l'hypothèse
de bruit blanc fort pour (εt) est généralement trop forte. Sur les séries de prix
du pétrole, on peut tenter un modèle VAR(2)
Y t = Φ1Y t−1 + Φ2Y t−2 + εt
Les fonctions d'autocorrélation des réridus (εt) et de leur carré (ε2t ) sont
présentés sur la Figure 3. La signiﬁcativité de plusieurs autocorrélations sur le
carré des résidus tend à considérer un modèle GARCH multivarié (extension des
modèles introduits par [5]) pour la série (εt).
2.2 Modèles GARCH multivariés et modèles BEKK
Dans le cas des processus GARCH mutivariés, introduits par [15], et généralle-
ment désigés par l'acronyme BEKK, Y t = Σ
1/2
t εt où E(εt) = 0 et V (εt) = I.
Par exemple, pour un GARCH(1,1) multivarié,
Σt = ω
Tω +ATεt−1εTt−1A+B
TΣt−1B
où ω, A et B sont des matrices d × d (pour ω on a souvent une matrice trian-
gulaire, ce qui simpliﬁe les calculs). Alors
E(Yi,t|Ft−1) = µi(Σt−1, εt−1,ω,A,B,Σ) = 0
8
Figure 3: fonctions d'autocorrélation des réridus (εt) et de leur carré (ε2t ), pour
un modèle VAR(2), avec respectivement, de gauche à droite, Brent, Dubaï et
Maya.
et Σt = V (Y t|Ft−1) avec
V (Yi,t|Ft−1) = σ2i (Σt−1, εt−1,ω,A,B,Σ) = Σi,i,t
soit
V (Yi,t|Ft−1) = ωTi ωi +ATi εt−1εTt−1Ai +BTi Σt−1Bi,
Un cas particulier relativement populaire est obtenu quand les matrices A et
B sont diagonales - respectivement
√
a I et
√
b I - et dans ce cas
Σt = (1− a− b)Ω̂ + a · εt−1εTt−1 + b ·Σt−1, avec Ω̂ =
1
n
n∑
t=1
εtε
T
t
On reparlera de ce modèle dans la Section 4. En eﬀet, ces relations nous donne
une dynamique sur la matrice de variance-covariance Σt. Toutefois, dans le cadre
de la modélisation à l'aide de copules, il sera probablement plus intéressant de
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Table 2: Estimation de 3 modèles univariés ARMA(2,1)-GARCH(1,1) pour les
prix du pétrole. Estimateurs des paramètres GARCH, A et B.
Série Brent Dubaï Maya
A(B) = A·,1 0.128241 -0.403526 *** -0.3347851 **
A(D) = A·,2 0.374625 *** 0.607742 *** 0.416809 ***
A(M) = A·,3 -0.249519 . -0.207450 . 0.134769
B(B) = B·,1 0.594209 *** 0.500000 ** 0.058689
B(D) = B·,2 0.130727 0.057754 -0.325146
B(M) = B·,3 0.061506 -0.004493 0.931234 ***
modéliser la dynamique de la matrice de corrélation, Rt, où Σt = Σ˜
1/2
t RtΣ˜
1/2
t ,
avec Σ˜t = diag(Σt).
[22] avait proposé de généraliser les résidus Gaussiens pour Zt = εt/σt à
des résidus asymmétrie de loi de Student (skew-t). De manière assez naturelle,
on utilisera aussi cette spéciﬁcation dans un cadre multivarié. Notons que [26]
suggérait un autre type de dynamique, permettant de tenir compte des éventuelles
asymmétries,
Σt = ω
Tω +ATεt−1εTt−1A+B
TΣt−1B +DTε+t−1ε
+T
t−1D
où ε+t−1 = max{0,−εt−1}. Dans ce modèle, les résidus sont alors soit Gaussien,
soit distribués suivant une loi de Student. La spéciﬁcation de ces lois est ici essen-
tielle, puisque l'estimation des modèles GARCH multivariés se fait par maximum
de vraisemblance. Néanmoins, comme dans le cas univarié, il est aussi possible
d'utiliser des estimateurs obtenus à partir de la quasi-vraisemblance (estimateurs
dits QML).
L'estimation du modèle ARMA-GARCH(1,1) - de type BEKK - sur les séries
de rendement des prix donne les estimateurs présenté Tableau 2. Sur les ren-
dements des prix du pétrole, on obtient les séries (Σi,i,t) de la Figure 4, et les
corrélations induites (Ri,i,t) sur la Figure 5.
10
Figure 4: Évolution de (Σi,i,t) pour les trois séries de rendements, avec en arrière
plan (sur une échelle non mentionnée) lévolution du rendements des prix.
Figure 5: Évolution de (Ri,j,t) pour les trois paires des rendements des prix du
pétrole.
2.3 Modèles à facteurs
On suppose ici que que la dynamique du processus Y t à d composantes peut
s'écrire en fonction d'un plus petit nombre de facteurs, F t = (F1,t, · · · , Fk,t)T ,
avec classiquement une relation linéaire de la forme Y t = AF t où F t = H
1/2
t εt
E(εt) = 0 et V (εt) = I. Ici
Σt = V (Y t|Ft−1) = AH tAT = AV (F t|Ft−1)AT.
On notera que cette classe de processus peut être vue comme une sous-classe des
processus BEKK, souvent beaucoup plus simple à estimer.
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2.4 Modèles obtenus par composantes principales
Considérons un vecteur Y ∼ N (µ,Σ), où la matrice de variance-covariance est
diagonlisable sous la forme Σ = Γ∆ΓT, où la matrice diagonale ∆ a ses termes
ordonnés de manière décroissante. Ce écriture signiﬁe que Y = µ + GZ où
Z ∼ N (0,∆) un un vecteur dont les compostantes sont orthognales entre elles.
L'idée des l'ana lyse en compostante principale est de se limiter à un petit nombre
de compostantes (ou facteurs) Z1, · · · , Zk. On utilise pour cela l'approximation
Σ = Γ∆˜ΓT où ∆˜ = diag(∆1,1, · · · ,∆k,k). Dans le cadre des séries temporelles,
l'interprétation est que la dynamique de Y t peut être décrite par des combinaisons
linéaires de k séries temporelles orthogonales.
2.5 Formalisme pour la modélisation à l'aide de copules
Nous l'avons vu dans la première partie, l'idée de la modélisation à l'aide de
copules repose sur l'idée que l'on sépare les lois marginales et la copule, censée
décrire la structure de dépendance. Dans le contexte de sérires temporelles, en
utilisant les notations précédantes, les lois marginales seront données par des
processus très gér¯aux de la forme
Yi,t = µi(Zt−1,α) + σi(Zt−1,α) · εi,t,
et on va chercher ici à modéliser (à l'aide de copules) la loi jointe du vecteur de
séries temporelles εt = (ε1,t, · · · , εd,t)T. On appelle résidus standardisés, les séries
εi,t =
Yi,t − µi(Zt−1,α)
σi(Zt−1,α)
Supposons ici que pour tout i, εi,t ait pour loi conditionnelle Fi(·|Ft−1,α). Posons
alors Ui,t = Fi(εi,t|Ft−1,α). On suppose alors que U t = (U1,t, . . . , Ud,t)T, condi-
tionnellement à Ft−1 est i.i.d., de loi C(·|β), ou de manière plus générale, admet
pour loi C(·|βt). Dans le premier cas, on a un modèle statique, alors que le
second cas correspond à un modèle dynamique. On posera θ = (α,β)T. Avant
de présenter les modèles de copules, la section 3 rappellera quelques mesures de
dépendance usuelles. Ensuite, dans les sections 5 puis 6 nous présenterons les
princpiaux modèles de copules, statiques et dynamiques, respectivement.
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3 Quantiﬁer la corrélation
La plupart des mesures de corrélations sont des mesures pour des couples de
variables aléatoires. En regardant toutes les paires possibles, on obtient une
matrice de corrélation. La corrélation (au sens de Pearson) est un outil classique
dans le contexte des modèles Gaussiens (ou elliptiques), avec
r = cor(X1, X2) =
E[X1X2]− E[X1] E[X2]√
V [X1] V [X2]
si les deux variables sont de carrés intégrables, estimée par
r̂ =
∑n
i=1[X1,i −X1] · [X2,i −X2](∑n
i=1[X1,i −X1]2 ·
∑n
i=1[X2,i −X2]2
)1/2
avec X1 = 1n
∑n
i=1X1,i. Toutefois, comme le note [35], cette mesure doit être
utilisée avec précaution car n'est pas invariante par changement d'échelle. Par
exemple cor(X1, X2) 6= cor(F1(X1), F2(X2)). Cette dernière mesure est appelée
corréletion de rang, et peut être reliée à la corrélation introduite par Spearman,
ρ = cor(F1(X1), F2(X2)) = cor(U1, U2) = 12
∫
[0,1]2
uvdC(u, v)− 3
estimée par
ρ̂ =
12
n
n∑
i=1
U1,iU2,i − 3.
On notera que cette mesure s'écrit aussi
ρ =
∫
[0,1]2
C(u)du− ∫
[0,1]2
C⊥(u)du∫
[0,1]2
C+(u)du− ∫
[0,1]2
C⊥(u)du
.
Une autre mesure populuaire est le τ de Kendall
τ = 4
∫
[0,1]2
C(u, v)dC(u, v)− 1.
Dans le cas des copules elliptiques,
ρ =
2
pi
arcsin(r) et τ =
6
pi
arcsin
(r
2
)
.
D'autres mesures de dépendance importantes sont les mesures de dépendance
de queue (forte, au sens détaillé dans [10]). Posons
λ(u) =
{
Pr[X1 ≤ F−11 (u)|X2 ≤ F−12 (u)] si u ∈ (0, 1/2)
Pr[X1 > F
−1
1 (u)|X2 > F−12 (u)] si u ∈ (1/2, 1),
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que l'on peut réécrire sous la forme
λ(u) =
{
Pr[U1 ≤ u|U2 ≤ u] si u ∈ (0, 1/2)
Pr[U1 > u|U2 > u] si u ∈ (1/2, 1),
ou encore, en utlisant seulement la copule (et la copule duale associée)
λ(u) =

C(u, u)
u
si u ∈ (0, 1/2)
C?(1− u, 1− u)
1− u =
1− 2u+ C(u, u)
1− u si u ∈ (1/2, 1).
L'estimateur empirique cette fonction est ici
λ̂(u) =

1
nu
n∑
i=1
1[U1,i ≤ u|U2,i ≤ u] si u ∈ (0, 1/2)
1
n(1− u)
n∑
i=1
1[U1,i > u|U2,i > u] si u ∈ (1/2, 1),
[24] introduit deux mesures de dépendance de queue à partir de cette fonction-
nelle, dans la queue inférieure et la queue supérieure
λL = lim
u→0
λ(u) et λU = lim
u→1
λ(u)
si les limites existent. Si ces limites sont non-nulles, on parlera alors de dépen-
dance de queue. Pour les copules elliptiques, ces deux quantités sont égales.
Pour la copule Gaussienne, λL = λU = 0 alors que pour la copule de Student, de
paramètres r et ν,
λL = λU = 2Tν+1
(
−
√
(1− r)(ν + 1)
1 + r
)
.
La Figure 6 permet de visualiser l'évolution de λ(u) pour les trois couples con-
struits à partir des résidus normalisés des trois séries de rendements.
4 Modèle de corrélation dynamique
Dans la section précédante, nous avons présenté des mesures de corrélation,
comme la corrélation de Pearson, r, le ρ de Spearman et le τ de Kendall. On
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Figure 6: Evolution des mesures de dépendance de queue u 7→ λi,j(u) pour les
couples (εi,t, εj,t), avec l'estimateur non-paramétrique, ainsi que deux fonctions
λ(·) obtenues sur des familles de copules paramétriques, −− − la copule Gaussi-
enne et  la copule de Student.
peut toutefois imaginer ici que ces mesures varient dans le temps. Sur la Figure
7, on peut ainsi visualiser ces trois mesures, estimées à la date t sur les données
{Xt−h, Xt−h+1, · · · , Xt+h−1, Xt+h}. Si globalement, une hypothèse de stabilité
pourrait être acceptée, on notera la présente de pics de corrélations signiﬁcatifs,
entre certaines séries.
4.1 Corrélation dynamique et modèles DCC
Pour rappel, la corrélation conditionnelle est obtenue à partir de matrice de
variance conditionnelle par la relation Rt = Σ˜
−1/2
t ΣtΣ˜
−1/2
t , avec Σ˜t = diag(Σt).
Aﬁn de simpliﬁer les calculs, on va travailler sur les résidus standardisés, de telle
sorte que Rt est alors la matrice de variance de εt.
Soit Ri,j,t la corrélation conditionnelle,
Ri,j,t = cor(εi,t, εj,t|Ft−1) = E[εi,tεj,t|Ft−1]
puisque E[εi,t|Ft−1] = 0 et V [εi,t|Ft−1] = 1 (et aussi pour j).
[17] avait proposé un modèle de série temporelle pour (Rt), en notant qu'il
était plus facile de manipuler des matrices de corrélations que des matrices de
variances. Dans ce modèle, on suppose que
Rt = Q˜
−1/2
t QtQ˜
−1/2
t
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Figure 7: Évolution de (ri,j,t) (en haut) (ρi,j,t) (au milieu) et (τi,j,t) (en bas)
glissantes (estimées sur une période d'un an) pour les trois paires de séries de
rendements, avec un intervalle de conﬁance à 90% obtenu par bootstrap.
où Qt vériﬁe
Qt = [1− α− β]Q+ αQt−1 + βεt−1εTt−1,
où Q est la matrice de variance non-conditionnelle de (ηt), et où les coeﬃcients
α et β sont positifs, et vériﬁent α + β ∈ (0, 1). Par construction, les matrices
Qt sont déﬁnies positives. [45] propose un modèle proche, mais qui modélise la
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Table 3: Estimation des modèles de corrélation dynamique, avec des résidus
suivant une loi de Student t.
Engle Tse & Tsui
α 0.92231 *** 0.92216 ***
β 0.02541 *** 0.02756 ***
corrélation, avec une relation de la forme
Rt = [1− α− β]R+ αRt−1 + βψt−1,
où R est la matrice de corrélation non-conditionnelle de (εt), et où les coeﬃcients
α et β sont positifs, et vériﬁent α + β ∈ (0, 1), et où ψt−1 est ume matrice de
corrélation locale, à la date t−1. En pratique, on prendra la matrice de corrélation
empirique des ε̂tm , · · · , ε̂t1 où m est un paramètre de lissage prédéﬁni.
Comme on peut le voir sur ces écriture, la diﬀérence entre ces deux modèles
est principalement sur l'utilisation d'une information locale, à la date t − 1. Et
le premier modèle nécessite une renormalisation à chaque date. En eﬀet, en
dimension d = 2 on aurait, pour le modèle de [17],
Rt =
(1− α− β)Q+ αQ12,t−1 + βε1,tε2,t√
(1− α− β) + αQ11,t−1 + βε21,t−1
√
(1− α− β) + αQ22,t−1 + βε22,t−1
alors que pour le modèle de [45]
Rt = (1− α− β)R + αRt−1 + β
∑m
i=1 η1,t−iη2,t−i√∑m
i=1 η
2
1,t−i
√∑m
i=1 η
2
2,t−i
Les estimations des deux modèles sont donnés dans la Table 3. Sur les rendements
des prix du pétrole, on obtient les séries (Ri,j,t) de la Figure 8.
On notera ici que [6] avait initiallement suggéré un modèle de variance dy-
namique à variance constante, avec Σt = Σ˜
1/2
t RΣ˜
1/2
t (modèle dit CCC). Cette
idée sera reprise dans la section suivante, quand nous considèrerons des modèles
de copules invariantes dans le temps.
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Figure 8: Évolution de (Ri,j,t) pour les trois paires de séries de rendements, avec
le modèle de corrélation dynamique de Engle en haut et le modèle de Tse & Tsui
en bas.
4.2 Lissage par moyenne mobile à poids exponentiel (EWMA)
Dans un modèle univarié, il est classique de calculer la volatilité en prenant une
moyenne pondérée, glissante, avec des poids qui décroissent exponentiellement
vite. Ce lissage peut s'écrire en posant
σ2t = (1− λ)[rt−1 − µt−1]2 + λσ2t−1,
où λ ∈ [0, 1). Pour rappel, on parle de poids exponentiels car
σ2t = [1− λ]
n∑
i=1
λiσ2t−i + λ
nσ2t−n︸ ︷︷ ︸ = [1− λ]
∞∑
i=1
λiσ2t−i,
le terme souligné devenant négligeable si n est grand. Les poids décroissent alors
exponentiellement vite, avec les retards. On notera ici une similarité forte entre
le lissage exponentiel et l'écriture GARCH(1,1).
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L'extention naturelle en dimension supérieure serait ici
Σt = (1− λ)(rt−1 − µt−1)(rt−1 − µt−1)T + ΛΣt−1, (1)
de telle sorte que
Σi,j,t = (1− λ)[ri,t−1 − µi,t−1][rj,t−1 − µj,t−1] + λΣi,j,t−1
avec l'écriture que nous avions en dimension 1 pour les termes diagonaux, mais
aussi un modèle similaire pour les termes de covariances. On notera que dans
ce modèle, le coeﬃcient λ est le même dans tous les cas. Ce modèle avait été
proposé par [31]. En reprenant l'écriture sous la forme d'une moyenne pondérée,
on peut écrire la formule utilisée par [4]
Σi,j,t ≈ [1− λ]
t∑
k=1
λi[ri,t−k − µi,t−k][rj,t−k − µj,t−k]
En fait, ici, on a
Σt = [1− λ]
t∑
k=1
λk(rt−k − µt−k)(rt−k − µt−k)T + ΛtΣ0.
Cette dernière expression permet de noter que Σt est une matrice déﬁnie positive
dès lors que Σ0 est une matrice de variance. Un modèle un peu plus général
serait ici
Σt = (1−Λ1)(rt−1 − µt)(rt−1 − µt)T(1−Λ1)T + Λ1Σt−1ΛT1 ,
avec µt = (1−λ2)rt−1+λ2µt−1, où Λ1 est une matrice diagonale, Λ1 = diag(λ1),
et λ2 un vecteur de Rd.
Sur les rendements des prix du pétrole, pour λ = 0, 96 dans le modèle décrit
par l'équation 1 on obtient les séries (Σi,i,t) de la Figure 9. Une autre valuer
typiquement utilisée en pratique est λ = 0, 94 pour les rendements journaliers.
À partir de ces matrices de variance Σt, il est possible d'extraire les matrices
de corrélation Rt, à l'aide de la relation Rt = Σ˜
−1/2
t ΣtΣ˜
−1/2
t . La Figure 10
présente l'évolution des trois corrélations pour les paires de rendements de prix
de pétrole.
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Figure 9: Évolution de (Σi,i,t) pour les trois séries de rendements avec un modèle
EWMA multivarié.
Figure 10: Évolution de (Ri,j,t) pour les trois paires de rendements.
4.3 Test d'hétéroscédasticité
Le modèle sera dit hétéroscédastique si la matrice de variance Σt dépend du
temps. Rappelons que notre modèle GARCH s'écrivait Y t = H
1/2
t εt. Sous
hypothèse d'homoscédasticité, considérons la série standardisée (univariée) et =
Y Tt ΣY t−d, comme suggéré dans [29]. On peut utiliser le test de Ljung-Box, sur
(et): sous l'hypothèse où Y t est conditionnellement homoscédastique, la statis-
tique de test
Qm =
1
T (T + 2)
m∑
i=1
r̂2i
T − i
où r̂i est l'autocorrélation empirique entre êt et êt−i, suit asymptotiquement une
loi χ2(m).
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5 Modèle de copules à dépendance statique
Dans un premier temps, il est possible de considérer des modèles de type ARMA-
GARCH pour les séries individuelles, aﬁn de modéliser E(Yi,t|Ft−1) et V (Yi,t|Ft−1),
et de supposer que la loi (conditionnelle) entre les résidus εt ne dépend pas de t.
Avec les notations précédantes, la loi jointe de εt est alors de paramètre θ. Dans
la prochaine section, la loi de εt conditionnelle à Ft−1 est alors de paramètre θt.
L'estimation de θ se fait classiquement par maximum de vraisemblance,
θ̂T = argmax{logLT (θ)}
avec
logLT (θ) =
T∑
t=1
log[ft(Y t|Ft−1,θ)]
et
log[ft(Y t|Ft−1,θ)] =
d∑
i=1
log[fi,t(Yi,t|Ft−1,α)]
+ log[c(F1,t(Y1,t|Ft−1,α), . . . , Fd,t(Yd,t|Ft−1,α)|Ft−1,β)]
Sous des conditions de régularité (mentionnées dans [7] ou [46]), on a des résultats
classiques de convergence, de la forme
√
T
(
θ̂T − θ
) L→ N (0,Σθ) lorsque T →∞,
où un estimateur de la variance asymptotique est
Σ̂θ =
(
1
T
T∑
t=1
ŝtŝ
T
t
)−1(
1
T
T∑
t=1
Ĥ t
)(
1
T
T∑
t=1
ŝtŝ
T
t
)−1
,
avec
ŝt =
∂
∂θ
log[ft(Y t|Ft−1, θ̂T )] et Ĥ t = ∂
2
∂θ∂θT
log[ft(Y t|Ft−1, θ̂T )]
Sous des conditions usuelles, Σ̂θ converge - en probabilité - vers la vraie matrice
de variance-covariance.
Comme suggéré dans [24], on peut aussi envisager une estimation en deux
étapes: on estime les marges (α) et ensuite le paramètre de la copule (β),
α̂T = argmax
{
d∑
i=1
log[fi,t(Yi,t|Ft−1,α)]
}
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β̂T = argmax
{
T∑
t=1
log[c(F1,t(Y1,t|Ft−1, α̂T ), . . . , Fd,t(Yd,t|Ft−1, α̂T )|Ft−1,β)]
}
Sous des conditions de régularité (mentionnées dans [7] ou [46]), on a les mêmes
résultats de convergence, de la forme
√
T
(
θ˜T − θ
) L→ N (0,Σθ) lorsque T →∞,
où un estimateur de la variance asymptotique peut être dérivé des équations
précédantes, [36].
[12] ont suggéré d'adapter une méthode semi-paramétrique, ou des estima-
teurs non-paramétriques des lois marginales sont utilisés, et on garde un modèle
paramétrique pour la copule,
β̂T = argmax
{
T∑
t=1
log[c(Û1,t, . . . , Ûd,t|β)]
}
où Ûi,t = F̂i(εi,t) avec
F̂i(ε) =
1
T + 1
T∑
t=1
1(ε̂i,t ≤ ε) et εi,t = Yi,t − µi(Zt−1, α̂i)
σi(Zt−1, α̂i)
Là encore, sous des conditions de régularité détaillés dans [12], on a des propriétés
standard de convergence asymptotique,
√
T
(
β̂T − β
) L→ N (0,Σβ) lorsque T →∞.
Dans le cas des copules Gaussienne, l'estimateur du maximum de vraisem-
blance pour la matrice de corrélation R est
R̂ = Σ˜
−1/2
Σ̂Σ˜
−1/2
où Σ̂ =
1
n
n∑
i=1
Φ−1(U i)TΦ−1(U i).
En fait, la matrice Σ̂ est presque une matrice de corrélation : il s'agit de la matrice
de variance d'un vecteur Gaussien dont les variances sont presque unitaire. La
transformation ci-dessus permet de s'assurer que la matrice R̂ contient des 1 sur
la diagonale. Dans le cas de la copule de Student, lorsque ν est connu, l'estimateur
du maximum de vraisemblance est la limite de la suite R̂m
R̂m =
ν + 2
ν
1
n
n∑
i=1
T−1ν (U i)
TT−1ν (U i)
T−1ν (U i)
TR̂
−1
m−1T
−1
ν (U i).
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Table 4: Estimation de 3 modèles univariés ARMA(2,1)-GARCH(1,1) pour les
prix du pétrole, à résidus Student.
Série Brent Dubaï Maya
µ0 0.450 . 0.586 ** 0.597 *
φ1 -0.475 ** -0.555 *** -0.427 ***
φ1 0.127 * - -
θ1 0.727 *** 0.814 *** 0.713 ***
ω 0.889 * 0.687 * 1.108 *
α 0.063 ** 0.084 *** 0.098 ***
β 0.893 *** 0.872 *** 0.860 ***
ν 10.000 *** 9.063 ** 9.449 **
Une autre solution consiste à utiliser comme estimateur
R̂i,j = sin
(pi
2
τ̂(Xi, Xj)
)
ou R̂i,j = 2 sin
(pi
6
ρ̂(Xi, Xj)
)
,
mais les matrices obtenues ne sont pas toujours déﬁnies positives (mais la correc-
tion proposée dans [40] peut être utilisée).
Commençons par modéliser les séries indépendament, avec des processus ARMA-
GARCH avec un bruit εi,t suivant une loi de Student. La ﬁgure 12 montre les
courbes de niveau de la densité jointe, et la ﬁgure 13 l'estimation de la densité
de la copule, avec un estimateur nonparamétrique2 et les densités de copules
Gaussienne et de Student.
6 Copules dynamiques
De la même manière que nous avions proposé des mesures de dépendance variant
avec le temps, on peut imaginer que la copule change avec le temps. Dans un
cadre paramétrique, on supposera que le paramètre de la copule varie avec le
temps.
2Obtenu par transformation probit des marges, comme détaillé dans [11].
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Figure 11: Distribution des résidus εt des modèles ARMA(2,1)-GARCH(1,1)
pour les séries Brent, Dubaï et Maya, estimation nonparamétrique (à noyau),
−−− densité Gaussienne,  densité de Student.
Figure 12: Courbes de niveau des densités jointes des couples de résidus εt des
modèles ARMA(2,1)-GARCH(1,1) pour les séries Brent, Dubaï et Maya
6.1 Modèles dynamiques
En s'inspirant du modèle de corrélation dynamique présenté dans la section 4, on
peut imaginer la dynamique suivante pour la matrice de covariance Σt,
Σt = Q˜
−1/2
t QtQ˜
−1/2
t
où α, β ∈ (0, 1) avec α + β ∈ (0, 1)
Qt = [1− α− β]Q+ αZt−1ZTt−1 + βQt−1,
avec Zt = (Z1,t, · · · , Zd,t)T et Zi,t = F−1i (Ui,t) où Fi peut être une distribution
Student-asymmétrique. On notera alors Q la matrice de variance empirique du
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Figure 13: Densiés des copules des copules de résidus εt des modèles ARMA(2,1)-
GARCH(1,1) pour les séries Brent, Dubaï et Maya, avec un estimateur non-
paramétrique en haut, la densité de la copule Gaussienne au centre et de la
copule de Student en bas, dont les paramètres sont obtenus par maximum de
vraisemblance.
vecteur Zt et Q˜t = diag(Qt).
De manière plus générale, [36] suggère d'étendre cette dynamique au paramètre
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d'une copule bivariée
θt = H
(
ω + βθt−1 +
α
m
m−1∑
i=0
|U1,t−i − U2,t−i|
)
Dans le modèle introduit par [21], le paramètre (θt) est gouverné par un un
processus stochastique
θt = H(Zt) avec Zt = ω + βZt−1 + σηt
où ηt est un bruit blanc Gaussien de variance unitaire. Pour un estimateur local
de θt, [20] propose une version de log vraisemblance locale,
θ̂τ = argmax {logLτ (θ, h)} où logLt(θ, h) =
T∑
t=1
log f(U t,θ)Kh
(
t− τ
T
)
pour un noyau K et une fenêtre h. Sur les résidus obtenus à l'aide des modèles
ARMA(2,1)-GARCH(1,1) univariés, la Figure 14 montre l'évolution des trois
composantes de θt pour une copule Gaussienne en dimension 3.
Figure 14: Estimateurs θ̂ et θ̂t pour les copules Gaussiennes sur les résidus εt des
modèles ARMA(2,1)-GARCH(1,1) pour les séries Brent, Dubaï et Maya, −−−
θ̂,  et  θ̂t avec des fenêtres h diﬀérentes.
6.2 Tests de variation temporelle
Un test usuel, introduit par [1] consister à comparer les corrélations sur des
intervalles temporels disjoints, et de calculer le maximum de la diﬀérence,
Bsup = max
τ∈[t,t]
{|ρ̂−τ − ρ̂+τ |}
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avec 1 ≤ t ≤ t ≤ T (classiquement t = 0.15× T et t = 0.85× T ) et
ρ̂−τ =
12
τ
τ∑
t=1
U1,tU2,t − 3 et ρ̂+τ =
12
T − τ
T∑
t=τ+1
U1,tU2,t − 3
La valeur critique de cette statistique de test est obtenue par boostrap i.i.d. des
données.
On peut également utiliser un test adapté du test ARCH-LM de [14], où on
va tester la présence d'autocorrélation. Faisons la régression
U1,tU2,t = α0 +
p∑
i=1
αiU1,t−iU2,t−i + εt
Sous l'hypothèse de stabilité de la copule, on veut alors testerH0 : α = (α1, · · · , αp)T =
0. En faisant une régression par moindre carrés ordinaires, on utilise une statis-
tique de test de type rapport de vraisemblance,
Ap = α̂
TV [α̂]−1α̂
Là encore, les valeurs critiques sont obtenues par bootstrap i.i.d. des données.
7 Prévision
Quel que soit le modèle retenu, à cause du caractère nonlinéaire du processus
de corrélation conditionnelle dynamique, il est délicat d'obtenir une prévision à
horizon h. Dans certains, il est possible d'obtenir des formules approchées pour
E[Rt+h|Ft] qui peuvent sétendre pour E[θt+h|Ft]. À partir de ces prévisions,
on a généralement procéder ensuite par simulations pour prévoir E[Y t+h|Ft], ou
plus généralement E[ψ(Y t+h)|Ft] pour une fonctionnelle ψ : Rd → R.
7.1 Prévision de Rt+h et de θt+h
En utilisant la méthode de [16], on peut obtenir des prévisions conditionnelles
de la matrice de corrélation E[Rt+h|Ft]. La Figure 15, on peut visualiser h 7→
E[Rt+h|Ft] pour les corrélations entre les rendements des prix du pétrole, à partir
d'un modèle de corrélation dynamique de type [17]. En utilisant les notations de
[16], posons
Qt+h = (1− α− β)Q+ αE[Zt+h−1ZTt+h−1|Ft] + βQt+h−1
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où E[Zt+h−1ZTt+h−1|Ft] = Rt+h−1 et Rt+h = Q˜−1/2t+h Qt+hQ˜−1/2t+h . Un approximation
possible consiste à noter que
tR̂t+h = E[Rt+h|Ft] ≈
n−2∑
i=0
(1− α− β)Q(α + β)i + (α + β)n−1Rt.
Figure 15: Évolution de E[Rt+h|Ft] pour un modèle DCC de Engle.
Comme suggéré par [36], on peut utiliser une approximation semblable pour
calculer tθ̂t+h = E[θt+h|Ft] pour un modèle de copule paramétrique dont le
paramètre varie dans le temps. Mais dans le cas des modèles de copules, il
est souvent délicat d'obtenir une formule explicite E[ψ(Y t+h)|Ft] pour une fonc-
tionnelle ψ : Rd → R, ou plus généralement une mesure de risque conditionnelle,
comme un quantile. La solution est alors de simuler la copule de paramètre tθ̂t+h.
7.2 Simulation de copules
Pour simuler suivant une copule Gaussien ou de Student, de matrice de corrélation
R, l'algorithme est relativement simple. Pour cela, notons L la matrice obtenue
par la décomposition de Cholesky de R, au sens où L est la matrice triangulaire
inférieure telle que LLT = R. Dans le cas de la copule Gaussienne
1. simuler Z dont les composantes Zi ∼ N (0, 1) sont indépendantes
2. poser et renvoyer U = Φ(LZ)
et dans le cas de la copule de Student
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1. simuler Z dont les composantes Zi ∼ N (0, 1) sont indépendantes
2. simuler (indépendamment) W ∼ χ2(ν)
3. poser et renvoyer U = Tν(
√
νW−1LZ)
Pour simuler un processus ARMA-GARCH avec des marges F et une copule C,
dynamique, l'agorithme est relativement simple. La première étape, pour simuler
Y T+1,
1. générer θT+1 = (αT+1,βT+1)
T à partir de FT
2. générer UT+1 suivant CβT+1
3. poser εT+1 = F−1α (UT+1)
4. générer Y T+1 à partir de Y T (voire de retards antérieurs) et εT+1,
puis on itère, en générant θT+2 à partir de FT+1, etc.
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