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Abstract In this study, a numerical analysis of the melting process with natural convection in an inclined
cavity has been performed using the enthalpy-based lattice Boltzmann method. The D2Q9 and D2Q5
models were applied to determine the density and velocity fields, and the temperature field, respectively.
The study was carried out for Stefan number of 10, Rayleigh number ranging from 104 to 106, and
inclination angle ranging from −30° to +30°. The predicted results indicate that an increase in Rayleigh
number leads to intensifying the melting rate at each inclination angle. In addition, when the cavity is
inclined counterclockwise, the effect of natural convection becomesmore dominant, while, if it is inclined
clockwise, the conduction regime endures longer.
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY license.1. Introduction
Heat transfer phenomena associated with a solid–liquid
phase change play a fundamental role in many technologi-
cal applications, such as the metallurgy of metals and alloys,
welding, and thermal energy storage systems. The important
challenge with the numerical modeling of solid–liquid phase
change problems is accurately determining the position of
the solid–liquid interface. The solid–liquid phase change is
represented by a melting front, accompanied by latent heat ab-
sorption (melting) or latent heat release (solidification). Addi-
tionally, the natural convection, which has a key importance in
controlling heat transfer, significantly obscures the understand-
ing of the problem. For solving this difficulty,many complex nu-
merical schemes have been reported in the literature. Bertrand
et al. [1] utilized the front-tracking method for an easy prob-
lem, wheremelting is derived by natural convection in themelt
zone. The model under investigation was a 2D square cavity,
primarily filled with material at an identical temperature. The
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doi:10.1016/j.scient.2012.06.014main cause of this selection was due to the better adaption of
front-tracking for fusion of a pure substance. However, they
added that front-trackingmethodswould confront failure in the
simulation of situations where the surface of the phase transi-
tion has a microscopic scale. The level set method is a different
method dealing with the sharp solid–liquid interface straight-
forwardly, and avoiding asymptotic examination and high com-
putational cost. To explicitly track the interface growth, Tan and
Zabaras [2] implemented a front tracking approach based on the
level set method. The adaptive grid method is another means
that has been successfully examined for simulation of viscous
and inviscid flows by Jin and Xu [3]. They understood that for
unsteady viscous flow computation, the employment of adap-
tive mesh is an obvious improvement in terms of accuracy and
efficiency in comparison to methods with static mesh points.
Boettinger et al. [4] employed the phase-field method for the
modeling of solidification. This approach applies an additional
phase-field variable, which is a function of time and position,
to represents the exact location of solid and liquid nodes. The
position of the solid–liquid interface is acquired from calcula-
tion of an added variable at locations where its value is 0.5. As a
result, boundary conditions at the solid–liquid interface are not
needed in phase-field computations. It is customarily common
to use only one value for the variable identifying the phases; 0
for solid nodes and1 for fluid nodes. But, by defining the average
value of this variable in each cell, we could represent the frac-
tional volume of fluid in each cell. So, the cells with values be-
tween 0 and 1 then include a free surface. Accordingly, Hirt and
evier B.V. Open access under CC BY license.
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C Streaming speed (ms−1)
ci Discrete lattice velocity in direction i
cp Heat capacity (Jkg−1K−1)
cs Speed of sound in Lattice scale
En Enthalpy (J)
Ens Enthalpy of the solid phase (J)
Enl Enthalpy of the liquid phase (J)
fl Liquid fraction
f eqk Equilibrium distribution for velocity field
Fo Fourier number (αt/l2)
g Acceleration due to gravity force (ms−2)
geqk Equilibrium distribution for temperature field
Subscripts
ref Reference
i Direction
s Solid
l Liquid
Superscripts
∗ Dimensionless symbol
H Height of cavity (m)
l Appropriate length scale (m)
Lf Latent heat of phase change
Nu Average Nusselt number (Nu =  H0 ∂ T∗∂ x∗ x=0dy)
Pr Prandtl number (ν/α)
Ra Rayleigh number (gβ∆Tl3/αν)
Ste Stefan number (cp (T1 − T0)/Lf )
T0 The initial temperature (K)
T1 The temperature of left wall (K)
Tm The melting temperature (K)
ωi Equilibrium distribution weight
ωTi The associated weight for temperature field
Greek symbols
β Thermal expansion coefficient (K−1)
ρ Density (kgm−3)
τ Lattice relaxation time
φ Inclination angle
Θ Dimensionless time (θ = Fo× Ste)
α Thermal diffusivity (m2s−1)
N Kinetic viscosity of the fluid (m2s−1)
∆x Lattice space
∆t Lattice time step.
Nichols [5] used the fractional Volume Of Fluid (VOF) method,
which has been proved to be simple and efficient when dealing
with complicated free boundaries.
Several pioneering experimental [6–8], theoretical [9,10]
and numerical [11–13] investigations were devoted to the
modeling of the melting process with natural convection in a
rectangular cavity.
Recently, the Lattice Boltzmann Method (LBM) has been
developed into an attractive numerical scheme for solving
various fluid dynamics phenomena, such as Rayleigh–Bénard
convection flows [14,15], solidification/melting [16,17], nano-
fluids [18], rectangular channels [19], buoyant bubble mo-
tion [20] and so on [21,22]. Unlike conventional ComputationalFigure 1: A schematic diagram of the physical model under consideration.
Fluid Dynamics (CFD) methods, based on the discretization
of macroscopic continuum equations, the LB method is based
on microscopic models and mesoscopic kinetic equations in
which the combined behavior of the particles is applied to sim-
ulate the physical mechanism of the systems. The following
improvements can be found in utilization of LBMs: (1) ability
to handle interfacial dynamics and intricate moving geome-
tries due to their kinetic nature; (2) a comparably straightfor-
ward explicit algorithm on uniform grids; (3) easy computer
implementation with fast computational speed, and so on. The
existing LBMs for solving solid–liquid phase change problems
can be categorized into two groups: the phase-field method,
based on Ginzburg–Landau’s theory [23–26], and the enthalpy-
based method [12,27].
The objective of this study is to examine themelting process
in an inclined cavity with an isothermally heated wall using
LBM. In order to validate our results, the temperature and liquid
fractions are solved based on the work of Huber et al. [28].
In addition, simulations were carried out to particularly
demonstrate the influence of Rayleigh number and inclination
angle on the temperature distribution within both phases and
the flow patterns.
2. Mathematical description and governing equations
The representative schematic of the problem is shown in
Figure 1. It consists of a square cavity which is filled with a
solid material and kept at a uniform temperature of T0. In this
case, because the sub-cooling case is neglected, T0 is equal
to the melting temperature. The left wall is maintained at a
temperature of T1(T1 > T0), while other walls are adiabatic.
The inclination angles of the cavity are assumed to be
−30°,−15°, 0°, 15° and 30°.
Let us consider a two-dimensional set of equations for nat-
ural convection with phase change. Based on the assumptions
that the liquid phase is regarded as an incompressible fluid,
the Boussinesq approximation is adapted for numerical com-
putation, the properties of solid and liquid phases are constant,
no volumetric change is occurred as the phase change takes
place, and the compression work done by the pressure and
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can then be derived as follows:
∇ · u = 0, (1)
∂ u
∂ t
+ u · (∇ u) = −∇p+ ν ∇2u− g β(T − T0), (2)
∂ T
∂ t
+ u · (∇ T ) = α∇2T − Lf
ρ cp
∂ Fl
∂ t
(3)
in which, p is the pressure and cp is the heat capacity.
The governing equations of the melting process with natural
convection can be expressed in the dimensionless form as
follows:
∇ · u∗ = 0, (4)
∂ u∗
∂ t∗
+ u∗ · (∇ u∗) = −∇p∗ + Pr ∇2u∗ − PrRaβ T ∗, (5)
∂ T ∗
∂ t∗
+ u∗ · (∇ T ∗) = ∇2T ∗ − 1
Ste
∂ Fl
∂ t∗
. (6)
The following dimensionless parameters are:
T ∗ = (T − T0)
(T1 − T0) , t
∗ = tα
l2
, x∗ = x
l
, y∗ = y
l
. (7)
l is the appropriate length scale of the system and is equivalent
to the height of the cavity.
3. Lattice Boltzmann method
The lattice Boltzmann method provides a mesoscopic
description of the transport properties of physical systems. It is
a powerful technique for the computationalmodelling of awide
variety of complex fluid flow problems, including single and
multiphase flow in complex geometries. The Lattice Boltzmann
Equation (LBE) is a minimal form of the Boltzmann kinetic
equation and is a simple evolution equation for a discrete
velocity distribution function, f (x, c, t), which represents the
probability of finding a particle at the lattice position, x, and
time, t , moving with the speed of ci. According to the theory of
the lattice Boltzmannmethod, it consists of two steps: collision
and streaming. In the collision step, the Particle Distribution
Functions (PDFs) for each direction are relaxed toward quasi-
equilibrium distributions. Afterward, at the streaming step,
the particles move to the neighbouring points according to
their (discrete) velocity. Therefore, the PDF alternates between
particle streaming and collision.
3.1. LB equation for the velocity field
The first point of the LBM is the kinetic equation for PDF
along the ith direction, fi(x, t):
fi (x+ ci∆ t, t +∆ t)− fi (x, t) = Ωi (f (x, t)) . (8)
Here, Ωi is the linearized collision operator, which represents
the local change in particle distribution due to the collision
between particles. In the LBM development, an important
simplification is to approximate the collision operator with
the, so called Bhatangar–Gross–Krook (BGK) single relaxation
time approximation [29]. The lattice BGK equation can then be
written as:
fi (x+ ci∆ t, t +∆ t)− fi (x, t)
= − fi(x, t)− f
eq
i (x, t)
τ
+ Fi, (9)Figure 2: 2-D nine-velocity models.
where f eqi is the equilibrium particle distribution function
approximated by a polynomial of macroscopic properties and
is derived from conservation laws, and τ is the rate at which
the distribution function, fi, relaxes to f
eq
i . Fi is the body
force that donates the buoyancy force vector. In order to
formulate buoyancy force in the natural convection problem,
the Boussinesq approximation was applied and radiation heat
transfer was neglected. Thus, the force term in Eq. (9) can be
described as follows:
Fi = −gβ (T (x, t)− Tm), (10)
where Tm is the melting temperature and T (x, t) is the
temperature of the liquid phase. The equilibrium function for
the density distribution function for the D2Q9 model is given
by He et al. [30]:
f eqi = ωi ρ

1+ 3
c2
ci · u+ 92c4 (ci · u)
2 − 3
2c2
u · u

, (11)
where u and ρ are the macroscopic velocity and density,
respectively, and ωi are the weights to the velocity space
discretization, which are represented as:
ωi =
4/9 i = 0
1/9 i = 1, 2, 3, 4
1/36 i = 5, 6, 7, 8.
(12)
In the present work, the velocity vector of particles for D2Q9
topology (see Figure 2) is defined by:
ci =

(0, 0) i = 0
(cos[(i− 1)π/2], sin[(i− 1)π/2])c
i = 1, 2, 3, 4√
2(cos[(2(i− 5)+ 1)π/4],
sin[(2(i− 5)+ 1)π/4])c i = 5, 6, 7, 8.
(13)
In the above, c = ∆x/∆t is the particle streaming speed on the
lattice taken as c = 1 in most cases. ∆x and ∆t indicate the
constant lattice space and the time step, respectively.
The basic hydrodynamic quantities, such as density and
velocity, can be readily computed from the density distribution
functions according to:
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
i
fi(x, t), (14)
ρu =

i
cifi(x, t). (15)
The Chapman–Enskog expansion has already been used to
obtain the macroscopic equation, such as the case for viscosity.
The kinetic viscosity,which is amajor parameter in viscous fluid
dynamics, can be obtained by Eq. (16). Also, detailed derivation
can be found in the work of Hou et al. [31].
ν = (τν − 0.5)c2s∆t. (16)
The speed of sound, cs, is a lattice-dependent quantity, which
has the value of 1/
√
3 for the D2Q9 model. The positivity of
the viscosity requires that the non-dimensional relaxation time
must constantly be larger than 0.5.
3.2. LB equation for the temperature field
In general, different LB methods exist for treating heat
transfer in a plain medium. In the present study, we select a
Multi-Distribution Function (MDF) approach [32,33] to model
melting with natural convection. The corresponding evolution
equation of the temperature distribution function is also
described by a BGK dynamic, and is defined as:
gi(x+ ci∆t, t +∆t)− gi(x, t)
= − 1
τT
(gi(x, t)− geqi (x, t)), (17)
where gi is the temperature distribution function and τT is
non-dimensional relaxation time for the temperature field. The
equilibrium temperature distribution function can be given by:
geqi = TωTi

1+ 1
c2s
(vi · u)

, (18)
where vi and ωTi are the lattice velocities and weight numbers,
and u is the macroscopic fluid flow velocity. In this paper, the
D2Q5model for the evolution of gi is employed. In this topology,
the discrete velocity directions are:
vi =

(0, 0) i = 0
(cos[(i− 1)π/2], sin[(i− 1)π/2])
i = 1, 2, 3, 4.
(19)
The associated weights, ωTi are ω
T
0 = 13 , ωTi = 16 for i =
1, 2, 3, 4. The fluid temperature, which is the relevant macro-
scopic variable, can be evaluated from:
T =
4
i=0
gi. (20)
Through Chapman–Enskog expansion, the energy equation can
be exactly recovered from the lattice Boltzmann equation.
The thermal diffusivity is related to its dimensionless thermal
relaxation time by Eq. (21):
α = c
2
6
(2τT −∆t) . (21)
3.3. Phase change treatment with LBM
Asmentioned above, there are twodifferent LBMs for solving
solid–liquid phase change problems. A review of phase changeformulation demonstrates that the most common procedure
observed in the solution of solid–liquid phase change problems
has been utilization of the enthalpy-based method. The benefit
of employing the enthalpy method is that it removes the
requirement of satisfying conditions at the phase change front.
Hence, we apply a slightly altered version of the melting
schemeof Jiaung et al. [27],which is an iterative enthalpy-based
method, to solve both the temperature and liquid fraction. The
total enthalpy is split into sensible and latent heat components
in the vicinity of the solid–liquid interface for phase-change
problems. The total enthalpies at time step n and iteration k are
evaluated according to Eq. (22) as:
Enn,k = cpT n,k + Lf f n,k−1l . (22)
The liquid fractions at the current iteration level are assumed
to be:
f n,kl =

0 if Enn,k < Ens
Enn,k − Ens
Enl − Ens if Ens ≤ En
n,k ≤ Enl
1 if Enn,k > Enl.
(23)
Then the temperature distribution functions are obtained by:
gn,ki (x+ ci∆t, t +∆t) = gi(x, t)−
1
τT
(gi(x, t)− geqi (x, t))
−ωi Lfcp (f
n,k
l − f n−1l ). (24)
3.4. Implementation of boundary condition
The most often used type of boundary condition in LBM is
the bounce-back boundary scheme, which was first proposed
by Ladd [34,35]. This scheme has been usually used to obtain
no-slip velocity conditions. The so-called bounce-back scheme
means that when a particle distribution streams to a stationary
wall node, the particle distribution reflects back to the original
node fluid, but with the direction rotated by π radians. As
shown in Figure 3, the entering distribution functions at i = 3, 6
and 7 directions are known because they stream from the nodes
inside the flow field, but the leaving distribution functions at i =
1, 5 and 8 directions are unknown, which can be determined
from known distribution functions, as follows:
f outi¯ = f ini . (25)
A thermal boundary condition for a doubled-distribution Ther-
mal Lattice Boltzmann Equation (TLBE) approach was proposed
and numerically demonstrated by Tang et al. [36]. Three kinds
of thermal boundary condition typically encountered in practi-
cal applicationswere implemented by Tang et al. [36,37]. In this
study, the temperature at the left wall is kept at T1 = 1 (i.e. pre-
scribed temperature). So, a Dirichlet boundary condition can be
imposed on this wall. To determine the only unknown distribu-
tion function for temperature, g1, Eq. (20) is invoked as:
g1 = 1− (g0 + g2 + g3 + g4). (26)
The remaining walls are adiabatic and require no heat
conduction in the normal direction. For instance, for the right
wall, the unknown distribution function, g3, is determined by:
g3,n = g3,n−1, (27)
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streaming step.
Figure 4: Representation of mesh independency.
where n−1 shows a lattice that is placed inside the cavity close
to the boundary nodes.Table 1: The validation of the current results in a square cavity.
umaxH
α
vmaxH
α
Num
Ra = 104
Vahl Davis [38] 16.187 19.617 2.243
Present work 15.71 20.15 2.2394
Ra = 105
Vahl Davis [38] 34.730 68.590 4.519
Present work 35.54 70.341 4.56
Ra = 106
Vahl Davis [38] 64.630 219.36 8.800
Present work 58.43 223.1 8.95
3.5. Mesh independency and code validation
Different grid sizes were selected and tested to ensure the
independency of the solution from the adopted grid size, based
on comparison of the melting fraction. As shown in Figure 4,
there was a large gap between the melt fractions for cases with
100×100, 150×150 and 200×200 grids, while themaximum
difference of the melt fraction between grid sizes of 200× 200
and 250 × 250 was reduced to 2%. Hence, an arrangement of
200× 200 grids was chosen for the present investigation.
A first validation was performed by comparing the results
for a simple natural convection problem with the well-known
benchmark solution of Vahl Davis [38]. The comparison is
fulfilled at three different Rayleigh numbers, 104, 105 and 106,
and its results are shown in Table 1. As can be seen from
Table 1, the accuracy of the present work in comparison with
the benchmark solution of Vahl Davis [38] is satisfying.
Figure 5(a) shows the average melt front position as a
function of dimensionless time, FoSte. The comparison between
our numerical results and the work of Huber et al. [28] is
quite good. Figure 5(b) illustrates the comparison of the average
Nusselt number at the left wall between the present study and
the work of Huber et al. [28] for Ra = 1.7 × 105, Pr = 1 and
Ste = 10. The present results agree well with the results of the
work of Huber et al. [28].
4. Numerical results and discussion
The dimensionless temperature contours at various time
instants for a Rayleigh number of 105 are shown in Figure 6.
At the beginning of melting, a pure heat conduction regime
dominates the region. Because of the absence of naturalFigure 5: Comparison of average melting front position (a) and Nusselt number (b) versus dimensionless time between the present study and the work of Huber
et al. [28] for Pr = 1 and Ste = 10.
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(a) θ = 0.1; (b) θ = 0.3; and (c) θ = 0.7.
convection, the interface between liquid and solid phases
moves vertically. As time progresses, the hot liquid rises
upwards and the cold fluid next to the solid is replaced. Thus,
a recirculating vortex is formed on the top half of the cavity
and natural convection becomes powerful, while conduction
heat transfer still dominates on the bottom half. As time
passes further, natural convection becomes more potent and,
subsequently, the melting rate increases on the top half of the
cavity, where the interface of the liquid and solid changed to
curvature. It should be mentioned that the melting rate slightly
decreases in the bottom half of the cavity, as the diffusion of
heat conduction diminishes due to increasing liquid thickness
and thermal resistance. This can be found from the existence of
cold solid next to the left wall in the bottom half of the cavity.
The effect of Rayleigh numbers on streamlines and temper-
ature contours at dimensionless times of 0.1 and 1 is shown in
Figure 7. It can be observed that, at θ = 0.1, there are insignif-
icant differences in temperature contours amongst cases with
different Rayleigh numbers because of the domination of pure
heat conduction. After θ = 0.1, the size of the recirculating
vortex becomes larger for cases with higher Rayleigh number,
where the buoyancy effect is more powerful and, therefore, the
melting rate increases extremely. At this time, thewhole solid is
melted for the case with a Rayleigh number of 106, while a con-
siderable amount of un-melted solid remains in the right half of
the cavity for a Rayleigh number of 104.
Figure 8 depicts the effect of the inclination angle of the
cavity, φ, on temperature contours in various dimensionless
time. It can be seen that inclination has a slight effect on
temperature contours for θ = 0.1. After θ = 0.1, the effect of
natural convection becomes stronger and the inclination of the
cavity has a sensitive effect on melting rate and temperature.
It is obvious that the power of buoyancy force increases when
the cavity is inclined counter clockwise, where hot liquid next
to the hot wall accelerates upwards and cold liquid next to
the un-melted solid is replaced rapidly. In this way, the rate of
melting intensifies and the interface between liquid and solid
changes to flat faster. When the cavity is inclined clockwise,
natural convection dwindles. It is due to the change in the
hot wall position that natural convection is decreased, and
conduction is the dominant in heat transfer. Changing the heat
transfer mechanism plays a main role in the melting rate. ThisFigure 7: Streamlines and temperature contours for different Rayleigh
numbers. (a) Ra = 104; (b) Ra = 105; and (c) Ra = 106 .
Figure 8: The dimensionless temperature contour for different inclination
angles, Ra = 105 . (a) θ = 0.5; (b) θ = 0.8; and (c) θ = 1.
behaviour can be seen in the high negative inclination angle at
low Rayleigh number.
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different inclination angles. (a) Ra = 104; (b) Ra = 105; and (c) Ra = 106 .
Figure 9 illustrates the evolutions of the average melting
front position at different inclination angles for different
Rayleigh numbers. It represents the liquid fraction versus
dimensionless time. Also, the slope of each graph indicates
the melting rate. It can be found that the melting rate is
the same before definite dimensionless time, depending on
Rayleigh numbers. As mentioned above, it is because of heat
conduction being dominant that it endures longer for lower
Rayleigh numbers. At Rayleigh numbers of 104, 105 and 106,
when the cavity is inclined from 0° to +30°, the value ofdimensionless time for full melting decreases to 11%, 16% and
28%, respectively. Conversely, when the cavity is inclined from
0° to −30°, dimensionless time is increased to 40%, 58% and
100% for Rayleigh numbers of 104, 105 and 106, respectively.
It is interesting that the variation of the melting rate with
inclination is further for high Rayleigh numbers, where natural
convection has an extreme effect on melting. On the other
hand, the effect of inclination on melting rate when the cavity
is inclined clockwise is more than when it is inclined counter
clockwise at each Rayleigh number. This is because of the
increase of thermal resistance through the thicker liquid, where
heat conduction has more effect.
5. Conclusion
The dependence of heat transfer and fluid flow behaviour on
the inclination angle and Rayleigh number has been examined
numerically in an inclined cavitywith aheated verticalwall. The
obtained results revealed that:
• The combination of D2Q5 and D2Q9 models is suitable
for predicting temperature and velocity fields in this
investigation.
• Unlike other methods that confront some difficulties in the
satisfaction of boundary conditions at the phase change
front, utilization of the enthalpy-based lattice Boltzmann
method is valuable for solving solid–liquid phase change
problems, because it eliminates this requirement.
• The melting rate changed sensitively when the cavity
inclined, thus, it decreased 100% for an inclination of −30°
and a Rayleigh number of 106.
• The effect of inclination angle on the melting rate dwindles
as the Rayleigh number decreases.
References
[1] Bertrand, O., Binet, B., Combeau, H., Couturier, S., Delannoy, Y., Gobin, D.,
Lacroix, M., Quere, P.L., Medale, M., Mencinger, J., Sadat, H. and Vieira, G.
‘‘Melting driven by natural convection a comparison exercise: first
results’’, Int. J. Therm. Sci., 38(1), pp. 5–26 (1999).
[2] Tan, L. and Zabaras, N. ‘‘A level set simulation of dendritic solidification
with combine features of front-tracking and fixed-domain methods’’, J.
Comput. Phys., 211(1), pp. 36–63 (2006).
[3] Jin, C. and Xu, K. ‘‘An adaptive grid method for two-dimensional viscous
flows’’, J. Comput. Phys., 218(1), pp. 68–81 (2006).
[4] Boettinger, W.J., Warren, J.A., Beckermann, C. and Karma, A. ‘‘Phase-field
simulation of solidification’’,Annu. Rev.Mater. Res., 32, pp. 163–194 (2002).
[5] Hirt, C.W. and Nichols, B.D. ‘‘Volume of fluid (VOF) method for the
dynamics of free boundaries’’, J. Comput. Phys., 39(1), pp. 201–225 (1981).
[6] Benard, C., Gobin, D. and Martinez, F. ‘‘Melting in rectangular enclo-
sures: experiments and numerical simulations’’, J. Heat Transf., 107(4),
pp. 794–803 (1985).
[7] Wolff, F. and Viskanta, R. ‘‘Melting of pure metal from a vertical wall’’, Exp.
Heat Transf., 1(1), pp. 17–30 (1987).
[8] Wang, Y., Amiri, A. and Vafai, K. ‘‘An experimental investigation of the
melting process in a rectangular enclosure’’, Int. J. HeatMass Transf., 42(19),
pp. 3659–3672 (1999).
[9] Jany, P. and Bejan, A. ‘‘Scaling theory of melting with natural convection in
an enclosure’’, Int. J. Heat Mass Transf., 31(6), pp. 1221–1235 (1988).
[10] Zhang, Z. and Bejan, A. ‘‘The problem of time-dependent natural
convection melting with conduction in the solid’’, Int. J. Heat Mass Transf.,
32(12), pp. 2447–2457 (1989).
[11] Usmani, A.S., Lewis, R.W. and Seetharamu, K.N. ‘‘Finite element modelling
of natural-convection-controlled change of phase’’, Int. J. Numer. Methods
Fluids, 14(9), pp. 1019–1036 (1992).
[12] Chatterjee, D. and Chakraborty, S. ‘‘An enthalpy-based lattice Boltzmann
model for diffusion dominated solid–liquid phase transformation’’, Phys.
Lett. A, 341(1–4), pp. 320–330 (2005).
[13] Javierre, E., Vuik, C., Vermolen, F.J. and van der Zwaag, S. ‘‘A comparison of
numerical models for one-dimensional Stefan problems’’, J. Comput. Appl.
Math., 192(2), pp. 445–459 (2006).
[14] Massaioli, F., Benzi, R. and Succi, S. ‘‘Exponential tails in two-dimensional
Rayleigh–Bénard convection’’, Europhys. Lett., 21(3), pp. 305–310 (1993).
M. Jourabian et al. / Scientia Iranica, Transactions B: Mechanical Engineering 19 (2012) 1066–1073 1073[15] Benzi, R., Tripiccione, R., Massaioli, F., Succi, S. and Ciliberto, S. ‘‘On
the scaling of the velocity and temperature structure functions in
Rayleigh–Bénard convection’’, Europhys. Lett., 25(5), pp. 341–346 (1994).
[16] Semma, E., Ganaoui, M.El. and Bennacer, R. ‘‘Lattice Boltzmannmethod for
melting/solidification problems’’, Comptes Rendus Mécanique, 335(5–6),
pp. 295–303 (2007).
[17] Semma, E., Ganaoui, M.El., Bennacer, R. and Mohamad, A.A. ‘‘Investigation
of flows in solidification by using the lattice Boltzmann method’’, Int. J.
Therm. Sci., 47(3), pp. 201–208 (2008).
[18] Nemati, H., Farhadi, M., Sedighi, K. and Darzi, A.A.R. ‘‘Lattice Boltzmann
simulation of nanofluid in lid-driven cavity’’, Int. Commun. Heat Mass
Transf., 37(10), pp. 1528–1534 (2010).
[19] Pirouz, M.M., Farhadi, M., Sedighi, K., Nemati, H. and Fattahi, E. ‘‘Lattice
Boltzmann simulation of conjugate heat transfer in a rectangular channel
with wall-mounted obstacles’’, Sci. Iranica, Trans. B: Mech. Eng., 18(2),
pp. 213–221 (2011).
[20] Mehravaran, M. and Hannani, S.K. ‘‘Simulation of buoyant bubble motion
in viscous flows employing lattice Boltzmann and level set methods’’, Sci.
Iranica, 18(2), pp. 231–240 (2011).
[21] Benzi, R., Succi, S. and Vergassola, M. ‘‘The lattice Boltzmann equation:
theory and applications’’, Phys. Rep., 222(3), pp. 145–197 (1992).
[22] Chen, S. andDoolen, G.D. ‘‘Lattice Boltzmannmethod for fluid flows’’,Annu.
Rev. Fluid Mech., 30, pp. 329–364 (1998).
[23] Miller, W., Succi, S. and Mansutti, D. ‘‘Lattice Boltzmann model for
anisotropic liquid–solid phase transition’’, Phys. Rev. Lett., 86(16),
pp. 3578–3581 (2001).
[24] Miller, W. and Succi, S. ‘‘A lattice Boltzmann model for anisotropic crystal
growth from melt’’, J. Stat. Phys., 107(1–2), pp. 173–186 (2002).
[25] Rasin, I., Miller, W. and Succi, S. ‘‘Phase-field lattice kinetic scheme for the
numerical simulation of dendritic growth’’, Phys. Rev. E, 72(6), pp. 1–10
(2005).
[26] Medvedev, D. and Kassner, K. ‘‘Lattice Boltzmann scheme for crystal
growth in external flows’’, Phys. Rev. E, 72(5), pp. 1–10 (2005).
[27] Jiaung, W.S., Ho, J.R. and Kuo, C.P. ‘‘Lattice-Boltzmann method for the heat
conduction problemwith phase change’’,Numer. Heat Transf.: Part B, 39(2),
pp. 167–187 (2001).
[28] Huber, C., Parmigiani, A., Chopard, B., Manga,M. and Bachmann, O. ‘‘Lattice
Boltzmann model for melting with natural convection’’, Int. J. Heat Fluid
Flow, 29(5), pp. 1469–1480 (2008).
[29] Succi, S., The Lattice Boltzmann Equation for Fluid Dynamics and Beyond,
Clarendon Press, Oxford (2001).
[30] He, X., Chen, S. and Doolen, G.D. ‘‘A novel thermal model for the
lattice Boltzmann method incompressible limit’’, J. Comput. Phys., 146(1),
pp. 282–300 (1998).[31] Hou, S., Zou, Q., Chen, S., Doolen, G. and Cogley, A.C. ‘‘Simulation of
cavity flow by the lattice Boltzmann method’’, J. Comput. Phys., 118(2),
pp. 329–347 (1995).
[32] Shan, X. ‘‘Simulation of Rayleigh–Benard convection using a lattice
Boltzmann method’’, Phys. Rev. E, 55(3), pp. 2780–2788 (1997).
[33] Guo, Z., Shi, B. and Zheng, C. ‘‘A coupled lattice BGK model for the
Boussinesq equations’’, Int. J. Numer. Meth. Fluids, 39(4), pp. 325–342
(2002).
[34] Ladd, A.J.C. ‘‘Numerical simulations of particulate suspensions via a
discretized Boltzmann equation, part I, theoretical foundation’’, J. Fluid
Mech., 271, pp. 285–309 (1994).
[35] Ladd, A.J.C. ‘‘Numerical simulations of particulate suspensions via a
discretized Boltzmann equation, part II, numerical results’’, J. Fluid Mech.,
271, pp. 311–339 (1994).
[36] Tang, G.H., Tao, W.Q. and He, Y.L. ‘‘Thermal boundary condition for the
thermal lattice Boltzmann equation’’, Phys. Rev. E, 72(1), p. 016703 (2005).
[37] Tang, G.H., Tao,W.Q. andHe, Y.L. ‘‘Simulation of fluid flowandheat transfer
in a plane channel using the lattice Boltzmannmethod’’, Int. J. Modern Phys.
B, 17(1–2), pp. 183–187 (2003).
[38] Vahl Davis, G.D. ‘‘Natural convection of air in a square cavity: a benchmark
numerical solution’’, Int. J. Numer. Meth. Fluids, 3(3), pp. 249–264 (1983).
Mahmoud Jourabian is a graduate student of Mechanical Engineering. He
received his M.S. degree from Babol University of Technology, Babol, Iran, in
2012. His main research areas include the lattice Boltzmann method, melting
and CFD.
Mousa Farhadi received his Ph.D. degree in 2005 from Kerman University, Iran,
and is nowAssociate Professor ofMechanical Engineering at Babol University of
Technology, Iran. His main research interests include: heat transfer, turbulent
flow, nanofluid and the lattice Boltzmannmethod. He has published more than
one hundred papers in journals and proceedings.
Ahmad Ali Rabienataj Darzi received his M.S. degree from Kashan University,
Iran, and is now a Ph.D. degree student of Mechanical Engineering at Babol
University of Technology, Iran. His main research interest includes CFD
and experimental heat transfer. He has published more than ten papers in
international journals.
