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In this paper we determine a configuration in a constrained set such that the 
corresponding distance matrix is closest to a given (not necessarily Euclidean) one. 
We admit a wide class of appropriate matrix norms as measures of closeness. 
Majorization inequalities serve as basic tools. 0 1990 Academic PKSS. I~C. 
1. INTRODUCTION 
We consider matrices D = (d,), c i. jG n E 68” x “, the space of real (n x n)- 
matrices, which satisfy 
di, = d, 
=o if i=j, 
60 if i#j. 
A matrix with the above properties is called distance matrix, where we 
assume that d, is obtained from dissimilarities 6, between objects 0,) . . . . 0, 
Let 9 denote the cone of such distance matrices. A basic problem in multi- 
dimensional scaling is to determine for a given distance matrix DE 9 a 
configuration X= (x,, . . . . x,) E Rkxn, x1, . . . . x, E I@, such that the trans- 
formed interpoint distances 
t&(X)= -$ IIxi-xjI/2= -4 i (x,j-xxri)2 
/=I 
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fit the given di, as close as possible. Let 6(x)=(~,(X)),.i,,~n. We then 
deal with the optimiation problem 
where D is a certain subset of lRkxn and 1) .[I is an appropriate matrix norm 
which measures goodness of fit. 
The solution of the unrestricted problem, i.e., 52 = [W“““, is given in 
Mathar [9] for a wide class of matrix norms. If the fit in (1) is perfect for 
a configuration Xx, i.e., d,= dJX*) for all 1 6 i, j< n, the matrix D is 
called Euclidean in k dimensions. 
In this paper we consider the minimization problem (l), where the set of 
admissible configurations Q is restricted by the condition that tr X’X< c, 
c a given number and X appropriately centred. This means that the sum of 
all squared lengths of the points x1, . . . . X, does not exceed an amount c. 
The solution of this problem seems to be of considerable interest in scaling 
practical data sets of dissimilarities. 
Recently a lot of attention has been brought to the development of 
algorithms which determine the best (in some sense) Euclidian lit to a 
given distance matrix over a constrained set of configurations. Bentler and 
Weeks Cl], Bloxom [2], and Borg and Lingoes [S] consider equality con- 
straints on the parameters of the model; see also De Leeuw and Heiser [6]. 
A more efficient algorithm which also includes inequality constraints was 
recently implemented by Lee [7]. 
Though these algorithms give a numerical solution to complicated 
constrained minimization problems, no explicit analytical solution can be 
obtained. This in fact is achieved for our problem. 
2. PRELIMINARIES AND NOTATIONS 
In the sequel we need the concept of majorization. Following the 
notation of Marshall and Olkin [8] we say x E Iw” is majorized by y E [w” 
(x<Y) if 
$, xCil =S $, YCil) I= 1, . . . . n- 1 
and (2) 
jI, xCil = i$, YCily 
where xLi, and yci3 denote the components of x and y in decreasing order. 
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i,=max {iJXi--c/i<xi), where Xi = f 1 xl. 
Then for z* = (z:, . . . . z,*) given by 
z* = 
i 
Xi0 - c/i,, 
xi, 
it holds that z* <z for all z E M,(c). 
Proof. The proof follows an idea of Covey-Crump and Silvey [4]. For 
each z E M,(c) with z1 2 . . . 2 z, it holds that zi < xi, i= 1, . . . . n. Thus we 
have 
i zidi+l z:. 
i=irj+l 
Since C;= 1 zi = XI= 1 zt there exists j, E { 1, . . . . i,) such that 
. I  j-1 
i= 1, . . . . i, 
i = i0 + 1, . . . . n 
zi>z* if i<j, and Zi6Zi* if i>j, 
which implies the inequalities (2). 
In the following theorem we abbreviate for x E R’, 
x+ = max {x, O}. 
THEOREM 1. Let XER”, x,2 ... >x,,c>O,k~{l,..., n}, and 
M.Ic= X-y\ yER”y k yidC,yi20, #{ii yi>O} dk ) 
I i=l 1 
i,=max {iJxi>O}, k, = min {k, il}, 
iO=max {iIi<k,,Zi-c/i<xi}. 
Let 4 be a symmetric gauge function, 4: R” + R’. Then it holds for 
z* = (z?, . ..) z,*) E M, given by 
z: =. 
i 
Cxio - c/i01 +, i = 1, . . . . i, 
xi, i = i, + 1, . . . . n, 
that #(z*) < 4(z) for all z E M,. 
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ProoJ: Symmetric gauge functions are Schur-convex and absolutely 
isotonic, i.e., for x, y E [w” with )x 1 d 1 .v 1 (1.1, <taken in each component) 
we have 4(.x) < 4(y). 
Now let MX= {~=x--y~M,~l Y~,+~= ... =y,=O). Obviously, for all 
ZEM, we can find UE M(, with b(u) 6 4(z). Hence we may consider the 
reduced problem 
min d(u). 
UEM; 
Let Mz= {u=x-y~Mkly,> . . . 2yko>yko+,= . . . =y,=O}. For all x, 
YE R” it holds that xl -y, <x-y, where x1 and y, denote the vector of 
components of x and y in decreasing order, cf. Day [ 51. Thus for all 
u E MX there exists u EM:! such that d(u) G&U). It remains to solve 
min b(u). 
DEM.; 
Now if CE 1 xi < c it follows that z” = 0, i= 1, . . . . i,, and obviously 
d(z*) < d(u) for all u E M(C. Therefore assume Cz 1 xi > c and for 0 ,< c, < c 
denote M’Jc,)= {u=x-y~MI:(Cro,y~=c~}. From Lemma 1 we con- 
clude that 
(zIL(c,), . . . . z*k,(c,))’ < (U,? ...? u/J 
for all (ol, . . . . u,J with (aI, . . . . uk,,, ukO+ ,, ,.., u,)‘EMI:(c~), where 
i 
Xi0 - c,h, 
z3c1)= x, 
i = 1, . . . . i,, 
I? i = i, + 1, . . . . k,, 
and 
i,=i,(c,)=max {iIXi--cl/i<xi}. 
From A.7., Marshall and Olkin [S] it follows that z*(cl)= (z:(c,), . . . . 
e&c, 1, Xko + 13 ee.3 xn)’ < u for all u E M;(c,). The Schur-convexity of 4 yields 
“Em& 4(u) = &*(cl)) 
II 
and the assertion follows from the fact that #(z*(cl)) is decreasing in c,. 
3. THE BEST FIT 
Let s E R” such that ~‘1, = 1, where 1, E R” denotes the vector with all 
components equal to 1. Then 
P, = z, - 1,s’ (3) 
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is the projection onto s’- along l,, where Z,, denotes the (n x n) identity 
matrix and I the orthogonal complement. If I] . )I is an arbitrary matrix 
norm on R”“” and F’ is the subspace of symmetric matrices which have 
zero diagonal elements then it is known from Lemma 1 of Mathar [9] that 
defines a norm on V. 
We now restrict our attention to orthogonal invariant matrix norms on 
R nx ‘, the subspace of symmetric (n x n)-matrices, denoted by (I.11 0. Such 
norms admit a representation 
II A I/o = W,(A), . . . . k(A)), AE RHxx, (4) 
where I,(A), . . . . &(A) are the eigenvalues of A and 4 is a symmetric gauge 
function. 
We are now ready to determine the best constrained Euclidian fit to a 
given distance matrix D concerning I( I( t)-norms. 
THEOREM 2. Let DEB, SEW with s’l,=l, P, as in (3), and k<n, 
c 3 0. Assume the decomposition P,DP:. = T diag(x,, . . . . x,) T’, where 
T= (t,, . . . . t,) is orthogonal and x1 > . . . > x, are the eigenualues. Let I( . (I0 
be an arbitrary orthogonal invariant norm on l@‘,“. Define zf, . . . . z,* as in 
Theorem 1. Then 
min((ID-D(X)l(t’(XeRrWkXn,trP,X’XP,<c} 
is attained for X* = (,,/g t,, . . . . dx tJ. 
Proof Let XE Rkxn. Then from tr P,X’XP: 6 c it follows that 
xy=, I,(P,X’XP:)<c and ACk+,,= ... = A,,, = 0. Since for all s satisfying 
(3) it holds that P,D(X) P: = P,X’XP, we obtain 
IID-D(X)llb”‘= I(P,DP:-P,X’XP:(l,,. 
By (4) we have a representation in terms of the eigenvalues of 
P,DP: - PJ’XP: with a symmetric gauge function 4. Hence I$ is Schur- 
convex and it follows from Lemma 2 (b) of Mathar [9] that 
1) D-D(X)l$‘>q5(x, -I,(P,X’XP:), . . . . x,-&,(P,X’XP:)). 
By Theorem 1 the right-hand side of the above inequality is larger than 
&z:, . . . . z,*) for all admissible eigenvalues (n,(P,X’XPk), . . . . &,(P,X’XPk)). 
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Since P,X*‘X*P, = X*‘X*, we have 
4tz: 9 ..*, z,*) = qqx1 - &(P,x*‘x*P:), . . . . x, - Iz,(P,x*‘x*Pj)). 
Furthermore, X* is an admissible configuration. 
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