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1. Abstract
On	 the	 last	 years,	 the	 industry	 is	making	 changes	 on	 the	way	of	 doing	 things,	 due	 to	 the	
spawning	 of	 new	 technologies.	 Those	 changes	 are	 so	 aggressive,	 that	 many	 people	 are	
referring	to	them	as	the	fourth	industrial	revolution,	or	Industry	4.0.	One	of	the	main	focus	of	
this	new	revolution	is	the	flexibility	of	the	production,	through	data	acquisition.	Technologies	
like	IoT	or	Bluetooth	5.0	allow	the	interconnectivity	of	devices,	by	knowing	the	user	needs	the	
production	can	be	changed	to	adjust	the	market.	
The	most	 flexible	machine	on	the	factories	are	robots,	 they	can	change	their	process	with	
only	 changing	 their	 program.	 Their	 flexibility	 can	 be	 improved	 further	 if	 a	 collaboration	
between	the	machine	and	the	factory	worker	can	be	achieved.	Robots	and	techniques	are	
being	developed	to	facilitate	or	fulfil	this	need	for	Human-Robot	Collaboration.	This	Project	
consists	of	the	development	of	a	collaborative	conveyor	solution	using	a	collaborative	robot.	
The	presented	solution	was	implemented	on	a	LBR	IIWA.	Being	this	type	of	robot	relatively	
new	to	the	industry,	at	the	moment	of	the	making	of	this	report,	still	 there	 is	no	standard	
solution	 for	LBR	 IIWA	for	conveyor	 tracking	applications.	The	use	of	conveyors	and	robots	
operating	on	them,	while	in	motion,	is	a	common	application	of	material	handling	used	on	
factories	with	high	throughput.	This	application	is	done	by	fast	robots	such	a	delta	robot	that	
preform	applications	known	as	“pick	and	place”,	which	are	summarized	into	picking	from	a	
moving	belt	and	placing	into	a	container	or	another	moving	belt.	
The	main	characteristic	of	this	robot,	and	some	others	collaborative	robots,	is	the	additional	
sensors	allocated	in	each	of	its	axis,	which	allows	them	to	gather	information	of	the	physical	
world.	Therefore,	with	the	appropriate	safety	systems	and	programming,	allow	them	to	work	
simultaneously	with	a	human	operator	at	the	same	space	and	time,	or	to	perform	complex	
task	 of	 assembly,	 that	 rely	 on	 the	 human	 sense	 of	 touch. This	 kind	 of	 robots	 allows	 line	
operators	 to	 interact	 with	 the	 robot	 during	 the	 industrial	 process,	 which	 can	 benefit	 the	
production,	as	this	kind	of	application	can	mix	the	benefits	of	the	human	production	with	the	
reliability	of	robots.		
“Pick	 and	 place”	 applications	 require	 high	 speeds,	 which	 “collaborative”	 robots	 are	 not	
capable	 to	 reach.	 The	 use	 of	 this	 kind	 of	 robot	 with	 conveyors	 should	 be	 restricted	 to	
applications	that	do	not	rely	on	the	speed	of	the	robot,	but	their	sensibility	such	as	assembly	
on	the	line	or	inspection,	by	picking	pieces	from	a	non-human	friendly	belt	and	give	it	to	the	
operator.	
1.1. Keywords	
Robotics,	ROS,	Computer	Vision,	Collaborative	Robotics,	 Tracking,	Automation,	 Industrial	
robot	
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2. Introduction
The	aim	of	this	document	it	to	report	the	work	done	through	the	development	of	a	complete	
robotic	cell,	which	main	propose	is	the	synchronization	of	a	sensitive	robot	with	a	conveyor	
system	through	an	external	computer,	based	on	the	popular	Robot	Operative	System	(ROS).	
The	principal	objective	of	the	proposed	solution	is	the	use	of	a	“collaborative”	robot	in	a	
conveyor	 tracking	 system.	 This	 type	 of	 robots	 is	 new	 to	 the	 industry,	 they	 are	 main	
characteristic	is	their	“sensitivity”,	which	allows	them	to	work	simultaneously	with	a	human	
operator	at	 the	same	space;	Allowing	 the	operator	 to	 interact	with	 the	 robot	during	 the	
industrial	process	gives	the	benefits	of	the	human	production	and	the	robotic	automation.	
This	technology	has	been	growing	up	in	last	years,	especially	with	the	trend	of	the	fourth	
industrial	revolution	(“industry	4.0”),	because	of	the	flexibility	this	type	of	robot	allows.		
Most	of	the	solutions	present	in	the	industry,	for	robot-belt	application,	consists	of	pieces	
travelling	on	a	belt,	which	stops	at	preprogramed	positions	to	be	processed	by	the	robot,	
and	reengage	their	way	through	the	process	again.	These	kind	of	operations	take	fee	on	the	
cycle	 time,	 as	 work	 can	 only	 be	 done	 while	 the	 belts	 are	 totally	 stopped.	 The	 solution	
proposed,	does	not	need	the	belt	to	be	stopped	while	the	piece	is	being	manipulated.	By	
synchronizing	the	belt	with	the	robot,	the	flow	of	pieces	is	not	interrupted,	therefore	the	
cycle	time	is	improved.	By	using	a	sensitive	robot,	not	only	we	make	the	cell	human	friendly,	
but	we	can	work	“hand	to	hand”	with	line	operators;	Resulting	in	an	improvement	of	life	
quality	for	the	operator	and	a	quality	improvement	for	the	product.		
The	 conveyor	 tracking	 requires	 additional	 sensor	 information,	 usually	 computer	 vision	
systems	 are	 used	 to	 extrapolate	 the	 position	 of	 the	 piece	 on	 the	 belt;	 And	 an	 external	
control	unit	orchestrates	all	the	different	peripherals	of	the	cell	with	the	information	of	the	
sensors	in	order	to	synchronize	actuators	with	belts.	
The	technics	of	belt	to	robot	synchronization	is	not	new,	in	fact	is	widely	used	in	the	industry.	
But	their	implementation	on	the	“collaborative	robotics”	is	still	under	development	by	the	
robot	manufacturers	and	universities.		
The	project	has	been	done	with	the	collaboration	of	KUKA	IBERIA	S.A.U,	who	furnished	free	
space	in	their	 installations	for	our	use	while	building	the	robotic	cell.	Furthermore,	KUKA	
have	provided	most	of	the	materials	used	to	implement	the	solution.	
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3. Objectives	
The	main	goal	of	the	project	is	to	build	a	robotic	cell	in	which	is	implemented	a	belt	tracking	
application,	using	a	collaborative	robot	following	the	“HRC”	principles.	To	achieve	the	goal	
set,	the	project	was	splitted	in	multiple	smaller	tasks	and	phases.		
The	very	 first	phase	of	 the	project	was	 the	selection	of	material	used	 in	 the	robotic	cell.	
Hence,	the	first	phase	was	spliced	in	smaller	tasks:	
• Select	the	base	where	the	cell	will	be	built	in.	
• Make	accommodations	for	the	robot,	and	adaptation	plate	for	it.	
• Select	the	sizes	of	the	belts,	then	assemble	them	on	the	cell.	
• Plan	the	distribution	panel.		
• Place	the	artificial	vision	system.	
• Wire	power	and	data.		
Once	the	cell	was	built,	the	programming	of	the	software	was	the	next	step	taken.		
• Create	a	communications	system	between	elements	of	the	robotic	cell.	
• Build	the	external	computer	program,	to	synchronize	all	elements.	
• Configure	the	computer	vision	system	for	the	pieces	in	our	application.	
• Program	the	collaborative	robot.	
Finally,	when	the	application	was	functional,	tests	were	made	to	the	cell:	
• Make	a	risk	assessment	test.	
• Write	a	report	document	that	reflect	and	explains	the	work	done.		
• Tweak	safety	measures	to	achieve	a	human	safe	functional	cell.	
3.1. Workflow	
Due	to	the	multidisciplinary	skills	required	to	develop	this	project	and	considering	the	tight	
schedule	to	develop	a	complete	application	like	this,	which	involves	mechanics,	electronics	
and	programming	skills,	was	decided	that	this	project	had	to	be	performed	by	more	than	
one	engineer.	
In	 order	 to	 achieve	 all	 the	 task	 described	 in	 Chapter	 3,	 a	 schedule	 was	 planned	 using	
techniques	such	as	“Scrum”	and	“Kanban”.	Which	consisted	of	smaller	deadlines	and	regular	
meetings	 between	 members	 of	 the	 team,	 with	 the	 objective	 to	 get	 whole	 work	 team	
updated	about	the	project	status.	A	Gantt’s	Diagram	was	defined	to	depict	in	a	clear	way	
the	stages	and	tasks	of	the	project,	delimiting	their	deadlines	(see	Annex	I	–	Gantt	diagram).	
Some	tasks	depicted	at	the	Gantt	diagram,	have	sharp	deadline	being	tagged	as	critical	tasks	
for	the	project	advance.	But	others,	being	not	as	critical	can	be	extended	along	the	duration	
Tracking	implementation	on	a	collaborative	robot	
Pablo	Morales	-	Adrià	Terrades	
11	
	
of	the	project,	this	could	happen	when	the	task	is	linked	to	external	conditions	like	delivery	
times	or	design	time.	
The	first	stage	of	the	project	was	dedicated	to	learning.	Three	weeks	were	spent	on	learning	
on	the	different	technologies	on	our	disposal	and	the	use	of	their	software.	Where	the	most	
time	invested	were:	the	KUKA’s	robot	“LBR	iiwa”	software,	Cognex’s	cameras	development	
kit	and	Version	control	systems	usage	like	Git.	At	the	same	time,	the	building	of	the	cell	was	
started	thanks	to	the	concurrent	engineering.	
The	software	parts	were	implemented	using	virtual	machines	and	the	hardware	application	
components	 where	 simulated.	 The	 cell	 building	 required	 most	 of	 the	 time,	 as	 new	
components	were	bought,	delivery	time	was	added	to	the	time	lines.	Fortunately,	most	of	
the	components	used	in	the	project	were	provided	by	KUKA	IBERIA	S.A.U.	trimming	down	
most	of	delivery	time	planed	at	the	beginning	of	the	project.	
At	the	end	of	the	second	month,	software	development	started.	The	“communication	up”	
and,	at	the	same	time,	the	“vision	system	nodes”	were	the	first	to	start.	Followed	by	the	
task	the	“tracking	node”.		
Once	the	external	computer	was	set	up,	the	robot	application	stage	began,	which	gathers	
all	advances	made	previously.	
The	risk	assessment	was	the	final	stage	of	the	project.	This	stage	consisted	of	tests	made	to	
the	machine	for	risk	prevention	and	fixing	faults	due	to	configuration.	 	
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4. Software	used	
In	the	development	of	this	project	we	used	a	wide	range	of	tools	and	programs	to	help	us	
organize	and	program	the	different	parts	of	the	project.	
To	 simulate	 the	 industrial	 compact	 computer,	we	 used	VirtualBox	 by	 Oracle.	 It’s	 a	 free	
alternative	to	the	popular	virtual	machine	VMWare.	It	allowed	us	to	create,	on	our	personal	
computers,	a	similar	machine	to	the	one	that	was	going	to	be	used	with	the	robot.	While	it	
was	useful	to	compile	code	in	C++	and	ROS,	it	could	not	simulate	the	connection	with	the	
camera	nor	the	robot’s	FRI	connection.		
Vim	was	used	as	 lightweight	 IDE	(Integrated	Development	Environment),	as	 it	 is	 fast	and	
can	run	on	every	machine	involved.	
As	a	way	to	work	simultaneously	and	structurally	we	used	a	free	VCS	host	(Version	Control	
System)	named	GitLab,	which	consist	of	a	web	implementation	to	the	widely	used	GIT	(see	
chapter	4.1).	This	allowed	us	to	share	code	and	work	on	the	same	documents,	while	keeping	
track	of	changes	and	tasks	(Issues).	
For	ROS	inner	node	debugging	we	used	rqt_gui.	Which	consist	of	a	graphical	node	for	ROS	
that	visualizes	the	inner	connection	or	messages	by	tapping	the	framework	Topic	system.	
The	camera	was	configured	and	adjusted	by	the	manufacture’s	software	In-Sight	Explorer	
by	Cognex,	which	allows	the	online	programing	of	the	vision	system.	
Finally,	to	configure	and	program	the	robot	application,	we	used	Sunrise	Workbench,	which	
is	 the	 support	 software	 from	 KUKA	 to	 work	 with	 the	 LBR	 iiwa	 and	 offers	 a	 great	 Java	
developing	 environment.	 The	 station	 and	 safety	 configuration	 tabs	 are	 included	 in	 this	
platform.	
To	configure	the	communication	parameters,	WorkVisual	(WoV)	was	used.	WoV	is	a	free	
software	 developed	 by	 KUKA	 to	 configure	 and	 program	 conventional	 robots	 and	 to	
configure	the	communications	of	the	LBR	iiwa.	
4.1. Version	control	system	
A	Version	Control	System	(VCS)	 is	a	 system	that	attaches	 itself	 to	 the	 folder	 system	of	a	
project	and	keeps	track	of	the	text	based	files	changes.	For	these	systems	to	work	for	more	
than	one	person	at	the	same	project,	it	also	needs	a	shared	server	where	all	users	can	access	
to	retrieve	the	 information	and	changes	of	the	project.	This	ensures	that	the	project	not	
only	is	at	it’s	most	updated	state	for	all	developers,	but	also,	the	project	has	an	historical	of	
all	its	changes	and	contributions	made	by	all	the	different	users.	
For	our	project,	we	used	the	most	common	version	control	system:	GIT.	Which	has	become	
the	most	used	SCV	in	development	of	software	projects.	The	main	difference	of	GIT	and	its	
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alternatives	 is	 the	 structure	 between	 the	 shared	 server	 and	 the	 user.	 It	 creates	 a	 local	
“repository”	which	is	an	invisible	filesystem	of	the	changes	of	the	project,	so	the	user	has	its	
project	and	its	repository	locally,	and	changes	on	the	project	are	not	recorded	nor	shared	
until	the	user	updates	his	local	repository.	This	allows	the	user	to	work	offline,	and	the	local	
repository	lets	the	user	undo	changes	or	cherry-pick	previous	changes	made	by	him	in	the	
past.	
For	this	system	to	work	online,	all	users	share	a	server.	Which	contains	another	repository	
of	the	project,	flagged	as	remote.	Currently	there	is	many	websites	that	offer	this	service	
online.	The	project	is	then	synchronized	at	the	server	and	all	users	are	allowed	to	query	it	
for	changes	on	the	project.	
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5. State	of	the	art	
Industrial	automatization	is	getting	stronger	in	the	last	years;	People	are	talking	about	the	
fourth	industrial	revolution	(“Industry	4.0”),	and	the	technological	advances	backing	these	
rumors	 up.	 As	 the	 interconnectivity	 inside	 the	 industrial	 plants	 expands,	 so	 it	 does	 the	
capabilities	of	 the	devices;	Specially,	 robots	which	are	one	of	 the	most	 flexible	 industrial	
machines.	
There	are	biggest	repercussions	of	this	technics	for	the	Industry,	as	the	removal	of	fences	
inside	the	factory,	opening	up	the	factory	to	human	passage.	Due	to	the	safety	restrictions	
these	machines	claim,	they	move	big	weights	at	fast	velocities.	
The	use	of	robots	together	with	belts	helps	the	optimization	and	increases	the	speeds	of	
processes.	 Therefore,	 technologies	 like	 ‘conveyor’	 are	 widely	 use	 across	 the	 industry	 in	
order	to	speed	up	or	optimize	processes.	These	technologies	consist	of	an	industrial	robot	
synchronized	with	a	belt,	with	the	intend	of	working	on	the	product	while	moving	across	
the	 factory;	 Therefore,	 and	 reducing	 the	 time	 wasted	 on	 stops.	 Although	 being	 these	
technologies	so	popular,	there	is,	yet,	no	standard	solution	for	‘sensitive’	robots	of	the	brand	
KUKA.	
Conveyor	applications	depend	in	big	part	of	computer	vision	technologies.	Computer	vision,	
as	well	as	the	robots,	has	experience	big	improvements	on	the	recent	years.	New	cameras	
with	3d	capabilities	are	being	used	with	robots	to	pick	from	a	bin,	with	pieces	placed	in	a	
random	manner.	Which	opens	many	potential	applications	for	material	handling.	
One	of	the	most	promising	technologies	brought	by	the	new	revolution	is	the	Human-Robot	
Collaboration	(“HRC”),	where	interaction	and	sharing	of	space	between	robots	and	human	
operators	is	possible.	The	biggest	repercussions	of	this	technics	are	the	removal	of	fences	
inside	the	factory,	opening	up	the	factory	to	human	passage.	But	not	only	factories	get	more	
spacious,	being	robots	able	to	work,	at	the	same	space	and	time,	as	human	do.	Which,	can	
bring	to	the	industrial	process	the	best	of	the	two	ways	of	production,	making	the	robots	do	
the	arduous	tasks	and	humans	the	flexible	tasks,	in	a	collaboration	between	both	of	them.	
Another	 key	 concept	 in	 the	 4th	 industrial	 revolution,	 is	 the	 new	 concept	 of	 “Internet	 of	
Thinks”	(IoT).	The	base	of	IoT	is	the	connectivity	of	every	object	to	a	network.	The	network,	
created	by	all	the	IoT	devices,	is	connected	with	the	control	and	management	systems.	This	
allows	the	access	to	all	the	connected	devices	at	every	moment	from	everywhere	by	the	
control	and	management.	Applying	this	technology	to	the	Industry	allows	a	more	refined	
control	of	production,	stock	and	product	usage.	
The	 implementation	 of	 IoT	 to	 robots	 is	 gaining	 popularity.	 However,	 the	 lack	 of	 a	
standardized	language	makes	this	task	arduous,	each	manufacturer	tries	imposes	its	specific	
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programming	language.	So,	the	connection	of	the	robot	to	the	IoT	should	share	a	common	
language	or	data	structure,	so	the	robot’s	data	becomes	compatible	for	the	IoT.		
An	example	of	this	procedure	could	be:		
	
Figure	1	-	IoT	connection	example.	
	
5.1. Human-Robot	Collaboration	(HRC)	
Human-Robot	 Collaboration	 (HRC)	 are	 a	 type	 of	 application	 that	 allows	 the	 interaction	
between	workers	and	robots	while	working.	This	type	of	application	requires	a	change	in	
the	ways	 industry	 is	 used	 to	 use	 industrial	 robots.	 At	 the	moment	 industrial	 robots	 are	
mainly	seen	as	a	way	to	substitute	human	workers	in	order	to	automatize	the	whole	process.	
However,	HRC	applications	may	bring	new	benefits	that	were	non-existent	previously.	This	
type	 of	 applications	 can	 combine	 the	 repeatability	 of	 a	 robot	 with	 the	 creativity	 and	
flexibility	 of	 a	 human	worker.	With	HRC	 applications	 the	 robot	 no	 longer	 is	 intended	 to	
substitute	the	worker;	They	are	used	as	assistant	for	the	worker,	to	help	them	deal	with	
non-agronomics	jobs	or	wearing	the	weight	of	heavy	tools.		
The	main	reasons	for	the	implementation	of	such	techniques	are:	
- Increase	product	quality.	
- Saving	of	factory	floor	space.	
- Better	utilization	of	the	system	(compensating	for	missing	employees).	
- Long-term	economic	advantage	thanks	to	the	technical	process.	
- Ergonomic	assistance	to	workers.	
- Increase	safety.	
To	develop	an	application	in	compliance	to	the	HRC	criteria,	the	development	should	take	
into	account	the	requirements	of	the	application	from	the	begging.	
HRC	applications	can	be	classified	into	three	subtypes:	
1. Coexistence:	
o No	common	workspace	intended.	
o Contact	between	human	and	robot	is	possible	but	unlikely.	
2. Cooperation:		
o Robot	and	human	working	next	to	each	other	in	a	tight	space	is	possible.		
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o Spending	time	in	the	common	workspace	is	only	intended	on	a	sequential	
basis.		
o Contact	is	not	intended,	but	could	well	be	possible.		
3. Collaboration:		
o Intended	for	collaborative,	simultaneous	work	in	a	common	workspace.	
o Contact	intended.		
	
Figure	2	–	Types	of	collaboration	
Coexistence	 and	 cooperation	 type	 application,	 although	 being	 considered	 human-robot	
collaboration,	do	not	require	the	use	of	a	“collaborative”	robot.	They	can	be	implemented	
with	 a	 regular	 robot	with	 additional	 safety	measures.	 But,	 to	 achieve	 full	 collaboration,	
where	the	robot	and	operator	can	share	the	same	space,	is	only	possible	using	a	sensitive	
robot.	
The	 main	 fields	 to	 focus	 on,	 since	 the	 earliest	 phase	 of	 the	 project,	 are	 safety	 and	
technology.	
With	 a	 collaborative	 application	 there	 is	 no	 longer	 a	 need	 for	 fences.	 This	 is	 achieved	
through	 an	 integrated	 safety	 system	 in	 the	 robot	 itself.	 The	 safety	 system	 is	 configured	
accordingly	 to	 the	 risk	 assessment	 done	 previously.	 This	 safety	 system	 attends	 to	 two	
different	contact	situations.	Transient	contact	and	quasistatic	contact.	
A	transient	contact	takes	place	when	the	robot	hits	the	operator.	In	this	situation	the	the	
operator	can	be	pushed	away	or	is	not	retained	by	the	robot	and	another	structure,	making	
a	 short	 duration	 impact.	 The	 damage	 caused	 by	 transient	 contact	 can	 be	minimized	 by	
reducing	the	speed	of	the	robot.	
Quasistataic	contact	happens	when	the	operator	 is	 trapped	or	crushed	by	the	robot	and	
another	structural	part.		
The	 function	of	 the	safety	system	 is	 the	commanding	of	 the	 robot	 in	case	of	collision	or	
contact	with	 the	operator.	A	good	configuration	of	 this	 system	can	avoid	damage	to	 the	
operator.	
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6. Conveyor-Tracking	implementations	
The	 applications	 type	 robot	 tracking	 a	 belt	 are	widely	 used	 through	 the	 industry.	Many	
brands	of	robots	produce	their	own	software	and	hardware	support	for	their	own	solutions	
for	conveyor	tracking.	
The	main	structure	of	those	applications	is	formed	by	the	conveyor	itself,	were	the	pieces	
to	handle	passes	 through;	A	 vision	 system	 to	 identify	 and	get	 the	position	of	 the	pieces	
passing	 through	 the	conveyor;	a	 set	of	 sensors	and	encoders	 to	 read	 the	belt	velocity;	a	
computer	or	processing	unit	to	do	the	interpolations	and	job	assignation.	And	the	robots	
which	preform	the	handling	as	the	processing	unit	dictates.	
The	basic	idea	of	a	conveyor	tracking	system	is	the	synchronization	of	a	robot	with	one	point	
of	 the	 belt	 in	 motion.	 The	 belt	 moves	 independently	 from	 the	 system	 as	 pieces	 are	
transported	 by	 it.	 A	 camera,	 at	 the	 start	 of	 the	work	 zone,	 identifies	 and	 positions	 the	
incoming	pieces	on	the	belt	plane.	A	set	of	encoders	monitors	the	speed	of	the	belts.	The	
sensor	data,	camera	positions	and	the	updates	of	the	belts	position,	are	gathered	onto	the	
external	computer	which	will	interpolate	the	position	of	the	pieces	in	real	time.	
The	other	task	of	the	computer	is	the	assignation	of	jobs	to	the	robots.	Depending	on	the	
number	of	jobs	and	the	nature	of	the	handling	operation,	different	strategies	may	be	used	
on	 the	 priority	 assignation	 on	 each	 piece	 and	 the	 scheduling	 of	 this	 pieces	 onto	 the	
actuators.	Once	the	computer	decides	which	piece	will	be	attended	by	which	robot,	it	sends	
updates	of	the	position	to	each	robot.	The	robots	then	will	try	to	approach	the	commanded	
position,	which	is	always	changing.	Once	the	robot	reaches	a	close	enough	position	to	the	
commanded	frame,	it	starts	acting	following	the	script	of	the	application.	
Usually	the	solutions	proposed	by	the	robot	manufacturers	use	the	hardware	capabilities	of	
the	robot	for	data	input	or	bus	coupling.	And	all	sensors	of	the	belts,	such	as	encoders	or	
triggers,	 are	 read	 by	 the	 robot.	 Therefore,	 the	 computer,	 in	 charge	 of	 tracking	 and	 task	
scheduling,	 requires	 no	 additional	 hardware	 or	 interfaces,	 making	 use	 only	 of	 the	
communications	between	camera	computer	and	computer	robot.	
When	 the	 conveyor	 system	 is	 made	 of	 more	 than	 one	 robot,	 it	 is	 common	 for	 robot	
manufacturers	the	use	of	other	technologies	made	by	themselves	for	the	communication	
between	 the	 computer	 and	 robots.	 Usually	 the	 robots	 communicate	 between	 them,	
through	 a	 real	 time	 channel	 and	 systems	 of	 synchronization,	 the	 only	 robot	 which	
communicates	with	the	computer	is	the	master.	
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	Figure	3	–	System	relations	
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7. LBR	IIWA	
The	main	actuator	in	the	application	is	the	robot.	The	robot	of	choice	for	our	application	is	
the	 LBR	 IIWA	 from	 KUKA.	 LBR	 (Lightweight	 Robot)	 IIWA	 (Intelligent	 Industrial	 Work	
Assistance)	was	chosen	because	is	a	collaborative	robot	with	low	payload	and	enough	range	
for	our	application.	
All	industrial	robots	are	formed	by	three	parts	(see	Figure	4),	the	manipulator	which	preform	
the	actuation,	the	controller	which	commands	the	manipulator,	and	the	HMI	which	act	as	
interface	between	human	and	the	controller.	
	
Figure	4	-	Robot	system	
1	 SmartPad	connecting	cable	
2	 SmartPad	teach	pendant	
3	 Manipulator	
4	 Connecting	cable	to	Sunrise	Cabinet	
5	 Sunrise	Cabinet	robot	controller.		
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Due	the	special	design	of	this	robot,	lbr	iiwa	is	considered	a	“sensitive”	or	“collaborative”	
robot.	The	key	design	features	that	allow	this	classification	are:	
• The	 round	design	of	 the	manipulator	 chassis.	 The	 shapes	of	 the	manipulator	 are	
uncommon	to	the	regular	industrial	robot,	they	were	designed	with	the	intention	to	
avoid	 possible	 entrapment	 between	 robot	 axis	 and	 maximize	 the	 exposed	 area	
avoiding	sharp	or	square	edges.	
• Torque	sensor	on	each	joint.	The	robot	has	a	torque	sensor	on	each	axis	that	allow	
the	constant	monitoring	of	external	forces.	
• Seventh	axis,	most	 industrial	articulated	robots	have	only	six	degrees	of	 freedom	
and	six	 joints.	The	addition	of	a	 seventh	 joint	allow	the	 robot	 to	have	 redundant	
motions,	 which	 translates	 to	 the	 ability	 to	 reach	 the	 same	 point	 with	 different	
combination	of	axis	(see	Figure	5).	
• Safe	 Controller,	 the	 controller	 of	 the	 robot	 is	 a	 PL	 D	 category	 3.	 Allowing	 the	
controller	act	as	a	safety	device.		
	 	
Figure	5	–	Redundant	motion	
The	 increase	 of	 area	 of	 the	 chassis	 and	 shapes	 of	 the	 robot	 are	 focused	 on	 possible	
interaction	with	the	human	operator.	By	increasing	the	area,	the	robot	spreads	the	force	of	
an	impact,	ergo	reducing	the	damage.	The	space	between	axis	avoid	possible	entrapment	
of	the	operator	between	robot	segments,	avoiding	a	shears	effect.	
The	 addition	 of	 the	 redundant	 motion	 helps	 to	 reach	 positions	 in	 additional	 joint	
combinations.	This	facilitates	working	next	to	an	operator,	as	it	can	circumvent	the	position	
of	the	operator,	or	avoid	entrapment	between	the	robot	and	a	structure.	
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The	 major	 defining	 factor	 of	 this	 robot	 is	 the	 sensors	 allocated	 on	 each	 joint	 of	 the	
manipulator,	which	are	being	monitored	at	all	time,	in	a	safe	channel.	This	allows	them	to	
be	used	as	safe	sensors	for	the	safety	control;	And	additionally,	be	used	in	the	production	
process.	 One	 differencing	 factor	 between	 iiwa	 and	 other	 sensitive	 robots,	 from	 other	
manufacturers	are	the	presence	of	those	sensors.	Many	other	robots	use	current	sensing	
instead	of	actual	torque	sensors	to	identify	collisions.	This	technique	is	far	less	sensitive	and	
precise,	restricting	it	to	just	a	safe	measure.	
LBR	IIWA	was	categorized	as	a	PL	=	D	and	category	3	compliant	device.	PL	index	indicates	
the	risk	assessment	level,	which	evaluates	the	possibility	of	damage	done	to	the	user.	For	a	
high	 risk	 application,	 such	 as	 collaborative	 applications,	 IIWA	 has	 one	 of	 the	 best	
classifications.	Making	highly	improbable	the	serious	injury	of	the	operator.	
	
	
Figure	6	–	PL	classification	
Category	3	makes	reference	the	probability	of	failure	of	the	architecture	of	the	system.	The	
safety	control	of	the	robot	is	based	on	double	channel	signals.	Which	gives	to	it	a	Mean	Time	
to	Dangerous	Failure	(MTTFd)	high,	between	30	years	and	100	years.	[1]	
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Figure	7	–	Category	graph	
7.1. Safety	Configuration	
The	 Safety	 Controller	 is	 configured	 directly	 in	 the	 Sunrise	 Workbench	 and	 allows	 the	
implementation	of	 a	 set	 of	 rules	 named:	 PSMs	and	ESMs.	A	PSM	 is	 a	 Permanent	 Safety	
Monitoring	function	and	implies	that	is	always	activated.	There	are	two	PSM	categories:	
• KUKA	PSM:	that	are	the	Permanent	Safety	Monitoring	functions	that	KUKA	imposes	
like	the	reduced	velocity	in	T1	mode,	the	local	E-Stop	and	the	validation	switch.		
• USER	PSM:	are	Permanent	Safety	Monitoring	functions	defined	by	the	user	and	are	
specific	 functions	 depending	 of	 the	 application	 like	 space	 monitoring,	 velocity	
monitoring,	collision	detection,	etc.		
The	ESM	are	Event	Safety	Monitoring	function	that	can	be	activated	or	deactivated	during	
the	application	process.	This	monitoring	functions	are	dependent	of	a	defined	event.	There	
is	no	restriction	about	the	event	that	can	trigger	an	ESM.	The	ESMs	use	to	be	more	restrictive	
than	the	PSMs.	
The	Sunrise	environment	present	a	set	of	monitoring	functions	already	made	that	can	be	
used	for	PSM	and	ESM	evaluation.	This	functions	are:		
• Collision	detection.	
• Force	monitoring.	
• Space	monitoring.	
• Tool	orientation	monitoring.	
• Velocity	monitoring.	
• Safe	input	signals	for	muting.		
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• Enhanced	velocity	controller.		
The	use	of	the	sensors	on	the	application,	independently	of	the	safe	control,	can	be	used	as	
a	soft	safe	system	(“grey	safety”)	before	the	hard	safety	system	(“yellow	safety”)	takes	over.	
The	use	of	grey	safety	is	to	avoid	the	stop	of	the	process	due	to	yellow	safety	triggering.	
Although	the	“grey”	safety	is	not	PL	D	Cat.	3	classified,	it	has	always	the	real	“yellow”	safety	
controller	running	underneath,	which	is	compliant.	 	
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8. Proposed	solution	
The	previous	step	to	develop	a	project	is	to	plan	the	minimum	requirements	in	order	to	fulfil	
the	project	needs.	As	the	main	goal,	is	to	develop	an	option	package	for	the	robot	model	
LBR	iiwa	from	KUKA.	In	our	case,	the	material	was	chosen	accordingly	to	the	specifications	
of	the	robot,	and	with	the	goal	 in	mind,	to	build	a	collaborative	application.	By	using	the	
current	normative,	we	extrapolated	the	basic	frames	of	our	solution.	
Thus,	the	chosen	hardware	to	develop	the	project	was:		
- Collaborative	robot	model	LBR	iiwa	(See	Chapter	7):		
There	are	2	models	in	the	KUKA	portfolio:	LBR	IIWA	14	R820	y	el	LBR	IIWA	7	R800.	The	only	
difference	between	the	two	models,	is	the	maximum	reach	and	lifting	weight.	
	
Figure	8	–	Comparative	LBR	iiwa	models	
However,	to	implement	the	most	generic	solution,	the	model	chosen	was	the	LBR	IIWA	14	
R820.	The	main	point	being,	the	maximum	payload	was	the	most	flexible.	
Once	the	manipulator	has	been	selected,	 it	 is	 important	to	choose	the	right	robot	Media	
Flange	 (MF).	The	manufacturer	portfolio	divides	 the	products	 in	 two	 families:	pneumatic	
and	electric	MF.	In	our	case,	the	media	flange	picked	was	the	pneumatic	family,	because	the	
griper	that	was	intended	to	be	used	was	a	pneumatic	actuator.	For	our	application,	it	would	
be	more	adequate	the	Media	flange	Touch	IO	Pneumatic,	as	it	includes	a	safety	switch	and	
a	multicolor	LED	strip,	but	it	was	not	available	when	we	choose	the	robot.		
- Software	Options:		
The	following	option	packets	are	required:		
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o KUKA	Sunrise.HRC	1.3;1.16.0_B4_C472014	
o KUKA	Sunrise.Servoing	1.16;1.16.0_B4_C472014	
o KUKA	Sunrise.FRI	1.16;1.16.0_B4_C472014	
	
- Working	tool:			
The	pieces	handled	on	our	demonstration	 application	 are	 flat,	 thus	 the	use	of	 a	 suction	
based	gripper	would	be	preferred.	The	tool	will	be	used	in	lineal	motions,	so	the	mounting	
arm	 should	 be	 designed	 for	 avoiding	 possible	 robot	 singularities.	 (See	 chapter	 9.1).	
Furthermore,	tool	should	be	covered	to	reduce	sharp	edges.	
- Conveyors:		
The	belt	system	used	in	our	application,	are	set	in	a	closed	circuit.	Pieces	can’t	escape	the	
belt	system	without	the	robot	help.		
Each	conveyor	is	formed	by	a	belt	and	a	gearmotor.	The	motor	must	have	enough	power	to	
move	 the	 belt	 and	 to	 support	 the	 load	 onto	 the	 belt.	 So	 the	 motor	 specifications	 are	
adjusted	 to	 the	material	handled.	 In	our	case,	 the	workpieces	mass	 is	negligible	and	 the	
speed	of	the	cell	will	be	no	more	than	2m/s.		
The	 asynchronous	 motors	 are	 connected	 to	 a	 VFD	 (Variable	 Frequency	 Driver)	 which	
controls	the	frequency	of	the	motors,	and	thus	its	speed.	
Finally,	each	conveyor	that	will	be	synchronized	with	the	robot	movements	should	have	a	
position	sensor,	such	as	a	resolver	or	an	encoder.	In	our	case,	an	incremental	encoder	and	
an	acquisition	module	are	used	to	monitor	the	belt	position.	
- Vision	System:		
When	the	position	of	the	pieces	is	random,	in	order	to	locate	them	a	computer	vision	system	
is	required.	The	vision	system	will	send	to	the	tracking	computer	the	workpiece	position.		
The	vision	system	election	depends	of	the	complexity	of	the	pieces	to	handle	and	the	area	
wished	to	observe.	Depending	on	the	features	and	the	piece	geometry,	the	light	system	will	
be	chosen	accordingly.		
The	solution	presented	in	this	project	has	a	capturing	area	of	140mm	x	200mm.	In	pursuance	
of	flexibility,	the	lens	of	the	camera	is	varifocal,	which	allows	the	future	adjustment	of	the	
focal	plane.		
In	order	to	reduce	the	processing	demand	for	the	PC	server,	the	best	option	to	include	in	
the	 design	 is	 an	 intelligent	 camera,	 that	 is	 capable	 to	 process	 the	 image	 and	 send	 the	
workpiece	position	to	the	server.		
Finally,	 the	 lighting	method	 should	 avoid	 the	 projection	 of	 shadows,	 so	 a	 direct	 lighting	
system	is	implemented.	
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- PC	Server:		
When	using	the	real-time	communication	option	“FRI”,	an	external	PC	is	needed	to	update	
and	 send	 the	 tracking	 data	 to	 the	 manipulator.	 The	 PC	 must	 have	 capacity	 enough	 to	
support	the	Operating	System,	and	FRI	client.	In	our	case,	the	ROS	environment	is	used	also,	
but	it	is	not	essential.	Furthermore,	as	minimum	of	2	Ethernet	ports	are	required.	
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9. Hardware	Used	
The	hardware	used	in	the	cell	can	be	classified	into	three	groups:	sensors,	controllers	and	
actuators.	All	actuators	need	a	controller	which	drive	them	accordingly	to	the	signals	of	the	
sensors.	
	
	Figure	9	–	Robot	cell	(front)	
All	wires	of	the	cell	find	their	origin	on	the	distribution	panel,	where	the	controllers	of	the	
cell	are	located.	The	controller	of	the	robot,	the	external	computer	and	the	belt	controller	
are	mounted	on	the	distribution	panel.	
The	robot’s	field	bus	used	is	based	on	EtherCat,	which	is	formed	by	a	bus	header	(Beckhoff’s	
EK1100)	and	all	task	specific	modules.	The	modules	are	connected	as	peripherals	of	the	bus.	
Digital	output	signals,	 for	belt	and	gripper	control,	are	generated	by	the	module	EL2809.	
Whereas,	digital	inputs	are	gathered	on	a	different	module,	EL1809.	Encoders	are	read	on	
their	own	module,	the	EL5152.	
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	Figure	10	–	Distribution	Panel	
9.1. Gripper	
The	gripper	is	a	“SCM-S	30	G1/8-IG	PNP”	a	pneumatic	magnetic	gripper.	The	choice	of	the	
gripper	is	purely	by	convenience	as	it	was	the	only	gripper	that	we	had	at	hand	at	the	time.	
The	support	and	the	adaptor	plate	were	designed	especially	for	the	robot	flange.	The	gripper	
support	was	designed	as	for	keeping	the	orientation	of	the	tool	vertical	to	the	belt,	with	the	
most	comfortable	position	for	the	robot,	away	from	any	redundancy	on	it’s	kinematics.	
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	Figure	11	–	Magnetic	gripper	and	flange	adaptor	
9.2. Conveyor	
The	cell	has	three	lineal	conveyors	which	only	vary	in	length,	being	1200,	940	and	750	(in	
mm).	The	width	of	all	the	belts	is	140	mm.	They	all	are	powered	by	the	same	model	of	motor	
and	driver.	The	driver	is	an	Shneider’s	ATV12H015M2,	with	a	power	of	1.5kW	mono	phase.	
They	can	be	controlled	by	a	digital	(24v)	or	analog	(0	to	10V)	signal.	
9.3. Sensors	
The	 sensor	 used	 for	 the	 trigger	 of	 the	 robot	 is	 a	 photo	 sensor	 from	 Keyence	 (“FS-
V11(P)/12(P)/10”)	[2].	This	sensor	is	placed	perpendicular	to	the	conveyor,	at	the	end	of	the	
camera	capture	zone.	So	the	camera	takes	the	photo	and	the	robot	is	notified	of	a	piece	
present	on	belt.	
	
	Figure	12	–	Keyence	sensor	at	conveyor	(red	circles)	
	 	
	Figure	13	–	Keyence	sensor	controller	
9.4. Server	board		
The	server	 runs	on	an	 industrial	 single	board	computer	 (“AIMB-214U-S6A1E”),	 the	board	
consists	of	a	quad	core	intel	atom	processor,	with	2	Gb	of	RAM	and	30	Gb	of	solid-state	disc.	
It	 has	 two	 Ethernet	 ports	 used	 for	 the	 two	 networks	 of	 the	 cell,	 the	 time	 sensitive	 FRI	
connection	and	the	common	Ethernet	connection.	
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The	 Operative	 system	 chosen	 is	Ubuntu	 Xenial,	 as	 it	 was	 the	 recommended	 Operative	
system	for	the	version	of	ROS	kinetic,	the	last	version	of	ROS	which	supports	an	architecture	
of	i386.	
For	our	use	we	installed	the	desktop	environment	“lubuntu”,	one	of	the	most	lightweight	
environment	we	could	find	to	operate	this	resource	limited	machine.	
The	computer	is	powered	by	a	12V	dc	supply.	
	
Figure	14	–	Server	board	
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10. Vision	System	
The	 vision	 system	 is	 the	 first	 step	 of	 the	 tracking	 loop.	 The	 computer	 vision	 system	 is	
comprised	 by	 the	 camera	 and	 a	 light	 system.	 The	main	 task	 of	 the	 vision	 system	 is	 the	
acquisition	of	the	position	of	the	pieces	on	the	belt.	The	position	that	the	camera	gives,	once	
the	picture	is	processed,	contains	the	two	dimensional	translation	(‘x’	and	‘y’)	and	the	the	
orientation(‘𝜑’)	over	the	3rd	Cartesian	axis	(‘z’).		
The	camera	used	on	this	project	is	a	“Cognex	In-Sight	micro	1100”	from	Cognex,	which	has	
embedded	 the	 processing	 of	 the	 pictures	 taken.	 The	 configuration	 of	 the	 processing	
algorithm	is	done	through	the	software	“In	Sight	Explorer”	from	the	manufacturer.		
	
	Figure	15	–	Camera	Cognex	
	
The	position	calculated	by	the	camera	is	relative	to	the	center	of	the	camera.	Therefore,	the	
camera	should	be	calibrated	at	forehand,	to	have	an	origin	known	by	the	system.	Without	
a	known	origin,	the	interpolation	of	pieces’	position	is	not	possible.	
The	 calibration	 of	 the	 camera	 starts	 on	 the	 the	 light	 system.	 Depending	 on	 the	 piece	
geometry	and	background	reflectivity,	different	techniques	of	light	projection	may	be	used.	
An	 incorrect	 selection	 of	 light	 system	 can	 create	 undesired	 shadows	 on	 the	 piece	 or	
background,	that	may	make	the	analysis	of	the	pictures	taken	difficult.	The	vision	system	
used	uses	a	frontal	lighting	system,	composed	by	two	fluorescent	lights	placed	at	both	sides	
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of	the	analysis	area.	The	camera	is	mounted	behind	the	source	of	light.	This	distribution	is	
intended	to	produce	the	least	amount	of	shadows	possible	on	flat	objects.	
	
	Figure	16	–	Light	setup.	
	
1	 Light	device	 2	 Lens	
3	 Image	Sensor	 	 	
	
The	Lens	are	used	 to	 focus	 the	 light	 reflected	 from	the	object	 to	 the	photo-sensor.	 Lens	
determines	the	focal	plane	and	the	field	of	view.	The	choice	of	lens	is	what	will	determine	
the	area	that	pieces	will	be	detected.	In	our	case,	the	lens	used	are	a	“Varifocal	CS”	from	
Computar.	
The	Camera	origin	 and	 lens	warp	 is	 calibrated	 through	 the	use	of	 a	 calibration	grid	 (see	
Figure	17).	This	grid	 is	made	of	a	checker	pattern,	with	a	specific	size,	and	a	coordinates	
system.	
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	 Figure	17	–	Calibration	Grid.	 	
The	camera	warp	is	a	radial	distortion	produced	by	the	lens.	This	distortion	is	produced	due	
the	non-lineal	behavior	of	the	lens,	especially	noticeable	with	wide-angle	lens.	Unless	this	
distortion	is	taken	into	account,	it	becomes	impossible	to	take	highly	accurate	pictures.	For	
example,	image	of	squares,	near	to	the	picture	borders,	will	often	exhibit	a	shape	distortion,	
which	difficult	the	shape	recognition	or	area	calculations.	
Fortunately,	 the	warp	distortion	 is	not	 that	difficult	 to	compensate	 in	practice.	For	most	
lenses,	a	simple	quartic	model	of	distortion	can	produce	good	results.	Let	 (𝑥#, 𝑦&)	be	the	
pixel	coordinates	obtained	after	perspective	division	(𝑝)	but	before	scaling	by	focal	length	
(f)	 and	 shifting	 by	 the	 optical	 center	 (𝑐), 𝑐#).	 The	 radial	 distortion	 model	 says	 that	
coordinates	 in	 the	 observed	 images	 are	 displaced	 away	 (barrel	 distortion)	 or	 towards	
(pincushion	distortion)	the	image	center	by	an	amount	proportional	to	their	radial	distance.		𝑥& = 𝑥& 1 + 𝑘.𝑟&0 + 𝑘0𝑟&1 	 	 (1)	𝑦& = 𝑦&(1 + 𝑘.𝑟&0 + 𝑘0𝑟&1)	 	 (2)	
‘𝑘.’	and	‘𝑘0’	are	the	radial	distortion	parameters,	which	can	be	estimated	through	a	variety	
of	techniques.	
10.1. Image	processing	
The	process	of	the	camera	is	done	through	area	matching,	objects	are	identified	by	their	
geometric	relationships.	
The	source	picture	is	in	gray	scale.	The	picture	is	interpreted	as	a	matrix	of	values	from	0	to	
255,	where	0	is	black	and	255	is	white,	each	value	represents	a	pixel.	
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Then	the	picture	is	binarized.	This	procedure	is	the	comparison	of	each	value	of	the	matrix	
with	a	value	or	‘threshold’.	If	the	value	is	greater	than	the	specified	threshold,	it	is	set	to	
255,	otherwise	is	set	to	0.	The	end	product	is	a	matrix	of	the	same	size	of	the	source	but	
with	only	two	values.	
The	techniques	of	edge	and	corner	detection	are	made	much	easier	with	a	picture	of	high	
contrast,	such	as	the	binarized	picture.	The	edge	detection	is	performed	by	a	gradient	and	
direction	check,	such	as:	𝐽 𝑥 = ∇𝐼 𝑥 = (787) , 787#)(𝑥)	 	 (3)	
The	vector	 ‘𝐽’	 is	 the	 local	 gradient,	 the	bigger	 the	 value	 is	 the	 steeper	 the	 inclination	 is.	
Taking	image	derivatives	amplifies	the	existing	noise.	It	is	therefore	prudent	to	smooth	the	
image	with	a	low-pass	filter,	such	as	the	binarization	done	in	forehand.		
With	 a	matrix	 of	 gradients,	 its	 identified	 the	 square	 and	 calculated	 its	 area.	 The	 area	 is	
checked	with	the	given	parameters.	On	piece	recognized,	the	camera	calculates	the	center	
of	mass	relative	to	the	camera	world	center,	set	at	the	calibration	stage,	which	outputs	the	
position	of	the	piece.	The	rotation	is	obtained	by	placing	a	vector	with	origin	center	of	piece	
and	direction	to	the	the	shorter	edge,	then	the	angle	is	calculated	relative	to	the	camera	
origin.	
The	camera	 is	set	 to	repeat	a	“job”	 (Figure	18)	 in	an	 infinite	 loop.	The	sequence	repeats	
every	500	milliseconds.	
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	 Figure	18	–	Job	sequence.	 	
The	Figure	19	show	an	example	of	the	result	of	the	camera	job:		
		
	 Figure	19	–	Camera	detection	 	
Once	the	picture	has	been	processed	and	the	results	are	obtained,	they	are	sent	through	a	
specific	 message	 via	 UDP.	 The	 structure	 of	 the	 message	 is	 a	 simple	 vector	 of	 values	
separated	by	semicolons.		
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X.XXX;	Y.YYY;	T.TTT	
In	order	to	do	the	transformations	needed	to	track	the	piece,	different	coordinate	systems	
are	 used.	 In	 the	 Figure	 20	 are	 represented	 the	main	 coordinate	 systems	 implied	 of	 the	
application.	
	
Figure	20	-	Application	Coordinate	Systems	
1. Robot	world	
2. Tool	
3. Conveyor	Base.	
4. Vision	system	Coordinate	System	
In	the	figure,	the	colors	red,	green	and	blue	represents	the	axis	“X”,	“Y”	and	“Z”	
respectively.	The	systems	represent:	
• The	robot’s	World	coordinate	system	in	located	in	the	robot	base.		
• The	Tool	coordinate	system	“TCP”	(Tool	Center	Point),	is	the	transformation	from	
the	robot	flange	to	the	tool	point.		
• The	conveyor	base	is	located	at	the	end	of	the	vision	area.		
• The	vision	system	is	defined	in	a	fixed	point	over	the	belt.		
The	 relationship	 between	 these	 coordinate	 systems	 is	 important	 as	 it	 allows	 the	 three	
systems	to	align	their	positions	relatively.		
The	robot	has	3	main	systems.	The	robot’s	World,	which	is	the	base	of	all	transformations	
made	 by	 the	 robot.	 The	 “bases”,	 which	 are	 user	 defined,	 are	 static	 relative	 coordinate	
systems	that	hang	from	the	robot	world.	The	Tool	 is	the	coordinate	system,	are	dynamic	
transformations	that	get	updated	with	the	robot	position	in	relation	to	world	or	a	base.	
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The	Vision	System	only	uses	one	coordinate	 system,	which	all	 positions	 transited	by	 the	
camera	hang.	The	Origin	of	 the	camera	 is	 set	by	 the	user,	usually	using	a	physical	world	
reference,	that	allow	the	measure	for	other	systems.	
In	order	to	translate	the	position	given	by	the	camera	or	computer	to	actual	robot	positions,	
it	is	required	for	the	robot	know	the	position	of	the	camera	origin.	With	this	information,	
pieces	position	received	by	the	robot	are	interpreted	as	frames	from	the	camera	base,	and	
transformed	 to	conveyor	positions.	Then	 the	 robot	moves	 the	 tool	 to	positions	over	 the	
conveyor,	moving	the	TCP	respect	robot	World.		 	
Tracking	implementation	on	a	collaborative	robot	
Pablo	Morales	-	Adrià	Terrades	
38	
	
11. Fast	Robot	Interface	(FRI)	
KUKA’s	Solution	 for	 real-time	communication	 is	 the	Fast	Robot	 Interface	 (FRI)	 [3],	which	
opens	the	port	KONI	of	the	robot	controller,	 for	critical	communication,	with	an	external	
device.	This	 interface	allows	 the	data	exchange	between	the	robot	application	and	a	FRI	
client	on	the	external	system.		
The	communication	between	the	client	and	the	robot	application	take	place	through	a	FRI	
Channel.	This	channel	is	based	on	Ethernet-UDP	protocol,	which	constantly	is	evaluating	the	
connection	quality	and	the	capability	of	the	real-time	communication,	tracing	the	effective	
cycle	 time.	 By	 installing	 the	 FRI	 add-on	 in	 the	 Sunrise	 cabinet,	 the	 management	 and	
configuration	of	various	FRI	channels	are	enabled.	The	real-time	capability	of	 the	system	
allows	the	FRI	client	access	to	the	robot	control	loop.	The	robot	broadcast	the	sensor	data	
(joint	position	and	torques)	and	enables	the	commanding	and	write	of	register	for	motion	
control	in	real-time.	
The	main	functionalities	of	the	FRI	option	are	observing	the	robot	state	(monitor	mode)	and	
influencing	in	robot	motions	(command	mode).	Both	control	modes	interact	between	each	
other.	This	interaction	is	summarized	in	the	Figure	21.		
	
Figure	21	–	FRI	Flowchart	
Each	mode	has	two	states:		
- Monitor	mode:			
o “Monitoring	wait”		
o “Monitoring	ready”	
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- Command	mode:		
o Commanding_Wait	
o Commanding_Active.	
	
When	the	FRI	session	starts	 the	application,	 it’	 state	 is	“MONITORING_WAIT”.	When	the	
connection	quality	increase	from	“poor”	to	at	least	“Good”	or	“Excellent”,	the	system	enters	
in	 “MONITORING_READY”	 state.	 Where	 it	 is	 allowed	 the	 exchange	 of	 commands	 and	
information	 between	 the	 two	 platforms.	 On	 command	 sent,	 the	 state	 changes	 to	
“COMANDING_WAIT”,	which	will	switch	to	“COMMANDING_ACTIVE”	state	once	the	robot	
starts	 the	 execution	 of	 the	 given	 command.	 The	 status	 will	 reset	 itself	 to	
“MONITORING_READY”	when	the	command	finishes	its	execution.		 	
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12. Robotic	Operative	System	(ROS)	
ROS	stands	for	(Robot	Operative	System)	[4],	which	consists	mainly	of	a	framework	which	
all	the	different	components	of	the	application/device	work	on	top.	This	framework	works	
as	 the	 base	 of	 all	 the	 modules	 (“Nodes”)	 of	 the	 application,	 allowing	 them	 to	 share	
information	 or	 make	 petitions	 between	 them,	 without	 having	 to	 worry	 about	 the	
communication	or	the	structure	of	the	messages.	
In	ROS	terminology	all	active	subparts	are	called	“Nodes”,	the	user	creates	their	own	nodes	
and	run	them	in	parallel.	
Exists	two	type	of	communication	methods	in	ROS,	Services-Client	and	Publisher-Subscriber.	
At	Service-Client,	 the	client	asks	 the	host	of	 the	service	 for	an	 information,	giving	 to	 the	
service	 part	 of	 the	 information.	 Whereas,	 the	 Publisher-subscriber	 follows	 a	 diffusion	
methodology.	 Where	 the	 publisher	 sends	 his	 information	 through	 a	 “Topic”,	 and	 all	
subscribers	receive	this	information;	For	example,	the	camera	publishes	the	picture,	which	
will	be	received	by	the	computer	vision	node	and	the	display	node.		
ROS	refers	as	“Topics”	to	the	structure	of	messages	used	by	the	publisher-subscriber,	this	
structure	is	public	along	a	have	the	most	basic	data	structures	already	made	(Byte,	String,	
Integer,	etc.),	but	the	user	can	create	his	own	structures,	making	the	system	really	flexible	
to	use	for	a	huge	variety	to	applications.	
12.1. ROS	architecture	
There	 is	no	ROS	integration	on	the	KUKA’s	robot	controller,	the	FRI	 libraries	are	used	for	
deterministic	 communication	between	external	 computer	and	 the	 robot.	At	 the	external	
computer,	ROS	is	used	as	the	framework	of	choice	for	the	application	at	hand.		
Every	 ROS	 application	 is	 based	 on	 Nodes	 which	 distribute	 the	 tasks,	 for	 our	 conveyor	
implementation	the	structure	 is	divided	by	three	main	nodes:	“lbr_client”,	“CVision”	and	
“task_manager”.	
	
Figure	22	–	Node	Graph	(rqt_graph)	
12.1.1. CVision	
The	interface	which	communicates	the	camera	to	the	rest	of	the	ROS	system	is	the	CVision.	
It	opens	an	UDP	connection	between	the	camera	and	the	external	computer.	The	camera	
broadcast	a	string	message,	each	time	the	camera	detects	a	piece,	with	the	translation	and	
rotation	of	the	detected	piece	from	the	camera	origin.	
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The	 node	 “CVision”	 communicates	 with	 the	 node	 “tsk_manager”	 through	 a	 “Publisher-
subscriber”	topic	named	“last_pose”,	which	contains	the	information	of	the	UDP	message	
in	a	Pose2D	structure	from	ROS.	
12.1.2. task_manager	
The	 node	 that	 does	 the	 actual	 tracking	 and	 assigns	 the	 piece	 to	 the	 robot	 is	 named	
“task_manager”.	 It	registers	each	piece	transmitted	by	the	camera	and	interpolates	their	
position,	 for	 each	 update	 on	 the	 encoder.	 The	 encoder	 data	 is	 received	 by	 the	 topic	
“Encoder_data”	 from	 the	 node	 “lbr_client”.	 The	 update	 of	 the	 piece	 position	 is	 done	
through	a	lineal	interpolation	of	‘𝑋’	and	‘𝑌’	through	the	geometry	of	the	belt.	For	a	simple	
lineal	 belt,	moving	 along	 the	 ‘𝑋’	 axis,	 the	 position	 of	 the	 piece	 adopts	 the	 line	 formula.	
Where	‘𝑋’	and	‘𝑌’	are	the	interpolated	position	of	the	piece,	and	‘𝑋;’	and	‘𝑌;’	are	the	initial	
positions	taken	by	the	camera.	𝑋𝑌 		= 		 𝑋; + 𝑚 𝜑𝑌; 	 	 (4)	
The	movement	of	the	piece,	in	function	of	the	increment	of	the	encoder	‘𝜑’,	depends	on	
the	geometry	of	 the	axis	 the	encoder	 is	mounted	on.	For	an	encoder	without	 reduction,	
mounted	directly	on	the	axis	of	the	belt,	with	radius	‘𝑅’	the	formula	is:	𝑚 𝜑 = 2𝜋𝑅360 																									(5)	
The	piece	assignation	to	robot	is	done	by	a	scheduler,	which	with	all	the	track	information	
decides	what	piece	needs	to	be	attended,	and	by	what	robot.	In	order	to	minimize	the	loss	
of	pieces,	the	type	of	scheduler	used	is	the	Deadline	Monotonic	(DM).	This	type	of	scheduler	
assigns	Priorities	to	jobs	inversely	proportional	to	their	length	of	the	deadline.	Thus,	the	job	
with	 the	 shortest	deadline	 is	assigned	 the	highest	priority,	 the	 longest	deadline	 jobs	 the	
lowest	priority.	This	priority	ordering	defaults	to	a	rate	monotonic	ordering	when	period	=	
deadline.	Which	 assigns	 the	priorities	 of	 the	 task	 in	 function	of	 their	 dead	 time.	 So,	 the	
shorter	the	time	the	piece	has	to	exit	the	belt	the	more	priority	is	assigned	to	the	piece.		
Jobs	 can	 be	 successfully	 scheduled	while	 the	 three	 parameters	 of	 the	 job	 ‘𝑖’	 follow	 the	
relation:		 𝐶G ≤ 𝐷G ≤ 𝑇G 	 	 (6)	
Where	the	computation	time	(‘𝐶G’),	time	required	for	completion	of	the	job;	The	deadline	is	
represented	by	 ‘𝐷G’,	 the	 limit	time	the	 job	have	to	be	done;	And	the	period	‘𝑇G’	 the	time	
between	each	task	instance.	
Deadline-monotonic	priority	assignment	is	an	optimal	static	priority	scheme.	Which	for	the	
solution	proposed	works	optimally,	as	there	is	only	one	processor	and	the	period	is	not	too	
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small.	Although,	this	type	of	scheduler	would	have	to	be	changed	if	more	than	one	processor	
or	a	more	complex	operation	is	wised	to	be	done	[5].	
The	 piece	 positions	 are	 transmitted	 to	 the	 robot	 through	 the	 “lbr_client”	 node	 using	 a	
Publisher-Subscriber	topic	named	“PiecePose”,	which	contains	a	Pose2D	 𝑥, 𝑦, 𝑡ℎ𝑒𝑡𝑎 .	
12.1.3. lbr_client	
The	 “lbr_client”	 is	 the	 node	 that	 contains	 the	 FRI	 implementation,	 that	 act	 as	 a	 bridge	
between	 the	 robot	 and	 the	 ROS	 server.	 The	 communication	 via	 FRI	 boils	 up	 to	 an	 UDP	
communication,	which	speed	and	quality	 is	monitored	by	the	robot	and	the	 local	 library.	
The	node	“lbr_client”	is	just	a	wrapper	which	sends	processed	information	by	the	ROS	server	
and	retrieve	data	from	the	robot’s	sensors.	
The	topic	“encoder_data”	contains	the	reading	of	the	encoder	from	the	robots’	EtherCAT	
bus.	 The	 value	 of	 this	 variable	 goes	 from	 0	 to	 255.	 The	 “encoder_data”	 is	 sent	 to	
“task_manager”	node,	which	in	return	broadcasts	“PiecePose”	with	the	position	of	the	piece	
assigned	by	the	scheduler.	
Then	the	Pose2D	[𝑝 = 𝑥, 𝑦, 𝑡ℎ𝑒𝑡𝑎 ],	of	the	“PiecePose”,	is	transformed	to	a	transformation	
matrix	that	the	robot	can	understand,	this	is	done	by	transforming	the	pose	2D	translation	
to	a	3D	translation	with	‘Z’	=	0.	𝑃 = 𝑝), 𝑝#, 0 		 	 (7)	
And	the	rotation	to	a	Quaternion	[‘Q’]	assuming	that	the	rotation	is	only	on	z.		𝑄 = 𝑎 + 𝑏𝒊 + 𝑐𝒋 + 𝑑𝒌		 (8)	𝑖0 = 𝑗0 = 𝑘0 = 𝑖𝑘𝑗 = −1	 (9)	
Then	all	together	is	put	in	a	transformation	matrix:	
𝑇 = 𝑎0 + 𝑏0 − 𝑐0 − 𝑑0 2𝑏𝑐 − 2𝑎𝑑 2𝑑𝑏 + 2𝑎𝑐2𝑏𝑐 + 2𝑎𝑑 𝑎0 − 𝑏0 + 𝑐0 − 𝑑0 2𝑐𝑑 − 2𝑎𝑏2𝑏𝑑 − 2𝑎𝑐 2𝑐𝑑 + 2𝑎𝑏 𝑎0 − 𝑏0 − 𝑐0 + 𝑑0 𝑃0 																																0																																	 0 1 	 (10)	
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13. Robot	Application	
The	robot	runs	a	program	that	behaves	as	script	for	the	robot	motions	and	operations.	The	
robot	 application	 is	 programed	 in	 JAVA	 using	 a	 framework,	 provided	 by	 KUKA,	 named	
“RoboticsAPI”	 from	 SunriseOS.	 This	 framework	 simplifies	 the	 programing	 of	 the	 robot,	
raising	 the	 level	 of	 programing	 to	 a	 higher	 layer.	 All	 applications	 made	 with	 the	
“RoboticsAPI”	consist	of	three	phases:	“initialization”,	“run”	and	“dispose”.		
The	 robot	 starts	 by	 opening	 a	 fast	 connection	 FRI	 (see	 Chapter	 11),	 based	 on	 an	 UDP	
connection,	with	the	external	computer.	 It	broadcasts	information	about	the	state	of	the	
robot	 and	 the	 signals	 of	 the	 robot’s	 bus.	 Then	 the	 server	 responds	with	 commands	 and	
acknowledgments	on	specific	fields,	which	are	processed	by	the	rest	of	the	application.	This	
exchange	 of	 information	 is	made	 every	 5ms,	 and	 the	 failure	 to	 achieve	 the	 transaction	
within	this	time	causes	a	fatal	error	of	the	application.	
Then	the	application	proceeds	to	initialize	all	the	objects	and	resources	used	by	the	robot	
at	runtime.	This	includes	the	robot	itself,	the	gripper,	the	objects	of	the	process,	s	such	as	
spatial	positions	and	bus	signals.	Once	the	connection	is	stable	enough	the	robot	jumps	to	
the	 “Run”	 method,	 which	 consists	 of	 a	 method	 intended	 to	 be	 looped	 and	 where	 the	
“actions”	for	the	robot	are	performed.	
The	Run	method	preforms	an	update	of	a	status	machine,	which	the	state	is	dictated	by	the	
sensors	of	the	robot	and	the	FRI	connection.	The	state	machine	has	7	states:	
• Initialize:	During	this	state,	the	communication	is	already	stablished	and	the	robot	
moves	to	a	“Home”	position	and	release	any	possible	piece	picked	in	order	to	avoid	
unexpected	collisions.	Once	the	initializing	process	ends,	the	“Waiting”	state	is	set	
up.	
• Waiting:	Moves	the	robot	to	a	waiting	position	close	to	the	belt,	and	wait	until	the	
trigger	does	a	“dropping	edge”,	the	trigger	is	used	to	detect	when	a	piece	has	left	
the	camera	zone.	On	piece	detected,	the	state	is	changed	to	“Picking”,	but	if	it	takes	
more	than	60	seconds	to	occur,	it	timeouts	the	application	and	changes	the	state	to	
“Shutdown”.	The	waiting	position	is	configured	as	a	position	hold	movement,	with	
a	Cartesian	impedance	control	mode	to	be	flexible	for	the	users	contact.	
• Picking:	 The	 first	 step	 of	 the	 “picking”	 state	 is	 to	 ensure	 that	 the	 piece	 can	 be	
reached	without	collision	with	the	belt	or	cell	structures.	The	“SmartServo”	libraries	
have	been	used	to	change	the	motion	planning	of	the	robot	while	active.	By	creating	
a	new	“SmartServoLin()”	movement,	the	robot	will	move	in	a	lineal	format	to	the	
destination	updated	from	the	FRI	connection.		
The	 application	 runs	 a	 loop	where	 it	 checks	 the	 proximity	 of	 the	 gripper	 to	 the	
commanded	position,	with	a	Z	offset.	If	the	position	reaches	a	threshold	the	robot	
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will	drop	the	Z	offset	(130mm).	If	the	approximation	is	good	enough	the	gripper	is	
triggered.	
Once	the	piece	is	picked,	the	robot	moves	back	to	the	waiting	position	and	switches	
to	the	“Display”	state.	
• Display:	With	a	piece	at	 the	gripper,	 the	 robot	moves	 to	 the	 inspection	position.	
Then	the	piece	is	displayed	to	the	operator	in	an	interactive	way.	Depending	on	the	
forces	applied	by	the	operator	onto	the	robot,	the	next	state	to	switch	is	selected.	
By	pushing	the	robot	from	left	to	right	or	vice	versa	the	robot	orientates	its	position	
to	 show	the	piece	 from	different	views,	helping	 the	 inspection	of	 the	piece	 from	
different	angles	without	any	effort.	After	the	inspection,	the	operator	gives	a	new	
gesture	order	to	the	robot.	If	the	robot	is	pushed	up,	the	state	“Refill”	is	changed.	If	
the	gesture	is	pushing	down	the	robot	enters	in	the	“Drop”	state.		
• Refill:	This	state	is	activated	when	the	piece	passes	the	visual	inspection.	Then	the	
robot	brings	the	piece	over	the	“refilling”	belt	and	drops	it	onto	the	belt	circuit.	Then	
the	state	is	changed	to	“Waiting”	to	start	again	the	procedure.	
• Drop:	 If	 the	 piece	 does	 not	 pass	 the	 visual	 inspection,	 it	 must	 be	 rejected	 to	 a	
container	in	front	of	the	operator.	In	this	case,	the	robot	moves	to	drop	position,	
drops	 the	 piece	 and	 change	 the	 machine	 state	 to	 “Waiting”	 to	 start	 again	 the	
procedure.	
• Shutdown:	This	state	breaks	the	main	loop	of	the	application,	which	will	follow	up	
with	the	dispose	method.	Disposing	the	application	consist	of	freeing	resources	and	
closing	the	communications	made	with	the	server.		
	
INPUTS	 STATES	
Commanded	position	(CP)	 S0	Initialize	
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Camera	trigger	(CT)	 S1	Waiting	
Working	area	range	(WAR)	 S2	Picking	
Piece	memory	(PM)	 S3	Display	
Gesture	pushing	to	left	or	right	
(GPL/R)	
S4	Refill	
Gesture	pushing	up	(GPU)	 S5	Drop	
Gesture	pushing	down	(GPD)	 S6	Shutdown	
Commanded	position	reached	
(GOAL)	
	
Where	there	are	eleven	transition	conditions	(Tx):		
- T1:	After	the	S0	always	goes	S1.	
- T2:	!CP	·	Timeout	
- T3:	CP	·	CT	·	WAR	·		
- T4:	!CT	
- T5:	GOAL	·	WAR	
- T6:	!WAR	·	!GOAL	·!CP	·	!CT	
- T7:	GPU	
- T8:	GPD	
- T9:	GPL/R	
- T10:	After	 the	S5	always	goes	
S1	
- T11:	After	 the	S4	always	goes	
S1	
	
Finally,	 just	 before	 the	 application	 is	 cleared,	 the	 application	 executes	 the	 dispose	
method.	The	main	propose	of	this	method	is	to	release	or	free	resources	before	losing	
the	reference	of	them.		
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14. Risk	Assessment		
Once	 the	 application	 was	 functional,	 it	 is	 necessary	 to	 perform	 a	 risk	 assesment	
evaluation.	The	evaluation	is	done	by	checking	the	compliance	of	a	set	of	normatives	and	
technic	specifications	dictated	by	the	country	or	region.		In	this	project,	as	it	was	made	in	
Spain	the	rules	used	for	a	risk	evaluation	are	“UNE-ENISO	10218-1”,	“UNE-EN	ISO	10218-
2”	and	the	technic	specification	“ISO/TS	15066”.	 	The	first	 two	normatives	are	general	
safety	rules	for	industrial	automatization	and	industrial	robots.	The	“ISO/TS	15066”	is	a	
specification	of	the	“UNE-EN	ISO	10218-2”	for	Collaborative	robots.	
The	process	of	evaluating	an	automated	cell	is	recurrent.	This	means	that	the	evaluation	
and	fixing	of	safety	and	compliance	of	normatives	are	done	in	a	cycle,	see	Figure	23.	This	
cycle	is	made	of	four	steps:	Limits	delimitation,	hazard	identification,	hazard	estimation	
and	valuation	of	risks.	
	
Figure	23	–	Risk	assessment	process	
Limits	delimitation	is	the	process	of	delimitating	the	hardware	range	and	capabilities.	In	
our	case,	because	the	robot	we	robot	we	are	using,	all	safety	measures	devices	will	be	
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connected	to	the	robot’s	controller.	However,	if	more	complex	safety	would	be	used	a	
safety	PLC	will	be	necessary,	to	add	more	safe	Inputs/outputs	and	logic	of	safety	control.	
Hazard	identification	is	the	process	of	identification	of	all	possible	dangers	that	the	cell	
may	present.	If	the	hazard	identification	would	be	applied	to	our	application,	this	would	
be	the	possible	hazards	to	be	found:	
• Collision	robot	–	operator	
• Crushing	of	operator	between:	
o Robot	–	cell	structure	
o Robot	–	belts	
o Robot	–	pieces	
o Belt	–	pieces	
• Collision	Operator	and	structural	pieces	of	cell	(with	sharp	edges)	
• Friction	burn	by	the	belt.	
• Entanglement	pneumatic	tubes	gripper	
The	process	of	Hazard	estimation	is	the	punctuation	of	how	possible	 is	for	a	hazard	to	
occur.		
Valuation	of	risks	is	the	punctuation	of	how	much	damage	can	be	produced	if	an	accident	
were	to	occur	one	one	of	the	identified	hazards.	
Once	the	risk	assessment	process	evaluates	positively,	the	cell	can	start	the	certification.	
Which,	is	a	risk	assessment	evaluation	done	by	a	third	party.	If	the	certification	evaluation	
is	successful	the	cell	will	be	certificated,	therefore	is	usable	on	the	industry.	However,	if	
the	the	risk	assessment	process	or	the	certification	evaluation	fails,	the	cell	is	marked	as	
unsafe	and	not	usable	for	the	 industry.	So,	modification	have	to	be	done	to	the	cell	 in	
order	to	correct	the	failing	points	of	the	evaluation,	and	start	again	the	process	from	the	
beginning.	
Risks	 of	 collision	 between	 robot	 and	 operator	 in	 the	 cell	 of	 the	 project	 have	 a	 high	
probability	 because	 is	 intended	 the	 contact	 between	 robot	 and	 operator.	 In	 order	 to	
make	this	point	pass	the	risk	evaluation,	the	configuration	and	program	of	the	robot	has	
been	modified	so	the	probability	of	causing	any	moderate	or	high	damage	to	the	operator	
is	almost	null.	If	the	operator	were	to	collide	with	the	robot,	the	robot	will	adopt	a	soft	
behavior,	moving	with	impedance	like	a	spring.	If	the	collision	reaches	more	than	30Kg·m	
the	robot	will	 jump	from	the	impedance	motion	to	a	full	stop.	The	measure	of	applied	
forces	 can	be	measured	with	 specialized	equipment,	 that	measures	and	 simulates	 the	
human	flesh	in	front	of	a	collision.	
Quasistatic	collisions	are	handled	by	the	same	measures	for	regular	collisions,	although	
the	 punctuation	 could	 be	 reduced	 even	 further	 by	 adding	 additional	 code,	 which	
identifies	unexpected	offsets	on	the	positions	of	“pick”	or	“place”,	in	order	to	retract	the	
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robot	and	avoid	trapping	the	operator	between	the	robot	and	the	structure	of	the	cell.	
Another	way,	to	reduce	even	further	punctuation	of	collision	or	trappings	of	the	cell	is	the	
use	of	“EPI”	s	by	the	operators.	EPIs	are	protective	gear	such	as	helmets,	glasses,	safety	
boots,	etc.	
The	 belts	 present	 a	 set	 of	 risks	 that	 cannot	 be	 devaluated.	 Therefore,	 if	 we	 were	 to	
certificate	the	presented	cell,	the	strategy	to	prevent	any	accident	with	the	belt	would	be	
the	 opposite	 of	 the	 collisions	 of	 the	 robot.	 Instead	 of	 reducing	 the	 possible	 damage	
caused	by	the	belts,	the	main	aim	should	be	the	prevention	of	the	risk.	The	risk	can	be	
avoided	by	preventing	the	access	of	the	operator	to	the	belts,	adding	additional	safety	
devices	 (such	 as	 light	 barriers,	 scanners,	 fences,	 etc.)	may	 prevent	 the	 operator	 from	
reaching	the	belts	while	moving.	
The	application	could	be	divided	into	two	main	parts.	The	first	part	can	be	identified	as	
“inspection”.	This	part	is	intended	to	have	a	full	cooperation	between	robot	and	human	
characteristic.	 The	 velocity	 and	 force	 setting	 makes	 the	 robot	 itself	 safe	 to	 interact.	
However,	the	gripper	is	not	designed	for	such	applications,	and	the	pneumatic	tubes	are	
exposed.	Making	them	a	probable	risk	of	entanglement.	One	way	to	nullify	this	risk	is	the	
assembly	 of	 a	 specially	 designed	 to	 hide	 the	 pneumatic	 tubes	 and	 increase	 the	 area	
espoused	 to	 the	 operator.	 By	 increasing	 the	 are	 exposed	 to	 the	 operator,	 in	 case	 of	
collision	gripper	–	operator,	the	pressure	made	by	the	force	of	the	robot	is	divided	across	
the	 area	 of	 impact,	 ergo	 reducing	 substantially	 the	 possible	 damage	 taken	 by	 the	
operator.	
The	second	part	of	the	application	is	the	tracking,	where	the	robot	follows	a	piece	across	
the	belt	and	picks	it	up.	Being	the	belt	on	of	the	most	dangerous	elements	of	the	cell,	as	
its	not	safely	monitored	nor	controlled.	Even	more,	the	belt	design	presents	sharp	edges	
that	may	be	a	source	of	cuts.	Because	of	that	the	robot	has	been	configured	with	safety	
areas	(see	Figure	24	–	Cell	safe	space),	where	the	robot	is	incapable	to	trespass	directly	
or	through	the	gripper.	If	the	robot	or	the	gripper	were	to	trespass	or	enter	with	contact	
it	will	enter	in	full	stop,	and	wait	until	an	operator	moves	it	outside	the	forbidden	area.	
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Figure	24	–	Cell	safe	space	
The	presented	belt	misses	the	required	devices	or	structure	to	achieve	a	state	in	which	it	
may	be	certifiable.	This	being:	guarantee	the	safety	of	the	belts,	by	stopping	them	safely	
and	monitoring	their	interaction	with	the	user	and	fix	sharp	edges	of	the	cell.	
14.1. Summary	UNE-ENISO	10218-1	and	UNE-EN	ISO	10218-2	
The	normative	UNE-EN	ISO	10218	refers	to	the	safety	requirements	applied	to	industrial	
robots	and	is	divided	in	two	parts.	The	first	one,	the	UNE-EN	ISO	12018-1	 includes	the	
rules	that	must	be	applied	to	the	industrial	robot	in	general.	The	second	part,	the	UNE-
EN	ISO	12018-2,	focuses	the	attention	on	robot	systems	and	their	system	integration.	
The	EN	ISO	10218-1:2011	replace	the	old	EN	ISO	10218-1:2008.	
The	hazards	associated	to	the	robots	are	already	known,	but	the	hazard	sources	normally	
are	unique	for	each	singular	robotic	system.	The	number	and	types	of	hazards	are	directly	
related	with	the	aim	of	the	automation	process	and	the	complexity	of	the	 installation.	
The	risks	related	to	each	situation	changes	depending	of	the	robot	used	and	its	function,	
as	the	as	how	have	been	assembled,	programmed,	operated	and	maintained.	Due	to	that,	
the	Normative	is	divided	in	two	parts.	The	first	part	provides	guidelines	to	guarantee	the	
safety	in	the	design	and	assembly.	
Due	 to	 the	 safety	 in	 industrial	 robots	 is	 influenced	 by	 the	 particular	 design	 and	
integration,	the	second	part	of	this	normative	provides	the	guidelines	for	the	personal	
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safety	 during	 the	 line	 building,	 the	 installation,	 tests,	 programming,	 function,	
maintenance	and	repair.	
The	 objectives	 of	 the	 part	 1	 is	 to	 specify	 the	 requirements	 and	 guidelines	 for	 a	 safe	
inherent	design.		
The	ISO	10218-1	only	applies	to	industrial	robots.	Which	are	defined	in	the	ISO	as:	
“Manipulator	 controlled	 automatically,	 programmable	 and	 multifunctional,	
reprogrammable	 in	 three	 or	more	 axes,	 which	 can	 be	 fixed	 or	mobile	 and	 used	 in	
automated	industrial	applications.”	
--	ISO	10218-1,	translated	from	Spanish.	
Another	key	concept	defined	in	the	Normative	is	the	safety	reduced	speed,	which	could	
be	equal	 or	minor	 to	250mm/s.	 This	 reduced	 velocity	 is	 defined	 in	order	 to	 give	 time	
enough	to	people	to	avoid	the	robot	movement	or	stop	it	if	need.	However,	the	rule	also	
defines	the	“Safe	Controlled	velocity”,	which	can	be	major	to	250mm/s.	There	are	more	
concepts	related	to	robots	and	robotic	systems	clearly	defined	in	the	ISO	10218-1	and	ISO	
10218-2.	
Attending	the	interests	of	the	project	developed,	the	main	chapters	of	the	ISO	10218-1	
are:		
- Chapter	4.	Where	are	defined	 the	 topics	 that,	 in	particular	manner,	 should	
consider	a	Risk	Assessment:	
a) The	 foreseen	 operations	 for	 the	 robot,	 including	 the	 guiding
programming,	the	maintenance,	the	calibration	and	the	cleaning.
b) The	unexpected	robot	starts.
c) The	people	access.
d) The	foreseen	misuses.
e) The	effect	of	a	failure	in	the	control	system.
f) When	need,	the	hazards	related	to	the	specific	robot	application.
So,	 trough	protective	measures	or	other	complementary	strategies	 like,	 for	
example,	signals	or	personal	training,	should	be	suppressed	or	reduced	any	
hazard	produced	by	the	design	or	the	situation.	
- Chapter	5.4.	Which	raises	the	legal	frame	applied	to	the	safety	control	system	
functions	 referred	 to	 hardware	 and	 software.	 Furthermore,	 is	 raised	 the	
function	 of	 the	 safety	 control	 system	 according	 to	 the	 ISO	 1289-1:2006,	
chapter	 4.5.1,	 where	 is	 defined	 the	 Performance	 Levels	 (PL)	 and	 the	
Categories.	Thus,	the	robot	must	obey	the	requirements	of	PL	=d	and	Category	
=	 3	 as	 is	 described	 in	 the	 Normative	 ISO	 13849-1:2006.	 Any	 failure	 of	 the	
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safety	 control	 system	 should	 have	 as	 consequence	 a	 stop	 category	 0	 or	 1	
according	to	the	Normative	IEC	60204-1.	In	this	same	Normative	is	described,	
for	example,	the	validation	switch	or	“Dead-man	Switch”	requirements.	
- Chapter	5.10.	specifies	the	requirements	for	the	cooperative	functions:	Safety	
Controlled	Stop,	Hand	Guiding,	Velocity	Monitoring	and	separation	distance,	
Power	and	force	limits	inherits	to	the	design	or	the	controller.	
The	 second	 part,	 the	 ISO	 10218-2,	 gives	 rules	 and	 guidelines	 to	 face	 the	 hazards	
associated	 to	 the	 industrial	 robot	 systems	when	 are	 integrated	 in	 industrial	 cells	 and	
production	 lines.	 Whose	 objective	 is	 to	 specify	 the	 requirements	 to	 design,	
manufacturing,	 installation,	 function,	 maintenance	 and	 withdrawal	 of	 service	 of	 the	
robotic	systems	or	industrial	robotic	cells.	The	design	and	the	configuration	of	the	robotic	
system	is	a	key	concept	in	the	risk’s	suppression	and	hazard’s	reduction.	Thus,	should	be	
considered:		
a) Physic	limits	of	the	cell	or	production	line.		
b) Workspaces,	access	and	free	spaces.		
c) Manual	intervention.		
d) Ergonomics	and	human	interactions	with	equipment.		
e) Environmental	conditions.		
f) Load	and	unload	the	workpiece.		
g) Safety	perimeter	consideration	
h) Requirements	and	location	of	the	activation	devices.		
i) Attention	to	the	intended	use.	
For	 our	 application,	 the	 chapter	 5.11	 of	 the	 ISO	 10218-2	 deserves	 special	 mention	
because	 of	 is	 referred	 to	 the	 functionalities	 of	 the	 cooperative	 robots.	 This	 chapter	
describes	the	cooperation	as	a	singular	operation	mode	between	a	person	and	a	robot,	
which	share	a	common	workspace.		
The	chapter	5.11	refers	to	the	functionality	of	collaborative	robots.	Where	it	is	indicated	
that	 the	collaboration	 is	a	way	of	 functionality	particular	 to	a	human	and	a	robot	 that	
share	a	working	space.	The	only	intended	use	of	this	operation	mode	is	for	predetermined	
tasks,	where	all	protective	measures	needed	are	activated	and	 for	 robots	with	 special	
characteristics	specifically	designed	for	cooperative	functions;	Which	must	agree	the	ISO	
10218-1.	
These	 normatives	 (ISO	 10218-1	 and	 ISO	 10218-2)	 are	 part	 of	 normative’s	 group	 that	
regulate	 the	 robots	 and	 robotic	 devices.	 Other	 normatives	 regulates	 the	 embedded	
robotic	 systems,	 coordinates	 systems	 and	 axis	 specific	 robot	 movements,	 common	
characteristics,	function	criteria	and	test	methods,	terminology	and	mechanic	interfaces.	
Furthermore,	these	rules	are	interrelated	and	linked	with	other	international	normatives.	
The	relationship	between	them	is	schematized	bellow:		
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Figure	25	–	ISOs	relationships	
To	be	accordance	with	the	legislation,	all	the	requirements	described	in	the	Normative	
mentioned	must	be	complied.		
The	ISO	10218-1	mentions	the	Normative	ISO	12100	too,	which	is	not	described	here,	and	
provides	a	guide	to	identify	the	hazards	during	a	Risk	Assessment.	
14.2. Summary	ISO/TS	15066	
This	technical	Specification	is	not	a	normative,	but	supplements	and	supports	the	
industrial	robot	safety	standards	described	in	ISO	10218-1	and	ISO	10218-2	and	
provides	additional	guidance	on	the	identified	operational	functions	for	collaborative	
robots.	Specifying	the	safety	requirements	for	collaborative	industrial	robot	systems	and	
the	work	environment.	Therefor	the	intended	operations	described	in	this	TS	are	
dependent	of	the	correct	application	of	the	ISO	12018-1	and	ISO	12018-2.	
This	Technical	Specification	stablishes	a	guidance	of	the	collaborative	industrial	robot	
system	design	including	the	following	chapters:		
a) Collaborative	application	design,	that	lists	the	factors	that	shall	be	taken	into	
account.	
b) Hazards	identification	and	risk	assessment,	where	is	defined	the	significant	
hazards	that	the	hazard	identification	process	shall	consider	as	a	minimum.	Also,	
the	task	identification,	the	hazard	elimination	and	risk	reduction	are	specified.		
The	chapter	5,	requirements	for	the	collaborative	robot	system	applications,	is	the	main	
chapter	for	the	line	builders.	The	design	of	the	collaborative	workspace,	Collaborative	
robot	operation	and	collaborative	operations.	Focusing	on	protective	measures,	
stopping	functions,	transitions	between	non-collaborative	operation	and	collaborative	
operation,	Enabling	devices	requirements,	robot	and	robot	system	requirements,	hand	
guiding,	speed	and	separation	monitoring.	
In	annexes	of	the	TS	are	described	the	biomechanical	limits.	The	following	images	
directly	from	the	ISO/TS	15066:2016	defines	the	body	model:			
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Figure	26	–	Normative	human	point	specification	
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Table	1	–	Human	parts	location	
	
Based	on	that	robot	model,	the	maximum	pressure	values	allowed	during	contacts	
between	human-robot	depending	of	the	body	part	are	listed	in	the	table	below:		
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Table	2	–	Pressure	assignation	to	human	parts	
	
	
The	following	graphic	is	an	example	from	the	ISO/TS	150066:2016	where	is	shown	the	
trend	of	free	transient	contacts	giving	a	reference	for	speed	limit	depending	of	the	
robot	effective	mass:		
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	Figure	27	–	Free	Transient	contacts	
	 	
Tracking	implementation	on	a	collaborative	robot	
Pablo	Morales	-	Adrià	Terrades	
57	
	
15. Conclusions	
Analyzing	 the	 different	 parts	 that	 compose	 the	 cell	 we	 have	 extracted	 the	 following	
conclusions.	
• The	 gripper	 used	 was	 not	 ideal	 for	 our	 application,	 as	 they	 are	 intended	 for	
application	 that	 work	 with	 metal	 and	 with	 low	 precision	 requirement.	 If	 the	
application	were	to	be	used	for	assembly	or	‘pick	and	place’	type	operations,	the	
griper	would	 be	 a	 bad	 choice.	 But,	 for	 the	 given	 use	 in	 the	 application	 of	 the	
project,	“inspection”	the	gripper	does	work	with	little	incumbencies.	
• The	programming	languages	used	on	the	implementation	of	the	application	(c++	
and	java)	allow	the	easier	adaptation	to	other	languages.	Another	advantage	of	
using	 those	programing	 languages	could	be	 their	object	oriented-programming	
structure.	 This	makes	easier	 to	 implement	extensions	 and	modules	on	already	
running	code.	
• The	ROS	framework	was	chosen	for	academic	propose,	even	though	it	has	it’s	uses	
in	the	industry.	But	for	a	final	solution,	purely	independent	framework	could	be	
made	for	a	lighter	execution	of	the	communications	and	easier	scalability.	
• The	camera	used	had	its	wizard	to	help	the	implementation	of	the	identification	
algorithm.	 Depending	 on	what	 camera	 is	 used,	 the	wizard	may	 change	 or	 the	
implementation	of	picture	analysis	may	need	to	be	done	externally.	
• The	belts	used	are	not	safety	dependent	 from	the	Sunrise	cabinet	nor	a	safety	
PLC.	 Therefore,	 their	 use	 on	 an	 industrial	 environment	 cannot	 be	 certified.	 To	
make	them	certifiable	safety	equipment	should	be	used	for	monitoring	the	belt	
and	the	interaction	with	a	human	operator,	such	as	scanners.	
• The	 solution	 proposed	 can	 be	 used	 in	 a	 HRC	 application	 to	 increase	 their	
production,	 as	 it	 removes	 the	 waits	 between	 stops	 of	 the	 belt.	 But,	 if	 the	
application	 is	 implemented	 in	 a	 HRC	 application,	 it	 will	 be	 necessary	 the	
certification	and	evaluation	of	risks	of	the	cell.	Using	a	similar	hardware,	it	could	
be	 possible	 to	 certify	 the	 application.	 However,	 the	 solution	 proposed	 is	 still	
simple	and	not	flexible,	so	modifications	on	the	software	may	be	necessary	for	
commercial	proposes.	
• The	use	of	collaborative	tools	such	as	GIT	has	had	its	advantages	when	developing	
this	 project,	 as	 it	 allowed	 different	 people	 to	 work	 on	 the	 same	 files	
simultaneously.	
15.1. Future	lines	of	action	
Although	the	application	has	fulfilled	almost	all	objectives	proposed	at	the	start	of	the	
project,	there	is	still	some	space	for	improvement	and	modifications.	
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The	first	improvement	is	the	speed	at	which	the	cell	is	working,	but	without	any	safety	
equipment	nor	fences	could	be	dangerous	and	unsafe.	The	dangers	of	collision	with	an	
operator	or	pieces	been	thrown	with	great	force	are	the	main	cause	of	use	of	fences	on	
regular	conveyor	applications.	However,	if	we	set	the	speed	at	a	medium	range,	this	issue	
could	 be	 mitigated	 without	 the	 need	 of	 fences	 nor	 losing	 the	 “Human-Robot	
Cooperation”	capabilities;	By	replacing	a	gripper	by	a	much	more	reliable	option,	like	a	
suction	cup	based	gripper,	and	placing	a	system	of	laser	scanners.	The	scanner	can	create	
virtual	zones,	on	trespassing	this	virtual	zone,	the	robot	reduces	its	speed	in	function	of	
the	distance	of	the	worker	is	from	the	robot.	The	speed	of	the	robot	could	be	dimmed	
until	 full	 stop,	at	zero	distance;	or	 in	our	case,	because	of	 the	robot	we	are	using,	 the	
speed	could	be	reduced	to	a	safe	range	(>=	250	mm/s	[6]).	
The	second	enchantment	is	the	structure	of	the	“Task_manger”,	as	there	is	no	possibility	
to	connect	more	than	one	robot.	With	more	robots	at	the	cell,	the	speed	and	throughput	
of	 the	 belt	 can	 be	 increased.	 But,	 the	 complexity	 of	 the	 task	 scheduler	 and	 the	
communications	server-robot	increase	in	great	measure.	
The	 code	 could	 be	 optimized	 for	 a	 faster	 and	more	 reliable	 execution,	 this	 could	 be	
achieved	by	making	use	of	pointers	and	RT-Linux	libraries.	With	faster	execution	times,	
the	speed	of	the	application	can	be	increased	substantially.	In	addition,	as	a	way	to	trim	
from	 communications,	 the	 encoders	 could	 be	 directly	 connected	 to	 the	 external	 PC.	
Allowing	to	limit	the	critical	connection	to	the	robot	to	commands	only.	
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