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В статье представлены возможности 
использования аппарата 
вероятностных нейронных сетей 
для классификации технического 
состояния элементов подшипников 
качения подвижного состава 
путем анализа виброакустической 
информации, полученной с помощью 
современных диагностических 
комплексов. Показаны особенности 
функционирования и конструкции 
искусственной нейронной сети, 
позволяющей иметь результат 
распознавания на уровне до 99,6%.
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Одной из главных составляющих активной части основных произ-водственных фондов железнодо-
рожного транспорта является подвижной 
состав. От уровня его технического совер-
шенства и состояния, условий эксплуата-
ции, системы ремонта и обслуживания 
зависят результаты перевозочной деятель-
ности, экономики отрасли. Анализ воз-
растных характеристик эксплуатационно-
го парка указывает на его критическое 
положение. В ближайшей перспективе 
с неизбежностью в числе первоочередных 
задач железных дорог остается поэтому 
обновление локомотивной и вагонной 
базы, что может осуществляться за счет как 
приобретения новой техники, так и модер-
низации существующей, а также предупре-
ждающей риски диагностики узлов под-
вижного состава [1].
Совершенствование технического ди-
агностирования буксовых узлов подвиж-
ного состава может рассматриваться при 
этом как часть общей проблемы – распоз-
навания образов. В основе теории распоз-
навания образов лежит анализ признаков 
определенного объекта, который разреша-
ет определить одно или большее количест-
во наиболее важных, но недоступных для 
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наблюдения характеристик. При решении 
такой задачи приходится идентифициро-
вать значащие характеристики объектов 
на основании косвенных данных и призна-
ков текущего образа – состояния, которое 
отвечает этим признакам [2].
Традиционный и самый распространен-
ный подход к решению задач параметри-
ческого диагностирования заключается 
в том, что выбирают некоторую совокуп-
ность параметров, проводят их измерение, 
полученные значения сравнивают со зна-
чениями границ области трудоспособно-
сти. При выполнении условий принадлеж-
ности каждого из параметров к определен-
ным классам состояния следует вынести 
решение о степени трудоспособности узла, 
который диагностируется.
Во время решения диагностических 
задач возникают значительные трудно-
сти в определении дефектов, поскольку 
последние, во-первых, могут маскиро-
ваться под нормальное состояние; 
во-вторых, одинаковые дефекты способ-
ны проявляться по-разному, а разные 
по своей значимости, наоборот, предо-
ставлять одинаковые признаки. Все это 
усложняет в первую очередь автомати-
зацию постановки достоверного диагно-
за. А отсюда, собственно, и отношение 
к ситуации: степень вероятности оши-
бочной регистрации или пропуска де-
фекта в системах, к которым относятся 
буксовые узлы, не удовлетворяет совре-
менным требованиям [2, 3].
ВЫБОР аППаРаТа для 
КлаССИфИКацИИ СОСТОянИя
Тенденция общих усилий в реализации 
систем диагностики – формализация, 
упрощение и автоматизация процесса по-
становки диагноза. Что касается диагно-
стирования подшипников качения, то оно 
связано со сложностью определения сро-
ков полного разрушения их элементов. 
Наиболее же простым и информативным 
параметром для комплексной оценки тех-
нического состояния подшипника качения 
является вибрация. Существует много 
разных методов, зависящих от степени 
сложности обработки результатов, кото-
рым присуща определенная случайность 
[4–6]. Но надежностью среди них выделя-
ются прежде всего искусственные нейрон-
ные сети (ИНС), которые относятся к ста-
тистическим математическим методам, 
позволяющим ставить диагноз при значи-
тельных случайных составляющих сигнала. 
То есть для оценки результатов диагности-
рования буксового узла с подшипниками 
качения целесообразно строить экспер-
тную систему на основе математического 
аппарата ИНС [3].
В наше время в вибродиагностике сфор-
мированы таблицы «характерных частот», 
на которых проявляются известные дефек-
ты. Эти таблицы могут быть использованы 
как базовые при создании системы автома-
тизированного диагностирования (САД). 
Однако реализация и эффективность их 
применения могут сильно отличаться в раз-
ных системах.
Построение ИНС следует осуществлять 
таким образом, чтобы на вход сети подава-
лись нормированные значения амплитуд 
виброскорости и виброускорения на соот-
ветствующих частотах. При этом стоит 
придерживаться идеи использования од-
ной архитектуры сети и разных ее характе-
ристик для получения диагнозов состояния 
подшипников качения. Сеть отличается 
присущими ей коэффициентами весов. 
Путем их отбора и систематизации возмож-
но составление списка характеристик сети 
относительно тех или иных типоразмеров 
подшипников.
Обучение ИНС – процесс получения 
весов под определенные типы подшипни-
ка. Для этих процедур предлагается исполь-
зовать математическую модель, а именно 
вибрационный спектр некоторого вирту-
ального подшипника (т. е. последователь-
ность частот и амплитуд вибраций, отвеча-
ющих данным частотам), изменения харак-
теристик которого полностью контролиру-
ются. При обучении задается пара: 
вибрационный спектр и диагноз. Диагноз 
отображает техническое состояние, кото-
рому соответствует спектр. Таким способом 
происходит «обучение с учителем» [2, 6].
Итогом создания САД подшипников 
должна быть единая архитектура ИНС. 
К ней прибавляется список характеристик 
(весов) относительно типоразмеров под-
шипников. В процессе эксплуатации 
не исключено дополнительное обучение 
сети диагностическими данными, которые 
накапливаются.
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Для классификации результатов диаг-
ностирования технического состояния 
подшипников качения рассматривают 
бездефектный подшипник и подшипник, 
который имеет дефект на внешнем кольце. 
Одним из вариантов решения такой задачи 
является применение вероятностной ИНС 
типа PNN (Probabilistic Neural Network), 
построенной определенным образом. 
В процессе ее моделирования определяет-
ся необходимое количество элементов се-
ти, а также весовые коэффициенты и сдвиг 
сети [3, 6].
БайЕСОВСКИй ПОдхОд
Сети PNN предназначены для решения 
задач байесовской классификации (распоз-
навания образов) [6–10], в основе которой 
лежит знаменитая формула Байеса
( ) ( ) ( )( )
P x y P x
P x y = .
P y
   (1)
Смысл этого выражения состоит в том, 
что для события x  с известной вероятно-
стью ( )P x  условная вероятность ( )P x y  
может быть вычислена с помощью так 
называемой апостериорной вероятности 
( )P y x  и вероятностей событий ( )P x  и 
( )P y . С позиции задачи классификации 
здесь y  интерпретируется как возможный 
класс, в который может попасть классифи-
цируемый образ, а x  рассматривается как 
собственно входной вектор-образ.
Идея байесовской классификации 
предполагает, что для любого входного 
образа можно принять решение за счет 
выбора наиболее вероятного класса из тех, 
к которым мог бы принадлежать образ. Это 
решение, однако, требует оценки функции 
плотности вероятностей каждого класса, 
причем делается она на основе анализа 
данных из обучающей выборки, которая, 
в свою очередь, должна быть задана зара-
нее. Подобное обстоятельство ограничи-
вает процесс обучения вероятностных се-
тей только пакетным режимом.
Формальным признаком классифика-
ции является то, что класс с наиболее 
плотным распределением в области нового 
предъявленного образа ( )x k  будет иметь 
преимущество по сравнению с другими 
классами. Точно так же получит преиму-
щество и класс с высокой априорной веро-
ятностью или высокой ценой ошибки 
классификации [2, 7]. Допустим, для двух 
возможных классов A  и B  в соответствии 
с байесовским правилом выбирается класс 
A , если [9]
( ) ( ),A A A B B BP C p x P C p x>    (2)
где P  –  априорная вероятность;
C  –  цена ошибки классификации;
( )p x  – функция плотности вероятно-
стей.
Оценки стоимости ошибок классифи-
кации AC  и BC  определяются конкретной 
задачей [7, 9], в связи с чем чаще всего они 
выбираются одинаковыми для всех клас-
сов. Априорные вероятности AP  и BP , 
тоже в общем случае неизвестные, обычно 
заменяются частотой появления образов 
в обучающей выборке, а вот с оценкой 
плотностей ( )Ap x  и ( )Bp x  возникают свои 
проблемы.
Для восстановления этих функций на-
ибольшее распространение получили 
оценки Парзена [8], использующие весо-
вые функции (потенциальные функции [6], 
ядра [11]), имеющие центр в точках, соот-
ветствующих образам с известной класси-
фикацией из обучающей выборки.
И хотя байесовские методы классифи-
кации существуют достаточно давно, их 
параллельная нейросетевая реализация 
позволила обеспечить более высокое бы-
стродействие процессам обработки инфор-
мации, связанным с распознаванием 
образов, диагностикой и т. п.
СТРУКТУРа ВЕРОяТнОСТнОй 
нЕйРОннОй СЕТИ
На рис. 1 приведена схема вероятност-
ной нейронной сети PNN, предназначен-
ной для разбиения предъявляемых 
n -мерных векторов-образов на два клас-
са A  и B .
Такая сеть состоит из входного слоя, 
первого скрытого, именуемого слоем обра-
зов, второго скрытого, называемого слоем 
суммирования, и выходного слоя, образован-
ного в данном случае одним нейроном-
компаратором.
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Исходной информацией для синтеза 
сети служит обучающая выборка образов, 
образованная «пакетом» n -мерных векто-
ров ( ) ( ) ( )1 , 2 , ...,x x x N  с известной клас-
сификацией, причем место конкретного 
образа в пакете значения не имеет. Пред-
полагается также, что AN  векторов отно-
сится к классу , BA N  – к классу B , то есть
.A BN N N+ =    (3)
Количество нейронов в слое образов 
равно N  (по одному нейрону на каждый 
обучающий образ), а их синаптические 
веса определяются значениями компонен-
тов этих образов так, что
( ), 1, 2, ..., ; 1, 2, ..., ,ji iw x j i n j N= = =   (4)
или в векторной форме
( ) ( ) ( ) ( )( )1 2, , , ..., .
T
j i nw x j x j x j x j=   (5)
Очевидно, что обучение в этом случае 
сводится к одноразовой установке весов, 
и это делает его чрезвычайно простым.
Каждый из нейронов слоя образов вы-
числяет взвешенную сумму входных сиг-
налов и преобразует ее с помощью нели-
нейной активационной функции так, что 
на выходе нейронов первого скрытого слоя 
появляется сигнал
j jo k $ x k w
1[ ] ( ) = ( ) −( ), ,σФ    (6)
чаще всего в форме
[ ] ( )
( ) 21
2
exp ,
j
j
x k w
o k
s
 − =
 
 
   (7)
где параметр s  задает ширину,
 
( ) ( )
( ) ( )( )
1 , 2 , ...,
, 1 , ...,A A B
j A A
N A N B N
=
+
.
Заметим, кроме того, что для упроще-
ния численной реализации входные векто-
ры рекомендуется предварительно норми-
ровать, а вместо колоколообразной функ-
ции активации использовать более простое 
преобразование [12]
[ ] ( ) ( )1 2
1
exp 2 .
T
j
j
w x k
o k
s
 −
=   
 
   (8)
Слой суммирования создается двумя 
элементарными сумматорами (в общем 
случае по одному на каждый класс), которые 
суммируют выходы нейронов слоя образов
( ) [ ] ( )
( )
( )
( ) [ ] ( )
( )( )
( )
12
1
12
1
,
.
A A
B B
A
N
A j
j A
N
B j
j N B
o k o k
o k o k
=
= +

=




 =

∑
∑
   (9)
Суммы (9) и являются парзеновскими 
оценками неизвестных плотностей вероят-
ностей ( )Ap x  и ( )Bp x .
В выходном нейроне сети PNN, реали-
зующем, по сути, элементарную операцию 
сравнения вычисленных значений 
( )( )Ap x k  и ( )( )Bp x k , определяется при-
надлежность предъявляемого образа ( )x k  
классу A  или B .
После того как сеть построена, остается 
найти значение параметра ширины s , 
которое для нормированных входов выби-
рается произвольно в интервале от нуля 
до единицы [12], а затем можно приступать 
к собственно решению задачи классифи-
кации, предъявляя ИНС образы ( )x k , 
k N>  с неизвестной принадлежностью.
Главным достоинством вероятностных 
нейросетей является простота проектиро-
вания и обучения.
В таблице 1 приведены результаты рас-
познавания технического состояния под-
шипников качения ИНС типа PNN с раз-
ными длинами трещин внешних колец.
Согласно таблице, для идентификации 
трещины внешнего кольца наилучшим 
образом подходит ИНС типа PNN 16:20–
22–8:1 со значением 99,6%. В то же время 
ИНС типа PNN 14:16–20–6:1 демонстри-
рует наиболее плохие результаты – 97,06%.
На рис. 2 даны результаты идентификации 
технического состояния ИНС типа PNN.
Рис. 1. Архитектура ИНС типа PNN.
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ВЫВОдЫ
Исследованиями установлено, что с це-
лью эффективного распознавания техни-
ческого состояния подшипников качения 
буксовых узлов подвижного состава следу-
ет привлекать математический аппарат 
искусственных нейронных сетей как наи-
более действенное средство обработки 
и классификации большого количества 
диагностической информации, которая 
предоставляется современными виброди-
агностическими комплексами. Особенно-
сти процедуры функционирования и кон-
струкции ИНС типа PNN позволяют 
обеспечить наилучший результат распоз-
навания (99,6%), что значительно превы-
шает возможности оператора по скорости 
и точности.
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Рис. 2. Результаты идентификации технического 
состояния внешнего кольца подшипников качения 
ИНС типа PNN.
 Таблица 1
Идентификация повреждений ИНС типа PNN
Длина трещины, мм 21,9 28,2 31,3 34,8 37,9
Выбранная частота, Гц 76,6
Процент правильно идентифицированных длин трещин внешнего кольца
PNN 14:16–20–6:1 99,0 96,4 94,2 97,6 98,1
PNN 14:18–20–6:1 98,8 99,7 100,0 95,5 96,6
PNN 16:20–22–8:1 100,0 100,0 100,0 98,0 100,0
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Идет работа над проектом линии скорост-
ного трамвая, которая свяжет восток столи-
цы с подмосковной Балашихой.
Согласно проекту, трамваи должны 
стартовать каждые 3–4 минуты от станции 
метро «Шоссе Энтузиастов», где появится 
транспортно-пересадочный узел, совме-
щенный с остановочным пунктом на Ма-
лом кольце Московской железной дороги. 
Общая протяженность маршрута составит 
около 21,3 км, из которых 15,7 км трамваи 
будут двигаться по специальным эстака-
дам, развивая при этом скорость до 75 км/ч. 
Время в пути 11 минут по московскому 
участку трассы и 35–40 минут по всему 
маршруту.
На территории Балашихи возможны два 
варианта прохождения трассы. Первый – 
вдоль Горьковского шоссе (автотрасса М7 
«Волга»), второй – вдоль Балашихинской 
ветки Горьковского направления Москов-
ской железной дороги.
Строительство линии скоростного 
трамвая призвано облегчить сообщение 
с центром столицы для жителей районов 
Ивановское (где сейчас нет станций метро-
политена) и Перово, снизить загрузку 
шоссе Энтузиастов и Горьковского шоссе, 
а также разгрузить станции метро «Ново-
гиреево» и «Перово», на которых сейчас 
в часы пик буквально яблоку негде упасть, 
тогда как у станции метро «Шоссе Энтузи-
астов» имеется резерв пропускной способ-
ности.
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