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ABSTRACT OF DISSERTATION
DISCRETE-TIME ADAPTIVE CONTROL ALGORITHMS FOR
REJECTION OF SINUSOIDAL DISTURBANCES
We present new adaptive control algorithms that address the problem of rejecting si-
nusoids with known frequencies that act on an unknown asymptotically stable linear
time-invariant system. To achieve asymptotic disturbance rejection, adaptive control
algorithms of this dissertation rely on limited or no system model information. These
algorithms are developed in discrete time, meaning that the control computations
use sampled-data measurements. We demonstrate the effectiveness of algorithms via
analysis, numerical simulations, and experimental testings. We also present extensi-
ons to these algorithms that address systems with decentralized control architecture
and systems subject to disturbances with unknown frequencies.
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Chapter 1
Introduction and Motivation
The problem of sinusoidal disturbance rejection arises in a wide variety of engi-
neering applications, including helicopter vibration suppression [1–15], active rotor
balancing [16–31], active noise cancellation [32–49], vibration reduction in space-
craft [50–66], and vibration compensation in computer hard disk drives [67–80]. Most
existing methods require some model information regarding the dynamic system that
is to be controlled. However, modeling often requires simplification of physical pheno-
mena and employs idealized assumptions. Therefore, developing reliable models can
be challenging, expensive, or impractical. Moreover, system dynamics and external
disturbances can be uncertain or subject to change during the operation. Thus, we
need methods that address highly uncertain systems. In this dissertation, we pre-
sent new adaptive control methods that achieve sinusoidal disturbance rejection with
limited or even no system model information.
1.1 Problem Statement
Consider the linear time-invariant (LTI) system
x˙(t) = Ax(t) +Bu(t) +D1d(t), (1.1)
y(t) = Cx(t) +Du(t) +D2d(t), (1.2)
where t ≥ 0, x(t) ∈ Rn is the state, x(0) = x0 ∈ Rn is the initial condition, u(t) ∈ Rm
is the control, y(t) ∈ R` is the measured performance, d(t) ∈ Rp is the unmeasured
disturbance, and A ∈ Rn×n is asymptotically stable. Let ω1, ω2, · · · , ωq > 0, and
consider the tonal disturbance
d(t) =
q∑
i=1
dc,i cosωit+ ds,i sinωit, (1.3)
1
where dc,1, · · · , dc,q, ds,1, · · · , ds,q ∈ Rp determine the disturbance amplitude and phase
at each frequency.
The objective is to design a control u that reduces or even eliminates the effect of
the disturbance d on the performance y. We seek a control that relies on limited or
no model information regarding the system (1.1) and (1.2), and requires knowledge
of only the disturbance frequencies ω1, · · · , ωq. Thus, the disturbance amplitudes
dc,1, · · · , dc,q, ds,1, · · · , ds,q and the state-space matrices A, B, C, D, D1, and D2 are
completely unknown.
To achieve the objective of disturbance rejection, consider a sinusoidal control
with frequencies ω1, . . . , ωq, where the amplitudes and phases are updated in discrete
time. Let Ts > 0 be the control update period. Then, for each k ∈ N and for all
t ∈ [kTs, (k + 1)Ts), the control is
u(t) =
q∑
i=1
uc,i,k cosωit+ us,i,k sinωit, (1.4)
where for all i ∈ {1, 2, . . . , q}, uc,i,k, us,i,k ∈ Rm are the control amplitudes at each
frequency, which are determined from update equations. This dissertation presents
novel algorithms for updating the control parameters uc,i,k and us,i,k in order to ac-
complish disturbance rejection with minimal or even no system model information.
The control (1.4) can be expressed more compactly as
u(t) =
q∑
i=1
(
fTi (t)⊗ Im
)
ui,k,
where ⊗ denotes the Kronecker product, and for all k ∈ N and all i ∈ {1, 2, . . . , q},
fi(t) ,
[
cosωit
sinωit
]
∈ R2, ui,k ,
[
uc,i,k
us,i,k
]
∈ R2m.
The control parameter update equations presented in this dissertation use sampled-
data measurements, and the control methods are thus developed in discrete time.
Figure 1.1 shows a schematic of the control architecture used in this dissertation.
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Sample
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x˙(t) = Ax(t) +Bu(t) +D1d(t)
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Figure 1.1: Schematic of the discrete-time control architecture used in this dissertation.
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1.2 Motivating Applications
Many engineering applications require active rejection of sinusoidal disturbances.
However, most existing methods require some model information regarding the dyn-
amic system in order to achieve disturbance rejection. If the system’s dynamics are
uncertain or change during operation, then existing control methods can cause closed-
loop instabilities [7, 81, 82]. Thus, we need methods that address highly uncertain
systems and can adapt to changes in the system’s dynamics during the operations.
We now discuss motivating applications, where the adaptive control methods of this
dissertation can achieve disturbance rejection.
Helicopter Vibration Suppression:
The fuselage of a helicopter is subject to undesirable vibrations that negatively
impact ride quality for passengers, result in crew fatigue, and can harm expensive
components of the helicopter. The aeroelastic motion of a helicopter’s main rotor
blades is a primary source of these undesirable vibrations. Moreover, the dominant
frequency content of these vibrations is known, because it is a function of the rotor’s
angular velocity and the number of blades [83, 84]–both of which are known. For
helicopters produced in the 1960s, the average vibration level of the fuselage was ap-
proximately 0.3 g [15,85], causing an uncomfortable ride and reoccurring components
failure [15, 85, 86]. Active vibration reduction techniques have successfully reduced
the levels of vibrations to approximately 0.1 to 0.2 g [15, 87], which is a significant
improvement compared to the early days of helicopter production. Next generation of
helicopter designs aim to reduce vibration levels to approximately 0.03 to 0.05 g [15].
A detailed discussion of the origin of helicopter vibration is in [84, 88, 89]. In
summary, the vibrations stem from the rotation of the main rotor and occur at
a frequency equal to the rotor angular velocity multiplied by the number of the
blades. The resulting vibration frequency is typically between 15 and 25 Hz. In most
helicopters, the vibratory loads (i.e., forces and moments) are directly transmitted to
the helicopter fuselage via the main gearbox. Metal or elastomeric isolation mounts
are frequently used for isolating foundations from vibrations of industrial equipment.
However, isolation mounts cannot be used to isolate a helicopter’s fuselage from its
main gearbox, because the gearbox is light weight relative to industrial equipment,
and the vibration frequencies are relatively low [15].
Since the beginning of the helicopter manufacturing industry, passive vibration
absorbers have been used to reduce vibrations, and are still in wide use. The earliest
patents (e.g., US2489342) using vibration absorbers for helicopters are from 1945,
where pendular absorbers are used to reduce unacceptable vibrations [90]. This patent
was granted 5 years after the first flight of the Vought-Sikorsky VS-300, which is
widely considered the first demonstration of a practical helicopter [15]. Therefore,
the need for vibration suppression on helicopters was obvious form the early days
of helicopter flight. One of the earliest uses of vibration absorbers on production
helicopters was in the Chinook CH-47B helicopter in the early 1960s [91]. This 40,500-
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lbm helicopter with two 3-bladed rotors, incorporated five absorbers each weighing
90 lbm, which accounts for 1.1% of the aircraft gross weight. Thus, one drawback
of passive vibration absorbers is that they are heavy. Also, being passive, these
absorbers are not adjustable for different flight conditions, meaning that changes to
the helicopter dynamics (e.g., changes in the payload) can reduce the level of vibration
suppression.
In the 1980s, passive vibration absorbers were often replaced with active vibration
systems, for example, in the Sikorsky UH-60M Black Hawk helicopter [15, 92]. The
actuators of the active vibration control (AVC) system are placed in the exact location
of previous passive absorbers. In this AVC system, the controller receives accelera-
tion measurements from accelerometers placed throughout the helicopter’s fuselage.
Then, the controller uses this acceleration feedback to command the AVC actuators
to produce vibratory forces to suppress accelerations. The frequency-domain con-
troller implemented in the UH-60M AVC system is based on the seminal work by J.
Molusis and F. Farrar described in [93]; this control algorithm is known as higher-
harmonic control. In fact, according to [15], higher-harmonic control and its variants
are probably used in the vast majority of fielded AVC systems.
The AVC system, has significant advantages over passive vibration absorbers.
Specifically, the AVC system can reject the vibrations at locations, where the pas-
sengers and crew sit–a feature that passive absorbers rarely provide. If there is no
physical room to mount passive absorbers near where we would like to reduce vi-
brations, then they must be mounted at alternative locations, which are often less
effective and less weight-efficient. Thus, AVC is more weight efficient. In addition,
AVC reduces fuselage vibration to the same or lower levels than passive systems, and
AVC uses lighter and/or fewer actuators, which are the heaviest components in AVC
systems [15].
Traditional AVC algorithms are robust to changes in the dynamics of the helicop-
ter; however, since they require some model information regarding the dynamics of
the system, these AVC systems are not capable of accommodating all changes that
can occur during a helicopter’s flight. In this dissertation, we present new adaptive
control methods that can adapt to arbitrary changes in the system’s dynamics.
Active Rotor Balancing:
Balancing rotating machinery is an indispensable task in manufacturing, mainte-
nance, repair, and operation of an industrial plant [16,17,21]. During installation of a
piece of rotating device, the rotating components are balanced either as an individual
item, as an assembly, or in some instances, as a combination of both.
To balance the components or the assembly, the parts are installed in a balancing
machine, and once the rotating equipment has been installed, a manual balance cor-
rection is made. There is typically a need to make a field balance correction, known
as either a trim balance or in-situ balance [21, 94]. Both of these terms refer to per-
forming a manual balance correction without removing the rotor or the associated
assembly from the bearings. The field balancing operation begins with a trial run,
which is used to establish a baseline of the vibration level. The rotating device is then
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stopped, and a trial mass is added. This trial mass allows the amount of unbalance
to be identified. A calculation is made in order to determine the balance-mass weight
and location required to cancel the unbalance. Once the trial run is completed, the
rotating equipment is stopped, and the calculated balance weight is added or remo-
ved. The rotating equipment is then started again and measurements are made to
determine if the desired level of balance has been achieved. If not, the process is
repeated until an acceptable balance level is reached.
Active balancing systems provide an alternative to the traditional on-site field
balancing methods. These systems are usually able to detect the unbalance, identify
the correction required to offset the unbalance, and automatically make the balance
correction while the piece of rotating equipment is running. A balancing system con-
sists of sensors that can measure the undesirable vibrations, and actuators that can
produce counterweight to cancel the unbalances. The vibration sensor is mounted on
or near the bearing’s centerline and continuously samples the vibration level. This
information is sent to a controller, where the vibration signal is analyzed and com-
pared to acceptable levels. If the vibration level exceeds the acceptable levels, then
the controller determines the amount of unbalance and the correction counterweight
required to make a balance correction. The controller also determines the location
that the counterweight needs to be located, in order to reduce the vibration. This
is often referred to as calculating the magnitude and phase angle of the balance cor-
rection. The controller sends a series of commands to a power amplifier, which, in
turn, provides modulated power to the actuators, which move the counterweight to
the desired location inside the balancer assembly. This automatic balance correction
is typically completed in less than one minute. Once the system is installed, there is
no need to stop the piece of rotating equipment to perform a balance correction.
Existing control methods for active rotor balancing are model-based (e.g., conver-
gent control [20,95]), meaning that some information regarding the model of dynamic
system is required in order to implement rotor balancing. In contrast, the adaptive
control methods in this dissertation do not require any model information.
Active Noise Control:
Active noise control (ANC) is the electro-acoustic generation (i.e., typically using
loudspeakers) of a sound field for canceling or reducing the influence of an undesirable
existing sound field. Although ANC is widely used as a laboratory tool for validating
research activity, it has certain industrial applications. For example, ANC systems
help reduce low-frequency fan noise levels stemming from industrial air exhaust ducts
[96]. Also, rotorcraft and propeller aircraft use ANC systems to reduce noise level in
the cabin [97]. However, ANC systems are still not wide-spread in industry. Ideal
ANC systems are adaptive, meaning that they can adapt to changing characteristics
of the noise, and changing environmental conditions that affect the acoustic field.
In practice, non-adaptive noise cancellation systems are not very effective, except in
noise-canceling headsets and ear muffs [42, 98, 99]. Many industries deal with low-
frequency noise, which is difficult and expensive to control passively, because large
mufflers and enclosures are needed to accommodate the long acoustic wavelengths
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of the low-frequency noise. Industries are interested in ANC because it is likely to
provide a lower-cost alternative to passive noise control [42].
Although Thompson observed the phenomenon of sound cancellation using two
Bell telephones in 1878, it was not until 1930 that the French engineer H. Coanda pa-
tented the concept of sound cancellation via destructive interference [42,100]. In 1933,
German physicist P. Lueg patented the idea of using active noise cancellation as an
alternative to passive control for low-frequency noise in an acoustic duct [101]. In the
1950s, American engineers Harry F. Olson and W. B. Conover independently moder-
nized Lueg’s idea by utilizing feedback control theory, and investigating possibilities of
active noise cancellation in rooms, acoustic ducts, headsets, and earmuffs [102–104].
However, limitations in control methods and electronic hardware made their ideas
commercially impractical [42].
Since the early days of ANC, researchers have been dealing with practical compli-
cations of ANC schemes. Progress in the areas of control, signal processing, electro-
nics, acoustics, and vibrations facilitated practical and commercial implementations
in the 1980s. Surveys of ANC algorithms are in [33,42,105,106]. Most available ANC
algorithms require some model information regarding the acoustic system, whereas
the adaptive control techniques of this dissertation are applicable to unknown acoustic
systems and do not require any model information.
Spacecraft Vibration Control:
Many spacecraft are equipped with lightweight but large-and-complex appen-
dages, such as antennas and solar arrays, in order to facilitate communication, remote
sensing, and other similar tasks. These large lightweight structural appendages are
extremely flexible and have low-frequency fundamental oscillatory modes [58, 60].
These fundamental modes are excited during many tasks and missions such as sle-
wing and pointing maneuvers. In addition, large-angle and fast rotational maneuvers
of spacecraft are indispensable in order to meet certain mission requirements.
Effective cancellation or attenuation of the induced vibrations is a challenging
control objective. Modern spacecraft control systems use different types of actua-
tion mechanisms including thrusters and internal momentum exchange devices (e.g.,
momentum or reaction wheels, and control moment gyros) to accomplish increased
functionality during the space flight [107,108].
For certain maneuvering and precision pointing tasks, active disturbance rejection
techniques have been increasingly used for flexible spacecraft to achieve the desired
level of vibration attenuation. Significant progress has been made in designing con-
trol systems for simultaneous attitude control and vibration suppression of flexible
spacecraft [109, 110]. Due to uncertainties in the dynamics of spacecraft, adaptive
control techniques are essential in vibration control system design; however, current
techniques require knowledge of some model information regarding the spacecraft’s
dynamics (e.g., relative degree, upper bounds on the magnitude of uncertainties).
In this dissertation, we present adaptive control methods that can reject sinusoidal
vibrations of spacecraft without requiring any model information.
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Vibration Compensation in Hard Disk Drives:
In a hard disk drive, data is stored in circular paths of magnetization recognized
as tracks. For the read and write operations, the disk rotates, and the read-write
head is commanded to follow certain circular tracks. Modern hard disk drives are
equipped with track following servo control systems, which are responsible for keeping
the read-write head at the desired track accurately. This process is facilitated by the
track misregistration diagnosis mechanism, which uses the standard deviation of the
position error signal. See [73] for more details.
Tracking errors can be induced by many sources including disk and bearing run-
out, servo-track-writer induced irregularities, electronic noise, spindle and actuator
resonances, and external shock and rotary vibration [111]. External shock and rotary
vibrations, contain frequency components with time-varying phases and magnitudes
at unknown frequencies. In addition, turbulent air flow within the hard disk assembly
or imperfections in the spindle bearing can cause harmful vibrations and result in non-
repeatable narrow-band disturbances, whose energy is highly concentrated at multiple
unknown frequencies. More details are available in [112–114]. These disturbances
differ from track to track and disk to disk. Moreover, frequencies of the narrowband
components can be higher than the bandwidth of the existing servo loops as reported
in [112, 113]. Therefore, the uncertain nature of these disturbances, makes vibration
compensation in hard disk drives a challenging control task. If the dynamics of hard
disk drive are also unknown or subject to change, disturbance rejection becomes
more challenging . The adaptive controllers in Chapter 7 of this dissertation are not
model-based and are applicable to vibrations with unknown frequencies as is common
in hard disk drives.
1.3 Literature Review
For an accurately modeled LTI system, the internal-model principle can be used
to design a feedback controller capable of rejecting sinusoidal disturbances of known
frequencies [115–120]. In this case, disturbance rejection is accomplished by incor-
porating copies of the disturbance dynamics in the feedback loop. For sinusoids
with unknown frequencies, a model-based disturbance observer can be implemen-
ted [121–128].
If, on the other hand, an accurate model of the system is not available, but the
open-loop dynamics are asymptotically stable, then adaptive feedforward cancellation
can be used to accomplish disturbance rejection [129–138]. These approaches use
a harmonic regressor consisting of sinusoids at the known disturbance frequencies.
The control is generated by updating the amplitudes and phases of these sinusoids
in a manner that achieves asymptotic disturbance rejection. Adaptive feedforward
approaches require certain model information or assumptions regarding the open-loop
transfer function. In the simplest case where the system is single-input single-output
(SISO), the only required model information is the sign of the control-to-performance
transfer function at the disturbance frequencies. However, if the system is multi-
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input multi-output (MIMO), then stronger assumptions (e.g., strict positive realness,
a nominal system model, or upper bounds on uncertainties) are invoked.
Feedback (rather than feedforward) adaptive control methods are also capable of
rejecting sinusoids of known or even unknown frequencies (e.g., [139–151]); however,
these approaches generally rely on some model information (e.g., relative degree) and
structural assumptions regarding the system (e.g., minimum phase, or state feedback).
The filtered-X least-mean-squares algorithm is an approach from the digital signal
processing literature [152,153]. Filtered-X can be used in cases where the disturbance
frequencies are uncertain or unknown; however, filtered-X relies on a model of the
control-to-performance transfer function (referred to as the secondary path in the
noise control literature). If this model is inaccurate, then filtered-X can destabilize
the closed loop [33]. To reduce the required model information, algorithms have been
proposed which incorporate real-time identifiers [154, 155]. However, these methods
require injection of white-noise excitation to ensure convergence of the parameter
identifier.
Another approach to sinusoidal disturbance rejection takes advantage of an asymp-
totically stable LTI system’s harmonic steady-state (HSS) response, that is, the si-
nusoidal response that remains after the system’s transient response decays to zero.
This HSS approach was developed independently in several research communities,
specifically: i) active sound and vibration control [32], ii) helicopter vibration re-
duction [10,156], and iii) active rotor balancing [20]. For active rotor balancing, this
approach is called convergent control, whereas for helicopter vibration reduction, the
approach is known as higher-harmonic control (HHC). This approach is a frequency-
domain method, meaning that all control computations are performed using discrete
Fourier transform (DFT) data. In this dissertation, we refer to the this approach as
frequency-domain higher-harmonic control (FD-HHC).
To further explain FD-HHC, consider an LTI system that is acted on by a sinus-
oidal disturbance with known frequency ω. The FD-HHC control signal is a sinusoid
with frequency ω, but where the amplitude and phase are updated at discrete times.
Let Ts > 0 denote the FD-HHC update period. Then, at each time step k ∈ N, the
control amplitude and phase are updated using DFT data, which are computed from
a sampling of the performance measurement over the time interval [(k − 1)Ts, kTs).
FD-HHC relies on the key assumption that the update period Ts is sufficiently large
relative to the settling time of the system. This assumption ensures that by the end
of each time interval between control updates, the closed-loop response approximates
the HSS response. If Ts is too small, then the HSS approximation is not accurate,
and the closed-loop system can become unstable. In practice, Ts can be increased to
achieve closed-loop stability; however, increasing Ts also increases convergence time.
In fact, large convergence time is one shortcoming of FD-HHC [81].
Another potential drawback of FD-HHC is that it requires an estimate of the
control-to-performance transfer function evaluated at the disturbance frequency. In
the SISO case, this estimate must have an angle within 90◦ of the actual value for
closed-loop stability. The closed-loop stability conditions for the MIMO case are given
in [82, Theorem 2]. If there are multiple disturbance frequencies, then estimates of the
control-to-performance transfer function are required at each frequency. For certain
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applications, this transfer function can be difficult to estimate or subject to change.
The following example demonstrates a limitation of FD-HHC for the case, where
the system’s dynamics are subject to changes.
Example 1.1. Consider a 4-blade helicopter rotor system, where we denote the
swash-plate vertical displacement by u ∈ R, the vertical speed of the rotor system by
v ∈ R, and the coning angle of the blades by β ∈ R. Let N , 4 denote the number
of blades, and let Ω , 300 RPM be the angular velocity of the rotor. Note that
helicopters are subject to sinusoidal disturbances due to the vibration of the blades
at frequencies equal to NΩ as well as frequencies equal to the integer multiples of
NΩ, that is, higher harmonics 2NΩ, 3NΩ, 4NΩ, etc. See [15,83] for more details.
The control objective is to determine a control u, such that limt→∞ v(t) = 0.
Thus, we let y = v. The equations of motion for the rotor system are given by (1.1),
where
A =
−0.08 −241.4 −11.230 0 1
0.12 −142.7 −1.14
, x(t) =
v(t)β(t)
β˙(t)
, B =
−2.820
2.2
, D1 =
 0.10
−0.2
,
and d(t) is given by (1.3), where we consider the first harmonic due to the vibration
of the blades (i.e., q = 1 and ω1 = NΩ). Let dc,1 = ds,1 = 400 mm. We use FD-HHC
to eliminate the effects of d on y. We implement FD-HHC according to [82, Eq. (11)],
where u0 = 0, ρ = 1.57× 103, and Ge = (−8 + 16)× 10−3, which is the estimate of
control-to-performance transfer function at disturbance frequency. Figure 1.2 shows
a schematic of the control architecture. Figure 1.3 shows y and u with FD-HHC.
The control is turned on at t = 2 s, and disturbance rejection is achieved. At time
t = 20 s, the first row of the matrix A is changed from [−0.08 − 241.4 − 11.23]
to [−0.2 − 603.5 − 28.1]. The controller is robust to this change and rejects the
disturbance. At time t = 35 s, the the first row of the matrix A is changed from
[−0.2 − 603.5 − 28.1] to [−0.32 − 965.6 − 44.92]. In this case, the response y
with FD-HHC diverges. 4
Example 1.1 demonstrates that FD-HHC yields unstable response if the fixed
estimate of control-to-performance transfer function at disturbance frequency is no
longer sufficiently accurate due to changes in the system’s dynamics. To address
uncertainty, adaptive HHC methods have been proposed [81,157,158]. However, the
u(t) = Re uk cosωt
d(t)
u(t)
y(t)
uk uk+1 = uk − ρG∗eyk+1
yk+1
Sample
DFT
−Im uk sinωt
Figure 1.2: Schematic of FD-HHC used for helicopter vibration suppression.
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Figure 1.3: FD-HHC is robust to small changes in the system dynamics, and yields disturbance
attenuation. If the changes in the system dynamics are not sufficiently small, then FD-HHC does
not achieve disturbance attenuation and can cause closed-loop instabilities.
methods in [81,157] require an external excitation signal to ensure stability, and the
analysis in [158] is restricted to an averaged system. In Chapters 2–5 of this disserta-
tion, we present adaptive control techniques that address the problem of uncertainty,
and achieve asymptotic disturbance rejection for completely unknown MIMO LTI
systems.
Another challenge for active disturbance rejection is large-scale dynamic system,
where practical constraints can necessitate decentralized control architecture. In a
decentralized control architecture, the control system is designed with the constraint
that none of local controllers has information regarding the nonlocal performance
measurements [159].
For large-scale uncertain systems, decentralized adaptive control techniques that
require limited model information are proposed in [160–168]. For example, the techni-
que in [162] concerns systems with strong nonlinear interconnections, and the method
in [163] is applicable to large-scale dynamical systems with unknown interconnections.
The methods presented in [161, 162] develop decentralized adaptive controllers that
require local full-state feedback for closed-loop stabilization. These local full-state
feedback adaptive methods have been extended in [169–171]. Existing decentralized
control techniques for disturbance rejection are given in [144,151,170,172]. However,
these methods require some model information regarding the system to be controlled
and may not yield perfect tonal disturbance rejection.
The adaptive disturbance rejection algorithms that we present in Chapters 2–5
are for unknown systems, however, these methods are centralized control schemes.
Ref. [172] presents a decentralized HHC technique. If the value at frequency ω of
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the control-to-performance transfer function is a diagonally-dominant matrix, then
[172] provides sufficient-but-not-necessary conditions for tonal disturbance rejection.
Therefore, the decentralized control technique requires some model information, and
is not applicable to unknown systems. In Chapter 6 of this dissertation, we present a
decentralized control algorithm for rejection of sinusoidal disturbances acting on an
unknown MIMO LTI system.
Next, we consider the problem of rejecting sinusoids for unknown frequency. Con-
sider the case where an accurate model of the system is known, but the frequen-
cies of the sinusoidal disturbance are unknown. This case is related to the problem
of estimating the frequency of a sinusoidal signal. Frequency estimation is addres-
sed with discrete-time adaptive notch filters [173–177] and related continuous-time
methods [178–181]. The recent survey [182] provides a comparison of frequency-
estimation techniques.
For control, the rejection of unknown-frequency sinusoids can be addressed by
combining a frequency estimator with a controller capable of rejecting known-frequency
sinusoids (e.g., internal-model control) [183]. Related adaptive control methods
(both direct and indirect) for rejection of unknown-frequency sinusoids are presented
in [147,184–187] for continuous time and [147,187] for discrete time.
For the case, where both the system model and the disturbance frequencies are
unknown, adaptive feedback (rather than feedforward) control methods are capable of
asymptotic disturbance rejection for both LTI systems [140–143,188–190] and certain
classes of nonlinear systems [191, 192]. However, these approaches generally rely on
some model information (e.g., relative degree) and structural assumptions regarding
the system (e.g., minimum phase, or state feedback). Note that [141] does not require
a minimum-phase assumption, but instead relies on estimates of the nonminimum-
phase zeros. In Chapter 7 of this dissertation, we present an adaptive control method
that rejects a sinusoidal disturbance with unknown frequency that act on an unknown
MIMO LTI system.
1.4 Summary of Contributions
Chapter 2 presents a new control algorithm named frequency-domain adaptive
higher-harmonic control (FD- AHHC), which addresses the problem of rejecting si-
nusoids with known frequencies that act on a completely unknown asymptotically
stable LTI system. We analyze the stability and closed-loop performance of FD-
AHHC for MIMO systems that are square (i.e., the number of controls equals the
number of performance measurements). In this case, we show that FD-AHHC asymp-
totically rejects disturbances, that is, the performance measurement tends to zero.
We also present a numerical study of the steady-state and transient performance of
FD-AHHC for square and nonsquare systems. The result of this chapter appears
in [82,193].
Chapter 3 presents two new time-domain feedback control algorithms for rejection
of known-frequency sinusoidal disturbances that act on an asymptotically stable LTI
system. The first algorithm is time-domain higher-harmonic control (TD-HHC),
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which is effective for uncertain LTI systems. However, TD-HHC requires an esti-
mate of the control-to-performance transfer function evaluated at the disturbance
frequency. The second algorithm is time-domain adaptive higher-harmonic control
(TD-AHHC), which is effective for completely unknown LTI systems. We analyze the
stability and performance of TD-HHC and TD-AHHC. For both TD-HHC and TD-
AHHC, we show that the controller asymptotically rejects the disturbance. We also
present numerical simulations comparing TD-HHC and TD-AHHC with FD-HHC.
We also present results from an active disturbance rejection experiment in an acou-
stic environment. These experimental results demonstrate the practical effectiveness
of the TD-HHC and TD-AHHC. The result of this chapter appears in [194,195].
Chapter 4 presents a new control algorithm named frequency-domain adaptive
harmonic control (FD-AHC), which rejects sinusoids with known frequencies that
act on a completely unknown asymptotically stable LTI system. We analyze the
stability and closed-loop performance for systems with at least as many controls
as performance measurements. We show that the closed-loop system is Lyapunov
stable and that the adaptive controller asymptotically rejects the disturbances. We
demonstrate the controller on numerical simulations of SISO and MIMO acoustic
ducts. The result of this chapter appears in [196,197].
Chapter 5 presents a new control algorithm named time-domain adaptive harmo-
nic control (TD-AHC), which rejects sinusoids with known frequencies that act on a
completely unknown asymptotically stable LTI system. We analyze the stability and
closed-loop performance for systems with at least as many controls as performance
measurements. We show that the closed-loop system is uniformly Lyapunov stable
and that the adaptive controller asymptotically rejects the disturbances. We present
numerical simulations comparing TD-AHC with FD-HHC. We also present results
from an active disturbance rejection experiment in an acoustic environment. These
experimental results demonstrate the practical effectiveness of the adaptive harmonic
controller. The result of this chapter appears in [198,199].
Chapter 6 extends FD-AHC to address decentralized control systems. The decen-
tralized control architecture consists of MIMO subsystems, where each local controller
does not have access to any information regarding the system or the nonlocal me-
asurements. We analyze stability and performance properties of the closed-loop for
MIMO subsystems. We show that the decentralized control rejects sinusoidal dis-
turbances asymptotically. In addition, we present a result regarding the transient
properties of the decentralized controller, which provides an estimate for the con-
vergence rate of the closed-loop system. We show that the convergence rate can be
significantly improved by choice of certain control parameters. We also demonstrate
the effectiveness of the controller through numerical simulations. The result of this
chapter appears in [196,197].
Chapter 7 extends FD-AHHC to address the problem of rejecting a sinusoidal
disturbance with unknown frequency that acts on an unknown MIMO LTI system
that is asymptotically stable. For SISO systems, we analyze the closed-loop stability
and performance of the adaptive controller. In this case, we show that the controller
asymptotically rejects disturbances. We demonstrate the controller on numerical
simulations of SISO and MIMO acoustic ducts. The result of this chapter appears
12
in [200].
In this dissertation, the notation is defined and valid within each chapter.
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Chapter 2
Frequency-Domain Adaptive Higher Harmonic Control
In this chapter, we present frequency-domain adaptive higher harmonic cont-
rol (FD-AHHC) algorithm that addresses the problem of rejecting sinusoids with
known frequencies that act on a completely unknown asymptotically stable linear
time-invariant system. We analyze the stability and closed-loop performance of FD-
AHHC for multi-input multi-output systems that are square (i.e., the number of
controls equals the number of performance measurements). In this case, we show
that FD-AHHC asymptotically rejects disturbances, that is, the performance mea-
surement tends to zero. We also present a numerical study of the steady-state and
transient performance of FD-AHHC for square and nonsquare systems. The result of
this chapter appears in [82,193].
2.1 Introduction
Sinusoidal disturbance rejection is a fundamental control objective, which arises
in a wide variety of applications, including active noise cancellation [33], helicopter
vibration suppression [10], active rotor balancing [20], and vibration reduction in
spacecraft [59].
For an accurately modeled linear time-invariant (LTI) system, the internal-model
principle can be used to design a feedback controller capable of rejecting sinusoidal
disturbances of known frequencies [115–117, 119]. In this case, disturbance rejection
is accomplished by incorporating copies of the disturbance dynamics in the feedback
loop. For sinusoids with unknown frequencies, a model-based disturbance observer
can be implemented [121–125].
If, on the other hand, an accurate model of the system is not available, but the
open-loop dynamics are asymptotically stable, then adaptive feedforward cancellation
can be used to accomplish disturbance rejection [129–135]. These approaches use
a harmonic regressor consisting of sinusoids at the known disturbance frequencies.
The control is generated by updating the amplitudes and phases of these sinusoids
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in a manner that achieves asymptotic disturbance rejection. Adaptive feedforward
approaches require certain model information or assumptions regarding the open-
loop transfer function. In the simplest case where the system is single-input single-
output (SISO), the only required model information is the sign of the control-to-
performance transfer function at the disturbance frequencies. However, if the system
is multi-input multi-output (MIMO), then stronger assumptions (e.g., strict positive
realness, a nominal system model, or upper bounds on uncertainties) are invoked.
Feedback (rather than feedforward) adaptive control methods are also capable of
rejecting sinusoids of known or even unknown frequencies (e.g., [139–146]); however,
these approaches generally rely on some model information (e.g., relative degree) and
structural assumptions regarding the system (e.g., minimum phase, or state feedback).
The filtered-X least-mean-squares algorithm is an approach from the digital signal
processing literature [152,153]. Filtered-X can be used in cases where the disturbance
frequencies are uncertain or unknown; however, filtered-X relies on a model of the
control-to-performance transfer function (referred to as the secondary path in the
noise control literature). If this model is inaccurate, then filtered-X can destabilize
the closed loop [33]. To reduce the required model information, algorithms have been
proposed which incorporate real-time identifiers [154, 155]. However, these methods
require injection of white-noise excitation to ensure convergence of the parameter
identifier.
Another approach to sinusoidal disturbance rejection takes advantage of an asymp-
totically stable LTI system’s harmonic steady-state (HSS) response, that is, the si-
nusoidal response that remains after the system’s transient response decays to zero.
This HSS approach was developed independently in several research communities,
specifically, i) active sound and vibration control [32], ii) helicopter vibration re-
duction [10, 156], and iii) active rotor balancing [20]. For active rotor balancing,
this approach is called convergent control, whereas for helicopter vibration reduction,
the approach is known as higher harmonic control. In this chapter, we refer to the
approach as frequency-domain higher harmonic control (FD-HHC).
To discuss FD-HHC control further, let Gyu denote the control-to-performance
transfer function, and assume that there is a single known disturbance frequency ω.
Then, FD-HHC requires an estimate of Gyu(ω), that is, an estimate of the transfer
function evaluated at the disturbance frequency. In the SISO case, FD-HHC stabilizes
the closed-loop if the estimate of Gyu(ω), which is a single complex number, has an
angle within 90◦ of ∠Gyu(ω). In the MIMO case, closed-loop stability is ensured
if the estimate of Gyu(ω) is sufficiently accurate. If there are multiple disturbance
frequencies, then estimates are required at each frequency.
For certain applications Gyu(ω) can be difficult to estimate or subject to change.
For example, a helicopter’s structural dynamics may vary depending on payload.
To address this uncertainty, online estimation methods have been combined with
HSS control [81, 157, 158]. For example, a recursive-least-squares identifier is used
in [81,157] to estimate Gyu(ω) in real time; however, an external excitation signal is
required to ensure stability.
In this chapter, we present a new adaptive higher harmonic control (FD-AHHC),
which is effective for rejecting sinusoids with known frequencies that act on a comple-
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tely unknown MIMO LTI system. We analyze the stability and closed-loop perfor-
mance of FD-AHHC for MIMO systems that are square (i.e., the number of controls
equals the number of performance measurements). We provide conditions such that
the measured performance tends to zero, that is, the disturbance is asymptotically
rejected. We also review FD-HHC control and its stability properties in order to
compare FD-HHC to FD-AHHC. In contrast to FD-HHC [10, 20, 32, 156] and ot-
her existing adaptive feedforward methods [129–135], FD-AHHC requires no model
information.
The new FD-AHHC algorithm presented in this chapter is a frequency-domain
method, meaning that all computations use discrete Fourier transform (DFT) data
rather than time-domain data. The FD-AHHC algorithm (including DFT) is demon-
strated on a numerical simulation of an acoustic duct.
Section 2.3 presents the tonal disturbance rejection problem. Section 2.4 reviews
FD-HHC, and Section 2.5 presents the new FD-AHHC algorithm. The main analy-
tic results regarding FD-AHHC stability and convergence are given in Section 2.6.
Section 2.7 provides a numerical study of the FD-AHHC’s steady-state and transient
performance for square and nonsquare systems. Section 2.8 extends FD-AHHC to ad-
dress multi-tone disturbances rejection, and Section 2.9 demonstrates the FD-AHHC
algorithm on a numerical simulation of an acoustic duct.
2.2 Notation
Let F be either R or C. Let x(i) denote the ith element of x ∈ Fn, and let A(i,j)
denote the element in row i and column j of A ∈ Fm×n. Let ‖ · ‖ be the 2-norm on
Fn. Next, let A∗ denote the complex conjugate transpose of A ∈ Fm×n, and define
‖A‖F ,
√
tr A∗A, which is the Frobenius norm of A ∈ Fm×n.
Let spec(A) , {λ ∈ C : det(λI − A) = 0} denote the spectrum of A ∈ Fn×n. Let
λmin(A) and λmax(A) denote the minimum and maximum eigenvalues, respectively, of
the Hermitian positive-semidefinite matrix A ∈ Fn×n. Let ∠λ denote the argument
of λ ∈ C defined on the interval (−pi, pi] rad. Let OLHP, ORHP, OUD, and CUD
denote the open-left-half plane, open-right-half plane, open unit disk, and closed unit
disk in C, respectively.
Define N , {0, 1, 2, · · · } and Z+ , N\{0}. Define the open ball of radius r > 0
centered at C ∈ Cm×n by Br(C) , {X ∈ Cm×n : ‖X − C‖F < r}.
2.3 Problem Formulation
Consider the LTI system
x˙(t) = Ax(t) +Bu(t) +D1d(t), (2.1)
y(t) = Cx(t) +Du(t) +D2d(t), (2.2)
where t ≥ 0, x(t) ∈ Rn is the state, x(0) = x0 ∈ Rn is the initial condition, u(t) ∈ Rm
is the control, y(t) ∈ R` is the measured performance, d(t) ∈ Rp is the unmeasured
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disturbance, and A ∈ Rn×n is asymptotically stable. Define the transfer functions
Gyu : C→ C`×m and Gyd : C→ C`×p by
Gyu(s) , C(sI − A)−1B +D,
Gyd(s) , C(sI − A)−1D1 +D2.
Let ω1, ω2, · · · , ωq > 0, and consider the tonal disturbance
d(t) =
q∑
i=1
dc,i cosωit+ ds,i sinωit, (2.3)
where dc,1, · · · , dc,q, ds,1, · · · , ds,q ∈ Rp determine the disturbance amplitude and phase
at each frequency.
The objective is to design a control u that reduces or even eliminates the effect of
the disturbance d on the performance y. We seek a control that relies on no model
information regarding the system (2.1) and (2.2), and requires knowledge of only the
disturbance frequencies ω1, · · · , ωq. Thus, the disturbance amplitudes dc,i and ds,i,
and the system (2.1) and (2.2) are completely unknown.
We first focus on the case where d is the single-tone disturbance
d(t) = dc cosωt+ ds sinωt.
However, the adaptive controller presented in this chapter generalizes to the case,
where d consists of multiple tones. We discuss the extension to multiple tones in
Section 2.8.
For the moment, assume that Gyu, Gyd, dc, and ds are known. In this case,
consider the harmonic control
u(t) = uc cosωt+ us sinωt, (2.4)
where uc, us ∈ Rm. Define uˆ , uc − us, which is the DFT at frequency ω obtained
from a sampling of u. In addition, define
M∗ , Gyu(ω) ∈ C`×m,
d∗ , Gyd(ω)(dc − ds) ∈ C`.
Then, the harmonic steady-state (HSS) performance of (2.1) and (2.2) with control
(2.4) is
yhss(t, uˆ) , Re
[(
Gyu(ω)uˆ+Gyd(ω)(dc − ds)
)
eωt
]
= Re (M∗uˆ+ d∗) cosωt− Im (M∗uˆ+ d∗) sinωt. (2.5)
The HSS performance yhss is the steady-state output y of (2.1) and (2.2) with control
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(2.4), that is, limt→∞[yhss(t)− y(t)] = 0 [201, Chap. 12.12]. Define
yˆhss(uˆ) ,M∗uˆ+ d∗, (2.6)
which is the DFT at frequency ω obtained from a sampling of yhss. Consider the cost
function
J(uˆ) , lim
t→∞
1
t
∫ t
0
‖yhss(τ, uˆ)‖2 dτ, (2.7)
which is the average power of yhss. Using (2.5) and (2.6), it follows that
J(uˆ) = lim
t→∞
1
t
∫ t
0
‖Re yˆhss(uˆ) cosωτ −Im yˆhss(uˆ) sinωτ‖2 dτ
=
[
Re yˆhss(uˆ)
Im yˆhss(uˆ)
]T(
lim
t→∞
1
t
∫ t
0
[
cos2 ωτ −(cosωτ)(sinωτ)
−(cosωτ)(sinωτ) sin2 ωτ
]
dτ
)
×
[
Re yˆhss(uˆ)
Im yˆhss(uˆ)
]
= 12 yˆ
∗
hss(uˆ)yˆhss(uˆ). (2.8)
The following result provides an expression for a control uˆ = u∗ that minimizes J .
The proof is in Section 2.11.
Theorem 2.1. Consider the cost function (2.7), and assume that rank M∗ =
min {`,m}. Then, the following statements hold:
i) Assume ` > m, and define u∗ , −(M∗∗M∗)−1M∗∗d∗. Then, yˆhss(u∗) = (I` −
M∗(M∗∗M∗)−1M∗∗ )d∗, J(u∗) = 12d
∗
∗(I` −M∗(M∗∗M∗)−1M∗∗ )d∗, and for all uˆ ∈
Cm\{u∗}, J(u∗) < J(uˆ).
ii) Assume ` = m, and define u∗ , −M−1∗ d∗. Then, yˆhss(u∗) = 0, J(u∗) = 0, and
for all uˆ ∈ Cm\{u∗}, J(u∗) < J(uˆ).
iii) Assume ` < m, and let u∗ ∈ {−M∗∗ (M∗M∗∗ )−1d∗ + (Im −M∗∗ (M∗M∗∗ )−1M∗)v :
v ∈ Cm}. Then, yˆhss(u∗) = 0 and J(u∗) = 0.
Theorem 2.1 provides an expression for a control u∗ that minimizes J , but u∗
requires knowledge of M∗ and d∗.
In this chapter, we consider a sinusoidal control with frequency ω but where the
amplitude and phase are updated in discrete time. Let Ts > 0 be the update period,
and for each k ∈ N, let uk ∈ Cm contain information regarding the control amplitude
and phase, which is determined from control update equations presented later. Then,
for each k ∈ N and for all t ∈ [kTs, (k + 1)Ts), the control is
u(t) = Re uk cosωt− Im uk sinωt. (2.9)
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For each k ∈ Z+, let yk ∈ C` denote DFT at frequency ω of the sequence obtained
by sampling y on the interval [(k− 1)Ts, kTs). If Ts is sufficiently large relative to the
settling time of Gyu, then for all k ∈ N, yk+1 ≈ yˆhss(uk). For the remainder of this
chapter, we assume that for all k ∈ N, yk+1 = yˆhss(uk). In this case, (2.6) implies
that for all k ∈ N,
yk+1 = M∗uk + d∗. (2.10)
The HSS assumption yk+1 = yˆhss(uk) is used for stability analyses only. For the
remainder of this chapter, we also assume that rank M∗ = min{`,m}, which is a
technical assumption that depends on sensor and actuator placement.
2.4 Review of Frequency-Domain Higher Harmonic Control
In this section, we review FD-HHC control, which relies on knowledge of an esti-
mate Me ∈ C`×m of M∗. Let ρ > 0, and for all k ∈ N, consider the control
uk+1 = uk − ρM∗e yk+1, (2.11)
where u0 ∈ Cm is the initial condition. The control architecture of FD-HHC is shown
in Figure 2.1.
u(t) = Re uk cosωt
d(t)
u(t)
y(t)
uk uk+1 = uk − ρM∗e yk+1
yk+1
Uncertain System
x˙(t) = Ax(t) +Bu(t) +D1d(t)
y(t) = Cx(t) +Du(t) +D2d(t)
Sample
DFT
−Im uk sinωt
Figure 2.1: Schematic of FD-HHC given by (2.9) and (2.11).
Note that, it follows from (2.10) that
M∗(uk − uk−1) = yk+1 − yk. (2.12)
Multiplying (2.11) by M∗ and using (2.12) implies that for all k ∈ Z+,
yk+1 = yk − ρM∗M∗e yk, (2.13)
where y1 = M∗u0 + d∗ is the initial condition. Define the set
Λ , spec(M∗eM∗) ∩ spec(M∗M∗e ),
where the location of the elements of Λ affects the stability of (2.13). The following
result provides the stability properties of the closed-loop system (2.13). The proof is
in Section 2.11.
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Theorem 2.2. Consider the closed-loop system (2.13), which consists of (2.10)
and (2.11). Assume that Λ ⊂ ORHP, and assume that ρ satisfies
0 < ρ < min
λ∈Λ
2Re λ
|λ|2 . (2.14)
Then, for all u0 ∈ Cm, u∞ , limk→∞ uk exists and y∞ , limk→∞ yk exists. Further-
more, for all u0 ∈ Cm, the following statements hold:
i) If ` > m, then u∞ = −(M∗eM∗)−1M∗e d∗ and y∞ = [I` −M∗(M∗eM∗)−1M∗e ]d∗.
ii) If ` = m, then u∞ = −M−1∗ d∗ and y∞ = 0.
iii) If ` < m, then u∞ = u0 −M∗e (M∗M∗e )−1(M∗u0 + d∗) and y∞ = 0.
Theorem 2.2 relies on the conditions that Λ ⊂ ORHP and ρ satisfies (2.14). These
conditions depend on the estimate Me. In the SISO case, Λ ⊂ ORHP if and only if
Me is within 90◦ of M∗, that is, |∠(Me/M∗)| < pi2 . In this case, (2.14) is satisfied by a
sufficiently small ρ > 0. If Λ ∩ OLHP is not empty, then for all ρ > 0, I` − ρM∗M∗e
has at least one eigenvalue outside the CUD. In this case, (2.13) implies that yk
diverges.
For MIMO systems with at least as many controls as performance signals (i.e.,
m ≥ `), Theorem 2.2 implies that if Λ ⊂ ORHP and ρ satisfies (2.14), then the FD-
HHC (2.11) achieves asymptotically perfect disturbance rejection (i.e., limk→∞ yk =
0). In contrast, for underactuated systems (i.e., m < `), asymptotically perfect
disturbance rejection is impossible. In this case Theorem 2.2 implies that the steady-
state performance depends on the estimate Me. The next result is a corollary of
Theorems 2.1 and 2.2 and addresses the case, where Me = M∗.
Corollary 2.1. Consider the closed-loop system (2.13), which consists of (2.10)
and (2.11). Assume that Me = M∗, and assume that ρ satisfies
0 < ρ < 2
λmax(M∗∗M∗)
. (2.15)
Then, for all u0 ∈ Cm, u∞ , limk→∞ uk exists and y∞ , limk→∞ yk exists, and for all
uˆ ∈ Cm, J(u∞) ≤ J(uˆ).
Corollary 2.1 demonstrates that if Me = M∗ and ρ satisfies (2.15), then uk con-
verges to a minimizer of J . In this case, limk→∞ ‖yk‖ exists and is minimized.
2.5 Frequency-Domain Adaptive Higher Harmonic Control
We now develop FD-AHHC algorithm, which does not require any information
regarding M∗. Let µ ∈ (0, 1], ν1 > 0, and u0 ∈ Cm, and for all k ∈ N, consider the
control
uk+1 = uk − µ
ν1 + ‖Mk‖2F
M∗kyk+1, (2.16)
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where Mk ∈ C`×m is an estimate of M∗ obtained from the adaptive equation developed
below. Note that (2.16) is reminiscent of the FD-HHC (2.11) except the fixed estimate
Me is replaced by the adaptive estimate Mk, and the fixed gain ρ is replaced by the
Mk-dependent gain µ/(ν1 + ‖Mk‖2F), which normalizes the update equation (2.16).
To determine the adaptive equation for Mk, note that M∗(uk−uk−1)−(yk+1−yk) =
0, and consider the cost function J : R`×m × R`×m → [0,∞) defined by
J(Mr,Mi) ,
1
2
∥∥∥∥(Mr + Mi)(uk − uk−1)− (yk+1 − yk)∥∥∥∥2.
Note that J(Re M∗, Im M∗) = 0, that is, M∗ minimizes J. Define the complex gra-
dient
∇J(Mr,Mi) , ∂J(Mr,Mi)
∂Mr
+ ∂J(Mr,Mi)
∂Mi
= [(Mr + Mi)(uk − uk−1)− (yk+1 − yk)](uk − uk−1)∗, (2.17)
which is the direction of the maximum rate of change of J with respect to Mr + Mi
[202]. Let M0 ∈ C`×m\{0}, γ ∈ (0, 1], and ν2 > 0, and for all k ∈ Z+, consider the
adaptive equation
Mk ,Mk−1 − ηk∇J(Mr,Mi)
∣∣∣∣∣
Mr=Re Mk−1,Mi=Im Mk−1
, (2.18)
where for all k ∈ Z+,
ηk ,
γ(ν1 + ‖Mk−1‖2F)2
ν2µ2 + (ν1 + ‖Mk−1‖2F)2‖uk − uk−1‖2
. (2.19)
Using (2.17)–(2.19), it follows that, for all k ∈ Z+,
Mk = Mk−1 −
γ(ν1 + ‖Mk−1‖2F)2
[
Mk−1(uk − uk−1)− (yk+1 − yk)
]
(uk − uk−1)∗
ν2µ2 + (ν1 + ‖Mk−1‖2F)2‖uk − uk−1‖2
.
(2.20)
Thus, FD-AHHC is given by (2.9), (2.16), and (2.20). The control architecture is
shown in Figure 2.2. All FD-AHHC computations are performed using complex DFT
signals. At time kTs, the control u is updated using (2.9) and the complex signal uk.
Note that uk is calculated using yk, which is the DFT of y at frequency ω sampled
over the interval [(k − 1)Ts, kTs), which corresponds to the time between time step
k − 1 and time step k. The update period Ts must be sufficiently large such that
the harmonic steady-state assumption yk+1 ≈ yˆhss(uk) is valid. Numerical testing
suggests that Ts should be at least as large as the settling time associated with the
slowest mode of A, that is, Ts > 4/(ζωn), where ζ and ωn are the damping ratio and
natural frequency of the slowest mode of A.
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d(t)
u(t)
y(t)
uk uk+1 = uk − µ
ν1 + ‖Mk‖2F
M∗kyk+1 Mk
yk+1
yk+1
uk
Unknown System
x˙(t) = Ax(t) +Bu(t) +D1d(t)
y(t) = Cx(t) +Du(t) +D2d(t)
Sample DFT
u(t) = Re uk cosωt
−Im uk sinωt
Mk =Mk−1 −
γ(ν1 + ‖Mk−1‖2F)2
[
Mk−1(uk − uk−1)− (yk+1 − yk)
]
(uk − uk−1)∗
ν2µ2 + (ν1 + ‖Mk−1‖2F)2 ‖uk − uk−1‖2
Figure 2.2: Schematic of FD-AHHC given by (2.9), (2.16), and (2.20).
The FD-AHHC parameters are µ ∈ (0, 1], γ ∈ (0, 1], ν1 > 0, and ν2 > 0. The
adaptive gains µ and γ influence the step size of the uk and Mk update equations,
respectively. The stability analysis in the next section demonstrates that µ and γ
can be selected as large as 1. However, numerical testing suggests that smaller gains
(e.g., µ = 0.2 and γ = 0.2) tend to yield better performance. The parameters ν1
and ν2 influence the normalization of the uk and Mk update equations, respectively.
Numerical testing suggests ν1  ‖M0‖2F and ν2  ‖M0‖2F are good choices.
The FD-AHHC update equations (2.16) and (2.20) do not depend explicitly on
the disturbance frequency ω. However, the open-loop equation (2.10) is based on
the HSS approximation yk+1 ≈ yˆhss(uk), and for a given Ts, the accuracy of this HSS
approximation can be affected by the disturbance frequency ω. Numerical simulations
suggest that if ω is large relative to the spectral radius of A (i.e., max{|λ| : λ ∈
spec(A)}), then larger ω tends to result in smaller peak transient maxk∈Z+ ‖yk‖. In
contrast, if ω is small relative to the spectral radius of A, then the relationship
between ω and peak transient depends on the parameters of the system (2.1) and
(2.2). Numerical simulations also suggest that the convergence speed of FD-AHHC
is independent of ω.
2.6 FD-AHHC Stability Analysis
In this section, we analyze the stability of the closed-loop system that consists of
(2.10), (2.16), and (2.20). The analysis focuses on systems that are square, that is,
the number m of controls equals the number ` of performance signals.
Multiplying (2.16) by M∗ and using (2.12) implies that for all k ∈ Z+,
yk+1 = yk − µ
ν1 + ‖Mk−1‖2F
M∗M∗k−1yk, (2.21)
where y1 = M∗u0 + d∗ is the initial condition. Substituting (2.12) and (2.16) into
(2.20) yields
Mk = Mk−1 − ηk(Mk−1 −M∗)(uk − uk−1)(uk − uk−1)∗
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= Mk−1 − ηk µ
2
(ν1 + ‖Mk−1‖2F)2
(Mk−1 −M∗)M∗k−1yky∗kMk−1
= Mk−1 − γµ
2
ν2µ2 + (ν1 + ‖Mk−1‖2F)2‖uk − uk−1‖2
(Mk−1 −M∗)M∗k−1yky∗kMk−1,
and using (2.16) again implies that
Mk = Mk−1 − γ
ν2 + ‖M∗k−1yk‖2
(Mk−1 −M∗)M∗k−1yky∗kMk−1. (2.22)
The following result provides properties of (2.22). The proof is in Section 2.12.
Proposition 2.1. Consider the closed-loop system (2.21) and (2.22), which con-
sists of (2.10), (2.16), and (2.20), where µ ∈ (0, 1], γ ∈ (0, 1], ν1 > 0, and ν2 > 0.
Then, for all u0 ∈ Cm and M0 ∈ C`×m, the estimate Mk is bounded, and for all
k ∈ Z+,
‖Mk −M∗‖2F − ‖Mk−1 −M∗‖2F ≤ −
γ‖(Mk−1 −M∗)M∗k−1yk‖2
ν2 + ‖M∗k−1yk‖2
. (2.23)
Proposition 2.1 implies that ‖Mk−M∗‖2F is nonincreasing. Note that Proposition
2.1 does not impose assumptions on the number m of controls or the number ` of
performance signals.
For the remainder of this section, we assume ` = m. In this case, define u∗ ,
−M−1∗ d∗, which exists because rank M∗ = ` = m. Note that it follows from (2.10)
that if uk ≡ u∗, then yk ≡ 0. The following result provides the stability properties
of the closed-loop system (2.10), (2.16), and (2.20), where ` = m. The proof is in
Section 2.12.
Theorem 2.3. Consider the closed-loop system (2.21) and (2.22), which consists
of (2.10), (2.16), and (2.20), where ` = m, µ ∈ (0, 1], γ ∈ (0, 1], ν1 > 0, and ν2 > 0.
Then, the following statements hold:
i) (yk,Mk−1) ≡ (0,M∗) is a Lyapunov stable equilibrium of (2.21) and (2.22).
ii) There exists r > 0 such that for all (u0,M0) ∈ C` × Br(M∗), limk→∞ uk = u∗
and limk→∞ yk = 0.
iii) Let u0 ∈ C`, and let M0 ∈ C`×` be nonsingular. Assume that there exist ks ≥ 0
and ε > 0 such that for all k ≥ ks, λmin(M∗kMk) ≥ ε. Then, limk→∞ uk = u∗
and limk→∞ yk = 0.
Part iii) of Theorem 3 invokes the assumption that there exist ks ≥ 0 and ε > 0
such that for all k ≥ ks, λmin(M∗kMk) ≥ ε. This assumption, which implies that Mk
is asymptotically nonsingular, cannot be verified a priori. However, the assumption
λmin(M∗kMk) ≥ ε, for some arbitrarily small ε > 0, can be verified at each time
step. In fact, if the condition λmin(M∗kMk) ≥ ε is violated on a time step, then the
estimate Mk can be perturbed to ensure λmin(M∗kMk) ≥ ε. For example, Mk could
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be perturbed to the nearest point such that λmin(M∗kMk) = ε. However, analyzing
the stability of such a perturbation is an open problem. Nevertheless, the numerical
simulations in the following sections suggest that for almost all initial conditions
(u0,M0) ∈ C` × C`×`, the estimate Mk is asymptotically nonsingular, and thus,
satisfies λmin(M∗kMk) ≥ ε.
In the SISO (i.e., ` = m = 1) case, the assumption λmin(M∗kMk) ≥ ε is satisfied for
all initial conditions (u0,M0) ∈ C×C\{0} except those where M0 is exactly 180◦ from
M∗, which is a set of Lebesgue measure zero. Define M , C\{x ∈ C : |∠x−∠M∗| =
pi}, which is the set of all complex numbers except those numbers that are exactly
180◦ from M∗. The following result provides the SISO stability properties. The proof
is in Section 2.12.
Theorem 2.4. Consider the closed-loop system (2.21) and (2.22), which consists
of (2.10), (2.16), and (2.20), where ` = m = 1, µ ∈ (0, 1], γ ∈ (0, 1], ν1 > 0,
and ν2 > 0. Then, (yk,Mk−1) ≡ (0,M∗) is a Lyapunov stable equilibrium of (2.21)
and (2.22). Furthermore, for all initial conditions u0 ∈ C and M0 ∈ M\{0}, Mk is
bounded, limk→∞ uk = u∗, and limk→∞ yk = 0.
Theorem 2.4 demonstrates that in the SISO case, limk→∞ yk = 0 for almost all
initial conditions (u0,M0) ∈ C × C. In fact, Theorem 2.4 provides the set of initial
conditions (i.e., M0 ∈ {0}∪C\M) for which the performance yk may not converge to
zero. In the square (i.e., ` = m) MIMO case, there are also initial conditions for which
the performance yk does not converge to zero. The following example demonstrates
this scenario.
Example 2.1. Consider (2.10), where
M∗ =
[ −1 1
0 1
]
, d∗ =
[
1
−1
]
.
For all k ∈ Z+, uk and Mk are given by (2.16) and (2.20), where
M0 =
[
1 0
0 1
]
, u0 =
[
1
1
]
, µ = γ = 1, ν1 = ν2 = 1.
Then, computing (2.10), (2.16), and (2.20) for k = 0 and k = 1 yields
y2 =
[
4/3
0
]
, u1 =
[
2/3
1
]
, M1 =
[
0 0
0 1
]
.
Since M∗1 y2 = 0, it follows from (2.10), (2.16), and (2.20) that for all k ∈ Z+, uk = u1,
Mk = M1, and yk+1 = y2. Thus, yk does not converge to zero. 4
In Example 2.1, the initial conditions u0 and M0 are such that for all k ∈ Z+, Mk
is singular and thus, λmin(M∗kMk) = 0. In this case, part iii) of Theorem 2.3 does not
apply, and convergence of yk to zero is not guaranteed. However, parts i) and ii) of
Theorem 2.3 still apply.
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In the SISO case, the set of initial conditions for which the performance yk does
not converge to zero is a set of Lebesgue measure zero. In the square MIMO case, de-
termining the set of initial conditions for which the performance yk does not converge
to zero and examining its Lebesgue measure is an open problem. In the next section,
we present a numerical study of FD-AHHC, which suggests that for MIMO systems
with m ≥ `, the performance yk converges to zero for almost all initial conditions.
2.7 Numerical Study of the Steady-State and Transient Performance of
FD-AHHC
In this section, we numerically investigate the steady-state and transient perfor-
mance properties of not only square systems but also nonsquare (i.e., m > ` or m < `)
systems. We consider 3 cases: i) ` = m ≤ 5; ii) ` < m ≤ 5; iii) m < ` ≤ 5. For each
case, we simulate 10,000 random systems (2.10). For each system in case i), ` is a
uniformly distributed random integer (UDRI) on [1, 5], and ` = m. For each system
in case ii), m is a UDRI on [2, 5], and ` is a UDRI on [1,m − 1]. For each system
in case iii), ` is a UDRI on [2, 5], and m is a UDRI on [1, ` − 1]. For each system,
each element of Re M∗, Im M∗, Re M0, and Im M0 is a uniformly distributed random
variable (UDRV) on [−2, 2], and each element of Re u0, Im u0, Re d∗, and Im d∗ is a
UDRV on [−1, 1].
For each simulation, µ = γ = 1 and ν1 = ν2 = 10−3‖M0‖2F. Each simulation
stops at time step kf if, for all i ∈ [kf − 50, kf ], ‖ui − ui−1‖/‖ukf‖ < 10−6 (i.e., uk has
converged). Note that all 30,000 systems tested satisfied this convergence criteria.
For each simulation, we consider the steady-state performance
Pss , log(‖ykf‖/‖d∗‖),
and the peak transient performance
Pt , max
k∈Z+
(‖yk‖/‖y1‖).
Note that Pss < 0 implies that ‖ykf‖ is improved relative to the uncontrolled open-loop
performance. In addition, Pss → −∞ as ykf → 0. For peak transient performance,
Pt = 1 implies that the performance ‖yk‖ is never worse (i.e., larger) than the initial
performance ‖y1‖.
For each system, we consider λm , argminλ∈Λ0 Re λ, where
Λ0 , spec(M∗0M∗) ∩ spec(M∗M∗0 ).
Recall from Section 2.4 that the control (2.11) for FD-HHC with Me = M0 requires
λm > 0 for yk to be bounded. In contrast, FD-AHHC requires no assumption on λm.
Figure 2.3 shows Pss for the 3 cases. For all 20,000 systems with m ≥ `, FD-
AHHC yields limk→∞ yk = 0. For all 10,000 systems with m < `, the performance
yk converges, and for 99.5% of those systems, Pss < 0, which means the steady-state
performance is improved relative to the uncontrolled open-loop performance.
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Figure 2.4 shows Pt for the 3 cases. For approximately 39% of the 30,000 systems,
Pt = 1, which implies that the performance ‖yk‖ is never worse (i.e., larger) than the
initial performance ‖y1‖. Note that Pt tends to be better (i.e., smaller) for systems
where λm > 0, which is the region where FD-HHC is stable. Table 2.1 summarizes
Pss and Pt for each case. Note that 99.0% of the systems have a peak transient
no worse than 2 times the initial performance ‖y1‖ (i.e., Pt ≤ 2). For brevity, the
numerical study of FD-HHC is not presented; however, for all systems, the steady-
state and peak transient performance with FD-AHHC is at least as good as that with
FD-HHC, where the estimate of M∗ is Me = M0.
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Figure 2.3: Steady-state performance Pss for 30,000 systems. For all systems, the steady-state
performance with FD-AHHC converges. For all 20,000 systems with m ≥ `, FD-AHHC yields
yk → 0 as k → 0. For 9,952 out of 10,000 systems with m < `, FD-AHHC yields improvement
relative to open loop (i.e., Pss < 0).
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Figure 2.4: Peak transient performance Pt for 30,000 systems. For approximately 39% of the
systems, the transient performance with FD-AHHC is never worse than the initial performance
‖y1‖. Furthermore, for 75% of the systems with λm > 0, the transient performance with FD-AHHC
is never worse than ‖y1‖.
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Table 2.1: Percent of systems satisfying a steady-state Pss or peak transient Pt performance condi-
tion.
Steady-State Performance Peak Transient Performance
Pss ≤ 1 Pss ≤ 0 Pss ≤ −1 Pss ≤ −2 Pt ≤ 4 Pt ≤ 3 Pt ≤ 2 Pt = 1
m > ` 100 100 100 100 100 99.9 98.3 40.1
m = ` 100 100 100 100 100 100 100 39.4
m < ` 100 99.5 0.85 0 100 99.9 98.7 36.8
2.8 FD-AHHC for Multi-Tone Disturbances
In this section, we extend FD-AHHC to address the multi-tone disturbance (2.3).
For the moment, assume that Gyu, Gyd, dc,1, · · · , dc,q, and ds,1, · · · , ds,q are known,
and consider the harmonic control
u(t) =
q∑
i=1
uc,i cosωit+ us,i sinωit, (2.24)
where uc,1, · · · , uc,q, us,1, · · · , us,q ∈ Cm. For i = 1, · · · , q, define uˆi , uc,i − us,i,
which is the DFT at frequency ωi obtained from a sampling of u. In addition, for
i = 1, · · · , q, define
M∗,i , Gyu(ωi) ∈ C`×m,
d∗,i , Gyd(ωi)(dc,i − ds,i) ∈ C`.
Then, the HSS performance of (2.1) and (2.2) with control (2.24) is
ym,hss(t, uˆ1, · · · , uˆq) ,
q∑
i=1
Re
[(
Gyu(ωi)uˆi +Gyd(ωi)(dc,i − ds,i)
)
eωit
]
=
q∑
i=1
Re (M∗,iuˆi + d∗,i) cosωit− Im (M∗,iuˆi + d∗,i) sinωit, (2.25)
which is the multi-tone generalization of (2.5). For i = 1, · · · , q, define
yˆhss,i(uˆi) ,M∗,iuˆi + d∗,i, (2.26)
which is DFT at frequency ωi obtained from a sampling of ym,hss. Consider the cost
function
Jm(uˆ1, · · · , uˆq) , lim
t→∞
1
t
∫ t
0
‖ym,hss(τ, uˆ1, · · · , uˆq)‖2 dτ. (2.27)
Using (2.25) and (2.26), it follows that
Jm(uˆ1, · · · , uˆq) = lim
t→∞
1
t
∫ t
0
∥∥∥∥∥
q∑
i=1
[
Re yˆhss,i(uˆi)
]
cosωiτ −
[
Im yˆhss,i(uˆi)
]
sinωiτ
∥∥∥∥∥
2
dτ
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= 12
q∑
i=1
yˆ∗hss,i(uˆi)yˆhss,i(uˆi)
=
q∑
i=1
lim
t→∞
1
t
∫ t
0
‖yhss,i(τ, uˆi)‖2 dτ,
where for i = 1, · · · , q, the steady-state response at frequency ωi is given by
yhss,i(t, uˆi) , Re (M∗,iuˆi + d∗,i) cosωit− Im (M∗,iuˆi + d∗,i) sinωit,
Thus, if for each i = 1, · · · , q, the average power limt→∞ 1t
∫ t
0 ‖yhss,i(τ, uˆi)‖2 dτ at fre-
quency ωi is minimized, then the average power (2.27) is minimized. Therefore, we
can use q copies of the FD-AHHC algorithm (2.16) and (2.20)—one at each distur-
bance frequency.
For i = 1, · · · , q, let yi,k ∈ C` denote the DFT at frequency ωi of the sequence
obtained by sampling y on the interval [(k − 1)Ts, kTs). For each k ∈ N and for all
t ∈ [kTs, (k + 1)Ts), the control is
u(t) =
q∑
i=1
Re ui,k cosωit− Im ui,k sinωit, (2.28)
where for all i = 1, · · · , q,
ui,k+1 = ui,k − µi
ν1,i + ‖Mi,k‖2F
M∗i,kyi,k+1, (2.29)
Mi,k = Mi,k−1 − γi(ν1,i + ‖Mi,k−1‖
2
F)2
ν2,iµ2i + (ν1,i + ‖Mi,k−1‖2F)2‖ui,k − ui,k−1‖2
×
[
Mi,k−1(ui,k − ui,k−1)− (yi,k+1 − yi,k)
]
(ui,k − ui,k−1)∗, (2.30)
where µi ∈ (0, 1], γi ∈ (0, 1], ν1,i > 0, ν2,i > 0, and ui,0 and Mi,0 are the initial
conditions.
If Ts is sufficiently large relative to the settling time of Gyu, then for i = 1, · · · , q,
and for all k ∈ N, yi,k+1 ≈ yˆhss,i(ui,k). We assume that for i = 1, · · · , q, and for all
k ∈ N, yi,k+1 = yˆhss,i(ui,k). In this case, (2.26) implies that for all k ∈ N,
yi,k+1 = M∗,iui,k + d∗,i. (2.31)
The following result is a corollary of Theorem 2.3 and provides the stability properties
of the closed-loop system (2.29)–(2.31) with multi-tone disturbance.
Corollary 2.2. Assume m = `, and for i = 1, · · · , q, consider the open-loop
system (2.31), and the control (2.29) and (2.30), where µi ∈ (0, 1], γi ∈ (0, 1], ν1,i > 0,
and ν2,i > 0. Then, the following statements hold:
i) For i = 1, · · · , q, (yi,k,Mi,k−1) ≡ (0,M∗,i) is a Lyapunov stable equilibrium of
(2.29)–(2.31).
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ii) There exists r > 0 such that for i = 1, · · · , q and for all (ui,0,Mi,0) ∈ C` ×
Br(M∗,i), limk→∞ ui,k = u∗,i and limk→∞ yi,k = 0.
iii) For i = 1, · · · , q, let ui,0 ∈ C`, and let Mi,0 ∈ C`×` be nonsingular. Assume
that there exist ks ≥ 0 and ε > 0 such that for i = 1, · · · , q, and for all
k ≥ ks, λmin(M∗i,kMi,k) ≥ ε. Then, for i = 1, · · · , q, limk→∞ ui,k = u∗,i and
limk→∞ yi,k = 0.
The following result is a corollary of Theorem 2.4 and provides the SISO stability
properties with multi-tone disturbance.
Corollary 2.3. Assume m = ` = 1, and for i = 1, · · · , q, consider the open-
loop system (2.31), and the control (2.29) and (2.30), where µi ∈ (0, 1], γi ∈ (0, 1],
ν1,i > 0, and ν2,i > 0. Then, for i = 1, · · · , q, (yi,k,Mi,k−1) ≡ (0,M∗,i) is a Lyapunov
stable equilibrium of (2.29)–(2.31). Furthermore, for i = 1, · · · , q and for all initial
conditions ui,0 ∈ C and Mi,0 ∈ C\{x ∈ C : x = 0 or |∠x − ∠M∗,i| = pi}, Mi,k is
bounded, limk→∞ ui,k = ui,∗, and limk→∞ yi,k = 0.
2.9 Numerical Examples
Consider the acoustic duct of length L = 2 m shown in Figure 2.5, where all
measurements are from the left end of the duct. A disturbance speaker is at location
ξd = 0.95 m, while control speakers are at locations ξψ1 = 0.4 m and ξψ2 = 1.25 m.
All speakers have cross-sectional area As = 0.0025 m2. The equation of motion for
the acoustic duct is given by
1
c2
∂2p(ξ, t)
∂t2
= ∂
2p(ξ, t)
∂ξ2
+ ρ0ψ˙1(t)δ(ξ − ξψ1) + ρ0ψ˙2(t)δ(ξ − ξψ2) + ρ0d˙(t)δ(ξ − ξd),
where p(ξ, t) is the acoustic pressure, δ is the Dirac delta, c = 343 m/s is the phase
speed of the acoustic wave, ψ1 and ψ2 are the speaker cone velocities of the control
speakers, d is the speaker cone velocity of the disturbance speaker, and ρ0 = 1.21
kg/m2 is the equilibrium density of air at room conditions. See [203] for more details.
φ1
Feedbackmicrophone
φ2
Feedback
microphone
d
Disturbance
speaker
ψ1
Control
speaker
ψ2
Control
speaker
ξφ1
ξψ1
ξd
ξψ2
ξφ2
L
Figure 2.5: The acoustic duct used in Examples 2.2–2.5.
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Using separation of variables and retaining r modes, the solution p(ξ, t) is approx-
imated by p(ξ, t) = ∑ri=0 qi(t)Vi(ξ), where for i = 1, · · · , r, Vi(ξ) , c√2/L sin ipiξ/L,
and qi satisfies the differential equation (2.1), where
x(t) =

∫ t
0 q1(σ)dσ
q1(t)
...∫ t
0 qr(σ)dσ
qr(t)
, u(t) =
[
ψ1(t)
ψ2(t)
]
,
A = diag
([
0 1
−ω2n1 −2ζ1ωn1
]
, · · · ,
[
0 1
−ω2nr −2ζrωnr
])
,
B = ρ0
As
[
0 V1(ξψ1) · · · 0 Vr(ξψ1)
0 V1(ξψ2) · · · 0 Vr(ξψ2)
]T
, D1 =
ρ0
As
[
0 V1(ξd) · · · 0 Vr(ξd)
]T
,
and for i = 1, · · · , r, ωni , ipic/L is the natural frequency of the ith mode, and
ζi = 0.2 is the assumed damping ratio of the ith mode.
Two feedback microphones are in the duct at locations ξφ1 = 0.3 m and ξφ2 = 1.7
m, and they measure the acoustic pressures φ1(t) = p(ξφ1 , t) and φ2(t) = p(ξφ2 , t),
respectively. Thus, for i = 1, 2, φi(t) = Cix(t), where
Ci =
ρ0
As
[ 0 V1(ξφi) · · · 0 Vr(ξφi) ].
For all examples, r = 5 and x(0) = 0. The DFT is performed using a 1-
kHz sampling frequency. The settling time of the slowest mode is approximately
4/(ζ1ωn1) = 0.037 s. Thus, we select Ts ≥ 0.037; specifically, we let Ts = 0.1 s. The pa-
rameters for FD-HHC and FD-AHHC are u0 = 0, µ = γ = 0.2, ν1 = ν2 = 0.1‖M0‖2F,
ρ = µ/(ν1 +‖M0‖2F), and Me = M0, where M0 is specified in each example. The follo-
wing examples consider the acoustic duct with different control speaker and feedback
microphone configurations. Let ω1 = 251 rad/s and ω2 = 628 rad/s.
Example 2.2. Consider the SISO (` = m = 1) system, where we let u = ψ1,
y = φ1, ψ2 = 0, and d = sinω1t+2 cosω1t. First, consider the case where M0 is within
90◦ of M∗, specifically, M0 = 2e
pi
3M∗. Figure 2.6 shows the response y and control u
for FD-HHC and FD-AHHC. The control is turned on after 1 s. Both FD-HHC and
FD-AHHC yield asymptotic disturbance rejection. However, FD-AHHC converges
more quickly than FD-HHC.
Next, let M0 = 2e
2pi
3 M∗ which is not within 90◦ of M∗. Figure 2.7 shows the
response y and control u for FD-HHC and FD-AHHC. In this case, the response y with
FD-HHC diverges, whereas the response y with FD-AHHC converges to zero. Figure
2.8 shows the trajectory of the estimate Mk, which moves toward M∗. Proposition 1
states that |Mk −M∗| is nondecreasing; however, this result assumes that y reaches
harmonic steady state (i.e., yk+1 = yhss(uk) for all k ∈ N). Figure 2.8 shows that
Mk −M∗ may increase slightly in practice but generally decreases. 4
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Figure 2.6: FD-HHC and FD-AHHC for a SISO system with |∠(M0/M∗)| < pi2 . Both FD-HHC and
FD-AHHC yield y(t)→ 0 as t→∞. The dashed lines show ±|u∗|.
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Figure 2.7: FD-HHC and FD-AHHC for a SISO system with |∠(M0/M∗)| > pi2 . The response y with
FD-HHC diverges, whereas FD-AHHC yields y(t)→ 0 as t→∞. The dashed lines show ±|u∗|.
Example 2.3. Consider the two-input single-output (m = 2 and ` = 1) sy-
stem, where we let u = [ ψ1 ψ2 ]T, y = φ1, and d = sinω1t + 2 cosω1t. First,
consider the case where M0 is selected such that (2.14) is satisfied, specifically,
M0 = [ 1.5e
pi
4 (M∗)(1,1) 0.5e
pi
3 (M∗)(1,2) ]. Figure 2.9 shows the response y and the
control u for FD-HHC and FD-AHHC. The control is turned on after 1 s. Both
FD-HHC and FD-AHHC yield asymptotic disturbance rejection. Next, let M0 =
[ 1.5e 3pi4 (M∗)(1,1) 0.5e
2pi
3 (M∗)(1,2) ], which does not satisfy (2.14). Figure 2.10 shows
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Figure 2.8: Trajectory of Mk with FD-AHHC for a SISO system where |∠(M0/M∗)| > pi2 . The
dashed line shows the locus of M such that |∠(M/M∗)| = pi2 , which is the FD-HHC stability
boundary for Me. Selecting Me = M0 from the lower region, where |∠(M/M∗)| > pi2 , results in an
unstable response with FD-HHC, whereas FD-AHHC yields asymptotic disturbance rejection for all
M0 ∈M.
the response and control for FD-HHC and FD-AHHC. In this case, the response y
with FD-HHC diverges, whereas the response y with FD-AHHC converges to 0. 4
Example 2.4. Consider the single-input two-output (m = 1 and ` = 2) sy-
stem, where we let u = ψ1, y = [ φ1 φ2 ]T, ψ2 = 0, and d = sinω1t + 2 cosω1t.
First, consider the case where M0 is selected such that (2.14) is satisfied, specifically,
M0 = [ 1.5e
pi
4 (M∗)(1,1) 0.5e
pi
3 (M∗)(2,1) ]T. Note that the control u∗ = −1.66 + 0.98
minimizes the average power (2.7). Figure 2.11 shows the response y and the cont-
rol u for FD-HHC and FD-AHHC. The control is turned on after 1 s. In this case,
FD-HHC and FD-AHHC each yield limk→∞ uk = u∗ as k → ∞. Thus, limk→∞ ‖yk‖
is minimized. Note that FD-AHHC converges more quickly than FD-HHC.
Next, let M0 = [ 1.5e
3pi
4 (M∗)(1,1) 0.5e
2pi
3 (M∗)(2,1) ]T, which does not satisfy
(2.14). Figure 2.12 shows the response y and control u for FD-HHC and FD-
AHHC. In this case, the response y with FD-HHC diverges, whereas FD-AHHC
yields limk→∞ uk = u∗, which implies that limk→∞ ‖yk‖ is minimized. 4
Example 2.5. Consider the MIMO (m = 2 and ` = 2) system where we let
u = [ ψ1 ψ2 ]T, y = [ φ1 φ2 ]T, and d = sinω1t+ sinω2t+ cosω1t+ cosω2t, which
is a two-tone disturbance. Define M∗,1 , Gyu(ω1) and M∗,2 , Gyu(ω2). Since d has
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Figure 2.9: FD-HHC and FD-AHHC for a two-input single-output system that satisfies (2.14). Both
FD-HHC and FD-AHHC yield y(t)→ 0 as t→∞.
2 tones, we use 2 copies of the FD-HHC or FD-AHHC algorithm—one copy at each
disturbance frequency. Let M1,0 and M2,0 denote the initial estimates of M∗,1 and
M∗,2. First, consider the case where M1,0 and M2,0 are such that (2.14) is satisfied,
specifically, M1,0 = 0.6e
pi
6M∗,1 and M2,0 = 0.9e
pi
3M∗,2. Figure 2.13 shows the response
y and the control u for FD-HHC and FD-AHHC. The control is turned on after 1 s.
Both FD-HHC and FD-AHHC yield asymptotic disturbance rejection.
Next, consider the case where M1,0 = 0.2e
pi
7M∗,1 and M2,0 = 0.6e
pi
14M∗,2, which
does not satisfy (2.14). Figure 2.14 shows the response y and control u for FD-HHC
and FD-AHHC. In this case, the response y with FD-HHC diverges, whereas the
response y with FD-AHHC converges to zero. 4
2.10 Conclusions
We presented FD-AHHC, which is a new adaptive harmonic controller that is
effective for rejecting sinusoidal disturbances with known frequencies that act on
a completely unknown asymptotically stable MIMO LTI system. FD-AHHC is a
frequency-domain method, where all computations use the DFT of the performance
measurement at the disturbance frequencies. We analyzed FD-AHHC stability for
square (i.e., ` = m) MIMO systems. In this case, we showed that the closed-loop
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Figure 2.10: FD-HHC and FD-AHHC for a two-input single-output system that does not satisfy
(2.14). The response y with FD-HHC diverges, whereas FD-AHHC yields y(t)→ 0 as t→∞.
system is Lyapunov stable, and under the technical assumption that the estimate Mk
is asymptotically nonsingular, we showed that the performance tends to zero. For
SISO systems, this technical assumption is satisfied for almost all initial conditions,
and thus, the performance tends to zero for all initial conditions except a set of
Lebesgue measure zero.
We presented a numerical study of MIMO FD-AHHC with 30,000 random sys-
tems. For all 30,000 systems, the response with MIMO FD-AHHC is bounded and
the disturbance attenuation is at least as good as that with FD-HHC. For all 20,000
systems with at least as many controls as performance measurements (i.e., m ≥ `),
the performance with FD-AHHC tends to zero. This suggests that FD-AHHC (with
m ≥ `) yields zero steady-state performance for almost all initial conditions. Determi-
ning the set of initial conditions for which the FD-AHHC (with m ≥ `) performance
does not converge to zero is an open problem. In addition, examining the Lebesgue
measure of this set is open.
2.11 Proofs of Theorems 2.1 and 2.2
Proof of Theorem 2.1. To show i) and ii), assume ` ≥ m, and define u∗ ,
−(M∗∗M∗)−1M∗∗d∗. It follows from (2.6) that yˆhss(u∗) = (I` −M∗(M∗∗M∗)−1M∗∗ )d∗.
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Figure 2.11: FD-HHC and FD-AHHC for a single-input two-output system that satisfies (2.14).
Both FD-HHC and FD-AHHC minimize limk→∞ ‖yk‖. The dashed lines show ±|u∗|.
.
Moreover, (2.6) and (2.8) imply that
J(u∗) =
1
2(u
∗
∗M
∗
∗M∗u∗ + u∗∗M∗∗d∗ + d∗∗M∗u∗ + d∗∗d∗)
= 12d
∗
∗
(
I` −M∗(M∗∗M∗)−1M∗∗
)
d∗. (2.32)
Let uˆ ∈ Cm\{u∗}, and it follows from (2.6), (2.8), and (2.32) that
J(uˆ) = 12(uˆ
∗M∗∗M∗uˆ+ 2Re uˆ∗M∗∗d∗ + d∗∗d∗)− J(u∗) + J(u∗)
= 12(uˆ− u∗)
∗M∗∗M∗(uˆ− u∗) + J(u∗). (2.33)
Since M∗∗M∗ is positive definite, it follows that (uˆ− u∗)∗M∗∗M∗(uˆ− u∗) > 0. Thus,
(2.33) implies that J(uˆ) > J(u∗), which confirms i) and ii) .
To show iii), assume ` < m and let
u∗ ∈ {−M∗∗ (M∗M∗∗ )−1d∗ + (Im −M∗∗ (M∗M∗∗ )−1M∗)v : v ∈ Cm}.
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Figure 2.12: FD-HHC and FD-AHHC for a single-input two-output system that does not satisfy
(2.14). The response y with FD-HHC diverges, whereas FD-AHHC minimizes limk→∞ ‖yk‖. The
dashed lines show ±|u∗|.
It follows from (2.6) that yˆhss(u∗) = 0. Moreover, it follows from (2.6) and (2.8) that
J(u∗) =
1
2(u
∗
∗M
∗
∗M∗u∗ + u∗∗M∗∗d∗ + d∗∗M∗u∗ + d∗∗d∗)
= 12
(
[−d∗∗(M∗M∗∗ )−1M∗ + v∗(Im −M∗∗ (M∗M∗∗ )−1M∗)]M∗∗M∗u∗
+ 2Re [−d∗∗(M∗M∗∗ )−1M∗ + v∗(Im −M∗∗ (M∗M∗∗ )−1M∗)]M∗d∗ + d∗∗d∗
)
= 0,
which confirms ii).
Proof of Theorem 2.2. To show i), assume ` > m, and define
u∗ , −(M∗∗M∗)−1M∗∗d∗.
Define u˜k , uk−u∗. Subtracting u∗ from both sides of (2.11) and using (2.10) yields
u˜k+1 = u˜k − ρM∗e yk+1
= u˜k − ρM∗e (M∗u˜k +M∗u∗ + d∗),
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Figure 2.13: FD-HHC and FD-AHHC for a MIMO system that satisfies (2.14) with a 2-tone distur-
bance. Both FD-HHC and FD-AHHC yield y(t)→ 0 as t→∞.
which has the solution
u˜k = Ak1u˜0 +
k−1∑
i=0
Ai1[−ρM∗e (M∗u∗ + d∗)], (2.34)
whereA1 , Im−ρM∗eM∗. Since Λ ⊂ ORHP and ` > m, it follows that spec (M∗eM∗) ⊂
ORHP. Thus, (2.14) implies that spec(ρM∗eM∗) ⊂ {λ ∈ C : Re λ ∈ (0, 2)}, which
implies that spec(A1) ⊂ OUD. Thus, ∑∞i=0 Ai1 = (Im − A1)−1, and it follows from
(2.34) that limk→∞ u˜k = (Im − A1)−1[−ρM∗e (M∗u∗ + d∗)] = −u∗ − (M∗eM∗)−1M∗e d∗,
which implies that limk→∞ uk = −(M∗eM∗)−1M∗e d∗. Therefore, (2.10) implies that
limk→∞ yk = limk→∞M∗uk + d∗ = [I` −M∗(M∗eM∗)−1M∗e ]d∗, which confirms i).
To show ii) and iii), assume ` ≤ m. It follows from (2.13) that yk+1 = (I` −
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Figure 2.14: FD-HHC and FD-AHHC for a MIMO system that does not satisfy (2.14) with a 2-tone
disturbance. The response y with FD-HHC diverges, whereas FD-AHHC yields y(t)→ 0 as t→∞.
ρM∗M∗e )yk, which has the solution
yk = Ak−12 y1, (2.35)
where A2 = I`−ρM∗M∗e . Since Λ ⊂ ORHP and ` ≤ m, it follows that spec (M∗eM∗) ⊂
ORHP. Thus, (2.14) implies that spec(ρM∗M∗e ) ⊂ {λ ∈ C : Re λ ∈ (0, 2)}, which
implies that spec(A2) ⊂ OUD. Therefore, (2.35) implies that limk→∞ yk = 0. Next,
it follows from (2.11) that
uk+1 = u0 − ρM∗e
k∑
i=0
yi+1 (2.36)
38
= u0 − ρM∗e
k∑
i=0
Ai2y1. (2.37)
Since spec(A2) ⊂ OUD, it follows that ∑∞i=0Ai2 = (I` − A2)−1, which combined with
(2.36) implies that limk→∞ uk+1 = u0 − ρM∗e (I` − A2)−1y1 = u0 −M∗e (M∗M∗e )−1y1 =
u0 −M∗e (M∗M∗e )−1(M∗u0 + d∗), which confirms ii) and iii).
2.12 Proofs of Proposition 2.1 and Theorems 2.3 and 2.4
Proof of Proposition 2.1. Define M˜k , Mk −M∗, and it follows from (2.22)
that
M˜k = M˜k−1(Im − Λk), (2.38)
where
Λk ,
γ
ν2 + ‖M∗k−1yk‖2
M∗k−1yky
∗
kMk−1.
Define the Lyapunov-like function VM(M˜k) , ‖M˜k‖2F, and the Lyapunov-like diffe-
rence ∆VM(k) , VM(M˜k) − VM(M˜k−1). Evaluating ∆VM along the trajectories of
(2.38) yields
∆VM(k) = −tr
(
M˜∗k−1M˜k−1Λk + ΛkM˜∗k−1M˜k−1 − ΛkM˜∗k−1M˜k−1Λk
)
= −tr
(
2M˜k−1ΛkM˜∗k−1 − M˜k−1ΛkΛkM˜∗k−1
)
. (2.39)
Next, note that
ΛkΛk = γ2
M∗k−1yky
∗
kMk−1M
∗
k−1yky
∗
kMk−1
(ν2 + y∗kMk−1M∗k−1yk)2
= γ y
∗
kMk−1M
∗
k−1yk
ν2 + y∗kMk−1M∗k−1yk
Λk
≤ γΛk. (2.40)
Since γ ∈ (0, 1], it follows from (2.39) and (2.40) that
∆VM(k) ≤ −tr
(
2M˜k−1ΛkM˜∗k−1 − γM˜k−1ΛkM˜∗k−1
)
= −(2− γ)tr M˜k−1ΛkM˜∗k−1
≤ −γ‖M˜k−1M
∗
k−1yk‖2
ν2 + ‖M∗k−1yk‖2
,
which confirms (2.23). Since ∆VM is nonpositive, it follows that for all k ∈ N,
‖M˜k‖2F ≤ ‖M˜0‖2F, which implies that Mk is bounded.
Proof of Theorem 2.3. Define M˜k , Mk − M∗, VM(M˜k) , ‖M˜k‖2F, and
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∆VM(k) , VM(M˜k)− VM(M˜k−1). It follows from Proposition 1 that for all k ∈ N,
∆VM(k) ≤ −γ‖M˜k−1M
∗
k−1yk‖2
ν2 + ‖M∗k−1yk‖2
. (2.41)
Next, define Vy(yk) , ‖yk‖2 and ∆Vy(k) , Vy(yk+1)− Vy(yk). Evaluating ∆Vy along
the trajectories of (2.21) yields
∆Vy(k) = −µy
∗
kM∗M
∗
k−1yk
ν1 + ‖Mk−1‖2F
− µy
∗
kMk−1M
∗
∗ yk
ν1 + ‖Mk−1‖2F
+ µ
2‖M∗M∗k−1yk‖2
(ν1 + ‖Mk−1‖2F)2
= −µy
∗
k
(
M∗M∗k−1 +Mk−1M∗∗
)
yk
ν1 + ‖Mk−1‖2F
+ µ
2‖M∗M∗k−1yk‖2
(ν1 + ‖Mk−1‖2F)2
. (2.42)
Define the Lyapunov function
V (yk, M˜k−1) , ln
(
1 + ν1
ν2
Vy(yk)
)
+ aVM(M˜k−1), (2.43)
where a > 0 is provided later, and define the Lyapunov difference
∆V (k) , V (yk+1, M˜k)− V (yk, M˜k−1). (2.44)
Evaluating ∆V (k) along the trajectories of (2.21) and (2.22) yields
∆V (k) = ln
[
1 + ν1
ν2
(Vy(yk) + ∆Vy(k))
]
− ln
[
1 + ν1
ν2
Vy(yk)
]
+ a∆VM(k)
= ln
(
1 + ν1∆Vy(k)
ν2 + ν1Vy(yk)
)
+ a∆VM(k). (2.45)
Since for all x > 0, ln x ≤ x− 1, (2.45) implies that
∆V (k) ≤ ν1∆Vy(k)
ν2 + ν1Vy(yk)
+ a∆VM(k),
and substituting (2.41) yields
∆V (k) ≤ ν1∆Vy(k)
ν2 + ν1Vy(yk)
− aγ‖M˜k−1M
∗
k−1yk‖2
ν2 + ‖M∗k−1yk‖2
= ν1∆Vy(k)
ν2 + ν1Vy(yk)
− aγ‖Mk−1M
−1
k−1M˜k−1M
∗
k−1yk‖2
ν2 + ‖M∗k−1yk‖2
≤ ν1∆Vy(k)
ν2 + ν1Vy(yk)
− aγλmin(M
∗
k−1Mk−1)‖M−1k−1M˜k−1M∗k−1yk‖2
ν2 + ‖Mk−1‖2F‖yk‖2
. (2.46)
To show iii), assume there exist ε > 0 and ks ≥ 0 such that for all k ≥ ks,
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λmin(M∗kMk) ≥ ε. Thus, it follows from (2.46) that for all k > ks,
∆V (k) ≤ ν1∆Vy(k)
ν2 + ν1Vy(yk)
− aγε‖M
−1
k−1M˜k−1M
∗
k−1yk‖2
ν2 + ‖Mk−1‖2F‖yk‖2
≤ ν1∆Vy(k)
ν2 + ν1Vy(yk)
− aγεy
∗
kMk−1(Mk−1 −M∗)∗M−∗k−1M−1k−1(Mk−1 −M∗)M∗k−1yk
ν2 + ‖Mk−1‖2F‖yk‖2 + ν2ν1‖Mk−1‖2F + ν1‖yk‖2
= ν1∆Vy(k)
ν2 + ν1Vy(yk)
− aγεy
∗
k(Mk−1 −Mk−1M∗∗M−∗k−1)(M∗k−1 −M−1k−1M∗M∗k−1)yk
ν2 + ‖Mk−1‖2F‖yk‖2 + ν2ν1‖Mk−1‖2F + ν1‖yk‖2
= ν1∆Vy(k)
ν2 + ν1Vy(yk)
+
aν1γεy
∗
k
(
M∗M∗k−1 +Mk−1M∗∗
)
yk
(ν2 + ν1‖yk‖2)(ν1 + ‖Mk−1‖2F)
−
aν1γεy
∗
k
(
Mk−1M∗k−1 +Mk−1M∗∗M−∗k−1M−1k−1M∗M∗k−1
)
yk
(ν2 + ν1‖yk‖2)(ν1 + ‖Mk−1‖2F)
. (2.47)
Substituting (2.42) into (2.47) yields
∆V (k) ≤ −ν1µy
∗
k
(
M∗M∗k−1 +Mk−1M∗∗
)
yk
(ν2 + ν1‖yk‖2)(ν1 + ‖Mk−1‖2F)
+ ν1µ
2‖M∗M∗k−1yk‖2
(ν2 + ν1‖yk‖2)(ν1 + ‖Mk−1‖2F)2
+
aν1γεy
∗
k
(
M∗M∗k−1 +Mk−1M∗∗
)
yk
(ν2 + ν1‖yk‖2)(ν1 + ‖Mk−1‖2F)
− aν1γε
(
‖M∗k−1yk‖2 + ‖M−1k−1M∗M∗k−1yk‖2
)
(ν2 + ν1‖yk‖2)(ν1 + ‖Mk−1‖2F)
. (2.48)
Let a , µ
γε
, and it follows from (2.48) that
∆V (k) ≤ ν1µ
2‖M∗M∗k−1yk‖2
(ν2 + ν1‖yk‖2)(ν1 + ‖Mk−1‖2F)2
− ν1µ
(
‖M∗k−1yk‖2 + ‖M−1k−1M∗M∗k−1yk‖2
)
(ν2 + ν1‖yk‖2)(ν1 + ‖Mk−1‖2F)
≤ ν1µ
2‖M∗M∗k−1yk‖2
(ν2 + ν1‖yk‖2)(ν1 + ‖Mk−1‖2F)2
− ν1µ‖M
∗
k−1yk‖2
(ν2 + ν1‖yk‖2)(ν1 + ‖Mk−1‖2F)
− ν1µ‖Mk−1‖
2
F‖M−1k−1M∗M∗k−1yk‖2
(ν2 + ν1‖yk‖2)(ν1 + ‖Mk−1‖2F)2
≤ − ν1µ‖M
∗
k−1yk‖2
(ν2 + ν1‖yk‖2)(ν1 + ‖Mk−1‖2F)
≤ − ν1µε‖yk‖
2
(ν2 + ν1‖yk‖2)(ν1 + ‖Mk−1‖2F)
. (2.49)
Proposition 1 implies that for all k ∈ Z+, ‖M˜k−1‖F ≤ ‖M˜0‖F. Thus, for all k ∈ Z+,
‖Mk−1‖2F = ‖M˜k−1 +M∗‖2F ≤ (‖M˜k−1‖F + ‖M∗‖F)2 ≤ (‖M˜0‖F + ‖M∗‖F)2. (2.50)
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Thus, using (2.50), it follows from (2.49) that
∆V (k) ≤ − c1‖yk‖
2
ν2 + ν1‖yk‖2 , (2.51)
where c1 , ν1µεν1+(‖M˜0‖F+‖M∗‖F)2 > 0. Since V (yk, M˜k−1) is positive definite, and,
for all k ∈ N, ∆V (k) is nonpositive, it follows from (2.44) and (2.51) that 0 ≤
limk→∞
∑k
i=1
c1‖yi‖2
ν2+ν1‖yi‖2 ≤ − limk→∞
∑k
i=1 ∆V (i) = V (y1, M˜0)− limk→∞ V (yk, M˜k−1) ≤
V (y1, M˜0), where the upper and lower bounds imply that all the limits exist. Thus,
limk→∞ c1‖yk‖
2
ν2+ν1‖yk‖2 = 0, which implies that limk→∞ yk = 0. Furthermore, it follows
from (2.10) that limk→∞ uk = limk→∞M−1∗ (yk+1 − d∗) = u∗, which confirms iii).
To show ii), note that rank M∗ = `. Thus, there exist r > 0 and ε1 > 0 such
that for all M ∈ Br(M∗), λmin(M∗M) ≥ ε1. Assume that M0 ∈ Br(M∗), which
implies that (y1, M˜0) ∈ D , C` × Br(0). Since Proposition 1 implies that ∆VM is
nonpositive, it follows that for all k ∈ N, (yk+1, M˜k) ∈ D, which implies that for all
k ∈ N, Mk ∈ Br(M∗). Therefore, for all k ∈ N, λmin(M∗kMk) ≥ ε1. Thus, iii) implies
that limk→∞ uk = u∗ and limk→∞ yk = 0, which confirms ii).
To show i), assume that (y1, M˜0) ∈ D, which implies that for all k ∈ N,
λmin(M∗kMk) ≥ ε1.
Thus, it follows from (2.46) that for all k ∈ N,
∆V (k) ≤ ν1∆Vy(k)
ν2 + ν1Vy(yk)
− aγε1‖M
−1
k−1M˜k−1M
∗
k−1yk‖2
ν2 + ‖Mk−1‖2F‖yk‖2
.
Next, using the same process as in (2.47)–(2.51) with ε replaced by ε1, we obtain
∆V (k) ≤ −c1‖yk‖2/(ν2 + ν1‖yk‖2), which is nonpositive. Thus, the equilibrium
(yk,Mk−1) ≡ (0,M∗) is Lyapunov stable.
Proof of Theorem 2.4. It follows from part i) of Theorem 3 that (yk,Mk−1) ≡
(0,M∗) is a Lyapunov stable equilibrium of (2.21) and (2.22). Moreover, it follows
from Proposition 1 that Mk is bounded.
To show convergence of yk and uk, let M0 ∈M\{0}, and define
ε ,
|M∗|2, if M0 = M∗,|Im M˜0M∗∗ |2/|M˜0|2, if M0 6= M∗. (2.52)
First, assume M0 = M∗, and it follows from Proposition 1 that for all k ∈ N, Mk =
M∗. In this case, for all k ∈ N, |Mk|2 = ε.
Next, assume M0 6= M∗. Since M0 ∈ M\{0}, it follows that, |∠M∗ − ∠M0| 6= pi,
which implies that |∠(M0/M∗)| 6= pi. Thus, Im (M0/M∗) 6= 0, which implies that
Im M˜0M∗∗ = Im (M˜0M∗∗ + M∗M∗∗ ) = Im M0M∗∗ = |M∗|2Im M0M∗ 6= 0, and it follows
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from (2.52) that ε > 0. Next, it follows from (2.22) that
M˜k =
(
1− γ|Mk−1|
2|yk|2
ν2 + |Mk−1|2|yk|2
)
M˜k−1,
which has the solution M˜k = βkM˜0, where βk ,
∏k−1
i=0
(
1− γ|Mi|2|yi+1|2
ν2+|Mi|2|yi+1|2
)
. Thus, for
all k ∈ Z+, |Mk|2 = |M˜k +M∗|2 = |M˜0βk +M∗|2 = |M˜0|2β2k + 2(Re M˜0M∗∗ )βk + |M∗|2.
Since f(x) , |M˜0|2x2 + 2(Re M˜0M∗∗ )x+ |M∗|2 is quadratic and positive definite in x,
it follows that f is minimized at −(Re M˜0M∗∗ )/|M˜0|2. Thus, for all k ∈ N,
|Mk|2 ≥
|M∗|2|M˜0|2 −
(
Re M˜0M∗∗
)2
|M˜0|2
= ε.
Thus, for all k ∈ N, λmin(M∗kMk) = |Mk|2 ≥ ε, and it follows from part ii) of Theorem
2.3 that limk→∞ uk = u∗ and limk→∞ yk = 0.
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Chapter 3
Time-Domain Adaptive Higher Harmonic Control
We present two time-domain feedback control algorithms for rejection of known-
frequency sinusoidal disturbances that act on an asymptotically stable linear time-
invariant (LTI) system. The first algorithm is time-domain higher harmonic control
(TD-HHC), which is effective for uncertain LTI systems. However, TD-HHC requires
an estimate of the control-to-performance transfer function evaluated at the distur-
bance frequencies. The second algorithm is time-domain adaptive higher harmonic
control (TD-AHHC), which is effective for completely unknown LTI systems. We
analyze the stability and performance of TD-HHC and TD-AHHC. For both TD-
HHC and TD-AHHC, we show that the controller asymptotically rejects the distur-
bance. We present numerical simulations comparing TD-HHC and TD-AHHC with
frequency-domain higher-harmonic control (FD-HHC), which is an existing sinusoi-
dal disturbance rejection method in the frequency domain. We also present results
from an active disturbance rejection experiment in an acoustic environment. These
experimental results demonstrate the practical effectiveness of both TD-HHC and
TD-AHHC.
3.1 Introduction
The problem of sinusoidal disturbance rejection arises in a variety of engineering
applications, including active noise cancellation [32], vibration suppression [10, 156],
and active rotor balancing [20]. If an accurate model of the system is known, then the
internal-model principle [116,117,119,204] can be used to design a feedback controller
capable of rejecting sinusoidal disturbances with known frequencies. If an accurate sy-
stem model is not known, but the open-loop dynamics are asymptotically stable, then
adaptive feedforward cancellation can be employed [129–131,205]. These approaches
use a harmonic regressor consisting of sinusoids at the known disturbance frequencies.
The control is generated by updating the amplitudes and phases of these sinusoids in
a manner that achieves asymptotic disturbance rejection. However, these approaches
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require certain model information or assumptions regarding the open-loop system.
For single-input single-output (SISO) systems, the only model information required
is the sign of the control-to-performance transfer function at the disturbance frequen-
cies. For multi-input multi-output (MIMO) systems, stronger assumptions (e.g., strict
positive realness) are typically required. Adaptive feedforward methods for rejecting
sinusoids with unknown frequency include [139]. Feedback (rather than feedforward)
adaptive control methods are also capable of rejecting sinusoids of known or even
unknown frequencies (e.g., [140, 141, 148, 206]); however, these approaches generally
rely on some model information (e.g., relative degree) and structural assumptions
regarding the system (e.g., minimum phase, or state feedback).
Another approach to sinusoidal disturbance rejection relies on an asymptotically
stable linear time-invariant (LTI) system’s harmonic steady-state (HSS) response,
that is, the residual sinusoidal response that remains after the transient response
decays to zero. This approach was developed independently in [10, 20, 32, 156], and
is known variously as convergent control (for active rotor balancing) and higher-
harmonic control (for helicopter vibration reduction). In this chapter, we adopt the
name frequency-domain higher-harmonic control (FD-HHC).
To explain FD-HHC, consider an LTI system acted on by a sinusoidal disturbance
with known frequency ω. The FD-HHC control signal is a sinusoid with frequency
ω, but where the amplitude and phase are updated at discrete times. All control
computations are performed using discrete Fourier transform (DFT) data. Let Ts > 0
denote the FD-HHC update period. Then, at each time step k ∈ N, the control
amplitudes and phases are updated using DFT data, which is computed from a
sampling of the performance measurement over the time interval [(k − 1)Ts, kTs).
FD-HHC relies on the key assumption that the update period Ts is sufficiently large
relative to the settling time of the system. This assumption ensures that by the end
of each time interval between control updates, the closed-loop response approximates
the HSS response. If Ts is too small, then the HSS approximation is not accurate,
and the closed-loop system can become unstable. In practice, Ts can be increased to
achieve closed-loop stability; however, increasing Ts also increases convergence time.
In fact, large convergence time is one shortcoming of FD-HHC [81].
To address this shortcoming, we present time-domain higher harmonic control
(TD-HHC), which is effective for rejection of known-frequency sinusoids that act on
an LTI system with at least as many controls as performance measurements. The
main analytic result on TD-HHC shows that the controller asymptotically rejects the
disturbance. In contrast to FD-HHC, TD-HHC does not require DFT computations.
We present numerical simulations that demonstrate that TD-HHC can be implemen-
ted at faster sample rates than FD-HHC without destabilizing the closed-loop system.
These faster sample rates can significantly reduce convergence time.
Another potential drawback of FD-HHC is that it requires an estimate of the
control-to-performance transfer function evaluated at the disturbance frequency. Note
that TD-HHC also requires this estimate. In the SISO case, this estimate must have
an angle within 90◦ of the actual value for closed-loop stability. In the MIMO case,
closed-loop stability is ensured provided that the estimate is sufficiently accurate. If
there are multiple disturbance frequencies, then estimates are required at each fre-
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quency. For certain applications, this transfer function can be difficult to estimate or
subject to change. To address uncertainty, adaptive methods based on HSS response
have been proposed [81,157,158]. However, the methods in [81,157] require an exter-
nal excitation signal to ensure stability, and the analysis in [158] is restricted to an
averaged system. In Chapter 2, we presented FD-AHHC algorithm with stability pro-
perties that do not require external excitation signals. However, FD-AHHC (similar
to FD-HHC) is a frequency-domain method and thus may have a large convergence
time.
Therefore, we extend TD-HHC to address model uncertainty. The resulting al-
gorithm is time-domain adaptive higher harmonic control (TD-AHHC), which is ef-
fective for rejection of known-frequency sinusoids that act on a completely unknown
LTI system with at least as many controls as performance measurements. The main
analytic result on TD-AHHC shows that the controller asymptotically rejects the
disturbance. We also demonstrate the effectiveness of both TD-HHC and TD-AHHC
using active disturbance rejection experiments in an acoustic environment. These
experiments show that the TD-HHC and TD-AHHC can effectively reject single-tone
and multi-tone sinusoidal disturbances acting on unknown MIMO systems.
3.2 Notation
Let F be either R or C. Let x(i) denote the ith element of x ∈ Fn. Let ‖ · ‖ be the
2-norm on Fn. Next, let A∗ denote the complex conjugate transpose of A ∈ Fm×n,
and define ‖A‖F ,
√
tr A∗A, which is the Frobenius norm of A ∈ Fm×n. Let  ∈ C
denote the imaginary number, and let ∠λ denote the argument of λ ∈ C defined on
the interval (−pi, pi] rad. Let ORHP and OUD denote the open-left-half plane and
open unit disk in C, respectively.
Let spec(A) , {λ ∈ C : det(λI − A) = 0} denote the spectrum of A ∈ Fn×n.
Let λmin(A) denote the minimum eigenvalue of the symmetric positive-semidefinite
matrix A ∈ Fn×n. Let σmax(A) denote the maximum singular value of A ∈ Fm×n, and
let sprad(A) , maxλ∈spec(A) |λ| denote the spectral radius of A ∈ Fn×n. The Moore-
Penrose generalized inverse [207, Chap. 6.1] of A ∈ Rm×n is denoted by A+ ∈ Rn×m.
Note that if A ∈ Rm×n is right invertible (i.e., rank A = m), then A+ = AT(AAT)−1.
Define N , {0, 1, 2, 3, · · · } and Z+ , N\{0}. Define the open ball of radius r > 0
centered at C ∈ Cm×n by Br(C) , {X ∈ Cm×n : ‖X − C‖F < r}.
3.3 Problem Formulation
Consider the LTI system
x˙(t) = Ax(t) +Bu(t) +D1d(t), (3.1)
y(t) = Cx(t) +Du(t) +D2d(t), (3.2)
where t ≥ 0, x(t) ∈ Rn is the state, x(0) = x0 ∈ Rn is the initial condition, u(t) ∈ Rm
is the control, y(t) ∈ R` is the measured performance, d(t) ∈ R`d is the unmeasured
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disturbance, and A ∈ Rn×n is asymptotically stable. Define Gyu : C → C`×m and
Gyd : C→ C`×`d by
Gyu(s) , C(sI − A)−1B +D,
Gyd(s) , C(sI − A)−1D1 +D2,
which are the transfer functions from u to y, and from d to y. Let ω1, ω2, . . . , ωq > 0,
and consider the sinusoidal disturbance
d(t) =
q∑
i=1
dc,i cosωit+ ds,i sinωit, (3.3)
where dc,1, . . . , dc,q, ds,1, . . . , ds,q ∈ R`d .
Our objective is to design a feedback control u that eliminates the effect of the
disturbance d on the performance y. We seek to design a control that requires limited
(i.e., for TD-HHC) or no (i.e., for TD-AHHC) model information regarding (3.1) and
(3.2), and requires knowledge of only the disturbance frequencies ω1, ω2, . . . , ωq > 0.
Thus, the disturbance amplitudes dc,1, . . . , dc,q, ds,1, . . . , ds,q, and the system model
A,B,C,D,D1, and D2 are unknown.
Unless otherwise stated, all statements in this chapter that involve the subscript
i are for all i ∈ Q , {1, 2, . . . , q}.
In this chapter, we consider a sinusoidal control with frequencies ωi but where
the amplitudes and phases are updated in discrete time. Let Ts > 0 be the update
period. Then, for each k ∈ N and for all t ∈ [kTs, (k + 1)Ts), the control is
u(t) =
q∑
i=1
(
fTi (t)⊗ Im
)
ui,k, (3.4)
where ui,k ∈ R2m is determined from update equations for TD-HHC or TD-AHHC
presented in Sections 3.5 and 3.7, respectively. Note that, the control (3.4) is a
piecewise-continuous sinusoid.
3.4 Mathematical Preliminaries
We present some assumptions, definitions, and results that we use in this chapter.
We make the following assumption:
(A3.1) Gyu(ωi) has full row rank, that is, rank Gyu(ωi) = `.
Assumption (A3.1) implies that the number of actuators is at least as large as the
number of performance measurements, that is, m ≥ `. This assumption is required
to ensure that there exists a control u such that the performance y tends to zero
asymptotically.
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For the moment, assume that dc,i, ds,i, Gyu(ωi), and Gyd(ωi) are known. Let
uc,i, us,i ∈ Rm, and consider the control
u(t) =
q∑
i=1
uc,i cosωit+ us,i sinωit
=
q∑
i=1
(
fTi (t)⊗ Im
)
uˆi, (3.5)
where
uˆi ,
[
uc,i
us,i
]
∈ R2m, fi(t) ,
[
cosωit
sinωit
]
∈ R2.
The harmonic steady-state (HSS) performance of (3.1) and (3.2) with disturbance
(3.3) and control (3.5) is defined by
yhss(t, uˆ1, . . . , uˆq) ,
q∑
i=1
Re
(
Gyu(ωi)(uc,i − us,i) +Gyd(ωi)(dc,i − ds,i)
)
eωit
=
q∑
i=1
(
fTi (t)⊗ I`
)
(Hi,∗uˆi + di,∗), (3.6)
where
Hi,∗ ,
[
Re Gyu(ωi) Im Gyu(ωi)
−Im Gyu(ωi) Re Gyu(ωi)
]
∈ R2`×2m,
di,∗ ,
[
Re Gyd(ωi) Im Gyd(ωi)
−Im Gyd(ωi) Re Gyd(ωi)
][
dc,i
ds,i
]
∈ R2`.
The HSS performance yhss is the steady-state response of (3.1)–(3.5), that is, limt→∞
[yhss(t, uˆ1, . . . , uˆq)− y(t)] = 0. See [207, Chap. 12.12] for details.
Consider the cost function
J(uˆ1, . . . , uˆq) , lim
t→∞
1
t
∫ t
0
‖yhss(τ, uˆ1, . . . , uˆq)‖2 dτ, (3.7)
which is the average power of yhss. Substituting (3.6) into (3.7) and integrating yields
J(uˆ1, . . . , uˆq) =
q∑
i=1
q∑
j=1
(Hi,∗uˆi + di,∗)T
(
lim
t→∞
1
t
∫ t
0
(
fi(τ)fTj (τ)
)
⊗ I` dτ
)
(Hj,∗uˆj + dj,∗)
=12
q∑
i=1
‖Hi,∗uˆi + di,∗‖2.
Since (A3.1) implies that rank Gyu(ωi) = `, it follows that rank Hi,∗ = 2`, which
implies that Hi,∗ is right invertible. The following result provides an expression for a
control that minimizes J .
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Theorem 3.1. Assume that (A3.1) is satisfied, and define
ui,∗ , −HTi,∗(Hi,∗HTi,∗)−1di,∗.
Then, J(u1,∗, . . . , uq,∗) = 0.
Theorem 3.1 provides the ideal control parameter ui,∗, but ui,∗ requires knowledge
of Hi,∗ and di,∗, which are unknown.
For all α ∈ Z+, define
Λα ,
[
0 −1
1 0
]
⊗ Iα ∈ R2α×2α,
and define
H ,
{
H ∈ R2`×2m : H = ΛT` HΛm
}
,
which is the set of 2`× 2m real matrices that have the block structure of Hi,∗.
For each k ∈ Z+, define the sampled performance
yk , y(kTs).
If Ts is sufficiently large relative to the settling time of Gyu, then for all k ∈ Z+,
yk ≈ yhss(kTs, u1,k−1, . . . , uq,k−1). We make the HSS assumption:
(A3.2) yk = yhss(kTs, u1,k−1, . . . , uq,k−1).
Assumption (A3.2) is used for stability analyses only. Assumption (A3.2) combined
with (3.6) implies that for all k ∈ N,
yk+1 =
q∑
i=1
(
fTi,k+1 ⊗ I`
)
(Hi,∗ui,k + di,∗), (3.8)
where fi,k , [cos kωiTs sin kωiTs]T ∈ R2.
For all α ∈ Z+\{1, 2, . . . , 2q − 1}, define the Vandermonde matrix
Vα ,

1 e−ω1Ts e−2ω1Ts · · · e−(α−1)ω1Ts
1 eω1Ts e2ω1Ts · · · e(α−1)ω1Ts
... ... ... ...
1 e−ωqTs e−2ωqTs · · · e−(α−1)ωqTs
1 eωqTs e2ωqTs · · · e(α−1)ωqTs
 ∈ C
2q×α.
The following lemma concerns right invertibility of Vα. The proof follows from [207,
Fact 5.16.3].
Lemma 3.1. Assume that the following assumptions are satisfied:
(A3.3) For all j ∈ Q\{i}, eωjTs 6= eωiTs and e−ωjTs 6= eωiTs .
(A3.4) ∠eωiTs /∈ {0, pi}.
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Then, for all α ≥ 2q, Vα is right invertible.
Assumptions (A3.3) and (A3.4) imply that elements on the second column of Vα
are distinct. Moreover, note that Assumption (A3.3) implies that the disturbance
frequencies are distinct, and assumption (A3.4) implies that ωiTs is not an integer
multiple of pi.
Remark. Assumptions (A3.3) and (A3.4) involve disturbance frequencies ωi and
the update period Ts. Since the disturbance frequencies are known, it follows that Ts
can be selected to satisfy assumptions (A3.3) and (A3.4).
3.5 Time-Domain Higher Harmonic Control
We present TD-HHC, which relies on knowledge of an estimate of Hi,∗. To derive
the TD-HHC update equation for ui,k, consider the cost Ik : R2m× . . .×R2m → [0,∞)
defined by
Ik(uˆ1, . . . , uˆq) ,
1
2‖yhss((k + 1)Ts, uˆ1, . . . , uˆq)‖
2.
It follows from (3.6) that the gradient of Ik with respect to uˆi evaluated at (uˆ1, . . . , uˆq) =
(u1,k, . . . , uq,k) is
∂Ik(uˆ1, . . . , uˆq)
∂uˆi
∣∣∣∣∣
(uˆ1,...,uˆq)=(u1,k,...,uq,k)
= HTi,∗(fi,k+1 ⊗ I`)yhss((k + 1)Ts, uˆ1, . . . , uˆq).
(3.9)
Let Hi,e ∈ H be an estimate of Hi,∗. Since Hi,∗ is unknown, and yhss is not measurable,
we replace Hi,∗ and yhss((k + 1)Ts, uˆ1, . . . , uˆq) in (3.9) by Hi,e and yk+1, respectively,
to estimate the gradient. Let ρ > 0, and for all k ∈ N, consider the control
ui,k+1 = ui,k − ρHTi,e(fi,k+1 ⊗ I`)yk+1, (3.10)
where ui,0 ∈ R2m is the initial condition. Thus, TD-HHC is given by (3.4) and (3.10).
The control architecture is shown in Fig. 3.1.
u(t) =
∑q
i=1
(
fTi (t)⊗ Im
)
ui,k
d(t)
u(t)
y(t)
ui,k ui,k+1 = ui,k − ρHTi,e (fi,k+1 ⊗ I`) yk+1
yk+1
Uncertain System
x˙(t) = Ax(t) +Bu(t) +D1d(t)
y(t) = Cx(t) +Du(t) +D2d(t)
Sample
Figure 3.1: Schematic of TD-HHC given by (3.4) and (3.10).
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3.6 Stability Analysis of TD-HHC
We analyze the stability properties of the closed-loop system that consists of (3.8)
and (3.10). Define
Gi,e ,
([
1 0
]
⊗ I`
)
Hi,e
([
1 
]T ⊗ Im) ∈ C`×m,
which is an estimate of Gyu(ωi) because Hi,e ∈ H is an estimate of Hi,∗. For all
α ∈ {0, 1, . . . , 2q − 1}, define
Rα , Re
q∑
i=1
e−αωiTsGi,∗G∗i,e ∈ R`×`,
and define
R ,

R0 0 0 · · · 0
R1 R0 0 · · · 0
... ... . . . . . . ...
R2q−2 R2q−3 · · · R0 0
R2q−1 R2q−2 · · · R1 R0
 ∈ R
2`q×2`q.
Note that R is a block-Toeplitz matrix. For all k ≥ 2q, define
Yk ,
[
yTk y
T
k−1 · · · yTk−2q+1
]T ∈ R2`q.
The following result provides a time-invariant representation of the closed-loop system
(3.8) and (3.10). The proof is in Section 3.12.
Proposition 3.1. Consider the closed-loop system (3.8) and (3.10), where (A3.2)–
(A3.4) are satisfied. Then, for all k ≥ 2q,
Yk+1 =

((
V −12q v
)T ⊗ I`)(I2`q − ρR)
I`(2q−1) 0`(2q−1)×`
Yk, (3.11)
where v ,
[
eω1Ts e−ω1Ts · · · eωqTs e−ωqTs
]T ∈ C2q.
To analyze the stability properties of (3.11), which is a time-invariant represen-
tation of the closed-loop system (3.8) and (3.10), define the set
Λ ,
⋃
i∈Q
spec
(
Hi,∗H
T
i,e
)
.
The following result provides the stability properties of the closed-loop system (3.8)
and (3.10). The proof is in Section 3.13.
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Theorem 3.2. Consider the closed-loop system (3.11), where (A3.1)–(A3.4) are
satisfied. Let Ts > 0 be such that ωiTs2pi is a rational number, and define
N , min {n ∈ Z+ : for all i ∈ Q, nωiTs/2pi ∈ Z+}.
Assume that Λ ⊂ ORHP. Then, there exists ρ¯ ∈
(
0,minλ∈Λ 4Re λN |λ|2
)
such that for all
ρ ∈ (0, ρ¯], Yk ≡ 0 is a globally asymptotically stable equilibrium of (3.11).
Theorem 3.2 implies that if Λ ⊂ ORHP and ρ is sufficiently small, then for all
ui,0 ∈ R2m, limk→∞ yk = 0. Note that Λ ⊂ ORHP if and only if ⋃i∈Q spec(Gi,∗G∗i,e) ⊂
ORHP. Therefore, Λ ⊂ ORHP is equivalent to the FD-HHC stability condition in
Theorem 2.2. In the SISO case, Λ ⊂ ORHP if and only if Gi,e is within 90◦ of Gi,∗,
that is, |∠(Gi,e/Gi,∗)| < pi/2.
The following result concerns the stability properties of the closed-loop TD-HHC
system (3.11) for the single-tone (i.e., q = 1) and single-output (i.e., ` = 1) case. The
proof is in Section 3.14.
Theorem 3.3. Consider the closed-loop system (3.11), where q = 1, ` = 1, and
(A3.1)–(A3.4) are satisfied. Assume ρ > 0 and R0 > 0. Then, Yk ≡ 0 is a globally
asymptotically stable equilibrium of (3.11) if and only if ρ ∈ (0, ρ¯), where
ρ¯ ,

ρ1, if 2R0 cosω1Ts −R1 ≥ R0,
min{ρ1, ρ2}, if |2R0 cosω1Ts −R1| < R0,
ρ2, if 2R0 cosω1Ts −R1 ≤ −R0,
and
ρ1 ,
2(1 + cosω1Ts)
R0(1 + 2 cosω1Ts)−R1 , ρ2 ,
2(1− cosω1Ts)
R0(1− 2 cosω1Ts) +R1 .
Theorem 3.3 provides the necessary and sufficient condition for global asymptotic
stability of the closed-loop system (3.11) for the case, where q = 1 and ` = 1. In this
case, R0 > 0 if and only if Λ ⊂ ORHP, which is equivalent to the FD-HHC stability
condition in Theorem 2.2.
3.7 Time-Domain Adaptive Higher Harmonic Control
We present TD-AHHC, which does not require any information regarding either
di,∗ or Hi,∗. Let r ∈ Z+ be such that r ≥ 2q, and for all k ∈ Z+, define
fk ,
[
fT1,k · · · fTq,k
]T ∈ R2q, Fk , [ fk · · · fk−r+1 ] ∈ R2q×r.
Note that choice of the parameter r affects the performance of TD-AHHC, which we
will discuss in Example 3.4. The following lemma concerns the right-invertibility of
Fk, and provides an expression for F+k . The proof is in Section 3.15.
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Lemma 3.2. Assume that (A3.3) and (A3.4) are satisfied. Then, for all k ∈ N,
Fk is right invertible, and
F+k = FTk STk (VrV Tr )−1Sk, (3.12)
where
Sk , diag(S1,k, . . . , Sq,k) ∈ C2q×2q,
and
Si,k ,
[
e−kωiTs e−kωiTs
ekωiTs −ekωiTs
]
∈ C2×2.
Remark. Lemma 3.2 provides the expression (3.12) for F+k that can be computed
without an online matrix inversion. In particular, (VrV Tr )−1 can be computed offline
and (3.12) can be used to compute F+k . The TD-AHHC algorithm makes use of F+k .
Let µ ∈ (0, 4), ν1 > 0, and ui,0 ∈ R2m. For all k ∈ N, consider the control
ui,k+1 = ui,k − µ
ν1 +
∑q
i=1 ‖Hi,k‖2F
HTi,k(fi,k+1 ⊗ I`)yk+1, (3.13)
where Hi,k ∈ R2`×2m is an estimate of Hi,∗ obtained from the adaptive equations
presented below. Note that (3.13) is similar to (3.10) except that the fixed estimate
Hi,e is replaced by the adaptive estimate Hi,k, and the fixed step size ρ is replaced by
the Hi,k-dependent step size µ/(ν1 +
∑q
i=1 ‖Hi,k‖2F).
For all k ≥ r, consider di,k : H × . . .×H→ R2` defined by
di,k(Hˆ1, . . . , Hˆq) , (ei ⊗ I2`)
(
(F+k )T ⊗ I`
)
yk −∑qj=1(fTj,k ⊗ I`)Hˆjuj,k−1
...
yk−r+1 −∑qj=1(fTj,k−r+1 ⊗ I`)Hˆjuj,k−r
,
(3.14)
where ei ∈ R1×q is the ith row of Iq.
Remark. If (A3.2)–(A3.4) are satisfied, then it follows from Lemma 3.2, (3.8),
and (3.14) that for all k ≥ r,
di,k(H1,∗, . . . , Hq,∗) = (ei ⊗ I2`)
(
(F+k )T ⊗ I`
) q∑
j=1

(
fTj,k ⊗ I`
)
dj,∗
...(
fTj,k−r+1 ⊗ I`
)
dj,∗

= (ei ⊗ I2`)
(
(F+k )T ⊗ I`
)
(FTk ⊗ I`)
[
dT1,∗ · · · dTq,∗
]T
= di,∗,
which implies that di,k(Hˆ1, . . . , Hˆq) is an estimate of di,∗.
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Next, for all k > r, consider yˆk : H × . . .×H→ R` defined by
yˆk(Hˆ1, . . . , Hˆq) ,
q∑
i=1
(
fTi,k ⊗ I`
)(
Hˆiui,k−1 + di,k−1(Hˆ1, . . . , Hˆq)
)
. (3.15)
If (A3.2)–(A3.4) are satisfied, then it follows from (3.8) and (3.14) that for all k ≥ r,
yˆk+1(H1,∗, . . . , Hq,∗) = yk+1. To determine the adaptive equation for Hi,k, consider
the cost Jk : H × . . .×H→ [0,∞) defined by
Jk(Hˆ1, . . . , Hˆq) ,
1
2
∥∥∥yk+1 − yˆk+1(Hˆ1, . . . , Hˆq)∥∥∥2
+ 12
∥∥∥yk+1 − yˆk+1(ΛT` Hˆ1Λm, . . . ,ΛT` HˆqΛm)∥∥∥2.
Note that the second term of the cost Jk is similar to the first term except Hˆi is repla-
ced by ΛT` HˆiΛm. If Hˆi ∈ H, then Hˆi = ΛT` HˆiΛm. In this case, the two terms of Jk are
equal. These two terms are included in the cost in order to obtain estimates of Hi,∗
that have the block structure of Hi,∗ (i.e., are contained in H). If Hˆi ∈ H, then Jk
can be interpreted as a measure of how well yˆk+1(Hˆ1, . . . , Hˆq) approximates the mea-
surement yk+1, which itself is approximately equal to the sampled HSS performance
yhss((k+1)Ts, u1,k−1, . . . , uq,k−1) =
∑q
i=1(fTi,k+1⊗I`)(Hi,∗ui,k−1 +di,∗). Thus, if (A3.2)–
(A3.4) are satisfied, then yˆk+1(H1,∗, . . . , Hq,∗) = yk+1 and Jk(H1,∗, . . . , Hq,∗) = 0, that
is, Jk is minimized by Hˆi = Hi,∗.
Evaluating the gradient of Jk with respect to Hˆi yields
∂Jk(Hˆ1, . . . , Hˆq)
∂Hˆi
= Γi,k(Hˆ1, . . . , Hˆq) + Λ`Γi,k(Hˆ1, . . . , Hˆq)ΛTm,
where for all k ≥ r, Γi,k : H × . . .×H→ R2`×2m is defined by
Γi,k(Hˆ1, . . . , Hˆq) , vec−1
([ui,k−1 ⊗ fi,k · · · ui,k−r ⊗ fi,k−r+1]F+k fk+1)
⊗
(
yk+1 − yˆk+1(Hˆ1, . . . , Hˆq)
)
− (fi,k+1 ⊗ I`)
(
yk+1 − yˆk+1(Hˆ1, . . . , Hˆq)
)
uTi,k, (3.16)
where vec−1 : R4`m → R2`×2m is the inverse vec operator, that is, for all X ∈ R2`×2m,
vec−1vec X = X.
Let Hi,0 ∈ H, and for all k ∈ {1, 2, . . . , r − 1}, let Hi,k = Hi,0. For all k ≥ r,
consider the update equation
Hi,k = Hi,k−1 − ηk ∂Jk(Hˆ1, . . . , Hˆq)
∂Hˆi
∣∣∣∣
(Hˆ1,...,Hˆq)=(H1,k−1,...,Hq,k−1)
54
= Hi,k−1 − ηk
(
Γi,k(H1,k−1, . . . , Hq,k−1) + Λ`Γi,k(H1,k−1, . . . , Hq,k−1)ΛTm
)
, (3.17)
where
ηk ,
γ
ν2 +
∑q
j=1
∥∥∥[ui,k−1 ⊗ fi,k · · · ui,k−r ⊗ fi,k−r+1]F+k fk+1 − (ui,k ⊗ fi,k+1)∥∥∥2 ,
(3.18)
where γ ∈ (0, 1) and ν2 > 0. Thus, TD-AHHC is given by (3.4) and (3.13)–(3.18).
The control architecture is shown in Fig. 3.2.
u(t) =
∑q
i=1(f
T
i (t)⊗ Im)ui,k
d(t)
u(t)
y(t)
ui,k ui,k+1 = ui,k − µ
ν1 +
∑q
i=1 ‖Hi,k‖2F
HTi,k (fi,k+1 ⊗ I`) yk+1
Hi,k = Hi,k−1 − ηk
(
Γi,k(H1,k−1, . . . ,Hq,k−1) + Λ`Γi,k(H1,k−1, . . . ,Hq,k−1)ΛTm
)
Hi,k
yk+1
yk+1
ui,k
Unknown System
x˙(t) = Ax(t) +Bu(t) +D1d(t)
y(t) = Cx(t) +Du(t) +D2d(t)
Sample
Figure 3.2: Schematic of TD-AHHC given by (3.4) and (3.13)–(3.18).
3.8 Stability Analysis of TD-AHHC
We analyze the stability of the closed-loop system that consists of (3.8) and (3.13)–
(3.18). The following result provides properties of (3.17). The proof is in Section 3.16.
Proposition 3.2. Consider the closed-loop system (3.8) and (3.13)–(3.18), where
γ ∈ (0, 1), ν2 > 0, and (A3.1)–(A3.4) are satisfied. Then, for all ui,0 ∈ R2m and all
Hi,0 ∈ H, the following statements hold:
i) Hi,k is bounded, and for all k ≥ r,
q∑
i=1
(
‖Hi,k −Hi,∗‖2F − ‖Hi,k−1 −Hi,∗‖2F
)
≤ −4(1− γ)ηk
× ‖yk+1 − yˆk+1(H1,k−1, . . . , Hq,k−1)‖2.
ii) limk→∞(Hi,k −Hi,k−1) = 0.
Part i) of Proposition 3.2 implies that ∑qi=1 ‖Hi,k −Hi,∗‖2F is nonincreasing. Note
that, except the assumption m ≥ ` implied by (A3.1), Proposition 3.2 does not
impose any assumption on the number ` of performance measurements, number m
of controls, or number q of disturbance frequencies.
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For all k ∈ N, define
Gi,k ,
([
1 0
]
⊗ I`
)
Hi,k
([
1 
]T ⊗ Im) ∈ C`×m,
which is an estimate of Gyu(ωi) because Hi,k ∈ H is an estimate of Hi,∗. The
following result provides the stability properties of the closed-loop system (3.8) and
(3.13)–(3.18) for the case, where q = 1 and m ≥ ` = 1. The proof is in Appendix
3.16.
Theorem 3.4. Consider the open-loop system (3.8) and the control (3.13)–(3.18),
where q = 1, ` = 1, and (A3.1)–(A3.4) are satisfied. Let µ ∈ (0, 4), γ ∈ (0, 1), ν1 > 0,
ν2 > 0, r = 2, and let u1,0 ∈ R2m and H1,0 ∈ H. Assume that there exists ks ∈ N and
ε > 0 such that for all k ≥ ks, |Im G1,∗G∗1,k| ≥ ε. Then, limk→∞ yk = 0.
Theorem 3.4 invokes the assumption that there exist ε > 0 and ks ∈ N such that
for all k ≥ ks, |Im G1,∗G∗1,k| ≥ ε. This assumption, which implies that |Im G1,∗G∗1,k|
is asymptotically nonzero, cannot be verified a priori. However, simulations suggest
that for almost all initial conditions u1,0 ∈ R2m and H1,0 ∈ H, |Im G1,∗G∗1,k| is
asymptotically nonzero, and thus, satisfies |Im G1,∗G∗1,k| ≥ ε. In this case, Theorem
3.4 states that the performance yk globally tends to zero.
3.9 Numerical Examples
We present numerical examples comparing FD-HHC and TD-HHC for rejection of
disturbances acting on a two-mass structure. We also present numerical examples that
demonstrate and compare the performance of FD-HHC, TD-HHC, and TD-AHHC
implemented for active noise cancellation in an acoustic duct.
TD-HHC requires estimates Hi,e of Hi,∗ given by
Hi,e =
[
Re Gi,e Im Gi,e
−Im Gi,e Re Gi,e
]
∈ C2`×2m.
Note that FD-HHC also requires estimates Gi,e ∈ C`×m of Gyu(ωi). Similar to the
estimates for TD-HHC, the estimates for FD-HHC must be sufficiently accurate to
ensure closed-loop stability. See Theorem 2.2 for details. For a SISO system subject
to a single-tone disturbance, for both TD-HHC and FD-HHC, the closed-loop is
asymptotically stable only if the estimate G1,e is within 90◦ of Gyu(ω1). FD-HHC is
a frequency-domain method, and all computations use DFT data. We implement FD-
HHC according to (2.11). The DFT is performed using a 1 kHz sampling frequency.
TD-AHHC, in contrast to TD-HHC and FD-HHC, requires no system model in-
formation. For TD-AHHC, we let the initial condition Hi,0 be given by
Hi,0 =
[
Re Gi,0 Im Gi,0
−Im Gi,0 Re Gi,0
]
∈ C2`×2m, (3.19)
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where Gi,0 is specified in each example. For the cases, where we compare FD-HHC
and TD-HHC with TD-AHHC, we let Gi,e = Gi,0. For all examples, the control is
turned on after 1 s.
Two-Mass Structure
Consider the two-mass structure shown in Fig. 3.3, where u is the control force,
d1 and d2 are disturbance forces, and ξ1 and ξ2 are displacements of masses m1 and
m2. We consider the SISO system (3.1), where x(t) = [ξ1(t) ξ˙1(t) ξ2(t) ξ˙2(t)]T,
d(t) = [d1(t) d2(t)]T, y = ξ2, and
A =

0 1 0 0
−(k1+k2)
m1
−(c1+c2)
m1
k2
m1
c2
m1
0 0 0 1
k2
m2
c2
m2
−(k2+k3)
m2
−(c2+c3)
m2
, B =

0
1
m1
0
0
, D1 =

0 0
1
m1
0
0 0
0 1
m2
,
where m1 = 2 kg, m2 = 1 kg, c1 = 60 kg/s, c2 = 50 kg/s, c3 = 40 kg/s, k1 =
300 N/m, k2 = 200 N/m and k3 = 400 N/m. The initial condition is x(0) = 0.
We compare FD-HHC and TD-HHC for initial estimates G1,e that satisfy the
FD-HHC and TD-HHC stability conditions, that is, G1,e is within 90◦ of Gyu(ω1).
For each comparison, we select the gain ρ, and the update period Ts that yield the
fastest convergence time for each algorithm. For both FD-HHC and TD-HHC, we let
u1,0 = 0.
Example 3.1. Let d1 = 10 cosω1t and d2 = 10 sinω1t, where ω1 = 4pi rad/s.
For both FD-HHC and TD-HHC, let G1,e = e
pi
6Gyu(ω1), which is 30◦ away from
Gyu(ω1). For FD-HHC, we select ρ = 1.90 × 106 and Ts = 0.5 s, and for TD-HHC,
we select ρ = 2.98× 106 and Ts = 0.1 s. Figure 3.4 shows y and u for FD-HHC and
TD-HHC.
Both FD-HHC and TD-HHC yield asymptotic disturbance rejection. The conver-
gence time is improved with TD-HHC relative to FD-HHC. In this case, the settling
time of the system, that is, the time it takes the unit step response to reach and stay
within ±2% of its final value, is approximately 0.3 s, which is smaller than the period
m1
k1
c1
u
d1
m2
k2
c2 c3
k3
d2
ξ1 ξ2
Figure 3.3: The two-mass structure used in Examples 3.1 and 3.2.
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of disturbance (i.e., 2pi/ω1 = 0.5 s). Numerical simulations suggest that, in gene-
ral, if the settling time of the system is smaller than the period of the disturbance,
then TD-HHC yields faster convergence than FD-HHC. The faster convergence of
TD-HHC can be explained by the fact that TD-HHC is a time-domain method, and
thus TD-HHC does not rely on batch data processing (i.e., DFT).
The convergence time of FD-HHC and TD-HHC also depends on the estimate
G1,e. Let G1,e = e
pi
3Gyu(ω1), which is 60◦ away from Gyu(ω1). In this case, for
FD-HHC, we select ρ = 1.47 × 106 and Ts = 0.5 s, and for TD-HHC, we select
ρ = 3.25× 106 and Ts = 0.1 s. Figure 3.5 shows y and u for FD-HHC and TD-HHC.
Both FD-HHC and TD-HHC yield asymptotic disturbance rejection. In this case,
the convergence time is significantly improved with TD-HHC relative to FD-HHC.
Numerical simulations suggest that for the cases, where the settling time of the system
is smaller than the period of the disturbance, TD-HHC yields faster convergence than
FD-HHC as the angle difference between G1,e and Gyu(ω1) (i.e., |∠G1,e−∠Gyu(ω1)|)
increases. 4
-20
0  
20 
y
(m
m
)
FD-HHC, Ts = 0.5 s
0 10 20
t (s)
-40
0  
40 
u
(N
)
TD-HHC, Ts = 0.1 s
10 20
t (s)
Figure 3.4: For a SISO system with a settling time smaller than the period of disturbance, and
where G1,e is 30◦ away from Gyu(ω1), both FD-HHC and TD-HHC yield y(t) → 0 as t → ∞.
However, the convergence time is improved with TD-HHC relative to FD-HHC. The dashed lines
show ±‖u1,∗‖.
Example 3.2. We revisit Example 3.1 but with a disturbance that has a smaller
period than the settling time of the system. Specifically, we let ω1 = 20pi rad/s. In
this case, the settling time of the system is approximately 0.5 s, which is larger than
the period of disturbance (i.e., 2pi/ω1 = 0.1 s). For both FD-HHC and TD-HHC, we
let G1,e = e
pi
6Gyu(ω1), which is 30◦ away from Gyu(ω1). For FD-HHC, we select
58
-20
0  
20 
y
(m
m
)
FD-HHC, Ts = 0.5 s
0 10 20
t (s)
-40
0  
40 
u
(N
)
TD-HHC, Ts = 0.1 s
10 20
t (s)
Figure 3.5: For a SISO system with a settling time smaller than the period of disturbance, and
where G1,e is 60◦ away from Gyu(ω1), both FD-HHC and TD-HHC yield y(t) → 0 as t → ∞.
However, the convergence time is significantly improved with TD-HHC relative to FD-HHC. The
dashed lines show ±‖u1,∗‖.
ρ = 3.46 × 108 and Ts = 0.1 s, and for TD-HHC, we select ρ = 9.15 × 107 and
Ts = 0.03 s. Figure 3.6 shows y and u for FD-HHC and TD-HHC. Both FD-HHC
and TD-HHC yield asymptotic disturbance rejection with approximately the same
convergence rate.
To investigate the effects of estimate G1,e on convergence time, we let G1,0 =
e
pi
3Gyu(ω1), which is 60◦ away from Gyu(ω1). In this case, for FD-HHC, we select
ρ = 1.77 × 108 and Ts = 0.1 s, and for TD-HHC, we select ρ = 5.78 × 107 and
Ts = 0.03 s. Figure 3.7 shows y and u for FD-HHC and TD-HHC. Similar to the
previous case, both FD-HHC and TD-HHC yield asymptotic disturbance rejection
with approximately the same convergence rate. Numerical simulations suggest that,
in general, if the settling time of the system is larger than the period of the dis-
turbance, then TD-HHC and FD-HHC that are tuned for fastest convergence, yield
approximately the same convergence time, regardless of the angle difference between
G1,e and Gyu(ω1). 4
Acoustic Duct
Consider the acoustic duct of length L = 2 m shown in Fig. 3.8. A disturbance
speaker is at ξd = 0.95 m, while two control speakers are at ξψ1 = 0.4 m and ξψ2 = 1.25
m. All speakers have cross-sectional area As = 0.0025 m2. The equation for the
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Figure 3.6: For a SISO system with a settling time larger than the period of disturbance, and
where G1,e is 30◦ away from Gyu(ω1), both FD-HHC and TD-HHC yield y(t)→ 0 as t→∞, with
approximately the same convergence time. The dashed lines show ±‖u1,∗‖.
-5
0 
5 
y
(m
m
)
FD-HHC, Ts = 0.1 s
0 4 8
t (s)
-50
0  
50 
u
(N
)
TD-HHC, Ts = 0.03 s
4 8
t (s)
Figure 3.7: For a SISO system with a settling time larger than the period of disturbance, and
where G1,e is 60◦ away from Gyu(ω1), both FD-HHC and TD-HHC yield y(t)→ 0 as t→∞, with
approximately the same convergence time. The dashed lines show ±‖u1,∗‖.
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acoustic duct is
1
c2
∂2p(ξ, t)
∂t2
= ∂
2p(ξ, t)
∂ξ2
+ ρ0ψ˙1(t)δ(ξ − ξψ1) + ρ0ψ˙2(t)δ(ξ − ξψ2) + ρ0d˙(t)δ(ξ − ξd),
where p(ξ, t) is the acoustic pressure, δ is the Dirac delta, c = 343 m/s is the phase
speed of the acoustic wave, ψ1 and ψ2 are the speaker cone velocities of the control
speakers, d is the speaker cone velocity of the disturbance speaker, and ρ0 = 1.21
kg/m2. See [203] for more details.
Using separation of variables and retaining s modes, p(ξ, t) is approximated by
p(ξ, t) = ∑si=0 qi(t)Vi(ξ), where for i = 1, · · · , s, Vi(ξ) , c√2/L sin ipiξ/L, and qi
satisfies (3.1), where
x(t) =
[ ∫ t
0 q1(σ)dσ q1(t) · · ·
∫ t
0 qs(σ)dσ qs(t)
]T
,
A = diag
([
0 1
−ω2n1 −2ζ1ωn1
]
, · · · ,
[
0 1
−ω2ns −2ζsωns
])
,
B = ρ0
As
[
0 V1(ξψ1) · · · 0 Vs(ξψ1)
0 V1(ξψ2) · · · 0 Vs(ξψ2)
]T
, D1 =
ρ0
As
[
0 V1(ξd) · · · 0 Vs(ξd)
]T
,
and for i = 1, · · · , s, ωni , ipic/L, and ζi = 0.2.
Two feedback microphones are in the duct at ξφ1 = 0.3 m and ξφ2 = 1.7 m, and
they measure the acoustic pressures φ1(t) = p(ξφ1 , t) and φ2(t) = p(ξφ2 , t), respecti-
vely. Thus, for i = 1, 2, φi(t) = Cix(t), where Ci = ρ0As [ 0 V1(ξφi) · · · 0 Vs(ξφi) ].
For all examples, s = 5, and x(0) = 0. and Gi,0 is specified in each example. The follo-
wing examples consider the acoustic duct with different control speaker and feedback
microphone configurations. Let ω1 = 200pi rad/s and ω2 = 300pi rad/s.
Example 3.3. Consider the SISO system, where we let ψ1 = u, y = φ1, ψ2 = 0,
and d = 10 sinω1t+ 10 cosω1t. First, consider the case where G1,0 satisfies FD-HHC
and TD-HHC stability condition, that is, G1,0 within 90◦ of Gyu(ω1). Specifically, let
φ1
Feedbackmicrophone
φ2
Feedback
microphone
d
Disturbance
speaker
ψ1
Control
speaker
ψ2
Control
speaker
ξφ1
ξψ1
ξd
ξψ2
ξφ2
L
Figure 3.8: The acoustic duct used in Examples 3.3–3.5.
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G1,0 = e
pi
6Gyu(ω1), which is 30◦ away from Gyu(ω1). For FD-HHC, we let Ts = 0.01 s
and ρ = 1.58× 10−5; for TD-HHC, we let Ts = 0.011 s and ρ = 4.28× 10−5; and for
TD-AHHC, we let Ts = 0.011 s, r = 2, µ = 1.5, γ = 0.5, and ν1 = ν2 = 10−3. Figure
3.9 shows the response y and control u for FD-HHC, TD-HHC and TD-AHHC. In
this case FD-HHC, TD-HHC, and TD-AHHC yield asymptotic disturbance rejection
with approximately the same convergence time.
Next, consider the case where G1,0 is within 90◦ of Gyu(ω1) but has a larger
angle difference with Gyu(ω1) than the previous case. Specifically, we let G1,0 =
e0.47piGyu(ω1), which is 85◦ away from Gyu(ω1). For FD-HHC, we let Ts = 0.01 s
and ρ = 9.48× 10−6; for TD-HHC, we let Ts = 0.011 s and ρ = 9.72× 10−5; and for
TD-AHHC, we let Ts = 0.011 s, r = 2, µ = 1.5, γ = 0.5, and ν1 = ν2 = 10−3. Figure
3.10 shows the response y and control u for FD-HHC, TD-HHC and TD-AHHC. In
this case FD-HHC, TD-HHC, and TD-AHHC yield asymptotic disturbance rejection;
however, the convergence time with TD-AHHC is smaller than convergence time with
FD-HHC and TD-HHC.
Next, consider the case where G1,0 does not satisfy FD-HHC and TD-HHC sta-
bility condition, that is, G1,0 is not within 90◦ of Gyu(ω1). Specifically, we let
G1,0 = e
2pi
3 Gyu(ω1), which is 120◦ away from Gyu(ω1). For FD-HHC, we let
Ts = 0.01 s and ρ = 1.58×10−5; for TD-HHC, we let Ts = 0.011 s and ρ = 4.28×10−5;
and for TD-AHHC, we let Ts = 0.011 s, r = 2, µ = 0.08, γ = 0.08, and ν1 = ν2 = 10−3.
Figure 3.11 shows the response y and control u for FD-HHC, TD-HHC and TD-
AHHC. In this case, the response y with FD-HHC and TD-HHC diverge, whereas
the response y with TD-AHHC converges to zero. Figure 3.12 shows the trajectory of
the estimate G1,k, which moves toward Gyu(ω1). The behavior of the estimate G1,k
is in accordance with the statement of Proposition 3.2. 4
Example 3.4. Consider the SISO system, where we let ψ1 = u, ψ2 = 0, d =
10 sinω1t + 10 cosω1t, and y = φ1 + v, where v is a zero-mean Gaussian white noise
with intensity 1 kN2/m4. Let G1,0 = 5e
2pi
3 Gyu(ω1). We implement TD-AHHC for
two different values of r. Let Ts = 0.011 s, µ = 0.06, γ = 0.2, and ν1 = ν2 = 10−3.
The left-hand side of Fig. 3.13 shows the response y and control u for TD-AHHC with
r = 2, whereas the right-hand side of Fig. 3.13 shows the response y and control u
for TD-AHHC with r = 10. For both cases, TD-AHHC yields near-zero steady-state
performance as t → ∞; however, the transient response and the convergence time
are improved with r = 10. 4
Example 3.5. Consider the MIMO (m = 2 and ` = 2) system where we let
[ ψ1 ψ2 ]T = u, y = [ φ1 φ2 ]T, and d = 10 sinω1t+ 10 cosω2t, which is a two-tone
disturbance. First, consider the case where Gi,0 are such that the TD-HHC stability
condition is satisfied, that is Λ ⊂ ORHP. Specifically, we let Gi,0 = epi3Gyu(ωi).
Figure 3.14 shows the response y and the control u for TD-HHC and TD-AHHC.
Both TD-HHC and TD-AHHC yield asymptotic disturbance rejection.
Next, consider the case where Gi,0 = e2
pi
3Gyu(ωi), which does not satisfy the TD-
HHC stability condition, that is, Λ 6⊂ ORHP. Figure 3.15 shows the response y and
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Figure 3.9: For a SISO system, where G1,0 is 30◦ away from Gyu(ω1), FD-HHC, TD-HHC, and
TD-AHHC yield y(t) → 0 as t → ∞, with approximately the same convergence time. The dashed
lines show ±‖u1,∗‖.
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Figure 3.10: For a SISO system, where G1,0 is 85◦ away from Gyu(ω1), FD-HHC, TD-HHC, and
TD-AHHC yield y(t)→ 0 as t→∞; however, the convergence time with TD-AHHC is smaller than
the convergence time with FD-HHC and TD-HHC. The dashed lines show ±‖u1,∗‖.
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Figure 3.11: For a SISO system, where G1,0 is not within 90◦ of Gyu(ω), the response y with both
FD-HHC and TD-HHC diverges, whereas TD-AHHC yields y(t) → 0 as t → ∞. The dashed lines
show ±‖u1,∗‖.
control u for TD-HHC and TD-AHHC. In this case, the response y with TD-HHC
diverges, whereas the response y with TD-AHHC converges to zero. 4
3.10 Results from Active Noise Control Experiments
We present results from an active noise control experiment to demonstrate TD-
HHC and TD-AHHC. Figure 3.16 is a photograph of the experimental setup, and
Fig. 3.17 shows a schematic of the experimental setup, where n1 and n2 are the
horizontal and vertical axes of a fixed Cartesian frame. Disturbance speakers are
located at (−0.20, 0) m and (0.20, 0) m, and these speakers generate disturbances d1
and d2. Control speakers are located at (−0.35,−0.25) m and (0.35,−0.25) m, and
these speakers generate control inputs ψ1 and ψ2, which are determined by TD-HHC
or TD-AHHC. Microphones are located at (−0.03,−0.25) m and (0.20,−0.30) m, and
these microphones measure the pressures ξ1 and ξ2, which are used as the measured
performance y.
Measurement signals from the microphones are amplified by a SM Pro Audio
PR8E microphone preamplifier. The four speakers are M-Audio AV42 2-way 4-in
monitor speakers. The two microphones are Audio2000 1064BL vocal microphones.
The controller is implemented on a dSPACE DS1103 controller board. Note that,
we do not use any knowledge of the characteristics or locations of the experimental
components to implement TD-HHC or TD-AHHC.
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Figure 3.12: Trajectory of G1,k with TD-AHHC for a SISO system where |∠(G1,0/Gyu(ωi))| > pi2 .
The dashed line shows the locus of G such that |∠(G/Gyu(ωi))| = pi2 , which is FD-HCC and TD-
HHC stability boundary for selection of G1,e. Selecting G1,e = G1,0 from the upper region, where
|∠(G1,e/Gyu(ωi))| > pi2 , results in an unstable response with FD-HCC and TD-HHC, whereas
TD-AHHC moves the initial condition G1,0 towards Gyu(ω1) and yields asymptotic disturbance
rejection.
For all experiments, the controller is turned on at 5 s, Ts = 0.05 s, ui,0 = 0,
Hi,e = Hi,0, and Hi,0 is given by (3.19), where Gi,0 ∈ C`×m. The initial condition Gi,0,
and the gains ρ, µ and γ are specified in each experiment. For TD-AHHC, we let
ν1 = ν2 = 10−5. Let um > 0 be the maximum allowable magnitude for each control
input. For all control speakers, um = 447 mV. Let ω1 = 200pi rad/s and ω2 = 300pi
rad/s.
Experiment 3.1. Consider the SISO system, where ψ1 = u, ψ2 = 0, y = ξ1,
d1(t) = 0.15 sinω1t, and d2(t) = 0.15 cosω1t. Let ρ = 1.4 × 10−6, and µ = γ = 0.2.
We examine two initial conditions G1,0, which have angles that are 180◦ apart. The
180◦ difference guarantees that one of the initial conditions satisfies the TD-HHC
stability condition (i.e., G1,0 is within 90◦ of Gyu(ω1)), whereas the other initial
condition does not satisfy the TD-HHC stability condition.
First, we let G1,0 = −1.46 + 7.75. Figure 3.18 shows y and u with TD-HHC and
TD-AHHC. Both TD-HHC and TD-AHHC yield asymptotic disturbance rejection;
however, the convergence time is improved with TD-AHHC.
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Figure 3.13: For a SISO system subject to measurement noise, TD-AHHC yields asymptotic dis-
turbance rejection. Increasing the parameter r can improve the transient performance and the
convergence time. The dashed lines show ±‖u1,∗‖.
Next, we let G1,0 = 1.46−7.75. Figure 3.19 shows y and u with TD-HHC and TD-
AHHC. The response y with TD-HHC diverges, while TD-AHHC yields asymptotic
disturbance rejection. This suggests that the initial condition G1,0 = 1.46 − 7.75
does not satisfy the TD-HHC stability condition, whereas the initial condition G1,0 =
−1.46 + 7.75 for the first case does satisfy the TD-HHC stability condition. 4
The following experiment investigates the robustness of TD-HHC and TD-AHHC
to changes in the system dynamics. Specifically, the location of the control speaker
changes during the experiment. TD-HHC is robust to sufficiently small changes,
while TD-AHHC can adapt to all changes that happen in the location of the control
speaker.
Experiment 3.2. Consider the SISO system, where ψ1 = u, ψ2 = 0, y = ξ1,
d1(t) = 0.15 sinω1t, and d2(t) = 0.15 cosω1t. Let G1,0 = −1.46 + 7.75, ρ = 6× 10−7,
µ = γ = 0.05. Figures 3.20 and 3.21 show y and u with TD-HHC and TD-AHHC,
respectively. Both TD-HHC and TD-AHHC yield disturbance attenuation after the
control is turned on. At approximately t = 20 s, the location of control speaker is
changed from (−0.35,−0.25) m to (−0.20,−0.25) m. Both controllers adapts to this
change and yield disturbance attenuation. At approximately t = 35 s, the location
of control speaker is again changed from (−0.20,−0.25) m to (−0.40,−0.37) m. TD-
HHC cannot adapt to the second change, and the response y with TD-HHC diverges.
However, TD-AHHC adapts to the second change as well as the first one, and yields
disturbance attenuation. 4
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Figure 3.14: For a MIMO system subject to a multi-tone disturbance, where Gi,0 satisfies the
condition Λ ⊂ ORHP, both TD-HHC and TD-AHHC yield y(t)→ 0 as t→∞.
The following experiment demonstrates that the choice of initial condition G1,0
and gains ρ, µ, and γ affects the transient response of system with TD-HHC and
TD-AHHC, and can cause actuator saturation.
Experiment 3.3. We reconsider the SISO system used in Experiment 3.1, but
we let d1(t) = 0.28 sinω1t, and d2(t) = 0.28 cosω1t, and we use different initial
condition and gains to implement TD-HHC and TD-AHHC. Specifically, we let G1,0 =
−5.73 + 5.41, ρ = 2.5 × 10−6, µ = 0.25, and γ = 0.05. Figure 3.22 shows y
and u with TD-HHC and TD-AHHC. At multiple instances, the magnitude of u1,k
determined by TD-HHC and TD-AHHC exceeds um, which saturates the control
speaker. However, in this case, both TD-HHC and TD-AHHC yield near-zero steady-
state performance. 4
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Figure 3.15: For a MIMO system subject to a multi-tone disturbance, where Gi,0 does not satisfy the
condition Λ ⊂ ORHP, the response y with TD-HHC diverges, whereas TD-AHHC yields y(t) → 0
as t→∞.
Experiment 3.3 demonstrates that the choice of initial condition Gi,0, and gains ρ,
µ, and γ can cause actuator saturation. In Fig. 3.22, both TD-HHC and TD-AHHC
yield near-zero steady-state performance despite actuator saturation during the tran-
sient. However, the following experiment demonstrates that actuator saturation can
prevent disturbance rejection even if zero steady-state performance is achievable (i.e.,
‖ui,∗‖ < um).
Experiment 3.4. We reconsider Experiment 3.3, but with we use different initial
condition and gains to implement TD-AHHC. Specifically, we let G1,0 = −5.73+5.41,
ρ = 2.5× 10−6, µ = 0.25, and γ = 0.05. Figure 3.23 shows y and u with TD-AHHC.
At approximately t = 9 s, the magnitude of u exceeds um, which saturates the control
speaker. In this case, TD-AHHC does not yield near-zero steady-state performance.
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Figure 3.16: Photograph of the experimental setup.
TD-HHC or TD-AHHC
Demultiplexer
Multiplexer
Microphone
Pre-amplifier
D/AD/A A/DA/D
Control
speaker
ψ1
Control
speaker
ψ2
Disturbance
speaker
d1
Disturbance
speaker
d2
ξ1
Performance
microphone
ξ2
Performance
microphone
Multi-sinusoid
input
Multi-sinusoid
input n2
n1
dSPACE
controller board
Figure 3.17: Schematic of the experimental setup.
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Figure 3.18: For a SISO system, and for a given G1,0, both TD-HHC and TD-AHHC yield near-zero
steady-state performance, which suggests that G1,0 is within 90◦ of Gyu(ω1).
In this case, note that Experiment 3.3 implies that perfect asymptotic disturbance
rejection is possible because ‖u1,∗‖ < um. However, the transient response causes
actuator saturation, which prevents u1,k from converging to u1,∗. 4
Experiment 3.4 demonstrates that actuator saturation can prevent disturbance
rejection, even if disturbance rejection is achievable (i.e., ‖u1,∗‖ < um). To address
this shortcoming, we present a modified version of TD-AHHC. Specifically, we present
a modification to the update equation for ui,k.
For all k ∈ N, consider the update equations for ui,k given by
ui,k+1 =

θi,k+1
αk+1
um, if αk+1 > um,
θi,k+1, otherwise,
(3.20)
where for all k ∈ N,
θi,k+1 , ui,k − µ
ν1 +
∑q
i=1 ‖Hi,k‖2F
HTi,k(fi,k+1 ⊗ I`)yk+1, (3.21)
αk+1 , max
j∈{1,...,m}
q∑
i=1
‖Ejθi,k+1‖, (3.22)
70
-40
0  
40 
y
(m
V
)
TD-HHC
0 10 20 30 40
t (s)
-200
0   
200 
u
(m
V
)
TD-AHHC
10 20 30 40
t (s)
Control
turned on
Control
turned on
Figure 3.19: For the same SISO system as in Fig. 3.18, but with an initial condition G1,0 that is
180◦ from the initial condition used to obtain Fig. 3.18, the response y with TD-HHC diverges,
which suggests that G1,0 is not within 90◦ of Gyu(ω1). In contrast, TD-AHHC yields near-zero
steady-state performance.
and for all j ∈ {1, 2, . . . ,m},
Ej ,
[
ej 01×m
01×m ej
]
∈ R2×2m, (3.23)
where ej ∈ R1×m denotes the jth row of Im. Thus, the modified TD-AHHC is given
by (3.4) and (3.14)–(3.18), and (3.20)–(3.23).
Experiment 3.5. We revisit Experiment 3.4 with modified TD-AHHC. Figure
3.24 shows y and u with modified TD-AHHC. In contrast to the results with TD-
AHHC (i.e., shown in Fig. 3.23), modified TD-AHHC yields near-zero steady-state
performance. 4
Numerical simulations suggest that modified TD-AHHC can improve the transient
response and the convergence rate. We also present a modified version of TD-HHC.
Similar to the modified TD-AHHC, we present a modification to the ui,k update
equation of TD-HHC.
For all k ∈ N, define
θi,k+1 , ui,k − ρHTi,e(fi,k+1 ⊗ I`)yk+1. (3.24)
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Figure 3.20: TD-HHC can accommodate sufficiently small changes in control speaker location, and
yields disturbance attenuation. If the changes in control speaker location are not sufficiently small,
TD-HHC does not achieve disturbance attenuation.
Then, modified TD-HHC is given by (3.4), (3.20), and (3.22)–(3.24). Note that, for
both modified TD-HHC and modified TD-AHHC, it follows from (3.4), (3.20), and
(3.22) that
max
t∈[kTs,(k+1)Ts)
u(j)(t) ≤
q∑
i=1
‖Ejui,k‖
=

∑q
i=1 ‖Ejθi,k‖
αk
um, if αk > um,∑q
i=1 ‖Ejθi,k‖, otherwise
< um.
Therefore, the maximum value of each channel of control at each time step (i.e.,
maxt∈[kTs,(k+1)Ts) u(j)(t)) is less than um with both modified algorithms. Thus, both
modified TD-HHC and modified TD-AHHC guarantee that the controls do not satu-
rate.
Experiment 3.6. We revisit Experiment 3.3 with modified TD-HHC and mo-
dified TD-AHHC. Figure 3.25 shows y and u with modified TD-HHC and modified
TD-AHHC. The transient response and the convergence time are improved compared
to the results of Experiment 3.3 shown in Fig. 3.22. In fact, numerical simulations
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Figure 3.21: TD-AHHC adapts to changes in control speaker location, and yields disturbance at-
tenuation.
suggest that modified TD-HHC and modified TD-AHHC improve transient response
and convergence time in general. 4
In the following experiment, we use TD-HHC and TD-AHHC to reject a two-tone
disturbance acting on a MIMO system.
Experiment 3.7. Consider the MIMO system, where y = [ ξ1 ξ2 ]T and [ ψ1 ψ2 ]T =
u. The two-tone disturbances are d1(t) = 0.2 cosω1t+0.2 sinω2t and d2(t) = 0.15 cosω1t+
0.15 sinω2t. Let ρ =, µ =, and γ =. First, we let G1,0 = G2,0 = G¯, where
G¯ =
[
0.42 + 0.07 0.35 + 0.02
−0.05 + 0.02 0.68 + 0.09
]
.
Figure 3.26 shows that both TD-HHC and TD-AHHC yield asymptotic disturbance
rejection, which suggest that the initial conditions G1,0 and G2,0 satisfy the TD-HHC
stability condition. Next, we let G1,0 = G2,0 = −G¯. Figure 3.27 shows that the
response y with TD-HHC diverges, while TD-AHHC yields asymptotic disturbance
rejection. This suggests that the initial conditions G1,0 = G2,0 = −G¯ do not satisfy
the TD-HHC stability condition. 4
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Figure 3.22: TD-HHC and TD-AHHC can cause actuator saturation during the transient. However,
in this case, both TD-HHC and TD-AHHC yield near-zero steady-state performance. The dotted
lines show ±um
3.11 Conclusions
We presented TD-HHC and TD-AHHC which are new adaptive controllers in time
domain that are effective for rejecting sinusoidal disturbances with known frequencies
that act on an asymptotically stable MIMO LTI system.
TD-HHC is effective for uncertain LTI systems, and requires an estimate of the
control-to-performance transfer function evaluated at the disturbance frequencies.
However, TD-AHHC is effective for completely unknown LTI systems. We analyzed
the stability and performance of TD-HHC and TD-AHHC. For both TD-HHC and
TD-AHHC, we showed that the controller asymptotically rejects the disturbance.
We presented numerical simulations comparing TD-HHC and TD-AHHC with
FD-HHC, which is an existing sinusoidal disturbance rejection method in the fre-
quency domain. We also presented results from an active disturbance rejection ex-
periment in an acoustic environment. These experimental results demonstrated the
practical effectiveness of both TD-HHC and TD-AHHC.
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Figure 3.23: TD-AHHC causes actuator saturation during the transient. Perfect asymptotic distur-
bance rejection is not achieved even though ‖u1,∗‖ < ‖um‖. The dotted lines show ±um, and the
dashed lines show ±‖u1,∗‖.
3.12 Proof of Proposition 3.1
Proof. For all k ∈ Z+, define y¯i,k ∈ R2` by y¯i,k , Hi,∗ui,k−1 + di,∗, and it follows
that for all k ∈ Z+,
y¯i,k+1 − y¯i,k = Hi,∗(ui,k − ui,k−1). (3.25)
Multiplying (3.10) by Hi,∗ and using (3.25) implies that for all k ∈ Z+,
y¯i,k+1 = y¯i,k − ρHi,∗HTi,e(fi,k ⊗ I`)yk. (3.26)
For all k ∈ Z+, define
Y¯k ,
[
y¯T1,k · · · y¯Tq,k
]T ∈ R2`q, fk , [ fT1,k · · · fTq,k ]T ∈ R2q,
and using (3.26), it follows that
Y¯k+1 = Y¯k − ρDH(fk ⊗ I`)yk, (3.27)
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Figure 3.24: Modified TD-AHHC yields near-zero steady-state performance despite actuator satu-
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Figure 3.25: For the same SISO system used to obtain Fig. 3.22, modified TD-HHC and modified
TD-AHHC improve the transient response and convergence rate. The dotted lines show ±um
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Figure 3.26: For a MIMO system subject to a two-tone disturbance, and for given G1,0 and G2,0,
both TD-HHC and TD-AHHC yield asymptotic disturbance rejection.
where
DH , diag
(
H1,∗HT1,e, . . . , Hq,∗H
T
q,e
)
∈ R2`q×2`q.
Note that, it follows from (3.27) that for all k ∈ Z+, and all α ∈ {0, 1, . . . , k − 1},
Y¯k+1 = Y¯k−α − ρDH
α∑
s=0
(fk−s ⊗ I`)yk−s. (3.28)
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Figure 3.27: For the same MIMO system as in Fig. 3.26, but with initial conditions G1,0 and G2,0
that are negative of those initial conditions used to obtain Fig. 3.26, the response y with TD-HHC
diverges, while TD-AHHC yields near-zero steady-state performance.
Multiplying (3.28) by fTk−α ⊗ I`, using (3.8), and using Lemma 3.3 in Section 3.17
yield that for all k ∈ Z+, and all α ∈ {0, 1, . . . , k − 1},
(fTk−α ⊗ I`)Y¯k+1 = yk−α − ρ(fTk−α ⊗ I`)DH
α∑
s=0
(fk−s ⊗ I`)yk−s
= yk−α − ρRe
α∑
s=0
( q∑
i=1
e(s−α)ωiTsGi,∗G∗i,e
)
yk−s. (3.29)
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Considering (3.29) for each k ≥ 2q and all α ∈ {0, 1, . . . , k−1}, and stacking up yield
that for all k ≥ 2q,
(FTk ⊗ I`)Y¯k+1 = (I2`q − ρR)Yk (3.30)
where for all k ≥ 2q,
Fk ,
[
fk · · · fk−2q+1
]
∈ R2q×2q.
Since (A3.3) and (A3.4) are satisfied, it follows from Lemma 3.2 in Section 3.7 that
Fk is invertible, and for all k ≥ 2q,
F−1k = V −1Sk,
where
Si,k ,
[
e−kωiTs e−kωiTs
ekωiTs −ekωiTs
]
∈ C2×2, Sk , diag(S1,k, . . . , Sq,k) ∈ C2q×2q.
Thus, multiplying (3.30) by
(
fTk+1F
−T
k
)
⊗ I`, and using (3.8) yield that for all k ≥ 2q,
yk+1 =
((
fTk+1S
T
k V
−T)⊗ I`)(I2`q − ρR)Yk
=
((
vV −T
)
⊗ I`
)
(I2`q − ρR)Yk,
which implies (3.11).
3.13 Proof of Theorem 3.2
Proof. Let ui,0 ∈ R2m. For all k ∈ Z+, define y¯i,k ∈ R2` by y¯i,k , Hi,∗ui,k−1 + di,∗, and
it follows that for all k ∈ Z+,
y¯i,k+1 − y¯i,k = Hi,∗(ui,k − ui,k−1). (3.31)
Multiplying (3.10) by Hi,∗ and using (3.31) implies that for all k ∈ Z+,
y¯i,k+1 = y¯i,k − ρHi,∗HTi,e(fi,k ⊗ I`)yk. (3.32)
For all k ∈ Z+, define
Y¯k ,
[
y¯T1,k · · · y¯Tq,k
]T ∈ R2`q.
Since (A3.3) is satisfied, using (3.8), it follows from (3.32) that
Y¯k+1 = AkY¯k, (3.33)
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where for all k ∈ Z+,
Ak , I2`q − ρDHΩk ∈ R2`q×2`q,
and
DH , diag
(
H1,∗HT1,e, . . . , Hq,∗H
T
q,e
)
∈ R2`q×2`q,
Ωk ,
(
fkf
T
k
)
⊗ I` ∈ R2`q×2`q, fk ,
[
fT1,k · · · fTq,k
]T ∈ R2q.
Note that since ωiTs/2pi is a rational number, it follows that N exist. For all k ∈ Z+,
define
Φk , Ak+N−1Ak+N−2 · · ·Ak,
and it follows from direct calculations that
Φ1 = I2`q − ρDH
N∑
j=1
Ωj +
N∑
j=2
∑
1≤s1<s2<···<sj≤N
(−ρ)jDHΩsj · · ·DHΩs2DHΩs1 . (3.34)
Moreover, note that for all i1, i2 ∈ Q,
N∑
j=1
(cos jωi1Ts)(cos jωi2Ts) =
N∑
j=1
(sin jωi1Ts)(sin jωi2Ts) =
0, if i1 6= i2,N
2 , if i1 = i2,
N∑
j=1
(cos jωi1Ts)(sin jωi2Ts) = 0,
which imply that for all i1, i2 ∈ Q,
N∑
j=1
fi1,kf
T
i2,k =
0, if i1 6= i2,N
2 I2, if i1 = i2.
(3.35)
Using (3.35), it follows that
N∑
j=1
Ωj =
N∑
j=1
(
fjf
T
j
)
⊗ I`
=
N∑
j=1

f1,jf
T
1,j · · · f1,jfTq,j
... . . . ...
fq,jf
T
1,j · · · fq,jfTq,j

= N2 I2`q. (3.36)
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Substituting (3.36) into (3.34) yields
Φ1 = I2`q − ρN2 DH +
N∑
j=2
∑
1≤s1<s2<···<sj≤N
(−ρ)jDHΩsj · · ·DHΩs2DHΩs1 . (3.37)
Note that for all k ∈ N, σmax(Ωk) = σmax(fkfTk ) = σmax(fTk fk) = q. Moreover, note
that for all X, Y ∈ Rn×n, sprad(X + Y ) ≤ σmax(X + Y ) ≤ σmax(X) + σmax(Y ), and
σmax(XY ) ≤ σmax(X)σmax(Y ) [207, Fact 5.12.2]. Thus, it follows from (3.37) that
sprad(Φ1) ≤ σmax
(
I2`q − ρN2 DH
)
+ σmax(S)
≤ σmax
(
I2`q − ρN2 DH
)
+
N∑
j=2
ρjσjmax(DH)
∑
1≤s1<s2<···<sj≤N
σmax(Ωsj) · · ·σmax(Ωs2)σmax(Ωs1)
≤ σmax
(
I2`q − ρN2 DH
)
+
N∑
j=2
ρj(σmax(DH))j
N !qj
(N − j)! . (3.38)
Moreover, note that
spec(DH) =
⋃
i∈Q
spec
(
Hi,∗HTi,e
)
= Λ.
Since Λ ⊂ ORHP and ρ ∈
(
0,minλ∈Λ 4Re λN |λ|2
)
, it follows that maxλ∈Λ|1− ρNλ/2| < 1,
which implies that spec
(
I2`q − ρN2 DH
)
⊂ OUD. Moreover, note that for all ε > 0,
there exists ρ¯ > 0 such that ∑Nj=2 ρ¯j(σmax(DH))j N !qj(N−j)! < ε. Thus, using (3.38), it
follows that there exists ρ¯ ∈
(
0,minλ∈Λ 4Re λN |λ|2
)
such that for all ρ ∈ (0, ρ¯],
sprad(Φ1) < 1. (3.39)
Next, note that since N/Ni ∈ Z+, it follows that for all k ∈ Z+, Ωk = Ωk+N .
Thus, it follows that for all k ∈ Z+, Ak+N = Ak and Φk = Φk+N , which together with
(3.33) imply that for all k, i ∈ Z+,
Y¯k+iN = ΦikY¯k. (3.40)
Let j ∈ Z+\{1}, and it follows that there exist α ∈ N and β ∈ Z+ such that
j = 1 + β + αN . Thus, since for all k ∈ Z+, Ak+N = Ak, and for all X, Y ∈ Rn×n,
spec(XY ) = spec(Y X), it follows that for all j ∈ Z+\{1},
spec(Φj) = spec(Aj+N−1Aj+N−2 · · ·Aj+N−βAj+N−β−1 · · ·Aj)
= spec(Aj−1Aj−2 · · ·Aj−βAj−β−1 · · ·Aj)
= spec(Aj−β−1Aj−β−2 · · ·AjAj−1 · · ·Aj−β)
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= spec(AN+αNAN+αN−1 · · ·A1+β+αNAβ+αN · · ·A1+αN)
= spec(ANAN−1 · · ·A1+βAβ · · ·A1)
= spec(Φ1). (3.41)
Therefore, using (3.39) and (3.41), it follows from (3.40) that limk→∞ Y¯k = 0, which
together with (3.8) yield that limk→∞ Yk = 0. Therefore, since (A3.2)–(A3.4) are
satisfied, it follows from (3.11) that
sprad


(
(V −1v)T ⊗ I`
)
(I2`q − ρR)
I`(2q−1) 0`(2q−1)×`

 < 1,
which implies that Yk ≡ 0 is a globally asymptotically stable equilibrium of (3.11).
3.14 Proof of Theorem 3.3
Proof. Let ui,0 ∈ R2m, ` = 1, q = 1, and R0 > 0. Since (A3.2)–(A3.4) are satisfied,
Proposition 3.1 implies that for all k ∈ Z+,
yk+2 = (V −1v)T
[
1− ρR0 0
−ρR1 1− ρR0
][
yk+1
yk
]
=
[
2 cosω1Ts −1
][ 1− ρR0 0
−ρR1 1− ρR0
][
yk+1
yk
]
,
which implies that for all k ∈ Z+,
yk+2 + a1yk+1 + a0yk = 0, (3.42)
where
a1 , 2(ρR0 − 1) cosω1Ts − ρR1 ∈ R, a0 , 1− ρR0 ∈ R.
To show that Yk ≡ 0 is a globally asymptotically stable equilibrium of (3.11), let
ρ ∈ (0, ρ¯), and it follows that ρ < 2/R0, which implies that |a0| < 1. Moreover, since
R0 > 0 and ρ ∈ (0, ρ¯), it follows from direct calculations that
2 cosω1Ts − 2 + ρR0 < ρ(2R0 cosω1Ts −R1) < 2 cosω1Ts + 2− ρR0, (3.43)
which implies that |a1| < 1+a0. Therefore, since |a0| < 1 and |a1| < 1+a0, it follows
from [207, Fact 11.20.1] that yk ≡ 0 is a globally asymptotically stable equilibrium of
(3.42), and thus, Yk ≡ 0 is a globally asymptotically stable equilibrium of (3.11).
Conversely, assume that Yk ≡ 0 is a globally asymptotically stable equilibrium of
(3.11), which implies that yk ≡ 0 is a globally asymptotically stable equilibrium of
(3.42). Thus, it follows from [207, Fact 11.20.1] that |a0| < 1 and |a1| < 1 + a0. Note
that |a0| < 1 implies ρ < 2/R0, and |a1| < 1 + a0 implies (3.43). In addition, note
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that ρ¯ < 2/R0. Moreover, since ρ > 0 and R0 > 0, (3.43) implies that ρ ∈ (0, ρ¯).
Thus, since |a0| < 1 and |a1| < 1 + a0, it follows that ρ ∈ (0, ρ¯).
3.15 Proof of Lemma 3.2
Proof. Note that it follows from direct calculations that for all k ∈ N,
Vr = SkFk. (3.44)
Assume that (A3.3) and (A3.4) are satisfied, and it follows from Lemma 3.1 that Vr
is right invertible. Moreover, note that since for all k ∈ N, detSi,k = −2, it follows
that for all k ∈ N, Sk is nonsingular. Therefore, it follows from (3.44) that for all
k ∈ N, Fk is right invertible, and F+k = FTk (FkFTk )−1 = FTk STk (VrV Tr )−1Sk.
3.16 Proofs of Proposition 3.2 and Theorem 3.4
For all k ∈ N, define H˜i,k , Hi,k−Hi,∗. Subtracting Hi,∗ from both sides of (3.17),
and using (3.16) yields that for all k ≥ r,
H˜i,k = H˜i,k−1 − ηk
(
Γi,k + Λ`Γi,kΛTm
)
, (3.45)
where the argument (H1,k−1, . . . , Hq,k−1) of Γi,k(H1,k−1, . . . , Hq,k−1) is dropped for
brevity. Define the function
VH(H˜1,k, . . . , H˜q,k) ,
q∑
i=1
‖H˜i,k‖2F,
and the difference
∆VH(k) , VH(H˜1,k, . . . , H˜q,k)− VH(H˜1,k−1, . . . , H˜q,k−1). (3.46)
Evaluating ∆VH along the trajectories of (3.45) yields that for all k ≥ r,
∆VH(k) = −ηktr
q∑
i=1
(
2H˜Ti,k−1
(
Γi,k + Λ`Γi,kΛTm
)
− ηk
(
Γi,k + Λ`Γi,kΛTm
)T
×
(
Γi,k + Λ`Γi,kΛTm
))
= −ηktr
q∑
i=1
(
2H˜Ti,k−1Γi,k + 2ΛTmH˜Ti,k+r−1Λ`Γi,k
−ηk
(
ΓTi,kΓi,k + ΛTmΛmΓTi,kΛT` Λ`Γi,k + 2ΛTmΓTi,kΛ`Γi,k
))
. (3.47)
Note that since Hi,0 ∈ H, it follows from (3.17) that for all k ∈ Z+, H˜i,k ∈ H, that is,
ΛT` H˜i,kΛm = H˜i,k. Moreover, for all j ∈ Z+, ΛTj Λj = I2j. Therefore, it follows from
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(3.47) that for all k ≥ r,
∆VH(k) = −2ηktr
q∑
i=1
(
2H˜Ti,k−1Γi,k − ηk
(
ΓTi,kΓi,k + ΓTi,kΛ`Γi,kΛTm
))
= −4ηktr
q∑
i=1
(
H˜Ti,k−1Γi,k − ηkΓTi,kΓi,k
)
, (3.48)
where the last equality follows since tr A¯B¯C¯D¯ = (vec A¯)T(B¯ ⊗ D¯T)vec C¯T. For all
k ≥ r, define
εk , yk+1 − yˆk+1(H1,k−1, . . . , Hq,k−1),
and it follows from (3.16) that
Γi,k = vec −1
(([
ui,k−1 ⊗ fi,k · · · ui,k−r ⊗ fi,k−r+1
]
F+k fk+1 − (ui,k ⊗ fi,k+1)
)
⊗ εk
)
.
(3.49)
Therefore, using (3.49), it follows from (3.48) that for all k ≥ r,
∆VH(k) = −4ηktr
q∑
i=1
(
H˜Ti,k−1Γi,k − ηkΓTi,kΓi,k
)
= −4ηk
q∑
i=1
(vec H˜i,k−1)T
(([
ui,k−1 ⊗ fi,k · · · ui,k−r ⊗ fi,k−r+1
]
F+k fk+1
−(ui,k ⊗ fi,k+1))⊗ εk)
+ 4η2k‖εk‖2
q∑
i=1
∥∥∥[ui,k−1 ⊗ fi,k · · · ui,k−r ⊗ fi,k−r+1]F+k fk+1
−(ui,k ⊗ fi,k+1)‖2
= −4ηk
q∑
i=1
(vec H˜i,k−1)T
(([
ui,k−1 ⊗ fi,k · · · ui,k−r ⊗ fi,k−r+1
]
F+k fk+1
−(ui,k ⊗ fi,k+1))⊗ I`)εk
+ 4η2k‖εk‖2
q∑
i=1
∥∥∥[ui,k−1 ⊗ fi,k · · · ui,k−r ⊗ fi,k−r+1]F+k fk+1
−(ui,k ⊗ fi,k+1)‖2, (3.50)
Moreover, note that it follows from (3.8), (3.14), and (3.15) that for all k ≥ r,
εk = −
q∑
i=1
(
fTi,k+1 ⊗ I`
)(
H˜i,k−1ui,k + di,k(H1,k−1, . . . , Hq,k−1)− di,∗
)
= −
q∑
i=1
(
fTi,k+1 ⊗ I`
)
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×H˜i,k−1ui,k − (ei ⊗ I2`)((F+k )T ⊗ I`)

∑q
j=1
(
fTj,k ⊗ I`
)
H˜j,k−1uj,k−1
...∑q
j=1
(
fTj,k−r+1 ⊗ I`
)
H˜j,k−1uj,k−r


= −
q∑
i=1
(uTi,k ⊗ fTi,k+1 ⊗ I`)vec H˜i,k−1 + fTk+1
(
(F+k )T ⊗ I`
)
×
[
ui,k−1 ⊗ fi,k · · · ui,k−r ⊗ fi,k−r+1
]T
vec H˜i,k−1
= −
q∑
i=1
((
(ui,k ⊗ fi,k+1)−
[
ui,k−1 ⊗ fi,k · · · ui,k−r ⊗ fi,k−r+1
]
F+k fk+1
)T ⊗ I`)
× vec H˜i,k−1. (3.51)
Using (3.51) and (3.18), it follows from (3.50) that for all k ≥ r,
∆VH(k) = −4ηk‖εk‖2
(
1− ηk
q∑
i=1
∥∥∥[ui,k−1 ⊗ fi,k · · · ui,k−r ⊗ fi,k−r+1]F+k fk+1
−(ui,k ⊗ fi,k+1)‖2
)
≤ −4ηk‖εk‖2(1− γ). (3.52)
Proof of Proposition 3.2. To show i), note that (3.52) implies that for all k ≥ r,
∆VH(k) ≤ 0. Since, in addition, for all k ∈ {1, 2, . . . , r − 1}, Hi,k = Hi,0, it follows
that for all k ∈ Z+, ∑qi=1 ‖H˜i,k‖2F ≤ ∑qi=1 ‖H˜i,0‖2F, which implies that Hi,k is bounded,
which together with (3.52) confirms i).
To show ii), note that since VH(H˜1,k, . . . , H˜q,k) is positive definite, and for all
k ∈ Z+, ∆VH(k) is nonpositive, it follows from (3.46) and (3.52) that
0 ≤ lim
k→∞
k∑
j=1
2(2− γ)ηj‖εj‖2
≤ lim
k→∞
k∑
j=1
∆VH(j)
= VH(H˜1,0, . . . , H˜q,0)− lim
k→∞
VH(H˜1,k, . . . , H˜q,k)
≤ VH(H˜1,0, . . . , H˜q,0),
where the upper and lower bounds imply that all the limits exist. Thus,
lim
k→∞
ηk‖εk‖2 = 0. (3.53)
Since (3.18) implies that
ηk
∥∥∥[ui,k−1 ⊗ fi,k · · · ui,k−r ⊗ fi,k−r+1]F+k fk+1 − (ui,k ⊗ fi,k+1)∥∥∥2
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is bounded, it follows from (3.53) that
lim
k→∞
η2k‖εk‖2
∥∥∥[ui,k−1 ⊗ fi,k · · · ui,k−r ⊗ fi,k−r+1]F+k fk+1 − (ui,k ⊗ fi,k+1)∥∥∥2 = 0.
(3.54)
Moreover, note that (3.49) implies that
η2k‖Γi,k‖2F = η2k(vec Γi,k)T(vec Γi,k)
= η2k‖εk‖2
∥∥∥[ui,k−1 ⊗ fi,k · · · ui,k−r ⊗ fi,k−r+1]F+k fk+1 − (ui,k ⊗ fi,k+1)∥∥∥2,
(3.55)
which together with (3.54) imply that limk→∞ ηkΓi,k = 0. Thus, it follows from (3.17)
that limk→∞(Hi,k −Hi,k−1) = 0, which confirms ii).
Proof of Theorem 3.4. Assume q = 1, ` = 1, and r = 2. It follows from direct
calculations that
F+k fk+1 =
[
2 cos θ −1
]T
, (3.56)
where θ , ω1Ts. Substituting (3.56) into (3.18) and (3.51), and using (3.52) yields
that for all k ≥ 2,
∆VH(k) ≤ −4γ(1− γ)
ν2 + ‖u1,k ⊗ fk+1 − 2(cos θ)u1,k−1 ⊗ fk + u1,k−2 ⊗ fk−1‖2
×
(
(u1,k ⊗ fk+1 − 2(cos θ)u1,k−1 ⊗ fk + u1,k−2 ⊗ fk−1)Tvec H˜1,k−1
)2
.
(3.57)
Note that it follows from direct calculations that for all k ∈ Z+,
fk+1 + fk−1 = 2(cos θ)fk. (3.58)
Substituting (3.58) into (3.57), using (3.13), and using Lemma 3.3 yields that for all
k ≥ 2,
∆VH(k) ≤ −4γ(1− γ)
ν2 + ‖(u1,k − u1,k−1)⊗ fk+1 + (u1,k−2 − u1,k−1)⊗ fk−1‖2
×
(
((u1,k − u1,k−1)⊗ fk+1 + (u1,k−2 − u1,k−1)⊗ fk−1)Tvec H˜1,k−1
)2
=
−4γ(1− γ)
(
fTk+1H˜1,k(u1,k − u1,k−1) + fTk−1H˜1,k−1(u1,k−2 − u1,k−1)
)2
ν2 +
∥∥∥(fTk+1 ⊗ Im)(u1,k − u1,k−1) + (fTk−1 ⊗ Im)(u1,k−2 − u1,k−1)∥∥∥2
=
−4γ(1− γ)
(
ξk−1fTk+1H˜1,k−1H
T
1,k−1fkyk − ξk−2fTk−1H˜1,k−1HT1,k−2fk−1yk−1
)2
ν2 +
∥∥∥(fTk+1 ⊗ Im)(ξk−1HT1,k−1fkyk)− (fTk−1 ⊗ Im)(ξk−2HT1,k−2fk−1yk−1)∥∥∥2
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=
−4γ(1− γ)
(
ξk−1Re eθG˜1,k−1G∗1,k−1yk − ξk−2Re G˜1,k−1G∗1,k−2yk−1
)2
ν2 +
∥∥∥ξk−1Re eθG∗1,k−1yk − ξk−2Re G∗1,k−2yk−1∥∥∥2 ,
(3.59)
where for all k ∈ N,
ξk ,
µ
ν1 + ‖H1,k‖2F
. (3.60)
Next, let u1,0 ∈ R2m, and for all k ∈ N, define y¯k+1 , H1,∗u1,k + d1,∗. It follows that
for all k ∈ Z+,
y¯k+1 − y¯k = H1,∗(u1,k − u1,k−1). (3.61)
Multiplying (3.13) by H1,∗ and using (3.61) implies that for all k ∈ Z+,
y¯k+1 = y¯k − ξk−1H1,∗HT1,k−1f1,kyk. (3.62)
Multiplying (3.62) by fT1,k, using (3.8), and using Lemma 3.3 in Appendix 3.17 yield
fT1,ky¯k+1 = yk − ξk−1fT1,kH1,∗HT1,k−1f1,kyk
= yk − ξk−1Re G1,∗G∗1,k−1yk. (3.63)
Similarly, multiplying (3.62) by fT1,k+1, using (3.8), and using Lemma 3.3 in Section
3.17 yield
yk+1 = fT1,k+1y¯k − ξk−1fT1,k+1H∗HTk−1f1,kyk
= fT1,k+1y¯k − ξk−1Re eθG1,∗G∗1,k−1yk,
which implies that
fT1,k+2y¯k+1 = yk+2 + ξkRe eθG1,∗G∗1,kyk+1. (3.64)
Therefore, adding (3.63) and (3.64), and using (3.8) and (3.58) yield that for all
k ∈ Z+,
2(cos θ)yk+1 = yk − ξk−1Re G1,∗G∗1,k−1yk + yk+2 + ξkRe eθG1,∗G∗1,kyk+1,
which implies
yk+2 +
(
ξkRe eθG1,∗G∗1,k − 2 cos θ
)
yk+1 +
(
1− ξk−1Re G1,∗G∗1,k−1
)
yk = 0. (3.65)
Define the partial Lyapunov function
Vy(yk, yk−1) ,
∣∣∣eθyk − yk−1∣∣∣2, (3.66)
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and define the difference
∆Vy(k) , Vy(yk+1, yk)− Vy(yk, yk−1). (3.67)
Evaluating ∆Vy(k) along the trajectories of (3.65) yields
∆Vy(k) = −
(
2(cos θ)ξk−1Re eθG1,∗G∗1,k−1 − ξ2k−1(Re eθG1,∗G∗1,k−1)2
)
y2k
−
(
2ξk−2Re G1,∗G∗1,k−2 − ξ2k−2(Re G1,∗G∗1,k−2)2
)
y2k−1
+ 2
(
(cos θ)ξk−2Re G1,∗G∗1,k−2 − ξk−1Re eθG1,∗G∗1,k−1
× (ξk−2Re G1,∗G∗1,k−2 − 1)
)
ykyk−1. (3.68)
Define the Lyapunov function
V (yk, yk−1, H˜1,k−1) , ln(1 + aVy(yk, yk−1)) + bVH(H˜1,k−1), (3.69)
where a, b > 0 are provided later, and define the Lyapunov difference
∆V (k) , V (yk+1, yk, H˜1,k)− V (yk, yk−1, H˜1,k−1)
= ln(1 + a(Vy(yk, yk−1) + ∆Vy(k))− ln(1 + aVy(yk, yk−1)) + b∆VH(k)
= ln
(
1 + a∆Vy(k)1 + aVy(yk, yk−1)
)
+ b∆VH(k). (3.70)
Since for all x > 0, ln x ≤ x− 1, it follows from (3.70) that
∆V (k) ≤ a∆Vy(k)1 + aVy(yk, yk−1) + b∆VH(k). (3.71)
Evaluating ∆V (k) along the trajectories of (3.65) and (3.45), and substituting (3.59)
and (3.66) yield that for all k ≥ 2,
∆V (k) ≤ a∆Vy(k)
1 + a|eθyk − yk−1|2
− 4bγ(1− γ)
(
ξk−1Re eθG˜1,k−1G∗1,k−1yk − ξk−2Re G˜1,k−1G∗1,k−2yk−1
)2
ν2 +
∥∥∥ξk−1Re eθG∗1,k−1yk − ξk−2Re G∗1,k−2yk−1∥∥∥2
= a∆Vy(k)
1 + a
[
yk yk−1
]
C1
[
yk yk−1
]T
− 4bγ(1− γ)
(
ξk−1Re eθG˜1,k−1G∗1,k−1yk − ξk−2Re G˜1,k−1G∗1,k−2yk−1
)2
ν2 +
[
yk yk−1
]
C2,k
[
yk yk−1
]T ,
(3.72)
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where C1 ,
[
1 − cos θ
− cos θ 1
]
∈ R2×2, and
C2,k ,
[
ξ2k−1‖Re eθG∗1,k−1‖2 −ξk−1ξk−2(Re G∗1,k−2)
T(Re eθG∗1,k−1)
−ξk−1ξk−2(Re eθG∗1,k−1)
T(Re G∗1,k−2) ξ2k−2‖Re G∗1,k−2‖2
]
∈ R2×2.
Since (A3.4) is satisfied, it follows that cos θ 6= 1, and thus, C1 is symmetric positive
definite. Moreover, note that for all G1,k−2, G1,k−1 ∈ C1,m, C2,k is symmetric positive
semidefinite. Thus, it follows from (3.72) that for all k ≥ 2,
∆V (k) ≤ aν2∆Vy(k)
ν2 + aν2
[
yk yk−1
]
C1
[
yk yk−1
]T
− 4bγ(1− γ)
(
ξk−1Re eθG˜1,k−1G∗1,k−1yk − ξk−2Re G˜1,k−1G∗1,k−2yk−1
)2
ν2 +
[
yk yk−1
]
C
1
2
1 C
− 12
1 C2,kC
− 12
1 C
1
2
1
[
yk yk−1
]T
≤ aν2∆Vy(k)
ν2 + aν2
[
yk yk−1
]
C1
[
yk yk−1
]T
− 4bγ(1− γ)
(
ξk−1Re eθG˜1,k−1G∗1,k−1yk − ξk−2Re G˜1,k−1G∗1,k−2yk−1
)2
ν2 + λm
[
yk yk−1
]
C1
[
yk yk−1
]T ,
(3.73)
where
λm , sup
k∈N
λmax
(
C
− 12
1 C2,kC
− 12
1
)
,
which exits since part i) of Proposition 3.2 implies that G1,k is bounded.
Next, let a , λm/ν2, and substituting (3.68) into (3.73) yields that for all k ≥ 2,
∆V (k) ≤ −
aν2
(
2(cos θ)ξk−1Re eθG1,∗G∗1,k−1 − ξ2k−1
(
Re eθG1,∗G∗1,k−1
)2)
y2k
ν2 + aν2
[
yk yk−1
]
C1
[
yk yk−1
]T
−
aν2
(
2ξk−2Re G1,∗G∗1,k−2 − ξ2k−2
(
Re G1,∗G∗1,k−2
)2)
y2k−1
ν2 + aν2
[
yk yk−1
]
C1
[
yk yk−1
]T
+ 2aν2ykyk−1
ν2 + aν2
[
yk yk−1
]
C1
[
yk yk−1
]T
×
(
(cos θ)ξk−2Re G1,∗G∗1,k−2 − ξk−1Re eθG1,∗G∗1,k−1
(
ξk−2Re G1,∗G∗1,k−2 − 1
))
− 4bγ(1− γ)
(
ξk−1Re eθG˜1,k−1G∗1,k−1yk − ξk−2Re G˜1,k−1G∗1,k−2yk−1
)2
ν2 + aν2
[
yk yk−1
]
C1
[
yk yk−1
]T
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= −
[
yk yk−1
]
(Pk + ∆k)
[
yk yk−1
]T
ν2 + aν2
[
yk yk−1
]
C1
[
yk yk−1
]T , (3.74)
where
Pk ,
[
φk −χk
−χk ψk
]
∈ R2×2, ∆k ,
[
0 δχ,k
δχ,k δψ,k
]
,
and
φk , aν2
(
2(cos θ)ξk−1Re eθG1,∗G∗1,k−1 − ξ2k−1
(
Re eθG1,∗G∗1,k−1
)2)
+ 4bγ(1− γ)ξ2k−1
(
Re eθG˜1,k−1G∗1,k−1
)2 ∈ R,
ψk , aν2
(
2ξk−1Re G1,∗G∗1,k−1 − ξ2k−1(Re G1,∗G∗1,k−1)2
)
+ 4bγ(1− γ)ξ2k−1
(
Re G˜1,k−1G∗1,k−1
)2 ∈ R,
χk , aν2
(
(cos θ)ξk−1Re G1,∗G∗1,k−1 − ξk−1Re eθG1,∗G∗1,k−1(ξk−1Re G1,∗G∗1,k−1 − 1)
)
+ 4bγ(1− γ)ξ2k−1
(
Re eθG˜1,k−1G∗1,k−1
)(
Re G˜1,k−1G∗1,k−1
)
∈ R,
δψ,k , aν2
[
2(ξk−2 − ξk−1)Re G1,∗G∗1,k−2 + 2ξk−2Re G1,∗(G1,k−2 −G1,k−1)∗
−
(
ξ2k−2 − ξ2k−1
)(
Re G1,∗G∗1,k−2
)2 − ξ2k−2((Re G1,∗G∗1,k−2)2
−
(
Re G1,∗G∗1,k−1
)2)]
+ 4bγ(1− γ)
[(
ξ2k−2 − ξ2k−1
)(
Re G˜1,k−1G∗k−2
)2
+ ξ2k−2
((
Re G˜1,k−1G∗1,k−2
)2 − (Re G˜1,k−1G∗1,k−1)2)
]
∈ R,
δχ,k , aν2
[
(cos θ)(ξk−2 − ξk−1)Re G1,∗G∗1,k−2 + (cos θ)ξk−2Re G1,∗(G1,k−2 −G1,k−1)∗
− ξk−1Re eθG1,∗G∗1,k−1
(
(ξk−2 − ξk−1)Re G1,∗G∗1,k−2
+ξk−2Re G1,∗(G1,k−2 −G1,k−1)∗)
]
+ 4bγ(1− γ)
[
ξk−1(ξk−2 − ξk−1)
(
Re eθG˜1,k−1G∗1,k−1
)(
Re G˜1,k−1G∗1,k−2
)
+ ξk−1ξk−2
(
Re eθG˜1,k−1G∗1,k−1
)(
Re eθG˜1,k−1(G1,k−2 −G1,k−1)∗
)]
∈ R.
Next, define
c0 , sup
k∈Z+
(
2− ξk−1‖G1,k−1‖2F
)
, c1 , sup
k∈Z+
(
ξk−1‖Gk−1‖2F − 1
)2
,
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c2 , inf
k∈Z+
(
ξ3k−1‖G1,k−1‖2F
(
2− ξk−1‖G1,k−1‖2F
))
,
c3 , inf
k∈Z+
(
ξk−1‖G1,k−1‖2F
(
2− ξk−1‖G1,k−1‖2F
))
,
which exist since part i) of Proposition 3.2 implies that G1,k is bounded. Note that
since ‖H1,k‖2F = 2‖G1,k‖2F and µ ∈ (0, 4), (3.60) implies that for all k ∈ Z+,
0 ≤ ξk−1‖G1,k−1‖2F < 2, (3.75)
which implies that c0 > 0 and 1 > c1 > 0. Assume that there exists ε > 0 and ks ∈ N
such that for all k ≥ ks, |Im G∗1,∗G1,k| ≥ ε, which implies that there exists ε1 > 0
such that for all k > ks, ‖G1,k−1‖2F ≥ ε1. Thus, using (3.75), it follows that for all
k > ks, c2 > 0.
Next, let b , 1
γ(1−γ) max
{
aν2,
√
aν2c1/c2,
aν2
c3
}
. Note that for all k ∈ Z+,
Re eθG1,∗G∗1,k−1 = (cos θ)‖G1,k−1‖2F − Re eθG˜1,k−1G∗1,k−1. (3.76)
Using (3.76), it follows that for all k > ks,
φk = (4bγ(1− γ)− aν2)ξ2k−1
(
Re eθG˜1,k−1G∗1,k−1
)2
+ 2aν2(cos θ)ξk−1
(
ξk−1‖Gk−1‖2F − 1
)(
Re eθG˜1,k−1G∗1,k−1
)
+ aν2ξk−1(cos θ)2‖G1,k−1‖2F
(
2− ξk−1‖G1,k−1‖2F
)
= (4bγ(1− γ)− aν2)ξ2k−1
(
Re eθG˜1,k−1G∗1,k−1 +
aν2(cos θ)(ξk−1‖Gk−1‖2F − 1)
(4bγ(1− γ)− aν2)ξk−1
)2
+ aν2ξk−1(cos θ)2‖G1,k−1‖2F
(
2− ξk−1‖G1,k−1‖2F
)
− a
2ν22(cos θ)2(ξk−1‖Gk−1‖2F − 1)2
16b2γ2(1− γ)2ξ2k−1
≥ aν2ξk−1(cos θ)2‖G1,k−1‖2F
(
2− ξk−1‖G1,k−1‖2F
)
− a
2ν22(cos θ)2(ξk−1‖Gk−1‖2F − 1)2
16b2γ2(1− γ)2ξ2k−1
= aν2(cos θ)
2
16b2γ2(1− γ)2ξ2k−1
×
(
16b2γ2(1− γ)2ξ3k−1‖G1,k−1‖2F
(
2− ξk−1‖G1,k−1‖2F
)
− aν2
(
ξk−1‖Gk−1‖2F − 1
)2)
≥ aν2(cos θ)
2(16b2γ2(1− γ)2c2 − aν2c1)
16b2γ2(1− γ)2ξ2k−1
. (3.77)
Note that (3.60) implies that for all k ∈ N, 0 < ξk ≤ µ/ν1. Thus, since cos θ 6= 0 and
b >
√
aν2c1/c2
4γ(1−γ) , it follows from (3.77) that for all k > ks,
φk ≥ aν2ν
2
1(cos θ)2(16b2γ2(1− γ)2c2 − aν2c1)
16b2γ2(1− γ)2µ2
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> 0. (3.78)
Similarly, using (3.76), it follows that for all k > ks,
ψk = (4bγ(1− γ)− aν2)ξ2k−2
(
Re G˜1,k−2G∗1,k−2
)2
+ 2aν2ξk−2
(
ξk−2‖Gk−2‖2F − 1
)
×
(
Re G˜1,k−2G∗1,k−2
)
+ aν2ξk−2‖G1,k−2‖2F
(
2− ξk−2‖G1,k−2‖2F
)
= (4bγ(1− γ)− aν2)ξ2k−2
(
Re G˜1,k−2G∗1,k−2 +
aν2(ξk−2‖Gk−2‖2F − 1)
(4bγ(1− γ)− aν2)ξk−2
)2
+ aν2ξk−2‖G1,k−2‖2F
(
2− ξk−2‖G1,k−2‖2F
)
− a
2ν22(ξk−2‖Gk−2‖2F − 1)2
16b2γ2(1− γ)2ξ2k−2
≥ aν2ξk−2‖G1,k−2‖2F
(
2− ξk−2‖G1,k−2‖2F
)
− a
2ν22(ξk−2‖Gk−2‖2F − 1)2
16b2γ2(1− γ)2ξ2k−2
=
aν2
(
16b2γ2(1− γ)2ξ3k−2‖G1,k−2‖2F(2− ξk−2‖G1,k−2‖2F)− aν2(ξk−2‖Gk−2‖2F − 1)2
)
16b2γ2(1− γ)2ξ2k−2
≥ aν2(16b
2γ2(1− γ)2c2 − aν2c1)
16b2γ2(1− γ)2ξ2k−1
. (3.79)
Note that (3.60) implies that for all k ∈ N, 0 < ξk ≤ µ/ν1. Thus, since cos θ 6= 0 and
b >
√
aν2c1/c2
4γ(1−γ) , it follows from (3.79) that for all k > ks,
ψk ≥ aν2ν
2
1(16b2γ2(1− γ)2c2 − aν2c1)
16b2γ2(1− γ)2µ2
> 0. (3.80)
Moreover, note that for all k > ks,
detPk = φkψk − χ2k
= aν2ξ2k−1
(
4bγ(1− γ)ξk‖G1,k−1‖2F
(
2− ξk−1‖G1,k−1‖2F
)
− aν2
)
×
(
(cos θ)Re G1,∗G∗1,k−1 − Re eθG1,∗G∗1,k−1
)2
≥ aν2ξ2k−1(4bγ(1− γ)c3 − aν2)
(
(cos θ)Re G1,∗G∗1,k−1 − Re eθG1,∗G∗1,k−1
)2
= aν2ξ2k−1(4bγ(1− γ)c3 − aν2)(sin θ)2
(
Im G1,∗G∗1,k−1
)2
. (3.81)
Define
c4 , inf
k∈N
ξ2k,
which exists since part i) of Proposition 3.2 implies that G1,k is bounded. Thus, since
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b > aν24c3γ(1−γ) , it follows from (3.81) that
detPk ≥ aν2c4(4bγ(1− γ)c3 − aν2)(sin θ)2ε2
> 0. (3.82)
Therefore, (3.78), (3.80), and (3.82) imply that for all k > ks, Pk is symmetric positive
definite.
Thus, it follows from (3.74) that for all k > ks,
∆V (k) ≤ −
(λ0 − ‖∆k‖F)
∥∥∥∥[ yk yk−1 ]T∥∥∥∥2
ν2 + aν2
[
yk yk−1
]
C1
[
yk yk−1
]T , (3.83)
where λ0 , infk∈N λmin(Pk). Next, note that it follows from (3.60) that for all k ∈
Z+\{1},
ξk−2 − ξk−1 = −ξ
2
k−1(G1,k−1 −G1,k−2)(G1,k−1 +G1,k−2)
(µ− ξk−1(G1,k−1 +G1,k−2)) . (3.84)
Since part i) of Proposition 3.2 implies that G1,k is bounded, using (3.84) it follows
that there exists M > 0, such that for all k ∈ Z+\{1},
‖∆k‖F =
√
δ2ψ,k + 2δ2χ,k
≤M‖G1,k−1 −G1,k−2‖F. (3.85)
Note that part ii) of Proposition 3.2 implies that limk→∞ ‖G1,k−1 − G1,k−2‖F = 0,
which implies that there exists k0 ∈ Z+ such that for all k > k0, ‖G1,k−1−G1,k−2‖F ≤
λ0/2. Since, in addition, λmin(C1) = min{1 + cos θ, 1 − cos θ} ≥ 1 − | cos θ| > 0, it
follows from (3.83) that for all k > k1 , max{k0, ks},
∆V (k) ≤ −
λ0
∥∥∥∥[ yk yk−1 ]T∥∥∥∥2
2ν2 + 2aν2(1− | cos θ|)
∥∥∥∥[ yk yk−1 ]T∥∥∥∥2 , (3.86)
Since, in addition, V (yk, yk+1, H˜1,k) is positive definite, it follows from (3.70) and
(3.86) that
0 ≤ lim
k→∞
k∑
j=k1
λ0
∥∥∥∥[ yj yj−1 ]T∥∥∥∥2
2ν2 + 2aν2(1− | cos θ|)
∥∥∥∥[ yk yk−1 ]T∥∥∥∥2
≤ − lim
k→∞
k∑
j=k1
∆V (j)
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≤ V (yk1+1, yk1 , H˜1,k1)− lim
k→∞
V (yk+1, yk, H˜1,k)
≤ V (yks+1, yks , H˜1,ks), (3.87)
where the upper and lower bounds imply that all the limits exist. Thus,
lim
k→∞
∥∥∥∥[ yk yk−1 ]T∥∥∥∥2
2ν2 + 2aν2(1− | cos θ|)
∥∥∥∥[ yk yk−1 ]T∥∥∥∥2 = 0, (3.88)
which implies that limk→∞ yk = 0.
3.17 Lemma 3.3 used in proof of Theorems 3.3 and 3.4
Lemma 3.3. Let G¯1, G¯2 ∈ C`×m, and define
H¯1 ,
[
Re G¯1 Im G¯1
−Im G¯1 Re G¯1
]
, H¯2 ,
[
Re G¯2 Im G¯2
−Im G¯2 Re G¯2
]
.
Then, for all k ∈ N,
(fTi,k ⊗ I`)H¯1H¯T2 (fi,k ⊗ I`) = Re G¯1G¯∗2,
(fTi,k+1 ⊗ I`)H¯1H¯T2 (fi,k ⊗ I`) = Re eωiTsG¯1G¯∗2.
Proof. The proof follows from direct calculations.
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Chapter 4
Frequency-Domain Adaptive Harmonic Control
In this chapter, we present frequency-domain adaptive harmonic control (FD-
AHC) algorithm that addresses the problem of rejecting sinusoids with known fre-
quencies that act on a completely unknown asymptotically stable linear time-invariant
system. We analyze the stability and closed-loop performance of FD-AHC for multi-
input multi-output systems with at least as many controls as performance measure-
ments. We show that the closed-loop system is Lyapunov stable and that the adaptive
controller asymptotically rejects the disturbances. We also present numerical simula-
tions comparing FD-AHC with the existing sinusoidal disturbance rejection approach
FD-HHC. The result of this chapter appears in [196,197].
4.1 Introduction
Sinusoidal disturbance rejection is a fundamental control objective, which arises
in a wide variety of applications, including active noise cancellation [33], helicopter
vibration suppression [10], active rotor balancing [20], and vibration reduction in
spacecraft [59].
For an accurately modeled linear time-invariant (LTI) system, the internal-model
principle can be used to design a feedback controller capable of rejecting sinusoidal
disturbances of known frequencies [115–117, 119]. In this case, disturbance rejection
is accomplished by incorporating copies of the disturbance dynamics in the feedback
loop. For sinusoids with unknown frequencies, a model-based disturbance observer
can be implemented [121–125].
If, on the other hand, an accurate model of the system is not available, but the
open-loop dynamics are asymptotically stable, then adaptive feedforward cancellation
can be used to accomplish disturbance rejection [129–135]. These approaches use
a harmonic regressor consisting of sinusoids at the known disturbance frequencies.
The control is generated by updating the amplitudes and phases of these sinusoids
in a manner that achieves asymptotic disturbance rejection. Adaptive feedforward
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approaches require certain model information or assumptions regarding the open-
loop transfer function. In the simplest case where the system is single-input single-
output (SISO), the only required model information is the sign of the control-to-
performance transfer function at the disturbance frequencies. However, if the system
is multi-input multi-output (MIMO), then stronger assumptions (e.g., strict positive
realness, a nominal system model, or upper bounds on uncertainties) are invoked.
Feedback (rather than feedforward) adaptive control methods are also capable of
rejecting sinusoids of known or even unknown frequencies (e.g., [139–146]); however,
these approaches generally rely on some model information (e.g., relative degree) and
structural assumptions regarding the system (e.g., minimum phase, or state feedback).
The filtered-X least-mean-squares algorithm is an approach from the digital signal
processing literature [152,153]. Filtered-X can be used in cases where the disturbance
frequencies are uncertain or unknown; however, filtered-X relies on a model of the
control-to-performance transfer function (referred to as the secondary path in the
noise control literature). If this model is inaccurate, then filtered-X can destabilize
the closed loop [33]. To reduce the required model information, algorithms have been
proposed which incorporate real-time identifiers [154, 155]. However, these methods
require injection of white-noise excitation to ensure convergence of the parameter
identifier.
Another approach to sinusoidal disturbance rejection takes advantage of an asymp-
totically stable LTI system’s harmonic steady-state (HSS) response, that is, the si-
nusoidal response that remains after the system’s transient response decays to zero.
This HSS approach was developed independently in several research communities,
specifically, i) active sound and vibration control [32], ii) helicopter vibration re-
duction [10, 156], and iii) active rotor balancing [20]. For active rotor balancing,
this approach is called convergent control, whereas for helicopter vibration reduction,
the approach is known as higher harmonic control. In this chapter, we refer to the
approach as frequency-domain higher harmonic control (FD-HHC).
To discuss FD-HHC control further, let Gyu denote the control-to-performance
transfer function, and assume that there is a single known disturbance frequency ω.
Then, FD-HHC requires an estimate of Gyu(ω), that is, an estimate of the transfer
function evaluated at the disturbance frequency. In the SISO case, FD-HHC stabilizes
the closed-loop if the estimate of Gyu(ω), which is a single complex number, has an
angle within 90◦ of ∠Gyu(ω). In the MIMO case, closed-loop stability is ensured
if the estimate of Gyu(ω) is sufficiently accurate. If there are multiple disturbance
frequencies, then estimates are required at each frequency.
For certain applications Gyu(ω) can be difficult to estimate or subject to change.
For example, a helicopter’s structural dynamics may vary depending on payload.
To address this uncertainty, online estimation methods have been combined with
HSS control [81, 157, 158]. For example, a recursive-least-squares identifier is used
in [81,157] to estimate Gyu(ω) in real time; however, an external excitation signal is
required to ensure stability.
In this chapter, we present a new frequency-domain adaptive harmonic control
(FD-AHC) algorithm, which is effective for rejecting sinusoids with known frequen-
cies that act on a completely unknown MIMO LTI system. We analyze the stability
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and closed-loop performance of FD-AHC for MIMO systems with at least as many
controls as performance measurements. We provide conditions such that the mea-
sured performance tends to zero, that is, the disturbance is asymptotically rejected.
In contrast to FD-HHC [10,20,32,156] and other existing adaptive feedforward met-
hods [129–135], FD-AHC requires no model information.
The new FD-AHC algorithm presented in this chapter is a frequency-domain met-
hod, meaning that all computations use discrete Fourier transform (DFT) data rather
than time-domain data. The FD-AHC algorithm (including DFT) is demonstrated
on a numerical simulation of an acoustic duct.
4.2 Notation
Let F be either R or C. Let x(i) denote the ith element of x ∈ Fn, and let A(i,j)
denote the element in row i and column j of A ∈ Fm×n. Let ‖ · ‖ be the 2-norm on
Fn. Next, let A∗ denote the complex conjugate transpose of A ∈ Fm×n, and define
‖A‖F ,
√
tr A∗A, which is the Frobenius norm of A ∈ Fm×n.
Let spec(A) , {λ ∈ C : det(λI − A) = 0} denote the spectrum of A ∈ Fn×n. Let
λmin(A) and λmax(A) denote the minimum and maximum eigenvalues, respectively, of
the Hermitian positive-semidefinite matrix A ∈ Fn×n. Let ∠λ denote the argument
of λ ∈ C defined on the interval (−pi, pi] rad. Let OLHP, ORHP, OUD, and CUD
denote the open-left-half plane, open-right-half plane, open unit disk, and closed unit
disk in C, respectively.
Define N , {0, 1, 2, · · · } and Z+ , N\{0}. Define the open ball of radius r > 0
centered at C ∈ Cm×n by Br(C) , {X ∈ Cm×n : ‖X − C‖F < r}.
4.3 Problem Formulation
Consider the LTI system
x˙(t) = Ax(t) +Bu(t) +D1d(t), (4.1)
y(t) = Cx(t) +Du(t) +D2d(t), (4.2)
where t ≥ 0, x(t) ∈ Rn is the state, x(0) = x0 ∈ Rn is the initial condition, u(t) ∈ Rm
is the control, y(t) ∈ R` is the measured performance, d(t) ∈ Rp is the unmeasured
disturbance, and A ∈ Rn×n is asymptotically stable. Define the transfer functions
Gyu : C→ C`×m and Gyd : C→ C`×p by Gyu(s) , C(sI − A)−1B +D and Gyd(s) ,
C(sI − A)−1D1 +D2.
Let ω1, ω2, · · · , ωq > 0, and consider the tonal disturbance
d(t) =
q∑
i=1
dc,i cosωit+ ds,i sinωit, (4.3)
where dc,1, · · · , dc,q, ds,1, · · · , ds,q ∈ Rp determine the disturbance amplitude and phase
at each frequency.
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The objective is to design a control u that reduces or even eliminates the effect of
the disturbance d on the performance y. We seek a control that relies on no model
information regarding the system (4.1) and (4.2), and requires knowledge of only the
disturbance frequencies ω1, · · · , ωq. Thus, the disturbance amplitudes dc,i and ds,i,
and the system (4.1) and (4.2) are completely unknown.
We first focus on the case where d is the single-tone disturbance
d(t) = dc cosωt+ ds sinωt.
However, the adaptive controller presented in this chapter generalizes to the case,
where d consists of multiple tones. We discuss the extension to multiple tones in
Section 4.6.
For the moment, assume that Gyu, Gyd, dc, and ds are known. In this case,
consider the harmonic control
u(t) = uc cosωt+ us sinωt, (4.4)
where uc, us ∈ Rm. Define uˆ , uc − us, which is the DFT at frequency ω obtained
from a sampling of u. In addition, define
M∗ , Gyu(ω) ∈ C`×m,
d∗ , Gyd(ω)(dc − ds) ∈ C`.
Then, the harmonic steady-state (HSS) performance of (4.1) and (4.2) with control
(4.4) is
yhss(t, uˆ) , Re
[(
Gyu(ω)uˆ+Gyd(ω)(dc − ds)
)
eωt
]
= Re (M∗uˆ+ d∗) cosωt− Im (M∗uˆ+ d∗) sinωt. (4.5)
The HSS performance yhss is the steady-state output y of (4.1) and (4.2) with control
(4.4), that is, limt→∞[yhss(t)− y(t)] = 0 [201, Chap. 12.12]. Define
yˆhss(uˆ) ,M∗uˆ+ d∗, (4.6)
which is the DFT at frequency ω obtained from a sampling of yhss. Consider the cost
function
J(uˆ) , lim
t→∞
1
t
∫ t
0
‖yhss(τ, uˆ)‖2 dτ, (4.7)
which is the average power of yhss. Using (4.5) and (4.6), it follows that
J(uˆ) = lim
t→∞
1
t
∫ t
0
‖Re yˆhss(uˆ) cosωτ −Im yˆhss(uˆ) sinωτ‖2 dτ
=
[
Re yˆhss(uˆ)
Im yˆhss(uˆ)
]T(
lim
t→∞
1
t
∫ t
0
[
cos2 ωτ −(cosωτ)(sinωτ)
−(cosωτ)(sinωτ) sin2 ωτ
]
dτ
)
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×
[
Re yˆhss(uˆ)
Im yˆhss(uˆ)
]
= 12 yˆ
∗
hss(uˆ)yˆhss(uˆ). (4.8)
The following result provides an expression for a control u¯ = u∗ that minimizes J .
See Theorem 2.1 for details.
Theorem 4.1. Consider the cost function (4.7), and assume that rank M∗ =
min{m, `}. Define u∗ , −M∗∗ (M∗M∗∗ )−1d∗. Then, yˆhss(u∗) = 0, and J(u∗) = 0.
Theorem 4.1 provides an expression for a control u∗ that minimizes J , but u∗
requires knowledge of M∗ and d∗.
In this chapter, we consider a sinusoidal control with frequency ω but where the
amplitude and phase are updated in discrete time. Let Ts > 0 be the update period,
and for each k ∈ N, let uk ∈ Cm contain information regarding the control amplitude
and phase, which is determined from control update equations presented later. Then,
for each k ∈ N and for all t ∈ [kTs, (k + 1)Ts), the control is
u(t) = Re uk cosωt− Im uk sinωt. (4.9)
For each k ∈ Z+, let yk ∈ C` denote DFT at frequency ω of the sequence obtained
by sampling y on the interval [(k− 1)Ts, kTs). If Ts is sufficiently large relative to the
settling time of Gyu, then for all k ∈ N, yk+1 ≈ yˆhss(uk). For the remainder of this
chapter, we assume that for all k ∈ N, yk+1 = yˆhss(uk). In this case, (4.6) implies
that for all k ∈ N,
yk+1 = M∗uk + d∗. (4.10)
The HSS assumption yk+1 = yˆhss(uk) is used for stability analyses only. For the
remainder of this chapter, we also assume that rank M∗ = min{`,m}, which is a
technical assumption that depends on sensor and actuator placement.
4.4 Frequency-Domain Adaptive Harmonic Control
We now develop a new frequency-domain adaptive harmonic control (FD-AHC),
that does not require any information regarding M∗ or d∗. For all k ∈ N, uk is given
by
uk , −M+k dk, (4.11)
where dk ∈ C` and Mk ∈ C`×m are adaptive parameters that are determined from
update equations presented below.
Consider the cost function Jk : C` × C`×m → [0,∞) defined by
Jk(d¯, M¯) ,
1
2
∥∥∥M¯uk + d¯− yk+1∥∥∥2.
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Note that Jk can be interpreted as a measure of how well M¯uk + d¯ approximates
the performance yk+1, which itself is approximately equal to the HSS performance
yˆhss(uk) = M∗uk + d∗.
To determine the update equations, we define the gradients of Jk with respect to
d¯ and M¯ evaluated at d¯ = dk and M¯ = Mk, which are given by
δk ,
 ∂Jk
∂d¯
∣∣∣∣∣(d¯,M¯)=(dk,Mk)
T
= Mkuk + dk − yk+1, (4.12)
Γk ,
 ∂Jk
∂M¯
∣∣∣∣∣(d¯,M¯)=(dk,Mk)
T
= (Mkuk + dk − yk+1)u∗k. (4.13)
Let µ > 0, γ > 0, and ν ≥ 0. Then, for all k ∈ N, the update equations are
dk+1 = dk − µηkδk, (4.14)
Mk+1 = Mk − γηkΓk, (4.15)
where
ηk ,
1
ν + ‖uk‖2 . (4.16)
The initial conditions for (4.14) and (4.15) are d0 ∈ C` and M0 ∈ C`×m.
Thus, FD-AHC is given by (4.9)–(4.16). The control architecture is shown in Fig.
4.1.
d(t)
u(t)u(t) = Re uk cosωt
−Im uk sinωt
yk+1
Mk
dk
Mk+1 =Mk − γηk(Mkuk + dk − yk+1)u∗k
uk = −M+k dk
Unknown System
x˙(t) = Ax(t) +Bu(t) +D1d(t)
y(t) = Cx(t) +Du(t) +D2d(t)
y(t)
DFTSample
dk+1 = dk − µηk(Mkuk + dk − yk+1)
yk+1
uk
uk
uk
Figure 4.1: Schematic of FD-AHC given by (4.9)–(4.16).
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4.5 FD-AHC Stability Analysis
Let α > γ/2 + µ/(2ν), and define the estimation errors
d˜k , dk − αd∗, M˜k ,Mk − αM∗.
Then, subtracting αd∗ from both sides of (4.14) and substituting (4.10)–(4.12), and
(4.16) yields
d˜k+1 = d˜k +
µ
ν + ‖M+k dk‖2
[
M˜kM
+
k dk − d˜k + (1− α)yk+1
]
. (4.17)
Similarly, subtracting αM∗ from both sides of (4.15) and substituting (4.10), (4.11),
(4.13), and (4.16) yields
M˜k+1 = M˜k +
γ
ν + ‖M+k dk‖2
[
M˜kM
+
k dk − d˜k + (1− α)yk+1
]
(M+k dk)∗. (4.18)
The following theorem is the main analytic result of this chapter and provides the
stability properties of the closed-loop system (4.10), (4.17), and (4.18). The proof is
in Section 4.9.
Theorem 4.2. Consider the closed-loop system (4.10), (4.17), and (4.18), which
consists of (4.10)–(4.16), where ν > 0, µ > 0, and γ > 0. Then, for all α >
γ/2 + µ/(2ν), the following statements hold:
i) (d˜k, M˜k) ≡ 0 is a Lyapunov stable equilibrium of (4.10), (4.17), and (4.18).
ii) There exists r > 0 such that for all d˜0 ∈ Br(0) and all M˜0 ∈ H∩Br(0), dk, Mk,
and uk are bounded and limk→∞ yk = 0.
iii) Let d0 ∈ R`, and let M0 ∈ C`×m. Assume that there exists ks ∈ N and ε > 0
such that for all k ≥ ks, λmin(MkM∗k ) > ε. Then, dk, Mk, and uk are bounded,
and limk→∞ yk = 0.
Part i) of Theorem 4.2 states that the equilibria of the closed-loop system (4.10),
(4.17), and (4.18) are Lyapunov stable, and part ii) guarantees local convergence
of the performance yk to zero. Part iii) provides a sufficient condition for global
boundedness of dk, Mk, and uk, as well as global convergence of the performance yk
to zero. Specifically, part iii) invokes the assumption that there exist ks ∈ N and
ε > 0 such that for all k ≥ ks, λmin(MkM∗k ) > ε. This assumption, which implies
that Mk is asymptotically full row rank, cannot be verified a priori. However, the
assumption λmin(MkM∗k ) > ε, for some arbitrarily small ε > 0, can be verified at each
time step. If the condition λmin(MkM∗k ) > ε is violated on a time step, then Mk can
be perturbed to ensure λmin(MkM∗k ) > ε. However, analyzing the stability of such a
perturbation is an open problem. Nevertheless, simulations and experiments suggest
that for almost all initial conditions d0 ∈ R` and M0 ∈ C`×m, Mk is asymptotically
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full row rank, and thus, satisfies λmin(MkM∗k ) > ε. In this case, part iii) states that
the performance yk globally tends to zero.
Notably, Theorem 4.2 does not impose upper bounds on the gains µ and γ. Thus,
FD-AHC can be implemented with arbitrarily large gains, which can improve con-
vergence time.
4.6 FD-AHC for Multi-Tone Disturbances
In this section, we extend FD-AHC to address the multi-tone disturbance (4.3).
For the moment, assume that Gyu, Gyd, dc,1, · · · , dc,q, and ds,1, · · · , ds,q are known,
and consider the harmonic control
u(t) =
q∑
i=1
uc,i cosωit+ us,i sinωit, (4.19)
where uc,1, · · · , uc,q, us,1, · · · , us,q ∈ Cm. For i = 1, · · · , q, define uˆi , uc,i − us,i,
which is the DFT at frequency ωi obtained from a sampling of u. In addition, for
i = 1, · · · , q, define
M∗,i , Gyu(ωi) ∈ C`×m,
d∗,i , Gyd(ωi)(dc,i − ds,i) ∈ C`.
Then, the HSS performance of (4.1) and (4.2) with control (4.19) and disturbance
(4.3) is
ym,hss(t, uˆ1, · · · , uˆq) ,
q∑
i=1
Re
[(
Gyu(ωi)uˆi +Gyd(ωi)(dc,i − ds,i)
)
eωit
]
=
q∑
i=1
Re (M∗,iuˆi + d∗,i) cosωit− Im (M∗,iuˆi + d∗,i) sinωit, (4.20)
which is the multi-tone generalization of (4.5). For i = 1, · · · , q, define
yˆhss,i(uˆi) ,M∗,iuˆi + d∗,i, (4.21)
which is DFT at frequency ωi obtained from a sampling of ym,hss. Consider the cost
function
Jm(uˆ1, · · · , uˆq) , lim
t→∞
1
t
∫ t
0
‖ym,hss(τ, uˆ1, · · · , uˆq)‖2 dτ. (4.22)
Using (4.20) and (4.21), it follows that
Jm(uˆ1, · · · , uˆq) = lim
t→∞
1
t
∫ t
0
∥∥∥∥∥
q∑
i=1
[
Re yˆhss,i(uˆi)
]
cosωiτ −
[
Im yˆhss,i(uˆi)
]
sinωiτ
∥∥∥∥∥
2
dτ
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= 12
q∑
i=1
yˆ∗hss,i(uˆi)yˆhss,i(uˆi)
=
q∑
i=1
lim
t→∞
1
t
∫ t
0
‖yhss,i(τ, uˆi)‖2 dτ,
where for i = 1, · · · , q, the steady-state response at frequency ωi is given by
yhss,i(t, uˆi) , Re (M∗,iuˆi + d∗,i) cosωit− Im (M∗,iuˆi + d∗,i) sinωit,
Thus, if for each i = 1, · · · , q, the average power limt→∞ 1t
∫ t
0 ‖yhss,i(τ, uˆi)‖2 dτ at
frequency ωi is minimized, then the average power (4.22) is minimized. For i =
1, 2, . . . , q, the ideal control is
u∗,i , −M+∗,id∗,∗.
Therefore, we can use q copies of the FD-AHC algorithm (4.11)–(4.16)—one at each
disturbance frequency.
For i = 1, · · · , q, let yi,k ∈ C` denote the DFT at frequency ωi of the sequence
obtained by sampling y on the interval [(k − 1)Ts, kTs). For each k ∈ N and for all
t ∈ [kTs, (k + 1)Ts), the control is
u(t) =
q∑
i=1
Re ui,k cosωit− Im ui,k sinωit, (4.23)
where for all i = 1, · · · , q,
ui,k , −M+i,kdi,k, (4.24)
and
di,k , di,k − µiηi,k(Mi,kui,k + di,k − yi,k+1), (4.25)
Mi,k+1 ,Mi,k − γiηi,k(Mi,kui,k + di,k − yi,k+1)u∗i,k, (4.26)
where µi > 0, γi > 0, νi > 0, and di,0 ∈ C` and Mi,0 ∈ C`×m are the initial conditions,
and
ηi,k ,
1
νi + ‖ui,k‖2 . (4.27)
Thus, FD-AHC for multi-tone disturbance is given by (4.23)–(4.27). If Ts is suffi-
ciently large relative to the settling time of Gyu, then for i = 1, · · · , q, and for all
k ∈ N, yi,k+1 ≈ yˆhss,i(ui,k). We assume that for i = 1, · · · , q, and for all k ∈ N,
yi,k+1 = yˆhss,i(ui,k). In this case, (4.21) implies that for all k ∈ N,
yi,k+1 = M∗,iui,k + d∗,i. (4.28)
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For all i ∈ {1, 2, . . . , q}, let αi > γi/2 + µi/νi, and define the estimation errors
d˜i,k , di,k − αid∗,i, M˜i,k ,Mi,k − αM∗,i.
Then, similar to derivation of (4.17) and (4.18), it follows from (4.24)–(4.28) that
d˜i,k+1 = d˜i,k +
µi
νi + ‖M+i,kdi,k‖2
[
(1− αi)yi,k+1 +
(
M˜i,kM
+
i,kdi,k − d˜i,k
)]
, (4.29)
M˜i,k+1 = M˜i,k +
γi
νi + ‖M+i,kdi,k‖2
[
(1− αi)yi,k+1 +
(
M˜i,kM
+
i,kdi,k − d˜i,k
)]
(M+i,kdi,k)∗.
(4.30)
The following result is a corollary of Theorem 4.2 and provides the stability properties
of the closed-loop system (4.28)–(4.30) with multi-tone disturbance.
Corollary 4.1. For i = 1, · · · , q, consider the closed-loop system (4.28)–(4.30),
which consists of the open-loop system (4.28) and the control (4.24)–(4.27), where
µi > 0, γi > 0, νi > 0, and where m ≥ `. Then, for all αi > γi/2+µi/νi, the following
statements hold:
i) (d˜i,k, M˜i,k) ≡ 0 is a uniformly Lyapunov stable equilibrium of (4.10), (4.17),
and (4.18).
ii) There exists r > 0 such that for all d˜i,0 ∈ Br(0) and all M˜i,0 ∈ Br(0), di,k, Mi,k,
and ui,k are bounded and limk→∞ yi,k = 0.
iii) Let di,0 ∈ R`, and let Mi,0 ∈ C`×m. Assume that there exists ks ∈ N and ε > 0
such that for all k ≥ ks, λmin(Mi,kM∗i,k) > ε. Then, di,k, Mi,k, and ui,k are
bounded, and limk→∞ yi,k = 0.
4.7 Numerical Examples
Consider the two-mass structure shown in Fig. 4.2, where ψ1 and ψ2 are control
forces, and d1 and d2 are disturbance forces. The equations of motion are given by
(4.1), where
A =

0 1 0 0
−(k1+k2)
m1
−(c1+c2)
m1
k2
m1
c2
m1
0 0 0 1
k2
m2
c2
m2
−(k2+k3)
m2
−(c2+c3)
m2
, B =

0 0
1
m1
0
0 0
0 1
m2
, D1 = B, (4.31)
x(t) =

ξ1(t)
ξ˙1(t)
ξ2(t)
ξ˙2(t)
, u(t) =
[
ψ1(t)
ψ2(t)
]
, d(t) =
[
d1(t)
d2(t)
]
. (4.32)
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Let m1 = 2 kg, m2 = 1 kg, c1 = 60 kg/s, c2 = 50 kg/s, c3 = 40 kg/s, k1 =
300 N/m, k2 = 200 N/m, and k3 = 400 N/m. For all examples, ν = 1. The initial
conditions are x(0) = 0, di,0 = 0. The initial condition Mi,0, the update period Ts,
and the gains µi and γi are specified in each example.
m1
k1
c1
ψ1
d1
m2
k2
c2 c3
k3
ψ2
d2
ξ1 ξ2
Figure 4.2: Two-mass structure used in Examples 4.1–4.3.
In the following examples, we compare FD-HHC to FD-AHC. FD-HHC requires
an estimate of Gyu(ωi), and the estimate must be sufficiently accurate to ensure
closed-loop stability. See Theorem 2.2 for details. In the SISO case, the closed-loop
FD-HHC system is asymptotically stable only if the estimate of M∗,i is within 90◦ of
M∗,i. In contrast, FD-AHC does not require a sufficiently accurate estimate of M∗,i.
To compare FD-HHC and FD-AHC, we set the FD-HHC estimate of M∗,i equal to
the FD-AHC initial condition Mi,0, which, in most applications, is the best a priori
estimate of M∗,i.
We implement FD-HHC according to (2.11). FD-HHC is a frequency-domain
method, and all computations use DFT data. The DFT is performed using a 1 kHz
sampling frequency. We select the FD-HHC gain ρ = 4.4×105, which was determined
through numerical experimentation to yield the fastest convergence rate.
Example 4.1. Consider the SISO system (4.1) and (4.31)–(4.32), where y = ξ1,
ψ1 = u, ψ2 = 0, d1 = 0, and d2(t) = 10 cosω1t + 10 sinω1t, where ω1 = 8pi rad/s.
Let µ = γ = 1. We consider the case where M1,0 satisfies the FD-HHC stability
condition, that is, M1,0 is within 90◦ of M∗,1. Specifically, M1,0 = 5e
5pi
12M∗,1.
Both FD-HHC and FD-AHC are updated with update period 0.25 s, which was
determined through numerical experimentation to yield the fastest convergence time.
Figure 4.3 shows y and u for FD-HHC and FD-AHC. The control is turned on after 1 s.
Both FD-HHC and FD-AHC yield asymptotic disturbance rejection. However, the
convergence time is improved significantly with FD-AHC relative to FD-HHC. 4
Example 4.2. We reconsider Example 4.1 but with an initial estimate M1,0 that
does not satisfy FD-HHC stability condition, that is, M1,0 is not within 90◦ of M∗,1.
Specifically, M1,0 = 5e
2pi
3 M∗,1. The control is turned on after 1 s. Figure 4.4 shows y
and u for FD-HHC and FD-AHC. In this case, y with FD-HHC diverges because the
105
-5
0 
5 
y
(m
m
)
FD-HHC
0 10 20 30
t (s)
-15
0  
15 
u
(N
)
FD-AHC
10 20 30
t (s)
Figure 4.3: For a SISO system, where M1,0 is within 90◦ of M∗,1, both FD-HHC and FD-AHC yield
y(t)→ 0 as t→∞. The dashed lines show ±‖u∗,1‖.
estimate M1,0 is not sufficiently accurate. In contrast, y with FD-AHC converges to
zero. 4
Example 4.3. Consider the MIMO system (4.1) and (4.31)–(4.32), where y =
[ ξ1 ξ2 ]T and [ ψ1 ψ2 ]T = u. The two-tone disturbances are d1(t) = 5 cosω1t + 7 sinω2t
and d2(t) = 6 cosω1t + 9 sinω2t, where ω1 = 8pi rad/s and ω2 = 4pi rad/s. We let
M1,0 = 5e
5pi
3 M∗,1, M2,0 = 5e
3pi
2 M∗,2, Ts = 0.5 s, and µ1 = µ2 = γ1 = γ2 = 2. Figure
4.5 shows y and u with FD-AHC. The control is turned on after 1 s. FD-AHC yields
asymptotic disturbance rejection. 4
4.8 Conclusions
We presented FD-AHC algorithm for rejection of known-frequency sinusoids that
act on a completely unknown MIMO LTI system with at least as many controls as per-
formance measurements. The main analytic result shows that the closed-loop system
is Lyapunov stable and that the closed-loop performance tends to zero asymptoti-
cally. Numerical simulations suggest that FD-AHC can be implemented with larger
gains than FD-HHC. These larger gains tend to reduce convergence time of FD-AHC
relative to that of FD-HHC.
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Figure 4.4: For a SISO system, where M1,0 is not within 90◦ of M∗,1, y with FD-HHC diverges,
whereas FD-AHC yields y(t)→ 0 as t→∞. The dashed lines show ±‖u∗,1‖.
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Figure 4.5: For a MIMO system with a two-tone disturbance, FD-AHC yields y(t)→ 0 as t→∞.
4.9 Proof of Theorem 4.2
Let α > γ/2 + µ/(2ν). For all k ∈ N, define
yˆk+1 , (1− α)yk+1 + M˜kM+k dk − d˜k. (4.33)
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Substituting (4.16) and (4.33) into (4.17) and (4.18) yields
d˜k+1 = d˜k + µηkyˆk+1, (4.34)
M˜k+1 = M˜k + γηkyˆk+1u∗k. (4.35)
Define the partial Lyapunov function
Vd(d˜k) , ‖d˜k‖2,
and the difference
∆Vd(k) , Vd(d˜k+1)− Vd(d˜k).
Evaluating ∆Vd along the trajectories of (4.34) yields
∆Vd(k) = 2µηkd˜∗kyˆk+1 + µ2η2k‖yˆk+1‖2. (4.36)
Define the partial Lyapunov function
VM(M˜k) , ‖M˜k‖2F,
and the difference
∆VM(k) , VM(M˜1,k+1)− VM(M˜1,k).
Evaluating ∆VM along (4.35) yields
∆VM(k) =2γηku∗kM˜∗k yˆk+1 + γ2η2k‖uk‖2‖yˆk+1‖2. (4.37)
Define the Lyapunov function
V (d˜k, M˜k) ,
1
µ
Vd(d˜k) +
1
γ
VM(M˜k), (4.38)
and define the Lyapunov difference
∆V (k) , V (d˜1, M˜k+1)− V (d˜k, M˜k)
= 1
µ
∆Vd(k) +
1
γ
∆VM(k). (4.39)
Substituting (4.36) and (4.37) into (4.39) yields
∆V (k) = η2k
[(
µ+ γ‖uk‖2
)
‖yˆk+1‖2 + 2
ηk
(
M˜kuk + d˜k
)∗
yˆk+1
]
. (4.40)
Then, substituting (4.33) into (4.40) yields
∆V (k) = −ηk
(
2− µηk − γηk‖uk‖2
)
‖yˆk+1‖2 − 2ηk(α− 1)y∗k+1yˆk+1. (4.41)
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To show iii), assume that there exists ks ∈ N and ε > 0 such that for all k ≥ ks,
λmin(MkM∗k ) > ε. Thus, for all k ≥ ks, MkM+k = I`, and it follows from (4.11),
(4.10), and (4.33) that for all k ≥ ks,
yˆk+1 = yk+1 +MkM+k dk − dk
= yk+1. (4.42)
Substituting (4.16) and (4.42) into (4.41) implies that for all k ≥ ks,
∆V (k) = −ηk
[
2− µηk − γηk‖uk‖2 + 2(α− 1)
]
‖yk+1‖2
≤ −ηk
(
2α− µ
ν
− γ
)
‖yk+1‖2
= −ηkc1‖yk+1‖2, (4.43)
where c1 , 2α− µ/ν − γ is positive because α > γ/2 + µ/(2ν). Thus, (4.43) implies
that for all k ≥ ks, ∆V (k) is nonpositive. Therefore, it follows that V (d˜k, M˜k) is
bounded. Since, in addition, V is radially unbounded, it follows that d˜k and M˜k are
bounded. Thus, dk and Mk are bounded. Since Mk is bounded and for all k ≥ ks,
λmin(MkM∗k ) > ε, it follows that for all k ≥ ks, (MkM∗k )−1 exists and is bounded.
Thus, for all k ≥ ks, uk = −M∗k (MkM∗k )−1dk. Since Mk, (MkM∗k )−1, and dk are
bounded, it follows that uk is bounded. Thus, (4.16) and (4.43) imply that for all
k ≥ ks,
∆V (k) ≤ −c2‖yk+1‖2, (4.44)
where
c2 ,
4c1
ν + supk∈N ‖uk‖2
> 0.
Moreover, since V (d˜k, M˜k) is positive definite, and ∆V (k) is nonpositive, it follows
from (4.39) and (4.44) that
0 ≤ lim
k→∞
k∑
j=ks
c2‖yj+1‖2
≤ − lim
k→∞
k∑
j=ks
∆V (j)
≤ V (d˜ks , M˜ks)− lim
k→∞
V (d˜k+1, M˜k+1)
≤ V (d˜ks , M˜ks),
where the upper and lower bounds imply that all the limits exist. Thus, limk→∞ yk =
0, which confirms iii).
To show i) and ii), note that since rank M∗ = `, it follows that there exist
r1 > 0 and ε1 > 0 such that for all M ∈ Br1(αM∗), λmin(MM∗) > ε1. Let
r ∈ (0,
√
r21µ/(µ+ γ)), and let d˜0 ∈ Br(0) and M˜0 ∈ Br(0). Assume for contradiction
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that there exists k1 ∈ Z+ such that M˜k1 /∈ Br1(0) and for all k ∈ K , {0, 1, . . . , k1−1},
M˜k ∈ Br1(0). Since for all k ∈ K, M˜k ∈ Br1(0), it follows that for all k ∈ K,
λmin(MkM∗k ) > ε1. Thus, using the same process as (4.42)–(4.44) with ε replaced by
ε1 yields that for all k ∈ K, ∆V (k) ≤ 0. Therefore, it follows from (4.39) that
0 ≤ −
k1−1∑
i=0
∆V (i)
= V (d˜0, M˜0)− V (d˜k1 , M˜k1)
= 1
µ
(
‖d˜0‖2 − ‖d˜k1‖2
)
+ 1
γ
‖M˜0‖2F − ‖M˜k1‖2F

≤ 1
µ
‖d˜0‖2 + 1
γ
(
‖M˜0‖2F − ‖M˜k1‖2F
)
≤ r
2
µ
+ r
2 − r21
γ
<
1
µ
(
r21µ
µ+ γ
)
+ 1
γ
(
r21µ
µ+ γ − r
2
1
)
= 0,
which is a contradiction. Thus, for all k ∈ N, M˜k ∈ Br1(0), which implies that
Mk ∈ Br1(αM∗). Therefore, for all k ∈ N, λmin(MkM∗k ) > ε1, and it follows from iii)
that dk, Mk, and uk are bounded, and limk→∞ yk = 0, which confirms ii).
Since for all k ∈ N, λmin(MkM∗k ) > ε1, using the same process as (4.42)–(4.44),
with ε replaced by ε1, it follows that for all k ∈ N, ∆V (k) ≤ 0. Thus, the equilibrium
(d˜k, M˜k) ≡ 0 is uniformly Lyapunov stable [208, Thm. 13.11], which confirms i).
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Chapter 5
Time-Domain Adaptive Harmonic Control
In this chapter, we present a sampled-data adaptive harmonic control algorithm
that rejects sinusoids with known frequencies that act on a completely unknown
asymptotically stable linear time-invariant system. We analyze the stability and
closed-loop performance for systems with at least as many controls as performance
measurements. We show that the closed-loop system is uniformly Lyapunov stable
and that the adaptive controller asymptotically rejects the disturbances. We present
numerical simulations comparing the new sampled-data adaptive controller with an
existing sinusoidal disturbance rejection approach (i.e., higher-harmonic control). We
also present results from an active disturbance rejection experiment in an acoustic
environment. These experimental results demonstrate the practical effectiveness of
the adaptive harmonic controller. The result of this chapter appears in [198,199].
5.1 Introduction
The problem of sinusoidal disturbance rejection arises in a variety of engineering
applications, including active noise cancellation [32, 42], vibration suppression [10,
156], and active rotor balancing [20,21]. If an accurate model of the system is known,
then the internal-model principle [116–120] can be used to design a feedback controller
capable of rejecting sinusoidal disturbances with known frequencies. Model-based
disturbance observers can be used in the case where the disturbance frequencies are
uncertain [126–128].
If an accurate system model is not known, but the open-loop dynamics are
asymptotically stable, then adaptive feedforward cancellation can be employed [129–
131, 133, 134, 136–138]. However, these approaches require certain model informa-
tion or assumptions regarding the open-loop system. For single-input single-output
(SISO) systems, the only model information required is the sign of the control-
to-performance transfer function at the disturbance frequencies. For multi-input
multi-output (MIMO) systems, stronger assumptions (e.g., strict positive realness,
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a nominal system model, upper bounds on uncertainties) are typically required.
Adaptive feedforward methods for rejecting sinusoids with unknown frequency in-
clude [139,204].
Feedback (instead of feedforward) adaptive control methods can also be imple-
mented for rejecting sinusoidal disturbances of known or even unknown frequen-
cies [140, 141, 146–151]; however, these methods generally require some model in-
formation (e.g., relative degree) and structural assumptions regarding the system
(e.g., minimum phase, or state feedback).
Another approach to sinusoidal disturbance rejection relies on an asymptotically
stable linear time-invariant (LTI) system’s harmonic steady-state (HSS) response,
that is, the residual sinusoidal response that remains after the transient response
decays to zero. This approach was developed independently in [10, 20, 32, 156], and
is known variously as convergent control (for active rotor balancing) and higher-
harmonic control (for helicopter vibration reduction). In this chapter, we use the
name frequency-domain higher-harmonic control (FD-HHC).
To explain FD-HHC, consider an LTI system that is acted on by a sinusoidal
disturbance with known frequency ω. The FD-HHC control signal is a sinusoid with
frequency ω, but where the amplitude and phase are updated at discrete times. All
control computations are performed using discrete Fourier transform (DFT) data.
Let Ts > 0 denote the FD-HHC update period. Then, at each time step k ∈ N, the
control amplitude and phase are updated using DFT data, which are computed from
a sampling of the performance measurement over the time interval [(k − 1)Ts, kTs).
FD-HHC relies on the key assumption that the update period Ts is sufficiently large
relative to the settling time of the system. This assumption ensures that by the end
of each time interval between control updates, the closed-loop response approximates
the HSS response. If Ts is too small, then the HSS approximation is not accurate,
and the closed-loop system can become unstable. In practice, Ts can be increased to
achieve closed-loop stability; however, increasing Ts also increases convergence time.
In fact, large convergence time is one shortcoming of FD-HHC [81].
Another potential drawback of FD-HHC is that it requires an estimate of the
control-to-performance transfer function evaluated at the disturbance frequency. In
the SISO case, this estimate must have an angle within 90◦ of the actual value for
closed-loop stability. The closed-loop stability conditions for the MIMO case are given
in Theorem 2.2. If there are multiple disturbance frequencies, then estimates of the
control-to-performance transfer function are required at each frequency. For certain
applications, this transfer function can be difficult to estimate or subject to change.
To address uncertainty, adaptive HHC methods have been proposed [81, 157, 158].
However, the methods in [81, 157] require an external excitation signal to ensure
stability, and the analysis in [158] is restricted to an averaged system. In Chapter
2, we presented a frequency-domain adaptive higher harmonic control (FD-AHHC)
algorithm with stability properties that do not require external excitation signals.
However, the algorithm in Chapter 2 (similar to FD-HHC) is a frequency-domain
method and thus may have a large convergence time.
In this chapter, we present a new time-domain adaptive harmonic control (TD-
AHC) method for rejection of known-frequency sinusoids that act on a completely
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unknown LTI system with at least as many controls as performance measurements.
The main analytic result shows that the closed-loop system is uniformly Lyapunov
stable and that the adaptive controller asymptotically rejects the disturbances. In
contrast to FD-HHC and FD-AHHC presented in Chapter 2, the controller in this
chapter is a time-domain method that does not require DFT computations. We
present numerical simulations demonstrating that the new sampled-data adaptive
controller can be implemented with larger gains or with faster sample rates than FD-
HHC without destabilizing the closed-loop system. These larger gains or faster sample
rates can significantly reduce convergence time as demonstrated in Section VI. We also
present an experimental demonstration of active disturbance rejection in an acoustic
environment. These active noise control experiments show that the adaptive harmonic
controller can effectively reject single-tone and multi-tone sinusoidal disturbances
acting on unknown MIMO systems.
5.2 Notation
Let x(i) denote the ith element of x ∈ Rm. Let ‖ · ‖ be the 2-norm on Rm. The
Frobenius norm of A ∈ R`×m is defined by ‖A‖F ,
√
tr ATA. Define the open ball of
radius r > 0 centered at A ∈ C`×m by Br(A) , {X ∈ C`×m : ‖X − A‖F < r}.
The Moore-Penrose generalized inverse [201, Chap. 6.1] of A ∈ R`×m is denoted
by A+ ∈ Rm×`. Note that if A ∈ R`×m is right invertible (i.e., rank A = `), then
A+ = AT(AAT)−1. Let λmin(A) denote the minimum eigenvalue of the symmetric
positive-semidefinite matrix A ∈ R`×`.
Define N , {0, 1, 2, 3, . . .} and Z+ , N\{0}.
5.3 Problem Formulation
Consider the LTI system
x˙(t) = Ax(t) +Bu(t) +D1d(t), (5.1)
y(t) = Cx(t) +Du(t) +D2d(t), (5.2)
where t ≥ 0, x(t) ∈ Rn is the state, x(0) = x0 ∈ Rn is the initial condition, u(t) ∈ Rm
is the control, y(t) ∈ R` is the measured performance, d(t) ∈ R`d is the unmeasured
disturbance, and A ∈ Rn×n is asymptotically stable. Define Gyu : C → C`×m and
Gyd : C→ C`×`d by
Gyu(s) , C(sI − A)−1B +D,
Gyd(s) , C(sI − A)−1D1 +D2,
which are the transfer functions from the control u and the disturbance d to the
performance y. Let ω1, ω2, . . . , ωq > 0, and consider the sinusoidal disturbance
d(t) =
q∑
i=1
dc,i cosωit+ ds,i sinωit, (5.3)
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where dc,1, . . . , dc,q, ds,1, . . . , ds,q ∈ R`d .
Our objective is to design a feedback control u that eliminates the effect of the
disturbance d on the performance y. We seek to design a control that requires no
model information regarding (5.1) and (5.2). We make the following assumptions:
(A5.1) For all i = 1, . . . , q, rank Gyu(ωi) = `.
(A5.2) ω1, . . . , ωq are known.
Assumption (A5.1) implies that the number of actuators is at least as large as the
number of performance measurements, that is, m ≥ `. This assumption is requi-
red to ensure that there exists a control such that the performance y tends to zero
asymptotically. Assumption (A5.2) implies that the disturbance frequencies ωi are
known; however, the disturbance amplitudes dc,i and ds,i, and the system model
A,B,C,D,D1, and D2 are completely unknown.
Unless otherwise stated, all statements in this chapter that involve the subscript
i are for all i ∈ Q , {1, 2, . . . , q}.
For the moment, assume that dc,i, ds,i, Gyu(ωi), and Gyd(ωi) are known. Let
uc,i, us,i ∈ Rm, and consider the control
u(t) =
q∑
i=1
uc,i cosωit+ us,i sinωit
=
q∑
i=1
(
fTi (t)⊗ Im
)
uˆi, (5.4)
where ⊗ is the Kronecker product, and
uˆi ,
[
uc,i
us,i
]
∈ R2m, fi(t) ,
[
cosωit
sinωit
]
∈ R2.
The harmonic steady-state (HSS) performance of (5.1) and (5.2) with disturbance
(5.3) and control (5.4) is defined by
yhss(t, uˆ1, . . . , uˆq) ,
q∑
i=1
Re
(
Gyu(ωi)(uc,i − us,i)
+Gyd(ωi)(dc,i − ds,i)
)
eωit
=
q∑
i=1
(
fTi (t)⊗ I`
)
(Hi,∗uˆi + di,∗), (5.5)
where
Hi,∗ ,
[
Re Gyu(ωi) Im Gyu(ωi)
−Im Gyu(ωi) Re Gyu(ωi)
]
∈ R2`×2m,
di,∗ ,
[
Re Gyd(ωi) Im Gyd(ωi)
−Im Gyd(ωi) Re Gyd(ωi)
][
dc,i
ds,i
]
∈ R2`.
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The HSS performance yhss is the steady-state response of (5.1)–(5.4), that is, limt→∞
[yhss(t, uˆ1, . . . , uˆq)− y(t)] = 0. See [201, Chap. 12.12] for details.
Consider the cost function
J(uˆ1, . . . , uˆq) , lim
t→∞
1
t
∫ t
0
‖yhss(τ, uˆ1, . . . , uˆq)‖2 dτ, (5.6)
which is the average power of yhss. Substituting (5.5) into (5.6) and integrating yields
J(uˆ1, . . . , uˆq) =
q∑
i=1
q∑
j=1
(Hi,∗uˆi + di,∗)T
×
(
lim
t→∞
1
t
∫ t
0
fi(τ)fTj (τ)⊗ I` dτ
)
× (Hj,∗uˆj + dj,∗)
=12
q∑
i=1
‖Hi,∗uˆi + di,∗‖2.
Since (A5.1) implies that rank Gyu(ωi) = `, it follows that rank Hi,∗ = 2`, which
implies that Hi,∗ is right invertible. The following result provides an expression for a
control that minimizes J . The proof is similar to the proof of Theorem 2.1.
Theorem 5.1. Assume (A5.1) holds, and for all i ∈ Q, define
ui,∗ , −HTi,∗(Hi,∗HTi,∗)−1di,∗.
Then, J(u1,∗, . . . , uq,∗) = 0.
Theorem 5.1 provides ideal control parameters ui,∗, but ui,∗ requires knowledge of
Hi,∗ and di,∗, which are unknown.
In this chapter, we consider a sinusoidal control with frequencies ω1, . . . , ωq but
where the amplitudes and phases are updated in discrete time. Let Ts > 0 be the
update period. Then, for each k ∈ N and for all t ∈ [kTs, (k + 1)Ts), the control is
u(t) =
q∑
i=1
(
fTi (t)⊗ Im
)
ui,k, (5.7)
where ui,k ∈ R2m is determined from update equations presented in the next section.
Thus, the control (5.7) is a piecewise-continuous sinusoid. If Ts is sufficiently large
relative to the settling time of Gyu, then for all k ∈ Z+, y(kTs) ≈ yhss(kTs, u1,k−1, . . .
, uq,k−1). For the stability analysis in Section 5.5, we invoke the HSS assumption that
y(kTs) = yhss(kTs, u1,k−1, . . . , uq,k−1); however, this assumption is used for analysis
only.
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5.4 Time-Domain Adaptive Harmonic Control
We present time-domain adaptive harmonic control (TD-AHC), which does not
require any information regarding either di,∗ or Hi,∗. For all j ∈ Z+, define
Λj ,
[
0 −1
1 0
]
⊗ Ij ∈ R2j×2j,
and consider
H ,
{
H ∈ R2`×2m : H = ΛT` HΛm
}
,
which is the set of 2` × 2m real matrices that have the block structure of Hi,∗. For
each k ∈ N, define the sampled data
yk , y(kTs) ∈ R`,
φi,k , fi(kTs)⊗ I` ∈ R2`×`,
and consider the cost function Jk : R2`×· · ·×R2`×H×· · ·×H→ [0,∞) defined by
Jk(dˆ1, . . . , dˆq, Hˆ1, . . . , Hˆq) ,
1
2
∥∥∥∥∥yk+1 −
q∑
j=1
φTj,k+1(Hˆjuj,k + dˆj)
∥∥∥∥∥
2
+ 12
∥∥∥∥∥yk+1 −
q∑
j=1
φTj,k+1
(
ΛT` HˆjΛmuj,k + dˆj
)∥∥∥∥∥
2
.
Note that the second term of the cost Jk is similar to the first term except Hˆi is repla-
ced by ΛT` HˆiΛm. If Hˆi ∈ H, then Hˆi = ΛT` HˆiΛm. In this case, the two terms of Jk are
equal. These two terms are included in the cost in order to obtain estimates of Hi,∗
that have the block structure of the Hi,∗ (i.e., are contained in H). If Hˆi ∈ H, then Jk
can be interpreted as a measure of how well ∑qj=1 φTj,k+1(Hˆjuj,k+ dˆj) approximates the
measurement yk+1, which itself is approximately equal to the sampled HSS perfor-
mance yhss((k+1)Ts, u1,k, . . . , uq,k) =
∑q
j=1 φ
T
j,k+1(Hj,∗uj,k+dj,∗). Thus, if the HSS as-
sumption yk = yhss(kTs, u1,k−1, . . . , uq,k−1) is satisfied, then Jk(d1,∗, . . . , dq,∗, H1,∗, . . . ,
Hq,∗) = 0, that is, Jk is minimized by dˆi = di,∗ and Hˆi = Hi,∗.
For all k ∈ N, let di,k ∈ R2` and Hi,k ∈ H be estimates of di,∗ and Hi,∗, which are
determined from update equations. To obtain these update equations, we define the
gradients of Jk with respect to each dˆi and Hˆi evaluated at dˆi = di,k and Hˆi = Hi,k,
which are given by
δi,k ,
 ∂Jk
∂dˆi
∣∣∣∣∣(dˆj ,Hˆj)=(dj,k,Hj,k) for all j∈Q
T
=− 2φi,k+1
[
yk+1 −
q∑
j=1
φTj,k+1(Hj,kuj,k + dj,k)
]
, (5.8)
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Γi,k ,
 ∂Jk
∂Hˆi
∣∣∣∣∣(dˆj ,Hˆj)=(dj,k,Hj,k) for all j∈Q
T
=− φi,k+1
[
yk+1 −
q∑
j=1
φTj,k+1(Hj,kuj,k + dj,k)
]
uTi,k
− Λ`φi,k+1
[
yk+1 −
q∑
j=1
φTj,k+1(Hj,kuj,k + dj,k)
]
uTi,kΛTm. (5.9)
Then, for all k ∈ N, the update equations are
di,k+1 = di,k − γdηkδi,k, (5.10)
H i,k+1 = Hi,k − γHηkΓi,k, (5.11)
where ν > 0, γd > 0, γH > 0, and
ηk ,
1
ν +∑qj=1 ‖uj,k‖2 . (5.12)
The initial conditions for (5.10) and (5.11) are di,0 ∈ R2` and Hi,0 ∈ H. Note that
for all Hi,0 ∈ H, it follows from (5.9), (5.11), and (5.12) that for all k ∈ N, Hi,k ∈ H.
Thus, the update equation (5.11) for Hi,k preserves the block structure of Hi,∗.
For all k ∈ N, ui,k is calculated using the estimates di,k and Hi,k. Specifically, for
all k ∈ N,
ui,k = −H+i,kdi,k. (5.13)
Thus, the adaptive controller is given by (5.7)–(5.13). The control architecture is
shown in Fig. 5.1. If di,k ≡ di,∗ and Hi,k = Hi,∗, then Theorem 5.1 and (5.13) imply
that ui,k = ui,∗.
The update equations (5.8)–(5.12) are normalized gradients derived from the cost
Jk. See [209, 210] for more details on normalized gradient algorithms. The norma-
lization ηk and gains γd and γH are obtained from the stability analysis in the next
section.
u(t) =
(
fT(t)⊗ Im
)
uk
Unknown System
x˙(t) = Ax(t) +Bu(t) +D1d(t)
y(t) = Cx(t) +Du(t) +D2d(t)
u(t) Sample
dk+1 = dk + 2γdηkφk+1
[
yk+1 − φTk+1(Hkuk + dk)
]
uk = −H+k dk
Hk+1 = Hk + γHηkφk+1
[
yk+1 − φTk+1(Hkuk + dk)
]
uTk
+ γHηkΛ`φk+1
[
yk+1 − φTk+1(Hkuk + dk)
]
uTk ΛTm
y(t) yk+1
yk+1
yk+1
dk
uk
uk
uk
d(t)
Hk
Figure 5.1: Schematic of TD-AHC given by (5.7)–(5.13).
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5.5 Stability Analysis
To analyze the stability of the closed-loop system, we make the HSS assumption:
(A5.3) For all k ∈ Z+, yk = yhss(kTs, u1,k−1, . . . , uq,k−1).
Assumption (A5.3) combined with (5.5) and (5.13) implies that
yk+1 =
q∑
j=1
φTj,k+1(dj,∗ −Hj,∗H+j,kdj,k). (5.14)
Let α > γH/2 + qγd/ν, and define the estimation errors
d˜i,k , di,k − αdi,∗, H˜i,k , Hi,k − αHi,∗.
Then, subtracting αdi,∗ from both sides of (5.10) and substituting (5.8) and (5.12)–
(5.14) yields
d˜i,k+1 = d˜i,k +
2γd
ν +∑qj=1 ‖H+j,kdj,k‖2
× φi,k+1
[
(1− α)yk+1 +
q∑
j=1
φTj,k+1
(
H˜j,kH
+
j,kdj,k − d˜j,k
)]
. (5.15)
Similarly, subtracting αHi,∗ from both sides of (5.11) and substituting (5.9) and
(5.12)–(5.14) yields
H˜i,k+1 = H˜i,k +
γH
ν +∑qj=1 ‖H+j,kdj,k‖2
×
[
φi,k+1
[
(1− α)yk+1 +
q∑
j=1
φTj,k+1
(
H˜j,kH
+
j,kdj,k − d˜j,k
)]
(H+i,kdi,k)T
+ Λ`φi,k+1
[
(1− α)yk+1 +
q∑
j=1
φTj,k+1
(
H˜j,kH
+
j,kdj,k − d˜j,k
)]
(H+i,kdi,k)TΛTm
]
.
(5.16)
The following theorem is the main analytic result of this chapter and provides the
stability properties of the closed-loop system (5.14)–(5.16). The proof is in Section
5.9.
Theorem 5.2. Consider the closed-loop system (5.14)–(5.16), which consists of
(5.8)–(5.14), where ν > 0, γd > 0, and γH > 0, and where (A5.1)–(A5.3) are satisfied.
Then, for all α > γH/2 + qγd/ν, the following statements hold:
i) (d˜1,k, . . . , d˜q,k, H˜1,k, . . . , H˜q,k) ≡ 0 is a uniformly Lyapunov stable equilibrium of
(5.14)–(5.16).
ii) There exists r > 0 such that for all d˜1,0, . . . , d˜q,0 ∈ Br(0) and all H˜1,0, . . . , H˜q,0 ∈
H ∩ Br(0), di,k, Hi,k, and ui,k are bounded and limk→∞ yk = 0.
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iii) Let d1,0, . . . , dq,0 ∈ R`, and let H1,0, . . . , Hq,0 ∈ H. Assume that there exists
ks ∈ N and ε > 0 such that for all k ≥ ks, λmin(Hi,kHTi,k) > ε. Then, di,k, Hi,k,
and ui,k are bounded, and limk→∞ yk = 0.
Part i) of Theorem 5.2 states that the equilibria of the closed-loop system (5.14)–
(5.16) are uniformly Lyapunov stable, and part ii) guarantees local convergence of the
performance yk to zero. Part iii) provides a sufficient condition for global boundedness
of di,k, Hi,k, and ui,k, as well as global convergence of the performance yk to zero.
Specifically, part iii) invokes the assumption that there exist ks ∈ N and ε > 0 such
that for all k ≥ ks, λmin(Hi,kHTi,k) > ε. This assumption, which implies that Hi,k is
asymptotically full row rank, cannot be verified a priori. However, the assumption
λmin(Hi,kHTi,k) > ε, for some arbitrarily small ε > 0, can be verified at each time
step. If the condition λmin(Hi,kHTi,k) > ε is violated on a time step, then Hi,k can be
perturbed to ensure λmin(Hi,kHTi,k) > ε. However, analyzing the stability of such a
perturbation is an open problem. Nevertheless, simulations and experiments suggest
that for almost all initial conditions di,0 ∈ R2` and Hi,0 ∈ H, Hi,k is asymptotically
full row rank, and thus, satisfies λmin(Hi,kHTi,k) > ε. In this case, part iii) states that
the performance yk globally tends to zero.
Notably, Theorem 5.2 does not impose upper bounds on the gains γd and γH .
Thus, TD-AHC can be implemented with arbitrarily large gains, which can improve
convergence time as demonstrated in the simulations and experiments in the following
two sections.
5.6 Numerical Examples Comparing TD-AHC To FD-HHC
Consider the two-mass structure shown in Fig. 5.2, where ψ1 and ψ2 are control
forces, and d1 and d2 are disturbance forces. The equations of motion are given by
(5.1), where
A =

0 1 0 0
−(k1+k2)
m1
−(c1+c2)
m1
k2
m1
c2
m1
0 0 0 1
k2
m2
c2
m2
−(k2+k3)
m2
−(c2+c3)
m2
, (5.17)
B =

0 0
1
m1
0
0 0
0 1
m2
, D1 = B, (5.18)
x(t) =

ξ1(t)
ξ˙1(t)
ξ2(t)
ξ˙2(t)
, u(t) =
[
ψ1(t)
ψ2(t)
]
, d(t) =
[
d1(t)
d2(t)
]
. (5.19)
Let m1 = 2 kg, m2 = 1 kg, c1 = 60 kg/s, c2 = 50 kg/s, c3 = 40 kg/s, k1 =
300 N/m, k2 = 200 N/m, and k3 = 400 N/m. For all examples, ν = 1. The initial
119
m1
k1
c1
ψ1
d1
m2
k2
c2 c3
k3
ψ2
d2
ξ1 ξ2
Figure 5.2: Two-mass structure used in Examples 5.1–5.5.
conditions are x(0) = 0, di,0 = 0, and
Hi,0 =
[
Re Gi,0 Im Gi,0
−Im Gi,0 Re Gi,0
]
, (5.20)
where Gi,0 ∈ C`×m. The initial condition Gi,0, the update period Ts, and the gains γd
and γH are specified in each example.
In the following examples, we compare FD-HHC to TD-AHC, which is given by
(5.7)–(5.13). FD-HHC requires an estimate of Gyu(ωi), and the estimate must be
sufficiently accurate to ensure closed-loop stability. See Theorem 2.2 for details. In
the SISO case, the closed-loop FD-HHC system is asymptotically stable only if the
estimate of Gyu(ωi) is within 90◦ of Gyu(ωi). In contrast, TD-AHC does not require
a sufficiently accurate estimate of Gyu(ωi). To compare FD-HHC and TD-AHC, we
set the FD-HHC estimate of Gyu(ωi) equal to the TD-AHC initial condition Gi,0,
which, in most applications, is the best a priori estimate of Gyu(ωi).
We implement FD-HHC according to (2.11). FD-HHC is a frequency-domain
method, and all computations use DFT data. The DFT is performed using a 1 kHz
sampling frequency. We select the FD-HHC gain ρ = 4× 105, which was determined
through numerical experimentation to yield the fastest convergence rate.
Example 5.1. Consider the SISO system (5.1) and (5.17)–(5.19), where y = ξ1,
ψ1 = u, ψ2 = 0, d1 = 0, and d2(t) = 10 cosω1t + 10 sinω1t, where ω1 = 9pi rad/s.
Let γd = γH = 0.2. We consider the case where G1,0 satisfies the FD-HHC stability
condition, that is, G1,0 is within 90◦ of Gyu(ω1). Specifically, G1,0 = 5e
5pi
12Gyu(ω1).
FD-HHC is updated with update period 0.25 s, which was determined through
numerical experimentation to yield the fastest convergence time. First, we compare
FD-HHC to TD-AHC with the same update period (i.e., Ts = 0.25). Figure 5.3 shows
y and u for FD-HHC and TD-AHC. The control is turned on after 1 s. Both FD-HHC
and TD-AHC yield asymptotic disturbance rejection. However, the convergence time
is improved slightly with TD-AHC relative to FD-HHC.
FD-HHC cannot be implemented with a larger gain ρ without causing instability.
In contrast, TD-AHC can be implemented with larger gains γd and γH . The left-hand
side of Fig. 5.4 shows y and u with TD-AHC, where Ts = 0.25 s and γd = γH = 2. TD-
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AHC yields asymptotic disturbance rejection, and the convergence time is improved
relative to the best case with FD-HHC, which is shown in Fig. 5.3.
TD-AHC can also be implemented with a smaller update period Ts if the gains
γd and γH are reduced to ensure that the control ui,k does not change too much
from one update to the next, and thus, the HSS approximation is valid. In contrast,
FD-HHC cannot be implemented with a smaller update period than Ts = 0.25 s
without causing instability. The right-hand side of Fig. 5.4 shows y and u with
TD-AHC, where Ts = 0.001 s and γd = γH = 0.004. TD-AHC yields asymptotic
disturbance rejection, and the convergence time is improved relative to the best case
with FD-HHC, which is shown in Fig. 5.3. 4
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Figure 5.3: For a SISO system, where G1,0 is within 90◦ of Gyu(ω1), both FD-HHC and TD-AHC
yield y(t)→ 0 as t→∞. The dashed lines show ±‖u1,∗‖.
Example 5.2. We reconsider Example 1 but with an initial estimate G1,0 that
does not satisfy FD-HHC stability condition, that is, G1,0 is not within 90◦ ofGyu(ω1).
Specifically, G1,0 = 5e
2pi
3 Gyu(ω1). TD-AHC is implemented with Ts = 0.01 s and
γd = γH = 0.04. The control is turned on after 1 s. Figure 5.5 shows y and u for
FD-HHC and TD-AHC. In this case, y with FD-HHC diverges because the estimate
G1,0 is not sufficiently accurate. In contrast, y with TD-AHC converges to zero. 4
Example 5.3. Consider the SISO system (5.1) and (5.17)–(5.19), where y =
ξ1 + v, and v is a zero-mean Gaussian white noise with intensity 10−9 mm2. We let
ψ1 = u, ψ2 = 0, d1 = 0, and d2(t) = −30 cosω1t + 30 sinω1t, where ω1 = 23.3 rad/s
is a natural frequency of the two-mass system. Let G1,0 = 10e
pi
4Gyu(ω1), Ts = 0.1 s,
121
-5
0 
5 
y
(m
m
)
Ts = 0.25 s,γd = γH = 2
0 10 20
t (s)
-15
0  
15 
u
(N
)
Ts = 0.001 s,γd = γH = 0.004
10 20
t (s)
Figure 5.4: TD-AHC can be implemented with larger gains γd and γH , or with a smaller update
period Ts if the gains γd and γH are reduced to ensure that the HSS approximation is valid. The
dashed lines show ±‖u1,∗‖.
and γd = γH = 0.9. Figure 5.6 shows y, u, d1,k, and H1,k with TD-AHC. The control
is turned on after 1 s. TD-AHC yields near-zero steady-state performance. Note
that the noise v does not cause drift in adaptive parameters d1,k and H1,k. In fact,
numerical testing suggests that noise does not cause parameter drift in general.
Theorem 5.2 shows that there exists a continuum of uniformly Lyapunov stable
equilibria, where −H+i,kdi,k = ui,∗. Thus, di,k and Hi,k need not converge to di,∗ and
Hi,∗ in order to achieve asymptotic disturbance rejection. Figure 5.6 shows that in
this example d1,k and H1,k do not converge to d1,∗ and H1,∗. The choice of gains γd
and γH , and initial conditions di,0 and Hi,0 impacts the steady-state values of di,k and
Hi,k, as well as the transient behavior. As discussed in Example 1, increasing the
gains γd and γH tends to improve convergence time. 4
Example 5.4. Consider the SISO system (5.1) and (5.17)–(5.19), where y = ξ1,
ψ1 = u, ψ2 = 0. We consider a case, where the disturbance frequency is time-
varying. Specifically, we let d1 = 0 and d2(t) = 20 cos
∫ t
0 ω1(τ) dτ + 20 sin
∫ t
0 ω1(τ) dτ ,
where for all t ≥ 0, ω1(t) = 2pi(4 − 3 cos 0.2t) rad/s. Let G1,0 = 10epi4Gyu(8pi),
Ts = 0.001 s, and γd = γH = 0.005. Figure 5.7 shows y and u with TD-AHC. The
control is turned on after 1 s. TD-AHC yields asymptotic disturbance rejection. In
fact, numerical testing suggests that TD-AHC is effective for rejection of disturbances
with time-varying frequency if the time variation is known, and the rate of change of
the frequency is sufficiently small. 4
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Figure 5.5: For a SISO system, where G1,0 is not within 90◦ of Gyu(ω1), y with FD-HHC diverges,
whereas TD-AHC yields y(t)→ 0 as t→∞. The dashed lines show ±‖u1,∗‖.
Example 5.5. Consider the MIMO system (5.1) and (5.17)–(5.19), where y =
[ ξ1 ξ2 ]T and [ ψ1 ψ2 ]T = u. The two-tone disturbances are d1(t) = 5 cosω1t + 7 sinω2t
and d2(t) = 6 cosω1t + 9 sinω2t, where ω1 = 8pi rad/s and ω2 = 5pi rad/s. We let
G1,0 = 5e
5pi
3 Gyu(ω1), G2,0 = 5e
3pi
2 Gyu(ω2), Ts = 0.1 s, and γd = γH = 0.9. Figure
5.8 shows y and u with TD-AHC. The control is turned on after 1 s. TD-AHC yields
asymptotic disturbance rejection. 4
5.7 Results From Active Noise Control Experiments
We present results from an active noise control experiment to demonstrate TD-
AHC. Figure 5.9 is a photograph of the experimental setup, and Fig. 10 shows a
schematic of the experimental setup, where n1 and n2 are the horizontal and vertical
axes of a fixed Cartesian frame. Disturbance speakers are located at (−0.15, 0) m and
(0.15, 0) m, and these speakers generate disturbances d1 and d2. Control speakers are
located at (−0.30,−0.27) m and (0.30,−0.27) m, and these speakers generate control
inputs ψ1 and ψ2, which are determined by TD-AHC. Microphones are located at
(−0.03,−0.27) m and (0.20,−0.27) m, and these microphones measure the pressures
ξ1 and ξ2, which are used as the measured performance y.
Measurement signals from the microphones are amplified by a SM Pro Audio
PR8E microphone preamplifier. The four speakers are M-Audio AV42 2-way 4-in
monitor speakers. The two microphones are Audio2000 1064BL vocal microphones.
The controller is implemented on a dSPACE DS1103 controller board. Note that
no system information is required to implement TD-AHC. Thus, we do not use any
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Figure 5.6: For a SISO system subject to measurement noise, TD-AHC yields near-zero steady-state
performance. The noise v does not cause drift in d1,k or H1,k.
knowledge of the characteristics or locations of the experimental components to im-
plement TD-AHC.
For all experiments, the controller is turned on at 5 s, Ts = 0.05 s, ν = 1, di,0 = 0,
and Hi,0 is given by (5.20), where Gi,0 ∈ C`×m is specified in each experiment. The
gains γd and γH are specified in each experiment. Let um > 0 be the maximum
allowable magnitude for each control input. For all control speakers, um = 447 mV.
Let ω1 = 206pi rad/s and ω2 = 362pi rad/s.
Experiment 5.1. Consider the SISO system, where ψ1 = u, ψ2 = 0, y = ξ1,
d1(t) = 0.2 sinω1t, and d2(t) = 0.2 cosω1t. Let γd = 0.01 and γH = 0.5. We examine
two initial conditions G1,0, which have angles that are 180◦ apart. The 180◦ difference
guarantees that one of the initial conditions satisfies the FD-HHC stability condition
(i.e., G1,0 is within 90◦ of Gyu(ω1)), whereas the other initial condition does not
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Figure 5.7: For a SISO system subject to a sinusoidal disturbance with time-varying frequency,
TD-AHC can yield disturbance rejection if the time variation is known, and the rate of change of
the disturbance frequency is sufficiently small.
satisfy the FD-HHC stability condition.
First, we let G1,0 = −0.056 + 0.254. Figure 5.11 shows that TD-AHC yields
asymptotic disturbance rejection. After TD-AHC is turned on, the amplitude of the
performance y decreases monotonically and reaches a near-zero steady-state value.
Next, we let G1,0 = 0.056−0.254. Figure 5.12 shows that TD-AHC yields asymp-
totic disturbance rejection. However, the transient response and the convergence time
are degraded compared to the previous case where G1,0 = −0.056+0.254. In particu-
lar, the amplitude of the performance y initially grows before it decreases to the near-
zero steady-state value. This suggests that the initial condition G1,0 = 0.056− 0.254
for the second case does not satisfy the FD-HHC stability condition, whereas the
initial condition G1,0 = −0.056 + 0.254 for the first case does satisfy the FD-HHC
stability condition. 4
The gains γd and γH used in Experiment 1 can be increased to yield faster conver-
gence rates. However, increasing γd and γH can cause actuator saturation (i.e., the
magnitude of the control input u determined by TD-AHC can become larger than
um). The following experiment demonstrates the effects of increasing γd and γH .
Experiment 5.2. We revisit the two cases in Experiment 5.1 but with larger
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Figure 5.8: For a MIMO system with a two-tone disturbance, TD-AHC yields y(t)→ 0 as t→∞.
gains, specifically, γd = 0.1 and γH = 1.9. Figure 5.13 shows y and u, where G1,0 =
−0.056+0.254. In this case, TD-AHC yields near-zero steady-sate performance, and
the convergence time is improved relative to the case with γd = 0.01 and γH = 0.5,
which is shown in Fig. 5.11.
Figure 5.14 shows y and u, where G1,0 = 0.056−0.254. At approximately t = 7 s,
the magnitude of u1,k determined by TD-AHC exceeds um, which saturates the control
speaker. However, TD-AHC yields near-zero steady-state performance. 4
Experiment 2 demonstrates that increasing gains γd and γH can cause actuator
saturation. In Fig. 5.14, TD-AHC yields near-zero steady-state performance despite
actuator saturation during the transient. However, the following experiment de-
monstrates that actuator saturation can degrade TD-AHC performance even if zero
steady-state performance is achievable (i.e., ‖ui,∗‖ < um).
Experiment 5.3. Consider the SISO system, where ψ1 = u, ψ2 = 0, y = ξ1,
d1(t) = 0.15 sinω1t, and d2(t) = 0.15 cosω1t. Let γd = 0.1, γH = 1.9, and G1,0 =
−0.021+0.092. Figure 5.15 shows y and u with TD-AHC. At approximately t = 6 s,
the magnitude of u exceeds um, which saturates the control speaker. In this case, TD-
AHC does not yield near-zero steady-state performance. Note that perfect asymp-
totic disturbance rejection is possible because ‖u1,∗‖ < um. However, the transient
response causes the actuator to saturate, and in this case, saturation prevents u1,k
from converging to u1,∗. 4
Experiment 3 demonstrates that actuator saturation can prevent perfect asymp-
totic disturbance rejection even if perfect asymptotic disturbance rejection is achie-
vable (i.e., ‖ui,∗‖ < um). To address this shortcoming, we present a modified version
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Figure 5.9: Photograph of the experimental setup.
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Figure 5.10: Schematic of the experimental setup.
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Figure 5.11: TD-AHC yields near-zero steady-state performance. After TD-AHC is turned on, the
amplitude of y decreases monotonically, which suggests that G1,0 satisfies the FD-HHC stability
condition (i.e., G1,0 is within 90◦ of Gyu(ω1)). The dotted lines show ±um.
of TD-AHC. Specifically, we present a modification to the update equations for di,k
and Hi,k.
For j = 1, . . . ,m, let ej ∈ R1×m be the jth row of Im, and define
Ej ,
[
ej 01×m
01×m ej
]
∈ R2×2m. (5.21)
Let ε > 0 be an arbitrarily small tolerance for the minimum eigenvalue of Hi,kHTi,k.
Then, for all k ∈ N, the update equations for Hi,k and di,k are
Hi,k+1 =
Ui,k+1Λi,k+1Vi,k+1, if λmin(H¯i,k+1H¯Ti,k+1) < ε,H¯i,k+1, otherwise, (5.22)
di,k+1 =
αi,k+1d¯i,k+1, if maxj∈{1,...,m} ‖EjH
+
i,k+1d¯i,k+1‖ > um,
d¯i,k+1, otherwise,
(5.23)
where
H¯i,k+1 , Hi,k − γHηkΓi,k, (5.24)
d¯i,k+1 , di,k − γdηkδi,k, (5.25)
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Figure 5.12: TD-AHC yields near-zero steady-state performance for the same SISO system as in
Fig. 5.11 but with an initial condition G1,0 that is 180◦ from the initial condition used to obtain Fig.
5.11. After TD-AHC is turned on, the amplitude of y initially grows, which suggests that G1,0 does
not satisfy the FD-HHC stability condition (i.e., G1,0 is not within 90◦ of Gyu(ω1)). The dotted
lines show ±um.
αi,k+1 ,
um
√
λmin(Hi,k+1HTi,k+1)
‖d¯i,k+1‖
, (5.26)
and Ui,k+1 ∈ R2`×2` and Vi,k+1 ∈ R2m×2m are unitary matrices such that
H¯i,k+1 = Ui,k+1Λ¯i,k+1Vi,k+1, (5.27)
where Λ¯i,k+1 ∈ R2`×2m is given by
Λ¯i,k+1 ,

σ1,k+1 0
. . . 02`×(2m−2`)
0 σ2`,k+1
, (5.28)
and σ1,k+1, . . . , σ2`,k+1 are the singular values of H¯i,k+1, and where
Λi,k+1 ,
[
Σi,k+1 02`×(2m−2`)
]
∈ R2`×2m, (5.29)
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Figure 5.13: With increased gains γd and γH , TD-AHC yields near-zero steady-state performance,
and the convergence rate is faster than that in Fig. 5.11. The dotted lines show ±um.
and
Σi,k+1 ,

max {σ1,k+1,√ε} 0
. . .
0 max {σ2`,k+1,√ε}
. (5.30)
Thus, the modified TD-AHC is given by (5.7)–(5.9), (5.12), (5.13), and (5.21)–(5.30).
Note that, in the SISO case, singular value decomposition required for modified TD-
AHC can be performed analytically. In the MIMO case, we use a coordinate-rotation
digital-computer algorithm to perform the singular value decomposition. See [211]
for more details.
The condition maxj∈{1,...,m} ‖EjH+i,kd¯i,k‖ > um in (5.23) implies that ‖H+i,kd¯i,k‖ >
um. It follows from (5.13), (5.22), (5.23), and (5.26) that for all k ∈ Z+ and all
j ∈ {1, . . . ,m},
‖Ejui,k‖ = ‖EjH+i,kdi,k‖
≤

αi,k‖d¯i,k‖√
λmin(Hi,kHTi,k)
, if max
j∈{1,...,m}
‖EjH+i,kd¯i,k‖ > um,
um, otherwise
= um. (5.31)
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Figure 5.14: With increased gains γd and γH , TD-AHC causes actuator saturation during the
transient. However, in this case, TD-AHC yields near-zero steady-state performance. The dotted
lines show ±um.
Therefore, the magnitude of each channel of the control (i.e., ‖Ejui,k‖) is less than
um, which implies that the modified TD-AHC guarantees that the controls do not
saturate.
Experiment 5.4. We revisit Experiment 5.3 using modified TD-AHC. We let
ε = 0.1. Figure 5.16 shows y and u with modified TD-AHC. In contrast to the results
with TD-AHC (shown in Fig. 5.15), modified TD-AHC yields near-zero steady-state
performance. 4
The following experiment demonstrates the robustness of TD-AHC to changes in
the system dynamics. Specifically, the location of the control speaker changes during
the experiment, and TD-AHC adapts to the changes.
Experiment 5.5. Consider the SISO system, where ψ1 = u, ψ2 = 0, y = ξ1,
d1(t) = 0.01 sinω1t, and d2(t) = 0.01 cosω1t. Let G1,0 = 0.0622 − 0.4478, γd = 0.9,
and γH = 1.9. Figure 5.17 shows y and u with modified TD-AHC. The controller
yields disturbance attenuation. At approximately t = 19 s, the location of control
speaker is changed from (−0.30,−0.27) m to (−0.15,−0.27) m. The controller adapts
to the change and yields disturbance attenuation. At approximately t = 33 s, the
location of control speaker is changed from (−0.15,−0.27) m to (−0.40,−0.40) m.
The controller adapts to the second change and yields disturbance attenuation. 4
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Figure 5.15: TD-AHC causes actuator saturation during the transient. Perfect asymptotic distur-
bance rejection is not achieved even though ‖u1,∗‖ < um. The dotted lines show ±um, and the
dashed lines show ±‖u1,∗‖.
The following experiment demonstrates a case, where the disturbance frequency
is not known accurately.
Experiment 5.6. Consider the SISO system, where ψ1 = u, ψ2 = 0, y = ξ1,
d1(t) = 0.01 sinω1t, and d2(t) = 0.01 cosω1t. Let G1,0 = 0.0622 − 0.4478, γd = 0.9,
and γH = 1.9. We let the frequency of the control differ from the disturbance fre-
quency. Specifically, we use 1.001ω1 as the frequency of the control (5.7). Figure 5.18
shows y and u with modified TD-AHC. The controller yields disturbance attenuation.
At approximately t = 180 s the performance grows; however, the performance dimi-
nishes by approximately t = 190 s. The growing and diminishing of the performance
is due to the difference between the frequencies of disturbance and control, and is re-
peated over time. If the difference between the frequencies of disturbance and control
is not sufficiently small, then TD-AHC does not yield disturbance attenuation. Ho-
wever, [212] shows that adaptive feedforward methods are not generally effective for
sinusoidal disturbance rejection if the difference between frequencies of disturbance
and control is not sufficiently small. 4
In the following experiment, we use modified TD-AHC to reject a two-tone dis-
turbance acting on a MIMO system.
Experiment 5.7. Consider the MIMO system, where y = [ ξ1 ξ2 ]T and [ ψ1 ψ2 ]T =
u. The two-tone disturbances are d1(t) = 0.011 cosω1t + 0.012 sinω2t and d2(t) =
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Figure 5.16: Modified TD-AHC yields near-zero steady-state performance despite actuator satura-
tion. The dotted lines show ±um, and the dashed lines show ±‖u1,∗‖.
0.015 cosω1t+ 0.010 sinω2t. Let γd = 10−4, γH = 0.01, and
G1,0 = G2,0 =
[
0.1475 + 0.0715 0.0357 + 0.0205
−0.0003 + 0.0242 0.0561 + 0.1419
]
.
Figure 5.19 shows that modified TD-AHC yields asymptotic disturbance rejection.
4
5.8 Conclusions
We presented a sampled-data adaptive harmonic controller for rejection of known-
frequency sinusoids that act on a completely unknown MIMO LTI system with at least
as many controls as performance measurements. The main analytic result shows that
the closed-loop system is uniformly Lyapunov stable and that the closed-loop perfor-
mance tends to zero asymptotically. In contrast to FD-HHC, the adaptive controller
in this chapter is a time-domain method and does not require DFT computations.
Numerical simulations suggest that the new sampled-data adaptive harmonic control-
ler can be implemented with larger gains or with faster sample rate than FD-HHC.
These larger gains or faster sample rate tend to reduce convergence time of TD-
AHC relative to that of FD-HHC. We also presented results from active noise control
experiments, which validate the practical effectiveness of TD-AHC.
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Figure 5.17: Modified TD-AHC adapts to changes in control speaker location, and yields disturbance
attenuation.
5.9 Proof of Theorem 5.2
Let α > γH/2 + qγd/ν. For all k ∈ N, define
yˆk+1 , (1− α)yk+1 +
q∑
j=1
φTj,k+1
(
H˜j,kH
+
j,kdj,k − d˜j,k
)
. (5.32)
Substituting (5.12) and (5.32) into (5.15) and (5.16) yields
d˜i,k+1 = d˜i,k + 2γdηkφi,k+1yˆk+1, (5.33)
H˜i,k+1 = H˜i,k + γHηkφi,k+1yˆk+1uTi,k + γHηkΛ`φi,k+1yˆk+1uTi,kΛTm. (5.34)
Define the partial Lyapunov function
Vd(d˜1,k, . . . , d˜q,k) ,
q∑
j=1
‖d˜j,k‖2,
and the difference
∆Vd(k) , Vd(d˜1,k+1, . . . , d˜q,k+1)− Vd(d˜1,k, . . . , d˜q,k).
Since for all k ∈ N, φTi,kφi,k = I`, evaluating ∆Vd along the trajectories of (5.33) yields
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Figure 5.18: For a SISO system, where the disturbance frequency is not known accurately, modified
TD-AHC can yield disturbance attenuation if the frequency of the control is sufficiently close to the
disturbance frequency.
∆Vd(k) = 4qγ2dη2k‖yˆk+1‖2 + 4γdηk
q∑
j=1
d˜Tj,kφj,k+1yˆk+1. (5.35)
Define the partial Lyapunov function
VH(H˜1,k, . . . , H˜q,k) ,
q∑
j=1
‖H˜j,k‖2F,
and the difference
∆VH(k) , VH(H˜1,k+1, . . . , H˜q,k+1)− VH(H˜1,k, . . . , H˜q,k).
Evaluating ∆VH along (5.34) yields
∆VH(k) =
q∑
j=1
tr
[
2γHηkH˜Tj,kφj,k+1yˆk+1uTj,k + 2γHηkH˜Tj,kΛ`φj,k+1yˆk+1uTj,kΛTm
+ γ2Hη2kuTj,kuj,kyˆTk+1φTj,k+1φj,k+1yˆk+1 + γ2Hη2kuTj,kΛTmΛmuj,kyˆTk+1
× φTj,k+1ΛT` Λ`φj,k+1yˆk+1
+ 2γ2Hη2kuj,kyˆTk+1φTj,k+1Λ`φj,k+1yˆk+1uTj,kΛTm
]
. (5.36)
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Figure 5.19: For a MIMO system with a two-tone disturbance, modified TD-AHC yields asymptotic
disturbance rejection.
Note that ΛTmΛm = I2m and ΛT` Λ` = I2`, and for all k ∈ N, φTi,kφi,k = I` and
φTi,k+1Λ`φi,k+1 = 0. Thus, it follows from (5.36) that
∆VH(k) =
q∑
j=1
tr
[
2γHηkH˜Tj,kφj,k+1yˆk+1uTj,k + 2γHηkΛTmH˜Tj,kΛ`φj,k+1yˆk+1uTj,k
]
+ 2γ2Hη2k‖uj,k‖2‖yˆk+1‖2. (5.37)
Since H˜i,0 ∈ H, it follows from (5.34) that for all k ∈ Z+, H˜i,k ∈ H. Thus, ΛTmH˜Ti,kΛ` =
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H˜Ti,k, and (5.37) implies that
∆VH(k) = 4γHηk
q∑
j=1
uTj,kH˜
T
j,kφj,k+1yˆk+1 + 2γ2Hη2k‖uj,k‖2‖yˆk+1‖2. (5.38)
Define the Lyapunov function
V (d˜1,k, . . . , d˜q,k, H˜1,k, . . . , H˜q,k) ,
Vd(d˜1,k, . . . , d˜q,k)
γd
+ VH(H˜1,k, . . . , H˜q,k)
γH
, (5.39)
and define the Lyapunov difference
∆V (k) , V (d˜1,k+1, . . . , d˜q,k+1, H˜1,k+1, . . . , H˜q,k+1)− V (d˜1,k, . . . , d˜q,k, H˜1,k, . . . , H˜q,k)
= 1
γd
∆Vd(k) +
1
γH
∆VH(k). (5.40)
Substituting (5.35) and (5.38) into (5.40) yields
∆V (k) = 4η2k
[(
qγd +
γH
2
q∑
j=1
‖uj,k‖2
)
‖yˆk+1‖2 + 1
ηk
q∑
j=1
(
H˜j,kuj,k + d˜j,k
)T
φj,k+1yˆk+1
]
.
(5.41)
Then, substituting (5.32) into (5.41) yields
∆V (k) = −4ηk
[
1− qγdηk − γH2 ηk
q∑
j=1
‖uj,k‖2
]
‖yˆk+1‖2 − 4ηk(α− 1)yTk+1yˆk+1. (5.42)
To show iii), assume that there exists ks ∈ N and ε > 0 such that for all k ≥ ks,
λmin(Hi,kHTi,k) > ε. Thus, for all k ≥ ks, Hi,kH+i,k = I2`, and it follows from (5.13),
(5.14), and (5.32) that for all k ≥ ks,
yˆk+1 = yk+1 +
q∑
j=1
[
φTj,k+1
(
Hj,kH
+
j,kdj,k − dj,k
)]
= yk+1. (5.43)
Substituting (5.12) and (5.43) into (5.42) implies that for all k ≥ ks,
∆V (k) = −4ηk
[
1− qγdηk − γH2 ηk
q∑
j=1
‖uj,k‖2 + α− 1
]
‖yk+1‖2
≤ −4ηk
(
α− qγd
ν
− γH2
)
‖yk+1‖2
= −4ηkc1‖yk+1‖2, (5.44)
where c1 , α − qγd/ν − γH/2 is positive because α > γH/2 + qγd/ν. Thus, (5.44)
implies that for all k ≥ ks, ∆V (k) is nonpositive. Therefore, it follows that V (d˜1,k, . . . ,
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d˜q,k, H˜1,k, . . . , H˜q,k) is bounded. Since, in addition, V is radially unbounded, it follows
that d˜i,k and H˜i,k are bounded. Thus, di,k and Hi,k are bounded. Since Hi,k is bounded
and for all k ≥ ks, λmin(Hi,kHTi,k) > ε, it follows that for all k ≥ ks, (Hi,kHTi,k)−1 exists
and is bounded. Thus, for all k ≥ ks, ui,k = −HTi,k(Hi,kHTi,k)−1di,k. Since Hi,k,
(Hi,kHTi,k)−1, and di,k are bounded, it follows that ui,k is bounded. Thus, (5.12) and
(5.44) imply that for all k ≥ ks,
∆V (k) ≤ −c2‖yk+1‖2, (5.45)
where
c2 ,
4c1
ν + supk∈N
∑q
j=1 ‖uj,k‖2
> 0.
Moreover, since V (d˜1,k, . . . , d˜q,k, H˜1,k, . . . , H˜q,k) is positive definite, and ∆V (k) is non-
positive, it follows from (5.40) and (5.45) that
0 ≤ lim
k→∞
k∑
j=ks
c2‖yj+1‖2
≤ − lim
k→∞
k∑
j=ks
∆V (j)
≤ V (d˜1,ks , . . . , d˜q,ks , H˜1,ks , . . . , H˜q,ks)− lim
k→∞
V (d˜1,k+1, . . . , d˜q,k+1, H˜1,k+1, . . . , H˜q,k+1)
≤ V (d˜1,ks , . . . , d˜q,ks , H˜1,ks , . . . , H˜q,ks),
where the upper and lower bounds imply that all the limits exist. Thus, limk→∞ yk =
0, which confirms iii).
To show i) and ii), note that it follows from (A5.1) that rank Hi,∗ = 2`. Thus,
there exist r1 > 0 and ε1 > 0 such that for all Hi ∈ Br1(αHi,∗), λmin(HiHTi ) > ε1.
Let r ∈ (0,
√
r21γd/(q(γd + γH))), and let d˜1,0, . . . , d˜q,0 ∈ Br(0) and H˜1,0, . . . , H˜q,0 ∈
H ∩ Br(0). Assume for contradiction that there exists k1 ∈ Z+ and i1 ∈ Q such that
H˜i1,k1 /∈ Br1(0) and for all k ∈ K , {0, 1, . . . , k1 − 1}, H˜i,k ∈ Br1(0). Since for all
k ∈ K, H˜i,k ∈ Br1(0), it follows that for all k ∈ K, λmin(Hi,kHTi,k) > ε1. Thus, using
the same process as (5.43)–(5.45) with ε replaced by ε1 yields that for all k ∈ K,
∆V (k) ≤ 0. Therefore, it follows from (5.40) that
0 ≤ −
k1−1∑
i=0
∆V (i)
= V (d˜1,0, . . . , d˜q,0, H˜1,0, . . . , H˜q,0)− V (d˜1,k1 , . . . , d˜q,k1 , H˜1,k1 , . . . , H˜q,k1)
= 1
γd
q∑
i=1
(
‖d˜i,0‖2 − ‖d˜i,k1‖2
)
+ 1
γH
 q∑
i=1
‖H˜i,0‖2F − ‖H˜i1,k1‖2F −
∑
i∈Q\{i1}
‖H˜i,k1‖2F

≤ 1
γd
q∑
i=1
‖d˜i,0‖2 + 1
γH
( q∑
i=1
‖H˜i,0‖2F − ‖H˜i1,k1‖2F
)
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≤ qr
2
γd
+ qr
2 − r21
γH
<
q
γd
[
r21γd
q(γd + γH)
]
+ 1
γH
(
qr21γd
q(γd + γH)
− r21
)
= 0,
which is a contradiction. Thus, for all k ∈ N, H˜i,k ∈ Br1(0), which implies that
Hi,k ∈ Br1(αHi,∗). Therefore, for all k ∈ N, λmin(Hi,kHTi,k) > ε1, and it follows from
iii) that di,k, Hi,k, and ui,k are bounded, and limk→∞ yk = 0, which confirms ii).
Since for all k ∈ N, λmin(Hi,kHTi,k) > ε1, using the same process as (5.43)–(5.45),
with ε replaced by ε1, it follows that for all k ∈ N, ∆V (k) ≤ 0. Thus, the equilibrium
(d˜1,k, . . . , d˜q,k, H˜1,k, . . . , H˜q,k) ≡ 0 is uniformly Lyapunov stable [208, Thm. 13.11],
which confirms i).
139
Chapter 6
Frequency-Domain Adaptive Harmonic Control for
Decentralized Control Systems
In this chapter, we present a decentralized frequency-domain adaptive harmo-
nic control (FD-AHC), which is effective for rejection of sinusoidal disturbances of
known frequencies that act on a completely unknown asymptotically-stable linear
time-invariant system. In fact, this chapter extends the FD-AHC algorithm presen-
ted in Chapter 4 to address decentralized control systems. The decentralized control
architecture consists of multi-input multi-output subsystems, where each local con-
troller does not have access to any information regarding the system or the nonlocal
measurements. We analyze stability and performance properties of the closed-loop for
multi-input multi-output subsystems. We show that the decentralized control rejects
sinusoidal disturbances asymptotically. In addition, we present a result regarding
the transient properties of the decentralized controller, which provides an estimate
for the convergence rate of the closed-loop system. We show that the convergence
rate can be significantly improved by choice of certain control parameters. We also
demonstrate the effectiveness of the controller through numerical simulations. The
result of this chapter appears in [196,197].
6.1 Introduction
Rejection of sinusoidal disturbances is a challenging control objective in many
applications such as active noise cancellation [42], active balancing of rotating machi-
nery [21], active suspension control [213], and vibration suppression of rotorcraft and
spacecraft [5, 61]. The disturbance rejection problem is even more challenging if the
system or the disturbances are uncertain. In addition, large-scale dynamical systems
necessitate decentralized control architecture, that is, the control system must be
designed with the constraint that none of local controllers has information regarding
the nonlocal performance measurements [159].
For large-scale uncertain systems, decentralized adaptive control techniques that
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require limited model information are proposed in [160–168]. Particularly, the techni-
que in [162] concerns systems with strong nonlinear interconnections, and the method
in [163] is applicable to large-scale dynamical systems with unknown interconnections.
The methods presented in [161, 162] develop decentralized adaptive controllers that
require local full-state feedback for closed-loop stabilization. These local full-state
feedback adaptive methods have been extended in [169–171]. Existing decentralized
control techniques for disturbance rejection are given in [144,151,170,172]. However,
these methods require some model information regarding the system to be controlled
and may not yield perfect tonal disturbance rejection.
For an asymptotically stable linear time-invariant (LTI) system, a centralized
control approach for sinusoidal disturbance rejection takes advantage of the system’s
harmonic steady-state (HSS) response, that is, the remaining sinusoidal response after
the transient response of the system vanishes. This technique was separately studied
in [10, 20, 32, 156], and is known as ‘convergent control’ (for active rotor balancing)
and ‘higher-harmonic control’ (for helicopter vibration suppression). In this chapter,
we adopt the name frequency-domain higher-harmonic control (FD-HHC).
To further explain FD-HHC, consider an LTI system subject to a sinusoidal dis-
turbance with known frequency ω. The control input generated by FD-HHC is a
sinusoid with frequency ω, where the amplitude and phase are updated at discrete
times. FD-HHC is a frequency-domain approach, meaning that all control compu-
tations are performed using discrete Fourier transform (DFT) of the performance
measurements. The drawback of FD-HHC is that it requires an estimate of the
control-to-performance transfer function evaluated at the disturbance frequency ω.
In the SISO case, this estimate, which is a complex number, must have an angle
within 90◦ of the actual value for closed-loop stability. In the MIMO case, closed-
loop stability is ensured provided that the estimate is sufficiently accurate. If there
are multiple disturbance frequencies, then estimates are required at each frequency.
For certain applications, this transfer function can be difficult to estimate or subject
to change.
To address uncertainty, adaptive HHC techniques have been developed [81, 157,
158]. However, the methods in [81, 157] require an external excitation signal to gua-
rantee stability, and the analysis presented in [158] is limited to an averaged system.
The adaptive disturbance rejection algorithms that we present in Chapters 2–5 are for
unknown systems, however, these methods are centralized control schemes. In [172],
a decentralized HHC technique is proposed. If the value at frequency ω of the control-
to-performance transfer function is a diagonally-dominant matrix, then [172] provides
some sufficient-but-not-necessary conditions for tonal disturbance rejection. There-
fore, the decentralized control technique requires some model information, and is not
applicable to unknown systems.
In this chapter, we present decentralized frequency-domain adaptive harmonic
control (FD-AHC). Decentralized FD-AHC consists of decentralized multi-input multi-
output controllers with at least as many local controls as local performance measure-
ments. Decentralized FD-AHC is effective for rejection of known-frequency sinusoidal
disturbances that act on a completely unknown asymptotically stable system. Similar
to FD-HHC, decentralized FD-AHC is a frequency-domain method and uses DFT of
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the local performance measurements for calculations of the local controls. We ana-
lyze stability and performance properties of decentralized FD-AHC. The main result
on decentralized FD-AHC shows that the controller asymptotically rejects the dis-
turbance. In addition, we present a result that concerns the transient properties of
decentralized FD-AHC. That result provides an estimate for the convergence rate of
the closed-loop system. We show that convergence rate can be significantly improved
by choice of significantly large adaptive gains.
6.2 Notation
Let F be either R or C. Let x(i) denote the ith element of x ∈ Fn, and let A(i,j)
denote the element in row i and column j of A ∈ Fm×n. Let ‖ · ‖ be the 2-norm
on Fn. The Moore-Penrose generalized inverse [201, Chap. 6.1] of A ∈ R`×m is
denoted by A+ ∈ Rm×`. Note that if A ∈ R`×m is right invertible (i.e., rank A = `),
then A+ = AT(AAT)−1. Next, let A∗ denote the complex conjugate transpose of
A ∈ Fm×n, and define ‖A‖F ,
√
tr A∗A, which is the Frobenius norm of A ∈ Fm×n.
Let R[s] denote the set of polynomials with real coefficients.
We write A > 0 if and only if A ∈ Fn×n is Hermitian positive-definite. Let
λmin(A) denote the minimum eigenvalue of the Hermitian positive-semidefinite matrix
A ∈ Fn×n.
Define N , {0, 1, 2, · · · } and Z+ , N\{0}. Define the open ball of radius r > 0
centered at C ∈ Cm×n by Br(C) , {X ∈ Cm×n : ‖X − C‖F < r}.
6.3 Problem Formulation
Consider the LTI system
x˙(t) = Ax(t) +D1d(t) +
r∑
i=1
Biui(t), (6.1)
yi(t) = Cix(t) +D2d(t) +
r∑
j=1
Di,juj(t), (6.2)
where t ≥ 0, x(t) ∈ Rn is the state, x(0) = x0 ∈ Rn is the initial condition, d(t) ∈
Rp is the unmeasured disturbance, A ∈ Rn×n is asymptotically stable, and for all
i ∈ R , {1, 2, . . . , r}, ui(t) ∈ Rmi is the control and yi(t) ∈ R`i is the measured
performance. Let ω1, ω2, . . . , ωq > 0, and consider the sinusoidal disturbance
d(t) =
q∑
j=1
dc,j cosωjt+ ds,j sinωjt, (6.3)
where for all j ∈ Q , {1, 2, . . . , q}, dc,j, ds,j ∈ Rp.
We consider the decentralized disturbance rejection problem, where for each i ∈ R,
the control ui can depend on the local measurement yi, but cannot depend on nonlocal
measurements {yj : j ∈ R\{i}}. Our objective is to design a decentralized control
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architecture such that the control ui eliminates the effect of the disturbance d on
the performance yi. We seek to design a control that requires no model information
regarding (6.1) and (6.2). Unless otherwise stated, all statements in this chapter that
involve the subscript i are for all i ∈ R.
Define m , ∑rj=1mj, and let Gyiu : C→ C`i×m and Gyid : C→ C`i×p be given by
Gyiu(s) , Ci(sI − A)−1B +Di,
Gyid(s) , Ci(sI − A)−1D1 +D2,
where
B ,
[
B1 · · · Br
]
,
Di ,
[
Di,1 · · · Di,r
]
.
For simplicity of presentation, we focus on the case where d is the single-tone distur-
bance
d(t) = dc cosωt+ ds sinωt. (6.4)
However, by using separate copies of decentralized FD-AHC at each frequency, the
adaptive controller presented in this chapter generalizes to the case, where d consists
of multiple tones. See Section 4.6 for details. We consider multi-tone disturbances
for the numerical examples presented in Section 6.6.
Define
Mi,∗ , Gyiu(ω) ∈ C`i×m,
and
M∗ ,
[
MT1,∗ · · · MTr,∗
]T ∈ C`×m,
where ` , ∑ri=1 `i. We make the following assumptions:
(A6.1) rank M∗ = `.
(A6.2) mi ≥ `i.
(A6.3) ω1, . . . , ωq are known.
Assumption (A6.1) ensures that there exists controls u1, . . . , ur such that y1, . . . , yr
tend to zero asymptotically. Assumption (A6.2) implies that the number of local
actuators is at least as large as the number of local performance measurements (i.e.,
mi ≥ `i). Assumption (A6.3) implies that for all j ∈ Q, the disturbance frequencies
ωj are known; however, the disturbance amplitudes dc,j and ds,j, and the system
model (6.1) and (6.2) are completely unknown. Note that assumption (A6.1) implies
(A6.2) for the case where r = 1 (i.e., centralized control).
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For the moment, assume that, Gyiu, Gyid, dc, and ds are known, and consider the
harmonic control
ui(t) = ui,c cosωt+ ui,s sinωt, (6.5)
where ui,c, ui,s ∈ Rmi determine the amplitude and phase of each local control ui.
Define u¯i , ui,c − ui,s, which is the DFT at frequency ω obtained from a sampling
of ui. In addition, define
u¯ ,
[
u¯T1 · · · u¯Tr
]T ∈ Cm.
Then, the harmonic steady-state (HSS) performance of (6.1) and (6.2) with distur-
bance (6.4) and control (6.5) is
yi,hss(t, u¯) , Re
[(
Gyiu(ω)u¯+Gyid(ω)(dc − ds)
)
eωt
]
= Re (Mi,∗u¯+ di,∗) cosωt− Im (Mi,∗u¯+ di,∗) sinωt, (6.6)
where
di,∗ , Gyid(ω)(dc − ds) ∈ C`i .
The HSS performance yi,hss is the steady-state response of (6.1) and (6.2) with dis-
turbance (6.4) and control (6.5), that is, limt→∞[yi,hss(t, u¯)− yi(t)] = 0 [201, Chap.
12.12]. Define
yˆi,hss(u¯) ,Mi,∗u¯+ di,∗, (6.7)
which is the DFT at frequency ω obtained from a sampling of yi,hss. Moreover, define
yˆhss(u¯) ,
[
yˆT1,hss(u¯) · · · yˆTr,hss(u¯)
]T ∈ C`,
and it follows from (6.7) that
yˆhss(u¯) = M∗u¯+ d∗,
where
d∗ ,
[
dT1,∗ · · · dTr,∗
]T ∈ C`.
Define
yhss(t, u¯) ,
[
yT1,hss(t, u¯) · · · yTr,hss(t, u¯)
]T ∈ R`,
and consider the cost function
J(u¯) , lim
t→∞
1
t
∫ t
0
‖yhss(τ, u¯)‖2 dτ, (6.8)
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which is the average power of yhss. Using (6.6) and (6.7), it follows from (6.8) that
J(u¯) = lim
t→∞
1
t
∫ t
0
‖Re yˆhss(u¯) cosωτ −Im yˆhss(u¯) sinωτ‖2 dτ
=
[
Re yˆhss(u¯)
Im yˆhss(u¯)
]T(
lim
t→∞
1
t
∫ t
0
Ω(τ) dτ
)[ Re yˆhss(u¯)
Im yˆhss(u¯)
]
= 12 yˆ
∗
hss(u¯)yˆhss(u¯),
where
Ω(τ) ,
[
cos2 ωτ −(cosωτ)(sinωτ)
−(cosωτ)(sinωτ) sin2 ωτ
]
.
The following result provides an expression for a control u¯ = u∗ that minimizes J .
See Theorem 2.1 for details.
Theorem 6.1. Consider the cost function (6.8), and assume that (A6.1) holds.
Define u∗ , −M∗∗ (M∗M∗∗ )−1d∗. Then, yˆhss(u∗) = 0, and J(u∗) = 0.
Theorem 6.1 provides an expression for a control u∗ that minimizes J , but u∗
requires knowledge of M∗ and d∗.
In this chapter, we consider decentralized sinusoidal controls with frequency ω
but where the amplitudes and phases are updated in discrete time. Let Ts > 0 be the
update period, and for each k ∈ N, let ui,k ∈ Cm contain information regarding the
local control amplitude and phase, which is determined from control update equations
presented later. Then, for each k ∈ N and for all t ∈ [kTs, (k+1)Ts), the local control
is
ui(t) = Re ui,k cosωt− Im ui,k sinωt. (6.9)
For each k ∈ Z+, let yi,k ∈ C` denote the DFT at frequency ω of the sequence
obtained by sampling yi on the interval [(k − 1)Ts, kTs). If Ts is sufficiently large
relative to the settling time of Gyiu, then for all k ∈ N, yi,k+1 ≈ yˆi,hss(Uk) and
Yk+1 ≈ yˆhss(Uk), where
Uk ,
[
uT1,k · · · uTr,k
]T ∈ Cm,
Yk ,
[
yT1,k · · · yTr,k
]T ∈ C`.
6.4 Decentralized Frequency-Domain Adaptive Harmonic Control
We present decentralized FD-AHC, where each local control ui does not require
any information regarding d∗, M∗, or the nonlocal measurements {yj : j ∈ R\{i}}.
For all k ∈ N, ui,k is given by
ui,k , −M+i,kdi,k, (6.10)
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where di,k ∈ C`i and Mi,k ∈ C`i×mi are adaptive parameters that are determined from
update equations presented below.
Consider the cost function Ji,k : C`i × C`i×mi → [0,∞) defined by
Ji,k(d¯i, M¯i) ,
1
2
∥∥∥M¯iui,k + d¯i − yi,k+1∥∥∥2.
Note that Ji,k can be interpreted as a measure of how well M¯ui,k+ d¯ approximates the
local performance yi,k+1, which itself is approximately equal to the HSS performance
yˆi,hss(Uk) = Mi,∗Uk + di,∗.
To determine the update equations, we define the gradients of Ji,k with respect to
d¯i and M¯i evaluated at d¯i = di,k and M¯i = Mi,k, which are given by
δi,k ,
 ∂Ji,k
∂d¯i
∣∣∣∣∣(d¯i,M¯i)=(di,k,Mi,k)
T
= Mi,kui,k + di,k − yi,k+1, (6.11)
Γi,k ,
 ∂Ji,k
∂M¯i
∣∣∣∣∣(d¯i,M¯i)=(di,k,Mi,k)
T
= (Mi,kui,k + di,k − yi,k+1)u∗i,k. (6.12)
Let di,max ∈ (0,∞] be a known but arbitrarily large upper bound on ‖di,∗‖. Let
µi > 0, γi > 0, and βi ≥ 0. Then, for all k ∈ N, the update equations are
di,k+1 =

di,max
‖θi,k+1‖θi,k+1, if ‖θi,k+1‖ > di,max,
θi,k+1, otherwise,
(6.13)
Mi,k+1 = Mi,k − γiηi,kΓi,k, (6.14)
where
θi,k+1 , di,k − µiηi,kδi,k, (6.15)
ηi,k ,
1
1 + βi‖ui,k‖2 . (6.16)
The initial conditions for (6.14) and (6.15) are di,0 ∈ C`i and Mi,0 ∈ C`i×mi .
Thus, the adaptive controller is given by (6.9)–(6.16). The control architecture is
shown in Fig. 6.1. Note that if di,max < ∞, then (6.13) is an orthogonal projection
of the adaptive parameter di,k, which ensures that for all k ∈ Z+, ‖di,k‖ ≤ di,max.
If di,max = ∞, then there is no projection and di,k = θi,k. In addition, note that if
βi > 0, then ηi,k provides dynamic normalization for the update equations (6.14) and
(6.15). If, on the other hand, βi = 0, then for all k ∈ N, ηi,k ≡ 1, and thus, the
dynamic normalization is turned off.
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y1
yr
DFT
DFT
d
Unknown System
x˙(t) = Ax(t) +D1d(t) +
∑r
i=1Biui(t)
yi(t) = Cix(t) +D2d(t) +
∑r
j=1Di,juj(t)
ur
yr,k+1
y1,k+1
Sample
Sampleu1
Projection Eq. (6.13)
Mr,k
dr,k
θr,k θr,k+1 = dr,k − µrηr,k(Mr,kur,k + dr,k − yr,k+1)
Mr,k+1 =Mr,k − γrηr,k(Mr,kur,k + dr,k − yr,k+1)u∗r,kur,k = −M+r,kdr,k
ur(t) = Re ur,k cosωt
−Im ur,k sinωt
Local Control r
ur,k
Projection Eq. (6.13)
M1,k
d1,k
θ1,k θ1,k+1 = d1,k − µ1η1,k(M1,ku1,k + d1,k − y1,k+1)
M1,k+1 =M1,k − γ1η1,k(M1,ku1,k + d1,k − y1,k+1)u∗1,ku1,k = −M+1,kd1,k
Local Control 1
u1,ku1(t) = Re u1,k cosωt
−Im u1,k sinωt
Figure 6.1: Schematic of decentralized FD-AHC with r subsystems, where each local controller has
access only to local measurements.
6.5 Stability and Performance Analysis
If Ts is sufficiently large relative to the settling time of Gyiu, then the HSS approx-
imation yi,k+1 ≈ yˆi,hss(Uk) is valid. To analyze the stability of the closed-loop system,
we make the HSS assumption that for all k ∈ N, yi,k+1 = yˆi,hss(Uk), which combined
with (6.7) implies that
yi,k+1 = Mi,∗Uk + di,∗. (6.17)
Define
S ,
{
(P1, . . . , Pr, Q1, . . . , Qr) :Pi ∈ C`i×`, Qi ∈ C`i×mi ,
P ,
[
PT1 · · · PTr
]T
> 0, ‖Pid∗‖ ≤ ‖di,∗‖, and PM∗ = diag(Q1, . . . , Qr)
}
.
The following lemma concerns the existence of S.
Lemma 6.1. Assume (A6.1) holds. Then, S is nonempty.
The following theorem provides the stability properties of the decentralized closed-
loop system (6.10)–(6.17). The proof is in Section 6.8.
Theorem 6.2. Consider the closed-loop system (6.10)–(6.17), where di,max ∈[
‖di,∗‖,∞), βi = 0, and where (A6.1)–(A6.3) are satisfied. Then, there exist µ > 0,
and γ > 0 such that for all µi ∈ (0, µ), and all γi ∈ (0, γ), the following statements
hold:
i) For all (P1, . . . , Pr, Q1, . . . , Qr) ∈ S, (d1,k, . . . , dr,k,M1,k, . . . ,Mr,k) ≡ (P1d∗, . . . ,
Prd∗, Q1, . . . , Qr) is a Lyapunov stable equilibrium of (6.10)–(6.17).
ii) For all (P1, . . . , Pr, Q1, . . . , Qr) ∈ S, there exists ρ > 0 such that for all di,0 ∈
Bρ(Pid∗), and all Mi,0 ∈ Bρ(Qi), Mi,k and ui,k are bounded, and limk→∞ yi,k = 0.
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iii) Assume that there exists ks ∈ N, and ε > 0 such that for all k ≥ ks, λmin(Mi,k
M∗i,k) > ε. Then, for all di,0 ∈ C`i , and all Mi,0 ∈ C`i×mi , Mi,k and ui,k are
bounded, and limk→∞ yi,k = 0.
Part i) of Theorem 6.2 provides Lyapunov stability of the equilibria of the closed-
loop system (6.10)–(6.17). Part ii) guarantees local boundedness of Mi,k and ui,k,
and local convergence of the performance yi,k to zero. Part iii) provides a sufficient
condition for global boundedness of Mi,k and ui,k, and global convergence of the
performance yi,k to zero. Part iii) invokes the assumption that there exist ks ∈ N and
ε > 0 such that for all k ≥ ks, λmin(Mi,kM∗i,k) > ε. This assumption, which implies
that Mi,k is asymptotically full row rank, cannot be verified a priori. However, the
assumption λmin(Mi,kM∗i,k) > ε, for some arbitrarily small ε > 0, can be verified at
each time step. If the condition λmin(Mi,kM∗i,k) > ε is violated on a time step, then
Mi,k can be perturbed to ensure λmin(Mi,kM∗i,k) > ε. However, analyzing the stability
of such a perturbation is an open problem. Nevertheless, simulations suggest that
for almost all initial conditions di,0 ∈ C` and Mi,0 ∈ C`×m, Mi,k is asymptotically full
row rank, and thus, satisfies λmin(Mi,kM∗i,k) > ε. In this case, part iii) states that the
performance yi,k globally tends to zero.
Theorem 6.2 relies on the assumption that there exists a known di,max > 0 such
that di,max ≥ ‖di,∗‖. In practice, di,max can be selected arbitrarily large in order to
satisfy di,max ≥ ‖di,∗‖.
The following result regards the transient properties of the closed-loop system
(6.10)–(6.17). The proof follows from direct calculations.
Theorem 6.3. Consider the closed-loop system (6.10)–(6.17), where di,max =∞,
µi = γi = γ, and βi > 0, and where (A6.1)–(A6.3) are satisfied. For all di,0 ∈ C`i ,
Mi,0 ∈ C`i×mi , and all k ∈ {` + 1, ` + 2, . . . , }, there exist pk ∈ R[γ] and qk ∈ R[γ]
such that deg qk ≤ `k + k − `, deg pk ≤ `k, and
‖Yk+1‖ = pk(γ)
qk(γ)
.
Numerical calculations suggest that the upperbound on the degree of the po-
lynomials pk and qk, given in the Theorem 6.3, are equal to the degrees of those
polynomials (i.e., deg qk = `k + k − `, deg pk = `k). In this case, for all k > `, there
exists c > 0 such that
‖Yk+1‖ = cγ−k+`. (6.18)
It follows from (6.18) that if we select γ > 0 significantly large, then the rate of
convergence of the performance Yk can be improved significantly. Specifically, it
follows from (6.18) that for each k > ` and all ε > 0, there exist γ > 0 such that
‖Yk+1‖ < ε.
The following theorem provides the stability properties of the closed-loop system
(6.10)–(6.17) with centralized control (i.e., r = 1). The proof is similar to proof of
Theorem 4.2.
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Theorem 6.4. Consider the closed-loop system (6.10)–(6.17), where r = 1, β1 >
0, d1,max = ∞, and where (A6.1)–(A6.3) are satisfied. Then, for all µ1 > 0, and
γ1 > 0, the statements i)–iii) of Theorem 6.2 hold.
Theorem 6.4 implies that achieving asymptotic disturbance rejection with a cen-
tralized control architecture requires only dynamic normalization (i.e., β1 > 0), and
does not require projection of the adaptive parameter d1,k (i.e., d1,max = ∞). Mo-
reover, note that Theorem 6.4 does not impose any upper bound on the gains µ1,
and γ1. Using arbitrarily large gains µ1 and γ1 can significantly increase the rate of
convergence of y1,k to zero.
6.6 Numerical Examples
Consider the 10-mass structure shown in Fig. 6.2, which consists of 10 masses, 11
springs, and 11 dampers. The control forces ψ1, . . . , ψ10, and the disturbance forces
d1, . . . , d10, are applied to masses m¯1 . . . , m¯10, respectively. The equations of motion
are given by (6.1), where
x(t) =
[
ξ1(t) ξ˙1(t) · · · ξ10(t) ξ˙10(t)
]T
,
and
d(t) =
[
d1(t) · · · d10(t)
]T
.
For all i ∈ {1, . . . , 10}, the non-zero elements of A ∈ R20×20 are given by
A(2i,2i−3) =
ki
m¯i
, A(2i,2i−2) =
ci
m¯i
,
A(2i,2i−1) =
−(ki + ki+1)
m¯i
, A(2i,2i) =
−(ci + ci+1)
m¯i
,
A(2i,2i+1) =
ki+1
m¯i
, A(2i,2i+2) =
ci+1
m¯i
, A(2i−1,2i) = 1.
m¯1
k1
c1
ψ1
d1
m¯10
k2
c2 c11
k11
ψ10
d10
ξ1 ξ10
Figure 6.2: The 10-mass structure used in Examples 6.1 and 6.2.
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For all i ∈ {1, . . . , 10}, we let m¯i = 2 kg, ci = 5i+ 50 kg/s, and ki = 30i+ 250 N/m.
For all i ∈ {1, . . . , 10},
di = 0.4(2i+ 3) cosω1t+ 0.4(2i+ 1) sinω2t,
is a multi-tone disturbance, where ω1 = 200pi rad/s, and ω2 = 250pi rad/s. The initial
conditions are x(0) = 0 and di,0 = 0. The initial condition Mi,0, and parameters r,
µi,γi, βi, and di,max are specified in each example. The DFT is performed using a
10 kHz sampling frequency, and the update period is Ts = 0.04 s.
Example 6.1. Consider the system (6.1) and (6.2), where A is given by (6.6). Let
r = 10, which implies mi = `i = 1. We let ui = ψi, and yi = ξi+vi, where vi is a zero-
mean 0.001 mm-variance Gaussian white noise. Moreover, we let µi = γi = 1.5× 105,
βi = 0, di,max = 1010, and Mi,0 = 102. The control is turned on after 1 s. Figure 6.3
shows yi and ui, where decentralized FD-AHC asymptotically rejects the disturbance.
In this case, as shown in Fig. 6.3, the performance yi is negligible for t > 3 s.
Therefore, since Ts = 0.04 s, and control is turned on at 1 s, Fig. 6.3 implies that
for all k > (3 − 1)/0.04 = 50, yi,k is negligible. On the other hand, since ` = 10
and γ = 1.5× 105, (6.18) suggests that for all k ≥ 12, ‖Yk+1‖ is negligible. However,
this results does not consider measurement noise, and assumes βi > 0. Nevertheless,
numerical simulations suggest that if γi and µi are selected significantly larger than
other parameters of the system and the controller, then (6.18) provides a near-exact
estimate for the time and rate of convergence of yi,k to 0. 4
Example 6.2. We revisit Example 6.1, where the control is centralized. In this
case, r = 1, which implies m1 = m = `1 = ` = 10. We let u1 = [ ψ1 ··· ψ10 ]T, and
y1 = [ ξ1+v1 ··· ξ10+v10 ]T, where vi is a zero-mean 0.001 mm-variance Gaussian white
noise. We let µ1 = γ1 = 1.5×105, β1 = 1, d1,max =∞, and M1,0 = 102I10. The control
is turned on after 1 s. Figure 6.3 shows y1 ∈ R10 and u1 ∈ R10, where decentralized
FD-AHC asymptotically rejects the disturbance.
In this case, the performance y1(i) is negligible for t > 3 s, similar to the per-
formance yi in Fig. 6.3. Comparing stability properties and convergence time, the
centralized control architecture in this case, has no advantages over the decentralized
control architecture in Example 6.1. 4
6.7 Conclusions
We presented a MIMO decentralized frequency-domain adaptive harmonic con-
troller, which is capable of rejecting known-frequency sinusoidal disturbances that act
on a completely unknown asymptotically-stable LTI system. Decentralized FD-AHC
consists of multi-input multi-output controllers, where each local controller does not
have access to any information regarding the dynamic system, disturbance amplitu-
des and phases, or nonlocal performance measurements. We analyzed the stability
and performance properties of the closed-loop for MIMO systems with as many local
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Figure 6.3: For a completely unknown system with several control inputs and several performance
measurements subject to measurement noise, where only a decentralized control architecture is
feasible, decentralized FD-AHC with r = 10 rejects the sinusoidal disturbances asymptotically. The
convergence time is approximately as small as the convergence time implied by (6.18).
actuators as performance measurements. We showed that the decentralized control
architecture rejects the sinusoidal disturbances asymptotically. We also presented a
result that concerns the transient properties of the decentralized controller, and can
be utilized to estimate the convergence rate of the closed-loop system. The results
imply that convergence rate of decentralized FD-AHC can be improved remarkably
by selecting significantly large adaptive gains. We also demonstrated the effectiveness
of controller by numerical simulations on a mass-spring-damper system.
6.8 Proof of Theorem 6.2
Proof. Assume (A6.1) holds, and Lemma 6.1 implies that S exists. Let (P1, . . . , Pr,
Q1, . . . , Qr) ∈ S, and define
d˜i,k , di,k − Pid∗, (6.19)
M˜i,k ,Mi,k −Qi. (6.20)
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Figure 6.4: For the same unknown system used to obtain Fig. 6.3, but where a centralized con-
trol architecture is feasible, decentralized FD-AHC with r = 1 rejects the sinusoidal disturbances
asymptotically. The convergence time is approximately equal to convergence time of the decentra-
lized control architecture used to obtain Fig. 6.3.
Let βi = 0. Subtracting Pid∗ from both sides of (6.13), and substituting (6.11),
(6.16), and (6.17) yield
d˜i,k+1 = θ˜i,k+1 +

(
di,max
‖θi,k+1‖ − 1
)
θi,k+1, if ‖θi,k+1‖ > di,max,
0 otherwise,
(6.21)
where
θ˜i,k+1 , d˜i,k + µiy¯i,k+1, (6.22)
and
y¯i,k+1 , yi,k+1 −Mi,kui,k − di,k. (6.23)
Similarly, subtracting Qi from both sides of (6.14) and substituting (6.12), (6.16),
and (6.17) yield
M˜i,k+1 = M˜i,k + γiy¯i,k+1u∗i,k. (6.24)
Next, define the partial Lyapunov function
Vi,d(d˜i,k) , ‖d˜i,k‖2, (6.25)
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and the difference
∆Vi,d(k) , Vi,d(d˜i,k+1)− Vi,d(d˜i,k). (6.26)
Since ‖Pid∗‖ ≤ ‖di,∗‖ by definition of S, and ‖di,∗‖ ≤ di,max, it follows from (6.13)
that for all k ∈ Z+, ‖d˜i,k‖ ≤ ‖θ˜i,k‖. Thus, evaluating ∆Vi,d along the trajectories of
(6.21), and using (6.22) yield
∆Vi,d(k) = ‖d˜i,k+1‖2 − ‖d˜i,k‖2
≤ ‖θ˜i,k+1‖2 − ‖d˜i,k‖2
= µ2i ‖y¯i,k+1‖2 + 2µid˜∗i,ky¯i,k+1. (6.27)
Define the partial Lyapunov function
Vi,M(M˜i,k) , ‖M˜i,k‖2F,
and the difference
∆Vi,M(k) , Vi,M(M˜i,k+1)− Vi,M(M˜i,k).
Evaluating ∆Vi,M along the trajectories of (6.24) yields
∆Vi,M(k) = γ2i ‖ui,k‖2‖y¯i,k+1‖2 + 2γiu∗i,kM˜∗i,ky¯i,k+1. (6.28)
Next, define the Lyapunov function
V (d˜1,k, . . . , d˜r,k, M˜1,k, . . . , M˜r,k) ,
r∑
i=1
(
1
µi
Vi,d(d˜i,k) +
1
γi
Vi,M(M˜i,k)
)
,
and the difference
∆V (k) , V (d˜1,k+1, . . . , d˜r,k+1, M˜1,k+1, . . . , M˜r,k+1)− V (d˜1,k, . . . , d˜r,k, M˜1,k, . . . , M˜r,k)
=
r∑
i=1
1
µi
∆Vi,d(k) +
1
γi
∆Vi,M(k). (6.29)
Substituting (6.27) and (6.28) into (6.29), and using (6.19) and (6.20) yields
∆V (k) ≤
r∑
i=1
‖y¯i,k+1‖2
(
µi + γi‖ui,k‖2
)
+ 2
(
u∗i,kM˜
∗
i,k + d˜∗i,k
)
y¯i,k+1
=
r∑
i=1
‖y¯i,k+1‖2
(
µi + γi‖ui,k‖2
)
+ 2[u∗k(M∗k −Q∗) + (d∗k − d∗∗P ∗)]y¯k+1, (6.30)
where
Mk , diag(M1,k, . . . ,Mr,k) ∈ C`×m,
Q , diag(Q1, . . . , Qr) ∈ C`×m,
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P ,
[
PT1 · · · PTr
]T ∈ C`×`,
dk ,
[
dT1,k · · · dTr,k
]T ∈ C`,
y¯k ,
[
y¯T1,k · · · y¯Tr,k
]T ∈ C`.
Since (P1, . . . , Pr, Q1, . . . , Qr) ∈ S, using (6.17) and (6.23), it follows from (6.30) that
∆V (k) ≤
r∑
i=1
‖y¯i,k+1‖2
(
µi + γi‖ui,k‖2
)
− 2[Mkuk + dk + PYk+1]∗y¯k+1. (6.31)
To show iii), assume (A6.2) holds, and assume that there exists ks ∈ N and ε > 0
such that for all k ≥ ks, λmin(Mi,kM∗i,k) > ε. Thus, it follows that for all k ≥ ks,
Mi,kM
+
i,k = I`. Therefore, (6.10) yields that for all k ≥ ks,
Mkuk + dk = 0, (6.32)
which using (6.23) implies that for all k ≥ ks,
y¯i,k+1 = yi,k+1, y¯k+1 = Yk+1. (6.33)
Substituting (6.32) and (6.33) into (6.31) yields
∆V (k) ≤
r∑
i=1
‖yi,k+1‖2
(
µi + γi‖ui,k‖2
)
− 2λmin(P )‖Yk+1‖2. (6.34)
Since (6.13) implies that for all k ∈ Z+, ‖di,k‖ ≤ di,max, it follows from (6.10) that
max
k∈N
‖ui,k‖ < di,max/ε, (6.35)
which implies that ui,k is bounded. Using (6.35), it follows from (6.34) that for all
k ≥ ks,
∆V (k) ≤
(
max
i∈R
(
µi + γid2i,max/ε2
)
− 2λmin(P )
)
‖Yk+1‖2. (6.36)
Let µ > 0 and γ > 0 be such that
max{µ, γ} < 2λmin(P )ε
2
ε2 + maxi∈R di,max
, (6.37)
and it follows from (6.36) that for all µi < µ, and all γi < γ,
∆V (k) ≤
(
µ+ γ
ε2
max
i∈R
d2i,max − 2λmin(P )
)
‖Yk+1‖2
≤ −c0‖Yk+1‖2, (6.38)
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where
c0 ,
max{µ, γ}
ε2
(
ε2 + max
i∈R
d2i,max
)
− 2λmin(P ) > 0.
Thus, it follows from (6.36) that for all k ≥ ks, all µi < µ, and all γi < γ, ∆V (k) is
nonpositive, which implies that V (d˜1,k, . . . , d˜r,k, M˜1,k, . . . , M˜r,k) is bounded. Since, in
addition, V is radially unbounded, it follows that d˜i,k and M˜i,k are bounded. Thus,
di,k and Mi,k are bounded. Moreover, since V (d˜1,k, . . . , d˜r,k, M˜1,k, . . . , M˜r,k) is positive
definite, and for all k ≥ ks, ∆V (k) is nonpositive, it follows from (6.29) and (6.36)
that
0 ≤ lim
k→∞
k∑
j=ks
c0‖Yj+1‖
≤ − lim
k→∞
k∑
j=ks
∆V (j)
≤ V (d˜1,ks , . . . , d˜r,ks , M˜1,ks , . . . , M˜r,ks)− lim
k→∞
V (d˜1,k, . . . , d˜r,k, M˜1,k, . . . , M˜r,k)
≤ V (d˜1,ks , . . . , d˜r,ks , M˜1,ks , . . . , M˜r,ks),
where the upper and lower bounds imply that all the limits exist. Thus, limk→∞ Yk =
0, which implies limk→∞ yi,k = 0, which confirms iii).
To show i) and ii), note that since (A6.1) holds, Lemma 6.1 implies that there
exists (P1, . . . , Pr, Q1, . . . , Qr) ∈ S. Moreover, since (A6.1) and (A6.2) hold, it follows
that rank Qi = `i. Thus, there exist ρ¯ > 0 and ε¯ > 0 such that for all Mi ∈ Bρ¯(Qi),
λmin(MiM∗i ) > ε¯. Define
µm , min
i∈R
µi, γm , min
i∈R
γi, γM , max
i∈R
γi.
Let ρ ∈
(
0, ρ¯
√
γmµm/(rγM(γm + µm))
)
, and let di,0 ∈ Bρ(Pid∗) and Mi,0 ∈ Bρ(Qi).
Assume for contradiction that there exists k1 ∈ Z+ and i1 ∈ R such that M˜i1,k1 /∈
Bρ¯(0) and for all k ∈ K , {0, 1, . . . , k1 − 1}, M˜i,k ∈ Bρ¯(0). Since for all k ∈ K,
M˜i,k ∈ Bρ¯(0), it follows that for all k ∈ K, λmin(MkMTk ) > ε¯. Thus, using the same
process as is in (6.32)–(6.36) with ε replaced by ε¯ yields that there exist µ > 0 and
γ > 0 such that for all µi < µ, all γi < γ, and all k ∈ K, ∆V (k) ≤ 0. Therefore, it
follows from (6.29) that
0 ≤ −
k1−1∑
j=0
∆V (j)
≤ V (d˜1,0, . . . , d˜r,0, M˜1,0, . . . , M˜r,0)− V (d˜1,k1 , . . . , d˜r,k1 , M˜1,k1 , . . . , M˜r,k1)
≤
r∑
i=1
(
1
µi
(
‖d˜i,0‖2 − ‖d˜i,k1‖2
)
+ 1
γi
(
‖M˜i,0‖2F − ‖M˜i,k1‖2F
))
≤
r∑
i=1
(
1
µi
‖d˜i,0‖2 + 1
γi
‖M˜i,0‖2F
)
− 1
γi1
‖M˜i1,k1‖2F
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≤ ρ2
r∑
i=1
(
1
µi
+ 1
γi
)
− ρ¯
2
γi1
≤ rρ
2(γm + µm)
γmµm
− ρ¯
2
γM
<
rγmµm(γm + µm)ρ¯2
rγmµm(γm + µm)γM
− ρ¯
2
γM
= 0,
which is a contradiction. Thus, for all k ∈ N, Mi,k ∈ Bρ¯(Qi). Therefore, for all k ∈ N,
λmin(Mi,kM∗i,k) > ε¯, and it follows from iii) that there exist µ > 0 and γ > 0 such that
for all µi < µ, and all γi < γ, di,k, Mi,k, and ui,k are bounded, and limk→∞ yi,k = 0,
which confirms ii).
Since for all k ∈ N, λmin(Mi,kM∗i,k) > ε¯, using the same process as is in (6.32)–
(6.36) with ε replaced by ε¯, it follows that there exist µ > 0 and γ > 0 such
that for all µi < µ, all γi < γ, and all k ∈ N, ∆V (k) ≤ 0. Thus, the equili-
brium (d1,k, . . . , dr,k,M1,k, . . . ,Mr,k) ≡ (P1d∗, . . . , Prd∗, Q1, . . . , Qr) is Lyapunov sta-
ble, which confirms i).
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Chapter 7
Frequency-Domain Adaptive Higher Harmonic Control with
Unknown Disturbance Frequencies
This chapter presents frequency-domain adaptive higher harmonic control (FD-
AHHC) algorithm that addresses the problem of rejecting a sinusoidal disturbance
with unknown frequency that acts on an unknown multi-input multi-output (MIMO)
linear time-invariant system that is asymptotically stable. In fact, this chapter ex-
tends the FD-AHHC algorithm presented in Chapter 2 to address disturbances with
unknown frequency. For single-input single-output (SISO) systems, we analyze the
closed-loop stability and performance of the adaptive controller. In this case, we
show that the controller asymptotically rejects disturbances. We demonstrate the
controller on numerical simulations of SISO and MIMO acoustic ducts. The result of
this chapter appears in [200].
7.1 Introduction
The problem of sinusoidal disturbance rejection arises in a variety of applications,
including noise cancellation [32, 33], rotor balancing [20], and vibration suppression
for helicopters [10] and spacecraft [59]. For an accurately modeled linear-time in-
variant (LTI) system acted on by a sinusoidal disturbance with known frequencies,
the internal-model principle can be used to design a feedback controller capable of
rejecting the disturbance [116,117,119]. In this case, copies of the disturbance dyna-
mics are incorporated in the feedback loop in order to achieve asymptotic disturbance
rejection. If the disturbance frequencies are unknown or the system model is highly
uncertain, then an internal-model controller may result in poor closed-loop perfor-
mance or even instability [183]. In this case, adaptive methods can be applied to
accommodate unknown disturbance frequencies or uncertain system dynamics.
First, consider the case where an accurate model of the system is known, but the
frequencies of the sinusoidal disturbance are unknown. This case is related to the
problem of estimating the frequency of a sinusoidal signal. Frequency estimation is
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addressed with discrete-time adaptive notch filters [173–177] and related continuous-
time methods [178–181]. The recent survey [182] provides a comparison of frequency-
estimation techniques.
For control, the rejection of unknown-frequency sinusoids can be addressed by
combining a frequency estimator with a controller capable of rejecting known-frequency
sinusoids (e.g., internal-model control) [183]. Related adaptive control methods
(both direct and indirect) for rejection of unknown-frequency sinusoids are presented
in [147,184–187].
Next, consider the case where an accurate model of the system is not available,
but the disturbance frequencies are known. If the open-loop dynamics are asympto-
tically stable, then adaptive feedforward cancellation can be used [129–131]. These
approaches use harmonic regressors consisting of sinusoids at the known disturbance
frequencies. Adaptive feedforward approaches require certain model information or
assumptions regarding the open-loop system. In the single-input single-output (SISO)
case, the only model information required is the sign of the control-to-performance
transfer function evaluated at the disturbance frequencies. A related approach is
in [132]. However, if the system is multi-input multi-output (MIMO), then stronger
assumptions (e.g., positive realness) are often invoked for stability analysis.
Another approach to rejecting known-frequency sinusoids relies on an asympto-
tically stable LTI system’s harmonic steady-state response, that is, the sinusoidal
response that remains after the system’s transient response decays to zero. This ap-
proach was developed in [10, 20, 32], and is known as convergent control for active
rotor balancing [20] and higher harmonic control (HHC) for helicopter vibration sup-
pression [10]. We adopt the name frequency-domain higher harmonic (FD-HHC)
for simplicity. FD-HHC require an estimate of the control-to-performance transfer
function evaluated at the disturbance frequency. In the SISO case, this estimate,
which is a single complex number, must have an angle within 90◦ of the true value to
ensure closed-loop stability. In the MIMO case, closed-loop stability is ensured if the
estimate is sufficiently accurate. If there are multiple disturbance frequencies, then
estimates are required at each frequency. For certain applications, these estimates
can be difficult to obtain or subject to change. To address this uncertainty, adaptive
methods have been combined with FD-HHC [81,157,158].
Finally, consider the case where both the system model and the disturbance fre-
quencies are unknown. In this case, adaptive feedback (rather than feedforward)
control methods are capable of asymptotic disturbance rejection for both LTI sys-
tems [140–143,188–190] and certain classes of nonlinear systems [191,192]. However,
these approaches generally rely on some model information (e.g., relative degree) and
structural assumptions regarding the system (e.g., minimum phase, or state feed-
back). Note that [141] does not require a minimum-phase assumption, but instead
relies on estimates of the nonminimum-phase zeros.
In this chapter, we extend FD-AHHC to addresses the problem of rejecting an
unknown-frequency sinusoid that acts on an unknown MIMO LTI system that is
asymptotically stable but need not be minimum phase. This adaptive harmonic con-
troller requires limited model information, namely, an upper bound on the Frobenius
norm of the control-to-performance transfer function evaluated at the disturbance
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frequency, and upper and lower bounds on the disturbance frequency. However, all
of these bounds can be arbitrarily conservative. The adaptive control in this chapter
is related to the FD-AHHC method in Chapter 2, but in contrast to FD-AHHC,
this chapter addresses disturbances with unknown frequency. The controller in this
chapter is a frequency-domain method, meaning that some computations use discrete
Fourier transform (DFT) data rather than time-domain data. The control algorithm
(including DFT) is demonstrated on a numerical simulation of an acoustic duct.
7.2 Notation
Let F be either R or C. Let x(i) denote the ith element of x ∈ Fn. Let ‖ · ‖ be the
2-norm on Fn. Next, let A∗ denote the complex conjugate transpose of A ∈ Fm×n,
and define ‖A‖F ,
√
tr A∗A, which is the Frobenius norm of A ∈ Fm×n. Define
N , {0, 1, 2, · · · } and Z+ , N\{0}.
7.3 Problem Formulation
Consider the LTI system
x˙(t) = Ax(t) +Bu(t) +D1d(t), (7.1)
y(t) = Cx(t) +Du(t) +D2d(t), (7.2)
where t ≥ 0, x(t) ∈ Rn is the state, x(0) = x0 ∈ Rn is the initial condition, u(t) ∈ Rm
is the control, y(t) ∈ R` is the measured performance, d(t) ∈ Rp is the unmeasured
disturbance, and A ∈ Rn×n is asymptotically stable. Define the transfer functions
Gyu : C→ C`×m and Gyd : C→ C`×p by Gyu(s) , C(sI − A)−1B +D and Gyd(s) ,
C(sI − A)−1D1 +D2. Let ω∗ > 0, and consider the tonal disturbance
d(t) = dc cosω∗t+ ds sinω∗t, (7.3)
where dc, ds ∈ Rp.
The objective is to design a control u that reduces or even eliminates the effect of
the disturbance d on the performance y. We make the following assumptions:
(A7.1) rank Gyu(ω∗) = min{`,m}.
(A7.2) An upper bound M¯ > ‖Gyu(ω∗)‖F is known.
(A7.3) There exist known ωmin > 0 and ωmax > 0 such that ω∗ ∈ [ωmin, ωmax].
The system (7.1) and (7.2), and the disturbance (7.3) are otherwise unknown.
For the moment, assume that Gyu, Gyd, ω∗, dc, and ds are known. In this case,
consider the harmonic control
u(t) = Re uˆ cos ωˆt− Im uˆ sin ωˆt, (7.4)
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where uˆ ∈ Cm and ωˆ > 0. Note that uˆ is the discrete Fourier transform (DFT) at
frequency ωˆ obtained from a sampling of u over an integer number of periods. The
harmonic steady-state (HSS) performance of (7.1) and (7.2) with control (7.4) is
yhss(t, uˆ, ωˆ) , Re
[
Gyu(ωˆ)uˆeωˆt + d∗eω∗t
]
= ReGyu(ωˆ)uˆ cos ωˆt− ImGyu(ωˆ)uˆ sin ωˆt
+ Re d∗ cosω∗t− Im d∗ sinω∗t, (7.5)
where d∗ , Gyd(ω)(dc − ds) ∈ C`. The HSS performance yhss is the steady-state
output y of (7.1) and (7.2) with control (7.4), that is, limt→∞[yhss(t, uˆ, ωˆ)− y(t)] = 0
[201, Chap. 12.12]. Next, consider the cost function
J(uˆ, ωˆ) , lim
t→∞
1
t
∫ t
0
‖yhss(τ, uˆ, ωˆ)‖2 dτ, (7.6)
which is the average power of yhss. It follows from (7.5) that (7.4) minimizes J only
if ωˆ = ω∗. In this case, (7.6) implies that
J(uˆ, ω∗) = lim
t→∞
1
t
∫ t
0
‖Re (M∗uˆ+ d∗) cosω∗τ −Im (M∗uˆ+ d∗) sinω∗τ‖2 dτ
= 12‖M∗uˆ+ d∗‖
2, (7.7)
where M∗ , Gyu(ω∗). Theorem 2.1 provides an expression for a control uˆ = u∗
that minimizes J , but that control requires knowledge of ω∗, M∗, and d∗. Since
these parameters are unknown, we consider a sinusoidal control where the frequency,
amplitude, and phase are updated in discrete time.
7.4 FD-AHHC with Unknown Disturbance Frequency
For all k ∈ N, let ωˆk > 0 be an estimate of the frequency ω∗, and let uˆk ∈ Cm
be an estimate of the control parameter u∗. The estimates ωˆk and uˆk are determined
from update equations presented in this section. Let np ∈ Z+\{1}, and for all k ∈ N,
define Tk , 2nppi/ωˆk, which is the update period on step k. Let t0 = 0, and for all
k ∈ Z+, define tk , ∑k−1j=0 Tj, which is the time of the kth update. Then, for each
k ∈ N and for all t ∈ [tk, tk+1), the control is
u(t) = Re uˆk cos ωˆkt− Im uˆk sin ωˆkt. (7.8)
Let N ∈ Z+ such that N/np ∈ Z+. For each k ∈ N, we sample y a total of N
times over the interval [tk, tk+1). Specifically, for all i ∈ N, define the sampled output
ys(i) , y
(
iTσi
N
+ tσi
)
,
where σi is the largest integer such that σi < i/N . Next, let ny ∈ {1, 2, · · · , np − 1}.
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For each k ∈ N, let yk+1 ∈ C` denote the DFT at ωˆk of the sequence {ys(kN +
i)}N−1i=N−Nny/np .
For each k ∈ N and for all t ∈ [tk, tk+1], it follows from (7.5) that the HSS
performance is
yhss(t, uˆk, ωˆk) = ReMkuˆk cos ωˆkt− ImMkuˆk sin ωˆkt+ dhss(t),
where
Mk , Gyu(ωˆk) ∈ C`×m,
dhss(t) , Re d∗ cosω∗t− Im d∗ sinω∗t.
For each k ∈ N, define
dk ,
2
N
N−1∑
i=0
Re d∗ cos 2nppiω∗
 i
Nωˆk
+
k−1∑
j=0
1
ωˆj
 − Im d∗ sin 2nppiω∗
 i
Nωˆk
+
k−1∑
j=0
1
ωˆj

×
(
cos 2nppii
N
−  sin 2nppii
N
)
, (7.9)
which is the DFT at ωˆk of the sequence {dhss(iTk/N+tk)}N−1i=0 . For each k ∈ N, define
yhss,k+1 ,Mkuˆk + dk, (7.10)
which is the DFT at ωˆk of the sequence {yhss(iTk/N+tk), uˆk, ωk)}N−1i=0 . The DFT yk+1
of the sampled response ys is an approximation of the DFT yhss,k+1 of a sampling of
the HSS response yhss(t, uˆk, ωˆk) on the interval [tk, tk+1). If Tk is sufficiently large
relative to the settling time of Gyu, then yk+1 ≈ yhss,k+1. Note that Tk = 2pinp/ωk >
2pinp/ωmax. Thus, if the integer np is selected sufficiently large, then yk+1 ≈ yhss,k+1.
7.5 Adaptive Law for uˆk
Let µ ∈ (0, 1], γ ∈ (0, 1], ν1 > 0, ν2 > 0, and uˆ0 ∈ Cm. Then, for all k ∈ N, let
uˆk+1 = uˆk − µ
ν1 + ‖Mˆk‖2F
Mˆ∗kyk+1, (7.11)
where Mˆk ∈ C`×m is an estimate of M∗ given by
Mˆk =
Θk, if ‖Θk‖F ≤ M¯,M¯‖Θk‖FΘk, otherwise, (7.12)
where
Θk = Mˆk−1 − ηk
[
Mˆk−1(uˆk − uˆk−1)− (yk+1 − yk)
]
(uˆk − uˆk−1)∗, (7.13)
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where Mˆ0 ∈ C`×m\{0}, and
ηk ,
γ(ν1 + ‖Mˆk−1‖2F)2
ν2µ2 + (ν1 + ‖Mˆk−1‖2F)2‖uˆk − uˆk−1‖2
. (7.14)
The uˆk-update equation (7.11) is in the direction of the maximum rate of change
of the cost function Jk(uˆ) = 12‖Mˆkuˆ + d∗‖2F with respect to uˆ. Note that Jk(uˆ) is an
approximation of the average power of yhss, and Jk(uˆ) equals the average power of
yhss if the estimates ωˆk and Mˆk are equal to ω∗ and M∗, respectively. Thus, (7.11)
can be viewed as a gradient that updates uˆk in a direction to minimize the current
estimate of the average power of yhss. The magnitude of this update (i.e., the gain
µ/(ν1 + ‖Mˆk‖2F)) is based on the Lyapunov-like analysis in the next section. See
Section 2.5 for more details on the uˆk-update equation.
The Mˆk-update equations (7.12)–(7.14) are in the direction of the maximum rate
of change of the cost function Gk(Mˆ) , 12‖Mˆ(uˆk − uk+1)− (yk+1− yk)‖2 with respect
to Mˆ . If the estimate ωˆk is equal to ω∗, then G(M∗) = 0, that is, M∗ minimizes
Gk. Thus, (7.12)–(7.14) can be viewed as a gradient that updates Mˆk in a direction
to minimize Gk based on the current estimate ωˆk of ω∗. The step size ηk is based
on the Lyapunov-like analysis in the next section. Note that (7.12) is a projection
that ensures the estimate Mˆk is bounded. See Section 2.5 for more details on the
Mˆk-update equations.
The adaptive parameters are µ ∈ (0, 1], γ ∈ (0, 1], ν1 > 0, and ν2 > 0. The
adaptive gains µ and γ influence the step size of the uˆk and Mˆk update equations,
respectively. The stability analysis in the next section demonstrates that µ and γ
can be selected as large as 1. However, numerical testing suggests that smaller gains
(e.g., µ = 0.2 and γ = 0.2) tend to yield better performance. The parameters ν1
and ν2 influence the normalization of the uˆk and Mˆk update equations, respectively.
Numerical testing suggests ν1  ‖Mˆ0‖2F and ν2  ‖Mˆ0‖2F are good choices.
7.6 Adaptive Law for ωˆk
For each k ∈ N and all i ∈ {0, 1, · · · , nyN/np − 1}, define
dˆk(i) , ys(kN +N −Nny/np + i)
−
[
Re yk+1 cos ωˆk(iTk/N + tk)− Im yk+1 sin ωˆk(iTk/N + tk)
]
,
which is an estimate of the disturbance sequence {dhss(iTk/N + tk)}N−1i=0 . Let rd ∈ N.
For all i ∈ {0, 1, · · · , nyN/np − 1} and all j ∈ {0, 1, · · · , rd}, define
Dˆk(i+ jnyN/np) ,
dˆk(i)
maxi |dˆk(i)|
,
which is the sequence {dˆk(i)}Nny/np−1i=0 normalized to amplitude one and repeated rd
times. Define Nd , ny(rd + 1)N/np. Let ωˆ0 ∈ [ωmin, ωmax] be the initial estimate
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of ω∗. For each k ∈ Z+, let αk > 0 and βk ∈ (0, pi/2). Then, for each k ∈ Z+, the
estimate ωˆk of ω∗ is given by
ωˆk =

ωmin, if 2piθk(Nd) + pi2 ≤ ωmin,
ωmax, if 2piθk(Nd) + pi2 ≥ ωmax,
2piθk(Nd) + pi2, otherwise,
(7.15)
where for all j ∈ {0, · · · , Nd − 1}, θk(j) satisfies
θk(j + 1) = θk(j)− 12αk
(
Dˆk(j) + Dˆk(j) sin βk + bk(j) cos βk
)
ak(j), (7.16)
ak(j + 1) =
(
Dˆk(j) cos βk − bk(j) sin βk
)
cos θk(j)− ak(j) sin θk(j), (7.17)
bk(j + 1) =
(
Dˆk(j) cos βk − bk(j) sin βk
)
sin θk(j) + ak(j) cos θk(j), (7.18)
where θk(0) ∈ [−pi/2, pi/2], ak(0) ∈ R, and bk(0) ∈ R are the initial conditions.
Note that (7.16)–(7.18) are the difference equations for an adaptive notch filter that
estimates the frequency contained in the sequence {Dˆk(j)}Nd−1j=0 . For more information
on the adaptive notch filter (7.16)–(7.18), see [174]. The control architecture is shown
in Fig. 7.1.
We select the initial conditions of the adaptive notch filter on step k + 1 to be
the final conditions of the adaptive notch filter from step k. Specifically, for each
k ∈ Z+, θk+1(0) = θk(Nd), ak+1(0) = ak(Nd), and bk+1(0) = bk(Nd), where θ1(0) =
(ωˆk − pi2)/(2pi), a1(0) ∈ R, and b1(0) ∈ R.
The adaptive parameters αk and βk influence the stability and rate of convergence
of the adaptive notch filter. Numerical simulations suggest that αk = Tk/N and
βk = min{1, ωˆk/100} are good choices.
d(t)
u(t)
y(t)
uˆk uˆk+1 = uˆk − µ
ν1 + ‖Mˆk‖2F
Mˆ∗kyk+1
Mˆk = Mˆk−1 −
γ(ν1 + ‖Mˆk−1‖2F)2
[
Mˆk−1(uˆk − uˆk−1)− (yk+1 − yk)
]
(uˆk − uˆk−1)∗
ν2µ2 + (ν1 + ‖Mˆk−1‖2F)2 ‖uˆk − uˆk−1‖2
Mˆk
yk+1
yk+1
uˆk
Unknown System
x˙(t) = Ax(t) +Bu(t) +D1d(t)
y(t) = Cx(t) +Du(t) +D2d(t)
DFT
u(t) = Re uˆk cos ωˆkt
−Im uˆk sin ωˆkt
Sample
Normalize Repeat
dˆk = ys − Re yk+1 cos ωˆk
−Im yk+1 sin ωˆk
dˆkDˆkFrequency Estimator
Eq. (7.15)–(7.18)
ωˆk
ωˆk ωˆk
uˆk
ωˆk
yk+1
ys
ys
Figure 7.1: Schematic of FD-AHHC with unknown disturbance frequency.
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7.7 Stability Analysis
In this section, we analyze the stability of the closed-loop system with adaptive
controller. The analysis focuses on SISO systems, that is, m = ` = 1. For analysis,
we make the following assumptions:
(A7.4) For all k ∈ N, yk+1 = yhss,k+1.
(A7.5) There exists cω > 0, λω ∈ (0, 1), and k0 ∈ Z+ such that for all k ≥ k0,
|ωˆk − ω∗| ≤ cωλk−k0ω .
(A7.6) There exists ε > 0 and ks ∈ N such that for all k > ks, Mˆk 6= 0.
Assumption (A7.4) implies that the DFT yk+1 of the sampled response ys is equal to
the DFT yhss,k+1 of a sampling of the HSS response yhss(t, uˆk, ωˆk). As discussed earlier,
if Tk is sufficiently large relative to the settling time of Gyu, then yk+1 ≈ yhss,k+1. In
this analysis, we assume exact equality. Assumption (A7.5) implies that the estimate
ωˆk converges to ω∗ exponentially. The analysis in [174] demonstrates that the adaptive
notch filter (7.16)–(7.18) provides an estimate ωˆk that converges to ω∗ exponentially
if the sequence {Dˆk(j)}Nd−1j=0 is sinusoidal with frequency ω∗ and infinitely long (i.e.,
Nd =∞). Assumption (A7.6) implies that the estimate Mˆk is asymptotically nonzero.
In the case where ωˆ ≡ ω∗, the results of Chapter 2 show that (A7.6) is satisfied. The
next result provides the asymptotic DFT dk. The proof is in Section 7.10.
Proposition 7.1. Consider {ωˆk}∞k=0, and assume it satisfies (A7.6). Then, d¯ ,
limk→∞ exp
(
2npiω∗
∑k
j=0
1
ωˆj
)
d∗ exists and limk→∞ dk = d¯.
The following result provides the closed-loop stability properties of (7.1), (7.2),
(7.8), and (7.11)–(7.18). This is the main analytic result of this chapter. The proof
is in Section 7.11.
Theorem 7.1. Consider the open-loop system (7.1) and (7.2), and the controller
(7.8) and (7.11)–(7.18), where ` = m = 1, µ ∈ (0, 1], γ ∈ (0, 1], ν1 > 0, ν2 > 0, αk > 0,
and βk ∈ (0, pi/2). Assume (A7.1)–(A7.6) are satisfied. Then, limk→∞ uk = −d¯/M∗
and limk→∞ yk = 0.
7.8 Numerical Examples
Consider the acoustic duct of length L = 2 m shown in Fig. 7.2, where all
measurements are from the left end of the duct. A disturbance speaker is at ξd = 0.95
m, while 2 control speakers are at ξψ1 = 0.4 m and ξψ2 = 1.25 m. All speakers have
cross-sectional area As = 0.0025 m2. The equation for the acoustic duct is
1
c2
∂2p(ξ, t)
∂t2
= ∂
2p(ξ, t)
∂ξ2
+ ρ0ψ˙1(t)δ(ξ − ξψ1) + ρ0ψ˙2(t)δ(ξ − ξψ2) + ρ0d˙(t)δ(ξ − ξd),
where p(ξ, t) is the acoustic pressure, δ is the Dirac delta, c = 343 m/s is the phase
speed of the acoustic wave, ψ1 and ψ2 are the speaker cone velocities of the control
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Figure 7.2: The acoustic duct used in Examples 7.1–7.4.
speakers, d is the speaker cone velocity of the disturbance speaker, and ρ0 = 1.21
kg/m2 is the equilibrium density of air at room conditions. See [203] for more details.
Using separation of variables and retaining r modes, the solution p(ξ, t) is approx-
imated by p(ξ, t) = ∑ri=0 qi(t)Vi(ξ), where for i = 1, · · · , r, Vi(ξ) , c√2/L sin ipiξ/L,
and qi satisfies the differential equation (7.1), where
x(t) =
[ ∫ t
0 q1(σ)dσ q1(t) · · ·
∫ t
0 qr(σ)dσ qr(t)
]T
,
A = diag
([ 0 1
−ω2n1 −2ζ1ωn1
]
, · · · ,
[ 0 1
−ω2nr −2ζrωnr
])
,
B = ρ0
As
[
0 V1(ξψ1) · · · 0 Vr(ξψ1)
0 V1(ξψ2) · · · 0 Vr(ξψ2)
]T
,
D1 =
ρ0
As
[
0 V1(ξd) · · · 0 Vr(ξd)
]T
,
and for i = 1, · · · , r, ωni , ipic/L is the natural frequency of the ith mode, and
ζi = 0.2 is the assumed damping ratio of the ith mode.
Two feedback microphones are in the duct at ξφ1 = 0.3 m and ξφ2 = 1.7 m, and
they measure the acoustic pressures φ1(t) = p(ξφ1 , t) and φ2(t) = p(ξφ2 , t), respecti-
vely. Thus, for i = 1, 2, φi(t) = Cix(t), where Ci = ρ0As [ 0 V1(ξφi) · · · 0 Vr(ξφi) ].
For all examples, r = 5 and x(0) = 0. The control parameters are µ = γ = 0.5,
ν1 = ν2 = 0.01, np = 8, ny = 1, N = 1200, rd = 20, a1(0) = b1(0) = 0, ωmin = 1 rad/s,
ωmax = 104 rad/s, ωˆ0 = 200 rad/s, uˆ0 = 0, M¯ = 106, and Mˆ0 is specified in each ex-
ample. In addition, αk = Tk/N and βk = min{1, ωˆk/100}. The following examples
consider the acoustic duct with different control speaker and feedback microphone
configurations.
Example 7.1. SISO with step change to ω∗. Let u = ψ1, y = φ1, ψ2 = 0, and
Mˆ0 = 0.5e
2pi
3 M∗. Let d = sinω∗t+ 2 cosω∗t, where
ω∗ =
600, if t ≤ 3 s,1200, if t > 3 s.
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Figure 7.3: For a SISO plant with a step change in frequency, the control is capable of adapting to
the change. The dashed lines in the u and ωˆk plots show ±|u∗| and ω∗, respectively.
Fig. 7.3 shows y, u, and ωˆk. First ωˆk approaches 600 rad/s. After ω∗ changes,
the frequency estimate ωˆk converges to 1200 rad/s and the control yields asymptotic
disturbance rejection, that is, y converges to 0. 4
Example 7.2. SISO with measurement noise. Let v be white Gaussian noise
with 7 dBW power. We revisit Example 1 where ω∗ = 600 rad/s and v is added to
the feedback microphone signal as a measurement noise, that is, y = φ1 + v. Fig. 7.4
shows y, u, and ωˆk. The frequency estimate ωˆk converges to ω∗ and and the power
of y is reduced relative to open loop. 4
Example 7.3. Single-input two-output. Let u = ψ1, y = [ φ1 φ2 ]T, ψ2 = 0, and
d = sin 600t + 2 cos 600t. Let Mˆ0 = 0.5e
3pi
4 M∗. Fig. 7.5 shows y, u, and ωˆk. The
frequency estimate ωˆk converges to ω∗ and the control yields uk → u∗ as k → ∞,
which implies limk→∞ ‖yk‖ is minimized. 4
Example 7.4. Two-input two-output. Let u = [ ψ1 ψ2 ]T, y = [ φ1 φ2 ]T, and
d = sin 600t + 2 cos 600t. Let Mˆ0 = 0.5e
3pi
4 M∗. Fig. 7.6 shows y, u, and ωˆk. The
frequency estimate ωˆk converges to ω∗ and the control yields asymptotic disturbance
rejection, that is, y converges to 0. 4
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Figure 7.4: For a SISO plant subject to measurement noise, the control reduces the power of y
relative to open loop. The dashed lines in the u and ωˆk plots show ±|u∗| and ω∗, respectively.
7.9 Conclusions
This chapter presented a frequency-domain adaptive higher harmonic controller
that addresses the problem of rejecting an unknown-frequency sinusoid that acts on
an unknown MIMO LTI system. This control combines FD-AHHC algorithm of
Chapter 2 with an adaptive notch filter for frequency estimation. For SISO systems,
we analyzed the closed-loop stability and performance under simplifying assumptions
(A7.4)–(A7.6). Stability analyses without (A7.4)–(A7.6), and for MIMO systems is
an open problem.
7.10 Proof of Proposition 7.1
Proof. First, we show limk→∞ cos
(
2npiω∗
∑k
j=0
1
ωˆj
)
exists. Let ε > 0. Since
limk→∞ ωˆk = ω∗, it follows that there exists s ∈ N such that∣∣∣∣∣∣
∞∑
j=s+1
1
ωˆj
−
∞∑
j=s+1
1
ω∗
∣∣∣∣∣∣ < ε. (7.19)
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Figure 7.5: For a single-input two-output plant, the control yields uk → u∗ as t → ∞, which
minimizes limk→∞ ‖yk‖. The dashed lines in the u and ωˆk plots show ±|u∗| and ω∗, respectively.
Define Ss , 2npiω∗
∑s
j=0
1
ωˆj
, S(k) , 2npiω∗
∑k
j=0
1
ωˆj
, Sωˆ(k) , 2npiω∗
∑k
j=s+1
1
ωˆj
, and
Sω∗(k) , 2npiω∗
∑k
j=s+1
1
ωˆ∗ . It follows from direct calculation that for all k > s,
| cosS(k)− cosSs| = |cos(Ss + Sωˆ(k))− cosSs|
= |cos(Ss + Sω∗(k) + Sωˆ(k)− Sω∗(k))− cosSs|
= | cos(Ss + Sω∗(k)) cos(Sωˆ(k)− Sω∗(k))− sin(Ss + Sω∗(k)) sin(Sωˆ(k)− Sω∗(k))|
= | cosSs(cos(Sωˆ(k)− Sω∗(k))− 1)− sinSs sin(Sωˆ(k)− Sω∗(k))|
≤ | cosSs|| cos(Sωˆ(k)− Sω∗(k))− 1|+ | sinSs|| sin(Sωˆ(k)− Sω∗(k))|
≤ | cos(Sωˆ(k)− Sω∗(k))− 1|+ | sin(Sωˆ(k)− Sω∗(k))|. (7.20)
168
-500
0
500
y
(1
)
(N
/
m
2
)
-500
0
500
y
(2
)
(N
/
m
2
)
-1
0
1
u
(1
)
(m
/
s)
-2
0
2
u
(2
)
(m
/
s)
0 2 4 6
t (s)
200
400
600
ωˆ
k
(r
ad
/
s)
Figure 7.6: Control yields y(t) → 0 as t → ∞. The dashed lines in the u and ωˆk plots show ±|u∗|
and ω∗, respectively.
Next, using the identities cosx = ∑∞j=0(−1)j x2j(2j)! , sin x = ∑∞j=0(−1)j x2j+1(2j+1)! , and ex =∑∞
j=0
xj
j! , it follows from (7.20) that
∣∣∣ cosS(k)− cosSs∣∣∣ ≤
∣∣∣∣∣∣
∞∑
j=1
(−1)j (Sωˆ(k)− Sω∗(k))
2j
(2j)!
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∞∑
j=0
(−1)j (Sωˆ(k)− Sω∗(k))
2j+1
(2j + 1)!
∣∣∣∣∣∣. (7.21)
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Next, taking limit of both sides of (7.21) as k →∞, and using (7.19) implies
lim
k→∞
|cosS(k)− cosSs| ≤
∞∑
j=1
(2npiω∗ε)2j
(2j)! +
∞∑
j=0
(2npiω∗ε)2j+1
(2j + 1)!
=
∞∑
j=1
(2npiω∗ε)j
j!
= exp(2npiω∗ε)− 1,
which implies limk→∞ cos
(
2npiω∗
∑k
j=0
1
ωˆj
)
exists, since ε can be arbitrary small. Si-
milarly, we can show that limk→∞ sin
(
2npiω∗
∑k
j=0
1
ωˆj
)
exists. Thus, it follows that
d¯ , limk→∞ exp
(
2npiω∗
∑k
j=0
1
ωˆj
)
exists.
Next, define αk , 2npiN
(
ω∗
ωˆk
+ 1
)
and βk , 2npiN
(
ω∗
ωˆk
− 1
)
. It follows form (7.9) that
dk =
1
N
cos(Sωˆ(k − 1))
N−1∑
i=0
[Re d∗(cosαki+ cosβki)−Im d∗(sinαki+ sin βki)]
− 1
N
sin(Sωˆ(k − 1))
N−1∑
i=0
[Im d∗(cosαki+ cosβki) + Re d∗(sinαki+ sin βki)]
− 
N
cos(Sωˆ(k − 1))
N−1∑
i=0
[Re d∗(sinαki− sin βki) + Im d∗(cosαki− cosβki)]
+ 
N
sin(Sωˆ(k − 1))
N−1∑
i=0
[Im d∗(sinαki− sin βki)− Re d∗(cosαki− cosβki)]. (7.22)
Since limk→∞ ωˆk = ω∗, it follows that limk→∞ αk = 4npi/N and limk→∞ βk = 0.
Thus, it follows from (7.22) that
lim
k→∞
dk = cos
2npiω∗ ∞∑
j=0
1
ωˆj
(Re d∗ + Im d∗) +  sin
2npiω∗ ∞∑
j=0
1
ωˆj
(Re d∗ + Im d∗)
= exp
2npiω∗ ∞∑
j=0
1
ωˆj
 d∗
= d¯.
7.11 Proof of Theorem 7.1.
Proof. Multiplying (7.11) by Mk, and using (A7.3) and (7.10) implies that for all
k ∈ Z+,
yk+1 = yk − µ
ν1 + |Mˆk−1|2
M∗Mˆ∗k−1yk + pk, (7.23)
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where
pk , (Mk −Mk−1)uˆk−1 + dk − dk−1 − µ(Mk −M∗)Mˆ
∗
k−1yk
ν1 + |Mˆk−1|2
∈ C`, (7.24)
and y1 = M0u0 + d0. It follows from (7.11), (7.23), and (7.13) that
Θk = Mˆk−1 − γ|Mˆk−1|
2|yk|2(Mˆk−1 −M∗)
ν2 + |Mˆk−1|2|yk|2
+ qky
∗
kMˆk−1
(ν2 + |Mˆk−1|2|yk|2) 12
, (7.25)
where
qk , − γ(ν1 + |Mˆk−1|
2)pk
µ(ν2 + |Mˆk−1|2|yk|2) 12
∈ C`×m. (7.26)
Define M˜k , Mˆk −M∗ and Θ˜k , Θk −M∗, and (7.25) implies that
Θ˜k = M˜k−1(1− Λk) + qky
∗
kMˆk−1
(ν2 + |Mˆk−1|2|yk|2) 12
, (7.27)
where Λk , γ|Mˆk−1|
2|yk|2
ν2+|Mˆk−1|2|yk|2 .
Define VM(M˜k) , |M˜k|2, and ∆VM(k) , VM(M˜k) − VM(M˜k−1). It follows from
(7.12) that for all k ∈ N, |M˜k|2 ≤ |Θ˜k|2. Thus, calculating ∆VM(k) along the trajec-
tories of (7.27) implies that
∆VM(k) ≤ |Θ˜k|2 − |M˜k−1|2
= |M˜k−1|2(Λ2k − 2Λk) + 2Re
Mˆ∗k−1ykq
∗
kM˜k−1(1− Λk)
(ν2 + |Mˆk−1|2|yk|2) 12
+ |Mˆk−1|
2|yk|2|qk|2
ν2 + |Mˆk−1|2|yk|2
.
(7.28)
Next, note that
Λ2k − 2Λk =
γ2|Mˆk−1|4|yk|4
(ν2 + |Mˆk−1|2|yk|2)2
− γ|Mˆk−1|
2|yk|2
(ν2 + |Mˆk−1|2|yk|2)
− γ|Mˆk−1|
2|yk|2(ν2 + |Mˆk−1|2|yk|2)
(ν2 + |Mˆk−1|2|yk|2)2
= (γ
2 − γ)|Mˆk−1|4|yk|4
(ν2 + |Mˆk−1|2|yk|2)2
− γ|Mˆk−1|
2|yk|2
(ν2 + |Mˆk−1|2|yk|2)
− γν2|Mˆk−1|
2|yk|2
(ν2 + |Mˆk−1|2|yk|2)2
≤ −Λk
(
1 + ν2
ν2 + |Mˆk−1|2|yk|2
)
. (7.29)
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Let εM > 0 and it follows that
0 ≤
∣∣∣∣∣ qkεM − εM Mˆ
∗
k−1ykM˜k−1(1− Λk)
(ν2 + |Mˆk−1|2|yk|2) 12
∣∣∣∣∣
2
= |qk|
2
ε2M
− 2Re Mˆ
∗
k−1ykM˜k−1(1− Λk)q∗k
(ν2 + |Mˆk−1|2|yk|2) 12
+ ε
2
M |Mˆk−1|2|yk|2|M˜k−1|2(1− Λk)2
ν2 + |Mˆk−1|2|yk|2
,
which implies
2Re Mˆ
∗
k−1ykM˜k−1(1− Λk)q∗k
(ν2 + |Mˆk−1|2|yk|2) 12
≤ |qk|
2
ε2M
+ ε
2
M |Mˆk−1|2|yk|2|M˜k−1|2(1− Λk)2
ν2 + |Mˆk−1|2|yk|2
= |qk|
2
ε2M
+ ε
2
M |Mˆk−1|2|yk|2|M˜k−1|2
ν2 + |Mˆk−1|2|yk|2
×
(
ν2 + (1− γ)|Mˆk−1|2|yk|2
ν2 + |Mˆk−1||yk|2
)2
≤ |qk|
2
ε2M
+ 2ε
2
Mν
2
2 |Mˆk−1|2|yk|2|M˜k−1|2
(ν2 + |Mˆk−1|2|yk|2)3
+ 2ε
2
M(1− γ)2|Mˆk−1|6|yk|6|M˜k−1|2
(ν2 + |Mˆk−1|2|yk|2)3
≤ |qk|
2
ε2M
+ 2ε
2
Mν2|Mˆk−1|2|yk|2|M˜k−1|2
(ν2 + |Mˆk−1|2|yk|2)2
+ 2ε
2
M(1− γ)2|Mˆk−1|2|yk|2|M˜k−1|2
ν2 + |Mˆk−1|2|yk|2
. (7.30)
Thus, using (7.29) and (7.30), and letting εM ,
√
2γ
2 , it follows from (7.28) that
∆VM(k) ≤ −
[
Λk +
ν2Λk
ν2 + |Mˆk−1|2|yk|2
− 2ε
2
Mν2Λk
γ(ν2 + |Mˆk−1|2|yk|2)
− 2ε
2
M(1− γ)2Λk
γ
]
× |M˜k−1|2 +
(
1
ε2M
+ |Mˆk−1|
2|yk|2
ν2 + |Mˆk−1|2|yk|2
)
|qk|2
≤ −γΛk|M˜k−1|2 +
(
2 + γ
γ
)
|qk|2. (7.31)
Next, define Vy(yk) , |yk|2 and ∆Vy(k) , Vy(yk+1) − Vy(yk). Evaluating ∆Vy along
the trajectories of (7.23) yields
∆Vy(k) = |yk|2
µ2|M∗|2|Mˆ∗k−1|2
(ν1 + |Mˆk−1|2)2
− 2µRe
(
M∗Mˆ∗k−1
)
ν1 + |Mˆk−1|2

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+ 2Re p∗k
(
1− µM∗Mˆ
∗
k−1
ν1 + |Mˆk−1|2
)
yk + |pk|2. (7.32)
Next, note that
−2Re
(
M∗Mˆ∗k−1
)
= |M˜k−1|2 − |M∗|2 − |Mˆk−1|2. (7.33)
Let εy > 0 and it follows that
0 ≤
∣∣∣∣∣pkεy − εy
(
1− µM∗Mˆ
∗
k−1
ν1 + |Mˆk−1|2
)
yk
∣∣∣∣∣
2
= |pk|
2
ε2y
− 2Re p∗k
(
1− µM∗Mˆ
∗
k−1
ν1 + |Mˆk−1|2
)
yk
+ ε2y|yk|2
1 + µ2|M∗|2|Mˆ∗k−1|2(
ν1 + |Mˆk−1|2
)2 − 2µRe
(
M∗Mˆ∗k−1
)
ν1 + |Mˆk−1|2
,
which implies
2Re p∗k
(
1− µM∗Mˆ
∗
k−1
ν1 + |Mˆk−1|2
)
yk ≤ |pk|
2
ε2y
+ ε2y|yk|2
×
1 + µ2|M∗|2|Mˆ∗k−1|2(
ν1 + |Mˆk−1|2
)2 − 2µRe
(
M∗Mˆ∗k−1
)
ν1 + |Mˆk−1|2

(7.34)
Thus, using (7.33) and (7.34), it follows from (7.32) that
∆Vy(k) ≤ |yk|2
ε2y + (1 + ε2y) µ2|M∗|2|Mˆk−1|2(
ν1 + |Mˆk−1|2
)2
+µ
(
1 + ε2y
) |M˜k−1|2 − |Mk−1|2 − |M∗|2
ν1 + |Mˆk−1|2
)
+
(
1 + 1
ε2y
)
|pk|2. (7.35)
Define the Lyapunov function V (yk, M˜k−1) , ln(1 + aVy(yk)) + bVM(M˜k−1), where
a, b > 0 are provided later, and define the Lyapunov difference
∆V (k) , V (yk+1, M˜k)− V (yk, M˜k−1). (7.36)
Evaluating ∆V (k) along the trajectories of (7.23) and (7.27) yields
∆V (k) = ln[1 + a(Vy(yk) + ∆Vy(k))]− ln[1 + aVy(yk)] + b∆VM(k)
= ln
(
1 + a∆Vy(k)1 + aVy(yk)
)
+ b∆VM(k). (7.37)
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Since for all x > 0, ln x ≤ x− 1, (7.37) implies that
∆V (k) ≤ a∆Vy(k)1 + aVy(yk) + b∆VM(k),
which using (7.31) and (7.35) yields
∆V (k) ≤ −aµ(1 + ε
2
y)|yk|2
(1 + a|yk|2)
(
ν1 + |Mˆk−1|2
)(|M∗|2 + |Mˆk−1|2 − µ|M∗|2|Mˆk−1|2
ν1 + |Mˆk−1|2
)
− bγ
2|Mˆk−1|2|yk|2|M˜k−1|2
ν2 + |Mˆk−1|2|yk|2
+
aµ|yk|2(1 + ε2y)|M˜k−1|2
(1 + a|yk|2)(ν1 + |Mˆk−1|2)
+
aε2y|yk|2
1 + a|yk|2
+
a
(
1 + 1
ε2y
)
|pk|2
1 + a|yk|2 +
(
2 + γ
γ
)
|qk|2. (7.38)
Let a , M¯2
ν2
, b , µM¯
2(1+ε2y)
ν1ε2γ2
, and εy ,
√
ν1µ|M∗|2
ν1+M¯2 . Then, since µ ∈ (0, 1] and (A7.6) is
satisfied, it follows from (7.12) that for all k > ks, ε < |Mˆk| < M¯ . Thus, it follows
from (7.38) that for all k > ks,
∆V (k) ≤ −ν1µM¯
2(1 + ε2y)|yk|2|M∗|2(
ν2 + M¯2|yk|2
)(
ν1 + M¯2
)2 − bγ2(2− γ)ε2|yk|2|M˜k−1|2ν2 + M¯2|yk|2
+
µM¯2(1 + ε2y)|yk|2|M˜k−1|2
ν1(ν2 + M¯2|yk|2)
+
M¯2ε2y|yk|2
ν2 + M¯2|yk|2
+
M¯2
(
1 + 1
ε2y
)
|pk|2
ν2 + M¯2|yk|2
+
(
2 + γ
γ
)
|qk|2
≤ −c1|yk|
2
ν2 + M¯2|yk|2
+
M¯2
(
1 + ε2y
)
|pk|2
ε2y
(
ν2 + M¯2|yk|2
) + (2 + γ
γ
)
|qk|2, (7.39)
where c1 , ν1µM¯
2ε2y |M∗|2
(ν1+M¯2)2 . Next, note that since M∗ 6= 0 and ωˆk → ω∗ as k → ∞, it
follows that there exists k2 ∈ N such that for all k > k2, Mk−1 6= 0. Thus, it follows
from (A7.3) and (7.10) that for all k > k2, uk−1 = yk−dk−1Mk−1 , which together with (7.24)
implies
pk =
(
Mk
Mk−1
− 1
)
yk + dk − Mk
Mk−1
dk−1 − µ(Mk −M∗)Mˆ
∗
k−1yk
ν1 + |Mˆk−1|2
,
which using the identity |a+ b+ c|2 ≤ 3(|a|2 + |b|2 + |c|2) yields
|pk|2 =
∣∣∣∣∣
(
Mk
Mk−1
− 1
)
yk + dk − Mk
Mk−1
dk−1 − µ(Mk −M∗)Mˆ
∗
k−1yk
ν1 + |Mˆk−1|2
∣∣∣∣∣
2
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≤ 3
(∣∣∣∣∣ MkMk−1 − 1
∣∣∣∣∣
2
|yk|2 +
∣∣∣∣∣dk − MkMk−1dk−1
∣∣∣∣∣
2
+ µ
2|Mk −M∗|2|Mˆk−1|2|yk|2(
ν1 + |Mˆk−1|2
)2
)
.
(7.40)
Thus, using (7.26) and (7.40), and noting that for all k ∈ N, Mˆk ≤ M¯ , it follows from
(7.39) that for all k > max{k2, ks}
∆V (k) ≤ −c1|yk|
2
ν2 + M¯2|yk|2
+
 M¯2
(
1 + ε2y
)
ε2y
(
ν2 + M¯2|yk|2
) + (2 + γ
γ
)(
γ2(ν1 + |Mˆk−1|2)2
µ2(ν2 + |Mˆk−1|2|yk|2)
)
× 3
∣∣∣∣∣ MkMk−1 − 1
∣∣∣∣∣
2
|yk|2 +
∣∣∣∣∣dk − MkMk−1dk−1
∣∣∣∣∣
2
+ µ
2|Mk −M∗|2|Mˆk−1|2|yk|2(
ν1 + |Mˆk−1|2
)2

≤ −c1|yk|
2
ν2 + M¯2|yk|2
+
µ2M¯2
(
1 + ε2y
)
+ γε2y(2 + γ)(ν1 + M¯2)2
µ2ε2y
(
ν2 + M¯2|yk|2
)
× 3
∣∣∣∣∣ MkMk−1 − 1
∣∣∣∣∣
2
|yk|2 +
∣∣∣∣∣dk − MkMk−1dk−1
∣∣∣∣∣
2
+ µ
2M¯2|Mk −M∗|2|yk|2
ν21

≤ −c1|yk|
2
ν2 + M¯2|yk|2
+ c2
∣∣∣∣∣ MkMk−1 − 1
∣∣∣∣∣
2
+ c3
∣∣∣∣∣dk − MkMk−1dk−1
∣∣∣∣∣
2
+ c4|Mk −M∗|2,
(7.41)
where c2 ,
3(µ2M¯2(1+ε2y)+γε2y(2+γ)(ν1+M¯2)2)
µ2ε2yM¯
2 , c3 , c2M¯
2
ν2
, and c4 , c2µ
2M¯2
ν21
. Since V is
positive definite, it follows from (7.36), (7.41) and Lemma 7.1 in Section 7.12 that
there exists k1 > max{k2, ks} such that
0 ≤
∞∑
i=k1
c1|yi|2
ν2 + M¯2|yi|2
≤
∞∑
k=k1
c2
∣∣∣∣∣ MiMi−1 − 1
∣∣∣∣∣
2
+ c3
∣∣∣∣∣di − MiMi−1di−1
∣∣∣∣∣
2
+ c4|Mi −M∗|2 −∆V (i)

≤
∞∑
k=k1
c2
∣∣∣∣∣ MiMi−1 − 1
∣∣∣∣∣
2
+ c3
∣∣∣∣∣di − MiMi−1di−1
∣∣∣∣∣
2
+ c4|Mi −M∗|2

+ V (yk1 , M˜k1−1)− lim
k→∞
V (yk, M˜k−1)
≤
∞∑
k=k1
c2
∣∣∣∣∣ MiMi−1 − 1
∣∣∣∣∣
2
+ c3
∣∣∣∣∣di − MiMi−1di−1
∣∣∣∣∣
2
+ c4|Mi −M∗|2
+ V (yk1 , M˜k1−1),
where the upper and lower bounds imply that all the limits exist. Thus,
lim
k→∞
c1|yk|2
ν2 + M¯2|yk|2
= 0,
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which implies that limk→∞ yk = 0.
7.12 Lemma 7.1 Used in Proof of Theorem 7.1
Lemma 7.1. Consider the sequence {ωˆk}∞k=0, and assume it satisfies (A7.5).
Then, the following statements hold:
i) ∑∞i=k1 |Mi −M∗|2 exists.
ii) ∑∞i=k1 | MiMi−1 − 1|2 exists.
iii) ∑∞i=k1∣∣∣di − MiMi−1di−1∣∣∣2 exists.
Proof. Note that Gyu(ω) is a Lipschitz continuous function of ω, that is, there
exists LG > 0 such that for all ω1, ω2 > 0,
|Gyu(ω1)−Gyu(ω2)| ≤ LG|ω1 − ω2|. (7.42)
To show i), since (A7.5) is satisfied, it follows from (7.42), that for all k1 > k0,
∞∑
i=k1
|Mi −M∗|2 =
∞∑
i=k1
|Gyu(ωi)−Gyu(ω∗)|2
≤ L2G
∞∑
i=k1
|ωˆi − ω∗|2
≤ c2ωL2G
∞∑
i=k1
λ2(i−k0)ω
= c
2
ωL
2
Gλ
2(k1−k0)
ω
1− λ2ω
,
which confirms i).
To show ii), note that it follows from (A7.5) that for all k > k0,
|ωˆk − ωˆk−1| ≤ cω
(
λk−k0ω + λk−1−k0ω
)
. (7.43)
Furthermore, note that (A7.5) implies that limk→∞ ωˆk = ω∗. Thus, there exists
k3 ∈ N such that for all k ≥ k3, Mk−1 6= 0. Thus, it follows that there exist ε > 0
such that for all k ≥ k3, |Mk−1| > ε. Therefore, it follows from (7.42), and (7.43)
that for all k1 ≥ max{k0, k3},
∑∞
i=k1
∣∣∣∣∣ MiMi−1 − 1
∣∣∣∣∣
2
=
∞∑
i=k1
∣∣∣∣∣Gyu(ωi)−Gyu(ωi−1)Gyu(ωi−1)
∣∣∣∣∣
2
≤ L2G
∞∑
i=k1
|ωˆi − ωˆi−1|2
ε2
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≤ c
2
ωL
2
G
ε2
∞∑
i=k1
(
λ2i−2k0ω + 2λ2i−2k0−1ω + λ2i−2k0−2ω
)
= c
2
ωL
2
G(λ2ω + 2λω + 1)
ε2
∞∑
i=k1
λ2i−2k0−2ω
= c
2
ωL
2
G(1 + λω)2λ2k1−2k0−2ω
ε2(1− λω)2
= c
2
ωL
2
G(1 + λω)λ2k1−2k0−2ω
ε2(1− λω) ,
which confirms ii).
To show iii), note that Fact 7.1 states that d¯ = limk→∞ dk exists. Moreover, since
limk→∞ MkMk−1 = 1, it follows that limk→∞
Mk
Mk−1
dk−1 = d¯. Thus, there exists δ > 0 and
k4 ∈ N such that for all k > k4, |dk − d¯| < δ and | MkMk−1dk−1 − d¯| < δ. Thus, it follows
from (A7.5) that there exists Ld > 0, such that for all k1 > max{k4, k0},
|dk1 − d¯| ≤ Ld|ωˆk1 − ω∗| ≤ Ldcωλk1−k0ω , (7.44)∣∣∣∣∣ Mk1Mk1−1dk1−1 − d¯
∣∣∣∣∣ ≤ Ld|ωˆk1 − ω∗| ≤ Ldcωλk1−k0ω . (7.45)
Next, note that
∞∑
i=k1
∣∣∣∣∣di − MiMi−1di−1
∣∣∣∣∣
2
=
∞∑
i=k1
∣∣∣∣∣di − d¯+ d¯− MiMi−1di−1
∣∣∣∣∣
2
≤ 2
∞∑
i=k1
∣∣∣di − d¯∣∣∣2 + 2 ∞∑
i=k1
∣∣∣∣∣ MiMi−1di−1 − d¯
∣∣∣∣∣
2
. (7.46)
Moreover, it follows from (7.44) that
∞∑
i=k1
∣∣∣di − d¯∣∣∣2 ≤ L2dc2ω ∞∑
i=k1
λ2i−2k0ω
= L
2
dc
2
ωλ
2k1−2k0
ω
1− λ2ω
, (7.47)
and it follows from (7.45) that
∞∑
i=k1
∣∣∣∣∣ MiMi−1di−1 − d¯
∣∣∣∣∣
2
≤ L2dc2ω
∞∑
i=k1
λ2i−2k0ω
= L
2
dc
2
ωλ
2k1−2k0
ω
1− λ2ω
. (7.48)
177
Thus, using (7.47) and (7.48), it follows from (7.46) that
∞∑
i=k1
∣∣∣∣∣di − MiMi−1di−1
∣∣∣∣∣
2
≤ 4L
2
dc
2
ωλ
2
ω
1− λ2ω
,
which confirms iii).
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Chapter 8
Conclusions and Future Work
We presented a variety of new adaptive control algorithms that address the pro-
blem of rejecting sinusoids with known frequencies that act on an unknown asympto-
tically stable linear time-invariant system. To implement these algorithms, minimal
or no system model information is required. These algorithms were developed in dis-
crete time, meaning that the control computations use sampled-date measurements.
Moreover, these algorithms were developed in both frequency and time domains. We
demonstrated effectiveness of the adaptive controllers through stability and perfor-
mance analysis, numerical simulations, and experimental testings. We also presented
extensions to these algorithms that address decentralized control system implemen-
tations as well as unknown disturbance frequencies.
8.1 Trade-offs for Adaptive Algorithms
We present a comparison of adaptive control algorithms of this dissertation. Fi-
gure 8.1 summarizes the trade-offs between adaptive algorithms.
Frequency-Domain vs. Time-Domain:
The adaptive control algorithms developed in Chapters 2, 4, 6, and 7 are in fre-
quency domain, meaning that all control computations use discrete Fourier transform
data (DFT), whereas the algorithms in Chapters 3 and 5 are in time domain.
Frequency-domain algorithms are less susceptible to measurement noise. These
algorithms are also less influenced by the system’s transient response, because DFT
can often extract the harmonic steady-state response even if the system is not at
steady state. In other words, DFT can filter out the non-sinusoidal part of a system’s
response during transient, and thus Ts can be selected smaller than the settling time
of the system (e.g., See Example 1.1 and Fig. 1.3, where Ts for FD-HHC is selected
smaller than settling time of the helicopter system).
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Time-Domain
• Fast transient due to elimination
of batch data processing
• Can address disturbances with
slowly time-varying frequencies
AHHC
• Less computationally expensive
• Have actual estimator of plant
at disturbance frequencies
AHC
• Fast transient due to large gains
• Can be extended to decentralized
control system
Frequency-Domain
• Less susceptible to measurement
noise
• Less influenced by transient
response
Figure 8.1: Trade-offs for adaptive algorithms of this dissertation
Alternatively, time-domain methods can yield faster convergence (e.g., see Ex-
amples 3.1 and 3.2), and can accommodate disturbances with slowly time-varying
frequencies (e.g., see Example 5.4). Therefore, for each disturbance rejection task,
depending on the characteristics of dynamic system and external disturbances, the
choice between a frequency-domain and a time-domain algorithm can affect the ef-
fectiveness of implementation.
AHHC vs. AHC :
The control algorithms in Chapters 4, 5, and 6 are named AHC, whereas the
algorithms of Chapters 2, 3, and 7 are named AHHC.
Note that AHHC algorithms can be less computationally expensive since they do
not require online matrix inversion. In addition, for AHHC, we developed update
equations for an adaptive estimate of the control-to-performance transfer function at
disturbance frequency, that is, Mk for FD-AHHC and Hk for TD-AHHC. The update
equations for the control parameter uk depends on the adaptive estimates Mk or Hk.
Roughly speaking, Propositions 2.1 and 3.2 imply that in terms of Frobenius norm,
the adaptive estimates Mk or Hk move toward their ideal values M∗ or H∗.
Alternatively, AHC has other benefits. Note that Theorems 4.2 and 5.2 do not
impose upper bounds on the gains µ and γ for FD-AHC, and the gains γd and γH for
TD-AHC. Thus, AHC can use large gains and yield faster convergence compared to
AHHC. Also, note that AHC can be extended to systems with decentralized control
architecture. In Chapter 6, we presented a decentralized extension of FD-AHC. Si-
milar decentralized extension can be developed for TD-AHC. However, the extension
of AHHC algorithms to decentralized case is an open problem.
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8.2 Concluding Remarks
We summarize some remarks regarding the main characteristics of the adaptive
control algorithms of this dissertation.
Adaptive Estimation and Control:
In Sections 3.5 and 3.6, we presented and analyzed a new control method named
TD-HHC, which we consider as the time-domain counterpart of the existing FD-
HHC algorithm in Section 2.4. Although these two methods have relatively good
robustness to changes in the system’s dynamics, we consider them as non-adaptive
methods, because both require knowledge of sufficiently accurate fixed estimates of
the control-to-performance transfer function at the disturbance frequencies; and they
both use fixed gains in the control parameter update equations. Therefore, both
FD-HHC and TD-HHC can cause closed-loop instabilities if changes in the dynamic
system are not sufficiently small. On the other hand, we developed adaptive versions
of FD-HHC and TD-HHC named FD-AHHC and TD-AHHC, respectively, in Sections
2.5 and 3.7, which do not require any model information since both FD-AHHC or TD-
AHHC use adaptive estimates rather than fixed estimates. It is worthwhile to note
that introducing FD-AHHC and TD-AHHC does not render FD-HHC and TD-HHC
pointless control methods. For certain applications, where the dynamic system does
not change too much, using FD-HHC or TD-HHC can be more efficient compared
to the use of FD-AHHC or TD-AHHC, because both FD-AHHC and TD-AHHC
are computationally more expensive than FD-HHC and TD-HHC. Also, note that
introducing adaption in a control system can aggravate actuator saturation, or can
cause adaptive parameter drift, both of which, can cause closed-loop instabilities if
not taken care of.
Actuator Saturation:
Actuator saturation is a common practical issue in feedback control systems, which
happens if magnitude of the computed control is larger than the actuator’s maximum
deliverable magnitude. Ignoring actuator saturation in the design can result in de-
graded performance or even instability. Addressing actuator saturation becomes even
more imperative in adaptive control design, because unforeseen changes in the dyna-
mic system or unexpectedly large-amplitude disturbances can readily cause actuator
saturation. For adaptive control methods of this dissertation, we presented modifi-
cations to the control update equations aimed at addressing the problem of actuator
saturation. These modifications are in Section 3.10 for TD-HHC and TD-AHHC, and
in Section 5.7 for TD-AHC. Similar modifications can address actuator saturation for
other algorithms of this dissertation.
Computational Complexity:
Computational complexity of the adaptive controllers of this dissertation is com-
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parable to other adaptive feedforward methods (e.g., [81, 157, 158]). Also, we note
that all control methods in this dissertation are developed in discrete time, and thus,
control calculations are required only every Ts seconds—Ts is the control update pe-
riod. Therefore, Ts can be increased as necessary to accommodate the computational
capabilities of the control hardware. Although, increasing Ts tends to increase con-
vergence time, for FD-AHC and TD-AHC the gains used in the update equations can
be increased (since their gains are not upper-bounded) to achieve desired convergence
time. This property is illustrated in Example 5.1.
Disturbances with Known-but-Time-Varying Frequencies:
In contrast to frequency-domain control methods, time-domain methods do not
require batch data processing (e.g., DFT). This feature of time-domain methods
provides the possibility of their successful implementation for systems subject to dis-
turbances with known-but-time-varying frequencies. Numerical simulations suggest
that the adaptive controllers of this dissertation that are developed in time domain
(i.e., TD-HHC, TD-AHHC, and TD-AHC) are effective for rejection of disturbances
with time-varying frequencies if the time variation is known, and the rate of change
of the frequencies is sufficiently small. One such demonstration of this time-domain
feature is in Example 5.4 for TD-AHC algorithm.
Inaccurate Knowledge of Disturbance Frequencies:
If the frequencies of harmonic control differ from the frequencies of disturbance,
the adaptive control algorithms of this dissertation are still applicable and can achieve
disturbance attenuation, provided that the difference between the frequencies of dis-
turbance and control is sufficiently small. Experiment 5.6 demonstrates one such
scenario.
Decentralized Control Architecture:
We presented decentralized FD-AHC in Chapter 6, which is the extension of the
new FD-AHC algorithm that we introduced in Chapter 4. Similar to TD-AHC algo-
rithm presented in Chapter 5, FD-AHC benefits from arbitrarily large adaptive gains
in its update equations, which can significantly improve the convergence time. For
decentralized FD-AHC, Theorem 6.2 requires sufficiently small gains for Lyapunov
stability and global convergence. However, numerical simulations suggest that simi-
lar to FD-AHC and TD-AHC, sufficiently small gains are not necessary for success-
ful implementation of decentralized FD-AHC. In other words, numerical simulations
suggest that decentralized FD-AHC benefits from arbitrarily large gains as well as
FD-AHC and TD-AHC.
Note that, although not presented, TD-AHC can be also extended to decentra-
lized control systems (i.e., similar to decentralized FD-AHC). However, for AHHC
algorithms, extension to decentralized control systems is an open problem.
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Disturbances with Unknown Frequencies:
In Chapter 7, we extended the result of Chapter 2 to address the case of distur-
bances with unknown frequencies. In fact, we coupled an exponentially-fast frequency
estimator with FD-AHHC, and in Theorem 7.1 we validated the design through
analysis. Although, Theorem 7.1 concerns a specific exponentially-fast frequency
estimator coupled with FD-AHHC, its statement can be shown to be true for ot-
her exponentially-fast frequency estimators coupled with FD-AHHC or other adap-
tive algorithms of this dissertation. In fact, numerical simulations suggest that not
only exponentially-fast frequency estimators but also other frequency estimators that
asymptotically converge to the disturbance frequency can be coupled with our adap-
tive control methods to address the rejection of sinusoids with unknown frequencies.
8.3 Recommendations for Future Work
In Chapter 7, we extended FD-AHHC to address disturbances with unknown fre-
quencies. It might be worthwhile to seek for other ways of extending FD-AHHC
or other algorithms of this dissertation to the case of unknown-frequency disturban-
ces. Moreover, modifications to the adaptive algorithm of this dissertation might be
helpful for certain applications. One can investigate the incorporation of windowing
techniques, recursive least squares parameter estimation, and multi-rate update ap-
proaches. Also, the extension of AHHC algorithms to systems with decentralized
control architecture is an open problem. In addition, it might be beneficial to study
the possibility of extending the adaptive controllers of this dissertation to nonlinear
systems.
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