The common perspective that higher response rates produce lower nonresponse error led to the popular use of response rates.
The plague of nonresponse research is the fact that very little information is typically available on nonrespondents. Based on recent meta-analyses it's clear that there is commonly more variation in nonresponse error across estimates of the same survey than across surveys with different response rates. For example, since no single measure of nonresponse (at the survey level) can inform the researcher to the diverse levels of nonresponse error that various estimates might hold. This is not dissimilar to the problem the field faces with characterizing the effect of clustering on standard errors. Design effects vary across different estimates within a single survey. While no one design effect is appropriate for all estimates, sometimes average design effects are useful.
Alternative Approaches. To get the conversation moving, it seems that there are two "ideal-type" approaches of alternative indicators:
Indicators at the survey level differ from the simple response rate computations by incorporating into the computation some key auxiliary variables that are correlates of the survey variables (or at least desirable measures on which the respondent pool should be balanced). Indicators at the estimate level are specific to a single estimate, providing some information based on variation in success of measuring groups that vary on the expected value of the estimate.
Regardless of its merits, the notion of having a separate indicator of nonresponse error for each estimate may be too large a leap in complexity for current practitioners. It seems useful, therefore, to evaluate compromises between a single indicator and estimate-specific indicators. These would be indicators of nonresponse errors for sets of estimates (ones that might have similar correlations with different auxiliary variables).
a single indicator at the survey level
A single indicator to characterize nonresponse error must perforce assert that a set of auxiliary variables measured on nonrespondents and respondents sample observations). 
indicators at the level of individual estimates
Clearly the field would be on the soundest theoretical footing if each survey estimate produced had its own nonresponse error indicator. However, such a stand would be a giant leap in complexity for users of survey estimates. Moving to this level permits us, however, to examine various functions of the relationship between response propensities and individual survey variables.
We use "y" as the designator of an individual survey item. We use the term, "auxiliary variables," to describe any attributes that are known for respondents and nonrespondents
a) Comparisons of respondents and nonrespondents on auxiliary variables
Any variables available on the sampling frame or used for postsurvey adjustment are measured on both respondents and nonrespondents. These means on these variables for respondents can be compared to those of nonrespondents (as well as the total sample). In essence, these comparisons permit nonresponse bias estimates on such variables.
Comment: to the extent that these variables are correlated to survey variables these indicators may be predictive of nonresponse error on the survey variables. A useful exercise might be to group survey variables by the level of correlation with the auxiliary variables, as measured among respondents, to comment on which auxiliary variables are most like various survey variables.
b) Correlation between post-survey nonresponse adjustment weights and y, measured on the respondent cases All surveys that use some adjustment procedure in hopes of reducing nonresponse error of estimates possess a variable on every respondent that acts to increase the influence of underrepresented cases and decrease the influence of overrepresented cases within the respondent pool. Correlations between the resulting "postsurvey" adjustment weights and the survey variables (estimated on the respondent cases) may be informative about the relationship between response propensity and those survey variables. Comment: the correlations may not be the same within the nonrespondent pool and thus may mislead the researcher about the extent of nonresponse bias in the adjusted and unadjusted estimates. 
indicators at the level of sets of variables/estimates
Instead of each estimate in a survey having its own indicator of nonresponse error, for convenience, sets of similar estimates could be defined, such that the set would share a value of a nonresponse indicator. These would be based on a prior analysis, most likely among the respondent cases only, by which the researcher would establish the magnitude of relationships (covariances or other measure of the relationship) between the auxiliary variables and the likelihood of participation. The researcher would identify sets of survey variables or estimates that share high correlations with different auxiliary variables on the respondent cases. Based on that indirect information, separate variance functions above would be presented for each class of estimates. In some sense, this would resemble the technique of identifying sets of estimates subject to similar design effects (e.g., see the CPS Technical Paper 63RV, http://www.cen sus.gov/prod/2002pubs/tp63rv.pdf).
summary
The above is a listing of alternative indicators that might be useful to explore across several ongoing surveys simultaneously, in order to aid judgments about whether different indicators do indeed supply more information about possible nonresponse errors in survey estimates. 
