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INVERSE WAVE SCATTERING IN THE LAPLACE DOMAIN: A
FACTORIZATION METHOD APPROACH
ANDREA MANTILE AND ANDREA POSILICANO
Abstract. Let ∆Λ ≤ λΛ be a semi-bounded self-adjoint realization of the Laplace operator
with boundary conditions (Dirichlet, Neumann, semi-transparent) assigned on the Lipschitz
boundary of a bounded obstacle Ω. Let uΛf and u
0
f denote the solutions of the wave equa-
tions corresponding to ∆Λ and to the free Laplacian ∆ respectively, with a source term f
concentrated at time t = 0 (a pulse). We show that for any fixed λ > λΛ ≥ 0 and any fixed
B ⊂⊂ Rn\Ω, the obstacle Ω can be reconstructed by the data
FΛλ f(x) :=
∫ ∞
0
e−
√
λ t
(
uΛf (t, x)− u0f (t, x)
)
dt , x ∈ B , f ∈ L2(Rn) , supp(f) ⊂ B .
A similar result holds in the case of screens reconstruction, when the boundary conditions
are assigned only on a part of the boundary. Our method exploits the factorized form of
the resolvent difference (−∆Λ + λ)−1 − (−∆+ λ)−1.
1. Introduction.
We consider the problem of obstacles’ reconstruction from measurements of time-dependent
scattered waves. Different approaches have been developed; in [13] time-Fourier transform
is used to process data in the frequency domain via the point source method. In [6] the case
of Dirichlet obstacles is considered in the time-dependent setting by using measurements of
causal waves, that is, waves such that u(t, x) = 0 for t ≤ T (see also [9] for Neumann and
Robin obstacles). In these works a linear sampling method is adapted to work on time-
domain data without using the Fourier transform. As remarked in [6], this approach may
offer a better quality of the reconstruction compared to frequency domain methods working
with a single frequency; nevertheless, an approximation argument prevents a rigorous math-
ematical characterization of the obstacle. A different strategy, based on an adaptation of
the factorization method to the time-domain, has been recently proposed in [5]. There, the
authors introduce a far field operator for Dirichlet obstacles scattering in the time dependent
setting; the inverse data are given by measurements of scattered causal waves in the far field
regime. Using Laplace transform analysis of retarded potentials, the analytical framework
to study this factorization is provided. However, to obtain a symmetric factorization with
coercive middle operator (needed to implement the factorization method), a perturbed far
field operator, arising from artificially modified measurements, is introduced.
In our recent paper [16], we used Kre˘ın-type resolvent formulae, combined with the lim-
iting absorption principle and the factorization method, to provide inverse scattering (re-
construcion) results for Lipschitz obstacles and screens. In what follows analogous results
are obtained for the time-dependent obstacle scattering problem; our approach exploits the
Laplace transform analysis of the time-propagator leading to a factorized representation of
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the data operator in the Laplace transform domain. Then, using sampling methods, obstacles
and screens can be reconstructed by the knowledge, for some fixed λ > 0 and B ⊂⊂ Rn\Ω,
of the data
FΛλ f(x) :=
∫ ∞
0
e−
√
λ t
(
uΛf (t, x)− u0f(t, x)
)
dt , x ∈ B , f ∈ L2(Rn) , supp(f) ⊂ B ,
where uΛf and u
0
f solve the inhomogeneous wave equations for ∆Λ and ∆ respectively with
a pulse f concentrated at time t = 0 (see Theorems 4.2 and 4.3 for the precise statements).
Here ∆ is the self-adjoint Laplacian in the whole space, describing free waves propagation,
while ∆Λ is the self-adjoint realization of the Laplacian with boundary conditions on (part
of) the boundary Γ of the obstacle Ω which are univocally individuated by the choice of
the operator Λ acting on functions on Γ. The allowed Λ’s permit to considers many local
boundary conditions, in particular Dirichlet, Neumann and semi-transparent ones, either
assigned on the whole boundary Γ (see Section 2.1) or on a relatively open piece Σ (see
Section 2.2).
Our modeling is inspired by an ideal experimental setup where the incident wave is gener-
ated by pulses space-localized in a fixed open and bounded region B and the measurements
are performed by detectors placed in the same domain B (see for instance [3]). This choice
allows to use in our computations results from wave propagation theory under standard
regularity assumptions. In the applications perspective, a more appropriate choice would
consists in replacing B with the boundary of an open domain. This setting would be closer
to the one proposed in [6] and [5], where the incident fields is generated by a density on a
sphere, while (concerning [5]) the data operator output, i.e. the physical measure, depicts
the behavior of scattered fields at far distances and large times. The same kind of arguments
here used still apply to this case and we do not expect relevant changes in our conclusions
in such a modified setting. Nevertheless, assigning pulse-sources and measurements on a
boundary would requires the study of the mapping properties in distributional spaces of the
resolvents appearing in our Kre˘ın’s type formulae; this case will be considered in a successive
paper.
A relevant feature of our approach rests upon the fact that it avoids unphysical modifica-
tions of the data and provide a rigourous reconstruction algorithm (implying uniqueness).
As in the aforementioned works, we require global-in-time data; this is due to the use of the
Laplace transform. The error introduced by using finite-time data is considered: we provide
an estimate regarding the difference (in uniform operator norm) between the experimentally
realistic operator FΛ,ε,t◦λ defined in term of pulses concentrated on small time intervals [0, ε],
ε ≪ 1, and measurements lasting a finite time t◦ ≫ ε, and the ideal operator FΛλ corre-
sponding to the limit case t◦ = +∞, ε = 0. In Lemma 3.1 we show that it is of order
(e−λt◦ + ε)λ−1/2; thus it can be made arbitrarily small by taking λ sufficiently large.
Acknowledgements. The authors are indebted to Guanghui Hu for the fruitful discussions
which largely inspired this work.
2. The resolvent formula for Laplacians with boundary conditions.
Let ∆ : H2(Rn) ⊆ L2(Rn)→ L2(Rn) be the self-adjoint operator given by the free Lapla-
cian on the whole space; here H2(Rn) denotes the usual Sobolev space of square integrable
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functions with square integrable distributional Laplacian. Another self-adjoint operator
∆˜ : dom(∆˜) ⊆ L2(Rn)→ L2(Rn) is said to be a singular perturbation of ∆ if the set
(2.1) {u ∈ H2(Rn) ∩ dom(∆˜) : ∆u = ∆˜u}
is dense in L2(Rn). In concrete situations ∆˜ represents the Laplace operator with some
kind of boundary conditions on a null subset. We notice that ∆˜ is a self-adjoint extension
of the symmetric operator ∆◦ given by restricting the free Laplacian to the set defined
in (2.1). Therefore the singular perturbations of the Laplacian can be realized as self-
adjoint extensions of the symmetric operators given by the restrictions of the Laplacian ∆
to subspaces which are dense in L2(Rn) and closed in H2(Rn). Without loss of generality we
can suppose that such subspaces are the kernels of some bounded linear maps. This leads
to introduce the following framework.
Given an auxiliary Hilbert space K, we introduce a linear application τ : H2(Rn) → K
which plays the role of an abstract trace (evaluation) map. We assume that
1. τ is continuous;
2. τ is surjective (so that K plays the role of the trace space);
3. ker(τ) is dense in L2(Rn).
In the following we do not identify K with its dual K∗; however we use K∗∗ ≡ K. We
suppose that there exists a Hilbert space K0 and continuous embeddings with dense range
K →֒ K0 →֒ K∗; then the K-K∗ duality 〈·, ·〉K∗,K (conjugate-linear with respect to the first
variable) is defined in terms of the scalar product of K0.
For any z in the resolvent set C\(−∞, 0], we define the bounded operators
R0z := (−∆+ z)−1 : L2(Rn)→ H2(Rn)
and
(2.2) Gz := (τR
0
z¯)
∗ : K∗ → L2(Rn) .
Given a couple of reflexive Banach spaces X, Y, with K →֒ X (and hence X∗ →֒ K∗), and
given the bounded operator P ∈ B(X,Y), we consider a family of maps Mz ∈ B(X∗,X),
z ∈ C\(−∞, 0], such that
(2.3) M∗z = Mz¯ , Mz −Mw = (z − w)G∗w¯Gz
and then, supposing that
(2.4) ZM := {z ∈ C\(−∞, 0] : (PMzP ∗)−1 ∈ B(Y,Y∗), (PMz¯P ∗)−1 ∈ B(Y,Y∗)} ,
is not empty, we define the map
Λ : ZM → B(X,X∗) , z 7→ Λz := P ∗(PMzP ∗)−1P .
By (2.3) one gets (see [19, relation (2) and (4)])
(2.5) Λ∗z = Λz¯ , Λw − Λz = (z − w)ΛwG∗w¯GzΛz
and so, by [19, Theorem 2.1], one gets the following result (see [15, Theorem 2.4]; here we
also take into account [4, Theorem 2.19]).
4 ANDREA MANTILE AND ANDREA POSILICANO
Theorem 2.1. Let τ , P , M be as above and suppose that ZM is not empty. Then the family
of bounded linear maps in L2(Rn)
(2.6) RΛz := R
0
z +GzP
∗(PMzP ∗)−1PG∗z¯ , z ∈ ZM ,
is the resolvent of a singular perturbation ∆Λ of ∆ and ZM = ρ(∆Λ) ∩ C\(−∞, 0].
In the next sections, given an open, bounded set Ω ≡ Ωin ⊂ Rn with a Lipschitz boundary Γ
and such that Ωex := R
n\Ω is connected, we consider models where the map τ : H2(Rn)→ K
corresponds to the two different cases:
1) τ = γ0 , K = B
3/2
2,2 (Γ) , X = H
s(Γ), |s| ≤ 1;
2) τ = γ1 , K = H
1/2(Γ) , X = Hs(Γ), −1 ≤ s < 1/2;
Here γ0 and γ1 denote the Dirichlet and Neumann traces on the boundary Γ and H
s(Γ),
|s| ≤ 1, denotes the Hilbert space of Sobolev functions of order s on Γ (see, e.g., [14, Chapter
3]); the Hilbert space B
3/2
2,2 (Γ) is a Besov-like space (see [10, Section 2, Chapter V] for the
precise definitions) giving the correct trace space of γ0|H2(Rn) in the case Γ is a Lipschitz
manifold (whenever Γ is more regular it identifies with H3/2(Γ)).
We introduce the label ♯ = D,N according to the two possible different choices above.
The operators defined in (2.2) in terms of one of the two traces τD = γ0, τN = γ1 is then
denoted by
G♯z : K
∗ → L2(Rn) , z ∈ C\(−∞, 0] .
We also introduce the two spaces K = K♯, X = X
s
♯ , where
KD = B
3/2
2,2 (Γ) , KN = H
1/2(Γ) ,
X
s
D := H
1/2−s(Γ) , XsN := H
−1/2−s(Γ) , 0 ≤ s ≤ 1/2 .
Since K♯ →֒ Xs♯ , and hence Xs♯∗ →֒ K∗♯ , we can restrict G♯λ to the spaces Xs♯∗; notice that, by
the definition (2.2), one has
GDz φ = SLzφ , G
N
z ϕ = DLzϕ ,
where SLz and DLz are the single- and double-layer operators associated to (−∆ + z) (see,
e.g., [14, Chapter 6]).
2.1. Laplace operators with boundary conditions on hypersurfaces. In this section
we use Theorem 2.1 in the case Y = X and P = 1X.
2.1.1. The Dirichlel Laplacian. Let ∆DΩin/ex be the self-adjoint operators in L
2(Ωin/ex) corre-
sponding to the Laplace operator with Dirichlet boundary conditions. One has ∆DΩin⊕∆DΩex =
∆ΛD , where
ΛDz = (M
D
z )
−1 = −(γ0SLz)−1 ∈ B(H1/2(Γ), H−1/2(Γ)) , z ∈ C\(−∞, 0]
(see [15, Section 5.2]).
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2.1.2. The Neumann Laplacian. Let ∆NΩin/ex be the self-adjoint operators in L
2(Ωin/ex) cor-
responding to the Laplace operator with Neumann boundary conditions. One has ∆NΩin ⊕
∆NΩex = ∆ΛN , where
ΛNz = (M
N
z )
−1 = −(γ1DLz)−1 ∈ B(H−1/2(Γ), H1/2(Γ)) , z ∈ C\(−∞, 0]
(see [15, Section 5.3]).
2.1.3. The Laplacian with semitransparent boundary conditions. Here α and θ are real-valued
functions and we use the same symbols to denote the corresponding multiplication operators.
Taking
Λαz := (M
α
z )
−1 = −
(
1
α
+ γ0SLz
)−1
∈ B(L2(Γ)) , z ∈ C\(−∞, λα] , λα ≥ 0 , ,
where α ∈ L∞(Γ), 1
α
∈ L∞(Γ), the self-adjoint operator ∆Λα represents a bounded from
above Laplace operator with the semi-transparent boundary conditions
αγ0u = [γ1]u , [γ0]u = 0
(see [16, Section 4.1.3]); here [γ0]u and [γ1]u denote the jump of the Dirichlet and Neumann
traces of the function u across the boundary. Taking
(2.7) Λθz := (M
θ
z )
−1 = (θ−γ1DLz)−1 ∈ B(H−1/2(Γ), H1/2(Γ)) , z ∈ C\(−∞, λθ] , λθ ≥ 0 ,
where θ ∈ Lp(Γ), p > 2, the self-adjoint operator ∆Λθ represents a bounded from above
Laplace operator with the semi-transparent boundary conditions
(2.8) γ1u = θ[γ0]u , [γ1]u = 0
(see [16, Section 4.1.4]).
2.2. Laplace operators with boundary conditions on unclosed hypersurfaces. Here
we consider the case where the boundary conditions are assigned on a relatively open subset
Σ of the boundary Γ of the domain Ω. We use Theorem 2.1 with
Y = Hs(Σ) , P = RΣ : H
s(Γ)→ Hs(Σ) , RΣφ := φ|Σ .
Notice that Y∗ = Hs(Σ)∗ identifies with H−s
Σ
(Γ) and P ∗ identifies with
R∗Σ : H
−s
Σ
(Γ)→ H−s(Γ) , R∗Σφ := φ
(see [16, Lemma 5.1]), where
Hs
Σ
(Γ) := {φ ∈ Hs(Γ) : supp(φ) ⊆ Σ} .
2.2.1. The Dirichlel Laplacian. Considering ΛD,Σz := R
∗
Σ(RΣM
D
z R
∗
Σ)
−1RΣ, z ∈ C\(−∞, 0],
(RΣM
D
z R
∗
Σ)
−1 = −(RΣγ0SLzR∗Σ)−1 ∈ B(H1/2(Σ), H−1/2Σ (Γ)) ,
the self-adjoint operator ∆ΛD,Σ represents a bounded from below Laplacian with Dirichlet
boundary conditions on Σ (see [18, Example 7.1], [16, Section 5.1.1]).
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2.2.2. The Neumann Laplacian. Considering ΛN,Σz := R
∗
Σ(RΣM
N
z R
∗
Σ)
−1RΣ, z ∈ C\(−∞, 0],
(RΣM
N
z R
∗
Σ)
−1 = −(RΣγ1DLzR∗Σ)−1 ∈ B(H−1/2(Σ), H1/2Σ (Γ)) ,
the self-adjoint operator ∆ΛN,Σ represents a bounded from below Laplacian with Neumann
boundary conditions on Σ (see [18, Example 7.1], [16, Section 5.1.2]).
2.2.3. The Laplacian with semitransparent boundary conditions. Considering Λα,Σz :=
R∗Σ(RΣM
α
z R
∗
Σ)
−1RΣ, z ∈ C\(−∞, λ˜α], λ˜α ≥ 0,
(RΣM
α
z R
∗
Σ)
−1 = −
(
RΣ
(
1
α
+ γ0SLz
)
R∗Σ
)−1
∈ B(L2(Σ);L2
Σ
(Γ)) ,
where sign(α) is constant, the self-adjoint operator ∆Λα,Σ represents a bounded from below
Laplacian with boundary conditions (2.7) on Σ (see [18, Example 7.3], [16, Section 5.1.3]).
Considering Λθ,Σz := R
∗
Σ(RΣM
θ
zR
∗
Σ)
−1RΣ, z ∈ C\(−∞, λ˜θ], λ˜θ ≥ 0,
(RΣM
θ
zR
∗
Σ)
−1 = (RΣ(θ − γ1DLz)R∗Σ)−1 ∈ B(H−1/2(Σ), H1/2Σ (Γ)) ,
the self-adjoint operator ∆Λθ,Σ represents a bounded from below Laplacian with boundary
conditions (2.8) on Σ (see [18, Example 7.4], [16, Section 5.1.4]).
3. Wave Scattering in the Laplace domain.
Let ∆Λ ≤ λΛ, λΛ ≥ 0, be a semi-bounded singular perturbation in L2(Rn) as defined in
the previous section; we consider the Cauchy problem for the wave equation
(3.1)

∂ttu(t) = ∆♦u(t)
u(0) = u0
∂tu(0) = v0 .
Here the index ♦ has the two possible values ♦ = 0 or ♦ = Λ and ∆0 identifies with the free
Laplacian ∆ : H2(Rn) ⊂ L2(Rn)→ L2(Rn); in the following we set λ0 = 0.
We say that u ∈ C(R+;L2(Rn)) is a mild solution of (3.1) whenever∫ t
0
∫ s
0
u(r) dr ds ≡
∫ t
0
(t− s)u(s) ds ∈ dom(∆♦)
and
u(t) = u0 + tv0 +∆♦
∫ t
0
(t− s)u(s) ds
for any t ≥ 0. By [2, Proposition 3.14.4, Corollary 3.14.8 and Example 3.14.16], the unique
mild solution of (3.1) is given by
(3.2) u(t) = Cos♦(t) u0 + Sin♦(t) v0
where the B(L2(Rn))-valued functions t 7→ Cos♦(t) and t 7→ Sin♦(t) are univocally defined
through the B(L2(Rn))-valued (inverse) Laplace transform by the relations
(3.3)
√
λ (−∆♦ + λ)−1 =
∫ ∞
0
e−
√
λ tCos♦(t) dt , λ > λ♦ ,
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(3.4) (−∆♦ + λ)−1 =
∫ ∞
0
e−
√
λ t Sin♦(t) dt , λ > λ♦ .
One has (see [8, (6.14), (6.15), Chap. II])
(3.5) ‖Cos♦(t)‖B(L2(Rn)) ≤ cosh(
√
λ♦ t) , ‖Sin♦(t)‖B(L2(Rn)) ≤
sinh(
√
λ♦ t)√
λ♦
.
Whenever λ♦ = 0, by functional calculus one gets
Cos♦(t) = cos(t(−∆♦)1/2) , Sin♦(t) = (−∆♦)−1/2 sin(t(−∆♦)1/2)
and so, in this case,
(3.6) ‖Cos♦(t)‖B(L2(Rn)) ≤ 1 , ‖Sin♦(t)‖B(L2(Rn)) ≤ min{t, 1} .
Given χε a bounded, not negative function such that
χε(s) = 0 whenever s ≥ ε > 0 and
∫ ε
0
χε(s) ds = 1,
and given f ∈ L2(Rn), let u♦f,ε be the solution of the wave equation with the pulse χεf , i.e.,
u♦f,ε solves the inhomogeneous Cauchy problem
(3.7)

∂ttu
♦
f,ε(t) = ∆♦u
♦
f,ε(t) + χε(t)f
u♦f,ε(0) = 0
∂tu
♦
f,ε(0) = 0 .
By [2, Proposition 3.1.16] (see also [8, Section II.4]), u♦f,ε is given by
u♦f,ε(t) :=
∫ t
0
Sin♦(t− s)χε(s)f ds .
In scattering experiments one measures the scattered wave
SΛ,εt f := u
Λ
f,ε(t)− u0f,ε(t)
produced by the short pulse χεf , ε ≪ 1. Since the measurements last a finite time t◦ ≫ ε
and detectors occupy a finite region, we introduce the continuous B(L2(B))-valued map
(3.8) t 7→ 1[0,t◦](t)1BSΛ,εt 1B ,
where B ⊂⊂ Rn\Ω is open and bounded and 1X denotes the indicator function of a set X .
We introduce the operator family FΛ,t◦,ελ given by
(3.9) FΛ,t◦,ελ :=
∫ t◦
0
e−
√
λ t 1BS
Λ,ε
t 1B dt , λ > λΛ ,
which is the Laplace transform of (3.8). In an ideal setup, corresponding to instantaneous
pulses and measurement lasting an infinite time, (3.8) rephrases as
t 7→ 1BSΛt 1B , SΛt := SinΛ(t)− Sin0(t) .
By Laplace transform again, we define the ideal operator
(3.10) FΛλ :=
∫ ∞
0
e−
√
λ t1BS
Λ
t 1B dt , λ > λΛ .
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The next Lemma shows that for any given ε > 0 and t◦ > 0, one can choose a sufficiently
large λ such that the difference FΛλ − FΛ,t◦,ελ is as small (in uniform operator norm) as one
likes. Taking into account (3.5) and (3.6), here we set x−1 sinh xt = min{t, 1} whenever
x = 0.
Lemma 3.1. Let ∆Λ ≤ λΛ, λΛ ≥ 0, be a semi-bounded singular perturbation in L2(Rn) as
defined in Theorem 2.1. For any λ and λ◦Λ such that λ ≥ λ◦Λ > λΛ one has
‖FΛλ − FΛ,t◦,ελ ‖B(L2(Rn)) ≤
1√
λ
(
c1 e
−
√
λ t◦ + ε
(
c2(1− e−
√
λ ε) + c3 e
−
√
λ ε
))
where
c1 =
λ◦Λ
λ◦Λ − λΛ
(
cosh(
√
λΛ t◦)√
λ◦Λ
+
sinh(
√
λΛ t◦)√
λΛ
)
+
(
1√
λ◦Λ
+min{t◦, 1}
)
,
c2 = cosh(
√
λΛ ε) +
sinh(
√
λΛ ε)√
λΛ ε
+ 2 ,
c3 = cosh(
√
λΛ t◦) + 1 .
Proof. Let us re-write the difference FΛλ − FΛ,t◦,ελ as
FΛλ − FΛ,t◦,ελ =
∫ ∞
t◦
e−
√
λ t 1BS
Λ
t 1B dt
+
∫ ε
0
e−
√
λ t 1B(S
Λ
t − SΛ,εt )1B dt+
∫ t◦
ε
e−
√
λ t 1B(S
Λ
t − SΛ,εt )1B dt
=I1 + I2 + I3 .
By (3.3), (3.4) and by the identity (see [2, equation (3.95)])
Sin♦(t+ t◦) = Cos♦(t◦)Sin♦(t) + Sin♦(t◦)Cos♦(t) ,
one gets
I1 =e
−
√
λ t◦
∫ ∞
0
e−
√
λ t 1BSΛ(t+ t◦)1B dt
=e−
√
λ t◦ 1B
(
(CosΛ(t◦) +
√
λSinΛ(t◦))RΛλ − (Cos0(t◦) +
√
λSin0(t◦))R0λ
)
1B .
By ‖R♦λ‖B(L2(Rn)) ≤ (λ− λ♦)−1 and by (3.5), (3.6), one gets
‖I1‖B(L2(Rn))
≤e−
√
λ t◦
(
1
λ− λΛ
(
cosh(
√
λΛ t◦) +
√
λ
sinh(
√
λΛ t◦)√
λΛ
)
+
1
λ
(
1 +
√
λmin{t◦, 1}
))
≤e
−
√
λ t◦
√
λ
(
1
1− λΛ/λ
(
cosh(
√
λΛ t◦)√
λ
+
sinh(
√
λΛ t◦)√
λΛ
)
+
(
1√
λ
+min{t◦, 1}
))
By
Sin♦(t) =
∫ t
0
Cos♦(s) ds
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(see [2, equation (3.93)]), one gets
‖u♦f,ε(t)− Sin♦(t)f‖L2(Rn)
≤
∫ t
0
‖Sin♦(t− s)− Sin♦(t)‖B(L2(Rn)) χε(s) ds ‖f‖L2(Rn)
+ ‖Sin♦(t)‖B(L2(Rn))
(
1−
∫ t
0
χε(s) ds
)
‖f‖L2(Rn)
≤
(
ε cosh(
√
λ♦ t)
∫ t
0
χε(s) ds+
sinh(
√
λ♦ t)√
λ♦
(
1−
∫ t
0
χε(s) ds
))
‖f‖L2(Rn) .
Thus
‖I2‖B(L2(Rn)) ≤
(
ε cosh(
√
λΛ ε) +
sinh(
√
λΛ ε)√
λΛ
+ 2ε
)
1− e−
√
λ ε
√
λ
and
‖I3‖B(L2(Rn)) ≤
(
ε cosh(
√
λΛ t◦) + ε
) e−√λ ε − e−√λ t◦√
λ
.

4. Inverse scattering in the time domain.
Lemma 4.1. Let Λz = P
∗(PMzP ∗)−1P define the self-adjoint operator ∆Λ as in Theorem
2.1 and assume that the embedding ran(Λλ) →֒ K∗ be compact. Let λ > λΛ, B ⊂⊂ Rn\Ω
open and bounded, and let FΛλ be defined as in (3.10). Then
(4.1) σdisc(F
Λ
λ ) = σ(F
Λ
λ )\{0} = {µΛλ,k}∞1 ⊂ R\{0} , lim
k→∞
µΛλ,k = 0 ,
and there exists an orthonormal sequence {vΛλ,k}∞1 ⊂ L2(B) such that, for every u ∈ L2(B),
(4.2) u = u0 +
∞∑
k=1
〈vΛλ,k, u〉L2(B) vΛλ,k , u0 ∈ ker(FΛλ ).
Moreover
(4.3) FΛλ =
∞∑
k=1
µΛλ,k v
Λ
λ,k ⊗ vΛλ,k .
Proof. By (3.4) and the resolvent formula (2.6), one gets FΛλ = 1BGλΛλG
∗
λ1B. Thus, the
compactness of the embedding ran(Λλ) →֒ K∗ implies that FΛλ is compact. Hence (4.1),
(4.2), (4.3) are consequence of the spectral theory for compact self-adjoint operators (see,
e.g., [11, Section 6]). 
4.1. Obstacles reconstruction. Before stating our results, let us introduce the following
family of functions in L2(Rn):
(4.4) gxλ(y) :=
λn/2−1
(2π)n/2
Kn−2
2
(
√
λ ‖x− y‖)
‖√λ (x− y)‖n/2−2 ,
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where Kν denotes the modified Bessel function of the third kind of order ν. Notice that g
x
λ
identifies with the fundamental solution of (−∆+ λ); in particular, whenever n = 3,
gxλ(y) :=
e−
√
λ ‖x−y‖
4π‖x− y‖ .
Theorem 4.2. Let ∆Λ ≤ λΛ, λΛ ≥ 0, be defined as in Theorem 2.1 with Mλ ∈ B(Xs♯∗,Xs♯),
λ > λΛ, and P = 1Xs♯ . Given λ > λΛ, B ⊂⊂ Rn\Ω open and bounded, let FΛλ be defined as
in (3.10).
If Mλ is coercive, i.e., there exists cλ > 0 such that
(4.5) ∀φ ∈ Xs♯∗ ,
∣∣〈φ,Mλφ〉Xs♯∗,Xs♯ ∣∣ ≥ cλ ‖φ‖2Xs♯∗ ,
then
(4.6) x ∈ Ω ⇐⇒ inf
u∈L2(B)
〈u,gxλ〉L2(B)=1
∣∣〈u, FΛλ u〉L2(B)∣∣ > 0 ;
if Mλ is sign-definite, i.e., there exists cλ > 0 such that one of the two inequalities
(4.7) ∀φ ∈ Xs♯∗ , ±〈φ,Mλφ〉Xs♯∗,Xs♯ ≥ cλ ‖φ‖2Xs♯∗
holds, then
(4.8) x ∈ Ω ⇐⇒
∞∑
k=1
|〈gxλ, vΛλ,k〉L2(B)|2
|µΛλ,k|
< +∞ ,
where the sequences {µΛλ,k}∞1 , {vΛλ,k}∞1 providing the spectral resolution of FΛλ are given in
Lemma 4.1.
Proof. By (3.4) and by the resolvent formula (2.6), one gets the factorized representation
(4.9) FΛλ = 1BG
♯
λM
−1
λ G
♯
λ
∗
1B = (1BG
♯
λM
−1
λ )Mλ(1BG
♯
λM
−1
λ )
∗ .
Then (4.6) is consequence, by the inf-criterion in [12, Theorem 1.16], of the coercivity hy-
pothesis about Mλ and Lemma 5.1 in the Appendix.
Suppose now that Mλ > 0 (the case Mλ < 0 is similar, simply replace F
Λ
λ by −FΛλ ) then,
by (4.9) and [12, Corollary 1.22], one has that ran(1BGλM
−1
λ ) = ran(1BGλ) = ran((F
Λ
λ )
1/2).
Thus, by Lemma 5.1, x ∈ Ω if and only if 1Bgxλ ∈ ran((FΛλ )1/2) = dom((FΛλ )−1/2). By (4.3),
the latter is equivalent to the convergence of the series in (4.8). Indeed Lemma 4.1 applies
since ran(Λλ) = dom(Mλ) = X
s
♯
∗ is compactly embedded in K∗♯ . 
4.2. Screens reconstruction. Here we consider the case where the boundary conditions
are assigned on a relatively open subset Σ of the boundary Γ of the domain Ω. We introduce
the spaces
X˜
s
D := H
1/2−s(Σ) , X˜sN := H
−1/2−s(Σ) ,
so that
(X˜sD)
∗ := Hs−1/2
Σ
(Γ) , (X˜sN )
∗ := Hs+1/2
Σ
(Γ) , 0 ≤ s ≤ 1/2 .
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Theorem 4.3. Let ∆Λ ≤ λΛ, λΛ ≥ 0, be defined as in Theorem 2.1 with Mλ ∈ B(Xs♯∗,Xs♯),
λ > λΛ, Y = X˜
s
♯ and P = RΣ. Given λ > λΛ, B ⊂⊂ Rn\Ω open and bounded, let FΛλ be
defined as in (3.10). Let Σ◦ ⊂ Γ◦ be a relatively open subset, with a Lipschitz boundary, of
the Lipschitz hypersurface Γ◦.
If Mλ is coercive, i.e., (4.5) holds, then
(4.10) Σ◦ ⊂ Σ ⇐⇒ inf
u∈L2(B)
〈u,gΣ◦λ 〉L2(B)=1
∣∣〈u, FΛλ u〉L2(B)∣∣ > 0 ,
where gΣ◦λ (y) :=
∫
Σ◦
gxλ(y) dσΓ◦(x); if Mλ is sign-definite, i.e., one of the two inequalities in
(4.7) holds, then
(4.11) Σ◦ ⊂ Σ ⇐⇒
∞∑
k=1
|〈gΣ◦λ , vΛλ,k〉L2(B)|2
|µΛλ,k|
< +∞ ,
where the sequences {µΛλ,k}∞1 , {vΛλ,k}∞1 providing the spectral resolution of FΛλ are given in
Lemma 4.1.
Proof. By (3.4) and by the resolvent formula (2.6), one gets the factorized representation
FΛλ = 1BG
♯
λR
∗
Σ(RΣMλR
∗
Σ)
−1RΣG
♯
λ
∗
1B
=(1BG
♯
λR
∗
Σ(RΣMλR
∗
Σ)
−1)R∗ΣMλRΣ(1BG
♯
λR
∗
Σ(RΣMλR
∗
Σ)
−1)∗ .
Since RΣ : X
s
♯ → X˜s♯ is an orthogonal projector (see [16, Lemma 5.1], the coercivity of Mλ
implies the coercivity of R∗ΣMλRΣ; likewise if Mλ is sign-definite then R
∗
ΣMλRΣ is sign-
definite as well. Then (4.10) is consequence, by the inf-criterion in [12, Theorem 1.16], of
Lemma 5.2 in the Appendix.
By (4.9) and [12, Corollary 1.22], one has that ran(1BG
♯
λR
∗
Σ(RΣMλR
∗
Σ)
−1) = ran(1BG
♯
λR
∗
Σ) =
ran((FΛλ )
1/2). Thus, by Lemma 5.2, Σ◦ ⊂ Σ if and only if 1BgΣ◦λ ∈ ran((FΛλ )1/2) =
dom((FΛλ )
−1/2). By (4.3), the latter is equivalent to the convergence of the series in (4.11).
Indeed Lemma 4.1 applies since ran(Λλ) = ran(R
∗
Σ(RΣMλR
∗
Σ)
−1RΣ) = (X˜s♯ )
∗ is compactly
embedded in K∗♯ . 
4.3. Applications.
4.3.1. Dirichlet boundary conditions. By [17, Lemma 3.2],
MDλ = −γ0SLλ ∈ B(H−1/2(Γ), H1/2(Γ)) , λ > 0 ,
is negative (and hence coercive); therefore Theorems 4.2 and 4.3 apply to ∆ΛD and ∆ΛD,Σ
(see Sections 2.1.1 and 2.2.1) respectively.
4.3.2. Neumann boundary conditions. By [17, Lemma 3.2],
MNλ = −γ1DLλ ∈ B(H1/2(Γ), H−1/2(Γ)) , λ > 0 ,
is positive (and hence coercive); therefore Theorems 4.2 and 4.3 apply to ∆ΛN and ∆ΛN,Σ
(see Sections 2.1.2 and 2.2.2) respectively.
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4.3.3. Semi-transparent boundary conditions. Let α and θ be as in Section 2.1.3.
Mαλ = −
(
1
α
+ γ0SLλ
)
∈ B(L2(Γ)) , λ > λα ,
is negative whenever α is positive (since γ0SLλ is positive by [17, Lemma 3.2]);
Mθλ = (θ − γ1DLλ) ∈ B(H1/2(Γ), H−1/2(Γ)) , λ > λθ ,
is positive whenever θ is positive (since γ1DLλ is negative by [17, Lemma 3.2]).
Therefore, under these hypotheses, Theorems 4.2 and 4.3 apply to ∆Λα and ∆Λθ , ∆Λα,Σ
and ∆Λθ,Σ (see Sections 2.1.3 and 2.2.3) respectively.
5. Appendix.
Lemma 5.1. Let gxλ, λ > 0, be defined as in (4.4) and let B ⊂⊂ Rn\Ω. Then
x ∈ Ω ⇐⇒ 1Bgxλ ∈ ran(1BG♯λ|Xs♯∗) , ♯ = D,N .
Proof. If x ∈ Ω then gxλ solves the exterior boundary value problem in Ωex = Rn\Ω{
(−∆+ λ)u = 0
γexk♯u = γk♯g
x
λ ,
where γexk♯ denotes the one-sided trace and kD = 0, kN = 1. Since such a problem has a
unique radiating solution (see, e.g., [14, Theorem 9.11] for the Dirichlet case and [14, Exer-
cise 9.5] for the Neumann case) and (−∆+λ)G♯λφ = 0 in Ωex, one gets the equality gxλ|Ωex =
(G♯λφ)|Ωex, where φ = (γk♯G♯λ)−1γk♯gxλ. Here we are using (γ0SLλ)−1 ∈ B(Hs+1/2(Γ), Hs−1/2)
and (γ1DLλ)
−1 ∈ B(Hs−1/2(Γ), Hs+1/2), s ∈ [0, 1/2]; this is consequence of bounded invert-
ibility for s = 0 (see [15, relations (5.32) and (5.33)] combined with the mapping properties
provided in [7, Theorem 3]. Suppose now that x /∈ Ω and that there exists φ ∈ Xs♯ such that
1Bg
x
λ = 1BG
♯
λφ. Since both g
x
λ and G
♯
λφ solve (−∆+λ)u = 0 in Ωex\{x}, they coincide there
by the principle of unique continuation. This is not possible, since gxλ is singular at x while
G♯λφ ∈ C∞(Ωex) by elliptic regularity. 
Lemma 5.2. Let Σ◦ ⊂ Γ◦ be a relatively open subset of Γ◦, the Lipschitz boundary of an
open bounded set Ω◦ ⊂ Rn; define gΣ◦λ (y) :=
∫
Σ◦
gxλ(y) dσΓ◦(x). Then
Σ◦ ⊆ Σ ⇐⇒ 1BgΣ◦λ ∈ ran(1BG♯λ|(X˜s♯)∗) , ♯ = D,N .
Proof. (♯ = D) Let Σ◦ ⊂ Σ; then gΣ◦λ = SLλ1Σ◦ = GDλ φ with φ = 1Σ◦ ∈ H1/2−ǫΣ (Γ), ǫ > 0.
Since H
1/2−ǫ
Σ
(Γ) ⊆ (X˜sD)∗ whenever ǫ ≤ 1− s, one gets gΣ◦λ ∈ ran(G♯λ|(X˜sD)∗).
Suppose now Σ◦ ∩ Σc 6= ∅ and let D◦ ⊂ Rn open such that D◦ ∩ Σ = ∅ and D◦ ∩ Σ◦ 6= ∅.
By elliptic regularity, gΣ◦λ = SL
◦
λ1Σ◦ ∈ C∞(Rn\Σ◦) (here and below, the apex ◦ denotes
objects defined by using the surface Γ◦) and GDλ φ = SLλφ ∈ C∞(Rn\Σ) whenever φ ∈ (X˜sD)∗.
By the well known jump relations for layer potentials (see, e.g., [14, Chapter 6]) we have
[γ◦1 ]SL
◦
λ1Σ◦ = −1Σ◦ 6= 0; hence gΣ◦λ /∈ H2(D◦). Assume that there exists φ ∈ (X˜sD)∗ such that
(5.1) 1Bg
Σ◦
λ = 1BG
D
λ φ .
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If D◦ ⊂ B then we have 1BgΣ◦λ /∈ H2(D◦) and SLλφ ∈ C∞(D◦); hence the identity (5.1) is
impossible. Let then assume that D◦ ⊂ Rn\B. Since both SL◦λ1Σ◦ and SLλφ are radiating
solutions of the equation (−∆ + λ)u = 0 in B, (5.1) and the unique continuation property
yield 1Bg
Σ◦
λ = 1BSLλφ in D◦\(D◦ ∩ Σ◦), which is a contradiction.
(♯ = N) As in the previous case, if Σ◦ ⊂ Σ then gΣ◦λ = SLλ1Σ◦ with 1Σ◦ ∈ H1/2−ǫΣ (Γ), ǫ > 0.
Since γ1DLλ ∈ B(H1/2(Γ), H−1/2(Γ)) is coercive (see, e.g., [17, Lemma 3.2]), RΣγ1DLλR∗Σ ∈
B(H
1/2
Σ
(Γ), H−1/2(Σ)) is coercive as well (see [16, Remark 5.2]) and hence (RΣγ1DLλR∗Σ)
−1 ∈
B(H−1/2(Σ), H1/2
Σ
(Γ)) (see [16, Remark 4.6]); then, by the mapping properties of γ1DLλ (see
[7, Theorem 3]), one gets (RΣγ1DLλR
∗
Σ)
−1 ∈ B(Hs−1/2(Σ), Hs+1/2
Σ
(Γ)), s ∈ [0, 1/2]. Since
both gΣ◦λ and DLλφ solve (−∆ + λ)u = 0 in Rn\Σ◦ with boundary condition RΣγ1u =
RΣγ1g
Σ◦
λ whenever φ = (RΣγ1DLλR
∗
Σ)
−1RΣγ1g
Σ◦
λ and such a problem has a unique radiating
solution (see [1, Theorem 3.3]), one gets gΣ◦λ = DLλφ = G
N
λ φ, φ ∈ Hs+1/2Σ (Γ).
If Σ◦ ∩ Σc 6= ∅ one shows that 1BgΣ◦λ /∈ ran(1BGNλ |(X˜sN )∗) by the same kind of reasonings
used in the case ♯ = D. 
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