We establish solvability in the sense of sequences in the appropriate H 2 spaces for certain linear nonhomogeneous elliptic problems involving Schrödinger type operators without Fredholm property using the technique developed in our preceding work [22] . We show the existence of bounded solutions for certain nonlinear Lippmann-Schwinger equations.
Introduction
Solvability conditions for linear and nonlinear elliptic problems with non Fredholm operators were studied extensively in recent years. Most of the articles on the subject concern a single equation of the second order (see [12] , [13] , [14] , [17] , [18] , [20] ). One of the few exceptions was the linearized Cahn-Hilliard problem studied in [16] . This equation of the fourth order can be trivially related to the system of two nonhomogeneous equations of second order. The first equation in it would be the standard Poisson equation having an explicit solution decaying fast enough at infinity under the appropriate assumptions on its right side . The second equation in the system would be the nonhomogeneous Schrödinger equation. In [19] we exploit the similar ideas to obtain the solvability conditions for the linearized Cahn-Hilliard equation of the sixth order involving the bi-Laplacian operator. Work [21] deals with establishing the existence of stationary solutions for certain systems of nonlinear integro-differential equations involving operators without Fredholm property. In [23] we seek the standing wave solutions of certain systems of nonlinear, nonlocal equations using the fixed point technique for the map involving non Fredholm operators.
One of the important questions about equations with non-Fredholm operators concerns their solvability. We will study it in the following setting. Let f n be a sequence of functions in the image of the operator A, such that
Since the operator A does not satisfy the Fredholm property, then the sequence u n may not be convergent. We will call a sequence u n such that Au n → f a solution in the sense of sequences of equation Au = f (see [10] ). If this sequence converges to a function u 0 in the norm of the space, then u 0 is a solution of this equation. Solution in the sense of sequences is equivalent in this sense to the usual solution. However, in the case of non-Fredholm operators this convergence may not hold or it can occur in some weaker sense. In this case, solution in the sense of sequences may not imply the existence of the usual solution. In this work we will find sufficient conditions of equivalence of solutions in the sense of sequences and the usual solutions. In the other words, the conditions on sequences f n under which the corresponding sequences u n are strongly convergent.
In the first part of the present article we consider the system of two Schrödinger type equations, solvability conditions for which were obtained in [15] , namely
where α, β ≥ 0 are constants, x ∈ R 3 , the potential functions a(x) and c(x) are considered to be shallow and short-range and satisfy the conditions analogous to those used in works [12] , [13] , [14] .
with some ε > 0 and x = (x 1 , x 2 , x 3 ) ∈ R 3 a.e. such that
and the requirements for c(x) here are exactly the same as for a(x).
Here C stands for a finite positive constant and c HLS is given on p.98 of [6] is the constant in the Hardy-Littlewood-Sobolev inequality
Here and further down the norm of a function
. We will be using
with a slight abuse of notations when the functions involved in this inner product are not necessarily square integrable. For instance, if
and f 2 (x) is bounded, like the functions involved in the orthogonality conditions of Theorems 4 and 8, then the integral in the right side of (1.3) still makes sense. The sphere of radius r in the space of three dimensions centered at the origin will be denoted by S 3 r . For system (1.1) we write down the corresponding sequence of systems with
Let us make the appropriate assumptions on the right sides and the coefficients of (1.4).
The requirements for g n (x) and g(x) here are exactly the same ones as for f n (x) and f (x).
By means of the decay of the potential functions at infinity stated explicitly in Assumption 1, for the Schrödinger operators involved in the left sides of equations of systems (1.1) and (1.4)
, their essential spectra concide with the semi-axes [−α, ∞) and [−β, ∞) respectively (see e.g. [4] ), such that h α and l β do not possess finite dimensional isolated kernels. Therefore, the Fredholm alternative theorem fails to work for equations of systems (1.1) and (1.4). The operators h 0 and l 0 correspond to the case when the constants α and β vanish.
Due to Assumption 1, the Schrödinger operators h α and l β defined in (1.5) are self-adjoint and unitarily equivalent to −∆ − α and −∆ − β on L 2 (R 3 ) respectively via the wave operators (see [1] , [5] , [8] , Lemma 2.3 of [12] ). Their functions of the continuous spectra satisfy
the Lippmann-Schwinger equations for the perturbed plane waves (see e.g. [7] p.98)
the orthogonality relations with k, q ∈ R 3 :
and form the complete systems in L 2 (R 3 ). The functions ϕ 0 (x) and η 0 (x) correspond to the case when the wave vectors are equal to zero. We will be using the appropriate Sobolev space for vector functions equipped with the norm
Our first main result is as follows.
Theorem 4. Let Assumptions 1, 2 and 3 hold. If
Then systems (1.4) and (1.1) possess unique solutions
In the second part of the article we consider 13) which is the generalized Lippmann-Schwinger equation. Its solutions will satisfy
(1.14)
Understanding the properties of solutions of equations of (1.13) type plays a crucial role when studying problems of nonlinear optics (see e.g. [9] ). Let us make the following assumption on the term involved in the integral part of (1.13), which in principal can be nonlinear.
with the scalar function µ(x) :
The following functional space appeared actively in the studies of the spectral properties of non Fredholm operators (see e.g. [18] )
We will be using (1.15) in the present work as well. Note that (1.15) differs from the standard W 2,∞ (R 3 ) space since here we do not require all the partial derivatives up to the second order of a function to be bounded. Our second main result is as follows.
Theorem 6. Let Assumption 5 hold. Then for each
The final part of the article is devoted to the studies of the diffusion equation with convection, solvability conditions for which were established in [18] . Let us consider
where p(x) is the liquid pressure and the velocity field v(x) = −∇p(x).
Assumption 7. The liquid pressure is a function
Similarly to the first part of the article, we write down the sequence of equations corresponding to (1.16) as
The homogeneous equation formally adjoint for both (1.16) and (1.17) will be
Analogously to [18] , let us introduce the change of variables for both equations (1.16) and (1.17) as 19) which will relate these equations to
respectively. Here the right sides
2 .
According to [18] , the Schrödinger operator involved in the left sides of equations (1.20) is given by H a := −∆ + W 0 (x) − a with a shallow and short-range potential
Similarly to the first part of the article, due to the assumptions on the scalar potential, the functions of the continuous spectrum satisfy
the Lippmann-Schwinger integral equation
the orthogonality relations analogous to (1.7) and form the complete system in L 2 (R 3 ). Our final main result is as follows.
Theorem 8. Let Assumption 7 hold
, n ∈ N, functions f n (x) satisfy Assumption 2, the potential W 0 (x) satisfies Assumption 1 and for an arbitrary solution of problem (1.18) 
hold. Then equations (1.17) and (1.16) 
Understanding the spectral properties of non Fredholm operators is very important, for instance when establishing the existence in certain functional spaces of stationary and travelling wave solutions of reaction-diffusion equations (see e.g. [2] , [3] , [11] , [18] ).
Solvability in the sense of sequences for a system of equations
Proof of Theorem 4. By means of Theorem 4 of [22] via orthogonality relations (1.9) and (1.10) the second equations in systems (1.4) and (1.1) admit unique
Hence we can rewrite the first equation in system (1.4) as
and the first equation in system (1.1) as
Note that the right side of (2.22) belongs to L 2 (R 3 ) due to Assumptions 2 and 3 and the fact that v 0,n (x) ∈ L 2 (R 3 ). Let us estimate the norm from above as
Clearly, for the first term in the right side of (2.24) we have the upper bound
. For the second term in the right side of (2.24) we have the trivial inequality
using Assumption 3 as well. Therefore, for the norm of the difference of the right sides of equations (2.22) and (2.23) we have the bound
as n → ∞ via Assumption 2 and the norm estimates obtained above. Hence
as n → ∞. By means of the Schwarz inequality along with Assumptions 2 and 3 for v 0,n (x) ∈ L 2 (R 3 ) we arrive at
. We estimate the norm of the difference as
Via the Schwarz inequality along with Assumption 3 for
as n → ∞ due to Assumption 2 and the estimate above. Thus,
as n → ∞ and orthogonality relations (1.11) and (1.12) hold according to our assumption. Theorem 4 of [22] implies that equations (2.22) and (2.23) admit
The existence of solutions for the generalized Lippmann-Schwinger equation
Proof of Theorem 6. Obviously, by means of Assumption 5 we have
In order to study the existence of solutions of (1.13), we introduce the auxiliary problem
. Then via (3.25) for the right side of (3.26) we have the estimate from above in the absolute value as 1 (2π)
which is guaranteed by Lemma 2.1 of [12] for µ(x) satisfying inequality (1.2) due to Assumption 5. Therefore, the left side of equation (3.26) is determined uniquely and u(x) ∈ L ∞ (R 3 ). Hence, the auxiliary problem (3.26) defines the map
Let us choose arbitrarily
Assumption 5 yields
Therefore, such that the map T :
is a strict contraction and therefore, admits a unique fixed point ξ k (x) ∈ L ∞ (R 3 ), which is the unique solution in L ∞ (R 3 ) of problem (1.13) for a given k ∈ R 3 . Note that this solution is nontrivial since via Assumption 5 for any x ∈ R 3 we have F (0, x) = 0. Inequality (3.25) yields
where µ(x) ∈ L ∞ (R 3 ) since it has to satisfy inequality (1.2) according to our assumption. Thus, F (ξ k (x), x) ∈ L ∞ (R 3 ). From equation (1.14) we easily deduce that ∆ξ k (x) ∈ L ∞ (R 3 ) as well. A trivial calculation using (1.13) yields that ∇ξ k (x) equals to e ikx (2π) 3 2 ik − 1 4π R 3 e i|k||x−y| x − y |x − y| 2 i|k| − e i|k||x−y| x − y |x − y| 3 F (ξ k (y), y)dy.
By means of (3.29) along with (3.28) we have 
