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Abstract
Fog radio access network (Fog-RAN), which pushes the caching and computing capabilities to
the network edge, is capable of efficiently delivering contents to users by using carefully designed
caching placement and content replacement algorithms. In this paper, the transmission scheme
design and coding parameter optimization will be considered for coded caching in Fog-RAN,
where the reliability of content delivery, i.e., content outage probability, is used as the performance
metric. The problem will be formulated as a complicated multi-objective probabilistic combinatorial
optimization. A novel maximum b-matching approach will then be proposed to obtain the Pareto
optimal solution with fairness constraint. Based on the fast message passing approach, a distributed
algorithm with a low memory usage of O(M + N) is also proposed, where M is the number
of users and N is the number of Fog-APs. Although it is usually very difficult to derive the
closed-form formulas for the optimal solution, the approximation formulas of the content outage
probability will also be obtained as a function of coding parameters. The asymptotic optimal coding
parameters can then be obtained by defining and deriving the outage exponent region (OER) and
diversity-multiplexing region (DMR). Simulation results will illustrate the accuracy of the theoretical
derivations, and verify the outage performance of the proposed approach. Therefore, this paper not
only proposes a practical distributed Fog-AP selection algorithm for coded caching, but also provides
a systematic way to evaluate and optimize the performance of Fog-RANs.
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Coded caching, Fog-RAN, b-matching, fast message passing, saddle-point method, outage
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I. INTRODUCTION
Fog-computing, also known as mobile edge computing (MEC), is a novel and promising
technology for future networks [1]. In contrast to conventional base station (BS) and access
point (AP), Fog-AP is capable working as a wireless AP, and provides caching and computing
capabilities [2]. The network composed by Fog-APs is generally referred to as the fog radio
access network (Fog-RAN), which can improve the content delivery efficiency and support
computation offloading [3]. Therefore, the problem of caching scheme design in Fog-RAN
attracted much attention from both industry and academia.
By pushing contents to the edge, the users can access the interested information within one
hop, which significantly reduces the latency. In [4], an information-theoretic formulation of
the caching problem is introduced. The basic structure and global caching gain is analyzed for
a novel coded caching approach. In [5], the authors focused on content sharing among smart
devices in the social IoT with D2D-based cooperative coded caching. In [6], the un-coded and
coded caching schemes are studied for femtocells. The fountain code is considered, where the
objective is to solve the cache assignment problem with a given maximum number of helpers
a user can be connected to. In [7], the MDS code with random caching strategy is considered
in D2D networks, where the fundamental limits of caching is obtained. In [8], the authors
investigated the content delivery network and information centric network solution of 5G
mobile communication network. In [9], both centralized algorithm and distributed algorithm
are proposed for optimal caching placement problem in Fog-RAN. In [10], a caching based
socially aware D2D communication framework is considered, where a hypergraph framework
is summarized.
Previous works illusatrate great potential of edge caching for reducing the delay by pushing
the user required content at network edge nodes. In this paper, we focus on the transmission
scheme design and coding parameter optimization for coded caching in Fog-RAN [11]. As the
Fog-AP may encounter device failure, it is required to recover the stored content from other
Fog-APs to a new Fog-AP. By using the coded caching scheme, the data can be recovered by
transmitting data from other Fog-APs through backhaul link. Thus, the user can still access
the interested content in one hop. On the other hand, the wireless channel may be in deep
fading, some of the Fog-APs will be in outage in this case. By using coded caching, the user
can recover the interested content by accessing any given number of Fog-APs. In this context,
the reliability can be greatly improved if the coded caching scheme is applied. In this work,
the objective is to choose the optimal subset of Fog-APs for each user, so that the required
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Fig. 1. Coded caching in Fog-RAN, where M contents are stored at N Fog-APs with MSR code. Each users will access
K Fog-APs to fetch the interested content. Each Fog-AP has L RBs, each of which will be allocated to at most one user.
The content outage probability defined in (3) is used as the performance metric for each user.
content can be deliveried to each user with the highest successful probability, i.e., the content
outage probability is minimized. Therefore, we need to choose a coding scheme to minimize
the size of data needed to be transmitted from Fog-APs to each user, i.e., the coding scheme
with minimum storage size. On the other hand, the Fog-APs are assumed to be connected by
reliable (wired or wireless) back-haul links with high bandwidth. The bandwidth requirement
for regenerating the storing data in a new Fog-AP can be easily guaranteed. In this context, we
choose the minimum storage regenerating (MSR) code with the optimal coding parameters.
The transmission scheme design and coding parameter optimization problem is a complicated
multi-objective probabilistic combinatorial optimization [12]. Moreover, the requirement on
solving this problem in a distributed manner further increases the difficulties.
It is well known there is (generally) no global optimum to multi-objective optimization
problem [13]. Therefore, we focus on the Pareto optimal solution (i.e., none of the ob-
jectives can be improved without degrading other objectives) with fairness constraint for
coded caching problem in Fog-RAN. The key is the novel b-matching approach, which can
solve this problem with fixed coding parameters. Here b is a function defined on vertices,
which determines the maximum number of edges associated with a vertex in the matching
[14]. Specifically, the Fog-AP selection problem is first formulated as a random bipartite
graph (RBG) based fairness maximum b-matching problem. To explore not only the caching
capability but also computing capability of Fog-APs, a fast message passing algorithm is
proposed to select Fog-APs for each user in a distributed way. The memory usage of the
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proposed algorithm is only O(M+N), where M is the number of users and N is the number
of Fog-APs. Although, it is very difficult to derive the closed-form formulas for the optimal
solution, a tight upper bound for the solution is still obtained by digging the properties of
fairness maximum b-matching on RBG and conditional content outage probability. To obtain
the optimal coding parameters, we define and derive the outage exponent region (OER),
the region that contains all feasible outage exponent vectors of all users, and diversity-
multiplexing region (DMR), the OER as the signal to noise ratio (SNR) tends to infinity,
from content outage probability.1 The obtained theoretical results illustrate that b-matching
approach is optimal in high SNR regime. Specifically, each user not only fairly shares the
multiplexing gain but also achieves the full diversity gain, i.e.,the largest area of DMR.
Simulation results illustrate the accuracy of the theoretical derivations, and verify the outage
performance of the proposed scheme. In general, the contribution our work can be summarized
as follows:
1) The optimal content transmission scheme from Fog-APs and users is proposed, which is
formulated as a multi-objective probabilistic combinatorial optimization problem. The
novel b-matching approach is proposed for solving this problem. The decentralized
algorithm is also obtained to select the optimal subset of Fog-APs for each user with
low complexity and small storage cost.
2) The closed-form approximation formulas of the content outage probability is derived
in this work. The DMR can be obtained to verify that the solution is optimal in high
SNRs. These formulas provide a systematic way to design and evaluate the caching
scheme for Fog-RANs in an analytic way.
The rest of this paper is organized as follows. Section II presents the system model and
problem formulation. The RBG based b-matching approach is presented in Section III, where
the fast message passing based distributed Fog-AP selection algorithm is discussed in detail.
Section IV defines and derives the closed-form formulas for content outage probabilities,
OER, and DMR to obtain the optimal coding parameters. Section V presents the simulation
results. Finally, Section VI concludes this paper.
1The diversity-multiplexing tradeoff (DMT), which is first proposed in [15], is used as a key performance metric in high
SNR regime. Specifically, the DMT is the slope of the outage probability curve in the high SNR regime. According to the
definition in [15], the DMT is the tradeoff between reliability (diversity gain) and efficiency (multiplexing gain) when SNR
tends to infinity. The DMR is the DMT in multiple user scenario. The OER is a generalization of DMR in finite SNRs
with multiple users.
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II. SYSTEM MODEL AND PROBLEM FORMULATION
A. Channel Model
Consider a dense Fog-RAN, as shown in Fig. 1, where M users communicate with N
Fog-APs through orthogonal subchannels. The user set is denoted by U = {um}Mm=1, where
um is the m-th user.2 The Fog-AP set is denoted by A = {an}Nn=1, where an is the n-th
Fog-AP. One Fog-AP has a dedicated subchannel, each of which contains L resource blocks
(RBs) in the duration of the coherence time. For convenience, both the bandwidth and the
duration of one RB are normalized as one. In this context, one Fog-AP can be accessed by
L users at most, each of which occupies one RB of the subchannel.
Suppose that the signal on each subchannel undergoes the independent Rayleigh slow fad-
ing. Then, the channel gain between user um and Fog-AP an, denoted by hmn, is independent
and follows the identical distribution of CN (0, 1).3 The received signal from Fog-AP an to
user um, denoted by ym, is given by
ym = hmnxn + wm,
where wm ∼ CN (0, 1) is the additive Gaussain white noise (AWGN). As we assume one bit
channel state information (CSI) is known at the transmitter, the mutual information between
user um and Fog-AP an during one RB is given by
Imn = max I(ym;xn) = ln
(
1 + |hmn|2γ
)
nats, (1)
where γ is the average SNR at the receiver. Throughout the paper, the unit of information
is “nat”. As we normalize both the bandwidth and the duration of one RB as one, the
transmission rate is equal to Imn nats per RB use.
B. Coded Caching in Fog-RANs
To fully exploit the caching capability in Fog-APs, the coded caching scheme is adopted.
Suppose the user um requires the m-th content sm, which composes the content set S =
{sm}Mm=1. The size of content sm is Rm nats. Thus, there are M files cached in Fog-RAN.
As proposed in [11], the distributed storage code with parameters (N,Km, Dm) is used for
content sm. Thus, sm will be cached in N Fog-APs, each of which stores αm nats. Hence, the
storage size of each Fog-AP is at least
∑M
m=1 αm nats. If Km Fog-APs transmit αm nats each
2The script symbol X denotes a set, whose cardinality is denoted by |X |. The abbreviation {xm}Mm=1 is used to denote
{x1, x2, . . . , xM}.
3CN (µ, σ2) denotes a circularly symmetric Gaussian distribution with mean µ and variance σ2.
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to user um, it is capable of recovering the original content sm. For a new Fog-AP without
caching any part of sm, it requires Dm Fog-APs to transmit βm nats in total to regenerate
αm nats in this new Fog-AP. It can be seen that the performance of the distributed storage code
is characterized by (αm, βm) [11]. In this context, we have N ≥ Km for m = 1, 2, . . . ,M
and
∑M
m=1 Km ≤ NL.
In the considered Fog-RAN, the contents should be first cached in Fog-APs based on some
caching strategies [4], [9]. Then, the method in this work will be applied to optimize the
transmission performance for the cached contents. Specifically, Fog-APs are connected by
reliable (wired or wireless) back-haul links with high bandwidth [3]. Thus, compared to the
wireless channel between users and Fog-APs, the total regenerating bandwidth βm can be
naturally assumed to be fulfilled.4 In contrast, due to channel fading, the mutual information
between user um and Fog-AP an during one RB may be smaller than αm. In other words, the
Fog-AP an is in outage for user um, referred to as Fog-AP outage. Thus, we need to minimize
αm, i.e., apply MSR codes [11]. Accordingly, we have the following optimal (α∗m, β
∗
m) for
MSR codes:
(α∗m, β
∗
m) =
(
Rm
Km
,
Dm
Dm −Km + 1
Rm
Km
)
. (2)
C. Fog-AP Selection Problem
According to the property of MSR codes, the user must successfully access Km Fog-APs
in order to recover the required content sm. Due to channel fading, however, the Fog-AP
an will be in outage for user um, if Imn < α∗m. In this context, the user may still fail to
recover sm, even the MSR code with (α∗m, β
∗
m) is applied, i.e., the user may encounter content
outage. Intuitively, with the fixed transmission rate α∗m from each Fog-AP to user um in one
RB, the content outage probability decreases if we decrease Km. However, as α∗m is equal to
Rm
Km
, the Fog-AP outage probability increases if we decrease Km. Therefore, an optimal Km
exists for achieving the minimum content outage probability. On the other hand, because of
the flexible architecture of the Fog-RAN, several Fog-APs are able to form an edge cloud
to support mobile edge computing. Thus, the joint channel coding scheme, such as rotated
ZKm-lattice code [16] or permutation code [17], can be applied in Fog-APs so as to further
4If we take back-haul links into consideration, there will be a tradeoff between αm and βm. The proposed framework in
this paper can be easily extended to this scenario.
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improve the outage performance. According to [16]–[18], the outage probability of user um
for content sm is given by
poutm (Rm) = Pr
{ ∑
an∈Am
Imn < Rm
}
, (3)
where Rm = Kmα∗m, and Am is the set of Fog-APs accessable by user um, which satisfies
|Am| = Km;
M⋃
m=1
Am ⊆ A.
(4)
To reduce the complexity in both signaling and computation, each user is only allowed to
feedback 1 bit CSI for each subchannel to Fog-APs at the beginning of each coherence time,
i.e., we only knows whether the Fog-AP an is in outage for user um or not. Let Q denote
the 1 bit quantized CSI matrix, the entry at the m-th row and n-th column is given by
[Q]mn =
 0, Imn < α
∗
m;
1, Imn ≥ α∗m.
(5)
Therefore, the Fog-AP outage probability is given by
pm = Pr{[Q]mn = 0} = 1− exp
(
−e
α∗m − 1
γ
)
. (6)
For convenience, we define
qm = Pr{[Q]mn = 1} = 1− pm = exp
(
−e
α∗m − 1
γ
)
. (7)
In this context, a Fog-AP selection scheme can be seen as a mapping from Q to {Am}Mm=1,
that is
S : Q→ {Am}Mm=1. (8)
According to the notation in [13] and footnote 1 of this paper, the optimal Fog-AP selection
problem can be formulated as follows:
(P1) min
S
{
poutm (Rm)
}M
m=1
s.t.
M∑
m=1
Km ≤ NL
Km < N.
(9)
The problem P1 in Eq. (9) summarizes the optimal Fog-AP selection problem in an abstraction
form. It will determine the optimal mapping S and {Km}Mm=1 so as to minimize the content
outage probability in Eq. (3). As a multi-objective probabilistic combinatorial optimization
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problem, P1 has no global optimum in general according to [12], [13]. Therefore, the Pareto
optimal is proposed as a solution for multi-objective optimization problem. Specifically, the
strong Pareto boundary of a multi-objective optimization problem consists of the attainable
operating points that none of the objectives can be improved without degrading other objec-
tives. Every point on the strong Pareto boundary is a Pareto optimal solution. In this work,
we focus on the Pareto optimal solution with fairness consideration, denoted by S ∗ and
{K∗m}Mm=1 [13].5 In the following, with fixed Km P1 is first reformulated and solved as P2
by the proposed b-mathcing approach in Section III. The b-matching approach guarantees
that all of the users fairly share the total channel resource. Specifically, each user will be
allocated the channel resource which is proportional to its rate requirement. In Section IV,
the content outage probability, as a function of Km, is obtained in closed-form formulas, so
that Km can be optimized. The theoretical results show that the b-matching approach also
achieves the optimal diversity order, i.e., the total diversity gain provided by the channel.
Therefore, the Pareto optimal solution with fairness constraint is obtained by the proposed
b-matching approach.
III. RBG BASED b-MATCHING APPROACH
In this section, P1 with fixed Km is first reformulated as a combinatorial optimization
problem P2 based on a given sample of Q. Then, the RBG based b-matching method is
proposed for solving P2, which is exactly the Pareto optimal mapping S ∗ with fairness
consideration for P1. To fully exploit the computation capability of Fog-APs, a fast message
passing based distributed Fog-AP selection algorithm is proposed.
A. Problem Re-formulation
At the beginning epoch of each coherence time, Q can be obtained by channel estimation.
The optimal Fog-AP selection problem will then be solved based on the known Q. Define
the decision variable xmn as
xmn =
 1, if an ∈ Am;
0, otherwise.
(10)
The decision matrix with xmn being the entry at the m-th row and n-th column is denoted
by X. With the fixed Km and known Q, the mapping S can be represented by the decision
5According to [13], the scalarization of this problem can be obtained by specifying a certain subjective tradeoff between
the objectives. In this work, the Pareto optimal with fairness constraint is used as the scalarization method. As an another
scalarization of the problem, the min-max formulation will be investigated in our future work.
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matrix X. To achieve the Pareto optimal solution, i.e., minimum content outage probability,
the objective is to maximize the total number of non-outage Fog-APs which are accessed by
all of the users. The fairness constraint means that um will access ηKm non-outage Fog-APs
has the same probability , where η < 1 and  < 1. In this context, the fair Pareto optimal
mapping S ∗ is equivalent to solve the following combinatorial optimization problem:
(P2)
max
X
M∑
m=1
N∑
n=1
[Q]mnxmn
s.t.
M∑
m=1
xmn ≤ L,
N∑
n=1
xmn = Km,
Pr
{∑N
n=1[Q]mnxmn
Km
= η
}
= ,
xmn ∈ {0, 1},
m = 1, . . . ,M, n = 1, . . . , N.
(11)
It can be seen that the content outage probability in P1 is minimized when combining the
optimal solution of P2 and joint coding scheme for every sample of Q. The first constraint
implies that each Fog-AP can only support L users, each of which occupies one RB. The
second constraint indicates that each user will access Km Fog-APs to fulfill the requirement
of MSR codes. Due to channel fading, however, the accessible Km Fog-APs for user um may
not always be non-outage for every sample of Q. Therefore, the third constraint is introduced
to guarantee fairness.
B. b-Matching based Fog-AP Selection
P2 is a complicated combinatorial optimization problem. The RBG based b-matching
method is proposed in the following to solve P2, which is also the Pareto optimal mapping
S ∗ with fairness consideration for P1. The preliminaries on RBG and b-matching can be
found in Appendix A.
The RBG model for Fog-RAN can be constructed as follows. All of the vertices in one
partition class represent all of the users in U , and all of the vertices in the other partition
class represent all of the Fog-APs in A. If [Q]mn = 1, we join the vertex um ∈ U and the
vertex an ∈ A with an edge e = (um, an). Otherwise, there will be no edge between um and
an. Therefore, the probability space of the RBG model can be denoted by G {KMN ;P} with
P = {pm}Mm=1, where pm is given by Eq. (6). A sample of G {K4,3;P} is shown in Fig. 2.
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u1
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a2
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Fog-APs
Fig. 2. A sample of G {K4,3;P} with Km = 2 and L = 3. The thick segments are the edges inMfmb . The dashed segment
denotes the selected outage Fog-AP.
It can be seen that each sample of G {KMN ;P}, denoted by a bipartite graph G(U ∪A, E),
corresponds to a snapshot of Fog-RAN and vice versa. For any given G(U ∪A, E), associate
b(v) to v ∈ U ∪ A as
b(v) =
Km, v = um ∈ U ;
L, v = an ∈ A.
(12)
As the maximum b-matchingMmb may not be unique on some samples, to guarantee the third
constraint in problem P2, we need to generateMmb on G(U∪A, E) with Pr
{
km
Km
= η
}
=  for
every um ∈ U , where km = |Mmb ∩E(um)| is the number of non-outage Fog-APs allocated to
um. The maximum b-matching satisfying the fairness constraint is referred to as the fairness
maximum b-matching and denoted by Mfmb . In this context, the Fog-AP set A∗m selected for
user um can be constructed as
A∗m = A(Mfmb ∩ E(um)) ∪ A˜m, (13)
where A(Mfmb ∩ E(um)) ⊆ A contains all of the vertices that are incident with an edge in
Mb ∩ E(um). A˜m ⊆ A contains Km − km Fog-APs, each of which satisfies
M∑
m′=1
1A∗
m′
(an) ≤ L, ∀an ∈ A˜m, (14)
where 1X (x) is the indicator function defined as
1X (x) =
 1, x ∈ X ;
0, x /∈ X .
(15)
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Clearly, ifMfmb =Mpb , A˜m is an empty set for any um ∈ U . Otherwise, A˜m can be generated
by randomly selecting Km − km non-saturated outage Fog-APs to user um. The discussion
above implies that the optimal solution of P2 is given by:
x∗mn =
 1, if an ∈ A
∗
m;
0, otherwise.
(16)
In the case of A˜m 6= ∅, the content outage probability for user um in P1 also depends
on the applied joint coding scheme. Therefore, after generating the optimal solution of P2
as Eq. (16), the optimal joint coding scheme will then be applied on A∗m for user um. An
example ofMfmb is shown in Fig. 2. It can be seen that u1, u3 and u4 areMfmb -saturated, and
thus are not in outage. The outage state of u2, however, is determined by the sum capacity
achieved by the applied coding scheme.
C. Distributed Fog-AP Selection Algorithm
Based on the fast message passing method in [19], a distributed Fog-AP selection algorithm
is proposed to solve problem P2 in this subsection. As discussed in Section III-B, the optimal
Fog-AP selection can be obtained by finding the fairness maximum b-matching Mfmb . By
representing the maximum b-matching problem in a factor graph, it can be mapped into a
marginal probability computation problem on the probabilistic graphical model. Therefore,
the maximum b-matching problem can then be solved by passing messages between the
adjacent vertices on the probabilistic graphical model. The fairness is guaranteed by adding
randomness in the message passing process. The basic message passing algorithm for solving
the fairness maximum b-matching problem is similar to the algorithm in [20], whose total
computation cost scales as O(NM2).
To reduce the memory usage to O(M + N), an improved message passing algorithm
proposed in [19] is applied to solve the fairness maximum b-matching problem. A key step
of this algorithm is the selection operation, which finds the k-th largest element in a set X
for a given k. The selection operation over X can be written as
σk(X ) = {x ∈ X : |{t ∈ X : t ≥ x}| = k}. (17)
For convenience, we define
Q˜ =
 O Q
QT O
 , (18)
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where Q is the 1 bit quantized CSI matrix, and
X˜ =
 O X
XT O
 , (19)
where X is the decision matrix in problem P2. The message passing algorithm maintains a
belief value for each edge in G(V ∪ A, E), which can be denoted by a matrix B. Similarly,
we define
B˜ =
 O B
BT O
 . (20)
The belief value for the edge eij = (vi, vj) at iteration t is denoted by the entry [B˜]tij ,
where vi = um for i = 1, 2, . . . ,M and vi = an for i = M + 1,M + 2, . . . ,M +N . [B˜]tij is
updated with the following rule
[B˜]tij = [Q˜]ij − σL
({
[B˜]t−1jk : vk ∈ U ∪ A, k 6= i
})
. (21)
Define µj as the negation of the b(vj)-th selection and νj for the (b(vj) + 1)-th selection. µj
and νj are updated with the following rules
µtj = −σb(vj)
({
[B˜]t−1jk : vk ∈ U ∪ A
})
;
νtj = −σb(vj)+1
({
[B˜]t−1jk : vk ∈ U ∪ A
})
.
(22)
Let x˜tij denote the entry at the i-th row and j-th column of X˜ at the t-th iteration. The
resulting belief searching rule can then be written as
[B˜]tij =
 [Q˜]ij + µ
t
j, x˜
t
ji = 1;
[Q˜]ij + ν
t
j, otherwise.
(23)
The estimation of X˜ after each iteration will be updated as
x˜tmn =
 1, µ
t
i ≤ [B˜]t−1ij ;
0, otherwise.
(24)
It is shown in [19] that this algorithm converges if there exists a valid b-matching solution.
The details of this algorithm are summarized in Algorithm 1.
To further reduce the running time, a variation of Algorithm 1 is introduced, where Steps
7-8 are improved. Since Q˜ does not change during the message passing, the algorithm can
compute the index cache I ∈ N(M+N)×c with cache size c initially, where [I]ik is the index
of the k-th largest weight connected to node vi.
For κ = [I]ik,
[Q˜]iκ = σk
({
[Q˜]ij : vj ∈ U ∪ A
})
. (25)
IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. XX, NO. XX, MONTH YEAR 13
Algorithm 1 Distributed Fog-AP Selection
1: µ0j , ν
0
j ← 0 for j = 1, 2, . . . ,M +N
2: X˜0 ← ∅
3: t← 1
4: while not converge do
5: for j = 1, . . . ,M +N do
6: x˜tjk ← 0, for k = 1, 2, . . . ,M +N
7: µtj ← −σb(j)
({
[B˜]t−1jk : vk ∈ U ∪ A
})
8: νtj ← −σb(j)+1
({
[B˜]t−1jk : vk ∈ U ∪ A
})
9: for all {k : µtj ≤ [B˜]t−1jk } do
10: x˜tjk ← 1
11: end for
12: end for
13: Delete X˜t−1, µt−1j , and ν
t−1
j
14: t← t+ 1
15: end while
16: Output X˜
As for θ = dk and entry νtθ = σk(ν
t
j : vj ∈ U ∪ A), the νt values are similarly sorted and
stored in the index vector d ∈ NM+N after each iteration. After updating process of each
step, we maintain a set B of the greatest b(vj) + 1 beliefs obtained so far. Thus, the current
estimation for µtj and ν
t
j at each stage are µˆ
t
j = σb(vj)(B),
νˆtj = min(B).
(26)
At each iteration, the greatest possible unseen belief is bounded as the sum of the least weight
seen so far from the sorted weight cache and the least ν value so far from the ν cache. The
sufficient selection procedure will exit when νˆtj becomes less than or equals to the sum, since
further comparisons are unnecessary. The details of this algorithm is shown in Algorithm 2.
Remark 1: Algorithm 1 is the key result of the proposed b-matching approach, which will
be implemented in each Fog-AP. The procedure in each coherence time is listed as follows:
1) At the beginning of each coherence time, the user will feedback one bit CSI according
to the channel estimation result to show if the Fog-AP is in outage for a user.
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Algorithm 2 Sufficient Selection
1: k ← 1
2: ρ←∞
3: B ← ∅
4: µˆtj ← −∞
5: νˆtj ← −∞
6: while νˆtj < ρ do
7: if k ≤ c then
8: κ← [I]jk
9: if κ is unvisited and [B˜]t−1jκ > min(B) then
10: B ← (B \min(B)) ∪ [B˜]t−1jκ
11: end if
12: end if
13: θ ← dk
14: if θ is unvisited and [B˜]t−1jθ > min(B) then
15: B ← (B \min(B)) ∪ [B˜]t−1jθ
16: end if
17: ρ← [Q˜]iκ + νt−1θ
18: µ˜tj ← σb(vj)(B)
19: ν˜tj ← σb(vj)+1(B)
20: k ← k + 1
21: end while
22: µtj ← µ˜tj
23: νtj ← ν˜tj
2) Algorithm 1 will be executed between Fog-APs and users to select the Fog-APs for
each user. This algorithm will converge very quickly because of its low complexity.
3) After Algorithm 1, the data will be transmitted from the selected Fog-APs to each user.
IV. CONTENT OUTAGE PERFORMANCE ANALYSIS AND DMR OPTIMAL MSR CODE
In this section, the outage probability will be analyzed for problem P2. With the closed-
form formula for content outage probability, the optimal Km can be obtained, so that the
optimization problem P1 is solved.
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A. Conditional Content Outage Probability
As discussed before, Mpb may not always exist, so that km may be smaller than Km for
user um ∈ U . Thus, we need first calculate the tight upper bound of the content outage
probability under the condition that km non-outage Fog-APs can be accessed by user um.
With a generated Mfmb , the conditional content outage probability of user um is written by
pconm (Rm|DKmkm) = Pr
{ ∑
an∈Am
Imn < Rm
∣∣∣∣∣DKmkm
}
, (27)
where
DKmkm ={Cm1, . . . , CmKm|Cm1 ≥ α∗m, . . . , Cmkm ≥ α∗m,
Cm,km+1 < α
∗
m, . . . , CmKm < α
∗
m}.
(28)
In the following, the saddle-point approximation in [21], [22] is applied to derive a tight
upper bound of Eq. (27). Let ρm = 1− kmKm , and define a symbol “.” as
f(x) . g(x)⇔

f(x) ≤ g(x);
lim
x→∞
f(x)
g(x)
= 1.
(29)
We then have the following theorem.
Lemma 1: The exponentially tight upper bound of pconm (Rm|DKmkm) is given by
pconm (Rm|DKmkm) . pupperm (Rm|DKmkm)
= ψ exp{−Km[(ln γ − α∗m)λ∗ + J1(γ)− J0(γ)]},
(30)
where
ψ =
1√
2piKmσ2λ∗
, (31)
J1(γ) = ln p
ρm
m q
1−ρm
m ;
J0(γ) =
1
γ
+ (1− ρm) ln Γ
(
1− λ∗, e
α∗m
γ
)
+ ρm ln
(
Γ
(
1− λ∗, 1
γ
)
− Γ
(
1− λ∗, e
α∗m
γ
))
.
(32)
In Eqs. (31) (32), λ∗ and σ2 satisfy Eq. (35) and Eq. (36), respectively. In these equations,
Γ(z, a) =
∫ ∞
a
e−ttz−1dt (33)
is the incomplete Gamma function, and
Gm,np,q
z
∣∣∣∣∣∣
a1, . . . , ap
b1, . . . , bq
 = 1
2pii
∮
L
∏m
j=1 Γ(bj − s)
∏n
j=1 Γ(1− aj + s)∏q
j=m+1 Γ(1− bj + s)
∏p
j=n+1 Γ(aj − s)
zsds, (34)
is the Meijer’s G-function [23].
Proof: See Appendix B.
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α∗m = ln γ + (1− ρm) ln
eα
∗
m
γ
+ (1− ρm)
G3,02,3
 eα∗m
γ
∣∣∣∣∣∣ 1, 1, −0, 0, 1− λ∗

Γ
(
1− λ∗, eα
∗
m
γ
)
+ ρm

Γ
(
1− λ∗, 1
γ
)
ln 1
γ
− Γ
(
1− λ∗, eα
∗
m
γ
)
ln e
α∗m
γ
+G3,02,3
 1
γ
∣∣∣∣∣∣ 1, 1, −0, 0, 1− λ∗

Γ
(
1− λ∗, 1
γ
)
− Γ
(
1− λ∗, eα
∗
m
γ
)
−
G3,02,3
 eα∗m
γ
∣∣∣∣∣∣ 1, 1, −0, 0, 1− λ∗

Γ
(
1− λ∗, 1
γ
)
− Γ
(
1− λ∗, eα
∗
m
γ
)
 .
(35)
σ2 = ρm
Γ
(
1− λ∗, 1
γ
)
ln2 1
γ
− Γ
(
1− λ∗, eα
∗
m
γ
)
ln2 e
α∗m
γ
Γ
(
1− λ∗, 1
γ
)
− Γ
(
1− λ∗, eα
∗
m
γ
)
+
2G3,02,3
 1
γ
∣∣∣∣∣∣ 1, 1, −0, 0, 1− λ∗
 ln 1
γ
− 2G3,02,3
 eα∗m
γ
∣∣∣∣∣∣ 1, 1, −0, 0, 1− λ∗
 ln eα∗m
γ
Γ
(
1− λ∗, 1
γ
)
− Γ
(
1− λ∗, eα
∗
m
γ
)
+
2G4,03,4
 1
γ
∣∣∣∣∣∣ 1, 1, 1, −0, 0, 0, 1− λ∗
− 2G4,03,4
 eα∗m
γ
∣∣∣∣∣∣ 1, 1, 1, −0, 0, 0, 1− λ∗

Γ
(
1− λ∗, 1
γ
)
− Γ
(
1− λ∗, eα
∗
m
γ
)

− ρm
Γ
(
1− λ∗, 1
γ
)
ln 1
γ
− Γ
(
1− λ∗, eα
∗
m
γ
)
ln e
α∗m
γ
Γ
(
1− λ∗, 1
γ
)
− Γ
(
1− λ∗, eα
∗
m
γ
)
+
G3,02,3
 1
γ
∣∣∣∣∣∣ 1, 1, −0, 0, 1− λ∗
−G3,02,3
 eα∗m
γ
∣∣∣∣∣∣ 1, 1, −0, 0, 1− λ∗

Γ
(
1− λ∗, 1
γ
)
− Γ
(
1− λ∗, eα
∗
m
γ
)

2
+ (1− ρm)
·

2G4,03,4
 eα∗m
γ
∣∣∣∣∣∣ 1, 1, 1, −0, 0, 0, 1− λ∗

Γ
(
1− λ∗, eα
∗
m
γ
) −

G3,02,3
 eα∗m
γ
∣∣∣∣∣∣ 1, 1, −0, 0, 1− λ∗

Γ
(
1− λ∗, eα
∗
m
γ
)

2

.
(36)
B. Content Outage Probability
The content outage probability of the proposed RBG based b-matching approach is analyzed
in this subsection. The exact performance analysis is intractable, so that we focus on the first
order approximations in both high and low SNR regimes.
To analyze the content outage probability, we need to study the properties of the maximum
b-matching on RBG first. Due to space limitation, we introduce the following lemma, where
the detailed proof can be found in [24],.
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Lemma 2:
|Mmb | = minX⊆V{b(V \ X ) + |E(X )|}. (37)
Let {Km:M}Mm=1 be the ordered sequence of {Km}Mm=1, where K1:M ≤ · · · ≤ KM :M .
Denote the ordered sequence of {um}Mm=1 as {um:M}Mm=1, where um:M has the same order
as Km:M . Define
Ksum =
M∑
m=1
Km. (38)
The following lemma can then be established from Lemma 2.
Lemma 3: Let G(U ∪ A, E) be a bipartite graph with |U| = M and |A| = N . b(v) is
defined as Eq. (12). If Mmb exists such that:
1) the only unsaturated vertex is in {ui:M}Mi=m, the cardinality of E is given by
Φ1 = (M − 1)N +Km:M − 1; (39)
2) U has only one unsaturated vertex, the cardinality of E is given by
Φ2 = (M − L)
(⌈
Ksum
L
⌉
− 1
)
+Ksum − 1. (40)
Proof: See Appendix C.
Based on Lemma 1 and Lemma 3, the content outage probability is summarized in the
following theorem.
Theorem 1: If N > Φ2−ηKm
M−1 , the content outage probability of um:M in high SNRs is given
by
poutm:M(Rm:M) =
N∑
κ=N−Km:M+1
(
N
κ
)
pconm:M(Rm:M |DKm:M ,N−κ)pκm:M + O
(
pNm:M
)
. (41)
If N < Φ2−ηKm
M−1 , the content outage probability of um in high SNRs is given by
poutm (Rm) =
(
MN
Φ2
)
pconm (Rm|DKm,ηKm)pMN−Φ2m + O
(
pMN−Φ2+ηKmm
)
. (42)
If N = Φ2−ηKm
M−1 , the content outage probability of um:M in high SNRs is given by the
summation of Eq. (41) and Eq. (42).
In low SNRs, the content outage probability of um is then given by
poutm (Rm) = p
N
m +Np
con
m (Rm|DKm,1)pN−1m qm + O(qm). (43)
Proof: See Appendix D.
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Fig. 3. The OER ROE(R1, R2; γ) for a coded caching scheme in Fog-RAN.
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Fig. 4. The OER and DMR for coded caching scheme in the Fog-RAN with M = 10, N = 5, L = 4, and rm = (0.9, 0.9).
C. DMR Optimal MSR Code
To illustrate the solution of P1 in Eq. (9), we define the outage exponent region (OER),
which specifies the set of content outage exponents that are simultaneously achievable by
the users for the specific coded caching scheme. As a matter of fact, the outage exponent
proposed in [18] is defined as
Em(Rm, γ) = −∂ ln p
out
m (Rm)
∂ ln γ
. (44)
Similar to error exponent region in [25], the OER can be formally defined in the following.
Definition 1: For a coded caching scheme with R = (Rm)Mm=1, the OER, denoted by
ROE(R; γ), consists of all vectors of outage exponents (Em(Rm, γ))Mm=1, which can be
achieved by at least one feasible solution of Eq. (11).
Fig. 3 shows an example of the OER for a coded caching scheme with (R1, R2). In contrast
to the unique capacity region, one OER corresponds to one coded caching scheme. Based
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on Theorem 1, the OER is summarized as follows. The OER at different SNRs are shown
in Fig. 4.
Theorem 2: For a coded caching scheme with R, the best achievable bound of the OER
ROE(R; γ) is given by the vector (Em(Rm, γ))Mm=1, which can be obtained by plugging Eq.
(41) and Eq. (42) into Eq. (44).
The DMT for a user um is closely related to the outage exponent as follows [18]:
lim
γ→∞
Em(Rm, γ) = dm(rm),
rm = lim
γ→∞
Rm
ln γ
,
(45)
where dm(rm) is the diversity gain for the multiplexing gain rm. Recalling Eq. (45), we have
the following corollary.
Corollary 1: The conditional DMT for um is given by
dconm (rm|DKmkm) = Km(1− ρm)
(
1− rm
Km
)
. (46)
Similar to OER, the DMT can be generalized to Fog-RANs, i.e., the diversity-multiplexing
region (DMR), which is defined in the following.
Definition 2: For a coded caching scheme with r = (rm)Mm=1, the DMR, denoted by
RDM(r), consists of all vectors of diversity gains (dm(rm))Mm=1, which can be achieved by
at least one fesible solution of Eq. (11).
As shown in Fig. 3, the DMR is the asymptotic case of the OER when γ tends to infinity.
According to Definition 2 and Corollary 1, the achieved DMR is obtained from Theorem 1.
Theorem 3: For a coded caching scheme with r = (rm)Mm=1, the best achievable bound of
the DMR RDM(r) is given by the vector (d∗m(rm))Mm=1 for 0 < rm ≤ Km which satisfies
d∗m(rm) = N
(
1− rm
Km
)
, (47)
if N ≥ Φ2−ηKm
M−1 ; or
d∗m(rm) = (MN − Φ2 + ηKm)
(
1− rm
Km
)
, (48)
if N < Φ2−ηKm
M−1 .
According to [18], the optimal DMT for point-to-point parallel fading channels is given
by
d∗(r) = N
(
1− r
N
)
, (49)
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Fig. 5. The DMT curve of user um with M = 10, N = 5, L = 4, and rm = 0.9.
where N is the number of subchannels. In this context, the optimal Km, denoted by K∗m, in
P1 can be determined by
K∗m =
Rm∑M
i=1Ri
N. (50)
if the RBG based b-matching scheme is required to achieve the optimal DMR. Therefore,
in the optimal DMR, each user shares the total multiplexing gain according to R, while
achieving the full frequency diversity. The DMR and the DMT curve of the user um are
respectively shown in Fig. 4 and Fig. 5, where the OER approaches the DMR as SNR tends
to infinity.
As discussed in Section II-B, the performance of MSR code is determined by (α∗m, β
∗
m).
In this context, the requirement of the MSR code can be obtained if it needs to achieve
the optimal DMR performance. According to (50), the user um will access K∗m =
Rm∑M
i=1Ri
N
Fog-APs to download the interested content sm. Furthermore, recalling Eq. (2), we have
α∗m =
Rm
K∗m
=
∑M
i=1Ri
N
(51)
for m = 1, . . . ,M . It can be seen that with the optimal K∗m, α
∗
m, the information transmitted
from a Fog-AP to user um, is the same as each other for the required content sm in S. In
Eq. (2), β∗m is given by
β∗m =
Dm
Dm −K∗m + 1
∑M
i=1 Ri
N
. (52)
Thus, the optimal Dm, denoted by D∗m, is lower bounded by
D∗m ≥ K∗m =
Rm∑M
i=1Ri
N. (53)
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It can be seen that it requires at least D∗m =
Rm∑M
i=1Ri
N Fog-APs to repair the content sm in a
new Fog-AP. If we choose D∗m as the lower bound, the transmitted information is given by
β∗m = D
∗
m
∑M
i=1Ri
N
= Rm. (54)
In this context, we have the following theorem.
Theorem 4: To achieve the optimal DMR performance of the coded caching scheme in
Fog-RAN, the parameters of MSR code for um with the content sm can be given by
(N,K∗m, D
∗
m) =
(
N,
Rm∑M
i=1Ri
N,
Rm∑M
i=1Ri
N
)
. (55)
The code performance is characterized by
(α∗m, β
∗
m) =
(∑M
i=1 Ri
N
,Rm
)
. (56)
The MSR code defined in Theorem 4 achieves the Pareto optimal DMR with fairness con-
straints. Specifically, the fairness is guaranteed because the maximum achievable multiplexing
gain for each user is proportional to the size of content stored in Fog-APs, i.e., Km ∝ Rm
for m = 1, . . . ,M . According to Theorem 3, for any given multiplexing gain rm ∈ (0, Km],
the b-matching approach achieves the maximum diversity gain. Moreover, any change of the
MSR code parameters for all the users in U cannot improve the performance of one user
without hurting another user, which fulfills the definition of Pareto optimal [26].
V. SIMULATION RESULTS
In this section, some simulation examples are presented. In the first group of simultions,
the upper bound of the conditional outage probability is verified, which lays the foundation of
the proposed framework. The second group of simulations verifies the outage performance.
The last group of simulation compares the performance with different schemes and system
parameters. In these figures, the DMT curves are plotted to illustrate that they are in parallel
with the content outage probability curves (i.e., they have the same slope) in the high SNR
regime.
For the first group of simulation results, a large number of samples are generated at
each SNR value. The number of outage events can be obtained under the condition that the
transmitter knows 1 bit CSI by computing the instantaneous channel capacity. The conditional
outage probability pcopm (Rm |DKmkm ) is then calculated. The theoretical approximations are
calculated by applying the results in Lemma 1. Fig. 6 compares the simulation results and
the theoretical curves of the conditional outage probability. It can be seen that the proposed
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Fig. 6. The tight upper bound of the conditional outage probability for the user um with Km = 2, km = 1, and Rm = 2.
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Fig. 7. The conditional outage exponent and conditional DMT for the user um with Km = 2, km = 1, and Rm = 2.
tight upper bound is nearly identical with the simulation results in high SNR regime. For
comparison, the curve of non-conditional outage probability is also plotted. Fig. 7 presents the
curves of conditional outage exponent and conditional DMT at a given Rm = 2. Clearly, the
conditional outage exponent is an increasing function of SNR for a fixed Rm. The proposed
theoretical curve is approaching the simulation one when SNR increases. In Fig. 7, the
conditional DMT is plotted as a constant which is much larger than the outage exponent at
low SNRs. However, the conditional outage exponent approaches the conditional DMT as
SNR tends to infinity. Therefore, the proposed conditional outage exponent can be used to
estimate the decreasing slope of conditional outage probabilities with 1 bit CSI.
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Fig. 9. The outage probability of the b-matching approach for the user um with Km = 2 and rm = 0.9.
For the second group, a large number of samples are generated according to the b-
matching approach of the Fog-AP selection problem. In the proposed allocation scheme,
the approximation of the outage probabilities are calculated by the formulas in Theorem 1.
The asymptotic line SNRd
∗
m(rm) is also plotted to compare the slope of these curves in high
SNRs. Fig. 8 compares the simulation results and the theoretical curves of the proposed b-
matching approach. These simulation examples consider the Fog-AP selection problem with
M = 10 users and N = 5 Fog-APs, where each Fog-AP can only support L = 4 users
at most and each user will access Km = 2 Fog-APs for fulfilling the requirement of MSR
codes. In addition, the theoretical results of the content outage probability with Eq. (41) and
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Fig. 10. The outage probability of the b-matching approach for the user um with Km = 2 and rm = 0.6.
Eq. (43) are also illustrated simultaneously. The fixed target rate schemes, i.e., Rm = 2, are
plotted in Fig. 8. Since the conditional outage probability pcopm (Rm |DKmkm ) is calculated by
utilizing the results in Lemma 1, the theoretical calculations are still suitable for only high
SNR regime. It can be seen that the theoretical approximation in both Eq. (41) and Eq. (43)
approach the simulation results when SNR increases. Moreover, for a coded caching scheme
with r = (rm)Mm=1 = 0, the best achievable bound of the DMR RDM(r) given by the vector
in Eq. (47) satisfying d∗m(rm) = 5 is also demonstrated in Fig. 8. In Fig. 9 and Fig. 10, the
dynamic rate scenario is considered, where the multiplexing gain rm is set to 0.9 and 0.6,
respectively. The theoretical approximation is computed by Eq. (41) and Eq. (43) in high
and low SNR regimes, from −10 dB to 25 dB under rm = 0.9 and from −10 dB to 15 dB
under rm = 0.6. The curves indicate that the theoretical approximation is nearly identical
with the numeral simulation results, particularly for Eq. (43) in low SNR range. The best
achievable bounds of the DMR RDM(r) calculated by Eq. (47) are given as d∗m(rm) = 2.75
and d∗m(rm) = 3.5, respectively.
The last group of simulation compares the performance with different schemes and system
parameters. According to [27], the commonly used coded caching schemes are summarized
in Table I. As the parameters of MDS code is quite different from our schemes. The results
in Fig. 11 show the performance comparison of MBR codes and MSR codes with different
parameters. It can be seen that the outage probability of the MSR code outperforms the
MBR code with the same coding parameters. Moreover, many parameters could influence
the performance of the b-matching scheme. Hence, Fig. 12 shows the simulation results
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Fig. 11. The outage probability of the b-matching approach for different coded caching schemes.
with different parameters. It can be seen that different parameters yield different outage
performance. According to the theoretical analysis, the slope of the outage probability is
determined in Theorem 3. Therefore, the outage probability with N = 4, L = 3, Km =
2,M = 6 is almost the same as that with N = 4, L = 4, Km = 2,M = 8. However,
the outage probability with N = 5, L = 4, Km = 2,M = 10 is different form that with
N = 5, L = 6, Km = 3,M = 10 as Km is different in these curves.
TABLE I
PARAMETERS OF DIFFERENT CODING SCHEMES
n k d αm βm
MDS N Km − RmKm -
MBR N Km Dm 2Dm2Dm−Km+1
Rm
Km
2Dm
2Dm−Km+1
Rm
Km
MSR N Km Dm RmKm
Dm
Dm−Km+1
Rm
Km
VI. CONCLUSIONS
This paper proposed a b-matching approach for coded cahing in Fog-RANs, which com-
bines the advantages of coded caching scheme and RBG based fairness maximum b-matching.
The combinatorial structure of Fog-AP selection is explored, and the optimal parameters of
MSR code is obtained. The fast message passing algorithm is proposed to solve the optimal
Fog-AP selection problem, which reduce the memory usesage to O(M + N), compared to
conventional message passing method. It was shown by theoretical derivations that all of the
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Fig. 12. The outage probability of the b-matching approach for different system parameters.
users fairly share the total multiplexing gain while achieving the full frequency diversity, i.e.,
the proposed scheme is optimal overall caching and transmission schemes from the DMR
perspective. The simulation results illustrate the accuracy of the theoretical derivations, and
verify that the optimal outage performance of the proposed scheme. Therefore, the b-matching
approach provides an elegant theoretical framework for designing coded caching transmission
scheme in Fog-RANs.
APPENDIX A
PRELIMINARIES ON RBG AND b-MATCHING
In this appendix, we introduce some fundamental concepts of RBG [28]. A bipartite graph
G(V1∪V2, E) is a graph on which the set of vertices V admits a partition into two classes V1
and V2 such that every edge in the edge set E has its ends in different classes. Specifically,
for any edge e = (v, v′) in E , we have v ∈ V1 and v′ ∈ V2. For convenience, denote v ∈ e if
e = (v, v′). A bipartite graph with M and N vertices in different partition classes is called
complete, denoted by KMN , if every two vertices from different partition classes are adjacent.
Similar to [28], the probability space of a RBG is defined by G {KMN ;P}, which means that
whether the edge of KMN appears follows the probability measure P. A vertex v′ is called a
neighbor of vertex v, if they are adjacent. All of the neighboring vertices of a given vertex
v are denoted by the set N (v) ⊂ V . The cardinality of N (v) is referred to as the degree of
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the vertex v, denoted by degG(v). The adjacent vertex set of X ⊆ V is then defined by
N (X ) =
⋃
v∈X
N (v). (57)
For convenience, we also denote
E(X ) =
⋃
v∈X
E(v), (58)
and
b(X ) =
⋃
v∈X
b(v) (59)
for any X ⊆ V .
Based on the bipartite graph, the b-matching can be defined as follows [24]. Let b(v) be a
non-negative integer associated with the vertex v ∈ V , and E(v) be the set of edges incident
with v. The b-matching Mb is the subset of E satisfying
|Mb ∩ E(v)| ≤ b(v). (60)
If |Mb ∩ E(v)| = b(v), the vertex v is referred to as the Mb-saturated. The maximum b-
matching, denoted byMmb , is the b-matching with the maximum number of edges. Especially,
the V1-perfect b-matching, denoted by Mpb , means that the equality of Eq. (60) holds for
every v ∈ V1.
APPENDIX B
PROOF OF LEMMA 1
Define a sequence of random variables {Zmn}Kmn=1. The cumulative distribution function of
Zmn for 1 ≤ n ≤ km is given by
FZmn(z) = Pr{Imn < z|DKmkm} = Pr{Imn < z|Imn ≥ α∗m}
=

1− 1
qm
exp
(
−e
z − 1
γ
)
, z ≥ α∗m;
0, otherwise.
(61)
For km + 1 ≤ n ≤ Km, the cumulative distribution function of Zmn is given by
FZmn(z) = Pr{Imn < z|DKmkm} = Pr{Imn < z|Imn < α∗m}
=

1
pm
[
1− exp
(
−e
z − 1
γ
)]
, z < α∗m;
1, otherwise.
(62)
Let Xn = α∗m − Zmn and YKm =
∑Km
n=1Xn, the conditional outage probability in Eq. (27)
can be rewritten as pconm (Rm|DKmkm) = Pr{YKm > 0}.
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Recalling that the elements of {hmn}Kmn=1 are independent with the identical distribution of
CN (0, 1). Let 1 ≤ n1 ≤ km, km + 1 ≤ n2 ≤ Km, the cumulant-generating function of YKm
is then given by
Λ(λ) = lim
Km→∞
1
Km
lnE
{
eλYKm
}
= α∗mλ+ ln
(
E
{
e−λZmn2
})ρm
+ ln
(
E
{
e−λZmn1
})1−ρm
=(α∗m − ln γ)λ+
1
γ
− ln pρmm q1−ρmm + (1− ρm) ln Γ
(
1− λ, e
α∗m
γ
)
+
ρm ln
(
Γ
(
1− λ, 1
γ
)
− Γ
(
1− λ, e
α∗m
γ
))
(63)
where ρm = 1 − kmKm . Considering the relation between the cumulant-generating function
and the characteristic function, the characteristic function of YKm can then be given by
ΦKm(iλ) = KmΛ(iλ).
According to Le´vy’s theorem, we have
G(y) = Pr{YKm > y} =
1
2pii
∫ +∞
−∞
1
ζ
exp(KmΛ(iζ)− iζy)dζ
=
1
2pii
∫ λ+i∞
λ−i∞
1
z
exp(KmΛ(z)− zy)dz,
(64)
where z = λ + iζ , and λ is chosen from the convergence region of this integral. According
to the saddle-point approximation method [21], if we let z∗ with <(z∗) = λ∗ be a solution
of the saddle-point equation Λ′(z) = y
Km
, then
1
2pii
∫ λ∗+i∞
λ∗−i∞
eKmΛ(z)−zy
z
dz . e
KmΛ(z∗)−z∗y√
2piKmΛ′′(λ∗)λ∗
. (65)
Since G(y) is a real function, we can always choose a real z∗ only if the cumulant-generating
function exists. Moreover, λy
Km
− Λ(λ) is a conjugate function when λ ∈ R, then λ∗ must
be unique. Therefore, the exponentially tight upper bound of pconm (Rm|DKmkm) is the tail
distribution of G(y) with y > E{YKm}, which is given by
pconm (Rm|DKmkm) = G(0) .
1√
2piKmσ2λ∗
eKmΛ(λ
∗) = pupperm (Rm|DKmkm), (66)
where λ∗ is the solution of Λ′(λ) = 0, and σ2 = Λ′′(λ∗). Clearly, we have
Λ′(λ) =(α∗m − ln γ) + (1− ρm)
Γ′
(
1− λ, eα∗m
γ
)
Γ
(
1− λ, eα∗m
γ
)
+ ρm
Γ′
(
1− λ, 1
γ
)
− Γ′
(
1− λ, eα∗m
γ
)
Γ
(
1− λ, 1
γ
)
− Γ
(
1− λ, eα∗m
γ
) = 0.
(67)
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According to the properties of Gamma function and Meijer’s G-function, we have
Γ′(1− λ, z) = −Γ(1− λ, z) ln z −G3,02,3
z
∣∣∣∣∣∣ 1, 1, −0, 0, 1− λ
 . (68)
Therefore, Eq. (35) can be obtained by plugging Eq. (68) into Eq. (67). For σ2, we have
σ2 = Λ′′(λ∗) = (1− ρm)
Γ′′
(
1− λ∗, eα∗m
γ
)
Γ
(
1− λ∗, eα∗m
γ
) −
Γ′
(
1− λ∗, eα∗m
γ
)
Γ
(
1− λ∗, eα∗m
γ
)
2

+ ρm
Γ′′
(
1− λ∗, 1
γ
)
− Γ′′
(
1− λ∗, eα∗m
γ
)
Γ
(
1− λ∗, 1
γ
)
− Γ
(
1− λ∗, eα∗m
γ
) − ρm
Γ′
(
1− λ∗, 1
γ
)
− Γ′
(
1− λ∗, eα∗m
γ
)
Γ
(
1− λ∗, 1
γ
)
− Γ
(
1− λ∗, eα∗m
γ
)
2 .
(69)
According to the properties of Meijer’s G-function, we have
∂
∂x
G3,02,3
z
∣∣∣∣∣∣ 1, 1, −0, 0, 1− λ∗

=G3,02,3
z
∣∣∣∣∣∣ 1, 1, −0, 0, 1− λ∗
 ln z + 2G4,03,4
z
∣∣∣∣∣∣ 1, 1, 1, −0, 0, 0, 1− λ∗
 (70)
Eq. (36) can be obtained by plugging Eq. (70) into Eq. (69).
For the tail distribution with y < E{YKm}, a similar result can be obtained by applying
the same process. In this context, Lemma 1 has been established.
APPENDIX C
PROOF OF LEMMA 3
Let G(U ∪ A, E) be a bipartite graph with |U| = M and |A| = N . Clearly, we have
Ksum ≤ NL and Km ≤ N for ∀um ∈ U . Suppose E contains at least one maximum b-
matching such that the only unsaturated vertex is uj:M . According to Lemma 2, there must
be a subset X ⊆ U ∪ A satisfying
b(U ∪ A \ X ) + |E(X )| =
M∑
i=1,i 6=j
Ki:M . (71)
Denote XU = X ∩U and XA = X ∩A. For any X which satisfies Eq. (71), there are at most
(M − |XU |)N + |E(XU)| (72)
edges if XU 6= ∅ or
M(N − |XA|) + |E(XA)| (73)
edges if XA 6= ∅.
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Consider Eq. (72) first. As |E(XU)| ≤ |XU |N , the maximum value of Eq. (72) is achieved
if and only if |XU | = 1. In this case, the only unsaturated vertex uj:M is in {ui:M}Mi=m. Then,
we have XU = {um:M}, XA = A, and |E(XU)| = Km:M−1. Therefore, the maximum number
of edges in this case is given by
Φ1 = (M − 1)N +Km:M − 1. (74)
Consider then Eq. (73). According to Eq. (71), the maximum value of N − |XA| must
be
⌈
Ksum
L
⌉ − 1. Otherwise, there will be no unsaturated vertices in U . In this case, the
only unsaturated vertex uj:M is in U . Then, we have XU = U and |E(XA)| = Ksum −
L
(⌈
Ksum
L
⌉− 1)− 1. Thus, the maximum number of edges is then given by
Φ2 =M
(⌈
Ksum
L
⌉
− 1
)
+Ksum − L
(⌈
Ksum
L
⌉
− 1
)
− 1
=(M − L)
(⌈
Ksum
L
⌉
− 1
)
+Ksum − 1.
(75)
In this context, Lemma 3 has been established.
APPENDIX D
PROOF OF THEOREM 1
Consider first the high SNR regime. The first order approximation of poutm:M(Rm:M) is deter-
mined by the lowest power term of pm:M . According to Lemma 1, pconm:M(Rm:M |DKm:M ,N−κ)
has the same decreasing order as pN−κm:M when γ tends to infinity. Then, the first part of Lemma
3 indicates that if κ Fog-APs are outage for um:M with κ = N−Km:M+1, . . . , N , the content
outage probability of um:M for a fixed κ is given by(
N
κ
)
pconm:M(Rm:M |DKm:M ,N−κ)pκm:MqMN−κm:M
=
(
N
κ
)
pconm:M(Rm:M |DKm:M ,N−κ)pκm:M + O
(
pNm:M
)
.
(76)
Therefore, the first order approximation of poutm:M(Rm:M) can be wiritten by
poutm:M(Rm:M) =
N∑
κ=N−Km:M+1
(
N
κ
)
pconm:M(Rm:M |DKm:M ,N−κ)pκm:M + O
(
pNm:M
)
(77)
The second part of Lemma 3 indicates that at most Φ2 edges exist if there is one user in U
is in outage. Recalling Eq. (11), the user um will be allocated at least ηKm Fog-APs in this
case. Therefore, the content outage probability of user um is given by
poutm (Rm) =
(
MN
Φ2
)
pconm (Rm|DKm,ηKm)pMN−Φ2m qΦ2m
=
(
MN
Φ2
)
pconm (Rm|DKm,ηKm)pMN−Φ2m + O
(
pMN−Φ2+ηKmm
)
.
(78)
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Therefore, if N < MN−Φ2 +ηKm, i.e., N > Φ2−ηKmM−1 , the first order approximation is given
by Eq. (77). On the other hand, if N > MN −Φ2 + ηKm, i.e., N < Φ2−ηKmM−1 , the first order
approximation is given by Eq. (78). Finally, if N = MN − Φ2 + ηKm, i.e., N = Φ2−ηKmM−1 ,
the first order approximation is given by the summation of Eq. (77) and Eq. (78).
Consider then the low SNR regime such that the sample of G (KMN ;P) has a few edges.
For a user um ∈ U , there are two cases that make um unsaturated: 1) There are no Km non-
outage Fog-APs in A for um; and 2) There are other users competing for the same Fog-AP
with um and it is not saturated by the maximum b-matching. In the first case, the occurrence
probability of this event is given by
N∑
κ=N−Km+1
(
N
κ
)
pconm (Rm|DKm,N−κ)pκmqN−κm = pNm +Npconm (Rm|DKm,1)pN−1m qm + O(qm),
(79)
for γ → 0. In the second case, there will be at least two edges in the bipartite graph
G(U ∪ S, E). One is emn = uman, and the other one is em′num′an. Assuming that there are
only two edges in the sample of this random bipartite graph, i.e., E = {emn, em′n}. In the
maximum b-matching, um or um′ is chosen with equal probability. The outage probability of
um must have the following term
1
2
(
M
2
)(
N
1
)
pconm (Rm|DKm,1)pMN−2m q2m = O(qm), (80)
for γ → 0. It can be seen that if there are more than two edges in this random bipartite
graph, the outage probability of um must have a factor qtm with t ≥ 3. Hence, Eq. (43) holds.
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