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ABSTRACT
Yu, Zhuqing, PhD, Purdue University, August 2016. High Dimensional Inference for
Semiparametric Models. Major Professor: Guang Cheng.
In the literature, high dimensional inference refers to statistical inference when
the number of unknown parameters is much greater than the sample size. Semipara-
metric models are models that include parametric and nonparametric components,
such as partial linear models and partial additive models. Due to the high dimen-
sionality of the parameter of interests and the presence of a nuisance function, it
is very challenging to make estimation and inference for the parametric component
in high dimensional semiparametric settings, for instance, construction of confidence
intervals and hypothesis testings. In this thesis, I will present two sets of estimation
and inference results under high dimensional semiparametric setups.
The first one is minimax optimal estimation in high dimensional semiparametric
models. Our particular focus is on partially linear additive models with high di-
mensional sparse vectors and smooth nonparametric functions. The minimax lower
bound for the parametric component depends merely on the dimensionality and spar-
sity, while the minimax lower bound for each nonparametric component is established
as an interplay among dimensionality, sparsity and smoothness. Indeed, the minimax
risk for parametric estimation cannot be affected by the roughness of the nonpara-
metric functions. However, the minimax risk for smooth nonparametric estimation
can be slowed down to the classical parametric rate by the existence of high di-
mensional sparse vector, given sufficiently large smoothness or dimensionality. Such
rate-switching phenomenon differs significantly from low dimensional models where
estimation rate for each component only depends on itself. In the above setting,
xa general class of penalized least square estimators is constructed to nearly achieve
minimax lower bounds.
The second one is high dimensional inference for partial spline models, where the
dimension of parametric components is allowed to be as exponentially large as sample
size. We propose a semiparametric version of de-biased Lasso estimator. In the high
dimensional regime, this new estimator is shown to be asymptotically normal. Based
on this distributional result, we further conduct a simultaneous hypothesis testing
with applications to support recovery and multiple testing with strong family wise
error rate control.
11. INTRODUCTION
High dimensional inference refers to statistical inference when the number of unknown
parameters is much greater than the sample size. Semiparametric models are models
that include parametric and nonparametric components, such as partial linear models
and partial additive models. Due to the high dimensionality of the parameter of inter-
ests and the presence of a nuisance function, it is very challenging to make estimation
and inference for the parametric component in high dimensional semiparametric set-
tings, for instance, construction of confidence intervals and hypothesis testings. As
far as we are aware, the existing literature mostly focus on high dimensional paramet-
ric or nonparametric estimation, and penalization is a commonly used technique in
dealing with these estimation problems, see [1]. For instance, the LASSO estimator
is obtained from `1 penalized least square method, which can perform both shrinkage
and variable selection, see [2]. For nonparametric regression, smoothing splines are
well known to provide nice curves which smooth discrete, noisy data, and the rough-
ness penalty based on the second derivative is the most common in modern literature,
see [3] [4]. In this thesis, I will investigate a class of penalized estimators which incor-
porates both `1 penalty for the parametric component and roughness penalty for the
nonparametric functions, and provide new theoretical insights on statistical inference
for the parameters under a high dimensional semiparametric settings.
1.1 Minimax Optimal Estimation
In Section 2, I will introduce penalized estimation for high dimensional semi-
parametric models, which contain two different types of model components: sparse
Euclidean parameters and smooth nonparametric functions. By imposing the more
refined semiparametric structure, we aim to obtain new theoretical insights, in par-
2ticular, on the interfering effect between sparse parametric estimation and smooth
nonparametric estimation, and further construct (nearly) minimax optimal estima-
tors.
We illustrate our theory in an important class of semiparametric models: partially
linear additive models
Y = XTβ0 +
J∑
j=1
fj(Zj) + , (1.1)
where β0 ∈ Rp is sparse with p > n and fj : R 7→ R are nonparametric functions
with possibly different smoothness. The additive components fj’s are not assumed
to be sparse and J is fixed. In contrast with the literature on sparse parametric or
nonparametric estimation such as [5], [6], [7], [8], [9] and [10], we are not interested
in estimating the conditional mean function E(Y |X,Z1, . . .) as a whole, but rather
separate minimax risk for each model component: β0, f1, . . . , fJ . Note that our results
are not directly implied by the results in the literature where additive components
are always assumed to share the same linear or nonlinear structure with the same
smoothness.
To better illustrate our idea, we start from a simpler partially linear model:
Y = XTβ0 + f0(Z) + ε,
where β0 ∈ Rp has at most s0 non-zero elements and f0 belongs to the α-th order
Sobolev space (with α > 1/2). When β0 is of fixed or low dimension (p < n), the above
model has been extensively studied in the semiparametric literature, see references
cited in [11] and also recent work by [12], [13]. [14] shows that the minimax risks for





















3up to a universal constant, based on iid observations {Yi, Xi, Zi}ni=1.
It is surprising to see that the lower bound 1.2 for estimating β0 is irrelevant to the
nonparametric functions, while the bound 1.3 depends on both the parametric and
nonparametric components. As depicted in Figure 1.1, the above rate (1.3) exhibits
an interesting two regime dichotomy. In the sparse regime where f0 is sufficiently
smooth or p is sufficiently high, the minimax risks (1.3) become s0 log(p/s0)/n. In
other words, the best possible estimation of f0 is slowed down to the well known
sparse parametric estimation rate [6,7,15]. On the other hand, in the smooth regime
where f0 is very rough or p is low, the minimax risks become the classical nonpara-
metric rate n−2α/(2α+1) [16, 17], even for the sparse estimation of β0. We call these
observations as rate-switching phenomenon. Interestingly, Figure 1.1 happens to co-
incide with phase transition phenomenon discovered in [5, 8, 9] for high dimensional
additive nonparametric models, which is further proven to hold even under approxi-
mate sparsity by [10]. Our contribution is to demonstrate that the doubly penalized
estimators proposed in [18] for (β0, f0) almost achieve these minimax lower bounds.
This requires us to develop (a stronger version of) oracle inequalities that hold under
expectation.
We next move to the partially linear additive models (1.1) and assume J = 2 for
simplicity. Hence, we now have two nonparametric functions with possibly different
smoothness:
Y = XTβ0 + f0(Z) + g0(U) + ε,
where g0 belongs to the γ-th order Sobolev space (with γ > 1/2). The minimax lower
bound for estimating β0 and f0 are exactly the same as (1.2) and (1.3), and hence
does not depend on the smoothness of g0 at all (no matter α > γ or γ > α). The
same bound applies to g0 as well by replacing α with γ in (1.3). The latter result
essentially generalizes [19] who showed that, in an additive nonparametric regression
model, each component can be estimated (up to the first order asymptotics) as well



















Phase Transition: Optimal Rate
Figure 1.1.: Minimax Rate Phase Transition.
When the smoothness index α, and dimensionality and sparsity measured by log(s0 log(p/s0))/ log n
falls in the smooth region, the optimal rate is given by n−2α/(2α+1) which is determined solely by
the smoothness of f0. On the other hand, if they fall into the sparse regime, then the optimal rate is
given by s0 log(p/s0)/n which is determined entirely by the sparsity index s0 and the dimensionality
p.
5we propose penalized estimators for (β0, f0, g0) that can almost achieve these lower
bounds.
Our main technical tools are a set of oracle inequalities implying that paramet-
ric estimator can achieve the oracle rate and each nonparametric function can be
estimated with the rate of convergence as if the others were known. These are devel-
oped based on some recent advances on empirical process theory [21]. To derive the
risk upper bounds, we further strengthen these oracle inequalities to their moment
versions.
1.2 High Dimensional Inference
In Section 3, I will introduce debiased LASSO estimator for the high dimensional
parametric vector in partial spline models (1.4), in presence of a nuisance nonpara-
metric function. Based on this estimator, I will further construct statistical inference,
including confidence intervals, hypothesis testings, together with their applications.
Consider a high dimensional partial smoothing spline model:
Y = XTβ0 + g0(Z) + ε, (1.4)
where β0 ∈ Rp is an unknown vector and g0 is an unknown smooth function belonging
to the m-th order Sobolev space Gm. Here X,Z ∈ Rp+1 are covariates, Y ∈ R is
response variable and ε is error term. In particular, we consider the dimension p
is greater than sample size n. Our interests are statistical inference for the high
dimensional parameter β0, for instance, confidence intervals and hypothesis testings,
in presence of the nuisance function g0.
In the low dimensional case where the number of covariates p in the linear part
is smaller than the sample size n, the estimation of β0 and the asymptotic inference
have been extensively studied, see [11,22,23] and references there in. The estimation
of this high dimensional model has been also widely studied, see [12,18,24]. However,
high dimensional statistical inference for β0 has not been established in the literature
to the best of our knowledge, due to high dimensionality and intractable limiting
6distribution of LASSO type estimator. Recently, [25–27] have proposed a debiased
version of the LASSO estimator for high dimensional linear and generalized linear
models, which is non-sparse and has a limiting normal distribution. Inspired by such
debiasing idea, we propose a debiased LASSO estimator, denoted as b̂, for partial
smoothing spline model (1.4). Our proposed estimator is shown to be asymptotically
unbiased for β0, and each of its components has a limiting normal distribution. This
distributional results naturally generalizes to linear contrast of β0 by using Wold
device. As a byproduct, we have also calculated the variance of our estimator b̂.
Based on this, we further conduct a simultaneous hypothesis testing and pro-
pose a test statistics together with its multiple bootstrap counterpart. In particular,
this simultaneous testing method automatically takes into account of the dependence
structure within b̂, and is also adaptive to the number of tests which is allowed to
be exponentially larger than sample size. Our procedure is motivated by [28], who
have recently proposed a statistics and its multiplier bootstrap version for high di-
mensional linear models. Our theoretical results are also numerically investigated in
three applications, including component-wise confidence intervals, support recovery
for sparse vectors and multiple testing with strong family wise error rate control.
To prove our results, we first show an oracle type inequality in section 3.1.2, which
has also been strengthened to a version in expectation. Then we give explicit asymp-
totic order for the accuracy of approximate inverse information matrix constructed
from nodewise LASSO method. The major technical tools we have used are Bernstein
type inequality, a weighted projection inequality from [29] and central limit theorem
for maxima from [30].
The rest of this chapter is organized as follows. Section 3.1 discusses the construc-
tion of debiased LASSO estimator for β0 and its asymptotic inference. Section 3.2
studies three applications of our theoretical results with their numerical performance.
All technical details are deferred to Section 3.3.
72. MINIMAX OPTIMAL ESTIMATION
In this chapter I will discuss estimation of two classes of models, partial linear mod-
els (2.1) and partial linear additive models (2.6) as detailed later. Recently, [14] have
derived minimax optimal estimation rates for both parametric and nonparametric
components in these two models. I will construct estimators for both parameters and
show that their risks achieve the minimax lower bounds in [14].
Before presenting any theoretical results, we introduce the following notations for
convenience. For any vector v ∈ Rn, we write its `1, Euclidean and `∞ norm as
‖v‖1 =
∑n




i and ‖v‖∞ = max1≤i≤n |vi|, respectively, and also
‖v‖2n := vTv/n. With a bit abuse of notation, we define for any function f : Z 7→ R
that ‖f‖ = √Ef 2(Z), ‖f‖∞ = supz∈Z |f(z)| and ‖f‖2n = ∑ni=1 f 2(Zi)/n. Let S0
be the set of all non-zero components of β0 and s0 = |S0|. Define βS0 such that
(βS0)j = βj1{β0j 6= 0} and βSc0 = β − βS0 , for any β ∈ Rp. Thus, ‖β‖1 = ‖βS0‖1 +
‖βSc0‖1. The α-th order Sobolev space over [0, 1], denoted as Wα,2(L), is defined as
{f ∈ [0, 1] → R : ∫ 1
0
(f (α)(x))2 dx ≤ L2} for a constant L > 0. For real sequences
an, bn, if an . bn (an & bn), then lim sup an/bn ≤ C (c ≤ lim sup an/bn), for some
constant C (constant c). If an  bn, then c ≤ lim inf an/bn ≤ lim sup an/bn ≤ C
for some constant c, C. Also, we write an = O(bn) if |an| ≤ C|bn| for some constant
C > 0. In the sequel, c, c′, C, C ′, . . . denote a generic constant which may differ at
each appearance.
2.1 Partial Linear Models
Let us consider partial linear models as follows:
Yi = X
T
i β0 + f0(Zi) + εi, i = 1, . . . , n (2.1)
8where (Xi, Zi)
n
i=1 ∈ Rp× [0, 1] are i.i.d. copies of (X,Z). We assume X is a mean zero
Gaussian vector with variance matrix Σ, and the errors {εi}ni=1 are i.i.d. standard
Gaussian random variables independent of {Xi, Zi}ni=1. For simplicity, we standardize
X such that the diagonal of Σ consist of 1’s. In this chapter, we restrict our attention
to the Gaussian design and noise since even in the high dimensional linear models,
deriving sharp minimax bounds under non-Gaussian setting remains an open problem;
see [15].
Let B[s0, p] be a set of p-dimensional vectors with at most s0 non-zero coordinates
and Sp be a set of p× p matrices with 1’s on the diagonal. Define




E[‖β0 − β̂‖2]. (2.2)
and








And the minimax risks with respect to random designs with covariance matrices Σ
are defined as








It has been known from [14] that given n i.i.d. samples from the high dimensional























Now, we demonstrate that the doubly penalized estimators of (β0, f0) proposed
in [12] and [18] nearly achieve the lower bounds derived in (2.3) and (2.4); see Ta-
ble 2.1. In particular, when s0 ∼ pr, matching is exact up to some constant.
9We define the penalized estimators (β̂, f̂) as follows:
(β̂, f̂) := argmin(β,f)∈Rp×Wα,2(L)
{||Y −XTβ − f ||2n + λ||β||1 + ρ2J2(f)} , (2.5)
where ‖β‖1 is the `1 penalty and J2(f) =
∫ 1
0
(f (α)(z))2dz is the smoothness penalty.
Here, λ > 0 and ρ2 control the level of shrinkage for β̂ and the roughness for f̂ ,
respectively.
Before calculating risk upper bounds, we need the following assumptions, adopted
from [18]. In particular, Assumption 2.2 avoids functions with high and very steep
peaks. Let h1(Z) := E[X|Z].
Assumption 2.1. The smallest eigenvalue of E(X−h1(Z))T (X−h1(Z)) is positive,
and the largest eigenvalue of EhT1 h1 is finite.
Assumption 2.2. For some constant Kf , it holds that sup{‖f‖≤1, J(f)≤1} ‖f‖∞ ≤ Kf .
Assumption 2.3. J(h1) is bounded.
Theorem 2.1. Suppose Assumptions 2.1 – 2.3 hold. If λ √log p/n, ρ2  n−2α/(2α+1),
then we have














These risk upper bounds are almost optimal, comparing to (2.3) and (2.4). This
generalizes the claim by [15] that LASSO achieves the (almost optimal) risk bound
s0 log(p)/n in high dimensional linear models to partial linear models.
In the end, we remark that the oracle inequalities given in Theorems 1 and 2 of [18]
only imply the estimation rates of β̂ and f̂ (in terms of `2-norm). Rather, our theorem
strengthens their results to moment bounds without requiring additional condition.
10
Table 2.1.: Estimation Interference Results for Model (2.1).
Sparsity Parameters
High Dimensional β0
Lower Bound Penalized Estimator
s0, p, n Rβ0(s0, α) E‖β̂ − β0‖2
1
2α+1 < a+ b < 1 s0 log(p/s0)/n s0 log p/n
a+ b < 12α+1 s0 log(p/s0)/n s0 log p/n
Sparsity Parameters
Smooth f0
Lower Bound Penalized Estimator
s0, p, n Rf0(s0, α) E
∫ 1
0 |f̂(z)− f0(z)|2 dz
1
2α+1 < a+ b < 1 s0 log(p/s0)/n s0 log p/n
a+ b < 12α+1 n
−2α/(2α+1) n−2α/(2α+1)
We set s0 = n
b, p = exp(na).
11
2.2 Partial Linear Additive Models




i β0 + f0(Zi) + g0(Ui) + εi, 1 ≤ i ≤ n, (2.6)
where (Xi, Zi, Ui) ∈ Rp× [0, 1]× [0, 1] are i.i.d. copies of (X,Z, U) with a joint density
pXZU , β0 ∈ B[s0, p], f0 ∈ Wα,2(L1) and g0 ∈ W γ,2(L2). As before, we assume that
Xi ∼ Np(0,Σ) and εi ∼ N(0, 1) independent of design. For identifiability purpose,
we assume Eg0(U) = 0.
Define the minimax risk for estimating β0 as










It has been proved in [14] that given n i.i.d. samples from the high dimensional
partial linear additive model (2.6), the minimax risk for estimating β0 can be bounded
from below as









which is only affected by the least smooth function.
Next, define the minimax risk of estimating f0 as














[14] shows that given n i.i.d. samples from the high dimensional partial linear additive
model (2.6), the minimax risk for estimating f0 can be bounded from below as












Now, we construct estimators of (β0, f0, g0) that almost achieve the lower bounds
as shown in [14]. Our construction is inspired by [12] and [20], and holds in a general
setup as follows. We assume that f and g belong to more general classes of functions,
Hilbert spaces F and G with continuous functions f ∈ F and g ∈ G on [0, 1]. In
particular, Wα,2(L1) ⊂ F and W γ,2(L2) ⊂ G. Let I(·, ·) and J(·, ·) be semi-inner
product on F and G, and I(·), J(·) be the corresponding semi-norm. A special case
of F ,G and I, J is F = Wα,2(L1),G = W γ,2(L2) and I2(f) =
∫ 1
0
(f (α)(z))2dz, J2(g) =∫ 1
0
(g(γ)(z))2dz. Also, we can allow ε to be sub-Gaussian (not necessarily N(0, 1)) in
this section.
The penalized least square estimators of (β0, f0, g0) can be obtained as
(β̂, f̂ , ĝ) = argmin(β∈Rp,f∈F ,g∈G){‖Y −XTβ − f − g‖2n + λ‖β‖1 + ρ2I2(f) + µ2Jq(g)},
(2.9)
where 1 ≤ q ≤ 2 is some fixed constant. Without loss of generality, we assume that
functions in F are smoother than those in G in a sense defined in Assumption 2.6.
Corresponding to Wα,2(L1) and W
γ,2(L2), it simply means γ < α.
Assumption 2.4 assumes sub-Gaussian error. Note that if ε1 is bounded such that
‖ε1‖ ≤M , then ‖ε1‖Ψ ≤M .
Assumption 2.4. The error term ε is independent of (X,Z, U) and satisfies for
some constant Kε ≥ 1,
‖ε‖Ψ ≤ Kε,
where ‖ · ‖Ψ is an Orlicz norm1 with Ψ(t) = exp(t2)− 1.
Let H = F ⊕ G be a Hilbert space of additive functions with the `2 norm ‖ · ‖
and X˜ = X − Π(X|H) with Π(X|H) being the projection of X onto H defined as
arg minh∗∈H E‖X − h∗‖2. By the definition of X˜, we have
‖XTβ + f + g‖2 = ‖X˜Tβ‖2 + ‖Π(X|H)Tβ + f + g‖2. (2.10)
1‖ε‖Ψ = inf{L > 0 : EΨ(ε1/L) < 1}.
13
Also by the definition of H, Π(X|H) = (Π(X1|H), · · · ,Π(Xp|H))T can be written as
a sum of fX + gX where fXj ∈ F and gXj ∈ G for 1 ≤ j ≤ p.
Assumption 2.5 is widely used in semiparametric literature [31, 32], ensuring suf-
ficient information in estimating β0.
Assumption 2.5. The smallest eigenvalue Λ2min of EX˜T X˜ is positive, and the largest
eigenvalue Λ2max of EΠ(X|H)TΠ(X|H) is finite.
Assumption 2.6 implies that f is “smoother” than g in terms of the following
complexity measure. Let d be a metric on the space F . For any t > 0, defineN(t,F , d)
as the covering number of F and H(t,F , d) = logN(t,F , d) the entropy of F . Let An
be the set of all configurations An of n points within the support of PXZU . For An ∈
An, we have ‖f‖An,∞ = maxZ∈An |f(Z)|. Let H∞(t,F) = supAn∈An H(t,F , ‖ · ‖An,∞).
Further, we write












For arbitrary constants R0 > 0 and M0 > 0, we denote F(R0,M0) = {f ∈ F :
‖f‖ ≤ R0, I(f) ≤ M0} and G(R0,M0) = {g ∈ G : ‖g‖ ≤ R0, J(g) ≤ M0}. Define
fβ(x) = x
Tβ and Fβ(R0,M0) = {fβ : ‖fβ‖ ≤ R0, ‖β‖1 ≤M0}.
Assumption 2.6. Let 0 < k < m < 1. For R0 ≤ M0 and some constants AI ≥ 1
and AJ ≥ 1, it holds that
J∞(z,F(R0,M0)) ≤ AIMk0 z1−k,
and
J∞(z,G(R0,M0)) ≤ AJMm0 z1−m.
In Assumption 2.6, if we take I2(f) =
∫
(f (α)(x))2dx, then J∞(z,F(1, 1)}) ≤
AIz
1− 1
2α , i.e. k = 1/(2α), for some constant AI > 1.










Assumption 2.8 implies separate rates for f and g from that for f +g. This is due
to the inequality ‖f + g‖2 ≥ (1− γ)(‖f‖+ ‖g‖)2 as shown in Lemma 5.1 of [20] given
Ef0(Z) = 0. Here, γ is related to the minimal angle between two Hilbert spaces F




where p = dPZU/dν is the density of PZU w.r.t. ν = νZ × νU with marginal densities
pZ and pU , and r(z, u) = p(z, u)/(pZ(z)pU(u)).
Assumption 2.8. It holds that γ < 1.
We assume the projection fP (U) = E(f(Z)|U) to be smooth.
Assumption 2.9. For some constant Γ > 0, it holds that, for any function f ∈ F ,
J(fP ) ≤ Γ‖f‖,
and for some constant I1, J2, it holds that
max
1≤j≤p
|I(fXj)| ≤ I1, max
1≤j≤p
|J(gXj)| ≤ J2.
Before presenting our main theorem, we need a set of oracle inequalities that hold
in probability. Define the norm
τ(β, f, g;R) = λ
‖β‖1
δ0R






τI(β, f ;RI) = λ
‖β‖1
δ0RI
+ ‖X˜β‖+ ‖fTXβ + f‖+ ρI(f),
for some constant δ0 > 0.
Lemma 2.1. Suppose Assumptions 2.4-2.9 hold. Also assume that for some 0 < δ <





















If there exist R and RI satisfying R




τ(β̂ − β0, f̂ − f0, ĝ − g0;R) ≤ R
)
≥ 1− c exp(−nµ2/c),
P
(
τ(β̂ − β0, f̂ − f0, ĝ − g0;R) ≤ R, τI(β̂ − β0, f̂ − f0;RI) ≤ RI
)
≥ 1−C exp(−nρ2/C)
for some constants C, c > 0.
A noteworthy case is that I2(f) =
∫
(f (α)(z))2dz, J2(g) =
∫
(g(γ)(u))2du with
γ < α and q = 2. Set ρ  n−α/(2α+1) and µ  n−γ/(2γ+1). Given that s0 log p/n =
o(n−2α/(2α+1)), Lemma 2.1 implies that ‖β − β0‖2 = OP (n−γ/(2γ+1)), ‖f̂ − f0‖ =
OP (n
−α/(2α+1)) and ‖ĝ−g0‖ = OP (n−γ/(2γ+1)); otherwise, ‖β−β0‖2 = OP (s0 log p/n),
‖f̂ − f0‖ = OP (s0 log p/n) and ‖ĝ − g0‖ = OP (s0 log p/n). The upper bounds exhibit
an interesting two regime dichotomy depending on the relation between s0 log p/n
and n−2α/(2α+1).
Lemma 2.2. Assume conditions of Lemma 2.1. Then there exists constants C ′, c′ > 0
such that with probability at least 1− 7/(2p)− C ′ exp(−c′nµ2),










; (ii) `1 error: ‖β̂ − β0‖1 ≤ 8s0λ/Λ2X˜,min. We note that these two rates
are the same order as those standard lasso rates (as if f0 and g0 were known); see [1].
However, the probability that these rates hold is relatively smaller as reflected by an
additional term exp(−c′nµ2). This is the price to pay for estimating two unknown
nonparametric functions in the model.
We are now ready to prove that (β̂, f̂ , ĝ) achieve the minimax lower bounds es-
tablished in (2.7) and (2.8): q = 2, F = Wα,2(L1),G = W γ,2(L2) and I(f) =∫ 1
0




Theorem 2.2. Suppose Assumptions 2.5, 2.7, 2.8 and 2.9 hold. Set λ  √log p/n,
ρ2  n−2α/(2α+1) and µ2  n−2γ/(2γ+1). Then




Table 2.2.: Estimation Interference Results for Model (2.6).
Sparsity Parameters
High Dimensional β0
Lower Bound Penalized Estimator
s0, p, n Rβ0(s0, α) E‖β̂ − β0‖2
1
2η+1 < a+ b < 1 s0 log(p/s0)/n s0 log p/n
a+ b < 12η+1 s0 log p/n s0 log p/n
Sparsity Parameters
Smooth f0
Lower Bound Penalized Estimator
s0, p, n Rf0(s0, α) E
∫ 1
0 |f̂(z)− f0(z)|2 dz
1
2α+1 < a+ b < 1 s0 log(p/s0)/n s0 log p/n
a+ b < 12α+1 n
−2α/(2α+1) n−2α/(2α+1)
We set s0 = n























2.3.1 Proof for Section 2.1
Proof of Theorem 2.1
Proof. Let ρ2 = n−2α/(2α+1) and λ =
√
log p/n in (2.5). By definition, we have
‖Y −Xβ̂ − f̂‖2n + λ‖β̂‖1 + ρ2I2(f̂) ≤ ‖Y −XTβ0− f0‖2n + λ‖β0‖1 + ρ2I2(f0). (2.11)
Then, by triangle inequality, it holds that
λ‖β̂ − β0‖1 ≤ λ‖β̂‖1 + λ‖β̂0‖1 ≤ ‖ε‖2n + 2λ‖β0‖1 + ρ2I2(f0),
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which further implies for any k ≥ 1,
E‖β̂ − β0‖k ≤ E‖β̂ − β0‖k1 ≤ E(‖ε‖2n/λ+ ‖β0‖1 + ρ2I2(f0)/λ)k.
Note that n‖ε‖2n follows chi-squared distribution with degree of freedom n. Thus we
have E‖ε‖kn = O(1). Also we have that ‖β0‖1 = O(
√
s0). Therefore, it follows
E‖β̂ − β0‖k = O(1/λ+√s0)k.
Define the event T = {‖X(β̂ − β0)‖2 ≤ λ2s0}, then it is known from the proof of
Theorem 3.1 of [18] that
P(T ) ≥ 1− 2/p− 3 exp(−ncρ2).
Note that if we choose t = 2 log 2p/n in proof of Theorem 3.1 of [18], then the above
probability inequality holds as follows,
P(T ) ≥ 1− 2/p4 − 3 exp(−ncρ2).
for some constant c > 0. Now we have










The last inequality holds due to the following arguments. Substitute ρ2 = n−2α/(2α+1)
and λ =
√
log p/n into the last inequality, we have
(1/λ2)
√
exp(−n1/(2α+1)) = O(λ2s0), since n2 exp(−n1/(2α+1)) = O(s0 log2 p),







exp(−n1/(2α+1)) = O(λ2s0), since n exp(−n1/(2α+1)) = O(log p);
s0(1/p





Now we prove the second part of the theorem. Note that f̂ ∈ W 2,α(L), then
together with (2.11), it implies that, for some constant C > 0, supz∈[0,1] |f̂(z) −
f0(z)|2 ≤ CI2(f̂ − f0) = C
∫ 1
0
(f̂ (α)(z) − f (α)0 (z))2dz ≤ C(‖ε‖2n/ρ2 + 2λ‖β0‖1/ρ2 +
I2(f0)). Therefore we have
E‖f̂ − f0‖2kn ≤ (E
∫ 1
0




for any k ≥ 1.
E‖f̂ − f0‖2n = E‖f̂ − f0‖2n1T + E‖f̂ − f0‖2n1T c (2.13)
≤ O(ρ2 + λ2s0) +O(1/ρ2)
√
exp(−ncρ2)
≤ O(ρ2 + λ2s0).
Finally it follows from Lemma 4.1 of [33] that E
∫ 1
0
|f̂(z)− f0(z)|2 dz = O(ρ2 + λ2s0).
2.3.2 Proof for Section 2.2
In this section, we first define a set T (R) and show in Lemma 2.3 that τ(β̂ −
β0, f̂ − f0, ĝ − g0;R) ≤ R on T (R). The probability of T (R) is approximated in
Lemma 2.4. We next show τI(β̂ − β0, f̂ − f0;RI) ≤ RI on the set T (R) ∩ TI(RI)
whereas the probability of TI(RI) is approximated in Lemma 2.6. Lemma 2.1 is then
proved following Lemmas 2.3-2.6.
For some δ0 > 0 small enough, define












∣∣∣Pn (ε(XTβ + f + g)) ∣∣∣ ≤ δ20R2
}
,
T (R) = T1(R) ∩ T2(R).
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Lemma 2.3. Under the conditions of Lemma 2.1, we have, on T (R),
τ(β̂ − β0, f̂ − f0, ĝ − g0;R) ≤ R.
Proof. Take δ0 ≤ 1/30. Under the conditions of Lemma 2.1, we can find ρ and µ such
that
ρ2I2(f0) + µ
2Jq(g0) ≤ δ20R2, (2.14)
and 4λ2s0/Λ
2
min ≤ R2I ≤ R2. Define
t =
R
R + τ(β̂ − β0, f̂ − f0, ĝ − g0;R)
.
Let β˜ = tβ̂ + (1 − t)β0, f˜ = tf̂ + (1 − t)f0, g˜ = tĝ + (1 − t)g0. Notice that
τ(β˜ − β0, f˜ − f0, g˜ − g0;R) = tτ(β̂ − β0, f̂ − f0, ĝ − g0;R) ≤ R, which implies (β˜ −
β0, f˜−f0, g˜−g0) ∈M(R). In order to show τ(β̂−β0, f̂−f0, ĝ−g0;R) ≤ R, it suffices
to prove τ(β˜ − β0, f˜ − f0, g˜ − g0;R) ≤ R/2.
By the convexity, we have
‖Y −XT β˜ − f˜ − g˜‖2n + λ‖β˜‖1 + ρ2I2(f˜) + µ2Jq(g˜)
≤ ‖Y −XTβ0 − f0 − g0‖2n + λ‖β0‖1 + ρ2I2(f0) + µ2Jq(g0)
≤ ‖Y −XTβ0 − f0 − g0‖2n + λ‖β0‖1 + δ20R2,
where the last inequality follows from equation (2.14). This implies
‖XT (β˜ − β0) + (f˜ − f0) + (g˜ − g0)‖2n + λ‖β˜‖1 + ρ2I2(f˜) + µ2Jq(g˜)
≤ 2Pn
(
ε(XT (β̂ − β0) + (f̂ − f0) + (ĝ − g0))
)
+ λ‖β0‖1 + δ20R2. (2.15)
Therefore, by the definition of T1(R) and T2(R),
‖XT (β˜ − β0) + (f˜ − f0) + (g˜ − g0)‖2 + λ‖β˜SC0 ‖1 + ρ2I2(f˜) + µ2Jq(g˜)
≤ δ20R2 + δ20R2 + 2δ20R2 + λ‖β0‖1 − λ‖β˜S0‖1
≤ 4δ20R2 + λ‖β0S0 − β˜S0‖1. (2.16)
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Note that
λ‖β0S0 − β˜S0‖1 ≤ λ
√
s0‖β0S0 − β˜S0‖
≤ λ√s0‖β˜ − β0‖
≤ λ√s0‖X˜T (β˜ − β0)‖/ΛX˜,min
≤ λ2s0/Λ2X˜,min + ‖X˜T (β˜ − β0)‖2/4
≤ δ20R2/4 + ‖X˜T (β˜ − β0)‖2/4,
where the third and last inequalities hold by assumption and the fourth inequality
follows from uv ≤ u2 + v2/4. Thus, substituting it into (2.16), we obtain
(a) (3/4)‖XT (β˜ − β0) + (f˜ − f0) + (g˜ − g0)‖2 ≤ (17/4)δ20R2;
(b) ρ2I2(f˜) ≤ (17/4)δ20R2;
(c) µ2Jq(g˜) ≤ (17/4)δ20R2.
Now it follows from (a) that ‖XT (β˜− β0)‖ ≤ (√17/√3)δ0R. In addition, (b) (c) and
(2.14) implies















δ0R + 2δ0R ≤
√
17δ0R.
Adding λ‖β0S0 − β˜S0‖1 on both sides of (2.16), we get
‖XT (β˜ − β0) + (f˜ − f0) + (g˜ − g0)‖2 + λ‖β˜ − β0‖1 + ρ2I2(f˜) + µ2Jq(g˜)
≤4δ20R2 + 2λ‖β0S0 − β˜S0‖1











Invoking the definition of τ(β̂ − β0, f̂ − f0, ĝ − g0;R), we finally get








δ0R ≤ 15δ0R ≤ 1
2
R
by letting δ0 = 1/30.
Lemma 2.4. Under the conditions of Lemma 2.1, we have for some constants C˜ >
0, c˜ > 0, P(T (R)) ≥ 1− C˜ exp(−c˜nρ2).
Proof. Under the conditions of Lemma 2.1, we can find ρ2 ≤ (1 − γ)/B2 and µ2 ≤
R2−q(1− γ)q/2/Bq. Further, we find a constant L > 0 such that the followings hold:
√
nρ1+k ≥ LAI ,
√
nµ1+m ≥ LAJ , (2.17)
R ≥ LLJAJ/
√





ρk ≤ 1/L, (2.19)
where LJ = (R/µ)
2/q . By similar arguments of [20], such L exists. Note that
τ(β, f, g;R) ≤ R implies that ‖XTβ + f + g‖2 ≤ R2 and ‖β‖1 ≤ δ0R2/λ, I(f) ≤
R/ρ, J(g) ≤ LJ . By orthogonal decomposition (2.10), we have ‖X˜Tβ‖ ≤ R and
‖fTXβ + f + gTXβ + g‖ ≤ R. Then Assumption 2.5 implies
‖XTβ‖ ≤ ‖X˜Tβ‖+ ‖Π(X|H)Tβ‖ ≤ R + (Λmax/Λmin)‖X˜β‖ ≤ (1 + Λmax/Λmin)R.
Similar arguments and assumption 2.8 implies that
‖f‖ ≤ (1 + Λmax/Λmin)R/(1− γ), ‖g‖ ≤ (1 + Λmax/Λmin)R/(1− γ).
For simplicity, we take R1 = R2 = R3 = (1 + Λmax/Λmin)R/(1 − γ) , R2/(1 −
γ) and M1 = δ0R
2/λ, M2 = R
2/ρ2, M3 = LJ . In addition, Assumption 2.7 and
ρ2 ≤ (1 − γ)/B2, µ2 ≤ R2−q(1 − γ)q/2/Bq yield that supfβ∈Fβ(R1,M1) ‖fβ‖ ≤ M1,
supf∈F(R2,M2) ‖f‖∞ ≤M2 and supg∈F(R3,M3) ‖g‖∞ ≤M3. Thus, we take Kl = Ml, 1 ≤





log(2p/n)/λ ≤ δ′1 δ1δ′1 ≤ 1/L. (2.20)
22
Without loss of generality, we assume C1 = 1 in Theorem 2.4. Otherwise, we can
replace in L = LC1 in the proof. With (2.20) and the fact that R












































































































Now for any (β, f, g), it holds∣∣‖XTβ + f + g‖2n − ‖XTβ + f + g ‖2 ∣∣
≤∣∣‖XTβ‖2n − ‖XTβ‖2∣∣+ ∣∣‖f‖2n − ‖f‖2∣∣+ ∣∣‖g‖2n − ‖g‖2∣∣+ ∣∣2(Pn − P)XTβf ∣∣
+
∣∣2(Pn − P)XTβg∣∣+ ∣∣2(Pn − P)fg∣∣
,A+B + C +D + E + F.
We bound each of the terms as follows.










































































































2 in Theorem 2.5 byR1, R2, K1, K2 andM
∗ in Lemma 2.11














































2 in Theorem 2.5 byR1, R3, K1, K3 andM
∗ in Lemma 2.11










































where ρLJ ≤ R follows from equation (2.18).






2 in Theorem 2.5 by R2, R3, K2, K3. Then with the ap-





































Combining A to F , we get for any (β, f, g) ∈M(R),
sup
(β,f,g)∈M(R)
∣∣‖XTβ + f + g‖2n − ‖XTβ + f + g ‖2 ∣∣ ≤ 36R2L√1− γ2 .
with probability at least 1− 6 exp(−nρ2/L).
Look at the set T2(R) now. Note that
|Pnε(XTβ + f + g)| ≤
∣∣Pnε(XTβ)∣∣+ ∣∣Pnεf ∣∣+ ∣∣Pnεg∣∣.
Lemma 2.7 shows that
∣∣Pnε(XTβ)∣∣ ≤ δ0R2/10 ≤ R2√
1− γ2L, (2.32)
where the last step follows by choosing δ0 ≤ 10. Then it follows from Theorem 5.2
of [20], Assumption 2.6 and equation (2.17) that

















































with probability at least 1− 3 exp(−nρ2/L).
By Letting 5/L
√
1− γ2 ≤ δ20, we have shown that for some constants C˜ > 0, c˜ > 0,
P(T (R)) ≥ 1− C˜ exp(−c˜nρ2).
Let
MI(RI) = {(β, f) : τI(β, f ;RI) ≤ RI} .



















∣∣∣Pn(X˜β + fTXAβ + fA)(fTXPβ + gTXβ + fP + g)∣∣∣ ≤ δ2IR2I
}
and let
TI(RI) = TI,1(RI) ∩ TI,2(RI) ∩ TI,3(RI).
Lemma 2.5. Under the conditions of Lemma 2.1, it holds that on T (R) ∩ T1(RI),
τI(β̂ − β0, f̂ − f0;RI) ≤ RI .
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Proof. Under the conditions of Lemma 2.1, we can find some ρ and µ such that
ρ2I2(f0) + µ
2Jq(g0) ≤ δ20R2, ρ2I2(f0) ≤ δ2IR2I , (2.33)
2µ2(Γ + J2δ0RI/λ)(2δ0R/µ)
2(q−1)
q ≤ δIR2I , 2µ2(Γ + J2δ0RI/λ)q/R2−qI ≤ δ2I (2.34)
for some δ0, δI > 0, which will be taken small enough later.
‖Y −XT β̂ − f̂ − ĝ‖2n + λ‖β̂‖1 + ρ2I2(f̂) + Jq(ĝ)
≤‖Y −XTβ0 − f0 − (ĝ + fXP (β̂ − β0) + gX(β̂ − β0) + f̂P − f 0P )‖2n + λ‖β0‖1+
ρ2I2(f0) + µ
2Jq(ĝ + fXP (β̂ − β0) + gX(β̂ − β0) + f̂P − f 0P ),
which implies




T (β̂ − β0) + f̂P − f 0P + ĝ − g0
)(
(X˜ + fXA)






X˜ + fTXA(β̂ − β0) + f̂A − f 0A
))
+ λ‖β0‖1 + ρ2I(f0)− µ2Jq(ĝ)




RI + τI(β̂ − β0, f̂ − f0;RI)
.
Define β˜ = tβ̂ + (1 − t)β0, f˜ = tf̂ + (1 − t)f0. Note that (β˜, f˜) ∈ T1(RI) Similarly
as the proof of Lemma 2.3, it suffices to show that τI(β˜ − β0, f˜ − f0;RI) ≤ RI/2. By
convexity and the definition of TI(RI), we have
‖X˜(β˜ − β0) + fTXA(β˜ − β0) + f˜A − f 0A‖2 + λ‖β˜‖1 + ρ2I2(f˜)
≤5R2I + λ‖β0‖1 + ρ2I2(f0) + µ2Jq(ĝ + fXP (β̂ − β0) + gX(β̂ − β0) + f̂P − f 0P )− µ2Jq(ĝ).
Using the fact that for a, b > 0 and 1 < q < 2,
(a+ b)q − aq ≤ 2(a+ b)q−1b ≤ 2(aq−1 + bq−1)b = 2aq−1b+ 2bq,
27
we obtain
Jq(ĝ + fXP (β̂ − β0) + gX(β̂ − β0) + f̂P − f 0P )− Jq(ĝ)
≤2Jq−1(ĝ)J(fTXP (β˜ − β0) + gTX(β˜ − β0) + f˜P − f 0P )
+ 2Jq(fTXP (β˜ − β0) + gTX(β˜ − β0) + f˜P − f 0P )
≤2Jq−1(ĝ)[J(gTX(β˜ − β0)) + J(fTXP (β˜ − β0) + f˜P − f 0P )]
+ 2[J(gTX(β˜ − β0)) + J(fTXP (β˜ − β0) + f˜P − f 0P )]q
≤2Jq−1(ĝ)(‖J(gX)‖∞‖β˜ − β0‖1 + Γ‖fX(β˜ − β0) + f˜ − f0‖)

























where the fourth inequality follows from J(ĝ) ≤ (2δ0R/µ)2/q on T (R) and Assump-
tion 2.8,2.9 and the fact ‖fX(β˜−β0) + f˜ − f0‖ ≤ RI on TI(RI). The last step follows
from (2.34). Hence, we have
‖X˜T (β˜ − β0)‖2 + ‖fTXA(β˜ − β0) + f˜A − f 0A‖2 + λ‖β˜‖1 + ρ2I2(f˜) ≤ 8δ2IR2I + λ‖β0‖1.
Subtracting λ‖β˜S0‖1 on both sides of above equation, we get
‖X˜T (β˜ − β0)‖2 + ‖fTXA(β˜ − β0) + f˜A − f 0A‖2 + λ‖β˜Sc0‖1 + ρ2I2(f˜)
≤8δ2IR2I + λ‖β˜S0 − β0S0‖1, (2.35)
where
λ‖β˜S0 − β0S0‖1 ≤ λ
√
s0‖β0S0 − β˜S0‖
≤ λ√s0‖β˜ − β0‖ ≤ λ√s0‖X˜T (β˜ − β0)‖/Λmin
≤ λ2s0/4Λ2min + ‖X˜T (β˜ − β0)‖2
≤ δ2IR2I + ‖X˜T (β˜ − β0)‖2.
Therefore,
‖fTXA(β˜ − β0) + f˜A − f 0A‖2 + λ‖β˜Sc0‖1 + ρ2I2(f˜) ≤ 9δ2IR2I .
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Then it holds




(b′) ρI(f˜−f0) ≤ ρI(f˜)+ρI(f0) ≤ (3+1)δIRI ≤ 4δIRI together with equation (2.33).
Note that by using λ‖β˜S0 − β0S0‖1 ≤ λ2s0/Λ2min/2 + ‖XT (β˜ − β0)‖2/2, we can also
obtain
(c′) ‖X˜T (β˜ − β0)‖ ≤
√
18δIRI
Now, adding λ‖β˜0S0 − β0S0‖1 on both sides of (2.35), we get
‖XT (β˜ − β0)‖2 + ‖fTXA(β˜ − β0) + f˜A − f 0A‖2 + λ‖β˜ − β0‖1 + ρ2I2(f˜)
≤8δ2IR2I + 2λ‖β˜S0 − β0S0‖1 ≤ 8δ2IR2I + λ2s0/Λ2min + ‖XT (β˜ − β0)‖2,
which implies that
(d′) λ‖β˜ − β0‖1 ≤ 9δ2IR2I .
Combine the results (a)− (c) and recall the form of τI(β˜−β0, f˜ − f0;RI). We get




1− γ2)δIRI ≤ 1
2
RI ,




1− γ2). This completes the proof of the lemma.
Lemma 2.6. Under the conditions of Lemma 2.1, there exists constant CI and cI ,
such that
P(TI(RI)) ≥ 1− CI exp(−cInρ2).
Proof. Note that on the set TI(RI), we have
‖f‖2 ≤ (1 + Λmax/Λ′min)R2I , I(f) ≤ RI/ρ,
and
‖X˜Tβ‖ ≤ RI , ‖β‖1 ≤ δ0R2I/λ,
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where Λ′min represent the smallest eigenvalue of E(fXfTX). Also we have ‖g‖2 ≤
(1 + Λmax/Λmin)R
2/(1− γ) and J(g) ≤ LJ . Now, we take
R′1 = R
′2




I , R2I/(1− γ1),
R′23 = (1 + Λmax/Λmin)R
2/(1− γ) = R2/(1− γ2),
and




2 = RI/ρ and M
′
3 = LJ .











Thus, we take K ′l = M
′
l , 1 ≤ l ≤ 3. Let L be the constant as in the proof of Lemma 2.4.
We further restrict it such that
RI ≥ LLJAJ/
√




This can be achieved due to the assumptions that ρ2 . R2I ≤ R2 and µ2 . R2. We
take t = nρ2/L2 and look at TI,1(RI) first. We have
‖X˜β + fTXAβ + fA‖2n − ‖X˜β + fTXAβ + fA‖2
≤∣∣‖X˜β + fTXAβ‖2n − ‖X˜β + fTXAβ‖2∣∣+ ∣∣‖fA‖2n − ‖fA‖2∣∣+ ∣∣(Pn − P)(X˜β + fTXAβ)fA∣∣
,A′ +B′ + C ′.
We bound A′, B′, C ′ as follows, respectively.
A′. Note that fXP (·) = E(fX(Z)|U = ·) ∈ G and fXA = fX − fXP . We have
fX , fXA, fP are bounded. Without loss of generality, we assume the upper bound
as 1. Note that by Assumption 2.7, ‖X˜β + fTXAβ‖∞ ≤ ‖X˜β‖∞ + ‖fTXAβ‖∞ ≤
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2M ′1. Replace R
∗ and M∗ by R′1 and 2M
′
1 in Theorem 2.3. Then similarly as
(2.27), we get
A′ ≤ 2R′1M ′1































Replace R∗ and K∗ by R′2 and 2K
′


























































C ′. Similarly as (2.29), it holds that
C ′ ≤R
′
1J∞(2K ′2, {fA : f ∈ F(R′2,M ′2)})√
n
+























































Combining A′ to C ′, we get
sup
(β,f)∈F(RI)




with probability at least 1− 2 exp(−nρ2/L).
Next, look at TI,2(RI). We have
∣∣Pn(ε(X˜β+ fTXAβ+ fA))∣∣ ≤ ∣∣Pnε(X˜β+ fTXAβ)∣∣+∣∣PnεfA∣∣, where ∣∣Pnε(XˇTβ)∣∣ ≤ 2R2I/√1− γ1L follows from Lemma 2.7 and similar ar-
guments as (2.32). Further, Theorem 5.2 of [20], Assumption 2.6 and equation (2.36)

























∣∣Pnε(X˜β + fTXAβ + fA)∣∣ ≤ 5R2IL√1− γ1
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with probability at least 1− 2C0 exp(−nρ2/L).
Finally, we consider TI,3(RI). Notice that P(X˜β+fTXAβ+fA)(fTXPβ+gTXβ+fP +
g) = 0. Then we get
∣∣Pn(X˜β + fTXAβ + fA)(fTXPβ + gTXβ + fP + g)∣∣
≤∣∣(Pn − P)((X˜β + fTXAβ)(fTXPβ + gTXβ)) ∣∣+ ∣∣(Pn − P)(X˜β + fTXAβ)(fP + g)∣∣∣∣(Pn − P) ((fTXPβ + gTXβ)fA) ∣∣+ ∣∣(Pn − P) (fA(fP + g)) ∣∣
,A′′ +B′′ + C ′′ +D′′.
It is noted that
‖X˜β + fTXAβ‖ ≤ R′1, ‖X˜β + fTXAβ‖∞ ≤ 2M ′1,
‖fTXPβ + gTXβ‖ ≤ R′1, ‖fP + g‖ ≤ ‖fP‖+ ‖g‖ ≤ R′2 +R′3 ≤ 2R′3,
J(fP + g) ≤ J(fP ) + J(g) ≤ Γ‖f‖+ LJ ≤ ΓRI + LJ ≤ 4K ′3.
Then we apply Theorem 2.5 for A′′, B′′, C ′′, D′′, respectively.

















































B′′. Similar to the proof of (2.25), (2.23) and (2.30),
B′′ ≤ R
′
1J∞(4K ′3,G(2R′3, 4K ′3))√
n
+















































C ′′. Similar to the proof of (2.22), (2.37), and (2.29),
C ′′ ≤ R
′
1J∞(2K ′2, {fA : f ∈ F(R′2,M ′2)})√
n
+









































D′′. Similar to the proof of (2.26) and (2.31),
D′′ ≤ R
′
2J∞(4K ′3,G(2R′3, 4K ′3))√
n
+













































Therefore, we have with probability at least 1− 4 exp(−nρ2/L),
sup
(β,f,g)∈M(R),(β,f)∈F(RI)








1− γ2)aL) ≤ δ2I , we conclude that there exists constant CI
and cI , such that
P(TI(RI)) ≥ 1− CI exp(−cInρ2).
Proof of Lemma 2.1
Proof. Take C = max(C˜, c˜) and C = max(C˜, CI , c˜, cI). Then the theorem follows as
below:
P(T (R)) ≥ 1− c exp(−cnµ2),
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and
P(T (R), TI(RI)) ≥ 1− P(T (R))c − P(TI(RI))c ≥ 1− C˜ exp(−c˜nρ2)− CI exp(−cInρ2)
≥ 1− C exp(−Cnρ2).
Proof of Corollary 2.2
In this section, we prove Corollary 2.2. We start from the following preliminary
lemmas.
Lemma 2.7. With probability at least 1− 1/p,
2
∣∣Pnε(X˜T (β̂ − β0))∣∣ ≤ 2KX√6Kε√2 log p
n
‖β̂ − β0‖1 ≤ λ
10
‖β̂ − β0‖1.
Proof. First we have∣∣Pnε(X˜T (β̂ − β0))∣∣ ≤ ‖PnεX˜T‖∞‖β̂ − β0‖1.










































































Note that Π(X|H) = fX + gX with fX ∈ F and gX ∈ G, we have |Π(X|G)| ≤M0,
for some constant M0 > 0 , which further implies X˜ = X −Π(X|H) is sub-Gaussian.




































Noting that λ &
√






Lemma 2.8. With probability at least 1− 5/(2p)−C exp(−nρ2/c) for some constant
c, C > 0,
2
∣∣Pn(f̂−f0+ĝ−g0)X˜T (β̂−β0)∣∣+2∣∣Pn(fTX(β̂−β0)+gTX(β̂−β0))X˜T (β̂−β0)∣∣ ≤ λ10‖β̂−β0‖1,∣∣‖X˜(β̂ − β0)‖2n − ‖X˜(β̂ − β0)‖2∣∣ ≤ λ2‖β̂ − β0‖1.







(f̂ − f0 + ĝ − g0)iX˜ij
∣∣) ‖β̂ − β0‖1.
Note that given X˜, we have for each 1 ≤ j ≤ p,






































(f̂ − f0 + ĝ − g0)iX˜ij




By choosing λ ≥ 40KX
√



















































where E(fX + gX)ikX˜ij = 0 and |(fX + gX)ikX˜ij| ≤ M0|X˜ij| given X˜ known. By













































Choose λ > 2KXM0
√
log(2p)/n. We finally get with probability at least 1− 1/p,
2
∣∣Pn(fTX(β̂ − β0) + gTX(β̂ − β0))X˜T (β̂ − β0)∣∣ ≤ δ0R2‖β̂ − β0‖1
which can be smaller than λ
20
‖β̂ − β0‖1 by taking suitable choices of δ0.
Similarly, we can get



























Therefore, by choosing λ > 2δ0KX˜
√
log 2p/n, we have∣∣∣∣‖X˜(β̂ − β0)‖2n − ‖X˜(β̂ − β0)‖2∣∣∣∣ ≤ λ‖β̂ − β0‖1/2,
with probability at least 1− 1/(2p). Recalling the probability of T (R)∩TI(RI) from








Then on the set T (R) ∩ TI(RI),∣∣ρ2I2(f̂ + fTX(β̂ − β0)− ρ2I2(f̂)∣∣ ≤ λ10‖β̂ − β0‖1.
Proof.

























≤ 3δ0R2‖β̂ − β0‖1,
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where the first equality follows from definition of I(·), the second inequality follows
from Assumption 2.9, and the third is true due to triangular inequality. Choosing δ0
such that 3δ0R








Then on the set T (R) ∩ TI(RI),∣∣µ2J2(ĝ + gTX(β̂ − β0))− µ2J2(ĝ)∣∣ ≤ λ10‖β̂ − β0‖1
Proof.
µ2Jq(ĝ + gTX(β̂ − β0))− µ2Jq(ĝ) ≤ µ2
(
2Jq−1(ĝ)J(gTX(β̂ − β0) + 2Jq(gTX(β̂ − β0)
)















J2‖β̂ − β0‖1 + 2Jq2‖β̂ − β0‖q1
)







≤6δ2/q0 R2‖β̂ − β0‖1,
where the first inequality follows from definition and the second one follows from the
condition (2.40). Choosing δ0 such that 6δ
2/q
0 R
2 ≤ λ/10, we get the desired result.
Based on Lemmas 2.7-2.10, we are now ready to prove Corollary 2.2.
Proof of Corollary 2.2. Recall that Π(X|H) = fX + gX . By definition, we have
‖Y −XT β̂ − f̂ − ĝ‖2n + λ‖β̂‖1 + ρ2I2(f̂) + µ2Jq(ĝ)
≤‖Y −XTβ0 − (f̂ + fTX(β̂ − β0))− (ĝ + gTX(β̂ − β0))‖2n + λ‖β0‖1
+ ρ2I2(f̂ + fTX(β̂ − β0)) + µ2Jq(ĝ + gTX(β̂ − β0)).
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That implies
‖X˜(β̂ − β0)‖2n + λ‖β̂‖1 + ρ2I2(f̂) + µ2J2(ĝ) (2.41)
≤2∣∣Pnε(X˜T (β̂ − β0))∣∣+ 2∣∣Pn(f̂ − f0 + ĝ − g0)X˜T (β̂ − β0)|
+ 2|Pn(fTX(β̂ − β0) + gTX(β̂ − β0))X˜T (β̂ − β0)
∣∣+ λ‖β0‖1 + ρ2I2(f̂ + fTX(β̂ − β0))
+ µ2Jq(ĝ + gTX(β̂ − β0)).
From Lemma 2.7-2.10, we know that with probability 1 − 4/p − c exp(−Cnρ2), for
some constant c, C > 0, (2.41) can be further reduced to
‖X˜(β̂ − β0)‖2n + λ‖β̂‖1 ≤ (λ/2)‖β̂ − β0‖1 + λ‖β0‖1.
Hence, Noting that ‖β̂‖1 = ‖β̂S0‖1 + ‖β̂Sc0‖1 and ‖β0‖1 = ‖β0S0‖1, we get





‖β̂S0 − β0S0‖1 +
λ
2








2‖X˜(β̂ − β0)‖2n + λ‖β̂ − β0‖1 = 2‖X˜(β̂ − β0)‖2n + λ‖β̂Sc0‖1 + λ‖β̂Sc0 − β0Sc0‖1
≤4λ‖β̂S0 − β0S0‖1 ≤ 4λ
√

















‖X˜(β̂ − β0)‖2n +
λ
2






Proof of Theorem 2.2
Proof. Let λ =
√
log p/n, ρ2 = n−2α/(2α+1), µ2 = n−2γ/(2γ+1). And recall that R2 
µ2 + λ2s0 and R
2
I  ρ2 + λ2s0. It follows from the definition of (β̂, f̂ , ĝ) that
‖Y −XT β̂ − f̂ − ĝ‖2n + λ‖β̂‖1 + ρ2I2(f̂) + µ2Jq(ĝ)
≤‖Y −XTβ0 − f0‖2n + λ‖β0‖1 + ρ2I2(f0) + µ2Jq(g0).
Then, by triangle inequality, it holds
λ‖β̂ − β0‖1 ≤ λ‖β̂‖1 + λ‖β̂0‖1 ≤ ‖ε‖2n + 2λ‖β0‖1 + ρ2I2(f0) + µ2Jq(g0).
By similar arguments as the proof of Theorem 2.1, we have for any k ≥ 1,




Define the set T1 = {‖X(β̂ − β0)‖2 ≤ λ2s0}. Then by replacing t = log(2p) by
t = 2 log(2p) in the proof of Lemma 2.2, we obtain that P(T c1 ) ≥ c/p4 +c exp(−nµ2/c)
for some constant c > 0. Then similarly as the proof of (2.12), we have
E‖β̂ − β0‖2 = E‖β̂ − β0‖21T1 + E‖β̂ − β0‖21T c1




Define T2 = {‖X(β̂ − β0)‖2 + ‖ĝ − g0‖2n ≤ R2, ‖f̂ − f0‖2n ≤ R2I}. Again similarly
as (2.13), we have
E‖f̂ − f0‖2n = E‖f̂ − f0‖2n1T2 + E‖f̂ − f0‖2n1T c2
≤ O(ρ2 + λ2s0) +O
√
(1/ρ4 + λ2s0/ρ4 + µ4/ρ4)
√
exp(−ncρ2)
≤ O(ρ2 + λ2s0),




E‖ĝ − g0‖2n = E‖ĝ − g0‖2n1T1 + E‖ĝ − g0‖2n1T c1
≤ O(µ2 + λ2s0) +O(1/µ2)
√
exp(−ncµ2)
≤ O(µ2 + λ2s0),
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where the last step is true since
√
exp(−ncµ2)/µ2 = O(µ2).
Finally it follows from Lemma 4.1 of [33] that E
∫ 1
0




|ĝ0(u)− g0(u)|2 du = O(ρ2 + λ2s0).
2.3.3 Results from Empirical Process Theory




log(2p) log3(2n) + 2z, z > 0.
The next theorem is Theorem 4.1 in [21].




∣∣‖fβ‖2n − ‖fβ‖2∣∣/C1 ≥ R∗M∗
√
log p log3 n+ t
n
+M∗2













‖g‖, K∗2 = sup
g∈G∗
‖g‖∞.
The following two theorems are from [21]. For completeness, we include without
proof.
Theorem 2.4. For all t > 0, with probability at least 1− exp(−t),
sup
f∈F∗
∣∣∣‖f‖2n − ‖f‖2∣∣∣/C1 ≤ 2R1J∞(K∗1 ,F∗) +R∗1K∗1√t√n + 4J2∞(K∗1 ,F∗) +K∗21 tn
for some constant C1 > 0.
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Theorem 2.5. Suppose that R∗1/R
∗












































3. HIGH DIMENSIONAL INFERENCE
3.1 Semiparametric Version of Debiased LASSO
Let Y = (Y1, · · · , Yn)T , X = (X˜1, · · · , X˜n)T , Z = (Z1, . . . , Zn)T be i.i.d. copies
of (Y,X,Z) and ε = (ε1, · · · , εn)T be i.i.d. random errors with mean 0 and variance
σ2ε . We assume ε are independent of X and Z. Let Gm := {g : g(m) ∈ L2[0, 1]},
m ≥ 1, be the m-th order Sobolev Hilbert space, where g(m) denotes the m-th order
derivative of g. We define the doubly penalized estimator of (β0, g0) as
(β̂, ĝ) = argmin{β∈Rp,g∈Gm}{‖Y −XTβ − g(Z)‖2n + 2λ‖β‖1 + µ2J2(g)}, (3.1)
whereas ‖ · ‖n is the empirical Euclidean norm, ‖β‖1 :=
∑p




(gm(z))2dz is the roughness penalty. λ > 0, µ2 are the tuning param-
eters which control the level of shrinkage for β̂ and the roughness for ĝ, respectively.
When β0 = 0, the semiparametric model (1.4) reduces to the classic nonpametric
model and ĝ is well known to be the polynomial smoothing spline of degree 2m− 1,
see [22, 35]. In particular, it can be expressed as ĝ(Z) = A(µ)Y with an influence
matrix A(µ) depending merely on µ and Z, see [3,35]. Suppose β0 is not necessarily
0, then for any fixed β, we have ĝ(β) = A(µ)(Y −Xβ). Therefore, (β̂, ĝ) can also be
obtained as,
β̂ = argminβ∈Rp{(Y −Xβ)T (I − A(µ))(Y −Xβ)/n+ 2λ‖β‖1}, (3.2)
ĝ = A(µ)(Y −Xβ̂).
Following the idea of [25], [26] and [27], we will next desparsify the estimator β̂.
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3.1.1 Construction of Debiased Estimator
We first construct the matrix A(µ) in (3.2) following the method in [35]. Let
(zi)
n
i=1 be the observations of Z. Without loss of generality, we suppose that 0 ≤ z1 <
· · · < zn ≤ 1. Let Br, r = 1, 2, · · · be the Bernoulli polynomials defined on the unit
interval, that is B0(t) = 1, Br(t) = d/dt{Br+1(t)/(r+1)!} and
∫ 1
0
Br(t)dt = 0. Define
kr(t) = Br([t])/r! where [t] is the fractional part of |t|. Let T be the n × (m + 1)
matrix with the (i, j)th entry kj(zi), 1 ≤ i ≤ n, 1 ≤ j ≤ m + 1. Let K be the n × n
matrix with the (i, j)th entry (−1)m−1k2m(zi − zj) and H = K + nµ2I. Define ∆ as
the (m+ 1)× (m+ 1) matrix with all zero entries except the entry in the last column
of the last row, which is 1. Then we obtain
A(µ) = I − nµ2H−1(I − T (T TH−1T + ∆)−1T TH−1).
The properties of A(µ) are listed in Lemma 3.8.
Define Σ˜ := XT (I − A(µ))X/n and Θ˜ be its approximate inverse. We will next
construct Θ˜ by doing a nodewise lasso as follows. Note that most of the notations are
adopted from [26], and the major difference is replacing the sample variance matrix
Σ̂ = XTX/n by Σ˜. For each 1 ≤ j ≤ p, define
γ̂j := argminγ∈Rp−1{Σ˜j,j − 2Σ˜j,−jγ + γT Σ˜−j,−jγ + 2λj‖γ‖1}, (3.3)
where Σ˜j,−j denotes the jth row of Σ˜ without the diagonal element Σ˜j,j, and Σ˜−j,−j
denote the submatrix without the jth row and jth column. Write γ̂j with components
γ̂j = {γ̂j,k : k = 1, · · · , p, k 6= j}. Denote
Ĉ :=

1 −γ̂1,2 · · · −γ̂1,p





−γ̂p,1 −γ̂p,2 · · · 1
 .
Based on γ̂j, we compute
τ̂ 2j := Σ˜j,j − Σ˜j,−j γ̂j
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and write
T̂ 2 := diag(τ̂ 21 , · · · , τ̂ 2p ).
Then, we define Θ˜ := T̂−2Ĉ and the desparsified lasso estimator as
b̂ := β̂ + Θ˜
(




For simplicity, we consider {X˜i}ni=1 are i.i.d. random vectors with mean 0 and
variance-covariance matrix Σ. Suppose that z′is satisfy∫ zi
0
u(t)dt = i/n for i = 1, · · · , n,
where u(·) is a continuous and strictly positive function independent of n. Let S0 :=
{j : β0,j 6= 0} and s0 := |S0|. For any β = {β1, · · · , βp} and any S ⊂ {1, · · · , p},
define βS by βS,j := βj1{j ∈ S}, j = 1, · · · , p. Let Θ := Σ−1 and sj := |{k 6= j, 1 ≤
k ≤ p : Θj,k 6= 0}|. To obtain our main results, we make the following assumptions.
Assumption 3.1. The covariates {X˜i}ni=1 and the errors {εi}ni=1 are i.i.d. sub-
Gaussian separately.
Assumption 3.2. The smallest eigenvalue Λ2min of Σ stays away from 0 in the sense
that 1/Λ2min = O(1). Furthermore, maxj Σj,j = O(1).
Assumption 3.3. max1≤j≤p sj
√
log p/n = o(1) and s0
√
log p/n = o(1).
Assumption 3.4.
√
log p/n = O(µ1/m).
Assumptions 3.1–3.3 are similar to Assumptions B1–B3 in [26]. We need an ad-
ditional assumption 3.4 due to the presence of the nonparametric function g0 in
model (1.4). The sub-Gaussianity in 3.1 indicates for some constant K1, K2 > 0,
P(|Xij| > t) ≤ exp(1 − t2/K21) and P(|εi| > t) ≤ exp(1 − t2/K22), see [34]. Without
loss of generality, we assume K = K1 = K2 in the followings. When µ  n− m2m+1 1,
1For any sequences an, bn ∈ R, if an  bn, then c ≤ lim inf an/bn ≤ lim sup an/bn ≤ C for some
constant c, C.
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Assumption 3.4 reduces to
√
log p/n = O(n− 12m+1 ). Together with Lemma 3.8, As-
sumption 3.4 implies
log p tr(A(µ))/n = O(
√
log p/n), (3.5)
which further implies by Lemma 3.5 that
‖Σ˜− Σ‖∞ = O(
√
log p/n) (3.6)
Indeed, (3.6) indicates that Σ˜ is a consistent estimator of Σ.
Remark 3.1. If we strengthen the sub-Gaussian assumption 3.1 by Gaussianity as
in 3.5 listed below, then our main theorems in Section 3.1.2 hold under a weaker
condition 3.6 instead of 3.4. This follows from Lemma 3.6.
Assumption 3.5. The covariates {X˜i}ni=1 and the errors {εi}ni=1 are i.i.d. realiza-
tions from a Gaussian distribution Np(0,Σ) and N (0, σ2ε) separately.
Assumption 3.6. 1/
√
n log p = O(µ1/m).
Before stating our main Theorem 3.1, we first show an oracle inequality, which
is similar to Theorem 2 in [18]. But we have some differences in the model setup.
Here we assume centered sub-Gaussian X instead of boundedness and Z ∈ [0, 1]. By
setting t2 = log p, our choice of λ admits the same order as theirs.
Lemma 3.1. Suppose Assumptions 3.1–3.4 hold. Consider the LASSO with regular-




log p/n) for some constant K1 > 0. Then
there exists some constant K2 > 0 such that with probability at least 1 − 3 exp(1 −
t2/K22),
‖β̂ − β0‖1 ≤ 8λs0/Λ2min and (β̂ − β0)T Σ˜(β̂ − β0)/n ≤ 16λ2s0/Λ2min. (3.7)
This lemma shows the bound ‖β̂ − β0‖1 ≤ 8λs0/Λ2min for the `1 error and (β̂ −
β0)
T Σ˜(β̂ − β0)/n ≤ 16λ2s0/Λ2min for the prediction error. With the application of
Lemma 3.5, we can also get a prediction error bound for ‖X(β̂ − β0)‖22/n. Indeed,
we can further strengthen Lemma 3.1 to an oracle inequality in expectation.
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Lemma 3.2. Under conditions of Lemma 3.1,
E‖β̂ − β0‖2k1 = O(λs0)k.
The proof of Lemma 3.2 requires Lemma 3.1 with a special choice of λ.
Next, we present a lemma which is a prerequisite of Theorem 3.1.
Lemma 3.3. Suppose Assumptions 3.1–3.4 hold. Consider a suitable choice of the
regularization parameters λ  √log p/n, λj  √log p/n uniformly in j and µ such
that nµ1/2m →∞. Then we have for 1 ≤ j ≤ p,
‖Θ˜j −Θj‖1 = OP (sj
√
log p/n), (3.8)
‖Θ˜j −Θj‖2 = OP (
√
sj log p/n), (3.9)
|τ̂ 2j − τ 2j | = OP (
√
sj log p/n), (3.10)
and
|Θ˜jΣΘ˜Tj −Θj,j| ≤ ‖Σ‖∞‖Θ˜j −Θj‖21 ∧ Λ2max‖Θ˜j −Θj‖22 + 2|τ̂ 2j − τ 2j |. (3.11)
Theorem 3.1. Suppose the conditions of Lemma 3.3 hold. If we further assume
max1≤j≤p sj log p/
√
n = o(1) and s0 log p/
√
n = o(1), then we have
√
n(̂b− β0) = W + ∆
where
W = Θ˜XT (I − A(µ))(g0(Z) + ε)/
√
n; and ∆ =
√






D−→ N(0, 1),∀ 1 ≤ j ≤ p, and ‖∆‖∞ = op(1)
where σ̂ε is a consistent estimator of σε.
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Lemma 3.3 and Theorem 3.1 are similar to Theorem 2.4 of [26]. The major differ-
ence is the presence of the nonparametric function g0 and the smoothing matrix A(µ)
in the expansion of W . These arise from the settings of the partial spline model (1.4)
and the corresponding estimation problem in (3.2). We prove the asymptotic Gaus-
sianity of components of b̂ with fixed dimension by using the Lyauponouv central
limit theorem and Slutsky’s lemma as shown in 3.3.2. As a byproduct, we have the
following corollary.





It is straightforward to derive confidence intervals for MTβ0 from the limiting
distribution of
√
n(MT b̂ −MTβ0) for a given non-random matrix M ∈ Rp×q where
each of the columns satisfies ‖Mk‖ = 1, 1 ≤ k ≤ q and q is fixed number.
Corollary 3.2. Under the conditions of Theorem 3.1, it holds that
√
n(MT Θ˜T Σ˜Θ˜Mσ̂ε)
−1/2(MT b̂−MTβ0) D−→ Nq(0, I).
We next discuss an important implications of our theorem. Consider the hypoth-
esis,
H0,G : β0j = β˜j ∀j ∈ G ⊂ {1, 2, · · · , p}











Θ˜Tj X˜i(I − A(µ))1/2σ̂εei,
where X˜i is the ith row of X, (I − A(µ))1/2(I − A(µ))1/2 = I − A(µ), {ei}ni=1 are
iid N (0, 1) random variables and σ̂ε is the consistent estimator of σε as defined in
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Theorem 3.1. The bootstrap critical value is then given by cG(α) = inf{t ∈ R :
P(WG ≤ t|Y ,X,Z) ≥ 1− α}.
We need the following additional assumptions to obtain Theorem 3.3.
Assumption 3.7. (log p)7/n ≤ C1n−c1 for some constants c1, C1 > 0.






sj = o(1) and P(αn(log p)2|σ̂2ε − σ2ε | > 1)→ 0.




3/n = o(1), s20(log p)
3/n = o(1) and
√
µ ∨ (1/nµ1/m) log p = o(1).
Take λ  √log p/n and λj  √log p/n uniformly for j. Then under the null, for
any G ⊂ {1, 2, · · · , p},
sup
α∈(0,1)
∣∣∣P (TG > cG(α))− α∣∣∣ = o(1). (3.12)
When µ2 = n−2m/(2m+1), we have
√
µ = n−m/(4m+2) and
√
1/nµ1/m = n−m/(2m+1).
Therefore, it is sufficient to have (log p)(4m+2)/mn = o(1) which is implied by Assump-
tion 3.7.
3.1.3 Semiparametric Efficiency
Consider a functional ψ : P 7→ Rk. In this section we are interested in estimating
a particular functional ψ(Pβ,g) = βj. As known in the semipametric literature, this
reduces to find the least favorable submodel. Denote ψ˜ the efficient influence function
for estimating ψ(Pβ,g), then Eψ˜2 is an optimal asymptotic covariance for estimating
ψ(P ) given the model P , see page 367 of [36].
3.2 Statistical Inference
In this section, we give several examples which demonstrate the applications of
our debiased LASSO estimator b̂. We consider the partial spline model where {X˜i}ni=1
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are i.i.d. realizations from Np(0,Σ) with Σ = (Σij)pi,j=1. We specify three covariance
matrices.
(S1) Independent: Σ = Ip;
(S2) AR(1): Σij = .9
|i−j|;
(S3) Exchangeable/Compound Symmetric: Σii = 1 and Σij = .8 if i 6= j.
The active set has cardinality s0 = |S0| = 3 or 15. The covariates {Zi}ni=1 are i.i.d.
from U [0, 1]. We consider two different non-linear functions g0 :
(G1) g0(z) = 1.5 sin(2piz);
(G2) g0(z) = z
10(1− z)4/B(11, 5) + 4z4(1− z)10/B(5, 11).
The error terms are generated from
(E1) ε ∼ N (0, 1), standard normal distribution;
(E2) ε ∼ t5, t-distribution with degree of freedom 5.
We set the tuning parameters µ = n−2/5/100 and λ being calculated from 10-
fold cross validation. For the nodewise lasso, we choose the same tuning parameter
λj = λX , 1 ≤ j ≤ p by 10-fold cross validation among all the nodewise regressions.
The estimated variance σ̂ε is calculated as follows:
‖Y −XT β̂ − ĝ(Z)‖2n
n− ‖β̂‖1
.
Across all the simulation studies, we set the sample size to be n = 100 and the number
of variables p = 500. Our results are based on 1000 replications with fixed regression
coefficients. We compare three scenarios for each of the examples.
1. ĝ, estimated from (3.2);
2. ĝ = g0, set to be the true function;
3. ĝ = 0.
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3.2.1 Component-Wise Confidence Interval
We set the support set S0 = {1, · · · , s0} and generated the regression coefficients
from a fixed realization of s0 i.i.d. uniform U [0, 3] distribution. Average coverage and
average length of the intervals for individual coefficients corresponding to variables
in either S0 or S
c
0 are considered. Denote CIj as a two-sided confidence interval for
β0j . In Table 3.1-3.4, we report empirical versions of




j∈S0 P(β0j ∈ CIj);
Avgcov Sc0 = (p− s0)−1
∑
j∈Sc0 P(0 ∈ CIj);





Avglength Sc0 = (p− s0)−1
∑
j∈Sc0 length(CIj).
It can be seen from Table 3.1-3.4 that the average coverage probabilities are gener-
ally close to .95. In most of the cases, the average coverage probabilities using method
(i) are closer to those under the truth (method (ii)) than using method (iii). And the
average lengths based on method (i) and (ii) are very close while both of them are
quite shorter than those based on method (iii). This is consistent with our settings
that under method (iii), the function g0 was completely ignored from the model. The
coverage performance with non-linear function g0(z) = z
10(1− z)4/B(11, 5) + 4z4(1−
z)10/B(5, 11) is slightly worse than those for g0(z) = 1.5 sin(2piz) as the previous func-
tion has more peaks and valleys, which renders the estimation more difficult. We also
note that when s0 = 15, the coverage probabilities are generally worse than those for
s0 = 3. This is possibly due to insufficient sparsity as required for the theorem. Such
a phenomenon is also observed for high dimensional linear models in [26]. Finally, the




The major goal of this section is to identify signal locations of β0 in a pre-specified
set G˜, i.e. support recovery. We consider the most challenging scenario where G˜ = [p]
with [p] := {1, 2, . . . , p}. Similarly as the procedure in [28], we take the signal set as
Ŝ0 = {j ∈ G˜ : |̂bj| > λ∗j},
where λ∗j =
√




j Σ˜Θ˜j. Note that similar arguments as
Proposition 3.1 of [28] implies this support recovery procedure is consistent.
The coefficients are generated from Unif [2, 4], and the support set S0 = {u1, . . . , us0}
with u1, . . . , us0 being a realization of s0 i.i.d draws without replacement from {1, . . . , p}.
To assess the performance, we consider the following similarity measure
d(Ŝ0,S0) = |Ŝ0 ∩ S0|√
|Ŝ0| · |S0|
.
Table 3.5 reports the mean and standard deviations of d(Ŝ0, S0). The results based
our method clearly outperforms those for method (iii), and it is comparable to method
(ii). Th performance for AR(1) design with less sparse β0 s0 = 15 is generally worse.
This may not be surprising since even the performance for linear models (method
(ii)) is not promising.
3.2.3 Testing with FWER Control
We are interested in the following two-sided multiple testing problem:
H0,j : β0j = 0 versus Ha,j : β0j 6= 0, for all j ∈ G.
For simplicity, we set G = [p]. To obtain a strong control of the FWER, we couple
the bootstrap-assisted testing procedure with the step-down method proposed in [37],





n b̂j and denote by cη(α) the bootstrapped estimate for the 1 − α
quantile of maxj∈η Tj. Let η(1) = [p] at the first step. Reject all hypotheses H0,j such
that Tj > cη(1)(α). If no hypothesis is rejected, then stop. If some hypotheses are
rejected, let η(2) be the set of indices for those hypotheses not being rejected at the
first step. At step l, let η(l) ⊆ [p] be the subset of hypothesises that were not rejected
at step l− 1. Reject all hypothesises H0,j, j ∈ η(l) satisfying that Tj > cη(l)(α). If no
hypothesis is rejected, then stop. Proceed in this way until the the algorithm stops.
By similar arguments of [28], we can show that the step-down method with the
multiplier bootstrap provide strong control of FWER.
We focus on two covariance cases (S2) and (S3), and compare the finite sample
performance of our method with that of the Bonferroni-Holm procedure. The latter
has also been investigated for debiased LASSO estimators for high dimensional linear
models in [26], which corresponds to our method (ii). We report both the FWER
and the average power, which is defined as
∑
j∈S0 I{H0,j is rejected}/s0 in Table 3.6
and 3.7. It can be seen that our method has promising FWER and power for most
of the settings except for equally correlated design with sparsity s0 = 15, but still
comparable to those under method (ii). Since the non-linear function g0 has been
ignored under method (iii), it has caused dramatically bad FWER and power.
3.3 Appendix
In the appendix, we prove Theorems 3.1 and 3.1 together with some preliminary
lemmas. With a slight abuse of notation, we will write g0 = g0(Z) in the followings.
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3.3.1 Preliminary Lemmas
Lemma 3.4. Let ξj = (ξ1j, · · · , ξnj), 1 ≤ j ≤ p and ζ = (ζ1, · · · , ζn) be centered i.i.d.








αiξijζi| = Op(log p/n+
√
log p/n).










Proof. By the definition of subgaussian random variables, there exists constant K0
such that
E|ξij|k ≤ Kk0 (
√
k)k, k ≥ 1, E|ζi|k ≤ Kk0 (
√
k)k,
see [34]. Then we have,




E|ζi|2k ≤ K2k0 (
√
2k)2k = K2k0 (2k)
k = (2K20)
kk!.







αiξijζi| = Op(log p/n+
√
log p/n).
And if log p/n = o(1), the RHS of the above equation reduces to Op(
√
log p/n)
Lemma 3.5. Under Assumption 3.1,
‖ηTj (I − A(µ))X−j/n‖∞ = OP
(√
log p/n ∨ log p(tr(A(µ))/n)
)
,
‖Σ˜− Σ‖∞ = OP
(√
log p/n ∨ log p(tr(A(µ))/n)
)
.
Proof. First note that
‖ηTj (I − A(µ))X−j/n‖∞ ≤ ‖ηTj X−j/n‖∞ + ‖ηTj A(µ)X−j/n‖∞,




n) as shown in [26]. It suffices to show
‖ηTj A(µ)X−j/n‖∞ ≤ OP (
√
log p/n ∨ log p tr(A(µ))/n).
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Since A(µ) is positive definite, there exists an orthogonal decomposition such that
A(µ) = MTDM where MTM = I, D = diag(d1, · · · , dn) with d1, · · · , dn the eigenval-
ues of A(µ). Write Vj = Mηj and Uk = MXk. We have η
T




V Tj DUk and
‖ 1
n






























Note that Uik =
∑n
l=1MilXlj. Since {Xlj}n`=1 are iid subgaussian, it follows from
Proposition 5.10 of [34] that for some constant K > 0,









1− t2/K2) , ∀ t > 0,
By replacing t2 with t2 +K2 log n in the above equation, we get
P (U2ik > t



















2) ≤ exp (1− t2/K2) .
(3.13)













2 + 2K log p)tr(A(µ))/n
)
≤ exp(1− t2/K2). (3.14)











ik > 3K log p(tr(A(µ))/n)
)










ik = OP (log p tr(A(µ))/n). (3.15)
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ij = OP (log ntr(A(µ))/n) = OP (log ptr(A(µ))/n).
Thus, we conclude that




n ∨ log p(tr(A(µ))/n)).
For the second equation in the lemma. We have
‖XT (I − A(µ))X/n− Σ‖∞ ≤ ‖XTX/n− Σ‖∞ + ‖XTA(µ)X/n‖∞,
where ‖XTX/n − Σ‖∞ = OP (
√
log p/n) as shown in the proof of Theorem 2.2.











































= OP (log p(tr(A(µ))/n))
The last equality follows from equation (3.15). We complete the proof.
In the next lemma, we show that if we replace Assumption 3.1 in Lemma 3.5 by
Assumption 3.5, then the asymptotic order can be improved and the proof can be
much easier.
Lemma 3.6. Under Assumption 3.5,
‖ηTj (I − A(µ))X−j/n‖∞ = OP (
√
log p/n),











Proof. First note that
‖ηTj (I − A(µ))X−j/n‖∞ ≤ ‖ηTj X−j/n‖∞ + ‖ηTj A(µ)X−j/n‖∞,




n) as shown in [26]. Same as in the proof of
Lemma 3.5, we have A(µ) = MTDM , ηTj A(µ)Xk = VjDUk and













By assumption (A1′) and the fact that M is orthogonal, it follows Vj ∼ N(0, τ 2j I)
and Uk ∼ N(0, σkkI). By Lemma 3.4, we get






diVijUik| = OP (
√
log p/n+ log p/n),
which is OP (
√
log p/n)by noting that
√
log p/n = o(1).
For the second part of the lemma. Notice that
‖XT (I − A(µ))X/n− Σ‖∞ ≤ ‖XTX/n− Σ‖∞ + ‖XTA(µ)X/n‖∞,






















diUijUik − tr(A(µ)/n)Σ| = OP (
√
log p/n).
Therefore, ‖Σ˜‖∞ = OP (tr(A(µ))/n+
√
log p/n) which leads to the conclusion



































 ≤ exp(1− t2/K2). (3.16)



















































































































2 = εTATAε. By letting d = n, ci = the i-th largest

































































(t2 +K2 log p)tr (A2(µ))
n
)





















tr(A(µ))/n = O(1/(nµ1/m)), and tr(A2(µ))/n = O(1/(nµ1/m)).














The next two lemmas are necessary for proving our results of hypothesis testings.
















) ∣∣∣ . n−c′ , c′ > 0,
where {zi = (zi1, · · · , zin)} are independent Gaussian vectors with mean 0 and vari-
ance EzizTi = ΘTj ΣΘσ2ε .
This lemma follows from Lemma 1.1 of [28]. The next lemma shows |T0,G−TG| =
o(1) asymptotically under the null.




3/n = o(1), s20(log p)
3/n = o(1) and
√
µ ∨ (1/nµ1/m) log p = o(1).
Take λ  √log p/n and λj  √log p/n uniformly for j. Then under the null, there
exists ζ1, ζ2 > 0, such that
P (|TG − T0,G| > ζ1) < ζ2,
for ζ1
√
1 ∨ log(p/ζ1) = o(1) and ζ2 = o(1).
Proof. Notice that





















‖Θ̂j −Θj‖1‖XT (I − A(µ))(g0(Z) + ε)/
√
n‖∞





= I + II + III + IV.
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It follows Lemma 3.3 and (3.27) that I = OP (max1≤j≤p sj log p/
√
n). Note that
‖Θj‖ = O(1), for any 1 ≤ j ≤ p. By similar arguments as (3.28) and Lemma 3.7, we
have II = OP (
√










by Lemma 3.8. Finally, IV = Op(s0 log p/
√
n) follows from (3.45).

















1 ∨ log(p/ζ1) = o(1)








1/nµ1/m}, we get the lemma.
3.3.2 Proof for Section 3.1.2
Proof of Lemma 3.1
Proof. By the definition of β̂, we have
(Y −Xβ̂)T (I − A(µ))(Y −Xβ̂)/n+ 2λ‖β̂‖1
≤ (Y −Xβ0)T (I − A(µ))(Y −Xβ0)/n+ 2λ‖β0‖1,
which can be rewritten as
(β̂ − β0)TXT (I − A(µ))X(β̂ − β0)/n+ 2λ‖β̂‖1
≤2(β̂ − β0)TXT (I − A(µ))(Y −Xβ0)/n+ 2λ‖β0‖1
≤‖β̂ − β0‖1‖2(g0 + ε)T (I − A(µ))X/n‖∞ + 2λ‖β0‖1.
Thus we have on the set En = {‖2(g0 + ε)T (I − A(µ))X/n‖∞ ≤ λ},
(β̂ − β0)TXT (I − A(µ))X(β̂ − β0)/n+ 2λ‖β̂‖1 ≤ λ‖β̂ − β0‖1 + 2λ‖β0‖1. (3.21)
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Recall that S0 = {j : β0 6= 0}. Using the triangle inequality, we have
‖β̂‖1 = ‖β̂S0‖1 + ‖β̂Sc0‖1 ≥ ‖β0,S0‖1 − ‖β̂S0 − β0,S0‖1 + ‖β̂Sc0‖1, (3.22)
whereas we can invoke
‖β̂ − β0‖1 = ‖β̂S0 − β0,S0‖1 + ‖β̂Sc0 − β0,Sc0‖1. (3.23)
Substituting (3.22) and (3.23) back into (3.21), we get
(β̂ − β0)TXT (I − A(µ))X(β̂ − β0)/n+ λ‖β̂Sc0‖1 ≤ 3λ‖β̂Sc0 − β0,Sc0‖1.
This gives
(β̂ − β0)TXT (I − A(µ))X(β̂ − β0)/n+ λ‖β̂ − β0‖1





(β̂ − β0)TXT (I − A(µ))X(β̂ − β0)/n (3.24)
≤(1/2)(β̂ − β0)TXT (I − A(µ))X(β̂ − β0)/n+ 8λ2s0/Λ2min. (3.25)
where (3.24) follows from compatibility condition and (3.25) follows 4ab ≤ (1/2)a2 +
8b2 . Therefore, we have, on the set En,
‖β̂ − β0‖1 ≤ 8λs0/Λ2min and |(β̂ − β0)TXT (I − A(µ))X(β̂ − β0)|/n ≤ 16λ2s0/Λ2min.
Hence,
‖(β̂ − β)T Σ̂(β̂ − β)‖
≤‖(β̂ − β)T (Σ̂− Σ˜)(β̂ − β)‖+ ‖(β̂ − β)T Σ˜(β̂ − β)‖
≤‖β̂ − β‖21‖(Σ̂− Σ˜)‖∞ + 16λ2s0/Λ2min
≤32λ2s0/Λ2min.
Now it suffices to show
P(En) ≥ 1− 3 exp(1− t2/K22). (3.26)
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Notice that
‖(g0 + ε)T (I − A(µ))X/n‖∞ ≤ ‖gT0 (I − A(µ))X/n‖∞ + ‖εTX/n‖∞ + ‖εTA(µ)X/n‖∞
(3.27)
, I + II + III.
For I. Recall that assumption (A1) ensures for any 1 ≤ j ≤ p, {Xij, 1 ≤ i ≤ n} are
i.i.d. subgaussian such that P(|Xij| >
√
t2/n) ≤ exp(1 − t2/nK2). It follows from
Proposition 5.10 in [34] that





























and using the union bound, we have
P















































For II. It follows from Lemma 3.4 that for some constant K ′ > 0, that
P
(
















For III. Similar arguments as (3.19) implies
P(|
√
εTATAε−√t| ≥ √t) ≤ C exp(−C ′t2),
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Then by following similar arguments for equation (3.20), we have for some constant

























By Assumption (A4) and Lemma 3.8, tr (A2(µ))/n = o(1). Since µ2 = o(1),




























Therefore, based on (3.28), (3.29) and (3.30), we obtain an upper bound for (3.27),
from which we know there exists a constant K2 > 0 such that
P






























P(En) ≥ 1− 3 exp(1− t2/K22).
Proof of Lemma 3.2
Proof. Note that it follows from the definition of β̂ that
‖Y −XT β̂ − g(Z)‖2n + 2λ‖β̂‖1 + µ2J2(ĝ)
≤‖Y −XTβ0 − g0(Z)‖2n + 2λ‖β0‖1 + µ2J2(g0),
which implies
2λ‖β̂‖1 ≤ ‖ε‖2n + 2λ‖β0‖1 + µ2J2(g0)
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Then, by triangle inequality, it holds that
2λ‖β̂ − β0‖1 ≤ 2λ‖β̂‖1 + 2λ‖β̂0‖1 ≤ ‖ε‖2n + 4λ‖β0‖1 + µ2I2(f0),
which further implies for any k ≥ 1,
E‖β̂ − β0‖k ≤ E‖β̂ − β0‖k1 ≤ E(‖ε‖2n/λ+ ‖β0‖1 + µ2I2(f0)/λ)k.
Note that n‖ε‖2n follows chi-squared distribution with degree of freedom n. Thus we
have E‖ε‖kn = O(1). Also we have that ‖β0‖1 = O(
√
s0). Therefore, it follows
E‖β̂ − β0‖k = O(1/λ+√s0)k.
Define the event T = {‖X(β̂ − β0)‖2 ≤ λ2s0}, then it is known from the proof of
Lemma 3.1 that, by choosing λ ≥ τ√log p/n, for some constant τ > 0,
P(T ) ≥ 1− cp−τ2 , for some constant c > 0,
Therefore, we have










Proof of Lemma 3.3
Proof. Before proving the main results, we need to show the following results.
‖γ̂j − γj‖1 = OP (sjλj), (γ̂j − γj)T Σ̂−j,−j(γ̂j − γj) = OP (λ2jsj). (3.33)
By the definition of γ̂j, we have
(Xj −X−j γ̂j)T (I − A(µ))(Xj −X−j γ̂j)/n+ 2λj‖γ̂j‖1
≤(Xj −X−jγj)T (I − A(µ))(Xj −X−jγj)/n+ 2λj‖γj‖1,
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which implies on the set Ej = {‖2ηTj (I − A(µ))X−j/n‖∞ ≤ λj},
[X−j(γ̂j − γj)]T (I − A(µ))[X−j(γ̂j − γj)]/n+ 2λj‖γ̂j‖1
≤2(γ̂j − γj)T [XT−j(I − A(µ))(Xj −X−jγj)/n] + 2λj‖γj‖1
≤‖2ηTj (I − A(µ))X−j/n‖∞‖γ̂j − γj‖1 + 2λj‖γj‖1
≤λj‖γ̂j − γj‖1 + 2λj‖γj‖1.
Recall that Sj = {k 6= j : γj,k 6= 0}. Apply the same technique as shown in proof of
Lemma 3.1. We can get
(γ̂j − γj)TXT−j(I − A(µ))X−j(γ̂j − γj)/n+ λj‖γ̂j,Scj‖1 ≤ 3λj‖γ̂j,Sj − γj,Sj‖1.
Similarly this can imply
(γ̂j − γj)TXT−j(I − A(µ))X−j(γ̂j − γj)/n+ λj‖γ̂j − γj‖1
≤(1/2)(γ̂j − γj)TXT−j(I − A(µ))X−j(γ̂j − γj)/n+ 8λ2jsj/φ2A.
Similar as the proof of 3.26, we have P(Ej)→ 1. Therefore, we get (3.33).
Next we show
‖γ̂j − γj‖22 = OP (sjλ2j). (3.34)
Notice that
‖γ̂j − γj‖22 ≤ (γ̂j − γj)TΣ−j,−j(γ̂j − γj)/Λ2min
≤ ∣∣(γ̂j − γj)T (XT−j(I − A(µ))X−j/n− Σ−j,−j)(γ̂j − γj)∣∣/Λ2min
+
∣∣(γ̂j − γj)T (XT−j(I − A(µ))X−j/n)(γ̂j − γj)∣∣/Λ2min,
where
∣∣(γ̂j − γj)T (XT−j(I − A(µ))X−j/n)(γ̂j − γj)∣∣/Λ2min = OP (sjλ2j) by (3.33). For
the first term of the above inequality, we have
|(γ̂j − γj)T
(
XT−j(I − A(µ))X−j/n− Σ−j,−j
)
(γ̂j − γj)|








Here, the second inequality follows from Lemma 3.5 and Equation (3.33). The last
one follows from Assumption (A3).
Now we show (3.10). By definition,




XTj (I − A(µ))Xj −
1
n




(Xj −X−j γ̂j)T (I − A(µ))Xj.
As ηj = Xj −X−jγj, we have
τ̂ 2j − τ 2j =
1
n














(X−j(γj − γ̂j))T (I − A(µ))ηj + 1
n
(X−j(γj − γ̂j))T (I − A(µ))X−jγj
− τ 2j .
It implies that
|τ̂ 2j − τ 2j | ≤|
1
n






ηTj (I − A(µ))X−jγj|
+ | 1
n





−j(I − A(µ))X−j(γ̂j − γj)|
,I + II + III + IV + V.
Since ηj is subgassuan, I = | 1nηTj ηj − τ 2j | = OP (1/
√
n). For II, similarly as 3.19, we
have for some constant C,C ′ > 0,
P
{∣∣∣∣√ηTj A(µ)ηj/n−√tr(A(µ))/n∣∣∣∣ ≥√tr(A(µ))/n} ≤ C exp (−C ′tr(A(µ))) .
(3.35)
Together with Lemma 3.8 and assumption (A4), (3.35) implies II = OP (1/(nµ
1/m)) =
OP (λj). By Lemma 3.5, similar arguments as in the proof of [26] show
III ≤ 1
n





‖ηTj (I − A(µ))X−j‖∞‖γ̂j − γj‖1 = O(λ2jsj),
V ≤ 1
n





|τ̂ 2j − τ 2j | = OP (λj
√
sj) = OP (
√
sj log p/ log n). (3.36)
The rest of the lemma follows same as the proof of Theorem 2.4 in [26].
Proof of Theorem 3.1
Proof. From the definition of β̂, it satisfies the following KKT conditions:
− 1
n
XT (I−A(µ))(Y−Xβ̂)+λκ̂ = 0, ∀ κ such that ‖κ̂‖∞ ≤ 1, κ̂j = sign(β̂j), if β̂j 6= 0.
(3.37)
The above equation can be represented as
λκ̂ = XT (I − A(µ))(Y −Xβ̂)/n. (3.38)
Noticing that Y = Xβ0 + g0(Z) + ε, we have
Σ˜(β̂ − β0) + λκ = XT (I − A(µ))(g0(Z) + ε)/n. (3.39)
Recall that Θ˜ is an approximate inverse of the matrix Σ˜. Equation (3.39) implies
√
n(β̂ + Θ˜λκ̂− β0) =
(






n(I − Θ˜Σ˜)(β̂ − β0)
)
= W + ∆. (3.40)
For the second part of the Theorem. Note that
Wj = Θ˜jX









+ (Θ˜j −Θj)XT (I − A(µ))(g0 + ε)/
√
n
, I + II + III.
For III. We have












where the second inequality follows from Lemma 3.3 and equation (3.31). The last
inequality holds since λ √log p/n and sj log p/√n = o(1). For II. ∀ 1 ≤ i ≤ n, 1 ≤
















which is o(1) due to Lemma 3.8. Now it suffices to show
ΘjX









W˜ij = Tij(εi + {(I − A(µ))g0}i)/
√
n.




















2du → 0 as shown in Lemma 3.8.
This further indicates
∑n









































which converge to 0 as n→∞. The last inequality holds due to Lemma 3.8. There-
fore, by the Lyapunov central limit theorem, we have ΘjX








ε). Additionally, we have
|Θ˜jΣ˜Θ˜Tj −ΘjΣΘj|T ≤ |Θ˜j(Σ˜− Σ)Θ˜Tj |+ |Θ˜jΣΘ˜Tj −ΘjΣΘTj |
≤ ‖Σ˜− Σ‖∞‖Θ˜‖21 + |Θ˜jΣΘ˜Tj −ΘjΣΘTj | (3.43)
= OP (λsj) +OP (s
2
j log p/n) +OP (sj log p/n) (3.44)
= oP (1).
where (3.44) follows from Lemma 3.5 and Lemma 3.3. Therefore, it follows from by





















1/τ̂ 2j ) (3.46)
≤ OP (s0 log p/
√
n). (3.47)
The second inequality follows from KKT condition. The third inequality follows
from Theorem 3.1 and that max1≤j≤p 1/τ̂ 2j = OP (1) from (3.36). Hence ‖∆‖∞ = oP (1)
by assumption.
Proof of Corollary 3.1
Proof.
b̂j − β0j = (ej − Θ˜jΣ˜)T (β̂ − β0) + Θ˜jXT (I − A(µ))(g0(Z) + ε)/n,
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which can be further expressed as
b̂j − β0j = ΘjXT ε/n+ ΘjXT (I − A(µ))g0(Z)/n+ ΘjXTA(µ)ε/n
+ (Θ˜j −Θj)XT (I − A(µ))(g0(Z) + ε)/n+ (ej − Θ˜jΣ˜)T (β̂ − β0).
It follows from Cauchy-Schwarz inequality and some basic calculations that
var(̂bj − β0j) = var(ΘjXT ε/n) +O(var[ΘjXT (I − A(µ))g0(Z)/n])
+O(var[ΘjXTA(µ)ε/n])
+O(var[(Θ˜j −Θj)XT (I − A(µ))(g0(Z) + ε)/n])
+O(var[(ej − Θ˜jΣ˜)T (β̂ − β0)]),
where
var[ΘjX
T ε/n] = Θjj/n,
var[ΘjX
T (I−A(µ))g0(Z)/n] = O(ΘjjgT0 (Z)(I−A(µ))2g0(Z)/n2) = O(µ2/n) = o(1/n)
by Lemma 3.8, and
var[ΘjX
TA(µ)ε/n] = O(tr(A2(µ))/n2) = o(1/n)
by (3.42) and Lemma 3.8. Note that
var[(Θ˜j −Θj)XT (I − A(µ))(g0(Z) + ε)/n]
≤E((Θ˜j −Θj)XT (I − A(µ))(g0(Z) + ε)/n)2









where E‖Θ̂j−Θ0j‖41 = O(λ4s40) follows from Lemma 5 of [38] and E‖XT (I−A(µ))(g0(Z)+
ε)‖4∞/n4 = O(λ2) follows from (3.31) and E|U |k =
∫∞
0
P(|U | > u)dup for any random
variable U . Also, we have
var[(ej − Θ˜jΣ˜)T (β̂ − β0)] ≤E[(ej − Θ˜jΣ˜)T (β̂ − β0)]2
≤E‖ej − Θ˜jΣ˜‖2∞‖β̂ − β0‖21
=O((sλ2)2)
=o(1/n).
Therefore, we conclude that
var(̂bj − β0j) = Θjj/n+ o(1/n)
Proof for Corollary 3.2
Proof. We apply the Cramer-Wold device. Let v ∈ Rq be a vector. We first show
that vTGT∆ = oP (1). Note that
vTGT∆ ≤ ‖√nvTGT (I − Θ˜Σ˜)(̂b− β0)‖
≤ ‖√nvTGT‖2 max
1≤j≤p
‖(ej − Θ˜jΣ˜)‖1‖b̂− β0‖1
≤ oP (1).
The remaining of the corollary follows by replacing Θ˜j(Θj) with c
TGT Θ˜T (cTGTΘT )
in the proof of Theorem 3.1.
Proof of Corollary 3.3
Proof. Without loss of generality, we set G = {1, 2, · · · , p}. Let pi(v) = C2v1/3(1 ∨
log(p/v))2/3 with C2 > 0, and
Γ = max
1≤j,k≤p
|σ̂2εΘ˜Tj Σ˜Θ˜k − σ2εΘjΣΘk|.
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n) ≥ 1 − α} where zij is defined in
Lemma 3.9. Following the arguments in the proof of Lemma 3.2 in [30], we have
P(cG(α) ≤ cz,G(α + pi(v))) ≥ 1− P(Γ > v), (3.48)
P(cz,G(α) ≤ cG(α + pi(v))) ≥ 1− P(Γ > v). (3.49)
Define ρ	 = P({TG > cG(α)}	 {T0,G > cz,G(α)}) where 	 denotes the symmetric
difference between two sets. Then by Lemma 3.9, we have
sup
α∈(0,1)
|P(TG > cG(α))− α|
≤ ρ	 + sup
α∈(0,1)







≤ ρ	 + n−c′ .
Consider ρ	. Take ζ1 such that ζ1
√
1 ∨ log(p/ζ1) = o(1).
ρ	
≤P(({TG > cG(α)} 	 {T0,G > cz,G(α)}) ∩ {|TG − T0,G| ≤ ζ1}) + P(|TG − T0,G| > ζ1)
≤P(cz,G(α− pi(v))− ζ1 ≤ T0,G ≤ cz,G(α + pi(v)) + ζ1) + 2P(Γ ≥ v) + ζ2 (3.50)






n ≤ cz,G(α + pi(v)) + ζ1)
+ P(Γ ≥ v) + n−c′ + ζ2 (3.51)
.pi(v) + P(Γ ≥ v) + n−c′ + ζ1
√
1 ∨ log(p/ζ1) + ζ2, (3.52)
where (3.50) follows from Lemma 3.10, (3.48) and (3.49), (3.51) follows from Lemma 3.9,






Now it suffices to choose v such that pi(v) = o(1) and P(Γ > v) = o(1). Note that
max1≤j,k≤p |Θ˜Tj Σ˜Θ˜k − ΘjΣΘk| = OP (maxj λ√sj) by the arguments in the proof of
Lemma 5.4 in [26]. Since |ΘjΣΘk| = OP (1) uniformly for 1 ≤ j, k ≤ p, we have










|P(T0,G > cG(α))− α| = o(1),
which completes the proof.
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Table 3.1.: Average coverage probabilties and lengths of confidence intervals at 95%
nominal level based on 1000 replications; n = 100, p = 500, s0 = 3, Normal Error
Sparsity Active set S0 = {1, 2, 3}
Measure S1 ,G1, E1 S2, G1, E1
Method (i) (ii) (iii) (i) (ii) (iii)
Avgcov S0 0.935 0.920 0.982 0.843 0.893 0.863
Avglength S0 0.590 0.456 0.972 0.924 0.772 1.789
Avgcov Sc0 0.948 0.957 0.944 0.941 0.957 0.970
Avglength Sc0 0.557 0.439 0.939 0.943 0.763 1.189
Sparsity Active set S0 = {1, 2, 3}
Measure S1, G2, E1 S2, G2, E1
Method (i) (ii) (iii) (i) (ii) (iii)
Avgcov S0 0.911 0.902 0.981 0.869 0.825 0.710
Avglength S0 0.577 0.452 1.827 1.014 0.770 3.387
Avgcov Sc0 0.947 0.958 0.905 0.943 0.956 0.931
Avglength Sc0 0.562 0.437 1.760 1.028 0.761 3.348
S1: Identity; S2: AR(1); E1: N (0, 1) Error; E2: t5 Error;
G1: g0 = 1.5 sin(2piz);
G2: g0(z) = z10(1− z)4/B(11, 5) + 4z4(1− z)10/B(5, 11);
(i) ĝ penalized estimator; (ii) ĝ = g0; (iii) ĝ = 0.
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Table 3.2.: Average coverage probabilties and lengths of confidence intervals at 95%
nominal level based on 1000 replications; n = 100, p = 500, s0 = 3, t5 Error
Sparsity Active set S0 = {1, 2, 3}
Measure S1 ,G1, E2 S2, G1, E2
Method (i) (ii) (iii) (i) (ii) (iii)
Avgcov S0 0.921 0.949 0.986 0.828 0.800 0.898
Avglength S0 0.649 0.468 0.915 0.891 0.865 1.805
Avgcov Sc0 0.947 0.979 0.957 0.941 0.956 0.952
Avglength Sc0 0.612 0.472 0.923 0.907 0.855 1.784
Sparsity Active set S0 = {1, 2, 3}
Measure S1, G2, E2 S2, G2, E2
Method (i) (ii) (iii) (i) (ii) (iii)
Avgcov S0 0.929 0.910 0.995 0.867 0.847 0.993
Avglength S0 0.648 0.504 1.886 1.092 0.865 3.327
Avgcov Sc0 0.948 0.958 0.984 0.942 0.957 0.932
Avglength Sc0 0.618 0.485 1.824 1.113 0.855 3.289
S1: Identity; S2: AR(1); E1: N (0, 1) Error; E2: t5 Error;
G1: g0 = 1.5 sin(2piz);
G2: g0(z) = z10(1− z)4/B(11, 5) + 4z4(1− z)10/B(5, 11);
(i) ĝ penalized estimator; (ii) ĝ = g0; (iii) ĝ = 0.
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Table 3.3.: Average coverage probabilties and lengths of confidence intervals at 95%
nominal level based on 1000 replications; n = 100, p = 500, s0 = 15, Normal Error
Sparsity Active set S0 = {1, · · · , 15}
Measure S1 ,G1, E1 S2, G1, E1
Method (i) (ii) (iii) (i) (ii) (iii)
Avgcov S0 0.962 0.867 0.970 0.748 0.762 0.784
Avglength S0 1.572 1.175 1.653 0.897 0.811 1.813
Avgcov Sc0 0.968 0.968 0.952 0.958 0.970 0.964
Avglength Sc0 1.550 1.163 1.636 0.881 0.792 1.771
Sparsity Active set S0 = {1, · · · , 15}
Measure S1, G2, E1 S2, G2, E1
Method (i) (ii) (iii) (i) (ii) (iii)
Avgcov S0 0.919 0.868 0.946 0.734 0.754 0.566
Avglength S0 1.563 1.176 2.205 0.849 0.802 3.429
Avgcov Sc0 0.969 0.968 0.958 0.957 0.970 0.955
Avglength Sc0 1.524 1.164 2.182 0.835 0.783 3.349
S1: Identity; S2: AR(1); E1: N (0, 1) Error; E2: t5 Error;
G1: g0 = 1.5 sin(2piz);
G2: g0(z) = z10(1− z)4/B(11, 5) + 4z4(1− z)10/B(5, 11);
(i) ĝ penalized estimator; (ii) ĝ = g0; (iii) ĝ = 0.
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Table 3.4.: Average coverage probabilties and lengths of confidence intervals at 95%
nominal level based on 1000 replications; n = 100, p = 500, s0 = 15, t5 Error
Sparsity Active set S0 = {1, · · · , 15}
Measure S1 ,G1, E2 S2, G1, E2
Method (i) (ii) (iii) (i) (ii) (iii)
Avgcov S0 0.923 0.878 0.976 0.709 0.731 0.819
Avglength S0 1.579 1.213 1.654 0.934 0.914 2.020
Avgcov Sc0 0.964 0.968 0.953 0.957 0.969 0.958
Avglength Sc0 1.568 1.201 1.638 0.917 0.896 1.980
Sparsity Active set S0 = {1, · · · , 15}
Measure S1, G2, E2 S2, G2, E2
Method (i) (ii) (iii) (i) (ii) (iii)
Avgcov S0 0.936 0.878 0.935 0.763 0.726 0.755
Avglength S0 1.611 1.211 2.459 1.118 0.927 3.420
Avgcov Sc0 0.966 0.968 0.993 0.960 0.970 0.963
Avglength Sc0 1.582 1.199 2.459 1.105 0.907 3.345
S1: Identity; S2: AR(1); E1: N (0, 1) Error; E2: t5 Error;
G1: g0 = 1.5 sin(2piz);
G2: g0(z) = z10(1− z)4/B(11, 5) + 4z4(1− z)10/B(5, 11);
(i) ĝ penalized estimator; (ii) ĝ = g0; (iii) ĝ = 0.
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Table 3.5.: Mean and Standard deviation of d(Ŝ0,S0) based on 1000 replications;
n = 100, p = 500
Sparsity s0 = 3
Method (i) (ii) (iii)
Measure Mean SD Mean SD Mean SD
S2, E1, G1 .980 .053 .985 .046 .959 .067
S3, E1, G1 .978 .052 .960 .068 .871 .045
S2, E2, G1 .980 .052 .985 .045 .953 .072
S3, E2, G1 .977 .060 .962 .065 .880 .054
S2, E1, G2 .977 .054 .980 .050 .845 .082
S3, E1, G2 .980 .050 .967 .063 .973 .056
S2, E2, G2 .975 .056 .984 .046 .838 .097
S3, E2, G2 .979 .051 .966 .064 .970 .060
Sparsity s0 = 15
Method (i) (ii) (iii)
Measure Mean SD Mean SD Mean SD
S2, E1, G1 .282 .046 .616 .029 .520 .014
S3, E1, G1 .980 .025 .965 .033 .990 .017
S2, E2, G1 .282 .047 .613 .031 .521 .015
S3, E2, G1 .982 .023 .964 .032 .985 .023
S2, E1, G2 .276 .041 .617 .029 .365 .000
S3, E1, G2 .974 .026 .964 .031 .603 .035
S2, E2, G2 .280 .044 .611 .034 .365 .000
S3, E2, G2 .973 .026 .965 .032 .602 .036
S2: AR(1); S3: Exchangeable; E1: N (0, 1) Error; E2: t5 Error;
G1: g0 = 1.5 sin(2piz);
G2: g0(z) = z10(1− z)4/B(11, 5) + 4z4(1− z)10/B(5, 11);
(i) ĝ penalized estimator; (ii) ĝ = g0; (iii) ĝ = 0;
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Table 3.6.: FWER and Power of Multiple Testing based on 1000 replications;
n = 100, p = 500, s0 = 3
Sparsity s0 = 3
Method (i) (ii) (iii)
Measure FWER Power FWER Power FWER Power
NST, S2, E1, G1 .067 .433 .032 .527 .008 .333
BH, S2, E1, G1 .058 .426 .020 .503 .004 .333
NST, S2, E2, G1 .048 .395 .024 .498 .004 .328
BH, S2, E2, G1 .044 .407 .020 .470 .004 .330
NST, S2, E1, G2 .072 .415 .020 .533 .030 .000
BH, S2, E1, G2 .076 .420 .016 .497 .974 .009
NST, S2, E2, G2 .074 .473 .028 .471 .138 .000
BH, S2, E2, G2 .074 .465 .022 .454 1.000 .000
NST, S3, E1, G1 .054 .367 .068 .424 .064 .305
BH, S3, E1, G1 .056 .363 .066 .398 .056 .332
NST, S3, E2, G1 .050 .334 .086 .403 .006 .283
BH, S3, E2, G1 .056 .351 .072 .387 .006 .333
NST, S3, E1, G2 .054 .370 .078 .427 .018 .000
BH, S3, E1, G2 .058 .353 .074 .399 1.000 .000
NST, S3, E2, G2 .056 .322 .100 .395 .058 .000
BH, S3, E2, G2 .058 .348 .102 .381 1.000 .003
NST: Non-studentized; BH: Bonferroni-Holm;
S2: AR(1); S3: Exchangeable; E1: N (0, 1) Error; E2: t5 Error;
G1: g0 = 1.5 sin(2piz); G2: g0(z) = z10(1− z)4/B(11, 5) + 4z4(1− z)10/B(5, 11);
(i) ĝ: penalized estimator; (ii) ĝ = g0; (iii) ĝ = 0.
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Table 3.7.: FWER and Power of Multiple Testing based on 1000 replications;
n = 100, p = 500, s0 = 15
Sparsity s0 = 15
Method (i) (ii) (iii)
Measure FWER Power FWER Power FWER Power
NST, S2, E1, G1 .026 .651 .010 .720 .000 .316
BH, S2, E1, G1 .022 .640 .004 .704 .000 .311
NST, S2, E2, G1 .032 .566 .006 .669 .002 .315
BH, S2, E2, G1 .018 .553 .004 .650 .006 .305
NST, S2, E1, G2 .042 .660 .010 .725 .014 .206
BH, S2, E1, G2 .030 .646 .006 .725 .568 .192
NST, S2, E2, G2 .022 .621 .006 .674 .008 .253
BH, S2, E2, G2 .018 .605 .004 .654 .428 .224
NST, S3, E1, G1 .290 .249 .362 .436 .640 .087
BH, S3, E1, G1 .376 .261 .370 .426 .470 .081
NST, S3, E2, G1 .330 .211 .366 .351 .736 .079
BH, S3, E2, G1 .424 .228 .364 .346 .700 .082
NST, S3, E1, G2 .320 .295 .382 .432 .006 .000
BH, S3, E1, G2 .396 .308 .374 .425 .764 .016
NST, S3, E2, G2 .256 .204 .358 .355 .024 .000
BH, S3, E2, G2 .354 .233 .350 .349 .986 .001
NST: Non-studentized; BH: Bonferroni-Holm;
S2: AR(1); S3: Exchangeable; E1: N (0, 1) Error; E2: t5 Error;
G1: g0 = 1.5 sin(2piz); G2: g0(z) = z10(1− z)4/B(11, 5) + 4z4(1− z)10/B(5, 11);
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