In this study we present a design for a multi-frequency microwave radiometer aimed at prolonged monitoring of deep brain temperature in newborn infants and suitable for use during hypothermic neural rescue therapy. We identify appropriate hardware to measure brightness temperature and evaluate the accuracy of the measurements. We describe a method to estimate the tissue temperature distribution from measured brightness temperatures which uses the results of numerical simulations of the tissue temperature as well as the propagation of the microwaves in a realistic detailed three-dimensional infant head model. The temperature retrieval method is then used to evaluate how the statistical fluctuations in the measured brightness temperatures limit the confidence interval for the estimated temperature: for an 18
Introduction
Cooling of the brain after hypoxia-ischaemia has been shown to reduce the development of brain damage in animal models, and there is currently great interest in clinical application of cooling for infants who suffer hypoxic-ischaemic insults (for recent reviews see Edwards et al (1998) , Thoresen (2000) ). However, proper evaluation of brain cooling requires that temperatures are measured, especially in the deep brain where cell loss leads to the most severe long term neurological impairments (Rutherford et al 1998) . Currently there are few experimental data on the temperature distribution within the brains of newborn infants. Invasive methods for direct measurement of deep brain temperature have not been applied for ethical reasons, and correlations between deep brain temperature and surrogate measures such as tympanic membrane, nasopharyngeal, oesophageal or rectal temperatures are uncertain, particularly in an infant undergoing active therapeutic cooling.
There is therefore a requirement for routine, non-invasive direct measurements of brain temperature in infants, with accuracy better than one degree centigrade. The selected method should be available over prolonged periods since neural protection therapy may involve mild hypothermia being maintained for periods of 72 hours. Magnetic resonance methods have been suggested (Cady et al 1995 , Corbett et al 1995 , MacFall et al 1996 but available techniques are logistically unsuitable for repeated measurements over a prolonged period of time. Recently, the present authors have shown that a feasible solution to the problem is the use of multiple frequency microwave radiometry (Maruyama et al 2000) . Microwave radiometry (MWR) is a passive technique that utilizes the tissue temperature dependence of the power in the microwave region of the natural thermal radiation emitted from body tissues. For further details of MWR the reader is referred to the work of Leroy (1982) , Land (1987) , Mizushina (1989) , Foster and Cheever (1992) , Bolomey et al (1995) and Leroy et al (1998) . Although MWR has been used to investigate intracranial thermogenic or ischaemic regions associated with tumours or vascular lesions (Robert et al 1980 , Thouvenot et al 1982 , its application to the quantitative measurement of deep brain temperature is novel.
The application of MWR to measurement of deep brain temperature, particularly during hypothermal neural rescue therapy, raises several issues. These include identification of appropriate hardware using commercially available microwave components and the associated sensitivity and accuracy in the determination of the brightness temperature, the fundamental parameter measured by MWR. Secondly, there is the problem of finding the best estimate for the tissue temperature distribution based on the measured data. In many earlier applications of microwave thermometry only an estimate of the relative temperature was sought. Examples include the search for local hot spots while scanning an area with a single-frequency device (Land 1987 , MacDonald et al 1994 and microwave radiometric imaging using a multi-probe radiometer (Leroy et al 1987 , Mouty et al 1998 . The more difficult problem of retrieving absolute temperatures from multiple brightness temperatures was addressed first for planeparallel, cylindrical and spherical geometries. Because MWR offers only a small number of observables (the brightness temperatures observed at a few different frequencies), solution methods involved parametrization of the temperature profile. Either experimental knowledge about the shape of the temperature profile, e.g. an exponential function (Hamamura et al 1987 , Mizushina et al 1993 or thermal modelling (Bocquet et al 1993a , b, Dubois et al 1993 , Bardati et al 1993 was used. Recently efforts have increased to handle detailed inhomogeneous realistic anatomies. Microwave propagation was modelled in a 2D detailed head model with the temperature profile approximated by an exponential function (Maruyama et al 2000) . Subsequently results of numerical modelling of the temperature distribution within an anatomically realistic model of the head (Van Leeuwen et al 2000) were used as the basis for the parametrization (Mizushina et al 2000) rather than the exponential functions. However, in that work information was discarded due to the early collapse of the 3D temperature distribution to 1D.
The purpose of this paper is to describe a multiple-frequency MWR system and temperature retrieval process designed for use with infants. First, we give an overview of the hardware developed using commercially available microwave components and a discussion of the temperature resolution achievable. We then introduce a new method of tissue temperature retrieval from the data that involves fewer approximations than is the case with previously reported work. If all information used in the numerical modelling is completely accurate, the method will retrieve exactly the original temperature distribution. Using the method for temperature retrieval with artificial brightness temperatures, we calculate how fluctuations in the measured brightness temperatures will limit the confidence interval for the estimated temperature. We also address the effects of sources of systematic error-those due to uncertainties or inaccuracies in parameters assumed in the electromagnetic and thermal numerical models inherent to the temperature retrieval process. In this paper we use degrees centigrade for physical temperatures and Kelvin for radiometric and noise temperatures.
Methods

Microwave radiometry
MWR involves measuring the power in the microwave region of the natural thermal radiation from body tissues to obtain the so-called brightness temperature of the tissue under observation. Brightness temperature T B is defined as
where P is the thermal radiation power received by the radiometer's antenna in a bandwidth f around a central frequency f , and k is Boltzmann's constant. However, in the application we are considering, not all of the thermal radiation power generated in the tissue, P tissue , reaches the observer because of reflections from the outermost boundary of the tissue. Thus if R is the power reflection coefficient at the tissue-antenna interface at f , then
As described in section 2.2, we shall operate the radiometer in the balanced mode in which the (unknown) reflection from the tissue is cancelled by the thermal radiation power from the radiometer reflected back at the tissue interface. In this way, the measured brightness temperature, T B,measured , is equal to the tissue brightness temperature, T B,tissue , independent of R. According to the Rayleigh-Jeans law, at microwave frequencies the thermal radiation intensity is proportional to the absolute temperature. Using this fact, T B may be expressed as
where T (r) is the absolute temperature in an incremental volume of tissue dV located at r, W (r) is the radiometric weighting function and the integration is over the antenna's field of view (afv), the spatial extent of which is discussed in section 2.4. Thus, at a particular frequency f i , the measured brightness temperature is Since W i (r) in equation (4) is dependent upon microwave frequency, information regarding the temperature-depth profile within the tissue beneath the receiving antenna may be extracted from a set of measurements of T B,tissue,i made at a number of frequencies
The choice of n, the number of frequencies used, is discussed by Mizushina et al (1993) and Bolomey et al (1995) . In the context of the present problem, we propose to make measurements centred on five frequencies within the range 1 to 4 GHz.
The five-band microwave radiometer
The radiometer system, shown schematically in figure 1 , consists of five single-side-band superheterodyne receivers with central frequencies f i at 1.2, 1.65, 2.3, 3.0 and 3.6 GHz. Each receiver has a bandwidth f = 0.4 GHz. The antenna is an open-ended rectangular waveguide (with internal width a = 40 mm and internal height b = 30 mm) loaded with a low-loss ceramic material with a relative permittivity ε of 56.4 (MCT-60, Trans-Tech, Adamstown, MD). In practice a thin water bolus is placed between the antenna's aperture and the baby's head to ensure predictable coupling. The power received by the antenna is coupled to two low-loss coaxial cables 1.5 m long by means of two orthogonal probes, one covering frequencies from 1 to 2 GHz and the other from 2 to 4 GHz. Each coaxial cable is connected to a PIN diode switch (the Dicke switch (Dicke 1946) ). These switches are connected to coaxial switches, one of which multiplexes the 1.2 and 1.65 GHz receivers and the other the 2.3, 3.0 and 3.6 GHz receivers. The PIN diode switches and coaxial switches are mounted on a common heat sink and their temperature is controlled using a Peltier device. The outputs from the receivers are connected via synchronized coaxial switches to lock-in amplifiers (model SR810, Stanford Research Systems, Sunnyvale, CA). Each PIN diode is driven by a 1 kHz square wave signal and this is also used to synchronize the respective lock-in amplifier. The circulator, RF amplifier, mixer and IF amplifier in each receiver are mounted on a common heatsink, the temperature of which is regulated by means of a Peltier device. The reference noise source in each receiver consists of a coaxial 50 ohm termination embedded in a heat sink. Its temperature is also controlled by a Peltier device and measured using a platinum resistance thermometer. In practice, the temperature of the reference noise source is adjusted until there is null output from the lock-in amplifier. When this 'balanced' condition is met the brightness temperature of the tissues under observation is equal to that of the reference noise source (Wait and Nemoto 1968, Lüdeke et al 1978) .
Precision of the radiometer
The radiometric sensitivity or resolution T B,min is defined as the smallest change in the radiometric brightness temperature of the object being observed that can be detected at the output of the radiometer. For a Dicke radiometer with square wave modulation and demodulation, T B,min is (Ulaby et al 1981)
where 
The equivalent input noise temperatures T sys as seen from the antenna can be estimated from
where
In the above L xxx , T xxx , N xxx and G xxx are respectively the insertion loss, equivalent input noise temperature, noise figure and gain of the appropriate component. Values of L, N and G for components used are listed in table 1. The calibrated receivers will be temperature controlled, but changes in temperature with respect to those during calibration will have consequences for the measurement. This effect of a change in the temperature of a component in the radiometer system on the measured tissue brightness temperature T B,measured may be estimated from equations (7) and (8a)-(8e). For example, if the temperature of the coaxial cable is controlled to ±0.05
• C, then from equation (7) and taking L cable = 0.93 dB (see table 1), it follows that
Calculation of brightness temperatures
In order to fit predicted data to measured data it is necessary to compute the brightness temperatures from the temperature distribution: this is the forward problem. In this work the electromagnetic and thermal computations were carried out using a 3D anatomically realistic model of an infant head. This computer representation was based on a multi-section MRI data set obtained for a baby born at term. After reformatting to a 3D data set with cubic voxels, these data were segmented according to tissue type (skull, cerebro-spinal fluid, brain, muscle, bone and fat) to form the final data set that consisted of 155 × 149 × 109 voxels, each 1 mm × 1 mm × 1 mm. The values of physical properties used are listed in tables 2 and 3; in the computations these values were selected using a lookup table connecting tissue type and property value. rather than as a receiver
where E i (r) is the electric field intensity induced in tissue by the antenna and σ i is the tissue conductivity at frequency f i . The finite difference time domain (FDTD) method (Yee 1966) was used to calculate the electromagnetic power density distributions. Retarded time absorbing boundary conditions (Toftgård et al 1993, Berntsen and Hornsleth 1994) were incorporated. Excitation of the antenna was simulated by prescribing E field values for all voxels in the probe plane of the waveguide antenna. The lowest order transverse electric (TE) wave within the waveguide (height/width, b/a = 0.75-see section 2.2) was assumed, namely the TE 10 mode for the low frequencies (1-2 GHz) and the TE 01 mode for the high frequencies (2-4 GHz) (Johnk 1975) . Figures 2(b) and 2(c) show contours for the computed weighting functions in a coronal section of the head at 1.2 and 3.6 GHz and illustrate the spatial extent of the antenna's field of view within the head. The set of base values for the dielectric properties used in this work (table 2) was obtained after averaging data for adult humans (Foster et al 1979 , Schepps and Foster 1980 , Stuchly and Stuchly 1980 , Gabriel et al 1996a and then accounting for the effect of the higher water content (Foster et al 1979, Schepps and Foster 1980) of neonatal tissues. In this work we have assumed that the water content of the brain of a term infant is 88% (Dobbing and Sands 1973) (cf approximately 79% for the adult brain). The basis thickness of the bolus was 5 mm.
We have previously reported results of numerical modelling of the temperature distribution within our infant head model (Van Leeuwen et al 2000) . The heatsink approximation (Pennes 1948 ) was used to describe the heat transfer due to blood flow. The robustness of the predicted temperature distributions to changes in cerebral blood flow (2.82-7.52 kg m −3 s −1
or 15-40 ml (100 g) −1 min −1 ), thermal conductivity, and core temperature was assessed. The results suggest that (a) the three-dimensional temperature field in the head under conditions of external cooling can be approximated by isomorphic iso-temperature shells; (b) significant temperature gradients can only be found within the most superficial 20 mm of tissue; (c) only small temperature variations are present at approximately 20-50 mm. Although these predictions were not verified by experiment, the thermal models used have been verified previously in a number of applications (Raaymakers et al 1998 , Hand et al 1999 . Furthermore, Van Leeuwen et al (2000) found very good agreement when comparing predictions based on the heat sink model with those from a more realistic but complex model that took account of heat transfer due to discrete blood vessels , thereby supporting the validity of the heatsink model for the current application.
Base values for the used thermal properties for the tissues are given in table 3 (Duck 1990 , ESHO Taskgroup Committee 1992 . The base set of thermal boundary conditions represented a cooled cap at 16
• C, body core temperature of 34
• C, and air at 32
• C. The waveguide antenna was not modelled in the thermal simulations but all of the voxels that were part of the bolus in the electromagnetic calculations were maintained at the water cap temperature.
All computations were carried out on Silicon Graphics computers with MIPS R10000 processors. In our realistic 3D model typical computation time for the FDTD computations was 50-60 hours, whereas the temperature simulations typically took 24 hours until the stationary situation was reached.
The inverse problem
We are now faced with the inverse problem of how to find an estimate for the temperature distribution from a set of measured brightness temperatures. Because there are only five observables available, parametrization of the 3D temperature distribution is necessary. In view of the long computation time necessary to calculate a temperature distribution, varying the parameters in the thermal model, e.g. the perfusion in the brain, is not a viable option for real-time temperature retrieval. Instead, we propose to construct the required temperature distribution, T * , from a small number of pre-calculated temperature distributions
where T 0 is the cooling cap temperature, T 1 (r) and T 2 (r) are pre-calculated temperature distributions (calculated assuming differing values for one or more parameters) relative to the cooling cap temperature and p 1 (T ) and p 2 (T ) are polynomial functions, the coefficients of which are the parameters to be determined. The parameters can now be taken outside the 3D integral in equation (4), which allows the integration of the product of weighting function and temperature to be performed before measurements start. This leaves a small number of multiplications (number of parameters times the number of measurement frequencies) to be carried out to arrive at the set of numerical brightness temperatures. Furthermore, because of the resulting linear relationships between numerical estimates for the brightness temperatures and parameters, the search for the set of parameters that best corresponds to the measurements is both easy and fast. For example, two pre-calculated temperature distributions might be used with two dimensionless parameters a 1 and a 2 which scale the distributions: The brightness temperatures can then be written as
The two volume integrals for each of the five frequencies can be evaluated before measurement and, because of the linear dependence of the brightness temperatures on the parameters a 1 and a 2 , solving the inverse problem is now a case of solving an overdetermined system of linear equations. One method of solving this is by using the singular value decomposition method (Press et al 1986) . Alternatively, rather than using multiple temperature distributions, it is also possible to use multiple sets of weighting functions W i,1 , W i,2 . These may be calculated, for example, for different choices of the dielectric properties. In this case the best fit to the data must be determined for
In effect this fixes the shape of the temperature profile, whilst the fit procedure interpolates the sets of weighting functions. A third possibility is to fit simultaneously to different temperature distributions and sets of weighting functions. This is done, for example, when skull thickness is considered as a parameter. Examples of all three variants (in T , in W and in both T and W ) are reported on in section 3.4.
Results
Radiometric sensitivity
T sys was estimated for each of the five receivers using equations (7) and (8a)- (8e), and data from table 1 together with the assumption that the coaxial cable, PIN diode switch, coaxial switch and components within the receiver housings are maintained at 22
• C. The results are listed in table 4, together with the corresponding values of assuming that the brightness temperature of T B,min the tissues under observation is 300 K, f = 0.4 GHz and τ = 4 or 5 s.
Brightness temperature dependence on temperature uncertainty
Values of T B , the uncertainty in T B caused by an uncertainty of ±0.05
• C in the temperature of any of the system's components, are listed in table 5. Since some of the components are mounted on common heatsinks (see section 2.1), some of the uncertainties in table 5 are interdependent and so the estimated overall uncertainties associated with the five receivers lie in the range ±0.030 K to 0.037 K.
Assuming that (a) the temperature of the reference noise source is stabilized and measured to ±0.05
• C and (b) that there is a further uncertainty of ±0.02
• C associated with traceability of the resistance thermometer calibration to the International Temperature Scale of 1990 (ITS-90), the estimated total uncertainty in the measurement of T B is ±0.060 K (1.2 and 1.65 GHz), ±0.063 K (2.3 GHz) and ±0.065 K (3.0 and 3.6 GHz).
Retrieval with exact knowledge of the anatomy
Unlike methods that collapse the numerical 3D temperature distribution to 1D before integration with the weighting function (Mizushina et al 2000) , no information is discarded in the reconstruction process proposed here. Thus, the temperature retrieval method itself does not introduce errors. If the method is applied to the set of artificial brightness temperatures computed from the combination of 3D numerical weighting functions and a temperature distribution, it will return the exact original temperature distribution. This trivial reconstruction simulates an imaginary ideal measurement situation in which exact knowledge of the spatial distributions of all the relevant physical properties used in the electromagnetic modelling and thermal modelling is available. A further necessary condition for this exact reconstruction is that the integration time τ is infinite to annul statistical fluctuations in the brightness temperatures (see section 3.1) being measured.
Using artificial brightness temperatures as described above, it is possible to evaluate how the known uncertainties in the brightness temperatures affect the accuracy in the reconstructed temperatures. Using the set of weighting functions found for the base values of the dielectric parameters and a temperature distribution calculated with cooling cap temperature at 16
• C and baby core temperature at 34
• C, brightness temperatures were calculated for the five frequency bands of the radiometer. These are shown in table 6.
It is seen that the brightness temperatures in this case range roughly between 292 K and 298 K-reference noise source temperatures must be maintained both sides of normal room temperature. When these values are fed back into the inverse problem, solving with the simple 
gives a 1 = 1. If standard deviations in the data are available, the fit routine (with the singular value decomposition method using Fudgit (www.debian.org)) also produces the standard errors in the fitted parameters. For the standard deviations in the brightness temperature σ m,i ranging from 0.060 K to 0.065 K as found in section 3.2, σ a 1 , the standard error in the parameter a 1 , is found to be 4.0 × 10 −3 . In this case, where T 1 (r) in the central brain is approximately 18
• C, this leads to a standard error in the retrieved central brain temperature, σ T brain , of 0.073
• C. In this retrieval it is assumed that we have an accurate measurement of the temperature of the cooling cap: T 0 is not a fit parameter. In this case the brightness temperature for the highest frequency band has relatively little weight in the determination of a 1 because its difference with T 0 is small. Indeed, excluding T B,3.6 GHz from the temperature retrieval process results in an increase in σ T brain from 0.073
• C to just 0.075
• C, whereas excluding T B,1.2 GHz results in a more substantial increase: σ T brain = 0.091
• C. Solving the inverse problem for a set of brightness temperatures calculated for the different central brain temperature of 37
• C, instead of 34 • C (everything else remaining the same as in the above example), results in a 1 = 1.164 ± 4.0 × 10 −3 . This corresponds exactly to the difference in calculated temperatures with respect to T 0 ( T = 21.25
• C and 18.25
• C respectively for high and low core temperature). This is a reflection of the fact that the shapes of the temperature profiles are to a very high degree independent from the difference between cap temperature and body core temperature.
Alternatively, the inverse problem can be solved using a second temperature distribution T 2 (r). Using parametrization as in equation (11) and, for T 2 (r), the distribution calculated for a 33% higher blood perfusion in the brain, perfect retrieval of the original temperatures is preserved: a 1 = 1, a 2 = 0. The standard errors in a 1 and a 2 are very large, σ a 1 = 1.4, σ a 2 = 1.4, but these reveal little about the standard error in the central brain temperature as there is a very strong negative correlation between a 1 and a 2 . Since T 1 and T 2 are practically equal in the central brain, the alternative parametrization
allows a much more direct evaluation of the standard error in the central brain temperature. In this case σ a 1 = 0.041 (whereas σ a 2 = 1.4) leading to σ T ,brain = 0.75
• C in the central brain. Because it is more likely that two, rather than one, temperature distributions will be used, this gives a more realistic idea of the uncertainty in the retrieved temperature based solely on noise considerations.
Retrieval with inaccurate model data
Inaccurate data, whether they be in the values of relevant tissue properties, the spatial distribution of tissue types or the description of the bolus, will cause systematic errors in the retrieved temperature distribution. In this section we investigate how inaccurate data influence the outcome of the temperature retrieval process. This is done by solving the inverse problem for sets of artificial brightness temperatures that are calculated using different tissue parameters, image segmentation or bolus thickness from those used in the simulations on which the temperature retrieval is based. In most instances where retrieval is done on the basis of two sets, we use next to the basis set the simulations for a thicker bolus as these were relatively different from the basis set.
Brain perfusion.
Artificial brightness temperatures were calculated assuming that blood perfusion in brain tissue was higher, at 40 ml (100 g) −1 min −1 , leading to differences in temperature mainly in the superficial layers (figure 3). In the temperature retrieval process, a value of 30 ml (100 g) −1 min −1 was assumed. Retrieval using one parameter resulted in a 1 = 1.030, which corresponds to a systematic error in the central brain temperature of 0.54
• C (see figure 4 ; again for an 18
• C temperature differential with the cap). The quality of fit is described by the reduced chi-square, χ 2 r = 0.13. This means that the differences between our 'measured' brightness temperatures and the brightness temperatures according to the fit are small compared to the differences expected from statistical fluctuations in the noise.
Retrieval on the basis of two sets of simulations that were both based on inaccurate data, both with perfusion 30 ml (100 g) −1 min −1 but one set with weighting functions calculated for a 2 mm thicker bolus, and parametrization according to equation (15) resulted in a 1 = 1.026. Although the systematic error in the brain temperature is hardly changed (0.48
• C) from the one-parameter fit, the fit to the data is improved (χ 2 r = 0.010). Reconstruction of the temperature distribution on the basis of just the second standard set of numerical data, where both the brain perfusion and the bolus thickness are incorrect, results in significantly higher estimates for the temperature: a 1 = 1.12. Hence, the central brain temperature is overestimated by 2.2
• C. The fit to the data is much worse, χ 2 r = 1.5 × 10 2 , so much so that in a real situation the differences between fit and measured data will very clearly not be explained by statistical fluctuations in the noise. 
Original Fit Figure 4 . Differences between temperature profiles under the antenna. 'Original' gives the difference between the different brain perfusions (cf figure 3), 'Fit' charts the difference between the high perfusion situation and a T B fit based on modelling the low perfusion.
Brain electrical conductivity.
Reconstructing a set of brightness temperatures corresponding to electrical conductivities for brain tissue 10% lower than in the basis sets results in only minor errors. A one-parameter reconstruction using the basis set yields a 1 = 1.007 and χ 2 r = 0.023, hence a good fit and the central brain temperature is overestimated by just 0.13
• C. The two-parameter fit, using as before as second basis set results for weighting functions for a 2 mm thicker bolus, gives a 1 = 1.006 and χ 2 r = 0.011. These good results reflect that the weighting functions do not change much on a 10% change in brain conductivity. Weighting functions were also calculated for a 20% smaller value for the brain tissue's electric conductivity. Single parameter temperature retrieval using the basis set results in a 1 = 1.014, with χ 2 r = 0.11, entirely consistent with a linear behaviour of the brightness temperatures as a function of brain electric conductivity in this range. This linearity is also proved by reconstruction using the basis set and the set with 10% reduced brain electric conductivities. This provides a very good fit result: a 1 = 0.999, χ 2 r = 7.8 × 10 −4 . The systematic error in the central brain temperature is 0.02
• C.
Dielectric properties of all tissues simultaneously.
Solving the inverse problem for the set of brightness temperatures obtained with weighting functions calculated with both electric conductivity and permittivity 10% lower in all the tissues gives a systematic error for the central brain temperature of just 0.05 • C. The one-parameter reconstruction with basic set results in a 1 = 0.997. However, although this error is very small, the fit itself is not very good, as is expressed by χ 2 r = 1.2. Hence, moderate differences between the five measured and fitted brightness temperatures, when caused by inaccurate weighting functions, do not necessarily correspond to a poor reconstruction of the temperature distribution. Carrying out the temperature reconstruction with two sets, based on two different bolus thicknesses, results in a 1 = 0.988 with χ Reconstruction on the basis of only the second set of numerical computations yields a 1 = 1.09, χ 2 r = 1.2 × 10 2 .
Segmentation.
A set of brightness temperatures was also calculated for a baby head with the tissue segmentation modified so as to have a 2 mm thicker skull. Reconstruction of these brightness temperatures using only the basis set results in a fit that is marginally worse than seen in the previous subsection, χ 2 r = 1.3. However, the retrieved temperature profile now significantly underestimates the deep brain temperature as a 1 = 0.88, and the central brain temperature is 2.3
• C too low (see figure 5) . Using both the basis sets makes the reconstructed brightness temperatures fit the data somewhat better, χ 2 r = 0.55, but the deep brain temperature remains substantially underestimated: a 1 = 0.88, which is equivalent to 2.1
• C too low.
Thinner water bolus.
Another set of weighting functions was calculated in which the thickness of the cooled bolus was 1 mm smaller than in the basis geometry. Reconstruction of the ensuing brightness temperatures with the standard set of parameters results in a rather poor fit of the brightness temperatures, χ 2 r = 26, and an overestimate of the central brain temperature by 1.0
• C (a 1 = 1.06). Using both the basis sets (based on water boluses respectively 1 mm and 3 mm thicker than the 'measured' set) makes the reconstructed brightness temperatures fit the data considerably better, χ 2 r = 5.4 (see figure 6 ). The estimate for the deep brain temperature has very considerably improved; now it is just 0.17
• C too high, with a 1 = 1.01 and a 2 = −0.52. The still comparatively imperfect fit bears out that the relations between bolus thickness and brightness temperatures are not quite linear for the range of bolus thicknesses under investigation.
3.4.6. Thin bolus: reconstruction using three basis sets. As there are five data points available, more than two parameters can be used. Since for the thin bolus χ basis sets of computations. In addition to the two common basis sets, the set based on the temperature calculations with 33% higher brain perfusion was used as the third set. The fit of brightness temperatures is indeed substantially improved, with χ 2 r now down to 0.36. However good the fit of the brightness temperatures may be, the corresponding retrieved temperature profile is spectacularly wrong. Parameters for the best fit, using
are a 1 = 0.42, a 2 = −11.5 and a 3 = 11.2. This result suggests an unrealistically high brain perfusion, almost five times the normal value. The estimate for the central brain temperature is now 10.6
3.4.7.
Cooled surface temperature measurement. The surface temperature T 0 has so far been excluded from the retrieval process. This assumes that a highly accurate measurement of the head-cap interface temperature is available. When this is not the case, it is straightforward to implement T 0 as an extra parameter and have a finite accuracy for the surface measurement. The implications for the retrieved temperature were evaluated for σ T 0,meas = 0.06 • C. In the hypothetical case of perfectly accurate model data, section 3.3, the again perfect retrieval of the temperature profile resulted in σ T brain = 0.105
• C, up from 0.073 • C. Retrieval using two sets of model data, one of which is perfect, resulted in σ T brain = 0.83
• C, up from 0.75 • C. It can be seen that the confidence interval widens when there is uncertainty in the surface temperature.
The impact of finite accuracy of the surface measurement was also assessed for different cases with not fully accurate model data. For inaccurate brain perfusion, cf section 3.4.1, the result for one set is a marginally better estimate for the central brain temperature, error 0.52
• C instead of 0.54
• C, and a slightly lower χ 2 r . With two sets of simulations, and hence three parameters, the results with or without uncertainty in the cap temperature are equal, both overestimating the central brain temperature by 0.48
• C. This pattern is repeated for the other sets with inaccurate model data: generally the fit improves and the estimate for the central brain temperature is better. For retrieval using two data sets the improvement is however always small.
Discussion
The feasibility of using multi-frequency microwave radiometry to retrieve deep brain temperature in infants has been demonstrated previously (Maruyama et al 2000) . The present paper builds on that work and addresses several practical issues that are of importance to progress in applying this technology to hypothermal neural rescue therapy.
Use of radiometer receivers constructed from appropriate off-the-shelf low noise microwave components can result in measurements of brightness temperatures with adequate accuracy if careful attention is paid to temperature stabilization of system components, particularly the receiving antenna, connecting coaxial cables, PIN diode switches, coaxial switches and front-end components in each receiver.
With respect to the temperature retrieval procedure from the artificial brightness temperatures, we have shown that results of elaborate modelling can be used in a fast and efficient manner to give accurate results. Furthermore we have shown how inaccurate input data can affect the resulting estimates for the temperature distribution. There are many parameters that influence the outcome of the weighting function and temperature distribution computations. The sheer number of parameters and the small number of observables make it impossible to scan all of the parameter space. We have shown that realistic deviations in tissue parameters have little impact compared to uncertainty in the thickness of the bolus between the receiving antenna and the infant's head or of the skull thickness. This highlights the need to pay particular attention to these latter parameters in future practical implementation of the technique. The accuracy of the brightness temperature measurements will make it possible to fine-tune one major parameter (e.g. bolus thickness) and possibly make small adaptive choices for a number of others if the bulk of input data is sufficiently accurate. In practice, we plan to identify the one tunable parameter a priori, and to have appropriate extra precalculated distributions, with variations in other critical parameters, at hand, which can be successively tried if it is found that the initial distributions give an unsatisfactory quality of fit. Future experimental studies are planned to provide further insight into this optimization procedure.
A basic difficulty is that the temperatures in the deeper tissues have little weight in the brightness temperature. For example, at 1.2 GHz, 1 cm thick tissue blocks that project on the antenna aperture from depths of 2-3, 3-4, 4-5, 5-6 and 6-7 cm contribute 5.5%, 2.2%, 0.92%, 0.39% and 0.18%, respectively to the antenna weighting function. At 3.6 GHz the contributions are 1.2%, 0.22%, 0.038%, 0.0068% and 0.0012%, respectively. Therefore determining the deep brain temperature by fitting brightness temperatures is, in effect, a very sophisticated way of extrapolating data. The absolute accuracy of the resulting estimate for the deep brain temperature is under these circumstances very much dependent on the temperature gradient. This means that for the same deep brain temperature, a higher surface temperature and therefore smaller temperature gradient will allow a more accurate estimate of this deep brain temperature.
The unconstrained fit using three different sets of numerical results in section 3.4.6 resulted in a good fit of the brightness temperatures but corresponded to an unrealistically high perfusion and a highly inaccurate estimate for the deep brain temperature. This problem arises from the fact that the pre-calculated temperature profiles are very similar. However, a fit procedure effectively constrained to realistic ranges for the physical and physiological parameters would solve the problem and allow fitting with more than two parameters. Mizushina et al (1993) have investigated the uncertainty in retrieved temperature using four-, five-and six-band radiometer systems. They found performance improved as the number of frequency bands increased, although this was dependent upon actual frequencies chosen. From our results above it is clear that the brightness temperatures are not independent, thereby decreasing the benefit of the use of more frequency bands. Indeed future optimization could include the use of fewer than five frequency bands, making the equipment less complex, bulky and expensive. Choice of different integration times for different bands can also be optimized using the analysis as described in this paper.
Conclusions
Use of a multi-frequency radiometer built with off-the-shelf components whose temperatures are regulated to 0.05
• C together with extensive numerical modelling of weighting functions and heat transfer within the head allows the deep brain temperature in a newborn baby to be monitored non-invasively. The technique is customized to an application in hypothermal neural rescue therapy, and optimization of its practical implementation will rely on future experimental data.
