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Abstract
In this paper, a large class of time-varying Riccati equations arising in stochastic dynamic
games is considered. The problem of the existence and uniqueness of some globally defined
solution, namely the bounded and stabilizing solution, is investigated. As an application of the
obtained existence results, we address in a second step the problem of infinite-horizon zero-sum
two players linear quadratic (LQ) dynamic game for a stochastic discrete-time dynamical system
subject to both random switching of its coefficients and multiplicative noise. We show that in the
solution of such an optimal control problem, a crucial role is played by the unique bounded and
stabilizing solution of the considered class of generalized Riccati equations.
Keywords: Stochastic Riccati equations - stabilizing solution - stochastic control - zero-sum dynamic
games.
1 Introduction
This paper is devoted to the study of a globally defined solution of a large class of stochastic game-
theoretic Riccati difference equations, namely the bounded and stabilizing solution. It is well known
that the study of stochastic Riccati equations when compared to their deterministic counterparts
offers some very specific challenges that could not be tackled mutatis mutandis. Several important
results have been already reported in the literature in this context. We refer here for example to
[6, 1, 5] (and the references therein). The results reported in the afore mentioned references are
related to Riccati equations with sign definite quadratic terms. The study of global solutions of such
sign definite nonlinear matrix equations has nowadays reached an advanced maturity state. In this
study we are interested by stochastic Riccati equations with sign indefinite quadratic terms. Such
matrix equations are encountered when dealing with stochastic dynamic games and will be referred
to as stochastic game theoretic Riccati equations in the rest of the paper. Unlike their sign definite
counterpart, stochastic game theoretic Riccati equations have received less attention and there still
exist substantial open problems in the characterization of globally defined solutions of such nonlinear
matrix equations (see [13, 16] and the reference therein). In this study, we are interested by a
particular globally defined solution, namely the bounded and stabilizing solution. We establish some
fundamental properties regarding the solutions of the considered class of matrix difference equations
∗The final version of this paper will be published in Journal of Difference Equations and Applications.
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such as uniqueness, monotonicity, comparison as well as existence theorems. Our main contributions
along this direction are summarized as follows:
• Uniqueness: Usually the uniqueness of the bounded and stabilizing solution of a Riccati type
equation is proved employing some additional properties of this solution such as its maximality
or its minimality in a class of admissible solutions. Such arguments cannot be used in the case
of Riccati equations without definite sign. For the sign indefinite generalized Riccati equations
addressed in this work, we propose an original proof for the uniqueness of the bounded and
stabilizing solution. This proof does not rely on other properties of the stabilizing solutions
than its boundedness. The main ingredient used here is the exponential stability of adequately
defined positive operators on ordered Hilbert spaces. As a consequence of the uniqueness
property it is obtained that the bounded and stabilizing solution is a periodic sequence if the
coefficients of the Riccati equation under consideration are periodic sequences.
• Existence: We believe that existence conditions of the stabilizing solution for this type of
nonlinear matrix equations has not been reported yet in the literature and represents one of our
major contributions. The lack of results regarding such a class of Riccati equations is due to the
absence of the sign information of the quadratic part of the equation. Our proposed existence
conditions are characterized by the non emptiness of an adequately defined matrix set (AΣ)
and the stochastic detectability of an adequately defined auxiliary dynamic stochastic system,
respectively. We will show that the non emptiness of AΣ is also a necessary condition (and
hence not conservative) while the stochastic detectability condition is a stochastic counterpart
of a standard existence condition in deterministic Riccati equations theory.
As we already mentioned above, the class of Riccati equations we are dealing with in this work are
closely related to stochastic dynamic games. Hence, in the second part of this paper, we will address
the problem of infinite-horizon zero-sum two players LQ dynamic game for a stochastic discrete-time
dynamical system subject to both random switching of its coefficients and multiplicative noise. We
state and solve both the so called full state-feedback and full information feedback cases. Following
a Riccati equation approach, we show that in the solution of such control problems, a crucial role
is played by the unique bounded and stabilizing solution of the considered class of generalized Ric-
cati difference equations. We construct optimal strategies in a feedback-loop form by virtue of the
bounded and stabilizing solution to the considered Riccati equations verifying specific sign conditions
for each admissible strategy. As a byproduct, our proposed solution to this control problem inherits
the numerical tractability of the proposed existence conditions for the bounded and stabilizing solu-
tion of the game theoretic Riccati equations. We believe that no former results establishing saddle
point relations for such games exist in the literature.
This paper is organized as follows: In Section 2 we give the problem setting. Section 3 addresses the
uniqueness property of the stabilizing solution of the considered class of Riccati equations. In Section
4 the existence conditions are given. In Section 5 we state and solve the problem of infinite-horizon
zero-sum LQ stochastic dynamic game.
Notations. N = {1, 2, ..., N} where N ≥ 1 is a fixed natural number. AT stands for the transpose
of the matrix A and Tr[A] denotes the trace of a matrix A. The notation X ≥ Y (X > Y ,
respectively), where X and Y are symmetric matrices, means that X − Y is positive semi-definite
(positive definite, respectively). In block matrices, ⋆ indicates symmetric terms:
(
A B
BT C
)
=(
A ⋆
BT C
)
=
(
A B
⋆ C
)
. The expression MN⋆ is equivalent to MNMT while M⋆ is equivalent
to MMT . Consider the following space of matrices MNn,m = R
n×m× · · · ×Rn×m. In the case n = m
we shall write MNn instead of M
N
n,n.
We introduce the following convention of notations:
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• If B =
(
B(1), · · · , B(N)
)
∈ MNn,m and D =
(
D(1), · · · , D(N)
)
∈ MNm,p then C =
BD ∈ MNn,p where C =
(
C(1), · · · , C(N)
)
, C(i) = B(i)D(i), 1 ≤ i ≤ N .
• BT =
(
BT (1), · · · , BT (N)
)
∈ MNm,n.
• If A =
(
A(1), · · · , A(N)
)
∈ MNn with det(A(i)) 6= 0, 1 ≤ i ≤ N , then
A−1 =
(
A−1(1), · · · , A−1(N)
)
.
As usual, Sn ∈ R
n×n demotes the subspace of symmetric matrices of size n×n and SNn = Sn×· · ·×Sn.
SNn is a finite dimenional real Hilbert space with respect to the inner product:
〈X,Y〉 =
N∑
i=1
Tr[X(i)Y (i)] (1)
for all X = (X(1),X(2), ...,X(N)),Y = (Y (1), Y (2), ..., Y (N)) ∈ SNn . Throughout the paper E [·]
stands for the mathematical expectation and E [·|θt = i] denotes the conditional expectation with
respect to the event {θt = i}.
2 Problem setting
2.1 Model description
Consider the following nonlinear difference equation on the space SNn :
X(t) = Π1(t)[X(t+ 1)] +M(t)−
[
Π2(t)[X(t+ 1))] + L(t)
][
R(t) + Π3(t)[X(t+ 1)]
]−1
⋆ (2)
t ≥ 0, with unknown function X(t) =
(
X(t, 1), · · · , X(t,N)
)
. Here,
Πk(t)[X] =
(
Πk(t)[X](1), · · · , Πk(t)[X](N)
)
, 1 ≤ k ≤ 3, are defined by:

Π1(t)[X](i) =
∑r
j=0A
T
j (t, i)Ξ(t)[X](i)Aj(t, i)
Π2(t)[X](i) =
∑r
j=0A
T
j (t, i)Ξ(t)[X](i)Bj(t, i)
Π3(t)[X](i) =
∑r
j=0B
T
j (t, i)Ξ(t)[X](i)Bj(t, i)
Ξ(t)[X](i) =
N∑
j=1
pt(i, j)X(j)
(3)
1 ≤ i ≤ N , for all X =
(
X(1), · · · , X(N)
)
∈ SNn . In (2) M(t) = (M(t, 1), ....,M(t,N)) ∈ S
N
n ,
R(t) = (R(t, 1), ...., R(t,N)) ∈ SNm , L(t) = (L(t, 1), ..., L(t,N)) ∈ M
N
n,m. Regarding the coefficients
of the equation (2) we make the assumption:
H1) a) {Aj(t, i)}t≥0 ⊂ R
n×n and {Bj(t, i)}t≥0 ⊂ R
n×m, 0 ≤ j ≤ r, {M(t, i)}t≥0 ⊂ Sn, {L(t, i)}t≥0 ⊂
Rn×m, {R(t, i)}t≥0 ⊂ Sm for all i ∈ N are bounded matrix valued sequences.
b) For each t ≥ 0 Pt := (pt(i, j))(i,j)∈N×N is a nondegenerate stochastic matrix, i.e. pt(i, j) ≥
0,
∑N
k=1 pt(i, k) = 1,
∑N
k=1 pt(k, j) > 0 for all i, j ∈ N.
Since the discrete-time backward nonlinear equation (2) contains as special cases a large number of
discrete time Riccati type equations arising in diverse linear quadratic control problems in both the
deterministic and stochastic frameworks, we shall call this type of equations generalized discrete
time Riccati equations (GDTRE).
Remark 2.1 The GDTRE (2) is associated to a quadruple
Σ = ({A(t)}t≥0, {B(t)}t≥0, {Pt}t≥0, {Q(t)}t≥0)
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where A(t) = (A0(t),A1(t), ...,Ar(t)) with Aj(t) = (Aj(t, 1), ...., Aj (t,N)) ∈ M
N
n ,
B(t) = (B0(t),B1(t), ...,Br(t)) with Bj(t) = (Bj(t, 1), ...., Bj(t,N)) ∈ M
N
n,m,
Q(t) = (Q(t, 1), ...., Q(t,N)) ∈ SNn+m with
Q(t, i) =
(
M(t, i) L(t, i)
LT (t, i) R(t, i)
)
(4)
and Pt ∈ R
N×N is the stochastic matrix satisfying the assumption H1).
The GDTRE (2) occurs in connection with a LQ control problem described by the controlled system
x(t+ 1) = A0(t, θt)x(t) +B0(t, θt)u(t) +
r∑
k=1
wk(t) (Ak(t, θt)x(t) +Bk(t, θt)u(t)) (5)
and the quadratic performance criterion
J (t0, x0, u) = E
[
∞∑
t=t0
(
xu(t)
u(t)
)T (
M(t, θt) L(t, θt)
⋆ R(t, θt)
)
⋆
]
(6)
where xu(t) is the solution of the initial value problem (IVP) described by the controlled system (5),
t ≥ t0 ≥ 0, and x(t0) = x0. In (5) {wt}t≥0,
(
wt = (w1(t), · · · , wr(t))
T
)
is a sequence of independent
random vectors and the triple ({θt}t≥0, {Pt}t≥0,N) is a time non-homogeneous Markov chain defined
on a given probability space (Ω,F ,P) with the finite states set N = {1, · · · , N} and the sequence of
transition probability matrices {Pt}t≥0.
Regarding the processes {θt}t≥0 and {wt}t≥0, the following assumptions are made:
H2) {wt}t≥0 is a sequence of independent random vectors with the following properties:
E [w(t)] = 0, E
[
w(t)wT (t)
]
= Ir, t ≥ 0
Ir being the identity matrix of size r.
H3) a) For each t ≥ 0 the σ-algebra Ft is independent of the σ-algebra Gt, where Ft = σ(w(s); 0 ≤
s ≤ t) and Gt = σ(θs; 0 ≤ s ≤ t).
b) π0(i) := P{θ0 = i} > 0 for all i ∈ N.
The initial probability distributions π0 = (π0(1), ..., π0(N)) satisfying the assumption H3) b) will be
called admissible initial probability distributions of the Markov chain.
For each t ≥ 0, we denote Ht = Ft∨Gt, and for each t ≥ 1 we denote H˜t = Ft−1∨Gt and H˜0 = σ(θ0).
Here, Ht is the smallest σ-algebra containing the σ-algebras Ft and Gt and H˜t is the smallest σ-
algebra containing the σ-algebras Ft−1 and Gt, respectively.
In the following, ℓ2
H˜
{t0, τ ;R
m} stands for the space of all finite sequences {yt}t0≤t≤τ of m-dimensional
random vectors with the properties that ∀ t0 ≤ t ≤ τ , yt is H˜t-measurable and
∑τ
t=t0
E
[
|yt|
2
]
<∞.
Also ℓ2
H˜
{0,∞;Rm} is the space of all sequences {yt}t≥0 of m-dimensional random vectors with the
properties that ∀t ≥ 0, yt is H˜t-measurable and
∑∞
t=0 E
[
|yt|
2
]
< ∞. Both ℓ2
H˜
{t0, τ ;R
m} and
ℓ2
H˜
{0,∞;Rm} are real Hilbert spaces.
The norm induced by the usual inner product on each of these Hilbert spaces are:
‖y‖ℓ2
H˜
{t0,τ ;Rm} =
(
τ∑
t=t0
E
[
|yt|
2
]) 12
, for all y ∈ ℓ2
H˜
{t0, τ ;R
m}
and
‖y¯‖ℓ2
H˜
{0,∞;Rm} =
(
∞∑
t=0
E
[
|y¯t|
2
]) 12
, for all y¯ ∈ ℓ2
H˜
{0,∞;Rm}
4
We define the class Uad(t0, x0) of admissible controls which consists in all stochastic processes, u =
{u(t)}t≥0 ∈ ℓ
2
H˜
{0,∞;Rm} with the property that xu(·) ∈ ℓ
2
H˜
{0,∞;Rn}.
Remark 2.2 If u ∈ Uad(t0, x0) then lim
t→∞
E[|xu(t)|
2|θt0 = i] = 0 for all i ∈ N. Indeed if u ∈
Uad(t0, x0) then
∑∞
t=t0
E[|xu(t)|
2] < ∞. Hence, lim
t→∞
E[|xu(t)|
2] = 0. On the other hand, according
with the assumptions H1) b) and H3) b) one may prove inductively that πt0(i) := P{θt0 = i} > 0
for all (t0, i) ∈ Z+ ×N. The conclusion follows now from 0 ≤ E[|xu(t)|
2|θt0 = i] ≤ π
−1
t0
(i)E[|xu(t)|
2].
2.2 The stabilizing solution of GDTRE
If F(t) =
(
F (t, 1), · · · , F (t,N)
)
with F (t, i) ∈ Rm×n, we introduce the following Lyapunov type
operator LF(t) : S
N
n → S
N
n , defined by:
LF(t)[X](i) =
r∑
k=0
N∑
j=1
pt(j, i)
(
Ak(t, j) +Bk(t, j)F (t, j)
)
X(j)
(
Ak(t, j) +Bk(t, j)F (t, j)
)T
, 1 ≤ i ≤ N
(7)
Definition 2.1 A globally defined solution Xs : Z+ → S
N
n of (2) is named stabilizing solution if:
a)
inf
t≥0
|(R(t, i) + Π3(t)[Xs(t+ 1)](i))| > 0,∀i ∈ N (8)
b) the linear difference equation on SNn
Y(t+ 1) = LFs(t)[Y(t)] (9)
is exponentially stable (ES), where LFs(t) is defined as in (7) taking Fs(t, i) instead of F (t, i)
with:
Fs(t, i) = − [R(t, i) + Π3(t)[Xs(t+ 1)](i)]
−1 [ΠT2 (t)[Xs(t+ 1)](i) + LT (t, i)] (10)
Remark 2.3 According with Definition 3.1 and Theorem 3.4 from [6] we obtain that under assump-
tions H1) b), H2) and H3) a), Xs(·) is a stabilizing solution of the GDTRE (2) if and only if it
satisfies (8) and additionally the system of discrete time linear stochastic equations
x(t+ 1) = [A0(t, θt) +B0(t, θt)Fs(t, θt) +
r∑
k=1
wk(t)(Ak(t, θt) +Bk(t, θt)Fs(t, θt))]x(t) (11)
is exponentially stable in mean square with conditioning of first kind (ESMS-CI) i.e. there exist
β ≥ 1, α ∈ (0, 1) such that the solutions of this system satisfy
E[|x(t)|2|θt0 = i] ≤ βα
t−t0E[|x(t0)|
2|θt0 = i]
for all t ≥ t0, i ∈ N.
It is worth pointing out that we do not know a priori neither an initial value nor a boundary
value of a stabilizing solution of the GDTRE (2). That is why, it becomes an important problem to
derive necessary and sufficient conditions or at least sufficient conditions that guarantee the existence
of a stabilizing solution of this kind of Riccati equations. In the derivation of some conditions for
the existence of a bounded and stabilizing solution of some GDTRE of type (2) an important role is
played by the sign of the matrices
R(t,Xs(t+ 1), i) := R(t, i) + Π3(t)[Xs(t+ 1)](i). (12)
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Thus the problem of the existence and uniqueness of the bounded and stabilizing solution of a
GDTRE of type (2) satisfying a sign condition of the form
R(t,Xs(t+ 1), i) ≥ νIm > 0 (13)
for all (t, i) ∈ Z+ ×N was studied in Chapter 5 from [6] in the finite dimensional case and in [15]
in the infinite dimensional case. The problem of the existence and uniqueness of the bounded and
stabilizing solution of a GDTRE of type (2) satisfying a sign condition of the form
R(t,Xs(t+ 1), i) ≤ −νIm < 0 (14)
for all (t, i) ∈ Z+×N was studied especially with the stochastic H∞ control problem in the so called
Bounded Real Lemma (see e.g. [14, 7] for the case of homogeneous Markov chain and [12, 3, 4] for
the case of nonhomogeneous Markov chain).
The goal of the present work is to provide a set of conditions that guarantee the existence and
uniqueness of the bounded and stabilizing solution of a GDTRE of type (2) satisfying the sign
condition:
Inertia[R(t,Xs(t+ 1), i)] = Inertia[I] (15)
where I = diag{−Im1 , Im2} and Inertia[·] denotes the inertia of a matrix. A condition of type (15)
means that the matrix R(t,Xs(t+1), i) has m1 negative eigenvalues and m2 positive eigenvalues with
m1 +m2 = m, mk ≥ 1 not depend upon (t, i) ∈ Z+ ×N.
Often we shall call GDTRE of type (2) with indefinite sign of quadratic part, the Riccati equations
satisfying a sign condition of type (15). First, in the next section, we prove the uniqueness of the
bounded and stabilizing solution of a GDTRE of type (2). Further, we shall study the problem of
the existence of the bounded and stabilizing solution of this kind of discrete-time Riccati equations
satisfying the sign condition (15). Finally, we shall show how one may use the bounded and stabilizing
solution of a GDTRE of type (2) to construct an equilibrium strategy in a linear quadratic discrete-
time dynamic game.
3 Uniqueness conditions
Before stating and proving the main result of this section, we discuss several issues related to the
discrete-time perturbed Lyapunov equations.
First, let us remark that if Lˆ(t) : DNd → S
N
d is a discrete-time Lyapunov type operator defined by
Lˆ(t)[X](i) =
r∑
k=0
N∑
j=1
pt(j, i)Aˆk(t, j)X(j)Aˆ
T
k (t, j) (16)
then its adjoint operator with respect to the inner product (1) is given by
Lˆ∗(t)[X](i) =
r∑
k=0
AˆTk (t, i)Ξ(t)[X](i)Aˆk(t, i) (17)
for all X = (X(1), ...,X(N)) ∈ SNd .
Employing Theorem 2.12 from [6] in the case of the operator (16) we obtain:
Corollary 3.1 If {Aˆk(t, i)}t≥0 ⊂ R
d×d for 0 ≤ k ≤ r, i ∈ N are bounded sequences and pt(i, j) satisfy
the assumption H1) b), then the following are equivalent:
i) The discrete-time linear equation on SNd
X(t+ 1) = Lˆ(t)[X(t)]
is exponentially stable.
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ii) The discrete-time backward linear equation
Y(t) = Lˆ∗(t)[Y(t+ 1)] + INd
has a uniform positive and bounded solution Y˜(t) = (Y˜ (t, 1), ..., Y˜ (t,N)), t ∈ Z+ i.e.
0 < cId ≤ Y˜ (t, i) ≤ c˜Id
for all (t, i) ∈ Z+ ×N where I
N
d = (Id, ..., Id) ∈ S
N
d .
Let Lj(t) : S
N
n → S
N
n , j = 1, 2 be the Lyapunov type operators described by
Lj(t)[X](i) =
r∑
k=0
N∑
ℓ=1
pt(ℓ, i)A
j
k(t, ℓ)X(ℓ)(A
j
k(t, ℓ))
T .
Setting Ake(t, i) =
(
A1k(t, i) 0
0 A2k(t, i)
)
we define the extended Lyapunov operator Le(t) : S
N
2n →
SN2n by
Le(t)[Z](i) =
r∑
k=0
N∑
j=1
pt(j, i)Ake(t, j)Z(j)A
T
ke(t, j)
for all Z = (Z(1), ..., Z(N)) ∈ SN2n.
Lemma 3.2 Assume that {Aℓk(t, i)}t≥0 ⊂ R
n×n, 0 ≤ k ≤ r, ℓ = 1, 2, i ∈ N are bounded sequences and
pt(i, j) satisfy the assumption H1) b). If the discrete-time linear equations on S
N
n
Xℓ(t+ 1) = Lℓ(t)[Xℓ(t)], ℓ = 1, 2 (18)
are exponentially stable then the discrete-time linear equation on SN2n
Z(t+ 1) = Le(t)[Z(t)]
is exponentially stable too.
Proof 3.3 If the discrete-time linear equations (18) are exponentially stable we deduce via Corollary
3.1 applyied for each of this equations that the backward discrete-time equations
Yℓ(t) = L∗ℓ(t)[Y
ℓ(t+ 1)] + INn
ℓ = 1, 2 have bounded and uniform positive solutions Y˜ℓ(t) = (Y˜ ℓ(t, 1), ..., Y˜ ℓ(t,N)), t ∈ Z+. By direct
calculations one obtains that the discrete-time backward equation on SN2n
Z˜(t) = L∗e(t)[Z˜(t+ 1)] + I
N
2n
has the uniform positive and bounded solution given by Z˜(t) = (Z˜(t, 1), ..., Z˜(t,N)) where
Z˜(t, i) =
(
Y˜ 1(t, i) 0
0 Y˜ 2(t, i)
)
.
Applying the implication (ii)→ (i) from Corollary 3.1 in the case of the equation
Z(t+ 1) = Le(t)[Z(t)]
we obtain the desired conclusion. Thus the proof ends. 
We are now in position to prove the main result of this section.
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Theorem 3.4 Assume that the assumption H1) is fulfilled. Under this condition the following hold:
i) the (GDTRE) (2) has at most one bounded on Z+ and stabilizing solution;
ii) if there exists an integer p ≥ 1 such that Ak(t + p, i) = Ak(t, i), Bk(t + p, i) = Bk(t, i) for
0 ≤ k ≤ r, M(t + p, i) = M(t, i), L(t+ p, i) = L(t, i), R(t+ p, i) = R(t, i), pt+p(i, j) = pt(i, j)
for all t ∈ Z+, i, j ∈ N, then the unique bounded and stabilizing solution of (2) if any is a
periodic sequence of period p.
Proof 3.5 i) Let us assume by contrary that the GDTRE (2) has two bounded and stabilizing
solutions {Xℓs(t)}t∈Z+ , ℓ = 1, 2. Let F
ℓ
s (t, i) be the corresponding stabilizing feedback gain asso-
ciated to the solution Xℓs(·) via (10). By direct calculations one obtains that the equation (2)
verified by Xℓs(·) may be written in the form:
Xℓs(t, i) =
r∑
k=0
[Ak(t, i) +Bk(t, i)F
1
s (t, i)]
TΞ(t)[Xℓs(t+ 1)](i)[Ak(t, i) +Bk(t, i)F
2
s (t, i)]
+
(
In (F
1
s (t, i))
T
)
Q(t, i)
(
In (F
2
s (t, i))
T
)T
, ℓ = 1, 2 (19)
where Q(t, i) were introduced by (4). Let Y(t) = (Y (t, 1), ..., Y (t,N)) be defined by
Y (t, i) = X1s (t, i) −X
2
s (t, i), (t, i) ∈ Z+ ×N.
From (19) we obtain that Y(·) satisfies the discrete-time backward linear equation on SNn
Y (t, i) =
r∑
k=0
[Ak(t, i) +Bk(t, i)F
1
s (t, i)]
TΞ(t)[Yℓs(t+ 1)](i)[Ak(t, i) +Bk(t, i)F
2
s (t, i)] (20)
for all (t, i) ∈ Z+ ×N. We set
Aˆk(t, i) =
(
Ak(t, i) +Bk(t, i)F
1
s (t, i) 0
0 Ak(t, i) +Bk(t, i)F
2
s (t, i)
)
∈ R2n×2n, 0 ≤ k ≤ r.(21)
Based on this choice of the matrices Aˆk(t, i) we construct the Lyapunov type operator Lˆe(t)
and its adjoint operator Lˆ∗e(t) defined as in (16) and (17), respectively. On the other hand,
let LFℓs(t) : S
N
n → S
N
n be the linear operators defined as in (7) for F(t) replaced by F
ℓ
s(t) =
(F ℓs (t, 1), ..., F
ℓ
s (t,N)). Since X
ℓ
s(·) is a stabilizing solution of (2) it follows that the discrete-
time linear equation
X(t+ 1) = LFℓs(t)[X(t)]
is exponentially stable. Applying Lemma 3.2 we deduce that the discrete-time equation on SN2n
Z(t+ 1) = Lˆe(t)[Z(t)]
is exponentially stable. Let Z˜(t) = (Z˜(t, 1), ..., Z˜(t, )) be defined by
Z˜(t, i) =
(
0 X1s (t, i)−X
2
s (t, i)
X1s (t, i) −X
2
s (t, i) 0
)
∈ S2n.
By direct calculation, involving (17), (20), (21) we obtain that {Z˜(t)}t≥0 is a bounded solution
of a discrete-time backward equation
Z˜(t) = Lˆ∗e(t)[Z˜(t+ 1)] (22)
Applying Theorem 2.5 from [6] to the special case of the equation (22) we deduce that this
equation has a unique bounded solution namely Z˜(t) = 0 ∈ SN2n, t ∈ Z+. This allows us to
conclude that X1s (t, i) = X
2
s (t, i) for all (t, i) ∈ Z+ ×N. Thus we have shown that part i) from
the statement holds.
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ii) Assume that the GDTRE (2) has a bounded and stabilizing solution Xs(·) = (Xs(·, 1), ...,Xs(·, N)).
We set Xˆ(t) = (Xˆ(t, 1), ..., Xˆ(t,N)) defined by Xˆ(t, i) = Xs(t + p, i), t ∈ Z+. By direct cal-
culation involving the periodicity of the coefficients one shows that {Xˆ(t)}t≥0 is a bounded
solution of (2). Let L
Fˆ
(t) be the linear operator defined as in (7) for F(t) replaced by Fˆ(t) =
(Fˆ (t, 1), ..., Fˆ (t,N)), Fˆ (t, i) being computed as in (10) for Xs(t, i) replaced by Xˆ(t, i). Employ-
ing the periodicity property of the coefficients of (2) one obtains that
L
Fˆ
(t) = LFs(t+ p), t ∈ Z+. (23)
Let Ts(t, t0) = LFs(t − 1)LFs(t − 2) · · · LFs(t0) if t > t0 ≥ 0, Ts(t0, t0) = ISNn and Tˆ(t, t0) =
L
Fˆ
(t−1)L
Fˆ
(t−2)...L
Fˆ
(t0) if t > t0 ≥ 0, Tˆ(t0, t0) = ISNn be the linear evolution operators defined
by LFs(·) and LFˆ(·), respectively, where ISNn is the identity operator on S
N
n .
Based on (23) we get
Tˆ(t, t0) = Ts(t+ p, t0 + p), ∀ t ≥ t0 ≥ 0. (24)
From the definition of the stabilizing solution Xs(·) we deduce that ‖Ts(t, t0)‖ ≤ βα
t−t0 for
all t ≥ t0 ≥ 0, where β ≥ 1, α ∈ (0, 1) are constants. Further (24) yields ‖Tˆ(t, t0)‖ =
‖Ts(t+ p, t0 + p)‖ ≤ βα
t−t0 . hence the discrete-time linear equation on SNn
X(t+ 1) = L
Fˆ
(t)[X(t)]
is exponentially stable, which means that Xˆ(·) is also a bounded and stabilizing solution of the
GDTRE (2). From the uniqueness of the bounded and stabilizing solution of (2) we conclude
that Xs(t, i)Xˆ(t, i) = Xs(t+ p, i) for all (t, i) ∈ Z+ ×N. Thus the proof ends. 
Remark 3.1 In the case when the bounded and stabilizing solution Xs(·) of a GDTRE of type (2)
satisfies a sign condition of type (13) or (14) one shows that in this case Xs(·) is the bounded and
maximal solution (bounded and minimal solution), respectively of the considered GDTRE, which
guarantee the uniqueness of the bounded and stabilizing solution.
In the case when the bounded and stabilizing solution of a GDTRE of type (2) satisfies a sign
condition of type (15) we cannot say if this solution is maximal or minimal and, therefore, in this
case we cannot obtain the uniqueness of the bounded and stabilizing solution based on the uniqueness
of the maximal or minimal solution of this kind of GDTRE. The proof of Theorem 3.4 from above is
not based on the property of the sign of the matrices defined in (12).
4 Existence conditions
In this section we deal with the problem of the existence of the bounded and stabilizing solution
of a GDTRE (2) satisfying a sign condition of type (15). We shall provide some conditions which
guarantee the existence of the bounded and stabilizing solution of this kind of Riccati equations with
the desired sign condition.
4.1 Preliminary remarks
Consider the following partitions of the coefficients of (2):
Bj(t, i) =
(
Bj1(t, i) Bj2(t, i)
)
, Bjk(t, i) ∈ R
n×mk , 0 ≤ j ≤ r, (25)
L(t, i) = (L1(t, i) L2(t, i)) , Lk(t, i) ∈ R
n×mk , k = 1, 2
and:
R(t, i) =
(
R11(t, i) R12(t, i)
⋆ R22(t, i)
)
, Rlj(t, i) ∈ R
ml×mj , l, j = 1, 2 (26)
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Correspondingly we obtain the partitions:

Π2(t)[X](i) =
(
Π21(t)[X](i) Π22(t)[X](i)
)
Π3(t)[X](i) =
(
Π311(t)[X](i) Π312(t)[X](i)
⋆ Π322(t)[X](i)
)
(27)
with {
Π2k(t)[X](i) =
∑r
j=1A
T
j (t, i)Ξ(t)[X](i)Bjk(t, i)
Π3lk(t)[X](i) =
∑r
j=1B
T
jl(t, i)Ξ(t)[X](i)Bjk(t, i)
; k, l = 1, 2
In the rest of the paper, the following assumption regarding the weight matrices M(t, i), R(t, i) and
L(t, i) is made:
H4) For each (t, i) ∈ Z+ ×N:
R22(t, i) ≥ ρ2Im2 (28)
M(t, i) − L2(t, i)R
−1
22 (t, i)L
T
2 (t, i) ≥ 0 (29)
R11(t, i) −R12(t, i)R
−1
22 (t, i)R
T
12(t, i) ≤ −ρ1Im1 (30)
with ρj > 0, j = 1, 2 given constant scalars.
In this work, we are interested by solutions X(·) : I ⊂ Z+ → S
N
n of (2) satisfying the following sign
conditions:
R♯22(t,X(t+ 1), i) = R11(t, i) + Π311(t)[X(t+ 1)](i) −
[
R12(t, i) + Π312(t)[X(t+ 1)](i)
]
×
[
R22(t, i) + Π322(t)[X(t+ 1)](i)
]−1
⋆ ≤ −δ1Im1 (31)
R22(t,X(t+ 1), i) = R22(t, i) + Π322(t)[X(t+ 1)](i) ≥ δ2Im2 (32)
for all t ∈ I, 1 ≤ i ≤ N , δk > 0, k = 1, 2, being constants.
Remark 4.1 Let
(
R11(t,X(t+ 1), i) R12(t,X(t+ 1), i)
RT12(t,X(t+ 1), i) R22(t,X(t+ 1), i)
)
be the partition of the matrix
R(t,X(t + 1), i) compatible with the partition (25), R(t,X(t + 1), i) being computed as in (12) with
Xs(t + 1) being replaced by X(t + 1). So, the left part of (32) is the (2, 2)-block of the matrix
R(t,X(t + 1), i), while the left part of (31) is the Schur complement of the (2, 2)-block of the same
matrix.
In the sequel, we shall denote DR the set of solutions {X(t)}t∈I of the GDTRE (2) satisfying the
conditions (31) and (32) and we call them admissible solutions. Employing Lemma 2 in Chapter 4
from [11], some useful properties of admissible solutions can be derived:
Corollary 4.1 Assume that the Assumptions H1) a) and H4) are fulfilled.
Let X˜(t) = (X˜(t, 1), ..., X˜(t,N)), t ∈ Z+ be a bounded solution of (2). If X˜(·) ∈ D
R then the matrices
R(t, X˜(t + 1), i) satisfy a sign condition of type (15). If X˜(·) and the coefficients of (2) are periodic
sequences of period p and additionally X˜(t, i) ≥ 0 for all (t, i) ∈ Z+ × N, then the following are
equivalent:
i) X˜(·) ∈ DR
ii) the matrices R(t, X˜(t+ 1), i), (t, i) ∈ Z+ ×N satisfy a sign condition of type (15).
According to the result stated in Corollary 4.1, to derive conditions that guarantee the existence of
a bounded and stabilizing solution of (2) satisfying a sign condition of type (15) we shall provide
conditions that allows us to obtain the existence of a bounded and stabilizing solution of (2) satisfying
sign conditions of type (31)-(32). We shall see that the conditions of type (31)-(32) are more adapted
to the definition of some admissible strategies in a zero sum discrete-time LQ dynamic game.
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Remark 4.2 In the sequel, we will also give conditions for the existence of a bounded and stabilizing
solution of (2) satisfying sign conditions of type:
R11(t,X(t+ 1), i) = R11(t, i) + Π311(t)[X(t+ 1)](i) ≤ −δ3Im1 (33)
together with (32), for all t ∈ I, 1 ≤ i ≤ N , δ3 > 0 being a constant. Such solution is involved in
the definition of another admissible strategy in a zero sum discrete-time LQ dynamic game. Such a
strategy appears for example in [13] where further details could be found for the interested reader.
Remark 4.3 If X(·) : I → SNn is an admissible solution of GDTRE (2) then we have the following
factorization:
R(t, i) + Π3(t)[X(t+ 1)](i) =
(
V11(t)[X(t+ 1)](i) 0
V21(t)[X(t+ 1)](i) V22(t)[X(t+ 1)](i)
)T (
−Im1 0
0 Im2
)
⋆ (34)
where Vkk(t)[X(t+ 1)](i) ≥ ckImk , k = 1, 2, i ∈ N and t ∈ I. In order to obtain (34) we may take
V11(t)[X(t+ 1)](i) = (−R
♯
22(t,X(t+ 1), i))
1
2
V21(t)[X(t+ 1)](i) = (R22(t,X(t+ 1), i))
− 1
2RT12(t,X(t+ 1), i)
V22(t)[X(t+ 1)](i) = (R22(t,X(t+ 1), i))
1
2 .
This factorization, adapted to the indefinite sign of R(t, i) + Π3(t)[X(t + 1)](i), will play a crucial
role in the derivation of the main results.
We will now define and characterize the set AΣ that will play a key role in the proof of our main
results. To this end, and according with the partition (25), we define u(t) =
(
uT1 (t) u
T
2 (t)
)T
and
we set formally u2(t) ≡ u
KW
2 (t) = K(t, θt)x(t) + W (t, θt)u1(t). Hence (5) and (6) is rewritten as
follows:
x(t+ 1) = A0K(t, θt)x(t) +B0W(t, θt)u1(t) +
r∑
k=1
wk(t) (AkK(t, θt)x(t) +BkW(t, θt)u1(t)) (35)
JKW(t0, x0, u1) = E
[
∞∑
t=t0
(
xu1(t)
u1(t)
)T (
MK(t, θt) LKW(t, θt)
⋆ RW(t, θt)
)
⋆
]
(36)
where xu1(t) is the solution of (35) corresponding to u1(t) and:

AkK(t, i) = Ak(t, i) +Bk2(t, i)K(t, i)
BkW(t, i) = Bk1(t, i) +Bk2(t, i)W (t, i)
MK(t, i) =M(t, i) + L2(t, i)K(t, i) +K
T (t, i)LT2 (t, i) +K
T (t, i)R22(t, i)K(t, i)
LKW(t, i) = L1(t, i) +K
T (t, i)RT12(t, i) +
(
L2(t, i) +K
T (t, i)R22(t, i)
)
W (t, i)
RW(t, i) =
(
Im1
W (t, i)
)T
R(t, i)
(
Im1
W (t, i)
)
.
(37)
To the above system (35) and the corresponding quadratic functional (36) we associate the following
Riccati-type difference equation of type (2):
X(t, i) = ΠK(t)[X(t+ 1)](i) +MK(t, i)−
(
ΠKW(t)[X(t+ 1)](i) + LKW(t, i)
)
×
×
(
RW(t, i) + ΠW(t)[X(t+ 1)](i)
)−1
⋆ (38)
where: 

ΠK(t)[X](i) =
∑r
j=0A
T
jK(t, i)Ξ(t)[X](i)AjK(t, i)
ΠKW(t)[X](i) =
∑r
j=0A
T
jK(t, i)Ξ(t)[X](i)BjW(t, i)
ΠW(t)[X](i) =
∑r
j=0B
T
jW(t, i)Ξ(t)[X](i)BjW(t, i)
(39)
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for all X ∈ SNn . Since the Riccati equation (38) is of type (2) it follows that the notion of stabilizing
solution of (38) may be introduced as in Definition 2.1. Furthermore, according to Theorem 3.4 the
GDTRE (38) may have at most one bounded and stabilizing solution.
In the following, to a GDTRE (2) defined by a given quadruple of sequences
Σ = ({A(t)}t≥0, {B(t)}t≥0, {Pt}t≥0, {Q(t)}t≥0),
we associate the set AΣ, which consists of all pairs of feedback gains (K(·),W(·)) where t→ K(t) =(
K(t, 1), · · · , K(t,N)
)
: Z+ → M
N
m2,n
, t → W(t) =
(
W (t, 1), · · · , W (t,N)
)
: Z+ →
MNm2,m1 are bounded matrix valued sequences having the properties:
i) The zero solution of the stochastic linear system:
x(t+ 1) = A0K(t, θt)x(t) +
r∑
k=1
wk(t)AkK(t, θt)x(t) (40)
is ESMS-CI (see Definition 3.1 from [6] for details).
ii) The corresponding GDTRE (38) has a unique bounded and stabilizing solution X˜KW(·) satis-
fying the sign condition:
RW(t, i) + ΠW(t)[X˜KW(t+ 1)](i) ≤ −ξI (41)
for some positive scalar ξ (which may depend upon (K(·),W(·))), (t, i) ∈ Z+ ×N.
Remark 4.4 i) In order to obtain necessary and sufficient conditions that allow us to decide if
the set AΣ is empty or not, one can apply Theorem 5.6 in [6] to the Riccati difference equation:
Y (t, i) = ΠK(t)[Y(t+ 1)](i) −MK(t, i)−
(
ΠKW(t)[Y(t+ 1)](i) − LW(t, i)
)
×
(
−RW(t, i) + ΠW(t)[Y(t+ 1)](i)
)−1
⋆ (42)
obtained from (38) by taking Y (t, i) = −X(t, i), (t, i) ∈ Z+ ×N and noticing that X˜(t) is the
bounded and stabilizing solution of (38) satisfying the sign condition (41) if and only if Y˜(t) is
the bounded and stabilizing solution of (42) satisfying the sign condition:
R˜W(t, i) + ΠW(t)[Y˜(t+ 1)](i) ≥ νI (43)
for some positive scalar ν and R˜W(t, i) = −RW(t, i), (t, i) ∈ Z+ × N. Such a necessary and
sufficient condition is formulated as a convex optimization problem via an LMIs (Linear Matrix
Inequalities) setting.
ii) It follows from the exponential stability in the mean square sense with conditioning of system
(40) and sign conditions (28) and (29) one can show that if (K(·),W(·)) ∈ AΣ then the bounded
and stabilizing solution of (38) is positive semi-definite.
Among the subsets ofAΣ we distinguish the subsetAΣ0 that consists of all feedback gains (K(·),W(·)) ∈
AΣ such thatW (t, i) = 0 for all (t, i) ∈ Z+×N. The bounded and stabilizing solution of the GDTRE
(38) with W (t, i) = 0 will be denoted by X˜K(t) = (X˜K(t, 1), · · · , X˜K(t,N)). The sign condition (41)
reduces in this case to:
R11(t, i) +
r∑
k=0
BTk1(t, i)X˜K(t, i)Bk1(t, i) ≤ −ξIm1 . (44)
Note that Remark 4.4 could be specialized in a straightforward way to the set AΣ0 and the corre-
sponding stabilizing solution X˜K(t) of the GDTRE (38). Hence by combining the sign condition (44)
with (28) and (29) one shows easily that X˜K(t) verifies the sign conditions (31) and (32).
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4.2 Main results
Before introducing the main existence conditions, let us first start by stating and proving a com-
parison theorem for the considered class of generalized Riccati equations. Such a result shows the
monotonicity of the admissible solutions (in the sense of conditions (31)-(32)) of the Riccati difference
equation (2). This result will play a key role in the proof of the proposed existence conditions.
Theorem 4.2 Let X2(·) : I2 ⊂ Z+ → S
N
n be an admissible solution of a Riccati difference equation
of type (2) associated to the quadruple
∑2 = ({A(t)}t≥0, {B(t)}t≥0, {Pt}t≥0, {Q2(t)}t≥0) and X1(·) :
I1 ⊂ Z+ → S
N
n be a solution of (2) associated to the quadruple
∑1 = ({A(t)}t≥0, {B(t)}t≥0, {Pt(t)}t≥0,
{Q1(t)}t≥0
)
that verifies the sign condition (32). A(t), B(t), Pt are as in Remark 2.1 while:
Ql(t, i) =
(
M l(t, i) Ll(t, i)
⋆ Rl(t, i)
)
, l = 1, 2. (45)
Assume that Q2(t, i) ≥ Q1(t, i) for all t ∈ I1 ∩ I2, 1 ≤ i ≤ N . If there exists τ ∈ I1 ∩ I2 such that
X2(τ, i) ≥ X1(τ, i), 1 ≤ i ≤ N , then X2(t, i) ≥ X1(t, i), for all t ∈ [0, τ ] ∩ (I1 ∩ I2), 1 ≤ i ≤ N .
Proof 4.3 Since X2(·) is an admissible solution it follows that it satisfies the sign conditions of type
(31)-(32). Therefore, and taking into account Remark 4.3, the following factorization takes place:
R2(t, i) + Π3(t)[X
2(t)](i) =
(
V 211(t, i) 0
V 221(t, i) V
2
22(t, i)
)T (
−Im1 0
0 Im2
)
⋆ (46)
R2(t, i) being the (2, 2) block of (45) and V 2jk(t, i) stand for Vjk(t)[X
2(t)](i), 1 ≤ i ≤ N .
Let Γ(t, i) =
(
Γ1(t, i)
Γ2(t, i)
)
, Γk(t, i) ∈ R
mk×n, k = 1, 2, 1 ≤ i ≤ N . Applying Lemma A.1 from
Appendix A, we deduce that the Riccati difference equation solved by Xl(·), l = 1, 2, may be rewritten
in the form:
X l(t, i) = L∗Γ(t)[X
l(t+ 1)](i) +QlΓ(t, i)−
(
Γ(t, i)− F l(t, i)
)T (
Rl(t, i) + Π3(t)[X
l(t)](i)
)
⋆ (47)
where:
QlΓ(t, i) =
(
In Γ
T (t, i)
)
Ql(t, i)⋆ (48)
F l(t, i) = −
(
Rl(t, i) + Π3(t)[X
l(t+ 1)](i)
)−1 (
ΠT2 (t)[X
l(t+ 1)](i) + (Ll(t, i))T
)
.
Let: 

F l1(t, i) =
(
Im1 0
)
F l(t, i)
F l2(t, i) =
(
0 Im2
)
F l(t, i)
, l = 1, 2, 1 ≤ i ≤ N (49)
Taking: {
Γ1(t, i) = F
1
1 (t, i)
Γ2(t, i) = F
2
2 (t, i)−
(
V 222(t, i)
)−1
V 221(t, i)
(
F 11 (t, i) − F
2
1 (t, i)
) , 1 ≤ i ≤ N (50)
and employing (47) and (49)-(50) one obtains that: t→ X2(t)−X1(t) solves the backward difference
equation:
X2(t)− X1(t) = L∗Γ(t)
[
X2(t+ 1)− X1(t+ 1)
]
+H(t), t ∈ I1 ∩ I2 (51)
where H(t) =
(
H(t, 1), · · · , H(t,N)
)
with:
H(t, i) = Q2Γ(t, i)−Q
1
Γ(t, i) +
(
F 11 (t, i) − F
2
1 (t, i)
)T (
V 211(t, i)
)2
⋆
+
(
Γ2(t, i) − F
1
2 (t, i)
)T (
R122(t, i) + Π322(t)
[
X1(t+ 1)
]
(i)
)
⋆, 1 ≤ i ≤ N. (52)
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The assumption Q2(t, i) ≥ Q1(t, i) together with (48) yields: Q2Γ(t, i) − Q
1
Γ(t, i) ≥ 0, t ∈ I1 ∩ I2,
1 ≤ i ≤ N . Hence (52) allows us to conclude that H(t, i) ≥ 0, t ∈ I1 ∩ I2, 1 ≤ i ≤ N . So, by
induction, the proof is completed. 
For each τ > 0 we consider Xτ (t) =
(
Xτ (t, 1), · · · Xτ (t,N)
)
the solution of (2) satisfying the
condition Xτ (τ + 1, i) = 0, 1 ≤ i ≤ N and I(τ) ⊂ [0, τ + 1] the maximal interval on which Xτ (·) is
defined. Note that under assumption H4), R(t, i) is boundedly invertible for every (t, i) ∈ Z+ ×N,
hence I(τ) is not empty.
We are now in position to prove the following result.
Proposition 4.4 Assume:
a) The assumptions H1) a), H2), H3) a) and H4) are fulfilled.
b) AΣ is not empty.
Under these assumptions, the following hold:
i) For any τ > 0 the solution Xτ (t) is well defined for all 0 ≤ t ≤ τ + 1.
ii) For any τ > 0 we have 0 ≤ Xτ (t, i) ≤ Xˆ(t, i) for all 0 ≤ t ≤ τ + 1, i ∈ N, Xˆ(t) =
(Xˆ(t, 1), · · · , Xˆ(t,N)), t ∈ Z+ being an arbitrary admissible globally defined positive semi-
definite solution of (2).
iii) For any τ > 0, Xτ (t) satisfies the sign conditions (31)-(32) for all 0 ≤ t ≤ τ + 1 with the
constants δk > 0 not depending upon τ .
iv) There exists µ > 0 such that 0 ≤ Xτ1(t, i) ≤ Xτ2(t, i) ≤ µIn for all 0 ≤ t ≤ τ1 ≤ τ2, i ∈ N.
v) If X˜(t, i) = lim
τ→∞
Xτ (t, i) then X˜(t) = (X˜(t, 1), · · · , X˜(t,N)), t ≥ 0, is the admissible minimal
positive semi-definite solution of (2).
vi) If t → Aj(t, i), t → Bj(t, i), 0 ≤ j ≤ r, t → P (t), t → L(t, i), t → M(t, i) and t → R(t, i) are
p-periodic sequences then X˜(·) is also a p-periodic sequence.
vii) If AΣ0 is not empty, then the solution X˜(·) satisfies besides (32) the following sign condition:
R11(t, i) +
r∑
k=1
BTk1(t, i)X˜(t, i)Bk1(t, i) ≤ −µIm1 (53)
for all (t, i) ∈ [0, τ + 1]×N, τ > 0, µ > 0 being a constant independent upon t, i, τ .
Proof 4.5 i) Let us assume that I(τ) = {t0, t0 + 1, ..., τ + 1} with t0 ≥ 1. Based on (162) and
(163) it follows that R(t0 − 1, i) + Π3(t0 − 1)[Xτ (t0)](i) are invertible. Hence, Xτ (t0 − 1) =
(Xτ (t0 − 1, 1), ...,Xτ (t0 − 1, N)) is well defined by (2) written for t = t0 − 1. In this way,
we have shown that t0 − 1 ∈ I(τ). thus one obtains inductively that Xτ (t) is well defined for
0 ≤ t ≤ τ + 1.
ii) It follows immediately from Theorem 4.2.
iii) It follows directly from(162) and(163) written for t0 = t+ 1, t = 0, 1, ..., τ .
iv) The proof of 0 ≤ Xτ1(t, i) ≤ Xτ2(t, i) is a direct consequence of the Comparison Theorem
(Theorem 4.2). The existence of µ > 0 follows from Lemma C.3. (i) and the boundedness
property of X˜KW(·).
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v) The existence of the limit X˜(t, i) = lim
τ→∞
Xτ (t, i) follows from iv) above. The minimality and
admissibility properties are direct consequences of assertion ii) and iii).
vi) The periodicity property can be proved using the same steps as in in the proof of Theorem 1
from [2].
vii) The result follows from Lemma C.3. i) and (44).

Let us now introduce the following auxiliary system:{
x(t+ 1) = Aˇ0(t, θt)x(t) +
∑r
j=1wj(t)Aˇj(t, θt)x(t)
y(t) = Cˇ(t, θt)x(t)
(54)
where
Aˇj(t, i) = Aj(t, i)−Bj2(t, i)R
−1
22 (t, i)L
T
2 (t, i), 0 ≤ j ≤ r (55)
and Cˇ(t, i) are obtained from the factorization M(t, i)−L2(t, i)R
−1
22 (t, i)L
T
2 (t, i) = Cˇ
T (t, i)Cˇ(t, i), for
all i ∈ N, t ≥ 0.
The main result of this section is given as follows:
Theorem 4.6 Assume that:
a) the assumptions H1)-H4) are fulfilled;
b) the set AΣ is not empty;
c) there exists an initial distribution π˜0 such that for the Markov chain ({θ˜t}t≥0, {Pt}t≥0,N) (with
initial distribution π˜0), there exists δ > 0 such that:
π˜t(i) = P{θ˜t = i} ≥ δ, t ≥ 0, i ∈ N.
d) the auxiliary system (54) is stochastically detectable:
then:
i) X˜(·) defined in v) from Proposition 4.4 coincides with the unique admissible stabilizing solution
Xs(·) of (2).
ii) If AΣ0 is not empty, then the solution X˜(·) satisfies (32) together with the sign condition (53).
In order to prove the above assertions, we need first to prove some auxiliary results.
Lemma 4.7 Assume that the assumptions of Theorem 4.6 hold. If X(·) is a bounded on Z+ positive
semi-definite solution of (2) then the system:
x(t+ 1) = [A0(t, θt) +B02(t, θt)V
−1
22 (t, θt)V2(t, θt)F (t, θt)+
+
r∑
k=1
wk(t)(Ak(t, θt) +Bk2(t, θt)V
−1
22 (t, θt)V2(t, θt)F (t, θt))]x(t) (56)
is ESMS, where F (t, i) is defined as in (10) with Xs(·) being replaced by X(·) and V2(t, θt) =[
V21(t, θt) V22(t, θt)
]
, Vjk(t, θt) = Vjk(t)[X(t+ 1)](θt) introduced in Remark 4.3.
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Proof 4.8 Using Lemma A.1. in Appendix A with:{
Γ1(t, i) = 0
Γ2(t, i) = F2(t, i) + V
−1
22 (t, i)V21(t, i)F1(t, i)
; (t, i) ∈ Z+ ×N (57)
one shows that the Riccati difference equation (2) can be rewritten as:
X(t, i) =
r∑
k=0
(Ak(t, i) +Bk2(t, i)Γ2(t, i))
TΞ(t)[X(t+ 1)](i) ⋆+MΓ(t, i)
− F T1 (t, i)
[
I −V T21(t, i)V
−1
22 (t, i)
]
[R(t, i) + Π3(t)[X(t+ 1)](i)]
[
I
−V −122 (t, i)V21(t, i)
]
F1(t, i)
(58)
for (t, i) ∈ Z+ ×N. After some algebraic manipulations, one shows that (58) can be rewritten as:
X(t, i) =
r∑
k=0
(Ak(t, i) +B2k(t, i)Γ2(t, i))
TΞ(t)[X(t+ 1)](i) ⋆+
+ F T1 (t, i)V
T
11(t, i)V11(t, i)F1(t, i) + Cˇ
T (t, i)Cˇ(t, i)+
+
[
L2(t, i) + Γ
T
2 (t, i)R22(t, i)
]
R−122 (t, i)⋆ (59)
(t, i) ∈ Z+ × N. Let V(t, i) = x
T (t)X˜(t, i)x(t) where x(t) = x(t, t0, x0) is the solution of (56) with
x(t0) = x0. Using conditional expectation properties, one can show that:
τ∑
t=t0
E
[
V(t+ 1, θt+1)− V(t, θt)
∣∣∣θt0 = i] = E [V(τ + 1, θτ+1)∣∣∣θt0 = i]− xT0 X˜(t0, i)x0
= −
τ∑
t=t0
E
[∣∣∣V11(t, θt)F1(t, θt)x(t)∣∣∣2 + ∣∣∣Cˇ(t, θt)x(t)∣∣∣2 + ∣∣∣R− 1222 (t, θt)L¯(t, θt)x(t)∣∣∣2∣∣∣θt0 = i
]
(60)
for all τ ≥ t0, where L¯(t, θt) = L2(t, θt) + Γ
T
2 (t, θt)R22(t, θt).
Since X˜(·) is a semi-positive bounded solution we deduce that:
∞∑
t=t0
E
[∣∣∣Cˇ(t, θt)x(t)∣∣∣2 + ∣∣∣R− 1222 (t, θt)L¯(t, θt)x(t)∣∣∣2∣∣∣θt0 = i
]
≤ c|x0|
2 (61)
for some positive constant c > 0.
It follows from the detectability assumption that there exist gain matrices H(·) : Z+ → M
N
n,p such
that:
x(t+ 1) =
(
Aˇ0(t, θt) +H(t, θt)Cˇ(t, θt)
)
x(t) +
r∑
k=1
wk(t)Aˇk(t, θt)x(t) (62)
is ESMS. Note also that (56) can be rewritten as:
x(t+ 1) =
(
Aˇ0(t, θt) +H(t, θt)Cˇ(t, θt)
)
x(t) + f0(t, θt) +
r∑
k=1
wk(t)
(
Aˇk(t, θt)x(t) + fk(t, θt)
)
(63)
where: {
f0(t, i) = −H(t, i)Cˇ(t, i)x(t) +B02(t, i)R
−1
22 (t, i)L¯
T (t, i)x(t)
fk(t, i) = Bk2(t, i)R
−1
22 (t, i)L¯
T (t, i)x(t)
(64)
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(t, i) ∈ Z+ ×N. Hence reasoning as in the proof of Corollary 3.9 in [6] one deduces that there exist
a positive constant ν not depending upon (t, x0, i) ∈ Z+ × R
n ×N such that:
∞∑
t=t0
E
[
|x(t)|2|θt0 = i
]
≤ ν|x0|
2 (65)
for all (t, x0, i) ∈ Z+ ×R
n ×N. Using the implication ii)→ i) from Theorem 3.2 in [8], one obtains
that system (56) is ESMS-CI. Using Theorem 3.6 from [6] one shows that under assumption c)
from the statement of Theorem 4.6 from above, that the stability notions ESMS-CI and ESMS are
equivalent. This ends the proof. 
Remark 4.5 In Lemma 4.7, if one stresses the assumption c) from the statement of Theorem 4.6
then we can still prove that system (56) is ESMS. This is because, under the considered assumptions,
ESMS-CI implies ESMS (please see Theorem 3.3 from [6]) .
Lemma 4.9 Assume that the assumptions a)- c) from Theorem 4.6 are fulfilled. Let X˜(t, i) =
lim
τ→∞
Xτ (t, i), (t, i) ∈ Z+×N and F˜ (t, i) is defined as in (10) with Xs(·) being replaced by X˜(·). Then
there exists c > 0 not depending upon t0, such that:
E
[
∞∑
t=t0
Φ˜T (t, t0)F˜
T
1 (t, θt)F˜1(t, θt)Φ˜(t, t0)
∣∣∣θ(t0) = i
]
≤ cIn, i ∈ N (66)
where Φ˜(t, t0) is the fundamental random matrix solution of the system:
x(t+ 1) =
[
A0(t, θt) +B0(t, θt)F˜ (t, θt) +
r∑
k=1
wk(t)
(
Ak(t, θt) +Bk(t, θt)F˜ (t, θt)
)]
x(t). (67)
Proof 4.10 We shall show that for each i ∈ N we have:
sup
{∣∣∣E
[
T∑
t=t0
Φ˜T (t, t0)F˜
T
1 (t, θt)F˜1(t, θt)Φ˜(t, t0)
∣∣∣θ(t0) = i
] ∣∣∣ : t0 ≥ 0, T > t0
}
<∞. (68)
Assume by contrary that there exists i0 ∈ N such that the supremum in (68) is not finite. Hence,
following step by step the reasoning in the proof of Lemma 3 from [9] one shows that there exist
sequences τk, tk, τk > tk and k0 ≥ 1 such that:
E
[
τk∑
t=tk
|F τk1 (t, θt)x˜τk(t)|
2
∣∣∣θtk = i
]
≥ k, i ∈ N (69)
for every k ≥ k0, F
τk
1 (t, θt) being defined as in (147) and x˜τk(t) = Φ
τk(t, tk)xk, t ∈ [tk, τk] where
Φτk(t, tk) is the fundamental random matrix solution of the system:
x(t+ 1) =
[
A0(t, θt) +B0(t, θt)Fτk (t, θt) +
r∑
k=1
wk(t) (Ak(t, θt) +Bk(t, θt)Fτk (t, θt))
]
x(t) (70)
and xk ∈ R
n, |xk| = 1. This leads to:
E
[
τk∑
t=tk
|F τk1 (t, θt)x˜τk(t)|
2
]
≥ πtk(i)k, i ∈ N. (71)
The condition (71) written for the initial distribution π˜0 yields (using assumption c) from the state-
ment of Theorem 4.6):
E
[
τk∑
t=tk
|F τk1 (t, θ˜t)x˜τk(t)|
2
]
≥ δk, i ∈ N. (72)
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Let u˜τk1 (t) = F
τk
1 (t, θ˜t)x˜τk(t), t ∈ [tk, τk], hence it follows from Lemma C.1. ii) that:
N∑
i=1
πtk(i)x
T
kXτk(tk, i)xk ≤
N∑
i=1
πtk(i)J (tk, τk, xk, i, u˜
τk
1 , u2) (73)
for all k ≥ k0, i ∈ N and u2 ∈ ℓ
2
H˜
{tk, τk;R
m2}. Let (K(·),W(·)) ∈ AΣ be arbitrary but fixed and let
uk2 be defined by u
k
2(t) = K(t, θt)χk(t) +W (t, θt)u˜
τk
1 (t) where χk(t), tk ≤ t ≤ τk is the solution of the
following IVP: 

χk(t+ 1) = [A0K(t, θt) +
∑r
k=1wk(t)AkK(t, θt)]χk(t)+
+ [B0W(t, θt) +
∑r
k=1wk(t)BkW(t, θt)] u˜
τk
1 (t)
χk(tk) = xk.
(74)
It follows from Proposition B.4. that:
N∑
i=1
πtk(i)J (tk, τk, xk, i, u˜
τk
1 , u
k
2) ≤ α0 − α1E
[
τk∑
t=tk
|u˜τk1 (t)|
2
]
(75)
for some positive constants α0 and α1 which do not depend upon k. We deduce from the above
developments that:
N∑
i=1
πtk(i)x
T
kXτk(tk, i)xk < 0 (76)
if δk > max{δk0,
α0
α1
}. But (76) is in contradiction with the result given in Lemma C.3. Thus we
have obtained that (66) is true for the Markov chain ({θ˜t}t≥0, {Pt}t≥0,N), that is:
∞∑
t=t0
E[ ˜˜ΦT (t, t0)F˜
T
1 (t, θ˜t)F˜1(t, θ˜t)
˜˜Φ(t, t0)|θ˜t0 = i] ≤ cIn (77)
for all t0 ∈ Z+, i ∈ N, where
˜˜Φ(t, t0) is the fundamental random matrix solution of the system
obtained from (67) written for θ˜t instead of θt.
On the other hand from the representation theorem (Theorem 3.1 in [6]) and Remark 3.2 from [6]
we deduce that
E[ ˜˜ΦT (t, t0)F˜
T
1 (t, θ˜t)F˜1(t, θ˜t)
˜˜Φ(t, t0)|θ˜t0 = i] =
T∗
F˜
(t, t0)[H(t)](i) = E[Φ˜
T (t, t0)F˜
T
1 (t, θt)F˜1(t, θt)Φ˜(t, t0)|θt0 = i] (78)
for all t ≥ t0 ≥ 0, i ∈ N and for arbitrary Markov chain ({θt}t≥0, {Pt}t≥0,N), where T
∗
F˜
(t, t0) is the
adjoint operator of the linear evolution operator on SNn defined by the discrete time linear equation (9)
written for F˜ (t, i) instead of Fs(t, i) and H(t) = (H(t, 1), · · · ,H(t,N)) with H(t, i) = F˜
T
1 (t, i)F˜1(t, i).
Now (77) and (78) alow us to conclude that (66) holds for any Markov chain ({θt}t≥0, {Pt}t≥0,N).
Thus the proof is complete. 
Remark 4.6 In [6] the representation formula (3.4) is proved for H(θt) and not for H(t, θt). One
can show that an equality of type (3.4) from [6] takes place also when H(i) is replaced by H(t, i), t ≥
t0, i ∈ N. Indeed we chose t1 ≥ t0 arbitrary but fixed. Applying (3.4) from [6] we obtain
E[Φ˜T (t, t0)H(t1, θt)Φ˜(t, t0)|θt0 = i] = T
∗
F˜
(t, t0)[H(t1)](i) (79)
for all t ≥ t0, i ∈ N. Particularly, (79) is also true for t = t1 which leads to the desired equality.
Proof of Theorem 4.6
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i) Let X˜(t, i) = lim
τ→∞
Xτ (t, i), (t, i) ∈ Z+ × N. It follows from Proposition 4.4 that X˜(·) is a
bounded on Z+ positive semi-definite solution of equation (2). Let us now show that X˜(·) is a
stabilizing solution of (2). First note that the system:
x(t+ 1) =
[
A0(t, θt) +B0(t, θt)F˜ (t, θt)
]
x(t) +
r∑
k=1
wk(t)
[
Ak(t, θt) +Bk(t, θt)F˜ (t, θt)
]
x(t)
(80)
(where F˜ (t, i) is defined as in (10) with Xs(·) being replaced by X˜(·)) can be rewritten as:
x(t+ 1) = Aˆ0(t, θt)x(t) + g0(t, θt) +
r∑
k=1
wk(t)
(
Aˆk(t, θt)x(t) + gk(t, θt)
)
(81)
where:{
Aˆj(t, θt) = Aj(t, θt) +Bj2(t, θt)V
−1
22 (t, θt)V2(t, θt)F˜ (t, θt)
gj(t, θt) =
[
Bj1(t, θt)−Bj2(t, θt)V
−1
22 (t, θt)V21(t, θt)
]
F˜1(t, θt)x(t)
; 0 ≤ j ≤ r. (82)
It follows from Lemma 4.9 that E
[∑∞
t=t0
|gj(t, θt)|
2
∣∣∣θt0 = i] ≤ cj |x0|2. Hence using the same
reasoning as in the proof of Lemma 4.7 one shows that X˜(·) is a stabilizing solution of (2). The
unicity of X˜(·) follows from Theorem 3.4.
ii) The proof is the same as for the proof of point vii) in Proposition 4.4.
This ends the proof. 
Remark 4.7 i) The condition that AΣ is not empty is also necessary. Indeed, one can prove that
if the Riccati equation (GRDE) has a positive semidefinite and stabilizing solution, then the set
AΣ is not empty. To this end, one can takes K˜(t, i) and W˜ (t, i) as defined in (105)-(106) and
prove that (K˜(t, i), W˜ (t, i)) ∈ AΣ.
ii) The stochastic detectability of the auxiliary system (54) may be tested by the solvability of a
set of LMIs conditions (The reader can refer to [6] for example). This shows, in addition with
remark 4.4 i), the numerical tractability of the proposed set of existence conditions thanks to
the LMI formalism.
5 A zero-sum stochastic LQ difference game
In this section, we show the relation between the bounded and stabilizing solution of GDTRE (2) and
the design of the feedback gains of an equilibrium strategy in the case of a zero-sum stochastic LQ
difference game on infinite time horizon described by a controlled system of type (5) and a quadratic
performance criterion of type (6).
Let us first rewrite (5) and (6) according to the partition u =
(
uT1 u
T
2
)T
of the input u. Thus we
obtain: 

x(t+ 1) = A0(t, θt)x(t) +B01(t, θt)u1(t) +B02(t, θt)u2(t)
+
∑r
k=1 [Ak(t, θt)x(t) +Bk1(t, θt)u1(t) +Bk2(t, θt)u2(t)]wk(t)
x(t0) = x0
(83)
J (x0, u1(·), u2(·)) = E

 ∞∑
t0

 xu(t)u1(t)
u2(t)



 M(t, θt) L1(t, θt) L2(t, θt)⋆ R11(t, θt) R12(t, θt)
⋆ ⋆ R22(t, θt)

 ⋆

 (84)
In game theory terminology, the inputs uk : Z+ → R
mk are usually called strategies available for
player k, k = 1, 2. These are functions with the property that
(
uT1 (·) u
T
2 (·)
)T
are in a subset
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of Uad. Such a subset of Uad will be called the set of admissible strategies. The shape of this set
depends on the type of available informations for player k in order to compute the value of uk(t). In
this section, we shall consider two different types of admissible strategies. Before detailing these two
different strategies, we give here for the reader convenience a definition of an equilibrium strategy of
the zero-sum difference game described above.
Definition 5.1 An admissible strategy (u˜1(·), u˜2(·)) is named equilibrium strategy of the zero-sum
differential game described by the controlled system (83) and the performance criterion (84) if:
J (x0, u1(·), u˜2(·)) ≤ J (x0, u˜1(·), u˜2(·)) ≤ J (x0, u˜1(·), u2(·)) (85)
for all u1(·), u2(·) with the property that (u˜1(·), u2(·)) and (u1(·), u˜2(·)) are admissible strategies.
Roughly speaking, from (85) one sees that the aim of player 1 is to maximize the performance
J (x0, ·, ·) while the goal of player 2 is to minimize the value of J (x0, ·, ·).
5.1 The full state-feedback case
In this case, the admissible strategies are constructed in a linear state-feedback form as follows:
uk(t) = Fk(t, θt)x(t), k = 1, 2. (86)
We denote Fad the set of the pairs (F1(·), F2(·)) where Fk(·) = (Fk(·, 1), · · · , Fk(·, N)) with t →
Fk(t, i) : Z+ → R
mk×n are bounded and matrix valued sequences with the property that the closed-
loop system: {
x(t+ 1) = [A0(t, θt) +B01(t, θt)F1(t, θt) +B02(t, θt)F2(t, θt)]x(t)
+
∑r
k=1wk(t) [Ak(t, θt) +Bk1(t, θt)F1(t, θt) +Bk2(t, θt)F2(t, θt)] x(t)
(87)
is ESMS. In order to implement a strategy of the form (86), we assume that each player has access
to the current Markov state θt and the current system state x(t). One can easily verify that the
strategies of type (86) lie in Uad.
Remark 5.1 Obviously, there exists a one to one correspondence between the strategies (86) and
the set of feedback gains Fad. Hence, in the rest of this subsection we shall denote J (x0,F1(·),F2(·))
instead of J (x0, u1(·), u2(·)). In this case, we shall say that (u˜1(·), u˜2(·)) is an equilibrium strategy
(or equivalently, the pair of feedback gains (F˜1(·), F˜2(·)) provide an equilibrium strategy) if:
J (x0,F1(·), F˜2(·)) ≤ J (x0, F˜1(·), F˜2(·)) ≤ J (x0, F˜1(·),F2(·)) (88)
for arbitrary (F1(·), F2(·)) with the property that (F1(·), F˜2(·)) and (F˜1(·), F2(·)) lie in Fad.
Theorem 5.1 Assume that:
a) Assumptions H1), H2) and H3) a) are fulfilled;
b) The GDTRE (2) associated to the system (83) and the quadratic functional (84) admits a
bounded and stabilizing solution X˜(·) satisfying the sign conditions:
R11(t, X˜(t+ 1), i) , R11(t, i) +
r∑
k=0
BTk1(t, i)Ξ(t)[X˜(t+ 1)](i)Bk1(t, i) ≤ −µ1Im1 < 0 (89)
and
R22(t, X˜(t+ 1), i) , R22(t, i) +
r∑
k=0
BTk2(t, i)Ξ(t)[X˜(t+ 1)](i)Bk2(t, i) ≥ µ2Im2 > 0 (90)
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for all (t, i) ∈ Z+ ×N. Let F˜k(t, i) be defined as:

F˜1(t, i) =
(
Im1 0
)
F˜ (t, i),
F˜2(t, i) =
(
0 Im2
)
F˜ (t, i)
(91)
F˜ (t, i) being computed via (10) (where Xs(·) is replaced by X˜(·)). Consider the strategies:
u˜k(t) , F˜k(t, θt)x(t), t ≥ 0, k = 1, 2. (92)
Under the considered assumptions (u˜1(·), u˜2(·)) is an equilibrium strategy for the zero-sum LQ dif-
ferential game described by the controlled system (83), the quadratic functional (84) and the class of
admissible strategies in the form of state-feedback as in (86).
Proof 5.2 First, by using some standard arguments one can shows that under the considered as-
sumptions one obtains:
J (x0, u1(·), u2(·)) = x
T
0 E
[
X˜(t0, θt0)
]
x0 + E
[
∞∑
t=t0
(
u1(t)− F˜1(t, θt)x(t)
u2(t)− F˜2(t, θt)x(t)
)T
R(t, X˜(t+ 1), θt)⋆
]
(93)
for all u(·) = (u1(·), u2(·)) ∈ Uad and ∀x0 ∈ R
n. Note also that (F˜1(·), F˜2(·)) lies in Fad. Indeed,
(F˜1(·), F˜2(·)) being associated to the stabilizing solution X˜(·), the result follows from Remark 2.3 and
Theorem 3.3 in [6]. From (93) one obtains that:
J (x0, F˜1(·), F˜2(·)) = x
T
0 E[X˜(t0, θt0)]x0. (94)
Let Fk(·) be arbitrary with the property that (F1(·), F˜2(·)) and (F˜1(·), F2(·)) belong to Fad.
We take: {
u1(t) = F1(t, θt)xˆ(t)
u2(t) = F˜2(t, θt)xˆ(t)
(95)
where xˆ(t), t ≥ 0 is the solution of the system of type (87) written for F2(t, θt) replaced by F˜2(t, θt).
We obtain via (93) that:
J (x0,F1(·), F˜2(·)) = x
T
0 E[X˜(t0, θt0)]x0+E
[
∞∑
t=t0
xˆ(t)
(
F1(t, θt)− F˜1(t, θt)
)T
R11(t, X˜(t+ 1), θt) ⋆ xˆ(t)
]
.
(96)
From (89), (94) and (96) we deduce that J (x0,F1(·), F˜2(·)) ≤ J (x0, F˜1(·), F˜2(·)), for all F1(·) such
that (F1(·), F˜2(·)) ∈ Fad. Further, we take:{
u1(t) = F˜1(t, θt)xˇ(t)
u2(t) = F2(t, θt)xˇ(t)
(97)
where xˇ(t), t ≥ 0 is the solution of the system of type (87) written for F1(t, θt) replaced by F˜1(t, θt).
We obtain via (93) that:
J (x0, F˜1(·),F2(·)) = x
T
0 E[X˜(t0, θt0)]x0+E
[
∞∑
t=t0
xˇ(t)
(
F2(t, θt)− F˜2(t, θt)
)T
R22(t, X˜(t+ 1), θt) ⋆ xˇ(t)
]
.
(98)
From (90), (94) and (98) we obtain that J (x0, F˜1(·), F˜2(·)) ≤ J (x0, F˜1(·),F2(·)), for all x0 ∈ R
n and
F2(·) such that (F˜1(·), F2(·)) ∈ Fad. Hence, (F˜1(·), F˜2(·)) provides an equilibrium strategy via (92).
Thus the proof is complete. 
Remark 5.2 Note that conditions for the existence of a bounded and stabilizing solution X˜(·) of
GDTRE (2) satisfying the sign conditions (89) and (90) are given by Theorem 4.6.
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5.2 The full information feedback case
We consider here the case when the player 1 has access to the strategies u1(·) ∈ ℓ
2
H˜
{0,∞;Rm1}, while
the player 2 has access to the strategies of the form:
u2(t, u1(·)) = ϕ(t, x(t), u1(t), θt), t ≥ t0 (99)
where the functions (t, x, u1)→ ϕ(t, x, u1, i) have the properties:
α) ϕ(t, 0, 0, i) = 0, ∀t ∈ Z+, i ∈ N;
β) There exists λ > 0 not depending upon (t, x, u1) such that |ϕ(t, x
′, u′1, i) − ϕ(t, x
′′, u′′1 , i)| ≤
λ (|x′ − x′′|+ |u′1 − u
′′
1|), ∀x
′, x′′ ∈ Rn, u′1, u
′′
1 ∈ R
m1 , t ∈ Z+, i ∈ N.
γ) The solutions of the closed-loop system:
x(t+ 1) = [A0(t, θt)x(t) +B01(t, θt)u1(t) +B02(t, θt)ϕ(t, x(t), u1(t), θt)] dt
+
r∑
k=1
wk(t) [Ak(t, θt)x(t) +Bk1(t, θt)u1(t) +Bk2(t, θt)ϕ(t, x(t), u1(t), θt)] (100)
lie in ℓ2
H˜
{0,∞;Rn} and additionally lim
t→∞
E
[
|xu1(t)|
2
]
= 0, ∀u1(·) ∈ ℓ
2
H˜
{0,∞;Rm1}, x0 ∈ R
n.
We denote ˜˜Uad the set of the strategies of the form (u1(·), u2(·, u1(·))) where u1(·) ∈ ℓ
2
H˜
{0,∞;Rm1}
and u2(·, u1(·)) is of type (99).
Definition 5.2 We say that (˜˜u1(·), ˜˜u2(·, ˜˜u1(·))) ∈
˜˜Uad is an equilibrium strategy with respect to the
class of admissible strategies ˜˜Uad if:
J (x0, u1(·), ˜˜u2(·, u1(·))) ≤ J (x0, ˜˜u1(·), ˜˜u2(·, ˜˜u1(·))) ≤ J (x0, ˜˜u1(·), u2(·, ˜˜u1(·))) (101)
∀u1 ∈ ℓ
2
H˜
{0,∞;Rm1 } and u2(·, u1(·)) with the property that (u1(·),
˜˜u2(·, u1(·))) and (˜˜u1(·), u2(·, ˜˜u1(·)))
are in ˜˜Uad.
One can see that the strategies of the form:
u2(t, u1(·)) = K(t, θt)x(t) +W (t, θt)u1(t) (102)
are of type (99) if t → K(t, i) : Z+ → R
m2×n, t → W (t, i) : Z+ → R
m2×m1 are bounded matrix
valued sequences with the property that the linear system of type (40) is ESMS.
Following similar arguments as in the proof of Lemma 5.2 one can states the following Lemma which
will be used in the derivation of the main result of this section.
Lemma 5.3 Assume that the assumptions in Lemma 5.2 are fulfilled. Let X˜(·) : Z+ → S
N
n be
the bounded and stabilizing solution of the GDTRE (2) and F˜ (t, i) be the corresponding stabilizing
feedback gain computed via (10). We set:
˜˜uk(t) = F˜k(t, θt)x˜(t), k = 1, 2 (103)
x˜(t), t ≥ t0 being the solution of the closed-loop system
x(t+ 1) =
[
A0(t, θt) +B0(t, θt)F˜ (t, θt)
]
x(t)
+
r∑
k=1
wk(t)
[
Ak(t, ηt) +Bk(t, ηt)F˜ (t, θt)
]
x(t) (104)
satisfying x˜(t0) = x0 ∈ R
n. Under these conditions the following hold:
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i) J (x0, u1(·), u2(·)) = x
T
0 E
[
X˜(t0, θ0)
]
x0+J (0, u1(·)− u˜1(·), u2(·)− u˜2(·)), ∀uk ∈ ℓ
2
H˜
{0,∞;Rmk}
with the property that (u1(·), u2(·)) ∈ Uad.
ii) xT0 E
[
X˜(t0, θ0)
]
x0 ≤ J (x0, ˜˜u1(·), u2(·)), ∀ u2 ∈ ℓ
2
H˜
{0,∞;Rm2} with the property that (˜˜u1(·), u2(·)) ∈
Uad.
The next result provides an equilibrium strategy of the zero-sum LQ differential game described by
the system (83), the quadratic functional (84) and the class of admissible strategies ˜˜Uad.
Theorem 5.4 Assume that the assumptions of Theorem 4.6 are fulfilled. Let X˜(·) be the unique
bounded and stabilizing solution of the GDTRE (2). Consider F˜ (t, i) being the corresponding stabi-
lizing feedback gain computed as in (10). We set:
{
K˜(t, i) , V˜−122 (t, i)
(
V˜21(t, i) V˜22(t, i)
)
F˜ (t, i)
W˜ (t, i) , −V˜−122 (t, i)V˜21(t, i)
(105)
where: 

V˜21(t, i) = V˜
−1
22 (t, i)
(
R12(t, i) + Π312(t)[X˜(t)](i)
)T
V˜22(t, i) =
(
R22(t, i) + Π322(t)[X˜(t)](i)
) 1
2
(106)
Let ˜˜u2(·, u1(·)) be defined by:
˜˜u2(t, u1(t)) = K˜(t, θt)xu1(t) + W˜ (t, θt)u1(t) (107)
xu1(t) being the solution of the initial value problem of type (35) written for K(t, θt) replaced by
K˜(t, θt) and W (t, θt) replaced by W˜ (t, θt). Under these conditions the following hold:
i) for each u1(·) ∈ ℓ
2
H˜
{0,∞;Rm1}, (u1(·), ˜˜u2(·, u1(·))) lies in
˜˜Uad;
ii) if ˜˜u1(·) is given by (103) for k = 1, then (˜˜u1(·), ˜˜u2(·, ˜˜u1(·))) is an equilibrium strategy of the
zero-sum LQ difference game described by (83), (84) and the class of admissible strategies ˜˜Uad.
Proof 5.5 i) By plugging (107) in (83) one obtains:
x(t+ 1) =
[
(A0(t, θt) +B02(t, θt)K˜(t, θt))x(t) + (B01(t, θt) +B02(t, θt)W˜ (t, θt))u1(t)
]
+
r∑
k=1
wk(t)
[
(Ak(t, θt) +Bk2(t, θt)K˜(t, θt))x(t) + (Bk1(t, θt) +Bk2(t, θt)W˜ (t, θt))u1(t)
]
(108)
Hence, it follows from Lemma 5.7 that the autonomous system associated to (108) is ESMS.
Following similar steps as in the proof of Theorem 3.2 from [8] in the case of the system (108),
we deduce that for each u1(·) ∈ ℓ
2
H˜
{0,∞;Rm1}, the solution xu1(·) of the system (108) are in
ℓ2
H˜
{0,∞;Rn} and lim
t→∞
E
[
|xu1(t)|
2
]
= 0, ∀i ∈ N. Therefore (u1(·), ˜˜u2(·, u1(·))) ∈
˜˜Uad for all
u1(·) ∈ ℓ
2
H˜
{0,∞;Rm1}, that means that assertion i) is proved.
ii) Under the considered assumptions, it follows from the definition of the stabilizing feedback
gains F˜ (·, ·) that the system (104) is ESMS. Hence, if ˜˜u1(t) = F˜1(t, θt)x˜(t), then ˜˜u1(·) ∈
ℓ2
H˜
{0,∞;Rm1}. From (105) and (107) one obtains that ˜˜u2(t, ˜˜u1(t)) = F˜2(t, θt)x˜(t), ∀t ∈ Z+.
Also, from (93) together with the uniqueness of the solution of an initial value problem, we
obtain that:
J (x0, ˜˜u1(·), ˜˜u2(·)) = x
T
0 E[X˜(t0, θt0)]x0 (109)
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∀x0 ∈ R
n. On the other hand, employing the factorization (106) and:

 V˜11(t, i) =
(
−R♯22(t, X˜(t, i)
) 1
2
R
♯
22(t, X˜(t, i)) =
(
R11(t, i) + Π311(t)[X˜(t+ 1)](i)
)
− V˜T21(t, i)× V˜21(t, i)
(110)
one can rewrite (93) in the form:
J (x0, u1(·), u2(·)) = x
T
0 E[X˜(t0, θt0)]x0
+ E
[ ∞∑
t=t0
(
|V˜21(t, θt)(u1(t)− F1(t, θt)xu(t)) + V˜22(t, θt)(u2(t)− F2(t, θt)xu(t))|
2
− |V˜11(t, θt)(u1(t)− F1(t, θt)xu(t))|
2
)]
. (111)
Since in the case when ˜˜u2(t) = u2(t, u1(t)), t ∈ Z+ the solution xu(t) of (83) coincides with the
solution of xu1(t) of the system (108), we obtain from (111) that:
J (x0, u1(·), ˜˜u2(·, u1(·))) = x
T
0 E[X˜(t0, θt0)]x0−E
[ ∞∑
t=t0
|V˜11(t, θt)(u1(t)−F1(t, θt)xu(t))|
2
]
(112)
for all u1(·) ∈ ℓ
2
H˜
{0,∞;Rm1}. From (109) and (112) together with ˜˜u2(t) = ˜˜u2(t, ˜˜u1(t)) we
obtain that: J (x0, u1(·), ˜˜u2(·, u1(·))) ≤ J (x0, ˜˜u1(·), ˜˜u2(·, ˜˜u1(·))), for all u1(·) ∈ ℓ
2
H˜
{0,∞;Rm1}
which confirms the validity of the first inequality from (101).
On the other hand, from Lemma 6.2 ii) we obtain that
J (x0, ˜˜u1(·), ˜˜u2(·, ˜˜u1(·))) ≤ J (x0, ˜˜u1(·), u2(·, ˜˜u1(·))) ∀u2(·, ˜˜u1(·)) = ϕ(t, x(t), ˜˜u1(t), θt) which con-
firms the validity of the second inequality from (101). Thus the proof is complete. 
Appendix A.
Lemma A.1. If Γ(t, i) =
(
Γ1(t, i)
Γ2(t, i)
)
, t ∈ Z+ are gain matrices such that Γj(t, i) ∈ R
mj×n, j = 1, 2,
then the Riccati difference equation (2) solved by X(·), may be rewritten in the form:
X(t, i) = L∗Γ(t)[X(t+ 1)](i) +MΓ(t, i)− (Γ(t, i) − F (t, i))
T (R(t, i) + Π3(t)[X(t)](i)) ⋆
where:
MΓ(t, i) =
(
In Γ
T (t, i)
)
M(t, i)⋆ (113)
F (t, i) = − (R(t, i) + Π3(t)[X(t)](i))
−1 (ΠT2 (t)[X(t)](i) + LT (t, i))
and L∗Γ(t) is the adjoint of the Lyapunov type operator defined by:
LΓ(t)[X](i) =
r∑
k=0
N∑
j=1
pt(j, i)
(
Ak(t, i) +Bk(t, i)Γ(t, i)
)
X(i)
(
Ak(t, i) +Bk(t, i)Γ(t, i)
)T
, 1 ≤ i ≤ N
(114)
The proof can be done by direct calculation. The details are omitted.
Appendix B.
In this appendix, we will state and prove several preliminary results that relate the set AΣ to the
GDTRE (38) and the functional (36) respectively.
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Proposition B.1. Under the assumptions H1) a) and H4), if AΣ is not empty then for any
(K(·),W(·)) ∈ AΣ the unique bounded and stabilizing solution of the corresponding GDTRE (38)
X˜KW(·) verifies the sign conditions (31) and (32).
Proof. Let (
G11(t, i) G12(t, i)
GT12(t, i) G22(t, i)
)
be the partition of the matrix R(t, i) + Π3(t)[X˜KW(t + 1)](i) such that Gjj(t, i) ∈ Smj , j = 1, 2.
With these notations, we have that X˜KW(·) verifies the sign conditions (31) and (32) if and only if
G22(t, i) ≥ δ2Im2 and:
G11(t)− G12(t, i)G
−1
22 (t, i)G
T
12(t, i) ≤ −δ1Im1 . (115)
First, it follows from Remark 4.4 ii) that for any (K(·),W(·)) ∈ AΣ the unique bounded and stabilizing
solution of the corresponding GDTRE (38) satisfies the sign condition G22(t, i) ≥ δ2Im2 .
Furthermore, the property (41) leads to:
RW(t, i) + ΠW(t)[X˜KW(t+ 1)](i)
=
[
R12(t, i) + Π312(t)[X˜KW(t+ 1)](i) +W
T (t, i)
(
R22(t, i) + Π322(t)[X˜KW(t+ 1)](i)
)]
×
[
R22(t, i) + Π322(t)[X˜KW(t+ 1)](i)
]−1
⋆ ≤ −ε2I. (116)
We set: (
E11(t, i) E12(t, i)
ET12(t, i) E22(t, i)
)
=
(
Im1 W
T (t, i)
O Im2
) (
G11(t, i) G12(t, i)
GT12(t, i) G22(t, i)
)
⋆ (117)
One sees that (116) may be rewritten as:
E11(t, i)− E12(t, i) E
−1
22 (t, i) E12(t, i) ≤ −ε
2I (118)
for all t ∈ Z+. Using (117), one can show by direct calculations that:
E11(t, i) − E12(t, i) E
−1
22 (t, i) E12(t, i) = G11(t, i)− G12(t, i)G
−1
22 (t, i)G
T
12(t, i) (119)
Hence the proof is complete. 
Proposition B.2. Under the assumptionsH1) a),H2) andH3) a), for each (K(·),W(·)) ∈ AΣ there
exists γ = γ(K,W) > 0 such that JKW(0, 0, u1) ≤ −γE
[∑∞
t=0 |u1(t)|
2
]
for all u1 ∈ ℓ
2
H˜
{0,∞;Rm1}.
Proof. Let (K(·),W(·)) be arbitrary but fixed and let X˜KW(·) be the unique bounded and stabilizing
solution of (38).
Using conditional expectation properties and equation (38) one gets:
JKW(t0, x0, u1) = x
T
0 X˜KW(t0, i)x0
+
τ∑
t=t0
E
[(
xTu1(t) u
T
1 (t)
)( MTKW(t, θt)S−1KW(t, θt)⋆ MTKW(t, θt)
⋆ SKW(t, θt)
)
⋆
]
(120)
where: {
SKW(t, θt) = RW(t, θt) + ΠW(t)[X˜KW(t+ 1)](θt)
MTKW(t, θt) = ΠKW(t)[X˜KW(t+ 1)](θt) + LKW(t, θt).
(121)
By direct calculation, one can rewrite (120) as:
JKW(t0, x0, u1) = x
T
0 X˜KW(t0, i)x0+
+
τ∑
t=t0
E
[(
uT1 (t) + x
T
u1
(t)MTKW(t, θt)S
−1
KW(t, θt)
)
SKW(t, θt)⋆
]
(122)
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It follows from the equality above and (41) that:
JKW(0, 0, u1) ≤ 0 (123)
for every u1 ∈ ℓ
2
H˜
{0,∞;Rm1}. We will now show that:
sup{JKW(0, 0, u1);u1 ∈ ℓ
2
H˜
{0,∞;Rm1}, ‖u1‖ = 1} < 0. (124)
To this end, we will use a proof by contradiction. Assume that (124) is not true. This means that
there exists a sequence {uj1}j≥0 ⊂ ℓ
2
H˜
{0,∞;Rm1} with ‖uj1‖ = 1 and lim
j→∞
JKW(0, 0, u
j
1) = 0. It follows
from (122) and (41) that:
lim
j→∞
E
[
∞∑
t=0
|fj(t)|
2
]
= 0 (125)
where fj(t) = u
j
1(t)− F˜KW(t, θt)xuj
1
(t) with x
u
j
1
(t) being the solution of (35) determined by the input
u
j
1 and having the initial value xj(0) = 0 and:
FKW(t, i) = −S
−1
KW(t, i)MKW(t, i). (126)
Now, we rewrite the equation (35) satisfied by x
u
j
1
(·) as:
x
u
j
1
(t+ 1) =
(
A0K(t, θt) +B0W (t, θt)F˜KW(t, ηt)
)
x
u
j
1
(t) +B0W (t, θt)fj(t)
+
r∑
k=1
wk(t)
[(
AkK(t, θt) +BkW (t, θt)F˜KW(t, ηt)
)
x
u
j
1
(t) +BkW (t, θt)fj(t)
]
. (127)
By taking into account that F˜KW(·) is the stabilizing feedback gain, we obtain from Corollary 3.9 in
[6] and (125) that
lim
j→∞
E
[
∞∑
t=0
|x
u
j
1
(t)|2
]
= 0 (128)
Combining (125) and (128) we deduce that
lim
j→∞
E
[
∞∑
t=0
|uj1(t)|
2
]
= 0
This contradicts the fact that ‖uj1‖ = 1. Hence, (124) is true. Finally, the conclusion is obtained
from (124) using the equality
JKW
(
0, 0,
u1
‖u1‖
)
=
1
‖u1‖2
JKW(0, 0, u1)
for all 0 6= u1 ∈ ℓ
2
H˜
{0,∞;Rm1}. 
For each (K(·),W(·)) ∈ AΣ and τ ∈ Z+ we consider X
τ
KW(t) = (X
τ
KW(t, 1), · · · ,X
τ
KW(t,N)) the so-
lution of (38) satisfying the condition XτKW(τ + 1, i) = 0, 1 ≤ i ≤ N and IKW(τ) ⊂ [0, τ + 1] is the
maximal interval on which XτKW(·) is defined.
Proposition B.3. For all (K(·),W(·)) ∈ AΣ, the following hold:
i) IKW(τ) = [0, τ + 1], for all τ ∈ Z+.
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ii) 0 ≤ XτKW(t, i) ≤ X˜KW(t, i), for all 0 ≤ t ≤ τ + 1, i ∈ N.
iii) RW(t, i) +ΠW(t)[X
τ
KW(t+1)](i) ≤ −ξIm1 , for some positive scalar ξ, (t, i) ∈ [0, τ + 1]×N, τ ∈
Z+.
Proof. First, using Lemma A.1 (in Appendix A) applied to the Riccati equation (38) with Γ(t, i) =
F τKW(t, i), t ∈ IKW(τ), i ∈ N, where F
τ
KW(t, i) is computed as in (126) with X˜KW(t, i) replaced by
XτKW(t, i), one shows that t −→ X˜KW(t) − X
τ
KW(t) : IKW(τ) −→ S
N
n is a solution of the Lyapunov
type differential equation:
X˜KW(t)− X
τ
KW(t) =
(
LKWΓ (t)
)∗ [
X˜KW(t+ 1)− X
τ
KW(t+ 1)
]
+Hτ (t), t ∈ IKW(τ) (129)
where
(
LKWΓ (t)
)∗
is the adjoint operator of the Lyapunov type operator defined by:
LKWΓ (t)[X](i) =
r∑
k=0
N∑
j=1
pt(j, i)
(
AkK(t, i) +BkW (t, i)Γ(t, i)
)
X(i)
(
AkK(t, i) +BkW (t, i)Γ(t, i)
)T
,
(130)
1 ≤ i ≤ N , and:
Hτ (t, i) = −
(
F τKW(t, i)− F˜KW(t, i)
)(
RW(t, i) + ΠW(t)[X˜KW(t)](i)
)
⋆, t ∈ IKW(τ) (131)
It follows from (41) that Hτ (t, i) ≥ 0 for all t ∈ IKW(τ), i ∈ N.
Hence using the fact that X˜KW(τ + 1, i) − X
τ
KW(τ + 1, i) = X˜KW(τ + 1, i) ≥ 0 one can shows by
induction that:
XτKW(τ, i) ≤ X˜KW(τ, i) (132)
for all t ∈ IKW(τ), i ∈ N. Now, if one interprets equation (38) satisfied by X
τ
KW(·) as a generalized
Lyapunov equation with nonnegative free term, one obtains:
XτKW(τ, i) ≥ 0 (133)
for all t ∈ IKW(τ), i ∈ N (see Chapter 3 in [6] for further details). Hence i) is proved from (132) and
(133). Assertion ii) is a consequence of property i) and (132), (133). Assertion iii) follows from (41),
(132) and the property i). The proof is completed. 
Remark B.1. If K(·) ∈ AΣ0 and τ ∈ Z+ we consider X
τ
K(t) = (X
τ
K(t, 1), · · · ,X
τ
K(t,N)) the solution
of (38) satisfying the condition XτK(τ + 1, i) = 0, 1 ≤ i ≤ N and IK(τ) ⊂ [0, τ + 1] the maximal
interval on which XτK(·) is defined. One can specializes in a straightforward way the results obtained
in Proposition B.3 to XτK(t).
Let us now consider the following quadratic functional on finite horizon time:
JKW(t0, τ, x0, i;u1) = E
[
τ∑
t=t0
(
xu1(t)
u1(t)
)T (
MK(t, θt) LKW(t, θt)
⋆ RW(t, θt)
)
⋆
∣∣∣θt0 = i
]
(134)
0 ≤ t0 < τ , i ∈ N, x0 ∈ R
n, u1 ∈ ℓ
2
H˜
{t0, τ ;R
m1}.
Proposition B.4. Under assumptions H1), H2) and H3) a), if (K(·),W(·)) ∈ AΣ, then there exist
positive constants α0, α1 such that:
J˜KW(t0, τ, x0;u1) ≤ α0|x0|
2 − α1E
[
τ∑
t=t0
|u1(t)|
2
]
(135)
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for all τ > 0, u1 ∈ ℓ
2
H˜
{t0, τ ;R
m1}, x0 ∈ R
n, where:
J˜KW(t0, τ, x0;u1) =
N∑
i=1
πt0(i)JKW(t0, τ, x0, i;u1). (136)
Proof. Let Zτ (t) = (Zτ (t, 1), · · · , Zτ (t,N)) be the solution of the linear difference equation:
Z(t, i) = ΠK(t)[Z(t+ 1)](i) +MK(t, i) (137)
satisfying the condition Zτ (τ + 1, i) = 0, 1 ≤ i ≤ N . Since (137) is a linear difference equation it
follows that Zτ (·) is well defined for every t ≤ τ + 1. On the other hand, the system (40) being
ESMS-CI, we deduce (under H1) b)) that there exists γ > 0 (not depending upon τ, t, i) such that:
0 ≤ Zτ (t, i) ≤ γIn (138)
for all τ > 0, t ≤ τ + 1, i ∈ N. Using conditional expectation properties and invoking (137) and
(136) one gets:
J˜KW(t0, τ, x0;u1) =
N∑
i=1
πt0(i)x
T
0 Z
τ (t0, i)x0+
+
τ∑
t=t0
E
[(
xT (t;x0, u1) u
T
1 (t)
)( 0 LKW(t, θt)
⋆ RKW(t, θt)
)
⋆
]
(139)
where: {
RKW(t, θt) = RW(t, θt) + ΠW(t)[Z
τ (t+ 1)](θt)
LKW(t, θt) = ΠKW(t)[Z
τ (t+ 1)](θt) + LKW(t, θt)
(140)
for all τ > 0, u1 ∈ ℓ
2
H˜
{t0, τ ;R
m1}, x0 ∈ R
n where x(t;x0, u1) is the solution of (35) satisfying the
initial condition x(t0;x0, u1) = x0. It follows from the splitting x(t;x0, u1) = x(t;x0, 0) + x(t; 0, u1)
that:
J˜KW(t0, τ, x0;u1) =
N∑
i=1
πt0(i)x
T
0 Z
τ (t0, i)x0 + J˜KW(t0, τ, 0;u1) + 2E
[
τ∑
t=t0
x(t;x0, 0)LKW(t, θt)u1(t)
]
(141)
for all τ > 0, u1 ∈ ℓ
2
H˜
{t0, τ ;R
m1}, x0 ∈ R
n. Using Proposition B.2 one can show that there exists
ρ > 0 such that:
J˜KW(t0, τ, 0;u1) ≤ −ρE
[
τ∑
t=t0
|u1(t)|
2
]
(142)
Hence we get:
J˜KW(t0, τ, x0;u1) ≤ γ|x0|
2 − ρE
[
τ∑
t=t0
|u1(t)|
2
]
+ 2E
[
τ∑
t=t0
x(t;x0, 0)LKW(t, θt)u1(t)
]
(143)
for all τ > 0, u1 ∈ ℓ
2
H˜
{t0, τ ;R
m1}, x0 ∈ R
n. Note also that for every λ > 0 we have:
2x(t;x0, 0)LKW(t, θt)u1(t) ≤ λ|u1(t)|
2 + λ−1xT (t;x0, 0)LKW(t, θt)L
T
KW(t, θt)x(t;x0, 0). (144)
Since t → LKW(t, θt) is bounded, there exists γ1 > 0 such that 0 ≤ LKW(t, θt)L
T
KW(t, θt) ≤ γ1In for
all t ∈ Z+. It follows that:
J˜KW(t0, τ, x0;u1) ≤ γ|x0|
2 − (ρ− λ)E
[
τ∑
t=t0
|u1(t)|
2
]
+ γ1λ
−1E
[
τ∑
t=t0
|x(t;x0, 0)|
2
]
. (145)
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Because system (40) is ESMS-CI, we have that: E
[∑τ
t=t0
|x(t;x0, 0)|
2
]
≤ γ2|x0|
2 for all x0 ∈ R
n and
for some γ2 > 0 which does not depend upon x0. Hence it follows from (145) that:
J˜KW(t0, τ, x0;u1) ≤ (γ + γ1γ2λ
−1)|x0|
2 − (ρ− λ)E
[
τ∑
t=t0
|u1(t)|
2
]
(146)
for all τ > 0, u1 ∈ ℓ
2
H˜
{t0, τ ;R
m1}, x0 ∈ R
n. The proof ends by taking 0 < λ < ρ. 
Appendix C.
In this Appendix, we will state and prove several technical results that will be used in the proof
process for the existence conditions of the bounded and stabilizing solution of (2). These results rely
partly on the material given in Appendix B.
Let:

Fτ (t, i) = − (R(t, i) + Π3(t)[Xτ (t+ 1)](i))
−1 (ΠT2 (t)[Xτ (t+ 1)](i) + LT (t, i))
F τ1 (t, i) =
(
Im1 0
)
Fτ (t, i)
F τ2 (t, i) =
(
0 Im2
)
Fτ (t, i)
, t ∈ I(τ), 1 ≤ i ≤ N
(147)
Let t0 ∈ I(τ), t0 ≤ τ be fixed and xFτ (t, t0, x0) be the solution of the initial value problem (IVP):{
x(t+ 1) = [A0(t, θt) +B0(t, θt)Fτ (t, θt) +
∑r
k=1wk(t) (Ak(t, θt) +Bk(t, θt)Fτ (t, θt))] x(t)
x(t0) = x0, x0 ∈ R
n
(148)
and: {
u˜τ1(t) = F
τ
1 (t, θt)xFτ (t, t0, x0)
u˜τ2(t) = F
τ
2 (t, θt)xFτ (t, t0, x0).
(149)
Obviously u˜τ1 ∈ ℓ
2
H˜
{t0, τ ;R
m1} and u˜τ2 ∈ ℓ
2
H˜
{t0, τ ;R
m2}, t0 ∈ I(τ), t0 < τ .
If u2 ∈ ℓ
2
H˜
{t0, τ ;R
m2}, t0 ∈ I(τ), t0 < τ , xF τ
1
(t, t0, x0;u2) is the solution of the IVP:


x(t+ 1) = [A0(t, θt) +B01(t, θt)F
τ
1 (t, θt) +
∑r
k=1wk(t) (Ak(t, θt) +Bk1(t, θt)F
τ
1 (t, θt))] x(t)+
+ [B02(t, θt) +
∑r
k=1wk(t)Bk2(t, θt)] u2(t)
x(t0) = x0
(150)
with uτ1(t, u2) = F
τ
1 (t, θt)xF τ1 (t, t0, x0;u2). Obviously u
τ
1(·, u2) ∈ ℓ
2
H˜
{t0, τ ;R
m1}.
Consider the cost:
J (t0, τ, x0, i, u1, u2) =
τ∑
t=t0
E
[(
xu¯(t)
u¯(t)
)T (
M(t, θt) L(t, θt)
⋆ R(t, θt)
)
⋆
∣∣∣θt0 = i
]
(151)
t0 ∈ I(τ), t0 ≤ τ , u1 ∈ ℓ
2
H˜
{t0, τ ;R
m1} and u2 ∈ ℓ
2
H˜
{t0, τ ;R
m2}, where u¯(t) =
(
uT1 (t) u
T
2 (t)
)T
and
xu¯(t) is the solution of (5) corresponding to u1 and u2 with x(t0) = x0.
Lemma C.1. Under the assumptions H1) a), H2), H3) a) and H4), for all τ > 0, t0 ∈ I(τ),
t0 ≤ τ , x0 ∈ R
n, i ∈ N, u1 ∈ ℓ
2
H˜
{t0, τ ;R
m1} and u2 ∈ ℓ
2
H˜
{t0, τ ;R
m2} we have:
i) J (t0, τ, x0, i, u1, u2) = x
T
0Xτ (t0, i)x0 + J (t0, τ, 0, i, u1 − u˜
τ
1 , u2 − u˜
τ
2)
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ii) for all τ > 0, t0 ∈ I(τ), x0 ∈ R
n, i ∈ N and u2 ∈ ℓ
2
H˜
{t0, τ ;R
m2} we have:
xT0Xτ (t0, i)x0 ≤ J (t0, τ, x0, i, u˜
τ
1 , u2).
Proof. Let xˆu¯(t, t0, 0; u¯− ˜¯u
τ ) be the solution of the IVP:{
x(t+ 1) = [A0(t, θt) +
∑r
k=1wk(t)Ak(t, θt)] x(t) + [B0(t, θt) +
∑r
k=1wk(t)Bk(t, θt)] (u¯(t)− ˜¯u
τ (t))
x(t0) = 0
(152)
with ˜¯u
τ
(t) =
(
(u˜τ1)
T (t) (u˜τ2)
T (t)
)T
. Since xu¯(t) = xˆu¯(t)+xFτ (t) and using conditional expectation
properties together with relation (2), one obtains:
J (t0, τ, x0, i, u1, u2) = x
T
0Xτ (t0, i)x0
+
τ∑
t=t0
E
[
[(xˆu¯(t) + xFτ (t))
T (uT1 (t) u
T
2 (t))]
(
UTτ (t, θt)S
−1
τ (t, θt)⋆ U
T
τ (t, θt)
⋆ Sτ (t, θt)
)
⋆
∣∣∣θt0 = i
]
(153)
where: {
Sτ (t, θt) = R(t, θt) + Π3(t) [Xτ (t+ 1)] (θt)
UTτ (t, θt) = Π2(t)[Xτ (t+ 1))](θt) + L(t, θt).
(154)
By direct calculation, one can shows that (153) can be rewritten as follows:
J (t0, τ, x0, i, u1, u2) = x
T
0Xτ (t0, i)x0
+
τ∑
t=t0
E
[
[xˆTu¯ (t) (u¯(t)− ˜¯u
τ (t))T ]
(
UTτ (t, θt)S
−1
τ (t, θt)⋆ U
T
τ (t, θt)
⋆ Sτ (t, θt)
)
⋆
∣∣∣θ(t0) = i
]
= xT0Xτ (t0, i)x0 + J (t0, τ, 0, i, u1 − u˜
τ
1 , u2 − u˜
τ
2) (155)
hence i) is proved.
From i) it follows that J (t0, τ, x0, u˜
τ
1 , u2) = x
T
0Xτ (t0, i)x0 +J (t0, τ, 0, i, 0, u2 − u˜
τ
2). Assertion ii) fol-
lows directly from the fact that J (t0, τ, 0, i, 0, u2− u˜
τ
2) ≥ 0 (via the assumptionH4)). This completes
the proof. 
Lemma C.2. Assume:
a) The assumptions in Lemma C.1. are fulfilled.
b) AΣ is not empty.
Under these assumptions, we have:
J (t0, τ, x0, i, u1, u
KW
2 ) ≤ x
T
0X
τ
KW(t0, i)x0 (156)
for all τ > 0, t0 ∈ I(τ), x0 ∈ R
n, i ∈ N, u1 ∈ ℓ
2
H˜
{t0, τ ;R
m1} and (K(·),W(·)) ∈ AΣ.
Proof. Let xKW(t, t0, x0;u1) be the solution of the IVP:{
x(t+ 1) = [A0K(t, θt) +
∑r
k=1wk(t)AkK(t, θt)] x(t) + [B0W(t, θt) +
∑r
k=1wk(t)BkW(t, θt)] u1(t)
x(t0) = x0.
(157)
Using conditional expectation properties and equation (38) one gets:
J (t0, τ, x0, i, u1, u
KW
2 ) = x
T
0X
τ
KW(t0, i)x0
+
τ∑
t=t0
E
[[
xTKW(t) u
T
1 (t)
]( (M τKW)T (t, θt)(SτKW)−1(t, θt)⋆ (M τKW)T (t, θt)
⋆ SτKW(t, θt)
)
⋆
∣∣∣θ(t0) = i
]
(158)
30
where: {
SτKW(t, θt) = RW(t, θt) + ΠW(t)[X
τ
KW(t+ 1)](θt)
(M τKW)
T (t, θt) = ΠKW(t)[X
τ
KW(t+ 1)](θt) + LKW(t, θt).
(159)
By direct calculation, one can rewrite (158) as:
J (t0, τ, x0, i, u1, u
KW
2 ) = x
T
0X
τ
KW(t0, i)x0+
+
τ∑
t=t0
E
[(
uT1 (t) + x
T
KW(t)(M
τ
KW)
T (t, θt)(S
τ
KW)
−1(t, θt)
)
SτKW(t, θt) ⋆
∣∣∣θ(t0) = i] . (160)
The conclusion follows from Proposition B.3. iii). 
Lemma C.3. Assume that the assumptions of Lemma C.2. are fulfilled. Then for any τ > 0,
t0 ∈ I(τ), i ∈ N the following hold:
i)
0 ≤ Xτ (t0, i) ≤ X˜KW (t0, i) (161)
where X˜KW(·) is the unique bounded and stabilizing solution of the Riccati difference equation
(38).
ii)
R11(t0 − 1, i) + Π311(t0 − 1)[Xτ (t0)](i) − (R12(t0 − 1, i) + Π312(t0 − 1)[Xτ (t0)](i))×
× (R22(t0 − 1, i) + Π322(t0 − 1)[Xτ (t0)](i))
−1⋆ ≤ −ν˜1Im1 (162)
R22(t0 − 1, i) + Π322(t0 − 1)[Xτ (t0)](i) ≥ ν˜2Im2 (163)
where ν˜j > 0, j = 1, 2 are constant not depending upon t0, τ, i.
Proof. (i) First, from LemmaC.1. ii), Lemma C.2. and Proposition B.3. ii), it follows that
Xτ (t0, i) ≤ X˜KW (t0, i) for every t0 ∈ I(τ), i ∈ N. We have now to prove that Xτ (t0, i) ≥ 0 for every
t0 ∈ I(τ), i ∈ N. It follows from Xτ (t0, i) ≤ X˜KW (t0, i), (t0, i) ∈ I(τ)×N, and (41) that:
RW(t0, i) + ΠW(t0)[Xτ (t0)](i) ≤ −ξI (164)
for some positive scalar ξ, (t0, i) ∈ I(τ)×N. Note also that (164) can be rewritten as:
(
I W T (t0, i)
)
(R(t0, i) + Π3(t0)[Xτ (t0 + 1)](i)) ⋆ ≤ −ξI. (165)
Now using Lemma A.1 in Appendix A with:{
Γ1(t0, i) = 0
Γ2(t0, i) = F2(t0, i)−W (t0, i)F1(t0, i)
; (t0, i) ∈ I(τ)×N (166)
one shows that the Riccati difference equation (2) can be rewritten as:
X(t0, i) =
r∑
k=0
(Ak(t0, i) +Bk(t0, i)Γ(t0, i))
TΞ(t0)[X(t0 + 1)](i) ⋆+MΓ(t0, i)−
− F T1 (t0, i)
[
I W T (t0, i)
]
(R(t0, i) + Π3(t0)[Xτ (t0 + 1)](i))
[
I
W (t0, i)
]
F1(t0, i) (167)
for (t0, i) ∈ I(τ)×N. It follows from the parametrization in (166) that:
MΓ(t0, i) =M(t0, i) − L2(t0, i)R
−1
22 (t0, i) ⋆+
(
Γ2(t0, i) +R
−1
22 (t0, i)L
T
2 (t0, i)
)
R22(t0, i)⋆ (168)
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The conclusion follows by induction using assumption H4), (165) and (167).
(ii) From (28) and (161) it follows that
R22(t0 − 1, i) + Π322(t0 − 1)[Xτ (t0)](i) ≥ R22(t0 − 1, i) ≥ ρ2Im2
for all τ > 0, t0 ∈ I(τ), t0 ≥ 1, i ∈ N. Thus we have obtained that (163) is satisfied for ν˜2 = ρ2 > 0.
On the other hand, from (i) we deduce that
R(t0 − 1, i) + Π3(t0 − 1)[Xτ (t0)](i) ≤ R(t0 − 1, i) + Π3(t0 − 1)[X˜KW (t0)](i). (169)
Employing Corollary 2.6 from [10] in the case of the matrices from (169) together with Proposition
B.1. we obtain that (162) is satisfied with ν1 = ε
2 given in (116). 
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