ABSTRACT Considering different corpora of speech emotions available both publicly and privately with numerous factors that make them different, the premise of having features of both training and testing samples drawn from the same distribution and the parameterization of the same feature space is not applicable in most real world scenarios. Addressing this challenge via a domain adaptation method, we propose a dual exclusive attentive transfer (DEAT) for deep convolutional neural network architecture based on unsupervised domain adaptation setting. The proposed architecture adapts to an unshared attentive transfer procedure for convolutional adaptation of both source and target domain. Correlation alignment loss (CALLoss) is applied to minimize the domain shift through the alignment of the second-order statistics of the convolutional layer's attention maps in both domains. Then, for the proposed network to effectively model the shift dissimilar domains, we make the weights of the corresponding layers exclusive but related. The proposed model minimizes the classification loss of the source domain with labels and the correlation alignment loss of both convolutional and fully-connected layers collectively. We evaluate our architecture using the Interspeech 2009 Emotion Challenge FAU Aibo Emotion Corpus as target dataset and two publicly available corpora (ABC and Emo-DB) as source dataset. Our experimental results show that our domain adaptation method is superior to other state-of-the-art methods.
I. INTRODUCTION
Speech emotion recognition in affective computing has gained much recognition as a result of effectively predicting emotional states of speech automatically via different machine learning approaches. In most cases, state-of-theart speech emotion recognition methods always assume that features of both training and testing samples are drawn from the same distribution as well as using a parameterization of the same feature space. These assumptions in most real world scenarios are not applicable. Also, the signals of speech are highly dissimilar in terms of various factors in different domains. Some of these factors include types of labeling
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schemes, language types, degree of spontaneity, emotion types (e.g. elicited, acted or natural), speakers, recording conditions, and even the devices used for recording. Having realized these factors, a poor performance may result from training a classifier using a particular dataset and then testing it on a another dataset. This problem has been the focus among the speech community.
Daumé III [1] proposed an effective mechanism called Domain adaptation (DA) to resolve the aforementioned problem. The ability to learn when the training and the testing samples differ in terms of domain is called Domain Adaptation. DA considers a transfer learning task with different source and target domain distributions yet with the same task [2] . Domain adaptation is basically classified into two VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. The diagram of DEAT architecture. The layers across both streams of the model do not share their weights. The DEAT model applies a dual domain adaptation concept on an unshared AlexNet model via correlation alignment loss (CALLoss). The application of CALLoss on convolutional layer(s) (i.e. Conv5) and fully connected layer (i.e. fc8) reinforces the reduction of domain mismatch in the case of DEAT model. Moreover, the use of a weight regularizer enforces the weights of the layers to be related.
main categories, namely semi-supervised domain adaption and unsupervised domain adaptation. These two categories are based on the availability level of labeled data in the target domain. The semi-supervised domain adaptation has only few labeled data available in the target domain while the unsupervised domain adaption has no labeled data in the target domain. The non availability of labeled data in the target domain makes unsupervised domain adaptation a more challenging technique, and can resolve real world problems. So, our work is centered on unsupervised domain adaption.
Deep learning techniques in Domain Adaptation have demonstrated to be exceptionally good [3] . These methods in recent times are equipped to greatly extract and learn dominant powered non-linear and hierarchical representations of the input for different application of machine learning [4] - [8] . Also, the application of deep learning methods in domain adaptation techniques aims at reducing the discrepancy between the source and target domains by learning prevailing feature representation. Yu et al. [9] disclosed the sensitivity of deep learning techniques especially in speech recognition regarding the small perturbations as a result of the input features. The evaluation gives a positive perception of the performance of deep learning techniques in robust situations. Our work proposes an effective deep learning method to resolve the problem of mismatch in the domain distribution of both source and target datasets base on a dual exclusive attentive transfer for domain adaptation.
Base on correlation alignment for unsupervised domain adaptation proposed by Sun et al. [10] to minimize the domain shift in both source and target domains by aligning their second-order statistics and enabling end to end adaptations in a shared network, We employed the correlation alignment method in an unshared network to minimize the domain shift for speech emotions (in this case, a recently completed project) [11] . Using the unshared network scenario, we proved that the use of correlation alignment minimizes the domain shifts effectively with respect to speech emotions. The unshared network prevents the weight of corresponding layers to be shared but also prevents the weight of the corresponding layers to be far from each other.
Moreover, paying more attention to attention via an attention transfer mechanism proposed by Zagoruy and Komodaks [12] to upgrade the performance of convolutional neural networks (CNN) has enlightened the course of improving various CNN models. They proposed activation-based and gradient-based types of spatial attention maps that are greatly to be considered in a network. This motivated Zhuo et al. [13] to propose deep unsupervised convolutional domain adaptation method which uses correlation alignment loss to minimize the covariance of the attention maps in both target and source domains via a shared network architecture. In this paper, we study how best the use of attention transfer on convolutional layers can help minimize the discrepancy between dissimilar speech emotional domains especially in an unshared network framework. This is very important in the area of speech emotion recognition for learning salient emotional information spread out over a speech signal [14] , [15] .
Inspired by the aforementioned models, we design a domain adaptation model to effectively learn invariant features with respect to the variations in both source and target domain. We propose Dual Exclusive Attentive Transfer (DEAT) model for unsupervised DA using deep convolutional neural network. As shown in Fig. 1 , the proposed model operates on two streams of networks with unshared weights between their corresponding layers. We introduce a weight regularization loss to prevent the weights of the 93848 VOLUME 7, 2019 corresponding layers to be too different from each other. One network operates on source domain and the other on the target domain. Also, the proposed model implements a dual domain adaptation procedure on convolutional and fully connected layers by aligning the second-order correlation statistics of the source and target domains to learn effective nonlinear transformations and also capture good discriminative features. The proposed model encourages multiple domain adaptation practice which provides fortification to each domain adaptation [13] , [16] , and enables an end-toend domain adaptation.
In summary, the major contributions of our work are as follows:
1) To the best of our knowledge, this paper is the first to introduce a Dual Exclusive Attentive Transfer for an unsupervised deep convolutional DA in speech emotion recognition to effectively model domain shift as shown in fig. 1 . We propose a novel attention transfer mechanism for an unshared convolutional domain adaptation, which automatically models and effectively minimizes domain discrepancy on the second-order statistics of the attention maps of both source and target domains with unshared yet related weights amongst the corresponding layers of the architecture. 2) With an end-to-end performance of our proposed dual domain adaptation on both convolutional layers (i.e. conv5) and fully connected layers (i.e. f8), the alignment of the second order statistics for both source and target distributions are reinforced. Thus, boosting the prediction performance automatically.
The rest of the paper is organized as follows: The related works are reviewed in section II. The proposed method (DEAT) is presented in section III. Section IV talks about our experiment and results and our conclusion is expressed in section V.
II. RELATED WORK
The purpose of transfer learning is to apply or reuse prior knowledge learnt from other data or features to improve performance as well as for fast computation of new problems [2] . Also, the application of cross-corpus scenario for DA models in SER has been explored by some researchers in recent times to minimize domain shifts problem [17] . In this section, we first review the use of spectrograms representations in SER, some domain adaptation based deep learning methods categorized into feature-based and instant based DA, and finally discuss some cross-domain based DA for SER.
A typical speech emotion recognition system includes feature extraction from speech then followed by classification method to predict emotions. For effective classification performance, notable features must be extracted. Many hand-engineered features have been explored by researchers to be used for classification. Some of these hand-engineered features include, linear predictor coefficients (LPC), linear predictor cepstral coefficients (LPCC), mel-frequency cepstral coefficients (MFCC) [18] , [19] , gammatone frequency cepstral coefficients (GFCC) [20] , [21] , human factor cepstral coefficients (HFCC) [21] , prosodic features (zero crossing rate, formants, energy, pitch) [22] - [24] , etcetera. These features are usually classified via support vector machines (SVMs) and K-nearest neighbor (KNN). Nevertheless, it is uncertain as to which feature stated above effectively portrays emotional characteristics and contents in a speech. The use of spectrogram information in deep learning models in recent times have shown an excellent way of extracting salient emotional features without the need for hand-engineered features.
A. SPECTROGRAM
Spectrograms are visual representations of signal strength over time at different frequencies present in waveforms. It is viewed as a two dimensional graph indicating time along the horizontal axis and frequency along the vertical axis, and the intensity or magnitude of its color in a graph depicts the amplitude of the frequency at a particular time. Recent works in various speech analyses which includes event classification on sound [25] , [26] , speech recognition [27] , speaker recognition [28] - [30] , and speech emotion recognition [31] - [33] . The use of spectrograms has been explored by prior works to extract suitable acoustic contents in speech. This has led to the use spectrograms for learning affective salient and discriminative features [15] , [31] as compared to the use of hand-crafted features especially in deep learning methods.
B. DOMAIN ADAPTATION
The application of deep learning techniques in recent research work have proven to be very good in learning powerful hierarchical non-linear representations signals as input and have successfully improved performance rate. Also, deep learning methods have been identified as very good methods to solve cross domain scenarios. DA methods in previous studies can be categorized into two groups, namely feature based DA and instance based DA [2] , [34] .
• Feature based DA focuses on finding good and new feature representations by directly learning the representations of the inputs across invariant domains. The new representations obtained characterize domain invariant features. Tong et al. [35] proposed a domain adaptation feature transfer learning method for bearing fault diagnosis system under variable working conditions via maximum mean discrepancy and domain invariant clustering. The approach is used to learn good and robust transferable features from both source and target domains to minimize the marginal and conditional distributions simultaneously. Swietojanski et al. [36] used deep neural network (DNN) to produce discriminative features either posterior or bottleneck features via tandem configuration. These features are used in the hidden Markov model (HMM) with Gaussian mixture models (GMM) as emission densities. In a large-scale sentiment classification using deep learning approach proposed by Glorot et al. [37] , meaningful high level feature representations are extracted from text reviews via a Stacked Denoising Autoencoder (SDA) to help resolve disentangling factors of variations. Also, Deng et al. [38] proposed three feature-based transfer learning models to recognize emotions of whispered speech when trained on normal phonated speech. These three models which include denoising autoencoders, shared-hidden-layer autoencoders and extreme learning machine autoencoders are used to learn new feature representations that are common across different corpora to help boost the system's recognition performance.
• Instance based DA focuses on addressing the issue of domain differences between the source and target domain by modeling their dissimilar distribution using transformation. By instance selection and instance weighting, importance of labeled data is learned in the source domain. For example Hassan et al. [39] proposed the compensation for covariant shift by employing three methods that uses importance weights in a support vector machine (SVM). The weights are determined by the three methods on the source samples and then fused into an SVM. Chu W. et al. [40] proposed a selective transfer machine (STM) algorithm to simultaneously learn a classifier and importantly re-weight training source samples that are important to the testing samples considering the differences in domains. Also, Kan et al. [41] constructed a targetized source domain (TSD) technique for transforming source domain samples to target domain samples by reconstruction using sparse neighbors from the target domain. Thus, a common subspace is learnt between both domains to reduce their discrepancy rate.
The above DA methods explores feature based and instance based method independently. However, other studies combined the feature and instance based methods together. For example, Cao et al. [42] proposed DA distribution matching machine (DMM) which jointly reduces the discrepancy for cross domain distribution by extracting invariant features and also estimating unbiased instance weights for minimizing the discrepancy distribution in cross domain.
C. DOMAIN ADAPTATION FOR SER CROSS-CORPUS
Currently in the field of SER, some DA-based models have been explored to effectively resolve the problem of domain shifts caused as a result of using different distributions for training and testing (i.e. cross-domain scenario). We briefly discuss such cross-domain scenario below:
Deng et al. [43] computed a trade-off between reconstruction error on training data and knowledge transfer to the target domain to effectively reduce the mismatch between the training and testing domain in an unsupervised manner via Adaptive Denoising Autoencoder. Also, Deng et al. [44] recently proposed an unsupervised domain adaptation method known as Universum Autoencoders. The Universum Autoencoders regulate the learning process via the prior knowledge from unlabeled data by a leveraged margin-based classification loss. Huang et al. [45] proposed a feature transfer method using a deep network called PCANet to extract features such as domain-shared features and domain-specific latent features to improve performance. The PCANet model is used to learn multiple intermediate feature representations on an interpolation path between both source and target domain. In addition, paper [45] projected the use of alignment method to control related feature task. Furthermore, Mao et al. [46] developed a domain adaptation model known as the Emotion-discriminative and Domain-invariant Feature Learning. With this technique, emotion-discriminative and domain-invariant features are obtained via emotion label and domain label constraints as far as emotion discrimination and domain divergence are concerned. Back propagation network is applied in this model to learn both domain-invariant and emotion-discriminative features. The experimental results show that the method is superior as compared to the stateof-the-arts methods.
Our proposed method also follows the feature representation based DA approach by learning robust, affective salient and discriminative features from raw spectrograms automatically via a dual exclusive deep convolutional neural network. Where we apply correlation alignment loss (CALLoss) on both domain distributions (i.e. source and target) to adequately reduce the discrepancies and learn prevailing non-linear transformations considering an unshared weights scenario among corresponding layers and attentive transfer for convolutional adaptation.
III. PROPOSED METHOD
Our proposed method uses unsupervised domain adaptation settings, where labels for the target dataset are not available. Considering the high domain discrepancy between our source and target domains with no labels available for the target training data, our proposed model seeks to learn excellent invariant features to domain shift via correlation alignment loss in a dual exclusive attentive transfer (DEAT) convolutional neural network. Fig. 1 gives a vivid pictorial view of the proposed model. The propose model is a dual stream network for source and target domain respectively with different weights yet related amongst the corresponding layers and equally performs domain adaptation on both convolutional layers and fully connected layers. Thus, we construct an unshared multi-layer domain adaptation procedure for convolutional and fully connected layers. To enable efficient and effective domain adaptation in the convolutional layer, an activation attention mechanism is used to create attention maps for the extraction of salient features. The adaptation in the convolutional layer is perceived to positively influence the fully connected layer adaptation. The DEAT model is designed to perform an end-to-end domain adaptation.
Formally, we denote the number of data samples in both source and target domain as N (s) and N (t) respectively. Suppose the source domain dataset is denoted by D s = {z
, y i ∈ {1, . . . , l}, and the target domain dataset is denoted by D t = {z
j=1 with no labels, where z (s) i and z (t) j are the spectrums from source and target domain respectively. L s is the source domain labels. Following the AlexNet in our work, we adopt it symbols for simplify our work. we set φ conv5 = (·; θ conv5 ) as the parameter of conv1 ∼ conv5. Also, the activation of the 5th convolutional (conv5) layer for both source and target domain is set to be A s = {a
To map conv5 to a conditional based class distribution, we set ψ(·; θ cls ) as the parameter of fc6 ∼ fc8. The activation of fc8 for source and target domain is set to be G s = {g
respectively, where g
We represent vect(·) as the flatten operation that convert the attention map into a vectorized form in both source and target domain. X s = {x
j=1 are the set of vectorized attention maps of the source and target samples where
Let Q s and Q t be random samples from X s (or G s ) with N s and X t (or G t ) with N t respectively.
A. CORRELATION ALIGNMENT LOSS
In domain adaptation methods, correlation alignment based method has been proven to be superior to maximum mean discrepancy (MMD) based method such as [8] , [47] in terms of performance. We follow the correlation alignment as suggested by paper [10] in our model, enabling an end-to enddomain adaptation and powerful nonlinear transformation in learning. In this case, Q ij s and Q ij t represents the j th dimension of the i th source and target data samples respectively, and C s and C t indicates the feature covariance matrices. CALLoss is defined as the distance between the covariance (secondorder statistics) of the attention vectorized maps of conv5 (or fc8 features) source and target samples:
where · 2 F denotes the squared matrix Forbenius norm. C s and C t denote the covariance matrices of the source and target samples respectively:
where 1 is a column vector with all the element equal to 1.
With the application of chain rule, the gradient with respect to input features is computed as:
The gradients are easily back propagated to conv5 (or fc8) to enable effective training. Moreover, CALLoss is applicable to any of the convolutional layers and to the fully connected (FC) layers as well..
Our propose model considers adaptation in both convolutional and fully connected layers which helps boost performance in a scenario where weights are unshared amongst the corresponding layers of the network. This enables the network to model domain shifts via learning adapted features in each domain. The objective for DEAT for mini batch is given as follows:
where L CALLoss fc8 is computed according to (1) ∼ (3) with Q s and Q t selected at random from G s and G t respectively. The gradient L CALLoss fc8 of regarding fc8 features is computed and propagated to fc8 layer combined with the gradient given by classification loss (i.e. L CLS ). R w is the weight reglarizer and L con5 is the adaptation of conv5. Both have been elaborated on in the subsections below. It is worth noting that the combination of λ w , λ 1 and λ 2 denotes the adaptation trade off weight in the source domain between the weight regularizer, adaptation and classification accuracy. This ensures an exclusive multi-layer domain adaptation and most importantly, an efficient feature representation to minimize the distance between both domains.
B. WEIGHT REGULARIZER
The weights of the corresponding layers of the proposed model are unshared. We introduce a weight regularizer to ensure that the corresponding layers' weights in both streams of the network are very related by penalizing the weights between the source and targets transformations. We apply the L 2 norm regularizer as suggested by [48] :
where a i and b i are scalar parameters. They are different in each layer i ∈ and learned at training time along with other network parameters. θ s i and θ t i represent the parameters of the weights and biases of i th layer for both streams (i.e. source and target), respectively. represents the indices of the layers.
C. CLASSIFICATION LOSS
To classify emotions, we use softmax regression to predict the emotional labels. Therefore, the emotion classification loss is VOLUME 7, 2019 shown as:
where θ y denote the emotion label predictor parameters and h (N ) (z) represent high level feature of input z.
D. ACTIVATION ATTENTION TRANSFER
In our experiment, we extract the high dimensional convolutional layer activations into low dimensional representations with the application of an activation-based attention transfer [12] . The attention transfer is applied to the 5th convolutional layer (i.e. conv5). Given an activation tensor A ∈ R C×H ×W which consists of C channels of spatial dimensions H × W , with an activation-based mapping function F atn that takes conv5 activations A (3D tensor) as input and outputs a flattened 2D tensor over spatial dimensions as:
With a spatial attention map, the absolute value of a hidden neuron activation which indicates the importance of that neuron with respect to the specific input is implicitly assumed. With regards to spatial attention mappings as suggested by [13] , the spatial attention mapping is given as:
where cn are the channels, i ∈ {1, 2, · · · , H } and j ∈ {1, 2, · · · , W } are the spatial indexes. A log function Log(·) is applied on the attention map to aid in the computation of the covariance matrices in the convolutional layer(i.e. conv5). Thus, the elements v 
We therefore substitute Log(vect(F atn (·))) with Atn(·) which is differentiable.
E. ADAPTATION OF CONVOLUTIONAL LAYER
Convolutional layers are seen to hold important information that can be used to help improve the performance of the network and if not retrieved cannot be recovered in the fully connected layers. Therefore, adaptation in the convolutional layer (i.e. conv5) can help retrieve important information to enhance the performance of the network as suggested by [13] . Also, representations captured are expected to be domain discriminative and domain invariant. Considering a joint training with the combination of CALLoss and classification loss on convolutional attention maps can capture representation on source and target domains to work effectively. In other not to cause overfitting in the source domain and degenerated representations by simply minimizing classification loss and CALLoss only respectively, the propose model adapts in conv5. The objective function for conv5 is shown as follows:
where L CALLoss conv5 is computed according to (1) 
IV. EXPERIMENTS AND RESULTS

A. DATABASES
The proposed method is experimented on a natural emotion corpus FAU Aibo Emotion (FAU AEC) and in the INTER-SPEECH 2009 Emotion Challenge (EC) two-class task [49] . For FAU AEC corpus, about fifty one children ranging from age of ten to thirteen interact with an Aibo robot pet spontaneously for nine hours in the German language. The interactions are held in two different schools, Mont and Ohm. In our experiment, Ohm's data samples (i.e. 9959) are used as training samples from the target domain and Mont's data samples (i.e. 8257) are used as testing samples for target domain. In this case, Ohms' data samples for training are unlabeled for unsupervised DA purposes.
Also, we additionally selected the German emotional speech (Emo-DB) [50] and Airplane Behavior Corpus (ABC) [51] corpora as the source domain datasets for training. These corpora vary a lot from FAU AEC corpus in terms of age (i.e. children and adults), language type, types of emotion, the level of spontaneity and recording. Due to the high variations among the corpora, a mapping approach is used to map emotions unto negative and positive valence (i.e. binary valence) in other to compare the corpora on a uniform set of emotional labels. [39] , [52] . complete mapping and summary of the three selected speech emotional corpora, respectively [11] .
Our experiment does not follow the INTERSPEECH 2009 Emotion Challenge [49] where a baseline acoustic feature set is used as the raw input feature representation, which comprises 12 functionals applied to 2 × 16 acoustic Low-Level Descriptors (LLDs) including their first order delta regression coefficients and the 16 × 2 × 12 = 384 attributes of the feature vector per chunk. The open source toolkit openEAR is applied to ensure reproducibility in extracting 384 attributes [53] .
However, we applied a random segment cropping technique to extract spectrograms from the emotional acoustic signals. For cropping each of the audio signals, random segments 2s of length, 20ms step and a window scope of 40ms short-term are applied [33] . In deep learning technique, vast training data is required for satisfactory and good classification performance rate to be achieved and to curtail the problem of over-fitting [54] . In view of that, we augmented the two additional public and popular dataset meant to be used as the source training set (i.e. Emo-DB and ABC) to resolve the issue of data insufficiency. Paper [55] defined data augmentation as the series of deformations utilized on annotated training samples which produces new additional training data. Data augmentation in computer vision for deep learning with respect to classifications is achieved via the reformation of images by color jittering, horizontal flipping and random crops. In our experiment, we implemented the data augmentation suggested by [33] . A background sound which serves as noise in three different Signal-To-Noise ratios for the crop of the original audio sample is added before extracting the spectrogram for each training samples. This generates twelve new spectrograms which has background noise at twelve levels. This results in a total of 13 spectrograms from each training sample. The spectrogram serves as input to the proposed model.
B. EXPERIMENT SETUP
We executed our experiments using caffe [55] . We applied CALLoss to the last fully connected layer (fc8). Our model's weight was initialized by Alexnet [56] . We set the learning rate of the fc8 layer to be 10 times than that of the lower layers during the initial training. For the period of training, we set a batch size ranging from {60 − 220} (i.e. 60, 65, 100, 115, 118, 120, 128, 158, 168, 200, 218, and 220), learning rate to be a set of {0.001, 0.002, 0.0001, 0.0002, 0.00001, 0.00002}, a weights decay of 0.0005 and momentum to 0.9. After series of fine-tuning processes, we realized the effective parameters for boosting performance to be batch size of 128, base learning rate of 0.00001, weight decay of 0.0005 and momentum of 0.9. The effective batch size used was large enough to estimate the feature covariance matrices C s and C t effectively due to the attention map (i.e. the dimension of attention map). The activations of conv5 were used to compute the attention maps. Note that the weight λ 2 of L CALLoss f c8 was set such that the classification loss has similar order of magnitude as L cls at the end of training as suggested by [10] and the a weight λ 1 of L CALLoss c onv5 was optimally set since there is no empirical mode setup as suggested by [13] . We initialized the scalar parameters a i and b i of each layer with values of 1 and 0, respectively during training. Also, λ w and λ w c is set to 1 in all our experiments because of how robust our model is towards specific value, and λ 2 is set to 0.00001 as the best value. To enable our model to lean good parameters, we first pre-train the source network on the source dataset only, then both source and target datasets are used to improve the weights in the source and target networks. Finally, we evaluate our propose model using unweighted average recall (UAR) for the emotional class-specific and compare it other state-of-the-arts models described briefly below.
• CT: In the Cross Training (CT) technique, both training and testing data samples and feature representations are different. An SVM is trained using ABC or Emo-DB datasets. This method evaluates results without any inter-corpus transfer scenarios.
• MT: This method matched Training uses training samples from Ohm in the target domain which is sampled randomly. The samples are then used to train the classifier (SVM) and then tested using the Mont sample of the target domain dataset. This method also trains without inter-corpus scenarios. For comparison purposes, both cross training and matched training methods uses a unified number of training samples from both ABC and Emo-DB datasets.
• SAFTL: The Sparse Autoencoder-based Feature Transfer Learning (SAFTL) method uses a sparse autoencoder to acquire a mutual mapping rule from target dataset and reconstructs source dataset using the learned rule for knowledge transfer. SVM is used to train the source dataset [57] .
• DAE: The adaptive Denoising autoencoder (DAE) is applied in an unsupervised domain adaptation setting VOLUME 7, 2019 to attain a level of harmonized representation for both source and target dataset. Thus, reducing the discrepancy between the different corpora used in training and testing [43] .
• SHLA: The shared-hidden-layer autoencoder (SHLA) method in transfer learning is used to learn mutual feature representations in source and target domains data samples. The common features learned and labels available in the training dataset are used to train the SVM [52] • PCASS: The PCANet combines shared and specific latent representation to enhance prediction performance. An alignment technique is used to learn and regulate transitional feature representations between both domains. SVM is used to train and test source and target dataset, respectively [45] .
• EDFLM: The Emotion-discriminative and Domain invariant Feature Learning Method (EDFLM) applies a constraint on both emotional and domain labels to learn discriminative emotional representations and invariant domain representations concurrently. The source domain dataset is used to train SVMs [46] .
• CDCNN: The Coupled Unsupervised Deep Convolutional Domain Adaptation (CDCNN) is an unsupervised speech emotion recognition domain adaptation technique which aligns the covariance of source and target domain distributions to obtain good non-linear representations to enhance performance via unshared network (AlexNet model) [11] .
C. PERFORMANCE EVALUATION WITH STATE-OF-THE-ART METHODS
In our DEAT experiments, we used the source datasets (i.e. Emo-DB and ABC) and the unlabeled FAU AEC Ohm datasamples for training, and FAU AEC Mont data samples for testing. Comparing our proposed method (i.e. DEAT) to our previous method (i.e. CDCNN) on both ABC and Emo-DB datasets as recorded in Table 3 , the propose method (DEAT) performance in terms of prediction increases to 65.02% and 67.79% respectively over that of CDCNN which resulted in 62.51% and 64.96%. The results of the propose DEAT model are believed to have increased due to the application of adaptation on the convolutional layer (i.e. conv5). This confirms that, the adaptation in convolutional layers can effectively improve the adaptation in fully connected layers with unshared weights amongst corresponding layers. Thus, additional information about emotional features are generated following the adaptation of convolutional layers.
Also, our proposed DEAT model is computationally efficient and simple to optimize. The proposed model is computationally at par with CDCNN model. Also, using the UAR to compare the other methods listed above on the ABC and Emo-DB training datasets, the CT method achieves a higher UAR of 56.03% with ABC dataset as compared to Emo-DB dataset with a UAR of 51.01%. The MT method attains a higher UAR of 61.57% with Emo-DB dataset and a UAR of 60.57% with ABC dataset. The EMO-DB obtained high result due to the large size nature of the dataset thereby allowing additional samples to be chosen from ohm's dataset. Also, the methods SFTL, DAE, SHLA, PCASS, EDFLM with the ABC obtains a good UAR of 56.67%, 63.93%, 63.45%, 63.57%, and 65.62% respectively as compared with Emo-DB with UAR of 55.58%, 56.90%, 56.52%, 61.41%, and 61.63% respectively. With the methods like D-CORAL, CDCNN and our proposed methods (i.e. DEAT), they attain a high UAR of 62.85%, 64.96% and 66.45% respectively with Emo-DB as a result its large data size as compared to ABC. Whiles ABC dataset attains UAR of 60.32%, 62.51% and 63.89%.
For statistical significance with respect to our proposed model, we examined the improvement of our proposed DEAT model by comparing it to other competitive state-of-the-art methods on the source datasets (i.e. ABC and Emo-DB) via one-sided t-test experiment. On Emo-DB source dataset, our proposed DEAT model obtained a statistical improvement at p < 0.001 with methods such as CT, MT, SAFTL, DAE, SHLA, PCASS, and EDFLM, while at p < 0.002 with CDCNN. Also, with the ABC source dataset, our DEAT model obtained a statistical improvement at p < 0.001 with CT, MT, SAFTL, SHLA models and at p < 0.002 with DAE, PCASS and CDCNN models.
D. HYPERPARAMETER OPTIMIZATION
We analyze the influence of λ 1 on the prediction performance of the network on the ABC and Emo-DB source dataset. As indicated in fig. 2 , different set of transfer classification performance (i.e. UAR) are conducted as λ 1 varies. The set of values includes {0.001, 0.002, 0.003, 0.004, 0.005}, {0.0001, 0.0002, 0.0003, 0.0004, 0.0005} and {0.00001, 0.00002, 0.00003, 0.00004, 0.00005} with blue, red and green color display, respectively. We used the grid search approach to appropriately select the value for λ 1 . We observed that a careful selection of λ 1 has the tendency to boost the classification performance of our proposed model. From fig. 2 , the suitable value in both source dataset for training our model is 0.00001. This is due to the high classification performance as compared to the other range of values. It is FIGURE 2. Optimization of λ 1 . We examine the effect of λ 1 on conv5 using both ABC and Emo-DB training dataset samples respectively. The examination is conducted on different set of values for classification performance. Each set of values is displayed by a unique color. It is best viewed in colors.
worth noting that, we used the range of values specified above because the classification performance does not get better after the 5th value of each set. This attests to the fact that dual domain adaptation can jointly learn good deep features to improve feature transferability especially from two dissimilar datasets. Also, to prevent the selection of λ 1 to chances (i.e. lucky or unlucky),the stated UAR performance is after 10 runs.
V. CONCLUSION AND FUTURE WORK
In summary, our DEAT model per the Table 3 is seen to have the best UAR outcome as compared to the other stateof-the-art methods using the Emo-DB. The other experiment using the ABC dataset shows a good outcome of our method considering the best state-of-the-art method. We believe that our proposed model (DEAT) performing best is as a result of some factors such as, the use of raw spectrograms as input for our model to identify important features, performing adaptation on the convolutional layer (i.e. conv5) to enhance the performance of fully connected layer (i.e. f8) especially in a scenario where weights of corresponding layers are unshared but are yet related (i.e. an exclusive multi-layer domain adaption) for automatically modeling and effectively minimizing domain shifts on the second-order statistics.
In future, we intend to broaden our exclusive multi-layer model to VGGNet and Resnet, and also to implement some level of dimensional reduction on attention maps in both streams of the networks. 
