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Dedicated to the memory of our friend and colleague Claudio D’Antoni (1950-2010)
Abstract. We investigate the Bose–Einstein Condensation on nonhomoge-
neous amenable networks for the model describing arrays of Josephson junc-
tions. The resulting topological model, whose Hamiltonian is the pure hopping
one given by the opposite of the adjacency operator, has also a mathematical
interest in itself. We show that for the nonhomogeneous networks like the
comb graphs, particles condensate in momentum and configuration space as
well. In this case different properties of the network, of geometric and proba-
bilistic nature, such as the volume growth, the shape of the ground state, and
the transience, all play a roˆle in the condensation phenomena. The situation
is quite different for homogeneous networks where just one of these parame-
ters, e.g. the volume growth, is enough to determine the appearance of the
condensation.
1. Introduction
This paper is devoted to the analysis of thermodynamical states on complex
networks with pure hopping Hamiltonian, in particular of those exhibiting Bose–
Einstein condensation (BEC for short). Here the network is described by an infinite
topological graph X, where we consider free Bosons described by the Canonical
Commutation Relations on (a suitable dense subspace of) `2(V X), see [2, 3] for ref-
erences. The so called pure hopping Hamiltonian is the free Hamiltonian described,
on the one particle space `2(V X), by
(1.1) H := ‖A‖I −A ,
whereA is the adjacency operator acting on `2(V G), and the normalization constant
is chosen in order to get a positive Hamiltonian H.
The study of BEC on infinite graphs with pure hopping Hamiltonian, in partic-
ular for the so called comb graph (see fig. 1), started with a series of papers (cf. [4]
and references therein) motivated by the relevance of the comb graphs in describing
physical phenomena such as arrays of Josephson junctions, and then continued in
[1, 10]. As observed in [4], the simultaneous choice of an inhomogeneous graph (the
comb graph) and of the pure hopping Hamiltonian can produce the finiteness of
the critical density, even at low dimensions.
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Figure 1. Comb graph.
We now recall that, on a Zd-periodic network, the following features are equiva-
lent:
• the finiteness of the critical density;
• the transience of the graph in the setting of the theory of the random walks;1
• the dimension being greater than 2;
• Bose–Einstein Condensation, that is the existence of locally normal states
(i.e. states with finite local density of particles) for which the percentage of
particles occupying the ground state in the infinite volume limit is strictly
positive. In particular, such states may exhibit any particle density greater
than the critical one.
Let us notice that both finite critical density and transience are related to the
behavior of the Hamiltonian in a neighborhood of the bottom of the spectrum, cf.
Definition 3.6 below, namely the BEC phenomena are deeply connected with the
spectrum of the Hamiltonian near zero.
When considering the pure hopping Hamiltonian in (1.1), this corresponds to
the spectral properties of the adjacency A, for values close to ‖A‖.
The present paper is devoted to the investigation of the BEC, and its related
features, for models whose underlying graphs are “small” additive perturbations
of periodic graphs, which we shall call essentially periodic graphs (cf. Definition
2.6), and where the Hamiltonian is the pure hopping one, based on the adjacency
operator according to (1.1).
We prove that, in the infinite volume limit, the density of the eigenvalues (called
integrated density of the states in the physical literature) of the adjacency matrix
Ap of the perturbed graph is the same as that of the unperturbed graph A, up
to a possible shift of the spectrum. This is due to the possible difference between
the two norms ‖Ap‖, ‖A‖ which enter in the definition of the Hamiltonian (1.1).
Such a possible translation of the spectrum is important because corresponds to the
appearance of the so called hidden spectrum according to the physical literature.
The presence of the hidden spectrum always implies the finiteness of the critical
density (see (3.3)).
The main result of the present work is the general analysis of the features related
to BEC for essentially periodic networks with pure hopping Hamiltonian. First, we
give the general proof of the following fact. Namely, for essentially periodic graphs,
1More precisely, it is equivalent to the transience of random walk on the Zd–periodic graph
under consideration whose generator is the Laplacian.
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the increase of the norm ‖Ap‖ of the perturbed adjacency is equivalent to the ap-
pearance of the hidden spectrum, which in turn implies the finiteness of the critical
density. We also show the presence of hidden spectrum in many examples, includ-
ing the comb graph, where such property was already noticed in [4]. This implies
finite critical density also for dimension d ≤ 2. Second, we show that, because of
the essential difference between the adjacency and the Laplace operator due to the
inhomogeneity introduced by the perturbation, all the properties described above
are not equivalent, hence have to be separately analyzed and proved.
As mentioned above, in the case of periodic graphs the appearance of BEC is
determined by the finiteness of the critical density. If this happens, in order to
obtain a thermodynamical state with non-trivial condensate, one should choose the
chemical potential µΛn for the cut-off region Λn so to keep the density constant
and above the critical density.
For inhomogeneous graphs with pure hopping Hamiltonian the finiteness of the
critical density is neither necessary nor sufficient for the existence of a thermody-
namic limit with BEC. Comb graphs for example have finite critical density also at
low dimensions, however this does not imply the existence of locally normal ther-
modynamical states exhibiting BEC. This is because such finiteness is due to the
presence of hidden spectrum, instead of to the integrability of the divergence at the
bottom of the spectrum.
On the other hand, one can prove (cf. [6]) that for the graph N a thermodynam-
ical state with BEC exists, despite of the infinite critical density.
Moreover, higher-dimensional combs admit BEC, but the threshold dimension is
not given by the growth of the volume, but by the growth of the Perron-Frobenius
vector. Such threshold dimension also plays a roˆle in the choice of the sequence
{µΛn} of the finite volume chemical potentials which gives rise to locally normal
states with BEC.
Apparently, the notion which is still capable of determining the existence of BEC
is that of transience of the Hamiltonian operator.
The class of graphs that we analyze in the paper consists of zero density ad-
ditive perturbations of Γ–periodic graphs with finite quotients, Γ being a discrete
amenable group, typically Zd. We equip any such graph X = (V,E) with a C∗-
algebra of operators on `2(V X), containing in particular Γ–invariant operators
with finite propagation, and endow the algebra with a finite trace τ . This trace,
composed with the spectral projections of the Hamiltonian, produces the spectral
measure at the infinite volume limit. Therefore the presence of hidden spectrum
may be seen as a consequence of the non faithfulness of the GNS representation
associated with the trace τ .
A relevant notion in this paper is that of generalized Perron–Frobenius eigen-
vector, namely a (not necessarily `2) vector with positive entries on V X which is
an eigenvector of the adjacency operator A, with eigenvalue ‖A‖. For the pure
hopping Hamiltonian indeed, this vector describes the minimal energy, hence the
Bose–Einstein condensate.
Another main technical issue studied in this paper is how small perturbations of
periodic graphs modify the behavior under the thermodynamical limit. As a main
tool, we prove what we call the secular equation, which relates the resolvent of the
adjacency operator of a perturbed graph with that of the unperturbed one.
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As a first byproduct we prove the existence of hidden spectrum, and hence
of finite critical density, for a large class of examples. Finally, we can completely
analyze the thermodynamical limit for the comb graph Zd a Z, showing that locally
normal KMS states at the critical density may appear exactly when d ≥ 3.
In particular, we show that for the low dimensional combs, it is impossible to
exhibit infinite volume states describing a portion of Bose–Einstein condensate hav-
ing a correct local meaning. This happens since the adjacency matrix is recurrent,
and we can exhibit a unique KMS state for a given inverse temperature β, which
is non normal w.r.t. the Fock state. In addition, the thermodynamic limit with
constant density does not describe Bose–Einstein condensate even in the transient
case, i.e. for the comb graphs Zd a Z, d ≥ 3. Such a condensate exists only at the
critical density, and is obtained with a carefully chosen asymptotics of the chemical
potentials for the finite volume approximations.
Recently, the program concerning the investigation of the spectral properties of
the adjacency operator following the same lines as above, is carried out in [5] also
for perturbed Cayley Trees.
To end the present introduction, we recall that the comb graphs considered
here are a particular case of the graphs obtained via the comb product, and that,
as studied in [1, 8] and references therein, there is a correspondence between the
notion of classical, resp. monotone, resp. Boolean, resp. free independence, and
the notion of tensor, resp. comb, resp. star, resp. free, product of graphs.
2. Geometrical Preliminaries
A simple graph X = (V X,EX) is a collection V X of objects, called vertices,
and a collection EX of unordered pairs of distinct vertices, called edges. The edge
e = {u, v} is said to join the vertices u, v, while u and v are said to be adjacent,
which is denoted u ∼ v.
Let us denote by A = [A(v, w)], v, w ∈ V X, the adjacency matrix of X, that is,
A(v, w) = | {v, w} | , {v, w} ∈ EX
and observe that, given V X, assigning EX is equivalent to assigning A, that is
the geometrical properties of X can be expressed in terms of A. For example, a
graph is connected, namely any two vertices are joined by a path, is equivalent
to the irreducibility of the matrix A, the degree deg(v) of a vertex v, namely the
number of vertices adjacent to v, counted with multiplicity, is equal to (v,A∗Av)
and, setting d := supv∈V X deg(v), we have
√
d ≤ ‖A‖ ≤ d, namely A is bounded if
and only if X has bounded degree. We denote by D = [D(v, w)] the degree matrix
of X, that is,
D(v, w) =
{
deg v v = w
0 otherwise.
The Laplacian on the graph is ∆ = D −A, so that
(∆f)(v) =
∑
{v,w}∈EX
(f(w)− f(v)) ,
for any f ∈ `2(V X), v ∈ V X.2
2The definition used here implies ∆ > 0, and differs from the standard one adopted in the
physics literature.
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Assume now the simple graph X to be countable and with bounded degree. In
the present paper we only deal with bounded operators acting on `2(V X), if it is
not otherwise specified.
Definition 2.1. Let X be a countably infinite graph. An increasing exhaustion
{Kn : n ∈ N} of finite subgraphs of X is called an amenable exhaustion of X if,
setting FKn := {v ∈ V Kn : d(v, V X \ V Kn) = 1}, then lim
n→∞
|FKn|
|V Kn| = 0.
X is called an amenable graph if it possesses an amenable exhaustion.
We say that an operator A acting on `2(V X) has finite propagation if there exists
a constant r = r(A) > 0 such that, for any v ∈ X, the support of Av is contained in
the (closed) ball B(v, r) centered in x and with radius r. It is not difficult to show
that finite propagation operators form a ∗–algebra, and we denote by AFP(X) the
generated C∗–algebra. We say that a positive operator T ∈ AFP(X) is essentially
zero if limn
Tr(TPn)
|V Kn| = 0, where Pn is the orthogonal projection onto the space
generated by the vertices of Kn in `
2(V X).
Proposition 2.2. Essentially zero operators form the positive part of a closed two–
sided ideal I(X) of AFP(X).
Proof. They clearly form a hereditary closed cone. We have to show that such cone
is unitary invariant. Indeed, if B has finite propagation r, PnB = PnBPn(r),
where Pn(r) denotes the projection on the space generated by the vertices in
∪v∈V KnB(v, r). Therefore
Tr
(
B∗TBPn
)
= Tr
(
B∗Pn(r)TPn(r)BPn
) ≤ ‖B‖2Tr(Pn(r)TPn(r))
≤ ‖B‖2Tr(PnTPn)+ 2‖B‖2‖T‖Tr(Pn(r)− Pn).
Moreover, Tr
(
Pn(r) − Pn
)
can be estimated by the cardinality of ∪v∈FKnB(v, r),
hence by |FKn|dr+1. Regularity of the exhaustion implies limn Tr(B
∗TBPn)
|V Kn| = 0,
namely B∗TB is essentially zero. Since the cone is closed, we get the invariance for
unitaries in AFP(X). 
Our first class of amenable graphs is given by the periodic ones. Let Γ be a
countable discrete subgroup of automorphisms of X acting freely on X (i.e. any
γ ∈ Γ, γ 6= id doesn’t have fixed points), and with finite quotient B := X/Γ.
Denote by F ⊂ V X a set of representatives for V X/Γ, the vertices of the quotient
graph B. F is called a fundamental domain for the periodic network X.
Let us define a unitary representation of Γ on `2(V X) by (λ(γ)f)(x) := f(γ−1x),
for γ ∈ Γ, f ∈ `2(V X), x ∈ V (X). Then the von Neumann algebra N(X,Γ) :=
{λ(γ) : γ ∈ Γ}′, of bounded operators on `2(V X) commuting with the action of Γ,
inherits a trace given by TrΓ(T ) =
∑
x∈F T (x, x), for T ∈ N(X,Γ). Clearly A,D
and ∆ belong to N(X,Γ). The following theorem is known, see e.g. [7], Theorem
6.2 for a proof.
Theorem 2.3. Let X be a connected, countably infinite graph, Γ be a countable
discrete amenable subgroup of automorphisms of X which acts on X freely and
cofinitely. Then X is an amenable graph, and Kn can be chosen in such a way
that, for a suitable choice of a sequence En ⊂ Γ, V (Kn \ FKn) ⊆ EnF ⊆ V (Kn),
namely Kn is the finite union of copies of F up to FKn.
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Let us now extend the previously defined trace.
We first notice that, denoting by Pn the projection on `
2(V Kn), TrΓ(T ) =
limn
Tr(TPn)
|V Kn| , for any T ∈ N(X,Γ). Indeed, by the properties above, the difference
between the generic term of the sequence and TrΓ(T ) is infinitesimal.
Next Corollary immediately follows, cf. [12], Corollary 1.5.8.
Corollary 2.4. Let us denote by A(X) the space
(
N(X,Γ) ∩ AFP(X)
)
+ I(X).
Then, A(X) is a C∗-algebra to which the trace TrΓ naturally extends.
Remark 2.5. All finite rank operators, and hence all compact operators, are essen-
tially zero. The trace TrΓ is faithful on N(X,Γ), but it is not faithful on A(X), in
particular it vanishes on compact operators.
Now we discuss small perturbations of amenable periodic graphs. If Y is a finite
perturbation of an amenable periodic graph X, namely they only differ for a finite
number of points and edges, we can consider both of them as subgraphs of a third
graph Z, X and Y being obtained by removing finitely many vertices and finitely
many edges from Z. It is not difficult to see that the exhaustion Kn of X can
be finitely perturbed to a amenable exhaustion K ′n of Z, and that N(X,Γ) is a
(possibly non unital) subalgebra of B(`2(V Z)).
Reasoning as before, we can consider the unital C∗–algebra A(Z) =
(
N(X,Γ) ∩
AFP(Z)
)
+I(Z), to which the trace TrΓ naturally extends. Since the adjacency oper-
ators AX and AY only differ for a finite rank operator, AY ∈ A(Z), and TrΓ(AkX) =
TrΓ(A
k
Y ). More generally, for any continuous function ϕ on R, TrΓ
(
ϕ(AX)
)
=
TrΓ
(
ϕ(AY )
)
. This kind of invariance extends to a more general family of small
perturbations, which we call density zero perturbations.
For the sake of simplicity, the result below concerns (possibly infinite) perturba-
tions involving only edges. Of course, further finite perturbations can be treated
as explained above. The general case of density zero perturbations, studied in [6],
can be recovered following the same lines.
Definition 2.6. Let X be an amenable periodic graph, with exhaustion Kn, and
consider a graph Y such that V X = V Y , so that AX and AY both act on the
same Hilbert space `2(V X). We say that Y is a density zero perturbation of X if
AX −AY is essentially zero. In this case, Y is also said to be an essentially periodic
graph.
Proposition 2.7. Let X be an amenable periodic graph, with exhaustion Kn, and
let Y be a graph with the same vertices as X. Then Y is a density zero perturbation
of X if and only if
lim
n
| {u, v} ∈ EX4EY | u ∈ V Kn}|
|V Kn| = 0
where EX4EY denotes the symmetric difference. In this case, for any continuous
function ϕ on R,
(2.1) TrΓ
(
ϕ(AX)
)
= TrΓ
(
ϕ(AY )
)
.
Proof. Clearly AX − AY is essentially zero iff lim
n
Tr
(
(AX −AY )2Pn
)
|V Kn| = 0. A
simple calculation shows that 〈v, (AX − AY )2v〉 = |{e ∈ EX4EY : v ∈ e}|. As a
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consequence, since edges for which both vertices are in Kn should be counted twice,
|(EX4EY ) ∩ EKn| ≤ Tr
(
(AX −AY )2Pn
) ≤ 2|(EX4EY ) ∩ EKn|.
The thesis follows. Concerning the last equality, setting T = AY −AX ∈ I(X), we
have AnY − AnX = (AX + T )n − AnX ∈ I(X), namely (2.1) holds for ϕ(t) = tn. So
the claim is true for any polynomial, and then, using Weierstrass density theorem,
for any continuous function. 
Remark 2.8. We note that for an essentially periodic graph X the C∗-algebra A(X),
and the trace on it, depend in principle on the exhaustion. However, previous
Proposition implies that on geometric operators, such as the adjacency A and its
continuous functional calculi, the value of the trace is uniquely determined.
3. Statistical mechanics on amenable graphs
The main aim of the present paper is to investigate in full generality the ther-
modynamics of free Bosons (Baarden–Cooper pairs) on inhomogeneous networks
with pure hopping Hamiltonian (i.e. the opposite of the adjacency matrix on the
graph). Thus for the convenience of the reader, we report some standard notions
useful in the sequel.
Let (A, α) be a dynamical system consisting of a (noncommutative) C∗–algebra
and a one parameter group of ∗–automorphism α. The state ω ∈ S(A) satisfies the
KMS boundary condition at inverse temperature β, which we suppose to be always
different from zero, if
(i) t 7→ ω(Aαt(B)) is a continuous function for every A,B ∈ A,
(ii)
∫
ω(Aαt(B))f(t)dt =
∫
ω(αt(B)A)f(t+ iβ)dt whenever f ∈ D̂, where “̂”
stands for the Fourier transform.
Here, D is the space of smooth compactly supported functions on R.
The C∗–algebras considered here are those arising from the Canonical Commu-
tation Relations (CCR for short). Namely, let h be a pre-Hilbert space and consider
the following (formal) relations between the annihilators a(f), and creators a+(g),
f, g ∈ h
(3.1) a(f)a+(g)− a+(g)a(f) = 〈f, g〉 .
It is well–known that the relations (3.1) cannot be realized by bounded operators.
A standard way to realize (3.1) is to look at the symmetric Fock space F+(h¯) on
which the annihilators and creators naturally act as unbounded closed (mutually
adjoint) operators. This concrete representation of the CCR is called the Fock
representation.
An equivalent description for the CCR is to put Φ(f) := a(f) + a+(f)/
√
2, and
define the Weyl operators W (f) := exp iΦ(f). The Weyl operators are unitary and
satisfy the rule
W (f)W (g) = e−i
Im(f,g)
2 W (f + g) , f, g ∈ h .
The CCR algebra CCR(h) is precisely the C∗–algebra generated by {W (f)}f∈h.
Let H be a positive operator acting on h¯, and suppose that eitHh ⊂ h. Then
the one–parameter group of Bogoliubov automorphisms Ttf := e
itHf defines a
one–parameter group of ∗–automorphisms αt of CCR(h) by putting αt(W (f)) :=
W (eitHf).
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A representation pi of the CCR algebra CCR(h) is regular if the unitary group
t ∈ R 7→ pi(W (tf)) is continuous in the strong operator topology, for any f ∈ h.
A state ϕ on CCR(h) is regular if the associated GNS representation is regular. It
simply means that the functions {ϕ(W (tf))} are continuous, for any f ∈ h. The
quasi–free states of CCR algebras are of interest for our purposes. They are analytic
states ω uniquely determined by the two–point functions ω(a+(f)a(g)), f, g ∈ h.
Let X be an infinite graph, h a subspace of `2(X), which contains the indicator
functions of all finite subregions Λ of the graph X. A representation pi of the CCR
algebra CCR(h) is said to be locally normal (w.r.t. the Fock representation) if
pidCCR(`2(Λ)) is quasi–equivalent to the Fock representation of CCR(`2(Λ)). A state
on CCR(h) is locally normal if the associated GNS representation is. A locally
normal state ϕ does have finite local density
ρΛ(ϕ) :=
1
|Λ|
∑
j∈Λ
ϕ(a+(δj)a(δj))
even if the mean density might be infinite (e.g. if limΛ↑X ρΛ(ϕ) = +∞).
Lemma 3.1. If ϕ is locally normal, then ϕdCCR(`2(Λ)) is regular for any finite
subregion Λ.
Proof. Since piϕdCCR(`2(Λ)) is quasi equivalent to the Fock representation of CCR(`2(Λ)),
they are unitary equivalent up to multiplicity (cf. thm 2.4.26 [2]). The result follows
since the Fock representation is regular. 
We now specialize to the following situation. Let Λn ↑ X be a sequence of
finite regions invading the graph X, together with a sequence of states {ωΛn} on
CCR(`2(Λn)) such that the following limit
lim
n
ωΛn(a
+(v)a(v)) =: q(v)
exists (possibly +∞) for each v ∈ h.
Lemma 3.2. Suppose that
lim
n
ωΛn(a
+(δj)a(δj)) = +∞
for some j ∈ X. Then ω(W (v)) := limn ωΛn(W (v)) does not define any locally
normal state on CCR(h), where h ⊂ `2(X) is any subspace containing the finite
supported sequences.
Proof. Let j be contained in the finite region Λ. By Lemma 3.1, it is enough to
show that ωdAΛ is not regular. We have (cf. [3], Example 5.2.18)
ω(W (λδj)) = lim
n
ωΛn(W (λδj)) = e
− 14λ2 lim
n
exp
(
−λ
2
2
ωΛn(a
+(δj)a(δj))
)
= 0 .
The thesis follows as ω cannot be regular. 
For equivalent characterizations of the KMS boundary condition and general
results on the CCR the reader is referred to [3] and the references cited therein.
In this work, we consider amenable graphs (also called amenable networks)
which are essentially-periodic, namely finite or density–zero perturbations of pe-
riodic graphs as described above. We assume a regular exhaustion {Λn} is given,
and denote by τ the canonical trace on A(X). We also denote with an abuse of
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notation, `2(X) ≡ `2(V X) for the network X. In this section we shall introduce
the main thermodynamic properties and quantities.
Fix a positive operator H ∈ A(X) (the Hamiltonian) and denote by NH its
integrated density of states, (see e.g. [11]) that is NH(λ) := τ(E[0, λ]), where
H =
∫
λdE(λ) is the spectral decomposition of H.
Let {HΛn} be its finite volume truncation w.r.t. the exhaustion {Λn}, i.e. HΛn :=
PnHPn, and denote byNHΛn (λ) :=
1
|Λn|Tr
(
EHΛn [0, λ]
) ≡ 1|Λn| | {t ∈ σ(HΛn) : t ≤ λ} |.
Define
E0(H) := lim
Λn↑X
(
inf supp
(
NHΛn
))
(3.2)
Em(H) := inf supp
(
lim
Λn↑X
NHΛn
)
≡ inf supp (NH) .
Remark 3.3.
(i) The limit in (3.2) exists as a consequence of Lemma 3.4.
(ii) Because of Proposition 3.5, we have limΛn↑X NHΛn = NH , as distribution
functions.
(iii) If A is the adjacency matrix of X, and H := ‖A‖ − A, then E0(H) =
limΛn↑X ‖A‖ − ‖AΛn‖ = 0, while Em(H) = ‖A‖ − ‖piτ (A)‖, where piτ is the GNS
representation induced by τ . Moreover, if X is a periodic graph, then it is shown
in Theorem 5.2 that Em(H) = 0.
Obviously, E0(H) ≤ Em(H). If E0(H) < Em(H) we say that there is a (low
energy) hidden spectrum, see e.g. [4]. For the infinite graphs below, we shall always
assume E0(H) = 0.
Lemma 3.4. Let X be a countable graph, H ∈ B(`2(X)) a positive operator, and
let Λ1 ⊂ Λ2 be finite subgraphs of X. Then
minσ(HΛ1) ≥ minσ(HΛ2).
Proof. Let λ be the minimum eigenvalue of HΛ1 , and v the relative normalised
eigenvector. Since v ∈ `2(Λ1), we have 〈v,HΛ2v〉 = 〈v,HΛ1v〉 = λ, that is
λ ∈ {〈w,HΛ2w〉 : w ∈ `2(Λ2), ‖w‖ = 1}. Observe that this set is contained in
conv (σ(HΛ2)), since, if HΛ2 =
∫
λdE(λ) is the spectral decomposition, we have
〈v,HΛ2v〉 =
∫
λd〈v,E(λ)v〉, and the claim follows from the fact that d〈v,E(λ)v〉 is
a probability measure on σ(HΛ2). Finally, minσ(HΛ2) = min convσ(HΛ2) ≤ λ =
minσ(HΛ1). 
Proposition 3.5. Let X be an essentially periodic graph with regular exhaustion
{Λn}, H ∈ A(X) a positive operator. Then, for any continuous function ϕ :
[0,∞)→ C, we have
(i) lim
n→∞
Tr(ϕ(HΛn))
|Λn| = τ(ϕ(H)),
(ii)
∫
ϕdNH = lim
Λn↑X
∫
ϕdNHΛn .
Proof. Let us denote by En the orthogonal projection from `
2(X) onto `2(Λn).
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Observe that, for k ≥ 2,
Tr
(
EnH
kEn
)
= Tr
(
En(H(En + E
⊥
n ))
kEn
)
= Tr
(
(EnHEn)
k
)
+
∑
σ∈{−1,1}k−1
σ 6={1,1,...,1}
Tr
(
En
k−1∏
j=1
(HEσjn )HEn
)
,
where E−1n stands for E
⊥
n , and
|Tr(En k−1∏
j=1
(HEσjn )HEn
)| = |Tr(...EnHE⊥n ...)| ≤ ‖H‖k−1Tr(|EnHE⊥n |).
Now assume H has propagation r. Then,
EnHE
⊥
n = EnE(Br(V Λ
c
n))HE
⊥
n = E(Λn ∩Br(V Λcn))HE⊥n ,
hence
Tr(|EnHE⊥n |) ≤ ‖H‖ |Br−1(FΛn)| ≤ ‖H‖ |FΛn|dk−1,
where d is the maximal degree of X. As a consequence we obtain
1
|Λn| |Tr
(
EnH
kEn
)− Tr((EnHEn)k)| ≤ (2d)k−1‖H‖k |FΛn||Λn| → 0.
Setting τn =
1
|Λn|Tr, we have proved that limn τn(Enp(H)En − p(EnHEn)) = 0
for any positive, finite propagation operator H in A(X). Since |τn(A)| ≤ ‖A‖, the
result follows by Weierstrass density theorem and the definition of A(X). 
Definition 3.6. Let H be a positive operator in A(X). Then, for any inverse
temperature β > 0, and for any chemical potential µ ≤ 0, we define the density of
H as
ρH(β, µ) :=
∫
dNH(h)
eβ(h−µ) − 1 ,
and the critical density of H as
(3.3) ρHc (β) :=
∫
dNH(h)
eβh − 1 ≡ ρH(β, 0) .
Let us recall that H is called recurrent if the matrix elements (δx, H
−1δx) are
infinite, and transient if the matrix elements (δx, H
−1δx) are finite.
We say that BEC takes place for a given equilibrium state if a suitable portion
of the particles occupies the lowest energy state.
Remark 3.7.
(i) It is also customary to fix the activity z := eβµ, instead of the chemical potential.
(ii) If we choose H as the graph Laplacian, transience and recurrence have a prob-
abilistic interpretation. In fact, (δx,∆
−1δy) =
∑∞
n=0 pn(x, y), where pn(x, y) is the
probability of passing from x to y in n steps, and the transition probability p1(x, y)
is set to (deg x)−1 if x and y are adjacent, and to 0 otherwise. As a consequence, if
the graph is connected, (δx,∆
−1δx) is finite for all x if and only if it is finite for a
single x. Then recurrence corresponds to the following property of a random walk
on X: the random walk starting at a point x returns almost surely to x infinitely
many times. Conversely, a random walk is transient if the probability of starting at
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x and returning to x infinitely many times is zero. Interpreting a graph as an elec-
trical network, transience means that the resistance between a point and infinity is
finite. For further results on transience and recurrence see e.g. [14]
(iii) For the standard homogeneous models investigated in literature (i.e. the sta-
tistical mechanics of free Bosons on Rd (cf. [3]), or on lattices with period Zd (cf.
[10] and the references cited therein)),3 it is well–known that there exist equilibrium
states exhibiting BEC if ρHc (β) < +∞. This is also known to be equivalent to the
transience of the graph, or to the fact that the growth of the graph is greater than
2. As we shall see in the following sections, for the nonhomogeneous models treated
in the present paper new phenomena (as for example the lack of the local normality
of the resulting state in the thermodynamical limit) can happen.
(iv) Since we assumed H to be bounded, the critical density is finite, namely the
integral (3.3) converges, iff ∫
[0,‖H‖]
dNH(h)
h
< +∞ .
In particular, hidden spectrum implies finite critical density. A large class of ex-
amples of essentially periodic graphs exhibiting hidden spectrum will be described
below.
Now we recall how equilibrium states are usually constructed. Given a positive
Hamiltonian H as above on the essentially periodic graph X, one fixes an inverse
temperature β > 0 and a density of particles ρ, and determines the chemical po-
tential µ(Λn) such that
ρHΛn (β, µ(Λn)) = ρ .
To simplify the exposition, we suppose also that µ(Λn) → µ, for some µ ∈ R,
possibly by passing to a subsequence. We necessarily have µ(Λn) < E0(HΛn).
Since E0(HΛn)→ E0(H) = 0, we get µ ≤ 0.
The finite volume state with density ρ describing the Gibbs grand canonical
ensemble in the volume Λn can be defined by the two–point function
(3.4) ωΛn(a
+(ξ)a(η)) =
〈
η, (eβ(HΛn−µ(Λn)I) − 1)−1ξ〉,
where ξ, η ∈ `2(X). Thermodynamical states are then described as limits of the
finite volume states above.
Let us now study the behavior of the density in the infinite volume limit.
Proposition 3.8. Let X be an essentially periodic graph with regular exhaustion
{Λn}, with positive Hamiltonian H ∈ A(X), and assume NH(0) = 0. Then, we
have
lim
ε↓0
lim
Λn↑X
∫
fε(h)
eβ(h−µ(Λn)) − 1dNHΛn (h) = ρH(β, µ) ,
where fε is the continuous mollifier
fε(x) =

0 , 0 ≤ x ≤ ε
x−ε
ε , ε < x ≤ 2ε
1 , 2ε < x .
3As noticed in [4], the BEC behaviour of Zd–lattices only depends on d. This can be seen as
the dispersion law p 7→ εH(p) of a periodic Schro¨dinger operator H := ∆ + V on Rd or a lattice,
has the same asymptotics near 0 as that of the Laplacian ∆, see e.g. [13].
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Proof. We compute∣∣∣∣ ∫ fε(h)eβ(h−µ(Λn)) − 1dNHΛn (h)−
∫
fε(h)
eβ(h−µ) − 1dNH(h)
∣∣∣∣
≤
∣∣∣∣ ∫ ( 1eβ(h−µ(Λn)) − 1 − 1eβ(h−µ) − 1
)
fε(h)dNHΛn (h)
∣∣∣∣
+
∣∣∣∣ ∫ fε(h)eβ(h−µ) − 1dNHΛn (h)−
∫
fε(h)
eβ(h−µ) − 1dNH(h)
∣∣∣∣→ 0,
since 1
eβ(h−µ(Λn))−1 → 1eβ(h−µ)−1 , uniformly on the support of fε, and the second
summand goes to zero because the finite volume sequences of traces converge to
the infinite volume trace for fixed traceable operators, as follows from Proposition
3.5 (ii). The proof follows as fε ↗ 1 whenever ε ↘ 0, essentially everywhere by
taking into account that we assumed NH(0) = 0.
4 
Let us observe that the quantity
n0 = n0(β, ρ) := lim
ε↓0
lim
Λn↑X
∫
1− fε(h)
eβ(h−µ(Λn)) − 1dNHΛn (h)
is well–defined and independent of the particular choice of the mollifier fε whenever
the last converges monotonically to χ(0,+∞). We have
ρ = n0 + ρ(β, µ) .
From now on, we suppose that the Hamiltonians H, HΛ are those based on the
adjacency matrix if it is not otherwise specified, and drop some subscripts.
Proposition 3.9. Let X be an essentially periodic graph, with adjacency matrix
A and H = ‖A‖ − A. Then NH(0) = 0, i.e. the integrated density of states is
continuous in zero.
Proof. Let us assume first that X is a periodic amenable graph. Then, if NH(0) 6=
0, the 0-eigenspace of H is non-trivial, namely there is an `2 Perron-Frobenius
eigenvector for A, which is necessarily unique. However, since H is G invariant,
such vector is also periodic. This is absurd.
Let now X be essentially periodic. If there is no hidden spectrum, then NH(λ)
is the same as that of a periodic graph, hence the result follows from the previous
case. On the other hand, hidden spectrum immediately implies NH(0) = 0. 
Lemma 3.10. Let X be an essentially periodic graph with regular exhaustion {Λn},
A the adjacency matrix of X. Let {µn} ⊂ (−∞, 0], µn → µ, and set H := (‖A‖ −
µ)I − A, and Hn := (‖A‖ − µn)I − AΛn . Let ϕ : [0,∞) → C be a continuous
function. Then, for any ξ ∈ `2(X), ϕ(Hn)ξ → ϕ(H)ξ.
Proof. Let x ∈ V X; then, for n ∈ N large enough, AΛnδx = Aδx, so that AΛnξ =
Aξ, for ξ ∈ `2(X) and with finite support. Let ξ ∈ `2(X) be arbitrary, and, for any
ε > 0, let ξε ∈ `2(X) and with finite support be such that ‖ξ − ξε‖ < ε. Then, for
some nε ∈ N, we have AΛnξε = Aξε, for any n > nε. Therefore, for n > nε we have
‖AΛnξ−Aξ‖ ≤ ‖AΛn(ξ−ξε)‖+‖AΛnξε−Aξε‖+‖A(ξ−ξε)‖ ≤ 2‖A‖‖ξ−ξε‖ < 2‖A‖ε.
Hence Hnξ → Hξ.
4Recall that µ = 0 is allowed and describes the most interesting situation of the BEC regime,
see below.
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Therefore, for any k ∈ N, Hknξ → Hkξ, and the claim is true for any polynomial.
Finally, let ϕ : [0,∞) → C be a continuous function, and, for any ε > 0, let p
be a polynomial such that ‖ϕ − p‖∞ < ε. Then, for any ξ ∈ `2(X), we have
‖ϕ(Hn)ξ−ϕ(H)ξ‖ ≤ ‖ϕ(Hn)ξ−p(Hn)ξ‖+‖p(Hn)ξ−p(H)ξ‖+‖p(H)ξ−ϕ(H)ξ‖ ≤
2‖ϕ− p‖∞‖ξ‖+ ‖p(Hn)ξ − p(H)ξ‖, from which the claim follows. 
Theorem 3.11. Let X be an essentially periodic graph with regular exhaustion
{Λn}, A the adjacency matrix of X, H := ‖A‖ −A. Then
(i) µ < 0 if and only if ρ < ρc(β),
(ii) for any β > 0, µ < 0, the sequence (3.4) converges pointwise to a state ω,
whose two–point function is given by
ω(a+(ξ)a(η)) =
〈
η, (eβ(H−µI) − 1)−1ξ〉 .
Moreover, the density ρ(ω) of the state ω, defined by
ρ(ω) := lim
Λn↑X
1
|Λn|
∑
j∈Λn
ω(a+(δj)a(δj)) ,
satisfies ρ(ω) = ρ(β, µ).
(iii) The transience of A is a necessary condition for the existence of locally normal
states on CCR(h) at or above the critical density, i.e. for µ = 0. Here h ⊂ `2(X)
is a subspace containing the functions with finite support.
Proof. (i)( =⇒ ) If µ(Λn)→ µ < 0, we can suppose that z(Λn) ≡ eβµ(Λn) ≤ K < 1
for each n. We have∫
1− fε(h)
eβ(h−µ(Λn)) − 1dNHΛn (h) ≤
z(Λn)
1− z(Λn)
∫
(1− fε(h))dNHΛn (h)
≤ K
1−K
∫
(1− fε(h))dNHΛn (h)→
K
1−KNH(0) = 0 ,
whenever Λn ↑ X, and then ε ↘ 0. Therefore, n0 = 0, so that ρ = ρ(β, µ) <
ρ(β, 0) ≡ ρc(β).
( ⇐= ) Conversely, suppose that ρ < ρc(β) and µ(Λn)→ 0. Then
ρc(β) > ρ =
∫
1− fε(h)
eβ(h−µ(Λn)) − 1dNHΛn (h) +
∫
fε(h)
eβ(h−µ(Λn)) − 1dNHΛn (h)
≥
∫
fε(h)
eβ(h−µ(Λn)) − 1dNHΛn (h)→ ρ(β, 0) ≡ ρc(β) ,
whenever Λn ↑ X, and then ε↘ 0. As this is impossible, we must have µ < 0.
(ii) The fact that ωΛn → ω in the ∗–weak topology follows from HΛn → H in the
strong operator topology. Indeed, sinceHn−µ(Λn)→ H−µ strongly, it follows from
Lemma 3.10 that
(
eβ(Hn−µ(Λn))− 1)−1 → (eβ(H−µ)− 1)−1 strongly [because µ < 0
so that 1 /∈ σ(eβ(H−µ))]. Therefore, for any ξ, η ∈ `2(X), we have ωΛn(a+(ξ)a(η)) =
〈η, (eβ(Hn−µ(Λn)) − 1)−1ξ〉 → 〈η, (eβ(H−µ) − 1)−1ξ〉 = ω(a+(ξ)a(η)). Since the
vector space V := span
{
a+(ξ)a(η) : ξ, η ∈ `2(X)} is dense in CCR, then ωΛn is a
Cauchy sequence in the weak∗ topology, so it converges. Indeed, for any T ∈ CCR,
ε > 0, there is Tε ∈ V such that ‖T − Tε‖ < ε, so that, for any m,n large enough,
|ωΛm(T ) − ωΛn(T )| ≤ |ωΛm(T ) − ωΛm(Tε)| + |ωΛm(Tε) − ωΛn(Tε)| + |ωΛn(Tε) −
ωΛn(T )| ≤ 3ε.
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Finally, ∫
dNHΛn (h)
eβ(h−µ(Λn)) − 1 →
∫
dNH(h)
eβ(h−µ) − 1
as in the proof of Proposition 3.8, because
1
eβ(h−µ(Λn)) − 1 →
1
eβ(h−µ) − 1 ,
uniformly on [0, ‖H‖], and the measures induced by the NHΛn converge in the∗–weak topology to that induced by NH .
(iii) Indeed, the following limit should be finite:
lim
ε↓0
lim
Λn↑X
〈ξ, fε(Hn)(eβ(Hn−µn) − 1)−1η〉
= lim
ε↓0
lim
Λn↑X
〈ξ, fε(Hn)(eβHn − 1)−1η〉
+ lim
ε↓0
lim
Λn↑X
〈ξ, fε(Hn)
(
(eβ(Hn−µn) − 1)−1 − (eβHn − 1)−1)η〉.
Since for µn → 0 the second summand is zero, we need the finiteness of the first.
By Lemma 3.10,
lim
ε↓0
lim
Λn↑X
〈ξ, fε(Hn)(eβHn − 1)−1η〉
= lim
ε↓0
〈ξ, fε(H)(eβH − 1)−1η〉
= 〈ξ, (eβH − 1)−1η〉.
The finiteness of 〈ξ, (eβH − 1)−1η〉 when ξ, η have finite support is exactly the
transience of AX . 
Remark 3.12.
(i) Let us observe that n0 > 0 if and only if ρ > ρc(β). Indeed, by definition,
n0 = 0 whenever µ < 0, hence n0 > 0 ⇒ µ = 0. As a consequence, 0 < n0 =
ρ− ρ(β, µ) = ρ− ρc(β), i.e. ρ > ρc(β). Conversely, ρ > ρc(β) implies µ = 0, hence
n0 = ρ− ρ(β, µ) = ρ− ρc(β) > 0.
(ii) Observe that n0 > 0 can be obtained only if µ(Λn) → 0. Indeed, µ = 0 is a
necessary condition for the occurrence of BEC.
4. Some results on Perron–Frobenius eigenvectors
Let X be a finite connected graph, A its adjacency matrix. By Perron–Frobenius
Theorem there exists a unique eigenvector with eigenvalue ‖A‖, and it is the unique
eigenvector having strictly positive entries. When X is infinite, the existence of a
square summable Perron–Frobenius eigenvector is no longer guaranteed. If such
vector exists is unique and has strictly positive entries. However, if X has bounded
degree, the equation Av = ‖A‖v makes sense also for vectors which are simply
functions v : X 7→ C. Vectors of this kind satisfying the equation Av = ‖A‖v
will be called generalized Perron–Frobenius eigenvectors. A generalized Perron–
Frobenius eigenvector has strictly positive entries but it is not necessarily unique,
see [6] for the general Comb graphs, and [5] for Cayley Trees. Indeed it is unique
if the graph is A–recurrent [14]. Now we show the existence of such (generalized)
Perron-Frobenius eigenvectors for the network under consideration.
Assume Λn is an exhaustion for X, namely an increasing family of connected
finite subgraphs whose union is X, and choose a vertex x0 ∈ V Λ1. Then let vn be
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the Perron-Frobenius vector for An := AΛn normalized by 〈δx0 , vn〉 = 1. We extend
all these vectors to zero outside Λn.
Proposition 4.1. With the above notation, A has a generalized Perron–Frobenius
eigenvector.
Proof. We first show that ‖A‖ = limn ‖An‖. Indeed, if Y ⊂ Z is a proper in-
clusion of graphs with Y finite and Z connected, and w is the norm-one Perron-
Frobenius vector for AY , then ‖AY ‖ = 〈w,AY w〉 < 〈w,AZw〉 ≤ ‖AZ‖. Therefore
the sequence ‖An‖ is strictly increasing and bounded by ‖A‖. Assume now ad
absurdum that limn ‖An‖ < ‖A‖. Then we could find a norm-one vector z with
finite support such that 〈z,Az〉 > limn ‖An‖. Choosing n large enough, we get
〈z,Az〉 = 〈z,Anz〉 ≤ ‖An‖, which gives a contradiction.
Finally we construct a generalized Perron-Frobenius vector for X. Since
1 = 〈δx0 , vn〉 = ‖An‖−1〈δx0 , Anvn〉 = ‖An‖−1
∑
x∼x0
〈δx, vn〉 ≥ ‖An‖−1 max
x∼x0
〈δx, vn〉,
then x ∼ x0 implies 〈δx, vn〉 ≤ ‖An‖. By induction we get d(x, x0) ≤ d implies
〈δx, vn〉 ≤ ‖An‖d. ¿From this we can obtain a subsequence vnk such that 〈δx, vnk〉
converges for any x ∈ X. Let us denote by v the vector s.t. limk〈δx, vnk〉 = 〈δx, v〉.
We observe that, given x ∈ X, for sufficiently large k, we have Aδx = Ankδx.
Therefore
〈δx, Av〉 = 〈Aδx, v〉 = lim
k
〈δx, Ankvnk〉 = lim
k
‖Ank‖〈δx, vnk〉 = 〈δx, ‖A‖v〉,
which means that v is a generalized Perron-Frobenius vector for X. 
5. No Hidden Spectrum for periodic graphs
In this section we want to show that there is no hidden spectrum for the adjacency
operator on a periodic graph. This means that the bottom of the spectrum for the
energy operator ‖A‖−A coincides with the infimum of the support of the spectral
measure of the energy operator in the trace representation, or, equivalently, that
the supremum of the spectrum of A coincides with the supremum of the spectrum
for pi(A), where pi is the trace representation.
We have already proved that, given an exhaustion Λn of the graph X, and
denoting with An the adjacency operator for Λn, then ‖An‖ ↗ ‖A‖.
Let now v ∈ `2(V X) be a unit vector with support contained in Λn, γ ∈ Γ and
consider the projection operator Pv(γ) on the vector λ(γ)v. Let us observe that,
since Pv(γ) is a projection operator on λ(γ)v, for any bounded operator C,
Tr(CPv(γ)) = 〈λ(γ)v, Cλ(γ)v〉.
We need the following.
Lemma 5.1. Let X be a periodic graph, K a finite subgraph, v the normalised
Perron-Frobenius eigenvector of K, and consider, for any γ ∈ Γ, the projection
operator Pv(γ) on the vector λ(γ)v. Then the series
∑
γ∈Γ
Pv(γ) converges strongly
to an operator T which belongs to the von Neumann algebra N(X,Γ).
Proof. We need to show that, for any ε > 0, and w =
∑
y∈X wyδy ∈ `2(X),
there is a finite set Fε ⊂ Γ such that, for all finite sets E ⊂ Γ \ Fε, we have
‖∑γ∈E P (γ)w‖2 < ε.
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Indeed, for any finite E ⊂ Γ, we have
‖
∑
γ∈E
Pv(γ)w‖2 =
∑
x∈X
|〈δx,
∑
γ∈E
Pv(γ)w〉|2
=
∑
x∈X
|
∑
γ∈E
∑
y∈X
wy〈δx, Pv(γ)δy〉|2
=
∑
x∈X
|
∑
γ∈E
∑
y∈X
wy〈δx, λ(γ)v〉〈λ(γ)v, δy〉|2
≤
∑
x∈X
(∑
γ∈E
∑
y∈X
|wy| · |〈δx, λ(γ)v〉| · |〈λ(γ)v, δy〉|
)2
.
The scalar products in the last line are possibly non zero only if γ−1x, γ−1y ∈ K, so
that d(x, y) = d(γ−1x, γ−1y) ≤ diamK =: d, and x, y ∈ γK ⊂ EK := ∪γ′∈Eγ′K.
Let us observe that |{γ ∈ E : γ−1x ∈ K} | = | {γ ∈ E : x ∈ γK} | ≤ |K|, so that
‖
∑
γ∈E
Pv(γ)w‖2 ≤
∑
x∈X
(
|{γ ∈ E : γ−1x ∈ K} | ∑
y∈B(x,d)∩EK
|wy|
)2
≤ |K|2
∑
x∈X
( ∑
y∈B(x,d)∩EK
|wy|
)2
≤ |K|2
∑
x∈X
|B(x, d) ∩ EK|
∑
y∈B(x,d)∩EK
|wy|2
≤ |K|2 sup
x∈X
|B(x, d)|
∑
y∈EK
∑
x∈B(y,d)
|wy|2
≤ |K|2(sup
x∈X
|B(x, d)|)2
∑
y∈EK
|wy|2.
Let now Hε be a finite subset of V X such that
∑
y∈X\Hε |wy|2 < ε, and set
Fε := {γ ∈ Γ : γK ∩Hε 6= ∅}, so that, for any finite set E ⊂ Γ \ Fε, we have
EK = ∪γ∈EγK ⊂ Γ \Hε, and
∑
y∈EK |wy|2, so that
‖
∑
γ∈E
Pv(γ)w‖2 ≤ |K|2(sup
x∈X
|B(x, d)|)2ε,
which establishes the claim. 
Theorem 5.2. Let A be the adjacency matrix of a periodic graph X, pi the trace
representation of the von Neumann algebra N(X,Γ). Then
‖A‖ = supσ(pi(A)) = ‖pi(A)‖,
i.e. H := ‖A‖ −A does not have hidden spectrum.
Proof. Let vn be the (normalised) Perron-Frobenius vector for the restriction An
of A to the graph Λn, and let Pvn , Pvn(γ) be as defined above. Moreover, for any
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m > n, let us denote by Em the projection on `
2(Λm). Then
Tr(EmAPvn) =
∑
γ∈Γ
Tr(EmAPvn(γ))
=
∑
γ∈Γ
〈λ(γ)vn, EmAλ(γ)vn〉
≥
∑
γ∈Γ
〈λ(γ)vn, Emλ(γ)Enλ(γ)∗Aλ(γ)vn〉
= ‖An‖
∑
γ∈Γ
〈λ(γ)vn, Emλ(γ)vn〉
= ‖An‖
∑
γ∈Γ
Tr(EmPvn(γ)) = ‖An‖Tr(EmPvn),
where the inequality follows by the positivity of all the entries, and the last but one
equality follows from the fact that Enλ(γ)
∗Aλ(γ)En = An. As a consequence,
‖An‖ ≤ Tr(EmAPvn)
Tr(EmPvn)
→ τ(APvn)
τ(Pvn)
≤ supσ(pi(A)).
where, for the last inequality, we used the following: let ξτ be the GNS vector,
and η =
pi(Pvn )ξτ
‖pi(Pvn )ξτ‖ , then η is normalised, and
τ(APvn )
τ(Pvn )
= 〈η, pi(A)η〉. The thesis
follows. 
Proposition 5.3. Let X be a periodic graph. Then H := ‖A‖−A has finite critical
density ⇐⇒ A is transient.
Proof. The critical density of H is finite ⇐⇒ τ(H−1) = ∫∞
0
dNH(λ)
λ <∞. Observe
that τ(H−1) =
∑
x∈F 〈δx, H−1δx〉, and recall that 〈δx, H−1δx〉 <∞ for some x ∈ X
⇐⇒ 〈δx, H−1δx〉 <∞ for all x ∈ X ⇐⇒ A is transient. 
6. The secular equation
Our aim here is to show that additive perturbations of an essentially periodic
graph can lead to hidden spectrum for the adjacency matrix of the perturbed graph.
As explained above this is relevant for the occurrence of BEC condensation for
the pure hopping model. As a starting point for this analysis we write down an
eigenvalue equation, called secular equation, for the adjacency matrix in terms of
objects associated to the unperturbed graph.
We start by considering very general perturbations of the graph under consid-
eration, then we specialize the matter to the case of interest for our purposes. Let
X,G be bounded degree graphs. We suppose we are adding and/or removing links
from the graph X. Suppose further that G is (possibly) attached to X, describing
another perturbation of the latter. Let Y be the resulting graph. Its adiacency
matrix Ap can be written as
(6.1) Ap =
(
A+D C
Ct B
)
,
where A, B are the adjacency matrices of X, G respectively, D describes the contri-
bution of the links added and/or removed from X, and finally C describes the edges
linking G to X. In the following RT (λ) := (λI − T )−1 will denote the resolvent of
the operator T defined for λ 6∈ σ(T ). From now on we suppose that the resulting
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graph Y is of bounded degree, this implies that C and D are bounded operators.
Define for λ 6∈ σ(A)⋃σ(B),
S(λ) :=
(
DRA(λ) + CRB(λ)C
tRA(λ)
)d
R(C)+R(D)
.
In the case under consideration, S(λ) = PS(λ)P where P is the orthogonal
projection on the closed subspace generated by the ranges of C and D, on which
we suppose S naturally acts.
Theorem 6.1. With the above notation, λ 6∈ σ(A)⋃σ(B) is an eigenvalue of Ap
iff 1 is an eigenvalue of S(λ). If this is the case, the corresponding eigenvectors
v :=
(
x
y
)
, respectively z, are related by
z = Dx+ Cy ,
x = RA(λ)z , y = RB(λ)C
tRA(λ)z .
Proof. Let λ 6∈ σ(A)⋃σ(B), and suppose there is v ∈ `2(Y ) such that Apv = λv.
By (6.1), we recover from the first equation
(6.2) x = RA(λ)(Dx+ Cy) ,
and, by multiplying both sides by D,
(6.3) Dx = DRA(λ)(Dx+ Cy) .
Analogously, from the second equation, we obtain
y = RB(λ)C
tx ,
and from (6.2), by multiplying both sides by C,
(6.4) Cy = CRB(λ)C
tx = CRB(λ)C
tRA(λ)(Dx+ Cy) .
Summing up (6.3) and (6.4), we obtain that z = Dx + Cy is an eigenvector of
S(λ) corresponding to the eigenvalue 1. Conversely, suppose that z is an eigenvector
of S(λ) with eigenvalue 1, and λ 6∈ σ(A)⋃σ(B). Define v := ( RA(λ)z
RB(λ)C
tRA(λ)z
)
.
Then, it is easy to show that v is an eigenvector of Ap with eigenvalue λ. 
The equation
(6.5) [DRA(λ) + CRB(λ)C
tRA(λ)]z = z .
is called the secular equation in the present paper. It allows to compute the Perron–
Frobenius eigenvalue of Ap in many cases of interest, including some infinite, density
zero, additive perturbations of periodic graphs.5
Now we specialize the matter to the case of finite additive perturbations of a
(essentially) periodic graph. In this case, B,C,D are finite rank operators, with D
positivity preserving, and acting on a finite dimensional subspace of `2(X). Thus,
S(λ) is a finite dimensional matrix whenever it is defined.
We observe that in principle, ‖Ap‖ might not be an eigenvalue of Ap, even if it is
always the maximum of σ(Ap) (cf. the existence of generalized Perron–Frobenius
eigenvectors, see [14]). However, if ‖Ap‖ > max {‖A‖, ‖B‖}, next result shows that
‖Ap‖ is indeed an eigenvalue of Ap.
5Compare the computations in Section 9 with those in [4] used to prove the existence of the
hidden spectrum for the comb graph.
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Corollary 6.2. Let Y be a finite perturbation of X, and A,B,C,D as above. If
‖Ap‖ > max {‖A‖, ‖B‖} then 1 is an eigenvalue of S(‖Ap‖) and ‖Ap‖ ∈ σp(Ap).
Proof. Let Yn be an exhaustion of Y such that Y1 ⊃ G ∪ {x : δx ∈ R(C) + R(D)},
‖AY1‖ > max {‖A‖, ‖B‖}, and set Xn = Yn∩X. By the results of Section 4 we may
also assume that the Perron-Frobenius vectors vn =
(
xn
yn
)
for AYn , normalized by
taking value 1 on a fixed vertex of Y1, converge pointwise to a generalized Perron-
Frobenius vector v =
(
x
y
)
for AY . Applying Theorem 6.1 to any inclusionXn ⊂ Yn,
we obtain that zn = Dxn +Cyn is an eigenvector with eigenvalue 1 for the matrix
Sn(λn) :=
(
DRAXn (λn) + CRB(λn)C
tRAXn (λn)
)dR(C)+R(D), with λn = ‖AYn‖.
Let us observe that the vectors zn belong to the same finite-dimensional vector
space, on which all the matrices Sn(λn) act. By construction, limn zn = z :=
Dx+ Cy and limn Sn(λn) = S(‖AY ‖), namely z is an eigenvector with eigenvalue
1 of the matrix S(‖AY ‖). Applying again Theorem 6.1 we show that v is a true
eigenvector of AY with eigenvalue ‖AY ‖. 
We describe two particular cases of (6.5) when D = 0,6
(6.6) RB(λ)C
tRA(λ)Cy = y , x = RA(λ)Cy ;
and when G = ∅,
(6.7) DRA(λ)z = z , x = RA(λ)z .
Corollary 6.3. Let Y be a finite perturbation of X, and A,B,C,D as above.
Assume that ‖B‖ ≥ ‖A‖, or ‖B‖ < ‖A‖ and A is recurrent. Then ‖Ap‖ >
max {‖A‖, ‖B‖} and ‖Ap‖ is an eigenvalue of Ap.
Proof. The function λ ∈ (max {‖A‖, ‖B‖} ,+∞) 7→ ‖S(λ)‖ is decreasing and tends
to 0 when λ → +∞. When ‖B‖ ≥ ‖A‖, lim
λ→‖B‖
‖S(λ)‖ = +∞. When ‖B‖ < ‖A‖,
lim
λ→‖A‖
‖S(λ)‖ = +∞ if and only if A is recurrent. So, in both cases, there exists
a unique λ0 > max {‖A‖, ‖B‖} such that ‖S(λ0)‖ = 1. Since S(λ0) has positive
entries, 1 is an eigenvalue, whose eigenvector z, the Perron-Frobenius eigenvector,
has positive entries. Applying Theorem 6.1 we get an eigenvector v of Ap, for
the eigenvalue λ0, having positive entries. This immediately implies ‖Ap‖ ≥ λ0 >
max {‖A‖, ‖B‖}, therefore, by the previous Corollary, ‖Ap‖ is an eigenvalue, whose
eigenvector v′ has positive entries. Then λ0 = ‖Ap‖ and v = v′. 
We end the present section by presenting a formula, which is needed in the
sequel, which describes RAp(λ) in terms of the resolvents RA and RB .
Proposition 6.4. Let Y be a finite perturbation of X, and A,B,C,D, S(λ) as
above. Consider λ ∈ C such that |λ| > ‖Ap‖, and choose v =
(
x
y
)
in `2(Y ). Then
(6.8) RAp(λ)v =
(
RA(λ)(x+ z)
RB(λ)(C
tRA(λ)x+ y + C
tRA(λ)z)
)
,
where z = (I − S(λ))−1((DRA(λ) + CRB(λ)CtRA(λ))x+ CRB(λ)y).
If |λ| is sufficiently large, the formula holds also for infinite, additive perturba-
tions with density zero.
6Notice that the matrix CtRA(λ)C is nonnull if the graph Y is supposed to be connected.
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Proof. If we show that I − S(λ) is invertible, the result follows from a straightfor-
ward calculation. If the perturbation is finite, 1 6∈ σp(S(λ)), otherwise, by Theorem
6.1, λ would belong to σp(Ap), against the hypothesis |λ| > ‖Ap‖. Since S(λ) is a
finite dimensional matrix, this means 1 6∈ σ(S(λ)), i.e. I − S(λ) is invertible. In
the case of infinite perturbation, observe that S(λ) → 0 when |λ| → ∞, and the
thesis follows. 
Remark 6.5. Assume that the perturbation consists only of some extra edges, with-
out adding vertices; then C = B = 0, and the result above becomes
RAp(λ) = RA(λ) +RA(λ)(I −DRA(λ)|R(D))−1DRA(λ).
In order to have the result for infinite perturbations it suffices that |λ| > ‖A‖+‖D‖.
7. Perturbations of periodic graphs
The present section is devoted to some general results involving density zero
perturbations of (essentially) periodic graphs.
Proposition 7.1. Let X be an essentially periodic graph, and Y a density zero
perturbation of X. Suppose that ‖AY ‖ > ‖AX‖. Then Y has hidden spectrum. In
addition,
(7.1) ρYc (β) = ρ
X(β, µ)
where µ = ‖AX‖ − ‖AY ‖ < 0.
Proof. Let gn(x) be a continuous mollifier equal to 1 if x ≤ ε and 0 if x ≥ ε+ 1/n.
We have, with H := ‖AY ‖ −AY and ε < ‖AY ‖ − ‖AX‖,
NH([0, ε]) = lim
n
τ
(
gn(‖AY ‖ −AY )
)
= lim
n
τ
(
gn(‖AY ‖ −AX)
)
= 0.
As for the critical density, we have
ρYc (β) ≡ τ
((
eβ(‖AY ‖I−AY ) − 1)−1) = τ((eβ(‖AY ‖I−AX) − 1)−1)
= τ
((
eβ(‖AX‖I−AX−µI) − 1)−1) ≡ ρX(β, µ) .

Notice that (7.1) allows us to compute the critical density of the perturbed net-
work by using the formula for the density of the unperturbed one. It is very interest-
ing for physical applications, to compare such a BEC critical density (equivalently
critical temperature) with the critical density (temperature) of the formation of the
Baarden–Cooper pairs in the Josephson junctions.
We now consider finite subtractive perturbations of essentially periodic graphs.
Theorem 7.2. Let Y be the graph obtained by removing a finite number of vertices
and links from an essentially periodic graph X which does not have hidden spectrum.
Then
(i) Y does not have hidden spectrum,
(ii) the critical densities of X and Y are equal.
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Proof. (i) Since X does not have hidden spectrum, and finite perturbations do
not change the trace τ , it suffices to show that ‖AY ‖ = ‖AX‖. It is known that
‖AY ‖ ≤ ‖AX‖.
We obtain
0 ≤ ‖AX‖ − ‖AY ‖ ≤ ‖AX‖ − ‖AY ‖+ Em(‖AY ‖ −AY )
= Em(‖AX‖ −AY ) = Em(‖AX‖ −AX) = 0.
Therefore ‖AY ‖ = ‖AX‖ and Em(‖AY ‖−AY ) = 0 = E0(‖AY ‖−AY ), which is the
claim.
(ii) Since NY = NX , we obtain ρY (β, µ) = ρX(β, µ), and ρ
Y
c (β) = ρ
X
c (β). 
Notice that Theorem 7.2 holds true for zero density subtractive perturbations.
In addition, it tells us that zero density subtractive perturbations do not alter the
character of an essentially periodic graph, provided the graph under consideration
does not exhibit hidden spectrum (e.g. a periodic graph). Theorem 7.2 generalizes
a result in [10].
We now use the results of the previous section to show that very small additive
perturbations of essentially periodic graphs provide examples of pure hopping low
dimensional models with finite critical density.
Proposition 7.3. Let X be an essentially-periodic graph with infinite critical den-
sity. Then, there exists a point x0 ∈ X such that if we add to X only one vertex #
linked to x0, then the graph X ∪ {#} has finite critical density.
Proof. Denote by A the adjacency matrix of X. The secular equation (6.6) for
X ∪ {#} becomes λ−1〈δx0 , RA(λ)δx0〉 = 1, x0 being the vertex (to be determined)
of X to which # is connected. We will show that there exists λ > ‖A‖ satisfying
the previous equation.
Denote by H = ‖A‖ − A, and observe that X has infinite critical density ⇐⇒
∞ = ∫ ‖H‖
0
dNH(λ)
λ =
∫∞
0
dτ(EH(λ))
λ =
∫∞
0
dτ(EA(‖A‖−λ))
λ =
∫ ‖A‖
−∞
dτ(EA(ν))
‖A‖−ν ⇐⇒∫ ‖A‖
0
dτ(EA(λ))
‖A‖−λ =∞.
Therefore,
∞ =
∫ +∞
0
dNA(a)
‖A‖ − a =
∫ +∞
0
( +∞∑
n=0
‖A‖−(n+1)an
)
dNA(a)
=
+∞∑
n=0
‖A‖−(n+1)
∫ +∞
0
andNA(a) ≡
+∞∑
n=0
‖A‖−(n+1)τ(An)
≡
+∞∑
n=0
‖A‖−(n+1) lim
Λk↑X
(
1
|Λk|
∑
x∈Λk
〈δx, Anδx〉
)
≤ lim inf
Λk↑X
(
1
|Λk|
∑
x∈Λk
( +∞∑
n=0
‖A‖−(n+1)〈δx, Anδx〉
))
.
Here, the second equality follows by the monotone convergence Theorem, and
the last inequality by the Fatou Lemma.
Then there exists x0 ∈ X such that
〈δ0, RA(‖A‖)δ0〉 =
+∞∑
n=0
‖A‖−(n+1)〈δx0 , Anδx0〉 > ‖A‖ .
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This means that, for the decreasing function λ−1〈δx0 , RA(λ)δx0〉,
lim
λ→+∞
λ−1〈δx0 , RA(λ)δx0〉 = 0 ,
lim
λ→‖A‖
λ−1〈δx0 , RA(λ)δx0〉 > 1 .
Namely, there exists a (unique) λ > ‖A‖ such that the secular equation for
X ∪ {#} is satisfied, or by Theorem 6.1, there is a (unique) λ > ‖A‖ which is an
eigenvalue of Ap, which implies ‖Ap‖ ≥ λ > ‖A‖. Therefore, Em(‖Ap‖ − Ap) =
Em(‖Ap‖ −A) = ‖Ap‖ − ‖A‖+Em(‖A‖ −A) ≥ ‖Ap‖ − ‖A‖ > 0, that is X ∪ {#}
exhibits low energy hidden spectrum. 
Theorem 7.4. Let X be a essentially-periodic graph. Then, there exists a point
x0 ∈ X such that if we add to X only one vertex # linked to x0, then the graph
Y := X ∪ {#} verifies ‖AY ‖ > ‖AX‖. This implies Y has hidden spectrum, hence
finite critical density.
Proof. Assume the critical density of X is finite. If ‖AX‖ = ‖AX∪{#}‖, then the
critical densities of X and X ∪ {#} are equal, so that X ∪ {#} has finite critical
density. If ‖AX‖ < ‖AX∪{#}‖, then X∪{#} has hidden spectrum and finite critical
density.
IfX has infinite critical density the result follows from the Proposition above. 
Remark 7.5.
(i) The proof of Proposition 7.3 is based on the fact that there exists x0 such that
〈δx0 , RA(‖A‖)δx0〉 is large enough. This is trivially true ifX is periodic, since in that
case infinite critical density is equivalent to recurrence, namely 〈δx, RA(‖A‖)δx〉 =
+∞ for any x.7
(ii) Notice that, the divergence of the same integral
∫ dNA(a)
‖A‖−a , on the one hand
is responsible of the infinite critical density for the unperturbed graph X, on the
other hand allows us to conclude that graphs obtained by considering very small
additive perturbations of X have finite critical density.
Up to now we have shown that small perturbations of a graph can produce hidden
spectrum to the pure hopping Hamiltonian. The remarkable fact, pointed out in
the following theorem, is that such a network cannot exhibit hidden spectrum if we
choose as Hamiltonian of the model the Laplace operator ∆ of the graph.
Theorem 7.6. Let X be a periodic amenable graph, and Y a density zero pertur-
bation of X. Let the Hamiltonian H be the Laplace operator on Y . Then H does
not have hidden spectrum.
Proof. Let ∆, and ∆p be the Laplacian of X, and the perturbed graph Y , respec-
tively. We have
0 ≤ E0(∆p) ≤ Em(∆p) ≡ Em(∆) = 0 ,
where the last equality follows by Theorem 2.55, (5) of [9]. 
7See [1] for results related to the BEC and the computation of the ”vacuum distribution”
dµ(λ) = 〈δ0, dEA(λ)δ0〉 in some cases of interest in quantum probability, such as the comb graph.
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8. One dimensional examples
In this section, we exhibit some examples of graphs which have hidden spectrum.
To prove that, we use proposition 7.1, so we have to compare the norms of the
adjacency operators of a graph and its perturbation. To compute the norms, we
use Perron-Frobenius theory, and in particular the secular equation (6.5). We start
by considering the eigenvalue equation for the adjacency operator on a linear chain.
As we shall see, this gives rise to a difference equation whose solutions form a 2-
dimensional space. Therefore two more data, such as the value on boundary points,
determine the solution for the given eigenvalue, and a further datum determines
the eigenvalue. In this way we can calculate the Perron-Frobenius eigenvector and
eigenvalue on one-sided or two-sided linear chains with perturbations. Also, we
can compute the matrix elements of the resolvent RA(λ) for one-sided or two-sided
linear chains. Indeed, the vector v = RA(λ)δx satisfies the equation (λ−A)v = δx,
namely the eigenvector equation with a perturbation. We compute some examples
below.
Example 8.1 (Modified chain graphs). Suppose that the perturbation is on the
left of a linear chain, and it determines the first components, denoted by (α0, β0),
of an eigenvector corresponding to an eigenvalue λ > 2 for the adjacency matrix.
Denote the other components on the right as (α1, β1, α2, β2, . . . ), see figure 2. The
remaining components on the right are the solution of the finite–difference system(
αn+1
βn+1
)
=
(−1 λ
−λ λ2 − 1
)(
αn
βn
)
.(8.1)
Α0 Β0 Α1 Β1 Α2 Β2
Figure 2. Infinite chain.
The eigenvalues of the matrix in (8.1) are
µ±(λ) =
λ2 − 2± λ√λ2 − 4
2
,
with corresponding eigenvectors
v±(λ) :=
(
2
λ±√λ2 − 4
)
.
Now we apply the previous considerations to the graph X in figure 3. Since the
square-summable Perron-Frobenius eigenvector is unique, it is necessarily symmet-
ric. So, we only search for symmetric eigenvectors of AX . We have, in the previous
notation,
(8.2) λ = α0 , λα0 = 1 + 2β0 .
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By taking into account that, in order to get a square summable vector on the
chain,
(
α0
β0
)
cannot have a component along the eigenvector v+(λ), we obtain
(8.3)
(
α0
β0
)
= a
(
2
λ−√λ2 − 4
)
.
Solving (8.2) and (8.3) w.r.t. λ, we obtain λ =
√
2 +
√
5 > 2. Since the eigenvec-
tor we found has only positive components, it is the Perron-Frobenius eigenvector
of AX . Therefore ‖AX‖ = λ > 2 = ‖AZ‖, and, by proposition 7.1, the graph X has
hidden spectrum.
Α1 Β0 Α0 Β0 Α1 Β1
1
Figure 3. Infinite chain with a nail.
Other examples can be solved along the same lines, as those in figure 4. They
both have hidden spectrum.
Α1 Β0 Α0 Β0 Α1 Β1
Α1 Β0 Α0 Β0 Α1 Β1
Figure 4. Some infinite graphs.
Another application of the previous method is to compute some matrix elements
which are used in the sequel.
Proposition 8.2. We have for the following matrix elements,
〈δ0, RAN(λ)δ0〉 =
2
λ+
√
λ2 − 4 ,(8.4)
〈δ0, RAbox(λ)δ0〉 =
2
λ+
√
λ2 − 8(8.5)
where Abox is the adjacency matrix of the box graph in figure 5.
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Proof. We compute the latter, the computation of the former being similar. The
one dimensional dynamical system (as that given in (8.1)) associated to the box
graph is described by the matrix (−1 λ
−λ2 λ
2
2 − 1
)
whose eigenvector associated to the negative eigenvalue has the form(
4
λ−√λ2 − 8
)
.
We have (
α0
β0
)
= a
(
4
λ−√λ2 − 8
)
, λα0 − 2β0 = 1.
Solving w.r.t α0 ≡ 〈δ0, RAbox(λ)δ0〉, provides the assertion.
Α0 Β0 Α1 Β1 Α2 Β2 Α3 Β3 Α4 Β4
Figure 5. Box graph.

Remark 8.3. By applying the same calculation as before, we obtain
(8.6) 〈δ0, RAZ(λ)δ0〉 =
1√
λ2 − 4 .
Now we apply the previous results to compute the Perron–Frobenius eigenvalue
and/or eigenvector of some pivotal examples in order to show that they exhibit low
dimensional hidden spectrum.
Remark 8.4. Even though N is not a finite perturbation of a periodic graph, the
disjoint union of two copies of N, N unionsq N, can be identified with the graph Z with
one link removed. The embedding of N unionsq N in Z gives rise to an embedding of
pairs (T, S) of operators in AFP (N) into operators in AFP (Z). We may therefore
define the C∗-algebra A(N) as that consisting of the operators T ∈ AFP (N) such
that (T, T ) ∈ A(Z), endowed with the corresponding trace. This simple observation
allows us to conclude that the critical density ρc(β) of the graph N, resp. the box–
graph, is infinite as it coincides with that of Z, resp. the bilateral box–graph (which
is a Z–lattice).
Example 8.5 (Star and star-box graphs). The star graph with n ≥ 3 strands is
composed by n copies of N all connected to a single vertex #, see figure 6, left. If
λ > 2 = ‖AN‖, the secular equation (6.6) is written as
(8.7) λ = n〈δ0, RAN(λ)δ0〉 .
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By taking into account (8.4), we obtain for the adjacency matrix An of the star
graph with n strands,
λ ≡ ‖An‖ = n√
n− 1 .
Therefore, the star graph has hidden spectrum, see [4].
The star–box graph is made of n ≥ 3 copies of the box graph connected to a
single vertex #, see figure 6, right. By taking into account (8.7) and (8.5), we have
λ = 2n
λ+
√
λ2−8 which gives
λ =
n√
n− 2 , n ≥ 4.
Since ‖Abox‖ = 2
√
2, the star–box graph has hidden spectrum iff n ≥ 5.
Figure 6. Star and star-box graphs.
Example 8.6 (Polygonal star and star-box graphs). We now apply the secular
equation (6.7) to solve the star–box graph with n strands obtained by connecting
n ≥ 3 copies of the box graph through a polygon, see figure 7, right. The vector z
in (6.7) is supported on the vertices of the polygon having n edges. If λ > ‖Abox‖ =
2
√
2, the secular equation for such a z living on the polygon, becomes
(8.8) 〈δ0, RAbox(λ)δ0〉Apolz = z ,
where Abox, Apol are the adjacency matrices of the box graph and the polygon
respectively. Rotational invariance for the graph under consideration implies z has
equal components, hence 2〈δ0, RAbox(λ)δ0〉 = 1, independently of the number of
the edges of the polygon. By taking into account (8.5), the previous equation gives
λ = 3 > 2
√
2 ≡ ‖Abox‖. Hence, the star–box graph has hidden spectrum.
Another simple example of the star graph is that made of n strands connected
by a polygon, see figure 7, left. By taking into account (8.8) and (8.4), we have
4
λ+
√
λ2−4 = 1. Namely, λ =
5
2 > 2 ≡ ‖AN‖, so that the graph has hidden spectrum.
Figure 7. Polygonal star and star-box graphs.
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Example 8.7 (H-graphs). We consider two copies of the bilateral infinite chain to
which we add k links between the two origins, see figure 8. We call this graph an
H-graph. We have
α0
(
2
λ− k
)
= aα0
(
2
λ+
√
λ2 − 4
)
+ bα0
(
2
λ−√λ2 − 4
)
.
In order to have a square-summable eigenvector, we need a = 0, from which we
obtain
λ =
√
k2 + 4.
Therefore, the H-graph has hidden spectrum as soon as k > 0.
Β1 Α1 Β0 Α0 Β0 Α1 Β1
Figure 8. H graphs.
Example 8.8 (Modified ladder graphs). In the previous examples, we considered
additive and subtractive perturbations separately. We now consider them together.
We consider the bilateral ladder graph modified as follows. We add k−1 links at
the origin, and remove 2n links symmetrically, see figure 9. We look at a modified
ladder graph as a graph containing a suitable H–graph as a subgraph.
Since this graph contains the H-graph as a subgraph, ‖AX‖ ≥
√
k2 + 4. Since
the ladder graph (i.e. for k = 1 and n = 0) has ‖Aladder‖ = 3, the modified ladder
graph X has hidden spectrum for all k ≥ 3, n ≥ 0. Moreover, by theorem 7.2 it
follows that X has no hidden spectrum for k = 0 and any n ≥ 0, or for k = 1 and
any n ≥ 1. Finally, it is possible to prove that, for k = 2, X has hidden spectrum
for n = 0, and no hidden spectrum for n ≥ 1.
Βn Αn Β0 Α0 Β0 Αn Βn
Figure 9. Modified ladder graphs.
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9. Comb graphs
In [4] the authors considered a graph, which they called comb graph, and showed
that it has low energy hidden spectrum.
In general, one can define the comb product between two graphs, as in the
following definition (cf. [1]).
Definition 9.1. Let G, H be graphs, and let o ∈ V H be a given vertex. Then
the comb product X := G a (H, o) is a graph with V X := V G × V H, and (g, h),
(g′, h′) ∈ V X are adjacent iff g = g′ and h ∼ h′ or h = h′ = o and g ∼ g′. We
call G the base graph, and H the fibre graph. When o ∈ H is understood from the
context, we omit it, and write G a H.
In this and the next section we shall consider the so called comb graphs, with
base Zd, d ∈ N, and fibre Z, with distinguished vertex 0 ∈ Z, and we denote them
simply by Zd a Z. As we shall see, the comb graphs exhibit a different behaviour
with respect to BEC, if d ≤ 2 or d ≥ 3.
The comb graph Z a Z can be described as an additive perturbation of the
disconnected graph given by Z copies of Z (i.e. the fibres). The perturbation
consists of adding some extra links: for any n ∈ Z, there is a link connecting the
zero–point of the n-th copy to the zero–point of the (n + 1)-th copy, see figure
1. The added links form a copy of Z which is usually called the backbone in the
Physics literature. We endow this graph with the regular exhaustion {Λn}n∈N,
where Λn is the square [−n, n] × [−n, n]. Here, and in the following, we denote
by [m,n] := {z ∈ Z : m ≤ z ≤ n}. In this sense the comb graph is a density zero
perturbation of the disconnected graph given by infinitely many disjoint copies of
Z, indeed, according to Proposition 2.7, it is sufficient to note that
|(E(Z a Z) \ E(unionsqZZ)) ∩ EΛn|
|V Λn| =
2n+ 1
(2n+ 1)2
→ 0.
As already said, it was shown in [4] that the comb graph Z a Z has low energy
hidden spectrum. We generalize this result as follows.
Proposition 9.2. The comb graph Gd = Zd a Z has low energy hidden spectrum.
In particular ‖AGd‖ = 2
√
d2 + 1. The generalized Perron-Frobenius vector on Gd,
obtained as point-wise limit of Perron-Frobenius vectors on Λn, can be explicitly
calculated.
Proof. Let us observe that Λn can be described as a finite comb graph [−n, n]d a
[−n, n], hence as a finite perturbation of the disjoint union of (2n + 1)d copies
of [−n, n]. Applying Theorem 6.1 with λn = ‖A[−n,n]da[−n,n]‖, and in particular
equation (6.7), we obtain the equation for the Perron-Frobenius eigenvector zn for
the matrix S(λn) corresponding to the eigenvalue 1, given by
〈δ0, RA[−n,n](λn)δ0〉A[−n,n]dzn = zn.
This means RA[−n,n](λn)δ0〉‖A[−n,n]d‖ = 1. Taking the limit for n→∞, we obtain,
with λ := limλn,
〈δ0, RAZ(λ)δ0〉‖AZd‖ = 1
which, according to (8.6), leads to
2d√
λ2 − 4 = 1 ,
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or equivalently
λ = ‖AGd‖ = 2
√
d2 + 1 .
Notice that zn is the Perron-Frobenius vector for A[−n,n]d , and we can normalize
zn in order to to have value 1 in the origin. Then zn converges pointwise to the
unique generalized Perron-Frobenius vector for Zd, namely the vector which is
constantly equal to 1 on Zd. Then, according to (6.7), the Perron-Frobenius vector
xn of A[−n,n]da[−n,n] is given by xn = RA[−n,n](λn)zn. As a consequence, for any
(~, j) ∈ V (Zd a Z),
〈δ~,j , xn〉 = 〈δ~,j , RA[−n,n](λn)zn〉 = 〈δ~, zn〉〈δj , RA[−n,n](λn)δ0〉.
Taking the limit for n→∞ we show that xn converges pointwise; its limit is the gen-
eralized Perron-Frobenius vector x whose component (~, j) is equal to 〈δj , RAZ (λ)δ0〉,
with λ = 2
√
d2 + 1. 
Let us consider the comb graph Gd = Zd a Z together with the finite volume
approximations Λn = Xn a Yn, where Xn is the graph (Z2n+1)d (periodic boundary
condition on the base graph), and Yn is the finite chain [−n, n].
Lemma 9.3. Describing `2(Λn) as `
2(Xn) ⊗ `2(Yn), the Perron Frobenius eigen-
vector vn for the adjacency operator AΛn has the form un ⊗RYn(‖AΛn‖)δ0, where
un is the vector constantly equal to 1 on Xn. Moreover,
2d〈δ0, RYn(‖AΛn‖)δ0〉 = 1
Proof. Indeed, AΛn = I ⊗ AYn + AXn ⊗ P0, P0 denoting the one-dimensional pro-
jection on δ0, so that, for vn = un ⊗ wn,
AΛnvn = un ⊗AYnwn +AXnun ⊗ P0wn = un ⊗ (AYnwn + 2dP0wn),
where we used the fact that the constant vector on Xn is the Perron-Frobenius
vector for AXn , and the equality ‖AXn‖ = 2d.
Then, vn is an eigenvector for AΛn with eigenvalue t if AYnwn+2dP0wn−twn = 0,
which gives
(9.1) (t−AYn)wn = 2d〈δ0, wn〉δ0.
In particular, this implies
(9.2) 2d〈δ0, RYn(t)δ0〉 = 1,
where RYn(t) denotes the resolvent (t − AYn)−1. Let us note that the function
〈δ0, RYn(t)δ0〉 is decreasing in (‖AYn‖,+∞), lim
t→‖AYn‖
〈δ0, RYn(t)δ0〉 = +∞ and
lim
t→+∞〈δ0, RYn(t)δ0〉 = 0, therefore there exists a t for which condition (9.2) is
satisfied. With such a t, the choice wn = RYn(t)δ0 gives rise to an eigenvector
vn by equation (9.1). Moreover such vn has positive entries, hence is the Perron-
Frobenius vector. This implies that the t satisfying equation (9.2) coincides with
‖AΛn‖, so it is unique. 
We may now use the preceeding Lemma to obtain results on the graph Gd.
Lemma 9.4. Let vn = un ⊗ wn, with un constantly equal to 1 on the base Xn,
wn = ‖RYn(‖AΛn‖)δ0‖−1RYn(‖AΛn‖)δ0, and v = u⊗w, with u constantly equal to
1 on the base graph Zd and w = ‖RZ(‖A‖)δ0‖−1RZ(‖A‖)δ0. Then
(i) wn converges in norm to w,
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(ii) v is a generalized Perron-Frobenius vector for A,
(iii) 〈δ0, RYn(λ)δ0〉 = tanh(n+1)ϑ√λ2−4 , where 2 coshϑ = λ,
(iv) ‖RZ(‖A‖)δ0‖2 =
√
d2+1
4d3 .
Proof. (i) Let us observe that ‖AΛn‖ → ‖A‖ = 2
√
d2 + 1, with A = AGd , while
‖AYn‖ → ‖AZ‖ = 2, hence Lemma 3.10 implies that RYn(‖AΛn‖) converges strongly
to RZ(‖A‖).
(ii) The proof is analogous to the result in Section 4.
(iii) Setting λ = 2 coshϑ, it is not difficult to check that the vector z(λ, n) defined
by
z(λ, n)j =
sinh[(n+ 1− |j|)ϑ]
2 sinhϑ cosh[(n+ 1)ϑ]
= tanh[(n+1)ϑ]
cosh(|j|ϑ)
2 sinhϑ
− sinh(|j|ϑ)
2 sinhϑ
, |j| ≤ n,
satisfies (λI − AYn)z(λ, n) = δ0, therefore 〈δ0, RYn(λ)δ0〉 = z(λ, n)0. The thesis
follows since 2 sinhϑ = 2
√
cosh2 ϑ− 1 = √λ2 − 4.
(iv) By (i), z(‖A‖, n) converges in norm to RZ(‖A‖)δ0, therefore
〈δj , RZ(‖A‖)δ0〉 = e
−|j|ϑ
2 sinhϑ
,
with 2 coshϑ = ‖A‖ = 2√d2 + 1. The thesis follows by a straightforward compu-
tation. 
Let us set v =
∑
~ δ~⊗v~, v~ denoting the restriction of v to the fibre at the point
~. We say that v ∈ S0 if the sequence ‖v~‖, ~ ∈ Zd, is rapidly decreasing. We now
show that Tt ≡ eitH defines a one–parameter group of Bogoliubov automorphisms
on S0.
Proposition 9.5. Let H = ‖A‖ −A on the comb graphs Gd. Then eitHS0 ⊂ S0.
Proof. If v ∈ `2(Gd) then
eitHv =
1
2pii
∮
γ
eit(‖A‖−λ)RGd(λ)v dλ
where γ is a Jordan curve surrounding counterclockwise the spectrum of H, and
RGd(λ) = (λ−A)−1 is the resolvent of the adjacency operator on the comb graph.
Let (~, j) = (j1, . . . , jd, i) denote the coordinates of the comb graph Gd, and denote
by δ~ ⊗ δj the delta function on a point (~, j). Let us recall that, by Proposition
6.4, for |λ| large enough, RGd(λ) = I ⊗RZ(λ) + Φ(λ)⊗RZ(λ)P0RZ(λ) with
Φ(λ) := s(λ)RZd(s(λ))AZd ,
and s(λ) is the holomorphic extension of
√
λ2 − 4 to C\[−2, 2].
Let us set v =
∑
~ δ~⊗v~, v~ denoting the restriction of v to the fibre at the point
~. Then the assumption v ∈ S0 amounts to say that the sequence ‖v~‖, ~ ∈ Zd, is
rapidly decreasing, while the thesis, namely eitHv ∈ S0, is equivalent to say that the
sequence
∑
j∈Z |〈δ~ ⊗ δj , eitHv〉|2, ~ ∈ Zd, is rapidly decreasing. By the equations
above, we have
〈δ~ ⊗ δj ,RGd(λ)v〉 =
= 〈δj , RZ(λ)v~〉+
∑
~k∈Zd
〈δ~,Φ(λ)δ~k〉 〈δj , RZ(λ)P0RZ(λ)v~k〉.
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Choose the curve γ as a circle with radius greater than ‖AZ‖+ ‖AZd‖ = 2(d+ 1),
which surrounds the spectrum of AGd , and the hypothesis of Proposition 6.4 are
satisfied, see Remark 6.5. With such a choice,
∑
j∈Z
|〈δ~ ⊗ δj , eitHv〉|2 ≤ `(γ)
2
2pi2
sup
λ∈γ
|e−itλ|2‖RZ(λ)‖2‖v~‖2+
+
`(γ)2
2pi2
sup
λ∈γ
|e−itλ|2
∑
j∈Z
∣∣∣∣∣∣
∑
~k∈Zd
〈δ~,Φ(λ)δ~k〉 〈δj , RZ(λ)P0RZ(λ)v~k〉
∣∣∣∣∣∣
2
.
Clearly the first summand is rapidly decreasing in ~. Concerning the second sum-
mand, we have
sup
λ∈γ
∑
j∈Z
∣∣∣∣∣∣
∑
~k∈Zd
〈δ~,Φ(λ)δ~k〉 〈δj , RZ(λ)P0RZ(λ)v~k〉
∣∣∣∣∣∣
2
=
= sup
λ∈γ
∥∥∥∥∥∥
∑
~k∈Zd
〈δ~,Φ(λ)δ~k〉 RZ(λ)P0RZ(λ)v~k
∥∥∥∥∥∥
2
≤ sup
λ∈γ
‖RZ(λ)‖4
∥∥∥∥∥∥
∑
~k∈Zd
〈δ~,Φ(λ)δ~k〉 v~k
∥∥∥∥∥∥
2
.
The thesis now amounts to show that, for any multi-index α = (α1, . . . , αd), the
sequence supλ∈γ
∥∥~α∑~k∈Zd〈δ~,Φ(λ)δ~k〉 v~k∥∥ is bounded.
Passing to the Fourier transform on the torus Td, and setting v(ϑ) :=
∑
~k∈Zd e
i~kv~k,
we have
sup
λ∈γ
∥∥∥∥∥∥~α
∑
~k∈Zd
〈δ~,Φ(λ)δ~k〉 v~k
∥∥∥∥∥∥ =
= sup
λ∈γ
∥∥∥∥∥∥~α
∫
Td
∑
~k∈Zd
ei(k−j)ϑ
2s(λ)
∑d
l=1 cos 2piϑl
s(λ)− 2∑dl=1 cos 2piϑl v~k dϑ
∥∥∥∥∥∥
= sup
λ∈γ
∥∥∥∥∥(−i)|α|
∫
Td
e−i~ϑ
∂|α|
∂ϑα
(
2s(λ)
∑d
l=1 cos 2piϑl
s(λ)− 2∑dl=1 cos 2piϑl v(ϑ)
)
dϑ
∥∥∥∥∥
≤ sup
λ∈γ
sup
ϑ∈Td
∥∥∥∥∥ ∂|α|∂ϑα
(
2s(λ)
∑d
l=1 cos 2piϑl
s(λ)− 2∑dl=1 cos 2piϑl v(ϑ)
)∥∥∥∥∥ .
Since v~k is rapidly decreasing, v(ϑ) ∈ C∞(Td, `2(Z)). The thesis follows. 
We end the present section by pointing out the following fact. For v ∈ S0, define
on the Weyl operators αt(W (v)) := W (Ttv). We obtain a one–parameter group of
∗–automorphisms t 7→ αt on the CCR algebra CCR(S0). Namely, (CCR(S0), α) is
the dynamical system which is of interest in our context.
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10. Thermodynamical states for comb graphs in the condensation
regime
10.1. General results. We will consider here the comb Gd = Zd a Z with the
finite volume approximations Λn = Xn a Yn, where Xn = (Z2n+1)d (periodic
boundary condition on the base graph), and Yn is the line graph {−n, . . . , 0, . . . , n}.
Our aim is to study the states ωn relative to the Gibbs grand canonical ensemble on
the finite volume approximations Λn with chemical potential µn, and the existence
of the limit state ω on the comb graph Gd in the condensation regime, that is when
µn → 0. The case µn → µ < 0 of non condensation regime, presents no further
tecnical difficulties, and is described in Theorem 3.11. To avoid technicalities, we
suppose µn < 0.
Let AΛn be the adjacency matrix of the comb graph Λn. The matrices AΛn
can all be considered as operators acting on `2(V Gd), if we identify Xn a Yn with
[−n, n]d a [−n, n] ⊂ Zd a Z. We have to study the limit behaviour of
ωn(a
+(ξ)a(η)), ξ, η ∈ S0.
Let us denote by Hn = (‖A‖−µn)I−AΛn the Hamiltonian on Λn with chemical
potential µn. We want to compute the limit
(10.1) lim
n
〈η, (eβHn − I)−1ξ〉,
for suitable vectors η, ξ. We first write
(eβHn − I)−1 = ((eβHn − I)−1 − (βHn)−1)+ (βHn)−1.
Then
Lemma 10.1. (eβHn − I)−1− (βHn)−1 converges to (eβH − I)−1− (βH)−1 in the
strong operator topology.
Proof. Indeed the function (eβλ− I)−1− (βλ)−1 is continuous on [0,∞), hence the
result follows by Proposition 3.10. 
We have therefore reduced the computation of (10.1) to the computation of
lim
n
〈η, (βHn)−1ξ〉.
Set λn := ‖A‖ − µn. Since H−1n = RΛn(λn) by definition, the identity of Propo-
sition 6.4 implies
(10.2) H−1n = I ⊗RYn(λn) + Φn ⊗RYn(λn)P0RYn(λn),
where P0 = |δ0〉〈δ0| (in bra–ket notation), and Φn = (I − 〈δ0, RYn(λn)δ0〉AXn)−1AXn .
Let us notice that, by Lemma 9.4 (iii), 〈δ0, RYn(λn)δ0〉 → (2d)−1, hence we set
(10.3) 〈δ0, RYn(λn)δ0〉 =
1
2(d+ εn)
,
and we have εn → 0. Setting η =
∑
~ δ~ ⊗ η~, ξ =
∑
~k δ~k ⊗ ξ~k we have
(10.4) 〈η,H−1n ξ〉 = 〈η, I ⊗RYn(λn)ξ〉+
∑
~,~k
〈δ~,Φnδ~k〉〈η~, RYn(λn)P0RYn(λn)ξ~k〉.
We first observe that, by Proposition 3.10,
(10.5) lim
n
〈η, I ⊗RYn(λn)ξ〉 = 〈η, I ⊗RZ(2
√
d2 + 1)ξ〉
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Let us now compute lim
n
〈δ~,Φnδ~k〉. Making use of discrete Fourier transform we
get
〈δ~,Φnδ~k〉 =
2d(d+ εn)
∫
Td
( 1d
∑d
i=1 cosϑi) cos((~− ~k)~ϑ)
εn +
∑d
i=1(1− cosϑi)
dmn(~ϑ) ~,~k ∈ [−n, n]d
0 ~,~k 6∈ [−n, n]d
where mn is the normalized measure on Td given by
mn =
1
(2n+ 1)d
∑
~∈[−n,n]d
δ 2pi
2n+1~
.
We now write
(10.6)
∫
Td
( 1d
∑d
i=1 cosϑi) cos((~− ~k)~ϑ)
εn +
∑d
i=1(1− cosϑi)
dmn(~ϑ) = kn +Qn(δ~, δ~k),
where
kn =
∫
Td
1
εn +
∑d
i=1(1− cosϑi)
dmn(~ϑ),(10.7)
Qn(δ~, δ~k) =
∫
Td
( 1d
∑d
i=1 cosϑi) cos((~− ~k)~ϑ)− 1
εn +
∑d
i=1(1− cosϑi)
dmn(~ϑ),(10.8)
According to Lemma 10.1 and equations (10.5), (10.4), (10.6), we have proved
the following.
Lemma 10.2.
〈η, (eβHn − I)−1ξ〉 =
= 〈η, ((eβHn − I)−1 − (βHn)−1) ξ〉+ 1
β
〈η, I ⊗RYn(λn)ξ〉(10.9)
+
2d(d+ εn)
β
∑
~,~k∈[−n,n]d
Qn(δ~, δ~k)〈η~, RYn(λn)P0RYn(λn)ξ~k〉(10.10)
+
2d(d+ εn)
β
kn
∑
~,~k∈[−n,n]d
〈η~, RYn(λn)P0RYn(λn)ξ~k〉,(10.11)
We now show that Qn(δ~, δ~k) converges to
(10.12) Q(δ~, δ~k) :=
∫
Td
( 1d
∑d
i=1 cosϑi) cos((~− ~k)~ϑ)− 1∑d
i=1(1− cosϑi)
dm(~ϑ),
where dm denotes the normalized Lebesgue measure on Td.
Proposition 10.3.
|Qn(δ~, δ~k)−Q(δ~, δ~k)| ≤ αn(1 + |~− ~k|2)
for a suitable infinitesimal sequence αn.
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Proof. Indeed, let g(ε, ~ν, ~ϑ) =
( 1d
∑d
i=1 cosϑi) cos(~ν
~ϑ)− 1
ε+
∑d
i=1(1− cosϑi)
, with ~ν := ~ − ~k, and
write
|Qn(δ~, δ~k)−Q(δ~, δ~k)| =
∣∣∣∣∫
Td
(
g(εn, ~ν, ~ϑ) dmn(~ϑ) − g(0, ~ν, ~ϑ) dm(~ϑ)
)∣∣∣
≤
∣∣∣∣∣
∫
B(0,r)
(
g(εn, ~ν, ~ϑ) dmn(~ϑ)− g(0, ~ν, ~ϑ) dm(~ϑ)
)∣∣∣∣∣
+
∫
B(0,r)c
|g(εn, ~ν, ~ϑ)− g(0, ~ν, ~ϑ)| dmn(~ϑ)
+
∣∣∣∣∣
∫
B(0,r)c
g(0, ~ν, ~ϑ)
(
dmn(~ϑ)− dm(~ϑ)
)∣∣∣∣∣
We now fix δ > 0, and observe that we may find r independent of εn, ~ν and ~ϑ such
that the first summand of the r.h.s. above is bounded by δ(1 + |~ν|2). Moreover,
on Td \ B(0, r), |g(εn, ~ν, ~ϑ) − g(0, ~ν, ~ϑ)| ≤ 4εn
r4
< δ for sufficiently big n. Finally
|∇g(0, ~ν, ~ϑ)| ≤ 4
r4
(1 + |~ν|) on T \B(0, r), hence the third summand is bounded by
δ(1 + |~ν|) for sufficiently big n. The thesis follows. 
In order to continue the analysis of the limit state ω, we have to study limn kn,
where kn was defined in (10.7). As we shall see, this requires to study the low-
dimensional case and the high-dimensional case separately.
10.2. The comb graph with low-dimensional base graph.
Proposition 10.4. If d ≤ 2, then kn → +∞.
Proof.
kn ≥
∫
Td
1
εn +
|~ϑ|2
2
dmn(~ϑ) ≥
∫
Td
1
εn +
|~ϑ|2
2
dm(~ϑ) = const
∫ pi
0
ϑd−1
εn +
ϑ2
2
dϑ
The thesis follows since the last integral diverges for d = 1, 2 when εn → 0. 
Now we may prove the main result of this subsection.
Theorem 10.5. Let ξ, η ∈ S0. For each sequence µn → 0,
ωn(a
+(ξ)a(η)) = k′n〈ξ, vn〉〈vn, η〉+ Cn(ξ, η) ,
where k′n → +∞, 〈vn, η〉 → 〈v, η〉 for any η ∈ S0, with vn ∈ V Λn and vn → v,
the generalized Perron–Frobenius vector on Gd described in Lemma 9.4, and Cn
converges to a sesquilinear form with domain containing S0.
Proof. Let us observe that, with wn := ‖RYn(λn)δ0‖−1RYn(λn)δ0,
〈η~, RYn(λn)P0RYn(λn)ξ~k〉 = 〈η~, RYn(λn)δ0〉〈RYn(λn)δ0, ξ~k〉
= ‖RYn(λn)δ0‖2〈η~, wn〉〈wn, ξ~k〉.
Denote by vn := un ⊗ wn, where, here and in the following, we use the definitions
in Lemma 9.4 for the vectors un, u, w, v.
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On the one hand, we get∑
~,~k
〈η~, RYn(λn)P0RYn(λn)ξ~k〉 = ‖RYn(λn)δ0‖2〈η, vn〉〈vn, ξ〉,
and
〈v − vn, ξ〉 =
∣∣∣∣∣∣
∑
~
〈u, δ~〉〈w, ξ~〉 − 〈un, δ~〉〈wn, ξ~〉
∣∣∣∣∣∣
≤
∑
~6∈[−n,n]d
‖ξ~‖+ ‖w − wn‖
∑
~∈[−n,n]d
‖ξ~‖
which tends to 0, since wn → w in norm, and the sum
∑
~ ‖ξ~‖ is finite, since ξ is
in S0. We have thus proved that the term (10.11) in Lemma 10.2 gives the first
summand in the statement, with k′n = β
−12d(d+ εn)kn‖RYn(λn)δ0‖2.
Again by Lemma 3.10, the term (10.9) in Lemma 10.2 converges to
〈η, ((eβH − I)−1 − (βH)−1) ξ〉+ 1
β
〈η, I ⊗RZ(λ∞)ξ〉,
where λ∞ := 2
√
d2 + 1. As for the term (10.10) in Lemma 10.2, we want to show
that it converges to
2d2
β
∑
~,~k
Q(δ~, δ~k)〈η~, RZ(λ∞)P0RZ(λ∞)ξ~k〉,
or, equivalently, that∑
~,~k∈[−n,n]d
Qn(δ~, δ~k)〈η~, wn〉〈wn, ξ~k〉 →
∑
~,~k
Q(δ~, δ~k)〈η~, w〉〈w, ξ~k〉
where Q was defined in (10.12). Indeed∣∣∣∣∣∣
∑
~,~k
Q(δ~, δ~k)〈η~, w〉〈w, ξ~k〉 −
∑
~,~k∈[−n,n]d
Qn(δ~, δ~k)〈η~, wn〉〈wn, ξ~k〉
∣∣∣∣∣∣
≤
∑
~,~k∈[−n,n]d
|Q(δ~, δ~k)−Qn(δ~, δ~k)| ‖η~‖ ‖ξ~k‖
+
∑
~,~k 6∈[−n,n]d
|Q(δ~, δ~k)| ‖η~‖ ‖ξ~k‖
+
∑
~,~k∈[−n,n]d
|Qn(δ~, δ~k)| |〈η~, w〉〈w, ξ~k〉 − 〈η~, wn〉〈wn, ξ~k〉|.
According to Proposition 10.3, the first summand on the r.h.s. is majorized by
αn
∑
~,~k
(1 + |~− ~k|)2‖η~‖ ‖ξ~k‖
which tends to zero since αn does and the sum is finite because η, ξ ∈ S0.
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Since, by definition of Q, |Q(δ~, δ~k)| ≤ (1 + |~ − ~k|)2, the second summand is
majorized by ∑
~,~k 6∈[−n,n]d
(1 + |~− ~k|)2‖η~‖ ‖ξ~k‖
which tends to zero since the sum is finite as above.
In the last summand, we again have |Qn(δ~, δ~k)| ≤ (1 + |~− ~k|)2, and
|〈η~, w〉〈w, ξ~k〉 − 〈η~, wn〉〈wn, ξ~k〉| ≤ 2‖w − wn‖ ‖η~‖ ‖ξ~k‖.
Therefore the last summand is bounded by
2‖w − wn‖
∑
~,~k
(1 + |~− ~k|)2‖η~‖ ‖ξ~k‖,
hence tends to 0 as before. 
Remark 10.6.
(i) Theorem 10.5 tells us that it is impossible to construct any locally normal states
describing BEC (i.e. whenever µn → 0) on the combs Zd a Z, d = 1, 2, see Lemma
3.2. In addition, the divergence of the two–point function depends only on the
amount of condensate since Cn in Theorem 10.5 converges to a sesquilinear form
which is finite on S0.
(ii) Let us observe that the lack of a locally normal thermodynamic state describing
condensation does not mean that physically the condensation does not occur. It
indeed means that in nonhomogeneous networks, particles condensate even in the
configuration space, due to the shape of the wave function of the ground state.
Then more and more particles tend to lay in the low energy spectrum and along
the base space. The system cannot accommodate them.
10.3. The comb graph with high-dimensional base graph. We will show here
that, for the comb Gd = Zd a Z, d ≥ 3, it is possible to construct infinite volume
locally normal KMS states. As before, we will consider the finite volume approxi-
mations Λn = Xn a Yn of Gd, where Xn = (Z2n+1)d (periodic boundary condition
on the base graph), and Yn is the line graph {−n, . . . , 0, . . . , n}. Our aim is to
show that, for a carefully chosen sequence of chemical potentials µn → 0, we obtain
locally normal thermodynamical states exhibiting Bose-Einstein condensation.
Recalling the discussion above, the estimate from below of kn in Proposition
10.4 does not imply that kn → ∞ when d ≥ 3. In order to describe its behavior
we have to split kn in two parts, the zero component of the integral and the rest,
kn = k
0
n + k
+
n , with
k0n =
1
(2n+ 1)dεn
,
k+n =
∫
Td\{~0}
1
εn +
∑d
i=1(1− cosϑi)
dmn(~ϑ).
Our aim is to show that
lim
n
∫
Td\{~0}
1
εn +
∑d
i=1(1− cosϑi)
dmn(~ϑ) =
∫
Td
1∑d
i=1(1− cosϑi)
dm(~ϑ).
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Let us set ϕ(~ϑ) =
∑d
j=1(1 − cosϑj). The integrand is positive, hence, for any
ε > 0 we have, for n large enough,∫
Td\{~0}
dmn(~ϑ)
ε+ ϕ(~ϑ)
≤
∫
Td\{~0}
dmn(~ϑ)
εn + ϕ(~ϑ)
≤
∫
Td\{~0}
dmn(~ϑ)
ϕ(~ϑ)
↓ n→∞∫
Td
dm(~ϑ)
ε+ ϕ(~ϑ)
ε→ 0
−→
∫
Td
dm(~ϑ)
ϕ(~ϑ)
The result will then follow if∫
Td\{~0}
1
ϕ(~ϑ)
(dmn(~ϑ)− dm(~ϑ))→ 0.
Such integral can be rewritten as∫
Td\{~0}
(
1
ϕ(~ϑ)
− 1
|~ϑ|2
)
(dmn(~ϑ)− dm(~ϑ)) +
∫
Td\{~0}
1
|~ϑ|2
(dmn(~ϑ)− dm(~ϑ)).
The first term tends to zero because of the following Lemma.
Lemma 10.7. Let F be a bounded function on [−pi, pi]d which is continuous but in
zero. Then ∫
[−pi,pi]d\{~0}
F (~ϑ) dmn(~ϑ)→
∫
[−pi,pi]d
F (~ϑ) dm(~ϑ)
Proof. Let ‖F‖∞ = C, and, for a given ε > 0, choose δ such that (2δ)dC < ε/2.
Clearly F is uniformly continuous on
(
[−δ, δ]d)c, therefore there exists an n such
that ∣∣∣∣∣
∫
([−δ,δ]d)c
F (~ϑ) dmn(~ϑ)−
∫
([−δ,δ]d)c
F (~ϑ) dm(~ϑ)
∣∣∣∣∣ < ε/2.
With such choice∣∣∣∣∣
∫
[−pi,pi]d\{~0}
F (~ϑ) dmn(~ϑ)−
∫
[−pi,pi]d
F (~ϑ) dm(~ϑ)
∣∣∣∣∣ < ε,
and the Lemma is proved. 
The second term tends to 0 as shown by the following Lemma.
Lemma 10.8. Let d ≥ 3. Then
lim
n
∫
Td\{~0}
1
|~ϑ|2
dmn(~ϑ) =
∫
Td
1
|~ϑ|2
dm(~ϑ).
Proof. Since the domains of our integrals are contained in [−pi, pi]d, we may assume
mn =
1
(2n+ 1)d
∑
~∈Zd
δ 2pi
2n+1~
.
Denote by C~ the square
d∏
i=1
[
2pi
2n+ 1
~i,
2pi
2n+ 1
(~i + 1))
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and by ~1 the vector with components constantly equal to 1, then, for any ~ such
that ji > 0, i = 1, ..., d, we have
(10.13)
∫
C~+~1
1
|~ϑ|2
dmn(~ϑ) ≤
∫
C~
1
|~ϑ|2
dm(~ϑ) ≤
∫
C~
1
|~ϑ|2
dmn(~ϑ).
As a consequence we have∫
Td
1
|~ϑ|2
dm(~ϑ) = 2d lim
n→∞
∫
[ 2pi2n+1 ,pi)
d
1
|~ϑ|2
dm(~ϑ) ≤ lim
n→∞
∫
Td\{~0}
1
|~ϑ|2
dmn(~ϑ).
We now prove the opposite inequality. We decompose the lattice
{ 2pi
2n+ 1
~ : ~ ∈ Zd} ∩ Td
according to the number of non-zero components of ~. Therefore, setting Td+n ={
2pi
2n+1
~k ∈ (0, pi]d : ~k ∈ Zd
}
, we get
(10.14)
∫
Td\{~0}
1
|~ϑ|2
dmn(~ϑ) =
d∑
j=1
(
d
j
)
2j(2n+ 1)j−d
∫
Tj+n
1
|~ϑ|2
dmn(~ϑ).
If j ≥ 3, we use inequality (10.13) to get
(10.15) (2n+ 1)j−d
∫
Tj+n
1
|~ϑ|2
dmn(~ϑ) ≤ (2n+ 1)j−d
∫
[0,pi]j
1
|~ϑ|2
dm(~ϑ)
and note that the r.h.s. tends to zero if j < d.
For j = 1, 2, we decompose Tj+n as { 2pi2n+1~1} ∪
{
2pi
2n+1
~k ∈ (0, pi]d : ~k 6= ~1
}
. Hence,
again by inequality (10.13), we get
(2n+ 1)j−d
∫
Tj+n
1
|~ϑ|2
dmn(~ϑ) ≤ 1
(2n+ 1)d
(
2n+ 1
2pi
)2
1
j
+ 2−j(2n+ 1)j−d
∫
Tj\B(0, 2pi2n+1 )
1
|~ϑ|2
dm(~ϑ).
Both summands on the r.h.s. are infinitesimal. Therefore equations (10.14) and
(10.15) give
lim
n
∫
Td\{~0}
1
|~ϑ|2
dmn(~ϑ) ≤
∫
Td
1
|~ϑ|2
dm(~ϑ)

We have proved the following Lemma.
Lemma 10.9.
lim
n
k+n =
∫
Td
1∑d
i=1(1− cosϑi)
dm(~ϑ).
This result, together with the definition of Φn and Proposition 10.3, gives
Proposition 10.10.
(10.16) (2d(d+ εn))
−1〈δ~,Φnδ~k〉 =
{
k0n + k
+
n +Qn(δ~, δ~k) ~,
~k ∈ [−n, n]d,
0 ~,~k 6∈ [−n, n]d.
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There exists an infinitesimal sequence α′′n such that
(10.17)
∣∣(k+n +Qn(δ~, δ~k))− (2d2)−1〈δ~,Φδ~k〉∣∣ ≤ α′′n(1 + |~− ~k|2),
where Φ := 2d RZd(2d)AZd , so that, by Fourier transform,
〈δ~,Φδ~k〉 = 2d2
∫
Td
( 1d
∑d
i=1 cosϑi) cos((~− ~k)~ϑ)∑d
i=1(1− cosϑi)
dm(~ϑ).
10.4. The choice of µn. In order to have a finite limit for k
0
n we have to assume
that limn((2n+ 1)
dεn)
−1 is finite. The following holds.
Lemma 10.11.
lim
n
1
−µn vol(Xn) = c <∞⇔ limn k
0
n = lim
n
1
εn(2n+ 1)d
= c
2d√
d2 + 1
<∞.
Proof. By (10.3) and Lemma 9.4 (iii), we obtain εn =
√
λ2n − 4
2 tanh(n+ 1)τn
− d, with
2 cosh τn = λn = ‖AGd‖ − µn, and ‖AGd‖ = λ∞ = 2
√
d2 + 1. Then
1
εn(2n+ 1)d
=
( √
λ2n − 4− 2d
2 tanh(n+ 1)τn
(2n+ 1)d + d
1− tanh(n+ 1)τn
tanh(n+ 1)τn
(2n+ 1)d
)−1
.
Since τn → τ∞ with cosh τ∞ =
√
d2 + 1, tanh(n + 1)τn tends to 1 exponentially
fast, and the second summand above tends to 0. As for the first summand,( √
λ2n − 4− 2d
2 tanh(n+ 1)τn
(2n+ 1)d
)−1
=
(
(−2µnλ∞ + µ2n)(2n+ 1)d
2(tanh(n+ 1)τn)(
√
λ2n − 4 + 2d)
)−1
and the latter has a finite limit if and only if (−µn(2n + 1)d)−1 has a finite limit.
The thesis follows since vol(Xn) = (2n+ 1)
d. 
Lemma 10.12. Let us assume limn (−µn vol(Xn))−1 = c < ∞. Then, for any
η, ξ ∈ S0,
lim
n
〈η, (Hn)−1ξ〉 = 〈η, I ⊗RZ(λ∞)ξ〉+
∑
~,~k
〈δ~,Φδ~k〉〈η~, w〉〈w, ξ~k〉+ c〈η, v〉〈v, ξ〉.
Proof. Let us recall that, by Lemma 10.2,
〈η,H−1n ξ〉 = 〈η, I ⊗RYn(λn)ξ〉
+ 2d(d+ ε)
∑
~,~k∈[−n,n]d
(Qn(δ~, δ~k) + k
+
n )〈η~, RYn(λn)P0RYn(λn)ξ~k〉
+ 2d(d+ ε)k0n
∑
~,~k∈[−n,n]d
〈η~, RYn(λn)P0RYn(λn)ξ~k〉.
The first summand tends to〈η, I⊗RZ(λ∞)ξ〉 by Lemma 3.10. The second summand
tends to
∑
~,~k〈δ~,Φδ~k〉〈η~, w〉〈w, ξ~k〉 as in the proof of Theorem 10.5, with the aid
of (10.17).
By Lemma 10.11 and by the proof of Theorem 10.5, the last summand tends to
c
4d3√
d2 + 1
‖RZ(λ∞)δ0‖2〈η, v〉〈v, ξ〉.
The thesis follows by Lemma 9.4 (iv). 
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We also have the following.
Lemma 10.13. When Gd is considered as an infinite perturbation of infinitely
many disjoint fibres Z, equation (6.8) is valid for any λ > ‖A‖.
Proof. Indeed the identity becomes
RA(λ) = I ⊗RZ(λ) + (I − 〈δ0, RZ(λ)δ0〉AZd)−1AZd ⊗RZ(λ)P0RZ(λ),
where P0 = |δ0〉〈δ0|. Such identity has been proved to hold whenever the operator(I−
〈δ0, RZ(λ)δ0〉AZd) is invertible.
Since 〈δ0, RZ(λ)δ0〉 = (λ2 − 4)−1/2, we have (I − 〈δ0, RZ(λ)δ0〉AZd) = (λ2 −
4)−1/2(
√
λ2 − 4−AZd), which is invertible whenever
√
λ2 − 4 > ‖AZd‖ = 2d, namely
whenever λ > 2
√
d2 + 1 = ‖A‖. 
¿From the last Lemma, we have
〈ξ,RA(λ)η〉 =
∑
~
〈η~, RZ(λ)ξ~〉
+
∑
~,~k
〈δ~, (I − 〈δ0, RZ(λ)δ0〉AZd)−1AZdδ~k〉〈η~, RZ(λ)P0RZ(λ)ξ~k〉.
Taking the limit for λ→ ‖A‖+ in the equation above, and using Lemma 10.12, we
conclude
lim
n
〈η,H−1n ξ〉 = 〈η,H−1ξ〉+ c〈η, v〉〈v, ξ〉.
10.5. Conclusion.
Theorem 10.14. Let d ≥ 3, Gd denote the comb Zd a Z, Λn = Xn a Yn be its
approximation. Moreover, Hn = (‖A‖−µn)I−AΛn denotes the Hamiltonian on Λn
with chemical potential µn, H = ‖A‖I − A denotes the pure hopping Hamiltonian
on Gd, and v denotes the Perron-Frobenius generalized vector for A considered in
Lemma 9.4. Then:
(i) the adjacency operator A for Gd is transient,
(ii) S0 ⊂ D
(
RGd(‖A‖)1/2
)
.
Assume now
(10.18) lim
n
1
−µn vol(Xn) = c < +∞.
Then
lim
n
〈η, (eβHn − I)−1ξ〉 = 〈η, (eβH − I)−1ξ〉+ c
β
〈η, v〉〈v, ξ〉 ∀ξ, η ∈ S0,(10.19)
lim
n
τΛn
(
(eβHn − I)−1) = τ((eβH − I)−1) ,(10.20)
where τΛn is the normalized trace on Λn.
Proof. Statement (ii) means that, for any ξ ∈ S0, limλ→‖A‖+〈ξ,RGd(λ)ξ〉 is finite,
and this follows from Lemmas 10.12, and 10.13. Clearly (ii)⇒ (i) when ξ = δJ .
Equation (10.19) summarizes the results proved above in this section.
We now prove equation (10.20). First we use Proposition 3.5 to show that, as in
Lemma 10.1, we only have to compute limn τΛn(H
−1
n ). Using formula (10.2), we
have
τΛn(H
−1
n ) = τ[−n,n](RYn(λn)) + τ[−n,n]d(Φn)τ[−n,n](RYn(λn)P0RYn(λn))
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where τ[−n,n]j denotes the normalized trace on [−n, n]j . Again by Proposition
3.5 we get τ[−n,n](RYn(λn)) → τZ(RZ(‖A‖)) and τ[−n,n](RYn(λn)P0RYn(λn)) →
τZ(RZ(‖A‖)P0RZ(‖A‖)) = 0, since RZ(‖A‖)P0RZ(‖A‖) is finite rank. The result
follows if we show that τ[−n,n]d(Φn) is bounded. Let us recall that, by (10.16),
〈δ~,Φnδ~k〉 = 2d(d+ εn)
(
k0n + k
+
n +Qn(δ~, δ~k)
)
. By formula (10.17),
|τ[−n,n]d(k+n +Qn)| ≤ α′′n + (2d2)−1τ[−n,n]d(Φ),
while k0n is bounded by (10.18). 
Remark 10.15.
(i) According to the Theorem above, in order to get a finite contribution for the
condensate in the two-point function, condition |µn| ≥ const n−d should be sat-
isfied, for a suitable positive constant (cf. Lemma 10.11). In this case, again by
the previous theorem, the condensate does not contribute to the density. This is
because the condensate is spatially distributed according to the Perron-Frobenius
vector, namely around the base graph, therefore the condensate in Λn grows as n
d,
while the volume grows as nd+1.
(ii) Conversely, if we try to construct the thermodynamical state as a limit with
fixed density, in particular choosing the inverse temperature β > 0, a parameter
k > 0, and µn in such a way that
(10.21) ρΛn(β, µn) = ρc(β) + k,
we do not get a finite two-point function on local vectors.
Indeed, according to the proof of equation (10.20), the only term there which
depends on the sequence µn is τ[−n,n]d(ΦnPun), or, equivalently, τΛn(H
−1
n Pvn). We
have
τΛn(H
−1
n Pvn) = (‖A‖ − µn − ‖AΛn‖)−1(2n+ 1)−d−1,
which, together with equation (10.21), gives limn |µn|−1(2n+1)−d−1 = k. But with
this choice 〈η,H−1n Pvnξ〉 behaves like |µn|−1(2n+1)−d〈η, vn〉〈vn, ξ〉, which diverges
as soon as 〈η, vn〉〈vn, ξ〉 6= 0.
(iii) A non locally normal infinite–volume KMS state can be always constructed on
the spaceD0 :=
⋃
ε>0 Pε`
2(Gd), Pε being the spectral projection of the Hamiltonian
H = ‖A‖ − A corresponding the the spectral subspace [ε,+∞). The two–point
funcion is given for X,Y ∈ D0,
ω(a+(ξ)a(η)) =
〈
ξ,
(
eβ(‖A‖−A) − 1)−1η〉 .
This can be obtained as infinite volume limit of any sequence of finite volume
Gibbs states based on any sequence of chemical potentials µn → 0. As the elements
of D0 are formally orthogonal to the Perron Frobenius eigenvector, no amount of
condensate can be appreciated in such non locally normal state.
We end the present section by showing that the locally normal states described
in the previous theorem are KMS for the dynamics generated on CCR(S0) by the
one–parameter group of Bogoliubov transformations eitH .
Theorem 10.16. If d ≥ 3 then the states ω(c), with two-point function
ω(c)(a+(ξ)a(η)) = 〈η, (eβH − I)−1ξ〉+ c
β
〈η, v〉〈v, ξ〉,
on the CCR algebra CCR(S0) associated to S0 are β–KMS w.r.t. the time evolution
αt induced on A by Tt := e
itH .
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Proof. By Proposition 9.5, TtS0 = S0, thus it induces a one–parameter group of
automorphisms of A, by putting
αt(W (ξ)) := W (Ttξ) .
By taking into account the form of the two–point function for the ω(c) (cf. [3],
pag. 79), they are automatically KMS, provided that the functions
t ∈ R 7→ ω(c)(W (ξ)αt(W (η))) , ξ, η ∈ S0
are continuous. Notice that (cf. [3], pag. 42)
(10.22) ω(c)(W (ξ)) = exp
{
− ‖ξ‖
2
4
}
exp
{
− ω
(c)(a+(ξ)a(ξ))
2
}
,
and, by using the commutation rule,
(10.23) ω(c)(W (ξ)αt(W (η))) = e
−i Im〈ξ,Ttη〉ω(c)(W (ξ + Ttη)) .
Thus, by taking into account (10.22), (10.23), it is enough to show that
t ∈ R 7→ ω(c)(a+(ξ + Ttη)a(ξ + Ttη))
is continuous whenever ξ, η ∈ S0. Indeed,
ω(c)(a+(ξ + Ttη)a(ξ + Ttη)) =
=〈ξ + η, v〉〈v, ξ + η〉+ 〈ξ + Ttη, (eβH − 1)−1(ξ + Ttη)〉
=|〈v, ξ + η〉|2 + 〈ξ, (eβH − 1)−1ξ〉+ 〈Tt(eβH − 1)−1/2η, (eβH − 1)−1/2ξ〉+
+〈(eβH − 1)−1/2ξ, Tt(eβH − 1)−1/2η〉+ 〈η, (eβH − 1)−1η〉
The proof follows as ξ ∈ S0 implies that ξ ∈ D((eβH−1)−1/2), as shown in Theorem
10.14 (ii). 
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