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dispersed. The same can be said for the eScience community, where profit takes on a different form. For these reasons a process oriented view is used to formalize the business processes that take place within an organization, be it in the business or the science domain. A Business process is defined as (Coalition, Terminology, & Glossary, 1999 ) "a collection of activities that takes one or more kinds of input and creates an output that is of value to the customer". In essence a business process or workflow defines who needs to do what and in what order in order to achieve a specific goal. With the emergence of distributed environments such as grid and cloud infrastructures, which provide many benefits such as reliability, cost-effectiveness and scalability, workflow management systems have received great attention. Workflow management constitutes to the formalization of a business process and its automatic enactment. This provides many advantages since components that are responsible for executing a specific task can be autonomously developed without the need to incorporate any business logic within them. This task is left to the workflow management system. This also means that components can be reused in different workflows, while workflow can be easily changed in order to provide new functionalities. In this chapter we aim to define the core characteristics of workflow management systems and review some of the solutions proposed within the context of distributed environments.
BACKGROUND
The term 'workflow' is used with various meanings depending on the domain in which the term is used. The Workflow Management Coalition's definition is based on document oriented business processes: "Workflow is the automation of a business process, in whole or part, during which documents, information or tasks are passed from one participant to another for action, according to a set of procedural rules" (Coalition, et al., 1999) .
In the Grid community, the term workflow is typically used in the context of electronic services that may, or may not, be distributed. For example "Workflow is a pattern of business process interaction, not necessarily corresponding to a fixed set of business processes. All such interactions may be between services residing within a single data centre or across a range of different platforms and implementations anywhere" (Treadwell, 2005) .
In the eScience community, workflow is often used to refer to the use of workflow techniques to support the scientific process, i.e. for performing the activities that take place as part of scientific endeavour in a structured, repeatable and verifiable way. For example, in bioinformatics the scientific process can involve the use of 'in silico experiments', where local and remote resources to test a hypothesis, derive a summary or search for patterns (R. .
In the Business Process Management and Web Services domain, the term 'workflow' tends to mean programming and automation of processes that involve software exposed as services. This is applied in a variety of areas, e.g. enterprise application integration, supply chains, and business process automation.
WORKFLOW MANAGEMENT SYSTEMS Overview
Traditionally, information systems have been implemented without the explicit consideration of a business process. Discreet components within a system need to be operated manually and their results propagated to the next component within the process chain. This has also led to the incorporation of process logic within application programs. While this solution can make a system work, it has many drawbacks. Management of the system becomes difficult and costly, as internal changes to any component may have an effect on others. It also lowers interoperability with other systems, thus hindering integration of new components or processes.
Service Oriented Architecture (SOA) (Erl, 2005) is an architectural style that emphasizes implementation of components as modular services that can be discovered and used by clients. Infrastructures based on the SOA paradigm are called Service Oriented Infrastructures (SOIs). Managing the application workflow operations within a SOI requires the orchestration of the distributed resources (Mayer et al., 2004) . In that frame, workflow is an important factor for application composition promoting inter-organizational collaborations by integrating the teams involved in managing of different parts of a workflow. Besides, literature (Spooner, Cao, Jarvis, He, & Nudd, 2005) describes additional advantages of the workflow management such as the utilization of resources to increase throughput or reduce execution costs and the ability to build dynamic applications which orchestrate these resources. Workflow Management Systems enable the separation of the business process from the application program code. The process is defined in a workflow model both in task and structure level.
A Workflow Management System needs to support the full lifecycle of a workflow which can be divided into two main phases: Modeling of the workflow, where it is composed using some language and enactment, where the various tasks are executed according to the specification. There exists a multitude of languages for describing workflows, and a corresponding set of workflow engines to enact the defined processes. These range from the high level descriptions more geared toward the human understanding of processes, to the technically oriented approaches focused on the actual automation of the processes.
There are two types of workflow definitions, namely Abstract and Concrete , . In an abstract model, the tasks are described in an abstract form without referring to specific resources for task execution since it provides the ability to the users to define workflows in a flexible way, isolating execution details. In the concrete model, the tasks of the workflow are bound to specific resources and therefore this model provides service semantic and execution information on how the workflow has been composed both for the service instances and for the overall composition (e.g. dataflow bindings, control flow structures). It has to be mentioned that the service instances do not necessarily correspond to resources since within a resource more than one service instances may be available and executable.
A Workflow Management System provides the ability to define, instantiate and enact an application workflow. A Workflow Model / Specification is used to define a workflow, both in task and structure level. An abstract workflow (or workflow template) defines the sets of services to be executed without explicitly mentioning the exact resources needed. In the usually workflow lifecycle, a mapping mechanism is needed which transforms the abstract workflow into an executable one (concrete workflow or workflow instance), that can be used by an enactment engine for the actual execution, as it contains specific resources to be used.
The main aim of a workflow 0management system is to execute a set of tasks according to a predefined order. Apart from this basic requirement there exists a set of requirements that needs to be fulfilled in order to make such a system viable.
Scalability. A WfMS needs to be able to handle multiple concurrent requests for workflow execution without impact on its performance.
Fault handling. Faults are bound to happen both on hardware as well as on software level. The WfMS must firstly be able to acknowledge these and also provide the capability to the application developer to define a set of corrective actions to be taken under certain circumstances.
Declaration of QoS requirements. There are numerous situations where an application user needs to be able to define QoS parameters either for the application workflow as a whole or parts thereof.
Workflow Monitoring. The WfMS must be able to monitor the execution of every running workflow and be able to present the current state to the user.
Security. While security tends to be neglected in such areas as scientific workflows, it is very vital when concerned with business workflows. A WfMS needs to provide the appropriate level of security for all involved parties, having a sound infrastructure for authentication, authorization and secure message exchange between services.
Legacy code support. While most WfMS are targeted towards the SOA paradigm it is also important to be able to execute tasks not developed in a service oriented function. This is feasible by creating service wrappers around legacy code and is important so as to allow for fast integration of legacy application into the SOA universe.
Workflow Semantics and Languages
The most widely used specifications for describing procedural workflows within businesses are XPDL (WfMC, 2005) and ebXML (OASIS, 2006) , and the most widely used workflow specification with reference to service oriented architectures is WS-BPEL (OASIS, 2007) . Besides the usual orchestration support, WS-BPEL provides mechanisms for specifying business roles and model actual behavior of participants in a business interaction. The W3C is currently working to provide a choreography framework described with WS-CDL (Kavantzas & others, 2005) . The focus of BPEL and most business-oriented workflow languages is control flow.
However, extensive research on workflow control patterns has shown that all languages have limitations in terms of what can be easily expressed (Aalst, Hofstede, Kiepuszewski, & Barros, 2003) . This insufficient expressivity and lack of rigorous semantics to allow automated checks on correctness and completeness mean that BPEL and similar Web Service workflow standards have limitations when applied to a distributed environment. The work on workflow patterns led Van der Aalst (Van der Aalst) to provide an up-to-date and extensive comparison of workflow languages and implementations (open source and commercial). Van de Aalst has identified specific patterns grouped into control-flow, data, resource and exception handling.
However, it should be noted that workflow standards is a rapidly moving area and the evaluations by the workflow patterns group may, in some cases, lag behind the latest available specifications. For example, WS-BPEL 2.0 was released in summer 2007 and allows processes to be defined along with compensation and exception handlers. Support is already available in Open Source tools, such as the (ActiveBPEL).
Whilst the post-hoc evaluation of existing workflow languages against workflow patterns with well defined semantics allows useful comparison of standards or implementations, it does not address the problem of inherent lack of rigorous machine-interpretable semantics within each workflow language.
The semantic web service community, on the other hand, is producing rigorous models and logics for the semantic description of Web Services from the ground up. Several European projects inc. (SEKT), (DIP), (SUPER) and (ASG) are working together through the European Semantic Systems Initiative (ESSI) and have collaborated to develop the Web Service Modeling Ontology (WSMO) and Web Service Modeling Language (WSML), which has now been submitted for standardization through the W3C. Meanwhile work done by academia and industry through (SWSI) has resulted in the Semantic Web Service Framework (SWSF), which has both a language (SWSL), also submitted to the W3C for standardisation, and an ontology (SWSO) that include a process model. Indeed their complexity and lack of tool support is a barrier to take-up and is a factor that has to be considered when implementing a distributed environment.
At the other end of the spectrum, the practical application workflow technology, in research projects with applications in the engineering and scientific sectors have seen a proliferation of home-grown solutions. These applications are often data and computation intensive and often make use of grid infrastructure and grid workflow technologies. A typical example is the orchestration of compute resources to execute a large scale numerical simulation, e.g. for multi-scale modelling of biological systems (Lloyd et al., 2007) . Some solutions are focused on providing support to scientific applications, e.g. Taverna (Oinn et al., 2006) , Pegasus and Kepler (Bowers, Ludascher, Ngu, & Critchlow, 2006) , while others are addressing more architectural issues like KWF-Grid (Neubauer, Hoheisel, & Geiler, 2006) , Triana (Taylor, Shields, Wang, & Harrison, 2007) and Askalon (Fahringer et al., 2007) , or the workflow components in Unicore (Sild, Maran, Romberg, Schuller, & Benfenati, 2005) and (Globus) The approach taken by these projects is often bespoke, including tailoring workflow solutions to specific domains e.g. processing of bioinformatics data, supporting specific requirements not addressed by existing standards e.g. service-toservice transfer of large datasets, or simply to use 'do it yourself' solutions because widely adopted workflow standards tend to lag behind the cutting edge functionality needed in these applications. For example, scientific processes in eScience can often involve user interaction with experiments during the data production, use and archiving lifecycle (Coles et al., 2006) . Whilst many of these projects have developed their own workflow languages and enactment engines rather than adopt existing standards, some have built upon existing formalisms and therefore provide good targets for extension or reuse. For example, Triana is based on Petri-Nets, Akogrimo uses BPEL and the semantic workflow language (OWL-WS) developed in NextGrid is an extension to OWL-S (Beco, Cantalupo, Giammarino, Matskanis, & Surridge, 2005) . However, although some use of standards exists, the use of workflow in advanced Grid architectures, e.g. NextGrid and Akogrimo, has yet to see the emergence of a common approach. The consequent waste of effort in reinventing the wheel, the lack of interoperability, and the confusion in the community regarding the best way forward is a recognised problem (Beco, Cantalupo, & Terracina, 2006) .
Workflow Scheduling
Workflow scheduling is considered to be a form of global task scheduling as it focuses on deciding where to execute a task and managing the execution of tasks that are inter-depended on shared resources. The resources may be heterogeneous both in terms of local configuration and as well as in terms of policies. The scheduling process should take into account users' QoS constraints in order to satisfy user requirements. Workflow scheduling taxonomy is divided into the following categories:
• Scheduling architecture: Workflow scheduling architectures can be divided into three major categories: centralized, hierarchical and decentralized. When a workflow enactment service has a centralized architecture, all scheduling decisions for all tasks in the workflow are taken by one central scheduler. Even though the resulted schedules might be efficient, there are concerns regarding scalability issues. In contrast to centralized scheduling, both hierarchical and decentralized scheduling shares the work among multiple schedulers. In comparison with centralized scheduling, hierarchical and decentralized schedulers are more scalable but this distributed pattern of work may lead to performance degradation for the overall workflow execution.
• Decision making: This is the task of mapping workflows onto resources and services. One option is that decision making can be focused on the information of a single task or of a section of the workflow, referred to as local decision making.
Alternatively it can take into account information about the entire workflow, referred to as global decision.
• Planning scheme: This is the task of translating abstract workflows, i.e. a workflow described in an abstract manner without any reference to specific resources concrete workflows. Workflow planning schemes can be distinguished between static (where the dynamically changing state of the resources is not taken into account) and dynamic (where, in contrast to static, both dynamic and static information about resources is used to make scheduling decisions at run-time).
• Scheduling strategy: Workflow scheduling in a distributed system is an NP-complete problem (Fernandez-Baca, 1989) . To this end, many heuristics have been developed for near-optimal solutions so as to match users' QoS constraints. Most of the current existing approaches are performance-driven, in the sense that they are focused on minimizing overall execution time. Unlike performance-driven scheduling strategies, market-driven schedulers take into consideration other parameters apart from performance, such as the cost. Trust-driven schedulers base their strategies on levels of trust that depend on security policy, accumulated reputation and attack history etc. • Performance estimation: Performance estimation is one of the most critical tasks associated with workflow scheduling and workflow enactment engines in general. Workflow schedulers use performance estimation techniques to predict the performance of the tasks in a workflow applied on distributed heterogeneous resources, in order to decide on how and where the actual execution will take place. Performance estimation approaches include: simulation, analytical modeling, historical data, online learning, and hybrid.
Fault Tolerance
In a highly dynamic and heterogeneous SOI geographically and organizationally dispersed, heterogeneous resources are incorporated such as computing systems and software, storage systems, instruments, scientific equipment, specialized hardware, communication systems, data sources as well as human collaborators. In such a heterogeneous environment changes are numerous, highly variable and with unpredictable effects. These changes can lead to failure for various reasons: non-availability of required services or software components, overloaded resource conditions, memory shortage, and network fabric failures. For these reasons, workflow management in SOIs should be able to detect and manage failures in order to ensure reliable support of the execution environment. Workflow failure handling techniques can be divided into two different levels: task-level and workflow-level (Soonwook & Kesselman, 2003) . Whereas task-level techniques are concerned with masking the effects the service failures and their impact on the entire workflow, workflow-level techniques are focused on the manipulation of the workflow structure in order to deal with erroneous conditions.
Task-level techniques can be divided into the following categories:
• Retry: After failure, the same task is executed again on the same resource.
• Alternate resource: After failure, the same task is submitted and executed on a different resource.
• Checkpoint/Restart: After failure, task is moved to other resources and maintains its state, so that it can continue its execution from the point of failure.
The task is executed simultaneously on different resources.
Workflow-level techniques include:
• Alternate task: After failure, another implementation of the same task is executed. 
Advance Reservation
Lack of end-to-end QoS guarantees, especially when working with workflow service-oriented applications, is considered to be one of the most critical impediments to further penetration of SOIs into the industry world since it discourages both Service Providers (SPs) as well as potential clients from making more extended use of the facilities offered by a SOI. Advance reservation of resources is widely considered as a mechanism to address the aforementioned problem and offer to the users the specific QoS guarantees they want (Schwiegelshohn, Yahyapour, & Wieder, 2006) . In essence, advance reservation allows the user to request resources from systems for a specific time interval, i.e. start time and end time, and obtain a sufficient number of resources during this time interval to support the execution of the specific job for which the resources were reserved.
Deterministic Advance Reservation
Deterministic advance reservation consists of mathematical methods for reserving resources. It is based on deterministic algorithms for analyzing performance constraints by applying mathematical processes to the various layers and assumptions associated with each candidate node. In general this technique reduces the risk of missing deadlines and failures and increases the overall reliability of the system since they can be run on real-time environments efficiently. However, such methods do have limitations. Existing deterministic scheduling algorithms assume that the parameters for flexibility are static (Farooq, Majumdar, & Parsons, 2005) are mostly focused on minimizing the response time and do not promote resource sharing while in other cases all requests for execution that overlap with previous ones are rejected. Studies on the performance of these mechanisms (Netto, Bubendorfer, & Buyya, 2007) have demonstrated good results in terms of satisfying the given performance constraints. However, it is also shown that they lead in fragmentation of the resources and lower utilization.
Probabilistic Advance Reservation
The basic motivation behind probabilistic advance reservation is the fact that in many cases the input parameters and the run-time conditions are so many, that it is inefficient and sometimes even impossible to analytically examine the entire solution space. Probabilistic methods generally employ the principles behind decision theory and are influenced by prior probabilities that are derived from analytical methods coupled with benchmarking. These prior probabilities are used to determine the posterior probability of an advance reservation decision. These algorithms demonstrate better results in terms of resource utilization and lead to lower costs for the resources, but in general appear to be less reliable than deterministic methods in terms of the resulting performance granted to the running applications.
APPROACHES, IMPLEMENTATIONS AND COMPARISONS
A very interesting and well documented survey is found in (Yu & Buyya, 2005) , indicating the characteristics of some of the major players in workflow management systems worldwide. One of the most interesting among them is GrADS (Berman et al., 2001) . It is based on the Globus Toolkit, one of the most prevalent Grid middleware, and it aims specifically at applications with large computational and communication load. It supports a Directed Acyclic Graph (DAG) approach for workflows which means that dependencies between tasks are analyzed and their parallelization can be performed for enhanced scheduling purposes. It also supports QoS constraints through estimating the application execution time. This estimation is performed through analytical modelling and historical data. Furthermore it is based on a centralized architecture with both global and local decision making policies, a prediction based planning scheme and a task level rescheduling for fault tolerance purposes. Another worth to mention implementation is that of Askalon project (Fahringer, et al., 2007) , where attention is given to performance oriented applications and is based on the Globus Toolkit too. Performance estimation is also attempted within this project and a positive feature is the decentralized architecture but with a global decision making mechanism.
The GridBus Toolkit (Buyya & Venugopal, 2004) has been developed by the University of Melbourne and is based on market principles. It follows a hierarchical approach and allows the enactment of services that can be found through a grid registry. It supports the definition of QoS constraints, as the user is able to define total cost and task of overall workflow deadline, but not more complex conditions. Gridbus also offers monitoring of resources through the Gridscape plugin, but not for the status of a running workflow. As for fault tolerance the platform provides only the option for alternate resource.
Taverna (Oinn, et al., 2006) is the workflow management system of the myGrid (R. D. Stevens, Robinson, & Goble, 2003) project aimed to supporting data-intensive experiments in molecular biology. The system follows a centralized architecture which poses questions on the scalability of the system. Its scheduling strategy is performance-driven and not combined with estimation of performance. Taverna supports web services as well as programs coded as java classes, but does not provide any QoS guarantees. The system does provide monitoring of running workflows and a friendly environment for the users to manipulate them. As far as fault tolerance is concerned Taverna allows for the definition of either a retry operation or an alternate location of the same service.
In ICENI (S. McGough, Young, Afzal, Newhouse, & Darlington, 2004), another GT oriented implementation with a computationally intensive scope, the estimation is less efficient than the previous ones but it has a more market driven approach, with a global decision making policy, centralized architectural scheme and a varying scheduling strategy. In all of the above cases a very positive feature is that the workflow composition system can be extended by the user.
Pegasus ) is the workflow manager of GriPhyN ) and aims to map abstract workflows to grid resources. The abstract workflow is modeled as a Directed Acyclic Graph (DAG) containing logical files and application components and before being mapped to the actual resources an optimization step takes place. Pegasus is based on a centralized architecture and does not support QoS specifications or monitoring during the execution of a workflow. For fault tolerance Pegasus provides a remapping of an entire subworkflow to new resources.
UNICORE (Forum, 2003) is an approach which is becoming quite popular lately, mainly due to its extremely robust nature. It is mostly based on internal components rather than already circulating solutions for Grid integration and it comes with a number of disadvantages such as concrete workflow models. In a concrete model the user specifies which part of the workflow must be executed in a specific resource. This feature not only limits scheduling performance, as in the case when many users want to access a single resource while others are idle, but also is quite risky in dynamic environments where resources come and go unexpectedly. Nevertheless, one popular characteristic of UNICORE is that many of its mechanisms such as decision making, planning policy and strategy are designed in order to be extensible by the user. The workflow is modeled as a directed acyclic graph with temporal dependencies, even thought advanced flow control constructs, such as if-then-else and repeat until statements, are supported.
Karajan is part of the Java Commodity Grid (CoG) Kit (Laszewski, Hategan, & Kodeboyina, 2007) which aims to allow Grid users, Grid application developers, and Grid administrators to easily use, program, and administer grids from a high-level framework. The workflow engine, apart from the actual service enacted, interfaces with a visualization component, responsible for providing a representation of the workflow structure as well as monitoring of the execution and a checkpointing subsystem, which provides fault-tolerance to the system. The workflow can be defined in an XML format that provides primitives for generic sequential and parallel execution, sequential and parallel iterations, conditional execution and functional abstraction.
The Kepler workflow system is an open source application that extends the work of the Ptolemy II (Eker et al., 2003) system to support scientific applications using a dataflow approach. It's main characteristic is that it is based on processing steps, called "actors", which have well defined input and output ports. Users are able to define workflows by selecting appropriate actors and connecting them within a visual user interface. A "director" component holds the overall execution and component interaction semantics of a workflow. The Kepler system provides a various fault-tolerant mechanisms, most important of which is the ability to define actors that are responsible for catching exceptions.
Relevant work in workflow management systems includes (Ming, Xian-He, & Yong, 2006) . The authors of the specific paper investigate the effect of resource reservation on external applications as well as on local jobs, and introduce the design of efficient task scheduling algorithms considering the tolerance of local jobs to resource reservation. A new performance metric is proposed, the relative slowdown, to quantify the performance impact of resource reservation. The local job process is modeled with an M/G/1 queuing system and the effect of system parameters on relative slowdown is analyzed. They investigate both first-come-first-serve (FCFS) and round-robin (RR) queuing disciplines. Efficient algorithms are designed and implemented considering local jobs' tolerance to reservation. A user-level soft real-time CPU scheduler, DSRT, is updated to enable resource reservation in a general computing platform. They also define a new metric, the relative slowdown of local jobs on a resource for a given reservation which is the ratio of the average waiting time with reservation and the average waiting time without reservation. DSRT is the implementation of the CPU server of QualMan middleware. A major component of DSRT is the resource scheduler, named the dispatcher. A priority scheduling mechanism is applied to differentiate the processing of real-time (RT) processes and time-sharing (TS) processes. The dispatcher runs at the highest fixed-priority. The approach of the slowdown of running processes as a result of external tasks can be useful in studying the effects of new tasks assigned to resources in comparison with the time constraints.
Paper (Lilan, Tao, Zhanbei, & Minglun, 2004 ) presents the concept of Manufacturing Grid (MG) as the application of Grid technology. It follows the Open Grid Service Architecture (OGSA) as the system framework, and Globus Toolkit 3.0 (GT3) as the developing toolkit. A QoS-based Global Process Planning (GPP) and scheduling schema (Manufacturing Grid Resource Scheduling, MGRS) is presented and the corresponding module is implemented with the functions of GPP analyzing, resource discovery, AHP (Analytic Hierarchy Process)-based resource selection and fault-tolerant handling (re-scheduling). The goal of the schema is to be the supplement of the application Grid in manufacturing with better QoS performance, such as higher user satisfaction, product quality and service, as well as the lower failure rate, time-to-market, cost, etc. Its main features are:
• GPP Analyzing: Refers to analyzing the submitted task, and decomposing the complicated target task into a few serial or parallel simple, basic manufacturing subtasks, according to its QoS properties • Resource Selection: Once the list of possible resources is known, MGRS will select a resource that is expected to meet the requirements mostly. In order to fulfil the restrictions, it has to gather dynamic information about resource accessibility, machining precision, machining capability, and resource status, etc • Fault-tolerant Handling: This is also called re-scheduling. Manufacturing Grid is inherently a dynamic system where environmental conditions are subjected to unpredictable changes as: resource or network failures, system performance degradation, variations in the cost of resources, etc. Fault-tolerant handling is the efficient way to guarantee that the submitted tasks are completed and that the user's requirements are met.
AHP is particularly useful for evaluating complex multi-attribute alternatives involving subjective criteria. The essential steps in the application of AHP are the following:
• Decomposing in a hierarchical manner, a general decision problem into sub-problems that can be easily comprehended and evaluated, • Determining the priorities of the elements at each level of the decision hierarchy, and • Synthesizing the priorities to determine the overall priorities of the decision alternatives.
The most limiting feature is the use of UDDI registry for resource discovery. As already mentioned previously, UDDI is generally static and lacks monitoring abilities. Moreover GT3 is considered obsolete, as the current working edition is version 4.
The workflow management service within the GRIDCC project (A. McGough et al., 2007) is tasked with optimizing the workflows and ensuring that they meet the pre-defined QoS requirements specified upon them. The project aims at utilizing instruments through Grid infrastructures, which means that there are serious real-time issues to be met. It also focuses on Web Services and SOA and implements a partner language to use with BPEL4WS. Instead of defining a new language for workflows with QoS requirements, or embedding QoS requirements within a language such as BPEL4WS, GRIDCC uses a standard BPEL4WS document along with a second document which points to elements within the BPEL4WS document and annotates this with QoS requirements. This allows to take advantage of standard BPEL4WS tooling for execution and manipulation as well as to provide QoS requirements. XPath notation to reference elements is used within the BPEL4WS document; therefore, this approach can be easily adapted to other (workflow) languages based on XML. The end-to-end workflow pipeline takes a user's design and implements it within the Grid, through reservation services and performance repository. Workflows are defined through a web based editor which allows the augmentation of QoS requirements by defining the user's expectations for the execution. The WfMS (Workflow Management Service) provides a mechanism for building QoS on top of an existing commodity, based on BPEL4WS engine, thus allowing the provision of a level of QoS through resource selection from a priori information together with the use of advanced reservation.
In the Phosphorus project (Deliverable D.5.2.), a number of scheduling algorithms are proposed in the context of fairness of resource assignment between users and their tasks. An interesting scheme is the fact that Phosphorus takes into consideration the time for completion and the deadline, in order to meet QoS requirements. Phosphorus also deals task workloads, which are either known or not known a priori, and advance reservation. The MetaScheduling Service (MSS) developed by the specific project can tackle complicated workflows allowing the end-user to execute the individual components of his application using the most appropriate resources available. MSS is able to orchestrate resources of different sites belonging to different administrative domains, while it is also responsible for the negotiation of agreements on resource usage with the individual local resource management systems. The main dependency of this implementation is the use of the UNICORE middleware.
In (Brandic, Benkner, Engelbrecht, & Schmidt, 2005) a QoS-aware Grid Workflow Language (QoWL), subset of Business Process Execution Language (BPEL) with QoS extensions and QoS-aware Grid Workflow Engine (QWE) is presented. Users may specify different QoS constraints addressing the overall workflow or individual workflow tasks. QWE comprises of a workflow planning component, which performs QoS negotiation and service selection, and a workflow execution component which executes the workflow by invoking the selected services. Based on the specified QoS constraints, the QWE negotiates with multiple candidate Grid services to select appropriate services which satisfy the specified QoS constraints. Performance prediction for QoS-aware VGE services is based on application-specific performance models which depend on metadata about the input data (e.g. matrix size) supplied by the client during QoS negotiation. VGE services rely on a generic QoS module which usually comprises of an applicationspecific performance model, a pricing model, a compute resource manager that supports advance reservation and a QoS manager. VGE relies on standard Web Services technologies such as WSDL, SOAP, WS-Security, Tomcat and Axis. VGE services enclose native HPC applications, usually parallel MPI (Message Passing Interface) (MPI) codes running on a cluster, and expose their functionality via a set of common operations for job execution, job monitoring, data staging and error recovery. One limiting factor is the dependency upon application nature.
Workflow has a major role in grid dynamics and is adopted as the core technology for applying grid dynamics in NextGRID. It provides the ability to compose and dynamically adapt grid services available in distributed systems and orchestrate their execution. The workflow components, the services and their environment compose an infrastructure that is described in NextGRID as the concept of Grid Virtual Infrastructure Model or Grid VIM. This infrastructure is designed to allow Grid applications and Grid business models and processes to be combined at run-time. The VIM is designed to provide a run-time adaptable infrastructure, in particular:
• Run-time bindings: workflows need not specify a binding of every task to a specific service, so that the bindings can be chosen at run-time.
• Selective enactment: a single service may provide multiple functions, and it must be possible to choose which is bound to an abstract task, supported by the service. • Workflow substitution: some abstract tasks may be bound at run-time to more detailed workflows that can be inserted into the enactment at run-time. A common example is substitutions with template business operations such as account and billing workflows.
• Workflow prioritisation. Critical processes, which are either expensive in resources or define the result or the performance of the workflow, must have high priority in the evaluation order.
A key feature of the NextGrid approach is the abstraction of business processes in order for application developers to not have to encode business processes explicitly in their applications. This allows applications to remain functional even if a service provider wants to use a different business model or process (e.g. pay-as-you-go instead of subscription-based access to services). The result is NextGrid's workflow enactment model known as the Grid Virtual Infrastructure Model (Grid VIM) with a corresponding workflow enactment engine. This provides a way to dynamically assemble concrete application workflows using an abstract application workflow specification as a starting point, and introducing business processes at runtime as specified by the service providers and consumers involved in executing the application.
Advance Reservation Implementations
Askalon is a Grid development environment with main objective to simplify the development and optimization of Grid workflow applications. It conducts a performance estimation based both on historical data obtained from a training phase as well as analytical modeling. Furthermore, it uses a variety of predefined as well as user-defined QoS parameters for the discovery process. The approach presented in (Wieczorek, Siddiqui, Villazon, Prodan, & Fahringer, 2006) proposes an extension of Askalon's scheduling service to support advance reservation. The introduced approach performs resource mapping based on a fair-sharing principle that limits the number of resources offered to a single user at a time. Scheduling is based on a list-scheduling heuristic known as the Heterogeneous Earliest-Finish-Time (HEFT) (Topcuoglu, Hariri, & Min-You, 2002) algorithm which is proven to perform well with a low time complexity.
In contrast to most workflow enactment engines, ICENI (S. McGough, et al., 2004 ) is able to support advanced reservation in some cases. In particular, when it is determined that a resource will be required for a certain interval of time, a reservation is made through a WS-Agreement (Grid Resource Allocation Agreement Protocol [December 2004]) procedure. In order to determine the execution start time of each component in the workflow, a repository with historical information about their performance on different resources is used. This information is used during the reservation phase in order to get a prediction of the start time of each component in the workflow. If an agreement to reserve a resource is reached then the components to be deployed to that resource are placed into a queue until the resource reservation time is met. However, this work does not attempt to explore the entire problem space to find the optimal concrete workflow, as this is an NP-hard problem (McMahon & Florian, 1975) . Instead, heuristics are used to approximate the optimal solution and a number of existing scheduling algorithms such as random and bestof-n-random have been made workflow aware so that they take the whole workflow into account when scheduling each component. Furthermore, the start time of the workflow executions is strictly defined and the system is responsible for starting the execution of the workflow during the interval of the reservation.
Relevant work includes (Claris, George, & Khaled, 2007) where the authors introduced an implementation of the best-fit scheduling algorithm with deadline constraints for minimizing resource fragmentation so as to employ advance reservation while maximizing utilization. The algorithm reuses concepts of computational geometry to deal effectively with resource fragmentation and deadline requirements, under a generic design that can be adopted to accommodate both network and computing resources. Specifically, it determines whether it is feasible to schedule the job so as to meet its deadline. If so, then it uses a set of criteria to select one of the (possibly multiple) servers who can handle this job, updates its schedule, and returns to the user a reference to this server. Otherwise, the job is dropped. However, the start time of the job is strictly defined and the client can run the job only once per reservation. Furthermore, the scheduling schema presented in this work focuses on trying to minimize the response time instead of maximizing utilization of the resource. Finally, the selection depends on the existence of idle periods between already reserved time periods on each server.
Similarly, the solution offered by the SSS algorithm (Farooq, et al., 2005) consists of periods of continuous utilization of the resource called blocks with idle periods separating the blocks. Scheduled-time of a certain task is the time at which it is scheduled to start its execution under the current schedule of the resource. Given the new request and the current resource schedule, the SSS algorithm accommodates the new request in the resource schedule if it is feasible to do so. The algorithm first identifies all those tasks in the resource schedule that can affect the feasibility of the new schedule with the new request and then tries to work out a feasible schedule for only that subset of tasks. Once this subset of tasks is known, an initial solution can be worked out for that subset and the new request, using any of the well-known strategies such as the earliest-deadline first and the least-laxity-first. However, as in (Claris, et al., 2007) this work does not promote resource sharing and it also considers strict start times of execution.
Netto, Bubendorfer and Buyya in (Netto, et al., 2007) investigate the performance of scheduling with advance reservations. For this purpose they developed a QoS scheduler that uses SLAs to efficiently schedule advance reservations for computation services based on their flexibility. They also introduce the concept of adaptive time QoS parameters, in which the flexibility of these parameters is not static but adaptive according to the user needs and resource provider policies. However, as in (Claris, et al., 2007) and (Farooq, et al., 2005 ) the scheduling of a job consists on finding a free time-slot that meets the job requirements assuming that the start time of the job is known in advance. Thus, all incoming requests for advance reservation that overlap with any of the previously committed reservations are rejected.
Singh, Kesselman and Deelman in (Singh, Kesselman, & Deelman, 2006) propose a resource provisioning model that describes the resource availability in the form of slots with each slot representing the number of processors available for a certain timeframe at a certain cost. On this basis, they formulate a resource provisioning plan that reserves time slots on resources to optimize a parameterized metric, which combines the economic cost of the resource allocation and the expected application runtime. This resource provisioning planning is combined with two heuristic algorithms, the Min-Min and a genetic algorithm in conjunction with a list-scheduling algorithm. The solution is then tested against workflow-based applications. However, this work deals with optimization as seen from the user's perspective and ignores the utilization of the given resources, which is something that the resource owners are mostly interested in. In addition, this approach does not consider the deadlines that the tasks in the workflow may have.
Zhao and Sakellariou in (Zhao & Sakellariou, 2007) present an advance reservation model for DAG (Directed Acyclic Graph)-based workflows, taking into account the latest possible time that the execution of the whole workflow needs to be completed as specified by the user. Two different approaches are proposed in an attempt to make advance reservations for each task in the DAG by distributing the spare time among the tasks that comprise it. However, this work considers strict start times of execution for the DAGs and ignores resource sharing and maximum utilization.
CONCLUSION
With the advent of service oriented architectures (SOA), applications have started to move away from the monolithic approach towards a paradigm that emphasizes modular design. In such distributed systems workflows play an important role, as there needs to be a high-level component that can orchestrate the different services that make up an application. Most distributed WfMS today are targeted towards a Grid environment and thus have various advantages and disadvantages tied to the Grid ecosystem. In order for the WfMSs to move towards the Cloud paradigm new workflow approaches need to be used that allow dynamic workflow composition and evolution as well as dynamic service discovery and selection during workflow enactment, taking into consideration several QoS parameters. Moreover special attention needs to be paid to the scheduling capabilities a WfMS has to offer. To this end the use of advance reservation mechanisms needs to be researched further. The effectiveness of current advance reservation mechanisms is limited and in many cases not applicable to workflows, mainly due to concerns regarding the dynamic nature of the SOIs and the inability to adjust to the ever-changing resource availability and user demand without obvious consequences on the performance. Furthermore, most of the existing work on advance reservation assumes a precise start time when the workflow starts running, specified either by the user or the advance reservation system itself. Based on this start time, the start times of each task in the workflow are estimated using the end time of the preceding task. The existing studies on relaxed start time advance reservations, namely in cases where the start time of execution is not precise, either assume that the parameters for flexibility are static, or reallocate existing advance reservations at reservation time. At runtime, as the actual deadline approaches, the priority of the job with the flexible start time is increased to ensure that the execution completes prior to its deadline. To overcome these challenges, the mechanisms that perform the task of advance reservation in service-oriented environments should take into account future potential changes in the offered QoS level of a service and provide additional metrics and mechanisms for estimating the QoS level. In addition, such advance reservation mechanisms need to reflect more the real needs of the users by becoming more flexible and relieving the user of strict constrains, such as the start time of the execution and the number of allowed executions per reservation. Beco, S., Cantalupo, B., & Terracina, A. (2006) . 
