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Abstract: The study of networks leads to a wide range of high dimensional
inference problems. In many practical applications, one needs to draw in-
ference from one or few large sparse networks. The present paper studies
hypothesis testing of graphs in this high-dimensional regime, where the
goal is to test between two populations of inhomogeneous random graphs
defined on the same set of n vertices. The size of each population m is
much smaller than n, and can even be a constant as small as 1. The critical
question in this context is whether the problem is solvable for small m.
We answer this question from a minimax testing perspective. Let P,Q
be the population adjacencies of two sparse inhomogeneous random graph
models, and d be a suitably defined distance function. Given a population
of m graphs from each model, we derive minimax separation rates for the
problem of testing P = Q against d(P,Q) > ρ. We observe that if m is
small, then the minimax separation is too large for some popular choices of
d, including total variation distance between corresponding distributions.
This implies that some models that are widely separated in d cannot be
distinguished for small m, and hence, the testing problem is generally not
solvable in these cases.
We also show that if m > 1, then the minimax separation is relatively
small if d is the Frobenius norm or operator norm distance between P and
Q. For m = 1, only the latter distance provides small minimax separa-
tion. Thus, for these distances, the problem is solvable for small m. We
also present near-optimal two-sample tests in both cases, where tests are
adaptive with respect to sparsity level of the graphs.
MSC 2010 subject classifications: Primary 62H15; secondary 62C20;
05C80; 60B20.
Keywords and phrases: Two-sample test, Inhomogeneous Erdo˝s-Re´nyi
model, Minimax testing.
1. Introduction
Analysis of random graphs has piqued the curiosity of probabilists since its in-
ception decades ago, but the widespread use of networks in recent times has
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made statistical inference from random graphs a topic of immense interest for
both theoretical and applied researchers. This has caused a fruitful interplay be-
tween theory and practice leading to deep understanding of statistical problems
that, in turn, has led to advancements in applied research. Significant progress
is clearly visible in problems related to network modelling (Albert and Baraba´si,
2002; Lova´sz, 2012), community detection (Decelle et al., 2011; Abbe and Sandon,
2016), network dynamics (Berger et al., 2005) among others, where statistically
guaranteed methods have emerged as effective practical solutions. Quite sur-
prisingly, the classical problem of hypothesis testing of random graphs is yet
to benefit from such joint efforts from theoretical and applied researchers. It
should be noted the problem itself is actively studied in both communities.
Testing between brain or ‘omics’ networks have surfaced as a crucial challenge
in the context of both modelling and decision making (Ginestet et al., 2017;
Hyduke, Lewis and Palsson, 2013). On the other hand, phase transitions are
now known for the problems of detecting high-dimensional geometry or strongly
connected groups in large random graphs (Bubeck et al., 2016; Arias-Castro and Verzelen,
2014). However, little progress has been made in the design of consistent tests
for general models of random graphs. The present paper takes a step towards
addressing this general concern.
While research on testing large random graphs has been limited, hypothesis
testing in large dimension is an integral part of modern statistics literature.
In fact, Bai and Saranadasa (1996) demonstrated the need for studying high
dimensional statistics through a two-sample testing problem, where one tests
between two n-variate normal distributions with different means by accessing
m i.i.d. observations from either distributions, where m ≪ n (we denote the
dimension by n since, in the context of graphs, the number of vertices n governs
the dimensionality of the problem). More recent works in this direction pro-
vide tests and asymptotic guarantees as m → ∞ and nm → ∞ (Chen and Qin,
2010; Cai, Liu and Xia, 2014; Ramdas et al., 2015). Similar studies also exist
in the context of testing whether a n-dimensional covariance matrix is identity,
where only m≪ n i.i.d. observations of the data is available (Ledoit and Wolf,
2002; Berthet and Rigollet, 2013; Arias-Castro, Bubeck and Lugosi, 2015). It is
also known that the computational complexity of this problem is closely re-
lated to the clique detection problem in random graphs (Berthet and Rigollet,
2013). An extreme version of high dimensional testing arises in the signal de-
tection literature, where one observes a high-dimensional (Gaussian) signal,
and tests the nullity of its mean. Subsequently, asymptotics of the problem
is considered for n → ∞ but fixed sample size (m = 1 or a constant), and
minimax separation rates between the null and the alternative hypotheses are
derived (Ingster and Suslina, 2003; Baraud, 2002; Verzelen and Arias-Castro,
2014; Mukherjee, Pillai and Lin, 2015). The signal detection problem has also
been extended in the case of matrices in the context of trace regression (Carpentier and Nickl,
2015) and sub-matrix detection (Sun and Nobel, 2008) among others, where the
latter generalises the planted clique detection problem.
In practice, the problem of testing random graphs comes in a wide range
of flavours. For instance, while dealing with graphs associated with chemical
Ghoshdastidar et al./Two-sample Testing for Random Graphs 3
compounds (Shervashidze et al., 2011) or brain networks of several patients
collected at multiple laboratories (Ginestet et al., 2017), one has access to a
large number of graphs (large m). This scenario is more amenable as one
can resort to the vast literature of non-parametric hypothesis testing that can
even be applied to random graphs. A direct approach to this problem is to
use kernel based tests (Gretton et al., 2012) in conjunction with graph ker-
nels (Vishwanathan et al., 2010; Kondor and Pan, 2016), which does not require
any structural assumptions on the network models. However, known guarantees
for such tests depend crucially on the sample size, and one cannot conclude
about the fidelity of such tests for very small m. A more challenging situation
arises when m is small, and unfortunately, this is often the case in network anal-
ysis. For example, if the graphs correspond to brain networks collected from pa-
tients in a single lab setup (m < 20), brain networks of one individual obtained
from test-retest MRI scans (Landman et al., 2011), or molecular interaction
networks arising from genomic or proteomic data (Hyduke, Lewis and Palsson,
2013). Test-retest data of a patient provide only m = 2 networks, while omics
data typically result in one large interaction network, that is, m = 1. Hence,
designing two-sample tests for small populations for graphs is a problem of im-
mense significance, and yet, practical tests with statistical guarantees are rather
limited.
From a theoretical perspective, only a handful of results on testing large
random graphs are known. While finding hidden cliques have been a long-
standing open problem, Arias-Castro and Verzelen (2014, 2015) for the first
time provide a characterisation of the more basic problem of detecting a planted
clique in an Erdo˝s-Re´nyi graph. Gao and Lafferty (2017) and Lei (2016) con-
sider generalised variants of this problem while designing tests to distinguish
a stochastic block model from an Erdo˝s-Re´nyi graph, or to estimate the num-
ber of communities in a stochastic block model, respectively. In a different di-
rection, Bubeck et al. (2016) study the classical problem of testing whether a
given graph corresponds to a neighbourhood graph in a high-dimensional space,
or it is generated from Erdo˝s-Re´nyi model. This result is in fact a specific in-
stance of the generic problem of detecting whether a network data has a depen-
dence structure or is unstructured (Ryabko, 2017; Bresler and Nagaraj, 2018;
Daskalakis, Dikkala and Kamath, 2018). However, the first study on graph test-
ing, or more precisely two-sample testing of graphs, under a relatively broad
framework is by Tang et al. (2016, 2017), where the authors test between a pair
of random dot product graphs which are undirected graphs on a common set
of n vertices with mutually independent edges and low-rank population adja-
cency matrices. A test statistic based on the difference in adjacency spectral
embeddings is shown to be asymptotically consistent as n → ∞ provided that
the rank of the population adjacencies is fixed and known. Ghoshdastidar et al.
(2017) consider a more general setup of comparing two graphs that are possibly
defined on different vertex sets, and suggested tests based on triangle counts
and spectral properties, which are consistent under certain model assumptions.
In this paper, we restrict ourselves to graphs on a common vertex set of size n
and sampled from an inhomogeneous Erdo˝s-Re´nyi (IER) model (Bollobas, Janson and Riordan,
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2007), that is, we consider undirected and unweighted random graphs where the
edges occur independently, but there is no structural assumption on the pop-
ulation adjacency matrix. We study the problem of testing between two IER
models, where m i.i.d. graphs are observed for each model. Apparently, allowing
m ≥ 1 appears to be a slight generalisation of them = 1 case (Tang et al., 2016),
but we show that in some situations, the testing problem behaves differently in
the m = 1 and m > 1 cases. It is also well established that many graph learning
problems have different behaviour in the case of dense and sparse graphs. This
is indeed true in the context of testing for geometric structures (Bubeck et al.,
2016) and community detection (Arias-Castro and Verzelen, 2015). Bearing this
in mind, we also study the two-sample testing problem at different levels of spar-
sity of the graph. A formal description of the problem is presented in Section 2.
Given the above framework, one may resort to a variety of testing proce-
dures. A classical approach involves viewing the problem as an instance of
closeness testing for high dimensional discrete distributions (Chan et al., 2014;
Daskalakis, Dikkala and Kamath, 2018) and using variants of the χ2-test or re-
lated localisation procedures. On the other hand, exploiting the independence
of edges, one may even view the problem as a instance of multiple testing, and
may resort to tests based on higher criticism (Donoho and Jin, 2004, 2015). A
more direct approach may be to simply compare the adjacency spectral em-
beddings (Tang et al., 2016), or other network statistics (Ghoshdastidar et al.,
2017) or even the raw adjacency matrices. Sections 3–5 present a variety of
testing problems, which differ in terms of the distance d(P,Q), that is, how
we quantify the separation between the two models. We show that some of the
above principles are not useful for small m since the associated testing problems
are generally unsolvable in these cases. However, in some cases, one can con-
struct uniformly consistent tests that work with a small number of observation,
even m = 1. Section 6 discusses the practicality of graph two-sample testing
and also the extension of our results in other settings such as directed graphs
or for dealing with different notions of sparsity in graphs. The detailed proofs
are provided in the appendix.
2. Problem statement
In this section, we formally state the generic two-sample graph testing problem
studied in this paper. We also present the minimax framework that forms the
basis of our theoretical analysis.
We use the notations . and & to denote the standard inequalities but ig-
noring absolute constants. Further, we use ≃ to denote that two quantities
are same up to possible difference in constant scaling. We use ∧ and ∨ (or∧
and
∨
) to denote minimum and maximum, respectively. We also need sev-
eral standard norms and distances. For two discrete distributions, we denote
the total variation distance by TV (·, ·) and the symmetric Kullback-Leibler
(KL) divergence by SKL(·, ·). The latter is a symmetrized version of KL-
divergence (Daskalakis, Dikkala and Kamath, 2018). We use the following quan-
tities for any matrix:
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(i) Frobenius norm, ‖ · ‖F , is the root of sum of squares of all entries,
(ii) max norm, ‖ · ‖max, is largest absolute entry of the matrix,
(iii) zero norm, ‖ · ‖0, is the number of non-zero entries,
(iv) operator norm, ‖ · ‖op, is the largest singular value of the matrix, and
(v) row sum norm, ‖ · ‖row, (or, the induced ∞-norm) is the maximum absolute
row sum of the matrix.
2.1. The model and the testing problem
Throughout the paper, V = {1, 2, . . . , n} denotes a set of n vertices, and we
consider undirected graphs defined on V . Any such graph can be expressed as
G = (V,EG), where EG is the set of undirected edges. We use the symmetric
matrix AG ∈ {0, 1}n×n to denote the adjacency matrix of G, where (AG)ij = 1
if (i, j) ∈ EG, and 0 otherwise. The class of inhomogeneous random graphs, or
more precisely inhomogeneous Erdo˝s-Re´nyi (IER) graphs, on V can be described
as follows. Let Mn ⊂ [0, 1]n×n be the set of symmetric matrices with zero
diagonal, and off-diagonal entries in [0, 1]. For any P ∈ Mn, we say that G
is an IER graph with population adjacency P , denoted by G ∼ IER(P ), if
the adjacency matrix AG is a symmetric random matrix such that (AG)ij ∼
Bernoulli0−1(Pij), and ((AG)ij)1≤i<j≤n are independent.
Let P,Q ∈ Mn. Given m independent observations from each of IER(P ) and
IER(Q), we would like to test between the alternatives
H0 : P = Q and H1 : d(P,Q) > ρ (1)
for some specified distance function d and a threshold ρ ≥ 0. At this stage,
note that the distribution IER(P ) is completely characterised by the expected
adjacency matrix P . Hence, H0 in (1) is similar both under the mean difference
alternative and the general difference alternative (Ramdas et al., 2015). Hence,
one may assume d to be either a distance between the distributions IER(P )
and IER(Q), or a matrix distance between P and Q. Different examples of d
are considered in Sections 3–5, which result in specific instances of the testing
problems.
We note that the complexity of graph inference problems is often governed by
the sparsity of the graphs. To take the effect of sparsity into account, we restrict
the problem to models such that ‖P‖max∨‖Q‖max ≤ δ for some δ ∈ (0, 1] where
δ may decay with m,n. Intuitively, we consider only graphs that are uniformly
sparse, that is any edge can occur with probability at most δ. For instance, if
δ ≍ 1n , we observe only sparse graphs with bounded expected degrees. Such a
uniform sparsity restriction is along the lines of a scalar sparsity parameters
introduced in some graph estimation problems (Klopp, Tsybakov and Verzelen,
2017). More general notions of sparsity may be considered as discussed later in
Section 6. Based on the above considerations, we formally state the following
general framework for graph two-sample testing:
H0 : (P,Q) ∈ Ω0 vs. H1 : (P,Q) ∈ Ω1, (2)
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where
Ω0 = {(P,Q) ∈ Mn ×Mn : P = Q, ‖P‖max ≤ δ},
Ω1 = {(P,Q) ∈ Mn ×Mn : d(P,Q) > ρ, ‖P‖max ∨ ‖Q‖max ≤ δ}.
(3)
Note that the hypotheses are governed by the distance d, the integers m,n, and
the positive scalars ρ, δ, where the last two terms may depend on m,n.
2.2. Minimax framework
Given the graphs G1, . . . , Gm ∼iid IER(P ) and H1, . . . , Hm ∼iid IER(Q), a test
Ψ is a binary function of 2m adjacency matrices, where Ψ = 0 when the test
accepts H0, and Ψ = 1 otherwise. The maximum or worst-case risk of a test is
given by
R(Ψ, n,m, d, ρ, δ) = sup
θ∈Ω0
Pθ(Ψ = 1) + sup
θ∈Ω1
Pθ(Ψ = 0),
which is the sum of maximum possible Type-I and Type-II error rates incurred
by the test. Here, we use θ to denote any tuple (P,Q). The minimax risk for
the problem in (2)–(3) is defined as
R∗(n,m, d, ρ, δ) = inf
Ψ
R(Ψ, n,m, d, ρ, δ). (4)
Our aim in this paper is to find the minimax separation ρ∗ for a given prob-
lem, which is the smallest possible ρ such that R∗(n,m, d, ρ, δ) ≤ η for some
pre-specified η ∈ (0, 1). In the subsequent sections, we consider testing problems
where the separation between P and Q is defined in terms of various distance
functions. We provide bounds for ρ∗ for the different testing problems in terms
of the various parameters of the problem (2)–(3). Though our formal bounds
are explicit in terms of η, we generally assume η to be a pre-specified constant
(for example, η = 0.05) and focus on the dependence of ρ∗ on n,m, and δ. Our
aim is to provide upper and lower bounds for ρ∗ that are same up to difference
in absolute constants and functions of η.
3. Challenges of testing with small m
The theme of this paper is to test between two populations of sparse graphs,
where the sample size m is much smaller than the number of vertices n. Our
main interest is in cases where m is a small constant, or may grow very slowly
with n. In this section, we show that in case of some popular distance functions,
the testing problems is nearly unsolvable if m is small.
We formalise this notion of unsolvability in the following way. For any instance
of the two-sample problem (2)–(3), there is a trivial upper bound for ρ∗ which
is the maximal possible value that can be attained by d(P,Q) (diameter with
respect to d). As an example, if d(P,Q) = TV
(
IER(P ), IER(Q)
)
, then ρ∗ ≤ 1
Ghoshdastidar et al./Two-sample Testing for Random Graphs 7
trivially. Similarly, if d(P,Q) = ‖P − Q‖F , a trivial upper bound is ρ∗ ≤ nδ.
On the other hand, for small m, if there is a lower bound ρℓ ≤ ρ∗ such that ρℓ
is equal or close to the trivial upper bound, then there exist model pairs such
that d(P,Q) is nearly as large as the diameter and yet cannot be distinguished
for small m. Hence, we may conclude that the problem (2)–(3) with the specific
choice of d is unsolvable for small m under a worst-case (minimax) analysis.
The first instance of such an impossibility result is for the case of total variation
distance as stated below.
Proposition 3.1 (ρ∗ for total variation distance). Let η ∈ (0, 1) and consider
the problem in (2)–(3) with d(P,Q) = TV
(
IER(P ), IER(Q)
)
and δ ∈ (0, 1).
Then for any β ∈ (0, 1) and δ ≥ C′
n ln( 1β )
,
1− β ≤ ρ∗ ≤ 1 for m ≤ n Cℓη
ln( 1β )
,
where ℓη =
√
ln(1 + 4(1− η)2) and C ∈ (0, 1), C′ > 1 are absolute constants.
We do not claim that the stated lower bound is sharp, but it shows that
at least m & n samples are needed to test for separation in total variation
distance, which is beyond the small sample regime that we are interested in. An
impossibility result also holds in the case of symmetric KL-divergence, which
has been effectively used for high dimensional discrete distributions, particularly
Ising models (Daskalakis, Dikkala and Kamath, 2018).
Proposition 3.2 (ρ∗ for symmetric KL-divergence). Let η ∈ (0, 1) and consider
the problem in (2)–(3) with d(P,Q) = SKL
(
IER(P ), IER(Q)
)
and any δ ∈
(0, 1). Then
ρ∗ =∞ for m ≤ 2
δ
ln((1− η)n) .
The above result shows that testing for separation in symmetric KL-divergence
is impossible for m . lnn sample even when the graphs are dense (δ ≍ 1). How-
ever, the situation is worse in the case of sparse graphs. If δ ≍ 1n , then at least
m & n lnn samples are necessary. Both Propositions 3.1 and 3.2 suggest that
achieving a small sample complexity (small m) could be difficult under gen-
eral difference alternatives, that is, if d corresponds to distributional distances.
Hence, subsequent discussions focus only on matrix distances. However, even
in this case, the two-sample problem is not necessarily easily solvable for all
distances or dissimilairities.
Proposition 3.3 (ρ∗ for zero norm / effect rarity). Let η ∈ (0, 1) and consider
the problem in (2)–(3) with d(P,Q) = ‖P −Q‖0 and any δ ∈ (0, 1). Then
ρ∗ = n(n− 1) for all m <∞ .
The above result is not surprising since the entries P and Q can be arbitrarily
close but still be unequal, and hence, the models may not be distinguishable
though ‖P −Q‖0 = n(n− 1), which is the trivial upper bound. Proposition 3.3
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may be viewed as a trivial extremity of the rare/weak effect studied in the
context of multiple testing (Donoho and Jin, 2015). To put it simply, here we
view the problem as testing Pij = Qij or Pij 6= Qij for every i < j, and the
edge independence in IER graphs leads to a problem of multiple independent
comparisons. Proposition 3.3 states that if min
Pij 6=Qij
|Pij−Qij| is arbitrarily small,
that is, the individual effects are arbitrarily weak, then they cannot be detected
even when the effects are dense ‖P −Q‖0 = n(n− 1). A more detailed analysis
of the rare/weak effect in the sparse Bernoulli setting may be done by imposing
a threshold min
Pij 6=Qij
|Pij − Qij | that characterises weakness of the effect. We do
not discuss further on this effect, and instead, we proceed to other instances
of (2)–(3), where the problem can be solved for small m.
4. Testing for separation in Frobenius norm
The previous section focussed on impossibility results, where ρ∗ is typically large
(close to trivial upper bound) when m is small. In this section and the next one,
we study two instances of problem (2)–(3) where tests can be constructed even
for small m. Formally, we show that the lower bound for ρ∗ can be much smaller
than the trivial upper bound, and subsequently, we propose two-sample tests to
derive nearly matching upper bounds for ρ∗.
Our first approach is to quantify the separation in terms of Frobenius norm,
that is, d(P,Q) = ‖P−Q‖F . Observe that this is equivalent to viewing the adja-
cencies as
(
n
2
)
-dimensional Bernoulli vectors, and using two-sample test for high
dimensional vectors— a well-studied problem in the Gaussian case (Chen and Qin,
2010). We state the following bounds for the minimax separation ρ∗ in this case.
Theorem 4.1 (ρ∗ for Frobenius norm separation). Consider the two-sample
problem (2)–(3) with d(P,Q) = ‖P − Q‖F , any δ ∈ (0, 1) and any η ∈ (0, 1).
There exist absolute constants C1, C2 ≥ 1 such that:
1.
nδ
4
≤ ρ∗ ≤ nδ for m = 1,
2.
(
1
4
∧√η2ℓη
8C1
)
nδ ≤ ρ∗ ≤ nδ for m > 1 and δ ≤ C1
η2mn
, and
3.
√
ℓη
8
nδ
m
≤ ρ∗ ≤
√
C2
η
nδ
m
for m > 1 and δ ≥ C1
η2mn
,
where ℓη =
√
ln (1 + 4(1− η)2). Hence, assuming η is fixed, we have ρ∗ ≍ nδ
for m = 1 and ρ∗ ≍ nδ ∧
√
nδ
m for m ≥ 2.
Theorem 4.1 provides a clear characterisation of the minimax separation ρ∗
(up to factors of η) when the distance between models is in terms of Frobenius
norm. The second and third statements deal with the case of m > 1. In the
ultra-sparse regime, that is δ . 1mn , one observes a total of only O(n) edges
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from the entire population of 2m graphs generated from either models. This
information is insufficient for testing equality of models, and hence, it is not
surprising that ρ∗ ≍ nδ, which is the trivial upper bound. On the other hand,
when δ & 1mn , we find a non-trivial separation rate indicating that the problem
is solvable in this case.
The surprising finding of Theorem 4.1 is that ρ∗ ≍ nδ for m = 1, which in-
formally means that the problem is not solvable when one observes only m = 1
sample from each model. This result is significant since it shows that the prob-
lem of testing for separation in Frobenius norm is unsuitable in the setting of
comparing between two large networks, for instance, the case of omics networks.
From a theoretical perspective, it is evident that the problem has different be-
haviour for the case of m = 1 and m > 1. While apparently not intuitive, this
phenomenon is natural in the case of random graphs. To see this, consider the
following simple problem. Given a graph G, decide whether it is generated from
an Erdo˝s-Re´nyi model, or if it is simply a deterministic graph, that is, sampled
from a degenerate distribution. From a single observation G, it is indeed hard
to decide whether a graph is random or not. But if two i.i.d. observations G,G′
are available, then the problem can be easily solved since G = G′ occurs with
a possibly low probability in the former case, whereas P(G = G′) = 1 in the
latter. A formal argument lies in the proof of Lemma 4.2 stated below.
4.1. Proof of Theorem 4.1
We provide an outline of the proof of the above result highlighting the key
technical lemmas, which are proved in the appendix. To prove the lower bounds,
we have the following result.
Lemma 4.2 (Necessary conditions for detecting Frobenius norm separation).
For the testing problem (2)–(3) with d(P,Q) = ‖P −Q‖F and for any η ∈ (0, 1),
the minimax risk (4) is at least η if either of the following conditions hold:
(i) ρ <
nδ
4
∧√ℓη
8
nδ
m
, or (ii) m = 1, ρ <
nδ
4
.
The lower bounds in the second and third statements of Theorem 4.1 follow
from condition (i) above by accounting for the conditions on δ and noting C1 ≥
1 and ℓη ≤
√
ln 5. For the upper bounds in first two statements, note that
ρ∗ ≤ nδ trivially holds since ‖P −Q‖F ≤ n(‖P‖max ∨ ‖Q‖max). To derive the
upper bound for the third case, we construct the following two-sample test. Let
AG1 , . . . , AGm and AH1 , . . . , AHm be the adjacency matrices of the 2m graphs.
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We define
µ̂ =
n∑
i,j=1
i<j
 ∑
k≤m/2
(AGk)ij − (AHk )ij
 ∑
k>m/2
(AGk)ij − (AHk)ij
 , (5)
σ̂ =
√√√√√√ n∑
i,j=1
i<j
 ∑
k≤m/2
(AGk)ij + (AHk)ij
 ∑
k>m/2
(AGk)ij + (AHk)ij
, (6)
and consider the test
ΨF = 1
{
µ̂
σ̂
>
t1√
η
}
· 1
{
σ̂ >
t2
η3/2
}
(7)
for some positive constants t1, t2, where 1{·} is the indicator function. We state
the following guarantee for ΨF .
Lemma 4.3 (Sufficient conditions for detecting Frobenius norm separation).
Consider the testing problem with d(P,Q) = ‖P −Q‖F and the test ΨF in (7).
There exist absolute constants t1, t2, C and C
′ such that for any η ∈ (0, 1) and
δ ∈ [0, 1], if
m ≥ 2 and ρ ≥
√
C
η
nδ
m
∨ C′
η3/2m
,
then R(ΨF , n,m, d, ρ, δ) ≤ η.
Observe that if δ ≥ C′2Cη2mn , then the
√
nδ
m term in the above result dominates,
and we obtain the upper bound in the third statement of Theorem 4.1 with
C1 =
C′2
C . Hence, the theorem holds.
4.2. Further remarks on Theorem 4.1
As part of the proof of Theorem 4.1, we propose a test in (7) which provides
the non-trivial upper bound in the third statement of Theorem 4.1. Though this
bound matches the corresponding lower bound up to factors of η, the difference
is rather large with respect to η. This is an artefact of the proof of Lemma 4.3
which is based on Chebyshev inequality, and its effect can also be seen in the two
thresholds t1√η and
t2
η3/2
defined in (7), which can very high for small η limiting
the practical usefulness of the test. Below, we show that this can be improved
using more refined concentration inequalities, but provides a sufficient condition
that is weaker by a factor of lnn.
Proposition 4.4 (Improving dependence on η). Consider the two sample prob-
lem of Theorem 4.1 and assume m ≥ 2. Define the test
Ψ′F = 1
{
µ̂
σ̂
> t1 ln
(
2
η
)
ln
(
n
η
)}
· 1
{
σ̂ > t2 ln
2
(
2
η
)
ln
(
n
η
)}
, (8)
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where µ̂, σ̂ are as in (5)–(6). There exist constants t1, t2, C and C
′ such that for
any η ∈ (0, 1) and δ ∈ [0, 1], the test in (8) has a risk at most η whenever
ρ ≥ C ln
(
2
η
)√
nδ
m
ln
(
n
η
) ∨ C′
m
ln2
(
2
η
)
ln
(
n
η
)
.
Observe that the above test is based on the same test statistic µ̂σ̂ and differs
from (7) only in the choice of thresholds. A key feature of both tests is that they
are adaptive, that is, they do not require specification of the sparsity parameter
δ. We highlight the importance of this property in the following remark.
Remark 4.5 (Adaptivity of proposed tests). The testing problem in (2)–(3)
is defined with respect to the sparsity parameter δ, which in turn governs the
minimax separation rate ρ∗. It is not hard to convince one that for any P,Q,
it is impossible to estimate ‖P‖max ∨‖Q‖max from few observations (small m),
and setting δ = 1 is clearly suboptimal for sparse graph models. Hence, it is
desirable to construct tests that do not require knowledge of δ, and both tests
in (7) and (8) are adaptive in this sense. Adaptivity of these tests are achieved
by estimating ‖P +Q‖F , which is a lower bound for 2nδ.
5. Testing for separation in operator norm
In this section, we study the two sample testing problem where d(P,Q) = ‖P −
Q‖op, and provide bounds on the minimax separation ρ∗ for all m ≥ 1. An
interesting finding of this section is that one can obtain a non-trivial minimax
separation rate even for m = 1, that is, the problem is indeed solvable even with
a single observation from each model. Our main result is the following.
Theorem 5.1 (ρ∗ for operator norm separation). Consider the two-sample
problem (2)–(3) with d(P,Q) = ‖P − Q‖op, and any m ≥ 1, δ ∈ (0, 1). Let
η ∈ (0, 1) and ℓ′η = ℓη√8 ∧ 116 . There exist constants C,C′ ≥ 1 such that:
1.
nδ
4
≤ ρ∗ ≤ nδ for δ ≤ ℓ
′2
η
16mn
, and
2. ℓ′η
√
nδ
m
≤ ρ∗ ≤
√
nδ
m
(
C
√
ln
(
n
η
) ∨ 4C′
ℓ′η
ln
(
n
η
))
otherwise.
The theorem shows that the problem is not solvable in the ultra-sparse
regime, that is, δ . 1mn . However, beyond this regime there is a non-trivial
separation rate, which we can find up to a factor of lnn. It is natural to ask
whether the additional logarithmic factor is necessary. We address this issue
later in the section after presenting the proof of Theorem 5.1.
5.1. Proof of Theorem 5.1
The lower bounds in the theorem are due to the following necessary condition.
Ghoshdastidar et al./Two-sample Testing for Random Graphs 12
Lemma 5.2 (Necessary condition for detecting operator norm separation). For
the testing problem (2)–(3) with d(P,Q) = ‖P − Q‖op, δ ∈ (0, 1] and m ≥ 1,
and for any η ∈ (0, 1), the minimax risk (4) is at least η if
ρ <
nδ
4
∧
ℓ′η
√
nδ
m
.
In case of upper bounds, we note that ‖P −Q‖op ≤ ‖P −Q‖row ≤ nδ is the
trivial upper bound for ρ∗. To prove the non-trivial upper bound, we consider
the following test:
Ψop = 1
{
‖S−‖op√
‖S+‖row
> t1
√
ln
(
n
η
)}
· 1
{
‖S+‖row > t2 ln
(
n
η
)}
, (9)
where
S− =
m∑
k=1
AGk −AHk and S+ =
m∑
k=1
AGk +AHk . (10)
We have the following sufficient condition for detection based on Ψop.
Lemma 5.3 (Sufficient condition for detecting operator norm separation). Con-
sider the testing problem with d(P,Q) = ‖P−Q‖op and the test Ψop in (9). There
exist absolute constants t1, t2, C and C
′ such that for any η ∈ (0, 1), δ ∈ [0, 1]
and m ≥ 1, the risk R(Ψop, n,m, d, ρ, δ) ≤ η if
ρ ≥ C
√
nδ
m
ln
(
n
η
) ∨ C′
m
ln
(
n
η
)
.
To conclude the proof of Theorem 5.1, we note that the upper bound in the
second statement is obtained by observing that C
′
m ≤ 4C
′
ℓ′η
√
nδ
m for δ ≥
ℓ′2η
16mn . We
note that the above analysis of the test Ψop is based on the matrix Bernstein
inequality (Tropp, 2012), which makes the upper bound worse factor of lnn. One
may alternatively use other concentration results based on refinements of the
trace method (Lu and Peng, 2013; Bandeira and van Handel, 2016) to obtain
slightly different sufficient conditions in Lemma 5.3. For instance, an use of
Bandeira and van Handel (2016, Corollary 3.9) does provide one term of the
order
√
nδ
m , but such bounds hold only if δ &
polylog(n)
n .
5.2. An optimal non-adaptive test
One of the objectives of this work is to determine whether it is possible to test
between two large graphs, that is, the case of m = 1. Theorem 5.1 provides
an affirmative answer to this question, but our proposed test Ψop (9) is not
optimal since the sufficient condition on ρ is worse than the necessary condi-
tion by a factor of lnn. As we note above, this is a consequence of our use of
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matrix Bernstein inequality in the proof of Lemma 5.3, and leads to the ques-
tion whether one can improve the result by using more sharp concentration
techniques known in the case of random graphs. We show that this is indeed
true, at least for m = 1, and can be shown using concentration of trimmed or
regularised adjacency matrices (Le, Levina and Vershynin, 2017).
Assume m = 1, and let G ∼ IER(P ) and H ∼ IER(Q) be the two random
graphs. Also assume that δ is specified. For some constant c ≥ 6, let A′G be
the adjacency matrix of the graph obtained by deleting all edges in G that are
incident on vertices with degree larger than cnδ ln( 2η ). Similarly, we obtain A
′
H
from H . Define a test as
Ψ′op = 1
{
‖A′G −A′H‖op > t
√
nδ ln2
(
2
η
)}
(11)
for some constant t > 0. We have the following guarantee for Ψ′op.
Proposition 5.4 (Optimality for m = 1). Consider the testing problem with
d(P,Q) = ‖P − Q‖op, m = 1 and δ > 10n . There exist absolute constants c, t
such that for any η ∈ (0, 1), the maximum risk of Ψ′op is at most η if
ρ ≥ 2t
√
nδ ln2
(
2
η
)
.
Hence, assuming η is fixed, ρ∗ ≍ √nδ for δ > 10n whereas ρ∗ ≍ nδ for δ ≤ 10n .
While Ψ′op indeed achieves optimality, it comes at the cost of prior knowledge
of δ. As we note in Remark 4.5, this is an unreasonable restriction and hence,
the sub-optimal test Ψop (9) may be preferable due to its adaptivity. We do not
know if an adaptive optimal test can be constructed in this setting. However,
concentration bounds for sparse IER graphs are typically in terms of the largest
edge probability, which is hard to estimate, and hence, it may be unlikely that
an adaptive optimal test can be constructed based on the current literature
on concentration phenomenon in sparse inhomogeneous graphs. We have not
studied whether Ψ′op (11) and Proposition 5.4 extend to the case of m > 1.
6. Discussion
6.1. A note on the sparsity condition
The notion of sparsity has no formal definition in the context of random graphs,
unlike sparsity in the signal detection literature. The informal definition of a
sparse graph is a graph where the number of edges are not arbitrarily large
compared to the number of vertices n. The sparsity condition used in (3), that
is ‖P‖max ≤ δ, is one approach to define sparse graphs. More precisely, this
condition implies that the expected number of edges is at most n2δ, and in
particular, for δ ≍ 1n , we obtain graphs where the number of edges grows linearly
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with n. However, one can induce sparsity through alternative restrictions on P :
(i)
∑
ij
Pij ≤ δ1 (iii) ‖P‖row ≤ δ3
(ii) ‖P‖F ≤ δ2 (iv) ‖P‖0 ≤ δ4
among others. We note the δi’s are of different order than δ used in (3). The first
condition bounds the expected number of edges, while condition (iii) provides
graphs with bounded expected degrees. The last restriction is along the lines
of the signal detection literature since it implies that at most δ4 entries in P
are non-zero, and results in random graphs with absolutely bounded number of
edges (not only in expectation).
It is natural to ask to whether our results also extend to the case where
sparsity is controlled through any one of the conditions. We do not provide
a complete characterisation in each case, but present two corollaries of Theo-
rems 4.1 and 5.1 which show that some of our results easily extend to alternative
notions of sparsity.
Corollary 6.1 (ρ∗ under Frobenius norm sparsity). Consider the problem of
testing between the following two hypotheses sets
Ω0 = {P = Q, ‖P‖F ≤ δ2}, and
Ω1 = {‖P −Q‖F > ρ, ‖P‖F ∨ ‖Q‖F ≤ δ2}.
The bounds on minimax separation stated in Theorem 4.1 hold in this case with
substitution δ2 = nδ.
The proof of the corollary follows immediately from that of Theorem 4.1. We
have a similar result in the case of graphs with bounded expected degrees.
Corollary 6.2 (ρ∗ under row sum norm sparsity). Consider the problem of
testing between the following two hypotheses sets
Ω0 = {P = Q, ‖P‖row ≤ δ3}, and
Ω1 = {‖P −Q‖op > ρ, ‖P‖row ∨ ‖Q‖row ≤ δ3}.
The bounds on minimax separation stated in Theorem 5.1 hold in this case with
substitution δ3 = nδ.
6.2. On the practicality of proposed tests
The theme of this paper has been to explore different separation criteria for
which the graph two sample testing problem can be solved for a small population
size. In the process of addressing this question, we suggest adaptive tests ΨF (7),
Ψ′F (8) and Ψop (9) that also turn out to be near-optimal for the problems of
detecting separation in Frobenius or operator norms. However, the practical
applicability of these tests have not been discussed so far.
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We note that in practice, one is more interested in the testing problem P = Q
vs. P 6= Q, and hence, a more basic question that needs to be addressed is —
Which separation criterion should be used? The findings of this paper suggest
that for m = 1, operator norm separation is a possible choice, whereas other
distances like total variation distance, Frobenius norm etc. should not be consid-
ered. For m > 1 but small, we show that one could detect separation in Frobe-
nius norm using ΨF (7) or detect separation in operator norm using Ψop (9).
We compare the relative merits of both tests in terms of sample complexity in
the following way.
Remark 6.3 (Comparison between ΨF and Ψop). Consider P and Q such that
P 6= Q and ‖P‖max ∨ ‖Q‖max ≤ δ. Ignoring constants and terms involving η,
Lemma 4.2 shows that m & nδ‖P−Q‖2F
samples are necessary to distinguish be-
tween the two models. On the other hand, Lemma 5.2 shows that m & nδ‖P−Q‖2op
samples are needed to distinguish between P,Q. Since ‖P −Q‖F ≥ ‖P −Q‖op,
testing for Frobenius norm separation is easier than testing for separation in
operator norm for m > 1. In other words, one may expect ΨF to have a smaller
risk than Ψop.
However, the tests ΨF , Ψ
′
F and Ψop require n to be very large or the graphs
to be dense to achieve a small risk, and hence have limited applicability in
moderate-sized problems. It is known that the practical applicability of concen-
tration based tests can be improved by using bootstrapped variants (Gretton et al.,
2012), which approximate the null distribution by generating bootstrap samples
through randommixing of the two populations. We empirically find that random
permutation based bootstrapping provides a reasonable rejection rate for mod-
erate sample size (m ≥ 10), but such bootstrapping is not effective for smaller
m, for instance m = 2. Furthermore, the relative merit ΨF (or Ψ
′
F ) over Ψop,
as suggested by Remark 6.3, could not be verified in case of the bootstrapped
variants.
When m = 1 and the population adjacency is of low rank, Tang et al. (2016)
suggest an alternative bootstrapping principle based on estimation of the pop-
ulation adjacency P and then drawing bootstrap samples from estimate of P .
We empirically observe that this procedure works to some extent for dense IER
graphs but only when P has a small (known) rank. When the rank is unknown
or, more generally, if P does not have a low rank, such bootstrapped tests are
not necessarily reliable.
In a related work (Ghoshdastidar and von Luxburg, 2018), we explore al-
ternative possibilities for constructing practical tests derived from Frobenius
norm or operator norm based test statistics that work even for m = 1, 2. These
practical tests use statistics similar to the ones studied in the present work,
but are based on asymptotic null distributions that hold approximately or un-
der stronger assumptions. Thus, Ghoshdastidar and von Luxburg (2018) pro-
vide more practical approaches that have weaker theoretical guarantees.
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6.3. Extensions
Several extensions of the two sample problem (2)–(3) can be studied. Earlier in
this section, we have discussed the possibility of considering alternative notions
of sparsity. Another interesting, and practically significant, extension is to the
case of directed graphs. The problem naturally extends to this framework, and
the proposed adaptive tests easily tackle this generalisation without any critical
modification. For instance, in the case ΨF , one merely needs to define µ̂ and σ̂
as a summation over all off-diagonal terms and the thresholds change only by
constant factors. The analysis of such tests as well as the minimax lower bounds
can be easily derived from our proofs. The same conclusion is true for the case
of operator norm separation, particularly, when the upper bounds are derived
based on Ψop and the matrix Bernstein inequality.
In this paper, we only consider the problem of identity testing, that is, P = Q
or d(P,Q) > ρ. One may also study the more general problem of closeness
testing, which ignores small differences between the models, that is, one tests
between the hypotheses
Ω0 = {d(P,Q) ≤ ǫ, ‖P‖max ∨ ‖Q‖max ≤ δ}, and
Ω1 = {d(P,Q) > ρ, ‖P‖max ∨ ‖Q‖max ≤ δ}.
for some pre-specified ǫ < ρ. The proposed tests, which are primarily based
on the principle of estimating d(P,Q) may be easily adapted to this setting by
appropriately modifying the test thresholds. However, it is not clear whether
the minimax separation bounds in Theorems 4.1 and 5.1 easily extend to this
setting as well.
From a practical perspective, one may face a more general problem of two
sample graph testing, where the graphs are not defined on a common set of
vertices and may even be of different sizes. This situation is generally hard to
study, but tests for this problem are often used in many applications, where
one typically computes some scalar or vector function from each graph and
comments on the difference between two graph populations based on this func-
tion (Stam et al., 2007). We study this principle in a recent work (Ghoshdastidar et al.,
2017), and propose a formal framework for testing between any two random
graphs through the means of a network function f : G≥n →M that maps the
space of graphs on at least n vertices to some metric space M. We argue that
if the network function concentrates for some sub-class of random graphs as
n → ∞, then one can indeed construct two sample tests based on the network
function. However, such a test cannot distinguish between equivalence classes,
that is, random graph models that behave identically under the mapping f .
Appendix A: Proof of results in Section 3
Before presenting the proofs of Propositions 3.1–3.3, we briefly recall the general
technique for proving lower bounds in the minimax setting. Throughout the
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appendix, we often denote a generic tuple (P,Q) by θ, and use ω to denote a
generic population of 2m graphs G1, . . . , Gm, H1, . . . , Hm.
Consider the two sample problem in (2)–(3). Let θ0 ∈ Ω0 be a particular
instance satisfying the null hypothesis, and Θ1 ⊂ Ω1 be a finite collection of
instances satisfying H1. We specify θ0 and Θ1 later for each instance of the
problem, but to prove a general lower bound, let θ1 be uniformly selected from
Θ1. The minimax risk (4) can be bounded from below as
R∗(n,m, d, ρ, δ) ≥ inf
Ψ
(
Pθ0(Ψ = 1) + sup
θ∈Θ1
Pθ(Ψ = 0)
)
≥ inf
Ψ
(
Pθ0(Ψ = 1) + Eθ1∈Θ1 [Pθ1(Ψ = 0)]
)
= 1 + inf
Ψ
(
Pθ0(Ψ = 1)− Eθ1∈Θ1 [Pθ1(Ψ = 1)]
)
≥ 1− sup
Ψ
∣∣Pθ0(Ψ = 1)− Eθ1∈Θ1 [Pθ1(Ψ = 1)]∣∣ .
Let F be the collection of all possible sets of 2m graphs on n vertices, and let
FΨ ⊂ F be the sub-collection of those instances for which Ψ = 1. Then, we can
re-write above lower bound as
R∗(n,m, d, ρ, δ) ≥ 1− sup
FΨ
∣∣Pθ0(FΨ)− Eθ1∈Θ1 [Pθ1(FΨ)]∣∣
≥ 1− sup
F∈F
∣∣Pθ0(F )− Eθ1∈Θ1 [Pθ1(F )]∣∣
= 1− 1
2
∑
ω∈F
∣∣Pθ0(ω)− Eθ1∈Θ1 [Pθ1(ω)]∣∣
≥ 1− 1
2
√∑
ω∈F
(Eθ1∈Θ1 [Pθ1(ω)])2
Pθ0(ω)
− 1 ,
Here, ω ∈ F corresponds to a collection of 2m graphs. The equality follows by
observing that both Pθ0(·) and Eθ1∈Θ1 [Pθ1(·)] define two measures on F , and
hence, the equality is due to equivalence of two definitions of total variation
distance. The last step is a consequence of Cauchy-Schwarz inequality. Thus, to
show that the minimax risk is larger than any η ∈ (0, 1), it suffices to show that
for some θ0 ∈ Ω0 and Θ1 ⊂ Ω1,∑
ω∈F
(Eθ1∈Θ1 [Pθ1(ω)])
2
Pθ0(ω)
≤ 1 + 4(1− η)2. (12)
A.1. Proof of Proposition 3.1
The upper bound holds trivially. To prove the lower bound, we consider the
following choice of θ0 and Θ1. Let p =
δ
2 , and γ ∈ (0, p]. Define θ0 = (P,Q)
such that every off-diagonal entry in P and Q equals p, that is, both models
correspond Erdo˝s-Re´nyi graphs with edge probability p. Let Θ1 be the collection
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of all θ = (P,Q), where P is same as before, but each off-diagonal entry in Q is
either (p+ γ) or (p− γ). Note that due to the symmetry of Q, there are exactly
2n(n−1)/2 elements in Θ1.
Moreover, Θ1 ⊂ Ω1 if γ is such that TV (IER(P ), IER(Q)) > ρ for all (P,Q) ∈
Ω1. We first derive a condition on γ so that this holds. We can characterise any
Q above as Qǫ = P + γǫ, where ǫ ∈ Rn×n is symmetric with zero diagonal and
off-diagonal entries as ±1. Recall that
TV (IER(P ), IER(Q)) ≥ H2(IER(P ), IER(Q)) = 1−
∑
A
√
P (A)
√
Qǫ(A) ,
where H2(·, ·) is the squared Hellinger distance. The summation is over all pos-
sible adjacency matrices and we use P (A) to denote the probability mass at A
under the distribution IER(P ). We can write the above relation as
1−TV (IER(P ), IER(Q)
≤
∑
A
∏
i<j
√
pAij (1− p)1−Aij
√
(p+ γǫij)Aij (1− p− γǫij)1−Aij
=
∏
i<j
∑
Aij∈{0,1}
√
pAij (1− p)1−Aij
√
(p+ γǫij)Aij (1 − p− γǫij)1−Aij
=
∏
i<j
∑
Aij∈{0,1}
√
pAij (1− p)1−Aij
√
(p+ γǫij)Aij (1 − p− γǫij)1−Aij
=
∏
i<j
[√
p(p+ γǫij) +
√
(1− p)(1 − p− γǫij)
]
=
∏
i<j
[
p
√
1 +
γǫij
p
+ (1− p)
√
1− γǫij
1− p
]
.
On the third line, we swap the summation and the product using the relation∑
i1,...,ik
ai1 . . . aik =
(∑
i1
ai1
)
. . .
(∑
ik
aik
)
. At this stage, we need the upper
bounds
√
1 + x ≤ 1+ x2 − x
2
16 and
√
1− x ≤ 1− x2 − x
2
16 for all x ∈ [−1, 1], which
can be easily verified by squaring both sides. Using these bounds, we can write
1−TV (IER(P ), IER(Q)
≤
∏
i<j
[
p
(
1 +
γǫij
2p
− γ
2
16p2
)
+ (1− p)
(
1− γǫij
2(1− p) −
γ2
16(1− p)2
)]
=
(
1− γ
2
16p(1− p)
)(n2)
≤ exp
(
−n
2γ2
32δ
)
Thus, (P,Qǫ) ∈ Ω1 for every ǫ if γ >
√
32δ
n ln(
1
1−ρ). Let γ =
8
√
δ
n ln(
1
1−ρ). The
condition on δ stated in the proposition ensures that γ ≤ δ2 , and hence, Qǫ is
non-negative and ‖Qǫ‖max ≤ δ.
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We now rely on the general technique for deriving lower bounds, and com-
pute the quantity in (12) in the present case. Let ω ∈ F be the tuple ω =
(G1, . . . , Gm, H1, . . . , Hm), where we assume that the first m graphs are gener-
ated from the first model, and the rest from the second model. Then
Pθ0(ω) =
∏
i<j
p(SG)ij+(SH)ij (1− p)2m−(SG)ij−(SH)ij ,
where SG =
∑
k AGk and SH =
∑
k AHk . On the other hand, by construction,
every element in Θ1 is characterised by ǫ ∈ {±1}n(n−1)/2, which specifies if
Qij = (p+ γ) or (p− γ). Denoting the element by θǫ, we have
Pθǫ(ω) =
∏
i<j
p(SG)ij (1− p)m−(SG)ij (p+ ǫijγ)(SH)ij (1 − p− ǫijγ)m−(SH)ij .
Based on this, one can compute the quantity in (12) as∑
ω∈F
(Eθ1∈Θ1 [Pθ1(ω)])
2
Pθ0(ω)
=
1
2n(n−1)
∑
ω
∑
ǫ,ǫ′
∏
i<j
p(SG)ij (1− p)m−(SG)ij
p(SH)ij (1− p)m−(SH)ij
× (p+ ǫijγ)(SH)ij (1− p− ǫijγ)m−(SH)ij (p+ ǫ′ijγ)(SH)ij (1− p− ǫ′ijγ)m−(SH)ij
=
1
2n(n−1)
∑
ǫ,ǫ′
∏
i<j
m∑
kG,kH=0
(
m
kG
)(
m
kH
)
pkG(1− p)m−kG
×
(
p+ (ǫij + ǫ
′
ij)γ +
ǫijǫ
′
ijγ
2
p
)kH (
1− p− (ǫij + ǫ′ij)γ +
ǫijǫ
′
ijγ
2
1− p
)m−kH
where the last step follows by taking pushing the summation over ω inside the
product, and transforming to a summation over every i < j. This corresponds
to summing over possible values of (SG)ij and (SH)ij , where each of them can
take the value k in
(
m
k
)
ways. Note that this swapping summation and product
follows from the same general relation used earlier. One can now separate the
terms corresponding to kG and kH , and check that the former sums to 1 due to
binomial expansion, while the latter sums to
(
1 +
ǫijǫ
′
ijγ
2
p(1−p)
)m
. Thus, we have
∑
ω∈F
(Eθ1∈Θ1 [Pθ1(ω)])
2
Pθ0(ω)
=
1
2n(n−1)
∑
ǫ,ǫ′
∏
i<j
(
1 +
ǫijǫ
′
ijγ
2
p(1− p)
)m
(13)
=
∏
i<j
1
4
∑
ǫij ,ǫ′ij∈{±1}
(
1 +
ǫijǫ
′
ijγ
2
p(1− p)
)m
=
[
1
2
(
1 +
γ2
p(1− p)
)m
+
1
2
(
1− γ
2
p(1− p)
)m](n2)
,
(14)
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where in the second step we again swap the product and summation. Finally,
using the facts that (1 + x) ≤ exp(x) and cosh(x) ≤ exp(x2/2) for all x, which
can be verified from Taylor series expansion, we have
∑
ω∈F
(Eθ1∈Θ1 [Pθ1(ω)])
2
Pθ0(ω)
≤
[
1
2
exp
(
mγ2
p(1− p)
)
+
1
2
exp
(
− mγ
2
p(1− p)
)]n2/2
=
[
cosh
(
mγ2
p(1− p)
)]n2/2
≤ exp
(
4n2m2γ4
δ2
)
, (15)
We observe that (12) holds for γ ≤
√
ℓηδ
2mn , where ℓη =
√
ln(1 + 4(1− η)2).
Using the value for γ defined above, one can see that both (12) and Θ1 ⊂ Ω1
hold under the stated condition on m, which leads to the claimed lower bound.
A.2. Proof of Proposition 3.2
We begin by computing the symmetric KL-divergence between two IER models.
Observe that
KL(IER(P )‖IER(Q)) =
∑
A
P (A) ln
(
P (A)
Q(A)
)
=
∑
A
∑
i<j
P (A) ln
(
P
Aij
ij (1− Pij)1−Aij
Q
Aij
ij (1 −Qij)1−Aij
)
=
∑
i<j
∑
A
∏
i′<j′
P
Ai′j′
i′j′ (1− Pi′j′ )1−Ai′j′
 ln( PAijij (1− Pij)1−Aij
Q
Aij
ij (1−Qij)1−Aij
)
.
We now swap the summation and product, and note that there are two cases — if
(i′, j′) 6= (i, j), then∑Ai′j′ PAi′j′i′j′ (1−Pi′j′)1−Ai′j′ = 1, whereas if (i′, j′) = (i, j)
the log term needs to be counted. Hence,
KL(IER(P )‖IER(Q)) =
∑
i<j
Pij ln
(
Pij
Qij
)
+ (1− Pij) ln
(
1− Pij
1−Qij
)
,
which in turn implies
SKL(IER(P ), IER(Q)) = KL(IER(P )‖IER(Q)) +KL(IER(Q)‖IER(P ))
=
∑
i<j
(Pij −Qij) ln
(
Pij(1−Qij)
Qij(1− Pij)
)
.
Our proof of Proposition 3.2 relies the fact that SKL(IER(P ), IER(Q)) = ∞
when there is i < j such that Pij 6= 0 and Qij = 0, or vice versa, which can
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be easily verified from the above expression. Based on this, we consider the
following choice of θ0 and Θ1. Let p =
δ
2 , and define θ0 = (P,Q) such that
every off-diagonal entry in P and Q equals p. Let Θ1 be the collection of all
θ = (P,Q), where P is the same as before, and Q equals P on all entries except
one off-diagonal entry which is zero. As in the proof of Proposition 3.1, we
may denote any such Q as Qǫ = P + pǫ, where ǫ ∈ Rn×n is symmetric and
zero everywhere except one entry above diagonal where ǫij = −1. Note that
there are
(
n
2
)
such ǫ’s and hence, this is the size of Θ1. It is also obvious that
SKL(IER(P ), IER(Qǫ)) =∞.
We now compute the term in (12) in this case. Note that the computation
up to (13) can be done for any matrix ǫ, and in the present case, the same
computation yields
∑
ω∈F
(Eθ1∈Θ1 [Pθ1(ω)])
2
Pθ0(ω)
=
1(
n
2
)2 ∑
ǫ,ǫ′
∏
i<j
(
1 +
ǫijǫ
′
ijp
2
p(1− p)
)m
Observe that if ǫ 6= ǫ′ then ǫijǫ′ij = 0 for all i < j, and the product is one in
these cases. If ǫ = ǫ′, then the product equals (1+ p1−p )
m ≤ (1+δ)m ≤ exp(mδ).
Hence,
∑
ω∈F
(Eθ1∈Θ1 [Pθ1(ω)])
2
Pθ0(ω)
≤
(
n
2
)2 − 1(
n
2
)2 .+ exp(mδ)(n
2
) ≤ 1 + 4
n2
exp(mδ) .
Thus, (12) is satisfied when m ≤ 2δ ln((1 − η)n).
A.3. Proof of Proposition 3.3
Consider the construction in the proof of Proposition 3.1. If γ > 0, then ‖P −
Qǫ‖0 = n(n − 1) for all (P,Qǫ) ∈ Θ1. But, as shown in the same proof, (12)
holds for γ ≤
√
ℓηδ
2mn Note that this upper bound on γ is strictly positive for all
m <∞, δ > 0 and η < 1. Hence, the result follows.
Appendix B: Proof of results in Section 4
B.1. Proof of Lemma 4.2
The necessary condition is proved using the instance constructed in the proof of
Proposition 3.1. Observe that for (P,Qǫ) ∈ Θ1, ‖P−Qǫ‖F = γ
√
n(n− 1) > nγ2 .
To prove condition (i) in the statement of the lemma, we use the bound
in (15) to obtain that (12) holds for γ ≤
√
ℓηδ
2mn . We now set γ =
√
ℓηδ
2mn ∧ δ2 ,
where the second term ensures ‖Qǫ‖max ≤ δ. The claim follows from the fact
that Θ1 ⊂ Ω1 if ρ < nγ2 .
To prove condition (ii) in the lemma, observe that the bound in (14) equals
1 for m = 1, and hence, (12) is satisfied for all γ ≤ δ2 . Setting γ = δ2 leads to
the claim.
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B.2. Proof of Lemma 4.3
We assume that m is even for convenience. If m > 2 and odd, one may simply
work with m − 1 samples, and the result still holds with possible change in
constants. Let µ = E[µ̂] = m
2
8 ‖P −Q‖2F and σ2 = E[σ̂2] = m
2
8 ‖P +Q‖2F . Since
all terms in µ̂ and σ̂ are independent, one can compute their variances as
Var(µ̂) =
∑
i<j
[
m2
4
(Pij(1− Pij) +Qij(1−Qij))2
+
m3
4
(Pij −Qij)2(Pij(1 − Pij) +Qij(1 −Qij))
]
≤ m
2
8
∑
ij
(Pij +Qij)
2 +
m3
8
∑
ij
(Pij −Qij)2(Pij +Qij)
≤ m
2
8
‖P +Q‖2F +
m3
8
‖P −Q‖2F‖P +Q‖F .
In the last step, we use the Cauchy-Schwarz inequality for the second summa-
tion, followed by the fact ‖x‖4 ≤ ‖x‖2. Similarly, Var(σ̂2) ≤ m28 ‖P + Q‖2F +
m3
8 ‖P +Q‖3F , which is at most m
3
4 ‖P +Q‖3F when m‖P +Q‖F ≥ 1.
Consider θ = (P,Q) ∈ Ω0. The test ΨF makes an error only if both events
in (7) occur, that is,
Pθ(ΨF = 1) ≤ Pθ
(
µ̂
σ̂
>
t1√
η
)∧
Pθ
(
σ̂ >
t2
η3/2
)
(16)
Assume that ‖P + Q‖F ≥ C′′ηm for some C′′ ≥ 1. Then we can bound the first
term in (16) as
Pθ
(
µ̂
σ̂
>
t1√
η
)
≤ Pθ
(
µ̂ >
σt1
2
√
η
)
+ Pθ
(
σ̂2 <
σ2
4
)
≤ 4η
σ2t21
Var(µ̂) +
16
9σ4
Var(σ̂2)
using the Chebyshev inequality. For P = Q, Var(µ̂) ≤ σ2 and sincem‖P+Q‖F ≥
1, we have Var(σ̂2) ≤ 2√8σ3. Thus, in this case, Pθ(ΨF = 1) ≤ 4ηt2
1
+ 256η9C′′ ,
which is smaller than η2 if t1 and C
′′ are large enough. On the other hand, if
‖P + Q‖F ≤ C′′ηm , then the error probability in (16) can be bounded using the
Markov inequality.
Pθ(ΨF = 1) ≤ Pθ
(
σ̂2 >
t22
η3
)
≤ σ
2η3
t22
≤ (C
′′)2η
8t22
,
which can be made smaller than η2 by choosing t2 large. Thus the Type-I error
rate for ΨF is at most
η
2 .
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For θ = (P,Q) ∈ Ω1, we can bound the error rate as
Pθ(ΨF = 0) ≤ Pθ
(
µ̂
σ̂
≤ t1√
η
)
+ Pθ
(
σ̂ ≤ t2
η3/2
)
≤ Pθ
(
µ̂ ≤ 3σt1
2
√
η
)
+ Pθ
(
σ̂2 ≥ 9σ
2
4
)
+ Pθ
(
σ̂2 ≤ t
2
2
η3
)
. (17)
We aim to bound each term by η6 so that the Type-II error rate is at most
η
2 .
We use the relations ‖P +Q‖F ≤ 2nδ and ρ ≥
√
Cnδ
ηm to write
µ =
m2
8
‖P −Q‖2F >
m2ρ2
8
≥ Cmnδ
8η
≥
√
2Cσ
8η
.
Hence, by choosing C large enough, we can assume that 2σt1√η ≤ 2σt1η ≤ µ, and
can bound the first term as
Pθ
(
µ̂ ≤ 3σt1
2
√
η
)
≤ Pθ
(
µ− µ̂ ≥ µ
4
)
≤ 16
µ2
Var(µ̂) ≤ 16
µ2
(
σ2 +
√
8µσ
)
.
Noting that σ ≤ µη2t1 , we can get the above bound smaller than
η
6 by choosing
t1 large. To bound the second and third term in (17), we note that ‖P +Q‖F ≥
‖P−Q‖F > ρ ≥ C′η3/2m , and so, σ ≥ C
′√
8η3/2
. For large C′, we can write t2
η3/2
≤ σ2 .
Hence, we may bound each of the last two terms in (17) by
Pθ
(
|σ̂2 − σ2| ≥ 3σ
2
4
)
≤ 16
9σ4
Var(σ̂2) ≤ 256η
3/2
9C′
which is at most η6 for large C
′. In the last step, we use Var(σ̂2) ≤ 2√8σ3 since
m‖P +Q‖F ≥ 1.
B.3. Proof of Proposition 4.4
The proof is along the lines of the proof of Lemma 4.3, but uses a stronger
concentration inequality that helps in improving the dependence on η at the
cost of an additional lnn factor. This concentration inequality is stated below
in a general setting that provides concentration of both µ̂ (5) and σ̂2 (6). The
result is stronger than a Bernstein-type inequality as it exploits the fact that
each product term in (5) and (6) is a product of two sums, and hence, the
individual terms also concentrate. We prove the following lemma later in the
section.
Lemma B.1 (Concentration inequality for sum of “product of sums”). Let m
be even and d be any positive integer. Let {Xkl : 1 ≤ k ≤ m, 1 ≤ l ≤ d} be
a collection of independent random variables with E[Xkl] = al, |Xkl − al| ≤ 2
almost surely, and Var(Xkl) ≤ vl.
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Let Sl =
∑
k≤m/2
Xkl and S
′
l =
∑
k>m/2
Xkl. For any ǫ ∈ (0, 15 ),
P
(∑
l
(
SlS
′
l −
m2a2l
4
)
> τ1 + τ2
)
≤ 4dǫ, (18)
where a =
√∑
l a
2
l , v =
√∑
l v
2
l ,
z =
4
3
ln
(
2
ǫ
)
+
√
mv ln
(
2
ǫ
)
,
τ1 = mv
√
1
2
ln
(
1
ǫd
)
+
2z2
3
ln
(
1
ǫd
)
, and
τ2 = ma
√
mv
2
ln
(
1
ǫd
)
+
2maz
3
ln
(
1
ǫd
)
.
A similar concentration inequality also holds for the lower tail probability.
We now start with the proof of Proposition 4.4. Similar to (16) and (17), we
have that
Pθ(Ψ
′
F = 1) ≤
(
Pθ
(
µ̂ >
σt1
2
ln
(
2
η
)
ln
(
n
η
))
+ Pθ
(
σ̂2 <
σ2
4
))
(19)
∧
Pθ
(
σ̂2 > t22 ln
4
(
2
η
)
ln2
(
n
η
))
for θ ∈ Ω0, and
Pθ(Ψ
′
F = 0) ≤ Pθ
(
µ̂ ≤ 3σt1
2
ln
(
2
η
)
ln
(
n
η
))
+ Pθ
(
σ̂2 ≥ 9σ
2
4
)
(20)
+ Pθ
(
σ̂2 ≤ t22 ln4
(
2
η
)
ln2
(
n
η
))
for θ ∈ Ω1. The claim of the proposition follows if each term in (19) and (20) is
at most η6 , which we show using Lemma B.1. We first consider the case θ ∈ Ω1.
Observe that σ = m√
8
‖P + Q‖F ≤ mnδ. On the other hand, due to the stated
condition on ρ,
µ >
m2ρ2
8
≥ C
2
8
mnδ ln2
(
2
η
)
ln
(
n
η
)
≥ C
2
8
σ ln2
(
2
η
)
ln
(
n
η
)
, (21)
and σ >
mρ√
8
≥ C
′
√
8
ln2
(
2
η
)
ln
(
n
η
)
. (22)
Hence, for C,C′ large enough with respect to t1, t2, we may write (20) as
Pθ(Ψ
′
F = 0) ≤ Pθ
(
µ̂ ≤ µ
2
)
+ Pθ
(
σ̂2 ≥ 3σ
2
2
)
+ Pθ
(
σ̂2 ≤ σ
2
2
)
. (23)
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To deal with the first term, we use Lemma B.1 with Xkl = (AGk)ij − (AHk)ij ,
where each l corresponds to an entry (i, j) and d =
(
n
2
)
. We may set vl =
Pij +Qij , and so, v =
1√
2
‖P +Q‖F = 2σm and a = 2m
√
µ. We also let ǫ = η12n2
so that the probability bound in Lemma B.1 is at most η6 , which also implies
ln(2ǫ ) < 7 ln(
n
η ) and ln(
1
ǫd) < 6 ln(
2
η ) for all η < 1 and n ≥ 2. Substituting these
and using (22), we observe that z in (18) is at most z ≤ c0
√
σ ln(nη ) for some
constant c0. And so, τ1 + τ2 in (18) satisfies
τ1 + τ2 . mv
√
ln
(
2
η
)∨
σ ln
(
2
η
)
ln
(
n
η
)∨
ma
√
mv ln
(
2
η
)
∨
ma ln
(
2
η
)√
σ ln
(
n
η
)
. σ ln
(
2
η
)
ln
(
n
η
)∨
ln
(
2
η
)√
µσ ln
(
n
η
)
.
Based on the relation between µ and σ in (21), we conclude that the above
quantity is smaller than µ2 for large enough C. Hence, due to Lemma B.1, the
first term in (23) is bounded by 4dǫ ≤ η6 .
The second and third terms in (23) are bounded in similar way, but now we
let Xkl = (AGk)ij + (AHk)ij . So, we have a =
1√
2
‖P + Q‖F = 2σm , and may
again set vl = Pij +Qij , which gives v = a =
2σ
m . For ǫ =
η
12n2 , we again have
z ≤ c0
√
σ ln(nη ) using (22), and
τ1 + τ2 .
(
σ ln
(
2
η
)
ln
(
n
η
)∨
σ3/2 ln
(
2
η
)√
ln
(
n
η
))
.
σ2√
C′
,
which is smaller than σ
2
2 for large enough C
′. Based on this and Lemma B.1,
the second and third terms in (23) are at most η6 .
We now consider θ ∈ Ω0, where µ = 0. We first assume σ ≥ ξ ln2( 2η ) ln(nη ) for
some ξ > 1 to be specified later. Under this assumption, we show that the first
two terms in (19) are smaller than η6 . For the first term, we invoke Lemma B.1
with Xkl = (AGk)ij − (AHk )ij and observe that al = 0, vl = Pij +Qij . Hence,
a = 0 and v = 2σm . Let ǫ =
η
12n2 . Due to our assumption on σ, we have σ ≥ ln(nη )
and so z ≤ c0
√
σ ln(nη ) for some constant c0. We also have, for some constant
c1,
τ1 ≤ c1
(
mv
√
ln
(
2
η
)∨
σ ln
(
2
η
)
ln
(
n
η
))
= c1σ ln
(
2
η
)
ln
(
n
η
)
and τ2 = 0. Hence, by setting t1 ≥ c1, we can bound the tail probability by
η
6 . To bound the second term in (19) under the assumption σ ≥ ξ ln2( 2η ) ln(nη ),
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we take the approach similar to the concentration of σ̂ under the alternative
hypothesis. Let Xkl = (AGk)ij + (AHk)ij and so, a = v =
2σ
m . As in the case of
the alternative hypothesis, we have
τ1 + τ2 .
(
σ ln
(
2
η
)
ln
(
n
η
)∨
σ3/2 ln
(
2
η
)√
ln
(
n
η
))
.
σ2√
ξ
.
For ξ large enough, we have τ1 + τ2 ≤ 3σ24 and so, the second term in (19) is at
most η6 . Thus, Pθ(Ψ
′
F = 1) ≤ η3 when σ ≥ ξ ln2( 2η ) ln(nη ).
For σ ≤ ξ ln2( 2η ) ln(nη ), we show that the third term in (19) is smaller than
η
6 . Observe that if t2 > ξ,
Pθ
(
σ̂2 > t22 ln
4
(
2
η
)
ln2
(
n
η
))
≤ Pθ
(
σ̂2 − σ2 > (t22 − ξ2) ln4
(
2
η
)
ln2
(
n
η
))
,
which we bound using Lemma B.1. Define Xkl = (AGk)ij+(AHk)ij and ǫ =
η
12n2
as above, and observe that under the condition on σ, we have z ≤ √ξ ln( 2η ) ln(nη )
noting that ξ > 1 and v = a = 2σm . Hence,
τ1 + τ2
. σ
√
ln
(
2
η
)∨
ξ ln3
(
2
η
)
ln
(
n
η
)∨
σ3/2
√
ln
(
2
η
)∨
σ
√
ξ ln2
(
2
η
)
ln
(
n
η
)
. ξ3/2 ln4
(
2
η
)
ln2
(
n
η
)
,
which is smaller than the above threshold for t22 ≥ 2ξ2 and so, the above prob-
ability is smaller than η6 . Hence, for t1 and t2 large enough, the rejection rate
under null is also smaller than η2 , which completes the proof of the stated result.
We conclude with the proof of Lemma B.1.
Proof of Lemma B.1. We only prove the bound on upper tail probability as the
corresponding result for the lower tail probability can be proved in a similar
way. We define the events ξl =
{∣∣Sl − mal2 ∣∣ ≤ z} and ξ′l = {∣∣S′l − mal2 ∣∣ ≤ z} for
l = 1, . . . , d, and let ξ =
⋂
l
(ξl ∩ ξ′l). We can now write
P
(∑
l
SlS
′
l −
m2a2l
4
> τ1 + τ2
)
≤ P (ξc) + P
(∑
l
(
Sl − mal
2
)(
S′l −
mal
2
)
> τ1
∣∣∣∣∣ ξ
)
+ P
(∑
l
mal
2
(Sl + S
′
l −mal) > τ2
∣∣∣∣∣ ξ
)
. (24)
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For the first term, we note that due to the Bernstein inequality,
P (ξcl ) = P
(∣∣∣Sl − mal
2
∣∣∣ ≤ z) ≤ 2 exp( −z2
mvl +
4
3z
)
noting that |Xkl − al| ≤ 2. Substituting z and noting that vl ≤ v, the above
bound is at most ǫ. Hence, by union bound P (ξc) ≤ 2dǫ. To deal with the other
two terms in (24), we need the following claim.
Claim 1. The following relations hold for all l = 1, . . . , d:
(i) {Sl, S′l : l = 1, . . . , d} are multually independent after conditioning on ξ, and
(ii) Var(Sl|ξ) = Var(Sl|ξl) ≤ Var(Sl).
Proof. Note that without conditioning {Sl, S′l : l = 1, . . . , d} are mutually inde-
pendent, and ξl is defined only on Sl. Hence, {ξl, ξ′l : l = 1, . . . , d} are indepen-
dent, and moreover, ξl is independent of the mentioned random variables apart
from Sl. From this observation, (i) follows.
The equality in (ii) follows directly from the above arguments. To prove the
inequality, define the non-negative random variable Y = (Sl− 12mal)2, and note
that ξl = {Y ≤ z2}. Hence,
Var(Sl) = E[Y ] = E[Y 1{Y ≤ z2}] + E[Y 1{Y > z2}]
≥ E[Y |ξl]P(ξl) + z2P(ξcl )
= E[Y |ξl] + (z2 − E[Y |ξl])P(ξcl ) ≥ E[Y |ξl]
since E[Y |ξl] = E[Y 1{X≤z
2}]
P(ξl)
≤ z2P(ξl)
P(ξl)
. Hence, the claim.
We now apply Bernstein inequality for the second term in (24) to obtain
P
(∑
l
(
Sl − mal
2
)(
S′l −
mal
2
)
> τ1
∣∣∣∣∣ ξ
)
≤ exp
(
−τ21
2
∑
l Var
(
(Sl − mal2 )(S′l − mal2 )|ξ
)
+ 23z
2τ1
)
≤ dǫ ,
where we use the claim to write Var
(
(Sl − mal2 )(S′l − mal2 )|ξ
)
is at most Var(Sl)Var(S
′
l) =
m2v2l
4 , and then substitute the value of τ1. The third term in (24) can be dealt
with similarly as
P
(∑
l
mal
2
(Sl + S
′
l −mal) > τ2
∣∣∣∣∣ ξ
)
≤ exp
(
−τ22
2
∑
l
m2a2l
4 (Var(Sl|ξ) + Var(S′l |ξ)) + 13mz(maxl al)τ2
)
≤ exp
( −τ22
1
2m
3
∑
l a
2
l vl +
1
3mazτ2
)
≤ dǫ ,
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In the last step, we take
∑
l a
2
l vl ≤ a2(maxl vl) ≤ a2v, and substitute τ2.
Appendix C: Proof of results in Section 5
C.1. Proof of Lemma 5.2
We follow the generic technique for deriving lower bounds described earlier,
where we need to show that (12) holds for some choice of θ0 ∈ Ω0 and Θ1 ⊂ Ω1.
Let p = δ2 , and γ ∈ (0, p]. We choose θ0 = (P,Q) such that every off-diagonal
entry in P and Q equal p. Let Θ1 be the collection of all θ = (P,Q), where P is
same as before, but Q is chosen in the following way. For every v ∈ {−1,+1}n,
we define Q = Qv such that Qij = (p+ γvivj) for every i 6= j. One can see that
there are exactly 2n elements in Θ1, each corresponding to a v ∈ {−1,+1}n. (To
be precise, Θ1 contains 2
n−1 elements since v and −v result in the same Q. But,
for convenience, we compute the expectation by counting every model twice and
divide by 2n). Note that Θ1 ⊂ Ω1 if ‖P −Qv‖op = γ‖vvT − I‖op = γ(n−1) > ρ.
We now compute the quantity in (12). As before, let ω ∈ F correspond to the
tuple ω = (G1, . . . , Gm, H1, . . . , Hm), where we assume that the first m graphs
are generated from the first model, and the rest from the second model. Then
Pθ0(ω) =
∏
i<j
p(SG)ij+(SH)ij (1− p)2m−(SG)ij−(SH)ij ,
where SG =
∑
k AGk and SH =
∑
k AHk . On the other hand, every element in
Θ1 is characterised by v ∈ {±1}n. Denoting the element by θv, we have
Pθv(ω) =
∏
i<j
p(SG)ij (1− p)m−(SG)ij (p+ vivjγ)(SH)ij (1 − p− vivjγ)m−(SH)ij .
The quantity in (12) can be computed as∑
ω∈F
(Eθ1∈Θ1 [Pθ1(ω)])
2
Pθ0(ω)
=
1
22n
∑
ω
∑
v,v′
∏
i<j
p(SG)ij (1− p)m−(SG)ij
p(SH)ij (1− p)m−(SH)ij (p+ vivjγ)
(SH)ij
× (1− p− vivjγ)m−(SH)ij (p+ v′iv′jγ)(SH)ij (1− p− v′iv′jγ)m−(SH)ij
=
1
22n
∑
v,v′
∏
i<j
(
1 +
vivjv
′
iv
′
jγ
2
p(1− p)
)m
≤ 1
22n
∑
v,v′
exp
2mγ2
p
∑
i<j
viv
′
ivjv
′
j

where the second equality follows steps similar to derivation leading to (14),
and in the last step, we note p ≤ 12 . Note that the above term can be viewed
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as an expectation of the summand when v, v′ are independent and uniformly
distributed over {±1}n. Note that the function depends only on z = v◦v′, where
◦ denote coordinate-wise product, and if v, v′ are i.i.d. uniform over {±1}n,
then z is also uniform on {±1}n. Thus, the above bound may be expressed as
Ez
[
exp
(
2mγ2
p
∑
i<j zizj
)]
= Ez
[
exp
(
mγ2
p (S
2
n − n)
)]
defining Sk =
∑
i≤k zi.
We now claim the following.
Claim 2. Let (cl)l=0,...,n−1 be such that c0 ≤ 132n and cl+1 = cl + 8c2l . Then
cl ≤ c0
(
1 + ln−1
)
≤ 2c0.
Proof. The claim can be proved by induction. If the first bound holds for cl,
then
cl+1 ≤
(
1 +
l
n− 1
)
c0 + 32c
2
0 ≤ c0
(
1 +
l
n− 1 +
1
n
)
if c0 ≤ 132n , which leads to the desired bound on cl+1.
Claim 3. For any c ≤ 2c0 ≤ 116n ,
Ez1,...,zl+1
[
exp
(
cS2l+1
)] ≤ exp(c+ 8c2)Ez1,...,zl [exp ((c+ 8c2)S2l )] .
Proof. Observe that exp(x) ≤ (1+x+2x2) for all x ∈ [−1, 1], and |2cSlzl+1+c| ≤
1 for any c ≤ 116n . The bound follows since
Ez1,...,zl+1
[
exp
(
cS2l+1
)]
= Ez1,...,zl
[
exp
(
cS2l
)
Ezl+1 [exp (2cSlzl+1 + c)]
]
≤ Ez1,...,zl
[
exp
(
cS2l
) (
1 + c+ 2c2 + 8c2S2l
)]
= (1 + c+ 2c2)Ez1,...,zl
[
exp
(
(c+ 8c2)S2l
)]
.
≤ exp(c+ 8c2)Ez1,...,zl
[
exp
(
(c+ 8c2)S2l
)]
.
The first inequality uses the bound on exp(x) and then takes expectation noting
that z2l+1 = 1.
Setting c0 =
mγ2
p and using these two claims repeatedly, we bound∑
ω∈F
(Eθ1∈Θ1 [Pθ1(ω)])
2
Pθ0(ω)
≤ exp(−c0n)Ez1,...,zn
[
exp
(
c0S
2
n
)]
≤ exp(−c0n+ c1)Ez1,...,zn−1
[
exp
(
c1S
2
n−1
)]
≤ exp
(
−c0n+
n−1∑
i=1
ci
)
Ez1
[
exp
(
cn−1z21
)]
≤ exp (c0n)
since ci ≤ 2c0 for all i. Note that the upper bound equals exp(mnγ
2
p ), and holds
if c0 ≤ 132n , that is γ ≤
√
p
32mn . On the other hand, the inequality in (12) holds
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if γ ≤ ℓη
√
p
mn , where ℓη =
√
ln(1 + 4(1− η)2). Hence, the minimax risk is at
least η if γ ≤ (ℓη ∧ 1√32 )
√
p
mn = 2ℓ
′
η
√
δ
mn for ℓ
′
η defined in Theorem 5.1. We
now set γ = δ2 ∧2ℓ′η
√
δ
mn , and obtain the stated claim by substituting this value
of γ in the condition γ(n− 1) ≥ γn2 > ρ.
C.2. Proof of Lemma 5.3
The general approach for the proof is along the lines of Lemma 4.3, but we
now need concentration inequalities for operator norm and row sum norm. The
key concentration result for operator norm that we use is based on the matrix
Bernstein inequality (Tropp, 2012). The proof of the following result from the
matrix Bernstein inequality is given at the end of this subsection.
Lemma C.1 (Concentration of operator norm). Let θ = (P,Q). For any τ such
that 0 < τ ≤ m‖P +Q‖row, we have
Pθ
(‖S− −m(P −Q)‖op > τ) ≤ n exp( −τ2
3m‖P +Q‖row
)
.
We also use the following concentration result for the row sum norm, which
is also proved later.
Lemma C.2 (Concentration of row sum norm). For any θ = (P,Q),
Pθ
(‖S+‖row ≥ 2m‖P +Q‖row) ≤ n exp(−m‖P +Q‖row
8
)
,
and Pθ
(
‖S+‖row ≤ m
4
‖P +Q‖row
)
≤ exp
(
−m‖P +Q‖row
8
)
.
Furthermore, if ‖P +Q‖row ≤ τ4m , then
Pθ
(‖S+‖row ≥ 2τ) ≤ n exp (−τ) .
We now begin the proof of Lemma 5.3. For θ = (P,Q) ∈ Ω0, observe that
Pθ(Ψop = 1) (25)
≤ Pθ
(
‖S−‖op√
‖S+‖row
> t1
√
ln
(
n
η
))∧
Pθ
(
‖S+‖row > t2 ln
(
n
η
))
First consider the case where ‖P +Q‖row ≥ t
2
1
4m ln(
n
η ). We can write
Pθ
(
‖S−‖op√
‖S+‖row
> t1
√
ln
(
n
η
))
≤ Pθ
(
‖S−‖op > t1
2
√
m‖P +Q‖row ln
(
n
η
))
+ Pθ
(
‖S+‖row < m
4
‖P +Q‖row
)
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Due to Lemma C.1, the first term is bounded by n exp(− t2112 ln(nη )) ≤ ( ηn )t
2
1/12−1.
Using second inequality of Lemma C.2 and the lower bound on ‖P +Q‖row, we
can say that the second term is bounded by ( ηn )
t21/32. Since η < 1 and n ≥ 2
(otherwise, we deal with empty graphs on one vertex), the above sum can be
made smaller than η2 by choosing t1 large enough.
For the case ‖P +Q‖row ≤ t
2
1
4m ln(
n
η ), set t2 = 2t
2
1 and use the last bound of
Lemma C.2 to conclude that
Pθ
(
‖S+‖row > t2 ln
(
n
η
))
≤ n exp
(
−t21 ln
(
n
η
))
≤
( η
n
)t21−1
,
which is at most η2 for large enough t1. Thus, Pθ(Ψop = 1) ≤ η2 for all θ ∈ Ω0.
We now bound the Type-II error rate. For θ = (P,Q) ∈ Ω1,
Pθ(Ψop = 0)
≤ Pθ
(
‖S−‖op√
‖S+‖row
≤ t1
√
ln
(
n
η
))
+ Pθ
(
‖S+‖row ≤ t2 ln
(
n
η
))
≤ Pθ
(
‖S−‖op ≤ 3t1
2
√
m‖P +Q‖row ln
(
n
η
))
(26)
+ Pθ
(
‖S+‖row ≥ 9m
4
‖P +Q‖row
)
+ Pθ
(
‖S+‖row ≤ 2t21 ln
(
n
η
))
Before bounding the individual terms, we recall that the sufficient condition on
ρ implies that
‖P +Q‖row ≥ ‖P −Q‖op > ρ ≥ C
′
m
ln
(
n
η
)
(27)
For C′ ≥ 8t21, we can bound the third term in (26) by
Pθ
(
‖S+‖row ≤ m
4
‖P +Q‖row
)
≤ exp
(
−m‖P +Q‖row
8
)
≤
( η
n
)C′/8
.
The second term is similarly bounded by
Pθ
(‖S+‖row ≥ 2m‖P +Q‖row) ≤ n exp(−m‖P +Q‖row
8
)
≤
( η
n
)C′/8−1
.
To bound the first term in (26), we use ‖P + Q‖op ≤ nδ and the sufficient
condition on ρ to see that
3t1
2
√
m‖P +Q‖row ln
(
n
η
)
≤ 3t1
2
√
mnδ ln
(
n
η
)
≤ 3t1
2C
mρ <
m
2
‖P −Q‖op
Ghoshdastidar et al./Two-sample Testing for Random Graphs 32
where the last inequality holds for large C. Hence, the first term in (26) is
bounded by
Pθ
(
‖S−‖op < m
2
‖P −Q‖op
)
≤ Pθ
(
‖S− −m(P −Q)‖op > m
2
‖P −Q‖op
)
≤ Pθ
(
‖S− −m(P −Q)‖op > 3t1
2
√
m‖P +Q‖row ln
(
n
η
))
The first inequality follows from use of reverse triangle inequality, that is, ‖S−−
m(P−Q)‖op ≥ m‖P−Q‖op−‖S−‖op. Now, for large C′, we can use (27) to claim
that 3t12
√
m‖P +Q‖row ln
(
n
η
)
≤ m‖P+Q‖row. Hence, Lemma C.1 shows that
the probability is bounded by ( ηn )
3t21/4−1. Combining the above three bounds, we
argue that the Type-II error rate is smaller than η2 if t1, C, C
′ are large enough.
Hence, the maximum risk is at most η under the stated sufficient condition.
We conclude this section with the proofs for Lemmas C.1–C.2.
Proof of Lemma C.1. Let e1, . . . , en denote the standard basis for R
n. Then we
can write S− −m(P −Q) as
S− −m(P −Q) =
∑
i<j
m∑
k=1
((AGk)ij − Pij)
(
eie
T
j + eje
T
i
)
−
∑
i<j
m∑
k=1
((AHk)ij −Qij)
(
eie
T
j + eje
T
i
)
,
which is a sum of 2m
(
n
2
)
independent random matrices. One can see that each
of these matrices has zero mean, and its operator norm is bounded by 1 almost
surely. Moreover, for each matrix, we can write
Eθ
[
((AGk)ij − Pij)2
(
eie
T
j + eje
T
i
)2]
= Pij(1− Pij)
(
eie
T
i + eje
T
j
)
.
Hence, the sum of all such expected matrices is a diagonal matrix with maximum
diagonal entry bounded by m‖P +Q‖row. Based on these observations, we can
use matrix Bernstein inequality (Tropp, 2012) to conclude that
Pθ
(‖S− −m(P −Q)‖op > τ) ≤ n exp( −τ2
2m‖P +Q‖row + 23τ
)
.
The claim follows by using the condition τ ≤ m‖P +Q‖row.
Proof of Lemma C.2. Let di =
∑
j(Pij + Qij) and without loss of generality,
assume that the first row sum is largest, that is, d1 = ‖P +Q‖row. To prove the
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first inequality, we write
Pθ
(‖S+‖row ≥ 2m‖P +Q‖row) = Pθ
max
i
n∑
j=1
S+ij ≥ 2m‖P +Q‖row

≤
n∑
i=1
Pθ
 n∑
j=1
m∑
k=1
(AGk)ij + (AHk )ij ≥ 2m‖P +Q‖row

using union bound. The probability corresponds to the tail of the sum of 2nm
independent random variables, each lying in the interval [0, 1]. Moreover, for
any i, Var
(∑
j,k(AGk)ij + (AHk)ij
)
≤ mdi. Now, consider i such that di ≥
1
3‖P +Q‖row. We can use Bernstein inequality to write
Pθ
 n∑
j=1
m∑
k=1
(AGk)ij + (AHk )ij ≥ 2m‖P +Q‖row

≤ Pθ
 n∑
j=1
m∑
k=1
(AGk)ij − Pij + (AHk)ij −Qij ≥ mdi

≤ exp
(
− m
2d2i
2mdi +
2
3mdi
)
≤ exp
(
−m‖P +Q‖row
8
)
since di ≥ 13‖P +Q‖row. For other rows, where di < 13‖P +Q‖row, we have by
the Markov inequality
Pθ
 n∑
j=1
m∑
k=1
(AGk)ij + (AHk )ij ≥ 2m‖P +Q‖row)

≤ exp(−2m‖P +Q‖row)
n∏
j=1
m∏
k=1
Eθ[exp((AGk)ij)]Eθ[exp((AHk )ij)]
= exp(−2m‖P +Q‖row)
n∏
j=1
m∏
k=1
(1 + (e − 1)Pij) (1 + (e− 1)Qij) .
Using the facts that PijQij ≤ (Pij +Qij)/2 and di < 13‖P +Q‖row, we have
Pθ
 n∑
j=1
m∑
k=1
(AGk)ij + (AHk)ij ≥ 2m‖P +Q‖row)

≤ exp(−2m‖P +Q‖row)
n∏
j=1
m∏
k=1
(1 + 4(Pij +Qij))
≤ exp(−2m‖P +Q‖row + 4mdi) ≤ exp(−2m‖P +Q‖row/3).
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Combining above bounds, we obtain the first inequality in Lemma C.2. We prove
the second inequality by observing that
Pθ
(
‖S+‖row ≤ m
4
‖P +Q‖row
)
= Pθ
max
i
n∑
j=1
S+ij ≤
m
4
‖P +Q‖row

≤ Pθ
 n∑
j=1
m∑
k=1
(AGk)1j + (AHk )1j ≤
md1
4

≤ exp
(
− (
3
4md1)
2
2md1 +
1
2md1
)
≤ exp
(
−m‖P +Q‖row
8
)
where the third line is due to Bernstein inequality, and the last line uses the
fact that d1 = ‖P +Q‖row.
The third inequality in Lemma C.2 is proved using Markov inequality in the
following way.
Pθ
(‖S+‖row ≥ 2τ) ≤ n∑
i=1
Pθ
 n∑
j=1
m∑
k=1
(AGk)ij + (AHk)ij ≥ 2τ

≤ exp(−2τ)
n∑
i=1
n∏
j=1
m∏
k=1
Eθ[exp((AGk)ij)]Eθ[exp((AHk)ij)]
≤ exp(−2τ)
n∑
i=1
n∏
j=1
m∏
k=1
(1 + 4(Pij +Qij))
≤ n exp(−2τ + 4m‖P +Q‖row) ,
which is smaller that n exp(−τ) for τ ≥ 4m‖P +Q‖row.
C.3. Proof of Proposition 5.4
We note that our proof is valid for any n ≥ 2. If one additionally assumes
that n is large enough, then the terms involving ln( 2η ) in the test Ψ
′
op (11) and
Proposition 5.4 can be replaced by absolute constants.
We first state the concentration result of Le, Levina and Vershynin (2017,
Theorem 2.1) adapted to our setting. The adaptation is explicitly described
later in the proof of the lemma.
Lemma C.3 (Concentration of trimmed adjacency matrix). Let G ∼ IER(P )
with ‖P‖max ≤ δ, where δ > 10n . Consider the trimming procedure which isolates
all vertices with degree larger than cnδ ln( 2η ), and A
′
G be the resulting adjacency
matrix. There exists an absolute constant C > 0 such that with probability 1− η4 ,
‖A′G − P‖op ≤ C
√
nδ ln2
(
2
η
)
.
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The proof of Proposition 5.4 follows directly from the above lemma by setting
t = 2C. Let θ = (P,Q) ∈ Ω0.
Pθ
(
Ψ′op = 1
)
= Pθ
(
‖A′G −A′H‖op > t
√
nδ ln2
(
2
η
))
≤ Pθ
(
‖A′G − P‖op + ‖A′H −Q‖op > 2C
√
nδ ln2
(
2
η
))
where the bound follows from triangle inequality and noting P = Q. Lemma C.3
states that each of the two norms can exceed C
√
nδ ln2( 2η ) with probability at
most η4 . Hence, the above probability is bounded by
η
2 .
Now consider θ = (P,Q) ∈ Ω1 and use the condition ρ ≥ 4C
√
nδ ln2( 2η ). By
reverse triangle inequality
‖A′G − A′H‖op ≥ ‖P −Q‖op − ‖A′G − P‖op − ‖A′H −Q‖op
> 4C
√
nδ ln2
(
2
η
)
− ‖A′G − P‖op − ‖A′H −Q‖op .
Using the above lower bound for ‖A′G −A′H‖op, we get
Pθ
(
Ψ′op = 0
)
= Pθ
(
‖A′G −A′H‖op ≤ 2C
√
nδ ln2
(
2
η
))
≤ Pθ
(
‖A′G − P‖op + ‖A′H −Q‖op > 2C
√
nδ ln2
(
2
η
))
which is also at most η2 due to Lemma C.3. Hence, Proposition 5.4 holds. We
now prove Lemma C.3.
Proof of Lemma C.3. Define d = nδ. Le, Levina and Vershynin (2017, Theorem
2.1) holds for the following general regularisation process to obtain A′G. Consider
any subset of at most 10nd vertices and reduce the weights of edges incident on
them in an arbitrary way. If d′ is the maximum degree in A′G, then for any r ≥ 1,
‖A′G − P‖op ≤ C′r3/2
(√
d+
√
d′
)
with probability at least 1− n−r, where C′ is a constant.
Let us fix r = 6 ln( 2η ). For any n ≥ 2, n−r ≤ exp(−3 ln( 2η )) ≤ η8 . We claim
that if c ≥ 5, then with probability at least 1− η8 ,G has at most 10nd = 10δ vertices
with degree larger than cnδ ln( 2η ). Hence, after deleting all edges incident on
them, d′ = cnδ ln( 2η ) and the above bound suggests that with probability 1− η4
‖A′G − P‖op ≤ C′
(
6 ln
(
2
η
))3/2(√
nδ +
√
cnδ ln
(
2
η
))
≤ C
√
nδ ln2
(
2
η
)
for an appropriately defined C.
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We conclude the proof by showing that at most 10δ vertices can have degree
larger than cnδ ln( 2η ). Let c
′ = 12c ln(
2
η ). Consider any vertex set V1 of size n1.
The probability that every vertex in V1 has degree larger than 2c
′nδ is bounded
by
P
∑
i∈V1
∑
j
(AG)ij > 2c
′nδn1

≤ P
 ∑
i∈V1,j /∈V1
(AG)ij +
∑
i,j∈V1,i<j
(AG)ij > c
′nδn1

≤ P
 ∑
i∈V1,j /∈V1
((AG)ij − Pij) +
∑
i,j∈V1,i<j
((AG)ij − Pij) > (c′ − 1)nδn1

≤ exp
(
−c
′nδn1
4
)
where the last step is due to Bernstein inequality and holds for c′ ≥ 3.
Now if more than 10δ vertices have degree larger than 2c
′nδ, then one can find
such a vertex set V1 of size n1 ∈ [ 10δ , n]. But the probability that there exists
such a set of size n1 is smaller than(
n
n1
)
exp
(
−c
′nδn1
4
)
≤ exp
(
n1 ln
(
en
n1
)
− c
′
4
nn1δ
)
≤ exp
(
n1
(
ln
(
enδ
10
)
− c
′
4
nδ
))
Recall our assumption nδ > 10, and observe that for x > 10, ln(ex/10) ≤ c′8 x.
Hence, the above probability is smaller than
exp
(
−c
′
8
n1nδ
)
≤ exp
(
−10c
8
n ln
(
2
η
))
≤ η
8
for c ≥ 6, which completes the proof.
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