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Chapitre 1
Introduction
1.1 Les verres de spin
Le domaine de la physique dans lequel cette the`se prend place est ne´ de l’effort the´orique
fourni pour expliquer les re´sultats d’expe´riences sur les verres de spin, compose´s produits en
laboratoire a` partir des anne´es 70 [1]. Expe´rimentalement, un verre de spin est un alliage
entre un e´le´ment noble, non magne´tique, et une faible fraction d’atomes dote´s de proprie´te´s
magne´tiques. Ce me´lange est effectue´ a` haute tempe´rature, les deux espe`ces formant alors une
phase liquide. Lorsque l’alliage est refroidi, le compose´ se solidifie ; le me´tal noble cristallise
dans un re´seau re´gulier, tandis que les e´le´ments magne´tiques, largement minoritaires, jouent
le roˆle d’impurete´s place´s ale´atoirement au sein du re´seau re´gulier.
Dans une telle situation, les interactions entre moments magne´tiques des impurete´s
de´pend de la distance les se´parant d’une manie`re tre`s particulie`re 1. Comme on peut s’y
attendre, l’intensite´ de l’interaction de´croˆıt pour des atomes de plus en plus e´loigne´s. Ce
qui est notable, c’est que le signe de l’interaction est une fonction oscillante de la distance
les se´parant. Autrement dit, certaines des interactions entre moments magne´tiques sont
ferromagne´tiques, tendant a` les aligner dans le meˆme sens, alors que d’autres sont antifer-
romagne´tiques et favorisent donc les configurations antiparalle`les.
La pre´sence simultane´e de ces deux types d’interaction va provoquer une de´pendance
originale des proprie´te´s du syste`me par rapport a` la tempe´rature 2. Rappelons en effet la
situation dans le cas ou` toutes les interactions sont ferromagne´tiques. Les proprie´te´s d’e´quili-
bre d’un tel syste`me re´sultent d’une compe´tition entre un effet e´nerge´tique, les interactions
tendant a` aligner tous les spins dans la meˆme direction, et un effet entropique, l’agitation
thermique favorisant plutoˆt un e´tat de´sordonne´. A haute tempe´rature c’est la contribution
entropique a` l’e´nergie libre qui est dominante, on a donc un e´tat paramagne´tique dans
lequel les spins fluctuent autour d’une valeur moyenne nulle. Quand on abaisse la tem-
pe´rature on assiste a` une transition de phase : en dessous d’une tempe´rature critique, les
effets e´nerge´tiques l’emportent, et le syste`me acquiert une aimantation macroscopique, tous
les spins e´tant aligne´s dans une direction commune. L’aimantation macroscopique est ici
un parame`tre d’ordre, qui croˆıt continument de ze´ro quand on diminue la tempe´rature en
dessous de sa valeur critique.
1Ce phe´nome`ne, dit interaction RKKY d’apre`s les noms de Ruderman, Kittel, Kasuya et Yosida, est
explique´ dans la plupart des livres de physique du solide, par exemple [2].
2On reste toujours en dessous de la tempe´rature de fusion du verre de spin, les positions des impurete´s
magne´tiques, et donc la valeur des interactions entre elles, restent gele´es a` partir de la pre´paration de
l’e´chantillon.
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Que devient cette image dans le cadre d’un verre de spin ? A haute tempe´rature la phase
paramagne´tique n’est pas modifie´e, mais la phase de basse tempe´rature est diffe´rente. Le
syste`me cherche toujours a` se bloquer autour d’une configuration des spins qui minimise son
e´nergie, mais cette configuration ne peut pas eˆtre celle avec tous les spins aligne´s, puisqu’une
partie des interactions sont antiferromagne´tiques. On a donc une transition de phase ou`
certains degre´s de liberte´ se figent (ce qui se traduit par une singularite´ sur la chaleur
spe´cifique de l’e´chantillon), mais sans apparition d’une aimantation macroscopique (ni meˆme
d’aucun ordre magne´tique re´gulier).
Une premie`re mode´lisation des verres de spin a e´te´ propose´e par Edwards et Anderson en
1975 [3]. Elle consiste a` placer N spins d’Ising sur les sommets d’un re´seau en dimension finie
d, avec des couplages entre proches voisins de signe quelconque. L’hamiltonien du mode`le
est donc :
H = −
∑
〈i,j〉
Jijσiσj , σi = ±1 . (1.1)
Les indices i de´signent les sites du re´seau, et la somme porte uniquement sur les couples de
sites voisins. Insistons sur le caracte`re diffe´rent des variables σi et Jij . Ces dernie`res sont
suppose´es fixe´es, ou gele´es (quenched) de la meˆme fac¸on que les impurete´s magne´tiques ne
se de´placent pas dans un e´chantillon de verre de spin tant qu’on ne le fait pas fondre. Les
variables σi sont par contre soumises a` des fluctuations thermiques, selon la loi de probabilite´
de Gibbs-Boltzmann. Le parame`tre d’ordre qui de´crit la transition vers la phase de basse
tempe´rature est de´fini a` partir des magne´tisations locales mi = 〈σi〉 (les crochets de´signent
la moyenne avec le poids de Gibbs-Boltzmann) comme
qEA =
1
N
∑
i
m2i . (1.2)
A cause du signe fluctuant des interactions, l’aimantation totale
∑
imi reste nulle dans
la phase de basse tempe´rature. Le parame`tre d’Edwards-Anderson que l’on vient de de´finir
sera par contre positif, chaque spin acquie`rant une magne´tisation non nulle, dont la direction
fluctue d’un site a` l’autre.
S’il e´tait ne´cessaire de connaˆıtre les positions et les couplages entre impurete´s magne´-
tiques pour pre´dire le comportement d’un e´chantillon macroscopique de verre de spin, tout
travail de mode´lisation serait voue´ a` l’echec, tout comme si l’on devait connaˆıtre les posi-
tions de toutes les mole´cules d’un gaz pour e´tablir son e´quation d’e´tat. Heureusement ce
n’est pas le cas : deux e´chantillons de verres de spins pre´pare´s selon le meˆme protocole
expe´rimental seront certes tre`s diffe´rents au niveau microscopique, mais l’on s’attend a` ce
que leurs proprie´te´s macroscopiques (chaleur spe´cifique, tempe´rature de transition,. . .) soient
identiques. D’un point de vue the´orique, cela sugge`re de de´finir des ensembles d’e´chantillons
microscopiques qui correspondent au meˆme proce´de´ expe´rimental de fabrication. Au sein de
cet ensemble les variables gele´es microscopiques varient d’un e´chantillon a` l’autre, mais les
observables macroscopiques sont toutes quasiment identiques. On peut donc identifier les
valeurs moyennes de ces observables avec les valeurs typiquement observe´es pour un e´chan-
tillon donne´. Dans le cadre du mode`le d’Edwards-Anderson par exemple, les Jij seront des
variables ale´atoires inde´pendantes. Leur loi de probabilite´ autorise des couplages positifs
et ne´gatifs de manie`re a` reproduire la frustration pre´sente dans les verres de spin. Il reste
ensuite a` calculer la valeur moyenne de l’e´nergie libre par rapport a` cette distribution pour
pre´dire les proprie´te´s thermodynamiques du syste`me.
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1.2 Mode`les comple`tement connecte´s
La re´solution exacte du mode`le d’Edwards-Anderson a` trois dimensions semble une taˆche
impossible : pour le cas purement ferromagne´tique le calcul de la fonction de partition n’a
e´te´ effectue´ qu’a` deux dimensions, et la pre´sence de de´sordre dans les interactions rend le
proble`me encore plus difficile. Une simplification du mode`le, de type champ moyen, a e´te´
introduite par Sherrington et Kirkpatrick (SK) [4, 5]. Leur mode`le est un analogue de celui
de Curie-Weiss du ferromagne´tisme : chacun des N spins d’Ising du mode`le interagit avec
tous les autres, d’ou` le nom de ® comple`tement connecte´ ¯ que l’on attribue a` ce type de
mode`le. L’hamiltonien conside´re´ s’e´crit alors
H = −
∑
i<j
Jijσiσj , (1.3)
la somme portant sur toutes les paires de spins. Les couplages gele´s Jij sont des variables
ale´atoires positives ou ne´gatives, leur variance e´tant d’ordre N−1/2 pour que l’hamiltonien
soit extensif 3. Alors que la re´solution du mode`le ferromagne´tique comple`tement connecte´
est triviale (cf. la section 4.2), celle du mode`le de Sherrington-Kirkpatrick s’est ave´re´e tre`s
subtile et a conduit a` l’introduction de concepts nouveaux en physique statistique. L’e´tude
des mode`les de´sordonne´s de champ moyen repose souvent sur la me´thode des re´pliques. Cette
me´thode n’est pas, dans sa formulation originelle, comple`tement rigoureuse d’un point de vue
mathe´matique : une fonction calcule´e pour un nombre n de re´pliques doit eˆtre prolonge´e dans
la limite n→ 0. Comme n est a priori entier, ce prolongement n’est pas unique et ne´cessite
l’intoduction d’hypothe`ses supple´mentaires. La plus naturelle, utilise´e par Sherrington et
Kirpatrick, est dite ® syme´trique dans les re´pliques ¯ (RS). Cet ansatz n’est pas correct
a` basse tempe´rature car il pre´dit une entropie de tempe´rature nulle ne´gative, ce qui est
impossible pour un mode`le dont les degre´s de liberte´ sont discrets. Un calcul de stabilite´
effectue´ par de Almeida et Thouless [6] a montre´ que c’e´tait l’hypothe`se RS qui e´tait fautive :
elle entraˆınait l’apparition de directions de fluctuations instables dans une inte´grale calcule´e
par la me´thode du col.
On doit a` Parisi [7, 8, 9] la formulation de l’ansatz correct pour le mode`le SK. Celui-
ci brise la syme´trie entre les re´pliques (RSB), dans un sche´ma ite´ratif : les n re´pliques
sont divise´s en groupes de m re´pliques, eux-meˆmes sous-divise´s, et ainsi de suite. Pour une
reproduction des articles importants de cette e´poque ainsi que pour une discussion de la
signification du phe´nome`ne de RSB, on pourra se reporter a` [10]. Mentionnons simplement
que cette brisure de syme´trie est relie´e a` la nature particulie`re de la phase de basse tem-
pe´rature des verres de spin. Un syste`me d’Ising ferromagne´tique posse`de deux ® e´tats purs ¯
en dessous de la tempe´rature critique, correspondant aux deux signes possibles de la mag-
ne´tisation : tous les moments magne´tiques s’alignent dans une direction donne´e de fac¸on a`
minimiser l’e´nergie du syste`me. Dans un verre de spins tel que le mode`le SK, la situation
est beaucoup plus complique´e : la frustration induite par les signes ale´atoires des couplages
entraˆıne une de´ge´nerescence des configurations de basse e´nergie. On a donc un grand nombre
d’e´tats purs, l’ansatz de Parisi traduisant leur organisation dans l’espace des configurations
du syste`me.
Une preuve rigoureuse de l’exactitude de l’e´nergie libre pre´dite par l’ansatz de Parisi
pour le mode`le SK est apparue tre`s re´cemment. Cette preuve, finalise´e par Talagrand [11],
s’appuie sur une me´thode d’interpolation due a` Guerra [12].
On peut reformuler le proble`me des verres de spin d’une manie`re le´ge`rement diffe´rente.
A tre`s basse tempe´rature, le comportement d’un syste`me physique est, de manie`re ge´ne´rale,
3Le ® volume ¯ du syste`me est ici le nombre N de spins.
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de´termine´ par ses configurations de plus basse e´nergie. Pour un mode`le avec N spins d’Ising,
il y a 2N configurations ~σ, chacune avec une e´nergie E~σ. Ces e´nergies sont, dans un mode`le
de´sordonne´, des variables ale´atoires : elles de´pendent en effet des interactions gele´es Jij . Il
conviendrait donc, pour comprendre le syste`me a` basse tempe´rature, d’e´tudier les proprie´te´s
statistiques du minimum de ces 2N variables ale´atoires, ou plus ge´ne´ralement des k plus
petites. Il est assez facile de de´terminer les proprie´te´s des extre`mes de variables ale´atoires
inde´pendantes. La difficulte´ dans un verre de spin est que les e´nergies des configurations sont
des variables ale´atoires corre´le´es : elles de´pendent toutes d’un nombre beaucoup plus petit de
variables inde´pendantes, les N2 couplages Jij . Derrida [13] a introduit le mode`le a` e´nergies
ale´atoires (REM) comme une simplification d’un proble`me de verres de spin, dans lequel les
e´nergies des 2N configurations sont inde´pendantes. Ce mode`le pre´sente une transition vers
une phase de basse tempe´rature dans laquelle le syste`me se ge`le sur un petit nombre de
configurations de basse e´nergie. Dans ce meˆme article il est aussi montre´ que le REM peut
s’obtenir a` partir de la ge´ne´ralisation suivante du mode`le SK. Dans ce dernier, les variables
σi interagissent par paires. Dans les mode`les dits ® p-spin ¯, les variables interagissent p par
p. L’hamiltonien de champ moyen correspondant est donc :
H = −
∑
i1<···<ip
Ji1...ipσi1 . . . σip . (1.4)
La somme porte sur tous les p-uplets de variables possibles, et les intensite´s des interactions
Ji1...ip sont des variables ale´atoires inde´pendantes. Dans la limite p → ∞ (en re´e´chellant
judicieusement l’intensite´ des couplages), les e´nergies de deux configurations perdent toute
corre´lation, et on retrouve donc la de´finition du REM. Cette limite a aussi e´te´ e´tudie´e par
Gross et Me´zard [14], qui ont trouve´ que la phase de basse tempe´rature e´tait alors de´crite
par une version simplifie´e de l’ansatz de Parisi : un seul pas dans le sche´ma ite´ratif de´crit
plus haut est ne´cessaire, on parle alors de 1RSB 4, alors que dans le mode`le SK il faut faire
un nombre infini de pas de brisure des sous-groupes de re´pliques.
Une interpre´tation de la brisure a` un pas de la syme´trie des re´pliques en termes de pro-
prie´te´s extre´males de variables ale´atoires corre´le´es a e´te´ donne´ par Bouchaud et Me´zard [16].
1.3 Analogies avec des proble`mes d’optimisation
Il existe une analogie, dont l’exploitation s’est ave´re´e tre`s fructueuse, entre les syste`mes
physiques du type verres de spin et les proble`mes d’optimisation e´tudie´s en mathe´matiques
et en informatique.
Un des plus ce´le`bres exemples de proble`me d’optimisation est suˆrement celui du voyageur
de commerce : e´tant donne´es les positions de N villes, on voudrait connaˆıtre le chemin ferme´
qui passe une et une seule fois par toutes les villes, et qui minimise le kilome´trage parcouru
par le repre´sentant. Autrement dit, on veut minimiser une fonction de couˆt (la distance totale
a` parcourir) par rapport a` certains degre´s de liberte´ (l’ordre dans lequel on visite les villes),
en maintenant certains parame`tres (la position des villes) fixes. Si l’on remplace ® fonction
de couˆt ¯ par e´nergie, ® position des villes ¯ par interactions gele´es, et ® trajet du voyageur ¯
par configuration des variables thermiques, on a traduit le proble`me d’optimisation en la
recherche du fondamental d’un syste`me de physique statistique, c’est-a`-dire en l’e´tude de ses
proprie´te´s de basse tempe´rature.
4Gardner [15] a montre´ que pour p fini, il existe une deuxie`me tempe´rature critique plus basse, en dessous
de laquelle le syste`me doit eˆtre de´crit par une brisure comple`te de la syme´trie des re´pliques.
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Un proble`me d’optimisation est de´fini par certaines re`gles (ici, chercher le chemin de
longueur minimale) et par des donne´es qui caracte´risent une instance particulie`re du prob-
le`me (la position spe´cifique de chacune des villes). ® Instance ¯ est donc la traduction d’e´chan-
tillon dans ce nouveau langage. De plus, il est souvent inte´ressant de de´finir un ensemble
d’instances muni d’une loi de probabilite´ (par exemple en re´partissant uniforme´mentN villes
dans un carre´ de coˆte´ L), et de s’inte´resser aux proprie´te´s statistiques du proble`me d’opti-
misation correspondant (notamment la distribution des longueurs optimales des tourne´es du
voyageur de commerce). Ceci correspond aux distributions du de´sordre gele´ utilise´es dans
les mode´lisations des verres de spin.
Cette analogie a e´te´ exploite´e de`s les anne´es 80 dans deux directions comple´mentaires :
les me´thodes analytiques de´veloppe´es pour l’e´tude des verres de spin ont e´te´ re´employe´es
dans ce contexte, voir par exemple [17] pour une e´tude du proble`me du voyageur de com-
merce. Il a d’autre part e´te´ sugge´re´ d’utiliser les proce´dures nume´riques du type Monte Carlo
pour trouver des solutions aux proble`mes d’optimisation, une de´marche intitule´e ® simulated
annealing ¯ [18] . L’ide´e consiste a` introduire une tempe´rature fictive et a` e´chantillonner
l’ensemble des configurations avec le poids de Boltzmann correspondant. La limite de tem-
pe´rature nulle de cet e´chantillonnage doit conduire au fondamental du syste`me, c’est-a`-dire
a` la solution du proble`me d’optimisation. En fait l’espace des configurations des proble`mes
d’optimisation est souvent tre`s irre´gulier, et cette proce´dure peut rester bloque´e dans des
e´tats me´tastables d’e´nergie plus e´leve´e que celle de la configuration optimale.
1.4 Mode`les dilue´s
Dans le mode`le SK, chaque degre´ de liberte´ σi interagit avec tous les autres. Cette
connectivite´ infinie est tre`s e´loigne´e de celle d’un syste`me re´el, ou d’un mode`le sur un re´seau
ge´ome´trique de dimension d, chaque variable n’ayant alors qu’un nombre fini de voisins
(2d pour un re´seau hypercubique). Viana et Bray [19] ont introduit un mode`le dans lequel
la connectivite´ des variables reste finie dans la limite thermodynamique. L’hamiltonien est
toujours de la forme (1.3), mais la loi de distribution des couplages est maintenant
Prob(Jij) =
(
1− c
N
)
δ(Jij) +
c
N
π(Jij) , (1.5)
ou` δ est la distribution de Dirac et π une distribution de probabilite´ re´gulie`re. Pour un
site i donne´, il y a en moyenne c interactions Jij non nulles, autrement dit le site interagit
avec c voisins. Bien que la connectivite´ soit finie, ce mode`le est de type champ moyen :
les voisins sont choisis ale´atoirement parmi les N sites du syste`me, il n’y a donc pas de
notion de distance euclidienne entre sites. L’essentiel du travail de the`se pre´sente´ ici concerne
de tels ® mode`les dilue´s ¯ ayant une connectivite´ locale finie sans pour autant respecter
une ge´ome´trie euclidienne. On rencontrera d’autres exemples de ces mode`les dans la suite.
L’inte´reˆt porte´ a` ces proble`mes peut eˆtre motive´ par quelques remarques :
– Une question ouverte concerne la pertinence en dimension finie de l’image obtenue
pour les mode`les comple`tement connecte´s par la me´thode des re´pliques 5. Les mode`les
dilue´s sont certes toujours de type champ moyen, mais corrigent la peu vraisemblable
connectivite´ infinie de leurs pre´de´cesseurs. On peut donc espe´rer que leurs proprie´te´s
seront plus proches de celles des syste`mes de dimension finie.
5Une approche assez radicalement diffe´rente des verres de spin en dimension finie est donne´ par l’image
des gouttelettes [20, 21], dans laquelle la phase de basse tempe´rature ne comporte qu’un nombre fini d’e´tats
purs.
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– Ils comportent en particulier de nouveaux ingre´dients physiques par rapport aux mod-
e`les comple`tement connecte´s. En effet, dans le mode`le de Viana-Bray la connectivite´ lo-
cale d’un site est une variable fluctuante. Ceci va entraˆıner l’apparition de phe´nome`nes
de type phase de Griffiths [22, 23], a` cause d’e´ve`nements rares concernant des zones
du syste`me qui interagissent plus fortement que la moyenne. En conse´quence, la re-
laxation vers l’e´quilibre dans une telle phase est anormalement lente, a` cause d’une
distribution large des temps d’e´quilibration des sous-syste`mes [24, 25].
– Une dernie`re motivation re´side dans l’analogie de´ja` e´voque´e avec les proble`mes d’op-
timisation. Il se trouve que les proble`mes centraux en the´orie de l’optimisation com-
binatoire conduisent, une fois traduits en termes physiques, a` des mode`les de spin qui
ont une connectivite´ finie. L’exemple le plus frappant est celui de la ® satisfiabilite´ ¯,
auquel on trouvera une tre`s bonne introduction dans [26]. Une instance de ce proble`me,
appele´e formule, est de´finie par un jeu de contraintes logiques, dites clauses, sur des
variables boole´enes. Le proble`me consiste a` de´terminer l’existence ou pas d’une con-
figuration des variables satisfaisant toutes les contraintes, autrement dit une solution
de la formule. La satisfiabilite´ joue un roˆle central dans la the´orie de la complexite´
computationnelle, c’est en effet le premier proble`me dont la NP-comple´tude ait e´te´
de´montre´e [27]. Par ailleurs un ensemble ale´atoire de formules aux proprie´te´s remar-
quables a e´te´ de´couvert [28]. Celui-ci est de´fini par deux parame`tres, le nombre de
variables N et un ratio de contraintes par variables α. Quand α est tre`s petit les for-
mules sont peu contraintes et posse`dent beaucoup de solutions. Si au contraire α est
tre`s grand des contradictions logiques apparaissent et les formules ne peuvent plus eˆtre
satisfaites. Le point remarquable est que dans la ® limite thermodynamique ¯ N →∞,
le passage d’un re´gime a` l’autre se fait de manie`re abrupte : il existe une valeur seuil
αc se´parant les formules presque toujours
6 satisfiables de celles presque toujours in-
satisfiables. En termes physiques il existe une transition de phase pour cette valeur
du parame`tre de controˆle. On trouvera des de´finitions pre´cises du proble`me de la sat-
isfiabilite´ et de l’ensemble ale´atoire de formules dans la partie 4.4, accompagne´es de
re´fe´rences plus comple`tes.
La contrepartie de cette richesse physique des mode`les dilue´s est une plus grande dif-
ficulte´ technique par rapport aux mode`les comple`tement connecte´s 7. Comparons en effet
grossie`rement le mode`le de Sherrington-Kirpatrick a` celui de Viana-Bray. Dans le premier,
chaque spin subit une faible influence de la part d’un grand nombre de voisins, alors que
dans le deuxie`me il a un nombre fini de voisins avec qui il interagit fortement. La premie`re
situation est typique du the´ore`me central limite sur les sommes de variables ale´atoires, l’® in-
fluence ¯ (plus pre´cise´ment le champ magne´tique effectif) ressentie par un spin est donc une
variable ale´atoire gaussienne. Dans le cas du mode`le de Viana-Bray, comme dans celui des
autres mode`les dilue´s, cette simplification disparaˆıt. Ceci explique que la mise au point de
l’ansatz brisant la syme´trie des re´pliques a e´te´ bien plus tardif que pour le mode`le SK. En
effet, meˆme dans l’approximation de syme´trie des re´pliques, le parame`tre d’ordre, qui e´tait
un simple nombre qEA pour le mode`le SK, devient une fonction dans les mode`les dilue´s. Ce
parame`tre d’ordre RS, solution d’une e´quation fonctionnelle, a e´te´ d’abord calcule´ pour le
mode`le de Viana-Bray au voisinage de la ligne de transition [19] et a` tempe´rature nulle [29].
Le proble`me de la satisfiabilite´ ale´atoire e´voque´ ci-dessus a e´te´ introduit dans la commu-
naute´ de physique statistique par Monasson et Zecchina [30]. Suivant l’analogie habituelle,
les variables boole´ennes sont repre´sente´es par des spins d’Ising et l’on introduit une fonction
e´nergie qui compte le nombre de contraintes non satisfaites. Une formule est donc satisfiable
6C’est a` dire avec une probabilite´ tendant vers un dans la limite thermodynamique.
7D’aucuns classeront cette difficulte´ supple´mentaire au rang des motivations.
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(posse`de des solutions) si le fondamental a une e´nergie nulle, et le phe´nome`ne de seuil a` αc se
traduit par une transition de phase vers un re´gime ou` l’e´nergie du fondamental est non-nulle.
Le mode`le de spin ainsi obtenu a une connectivite´ finie, a` l’instar de celui de Viana-Bray.
Le traitement de ce proble`me dans le cadre de l’ansatz syme´trique des re´pliques reproduit
l’existence d’une transition de satisfiabilite´, mais la valeur du seuil pre´dit n’est pas en accord
avec les simulations nume´riques. Il faut donc briser la syme´trie des re´pliques, une taˆche
particulie`rement difficile pour ces syste`mes dilue´s. Le parame`tre d’ordre, qui est de´ja` une
fonction au niveau RS, devient une fonctionnelle au niveau du premier pas de brisure de
la syme´trie des re´pliques [31, 32]. Une re´solution approche´e de ces e´quations 1RSB a e´te´
obtenue par Biroli, Monasson et Weigt [33] a` l’aide d’une approche variationnelle. Celle-ci a
notamment conduit a` une image plus raffine´e des proprie´te´s des formules ale´atoires. En effet,
en plus de la transition de satisfiabilite´ a` αc, une deuxie`me valeur du parame`tre α se´pare un
re´gime satisfiable ou` les solutions de la formule sont re´parties uniforme´ment dans l’espace des
configurations d’un autre ou` elles se regroupent en groupes de solutions nettement se´pare´s
les uns des autres.
Un nouveau cap dans la compre´hension des syste`mes de´sordonne´s dilue´s a e´te´ franchi
par Me´zard et Parisi [34]. Ces auteurs ont reconside´re´ le proble`me des verres de spin a`
connectivite´ finie par la me´thode de la cavite´, une me´thode e´quivalente a` celle des re´pliques
mais qui, dans le cas des syste`mes dilue´s, conduit a` des e´quations ayant une forme plus
facile a` traiter. En particulier, celles obtenues au niveau du premier pas de RSB peuvent
eˆtre re´solues nume´riquement par une me´thode de dynamique de populations. Cette approche
a ensuite e´te´ utilise´e dans le cas de la satisfiabilite´ par Me´zard et Zecchina [35], qui ont
calcule´ le seuil αc et mis a` profit l’image de l’espace des configurations sugge´re´ par les
calculs 1RSB pour proposer un nouvel algorithme de re´solution des formules, intitule´ ® survey
propagation ¯. Plus re´cemment des calculs de stabilite´ de la solution 1RSB par Montanari et
Ricci-Tersenghi [36, 37] ont montre´ que la solution 1RSB n’e´tait pas stable pour toutes les
valeurs de α, et que dans certaines re´gions une brisure comple`te de la syme´trie des re´pliques
e´tait ne´cessaire.
Cette me´thode de la cavite´ a e´te´ tre`s fe´conde, un grand nombre de mode`les ont e´te´ e´tudie´s
le long de ces lignes. Je citerai notamment le proble`me du coloriage de graphes [38] et le
proble`me de la XORSAT [39]. Ce dernier est une variante du proble`me de la satisfiabilite´,
qui a e´te´ inde´pendamment introduit en physique et en informatique. Dans le contexte de la
physique, il correspond a` la version dilue´e du mode`le p-spin. Un re´sultat tre`s inte´ressant est
la preuve de l’exactitude du sche´ma 1RSB pour ce mode`le a` tempe´rature nulle [40, 41].
1.5 Aspects dynamiques
1.5.1 Dynamiques physiques
Tournons-nous maintenant vers les proprie´te´s dynamiques des verres de spin et de leurs
mode´lisations de champ moyen, qui seront l’objet principal de ce manuscrit. Rappelons
d’abord deux proprie´te´s auxquelles on s’attend pour un syste`me ® normal ¯ :
– Lorsqu’on le met en contact avec un thermostat, le syste`me se met rapidement a`
l’e´quilibre avec le bain thermique exte´rieur. Il perd alors la me´moire de son instant de
pre´paration et sa dynamique devient stationnaire : les re´sultats d’une expe´rience sont
inde´pendants de l’instant auquel on l’effectue.
– Les fonctions d’auto-corre´lation et de re´ponse a` une perturbation exte´rieure sont relie´es
par le the´ore`me de fluctuation-dissipation (FDT). Ce the´ore`me, dont une des versions
les plus ce´le`bres est la relation de Stokes-Einstein entre coefficients de diffusion et de
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traˆıne´e d’une particule brownienne, est tre`s ge´ne´ral. Il ne fait pas intervenir les de´tails
microscopiques du syste`me, mais seulement la tempe´rature du thermostat exte´rieur.
On dit qu’une dynamique est ® d’e´quilibre ¯ quand elle ve´rifie ces deux proprie´te´s. Pour
un syste`me ® normal ¯ ce re´gime dynamique est atteint rapidement, sur l’e´chelle des temps
expe´rimentaux, apre`s sa mise en contact avec un thermostat.
Une e´tude de la dynamique du mode`le SK e´tait pre´sente dans l’article originel [5], et
fut comple´te´e par Sompolinsky et Zippelius [42]. Cependant ces approches n’e´taient pas
cohe´rentes dans la phase de basse tempe´rature pour la raison suivante : les mode`les de
verres de spin ne sont pas ® normaux ¯, ils restent hors d’e´quilibre pendant des temps tre`s
longs 8. Il faut donc abandonner l’hypothe`se de stationnarite´ du syste`me et le the´ore`me de
fluctuation-dissipation.
La premie`re e´tude de la dynamique de basse tempe´rature des mode`les de verres de spin
en champ moyen qui tienne compte de cette situation est due a` Cugliandolo et Kurchan [43].
Elle portait sur la dynamique de Langevin du mode`le p-spin sphe´rique9, et mettait en lumie`re
les modifications suivantes des proprie´te´s d’e´quilibre :
– ce mode`le n’est pas stationnaire a` basse tempe´rature, on dit qu’il vieillit [44] : sa
dynamique de´pend toujours de son ® aˆge ¯, c’est-a`-dire du temps e´coule´ depuis sa
mise en contact avec le thermostat exte´rieur. En termes plus techniques, les fonctions
de corre´lation et de re´ponse a` deux temps de´pendent re´ellement des deux temps, et non
pas seulement de la diffe´rence entre les deux comme dans une dynamique stationnaire.
De plus, la de´pendance de la dynamique vis-a`-vis de l’aˆge du syste`me n’est pas com-
ple`tement arbitraire : le syste`me reste certes hors d’e´quilibre a` tous les temps, mais
son e´volution est de plus en plus lente. Cette particularite´ permet des simplifications
dans le traitement analytique de ce type de syste`me.
– le the´ore`me de fluctuation-dissipation n’est pas respecte´ par les fonctions de corre´lation
et de re´ponse a` deux temps. Cependant, ces dernie`res sont relie´es par une modification
relativement simple du FDT, le caracte`re hors d’e´quilibre se traduisant par l’apparition
d’une tempe´rature effective diffe´rente de celle du thermostat exte´rieur.
Les mode`les de verres de spin de champ moyen constituent donc une classe particulie`re
de syste`mes hors d’e´quilibre, pour lesquels la violation des proprie´te´s d’e´quilibre obe´it a` un
sce´nario assez pre´cis [45, 46]. J’en donnerai plus de de´tails dans la partie 5.4.
Les phe´nome`nes de vieillissement et de violation du FDT ne sont pas des artefacts de
la mode´lisation the´orique : ils ont e´te´ au contraire observe´s dans un grand nombre d’ex-
pe´riences. Celles-ci sont notamment conduites sur des verres de spin [47], pour lesquels une
mesure directe de la violation du the´ore`me de fluctuation-dissipation a e´te´ obtenue re´cem-
ment par He´risson et Ocio [48]. Les verres structuraux pre´sentent aussi un comportement
similaire [49], avec une phase vitreuse vieillissante a` basse tempe´rature. Signalons dans ce
dernier cas que la the´orie de couplage de modes [50] utilise´e pour la description des liq-
uides surfondus au dessus de la tempe´rature de transition vitreuse est intimement relie´e
aux mode`les p-spin introduits ci-dessus. Ce lien a e´te´ de´voile´ par Kirkpatrick, Thirumalai et
Wolynes [51, 52, 53] et approfondi dans [54].
Les travaux sur la dynamique des mode`les dilue´s sont relativement rares compare´s a`
ceux sur les mode`les comple`tement connecte´s. On peut citer en particulier les investigations
nume´riques de Barrat et Zecchina [55], et de Montanari et Ricci-Tersenghi [56, 57]. Ces e´tudes
8Plus pre´cise´ment, le temps d’e´quilibration du syste`me diverge avec la taille du syste`me. Si la limite
thermodynamique est prise avant la limite des temps longs, on reste toujours hors d’e´quilibre.
9Dans un mode`le sphe´rique les variables d’Ising σi sont remplace´es par des variables continues, on re-
viendra en de´tail sur ce point dans le corps du manuscrit.
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ont mis en e´vidence la richesse du comportement dynamique de ces mode`les, notamment a`
cause des fluctuations locales de connectivite´ qui les rendent tre`s he´te´roge`nes.
1.5.2 Algorithmes d’optimisation
La section pre´ce´dente e´tait intitule´e ® dynamiques physiques ¯ car elles concernaient des
mode´lisations cense´es repre´senter l’influence d’un bain thermique exte´rieur au syste`me qui lui
impose sa tempe´rature. L’e´volution des degre´s de liberte´ du syste`me ve´rifient alors certaines
re`gles ® physiques ¯ (condition de balance de´taille´e pour des spins discrets, e´quations de
Langevin pour des variables continues) telles que l’e´quilibre de Gibbs-Boltzmann est un
point fixe de l’e´volution.
Au cours de cette the`se je me suis inte´resse´ aussi a` une autre famille de dynamiques, relie´e
aux proble`mes d’optimisation. Dans ce contexte, il n’y a aucune raison a priori d’imposer les
meˆmes re`gles aux lois microscopiques d’e´volution : le but est de re´pondre le plus rapidement
possible a` une question, par exemple l’existence d’une solution a` un proble`me de satisfiabilite´,
et non d’e´chantillonner l’espace des configurations avec le poids de Gibbs. De plus, certains
types d’algorithme n’ont rien a` voir avec les dynamiques stochastiques locales dans l’espace
des configurations qui sont habituellement utilise´es en physique. Les mouvements d’une
configuration a` l’autre peuvent eˆtre arbitrairement grands, ou bien s’effectuer dans un espace
peu naturel du point de vue physique. Certains algorithmes de re´solution de la satisfiabilite´
proce´dent par construction d’un arbre de recherche, dans lequel chaque nœud est associe´ a`
un ensemble de configurations des variables boole´ennes.
On pourrait alors se demander quelle est la pertinence des outils de la physique statis-
tique pour e´tudier de tels proble`mes. Les travaux initie´s par Cocco et Monasson [58] ont
cependant montre´ qu’une telle approche e´tait possible et fructueuse, comple´tant les e´tudes
rigoureuses des mathe´maticiens et des informaticiens. On trouvera dans la publication C2
une revue des travaux de la communaute´ de physique statistique sur ces proble`mes d’algo-
rithmes d’optimisation.
1.6 Re´sume´ du travail de the`se
On va pre´senter dans la suite du manuscrit les re´sultats de travaux plus ou moins directe-
ment relie´s au meˆme objectif : une meilleure compre´hension analytique des dynamiques hors
d’e´quilibre dans les mode`les dilue´s. Au dela` du de´fi technique que cet objectif repre´sente, il
serait appre´ciable de capturer par une approche analytique certains des traits nouveaux de
ces mode`les qui e´taient absents dans le cas comple`tement connecte´. Une deuxie`me direction
de travail a consiste´ a` appliquer des me´thodes de physique statistique pour de´crire le com-
portement d’un algorithme de recherche locale de solutions du proble`me de la satisfiabilite´.
Le manuscrit est organise´ de la manie`re suivante. Un premier chapitre pre´cise les de´fi-
nitions et les proprie´te´s ge´ome´triques des mode`les dilue´s. A cette occasion on de´crira une
me´thode ge´ne´rale de de´veloppement a` faible connectivite´, qui a fait l’objet de la publication
P1 et qui a e´te´ mise a` profit dans d’autres parties de la the`se.
Les deux chapitres suivants ont e´te´ divise´s selon la nature (continue ou discre`te) des vari-
ables des mode`les. Cette division est un peu arbitraire, mais correspond a` des formalismes et
des me´thodes d’approximation diffe´rents. Le chapitre 3 expose les re´sultats des publications
P2, P3 et une partie de la publication P5. Ces diffe´rentes e´tudes sont relie´es ainsi : un des
mode`le dilue´s les plus simples que l’on peut imaginer correspond a` la version sphe´rique du
mode`le de Viana-Bray. On montre d’abord que ce proble`me se rame`ne a` la de´termination
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du spectre d’un certain type de matrices ale´atoires. On adapte alors la me´thode d’approx-
imation ® a` un seul de´faut ¯ de Biroli et Monasson [59] a` l’ensemble de matrices qui nous
inte´resse ici (publication P2). On tire ensuite les conse´quences des proprie´te´s de ces matrices
ale´atoires sur la dynamique du mode`le (P3). Finalement un formalisme ge´ne´ral apte a` traiter
la dynamique de tous les mode`les de champ moyen (comple`tement connecte´s ou dilue´s) pour
des variables continues est de´veloppe´, en s’appuyant sur une analogie avec le proble`me de
matrices ale´atoires. Dans le cas dilue´ le re´sultat obtenu est trop formel pour pouvoir en tirer
directement des pre´dictions physiques, de possibles approximations sont sugge´re´es. Une dif-
fe´rence apparaˆıt entre mode`les comple`tement connecte´s et mode`les dilue´s : ces derniers ne
sont pas caracte´rise´s uniquement par leurs fonctions de corre´lation et de re´ponse a` deux
temps.
Le chapitre 4 regroupe deux travaux de natures a priori diffe´rentes : le premier (publica-
tion P6) concerne la dynamique d’un mode`le ferromagne´tique dilue´, le deuxie`me (P4 et C1)
traite d’un algorithme de re´solution de formules de satisfiabilite´. Une approche commune
est d’abord pre´sente´e en termes ge´ne´riques, avant d’eˆtre applique´e a` ces deux proble`mes.
On fera notamment le lien avec la me´thode dynamique des re´pliques de Coolen et Sherring-
ton [60, 61]. Trois appendices a` ce chapitre exposent des re´sultats nume´riques et analytiques
non publie´s sur des variantes du proble`me d’optimisation.
Le chapitre 5 verra la re´conciliation des variables continues et discre`tes : les proprie´te´s
d’e´quilibre des fonctions de corre´lation avec un nombre quelconque de temps y seront ex-
plore´es. La publication P5 traitait le cas continu, on fera dans le manuscrit les de´monstrations
dans le cas discret pour insister sur la ge´ne´ralite´ de ces re´sultats. On pre´sente e´galement une
version du the´ore`me de fluctuation qui re´sume ces proprie´te´s. Finalement des conjectures
sur leurs ge´ne´ralisations dans les situations hors d’e´quilibre du type verres de spin dilue´s
sont avance´es.
J’ai essaye´, dans la mesure du possible, de faire de ce manuscrit un ensemble cohe´rent
en ne pre´sentant pas les publications dans un ordre chronologique. L’organisation retenue
permettra, je l’espe`re, d’insister sur les liens entre ces diffe´rents travaux. Je me suis donc
efforce´ de pre´senter les me´thodes dans une certaine ge´ne´ralite´ avant de les appliquer aux cas
particuliers. Pour cette raison je me suis permis de changer certaines notations par rapport a`
celles utilise´es dans les articles, et de pre´senter dans certaines parties les de´monstrations avec
peut-eˆtre trop de de´tails. L’utilisation des meˆmes lettres pour des quantite´s diffe´rentes d’un
chapitre sur l’autre n’a pu eˆtre comple`tement e´vite´e, j’espe`re que la lisibilite´ du manuscrit
n’en sera pas trop affecte´e.
Chapitre 2
Proprie´te´s ge´ome´triques des
mode`les dilue´s
La plupart des e´tudes pre´sente´es dans ce manuscrit partagent une structure sous-jacente
commune, qui porte en physique le nom ge´ne´rique de mode`le dilue´. Ce chapitre est consacre´
a` quelques proprie´te´s ® ge´ome´triques ¯ de ces syste`mes, e´tudie´s en mathe´matiques sous le
nom de graphes et d’hypergraphes ale´atoires. L’adjectif ge´ome´trique n’est pas a` prendre au
sens strict ici. En effet ces structures ne sont pas de´finies a` partir d’un espace euclidien de
dimension finie, et par nombre de leurs caracte´ristiques elles appartiennent a` la famille des
proble`mes de champ moyen.
Dans les premie`res parties de ce chapitre on trouvera une introduction sommaire a`
quelques mode`les de graphes et d’hypergraphes ale´atoires. Suit la pre´sentation d’une me´th-
ode syste´matique de de´veloppement dans un re´gime de faible concentration, qui a fait l’objet
de la publication P1 et que l’on retrouvera a` plusieurs reprises dans la suite de la the`se.
2.1 Le graphe ale´atoire d’Erdo¨s et Re´nyi
Ce mode`le, introduit en mathe´matiques dans les anne´es 60 [62], est l’arche´type des sys-
te`mes dilue´s. Il a e´te´ tre`s largement e´tudie´ par les mathe´maticiens, un grand nombre de
ses proprie´te´s sont connues rigoureusement et avec une tre`s grande finesse (on pourra se
reporter par exemple a` [63, 64, 65, 66]). On se contente ici d’une approche non rigoureuse
et de quelques re´sultats utiles pour la suite.
2.1.1 De´finition d’un graphe
Du point de vue mathe´matique, un graphe de taille N est constitue´ de :
– un ensemble V de sommets (vertices), de cardinalite´ (nombre d’e´le´ments de l’ensemble)
|V | = N . On peut donc prendre V = {1, . . . , N} sans perdre en ge´ne´ralite´.
– un ensemble E de liens (edges), c’est-a`-dire de paires non oriente´es de sommets, {i, j} ∈
V 2.
Selon les cas on peut autoriser ou non les liens {i, i} d’un sommet a` lui-meˆme, ainsi que
les re´pe´titions du meˆme lien dans l’ensemble E. Cette distinction entre ® graphes simples ¯
et ® multi-graphes ¯ ne sera pas utilise´e dans la suite, pas plus que la notion de graphe
oriente´, pour lequel les liens portent une direction.
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Fig. 2.1 – Les diffe´rents types d’arbres a` n sommets, pour n entre 1 et 4. Vt est le nombre
d’e´tiquetages distincts.
Il est clair qu’une repre´sentation naturelle d’un graphe ainsi de´fini consiste a` dessiner les
sommets comme des points d’un plan, et les liens comme des courbes reliant ces sommets.
En ge´ne´ral on est oblige´ de faire se croiser certains liens, si l’on peut dessiner le graphe sans
qu’aucun lien ne se croise il est dit planaire.
De´finissons quelques notions ge´ne´rales sur les graphes, avant de parler d’ensembles ale´a-
toires. La plupart de ces de´finitions sont intuitives, mais il sera utile pour la suite de les
formaliser un peu.
– Deux sommets x et y sont dits adjacents dans un graphe si le lien {x, y} appartient a`
l’ensemble E.
– Deux sommets sont dits connecte´s s’il existe une suite de sommets successivement
adjacents (i.e. un chemin) qui les relient. Un graphe est dit connexe si toute paire de
ses sommets est connecte´e. Une composante connexe d’un graphe est un sous-graphe
maximal (au sens de l’inclusion) connexe. Il sera loisible dans la suite de conside´rer un
sommet isole´ comme une composante connexe du graphe.
– Une boucle est un chemin ferme´ de sites adjacents. Un arbre est un graphe connexe
sans boucles. On peut en donner une caracte´risation plus simple : si un graphe connexe
a n sommets et m liens, c’est un arbre pour m = n− 1.
– Le the´ore`me de Cayley affirme qu’il y a nn−2 arbres distincts avec n sommets. ® Dis-
tincts ¯ est a` prendre ici au sens des graphes e´tiquete´s, c’est a` dire que chacun des n
sommets porte un indice de [1, . . . , n], et deux e´tiquetages sont diffe´rents si et seule-
ment si l’ensemble des liens correspondants est diffe´rent. Par exemple pour un arbre a`
trois sommets, les trois e´tiquetages distincts sont 1− 2− 3, 1− 3− 2 et 2− 1− 3.
– Deux graphes e´tiquete´s G = (V,E) et G′ = (V ′, E′) sont isomorphes s’il existe une
bijection φ entre V et V ′ telle que {x, y} ∈ E si et seulement si {φ(x), φ(y)} ∈ E′.
Cette de´finition correspond a` la notion intuitive de forme d’un graphe. Par exemple,
les trois arbres a` trois sommets cite´s pre´ce´demment sont isomorphes. Pour n = 4 on
a par contre deux types diffe´rents d’arbres non isomorphes. La figure 2.1.1 illustre ces
de´finitions avec les diffe´rents types d’arbres pour n entre 1 et 4. On a note´ Vt le nombre
d’e´tiquetages distincts pour chacun des types. Pour n = 4, l’arbre avec un site central
et trois voisins a quatre e´tiquetages distincts, selon le choix du site central. L’arbre
line´aire a lui douze e´tiquetages distincts, et donc conforme´ment au the´ore`me de Cayley
on a bien 16 arbres e´tiquete´s a` quatre sommets.
– Une clique a` n sommets est un graphe comple`tement connecte´, c’est-a`-dire dont les(
n
2
)
liens sont pre´sents. Le nombre chromatique d’un graphe est le nombre minimal
de couleurs ne´cessaires pour colorier les sommets de fac¸on telle qu’aucun lien ne relie
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deux sommets de la meˆme couleur. Le nombre de clique d’un graphe est la taille de
la plus grande clique contenue comme sous-graphe. Ces deux exemples de proprie´te´s
ne seront pas utilise´es dans la suite, mais illustrent le type de questions d’inte´reˆt en
mathe´matiques.
2.1.2 Graphe ale´atoire
Muni de ces de´finitions formelles, on constate que le nombre de graphes de taille N est
fini (il vaut 2N(N−1)/2) , on peut donc de´finir sans difficulte´ une loi de probabilite´ Prob(G)
sur l’ensemble des graphes G de taille N , et se poser des questions probabilistes sur cet
ensemble. Si on a une proprie´te´ qu’on peut de´finir pour tout graphe G, par exemple ® G
contient une clique de cinq sommets ¯ , on peut se demander quelle est la probabilite´ que
cette proprie´te´ soit ve´rifie´e quand on tire au hasard un graphe selon la loi Prob(G).
La loi de probabilite´ la plus e´tudie´e, qu’on nomme graphe ale´atoire de Erdo¨s et Re´nyi,
consiste a` conside´rer inde´pendamment les
(
N
2
)
liens possibles parmi lesN sommets, et a` pren-
dre chacun de ces liens pre´sent (resp. absent) avec probabilite´ cN (resp. 1− cN ). Autrement
dit, si l’on note M(G) = |E(G)| le nombre de liens dans un graphe donne´ G, on peut e´crire
la loi de probabilite´ des graphes comme
Prob(G) =
( c
N
)M(G) (
1− c
N
)N(N−1)
2 −M(G)
. (2.1)
Comme il y a
(N(N−1)
2
M(G)
)
graphes avec M(G) liens, cette loi est bien normalise´e.
Le choix d’une probabilite´ de pre´sence de lien qui de´pend de la taille du syste`me comme
1/N n’est e´videmment pas le fruit du hasard. Comme on va le voir, ce re´gime permet
d’obtenir une limite thermodynamique (N →∞) inte´ressante.
Dans la suite du chapitre on notera les moyennes sur les ensembles de graphe comme
[•] =
∑
G
• Prob(G) . (2.2)
Toutes les limites et les e´quivalents sont a` comprendre dans le sens de la limite thermody-
namique N →∞ sauf mention explicite du contraire.
2.1.3 Ses proprie´te´s
On va e´tudier ici quelques proprie´te´s simples du graphe ale´atoire de´fini par la loi (2.1).
– Conside´rons tout d’abord M(G), le nombre de liens pre´sents dans un graphe. C’est
ici une variable ale´atoire binomiale, dont on calcule aise´ment la moyenne et l’e´cart
quadratique moyen,
[M ] =
c(N − 1)
2
∼ N c
2
, (2.3)
√
[M2]− [M ]2 =
√
(N − 1) c
2
(
1− c
N
)
∼ N1/2
√
c
2
. (2.4)
M(G)/N se concentre donc dans la limite thermodynamique autour de sa valeur
moyenne c/2, a` des fluctuations d’ordre N−1/2 pre`s. On reviendra sur ce point au
cours de la discussion des autres mode`les de graphes ale´atoires. Notons que le choix
de la de´pendance en 1/N de la probabilite´ de pre´sence d’un lien permet d’obtenir un
nombre extensif (proportionnel au ® volume ¯ N du syste`me) de liens en moyenne.
18 Ch. 2 : Proprie´te´s ge´ome´triques
9
>
>
>
>
>
=
>
>
>
>
>
;
k
Fig. 2.2 – Dans le calcul de la probabilite´ conditionnelle (2.6), on suppose la pre´sence d’un
lien, en tirets ici, et l’on cherche la probabilite´ d’avoir k voisins supple´mentaires.
– On peut aussi s’inte´resser aux proprie´te´s locales d’un graphe ale´atoire. Cherchons par
exemple la probabilite´ pk (par rapport a` la distribution (2.1)) qu’un sommet donne´ ait
exactement k voisins. On parle de connectivite´ (ou de degre´) du sommet e´gal a` k. On
a
pk =
(
N − 1
k
)( c
N
)k (
1− c
N
)N−1−k
→ e
−cck
k!
, (2.5)
la limite thermodynamique e´tant prise avec k fixe´. En effet, on est libre de choisir les
k sites voisins parmi les N − 1 autres sites, chacun de ces k liens doit eˆtre pre´sent, et
le site central ne doit pas eˆtre relie´ a` d’autres sites. On constate que la connectivite´
d’un site devient une loi de Poisson avec parame`tre c dans la limite thermodynamique.
On appelle souvent le graphe ale´atoire d’Erdo¨s-Re´nyi un graphe poissonien a` cause de
cette proprie´te´. La loi de Poisson est typique d’un nombre d’e´ve`nements se re´alisant
avec une probabilite´ individuelle faible (O(1/N) ici), mais sur un grand nombre de
tentatives (O(N)).
– On peut aussi calculer la probabilite´ p˜k d’observer un site avec k + 1 voisins, condi-
tionne´e a` ce qu’il en ait au moins un, ce que l’on peut se repre´senter plus facilement
avec la figure 2.2.
p˜k =
(
N − 2
k
)( c
N
)k (
1− c
N
)N−2−k
→ e
−cck
k!
. (2.6)
Dans la limite thermodynamique p˜k est aussi une loi poissonnienne de parame`tre c.
Un petit argument permet de pressentir a` partir de ce re´sultat que la valeur c = 1
va eˆtre particulie`re. Supposons en effet que l’on choisisse dans le graphe ale´atoire un
site racine au hasard, et que l’on explore le graphe en suivant les liens (ou branches)
qui en e´mergent. Si l’on appelle ge´ne´ration le nombre de pas que l’on a fait au cours
de l’exploration depuis la racine, on a k descendants de premie`re ge´ne´ration avec
probabilite´ pk. Chacun de ces descendants va avoir l descendants, qui seront donc
de deuxie`me ge´ne´ration, avec probabilite´ p˜l, car les sites de premie`re ge´ne´ration ont
e´te´, par de´finition, atteints par un lien pre´sent entre eux et la racine. En continuant
l’exploration on construit ainsi un arbre ou` le nombre de descendants est a` chaque
ge´ne´ration de´termine´e par la loi conditionnelle p˜. Si c < 1, ce processus de branchement
meurt rapidement, alors que pour c > 1 il continue e´ternellement. On va voir plus
bas que cette diffe´rence de comportement s’interpre`te ici comme une transition de
percolation.
– En e´largissant le champ des questions pose´es, on peut maintenant se demander quelle
va eˆtre la probabilite´ que la composante connexe d’un site donne´ soit un certain type
de graphe t, avec nt sites et mt liens. Un peu de de´nombrement conduit a`
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Pt =
(
N − 1
nt − 1
)
Vt
( c
N
)mt (
1− c
N
)nt(N−nt)+nt(nt−1)2 −mt
(2.7)
∼ 1
Nmt−nt+1
cmte−ntc
Vt
(nt − 1)! . (2.8)
Expliquons ces diffe´rents facteurs. On doit d’abord choisir les nt − 1 autres sites de
la composante connexe, parmi les N − 1 sites du graphe, puis une des Vt diffe´rentes
fac¸ons d’e´tiqueter la composante connexe. Lesmt liens doivent eˆtre pre´sents, avec donc
la probabilite´ (c/N)mt . Il faut finalement exclure les autres liens pouvant reliant les
nt sommets entre eux, ainsi que ceux relieraient les nt sommets au reste du graphe.
Notons que l’e´quivalent a e´te´ pris en supposant que nt et mt restaient finis dans la
limite thermodynamique, cette expression n’est donc valable que pour des composantes
connexes de taille finie.
On constate que si mt > nt − 1, cette expression tend vers 0 dans la limite thermo-
dynamique. Or pour un graphe connexe, m ≥ n − 1, avec e´galite´ si et seulement si
le graphe est un arbre. Plus pre´cise´ment, la probabilite´ qu’un site appartienne a` une
composante connexe de taille finie et qui contient des boucles est d’ordre N−l, ou` l
est le nombre de boucles inde´pendantes. On peut de la meˆme fac¸on montrer que la
probabilite´ qu’un site appartienne a` une boucle de taille finie (sans imposer que sa
composante connexe soit de taille finie) est d’ordre N−1. Remarquons que cela ne sig-
nifie pas qu’il n’y a aucune boucle de taille finie dans la limite thermodynamique : la
probabilite´ e´tant d’ordre 1/N , mais le nombre de sites e´tant N , il y en a en moyenne
un nombre fini.
– Dans le cas particulier ou` l’on cherche la probabilite´ d’appartenance a` un arbre quel-
conque a` n sommets, on peut simplifier la formule (2.8) en utilisant le the´ore`me de
Cayley∑
t|nt=n
Vt = n
n−2 , (2.9)
pour obtenir
Pn =
e−cn(cn)n−1
n!
. (2.10)
Comme on a vu que les seules composantes connexes de taille finie qui ont une prob-
abilite´ (par site) finie dans la limite thermodynamique sont des arbres, la somme∑∞
n=0 Pn compte la fraction de sites qui sont dans des composantes de taille finie. On
peut montrer que cette somme converge vers 1 pour c ≤ 1, dans ce cas presque tous
les sites sont dans des composantes de taille finie. Par contre, quand c > 1, la somme
vaut 1 − P∞(c), ou` P∞(c) est la solution non nulle de l’e´quation 1 − P∞ = e−cP∞ ,
repre´sente´e sur la figure 2.3. P∞ est donc la fraction des sites qui ne sont pas dans
des composantes de taille finie, autrement dit c’est la fraction de sites dans l’® amas
infini ¯ de percolation qui envahit un nombre extensif de sites a` partir de c = 1. On
peut en fait justifier l’e´quation sur P∞ de la manie`re suivante : un site appartient a`
l’amas infini de`s qu’un de ses voisins y appartient. Re´ciproquement, pour qu’un site
n’y appartienne pas, il faut qu’aucun de ses voisins n’y appartienne :
1− P∞ =
∞∑
k=0
pk(1− P∞)k =
∞∑
k=0
e−cck
k!
(1 − P∞)k = e−cP∞ . (2.11)
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Fig. 2.3 – La fraction de sites dans l’amas ge´ant en fonction de la connectivite´ moyenne
pour le graphe d’Erdo¨s-Re´nyi, solution de l’e´quation (2.11).
Un tel raisonnement, ou` l’on ne´glige les corre´lations entre les probabilite´s d’apparte-
nance a` l’amas infini des voisins d’un site donne´, serait faux en dimension finie. Il est
correct ici graˆce au caracte`re champ moyen du mode`le, qui ne repose pas sur un re´seau
ge´ome´trique re´gulier.
Pour re´sumer cette e´tude sommaire, on a vu que la connectivite´ d’un site est une loi de
Poisson avec parame`tre c, que si on regarde un graphe ale´atoire sur une e´chelle finie dans
la limite thermodynamique on voit toujours une structure en arbre avec grande probabilite´,
et qu’il y a une transition de percolation a` c = 1. Pour des connectivite´s plus faibles, une
fraction des sites qui tend vers 1 dans la limite thermodynamique sont contenues dans des
composantes connexes de taille finie, par contre quand c > 1 une composante connexe de
taille extensive apparaˆıt.
Les e´tudes mathe´matiques de ce proble`me ont conduit a` de nombreux autres re´sultats
tre`s pre´cis. Citons par exemple qu’a` la transition (c = 1), la taille de la plus grande com-
posante connexe diverge dans la limite thermodynamique comme N2/3 et que pour c < 1 la
plus grande composante est de taille O(lnN). De plus les graphes ale´atoires ne sont en arbre
que sur des e´chelles finies, on trouve en fait un grand nombre de boucles de longueur lnN .
Cette taille peut se comprendre a` partir de l’argument sur la descendance d’un processus de
branchement poissonien expose´ pre´ce´demment. Pour c > 1 le nombre de sites a la ge´ne´ra-
tion g croˆıt typiquement comme cg. Quand g est d’ordre lnN ce nombre de sites devient
d’ordre N , on est donc oblige´ alors de retrouver des sites de´ja` pre´sents dans le processus de
branchement, ce qui implique la pre´sence de boucles.
On a conside´re´ ici seulement les proprie´te´s typiques des graphes ale´atoires. Re´cemment
des me´thodes de physique statistique ont e´te´ utilise´es [67, 68] pour e´tudier des proprie´te´s
atypiques, dans un re´gime de grande de´viation, de ces objets.
2.2 Hypergraphes
Une ge´ne´ralisation naturelle du point de vue de la physique consiste a` remplacer les liens
par des ® hyperliens ¯ qui joignent un nombre K ≥ 2 arbitraire de sommets, les graphes
habituels correspondants a` K = 2. Un hypergraphe est alors la donne´e d’un ensemble de
sommets et d’un ensemble d’hyperliens. C’est ce type de ge´ne´ralisation qui conduit du mode`le
de Sherrington-Kirkpatrick aux mode`les dits p-spin. Pour une valeur de K donne´e, il y a
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(
N
K
)
hyperliens possibles. On peut par exemple de´finir une loi de probabilite´ sur les K-
hypergraphes en prenant chacun des hyperliens inde´pendamment pre´sent avec probabilite´
c
NK−1 , absent avec probabilite´ 1 − cNK−1 . Notant toujours G un hypergraphe, et M(G) le
nombre d’hyperliens pre´sents, la loi de probabilite´ est
Prob(G) =
( c
NK−1
)M(G) (
1− c
NK−1
)(NK)−M(G)
. (2.12)
A nouveau la de´pendance en N a e´te´ choisie de manie`re a` avoir un nombre moyen de liens
pre´sents qui soit extensif, [M ] ∼ (c/K!)N dans la limite thermodynamique. On notera dans
la suite de ce paragraphe α = c/K! pour simplifier certaines e´critures. Dans le meˆme but on
omettra le pre´fixe ® hyper ¯ quand il n’y a pas de confusion possible.
Des raisonnements combinatoires similaires a` ceux pre´sente´s dans le cas du graphe ale´a-
toire conduisent a` :
– La probabilite´ d’avoir k liens autour d’un site donne´ est, dans la limite thermody-
namique, une loi de Poisson de parame`tre αK. On appellera aussi cet ensemble ® hy-
pergraphe poissonien ¯ .
– La probabilite´ d’avoir k+1 liens autour d’un site atteint par un hyperlien de´ja` pre´sent
est aussi une loi de Poisson de parame`tre αK. Ge´ne´ralisant l’argument qualitatif
pre´sente´ pour K = 2, on rencontre αK(K − 1) sites a` chaque nouvelle ge´ne´ration
explore´e, on peut donc penser que le seuil de la transition de percolation sera ici
αp = 1/(K(K − 1)).
– En effet, pour qu’un site n’appartienne pas a` l’amas infini il faut qu’aucun des sites
voisins n’y appartienne. Un site de degre´ k ayant k(K−1) voisins, on obtient en notant
P∞ la probabilite´ d’appartenance a` l’amas infini :
1− P∞ =
∞∑
k=0
e−αK(αK)k
k!
(1− P∞)k(K−1)
= exp
[−αK + αK(1− P∞)K−1] , (2.13)
e´quation qui a une solution non triviale pour α > αp = 1/(K(K − 1)).
– On ge´ne´ralise sans difficulte´s la notion de composante connexe et de boucle a` un
hypergraphe. Un graphe connexe avec nt sommets et mt liens est en arbre si mt(K −
1) = nt − 1. On trouve comme pour K = 2 que les composantes connexes finies avec
des boucles ont une probabilite´ ne´gligeable dans la limite thermodynamique. On a
alors la ge´ne´ralisation de (2.8) pour la probabilite´ qu’un site donne´e appartienne a` une
composante connexe en arbre t ,
Pt = (αK!)
mte−ntαK
Vt
(nt − 1)! . (2.14)
Vt est a` nouveau le nombre d’e´tiquetage distincts de l’arbre t. On en donnera des
exemples dans la partie 2.4.
2.3 Autres types d’ensemble
L’ensemble des graphes (resp. hypergraphes) peut eˆtre muni d’une structure probabiliste
avec des loi diffe´rentes de (2.1) (resp. (2.12)). On mentionne ici quelques possibilite´s.
– Une variante relativement inoffensive consiste a` fixer le nombre M de liens pre´sents
dans le syste`me, a` une valeur note´e traditionnellement αN . Les graphes ale´atoires sont
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alors ge´ne´re´s en choisissant M fois un K-uplet de sommets de manie`re inde´pendante
et non biaise´e. On s’attend a` ce que dans la limite thermodynamique, les proprie´te´s
typiques de cet ensemble ale´atoire soient les meˆmes que celles de´crites dans la partie
2.2, du moment que α et c sont tels que le nombre moyen de liens dans le premier
ensemble soit e´gal a` celui (fixe´ strictement) dans le deuxie`me. C’est une variation du
type ensemble canonique vs microcanonique en me´canique statistique. Il faut tout de
meˆme garder a` l’esprit que certaines proprie´te´s ne vont pas eˆtre e´quivalentes dans les
deux ensembles, les fluctuations et les corrections de taille finie notamment. L’exemple
trivial du nombre de liens, strictement fixe´ dans un cas, avec des fluctuations relatives
d’ordreN−1/2 dans l’autre, suffit a` illustrer le proble`me. Certains calculs ou simulations
nume´riques pouvant s’ave´rer plus simple dans un ensemble que dans l’autre, on pourra
eˆtre amene´ a` utiliser les deux.
– Comme on l’a vu, la connectivite´ locale des graphes de´finis ci-dessus ont des lois de
probabilite´ de Poisson, qui de´croissent donc vite pour les grandes connectivite´s. Un
certain nombre d’e´tudes expe´rimentales dans des domaines aussi divers que la struc-
ture de la toile Internet, les collaborations scientifiques ou d’acteurs de cine´ma, j’en
passe et des meilleures, e´tablissent des re´seaux, ou graphes, a` partir de ces donne´es
(voir [69, 70] pour des revues). Les sommets correspondent par exemple aux diffe´rents
acteurs, un lien entre deux acteurs e´tant pre´sent s’ils ont participe´ a` un tournage en
commun. Il se trouve que dans un grand nombre de ces situations, la loi de probabilite´
des connectivite´s des sommets est tre`s e´loigne´ d’une poisonnienne. En particulier, le
comportement pour les tre`s grandes connectivite´s est du type loi de puissance, d’ou`
le nom de ® scale-free ¯ associe´ a` ces re´seaux. A la suite de ces e´tudes statistiques, un
certain nombre de mode`les ont e´te´ introduits qui permettaient de reproduire ce type
de comportement. D’une part, certains mode`les sont dits dynamiques, les sommets
sont introduits un par un avec des lois d’attachement pre´fe´rentiel a` certains sites, qui
privile´gient les sites ayant de´ja` une grande connectivite´. On trouvera une construction
rigoureuse d’un tel mode`le dans [71]. D’autre part, des mode`les statiques consistent a`
conside´rer l’ensemble des graphes pre´sentant une distribution de connectivite´ donne´e
comme e´quiprobables [72]. On peut alors par exemple e´tudier la transition de perco-
lation de ces graphes. Signalons aussi que le mode`le d’Ising ferromagne´tique de´fini sur
ces graphes avec des distributions de connectivite´ arbitraire a e´te´ e´tudie´ dans [73, 74].
– Comme cas tre`s particulier de graphes dont on fixe la distribution empirique de con-
nectivite´s, on va rencontrer dans la suite les mode`les dilue´s a` connectivite´ fixe. C’est
donc un ensemble ale´atoire ou` l’on garde les graphes (resp. hypergraphes) tels que
chaque sommet appartient a` un nombre fixe´ de liens (resp. hyperliens). Localement,
c’est a` dire sur une e´chelle petite devant lnN , ces graphes sont des arbres re´guliers,
mais sur des e´chelles plus grandes on s’aperc¸oit qu’ils contiennent des boucles, qui
traduisent le caracte`re ale´atoire de leur de´finition. On peut se poser la question de
l’inte´reˆt d’une telle construction, alors qu’il semblerait plus simple de conside´rer des
arbres parfaitement re´guliers, sans boucle. Le proble`me de ce deuxie`me point de vue
est que le nombre de sites a` la ® surface ¯ d’un arbre re´gulier est du meˆme ordre que le
volume inte´rieur dans la limite thermodynamique, ce qui conduit a` des effets de bords
tre`s importants. Si l’on peut traiter ces effets de bords de manie`re relativement simple
pour un mode`le ferromagne´tique (en n’e´tudiant que la magne´tisation du site central
par exemple), la situation est assez inextricable pour un mode`le de verre de spin :
la frustration sur un arbre ne peut venir que des conditions aux bords a` la surface,
qu’il faut donc traiter avec beaucoup de soin. La de´finition du graphe a` connectivite´
fixe permet de s’affranchir de ce proble`me, le graphe n’a plus de surface puisque tous
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Fig. 2.4 – Un exemple de de´composition pour une fonction additive.
les sites sont statistiquement e´quivalents. La frustration vient dans ce cas des boucles
ale´atoires. On trouvera une discussion plus de´taille´e de ce sujet dans [34].
2.4 De´veloppements en clusters pour les graphes pois-
sonniens
Une me´thode tre`s e´le´mentaire, qui a fait l’objet de la publication P1, s’est re´ve´le´e utile
pour l’e´tude de diffe´rents proble`mes pre´sente´s dans cette the`se. On va l’exposer ici sous une
forme ge´ne´rique. Signalons que l’ide´e de cette me´thode est pre´sente, bien que peu explicite´e,
dans un travail ante´rieur de Hartmann et Weigt sur le vertex cover [75]. Dans une perspective
plus large on pourrait la rattacher aux de´veloppements de basse densite´ dans les syste`mes
de particules, la connectivite´ remplac¸ant ici la densite´.
2.4.1 Formulation ge´ne´rale
NotonsG un e´le´ment de l’ensemble ale´atoire d’hypergraphes, muni de la loi de probabilite´
(2.12). Chaque hypergraphe G peut se de´composer comme l’union disjointe de ses r(G)
composantes connexes (appele´s ici ® clusters ¯), G =
⋃r(G)
i=1 Gi. Conside´rons une fonction
F (G) qui a` un graphe associe un nombre re´el, avec les proprie´te´s suivantes :
– additivite´ vis-a`-vis de la de´composition en clusters, F (G) =
∑r(G)
i=1 F (Gi).
– inde´pendance par rapport a` l’e´tiquetage du graphe, autrement dit F renvoie la meˆme
valeur pour deux graphes isomorphes.
L’exemple pre´sente´ sur la figure 2.4 (pour K = 2) devrait clarifier ces de´finitions.
Ces deux proprie´te´s permettent d’e´crire
F (G) =
∑
t
Nt(G)Ft , (2.15)
ou` la somme porte sur les diffe´rents types t de composantes connexes, Ft est la valeur que
prend la fonction sur un graphe isomorphe a` t, et Nt(G) est le nombre de clusters de type t
dans le graphe G.
On s’inte´resse a` la valeur moyenne d’une telle fonction sur l’ensemble ale´atoire. On de´finit
donc la densite´ associe´e f :
f(α) =
1
N
[F (G)] =
∑
t
Nt
N
Ft , (2.16)
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Type mt nt V
′
t
a 0 1 1
b 1 K 1
c 2 2K − 1 K22
d 3 3K − 2 K3(K−1)2
e 3 3K − 2 K36
Tab. 2.1 – Facteurs de syme´trie du de´veloppement en clusters, se reporter a` la figure 2.5
pour la nomenclature des types.
avec Nt = [Nt(G)] le nombre moyen de clusters de type t. On peut facilement se convaincre
que Nt/N = Pt/nt, ou` nt est le nombre de sommets d’un cluster de type t, et Pt la proba-
bilite´ qu’un site donne´ soit dans un cluster de type t. Le calcul exact de cette somme est a
priori impossible pour une fonction F complique´e. On peut cependant se simplifier consid-
e´rablement la taˆche si l’on se contente d’un de´veloppement de la fonction f en puissances de
α, autour de α = 0. En effet, dans un voisinage de α = 0, la somme (2.16) est domine´e dans
la limite thermodynamique par les contributions des arbres de taille finie : on a vu qu’en
dessous du seuil de percolation la fraction des sites dans de tels clusters tendait vers 1 dans
la limite thermodynamique. On peut alors utiliser (2.14) pour e´crire
fˆ(α) =
∑
t
αmte−ntαKV ′t Ft , V
′
t =
(K!)mtVt
nt!
, (2.17)
et la somme est prise seulement sur les arbres 1. Rappelons que mt est le nombre de clauses
dans le cluster de type t, avec mt(K − 1) = nt− 1 car t est un arbre. Le facteur de syme´trie
V ′t s’ave`re plus utile que le nombre d’e´tiquetages Vt dont il de´coule.
On s’aperc¸oit finalement que les clusters comportant un nombrem de liens ne contribuent
qu’aux ordres supe´rieurs ou e´gaux a` m dans le de´veloppement en puissances de α. Pour
de´velopper a` un ordre donne´ en α il suffit donc de calculer les facteurs de syme´tries V ′t
pour les premiers arbres, ce qui est un simple exercice d’e´nume´ration, et les valeurs de Ft
correspondantes. Selon la fonction e´tudie´e cette deuxie`me taˆche peut se re´ve´ler plus ou
moins fastidieuse, comme on le verra dans la partie 4.4 ou` l’on appliquera cette me´thode
au calcul du temps mis par un algorithme de recherche locale pour re´soudre un proble`me
d’optimisation combinatoire.
Donnons le de´veloppement a` l’ordre α3 pour une fonction F quelconque :
f(α) = Fa + α(Fb −KFa) + α
2
2
K2(Fc − 2Fb + Fa) (2.18)
+
α3
6
K3(Fe + 3(K − 1)Fd − 3(2K − 1)Fc + 3KFb − Fa) +O(α4) .
Les clusters t = a, b, c, d, e sont repre´sente´s sur la figure 2.5, et on trouvera dans la table 2.1
les facteurs de syme´trie qui ont e´te´ utilise´s pour obtenir (2.18).
1Je discuterai la diffe´rence de notation entre f et fˆ dans la partie 2.4.3.
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Fig. 2.5 – Les clusters en arbre ayant entre 0 et 3 hyperliens utilise´s dans l’e´quation (2.18).
Les hyperliens sont ici repre´sente´s pour K = 3 avec des e´toiles en pointille´.
2.4.2 L’e´nergie libre du mode`le de Viana-Bray a` faible connectivite´
Cette me´thode a e´te´ applique´e dans la publication P1 au calcul de l’entropie du fondamen-
tal d’un proble`me de satisfiabilite´, et a` celui de l’e´nergie libre du mode`le de Viana-Bray [19]
dans la phase de basse connectivite´. Revenons ici sur la deuxie`me de ces applications.
On conside`re donc un graphe ale´atoire d’Erdo¨s et Re´nyi de connectivite´ moyenne c, et
pour chacun des liens pre´sents entre les sites i et j on tire ale´atoirement une interaction Jij
avec la meˆme loi de probabilite´ π. On notera • les moyennes sur la loi π. On place sur les
sommets du graphe des spins d’Ising σi et on de´finit l’hamiltonien
H = −
∑
i<j
Jij σiσj , (2.19)
avec Jij = 0 si le lien entre les sommets i et j est absent. Viana et Bray ont introduit ce
mode`le afin d’expliquer les proprie´te´s du compose´ EuxSr1−xS qui, selon la concentration
x, peut pre´senter diffe´rents types de transition. La connectivite´ c dans cette mode´lisation
permet de reproduire ce phe´nome`ne de dilution. La tempe´rature de transition va notamment
de´pendre de c. Dans l’article originel [19], le proble`me e´tait traite´ au niveau syme´trique des
re´pliques, pre`s de la ligne de transition. Kanter et Sompolinsky [29] ont e´tudie´ la limite de
tempe´rature nulle, toujours avec l’hypothe`se RS.
On peut appliquer la me´thode pre´sente´e dans cette partie au calcul de l’e´nergie libre
pour de petites concentrations. En effet, la fonction de partition du syste`me peut s’e´crire
comme un produit de fonctions de partition pour chacune des composantes du graphe. De
plus, si l’on fait la moyenne • sur les intensite´s des interactions pour un graphe donne´, on
obtient une e´nergie libre qui ve´rifie les proprie´te´s suffisantes pour e´tablir le de´veloppement
en clusters. On a une simplification supple´mentaire ici : il est facile de montrer par re´currence
que la fonction de partition d’un syste`me d’Ising sur un arbre se factorise comme un produit
de termes de liens et de termes de sites. Une fois que la moyenne sur la loi π est prise, tous
les arbres de meˆme taille contribuent de la meˆme fac¸on, quelque soit leur forme. Ceci permet
de resommer le de´veloppement en clusters dans toute la phase non percolante c < 1,
−βf(β) = ln 2 + c
2
ln cosh(βJ) , (2.20)
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ou` f = − [ lnZ ] /(Nβ) est la densite´ d’e´nergie libre moyenne´e sur la distribution des graphes
et sur l’intensite´ des couplages. Ce re´sultat est bien suˆr trivial pour une phase paramagne´-
tique, il ne peut pas y avoir de transition a` tempe´rature finie car presque tous les sites sont
dans des composantes connexes de taille finie. Cependant la me´thode pourrait suˆrement
eˆtre rendue rigoureuse et fournir des bornes de concentration sur l’e´nergie libre dans ce
cas-la`. En effet la me´thode dite du deuxie`me moment en mathe´matiques permet de montrer
que le nombre de clusters d’un type donne´ devient tre`s pique´ autour de sa valeur moyenne
dans la limite thermodynamique. Il faut pour cela calculer l’e´cart quadratique moyen de Nt
et montrer qu’il est ne´gligeable devant sa valeur moyenne. Une autre approche bien plus
ge´ne´rale et puissante repose sur l’ide´e de l’interpolation de Guerra [12], applique´e au mode`le
de Viana-Bray par Guerra et Toninelli [76].
On peut facilement e´tendre le de´veloppement en clusters pour calculer les corrections de
taille finie a` une grandeur extensive, toujours dans la limite de faible connectivite´. Il faut
pour cela conside´rer d’une part les corrections d’ordre 1/N a` la probabilite´ d’apparition d’un
cluster en arbre, et d’autre part tenir compte aussi des contributions des clusters contenant
des boucles. Ce calcul e´tait pre´sente´ dans la publication P1 pour l’e´nergie libre du mode`le
de Viana-Bray, malheureusement le re´sultat e´tait entache´ d’une erreur [77], j’en donne donc
ici une version moins fausse :
−βf(β) = ln 2 + c
2
ln cosh(βJ) (2.21)
+
1
N
(
− c
2
ln coshβJ +
c3
6
ln(1 + tanhβJ1 tanhβJ2 tanhβJ3) +O(c4)
)
+O
(
1
N2
)
2.4.3 Domaine de validite´ de la me´thode
Je voudrais revenir maintenant sur le proble`me de la validite´ de cette me´thode de
de´veloppement en clusters. Mon point de vue sur la question a sensiblement e´volue´ depuis
la re´daction de la publication P1 dans laquelle on argumentait en faveur d’une singularite´
de ces de´veloppements au seuil αp de percolation du graphe. Il convient d’eˆtre un peu plus
pre´cis dans cette discussion.
Conside´rons d’abord l’expression (2.16) qui de´finit la fonction f(α). Cette se´rie doit
prendre en compte toutes les composantes connexes, il faudrait donc la calculer pour une
taille N finie, puis prendre la limite thermodynamique apre`s que la somme sur les clusters ait
e´te´ effectue´e. La fonction fˆ(α) de l’e´quation (2.17) est au contraire obtenue en intervertissant
ces deux ope´rations : on a simplifie´ l’expression de la probabilite´ d’un cluster de taille finie
dans la limite thermodynamique avant de faire la somme sur les diffe´rents types d’arbre. On
doit donc avoir f(α) = fˆ(α) pour α < αp puisque dans ce re´gime presque tous les sites sont
dans des composantes de taille finie ; par contre ces deux fonctions seront diffe´rentes pour
des connectivite´s plus grandes, fˆ ne´gligeant la contribution de l’amas infini.
On peut donner un exemple tre`s e´le´mentaire de cette distinction : pour Ft = nt, la
fonction F compte le nombre total de sites dans un graphe, qui est bien suˆr N . On a donc
f = 1 quelque soit la valeur de α, alors que fˆ ne compte que la fraction de sites dans des
composantes de taille finie. Cette dernie`re fonction est donc e´gale a` 1 en dessous du seuil de
percolation et vaut 1 − P∞(α) au dela` de αp, P∞(α) de´signant la fraction de sites dans le
cluster infini.
Revenons maintenant au cas d’une fonction F ge´ne´rique. Si l’on savait calculer fˆ en
sommant la se´rie (2.17), cette fonction aurait une singularite´ a` αp et sa valeur ne nous
saurait d’aucune utilite´ pour pre´dire la valeur de f(α) dans le re´gime de percolation de
l’amas infini. La plupart du temps (sauf dans des cas simples comme le mode`le de Viana-
Bray dans la phase de basse connectivite´) cette resommation est impossible. On se contente
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donc de couper la se´rie apre`s quelques termes et de de´velopper les exponentielles de α pour
re´ordonner le de´veloppement en puissances de α. C’est cette ope´ration qui a conduit au
re´sultat final (2.18). Autrement dit, on a calcule´ le de´but du de´veloppement de Taylor de
fˆ(α) au voisinage de α = 0. Comme f et fˆ co¨ıncident sur un intervalle fini [0, αp[, c’est aussi
le de´veloppement de Taylor de la fonction f , objet de notre e´tude. Si cette fonction, a priori
inconnue, est bien de´finie et re´gulie`re sur [0, αr] , avec αr > αp (meˆme si l’on n’a pas de
justification pour la re´gularite´ de f a` αp), le de´veloppement en cluster peut tre`s bien eˆtre
convergent jusqu’a` αr.
Un exemple tre`s clair de ce phe´nome`ne est l’entropie de tempe´rature nulle du mode`le
p-spin dilue´ (alias XORSAT), qui a e´te´ calcule´e rigoureusement [40, 41]. Pour α < 0.818
(avec K = 3), l’entropie est une fonction line´aire de α, alors que αp(K = 3) = 1/6. Le calcul
des premiers ordres du de´veloppement en clusters est en accord avec ce re´sultat rigoureux,
dont le domaine de validite´ est bien plus e´tendu que la phase non percole´e.
On verra aussi dans la partie 4.4 un autre exemple d’application de la me´thode au
calcul du temps de re´solution d’un algorithme de recherche locale pour le proble`me de la
satisfiabilite´. Dans ce cas il n’y a pas de re´sultats exacts, mais on peut faire des simulations
nume´riques avec des syste`mes de tre`s grande taille (dans le re´gime inte´ressant pour cette
question, la complexite´ croˆıt seulement line´airement avec la taille du syste`me, au contraire
du proble`me exponentiel de l’entropie conside´re´ dans la publication P1). Ces simulations
sont tre`s convaincantes en faveur de l’absence de singularite´ a` αp, la fonction f(α) e´tant
re´gulie`re jusqu’a` une valeur de α de l’ordre de 2.7 (pour K = 3) ou` elle diverge.
A titre de remarque, soulignons finalement la similitude entre le de´veloppement (2.18) et
un principe d’® inclusion-exclusion ¯ : le coefficient du terme αm est donne´, a` des facteurs
de syme´trie pre`s, par la contribution des graphes de m clauses, auquel on soustrait celle
des sous-composantes de taille infe´rieure pour e´viter un double comptage. Ceci provient
du de´veloppement des termes e−ntαK de (2.17) qui imposait aux arbres de nt sites d’eˆtre
de´connecte´s du reste du graphe. Dans le de´veloppement final cette condition n’est plus
impose´e, ce qui permet d’e´tendre la validite´ du re´sultat au dela` de αp.

Chapitre 3
Dynamiques de spins continus
Ce chapitre s’articule autour de l’e´tude du mode`le de Viana-Bray dans sa version sphe´rique.
On commence par rappeler quelques ge´ne´ralite´s sur les mode`les sphe´riques, dont les pro-
prie´te´s sont facilement de´duites du spectre de leur matrice d’interaction. Avec cette moti-
vation en teˆte on fera ensuite un de´tour du coˆte´ des matrices ale´atoires. Les conse´quences
de cette investigation sur la dynamique seront alors pre´sente´es, en insistant sur les nouvelles
proprie´te´s du mode`le dilue´ par rapport au cas comple`tement connecte´. Le cas particulier
e´tudie´ ici souffrant de certaines pathologies, on introduit finalement un formalisme plus
ge´ne´ral qui constitue un premier pas vers le traitement syste´matique de la dynamique des
mode`les dilue´s a` variables continues.
Ces travaux ont fait l’objet des publications P2 pour la partie concernant les matrices
ale´atoires, P3 pour le mode`le sphe´rique, et d’une partie de P5 pour la ge´ne´ralisation.
3.1 Ge´ne´ralite´s sur le mode`le sphe´rique
3.1.1 Statique
Conside´rons un syste`me de N spins d’Ising σi = ±1, interagissant par paires avec l’hamil-
tonien
H = −1
2
∑
i,j
Jijσiσj . (3.1)
La matrice Jij de´finit les couplages entre les spins. Pour un ferromagne´tique en dimension
finie par exemple, l’indice i repre´sente les coordonne´es du site sur un re´seau a` d dimensions,
Jij e´tant positif si i et j sont des sites voisins du re´seau, nul sinon. Pour un verre de spins
le signe des interactions est ale´atoire.
Hormis quelques cas particuliers (proble`mes unidimensionnels, ferromagne´tique bidimen-
sionnel, graphes comple`tement connecte´s), on ne sait pas calculer exactement la fonction de
partition d’un tel mode`le. Une simplification possible consiste a` modifier la nature des vari-
ables σi. Berlin et Kac [78] ont introduit en 1952 le mode`le sphe´rique, dans lequel les σi
deviennent des variables continues, soumises a` la contrainte globale
∑
i σ
2
i = N . L’espace
des configurations qui e´tait constitue´ des sommets de l’hypercube a` N dimensions pour le
mode`le d’Ising est ainsi e´tendu a` l’hypersphe`re passant par ces sommets. Cette modification
est a priori arbitraire et introduit une interaction entre tous les spins par l’interme´diaire de
la contrainte. Stanley [79] a cependant montre´ que pour des interactions ferromagne´tiques
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en dimension finie, le mode`le sphe´rique est la limite du mode`le dit O(m), ou` chaque spin
appartient a` une sphe`re m-dimensionnelle, quand m → ∞. Le mode`le d’Ising correspond a`
m = 1 dans cette classification, le mode`le XY a` m = 2 et celui d’Heisenberg a` m = 3. Le fait
qu’on puisse obtenir le mode`le de Berlin et Kac comme la limite d’une famille de mode`les
plus re´alistes constituait un argument en sa faveur. On trouvera une discussion plus de´taille´e
de cette e´quivalence dans [80].
Les proprie´te´s statiques du mode`le sphe´rique sont faciles a` calculer car elles font intervenir
des inte´grales gaussiennes a` la place des sommes sur les spins d’Ising. La fonction de partition
s’e´crit
Z(β) =
∫
dσi δ
(
N −
∑
i
σ2i
)
exp

1
2
β
∑
ij
Jijσiσj

 (3.2)
=
∫
dz
2π
dσi exp

Nz − 1
2
∑
ij
(2zδij − βJij)σiσj

 . (3.3)
L’inte´grale sur z se fait dans le plan complexe, paralle`lement a` l’axe imaginaire et dans le
domaine tel que les valeurs propres de (2zδij − βJij) aient toutes une partie re´elle positive.
Dans ce cas l’inte´grale gaussienne a` N dimensions converge, et l’on a
Z(β) =
∫
dz
2π
(2π)
N
2 exp
[
Nz − 1
2
∑
k
ln(2z − βλk)
]
, (3.4)
ou` les λk sont les valeurs propres de la matrice Jij . Dans la limite thermodynamique on peut
finalement calculer cette inte´grale par la me´thode du col.
On voit ici la simplification par rapport au mode`le d’Ising : quelque soit le type d’in-
teraction, la seule information sur la matrice Jij dont on a besoin est la distribution de ses
valeurs propres. Pour un syste`me de spins d’Ising cela n’est pas suffisant, il faut aussi des
quantite´s impliquant les vecteurs propres de la matrice qui sont plus difficiles a` obtenir.
3.1.2 Dynamique
On mode´lise ge´ne´ralement l’e´volution dynamique d’un syste`me de spins continus en con-
tact avec un thermostat de tempe´rature T par l’e´quation de Langevin,
d
dt
σi(t) = −∂H
∂σi
+ ξi(t) ∀i , (3.5)
ou` ξi est un bruit blanc gaussien avec
〈ξi(t)〉 = 0 et 〈ξi(t)ξj(t′)〉 = 2Tδijδ(t− t′) . (3.6)
Dans cette partie les moyennes sur les histoires du bruit thermique sont note´es 〈•〉. Ici et
dans tout le manuscrit la constante de Boltzmann kB est prise e´gale a` 1. La mode´lisation
de l’influence du thermostat par des e´quations de Langevin trouve sa justification dans le
fait qu’elles conduisent aux temps longs, pour un syste`me de taille finie, a` l’e´quilibre de
Gibbs-Boltzmann.
En toute rigueur l’e´quation (3.5) n’est pas bien de´finie sous cette forme : les bruits blancs
ξi(t) sont si irre´guliers que σi(t) n’est de´rivable nulle part, ce qui rend la signification du
membre de gauche douteuse. En fait il faut se donner une convention de lecture de ces
e´quations (les plus connues e´tant celles d’Ito et de Stratanovitch), en discre´tisant l’axe des
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temps. Dans la suite on e´ludera ce proble`me, objet d’e´tudes mathe´matiques sous le nom
d’® e´quations diffe´rentielles stochastiques ¯.
Dans le cas du mode`le sphe´rique conside´re´ ici l’e´quation de Langevin devient
d
dt
σi(t) =
∑
j
Jijσj(t)− z(t)σi(t) + ξi(t) , (3.7)
ou` z(t) est un multiplicateur de Lagrange dynamique destine´ a` imposer la contrainte sphe´rique∑
i σ
2
i (t) = N .
La matrice Jij e´tant syme´trique re´elle, on peut la diagonaliser par un changement de
base orthogonal. Notons σ˜k la coordonne´e de ~σ = {σ1, . . . , σN} dans la direction du vecteur
propre de J associe´ a` la valeur propre λk. Le jeu d’e´quations de Langevin devient dans cette
base :
d
dt
σ˜k(t) = λkσ˜k(t)− z(t)σ˜k(t) + ξ˜k(t) . (3.8)
Comme le changement de base est orthogonal, ξ˜k(t) est encore un bruit blanc gaussien avec
les meˆmes cumulants que ξi(t), cf. (3.6). Chaque mode σ˜k ve´rifie donc inde´pendamment
l’e´quation correspondant au mouvement d’une particule dans le potentiel harmonique (−λk+
z(t))σ2. Les modes sont couple´es implicitement par le multiplicateur de Lagrange z(t).
Ces e´quations s’inte`grent sans difficulte´s en
σ˜k(t) = σ˜k(0)e
λkt−
∫
t
0
dt′z(t′) +
∫ t
0
dt′′ eλk(t−t
′′)−
∫
t
t′′
dt′z(t′)ξ˜k(t
′′) , (3.9)
l’instant initial ayant e´te´ fixe´ a` t = 0. Introduisant la notation Γ(t) = exp[2
∫ t
0
dt′z(t′)], on
peut mettre ce re´sultat sous la forme
σ˜k(t) =
1√
Γ(t)
[
σ˜k(0)e
λkt +
∫ t
0
dt′eλk(t−t
′)
√
Γ(t′)ξ˜k(t
′)
]
. (3.10)
Il ne reste plus qu’a` de´terminer le multiplicateur de Lagrange z(t), ou de manie`re e´quiva-
lente sa version inte´gre´e Γ(t) pour avoir une solution explicite de la dynamique du syste`me.
Exprimons donc la fonction de corre´lation
C(t1, t2) =
1
N
∑
i
〈σi(t1)σi(t2)〉 = 1
N
∑
k
〈σ˜k(t1)σ˜k(t2)〉 , (3.11)
ou` l’on a utilise´ l’orthogonalite´ de la matrice de passage pour e´tablir la deuxie`me e´galite´.
En supposant que la condition initiale est ale´atoire avec σ˜k(0) = ±11 , et en notant f(t) =
(1/N)
∑
k exp[2λkt], on obtient
C(t1, t2) =
1√
Γ(t1)Γ(t2)
[
f
(
t1 + t2
2
)
+ 2T
∫ min(t1,t2)
0
dt′ f
(
t1 + t2
2
− t′
)
Γ(t′)
]
. (3.12)
La condition de sphe´ricite´ s’e´crit alors C(t, t) = 1, soit
Γ(t) = f(t) + 2T
∫ t
0
dt′ f(t− t′)Γ(t′) , (3.13)
1On mode´lise donc une trempe instantane´ d’une tre`s haute tempe´rature vers la tempe´rature T du bain
exte´rieur.
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ce qui est une e´quation inte´grale de Volterra.
A partir de la solution explicite des e´quations du mouvement, on peut exprimer toutes
les quantite´s inte´ressantes en fonction de Γ et f . Par exemple la fonction de re´ponse a` un
champ exte´rieur et l’e´nergie s’e´crivent
R(t1; t2) =
√
Γ(t2)
Γ(t1)
f
(
t1 − t2
2
)
, (3.14)
e(t) =
T − z(t)
2
=
T
2
− 1
4
d
dt
ln Γ(t) . (3.15)
Notons que la condition de sphe´ricite´ n’est impose´e ici qu’en moyenne par rapport aux
histoires du bruit thermique et non pour chacune de ses re´alisations. C’est la version dite
® mean spherical ¯ du mode`le.
On peut conclure de ces ge´ne´ralite´s que tant la statique que la dynamique de ces mode`les
sphe´riques sont de´termine´es par la distribution de valeurs propres de la matrice d’interac-
tion. Dans le cas comple`tement connecte´, c’est-a`-dire la version sphe´rique du mode`le de
Sherrington-Kirkpatrick, la matrice d’interaction appartient a` l’ensemble gaussien orthog-
onal, pour lequel les valeurs propres sont distribue´s selon la loi du demi-cercle de Wigner.
Il est naturel de s’inte´resser aussi a` la version sphe´rique du mode`le de Viana-Bray, qui est
potentiellement un des plus simples mode`les dilue´s. D’apre`s ce que l’on vient de dire, il
convient donc de de´terminer la distribution des valeurs propres de la matrice d’interaction
de´finie sur le graphe ale´atoire poissonnien. Cet objectif est a` l’origine de la publication P2
que l’on va exposer dans la section suivante.
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3.2 Un proble`me de matrices ale´atoires
3.2.1 Introduction
Les matrices ale´atoires ont fait leur apparition en physique dans les anne´es 50 avec les
travaux de Wigner et Dyson sur les niveaux d’excitation des noyaux complexes. Elles ont
depuis envahies un tel nombre de domaines de la physique qu’il serait difficile de seulement les
mentionner tous. Citons simplement parmi les sujets connexes a` celui que l’on va de´velopper
ici le proble`me de la localisation d’Anderson dans les syste`mes de´sordonne´s [81, 82, 83]. Je
renvoie le lecteur inte´resse´ au livre classique de Mehta [84] et a` une collection de revues [85]
pour une discussion des de´veloppements re´cents du sujet.
Comme son nom l’indique, la the´orie des matrices ale´atoires consiste a` munir un ensemble
de matrices d’une loi de probabilite´. On cherche alors a` de´terminer les proprie´te´s statistiques
de certaines grandeurs, par exemple la densite´ moyenne de valeurs propres. Des quantite´s
plus fines sont aussi e´tudie´es, comme la distribution de la plus grande valeur propre, ou
encore la distribution des intervalles entre valeurs propres successives.
On va s’inte´resser ici a` un cas particulier, ou` les matrices J (de taille N × N) que
l’on e´tudie sont re´elles syme´triques (elles sont donc diagonalisables, avec N valeurs propres
re´elles). Les e´le´ments de matrice sont tire´es inde´pendamment avec la meˆme loi de probabilite´
(on distingue seulement les e´le´ments diagonaux des autres),
Prob(J) =
∏
i<j
P1(Jij)
∏
i
P2(Jii) . (3.16)
On notera dans cette partie [•] les moyennes sur l’ensemble de matrices. L’exemple le plus
connu dans cette famille est l’ensemble Gaussien Orthogonal, pour lequel P1 et P2 sont des
lois gaussiennes de moyenne nulle et de variance respectivement J20/N et 2J
2
0/N . J0 est une
grandeur finie, la de´pendance en N de ces variances est choisie de manie`re a` ce que le spectre
des valeurs propres soit borne´ dans la limite thermodynamique. Une forme e´quivalente pour
la loi de probabilite´ de la matrice est alors
Prob(J) = exp
(
− N
4J20
Tr(J2)
)
, (3.17)
a` une constante de normalisation pre`s.
Les conside´rations ge´ne´rales sur le mode`le sphe´rique incitent a` s’inte´resser aux spectres
de ces matrices. Si l’on note λk les valeurs propres pour une re´alisation donne´e de la matrice
J , on de´finit la densite´ de valeurs propres comme
ρJ(λ) =
1
N
N∑
k=1
δ(λ− λk) . (3.18)
Sa valeur moyenne sur l’ensemble de matrices sera note´e ρ(λ) = [ρJ(λ)]. Dans le cas de
l’ensemble Gaussien Orthogonal, il est bien connu que ρ(λ) tend dans la limite thermody-
namique vers la loi du demi-cercle de Wigner. Une de´monstration heuristique par la me´thode
des re´pliques est donne´e dans [86], et l’on retrouvera ce re´sultat comme cas particulier dans
la suite de ce chapitre. Pour une preuve rigoureuse et des re´sultats plus forts sur le type de
convergence on pourra consulter [80].
Notons que d’autres mode`les de matrice, notamment dans le cadre de la gravitation
bidimensionnelle [87], utilisent des lois de probabilite´ de la forme :
Prob(J) = N exp
(
− 1
N
Tr V (J)
)
, (3.19)
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Fig. 3.1 – Deux exemples de composantes connexes : line´aire (n = 4) et en e´toile (k = 8).
avec V un polynoˆme quelconque. Quand V a des termes d’ordre supe´rieur a` 2, les e´le´ments
de matrice ne sont pas inde´pendants ; ces mode`les sortent donc du cadre de l’e´tude pre´sente´e
ici.
3.2.2 Matrices dilue´es
Le graphe ale´atoire poissonien d’Erdo¨s-Re´nyi conduit naturellement a` la de´finition d’un
ensemble de matrices ale´atoires dilue´es. Pour cela, il suffit de prendre Jij = 0 si le lien entre
les sommets i et j est absent du graphe, et de tirer la valeur de Jij avec une loi de probabilite´
π si i et j sont des sommets adjacents. On peut aussi poser Jii = 0 car on conside`re qu’il
n’y a pas de liens entre un sommet et lui-meˆme. En appelant p la connectivite´ moyenne du
graphe, on a avec les notations de la section pre´ce´dente
P1(Jij) =
(
1− p
N
)
δ(Jij) +
p
N
π(Jij) , P2(Jij) = δ(Jij) , (3.20)
ou` π ne contient pas de delta de Dirac en 0 (cela revient sinon a` modifier la de´finition de
p). Si π(Jij) = δ(Jij − 1), autrement dit si les e´le´ments non nuls de la matrice sont e´gaux
a` 1, on a construit la matrice d’adjacence du graphe. Dans la suite on va supposer plus
ge´ne´ralement que
π(Jij) = a δ(Jij − J0) + (1− a)δ(Jij + J0) . (3.21)
Commenc¸ons par quelques remarques simples a` la lumie`re de la discussion sur la ge´ome´trie
du graphe ale´atoire pre´sente´e au chapitre 2. Si l’on renomme les sommets de fac¸on a` les re-
grouper selon leur appartenance aux diffe´rentes composantes connexes du graphe, il est clair
que la matrice va se de´composer sous une forme bloc-diagonale, avec un bloc pour chacune
des composantes connexes. La de´termination des valeurs propres de la matrice peut donc
se faire inde´pendamment pour chacune des composantes du graphe, et la densite´ de valeurs
propres est une fonction additive par rapport a` la de´composition en clusters.
On a vu que pour p < 1, c’est-a`-dire en dessous du seuil de percolation, une fraction qui
tend vers 1 dans la limite thermodynamique de sites sont dans des composantes connexes de
taille finie, sans boucles. Conside´rons deux types d’arbre pour lesquels on peut facilement
de´terminer les valeurs propres de la matrice qui leur est associe´e.
Prenons d’abord un graphe line´aire de n sites (partie de gauche de la figure 3.1). La
matrice correspondante est tridiagonale et ses n valeurs propres se calculent facilement,
λm = 2J0 cos
(
mπ
n+ 1
)
, m ∈ [1, n] , (3.22)
qui sont borne´es sur ]− 2J0, 2J0[ quelque soit la valeur de n.
Si l’on conside`re au contraire un graphe ® en e´toile ¯ ou` un site central est relie´ a` k voisins
(partie de droite de la figure 3.1), la matrice associe´e posse`de k − 1 valeurs propres nulles,
et deux valeurs propres en ±J0
√
k.
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En choisissant un site racine au sein d’un arbre, que l’on de´compose en plusieurs branches
partant de cette racine, on peut assez facilement obtenir des relations de re´currence entre les
polynoˆmes caracte´ristiques des matrices correspondantes. Cette me´thode, explique´e dans la
publication P2, permet notamment de montrer que le spectre de tout arbre est invariant si
l’on change les signes des e´le´ments non nuls de la matrice correspondante. L’inde´pendance
vis-a`-vis du parame`tre a de la densite´ moyenne de valeurs propres est donc prouve´, dans
la limite thermodynamique, pour p < 1. Golinelli [88] a mis a` profit ces re´currences pour
calculer le spectre des arbres forme´s d’un squelette line´aire de n sites, sur chacun desquels
on greffe un bouquet de k feuilles. En conside´rant toutes les valeurs possibles de n et k, il
a ainsi montre´ que l’ensemble des valeurs propres associe´es aux arbres de taille finie e´tait
dense dans l’ensemble des re´els.
Tirons les conse´quences de ces remarques :
– Pour p < 1, tous les vecteurs propres sont localise´s sur des composantes connexes de
taille finie.
– Un graphe poissonien comporte un nombre extensif de clusters en e´toiles, pour toutes
les connectivite´s du site central k. La densite´ de valeurs propres comporte donc des
pics a` toutes les valeurs ±J0
√
k, elle est donc non borne´e. Ceci reste d’ailleurs vrai
pour toute valeur de p : il y a toujours un nombre extensifs de ces clusters, que p soit
plus grand ou plus petit que le seuil de percolation.
– Le re´sultat de Golinelli implique de plus que la densite´ de valeurs propres est forme´e
d’une somme dense de pics de Dirac.
Quand la connectivite´ moyenne p diverge, si l’on re´e´chelle correctement l’amplitude J0,
on doit retrouver l’ensemble gaussien orthogonal (on rendra cette remarque plus pre´cise dans
la section suivante). Pour ce dernier, le comportement du spectre est tre`s diffe´rent, et en
particulier tous les vecteurs propres sont e´tendus. On s’attend donc a` voir une transition de
de´localisation d’une partie du spectre pour une valeur pq > 1 (cette transition de de´locali-
sation a e´te´ estime´e nume´riquement a` pq ≈ 1.4 dans [89]). Le fait que les vecteurs propres
soient localise´s ou e´tendus ne se traduit pas directement dans le caracte`re continu ou discret
de la densite´ de valeurs propres, mais dans des quantite´s plus fines comme les corre´lations
entre valeurs propres successives, ou les produits de fonctions de Green.
Dans la section suivante on pre´sente les re´sultats d’une investigation de la limite p ≫ 1
(mais fini par rapport a` N). Ce proble`me a e´te´ e´tudie´ a` plusieurs reprises [90, 91, 92, 93],
on l’a reconside´re´ dans la publication P2 a` l’aide d’une me´thode de´veloppe´e par Biroli et
Monasson [59].
3.2.3 Me´thode des re´pliques
En utilisant l’identite´
δ(x) = − 1
π
Im
1
x+ iǫ
, (3.23)
ou` ǫ est positif et infinite´simal, on peut mettre la densite´ de valeurs propres d’une matrice
J sous la forme
ρJ(µ) =
1
Nπ
ImTr
(
(J − µI)−1) , (3.24)
avec I la matrice identite´ N×N . Il est sous-entendu a` partir de maintenant que µ a une partie
imaginaire infinite´simale positive. Les proprie´te´s des inte´grales gaussiennes permettent de
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reformuler cette expression comme un proble`me de me´canique statistique,
ZJ(µ) =
∫ N∏
i=1
dφi exp

 iµ
2
∑
i
φ2i −
i
2
∑
i,j
Jijφiφj

 , (3.25)
ρJ(µ) =
2
Nπ
Im
∂
∂µ
lnZJ(µ) . (3.26)
La convergence de l’inte´grale gaussienne est assure´e par le choix des exposants complexes
graˆce a` la partie imaginaire de µ. Afin d’obtenir la densite´ moyenne de valeurs propres, il
faut donc calculer [lnZJ(µ)], en moyennant sur les ® variables gele´es ¯ Jij . Le calcul direct
de la moyenne d’un logarithme e´tant difficile, on utilise la me´thode des re´pliques qui repose
sur l’identite´
[lnZ] = lim
n→0
1
n
ln[Zn] . (3.27)
Le passage a` la limite des valeurs de n entie`res vers 0 peut dans certains cas ne´cessiter la prise
en compte d’effets subtils de brisure de syme´trie des re´pliques. L’exemple le plus fameux est
donne´ par la phase de basse tempe´rature du mode`le de Sherrington-Kirkpatrick. Dans le cas
pre´sent du calcul d’une densite´ de valeurs propres de tels effets ne sont pas attendus [90, 92]
(il faudrait par contre briser la syme´trie des re´pliques pour calculer les corre´lations entre
valeurs propres, cf. [94]).
Zn va s’exprimer comme l’inte´grale sur des champ ® re´plique´s ¯ n fois, que l’on notera
~φi. La moyenne sur l’ensemble des matrices fait apparaˆıtre un couplage entre les diffe´rentes
re´pliques. Dans le cadre des syste`mes dilue´s, le parame`tre d’ordre global qui s’est ave´re´ utile
est la fraction des sites portant un champ donne´ [32] ,
c(~φ) =
1
N
∑
i
δ(~φi − ~φ) . (3.28)
On va faire le calcul avec une loi de probabilite´ des e´le´ments de matrice P1 quelconque. Cela
permettra de retrouver la loi du demi-cercle dans le cas de l’ensemble gaussien orthogonal
et de de´montrer son ® universalite´ ¯ avant de traiter le cas dilue´. On doit calculer
[Z(µ)n] =
∫
d~φiDc(~φ) δ
(
Nc(~φ)−
∑
i
δ(~φ − ~φi)
)
e
iµ
2
∑
i
~φ2i
[
e−
i
2
∑
ij Jij
~φi·~φj
]
. (3.29)
L’inte´gration sur c et le δ doivent eˆtre compris ici dans un sens fonctionnel : l’e´galite´ (3.28)
est impose´e pour toutes les valeurs du champ ~φ. Comme les e´le´ments de matrice pour i < j
sont inde´pendants, la moyenne sur l’ensemble des matrices se factorise en un produit sur
toutes les paires de sites. En de´finissant
g(x) = N ln
(∫
dJ P1(J)e
−iJx
)
(3.30)
il vient
[Z(µ)n] =
∫
d~φiDc(~φ) δ
(
Nc(~φ)−
∑
i
δ(~φ − ~φi)
)
(3.31)
exp
[
N
(
iµ
2
∫
d~φ c(~φ)~φ2 +
1
2
∫
d~φ d~ψ c(~φ)c(~ψ)g(~φ · ~ψ)
)]
.
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Il reste a` effectuer l’inte´grale sur les champs initiaux ~φi, ce qui va faire apparaˆıtre un terme
entropique due a` la multiplicite´ des configurations des variables ~φi qui conduisent au meˆme
c(~φ). Une fac¸on de faire ce calcul consiste a` introduire une fonctionnelle conjugue´e cˆ(~φ) pour
exponentier la contrainte, puis effectuer l’inte´grale sur les champs ~φi, et finalement celle sur
cˆ avec la me´thode du col :∫
d~φiDcˆ(~φ) exp
[∫
d~φ cˆ(~φ)
(
Nc(~φ)−
∑
i
δ(φ − φi)
)]
=
∫
Dcˆ(~φ) exp
[
N
(∫
d~φ cˆ(~φ)c(~φ) + ln
(∫
d~φ e−cˆ(
~φ)
))]
. (3.32)
L’e´quation de col pour cette dernie`re inte´grale s’e´crit
c(~φ) = e−cˆ(
~φ)
(∫
d~ψ e−cˆ(
~ψ)
)−1
. (3.33)
En inse´rant ce re´sultat dans (3.31), on obtient finalement
[Z(µ)n] =
∫
Dc(~φ) exp[NS(c)] , (3.34)
S(c) = −
∫
d~φ c(~φ) ln c(~φ) +
iµ
2
∫
d~φ ~φ2c(~φ) +
1
2
∫
d~φ d~ψ c(~φ)c(~ψ)g(~φ · ~ψ) ,
ou` l’on reconnaˆıt le terme entropique en c ln c. Cette inte´grale fonctionnelle, dont le domaine
d’inte´gration doit eˆtre restreint aux c(~φ) normalise´es, peut se calculer par la me´thode du col
dans la limite thermodynamique. Le col c∗ est solution de
c∗(~φ) = N exp
[
iµ
2
~φ2 +
∫
d~ψ c∗(~ψ)g(~φ · ~ψ)
]
. (3.35)
Une fois cette e´quation re´solue, la densite´ moyenne de valeurs propres de´coule de (3.26) et
(3.27) :
ρ(µ) = lim
n→0
1
nπ
Re
∫
d~φ c∗(~φ)~φ
2 . (3.36)
L’ensemble gaussien orthogonal et son universalite´
La de´marche pre´sente´e jusqu’ici est valable quelque soit l’ensemble de matrices utilise´,
les diffe´rents ensembles conduisant a` diffe´rentes formes de la fonction g(x). Commenc¸ons
par traiter le cas de l’ensemble gaussien orthogonal, pour lequel les e´le´ments de matrice sont
tire´es avec une loi gaussienne de moyenne nulle et de variance [J2ij ] = J
2
0/N . On trouve alors
que g est quadratique, g(x) = −J20x2/2. La solution de l’e´quation de col (3.35) est obtenue
avec un c∗ gaussien,
c∗(~φ) = (2iπσ(µ))
−n/2e−
1
2
~φ2
iσ(µ) , (3.37)
dont la variance σ(µ) est solution de l’e´quation du deuxie`me ordre :
J20σ
2 − µσ + 1 = 0 . (3.38)
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La densite´ de valeurs propres est alors donne´e par ρ(µ) = −(1/π)Imσ(µ). En re´solvant
l’e´quation sur σ, on trouve le re´sultat attendu : pour µ a` l’exte´rieur de [−2J0, 2J0] σ est re´el
et donc ρ est nul. Sur cet intervalle les valeurs propres sont par contre distribue´es selon la
loi du demi-cercle,
ρ(µ) =
1
2πJ20
√
4J20 − µ2 . (3.39)
Discutons la ge´ne´ralite´ de ce re´sultat (l’argumentation est adapte´e de [92]). Il est clair
que de`s que g(x) est quadratique, on obtient une telle densite´ d’e´tats. De plus, si l’on veut
que le spectre soit inde´pendant de N dans la limite N →∞, il faut que g(x) soit d’ordre 1
dans cette limite. D’apre`s la de´finition (3.30), si P1(J) ne contient pas de delta en 0, il faut
que la distribution soit supporte´ par les J d’ordre N−1/2 pour que g soit d’ordre 1, et alors
elle est force´ment quadratique. Dans ce cas on avait tous les e´le´ments de la matrice non-
nuls, et d’ordre N−1/2. On peut essayer de ® diluer ¯ la matrice, c’est-a`-dire de ne prendre en
moyenne que O(N1−α) termes non nuls par ligne, avec α ∈ [0, 1]. Plus pre´cise´ment, posons
P1(J) =
(
1− p
Nα
)
δ(J) +
p
Nα
π(J) , (3.40)
avec π une loi de probabilite´ paire, sans Dirac en 0. Si α < 1, il faut que π soit significative
pour des J d’ordre N (α−1)/2, toujours pour avoir g d’ordre 1, et dans ce cas-la` a` nouveau
seul le terme quadratique de g survit dans la limite thermodynamique.
Il ne reste en fait que le cas α = 1 pour e´chapper a` la loi du demi-cercle. En effet, π est
alors supporte´ par les J d’ordre 1, et donc g peut eˆtre quelconque. Dans la situation α = 1, le
graphe associe´ aux e´le´ments de matrice non nuls est pre´cise´ment un graphe ale´atoire d’Erdo¨s
et Re´nyi, auquel on va s’inte´resser dans la suite de cette partie. On suivra la me´thode dite
d’approximation a` un seul de´faut, introduite par Biroli et Monasson [59].
Notons avant cela que l’on a suppose´ que la loi de probabilite´ des Jij e´tait paire. Si ce
n’est pas le cas, g(x) posse`de un terme line´aire, ce qui peut entraˆıner l’apparition d’une valeur
propre isole´e [86]. Enfin, le raisonnement ci-dessus est pris en de´faut quand les e´le´ments de
matrice sont distribue´es avec une loi qui ne de´croˆıt qu’alge´briquement a` l’infini : c’est le cas
des matrices de Le´vy qui ont e´te´ e´tudie´es par Cizeau et Bouchaud [95]. L’argument fait ici
supposait que la variance des Jij e´tait bien de´finie, hypothe`se viole´e par les lois larges de
Le´vy.
L’approximation du milieu effectif (EMA)
On reprend a` partir de maintenant la forme (3.20), avec π(Jij) = aδ(Jij − J0) + (1 −
a)δ(Jij + J0), ce qui conduit a`
g(x) = −p+ p (ae−iJ0x + (1− a)eiJ0x) . (3.41)
Dans ce cas on ne peut pas avoir une re´solution analytique exacte de l’e´quation (3.35). On
peut cependant, inspire´ par la re´solution du cas comple`tement connecte´, faire un ansatz
gaussien pour c(~φ), en utilisant la forme (3.37). On cherche donc un point col dans le sous-
ensemble des parame`tres d’ordre de cette forme. Si l’on inse`re cet ansatz gaussien dans
l’expression de l’action (3.34), on obtient une expression qui n’est plus fonction que du
parame`tre variationnel σ
S(σ) ∼n→0 n
2
[
1 + ln(2iπσ)− µσ − p ln(1− J20σ2)
]
. (3.42)
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Fig. 3.2 – Les pre´dictions de l’approximation du milieu effectif, et de l’approximation a` un
seul de´faut pour p = 10. La loi du demi-cercle de meˆme largeur est la` a` titre de comparaison.
Remarquons que cette expression est inde´pendante du parame`tre de biais a.
L’extremum de l’action dans le sous-espace correspondant a` cet ansatz est atteint quand
σ ve´rifie l’e´quation cubique suivante :
σ3 +
p− 1
µ
σ2 − 1
J20
σ +
1
µJ20
= 0 . (3.43)
On peut ve´rifier que dans la limite p → ∞ avec J0 ∼ p−1/2 on retrouve l’e´quation quadra-
tique de l’ensemble gaussien orthogonal. Pour p fini on peut re´soudre cette e´quation cubique,
et trouver une valeur λc(p) qui se´pare deux re´gimes :
– a` l’exte´rieur de l’intervalle [−λc, λc], σ est re´elle, et donc la densite´ de valeurs propres
s’annule.
– a` l’inte´rieur de cet intervalle σ a une partie imaginaire non nulle, on a donc une densite´
de valeurs propres ρ positive, qui s’annule a` λc comme une racine carre´e.
L’expression de λc et de ρ n’e´tant pas particulie`rement e´clairantes, je ne les reproduit
pas ici. L’allure de la densite´ d’e´tats ainsi pre´dites est repre´sente´e sur la figure 3.2.
L’ansatz gaussien pour c n’est pas justifie´ par un argument variationnel au sens strict :
on n’a pas une borne sur l’action S(c) qui justifierait de chercher un extremum sur un sous-
ensemble de l’espace des parame`tres d’ordre. La justification tient plutoˆt dans la co¨ıncidence
avec le re´sultat correct (loi du demi-cercle) dans la limite ou` p diverge.
Notons finalement que ce re´sultat est clairement en de´saccord avec les remarques qualita-
tives de la section pre´ce´dente : le spectre est borne´ sur [−λc, λc], alors que l’on avait montre´
qu’il devait s’e´tendre sur tout l’axe re´el. Cette diffe´rence s’explique simplement : les tre`s
grandes valeurs propres sont dues aux sites avec une grande connectivite´. Or l’approxima-
tion du milieu effectif consiste justement a` traiter tous les sites sur le meˆme pied, et donc a`
ne´gliger les fluctuations de la connectivite´.
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L’approximation a` un seul de´faut (SDA)
On peut aller au-dela` de l’approximation du milieu effectif, avec l’objectif de gommer la
contradiction que l’on vient de mentionner.
L’ide´e consiste a` se servir de l’expression gaussienne pour c(~φ) obtenue avec l’EMA
comme le point de de´part d’une se´rie d’ite´rations qui devraient conduire a` des ame´liorations
successives de la pre´diction pour ρ(µ). Reformulons l’e´quation du point col (3.35) sous la
forme
c(~φ) = N e iµ2 ~φ2
∞∑
k=0
e−ppk
k!
[∫
d~ψ c(~φ)
(
a e−iJ0
~φ·~ψ + (1 − a)eiJ0~φ·~ψ
)]k
, (3.44)
ou` N est un facteur de normalisation. On injecte alors la forme gaussienne approche´e de c
dans le membre de droite, et le membre de gauche en fournit une nouvelle forme, que l’on
espe`re meilleure. On peut penser qu’en re´pe´tant ces ite´rations un certain nombre de fois, on
va se rapprocher du vrai point col.
Conside´rons le re´sultat de la premie`re ite´ration. On obtient pour c(~φ) une somme de
gaussiennes, qui conduisent a` l’expression de la densite´ de valeurs propres :
ρ(µ) = − 1
π
∞∑
k=0
e−ppk
k!
Im
1
µ− kJ20σ(µ)
, (3.45)
ou` σ(µ) est la solution de l’e´quation cubique obtenue dans l’approximation du milieu effectif.
L’interpre´tation de cette e´quation est la suivante : un site donne´ a connectivite´ k avec
une loi poissonnienne de parame`tre p, et ses k voisins sont de´crits de manie`re approche´e par
l’interme´diaire du σ calcule´ pre´ce´demment dans l’approximation gaussienne. Ceci explique
le nom d’approximation a` un seul de´faut, on traite exactement un site (de´faut) au milieu
d’un re´seau homoge`ne effectif. A nouveau le parame`tre de biais a a disparu de l’expression
des grandeurs physiques.
Dans la zone [−λc, λc] ou` l’approximation gaussienne pre´disait une densite´ d’e´tats non
nulle, σ e´tait de´ja` imaginaire, la nouvelle expression (3.45) modifie un peu la forme de ρ (cf.
figure 3.2).
Une grande diffe´rence entre les deux niveaux d’approximations apparaˆıt dans la zone
|µ| > λc : alors que l’EMA pre´disait une densite´ d’e´tats nulle, ici on a une se´rie de pics de
Dirac quand le de´nominateur de (3.45) s’annule (rappelons que µ a une partie imaginaire
infinite´simale). Leur position est donc ±µk, et leur poids wk, avec
σ(µk) =
µk
kJ20
, wk =
e−ppk
k!
1
1− kJ20σ′(µk)
. (3.46)
On peut en particulier s’inte´resser au re´gime asymptotique |µ| → ∞. Il est facile de montrer
a` partir de (3.43) que dans cette limite σ(µ) ∼ µ−1. On trouve donc que les pics sont situe´s
asymptotiquement en ±J0
√
k, avec un poids donne´ par la moitie´ (a` cause des deux signes
possibles) de la loi de Poisson de parame`tre p. En remarquant que
√
k−√k − 1→ 0 quand
k →∞, on peut formuler une approximation continue pour la densite´ d’e´tats dans ce re´gime,
ρ(J0
√
k)× J0(
√
k −√k − 1) ∼ 1
2
e−ppk
k!
, (3.47)
soit en utilisant la formule de Stirling et en changeant de variables
ρ(µ) ∼ 1
J0
√
2π
exp
[
−p− µ
2
J20
ln
(
µ2
J20 ep
)]
. (3.48)
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Fig. 3.3 – L’approximation a` un seul de´faut est compare´e aux re´sultats de diagonalisation
nume´rique pour des matrices de taille N = 2000. Les courbes sont quasiment superpose´es
dans toute la partie centrale. L’inset montre les de´viations au voisinage de λc.
Cette expression avait e´te´ obtenue par Rodgers et Bray [90] apre`s un traitement assez subtil
d’une e´quation inte´grale, inspire´ par un travail de Kim et Harris [96]. Ce re´sultat prend
ici un sens ge´ome´trique tre`s simple : les sites dont la connectivite´ k est tre`s supe´rieure a`
la connectivite´ moyenne p portent des vecteurs propres fortement localise´s sur eux, qu’ils
soient strictement isole´s du reste du graphe comme dans un cluster en e´toile, ou que leur
environnement soit remplace´ par un milieu effectif comme l’on vient de le faire.
La figure 3.3 pre´sente les re´sultats d’une e´tude nume´rique, ou` l’on a diagonalise´ des
matrices tire´es ale´atoirement avec la loi de probabilite´ e´tudie´e ici. L’accord avec l’approxi-
mation a` un seul de´faut est tre`s bon dans la partie centrale du spectre. On constate aussi
qu’il y a une queue s’e´tendant au dela` de λc. Cependant le calcul SDA n’est pas capable
de pre´dire quantitativement la densite´ de valeurs propres au voisinage de λc, il faudrait
pour cela eˆtre capable d’aller aux niveaux supe´rieurs d’ite´rations dans ce sche´ma d’approx-
imation. L’expression (3.48) n’est en effet valable que dans la limite |µ| → ∞. Or le poids
dans ces queues, dues a` des e´ve`nements rares (grandes fluctuations dans la connectivite´)
est tre`s faible, et donc quasiment impossible a` observer dans ces simulations nume´riques ou`
l’on ge´ne`re seulement des graphes typiques. Une possibilite´ pour explorer nume´riquement ce
re´gime de grande de´viation [97] consisterait a` biaiser la ge´ne´ration des graphes en faveur de
ceux qui pre´sentent des grandes valeurs propres, une me´thode de´ja` utilise´e dans un cadre
un peu diffe´rent [98].
3.2.4 Perspectives
Plusieurs questions restent ouvertes sur ce proble`me du spectre des matrices d’adjacence
de graphes ale´atoires d’Erdo¨s-Re´nyi. La premie`re concerne la validite´ des re´sultats obtenus
ici par une me´thode ite´rative dont on ne controˆle pas explicitement la convergence vers la
vraie solution. Comme on l’a vu, dans la limite de grande connectivite´ moyenne p, le premier
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niveau d’approximation est correct : l’approximation du milieu effectif redonne en effet la loi
du demi-cercle dans cette limite. A p fini, le de´veloppement asymptotique pour les grandes
valeurs propres (3.48) est aussi suˆrement correct. La co¨ıncidence avec le re´sultat obtenu par
Rodgers et Bray [90] a` l’aide d’une me´thode un peu diffe´rente est rassurante de ce point de
vue, ainsi que la simplicite´ de l’argument ge´ome´trique dont il provient. Les vecteurs propres
correspondants e´tant tre`s fortement localise´s autour de sites particulie`rement connecte´s, ils
sont asymptotiquement insensibles a` leur environnement. Bauer et Golinelli [93] ont e´tablis
des relations de re´currence sur les moments de la densite´ d’e´tats de ces matrices, il serait peut-
eˆtre possible d’en tirer une autre preuve du de´veloppement asymptotique (3.48). Signalons au
passage que leurs re´sultats justifient l’inde´pendance par rapport au biais a que l’on a constate´
ici ordre par ordre dans la re´solution ite´rative. En effet, le calcul d’un moment d’ordre fini ne
de´pend que de l’environnement a` distance finie d’un site. Dans la limite thermodynamique les
graphes ale´atoires e´tant localement des arbres, le signe des interactions n’est pas pertinent.
Dans une perspective plus rigoureuse, il serait aussi inte´ressant de connaˆıtre la nature
du spectre a` une e´chelle plus fine. Comme on l’a discute´ dans la partie 3.2.2, la densite´ de
valeurs propres comporte une infinite´ de pics de Dirac a` toutes les positions correspondant
aux valeurs propres d’arbres de taille finie, c’est-a`-dire un ensemble qui est dense dans les
re´els [88]. Les vecteurs propres correspondants sont fortement localise´s sur un nombre fini
de sites. Apparaissent aussi, pour une valeur de p suffisamment grande, des vecteurs propres
e´tendus sur l’amas infini de percolation. Le seuil λc calcule´ ici est une estimation approche´e
d’un seuil de mobilite´ se´parant une re´gion |µ| < λc ou` coexistent des vecteurs propres
localise´s et e´tendus d’une re´gion exte´rieure ou` tous les vecteurs propres sont localise´s. A ma
connaissance le seul re´sultat analytique sur ce proble`me [99] concerne le comportement de la
valeur propre nulle de la matrice d’adjacence, qui pre´sente un phe´nome`ne de de´localisation
et de relocalisation a` deux valeurs de p.
La me´thode ite´rative utilise´e ici a e´te´ introduite par Biroli et Monasson [59] pour l’e´-
tude des matrices dites Laplaciennes : les e´le´ments diagonaux de ces matrices sont ajuste´s
en fonctions des e´le´ments hors-diagonale, de manie`re telle que la somme des e´le´ments sur
une ligne s’annule. Ce proble`me a e´te´ aussi e´tudie´ dans [100, 101]. Des matrices similaires
apparaissent aussi dans l’e´tude des matrices ale´atoires euclidiennes [102], en rapport avec
l’e´tude des modes instantane´s de vibration dans les liquides surfondus [103]. Dans ce dernier
article notamment une re´solution nume´rique d’une e´quation de col proche de celle rencontre´e
ici e´tait propose´e. Signalons finalement que le spectre de matrice d’adjacence des graphes
® scale-free ¯ a e´te´ l’objet de travaux nume´riques et analytiques [104, 105, 106].
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3.3 Conse´quences sur le mode`le sphe´rique
3.3.1 Rappels sur le cas comple`tement connecte´
Afin de faciliter l’exposition des re´sultats dans le cas dilue´, je vais commencer par rappeler
brie`vement le comportement du mode`le sphe´rique dans le cas ou` la matrice d’interaction
appartient a` l’ensemble gaussien orthogonal. La partie statique a e´te´ traite´e dans [107] et
celle dynamique dans [108, 109, 110], pour une approche mathe´matiquement rigoureuse on
pourra se reporter a` [111].
En rede´finissant l’e´chelle de tempe´rature, on se rame`ne a` une densite´ de valeurs propres
distribue´es selon la loi du demi-cercle sur [−2, 2],
ρ(µ) =
1
2π
√
4− µ2 . (3.49)
La fonction de partition du mode`le est obtenue dans la limite thermodynamique en e´valu-
ant l’inte´grale (3.4) par la me´thode du col. Les sommes sur les valeurs propres sont alors
remplace´es par des inte´grales,
1
N
∑
k
F (λk)→
∫
dµ ρ(µ)F (µ) . (3.50)
Le col z∗ de l’inte´grale (3.4) ve´rifie l’e´quation suivante :
1 =
∫
dµ ρ(µ)
1
2z∗ − βµ . (3.51)
On doit par ailleurs imposer z∗ > β pour que l’inte´grale gaussienne initiale (cf. (3.3)) soit
convergente.
A haute tempe´rature l’e´quation de col a une solution qui ve´rifie cette condition : z∗ =
(1+β2)/2. Quand on re´duit la tempe´rature le point col se rapproche du point de branchement
de l’inte´grale en z = β, qui est atteint pour βc = 1. A des tempe´ratures plus basses que cette
tempe´rature critique, l’inte´grale sur z est domine´ par le voisinage du point de branchement,
le chemin d’inte´gration reste ® colle´ ¯ a` la coupure. De plus, cette transition de phase se
traduit par une ® condensation ¯ un peu similaire a` la transition de Bose-Einstein pour un
syste`me de bosons. En effet, la projection de la configuration des spins σi sur le vecteur
propre de plus grande valeur propre devient d’ordre
√
N a` basse tempe´rature. Le pre´facteur,
qui mesure le taux de condensation sur ce vecteur propre, croˆıt continuˆment et line´airement
de 0 a` la tempe´rature critique jusqu’a` atteindre 1 a` tempe´rature nulle. L’e´quilibre a` basse
tempe´rature correspond donc a` une condensation macroscopique sur le mode de plus grande
valeur propre.
La dynamique de ce mode`le pre´sente une transition de phase a` la meˆme tempe´rature2.
Comme on l’a vu dans la partie ge´ne´rale 3.1.2, la premie`re quantite´ a` calculer pour de´terminer
les proprie´te´s dynamiques est la fonction f(t) =
∫
dµ ρ(µ)e2µt. Dans le cas d’un densite´ de
valeurs propres en demi-cercle cette inte´grale est une repre´sentation d’une fonction de Bessel ;
le point le plus important pour la suite est son comportement asymptotique,
f(t) ∼ 1
4
√
2π
e4t
t3/2
. (3.52)
2La co¨ıncidence des tempe´ratures de transition statique et dynamique est une particularite´ de ce mode`le
ou` les interactions se font entre paires de spins : les mode`les p-spin avec p ≥ 3 ont deux tempe´ratures critiques
diffe´rentes.
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On peut le de´terminer sans utiliser les proprie´te´s des fonctions de Bessel : l’inte´grale de´finis-
sant f(t) est domine´ par le voisinage de µ = 2. Le comportement exponentiel e4t est duˆ a`
l’annulation de ρ pour µ > 2, et l’exposant de la correction alge´brique vient de son annula-
tion en racine carre´e. Une fois f(t) de´termine´e, il convient de re´soudre l’e´quation inte´grale
(3.13) sur Γ(t). On peut le faire ici en introduisant les transforme´es de Laplace f˜ et Γ˜,
f˜(s) =
∫ ∞
0
dt f(t)e−st , Γ˜(s) =
∫ ∞
0
dtΓ(t)e−st . (3.53)
L’e´quation de Volterra prend une forme assez simple en terme de ces transforme´es,
Γ˜(s) = f˜(s) + 2T f˜(s)Γ˜(s) . (3.54)
Dynamique a` haute tempe´rature
Etudions d’abord la situation a` haute tempe´rature (T > 1). On trouve alors que Γ˜(s) a
un poˆle en s∗ = 2(T + T
−1) > 4 et une coupure sur [−4, 4]. Le comportement de Γ(t) aux
temps longs est controˆle´ par la singularite´ de sa transforme´e de Laplace qui a la plus grande
partie re´elle. C’est donc le poˆle qui est pertinent ici, et on a Γ(t) ∼ exp[s∗t] a` un pre´facteur
constant pre`s. On ve´rifie alors aise´ment a` partir des e´quations (3.12), (3.14) et (3.15) que :
– L’e´nergie relaxe exponentiellement vite vers sa valeur d’e´quilibre.
– Les fonctions de corre´lation et de re´ponse sont stationnaires (apre`s un bref re´gime
transitoire) : C(t1 + τ, t1) = Ceq(τ) et R(t1 + τ ; t1) = Req(τ).
– Elles sont relie´es par le the´ore`me de fluctuation-dissipation,
Req(τ) = − 1
T
C′eq(τ) . (3.55)
On a donc a` haute tempe´rature toutes les caracte´ristiques d’une dynamique d’e´quilibre.
Dynamique a` basse tempe´rature
A la tempe´rature de transition le poˆle de Γ˜(s) rejoint le bord de la coupure, et cette
dernie`re controˆle le comportement asymptotique de Γ(t). Celui-ci prend donc la forme d’une
exponentielle modifie´e par un pre´facteur alge´brique, Γ(t) ∼ exp[4t]/t3/2, a` une constante
multiplicative pre`s.
Ce nouveau comportement pour Γ va se traduire par une dynamique hors d’e´quilibre3,
que l’on peut mettre en e´vidence par diffe´rentes observations :
– La de´croissance de l’e´nergie vers sa valeur d’e´quilibre se fait avec une loi de puissance,
et non plus exponentiellement comme a` haute tempe´rature. On ne peut donc plus
de´finir de temps caracte´ristique de relaxation.
– Les fonctions de corre´lation et de re´ponse a` deux temps pre´sentent le phe´nome`ne de
vieillissement : meˆme dans la limite des temps longs, elles de´pendent explicitement
des deux temps, et non de la diffe´rence entre les deux comme pour une dynamique
d’e´quilibre. Plus pre´cise´ment, si l’on conside`re t1 ≫ 1 et t2 = t1+ τ , on a deux re´gimes
diffe´rents selon la valeur de τ .
3Soulignons ici que la limite thermodynamique N → ∞ est prise avant la limite des temps longs. Dans
le cas d’un syste`me fini e´voluant selon des e´quations de Langevin on tend asymptotiquement vers l’e´quilibre
thermodynamique.
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Si τ ≪ t1, les fonctions sont quasi-stationnaires, C(t1+ τ, t1) ≈ Cst(τ), R(t1+ τ ; t1) ≈
Rst(τ), avec Cst et Rst relie´es par le the´ore`me de fluctuation-dissipation.
Par contre quand la se´paration des temps τ est du meˆme ordre que le temps d’at-
tente t1 depuis la pre´paration du syste`me, les corre´lations et re´ponses de´pendent des
deux temps par l’interme´diaire du ratio t1/t2 : C(t2, t1) ≈ Cslow(t2/t1) et R(t2; t1) ≈
t
−3/2
1 Rslow(t2/t1). L’® aˆge ¯ t1 du syste`me fixe donc, dans ce re´gime, l’e´chelle de temps
sur laquelle le syste`me relaxe. Les fonctions Cslow et Gslow sont relie´es par une modi-
fication du the´ore`me de fluctuation-dissipation ou` apparaˆıt une tempe´rature effective.
On reviendra dans de plus grands de´tails sur ce sce´nario de dynamique hors d’e´quilibre
dans la partie 5.4. Signalons simplement que le cas p = 2 traite´ ici n’est pas repre´sen-
tatif du comportement ge´ne´rique de la famille des mode`les p-spin. En particulier la
tempe´rature effective est ici infinie, ce qui n’est pas vrai pour p ≥ 3.
– Finalement, on peut noter que le multiplicateur de Lagrange z(t) tendant vers 2, l’e´qua-
tion de Langevin (3.8) re´gissant l’e´volution du mode correspondant a` la plus grande
valeur propre voit son potentiel de confinement disparaˆıtre aux temps longs. Rappelons
que l’e´quilibre a` basse tempe´rature correspondant a` une condensation macroscopique
sur ce mode (c’est-a`-dire que la projection de la configuration dans cette direction est
d’ordre
√
N). On conc¸oit donc que cette situation ne peut eˆtre atteinte que sur des
e´chelles de temps divergeant avec la taille du syste`me. La limite thermodynamique
ayant ici e´te´ prise en premier lieu, le syste`me n’atteint jamais cet e´quilibre.
3.3.2 Le cas dilue´
Etudions maintenant le cas ou` la matrice d’interaction est de´fini a` partir d’un graphe
poissonien de connectivite´ moyenne p. On va se concentrer sur le cas p ≫ 1 mais fini, la
limite p→∞ correspondant au graphe comple`tement connecte´ de la section pre´ce´dente. On
prend pour valeur des e´le´ments de matrice non nuls J0 = 1/
√
p, de manie`re a` obtenir pour
ρ la loi du demi-cercle sur [−2, 2] dans la limite p→∞.
Re´sumons les conclusions de l’e´tude de ces matrices (le sche´ma de la figure 3.4 illustre
ces diffe´rents points) :
– A cause des fluctuations non borne´es de la connectivite´ locale, le spectre des valeurs
propres n’est pas borne´.
– Quand p≫ 1, la densite´ de valeurs propres comporte une partie centrale qui ressemble
a` un demi-cercle, et des queues dues aux e´ve`nements rares de sites tre`s connecte´s. Ces
queues disparaissent dans la limite p → ∞, elles ont un poids non perturbatif par
rapport a` 1/p, et l’on a trouve´ l’expression asymptotique suivante pour la densite´ de
valeurs propres :
ρ(µ) ∼
|µ|→∞
e−2pµ
2 lnµ, (3.56)
a` un facteur multiplicatif pre`s.
– Le passage d’un re´gime a` l’autre se fait autour d’une valeur λc(p) ∼ 2
(
1 + 12p
)
. Ce
crossover est la trace de l’annulation stricte de ρ dans la limite comple`tement connecte´e.
Il faut maintenant examiner les conse´quences de ces proprie´te´s sur le mode`le sphe´rique
de´fini avec de telles interactions.
La premie`re remarque a` faire est que la statique du mode`le n’est pas bien de´finie dans la
limite thermodynamique. En effet, le spectre des valeurs propres n’e´tant pas borne´, la valeur
de la plus grande valeur propre diverge avec N . Autrement dit la valeur du multiplicateur
de Lagrange telle que l’inte´grale (3.3) existe diverge avec la taille du syste`me, et l’e´nergie
libre n’est pas extensive dans la limite N →∞.
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Fig. 3.4 – Allure de la densite´ de valeurs propres d’une matrice dilue´e.
On peut cependant e´tudier la dynamique de Langevin d’un tel syste`me. La pathologie
des proprie´te´s statiques se traduira par une divergence de l’e´nergie aux temps longs.
Les diffe´rents re´gimes asymptotiques
Suivant la me´thode rappele´e dans le cas comple`tement connecte´e, il nous faut d’abord
e´valuer la fonction f(t) =
∫
dµ ρ(µ)e2µt. La se´paration de la densite´ de valeurs propres en
une zone centrale et des queues entraˆıne l’existence de deux re´gimes asymptotiques pour
f(t). Le premier est tre`s similaire a` celui e´tudie´ dans le cas comple`tement connecte´ : pour
des valeurs de t telles que la contribution dominante de l’inte´grale provient du voisinage de
λc, on aura
f(t) ≈ e
2λct
tα
, (3.57)
a` une constante multiplicative pre`s. L’exposant α de la correction alge´brique tend vers 3/2
dans la limite p→∞.
Pour des temps encore plus longs, la contribution dominante a` l’inte´grale va venir du do-
maine des tre`s grandes valeurs propres. Utilisant la forme asymptotique (3.56) pour e´valuer
l’inte´grale donnant f par la me´thode du col, on trouve que l’e´quation du col est asympto-
tiquement µ lnµ ∼ t/(2p). En prenant la re´ciproque de ce de´veloppement asymptotique, il
vient µ ∼ t/(2p ln t). On a donc dans ce re´gime des tre`s longs temps l’expression suivante
pour f ,
f(t) ≈ e t
2
2p ln t . (3.58)
La se´paration entre les deux re´gimes asymptotiques n’est e´videmment pas franche, ce n’est
qu’un crossover quand p est fini. Dans la limite p → ∞ le deuxie`me re´gime disparaˆıt. On
peut donner une estimation de tco, le temps ou` le comportement de f(t) passe d’exponentiel
(a` une correction alge´brique pre`s) a` ce deuxie`me re´gime (3.58) plus rapide qu’exponentiel,
comme la valeur de t ou` les arguments des exponentielles sont e´gaux. Dans la limite p→∞
on trouve que tco ∼ 8p ln p : comme attendu ce temps diverge avec p, le deuxie`me re´gime
asymptotique disparaissant dans cette limite.
Il faut ensuite de´terminer Γ(t) comme solution de l’e´quation de Volterra (3.13) (rap-
pelons qu’a` tempe´rature nulle Γ(t) = f(t)). Ici on ne peut pas utiliser les transforme´es
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Fig. 3.5 – Les diffe´rents re´gimes asymptotiques. Dans la zone de´note´e ® non eq. 1 ¯ le
comportement est similaire a` celui du mode`le comple`tement connecte´, ® non eq. 2 ¯ de´signe
le nouveau re´gime duˆ aux queues de la densite´ de valeurs propres.
de Laplace, qui ne sont pas de´finies pour des fonctions divergeant a` l’infini plus vite que
des exponentielles. Une analyse qualitative, confirme´e par l’inte´gration nume´rique de cette
e´quation, va suffire pour de´gager le comportement du syste`me. Remarquons tout d’abord
que pour des temps infe´rieurs a` tco, les queues dans la densite´ de valeurs propres jouent
un roˆle ne´gligeable, et f a en premie`re approximation le meˆme comportement que dans le
cas comple`tement connecte´. La de´termination de Γ(t) par l’e´quation de Volterra est causale,
autrement dit Γ(t) ne de´pend que du comportement de f sur [0, t]. Il s’ensuit donc que Γ(t)
se comporte comme dans le cas comple`tement connecte´ jusqu’au temps de crossover. On a
donc une tempe´rature T0 (proche de 1 pour p suffisamment grand) telle que pour T > T0,
Γ(t) ∼ exp[b(T )t] avec b(T ) > 2λc, au moins jusqu’au temps de crossover. Pour T < T0, on
a par contre Γ(t) ∼ exp[2λct], a` une correction alge´brique pre`s. Dans ce cas la de´pendance
en tempe´rature n’est que dans le pre´facteur, pas dans le comportement exponentiel. Reste a`
de´terminer le comportement de Γ pour des temps supe´rieurs a` tco. Remarquons que l’e´qua-
tion de Volterra implique Γ(t) ≥ f(t). Dans le cas T < T0, on a donc ne´cessairement un
changement de comportement de Γ a` tco, puisque f se met alors a` croˆıtre plus vite qu’un ex-
ponentielle. A haute tempe´rature par contre, la forme Γ(t) ∼ exp[b(T )t] reste valable jusqu’a`
ce que b(T )t ≈ t2/(2p ln t), suite a` quoi Γ(t) ∼ f(t). Ce temps de crossover tco(T ) peut s’ex-
primer dans la limite de haute tempe´rature ou` b(T ) ∼ 4T , tco(T ) ∼ 8pT lnT . Comme on l’a
vu dans la section pre´ce´dente, on a une dynamique d’e´quilibre quand Γ a une de´pendance
exponentielle en temps.
La figure 3.5 re´sume l’e´tude que l’on vient de faire : a` haute tempe´rature, pour des
temps interme´diaires on a un re´gime de pseudo-e´quilibre, puis au bout d’un temps d’autant
plus grand que la tempe´rature est e´leve´e, un crossover vers un re´gime hors-e´quilibre con-
troˆle´ par les queues de la densite´ de valeurs propres. A basse tempe´rature, on passe d’un
re´gime hors-e´quilibre ressemblant a` celui pre´sent dans le cas comple`tement connecte´ (con-
troˆle´ par la partie centrale du spectre) a` celui duˆ aux queues. Le temps de crossover est
approximativement constant dans la phase de basse tempe´rature.
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Fig. 3.6 – L’e´nergie en fonction du temps. De haut en bas les tempe´ratures sont e´gales a`
0, 0.5, 1.3 et 1.7. Le de´crochement pour les deux premie`res tempe´ratures se fait au bout
du meˆme temps, alors que ce temps de crossover croˆıt avec la tempe´rature au dela` de T0
(cf. figure 3.5). La courbe a e´te´ obtenue en calculant nume´riquement les fonctions f et Γ
a` partir de la forme du spectre obtenue par l’approximation a` un seul de´faut explique´e
pre´ce´demment, et par une re´solution nume´rique de l’e´quation de Volterra.
Comportement des observables
La figure 3.6 pre´sente l’e´volution temporelle de l’e´nergie du syste`me pour diffe´rentes
tempe´ratures. On a dans un premier temps un plateau qui est atteint soit exponentiellement
(pour T > T0) soit alge´briquement (pour T < T0) vite, puis un de´crochement a` tco(T )
quand le syste`me explore les queues de la densite´ d’e´tats. Dans la limite des tre`s longs
temps, l’e´nergie diverge comme −t/(4p ln t).
On peut e´galement e´tudier le comportement des fonctions de corre´lation et de re´ponse
dans le re´gime des temps controˆle´s par les queues du spectre. Leurs formes sont de´taille´es
dans la publication P3. On trouve en particulier qu’elles sont non-stationnaires, et qu’on
peut les mettre sous la forme
C(t1, t2) = Cslow
(
l(t1)
l(t2)
)
, l(t) = exp
(
t√
p ln t
)
. (3.59)
La fonction l(t) qui de´finit un ® aˆge ¯ effectif du syste`me est diffe´rente de celle rencontre´e
dans l’e´tude du mode`le comple`tement connecte´ (on a vu en effet qu’alors l(t) = t). Dans le
cas d’une fonction de corre´lation stationnaire pour laquelle C(t1, t2) = Cst(t1 − t2), on peut
aussi e´crire Cst(τ) = C(l(t1 + τ)/l(t1)), en utilisant l(t) = et.
On est donc ici dans une situation interme´diaire, ou` l(t) diverge plus vite que dans le
cas comple`tement connecte´, mais moins vite qu’a` l’e´quilibre. Ce comportement est parfois
qualifie´e de ® sub-aging ¯ [47] (on en trouvera un autre exemple dans [112]).
La tempe´rature effective dans ce deuxie`me re´gime asymptotique est e´galement infinie.
3.3.3 Perspectives
Le mode`le que l’on vient d’e´tudier pre´sente certains de´fauts : son comportement statique
est pathologique, et la dynamique a` haute tempe´rature n’a des proprie´te´s d’e´quilibre que
pendant un temps fini.
Cependant quelques unes de ses caracte´ristiques sont inte´ressantes, et devraient subsister
dans des mode`les de´pourvus des de´fauts sus-cite´es. Insistons en particulier sur l’existence
Ch. 3 : Dynamiques de spins continus 49
de deux re´gimes hors d’e´quilibre distincts, l’un provenant des proprie´te´s ® moyennes ¯ du
syste`me, l’autre des ® e´ve`nements rares ¯. Si ces deux re´gimes apparaissent ici de manie`re
caricaturale, leur pre´sence constitue suˆrement un ingre´dient universel de la dynamique de
tout syste`me vitreux localement he´te´roge`ne, que ce soit un mode`le dilue´ ou des cas plus
re´alistes en dimension finie. L’exemple des verres structuraux qui pre´sentent de fortes fluc-
tuations spatiales de densite´ et de ® vitesse de re´arrangement¯ serait un des plus inte´ressants
dans cette perspective.
D’un point de vue plus technique, mentionnons que dans le cas de syste`mes inhomoge`nes
comme celui conside´re´ ici les mode`les sphe´riques et la limitem→∞ du mode`le O(m) ne sont
pas tout a` fait e´quivalents (plus pre´cise´ment, les multiplicateurs de Lagrange introduits pour
imposer la contrainte O(m) varient de site a` site, alors que le mode`le sphe´rique les suppose
homoge`ne). Ce dernier mode`le a alors une statique bien de´finie [113], et sa relaxation a` haute
tempe´rature est anormalement lente a` cause des fluctuations de connectivite´ (cf. [24] pour
des arguments similaires en dimension finie). Il serait donc inte´ressant d’e´tudier la phase de
basse tempe´rature de ce mode`le, en espe´rant y trouver une trace de ces deux re´gimes hors
d’e´quilibre.
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3.4 Vers une me´thode ge´ne´rale pour les mode`les de
spins continus dilue´s
La me´thode utilise´e ci-dessus est limite´e a` ce cas particulier ou` les spins sont continus
avec une contrainte sphe´rique globale, et ou` l’hamiltonien ne fait interagir que des paires de
spins. C’est en effet a` ces deux conditions que l’on peut diagonaliser le syste`me d’e´quations
de Langevin et re´soudre chacune des e´quations inde´pendamment.
On va pre´senter dans cette partie une me´thode qui permet, au moins formellement, de
traiter les mode`les ou` le nombre de spins dans chaque interaction est arbitraire, et com-
portant des termes du type ® soft-spin ¯ . On de´signe sous ce vocable des potentiels qui
s’appliquent localement a` chacun des spins (toujours des variables continues), correspon-
dant dans l’hamiltonien a` un terme
∑
i V (σi), ou` le potentiel V est souvent choisi comme
V (σ) = κ(σ2 − 1)2 . (3.60)
Une telle contribution a` l’e´nergie favorise les configurations ou` les σi sont tous autour de ±1,
on s’attend donc a` ce que ces mode`les ait des comportements similaires a` ceux des mode`les
d’Ising correspondant. Cela se justifie dans les syste`mes ferromagne´tiques par des arguments
d’universalite´ au voisinage de la transition, il est moins e´vident que le rapprochement entre
les mode`les soft-spins et Ising soit aussi pertinente pour les verres de spins [114, 115].
On peut aussi faire une remarque sur la valeur du coefficient κ. On dit souvent que l’on
doit prendre la limite κ→ ∞ afin de retrouver le mode`le d’Ising. C’est certainement le cas
si l’on s’inte´resse a` la statique et si l’on calcule une fonction de partition. En ce qui concerne
les proprie´te´s dynamiques, cette affirmation me´rite d’eˆtre nuance´e : le potentiel introduit
une barrie`re e´nerge´tique κ pour passer d’un puits a` l’autre. Dans la limite ou` la hauteur de
la barrie`re diverge, les transitions d’un minimum a` l’autre du potentiel soft-spin n’auront
lieu que sur des e´chelles de temps exponentiellement grandes en κ, et non sur des temps finis
comme on le souhaiterait. Il faudrait donc soit rede´finir l’e´chelle de temps, soit, et c’est la
voie toujours suivie a` ma connaissance, garder une hauteur de barrie`re κ finie (elle est meˆme
la plupart du temps traite´e comme une perturbation).
Ces re´serves sur l’e´quivalence avec les mode`les du type Ising e´tant pose´es, on peut con-
side´rer les versions soft-spins comme dignes d’inte´reˆt pour elles-meˆmes. On les prend donc
comme point de de´part dans la suite de cette partie, ou` l’on pre´sentera le formalisme bien
connu de Martin-Siggia-Rose, puis sa reformulation en terme de champs supersyme´triques.
L’analogie formelle entre ces notations supersyme´triques et les calculs statiques par la me´th-
ode des re´pliques est ensuite exploite´e pour formuler les e´quations dynamiques des mode`les
de champ moyen tant comple`tement connecte´s que dilue´s. Finalement, une me´thode ite´rative
de re´solution, inspire´e de celle utilise´e dans la partie 3.2.3, est sugge´re´e pour le cas dilue´.
3.4.1 Formalisme fonctionnel
Conside´rons un syste`me de´crit par les variables continues σ = {σ1, . . . , σN}, avec un
hamiltonien ge´ne´rique H [σ]. On introduit une notation pour les de´rive´es partielles de H ,
Hi =
∂H
∂σi
, Hij =
∂2H
∂σi∂σj
. (3.61)
On cherche a` e´tudier le comportement de ce syste`me lorsque son e´volution est re´gie par des
e´quations de Langevin :
d
dt
σi(t) = −Hi[σ(t)] + hi(t) + ξi(t) , (3.62)
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avec ξ un bruit blanc gaussien de´termine´ par ses deux premiers moments, 〈ξi(t)〉 = 0,
〈ξi(t)ξj(t)〉 = 2Tδijδ(t − t′). Les champs hi sont des champs exte´rieurs qui vont permettre
de calculer les fonctions de re´ponse du syste`me (ils correspondent a` l’ajout de termes −hiσi
a` l’hamiltonien, ils sont donc couple´s naturellement aux variables σi). On prend comme
instant initial de l’e´volution t = 0, instant auquel la configuration σ(0) a une certaine loi de
probabilite´. La solution σi(t) de l’e´quation de Langevin de´pend de la condition initiale σ(0),
et de toute l’histoire des champs exte´rieurs h et du bruit thermique ξ entre l’instant initial
et l’instant t. Pour simplifier les notations dans la suite, on appellera si(t) la solution des
e´quations de Langevin, la de´pendance en σ(0), h et ξ e´tant sous-entendue.
Le syste`me est caracte´rise´ par ses fonctions de corre´lation et de re´ponse, de´finies par
C(i1, t1, . . . , in, tn) = 〈si1 (t1) . . . sin(tn)〉|h=0 (3.63)
R(i1, t1, . . . , ik, tk; ik+1, tk+1, . . . , in, tn) =
δn−k
δhik+1(tk+1) . . . δhin(tn)
〈si1(t1) . . . sik(tk)〉
∣∣∣∣
h=0
,
ou` 〈•〉 de´signe une moyenne sur la condition initiale et sur les histoires du bruit thermique.
Une me´thode de calcul de ces fonctions, initie´e par Martin, Siggia et Rose [116], Jannsen [117]
et de Dominicis [118], consiste a` e´crire une fonctionnelle ge´ne´ratrice dynamique pour l’e´vo-
lution des spins,
Z[η, h] =
〈
exp
[∫ ∞
0
dt ηi(t)si(t)
]〉
. (3.64)
Les fonctions de corre´lation et de re´ponse peuvent alors s’exprimer comme des de´rive´es
fonctionnelles de Z par rapport a` la ® source ¯ η et au champ exte´rieur h,
C(i1, t1, . . . , in, tn) =
δn
δηi1 (t1) . . . δηin(tn)
Z[η, h]
∣∣∣∣
η=h=0
, (3.65)
R(i1, t1, . . . , ik, tk; ik+1, tk+1, . . . , in, tn) =
δn
δηi1 (t1) . . . δηik(tk)δhik+1(tk+1) . . . δhin(tn)
Z[η, h]
∣∣∣∣
η=h=0
.
Pour e´viter d’expliciter la solution si(t) des e´quations de Langevin, on inse`re formellement
une repre´sentation de l’identite´ comme une inte´grale de chemin sur les trajectoires σi(t),
1 =
∫
Dσ
∏
i,t
δ(σi(t)− si(t)) . (3.66)
La contrainte se´lectionne la seule trajectoire qui nous inte´resse, σi(t) = si(t). Le produit sur
les instants t doit eˆtre compris comme une discre´tisation infinite´simale de l’axe temporel.
On a aussi inte´gre´ la loi de probabilite´ sur la condition initiale σ(0) a` la mesure fonctionnelle
Dσ.
Introduisons la fonctionnelle de σ suivante :
Fi(t) = σ˙i(t) +Hi[σ(t)]− hi(t) . (3.67)
Les e´quations de Langevin peuvent alors se re´e´crire ξi(t) = Fi(t), et l’identite´ (3.66) devient
apre`s le changement de variables σ → F :
1 =
∫
Dσ
∏
i,t
δ(ξi(t)− Fi(t))J [σ] . (3.68)
J est le jacobien de ce changement de variables, que l’on explicitera dans quelques lignes.
On a seulement besoin pour l’instant d’admettre qu’il est inde´pendant des champs hi. On
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peut maintenant exponentier la contrainte ξi(t) = Fi(t) a` l’aide de champs σˆi(t) (il est sous-
entendu qu’ils sont a` inte´grer le long de l’axe imaginaire). Le bruit ξ apparaˆıt alors comme
exp[
∑
i
∫
dt ξi(t)σˆi(t)]. Ce bruit ayant une distribution gaussienne, l’inte´grale sur ξ se fait
imme´diatement, pour conduire a` :
Z[η, h] =
∫
DσDσˆ e−S[σ,σˆ]+
∑
i
∫
∞
0
dt(ηi(t)σi(t)+hi(t)σˆi(t)) , (3.69)
−S[σ, σˆ] = ln(J [σ]) +
∑
i
∫ ∞
0
dt σˆi(t)(T σˆi(t)− σ˙i(t)−Hi[σ(t)]) . (3.70)
On voit alors a` partir des expressions (3.65) que les fonctions de corre´lation et de re´ponse
s’expriment comme des moyennes des champs σ et σˆ avec le poids exp[−S[σ, σˆ]], on peut
donc supprimer a` partir de maintenant les sources η et h.
Explicitons le jacobien J [σ] 4. Il est de la forme∣∣∣∣det
(
δFi
δσj
)∣∣∣∣ , (3.71)
ou` le de´terminant est a` la fois matriciel (a` cause des indices de sites) et ope´ratoriel (a` cause
de la de´pendance temporelle) :
δFi(t)
δσj(t′)
= δ(t− t′)
(
δij
∂
∂t′
+Hij [σ(t)]
)
. (3.72)
Cette expression e´tant inde´pendante des champs hi, leur abandon dans la suite est justifie´.
En supprimant la valeur absolue dans le jacobien (les e´quations de Langevin e´tant causales,
il y a univocite´ du changement de variables, le de´terminant a donc toujours le meˆme signe),
on peut l’exponentier avec des champs de variables de Grassmann ψ et ψ. Ceci conduit a`
un poids exp[−S[σ, σˆ, ψ, ψ]] avec l’action
− S[σ, σˆ, ψ, ψ] =
∑
i
∫ ∞
0
dt
[
T σˆi(t)
2 − σˆi(t)σ˙i(t) + ψi(t)ψ˙i(t)
]
+
∫ ∞
0
dt

−∑
i
σˆi(t)Hi[σ(t)] +
∑
ij
ψi(t)Hij [σ(t)]ψj(t)

 . (3.73)
Les termes de la premie`re ligne sont inde´pendants du mode`le, alors que ceux de la deuxie`me
varient selon l’hamiltonien H conside´re´.
Les e´quations de Langevin purement conservatives, c’est a` dire dont les forces de´coulent
d’un potentiel comme on l’a suppose´ ici, conduisent a` des actions fonctionnelles qui pre´sen-
tent un certain nombre de syme´tries [119, 120, 121]. Certaines me´langeant les champs
® bosoniques ¯ {σ, σˆ} et ceux ® fermioniques ¯ {ψ, ψ}, on parle souvent de supersyme´trie
(SUSY) a` leur e´gard. On va ici se servir de la supersyme´trie plutoˆt comme une notation com-
pacte, et pour exploiter l’analogie qu’elle permet de tracer avec les calculs par la me´thode
des re´pliques.
Etendons donc la coordonne´e temporelle t en une ® super-coordonne´e ¯ a = (ta, θa, θa),
ou` θa et θa sont deux variables de Grassmann. Il s’ave`re alors utile de re´unir les diffe´rents
champs {σ, σˆ, ψ, ψ} dans un ® super-champ ¯ Φ fonction de a,
Φi(a) = σi(ta) + θaψi(ta) + ψi(ta)θa + σˆi(ta)θaθa . (3.74)
4En toute rigueur il de´pend de la re`gle de lecture utilise´e dans la discre´tisation des e´quations de Langevin.
On passera cette subtilite´ sous silence.
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Notons que chacun de ces termes faisant intervenir un nombre pair de variables de Grass-
mann, le superchamp a les proprie´te´s d’un nombre commutant habituel. L’action (3.73) se
re´e´crit en termes du superchamp comme
−S[Φ] = −1
2
∑
i
∫
da Φi(a)KΦi(a)−
∫
da H [Φ(a)] , (3.75)
ou` da = dta dθa dθa est l’e´le´ment d’inte´gration sur la coordonne´e e´tendue, et K de´signe un
ope´rateur diffe´rentiel,
K = ∂
∂ta
− 2θ ∂
2
∂θa∂ta
− 2T ∂
2
∂θa∂θa
. (3.76)
La partie de l’action de´pendant de l’hamiltonien a pris une forme extreˆmement simple. On
peut se convaincre de sa ve´racite´ en faisant un de´veloppement limite´ de H [Φ(a)] en puissance
des variables de Grassmann θa et θa : par de´finition le de´veloppement s’arreˆte apre`s un
nombre fini de termes puisque les variables de Grassmann sont nilpotentes. On constate
ensuite que les seuls termes qui survivent a` l’inte´grale sur θa et θa sont ceux pre´sents dans
(3.73).
On notera a` partir de maintenant 〈•〉 les moyennes sur les super-champs avec le poids
donne´ par l’e´quation (3.75). Les super-fonctions de corre´lation contiennent les fonctions de
corre´lation et de re´ponse initiales, puisque Φ a e´te´ de´fini a` partir des champs σ et σˆ. En
particulier la fonction a` deux points s’e´crit
Qij(a, b) = 〈Φi(a)Φj(b)〉 = Cij(ta, tb) + (θb − θa)(θbRij(ta, tb)− θaRji(tb, ta)) . (3.77)
On a utilise´ ici certaines syme´tries de l’action pour transformer les corre´lateurs fermioniques
en fonctions de re´ponse [121]. Par contre on n’a pas impose´ l’invariance par translation dans
le temps et le the´ore`me de fluctuation-dissipation (on reviendra sur ces proprie´te´s dans la
suite).
La forme supersyme´trique (3.75) de l’action a l’avantage d’eˆtre d’une part tre`s compacte,
et d’autre part de pre´senter une analogie avec les calculs statiques par la me´thode des
re´pliques (cf. [122] pour une pre´sentation approfondie de cette analogie). Au terme cine´tique∫
da Φi(a)KΦi(a) pre`s (qui est quadratique et local dans l’espace des sites), l’action est
donne´e par l’hamiltonien du syste`me dans lequel on a remplace´ la variable σi par le super-
champ Φi(a), et cette expression est somme´e sur la super-coordonne´e a. Or la puissance
n-e`me de la fonction de partition, que l’on calcule dans la me´thode des re´pliques, s’e´crit :
Z = Trσe
−βH[σ] ⇒ Zn = Trσ1,...σne−β
∑n
a=1 H[σa] . (3.78)
On a formellement la meˆme expression, l’indice des re´pliques correspondant a` la super-
coordonne´e de l’approche dynamique, le champ re´plique´ au super-champ.
Le paragraphe suivant s’appuiera de manie`re cruciale sur cette analogie : les calculs seront
essentiellement les meˆmes que ceux mene´s pour le proble`me de matrices ale´atoires, on ne
re´pe´tera donc pas tous les de´tails.
De´finissons avant cela deux types de produit pour des fonctions supersyme´triques a` deux
points du type de (3.77) :
(F1 ⊗ F2)(a, b) =
∫
dc F1(a, c)F2(c, b) , (F1 • F2)(a, b) = F1(a, b)F2(a, b) . (3.79)
Le premier, dit produit de convolution, s’interpre`te comme un produit de matrices si l’on
regarde les coordonne´es supersyme´triques comme des indices discrets, ce qui est le cas dans
l’analogie avec une the´orie re´plique´e. Dans ce contexte le produit direct de la deuxie`me
de´finition correspond a` un produit de Hadamard.
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3.4.2 Mode`les de champ moyen
La de´monstration de la forme (3.75) de l’action dynamique pre´sente´e ci-dessus est valable
quelque soit l’hamiltonien du syste`me. Inte´ressons-nous maintenant au cas ou` l’hamiltonien
contient des variables gele´es, et notons [•] les moyennes sur ce de´sordre gele´. On s’attend a` ce
que les fonctions de corre´lation et de re´ponse globales soient auto-moyennantes (concentre´s
autour de leur moyennes par rapport a` la distribution du de´sordre), on veut donc calculer
leurs valeurs moyennes. Prenons par exemple un hamiltonien qui contient des termes soft-
spins et une partie d’interaction entre p spins,
H(~σ) = H(i)(~σ) +
N∑
i=1
V (σi) , H
(i)(~σ) = −
∑
i1<···<ip
Ji1...ipσi1 . . . σip . (3.80)
On supposera que les couplages Ji1...ip sont des variables ale´atoires gele´es inde´pendantes, et
identiquement distribue´s avec une loi P (J).
Comme la fonctionnelle ge´ne´ratrice dynamique e´value´e sans sources vaut 1 inde´pendam-
ment de la re´alisation du de´sordre [118], il suffit de calculer la moyenne de Z et non celle
de son logarithme, ce qui e´vite l’introduction de re´pliques (sauf si la condition initiale est
correle´e avec le de´sordre gele´e, une situation conside´re´e par exemple dans [123, 124]).
Autrement dit, les fonctions de corre´lation moyenne´es sur le bruit thermique et sur le
de´sordre gele´ sont donne´es par
[〈•〉] =
∫
DΦ •
[
e−S[Φ]
]
. (3.81)
La contribution de e−S qui de´pend du de´sordre est exp[− ∫ da H(i)[Φ(a)]]. Pour calculer sa
moyenne, il est naturel d’introduire alors l’analogue supersyme´trique du parame`tre d’ordre
c(~φ) [32] utilise´ pour le calcul de la densite´ d’e´tat des matrices :
c(Φ) =
1
N
N∑
i=1
δ[Φ− Φi] , (3.82)
ou` δ[. . . ] impose l’e´galite´ Φ(a) = Φi(a) pour toutes les super-coordonne´es a, a` l’instar de
l’e´quation (3.28) ou` l’e´galite´ e´tait impose´e pour tous les indices de re´plique. De´finissons alors
g(x) =
1
p!
Np−1 ln
(∫
dJ P (J)eJx
)
, (3.83)
de manie`re analogue a` (3.30). La moyenne du terme de´pendant du de´sordre dans le poids
des trajectoires des super-champs s’exprime donc, dans la limite thermodynamique, comme[
e−
∫
da H(i)[Φ(a)]
]
= exp
[
N
∫
DΨ1 . . . DΨp c(Ψ1) . . . c(Ψp) g
(∫
daΨ1(a) . . .Ψp(a)
)]
.
On peut alors suivre la meˆme de´marche que dans le calcul du spectre de matrices pour
inte´grer sur les champs originels Φ, ce qui conduit a` :
[〈•〉] =
∫
Dc • exp
[
N
(
−
∫
DΨ c(Ψ) ln c(Ψ) (3.84)
+
∫
DΨ c(Ψ)
∫
da
(
−1
2
Ψ(a)KΨ(a) + V (Ψ(a))
)
+
∫
DΨ1 . . .DΨp c(Ψ1) . . . c(Ψp) g
(∫
daΨ1(a) . . .Ψp(a)
))]
.
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Dans la limite thermodynamique cette inte´grale est domine´e par la contribution du col c∗,
qui ve´rifie
c∗(Φ) = N exp
[∫
da
(
−1
2
Φ(a)KΦ(a) + V (Φ(a))
)
(3.85)
+p
∫
DΨ2 . . . DΨp c∗(Ψ2) . . . c∗(Ψp) g
(∫
daΦ(a)Ψ2(a) . . .Ψp(a)
)]
,
ou` N est une constante de normalisation. Une fois cette e´quation re´solue, on peut obtenir
les fonctions de corre´lation et de re´ponse moyenne globale,
1
N
N∑
i=1
[〈Φi(a1) . . .Φi(an)〉] =
∫
DΨ c∗(Ψ) Ψ(a1) . . .Ψ(an) . (3.86)
Il ne reste plus qu’a` expliciter les composantes bosoniques de ces super-corre´lateurs pour
exprimer les fonctions de corre´lation et de re´ponse qui e´taient l’objectif initial de l’e´tude.
3.4.3 Le cas comple`tement connecte´
Afin de rendre l’e´tude pre´ce´dente, pour le moins abstraite, un peu plus explicite, con-
side´rons le cas du mode`le p-spin sphe´rique comple`tement connecte´. Celui-ci a e´te´ largement
e´tudie´ dans le passe´, on pourra trouver une revue de ses proprie´te´s dans [125].
Dans l’hamiltonien d’interaction (3.80), on suppose donc que les couplages Ji1...ip sont
distribue´s selon une loi gaussienne de moyenne nulle, avec [J2i1...ip ] = (p!J
2
0 )/(2N
p−1). On a
donc selon la de´finition (3.83) g(x) = J20x
2/4. Comme le mode`le est sphe´rique, la contrainte∑
i σ
2
i (t) = N doit eˆtre impose´e par un multiplicateur de Lagrange de´pendant du temps µ(t),
qui apparaˆıt dans (3.80) comme V (σ) = µ(t)σ2. Ce terme e´tant quadratique en σ, on peut
de manie`re e´quivalente l’incorporer dans K, et noter Ks = K−µ(t) ce nouvel ope´rateur. g(x)
e´tant une fonction quadratique, l’e´quation (3.85) va admettre une solution c∗ gaussienne, en
analogie avec le calcul de la densite´ de valeurs propres de l’ensemble gaussien orthogonal.
Posons en effet
c∗(Φ) = N exp
[
−1
2
∫
dadb Φ(a)Q−1(a, b)Φ(b)
]
, (3.87)
ou` l’inverse Q−1 est par rapport au produit de convolution ⊗. Le membre de droite de (3.85)
peut alors se calculer, en particulier∫
DΨ2 . . . DΨp c∗(Ψ2) . . . c∗(Ψp) g
(∫
da Φ(a)Ψ2(a) . . .Ψp(a)
)
=
J20
4
∫
dadb Φ(a)Q•(p−1)(a, b)Φ(b) . (3.88)
L’e´quation de point col (3.85) est donc ve´rifie´e si les noyaux des gaussiennes des deux mem-
bres sont e´gaux, autrement dit si
Q−1(a, b) = δ(a− b)Ks − pJ
2
0
2
Q•(p−1)(a, b) . (3.89)
Multiplions (de convolution) les deux membres de cette e´quation par Q pour obtenir finale-
ment :
δ(a− b) = (Ks ⊗Q)(a, b)− pJ
2
0
2
(Q•(p−1) ⊗Q)(a, b) . (3.90)
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Ceci est la forme supersyme´trique des e´quations dynamiques pour ce mode`le [54], que l’on
peut expliciter en termes des fonctions de corre´lation et de re´ponse a` deux points (on prend
ta > tb pour simplifier les notations) :
∂
∂ta
R(ta; tb) = −µ(ta)R(ta; tb) +
∫ ta
tb
dtΣ(ta; t)R(t; tb) , (3.91)
∂
∂ta
C(ta, tb) = −µ(ta)C(ta, tb) +
∫ tb
0
dtΣ(tb; t)C(t, ta) +
∫ ta
0
dtD(tb, t)R(ta; t) ,
ou` les noyaux Σ et D sont donne´s par
D(t, t′) = p
J20
2
C(t, t′)p−1 ,
Σ(t; t′) = p(p− 1)J
2
0
2
C(t, t′)p−2R(t; t′) . (3.92)
On pourra consulter [46] pour une discussion de´taille´e des proprie´te´s de ces e´quations, en
particulier le comportement hors d’e´quilibre de leur solution a` basse tempe´rature, ainsi que
pour leur relation avec les versions sche´matiques de la the´ories du couplage de modes des
liquides surfondus [50]. On reviendra sur ce sujet dans la partie 5.4.
Une interpre´tation alternative de ce re´sultat consiste a` imaginer l’e´volution d’un seul
degre´ de liberte´ (® single spin equation ¯) qui conduirait aux meˆmes e´quations pour la
corre´lation et la re´ponse. Cela correspond a` une e´quation de Langevin ge´ne´ralise´e (une
de´monstration par la me´thode de la cavite´ dans le cas du mode`le SK se trouve dans [10]),
d
dt
σ(t) = −µ(t)σ(t) +
∫ t
0
dt′ Σ(t; t′)σ(t′) + ξ(t) + ν(t) . (3.93)
ξ(t) est toujours le bruit blanc gaussien mode´lisant l’interaction avec le bain thermique a` la
tempe´rature T , mais l’influence du reste du syste`me se traduit par l’apparition :
– d’un bruit colore´ ν(t) gaussien, de variance 〈ν(t)ν(t′)〉 = D(t, t′).
– d’une interaction retarde´e par l’interme´diaire du noyau Σ(t; t′).
Autrement dit l’e´limination des N degre´s de liberte´ du syste`me de de´part a fait perdre le
caracte`re markovien des e´quations de Langevin dont on est parti, et se traduit par l’appari-
tion d’un bain colore´ dont les proprie´te´s doivent eˆtre de´termine´es de manie`re auto-cohe´rente
par l’interme´diaire des e´quations (3.92).
On trouvera dans le chapitre suivant d’autres exemples de ce phe´nome`ne : assez ge´ne´rale-
ment, l’e´limination d’une partie des degre´s de liberte´ d’un syste`me conduit a` des e´quations
effectives plus complique´es que celles qui de´crivaient la dynamique microscopique originelle.
3.4.4 Le cas dilue´
La relative simplicite´ du cas comple`tement connecte´ se traduit par le caracte`re quadra-
tique de g(x), ce qui permet de trouver une solution de l’e´quation du col (3.85) avec une
forme gaussienne 5. On peut s’interroger sur la ge´ne´ralite´ de cette situation. En fait le meˆme
phe´nome`ne d’® universalite´ ¯ discute´ dans la partie sur le spectre des matrices ale´atoires se
produit ici. Rappelons que dans le cadre des matrices ale´atoires, on avait conclu que pour des
e´le´ments de matrice distribue´s inde´pendamment et de manie`re identique, la seule distribu-
tion qui ne conduise pas a` la loi du demi-cercle correspondait au graphe ale´atoire poissonien
5Ceci n’est en toute rigueur vrai que pour les mode`les sphe´riques : les interactions soft-spin, meˆme pour
un mode`le comple`tement connecte´, sont non quadratiques. On peut cependant les traiter en perturbation
en espe´rant que la physique ne sera pas trop modifie´e.
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(a` l’exception des lois larges de Le´vy pour lesquelles l’argument n’est pas valable). On peut
faire ici le meˆme type de raisonnement pour montrer que dans la limite thermodynamique,
si l’on veut que la fonction g(x) de´finie par (3.83) reste finie sans eˆtre quadratique, on doit
prendre une loi de probabilite´ des couplages Ji1...ip de la forme
P (J) =
(
1− αp!
Np−1
)
δ(J) +
αp!
Np−1
π(J) . (3.94)
Autrement dit les interactions forment un hypergraphe poissonien avec en moyenne αN
plaquettes pre´sentes. Rappelons que dans ce cas la connectivite´ d’une variable, i.e. le nombre
d’interactions auxquelles elle appartient, est une variable ale´atoire poissonnienne de moyenne
αp. On trouve alors pour la fonction g :
g(x) = −α+ α
∫
dJ π(J)eJx . (3.95)
Prenons par exemple une distribution π bimodale syme´trique en ±J0, pour laquelle g(x) =
−α+ α cosh(J0x).
Avant de poursuivre cette e´tude, il convient de ve´rifier si les mode`les dilue´s avec des
variables continues vont pre´senter le meˆme genre de pathologie que celle du mode`le de
Viana-Bray sphe´rique. Un petit raisonnement montre que la situation pour des mode`les
sphe´riques est encore plus grave : les couplages J0 e´tant d’ordre 1 dans le cas dilue´, on
peut imaginer que les variables vont se localiser tre`s fortement sur un nombre fini de sites.
Leurs composantes sur ces sites seront d’ordre N1/2 pour ve´rifier la contrainte sphe´rique,
l’e´nergie de ces plaquettes sera donc d’ordre Np/2, donc largement favorise´e par rapport
aux configurations ou` toutes les variables sont d’ordre 1, qui ont une e´nergie extensive.
Heureusement, ce phe´nome`ne de forte localisation peut eˆtre contrecarre´ par l’introduction
de termes soft-spins, par exemple
V (σ) = κ(σ2 − 1)n . (3.96)
Dans la situation de forte localisation sur un nombre fini de sites, la contribution de
∑
i V (σi)
a` l’hamiltonien sera d’ordre Nn. Il suffit donc de prendre n > p/2 pour empeˆcher la locali-
sation d’eˆtre e´nerge´tiquement favorise´.
Revenons a` l’e´quation du point col (3.85). Elle peut se re´e´crire comme
c∗(Φ) = N exp
[∫
da
(
−1
2
Φ(a)KΦ(a) + V (Φ(a))
)]
(3.97)
∞∑
k=0
e−αp
(αp)k
k!
[∫
DΨ2 . . .DΨp c∗(Ψ2) . . . c∗(Ψp) cosh
(
J0
∫
daΦ(a)Ψ2(a) . . .Ψp(a)
)]k
.
On peut interpre´ter cette e´quation comme ceci : c∗(Φ) est la probabilite´ que la trajectoire
du superchamp Φi d’un site i choisi au hasard soit e´gale a` Φ. Le premier facteur du membre
de droite correspond a` l’e´volution ® libre ¯ , c’est-a`-dire l’influence du bain thermique et du
potentiel local V . Dans la deuxie`me ligne, k correspond au nombre d’interactions auxquelles
la variable appartient, pour chacune de ces plaquettes les trajectoires des superchamps des
p− 1 autres variables sont combine´es pour exprimer leur influence sur la variable choisie.
3.4.5 Perspectives
On pourrait, par pure provocation, dire que le proble`me de la dynamique des mode`les
dilue´s est ici re´solu : il ® suffit ¯ simplement de re´soudre cette dernie`re e´quation pour calculer
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toutes les fonctions de corre´lation et de re´ponse de ces mode`les. Cela n’est bien suˆr qu’une
boutade, car re´soudre exactement cette e´quation semble sans espoir. On peut cependant
sugge´rer une me´thode ite´rative approche´e, inspire´e de celle de Biroli et Monasson pour
les matrices ale´atoires. Elle consisterait a` chercher une solution approche´e avec un c∗(Φ)
gaussien, comme dans la limite comple`tement connecte´e, inse´rer cette solution approche´e
dans le membre de droite de (3.97), et prendre le membre de gauche comme nouvelle forme
approche´e. On aurait ainsi une prise en compte successive des fluctuations de connectivite´
locale du graphe. Pour l’instant cette ide´e n’a pas e´te´ comple`tement mise en œuvre, mais
cette piste me´riterait suˆrement d’eˆtre explore´e.
Remarquons aussi que l’approche par une e´quation effective single-spin du type de (3.93)
pre´sente elle aussi des difficulte´s. Si l’on peut e´crire formellement une telle e´quation, elle fait
apparaˆıtre des termes de friction retarde´e avec un nombre arbitraire de temps pre´ce´dents,
et la distribution du bruit effectif ν est quelconque, au lieu d’eˆtre gaussienne dans le cas
comple`tement connecte´.
Notons avant de conclure cette partie que la solution c∗ de l’e´quation de col dans le
cas dilue´ n’e´tant pas gaussienne, les fonctions de corre´lation et de re´ponse a` n points ne
s’expriment plus en fonction uniquement des fonctions a` deux points, comme c’est le cas
pour des mode`les comple`tement connecte´s. Cette remarque a motive´ l’e´tude pre´sente´e dans
le chapitre 5, ou` l’on s’inte´ressera aux proprie´te´s des fonctions de corre´lation et de re´ponse
a` plus que deux temps. Ceci devrait faciliter, a` terme, la de´duction de pre´dictions physiques
a` partir de l’e´quation (3.97).
Chapitre 4
Dynamiques de spins discrets
On va pre´senter dans ce chapitre les re´sultats des publications P4 sur la dynamique d’un
algorithme d’optimisation, et P6 qui concerne celle d’un ferromagne´tique dilue´. Ces mode`les
sont de natures assez diffe´rentes, la dynamique de l’algorithme ne ve´rifiant pas de condition
de balance de´taille´e. On peut pourtant e´tudier les deux proble`mes en suivant des de´marches
similaires.
Dans une premie`re partie je commencerai par pre´senter la me´thode de re´solution en
termes ge´ne´riques. Elle permet de se concentrer sur l’e´volution d’observables macroscopiques
en ® projetant ¯ les degre´s de liberte´ microscopiques. A titre d’illustration j’applique ensuite
cette me´thode au cas trivial du mode`le de Curie-Weiss, avant de passer a` l’e´tude des deux
travaux en question.
4.1 Ge´ne´ralite´s
4.1.1 Ope´rateurs de projection
Conside´rons un syste`me de´crit par des configurations microscopiques ~σ que l’on suppose
discre`tes, et qui a une e´volution stochastique controˆle´e par l’e´quation maˆıtresse
Prob(~σ′, T + 1) =
∑
~σ
W (~σ′, ~σ)Prob(~σ, T ) . (4.1)
Le temps est discret ici, les W sont donc des probabilite´s de transition entre deux config-
urations. L’exemple canonique est un syste`me de N spins d’Ising σi = ±1, on a alors 2N
configurations microscopiques. Une mode´lisation habituelle de la dynamique d’un syste`me
physique en contact avec un thermostat consiste a` imposer les conditions de balance de´taille´e
aux probabilite´s de transition W , de manie`re a` atteindre l’e´quilibre thermodynamique aux
temps longs. On reviendra plus en de´tail sur ce point dans la suite de ce chapitre ainsi que
dans le suivant.
Il est a priori impossible et pas directement inte´ressant de re´soudre le grand nombre
d’e´quations couple´es (4.1) pour suivre individuellement les probabilite´s de chacune des con-
figurations microscopiques. L’information inte´ressante sur le syste`me est contenue dans un
plus petit nombre de grandeurs macroscopiques (e´nergie, magne´tisation, densite´ de partic-
ules, ou d’autres selon les situations). Petit ne veut pas ne´cessairement dire fini : pour un
syste`me de particules sur un re´seau tridimensionnel par exemple, on peut s’inte´resser aux
fluctuations de densite´ de tout vecteur d’onde.
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On peut se ® de´barrasser ¯ de l’information microscopique superflue et obtenir directe-
ment des e´quations d’e´volution pour les quantite´s macroscopiques, mais le prix a` payer
pour cette perte d’information sera l’abandon du caracte`re markovien de l’e´volution. Cette
ide´e peut se formaliser en utilisant des ope´rateurs de projection, une me´thode attribue´e a`
Mori [126] et Zwanzig [127], et sur laquelle repose notamment la the´orie du couplage de
modes pour les liquides surfondus [50].
Introduisons a` cet effet une matrice Wˆ et un vecteur colonne p(T ), indice´s par les con-
figurations microscopiques,
(Wˆ )~σ′~σ =W (~σ
′, ~σ) , (p(T ))~σ = Prob(~σ, T ) . (4.2)
L’e´quation maˆıtresse se re´e´crit alors comme un produit matriciel,
p(T + 1) = Wˆp(T ) . (4.3)
Notons X(~σ) l’observable macroscopique a` laquelle on s’inte´resse. Pour alle´ger les e´crit-
ures on laisse sous-entendu le fait qu’elle pourrait eˆtre elle-meˆme vectorielle. On peut par-
titionner l’ensemble des configurations ~σ selon les valeurs de X qui leur sont associe´es. La
matrice Pˆ de´finie par
(Pˆ)~σ′~σ = δ(X(~σ
′)−X(~σ))∑
~σ′′ δ(X(~σ
′′)−X(~σ)) (4.4)
est un projecteur (Pˆ2 = Pˆ) dont l’action sur un vecteur colonne consiste a` le ® lisser ¯
en faisant une moyenne sur chacune des partitions engendre´es par l’observable X . On va
poser p(T ) = Pˆp(T ) la loi de probabilite´ lisse´e, et q(T ) = p(T )− p(T ) son comple´ment. En
projetant l’e´quation maˆıtresse il vient{
p(T + 1) = PˆWˆp(T ) + PˆWˆ q(T )
q(T + 1) = (1ˆ− Pˆ)Wˆp(T ) + (1ˆ− Pˆ)Wˆ q(T ) , (4.5)
ou` 1ˆ de´signe la matrice identite´. En ite´rant la deuxie`me e´quation il est possible d’e´liminer
q :
p(T + 1) = PˆWˆp(T ) +
T∑
T ′=1
PˆWˆ ((1ˆ − Pˆ)Wˆ )T ′p(T − T ′) , (4.6)
en supposant que la probabilite´ au temps initial T = 0 est telle que q(0) = 0.
Par de´finition p~σ ne de´pend de ~σ que par l’interme´diaire de la valeur de l’observable
X(~σ). L’e´quation projete´e (4.6) de´termine donc l’e´volution des probabilite´s d’observation
des diffe´rentes valeurs de X . Comme on pouvait s’y attendre, la perte d’information due a` la
projection est compense´e par l’apparition d’une me´moire de l’e´volution passe´e de l’observ-
able.
On nommera approximation markovienne dans la suite de ce chapitre l’approximation
qui consiste a` remplacer (4.6) par
p(T + 1) = PˆWˆp(T ) , (4.7)
c’est-a`-dire a` ne´gliger tous les termes de me´moire. Cette approximation est a priori incon-
troˆle´e, on verra au cas par cas la qualite´ des pre´dictions a` laquelle elle conduit. Faisons deux
remarques :
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– Les re´sultats d’une telle approximation de´pendent bien suˆr de l’observableX sur laque-
lle on projette. Plus celle-ci contient une description fine de la configuration micro-
scopique, moins on perd d’information en passant au processus projete´, et meilleurs
devraient eˆtre les re´sultats de l’approximation.
– En termes plus parlants, cette approximation consiste a` supposer qu’a` chaque instant
toutes les configurations microscopiques correspondant a` une meˆme valeur de l’observ-
able sont e´quiprobables. En effet q(T ) = 0 dans ce cas, et (4.7) est alors correcte. Cette
interpre´tation sera utile dans la suite.
4.1.2 Processus ® markoviens locaux ¯
L’e´volution des observables macroscopiques d’un syste`me physique pre´sente souvent des
caracte´ristiques particulie`res. Pour un syste`me de N spins d’Ising par exemple, la magne´ti-
sation totale M =
∑
i σi est extensive, proportionnelle a` la taille N du syste`me. De plus on
conside`re souvent des probabilite´s de transition qui relient les configurations ne diffe´rant que
par le renversement d’un spin : la magne´tisation ne varie donc que d’une quantite´ finie sur
un pas de temps e´le´mentaire. On va e´tudier dans cette partie les proprie´te´s de tels processus
stochastiques, dans un cadre un peu plus ge´ne´ral.
Conside´rons une variable ale´atoire ~X a` d dimensions, qui prend des valeurs discre`tes, et
qui e´volue a` chaque pas de temps T → T + 1 selon l’e´quation maˆıtresse markovienne
Prob( ~X ′, T + 1) =
∑
~X
W ( ~X ′, ~X)Prob( ~X, T ) . (4.8)
Cela pourrait notamment eˆtre le re´sultat de l’approximation markovienne a` partir d’une
description microscopique ; on a explicite´ ici la possibilite´ pour l’observable ~X d’eˆtre mul-
tidimensionnelle, et on re´utilise la notation W en espe´rant qu’il n’y aura pas de confusion
avec les probabilite´s de transition microscopiques.
Supposons que l’on ait dans notre proble`me un parame`tre N ≫ 1, et que les valeurs
typiques de ~X soient d’ordre N . Le processus est dit ici ® local ¯ si la variation typique
de ~X sur un pas de temps est d’ordre 1, et si les probabilite´s de transition W ne varient
sensiblement que lorsque ses arguments varient sur des quantite´s d’ordre N . Autrement dit,
W ( ~X ′, ~X) = w( ~X ′ − ~X, ~X/N) , (4.9)
avec w(~∆, ~x) non nulle pour ~∆ d’ordre 1, et suffisamment re´gulie`re dans la deuxie`me variable.
Introduisons deux notations :
〈•〉T =
∑
~X
• Prob( ~X, T ) , [•]~x =
∑
~∆
• w(~∆, ~x) . (4.10)
La premie`re correspond a` une moyenne sur les trajectoires possibles de la dynamique, la
deuxie`me sur les transitions possibles de cette marche ale´atoire au voisinage d’un point
donne´. Cette dernie`re moyenne est bien normalise´e car l’e´quation maˆıtresse de´finie par les
W conserve la probabilite´ totale.
On va d’abord s’inte´resser a` l’e´volution temporelle de la valeur moyenne de ~X. Pour deux
instants successifs, il vient tre`s simplement
〈 ~X〉T+1 = 〈 ~X〉T + 〈[~∆] ~X/N 〉T . (4.11)
Comme on va le voir dans la suite, ~X est fortement pique´ autour de sa valeur moyenne dans
la limite thermodynamique. On peut donc intervertir les deux ope´rations 〈•〉 et [•] dans le
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dernier terme de l’e´quation (4.11). Il est alors naturel de de´finir un temps (quasi-) continu
t = T/N , ainsi que la densite´ de la valeur moyenne de ~X ,
~m(t) =
1
N
〈 ~X〉T=Nt . (4.12)
Posant ~v(~x) = [~∆]~x la de´rive moyenne au voisinage du point ~x, on obtient en de´veloppant
(4.11) l’e´quation diffe´rentielle ordinaire
d
dt
~m(t) = ~v(~m(t)) . (4.13)
En re´solvant cette e´quation avec la condition initiale approprie´e, on a de´termine´ le com-
portement moyen du processus stochastique. C’est en fait aussi son comportement typique,
les fluctuations de ~X autour de N ~m sont d’ordre
√
N .
Inte´ressons nous maintenant a` ces de´viations autour de l’e´volution moyenne. Afin de
rendre plus claire la suite de l’expose´ il est peut-eˆtre utile de rappeler quelques proprie´te´s
des sommes de variables ale´atoires inde´pendantes. Soit donc ~X = ~∆1 + · · ·+ ~∆N la somme
de N ≫ 1 variables, distribue´es selon la loi w(~∆). On utilisera a` nouveau la notation [•]
pour de´noter les moyennes sur cette loi w, et on pose ~v = [~∆]. D’apre`s le the´ore`me central
limite, ~X est une variable ale´atoire gaussienne centre´e sur N~v, avec des fluctuations d’ordre√
N . Cependant cette forme gaussienne n’est valable qu’autour de N~v, les queues de la loi
pour les valeurs improbables de ~X ne sont pas de´crites par le the´ore`me central limite. Ce
re´gime de grande de´viation est l’objet du the´ore`me de Cramer, que l’on va retrouver ici de
manie`re heuristique. Notons
eℓ(
~λ) =
[
e
~λ·~∆
]
(4.14)
la fonction ge´ne´ratrice de ~∆. Comme ~X est la somme de N variables ~∆i inde´pendantes, il
vient ∑
~X
Prob( ~X)e
~λ· ~X = eNℓ(
~λ) . (4.15)
Dans la limite N →∞ la somme dans le membre de gauche s’e´value par la me´thode du col.
En posant Prob( ~X) ∼ exp[−Nπ( ~X/N)], on s’aperc¸oit que la fonction de grande de´viation
π(~x) et la fonction ge´ne´ratrice ℓ(~λ) sont des transforme´es de Legendre l’une de l’autre,
π(~x) = min
~λ
[
~λ · ~x− ℓ(~λ)
]
, ℓ(~λ) = max
~λ
[
~λ · ~x− π(~x)
]
. (4.16)
Le the´ore`me central limite s’obtient a` partir de ce the´ore`me plus puissant en de´veloppant π
autour de ~x = ~v, ce qui revient a` de´velopper ℓ autour de ~λ = ~0.
Revenons a` notre proble`me de processus stochastique. La valeur de ~X a` l’instant t est
aussi la somme d’un grand nombre, Nt, de variables ale´atoires ~∆i, mais qui ne sont ni
inde´pendantes ni tire´es avec la meˆme loi de probabilite´ puisque w(~∆, ~x) de´pend de la position
~x. L’ide´e dans la suite de cette partie consiste a` exploiter les proprie´te´s de ® localite´ ¯ du
processus : sur un intervalle de temps [t, t + ǫ] avec ǫ ≪ 1 le de´placement du processus est
la somme de ǫN variables ~∆i que l’on supposera distribue´es avec la meˆme loi w(~∆, ~x(t)).
On utilisera donc le the´ore`me de Cramer sur des petits intervalles de temps pour lesquels la
marche n’a pas trop bouge´.
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Il y a deux manie`res d’exploiter cette ide´e. La premie`re consiste a` e´crire une e´quation
aux de´rive´es partielles sur la fonction ge´ne´ratrice.
Inspire´ par le re´sultat du the´ore`me de Cramer, on pose
Prob( ~X, T ) ∼ exp
[
−Nπ
(
~X
N
,
T
N
)]
. (4.17)
Introduisons aussi la fonction ge´ne´ratrice
G(~λ, T ) = 〈e~λ· ~X〉T ∼
∑
~X
eN(
~λ·~x−π(~x,t)) ∼ eNg(~λ,t) . (4.18)
En e´valuant la somme sur ~X par la me´thode du col, on constate que g est la transforme´e de
Legendre de π, g(~λ, t) = max
~x
[~λ · ~x − π(~x, t)]. Cherchons maintenant a` e´crire l’e´quation qui
re´git l’e´volution de g. On obtient facilement
G(~λ, T + 1) = 〈
[
e
~λ·~∆
]
~X/N
e
~λ· ~X〉T . (4.19)
Le membre de gauche devient, en de´veloppant l’argument temporel de g,
G(~λ, T ) exp
(
∂
∂t
g(~λ, t)
)
. (4.20)
De´finissons aussi la fonction ge´ne´ratrice des de´placements microscopiques autour d’une po-
sition donne´e,[
e
~λ·~∆
]
~x
= eℓ(
~λ,~x) . (4.21)
Le membre de droite de (4.19) peut alors eˆtre e´value´ par la me´thode du col,∫
d~x eN(
~λ·~x−π(~x,t))eℓ(
~λ,~x) = G(~λ, T )eℓ(
~λ,~x(~λ,t)) , (4.22)
ou` ~x(~λ, t) est le point col de l’inte´grale. D’apre`s les proprie´te´s des transforme´es de Legendre,
on a en fait ~x(~λ, t) = ~∇g(~λ, t). D’ou` finalement l’e´quation aux de´rive´es partielles qui gouverne
l’e´volution de la fonction ge´ne´ratrice :
∂
∂t
g(~λ, t) = ℓ(~λ, ~∇g(~λ, t)) . (4.23)
Une fois que cette e´quation, comple´te´e par une condition initiale g(~λ, t = 0), est re´solue,
il reste a` effectuer une transforme´e de Legendre inverse pour obtenir la fonction de grande
de´viation π(~x, t). On peut facilement ve´rifier deux proprie´te´s attendues de (4.23) :
– elle conserve g(~0, t) = 0, qui traduit la normalisation des probabilite´s.
– elle permet de re´obtenir l’e´quation (4.13) pour l’e´volution de la position moyenne avec
~m(t) = ~∇g(~λ, t)|~0.
De plus on retrouve naturellement la forme habituelle du the´ore`me de Cramer quand ℓ(~λ, ~x)
est inde´pendant de ~x.
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L’e´quation (4.23) se traduit en une e´quation e´quivalente sur la fonction de grande de´vi-
ation :
∂
∂t
π(~x, t) = −ℓ(~∇π(~x, t), ~x) . (4.24)
Cette deuxie`me forme est d’une moindre utilite´ pratique, π e´tant souvent plus irre´gulie`re
que g. Par exemple pour une condition initiale ou` ~x est fixe´ a` une certaine valeur ~x0, on a
g(~λ) = ~λ · ~x0, alors que π(~x) vaut +∞ partout sauf en ~x0 ou` il s’annule.
Une deuxie`me approche a` ce proble`me de grande de´viation consiste a` e´crire, sous forme
d’inte´grale de chemin, la probabilite´ de toute une trajectoire {~x(t)} pour t ∈ [0, tf ]. On
l’obtient en de´coupant l’axe des temps en intervalle de longueur ǫ et en utilisant le the´ore`me
de Cramer sur chacun des intervalles. Prenant finalement la limite ǫ→ 0 il vient
Prob[{~x(t)}] ∼
∫
D~λ exp
[
N
∫ tf
0
dt
(
−~λ(t) · ~˙x(t) + ℓ(~λ(t), ~x(t))
)]
. (4.25)
De cette repre´sentation en inte´grale de chemin on peut obtenir la fonction de grande de´via-
tion a` l’instant tf comme
e−Nπ(~xf ,tf ) ∼
∫
D~x D~λ exp
[
N
∫ tf
0
dt
(
−~λ(t) · ~˙x(t) + ℓ(~λ(t), ~x(t))
)]
, (4.26)
ou` l’inte´grale fonctionnelle sur les trajectoires {~x(t)} doit eˆtre restreinte a` celles qui ve´rifient
~x(tf ) = ~xf , et doit eˆtre ponde´re´e selon la distribution de probabilite´ de ~x a` l’instant initial.
Le lien entre l’approche par la fonction ge´ne´ratrice (4.23) et celle de l’inte´grale de chemin
fait apparaˆıtre, de manie`re assez frappante, une analogie avec le formalisme de la me´canique
analytique. En effet, l’e´valuation de l’inte´grale de chemin (4.26) par la me´thode du col
conduit aux e´quations suivantes pour les trajectoires dominantes :{
~˙x(t) = ~∇~λℓ(~λ(t), ~x(t))
~˙λ(t) = −~∇~xℓ(~λ(t), ~x(t))
, (4.27)
c’est-a`-dire des e´quations de mouvement classique ou` ~x et ~λ sont des moments conjugue´s
l’un de l’autre. La fonction ℓ s’interpre`te comme un hamiltonien, et l’e´quation sur la fonction
ge´ne´ratrice (4.23) correspond a` l’e´quation de Hamilton-Jacobi de ce proble`me de me´canique.
On peut donc interpre´ter g comme la fonction ge´ne´ratrice du changement de variables canon-
ique, qui n’est autre que la transforme´e de Legendre de l’action (au sens me´canique du terme).
Cette action apparaˆıt aussi comme le poids de l’inte´grale de chemin, ce qui nous rame`ne a`
l’interpre´tation originelle de π et g comme transforme´es de Legendre l’une de l’autre.
Pour conclure cette partie, remarquons que la pre´sentation utilise´e e´tait loin d’eˆtre
rigoureuse. En particulier la notation ∼ ne de´signait pas des vrais e´quivalents, puisque
seulement les termes exponentiels en N ont e´te´ conserve´s, en ne´gligeant tous les pre´fac-
teurs alge´briques. Ces re´sultats peuvent pourtant, au prix d’e´nonce´s plus pre´cis, prendre un
sens mathe´matique. La concentration de l’e´volution typique autour de l’e´volution moyenne
solution de l’e´quation diffe´rentielle ordinaire (4.13) est par exemple un cas particulier du
the´ore`me deWormald [128]. Ce type de raisonnement est souvent utilise´ en informatique pour
prouver des bornes infe´rieures sur le seuil de satisfiabilite´ [129]. Pour un e´nonce´ rigoureux
des principes de grande de´viation, on pourra se re´fe´rer a` [130].
Ch. 4 : Dynamiques de spins discrets 65
4.2 Le mode`le de Curie-Weiss
Dans cette partie on va illustrer ce formalisme ge´ne´rique dans un cas tre`s simple. Con-
side´rons a` cet effet le mode`le de Curie-Weiss, alias le ferromagne´tique sur le graphe complet.
Chacun des N spins d’Ising σi du mode`le interagit avec tous les autres, et avec un champ
exte´rieur d’intensite´ h, ce qui conduit a` l’hamiltonien
H = − J
2N
∑
i,j
σiσj − h
∑
i
σi . (4.28)
Le couplage entre spins est d’ordre 1/N de manie`re a` avoir un hamiltonien extensif. On
prendra J = 1 dans la suite, ce qui revient a` rede´finir l’e´chelle de tempe´rature.
Les proprie´te´s statiques du mode`le sont de´termine´es tre`s simplement. L’hamiltonien ne
de´pend en effet de la configuration microscopique que par l’interme´diaire de la magne´tisation
M =
∑
i σi, la fonction de partition s’e´crit donc
Z =
N∑
M=−N
N−M pair
(
N
N−M
2
)
exp
[
β
M2
2N
+ βhM
]
. (4.29)
Dans la limite thermodynamique on peut e´valuer le coefficient binomial avec la formule de
Stirling et transformer la somme en une inte´grale, que l’on calcule par la me´thode du col.
On aboutit alors a` l’expression de l’e´nergie libre par site
f = min
m
[
−1
2
m2 − hm− 1
β
(
−1 +m
2
ln
1 +m
2
− 1−m
2
ln
1−m
2
)]
, (4.30)
ou` m =M/N est la magne´tisation par site. On reconnaˆıt dans cette expression la de´compo-
sition en partie e´nerge´tique et entropique. La magne´tisation spontane´e du syste`me minimise
l’e´nergie libre. Elle ve´rifie l’e´quationm = tanh(β(m+h)), avec donc une tempe´rature inverse
critique en champ nul de βc = 1.
Les proprie´te´s dynamiques de ce mode`le ont e´te´ e´tudie´es dans [131]. On reconside`re ici
cette e´tude, en s’appuyant sur le formalisme de´veloppe´ dans la partie pre´ce´dente.
Prenons l’e´volution dynamique habituelle pour des syste`mes de spins d’Ising : a` chaque
pas de temps, un des N spins est choisi au hasard, on calcule la variation d’e´nergie ∆E
que son renversement induirait dans le syste`me, et on effectue le renversement avec une
probabilite´ R(∆E, β). De manie`re a` atteindre l’e´quilibre thermodynamique a` la tempe´rature
inverse β, on impose la condition de balance de´taille´e sur R, sous la forme
R(∆E, β) = e−β∆ER(−∆E, β) . (4.31)
Les taux de transition les plus connus, qui respectent tous deux cette condition, sont ceux
de Metropolis et de Glauber,
RMetropolis = min
(
1, e−β∆E
)
, (4.32)
RGlauber =
1
2
(
1− tanh
(
β∆E
2
))
. (4.33)
Ici la projection de la dynamique est triviale. Il est clair en effet que les configura-
tions microscopiques avec la meˆme magne´tisation sont e´quiprobables a` tout instant si l’on
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part d’une condition initiale uniforme sur les configurations d’une magne´tisation donne´e.
Autrement dit on ne perd pas d’information en passant a` la dynamique sur la magne´tisa-
tion, qui reste markovienne. De plus l’e´nergie d’une configuration s’exprime en fonction de sa
magne´tisation. Dans une configuration de magne´tisation par site m, le spin choisi au hasard
est de signe σ avec la probabilite´ (1 +mσ)/2, et la variation d’e´nergie du syste`me s’il est
flippe´ vaut ∆E = 2σ(m + h) (a` des termes d’ordre 1/N pre`s). La magne´tisation totale M
varie alors de −2σ. On est donc dans le cadre ge´ne´ral d’un processus markovien local e´tudie´
dans la section pre´ce´dente, avec
w(−2,m) = 1 +m
2
R(2(m+ h), β) , (4.34)
w(2,m) =
1−m
2
R(−2(m+ h), β) , (4.35)
w(0,m) = 1− w(−2,m)− w(2,m) . (4.36)
Suivant toujours les notations ge´ne´rales, la variation moyenne de la magne´tisation lors d’un
pas de temps a` partir d’une configuration de magne´tisation m s’e´crit
v(m,β) = (1 −m)R(−2(m+ h), β)− (1 +m)R(2(m+ h), β) , (4.37)
La magne´tisation moyenne e´volue donc selon l’e´quation diffe´rentielle m˙(t) = v(m(t), β).
Utilisons la condition de balance de´taille´e pour transformer cette e´quation en
m˙(t) = −R(2(m(t) + h), β)
(
(1 +m(t))− (1−m(t))e2β(m(t)+h(t))
)
. (4.38)
Partant d’une condition initiale m(t = 0) = m0 quelconque, on atteint aux temps longs une
magne´tisation stationnairem∗ telle que v(m∗, β) = 0. Sous la forme (4.38) il est facile de voir
que m∗ ve´rifie m∗ = tanh(β(m∗+h)). Comme il se doit, la condition de balance de´taille´e sur
les probabilite´s de transition implique que les points fixes de l’e´volution dynamique sont les
extrema de l’e´nergie libre thermodynamique. L’e´quation (4.38) permet en outre de de´crire
la relaxation vers l’e´quilibre a` partir d’une magne´tisation initiale qui en est arbitrairement
e´loigne´e.
On va e´tudier plus en de´tails la stabilite´ de ces points fixes, ainsi que le comporte-
ment critique au voisinage de βc = 1. Prenons pour simplifier h = 0. On a par de´finition
v(m∗(β), β) = 0. La stabilite´ du point fixe m∗(β), ainsi que le comportement du syste`me
aux temps longs, est controˆle´e par le de´veloppement de v autour de m∗. En de´finissant le
temps de relaxation τ par m(t) ∼ m∗ + Ce−t/τ , on obtient
τ =
(
R(2m∗, β)
(
1 + e2βm
∗
(1 − 2β(1−m∗))
))−1
. (4.39)
En accord avec la stabilite´ thermodynamique, le point fixe paramagne´tique m∗ = 0 est
dynamiquement stable a` haute tempe´rature (τ > 0 pour β < βc), et instable a` basse tem-
pe´rature (τ < 0). Dans ce dernier cas ce sont les solutions ferromagne´tiques ±m∗ 6= 0 qui
attirent la dynamique aux temps longs.
La divergence du temps de relaxation quand on s’approche de βc dans la phase param-
agne´tique s’obtient facilement a` partir de cette expression,
τp ∼
β→β−c
(βc − β)−1 1
2R(0, βc)
. (4.40)
Dans la phase ferromagne´tique, il faut de´velopper (4.39) autour de m∗(β) ∼ √3(β − βc),
on trouve alors
τf ∼
β→β+c
(β − βc)−1 1
4R(0, βc)
. (4.41)
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Fig. 4.1 – L’allure de l’e´nergie libre en pre´sence d’un phe´nome`ne de me´tastabilite´.
L’amplitude de ces divergences de´pend de la dynamique microscopique par l’interme´diaire
de R(0, βc), mais le rapport des deux amplitudes est universel, il vaut 1/2 quelque soit la
dynamique microscopique.
Exactement a` β = βc, le premier ordre du de´veloppement de v en puissances de m
s’annule, le deuxie`me est nul pour des raisons de syme´trie par renversement du signe des
spins, c’est donc le troisie`me ordre qui est pertinent. On a aux temps longs m˙ ∼ m3, ce
qui implique que la magne´tisation (si elle e´tait non nulle dans l’e´tat initial) s’annule comme
t−1/2. Comme l’e´nergie est le carre´ de la magne´tisation, elle va vers sa valeur d’e´quilibre
comme t−1.
Il reste un dernier aspect de la dynamique a` traiter. Supposons que l’on soit en pre´sence
d’un champ exte´rieur h > 0, et que la tempe´rature soit suffisamment basse, de telle sorte
que l’e´nergie libre f(m) ait l’allure sche´matise´e sur la figure 4.1. Si la magne´tisation initiale
m(t = 0) = m0 est plus petite que m2, le calcul du comportement typique pre´sente´ ci-
dessus conduit a` la conclusion : m(t) → m1 quand t → ∞. Autrement dit le syste`me reste
bloque´ dans l’e´tat me´tastable de magne´tisation m1. Il est clair que l’on arrive a` ce re´sultat
parce que la limite thermodynamique N → ∞ a e´te´ prise avant la limite de temps longs
t→∞. Pour un syste`me de taille N finie, la condition de balance de´taille´e implique qu’aux
temps suffisamment longs, les configurations sont e´chantillonne´es par la dynamique selon
la distribution d’e´quilibre de Gibbs-Boltzmann, et donc la magne´tisation typique vaut m3,
quelque soit la condition initiale. Comme le temps de relaxation du processus de Markov
diverge avec la taille du syste`me, quand on prend la limite thermodynamique avant celle des
temps longs l’ergodicite´ est brise´e et le syste`me reste confine´ dans l’e´tat me´tastable.
On peut eˆtre plus pre´cis et calculer la divergence de ce temps d’ergodicite´ dans la limite
thermodynamique. Il faut pour cela e´tudier la fonction de grande de´viation π(m, t). Sa
transforme´e de Legendre g(λ, t) e´volue selon l’e´quation (4.23), ou`
ℓ(λ,m) = ln
[
1 +
1−m
2
R(−2(m+ h), β)(e2λ − 1) + 1 +m
2
R(2(m+ h), β)(e−2λ − 1)
]
.
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(4.42)
En utilisant la condition de balance de´taille´e, on peut montrer que la solution stationnaire
atteinte aux temps longs, gas(λ) = g(λ, t→∞) ve´rifie
g′as(λ) = tanh(β(g
′
as(λ) + h) + λ) . (4.43)
En inte´grant cette e´quation avec la condition g′as(0) = m1, on obtient finalement
πas(m) = βf(m)− βf(m1) , pour m ≤ m2 . (4.44)
Les grandes de´viations autour de la magne´tisation typique me´tastable sont controˆle´es par
l’e´nergie libre graˆce a` la condition de balance de´taille´e. En particulier la probabilite´ d’une
grande de´viation jusqu’au maximum m2 de l’e´nergie libre est exponentiellement petite, en
exp[−Nβδ]. Le temps de vie de l’e´tat me´tastable va diverger de manie`re inversement pro-
portionnelle a` cette probabilite´,
terg ∼ exp[Nβδ] . (4.45)
A nouveau le signe d’e´quivalence n’est pas utilise´ dans son sens mathe´matique, ce re´sultat
est affecte´ d’un pre´facteur polynomial en N , calcule´ dans [131].
Ce re´sultat n’est e´videmment pas surprenant, puisqu’il correspond au temps d’activation
d’Arrhe´nius pour passer une barrie`re d’e´nergie libre de hauteur Nδ. C’est cependant un des
cas, assez rares, ou` l’on peut le calculer explicitement. Un autre exemple ou` ce calcul est
possible est celui du proble`me de Kramers pour une particule brownienne dans un potentiel
me´tastable. Dans ce dernier cas la divergence des temps prend place a` la limite de basse
tempe´rature, et non a` celle thermodynamique comme dans le mode`le de champ moyen
conside´re´ ici.
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4.3 Le ferromagne´tique a` connectivite´ fixe
Le mode`le de Curie-Weiss que l’on vient d’e´tudier est l’arche´type des mode`les ferromag-
ne´tiques de type champ moyen. Le fait qu’il soit comple`tement connecte´, c’est a` dire que
chacun des spins interagisse avec tous les autres, rend sa description tre`s simple, puisque
toutes les configurations microscopiques correspondant au meˆme parame`tre d’ordre macro-
scopique (la magne´tisation) sont e´quivalentes.
On va conside´rer dans cette partie un autre mode`le, lui aussi ferromagne´tique et de type
champ moyen, mais cette fois-ci il sera dilue´. La connectivite´ finie rend le proble`me plus
difficile, et l’on n’obtiendra pas une solution exacte de l’e´volution dynamique. On va donc
s’efforcer de de´velopper une se´rie d’approximations de plus en plus pre´cises. Ce travail a fait
l’objet de la publication P6.
4.3.1 De´finition du mode`le, proprie´te´s thermodynamiques
Le mode`le en question est un syste`me de N spins d’Ising σi, interagissant par des cou-
plages ferromagne´tiques sur un arbre de Bethe de connectivite´ L. Comme il a e´te´ discute´ dans
le chapitre 2.3, arbre de Bethe signifie dans ce contexte graphe ale´atoire re´gulier. Autrement
dit, le graphe d’interaction est localement un arbre ou` chaque variable a L voisines, mais il
y a des boucles de longueur O(logN) dans le syste`me. Ainsi chaque site est statistiquement
e´quivalent, et on e´vite le proble`me des effets de bords puisque le graphe n’a pas de surface.
On prend pour hamiltonien
H = −1
2
∑
i<j
Jij(σiσj − 1) =
∑
i<j
Jijδσi,−σj . (4.46)
H est donc un entier positif qui compte le nombre d’interactions frustre´es, c’est a` dire le
nombre de liens dans le graphe dont les extre´mite´s portent des spins de signe oppose´s. On
notera aussi E = H l’e´nergie d’une configuration, M =
∑
i σi la magne´tisation totale, et
e = E/N , m =M/N les quantite´s par spin correspondantes.
De´terminons les proprie´te´s thermodynamiques du mode`le par la me´thode de la cavite´,
utilise´e ici dans sa version la plus e´le´mentaire dite syme´trique dans les re´pliques. On se
reportera a` la figure 4.2 pour une illustration des de´finitions.
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Fig. 4.2 – Sche´matisation de l’e´quation de re´currence (4.48).
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Fig. 4.3 – Calcul des quantite´s thermodynamiques par la me´thode de la cavite´.
Supposons pour commencer que le graphe d’interactions soit un arbre. On prend pour
site central la variable note´e σ0, ses L voisins sont se´pare´es en un site σ qui repre´sente
l’® aval ¯ du graphe, et L− 1 sites {σ1, . . . , σL−1} en ® amont ¯ . La loi de probabilite´ d’une
configuration microscopique des N variables ~σ est donne´e par P (~σ) = exp[−βH(~σ)]/Z. Le
champ de cavite´ hi s’exerc¸ant sur la variable σi est de´fini de la manie`re suivante. Lorsque
l’on somme la loi P (~σ) sur toutes les variables de la branche du graphe en amont de σi, la
probabilite´ marginale re´sultant de cette sommation partielle a une de´pendance en σi de la
forme
cste× e−βa(σ0,σi)+βhiσi , (4.47)
ou` a(σ, σ′) = δσ,−σ′ est l’e´nergie du lien entre deux spins. L’e´quation (4.47) constitue une
de´finition du champ de cavite´ hi. On peut maintenant, en faisant la trace sur les variables
{σ1, . . . , σL−1}, e´crire une e´quation de re´currence donnant le champ de cavite´ h0 en fonction
des champs {h1, . . . , hL−1} :
e2βh0 =
L−1∏
i=1
(
eβhi−βa(+,+) + e−βhi−βa(+,−)
eβhi−βa(−,+) + e−βhi−βa(−,−)
)
. (4.48)
Une fois cette re´currence e´tablie, on l’applique au graphe ale´atoire re´gulier pour lequel tous
les sites sont e´quivalents, et l’on cherche donc une solution homoge`ne de cette e´quation,
h =
L− 1
2β
ln
(
eβh + e−β(h+1)
eβ(h−1) + e−βh
)
. (4.49)
Il peut sembler contradictoire d’utiliser ici l’e´quation de re´currence (4.48), qui n’est stricte-
ment valable que pour un arbre, alors que le graphe ale´atoire posse`de des boucles. On peut
cependant espe´rer que cette approche soit rendue le´gitime par la divergence de la longueur
des boucles dans la limite thermodynamique.
On voit facilement que (4.49) ne posse`de a` haute tempe´rature que la solution triviale h =
0, alors que deux solutions ±h∗ se de´veloppent continuement en dessous d’une tempe´rature
critique Tc, dont l’inverse vaut βc = ln(L/(L− 2)).
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Il reste a` calculer les grandeurs thermodynamiques du proble`me. Conside´rons a` cet effet
la situation sche´matise´e sur la figure 4.3, ou` le spin σ0 est entoure´e de ses L voisins σi,
l’influence du reste du graphe ayant e´te´ incorpore´e dans les L champs de cavite´ h, solution
de l’e´quation (4.49). La loi de probabilite´ de ces L + 1 variables est, a` une normalisation
pre`s,
L∏
i=1
e−βa(σ0,σi)+βhσi . (4.50)
De cette forme on peut tirer la magne´tisation par site
m = tanh
(
β
L
L− 1h
)
, (4.51)
ainsi que l’e´nergie par site,
e = Lh tanh
(
β
L
L− 1h
)
− L
2
2h sinh(2βh)− e−β
cosh(2βh) + e−β
. (4.52)
L’apparition d’une solution h∗ non triviale correspond donc a` une transition ferromagne´tique.
Notons au passage que la magne´tisation s’annule a` la tempe´rature critique en racine carre´e
de β − βc, ce qui redonne bien suˆr l’exposant critique de champ moyen.
Il nous sera utile pour la suite de connaˆıtre la probabilite´ pσ(u) qu’un site ait spin σ et
soit entoure´ de u liens frustre´s. A l’e´quilibre, l’expression (4.50) conduit a` :
pσ(u) = N
(
L
u
)
e−βueβh(L−2u)σ , (4.53)
ou` N est une constante de normalisation. On peut transformer cette expression en utilisant
les densite´s d’e´nergie et de magne´tisation d’e´quilibre, ce qui conduit a`
pσ(u) =
1 + σm
2
(
L
u
)(
2e
L(1 + σm)
)u (
1− 2e
L(1 + σm)
)L−u
. (4.54)
4.3.2 Les descriptions approche´es de la dynamique
On va e´tudier la meˆme dynamique que celle utilise´e sur le mode`le de Curie-Weiss : a`
chaque pas de temps un des spins est se´lectionne´ au hasard, puis renverse´ avec une proba-
bilite´ de´pendant de la variation d’e´nergie que ce renversement induit dans le syste`me. On
s’inte´ressera uniquement a` des taux de transition qui ve´rifient la condition de balance de´tail-
le´e, de manie`re a` assurer la convergence aux temps longs vers l’e´quilibre thermodynamique.
Premier niveau : l’approximation binomiale
Comme ce sont les deux parame`tres qui permettent de de´crire comple`tement l’e´tat
d’e´quilibre, il est naturel d’essayer de baˆtir une description dynamique en termes de l’e´n-
ergie et de la magne´tisation. Suivant les ide´es ge´ne´rales de´crites pre´ce´demment, il faudrait
pour cela eˆtre capable de de´terminer les probabilite´s de variation de ces deux grandeurs
au cours d’un pas de temps e´le´mentaire. Supposons connue la probabilite´ pσ(u; t) que la
variable choisie au cours du pas T = Nt→ T + 1 porte un spin σ = ±1 et soit entoure´e de
u liens frustre´s, c’est-a`-dire que u parmi les L variables voisines portent un spin −σ. Alors
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la variation d’e´nergie si le renversement de la variable est effectue´ vaut ∆E = L − 2u (les
liens frustre´s deviennent satisfaits et vice versa), et la variation de la magne´tisation totale
est ∆M = −2σ. Dans cette partie W (u, β) = R(L − 2u, β) de´signera la probabilite´ que le
flip (renversement) soit accepte´. La condition de balance de´taille´e s’exprime donc comme
W (u, β) =W (L− u, β)e−β(L−2u) . (4.55)
Dans la limite thermodynamique le temps devient continu et l’on obtient les e´quations
diffe´rentielles qui re´gissent l’e´volution des moyennes de l’e´nergie et de la magne´tisation :
d
dt
e(t) =
L∑
u=0
W (u, β)(L − 2u)[p−(u; t) + p+(u; t)] ,
d
dt
m(t) = 2
L∑
u=0
W (u, β)[p−(u; t)− p+(u; t)] . (4.56)
A nouveau les trajectoires typiques seront proches de ces valeurs moyennes dans la limite
thermodynamique.
Les e´quations d’e´volution de e(t) et m(t) font intervenir la fonction pσ(u, t), qui a priori
contient plus d’informations. Cela n’est pas surprenant au vu de la discussion du de´but du
chapitre sur les proprie´te´s des dynamiques projete´es. Il va donc falloir faire une approx-
imation pour fermer les e´quations (4.56) en termes de e(t) et m(t) seulement. Faisons le
raisonnement suivant : par de´finition de la magne´tisation, la variable choisi ale´atoirement
aura spin σ avec probabilite´ (1 +m(t)σ)/2. A ce niveau de description, on peut seulement
supposer que les L liens autour de la variable en question sont frustre´s avec la meˆme prob-
abilite´ ασ(t). Ceci conduit donc a` une loi binomiale (d’ou` le nom de l’approximation),
pσ(u; t) =
1 + σm(t)
2
(
L
u
)
ασ(t)
u(1− ασ(t))L−u . (4.57)
Reste a` de´terminer ασ. Pour cela, remarquons que chaque lien frustre´ relie un spin +1 et un
spin −1. L’e´nergie doit donc s’exprimer, de manie`re cohe´rente, comme le nombre de variables
−1 autour de celles +1, et vice versa. Autrement dit,
e(t) =
L∑
u=0
u p+(u; t) =
1 +m(t)
2
Lα+(t) (4.58)
=
L∑
u=0
u p−(u; t) =
1−m(t)
2
Lα−(t) . (4.59)
Cette e´quation de´termine ασ(t) en fonction de e(t) et m(t), on obtient donc finalement
l’expression approche´e de pσ(u; t) comme
pσ(u; t) =
1 + σm(t)
2
(
L
u
)(
2e(t)
L(1 + σm(t))
)u (
1− 2e(t)
L(1 + σm(t))
)L−u
. (4.60)
Cette forme est en fait exacte a` l’e´quilibre (cf. (4.54)), l’approximation consiste a` supposer
qu’elle reste vraie en remplac¸ant e et m par leurs valeurs e(t) et m(t), en ge´ne´ral diffe´rentes
de celles d’e´quilibre.
Une fois admise cette forme approche´e de pσ(u; t), les e´quations sur e et m se ferment.
On s’est ramene´ a` un syste`me de deux e´quations diffe´rentielles ordinaires, du premier ordre
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en temps, couple´es. On discutera dans la section suivante leur comportement et la pre´cision
d’une telle approximation. Notons au passage que ce niveau d’approximation devrait devenir
exact dans la limite L → ∞, en prenant des intensite´s de couplage entre spins d’ordre
1/L : on retrouve dans cette limite le mode`le de Curie-Weiss, pour lequel l’e´volution de la
magne´tisation est markovienne.
Re´sumons ce que l’on vient de faire : partant d’une description minimale de l’e´tat du
syste`me par deux observables macroscopiques (e(t) et m(t)), on a eu besoin d’une nouvelle
quantite´ macroscopique (pσ(u; t)) pour e´crire les e´quations d’e´volution exactes de nos ob-
servables de de´part. Une approximation a alors e´te´ ne´cessaire pour fermer les e´quations
sur e et m seulement. Une autre possibilite´ consiste a` e´crire une e´quation d’e´volution pour
pσ(u; t) elle-meˆme, qui va faire intervenir une nouvelle observable contenant plus de de´tails
sur l’e´tat microscopique du syste`me, et l’on devra a` nouveau faire une approximation pour
fermer l’e´quation sur pσ(u; t), ou bien e´crire une e´quation pour la nouvelle observable... A
chaque ite´ration de ce processus apparaissent des observables de plus en plus pre´cises mais
qui obe´issent a` des e´quations de plus en plus complique´es, et que l’on doit de toute fac¸on
couper de manie`re approche´e a` un certain stade, a` moins de vouloir suivre l’e´volution micro-
scopique originelle, ce que l’on cherche a` e´viter depuis le de´but. Cette situation rappelle bien
suˆr un grand nombre de proble`mes physiques ou` apparaissent des hie´rarchies de fonctions
que l’on doit tronquer a` un certain ordre, notamment la hie´rarchie dite BBGKY (d’apre`s
Bogoliubov, Born, Green, Kirkwood et Yvon) pour la dynamique des syste`mes de particules
en interaction.
Dans la publication P6 nous avons explore´ les deux e´tapes suivant l’approximation bi-
nomiale dans cette hie´rarchie. Je ne discuterai ici, par souci de simplicite´, que la premie`re
des deux.
On utilisera dans la suite la notation
〈•〉σ =
L∑
u=0
• pσ(u; t) . (4.61)
Contrairement aux apparences, ce n’est pas une moyenne normalise´e pour une valeur donne´e
de σ, mais seulement quand on ajoute les deux valeurs possibles, 〈1〉+ + 〈1〉− = 1.
Deuxie`me niveau : l’approximation des voisins inde´pendants
On veut donc e´crire une e´quation d’e´volution pour pσ(u; t). Au cours d’un pas de temps
t→ t+(1/N), ces quantite´s e´voluent de deux manie`res diffe´rentes. Tout d’abord, supposons
que la variable se´lectionne´e pour un renversement potentiel porte un spin σ˜ et soit entoure´e
de u˜ liens frustre´s. Si elle est renverse´e, elle devient de type (−σ˜, L− u˜). On a donc pσ˜(u˜) qui
augmente de 1/N , et p−σ˜(L− u˜) qui diminue de 1/N . Ce n’est pas la seule contribution : les
L variables voisines de la variable flippe´e ont leur spin qui reste inchange´, mais le nombre
de liens frustre´s autour d’elles augmente ou diminue de 1.
Suivons d’abord un des u˜ liens frustre´s autour de la variable flippe´e. La variable ainsi
atteinte a ne´cessairement un spin −σ˜. Quel est le nombre u′ de liens frustre´s autour de
cette nouvelle variable ? On doit faire ici une approximation pour fermer l’e´quation sur
pσ(u; t) seulement. Elle consiste a` supposer que la variable ainsi atteinte est de type u
′ avec
une probabilite´ proportionnelle a` u′p−σ˜(u
′; t), donc par normalisation cette probabilite´ vaut
u′p−σ˜(u
′; t)/〈u〉−σ˜. Si l’on prenait un lien frustre´ au hasard dans le graphe, c’est avec cette
probabilite´ que la variable de spin −σ˜ aurait u′ liens frustre´s autour d’elle. L’approximation
consiste donc a` oublier les corre´lations entre u˜ et u′. La variable que l’on atteint ainsi voit
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le nombre de liens frustre´s autour d’elle diminuer de 1 au cours du renversement, ce nombre
passe donc de u′ a` u′− 1. En faisant le meˆme raisonnement pour les L− u˜ liens non frustre´s
autour de la variable flippe´, on obtient
d
dt
pσ(u; t) = −W (u, β)pσ(u; t) +W (L− u, β)p−σ(L − u; t) (4.62)
+
∑
u˜,σ˜
pσ˜(u˜, t)W (u˜, β)
[
u˜
(∑
u′
u′p−σ˜(u
′, t)
〈u〉−σ˜ (δu
′,u+1 − δu′,u)δσ,−σ˜
)
+ (L− u˜)
(∑
u′
(L− u′)pσ˜(u′, t)
〈L− u〉σ˜ (δu
′,u−1 − δu′,u)δσ,σ˜
)]
On peut effectuer les sommes, ce qui conduit a`
d
dt
pσ(u; t) = −W (u, β) pσ(u; t) +W (L − u, β) p−σ(L− u; t)
+
〈(L− u˜) W (u˜, β)〉σ
〈L− u˜〉σ [−(L− u) pσ(u; t) + (L− u+ 1)pσ(u − 1; t)]
+
〈u˜ W (u˜, β)〉−σ
〈u˜〉σ [−u pσ(u; t) + (u+ 1) pσ(u+ 1; t)] (4.63)
On a donc obtenu, de manie`re approche´e, un jeu d’e´quations diffe´rentielles couple´es pour
ces fonctions pσ(u; t). Comme ici on travaille sur un graphe dont la connectivite´ est fixe, u
ne peut prendre qu’un nombre fini de valeurs. L’expression (4.63) re´sume donc un jeu de
2(L+ 1) e´quations couple´es.
Une fois ces e´quations re´solues, on peut en de´duire l’e´nergie et la magne´tisation du
syste`me, avec m(t) = 〈1〉+ − 〈1〉−, et e(t) = 〈u〉+ = 〈u〉−. Notons que la dernie`re e´quation
impose une condition de cohe´rence sur les fonctions pσ(u; t). On peut ve´rifier que si cette
condition est respecte´e au temps initial, elle sera conserve´e par les e´quations (4.63).
Interpre´tation des hypothe`ses de fermeture
Les raisonnement pre´sente´s ci-dessus pour fermer approximativement les e´quations dy-
namiques peuvent sembler assez vagues. On va pre´ciser ici les hypothe`ses faites implicite-
ment. Si l’on raisonne en termes d’ope´rateurs de projection, les diffe´rents niveaux de tron-
cature correspondent chacun a` une approximation markovienne, ou` l’observable sur laquelle
on projette est (e,m) pour l’approximation binomiale, pσ(u) pour la suivante, et ainsi de
suite. En effet, on a indique´ pre´ce´demment que l’approximation markovienne consiste a`
supposer que toutes les configurations microscopiques avec la meˆme valeur de l’observable
macroscopique sont e´quiprobables. Dans la publication P6 on a montre´ explicitement que les
fermetures de´rive´es heuristiquement peuvent e´galement s’obtenir a` partir de cette hypothe`se
d’e´quiprobabilite´ des configurations microscopiques.
Cette ve´rification permet aussi de comprendre la profonde similitude de cette approche
avec la the´orie dynamique des re´pliques (DRT) de Coolen et Sherrington [60, 61]. La DRT
a e´te´ applique´e au calcul des proprie´te´s dynamiques du mode`le de Sherrington-Kirkpatrick,
en faisant aussi des hypothe`ses d’e´quipartition des probabilite´s microscopiques sur les sous-
ensembles de´finies par des observables macroscopiques. Dans un premier niveau d’approxi-
mation [60] la projection de la dynamique se fait sur la magne´tisation et l’e´nergie, puis une
version plus raffine´e [61] a e´te´ de´veloppe´e, dans laquelle le parame`tre d’ordre est fonction-
nel. Dans ces articles la me´thode des re´pliques e´tait utilise´e pour faire des moyennes sur le
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de´sordre avec l’hypothe`se d’e´quiprobabilite´ microscopique, et conduisait a` des calculs rela-
tivement lourds. De manie`re assez paradoxale, l’e´tude des mode`les dilue´s par cette me´thode
s’ave`re plus simple que pour des mode`les comple`tement connecte´s : comme on l’a vu, on peut
de´river les relations de fermeture par des raisonnements combinatoires, et l’utilisation de la
me´thode de la cavite´ a` la place de celle des re´pliques simplifie les ve´rifications explicites.
4.3.3 Re´sultats
A chacun des niveaux successifs de cette hie´rarchie d’approximation, on se rame`ne a` un
jeu d’e´quations diffe´rentielles couple´es pour un nombre fini d’observables macroscopiques :
au premier niveau on suit seulement l’e´nergie et la magne´tisation, au deuxie`me niveau la
fonction pσ(u; t), au troisie`me (non de´crit ici mais que l’on trouvera expose´ dans la publi-
cation) un objet un peu plus complexe pσ1σ2(u1, u2). Ces e´quations diffe´rentielles peuvent
eˆtre sans difficulte´ inte´gre´es nume´riquement, et leurs pre´dictions compare´es aux re´sultats
de simulations nume´riques Monte-Carlo de la dynamique microscopique originelle. On s’est
inte´resse´ en particulier a` la relaxation vers l’e´quilibre a` partir de conditions initiales qui en
sont arbitrairement e´loigne´es. Une manie`re simple de les ge´ne´rer consiste a` tirer la valeur
des spins ale´atoirement et de manie`re inde´pendante, avec un biais pour donner au syste`me
une certaine magne´tisation.
L’image ge´ne´rale qui de´coule de la comparaison entre simulations et calculs est la suiv-
ante : aux temps courts et aux temps longs, les diffe´rents niveaux d’approximation sont
en fait exacts. La raison est qu’aux temps courts, pour ce type de conditions initiales, les
hypothe`ses de fermeture de la hie´rarchie d’e´quations, qui reposent sur l’absence de corre´la-
tions, sont correctes. De meˆme aux temps longs, comme la dynamique microscopique ve´rifie
la condition de balance de´taille´e, le syste`me e´volue vers l’e´quilibre thermodynamique. On a
vu qu’alors la forme de pσ(u; t) suppose´e dans l’approximation binomiale devenait exacte. Il
en va de meˆme pour les hypothe`ses de fermeture aux niveaux suivants d’approximation. Par
contre aux temps interme´diaires, il y a comme pre´vu des de´viations syste´matiques entre les
pre´dictions des calculs approche´s et le comportement observe´ des simulations nume´riques.
De manie`re satisfaisante, les niveaux d’approximation successifs, qui voient croˆıtre la finesse
des observables, fournissent des re´sultats de plus en plus pre´cis. La figure 4.4 pre´sente un re´-
sume´ de cette e´tude. L’accord est tre`s satisfaisant, meˆme pour les niveaux d’approximations
les plus simples.
Une re´solution analytique des e´quations diffe´rentielles couple´es qui apparaissent dans
cette e´tude semble difficile. On peut ne´anmoins e´tudier assez simplement leurs solutions sta-
tionnaires. En particulier, il est possible de ve´rifier explicitement que la condition de balance
de´taille´e implique que ces points fixes de l’e´volution correspondent bien aux e´tats d’e´quilibre
thermodynamique. Ceci est possible ici car les hypothe`ses de fermeture deviennent exactes
dans de telles conditions. On ve´rifie aussi que dans le re´gime de basse tempe´rature l’e´tat
paramagne´tique est dynamiquement instable. Finalement, l’e´tude du voisinage du point cri-
tique conduit a` des re´sultats tre`s proches de ceux du mode`le de Curie-Weiss :
– Les temps de relaxation divergent a` βc comme A±|β−βc|−1. Les deux amplitudes A±
pour la divergence dans les phases ferromagne´tique et paramagne´tique de´pendent des
de´tails microscopiques de la dynamique, mais leur ration A+/A− en est inde´pendant,
et vaut a` nouveau 1/2.
– Exactement a` la tempe´rature critique, la magne´tisation s’annule en t−1/2 et l’e´nergie
tend vers sa valeur d’e´quilibre comme t−1.
Les de´tails de ces calculs peuvent se trouver dans la publication. La co¨ıncidence des
exposants et du ratio d’amplitude avec ceux du mode`le de Curie-Weiss e´tait attendue puisque
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ces deux mode`les sont de champ-moyen. Toutefois il n’e´tait pas e´vident a priori que l’on
puisse les expliciter dans le cas du mode`le dilue´, pour lequel on n’a pas une description
exacte de la dynamique aux temps interme´diaires.
4.3.4 Corre´lations a` deux temps
On a donc vu comment caracte´riser approximativement l’e´tat du syste`me au cours de
son e´volution vers l’e´quilibre par un certain nombre d’observables macroscopiques. Cette
description n’e´puise pas toutes les questions que l’on peut se poser sur la dynamique du
syste`me. De´finissons par exemple la fonction de corre´lation a` deux temps
C(t2, t1) =
1
N
∑
i
σi(t2)σi(t1) , (4.64)
qui vaut 1 si les configurations des spins aux deux temps t1 et t2 sont identiques (notamment
pour t1 = t2), 0 si elles sont comple`tement de´correle´es. On prendra t2 ≥ t1 dans la suite
pour simplifier les notations. Si on laisse le syste`me e´voluer suffisamment longtemps avant de
commencer les mesures de corre´lation (t1 →∞), on va obtenir une fonction de corre´lation a`
l’e´quilibre qui ne de´pend que de la diffe´rence de temps entre les deux instants d’observation,
Ceq(τ) = lim
t1→∞
C(t1+τ, t1). Meˆme si dans cette limite toutes les quantite´s thermodynamiques
ont atteint leurs valeurs d’e´quilibre, et que la fonction de corre´lation y est stationnaire,
celle-ci contient une information non triviale sur la vitesse a` laquelle le syste`me ® oublie ¯
le de´tail microscopique de ses configurations ante´rieures. Selon la tempe´rature, la fonction
de corre´lation d’e´quilibre de´croˆıt a` 0 (haute tempe´rature, phase paramagne´tique) ou vers le
carre´ de la magne´tisation d’e´quilibre (basse tempe´rature, phase ferromagne´tique). Dans ce
deuxie`me cas l’ergodicite´ du syste`me est brise´e, on reste dans un des deux e´tats purs avec
un signe de´fini de la magne´tisation. Cette brisure d’ergodicite´ n’est comple`te que dans la
limite thermodynamique, dans un syste`me de taille finie l’ergodicite´ est restaure´e par les
fluctuations de la magne´tisation.
On peut en outre s’interroger sur le comportement des fonctions de corre´lation a` deux
temps dans le re´gime transitoire qui pre´ce`de l’e´quilibre. On a alors effectivement une de´pen-
dance dans les deux temps (et pas seulement dans leur diffe´rence), a` cause de la pre´paration
a` l’instant initial qui brise l’invariance par translation temporelle.
Une extension des me´thodes d’approximation pre´sente´es pre´ce´demment permet de cal-
culer, de manie`re approche´e, ces fonctions de corre´lation. L’ide´e consiste toujours a` projeter
la dynamique sur un petit nombre d’observables macroscopiques, mais cette fois-ci en in-
cluant des quantite´s qui gardent une trace de la configuration microscopique a` l’instant
ante´rieur t1. Le plus simple serait de suivre en fonction de t l’ensemble de parame`tres
{e(t),m(t), C(t, t1)}, et d’e´crire des e´quations diffe´rentielles sur ces quantite´s. On trouve
alors les e´quations (4.56) muni de l’approximation binomiale (4.60) pour pσ(u, t), et une
nouvelle e´quation diffe´rentielle pour C,
d
dt
C(t, t1) = −2C(t, t1)Ac(t) , Ac(t) =
L∑
u=0
W (u, β)[p−(u; t) + p+(u; t)] . (4.65)
L’interpre´tation en est assez simple. Ac(t) est la probabilite´ d’acceptation d’un flip au temps
t. A chaque fois qu’une variable est renverse´e, on suppose qu’elle a une probabilite´ (1+C)/2
d’eˆtre dans le meˆme e´tat aux instants t et t1, alors C diminue de 2/N , tandis qu’avec
probabilite´ (1− C)/2 elle augmente de 2/N .
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Fig. 4.4 – Les trois niveaux d’approximation sont repre´sente´s par ordre croissant de pre´ci-
sion avec une ligne pointille´e, une ligne mixte et une ligne pleine. Dans les figures centrales la
ligne mixte est indistinguable de la ligne pleine. Les symboles sont les re´sultats de simulations
nume´riques sur des syste`mes avec L = 3, de taille N = 3 ·106, des moyennes e´tant prises sur
200 simulations inde´pendantes. Les barres d’erreur, quand elles ne sont pas pre´cise´es, sont
plus petites que les symboles. La condition initiale correspond a` des spins inde´pendants de
magne´tisation moyenne 0.1. Haut : De bas en haut β = 1.2, ln 3, 1.0, la tempe´rature interme´-
diaire e´tant la tempe´rature critique du mode`le, trace´ de la densite´ d’e´nergie en fonction du
temps. L’inset pre´sente un grossissement de la zone de moins bon accord, a` la tempe´rature
critique. Bas : idem pour la magne´tisation en fonction du temps, la courbe la plus haute
e´tant celle a` tempe´rature la plus basse.
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Ce niveau d’approximation conduit a` des re´sultats me´diocres, mais on peut l’ame´liorer
a` l’image des approximations successives de la partie pre´ce´dente. La quantite´ qui s’est
ave´re´ fournir un bon compromis entre qualite´ des re´sultats et simplicite´ des calculs est
qσ1σ(uu, us, su; t1, t), fraction de sites qui ont un spin σ1 (resp. σ)a` l’instant t1 (resp. t), et
dont, parmi les L liens qui l’entourent, uu sont frustre´s aux deux temps, us sont frustre´s a`
t1 et satisfait a` t, su dans la situation inverse, et le reste (L − uu− us− su) sont satisfaits
aux deux temps. De cette quantite´ on peut tirer la fonction de corre´lation comme
C(t, t1) =
∑
uu,us,su
(q++(uu, us, su; t1, t) + q−−(uu, us, su; t1, t)
− q+−(uu, us, su; t1, t)− q−+(uu, us, su; t1, t)) . (4.66)
Il ne reste plus qu’a` e´crire une e´quation d’e´volution pour q, qui s’obtient avec le meˆme type
de raisonnement que celui utilise´ pour le niveau d’approximation des voisins inde´pendants.
On doit tenir compte de l’effet du renversement d’un spin sur le type de la variable en
question, (σ1, σ, uu, us, su) → (σ1,−σ, us, uu, ss = L − uu − us − su), et de l’effet sur ses
voisines. On obtient finalement :
d
dt
qσ1σ(uu, us, su; t1, t) =
− qσ1σ(uu, us, su)W (uu+ su) + qσ1,−σ(us, uu, ss)W (ss+ us)
+
〈uuW (uu+ su)〉−σ1−σ
〈uu〉σ1σ
[−uu qσ1σ(uu, us, su) + (uu+ 1)qσ1σ(uu+ 1, us− 1, su)]
+
〈usW (uu+ su)〉−σ1σ
〈us〉σ1σ
[−us qσ1σ(uu, us, su) + (us+ 1)qσ1σ(uu− 1, us+ 1, su)]
+
〈suW (uu+ su)〉σ1−σ
〈su〉σ1σ
[−su qσ1σ(uu, us, su) + (su+ 1)qσ1σ(uu, us, su+ 1)]
+
〈ssW (uu+ su)〉σ1σ
〈ss〉σ1σ
[−ss qσ1σ(uu, us, su) + (ss+ 1)qσ1σ(uu, us, su− 1)] , (4.67)
ou` l’on a utilise´ la notation
〈•〉σ1σ =
∑
uu, us, su
uu+ us+ su ≤ L
• qσ1σ(uu, us, su; t1, t) . (4.68)
Ce jeu d’e´quations diffe´rentielles couple´es est comple´te´ par des conditions aux bords quand
t = t1, et par des conditions de cohe´rence pour que l’e´nergie, soit au temps t1 soit au temps
t, soit la meˆme quand on la calcule comme le nombre de spins −1 autour des +1, ou l’inverse.
On peut alors inte´grer nume´riquement ces e´quations, et les comparer avec des simulations
Monte-Carlo. A nouveau la concordance de ces deux approches est tre`s satisfaisante, comme
on peut le voir sur la figure 4.5.
Pour des diffe´rences de temps τ qui divergent, la fonction de corre´lation C(t1+τ, t1) tend
vers le produit des magne´tisations aux deux temps. Ceci explique pourquoi cette valeur est
correctement pre´dite par le calcul approche´ quand t1 = 0 ou t1 →∞, puisque dans ces deux
cas les magne´tisations en jeu sont celles de la configuration initiale et/ou de l’e´quilibre, qui
sont correctement capture´es par l’approximation. Par contre pour une valeur interme´diaire
0 < t1 <∞, la magne´tisation au temps t1 n’est qu’approche´e, et la pre´diction pour C(t1 +
∞, t1) n’est pas exacte. Ces arguments sont confirme´es par les re´sultats de la figure 4.5.
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Fig. 4.5 – Corre´lations a` deux temps C(t1 + τ, t1) en fonction de τ , pour L = 3. Les traits
pleins repre´sentent les re´sultats de l’e´tude analytique, les symboles sont des moyennes sur
200 simulations Monte-Carlo pour des syste`mes de taille N = 107. Gauche : la de´core´lation
avec la configuration initiale (t1 = 0) dans la phase paramagne´tique (β = 1). Droite : de bas
en haut t1 = 0, 30, 150 dans la phase ferromagne´tique (β = 1.2).
4.3.5 Perspectives
Le mode`le que l’on vient d’e´tudier est certainement un des plus simples que l’on puisse
imaginer dans la classe des proble`mes de dynamique sur des syste`mes dilue´s. En effet, il
ve´rifiait la condition de balance de´taille´e et l’e´tat d’e´quilibre thermodynamique e´tait atteint
sur des e´chelles de temps finies (dans la phase de basse tempe´rature l’ergodicite´ est brise´e
de la meˆme fac¸on que dans le mode`le de Curie-Weiss, il n’y a pas de vieillissement par
croissance de domaine comme en dimension finie [132]). L’aspect ® hors d’e´quilibre ¯ de ce
travail vient seulement de ce que l’on s’est attache´ a` de´crire le re´gime transitoire a` partir
de conditions initiales e´loigne´es de l’e´quilibre. De plus, la pre´sence de de´sordre e´tait assez
anecdotique, puisqu’il apparaissait seulement par l’interme´diaire des longues boucles.
On peut imaginer un grand nombre de situations plus complique´es. Dans la partie suiv-
ante on e´tudiera une dynamique d’origine algorithmique qui ne ve´rifie pas la condition de
balance de´taille´e. En restant dans le cadre de dynamiques ® physiques ¯ qui ve´rifient cette
condition, on peut tracer deux directions pour des travaux plus pousse´s :
– Une premie`re serait de conserver un mode`le avec des interactions ferromagne´tique entre
paires de spins, mais en introduisant du de´sordre dans les couplages. On pourrait soit
garder un mode`le a` connectivite´ fixe, et des couplages d’intensite´ ale´atoires, soit des
couplages d’intensite´ constante, mais en autorisant des fluctuations dans la connectivite´
des variables, en utilisant par exemple un graphe ale´atoire d’Erdo¨s et Re´nyi. Ce dernier
cas serait la version ferromagne´tique du mode`le de Viana-Bray. On s’attend alors a`
avoir un phe´nome`ne connu sous le nom de phase de Griffiths [22, 23, 24, 25] : la
relaxation dans la phase paramagne´tique est anormalement lente (plus lente qu’une
exponentielle), a` cause de re´gions rares dans le syste`me qui ont, localement, une plus
grande tendance a` s’ordonner. Dans le cas du mode`le de Viana-Bray, cela peut de´couler
de la pre´sence de sites avec une grande connectivite´ (comme on l’a vu, de manie`re un
peu caricaturale, dans la version sphe´rique du chapitre pre´ce´dent), pour un mode`le a`
connectivite´ fixe on peut avoir des grandes re´gions ou` l’intensite´ des couplages est plus
grande que la moyenne.
– Une deuxie`me direction, plus ambitieuse encore, serait d’e´tudier des mode`les dont la
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phase de basse tempe´rature est vitreuse. Pour cela on peut mettre du de´sordre dans
le signe des couplages de manie`re a` induire de la frustration. En fait sur le graphe
ale´atoire re´gulier, un mode`le purement antiferromagne´tique devrait aussi eˆtre vitreux,
la frustration provenant des boucles de longueur impaires. Une variante qui pourrait
sembler sans gravite´ mais qui fait tomber dans le cadre des syste`mes vitreux consiste a`
conside´rer des interactions qui font intervenir 3, ou plus, spins par interactions. Dans ce
cas-la`, meˆme des interactions ferromagne´tiques conduisent a` des phe´nome`nes vitreux
par une frustration dynamiquement induite [133].
Dans tous ces cas l’e´quilibre ne sera pas atteint, la dynamique pre´sentera des carac-
te´ristiques de vieillissement dans ses fonctions de corre´lation et de re´ponse. Une des
difficulte´s a` re´soudre pour entreprendre l’e´tude de tels mode`les par l’approche pre´sen-
te´e ici consiste a` de´terminer une description macroscopique judicieuse du syste`me.
Pour cela, la connection avec la the´orie dynamique des re´pliques sera peut-eˆtre utile,
puisque ce formalisme permet de traiter en principe les cas de RSB.
Enfin, une e´tude re´cente [57] de la phase de basse tempe´rature d’un verre de spin
dilue´ a mis en e´vidence des effets tre`s inte´ressants de de´pendance de l’e´tat stationnaire
obtenu aux temps longs selon l’histoire du syste`me. Il serait tre`s appre´ciable de pouvoir
capturer de tels effets par une approche analytique, meˆme aussi approche´e que celle
pre´sente´e ici.
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4.4 Un algorithme de recherche locale
La fin de ce chapitre sera consacre´e a` l’e´tude d’un algorithme de recherche de solutions
d’un proble`me d’optimisation combinatoire. A l’inverse des dynamiques e´tudie´es jusqu’a`
maintenant, celle-ci ne respecte pas de condition de balance de´taille´e, et le comportement
aux temps longs du syste`me ne correspond pas a` une mesure d’e´quilibre de Boltzmann. De
plus on s’inte´resse au comportement de l’algorithme sur des proble`mes tire´s d’un ensemble
ale´atoire, ce qui introduit un de´sordre gele´ dans la de´finition du processus dynamique. Ces
caracte´ristiques rendent ce proble`me plus difficile que le mode`le ferromagne´tique a` connec-
tivite´ fixe, cependant il en partage certaines proprie´te´s : on peut aussi le repre´senter comme
l’e´volution d’un syste`me de spins d’Ising, ou` a` chaque pas de temps un seul spin est renverse´.
En outre les observables macroscopiques inte´ressantes sont extensives et varient peu au cours
d’un pas de temps e´le´mentaire, ce qui nous met en position d’utiliser une fois de plus les
me´thodes ge´ne´rales de´veloppe´es en de´but de chapitre.
Ce travail a d’abord e´te´ publie´ dans un journal de physique (publication P4), puis re´e´crit
pour le rendre plus accessible a` la communaute´ informaticienne a` laquelle il a e´te´ pre´sente´
dans une confe´rence, cf. la publication C1. Il a aussi constitue´ une partie de la revue C2. Une
e´tude tre`s similaire a e´te´ conduite simultane´ment par Barthel, Hartmann et Weigt [134].
4.4.1 De´finitions
Le proble`me de la satisfiabilite´
Le proble`me d’optimisation auquel on s’attache ici est celui de la K-satisfiabilite´. On a
N variables boole´ennes xi qui peuvent eˆtre vraies ou fausses. Une clause de longueur K est
le OU logique (disjonction, note´e ∨) de K variables parmi les xi, certaines de ces variables
pouvant eˆtre nie´es (la ne´gation de vrai e´tant faux, et vice-versa). Une clause est donc vraie
de`s qu’une des variables est dans l’e´tat impose´ par la clause. Par exemple, pour K = 3,
x2 ∨x5 ∨x6 est vraie de`s que x2 est vraie, ou x5 est fausse, ou x6 est vraie. Une instance du
proble`me est une formule constitue´e par le ET logique (conjonction, note´e ∧) d’un certain
nombre M de clauses. Une formule est donc vraie si et seulement si toutes ses clauses sont
vraies. On dit qu’une formule est satisfiable s’il existe une valeur des variables xi telle que
la formule soit vraie. Une telle configuration, est alors appele´e une solution de la formule.
La plupart du temps il n’y a pas unicite´ de la solution.
Devant une formule donne´e, la premie`re question que l’on peut se poser est de savoir si
elle est satisfiable ou pas, et de prouver cette affirmation. Si le nombre de variables et le
nombre de clauses sont petits, on peut toujours faire une recherche exhaustive de toutes les
configurations pour ve´rifier si l’une d’entre elle est une solution ou pas. Ceci est seulement
possible pour N tre`s faible, le nombre de configurations croissant comme 2N . Dans toutes
les affirmations concernant la difficulte´ du proble`me, on sous-entendra que l’on s’inte´resse a`
de grandes formules.
Prouver la satisfiabilite´ ou l’insatisfiabilite´ d’une formule sont deux taˆches tre`s diffe´rentes.
Dans le premier cas il ® suffit ¯ d’exhiber une solution, la ve´rification que la formule est
en effet satisfaite par cette configuration est possible en un nombre d’ope´rations qui croˆıt
comme un polynoˆme avec le nombre N de variables. Il est bien suˆr tre`s difficile en ge´ne´ral de
trouver effectivement une solution. En termes plus pre´cis, la K-satisfiabilite´ est un proble`me
dit NP-complet pour K ≥ 3, c’est-a`-dire que si l’on connaissait un algorithme capable de
trouver une solution en un nombre polynomial d’ope´rations e´le´mentaires pour n’importe
quelle formule satisfiable, tous les proble`mes d’optimisation de la famille dite NP seraient
aussi solubles en un temps polynomial. L’hypothe`se la plus probable a` l’heure actuelle est
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qu’un tel algorithme n’existe pas, c’est cependant un proble`me ouvert des mathe´matiques.
Pour plus de de´tails sur les de´finitions des diffe´rentes familles de proble`mes d’optimisation
et sur la the´orie de la complexite´, on pourra consulter [135].
Montrer qu’une formule n’est pas satisfiable est conceptuellement plus difficile, il faut
mettre en e´vidence une contradiction qui empeˆche toutes les configurations d’eˆtre des solu-
tions.
Diffe´rents types d’algorithmes
On dit qu’un algorithme est complet s’il est capable de donner le statut (satisfiable ou pas)
de toute formule qu’on lui pre´sente, et de justifier sa re´ponse en exhibant soit une solution
si la formule est satisfiable, soit une contradiction dans le cas contraire. L’exemple le plus
connu est l’algorithme de Davis-Putnam-Loveland-Logeman (DPLL) [136] qui explore d’une
manie`re syste´matique l’espace des configurations des variables boole´ennes, en e´liminant le
plus rapidement possible les re´gions ou` il est suˆr de ne pas trouver de solutions. On trouvera
plus de de´tails et de re´fe´rences sur ce type d’algorithme dans la revue C2.
D’autres algorithmes, ® incomplets ¯, ne se prononcent avec certitude que dans certains
cas. Par exemple, un algorithme de recherche locale comme celui que l’on va e´tudier dans la
suite du chapitre, peut trouver une solution de la formule qu’on lui pre´sente. Dans ce cas-la`,
celle-ci e´tait sans aucun doute satisfiable. Il se peut aussi que l’algorithme, au bout d’un
temps de´fini a` l’avance, n’ait pas trouve´ de solution. Alors on ne peut pas conclure : soit la
formule n’e´tait pas satisfiable, soit l’algorithme n’a pas e´te´ assez astucieux pour trouver une
des solutions.
Signalons aussi que les me´thodes de la physique statistique des syste`mes de´sordonne´es ont
re´cemment conduit a` un nouveau type d’algorithme incomplet, appele´ ® survey propagation¯
[35]. Celui-ci exploite l’intuition sur la structure de l’espace des configurations acquise graˆce
a` la me´thode des re´pliques et de la cavite´ pour repe´rer les variables cruciales du proble`me.
Un algorithme de recherche locale
On va conside´rer dans la suite l’algorithme Pure Random WalkSAT (PRWSAT), intro-
duit par Papadimitriou [137] pour K = 2 en 1992. Il fonctionne de la manie`re suivante :
1. A l’instant initial, la valeur des variables boole´ennes xi est choisie ale´atoirement, e´gale
a` vrai ou faux avec probabilite´ 1/2.
2. A chaque pas de temps ulte´rieur, si toutes les clauses sont satisfaites, on a trouve´
une solution et l’algorithme se termine. Sinon, on choisit ale´atoirement et uniforme´-
ment une des clauses non satisfaites, puis (toujours ale´atoirement et uniforme´ment )
une des variables de cette clause, et on la renverse (elle passe de vraie a` fausse, ou
re´ciproquement).
3. On retourne au point pre´ce´dent, a` moins qu’une limite sur le nombre de pas de temps
ait e´te´ de´passe´e. Dans ce cas, on quitte la boucle sans pouvoir conclure sur l’existence
ou pas d’une solution.
La motivation du deuxie`me point est la suivante : lorsqu’on renverse une variable d’une
clause non satisfaite, elle devient force´ment satisfaite. Bien suˆr, il est possible que cette
meˆme variable appartienne a` d’autres clauses qui e´taient auparavant satisfaites et qui ne le
sont plus apre`s le renversement.
Ch. 4 : Dynamiques de spins discrets 83
Il existe quelques re´sultats rigoureux concernant cet algorithme, valables quelque soit la
formule e´tudie´e. Le premier est duˆ a` Papadimitriou [137] : si K = 2, c’est-a`-dire si toutes les
clauses comportent deux variables, et si la formule admet au moins une solution, PRWSAT
la trouve en un temps d’ordre N2, avec grande probabilite´ (par rapport aux choix ale´atoires
de la configuration initiale et des choix aux diffe´rents pas de l’algorithme). Le proble`me de la
2-satisfiabilite´ est en fait polynomial, et il existe des algorithmes de´terministes qui re´solvent
toute formule en un temps line´aire, l’approche stochastique n’est donc pas optimale ici.
Pour le cas plus inte´ressant de la 3-satisfiabilite´, qui est donc NP-complet, Scho¨ning [138]
a montre´ qu’une formule satisfiable e´tait re´solue par PRWSAT en un temps borne´ par
(4/3)N . La borne est exponentielle dans ce cas, ce qui est attendu a` cause de la NP-
comple´tude du proble`me. Le 4/3 a e´te´ ame´liore´ un petit peu depuis, graˆce a` des choix
plus e´labore´s de la condition initiale [139]. Il faut noter que cette borne est exponentielle-
ment meilleure que le temps 2N ne´cessaire pour une e´nume´ration exhaustive de toutes les
configurations.
Les re´sultats de Papadimitriou et Scho¨ning ont de profondes implications : meˆme si cet
algorithme n’est pas complet dans un sens strict puisqu’il peut se tromper (ne pas trouver de
solutions a` une formule satisfiable), la probabilite´ qu’il fasse une erreur peut-eˆtre rendue aussi
faible que de´sire´e. Il est donc ® probabilistiquement complet ¯ . On trouvera une discussion
de´taille´e de ce type d’algorithmes dans [140].
4.4.2 L’ensemble des formules ale´atoires
De´finition et proprie´te´s statiques
La the´orie de la complexite´ algorithmique brie`vement e´voque´e ci-dessus s’inte´resse a`
la difficulte´ d’un proble`me dans le pire des cas. S’il est vraisemblable que l’on ne puisse
pas construire d’algorithmes re´solvant n’importe quelle formule en un temps polynomial,
cela pourrait eˆtre duˆ a` quelques formules particulie`rement difficiles mais rares, alors que la
majorite´ des formules sont faciles. Pour donner un sens plus pre´cis a` ces ide´es de complexite´
typique, un ensemble probabiliste de formules a e´te´ de´fini dans [28].
Une formule de cet ensemble est construite de la manie`re suivante. Chacune desM clauses
est ge´ne´re´e inde´pendamment des autres, en choisissant unK-uplet de variables uniforme´ment
parmi les
(
N
K
)
possibilite´s, et chacune des variables dans la clause est nie´e ou pas avec
probabilite´ 1/2. Le re´gime qui nous inte´resse est celui de la limite thermodynamique ou` le
nombre de variables N et le nombre de clausesM tendent simultane´ment vers l’infini avec un
ratio α = M/N fixe´. Les clauses forment donc un hypergraphe poissonnien de connectivite´
moyenne αK.
La probabilite´ qu’une formule ainsi ge´ne´re´e soit satisfiable pre´sente un comportement de
seuil, ou transition de phase : avec grande probabilite´ (c’est-a`-dire avec une probabilite´ qui
tend vers 1 dans la limite thermodynamique), la formule est satisfiable si α < αc(K), non
satisfiable si α > αc(K). Pour K = 3, le seuil est a` αc ∼ 4.2. Ce phe´nome`ne a d’abord e´te´
constate´ nume´riquement.
La preuve de l’existence du seuil de satisfiabilite´ n’est pas acheve´e [141], des bornes
rigoureuses ont cependant e´te´ e´tablies : s’il existe, le seuil est compris entre 3.145 [129]
et 4.506 [142]. D’autres travaux [143, 144] ont permis de resserrer l’e´cart entre bornes
infe´rieures et supe´rieures dans la limite d’un grand nombre K de variables par clause.
Ce proble`me a e´te´ e´tudie´ par des me´thodes de physique statistique, en utilisant l’analogie
de´crite dans l’introduction avec les proble`mes de verres de spin. Le travail originel de Monas-
son et Zecchina [30] reposait sur l’utilisation de la me´thode des re´pliques avec l’hypothe`se de
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syme´trie des re´pliques, et montrait entre autres que le nombre de solutions dans la phase sat-
isfiable e´tait exponentiellement grand dans la taille du syste`me. Les difficulte´s techniques de
la brisure de syme´trie des re´pliques dans les syste`mes a` la connectivite´ finie [32] ont retarde´s
l’apparition de la solution a` un pas de brisure. Une e´tape interme´diaire a e´te´ entreprise par
Biroli, Monasson et Weigt [33] qui ont trouve´ une forme variationnelle de l’ansatz 1RSB, et
montre´ l’existence d’une deuxie`me transition dans la zone satisfiable α < αc : pour α tre`s
faible, l’ensemble des solutions est re´parti uniforme´ment dans l’espace des configurations des
variables. Quand on augmente le ratio α de contraintes par variables, il apparaˆıt une struc-
ture dans l’ensemble des solutions, qui se regroupent par amas de solutions proches, se´pare´es
par des zones vides de solution. Cette transition est dite de ® clustering ¯ . Plus re´cemment,
la reformulation des e´quations 1RSB par la me´thode de la cavite´ [34] a permis de les re´-
soudre nume´riquement par une me´thode de dynamique de populations. Cette me´thode a e´te´
applique´e au proble`me de la satisfiabilite´ par Me´zard et Zecchina [35], et pre´dit la valeur du
seuil de satisfiabilite´ pour K = 3 a` αc = 4.267. Par ailleurs Franz et Leone [145] ont montre´,
en utilisant la me´thode d’interpolation de Guerra [12], que les seuils de satisfiabilite´ calcule´s
au niveau 1RSB e´tait des bornes supe´rieures rigoureuses.
Il est plus difficile de donner une valeur pre´cise du seuil de clustering. La solution 1RSB
apparaˆıt a` α ≈ 3.86, mais jusqu’a` α ≈ 4.15 elle est instable vis-a`-vis d’une brisure comple`te
de la syme´trie des re´pliques [36, 37, 146]. Entre ces deux valeurs l’ensemble des solutions
acquiert donc une structure, mais elle est plus complique´e que l’image 1RSB de clusters de
solutions.
Le comportement de PRWSAT sur des formules ale´atoires
On va e´tudier dans la suite le comportement de l’algorithme PRWSAT dans le cas ou`
la formule qu’on lui propose de re´soudre est tire´e de l’ensemble ale´atoire dont on vient de
de´crire les proprie´te´s statiques.
Il est tre`s facile de ge´ne´rer de telles formules et de simuler nume´riquement le comporte-
ment de PRWSAT. Les deux trace´s de la figure 4.6 repre´sentent la fraction de clauses non
satisfaites au cours de l’e´volution de l’algorithme. De manie`re a` avoir une limite thermo-
dynamique bien de´finie, on a place´ en ordonne´es la fraction de clauses ϕ et non le nombre
total de clauses non satisfaites (e´nergie E), qui sont donc relie´s par ϕ = E/M . Le temps
est, pour la meˆme raison, de´fini comme t = T/M , avec T le nombre de pas discrets de
l’algorithme. La valeur initiale de ϕ s’interpre`te aise´ment : la configuration initiale e´tant
choisi ale´atoirement, chaque clause a une probabilite´ 2−K d’eˆtre viole´e, puisqu’une seule
parmi les 2K configurations des variables ne la satisfait pas. On a donc ϕ(t = 0) = 2−K ,
aux fluctuations de taille finie pre`s. Chacune des deux courbes de la figure 4.6 a e´te´ obtenue
a` partir d’une seule simulation, pour des des formules assez petites (N = 500). Pour une
premie`re valeur de α, ici α = 2, la courbe de gauche montre une de´croissance relativement
re´gulie`re (aux fluctuations pre`s) et rapide de l’e´nergie. Lorsqu’elle s’annule, l’algorithme a
trouve´ une solution de la formule et s’arreˆte. La figure de droite, trace´e pour α = 3, a une
allure bien diffe´rente. Aux temps courts le comportement est similaire (voir l’inset), mais ϕ
ne de´croˆıt pas jusqu’a` 0, et tend (en moyenne) vers une valeur positive. Comme le syste`me
est de taille finie, il y a des fluctuations autour de ce plateau. Au bout d’un certain temps,
une de ces fluctuations est suffisamment grande pour atteindre l’e´nergie nulle, une solution
est alors trouve´e.
On s’attend a` ce que dans la limite thermodynamique, l’e´volution de ϕ(t) pour une seule
simulation soit concentre´e autour de sa valeur moyenne (par rapport au choix de la formule
et aux choix stochastiques de l’algorithme), avec des fluctuations d’ordre N−1/2. La figure
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Fig. 4.6 – De´croissance de la fraction de clauses non satisfaites en fonction du temps, pour
deux formules de N = 500 variables avec K = 3. A gauche, α = 2, une solution est trouve´e
rapidement. A droite, α = 3, la de´croissance initiale (voir l’inset pour un grossissement)
conduit a` un plateau. Une fluctuation suffisamment grande finit par conduire a` une solution.
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Fig. 4.7 – De´croissance de la fraction de clauses non satisfaites en fonction du temps, moyen-
ne´e sur 100 e´chantillons inde´pendants pour α = 2.4 et α = 3.5. Les barres d’erreur corre-
spondent a` N = 104 et N = 4 · 104.
4.7 permet de confirmer cette intuition. On a re´pe´te´ cent simulations inde´pendantes, en
tirant a` chaque fois une nouvelle formule et une nouvelle histoire de l’algorithme, pour deux
valeurs de α (2.4 et 3.5) et deux valeurs de N (104 et 4 · 104). Pour chacun de ces groupes
de cent simulations on a mesure´ la moyenne et l’e´cart quadratique moyen de ϕ(t). Comme
attendu, les valeurs moyennes sont quasiment inde´pendantes de la taille du syste`me, et les
e´carts quadratiques sont approximativement deux fois plus faibles pour la taille quatre fois
plus grande.
La courbe autour de laquelle ϕ(t) se concentre dans la limite thermodynamique pre´sente
deux comportements tre`s diffe´rents selon la valeur de α : quand ce parame`tre est suffisam-
ment faible, elle s’annule en un temps fini que l’on notera tsol(α,K). A α plus grand, elle
reste toujours positive et tend vers une valeur de plateau ϕas(α,K). La valeur du parame`tre
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α qui se´pare ces deux re´gimes sera note´e αd(K) . Des simulations plus comple`tes pre´sente´es
dans la suite montrent que αd(K = 3) ∼ 2.7.
Le phe´nome`ne de concentration implique par conse´quent que pour α < αd une solution
de la formule est typiquement trouve´e en Mtsol(α,K) pas de l’algorithme, qui a donc une
complexite´ typique line´aire pour ces formules. Par contre quand α > αd, une solution n’est
trouve´e que par l’interme´diaire d’une grande fluctuation de la densite´ d’e´nergie autour de
sa valeur moyenne. Ces grandes de´viations ayant des probabilite´s exponentiellement faibles
pour des grands syste`mes, le temps de re´solution va croˆıtre avec N comme exp[ζ(α)N ].
On peut parler de me´tastabilite´ pour le comportement a` αd < α < αc : il existe des
solutions avec grande probabilite´, qui sont les e´tats absorbants de la dynamique, mais le
temps pour les atteindre diverge dans la limite thermodynamique. Le syste`me reste donc
pendant tre`s longtemps dans un e´tat me´tastable d’e´nergie ϕas > 0. Cette me´tastabilite´ est
similaire a` celle d’autres syste`mes physiques. En particulier, le processus de contact [147, 148]
pre´sente une phe´nome´nologie tre`s proche. Dans ce mode`le, on a des particules sur les sites
d’un re´seau, avec au maximum une particule par sommet. Chaque particule disparaˆıt avec un
taux constant, et les sites vides deviennent occupe´s avec un taux proportionnel au nombre de
sommets voisins de´ja` occupe´s par une particule. Il y a un e´tat absorbant dans le syste`me, qui
correspond a` un re´seau comple`tement vide. Selon la densite´ de particules dans l’e´tat initial,
cet e´tat absorbant est atteint en un temps logarithmique dans la taille du syste`me, ou bien
sur des e´chelles de temps exponentiellement grandes par l’interme´diaire de fluctuations. Il y
a deux diffe´rences dans le cas de PRWSAT : l’e´tat absorbant a une grande de´ge´ne´rescence,
puisque toutes les solutions (en nombre typiquement exponentiel pour une formule ale´atoire)
bloquent l’e´volution de l’algorithme, et de plus il y a un de´sordre gele´ dans la de´finition
des re`gles dynamiques, a` cause du choix ale´atoire de la formule. A ces diffe´rences pre`s, le
comportement des deux syste`mes est tre`s similaire.
Cette parenthe`se referme´e, on va pre´senter dans les sections suivantes les re´sultats an-
alytiques obtenus dans le but d’expliquer les constatations nume´riques. Le proble`me serait
comple`tement re´solu si l’on pouvait calculer exactement la limite thermodynamique de la
fonction ϕ(t) pour toutes les valeurs de α, (on obtiendrait ainsi αd, tsol et ϕas), ainsi que la
loi de probabilite´ des grandes de´viations de ϕ pour α > αd (ce qui permettrait de calculer
ζ(α), le taux de croissance exponentiel des temps de re´solution). Ce programme est bien suˆr
trop ambitieux, les re´sultats suivants sont soit des de´veloppements soit des approximations,
en assez bon accord avec les simulations nume´riques.
A ma connaissance il n’existe qu’un seul re´sultat rigoureux concernant le comportement
de PRWSAT sur des formules ale´atoires : Alekhnovich et Ben-Sasson [149] ont montre´ que
pour α < 1.63, une formule de l’ensemble 3-SAT ale´atoire e´tait re´solu presque toujours en
un nombre de pas qui croˆıt line´airement avec le nombre de variables. Ce re´sultat est bien
en accord avec les simulations nume´riques que l’on vient de pre´senter puisqu’on a trouve´ un
seuil dynamique αd ∼ 2.7 > 1.63. Signalons aussi un travail nume´rique sur la phase a` petit
α [150].
4.4.3 De´veloppements en clusters dans la phase line´aire
Un premier angle d’attaque repose sur l’utilisation de la me´thode du de´veloppement en
clusters pre´sente´e dans la partie 2.4. Cette me´thode consistant a` calculer une se´rie de Taylor
autour de α = 0, on s’inte´resse a` la phase α < αd(K), dans laquelle l’algorithme trouve
une solution apre`s un nombre de pas proche de la valeur moyenne Mtsol(α,K). On va donc
chercher un de´veloppement de la fonction tsol en puissances de α.
Notons Tsol le nombre de pas effectue´ par l’algorithme avant de trouver une solution.
Cette variable est ale´atoire, et ce pour plusieurs raisons :
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– Le choix de la formule F dans l’ensemble K-sat ale´atoire. Comme on l’a vu la ge´ne´ra-
tion d’une formule consiste a` choisir un hypergraphe poissonnien G (par le choix des
variables dans chaque clause), puis a` choisir les ne´gations des variables dans les clauses.
– Le choix de la configuration initiale des variables.
– Les choix ale´atoires que l’algorithme effectue a` chaque pas de temps.
La de´composition de l’hypergraphe G en ses composantes connexes Gi se traduit na-
turellement par une de´composition de la formule F en sous-formules inde´pendantes Fi. On
s’aperc¸oit alors que Tsol est la somme de variables ale´atoires, une pour chaque composante
connexe : par de´finition, une solution de F est trouve´e quand toutes les Fi sont re´solues, et
le nombre total de pas de l’algorithme est la somme des pas effectue´s dans chacune des sous-
formules. Notons T sol(G) la valeur moyenne de Tsol par rapport aux choix des ne´gations des
variables, de la configuration initiale et des pas de temps de l’algorithme. Cette quantite´ est
additive par rapport a` la de´composition en clusters, et on peut donc appliquer le formalisme
ge´ne´rique de la partie 2.4. La seule taˆche restant a` effectuer est le de´nombrement du nombre
moyen de pas de temps pour re´soudre chaque type de cluster, dont on va donner quelques
exemples maintenant.
Pour un cluster constitue´ d’une seule clause, avec probabilite´ 1 − 2−K la configuration
initiale est de´ja` une des solutions. Sinon, un seul renversement de variable sera suffisant pour
satisfaire la clause. Le temps moyen pour re´soudre un tel cluster est donc 2−K .
Conside´rons maintenant un cluster fait de deux clauses. Deux cas sont a` conside´rer :
– les deux clauses portent le meˆme signe sur la variable commune, un exemple pour
K = 2 est (x1 ∨ x2) ∧ (x2 ∨ x3). La configuration initiale viole les deux clauses avec
probabilite´ 21−2K , une seule clause avec 2 · 2−K · (1 − 21−K), et aucune sinon. Si la
configuration initiale viole une seule clause, une solution est force´ment trouve´e apre`s
le renversement d’une variable. Si elle viole les deux clauses, une solution peut eˆtre
trouve´e en un seul pas de temps si c’est la variable commune qui est renverse´e la
premie`re (avec donc probabilite´ 1/K), il faut sinon deux pas de temps. On a donc
dans ce cas un temps moyen de :
1
22K−1
(
2K − 1
K
)
. (4.69)
– les choses se compliquent un peu si les deux clauses ont des exigences contradictoires
pour la variable commune, par exemple (x1∨x2)∧(x2∨x3). En effet, imaginons que l’on
soit dans la configuration des variables telle que la premie`re clause soit viole´e, et que
la deuxie`me ne soit satisfaite que par la variable commune (dans l’exemple ci-dessus,
ce serait le cas si les trois variables e´taient vraies). L’algorithme choisit de renverser
une des variables de la premie`re clause ; si par malheur il prend la variable commune
aux deux clauses, on se retrouve dans une situation syme´trique, ou` c’est la deuxie`me
clause qui est viole´e, et la premie`re qui n’est satisfaite que par la variable commune.
L’algorithme peut donc ® he´siter ¯ plusieurs fois entre ces deux configurations avant
de trouver une solution. On trouve apre`s un petit calcul que le nombre de pas moyen
pour trouver une solution est ici :
1
22K−1
(
2K +
2
K − 1
)
. (4.70)
En prenant la moyenne de ces deux re´sultats on obtient la ligne c de la table 4.1.
Ce dernier exemple met en e´vidence d’une part un des de´fauts de cet algorithme tre`s
simplifie´, d’autre part les complications qui apparaissent quand on fait ce type de de´nom-
brement avec des clusters de plus en plus grands. Les re´sultats de l’e´nume´ration pour des
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Type (T sol)t
a 0
b 1
2K
c 122K
[
2K+1 + K+1K(K−1)
]
d 1
23K
[
3 · 22K + 2K+1 K+1K(K−1) + 4K
4+9K3+9K2+6K−4
3K2(K−1)(2K−1)(K2−2)
]
e 123K
[
3 · 22K + 2K 3(K+1)K(K−1) − 2K+1K2(K−1)
]
Tab. 4.1 – Contributions au de´veloppement en clusters pour le temps de de´couverte d’une
solution (4.71). La nomenclature des types est celle de la figure 2.5.
formules avec trois clauses au maximum sont re´sume´s dans la table 4.1, ce qui donne en
utilisant (2.18) la formule suivante :
tsol(α,K) =
1
2K
+
K(K + 1)
K − 1
1
22K+1
α (4.71)
+
4K6 +K5 + 6K3 − 10K2 + 2K
3(K − 1)(2K − 1)(K2 − 2)
1
23K+1
α2 +O(α3) .
Notons qu’il y a un facteur α−1 par rapport a` (2.18) car on divise par M au lieu de N dans
la de´finition de tsol.
Cette expression est compare´e aux re´sultats de simulations nume´riques dans la figure
4.8. Comme attendu pour un de´veloppement de Taylor au voisinage de 0, l’accord entre les
deux se de´grade quand α augmente. En particulier la divergence a` αd (non montre´e sur la
figure) n’est e´videmment pas reproduite par un de´veloppement polynomial.
Les simulations nume´riques pour de´terminer tsol peuvent eˆtre faites avec des syste`mes
de tre`s grande taille, car dans ce re´gime les temps de calcul ne croissent que line´airement
avec le nombre de variables. Ceci permet de s’affranchir des effets de taille finie et de tra-
vailler dans la ® limite thermodynamique nume´rique ¯ . En particulier on peut se convaincre
raisonnablement que la fonction tsol(α,K) ne pre´sente pas de singularite´ a` la transition de
percolation de l’hypergraphe αp = 1/(K(K − 1)), et a priori elle est re´gulie`re jusqu’a` sa
divergence a` αd. Sur cet exemple, l’inte´reˆt de la me´thode de de´veloppements en clusters
est assez clair, puisqu’on a pu faire des pre´dictions de nature non triviale (temps d’arreˆt
d’une dynamique assez e´labore´e) valables (perturbativement) dans toute la re´gion α < αd, a`
partir de de´nombrements sur des objets finis qui, s’ils sont pe´nibles a` effectuer en pratique,
ne pre´sentent pas de difficulte´s de principe.
Au dela` du temps mis pour re´soudre une formule, on peut aussi s’interroger sur la ressem-
blance entre la configuration initiale et la solution trouve´e. On de´finit plus pre´cise´ment la
distance de Hamming d entre ces deux configurations comme le nombre de variables qui
sont diffe´rentes de l’une a` l’autre. On peut en fait calculer la moyenne de cette distance
en utilisant la meˆme proprie´te´ d’additivite´ sur les clusters et en faisant des e´nume´rations
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Fig. 4.8 – A gauche, le temps moyen de de´couverte d’une solution tsol(α, 3). Les symboles
sont les re´sultats de simulations nume´riques pour 100 e´chantillons de 106 variables, les barres
d’erreurs sont plus petites que les symboles. La courbe est la pre´diction du de´veloppement
en clusters (4.71). A droite, la distance de Hamming moyenne entre la configuration initiale
et la solution trouve´e, compare´e a` l’e´quation (4.72).
similaires. On obtient pour le de´veloppement de δ(α,K), la valeur typique de d/N :
δ(α,K) =
1
2K
α+
1
22K+1
K(K − 1)
K + 1
α2 + (4.72)
1
23K+1
8K8 − 6K7 − 33K6 + 35K5 + 58K4 − 24K3 − 48K2 − 2K
3(K + 1)2(4K2 − 1)(K2 − 2) α
3 +O(α4) ,
qui est aussi en bon accord avec les simulations nume´riques comme le montre la figure 4.8.
Ce calcul e´tait motive´ par la constatation suivante. Il serait inte´ressant de localiser αd(K)
comme le point ou` tsol diverge. Comme on n’a qu’un petit nombre de termes du de´veloppe-
ment, il est difficile d’utiliser les techniques habituelles pour estimer le rayon de convergence
de la se´rie (4.71). Au contraire, δ(α,K) est par de´finition toujours borne´, donc une approxi-
mation polynomiale va eˆtre de meilleure qualite´. A premie`re vue, comme en se rapprochant
de αd le temps ne´cessaire pour trouver une solution, donc le nombre de fois ou` les variables
sont renverse´es, diverge, on peut penser que la solution aura perdu toute corre´lation avec la
configuration initiale, et donc que δ(αd(K),K) = 1/2. Ceci fournirait un bon crite`re pour
de´terminer le seuil αd a` partir du de´veloppement (4.72). En fait cette condition n’est pas tout
a` fait vraie. Par exemple, les variables qui n’appartiennent a` aucune clause ne sont jamais
renverse´es au cours de l’algorithme, et il y en a une fraction finie e−αd(K)K . Une question
ouverte serait donc de de´terminer δ(αd(K),K), autrement dit de savoir quelle partie d’une
formule au seuil dynamique se de´correlle au cours de l’e´volution. On pourrait par ailleurs
imaginer que cette approche fournisse une borne rigoureuse sur αd.
4.4.4 Une caracte´risation approche´e du comportement typique
La me´thode de de´veloppement pre´sente´e dans la section pre´ce´dente n’est pas suffisante
pour expliquer toutes les caracte´ristiques du proble`me : elle n’est pas capable de pre´dire
simplement la valeur du seuil dynamique αd(K), ni, pour α > αd(K), la valeur du plateau
atteint aux temps longs et la loi des fluctuations autour de celui-ci. On va donc utiliser
maintenant une description approche´e de la dynamique qui capture qualitativement toutes
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les proprie´te´s du proble`me, et qui est en assez bon accord quantitatif avec les donne´es
nume´riques.
L’ide´e a de´ja` e´te´ exploite´e a` plusieurs reprises dans ce chapitre : on veut se de´barrasser
des de´tails microscopiques du syste`me, ici la configuration des variables, et se contenter d’une
description en termes d’observables macroscopiques. Dans le cas pre´sent, la plus importante
est le nombre de clauses non satisfaites dans la formule, dont on notera E(T ) la valeur
apre`s T pas d’e´volution de l’algorithme. Le processus stochastique qui re´git l’e´volution des
variables microscopiques est markovien d’apre`s la de´finition de PRWSAT donne´e en 4.4.1.
La projection de la dynamique sur une variable macroscopique fait perdre ce caracte`re
markovien, comme on l’a vu dans la premie`re partie de ce chapitre. On va cependant faire
l’approximation, a priori assez brutale, que l’e´volution de E(T ) est markovienne.
On a donc besoin de la probabilite´ de passer de E a` E + ∆ clauses non satisfaites au
cours d’un pas de temps, probabilite´ note´e W (E + ∆, E). A chaque pas de temps, une
clause non satisfaite est choisie au hasard, ainsi qu’une des variables de cette clause. Cette
variable appartient a` n clauses en plus de la clause se´lectionne´e. En l’absence d’informations
microscopiques plus pre´cises, on ne peut que supposer que la loi de probabilite´ de n est
une loi de Poisson avec parame`tre αK, ce qui serait le cas si la clause e´tait se´lectionne´e
de manie`re purement ale´atoire (cf. Sec. 2.2). Parmi ces n clauses, u sont non satisfaites
avant le renversement de la variable. A nouveau, faute de plus d’informations, on suppose
que chacune des n clauses a la probabilite´ E(T )/M d’eˆtre non satisfaite. u a donc une
distribution binomiale de parame`tre E(T )/M parmi n tentatives. Le renversement de la
variable va permettre de satisfaire les u + 1 clauses non satisfaites autour de la variable
conside´re´e. Par ailleurs, certaines des n − u clauses satisfaites vont eˆtre viole´es apre`s le
renversement. Cela concerne les clauses qui n’e´taient satisfaites que par la variable flippe´e.
Puisque l’on sait seulement que ces clauses sont satisfaites, la probabilite´ qu’elles le soient
par la variable renverse´e est f = 1/(2K − 1) (cette notation est introduite pour simplifier la
discussion de la section 4.4.6). En notant ϕ = E/M , on obtient donc :
W (E +∆, E) =
∞∑
n=0
e−αK
(αK)n
n!
n∑
u=0
(
n
u
)
ϕu(1− ϕ)n−u (4.73)
n−u∑
s′=0
(
n− u
s′
)
f s
′
(1− f)n−u−s′δ∆,s′−u−1 ,
qui a la forme w(∆, ϕ) avec ∆ d’ordre 1, et une de´pendance re´gulie`re de w en ϕ.
Une fois e´tablie cette approximation markovienne pour l’e´volution de E(T ), on peut
utiliser le formalisme ge´ne´ral du chapitre. Commenc¸ons par calculer le comportement typique
de ce processus stochastique.
La variation moyenne de E au cours d’un pas de temps de´marrant a` E ∼Mϕ est
[∆]ϕ =
∞∑
∆=−∞
w(∆, ϕ) ∆ = −1− αKϕ+ fαK(1− ϕ) . (4.74)
L’e´volution moyenne ϕ(t) est donc solution de l’e´quation diffe´rentielle ordinaire
d
dt
ϕ(t) = [∆]ϕ(t) = (−1 + αKf)− αK(1 + f)ϕ(t) . (4.75)
La condition initiale ϕ(0) = 2−K (chaque clause a probabilite´ 2−K d’eˆtre viole´e par une
configuration ale´atoire des variables) peut se re´crire ϕ(0) = f/(1 + f). On a donc
ϕ(t) =
f
1 + f
(
1 +
αd(K)
α
(
e−αK(1+f)t − 1
))
, αd(K) =
1
fK
. (4.76)
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Fig. 4.9 – La hauteur du plateau dans l’approximation markovienne (cf. eq. (4.78)) pour
K = 3 (ligne pleine), compare´e a` des simulations nume´riques sur des formules de taille
N = 105 (symboles relie´s par la ligne pointille´e, les barres d’erreur sont plus petites que les
symboles).
Cette expression est en accord qualitatif avec les observations nume´riques : pour α < αd(K),
l’e´nergie s’annule au bout d’un temps fini
tsol(α,K) =
−1
αK(1 + f)
ln
(
1− α
αd(K)
)
, (4.77)
alors que pour α > αd(K) on a une valeur asymptotique positive,
ϕas =
f
1 + f
(
1− αd(K)
α
)
. (4.78)
Comme ici f = 1/(2K − 1), la valeur du seuil pre´vu dans le cadre de cette approximation
est
αd(K) =
2K − 1
K
, (4.79)
soit 7/3 pour K = 3 au lieu de la valeur observe´e nume´riquement d’environ 2.7. La figure
4.9 pre´sente le re´sultat de ce calcul pour la valeur du plateau, compare´ aux re´sultats de
simulations nume´riques. L’accord n’est certes pas parfait, ce qui ne saurait eˆtre surprenant
vu l’approximation que l’on a faite ici, mais n’est pas non plus comple`tement de´raisonnable.
4.4.5 Calcul approche´ des grandes de´viations
Il reste maintenant a` e´tudier les fluctuations autour du plateau dans le re´gime α > αd(K).
On s’inte´ressera en particulier aux grandes de´viations qui conduisent a` la de´couverte d’une
solution.
Restant dans le cadre de l’approximation markovienne introduite ci-dessus, on remplace
l’e´volution microscopique du syste`me par les probabilite´s de transition de l’e´quation (4.73).
L’e´tude des proprie´te´s ge´ne´rales des processus markoviens locaux de la section 4.1.2 nous
a montre´ comment calculer les grandes de´viations d’un tel processus. Introduisons donc la
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fonction de grande de´viation π comme
Prob(E, T ) ∼ exp[−Mπ(ϕ, t)] , ϕ = E
M
, t =
T
M
. (4.80)
Pour suivre les conventions utilise´s dans cette partie on prendM au lieu de N comme grand
parame`tre, ce qui ne change pas la discussion puisque M et N sont du meˆme ordre. La
transforme´e de Legendre de π, note´e g(λ, t), est solution de l’e´quation aux de´rive´es partielles
(4.23) ou`
eℓ(λ,ϕ) =
∞∑
∆=−∞
w(∆, ϕ) eλ∆ . (4.81)
On calcule aise´ment la fonction ℓ a` partir de la forme (4.73) pour w, ce qui conduit a`
l’e´quation suivante sur g :
∂
∂t
g(λ, t) = −λ− αKf (1− eλ)− αK (1− f + feλ − e−λ) ∂
∂λ
g(λ, t) . (4.82)
A titre de ve´rification, on peut re´obtenir l’e´quation (4.75) sur la valeur moyenne avec ϕ =
∂g/∂λ|λ=0. L’e´quation aux de´rive´es partielles sur g doit eˆtre comple´te´e par une condition
initiale. Les clauses e´tant initialement non satisfaites avec probabilite´ f/(1 + f), on a
g(λ, t = 0) = ln
(
1 +
f
1 + f
(
eλ − 1)) . (4.83)
Notons gas la solution stationnaire de (4.82), atteinte dans la limite t → ∞. En utilisant le
fait que g est nulle pour λ = 0, on peut exprimer cette solution stationnaire comme
gas(λ) = −
∫ λ
0
dx
x+ αKf(1− ex)
αK (1− f + fex − e−x) . (4.84)
Par transforme´e de Legendre inverse de cette fonction on reconstruit alors la fonction de
grande de´viation pour des temps longs, πas(ϕ). En particulier, la probabilite´ d’une fluctuation
vers une configuration d’e´nergie nulle, ǫN = exp[−Mπas(0)], s’obtient a` partir de
πas(0) = −min
λ
gas(λ) = −g(λ∗) , (4.85)
ou` λ∗ est la valeur de x qui annule l’inte´grand de l’e´quation (4.84). On trouve ainsi que
πas(0), qui est nul pour α = αd, croˆıt continument avec α : plus l’e´nergie du plateau est
e´leve´e, moins probable est une fluctuation jusqu’a` 0.
Comme dans le calcul du temps d’ergodicite´ du mode`le de Curie-Weiss, les temps de
re´solution par l’interme´diaire de ces fluctuations vont eˆtre inversement proportionnel a` la
probabilite´ de ces grandes fluctuations, et doivent donc diverger comme exp[Mπas(0)]. On
s’attend plus pre´cise´ment a` observer une distribution exponentielle des temps de re´solution,
de moyenne exp[Mπas(0)]. Le raisonnement est le suivant. La probabilite´ ǫN que l’on vient
de calculer est celle de de´couverte d’une solution sur un intervalle de temps t grand mais
fini dans la limite thermodynamique, autrement dit en un nombre de pas line´aire dans la
taille du syste`me. De´coupons donc l’axe des temps t en segments de longueur C, avec C ≫ 1
mais inde´pendant de N , et supposons que sur chacun de ces intervalles une solution est
trouve´e avec probabilite´ ǫN , si elle n’a pas e´te´ trouve´ avant, auquel cas l’algorithme se serait
arreˆte´. La probabilite´ que l’on obtienne une solution dans le k + 1-e`me intervalle est donc
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Fig. 4.10 – Histogramme des temps de re´solution pour α = 3 > αd, sur l’e´chelle expo-
nentiellement divergente exp[Nζ]. La valeur de ζ a e´te´ ajuste´e pour faire se superposer les
queues aux diffe´rentes tailles.
ǫN (1−ǫN)k. Comme ǫN est exponentiellement petit, on doit avoir k exponentiellement grand
pour que la limite thermodynamique de cette probabilite´ ne soit pas trivialement nulle. On
a alors une distribution des temps de re´solution qui suit une loi exponentielle ayant pour
moyenne ǫ−1N . Dans tout ce qui pre´ce`de on a ne´glige´ tous les pre´facteurs, ce re´sultat ne doit
donc eˆtre que l’ordre dominant dans la limite thermodynamique.
La figure 4.10 pre´sente un histogramme des temps de re´solution dans la phase α >
αd, pour diffe´rentes tailles des formules. Le comportement est en accord qualitatif avec les
pre´visions analytiques, les temps typiques divergent exponentiellement avec N . Cependant
le taux ζ de divergence, qui devrait valoir απas(0), n’est pas quantitativement pre´dit par
l’approximation markovienne.
4.4.6 XORSAT
XORSAT [39] est une variante du proble`me de la satisfiabilite´ dans laquelle les variables
au sein d’une clause sont relie´s par des OU EXCLUSIF logiques a` la place du OU standard.
En termes de variables d’Ising ceci correspond a` une interaction habituelle ou` l’e´nergie est
le produit de K spins. Une clause est satisfaite si et seulement si le produit des spins de la
clause est e´gal a` une certaine variable gele´e a` ±1. Parmi les 2K configurations des variables
d’une clause, la moitie´ la satisfait, l’autre moitie´ viole cette contrainte. Du point de vue
de la complexite´ dans le pire des cas, XORSAT est un proble`me facile. On peut en effet
le reformuler comme un proble`me d’alge`bre line´aire modulo 2, soluble par des algorithmes
polynomiaux.
Un ensemble ale´atoire de formules de XORSAT peut eˆtre de´fini exactement de la meˆme
fac¸on que pour la K-satisfiabilite´, les K variables de chaque clause e´tant choisies uniforme´-
ment parmi les
(
N
K
)
K-uplets possibles. Il y a dans ce cas aussi un phe´nome`ne de seuil : pour
α < αc presque toutes les formules ont des solutions, pour α > αc presqu’aucune formule
n’en a. La valeur du seuil est αc = 0.918 quand K = 3. Le clustering des solutions dans
la phase satisfiable est aussi pre´sent, et se produit a` α = 0.818. La pre´sence de ces deux
phe´nome`nes, ainsi que les valeurs des seuils, ont e´te´ prouve´es rigoureusement [40, 41].
On peut utiliser l’algorithme PRWSAT sur les formules de XORSAT. Les simulations
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nume´riques sur des formules ale´atoires pre´sentent le meˆme type de comportement, avec une
phase de basse concentration ou` une solution est trouve´e en un nombre line´aire de pas de
temps, alors qu’un plateau dans l’e´nergie se de´veloppe au dessus d’un seuil dynamique.
L’e´tude analytique dans le cadre de l’approximation markovienne est tre`s similaire a` celle
effectue´e pour la K-SAT. En fait la seule diffe´rence est que pour XORSAT, une clause
satisfaite dont on renverse une variable devient automatiquement non satisfaite. Autrement
dit, toute les formules des sections 4.4.4 et 4.4.5 restent valable en prenant f = 1. En
particulier le seuil est dans ce cas pre´vu a` αd(K) = 1/K. L’accord est quantitativement
meilleur pour XORSAT, comme on pourra le constater sur les figures de la publication P4.
4.4.7 Limite de grand K
L’approximation markovienne a permis de reproduire qualitativement les re´sultats des
simulations nume´riques, mais n’est e´videmment pas quantitativement exacte. De plus, cette
approximation ne fait pas apparaˆıtre de manie`re e´vidente un petit parame`tre qui controˆlerait
l’importance des termes ne´glige´s. On peut cependant faire deux conjectures sur des limites
dans lesquelles l’approximation markovienne serait exacte.
Une premie`re situation est celle ou` le ratio α = M/N devient tre`s grand. Dans ce
cas le calcul approche´ pre´dit que le plateau tend vers f/(1 + f), qui n’est autre que la
valeur de ϕ pour une configuration ale´atoire des variables. Autrement dit, la formule est
tellement surcontrainte que l’algorithme se contente de renverser des variables sans faire
de´croˆıtre l’e´nergie. Ceci sugge`re donc que 1/α pourrait eˆtre un petit parame`tre dans une
ame´lioration syste´matique de l’approximation. La courbe de la figure 4.9 semble indiquer
que cette hypothe`se est correcte.
Une autre limite, plus riche, est celle d’un grand nombre K de variables par clauses. Le
seuil dynamique est alors e´quivalent a` 2K/K, et l’on pose α = α∗(2K −1)/K pour avoir une
limite non triviale. Conside´rons par exemple le temps de re´solution dans l’approximation
markovienne donne´ par l’e´quation (4.77). Posons aussi t∗sol = 2
Ktsol. Il vient alors dans la
limite K →∞ :
t∗sol(α
∗) = − 1
α∗
ln(1− α∗) = 1 + 1
2
α∗ +
1
3
(α∗)2 +O((α∗)3) . (4.86)
Le point encourageant est que le de´veloppement en clusters (4.71), une fois exprime´ en termes
des quantite´s re´e´chelle´es t∗sol et α
∗, conduit au meˆme re´sultat dans la limite K →∞. Cette
co¨ıncidence donne du cre´dit a` l’hypothe`se d’exactitude de l’approximation markovienne dans
cette limite.
La figure 4.11 est un autre e´le´ment en faveur de cette hypothe`se. Elle pre´sente des
re´sultats de simulations nume´riques pour la hauteur du plateau ϕas avec diffe´rentes valeurs
de K. On a pris les e´chelles ϕ∗as = 2
Kϕas et α
∗ pour pouvoir comparer les diffe´rentes valeurs
de K sur la meˆme courbe. On constate que quand K augmente l’accord avec la pre´diction
de l’approximation markovienne s’ame´liore.
4.4.8 Perspectives
Esquissons quelques directions dans lesquelles cette e´tude pourrait eˆtre approfondie.
D’une part, une description quantitativement meilleure de la dynamique de cet algo-
rithme serait souhaitable. Une possibilite´ consiste a` projeter sur une observable macro-
scopique plus fine que celle utilise´e ici. Dans la publication P4 nous avons suivi cette ide´e
en distinguant plusieurs types de clauses. La pre´cision de l’approximation en est le´ge`rement
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Fig. 4.11 – La hauteur du plateau en unite´s re´e´chelle´es dans l’approximation markovienne
(ϕ∗as = 1− (1/α∗)) en ligne pleine, compare´e a` des simulations nume´riques pour K = 3, 5 et
7.
ame´liore´e, mais la valeur pre´dite pour le seuil n’est pas modifie´e. Les auteurs de [134] ont util-
ise´ comme observable une fonction ressemblant au pσ(u; t) de la partie 4.3. Cela conduisait a`
des re´sultats meilleurs, au prix de l’inte´gration nume´rique d’un jeu d’e´quations diffe´rentielles
couple´es. Il y a ici une difficulte´ supple´mentaire par rapport au cas du ferromagne´tique sur
l’arbre de Bethe : la connectivite´ des variables n’e´tant pas borne´ dans l’ensemble des for-
mules ale´atoires, il apparaˆıt un nombre infini d’e´quations couple´es. En pratique il faut donc
mettre une coupure pour les re´soudre nume´riquement. Une autre possibilite´ consisterait a`
garder l’observable la plus simple possible, mais a` tenir compte des effets non markoviens
dans son e´volution. On peut s’attendre alors a` ce que l’e´quation donnant l’e´nergie moyenne
soit une ge´ne´ralisation de (4.75) du type
d
dt
ϕ(t) = (−1 + αKf)− αK(1 + f)ϕ(t) +
∫ t
0
dt′ F (t, t′)ϕ(t′) , (4.87)
ou` F (t, t′) devrait s’exprimer de manie`re autocohe´rente en termes de ϕ. C’est ce type d’e´qua-
tion qui a e´te´ obtenue par Deroulers et Monasson dans leur e´tude du processus de con-
tact [148]. Dans leur cas l’approximation markovienne correspondait a` une limite de dimen-
sion D infinie, et F est d’ordre 1/D. D’apre`s la discussion de la partie 4.4.7 il est raisonnable
de s’attendre ici a` un noyau F d’ordre 1/K. On peut espe´rer obtenir un tel de´veloppement
soit en adaptant la me´thode de [148] a` ce proble`me, plus difficile a` cause de la pre´sence de
de´sordre gele´ dans les re`gles dynamiques, soit en utilisant les ope´rateurs de projection de
manie`re plus astucieuse.
Les appendices 4.5 et 4.6 pre´sentent deux petits calculs non publie´s pour des variantes
simplifie´es du proble`me, qui pourraient constituer d’autres points de de´part pour une ame´lio-
ration syste´matique de l’approximation.
D’autre part, on peut aussi noter que le processus stochastique e´tudie´ ici n’est que la
version la plus simple d’une famille d’algorithmes, connue sous le nom ge´ne´rique de Walk-
SAT [151]. Il est raisonnable de choisir une clause non satisfaite a` chaque pas de temps
d’un algorithme de recherche locale, puisque ne´cessairement une de ses variables doit eˆtre
renverse´e avant qu’on trouve une solution. Mais on a une tre`s grande liberte´ pour choisir,
au sein de cette clause, la variable a` renverser. Comme on l’a vu dans les e´nume´rations de
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la partie 4.4.3, le choix purement ale´atoire peut eˆtre dangereux quand il conduit a` violer
des clauses qui n’e´taient jusque la` satisfaites que par la variable que l’on va flipper. Des
dizaines d’heuristiques diffe´rentes ont e´te´ invente´es pour ame´liorer ce choix [152, 153]. Cer-
taines d’entre elles sont ® markoviennes ¯, au sens ou` elles n’utilisent que l’information sur
la configuration pre´sente pour faire le choix de la variable a` flipper, d’autres gardent au
contraire une me´moire de l’e´volution passe´e. On pre´sente dans l’appendice 4.7 deux de ces
heuristiques plus e´labore´es.
Au moins pour les heuristiques markoviennes, on peut s’attendre, et on a en partie ve´ri-
fie´ nume´riquement, a` ce que l’image de´crite ici d’un re´gime a` faible α ou` les formules sont
re´solues apre`s un nombre de pas proportionnel a` leur taille reste valable. Un argument en
faveur de cette hypothe`se est que le de´veloppement en cluster du temps de re´solution reste
faisable pour de telles heuristiques. La question se pose alors naturellement de connaˆıtre
les seuils dynamiques des diffe´rentes heuristiques, et de savoir s’il existe une barrie`re intrin-
se`que, strictement infe´rieure au seuil de satisfiabilite´, au dela` de laquelle aucun algorithme
de recherche locale ne serait capable de trouver une solution. Cette question, assez ouverte,
est discute´e dans la revue C2. L’ide´e selon laquelle le seuil de clustering doit jouer ce roˆle est
partiellement base´ sur l’e´tude de la dynamique de Langevin du mode`le p-spin sphe´rique [43].
Toutefois, les algorithmes de recherche locale ne ve´rifient pas de condition de balance de´-
taille´e, il n’est donc pas e´vident que les caracte´ristiques du ® paysage d’e´nergie libre ¯ soient
pertinents pour eux. De plus, une e´tude re´cente de Montanari et Ricci-Tersenghi [57] incite
a` reconside´rer les intuitions base´es sur les re´sultats du p-spin sphe´rique, qui semble eˆtre un
cas tre`s particulier dans la famille des mode`les de´sordonne´s en champ moyen.
Finalement, on peut faire deux remarques au vu de l’activite´ dans la communaute´ infor-
maticienne. Les formules de l’ensemble ale´atoire e´tudie´ the´oriquement sont tre`s diffe´rentes
de celles rencontre´es dans les applications pratiques de la satisfiabilite´. Ces dernie`res sont
souvent produites par des logiciels qui convertissent un premier proble`me en une formule
de satisfiabilite´, celle-ci e´tant ensuite soumise a` l’algorithme proprement dit. Les formules
vont donc porter la marque de cette traduction, et une structure particulie`re, suˆrement tre`s
diffe´rente d’un hypergraphe poissonien, doit apparaˆıtre. De plus, les proble`mes de de´part
sont souvent de´finis dans un espace euclidien, par exemple les proble`mes de routage de cir-
cuit imprime´ ont une structure naturelle planaire. Il serait donc inte´ressant de de´finir un
ensemble ale´atoire (car cela permet d’utiliser des me´thodes probabilistes) dont les formules
typiques ressembleraient un peu plus a` celles inte´ressantes pour les applications. Une e´tape
interme´diaire consisterait peut-eˆtre a` s’inspirer des graphes dits ® small-world ¯ qui inter-
polent entre une structure euclidienne et un voisinage ale´atoire de type champ moyen [154].
Une solution encore plus satisfaisante de ce dilemme serait de pouvoir donner des pre´dictions
formule par formule et non pas typiquement sur un ensemble. L’utilisation de la me´thode
de la cavite´ dans l’algorithme de survey propagation [35] semble ouvrir une porte dans cette
direction ; il n’est cependant pas encore e´vident que cette me´thode soit ge´ne´ralisable a` des
formules tre`s diffe´rentes de l’ensemble K-SAT ale´atoire. La dernie`re remarque concerne le
proble`me dit de MAX-K-SAT, qui consiste a` trouver une configuration optimale, c’est-a`-dire
minimisant le nombre de clauses viole´es, d’une formule non satisfiable. C’est un proble`me tre`s
difficile ; des versions moins exigeantes, dites d’approximabilite´, se contentent de trouver une
configuration satisfaisant plus qu’un certain pourcentage du nombre optimal de contraintes
satisfiables simultane´ment. Les e´tudes nume´riques de PRWSAT pre´sente´es ici montrent que
cet algorithme trouve, en temps line´aire et avec grande probabilite´ pour des formules de
l’ensemble K-SAT ale´atoire, une configuration violant moins que M(ϕas+ ǫ) clauses, ou` ϕas
est la hauteur du plateau et ǫ > 0 est arbitraire. Ce re´sultat serait peut-eˆtre utile dans le
contexte des algorithmes d’approximation.
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4.5 Appendice : Une dynamique algorithmique exacte-
ment soluble
Conside´rons la variante suivante du mode`le de K-SAT ale´atoire. Une formule est toujours
constitue´e deM clauses de longueurK, tire´es uniforme´ment parmi les
(
N
K
)
K-uplets possibles
sur N variables. La diffe´rence est que les lite´raux ne sont jamais nie´s, autrement dit la seule
configuration qu’une clause interdit est celle ou` les K variables qu’elle contient sont toutes
fausses. Il est clair que pour toute valeur de α = M/N , la formule est satisfiable, puisqu’il
suffit de prendre toutes les variables vraies (i.e. tous les spins σi = +1) pour obtenir une
solution.
On peut e´tudier le comportement de l’algorithme PRWSAT sur ce mode`le-la`, meˆme si
e´videmment l’inte´reˆt en est assez acade´mique. Supposons donc qu’une configuration initiale
ale´atoire des spins soit choisie, et qu’a` chaque pas de temps une des clauses non satisfaites
soit se´lectionne´e, puis une de ses variables renverse´es.
De´crivons l’e´tat du syste`me apre`s T pas de l’algorithme par N(u, T ), nombre de variables
entoure´es par u clauses non satisfaites. On posera t = T/N le temps continu dans la limite
thermodynamique, et p(u, t) = N(u, T = Nt)/N la fraction de variables de ® type ¯ u. Les
moyennes avec cette loi p seront note´es :
〈•〉t =
∞∑
u=0
• p(u, t) . (4.88)
Comme c’est une clause non satisfaite qui est choisie a` chaque pas de temps, la variable
renverse´e est de type u avec une probabilite´ proportionnelle a` up(u, t), donc par normal-
isation cette probabilite´ est e´gale a` up(u, t)/〈u〉t. La variable devient de type 0 apre`s son
renversement. Les (K − 1)u voisines sont de type u′ avec probabilite´ u′p(u′, t)/〈u〉t si l’on
ne´glige les corre´lations entre voisins (cf. l’approximation des voisins inde´pendants de la par-
tie 4.3.2) et voient leur type diminuer de 1. Regroupant ces diffe´rentes contributions, on
obtient l’e´quation d’e´volution :
d
dt
p(u, t) = δu,0 − up(u, t)〈u〉t + (K − 1)
〈u2〉t
〈u〉2t
[(u+ 1)p(u+ 1, t)− up(u, t)] . (4.89)
Calculons la condition initiale p(u, 0). Avec probabilite´ 1/2 la variable est vraie (σi = +1),
et donc elle est de type 0. Si la variable est fausse, elle appartient a` n clauses avec une loi de
Poisson de parame`tre αK, chacune de ces n clauses est non satisfaite avec probabilite´ 21−K
puisqu’il faut pour cela que les autres variables soient elles aussi fausses. On a donc
p(u, 0) =
1
2
δu,0 +
1
2
∞∑
n=u
e−αK
(αK)n
n!
(
n
u
)(
21−K
)u (
1− 21−K)n−u (4.90)
= a(0)δu,0 + (1− a(0))e−b(0) b(0)
u
u!
, (4.91)
avec a(0) = 1/2 et b(0) = αK21−K .
On trouve en fait une solution de l’e´quation d’e´volution (4.89) avec
p(u, t) = a(t)δu,0 + (1− a(t))e−b(t) b(t)
u
u!
, (4.92)
ou` les parame`tres a et b de´pendent du temps. En inse´rant cette forme dans (4.89) on obtient
des e´quations diffe´rentielles pour a et b, qui conduisent a`
a(t) =
1
2
+ t , b(t) = − K
K − 1 +
(
αK + 2K−1
K
K − 1
)(
1
2
− t
)K−1
, (4.93)
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et donc finalement la fraction de clauses non satisfaites ϕ(t) = 〈u〉t/(αK) vaut
ϕ(t) = − 1
α(K − 1)
(
1
2
− t
)
+
(
1 +
2K−1
α(K − 1)
)(
1
2
− t
)K
. (4.94)
Cette fonction de´croˆıt de 2−K a` t = 0 jusqu’a` 0 pour t = tsol, avec
tsol =
1
2
− 1
(2K−1 + α(K − 1))1/(K−1)
. (4.95)
Les simulations nume´riques sont en parfait accord avec le calcul. Il est sans doute exact :
les variables e´tant flippe´es au maximum une fois, il n’y a pas de corre´lation entre clauses
voisines et l’approximation des voisins inde´pendants doit eˆtre correcte. Une autre manie`re
de rendre rigoureux ce calcul consiste a` voir l’e´volution de l’algorithme comme un processus
de de´cimation de graphe. En effet, au bout de T pas de temps le nombre de variables fausses
(de spins −1) est N(T ) = N × (12 − t), car les variables flippe´es le sont toujours de fausses
vers vraies. De plus, l’ensemble des clauses fausses forme un hypergraphe poissonnien de
M(T ) clauses sur N(T ) variables. A chaque pas de temps on enle`ve une variable, et n + 1
clauses, ou` n est tire´e avec une loi de Poisson de parame`tre Kα(t) : α(t) =M(T )/N(T ) est
la densite´ de clauses dans le sous-graphe compose´ seulement des clauses viole´es. En calculant
le nombre moyen de clauses qui survivent a` la de´cimation jusqu’a` l’instant t, on retrouve le
re´sultat (4.94).
L’inte´reˆt de ce calcul ne re´side pas dans le re´sultat, mais dans la possibilite´ que l’on puisse
s’en servir comme point de de´part pour un de´veloppement perturbatif : si dans la ge´ne´ration
d’une formule deK-SAT on choisit de nier un lite´ral avec probabilite´ ǫ/2, l’ensemble ale´atoire
habituel correspond a` ǫ = 1, le calcul exact que l’on vient de faire a` ǫ = 0. Peut-eˆtre pourrait-
on syste´matiser un de´veloppement en puissances de ǫ.
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4.6 Appendice : Une deuxie`me variante
Je voudrais pre´senter ici des re´sultats nume´riques et analytiques concernant la dynamique
de PRWSAT sur une autre variante du proble`me de satisfiabilite´.
On va s’inte´resser a` des formules de K-XORSAT, en d’autres termes un mode`le du
type K-spin dilue´, mais au lieu de prendre un hypergraphe poissonien on va utiliser un
hypergraphe a` connectivite´ fixe : chaque variable appartient a` L = l+1 clauses. Pour L ≥ K
les formules ne sont jamais satisfiables, on peut cependant s’inte´resser a` la dynamique de
PRWSAT sur ce proble`me, et en particulier a` l’e´nergie stationnaire atteinte aux temps longs.
Je ne de´taillerais pas les calculs qui sont tre`s proches de ceux pre´sente´s dans le corps du
chapitre. En de´finissant ϕ(t) la fraction de clauses non satisfaites apre`s Mt pas de temps,
on obtient dans l’approximation binomiale (c’est-a`-dire l’approximation markovienne pour
une projection sur le nombre de clauses non satisfaites) :
ϕ(t) =
1
2
+
1
2l
(
e−2lt − 1) . (4.96)
Dans l’approximation des voisins inde´pendants on suit p(u), la fraction de sites entoure´es de
u clauses frustre´es, dont on sous-entend la de´pendance temporelle pour alle´ger les notations.
On de´finit aussi
〈•〉 =
L∑
u=0
• p(u) , tel que ϕ = 1
L
〈u〉 . (4.97)
On obtient a` ce niveau d’approximation une e´quation d’e´volution pour p :
d
dt
p(u) =
L
K〈u〉 [−up(u) + (L − u)p(L− u)]
+
L(K − 1)〈u2〉
K〈u〉2 [(u+ 1)p(u+ 1)− up(u)]
+
L(K − 1)〈u(L− u)〉
K〈L− u〉〈u〉 [(L− u+ 1)p(u− 1)− (L − u)p(u)] , (4.98)
que l’on peut inte´grer nume´riquement.
La figure 4.12 pre´sente les re´sultats des simulations nume´riques compare´es a` ces deux
niveaux d’approximation. Comme l’on pouvait s’y attendre, la deuxie`me approximation
conduit a` un meilleur accord avec les simulations nume´riques. Pour t ≈ 0.5 il reste cependant
une erreur syste´matique, trop petite pour eˆtre vue sur la figure.
Le point qui me paraˆıt le plus inte´ressant est la limite des temps longs. L’approximation
binomiale pre´dit
ϕas = lim
t→∞
ϕ(t) =
L− 2
2(L− 1) . (4.99)
La solution stationnaire des e´quations (4.98) n’a pas une forme binomiale (sauf dans la limite
K →∞), mais conduit cependant a` la meˆme fraction de clauses viole´es que l’approximation
binomiale. De plus, ce re´sultat (4.99) est compatible, aux fluctuations de taille finie pre`s,
avec les simulations nume´riques. Ces dernie`res e´tant e´te´ re´alise´s sur des syste`mes de tre`s
grande taille (N = 107, on peut difficilement faire plus a` cause de la taille de la me´moire
vive des ordinateurs actuels), il est raisonnable de faire la conjecture que le re´sultat (4.99)
est exact.
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Fig. 4.12 – Evolution de l’e´nergie pour PRWSAT sur des formules de XORSAT a` connec-
tivite´ fixe. Symboles : moyennes sur 100 simulations avec K = 3, L = 3, pour des formules
de N = 107 variables, les barres d’erreur sont plus petites que les symboles. Ligne pointil-
le´e : approximation binomiale (4.97). Ligne pleine : approximation des voisins inde´pendants
(4.98).
On aurait de´termine´ alors une des caracte´ristiques de l’e´tat stationnaire de ce processus
hors-d’e´quilibre (rappelons que la dynamique de PRWSAT ne ve´rifie pas la condition de
balance de´taille´e), bien que l’e´tat stationnaire soit non trivial, la forme de p n’e´tant pas
binomiale. Dans une comparaison un peu hasardeuse, on peut faire un rapprochement avec
le processus d’exclusion comple`tement asyme´trique : le diagramme des phases de ce dernier
proble`me est correctement pre´dit par une approximation de champ moyen. Pourtant son e´tat
stationnaire est plus riche que ne le sugge`re la solution de champ moyen, comme l’indique sa
repre´sentation exacte en termes de produits de matrices ve´rifiant une certaine alge`bre [155].
On peut se demander si cette similitude est purement fortuite ou si les me´thodes de´veloppe´es
dans le cadre du processus d’exclusion pourrait eˆtre adapte´es aux proble`mes algorithmiques.
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4.7 Appendice : Deux heuristiques plus performantes
L’algorithme WalkSAT/SKC
Comme on l’a discute´ dans la section 4.4.8, le choix de la variable renverse´e dans une
clause non satisfaite peut donner lieu a` des strate´gies plus ou moins raffine´es. De manie`re
ge´ne´rale, leur objectif est d’e´viter de flipper une variable lorsque celle-ci appartient a` une
clause satisfaite seulement par la variable en question.
Parmi les heuristiques que l’on a qualifie´es de markoviennes, conside´rons celle nomme´e
WalkSAT/SKC [151] : a` chaque pas de temps de l’algorithme une des clauses non satisfaites
est choisie au hasard. On examine ensuite ses K variables, et pour chacune on de´finit son
breakcount comme le nombre de clauses satisfaites qui deviendraient non satisfaites si elle
e´tait renverse´e. S’il y a des variables qui ont un breakcount nul, on flippe au hasard une de
celles-ci. Si au contraire elles ont toutes un breakcount strictement positif :
– Avec une certaine probabilite´ p, on flippe une des K variables au hasard.
– Avec probabilite´ 1− p, on flippe une des variables ayant un breakcount minimal.
Des expe´riences nume´riques montrent qu’au moins pour α ≤ 4, le nombre de pas Tsol ne´ces-
saires pour trouver une solution a` une formule ale´atoire croˆıt line´airement avec la taille des
formules. On a repre´sente´ sur la figure 4.13 les moyennes de ces temps de´termine´s nume´rique-
ment, en utilisant a` nouveau l’unite´ tsol = Tsol/M .
Comme dans le cas de PRWSAT, la distribution de tsol est fortement pique´e autour de
sa valeur moyenne dans la limite thermodynamique. On peut aussi calculer cette fonction
ordre par ordre en α graˆce a` la me´thode du de´veloppement en clusters, le temps de re´solution
moyen e´tant ici encore une fonction additive graˆce au caracte`re markovien de l’heuristique
de choix de la variable flippe´e.
Cette modification rend donc l’algorithme beaucoup plus performant, puisqu’on est passe´
de αd ≈ 2.7 a` αd ≥ 4, donc un seuil dynamique tre`s proche du seuil de satisfiabilite´ αc ≈
4.26. Il est assez difficile d’estimer avec beaucoup de pre´cision le seuil αd. Les simulations
nume´riques sur des formules de taille N = 106 sugge`rent αd ≈ 4.19 (cette valeur est aussi
avance´e dans [156]), mais paradoxalement ces tailles sont peut-eˆtre trop petites pour eˆtre
de´barrasse´es des effets de taille finie (bien que l’on atteigne quasiment la limite de me´moire
vive des ordinateurs actuels). En effet, les calculs statiques [37] pre´disent pour ces valeurs de
α des ® e´tats me´tastables ¯ dont l’e´nergie pourrait eˆtre de l’ordre de grandeur du bruit de
taille finie. On ne peut donc pas trancher ici a` propos de la pertinence ou pas des pre´dictions
statiques pour l’existence d’un seuil intrinse`que a` tous les algorithmes de recherche locale.
L’algorithme RRT (Record to Record Travel)
Une autre variante, introduite par Seitz et Orponen [156], tombe dans la classe des
heuristiques non markoviennes. La modification de PRWSAT est la suivante :
– On garde en me´moire au cours de l’e´volution de l’algorithme la valeur Emin, qui est la
plus basse valeur de l’e´nergie (nombre de clauses viole´es) que l’on ait rencontre´ depuis
le de´but de l’exe´cution.
– A chaque pas de temps, on choisit une clause viole´e au hasard, ainsi qu’une de ses K
variables uniforme´ment (comme dans PRWSAT). Cette variable n’est renverse´e que si
l’e´nergie apre`s le renversement est plus petite que Emin+d, ou` d est un parame`tre fixe´
pour toute l’e´volution. Sinon on ne change pas la configuration des variables.
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Fig. 4.13 – Temps de re´solution dans la phase line´aire pour l’heuristique WalkSAT/SKC.
Simulations nume´riques re´alise´es sur des formules de N = 106 variables pour K = 3, la
parame`tre de bruit valant p = 0.5. La courbe sert seulement de guide pour l’œil.
d est une mesure du ® laxisme ¯ de l’algorithme : si ce parame`tre est tre`s grand la plupart
des mouvements vont eˆtre accepte´s.
La figure 4.14 montre l’e´volution de l’e´nergie pour diffe´rentes valeurs de α et de d.
Examinons d’abord la figure du haut, qui se concentre sur une seule valeur de α. On a
seulement repre´sente´ la fin de l’e´volution, pour que la figure soit plus claire. Pour t = 10,
les e´nergies croissent avec d : a` cet instant l’e´volution la moins permissive a conduit a` la
meilleure configuration. Cependant aux temps plus longs, cette courbe reste bloque´e a` une
e´nergie strictement positive, alors que les autres e´volutions, plus laxistes, finissent par trouver
une solution et s’ave`rent donc plus efficaces. On constate cependant que la courbe avec le
plus grand d met le plus de temps pour trouver une solution. Il y a donc, pour une valeur de
α donne´e, une tole´rance d optimale pour trouver une solution le plus rapidement possible.
La partie du bas de la figure 4.14 comple`te cette description : pour α = 4.05 c’est d = 5 qui
est optimal, pour α = 4.07 les choix d = 5 et d = 6 se valent, tandis que pour α = 4.09 le
parame`tre d = 6 devient optimal.
Le sche´ma 4.15 re´sume le comportement de l’algorithme : pour une tole´rance d donne´e,
le temps de re´solution (compte´ dans l’unite´ re´duite nombre de pas divise´ par nombre de
clauses) croˆıt avec α et diverge a` une valeur αm(d). Cette valeur seuil est d’autant plus
grande que l’e´volution est permissive.
Dans leur article, Seitz et Orponen ont de´termine´ αm(d) pour d entre 5 et 9 par un
ajustement de donne´es expe´rimentales sur la divergence des temps de re´solution en fonction
de α, puis extrapole´ le comportement de αm(d) quand d tend vers l’infini. Cela conduit
a` αm(∞) ≈ 4.26, autrement dit cet algorithme serait capable de re´soudre en un nombre
de pas Nf(α) line´aire dans le nombre de variables, jusqu’au seuil de satisfiabilite´ αc (avec
cependant f qui diverge a` αc). Cette hypothe`se est assez frappante, a` nouveau de possibles
effets de taille finie sont difficiles a` estimer ici.
Soulignons que d, qui est d’ordre 1, est une tole´rance dans le nombre de clauses non
satisfaites, lui meˆme d’ordre N . Modifier d’une quantite´ finie la hauteur des ® barrie`res ¯
que l’on s’autorise a` franchir modifie radicalement le comportement de cet algorithme, dont
une description analytique semble difficile a` l’heure actuelle.
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Fig. 4.14 – De´croissance de la fraction de clauses non satisfaites en fonction du temps pour
l’algorithme RRT, a` diffe´rentes valeurs de α et de d. Simulations nume´riques re´alise´es sur
des formules de N = 106 variables pour K = 3.
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Fig. 4.15 – Sche´matisation du comportement du temps de re´solution de RRT en fonction
de α pour trois valeurs du parame`tre, d1 < d2 < d3.
Chapitre 5
Autour d’un the´ore`me de
fluctuation
La dynamique des syste`mes a` l’e´quilibre thermique ve´rifie des proprie´te´s caracte´ristiques
comme l’invariance par translation dans le temps et le the´ore`me de fluctuation-dissipation
(FDT) qui relie fonctions de re´ponse et de corre´lation. Parmi les diffe´rentes familles de
syste`mes hors d’e´quilibre, les verres de spin pre´sentent des violations de ces deux proprie´te´s
d’un type particulier (vieillissement et apparition de tempe´ratures effectives). Ce phe´nome`ne
a e´te´ initialement e´tudie´ dans le cadre des mode`les de champ moyen comple`tement connecte´s.
Pour cette famille de mode`le, toutes les fonctions de corre´lation et de re´ponse de´coulent de
celles a` deux temps, comme on l’a vu dans la partie 3.4 1. En toute logique, celles-ci ont e´te´
les objets d’e´tude principaux des investigations the´oriques.
Dans le cas des mode`les dilue´s, il faut en principe connaˆıtre toute la hie´rarchie des
fonctions de corre´lation et de re´ponse pour caracte´riser le syste`me. Cette constatation a
motive´ l’e´tude pre´sente´e dans ce chapitre, qui a fait l’objet d’une partie de la publication
P5.
La premie`re partie rappelle des re´sultats classiques sur les proprie´te´s d’e´quilibre des
fonctions de corre´lation et de re´ponse a` deux temps. On e´tudie ensuite la ge´ne´ralisation de
ces proprie´te´s aux fonctions a` plus de deux temps. La troisie`me partie est consacre´e a` une
version du the´ore`me de fluctuation qui unifie toutes ces relations. Finalement des conjectures
sur la modification de ces re´sultats pour des syste`mes hors d’e´quilibre du type verres de spin
dilue´s sont avance´es.
5.1 Proprie´te´s d’e´quilibre des fonctions a` deux temps
5.1.1 Enonce´s
Conside´rons un syste`me physique en contact avec un thermostat a` la tempe´rature T .
Pour deux observables ge´ne´riques A et B du syste`me, leur fonction de corre´lation a` deux
temps est de´finie comme
CAB(t, t
′) = 〈A(t)B(t′)〉 . (5.1)
1Ceci n’est en toute rigueur vrai que pour les mode`les sphe´riques, et pour les contributions dominantes
dans la limite thermodynamique. Le calcul de la partie connexe des fonctions a` quatre temps du mode`le SK
sphe´rique peut se trouver dans [157]. Dans ce mode`le comple`tement connecte´ ces parties connexes sont des
corrections d’ordre 1/N .
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La notation 〈•〉 de´signe une moyenne d’ensemble, c’est-a`-dire sur la re´pe´tition d’un grand
nombre de mesures.
Supposons que l’on rajoute un champ exte´rieur h(t), couple´ line´airement a` l’observable
B : l’e´nergie du syste`me est modifie´e par un terme −hB. Dans le cas de syste`me de spins
homoge`nes, il est naturel de conside´rer un champ magne´tique couple´ a` la magne´tisation
totale. Pour des syste`mes de´sordonne´s, il peut eˆtre ne´cessaire de conside´rer des champs
variables dans l’espace.
On notera 〈•〉h les moyennes d’ensemble en pre´sence de la perturbation exte´rieure. Si
cette dernie`re est suffisamment faible, la the´orie de la re´ponse line´aire s’applique :
〈A(t)〉h = 〈A(t)〉 +
∫ t
t0
dt′ RAB(t; t
′)h(t′) +O(h2) , (5.2)
ou` t0 est le temps initial de pre´paration du syste`me. Cette relation de´finit la fonction de
re´ponse comme
RAB(t; t
′) =
δ
δh(t′)
〈A(t)〉h
∣∣∣∣
h=0
. (5.3)
La fonction de re´ponse RAB(t; t
′) mesure donc la variation moyenne de l’observable A a`
l’instant t pour une perturbation couple´e a` B applique´e pendant un intervalle de temps
infinite´simal autour de t′.
Enonc¸ons maintenant les proprie´te´s de ces fonctions de corre´lation et de re´ponse.
Causalite´
La borne supe´rieure de l’inte´gration dans (5.2) est prise en t par causalite´ : une per-
turbation ne peut modifier le syste`me avant d’avoir e´te´ applique´e. De manie`re e´quivalente,
RAB(t; t
′) = 0 si t′ > t. Ces exigences de causalite´ restent valables hors de l’e´quilibre.
Invariance par translation temporelle
Pour un syste`me a` l’e´quilibre, toutes les fonctions de corre´lation et de re´ponse sont
invariantes par translation temporelle, en particulier celles a` deux temps ne sont fonction
que de la diffe´rence entre les deux temps, CAB(t, t
′) = CAB(t−t′) et RAB(t; t′) = RAB(t−t′).
Cette situation est ve´rifie´e si le syste`me est pre´pare´ a` l’instant initial dans une configuration
typique de la distribution de Gibbs-Boltzmann, ou bien si l’on laisse le syste`me relaxer
suffisamment longtemps apre`s sa mise en contact avec le thermostat.
The´ore`me de fluctuation-dissipation
Les fonctions de corre´lation et de re´ponse d’e´quilibre ne sont pas inde´pendantes. Le
the´ore`me de fluctuation-dissipation impose en effet la relation suivante :
RAB(τ) = − 1
T
dCAB(τ)
dτ
pour τ > 0 . (5.4)
Cette relation est assez remarquable car elle relie des proprie´te´s de natures diffe´rentes (® fluc-
tuation ¯ : de´croissance de la fonction de corre´lation au cours du temps en l’absence de
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perturbations exte´rieures vs ® dissipation ¯ : re´ponse du syste`me a` une perturbation, dont
le travail fourni doit eˆtre dissipe´). Elle est par ailleurs inde´pendante du syste`me conside´re´,
et ne fait intervenir que la tempe´rature du bain thermique.
Relation d’Onsager
Enfin, les relations de re´ciprocite´ d’Onsager impliquent
CAB(t, t
′) = CBA(t, t
′) , (5.5)
ce qui n’est pas comple`tement trivial si les observables A et B sont distinctes.
5.1.2 Une preuve
Dans la publication P5 ces proprie´te´s sont de´montre´es pour une dynamique micro-
scopique de variables continues qui e´voluent selon l’e´quation de Langevin. Pour comple´ter
cette approche et insister sur la ge´ne´ralite´ des re´sultats on va utiliser une mode´lisation
le´ge`rement diffe´rentes.
De´finitions
On suppose que le syste`me a un espace de configurations ~σ discre`tes, et que l’influence
du thermostat se traduit par une e´volution microscopique stochastique, selon l’e´quation
maˆıtresse en temps continu :
d
dt
P (~σ, t) =
∑
~σ′
W (~σ, ~σ′)P (~σ′, t) . (5.6)
W (~σ, ~σ′) repre´sente le taux de transition entre les configurations ~σ′ et ~σ. P (~σ, t) est la
probabilite´ que le syste`me soit dans la configuration ~σ a` l’instant t, les moyennes d’ensemble
seront donc effectue´s selon cette probabilite´. De plus les observables sont de simples fonctions
de la configuration, A(t) = A(~σ(t)).
La conservation des probabilite´s implique une condition sur les taux de transition,∑
~σ
W (~σ, ~σ′) = 0 . (5.7)
On prend donc pour les e´lements diagonaux de W :
W (~σ, ~σ) = −
∑
~σ′ 6=~σ
W (~σ′, ~σ) . (5.8)
Le bain thermique exte´rieur au syste`me l’entraˆıne vers la distribution d’e´quilibre de Gibbs-
Boltzmann Peq(~σ) = (1/Z) exp[−βH(~σ)]. Pour que cette loi de probabilite´ soit une solution
stationnaire de l’e´quation maˆıtresse, on suppose que les taux de transition ve´rifient la con-
dition de balance de´taille´e
W (~σ, ~σ′)Peq(~σ
′) =W (~σ′, ~σ)Peq(~σ) ∀(~σ, ~σ′) . (5.9)
Cette condition est suffisante (mais pas ne´cessaire) pour que l’e´quilibre thermique soit un
point fixe de l’e´volution. On reviendra plus tard sur sa signification microscopique.
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Introduisons aussi la probabilite´ conditionnelle P (~σ, t|~σ′, t′) d’observer la configuration
~σ a` l’instant t sachant que le syste`me e´tait en ~σ′ a` t′. Si les taux de transition W sont
inde´pendants du temps, cette probabilite´ conditionnelle n’est fonction que de la diffe´rence
t− t′, on la notera alors T (~σ, ~σ′, τ = t− t′). Elle ve´rifie l’e´quation maˆıtresse sous la forme
d
dτ
T (~σ, ~σ′, τ) =
∑
~σ′′
W (~σ, ~σ′′)T (~σ′′, ~σ′, τ) . (5.10)
Explicitons avec ces notations une fonction de corre´lation a` deux temps, pour t > t′ > t0,
〈A(t)B(t′)〉 =
∑
~σ2,~σ1,~σ0
A(~σ2)T (~σ2, ~σ1, t− t′)B(~σ1)T (~σ1, ~σ0, t′ − t0)P0(~σ0) , (5.11)
ou` P0 est la distribution de probabilite´ au temps initial t0.
On va introduire une notation matricielle plus compacte qui simplifiera les ge´ne´ralisations
de la partie suivante, et qui ressemble a` celle utilise´e dans la publication P5. Conside´rons
des matrices indice´es par les configurations ~σ, et en particulier Tˆ et Wˆ qui correspondent a`
la probabilite´ conditionnelle et aux taux de transition :
(Tˆ (τ))~σ1~σ2 = T (~σ1, ~σ2, τ) , Wˆ~σ1~σ2 =W (~σ1, ~σ2) . (5.12)
Ces matrices sont relie´es par l’e´quation maˆıtresse dTˆ /dτ = Wˆ Tˆ , avec Tˆ (τ = 0) = 1ˆ la
matrice identite´. La solution de cette e´quation s’e´crit donc formellement Tˆ (τ) = exp[Wˆ τ ].
On notera aussi sous forme de matrices diagonales les observables et les distributions de
probabilite´,
Aˆ~σ1~σ2 = δ~σ1~σ2A(~σ1) , (pˆ0)~σ1~σ2 = δ~σ1~σ2P0(~σ1) , (pˆeq)~σ1~σ2 = δ~σ1~σ2Peq(~σ1) . (5.13)
La notation de ® bra-kets ¯ a` la Dirac sera utile dans la suite. On de´finit en particulier 〈−|
le vecteur ligne dont tous les e´le´ments valent 1, et |−〉 son transpose´. On a donc
〈−|Mˆ |−〉 =
∑
~σ1~σ2
Mˆ~σ1~σ2 . (5.14)
Ces de´finitions permettent de re´e´crire la fonction de corre´lation (5.11) comme
〈A(t)B(t′)〉 = 〈−|AˆTˆ (t− t′)BˆTˆ (t′ − t0)pˆ0|−〉 . (5.15)
Dans cette notation matricielle :
– la conservation des probabilite´s s’exprime par : 〈−|Wˆ = 0, et de manie`re e´quivalente
tWˆ |−〉 = 0. t• de´signe l’ope´ration de transposition matricielle.
– la condition de balance de´taille´e devient pˆeq
tWˆ = Wˆ pˆeq. Comme Tˆ (τ) = exp[τWˆ ], en
de´veloppant l’exponentielle en se´rie on a aussi
pˆeq
tTˆ (τ) = Tˆ (τ)pˆeq . (5.16)
– la stationnarite´ de la distribution de Gibbs-Boltzmann s’e´crit ici Wˆ pˆeq|−〉 = 0, et donc
Tˆ (τ)pˆeq|−〉 = pˆeq|−〉.
Il reste maintenant a` conside´rer l’effet d’un champ exte´rieur h couple´ line´airement a` une
observable B du syste`me. Faisons l’hypothe`se que les taux de transition Wˆh en pre´sence du
champ ve´rifient la condition de balance de´taille´e par rapport a` ce nouvel hamiltonien,
Wˆhpˆeq,h = pˆeq,h
tWˆh . (5.17)
Ch. 5 : Autour d’un the´ore`me de fluctuation 109
On ve´rifie alors aise´ment l’e´quation suivante sur la de´rive´e a` champ nul de Wˆh,
Wˆ ′ =
∂Wˆh
∂h
∣∣∣∣∣
h=0
, Wˆ ′pˆeq + βWˆ Bˆpˆeq = pˆeq
tWˆ ′ + βBˆpˆeq
tWˆ . (5.18)
On a, comme pour la matrice Wˆ , des proprie´te´s dues a` la conservation des probabilite´s pour
tout champ exte´rieur qui impliquent 〈−|Wˆ ′ = 0 et tWˆ ′|−〉 = 0.
La fonction de re´ponse (5.3) est de´finie par une de´rivation fonctionnelle par rapport au
champ exte´rieur. Il faut donc prendre un champ d’intensite´ h/∆t pendant un intervalle ∆t
autour du temps de de´rivation, puis de´river par rapport a` h et prendre la limite ∆t → 0.
On peut se convaincre que dans le formalisme utilise´ ici, cela revient a` inse´rer la matrice
Wˆ ′ dans le bra-ket a` l’instant correspondant. Par exemple, la fonction (5.3) s’exprime pour
t > t′ comme
δ
δh(t′)
〈A(t)〉h
∣∣∣∣
h=0
= 〈−|AˆTˆ (t− t′)Wˆ ′Tˆ (t′ − t0)pˆ0|−〉 . (5.19)
Ces longues de´finitions pre´liminaires e´tant pose´s, les de´monstrations sont quasi-imme´diates.
Causalite´
Si t′ > t, la fonction de re´ponse (5.19) devient 〈−|Wˆ ′Tˆ (t′−t)AˆTˆ (t−t0)pˆ0|−〉 . Or 〈−|Wˆ ′ =
0, on a donc bien annulation de la re´ponse a` une excitation poste´rieure a` l’observation, que
le syste`me soit e´quilibre´ ou pas.
Pour la preuve des proprie´te´s d’e´quilibre, on suppose qu’au temps t0 le syste`me est
e´quilibre´, pˆ0 = pˆeq.
Invariance par translation temporelle
On peut lire la proprie´te´ d’invariance par translation temporelle sur les e´quations (5.15)
et (5.19) : si pˆ0 = pˆeq, Tˆ (t
′ − t0)pˆ0|−〉 = pˆeq|−〉 et les fonctions ne de´pendent que de la
diffe´rence des temps τ = t− t′ :
CAB(τ) = 〈−|AˆTˆ (τ)Bˆpˆeq|−〉 , (5.20)
RAB(τ) = 〈−|AˆTˆ (τ)Wˆ ′pˆeq|−〉 . (5.21)
The´ore`me de fluctuation-dissipation
Le the´ore`me de fluctuation-dissipation s’obtient en inse´rant la proprie´te´ (5.18) dans l’-
expression de la re´ponse que l’on vient d’e´tablir, et en utilisant tWˆ ′|−〉 = tWˆ |−〉 = 0 pour
simplifier le re´sultat :
〈−|AˆTˆ (τ)Wˆ ′pˆeq|−〉 = −β〈−|AˆTˆ (τ)WˆBpˆeq|−〉 . (5.22)
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Comme dTˆ (τ)/dτ = Tˆ (τ)Wˆ , on reconnait dans (5.22) la de´rive´e temporelle de la fonction
de corre´lation, ce qui prouve
RAB(τ) = − 1
T
dCAB(τ)
dτ
. (5.23)
Relation d’Onsager
Finalement, la relation d’Onsager sur la fonction de corre´lation s’obtient en prenant la
transpose´e de l’expression matricielle (5.20),
〈−|AˆTˆ (τ)Bˆpˆeq|−〉 = 〈−|pˆeqBˆtTˆ (τ)Aˆ|−〉 = 〈−|BˆTˆ (τ)Aˆpˆeq|−〉 , (5.24)
ce qui prouve CAB(t, t
′) = CBA(t, t
′). On a utilise´ ici la condition de balance de´taille´e sous
la forme (5.16).
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5.2 Ge´ne´ralisations pour des fonctions a` n temps
Le formalisme de´veloppe´ dans la partie pre´ce´dente a le me´rite de faciliter la ge´ne´ralisation
de ces re´sultats a des fonctions de corre´lation et de re´ponse a` un nombre arbitraire de temps.
De´finissons par exemple une fonction de corre´lation a` n points,
C(tn, . . . , t1) = 〈An(tn)An−1(tn−1) . . . A1(t1)〉 , (5.25)
ou` les Ai sont des observables quelconques du syste`me. On va supposer sans perdre de
ge´ne´ralite´ que les temps sont classe´s selon tn ≥ tn−1 ≥ · · · ≥ t1. On a alors, en supposant
que le syste`me est e´quilibre´ a` un temps t0 < t1,
C(tn, . . . , t1) = 〈−|AˆnTˆ (tn − tn−1)Aˆn−1 . . . Aˆ2Tˆ (t2 − t1)Aˆ1pˆeq|−〉 . (5.26)
La proprie´te´ d’invariance par translation temporelle est claire : si l’on ajoute la meˆme quan-
tite´ a` tous les temps ti, la corre´lation n’est pas modifie´e.
Relation d’Onsager
On peut aussi construire une relation d’Onsager sur cette fonction de corre´lation. Prenons,
a` l’image de la de´monstration faite pour la fonction a` deux temps, la transpose´e de cette
expression,
〈−|AˆnTˆ (tn − tn−1)Aˆn−1 . . . Aˆ2Tˆ (t2 − t1)Aˆ1pˆeq|−〉 (5.27)
= 〈−|pˆeqAˆ1tTˆ (t2 − t1)Aˆ2 . . . Aˆn−1tTˆ (tn − tn − 1)Aˆn|−〉 (5.28)
= 〈−|Aˆ1Tˆ (t2 − t1)Aˆ2 . . . Aˆn−1Tˆ (tn − tn − 1)Aˆnpˆeq|−〉 (5.29)
On reconnait une fonction de corre´lation ou` l’ordre temporel des observables a e´te´ renverse´.
De´finissons pour eˆtre plus pre´cis une ope´ration de renversement temporel autour d’un point
t∗,
tR = 2t∗ − t . (5.30)
Graˆce a` la proprie´te´ d’invariance par translation, le choix de t∗ est comple`tement arbitraire.
On peut alors e´crire la relation pre´ce´dente sous la forme
〈An(tn)An−1(tn−1) . . . A2(t2)A1(t1)〉 = 〈A1(tR1 )A2(tR2 ) . . . An−1(tRn−1)An(tRn )〉 , (5.31)
ce que l’on visualise facilement sur le sche´ma de la figure 5.1.
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Fig. 5.1 – Sche´matisation de la relation d’Onsager entre n observables, cf. eq. (5.31). On a
pris t∗ = 0 et tn = −t1 pour simplifier le dessin.
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The´ore`me de fluctuation-dissipation
Comme de´crit dans le chapitre 3, on peut de´finir plusieurs fonctions de re´ponse a` n temps,
selon le nombre de perturbations k et le nombre d’observables n− k avec k ∈ [1, n− 1],
δk
δh1(t1) . . . δhk(tk)
〈Ak+1(tk+1) . . . An(tn)〉
∣∣∣∣
h=0
. (5.32)
Ici chaque champ hi peut eˆtre couple´ a` une observableBi diffe´rente. On peut facilement mon-
trer que ces fonctions sont causales, c’est-a`-dire qu’elles s’annulent de`s qu’un des temps de
perturbation {t1, . . . , tk} est plus grand que le maximum des temps d’observation {tk+1, . . . , tn}.
En effet on a alors l’insertion d’un Wˆ ′ dans un bra-ket a` gauche des Aˆi, ce qui annule la
fonction correspondante a` cause de 〈−|Wˆ ′ = 0.
Commenc¸ons par discuter le cas des fonctions a` trois temps, et plus particulie`rement la
re´ponse d’une perturbation sur la moyenne de deux observables, i.e. n = 3 , k = 1 dans la
de´finition ci-dessus. Posons
C(t1, t2, tp) = 〈A1(t1)A2(t2)B(tp)〉 , R(t1, t2; tp) = δ
δh(tp)
〈A1(t1)A2(t2)〉
∣∣∣∣
h=0
, (5.33)
avec h un champ couple´ a` B. On supposera sans perte de ge´ne´ralite´ que t2 > t1. Par contre
tp peut se situer dans diffe´rents secteurs :
– Si tp > t2, R = 0 par causalite´.
– Si tp < t1, autrement dit si la perturbation est ante´rieure aux deux temps d’observa-
tion,
R(t1, t2; tp) = 〈−|Aˆ2Tˆ (t2 − t1)Aˆ1Tˆ (t1 − tp)Wˆ ′pˆeq|−〉 . (5.34)
On peut alors suivre les meˆmes e´tapes que celles conduisant a` la preuve du FDT a`
deux points en transformant Wˆ ′pˆeq|−〉, et obtenir
R(t1, t2; tp) =
1
T
∂
∂tp
C(t1, t2, tp) pour t2 > t1 > tp . (5.35)
Cette relation est une ge´ne´ralisation naturelle du FDT habituel.
– Si le syste`me est perturbe´ entre les deux temps d’observation, t2 > tp > t1, on a
R(t1, t2; tp) = 〈−|Aˆ2Tˆ (t2 − tp)Wˆ ′Tˆ (tp − t1)Aˆ1pˆeq|−〉 (5.36)
= 〈−|Aˆ1Tˆ (tp − t1)pˆeqtWˆ ′pˆ−1eq Tˆ (t2 − tp)Aˆ2pˆeq|−〉 . (5.37)
La deuxie`me ligne a e´te´ obtenue en prenant la transpose´e de la premie`re. On peut
maintenant utiliser (5.18) pour transformer ceci en
R(t1, t2; tp) = 〈−|Aˆ1Tˆ (tp − t1)Wˆ ′Tˆ (t2 − tp)Aˆ2pˆeq|−〉 (5.38)
+ β〈−|Aˆ1Tˆ (tp − t1)(Wˆ Bˆ − BˆWˆ )Tˆ (t2 − tp)Aˆ2pˆeq|−〉 (5.39)
La premie`re ligne de cette e´quation correspond a` une fonction de re´ponse avec des
arguments temporels renverse´s dans le temps, tandis que la deuxie`me peut se re´ecrire
comme une de´rive´e temporelle de la fonction de corre´lation. On obtient finalement
R(t1, t2; tp)−R(tR1 , tR2 ; tRp ) =
1
T
∂
∂tp
C(t1, t2, tp) , (5.40)
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ou` l’on a re´utilise´ l’ope´ration de renversement temporel. Il n’e´tait pas comple`tement
e´vident de pre´voir cette relation qui fait intervenir deux fonctions de re´ponse, au vu
du FDT sur les fonctions a` deux temps.
Cette forme contient en fait (5.35) comme cas particulier : si tp < t1, t
R
p est plus grand
que tR1 et t
R
2 . La deuxie`me fonction de re´ponse de (5.40) s’annule alors.
On peut sans difficulte´ ge´ne´raliser cette relation au cas d’un produit de m observables
avec une perturbation applique´e au temps tp,
R(t1, . . . , tm; tp)− R(tR1 , . . . , tRm; tRp ) =
1
T
∂
∂tp
C(t1, . . . , tm, tp) . (5.41)
Il resterait a` e´tudier les relations sur les fonctions de re´ponse a` plusieurs perturbations.
Dans la publication on pourra trouver le cas de la re´ponse d’une observable a` deux pertur-
bations.
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5.3 Un the´ore`me de fluctuation
Dans les de´monstrations de la partie pre´ce´dente on a souvent utilise´ l’ope´ration de trans-
position matricielle, qui correspond physiquement a` un renversement temporel. La condition
de balance de´taille´e est profonde´ment relie´e a` cette notion : elle exprime la re´versibilite´ mi-
croscopique des transitions entre deux configurations. En conse´quence le flux de probabilite´
entre deux configurations microscopiques s’annule pour un ensemble de syste`mes a` l’e´quili-
bre, et l’on ne peut plus distinguer le sens temporel de l’e´volution.
Les relations d’Onsager sont une reformulation de cette invariance, et les fonctions de
re´ponse sont dans un certain sens une mesure de l’irre´versibilite´ de l’e´volution induite par
les perturbations exte´rieures.
A la lumie`re de ces remarques, il n’est pas e´tonnant que l’on puisse reformuler toutes
les proprie´te´s de´montre´es jusqu’ici dans une expression qui fait jouer un roˆle central au
renversement temporel de l’e´volution. Ce principe, que l’on va pre´senter dans cette partie,
ressemble beaucoup a` certaines formes du the´ore`me de fluctuation [158, 159] pour des dy-
namiques microscopiques stochastiques [160, 161]. On pourra consulter [162] pour une revue
de ces travaux, et [163] pour une mise au point sur le bon usage du nom de the´ore`me de
fluctuation.
Nous nous sommes aperc¸us, malheureusement apre`s la publication de l’article, que ce
re´sultat avait e´te´ obtenu ante´rieurement par Crooks [164].
On va a` nouveau changer un petit peu la mode´lisation et les notations par rapport a` la
publication et a` la partie pre´ce´dente. On conside`re maintenant un processus stochastique
ou` l’espace des configurations et le temps sont discrets. L’e´volution du syste`me est re´gie par
l’e´quation-maˆıtresse
P (~σ, T + 1) =
∑
~σ′
W (~σ, ~σ′, T )P (~σ′, T ) . (5.42)
Les W sont ici des probabilite´s de transition et non plus des taux de transition par unite´
de temps. On suppose qu’un champ exte´rieur h(T ) est couple´ a` une observable B, et que la
de´pendance temporelle explicite des probabilite´s de transition ne se fait que par l’interme´-
diaire de ce champ :
W (~σ, ~σ′, T ) = W˜ (~σ, ~σ′;h(T )) . (5.43)
Fixons-nous un intervalle de temps [−M,M ] pendant lequel on observe le syste`me. On
appelera trajectoire l’ensemble des configurations occupe´es successivement par le syste`me au
cours de cet intervalle de temps, σ = {~σ−M , ~σ−M+1, . . . , ~σM}. De´finissons aussi la trajectoire
du champ exte´rieur h = {h−M , . . . , hM−1}. La probabilite´ d’observation d’une trajectoire des
configurations e´tant donne´ une trajectoire du champ exte´rieur s’exprime comme le produit
des probabilite´s de transition,
P (σ|h) = W˜ (~σM , ~σM−1;hM−1)W˜ (~σM−1, ~σM−2;hM−2) . . . (5.44)
. . . W˜ (~σ−M+1, ~σ−M ;h−M )Pin(~σ−M ) , (5.45)
Pin de´signant la loi de probabilite´ des configurations au temps −M . On note maintenant
σR = {~σM , . . . , ~σ−M} et hR = {hM−1, . . . , h−M} les trajectoires renverse´es dans le temps
autour de T∗ = 0. Le quotient de la probabilite´ d’observation d’une trajectoire σ dans un
champ h par la quantite´ correspondante apre`s renversement temporel des trajectoires s’e´crit :
P (σ|h)
P (σR|hR) =
(
M−1∏
i=−M
W˜ (~σi+1, ~σi;hi)
W˜ (~σi, ~σi+1;hi)
)
Pin(~σ−M )
Pin(~σM )
. (5.46)
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Faisons deux hypothe`ses supple´mentaires :
– Au temps −M le syste`me est e´quilibre´ par rapport a` la mesure de Gibbs en champ
nul, i.e. Pin(~σ) = exp[−βH(~σ)]/Z. On peut imaginer que le syste`me ait e´te´ pre´pare´
bien avant et qu’on l’ait laisse´ e´voluer sans champ jusqu’au temps −M .
– Les probabilite´s de transition W˜ ve´rifient la condition de balance de´taille´e par rapport
a` l’hamiltonien total H − hB :
W˜ (~σ, ~σ′, h)e−βH(~σ
′)+βhB(~σ′) = W˜ (~σ′, ~σ, h)e−βH(~σ)+βhB(~σ) . (5.47)
Avec ces deux nouvelles hypothe`ses, (5.46) se simplifie en
P (σ|h)
P (σR|hR) = exp
[
β
M−1∑
i=−M
(B(~σi+1)−B(~σi))hi
]
. (5.48)
On aurait obtenu une forme analogue en partant d’une dynamique en temps continu :
P (σ|h)
P (σR|hR) = exp
[
β
∫ tM
t=−tM
dt h(t)B˙(t)
]
, (5.49)
ou` B˙(t) de´signe la de´rive´e de B(~σ(t)) le long de la trajectoire σ.
Cette relation exprime en champ nul la micro-re´versibilite´ de l’e´volution, et donc l’e´quiprob-
abilite´ d’une trajectoire et de sa renverse´e temporelle. Un champ exte´rieur non nul brise
cette invariance ; on peut interpre´ter [164] l’exposant de (5.48) comme la partie du travail
du champ exte´rieur que le bain thermique doit dissiper, ce qui entraˆıne l’irre´versibilite´ du
processus.
Ce the´ore`me de fluctuation contient toutes les relations de la partie pre´ce´dente. Con-
side´rons pour commencer le cas ou` le champ h est nul. On peut facilement en de´duire les
relations d’Onsager en multipliant les deux membres de l’e´quation par le produit des ob-
servables concerne´es :
P (σ|h = 0)An(~σ(tn)) . . . A1(~σ(t1)) = P (σR|h = 0)An(~σ(tn)) . . . A1(~σ(t1)) . (5.50)
Sommant ensuite sur les trajectoires σ il vient
〈An(tn) . . . A1(t1)〉 = 〈An(tn) . . . A1(t1)〉R = 〈A1(tR1 ) . . . An(tRn )〉 . (5.51)
La notation 〈•〉R de´signe ici la somme sur les trajectoires σR, et la deuxie`me e´galite´ vient
du changement de variables d’inte´gration σR → σ. On a ainsi re´obtenu la relation d’Onsager
(5.31).
On peut aussi de´duire toutes les relations de fluctation-dissipation de l’e´quation (5.49).
La me´thode, que l’on n’explicitera ici que pour la fonction a` deux points, consiste a` nouveau a`
multiplier les deux membres de l’e´quation par les observables et a` sommer sur les trajectoires :〈
A(t1) exp
[
−β
∫
dt h(t)B˙(t)
]〉
= 〈A(t1)〉R . (5.52)
Prenant la de´rive´e fonctionnelle a` champ nul de cette e´quation, il vient en prenant soin de
la de´pendance temporelle renverse´e du deuxie`me membre
−β〈A(t1)B˙(t2)〉+ δ
δh(t2)
〈A(t1)〉 = δ
δh(−t2) 〈A(−t1)〉 , (5.53)
qui est bien la forme habituelle du FDT, puisqu’une des deux re´ponses s’annule par causalite´
selon que t1 > t2 ou t2 > t1. On peut suivre la meˆme proce´dure pour retrouver les relations
entre corre´lations et re´ponses a` trois temps obtenues dans la partie pre´ce´dente, ainsi que
leurs ge´ne´ralisations a` un nombre arbitraire de temps.
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5.4 Ge´ne´ralisations hors d’e´quilibre
La motivation de l’e´tude pre´sente´e dans ce chapitre re´side dans la constatation que la
dynamique des mode`les de spin dilue´s ne peut pas s’exprimer en termes des fonctions a`
deux temps uniquement. On a explore´ pour l’instant les proprie´te´s qu’auraient les fonctions
de corre´lation et de re´ponse a` plus de deux temps si le syste`me atteignait l’e´quilibre. On
s’attend cependant a` ce que la phase de basse tempe´rature de ces mode`les aient des proprie´te´s
vitreuses, et donc que le syste`me reste hors d’e´quilibre a` tous les temps. On s’inte´ressera
donc dans la fin de ce chapitre a` la forme que prennent les fonctions a` plusieurs temps dans
cette phase de basse tempe´rature.
Je commence avant cela par faire un rappel sommaire de l’image de la dynamique hors
d’e´quilibre des verres de spin qui a e´merge´ des travaux sur les mode`les comple`tement con-
necte´s.
5.4.1 Le sce´nario hors d’e´quilibre a` une e´chelle de corre´lation
Le cadre the´orique dans lequel on se place ici a vu le jour avec l’article de Cugliandolo et
Kurchan [43] sur la dynamique de basse tempe´rature du mode`le p-spin sphe´rique. En effet,
jusque la` les e´tudes dynamiques de ces mode`les s’e´taient cantonne´s a` la phase d’e´quilibre a`
haute tempe´rature.
Les e´quations sur les fonctions de corre´lation et de re´ponse de ce mode`le, pour une
pre´paration initiale imitant un refroidissement instantane´ depuis la tempe´rature infinie vers
celle du bain exte´rieur, ont e´te´ donne´es dans la partie 3.4. Leur re´solution, dont le principe
est explique´ en grand de´tail dans [46], re´ve`le l’existence d’une tempe´rature de transition Td
entre deux re´gimes.
A haute tempe´rature, la configuration initiale relaxe rapidement, et apre`s ce court re´gime
transitoire les fonctions de corre´lation et de re´ponse sont stationnaires. Le the´ore`me de
fluctuation-dissipation est aussi ve´rifie´, l’e´quilibre est donc atteint. Quand on se rapproche
de Td par valeurs supe´rieures, la fonction de corre´lation prend une allure particulie`re, sche´-
matise´e sur la figure 5.2. La de´croissance se fait en deux temps, d’abord de la valeur initiale
jusqu’a` une valeur de plateau qEA, puis du plateau a` 0. La dure´e de ce plateau augmente
quand on diminue la tempe´rature, et finit par diverger a` Td. Quelques remarques s’imposent
ici. Tout d’abord, cette description ne concerne que le cas p ≥ 3 : on a vu dans la partie
3.3.1 que pour p = 2, c’est-a`-dire la version sphe´rique du mode`le de Sherrington-Kirpatrick,
le parame`tre d’ordre qEA croissait continument a` la tempe´rature de transition. Il n’y a donc
pas l’apparition d’un tel plateau dans la phase de haute tempe´rature. Signalons aussi que la
version sphe´rique du mode`le p-spin a e´te´ introduite par Crisanti et Sommers [165], ces au-
teurs ayant aussi e´tudie´ la dynamique de haute tempe´rature dans [166]. Finalement, on peut
souligner la similitude de cette forme de la fonction de corre´lation avec celles pre´dites pour les
liquides structuraux par la the´orie du couplage de modes (MCT) [50]. Cette similitude n’est
pas accidentelle : comme l’ont remarque´ Kirkpatrick, Thirumalai et Wolynes [51, 52, 53],
les e´quations dynamiques du mode`le p-spin sphe´rique ont la meˆme forme que les versions
sche´matiques de la MCT. On trouvera une discussion plus de´taille´e de cette relation, et de
ses possibles implications a` basse tempe´rature, dans [54].
Concentrons-nous maintenant sur la phase de basse tempe´rature. Dans ce cas la dy-
namique est hors d’e´quilibre. L’invariance par translation temporelle est brise´e par le temps
initial de pre´paration du syste`me, qui n’est jamais ® oublie´ ¯. Il est donc ne´cessaire de con-
server explicitement le temps d’attente tw passe´ dans la phase de basse tempe´rature avant le
de´but des mesures d’auto-corre´lation et de re´ponse. Il se trouve que la fonction de corre´lation
C(tw + τ, tw), pour des temps d’attente tw suffisamment longs, a aussi l’allure donne´e sur
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la figure 5.2. Autrement dit il y a une premie`re de´corre´lation vers le plateau qEA
2 qui est
inde´pendante du temps d’attente, et la de´croissance finale de la corre´lation se fait sur des
e´chelles de temps d’autant plus grandes que le syste`me est reste´ longtemps dans la phase
de basse tempe´rature. Les syste`mes les plus ® vieux ¯ e´voluent le plus lentement dans ce
re´gime. La valeur de la corre´lation qEA permet donc de distinguer entre un re´gime rapide,
stationnaire, et un re´gime lent qui de´pend de l’aˆge du syste`me. Plus pre´cise´ment, on peut
utiliser la parame´trisation suivante de la fonction de corre´lation :
C(tw + τ, tw) ≈ Cfast(τ) + Cslow
(
l(tw + τ)
l(tw)
)
, (5.54)
ou` l(t) est une fonction croissante. Cette de´composition n’est valable que dans la limite
tw →∞. Je me permettrai cependant d’utiliser un signe d’e´galite´ dans la suite pour simplifier
les e´critures. Pour un temps d’attente tw donne´, les temps ulte´rieurs se divisent en deux
e´poques : si τ n’est pas trop grand, la partie lente de la corre´lation est quasiment constante,
e´gale a` qEA, tandis que la partie rapide Cfast(τ) de´croˆıt de 1 − qEA a` 0. Pour des temps
beaucoup plus grand, la partie rapide s’est annule´, toute la de´pendance temporelle vient
alors de la partie lente de la corre´lation. On dira dans la suite que deux temps t1 et t2 sont
proches (resp. e´loigne´s) si C(t1, t2) > qEA (resp. C(t1, t2) < qEA).
La fonction l(t) encode la de´pendance de la dynamique vis a` vis de l’aˆge du syste`me. Dans
la plupart des cas elle n’a pas e´te´ de´termine´e analytiquement ; le traitement des e´quations
dans la limite des longs temps d’attente repose sur l’abandon de certains termes, ce qui fait
apparaˆıtre une invariance par reparame´trisation de la fonction l.
Le sce´nario pre´sente´ ici pour la de´pendance temporelle de la fonction de corre´lation est
dit a` brisure faible d’ergodicite´ (WEB) [167, 168]. En effet, la de´croissance de la partie
rapide de la corre´lation ne se fait que jusqu’a` une valeur positive de la corre´lation, comme si
l’ergodicite´ e´tait brise´ par un confinement du syste`me dans une partie de l’espace des phases
de taille qEA. Cette brisure n’est pas comple`te car sur des e´chelles de temps beaucoup plus
longues le syste`me arrive a` e´chapper a` ce confinement, la corre´lation finissant par de´croˆıtre
jusqu’a` 0.
La fonction de re´ponse pre´sente aussi une de´composition similaire en deux contributions :
R(tw + τ ; tw) = Rfast(τ) +
l′(tw)
l(tw)
Rslow
(
l(tw + τ)
l(tw)
)
. (5.55)
Le quotient l′/l s’annule pour des longs temps d’attente, ceci fait partie du sce´nario ® a`
faible me´moire a` long terme ¯ (WLTM).
Les fonctions de corre´lation et de re´ponse pour des faibles diffe´rences de temps ve´rifient
le the´ore`me de fluctuation-dissipation avec la tempe´rature T du bain thermique exte´rieur :
Rfast(τ) = −βC′fast(τ) . (5.56)
Ce the´ore`me est viole´ dans le re´gime vieillissant : la tempe´rature du thermostat est remplace´e
par une tempe´rature effective ge´ne´re´e spontane´ment par le syste`me. Pour deux temps t > tw
e´loigne´s, on a
R(t; tw) = βeff
∂
∂tw
C(t, tw) . (5.57)
2Ce parame`tre d’ordre de´pend de la tempe´rature et croˆıt discontinument quand on passe en dessous de
Td, pour alle´ger les notations je laisse implicite cette de´pendance en tempe´rature.
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Fig. 5.2 – Allure de la fonction de corre´lation dans le sce´nario a` une e´chelle de corre´lation.
Les diffe´rentes courbes correspondent soit a` diffe´rentes tempe´ratures pour T > Td, soit a`
diffe´rents temps d’attente pour une tempe´rature T < Td fixe´e.
Cette tempe´rature effective, qui peut s’exprimer en fonction des caracte´ristiques du mode`le,
posse`de certaines proprie´te´s attendues pour une ® tempe´rature ¯, comme le controˆle du sens
des e´changes d’e´nergie entre deux syste`mes. Ces proprie´te´s sont l’objet notamment de [169].
Le sce´nario pre´sente´ ici est le plus simple dans la famille des dynamiques hors d’e´quili-
bre de verres de spins champ moyen : il n’y a qu’une valeur qEA, donc seulement deux
re´gimes temporels (un d’e´quilibre, un vieillissant) et deux tempe´ratures (celle du bain ex-
te´rieur, et celle auto-induite sur les degre´s de liberte´ lents). On peut rencontrer d’autres
situations plus complique´es, notamment dans la version soft-spin du mode`le de Sherrington-
Kirkpatrick [170]. Il apparaˆıt alors une infinite´ d’e´chelles de corre´lation. Cette diffe´rence de
comportement est relie´e aux deux types de brisure de la syme´trie des re´pliques rencontre´s
dans les e´tudes statiques. Pour le p-spin sphe´rique un seul pas de brisure est suffisant, alors
que le SK pre´sente une brisure comple`te de la syme´trie.
On utilisera dans la suite le sce´nario a` une e´chelle de corre´lation, l’adaptation des re´sultats
au sce´nario du SK e´tant par ailleurs possible.
5.4.2 Conse´quences sur les fonctions a` trois temps
On a donc une forme tre`s particulie`re pour la violation des the´ore`mes d’e´quilibre dans
la dynamique de basse tempe´rature du mode`le p-spin sphe´rique. Il serait inte´ressant d’avoir
un mode`le dans lequel les fonctions a` plus de deux temps ne de´coulent pas directement de
celles a` deux temps, et pour lequel on puisse expliciter les e´quations re´gissant les fonctions de
corre´lation et de re´ponse a` plus de deux temps. Il conviendrait alors de chercher l’analogue
des formes asymptotiques trouve´es sur les fonctions a` deux temps dans le mode`le comple`te-
ment connecte´. On va se contenter d’une approche un peu de´tourne´e : supposons que l’on
ait une variable scalaire qui e´volue selon un processus stochastique gaussien (par exemple
une e´quation single-spin pour une variable effective). On peut alors calculer tous les cumu-
lants de ce processus en fonction des premiers cumulants. Si l’on prend pour ces derniers le
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sce´nario hors d’e´quilibre a` une e´chelle de temps, on peut en explorer les conse´quences sur
les fonctions a` n points. On supposera finalement que ces relations resteront vraies dans un
mode`le non gaussien.
De´finissons donc un processus gaussien φ(t) couple´ line´airement a` un champ exte´rieur
h(t). On suppose sa moyenne non nulle pour avoir des fonctions a` trois points non triviales,
dans le cas contraire il faudrait e´crire les relations a` quatre points ce qui alourdirait la
discussion. Le processus est comple`tement caracte´rise´ par la donne´e de sa moyenne, de la
corre´lation a` champ nul et de la fonction de re´ponse :
〈φ(t)〉 =M(t) , 〈φ(t)φ(t′)〉 = C(t, t′) , δ
δh(t′)
〈φ(t)〉
∣∣∣∣
h=0
= R(t; t′) . (5.58)
Un calcul imme´diat d’inte´grales gaussiennes permet d’exprimer les fonctions a` trois temps :
C(t1, t2, t3) = M(t1)C(t2, t3) +M(t2)C(t1, t3) +M(t3)C(t1, t2) ,
R(t1, t2; t3) =
δ
δh(t3)
〈φ(t1)φ(t2)〉
∣∣∣∣
h=0
=M(t1)R(t2; t3) +M(t2)R(t1; t3) . (5.59)
Supposons que tous les temps mis en jeu soient grands devant un temps microscopique, de
sorte que la moyenneM(t) ait atteint une valeur asymptotiqueMas, et que la de´composition
des fonctions a` deux temps en une partie rapide et une partie lente soit valable. On cherche
donc les relations entre les fonctions a` trois points que cette de´composition induit. Rappelons
que l’on a de´montre´ a` l’e´quilibre :
β
∂
∂tp
C(t1, t2, tp) = R(t1, t2; tp)−R(tR1 , tR2 ; tRp ) , (5.60)
ou` la notation tR de´signe le renversement temporel par rapport a` un temps t∗ arbitraire,
tR = 2t∗− t. Pour le processus gaussien e´tudie´ ici, il suffit d’inse´rer les formes asymptotiques
des fonctions a` deux points dans les relations (5.59) pour e´tablir les ge´ne´ralisations de la
relation d’e´quilibre (5.60). Les diffe´rents cas a` conside´rer sont de´taille´s dans la publication
P5, je donne ici un re´sume´ des re´sultats obtenus :
– Supposons d’abord que le temps de perturbation tp soit ante´rieur aux deux temps
d’observation, tp < t1 < t2. Il faut alors distinguer deux possibilite´s :
– si tp et t1 sont proches, c’est a` dire C(tp, t1) > qEA, le FDT est ve´rifie´ avec la
tempe´rature du bain exte´rieur,
β
∂
∂tp
C(t1, t2, tp) = R(t1, t2; tp) . (5.61)
– si tp et t1 sont e´loigne´s, i.e. C(tp, t1) < qEA, c’est la tempe´rature effective qui controˆle
la relation de fluctuation-dissipation :
βeff
∂
∂tp
C(t1, t2, tp) = R(t1, t2; tp) . (5.62)
Notons que le temps t2 est ® spectateur ¯ ici : qu’il soit proche ou loin de t1 ne change
pas la forme de la relation.
– Inte´ressons-nous maintenant au cas t1 < tp < t2 d’une perturbation faite a` un temps
interme´diaire. On trouve que la relation d’e´quilibre (5.60) est ve´rifie´ de`s qu’au moins
un des deux temps t1 ou t2 est proche de tp. Par contre si les deux en sont e´loigne´s,
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c’est-a`-dire si C(tp, t1) < qEA et C(tp, t2) < qEA, la ge´ne´ralisation hors-d’e´quilibre
prend la forme :
βeff
∂
∂tp
C(t1, t2, tp) = R(t1, t2; tp)−R(tRl1 , tRl2 ; tRlp ) . (5.63)
Il y a deux modifications par rapport a` (5.60) : comme on pouvait s’y attendre, la
tempe´rature effective remplace celle du bain thermique. Le point le plus original ici est
que l’on doit de´finir une nouvelle ope´ration de ® renversement temporel dans l’e´chelle
vieillissante ¯,
tRl = l−1
(
l(t∗)
2
l(t)
)
, (5.64)
ou` t∗ est un temps arbitraire, e´loigne´ de t, laisse´ invariant par cette ope´ration de
renversement. l−1 de´signe ici la re´ciproque de l, autrement dit le temps t et son renverse´
tRl sont relie´s par l(t)l(tRl) = l(t∗)
2. On ve´rifie aise´ment que pour la forme d’e´quilibre
l(t) = et cette de´finition co¨ıncide avec celle du renversement temporel standard.
On pourrait de la meˆme fac¸on e´tudier les conse´quences du sce´nario hors d’e´quilibre sur
des fonctions avec un plus grand nombre de temps.
5.4.3 Ge´ne´ralisation du the´ore`me de fluctuation
La section 5.3 pre´sentait une formulation compacte des proprie´te´s de la dynamique
d’e´quilibre a` l’aide d’un the´ore`me de fluctuation. Celui-ci e´tait essentiellement une quan-
tification de la brisure d’invariance par renversement temporel que le travail d’un champ
exte´rieur induit. On va voir maintenant que les relations hors d’e´quilibre postule´es dans le
paragraphe pre´ce´dent de´coulent, elles aussi, d’une modification du the´ore`me de fluctuation.
De´composons pour cela l’e´volution microscopique du syste`me en une partie rapide,
d’e´quilibre, et une partie lente vieillissante. Une telle de´composition a e´te´ utilise´ par Franz
et Virasoro dans [171]. L’ide´e consiste a` de´finir la partie lente de l’e´volution comme une
moyenne sur un intervalle de temps suffisamment grand :
φ(t) = φf(t) + φs(t) , φs(t) =
1
∆(t)
∫ t+∆(t)
t
dt′ φ(t′) , (5.65)
ou` ∆(t) est de´fini par C(t,∆(t)) = qEA. Le degre´ de liberte´ lent φs(t) est donc la moyenne
sur tous les temps proches de t. Le champ exte´rieur h(t) peut eˆtre de la meˆme manie`re
de´compose´ en une partie rapide et une partie lente.
On peut ve´rifier alors que les relations hors d’e´quilibre s’obtiennent en supposant que :
– La partie rapide φf(t) ve´rifie le the´ore`me de fluctuation habituel (cf. eq. (5.49)) avec
la tempe´rature T du thermostat, seule la partie rapide hf du champ exte´rieur agissant
sur φf(t).
– Les degre´s de liberte´ lents du syste`me sont soumis a` un principe ge´ne´ralise´,
P (φs|hs)
P (φs
Rl|hsRl)
= exp
[
βeff
∫
dt hs(t)φ˙s(t)
]
. (5.66)
La tempe´rature du bain a e´te´ remplace´e par la tempe´rature effective, et l’ope´ration
de renversement temporel par sa contrepartie dans le domaine vieillissant de´finie par
l’e´quation (5.64).
A nouveau ce re´sultat n’est qu’une conjecture, et il serait inte´ressant de tester sa ve´racite´
sur des mode`les suffisamment simples pour eˆtre solubles, mais non trivialement gaussiens.
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5.4.4 Perspectives
La de´marche suivie pour e´tablir ces relations hors d’e´quilibre est criticable : les relations
hors d’e´quilibre (5.62) et (5.63) sont ici des conse´quences directes de l’hypothe`se faite sur
les fonctions a` deux temps. La conjecture avance´e dans la publication P5 est qu’il existe des
mode`les non triviaux pour lesquels ces relations restent vraies. Le travail expose´ dans la par-
tie 3.4 montre que cette hypothe`se est au moins cohe´rente pour les mode`les p-spin dilue´s. En
effet, meˆme si l’on ne sait pas re´soudre l’e´quation de point-col sur le parame`tre d’ordre dans
ce cas-la`, les fonctions a` n points peuvent formellement s’exprimer par un de´veloppement
diagrammatique perturbatif autour d’une the´orie gaussienne. Ces diagrammes sont constru-
its a` partir des ope´rations de convolution et de produit direct de noyaux supersyme´triques.
Or ces deux ope´rations conservent les de´compositions en diffe´rentes e´poques temporelles :
si les fonctions de re´ponse et de corre´lation de deux noyaux F1(a, b) et F2(a, b) ont une
partie rapide et une partie lente se´pare´es par une certaine e´chelle de corre´lation, les produits
F1 ⊗ F2 et F1 • F2 vont aussi pre´senter le meˆme type de se´paration d’e´chelles.
Une direction alternative serait de tester ces pre´dictions a` l’aide de simulations nume´riques.
Parmi les plus simples de ces ve´rifications, on peut remarquer que le the´ore`me de fluctuation
ge´ne´ralise´, pris sans champ exte´rieur, donne lieu a` des relations d’Onsager dans le re´gime
vieillissant. On a notamment pour trois temps t1 < t2 < t3 tous e´loigne´s les uns des autres :
C(t1, t2, t3) = C(t1, t
Rl
2 , t3) , (5.67)
ou` tRl2 est de´fini par C(t1, t2) = C(t
Rl
2 , t3). Ce type de relation devrait eˆtre assez facile a`
tester dans des simulations nume´riques de verres de spin dilue´s, et donnerait plus de cre´dit
a` cette assez surprenante ide´e de ® renversement temporel dans l’e´chelle vieillissante ¯.
Signalons enfin deux e´tudes re´centes concernant, dans des contextes un peu diffe´rents, des
ge´ne´ralisations du the´ore`me de fluctuation dans des situations hors d’e´quilibre [172, 173].

Chapitre 6
Conclusion
Ici s’ache`ve la pre´sentation des re´sultats obtenus au cours de cette the`se consacre´e a` la
dynamique hors d’e´quilibre des syste`mes dilue´s. Comme on l’a vu au cours des diffe´rents
chapitres, la connectivite´ finie de ces syste`mes est a` l’origine d’un certain nombre de dif-
ficulte´s techniques. Plusieurs sche´mas d’approximation ont par conse´quent e´te´ propose´s et
partiellement exploite´s. On peut espe´rer que ces travaux pre´liminaires pourront eˆtre appro-
fondis et conduire a` des pre´dictions physiques plus comple`tes sur le comportement de cette
famille de syste`me, qui est loin d’avoir e´te´ e´lucide´ ici.
J’ai essaye´ de donner a` la fin de chaque partie des directions d’approfondissements pos-
sibles, je me contenterai d’en reprendre quelques unes ici :
– La formulation supersyme´trique de l’inte´grale de chemin de Martin-Siggia-Rose com-
ple´te´e par l’introduction d’un parame`tre d’ordre inspire´ de la the´orie statique (section
3.4) a permis d’e´crire formellement l’e´quation re´gissant la dynamique des versions soft-
spin des mode`les dilue´s. Il serait certainement inte´ressant de pousser plus avant cette
approche ; l’approximation a` un seul de´faut de Biroli et Monasson, pre´sente´e dans le
cadre des matrices ale´atoires, devrait pouvoir eˆtre adapte´e aux calculs dynamiques.
Les re´sultats obtenus dans le chapitre 5 sur la forme hors d’e´quilibre des fonctions a` n
points seront peut-eˆtre utiles dans cette tentative.
– Le travail sur le ferromagne´tique a` connectivite´ fixe (section 4.3) pourrait par ailleurs
constituer un point de de´part pour une investigation de la phase de Griffiths dans les
mode`les a` connectivite´ fluctuante.
– L’e´tude de l’algorithme d’optimisation expose´ dans la partie 4.4 ouvre de nombreuses
portes, tant vers des travaux analytiques pour une meilleure description quantitative
de ce processus ® non-physique ¯ que vers des investigations nume´riques d’algorithmes
plus performants. Une des questions importantes a` clarifier dans cette perspective
concerne le lien entre la structure du paysage des configurations microscopiques et les
proprie´te´s de tels algorithmes qui ne respectent pas les conditions physiques de type
balance de´taille´e. Il serait souhaitable que des e´changes fructueux s’e´tablissent entre
la communaute´ de physique statistique et celle d’informatique, dont les objets d’e´tude
sont e´troitement lie´s. La confrontation d’approches et de me´thodes assez radicalement
diffe´rentes peut suˆrement apporter beaucoup aux deux domaines.
Je voudrais finalement souligner un point qui n’a e´te´ que tre`s peu aborde´ dans ce
manuscrit. Les syste`mes dilue´s sont des mode`les de champ moyen, et toutes les paires de
sites ont la meˆme probabilite´ a priori d’eˆtre en interaction. Si l’on conside`re un e´chantillon
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donne´, on peut par contre de´finir une distance entre deux sites comme la longueur mini-
mum des chemins qui les relient. On a donc une notion de ® ge´ome´trie ¯, qui permet de
de´finir par exemple des corre´lations spatiales dans le syste`me. Cet aspect a e´te´ perdu dans
les e´tudes pre´sente´es ici, par exemple dans l’approche fonctionnelle de la section 3.4, car on
s’est inte´resse´ aux proprie´te´s moyenne´es sur l’ensemble des e´chantillons. La ne´cessite´ et/ou
la possibilite´ de travailler sur un e´chantillon donne´ dans ces syste`mes dilue´s sugge`re des
perspectives assez fascinantes. Les applications de la me´thode de cavite´ l’ont montre´ pour
les proprie´te´s statiques, il reste des possibilite´s pour e´tendre cette de´marche a` la dynamique.
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Re´sume´
Cette the`se est consacre´e a` l’e´tude des proprie´te´s dynamiques des mode`les dilue´s. Ces
derniers sont des syste`mes de physique statistique de type champ moyen, mais dont la
connectivite´ locale est finie. Leur e´tude est notamment motive´e par l’e´troite analogie qui les
relient aux proble`mes d’optimisation combinatoire, la K-satisfiabilite´ ale´atoire par exemple.
On expose plusieurs approches analytiques visant a` de´crire le re´gime hors d’e´quilibre de
ces syste`mes, qu’il soit duˆ a` une divergence des temps de relaxation dans une phase vitreuse,
a` l’absence de condition de balance de´taille´e pour un algorithme d’optimisation, ou a` une
pre´paration initiale dans une configuration loin de l’e´quilibre pour un ferromagne´tique. Au
cours de ces e´tudes on rencontrera e´galement un proble`me de matrices ale´atoires, et une
ge´ne´ralisation du the´ore`me de fluctuation-dissipation aux fonctions a` n temps.
Abstract
This thesis is devoted to the study of dynamical properties of diluted models. These are
mean field statistical mechanics systems, but with finite local connectivity. Among other
reasons, the interest for these models arises from their deep relationship with combinatorial
optimization problems, random K-satisfiability for instance.
Several analytical descriptions of their out of equilibrium regime are described. This
regime can be due to long relaxation times in glassy phases, lack of detailed balance condi-
tion for optimization algorithms, or transient relaxation from an arbitrary initial condition
for ferromagnets. In the course of these studies some attention will also be given to ran-
dom matrix theory, and to a generalization of fluctuation-dissipation theorem for n-times
functions.
