A trigonometric curve is a real plane curve where each coordinate is given parametrically by a truncated Fourier series. The trigonometric curves frequently arise in various areas of mathematics, physics, and engineering. Some trigonometric curves can be also represented implicitly by bivariate polynomial equations. In this paper, we give algorithms for (a) simplifying a given parametric representation, (b) computing an implicit representation from a given parametric representation, and (c) computing a parametric representation from a given implicit representation.
Introduction
A trigonometric curve is a real plane curve where each coordinate is given parametrically by a trigonometric polynomial, that is, a truncated Fourier series: Ex2: x = 2 cos(2 ) + sin(2 ) + sin(6 ) y = cos(2 ) + sin(2 ) + cos (10 ) Ex3: x = cos( ) ? sin( ) + cos(2 ) ? sin(2 ) + cos(3 ) ? sin(3 ) + cos(4 ) ? sin(4 ) y = cos( ) + sin( ) + cos(2 ) + sin(2 ) + cos(3 ) + sin(3 ) + cos(4 ) + sin(4 ): The class of trigonometric curves includes numerous classical curves such as Limacon of Pascal, Cardioid, Trifolium, Epi-cyloid, Hypo-cyloid, etc, as special cases. They also arise naturally in numerous areas such as linear di erential equations, Fourier analysis, almost periodic functions (under the name of generalized trigonometric polynomials), representation of groups (utilizing its periodicity), electrical circuit analysis (Lissajous curves, as often shown on oscilloscopes), fracture mechanics (as the caustic pattern appearing when a fractured material is shone by a laser beam), etc. The class includes all bounded polynomial curves (i.e. images of a polynomial parameterization with bounded parameter interval). It is a subset of the class of rational curves (images of rational parameterizations). Algorithms for rational curves can be found in (Abhyankar and Bajaj, 1987) , (Sendra and Winkler, 1991) , (Schicho, 1992) , (van Hoeij, 1994) , (Mnuk et al., 1995) (this system is also available by http://ftp.risc.uni-linz.ac.at/pub/casa), (Mnuk et al., 1996) , (van Hoeij, 1997) .
The class of trigonometric curves has also been studied under di erent names (higher cycloid curves, higher planet motions) in (Wunderlich, 1947; Wunderlich, 1950; Pottmann, 1984) . On the algebraic side, we mention which contains a method that allows to decompose a trigonometric polynomial (as a function).
In this paper, we give algorithms for (a) simplifying a given parametric representation, (b) computing an implicit representation from a given parametric representation, and (c) computing a parametric representation from a given implicit representation.
Simpli cation:
A trigonometric curve can have many di erent trigonometric parameterizations. Some of them are less economical than others, meaning that parts of the curve are traced unnecessarily often. A simple parameterization is one which traces the whole curve exactly once. Given a parameterization, the simpli cation problem asks for a simple equivalent parameterization (which may or may not exist).
To solve this problem, we adapt a technique introduced in (Binder, 1995; Binder, 1996) for polynomials to trigonometric polynomials. If no simpli cation exists, then we give an equivalent simple parameterization with polynomials. Furthermore, we prove that simple trigonometric parameterizations are unique up to change of phase and orientation. This is quite surprising, since the corresponding statement is false for polynomial parameterizations.
Implicitization:
It is quite obvious that a trigonometric curve is either algebraic or semi-algebraic. Given a parameterization of a curve, the implicitization problem asks for the polynomial equation of the curve, if the curve is algebraic. In the semi-algebraic case, we might ask for an equation and a set of inequalities. The problem becomes a lot simpler if we ignore isolated points (which we do).
One obvious approach is to rewrite cos(k ) and sin(k ) as polynomials in cos and sin and to parameterize cos and sin by the usual rational parameterization of a circle, obtaining a rational parameterization of the curve, and then implicitize the rational parameterization by using general methods such as Buchberger's Gr obner basis method (Buchberger, 1965; Buchberger, 1985; Gao and Chou, 1992; Kalkbrener, 1990; Ho mann, 1989; Winkler, 1988) , Collins' cylindrical algebraic decomposition method (Collins, 1975; Hong, 1990; Collins and Hong, 1991) , Ritt-Wu's characteristic set method (Wu, 1986) , and the resultants (Collins, 1967; Brown and Traub, 1971) etc.
However one can often devise a more e cient/simpler method for a particular problem class by taking advantage of its special structure. One such method was given by one of the authors (Hong, 1996; Hong, 1995) for a certain sub-class of trigonometric curves. The method requires one resultant computation with a factorization. In this paper, we give a method which is more general and e cient than the one (Hong, 1996; Hong, 1995) in that it works for arbitrary trigonometric curves and that it does not require factorization.
Parameterization:
Given the equation of an algebraic curve, the parameterization problem asks for a trigonometric parameterization. Obviously it is possible i the curve is a trigonometric curve. It is easy to see that any trigonometric curve is a rational curve, i.e. has a parameterization in terms of rational functions. Thus we rst compute a rational parameterization and then try to extract a trigonometric parameterization from it (when possible).
The trigonometric parameterization often covers the geometry of many interesting and important curves much better than the rational/polynomial parameterizations. This holds especially for closed curves. Also it turns out that di erent trigonometric parameterizations of an algebraic curve di er only by a linear parameter change. For instance, all trigonometric parameterizations of a circle have uniform speed (since we have one obvious uniform speed parameterization). Hence, trigonometric parameterizations have intrinsic character, in the sense that they depend only on the curve. The corresponding assertion for polynomial parameterization is obviously false.
In the following we give the details via de nitions, examples, theorems, and algorithms for the above three problems. You will notice that much of harder proofs are postponed until the last section (titled Harder Proofs). There are two-fold reasons for this: (1) We expect that the reader will have an easier time at the rst reading, without getting bombarded by technical details. (2) Many of the proofs are inter-related, and thus it is much more economical to put them in one place both for presentation and reading.
You will notice that theorems/lemmas are labeled following the convention X-Y where Ex8: x = ?4 cos( ) ? 6 cos(3 ) + 6 cos(5 ) + 3 cos(7 ) + cos(9 ) y = ?56 cos(2 ) ? 33 cos(4 ) ? 12 cos(6 ) + 10 cos(8 ) + 4 cos(10 ) + cos(12 ) Ex9: x = the same as x in Ex8 y = y in Ex8 +10 sin( ) where 2 0; 2 ]. The parameterization Ex4 is already simple, since every point on the circle corresponds to exactly one value of the parameter . The parameterization Ex5 is not simple, since every point on the circle corresponds to two values of the parameter . But it can be made simple trivially by removing 2 from cos(2 ) and sin(2 ), going back to Ex4.
In general it is obvious that one can always remove (factor out) the greatest common divisor (gcd) of all multiplicators of occurring in nonzero summands. Now a question arises: is the resulting parameterization always simple? The answer is no. A trivial counter example is given by Ex6. Furthermore, it is obvious that there does not exists a simple trigonometric parameterization for this curve.
But then, we observe that if we allow the domain to be restricted to 0; ], then we can get a simple parameterization. Thus, a question arises: is it always possible to obtain a simple parameterization by restricting the domain (to a sub-interval of 0; 2 ]). The answer is no. A trivial counter example is given by Ex7. By plotting the graph of x(t), one will immediately observe this fact.
So far, we encountered two reasons for parameterization to be not simple: (1) there is a non-trivial gcd or (2) the curve is not closed. Thus, another question arises: is a curve simple if none of the two reasons hold? The answer is no again. A counter example is given by Ex8. Clearly the gcd is trivial and Figure 2 shows that the curve is also closed. But it turns out that the parameterization is not simple. This can be guessed from observing the behavior of a slightly perturbed one Ex9 where y is increased by 10 sin( ). See the curve in Figure 2 . One can also guess, rightly, from the perturbed curve that one cannot obtain a simple parameterization by restricting the interval for .
From these discussions, we end up with two non-trivial questions: (1) how can we decide whether there exists an equivalent simple trigonometric parameterization, (2) how can we compute one if exists. The following theorem helps answering the question (1). Proof. Postponed to the last section. It is intuitively plausible that both cannot hold: the image of a simple polynomial parameterization has endpoints, while the image of a simple trigonometric parameterization has not. However, the endpoints may coincide. This is what happens in example Ex8. 2
Thus, the question (1) is reduced to checking the existence of a polynomial simplication. For the moment, we assume that we can do this (this will be discussed below). Now, the following theorem answers the question (2). Theorem 2.2. (S-how) Let t be a trigonometric parameterization with a trigonometric simpli cation. Let g be the greatest common divisor of all multiplicators of occurring in nonzero summands of t. Let t 0 be the trigonometric parameterization obtained by replacing by =g, that is, factoring out g. Then, t 0 is a trigonometric simpli cation of t.
Proof. It is obvious that t and t 0 is equivalent. The proof for the simplicity of t 0 is postponed. 2
Based on these two theorems, we immediately obtain the following algorithm. The algorithm produces, as a by-product, a polynomial simpli cation when no trigonometric simpli cation exists. In the above, PolySimplify is an algorithm that is supposed to check whether a polynomial simpli cation exists and to nd one if so. Now we will present one such algorithm. The main insight underlying the algorithm is the observation that the technique introduced in (Binder, 1995; Binder, 1996) , for computing a L uroth generator (see eg. (Winter, 1974) for L uroth's theorem) of a function eld with polynomials, can be modied/adapted for trigonometric polynomials. First it is easy to see that the set of all trigonometric polynomials with the usual + and forms an integral domain. One only needs to recall the elementary trigonometric identities: ?2
In order to apply Binder's method, we also need a concept of division for trigonometric polynomials. Let the degree of a non-zero trigonometric polynomial F be the largest multiplicator of occurring in nonzero summands of F (the degree of 0 is ?1). The degree function gives the integral domain of trigonometric polynomials an interesting structure, namely it makes it almost Euclidean. First, we obviously have that deg(F G) = degF + degG: Second, one can easily verify, using the above elementary trigonometric identities, that for any two non-zero trigonometric polynomials F and G there are two trigonometric polynomials Q and R, such that F = G Q + R; degR degG: There is at most one such pair (Q; R) with degR < degG. If there exists such a pair, we call Q and R the quotient and the remainder of F : G. Otherwise, we say that the quotient and remainder do not exist. The computation of quotient and remainder, if exists, is straightforward (almost same as with polynomials), and we leave it to the reader. Now we give a theorem corresponding to proposition 2.1 in (Binder, 1996) ). Repeated application of this theorem suggests the following algorithm for deciding the existence of a polynomial simpli cation. We will use the notation t = (X; Y ) where X and Y are the trigonometric polynomials in for x and y. Remark 2.2. The formal similarity of Binder's technique to Euclid's algorithm for computing gcds is astounding. Indeed, if we delete the phrases concerning Q, then we have Euclid's algorithm. Cf. also (Binder, 1995; Binder, 1996) . Now it is straightforward to extend the above algorithm so that it also reports a polynomial simpli cation in the positive case. For this, one only needs to remember the relationships among the input and the generated trigonometric polynomials. A set M will be used for storing these relationships. A trigonometric parameterization t = (X; Y ). Output: A polynomial simpli cation of t, if one exists, NotExist, otherwise. While S contains at least two elements do Choose F i and F j such that degF i degF j . If degF j 0 then Remember this fact by adding to M the equation u j = F j . Remove F j from S. Else F n+1 ; F n+2 := quotient and remainder of F i : F j .
If the quotient and remainder do not exist then Return NotExist. Remember this relation by adding to M the equation u i = u j u n+1 + u n+2 . Remove F i from S. Add F n+1 and F n+2 to S. n := n + 2. Let F m be the only remaining element in S. By successive substitution in M, get P and Q such that u 1 = P(u m ) and u 2 = Q(u m ). Now we know that F 1 = P(F m ) and Proof. Termination is clear as soon as we know that Modified Binder terminates. This follows from the observation that the sum of the degrees of all nonzero trigonometric polynomials in S drops at least by 1 in any division step.
Correctness follows immediately from the theorems (S-exi) and (S-how) and the correctness of the algorithm PolySimplify, which we will show now. Clearly, we have X = F 1 = P(F m ) and Y = F 2 = Q(F m ), where F m is the trigonometric polynomialwhich remains at the end. It follows that the output parameterization is indeed equivalent to the input parameterization t. By (S-aux), F m can be expressed as a rational function in X and Y . This implies that the returned parameterization (P; Q) has a rational inverse, and is consequently simple.
It remains to show that there exists no equivalent polynomial parameterization, if PolySimplify returns NotExist. The proof is involved, and thus we label this assertion with (S-sub) and postpone the proof to the last section. 2 Remark 2.4. At the rst glimpse, it seems that the computational complexity of the algorithm Modified-Binder is worse than that of Euclid's algorithm. But when the pivot elements are cleverly chosen, the contrary is the case. We choose F i to be of largest degree, and F j of degree as close as possible to degFi 2
. With this strategy, a trigonometric function is replaced by two trigonometric polynomials of approximately half the degree. See (Binder, 1995; Binder, 1996) for details.
Simpli cations are not unique. For instance, we can modify a simpli cation by a phase change or by a change of orientation. The next theorem tells that all equivalent parameterizations can be obtained that way.
Theorem 2.5. (S-uni) A trigonometric simpli cation of a trigonometric parameterization t is unique up to phase change and orientation change.
Proof. Postponed to the last section. 2 Remark 2.5. The property simple is closely related to the property proper of rational parameterizations. Over the complex numbers, a rational parameterization is simple i it is proper. For details, consult (Sederberg, 1986 ). We will see that a similar statement also holds for real trigonometric parameterizations (see (H-aux-5) ).
Implicitization
An implicitization of a curve is an irreducible bivariate polynomial whose zero set is equal to the curve plus maybe some isolated points. It is unique up to multiplication with a nonzero constant. Not every curve has an implicitization. Now we are ready to state the implicitization problem. A trigonometric parameterization t. Output: An implicitization for t, if there exists one. The following theorem shows how to check the existence of the implicitization. It extends the earlier Theorem (S-exi). Note that a complex form of the parameterization has the form z7 !( P(z) z m ; Q(z) z n );
where P and Q are polynomials with complex coe cients of degree 2m and 2n, respectively. Both polynomials have the property that their reverse (the reverse of P is z 2m P(1=z)) is equal to their conjugate. Vice versa, any parameterization of such a form can be converted into a trigonometric parameterization, by substituting z = cos +isin . is the implicitization of t.
Proof. Postponed to the last section. 2 Remark 3.1. In (Hong, 1996; Hong, 1995) , one of the authors has shown a similar result for nested circular parameterizations. These are trigonometric parameterizations such that all pairs acos(n ) + bsin(n ), a 0 cos(n ) + b 0 sin(n ) occurring in X, Y satisfy b = ?a 0 , b 0 = a. Remark 3.2. It can be shown that the following converse of theorem (I-exi) is also true: when the resultant is the implicitization, then the parameterization is simple. Now we are ready to give an algorithm to solve the implicitization problem as stated above. But what shall we return when it turns out that the input trigonometric parameterization does not have an implicitization? By Theorem (I-exi), in this case, there exists a simple polynomial parameterization. Now by Tarski's quanti er elimination theorem, we see immediately that the curve is semi-algebraic, i.e. it can be de ned by an equation and some inequalities. Thus, it will be nice to compute those inequalities.
We say that a triple (R; S; a; b]), where R is an irreducible polynomial, S is a rational function and a; b] is an real interval, is a semi-implicitization of a curve C i the set f(x; y) j R(x; y) = 0; a S(x; y) bg is equal to the curve C minus at most nitely many exceptional points for which S(x; y) is not de ned. is a semi-implicitization of p.
Proof. Postponed to the last section. 2
From the above three theorems, we immediately obtain the following algorithm for implicitization (or semi-implicitization). A trigonometric parameterization t. Output: An implicitization of t, if it exists.
A semi-implicitization of t, otherwise. Proof. This follows easily from (I-exi), (I-how-1), (I-how-2), and the fact that the polynomial simpli cations produced by simplify are birational (has a rational inverse), which was proved in the proof of (S-alg). 2 4. Parameterization Let S R 2 be a set given by an irreducible bivariate polynomial equation. We say that t is a parameterization of S i the image is contained in S, the di erence is nite, and the parameterization is not constant (to exclude the degenerate case when S is a nite set). Now we are ready to state the parameterization problem. An irreducible bivariate polynomial F(x; y). Output: A trigonometric parameterization t for the zero set of F, if there exists one.
As a stepping stone towards a trigonometric parameterization, we introduce a new concept and recall some known concepts. We say that t is a partial parameterization of S i the image of t is an in nite subset of S. A rational parameterization is a partial function r : (?1; 1]!C, de ned on almost all points of (?1; 1], which can be expressed in terms of rational functions. Here, we say that r is de ned at s2(?1; 1] i the limes' of the two rational functions exist for s. A rational parameterization which has rational inverse is also called a birational parameterization. It is easy to show that the image of a birational parameterization is algebraic (the parameter can be produced for almost all points ful lling the same equation).
Theorem 4.1. (P-exi-1) Let S be an algebraic set, given by an irreducible equation. If S has a partial trigonometric parameterization, then it also has a birational parameterization.
Proof. By substituting := 2arctans, we get a partial rational parameterization (P; Q). The eld R(P; Q) is a sub eld of R(s) not equal to R. By L uroth's theorem, this eld is equal to R(F), for a suitable rational function F. Consequently, we have P = P 0 (F), Q = Q 0 (F), and F = G(P; Q) for suitable rational functions P 0 , Q 0 , G. Then, (P 0 ; Q 0 ) is a rational parameterization of C with rational inverse G. 2
The following theorem provides a criterion for a curve to be trigonometric, in terms of a birational parameterization. With a linear parameter change, we can achieve that N = s 2 + 1. Now, we substitute s = i z?1 z+1 in P and Q. This parameter change transforms the real line to the unit circle in the complex plane. After expanding and shortening, we obtain two rational functions of the form P 0 (z)=z m , Q 0 (z)=z n , where degP 0 = 2m, degQ 0 = 2n, and both polynomials are equal to the conjugate of their reverse. Hence, we obtained the complex form of a trigonometric parameterization. To decide the existence, of a partial parameterization, we use a well-known criterion for the existence of polynomial parameterizations. (Abhyankar, 1990; Manocha and Canny, 1991) . It also follows by (Haux-1) in the last section of this paper. 2 Theorem 4.4. (P-exi-3) Let C be an algebraic curve that has no trigonometric parameterization. Then C has a partial trigonometric parameterization i it has a polynomial parameterization.
Proof.
: By plugging an arbitrary trigonometric polynomial into the polynomial parameterization, we get a partial trigonometric parameterization. !: Let t be a partial, but not full trigonometric parameterization with image C 0 C. Then C 0 must be semi-algebraic and not algebraic. By (I-exi), t has a polynomial simpli cation, which is at the same time a partial polynomial parameterization of C. By (P-aux), C has a polynomial parameterization. 2 Now, we are ready to give an algorithm that solves the parameterization problem. In case when there is no trigonometric parameterization, the algorithm, as almost byproducts, tries to produce other parameterizations such as rational or polynomial. We assume a subalgorithm Birational which computes a birational parameterization, if one exists. See (Alonso et al., 1995; Sendra and Winkler, 1997; Recio and Sendra, 1997) , for such an algorithm. Now we would like to get back a trigonometric parameterization from this bivariate polynomial, using the algorithm Parameterize. We rst compute a birational parameterization, obtaining: Proof. This follows immediately from (P-exi-1), the correctness of Birational, (Pexi-2), (P-aux), and the proofs of (P-exi-2) and (P-aux).
The statement (P-exi-3) is not needed for the correctness proof. It just gives the additional information that the algorithm Birational can also be used to decide the existence of partial trigonometric parameterizations and to compute one if exists (by substituting an arbitrary trigonometric polynomial for the parameter in a polynomial parameterization). 2
It is easy to see that there are in nitely many trigonometric parameterizations of an algebraic set S when one exists. But the following theorems tells that they are \essentially" the same parameterizations. Proof. Let t 1 , t 2 be two trigonometric parameterizations of S. By (I-exi), both have simpli cations t 0 1 and t 0 2 , which can be obtained by linear parameter change by (S-how). Now, the images of t 1 and t 2 are closed connected sets which di er by a nite set of points, and so they coincide. Therefore, all parameterizations are equivalent. By (S-uni), t 0 1 and t 0 2 di er only by a linear parameter change. 2 Corollary 4.1. (P-cor) Any trigonometric parameterization of a circle has uniform speed.
Proof. By (P-uni), since we have an obvious uniform speed parameterization of the circle. 2
Harder Proofs
Let C be an algebraic curve. We denote by (C) the number of real in nite places of C (i.e. the number of asymptotes) and by (C) the number of complex, but not real in nite places of C. If C has a birational parameterization, then these integers coincide with the numbers occurring in (P-exi-2) and (P-exi-3). Proof. The action of f on places is surjectiv, and it cannot happen that a nite place is mapped to an in nite place. Hence each in nite place of C 0 has at least one in nite place of C in its preimage. In the equality case, there is exactly one. Moreover, we have no more other in nite places of C that can be mapped to nite places of C 0 . 2 Proof. (P-exi-2). (b)!(c): If C is trigonometric, then there is a polynomial map from the unit circle S 0 to C. By (H-aux-1), we have (C) + (C) (S 0 ) + (S 0 ) = 2: Since C is bounded, we have (S 0 ) = 0. Now, (C) must be an even number, since complex in nite points appear in conjugate pairs. Also, it is positive, because the total number of asymptotes cannot be zero. It remains only = 2. 2
We introduce the maps m n : S 0 ! S 0 ; (cos ; sin ) 7 ! (cos(n ); sin(n )):
These maps are polynomial (by the de Moivre formulae). The next lemma is equivalent to (P-cor). But, we cannot use (P-cor) to prove the lemma. We consider the rational map f 0 := g ?1 f g. There are two cases. Case 1: The preimage of the place z = 0 is the place z = 0, and the preimage of the place z = 1 is the place z = 1. Then f 0 is given by a polynomial whose only zero is zero,
i.e. a polynomial of the form az n . Since f 0 maps the complex unit circle to the complex unit circle, we have jaj = 1. Then, f is e m n , where e is the rotation corresponding to the multiplication with the complex number a.
Case 2: The preimage of the place z = 0 is the place z = 1, and the preimage of the place z = 1 is the place z = 0. Left to the reader. 2
The next lemma allows to construct polynomial maps. Proof. Polynomial maps map nite places to nite places. Since the number of in nite places is the same for C and C 0 , and g acts bijectively on places, the map g ?1 also maps nite places to nite places. Then the composite r := g ?1 f also maps nite places to nite places. Then, the components R 1 , R 2 of r map nite places to nite values. By a well-known theorem (theorem VI.3 in (Bourbaki, 1964) ), R 1 and R 2 are integral over the function ring. But the function ring of S 0 is integrally closed, hence R 1 and R 2 are polynomial functions. Thus, r is polynomial. 2 Let t : 0; 2 ]!C be a trigonometric parameterization. Then there is a polynomial map t a : S 0 !C, such that t = t a s 0 , where s 0 : 0; 2 ]!S 0 is the standard parameterization (cos ; sin ). We call it the algebraic form of t.
If the algebraic form is birational, then we also say that t is a birational trigonometric parameterization (which is a little bit sloppy because the functions involved are transcendental). Since the map g in the proof of (H-aux-1) is birational, a trigonometric parameterization is birational i its complex form is birational. (C) = 0, (C) = 2. Then C has a birational trigonometric parameterization by (P-exi-2).
(C) = 2, (C) = 0. Then the algebraic form of a trigonometric parameterization maps the two complex in nite places of S 0 to the two real places of C. This is impossible, because the two complex places are conjugated and can only be mapped to the same real place.
(C) = 1, (C) = 0. Then C has a birational polynomial parameterization by (Paux). 2
Lemma 5.5. (H-aux-5) A trigonometric parameterization is simple i it is birational.
Proof. : Obvious.
!: Let t : 0; 2 ]!C be simple and birational. Let S be its zero set of the equation of C (i.e. the Zariski closure of C). This set has at least a partial trigonometric parameterization. By (H-aux-4), we distinguish two cases. Case 1: S has a birational trigonometric parameterization t 0 , and (S) = 0, (C) = 2.
By (H-aux-3), the rational map u := (t 0 a ) ?1 t a : S 0 !S 0 is polynomial. By (H-aux-2), u factors into e m n for suitable e, n. Since u is simple, we have n = 1, and u is birational. Thus, t a is also birational. Case 2: S has a birational polynomial parameterization p, and (S) = 1, (C) = 0. By (H-aux-3), the rational map u := p ?1 t a : S 0 !(?1; 1) is polynomial. It is also simple.
But one cannot have a simple polynomial map from the circle to the line by topological reasons. This case is therefore impossible. 2
