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Abstract
Multi-loop calculations of the effective action for the matrix model are important
for carrying out tests of the conjectured relationship of the matrix model to the
low energy description of M-theory. In particular, comparison with N -graviton
scattering amplitudes in eleven-dimensional supergravity requires the calculation of
the effective action for the matrix model with gauge group SU(N). A framework
for carrying out such calculations at two loops is established in this paper. The
two-loop effective action is explicitly computed for a background corresponding to
the scattering of a single D0-brane from a stack of N −1 D0-branes, and the results
are shown to agree with known results in the case N = 2.
1 Introduction
The matrix model is a quantum mechanical theory resulting from the dimensional reduc-
tion of ten-dimensional supersymmetric Yang-Mills theory to 1+0 dimensions [1]. In 1996,
Banks, Fischler, Shenker and Susskind (BFSS) conjectured that the dynamical degrees of
freedom of M-theory in the infinite momentum frame correspond to the large N limit of a
system of N D0-branes [2]. The SU(N) matrix model describes the low energy dynamics
of a system of N D0-branes [3], with interactions between D0-branes arising from quan-
tum loop corrections [4], so this conjecture resulted in an explosion of activity related to
the matrix model (for a review, see [5]). The matrix model for finite N is conjectured to
be related to the discrete light-front quantized sector of M-theory [6, 7, 8].
Tests of the BFSS conjecture require comparison of graviton scattering amplitudes in
eleven-dimensional supergravity with loop calculations in the matrix model. The bulk of
the tests so far carried out pertain to two graviton scattering, for which the gauge group
for the matrix model can be chosen to be SU(2). The exception is the work of Okawa
and Yoneya [9, 10], in which three graviton scattering is considered. General N -graviton
scattering amplitudes require loop calculations in the matrix model with a gauge group
SU(N), and this paper provides a framework for such calculations.
Agreement between classical graviton scattering amplitudes and matrix model pre-
dictions has been impressive. The one-loop effective action for the SU(2) matrix model
successfully reproduces a v
4
r7
term in the scattering potential [4, 2]. Becker and Becker
computed the leading two-loop contribution to the effective action [11], and showed that
the coefficient of the v
4
r10
term is zero, in agreement with the BFSS conjecture that the
O(v4) terms in the potential should not be renormalized beyond one loop. This calcu-
lation was extended in [12] and yielded agreement with supergravity predictions for the
coefficient of the v
6
r14
term in the scattering potential.1
The equivalence between linearized gravitational interactions and the one-loop matrix
model has been established in general for a pair of bosonic sources [14]. Spin-dependent
effects in the two graviton interaction have been shown to be reproduced by matrix model
in the presence of a fermionic background at one-loop [15, 16, 17, 18, 19, 20, 21, 22, 23,
24, 25, 26]. The extent to which this agreement is a consequence of supersymmetric non-
renormalization theorems has been investigated in [27, 28, 29, 30, 31]. Supersymmetric
nonrenormalization theorems are expected to be much less restrictive at two-loops for
gauge group SU(N) with N > 3 [32].
1The full two-loop effective action for the SU(2) matrix model was later presented in [13].
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The situation for quantum corrections to eleven-dimensional graviton scattering am-
plitudes is less clear. There are indications that the v
8
r18
term in the scattering potential,
arising from quantum corrections on the supergravity side [33, 34], is not correctly re-
produced in the two-loop effective action for the matrix model [35, 36, 37]. It is possible
that quantum effects in M-theory are only reproduced in the large N limit of the matrix
model [5].
In this paper, we conduct a two-loop calculation of the effective action for the matrix
model in the case where the gauge group is SU(N). The background chosen is appropriate
for consideration of the scattering of a single D0-brane from a stack on N -1 coincident D0-
branes. However, the results have wider applicability. The two-loop Feynman diagrams
computed form a subclass of those required for the study of two-loop contributions to the
scattering potential for N D0-branes in more general configurations.
In the case N = 2, the results are shown to be in agreement with the results of the
Beckers [11, 13], although this requires the use of some nontrivial identities for hyperge-
ometric functions. This agreement provides an important check of the validity of general
results on the group theoretic structure of two-loop graphs which were developed in [38].
These group theoretic results have already been used in two-loop calculations of the ef-
fective action for N = 4 supersymmetric Yang-Mills theory with gauge group SU(N)
in four dimensions [38, 39, 40]. An independent check of the group theoretic results in
[38] is useful in light of the fact that some of the outcomes in [38, 39, 40] are somewhat
unexpected.
The original two-loop calculations for gauge group SU(2) [11, 13] made use of dimen-
sional regularization to deal with an apparent divergence. The presence of divergences
would be somewhat surprising given that the matrix model is a quantum mechanical the-
ory possessing maximal supersymmetry. In this paper, no divergences are encountered in
the two-loop calculations.
The outline of the paper is as follows. In section 2, the matrix model with gauge
group SU(N) is reviewed in the context of background field quantization. A specific
background relevant to the scattering of a single D0-brane from a stack of N -1 D0-branes
is chosen in section 3. The general structure of the Feynman diagrams contributing to the
two-loop effective action is derived in section 4. In particular, we take advantage of the
ten-dimensional origin of the matrix model in the organization of the calculations. These
results lay the basis for two-loop calculations in the SU(N) matrix model for arbitrary
backgrounds. Sections 5 to 9 provide details of the evaluation of these Feynman diagrams
in the specific background of interest in this paper. Comparison with the results of [13] for
2
SU(2) is carried out in section 10, followed by the conclusion. Details of the evaluation
of the heat kernels used to obtain exact Green’s functions in an SU(N) background are
contained in an appendix, which also contains a discussion of the difference between
calculating quantum corrections in ten dimensions and dimesionally reducing as opposed
to dimensionally reducing first and then performing quantum calculations. A second
appendix establishes the equivalence of two Feynman diagrams.
2 Structure of the SU(N) matrix model
The action for ten-dimensional2 N = 1 supersymmetric Yang-Mills theory is
S =
∫
d10x trF
(
− 1
4
FµνFµν + i
2
Ψ¯ΓµDµΨ
)
, (2.1)
where all fields are Lie algebra-valued in the fundamental representation of SU(N), Ψ is a
sixteen-component Majorana-Weyl spinor (Ψ¯ = ΨTC), Fµν = ∂µAν−∂νAµ+ i g [Aµ,Aν],
DµΨ = ∂µΨ+ i g [Aµ,Ψ], and g is the coupling constant. The action for the matrix model
is obtained by dimensional reduction of this action to 1 + 0 dimensions. In particular,
upon dimensional reduction,
Aµ → (A0,Yi), i = 1, · · · 9,
where the Yi are scalars in 1 + 0 dimensions. However, in deriving the Feynman rules
for the matrix model, it is convenient to initially maintain the ten-dimensional Lorentz
notation, except that
∫
d10x→ ∫ dτ, and with the understanding that there are no spatial
derivatives in the covariant derivatives. In the background field quantization scheme, the
fields are split into background and quantum pieces. For the purposes of this paper, it
suffices to set the fermionic component of the background fields to zero, so
Aµ → Aµ + aµ, Ψ→ ψ,
where Aµ are background fields and aµ, ψ are quantum fields. After inclusion of the
gauge-fixing term
Sg.f. = − 1
2
∫
dτ trF
(
(Dµaµ)
2
)
2We use the metric (−,+,+, · · · ,+) in this paper. The ten-dimensional gamma matrices satisfy
{Γµ,Γν} = −2 ηµν 1. The trace of SU(N) generators in the fundamental representation is normalized so
that trF(TaTb) = δab.
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with Dµ the background covariant derivative, the gauge-fixed matrix model action is
S + Sg.f. =
∫
dτ trF
(
1
2
aµDνDνaµ + iga
µ [Fµ
ν , aν ]− ig(Dµaν) [aµ, aν ]
+
g2
4
[aµ, aν ] [a
µ, aν ] +
i
2
ψ (CΓ)µ (Dµψ + i g [aµ, ψ])
)
. (2.2)
The corresponding ghost action is
Sghost =
∫
dτ trF (c¯ D
µ(Dµc+ ig[aµ, c])) . (2.3)
The propagators are determined by the piece of the action quadratic in the quantum
fields. Decomposing a generic Lie algebra-valued field φ in the form φ = φa Ta, the
propagators take the form3
〈aaµ(τ) abν(τ ′)〉 = − i Gabµν(τ, τ ′) (2.4)
〈ψaα(τ)ψbβ(τ ′)〉 = −
i
2
Gaα
b
β(τ, τ
′) (2.5)
〈ca(τ) c¯ b(τ ′)〉 = − i Gab(τ, τ ′), (2.6)
where the Green’s functions (with gauge indices suppressed) are defined by
(DσDσ δ
µ
ρ + 2igF
µ
ρ(τ)) G
ρ
ν(τ, τ
′) = − δ(τ, τ ′) δµν (2.7)
i
2
(Γµ)α
γ DµGγβ(τ, τ
′) = − δ(τ, τ ′) (C−1)αβ (2.8)
DµDµG(τ, τ
′) = − δ(τ, τ ′). (2.9)
It is convenient to express the Green’s functions in terms of heat kernels. For the
Green’s function (2.9),
G(τ, τ ′) = i
∫
∞
0
dsK(τ, τ ′; s) (2.10)
where the heat kernel K(τ, τ ′; s) satisfies the differential equation
− i d
ds
K(τ, τ ′; s) = DµDµK(τ, τ
′; s) (2.11)
with the boundary condition lims→0K(τ, τ
′; s) = δ(τ, τ ′). We compute the Green’s func-
tions in the case where the background fields Fµν (with components F0i = DτYi, Fij =
i g [Yi, Yj]) are constant. In this case, the Green’s function (2.7) takes the form
Gµν(τ, τ
′) = i
∫
∞
0
ds
(
e−2sgF
)µ
ν K(τ, τ
′; s), (2.12)
3Note that Roman letters from the start of the alphabet are used for gauge indices, Greek letters from
the start of the alphabet are used for spinor indices, and Greek letters from the middle of the alphabet
are used for vector indices.
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while the Green’s function (2.8) takes the form
Gαβ(τ, τ
′) = − 2
∫
∞
0
ds (Γµ)α
γDµ
(
e
s
4
[Γν ,Γρ]gFνρC−1
)
γβ
K(τ, τ ′; s). (2.13)
As detailed in Appendix A, for constant background field strength, the kernelK(τ, τ ′; s)
is (with the notation ~F = Dτ ~Y , F
2 = ~F . ~F and Y 2 = ~Y .~Y )
K(τ, τ ′; s) =
(
i
4πs
) 1
2
e−isg
2(Y 2−F 2(
~Y .~F
F2
)2)
(
2gsF
sinh 2gsF
) 1
2
exp
{
− igF (τ − τ
′)2
2
coth 2gsF
+ igF

 ~Y . ~F
F 2



τ − τ ′ − ~Y . ~F
F 2

 tanh gsF

 I(τ, τ ′). (2.14)
Here, I(τ, τ ′) is the parallel displacement propagator which ensures that the Green’s
function has the correct gauge transformation properties at τ and τ ′. For further details
on the parallel displacement propagator and its properties, see [41]. With an appropriate
choice of background, the kernel (2.14) reduces to that presented in [9]. We also require
the covariant derivative of the kernel, and again as detailed in Appendix A, the result is
DτK(τ, τ
′; s) =
− igF
sinh 2gsF

(τ − τ ′) + (cosh 2gsF − 1)

 ~Y . ~F
F 2



 K(τ, τ ′; s). (2.15)
3 Specifying the background
We wish to consider the matrix model with gauge group SU(N), and make use of the
SU(N) conventions in [38]. Matrices in the fundamental representation carry lower-case
Latin indices i, j, · · · from the middle of the alphabet, with the range i = 0, 1, · · · , N−1 ≡
0, i. The Cartan generators are labelled by the index I = 0, 1, · · · , N − 2 ≡ 0, I. In the
fundamental representation, the generators of the Cartan-Weyl basis {HI , Eij, i 6= j} are
represented by the matrices
(Eij)kl = δik δkl,
(HI)kl = (N − I)− 12 (N − I − 1)− 12{(N − I) δkI δlI −
N−1∑
i=I
δki δli}, (3.1)
and are normalized so that trF(HI HJ) = δIJ , trF(Eij Ekl) = δil δjk, trF(HI Ekl) = 0.
A formalism for calculation of the two-loop effective action for the matrix model in
arbitrary Cartan subalgebra-valued backgrounds will be established. As a check of the
formalism, we will evaluate the two-loop effective action in the case a specific background,
5
namely that appropriate to the physical situation in which a single D0-brane scatters from
a stack of (N -1) D0-branes. In the fundamental representation, this corresponds to the
choice
g ~Y = diag (~r1(τ), ~r2(τ), ~r2(τ), · · · , ~r2(τ)) , (3.2)
where ~r1(τ) denotes the position of the single D0-brane and ~r2(τ) is the position of the
stack of branes. Since the U(1) degree of freedom associated with the centre-of-mass
motion decouples, it suffices to consider the background
g ~Y = diag (~r1(τ), ~r2(τ), ~r2(τ), · · · , ~r2(τ))− ~rCM(τ) 1N. (3.3)
If the D0-brane is chosen to have unit mass, then the stack of branes has mass N − 1, so
that
g ~Y = ~r(τ)H, (3.4)
where ~r(τ) = ~r1(τ)− ~r2(τ) is the relative coordinate, and
H =
1
N
diag (N − 1, −1N) =
√
(N − 1)
N
H0. (3.5)
This element H of the Cartan subablgebra breaks SU(N) to the subgroup SU(N − 1)×
U(1) generated by {HI , Eij, H0}. We can use SO(9) invariance to parametrize the spatial
separation of the branes as
~r(τ) = (vτ, b, 0, · · · , 0), (3.6)
where b is the impact parameter for the scattering of the D0-brane from the stack and v
is the relative speed. Note that the expression for the kernel (2.14) allows for the case of
nonorthogonal impact parameter and velocity; this is of significance in the case of three
or more particle dynamics [37].
The Green’s function (2.9) can be considered to be a matrix in the adjoint representa-
tion of SU(N). Relative to the basis (HI , E0i, Ei0, Eij), the adjoint representation of the
background field ~Y is
g~Y = ~r(τ) diag
(
0× 1N−1, 1N−1, −1N−1, 0× 1(N−1)(N−2)
)
. (3.7)
As a result of this diagonal structure, the kernel (2.14), and thus the Green’s function
(2.9), are also diagonal as matrices in the adjoint representation [38],
Gab = diag
(
G(0)1N−1, G
(1)1N−1, G
(−1)1N−1, G
(0)1(N−1)(N−2)
)
, (3.8)
where the U(1) Green’s function G(e) is defined by
G(e)(τ, τ ′) = i
∫
∞
0
dsK(e)(τ, τ ′; s) (3.9)
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with
K(e)(τ, τ ′; s) =
(
i
4πs
) 1
2
(
2esv
sinh 2esv
) 1
2
e−ise
2b2
× exp
{
−iev
2
(τ − τ ′)2 coth 2esv − ievττ ′ tanh esv
}
I(e)(τ, τ ′).(3.10)
In (3.8), the values e = 0, 1,−1 and 0 which appear are the U(1) weights of the basis
vectors (HI , E0i, Ei0, Eij) with respect to H, the element of the Lie algebra of SU(N)
to which the background is proportional. The U(1) Green’s function G(e) satisfies the
equation (
− d
2
dτ 2
− e2(b2 + v2τ 2)
)
G(e)(τ, τ ′) = −δ(τ, τ ′). (3.11)
Since the fields with U(1) charge zero do not couple to the background, the propagator
G(0) takes the simple form
G(0)(τ, τ ′) =
1
2
|τ − τ ′|. (3.12)
There is no calculational advantage to using a proper time representation for this massless
free propagator.
In the same background, the Green’s function (2.7) takes the form
Gµaνb = i
∫
∞
0
ds diag
(
δµν K
(0)(s) 1N−1, (e
−2sgF )µν K
(1)(s) 1N−1,
(e2sgF )µν K
(−1)(s) 1N−1, δ
µ
ν K
(0)(s) 1(N−1)(N−2)
)
, (3.13)
with
(e−2sgF )µν =


cosh 2sv sinh 2sv 0
sinh 2sv cosh 2sv 0
0 0 18

 , (3.14)
and the the Green’s function (2.8) takes the form
Gabαβ = i
∫
∞
0
ds diag
(
(C−1)αβ K
(0)(s) 1N−1, (e
s
4
[Γµ,Γν ]gFµνC−1)αβ K
(1)(s) 1N−1,
(e−
s
4
[Γµ,Γν ]gFµνC−1)αβ K
(−1)(s) 1N−1, (C
−1)αβ K
(0)(s) 1(N−1)(N−2)
)
, (3.15)
with
(e
s
4
[Γµ,Γν ]gFµν)α
β = cosh sv δα
β + sinh sv (Γ0Γ1)α
β. (3.16)
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4 The structure of the two-loop graphs
The two-loop contributions to the effective action come from Feynman diagrams which are
of “figure-eight” type or “fish” type. These diagrams arise from interaction terms in the
action which are respectively quartic and cubic in the quantum fields, and are depicted
in schematic form in Figure 1.
Figure 1: “Figure-eight” and “fish” type two-loop diagrams
There are no quartic vertices in the ghost action (2.3), and the cubic vertices in it are
(Sghost)3 = − g fabd
∫
dτ
(
c¯ aaµb(Dµc)
d + c¯ a(Dµaµ)
bcd
)
, (4.1)
where fabc are the structure constants of SU(N), [Ta, Tb] = ifab
c Tc. From the gauge-fixed
action (2.2), the cubic interactions are
(S + Sg.f.)3 = g fabc
∫
dτ
(
(Dµaν)a aµ
baν
c − iψa(CΓ)µabµψc
)
(4.2)
and the quartic interactions are
(S + Sg.f.)4 = − g
2
4
∫
dτ fab
e fcde a
a
µ a
b
νa
µc aνd. (4.3)
The figure-eight diagram arising from the quartic interaction (4.3) gives a contribution
to the effective action of the form
iΓI =
ig2
4
∫
dτ lim
τ→τ ′
{
Gµa νb(τ, τ ′) trA (TaTbGνµ(τ, τ
′))
− 2 Gµa νb(τ, τ ′) trA (TaTbGµν(τ, τ ′))
+ Gµaµ
b(τ, τ ′) trA (TaTbG
ν
ν(τ, τ
′))
}
, (4.4)
where the trace trA is over gauge indices in the adjoint representation.
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The fish diagram from the ghost sector leads to the following contribution to the
effective action:
iΓII = − ig
2
2
∫
dτ
∫
dτ ′
{
Gµa νb(τ, τ ′) trA (TaDµG(τ, τ
′) TbD
′
νG(τ
′, τ))
+ 2DµG
µa νb(τ, τ ′) trA (TaG(τ, τ
′) TbD
′
νG(τ
′, τ))
+ DµD
′
νG
µa νb(τ, τ ′) trA (TaG(τ, τ
′) TbG(τ
′, τ))
}
. (4.5)
The fish diagrams involving involving scalar and vector propagators arising from the
cubic interaction (4.2) give a contribution to the effective action
iΓIII =
ig2
2
∫
dτ Gµa νb(τ, τ ′)
{
trA
(
TaDµD
′
ρG
σ
ν(τ, τ
′) TbG
ρ
σ(τ
′, τ)
)
− trA (TaDµD ′νGρσ(τ, τ ′) TbGσρ(τ ′, τ))
+ trA
(
TaDσGµ
ρ(τ, τ ′) TbD
′
ρGν
σ(τ ′, τ)
)
− trA
(
TaDµGσ
ρ(τ, τ ′) TbD
′
ρGν
σ(τ ′, τ)
)
− trA (TaDσGµρ(τ, τ ′) TbD ′νGρσ(τ ′, τ))
+ trA (TaDµG
σ
ρ(τ, τ
′) TbD
′
νG
ρ
σ(τ
′, τ))} . (4.6)
The fish diagram involving fermionic propagators arising from the cubic interaction
(4.2) gives a contribution
iΓIV =
ig2
16
∫
dτ
∫
dτ ′ (CΓµ)αβ (CΓν)ρσ Gabµν(τ, τ
′)
× trA (TaGβρ(τ, τ ′) TbGσα(τ ′, τ)) . (4.7)
It should be noted at this point that no assumption has made about the background
in the derivation of the above expressions for the two-loop contributions to the effective
action. They are therefore suitable for use in analysis of scattering amplitudes for arbi-
trary configurations of N D0-branes. In the remainder of the paper, we use the specific
background discussed in the previous section, which is reflected in the manner in which
the traces in the above expressions decompose into a number of separate U(1) contribu-
tions. In particular, the fish diagrams will always contain one massless propagator. This
is not the case for more general choices of background, which will be treated in a separate
publication.
The generic structure of the contributions to the effective action from the figure-eight
diagram is
iΓ =
∫
dτ Gˆab(τ, τ ′) trA
(
Ta Tb Gˇ(τ, τ
′)
)
, (4.8)
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where again any Lorentz structure has been suppressed, and Gˆ and Gˇ denote Green’s
functions or their derivatives. As noted above, carrying out the trace decomposes this
into a number of U(1) components. For the background chosen in Section 3, the relevant
group theoretic manipulations have been completed in earlier work on two loop graphs in
superspace, see [38]. The result is
iΓ = N(N − 1)
∫
dτ lim
τ→τ ′
{
Gˆ(e)(τ, τ ′) Gˇ(e)(τ, τ ′) + (e↔ −e)
}
|e=1. (4.9)
Note that there are no massless propagators associated with the figure-eight diagram.
Massless propagators would lead to divergences since the figure-eight diagram involves
coincidence limits of propagators.
The generic structure of the contribution to the effective action from a fish diagram is
iΓ =
∫
dτ
∫
dτ ′Gab(τ, τ ′) trA
(
Ta Gˆ(τ, τ
′) Tb Gˇ(τ
′, τ)
)
, (4.10)
where any Lorentz structure has been suppressed, and Gˆ and Gˇ again denote Green’s
functions or their derivatives. Again making use of results from [38], these contributions
decompose into U(1) components in the form
iΓ = N(N − 1)
∫
dτ
∫
dτ ′ { G(0)(τ, τ ′) Gˆ(e)(τ, τ ′) Gˇ(e)(τ ′, τ)
+ G(e)(τ, τ ′) Gˆ(−e)(τ, τ ′) Gˇ(0)(τ ′, τ)
+ G(e)(τ, τ ′) Gˆ(0)(τ, τ ′) Gˇ(e)(τ ′, τ)
+ (e↔ −e)} |e=1. (4.11)
5 Evaluating the figure-eight diagram
The two-loop contribution ΓI to the effective action from the figure-eight diagram is given
by (4.4). Making use of the group theoretic results (4.9) and substituting the propagator
(3.13),
iΓI = −N(N − 1) i
4
∫
dτ lim
τ→τ ′
∫
∞
0
ds
∫
∞
0
dt
{[(
e−2eg(s+t)F
)µ
µ − 2
(
e2eg(s−t)F
)µ
µ
+
(
e−2egsF
)µ
µ
(
e−2egtF
)ν
ν
]
K(e)(τ, τ ′; s)K(e)(τ, τ ′; t) + (e↔ −e)
}
|e=1, (5.1)
where s and t are proper times associated with heat kernels. From (3.10), the coincidence
limit of the heat kernel is
lim
τ→τ ′
K(1)(τ, τ ′; s) =
(
i
4πs
) 1
2
(
2sv
sinh 2sv
) 1
2
e−isb
2
exp
(
−ivτ 2 tanh sv
)
. (5.2)
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For later comparison with existing two-loop calculations, we choose to evaluate the effec-
tive action in the Euclidean metric, which involves the Wick rotations
τ → iτ, v → −iv, s→ −is, t→ −it, iΓI → −ΓI . (5.3)
The resulting expression for the (Euclidean) effective action is:
ΓI = N(N − 1) ig
2
16π
∫
dτ
∫
∞
0
ds
∫
∞
0
dt
( −4v2
sinh 2sv sinh 2tv
) 1
2
e−(s+t)b
2
× exp
(
−vτ 2(tanh sv + tanh tv)
)
{4 cosh 2(s+ t)v − 8 cosh 2(s− t)v
+8 cosh 2sv cosh 2tv + 32 cosh 2sv + 32 cosh 2tv} . (5.4)
The integral over (Euclidean) time τ is Gaussian and so can be carried out in a straight-
forward manner. Also making use of the identity
(tanh sv + tanh tv) sinh 2sv sinh 2tv = 4 sinh sv sinh tv sinh(s+ t)v, (5.5)
we arrive at
ΓI = −N(N − 1) g
2v
1
2
4
√
π
∫
∞
0
ds
∫
∞
0
dt e−(s+t)b
2
× (sinh sv sinh tv sinh(s+ t)v)− 12 {cosh 2(s+ t)v − 2 cosh 2(s− t)v
+2 cosh 2sv cosh 2tv + 8 cosh 2sv + 8 cosh 2tv} . (5.6)
Introducing the new variables
x = e2sv and y = e2tv, (5.7)
the figure-eight contribution can be caste in the form
ΓI = −N(N − 1) g
2
8
√
2πv
3
2
∫
∞
1
dx
∫
∞
1
dy
(xy)−
b2
2v
−
3
2
(x− 1) 12 (y − 1) 12 (xy − 1) 12
×
{
2 + 8x+ 8y − x2 − y2 + 56xy + 8x2y + 8xy2 + 2x2y2
}
. (5.8)
As recognized in [13], the remaining integrals can be performed explicitly and yield gen-
eralized hypergeometric functions of unit argument via the general result
∫
∞
1
dx
∫
∞
1
dy
(x− 1)α (y − 1)β
(xy − 1)γ x
−ζ+µ y−ζ+ν
= B(α + 1, β + 1)B(ζ − ν − β + γ − 1, α + β − γ + 2)
× 3F2(α + 1, α+ β − γ + 2, α+ µ− ν + 1;α + β + 2, ζ + α− ν + 1; 1), (5.9)
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where B(x, y) = Γ(x)Γ(y)/Γ(x + y). However, we find it more convenient to leave the
result at this stage in the form (5.8).
It is important to note that the integrals in (5.8) are nonsingular. There is no problem
with convergence at the upper limits of the integrals since b
2
2v
is positive; however, there
is potentially a problem at the lower limits x = 1 and y = 1. Since the numerator of the
integrand in (5.8) is nonvanishing, it suffices to show that the integral∫
∞
1
dx
∫
∞
1
dy (x− 1)− 12 (y − 1)− 12 (xy − 1)− 12 (5.10)
is well-behaved at the lower limit. This can be achieved by the change of variable4
x˜ = (x− 1) 12 , y˜ = (y − 1) 12 ,
which converts the integral to
4
∫
∞
0
dx˜
∫
∞
0
dy˜ (x˜2y˜2 + x˜2 + y˜2)−
1
2 .
Introducing polar coordinates r, θ in the x˜− y˜ plane, the integral takes the form
4
∫
∞
0
dr
∫ π
2
0
dθ (1 + r2 sin2 θ cos2 θ)−
1
2 ,
which is clearly convergent.
6 Evaluating the Ghost Contribution
The two-loop contribution ΓII to the effective action from the fish diagram involving ghost
propagators is given in (4.5). After integration of the third term by parts with respect to
D ′ν , the last two terms in (4.5) become
− i g
2
2
∫
dτ
∫
dτ ′
{
DµG
µa νb(τ, τ ′) trA (TaG(τ, τ
′) TbD
′
νG(τ
′, τ))
− DµGµa νb(τ, τ ′) trA (TaD ′νG(τ, τ ′) TbG(τ ′, τ))
}
. (6.11)
By transposing the argument of the trace and using the antisymmetry of the group gen-
erators in the adjoint representation, these two terms can be seen to cancel each other.
Thus the surviving contribution to the effective action from the ghosts is
iΓII = − i g
2
2
∫
dτ
∫
dτ ′Gµa νb(τ, τ ′) trA (TaDµG(τ, τ
′) TbD
′
νG(τ
′, τ)) . (6.12)
4We thank Sergei Kuzenko for assistance with this analysis.
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Using the group theoretic result (4.11) and the Green’s functions (3.9), (3.12) and (3.13),
iΓII = −N(N − 1) ig
2
2
∫
dτ
∫
dτ ′
∫
∞
0
ds
∫
∞
0
dt |τ − τ ′|K(1)(τ, τ ′; s)K(1)(τ ′, τ ; t)
×
{
−v2 [τ cosh 2sv − τ
′]
sinh 2sv
[τ ′ cosh 2tv − τ ]
sinh 2tv
+ v2ττ ′ + b2
+ i
(τ − τ ′)
|τ − τ ′|2
2v
sinh 2tv
(τ cosh 2(s+ t)v − τ ′ cosh 2sv)
}
. (6.13)
Substituting the expression (3.10) for the U(1) kernel, making the Wick rotations
τ → iτ, v → −iv, s→ −is, t→ −it, iΓII → −ΓII (6.14)
and the changes of variables
x = e2sv, y = e2tv, τ =
ξ + ρ√
v
, τ ′ =
ξ − ρ√
v
, (6.15)
ΓII = −N(N − 1) g
2
2πv
3
2
∫
∞
−∞
dξ
∫
∞
−∞
dρ
|ρ|
ρ
∫
∞
1
dx
∫
∞
1
dy
(xy)−
b2
2v
−
1
2
(x2 − 1) 12 (y2 − 1) 12
× exp
(
−ρ2
[
y + 1
y − 1 +
x+ 1
x− 1
]
− ξ2
[
y − 1
y + 1
+
x− 1
x+ 1
])
×
{
−ρ b
2
v
− ρ (ξ2 − ρ2) + ρ
(
ξ
x− 1
x+ 1
+ ρ
x+ 1
x− 1
) (
ξ
y − 1
y + 1
− ρ y + 1
y − 1
)
+
y
y2 − 1
(
ξ (xy +
1
xy
− x− 1
x
) + ρ (xy +
1
xy
+ x+
1
x
)
)}
. (6.16)
We gave also made use of the fact that the parallel displacement propagator has the
property I(1)(τ, τ ′) I(1)(τ ′, τ) = 1 [41]. The integrals over ξ and ρ are Gaussian and so are
straightforward to carry out. The result is
ΓII = N(N − 1) g
2
8
√
2πv
3
2
∫
∞
1
dx
∫
∞
1
dy
(x− 1) 12 (y − 1) 12
(xy − 1) 32 (xy)
−
b2
2v
−
3
2
×
{
2
b2
v
xy + 3
(x2y + xy2)
(xy − 1) − 2
(x2y2 + y)
(y − 1)
}
. (6.17)
The remaining integrals can be done using the general result (5.9), but again we choose
to leave the result expressed in the above form (6.17)
As in the previous section, it is possible to check that the contribution (6.17) to the
effective action is free from divergences. However, rather than detailing the checks for
each particular diagram, an explicit check will only be demonstrated for the total bosonic
and ghost contribution collated in section 8, and for the fermionic contribution computed
in section 9.
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7 Evaluating the fish diagrams from the scalar sector
The two-loop fish diagrams arising from the cubic interaction involving scalars and vectors
give the contribution ΓIII in (4.6) to the effective action. Using the cyclic property of the
trace and making the substitutions µ↔ ν and τ ↔ τ ′, the the fifth term in (4.6) can be
caste in the same form as the fourth. In order to avoid the necessity to calculate second
derivatives of heat kernels, it is convenient to integrate the first term in (4.6) by parts.
This results in two terms, one of which can also be caste in the form of the fourth term
of (4.6) by cycling the trace and relabeling of variables. Integrating the second term in
(4.6) by parts also yields two terms, one of which can be re-caste in the form of the last
term in (4.6). The result is that the contribution to the effective action is
iΓIII =
i g2
2
∫
dτ Gµa νb(τ, τ ′)
{
− trA
(
TaDµG
σ
ν(τ, τ
′) TbD
′
ρG
ρ
σ(τ
′, τ)
)
+ trA
(
TaDσGµν(τ, τ
′) TbD
′
ρG
ρσ(τ ′, τ)
)
+ trA
(
TaDσGµ
ρ(τ, τ ′) TbD
′
ρGν
σ(τ ′, τ)
)
− 3 trA
(
TaDµGσ
ρ(τ, τ ′) TbD
′
ρGν
σ(τ ′, τ)
)
+2 trA (TaDµG
σ
ρ(τ, τ
′) TbD
′
νG
ρ
σ(τ
′, τ))} . (7.1)
Under certain assumptions about the nature of the background, the first and fourth terms
in (7.1) are proportional to each other, despite the fact that they have different Lorentz
structure. The proof is provided in Appendix B, and applies provided the background
is of the form g Aµ(τ) = (0, ~vτ + ~b)H, where H is an arbitrary element of the Cartan
subalgebra. The resulting simplification of the structure of (7.1) therefore applies for
arbitrary configurations of N D0-branes, and not just the special case considered in detail
in this paper. The first term in (7.1), which has a coefficient −1, combines with the fourth
term, which has a coefficient −3, to yield a single term with coefficient −4:
iΓIII =
ig2
2
∫
dτ Gµa νb(τ, τ ′)
{
− 4 trA
(
TaDµG
σ
ν(τ, τ
′) TbD
′
ρG
ρ
σ(τ
′, τ)
)
+ trA
(
TaDσGµν(τ, τ
′) TbD
′
ρG
ρσ(τ ′, τ)
)
+ trA
(
TaDσGµ
ρ(τ, τ ′) TbD
′
ρGν
σ(τ ′, τ)
)
+2 trA (TaDµG
σ
ρ(τ, τ
′) TbD
′
νG
ρ
σ(τ
′, τ))}
≡ iΓ(1)III + iΓ(2)III + iΓ(3)III + iΓ(4)III . (7.2)
Using the group theoretic result (4.11), each of these five contributions can be ex-
pressed in terms of U(1) Green’s functions. For the purposes of calculation, we choose
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to divide each of these contributions into two pieces, depending upon whether or not the
undifferentiated Green’s function carries a nonzero U(1) charge. In the case of Γ
(1)
III , these
two contributions will be denoted Γ
(1)
III(1) and Γ
(1)
III(0), with the same notation for the
other four terms in (7.2). For the purposes of brevity, we also introduce the notation
X = −N(N − 1) i g
2
2
∫
dτ
∫
dτ ′
∫
∞
0
ds
∫
∞
0
dt |τ − τ ′|K(1)(τ, τ ′; s)K(1)(τ ′, τ ; t)
I = v2X
{
[τ cosh 2sv − τ ′]
sinh 2sv
[τ ′ cosh 2tv − τ ]
sinh 2tv
− ττ ′
}
J = v2X τ ′
[τ cosh 2sv − τ ′]
sinh 2sv
K = iv X
(τ − τ ′)
|τ − τ ′|2
[τ cosh 2tv − τ ′]
sinh 2tv
L = iv X τ
(τ − τ ′)
|τ − τ ′|2
M = b2X. (7.3)
The various contributions to the effective action are then5:
iΓ
(1)
III(0) = −4 I cosh 2(s+ t)v + 4M
iΓ
(1)
III(1) = 4K (cosh 2(s+ t)v + cosh 2(s− t)v) + 4L (sinh 2(s+ t)v + sinh 2(s− t)v)
iΓ
(2)
III(0) = (I cosh 2tv − J sinh 2tv −M)(2 cosh 2sv + 8) + J sinh 2sv (2 cosh 2tv + 8)
iΓ
(2)
III(1) = −K (2 cosh 2(s+ t)v + 8) + (−K cosh 2tv + L sinh 2tv) (2 cosh 2sv + 8)
iΓ
(3)
III(0) = I cosh 2(s− t)v + 2 J sinh 2(s− t)v −M
iΓ
(3)
III(1) = −2K cosh 2(s+ t)v + 2L sinh 2(s+ t)v
iΓ
(4)
III(0) = 2 (I −M) (2 cosh 2(s+ t)v + 8)
iΓ
(4)
III(1) = −4 (K cosh 2sv + L sinh 2sv) (2 cosh 2tv + 8). (7.4)
After the Wick rotation (6.14) and the change of variables (6.15), these expressions can
be expressed as integrals which can be evaluated in terms of generalized hypergeometrics.
With the notation
Q = N(N − 1) g
2
8
√
2πv
3
2
∫
∞
1
dx
∫
∞
1
dy
(x− 1) 12 (y − 1) 12
(xy − 1) 32 (xy)
−
b2
2v
−
3
2 , (7.5)
the integrals are (after making use of the symmetry x↔ y in Q to combine some terms)
Γ
(1)
III(0) = 12Q (xy − 1)−1(x3y2 + y) + 8
b2
v
Qxy
5In this notation, the two-loop ghost contribution (6.12) is iΓII = 2K cosh 2tv+2L sinh 2tv− I +M.
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Γ
(1)
III(1) = − 2Q (y − 1)−1(x2y3 + x2y + y3 + y + x2y2 + x2 + y2 + 1)− 2Q (x2y2 − 1)
Γ
(2)
III(0) = −Q (xy − 1)−1(3x3y2 + 6x2y + 3y + 24x2y2 + 24xy)− 2
b2
v
Q (x2y + y + 8xy)
Γ
(2)
III(1) =
1
2
Q (y − 1)−1(3x2y3 + 3y + 8x+ x2y + 24xy2 + y3 + 8xy3 + 24xy + 3x2y2 + 3
−x2 + y2)− 1
2
Q (x2y2 − 1 + 8xy2 − 8x)
Γ
(3)
III(0) = − 6Q (xy − 1)−1x2y − 2
b2
v
Qxy
Γ
(3)
III(1) = Q (y − 1)−1(x2y3 + y + x2y2 + 1)−Q (x2y2 − 1)
Γ
(4)
III(0) = −12Q (xy − 1)−1(x3y2 + y + 8x2y)− 4
b2
v
Q (x2y2 + 1 + 8xy)
Γ
(4)
III(1) = 2Q (y − 1)−1(x2y3 + 9x2y + 9x2y2 + y3 + 9y + x2 + 9y2 + 1)
+ 2Q (x2y2 − 1 + 8x2y − 8y). (7.6)
8 The total bosonic and ghost contribution
Combining the results (5.8), (6.17) and (7.6) for ΓI , ΓII and ΓIII , the total contribution
to the effective action from two-loop diagrams involving only bosonic and ghost quantum
fields is:
ΓB = −Q
{
3
2
x2y2 − 12x2y + 12y − 3
2
}
+
Q
(y − 1)
{
5
2
x2y3 + 4xy2 +
33
2
x2y2 +
1
2
y3 +
33
2
x2y + 12xy2
+
1
2
x2 +
33
2
y2 + 4x+
33
2
y + 12xy +
5
2
}
− Q
(xy − 1)
{
3x3y2 + 24x2y2 + 102x2y + 24xy + 3y
}
− Q (xy − 1)
(x− 1)(y − 1)
{
2x2y2 + 16x2y − 2x2 + 56xy + 16y + 2
}
− b
2
v
Q
{
4x2y2 + 2x2y + 40xy + 2y + 4
}
. (8.1)
It is convenient to combine all of these terms. The first step is to eliminate the explicit
b2
v
dependence in the last term by making use of the identity
ζ h(α, β, γ, µ, ν) = β h(α, β − 1, γ, µ, ν + 1) + (ν + 1) h(α, β, γ, µ, ν)
− γ h(α, β, γ + 1, µ+ 1, ν + 1) (8.2)
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with
h(α, β, γ, µ, ν) =
∫
∞
1
dx
∫
∞
1
dy
(x− 1)α (y − 1)β
(xy − 1)γ x
−ζ+µ y−ζ+ν (8.3)
and
ζ =
b2
2v
. (8.4)
This is easily proven by integration by parts with respect to y. Next, all terms are placed
on a common denominator. The result is
ΓB = − Q
(x− 1)(y − 1)(xy − 1)
{
5(1 + x4y4) + 38xy(1 + x2y2)− 20y(1 + x3y3)
+ 212x2y(1 + xy)− 2x2(1 + x2y2)− 92x3y − 374x2y2
}
. (8.5)
Although positive powers of (x − 1), (y − 1) and (xy − 1) in the denominator mean
that this expression is potentially divergent at x = 1 and y = 1, it it is in fact not so.
This is again easily seen with the change of variable (x− 1) 12 = r cos θ, (y− 1) 12 = r sin θ.
Then
ΓB = −N(N − 1) g
2
2
√
2πv
3
2
∫
∞
0
dr r
∫ 2pi
0
dθ r−5(1 +O(r2))
{
136r2 cos2 θ − 136r2 sin2 θ
+ 268r4 cos4 θ − 140r4 sin4 θ + 128r4 cos2 θ sin2 θ +O(r6)
}
. (8.6)
The terms of order r2 in the curly brackets cancel under the substitution y ↔ x (or
cos2 θ↔ sin2 θ) in the second one, so the curly brackets are proportional to r4, and ΓB is
nonsingular at the lower limit r → 0 of the r integral. For later use, the leading term is
ΓB = − 128N(N − 1) g
2
2
√
2πv
3
2
∫
∞
0
dr
∫ 2pi
0
dθ
{
cos4 θ + cos2 θ sin2 θ +O(r2)
}
. (8.7)
9 Evaluating the fermionic diagrams
The contribution ΓIV to the two-loop effective action from diagrams involving fermionic
propagators is given by (4.7). Using the group theoretic result (4.11), this naturally splits
into two pieces: ΓIV (0), in which the bosonic propagator in the diagram has U(1) charge
zero, and ΓIV (1), in which the bosonic propagator in the diagram carries U(1) charge
e = 1. Substituting the fermionic propagator (3.15), and with “tr” denoting a trace over
spinor indices
iΓIV (0) = N(N − 1) ig
2
4
∫
dτ
∫
dτ ′
∫
∞
0
ds
∫
∞
0
dt |τ − τ ′|K(1)(τ, τ ′; s)K(1)(τ ′, τ ; t)
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× tr
{
Γµ
(
−iv Γ0 [τ cosh 2sv − τ
′]
sinh 2sv
+ ivτ Γ1 + ibΓ2
)
×
(
116 cosh sv + Γ
0Γ1 sinh sv
)
Γµ
(
−iv Γ0 [τ
′ cosh 2tv − τ ]
sinh 2tv
+ ivτ ′ Γ1 + ibΓ2
)
×
(
116 cosh tv + Γ
0Γ1 sinh tv
)}
, (9.1)
and
iΓIV (1) = −N(N − 1) g
2
4
∫
dτ
∫
dτ ′
∫
∞
0
ds
∫
∞
0
dt
(τ − τ ′)
|τ − τ ′| K
(1)(τ, τ ′; s)K(1)(τ ′, τ ; t)
×
(
e−2gsF
)µ
ν tr
{
Γµ
(
v Γ0
[τ cosh 2tv − τ ′]
sinh 2tv
+ vτ Γ1 + bΓ2
)
×
(
116 cosh tv − Γ0Γ1 sinh tv
)
ΓνΓ0
−ΓµΓ0Γν
(
v Γ0
[τ ′ cosh 2tv − τ ]
sinh 2tv
− vτ ′ Γ1 − bΓ2
)
×
(
116 cosh tv + Γ
0Γ1 sinh tv
) }
. (9.2)
Carrying out the traces over spinor indices results in the following expressions (using the
notation (7.3)):
iΓIV (0) = tr(116) {4 (I −M) cosh(s− t)v + 8 J sinh(s− t)v
− 6M sinh sv sinh tv} (9.3)
and
iΓIV (1) = tr(116) {−8K cosh etv + 8L sinh etv} . (9.4)
Again, after the Wick rotation (6.14) and the change of variables (6.15), these expressions
yield integrals which can be evaluated in terms of hypergeometric functions. With the
notation (7.5),
ΓIV (0) = tr(116)Q (xy − 1)−1(2x 32y 12 − 2x 12y 32 − 24x 32y 32 − 2x 52 y 32 + 2x 32y 52 )
+ tr(116)
b2
v
Q (3x
1
2 y
1
2 − x 32y 12 − x 12 y 32 + 3x 32y 32 ) (9.5)
and
ΓIV (1) = tr(116)Q (y − 1)−1(4xy 52 + 8xy 32 + 4xy 12 )− tr(116)Q (4xy 32 − 4xy 12 ). (9.6)
Collating these results and expressing them on a common denominator by use of
the identity (8.2), the total contribution to the two-loop effective action from diagrams
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involving fermionic quantum fields is
ΓF = tr(116)Q
x
1
2 y
1
2
(x− 1)(y − 1)(xy − 1)
{
−x(1 + x2y2) + 16xy 12 (1 + x 32y 32 )
− 9xy(1 + xy)− 16xy 32 (1 + x 12 y 12 )− 3x2(1 + xy) + 26x2y
}
. (9.7)
Again, positive powers of (x−1), (y−1) and (xy−1) allow for a potential divergences
at x = 1 and y = 1. The absence of such a divergence easily seen with the same change
of variable used previously, (x− 1) 12 = r cos θ, (y − 1) 12 = r sin θ. Then
ΓF = 16N(N − 1) g
2
2
√
2πv
3
2
∫
∞
0
dr r
∫ 2pi
0
dθ r−5(1 +O(r2))
{
6r2 cos2 θ − 6r2 sin2 θ
+ 16r2 cos2 θ
√
1 + r2 cos2 θ − 16r2 sin2 θ
√
1 + r2 sin2 θ
+ 18r4 cos4 θ − 10r4 sin4 θ + 8r4 cos2 θ sin2 θ +O(r6)
}
. (9.8)
The terms of order r2 in the curly brackets cancel under the substitution y ↔ x (or
cos2 θ ↔ sin2 θ) in the second and fourth term, so the curly brackets are proportional to
r4, and ΓF is nonsingular at the lower limit r → 0 of the r integral. In fact, the leading
term is
ΓF = 128N(N − 1) g
2
2
√
2πv
3
2
∫
∞
0
dr
∫ 2pi
0
dθ
{
cos4 θ + cos2 θ sin2 θ
}
. (9.9)
which precisely cancels the leading bosonic contribution (8.7) to the effective action.
10 Comparison with the results of Becker and Becker
In [13], the two-loop effective action for the matrix model was computed for gauge group
SU(2). Here, we show that the results of this paper for SU(N) reproduced the Becker’s
result in the case N = 2. There is a subtlety in the comparison of the results, which
relates to the normalization of the generators in the fundamental of SU(2). The nor-
malization used in [13] is trF(TaTb) =
1
2
δab, with structure constants determined by
[Ta, Tb] = i ǫab
c Tc, while the conventions in the present paper are trF(TaTb) = δab, with
[Ta, Tb] = i
√
2 ǫab
c Tc. This is equivalent to a rescaling of the coupling constant by a factor
of
√
2, since in the notation in [13], (Dµφ
a) Ta = (∂µφ
a+ igǫbc
aAbµ φ
c) Ta, while in this pa-
per, (Dµφ
a) Ta = (∂µφ
a + ig
√
2 ǫbc
aAbµ φ
c) Ta. The two-loop contributions to the effective
action are proportional to g2, which means that the results in this paper must be divided
by a factor of 2 for comparison with the results in [13].
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The contribution to the two-loop effective action for the SU(2) matrix model from
bosons and ghosts in [13] comes from the terms odd in v in the expression
ΓB =
√
2π
3v3/2
Γ(ζ − 1
2
)
Γ(ζ)
{
49
8
3F2(
1
2
,
1
2
,
1
2
; 1, ζ ; 1)− 3F2(3
2
,
3
2
,
3
2
; 3, ζ + 1; 1)
− 137
16
(2ζ − 1)
ζ
3F2(
1
2
,
1
2
,
1
2
; 1, ζ + 1; 1)
}
, (10.1)
where
ζ =
b2
2v
. (10.2)
Without the need to select the terms odd in v by hand, the result can be expressed
ΓB =
√
2π
3v3/2
Γ(ζ − 1
2
)
Γ(ζ)
{
49
16
3F2(
1
2
,
1
2
,
1
2
; 1, ζ ; 1) +
49
16
(ζ + 1
2
)ζ − 1
2
)
ζ(ζ + 1)
3F2(
1
2
,
1
2
,
1
2
; 1, ζ + 2; 1)
− 1
2
3F2(
3
2
,
3
2
,
3
2
; 3, ζ + 1; 1)− 1
8
(2ζ − 1)(2ζ + 1)
(ζ + 1)(ζ + 2)
3F2(
3
2
,
3
2
,
3
2
; 3, ζ + 3; 1)
− 137
16
(2ζ − 1)
ζ
3F2(
1
2
,
1
2
,
1
2
; 1, ζ + 1; 1)
}
. (10.3)
The hypergeometics can be written in terms of double integrals using (5.9):
ΓB =
Q
3
{
(xy − 1)
(x− 1)(y − 1)
(
49
2
(1 + x2y2)− 137xy
)
− 64 ζ (1 + x2y2)
}
, (10.4)
where Q is defined by (7.5) (with N=2 in this case).
Eliminating the explicit ζ terms using (8.2) and placing all the terms on a common
denominator,
ΓB =
Q
(x− 1)(y − 1)(xy − 1)
{
−5
2
(1 + x4y4) +
32
3
x(1 + x3y3)− 58
3
xy(1 + x2y2)
− 224
3
x2y(1 + xy) +
515
3
x2y2
}
. (10.5)
Although not immediately obvious, this is equivalent to the SU(N) result (8.5) for
the case N=2 (after the rescaling discussed at the start of this section). Establishing the
equivalence requires the use of a set of identities which we now derive. The result (8.2)
was derived by integration by parts with respect to y. Integrating by parts with respect
to x gives rise to the related identities
ζ h(α, β, γ, µ, ν) = αh(α− 1, β, γ, µ+ 1, ν) + (µ+ 1) h(α, β, γ, µ, ν)
− γ h(α, β, γ + 1, µ+ 1, ν + 1). (10.6)
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Subtracting (8.2) from (10.6) gives the new identities
0 = αh(α− 1, β, γ, µ+ 1, ν)− β h(α, β − 1, γ, µ, ν + 1) + (µ− ν) h(α, β, γ, µ, ν)
≡ f(α, β, γ, µ, ν). (10.7)
The difference between the SU(N) result (8.5) (appropriately rescaled) and the Becker’s
result (10.5) can be expressed as
g2
8
√
2πv
3
2
[
− 4
3
f(
1
2
,
1
2
,
5
2
,−1
2
,−3
2
) +
184
3
f(
1
2
,
1
2
,
5
2
,
1
2
,−1
2
)
− 4
3
f(
1
2
,
1
2
,
5
2
,
3
2
,
1
2
)
]
, (10.8)
which vanishes identically by (10.7).
The contribution from the fermions as calculated in [13] is
ΓF = − 4
√
2π
v3/2
Γ(ζ + 1)
Γ(ζ + 3
2
)
3F2(
1
2
,
3
2
,
3
2
; 3, ζ +
3
2
; 1)
−135
√
2π
512 v3/2
Γ(ζ + 1)
Γ(ζ + 7
2
)
3F2(
5
2
,
5
2
,
7
2
; 5, ζ +
7
2
; 1)
+
32
√
2π
v3/2
(−Γ(ζ + 1
2
)2 + Γ(ζ)Γ(ζ + 1))
Γ(ζ)Γ(ζ + 1
2
)
. (10.9)
The last term can be expressed in terms of a hypergeometric function as
8
√
2π
v3/2
Γ(ζ + 1)
Γ(ζ + 3
2
)
3F2(
3
2
,
1
2
, 1; 2, ζ +
3
2
; 1). (10.10)
For comparison with the SU(N) result (9.7), it is convenient to again express the hyper-
geometrics in terms of double integrals using (5.9):
ΓF = 8Q

− 643 ζ x
3
2 y
1
2
(y − 1)
(x− 1) − 15x
3
2 y
1
2
(x− 1)(y − 1)
(xy − 1) + 16
xy
3
2
(y − 1)

 . (10.11)
The explicit ζ dependence can be eliminated from the first term by integrating by parts
with respect to y, allowing all three terms to be placed on a common denominator :
ΓF = 8Q
x
1
2y
1
2
(x− 1)(y − 1)(xy − 1)
{
− 2xy (1 + xy) + 30x2 (1 + xy)− 15x (1 + x2y2)
+ 16xy
1
2 (1 + x
3
2 y
3
2 )− 16xy 32 (1 + x 12y 12 )− 11x2y − 15x3
}
. (10.12)
21
This is equivalent to the appropriately rescaled SU(N) result (9.7), as the difference
between the two can be expressed as
g2√
2πv
3
2
[
28 f(
1
2
,
1
2
,
5
2
, 0,−1)− 12 f(1
2
,
1
2
,
5
2
, 1,−1)
+ 28 f(
1
2
,
1
2
,
5
2
, 1, 0)
]
, (10.13)
which vanishes identically by (10.7).
11 Conclusion
In this paper, we have laid a basis for calculation of the two-loop effective action for
the matrix model with gauge group SU(N) in arbitrary bosonic backgrounds. This is
important in extending tests of the BFSS conjecture to cases involving N graviton scat-
tering amplitudes. We also achieve an important check of general results on the group
theoretic structure of two-loop Feynman diagrams which have been previously used to
compute sectors of the effective action for N = 4 supersymmetric Yang-Mills theory in
four dimensions [38, 39, 40].
The two-loop effective action has been evaluated for a specific choice of background
corresponding to scattering of a single D0-brane from a stack of N -1 D0-branes. The
results are consistent with the N=2 results of [13], although establishing this requires
some nontrivial identities. The need to introduce regularization did not arise, as all
contributions calculated are manifestly finite.
For the background chosen, the N -dependence of the two-loop effective action is in
the form of an overall multiplicative factor N(N − 1). The agreement with the previously
computed N=2 result [13] means that, for the particular background chosen,
ΓSU(N) =
N(N − 1)
2
ΓSU(2). (11.1)
As a result, the structure of the two-loop contributions to the velocity dependent poten-
tial for the scattering of a single D0-brane from a stack of D0-branes is related to the
potential for scattering of two D0-branes by a simple scaling. This provides a specific test
of the general argument presented in [12] suggesting that the two-loop contributions to
the scattering potential should scale like (N1
2N2+N1N2
2)/2 for N1 D0-branes scattering
from a stack of N2 D0-branes.
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A Appendix
This appendix outlines the derivation of the expression (2.14) for the nonabelian kernel
and its derivative (2.15). We make use of the technique developed in [41], building on ear-
lier work for the coincidence limits of kernels in ([42, 43]). With gauge indices suppressed,
the kernel satisfies the differential equation
− i d
ds
K(τ, τ ′; s) = ∆K(τ, τ ′; s) (A.1)
with
∆ = −(∂τ + igA0)2 − g2 ~Y .~Y (A.2)
and with the boundary condition lims→0K(τ, τ
′; s) = δ(τ, τ ′), for which the formal solution
is
K(τ, τ ′; s) = eis∆ δ(τ, τ ′) I(τ, τ ′). (A.3)
Here, I(τ, τ ′) is the parallel displacement propagator, which ensures the correct gauge
transformation properties of the kernel at its endpoints.6 Introducing a Fourier decom-
position for the delta function, the kernel can be written
K(τ, τ ′; s) =
∫
−∞
−∞
dk
2π
eik(τ−τ
′) eis∆˜ δ(τ, τ ′) I(τ, τ ′), (A.4)
where
∆˜ = −Xτ 2 − g2 ~Y .~Y (A.5)
with
Xτ = ∂τ + igA0 + ik. (A.6)
The kernel satisfies the differential equation
− i d
ds
K(τ, τ ′; s) = −Kττ (τ, τ ′; s)− g2~Y .~Y K(τ, τ ′; s), (A.7)
6For further details on the parallel displacement propagator and its properties, see [41]
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where the “moments” Kτ ···τ (τ, τ
′; s) (with n subscripts τ) are defined by
Kτ ···τ (τ, τ
′; s) =
∫
−∞
−∞
dk
2π
eik(τ−τ
′)Xτ
n eis∆˜ δ(τ, τ ′) I(τ, τ ′). (A.8)
The principle of the method developed in [41, 42] is to express the moment Kττ (τ, τ
′; s)
in terms of K(τ, τ ′; s), so that (A.7) becomes a linear differential equation for K(τ, τ ′; s).
This is relatively straightforward for simple backgrounds.
The identity
0 =
∫
−∞
−∞
dk
2π
d
dk
(
eik(τ−τ
′)Xτ e
is∆˜ δ(τ, τ ′) I(τ, τ ′)
)
(A.9)
can be used to relate moments of different orders. Performing the differentiation yields
the equation
0 = (τ − τ ′)Kτ (τ, τ ′; s) + K(τ, τ ′; s)
+ 2
∞∑
0
(is)n+1
(n+ 1)!
∫
−∞
−∞
dk
2π
eik(τ−τ
′)Xτ ad
(n)(∆˜)(Xτ ) e
is∆˜ I(τ, τ ′). (A.10)
For a covariantly constant background, DτFµν = 0,
ad(2n+1)(∆˜)(Xτ ) = (−1)n 22n+1 g2n+2 (Dτ ~Y .Dτ ~Y )n ~Y .Dτ ~Y , n ≥ 0
ad(2n)(∆˜)(Xτ ) = (−1)n 22n g2n (Dτ ~Y .Dτ ~Y )nXτ , n ≥ 0. (A.11)
Substitution into (A.10) yields (with ~F = Dτ ~Y and F
2 = ~F . ~F )
0 = (τ − τ ′)Kτ (τ, τ ′; s) + cosh 2gsF K(τ, τ ′; s)− i sinh 2gsF
gF
Kττ (τ, τ
′; s)
+ (~Y . ~F )
(cosh 2gsF − 1)
F 2
Kτ (τ, τ
′; s). (A.12)
This allows Kττ (τ, τ
′; s) to be expressed in terms of K(τ, τ ′; s), providing it is possible to
express Kτ (τ, τ
′; s) in terms of K(τ, τ ′; s).
This is achieved by a similar method, namely using the identity
0 =
∫
−∞
−∞
dk
2π
d
dk
(
eik(τ−τ
′) eis∆˜ δ(τ, τ ′) I(τ, τ ′)
)
, (A.13)
which yields
Kτ (τ, τ
′; s) =
−igF
sinh 2gsF

(τ − τ ′) + (cosh 2gsF − 1)

 ~Y . ~F
F 2



 K(τ, τ ′; s). (A.14)
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Substituting back into (A.10) then gives the required relation
sinh 2gsF
gF
Kττ (τ, τ
′; s) = − i cosh 2gsF K(τ, τ ′; s) + gF
sinh 2gsF
{(τ − τ ′)
+ (cosh 2gsF − 1)

 ~Y . ~F
F 2




2
K(τ, τ ′; s). (A.15)
In turn, substituting (A.15) back into (A.7) gives a linear first-order differential equation
for K(τ, τ ′; s) whose solution, subject to the boundary condition
lim
s→0
K(τ, τ ′; s) = δ(τ, τ ′), (A.16)
is
K(τ, τ ′; s) =
(
i
4πs
) 1
2
e−ig
2s(Y 2−F 2(
~Y .~F
F2
)2)
(
2gsF
sinh 2gsF
) 1
2
exp
{
− igF (τ − τ
′)2
2
coth 2gsF
+ igF

 ~Y . ~F
F 2



τ − τ ′ − ~Y . ~F
F 2

 tanh gsF

 I(τ, τ ′). (A.17)
Expression of the kernel in this form requires the identity
cosh 2gsF − 1
sinh 2gsF
= tanh gsF. (A.18)
The derivative of the kernel follows immediately from (A.14), as
DτK(τ, τ
′; s) = Kτ (τ, τ
′; s). (A.19)
Note that it is not trivial to compute DτK(τ, τ
′; s) simply by taking the covariant deriva-
tive of the expression (A.17) for K(τ, τ ′; s), as the derivative of the parallel displacement
propagator I(τ, τ ′) must be computed. Making use of (A.19) neatly bypasses the need to
compute this derivative.
Using the above approach, it is very easy to see the difference between carrying out
quantum calculations in ten dimensions and then dimensionally reducing to 1+0 dimen-
sions, as opposed to carrying out quantum calculations directly in the dimensionally
reduced theory. After Fourier decomposition of the delta function, the ten-dimensional
heat kernel for the operator
∆10 = − (∂τ + igA0)2 + (∂i + igYi)(∂i + igYi), i = 1, 2, · · · , 9 (A.20)
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is
K10(x, x
′; s) =
∫
d10k
(2π)10
eik0(τ−τ
′)+iki(x−x
′)i
× eis(−X2τ+(∂i+igYi+iki)(∂i+igYi+iki)). (A.21)
Dimensionally reducing by setting xi = x
′
i and making all fields independent of xi (so that
the ∂i do not contribute), the result is
K10(x, x
′; s) =
∫
dk0
2π
eik0(τ−τ
′)
∫
d9k
(2π)9
eiki(x−x
′)i
× e−iskiki eis(−X2τ−g2YiYi−2gkiYi). (A.22)
On the other hand, the kernel for the dimensionally reduced operator
∆ = − (∂τ + igA0)2 − g2YiYi (A.23)
is
K(x, x ′; s) =
∫
dk0
2π
eik0(τ−τ
′) eis(−X
2
τ−g
2YiYi). (A.24)
The inability to factor the term kiYi out of the last exponential in (A.22) without gen-
erating additional structure via the Baker-Campbell-Hausdorff formula means that the
relationship between the kernels (A.22) and (A.24) is highly nontrivial.
B Appendix
In this appendix, we prove, under certain assumptions about the nature of the background,
that two terms in the contribution (7.1) to the effective action with different Lorentz
structures are proportional. These are
− ig
2
2
∫
dτ Gµa νb(τ, τ ′) trA
(
TaDµGσν(τ, τ
′) TbD
′
ρG
ρσ(τ ′, τ)
)
= −C1 (B.1)
and
− 3ig
2
2
∫
dτ Gµa νb(τ, τ ′) trA
(
TaDµG
σρ(τ, τ ′) TbD
′
ρGνσ(τ
′, τ)
)
= − 3C2. (B.2)
Specifically, we will show C1 = C2 when the SU(N) background is of the form
gAµ(τ) = (0, ~vτ +~b)H, (B.3)
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with H an arbitrary element of the Cartan subalgebra. This covers scattering of arbitrary
configurations of N D0-branes, and not just the special case considered in detail in this
paper.
The first step is to use the factorized form (2.12) for the vector Green’s function and
the covariant constancy of the field strength Fµν to write
C1 − C2 = ig
2
2
∫
dτ Gµa νb(τ, τ ′) i2
∫
∞
0
ds
∫
∞
0
dt
×
{
trA
(
Ta (e
−2sgF )σν DµK(τ, τ
′; s) Tb (e
−2tgF )ρσD ′ρK(τ
′, τ ; t)
)
− trA
(
Ta (e
−2sgF )σρDµK(τ, τ
′; s) Tb (e
−2tgF )νσD
′
ρK(τ
′, τ ; t)
)}
(B.4)
If the background fields belong to the Cartan subalgebra, it is possible to change the order
of the first exponential and the first kernel in each trace, so that it suffices to prove that
C = (e−2sgF )σν Tb (e
−2tgF )ρσ − (e−2sgF )σρ Tb (e−2tgF )νσ (B.5)
vanishes. Writing Fµν = fµν H, it follows that
(e−2sgF )σν Tb = Tb (e
−2sgf(H+eb))σν , (B.6)
where eb is the U(1) weight of the generator Tb with respect to H,
[H, Tb] = eb Tb. (B.7)
As a result,
C = Tb (e
−2gf(tH+sH+eb))ρν − Tb (e−2gf(tH+sH+eb))νρ. (B.8)
This vanishes, since with the choice (B.3) of background, f ρν is a symmetric matrix,
f ρν =

 0 −~v T
−~v 0

 . (B.9)
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