ABSTRACT The autonomous underwater vehicle (AUV) is widely used to search for unknown targets in the complex underwater environment. Due to the unpredictability of the underwater environment, this paper combines the traditional frontier exploration method with deep reinforcement learning (DRL) to enable the AUV to explore the unknown underwater environment autonomously. In this paper, a grid map of the search environment is built by the grid method. The designed asynchronous advantage actor-critic (A3C) network structure is used in the traditional frontier exploration method for target search tasks. This network structure enables the AUV to learn from its own experience and generate search strategies for the various unknown environment. At the same time, DRL and dual-stream Q-learning algorithms are used for AUV navigation to further optimize the search path. The simulations and experiments in an unknown underwater environment with different layouts show that the proposed algorithm can accomplish target search tasks with a high success rate, and it can adapt to different environments. In addition, compared to other search methods, the frontier exploration algorithm based on DRL can search a wider environment faster, which results in a higher search efficiency and reduced search time.
I. INTRODUCTION
In recent years, the target search task of the autonomous underwater vehicle (AUV) has been deeply studied with the deep development of oceans by all nations. A variety of algorithms have been developed for AUV target search problems in different situations [1] - [5] . The potential field method (PFM) [6] constructs an artificial potential field for the environment: the target is given a global gravitational field, and obstacles are given local repulsive fields. The robot searches for the target in the environment through the gravitational field while avoiding obstacles according to their repulsive fields. However, the PFM may fall into local minima or oscillate in a narrow space, which is its main drawback. In response to this problem, a new vector field
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histogram (VFH) method [7] was proposed. This method determines the moving direction of the robot by finding the gap in the locally established polar coordinate histogram. Simultaneous localization and mapping (SLAM) [8] is another famous robot search algorithm. Under the guidance of the SLAM algorithm, the robot realizes the target search by continuously constructing and updating the map of the environment and uses the same map for positioning. The SLAM was implemented using an extended Kalman filter and a particle filter based on the distance sensor [9] . Davison et al. [10] introduced a camera into the target search, and the vision-based SLAM algorithm was proposed. Although SLAM has been successful in many commercial applications, it still faces the problem of requiring a huge amount of memory and having a high computational cost. In addition, most of the existing SLAM algorithms cannot handle dynamic environments. Moreover, almost all VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ traditional robot search methods require precise robot models and sensors to implement the algorithm, which may be another difficulty in the algorithm's application. However, due to the superiority of neural networks in dealing with complex problems, they are becoming widely used in collaborative target search tasks. A dynamic biological inspired neural network based on environmental information was constructed [11] . The AUV searches for targets based on the neuron activity gradient values in the network. When the environment changes, the neural network can guide the AUV to automatically adjust the search path. However, the neural network is computationally intensive, which impacts search efficiency. Furthermore, each AUV moves toward the position where the neuron's activity value is the largest, which causes conflict. With the development of artificial intelligence, the deep learning-based target search has become a research hotspot. Tai et al. [12] proposed an obstacle avoidance scheme using a deep convolutional neural network (CNN) in the target search task. The network takes the original depth image as input and generates control commands for the mobile robot. Pfeiffer et al. developed an end-to-end navigation model that drives the robot close to the target [13] . The model is composed of a deep CNN. The robot is steered by using two-dimensional laser scanning data and the relative target position. Compared with traditional methods that rely on accurate models and hand-crafted features, deep learningbased search methods can directly capture the original sensory input, making the calculation simpler and more flexible. However, the performance of these supervised learning methods is closely related to the training set, which is mostly collected from human demonstrations. These data collections can be very time consuming and have other drawbacks, such as overfitting.
Reinforcement learning (RL) is not about learning from training samples, but learning directly from interactions with the environment. In the past few decades, many technologies and architectures have been developed to improve the efficiency and performance of reinforcement learning in a variety of tasks, including target search. Finding a good strategy in a very large state space has always been a challenging issue for reinforcement learning. An example is finding an optimal search strategy in a large-scale unknown environment. Although we can use function approximators to generalize limited experience in the entire state space, the research of sparse feedback is still a big challenge. One of the important solutions is hierarchical reinforcement learning [14] , which solves large-scale planning problems by introducing multilevel spatiotemporal abstractions. The RL method has been used to teach robots how to explore various unknown environments [15] . However, these methods require that the state characteristics of the robot be hand-crafted and suffer from dimensional disasters. This limits their application to a fully observable environment with a low-dimensional state space.
Recently, researchers used deep neural networks as function approximators to process raw inputs in reinforcement learning and developed end-to-end deep reinforcement learning (DRL) methods [16] . In DRL algorithms, state features are automatically learned and can be reduced by iterative interaction with the environment [17] .
For example, in the application of urban search and rescue, DRL is used to solve the robot visual servo problem based on target detection. DRL learns the low-dimensional state features of the high-dimensional state from the sensory data and solves the limitation of traditional RL technology due to the large state and action space [18] , [19] .
Deep Q networks (DQN) utilize large neural networks as function approximators for value-based RL. The motion direction of the robot was learned by DQN [20] . Simulations showed that the robot could navigate in both straight corridors and circular corridors while avoiding walls.
Although DQN has a large input space, its convergence speed is slow. To improve the DQN algorithm, the asynchronous advantage actor-critic (A3C) algorithm is considered [21] . A3C is a strategy-based learning algorithm that uses an asynchronous gradient descent method to optimize deep neural network controllers. This approach speeds up the process of optimization and training. Multiple parallel roles-learning threads participate simultaneously, each running in an isolated environment and determining the cumulative loss to update the weight of a central deep neural network, which is shared by all threads.
An A3C-based DRL method with long-term memory was proposed [22] . The robot learned the representation of the global map from the sensory data and used this information to explore unknown environment. Two-dimensional and three-dimensional simulations were performed in a room with obstacles. The robot successfully explored the unknown environment by performing basic actions such as standing still, turning left or right, and moving forward. Comparing the random walk method without long-term memory and the A3C method, the authors found that the A3C method had a higher detection success rate.
An A3C network for robots to navigate in the urban search and rescue (USAR) environment was designed [23] . The network was trained to make the robot move (moving forward, moving backward, and turning). The whole navigation task was realized by the robot performing a series of original actions to reach the pre-defined target position. This method was successfully verified in different 3D simulations. Furthermore, DRL methods have been studied for crossing corridors [20] , rooms [22] , and USAR-like environments [23] . In these environments, the output of the DRL is a robotic motion command for bypassing an obstacle or reaching a specific location.
Through the above analysis, it can be seen that DRL has good performance in target search tasks. In order to solve the limitations of traditional target search methods, this paper combines the traditional frontier exploration method with DRL to enable an AUV to explore an unknown underwater environment autonomously. A new deep reinforcement learning network architecture is designed. This algorithm enables the AUV to learn from its own experience and to generate search strategies for various unknown environments. Experiments with AUV in unknown underwater environment with different layouts show that the proposed method can accomplish the target search task with a high success rate. At the same time, it can adapt to different environments. In addition, compared with other methods, the proposed algorithm can search the underwater environment with different obstacle distribution more quickly. Therefore, it has a higher search efficiency and reduced search time.
The main contributions of this paper are as follows. (1) The DRL algorithm is used for the AUV's target search task, and the dimensions can be reduced by iterative interaction with the environment. (2) A unique search method combines DRL with frontier exploration to enable the robot to learn from its own experience. (3) Compared with other search methods, the frontier search algorithm based on DRL can search more environments faster, which leads to a higher search efficiency and reduced search time.
The rest of the paper is structured as follows: In Section II, the architecture and algorithm implementation details are listed. In Section III, the proposed algorithm is simulated and experimentally tested, and the test results are analyzed and discussed. Finally, the conclusions and future work are given in Section IV.
II. ALGORITHM DESCRIPTION
In order to find the optimization strategy of target search in a complex dynamic environment, this paper divides the task into three parts: environment construction, search, and navigation. The framework is shown in Fig. 1. An environment model is used to construct a grid map of the AUV's search area. The search module uses the constructed grid map and sensor data to determine the leading edge position that needs to be searched. The edge position is sent to the navigation module, and the AUV calculates the navigation path from the current position to the leading edge position. A low-level controller implements the navigation strategy to control AUV navigation. Below we describe the three modules and their working processes in detail. 
A. ENVIRONMENTAL MODEL
To demonstrate and evaluate the performance of the proposed algorithm, a grid map is built for the search environment. The AUV acquires environmental information through sonar imaging. The sonar sensor receives echo intensity data with a probe and performs imaging processing. Some conventional optical image processing methods can be used to process sonar images to extract obstacle information. These methods include threshold segmentation, the opening operation, the closing operation, and rasterization [24] . Fig. 2 (a) shows a 256 grayscale image with a resolution of 500 × 500 pixels. The image is a sonar image taken at a depth of 3m in a channel connected to the lake. The large areas of light in the figure are the bottom and the bank of the river. The 10 bright spots arranged in symmetrical two rows are the bridge piers under the water. Firstly, the image is segmented by the Otsu method to obtain a binary image [25] . It can be seen in Fig. 2(b) that the background and target in the sonar image are clearly separated, and the basic shape of the underwater obstacle is displayed, but some noise spots are still left in the figure. Noise spots need to be further processed using morphological methods. Fig. 2(b) shows the opening operation by using the disk-shaped structural element of 3 × 3, and the result is shown in Fig. 2(c) . The speckle noise is effectively reduced. There are still some black holes in the area of the large obstacles in the picture, VOLUME 7, 2019 which need to be further eliminated by using the closing operation. Also, processed using the disk-shaped structural element of 3 × 3, the image following the closed operation is shown in Fig. 2(d) . Since the sonar sensor is mounted on the AUV and moves with it, the coordinate system of the sonar image is based on the AUV's body-fixed frame coordinates. In order to map the local obstacle information in the image to the global map, coordinate transformation is required; that is, the image based on the body-fixed coordinate is converted into the map coordinates. Fig. 2(e) shows the resulting image after coordinate conversion. The image is rasterized by the structural elements of 10×10 to obtain a raster map of 50×50. Each grid has two state values, ''occupied'' and ''open,'' representing the local environment information detected by sonar, as shown in Fig. 2(f) .
B. TARGET SEARCH
In this paper, the target search uses an A3C-based frontier exploration algorithm [26] , as shown in Fig.3 . The algorithm shown in Fig. 3 consists of the following three parts. 1) Input: The input to the network includes the occupied grid, the location of all possible boundaries, and the location of the AUV. Each input is represented by an array of 64 × 64.
Scaling the network input dimension requires two steps. Firstly, we divide the cells of the grid into 10 × 10 regions, remove redundant units, and to down scale the grid without losing useful information. For each zone, the total number of cells in each class (open, occupied, and unknown) is multiplied by their corresponding weight (ω open , ω occupied , and ω unknown ). Then, we define the category of the area as the weighted and largest cell category. In the second step, the input dimensions required for the raster to use the nearest neighbor scaling adjustment are reduced.
For the boundary location, all possible boundaries are determined by extracting the open and unknown elements from the grid and placing them into two different layers. The unknown cell layer is then expanded to overlap the open cell layer. The boundary is determined by performing elemental intelligent operations between the two layers. Finally, k-means is used to group the boundaries together to represent a single location, and each location represents a single boundary.
2) Structure: The network structure system contains multiple convolution layers. After each convolution operation, an exponential linear (ELU) activation function is used. A skip architecture is used to preserve the details of the input state of the earlier depths of the network [27] . In addition, a long short-term memory (LSTM) unit is used to ensure that the network considers the state characteristics of the robot at the same time, thus ensuring that the robot makes better decisions [28] .
The output of the LSTM unit is used directly by the actor layer and the critic layer. A single parameter representing the weight ω output ∈ (0, 1) is obtained from the actor layer. We use ω output in the filter layer to evaluate the cost of each leading edge position in the cost function. This cost is based on the distance d from the current position of the AUV to each boundary position, and the potential information gain g at the boundary position. These information gains are determined by the number of unknown cells around the boundary location in the grid map. The total cost function is expressed as follows [29] :
whered andḡ are the normalized distance and information gain of a leading edge position. Once all boundary position costs have been determined, the AUV selects the lowest cost location for navigation.
3) Objective function: The goal is to maximize the total information gain obtained by the AUV along the navigation path [30] :
where N is the total number of AUVs that can navigate to the leading boundary area in a search scenario. For step i, i ∈ N , the AUV moves a distance d i to get the information gain of g i . D h is the distance horizon determined by the size of the environment, that is, by defining a total motion distance as the common scale for comparing each environment.
To train the A3C network, We used an AMD Ryzen Threadripper 1950x CPU for the training process. A 3-D sensory information was used to explore cluttered environment. For grouping regions of the 2-D occupancy grid, the weights of 0.08, 0.9 and 0.02 were used for ω open , ω occupied , and ω unknown , respectively. These weights were found through trial and error to be the best in preserving the useful information of the occupancy grid. Ten threads were utilized for training our A3C network. An additional thread was used for monitoring the progress of the training. Herein, a single AUV deployed in a unique randomly generated cluttered environment. The AUV's starting location within each environment was also random. This was done to avoid overfitting to a single environment. Fig. 4 shows an example of an unknown environment being explored. In Fig. 4 , the grey polygons represent obstacles; The yellow dots indicate AUV; The yellow line segment represents the AUV search trajectory. An episode, on average, took 2 minutes to complete. Overall, our model took 153 hours to train.
C. AUV NAVIGATION
In order to find the optimal strategy for navigating in a complex dynamic environment, the navigation task is divided into two subtasks: local avoidance and global navigation. The local avoidance keeps the AUV away from obstacles, and the global navigation pushes the AUV forward. In the AUV navigation, the two subtasks are solved by an avoidance module and a navigation module. An operation scheduler is introduced to complete the operations. This approach is similar to the selection framework in hierarchical reinforcement learning. Fig. 5 shows the basic structure of the AVL navigation implemented by the DRL method. 
1) OBSTACLE AVOIDANCE MODULE
In this paper, the AUV uses DRL and a dual-stream Q-network to avoid obstacles. By setting a negative reward for collision, we pursue a strategy to maximize the total reward. The Q-learning algorithm [31] is an important breakthrough in reinforcement learning in estimating future total discounted returns (also known as returns). The returned form is R t = T t =t γ t −t r t , where γ ∈ [0, 1] is the discount factor, and T is the time step at the end of the MDP. The function π that maps the state operation pair to the estimated expected return after the policy is the named behavior value function or the Q-function. This is defined as Q π (s, a) = E[R t |s t = s, a t = a]. By defining the optimal Q-function Q * (s, a) as the maximum benefit expected to follow any strategy. When in state s, the action a is performed, i.e., Q * (s, a) = max π E[R t |s t = s, a t = a]. The optimal action value function validates the Bellman optimality equation: Q * (s, a) = E[r + γ max a Q * (s , a )|s, a] . Then, the Q-function can be estimated using the following equation as an iterative update:
The training process of the dual stream Q-network follows the DQL algorithm in [32] using two main techniques. The first is to experience replay [33] . The proxy conversion experience e = (s t , a t , r t , s t+1 ) for each step is stored in the playback buffer D = (e 1 , . . . , e N ) . The network weights are updated using a small batch of experience that is evenly sampled from the replay buffer. This greatly reduces the correlation between successive samples, making the learning process smooth and improving the efficiency of the data. The second technique is dual-stream Q-learning. This method breaks the feedback resulting from updating toward the target generated by itself, which further eliminates the potential oscillation and divergence of the network weight.
We update the weight of the primary network when training iteration i by minimizing the loss function
where a ) ) is the separation target networkQ parameter θ − of the update target.
Updates are performed by gradient descent [34] 
where α is the learning rate. Instead of calculating the exact expectation of the entire replay buffer, we calculate the expected experience with the sampled lot and use a small batch gradient. The target network is slowly synchronized with its weight by a small update coefficient τ in each iteration.
In order to ensure a continuous search, the action adopts two greedy choice strategies: one is to randomly select one action according to probability , and the other one is to select the action with the best action value according to probability 1 − . After sufficient training, the learning Q-function obtained by the dual-stream Q-network approximation finally converges near the optimal Q-function. Then, the evasive control strategy is only greedy to learn the behavioral value function π θ (s) = arg max a Q θ (s, a). AUVs equipped with such pre-trained obstacle avoidance modules will be able to avoid moving obstacles.
2) NAVIGATION MODEL
The navigation module provides a final strategy for solving major problems through online learning. The navigation module is based on the DQL algorithm [35] . As shown in Fig. 3 , the online portion has two inputs: (1) the VOLUME 7, 2019 two-dimensional relative coordinate vector of the target; and (2) the spatial and temporal information of the surrounding environment. Through these inputs, the online portion of the navigation module can obtain local obstacle information and global navigation information. Rewards from the test environment (indicating conflicts, arrivals, and time consumption) can be immediately fed back to improve the strategy. We use another fully connected neural network to approximate the behavioral value function of online learning. The relative coordinates of function φ and the connection in the online learning network are taken as inputs [36] . We set a positive reward for reaching the destination, a negative reward for a collision, and a small time penalty at each step. The training process uses the DQL algorithm. We also use online experience training and dual-stream Q-learning. However, we use behavior choices different from those implemented in the dual-steam Q-network training method. Here, we designed an action scheduler from three operations instead of from a greedy behavior value function.
3) ACTION SCHEDULER
The action scheduler is designed to effectively explore and accelerate the online portion of the navigation module [37] . Action scheduling first uses the strategies learned from the avoidance module and the offline portion of the navigation module to accumulate sufficient high-quality training experience in the playback buffer. Over time, the scheduler gradually shifts from static learning strategies to online learning strategies. Online exploration and optimization continue until a stable strategy is achieved.
Before interacting with the new environment, the online part of the strategy is random because the online network is not pre-trained. Stochastic strategy learning is a typical method used in classical reinforcement learning. Since the online section can get local barriers and global destination information, after a sufficient training iteration, a good strategy will eventually be found. However, in a complex environment layout, AUVs have a hard time finding destinations and getting positive rewards because almost all experiences are about collisions. Therefore, the training progress is very slow, and the performance at the beginning of the test is not satisfactory.
Fortunately, we have two pre-trained modules, where the operational alternatives correspond to the best practices to avoid obstacles and directly approach the destination. Although these two independent strategies do not solve the main tasks, we develop a simple switching method based on real-time collision risk, combining two strategies into one heuristic strategy. Among all the obstacles perceived by the AUV, the closest and fastest obstacle is the biggest threat; therefore, we combine the relative position and relative speed to assess the risk of a collision. η is defined as a real-time risk factor [38] 
where κ ∈ [0, 1] is a parameter indicating sensitivity to relative speed. Obviously, a larger collision η represents a greater risk. Based on the risk factor, we define a switching threshold λ and give a switching strategy
where action_a and action_n avoidance are the obstacle and navigation operation schemes, respectively. If the risk factor exceeds the switching threshold λ, the AUV takes an obstacle avoidance operation; otherwise, a navigation operation is taken. Obviously, the performance of this simple switching strategy depends to a large extent on the switching threshold. To ensure a smooth switch, we introduce a self-decay probability ϕ. At each step, the AUV explores heuristics with probabilistic follow-up strategies and uses probability (1 − ϕ)(1 − ε) for online learning strategies. In addition, to further improve performance, we still retain a small probability of random exploration. ϕ starts at 1 and decays at each step until it reaches zero [39] . At the early days, most of the behaviors performed were from heuristic strategies, and the online part learned from these experiences how to quickly avoid obstacles and approach destinations. At the later stages, the online part takes over and implements its own strategy and continues to optimize performance. The workflow of the online learning method is shown in Algorithm 1.
III. EXPERIMENTS AND RESULTS
In order to study the performance of the proposed algorithm in the unknown environment, we conducted three sets of experiments: (1) performance testing of the front-end search method based on DRL in different environments; (2) the frontier search method of DRL is compared with three other frontier search technologies; and (3) we apply the proposed algorithm to an AUV experiment in a real pool environment. The parameter settings of the experiment are shown in Table 1 . In order to verify the feasibility and effectiveness of the proposed algorithm, our network models are built with Turtlebot Stage. The simulated environment runs on an AMD Ryzen Threadripper 1950x CPU. All the following trainings and tests are performed on this platform.
A. PERFORMANCE TESTING
This section will examine the performance of the algorithm on a target search task with a single AUV and with multiple AUVs, in the environment where different obstacles are distributed. The experimental environment includes static environment and dynamic environment. In a static environment, randomly distributed obstacles are stationary. Some obstacles in the dynamic environment move at a speed of 0.2m/s.
1) SINGLE AUV TARGET SEARCH
The basic test of the proposed algorithm is presented in this section. A single AUV searches for multiple unknown dynamic targets. The simulation experiment assumes that there is one AUV in the search area, two unknown dynamic targets. In an unknown underwater environment, AUVs, targets, and obstacles are randomly distributed. The AUV searches for random moving targets in the underwater environment. When the target enters the AUV's observation range, the target is discovered. If not all targets are found, the AUV will continue to search for the remaining targets. When all targets are found, AUVs shared the target information with others, the search task ends. The output of simulation results is shown in Fig. 6 . The initial position distribution of the AUV, dynamic targets, and obstacles is shown in Fig. 6(a) . The AUV's search uses a frontier exploration approach based on DRL. According to the principle of the algorithm, the environment map is built. Then, the A3C-based frontier exploration algorithm determines the unsearched boundary for the AUV. Finally, the motion path is planned for the AUV according to the DRL and the dual-stream Q-learning method. This search method is consistent with the probability that the target appears in the unsearched area. Fig. 6(b) shows the process through which target T1 is found. The orange line represents the trajectory of the AUV, and the red dashed line represents the trajectory of the target. The AUV continues to search because there are still targets in the search area that have not been discovered. When the random motion target T2 is found, all the targets in the search area are found, and thus, the search task ends. Fig. 6(c) shows the search trajectory involved in finding target T2. As can be seen in Fig. 6 , the AUV can quickly detect randomly moving targets in unknown underwater environment.
2) MULTI-AUV TARGET SEARCH
When searching a wide underwater environment, more than one AUV is often involved. Multi-AUV system adopts distributed structure. This section will simulate multiple AUVs searching for unknown dynamic targets, and we examine the cooperative performance of the aforementioned algorithms. Fig. 7 shows the output of simulation results. Fig. 7(a) shows the initial state of the search task. The AUVs and the targets are randomly distributed in the area, and the gray areas in the figure represent obstacles of various shapes. The targets move randomly before being discovered, and the target is searched for according to the frontier exploration method based on DRL. Fig. 7(b) shows the full path of the search. The orange line represents the trajectory of the AUV, and the red dashed line represents the trajectory of the target. It can be seen from the figure that targets T1 and T2 are found by AUVR1; targets T3 and T4 are found by AUVR4; and target T5 is found by AUVR3. We find that by teaching the AUVs to search in different directions, the search scope is increased and conflict is reduced. Although AUVR2 did not find a target, if there was a fault in other AUV, it could take over the search. It can be seen from the simulation results that the proposed algorithm can realize the search of unknown targets by multiple AUVs.
Dynamic obstacles often exist in underwater environment due to currents. AUVs not only need to automatically avoid static obstacles but also need to avoid dynamic obstacles. Based on DRL and the dual-stream Q-learning algorithm, static and dynamic obstacles are avoided by introducing collision risk factors. Fig. 8 shows a simulation of AUVs avoiding static and dynamic obstacles during the search process. It can be seen that when dynamic obstacles appear in an AUV's search path, the proposed algorithm can guide the AUV to pass the obstacle and avoid a collision.
B. DISCUSSION
To investigate the performance of the proposed algorithm, this section compares different algorithms used in target search tasks. We chose three search algorithms based on cost, utility, and strategy. These technologies are based on the following search strategies [40] , [41] . 1) Cost-based search strategy: This method always selects the nearest boundary during the search process.
2) Utility-based search strategy: This method selects the leading edge position with the greatest potential information gain for searching.
3) Policy-based search algorithm: For this method, the strategy followed by the robot is a pre-defined set of exploration rules. Starting from the forward direction of the robot, the first boundary in the clockwise direction is selected for searching. If there is no such boundary, a boundary is randomly selected for searching.
In this comparative study, all algorithms performed dynamic target searches in 10 different obstacles distribution scenarios. In each scenario, the algorithm performs 20 simulations with random distributions of initial positions. The performance of each algorithm is measured by evaluating the search success rate and the average number of motion steps. Fig. 9 shows the search success rates for four different algorithms. Fig. 10 shows the average number of search steps for the four different algorithms. As can be seen from the figure, the proposed algorithm has a higher search success rate and fewer average search steps than the other algorithms. Furthermore, its stability and high performance across all 10 environments highlight its generalization ability.
Remark: The successful search rate is the ratio of the number of search tasks completed to the total number of simulations.
The reason for the optimal performance of the proposed algorithm in the comparison results is analyzed.
1) Compared with the other three algorithms, the proposed algorithm has not only the ability to learn but also the ability to learn faster.
2) Learning from features rather than raw input is another important factor in achieving good performance.
3) The time-space combination feature extracted by the obstacle avoidance module significantly reduces the local information dimension of the online training, thereby improving the training speed.
To further discuss the performance of the proposed algorithm, we compare it with traditional target search methods, such as genetic algorithm (GA), Particle Swarm Optimization algorithm (PSO). In the comparison simulation, two AUVs search one target. The initial position distribution of the AUVs and the target are randomly distributed. The search area is 500 m 2 . Table 2 lists the search time and the search distance of the three algorithms. From the results, the performance of the proposed algorithm is significantly better than the two other algorithms. Analyze the reason:
(1) The proposed algorithm can automatically learn and integrate feature learning into the process of model establishment, so as to reduce the incompleteness caused by artificial design of features. At the same time, the proposed algorithm can effectively scale the data. In addition, the proposed algorithm can transfer learning and make the pre-training network suitable for different environments in the same field. Therefore, the performance of the proposed algorithm is the best.
(2) The ability of the GA to explore new space is limited and easy to converge to local optimal solution. The GA involves a large number of individual calculation, calculation time is long. The GA are difficult to deal with and optimize problems with high dimensions. So the search time and distance of the GA is the longest.
(3) PSO algorithm is prone to premature convergence (especially in complex multi-peak search) and poor local optimization ability. When diversity is lost in search space, PSO algorithm will fall into local minimum.
C. EXPERIMENT
We test the performance of the proposed algorithm in a real pool environment, using the Neptune-1 AUV model (see Fig. 11 ). The model is based on a remote submarine produced by Thunder-Tiger. We made it an AUV by adding a positioning module and rebuilding the remote-control system. The AUV thruster has a speed of 2 knots or 1.08kN. Since underwater acoustic communication is not yet mature, this experiment is carried out on the water's surface. The AUVs communicate using WiFi wireless communication. We note that in real experiment, the effects of currents are inevitable. To overcome the influence of currents, we use VOLUME 7, 2019 the velocity synthesis method proposed in [42] and [43] . Velocity synthesis accomplished by the dynamic control unit of the AUV, but this is not the focus of the present paper.
The AUV position information is obtained through the water surface control platform, and the search track of AUV is plotted. Fig. 12 shows the target search experiment done by the Neptune-1 AUV in the 10m×20m pool without obstacles. At the beginning of the experiment, the two AUVs searched in different directions to avoid overlapping search areas. Next, AUV searches the target according to the proposed deep learning algorithm. Finally, two AUVs completed a search for a target, and the search path is similar to the path obtained in our simulations. Therefore, the effectiveness of the method is verified by these experiment. . 13 shows the target search experiment by the AUV in the 10m × 20m pool with obstacle. We put an ROV into the pool as an obstacle. The two AUVs complete the search for a target, and the search path is shown in Fig. 13 . Experiments show that this method is effective for target search in obstacle pool. 
IV. CONCLUSION
In order to create an efficient search strategy for AUVs, this paper proposes a search method that combines DRL with frontier exploration. This method constructs an A3C network framework for the traditional frontier search method and applies the dual-stream Q-learning algorithm to generate a navigation route suitable for frontier search. Through a series of simulations and experiment, the proposed algorithm can control the AUV to effectively explore unknown environment and avoid obstacles. A comparative study with traditional search algorithms shows that the proposed method can explore more environments and has a higher statistical mean objective function value. In addition, the search performance in a moving obstacle environment is significantly improved. In future work, we will consider using hierarchical reinforcement learning structures and deterministic strategy gradient algorithms to improve our methods and solve real-world dynamic complex environment search problems, such as target search in a 3D currents environment. In addition, in order to further improve search efficiency, we will consider the task assignments of multiple AUVs. 
