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Souhlaśım se zap̊ujčováńım práce.
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Abstract: In the present work we are studying the Higgs boson decay into two photons with an emphasis on the
use of various techniques used for the Feynman diagram calculations. In the first part we thoroughly evaluate
the contribution of top quark and W -boson loop in various way. Then we consider the QCD corrections to quark
masses and electromagnetic interaction. In next chapters we evaluate the QCD corrections to the top quark
loop in detail - firstly by the expansion in a small Higgs mass and then exactly using the integration-by-parts
identities and differential equations. Finally we make an overview of other results found in the literature.




According to the present state of our knowledge, there are four forces acting between constituents of matter - the
electromagnetic force, weak (nuclear) force, strong (nuclear) force and the gravitational force. The former two
are described in a unified manner by the Glashow-Weinberg-Salam (GWS) model [24, 57, 49] and the strong
force is described by the Quantum Chromodynamics [25, 47]. On the other hand, the gravitational force is
described by the General Theory of Relativity, which has by now resisted attempts to be quantized.
The GWS model is Yang-Mills theory with SU(2)× U(1) gauge group (corresponding to weak isospin and
weak hypercharge) spontaneously broken down to the U(1) subgroup (electromagnetic gauge group) by the
Higgs mechanism. As a result, the gauge bosons together with matter fields which were originaly massless
become massive (except for photon) and one physical scalar field is left corresponding to a spinless particle
called the Higgs boson. Higgs boson is the only particle in the GWS model that has not been detected yet.
Most of the Higgs boson properties are fixed by the structure of GWS model, like the vacuum expectation
value of the Higgs field or its coupling to fermions and gauge bosons. However, the mass of Higgs boson (together
with self-couplings which depend on it) is left unspecified. There are theoretical upper bounds on Higgs mass
coming from unitarity or requirement of applicability of perturbation theory with results of order 1 TeV.
The main decay mode of Higgs boson depends strongly on its mass. The region of masses mW < mH < 2mW
is usually called the intermediate mass region and regions above and below are called low-mass and high-mass
regions. In the high-mass region the dominant decay is into W+W−, ZZ or tt pairs. The branching ratios in
the range 100− 200 GeV are shown in figure ??
In the present work we will study the decay rate of Higgs boson to two photons H → γγ. Although this
process is very rare compared to the other decay modes of the Higgs boson (with branching ratio around 10−3),
it has clear signature and it is one of the most promising detection channels in the intermediate mass range. The
γγ mode will also allow precise measurement of Higgs mass and is sensitive to “new physics”. For instance, since
the coupling of the Higgs boson to fermions whose masses are generated by Higgs mechanism is proportional to
their masses, the decoupling theorem does not hold and heavy charged fermions do not decouple, so that they
can give an important contribution to the γγ decay width.
We will illustrate some methods used to calculate contributions to the decay rate H → γγ. The text is
organized as follows: chapter 2 is devoted to one-loop calculations. It starts with a “textbook” calculation
of charged fermion loop within the dimensional regularization. Since even in this simplest calculation we
encounter infinities, calculation performed using the Pauli-Villars regularization follows to show a different
way which however leads to the same result. Next section shows use of dispersion relations and analyticity
properties to calculate the same amplitude. Finally, we calculate the amplitude in a “modern” way used later
in two-loop calculation which consists of reduction of integrals to scalar amplitudes, using equations following
from integration-by-parts identities to reduce number of independent integrals, and finally using differential
equations to solve remaining integrals. Last part of chapter 2 gives results for one-loop amplitude for decay
through the W-boson loop in unitary gauge and prepares ground for the two-loop calculations.
The next chapter shows calculation of QCD corrections to the fermion loop as an expansion in small Higgs
mass and the following chapter shows how to calculate the two-loop amplitude exactly. Then we briefly review
other computations appearing in the current literature on the subject.
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Figure 1.1: Higgs boson decay branching ratios, taken from the Particle Data Group
Chapter 2
Various one-loop calculations
2.1 Kinematics of H → γγ and the general structure of invariant
amplitude
Decaying Higgs boson is a massive spinless particle with spin 0 while the decay products are spin-1 massless
photons. Since there is no preferred direction in the Higgs boson rest frame and momentum is conserved in the
decay, produced photons propagate in opposite direction and their angular distribution is isotropic. Each photon
is carrying half of the initial Higgs boson energy after the decay. Moreover, angular momentum conservation
forces photons to have the same helicity. The only thing left that we can predict is the dependence of decay











where M is the so-called invariant amplitude which contains all information about the specific process and is a
Lorentz scalar, K is a combinatorial factor which is equal to 12 for two final state photons, and the remaining
quantities have standard meaning. Since in our case the invariant amplitude is only a function of scalars (masses





It remains to evaluate the invariant amplitude M .
Let pµ1 and p
µ
2 be four-momenta of outgoing photons and P
µ = pµ1 + p
µ
2 the four-momentum of the incoming
scalar Higgs particle. From the standard rules for constructing the invariant amplitude (LSZ formula), we
expect it to be the Lorentz scalar depending linearly on two photon polarization vectors ε1 and ε2, i.e.





The vectors p1, p2 and P satisfy the on-mass-shell conditions p21 = 0, p
2
2 = 0 and P
2 = (p1 + p2)2 = m2H , where
mH denotes the Higgs boson mass. The tensor Mµν must satisfy several relations, including the Ward identity




Mµν(p1, p2)pν2 = 0
and also the symmetry relation (which follows from the fact that photons are bosons)
Mµν(p1, p2) = Mνµ(p2, p1)
Writing the general tensor form of Mµν as






















Figure 2.1: One loop fermion contribution to the amplitude
where the coefficients are scalar functions of invariants (in our case this is mH together with masses of various
particles which “mediate” the interaction), and using Ward identities, we obtain









Note that not only the whole invariant amplitude but also the separate contributions from classes of graphs
which are gauge invariant have this form. This remains true order by order when expanding invariant amplitude
in powers of coupling constant, Planck constant (when expansion is done in the number of loops), or external
momenta. Note that the formula (2.2) is valid only for on-shell photons and Higgs boson; we would get more
complicated relations if we were interested in an amplitude for the off-shell particles. The coefficient F is zero
for parity-conserving theories, which is our case of QED and QCD.
In the following, it will be useful to know the projections on the scalar amplitudes, that is, expressions for
scalar coefficients in terms of Mµν . These are
A =























Here d is the dimension of space-time, writing it in this generality will be useful later. Note that we cannot
write projection operators on D or E if we impose the condition p21 = p
2
2 = 0.




2.2 Direct evaluation of fermion loop
In this section we will evaluate the contribution of charged massive fermion loop to the amplitude directly
according to the cook recipe described in QFT textbooks, for example [46]. According to the discussion at the
end of previous section, we expect contribution from fermion loop to be in the form (2.2). Feynman diagram
representing fermion contribution to the amplitude is shown in figure 2.1.











/k − /p1 +m
(k − p1)2 −m2 + iε
γµ
/k +m
k2 −m2 + iε
γν
/k + /p2 +m
(k + p2)2 −m2 + iε
]
(2.3)
where m is the mass of circulating fermion and Q is its charge in units of positron charge. There are two
Feynman diagrams contributing, differing in the direction of loop fermion charge flow (or, which is the same,
in attachment of external photon lines). However, as can be shown using the γ matrix reversal property (A.2),
both diagrams give the same contribution, which is the reason for including the factor of 2. Other way to see
this is from the fact that the two amplitudes are related to each other by the exchange of p1 and p2 and µ and
ν. But as seen from (2.2) this does not affect the scalar amplitudes. Factor (−1) comes from the fermion loop
and i3 from fermion propagators. We are not summing over fermions or over colours in the case of quarks yet!
In the first step we simplify the numerator of this expression using the properties of γ matrices (see Section
A.2). The result is:
Tr
[



















Note that we left the value of Tr1, which is 4 in four-dimensional space-time, formally unspecified until later,
to illustrate that the way of its extension to d dimensions is unimportant.
Next we use the Feynman parametrization to combine the denominators of equation (2.3) into a power of
quadratic function in the loop momenta k. To do this, we use the formula (B.12) with the result (from now on
we will not write explicitly the iε term which always occurs in the combination m2 − iε and which gives the
correct boundary conditions for propagators):
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[l2 −m2 − (xp1 − yp2)2]3
(2.5)
where l = k − xp1 + yp2.
Now we need to express the numerator using a new variable l instead of loop momentum k. After some
algebraic manipulations we arrive at
Tr
[
(/k − /p1 +m)γµ(/k +m)γν(/k + /p2 +m)
]
=
m · Tr1[4lµlν − l2gµν + gµν
[





2 + (4x− 2)lνp
µ








2(2x+ 2y − 4xy − 1) + pν1p
µ
2 (1− 4xy)] (2.6)
We can check that it has the symmetry pµ1 ↔ pν2 , x ↔ y except for terms that are linear in l and thus give no
contribution after integration over l. Now we perform the integration over the shifted loop momentum l. The







with a representing a dummy scalar variables. But this formula is valid only if the left hand side is finite
for every µ, ν. If we do the naive calculation dropping the quadratic part, we arrive at amplitude which does
not have the correct tensor structure (2.2). The reason for this is the fact that we are dealing with formally
divergent integrals. We cannot use the formula (2.7) with d = 4, because the integral does not converge for this
value of d. To proceed, we need to regularize integral somehow, to give it a correct mathematical meaning. In
this section (nd in the rest of the text if not otherwise stated), we will use the dimensional regularization. This
is now a standard regularization method for Feynman diagram calculations, because it is relatively simple to
handle and it preserves important symmetries like those that we used to derive (2.2). Calculating in dimensional
regularization amounts to formally extending the parameter d to the neighbourhood of d = 4 in the complex
plane and looking at the behavior of amplitudes at d = 4 only at the end of calculations. Divergent integrals
manifest themselves as poles in d− 4 and if this happens, we will need to use the renormalization procedure, as
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will be seen later. But in this simple one-loop calculation the divergences will cancel, leaving a nonzero finite
amplitude with the correct form (2.2).
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gµν(m2 + (2xy − 1)p1 · p2)
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2 − 2x) + pµ2pν2(4y2 − 2y)
]














2(2x+ 2y − 4xy − 1) + pν1p
µ
2 (1− 4xy)]
[l2 −m2 − (xp1 − yp2)2]3
(2.8)
where we have shifted the integration variable k to l = k − xp1 + yp2 and dropped the terms linear in l (which
give zero contribution as can be seen by the substitution l→ −l). To continue, we use the formula (B.13) along

































Many people like to expand it, which gives Euler-Mascheroni constant and other transcendental numbers. We
will not do so, because it merely multiplies the result of every loop integration (as will be clearly seen in the
Section 2.4) and is equal to 1 for ε = 0. This means that whenever the sum of diagrams (including counter-
terms) gives a convergent quantity, inclusion of N makes no difference. Moreover, appearance of N depends on
convention used to define the d-dimensional integrals. We can modify the integration measure
ddk
(2π)d
by multiplying it by a factor which is equal to 1 for ε = 0 and differs in the neighbourhood of ε = 0, and there
are choices where this compensates the N factor. We may even include an arbitrary mass scale µ which will





but again, this is merely a convention and such inclusion
of a scale µ is as artificial as leaving N with (m2)−ε. The inclusion of a scale µ is useful when using various
modifications of the dimensional renormalization, like the minimal subtraction. But in this work we will use
the “physical” on-mass-shell renormalization scheme, so we can use N (without any redefinitions of measure).
We see that both integrals that we need are finite (they do not have a pole in ε), so we can put ε = 0. For
two-loop calculations however, we will need also the O(ε) terms. This will be considered in Section 2.4 and in
Section C.2.



















































































mTr1gµν(m2 + (2xy − 1)p1 · p2)











mTr1(4xy − 1)gµνp1 · p2
2 (m2 − 2xyp1 · p2)
(2.10)
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2 (m2 − 2xyp1 · p2)
(2.11)
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m2 − 2xyp1 · p2
= −Af
(2.12)
where the subscript of Af denotes the contribution of the fermion loop.























































































1− 1z − 1√
1− 1z + 1
is the variable which is very useful for expressing results (as we will see later) - see also Appendix B.1.2. For the
definition of harmonic polylogarithms (which can be expressed in terms of elementary functions in this one-loop
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Figure 2.2: Contribution of top quark loop to the invariant amplitude















Figure 2.3: Comparison of bottom quark and top quark contribution to the invariant amplitude
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case), see Appendix B.1.5. We used relations (A.1) to write the scalar amplitude in a form that exactly matches
the result given in [35].
The dependence of the top quark contribution to the invariant amplitude is shown in the Figure 2.2. We
can clearly see that the amplitude is real below the 2mt threshold and that even for massless Higgs boson the
amplitude is nonzero (there is no decoupling - the Higgs boson “feels” all particles which have masses generated
by the Higgs mechanism, no matter how heavy they happen to be!). Both real and imaginary parts approach
zero for mH →∞. Figure 2.3 compares the bottom and top quark contribution to the invariant amplitude. We
see that the contribution of bottom quark loop to the process H → γγ for Higgs boson masses far from the 2mb
threshold is only small. Even in the region of bottom quark masses around the threshold 2mb the contribution
of bottom quark is smaller then the top quark contribution.
2.2.1 Pauli-Villars (invariant) regularization
As we have seen in the last section, the divergences are encountered even in the lowest order calculation. Since
there is no direct coupling of Higgs boson to the electromagnetic field in the Standard Model (because photon
is massless and also because of electromagnetic gauge invariance), the decay H → γγ cannot take place at the
tree level. But this in turn means (since the GWS model is renormalizable) that there are no coupling constants
which could absorb the possible divergent quantities resulting from the loop integration, so we must obtain
a finite result for the one-loop integral independently of the choice of the regularization - there is no need to
redefine any couplings at the one loop level. This was demonstrated in the previous section on the example of
the dimensional regularization.
Since the dimensional regularization used in the previous section may at first sight seem artificial, it is useful
to demonstrate the calculation with another regularization to see if they indeed give the same result. We have
seen that the only scalar amplitude that contained a potential divergence was A. Now the electromagnetic gauge
invariance of the amplitude gives a constraint on the scalar amplitudes that can be written as A = −C, and we
know that C was given by a convergent integral. From this fact and the results of the previous paragraph it
follows that any regularization which does not break the electromagnetic gauge invariance and which does not
modify the values of convergent integrals must give the same (finite) result for A (equal to −C).
Pauli-Villars regularization [45] is based on the observation that if we add to a loop integral a combination
of integrals of the same form but with a heavy fermion circulating in the loop (which would formally vanish
in the limit of infinite mass if the integral was convergent), it will under certain conditions give a convergent
integral (which may diverge again if we take the limit of large mass and the original integral was divergent).
There is a little problem in our case since the fermion masses are generated by the Higgs mechanism, so the
coupling of the Higgs boson is proportional to its mass. In order to use the Pauli-Villars procedure, we must
consider this coupling as a constant which we do not modify. We can imagine calculating the contribution of loop
with arbitrary scalar-fermion coupling constant and at the end substituting the specific value of coupling coming
from the Higgs mechanism. On the other hand, the result of evaluating trace of three fermion propagators was
proportional to the fermion mass (since this is a trace of odd number of γ matrices), and this factor must be
modified for the procedure to make sense.













4lµlν − l2gµν + gµν(m2 − 2xyp1p2) + gµνp1p2(4xy − 1))
]
[l2 −m2 + 2xyp1p2]3
We have written the numerator of integrand in a form such that the last term gives what we would expect from
the electromagnetic gauge invariance. We would like to show that all other terms give zero. In the calculation















so both contributions indeed cancelled themselves and we obtained gauge invariant result.
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Let us now consider the Pauli-Villars regularization. We can put d = 4 since we will work in 4 dimensions.











with masses mi, i ≥ 1 that will be sent to infinity later. We will fix constants mi and Ci later after we find
the conditions that must be satisfied in order to get a finite result. If we had an absolutly convergent integral,










convergent, we impose the condition ∑
i
Cimi = 0























We see that the integral becomes finite and gives a correct contribution after imposing only one condition,∑
i
Cimi = 0.







The value of convergent integrals having a lower power of m in numerator than m3 (counting also the overall
mass factor coming from the trace) is not changed in the limit Λ → ∞, so we obtain exactly the same result
as before. As explained earlier, this is due to the preservation of the electromagnetic gauge invariance by both
regularizations. Values given to divergent integrals were different in both methods, but that is fine, since the
values of these integrals by themselves have no physical meaning.
2.3 Evaluation of fermion loop using the dispersion relations
There is another method of evaluating the matrix element (2.3) based on analyticity properties and the so-
called dispersion relations (for more details see [9, 30, 43, 46]). This method uses the fact that in some cases
the evaluation of the imaginary part of invariant amplitude can be easier than evaluation of its real part. If we
know in addition analytic properties of the invariant amplitude like the positions of cuts and poles and if the
function decreases fast enough at infinity, the real part can be reconstructed from the imaginary part using the
Cauchy’s integral formula and we get the same analytic results as if we evaluated loop integrals using methods
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p1 + p2
k
k − p1 k + p2
p1 p2
Figure 2.4: Fermion loop with cut propagators
of the previous section. Moreover, if we use this method for the one-loop integrals like the one we are dealing
with, we do not encounter any infinities, because in the present case the two propagators are replaced by the
delta functions and the remaining integrals are convergent (the possibly divergent quantities usually occur only
as an infinite additive coefficients of a polynomial if the diagram was not convergent).
According to the Cutkosky’s rules (for the simplest form of them see [46]), in order to get the discontinuity
of amplitude Mµν defined as
Disc Mµν(z) ≡Mµν(z + iε)−Mµν(z − iε) = 2i=Mµν(z + iε)
we must perform the cut as illustrated in Figure 2.4, This amounts to doing the substitutions
1
(k − p1)2 −m2 + iε
→ −2πiδ((k − p1)2 −m2)
1
(k + p2)2 −m2 + iε
→ −2πiδ((k + p2)2 −m2)
in the original integral (2.3). It is usually said that we “put the virtual fermion on the mass-shell”. After doing
these substitution, we obtain instead of the original amplitude Mµν the discontinuity of its imaginary part along
the cut. To continue the evaluation of the integral, it is useful to choose a specific Lorentz frame in which the
integrals become simpler. This is where the main drawback of this method shows up, which is a bit cumbersome
integration over the remaining loop variables.
We choose the coordinates to be
p1 = (p, 0, 0, p)
p2 = (p, 0, 0,−p)
P = p1 + p2 = (mH = 2p,~0)
Q = p1 − p2 = (0, 0, 0, 2p = mH)
k = (k0,~k)




Note that Pµ is timelike and Qµ is spacelike. This will let us avoid some calculations. In order to satisfy the







δ((k − p1)2 −m2)δ((k + p2)2 −m2)



















































and θ is the angle between ~l and ~p2:
~l · ~p2 = |~l||~p2| cos θ
These formulae remain valid even if the integrand contains any function of k, but we must express the vector k
by means of vector l = k − p2 and apply the restrictions on l0 and |~l|. Now we express the denominator of the
fermion propagator in our coordinate system:








cos θ − 1
]
We have all ingredients to evaluate all three tensor integrals that we need. We denote





(−2πi)δ((k − p1)2 −m2)(−2πi)δ((k + p2)2 −m2)
{1, kµ, kµkν}
k2 −m2































See how the variable u popped up. To calculate the vector integral Jµ, we calculate its scalar projections JµPµ


















































Resulting Jµ is proportional to Qµ, the result which could be expected. The integrand of Jµ as a Lorentz vector
is spacelike for every value of kµ allowed by the delta functions. It follows that also Jµ is spacelike and thus
proportional to Qµ. Jµ also changes a sign when the role of pµ1 and p
µ
2 is exchanged, which we expected from
the structure of the trace and the symmetry properties of Mµν .
2.3. EVALUATION OF FERMION LOOP USING THE DISPERSION RELATIONS 21
Let us proceed with Jµν . From the transformation properties under the Lorentz transformations, and since
we have only two linearly independent four-vectors, Pµ and Qµ, we can write
Jµν = C(p1 · p2)gµν +DQµQν + EPµP ν + F (PµQν +QµPµ) +G(PµQν −QµPµ)
The coefficient functions are scalar functions of p1 and p2 and scalar invariants. However, we have p21 = p
2
2 = 0,
so the coefficient functions can depend only on m and mH . Since Jµν is symmetric, the coefficient G must
be zero. In addition, vector Pµ is timelike and vectors Qµ and kµ are spacelike. Comparing the nonzero
components of kµkν with components of Jµν , we obtain the relation F = 0 and relation
C = −2E (2.13)






























The last equation is also a consequence of F = G = 0 and the orthogonality of Pµ and Qν . To reconstruct the
tensor Jµν from its projections, we use the relations
4(p1p2)2C = Jµν [−PµPν +QµQν + 2(p1p2)gµν ]
8(p1p2)2D = Jµν [−PµPν + 3QµQν + 2(p1p2)gµν ]
8(p1p2)2E = Jµν [3PµPν −QµQν − 2(p1p2)gµν ]










































































Comparison of this result with the discontinuity of the imaginary part of result found in the previous section
shows that
A|(x+i0)−1→−2πiδ(x) = A(z + iε)−A(z − iε) = 2i=A
B|(x+i0)−1→−2πiδ(x) = B(z + iε)−A(z − iε) = 2i=B
To obtain the whole amplitude as an analytic function of z, we use the Cauchy’s integral formula along the cut
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We see that the invariant amplitude is exactly what we obtained in the first section of this chapter. It must
be said that in this way we have only obtained the expression for A(z) up to any “real” function of a complex
variable, i.e. a function that satisfies the relation
f(z∗) = [f(z)]∗
The remaining information used to rconstruct the complete invariant amplitude must come from the other
sources.
Generalization to more loops is possible and in fact there are multi-loop integrals that have been calculated
with the method of dispersion relations [29], but there are complications with integration over three-particle (and
even more-particle) phase space. Even the one-loop integration is comparable in difficulty with the integration
over the Feynman parameters. In the next section, we will learn how to find algebraic relations between various
integrals that will let us evaluate even the two-loop integrals with reasonable effort.
2.4 Evaluation of fermion loop through scalar amplitudes
As was demonstrated in the Section 2.2, there is a general recipe which lets us reduce any loop integral to the
integral over the Feynman parameters. However, original loop integrals posses symmetries which are hidden
after turning to the Feynman parameters. Thus it makes sense to exploit as many of these symmetries as
possible before turning to the Feynman parameters. We will see later that these symmetries give rise to many
relations among integrals which let us reduce the problem to evaluation of only a few integrals, called the
Master integrals (MIs). We will work in the dimensional regularization as in Section 2.2. Our first step will be









(/k − /p1 +m)γµ(/k +m)γν(/k + /p2 +m)
]
[(k − p1)2 −m2][(k + p2)2 −m2][k2 −m2]
where the factor in front of the integral sign was introduced for future convenience. Application of the projection






(6− d)(p1p2)k2 − 8(kp1)(kp2) + (d− 2)m2(p1p2)− (d− 2)(p1p2)2
]






−4(p1p2)k2 + 4d(kp1)(kp2)− 2(d− 2)(p1p2)(kp1 − kp2)− (d− 2)(p1p2)2
]






−4(p1p2)k2 + 4d(kp1)(kp2) + (d− 2)(p1p2)2
]
[(k − p1)2 −m2][(k + p2)2 −m2][k2 −m2]
2.4.1 Reduction of scalar integrals to Topo’s - auxilliary diagram technique
Our case is simple enough, because we have as many independent scalars involving the loop momentum (k2,
kp1, kp2) as there are terms in the denominator of integrand (“propagators”), which we will denote by
D0 = k2 −m2
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D1 = (k − p1)2 −m2
D2 = (k + p2)2 −m2
These relations can be inverted (for p21 = 0 = p
2
2)















and thus we can express the integrand as a linear combination (with constant coefficients) of the integrals of
the form










with a, b, c integers. Explicitly,
TA = 2Topo(1, 0, 0)− 2 Topo(0, 0, 1)− 2 Topo(0, 1, 0) + 2 Topo(−1, 1, 1) +
2(6− d)zm2 Topo(0, 1, 1) + 8zm4 Topo(1, 1, 1) + 4(2− d)z2m4 Topo(1, 1, 1)
TB = −dTopo(1, 0, 0) + dTopo(0, 1, 0) + dTopo(0, 0, 1)− dTopo(−1, 1, 1)−
4dzm2 Topo(0, 1, 1) + 2(d− 2)zm2 Topo(1, 1, 0) + 2(d− 2)zm2 Topo(1, 0, 1)−
8m4zTopo(1, 1, 1) + 4(2− d)z2m4 Topo(1, 1, 1)
TC = −dTopo(1, 0, 0) + dTopo(0, 1, 0) + dTopo(0, 0, 1)− dTopo(−1, 1, 1)−
8zm2 Topo(0, 1, 1)− 8zm4 Topo(1, 1, 1) + 4(d− 2)z2m4 Topo(1, 1, 1)
2.4.2 Integration by parts identities and reduction to Masters
Now it suffices to evaluate the scalar integrals Topo(a, b, c). Our special kinematical relations imply that these
integrals are symmetric in indices b and c,
Topo(a, b, c) = Topo(a, c, b)
Moreover, when either b or c is zero, the integral must be independent of p1 and p2, so we can put these equal
to zero and we so have the relation
Topo(a, b, 0) = Topo(a, 0, b) = Topo(a+ b, 0, 0)







and integrate by parts, neglecting the “surface” terms. The result can again be expressed in terms of integrals
Topo(a, b, c) with different values of a, b and c. It is convenient to introduce the following “operator” notation:
ATopo(a, b, c) = aTopo(a, b, c)
A+ Topo(a, b, c) = Topo(a+ 1, b, c)
A− Topo(a, b, c) = Topo(a− 1, b, c)
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For our convenience (although it may be a little confusing), we will write
aA+
by which we mean
A+A
that is, the indices a, b and c should be substituted by the value of indices a, b and c of integral Topo(a, b, c)
to which the operator was applied. Whenever multiplying equations or doing other more complicated operator
manipulations, one can return immediately to the correct notation by writing the indices a . . . to the right of
the rising/lowering operators in the form of operators A . . .. Last thing to be mentioned is the fact that the
operator A+ in IBP relations comes only in the combination with a:
aA+ ≡ A+A











= −A+A− = −1
that is, operators aA+ and A− satisfy the commutation relations of an ordinary creation and annihilation
operators.
After these remarks we can state the result of integration by parts in a compact form:
0 = (d− 2a− b− c)− bB+A− − cC+A− − 2m2aA+ − 2m2bB+ − 2m2cC+
0 = (b− a) + aA+B− + cC+B− − bB+A− − cC+A− − 4zm2cC+
0 = (c− a) + aA+C− + bB+C− − bB+A− − cC+A− − 4zm2bB+
The last set of linear equations is obtained by exploiting the Lorentz-invariance properties [23]. The identity


















Topo(a, b, c) = 0
Note that the sum represents a generator of the Lorentz transformations acting on the four-vectors and this gen-
erator is contracted with the only antisymmetric tensor that we can write with only two four-vectors available
(except for the tensor involving εµνρσ, which however gives zero when contracted to the generator). General-
ization to the four-point and higher functions is straightforward. Applied to our case, it yields
0 = (c− b) + bB+A− − cC+A−
This completes the list of identities that we have used to relate various Topo(a, b, c)’s (we did not use the
relation coming from the derivative of the integral Topo(a, b, c) with respect to m2, but this would only give us
an identity which is linearly dependent on the other identitites that we have used). We could try to solve these
identitites analytically, but this can turn out to be very difficult, especially in the two-loop case. Commonly
used method is the Laporta’s method [37, 36] which amounts to solving the subset of identities chosen according
to certain rules. These rules are chosen in order to guarantee that we stay within the sector of integrals that
are relevant for our purposes. We used the Maple implementation of Laporta’s algorithm called AIR [7]. The
general principle of operation is not very difficult - integrals Topo(n1, n2, n3) are first ordered according to 3
criteria, which are (with decreasing priority):
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p1 p2
p1 + p2





Figure 2.5: One-loop topologies (only the momentum flow is important)





After assigning priorities to integrals, we can “apply” the identities written in an operator form one by one to
integrals, starting from the simplest one (with the lowest value of priority parameters Nprop, N+ and N−) and
everytime eliminating the most difficult integral (with highest value of the priority parameters) encountered in
the formula (this is a variation of Gauss elimination method for infinite set of variables).
After the reduction we are left with few integrals which cannot be expressed algebraically as combinations
of simpler ones and these are called the Master integrals of the problem. We must evaluate them in another
way. The choice of MIs is almost arbitrary, but one usually chooses them so that they have either the lowest
possible value of priority parameters or such that the differential equations which will be used later to solve MIs
become easier to solve. The number of Master integrals corresponding to each topology (see later) should not
depend on their choice, but as far as we know there is no proof that they are really “irreducible” and there is
yet no way how to predict their number before solving the system of equations.
Integrals Topo(a, b, c) with non-negative a, b and c can be dividede into groups (which we will call the
topologies) according to the non-zero values of indices. We introduce a simplified notation which we will use to
denote the various topologies: letter A will correspond to propagator D0, letter B to propagator D1 and C will
denote the propagator D2. We will write a word specifying a topology with the letters in the word representing a
nonzero (positive) power of the corresponding propagator. Then we can list all one-loop topologies (the symbol
∝ stands for “up to an overall normalization factor”):
• 1 propagator topology - (A)(B), Figure 2.5a, z-independent, one MI (Topo(1, 0, 0) ∝ IA)
• 2 propagator topologies
– type 1 - (AB), Figure 2.5b, z-independent, reducible to subtopologies
– type 2 - (BC), Figure 2.5c, one MI (Topo(0, 1, 1) ∝ IB)
• 3 propagator topologies - (ABC), Figure 2.5d, one MI (Topo(1, 1, 1) ∝ IC)
Note that the integrals (A) and (B) belong to the same topology, because they differ only in the choice of
the loop momentum. On the other hand, the topology (AB) is different from (A) (although the integrals are
numerically the same since p21 = p
2
2 = 0). Each topology has various subtopologies, which can be obtained by
contracting an internal line to a point.
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As we will see later, when using the differential equations to find the values of MIs, we arrive at the
homogeneous system of n ordinary linear differential equations, where n is the number of Master Integrals, and
this can be in general difficult to solve. However, if we choose Master Integrals properly, this system becomes
block-lower triangular (if we order integrals such that subtopologies come first). In general, the block on the
diagonal corresponds to one topology. If we proceed from the simpler topologies to more complicated ones,
we must solve the system of inhomogeneous ordinary linear differential equations with inhomogeneous terms
coming from the subtopologies and the dimension of the system is determined by the number of Master integrals
in the corresponding topology. In the case of the one-loop integrals the situation is very simple, because we
have one Master integral for each topology, so it is enough to solve only 3 inhomogeneous first order ordinary
linear differential equations.
Assigning a topology to integrals with some of indices negative is more complicated (of course before per-
forming the reduction), but in the case of one-loop integrals the results are exactly as described in the previous
paragraphs, if we count the negative indices as zeros.
The diagrammatical illustration of these topologies is given in figure 2.5. We can state the results of the
reduction, that we will use in the following calculations:
Topo(−1, 0, 0) = 0
Topo(0, 0, 0) = 0








Topo(0, 1,−1) = 4zm2 Topo(1, 0, 0)




Topo(1, 1,−1) = (1 + (d− 2)z) Topo(1, 0, 0)
Topo(1, 1,−2) = 8m
2z(3 + (d− 2)z)
3
Topo(1, 0, 0)
Topo(−1, 1, 1) = Topo(1, 0, 0)− 2m2zTopo(0, 1, 1)
Topo(−1, 1, 2) = d− 2
4m2(1− z)
Topo(1, 0, 0) +
−1 + (d− 2)z
2(z − 1)
Topo(0, 1, 1)
Topo(−2, 1, 1) = −2zm
2d
d− 1




Topo(0, 1, 2) =
d− 2
8m4(z − 1)
Topo(1, 0, 0)− d− 3
4m2(z − 1)
Topo(0, 1, 1)
Topo(1, 1, 2) =
(d− 2)(z(d− 4)− (d− 3))
16m6z(z − 1)




Topo(2, 1, 1) = − (d− 2)(d− 3)
8m6z
Topo(1, 0, 0) +
d− 3
4m4z




2.4.3 Master Integral Topo(1, 0, 0) and differential equations
After having described the topologies, it remains to evaluate the Master integrals. We could use the Feynman
parameters as in Section 2.2, but to illustrate the method that will be used later in the two-loop calculations,
we will show how to calculate them using the differential equations. But since the differential equations satisfied
by the integrals are homogeneous, we must compute one integral in a different way. We choose the first integral,
which does not depend on z and is trivial












+ 1 + ε+ ε2 + ε3 + . . .
]
(we will need higher orders in ε later in two-loop MIs evaluation). To derive the differential equation satisfied
by MIs, we differentiate the integral Topo(a, b, c) with respect to the external momentum p1 and contract the
result with p1:




Topo(a, b, c) = pµ1
∂
∂pµ1




















= bTopo(a− 1, b+ 1, c)− bTopo(a, b, c) = cTopo(a− 1, b, c+ 1)− cTopo(a, b, c)
The last equality follows from the symmetry in p1 and p2 (which is expressed also by the Lorentz invariance
identity). Note that since the differentation with respect to the external momenta is not compatible with
imposing the on-shell conditions, we must be careful when performing these operations. We should perform the
differentiation before imposing constraints p21 = 0 and treat Topo(a, b, c) as function of all three independent
scalar invariants (p21, p
2
2 and p1 · p2) and only after this is done we should impose the on-shell conditions.
2.4.4 Master Integral Topo(0, 1, 1)




Topo(0, 1, 1) = Topo(−1, 1, 2)− Topo(0, 1, 1) = d− 2
4m2(1− z)
Topo(1, 0, 0)− 1 + (d− 4)z
2(1− z)
Topo(0, 1, 1)
This is the first order ordinary inhomogeneous linear differential equation which we can solve by the variation
of parameters (we know that the solution to this type of differential equation can be always given in terms of
integrals). This equation can be solved either exactly in d dimensions in terms of the hypergeometric function,
or iteratively by an expansion in ε around d = 4. The “exact” d-dimensional result is










This formula is nice and compact, but it is not easy to perform the ε-expansion, so we will proceed indirectly
via the expansion of the differential equation. Since Topo(0, 1, 1) is one-loop integral, its ε-expansion starts at
order O(ε−1). Moreover, every term of the differential equation is proportional to (a derivative of) the one-loop
integral, so we can factor out the overall coefficient
iN
(4π)2
that will occur once for every loop. As it turns out, a convenient variable for expressing the results is the





























We will solve this equation (and all differential equations that will follow) for the non-physical values of z < 0
which correspond to u ∈ (0; 1). In this way we avoid cuts or singularities of the solution and the general
solution can be obtained in an obvious way by an analytic continuation to any region. All equations that we
will encounter will be inhomogeneous first order ordinary linear differential equations, i.e. equations of the form
f ′(u) = a(u)f(u) + b(u)
These equations can be solved in a well known way (for more information see for example [28]). We first solve
the homogeneous equation
f ′(u) = a(u)f(u)
by separation of variables and obtain
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then we use the variation of constants to find the solution of inhomogeneous equation that can be written in
the form
f(u) =





 exp(∫ u a(t)dt)





















which can be written as
2 + C3(1 + u)
1− u
The unknown constant (which is a result of using the differential equations approach) could be in principle
solved by comparing this expression with the value of integral for any specific value of z. However, since the
solutions of homogeneous equations turn out to be in general singular at u = 1 (which corresponds to z = 0),
where there is no reason for the singular behaviour, the constants can usually be fixed by imposing the finiteness
condition at u = 1. In our case this is equivalent to
C3 = −1
and the final result for IB,−1 is
IB,−1 = 1.
Next obvious step is to consider order O(ε0) of the equation. We substitute the value of IB,−1 and continue
similarly. Note that the homogeneous equation is the same for all orders in ε, so we have to solve it only once
for each Master Integral. In this way we arrive at




where we have introduced the harmonic polylogarithm (see Appendix B.1.5)
H(0;x) ≡ ln(x)
We see from the character of the homogeneous solution and the particular solutions order by order that the






with R(u) a rational function with poles at u = 0, u = 1 or u = −1 and
∏
j Hj(u) a product of harmonic
polylogarithms. If we use the shuffle-algebra product expansion property of polylogarithms (i.e. that any
product of harmonic polylogarithms can be expressed as a linear combination of harmonic polylogarithms), and











with a a possitive integer. By peforming the integration by parts, we can reduce the value of a to a lower one










Now from the definition of harmonic polylogarithms it immediately follows, that this is another harmonic poly-
logarithm with higher weight. The algorithm described above can be programmed for example in Mathematica
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and thus in principle we can solve the equation to any desired order in ε. Note however, that the results become














− 8− 2ζ(2)− 2ζ(3) + (4− ζ(2))H(0;u) + 2ζ(2)H(−1;u) + 2H(0, 0;u)












ζ(4)− 16− 4ζ(3) + (8− 2ζ(2)− 2ζ(3))H(0;u) + 4(ζ(2) + ζ(3))H(−1;u)
+ (4− ζ(2))H(0, 0;u) + 2(ζ(2)− 4)H(−1, 0;u) + 2ζ(2)H(0,−1;u)− 2ζ(2)H(−1,−1;u) + 2H(0, 0, 0;u)
− 4H(−1, 0, 0;u) + 4H(0,−1, 0;u) + 8H(−1,−1, 0;u) + H(0, 0, 0, 0;u)− 2H(−1, 0, 0, 0;u)− 2H(0, 0,−1, 0;u)





2.4.5 Master Integral Topo(1, 1, 1)
The third one loop master integral is the integral Topo(1, 1, 1). We proceed similarly as in the previous section,
this time, however, we are dealing with a convergent integral. We denote













Topo(1, 1, 1) = −Topo(1, 1, 1) + 2− d
8(1− z)





















ζ(4) + 2ζ(3)H(0;u) + ζ(2)H(0, 0;u)− 2ζ(2)H(0,−1;u)−
H(0, 0, 0, 0;u) + 2H(0, 0,−1, 0;u) + 2H(0,−1, 0, 0)− 4H(0,−1,−1, 0;u)
}












2.4.6 Results for scalar integrals
For one loop calculations, the necessary integrals to order O(ε0) are
Topo(−1, 0, 0) = 0
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Topo(0, 0, 0) = 0





































































Some of integrals in the list will be needed in W -boson loop evaluation. Substituting these results to equations









−(d− 2)2IA + dIB + 2((d− 2)z + 2)IC
]
In the following, it will be useful to have a formula for scalar amplitude A valid for arbitrary dimension d. We












+ (z − zε− 1)3F2
(


































2.5 W-boson loop, scalar projection, U-gauge
After having evaluated the fermion contribution, we can now consider the gauge boson contribution to the
invariant amplitude. There are two possible choices of the gauge-fixing parameter ξ, for which the calculation
simplifies, one is ξ →∞ (so-called unitary, U-gauge) in which the unphysical Goldstone boson fields disappear,
so there is a smaller number of contributing diagrams. The second choice is ξ = 1 (so-called ’t Hooft gauge)
in which the unphysical Goldstone boson fields have mass equal to the corresponding gauge boson, but non-
diagonal term in propagators disappears, so the “numerator algebra” becomes simpler. Original calculations
[19, 50] employed the second choice, but with help of computer the first choice is easier.





k − p1 k + p2k − p1
p1 + p2
p2p1p1
Figure 2.6: W-boson diagrams contributing to H → γγ
The relevant diagrams are depicted in Figure 2.6. According to the Feynman rules (see Appendix A.1), we
have




(2gµνgκλ − gµκgνλ − gµλgνκ)
[(k − p1)2 −m2W ][(k + p2)2 −m2W ][





(k − p1)κ(k − p1)σ
m2W
]





Vµκα(−p1, p1 − k, k)Vνβλ(−p2,−k, k + p2)
[k2 −m2W ][(k − p1)2 −m2W ][(k + p2)2 −m2W ][

















Vνκα(−p2, p2 − k, k)Vµβλ(−p1,−k, k + p1)
[k2 −m2W ][(k − p2)2 −m2W ][(k + p1)2 −m2W ][












(MW3µν is obtained from M
W2
µν by the exchange p
µ
1 ↔ pν2 ; on the other hand, symmetrization of MW1µν is already
included in the usual Feynman rules for WWAA vertex). We may proceed as in the direct calculation of fermion
loop or using the projections to scalar amplitudes. Relevant integrals encountered during the evaluation of
integral are listed at the end of Section 2.4 or in Appendix C.1. Resulting scalar amplitudes expressed in terms
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The final result for the amplitude AW is
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The contribution of three-propagator diagram is already symmetric with respect to the exchange pµ1 ↔ pν2 (since
the resulting scalar projections can depend only on the combination p1 · p2), so we just count it twice. We see
that the individual diagrams are not finite nor gauge invariant, however, their sum is gauge invariant and the
physical amplitudes (A and C) are also finite. The amplitude BW is UV-divergent, but gives no contribution
for physical amplitude, so there is no need to worry.
Note also that the contribution of single diagram gives more complicated results than the total gauge-
invariant physical contribution. The splitting of the invariant amplitude into two or more diagrams is not
physical. If we use Rξ-gauge instead of U-gauge, we would have more diagrams, including the diagrams with
propagating unphysical Goldstone boson. These which have ξ-dependent masses and interactions and thus the
invididual diagrams depend on the parameter ξ. It is the total sum of all diagrams (with the same orders of
coupling constants in which we expand the amplitude) that gives the physical, gauge-invariant result, which is
ξ-independent and has in general a simpler form than the intermediate results.
The dependence of the W boson contribution to the invariant amplitude is shown in the Figure 2.7. As in
the case of top loop, the amplitude is real below the 2mW threshold, and also has a nonzero limit for mH → 0.
The contribution of W boson loop has opposite sign compared to the top quark contribution, so they interfere
destructively (see Figure 2.8 and 2.9). Around mH = 650GeV the sum of both amplitudes is almost zero. This
is clearly seen in Figure 2.9. The corresponding decay width is shown in Figure 5.7.
2.6 One-loop diagram with counter-term insertion
Before closing this chapter, we will prepare for the two-loop calculations of QCD corrections to the quark loop,
which we will calculate in the next chapters. Since QCD corrections apply only to quarks, starting with this
moment we will calculate all integrals for quarks and count all 3 colours from now on. In this section we
will evaluate the contribution of diagrams shown in Figure 2.10. Here the cross on propagator represents a
mass-insertion, coming from the Lagrangian (as will be explained later)
Lδm = −δmψψ
which has the Feynman rule simply
−iδm
This means that for instance the diagram 2.10c can be obtained from the one-loop diagram 2.1 by performing
the substitution
/k +m




k2 −m2 + iε
)2
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Figure 2.7: Real part, imaginary part and modulus of contribution of W boson loop to the invariant amplitude












Figure 2.8: Real part, imaginary part and modulus of complete invariant amplitude evaluated to one loop order
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Figure 2.10: Fermion loop with mass counter-term insertion
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and similarly for the other diagrams. We proceed as in the previous sections and obtain for the amplitude (as
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]
The sum of all 3 diagrams should be gauge invariant, as we will see later, and indeed, the sum gives
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which is valid for any matrix /p independent of the parameter m. In this way we can relate the sum of one-loop
integrals with δm insertions to one-loop integral itself:








(factors m are included because we do not want the derivative to act on quark mass m coming from the Higgs-
quark coupling). It is necessary to apply the derivative also to N factor (whose m dependence is not written
explicitly)! This relation of amplitudes makes it clear why the sum of three diagrams with δm insertion was
gauge invariant. This is no coincidence, since we know that the mass term in Lagrangian is gauge invariant
and δm interaction is in fact a mass term (one can check the consistency by calculating the propagator with an
arbitrary number of δm insertions and if one sums the resulting geometric series, one arrives at the propagator
with mass shifted by δm).
2.7 Renormalization - introduction
Up to this moment we have not encountered any kind of divergence that would persist after performing the
regularization procedure. But this is only a lucky coincidence, more precisely a consequence of the fact that
we are performing a one-loop calculation of process in a renormalizable field theory that has no tree-level
contribution.
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Mass parameters and coupling constants that are in Lagrangian do not neccessarily represent the properties
of the physical one-particle states. It is so on the tree level, but the contributions of diagrams with loops
imply non-trivial relations between parameters of Lagrangian and physical masses and charges. Although this
seems quite natural, the problem is that when evaluating these loop correction, we encounter formally divergent
integrals, even in the simple theories like φ4 or QED in 4 dimensions.
There are more types of divergences that one must deal with when calculating the contributions of the
Feynman diagrams, including the divergences of integrals coming from the the region of soft loop momenta (IR)
or so-called UV divergences coming from regions of hard loop momenta. Different types of divergences have
different causes, and UV divergences that we are interested in are connected with a small-distance behaviour of
the theory. For more details see any QFT textbook ([9, 30, 46, 55, 56])
In order to manipulate with infinities, we must parametrize them in some way (this is called regularization).
Although we have seen an example of Pauli-Villars regularization in Section 2.2.1, we will use the dimensional
regularization in the rest of this text. If we had a pseudoscalar particle instead of the Higgs boson, we would
have to be more careful when using the dimensional regularization, because the generalization of εµνρσ and
anticommuting γ5 to d dimensions can be problematic.
When calculating amplitudes according to the “bare perturbation theory”, the results expressed as functions
of parameters of the bare Lagrangian (for example masses or the coupling constants) and the regularization
parameter (cutoff or the dimension) are divergent in the limit of cutoff sent to infinity (or dimension sent to
4). However, if the theory is renormalizable, we obtain a finite results if we express the bare parameters as
functions of some set of physical quantities and then express all the remaining physical quantitities in terms
of these few quantities. In practical calculations we can avoid this procedure by reorganizing the perturbation
series according to the “renormalized perturbation theory”. We split the bare Lagrangian into two parts,
one part containing the physical quantities representing the values of measurements as if calculated at tree
level. The second part of Lagrangian (containing so-called counter-terms) is modified order by order of the
perturbation theory to fix the physical quantities specified in the first part of Lagrangian. Conditions connecting
the parameters of Lagrangian with the values of the measurements are called the renormalization conditions.
These conditions give a meaining to the parameters appearing in the first part of the Lagrangian. Counter-terms
give (order by order) connection between the physical parameters and the parameters of bare Lagangian.
We start with the bare Lagrangian expressed in terms of the bare fields (i.e. fields that do not necessary











Ba + ΨB(i/∂ −mB)ΨB





HBΨBΨB + . . .
where Ψ represents a quark field, A is a vector potential of electromagnetic field, B a gluon field, H Higgs boson
field and
Fµν = ∂µAν − ∂νAµ
Gµν = ∂µBν − ∂νBµ
are ”field strengths” corresponding to the photon and the gluon fields (not containing the gluon self-interactions);
gB is a (bare) QCD coupling constant and v is the vacuum expectation value of Higgs field as defined in Standard
Model of electroweak interactions. As announced, we split the bare Lagrangian into two parts, first containing
the ”physical” fields and coupling constants (as will defined by the renormalization conditions later) and the
second containing a (local) counter-terms, which are chosen to keep the physical parameters fixed as specified
by the renormalization conditions. As a first step, we rescale the bare fields so that the resulting fields (called
the renormalized fields) have a wave function normalization (residue of the one-particle pole) equal to 1. This
will compensate the field strength renormalization factors appearing in the LSZ formula, so we will no longer
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−(ZqmB −m)ΨRΨR + (Ze − 1)eQΨR /ARΨR









After introducing a notation











δZA = ZA − 1
δZB = ZB − 1
δZq = Zq − 1
δZe = Ze − 1
δZg = Zg − 1
and suppressing index R for renormalized fields (renormalized fields will be used from now on), the expression











a + δZqΨ(i/∂ −m)Ψ− δmΨΨ












Of these counter-terms, only δm, Zq and Ze will be needed for evaluating contribution of QCD corrections to the
quark loop. Other counter-terms either do not receive a correction of desired order of couplings (δH , δZA) or
cannot be inserted into the one-loop integral (δZB and δZg) such that the whole contribution is still order that
we are looking for. The question of renormalization of v is more subtle. According to [18], Higgs boson carries no
QCD colour, so the combination v+H in Lagrangian, which gives rise both to Higgs-quark interaction and quark
mass, must be renormalized as a whole. Thus counter-term for Higgs-quark Yukawa coupling is fixed by the
quark field strength normalization and quark self-energy counter-terms. As a consequence, Higgs-quark vertex
function has nonzero value for q2 = 0 (zero transferred momentum) unlike for example the electromagnetic
vertex, where one loop renormalization amounts to a subtraction of the value at zero transferred momentum.
Now we will impose the renormalization conditions that will fix all of the counter-terms that we have
introduced. The divergent parts of counter-terms are fixed by the condition of finiteness of results, while the
finite parts depend on our choice of the “renormalization scheme”. The renormalization conditions are used to
remove the freedom in choice of the splitting of finite parts between two parts of the Lagrangian. We will work
in the ”on-mass-shell” renormalization scheme, which corresponds to the following renormalization conditions
(see Figure 2.11 for definitions; the definition of Γ is not entirely correct (see [46]), it should be the amputated
three-point Green function with possibly off-shell fermions - the definition shown on Figure 2.11 is for simplicity
and the difference is not important for our purposes since the renormalization conditions are for on-shell leptons
where both definitions match):
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−iΣ(/p)







Figure 2.11: Definition of form-factors which are used in renormalization conditions
Π(q2 = 0) = 0
u(p)Γ(p′ = p)µu(p) = u(p)γµu(p)
The first condition keeps the quark mass m in the first part of Lagrangian fixed and equal to the “physical quark
mass” (if there were free quarks), the second condition keeps the quark wave function normalization constant
equal to 1. The third condition keeps residue of the photon propagator equal to 1 (we do not need to apply this
condition since, as we said, ZA does not receive any corrections relevant to our process). The last condition
fixes the quark-photon coupling constant e, by specifying the value of Ze order by order. For more details see
for instance [46].
2.8 Evaluation of counter-terms
In this section we will evaluate the basic one-loop diagrams which will occur as subdiagrams of QCD corrections
to the quark loop. They represent the lowest order QCD correction to the quark propagator and to interaction
of quarks with electromagnetic field and with Higgs boson. Calculations like in this section are described in
more detail in every textbook dealing with QED [9, 30, 46, 55].
2.8.1 Quark self-energy
To find out the value of δm we need to calculate the 1PI quark two-point function (quark propagator, self-
energy) to order O(g2). We will work in the Feynman-’t Hooft gauge (see Section A.1, ξ = 1) and regularize the
infrared divergences by giving the photon a (small) mass µ. According to the Feynman rules, the contribution











[(p− k)2 −m2 + iε][k2 − µ2 + iε]
where a, i and j are the colour indices and the summation takes place over the gluon colour index a and the
intermediate quark colour index n. We write δij on the left-hand side because the QCD corrections to quark
propagator are diagonal in the colour indices. Using the Feynman parametrization, gamma matrix formula
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p, i p, jp + k, r
k, a
Figure 2.12: One loop fermion self-energy diagram








dm+ (2− d)(1− x)/p− (2− d)/l













dm+ (2− d)(1− x)/p
(xm2 − x(1− x)p2 + (1− x)µ2)2− d2
with CF = C2(S) = 43 . Contribution of counter-terms according to (2.14) is
−iΣ2CT (p) = iδZq(/p−m)− iδm,
so the complete inverse propagator (amputated two-point Green function) to order O(g2) is
−i(/p−m− Σ2g(p)− Σ2CT (p) + . . .)
The first renormalization condition fixes the value of δm (note that for ε < 1 and /p = m the integral is IR
convergent and we can set µ2 = 0):






































in accordance with [14] (opposite sign is result of opposite sign in definition of δm). On the other hand, the







 −1 + ε(
x2 + (1− x) µ2m2
)ε + 2εx 1 + x− εx(
x2 + (1− x) µ2m2
)ε+1

We do not need better-looking expression for this counter-term, for as we will see, this counter-term cancels
against a similar contribution of the counter-term Ze.
2.8.2 Quark-photon vertex
Now we are going to calculate the one-loop QCD correction to the electromagnetic vertex function to show
that electromagnetic vertex renormalization constant and quark field strength renormalization constant have
the same value. This follows from Ward identities, but we will check it explicitly. Corresponding Feynman
diagram is shown in Figure 2.13 (i, j and a are the colour indices). According to the Feynman rules given in











γν(/p′ + /k +m)γµ(/p+ /k +m)γν
[k2 − µ2][(p′ + k)2 −m2][(p+ k)2 −m2]
.
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p′ + k, r
k
p, i
p + k, r
p′, j
p′ − p
Figure 2.13: One-loop QCD correction to quark-photon vertex
Again, IR divergences are regularized by the introduction of (a fictive) photon mass µ and iε terms are not
written explicitly. We are still working in the Feynman-’t Hooft gauge. Factoring out the colour matrix δji
on the left-hand side will be justified after calculating the term with colour indices in the right-hand side. As
usual, we perform Feynman parametrization and integration over loop momentum. Our choice of Feynman
parameters is
1











lν = kν + xpν + yp′ν
kν = lν − xpν − yp′ν
∆ = (x+ y)m2 + (1− x− y)µ2 + x(x− 1)p2 + y(y − 1)p′2 + 2xy p · p′
Expressing the numerator of the integrand using l instead of k, performing a contraction with help of identities
(A.2) and dropping odd terms in l gives
γν(/p′ + /k +m)γµ(/p+ /k +m)γν → (2− d)/lγµ/l + /p′γµ/p(6− d)(1− x− y) + (d− 4)m(γµ/p+ /p′γµ)
+ pµ
[








(2− d)x(1− x)p2 + (2− d)y(1− y)p′2 + (2− d)m2 + 4(1− x)(1− y)pp′ + 2(d− 4)xypp′
]



























(valid for any ε) with the notation ∆ = m2∆̃. According to the renormalization conditions, we will need the
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((x+ y)(1− x− y) + ε(x+ y)2)
γµ
(
(x+ y)2 − 4(x+ y) + 2− ε(x+ y)2 − q
2
m2





∆ = m2∆̃ = (x+ y)2m2 − xyq2 + (1− x− y)µ2
qµ = p′µ − pµ
The term proportional to qµ was dropped because it is multiplied by the expression that is odd with respect to
the exchange x ↔ y and vanishes after the integration. The resulting expression is usually written in another



















(x+ y)2 + 2(x+ y)− 2− ε(x+ y)2 + q
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To apply the renormalization conditions, we need this integral for p = p′ (q = 0). For q = 0 the integral depends







γµ z2 − 4z + 1− ε(1− z)2(
(1− z)2 + z µ2m2











εz2 − 4z + 1− ε(1− z)2(
(1− z)2 + z µ2m2




in correspondence with [46]. Now we can easily check that δZq = δZe. After an obvious change of variables in













(1− ε)2D−ε + ε(−2 + 2x+ x2 − εx2)D−1−ε
]
with
D = x2 − (1− x) µ
2
m2
and ' sign means that we omitted the same proportionality factors in both equations. Subtracting both
equations gives
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p′ + k, r
k
p, i
p + k, r
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D−ε = εD−ε + εD−1−εx(x− 2)
Note that the relation between these two counter-terms (and the validity of Ward identity to this order of g2)
can be expected directly from the Feynman integral, before introducing the Feynman parametrization which
makes expressions somewhat obscure, since by shifting the loop momentum we have formally





k2 − µ2 + iε
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/p+ /k −m+ iε
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k2 − µ2 + iε
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1
/p+ /k −m+ iε
γµ
1
/p+ /k −m+ iε
γν
2.8.3 Higgs-quark vertex
Last one-loop integral that we will evaluate in this section is the QCD correction to the quark-Higgs vertex.
Calculation is very similar to the quark-photon vertex. We will not need it for two-loop calculations in the next
chapter, but it is useful to check explicitly that the renormalization of v is not necessary and that the amplitude
is made finite to this order by considering only δm and δZq.

















γν(/p′ + /k +m)(/p+ /k +m)γν
[k2 − µ2 + iε] [(p′ + k)2 −m2 + iε] [(p+ k)2 −m2 + iε]
The denominator is exactly the same as in our previous calculation, so we use the same expressions for ∆ and
the shifted loop momentum l. After dropping the terms linear in l we obtain
γν(/p′ + /k +m)(/p+ /k +m)γν →
dl2 + dm2 − dx(1− x)p2 − dy(1− y)p′2 + 2pp′(2− 2x− 2y + dxy)
+m(d− 2)(2x− 1)/p+m(d− 2)(2y − 1)/p′ + /p′/p(1− x− y)(d− 4)
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ε
(
2z(1− z)− 2 + ε(1− z)2 + q
2
m2
(1− x− y + 2xy − εxy)
)]
with z = 1−x−y. It only remains to check that the counter-terms δm and δZq will indeed cancel the divergent



















which illustrates again the subtle mechanism of compensation of divergences in Standard Model.
2.9 Counter-term contribution to two-loop QCD corrections
In the last section of this chapter, we will make use of the results of the previous sections and give the total
contribution of counter-term diagrams to the QCD corrections to H → γγ. We include it in this chapter because
all necessary integrals one-loop integrals and have benn calculated with tools of this chapter.
Figure 2.15 shows all counter-term diagrams relevant for the calculation of the leading order QCD corrections
to the quark loop (every diagram in figure represents in fact 2 diagrams, differing in the direction of the fermion
number flow. Note that only 3 counter-terms contribute to O(g2) corrections to our process, namely δm, δZe
and δZq. δH counter-term does not contribute, because neither vacuum expectation value of Higgs field v nor
Higgs field wave function are renormalized to order O(g2). We have no photon propagator in diagram, so the
renormalization of the photon wave function has no effect to our order. Finally the renormalization of the
quark-gluon vertex and the gluon wave function are of order O(g2) so the diagrams in Figure 2.15 are all that
we need to include in our calculation. Note that there is a correspondence between the counter-term diagrams
and two-loop diagrams with internal loop contracted to the point.
Diagrams in Figure 2.15 split naturaly into two groups, namely the diagrams containing the field strength
renormalization and the electric charge renormalization constants (δZq and δZe), and the diagrams containing
the mass counter-term δm. We will show that the sum of diagrams in the first group gives zero. The crucial
observation is that the Ward identities (following from the electromagnetic gauge invariance) imply the relation
Ze = Zq
to all orders [30, 46, 55]. For completeness we have checked this to O(g2) explicitly in the previous section.
According to the Feynman rules following from the counter-term Lagrangian (2.14), the contribution of the first










where Mf is the one-loop amplitude. Note that this is where the “wise” choice of δm multiplying ΨΨ and Zq
multiplying Ψ(i/∂ −m)Ψ and not only Ψi/∂Ψ pays off (in contrast with [46]). We see also that this cancellation
takes place everytime we have one fermion loop with a similar interactions as in our case (i.e. interaction
carrying one power of Ze or Zq, for instance the interaction with electromagetic field, gluon field, Higgs boson),
independently of the number of interactions.
The contribution of diagrams containing δm is non-zero and is needed to compensate the divergences of
two-loop integrals. The simplest diagram is the diagram 2.15p - its contribution is related to the one-loop
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Figure 2.15: Counter-term diagrams contributing to QCD corrections
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The contribution of the remaining diagrams (2.15j-l) was evaluated in the Section 2.6. The total contribution





























or in other words, we need only to apply the Euler’s operator to the one-loop result. Since as we have seen, the
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Chapter 3
Two-loop QCD corrections, small
momentum expansion
In this section we will use the method of expansion of invariant amplitude in the small Higgs boson mass (large
quark mass) to evaluate the leading order QCD corrections to the quark loop. This will apply mainly to the
top quark loop, for which the parameter z is up to about 14 in the intermediate mass range. Evaluation of the
QCD corrections to order O(z0) has been done in [59], while the subleading O(z) contribution was considered
in [14]. We will follow this article in this chapter and we will also describe how to proceed to higher orders.
In order to check if the expansion around z = 0 can give a useful approximation to the exact result, we can
look at the one-loop amplitude for which we have know the exact result and compare it with an expansion in z

























Since, as we know, there is a singularity at z = 1 (a branching point), the expansion will not be reliable near
z = 1. The plot of exact invariant amplitude and its O(z), O(z3) and O(z5) expansion is given in Figure 3.1
(with arbitrary units on the y-axis). Notice that all coefficient of the Taylor expansion of the one-loop invariant
amplitude have the same sign, so the sequence of partial sums is monotonic.
Our case is simple enough in that there are no “cuts” of two-loop diagrams, which would cut across the
massless propagators. From the analytic properties of the Feynman diagrams (for details see again [9, 30, 43, 46])
it then follows, that there is no branching poing at z = 0 and that the asymptotic expansion of the invariant
amplitude at this point does not differ from its ordinary Taylor expansion. For more information about the
small momentum expansions, see for instance [20].






Figure 3.1: Comparsion of exact one-loop amplitude and its Taylor expansion for z ∈ (0; 1), with Taylor
expansions evaluated to order O(z), O(z3) and O(z5); all coefficients of Taylor expansion have the same sign
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Figure 3.2: Two-loop QCD corrections to the process H → γγ
3.1 Expansion in external momentum
The diagrams contributing to QCD corrections to the quark loop are shown in Figure 3.2 and the corresponding
counter-term diagrams in Figure 2.15. The counter-term diagrams were evaluated in the previous chapter and































Note that Mathematica 5.1 has problems with expanding this function around z = 0. One must be careful and
expand to higher order in z to check if lower-order coefficients are “stable”. Alternative way around is to use
the exact d-dimensional result which involves only the hypergeometric functions which can be easily expanded
in z and perform the ε-expansion after performing the z-expansion.
In this chapter we will evaluate the contribution of diagrams in Figure 3.2 by performing a systematic












γµ(/k +m)γν(/k + /p2 +m)(/k − /p1 +m)γσ(/l − /p1 +m)γσ(/k − /p1 +m)
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γµ(/k +m)γν(/k + /p2 +m)γσ(/k + /p2 +m)γσ(/k + /p2 +m)(/k − /p1 +m)
]
[k2 −m2][(k + p2)2 −m2]2[(k − p1)2 −m2][(l + p2)2 −m2][(k − l)2]











γµ(/k +m)γσ(/l +m)γσ(/k +m)γν(/k + /p2 +m)(/k − /p1 +m)
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γµ(/l +m)γσ(/k +m)γν(/k + /p2 +m)(/k − /p1 +m)γσ(/l − /p1 +m)
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γµ(/k +m)γν(/k + /p2 +m)γσ(/l + /p2 +m)(/l − /p1 +m)γσ(/k − /p1 +m)
]
[k2 −m2][(k + p2)2 −m2][(k − p1)2 −m2][(l + p2)2 −m2][(l − p1)2 −m2][(k − l)2]
Note that there is only one fermion loop corresponding to one factor (−1).
We will show the general method on the example of integral (3.2c). We see that the most difficult part of the
integrand are the denominators. Evaluation is simplified if we expand the propagators containing the external
momenta, i.e. we make use of the relations
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and expand the propagators to any desired order. In order to simplify the algebraic manipulations it is also
useful to use the projection operators from Section 2.1. In this way we arrive at a linear combination of integrals





(k · l)a(k · pn)bn(l · pn)cn
(k2 −m2)i(l2 −m2)j((k − l)2 − µ2)
Using the symmetries of integrals explained in more detail in Section 3.2 it is possible to reduce these integrals








(p2 −m2)k(q2 −m2)l((p− q)2 − µ2)
Evaluation of these integrals will be considered in Section 3.3 and in Section 3.4. Using those results and using
any computer program for algebraic manipulations, the contribution of diagrams on Figure 3.2 to invariant
amplitude to order O(z) can be written as



















































































































































Summing the amplitudes of all diagrams and corresponding counter-term diagrams results in a formula












Note that the equivalence of A and C factors following from the electromagnetic gauge invariance and the
cancellation of divergent terms helped us check the correctness of the result. Needless to say, this result agrees
completely with [14] and with that of [59] after an obvious change of notation and normalization.
3.2 Tensor integrals
In this section we will consider relations that are generalization of a simple formula 2.7. After expanding the
propagators containing the external momentum in the denominator, we arrive at the expression which involves
various combinations of the scalar products of external and loop momenta in the numerator and only loop






(k2 −m2)r(l2 −m2)s(k − l)2
This looks similar to the terms in integrand before the expansion in small external momenta, however, we have
much simpler denominators (not depending on any external vector). When this happens, it is possible to express
the integral as a linear combination of scalar integrals with no external momentum in the numerator.
Results of performing the integration of tensor integrals containing only the loop momenta cannot depend
on any four-vector, since this would break the Lorentz-invariance. The only two tensors that we have in game
are the metric tensor and the Levi-Civita tensor (since both of these tensors have even number of indices, we
see that the integration of any tensor object independent of the external momenta and having the odd number
of indices is zero; this also follows from the symmetry under inversion/parity operation). Moreover, if integrand
contains only four-vectors that transform as vectors (as is of course the case of the loop momenta), we know that
the result does not contain the Levi-Civita tensor. If the integrand has any symmetry under the permutation
of its Lorentz indices, the result must also possess this symmetry. These simple considerations lead us to strong
restrictions on the form of the integral.






(k2 −m2)r(l2 −m2)s(k − l)2
We see from the transformation properties under the Lorentz transformations that this must be equal to a linear
combination of tensor products of the metric tensor with various indices. Moreover, integrand is symmetric
under the exchange of (α, β) and (µ, ν, ρ, σ). This means that we must look for tensor products of metric tensor
with symmetry dictated by the symmetry of integral. Contracting with tensors of this form gives a system
of linear equations for unknown coefficients of the linear combination and after solving it we obtain integral
expressed as a combination of constant tensors with coefficients that are scalar integrals that will be evaluated
in the next section. Finally, contracting both sides with the external momenta gives the desired expression for
integral in terms of the scalar integrals. In this section we will develop a systematic procedure for finding out
values of various contractions.
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Any tensor (made of tensor products of metric tensors) that is symmetric in two groups of indices, A =
(α1, α2, . . .) and B = (β1, β2, . . .) is a linear combination of tensors obtained by symmetrization in indices A
and B of basic monomials
gα1α2 . . . gβ1β2 . . . gαnβm . . .
and these in turn depend only on the number of AA pairs (nAA), the number of BB pairs (nBB) and the AB’s
paired together (nAB). This lets us introduce the diagrams which form a basis of a vector space of tensors









= gα1β1gα2β2 + gα1β2gα2β1
A B B
A B B
= gα1α2gβ1β2gβ3β4 + gα1α2gβ1β3gβ2β4 + gα1α2gβ1β4gβ2β3
A A B
B B B
= gα1β1gα2β2gβ3β4 + . . . (12 terms)
A A A
B B B
= gα1β1gα2β2gα3β3 + . . . (6 terms)
A A B
A B B
= gα1α2gα3β1gβ2β3 + . . . (9 terms)
That is, every column represents one metric tensor gαβ and all terms on the right hand side are independent
and have coefficient 1. We write AA pairs to the left, followed by AB pairs and finaly BB pairs come to the
right. We see immediately that for the fixed number of indices of the first group (nA) and fixed number of
indices of the second group (nB) every base tensor is given if we specify either the number of AA pairs (nAA),
BB pairs (nBB) or AB pairs (nAB). We choose the last choice to preserve the symmetry in A and B. The
following relations are immediate consequence of these definitions:
nA = 2nAA + nAB
nB = 2nBB + nAB
The dimension of the vector space of symmetric tensors is given by the number of values that nAB can have. If
(without loss of the generality) nA > nB then (nA − nB) (which is even since (nA + nB) is) A’s must be paired
together and the remaining nA − nB A’s can be paired either with another A or with B. That is, for given nA
and nB the number of basis vectors is given by
min(nA, nB) + 2
2
for min(nA, nB) even
min(nA, nB) + 1
2
for min(nA, nB) odd








That is, we take all permutations of nA and nB indices and divide it by the number of tensors that are dependent
(nAA2nAA represents the number of permutations of indices among AA pairs that do not change the basis vector









































Now we have everything ready to calculate the contractions of symmetric tensors. We first derive a formula for
contraction of tensor in two indices. We fix two A indices. In every term they can occur either as indices of the
same metric tensor (in the same AA pair), in a different AA pairs, or one of them in AA pair and the other in
AB pair or finaly both in AB pairs. If we denote the fixed indices by boldface (and the symbol of table with



















B B · → 2(nBB + 1)
B ·
B ·
The coefficients are chosen such that the both sides have the same number of the terms (if we count a term











= 2nB(nA − 2)
(nA − 3)!(nB − 1)!
(nAA − 1)!(nAB − 1)!nBB !2nAA−1+nBB







(nA − 2)!nB !
(nAA − 1)!nAB !nBB !2nAA−1+nBB
Comparing both expressions, we see that the tensor on the left hand side gives rise to 2nAB times the tensor
on the right hand side. Other expressions are similar. Factor d in the first line denotes the dimension which
comes from the contraction gαβgαβ . This is the only term which produces the dimension d after a contraction.
If we sum up these four cases, we obtain the formula
TrAA
·







+ [2nBB + 2]
[
A A ·




Although the diagrammatical representation has its advantages, we will also denote the symmetric basis tensors
by a shorter notation
G(nA, nB ;nAB)
The previous identity reads
TrAAG(nA, nB ;nAB) = (d+ 2nAA + 2nAB − 2)G(nA − 2, nB ;nAB) + (2nBB + 2)G(nA − 2, nB ;nAB − 2)
Note that the equation applies only if nA > 1, first term only if nAA ≥ 1 (which equivalent to nA − 2 ≥ nAB)
and the second term if nAB ≥ 2. All of these conditions are automatically satisfied if we define
G(nA, nB ;nAB) = 0 if nAB < 0
G(nA, nB ;nAB) = 0 if nA < nAB or nB < nAB
(which automatically implies zero if nA < 0 or nB < 0). The trace over B indices is given by the symmetric
formula
TrBBG(nA, nB ;nAB) = (d+ 2nAB + 2nBB − 2)G(nA, nB − 2;nAB) + (2nAA + 2)G(nA, nB − 2;nAB − 2)
and formula for trace over one A index and one B index can be derived in a similar way and is
TrABG(nA, nB ;nAB) = (d+ 2nAA + nAB + 2nBB − 1)G(nA − 1, nB − 1;nAB − 1) +
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+ [nAB + 1]
[
A B ·




The same remarks as before apply, that is, if we define G(nA, nB ;nAB) to be zero whenever any coefficient is
negative or if nA < nAB or nB < nAB , then the formula remains valid for any allowed values of parameters on
the left hand side.
Now we will write the relations for the complete trace in all indices. We will define a product of tables with
the same nA and nB to be their contraction. Since the tensor G(nA, nB ;nAB) is already symmetric in A’s and
B’s, its contraction with any two tensors which differ only by the permutation of A’s and B’s gives the same
result. This lets us immediatelly write the recurrence relation
C(nA, nB ;n1, n2) =
nA(nA − 1)
nA − n1
[(d+ nA + n2 − 2)C(nA − 2, nB ;n1, n2) +
(nB − n2 + 2)C(nA − 2, nB ;n1, n2 − 2)]
where we used a shorthand
C(nA, nB ;n1, n2) = G(nA, nB ;n1) ·G(nA, nB ;n2)
This formula cannot be used when nA = n1, in which case there is a zero denominator. The coefficient comes
from the difference in the number of terms of G(nA, nB ;n1) and G(nA, nB ;n1 − 1). Similarly
C(nA, nB ;n1, n2) =
nAnB
n1
[(d+ nA + nB − n2 − 1)C(nA − 1, nB − 1;n1 − 1, n2 − 1) +
(n2 + 1)C(nA − 1, nB − 1;n1 − 1, n2 + 1)]
Contraction of the table with a product of loop momenta which has the same symmetry as the table is trivial
(each term gives the same value):
G(nA, nB , nAB)kα1 · · · kαnA lβ1 · · · lβnB = (k2)nAA(l2)nBB (k · l)nABLength (G(nA, nB , nAB))
Now when we can multiply tables together and with loop momenta, all that remains to do is to know how
to contract the external momenta with the tables. We specialize to our case of interest, which is two external
null momenta (p21 = 0 = p
2
2). We denote the contraction of G(nA, nB , nAB) with n
A
1 p1-vectors with index from
the group A, nB1 p1-vectors with index from group B etc. by







If we fix one vector pA1 , it can be paired in n
A
2 ways with vector p
A
2 if nAA 6= 0 or with nB2 vectors pB2 if nAB 6= 0.
This leads to the relation






2 ) = (p1 · p2)nA2 E(nA − 2, nB , nAB ;nA1 − 1, nA2 − 1, nB1 , nB2 )+
(p1p2)nB2 E(nA − 1, nB − 1, nAB − 1;nA1 − 1, nA2 , nB1 , nB2 − 1)
valid as long as pA1 6= 0. If we use it with pA1 zero and define the contractions with negative coefficients to
be zero, we get incorrect results (right hand side would be zero while left hand side can be nonzero). Similar
relation holds true when we exchange A’s and B’s or n1’s with n2’s.













2(d+ 1)k2(l2)2 + 4(d− 2)l2(kl)2
(k2 −m2)r(l2 −m2)s(k − l)2

















kα1kα2 lβ1 lβ2 lβ3 lβ4
(k2 −m2)r(l2 −m2)s(k − l)2
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Integral on the right hand side is symmetric in (α1, α2) and (β1, β2, β3, β4) so it must be linear combination of





kα1kα2 lβ1 lβ2 lβ3 lβ4
(k2 −m2)r(l2 −m2)s(k − l)2
= K A B B
A B B
+ L A A B
B B B






(k2 −m2)r(l2 −m2)s(k − l)2
= KE(2, 4, 0; 1, 1, 2, 2) + LE(2, 4, 2; 1, 1, 2, 2)
To find the value of coefficients K and L (which of course depend on the parameters in the integral), we contract









(k2 −m2)r(l2 −m2)s(k − l)2








(k2 −m2)r(l2 −m2)s(k − l)2














for the lengths. Using the recurrence relations, we easily arrive at
C(4, 2; 0, 0) = 3d2(d+ 2)
C(4, 2; 2, 0) = 12d(d+ 2)
C(4, 2; 2, 2) = 12d(d+ 2)(d+ 3)








(k2 −m2)r(l2 −m2)s(k − l)2
(d+ 3)k2(l2)2 − 4l2(kl)2








(k2 −m2)r(l2 −m2)s(k − l)2
dl2(kl)2 − k2(l2)2
d(d+ 2)(d+ 4)(d− 1)
Using the recurrence relations again,
E(2, 4, 0; 1, 1, 2, 2) = 2
E(2, 4, 2; 1, 1, 2, 2) = 4
and the advertised result immediately follows.
Finally, we list some integrals encountered in the evaluation of QCD corrections by the small momentum


















(d+ 1)k2l2 − 2(kl)2
d(d+ 2)(d− 1)
]










Figure 3.3: Bubble integral used in external momentum expansions
kAkAkAkAkAkA → (k
2)3








(d+ 3)k2(l2)2 − 4(kl)2l2
d(d+ 2)(d+ 4)(d− 1)
]
G(2, 4, 0) +
[
dl2(kl)2 − k2(l2)2





(d+ 2)(kl)3 − 3k2l2(kl)
d(d+ 2)(d+ 4)(d− 1)
]
G(3, 3, 3) +
[
−2(kl)3 + (d+ 1)k2l2(kl)
d(d+ 2)(d+ 4)(d− 1)
]
G(3, 3, 1)
3.3 Evaluation of the vacuum bubble master integrals
In this section we will evaluate the vacuum bubble integrals (we will proceed following [27] and [54]). The






(p2 −M2)k(q2 −M2)l((p− q)2 −m2)










(p2 −M2)k(q2 −M2)l((p− q)2 −m2)n+1




results in a recurrence relation satisfied by Bkl




B(k − 1, l) + ∂
∂m2
B(k, l − 1)
We see that in order to evaluate the integrals Bkl it is enough to calculate B11 and a products of the one-loop
integrals Bk0. Note that although in our case we have m2 = 0, the introduction of non-zero mass m2 is necessary
in order to arrive at these recurrence relations. For another way of evaluating the necessary integrals, see Section
3.4.

















[p2 −m20]2[q2 −m21][(p− q)2 −m22]
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This integral was the most difficult integral that we encountered. It is evidently symmetric under the exchange
of m1 and m2. Before performing the integration over the loop momenta, we factor out the mass scale m20,







Next step is to perform the Wick rotation, which is easier before introducing the Feynman parameters. We
introduce the first Feynman parameter that puts together parameters a and b (to preserve the manifest sym-
metry), integrate over q and then introduce the second Feynman parameter which lets us perform integration
over p. The resulting expression reads


















This integral is evaluated in Appendix C.4.





, because in our case m2 is either zero
or if we were more careful, the IR regulator µ2 (gluon mass). Looking at the recurrence relation among Bkl
we see that in order to arrive at Bkl to order O(1), we need to know Bk−1,l to the same order and Bk−1,l−1
and Bk−2,l to order O(m2/M2). Continuing this argument we see that the necessary order in m2 to which we
must calculate integrals depends only on the sum k+ l. Since we encountered integrals up to k+ l = 9, and we
want to know their value to order O(1), we must start with B11 at least to order O(m6/M6). Substituting our















































































+ 6− 2 lnR
ε











+ 2− 2 lnR
ε












































































Using the IBP relations we evaluate the remaining integrals that were needed throughout the evaluation of the
QCD corrections. Although the most of these integrals are given in [27], there are some typographical mistakes,















































































































































































































































The simple form of the singular integrals (with 1ε poles) when compared to [27] is consequence of not expanding
the N factors, which would otherwise produce many γ or ζ(n) factors.
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3.4 Evaluation of vacuum bubble master integrals with massless
propagator
In this section we will show a different way how to arrive at results used in the preceding sections. The reason
for doing so is that in the previous calculation we did not take the full advantage of having a massless photon.
Looking at our results, we see that we can in fact put m2 = 0 in all of the integrals (correspondingly to a
massless photon). However, the application of the recurrence relation relied heavily on having m2 6= 0, and
in order to calculate integrals Bkl with higher values of k and l we needed expansion of B11 to high orders in
m2/M2. As we will see in this section, all Bkl with one massless propagator and the other propagators having
the same mass can be derived from B11(M2,m2 = 0). Moreover, since the major complication in the case
m2 6= 0 was the presence of two mass scales, which manifested itself in quite complicated integration over the
Feynman parameters, this alternative way will be much more straightforward and simple.
As in the previous section, we will use the integration-by-parts relations. We must choose a family of integrals
among which we will try to find as many relations as necessary to solve them. After putting m2 = 0, we have
no simple possibility to relate the integral with propagator (p − q)2 to the integral with higher powers of this
propagator (in previous section this connection was given by the differentiation with respect to m2). This leads








(p2 −M2)a(q2 −M2)b(p− q)2c
(3.1)
By rescaling the momenta, we see that the integral is homogeneous function of the only parameter with dimension
of mass that is in the problem, that is
Babc(M2) = (M2)d−a−b−cBabc(1)




Babc = (d− a− b− c)Babc
and on the other hand the partial differentiation with respect to M2 in (3.1) yields
∂
∂M2
Babc = aBa+1,b,c + bBa,b+1,c
Using again the operator notation for integrals with shifted values of parameters, we have
∂
∂M2
= A+A + B+B ≡ aA+ + bB+ (3.2)
The other set of relations is obtained by applying the integration-by-parts identites. By using the identities







we obtain the relations
2aM2A+ = (d− 2a− c)− cA−C+ + cB−C+
2aM2A+ = (c− a) + aA+C− − aA+B− + cB−C+ − cA−C+
On the left hand side we have written the terms that increase the total sum a + b + c while the operators on
the right hand side keep it at the same value. The difference of these two equations and the equation obtained
by interchanging the role of a and b which are symmetric are
0 = (a+ 2c− d) + aA+C− − aA+B−
0 = (b+ 2c− d) + bB+C− − bA−B+
3.4. EVALUATION OF VACUUM BUBBLE MASTER INTEGRALS WITH MASSLESS PROPAGATOR59
Multiplying the first equation by bB+ and the second by aC+ and subtracting yields
(2b+ 2c− d)aA+ = (2a+ 2c− d)bB+





which combined with equation (3.2) yields
aA+ =
2a+ 2c− d






2a+ 2b+ 4c− 2d
∂
∂M2
For completeness we will derive formula for C+ although we will not need it. Since Babc is a polynomial, we
can use the homogeneity relation to eliminate the differentiation with respect to M2:
A+ =
(2a+ 2c− d)(d− a− b− c)
M2a(2a+ 2b+ 4c− 2d)
B+ =
(2b+ 2c− d)(d− a− b− c)
M2b(2a+ 2b+ 4c− 2d)
These relations are easily inverted
A− =
M2(a− 1)(2a+ 2b+ 4c− 2d− 2)
(2a+ 2c− d− 2)(d− a− b− c+ 1)
B− =
M2(b− 1)(2a+ 2b+ 4c− 2d− 2)
(2b+ 2c− d− 2)(d− a− b− c+ 1)
and substituting to the previous equations gives
C+ =
2(a+ b+ c+ 1− d)(a+ c− d2 − 1)(b+ c−
d
2 − 1)
M2(a+ b+ 2c− d)(2c− d)
Note that these relations strongly resemble the contiguous relations among the hypergeometric functions. This
is no coincidence, since as we know, many loop integrals can be expressed in terms of the hypergeometric
functions (and we will see the exact d-dimensional expression for the integrals considered in this section in the
next chapter).
These relations can be used to relate all integrals of our family to the products of the one loop integrals (when
one of a, b, c is zero) and one two-loop integral (we choose B111) - this is the Master integral of our problem.
After the Wick rotation and appropriate shift of the loop momenta, introduction of Feynman parameters and



























1 + 3ε+ 7ε2
]
+O(ε)
In this way we reproduce precisely the result of the previous section, but without any complicated integration.
Except for the last expression everything is valid in any number of dimensions, which is another advantage of
this derivation. Note that the exact d-dimensional result for Babc will be given in Section 4.3.1 of the next
chapter. It can be evaluated directly using the Feynman parametrization.
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Chapter 4
Two-loop QCD corrections, exact
In this chapter we will evaluate the contribution of the leading order QCD corrections to the quark loop
exactly for d = 4, without any restriction on the Higgs boson mass. QCD corrections to H → γγ have been
first numerically analyzed in the intermediate mass range in [17] by numerical integration of the Feynman
parameter integrals. Both [17] and [59, 14] followed in the previous chapter considered only the invariant
amplitude below the 2mt threshold, where it is real. Authors of [42, 29] improved the situation by considering
the amplitude in the whole range of Higgs masses. They first evaluated analytically the imaginary part of the
amplitude and then numerically integrated the dispersion integral (the explicit expression for the imaginary
part of amplitude is given in [29]). Expressions for the invariant amplitude in the form of (very complicated!)
one-dimensional integrals were given in [51]. The first explicit result written only in terms of the polylogarithms
(without any integration) appeared almost ten years later, in [21]. Results of this article were used later [26]
to find an “analytic” expression for other integrals considered in [51]. The method that was used was the
“Expansion&Inversion”. The authors made an “ansatz” inspired by results in [21] and used Taylor expansion
of integrals in [51] to find the value of free parameters on the ansatz. Note that the order of expansion was
around z100 and integers appearing in the numerator and denominator of coefficients were of order 10180.
Many intermediate results and details of calculation of processes H → γγ and gg → H were given later in
articles [4, 6]. We will proceed similarly to those articles (with the calculation being analogous to the calculation
performed in the section 2.4).
4.1 Reduction of amplitude to scalar integrals
The relevant diagrams and amplitudes have been shown in Section 3.1. After applying the projection operators
to the scalar amplitudes, we want to express all scalars in the numerator of integrand in terms of the propagators.
In the one-loop case there were 3 independent scalars and 3 propagators, but in general we can have more scalars
than there are propagators, so not all scalars can be eliminated. There are solutions that are widely used, the
“auxiliary diagram scheme” and the “shift scheme” [1]. We will use the auxiliary diagram scheme, which in our
case amounts to extending the set of propagators by one so that all scalars can be expressed in terms of them.
We see that in our case diagrams a-c have only 5 independent propagators and diagrams d-f 6 propagators,
while the number of independent scalars is 7. But if we take all 7 propagators that occur in any of diagrams,
we can eliminate all the scalars. We choose the propagators
D1 = (k − l)2
D2 = k2 −m2
D3 = (k − p1)2 −m2
D4 = (k + p2)2 −m2
D5 = l2 −m2
D6 = (l − p1)2 −m2
D7 = (l + p2)2 −m2
which gives
k2 = D2 +m2
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p1 k − p1
l + p2 p2
p1
l







































The diagram 4.1 (the auxiliary diagram) representing a momentum routing has all of these propagators.
After eliminating all the scalars, we have an expression for the amplitude as a linear combination of (about 180)
integrals of the form




















with ni integers (also negative and zero).
4.2 IBP and LI identites
The next step will be to use the symmetries of these integrals together with integration-by-parts relations and
Lorentz-invariance identities to reduce the number of independent integrals. Lorentz-invariance identity is
0 = (−n3 − n6 + n4 + n7) + n32−3+ + n65−6+ − n42−4+ − n75−7+
and 8 IBP identites are
0 = (d− 2n2 − n3 − n4 − n1)− 2n2m22+ − n32−3+ − 2n3m23+ − n42−4+
−2m2n44+ − n12−1+ + n15−1+
0 = (−n2 + n1) + n21−2+ − n25−2+ − 2m2n22+ − n32−3+ + n31−3+ − n36−3+
−2m2n33+ − n42−4+ + n41−4+ − n47−4+ − 2m2n44+ − n12−1+ + n15−1+
0 = (−n2 + n3) + n22+3− − n32−3+ − 2n4p1p24+ − n42−4+ + n43−4+
−n12−1+ + n13−1+ + n15−1+ − n16−1+
0 = (n2 − n4)− n24−2+ + 2p1p2n33+ + n32−3+ − n34−3+ + n42−4+
+n12−1+ − n14−1+ − n15−1+ + n17−1+
0 = (n1 − n5) + n12−1+ − n15−1+ − n52−5+ + n51−5+ − 2m2n55+ − 2m2n66+
−2m2n77+ − n63−6+ + n61−6+ − n65−6+ − n74−7+ + n71−7+ − n75−7+
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l
k − lk − l
k
k + p2
l − p1 l − p1
p1 + p2 p1 + p2
k
type 2type 1 type 3
p1p1
k − l
Figure 4.2: Three propagator two-loop topologies
0 = (d− n1 − 2n5 − n6 − n7) + n12−1+ − n15−1+ − 2n5m25+ − n65−6+
−2n6m26+ − n75−7+ − 2n7m27+
0 = (−n5 + n6) + n12−1+ − n13−1+ − n15−1+ + n16−1+ + n56−5+ − n65−6+
−2p1p2n77+ − n75−7+ + n76−7+
0 = (n5 − n7)− n12−1+ + n14−1+ + n15−1+ − n17−1+ − n57−5+ + 2p1p2n66+
+n65−6+ − n67−6+ + n75−7+
We have also the discrete symmetries like the symmetry k ↔ l
Topo(n1, n2, n3, n4, n5, n6, n7) = Topo(n1, n5, n6, n7, n2, n3, n4)
and the symmetry p1 ↔ p2
Topo(n1, n2, n3, n4, n5, n6, n7) = Topo(n1, n2, n4, n3, n5, n7, n6)
and also simplifications to one-loop integrals
Topo(0, n2, n3, n4, n5, n6, n7) = Topo(n2, n3, n4)Topo(n5, n6, n7)
(which can be easily generalized for any n1 ≤ 0) or
Topo(n1, n2, n3, n4, 0, 0, 0) = Topo(n2, n3, n4)Topo(n1, 0, 0)
(with generalization to the case n5 ≤ 0 and l6 ≤ 0 and l7 ≤ 0) and similarly for the first loop momentum.
Finally, when p1 or p2 does not occur in the integral, we have relations like
Topo(n1, n2, n3, 0, n5, n6, 0) = Topo(n1, n2 + n3, 0, 0, n5 + n6, 0, 0)
and generalization of this can also be written down for any case when n4 ≤ 0 and n7 ≤ 0 and similarly for p2.
Although all these equations form a system of linear equation, its general solution is probably very compli-
cated. We will again use the Laporta’s method and solve these equations for a large number of specific values of
ni using the computer program (AIR). As a result of reduction, we obtain all necessary scalar integrals expressed
in terms of 3 one-loop integrals and 9 genuine two-loop integals (which are not products of one loop integrals).
As in the case of the one-loop integrals, we can divide the scalar integrals Topo(n1, n2, n3, n4, n5, n6, n7) with
non-negative ni’s into groups according to which propagators are present (topologies).
We introduce a simplified notation for describing groups of integrals with the same set of non-zero propaga-
tors. Letter A corresponds to propagators D2 and D5, letter B to propagators D3 and D6 and letter C to D4
and D7. Propagator D1 is always present for genuine two-loop integrals. Finaly, propagators D2, D3 and D4
correspond to one loop momentum and D5, D6 and D7 to the one, so we write them as one word. For example,
symbol (AC,BC) is a shorthand for integrals which have positive power of propagators (D1, D2, D3, D6, D7)
or (D1, D2, D4, D6, D7) or (D1, D3, D4, D5, D6) or (D1, D3, D4, D5, D6). These four groups are connected
by a discrete symmetry transformation and symbol (AC,BC) describes whole family of integrals of this type.
After introducing this notation, we can list all genuine two-loop topologies:
• 3 propagator topologies (Figure 4.2)
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– type 1 (A,A)(B,B) - z-independent, reducible to its subtopologies
– type 2 (A,B) - z-independent, reducible to its subtopologies
– type 3 (B,C) - 2 Master Integrals
• 4 propagator topologies (Figure 4.3)
– type 1 (A,AB)(B,AB) - z-independent, reducible to its subtopologies
– type 2 (B,BC) - reducible to its subtopologies
– type 3 (B,AC) - 1 Master Integral
– type 4 (A,BC) - 3 Master Integrals
• 5 propagator topologies (Figure 4.4)
– type 1 (AB,AB) - z-independent, reducible to its subtopologies
– type 2 (BC,BC) - reducible to its subtopologies
– type 3 (A,ABC) - reducible to its subtopologies
– type 4 (B,ABC) - reducible to its subtopologies
– type 5 (AB,AC) - 1 Master Integral
– type 6 (AB,BC) - 2 Master Integrals
• 6 propagator topologies (Figure 4.5)
– type 1 (BC,ABC) - reducible to its subtopologies
– type 2 (AB,ABC) - reducible to its subtopologies
• 7 propagator topologies (Figure 4.1)
– type 1 (ABC,ABC) - auxiliary diagram
Note that (A,A) and (B,B) are related only through a shift of the loop momentum, so they do not in fact
represent a different topologies. The same holds true for (A,AB) and (B,AB). On the other hand, (A,A) and
(A,B) represent a different momentum flow, so we can consider them as two different topologies, although the
value of integrals which they represent is the same, because p1 is light-like momentum and value of integral
depends only on its square, so the result is the same as if there were no incoming momentum p1.
4.3 Differential equations for Master Integrals
Now all that remains to do in order to calculate the amplitude is to evaluate the 9 Master Integrals that are left
after the reduction. As in the one-loop case, we will follow the differential equations approach. The differential




= − n3 − n6 + n32−3+ + n65−6+
= − n4 − n7 + n42−4+ + n75−7+
(4.1)
(the equivalence of these two expression is exactly the Lorentz-invariance identity). Applying this formal identity
to the Master Integrals and expressing integrals on the right-hand side in terms of Master Integrals and already
calculated one-loop Master Integrals gives inhomogeneous system of first order ordinary differential equations.
General solution of such system can be very complicated, but fortunately in our case the system is block diagonal
with respect to various topologies. At this point it is important to choose Master Integrals (the base of topology)
in such way, that the system of equations becomes as simple as possible. Optimal choice would be to make the
system upper triangular. In next sections, we will see that this is in fact possible.
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Figure 4.4: Five propagator two-loop topologies













Figure 4.5: Six propagator two-loop topologies
4.3.1 Three-propagator, type 3 topology
As already mentioned in the list of topologies, this topology has 2 Master Integrals. Before turning to differential
equations, we list the exact result valid for any positive power of a, b and c and any dimension d:
Topo(c, 0, a, 0, 0, 0, b) =










































This can be derived by application of Feynman parameters and expressing the resulting integrals in terms of
the hypergeometric functions. Although this formula is not very illuminating, it can be used to check if we have
correct results for d → 4 expressions. In addition, the singularities of this function are clearly factorized out,
unlike in the integral representation form. In the case a = b = c = 1 this formula simplifies to
Topo(1, 0, 1, 0, 0, 0, 1) = −
N2m23F2
(
1, ε, 2ε− 1; 2− ε, ε+ 12 ; z
)
(4π)4ε2(1− 3ε+ 2ε2)
The formula to which formula (4.2) reduces for z = 0 (the right hand side remains the same except for the
hypergeometric functions which becomes 1) is useful for two reasons. First reason is that this is precisely
the massless vacuum bubble integral evaluated in the Section 3.4, which was needed in order to evaluate the
integrals coming from the small momentum expansion. We evaluated it in two ways, one way was using the
complicated integration of massive vacuum bubble integral according to [27, 54], and the second way was the
application of integration-by-parts identities and a direct evaluation of the massless bubble integral using the
Feynman parametrization.
The second reason why the formula (4.2) is useful is the fact that after solving the differential equations
for Master integrals we need to fix the integration constant. Usually this can be done simply by requiring the
finiteness of the result at z = 0, because diagrams that we will evaluate do not have singularities at z = 0,
but the solutions of homogeneous equations are in general singular at this point. But the “correct” way for
fixing the integration constant is by comparsion of the solution with an unknown integration constant with the
original Master integral at one point. The simplest choice is z = 0 because for this point the relation
Topo(n1, n2, n3, n4, n5, n6, n7; z = 0) = Topo(n1, n2 + n3 + n4, 0, 0, n5 + n6 + n7)
holds as been shown in the previous section.
Let us proceed to ε-expansion using the differential equations. Since there are two Master integrals in this
topology, the situation is more complicated then in the one-loop integrals considered in Section 2.4. The set of
two differential equations has the general form
f ′1(ε, u) = a11(ε, u)f1(ε, u) + a12(ε, u)f2(ε, u) + b1(ε, u)
f ′2(ε, u) = a21(ε, u)f1(ε, u) + a22(ε, u)f2(ε, u) + b2(ε, u)
The system of first order ordinary linear differential equations is in general difficult to solve, so we will try to
solve it by expanding it in ε. Functions aij and bi in all equations that we will encounter are polynomials in
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ε and u and thus have a convergent Laurent series expansion in ε with finite number of terms in the principal
part. We expect the same behaviour for solutions fj , with principal part consisting potentially of simple and














(by this we mean that the leading-order coefficient of aij and bi is non-zero for the definition of oij and oi to





























Suppose that we know the solution fmi for m < n (as explained, this is true for example for n = −2). We see





then the system of equations becomes triangular and we may immediatelly solve it using a quadrature (note
that this does not at all depend on the value of oi). The same holds true if we exchange the role of o12 and
o21. But this is only a sufficient condition. One can check that multiplying the function f1 by εk is equivalent
to multiplying the off-diagonal terms a12 by ε−k and a21 by εk (and an unimportant change in bi), so we can
modify the conditions to
o11 ≥ 0
o22 ≥ 0
o12 + o21 ≥ 1
(4.3)
Now comes the question of choice of Master integrals. We can try to make a choice of them in such way that
the conditions (4.3) are satisfied. Using the equations relating the various integrals Topo(c, 0, a, 0, 0, b) for this
topology (which we know as a result of the reduction), we can write the system of the differential equations for
any pair of two independent integrals of this topology. We have restricted to integrals satisfying
N+ < 3
N− = 0
and found these possible choices of Master integrals such that the system satisfies the conditions (4.3):
• one of integrals is Topo(1, 0, 1, 0, 0, 0, 1), Topo(1, 0, 2, 0, 0, 0, 1) or Topo(1, 0, 2, 0, 0, 0, 2) and the other one
is Topo(2, 0, 1, 0, 0, 0, 1), Topo(2, 0, 2, 0, 0, 0, 1) or Topo(1, 0, 3, 0, 0, 0, 1) (this gives 9 possible choices of
Master integrals)
• integrals Topo(2, 0, 2, 0, 0, 0, 1) and Topo(1, 0, 2, 0, 0, 0, 2) (the “exceptional” choice of Master integrals)
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With the exceptional choice the system of equations becomes not only triangular, but also relatively sim-
ple and this choice was employed [6]. Authors of [10] have chosen a different set of MI’s corresponding to
Topo(1, 0, 1, 0, 0, 0, 1) and (one half of) the combination
Topo(1, 0, 1, 0, 0,−1, 1)− Topo(1, 0, 0)Topo(1, 0, 0)
Note that adding to the Master integral a combination of integrals coming from the subtopology (which we
already know) should not change the homogeneous differential equation (this holds if the reduction to Master
integrals is complete, in a sense that no new non-trivial relations come up from the fact that we may combine
the equation (4.1) with the results of reduction, i.e. choose an integral, apply the formula (4.1) and express
result in terms of Master integrals, or first express the integral in terms of Master integrals, differentiate the
expression with help of the formula (4.1) and express results in terms of Master integrals). But that this is true
has not been to our knowledge proved yet.
For the choice of [10] the system of differential equations is relatively simple, but it is not triangular. It is
possible to solve such system by transforming it to a second order ordinary linear differential equation, but we
will not do that and instead we choose the set




































































− 14ζ(2) + 1
1− u
(
6ζ(3)− 6H0,0,0(u) + 4H1,0,0(u)− 4H0,1,0(u)
+12H0,−1,0(u) + 2ζ(2)H0(u)
)
+ 13H0,0,0(u) + 10H0,1,0(u)− 30H0,−1,0(u)
−24H−1,0,0(u) + 6H1,0,0(u) + 4H1,1,0(u)− 12H1,−1,0(u) + 36H−1,−1,0(u)








ζ(4)− 14H0,0,0,0(u)− 20H0,1,0,0(u)− 12H0,0,1,0(u)
+36H0,0,−1,0(u) + 12H1,0,0,0(u)− 8H1,1,0,0(u) + 8H1,0,1,0(u)
−24H1,0,−1,0(u) + 48H0,−1,0,0(u)− 8H0,1,1,0(u) + 24H0,1,−1,0(u)
−72H0,−1,−1,0(u) + 24H0,−1,1,0(u) + 6ζ(2)H0,0(u)− 12ζ(2)H0,−1(u)
+4ζ(2)H0,1(u)− 4ζ(2)H1,0(u)− 12ζ(3)H1(u) + 16ζ(3)H0(u)
]








− 14H0,0,0,0(u)− 20H0,1,0,0(u)− 12H0,0,1,0(u)
+12H1,0,0,0(u)− 8H0,1,1,0(u)− 8H1,1,0,0(u) + 8H1,0,1,0(u)
+36H0,0,−1,0(u) + 48H0,−1,0,0(u) + 24H0,1,−1,0(u) + 24H0,−1,1,0(u)
−24H1,0,−1,0(u)− 72H0,−1,−1,0(u) + 6ζ(2)H0,0(u)− 12ζ(2)H0,−1(u)






+ 29H0,0,0,0(u) + 26H0,0,1,0(u) + 54H0,1,0,0(u)
+20H0,1,1,0(u) + 14H1,0,0,0(u) + 12H1,0,1,0(u) + 20H1,1,0,0(u)
+8H1,1,1,0(u)− 78H0,0,−1,0(u)− 120H0,−1,0,0(u)− 60H−1,0,0,0(u)
−60H0,1,−1,0(u)− 60H0,−1,1,0(u)− 36H1,0,−1,0(u)− 48H1,−1,0,0(u)
−48H−1,0,1,0(u)− 48H−1,1,0,0(u)− 24H1,1,−1,0(u)− 24H1,−1,1,0(u)
−24H−1,1,1,0(u) + 180H0,−1,−1,0(u) + 72H1,−1,−1,0(u)
+144H−1,0,−1,0(u) + 72H−1,1,−1,0(u) + 144H−1,−1,0,0(u)
+72H−1,−1,1,0(u)− 216H−1,−1,−1,0(u)− 13ζ(2)H0,0(u)
+30ζ(2)H0,−1(u)− 10ζ(2)H0,1(u)− 6ζ(2)H1,0(u) + 12ζ(2)H1,−1(u)







4.3.2 Four-propagator, type 3 topology
Since this topology has only one Master integral, we can choose


























2H0,0,0(u) + 4H1,0,0(u)− 4ζ(3)
)











+4H0,0,1,0(u)− 24H1,0,−1,0(u) + 8H1,0,1,0(u)− 4H0,1,0,0(u) + 6H0,0,0,0(u)







2ζ(2) + 12H−1,0(u)− 4H1,0(u)− 12H0(u)
)
+
3u2 − 10u+ 3
(1− u)2
ζ(3) +
9u2 + 2u− 7
(1− u)2
H0,0(u)−







4.3.3 Four-propagator, type 4 topology
This topology is the most complicated topology encountered, because it has three Master integrals. But we will
see that after choosing a proper set of Master integrals the system of differential equations will be triangular to
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order O(ε0), so the solution is not more difficult than in the case of topologies with one master integral. Note
that in the literature [4, 6, 11] another set of Master integrals is considered,
• Topo(1, 0, 1, 1, 1, 0, 0),
• 12 Topo(1,−1, 1, 1, 1, 0, 0)−
1
2 Topo(1, 0, 0) Topo(0, 1, 1)
• Topo(1, 0, 1, 1, 3, 0, 0),
but for this set the system of differential equations does not become triangular, it only splits to order O(ε0)
into 2 + 1 equations. The remaining system of 2 differential equations is solved by transforming it into a one
second-order ordinary linear differential equation which is then solved.
Our choice of Master integrals

































































ε2(1− u)(1 + u)3
− 2u+ ε(1− u
2)

















which is easily solved order by order in ε because it is diagonal to order O(ε0). At each order, we solve it for
f5 first, then use it to find f6 and finally we use both of them to find a solution for f4. Then we can go on to
next order in ε. The results are (although they may look difficult, they were found just by an application of








































− 11ζ(4) + 2H0,0,1,0(u)− 2H0,−1,0,0(u)
−4H0,−1,1,0(u)− 2H0,0,−1,0(u)− 4H1,0,1,0(u)− 4H0,1,−1,0(u) + 4H0,1,0,0(u)
+4H0,1,1,0(u) + 3H0,0,0,0(u)− 2H1,0,0,0(u)− 4ζ(2)H0,−1(u) + 2ζ(2)H0,1(u)






− 10H−1,0(u) + 4H−1,−1,0(u)− 3H−1,0,0(u)− 2H−1,1,0(u)
4.3. DIFFERENTIAL EQUATIONS FOR MASTER INTEGRALS 71









− 2H0,−1,0(u) + 5H0,0(u)
)
−2u
2 − u− 1
(1− u)2
H0,1,0(u)−




















2ζ(2) + 4H1,1,0(u) + 4H1,0,0(u)− 4H1,−1,0(u)− 4H−1,1,0(u)
−4H−1,0,0(u) + 4H−1,−1,0(u) + 4H1,0(u) + 4H0,0(u)− 4H−1,0(u)
−4H0,−1,0(u) + 2ζ(2)H1(u)− 2ζ(2)H−1(u) + 4H0(u)
)
− u(3u+ 5)
(1− u)2(1 + u)
ζ(3)
− 2u(3u− 2)
(1− u)2(1 + u)
H0,0,0(u)−
2u(3u− 1)
(1− u)2(1 + u)
H0,1,0(u)−
4u2






4ζ(2) + 6ζ(3)− 47
2
ζ(4) + 8H1,1,1,0(u) + 8H1,1,0,0(u)− 8H1,1,−1,0(u)− 8H1,−1,1,0(u)
−8H1,−1,0,0(u) + 8H1,−1,−1,0(u)− 8H−1,1,1,0(u)− 8H−1,1,0,0(u) + 8H−1,1,−1,0(u)
−10H−1,0,0,0(u) + 8H−1,−1,1,0(u) + 8H−1,−1,0,0(u)− 8H−1,−1,−1,0(u)
+8H1,1,0(u) + 8H1,0,0(u)− 8H1,−1,0(u)− 8H1,0,−1,0(u)− 8H−1,0,1,0(u)
−8H−1,1,0 − 8H−1,0,0(0) + 8H−1,−1,0(u) + 8H−1,0,−1,0(u) + 8H0,−1,−1,0(u)
+4ζ(2)H1,1(u)− 4ζ(2)H1,−1(u)− 4ζ(2)H−1,1(u)− 8H−1,0(u)− 4ζ(2)H−1,0(u)
−8H0,−1,0(u) + 4ζ(2)H−1,−1(u)− 4ζ(2)H−1(u) + 2ζ(3)H−1(u) + 8H0,0(u)




(1 + u)(1− u)2
(
22ζ(4)− 16ζ(3)
−4(2u− 3)H1,0,0,0(u)− 2(7u− 4)H0,0,0,0(u)− 4(3u− 1)H0,1,1,0(u)
−2(7u− 3)H0,1,0,0(u) + 4(3u− 1)H0,1,−1,0(u)− 4(u− 3)H1,0,1,0(u)
−4(3u− 2)H0,0,0(u) + 4(3u− 1)H0,−1,1,0(u) + 2(5u− 3)H0,−1,0,0(u)
−4(2u− 1)H0,0,1,0(u)− 4(3u− 1)H0,1,0(u) + 4(3u− 2)H0,0,−1,0(u)
−2(3u− 1)ζ(2)H0,1(u) + 8uζ(2)H0,−1(u)− 2uζ(2)H0,0(u) + 8ζ(2)H1,0(u)












− 11ζ(4)− 8ζ(3)H1(u)− 3ζ(3)H0(u)− 2H1,0,0,0(u) + 3H0,0,0,0(u)
+4H0,1,1,0(u) + 4H0,1,0,0(u)− 4H0,1,−1,0(u)− 4H1,0,1,0(u)− 4H0,−1,1,0(u)
−2H0,−1,0,0(u) + 2H0,0,1,0(u)− 4ζ(2)H1,0(u) + ζ(2)H0,0(u)− 2H0,0,−1,0(u)
+2ζ(2)H0,1(u)− 4ζ(2)H0,−1(u)
)
4.3.4 Five-propagator, type 5 topology
This topology has one Master integral. There is no Master integral corresponding to this topology given in [6],
but they give a result for a reducible six-propagator topology having this five-propagator, type 5 topology as
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its subtopology. On the contrary, [4] gives the result for this topology with the (simplest) choice of the Master
integral




















− 4H0,1,0,0 − 2H0,0,0,0 − 4H1,0,0,0 − 8H1,1,0,0 + 6ζ(4) + 4ζ(3)H0 + 8ζ(3)H1
)
Be careful, [4] gives the incorrect sign of this result.
4.3.5 Five-propagator, type 6 topology
The last topology that we will consider has two Master integrals. It is relatively easy to choose Master integrals
such that the system of differential equations is triangular to O(ε). We chose



































− 4H1,1,0,0 − 3H1,0,0,0 − 2H0,1,0,0 − 2H1,0,1,0 −H0,0,1,0













11ζ(3)H0 + 9ζ(4)− 9H0,0,0,0 + 6H−1,0,0,0 + 14H0,1,0,0
−4H0,0,1,0 + 7ζ(2)H0,0 + 22H0,0,−1,0
)
This completes the list of all Master integrals that we needed. Authors of [6] choose a different set of Master
integrals, namely Topo(1, 0, 1, 1, 1, 0, 1) together with Topo(1, 0, 1, 1, 1, 1, 1) which in our classification belongs
to another (6-propagator) topology, but a reducible one having this topology as a subtopology, so this choice of
Master integrals is legitimate. Moreover, the system of differential equations for this choice of Master integrals
is again diagonal, and so we can easily solve it. In [4] another choice of Master integrals is employed, which is
equivalent to Topo(1, 0, 1, 1, 1, 0, 1) and Topo(1,−1, 1, 1, 1, 1, 0) (the difference is only in the subtopology terms).
4.4 Results
After we have performed the reduction of scalar integrals to the Master integrals and found their expansion in ε
to a sufficient order, we may use these results to find the expression for the invariant amplitude. The two-loop




















1 + u+ u2 + u3
u(1− u)
(
− 18ζ(4)− 2H0,0,0,0 − 28H0,1,0,0 + 16H0,−1,0,0 + 8H0,0,1,0
















− 4(7u2 + 26u+ 7)H0,−1,0 + 4(1 + u)2H0,1,0
−4(5u2 − 6u+ 5)H1,0,0 −
4(11u2 − 20u− 3)
(1− u)
H0,0,0 − 4(u2 − 27u− 2)H0,0
−2(5u2 + 22u+ 5)ζ(2)H0 − (14 + 164u+ 14u2)ζ(3)
)]
We see that the the divergent part is the same (up to a sign) as in the contribution of the counter-term diagrams


















































Note that only reduced a set of special functions appears in the final result, which lets us express this result in












ln4(u)− ln2(u) Li2(−u)− 18 Li4(−u)
−7
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ln2(u) ln(1− u) + 3u
2(1− u)2
ln2(u) +




















Comparison of the one loop top quark contribution to the two loop QCD corrected result is shown in Figure
4.6. We see that the two-loop diagrams can lead to important corrections above the 2mt threshold. Below the
threshold (and thus also in the intermediate mass range) the size of the corrections is smaller as can be seen
also in Figure 5.6.
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Figure 4.6: Comparsion of leading order QCD correction to top quark loop with the one loop result
Chapter 5
Overview of various computations
5.1 QCD corrections, small momentum expansion and three loops
Author of [52] has used a small momentum expansion to evaluate the O(α2Sz
2
q ) correction. He first considers
the lower-order correction using the low-energy theorem for Higgs boson. The basic idea is that the coupling of







so that in the limit of light Higgs boson (zero external momentum) we can obtain the result by differentiating
the quark contribution to photon two-point function with respect to the virtual particle mass (this is similar
to the way in which we calculated the contribution of counter-terms inserted in the fermion loop). Then he
derives the same result by the use of so-called Fock-Schwinger gauge for the external photons. Finally, he
directly expands the Feynman integrals in an external momentum (typical diagrams are shown in Figure 5.1)






































written in the on-shell renormalization scheme. The series converges much better if results are expressed in
terms of MS mass, and these results are also given in [52].
5.2 Non-Sudakov type double-logarithms





















Figure 5.1: Typical diagrams contributing to next-to-leading order QCD corrections to quark loop
75
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Diagrams where these double logarithms originate can be identified and leading double logarithms can be
extracted. This has been done (also to next-to-leading order) in [?, 5] and after summation of contribution of
























The running of the QCD coupling in the bottom quark contribution is considered in [41] with conclusion that
the effective scale is given roughly by
αS(10m2b)
5.3 Light-fermion contribution
We have seen in the one-loop calculation that the light fermions do not give a significant contribution to the
amplitude, since their coupling to the Higgs boson is proportional to their mass. But this coupling can be
avoided if one considers the two-loop diagrams with the Higgs boson coupled to the gauge bosons and these
coupled to the light quarks like in the Figure 5.2. Since we sum over the generations, their contribution is not
necessary irrelevant. The authors of [3, 2] proceeded similarly like we did in the evaluation of QCD corrections -
they projected the invariant amplitude to the scalar amplitudes, reduced the integrals to a linear combination of
integrals analogous to our Topo’s, used the IBP identities to find the relations among them and finally evaluated
the remaining integrals with the help of the differential equations. They employed the Background Field Method
quantization, which reduced the number of the diagrams. The biggest technical difference between the QCD
corrections and the light fermion contribution is the presence of three thresholds in m2H , at m
2





and m2H = 4m
2
W in the latter case. We see that the additional non-zero threshold does not let us express the
results in terms of HPLs. Authors introduce an extended set of harmonic polylogarithms, which they call the
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8π sin2 θW zW
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xf1(x) = −4x+ 2(x− 1)H−1(−x)− 2H0,−1(−x) + 2(x− 3)H0,0,−1(−x)






−3(x− 2)H−4,−r,−1(−x) + 2(x− 2)H−r,0,−1(−x) + 2(x− 2)H−r,−r,−r(−x)
]
and
xf2(q, x) = −8x(1 + q) + 4(1 + q)(x− 1)H−1(−x)− 2(x+ 2q)H0,−1(−x)
−2
3
(5x− 12)H−r,−r(−x)− 6(x(1 + q)− 3− 2q)H−r,−r,−1(−x)
+2(1 + 2q)
[







2x(1 + 2q)H−r(−x)− 6q(x− 2)H−4,−r,−1(−x)






There is a singularity at x = 14 corresponding to 2 W -boson threshold and this singularity in fact signals an
improper treatment of the W -boson propagator. Authors regularize the singularity by performing a substitution
mW → mW − i
ΓW
2
in the square root of the last factor of f2(q, x) and check for the independence of the amplitude on the regulator.
5.4 Top-quark induced electroweak corrections
Electroweak corrections to H → γγ involving a virtual top quark have been considered for the first time in [39].
There the authors evaluated the O(mtv ) corrections in the heavy top quark limit and considered the diagrams
with internal exchange of Higgs and the unphysical Goldstone bosons (for some examples see Figure 5.3). Later




result in zW to order O(z4W ), which corresponds to the formal hierarchy 2mt  2mW  mH , and arrived
at the result that did not match the previous result (the result of [22, 33] was later confirmed by [15], who
considered the complete set of electro-weak corrections). The authors projected the tensorial amplitude to the
scalar amplitudes A and C and calculated separately both of them, to check if they were the same (up to a
sign). They worked in the Rξ gauge and checked if the ξ parameter drops out in the final result. The bottom
quark was considered to be massless and the CKM matrix was taken to be diagonal. Ultraviolet divergences
were regularized by the dimensional regularization and the on-shell renormalization scheme was adopted. The
number of diagrams was of order 1000, some of them are in Figure 5.3 and Figure 5.4. Due to the masslessness
of the bottom quarks, the asymptotic expansion yielded non-trivial terms beyond the terms obtained by the























Electroweak corrections to H → γγ in the heavy top quark limit have been considered also in [16].
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Figure 5.4: Some of diagrams contributing to higher order top-induced electroweak corrections
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Figure 5.5: Sample diagram contributing to the pure bosonic electroweak corrections
5.5 Electroweak corrections in the heavy Higgs boson limit
In this text we have mainly focused on the Higgs boson in the intermediate mass region. For heavy Higgs
boson the two-loop electroweak corrections of order O(GFm2H) have been considered in [34]. Authors used
the Equivalence theorem which let them evaluate the high energy contribution of W and Z boson from the
contribution of w± and z the unphysical Goldstone bosons. The loop integrals have been evaluated using the
dispersion relations. The corrections are ' 30% for Higgs boson with mH = 1TeV.
5.6 Pure bosonic electroweak corrections and the complete set of
corrections
Finally the complete set of electroweak corrections in the intermediate Higgs boson range has been calculated
in [15] using the expansion in a small Higgs boson mass. This covers both the light fermion contribution, the
electroweak corrections involving the third generation quarks, and the pure bosonic contributions. The first two
groups have been already discussed. Sample diagram of the third group is in the Figure 5.5. Before evaluating the
diagrams, authors argue from the structure of cuts of diagrams, why the asymptotic expansion of the diagrams




. As in the evaluation of the light
fermion contribution, the Background Field Method of quantization has been used. On-shell renormalization
for physical particles has been used and around 1700 diagrams have been evaluated. Also the gauge parameter ξ
was renormalized in order to expand the off-shell amplitude. The analytical results turned out to be complicated,
so only a numerical results for coefficients was given. The convergence near 2W -threshold was improved by
using a Pade approximant. The final result which contains both the top-quark induced electroweak corrections
and the light-fermion contribution discussed earlier reads
AEW = Alep +Alq +Aq3 +AYM
where Alep stands for the contribution of leptons, Alq for the light quarks, Aq3 the third generation quarks and

























































































































































































zi+ = T3 −Qi sin2 θW
zi− = −Qi sin2 θW
and the numerical coefficients
ct0 = −54.4 + 6.07zW
ct1 = −13.3 + 3.02zW
ct2 = −7.00 + 1.84zW
ct3 = −4.35 + 1.18zW
cW0 = 16.3− 1.72zW
cW1 = 25.7− 2.64zW
cW2 = 15.5− 2.05zW
cW3 = 10.2− 1.46zW
Note that there is a different power of cos θW in the light fermion contribution in C factors then in the previous
section.
The summary of these corrections in the intermediate mass region is shown in Figure 5.6. Quantity δ is
defined as
Γ2l = Γ1l(1 + δ)
with Γ1l and Γ2l decay width of H → γγ evaluated to one and two loops. These results are confirmed by a
numerical analysis done recently by [44], who also consider the size of corrections near 2mW threshold. Their
approach is independent of any expansion except for an expansion in the SM coupling constants.
The total one-loop decay rate is shown in Figure 5.7. The combination of QCD corrections and EW
corrections gives the correction to the one-loop result that ranges between ±1.5% in the intermediate mass
range, so it does not manifest itself in the logarithmic plot. Such small corrections are result of the compensation
of QCD and the electroweak corrections. Above the 2mW threshold, both corrections become positive leading
to an overall effect of ' 4%.
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Figure 5.6: Summary of two-loop corrections to H → γγ











Figure 5.7: Decay width H → γγ calculated at one-loop level
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Chapter 6
Conclusion
We have studied the two photon decay of the Higgs boson. Precise knowledge of the decay width predicted by
the Standard Model is necessary for the comparsion with the experimental data. Although rare, this process is
important because it allows a precise measurement of the Higgs boson mass. It is also sensitive to “new physics”
beyond the SM. We have seen that the heavy fermions which have masses generated by the Higgs mechanism
do not decouple and thus give a significant contribution to the invariant amplitude even in the limit mHmf → 0.
Precise determination of the H → γγ decay width requires an inclusion of the small corrections to the
invariant amplitude. The leading order contribution to the H → γγ comes from the W -boson and top quark
loops. All other corrections (which are relevant for Higgs boson masses compatible with the present experimental
input) are from the two-loop integrals. It is well known that the evaluation of the two-loop integrals is very
complicated. This work focused on illustratation of some methods that are used when evaluating these integrals.
Last 30 years have shown various ways, how to attack the problem. Since these techniques are in general not
explained in the standard textbooks, we tried to make the calculations as detailed as possible. Although all
results that we obtained have been found in the literature already, the analytic results for H → γγ are still
quite recent, and we calculated them independently.
In the second chapter we described the one loop calculations in detail. The fermion loop integral has been
evaluated in three different ways, first by using the standard Feynman parametrization explained in every
textbook in the QFT, then by calculating the imaginary part and using the dispersion relations. The last way
was to using the integration-by-parts identities and the differential equation approach. This modern approach
has many advantages and is very useful when used for the two-loop calculations. One of advantages is the fact
that once we evaluate one class of diagrams using this approach, it is relatively simple to use these results for
related diagrams. This is what has been presented in the rest of the first chapter - the results of the fermion
loop integration were used to write the contribution of W -boson loop and one-loop counter-term diagrams that
had to be evaluated in order to make the two-loop results finite.
The next chapter tried to evaluate the two-loop diagrams for the leading order QCD corrections to quark
loop by a small momentum expansion. The method of asymptotic expansions is frequently used, because the
computations are much simpler when compared to the exact evaluation of diagrams, but at the same time often
physically relevant. At the beginning of the chapter the result found in the literature is derived and then we
described, how to proceed to higher orders. Although this simple analysis is not world-shaking, it is difficult to
find the explicit expressions in the literature. Last part of the chapter focuses on the evaluation of the difficult
two-loop vacuum bubble integrals. We have tried to make the exposition as detailed as possible, because this
integral was the most difficult integral that was encountered, mainly because it involves three mass scales (it
depends on two arbitrary parameters).
The fourth chapter considered the exact analytic evaluation of the QCD corrections. This was the most
interesting part of the work, and surprisingly it was not too difficult, because the combination if IBP identities
together with the differential approach reduces the problem essentially to an algebraic problem, which can be
solved on the computer. This is another of the advantages mentioned above.
The last chapter gave a brief summary of other calculation that have been considered by various authors.
Figure 5.6 shows the summary of various corrections. We see that in the intermediate mass regions the correction
to the one-loop result δ ranges between ±1.5%. The one-loop result for the decay width is shown in Figure 5.7.
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In this chapter we will list the Feynman rules that were used throughout the calculations. For a comprehensive
list of Feynman rules of the Standard Model in Rξ gauge see [12]. The Feynman rules are shown in Figure A.1.
In the case of WWA vertex all the momenta flow into the vertex. The incoming W+µ with momentum k1 is
equivalent to the outgoing W−µ with momentum −k1. Vertex functions Vµνρ and Sµν,ρσ are defined as
Vµνρ(k1, k2, k3) = (k1 − k2)ρgµν + (k2 − k3)µgνρ + (k3 − k1)νgρµ
Sµν,ρσ = 2gµνgρσ − gµρgνσ − gµσgνρ
Matrices T are standard (halves of) su(3) Gell-Mann matrices. For a comparsion with the results in literature,


















where we tried to distinguish between the weak isospin coupling constant gW and the QCD coupling constant
gS .
A.2 Gamma and colour matrices
Throughout the calculations, we used the following formulae for d-dimensional γ matrices




µ = (2− d)γα
γµγαγβγ
µ = 4gαβ + (d− 4)γαγβ
γµγαγβγγγ
µ = −2γγγβγα + (4− d)γαγβγγ
Tr(γαγβ) = Tr1gαβ
Tr(γαγβγγγδ) = Tr1(gαβgγδ − gαγgβδ + gαδgβγ)
Tr(γαγβ . . . γω) = Tr(γω . . . γβγα)
(A.2)









































W+µ , k1 W
−
ν , k2 Aρ Aσ
WνWµ
Wf g
Figure A.1: Feynman rules








Let us derive some formulae useful for manipulations with su(3) colour matrices. For any matrix representation
T a of Lie algebra we define the structure constants fabc as





Note that i is inserted because we want the matrices T a to be Hermitian with real structure constants fabc.
Jacobi identity
[T a, [T b, T c]] + [T b, [T c, T a]] + [T c, [T a, T b]] = 0.
implies that there exists a representation of algebra called the adjoint representation defined by
(T aA)ij = −ifaij
For a compact simple Lie algebra like su(3) there always exists a basis with totally antisymmetric structure
constants. With this information, it is easy to show that matrix
∑
a T
aT a commutes with all elements of the





R = C2(R)1 (A.3)
Operator on the left-hand side is so-called quadratic Casimir operator. Applying this to the adjoint represen-
tation, which is irreducible in the case of the simple Lie algebras, we immediately obtain a useful formula∑
cd
facdfbcd = C2(A)δab














which was needed in the evaluation of QCD correction to the quark electromagnetic vertex. In the case of














In the following sections we will list some formulae that were used frequently. For more information about
special functions see [8, 58].
B.1.1 Källen form











3 − 2m1m2 − 2m1m3 − 2m2m3
















2 + b2 − 2a− 2b− 2ab)
We are interested mainly in its behavior when the parameters are physical masses, that is nonnegative real
numbers. If we hold the parameter a fixed we see that the quadratic form has zero points at
b = 1 + a±
√
a
and the form itself is negative for
b ∈ (1 + a− 2
√
a; 1 + a+ 2
√
a)
and positive for b < 1 + a− 2
√
a or b > 1 + a+ 2
√
a, that is, there is a region of negative λ2 which has center
at 1 + a and a width 4
√
a. At a = 1 the lower endpoint becomes zero, so there is no lower region of b where λ2
would be positive. When a moves from this point, the lower region “opens” and it is always possible to choose
small enough b for which λ2 > 0. We can see this in another way if we introduce parameters that are symmetric




y = (a− b)
2a = 2x+ y
2b = 2x− y
When expressed in terms of x and y, λ2 reads
λ2 = 1− 4x+ y2
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Figure B.2: Plot of Kallen quadratic form in standard variables
and we see clearly that given a mass difference y we can always find mean mass for which λ2 is negative. When
a is given, the minimal value of λ2 is at point b = a+ 1 and the function has no local maxima (global maxima
are at b = 0 with value (a− 1)2 and b→∞ where λ2 diverges).
B.1.2 Conformal mapping of the cut complex plane to the unit disk
In this section we will study the conformal mapping given by
u = f(z) =
√
1− 1z − 1√

















Figure B.3: Value of m3 of lower root of λ2
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Figure B.4: Illustration of region of parameters with negative λ2 for fixed a
where by square root we mean its principal value (as usual). The function is defined for all z ∈ C\[0; 1]. We
see that it is a composition of mappings
z1 = f1(z) =
1
z
z2 = f2(z1) = 1− z1
z3 = f3(z2) =
√
z2
u = f4(z3) =
z3 − 1
z3 + 1
with f1 an inversion, f2 a translation and a reflection, f3 a square root and f4 a linear fractional transformation
(Cayley transform). Both f1 and f2 are defined in the whole complex plane, one-to-one, and they are their own
inverses. The mapping f4 is one-to-one mapping of the Riemann sphere (C ∪ {∞}) with inverse given by
z3 = f−14 (u) =
1 + u
1− u
Point z3 = x+ iy is mapped by f3 to
u = f3(x+ iy) =
(x2 + y2 − 1) + 2iy
(x+ 1)2 + y2
Finally, the mapping f3, is not defined for z2 < 0 which corresponds to the cut z ∈ [0; 1] and its image is the
open right half-plane {z3 : <z3 > 0}.
Let us look where does the neighbourhood of the cut map (ε infinitesimal)
[0; 1]± iε
1
z−→ [1;∞]∓ iε 1−z1−−−→ [−∞; 0]± iε
√




C+ε = {u : u = (1− ε)eiφ, φ ∈ [0;π]}
C−ε = {u : u = (1− ε)eiφ, φ ∈ [−π; 0]}
the upper and the lower semicircle of the unit disk with center at 0. It is easy to check that f4 maps the
imaginary axis onto the unit circle (preserving a sign of imaginary part) and the right (left) open half-plane
inside (outside) of the unit circle. Similarly the unit circle is mapped onto the imaginary axis and the open
unit disk onto the open left half-plane. The complement of the closed unit disk is mapped onto the open right
half-plane.
Putting all together, the picture is as follows: f(z) maps the Riemann sphere without [0; 1] onto the open
unit disk with the line above the cut mapped onto the upper semicircle and line below the cut mapped onto
the lower semicircle. The Sign of the imaginary part of numbers is preserved and the special points include
f(0) = 1
f(1) = −1
















Since the mapping is one-to-one and onto the unit disk, it has the inverse mapping given by
z = f−1(u) =
(1− u)2
−4u




























B.1.3 Euler gamma and beta functions, digamma and polygamma functions










Using the integration by parts we see that for the real values it satisfies the relation Γ(z + 1) = zΓ(z) and this
lets lets us analyticaly continue this function to the whole complex plane except for z ∈ {0,−1,−2, ...} where
the function has simple poles (note that this implies that ∞ is a limiting point of poles, so it is very singular).




− γ +O(ε) (B.1)
































which is valid as long as <p > 0 and <q > 0. It can be expressed using only the gamma function, but it is useful






















There are several useful expression for the beta function which are obtained from its definition using the various
substitutions















(the second expression follows after the substitution t = x1+x , third after the substitution x = y
2).











which means that Ψ(z) is just a logarithmic derivative of Γ(z). Values of all derivatives of the gamma function
starting with the 2nd derivative at the point 1 can be expressed in terms of the zeta function values in natural
numbers and powers of γ. This will let us express a first few coefficients in the Taylor expansion of the gamma

























where we used geometric the series to represent (1 − e−t)−1 and expressed the integral using the definition of
gamma function. Now it is easy to shift z → z + 1 and use the generalized binomial formula and the definition
of Riemann zeta function to get






























(−1)m+l+1Γ(m+ l + 1)
Γ(l + 1)
ζ(m+ l + 1)
The nontrivial part of this calculation is to relate the derivatives of the gamma function to the derivatives of
its logarithm. First few derivatives of gamma function are
Γ′′ = Ψ′(1) + Γ′2(1)
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Γ(3) = Ψ′′(1) + 3Γ′′(1)Γ′(1)− 2Γ′3(1)
This allows us to write
Γ′(1) = −γ
Γ′′(1) = γ2 +
π2
6










































t− 2 + ln(1− t)
)
= −γ − 2 ln 2





















































Functions that occur very frequently in the evaluation of integrals over the Feynman parameters are polyloga-
rithms and more general functions (harmonic polylogarithms, multiple logarithms). All of them are generaliza-
tions of the logarithm. In this section we will focus mainly on the dilogarithm, because it is simplest (nontrivial)
function from this set and occurs most frequently. For more information about polylogarithms see [38].











= − ln(1− z)
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so our definition of polylogarithms is really a generalization of the logarithm. Let us consider Li2, the diloga-












where we are integrating along any contour lying within the radius of convergence and having its endpoints at 0
and z. If we remove the line [1;∞) from the complex plane and use the principal value of the logarithm, we see
that we can use this formula as a definition of Li2(z) for any complex value except for z ∈ [1;∞), if we integrate
along any contour which has endpoints at 0 and at z. The resulting function can be called the principal value of
Li2(z) and it is a holomorphic function of z in the open set C − [1;∞). It is however useful in the following to
define Li2(1) as a limiting value at this point, although we will see that there is a branching point at this point.
Before investigating further the analytic properties of the dilogarithm, let us derive some useful formulae. The























ln2(z) + 2 Li2(−1)
where the additive constant has been fixed by setting z = 1. This formula is valid for z > 0 or =z 6= 0. Using
the limiting value of this formula at z = −1 (according to the Abel’s theorem of convergence) we obtain the
relation
Li2(1) = 2 Li2(−1)− Li2(1) +
π2
2






















It will be useful in following to rewrite this formula for values of z = −x∓ iε, x > 1 above and below the cut:











The next identity which is also very useful is obtained from the integral formula for Li2(z) for z ∈ (0; 1) using
the integration by parts:
Li2(z) + Li2(1− z) =
π2
6
− ln(1− z) ln(z) (B.4)
The uniqueness theorem guarantees that this formula is valid for all complex z except for cuts at z > 1 or z < 0.






































Figure B.5: Real and imaginary part of Li2(z) for <z ∈ [−2; 5] and =z ∈ [−2; 2]
The simplest of so called factorization identities can also be useful:
1
2
Li2(z2) = Li2(z) + Li2(−z)
This formula is derived by writing for x ∈ (0; 1)
ln(1− x2) = ln(1− x) + ln(1 + x)
integrating and using the analytic continuation (or directly from the series expansion of Li2(x) at x = 0 and
the uniqueness theorem).
Let us finish this brief summary of the dilogarithm by the description of its analytic structure. From the
integral expression for Li2(z) we see that there is a branching point at z = 1 and on all sheets except for the
principal branch also an additional logarithmic singularity at z = 0. If we did not stay in the region of the
principal branch, we would have to remove also the line [−∞; 0] from the definition of Li2(z). From formula
(B.1.4) we see that the discontinuity in the imaginary part of Li2(z) when crossing the cut (1;∞) at point x > 1
in the counterclockwise direction is
Li2(x+ iε)− Li2(x− iε) = 2πi ln(x)
and in contrast to the discontinuity of imaginary part of logarithm depends on the point where we crossed the
cut. The singularity at z = 0 in other sheets of Li2(z) is the usual logarithmic singularity.
Note that the discontinuity of the dilogarithm cannot be removed by subtracting a combination of the
logarithms that have the same behaviour at the cut, in our case − ln(z) ln(1 − z), because this function has
an additional cut in interval (−∞; 0). However, there is so-called Rogers L-function which adds one half of
ln(z) ln(1− z), that is




and has two cuts which are symmetric with respect to the point z = 12 . Some dilogarithm identites have simpler
form when expressed by means of this function, for example identity (B.4), which in the terms of Rogers
L-function reads
L(z) + L(1− z) = π
2
6
and which is just a statement that L(z) is an odd function with respect to the point 12 except for the constant
term. In fact, it is relatively easy to show (with help of formulas in the section about the digamma function)
























In the course of the simplification of the integrals we needed the following complicated identity which is best
expressed in terms of the Rogers L-function:










































− L(a)− L(b) (B.5)
which is exactly what we needed. To summarize, these are the basic identities satisfied by the dilogarithm:












Li2(x) + Li2(1− x) =
π2
6
− ln(x) ln(1− x) (B.8)
Li2(−x)− Li2(1− x) +
1
2
Li2(1− x2) = −
π2
12
− ln(x) ln(1 + x) (B.9)
B.1.5 Harmonic polylogarithms
The generalization of the polylogarithms that is quite recent and very useful for the Feynman integral calcula-
tions are the harmonic polylogarithms [48]. They are connected with so-called harmonic sums which have also
a broad use. The definition of the harmonic polylogarithms proceeds iteratively by the repeated integration.
Every harmonic polylogarithm is indexed by a w-tuple of numbers which take the values {−1, 0,+1} (w is called







f(−1, x) = 1
1 + x
We will also write |~m| instead of weight of ~m. If we denote
~mw = (a, ~mw−1)






where by H(−;x) we mean the polylogarithm with no indices. Harmonic polylogarithms of weight w with all



















All weight 2 dilogarithms can be expressed in terms of the logarithms and Euler dilogarithm, for instance
H(0, 1;x) = Li2(x)










for other relations see [48]. Harmonic polylogarithms of weight 3 can be expressed in terms of polylogarithms of
weight 3, but starting from weight 4 this is no longer true. This means that the set of harmonic polylogarithms
is bigger than the set of polylogarithms (because all polylogarithms are also the harmonic polylogarithms).
It is useful to know how these functions behave in the vicinity of z = −1, z = 0 and z = 1. We will consider
this later in more detail, but for now notice that HPL’s vanish at x = 0 if there is a nonzero index (for w zeros
the behaviour is 1w! ln
w x from the definition). Similarly HPL’s are finite at z = 1 if the leftmost index is not
equal to 1. Otherwise the leading behaviour is 1n! (− ln(1 − x))
n where n is the number of leading 1’s (this is
not true exactly, 0’s following 1’s decrease n by one - see [48]).
By far the most important identities for our purpose are the product expansion identities. They can be





where ∗ means that we sum over all permutations of |~p| + |~q| indices of ~p and ~q such that order of indices in
~r coming from ~p and these coming from ~q is not changed. Note that these identities do not necessary hold
at singular points, for details see again [48]. One of the simplest nontrivial examples of these identities is the
formula
H(a, b;x)H(c, d;x) = H(a, b, c, d;x) + H(a, c, b, d;x) + H(a, c, d, b;x)
+H(c, a, b, d;x) + H(c, a, d, b;x) + H(c, d, a, b;x)
This kind of multiplication is used in the connection with the “shuffle algebra” (it reminds shuffling two decks
of cards). These product identities can be used to isolate the logarithmic behaviour near the singular points so
that the functions can be expanded in the power series.
For more information about the power series expansions, reduction of the harmonic polylogarithms to a
smaller set of functions, relation to Z-sums and S-sums, generalization of the transformation identities of the
polylogarithms to harmonic polylogarithms, evaluation of the harmonic polylogarithms at special points, Mellin
transforms and proofs of all statements that appeared here, see [48]. For our purposes, the definition (and the
formula for differentiation), product expansion and values of HPLs at special points and the most important
properties of the harmonic polylogarithms. The Mathematica package HPL [40] was very useful for performing
these operations.
Only the basic set of harmonic polylogarithms has been used in the calculation of QCD corrections, but
an extended set has been used in the evaluation of light fermion contribution [3, 2]. Two more possible index





The extended set is called the Generalized Harmonic Polylogarithms (GHPLs) by authors.
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B.2 Hypergeometric summation
Great many of special functions occuring in the calculations are of the hypergeometric type. This includes the
trigonometric functions, the Bessel functions, the complete elliptic integrals or the polylogarithms. Functions
of this type also result in the Feynman integral calculations in the dimensional regularization in d dimensions.
When any of these functions is expressed by the power series in a neighbourhood of a some point, the ratio of
successive coefficients an/an−1 is a rational function of n. This leads us to a definition of the hypergeometric
series
pFq(a1, . . . , ap; b1, . . . , bq; z) =
∞∑
k=0
(a1)k . . . (ap)k
(b1)k . . . (bq)k
zk
k!
where the Pochhammer symbol is defined as
(a)n = a(a+ 1) . . . (a+ n− 1)
for a ∈ C and n ∈ N and (a)0 = 1. The series is convergent in the whole complex plane for p < q + 1, in the
unit disk for p = q+1 and divergent except z = 0 for p > q+1. A hypergeometric function is obtained from the
hypergeometric series by an analytic continuation. The following simple identities can be useful when putting





















(2k)!! = 2kk! = 2k(1)k
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for k a positive integer and a any complex number for which formulas make sense. Let us give some examples

























− ln(1− z) = z 2F1(1, 1; 2; z)

























B(z; a, b) =
za
a
2F1(a, 1− b; a+ 1; z)
Li2(z) = z 3F2(1, 1, 1; 2, 2; z)
Li3(z) = z 4F3(1, 1, 1, 1; 2, 2, 2; z)
We see on the example of the polylogarithms that although many functions can indeed be expressed using the
hypergeometric functions, this does not always have to be the most convenient way. This list also illustrates
that the hypergeometric functions are very general and that the properties of these functions strongly depend
on the values of their parameters.
Most important formulae are the integral expressions for the hypergeometric functions












Validity of these expressions can be checked easily by expanding the factor containing z and integrating the
series term by term with help of the beta function.
The best understood hypergeometric functions are 1F1 (the confluent hypergeometric function) and 2F1
(the Gauss hypergeometric function). There are many hypergeometric transformation formulae, which relate
hypergeometric function at z with a hypergeometric function at a different point. In the case of Gauss hyperge-
ometric function, the most important are the linear fractional transformations, interchanging the points 0, 1,∞
(sometimes called the relations between Kummer’s solutions, because they are connected to the solutions of
the hypergeometric equation at z = 0, z = 1, z = ∞) and the quadratic transformations (which are connected
to the conformal mapping considered in Section B.1.2). The simple example for transformation formula is the
Kummer’s relation for the confluent hypergeometric funcion
ez1F1(a; b;−z) = 1F1(b− a; b; z)
which follows easily from the integral formula for 1F1(a; b; z) after change of variables t↔ 1− t.
Different and also very useful family of relations for the hypergeometric function are the relations between
the hypergeometric functions which have parameters differing by an integer (these functions are called the
contiguous functions). For example any three 2F1 series whose corresponding parameters differ by integers are
linearly dependent (over the field of rational functions of parameters and z). The basic 15 relations of this type
were derived by Gauss, and look like
(a+ (b− c+ 1)z − 1)2F1(a, b; c; z) = (a− c)2F1(a− 1, b; c; z) + (c− 1)(1− z)2F1(a, b; c− 1; z)
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(c− 2a+ (a− b)z)2F1(a, b; c; z) = (c− a)2F1(a− 1, b; c; z)− a(1− z)2F1(a+ 1, b; c; z)

















x2k+1x2l+1(2k − 1)!!(2l − 1)!!
































































) = x23F2(1, 1, 1; 2, 32 ;x2
)
The Taylor expansion of 2F1(a, b; c; z) at z = 0 is just a definition of hypergeometric series, but sometimes
it is necessary to expand this function in its parameters. This is often the case of applications to the Feynman
integrals (which is why the study of expansions became important recently), where the dimension d of dimen-
sional regularization appears in parameters and we want to know the Maclaurin expansion in ε = d2−2 of results
around d = 4. For more information and references to the literature see [31, 32]. As a simple example, we are
going to illustrate a simple expansion that was useful in the evaluation of the vacuum bubble master integrals
in Section 3.3. We want to find the expansion of
2F1(1, ε1; 1 + ε2; z)
to the second order in ε. A straightforward way is to use the integral representation formula, which can be
easily expanded in ε1 and ε2 and integrated term by term. But the integral representation formula does not
hold for these values of parameters (integrals would not converge), so the first step would be to use the relations
between contiguous functions to relate this function to 2F1(2, ε1; 2 + ε2; z) (which has the convergent integral
representation)
But we skip this long derivation by finding the expansion directly from the series representation of hyperge-
ometric function. First note that
2F1(0, 1; 1 + ε; z) = 1
2F1(ε, 1; 1; z) = 1F0(ε; z) = (1− z)−ε




























































Thus the final result reads
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B.3 Integrals
B.3.1 Feynman and Schwinger parameter integrals









Notice that this is just an integral formula for the gamma function written in another form. The formula
is valid as long as <A > 0 and n ∈ N (or even more generaly <n > 0). Although we did not use the












































Γ(m1 + · · ·+mn)
Γ(m1) · · ·Γ(mn)




















































































B.3.2 Gaussian and Fresnel integrals










(which is valid for <A > 0) and considering the limiting case for which <A = 0 but =A 6= 0 we obtain (sometimes











These integrals do not exist as Lebesgue integrals, but they exist in the form of the generalized Lebesgue or
Newton integral.
B.3.3 Integration of radial functions
In this subsection we will derive some basic formulae that are used frequently for the integration of radial
functions in d dimensions. Our starting point will be the formula for surface of d− 1-dimensional sphere (d− 1-
dimensional from topological/measure point of view, d-dimensional from geometric point of view), that it, d−1
dimensional measure of the set
Sd−1 = {x ∈ Rd : x21 + x22 + . . .+ x2d = 1}
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The meaning of 0-dimensional formula must be understood in the sense that there are 2 points at the distance
1 from the origin, and this is the 0-dimensional “volume” of a sphere (sphere in 1-dimensional space). We use






for functions which are integrable and satisfy (the radial functions)
f(~x) = f̂(|~x|)
It is interesting to check that the surface area of sphere of unit radius in 7 dimensions is numerically the largest
and with increasing number of dimensions it decreases rapidly (but we are comparing numbers of different
“dimension”!)




















































we used the Wick rotation [30, 46, 55], the radial integration and the definition of the beta function. For
parameters for which the formula is not valid mathematically this is usually taken as the definition of integrals.
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Appendix C
Some specific integrals
C.1 Evaluation of integrals from fermion loop















In the intermediate mass region we have z > 1 for light quarks and leptons and 0 < z < 1 for the top quark.
The integral is an analytic function of variable z in the whole complex plane except for a cut on the real axis for
z > 1. The iε prescription tells use to take the values from the upper half plane in this interval. The integration
































ln (1− 4zx(1− x))
This function considered as an analytic function of variable z has a branch cut on the real axis in interval
z ∈ (1;∞). Firstly we specialize to z ∈ (−∞; 1). In this interval, the argument of logarithm is positive and
nonzero for all x ∈ (0; 1). We have

























−z for z < 0
























We have performed the substitution y =
√
z
1−z and the integration constant is zero as can be checked easily;


























It can also be checked that the analytical continuation of one of results gives the second result and vice versa. To
get the result for values z ∈ (1;+∞), we must use the iε prescription (otherwise the argument of the logarithm
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would be negative). The integral expression for I ′−1(z) is still valid and the integration gives
























Final integration gives the result valid for z ∈ (1;+∞)




































Our integral I−1 can also be expressed quickly using dilogarithms. We will restrict variable z to range





























































































z − 1 +
√
z
Integral for I−1(z) evaluated in this section is a special case of class of integrals encounterd throughout the
evaluation of the one-loop integrals which have particle of one mass circulating in the loop. We can use these
integrals to evaluate the factor Bf and also in the evaluation of the gauge boson loop contribution to H → γγ




xn ln(1− 4zx(1− x))dx
and restrict z to range z ∈ (0; 1) for a moment. For other values of z, we can again perform analytic continuation
of our results or use direcly results from special case n = −1, because as we will see, value of In can be expressed
in terms of functions already encountered. Integrals that will be needed in sequel are













= −2− 1 + u
1− u
H0(u)


































































































Note that for the signs of the square root to be valid we must keep z in the range 0 < z < 1. Although these
integrals can be integrated easily by the integration by parts and integrating resulting partial fractions, it will
be useful to derive them in a systematic way. Exponential generating functional of In(z) can be expressed in
closed form using the exponential integral function (Ei), but it would not be more transparent than directly
calculating integrals In(z). As a first step, we shift the monomial xn to (x− 12 )
n, since the integral is symmetric






























ln (1− 4Lx(1− x)) dx






























which is zero for odd n satisfies the recurrence relation























































C.2 Exact d-dimensional result for fermion loop
In this section we will show how to evaluate the one-loop fermion amplitude exactly in d-dimensions, which then
lets us evaluate the counter-term contributions needed in two-loop calculations in way which is independent on
Section 2.4. We will see that the result will be function which can be easily expanded in z = 0. Our starting
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(1− 4x(1− x)z)−ε − 1
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(−z)k = −2az 3F2
(
















+ (z − 1)3F2
(





Although this expression is not very illuminating, it can be easily expanded in z. Moreover we can check (with
the help of some contiguous hypergeometric relations) that it matches the exact result calculated in the Section
2.4.
C.3 Dispersion integral
























In this section we will show one way how such a function can be integrated. We consider the case 0 < z < 1.
Result for other values of z follows from the analytic continuation. We perform the substitution t = ch2 v to











ch2 v − z
To continue (we are going to integrate by parts to get rid of u in numerator of integrand), we calculate following


















ln ch v − ln(ch
















ln ch v − ln(ch




































Using the definition of dilogarithm in appendix, we find (dropping the unimportant integration constants)∫
ln(1 + eax)dx = −1
a
Li2(−eax)∫
































































































































which is related to the integration variable v by
x = tgh v
C.4 Integral encountered in the evaluation of vacuum bubble inte-
grals
In this section we will show how to integrate the integral encountered in Section 3.3.


















Comparing the integral over y with the integral representation of Gauss hypergeometric function (B.2) we see
almost immediately, that











2, 2ε; 2 + ε; 1− 1
µ2
)
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We could expand the integrand in ε = 2− d2 first and then integrate the resulting integrals, but expanding
2F1 is simpler once we know the expansion of 2F1 in parameters. Using the relations between contiguous
hypergeometric functions, namely
2F1(2ε, 2; 2 + ε; z) =
ε+ 1
z(ε− 1)
[ε+ (−z − ε+ 2εz)2F1(1, 2ε; 1 + ε; z)]
and formula (B.10), gives




















The integration of terms on the first line is elementary, so all that is left is the integration of the two terms on
the second line. Integration of the second term is straightforward (although lengthy) and the result brought to


















λ+ 1 + a− b




λ− 1 + a− b




λ− 1− a+ b




λ+ 1− a+ b




λ+ 1 + a− b




1− λ+ 1 + a− b




λ− 1 + a− b




1− λ− 1 + a− b
λ− 1− a+ b
)]
+ (λ↔ −λ)




with Källen quadratic form
λ2(x, y, z) = x2 + y2 + z2 − 2xy − 2yz − 2zx
The most difficult part of the integration is the integral∫ 1
0









1− yx(1− x)− ax− b(1− x)
x(1− x)
)
We first perform an integration over the variable x which yields∫ 1
0









− 4(1− y) ln 2
+ (1 + y(a− b− 1) + S) ln (1 + y(a− b− 1) + S)− (−1− y(a− b− 1) + S) ln (−1− y(a− b− 1) + S)





λ2y2 + 2y(a+ b− 1) + 1
Notice the manifest symmetry in a and b. Now we apply the Euler substitution√
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− 4z(z + α)
(z2 − λ2)2















z − a+ b
+
1
z + a− b
)
1
(z − 1 + λ)(z − 1− λ)[
− 2z(a+ b− z) ln(a+ b− z)− (z + a− b)(z − a+ b) ln((z + a− b)(z − a+ b))
+ 2a(z − a+ b) ln 2a+ 2b(z + a− b) ln 2b
]








λ+ 1 + a− b




λ− 1 + a− b








λ− 1− a+ b




λ+ 1− a+ b























λ− 1 + a− b




λ+ 1 + a− b










λ+ 1 + a− b







λ− 1 + a− b
λ+ 1− a+ b
)]
which is valid as long as a > 0 and b ∈ (a + 1 − 2
√
a; a + 1 + 2
√
a), the boundary terms given by the zeros of
















λ− 1− a+ b




λ+ 1 + a− b







λ+ 1− a+ b






λ− 1 + a− b







−λ+ 1− a+ b






−λ+ 1 + a− b
λ− 1 + a− b
)]
which is again valid for a > 0 and b ∈ (a+ 1− 2
√
a; a+ 1 + 2
√
a).
Let us add a few words about bringing the integrals to the form shown above. When performing the
integration we often split the integrand in an “artificial” way which is comfortable for the integration, but
which brings in many new terms which cancel between various parts of integral. Functions that we obtained
can be written in many different forms and it can be difficult to see which terms add up to zero. To see these
cancellations in more a systematic way, it is useful to choose a smaller set of expressions and try to express all
the expressions with their help. We first specialize to values of a, b which satisfy
√
(a− b)2 = a− b. This breaks
the symmetry of the result with respect to the exchange of a ↔ b, but we can restore it at any time by using
this equation again. Then we are left with expressions containing
(λ+ 1− a− b) = (λ+ 1 + a− b)(λ+ 1− a+ b)
2
−4a = (λ+ 1 + a− b)(λ− 1− a+ b)
−4b = (λ+ 1− a+ b)(λ− 1 + a− b)
(a− b)2 − (a+ b) + λ(a− b)
−2a
=
λ− 1 + a− b
λ− 1− a+ b
(a− b)2 − (a+ b)− λ(a− b)
−2b
=
λ− 1− a+ b
λ− 1 + a− b
This suggests trying to express everything using just
λ+ 1 + a− b
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λ+ 1− a+ b
λ− 1 + a− b
λ− 1− a+ b
Next we start to simplify the dilogarithms. We can use the one-variable identites for the dilogarithm to reduce
their number. Note that all of these identities relate the dilogarithm at one point to the dilogarithm at another
point which is related to the first point by a linear fractional transformation in the complex plane which
fixes points {0, 1,∞} (modulo logarithmic terms). These logarithmic terms are the reason why we leave the
simplification of logarithms at the end. If we are unlucky (as was our case), there remains one complicated
dilogarithm, in our calculation it was
Li2
(
(λ+ 1 + a− b)(λ− 1− a+ b)
(λ+ 1− a+ b)(λ− 1 + a− b)
)
This one cannot be expressed using simpler dilogarithms using only one-variable dilogarithmic identities. But
formula (B.5) saves the situation. Remaining thing to be done is the simplification of the logarithms which is
straightforward due to strong logarithm identities available.
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