Many of the competitive neural network consists of spatially arranged neurons. The weigh matrix that connects cells represents local excitation and long-range inhibition. They are known as soft-winner-take-all networks and shown to exhibit desirable information-processing. The local excitatory connections are many times predefined hand-wired based depending on spatial arrangement which is chosen using the previous knowledge of data. Here we present learning in recurrent network through Haeusslers equation and modified wiring scheme based on biologically based Firefly algorithm. Following results show learning in such network from input patterns without hand-wiring with fixed topology.
I. INTRODUCTION
The concept of competitive learning and self organization in neural networks was first introduced by Malsburg (1973) successfully demonstrated for retinotopy [1, 2] . Later developed many of the competitive neural network consists of spatially arranged neurons. The weigh matrix that connects cells represents local excitation and long-range inhibition. The "soft-winner-take-all" dynamics is commonly used in such networks. The "soft-winner-takeall" dynamics consists of local group of the winners rather than single winner as in "hard " winner in Winner-Take-All dynamics [3, 4] . The Self-Organizing Maps is another example that uses a similar mechanism [5] . In case of WTA networks the network topology is mostly predefined and spatially fixed. The soft-WTA mechanism can be implemented by mexican hat fuction or also called Ricker function. With one winning neuron and immidiate neighbours connected with positive weights decreasing with the distance and negative weights on far distant neurons.
A FIREFLY algorithm was developed in order to simulate soft-WTA network with adaptive network topology. The dynamics of frequency synchronization in fireflies was described by Hanson in (1978). Here we simulate the spatial development of neurons modelled as firelies that can be used to form a population of inhibitory and excitory neurons [6] [7] [8] . The disadvantege of this system would be one additional computational step and the memory usage. But on the other hand the efficiency of recall and signal reconstruction using this algorith is much better. In the following sections we describe the learning mechanism using the Haeussler's equation and the improvement achieved using FIREFLY algorithm.
II. HAEUSSLERS EQUATION
The Haeussler's equation can be written in the following form:
: f or i, j, j ∈ N.
(1) with additional saturation condition:
Here, the function g v (x) enforces saturation of the synaptic weights at the value v such
The first term by itself is trying to pull the weights towards the value 1/N , whereas the second term by itself would let j w ij eventually converge towards 1, so that the sum in the second term could be interpreted as a weighted average:
The second term, then, would let those weights that have above-average cooperative help T S µ grow at the expense of the below average cooperation weights. The weights will thus favor the higher cooperation terms, increasinḡ T S µ , letting more weights fall below-average cooperation and thus to start decaying, until finally only weight(s) with maximal cooperation will stabilize. If α is positive, the system is driven towards a compromise between the first and the second term of eq . The initial state of W should be random, with the probability or strength of a connection between cells i and j falling off monotonously with the distance between the two in a two-dimensional plane.
For detailed explaination on equation see Appendix.
III. RESPONSE OF THE EQUATION
Consider N = 25 number of neurons with two lateral connections. • w ij = 0 for i = j, no self connections
Thus if we have two neighbouring connections, the initial condition would be,
In the example 3 neighbours are assumed. To avoid any boundary effects a periodic condition is assumed. Fig. 1 shows immediate neighbour strengthening and others lowering the weights. 
IV. INPUT PATTERNS
Two types of input patterns were used, one dimensional and two dimensional defined through Gaussian function. Fig. 2 shows 1D and 2D input in 5 × 5 square form.
In one dimensional case the input pattern given as,
where µ is the central value varied over the number of neurons. Similarly in 2D case the µ x and µ y varied with i, j ∈ N where N is total number of neurons.
The input vectors are normalized and generated at random for tranning and fed to the network. 
V. FIREFLY ALGORITHM
In earlier discussed cases 2D grid is defined. To modify this scenario a population based firefly algorithm is developed. The female fireflies attracted towards dominant male flies depending on brightness. The frequency driven algorithm was developed by Hanson (1978) .
The excitory neurons and inhibitory neurons are attracted to active cell depending on the activity level or brightness. Thus forming a population of neurons which is used to define a weight matraix. The movement of neurons is governed by equations:
where B is the brightness of a 'male firefly' to which the 'female' fireflies are attracted.
The frequency dependence is ignored in this case.
After feeding each pattern to the network the population of fireflies is redistributed thus redefining the distribution of of inhibitory and excitory neurons. The weight matrix then subjected to the Haeuslers equation thus reducing number of excitory neurons and inhibitory neurons those represent particular pattern and remain active. Generate initial population X = x1, x2, ...x n 3:
Compute brightness using objective function
Move fireflies i and j recalculate positions according to attractiveness 5: Calculate minimum distance condition Generate initial population X = x1, x2, ...x n 4:
Run FIREFLY CODE 5: Read pattern and set activity 6: Calculate weight matrix 7: Run weight learning algorithm 8: Get new pattern
VI. RESULTS
For demonstration purpose low number of neurons are used. Previously described 2D
input patterns are fed. The input pattern can either be presented after convergence or
The learning algorithm can either run when a new input is first presented or only after the network has converged. The scenario of running learning algorithm at stimulus onset is more biophysiology compatible. Fig. 3 shows the learnt weight matrix for two dimensional case.
In the earlier examples the periodic boundary condition was not applied. Hence one observes assymetry at i = 0 and i = 25. Then noisy image is fed to the network which then outputs the corresponding stored image. Fig. 7 shows the stored patterns and retrieved patterns using FIREFLY algorithm.
VII. DISCUSSION
Here we have shown that the biologically motivated FIREFLY algorithm can be used for memory based neural network with competitive learning. In this paper we have shown that This instability is checked by a constraint limiting the weight sum of connections converging 9 on a neuron. Given enough time this loop runs into an attractor state that is stabilized by the balance between Hebbian plasticity and the weight sum constraint. We thus assume that at a given time the input selectively activates neurons i ∈ S µ with the help of sources s i (t), f or i ∈ S µ (whereas s i (t) = 0 for i ∈ S µ ). These source terms fluctuate with a time constant τ 1 < τ 2 and have correlations < s i s j > t = δ ij , where the temporal average < ... > t is taken over the time scale τ 2 . We assume further that the propagation of signal deviations from the average is very fast, at a time scale τ 0 << τ 1 , so that we get equilibrium signal deviations c i (t) changing at the same time scale as the sources s i (t). These equilibrium deviations, then, obey the equation.
or in vector notation
which is solved by
Expanding that matrix inverse as .4) and braking this series off after the third power we have an approximate inverse which we call D, so that c(t) = Ds(t).
With this in hand we can compute temporal correlations of signals : f or i, j, j ∈ N.
(A.10)
