We establish a priori bounds for positive solutions of semilinear elliptic systems of the form
Introduction
In this paper we establish the existence of positive solutions for semilinear elliptic systems of the form where Ω is a bounded domain in R 2 with smooth boundary ∂Ω, ∆ is the Laplace operator, and f, g : Ω × R 2 → R are continuous functions. This class of systems has been extensively studied when Ω is a bounded domain in R N , with N ≥ 3, see the recent survey paper [7] .
The case of dimension 2 presents some different features than the case of higher dimensions, and has been less studied. Some material in the case of dimension two has been collected in the recent survey paper [18] . have been treated in [11] . Existence of solutions to (1.2) were obtained for nonlinearities both sub-critical and critical in the sense of the TrudingerMoser exponential growth. Later, in [13] , we investigated the question of a priori bounds for positive solutions of (1.2). Such bounds were obtained under much more restrictive hypotheses on the growth of the nonlinearities as compared with the above growths used in the variational approach.
This fact is in agreement with a similar phenomenon already observed in the scalar case by the authors of [5] and [6] . We recall that existence of solutions for the scalar problem can be proved for cases where the non-linearity f (x, u) behaves at ∞ as e α|u| 2 (plus some additional conditions needed to use variational methods). However, the a priori bounds for positive solutions of (1.3) have been obtained in [5] and [6] under more restrictive conditions, namely f behaving as e u at ∞. And in [5] it is even shown that in general one cannot expect to get the bounds if f has higher growths in the non-homogeneous case.
It is apparent that one is in the presence of similar phenomena observed in [16] in dimension N ≥ 3. They have shown that a priori bounds in these dimensions, for general non-homogeneous nonlinearities, can be obtained only if f (x, u) has polynomial growth at ∞ like u p with p ≤ N +1 N −1 ; this is the so-called Brezis-Turner exponent, which is the best exponent to get a priori bounds for positive solutions of (1.3) using Hardy inequality, see [3] .
The purpose of the present paper is to study systems of form (1.1) which are not necessarily variational. We will derive a priori estimates for positive solutions for nonlinearities whose growths will be restricted by exponentials whose exponents are related and compensate each other. Then we use topological methods to prove the existence of positive solutions for these systems.
We assume throughout the paper that the nonlinearities satisfy the hypothesis:
To start with, we consider very weak solutions of system (1.1), that is solutions in the sense of distributions. More precisely, we assume that u and v are L 1 -functions such that
Before stating our main results on a priori bounds, we present a result on the regularity of the distribution solutions of (1.1). For that matter, a growth assumption on only one of the nonlinearities suffices, namely, 
Our next result states that under some additional hypotheses there is a uniform bound for these integrals.
Let c(x) ∈ C ( Ω) be a positive function and denote by λ 1 (c) the first eigenvalue of the following eigenvalue problem
We now state the "superlinearity" assumptions we need. 
There exist positive functions a, b ∈ C(Ω) and constants a 1 , b 1 with the property
The next assumption concerns the behaviour of the nonlinearities near the boundary:
where
We note that condition (H 3 ) will allow the use of the Maximum Principle for cooperative systems; this is a basic tool in order to apply the Moving Planes technique (cf. [9] , [19] ).
Due to the fact that we are considering non-autonomous problems, we also need geometric assumptions concerning the behavior of f and g with respect to x near the boundary.
and If Ω is not convex, we use the Kelvin transform as in [6] to reduce the problem to a situation as in the convex case. So we follow [6] and assume
and
for all x ∈ Ω r and t, s ≥ 0.
and Ω convex (or (H 5 )). Then there exists a positive constant C, depending only on f, g and Ω, such that
In order to obtain a priori bounds for the solutions of system (1.1) we have to assume further conditions regarding the growth at infinity of the nonlinearities f and g. For that matter, we introduce the following conditions. The next Theorem gives a priori estimates for positive solutions of system (1.1) under the growth restrictions (H 6 ):
and Ω convex (or (H 5 )), and (H 6 ). Then there exists a constant C > 0 such that
says that the system is strongly coupled.
2) If α = 0 = α , then the system reduces to
which was considered in [12] ; indeed, in this case Theorem 1.3 contains and generalizes Theorems 1.4 and 1.5 from that article, which covers the case β + β < 2.
3) The general case β + β = 2 (and α = α = 0) was left open in [12] , except for the particular case β = β = 1, for which it was possible to obtain a priori bounds following the techniques developed by Brezis-Merle [5] .
Here we come back to this situation, which we call "critical growth", and generalize it to the case where both nonlinearities depend on the variables u and v, both with exponential growth, i.e. with β = β = 1 together with α = α = 1; see the next result.
and Ω convex (or (H 5 )), and assume that f (x, t, s) and g(x, t, s) satisfy:
Then all positive solutions
Finally, we give an existence theorem. Denote with
the inverse Laplace operator, with M such that
Theorem 1.5 Assume that f and g satisfy the hypotheses of Theorem 1.3 or Theorem 1.4, and in addition:
(H 8 ) There exists ε > 0 and constants c 1 , c 2 with the property:
Then system (1.1) has a nontrivial solution (u, v).
Regularity of distribution solutions
For easy reference, we state a result due to Brezis-Merle [5] which will be used to prove Theorem 1.1 above, and also in the proofs of Theorems 1.3 and 1.4.
where Ω is a bounded domain in R 2 , and h ∈ L 1 (Ω). Then
By L p -estimates it follows from the second equation in system (1.1) that v ∈ W 2,α (Ω), for all α > 1, and hence v ∈ L ∞ . Using now the first equation in (1.1) we conclude that also u ∈ L ∞ . Using similar arguments we come to the same conclusions, if (H 1 ) is assumed instead of (H 1 ). 
where the constant C depends only on f, g and Ω.
Proof. From assumption (H 2 ), it follows that one can find an ε > 0, such
Multiplying the first equation in (1.1) by ϕ b 1 , integrating by parts and using (H 2 ) one obtains
Multiplying the second equation in (1.1) by ϕ b 1 , integrating by parts and using again (H 2 ) one obtains
Using (3.4)and (3.2), we get
Next using (3.5) and (3.3) we obtain 
where Ω r is defined in (H 3 ); θ and ν are as in (H 4 ).
Proof. We can assume, without loss of generality, that
Now, we consider
It follows that there exists λ such that Σ λ ∪ Σ λ ⊂ Ω r for each 0 < λ < λ.
In fact this λ depends only on r and not on the particular point on the boundary. For 0 < λ < λ , define in Σ λ the auxiliary functions
Then we have
It follows from (H 4 ) that J 3 < 0. The other two expressions are evaluated using the Mean Value Theorem, namely
where u(x λ , y) and u(x, y) . Similarly for ξ.
Observe that c λ (x) and d λ (x) are non-negative in view of Hypothesis (H 3 ). With a similar computation for z λ , we come to the system:
in a neighborhood of the boundary, where the coefficients are all nonnegative in that neighborhood. By the Maximum Principle for Cooperative Systems (see [15] ) w λ , z λ are positive, and so there exists > 0 such that u and v are increasing in Ω . At this point, the proof follows the same steps as in the proof of Theorem 1.1 in [10] .
Proof of Theorem 1.2:
From Lemma 3.2 and an argument similar to the one in the proof of Theorem 1.1 in [10] we conclude that there exists ε > 0 and C > 0 such that
Finally, let a := inf{ϕ b 1 (x) ; x ∈ Ω \ Ω ε }, and estimate
by Lemma 3.1, and similarly for Ω g(x, u, v) dx. This completes the proof of Theorem 1.2.
Proof of Theorem 1.3
In this section we rely on two inequalities, some kind of Young inequalities. The first one was introduced in [11] to treat simpler elliptic systems in dimension two. The second one generalizes the first one to the case when there are three terms. and the proof is complete.
First we recall that Theorem 1.1 gives that each (u, v) solution of (1.1) belongs to (L ∞ (Ω)) 2 , and then it follows that it belongs to (W 1,2 (Ω)) 2 . Let η, η be positive parameters to be determined later. Using the first equation of system (1.1) we obtain
with
First we estimate I 1 . We have
, and using Proposition 4.1 with a = γ, we obtain
The first term above is bounded by Trudinger-Moser inequality, if we take
To estimate the second term we notice that by assumption (H 6 )
and where we have used the elementary inequality
Thus we have
Next we estimate I 2 . By Proposition 4.2 we get
Using Trudinger-Moser inequality and taking η a ≤ 2 and b ≤ 2 (4.3)
we obtain
Finally, the integral J 1 is estimated as above:
by choosing
Thus, we have obtained
Hence, altogether with the above choices we have
We now analyze the inequalities (4.1) -(4.2), viewing to obtain the possible values of the parameters η and η . First, we eliminate γ, a and b : by using (4.1) -(4.2) we obtain
By using (4.3) and (4.4) we have
We now choose equality in (III) and (IV ) to obtain η :
Checking the compatibility of this choice with inequality (I) yields:
which agrees with the assumption (H 6 , a) , that is, α ≤ β, which is also compatible with (II).
We now return to inequality (4.5). To eliminate the term u η on the right, we need to require η < 1 ⇐⇒ α + β < 2 , that is, hypothesis (H 6 , b) ; thus, inequality (4.5) reduces to
Note that 2 > α + β ≥ 2 α also implies that 1 > α .
Next, we proceed similarly with the second equation in system (1.1)
We estimate as before, using Proposition 4.1, the Trudinger-Moser inequality and Theorem 1.2
if we choose
The integral J 2 is estimated using Proposition 4.2, Trudinger-Moser inequality and Theorem 1.2
Joining the estimates for J 1 and J 2 we thus obtain
From (4.9) and (4.10) we now get, by choosing equality in the appropriate relations, the analogues of (4.6) and (4.7)
By condition (H 6 , b) we conclude thatη < 1, and then we obtain from (4.11)
Finally, joining inequalities (4.8) and (4.12) we get
The condition (H 6 , c) yields η η < 1, since
and hence the solutions u are uniformly bounded in H 1 0 (Ω). Joining inequalities (4.8) and (4.12) in the other order we obtain that also the solutions v are uniformly bounded. Finally, since e t ≤ c ε e εt 2 for any ε > 0, we conclude by the Trudinger-Moser inequality that the righthand sides in system (1.1) are uniformly bounded in L p , for any p > 1, and hence we conclude that all solutions (u, v) are uniformly bounded in L ∞ .
Proof of Theorem 1.4
Assume that (u n , v n ) is a sequence of solutions of system (1.1). Theorem 1.2 says that the sequences (f (x, u n , v n )) and (g(x, u n , v n )) are bounded in L 1 (Ω). So it follows, passing to subsequences if necessary, (see [4] ) that there is a nonnegative Radon measure µ such that
We also observe that, as a consequence of Theorem 1.2 and assumption (H 2 ) (or (H 2 )), the solutions ((u n , v n )) of (1.1) are bounded in L 1 (Ω): We denote by Σ µ the set of non-regular points in Ω for the measure µ. 
Let S u be the blow-up set for the sequence (u n ), that is
The assertions of Theorem 1.4 will be proved if we show that S u = S v = ∅. This will be achieved in the next lemmas.
Lemma 5.1 Assume that x 0 is a regular point for the measure µ. Then there exist constants ρ > 0 and C, independent of n, such that
Proof. Using the fact that x 0 is a regular point of the measure µ we have a function ψ ∈ C c (Ω), 0 ≤ ψ ≤ 1, with ψ ≡ 1 in some neighborhood V x 0 of x 0 , such that ψdµ < 4π. Thus, V x 0 dµ < 4π, which implies that there exist R > 0, δ > 0 and n 0 such that for all n ≥ n 0 ,
Let us write u n := u 1,n + u 2,n and v n := v 1,n + v 2,n , where 
where p > 1 is a constant depending only on δ. Using the fact that t ≤ e t we get
Furthermore, as in the regularity Theorem 1.1 we get
Since the functions u 2,n , v 2,n are harmonic in B R (x 0 ), it follows from the Mean Value Theorem for harmonic functions that
On the other hand, using (5.2) and (5.5) we obtain
From (5.6) and (5.7) we obtain
and the proof is complete.
Proof. Suppose that x 0 / ∈ Σ µ , i.e. x 0 is a regular point for µ. Then it follows by Lemma 5.1 that u n L ∞ (Bρ(x 0 )) ≤ C and v n L ∞ (Bρ(x 0 )) ≤ C for some ρ > 0, and hence x 0 / ∈ S u ∪ S v by the definition of the sets S u and S v .
Proof. Let x 0 ∈ Σ µ . We claim that for each R > 0 we have
Suppose by contradiction that there exists R 0 > 0 and a subsequence, which we denote also by (u n ), (v n ), such that
Now using the hypothesis
which implies that for R < R 0 we have
Thus, there exists R 1 > 0, such that
This implies that x 0 is a regular point of µ, which is a contradiction.
As a consequence of Lemmas 5.2 and 5.3 we conclude that
Finally, we prove that this set is indeed empty, and this completes the proof of the Theorem 1.4.
Proof. Suppose, by contradiction, that there exists x 0 ∈ S u ∪ S v . Since x 0 is isolated, we can take R > 0 such that
Next, we consider the Dirichlet problem in B R (x 0 ),
, and z n = 0 for |x − x 0 | = R.
We know that the function u n + v n satisfies
Thus, by the Maximum Principle we have
Taking the limit we have z n → z, where z is a solution of the problem
On the other hand the problem 6 Proof of Theorem 1.5
We rely on the following well-known Theorem by Krasnoselsk'ii (we state in the form given in [8] , Theorem 3.1). this is a contradiction, since µ > λ 1 .
Hence, the map T given in (5.9) has a nontrivial fixed point (u, v) in C, that is, (u, v) is a positive solution of system (1.1).
