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Abstract
In this review, we introduce the electrified Dp-branes intersections in the low energy
effective theory. We focus on D1-D3, D1-D5 and D0-D2 branes. We give the solutions
configurations in the low energy effective theory in the absence and the presence of electric
field by exciting one, two and three scalars in D3 system. The solutions from D3 point
of view in the last two cases are given as a spike which is interpreted as an attached
bundle of a superposition of coordinates of another brane given as a collective coordinate
a long which the brane extends away from the D3-brane. The lowest energy in both cases
is higher than the energy found in the case of D1⊥D3 branes. We also find space-time
dependent solutions in D1-D3 system that are a natural generalization of those found
without the electric field. Then, we show that, in the flat background, the D1-D3 and
D1-D5 branes obey Neumann boundary conditions by discussing the fluctuations of fuzzy
funnel solutions in both systems. Also, we give the broken duality in D1-D3 system and
the unbroken duality in D1-D5 system. In D0-D2 system, we consider generalized Maxwell
theory by introducing a generalized connection put at the origin of the spherical D2-brane
to describe anyons instead of Chern-Simons term. The D2-brane got a higher energy and
the static potential for two opposite charged exotic particles is found to have a screening
nature on a fuzzy two-sphere instead of confinement which is a special property of the
system on the plane.
PACS: 11.25.-w; 11.25.Uv; 11.27.qd; 11.15.Kc; 71.10.Pm
Keywords: Intersecting Branes; Dyons, Duality; Boundary Conditions; Generalized
connection; Exotic particles; Fuzzy two-sphere.
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2
1 Introduction
D-branes have brought about significant advances in string theory. They are known
as extended objects on which string endpoints can live. Various brane configurations have
attracted much attention over recent years and several papers have been devoted to the
study of the relationship between noncommutative geometry [1] and string theory [2]
and the relationship between D-branes with different dimensions as well [3, 4, 5, 6, 7,
8, 9, 10, 11, 12]. The appearance of noncommutative geometry in string theory can be
understood from a different point of view. For example, in type IIA theory, a D2-brane
can be constructed from multiple D0-branes by imposing a noncommutative relation on
their coordinates in matrix theory or under the strong magnetic field the world volume
coordinates of a D2-brane become noncommutative by considering the quantum Hall
system [11] and the magnetic field charge is interpreted as the number of D0-branes. On
other hand, in type IIB theory, much of the progress has come about by directly studying
the low energy dynamics of the D-branes world volume which is known to be governed by
the Born-Infeld (BI) action [4, 8, 13, 14] which has many fascinating features. Among these
there is the possibility for D-branes to morph into other D-branes of different dimensions
by exciting some of the scalar fields [5, 6]. The subject of intersecting branes in string
theory is very rich and has been studied for a long time [15, 16]. The dynamics of their
solutions (bion spike [5, 16, 14, 17] and fuzzy funnel [18, 14]) were studied by considering
linearized fluctuations around the static solutions [19, 20].
Among the goals of this review is to show that, in the presence of a world volume
electric field, space-time dependent solutions can be generalised nicely and for certain
condition we observe brane collapses with a speed less than that of light. We have also
obtained a generalisation of the BPS solution. Another goal is to give the lowest energy in
D3-brane theory by exciting two and three scalars [7] and also to determine the boundary
conditions of D1⊥D3 and D1⊥D5 branes in solving the equations of motion of the fuzzy
funnel’s fluctuations and discussing the associated potentials [20, 21]. We remark that
the variation of the potential V in terms of electric field E and the spatial coordinate σ
in non-zero modes for both overall and relative transverse fluctuations in D1⊥D3 system
and in zero mode of overall transverse fluctuations in D1⊥D5 system shows a singularity
at some stage of σ. This is more clearly seen at the presence of electric field which leads
to separate the system into two regions; small and large σ depending on electric field.
This implies that these intersecting branes obey Neumann boundary conditions and the
end of open string can move freely on the brane. Consequently, the idea that the end of a
string ending on a Dp-brane can be seen as an electrically charged particle is supported by
this result. The obtained result in D1⊥D3 system is agree with its dual discussed in [17]
considering Born-Infeld action dealing with the fluctuation of the bion spike in D3⊥D1
branes case. The dual case of D1⊥D5 branes is not yet discussed.
Another interesting subject we discuss, in this work, concerns the duality of D1⊥D5
branes in the presence of electric field [7]. By considering the energy of our system from
D1 and D5 branes descriptions we find that the energies obtained from the two theories
match and the presence of an electric field doesn’t spoil this duality. By contrary, in the
case of D1⊥D3 branes showed in [22], the duality is broken because of the presence of
electric field.
Then, another important point we deal with in this review concerns the spherical
D2-brane [10]. We consider exotic particles described by generalized Maxwell theory in
3
which we introduce a generalized connection on a fuzzy two-sphere which has a dual
description in terms of an abelian gauge field on a spherical D2-brane and is interpreted
as a bound state of a spherical D2-brane and D0-branes. The exotic particles are known
as excitations and quasi-particles or anyons; i.e. fermions (bosons) carrying odd (even)
number of elementary magnetic flux quanta [23]. They are living in two-dimensional space
as composite particles having arbitrary spin, and they are characterized by fractional
statistics which are interpolating between bosonic statistics and fermionic one [23, 24].
Among the main results in this section is the change of the potential’s nature; there is no
confinement any more, and the disappearance of the confinement in the two-sphere case
for the exotic system is very interesting result. We also find that the energy of the gauge
field dominates when the radius of the fuzzy two-sphere goes to infinity, then the energy
of flat D2-brane which is a dual of the fuzzy two-sphere becomes high which is different
from the case of the quantum Hall effect (QHE) where the energy of the flat D2-brane
goes to zero. An important remark is that our system could be identified with the QHE in
higher dimensions only if the radius r and the number of charges N go to zero. Also, what
makes the model very different and very special is that the potential loses the confining
nature in the fuzzy two-sphere case.
This review is organized as follows. We begin in section 2 with a brief review on
D1⊥D3 and D1⊥D5 branes in dyonic case by using the abelian and non-abelian BI actions.
In section 3, we investigate the two and three excited scalars in D3-brane theory. In
section 4, we give the generalization space-time dependent solutions in the presence of
a world volume electric field. In section 5, we study the electrified fluctuations of fuzzy
funnel solutions corresponding to D3 and D5 branes. In the first subsection, we review the
zero and non-zero modes of the overall transverse electrified fluctuations of fuzzy funnel
solutions given in [20]. Then we discuss the zero and non-zero modes of the relative
transverse fluctuations in the second subsection. In the third subsection, we treat the
electrified fluctuations of the fuzzy funnel in D1⊥D5 system. We study the solutions of
the linearized equations of motion of the overall transverse fluctuations in zero mode and
we discuss its associated potential at the extremities of σ. In section 6, we review in brief
the broken duality of D1⊥D3 in the dyonic case and the unbroken duality of intersecting
D1-D5 branes in the presence of an electric field. The section 7, the fuzzy two-sphere is
realized as one of D2-brane descriptions with special properties because of the generalized
Maxwell theory. The conclusion is presented in section 8.
2 Intersecting Dp-Branes
In this section, we review in brief the intersection of D1 branes with D3 and D5 branes.
We focus our study on the presence of electric field and its influence on the potentials and
the fluctuations of the fuzzy funnels.
2.1 Electrified D1⊥D3 System
We start by giving in brief the known solutions of intersecting D1-D3 branes. From
the point of view of D3 brane description the configuration is described by a monopole on
its world volume. We use the abelian BI action and one excited transverse scalar in dyonic
case to give the bion solution [8, 26]. The system is described by the following action
S =
∫
dtL = −T3
∫
d4σ
√
−det(ηab + λ2∂aφi∂bφi + λFab)
= −T3
∫
d4σ
[
1 + λ2
(
| ∇φ |2 + →B
2
+
→
E
2 )
+λ4
(
(
→
B .∇φ)2 + (→E . →B)2+ |→E ∧∇φ |2
)] 1
2
(1)
in which Fab (a, b = 0, ..., 3) is the field strength and the electric field is denoted as
F0a = Ea. σ
a denote the world volume coordinates while φi (i = 4, ..., 9) are the scalars
describing transverse fluctuations of the brane and λ = 2πℓ2s with ℓs is the string length.
In our case we excite just one scalar so φi = φ9 ≡ φ. Following the same process used in
the reference [8] by considering static gauge, we look for the lowest energy of the system.
Accordingly to (1) the energy of dyonic system is given as
Ξ = T3
∫
d3σ
[
λ2 | ∇φ+ →B + →E|2 +(1− λ2∇φ. →B)2 − 2λ2 →E .(→B +∇φ)
+λ4
(
(
→
E .
→
B)2+ |→E ∧∇φ |2
)]1/2
.
(2)
Then if we require ∇φ+ →B + →E= 0, Ξ reduces to
Ξ0 = T3
∫
d3σ
[
(1− λ2(∇φ). →B)2 + 2λ2 →E . →E)
+λ4((
→
E .
→
B)2 + |→EΛ∇φ |2)
]1/2 (3)
as minimum energy. By using the Bianchi identity ∇. →B= 0 and the fact that the gauge
field is static, the bion solution is then
φ =
Nm +Ne
2r
, (4)
with Nm is magnetic charge and Ne electric charge.
Now we consider the dual description of the D1⊥D3 branes from D1 branes point of
view. To get D3-branes from D-strings, we use the non-abelian BI action. The natural
definition of this action suggested in [35] is based on replacing the field strength in the
BI action by a non-abelian field strength and adding the symmetrized trace STr(. . .) in
front of the
√
det action. The precise prescription proposed in [35] was that inside the
trace one takes a symmetrized average over orderings of the field strength. We refer the
reader to [35] for more details on this action.
The non-abelian BI action describing D-string opening up into a D3-brane is given by
S = −T1
∫
d2σSTr
[
− det(ηab + λ2∂aφiQ−1ij ∂bφj)detQij
] 1
2 (5)
where Qij = δij + iλ[φi, φj]. Expanding this action to leading order in λ yields the usual
non-abelian scalar action
S ∼= −T1
∫
d2σ
[
N + λ2Tr(∂aφ
i +
1
2
[φi, φj][φj, φi]) + ...
] 1
2 .
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We deal with the leading order in N when we expand the symmetrized trace and we
consider large N limit. The solutions of the equation of motion of the scalar fields φi,
i = 1, 2, 3 represent the D-string expanding into a D3-brane analogous to the bion solution
of the D3-brane theory [5, 6]. The solutions are
φi = ±αi2σ , [αi, αj] = 2iǫijkαk,
with the corresponding geometry is a long funnel where the cross-section at fixed σ has
the topology of a fuzzy two-sphere.
The dyonic case is presented by considering (N,Nf)-strings. We introduce a back-
ground U(1) electric field on the N D-strings, corresponding to Nf fundamental strings
dissolved on the world sheet [14]. The theory is described by the action
S = −T1
∫
d2σSTr
[
− det(ηab + λ2∂aφiQ−1ij ∂bφj + λFab)detQij
] 1
2 . (6)
The action can be rewritten as
S = −T1
∫
d2σSTr
[
− det
(
ηab + λFab λ∂aφ
j
−λ∂bφi Qij
) ] 1
2 . (7)
By computing the determinant, the action becomes
S = −T1
∫
d2σSTr
[
(1− λ2E2 + αiαiRˆ′2)(1 + 4λ2αjαjRˆ4)
] 1
2 , (8)
in which we replaced the field strength Fτσ by EIN (IN is N×N -matrix) and the following
ansatz were inserted
φi = Rˆαi. (9)
Hence, we get the funnel solution for dyonic string by solving the equation of variation of
Rˆ as follows
φi =
αi
2σ
√
1− λ2E2 . (10)
2.2 Electrified D1⊥D5 Branes
The fuzzy funnel configuration in which the D-strings expand into orthogonal D5-
branes shares many common features with the D3-brane funnel. The action describing
the static configurations involving five nontrivial scalars is
S = −T1
∫
d2σSTr
[
1 + λ2(∂σΦi)
2 + 2λ2ΦijΦji + 2λ
4(ΦijΦji)
2 − 4λ4ΦijΦjkΦklΦli
+ 2λ4(∂σΦij)
2ΦjkΦkj − 4λ4∂σΦiΦijΦjk∂σΦk + λ64 (ǫijklm∂σΦiΦjkΦlm)2
] 1
2 ,
(11)
where Φij ≡ 12 [Φi,Φj ] and the funnel solution is given by suggesting the following ansatz
Φi(σ) = ∓Rˆ(σ)Gi, (12)
i = 1, ..., 5, where Rˆ(σ) is the (positive) radial profile and Gi are the matrices constructed
in [27, 28]. We note that Gi are given by the totally symmetric n-fold tensor product of
6
4×4 gamma matrices, and that the dimension of the matrices is related to the integer n
by N = (n+1)(n+2)(n+3)
6
. The Funnel solution (12) has the following physical radius
R(σ) =
λ
N
√
(Tr(Φi)2) =
√
cλRˆ(σ), (13)
with c is the Casimir associated with the Gi matrices, given by c = n(n + 4) and the
resulting action for the radial profile R(σ) is
S = −NT1
∫
d2σ
√
1 + (R′)2(1 + 4
R4
cλ2
). (14)
We note that this result only captures the leading large N contribution at each order in
the expansion of the square root.
To extend the discussion to dyonic strings we consider (N,Nf )-strings. Thus, the
electric field is on and the system dyonic is described by the action
S = −T1
∫
d2σSTr
[
− det(ηab + λ2∂aΦiQ−1ij ∂bΦj + λFab)detQij
] 1
2 . (15)
The action can be rewritten as
S = −T1
∫
d2σSTr
[
− det
(
ηab + λFab λ∂aΦ
j
−λ∂bΦi Qij
) ] 1
2 , (15′)
with Qij = δij + iλ[Φi,Φj] and i, j = 1, ..., 5, a, b = τ, σ. We insert the ansatz (12) and
Fτσ = EIN (IN is N × N -matrix) in the action (15). Then we compute the determinant
and we obtain
S = −NT1
∫
d2σ
√
1− λ2E2 + (R′)2(1 + 4 R
4
cλ2
). (15′′)
The funnel solution is
Φi(σ) = ∓R(σ)
λ
√
c
Gi. (16)
From (15′′) We can derive the lowest energy
E = NT1
∫
dσ
√(√
1− λ2E2 ±R′
√
8R4
cλ2
+ 16R
8
c2λ4
)2
+
(
R′ ∓√1− λ2E2
√
8R4
cλ2
+ 16R
8
c2λ4
)2
≥ NT1
∫
dσ
(√
1− λ2E2 ± R′
√
8R4
cλ2
+ 16R
8
c2λ4
)
.
This is obtained when
R′ = ∓
√
1− λ2E2
√
8R4
cλ2
+
16R8
c2λ4
.
This equation can be explicitly solved in terms of elliptic functions. For small R, the R4
term under the square root dominates, and we find the funnel solution. Then the physical
radius of the fuzzy funnel solution (16) is found to be
R ≈ λ
√
c
2
√
2
√
1− λ2E2σ . (17)
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In the dual point of view of the D5-brane world volume theory, the action describing
the system is the Born-Infeld action
S = −T5
∫
d6σSTr
√
−det(Gab + λ2∂aφ∂bφ+ λFab),
with a, b = 0, 1, ..., 5 and φ the excited transverse scalar. To get a spike solution with
electric field switched on from D5-brane theory we follow the analogous method of bion
spike in D3-brane theory as discussed in [8, 12, 28]. We use spherical polar coordinates
and the metric is
ds2 = Gabdσ
adσb = −dt2 + dr2 + r2gijdαidαj,
with r the radius and αi, i = 1, ..., 4, Euler angles. gij is the diagonal metric on a four-
sphere with unit radius
gij =


1
sin2(α1)
sin2(α1)sin2(α2)
sin2(α1)sin2(α2)sin2(α3)

 .
In this theory, we add the electric field E as a static radial field in the U(1) sector.
The scalar φ is only a function of the radius by considering bion spike solutions with a
”nearly spherically symmetric” ansatz. In the same time to compare with the radial profile
obtained in D1-brane theory we identify the physical transverse distance as σ = λφ, and
the radius r = R which fixes the coefficients. Thus the scalar is found to be
φ(r) = ±
∫
dr
λ(1− α2)
(
( r
4
λ2
+ 1)2 − 1
) ,
where α =
gsNf√
N2+g2sN
2
f
.
3 Exciting Two and Three Scalars
By following the same mechanism used for D1⊥D3 branes, this section is devoted
to finding the funnel solutions when two and three excited scalars are involved. Thus,
we restrict ourselves to using BPS arguments to find some solutions which have the
interpretation of a D2-brane ending on D3-brane and D3-brane ending on other D3-
brane. In these studies we consider the absence and the presence of an electric field. We
found that the investigation of excited D3-brane in each case leads to the fact that by
exciting 2 and 3 of its transverse directions in the absence or the presence of electric field,
the brane develops a spike which is interpreted as an attached bundle of a superposition
of coordinates of another brane given as a collective coordinate a long which the brane
extends away from the D3-brane. Then, by considering the lowest energy states of our
system we remark that the lowest energy in the intersecting branes case is obtained by
the D1-D3 branes intersection and the energy is higher if we excite more scalar fields and
even more in the presence of an electric field.
Thus, we use the abelian Born-Infeld action for the world volume gauge field and trans-
verse displacement scalars to explore some aspects of D3-brane structure and dynamics.
We deal with magnetic and dyonic cases [7].
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3.1 Absence of Electric Field
We consider the case where D3-brane has more than one scalar describing transverse
fluctuations. We denote the world volume coordinates by σa, a = 0, 1, 2, 3, and the trans-
verse directions by the scalars φi, i = 4, ..., 9. In D3-brane theory construction, the low
energy dynamics of a single D3-brane is described by the BI action by using static gauge
SBI =
∫
L = −T3
∫
d4σ
√
−det(ηab + λ2∂aφi∂bφi + λFab) (18)
with Fab is the field strength of the U(1) gauge field on the brane. By exciting two scalar
fields and setting to zero the other scalars, the energy is evaluated for the fluctuations
through two directions and for static configurations as follows
ζ = −L = T3
∫
d3σ
[
1 + λ2
(
| ∇φ4 |2 + | ∇φ5 |2 +
→
B
2 )
+ λ4
(
(
→
B .∇φ4)2 + (
→
B .∇φ5)2
)
+λ4 | ∇φ4 ∧∇φ5 |2
] 1
2 .
(19)
If we introduce a complex scalar field C = φ4 + iφ5, we can rewrite the energy as
ζ = T3
∫
d3σ
[
λ2(∇C+ →B)(∇C+ →B)∗ + (1− λ2(∇C. →B))(1− λ2(∇C. →B))∗
+1
4
λ4 | ∇C ∧ ∇C∗ |2
] 1
2 .
(20)
In this case, we observe that to get minimum energy we can set the first term to zero and
this will lead to
∇C = − →B= ∇φ4 + i∇φ5. (21)
We know that
→
B is real, then ∇φ5 = 0 and thus in the ”bi-excited scalar” system the
lowest energy is identified to D3⊥D1 system. This suggests that to study the minimum
energy configuration of the D3-brane system it is only worthwhile to excite just one scalar.
Now, requiring ∇φ5 6= 0 we get different energy bound. The energy (20) can be
rewritten as follows
ζ = T3
∫
d3σ
[
λ2 | ∇φ4 +∇φ5∓
→
B|2 +(1± λ2 →B .(∇φ4 +∇φ5))2
±2λ2∇φ4.∇φ5 + λ4 | ∇φ4 ∧∇φ5 |2
] 1
2 .
(22)
The new bound is now found with the following constraint
∇φ4 +∇φ5 = ±
→
B, (23)
and ±2λ2∇φ4.∇φ5 ≥ 0 should also be satisfied. Then the energy is
ζ˜ = T3
∫
d3σ
[
(1± λ2 →B .(∇φ4 +∇φ5))2 + λ4 | ∇φ4 ∧ ∇φ5 |2 ±2λ2∇φ4.∇φ5
] 1
2 . (24)
We choose without loss of generality ∇φ4 ⊥ ∇φ5.
Thus we get ∇2φ4 +∇2φ5 = 0 (by using the Bianchi identity), and the solution is
φ4 + φ5 = ±Nm
2r
. (25)
This solution could be generalized by considering three excited scalars. The energy is
then found to be
ζ3 = T3
∫
d3σ
[
1 + λ2
( 6∑
i=4
| ∇φi |2 +
→
B
2 )
+ λ4
( 6∑
i=4
|→B .∇φi |2 +12
6∑
i,j=4
| ∇φi ∧ ∇φj |2
)] 1
2
≥ T3
∫
d3σ
[
(1± λ2 →B .
6∑
i=4
∇φi)2 + 12
6∑
i,j=4
| ∇φi ∧ ∇φj |2 ±λ22
6∑
i,j=4
∇φi.∇φj
] 1
2 .
(26)
We should also consider ±λ2 6∑
i,j=4
∇φi.∇φj ≥ 0 to get the lowest energy configuration.
This should be found by canceling some of the terms in the second line of the expression
given in (26). The simplest way is to require the orthogonality of ∇φi and ∇φj. Then the
lowest energy in the static gauge is
ζ˜3 = T3
∫
d3σ
[
(1± λ2 →B .
6∑
i=4
∇φi)2 + 1
2
6∑
i,j=4
| ∇φi ∧∇φj |2
] 1
2 , (27)
with the constraints
6∑
i=4
∇φi = ±
→
B, (28)
and the solution is similar to the ”bi-excited system”, we find
6∑
i=4
φi = ±Nm
2r
. (29)
The solution obtained for each excited scalar field has one collective coordinate in the
D3-brane world volume theory. This is the direction along which the brane extends away
from the D3-brane. Thus, this collective coordinate represents a ”ridge” solution in the
D3-brane theory.
Now, we will look at another case in which the electric field is present, and to see how
the energy of the system could be minimized and what kind of solutions we could obtain.
3.2 Addition of Electric Field
First we start by exciting two transverse directions (φ4 and φ5) with the electric field→
E switched on. We consider as previous that ∇φ4⊥∇φ5. Then the energy of our system
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is
E3 = T3
∫
d3σ
[
1 + λ2
(
| ∇φ4 |2 + | ∇φ5 |2 +
→
B
2
+
→
E
2 )
+λ4
[
(
→
B .∇φ4)2 + (
→
B .∇φ5)2 + (
→
E .
→
B)2+ | ∇φ4 ∧∇φ5 |2 + |
→
E ∧∇φ4 |2 + |
→
E ∧∇φ5 |2
]
+λ6 |→E .(∇φ4 ∧∇φ5) |2
] 1
2
= T3
∫
d3σ
(
λ2 | ∇φ4 +∇φ5 ± (
→
B +
→
E) |2 +[1∓ λ2(∇φ4 +∇φ5).(
→
B +
→
E)]2
−2λ2B.E + λ4(→E . →B)2
+λ4
[
| ∇φ4 ∧∇φ5 |2 + |
→
E ∧∇φ4 |2 + |
→
E ∧∇φ5 |2 −(
→
E .∇φ4)2 − (
→
E .∇φ5)2
−2
(
∇φ4.(
→
E +
→
B)∇φ5.(
→
E +
→
B) + (∇φ4.
→
B)(∇φ4.
→
E) + (∇φ5.
→
B)(∇φ5.
→
E)
)]
+λ6 |→E .(∇φ4 ∧∇φ5) |2
) 1
2 .
(30)
By taking into consideration the previous analysis in the absence of an electric field, the
energy E3 becomes
E3 ≥ T3
∫
d3σ
(
[1± λ2(∇φ4 +∇φ5).(
→
B +
→
E)]2 − 2λ2 →B . →E +λ4(→E . →B)2
+λ4
[ →
E
2| ∇φ4 |2 +
→
E
2| ∇φ5 |2
]
+ λ6 |→E .(∇φ4 ∧∇φ5) |2
) 1
2
, (31)
This expression is consistent with the fact that
∇φ4 +∇φ5 ± (
→
B +
→
E) = 0 (32)
and
− 2λ2 →B . →E +λ4(→E . →B)2 ≥ 0. (33)
We also used the following expression
|→E ∧∇φ5 |2=
→
E
2| ∇φ5 |2 −(
→
E .∇φ5)2. (34)
Then to get the lowest energy in the presence of an electric field we require −2λ2 →B
.
→
E +λ4(
→
E .
→
B)2 = 0; i.e.
→
E .
→
B= 2λ2 or
→
E ⊥ →B. With these simplifications, the energy
becomes
E˜3 = T3
∫
d3σ
([
1± λ2(∇φ4 +∇φ5).(
→
B +
→
E)
]2
+ λ4
→
E
2 [ | ∇φ4 |2 + | ∇φ5 |2 ]
+λ6 |→E .(∇φ4 ∧ ∇φ5) |2
) 1
2 .
(35)
In the following we consider
→
E .
→
B= 2λ2 . We remark that the energy of D2⊥D3 brane is
increased by the presence of the electric field and by switching it off we obtain the lowest
energy configuration obtained previously.
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By solving (32) in the static gauge, using the Bianchi identity, we obtain the solution
φ4 + φ5 = ∓Nm +Ne
2r
, (36)
with r2 =
3∑
a=1
(σa)2, Nm and Ne the magnetic and the electric charges respectively.
Now, by exciting three scalars, the energy is generalized to the following
ξ3 = T3
∫
d3σ
[
1 + λ2(
6∑
i=4
| ∇φi |2 +
→
B
2
+
→
E
2
)
+λ4
(
(
→
E .
→
B)2 +
6∑
i=4
|→B .∇φi |2 +
6∑
i=4
|→E ∧∇φi |2 +12
6∑
i,j=4
| ∇φi ∧ ∇φj |2
)
+λ6 1
2
|→E .(
6∑
i,j=4
∇φi ∧ ∇φj) |2
] 1
2
(37)
We also consider as before ∇Φi⊥∇Φj and
→
E .
→
B= 2λ2 with i, j = 4, 5, 6. Then the
energy will be reduced to the lowest energy for three excited directions
ξ˜3 = T3
∫
d3σ
(
[1± λ2 6∑
i=4
∇φi.(
→
B +
→
E)]2 + λ4
p∑
i,j=4
→
E
2
(| ∇φi |2 + | ∇φj |2)
+λ6 |→E .(
6∑
i,j=4
∇φi ∧∇φj) |2
) 1
2 ,
(38)
with i < j in the summations and where we assume the following condition
6∑
i=4
∇φi ± (
→
B +
→
E) = 0. (39)
The last equation is easily solved to give the solution
6∑
i=4
φi = ∓Nm +Ne
2r
. (40)
Again if we require that
→
E is parallel to one of ∇φi the energy will be minimized as the
last term in the expression (38) of the energy vanishes. Then, accordingly to (38) and (40)
with
| →B | =
∣∣∣∣Nm2r2
∣∣∣∣ , | →E | =
∣∣∣∣Ne2r2
∣∣∣∣
the energy becomes
ξ˜3 = T3
∫
d3σ
(
[1 + λ2 (Nm+Ne)
2
4r4
]2 + λ4N
2
e (Nm+Ne)
2
8r6
) 1
2 (41)
This is the lowest energy for both cases where two or three transverse scalars are excited
since the solution is a superposition of the scalars.
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4 Dyonic and Non-Static D1⊥D3 Funnels
In the D1 worldvolume point of view, the intersection of D1 and D3-brane is described
as a funnel of increasing radius as we approach the D3 brane, where the D-strings expand
into a fuzzy two-sphere. In the D3-picture the worldvolume solution includes a BPS mag-
netic monopole and the Higgs field is interpreted as a transverse spike. To enlarge the
discussion of this subject, we lift the static condition and we keep the electric field on.
4.1 Space-Time dependent Solution
We start by D1-picture. The action is given by the non-abelian BI action of (N − Nf)
strings. By considering again the ansatz (9) the action (6) became
S = −T1
∫
d2σSTr
√
1 + λ2cRˆ′2 − λ2c ˙ˆR
2
− λ2E2
√
1 + 4λ2cRˆ4, (42)
with the notations Rˆ′ = ∂σRˆ and
˙ˆ
R = ∂τ Rˆ. By varying this with respect to Rˆ we recover
the full equations of motion given by
2λ2c
˙ˆ
RRˆ′ ˙ˆR
′
Rˆ′′(1− λ2c ˙ˆR
2
)− ¨ˆR(1 + λ2cRˆ′2) = 8Rˆ3(1 + λ
2cRˆ
′2 − λ2c ˙ˆR
2
− λ2E2
1 + 4λ2cRˆ4
). (43)
To get these equations in terms of dimensionless variables we consider the following rescal-
ings
r =
√
2λ
√
cRˆ τ˜ =
√
2
λ
√
c
τ σ˜ =
√
2
λ
√
c
σ.
Then the above equations of motion can be written in a Lorentz-invariant form
∂µ∂
µr + (∂µ∂
µr)(∂νr)(∂
νr)− (∂µ∂νr)(∂νr)(∂µr) = 2r31 + (∂µr)(∂
µr)− λ2E2
1 + r4
, (44)
where µ and ν can take the values τ˜ and σ˜. The re-scaled action and energy density of
the configuration are
S˜ = −T1
∫
d2σSTr
√
1 + r′2 − r˙2 − λ2E2
√
1 + r4, (45)
Tττ = E = (1 + r
′2 − λ2E2)
√
1 + r4
1 + r′2 − r˙2 − λ2E2 , (46)
and the pressure is given by
Tσσ = (1− r˙2 − λ2E2)
√
1 + r4
1 + r′2 − r˙2 − λ2E2 , (47)
with dots and primes implying differentiation with respect to the re-scaled time and space
respectively.
Now if we consider r0 is the initial radius of the collapsing configuration where r˙ = 0,
the energy is E = (1 + r′20 − λ2E2)
√
1+r40
1+r′20 −λ2E2
. The conserved energy density leads then
at large N to the following equation
r˙2 = (1 + r′2 − λ2E2)− 1 + r
4
1 + r40
(1 + r′2 − λ2E2
1 + r′20 − λ2E2
)2
(1 + r′20 − λ2E2). (48)
13
In purely time dependence, we get
r˙2 = (1− λ2E2)r
4
0 − r4
1 + r40
. (49)
Then we can write
t∫
0
dt =
√
1 + r40
1− λ2E2
r∫
r0
dr√
r40 − r4
. (50)
Now if we consider the initial radius at t = 0 is r1 at r˙ = u, the equation (48) becomes
r˙2 =
r41(1− λ2E2)− r4(1− u2 − λ2E2) + u2
1 + r41
, (51)
and we can solve the following equality
t∫
0
dt =
√
1 + r41
1− u2 − λ2E2
r∫
r1
dr√
r41 − r4
. (52)
we get
it
√
1− u2 − λ2E2
1 + r41
=
r2∫
r1
dr√
r4 − r41
+
r∫
r2
dr√
r4 − r41
. (53)
Then this leads to
it˜ = it
√
2
√
1− u2 − λ2E2
1 + r41
r2 = cn
−1(
r1
r2
,
1√
2
) + cn−1(
r2
r1
,
1√
2
). (54)
Let T = cn−1( r1
r2
, 1√
2
) the the solution is
r(t) = r2cn(t˜ + T,
1√
2
). (55)
If u = 0 we find
it
√
2
√
1− λ2E2
1 + r41
r1 = cn
−1(
r1
r
,
1√
2
). (56)
Then if E = 0 we get
r˙2 =
r41 − r4(1− u2)
1 + r41
, (57)
and
it
√
2
√
1− λ2E2
1 + r41
r2 = cn
−1(
r1
r2
,
1√
2
) + cn−1(
r2
r1
,
1√
2
). (58)
The last case is E = 0 and u = 0 and this was discussed in the reference [3]. For the
first and the second cases, we remark that if r1 → ∞ we get r˙2 = 1 − λ2E2 but for the
third and the forth cases we have r˙2 = 1, so for at the presence of electric field the brane
collapses lesser that the speed of light. For the both cases E = 0 and E 6= 0 a collapsing
speed does not depend on the initial speed.
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In the purely spatial independence we follow the same way as time dependence. Let’s
consider at t = 0, r′ = v and r˙ = 0 and the initial radius is r1 and the purely spatial
solution for Tσσ is gotten by solving the following, first we have
r′2 =
r4(1 + v2 − λ2E2)− r41(−λ2E2) + v2
1 + r41
, (59)
and
σ∫
0
dσ =
√
1 + r41
1− v2 − λ2E2
r∫
r1
dr√
r4 − r′41
, (60)
where r′41 = r
4
1 − v
2(1+r41)
1+v2−λ2E2 and
r∫
r1
=
r∫
r′1
−
r1∫
r′1
so we find
σ
√
1 + v2 − λ2E2√
1 + r41
=
r∫
r′1
dr√
r4 − r′41
−
r1∫
r′1
dr√
r4 − r′41
, (61)
then we get
σ
√
2r′1
√
1+v2−λ2E2√
1+r41
= cn−1( r
′
1
r
, 1√
2
)− cn−1( r′1
r1
, 1√
2
),
= cn−1
( r′21
rr1
+ 1
2
√
(1−( r
′
1
r
)4)(1−( r
′
1
r1
)4)
1+(1−r′21 )(1−r21)
, 1√
2
) (62)
For v2 = r41(1− λ2E2) we get
r′2 = r4(1− λ2E2)
which leads to the following
∓ r = 1
σ(1− λ2E2)∓ 1
r
. (63)
Thus for particular initial conditions of r′ and r, we do not find the infinite periodic brane-
anti-brane array, but rather a solution with a decaying r. In the presence of an electric field
it is attenuated by the factor of 1/
√
1− λ2E2. The equation r20 = r4(1 − λ2E2) provides
a generalization of the BPS equation in presence of an electric field. Note that for E = 0
we get the usual BPS equation r20 = r
4. The BPS equation can be obtained by studying
the condition to have an unbroken supersymmetry, which amounts to the condition for
the vanishing of the variation of gaugino on the world volume of the intersection [30].
For equations (51) and (59), consider the Wick rotation τ → iσ. This provides inter-
esting results in the cases where E, u and v are all zero. Here we find (51) → (59) for
τ → iσ and u → iv. Thus in the presence of the electric field, the space time dependent
solutions generalize nicely.
4.2 Automorphisms
Another interesting feature of these solutions is the r ↔ 1/r duality, which arises as the
consequence of the invariance of the complex curve under an r ↔ 1/r automorphism. More
precisely, in the absence of any worldvolume electric field and with u = 0, we find (51)
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reduces to the equation of a complex curve s2 =
r40−r4
1+r4
where we have defined r˙ = s and
r and s are interpreted as complex variables. For this curve the relevant automorphisms
have been studied in [30] and a connection to the τ → iσ duality has been made. Here
we find a similar duality. Towards this end, we study an automorphism of the curve (51)
for E 6= 0 and v 6= 0. After defining s = r˙ we find
s2 =
r41(1− λ2E2)− r4(1− u2 − λ2E2) + u2
1 + r41
. (64)
The automorphism acts as r → R = 1/r , r0 → R0 = 1/r0, s →= s˜ = is/r2,
u → u′ = −iuR2. This automrphism acts at fixed E. For u = 0, r → R = r20/r,
s→= s˜ = isr20/r2, is still a good automorphism of (64).
5 Dyonic Fluctuations
In this section, we give an examination of the propagation of the fluctuations on
the fuzzy funnel. The setup is similar to both D1⊥D5 and D1⊥D3 systems. We notice
that there are two basic types of funnel’s fluctuations, the overall transverse ones in the
directions perpendicular to both the Dp-brane (p=3,5) and the string (i.e., Xp+1,..,8), and
the relative transverse ones which are transverse to the string, but parallel to the Dp-brane
world volume (i.e., along X1,..,p).
Thus, we treat the dynamics of the funnel solutions. We solve the linearized equations
of motion for small and time-dependent fluctuations of the transverse scalars around the
exact background in dyonic case.
5.1 Overall Transverse Fluctuations in D1⊥D3 System
5.1.1 Zero Mode
We deal with the fluctuations of the funnel (10) discussed in the previous section. By
plugging into the full (N,Nf)-string action (6,7) the ”overall transverse” δφ
m(σ, t) =
fm(σ, t)IN , m = 4, ..., 8 which is the simplest type of fluctuation with IN the identity
matrix, together with the funnel solution, we get
S = −T1
∫
d2σSTr
[
(1 + λE)(1 + λ
2αiαi
4(1−λ2E2)2σ4 )(
(1 + λ
2αiαi
4(1−λ2E2)2σ4 )(1− (1− λE)λ2(∂tδφm)2) + λ2(∂σδφm)2
)] 1
2
≈ −NT1
∫
d2σH
[
(1 + λE)− (1− λ2E2)λ2
2
(f˙m)2 + (1+λE)λ
2
2H
(∂σf
m)2 + ...
]
(65)
where
H = 1 +
λ2C
4(1− λ2E2)2σ4
and C = Trαiαi. For the irreducible N × N representation we have C = N2 − 1. In the
last line we have only kept the terms quadratic in the fluctuations as this is sufficient to
determine the linearized equations of motion
(
(1− λE)(1 + λ2 N
2 − 1
4(1− λ2E2)2σ4 )∂
2
t − ∂2σ
)
fm = 0. (66)
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In the overall case, all the points of the fuzzy funnel move or fluctuate in the same
direction of the dyonic string by an equal distance δxm. Thus, the fluctuations fm could
be rewritten as follows
fm(σ, t) = Φ(σ)e−iwtδxm, (67)
where Φ is a function of the spatial coordinate. With this ansatz the equation of motion
(66) becomes (
(1− λE)(1 + λ2 N
2 − 1
4(1− λ2E2)2σ4 )w
2 + ∂2σ
)
Φ(σ) = 0. (68)
Then, the problem is reduced to finding the solution of a single scalar equation.
We consider the physical phenomenon which is defined by the fact that the electric
field E is in the interval [0, 1
λ
[ (contrary to what was treated in [31], such that E was
tending to ∞).
The equation (68) is an analog one-dimensional Schro¨dinger equation. Let’s rewrite it
as ( 1
w2(1− λE)∂
2
σ + 1 +
λ2N2
4(1− λ2E2)2σ4
)
Φ(σ) = 0, (69)
for large N . If we suggest
σ˜ = w
√
1− λEσ, (70)
the equation (69) becomes (
∂2σ˜ + 1 +
κ2
σ˜4
)
Φ(σ˜) = 0, (71)
with the potential is
V (σ˜) =
κ2
σ˜4
, (72)
and
κ =
λNw2
2(1 + λE)
. (73)
The equation (71) is a Schro¨dinger equation for an attractive singular potential ∝ σ˜−4 and
depends on the single coupling parameter κ with constant positive Schro¨dinger energy.
The solution is then known by making the following coordinate change
χ(σ˜) =
σ˜∫
√
κ
dy
√
1 +
κ2
y4
, (74)
and
Φ = (1 +
κ2
σ˜4
)−
1
4 Φ˜. (75)
Thus, the equation (71) becomes(
− ∂2χ + V (χ)
)
Φ˜ = 0, (76)
with
V (χ) =
5κ2
(σ˜2 + κ
2
σ˜2
)3
. (77)
Accordingly to the variation of this potential (Fig.1), the system looks like separated
into two regions depending on σ. In small σ region V is close to 0 with a constant value
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for all E. In large σ region, specially when σ reaches 0.7, V increases too fast as we jump
to a new region and gets a maximum value when E ≈ 0.5.
Then, the fluctuation is found to be
Φ = (1 +
κ2
σ˜4
)−
1
4 e±iχ(σ˜). (78)
This fluctuation has the following limits; at large σ, Φ ∼ e±iχ(σ˜) and if σ is small Φ =
σ˜√
κ
e±iχ(σ˜). These are the asymptotic wave function in the regions χ→ ±∞, while around
χ ∼ 0; i.e. σ˜ ∼ √κ, Φ ∼ 2− 14 . Also we find that Φ has different expressions in small and
large σ regions.
5.1.2 Non-Zero Modes
The fluctuations discussed above could be called the zero mode ℓ = 0 and for non-zero
modes ℓ ≥ 0, the fluctuations are δφm(σ, t) = N−1∑
ℓ=0
ψmi1...iℓα
i1...αiℓ with ψmi1...iℓ are completely
symmetric and traceless in the lower indices.
The action describing this system is
S ≈ −NT1
∫
d2σ
[
(1 + λE)H − (1− λ2E2)H λ2
2
(∂tδφ
m)2)
+ (1+λE)λ
2
2H
(∂σδφ
m)2 − (1− λ2E2)λ2
2
[φi, δφm]2
−λ4
12
[∂σφ
i, ∂tδφ
m]2 + ...
]
(79)
Now the linearized equations of motion are
[
(1 + λE)H∂2t − ∂2σ
]
δφm + (1− λ2E2)[φi, [φi, δφm]]− λ
2
6
[∂σφ
i, [∂σφ
i, ∂2t δφ
m]] = 0, (80)
with H = 1 + λ2 N
2−1
4(1−λ2E2)2σ4 . Since the background solution is φ
i ∝ αi and we have
[αi, αj] = 2iǫijkα
k, we get
[αi, [αi, δφm] =
∑
ℓ<N
ψmi1...iℓ[α
i, [αi, αi1...αiℓ ]
=
∑
ℓ<N
4ℓ(ℓ+ 1)ψmi1...iℓα
i1...αiℓ
(81)
To obtain a specific spherical harmonic on 2-sphere, we have
[φi, [φi, δφmℓ ]] =
ℓ(ℓ+ 1)
(1− λ2E2)σ2 δφ
m
ℓ , [∂σφ
i, [∂σφ
i, ∂2t δφ
m]] =
ℓ(ℓ+ 1)
(1− λ2E2)2σ4∂
2
t δφ
m
ℓ .
(82)
Then for each mode the equations of motion are
[(
(1 + λE)(1 + λ2
N2 − 1
4(1− λ2E2)2σ4 )−
λ2ℓ(ℓ+ 1)
6(1− λ2E2)2σ4
)
∂2t − ∂2σ +
ℓ(ℓ+ 1)
σ2
]
δφmℓ = 0. (83)
The solution of the equation of motion can be found by taking the following proposal.
Let’s consider φmℓ = f
m
ℓ (σ)e
−iwtδxm in direction m with fmℓ (σ) is some function of σ for
each mode ℓ.
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The last equation can be rewritten as[
− ∂2σ + V (σ)
]
fmℓ (σ) = w
2(1 + λE)fmℓ (σ), (84)
with
V (σ) = −w2
(
(1 + λE)
λ2N2
4(1− λ2E2)2σ4 −
λ2ℓ(ℓ+ 1)
6(1− λ2E2)2σ4
)
+
ℓ(ℓ+ 1)
σ2
.
In small σ region, this potential is reduced to
V (σ) =
−w2λ2
(1− λ2E2)2σ4
((1 + λE)N2
4
− ℓ(ℓ+ 1)
6
)
.
This potential (Fig.2(a)) is close to 0 for almost of σ and E until that E ≈ 0.87 we remark
that V changes at σ ≈ 0.04 and then goes up too fast to be close to 0 again for the other
values of σ.
In small σ limit, we reduce the equation (84) to the following form
[
w2
(
(1 + λE)(1 + λ2
N2 − 1
4(1− λ2E2)2σ4 )−
λ2ℓ(ℓ+ 1)
6(1− λ2E2)2σ4
)
+ ∂2σ
]
fmℓ (σ) = 0. (85)
and again as
[
1 +
1
(1− λ2E2)2σ4
(
λ2
N2 − 1
4
− λ
2ℓ(ℓ+ 1)
6(1 + λE)
)
+
1
w2(1 + λE)
∂2σ
]
fmℓ (σ) = 0. (86)
We define new coordinate σ˜ = w
√
1 + λEσ and the latter equation becomes
[
∂2σ˜ + 1 +
κ2
σ˜4
]
fmℓ (σ) = 0, (87)
where
κ2 =
w2(1 + λE)
(1− λ2E2)2
(
λ2
N2 − 1
4
− λ
2ℓ(ℓ+ 1)
6(1 + λE)
) 1
2
such that
N >
√√√√ 2ℓ(ℓ+ 1)
3(1 + λE)
+ 1.
By following the same setup of zero mode, we get the solution by using the steps (74-78)
with new κ. Since we considered small σ we get
V (χ) =
5σ˜6
κ4
, (88)
and the fluctuation is found to be
fmℓ =
σ˜√
κ
e±iχ(σ˜). (89)
in small σ region.
Now, let’s check the case of large σ. In this case, the equation of motion (84) of the
fluctuation can be rewritten in the following form[
− ∂2σ + V (σ)
]
fmℓ (σ) = w
2(1 + λE)fmℓ (σ), (90)
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with
V (σ) =
ℓ(ℓ+ 1)
σ2
.
We remark that, in large σ limit (Fig.2(b)), the potential V is independent of E and going
down as σ is going up. The figures 2(a) and 2(b) show that the system in non-zero modes
is separated to two totally different regions and the main remark is that the potential gets
a singularity at some level of σ which is considered the intersection of small and large σ
regions. In our calculations we took small σ from zero until the half of the unit of λ = 1
and the large σ region from 0.5 until 1 with w = 1, l = 1 and N = 10.
The fmℓ is now a Sturm-Liouville eigenvalue problem. The fluctuation is found to be
fmℓ (σ) = α
√
σBesselJ
(
1
2
√
1 + 4ℓ(ℓ+ 1), wσ
√
1 + λE
)
+β
√
σBesselY
(
1
2
√
1 + 4ℓ(ℓ+ 1), wσ
√
1 + λE
)
,
(91)
with α, β are constants. Again, it’s clear that the fluctuation solution in this case is totally
different from the one gotten in small σ limit (89) supporting the idea that the system
is divided to two regions. In the following, we continue the study of D1⊥D3 branes by
dealing with the relative transverse fluctuations.
5.2 Relative Transverse Fluctuations in D1⊥D3 System
5.2.1 Zero Mode
In this subsection, we consider the ”relative transverse” fluctuations δφi(σ, t) =
f i(σ, t)IN , i = 1, 2, 3, and the action describing the system has the expression
S = −T1
∫
d2σSTr
[
− det
(
ηab + λFab λ∂a(φ
j + δφj)
−λ∂b(φi + δφi) Qij∗
) ] 1
2 , (92)
with
Qij∗ = Q
ij + iλ([φi, δφj] + [δφi, φj] + [δφi, δφj]).
As done above, we keep only the terms quadratic in the fluctuations and the action
becomes
S ≈ −NT1
∫
d2σ
[
(1− λ2E2)H − (1− λE)λ
2
2
(f˙ i)2 +
(1 + λE)λ2
2H
(∂σf
i)2 + ...
]
, (93)
with H = (1 + λ2 N
2−1
4(1−λ2E2)2σ4 ).
Then we define the relative transverse fluctuation as f i = Φi(σ)e−iwtδxi in the direction
of xi, with Φ is a function of σ, and the equations of motion of the fluctuations are found
to be (
− ∂2σ −
w2λ2(1− λE)(N2 − 1)
4(1 + λE)(1− λ2E2)2σ4
)
Φi = w2
1− λE
1 + λE
Φi, (94)
where the potential is
V (σ) = − w
2λ2(1− λE)(N2 − 1)
4(1 + λE)(1− λ2E2)2σ4 .
We remark that the presence of E is quickly increasing the potential from −∞ to zero.
Then, when E is close to the inverse of λ the potential is close to zero for all σ;
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• E ∼ 0, V (σ) ∼ −λ2N2−1
4σ4
w2
• E ∼ 1
λ
, V (σ) ∼ −1−λE
2
λ2 N
2−1
4(1−λ2E2)2σ4w
2.
This case is seen as a zero mode of what is following so we will focus on its general case
known as non-zero modes.
5.2.2 Non-Zero Modes
Let’s give the equation of motion of relative transverse fluctuations of non-zero ℓ
modes with (N,Nf)-strings intersecting D3-branes. The fluctuation is given by δφ
i(σ, t) =
N−1∑
ℓ=1
ψii1...iℓα
i1...αiℓ with ψii1...iℓ are completely symmetric and traceless in the lower indices.
The action describing this system is
S ≈ −NT1
∫
d2σ
[
(1− λ2E2)H − (1− λE)H λ2
2
(∂tδφ
i)2)
+ (1+λE)λ
2
2H
(∂σδφ
i)2 − (1− λE)λ2
2
[φi, δφi]2
−λ4
12
[∂σφ
i, ∂tδφ
i]2 + ...
]
.
(95)
The equation of motion for relative transverse fluctuations in non-zero modes is
[1− λE
1 + λE
H∂2t − ∂2σ
]
δφi + (1− λE)[φi, [φi, δφi]]− λ
2
6
[∂σφ
i, [∂σφ
i, ∂2t δφ
i]] = 0. (96)
By the same way followed in overall case the equation of motion for each mode ℓ is found
to be
[
−∂2σ+
(1− λE
1 + λE
(1+λ2
N2 − 1
4(1− λ2E2)2σ4 )−
λ2ℓ(ℓ+ 1)
6(1− λ2E2)2σ4
)
∂2t+
ℓ(ℓ+ 1)
(1 + λE)σ2
]
δφiℓ = 0. (97)
We write δφiℓ = f
i
ℓe
−iwtδxi in the direction of xi, then the equation (97) becomes
[
−∂2σ−
(1− λE
1 + λE
(1+λ2
N2 − 1
4(1− λ2E2)2σ4 )−
λ2ℓ(ℓ+ 1)
6(1 − λ2E2)2σ4
)
w2+
ℓ(ℓ+ 1)
(1 + λE)σ2
]
f iℓ = 0. (98)
To solve this equation we start, for simplicity, by considering small σ. The equation (98)
is reduced to
[
− ∂2σ −
λ2w2
(1− λ2E2)2σ4
(1− λE
1 + λE
N2 − 1
4
− ℓ(ℓ+ 1)
6
)]
f iℓ =
1− λE
1 + λE
w2f iℓ , (99)
with the potential
V =
−λ2w2
(1− λ2E2)2σ4
(1− λE
1 + λE
N2 − 1
4
− ℓ(ℓ+ 1)
6
)
.
The potential V is quite zero for all E and only at σ ≈ 0.02 that we see V varies in terms
of E and goes up too fast to be close to zero as a constant function (Fig.4(a)).
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The equation of motion (99) can be rewritten as follows
[
− 1 + λE
1− λE∂
2
σ −
(
(1 + λ2
N2 − 1
4(1− λ2E2)2σ4 )−
1 + λE
1− λE
λ2ℓ(ℓ+ 1)
6(1− λ2E2)2σ4
)
w2
]
f iℓ = 0. (100)
We change the coordinate to σ˜ =
√
1−λE
1+λE
wσ and the equation (100) is rewritten as
[
∂2σ˜ + 1 +
κ2
σ˜4
]
f iℓ(σ˜) = 0, (101)
with
κ2 = w4λ2
3(1− λE)2(N2 − 1)− 2(1− λ2E2)ℓ(ℓ+ 1)
12(1 + λE)2(1− λ2E2)2 .
Then we follow the suggestions of WKB by making a coordinate change;
β(σ˜) =
σ˜∫
√
κ
dy
√
1 +
κ2
y4
, (102)
and
f iℓ(σ˜) = (1 +
κ2
σ˜4
)−
1
4 f˜ iℓ(σ˜). (103)
Thus, the equation (101) becomes(
− ∂2β + V (β)
)
f˜ i = 0, (104)
with
V (β) =
5κ2
(σ˜2 + κ
2
σ˜2
)3
. (105)
Then
f iℓ = (1 +
κ2
σ˜4
)−
1
4 e±iβ(σ˜). (106)
Since we are dealing with small σ case the obtained fluctuation becomes
f iℓ =
σ˜√
κ
e±iβ(σ˜).
This is the asymptotic wave function in the regions β → −∞, while around β ∼ 0; i.e.
σ˜ ∼ √κ, f iℓ ∼ 2−
1
4 . The variation of this fluctuation in terms of small σ and the electric
field is well shown in Fig.3(a) by considering the real part of the function. The variation
of f iℓ in terms of σ has positive values and goes up as σ goes up for all E in general. The
influence of E on f iℓ appears at σ ≈ 0.2.
Now, if σ is too large the equation of motion (98) becomes
[
− ∂2σ +
ℓ(ℓ+ 1)
(1 + λE)σ2
]
f iℓ =
1− λE
1 + λE
w2f iℓ . (107)
The fluctuation solution of this equation is
f iℓ(σ) = α
√
σBesselJ
(
1
2
√
1 + 4 ℓ(ℓ+1)
1+λE
, wσ
√
1−λE
1+λE
)
+β
√
σBesselY
(
1
2
√
1 + 4 ℓ(ℓ+1)
1+λE
, wσ
√
1−λE
1+λE
)
,
(108)
with α, β are constants. The variation of this fluctuation in terms of large σ and E is
given by Fig.3(b). The values of f iℓ are negative and they are going down as E going up.
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By dealing with the fluctuations (106) (Fig.3(a)) and (108) (Fig.3(b)) in small and large σ
regions respectively, we remark that is clear that we get different fluctuations from small
to large σ with a singularity at some stage of σ and consequently the system is separated
into two regions depending on the electric field.
The potential associated to (108) is
V (σ) =
ℓ(ℓ+ 1)
(1 + λE)σ2
.
Accordingly to Fig.4(b) describing the variation of V , we remark that, V goes down as
σ goes up and more down as E goes up; i.e. the potential becomes more small as the
electric field appears between zero and E ∼ 1
λ
. The potentials represented by the two
figures Fig.4(a) and Fig.4(b) don’t have an intersecting point at some stage of σ. This
leads the system to get a singularity which supports the idea that the system is separated
into two regions in non-zero modes of relative transverse fluctuations.
Consequently, the D1⊥D3 system has Neumann boundary conditions and this is more
clear at the presence of electric field. This is proved through this section by discussing
different modes and different directions of the fluctuations of the funnel solution and their
associated potentials. In the figures representing these variations we set w, ℓ equals to the
unit of λ = 1 in all the treated equations and N = 10.
5.3 Overall Transverse Fluctuations in D1⊥D5 System
We extend this study to discuss the electrified fluctuations in D1⊥D5 system. we
give the equations of motion of the fluctuations and their solutions. Then, we discuss the
variation of the potential and the fluctuations in terms of electric field and the spatial
coordinate.
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We start by considering overall transverse fluctuations in zero mode. This type of
fluctuations is given as δφm(σ, t) = fm(σ, t)IN , m = 6, 7, 8. Plugging this fluctuation into
the full (N,Nf)-string action (15’), together with the funnel (16) the action is found to
be
S = −NT1
∫
d2σ
(
(1+λE)A− 1
2
(1−λ2E2)λ2A(f˙m)2+ 1
2
(1+λE)λ2(∂σf
m)2+ ...
)
. (109)
where
A = (1 +
4R(σ)4
cλ2
)2, (110)
with the quadratic terms in fm were the only terms retained in the action. The linearized
equation of motion of the fluctuation is then
[
(1− λE)
(
1 +
4R(σ)4
cλ2
)2
∂2t − ∂2σ
]
fm = 0. (111)
We consider small R which is given by (17) in the second section. We insert its expression
in the last equation and the equation of motion becomes
[
(1− λE)
(
1 +
n2λ2
16(1− λ2E2)2σ4
)2
∂2t − ∂2σ
]
fm = 0 (112)
for large n.
Let’s consider the fluctuation in the following form
fm = φ(σ)e−iwtδxm, (113)
with δxm, m = 6, 7, 8, the direction of the fluctuation. The equation (112) becomes
[
− ∂2σ − w2(1− λE)(
n2λ2
8(1− λ2E2)2σ4 +
n4λ4
162(1− λ2E2)4σ8 )
]
φ = w2(1− λE)φ. (114)
The potential of this system is
V = −w2(1− λE)( n
2λ2
8(1− λ2E2)2σ4 +
n4λ4
162(1− λ2E2)4σ8 ) (115)
depending on the electric field E with E ∈ [0, 1
λ
[.
5.3.1 Small σ Limit
The equation (114) is complicated and to simplify the calculations we start by considering
the small σ and 1
σ8
dominates in (114) and (115). We then discuss the equation
[
− ∂2σ − w2(1− λE)
n4λ4
162(1− λ2E2)4σ8
]
φ = w2(1− λE)φ, (116)
and the potential is reduced to
V = −w2(1− λE) n
4λ4
162(1− λ2E2)4σ8 . (117)
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As shown in Fig.5(a), the potential V tends to −∞ until some values of E when E
and σ are close to zero, and once E is close to the inverse of λ the potential is zero for all
small σ. We consider in this case σ ∈]0, 0.5] in the unit of λ with λ = 1, w = 1, n = 10
and E ∈ [0, 1[.
To solve the differential equation (116), we consider the total differential on the fluc-
tuation. Let’s denote ∂σφ ≡ φ′. Since φ depends only on σ we find dφdσ = ∂σφ. We rewrite
the equation (116) in this form
1
φ
dφ′
dσ
= −w2(1− λE)[ n
4λ4
162(1− λ2E2)4σ8 + 1]. (118)
An integral formula can be written as follows
φ′∫
0
dφ′
φ
= −
σ∫
0
w2(1− λE)[ n
4λ4
162(1− λ2E2)4σ8 + 1]dσ, (119)
which gives
φ′
φ
= −w2(1− λE)[− n
4λ4
162(1− λ2E2)4 × 7σ7 + σ] + α. (120)
We integrate again the following
φ∫
0
dφ
φ
= −
σ∫
0
(w2(1− λE)[− n
4λ4
162 × 7(1− λ2E2)4σ7 + σ] + α)dσ. (121)
We get
lnφ = −w2(1− λE)[− n
4λ4
162 × 42(1− λ2E2)4σ6 +
2
σ2
] + ασ + β, (122)
and the fluctuation in small σ region is found to be
φ(σ) = βe
−w2(1−λE)[− n4λ4
162×42(1−λ2E2)4σ6
+σ
2
2
]+ασ
, (123)
with β and α are constants.
We plot the progress of the obtained fluctuation in (Fig.6(a)). First we consider the
constants β = 1 = α, then the small spatial coordinate in the interval [0, 0.5] with the
unit of λ = 1, w = 1 and n = 4. As above the electric field is in [0, 1[. We see that at the
absence of the electric field there is no fluctuations at all and this phenomenon continues
for the small values of E. When E ≈ 0.5 the fluctuation appears from σ = 0.15 and goes
down as σ and E go up.
5.3.2 Large σ Limit
In the large σ case, the equation (114) becomes
[
− ∂2σ − w2(1− λE)
n2λ2
8(1− λ2E2)2σ4
]
φ = w2(1− λE)φ (124)
and the potential is
V = −w2(1− λE) n
2λ2
8(1− λ2E2)2σ4 . (125)
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By plotting the progress of this potential (Fig.5(b)) we consider the large spatial coor-
dinate in the interval [0.5, 1] and E ∈ [0, 1[ in the unit of λ = 1, w = 1 with n = 10.
The obtained figure shows that V has in general higher values than the ones obtained
in small σ case (Fig.5(a) describing (117)). Specially, for the first values of σ, V goes
up from negative values to be close to zero for almost values of E until E is close to 1
λ
,
approximately from E = 0.8 where V ≈ −0.02, we remark that V has small variation in
[0.8,1] region of σ. By contrary, in figure 5(a), when σ = 0.5 which is the last value of σ
in that case we find V is already zero for all E. Consequently, these two potentials (117)
and (125) show a big gap to go from one system to other that they describe, meaning
that our system is separated into two regions; small and large σ depending on E.
Now, we should solve the equation of motion of the relative transverse fluctuations
(124), in the case of large σ. We start by defining a new coordinate
σ˜2 = w2(1− λE)σ2
and (124) becomes (
1 +
n2λ2w4(1− λE)2
8(1− λ2E2)2σ˜4 + ∂
2
σ˜
)
φ(σ˜) = 0, (126)
with the potential is
V (σ˜) =
κ2
σ˜4
, (127)
and
κ2 =
n2λ2w4(1− λE)2
8(1− λ2E2)2 .
The equation (126) is a Schro¨dinger equation for an attractive singular potential ∝ σ˜−4
and depends on the single coupling parameter κ with constant positive Schro¨dinger energy.
The solution is then known by making the following coordinate change
χ(σ˜) =
σ˜∫
√
κ
dy
√
1 +
κ2
y4
, (128)
and
Φ = (1 +
κ2
σ˜4
)−
1
4 Φ˜. (129)
Thus, the equation (126) becomes(
− ∂2χ + V (χ)
)
Φ˜ = 0, (130)
with
V (χ) =
5κ2
(σ˜2 + κ
2
σ˜2
)3
. (131)
Then, the fluctuation is found to be
Φ = (1 +
κ2
σ˜4
)−
1
4 e±iχ(σ˜). (132)
This fluctuation has the following limit; since we are in large σ region Φ ∼ e±iχ(σ˜). This is
the asymptotic wave function in the regions χ→ +∞, while around χ ∼ 0; i.e. σ˜ ∼ √κ,
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Φ ∼ 2− 14 . Owing to the plotting of the progress of this fluctuation given by Fig.6(b), by
considering the real part of the function, we remark that Φ goes down fast as E goes up for
all σ. When σ = 0.5 the fluctuation gets different values for all E compared to the values
gotten in small σ region by (123) (Fig.6(a)). These tow figures show that the fluctuations
of fuzzy funnel of D1⊥D5 branes have a singularity at some stage of σ separating the
system into two regions; small and large σ.
6 Duality in Electrified D1⊥D3 and D1⊥D5 Systems
6.1 Duality in D1⊥D3 Branes
Now, we see if D1 and D3 descriptions [26] in D1⊥D3 system discussed in section 2
match or not. As we showed in [22], the two descriptions D1 and D3 don’t have a complete
agreement in the presence of a world volume electric field since the energies don’t match
as we will see in the following, even if their profiles match very well.
The energy is easily derived from the action (8) for the static solution (10). The
minimum energy condition is
dφi
dσ
= ± i
2
ǫijk[φj, φk],
which can be identified as the Nahm equations [37]. We insert the ansatz (9) and this
implies
Rˆ′ = ±2
√
1− λ2E2Rˆ2. (133)
Using this condition and evaluating the Hamiltonian,
∫
dσ(DE−L), for the dyonic funnel
solutions (L is the Lagrangian), the energy is expressed as
E1 = T1
∫
dσSTr
[ λ2E2√
1− λ2E2 +
√
1− λ2E2|1 + 4λ2αjαjRˆ4|
]
.
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We can manipulate this result by introducing the physical radius R = λ
√
C|Rˆ| and using
T1 = 4π
2ℓsT3. It’s also useful to
D ≡ 1
Nm
δS
δE
=
λ2T1E√
1− λ2E2 =
Ne
Nm
.
consider the electric displacement D Consequently, the energy from the D1 brane theory
is found to be
E1 = T1
∫
dσ
√
N2m + gsN
2
e + T3(1−
1
N2m
)
−1
2
∫
dR4πR2, (134)
with gs is the string coupling with T1 = (λgs)
−1. The first term comes from collecting
the contributions independent of Rˆ. The second term gotten from the terms containing
Rˆ and is used to put these in the form Rˆ2|Rˆ′|. Then we have repeatedly applied (133) in
producing the second term.
If we consider large Nm the energy is reduced to the following
E1 = T1Nm
∫
dσ, (135)
which can be rewritten in terms of physical radius R as
E1 = T3Nm
∫
4πR2dR, (136)
with T3 =
T1
4π2ℓ2s
. In D3-brane description the energy (3) becomes
E3 = T3
∫
d3σ
√
1 + λ4
N2m[(Nm +Ne)
2 +N2e ]
16r8
+ 2λ2
Nm(Nm +Ne)
4r4
+ 2λ2
N2e
4r4
, (137)
such that the magnetic and the electric fields are given by
→
B=
Nm
2r2
→
r ,
→
E=
Ne
2r2
→
r . (138)
In the large Nm limit and fixed Ne, the energy (137) of the spherically symmetric BPS
configuration is reduced to
E3 = T3
Nm
√
(Nm +Ne)2 +N2e
Nm +Ne
∫
4πr2dr. (139)
Again we consider large Nm limit and fixed Ne and we get√
(Nm +Ne)2 +N2e
Nm +Ne
−→ 1.
Consequently, for fixed Ne and large Nm limit we have agreement from both sides (D1
and D3 descriptions) and the energy is
E3 = T3Nm
∫
4πr2dr, (140)
28
in which we identify the physical radius R from D1 description and r from D3 description.
Now, if we take large Nm limit keeping Ne/Nm = K fixed at any arbitrary K > 0 the
result will be different. Thus, from D1 description the energy becomes
E1 = T3Nm
√
1 + gsK2
∫
4πR2dR, (141)
and from D3 description the energy is
E3 = T3
Nm
√
(1 +K)2 +K2
1 +K
∫
4πR2dR. (142)
Then we have disagreement. Consequently, the presence of electric field spoils the duality
between D1 and D3 descriptions of intersecting D1-D3 branes.
6.2 Duality in D1⊥D5 Branes
Although D1⊥D5 branes system [8, 12] is not supersymmetric, the fuzzy funnel con-
figuration in which the D-strings expand into orthogonal D5-branes shares many common
features with the D3-brane funnel. Thus, we are interested in establishing whether a simi-
lar result holds also in the case of D1⊥D5 branes meaning the presence of a world volume
electric field leads to broken duality or not.
From the D1 description the system is described by the action (15”). We consider static
configurations involving five (rather than three) nontrivial scalars, φi with i = 1, ..., 5 with
the proposed ansatz (16).
The electric field is fixed by the quantization condition on the displacement field,
D =
Nf
N
, where
D =
1
N
δS
δE
=
λ2T1E√
1− λ2E2 (143)
after using the equations of motion, the energy (E˜1 =
∫
dσ(DE − L)) of the system is
evaluated to be
E˜1 =
√
N2 + g2sN
2
fT1
∫
dσ +
6N
c
T5
∫
Ω4R
4dR +NT1
∫
dR +∆E, (144)
with T5 =
T1
(2πℓs)4
and the first and the second terms correspond to the energies of N
semi-infinite strings stretching from σ = 0 to infinity and of 6N/c D5-branes respectively.
The contribution of the last terms to the energy indicates that the configuration is not
supersymmetric. The last contribution is a finite binding energy ∆E = 1.0102Nc1/4T1ℓs.
The energy of the D1-D5 system from D5 description (subsection 2.2) is evaluated to
be
E˜5 =
NT1√
1−
(
gsNf√
N2+g2sN
2
f
)2
∫
dσ +
6N
c
T5
∫
Ω4R
4dR +NT1
∫
dR +∆E, (145)
with ∆E is the same one found above from D1 description. In the absence of electric
field, it’s clear that by identifying the profiles of D1 and D5 descriptions in the limit
of N we could get complete agreement for the geometry and the energy determined by
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the two dual approaches. Now, in the presence of an electric field it seems there is also
agreement. We compare the energy from the D1 description (144) and the energy from
the D5 description (145). If we consider the large N limit and fixed Nf the first term of
E˜1 becomes √
N2 + g2sN
2
fT1
∫
dσ −→ NT1
∫
dσ, (146)
and the first term of E˜5 goes to the following value
NT1√
1−
(
gsNf√
N2+g2sN
2
f
)2
∫
dσ −→ NT1
∫
dσ, (147)
which proves the agreement at large N .
Now, let’s fix the value
gsNf
N
to be one value M which can’t be neglected at large limit
of N . Thus, if N is large the last two limits (146) and (147) become
√
N2 + g2sN
2
fT1
∫
dσ −→ NT1
√
1 +M2
∫
dσ (148)
and
NT1√
1−
(
gsNf√
N2+g2sN
2
f
)2
∫
dσ −→ NT1√
1− M2
1+M2
∫
dσ. (149)
The right hand term of (149) is equal to the right hand term of (148)
NT1
1√
1+M2
√
1 +M2 −M2 = NT1
√
1 +M2.
Then, this implies agreement of the two duals at the level of energy of the two descriptions.
Consequently, the duality in D1⊥D5 branes is unbroken by switching on the electric field.
7 D2-Brane and Generalized Maxwell Theory
One of the field-theories describing anyons is the model where the matter is interact-
ing with the Chern-Simons (CS) gauge field [25]. In reference [32], Stern has introduced
another approach to treat anyons that does not require the CS term, but introduces a
generalized connection to which the conserved U(1) current is coupled in a gauge invariant
way [33]. In this model the gauge field is dynamical and the potential has the confining
nature which makes the model different [34].
In this section, we treat the same system but on the two-sphere. Among the main
results in this work is the change of the potential’s nature; there is no confinement
any more, and the disappearance of the confinement in the two-sphere case for the ex-
otic system is very interesting result. It was shown in [38] that compact Maxwell the-
ory in (2+1)-dimensions confines permanently electric test charges and the usual two-
dimensional Coulomb potential is V (R) ∼ lnR. Since the electrostatic potential has the
form V (R) ∼ R and holds for all values of the gauge coupling, the compact (2+1)-
dimensional Maxwell theory does not exhibit any phase transition, i.e., the confinement
is permanent. In the present paper, things are changed by treating the exotic system in
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higher dimensions and V (R) ∼ 1
R
with R is the distance between two opposite charged
exotic particles. Another important result we get is at the level of energy; D2-brane gets
a higher energy if the radius r of the two-sphere goes to infinity and it is higher if the
number of charges is large which makes the system very special.
7.1 Generalized Connection and Anyons
The simplest way to realize fractional statistics characterizing anyons in (2+1) di-
mensional space-time is usually by adding a Chern-Simons term to the action. Recently, a
novel way was introduced in [32] to describe anyons without a Chern-Simons term. Thus,
a generalized connection was considered in (2+1)-dimensions denoted Aθµ, µ = 0, 1, 2. The
gauge theory is defined by the following Lagrangian
Lθ = −1
4
FµνF
µν + JµAθµ (150)
with Aθµ ≡ Aµ + θ2ǫµνρF νρ and θ is real parameter in Minkowski space. The Lagrangian
Lθ describes Maxwell theory that couples to the current via the generalized connection
rather than the usual one. This coupling is gauge invariant as long as Jµ is a conserved
external current. In this theory, the gauge fields are dynamical and the canonical momenta
are πµ = F µ0 + θǫ0µνJν which results in the usual primary constraint π
0 = 0 and πi =
F i0 + θǫ0ijJj (i, j = 1, 2). Thus the magnetic field is B = ǫij∂
iAj and the electric field is
Ei = πi − θǫijJj .
Now, accordingly to (150), the equations of motion for Aµ is
∂ν∂νAµ = Jµ + θǫµνρ∂
νJρ. (151)
Then, we consider the simplest case of a static pointlike particle located at the origin
which is described by J0 = eδ(2)(x). By solving (151) for the gauge field one finds
A0 =
ln r
2π
, A1 =
θx2
2πr2
, A2 =
θx1
2πr2
,
with r2 = x21 + x
2
2. This background describes one unit of an electrically charged particle
and an infinitely thin magnetic flux with total flux θ both located at the origin and the
shift in the statistics of the particle is fixed by the Aharonov-Bohm effect to be
∆φ = θ. (152)
with φ =
∫
P
Aidxi the phase acquired by the pointlike particle traveling along some path
P . ∆φ is the phase difference between any two paths at the same endpoints. We note that
in the case of Chern-Simons theory, the phase is two times θ and this is due to the fact
that the charged particle is winding around a magnetic flux while in the present theory
we also have the contribution of a flux tube winding around the charged particle. Another
reason is that with the Aθµ construction a long range electric field is also generated which
couples to the current and gives exactly the same phase.
For a static charged particle located at the origin and J i = 0, the static electromagnetic
fields are
B(x) = eθδ(2)(x)
Ei(x) = − e2π xir2
(153)
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and the total magnetic flux attached to N charged particles is
Φ =
∫
V
d2xB(x) = eθN. (154)
We note that the both LCS (the lagrangian in Chern-Simons theory) and Lθ lead to
fractional statistics by the same mechanism of attaching a magnetic flux to the charged
particles but the physics they describe is quite different. We remark, for example, that
in this theory the interaction potential is an object of considerable interest [34]. The
potential has confining nature; it grows to infinity when the natural separation of the
physical degrees of freedom grow, but in the Maxwell-Chern-Simons theory, the Chern-
Simons term turns the electric and magnetic fields massive leading to a screening potential
between static charges.
7.2 Anyons and Fuzzy Two-Sphere
Now, let us consider exotic particle moving on a two-sphere instead of a plane in the
background of a monopole put at the origin. First, the two-sphere is S2 ∼ CP 1 = SU(2)
U(1)
and the representations of SU(2) are given by the standard angular momentum theory.
The coordinates of fuzzy two-sphere are given by the SU(2) algebra
[Xi, Xj ] = iαǫijkXk, Xi = αLi, (155)
Li is the total angular momentum with the representation to be the spin ℓ and α is a
dimensionful constant. We note that around the north pole of S2 labeled by L3 = ℓ, the
fuzzy two-sphere algebra becomes a noncommutative plane if ℓ→∞,
[Xi, Xj ] = iα
2ℓǫijI, (156)
with I is the identity.
7.2.1 Connection
To construct the connection which goes to the generalized connection given above
when the radius of fuzzy two-sphere goes to infinity we use the first Hopf map as known
in the literature which is a map from S3 to S2 and naturally introduces a U(1) bundle
on S2. Then, the two-sphere can be parameterized by two complex coordinates uα such
that u⋆αuα = 1 with u
⋆
α is the complex conjugate of uα. A spatial coordinate xi on S
2 with
radius r is written in terms of uα’s as
xi = ru
†σiu (157)
with σi are Pauli matrices. The vector potential on S
2 is
Aidxi = −iγu⋆αduα, (158)
with γ is integer due to the Dirac quantization rule.
Thus, the Hopf spinor satisfying (157) is given by
u =
( u1
u2
)
=
1√
2r(r + x3)
( r + x3
x1 + ix2
)
eiχ, (159)
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eiχ is a U(1) phase. The connection is defined as
Aidxi = −ih¯
e
u⋆αduα =
h¯
2er(r + x3)
ǫij3xjdxi. (160)
By considering the motion of an exotic particle (charged particle-magnetic flux composite)
on two-sphere, the monopole charge is h¯
2e
= θ
4π
which is identified with the connection in
two dimensional space for r → ∞ discussed in section 2. By generalizing the spinor to
(2S + 1)-components spinor u(S), the monopole charge becomes
θ
4π
= h¯S
e
and
xi =
1
S
ru†(S)σ(S)iu(S),
xixi = r
2, where σ(S)i is the spin S representation of SU(2).
Now, for simplicity we consider a static particle at x′. The magnetic and electric fields
are given in (135) and the charge-magnetic dipole is defined by the current
J0 = eδ
(3)(x− x′) Ji = µme ǫim∂mJ0, (161)
µm is the dipole’s moment.
7.2.2 Generalized Maxwell Theory
The Hamiltonian of this system is written as follows
H =
1
2mr2
MiMi +
∫
d3x(−1
2
Fi0F
i0 +
1
4
FijF
ij − θ
2
ǫijJ
0F ij) (162)
such that for a static point like particle Ji = 0 and the primary constraint is
π0 = 0
which leads to the secondary constraint
∂iπ
i − J0 = 0
with πµ is the canonical momentum of gauge field Aµ.Mi is the orbital angular momentum
of the charged particle
Mi = ǫijkxj(−ih¯∂k + eAθk)
= ǫijkxj(−ih¯∂k + eAk + eθ2 ǫknmF nm + eθ2 ǫkn0F n0)
(163)
where i, j, k, n,m = 1, 2, 3 and Aθk is the generalized connection. The strength field F
µν is
F nm = − θ
4π
ǫnml
xl
r3
F n0 = θ
4πr(r+x3)
ǫnl3(x˙l − r˙xl 2r+x3r(r+x3)),
(164)
we note that ǫkn0F
n0 = 0 since ǫnl3ǫkn0 = 0 because l 6= 0. Then
Mi = ǫijkxj(−ih¯∂k + eAk − eθ
2
4π
xk
r3
). (165)
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Thus the Hamiltonian (162) of this system is reduced to
H =
1
2mr2
MiMi +
1
2
∫
d3x(E2i +B
2), (166)
with ǫoijJ
0F ij = −θ
4π
ǫoijǫ
ijkJ0 xk
r3
= −θ
2π
δ0kJ
0 xk
r3
= 0 in (13) since k = 1, 2, 3. Accordingly to
(153,154), we calculate the second term of H in three-dimensional space and the Hamil-
tonian is
H = H0 + e
2θ2N +
e2r
3π
, (167)
with
H0 =
1
2mr2
MiMi. (168)
The conclusion we get from this subsection is that the Hamiltonian is different from the
one describing the QHE and they are identified (H ∼ H0) only if N, r −→ 0.
7.2.3 Realization of Fuzzy Two-Sphere
First, we remark that the orbital angular momentum of the particleMi given by (165)
satisfy the following deformed commutation relations
[Mi,Mj ] = ih¯ǫijk(Mk +
eθ
2πr
xk). (169)
This means that the total angular momentum generalizing the SU(2) algebra should be
defined as
Li =Mi − eθ
2πr
xi (170)
and we get
[Li, Lj] = ih¯ǫijkLk
[Li,Mj] = ih¯ǫijkMk
[Li, xj ] = ih¯ǫijkxk.
(171)
Consequently, by simple calculation we find that
[Li, H ] = 0,
then SU(2) symmetry is generated by Li. We also see that
MiMi = LiLi − ( eθ2π )2
= h¯2(l(l + 1)− 4S2),
(172)
with ℓ is the eigenvalue of L3. We set, in what follows, ℓ = n + 2S (n = 0, 1, 2...) with n
plays the role of the level index which could be identified with the Landau level index in
the Chern-Simons theory and n = 0 corresponds to the lowest level.
The noncommutative Geometry known as fuzzy two-sphere is described by the coor-
dinates Xi defined as
Xi =
2πr
eθ
Li, (173)
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and they are related to the commutative coordinates xi by
Xi =
2πr
eθ
Mi − xi. (174)
They satisfy the following commutation relations
[Xi, Xj] = ih¯ǫijk
2πr
eθ
Xk, (175)
and the fuzzy two-sphere is realized for the motion of exotic particle on a two-sphere. Its
radius is given by the quadratic Casimir of SU(2)
r2 = h¯2(
2πr
eθ
)2ℓ(ℓ+ 1). (176)
The exotic particles obey the cyclotron motion as well-known in the planar system,
in which the magnetic field causes them to follow a circular path or cyclotron orbit.
According to (172,173), we get the radius of the cyclotron motion rcn in the n-th level
rcn =
2πr
eθ
h¯
√
2S(2n+ 1) + n(n+ 1), (177)
which is given by (rcn)
2 = (2πr
eθ
)2MiMi. Owing to (174), this radius is related to the
coordinates Xi and xi and it is given by (r
c
n)
2 = (Xi + xi)(Xi + xi).
For the lowest level we get
rc0 =
r√
2S
, (178)
which is identified with the one obtained in the lowest Landau Level discussed in [11].
Also we remark that rc0 is much smaller than r in the lowest level n = 0 and in a strong
magnetic field limit, and xi are identified with Xi.
7.2.4 Energy
Owing to (172), the energy eigenvalue of H (167) is
En =
h¯2
2mr2
(2S(2n+ 1) + n(n+ 1)) + e2θ2N +
e2r
3π
. (179)
Then we notice that this model could be identified with the one treated in references [11]
only in the following case: If both of the radius of fuzzy two-sphere and the number of
charges N are vanishingly small; i.e. r,N −→ 0. Also, we note that n in (179) indicates
the level index which could be identified with the Landau level index in the Chern-Simons
theory only for small r and N . The variance energy between the lowest level n = 0 and
the first level is
∆E =
h¯2(2S + 1)
mr2
.
As a remark, the lowest level in our system may be identified with the Lowest Landau
level phenomena if the number of charges is small and r −→ 0 with S
mr
≫ 1 and the
energy induced by the dynamical gauge field is ignored. Otherwise, if the above case is
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not satisfied; i.e. r ≫ 1 or N ≫ 1, the model is now totally different. Thus the variance
energy of the system is
∆E = 0,
and the energy is dominated by one of the two last terms of (177) or both. Then the
energy is
En = e
2θ2N +
e2r
3π
, ∀n. (180)
We notice here that the variance energy of the system will depend only on the variance
of the number of particles or the radius.
Consequently, dealing with the case of exotic particles system in which we introduce a
generalized connection put at the origin of two-sphere we get a noncommutative geometry.
The energy obtained in this model is very special and very different from the one obtained
in QHE case since the gauge field in this system is dynamical. We notice that the energy
of the gauge field dominates when the radius of the fuzzy two-sphere goes to infinity; i.e.
the flat D2-brane which is a dual of the fuzzy two-sphere has higher energy. We remark
that this result is definitely different from the one could be obtained in the case of QHE.
In this latter case if r −→∞ the fuzzy two-sphere goes to flat D2-brane having an energy
which goes to zero in this limit.
7.2.5 Potential
We complete this section by making another interesting remark. As known, the po-
tential has a confining nature in two-dimensional space when the generalized connection
is introduced instead of adding CS-term; i.e., the potential grows to infinity when the
natural separation of the physical degrees of freedom grows.
After giving the energy we may now proceed to discuss the interaction energy be-
tween pointlike sources in the model under consideration. This can be done by computing
the expectation value of the energy operator H in a physical state |Ω〉 by following the
mechanism used in [39]. We consider the stringy gauge-invariant |Ψ¯(y)Ψ(r)〉 state,
|Ω〉 ≡ |Ψ¯(y)Ψ(y′)〉 = |ψ¯(y)e
−ie
y′∫
y
dziAi(z)
ψ(y′)|0〉, (181)
where |0〉 is the physical vacuum state and the integral is over the linear spacelike path
starting at y and ending at y′, on a fixed time slice. Note that the strings between exotic
particles have been introduced to have a gauge-invariant state |Ω〉, in other terms, this
means that the elementary particles (bosons or fermions) are now dressed by a cloud of
gauge fields.
From the foregoing Hamiltonian discussion, we first note that
πi|Ψ¯(y)Ψ(y′)〉 = Ψ¯(y)Ψ(y′)πi|0〉+ e
y′∫
y
dziδ
3(x− z)|Ψ¯(y)Ψ(y′)〉. (182)
Owing to (166,180) and the fact that we consider a static pointlike particle; so πi = F0i =
Ei, we get the expectation value of the Hamiltonian as
〈Ω|H|Ω〉 = 〈0|H|0〉+ e
2
2
∫
d3x
( y′∫
y
dziδ
3(x− z)
)2
, (183)
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with x and z are three-dimensional vectors. Remembering that the integrals over zi are
zero except on the contour of integrations.
The last term of (183) is nothing but the Coulomb interaction plus an infinite self-
energy term. In order to carry out this calculation we write the path as z = y+α(y− y′)
where α is the parameter describing the contour. By using the spherical coordinates the
integral under square becomes
y′∫
y
dziδ
3(x− z) = y − y
′
|y − y′|2
1∫
0
dα
1
α
δ(|y − x|, α|y′ − y|)∑
ℓ,m
Y ∗ℓm(θ
′, φ′)Yℓm(θ, φ). (184)
Using the usual properties for the spherical harmonics and after subtracting the self-energy
term, we obtain the potential as
V = − e
2
4π
1
|y′ − y| . (185)
This result lets us to draw attention to the fact that with fuzzy two-sphere the gen-
eralized Maxwell theory doesn’t have confining nature any more which was a special
property for anyons described by generalized Maxwell theory in two-dimensional space.
Thus the problem of confinement could be solved by considering the two-sphere in stead
of two-dimensional flat space.
8 Discussion and Conclusion
We considered the abelian and non-abelian BI dynamics of the dyonic string, from
section 2 until section 6, such that the electric field E has a limited value. The limit of E
attains a maximum value
Emax = T1 =
1
λ
(186)
(for simplicity we dropped 2π in all the calculations). This limiting value arises because if
E > 1
λ
the action ceases to make physical sense [36]. The system becomes unstable. Since
The string effectively carries electric charges of equal sign at each of its endpoints, as E
increases the charges start to repel each other and stretch the string. For E larger than
the critical value (186), the string tension T1 can no longer hold the strings together.
The investigation of excited D3-branes through the two cases of absence or presence
of an electric field lead to the fact that by exciting 2 and 3 of its transverse directions
the brane develops a spike which is interpreted as an attached bundle of a superposi-
tion of coordinates of another brane given as a collective coordinate a long which the
brane extends away from the D3-brane. In our study of D3-branes, by exciting 2 and 3
transverse directions we found that a magnetic monopole produces a singularity in the
D3-branes transverse displacement which can be interpreted as a superposition of coor-
dinates describing Dp-branes (p = 2, 3) attached to the D3-brane and the same for the
dyonic case. We also obtained another important result that the lowest energy in the
intersection branes case is obtained at the level of D1⊥D3 branes and the energy is higher
if we excite more scalar fields and even more so in the presence of an electric field.
Further in the presence of a world volume electric field, space time dependent solu-
tions can be generalised nicely and for r0 = 0 we observe brane collapses with a speed
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less than that of light. We have also obtained a generalisation of the BPS solution. An
automorphism of our solutions relevant for the r → 1/r duality has been discussed.
We also showed that certain excitations of D1⊥D3 and D1⊥D5 systems can be shown
to obey Neumann boundary conditions. In this context, by considering E ∈ [1, 1
λ
[ in
D1⊥D3 and D1⊥D5 branes, we treated the fluctuations of the fuzzy funnel solutions
and discussed the associated potentials V in terms of the electric field E and the spatial
coordinate σ. We considered the unit of λ in all the figures representing the variations.
We limited σ to be in the interval [0,0.5] for small σ and [0.5,1] for large σ.
Concerning D1⊥D3 system, we gave the variation of V in zero mode of overall trans-
verse fluctuations in Fig.1; this figure shows that the system is looking like separated into
two regions depending on the electric field. The potential is stable for E varies from 0 until
0.7 and then V goes up quickly as E close to 1
λ
. Then we dealt with the general case of the
overall transverse fluctuations which is the non-zero modes. In this case, the idea that the
system is divided into two regions appears more clear. We gave the figure representing the
potential in Fig.2; we see that at σ = 0.5 the potential gets a singularity. We continued
to treat the other kind of the fluctuations, it’s the relative transverse fluctuations. These
fluctuations are represented by Fig.3 and the associated potentials by Fig.4; we obtain
the same remark that both fluctuations and potential have a singularity at σ = 0.5. This
supported the idea that the system is separated into two regions.
We extended our study to the case of higher dimensions. We treated the electrified
fluctuations of D1⊥D5 branes and we studied only the zero mode of overall transverse
fluctuations. We notice that when the electric field is going up and down the potential of
the system is changing and the appearance of the singularity is more clear (Fig.5) and we
have the same remarks for the fluctuations of fuzzy funnel solutions as well (Fig.6) which
cause the division of the system into tow regions depending on small and large σ and also
on E.
Consequently, the end point of the dyonic strings moves on the brane which means we
have Neumann boundary conditions in D1⊥D3 and D1⊥D5 branes. The physical inter-
pretation is that a string attached to the D3 and D5 branes manifests itself as an electric
charge, and the waves on the string cause the end point of the string to freely oscillate.
Thus, we realize Polchinski’s open string Neumann boundary conditions dynamically by
considering non-abelian BI action in D1⊥D3 and D1⊥D5 systems.
The duality between dyonic D1 and D3 descriptions is no longer valid. We have further
argued that the D-string description breaks down. This is perhaps not surprising. Indeed,
in this limit [13] have argued that the effective tension of the string goes to zero. Thus,
excited strings modes will not be very heavy compared to massless string modes and one
might question the validity of the Dirac-Born-Infeld action which retains only the massless
modes. Our other interest was the fate of the duality of D1⊥D5 branes. We found that
the duality between the D1 and D5 descriptions is unbroken in the presence of an electric
field. Then, the duality in D1-D5 case is still valid.
In type IIA theory, we have used the generalized Maxwell theory on a two-sphere
instead of a flat two-dimensional space. This leads to results totally different from those
obtained in the case of QHE in higher dimensions [11]. By considering the exotic par-
ticles described by generalized Maxwell theory, the energy produced by the gauge field
contributes to the energy of the system (18) depending on the number of charges and the
radius of the sphere. We remark that the energy of gauge field dominates when the radius
of two-sphere goes to infinity; i.e. the energy of flat D2-brane is generated by the gauge
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field leading to increasing energy. We also notice that the energy becomes higher if the
number of charges is large. Another important remark is that with a fuzzy two-sphere
the static potential for two opposite charged exotic particles loses its confining nature
without adding the CS-term; i.e. by plunging the generalized Maxwell theory in a higher
dimensional theory, the potential has a screening nature.
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