Axial algebras are non-associative algebras generated by semisimple idempotents, known as axes, that all obey a fusion rule. Axial algebras were introduced by Hall, Rehren and . Finally, we show that the 4A axes of M4A obey a C2 × C2-graded fusion rule giving a new infinite family of fusion rules.
Introduction
The Monster group M is the largest of the twenty-six sporadic groups and was first constructed by Griess [2] as the automorphism group of the Griess algebra V M , a 196,884-dimensional real commutative non-associative algebra. The Griess algebra is generated by idempotents known as 2A-axes that are in bijection with the 2A-involutions in the Monster group.
Inspired by work of Sakuma [14] on vertex operator algebras, Ivanov [7] introduced Majorana theory as an axiomatisation of certain properties of the 2A-axes of the Griess algebra. The objects at the centre of Majorana theory are known as Majorana algebras. The axioms of Majorana theory were further generalised by Hall, Rehren and Shpectorov [4] who introduced the definition of an axial algebra.
An axial algebra is a commutative non-associative algebra generated by semisimple idempotents, known as axes, that all obey a fusion rule. This fusion rule governs the behaviour of the eigenvectors of the adjoint action of an axis on the whole of the algebra. Majorana algebras (including the Griess algebra) and Jordan algebras are both important examples of axial algebras.
Axial algebras that obey the Monster fusion rules are referred to here as axial algebras of Monster type. In this case, as in other examples of axial algebras, the fusion rule is C 2 -graded which in particular means that from each axis we can construct an involution in the automorphism group of the algebra known as a Miyamoto involution.
In Section 2, we give some basic definitions and results concerning axial algebras. In Sections 3, 4 and 5 we classify a certain class of axial algebras of Monster type that are generated by six axes whose Miyamoto involutions generate an elementary abelian group of order 4. As part of this classification, we obtain a construction of a 12-dimensional axial algebra M 4A over the polynomial ring R[t]. This is a significant new example in a number of ways. Firstly, axial algebras were introduced by Hall et al. [4] using an algebra geometric construction giving a variety of algebras. The variety of algebras constructed in [4, Section 7] is 0-dimensional. We also use this construction (as explained in Section 3). This means that we provide the first example of a variety of axial algebras that has positive dimension 1. In particular, the indeterminate t may take any value in R, giving the first example of an infinite family {M (t)} t∈R of axial algebras all with the same shape (as defined in Section 3.1).
Futhermore, in Section 6, we show that the axial algebra M (t) is a admits a positive definite Frobenius form if and only if t ∈ (0, 1 6 ) and also obeys Norton's inequality if and only if t ∈ [0, 1 6 ]. This shows that an axial algebra of Monster type that admits a Frobenius form does not necessarily obey Norton's inequality. However, the question of whether Norton's inequality, which is one of the Majorana axioms, is a consequence of the other axioms remains an open problem in Majorana theory. Our result suggests that this is indeed the case. Moreover, this work shows that if t ∈ (0, 1 6 ) then the algebra M (t) is a Majorana algebra. This is the first example of an infinite family of Majorana algebras.
This work also has implications for the computational methods that are being developed in the field. A computational approach to Majorana and axial algebras was begun by Seress [10] and has been continued by McInroy and Shpectorov [11] and Pfeiffer and Whybrow [12] . The algorithms developed by these authors take the shape either of a Majorana algebra or an axial algebra of Monster type and attempt to construct the universal algebra with this shape over a field of characteristic 0.
This process is computationally expensive and many examples involving a large number of axes fail to complete, requiring too much time or memory. There are also a small but significant number of examples with a lower number of axes that have failed to complete. The family of axial algebras constructed in this paper comes from one such case. The existence of this infinite family of algebras shows that this example, as well as probably many others, lie outside the scope of the current computational methods. A potential improvement to the algorithms in [11] and [12] would be to allow the construction over the field of rational functions in one or more indeterminates.
Finally, in Section 7, we study the 4A axes contained in the the algebra M 4A . We show that the eigenvectors of these axes in M 4A obey a fusion rule. Moreover, if t / ∈ {1, 0, 
Axial algebras
In the following, we let R be a commutative ring with identity and let (V, ·) be a commutative (not necessarily associative) R-algebra.
Preliminaries
Definition 2.1. A fusion rule is a pair (F , * ) such that F ⊆ R and F × F → 2 F is a symmetric map.
Definition 2.2. If a ∈ V is an idempotent then for each λ ∈ R, we denote the eigenspace of the adjoint action of a on V with eigenvalue λ by
For each subset Λ ⊆ R, we define
Definition 2.3. If a ∈ V is an idempotent and (F , * ) is a fusion rule then a is a (F , * )-axis if (i) ad a is semisimple and whenever V (a) λ is non-zero, λ ∈ F , i.e. the equation
(ii) for all λ, µ ∈ F we have that
where V is a commutative (not necessarily associative) R-algebra and A ⊆ V is a generating set of (F , * )-axes.
Henceforth, as is customary, we require that a Frobenius form , on an axial algebra V satisfies a, a = 1 for all axes a ∈ V .
Proposition 2.8. Let (V, A) be a (F , * )-axial algebra over a ring R that admits a Frobenius form , . Suppose that R is an integral domain and suppose that λ −1 ∈ R for all λ ∈ F such that λ = 0. Then the eigenspace decomposition V = λ∈F V (a) λ is orthogonal with respect to
with µ, ν ∈ F and µ = ν).
with µ = ν as in the hypothesis. Suppose first that µ = 0 and
If both µ and ν are non-zero then
and so, as µ = ν, a · u, v = u, v = 0.
Lemma 2.9. Let (V, A) be as in Proposition 2.8, let a ∈ A be a primitive axis and let v ∈ V .
Then the projection of v onto a is equal to a, v .
Proof. As V is a axial algebra, we can write
λ . As a is primitive, a 1 = φa for some φ ∈ R. From Proposition 2.8, if λ = 1 then a, v λ = 0 and so a, v = a, φa = φ as required.
Axial algebras of Monster type
Henceforth, we assume that the ring R is an integral domain that contains a subfield k of characteristic 0 such that where the (λ, µ)-entry gives the entries of the set λ * µ. As it customary, we omit the brackets from the sets in this table. A (M, * )-axial algebra is called an axial algebra of Monster type.
The 2A-axes of the Griess algebra V M are known to obey the Monster fusion rule. As the 2A-axes generate V M , it is an example of an axial algebra of Monster type.
The Monster fusion rule admits a C 2 -grading gr : a | a 2 = 1 → P (M) such that gr(1) = {1, 0, 1 2 } and gr(a) = { 1 32 }. From this grading we can construct certain involutions in the automorphism group of the algebra, as described below.
Definition 2.11. Suppose that (V, A) is an axial algebra of Monster type. Then for each a ∈ A, we can define a map τ (a) ∈ GL(V ) such that
.
Then τ (a) is called a Miyamoto involution.
In the case of the Griess algebra, the Miyamoto involutions τ (a), where a is a 2A-axis, form the 2A conjugacy class of involutions of the Monster group.
Proposition 2.12. Suppose that (V, A) is an axial algebra of Monster type and that a ∈ A. Then the Miyamoto involution τ (a) preserves the algebra product on
for all u, v ∈ V .
Proof. This follows directly from the definition of τ (a) and the Monster fusion rule. 
Dihedral axial algebras of Monster type
Definition 2.14. Suppose that (V, A) is an axial algebra and that a, b ∈ A and a = b. Then the subalgebra U of V generated by a and b is called a dihedral algebra.
The dihedral algebras of the Griess algebra (i.e. those generated by two distinct 2A-axes) were studied by Conway and Norton [1] and were shown to have eight possible isomorphism types.
A milestone in Majorana theory was reached when Ivanov, Pasechnik, Seress and Shpectorov [5] proved that a Majorana algebra generated by two Majorana axes is isomorphic to one of the . Let k be a field such that char(k) = 0. Suppose that (V, A) is a primitive axial algebra of Monster type over k that admits a Frobenius form. Let a 0 , a 1 ∈ A such that a 0 = a 1 and let U be the subalgebra of V generated by a 0 and a 1 . Finally,
. Then (i) the subalgebra U = a 0 , a 1 is isomorphic to a dihedral algebra of type N X, the structure of which is given in Table 1; (ii) for i ∈ Z and ǫ ∈ {0, 1}, the image of a ǫ under the i-th power of ρ, which we denote a 2i+ǫ , is a (M, * )-axis and τ (a 2i+ǫ ) = ρ −i τ ǫ ρ i .
We note that Table 1 does not show all values of the algebra product and Frobenius form on the dihedral algebras. Those which are omitted can be recovered from the action of the group D and the symmetry between a 0 and a 1 . The following useful lemma also follows from these symmetries.
Proposition 2.16. Let k be a field such that char(k) = 0. Suppose that (V, A) is a primitive axial algebra of Monster type over k that admits a Frobenius form. Let a 0 , a 1 ∈ A such that a 0 = a 1 and let U and a 2i+ǫ for ǫ ∈ {0, 1} and i ∈ Z\{0} be as in Theorem 2.15.
If U is of type 3A or 4A then U contains the additional basis vector u ρ(a0,a1) or v ρ(a0,a1) . These vectors obey the following equalities u ρ(a0,a1) = u ρ(a0,a−1) and v ρ(a0,a1) = v ρ(a0,a−1) .
Similarly, if U is of type 5A then U contains an additional basis vector w ρ(a0,a1) that obeys the following equalities
Moreover, if U := a 0 , a 1 is a dihedral algebra of type 3A, 4A or 5A then u ρ(a0,a1) = u ρ(a1,a0) , -eigenspaces of the axis a 0 for each dihedral algebra are given in Table 2 . In each case, the 1-eigenspace is, by definition, one dimensional and so is omitted from this table.
The following results follow directly from the values in Table 1 .
Lemma 2.18. Let U be a dihedral axial algebra of Monster type (as in Table 1 ) that is generated by axes a 0 and a 1 . Let
Lemma 2.19. Let U be a dihedral axial algebra of Monster type (as in Table 1 ) that is generated by axes a 0 and a 1 . Then U contains no proper, non-trivial subalgebras, with the exception of the following cases.
(i) If U is of type 4A or 4B then the subalgebras a 0 , a 2 and a 1 , a −1 are of type 2B or 2A respectively.
(ii) If U is of type 6A then the subalgebras a 0 , a 3 and a 1 , a −2 are of type 3A and the subalgebras a 0 , a 2 , a 1 , a −1 , a 0 , a −2 and a 1 , a 3 are of type 2A.
Informally, this means that we have the following inclusions of algebras:
2B ֒→ 4A, 2A ֒→ 6A, and 3A ֒→ 6A
and that these are the only possible inclusions of non-trivial algebras.
Construction
We will classify Frobenius (M, * )-axial algebras that obey property P as defined below. In doing so, we will construct an infinite family of Frobenius (M, * )-axial algebras over the field R.
Definition 3.1. We say that a Frobenius (M, * )-axial algebra V obeys property P if it is generated by a set of axes A := {a 1 , a −1 , a 2 , a −2 , a 3 , a −3 } such that the corresponding Miyamoto involutions induce the following permutation actions (written in cycle notation) on the set A
The shape of the algebra
Suppose that V is a Frobenius (M, * )-axial algebra that obeys property P. We start by classifying the possible dihedral algebras contained in V . For each dihedral subalgebra, there is possibly Type Basis Products and angles Figure 1: The inclusions of dihedral algebras in M (U P , V P ) more than one choice of generators for each dihedral algebra. For example,
Moreover, from Lemma 2.19, the type of one dihedral algebra will determine the types of those algebras which it contains, and of those algebras that it is contained in, if any exist. For example, from Lemma 2.18, U 0 := a 1 , a 2 must be of type 4A or 4B. This algebra contains the dihedral algebra a −1 , a 1 which must therefore be of type 2B or 2A if U 0 is of type 4A or 4B respectively.
All non-trivial dihedral subalgebras of V and their respective inclusions are shown in Figure 1 .
In this directed graph, the vertices are the non-trivial dihedral subalgebras of V and if U and W are two such algebras then U → W if and only if U is a subalgebra of W .
It is clear from this graph that the choice of any one of these algebras determines the type of all other algebras. Thus we have only two cases -one when the algebra a 1 , a 2 is of type 4A and another when it is of type 4B. For X ∈ {A, B} we say that V has shape 4X if the subalgebra U 0 of V is of type 4X.
The universal algebra
In [4] , Hall, Rehren and Shpectorov define the category of commutative (non-associative) Frobenius algebras on n (marked) generators, which they denote C 0 . They show that C 0 contains an algebraM , called the universal n-generated commutative Frobenius algebra, such that C 0 coincides with the category of all quotients ofM .
The universal algebraM is constructed as follows. LetX be the free commutative non-associative magma with marked generatorsÂ := {â 1 , . . . ,â n }. Let ∼ be the equivalence relation onX ×X generated by all elementary equivalences (x ·ŷ,ẑ) ∼ (x,ŷ ·ẑ) forx,ŷ,ẑ ∈X. Forx,ŷ ∈X, we let [x,ŷ] denote the ∼-equivalence class containing (x,ŷ). Furthermore, let [X ×X] denote the set of all ∼-equivalence classes.
and letM =RX, the set of all formal linear combinations x∈X αxx where αx ∈R. ThenM is a commutativeR-algebra where the algebra product is defined using the operation inX and the distributive law. We can also define a bilinear form onM as follows:
Then, as λ [x,ŷ] depends on the equivalence class [x,ŷ], this bilinear form is automatically Frobenius. This algebraM is also generated as an algebra by the marked generatorsÂ := {â 1 , . . . ,â n } ofX,
. Every algebra M in C 0 is the quotient, up to isomorphism, ofM over an ideal I M and has coefficient ring R, which is the quotient ofR over an ideal J M .
Choose U ≤M and V ≤R. Then we let C U,V be the subcategory of C 0 consisting of all algebras
• I 0 be the ideal ofM generated by U ;
• J(U, V ) be the ideal ofR generated by V , together with all elements i, m for i ∈ I 0 and m ∈M ;
• I(U, V ) be the ideal ofM generated by U and J(U, V )M . axial algebra is equal to M (U (F , * ) , V (F , * ) ) for some explicit vlaues of U (F , * ) and V (F , * ) . We will similarly construct the universal primitive Frobenius (M, * )-axial algebra that obeys property P and has shape 4X for X ∈ {A, B} (as defined in Section 3.1).
We now restrict to the case where
•M has six marked generators, which we denoteÂ = {â 1 ,â −1 ,â 2 ,â −2 ,â 3 ,â −3 };
•R contains R as a subfield. 
Lemma 3.5. For X ∈ {A, B}, the primitive Frobenius (M, * )-axial algebras that obey property P and that have shape 4X form a subcategory C 4X of C 0 . There exists a universal algebra M 4X
of C 4X , and C 4X consists of all quotients of M 4X .
Proof. We will first define subsets U ⊆M and V ⊆R such that C 4X = C(U, V ) by expressing the conditions of property P as elements ofM andR.
We let
4 } (adâ ±i )(â j +â −j ) where i, j ∈ {1, 2, 3} and i = j. We will now show that if M is an algebra in C(U (M, * ) , V (M, * ) ) then M obeys property P if and only if M also lies in C(U P , V P ).
Fix i, j ∈ {1, 2, 3} such that i = j and suppose that f { 1 32 } (adâ ±i )(â j −â −j ) = 0 and f {1,0,
Conversely, ifâ
andâ j +â −j ∈ λ∈{1,0,
. Thus, from Lemma 3.4,
Futhermore, we note that requiring that an algebra has a certain shape is equivalent to putting restrictions on the elements ofM andR. These restrictions can be encoded as relations to be included in the sets U and V . We do not explicitly give these relations; they can be read directly from the values in Table 1 .
In particular, if we take U and V to be the union of the relations coming from the choice of the shape with U P and V P respectively then the category C(U, V ) coincides with C 4X . The final claim follows from [4, Proposition 4.4] .
Recall that M 4X is equal toM /I(U, V ) and has coefficient ring R 4X =R/J(U, V ) for U and V as in Lemma 3.5. We let ψ 4X and φ 4X denote the corresponding projectionsM → M 4X and R → R 4X and let A := {a 1 , a −1 , a 2 , a −2 , a 3 , a −3 } denote the image ofÂ under ψ 4X .
Note that the maps ψ 4X and φ 4X determine the algebra product and Frobenius form on
for all u, v ∈M .
Automorphisms of M 4X
Note that the group G := τ (a) | a ∈ A ∼ = 2 2 is a subgroup of GL(M 4X ) whose action on M 4X preserves the algebra product and Frobenius form (from Propositions 2.12 and 2.13). This algebra also admits further symmetries, as we now explain.
Lemma 3.6. The permutation σ ∈ Sym(A) defined by
uniquely extends to an element ψ σ ∈ GL(M 4X ) that preserves the algebra product and Frobenius form on M 4X for X ∈ {A, B}. That is to say, there exists an automorphism φ σ of R 4X such that φ σ preserves the subfield R of R 4X and such that
Proof. We first consider the algebraM and define the permutationσ ∈ Sym(Â) to be such that
Thenσ clearly extends to an automorphismψ σ of the free commutative magmaX. Moreover, it preserves the equivalence relation ∼ onX ×X and so induces a permutation on the indeterminates λ [x,ŷ] of the polynomial ringR. This permutation induces an automorphismφ σ ofR that fixes the field R. We can now see thatψ σ uniquely extends toM via
Crucially, the mapsψ σ andφ σ preserve the sets U and V from Lemma 3.5 and therefore also the ideals I(U, V ) and J(U, V ). In particular, these maps descend to automorphisms of M 4X
and R 4X as required.
The algebra M 4B
Theorem 4.1. The algebra M 4B is 7-dimensional. It has basis
where a ρ := a 1 + a −1 − 8a 1 · a −1 and its coefficient ring R 4B is equal to R.
Proof. The algebra M 4B contains three distinct dihedral subalgebras of type 2A; a i , a −i for 1 ≤ i ≤ 3. Each of these dihedral subalgebras is of dimension 3 and contains a third basis vector
However, if i, j ∈ {1, 2, 3} such that i = j, then both a i , a −i and a j , a −j are contained in the dihedral algebra a i , a j , which is of type 4A. In particular, this then implies that a ρi = a ρj . Thus we let a ρ denote the vector a ρ1 = a ρ2 = a ρ2 .
Moreover, for all a ∈ A, there exists a dihedral algebra U such that a, a ρ ∈ U and so the values for all algebra products on B are given by the known values of the dihedral algebras. This the implies that the vector space is closed under multiplication and M 4B = B . The value of the Frobenius form on M 4B is also uniquely determined by the known values of the dihedral algebras and therefore the coefficient ring of the algebra is R.
We can then use these values to check that M 4B satisfies the definition of an axial algebra, and we are done.
The algebra M 4A
Theorem 5.1. The algebra M 4A is 12-dimensional. It has basis Henceforth, we write M := M 4A .
Algebra products
To begin, we letB
Recall that the algebra product · and the Frobenius form , on M are defined as in (3.1).
Throughout this section, we will let t := a 1 , v (2,3) .
Proposition 5.3. Some values of the Frobenius form , on the vectors ofB are as given in Table 3 .
Proof. These values follow from the known values of the algebra products and Frobenius form on dihedral Majorana algebras and from the fact that for all u, v, w ∈ M , we must have u, v · w = u · v, w .
Proposition 5.4. 
and so the value of a 1 · ((α 0 − β 0 ) · (α 1 − β 1 )) can also be computed. Moreover, from the fusion rule,
We calculate that β 0 , β 1 = − 
Using these values, we can calculate v (1,2) · v (1, 3) as required.
The fusion rule again implies that
As we now know the value of v (1,2) · v (1, 3) , the product α 1 · β 0 can be directly computed.
Moreover, (1, 3) and so
Using these values, we can calculate a 1 · ((a 2 + a −2 ) · v (1,3) ). Finally, we know that (a 2 − a −2 ) ·
and so
We can then calculate the value of a 1 · (a 2 · v (1,3) ) as required.
Proposition 5.5. 2) ).
Proof. If we take α 0 , α 1 , β 0 , β 1 as in Proposition 5.4 then, from the fusion rule,
Using the value of v (1,2) · v (1, 3) calculated in Proposition 5.4, we can calculate that
The equality a 1 · α −1 = 0 then gives the value of a 1 · (a 1 · v (2,3) ) as required.
We further note that α 2 := a −1 ∈ M (a1) 0 and so, from the fusion rule
We calculate that β 0 , β
Then using the value of the algebra product a 1 · (a 1 · v (2,3) ), as well as those calculated in Proposition 5.4, we can also explicitly calculate the value of a 1 · ((
Thus we can calculate the value of a −1 · (a 1 · v (2,3) ) as required.
We now calculate that
In particular, the value of a 1 · (a −1 · v (2, 3) ) is now known and so the value
can be explicitly calculated.
From the fusion rule,
We can then use these values to calculate v (1,2) · (a 1 · v (2,3) ) as required.
Proposition 5.6. The elements ofB satisfy the following linear dependencies:
Proof. Recall that
Using the value of a −1 · (a 1 · v (2,3) ) from Proposition 5.5 and the fusion rule, we have
However,
) and so we must have (a 3 − a −3 ) · v (1,2) − t(a 3 − a −3 ) = 0. The symmetry between the three pairs of axes {a 1 , a −1 }, {a 2 , a −2 } and {a 3 , a −3 } gives the remaining two relations. Proposition 5.7.
Proof. We now let
We further note that
and so the value of a 1 · ((α 0 − β 0 ) · α −2 ) can also be calculated.
Moreover,
Thus we can explicitly calculate the value of
We can use this value, along with that of 2) ), to calculate the product 2) ) as required.
Proposition 5.8.
Moreover, using the value of v (2,3) · (a 1 · v (2,3) ) from Proposition 5.7, we can calculate that
We can then use these values to find the value of ( v (2,3) ) as required.
As we have the linear dependency ( v (2,3) ).
All these product values are known and so we have the value of (a v (2,3) ) as required.
Proposition 5.9. 2) ).
We also let
Both α −2 and β −2 can be rewritten using the linear dependencies given in Proposition 5.6 to give
Using these new representations, we calculate that
and so the value of a 1 · ((α −1 − β −1 ) · (α −2 − β −2 )) may also be explicitly calculated. Table 4 : Some values of the Frobenius form , on M Next, we calculate that β −1 , β −2 = 0 and
Thus we can use these values to calculate the product ( 3) ) as required.
At this stage, we have all algebra products of the form u · v for u, v ∈B. We can now calculate the remaining values of the Frobenius form on M . Table 4 .
Proof. These values follow from the fact that for all u, v, w ∈ M , we must have u, v·w = u·v, w
and from the algebra product values determined in Proposition 5.5.
The algebra structure
Proof of Theorem 5.1. We have shown in Propositions 5.4, 5.5, 5.7, 5.8 and 5.9 that the algebra product on M is closed on the set
Moreover, from Proposition 5.6, the elements ofB satisfy the following linear dependencies:
Thus we can take the following to be a basis of M :
The algebra product values of certain pairs of elements of B are given in Table 5 . With the exception of products given by the values of dihedral algebras, from the eight products given From these products, we can calculate the eigenspaces of the adjoint action of the axis a 1 .
With the exception of the one-dimensional 1-eigenspace, these are given in Table 6 . Again, the eigenvectors for the remaining 5 axes can be recovered from the action of G and σ. We can check using these eigenvectors and the products in Table 5 that M obeys the Monster fusion rule.
Finally, we use these algebra products to check that the values in Tables 3 and 4 . If we let t take any value in R then this gives a 12-dimensional axial algebra of Monster type over the field R that we denote M (t).
In order to prove Theorem 5.2, we first require a few additional definitions and results. 
Lemma 5.14. The radical M (t) ⊥ of the Frobenius form on M (t) is the unique maximal ideal of M (t) for all t ∈ R.
Proof. Let I be a proper ideal of M (t). We will show that I must be contained in M (t) ⊥ .
Suppose for contradiction that there exist an axis a such that a ∈ I. As I is proper, there must exist at least one further axis b such that b / ∈ I. Then, from Lemma 2.9, we can write In Section 5, we constructed an infinite family of axial algebras of Monster type over the field R that we denote {M (t)} t∈R . We now ask which of these algebras are also Majorana algebras.
Definition 6.1. Let (V, A) be a primitive axial algebra of Monster type over R that admits a Frobenius form , . Then (V, A) is a Majorana algebra if both of the following hold i) the Frobenius form , is positive definite;
The following is the main result of this section. 6 ]. These are the first examples of such algebras. Moreover, we show that an algebra of this form admits a Frobenius form that is positive definite precisely when t ∈ (0, 1 6 ). This is suggests that an axial algebra of Monster type that admits a positive (semi)definite Frobenius form must obey axiom M2.
In order to prove Theorem 6.2, we will require the following preliminary results. 
Then V satisfies Norton's inequality if and only if B is positive semidefinite. The construction of the matrices L and D is known as LDLT decomposition and we have implemented an algorithm in GAP that performs this decomposition for positive semidefinite matrices.
This can be accessed as part of the package MajoranaAlgebras [13] . where r 1 , . . . , r 6 are rational functions whose values are given in Table 6 .
For each rational function r i , we have used [9] to calculate the range in R on which r i takes non-negative values. These are given in the final column of Table 6 . It is easy to check that the intersection of these ranges is [0, 
