On the length of generalized fractions  by Cuong, Nguyen Tu et al.
Journal of Algebra 265 (2003) 100–113
www.elsevier.com/locate/jalgebra
On the length of generalized fractions
Nguyen Tu Cuong,a,∗ Marcel Morales,b,c and Le Thanh Nhan d
a Hanoi Institute of Mathematics, PO Box 631, Boho, Hanoi, Viet Nam
b Université de Grenoble I, Institut Fourier, UMR 5582, BP 74, 38402 Saint-Martin D’Hères cedex, France
c IUFM de Lyon, 5, rue Anselme, 69317 Lyon cedex, France
d Department of Mathematics, Thai Nguyen Pedagogical University, Thai Nguyen, Viet Nam
Received 27 November 2001
Communicated by Craig Huneke
Abstract
Let M be a finitely generated module over a Noetherian local ring (R,m) with dimM = d.
Let (x1, . . . , xd ) be a system of parameters of M and (n1, . . . , nd) a set of positive integers.
Consider the length of generalized fraction 1/(xn11 , . . . , x
nd
d
,1) as a function in n1, . . . , nd . Sharp
and Hamieh [J. Pure Appl. Algebra 38 (1985) 323–336] asked whether this function is a polynomial
for n1, . . . , nd large enough. In this paper, we will give counterexamples to this question. We also
study conditions on the system of parameters x, in order to show that the length of the generalized
fraction 1/(xn11 , . . . , x
nd
d
,1) is not a polynomial for n1, . . . , nd large enough.
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1. Introduction
In this paper we always assume that (R,m) is a Noetherian local ring and M is a
finitely generated R-module with dimM = d . Sharp and Zakeri [Sh-Z1] gave a procedure
for constructing so-called modules of generalized fractions which generalizes the usual
theory of localization of modules. The theory of generalized fractions has a wide range of
application in commutative algebra. Especially, the top local cohomology module Hdm(M)
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triangular subset of Rd+1, and this was used to study Hochster’s Monomial Conjecture
(see [Sh-Z2]).
Let us recall briefly the main ingredients in the construction of modules of generalized
fractions. Let k be a positive integer, denote by Dk(R) the set of all k× k lower triangular
matrices with entries in R; we use T to denote matrix transpose. A triangular subset
of Rk is a nonempty subset U in Rk such that (i) whenever (u1, . . . , uk) ∈ U , then
(u
n1
1 , . . . , u
nk
k ) ∈ U for all positive integers n1, . . . , nk , and (ii) whenever (u1, . . . , uk) and
(v1, . . . , vk) ∈U , then there exist (w1, . . . ,wk) ∈ U and H,H ′ ∈Dk(R) such that
H [u1, . . . , uk]T = [w1, . . . ,wk]T =H ′[v1, . . . , vk]T.
Given such U , Sharp and Zakeri constructed an R-module U−kM and they call it the
module of generalized fractions of M with respect to U . Especially, the set
U(M)d+1 =
{
(y1, . . . , yd,1) ∈Rd+1: ∃j, 0 j  d, such that (y1, . . . , yj ) form
a subset of a system of parameters of M and yj+1 = · · · = yd = 1
}
is a triangular subset of Rd+1. Let x = (x1, . . . , xd) be a system of parameters
(s.o.p. for short) of M and n = (n1, . . . , nd) a set of positive integers. We denote by
M(1/(xn11 , . . . , x
nd
d ,1)) the submodule {m/(xn11 , . . . , xndd ,1): m ∈ M} of U(M)−d−1d+1 M .
This submodule is annihilated by AnnM + (xn11 , . . . , xndd )R. Therefore it follows that
(M(1/(xn11 , . . . , x
nd
d ,1))) <∞. Let
qx;M(n)= 
(
M
(
1
/(
x
n1
1 , . . . , x
nd
d ,1
)))
.
qx;M(n) is called the length of the generalized fraction 1/(xn11 , . . . , xndd ,1). Sharp and
Hamieh naturally asked the following question [Sh-H, Question 1.2]:
Open question. Does there exist a polynomial F(X) in d variables X1, . . . ,Xd with
rational coefficients such that qx;R(n)= F(n1, . . . , nd) for all n1, . . . , nd large enough?
They have proved in that paper that the answer is positive when dimR  2 or R is
generalized Cohen–Macaulay.
In this paper we give counterexamples to this question in the case where R has any
dimension d  3 (Theorem 1.1). We also study conditions on an s.o.p. x of module M , in
order to show that qx;M(n) is not a polynomial for large n (Theorem 1.2).
Denotes by e(x;M) the multiplicity of M related to the ideal generated by the s.o.p. x.
Set
Jx;M(n)= n1 · · ·nde(x;M)− qx;M(n).
We consider Jx;M(n) as a function of positive integers n1, . . . , nd . In general, we have
Jx;M(n)  0 (see [C-M1]). Especially, the least degree of all polynomials of n bounding
above Jx;M(n) does not depend on the choice of x. This invariant is denoted by pf(M). If
d  3 then pf(M) d − 2 (see [C-M2]).
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polynomial ring in variables x1, . . . , xd over a fieldK . Let m= (x1, . . . , xd)S and R = Sm,
the localization of S with respect to m. Let M = (x1, . . . , xd−v)R and denote by R M
the idealization of M . Then (x,0) = ((x1 + xd,0), (x2,0), . . . , (xd,0)) is a system of
parameters of R M and
q(x,0);RM(n)= 2n1n2 · · ·nd − nd−v+1 · · ·nd−1 ·min{n1, nd },
for all integers n1, . . . , nd  1. In particular, q(x,0);RM(n) is not a polynomial for n large
enough. Moreover, pf(RM)= v.
Set
Ix;M(n)= 
(
M
/(
x
n1
1 , . . . , x
nd
d
)
M
)− n1 · · ·nde(x;M).
It was proved in [C2] that the least degree of all polynomials in n bounding above the
function Ix;M(n) does not depend on the choice of x. It is called the polynomial type of M
and is denoted by p(M).
If we stipulate that the degree of the polynomial 0 is −∞ then M is Cohen–Macaulay if
and only if p(M)=−∞ and M is generalized Cohen–Macaulay if and only if p(M) 0.
In more general cases, the invariant p(M) plays an important role in the study of the
structure of modules (see [C1,C2,C-M1,C-M2]).
Theorem 1.2.
(i) If p(M) 2 and pf(M) > 0 then there exists a s.o.p. x of M such that qx;M(n) is not
a polynomial for n large enough.
(ii) Suppose that R has a dualizing complex. If p(M)= 3 and pf(M) > 0 then there exists
an s.o.p. x of M such that qx;M(n) is not a polynomial for n large enough.
2. Proof of Theorem 1.1
Let d  3 and 0 < v  d − 2 be integers. Firstly we need the following lemmas.
Lemma 2.1 [C-K, Lemma 2.3]. Let (R,m) be a Noetherian local ring and M a finitely
generated R-module with dimM = d . Let x = (x1, . . . , xd) be a s.o.p. of M . Set
Q(x;M)=
⋃
t>0
(
xt+11 , . . . , x
t+1
d
)
M :M xt1 · · ·xtd .
Then we have
M/Q(x;M)∼=M(1/(x1, . . . , xd,1)).
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field K and n1, . . . , nd positive integers. For any integer t  nd/n1 we have(
x
n1t+n1
1 , . . . , x
nd t+nd
d
)
(x1 − xd, x2, . . . , xd−v)S :S xn1t1 · · ·xnd td =
(
x
n1
1 , . . . , x
nd
d
)
S.
Proof. Set
a= (xn1t+n11 , . . . , xnd t+ndd )(x1 − xd, x2, . . . , xd−v)S :S xn1t1 · · ·xnd td .
It is clear that
a⊆ (xn1t+n11 , . . . , xnd t+ndd )S :S xn1t1 · · ·xnd td .
Since (xn1t+n11 , . . . , x
nd t+nd
d )S is a monomial ideal, we have(
x
n1t+n1
1 , . . . , x
nd t+nd
d
)
S :S xn1t1 · · ·xnd td =
(
x
n1
1 , . . . , x
nd
d
)
S.
Therefore a ⊆ (xn11 , . . . , xndd )S. Conversely, since d − v  2, we can easily check that
x
ni
i ∈ a, for all i = 2. Let
b= (xn1t+n11 , . . . , xnd t+ndd )(x1 − xd, x2, . . . , xd−v)S.
We have
x
n2t+n2
2 x
n1t
1 x
n3t
3 · · ·xnd td = xn2t+n22 (x1 − xd)xn1t−11 xn3t3 · · ·xnd td
+xn2t+n22 xn1t−11 xn3t3 · · ·xnd t+1d .
It follows that
x
n2t+n2
2 x
n1t
1 x
n3t
3 · · ·xnd td ∈ b if and only if xn2t+n22 xn1t−11 xn3t3 · · ·xnd t+1d ∈ b.
Therefore, after n1t steps we get
x
n2t+n2
2 x
n1t
1 x
n3t
3 · · ·xnd td ∈ b if and only if xn2t+n22 xn3t3 · · ·xnd−1td−1 xnd t+n1td ∈ b.
Since n1t  nd , we have xn2t+n22 x
n3t
3 · · ·xnd−1td−1 xnd t+n1td ∈ b. Therefore
x
n2t+n2
2 x
n1t
1 x
n3t
3 · · ·xnd td ∈ b
and hence xn22 ∈ a. ✷
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a field K and n1, . . . , nd positive integers. For any integer t  nd/n1, we have(
(x1 + xd)n1t+n1, xn2t+n22 , . . . , xnd t+ndd
)
(x1, . . . , xd−v)S :S (x1 + xd)n1t xn2t2 · · ·xnd td
= ((x1 + xd)n1 , xn22 , . . . , xndd )S.
Proof. Let
a= ((x1 + xd)n1t+n1, xn2t+n22 , . . . , xnd t+ndd )(x1, . . . , xd−v)S
and
b= a :S (x1 + xd)n1t xn2t2 · · ·xndtd .
We need to show that
b= ((x1 + xd)n1 , xn22 , . . . , xndd )S.
It is clear that (x1 + xd)n1 , xn33 , . . . , xndd ∈ b. Therefore it is enough to prove that xn22 ∈ b.
Note that there exist a polynomial f such that
x
n2t+n2
2 (x1 + xd)n1t xn3t3 · · ·xnd td = x1xn2t+n22 xn3t3 · · ·xndtd f + xn2t+n22 xn3t3 · · ·xnd t+n1td .
Note that x1xn2t+n22 x
n3t
3 · · ·xnd td f ∈ a. Moreover, since n1t  nd , we have that
x
n2t+n2
2 x
n3t
3 · · ·xndt+n1td ∈ a.
It follows that xn2t+n22 (x1 + xd)n1t xn3t3 · · ·xnd td ∈ a and hence xn22 ∈ b. Conversely, let
f (x1, x2 . . . , xd) be an arbitrary polynomial in b. By replacing x1 = x1 − xd , x2 = x2,
. . . , xd = xd , the polynomial f (x1 − xd, x2, . . . , xd) belongs to the ideal(
x
n1t+n1
1 , x
n2t+n2
2 , . . . , x
nd t+nd
d
)
(x1 − xd, x2, . . . , xd−v)S :S xn1t1 xn2t2 · · ·xnd td .
Therefore f (x1 − xd, x2, . . . , xd) ∈ (xn11 , xn22 , . . . , xndd )S by Lemma 2.2. Now by replacing
x1 = x1 + xd , x2 = x2, . . . , xd = xd , we have
f (x1, x2, . . . , xd) ∈
(
(x1 + xd)n1 , xn22 , . . . , xndd
)
S. ✷
Lemma 2.4. Let S = K[x1, . . . , xd ] be the polynomial ring in variables x1, . . . , xd over
a field K . Let m= (x1, . . . , xd)S and R = Sm, the localization of S with respect to m. Let
M = (x1, . . . , xd−v)R. Then x = (x1 + xd, x2, . . . , xd) is a s.o.p. of M and
qx;M(n)= n1 · · ·nd − nd−v+1 · · ·nd−1 ·min{n1, nd },
for all integers n1, . . . , nd  1. In particular, qx;M(n) is not a polynomial for n large
enough. Moreover, pf(M)= v.
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by Lemma 2.3 that
Q
(
(x1 + xd)n1 , xn22 , . . . , xndd ;M
)= (x1, . . . , xd−v)Sm ∩ ((x1 + xd)n1 , xn22 , . . . , xndd )Sm.
It follows from this relation and Lemma 2.1 that
qx;M(n) = 
(
(x1, . . . , xd−v)Sm
/
(x1, . . . , xd−v)Sm ∩
(
(x1 + xd)n1 , xn22 , . . . , xndd
)
Sm
)
= ((x1, . . . , xd−v, xnd−v+1d−v+1, . . . , xmin{n1,nd }d )Sm/((x1 + xd)n1, xn22 , . . . , xndd )Sm)
= (Sm/((x1 + xd)n1 , xn22 , . . . , xndd )Sm)
− (Sm/(x1, . . . , xd−v, xnd−v+1d−v+1, . . . , xmin{n1,nd }d )Sm).
And since Sm is Cohen–Macaulay, we get
qx;M(n) = e
(
(x1 + xd)n1 , xn22 , . . . , xndd ;Sm
)
− e(x1, . . . , xd−v, xnd−v+1d−v+1, . . . , xmin{n1,nd }d ;Sm)
= n1 · · ·nd − nd−v+1 · · ·nd−1 ·min{n1, nd },
and this finishes the proof. ✷
Now we need the concept of the principle of idealization, which was introduced by
Nagata [Na, p. 2]. Let (R,m) be a Noetherian local ring and M a finitely generated
R-module. We make the Cartesian product R×M into a commutative ring with respect to
component-wise addition and multiplication defined by (r,m) · (r ′,m′)= (rr ′, rm′ + r ′m).
We call this the idealization of M (over R) and denote it by R M . The idealization
R  M is Noetherian local ring with identity (1,0), its maximal ideal is m × M and
its Krull dimension is dimR. There is a canonical projection ρ :R M → R defined
by ρ((r,m)) = r and a canonical inclusion σ :R → R  M defined by σ(r) = (r,0).
These maps are local homomorphisms and we can regard any R-module (respectively
RM-module) as an RM-module (respectivelyR-module) by ρ (respectively σ ). Note
that the structure of R-modules induced by the composition ρσ coincides with the original
one.
Remark 2.5. Let c be an ideal of R  M . Then c is (m × M)-primary if and only
if ρ(c) is m-primary. In particular, if x = (x1, . . . , xd) is a s.o.p. of R then (x,0) =
((x1,0), . . . , (xd,0)) is a s.o.p. of R M .
Lemma 2.6. Let dimM = dimR = d . Let x = (x1, . . . , xd) be a s.o.p. of R. Let
Q(x;R),Q(x;M), and Q((x,0);RM) be defined as in Lemma 2.1. Then we have

(
R M/Q
(
(x,0);RM))= (R/Q(x;R))+ (M/Q(x;M)).
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(x1,0)t · · · (xd,0)t (r,m)=
(
xt1 · · ·xtdr, xt1 · · ·xtdm
)
.
Moreover,(
(x1,0)t+1, . . . , (xd,0)t+1
)
R M = (xt+11 , . . . , xt+1d )R× (xt+11 , . . . , xt+1d )M,
for any integer t > 0. It follows that
Q
(
(x,0);RM)=Q(x;R)×Q(x;M).
Therefore we have the exact sequence of RM-modules
0 →M/Q(x;M) ε′−→R M/Q((x,0);RM) ρ′−→ R/Q(x;R)→ 0,
where ε′ (respectively ρ′) is induced by the canonical inclusion ε :M → R  M with
ε(m)= (0,m) for all m ∈M (respectively the projection ρ). These imply the result. ✷
Proof of Theorem 1.1. Since R is Cohen–Macaulay, (x1+xd)n1 , xn22 , . . . , xndd is a regular
R-sequence. It follows that
Q
(
(x1 + xd)n1, xn22 , . . . , xndd ;R
)= ((x1 + xd)n1, xn22 , . . . , xndd )R.
Therefore, by Lemma 2.1 we have
qx;R(n1, . . . , nd)= n1 · · ·nd,
where x = (x1 + xd, x2, . . . , xd). Now the result follows by Lemmas 2.1, 2.4, and 2.6. ✷
3. Proof of Theorem 1.2
Firstly, we recall some basic notions and properties of Artinian modules. Following
[R,Kir], the Noetherian dimension of an Artinian R-module A, denoted by N-dimR A,
is defined inductively as follows: when A = 0, put N-dimR A = −1. Then by induction,
for an integer d  0, we put N-dimR A = d if N-dimR A < d is false and for every
ascending sequence A0 ⊆ A1 ⊆ · · · of submodules of A, there exists n0 such that
N-dimR(An/An+1) < d for all n > n0.
The theory of secondary representation of Artinian modules is an important tool
in this section. Here we review some facts about this theory from [Mac,Sh-H]: Any
Artinian R-module A has a minimal secondary representation A = A1 + · · · + An of
pi-secondary submodules Ai . The set {p1,p2, . . . ,pn} is independent of the choice of
minimal representation of A and is denoted by AttR A.
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length and A = 0. Moreover, if 0 → A′ →A→ A′′ → 0 is an exact sequence of Artinian
R-modules then
N-dimR A=max
{
N-dimR A′,N-dimR A′′
}
and AttA′′ ⊆AttA⊆AttA′ ∪AttA′′.
From now on, we denote by s(A) the least integer s such that msA=mnA for all n s
and by Rl(A) the length of A/ms(A)A. It should be noticed that if x ∈m and x /∈ p for all
p ∈AttA \ {m} then xnA=ms(A)A for all n s(A).
The following result is very useful in the study of modules of positive polynomial type.
Lemma 3.1. Let p(M) > 0. Then we have
(i) p(M)=maxi=0,1,...,d−1{N-dimR H im(M)}.
(ii) Set
T (M)=
(
AssM ∪
d−1⋃
i=1
Att
(
Him(M)
))∖ {m}.
Let x ∈m such that x /∈ p for all p ∈ T (M). Then we have p(M/xM)= p(M)− 1.
Proof. (i) Denote by R̂ and M̂ the m-adic completions of R and M , respectively. Then we
have by [C2, Lemma 2.6; C1, Theorem 1.2] that
p(M)= p(M̂)= max
i=0,...,d−1
{
dim R̂/AnnR̂
(
Hi
mR̂
(
M̂
))}
.
Moreover, for all i = 0, . . . , d − 1, it follows by [C-Nh, Corollary 2.6] that
dim
(
R̂/AnnR̂
(
Hi
mR̂
(
M̂
)))=N-dimR̂(Him(M))=N-dimR(Him(M)).
Now the assertion (i) follows.
(ii) From the exact sequences
0→ 0 :M x→M →M/0 :M x→ 0,
0 →M/0 :M x x−→M →M/xM → 0,
and the fact that (0 :M x) <∞, we get the exact sequences
0 →Him(M)/xH im(M)→Him(M/xM)→ 0 :Hi+1m (M) x→ 0,
for i = 1, . . . , d − 1. We have by the choice of x that (H im(M)/xH im(M)) <∞ and if
i < d − 1 and N-dimR H i+1m (M) > 0 then N-dimR(0 :Hi+1m (M) x)= N-dimHi+1m (M)− 1.
Therefore (ii) now follows from (i) and the above exact sequences. ✷
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the function qx;M(n) is always a polynomial for n large enough. In the case p(M) =
1 = pf(M) and R admits dualizing complexes, it was proved by [C-M1, Theorem 4.5] that
there exists a s.o.p. x of M such that qx;M(n) is a polynomial for n large enough. However,
Theorem 1.2 shows that this is not the case for every s.o.p. of M .
Lemma 3.2. Let p(M)= 1 = pf(M). Then there exists a s.o.p. x of M such that qx;M(n)
is not a polynomial for n large enough.
Proof. Let T (M) be as in Lemma 3.1(ii). Let (x1, y2, . . . , yd) be a s.o.p. of M such that
x1 /∈ p for all p ∈ T (M). Since (x1, y2, . . . , yd) ⊆ p for all p ∈ T (M), we can choose by [K,
Theorem 124] an element a ∈ (x1, y3, . . . , yd) such that y2 + a /∈ p for all p ∈ T (M). Set
x2 = y2+a. Set xi = yi for i  3. It is easily seen that x = (x1, . . . , xd) is a s.o.p. of M . We
will show that qx;M(n) is not a polynomial for n large enough. Without loss of generality,
we may assume that depthM > 0. Let M =M/xn11 M . By [Sh-H, Proposition 2.2] we have
the exact sequence:
0 →Hd−1m (M)/xn11 Hd−1m (M)→ U
(
M
)−d
d
M
Ψd+1−−−−→U(M)−d−1d+1 M,
where Ψd+1 is defined by Ψd+1(m/(u2, . . . , ud ,1)) = m/(xn11 , u2, . . . , ud ,1), for all
m ∈ M and (u2, . . . , ud,1) ∈ U(M)d . Let s = s(Hd−1m (M)). It should be noticed that
Ker(Ψd+1) = Hd−1m (M)/msH d−1m (M) is of finite length when n1  s. Therefore it is
generated by finitely many elements, say f1, . . . , fl . On the other hand, it follows by
[Sh-Z2] that
U
(
M
)−d
d
M =
⋃
n2,...,nd0
M
(
1
/(
x
n2
2 , . . . , x
nd
d ,1
))
.
Moreover, we have M(1/(xm22 , . . . , x
md
d ,1)) ⊆ M(1/(xn22 , . . . , xndd ,1)) if ni  mi for
i = 2, . . . , d . Therefore, given n1  s, there exists some integer r(n1) (depending on n1)
such that f1, . . . , fl ∈ M(1/(xn22 , . . . , xndd ,1)) for all n2, . . . , nd  r(n1). So, the above
exact sequence implies the following exact sequence:
0→ Ker(Ψd+1)→M
(
1
/(
x
n2
2 , . . . , x
nd
d ,1
)) Ψd+1−−−−→M(1/(xn11 , . . . , xndd ,1))→ 0,
for all n1  s, and all n2, . . . , nd  r(n1). Therefore we have
qx;M(n)= q (n2, . . . , nd)−Rl
(
Hd−1m (M)
)
. (1)x2,...,xd ;M
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Lemma 3.1. Therefore for given n1  s, there exists by [Sh-H, Theorem 3.7] an integer
s(n1) (depending only on n1) such that
qx2,...,xd ;M(n2, . . . , nd)= n1 · · ·nde(x;M)−
d−2∑
i=1
(
d − 2
i − 1
)

(
Him
(
M/x
n1
1 M
))
, (2)
for all n2, . . . , nd  s(n1). Now, assume that there exists a polynomial f (X) of degree 1
in d variables X1, . . . ,Xd such that qx;M(n) = n1 · · ·nde(x;M) − f (n) for n large
enough. Then by (1) and (2), for given n1  s and for all n2, . . . , nd max{r(n1), s(n1)},
f (n) depends only on n1. Therefore none of the variables X2, . . . ,Xd can appear
in any term of f (X). Observation by [Sh-H, Corollary 2.5] that, for any m ∈ M ,
m/(x
n1
1 , x
n2
2 , . . . , x
nd
d ,1) = −m/(xn22 , xn11 , . . . , xndd ,1). Therefore, by repeating the above
process for x2, none of the variables X1,X3, . . . ,Xd can appear in any term of f (X).
Therefore f (X) must be a constant. This gives a contradiction because the degree of f (X)
is 1. ✷
Remark 3.3. Let R and M be as in Lemma 2.4 with d = 3 and v = 1. Let T (M) be
as in Lemma 3.1. Then T (M) = {0, (x1, x2)R}. Let g = (g1, g2, g3) be a s.o.p. of M . If
there exist gi, gj ∈ (x1, x2)R with i = j , i, j = 1,2,3, then, by [C-M1, Theorem 4.5],
qg;M(n1, n2, n3) is a polynomial for n1, n2, n3 large enough. In other cases, there exist
i = j , i, j = 1,2,3, such that gi, gj /∈ (x1, x2)R. Then by the proof of Lemma 3.2,
qg;M(n1, n2, n3) is not a polynomial for all n1, n2, n3 large enough. In particular, let g =
(x1, x2, x3), g′ = (x1, x1 + x2, x3), h= (x1 + x3, x2, x3), and h′ = (x1 + x3, x2, x2 + x3).
Then for all n1, n2, n3  1 we have
qg;M(n1, n2, n3) = qg′;M(n1, n2, n3)= n1n2n3 − n3,
qh;M(n1, n2, n3) = qh′;M(n1, n2, n3)= n1n2n3 −min{n1, n3}.
Lemma 3.4. Let p(M) = 2 and pf (M) > 0. Then there exists a s.o.p. x of M such that
qx;M(n) is not a polynomial for n large enough.
Proof. Let T (M) be as in Lemma 3.1 and (x1, y2, . . . , yd) be a s.o.p. of M such that x1 /∈ p
for all p ∈ T (M). Let
T (x1;M)=
( ⋃
n11
Ass
(
M/x
n1
1
)∪ d−2⋃
i=1
⋃
n11
Att
(
Him
(
M/x
n1
1 M
)))∖ {m}.
We have by [B] that ⋃n11 Ass(M/xn11 M) is a finite set. Moreover, since 0 :M xn11 is of
finite length, we get from the exact sequences:
0 → 0 :M xn1 →M →M/0 :M xn1 → 0,1 1
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x
n1
1−−−→M →M/xn11 M → 0,
the exact sequences, for i = 1, . . . , d − 1,
0 →Him(M)/xn11 Him(M)→Him
(
M/x
n1
1 M
)→ 0 :
Hi+1m (M) x
n1
1 → 0.
Note that (H im(M)/x
n1
1 H
i
m(M)) < ∞ and
⋃
n11 Att(0 :Hi+1m (M) x
n1
1 ) is a finite set
by [Sh]. Therefore, T (x1;M) is a finite set. Because (x1, y2, . . . , yd) ⊆ p for all p ∈
T (M) ∪ T (x1;M), we can choose an element a ∈ (x1, y3, . . . , yd) such that y2 + a /∈ p
for all p ∈ T (M)∪ T (x1;M). Set x2 = y2 + a. Let
T (x2;M)=
( ⋃
n21
Ass
(
M/x
n2
2 M
)∪ d−2⋃
i=1
⋃
n21
Att
(
Him
(
M/x
n2
2 M
)))∖ {m}.
For similar reasons, T (x2;M) is a finite set. Therefore we can choose an element b ∈
(x1, x2, y4, . . . , yd) such that y3 + b /∈ p for all p ∈ T (x1;M) ∪ T (x2;M). Set x3 =
y3 + b. Let x = (x1, . . . , xd) with xi = yi for all i  4. Then x is a s.o.p. of M . Let
s = s(Hd−1m (M)). As in the proof of Lemma 3.2, for given n1  s, there exists an integer
r(n1) such that for all n2, . . . , nd  r(n1), we have
qx;M(n)= qx2,...,xd ;M/xn11 M(n2, . . . , nd)−Rl
(
Hd−1m (M)
)
. (3)
Note that e(x2, . . . , xd;M/xn11 M)= n1e(x;M) and p(M/xn11 M)= 1 by the choice of x1.
Let s(n1) = s(Hd−2m (M/xn11 M)). As in the proof of Lemma 3.2, for given n1  s and
n2 max{r(n1), s(n1)}, there exists an integer r ′(n1, n2) such that
q
x2,...,xd ;M/xn11 M(n2, . . . , nd) = n1 · · ·nde(x;M)−Rl
(
Hd−2m
(
M/x
n1
1 M
))
−
d−3∑
i=1
(
d − 3
i − 1
)

(
Him
(
M
/(
x
n1
1 , x
n2
2
)
M
))
, (4)
for all n3, . . . , nd  r ′(n1, n2). Now, assume that there exists a polynomial f (X) in
variables X1, . . . ,Xd such that qx;M(n) = n1 · · ·nde(x;M) − f (n) for n large enough.
Then by (3) and (4), none of the variables X3, . . . ,Xd can appear in any term of f (X).
Since x3 /∈ p for all p ∈ T (x1;M) and, for any m ∈M ,
m
/(
x
n1
1 , x
n1
2 , x
n3
3 , x
n4
4 , . . . , x
nd
d ,1
) = −m/(xn11 , xn33 , xn22 , xn44 , . . . , xndd ,1)
= m/(xn22 , xn33 , xn11 , xn44 , . . . , xndd ,1)
by [Sh-H, Corollary 2.5] we can repeat the above process for the two elements x1, x3.
It follows that none of the variables X2,X4, . . . ,Xd can appear in any term of f (X).
Since x2 /∈ p for all p ∈ T (M) and x3 /∈ p for all p ∈ T (x2;M), we can also repeat the
above process for the two elements x2, x3. Therefore none of the variables X1,X4, . . . ,Xd
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contradiction because the degree of f (X) is positive. ✷
Lemma 3.5. Let p(M)= 3 and pf(M) > 0. If R has a dualizing complex then there exists
a s.o.p. x of M such that qx;M(n) is not a polynomial for n large enough.
Proof. Let a(M) = a0(M) · · ·ad−1(M), where ai (M) = AnnHim(M), i = 0, . . . ,
d − 1. Since R has a dualizing complex, we have by [C1, Theorem 1.2] that p(M) =
3 = dimR/a(M). Therefore, as in the proof of Lemma 3.4, we can choose a s.o.p.
(x1, x2, x3, y4, . . . , yd) of M such that (y4, . . . , yd)R ⊆ a(M), x1 /∈ p for all p ∈ T (M),
x2 /∈ p for all p ∈ T (M) ∪ T (x1;M), and x3 /∈ p for all p ∈ T (x1;M) ∪ T (x2;M),
where T (M), T (x1;M), T (x2;M) are defined as in the proof of Lemma 3.4. Let x4 =
y4 + x1 + x2 + x3 and xi = yi for i  5. Let x = (x1, . . . , xd). Then x is a s.o.p. of M . Let
s = s(Hd−1m (M)). Using an argument similar to one in the proof of Lemma 3.2, for given
n1  s, there exist r(n1) such that
qx;M(n)= qx2,...,xd ;M/xn11 M(n2, . . . , nd)−Rl
(
Hd−1m (M)
)
, (5)
for all n2, . . . , nd  r(n1). Let s(n1) = s(Hd−2m (M/xn11 M)). Again as in the proof of
Lemma 3.2, for given n1  s and n2 max{r(n1), s(n1)}, there exists an integer r(n1, n2)
such that
q
x2,...,xd ;M/xn11 M(n2, . . . , nd) = qx3,...,xd ;M/(xn11 ,xn22 )M(n3, . . . , nd)
−Rl(Hd−2m (M/xn11 M)), (6)
for all n3, . . . , nd  r(n1, n2). Let
T
(
M
/(
x
n1
1 , x
n2
2
)
M
)=(Ass(M/(xn11 , xn22 )M)∪ d−3⋃
i=1
Att
(
Him
(
M
/(
x
n1
1 , x
n2
2
)
M
)))∖{m}.
Since (x3, y4, y5, . . . , yd) is a s.o.p. of M/(xn11 , x
n2
2 )M and
(y4, y5, . . . , yd)R ⊆ a(M)⊆ Rad
(
a
(
M
/(
x
n1
1 , x
n2
2
)
M
))
,
we can easily check that x3 /∈ p for all p ∈ T (M/(xn11 , xn22 )M) and for all n1, n2  1. Let
s(n1, n2)= s(Hd−3m (M/(xn11 , xn22 )M)). Note that p(M/(xn11 , xn22 )M)= 1 and
e
(
x3, . . . , xd;M
/(
x
n1
1 , x
n2
2
)
M
)= n1n2e(x;M).
So, as in the proof of Lemma 3.2, for given n1  s, n2  max{r(n1), s(n1)}, and n3 
max{r(n1, n2), s(n1, n2)}, there exists an integer r ′′(n1, n2, n3) such that
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x3,...,xd ;M/(xn11 ,x
n2
2 )M
(n3, . . . , nd) = n1 · · ·nde(x;M)−Rl
(
Hd−3m
(
M
/(
x
n1
1 , x
n2
2
)
M
))
−
d−4∑
i=1
(
d − 4
i − 1
)

(
Him
(
M
/(
x
n1
1 , x
n2
2 , x
n3
3
)
M
))
, (7)
for all n4, . . . , nd  r ′′(n1, n2, n3). Now, assume that there is a polynomial f (X) in
variables X1, . . . ,Xd such that qx;M(n) = n1 · · ·nde(x;M) − f (n) for n large enough.
Then by (5)–(7), none of the variables X4, . . . ,Xd can appear in any term of f (X).
Define similarly the set T (M/(xn11 , x
n3
3 )M). Since (x4, y4, y5, . . . , yd) is a s.o.p. of
M/(x
n1
1 , x
n3
3 )M and
(y4, y5, . . . , yd)R ⊆ a(M)⊆ Rad
(
a
(
M
/(
x
n1
1 , x
n3
3
)
M
))
,
we can check that x4 /∈ p for all p ∈ T (M/(xn11 , xn33 )M) and for all n1, n3  1. So, we
can repeat the above process for the three elements x1, x3, x4 and we get that none of the
variables X2,X5, . . . ,Xd can appear in any term of f (X). By the same reasoning, we can
repeat the above process for x1, x2, x4 and x2, x3, x4 and we get that none of the variables
X3,X5, . . . ,Xd and none of the variables X1,X5, . . . ,Xd can appear in any term of f (X).
Therefore f (X) must be a constant. This gives a contradiction because pf(M) > 0. ✷
Proof of Theorem 1.2. This follows from Lemmas 3.2, 3.4, and 3.5. ✷
Remark 3.6. All our attempts to obtain an extension of Theorem 1.2 which applies to the
case where p(M) > 3 have failed. The difficulty is that for a subset s.o.p. x1, . . . , xu of M
with d − 2 u 2, we do not know when the sets⋃
n1,...,nu>0
Ass
(
M
/(
x
n1
1 , . . . , x
nu
u
)
M
)
and
⋃
n1,...,nu>0
Att
(
0 :Him(M)
(
x
n1
1 , . . . , x
nu
u
)
R
)
are finite. It was proved in [B-R-Sh] that there are several special cases in which the set⋃
n1,...,nu>0 Ass(M/(x
n1
1 , . . . , x
nu
u )M) is finite. However, in general, this problem is still
open.
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