Imputation of genotypes in a study sample can make use of sequenced or densely genotyped 20 external reference panels consisting of individuals that are not from the study sample. It can 21 also employ internal reference panels, incorporating a subset of individuals from the study 22 sample itself. Internal panels offer an advantage over external panels, as they can reduce 23 imputation errors arising from genetic dissimilarity between a population of interest and a 24 second, distinct population from which the external reference panel has been constructed. 25 As the cost of next-generation sequencing decreases, internal reference panel selection is 26 becoming increasingly feasible. However, it is not clear how best to select individuals to 27 include in such panels. We introduce a new method for selecting an internal reference panel- 28 minimizing the average distance to the closest leaf (ADCL)-and compare its performance 29 relative to an earlier algorithm: maximizing phylogenetic diversity (PD). Employing both 30 simulated data and sequences from the 1000 Genomes Project, we show that ADCL provides 31 a significant improvement in imputation accuracy, especially for imputation of sites with low-32 frequency alleles. This improvement in imputation accuracy is robust to changes in reference 33 panel size, marker density, and length of the imputation target region. 34 Introduction 35 Owing to the existence of genetic variation within species, geneticists routinely make choices 36 about which individuals, inbred strains, or representatives of populations or breeds merit 37 prioritization for genotyping or DNA sequencing. Often, such choices, though typically 38 made by informal criteria, reflect an explicit or implicit goal of maximizing the potential for 39 extrapolating the information in the genotyped or sequenced individuals to all members of 40 a breed, population, or species of interest. 41 3 Genotype imputation algorithms infer unobserved genotypes by matching a set of markers 42 to the haplotype patterns observed in a reference sample (Li et al. 2009; Marchini and 43 Howie 2010), adding a new dimension to these choices. Reference panels that are used 44 to facilitate genotype imputation in other individuals beyond the members of the panels 45 themselves can often be optimally selected to formally maximize the imputed genotypic 46 information obtained about those other individuals of interest (Kang and Marjoram 47 2012; Zhang et al. 2013; Peil et al. 2015). The evaluation of alternative ways to select 48 imputation reference panels thus provides an approach for making sample choices for major 49 genotyping or sequencing studies more systematically generalizable.
the subset that maximizes PD, the greedy algorithm need not give rise to the globally-optimal 142 ADCL solution. It is therefore necessary to produce alternative algorithms that seek to 143 minimize ADCL. Note that because the greedy algorithm is not applicable, the haplotypes 144 selected cannot be ranked by their order of inclusion, as a haplotype included in a subset of 145 size smaller than k is not necessarily also included in a subset of size k ( Figure 1C) . 146 Adapted partitioning-around-medoids (PAM) algorithm for minimizing ADCL: 147 Matsen et al. (2013) described two algorithms which, for a given set of haplotypes, seek to 148 produce the subset of size k that minimizes ADCL. The first approach leverages similarities 149 between the problem of minimizing ADCL and the technique known as k-medoids clustering 150 (Kaufman and Rousseeuw 1987) . In the k-medoids problem, a set of data points is 151 partitioned into k clusters, where k is predetermined. Within each cluster, a single point is 152 designated as the center. The k-medoids clustering method is similar to k-means clustering. 153 In the k-medoids approach, however, each cluster center is chosen from the original set of data 154 points, whereas k-means has no such restriction. The objective function to be minimized in 155 the k-medoids problem is the distance from a random data point to the center of the cluster 156 to which it is assigned. A cluster center can be viewed as the data point most representative proach: an exact but more computationally-intensive algorithm that is guaranteed to find 192 the global-minimum ADCL solution. Both algorithms were implemented in the rppr bi-193 nary in the pplacer suite of programs. Comparing between the two, Matsen et al. (2013) 194 demonstrated that for their simulated test sets, the adapted PAM algorithm only rarely gets 195 trapped in local minima. For computational efficiency, we therefore chose to use the adapted 196 PAM algorithm rather than the slower exact algorithm, first testing that in our setting, mul-197 tiple runs of the adapted PAM algorithm with different initial seeds select a large percentage 198 of the same haplotypes (see Results).
199
Simulated sequence data 200 To evaluate how the maximum-PD and minimum-ADCL panels perform relative to one an-201 other, we analyzed simulated data sets produced by the coalescent-based sequence sampling 202 program ms (Hudson 2002), closely following the parameters used by Zhang et al. (2013) 203 to ensure that the results are comparable. 204 First, we independently generated 50 data sets, each consisting of 2000 1Mb haplotypes, 205 assuming a constant effective population size of N e = 10, 000, a mutation rate of µ = 10 −8 206 per site per generation, and a recombination rate of ρ = 10 −8 per site per generation. The 207 parameter values provided to ms were as follows: nsam = 2000, nreps = 50, -t = 400, -r = 208 400 and nsites = 10 6 . From the simulated data sets, we removed all singleton sites to ensure 209 that the sequence data were truly imputable. Within a data set, if the n = 2000 haplotypes 210 contained q polymorphic sites after excluding the singletons, we randomly selected, without 211 replacement, s = 300 of the q sites, each with minor allele frequency (MAF) greater than 212 0.1. These markers were treated as genotyped. The remaining q − s sites were masked. 213 n = 2000 haplotypes in each of the 50 data sets, based on the genotype information at only 215 the s = 300 randomly-selected markers. With these distances, we then used the software 216 rapidnj (Simonsen et al. 2008) to construct a neighbor-joining tree (Saitou and Nei 217 1987) of the haplotypes. Note that it was possible, as a result of random sampling, for two 218 or more haplotypes to be identical at all s markers. In such a case, a leaf in the tree would 219 represent more than one haplotype.
220
Using the python library dendropy (Sukumaran and Holder 2010), we calculated the 221 patristic distance matrix for each neighbor-joining tree. We then applied the greedy algo- ADCL. In cases for which either algorithm selected a leaf that represents more than one 226 haplotype, one of the haplotypes was randomly chosen to be included in the panel.
227
In order to model diploid samples, we also created diploid reference panels for use with both into the panel until we reached the desired panel size k. More specifically, we proceeded down 232 the list of k haplotypes in the maximum-PD panel, ranked based on the order of inclusion.
233
At each step, we selected both the top-ranked haplotype and the haplotype with which it 234 was paired (and which was not necessarily top-ranked) for the diploid panel, if they had not 235 already been picked previously. We continued this process until k/2 diploid genomes were 236 selected, for a total of k haplotypes. with which it was paired, was then included in the diploid panel. In the event that both 242 haplotypes of a diploid genome were in the half-sized panel, they were each only chosen once.
243
If the diploid panel was not fully filled at the end of this process, then haplotype pairs were 244 randomly taken from the previously unselected diploid genomes until the requisite panel size 245 of k/2 diploid genomes was reached.
246
For comparison, for each of the 50 data sets, we also generated 1000 random reference panels For each choice of reference panel, we evaluated imputation accuracy at the r imputed sites 258 (masked sites within the middle 100kb segment) over the n/2 diploid genomes, applying 259 a discordance metric. At imputed site j in diploid genome i, we define g ij andĝ ij to be 260 the true and imputed genotypes respectively. Both g ij andĝ ij take on values in {0, 1, 2}, 261 corresponding to the number of copies of an arbitrarily chosen allele at that specific site.
262
The discordance rate D across all sites is given by
We also compute the discordance rate H across all true heterozygous genotypes (g ij = 1):
In addition, based on the MAF values of their constituent alleles, as computed in the full set 265 of 2000 haplotypes, we further split the true heterozygous sites into three mutually exclusive
267
This separation was performed in order to evaluate how the PD and ADCL algorithms 268 perform across the spectrum of rare to common variants. Note also that the calculations of telomeres, and adjacent areas. Study samples were then created using a similar procedure 281 to that employed for the simulated data. For each of the 30 segments, we randomly selected 282 s = 400 markers with MAF > 0.1 in the full set of 762 haplotypes, and masked the genotypes 283 of the remaining sites. We then chose k = 120 haplotypes to include in the maximum-PD 284 and minimum-ADCL reference panels, as well as in 1000 randomly-generated panels. For 285 each choice of reference panel used for each segment, we imputed the middle 100kb, retaining 286 the markers in both 450kb flanking regions. We then evaluated D and H analogously to the 287 experiments with the simulated data.
288

Results
289
Stability of the adapted PAM algorithm 290 Before considering the actual imputation results produced by the different algorithms for 291 reference panel selection, we empirically validated the stability of the adapted PAM algorithm 292 in choosing the minimum-ADCL panel. Beyond the initial run for each of our 50 simulated 293 data sets, we repeated the selection of the minimum-ADCL panel five additional times. For 294 each repetition, we executed the adapted PAM algorithm with a different starting seed, and 295 then determined the number of haplotypes that were shared by the minimum-ADCL panels 296 from both the initial run and the run with the modified seed. observed to be ∼179 (Table 1) ; for comparison, the mean of the hypergeometric distribution 302 describing the number of haplotypes shared between two panels of size 200 independently 303 drawn from a pool of 2000 is 20, with standard deviation 4.03. Therefore, despite changing 304 the specific haplotypes used in randomly initializing the adapted PAM algorithm, most 305 haplotypes eventually chosen for inclusion in the minimum-ADCL panel remain the same. 306 This result suggests that the adapted PAM algorithm is in fact stable, and in subsequent 307 analysis, we consider only a single starting seed.
308
Polymorphic sites in reference panels 309 For each of the 1004 reference panels, we evaluated the number of masked sites within the 310 imputed 100kb segment that were polymorphic. This calculation is important because only 311 sites that are polymorphic in the reference panel can produce a meaningful imputation result 312 for the remainder of the study sample. Summing across all 50 data sets, we detected a total 313 of 12,851 masked sites within the 100kb segment of interest. We then compared how many of 314 those masked sites appear as polymorphic in the maximum-PD panel, the minimum-ADCL 315 panel, and a single random panel.
316
Of the 12,851 masked sites, 8879 sites (69.09%) were polymorphic in all three reference-panel 317 types. Of the 3972 remaining sites, 1138 (8.86%) were polymorphic in both the maximum-PD 318 and minimum-ADCL panels, 244 (1.90%) were polymorphic in both the maximum-PD and 319 random panels, and 374 (2.91%) were polymorphic in both the minimum-ADCL and random 320 panels. In addition, 464 (3.61%), 473 (3.68%), and 391 (3.04%) sites were polymorphic in 321 only the maximum-PD, minimum-ADCL, and random panels, respectively. Finally, 888 322 (6.91%) of the masked sites were monomorphic in all three panels ( Figure 3 ).
323
Overall, 10,725 sites (83.46%) were polymorphic in the 50 maximum-PD panels, 10,864 sites 324 (84.54%) were polymorphic in the 50 minimum-ADCL panels, and 9888 sites (76.94%) were polymorphic in the 50 random panels. Using the two-tailed Wilcoxon signed-rank test, we 326 found that both the maximum-PD and minimum-ADCL methods of panel selection identify 327 substantially more polymorphic sites compared to choosing the reference panel randomly 328 (P = 7.686 × 10 −10 and P = 8.175 × 10 −10 , respectively). considerations, this number is smaller than the 1000 randomly-selected reference panels used 380 to calculate the baseline mean discordance rate in the initial analysis. Box plots of the results 381 are shown in Figure 6 , and mean discordance rates of the various panel types over all sites 382 and over the low-frequency variants appear in Tables 3 and 4, respectively. 383 We first evaluated the influence of reference panel size on imputation accuracy, considering 384 cases with k equal to 100, 300, 400, and 500 (compared to the initial analysis with k = 200). 385 We observe that as the panel size k increases, discordance rates decrease across all reference 386 panel types. However, we also note a decrease in the difference in performance between the 387 ADCL and PD algorithms, in both the haploid ("maximum-PD" and "minimum-ADCL") 388 and diploid cases. In other words, the gain in imputation accuracy obtained by minimizing 389 ADCL instead of maximizing PD diminishes with large reference panel sizes.
390
Next, we examined how the initial genotyping density of the markers affected imputation 391 accuracy by considering instances with s equal to 200, 400, 500, and 600 (compared to 392 the initial choice of s = 300). Here, across all reference panel types, the discordance rates 393 decrease slightly with increasing marker density s. Nevertheless, for all densities, both the 394 haploid and diploid ADCL panels consistently outperform their PD counterparts in terms 395 of imputation accuracy across all sites, as well as across only the low-frequency variants. 396 Finally, we considered whether the length of the target imputation region has an effect on
Discussion
419
The decreasing cost of modern sequencing has enhanced the practicality of generating a 420 reference panel from the haplotypes that are already present in the study sample. It generally 421 remains prohibitive, however, to perform full sequencing for large numbers of haplotypes.
422
Given this constraint in resources, what is the optimal approach for selecting the subset of 423 the study sample to sequence in order to achieve the best imputation results? We explored 424 two objective functions for optimization, with the aim of ensuring high imputation accuracy.
425
Maximizing PD as a way of ensuring that the total genetic diversity of a sample is well-426 represented is one sensible approach. This type of panel selection method achieves lower 427 imputation discordance rates than assembling reference panels from randomly-selected hap- Minimizing ADCL attempts to ensure that the subset of the study sample selected for the 431 panel is representative of the total diversity present, albeit using a different approach. It 432 is conceptually similar to a clustering problem, in that the number of clusters is predeter-433 mined, and the algorithm returns the cluster to which each haplotype belongs, as well as the 434 haplotype that is the most central within its cluster. This haplotype is then included in the In (B) and (C), the haplotypes selected for a given panel size k are represented by a dot at the tips. In (C), each selected haplotype is assigned a color, and all other branches share a color with the closest selected haplotype. Figure 5 : Box plots of discordance rates between imputed and simulated genotypes using the five different reference panel types. The mean discordance rate across the 50 replicates for each comparison group is indicated by a diamond, and the median discordance rate is indicated by a horizontal line. The x-axis separates the comparison over all sites, all heterozygous sites, and heterozygous sites falling into three different MAF groups. Figure 7 : Box plots of discordance rates between imputed and actual genotypes using the minimum-ADCL, maximum-PD, and random panels. The data consist of 30 1Mb segments from 762 haplotypes of European ancestry obtained from the 1000 Genomes Project. The mean discordance rate across the 30 replicates for each comparison group is indicated by a diamond, and the median discordance rate is indicated by a horizontal line. The x-axis separates the comparison over all sites, all heterozygous sites, and heterozygous sites falling into three different MAF groups. For the five replicates, each with a different starting seed, we compared the minimum-ADCL panels from the initial run of the adapted PAM algorithm and the minimum-ADCL panels using the different seed. The table shows the mean (out of 200) and standard deviation of the number of shared haplotypes across the 50 data sets. This table is obtained from the data in Figure 5 . The comparison is performed over all sites, all heterozygous sites, and heterozygous sites falling into three different MAF groups. Also shown are the P -values of the two-tailed Wilcoxon signed-rank tests comparing the discordance rates of the PD and ADCL reference panels. The table is obtained from the data in Figures 6A, C and E. Also shown are the P -values of the two-tailed Wilcoxon signed-rank tests comparing the discordance rates of the PD and ADCL reference panels. The discordance rates and P -values from the initial analysis using k = 200, s = 300 and imputation length = 100kb are given in bold, with the values obtained from Table 2 . The table is obtained from the data in Figures 6B, D and F. Also shown are the P -values of the two-tailed Wilcoxon signed-rank tests comparing the discordance rates of the PD and ADCL reference panels. The discordance rates and P -values from the initial analysis using k = 200, s = 300 and imputation length = 100kb are given in bold, with the values obtained from Table 2 . The table is obtained from the data in Figures 7 and 8 . The comparison is performed over all sites, all heterozygous sites, and heterozygous sites falling into three different MAF groups. Also shown are the P -values of the two-tailed Wilcoxon signed-rank tests comparing the discordance rates of the PD and ADCL reference panels.
