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A QUASI-ISOMETRIC EMBEDDING ALGORITHM∗
DAVID W. DREISIGMEYER†
Abstract. The Whitney embedding theorem gives an upper bound on the smallest embedding
dimension of a manifold. If a data set lies on a manifold, a random projection into this reduced
dimension will retain the manifold structure. Here we present an algorithm to find a projection that
distorts the data as little as possible.
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1. Introduction. Reducing the ambient dimensionality of a data set is a com-
mon preprocessing step in data mining. Often the data can be taken to lie on some
high-dimensional manifold. Typical examples of this would be images or stationary
time series. A central result in differential topology is Whitney’s embedding theorem
which states
Theorem 1.1 (Whitney’s embedding theorem [6]). Let M be a (compact Haus-
dorff) Cr n-dimensional manifold, 2 ≤ r ≤ ∞. Then there is a Cr embedding of M
in R2n+1.
The method of proof for Theorem 1.1 is, roughly speaking, to find a (2n+1)-plane in
R
m such that none of the secant and tangent vectors associated withM are completely
collapsed when M is projected onto this hyperplane. Almost surely any (2n + 1)-
plane satisfies this condition. The hyperplane is a point p on the Grassmannian
G(m, 2n + 1), the manifold of all (2n + 1)-dimensional subspaces of Rm. Then p ∈
G(m, 2n + 1) contains the low-dimensional embedding of our manifold M via the
projection pTM ⊂ R2n+1. Numerically a random point p ∈ G(m, 2n + 1) can be
chosen, which means that for manifold-valued data on a n-dimensional manifold a
random projection into R2n+1 typically gives an embedding [1, 2].
An important idea is to make this embedding cause as little distortion as possible.
By this we mean: What p ∈ G(m, 2n + 1) will minimize the maximum collapse of
the worst tangent vector projection? In this way we can keep the low-dimensional
embedding from almost self-intersecting as much as possible.
The current paper is organized as follows. In Section 2 we present the dimensional-
ity reduction algorithm. Section 3 looks at an example of reducing the dimensionality
of the MNIST dataset of handwritten digits [7]. A discussion follows in Section 4.
2. The Embedding Algorithm. In practice, we will only have some set P =
{xi|xi ∈M ⊂ R
m} of sample points from our manifoldM. We can then form the set
of unit length secants Σ that we have available to us, where
Σ =
{
xi − xj
‖xi − xj‖2
∣∣∣∣ xi,xj ∈ P and i 6= j
}
.(1a)
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For a given projection p ∈ G(m, k), k = 2n + 1, the distortion of a secant σ ∈ Σ is
defined as |1− ‖pTσ‖22|. The distortion associated with any p is
DΣ(p) = max
σ∈Σ
∣∣1− ‖pTσ‖22∣∣ .(1b)
We are looking for a point p ∈ G(m, k) that minimizes DΣ(p). This gives the
optimization problem
p̂ = argmin
p∈G(m,k)
DΣ(p).(1c)
The function DΣ(p) is Lipschitz but not differentiable. A derivative-free optimization
algorithm is appropriate. Direct search methods over manifolds such as the Grass-
mannian have been developed in [3, 4] following on the work in [5].
The general idea of doing a direct search over an n-dimensional (Riemannian)
manifold M is to work in the tangent space of a point p ∈ M. The tangent space
TpM is a vector space with an inner product and, therefore, is as easy to work with
as Rn. In the remainder we will let M ≡ G(m, k). Properties of Grassmannians are
developed in [5].
For a given p ∈M the tangent space is
TpM =
{
ω | pTω = 0
}
.(2a)
The dimensionality of M, and therefore TpM, is k(m− k). So it follows that TpM∼
R
k(m−k). The inner product between ω1, ω2 ∈ TpM is
h(ω1, ω2) = Tr(ω
T
1 ω2),(2b)
with Tr(·) the matrix trace operation.
The only additional step required for optimizing overM is the need to map TpM
onto M. This is done by the exponential map Expp : TpM → M. In the current
situation the exponential map has a convenient closed-form solution. For the point
ω ∈ TpM let the singular value decomposition be given by ω = UΘV
T . Then
Expp(ω) = [pV cos(Θ) + U sin(Θ)]V
T .(2c)
With this mapping the optimization problem (1c) stated over M can be restated as
a problem over TpM∼ R
k(m−k) at a fixed p ∈M:
ω̂ = argmin
ω∈TpM
DΣ ◦Expp(ω).(3)
Solving (3) gives the quasi-isometric embedding algorithm. We call this quasi-isometric
because, while it contracts every (secant) tangent vector, the contraction of any (se-
cant) tangent is minimized.
3. Example. The MNIST database is composed of 28-by-28 images of hand-
written digits divided into a training set of 60000 images and a test set of 10000
images [7]. Here the training set is further divided into 50000 example images and
10000 validation images1. Every image is taken to lie on a manifold in R784 with ten
separate manifolds, one per digit.
1The Python dataset mnist.pkl.gz is available at http://deeplearning.net/data/mnist/.
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Each of the image manifolds can separately have its dimensionality reduced by
performing the optimization in (3). The initial p ∈ G(784, k) is taken as the leading k
columns of U in the SVD Σ = USV T , with Σ defined in (1a). The proof of Whitney’s
theorem shows that the tangent vectors are what determine the value of the objective
function DΣ(p) in (1b) [6]. One expects the (approximate) tangent vectors to be
among the shortest secant vectors prior to normalization. In order to reduce the size
of the set Σ only the 20 shortest secant vectors were retained for each data point
on the manifold. Duplicates are also removed so that only the secant σ or −σ was
included in Σ.
Here we’ll examine classification of the handwritten digits. A test image is also
projected into each reduced space. In each of the reduced spaces the (approximate)
nearest neighbors to the projected test image are found. Each of these nearest neigh-
bors corresponds to an image in the original embedding space. Then the test image
can be reconstructed by combinations of the original images corresponding to the
nearest neighbors in the reduced space. The simplest reconstruction is to take the
mean of the original images. A test image is classified by which of these maps gives the
best reconstruction. In a sense, this provides an indication of how much compression
of the data can be achieved while still having faithful image reconstruction.
Now allow the model of the image manifolds to be such that each image is given by
an arbitrary affine transformation of a hypothetical template digit. So, for example,
there is a canonical ‘0’ and any image of a handwritten zero is modeled as an affine
map of this canonical image. Then the dimensionality of the image manifolds would
be six. Whitney’s theorem then gives 13 as an appropriate embedding dimension.
In practice, relaxing the embedding dimension a little can help to retain structural
information about a data manifold. Here the manifolds were projected into R16 which
still gives a ∼ 98% reduction in dimensionality versus the original images. We used
15 for the number of (approximate) nearest neighbors and took the mean of the
corresponding original images as the estimate for a test image. On the validation
set the algorithm was robust to changes in the embedding dimension and number of
nearest neighbors used.
On the test set the error rate was 2.80% which compares favorably with the
previous classification methods [7]2. While not examined here, there are various
enhancements that can be done for the classification. The most obvious is to perturb
the original images by general affine transformations and use these new images to ‘fill
in’ the data manifolds. These transformations could be done on the initial nearest
neighbors found above in order to enhance the reconstruction. The original images
could be combined using a weighted linear scheme where closer neighbors in the
reduced space are weighted higher in the reconstruction. Along this line, a quadratic
surface could be fit to the original training data images and then that surface used to
give the reconstructed test image.
The point of the Whitney embedding is to reduce the dimensionality of data, not
to classify images. What we’ve seen is that not much information about class mem-
bership is lost during this compression. Given the ∼98% reduction in dimensionality,
the modified Whitney embedding algorithm can be an effective preprocessing step to
further classification algorithms beyond the simple linear reconstruction method used
here.
2See http://yann.lecun.com/exdb/mnist/ for additional comparisons.
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4. Discussion. Reducing the dimensionality of a data set is a common prepro-
cessing step. For manifold-valued data an upper bound on the minimum embedding
dimension is provided by Whitney’s theorem. This bound comes with the guarantee
that the manifold structure of the data is maintained. However, there can be signif-
icant distortion of the data during the projection into the lower-dimensional space.
And this distortion can vary over the manifold, being greater in some neighborhoods
than others.
The procedure developed here attempts to minimize the overall distortion of the
data. Additionally, any two neighborhoods will tend to have more similar distortion
which is a property of the function defined in (1b). Another feature of the current
algorithm is that the embedding dimension of the data can be iteratively increased
or decreased until a desired level of fidelity is attained. In this case the Stiefel man-
ifold, which maintains ordering of basis vectors, is a more natural setting than the
Grassmannian. Details for optimization over the Stiefel manifolds (i.e, formulas for
the tangent spaces, metric and exponential map to replace those in (2) for the Grass-
mannian) are provided in [4, 5].
Equation (1c) can be extended by replacing the p ∈ G(m, k) requirement with p ∈
R
m×k. For a given matrix p the polar decomposition is p = UP with U unitary and P
symmetric positive-definite, p assumed full-rank. What is occurring in this situation is
an initial projection U followed by a stretching P of the reduced-dimension embedding
space. The stretching undoes some of the distortion caused by the projection.
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