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SPECTRAL MULTIPLIERS FOR WAVE OPERATORS
CH. KRIEGLER
Abstract. A classical theorem of Mihlin yields Lp estimates for spectral multipliers Lp(Rd)→
Lp(Rd), g 7→ F−1[f(| · |2) · gˆ], in terms of L∞ bounds of the multiplier function f and its
weighted derivatives up to an order α > d
2
. This theorem, which is a functional calculus for
the standard Laplace operator, has generalisations in several contexts such as elliptic op-
erators on domains and manifolds, Schro¨dinger operators and sublaplacians on Lie groups.
However, for the wave equation functions fα(λ) = (1 + λ)
−αeitλ, a better estimate is avail-
able, in the standard case (works of Miyachi and Peral) and on Heisenberg Lie groups (Mu¨ller
and Stein). By a transference method for polynomially bounded regularized groups, we ob-
tain a new class of spectral multipliers for operators that have these better wave spectral
multipliers and that admit a spectral decomposition of Paley-Littlewood type.
1. Introduction
This article treats spectral multiplier problems. A classical example is Mihlin’s theorem
[11] telling that for a function f : (0,∞)→ C the corresponding Fourier multiplier Lp(Rd)→
Lp(Rd), g 7→ F−1[gˆf(| · |2)] is bounded for any 1 < p <∞ provided that
(1.1) sup
t>0
tk|f (k)(t)| <∞ (k = 0, 1, . . . , α)
where α > d/2. There are many generalisations of this result in the literature (see [5] and
the many references therein) associating to a function f a spectral multiplier f(A) acting
on some Banach space X, mostly X = Lp(Ω) for some 1 < p <∞. In the classical case this
becomes A = −∆, X = Lp(Rd). Also the above condition (1.1) is refined to a norm ‖f‖Mα
with a real parameter α > 0 and associated Banach algebraMα (definition in Section 2). A
Banach space valued treatise of this issue can be found in [8, 10].
In this article a refinement of the spectral multiplier problem is regarded. The motivation
is that for some cases, a certain wave spectral multiplier admits an estimate which is better
than what gives Mihlin’s result. Namely, let fα(λ) = (1 + λ)
−αeitλ. We write in short
〈t〉 = 1+ |t| and a . b for ∃ c : a ≤ cb. Then fα satisfies for any ǫ ∈ (0, α), ‖fα‖Mα−ǫ . 〈t〉
α,
which gives then estimates of the spectral multiplier fα(A) on L
p for α > d
2
and 1 < p <∞.
Surprisingly, in some cases of operators A, a better estimate of fα(A) is available than
given by Mihlin’s theorem. Namely, in [13] for the classical case and in [12, (3.1)] for the
case of a sublaplacian operator on a Heisenberg group, it is proved that for the square root
A of −∆ resp. of the sublaplacian,
(1.2) ‖fα(A)‖p→p . 〈t〉
α
Date: October 31, 2018.
2010 Mathematics Subject Classification. 47A60, 47D60.
Key words and phrases. Functional calculus, Mihlin spectral multipliers, Wave operator.
1
2 CH. KRIEGLER
with α > d−1
2
and 1 < p < ∞, so the critical value of α is smaller by 1
2
. This observation is
the starting point of the present article.
Apart from Mα, we introduce two new functional calculus classes Eα∞ and E
α
unif. The
second one admits an embedding from and into Mβ depending on what are the values
of α and β, whereas the first one can be nicely compared to Besov spaces Bα∞,1, see [9,
Proposition 3.5] where it is studied in detail. By means of a transference principle, we show
that a condition (1.2) together with a second similar bound imply that A which acts on some
Banach space X has a smoothed Eα∞ calculus in the sense that
‖(1 + A)−βf(A)‖ ≤ C‖f‖Eα
∞
for a certain power β.
One of the consequences of a Mihlin type theorem is that A admits a spectral decompo-
sition of Paley-Littlewood type. By this we mean, that if (ϕn)n∈Z is a dyadic partition of
unity (see Definition 2.1), then the norm on the space X where A acts on admits a partition
of the form
(1.3) ‖x‖2 ∼= E‖
∑
n∈Z
γn ⊗ ϕn(A)x‖
2,
where γn are independent Gaussian random variables on some probability space. The ex-
pression on the right hand side of (1.3) is also used to define the notion of γ-boundedness
well-known to specialists (see Section 2).
A further result in this article is that if A satisfies a strengthened γ-bounded version of
(1.2) together with a Paley-Littlewood decomposition (1.3), then A has an Eαunif functional
calculus. Furthermore, in Theorem 4.3, we obtain an equivalence of the strengthened γ-
bounded form of (1.2) and a γ-bounded functional calculus. Secondly, we deduce the Eαunif
calculus.
This theorem applies to the standard case, which is the content of Section 5. There
we prove that the hypothesis of Theorem 4.3 is satisfied for A = (−∆)
1
2 . Apart from an
application of Theorem 4.3, we deduce a γ-bounded strengthening of the very first cited
result, the classical Mihlin theorem.
2. Preliminaries
In this section, we present the tools used in the subsequent sections.
Definition 2.1. (1) Let φ ∈ C∞c such that supp φ ⊂ [−1, 1]. Put φn = φ(· − n) and
assume that
∑
n∈Z φn(t) = 1 for any t ∈ R. We call (φn)n an equidistant partition of
unity.
(2) Let ϕ ∈ C∞c such that suppϕ ⊂ [
1
2
, 2] and with ϕn = ϕ(2
−n·) we have
∑
n∈Z ϕn(t) = 1
for any t > 0, then we call (ϕn)n a dyadic partition of unity.
(3) Let ψ0, ψ1 ∈ C
∞
c (R) such that suppψ1 ⊂ [
1
2
, 2] and suppψ0 ⊂ [−1, 1]. For n ≥ 2,
put ψn = ψ1(2
1−n·), so that suppψn ⊂ [2
n−2, 2n]. For n ≤ −1, put ψn = ψ−n(−·).
We assume that
∑
n∈Z ψn(t) = 1 for all t ∈ R. Then we call (ψn)n∈Z a dyadic Fourier
partition of unity, which we will exclusively use to decompose the Fourier image of a
function.
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For the existence of such smooth partitions, we refer to the idea in [2, Lemma 6.1.7].
Whenever (φn)n is a partition of unity as above, we put
φ˜n =
1∑
k=−1
φn+k.
It is useful to note that
φ˜mφn = φn for m = n and φ˜mφn = 0 for |n−m| ≥ 2.
The Besov spaces Bα∞,∞ and B
α
∞,1, are defined for example in [15, p. 45]: Let (ψn)n∈Z be
a dyadic Fourier partition of unity. Then
Bα∞,∞ = {f ∈ C
0
b : ‖f‖Bα∞,∞ = sup
n∈Z
2|n|α‖f ∗ ψˇn‖∞ <∞}
and
Bα∞,1 = {f ∈ C
0
b : ‖f‖Bα∞,1 =
∑
n∈Z
2|n|α‖f ∗ ψˇn‖∞ <∞}.
Note that Bα∞,1 →֒ B
α
∞,∞ →֒ B
α−ǫ
∞,1 [15, 2.3.2. Proposition 2]. We define the Mihlin class for
some α > 0 to be
Mα = {f : R+ → C : fe ∈ B
α
∞,1},
equipped with the norm ‖f‖Mα = ‖fe‖Bα
∞,1
. Here we write
fe : J → C, z 7→ f(e
z)
for a function f : I → C such that I ⊂ C\(−∞, 0] and J = {z ∈ C : | Im z| < π, ez ∈ I}.
The space Mα coincides with the space Λα∞,1(R+) in [3, p. 73]. We point out the particular
function
fα(λ) = (1 + λ)
−αeitλ.
The function fα belongs to M
α−ǫ for any ǫ ∈ (0, α) with ‖fα‖Mα−ǫ ≤ C〈t〉
α [8, Proposition
4.12].
Let (γk)k≥1 be a sequence of independent standard Gaussian variables on some probability
space Ω0. Then we let Gauss(X) ⊂ L
2(Ω0;X) be the closure of Span{γk⊗x : k ≥ 1, x ∈ X}
in L2(Ω0;X). For any finite family x1, . . . , xn in X, we have∥∥∥∑
k
γk ⊗ xk
∥∥∥
Gauss(X)
=
(
E
∥∥∥∑
k
γk(·)xk
∥∥∥2
X
) 1
2
=
(∫
Ω0
∥∥∥∑
k
γk(λ) xk
∥∥∥2
X
dλ
)1
2
.
Now let τ ⊂ B(X). We say that τ is γ-bounded if there is a constant C ≥ 0 such that for
any finite families T1, . . . , Tn in τ , and x1, . . . , xn in X , we have∥∥∥∑
k
γk ⊗ Tkxk
∥∥∥
Gauss(X)
≤ C
∥∥∥∑
k
ǫk ⊗ xk
∥∥∥
Gauss(X)
.
In this case, we let γ(τ) denote the smallest possible C. If X is a Hilbert space then
γ(τ) = supT∈τ ‖T‖ and in a general Banach space, γ(τ) ≥ supT∈τ ‖T‖. Note that Kahane’s
contraction principle states that τ = {c idX : |c| ≤ 1} ⊂ B(X) is γ-bounded for any Banach
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space X. Recall that by definition, X has Pisier’s property (α) if for any finite family xk,l in
X, (k, l) ∈ F, where F ⊂ Z× Z is a finite array, we have a uniform equivalence∥∥ ∑
(k,l)∈F
γk ⊗ γl ⊗ xk,l
∥∥
Gauss(Gauss(X))
∼=
∥∥ ∑
(k,l)∈F
γk,l ⊗ xk,l
∥∥
Gauss(X)
.
Examples of spaces with property (α) are subspaces of an Lp space with p <∞.
Let H be a separable Hilbert space. We consider the tensor product H⊗X as a subspace
of B(H,X) in the usual way, i.e. by identifying
∑n
k=1 hk ⊗ xk ∈ H ⊗X with the mapping
u : h 7→
∑n
k=1〈h, hk〉xk for any finite families h1, . . . , hn ∈ H and x1, . . . , xn ∈ X. Choose
such families with corresponding u, where the hk shall be orthonormal. Let γ1, . . . , γn be
independent standard Gaussian random variables over some probability space. We equip
H ⊗X with the norm
‖u‖γ(H,X) =
∥∥∑
k
γk ⊗ xk
∥∥
Gauss(X)
.
By [4, Corollary 12.17], this expression is independent of the choice of the hk representing u.
We let γ(H,X) be the completion of H ⊗ X in B(H,X) with respect to that norm. Then
for u ∈ γ(H,X), ‖u‖γ(H,X) =
∥∥∑
k γk ⊗ u(ek)
∥∥
Gauss(X)
, where the ek form an orthonormal
basis of H [16, Definition 3.7].
Assume that (Ω, µ) is a σ-finite measure space and H = L2(Ω). Denote P2(Ω, X) the space
of Bochner-measurable functions f : Ω → X such that x′ ◦ f ∈ L2(Ω) for all x′ ∈ X ′. We
identify P2(Ω, X) with a subspace of B(L
2(Ω), X ′′) by assigning to f the operator uf defined
by
〈ufh, x
′〉 =
∫
Ω
〈f(t), x′〉h(t)dµ(t).
An application of the uniform boundedness principle shows that, in fact, uf belongs to
B(L2(Ω), X) [7, Section 4], [6, Section 5.5]. Then we let
γ(Ω, X) =
{
f ∈ P2(Ω, X) : uf ∈ γ(L
2(Ω), X)
}
and set
‖f‖γ(Ω,X) = ‖uf‖γ(L2(Ω),X).
The space {uf : f ∈ γ(Ω, X)} is a proper subspace of γ(L
2(Ω), X) in general. It is dense in
γ(L2(Ω), X) as it contains L2(Ω)⊗X. An element in γ(Ω, X) is called square function. For
more reading on this subject we refer to [16] and for similar objects to [1]. For a proof of
the following lemma, we refer to [16].
Lemma 2.2. (1) If K ∈ B(H1, H2) where H1 and H2 are Hilbert spaces and u ∈
γ(H2, X) then we have u ◦K ∈ γ(H1, X) and ‖u ◦K‖γ(H1,X) ≤ ‖u‖γ(H2,X)‖K‖.
(2) For f ∈ γ(R, X) and g ∈ γ(R, X ′), we have∫
R
|〈f(t), g(t)〉|dt ≤ ‖f‖γ(R,X)‖g‖γ(R,X′).
A closed operator A : D(A) ⊂ X → X is called ω-sectorial, if the spectrum σ(A) is
contained in Σω, R(A) is dense in X and
(2.1) for all θ > ω there is a Cθ > 0 such that ‖λ(λ− A)
−1‖ ≤ Cθ for all λ ∈ Σθ
c
.
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Note that R(A) = X along with (2.1) implies that A is injective. We are particularly
interested in operators that are ω-sectorial for any ω > 0 and call them 0-sectorial operator.
For such operators there is a theory of holomorphic functional calculus [3]. Building upon
this, the 0-sectorial operator A is said to have a Mihlin calculus, or more precisely a Mα
calculus if there exists C > 0 such that ‖f(A)‖ ≤ C‖f‖Mα for any f ∈ M
α [8, Definition
4.17].
Any 0-sectorial operator always generates a C0-semigroup exp(−tA) which is analytic on
the whole right half plane. We have the following link between γ bounds of this semigroup
and of fα(2
kA), with the function fα as above. Consider
(2.2) γ
({
exp(−eiθ2ktA) : k ∈ Z
})
. (
π
2
− |θ|)−α
and
(2.3) γ
({
(1 + 2kA)−αeit2
kA : k ∈ Z
})
. 〈t〉α.
Then (2.2) =⇒ (2.3) [8, Lemma 4.72].
3. Smoothed Eα∞ calculus
Definition 3.1. Let (φn)n∈Z be an equidistant partition of unity. We define for an α > 0
Eα∞ =
{
f : R→ C : ‖f‖Eα
∞
=
∑
n∈Z
〈n〉α‖f ∗ φˇn‖∞ <∞
}
.
Properties of this space are investigated in detail in [9].
Definition 3.2. Let (φn)n∈Z be an equidistant partition of unity and (ϕk)k∈Z a dyadic
partition of unity. Then we define for an α > 0
Eαunif =
{
f : (0,∞)→ C : ‖f‖Eα
unif
=
∑
n∈Z
〈n〉α sup
k∈Z
‖[f(2k·)ϕ0] ∗ φˇn‖∞ <∞
}
.
The space Eαunif satisfies the following elementary properties.
Lemma 3.3. (1) The definition of Eαunif is independent of the choice of the dyadic par-
tition (ϕk)k.
(2) Eαunif is an algebra, more precisely, if f, g ∈ E
α
unif, then ‖f ·g‖Eαunif ≤ C‖f‖Eαunif‖g‖Eαunif.
Proof. The first part of the lemma is easy to check and left to the reader. Now let f, g ∈ Eαunif.
We write in the following in short
∑∗
l,j for
∑
l,j: |n−(l+j)|≤3 .
‖
[
f(2k·)g(2k·)ϕ0
]
∗ φˇn‖∞ = ‖
[
f(2k·)ϕ˜0g(2
k·)ϕ0
]
∗ φˇn‖∞
.
∗∑
l,j
‖f(2k·)ϕ˜0 ∗ φˇl‖∞‖g(2
k·)ϕ0 ∗ φˇj‖∞.
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Thus, calling fk,l = 〈l〉
α‖f(2k·)ϕ˜0 ∗ φl‖∞ and gk,j = 〈j〉
α‖g(2k·)ϕ0 ∗ φˇj‖∞, we have∑
n∈Z
〈n〉α sup
k∈Z
‖
[
f(2k·)g(2k·)ϕ0
]
∗ φˇn‖∞ .
∑
n∈Z
〈n〉α sup
k∈Z
∗∑
l,j
〈l〉α‖f(2k·)ϕ˜0 ∗ φˇl‖∞
〈j〉α‖g(2k·)ϕ0 ∗ φˇj‖∞〈l〉
−α〈j〉−α
.
∑
n∈Z
〈n〉α
∗∑
l,j
〈l〉−α〈j〉−α sup
k∈Z
fk,lgk,j
.
∑
l∈Z
sup
k
fk,l
∑
j∈Z
sup
k
gk,j
∼= ‖f‖Eα
unif
‖g‖Eα
unif
,
using the first part of the lemma in the end. 
We use the space Eαunif as a functional calculus space, as is also the case forM
α. We have
the following embeddings between the two.
Proposition 3.4. For any ǫ > 0, we have Mα+1+ǫ →֒ Eαunif →֒ M
α−ǫ.
Proof. Start with the second embedding. We have, using the compact support of ϕ0 in the
first line, and [9, Proposition 3.5 (1)] in the second line,
‖f‖Mα−ǫ . sup
k∈Z
‖f(2k·)ϕ0‖Mα−ǫ . sup
k∈Z
‖f(2k·)ϕ0‖Bα
∞,1
. sup
k∈Z
‖f(2k·)ϕ0‖Eα
∞
= sup
k∈Z
∑
n∈Z
〈n〉α‖f(2k·)ϕ0 ∗ φˇn‖∞
≤
∑
n∈Z
〈n〉α sup
k∈Z
‖f(2k·)ϕ0 ∗ φˇn‖∞ = ‖f‖Eα
unif
.
For the first embedding, let for n ∈ N, An = {k ∈ N : 2
n−1 ≤ k ≤ 2n − 1}, A−n = −An
and A0 = {0}. Thus the An form a disjoint partition of Z. Let (ψn)n∈Z be a dyadic Fourier
partition of unity. Then
‖f‖Eα
unif
=
∑
n∈Z
〈n〉α sup
k∈Z
‖[f(2k·)ϕ0] ∗ φˇn‖∞ =
∑
n∈Z
∑
l∈An
〈l〉α sup
k∈Z
‖
[
f(2k·)ϕ0
]
∗ φˇl ∗ ψ˜n ‖ˇ∞
.
∑
n∈Z
2|n|α2|n| sup
k∈Z
‖[f(2k·)ϕ0 ∗ ψ˜n ‖ˇ∞
=
∑
n∈Z
2−|n|ǫ sup
k∈Z
(
2|n|(α+ǫ+1)‖[f(2k·)ϕ0] ∗ ψ˜n ‖ˇ∞
)
≤
∑
n∈Z
2−|n|ǫ sup
k∈Z
sup
m∈Z
2|m|(α+1+ǫ)‖[f(2k·)ϕ0] ∗ ψˇm‖∞
. sup
k∈Z
‖f(2k·)ϕ0‖Bα+1+ǫ∞,∞
. ‖f‖Mα+1+ǫ′ ,
using again the compact support of ϕ0 in the last line. 
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The following proposition of transference principle type is the main result of this section.
It can be compared to [9, Theorem 4.9].
Proposition 3.5. Let A be a 0-sectorial operator such that
‖(1 + A)−β1eitA‖ ≤ C〈t〉α
and
{(1 + A)−β2eitA : t ∈ [0, 1]} is γ-bounded,
for some constants β1, β2 ≥ α > 0. Then A has a smoothed E
α
∞ functional calculus in the
sense that for β = β1 + 2β2,
‖(1 + A)−βf(A)‖ ≤ C‖f‖Eα
∞
(f ∈ Eα∞, f has compact support in (0,∞)).
Proof. Assume first that f ∈ C∞c (0,∞). Then we have by a representation formula [8, Lemma
4.77]
(1 + A)−βf(A)x =
1
2π
∫
R
fˆ(t)(1 + A)−βeitAxdt
=
1
2π
∫
R
∑
n∈Z
fˆ(t)φn(t)(1 + A)
−βeitAxdt.(3.1)
Write I : X → γ(R, X), x 7→ 1[n−2,n+1](−t)(1 + A)
−β1−β2e−itAx and P : γ(R, X) → X, g 7→∫
1[0,1](1 + A)
−β2eitAg(t)dt. Further, we let Mfˆφn : γ(R, X) → γ(R, X) be the convolution
with fˆφn. Recall that the Fourier transform is isometric on L
2(R), so by Lemma 2.2 (1) also
on γ(R, X). We thus have by [9, Proof of Proposition 4.6 (2)] that ‖Mfˆφn‖γ(R,X)→γ(R,X)
∼=
‖f ∗ φˇn‖∞. One easily checks that
(3.1) =
1
2π
∑
n∈Z
PMfˆφnI(x).
Note that
‖I : X → γ(R, X)‖ . γ({(1 + A)−β1−β2e−itA : t ∈ [n− 2, n+ 1]}) ≤ C〈n〉α,
and by Lemma 2.2 (2) also
‖P‖ ≤ γ({1 + A)−β2eitA : t ∈ [0, 1]}) <∞.
We conclude ‖(1 + A)−βf(A)x‖ ≤ C
∑
n∈Z〈n〉
α‖f ∗ φˇn‖∞‖x‖ ∼= ‖f‖Eα
∞
‖x‖. The proposition
follows since C∞c (0,∞) is dense in {f ∈ E
α
∞ : f has compact support in (0,∞)}. For exam-
ple, the reader may check that ‖f ∗ ρm − f‖Eα
∞
→ 0 for any sequence (ρm)m ⊂ C
∞
c (R) with
supp ρm ⊂ (−
1
m
, 1
m
),
∫
R
ρm = 1, ρm ≥ 0. 
Remark 3.6. Note that the second hypothesis of Proposition 3.5 is satisfied for any operator
having a bounded Mihlin calculus [8, Theorem 4.73]. Then the above proposition applies in
two cases. Firstly, if A = (−∆)
1
2 on X = Lp(Rd) for some 1 < p < ∞, then the hypotheses
are satisfied for any α > d−1
2
[13]. Secondly, if A is the square root of a sublaplacian on the
Heisenberg group, then the hypotheses are also satisfied for any α > d−1
2
[12, (3.1)]. Note
that the critical order d−1
2
is by 1
2
smaller, so better, than the critical order of d
2
in usual
spectral multiplier theory.
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4. Eαunif calculus
Let A be a 0-sectorial operator. Consider the conditions
(4.1) γ
({
(1 + 2kA)−βeit2
kA : k ∈ Z
})
≤ C〈t〉α
and
(4.2) γ
({
(1 + 2kA)−γeit2
kA : k ∈ Z, t ∈ [0, 1]
})
<∞.
Lemma 4.1. Let X have property (α) and A be a 0-sectorial operator satisfying (4.1) and
(4.2). Let G ⊂ Eα∞ such that any f ∈ G has compact support in (0,∞). Then
{(1 + 2kA)−(β+2γ)f(2kA) : k ∈ Z, f ∈ G} is γ-bounded
provided
∑
n∈Z〈n〉
α supf∈G ‖f ∗ φˇn‖∞ <∞.
Proof. Let A˜ =
∑
k∈Z 2
kPk ⊗ A be the operator defined on Gauss(X) where Pk(
∑
j∈Z γj ⊗
xj) = γk ⊗ xk, so that A˜(
∑
j∈Z γj ⊗ xj) =
∑
k∈Z γk ⊗ 2
kAxk. Put S˜β(t) =
∑
k∈Z Pk ⊗
(1 + 2kA)−βeit2
kA = (1 + A˜)−βeitA˜. Then (4.1) ⇐⇒ ‖S˜β(t)‖ . 〈t〉
α and (4.2) ⇐⇒ {S˜γ(t) :
t ∈ [0, 1]} is γ-bounded in B(Gauss(X)). Indeed, let yn ∈ Gauss(X), tn ∈ [0, 1] and write
yn =
∑
k γk ⊗ xnk. Then using property (α), and writing S
k
γ (t) = (1 + 2
kA)−γeit2
kA, we have
‖
∑
n∈Z
γn ⊗ S˜γ(tn)yn‖Gauss(Gauss(X)) ∼= ‖
∑
n,k
γnk ⊗ S
k
γ (tn)xnk‖Gauss(X)
≤ C‖
∑
n,k
γnk ⊗ xnk‖ ∼= ‖
∑
n
γn ⊗ yn‖.
Therefore, Proposition 3.5 can be applied to the operator A˜ in place of A and one obtains
‖(1 + A˜)−(β+2γ)f(A˜)‖ ≤ C‖f‖Eα
∞
.
Moreover, let G satisfy the assumption of the lemma and f1, . . . , fN ∈ G. Put f(t) =∑N
k=1 γk ⊗ fk(t) idX , so that f : R → B(Gauss(X)). The image of f commutes with S˜β(t)
for any t ∈ R. As in [9, Proof of Proposition 5.5] it follows now from Proposition 3.5 that
‖(1 + A˜)−(β+2γ)f(A˜)‖ .
∑
n∈Z
〈n〉αγ
({
f ∗ φˇn(t) : t ∈ R
})
.
∑
n∈Z
〈n〉α sup
f∈G
‖f ∗ φˇn‖∞,
where we used Kahane’s contraction principle in the last step. But ‖(1 + A˜)−(β+2γ)f(A˜)‖ =
γ({(1 + 2kA)−(β+2γ)fl(2
kA) : k ∈ Z, l = 1, . . . , N}), so the lemma follows by taking the
supremum over all f1, . . . , fN ∈ G. 
Lemma 4.2. Let A be a 0-sectorial operator. Let the conclusion of Lemma 4.1 hold, i.e.
{(1 + 2kA)−(β+2γ)f(2kA) : k ∈ Z, f ∈ G} is γ-bounded if
∑
n∈Z〈n〉
α supf∈G ‖f ∗ φˇn‖∞ <∞.
Suppose that A admits a Paley-Littlewood spectral decomposition. That is, for a dyadic
partition of unity (ϕk)k∈Z, we have ‖x‖ ∼= ‖
∑
k∈Z γk ⊗ ϕk(A)x‖Gauss(X).
(1) If f ∈ Eαunif, then f(A) ∈ B(X).
(2) If X has property (α) and G ⊂ Eα∞ satisfies
∑
n∈Z〈n〉
α supf∈G supk∈Z ‖f(2
k·)ϕ0 ∗
φˇn‖∞ <∞, then {f(A) : f ∈ G} is γ-bounded.
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Proof. The first part of the lemma follows from the proof of the second part by considering
G = {f} a singleton. So let G satisfy the hypotheses in (2) of the lemma and f1, . . . , fN ∈ G.
Then by the Paley-Littlewood spectral decomposition and property (α),
‖
N∑
n=1
γn ⊗ fn(A)x‖ ∼= ‖
∑
n,k
γnk ⊗ (fnϕk)(A)ϕ˜k(A)x‖.
It thus remains to check that {(fnϕk)(A) : n = 1, . . . , N, k ∈ Z} is γ-bounded. We have
(fnϕk)(A) = (fnϕ0(2
−k·))(A) = (fn(2
k·)ϕ0)(2
−kA). Let G˜ = {fn(2
k·)ϕ0(1 + (·))
β+2γ : n, k}.
Note that functions in G˜ have compact support in (0,∞). If
(4.3)
∑
n
〈n〉α sup
g∈G˜
‖g ∗ φˇn‖∞ <∞,
then{
(1 + 2lA)−(β+2γ)g(2lA) : l ∈ Z, g ∈ G˜
}
⊃
{
(1 + 2−kA)−(β+2γ)fn(A)ϕk(A)(1 + 2
−kA)β+2γ : n, k
}
would be γ-bounded and the lemma would follow. It remains to show (4.3). Denoting∑∗
l,j =
∑
l,j: |n−l−j|≤3, we have∑
n∈Z
〈n〉α sup
m≤N, k∈Z
‖fm(2
k·)(1 + ·)β+2γϕ0 ∗ φˇn‖∞
≤
∑
n∈Z
〈n〉α
∗∑
l,j
‖
[(
fm(2
k·)ϕ0 ∗ φˇl
) (
(1 + ·)β+2γϕ˜0 ∗ φˇj
)]
∗ φˇn‖∞.
≤
∑
n∈Z
〈n〉α
∗∑
l,j
‖fm(2
k·)ϕ0 ∗ φˇl‖∞‖(1 + ·)
β+2γϕ˜0 ∗ φˇj‖∞‖φˇn‖1
≤
∑
n∈Z
〈n〉α
∗∑
l,j
〈j〉−β
′
‖(1 + ·)β+2γϕ˜0‖Eβ′∞
sup
k,m
‖fm(2
k·)ϕ0 ∗ φˇl‖∞
where we choose β ′ > α + 1. Then the above inequalities continue
=
∑
l∈Z
〈l〉α
∗∑
n,j
〈l〉−α〈n〉α〈j〉−β
′
sup
k,m
‖fm(2
k·)ϕ0 ∗ φˇl‖
.
∑
l∈Z
〈l〉α sup
f∈G
sup
k∈Z
‖
(
f(2k·)ϕ0
)
∗ φˇl‖∞,
which is finite according to the hypothesis. 
We are now able to prove the main result of this section which is the following theorem.
Theorem 4.3. Let X have property (α). Assume that A has a bounded Mβ calculus for
some β and let α > 0 be a parameter. Then (B) =⇒ (A) =⇒ (B′), where
(A) γ
(
{(1 + 2kA)−β1ei2
ktA : k ∈ Z}
)
≤ C〈t〉α for some β1 ≥ α.
(B) γ
(
{(1 + 2kA)−β2f(2kA) : k ∈ Z}
)
≤ C‖f‖Eα
∞
for some β2 ≥ α and any f ∈ E
α
∞.
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(B’) γ
(
{(1 + 2kA)−β2f(2kA) : k ∈ Z}
)
≤ C‖f‖Eα
∞
for some β2 ≥ α and any f ∈ E
α
∞ with
compact support in (0,∞).
Conditions (A) and (B) imply moreover that
(C) ‖f(A)‖ ≤ C‖f‖Eα
unif
(f ∈ Eαunif).
(D) IfG ⊂ Eαunif such that
∑
n∈Z〈n〉
α supf∈G supk∈Z ‖
(
f(2k·)ϕ0
)
∗φˇn‖∞ <∞, then {f(A) :
f ∈ G} is γ-bounded.
Proof. Since A has a bounded Mβ calculus, we have
(A’) {(1 + 2kA)−γeit2
kA : k ∈ Z, t ∈ [0, 1]} is γ-bounded for γ sufficiently large
[8, Theorem 4.73]. Then Lemma 4.1 shows that (A’) and (A) imply (B’) with β2 = β1 + 2γ.
On the other hand, (B) implies (A) with β1 = β2 because of ‖e
it(·)‖Eα
∞
. 〈t〉α [9, Proof of
Theorem 4.9]. The bounded Mβ calculus also implies that the Paley-Littlewood spectral
decomposition ‖x‖ ∼= ‖
∑
k∈Z γk ⊗ ϕk(A)x‖ holds [10]. Then (A’), (A) (resp. (B)) and the
Paley-Littlewood decomposition show with Lemma 4.2 that (C) and (D) hold. 
5. Application: Poisson semigroup
We now apply Theorem 4.3 to the square root of the standard Laplacian on Lp(Rd). That
is, we check condition (A).
Theorem 5.1. Let A = (−∆)
1
2 on X = Lp(Rd) for some d ∈ N and 1 < p < ∞, i.e. the
generated semigroup exp(−eiθtA) is analytic on the right halfplane and has as integral kernel
the Poisson kernel
pt,θ(x) =
eiθt
((eiθt)2 + |x|2)
d+1
2
.
Then for any α > d−1
2
, {exp(−eiθt2kA) : k ∈ Z} is γ-bounded with bound . (π
2
− |θ|)−α for
any |θ| < π
2
. Consequently, by (2.3),
(5.1) γ
(
{(1 + 2kA)−αeit2
kA : k ∈ Z}
)
. 〈t〉α,
so condition (4.1) is satisfied for any α > d−1
2
.
Proof. Our proof follows closely the chapter on maximal functions in [14]. Note that on Lp
spaces for p < ∞, one has ‖
∑
k γk ⊗ xk‖p
∼= ‖ (
∑
k |xk|
2)
1
2 ‖p. Thus according to [14, p. 76,
5.4] it suffices to show that for any α > d−1
2
(5.2)
∫
|x|≥2|y|
|p2kt,θ(x− y)− p2kt,θ(x)|dx ≤ C(
π
2
− |θ|)−α (k ∈ Z).
According to the proof in [14, p. 74], (5.2) follows from the hypotheses of [14, 4.2.1 Corollary].
This means that it remains to show∫
|Φ(x− y)− Φ(x)|dx ≤ η(|y|)(5.3)
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and ∫
|x|≥R
|Φ(x)|dx ≤ η(R−1), R ≥ 1(5.4)
for some Dini modulus η, i.e.
∫ 1
0
η(y)dy
y
< ∞, and for Φ(x) = |pt,θ(x)|. According to [14,
p. 74],
∫ 1
0
η(y)dy
y
is then an upper bound for the γ bound in the claim (5.1). For simplicity
suppose first t = 1. We write
C2(s) =
∫
Rd
|∇φ(s)(x)|dx, C3(s) =
∫
Rd
|Φ(s)(x)|dx, C4 =
∫
Rd
|Φ(x)|(1 + |x|)δdx,
where Φ(s)(x) = |e2iθ + x2|−
d+1
2
(1−s)(1 + |x|)−cs, and where c, δ are positive constants. The
Φ(s) form a family analytic in s with Φ(0) = Φ. Thus by the three lines lemma∫
|Φ(0)(x− y)− Φ(0)(x)|dx . C3(−ǫ)
1−ϑC2(1)
ϑ|y|ϑ
for the parameter ϑ given by 0 = −ǫ(1 − ϑ) + 1 · ϑ, so ϑ = ǫ
1+ǫ
∈ (0, 1). Concerning (5.4),
if C4 =
∫
|Φ(x)|(1 + |x|)δdx < ∞, for some δ > 0 then
∫
|x|≥R
|Φ(x)|dx =
∫
|x|≥R
|Φ(x)|(1 +
|x|)δ(1 + |x|)−δdx ≤ (1 + R)−δC4. So choosing η(u) = cu
β(C4 + C3(−ǫ)
1−ϑC2(1)
ϑ) with
β = min( ǫ
1+ǫ
, δ), we have the estimate∫ 1
0
η(u)
du
u
.
1
β
(C4 + C3(−ǫ)
1−ϑC2(1)
ϑ).
Let us now estimate the expressions C2, C3, C4. We have C4 =
∫
|e2iθ+x2|−
d+1
2 (1+ |x|)δdx =∫
| cos(2θ) + x2 + i sin(2θ)|−
d+1
2 (1 + |x|)δdx. The integrand is radial, and depending on the
radius, the real or the imaginary part dominates. If ||x|2 − 1| ≥ π
2
− |θ|, then the real part
dominates, otherwise the imaginary part dominates. Thus we naturally divide the integral
C4 into the three regions 0 ≤ x
2 ≤ 1 − (π
2
− |θ|), 1 − (π
2
− |θ|) ≤ x2 ≤ 1 + (π
2
− |θ|), and
1 + (π
2
− |θ|) ≤ x2. Then a simple calculation shows
C4 ∼=
∫ ∞
0
| cos(2θ) + s+ i sin(2θ)|−
d+1
2 (1 + s)
δ
2 s
d
2
ds
s
∼=
∫ 1−(π
2
−|θ|)
0
. . .+
∫ 1+(π
2
−|θ|)
1−(π
2
−|θ|)
. . .+
∫ ∞
1+π
2
−|θ|
. . .
∼= 1 + (
π
2
− |θ|)−
d−1
2 + (
π
2
− |θ|)−
d−1
2 + (
π
2
− |θ|)−
d−1
2
as soon as the parameter δ < 1. Let us turn to C2. We have with P (x) = e
2iθ + x2 and
a = d+1
2
∇Φ(s)(x) = −a(1− s)|P (x)|−a(1−s)−1
ReP (x)
|P (x)|
P ′(x)(1 + |x|)−cs + (−cs)
x
|x|
|P (x)|−a(1−s)(1 + |x|)−cs−1
= |P (x)|−a(1−s)−1(1 + |x|)−cs−1 ·
(
−a(1 − s)
ReP (x)
|P (x)|
P ′(x)(1 + |x|)− cs
x
|x|
|P (x)|
)
.
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If Re s = 1, then P ′(x) = 2x, and the first term in the above brackets is dominated by
. | Im s| · |x| · (1 + |x|). In all we get for Re s = 1
C2(s) .
∫
Rd
| Im s| · |x| · (1 + |x|)−c|P (x)|−1dx+
∫
Rd
|s| · (1 + |x|)−c−1dx =: C
(1)
2 + C
(2)
2 .
We have C
(1)
2
∼=
∫∞
0
| Im(s)|r(1+r)−c|P (r)|−1rd−1dr ∼=
∫ 2
0
| Im(s)|r|P (r)|−1rd−1dr+
∫∞
2
| Im(s)|r(1+
r)−c|P (r)|−1rd−1dr . | Im(s)|(π
2
− |θ|)−1 for c > d− 1. On the other hand, C
(2)
2 <∞ as soon
as c is large enough (c > d− 1). In all, C2(s) . | Im(s)|(
π
2
− |θ|)−1.
Let us finally turn to C3(s). We consider Re s = −ǫ < 0. Then
C3(s) =
∫
|P (x)|−a(1+ǫ)(1 + |x|)cǫdx ∼=
∫ ∞
0
|P (r)|−a(1+ǫ)(1 + r)cǫrd−1dr ∼=
∫ 2
0
. . .+
∫ ∞
2
. . . .
The first integral can be estimated against . (π
2
− |θ|)−a(1+ǫ)+1, and the second integral
is finite as soon as ǫ(c − d − 1) < 1. In all, we get
∫ 1
0
η(y)dy
y
. (C4 + C3(−ǫ)
1−ϑC2(1)
ϑ) .
(π
2
−|θ|)−
ǫ
1+ǫ
−a+ 1
1+ǫ ∼= (π2 −|θ|)
− d−1
2
+ǫ˜, with 1−ǫ
1+ǫ
= 1− ǫ˜. Now it is easy to repeat the argument
for pt,θ in place of p1,θ. This finishes the proof. 
Theorem 5.1 can be used in combination with Theorem 4.3, but moreover it has also a
consequence for the Mihlin functional calculus of −∆. Note that the classical theorem of
Mihlin gives mere boundedness of the set in (5.5) below.
Corollary 5.2. The operator A = −∆ on Lp(Rd) for 1 < p < ∞ has a Mihlin calculus
satisfying
(5.5) {f(A) : ‖f‖Mα ≤ 1} is γ-bounded
for α > d
2
.
Proof. This follows from [8, Proposition 4.79] applied to the estimate
γ
(
{(1 + 2kA)−β exp(i2ktA) : k ∈ Z}
)
. 〈t〉β
with β > d−1
2
and A = (−∆)
1
2 . Note that for the underlying Lp space, one always has
1
type X
− 1
cotype X
< 1
2
, and (−∆)
1
2 has a Mα calculus because −∆ has a Mα calculus, for,
say, α > d
2
, so admits the Paley-Littlewood decomposition (1.3). 
References
[1] P. Auscher, C. Kriegler, S. Monniaux and P. Portal. Singular integral operators on tent spaces. J. Evol.
Equ. online first, DOI: 10.1007/s00028-012-0152-4, 2012.
[2] J. Bergh and J. Lo¨fstro¨m. Interpolation spaces. An introduction. Grundlehren der mathematischen
Wissenschaften, 223. Berlin etc.: Springer, 1976.
[3] M. Cowling, I. Doust, A. McIntosh and A. Yagi. Banach space operators with a bounded H∞ functional
calculus. J. Aust. Math. Soc., Ser. A 60(1):51–89, 1996.
[4] J. Diestel, H. Jarchow and A. Tonge. Absolutely summing operators. Cambridge Studies in Advanced
Mathematics, 43. Cambridge: Cambridge Univ. Press, 1995.
[5] X. T. Duong, E. M. Ouhabaz and A. Sikora. Plancherel-type estimates and sharp spectral multipliers.
J. Funct. Anal. 196(2):443–485, 2002.
[6] A. Fro¨hlich. H∞-Kalku¨l und Dilatationen. PhD thesis, Universita¨t Karlsruhe, 2003.
SPECTRAL MULTIPLIERS FOR WAVE OPERATORS 13
[7] N. Kalton and L. Weis. The H∞-calculus and square function estimates, preprint.
[8] C. Kriegler. Spectral multipliers, R-bounded homomorphisms, and analytic diffusion semigroups. PhD-
thesis, online at http://digbib.ubka.uni-karlsruhe.de/volltexte/1000015866
[9] C. Kriegler. Functional calculus and dilation for c0-groups of polynomial growth. Semigroup Forum
84(3):393–433, 2012.
[10] C. Kriegler and L. Weis. Paley-Littlewood Decomposition for sectorial operators and Interpolation
Spaces. Preprint.
[11] S. Mikhlin. Fourier integrals and multiple singular integrals. Vestn. Leningr. Univ. 12(7):143–155, 1957.
[12] D. Mu¨ller. Functional calculus of Lie groups and wave propagation. Doc. Math., J. DMV Extra Vol.
ICM Berlin 679-689, 1998.
[13] J. Peral. Lp estimates for the wave equation. J. Funct. Anal. 36:114–145, 1980.
[14] E. M. Stein. Harmonic analysis: real-variable methods, orthogonality, and oscillatory integrals. Prince-
ton University Press, Princeton, NJ, 1993. xiv+695 pp.
[15] H. Triebel. Theory of function spaces. Monographs in Mathematics, 78. Basel etc.: Birkha¨user, 1983.
[16] J. van Neerven. γ-radonifying operators: a survey. Proc. Centre Math. Appl. Austral. Nat. Univ. 44:1–
61, 2010.
Ch. Kriegler, Laboratoire de Mathe´matiques (CNRS UMR 6620), Universite´ Blaise-
Pascal (Clermont-Ferrand 2), Campus des Ce´zeaux, 63177 Aubie`re Cedex, France
E-mail address : christoph.kriegler@math.univ-bpclermont.fr
