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Vectorial total variationAbstract This paper aims at the multichannel synthetic aperture radar (SAR) image speckle reduc-
tion. This paper proposes a novel energy minimized regularization model for multichannel image
denoising, which is an extension of the non-local total variational model for gray-scale image. It
contains two terms, namely the vectorial data ﬁdelity term and the non-local vectorial total varia-
tion term. The latter is constructed by high-dimensional non-local gradient that contains the struc-
ture information of the multichannel image. The existence and the uniqueness of the solution of the
model are proved. A ﬁxed point iterative algorithm is designed to acquire the solution of this model.
The convergence property of this algorithm is proved as well. This model is applied to the multi-
polarimetric and multi-temporal RADARSAT-2 images despeckling. The result shows that this
model performs better than the original vectorial total variational model on texture preserving.
ª 2015 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. This is an open access article
under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Recently, multichannel SAR image has been acquired, such as
the multi-polarimetric SAR images and the multi-temporal
SAR images. The speckle noise, which generally exists in those
SAR images, causes difﬁculties for their interpretation and
other further applications, such as terrain classiﬁcation,
change detection and object/edge detection.1–5 The speckle is
caused by the coherent property of the imaging system that
introduces the random ﬂuctuations in the return signal.6,7In contrast to single image processing, multichannel images
contain more useful information for speckle suppressing.
However, using the connection between images from different
channels is crucial and challenging.8–10 Lee et al.11 considered
the connection in multichannel images in statistics ways, and
proposed the so-called multilook method on speckle reduction
in multi-polarimetric and multi-frequency SAR imagery. This
multilook kind of method will lose the resolution of the image
to a certain extent. As for SAR images, it should be well con-
sidered that the sharp targets are preserved during processing.
Thus the resolution should be preserved or better be improved
after processing. Li et al.12 used an adaptive ﬁlter for the pur-
pose of preserving highlight targets in the images while sup-
pressing the speckle. However, the adaptive ﬁlter-like
methods require more computational power.
In the ﬁeld of image processing, the nonlocal method has
been proved efﬁcient to restore images containing textures,13
which has been widely used in gray-scale/scalar image
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denoising and the block method. The main idea is using the
similar blocks in the whole image to estimate current pixel
value. It was introduced by Ref. 14 while studying texture syn-
thesis. Then Buades et al.13generalized non-local method and
proposed the well-known neighbor denoising ﬁlter, namely
non-local means (NLM). After that, Gilboa and Osher15 uni-
ted non-local method into the regularization framework by
deﬁning the non-local formed total variation (TV) model,
which includes non-local total variation (NL-TV)-L1 model,
NL-TV-L2 model and NL-TV-G model, and proposed the
algorithms separately. NL-TV model can preserve both the
edges and the texture-like details in images, and has excellent
application effect.
The nonlocal method has been used as a simple ﬁlter for
color image denoising since it was ﬁrst introduced.13 This
paper is devoted to formulize the nonlocal method for multi-
channel image processing by extending the vectorial total vari-
ation (VTV) method, which was generalized from the TV
method for multichannel image processing by Sapiro,16 to a
non-local vectorial total variation (NL-VTV) model.
Generally, there are two key-point considerations for this
kind of TV-like regularization: the construction of the regular-
ized term and the algorithm. This paper will construct vectorial
non-local gradient operator for the regularization term in the
NL-VTV model and propose a ﬁxed point iteration algorithm.
It can be seen from the application of this model, that the
edges and detail in high-texture areas, such as urban areas,
in the multichannel SAR image, especially for the multi-
temporal SAR image, are well preserved after processing.
The following sections are organized as follows Section 2 is
the brief introduction of the VTV model and NL method sep-
arately, including the notations and the general deﬁnition in
vector ﬁeld. We set up NL-VTV model in Section 3, and prove
the well-posedness of the model, as well as the existence and
the uniqueness of the solution to this model. Then we design
a ﬁxed point iterative algorithm and prove the convergence.
In Section 4, we apply the NL-VTV model to both the
multi-polarimetric and multi-temporal RADARSAT-2 images
despeckling to show the texture-preserving effect under the
generally used evaluation index by comparing it to the VTV
model.
2. Notations and deﬁnitions
This section introduces the general notations and deﬁnitions in
the vector ﬁeld used throughout the paper, as well as some
important theories and properties which will be used in the
proof of the existence and the uniqueness of the solution of
the model in Section 3.2.1. VTV model for vector ﬁeld problems
Consider a vector valued function u, such as the multichannel
images, deﬁned in a bounded open domain X  RN:
u : X! RM
x# uðxÞ ¼ ½u1ðxÞ; u2ðxÞ; . . . ; uMðxÞ
where um : X! R; ð1 6 m 6MÞ denotes the mth channel of u.Deﬁnition 1. Deﬁnition of the VTV norm.
For a given vector valued function u, the VTV norm
R
X jDuj
is denoted as the ﬁnite positive measure:
Z
X
jDuj :¼ sup
p2P
Z
X
u;  ph idx
 
¼ sup
p2P
Z
X
XM
m¼1
rum; pmh idx
( )
ð1Þ
where u 2 C1ðX;RMÞ is assumed as smooth functions. h i rep-
resents the inner product. represents the vector differential
operator, while r is the differential operator.
P ¼ fp 2 C1cðX;RMNÞ : jpj 6 1g; pm ¼ ½px1m ; px2m ; . . . ; pxNm ; 8m 2
½1;M; p ¼ p1; p2 . . . ; pM½  : X! RM. Then the supremum of
Eq. (1) is obtained for
pm ¼
rum
ru if rum–0
any if rum ¼ 0
(
1 6 m 6M
Thus
Z
X
jDuj ¼
Z
X
PM
m¼1 rum;rumh i
jruj dx ¼
Z
X
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXM
m¼1
jrumj2
vuut dx
¼
Z
X
jrujdx ð2Þ
The VTV norm, i.e., the L2 norm, introduces a coupling
between channels. Each channel uses information coming from
other channels to enhance the denoising model.
Deﬁnition 2. Deﬁnition of vector valued space BVðX;RMÞ;
MP 1.
The space BVðX;RMÞ is deﬁned to be composed of vector
valued functions as the set of functions u 2 L1ðX;RMÞ such
that
R
X jDuj < 1, where
R
X jDuj is the vectorial TV norm
deﬁned in Deﬁnition 1. The space BVðX;RMÞ is endowed with
the following norm:
uk kL1ðX;RMÞ þ uk kBVðX;RMÞ
where uk kBVðX;RMÞ ¼
R
X jDuj, is a Banach space.
Here we introduce two important properties of the space
BVðX;RMÞ, which will be used in the well-posedness analysis
of the NL-VTV model.
Property 1. Lower semicontinuity property.
Let fung be a sequence of vector valued functions in space
BVðX;RMÞ which converges in L1ðX;RMÞ to a function u. Then
uk kBVðX;RMÞ 6 lim inf
n!1
unk kBVðX;RMÞ
Property 2. Compactness property.
Each sequence fung 2 BVðX;RMÞ such that
unk kL1ðX;RMÞ 6M; 8n 2 N, admits a subsequence funkg con-
verging in L1ðX;RMÞ to a function u 2 BVðX;RMÞ.
772 R. Xi et al.The readers may confer to Ref. 17 for details of the proof of
the above two properties.
Then the regularized VTV model for multichannel image
reconstruction could be written as
inf
u2RM
EðuÞ ¼ uk kBVðX;RMÞ þ
k
2
jju u0jj2L2ðX;RMÞ
¼
Z
X
jrujdxþ k
2
Z
X
u u0j j2dx ð3Þ
where u0 is the observed multichannel image, k > 0 the regu-
larized parameter, and jju u0jj2L2ðX;RMÞ the L2 ﬁdelity norm.2.2. Non-local functional
The neighborhood ﬁlter NLM proposed by Buades is devel-
oped to a famous image denoising method.13 It uses the pixels
similar to the current pixel to estimate the value of the current
pixel. Let the reference image be m. The similarity of the two
pixels x; y in the image m could be measured as the following
weight function wmðx; yÞ:
wmðx; yÞ ¼ exp ðGa  jmðxþ :Þ  mðyþ :Þj
2Þð0Þ
h2
" #
ð4Þ
where Ga is the Gaussian kernel with the standard deviation
of a:
ðGa  jmðxþ :Þ  mðyþ :Þj2Þð0Þ ¼
Z
R2
GaðtÞjmðxþ tÞ  mðyþ tÞj2dt
where h is the ﬁlter parameter. Generally, h corresponds to the
noise level, which is usually set as the standard deviation of the
noise. It is shown that the weight function above could be cal-
culated by the image blocks centered around x; y. The value of
the weight function reﬂects the similarity of the two blocks.
The estimation of the value at pixel x by the non-local means
is
NLmðxÞ ¼ 1
CðxÞ
Z
X
wmðx; yÞmðyÞdy ð5Þ
where the normalized factor CðxÞ ¼ RX wmðx; yÞdy. It can be
seen that this method is a kind of special ﬁlter algorithm,
and the estimation of the value at pixel x is weighted by the
values of all the pixels yðy 2 XÞ in the image.
Let the two dimensional image domain be X  R2, pixels
x 2 X, and uðxÞ is a real function on X! R. The derivation
under the non-local frame is
@yuðxÞ ¼ ðuðyÞ  uðxÞÞwðx; yÞ
where w : X X! R is the nonnegative symmetrical weight
function deﬁned as Eq. (4), which is calculated by the reference
image.
Thus the non-local gradient rwuðx; yÞ is deﬁned as a vector
composed by all the partial derivations at position
x : rwuðx; Þ, where rwu : X! X X:
rwuðx; yÞ ¼ ðuðyÞ  uðxÞÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
wðx; yÞ
p
; 8y 2 X ð6Þ
Deﬁne the non-local divergence as
divwvðxÞ :¼
Z
X
ðvðx; yÞ  vðy; xÞÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
wðx; yÞ
p
dy ð7Þwhich satisﬁes the conjugation with the non-local gradient, i.e.,
< rwu; v >¼  < u;divwv >; 8u : X! R; 8v : X X! R
Thus the non-local Laplacian is deﬁned as
DwuðxÞ ¼ 1
2
divwðrwuðxÞÞ ¼
Z
X
ðuðyÞ  uðxÞÞwðx; yÞdy ð8Þ
Deﬁnition 3. NL-BV space.
The NL-TV norm of u 2 L1ðXÞ based on non-local
operators, i.e., the weighted gradient rwu, is deﬁned by
JNL-TVðuÞ ¼
Z
X
jrwujdx
¼
Z
X
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
X
ðuðxÞ  uðyÞÞ2wðx; yÞdy
s
dx ð9Þ
where function wðx; yÞ is deﬁned as Eq. (4). The NL-BV space
is the space of all functions u 2 L1ðXÞ satisfying
JNL-TVðuÞ < 1. The NL-BV space is endowed with the norm
uk kL1ðXÞ þ JNL-TVðuÞ
It is proved in Ref. 18 that the NL-TV norm converges to
the TV norm deﬁned on a compact differentiable submanifold
M Rn. This guarantees the well-posedness of NL-TV model.
In the following section, non-local gradient will be used to
reconstruct the variation norm in the vectorial total variational
model, and the NL-VTV model will be set up.
3. NL-VTV model and the algorithm
3.1. Deﬁnition of NL-VTV functional
The vectorial non-local gradient could be derived by generaliz-
ing the non-local gradient deﬁned in Section 2:
rwu ¼ rwu1;rwu2; . . . ;rwuM
  ð10Þ
where rwui ¼ ðuiðyÞ  uiðxÞÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
wiðx; yÞp ; i ¼ 1; 2; . . . ;M, repre-
sents the gradient of each channel separately, which is calcu-
lated by the image of its own channel.
Using the vectorial non-local gradient rwu to replace the
gradient ru in VTV norm, we get the NL-VTV model:
inf
u2RM
EðuÞ ¼
Z
X
jrwujdxþ k
2
Z
X
ju u0j2dx ð11Þ
where
R
X jrwujdx is the VTV regularization based on the non-
local gradient, which could be denoted by
JðuÞ ¼ NL-VTVðuÞ ¼
Z
X
jrwujdx ð12Þ
It could be proved that
Theorem 1. Functional Eq. (12) is continuous and convex with
respect to u.
For the sake of completeness, we prove the existence of a
minimizer for NL-VTV model in Eq. (11).
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Let f 2 L1ðX;RMÞ, and u : X! RM. The truncated function
u^ ¼ ðjjfijjL1ðX;RMÞ ^ ui _ jjfijjL1ðX;RMÞÞMi¼1. For any u in NL-BV
space, we have u^ in NL-BV space and
(1)
R
X jf u^j2dx 6
R
X jf uj2dx,
(2)
R
X jrwu^jdx 6
R
X jrwujdx.
It can be easily proved similar to Ref.17.
Theorem 2. Existence of the solution.
The NL-VTV model in Eq. (11) has a solution in NL-BV
space.
Proof. Let fung be a minimizing sequence in NL-BV space. By
deﬁnition of the NL-TV norm,
R
X jrwunjdx is uniformly
bounded by a strict positive constant M such thatR
X jrwunjdx 6M; 8n 6 N.
By the properties of Truncated Functions, we can modify
the minimizing sequence by a new minimizing sequence u^n,
which is uniformly bounded in NL-BV space, i.e.,
u^nk kL1ðX;RMÞ 6 K;
Z
X
jrwu^njdx 6M; 8n 6 N
where K ¼ max
i¼1;2;...;M
fik kL1ðX;RMÞ.
Therefore, according to Property 2, there exists a subse-
quence fu^nkg converging to a function u in NL-BV space. Since
NL-TV is lower semicontinuous in NL-BV space according to
Property 1, we have
Z
X
jrwujdx 6 lim inf
k!1
Z
X
jrwu^nk jdx 6 lim inf
k!1
Z
X
jrwunk jdx
and for Fatou’s Lemma:
f uk k2L2ðX;RMÞ 6 lim inf
k!1
f u^nk
 
L2ðX;RMÞ
6 lim inf
k!1
f unk
 
L2ðX;RMÞ
which implies that
EðuÞ 6 lim inf
k!1
EðunkÞ
It follows that u in NL-BV space is a minimizer of EðuÞ. h
Then combined with Theorem 1, the two theorems guaran-
tee the uniqueness of the minimizer of the NL-VTV model in
Eq. (11).
Theorem 3. The Euler–Lagrange equation of functional in Eq.
(11) is
divw rwujrwuj
 	
þ kðu u0Þ ¼ 0 ð13Þ
Calculate the non-local curvature channel by channel, i.e.,
jmw ¼ divw
rwum
jrwuj
 	
¼
Z
X
ðumðyÞ  umðxÞÞwmðx; yÞ
 1jrwujðxÞ þ
1
jrwujðyÞ
 	
dy ð14Þwhere m¼1;2;...;M, jrwujðqÞ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPM
m¼1
R
X ðumðzÞumðqÞÞ2wmðq;zÞdz
q
.
Then the Euler–Lagrange equation becomes

Z
X
ðumðyÞ  umðxÞÞwmðx; yÞ 1jrwujðxÞ þ
1
jrwujðyÞ

 
dy
þ kðu u0Þ ¼ 0; m ¼ 1; 2; . . . ;M ð15Þ
According to Eq. (15), when the weight function is ﬁxed, the
Euler–Lagrange equation is linear, which could be solved by
the gradient descent algorithm. However, when jrwuj ¼ 0, the
TV functional is non-differentiable, which is similar to the clas-
sical TV model. Then a regularization
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jrwuj2 þ 
q
could be
involved to escape the denominator to be zero, where e is a small
positive real number.3.2. Discretization of the model
The corresponding Euler–Lagrange equation of this minimiz-
ing functional problem is
div
rum
jruj
 	
þ kðum  um0 Þ ¼ 0; m ¼ 1; 2; . . . ;M ð16Þ
where
ru ¼
@u1
@x
@u2
@x
   @u
M
@x
@u1
@y
@u2
@y
   @u
M
@y
2
664
3
775 2 R2M
jruj ¼ krukF ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXM
m¼1
@um
@x
 	2
þ
XM
m¼1
ð@u
m
@y
Þ
2
vuut
Denote umi be the pixel value at position i of the mth channel
image, where 1 6 m 6M; 1 6 i 6 N (if the size of the image
is a b; N ¼ a b). wmi;j is the discrete value of the weight
function wðx; yÞ, i.e., the weight function value with respect
to pixel i and pixel j. It is worth pointing that the pixel j is ergo-
dic in all image channels, which means we calculate the weight
function value between pixel i and all the image pixels of all
channels. This will bring us the huge computational cost which
we do not concern in this paper. This important computational
problem will be solved detailedly in our future work. Denote
the neighbor set be N i ¼ fj : wi;j > sg, where s denotes a
threshold value as a judgement of the similarity between the
two blocks centered at pixel i and pixel j respectively. Let
rwd be the discrete rw:
rwdðumi Þ ¼ ðumj  umi Þ
ﬃﬃﬃﬃﬃﬃ
wmi;j
p
; j 2 N i ð17Þ
And divwd be the discrete divw: divwdðpi;jÞ ¼
P
j2N i ðpi;j  pj;iÞﬃﬃﬃﬃﬃﬃ
wmi;j
p
.
As for functions, the discrete inner product is
u; vh i ¼PiðuiviÞ; while as for vectors, the discrete dot product
is ðp; qÞi ¼
P
jðpi;jqi;jÞ, the discrete inner product is
p; qh i ¼PiPjðpi;jqi;jÞ. The norm of vector is jpij ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPjðpi;jÞ2q .
Then for channel m, where 1 6 m 6M, the discrete non-
local curvature is
jmw ¼divmw
rwum
jrwuj
 	
¼
X
j
ðumj umi Þwmi;j
1
jrwujðiÞþ
1
jrwujðjÞ

 
ð18Þ
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ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPM
m¼1
P
jðumj  umi Þ2wmi;j
q
, and jrwujðjÞ ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPM
m¼1
P
iðumj  umi Þ2wmi;j
q
. Then the Euler–Lagrange equation
becomes

X
j
ðumj  umi Þwmi;j
1
jrwujðiÞ þ
1
jrwujðjÞ

 
þ kðumi  um0iÞ ¼ 0;
m ¼ 1; 2; . . . ;M ð19Þ
Denote wmi;j
1
jrwujðiÞ þ 1jrwujðjÞ
h i
,Wmi;j. Then the Euler–Lagrange
equation could be shortly written as:

X
j
Wmi;jðumj  umi Þ þ kðumi  um0iÞ ¼ 0; m ¼ 1; 2; . . . ;M ð20Þ
Furthermore, it could be written as
umi ¼
X
j
Wmi;jP
jW
m
i;jþk
umj þ
kP
jW
m
i;jþk
um0i; m¼ 1;2; . . . ;M ð21Þ3.3. Fixed point iteration algorithm for NL-VTV model
According to the ﬁxed point iteration, we use the multichannel
image uðkÞ in step k to update image uðkþ 1Þ in step kþ 1.
The weights are calculated by the original observation image.
Then we get the iteration formula as
uð0Þ ¼ u0
uiðkþ 1Þ ¼
X
j
Wmi;jðkÞP
jW
m
i;jðkÞ þ k
ujðkÞ þ kP
jW
m
i;jðkÞ þ k
u0i
8><
>:
ð22Þ
where i 2 X; j 2 N i.
Theorem 4. The point range uðkÞf g generated by Eq. (22) is
convergent, while the convergent point u^ satisﬁes the Euler–
Lagrange equation in Eq. (13).
Proof. Similar to Theorem 1 in Ref.12 there are two cases.
Case 1. If there is K that for all kP K; uðkþ 1Þ ¼ uðkÞ,
then it is obvious that fuðkÞg converges to u ¼ uðKÞ. Then for
all kP K,
uiðkÞ ¼ uiðkþ 1Þ ¼
X
j
Wmi;jðkÞP
jW
m
i;jðkÞ þ k
ujðkÞ þ kP
jW
m
i;jðkÞ þ k
u0i
According to the discrete process above, for channel m,
divmw
rwum
jrwuj
 	
þ kðumi  um0iÞ ¼ 0; m ¼ 1; 2; . . . ;M
i.e., u ¼ uðKÞ satisﬁes Eq. (13).
Case 2. If 8K, there is a k > K such that uðkþ 1Þ–uðkÞ.
Now we prove that fEðuðkÞÞg is a monotone decreasing
sequence.
The Taylor expansion of Eðuðkþ 1ÞÞ around uðkÞ is given by
Eðuðkþ 1ÞÞ 
Z
X
rwuðkÞj j þ k
2
uðkÞ  u0k k2dx
þ
Z
X
divw rwuðkÞjrwuðkÞj
 	
þ kðuðkÞ  u0Þ

 
ðuðkþ 1Þ  uðkÞÞdx ð23ÞAccording to Eq. (22), for pixel i,
uiðkþ1ÞuiðkÞ¼
X
j
Wmi;jðkÞP
jW
m
i;jðkÞþk
ðujðkÞuiðkÞÞ
þ kP
jW
m
i;jðkÞþk
ðu0iuiðkÞÞ
¼ 1P
j
1
rwujðkÞ
 þk 
divwðuiðkÞÞ
jrwuij þkðuiðkÞu0iÞ
 	
ð24Þ
Thus, Eq. (23)
Eðuðkþ1ÞÞEðuðkÞÞ
X
j
1
rwujðkÞ
 þk
 !
uðkþ1ÞuðkÞk k2dx
<EðuðkÞÞ ð25Þ
i.e., fEðuðkÞÞg is monotonously decreasing. On the other hand,
according to the bound of uðkÞf g and the continuous of
E; fEðuðkÞÞg is bounded. For monotone bounded principle,
fEðuðkÞÞg has the limit E:
E ¼ lim
k!1
EðuðkÞÞ ¼ inffEðuðkÞÞg
For Bolzano–Weierstrass Theorem, there is a convergent sub-
sequence fuðknÞg in fuðkÞg. Denote,
E ¼ lim
kn!1
EðuðknÞÞ ¼ Eð lim
kn!1
uðknÞÞ ¼ EðuÞ
Suppose that
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P
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i;jðkÞP
j
Wm
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uj ðkÞ þ kP
j
Wm
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u0i, according to Eqs.
(24) and (25), u–u, and EðuÞ < EðuÞ, which satisﬁes Case
2. EðuÞ is in the closure of fEðuðkÞÞg, which is paradoxical to
EðuÞ ¼ inffEðuðkÞÞg.
As a simple supplement, we say that the sequence fEðuðkÞÞg
is uniformly convergent as well. In fact, since the
convergent sequence fuðkÞg is limited to u, for all
 > 0;  2 R , there is 0 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
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1
rwuj
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,vuuuut , and
N 2 N, such that for all kP N; uðkÞ  uj j < 0. For such
N 2 N, for all  > 0 and kP N; EðuðkÞÞ  EðuÞj j ¼
ðPj 1rwuj þ kÞ uðkÞ  u
k k2 < . h
Fig. 1 shows the ﬂowchart of the iterative algorithm.
The iteration formula in Eq. (22) has the following
characteristics:
(1) This iteration gives the value of current pixel not only
weighted by the pixels in neighborhood, but all the pix-
els in the neighbor set N i ¼ fj : wi;j > sg, which means
the estimation of the current pixel fully uses the informa-
tion of the ‘‘similar’’ pixels all over the image.
Fig. 1 Flowchart of iterative algorithm.
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within the same channel of the current pixel, but also
the corresponding pixels in the other channels. This
reveals the correlation within channels.
The convergence effect is shown in Section 4.4. Experiments
In this section, we apply the NL-VTV model to multi-
polarimetric and multi-temporal RADARSAT-2 images, sepa-
rately. The detail-preserved ability will be compared to the
VTV model under the evaluating index as follows.4.1. Evaluating index
Equivalent number of look (ENL) is used here to evaluate the
speckle reduction effect after despeckling, which is deﬁned in
Ref.19:
ENL ¼ l
2
d2
ð26Þ
where l is the mean value of the even domain of the
image, and d the corresponding standard deviation.
The greater the ENL is, the better the effect of the speckle
reduction is.
Edge preserved index (EPI) is used here to evaluate the
structure preservation of SAR image after denoising, which
is deﬁned in Ref.19
EPI ¼
Pm
i¼1G
0ðwiÞPm
i¼1GðwiÞ
ð27Þ
where GðwiÞ and G0ðwiÞ represent the maximum gradient of the
same window wi containing edges before and after denoising,
separately. m denotes the number of the window sample.
The greater the EPI is, the better the image structure is
preserved.4.2. Experimental results
4.2.1. Results for multi-polarimetric SAR image
In this section, we choose the multi-polarimetric RADARSAT-
2 image for testing. Because of the different acquiring mode in
different channels, image in each channel shows great differ-
ence in dynamic range. However, non-local methods use only
the gray value of the images to measure the similarity while cal-
culating the weight function. Thus we ﬁrstly normalize the
dynamic range of all the three channels’ images into the value
range of 0-1023, then do further processing. Fig. 2 shows the
normalized original multi-polarimetric SAR image in HH
channel, HV channel and VV channel, separately.
The regularization parameter k in our experiment is chosen
as 0.6 in the VTV model and 0.1 the NL-VTV model, sepa-
rately. In our experiments, we ﬁnd out that the NL-VTV
method will get a stable solution under the iterations of 100
or more. The stable solution represents the ﬁnest despeckling
result. However, this result corresponds to an over-
despeckled picture. Thus in order to avoid over-despeckling
and balance the trade-off between despeckling and preserving
of the spatial information, the number of the iterations is con-
trolled to 50 in both algorithms. Fig. 3 shows the zoom part of
the images. The ﬁrst, the second, and the third rows show the
HH, HV, and VV polarization image, respectively; the ﬁrst, the
second, the third columns represent the original images,
images despeckled by the VTV method, and by the NL-VTV
method, respectively. It could be shown visually that the
NL-VTV method suppresses the speckle evidently at the air-
port runway of the image.
In Fig. 4, the EPI of the two models are compared. It can be
seen that the NL-VTV model for images in HH channel and
VV channel gains similar EPI values with VTV model.
However, the EPI value of HV channel is lower. Meanwhile,
the speckle suppression effect of the airport runway and the
ocean in HV channel are better, visually. It can be seen from
the original images in Fig. 2 that the HV channel gains more
distinct part of the ocean and other smooth area. This abnor-
mal situation could be blamed to the type of the original image
which contains different kinds of surface feature. This will be
studied in our future work.
Table 1 shows another more commonly used evaluate index,
ENL, for the two methods, as well as the EPI. It can be seen
that the NL-VTV model gains much bigger value of ENL.
In Fig. 5, the abscissa represents the iterating steps, while
the ordinate represents the standard deviation of the corre-
sponding pixel values in the two images from the two adjacent
iterations.
Part of this experiment has been published in Ref.20.4.2.2. Results for multi-temporal SAR image
In this section, we apply the two models to suppress the
speckle of the multi-temporal RADARSAT-2 image. For bet-
ter visual effect, we do the same normalization to the original
images as in Section 4.2.1. Fig. 6 shows the normalized original
multi-temporal SAR image.
In this experiment, the regularization parameter k is also
chosen as 0.6 in the VTV model and 0.1 the NL-VTV model,
separately, which means this parameter is not sensitive to dif-
ferent images. The algorithms stop at the iterations of 50 for
both of the two models as well.
Fig. 2 Original multi-polarimetric SAR image.
Fig. 3 Zoomed comparison between VTV model and NL-VTV
model for multi-polarimetric SAR image.
Fig. 4 Comparison of EPI with different methods for multi-
polarimetric SAR image.
Fig. 5 Convergence curve.
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Fig. 6 Original three channels of multi-temporal SAR image.
Fig. 7 Zoomed comparison between VTV model and NL-VTV model for multi-temporal SAR image.
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and the ocean part from the original image. The ﬁrst, the sec-
ond, and the third rows show the three channels of multi-
temporal image, respectively; the ﬁrst, the second, the third
columns represent the original images, images despeckled by
the VTV method, and by the NL-VTV method, respectively.
Obviously, the sea clutter in the images is better suppressedby the NL-VTV model than the VTV model. And the urban
part is preserved similar to the original image by the NL-
VTV model, which is over smoothed by VTV model.
Figs. 8 and 9 show the ENL and the EPI curve of the two
methods, separately. Table 2 shows the values of them. It can
be seen that the NL-VTV model get bigger value of the EPI
and much higher value of ENL.
Fig. 8 Comparison of ENL with different methods for multi-temporal SAR image.
Fig. 9 Comparison of EPI of different methods for multi-temporal SAR image.
Table 2 Comparison of evaluating index in different models for multi-temporal SAR image.
Method Evaluate index
ENI EPI
Channel 1 Channel 2 Channel 3 Channel 1 Channel 2 Channel 3
Original image 20.5433 17.0347 32.3476
VTV 48.4660 40.5264 72.0643 0.6557 0.5334 0.7332
NL-VTV 469.6662 48.7009 684.9039 0.9194 0.9488 0.9198
Table 1 Comparison of evaluating index in different models for multi-polarimetric SAR image.
Method Evaluating index
ENI EPI
HH HV VV HH HV VV
Original image 3.5713 5.7781 3.2717
VTV 4.4632 6.7887 4.0801 0.8286 0.7453 0.8297
NL-VTV 4.1847 861.8668 3.3448 0.9228 0.4449 0.9510
778 R. Xi et al.
A non-local vectorial total variational model for multichannel SAR image speckle suppression 7795. Conclusions
The contribution of this paper can be concluded in three
points:
(1) A novel non-local vectorial total variational model for
multichannel image processing is developed in this
paper. The well-posedness of NL-VTV model is pre-
sented by proving the existence and uniqueness of the
solution to the model theoretically. This model is a
high-dimensional generalization of the classical non-
local total variational model used for grey-scale image,
and enriches the VTV kind of methods.
(2) A discrete version of this new model is designed as well
as a ﬁxed point iterative algorithm for it. The conver-
gence of the proposed algorithm is proved theoretically.
(3) Lots of experiments are carried out to validate the effect
of this model for multichannel SAR image despeckling.
In total, both of the visual effect and the quantiﬁed data
show that the NL-VTV model performs better than the
classical VTV model.
This model is devoted to the multichannel image denoising,
which can be extended to other applications, such as segmen-
tation. Furthermore, this ﬁxed point iterative algorithm can be
developed to suit similar kinds of models. These related works
are on processing.Acknowledgements
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