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Abstract
Cloud computing is a flexible platform that offers faster innovation, elastic resources, and
economies of scale. However, it is challenging to ensure non-functional properties such
as performance, cost and security of applications hosted in cloud. Applications should
be adaptive to the fluctuating workload to meet the desired performance goals, in one
hand, and on the other, operate in an economic manner to reduce the operational cost.
Moreover, cloud applications are attractive target of security threats such as distributed
denial of service attacks that target the availability of applications and increase the cost.
Given such circumstances, it is vital to engineer applications that are able to self-adapt
to such volatile conditions. In this thesis, we investigate techniques and mechanisms
to engineer model-based application autonomic management systems that strive to
meet performance, cost and security objectives of software systems running in cloud. In
addition to using the elasticity feature of cloud, our proposed autonomic management
systems employ run-time network adaptations using the emerging software defined
networking and network function virtualization. We propose a novel approach to self-
protecting applications where the application traffic is dynamically managed between
public and private cloud depending on the condition of the traffic. Our management
approach is able to adapt the bandwidth rates of application traffic to meet performance
and cost objectives. Through run-time performance models as well as optimization, the
management system maximizes the profit each time the application requires to adapt.
Our autonomous management solutions are implemented and evaluated analytically as
well as on multiple public and community clouds to demonstrate their applicability and
effectiveness in real world environment.
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Chapter 1
Introduction
Cloud computing enables application and service providers to quickly adapt to new
technologies, increasing demands from customers, and a competitive business market.
However, it still remains a challenge to meet non-functional requirements such as perfor-
mance, cost, and security of applications in a volatile environment such as cloud. From
performance point of view, it is not easy to maintain the Quality of Service (QoS) speci-
fied in the Service Level Agreement (SLA) while avoiding over provisioning in a volatile
environment such as cloud [1]. Robust mechanisms should be in place to guarantee SLA
compliance for different types of services. Application resources should be managed
according to workload fluctuations and system uncertainties to maintain performance
objectives.
With the cloud’s “pay as you go” model, it is vital to consider economic aspects
while managing the resources. Amazon web services (AWS) company, one of the major
cloud providers, also emphasizes the importance of building software using “cost-aware
architectures” that manage the cost of using cloud resources [2, 3].
Further, Denial of Service (DoS) attacks are one of the top nine threats to cloud
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computing environment according to Cloud Security Alliance [4]; out of all attacks in
cloud environment, 14% are DoS attacks. As cloud is becoming more widespread, the
rate of DoS and Distributed DoS (DDoS) attacks is growing in parallel [5, 6].
To meet such application requirements, autonomic management systems (AMS) can
be designed to continuously monitor applications’ specific metrics, make decisions, and
implement corrective actions when operating conditions change [7]. The most common
approach to maintain performance at high load or partial failure is to leverage the cloud
elasticity that provides on demand provisioning of computing/storage resources [8].
With mature virtualization technologies in computing, applications can easily adjust
their computing/storage demands in cloud; resources are dynamically added to the
application when there is a surge in the workload and they are removed when the
workload drops. The AMS can be as simple as threshold based auto-scalers such as
AWS auto-scaling [9] where resources are added/removed when certain conditions are
met or as complicated as model-based auto-scalers such as [10, 11, 12, 13]. In threshold-
based approach, for instance, when the average utilization of all of the scalable resources
reaches a specific threshold, new resources will be added to the application cluster. The
model-based auto-scaling may work in either reactive or proactive mode; similar to the
threshold-based approach, in reactive model-based, when a certain condition is triggered,
the model will determine the amount of needed resources and the location to add. In
predictive mode, the model will predict these information ahead of time a priori the set
condition.
Due to its automatic nature, auto-scaling can be exploited by those who want to
gain money using other people’s resources; cloud-based applications are now target of
cryptocurrency mining attacks that steal compute resources. As a mining malware con-
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sumes all available CPU power, the auto-scaler will automatically spawn new instances,
allowing the miners to gain huge scalability at the expense of their victims. Recently
a company’s AWS bill went up from less than $10K to over $100K per month due to
illegitimate mining traffic [14].
Also, auto-scaling can become a target of malicious intents where applications are
scaled out due to sudden rise in suspicious and/or illegitimate traffic such as DDoS
attacks that waste both CPU cycles as well as bandwidth of applications on the cloud
- causing sever economic damage to the application owners [15]. The application is
required to detect and mitigate attacks in seconds to prevent auto-scaling triggers that
fire fleets of virtual servers coming online automatically, staying up for a period of time
and then shutting down again when the load disappears. Application owners are left
with unnecessary bills caused by mass over-provisioning.
Even when there is no financial or malicious purposes involved, sometimes the
application is scaled out as a result of traffic that generate no or negligible revenue. In
such cases, auto-scaling not only increases the operational cost but also leads to little or
no revenue which reduces the overall profit. Therefore, it becomes important to take into
account the trade-off between the cost versus the added revenue as a result of scaling
as it can increase the cost highly disproportional to the corresponding revenue.
Furthermore, from efficiency point of view, scaling out the application, as the first
adaptation strategy, imposes reconfiguration cost ; when a new virtual machine (VM), for
instance, is added to the application cluster, it will take a few minutes for the VM to be
instantiated, which we refer to as provisioning time. In addition, the newly instantiated
VM needs to be configured– and does not immediately participate in application service
delivery, which we refer to as contribution time. Therefore, the new node will take
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some time (provision time + contribution time) until its presence effects. Even in
case of containerized applications, it will also take some time before the new container
becomes fully operational [16]. In addition, in big data applications, scaling is not always
desireable because of introducing challenges in data consistency, data replication, and
job rescheduling.
With advent of software defined networking (SDN) and network function virtualiza-
tion (NFV), it is now plausible to program the network on the fly. SDN separates the
control plane from the data plane in networking devices and provides an API-driven
management of the network. In NFV, network functions such as routing, switching,
load-balancing, firewalls, and the like are virtualized and can be placed anywhere in
the network dynamically. Given such network “softwareization”, applications can take
advantage of a fully programmable infrastructure, known as software defined infras-
tructure (SDI), to better meet their dynamic requirements. Provided that SDI opens
new avenues for run-time adaptations that can help to maintain or enhance application
non-functional requirements.
In this thesis, we investigate techniques and mechanisms to design application auto-
nomic management systems that employ run-time compute and network programability
within SDI to maintain performance, cost, and security objectives of applications in
cloud. To the best of our knowledge, there is no prior work that takes advantage of both
compute and network programmability at run-time to engineer self-adaptive applica-
tions in cloud. To achieve the research objectives, we strive to address the following
questions:
1. How can we build autonomic management systems using compute and network
adaptations to optimize the resource utilization while maintaining the performance
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goals against application layer DDoS attacks?
2. How can we use dynamic bandwidth allocation that is planned at the application
layer to meet performance criteria while minimizing the cost?
3. Is it possible to use a model as knowledge base to improve the quality of adapta-
tion?
4. If yes, can we build a model that is scalable with respect to the application size?
5. How can we engineer a comprehensive autonomic management system that com-
prehends all of the above goals and optimizes the overall profit?
6. How to investigate the efficiency and scalability of an SDI to host such autonomic
management systems that request for various adaptations at run-time?
We address each research question by a research contribution. To answer the first
research question, we investigate techniques to design self-protecting applications in
cloud to mitigate application layer DDoS attacks. To this end, we propose Completely
Automated DDoS Attack Mitigation Platform (CAAMP), a novel platform to miti-
gate DDoS attacks on public cloud applications using capabilities of SDI and network
virtualization techniques. When suspicious traffic is identified, CAAMP deploys a copy
of the application’s topology on-the-fly (a shark tank) on an isolated environment in
a private cloud. It then creates a virtual network that will host the shark tank. SDN
controller programs the virtual switches dynamically to redirect the suspicious traffic to
the shark tank until the final decision is made. If traffic is proved to be non-malicious,
SDN controller installs flow rules on the switches to redirect the traffic back to the orig-
inal application. CAAMP autonomously protects applications against potential DDoS
5
threats and lowers the false positives associated with common detection mechanisms by
leveraging resources from a private cloud.
We then extend the idea of CAAMP using a Development and Operations (DevOps)
approach to offer a mitigation solution that includes taking actions at the applica-
tion layer as well as network layer to meet performance and cost requirement of the
application.
To answer the second question, we propose a design, algorithm, and an implementa-
tion for a heuristic-based AMS that leverages overlay networks and SDN to dynamically
control the bandwidth of application flows to meet the response time SLA of application
scenarios. We show that our adaptive mechanism meets the performance goals and
delays adding more resources for as long as possible to reduce the cost.
To answer the third question, we propose an on-line machine learning model that is
able to predict right adaptation actions and overcome the limitation of the previously
proposed heuristic-based approach.
To answer the froth and fifth questions, we propose a comprehensive AMS that takes
into account the application requirements and performs adaptations that maximize the
profit at run-time. We employ scalable machine learning models that are able to estimate
bandwidth rates as well as performance metrics for an application with large number
of scenarios (answering the forth research question). We develop an optimization model
that considers various inputs such as multi-classes of workload and their impact on the
revenue, cloud price model, and performance objectives to derive the best course of
adaptations that maximizes the profit (answering the fifth research question).
To answer the sixth question, we study the efficiency and scalability of an SDI that
host applications which perform run-time compute and network adaptations through
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a queuing network model. Our analytical model yields the response time of realizing
adaptations on the SDI and reveals the scalability limitations. Cloud service providers
can leverage the proposed model to perform capacity planning and bottleneck analysis
when they accommodate adaptive applications.
The proposed solutions in this thesis are all implemented in real clouds using state
of the art technologies. The produced artifacts are the result of close collaboration with
various industry partners such as Juniper Networks [17], IBM Center for Advanced
Studies [18], CENGN [19], and TELUS [20] through extensive design camps, annual
general meetings, workshops, and competitions.
The organization of this thesis is as follows: in Chapter 2, we provide background
information including concepts, terms, and methodologies that are used throughout the
thesis. Further, we overview related work and distinguish our work. We present self-
protecting applications in Chapter 3. Chapter 4 presents the search-based AMS that
adapts bandwidth rates of application scenarios to postpone adding resources to reduce
the cost while meeting performance objectives. We present a machine-learning model
to improve the quality of adaptation and speed up the run-time reaction in Chapter 5.
In Chapter 6, we propose a comprehensive AMS that optimizes the profit, given the
application requirements. Our proposed analytical performance model of SDI in presence
of application adaptions is presented in Chapter 7. Finally, Chapter 8 concludes the
thesis and states future work.
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Chapter 2
Background and Related Work
In this chapter, we overview background materials including concepts and theories in
Section 2.1. Following that in Section 2.2, we survey related literature and identify key
differences between our work and related work.
2.1 Background
In this section, we overview background information. We fist overview adaptive systems.
We then explain SDN and NFV. Later, main concepts in queuing networks and decision
tree learning models are discussed.
2.1.1 Adaptive Systems
The dynamic nature of modern software systems has imposed new challenges to soft-
ware engineers to enable such systems face various types of changes in terms of user
requirements and environmental changes.
Self-adaptive techniques have been proposed to make software adaptable to changes.
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Adaptation actions and policies are triggered proactively or reactively to allow a software
system to offer acceptable levels of QoS, while preserving semantic correctness with
respect to functional requirements. For example, customers may require continuous
assurance of agreed performance indices such as response time that can be employed
to trigger adaptations, guaranteeing that the requirements are met even in unforeseen
environmental fluctuations [21].
Autonomic (self-adaptive) systems attempt to solve the problem of managing com-
plexity through engineering certain properties, referred to as self-* properties (e.g. self-
adapting, self-optimizing, self-tuning, self-healing, self-configuring, self-organizing and
self-protecting) into the elements of a system. In a nutshell, an autonomic system
possesses following characteristics [22]:
• Self-configuring: refers to the ability of a system to configure and reconfigure itself
on the fly (e.g., installing, updating, integrating software entities).
• Self-healing: refers to the ability of a system to recover itself from disruptions and
failures.
• Self-optimization: refers to the ability of a system to optimize its resource utiliza-
tion without human intervention.
• Self protecting: refers to the ability of a system to protect itself from security
breaches and malicious attacks.
However, to achieve the above-mentioned characteristics of an autonomic system, the
system should be monitored and analyzed. If adaptation is required, it should be planned
and executed. These processes are carried out by autonomic managers, which can be
external to the system to be managed.
9
Figure 2.1: Four key components in typical feedback loops [23]
Feedback loops are essential parts of self-adaptation in adaptive systems. Self-
adaptation is mainly performed through moving design decisions to run-time to manage
dynamic behavior of the environment [7]. A feedback loop typically involves four key
components including collecting, analyzing, planning, and executing as depicted in Fig.
2.1. Sensors collect data from the running system and its state. The collected data
is then cleaned, filtered and stored to derive an accurate model of past and current
state of the system. The resulted data is then analyzed to infer trends and diagnose
problems. Subsequently, planner attempts to predict the future to decide on how to act
on the system and its context through actuators or effectors. While the generic feed-
back loop (often referred to as autonomic control loop) presented in Fig. 2.1 provides
a generic model of a feedback loop system, it does not provide the flow of data and
control around the loop. In addition, multiple separate control loops can be applied in
real world systems.
When engineering a self-adaptive system, there are a number of concerns that need
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to be taken into account. First, in data collection phase, it is required to determine the
required sample rate. Question arise about the validity of the sensor data. In addition,
there has to be sufficient data about the system to provide more accurate system
description. Second, many approaches exist on analyzing the collected data including
models, theories and rules. Analyzing the collected data should infer the current state
of the system. Also, it should be determined how much past state may be needed in the
future. Other research questions include: What data needs to be archived for validation
and verification? How faithful the model will be to the real world and whether the
collected data can attain an adequate model? How stable will the model be over time?
After analyzing the state, decisions have to be made to achieve the desired state.
Approaches such as risk analysis aid in choosing among various alternatives. Finally, to
execute the decision, the system must act via available actuators or effectors. Questions
arise regarding execution of the decisions including when should and can the adaptation
be safely performed? How do adjustments of different feedback loops interfere with each
other? Do centralized or decentralized feedback aid in attaining the global goal?
The above considerations regarding the feedback loops should be explicitly taken
into account during the development of a self-adaptive system.
IBM introduced feedback loops explicitly in its autonomic computing initiative with
its emphasis on engineering self-managing systems. More specifically, Kephart et al.
[24] introduced autonomic element which was later used by IBM as an architectural
blueprint for autonomic computing. The autonomic element is used as a reference model
for autonomic control loops to manage autonomic systems. The autonomic element
comprises two main parts including autonomic manager and managed element as shown
in Fig. 2.2.
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Figure 2.2: Autonomic Element
Autonomic manager implements the feedback loop and controls the managed element.
The manager consists of two management interfaces: sensor and effector, and monitor-
analyze-plan-execute (MAPE-K) engine composing of a monitor, an analyzer, a planner,
and an executor that share a common knowledge base.
The monitor senses the managed process and its environment, filters the gathered
data, and stores them in the knowledge base for future reference. The analyzer compares
the gathered data with existing patterns in knowledge base to detect symptoms, and
stores the symptoms in the knowledge base for future reference. The planner infers
these symptoms and creates a plan to execute a change in the managed process through
effectors. Hence, planning involves producing adaptation plans based on the monitored
data from the sensors. The autonomic manager collects measurements form the managed
element as well as the information about the past and the current states from the
knowledge base to adjust the managed element if required.
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2.1.2 Software Defined Networking (SDN) and Network Func-
tion Virtualization (NFV)
With the advent of technologies such as computing and storage virtualization as well
as advanced cloud orchestration tools, SDN was a missing piece for building so-called
”software defined infrastructure” (SDI) [25]. These convergence enabled the emergence
of fully programmable IT infrastructures. Four fundamental principles define SDN each
of which is mandatory for a technology to be SDN:
• The control and data planes are separated. Control functionality is removed from
network devices and they become simple (packet) forwarding elements.
• Forwarding decisions are made per flow basis. A flow is broadly defined by a set
of packet field values that are used to identify flows in flow tables and a set of
rules (instructions). In SDN, all packets belonging to the same flow will be treated
equally [26].
• In the context of SDN, controller is called network operating system (NOS) as it
acts as the brain to the network and it is run on commodity server technology.
It provides the essential resources and abstractions to facilitate the programming
of forwarding devices based on a logically centralized, abstract network view. Its
purpose is therefore similar to that of a traditional operating system.
• The network is programmable through applications that are run on top of the
NOS and interacts with the underlying data plane devices.
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Figure 2.3: Overview of SDN Architecture
SDN Components
Figure 2.3 shows architecture of SDN where the controller and the forwarding devices
interact via a well-defined API and the controller exercises direct control over the state
in the data plane elements via such an API. Major component of SDN are:
• Forwarding devices: includes switches and routers that contains the flow tables
installed by the controller and forward the packets based on the flow tables. In
SDN terminology, such forwarding devices are commonly referred to as switches.
Hereafter we refer to forwarding devices as switches. In SDN, switches come in two
types: pure and hybrid. Pure SDN switches have no legacy features or on-board
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control, and completely rely on a controller for forwarding decisions. On the other
hand, hybrid switches are SDN-enabled in addition to traditional operation and
protocols.
• Data plane: refers to the network of switches that are connected using wired or
wireless technologies.
• Controller: is the control plane of SDN whose applications define the rules that
are installed on the switches.
• Southbound API: The instruction set of the switches is defined by the south-
bound API as one part of southbound interface. Another part of southbound
interface is the communication protocol through which messages are exchanged
between controller and switches. The mostly accepted standard for southbound
API is OpenFlow [27] that was originally implemented at Stanford University.
Currently OpenFlow is considered the main SDN southbound API standard.
• Northbound API: provides the interface for the controller and the application
running over the controller. Unlike controller-switch communication, there is no
currently accepted standard for northbound interactions and they are more likely
to be implemented on an ad hoc basis for particular applications [28]
• Westbound/Eastbound interfaces: for scalability and availability purposes,
there may be multiple controllers in a distributed fashion that communicate and
share network policy information through northbound interface. Unlike south-
bound interface, there is no currently accepted standard for westbound/eastbound
interactions, however, SDNi [29] specifies common requirements to coordinate flow
setup and exchange connectivity information across multiple domains.
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• Management Plane: is the set of applications that implement network control
and operation logic. This includes new or legacy network functions such as routing,
firewalls, load balancers, monitoring, etc. Essentially, such applications will be
translated to instructions sent to the switches via southbound interface [30].
Network functions can be virtualized on virtual machines or containers that can be
placed dynamically anywhere in the network to meet high-level application objectives.
This approach is referred to as network function virtualization (NFV). Network functions
includes switching, routing, load balancing, firewall and the like. NFV removes the need
for specialized middle-boxes as they can be virtualized on commodity hardware.
2.1.3 Queuing Networks
Queuing network modelling is a particular approach to computer system modelling in
which the computer system is represented as a network of queues that is evaluated
analytically. A network of queues is a collection of service centers, which represent
system resources, and customers, which represent users or transactions. There are three
types of queuing networks: open, closed an mixed networks. In open queuing networks
there are external arrivals and departures while in closed networks there is a constant
number of customers (i.e., finite population). If the system is open for some customers
and closed for others, it is a mixed network.
Each queuing network is defined by a set of service centers, customers, and topology.
Each service center is defined by the number of servers, their service rate, and the
queuing discipline. Custmores are described by the arrival process to each service center
for open queuing networks, their number for closed queuing networks and the service
demand to each service center. Service demand is expressed in units of service /units
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of time. Service time is equal to service demand/service rate which is a non-negative
random variable with mean denoted by 1/µ.
The network topology models the customer behavior among the interconnected
service centers. Routing probability defines how customers move from one station to
another or leave the network. There may be different types of customers each of which
are defined by their required demand and routing probabilities.
Analysis of Queuing Systems
Queuing networks consist of queuing systems where there is a single service center in
each queuing system. Kendall’s notation (A/B/X/Y/Z) is used to describe a queuing
system where
• A is the arrival rate distribution (λ);
• B is the service rate distribution (µ);
• X is the number of servers (n);
• Y is the system capacity (in the queue and in service);
• Z is the queuing discipline.
When the queuing system is defined as A/B/X, we assume Y =∞ and Z = First Come
First Serve (FCFS). There are two types of analysis that can be performed on queuing
systems [31]. Transient analysis is where the performance indicies are calculated for a
time interval, given initial conditions. Stationary analysis is performed for steady state
conditions for stable systems. Performance indices include:
• n: number of customers in the system
17
• w: number of customers in the queue
• r: response time
• t: waiting time
• U: utilization
• X: throughput
The result of performance analysis can be random variables presenting performance
indices in a form of probability distribution or it can be in average format such as mean
response time.
M/M/1 Qeueing System: is a basic qeuing system where the arrival rate (λ)
follows Poisson process, the service time is exponentially distributed (1/µ) and there is
a single server. The condition for stability is held when λ < µ, then other performance
indices using Little’s law can be calculated as:
ρ = λ/µ (2.1)
R = 1/(µ− λ) (Little’s law)
X = λ (2.2)
U = ρ (2.3)
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W = ρ2/(1− ρ) (2.4)
T = (1/µ)(ρ/1− ρ) (Little’s law)
Where ρ is traffic intensity, N is the mean number of customers, R is the mean
response time, W is the mean queue length, and T is the mean waiting time.
We use a network of M/M/1 queues to model an SDI in presence of application
adaptation requests in Chapter 7.
2.1.4 Decision Tree Learning Models
Decision Trees (DTs) are a non-parametric supervised learning method used for clas-
sification and regression. The goal is to create a model that predicts the value of a
target variable by learning simple decision rules inferred from the data features. A tree
can be learned by splitting the source set into subsets based on an attribute value test.
This process is repeated on each derived subset in a recursive manner called recursive
partitioning. The recursion is completed when the subset at a node has all the same
value of the target variable, or when splitting no longer adds value to the predictions.
This process of top-down induction of decision trees is an example of a greedy algorithm,
and it is by far the most common strategy for learning decision trees from data.
There are two types of decision trees: classification trees and regression trees. Classi-
fication trees are used when the predicted value is a class while regression result is a real
number. Trees used for regression and trees used for classification have some similarities
- but also some differences, such as the procedure used to determine where to split.
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There are many specific decision tree algorithms. Notable ones include:
• ID3 (Iterative Dichotomiser 3)
• C4.5 (successor of ID3)
• CART (Classification And Regression Tree)
• CHAID (CHi-squared Automatic Interaction Detector). Performs
• multi-level splits when computing classification trees.[11]
• MARS: extends decision trees to handle numerical data better.
In this thesis, we use CART regression algorithm in Chapters 5 and 6 to estimate a
number of performance indices. Following we explain the mathematical formulation
behind it.
2.1.4.1 CART Algorithm
Given training vectors xi ∈ Rn , i = 1, . . . , l and a label vector y ∈ Rl , a decision
tree recursively partitions the space such that the samples with the same labels are
grouped together. Let the data at node m be represented by Q. For each candidate split
θ = (j, tm) consisting of a feature j and thershhold tm, partition data into Qleft(θ) and
Qright(θ) subsets.
Qleft(θ) = (x, y)|xj <= tm (2.5)
Qright(θ) = Q \Qleft(θ) (2.6)
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The impurity (G) is calculated as
G(Q, θ) = nleft/NmH(Qleft(θ)) + nright/NmH(Qright(θ)) (2.7)
Select the parameters than minimizes the impurity
θ∗ = arg minθ G(Q, θ) (2.8)
Impurity function, H(), can be calculated as Mean Squared Error (MSE), which
minimizes the L2 error using mean values at terminal nodes, and Mean Absolute Error
(MAE), which minimizes the L1 error using median values at terminal nodes as below:
ym = 1/Nm
∑
i∈Nm
yi (2.9)
using MSE
H(xm) = 1/Nm
∑
i∈Nm
(yi − (y¯m))2 (2.10)
or MAE
H(xm) = 1/Nm
∑
i∈Nm
|yi − (ym)| (2.11)
where N is the number of observations at node m and xm is the training set at node
m.
Recurse for subsets Qleft(θ
∗) and Qright(θ∗) until the maximum allowable depth is
reached, or Nm < minsamples or Nm = 1 .
Mechanisms are used to prevent creating over-complex trees that do not generalize
the data well which is called over-fitting. Hyper parameters such as pruning, setting the
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minimum number of samples required at a leaf node or setting the maximum depth of
the tree are necessary to avoid this problem [32].
2.2 Related Work
In this section, we overview related work that includes application-awareness in SDN
and SDN performance, DDoS mitigation, and auto-scaling and load management in
cloud. In each part, we elaborate how our work is different from or built upon related
work.
2.2.1 SDN: Application Awareness and Performance
With the emergence of SDN, cloud providers can expose APIs to cloud users so that
users can manage their networking resources the same way they manage their computing
and storage resources [33, 34]. However, most public cloud users do not have access
to the cloud SDN APIs, if there is any [35]. Wickboldt et al. [34] propose a design of
a cloud platform that puts network on the same level with computation (CPU) and
storage (disk) resources; this way the client applications can dynamically provision and
de-provision network as needed.
The Smart Applications on Virtual Infrastructure (SAVI) project [36] was established
to investigate future application platforms designed for practicing software defined
projects using OpenStack [37]. We use SAVI testbed to validate our solutions.
Run-time adaptations to accelerate the performance of big data applications have
been explored to reduce the job completion time [38, 39]. The solutions presented in
[38, 39] particularly study the run-time network configuration for big data applications
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to jointly optimize application performance and network utilization. They focus on
Hadoop as an example to explore the design of an integrated SDN control plane and
describe Hadoop job scheduling strategies to reduce time-to-insight.
Load balancing is a commonly used technique to distribute a workload between
nodes through which system availability is ensured. Handigol et al. [40] propose load
balancer Plug n Serve for unstructured networks that tries to reduce the response time by
taking into account the computing capacity of the servers as well as the congestion of the
network. Given the load of the servers and network congestion, the controller application
decides where to direct the traffic. This way servers are dynamically provisioned to the
network. Wang et al. [41] design a load balancer similar to Plug n Serve but in a proactive
approach based on wild cards. Wild cards can be used to aggregate the client requests
based on the ranges of IP prefixes. In [41], they balance the load from monitoring the
network traffic in a proactive manner without the intervention of controller as opposed
to Plug n Serve which takes into account the load of the servers.
Most of the related work use cloud provider network to make dynamic networking
configurations. However, our cloud agnostic solution takes advantage of overlay net-
works on top of cloud provider network that brings about higher flexibility and control
to applications to manage their networking. Our proposed management mechanism is
a versatile solution where an autonomic manager continuously monitors the response
times of distributed cloud applications and make corrective actions as needed by commu-
nicating to SDN controller. Using model-based adaptive bandwidth management, our
proposed mechanisms manage to maintain SLA while postponing adding extra resources
which is the common approach for applications on the cloud.
To verify the performance of SDN, extensive simulations and experiments have
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been performed. Such studies span from using Mininet emulator [42] to experimental
testbeds. Turull et al. [43] evaluate the performance of an OpenFlow network through
Mininet simulations. They compare three network virtualization technologies including
Flowvisor-Open Virtual Switch (OVS), Slicable Switch by Terma and LibNetVirt. They
investigate how delay of switch-controller interactions affect the ICMP, TCP and UDP
traffic. Studies such as [43] mostly depend on the application they consider, many
of which use simple learning switch to measure the throughput of SDN. Although
simulations and experiments are popular performance evaluation techniques, they are
costly and take time to obtain results. Analytical modeling, on the other hand, can
quickly provide performance indicators and potentially bottlenecks of SDN in a cheaper
and faster way. There are only a few works on the analytical modeling of SDN and it
requires higher attention from research community as also pointed out in [30]. Following
we discuss the related work on analytical modeling of SDN.
Jarschel et al.[44] derive a basic model of SDN using a feedback queuing system. The
switch and controller are modeled byM/M/1 andM/M/1/S queue systems, respectively.
They measured system parameters including the service time of the controller through
experimental setup and introduce such parameters to their analytical model.They focus
on the response time of SDN in processing flow arrivals. However, they do not fully
reflect the feedback from the controller to switch in their modeling. Yao et al. [45]
model a controller using Mk/M/1 where flow setup requests from the switches arrive
to the controller queue. They analyze the controller performance in terms of average
flow service time. They further extend their model to multiple controllers. Their model,
however, is not complete because they did not consider the whole switch-controller
interactions.
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A network calculus-based approach is used to quantify the packet processing capa-
bility of the switch in [46]. However the feedback between the controller and switches is
not considered. Mahmood et al. [47] model SDN using a Jackson queuing system where
they tailor the parameters to fit a SDN system into a Jackson model. They extend the
model to include more than one switch per controller.
The aforementioned related work does not consider performance of SDN in the
context of application-awareness in SDIs, in addition to the mentioned limitations. Hence,
our work differs from related work in presenting an analytical model that takes into
account not only the controller-switch interactions but also the ability of the application
to configure network flows at run-time. We consider scenarios of application adaptations
that require run-time computing and networking changes. Furthermore, most of the
related work on SDI and SDN in particular, use simulators or emulators such as Mininet
[42] for validation, however, we validate our analytical model through experiments on
real clouds. Our cloud agnostic solution takes advantage of overlay networks on top of
cloud provider network that brings about higher flexibility and control to applications
to manage their networking.
2.2.2 DDoS Mitigation
Arbor Networks [48] surveyed how DDoS attacks evolved over the past decade, and the
current threats that data centers have to handle. The survey found that the largest
attack in 2014 has peaked at 400 Gbps, and more than 75% of data centers were targeted.
It also reveals that the number of attacks and their intensity continue to increase. Barna
et al. [49][50] investigate mitigation techniques at the application level. They use a
performance model to analyze the impact of the traffic on some key performance metrics.
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The traffic that is identified as undesirable is redirected (using the HTTP redirect
header) to a secondary system where the users are challenged with a CAPTCHA. The
requests that are part of a DoS attack will be discarded (since the CAPTCHA is not
solved) and the misidentified requests are going to be slowed down (but not dropped).
These results are further extended in [51], where the authors also use cost of resources
when the decisions are made. Kalliola et al. [52] use machine-learning-based DDoS
defense mechanism and use SDN techniques to maintain service quality by detecting
and blocking the attacks upon detection. They evaluate their defense strategy using
testbed experiments. Wang et al. [53] propose a DDoS attack detection and reaction
solution. In their work, the DDoS mitigation strategy depends on public cloud provider
to take actions against threats. In addition, Wang et al. [53] do not define where the
suspicious traffic is hosted after being detected. Fung et al. [54] propose a dynamic
traffic engineering solution to perform DDoS mitigation by assigning suspicious traffic
to lower priority tunnels. They evaluated their solution using simulation.
Our work is different from above work on several dimensions: in our solution, we do
not block suspicious traffic once it is detected; instead, we dynamically scale out and
create a shark tank which offers the same service as the target application on private
cloud; CAAMP is an autonomic and versatile solution that isolates the suspicious traffic
to protect the application and creates the environment for further analysis of traffic.
Moreover, by leveraging resources from private cloud, our solution attains a cost-effective
mitigation strategy. We evaluate our solution on a real environment using Amazon as
public cloud and SAVI as private cloud.
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2.2.3 Auto-scaling
There is a whole body of research that uses auto-scaling to deal with workload fluctua-
tions to continuously meet service level objectives.
Han et al. [55] apply multiple combinations of utilizations and SLA violations to
reach a decision about scaling. Amazon auto-scaling [9] allows users to build scaling
plans for various resources to maintain certain levels of utilization at any given time.
Evangelidis et al. [11] use discrete-time Markov chain (DTMC) as probabilistic
modeling to model the dynamics of the auto-scaling policies. They try to improve the
limitations of reactive, rule-based auto-scaling policies by computing the probabilities
of CPU utilization and response time violation for each auto scaling policy passed as
an input to the model. Wu et al. [56] propose a customer driven SLA-based resource
provisioning algorithms to minimize cost by minimizing resource and penalty cost and
improve customer satisfaction level by minimizing SLA violations.
Fan et al. [57] propose an adaptive resource scheduling strategy that can be used for
calculation of run-time of each job to reduce the number of invoked virtual machines.
They use a reflection mechanism to construct the resource scheduling model of cloud.
Computation Tree Logic (TLC ) is used to describe the properties of resource scheduling
model. An adaptive resource scheduling dynamically re-optimizes and re-distributes
resources at run-time.
Iqbal et al. [58] use a workload prediction that is used for future resource demand
prediction and proactive auto-scaling to dynamically control the provisioning of resources.
Huang et al. [59] present a resource prediction model for CPU and memory utilization
based on double exponential smoothing, and compare it with simple mean and weighted
moving average. Jiang et al. [12] use history data to predict request arrival rates using
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linear regression and time series analysis. They use queuing theory to model the system
and a multi-objective optimization to find the optimal number of virtual machines.
Shariffdeen et al. [60] propose a proactive and cost-aware auto-scaling solution by
combining a predictive model, cost model, and a smart killing feature. They also use
time series and machine learning models to predict future workload.
Nikravesh et al. [61] use support vector machine and neural networks for the workload
prediction using time series analysis for cloud resource provisioning. Benifa et al.[10] use
a reinforcement learning approach (RLPAS) for resource allocation in cloud environment.
RLPAS follows a parallel learning procedure for constructing optimal policies. They
combine the strengths of parallel learning and function approximation to reduce the
state space and to attain a faster convergence rate. Such predictive approaches should
predict future workloads over a reasonable time to be effective. They should be also
equipped with online training capabilities to learn new workload patterns [62]. Time-
series method can also be combined with reactive methods such as [63, 64] to accomplish
auto-scaling decisions.
Barna et al. [65], proposed Hogna, an autonomic manger that performs auto-scaling
adaptations to maintain service level objectives. Hogna uses Opera [66] that is a qeueing
network model of multi tier web applications to predict the number of needed VMs to add
or remove. We use Hogna to build the application cluster and auto-scaling adaptations.
Gandhi et al. [13] propose Dependable Compute Cloud (DC2), that automatically scales
the infrastructure to meet the performance requirements of applications. DC2 makes
use of Kalman filters to automatically learn the system parameters for each application
to proactively meet application objectives.
Baresi et al. [67] present an autoscaling technique that allows containerized appli-
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cations to scale their resources both at the VM level and at the container level. They
use a Grey-box discrete-time feedback control as the planner. Iqbal et al. [68] utilize
polynomial regression to model the number of servers in a tier as a function of the
number of static and dynamic requests received by the RUBiS web application.
Related work does not consider the workload types and its impact on the profit.
In other words, the trade-off between the revenue added and the cost associated with
auto-scaling with respect to the workload have not been accounted for. Also auto-scaling
is the only option considered to meet application requirements. We proposed to use
dynamic bandwidth allocation as a new adaptation possibility.
2.3 Summary
In this chapter, we overviewed main concepts, theories and methods that are used
throughout the thesis. We surveyed related work and differentiated our work from
related work.
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Chapter 3
Self-protecting Applications on
Software Defined Infrastructure
Denial of service attacks impose a serious threat on applications in cloud [69]. Although
there are benefits to dynamic resource provisioning with pay-as-you-go billing in cloud,
one disadvantage is the possibility of attacks designed to increase the costs without
corresponding increase in the benefit of the application. Distributed denial of service
attacks (DDoS) is also one of the top nine threats to cloud computing environment
according to Cloud Security Alliance [4]; out of all attacks in cloud environment, 14%
are DoS attacks. As cloud is becoming more widespread, the rate of DDoS attacks is
growing in parallel [5, 6]. DDoS attacks increase the workload on applications which
would lead to adding more computational power to withstand the additional load. That
is why DDoS attacks on scalable cloud resources are called Economic Denial of Sus-
tainability (EDoS) attacks [70] as they cause economic damages because of unnecessary
scaling. In addition, application owners are charged significantly for bandwidth usage
caused by DDoS flooding, raising the bill for cloud usage drastically. Example of such at-
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tacks include Low-and-slow denial of service (LSDoS) attacks which are low-bandwidth
application-layer DoS attack. The attacker is able to slowly degrade the performance of
the application by exploiting weaknesses they have identified [71].
Many companies use hybrid cloud deployment to allow them to scale computing
requirements beyond their infrastructure capacity and still use their private cloud to
reduce the cost. In addition, the private cloud can be used to host sensitive data. A hybrid
cloud environment also gives rise to new opportunities to defend against DDoS attacks.
In this chapter, we propose mitigation strategies that take advantage of a multi-cloud
setting as in hybrid cloud to defend against DDoS attacks. We first present Completely
Automated DDoS Attack Mitigation Platform (CAAMP) 1, a fully software defined
solution that is cloud agnostic due to its virtualized and modular design in Section
3.1. The mitigation in CAAMP is planned at the application level and implemented
at the infrastructure level. Resources from private cloud are used to handle suspicious
traffic so that more time can be bought to distinguish attacks from non-malicious
transient behavior. To achieve its objectives, CAAMP makes use of SDN and network
virtualization techniques as well as an autonomic manager which monitors the target
application and initiates the mitigation process.
Second in Section 3.2, following CAAMP architecture, we propose a development
and operation (DevOps) framework for security adaptation that is planned at the ap-
plication level and implemented at application and infrastructure levels. The proposed
solution enables the development and operations teams to collaborate and address se-
curity vulnerabilities. The proposed framework spans across the different phases of
software (development, operations, maintenance) and considers all other factors (per-
1The name is inspired by Completely Automated Public Turing test to tell Computers and Humans
Apart (CAPTCHA), whereas CAAMP helps to distinguish between malicious and non-malicious users
by taking suspicious traffic to an isolated environment for further analysis.
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formance, cost, functionality), when deciding for security adaptations. We demonstrate
the approach to show how teams work together to tackle security concerns.
The contributions of this chapter are summarized as below:
• We introduce and implement CAAMP which is an effective mitigation platform
that protects applications against severe damages of DDoS attacks by taking
advantages of virtualization and SDN technologies. CAAMP allows to have a
more accurate detection consensus by providing more time for traffic analysis
while maintaining service availability in case suspicious traffic is not malicious.
CAAMP is cloud agnostic and can be applied to any cloud environment. Using
the resources from an existing private cloud, CAAMP bears a cheap solution in
identifying and isolating real attacks.
• We evaluate CAAMP on real hybrid cloud environment where AWS is used as the
public cloud and SAVI cloud [36] is leveraged as the private cloud. Results reveal
that CAAMP is an effective and versatile solution that can protect applications
on the cloud against attacks.
• We extend CAAMP with a game-theoric planner to offer a mitigation solution
that includes taking actions at the application layer as well as network layer to
meet performance, cost and functionality requirements of the application. We
demonstrate the solution through experiments on real cloud.
3.1 CAAMP
Figure 3.1 shows the architecture of CAAMP. When suspicious traffic is detected,
CAAMP provisions a copy of the original application on a private cloud, referred to
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as shark tank, and dynamically redirects the suspicious traffic there. CAAMP protects
stateless applications such as web applications where the transition to/from the shark
tank does not interfere with user data. The shark tank provides the same functionalities
as the original application, though with minimum amount of resources. The advantage
of CAAMP to mitigate DDoS attacks is multi-folded; (1) DDoS attacks are hard to
detect. Due to large false positives, non-malicious users may be filtered out as well [72].
Therefore, by using a shark tank, more time can be spent for further analysis over the
suspicious traffic to make sure that the traffic is actually malicious and it is not some
transient eccentric behavior. (2) By isolating the suspicious traffic on the shark tank, the
original application is protected and serves only the traffic deemed legitimate. The users
will experience normal behavior of the application and will not feel the negative effects
of the attack. (3) The attacker that is sent to the shark tank has no indication that they
have been discovered; they will experience high response time and the attack will look
successful. As a consequence, they will not feel the need to adapt their strategy. (4) In
case of adaptive applications, DDoS attacks may lead to excessive resources consumption
(e.g., adding new virtual machines, increasing bandwidth, etc.) which will lead to higher
costs. Therefore, by taking advantage of resources on a private cloud to host the shark
tank, only the minimum amount of resources is allocated to handle suspicious traffic
and reduce the associated costs.
Main elements of CAAMP consist of target application, DDoS sensors, shark tank,
an autonomic manager, shark tank orchestrator, and an SDN controller which will be
described below.
Target Application: CAAMP protects the target application using a hybrid cloud
environment where the target 2 application is hosted on a public cloud. Tailoring
2We use target and original application interchangeably hereafter.
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Figure 3.1: CAAMP Architecture: The traffic first arrives at the gateway in private cloud. If
it looks normal, it will be redirected to the public cloud through the application proxy. Otherwise,
it will be redirected to the shark tank that is dynamically created on private cloud.
CAAMP to work on a pure public or private cloud would be a trivial task.
DDoS Sensors: The objective of this component is to detect the existence of DDoS
threats. DDoS sensors are used on all traffic: original application traffic and shark tank
traffic; in former they initially detect the suspicious traffic which leads to redirection to
the shark tank, and in latter they determine if the suspicious traffic redirected to shark
tank is actually malicious or not. If traffic is not malicious, it will be redirected back
to the original application. In case of malicious traffic, two strategies can be taken: (1)
the malicious traffic is kept in the shark tank so that the attacker feels that the attack
has been successfully completed and as a result does not change its strategy, (2) simply
block the attack.
Shark Tank: The purpose of a shark tank is to act as a restricted area for the
attackers so that they can be placed under close surveillance. The shark tank absorbs
the damage from the DDoS attacks (i.e., all suspicious traffic will be redirected to one
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instance of application in the shark tank) and allows the system to learn from these
attacks for future reference. Moreover, the shark tank will be constantly monitored to
investigate if the attacks are still taking place. The shark tank aids to reduce false
positives, that is, if by mistake a user is redirected to the shark tank, they still get the
requested services. Another reason for using a functional copy of the actual application
on the shark tank is to prevent the shortcomings of the honeypot (the typical approach),
that is, the malicious user might learn that they have been detected after they discover the
honeypot has limited interactivity (simulation of the protected application). Although
the same service is being offered, the amount of resources that will be used in the shark
tank will be less than the original application.
Autonomic Manager: The autonomic manager uses a Monitor-Analyze-Plan-
Execute (MAPE) loop [73] to monitor the protected application, plan and execute cor-
rective actions so that desired operation conditions are met. For this purpose, CAAMP
uses Hogna platform [65] to attain application inputs when creating the shark tank. In
addition, Hogna monitors the application and adds or removes virtual machines (VMs)
to meet the application criteria. For more detail on Hogna, reader is referred to [65].
SDN controller: It controls the routing of the traffic. Depending on the condition
of the traffic, it programs the flow rules on the switches either to the target application
or to the shark tank dynamically. The details and architecture of the SDN controller
application is discussed in section 3.1.1.1.
Shark Tank Orchestrator (STO): It deploys the shark tank on private cloud for
each application using overlay networks; this is one of the key points in making our
solution cloud-agnostic. Particularly, STO employs Virtual Extensible LAN (VXLAN)
technology which is a tunneling technology that can create arbitrary Layer 2 (L2) or
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Layer 3 (L3) networks by encapsulating L2 frames in L3 UDP packets. We employ Open
Virtual Switch (OVS) [74] and OpenFlow initiatives to set up the overlay networks and
program the flows respectively. Details of STO operation is discussed in Section 3.1.1.
CAAMP Workflow
Initially, CAAMP brings up a virtual switch that acts as an on-premise gateway on
application owners’ private cloud. The clients’ traffic first reaches the gateway and then
will be redirected to the public cloud through the application proxy (See Figure 3.1).
DDoS sensors are installed on proxy to sniff the incoming traffic and detect suspicious
activity. If suspicious traffic is detected, the DDoS sensors report the incidents to
autonomic manager. The autonomic manager fires up the mitigation process resulting
in the creation of shark tank. It starts by instructing the STO to bring up the shark tank,
collects the IDs and IPs of the new VMs and configures them for their respective roles
(i.e., database, web workers). Then, the autonomic manager will send the commands to
the SDN controller so that the required rules are installed on the switches to dynamically
redirect the incoming suspicious traffic to the shark tank. The autonomic manager also
installs DDoS sensors on the shark tank so that they continuously monitor the suspicious
traffic. When DDoS sensors determine that the suspicious traffic is not malicious and it
has been some transient behavior, the traffic is sent back to the original application. In
case of attacks, if the mitigation policy is to keep the attack in the shark tank, no further
commands will be sent to the SDN controller. Otherwise, the autonomic manager sends
commands to the SDN controller to block the attacks.
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3.1.1 Implementation
STO creates the shark tank environment dynamically based on a topology descriptor
file that is provided by the autonomic manager. The topology descriptor file determines
the shark tank specifications including the number of VMs, corresponding images, and
the topology.
STO uses virtual switches to build any type of topology over L2 or L3 networks.
The image used to instantiate the VMs can be pre-configured with the required services.
For example, a VM that is going to host the web application may use a pre-configured
image in which a web server service such as Apache Tomcat has been already installed.
When topology information is provided, STO starts to provision the shark tank. We
developed STO such that it sends topology information to the SDN controller while the
shark tank is being provisioned. Hence, the SDN controller is quickly updated with the
latest network topology. Thus, three main steps are involved in provisioning the shark
tank:
1. VM instantiation: when topology descriptor file is provided to STO, STO starts
instantiating the required VMs based on the specified images. The specified images
contain the required applications and services.
2. Overlay Network Establishment: after the VMs are up and running, the VXLAN
links are used to build the overlay networks and construct the topology. OVS
software is pre-configured on the images and a script issues commands to each VM
to establish VXLAN tunnels. This process is performed at two levels: host level
and switch level. At the host level, the script issues commands on each host to
connect them to their corresponding virtual switches. At the switch level, VXLAN
tunnels are constructed to connect the switches to create the desired topology. Fig.
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3.2 illustrates the overlay network establishment in private cloud corresponding
to Fig. 3.1. STO creates different overlay networks to ensure traffic separation
between the networks. The reason for creating overlay networks only on private
cloud is because after detection, only the safe traffic will reach the public cloud
(i.e., mitigation happens before traffic reaches public cloud.)
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Virtual 
Switch
Overlay Network 3 Overlay Network 2
Overlay Network 1
Figure 3.2: Overlay network establishment in STO
3. Topology Update: whenever there is a change in topology (adding/removing VMs,
switches, links etc.), the changes are dynamically sent to the SDN controller. The
details of this process is explained in Section 3.1.1.1.
3.1.1.1 SDN Controller Design
The SDN controller acts as the brain of the network and it should always hold a global
view of the network so that it is able to configure the switches properly [75]. Our
SDN controller runs Ryu SDN framework [76] and programs the network flows using
OpenFlow. Our SDN controller does not need a topology discovery module as opposed
to other SDN controllers such as Floodlight [77] that involves overhead of topology
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discovery. Instead, when STO creates the topology, it sends the topology information to
the SDN controller so that the SDN controller knows the topology a priori. Following,
we explain how the topology information and mitigation actions are sent to the SDN
controller in more details.
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Figure 3.3: SDN Controller Application Architecture
L2 and L3 Network Topology View: Shark tank orchestration tool, STO, builds
the entire shark tank automatically through VM instantiation and overlay network es-
tablishment. We implemented STO such that once the VMs are instantiated and links
are established, L2 (connection between hosts and their switch) and L3 topology (con-
nections between switches in private cloud) information are sent to the SDN controller as
JSON objects, stored in the topology file of the SDN Controller. RabbitMQ technology
[78] is used for sending this information to SDN controller. When the SDN controller
application is run for the first time, it reads in the topology, and builds topology data
structures accordingly. Now when a switch forwards a packet to the SDN controller for
flow rule installation, the SDN controller programs the switch immediately as it already
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holds a complete view of the network topology.
Topology Update: When the topology is modified (i.e., a VM joins or leaves the
shark tank or a VXLAN link is added/removed) at run-time, the topology information
is updated and the controller is notified by STO about the change in the topology
(topology update in Fig. 3.3). We have developed a background RabbitMQ service on
SDN controller that always listens to topology update notifications so that the SDN
controller continuously keeps the latest view of the network topology.
Proactive Flow Installation for DDoS Attack Mitigation: We have developed
a DDoS attack mitigation component run via an independent thread that is always
listening for DDoS mitigation commands. When SDN controller receives the DDoS
mitigation commands, it constructs a match field based on the received DDoS mitigation
command. The match field includes the source and destination IP addresses of suspicious
traffic. The SDN controller then builds an action which includes the mitigation policy
(redirecting/blocking the traffic). Our mitigation policy also includes a rule to disguise
the IP addresses of the shark tank web server and replace it with that of the original
server. This way the suspicious user cannot know that it is actually interacting with
the shark tank server (i.e., we do NATing in SDN way). After constructing the match
field and action, SDN controller pushes packet-out commands to switches so that they
forward the suspicious flows according to the action. In addition, the SDN controller
modifies the rules on the switches’ flow tables through flow-modification (proactive
flow installation) which include the required actions that the switches have to take when
encountering any match in the future.
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3.1.2 Experiment
We have performed a set of experiments to evaluate CAAMP on a hybrid cloud. More
specifically, the target application that we would like to protect against DDoS threats
is hosted on Amazon Web services (AWS) public cloud. The architecture of the target
application is depicted in Figure 3.1. The application has as a three-tier cluster using
Apache 2.0 as load balancer, an eStore web application in Tomcat 7, and a MySQL
database. We use SAVI as the private cloud to host the shark tank. The specification
of VMs used in our experiments are jointly presented in Tables 3.1 and 3.2.
We developed a workload generator in Python such that users periodically send
HTTP requests to the application to select some items from the database and then
wait for a random period of time between 500-950 ms and then send the next request.
This way the normal users send approximately 1-2 requests/second. Furthermore, we
used Hogna [65] to automatically deploy and monitor the application and act as the
autonomic manager in CAAMP architecture. Hogna is a modular framework that follows
the MAPE-K loop methodology [73] to monitor applications, analyze data, plan and
execute corrective actions to meet application performance criteria. CAAMP takes
advantage of Hogna to provide compute elasticity to the application. The elasticity
is triggered when CPU utilization goes above 80% or below 40% where in former, an
instance will be added as web worker while in latter, one instance will be removed from
the original application cluster.
We set up DDoS sensors on both original application cluster and the shark tank
to monitor the traffic. The DDoS sensors detect http flood attack which is a denial of
service attack where malicious clients try to inundate the resources of applications by
sending a large number of requests. DDoS sensors use Snort [79] to detect DDoS threats.
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Flavor VCPU Memory (GB) Disk (GB)
Amazon m3.medium 1 3.75 4
Amazon c3.large 2 3.75 32
Amazon c3.xlarge 4 7.5 80
SAVI Small 1 2 20
SAVI Medium 2 4 40
Table 3.1: Specification of VMs in experiments on Amazon and SAVI clouds
Table 3.2: Experiment specification on SAVI cloud
Cloud No. of VMs Flavor Software
Original Appli-
cation Cluster,
Amazon
4-6 Load balancer (c3xlarge),
web server(m3 medium),
database(c3 large)
Apache Load
Balancer, eStore
Tomcat Web App,
MySQL
Shark Tank, SAVI 2 load balancer (Large),
Web server (Medium)
Apache Load bal-
ancer,eStore Tom-
cat Web App
Application Proxy,
SAVI
1 Large Custom Java appli-
cation
Virtual Switches,
SAVI
3 Small OVS
SDN Controller,
SAVI
1 Small/Medium Ryu Custom Con-
troller Application
STO, SAVI 1 Large Python Scripts
Once suspicious clients are detected, they are reported to Hogna, shark tank will be
created and the suspicious clients are then redirected to the shark tank.
We first demonstrate the DDoS mitigation and elasticity features of CAAMP under
various traffic conditions. Second, we show the result of the performance analysis on
our SDN controller as one of the core elements of CAAMP.
Before getting into the details of the first result, we explain the main phases of the
experiment as follows:
• In the first phase, we introduce multiple attacks to the system and we see how
multiple incidents of attack are handled by CAAMP;
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(c) Response time of the web servers in the shark tank.
Figure 3.4: DDoS mitigation. Attack periods are shown in shaded background. CAAMP
redirects the suspicious traffic to the shark tank on the fly.
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• In the second phase, we introduce one intensive (i.e., large arrival rate) attack;
• In the third phase, we introduce two attacks;
• In the fourth phase, we increase the number of normal users (safe users) to trigger
the elasticity feature of CAAMP.
Figure 3.4 presents the result of our experiment with CAAMP in AWS and SAVI
hybrid cloud environment. Figure 3.4a shows the CPU utilization of the original appli-
cation web server (blue line), the shark tank web server (green line), and the number
of web workers of the original application (purple line). The purple line shows the elas-
ticity feature of CAAMP where web worker instances are added or removed to meet
the required performance metrics. Figure 3.4b shows the arrival rate (blue line) and
the response time (green line) of the original web server. The response time uses the
left Y-axis while the arrival rate is shown on the right Y-axis. Figure 3.4c presents the
arrival rate (blue line) and response time (green line) of the shark tank web server. The
X-axis in all 3 graphs shows the experiment iteration number where each iteration takes
approximately one minute. The shaded backgrounds in Figure 3.4 indicate the attack
period.
In the beginning of the experiment shown in Figure 3.4, we only have normal traffic
and the response time of original application server gets stable at around 50 ms. We
initiate the first phase of the experiment where from iteration 23 to iteration 60, we
start and stop 5 attacks one by one where the attackers send 50 to 100 request/second.
Once each attack is started, it increases the response time of the original application
server (5 peaks in response time on the second plot). The response time during the
attack period goes up to 450 ms in Figure 3.4b, however we did not show the peak
response times in order to show the normal response time of original application server
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at around 50 ms. When first suspicious traffic is started, it triggers the Snort rule and,
as a result, the creation of the shark tank is initiated. When the shark tank is ready, the
redirection command will be sent to the SDN controller. The SDN controller programs
the gateway to redirect the suspicious client to shark tank. Subsequent attack traffic will
be redirected to the shark tank. It can be observed that the CPU utilization of shark
tank increases from 0 up to around 90% and the total arrival rate to the shark tank
raises up to 115 request/second (see Figure 3.4c). We then stop all the attack traffic
at around iteration 60. We can see that the arrival rate and response time of the shark
tank decreases accordingly.
We then increase the number of regular users, hence the arrival rate and the CPU
utilization of the original web server increases from around 45% to 60% and the response
time gets stable again at 50 ms. After some time, In the second phase of the experiment,
around iteration 80, we start one attack where the attacker sends 80 request/second. We
can see that the attack is detected and redirected to shark tank for further processing.
We then do not stop the attack for a while, we can see that the response time and CPU
utilization of shark tank stays up. This is an example where attack traffic is kept at
shark tank so that attacker receives high response time and assume their attack has
been successful and do not adapt their attack strategy. Then we stop the attack, and it
can be observed that the arrival rate and response time of the shark tank decrease at
around iteration 120 in Figure 3.4c.
In the third phase, at around iteration 132, we start another attack which results
in a sudden increase in CPU utilization and response time of original web server. The
Snort alert is triggered, and the attacker is redirected to shark tank. We can see how
fast SDN controller installs the redirection rules on the gateway where the shark tank
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response time and arrival rate start to increase immediately. At iteration 148, we start
another attack which is then mitigated and redirected to the shark tank. When the new
attack traffic is routed to the shark tank, initially shark tank web server can handle the
requests well and the response time is as low as 24 ms from iteration 143 up to iteration
150. But then at iteration 150 due to high arrival rate, the requests start to queue up
and we can see the the response time of the shark tank web server increases further to
900 ms and its CPU utilization reaches from 60% to 80% (shown in Figure 3.4a). We
then stop the attacks which reduces CPU utilization, arrival rate and response time of
shark tank web server.
So far we demonstrated how CAAMP effectively mitigates the DDoS threats by
dynamically redirecting the traffic to the shark tank. For testing the elasticity feature
of CAAMP, we start the fourth phase where we increase the arrival rate of requests by
adding more regular clients. Higher arrival rate raises the CPU utilization of original web
server and the autonomic manager triggers the elastic behavior. In Figure 3.4a, we can
see that up to around iteration 160 (the point that we increase the arrival rate of normal
traffic), the number of web servers in public cloud stays at 1. However, when we increase
the arrival rate, we can see in the second plot that the response time increases up to
300 ms and the CPU utilization gets to more than 80%. This situation triggers Hogna’s
elasticity policy and therefore one more instance is added to the original application
cluster to keep the response time low (shown in purple in Figure 3.4a). After one more
web worker is added, we can observe that the CPU utilization of original web server
gets around 40% and the response time gets improved and stable at round 50 ms again.
After a while, around iteration 200, we stop some of the clients which results in the
reduction of CPU utilization of the application web server. The CPU utilization gets
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decreased below 40% which again triggers the elasticity policy and the extra web worker
is removed.
The time to redirect the traffic between the original application and the shark tank
is an important metric in CAAMP and it is a function of SDN controller response
time and the switch’s flow installation time. However, we observed that the redirection
time is mainly associated with the response time of the SDN controller. Therefore, we
carried out experiments to evaluate the SDN controller performance in processing the
mitigation commands.
In order to increase the load on the SDN controller, we set a large number of clients
to send traffic (attack and no attack). In doing so, we set up a client overlay network
on SAVI separated from the rest of the deployment. We used 8 medium VMs on the
client network and on each VM, we setup 40 VXLAN links. Each link is connected to a
port with an IPv4 address representing a client (i.e., 320 clients in total). Then, we add
routing entries to the Linux kernel routing table for each interface so that each interface
(i.e., client) sends/receives traffic independently from other clients on the same VM to
avoid ARP flux problem [80]. This way, the SDN controller is responsible for setting up
flow rules for each client interacting with the application, in addition to processing the
mitigation commands.
We performed two types of experiments by using small and medium size VMs
on SAVI, specification of which is defined in Table 3.1, to act as the SDN controller.
Figure 3.5 depicts the response time of the small and medium size SDN controller for
processing mitigation commands (i.e., proactive flow installation). During this time,
the SDN controller is also responsible for installing flow rules for application traffic
reaching the switches on SAVI (i.e., reactive flow installation). We performed each
47
0 600 1200 1800 2400 3000 3600 4200 4800
Arrival Rate (req/sec)
0
20
40
60
80
100
120
R
e
sp
o
n
se
 T
im
e
 (
m
s)
Small Controller
Medium Controller
Figure 3.5: SDN Controller Performance
experiment type 4 times and calculated the standard deviation as shown in Figure 3.5.
The mitigation commands can be any of the following: (1) the redirection of traffic from
the original application on AWS to the shark tank on SAVI; (2) the redirection of traffic
from the shark tank on SAVI to the original application on AWS; (3) and blocking the
traffic in case of real attacks.
As can be seen in Figure 3.5, the response time increases as the mitigation command
arrival rates gets increased. For up to 1000 requests/second, we can see that the response
time of both controllers are almost the same. Therefore, in terms of performance, for
up to 1000 requests/second, a small size controller can handle the requests as good as a
medium size controller. We can see that for up to 650 requests/second, the response time
for both medium and small controllers is less than 10 ms. However, around arrival rate
48
of 1200 requests/second, we can observe that the response time of the small controller
starts to deviate from that of medium one such that the small controller gets saturated
at around 3000 requests/second with response time of 94 ms. In medium controller,
however, for up to 2100 requests/second, the response time is under 20 ms. The medium
controller finally gets saturated at around 4800 requests/second where the response time
reaches 88 ms.
Discussion and limitation: In CAAMP, when suspicious traffic is initially detected,
a shark tank is dynamically instantiated on the private cloud, if it does not already exist.
While shark tank is being provisioned, suspicious traffic will be reaching the original
application. Hence, there is a trade off on the frequency of provisioning/deprovisioning
the shark tank; if we aim to quickly mitigate the effect of potential DDoS attacks, shark
tank will not be deprovisioned for some time, even though there is no suspicious traffic
at the time. Therefore, once created, shark tank will be maintained for some longer time
to serve potential incoming suspicious traffic (i.e., deprovisioning once every 6 hours).
The amount of time, the shark tank will be maintained for, once created, depends on
the likelihood of the application being under attack. On the other hand, if we are
more concerned about the resource consumption on private cloud, shark tank will be
deprovisioned after some short amount of time if there is no suspicious traffic. As a result,
the discussed trade off has to be made by the application owners on the frequency of
shark tank decommissioning. Another advantage of CAAMP is that since all the traffic
first goes to the private cloud and then to the public cloud, all the redirection between
shark tank and the original application happens on the private cloud. As a result, no
charge will be applied from the public cloud provider to application owners as all the
mitigation process happens before the traffic reaches the public cloud.
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CAAMP mainly focuses on the mitigation mechanism, therefore, it will be an effective
solution to complement detection techniques to reduce large false positives; shark tank
provides longer time for attack analysis while it still maintains the service availability
until final decision is drawn. Also CAAMP assumes that the attackers are distinguishable
via specific attributes such as IP addresses.
3.2 A DevOps Framework for Quality-Driven Self-
Protection in Web Software Systems
In Section 3.1, we proposed CAAMP where the adaptation against DDoS attacks is
executed at the infrastructure layer by redirecting the suspicious traffic to the shark
tank. In this section, we extend CAAMP by containerizing the application to engineer
a framework for runtime security adaptation of web software systems that follows the
Development and Operations (DevOps) approach [81]. Analysis, decision and action
components touch upon all phases of the system’s lifecycle. The adaptation itself can
include actions at the operations side or actions that partially or completely redesign
and reconfigure the system. In addition, cost is taken into account for the analysis of
security-related incidents. Naturally, this means that the framework allows different
experts, including developers, IT staff, QA experts, and security engineers, to work
together during the adaptation. The motivation behind a DevOps approach is that
security may not be fully and independently guaranteed either during development or
during execution. Since the conditions are more than likely to change, it is not always
worth the effort to guarantee security at each phase in isolation, as long as we can
guarantee it for the overall system during all phases. For this, we will need a channel of
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Figure 3.6: Architecture and modules of the DevOps security framework.
communication between the different phases (i.e., feedback loops) and a combination of
static and dynamic analytical methods.
The operations/runtime component of the framework is based on the MAPE-K
architecture for self-adaptive systems, with the following components: (a) an extended
monitoring system, which, besides resource utilization and performance metrics, also
includes meters for security parameters; (b) a hybrid analysis engine with a static
component to identify security vulnerabilities at development time and a dynamic
analysis to correlate static development information with runtime data, identify actual
threats and assess their impact; (c) a decision-support system as the planner of our
MAPE system, which employs game theory and decides upon the appropriate action to
defend against threats; and (d) an execution engine, which applies planned adaptive
actions on the application or its infrastructure.
3.2.1 Framework Architecture and Components
Figure 3.6 shows the overall architecture of the framework. The architecture is split in
two phases. First, the development phase includes the static analysis, which has access
to the static components of the system, like the source code and the security policies.
These include the software artifacts of the system, i.e., source code, and accompanying
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documentation relevant to security, i.e., the security policies, which can specify concerns
like security sensitive operations of the code, access control specifications, traffic history
and so on. Second, the operations phase includes the dynamic management component
of the framework based on the MAPE-K loop. The monitoring module is responsible for
gathering metrics about the infrastructure and the software, concerning performance
and security. The analysis digests the results from the static analysis, prepares the input
for the decision system and evaluates the effects after an adaptive action was taken to
verify that security standards were achieved. The decision-support system represents
the planning component, which in practice determines the necessary adaptive action.
Finally, the execution module implements the decided plan. This module can perform
adaptive actions on the infrastructure, network or software part of the system. Between
the development and operations phases, there are feedback loops, as per DevOps. For
example, the results of the static analysis to reveal potential vulnerabilities are used by
the operations at runtime. These results are also used to configure the utility functions
of the decision system. When an action is taken, the static analysis runs again on the
new system and the management components are reconfigured accordingly.
3.2.1.1 Static Analysis at Development Phase
The static analyzer we use in our system is based on the “Pattern Traversal Flow
Analysis” (PTFA) [82]. At this stage, this analysis extracts security models from the
abstract syntax tree (AST) and the control flow graph (CFG) of an application.
PTFA computes “definite predicate satisfaction” for each statement in the application
and confirms the degree to which the application is secure with respect to security policies.
It is straightforward to verify the compliance of predicate satisfaction analysis. If a change
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in the application occurs, e.g., a new version or patch is released, the PTFA is executed
again on the new version to verify policy compliance. Security protection differences
can be efficiently identified by comparing policy satisfaction differences between PTFA
models corresponding to different versions of a system. This allows the automatic
validation and verification with respect to adaptive actions for security.
3.2.1.2 Operations Phase
Monitoring: in addition to monitoring the performance metrics, we monitor logs for
security purposes, including execution traces on the software level and traffic monitoring
on the network level. Moreover, the components of the proposed MAPE system track a
history of the data they use or produce, like utility functions or adaptive actions taken,
to support the adaptive nature of the framework and its online learning capabilities.
Decision-Support System: receiving the analysis of the incoming requests, the
DSS [83] aims at selecting the most appropriate countermeasure while considering the
satisfaction of the quality goals and the cost of countermeasure. It employs an extensive
two-player zero-sum game in which one player is the web application and the other player
is the suspicious user. The payoffs for the web application are computed with the aid of
utility functions. Utility values are calculated by incorporating the satisfaction of security
goals along with the cost of mitigation. Fusing the satisfaction of stakeholders’ goals
(security policies) and the cost of the possible mitigation strategies at the application
level is proposed in [84] by modeling a Normal form Bayesian game. Here, we have
defined an extensive form game in which the analysis of the incoming request is received
and based on this information the DSS looks for the dominant strategy out of possible
mitigation strategies. Employing game-theory in DSS has the advantage of finding the
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equilibrium that balances the gain from achieving security goals with the loss incurred
by mitigating the attack.
Execute: the execution component answers the questions what to adapt and how
to adapt to mitigate security vulnerabilities. Adaptation actions include automatic and
complex actions such as redirecting suspicious traffic [85], or issuing a secure patch.
To implement the adaptive actions, we use similar architecture as CAAMP. More
specifically, there is a software switch as well as a SDN controller through which the
application components are connected on top of an overlay network. When a new patch
is issued or when certain requests are to be dropped, a number of commands will be
sent to the SDN controller so that the appropriate flow rules are programmed on the
software switch. In case of issuing a patch, in addition to the dynamic redirection rule,
SDN controller installs rules on the switch to masquerade the patched server IP and
change it to the original server IP when responses are being sent to the users. This way
the users view of the web server’s IP remains unchanged.
3.2.2 DevOps Integration: A Quality-Driven Workflow
The proposed framework is designed to address two main challenges: uncertainty in
security and quality tradeoffs. The first challenge refers to the uncertainty around
security during software design and execution. Uncertainty comes from evolving attacks,
something which cannot be predicted at design time, and changing operating conditions.
Investing resources on addressing some security vulnerabilities at development time
may prove futile, either because at runtime a new vulnerability may appear under an
unforeseen usage scenario or because we failed to properly rank vulnerabilities and we
addressed the wrong one. This is an obvious reason why we need a combination of
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static analysis during development time and dynamic analysis during execution. The
second challenge comes precisely when analyzing the system’s security at execution
time. It is expected that addressing a vulnerability, while it improves security, it may
also affect other non-functional requirements [86, 87]. Any security event, an attack or
a fix, may reduce the performance of the system, e.g., increase its response time due
to additional checks, or restrict certain functionalities to certain groups of users, and
it will most definitely impact the business side of the system negatively, positively, or
both. Therefore, we also need coordinated actions to simultaneously achieve or at least
guarantee the various goals of the system.
The two challenges motivate the adoption of a DevOps approach to implement self-
protection in software systems. On one hand, the approach promotes the integration
between development and operations, which in the proposed framework satisfies the
need for combined static and dynamic analyses. At first, the developers build the system
according to safety standards and policies provided by the security engineers and then
test it against known malicious activity (i.e., penetration testing). At this stage, we have
a set of known vulnerabilities for our system. With the exception of some easy-to-fix
issues, it may still not be appropriate to fix all vulnerabilities due to uncertainty and
unexpected costs. The set of vulnerabilities is transferred to the operations team, who
deploys the system, releases it to the users and closely monitor the activity around the
vulnerabilities. At runtime, the operations team can start to formulate a picture about
the “popularity” of certain vulnerabilities, estimate their probability of being exploited
by attackers and assess the impact on the rest of the system.
Performance and cost metrics are combined with the runtime monitoring information
(including suspicious traffic around the vulnerabilities) to determine (a) the tradeoff
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between security adaptation, quality and cost/value, (b) what is the best action according
to these tradeoffs, and (c) when is the best time to implement this action. This process
is reflected in the analysis and planning component of the proposed framework.
3.2.3 Experiment
To better demonstrate the function and the usefulness of the proposed framework, we
built a prototype and put it through a scenario to be used as a first proof of concept. In
this section, we describe this scenario, the application that is to be managed and how
we implemented the modules of the framework.
Application: the application to be managed in the prototype scenario is a 3-tier
application, which allows users to perform operations on a database; read, insert and
update data. Especially for reading, data is returned encrypted to the users. The ap-
plication defines four roles with respect to access controls; administrator, moderator,
registered user and undefined (anonymous). In practice, we assume that the users have
previously acquired a token, which specifies their role and which they attach to the
request. According to the security policies of the application, the administrator has full
access to all functions of the application, the moderator may perform database actions
(insert and update), but may not request data encryption, the registered user can only
read data and an anonymous user does not have access to anything. The application is
deployed with Docker on Amazon Web Services (AWS) cloud and includes a scalable
application service and a database service. Originally the application is developed not
to check the token of each request with respect to the access rights and the functions.
In practice, all users are treated as administrators and have access to all functions of
the application. This can result in a series of potential vulnerabilities, which indeed
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are confirmed by running the static analysis against the software. However, not all
vulnerabilities may materialize into actual threats, and even when they do, they may
not have the same severity. For example, a moderator asking for encryption is less
serious than a registered user asking to write to the database and both are much less
serious than an anonymous user asking for encryption. Building on this, the static
analysis crosschecks the source code and the policy to identify the vulnerabilities and
produces a severity gradient for the various threats: mod-encryption < reg-writeDB <
reg-encryption < anon-readDB < anon-writeDB < anon-encryption. Given that a
patch to fix the vulnerabilities may be costly and affect the performance, one may risk
to have the application deployed like this and react only when and if the vulnerabilities
turn into threats.
Once the application is deployed, it passes to the operations phase and it is being
managed by our framework. At first, the DSS considers the ranking of the vulnerabilities
from the static analysis and the security log from the monitoring to set up its game. If
an illegal action occurs according to the ranking, the DSS will take one of three actions
(do nothing, drop the request, deploy the patch). Utility functions for each action are
different. Concerning dropping the request, we consider that requests from different
users carry specific values. For example, administrator requests are worth more than
moderator requests, which are worth more than those by registered users and so on.
In practice, we can liberally drop anonymous requests, but we should be careful
concerning the others. Additionally, when a request is dropped for a particular role the
cost to drop another request of the same type increases, to avoid dropping a significant
number of requests. Consequently, when a request is dropped the utility functions are
appropriately changed for the next decision. With respect to the patch, we assume a
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fixed cost to implement the changes and deploy the new secure version. As it becomes
obvious, when requests continue to be dropped, at some point the cumulative cost
becomes too high and exceeds that of the patch. In this case, the latter action will be
preferred and the vulnerabilities will be fixed.
In the experiment to test our prototype, we used a special workload mix with four
parts, as shown in Figure 3.7a, to show exactly this behavior of the DSS. Figure 3.7
shows the performance metrics of the system. The first part of the workload contains
requests from administrators and anonymous users. This workload does not cause any
problems even in the case of the completely unprotected version, since admins have full
access and it costs nothing to drop anonymous requests. In the second part, we inject
a few illegal requests but of low severity (e.g., mod-encryption, reg-writeDB). This
causes the DSS to drop some, more expensive, requests. In the third part, we include a
large number of anonymous requests and other illegal requests of higher cost. At some
point, we observe the scenario, where the cumulative cost of dropped requests exceeds
that of the patch and, the DSS decides to deploy the new version. In the charts of
Figures 3.7, this event is shown by the difference in the shade of the background. After
this action, the static analysis runs again to confirm that the vulnerabilities were fixed
and identify new ones if there are any, and the DSS is updated for the new system. The
fourth part of the workload includes a full and random mix of requests and roles to show
that the new version is robust and secure and can accept all kinds of requests without
any security threats.
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(a) Workload
The original version is replaced by 
the patched version.
(b) CPU utilization of the original application and the patched servers.
Dropped Requests
(c) Response times
Figure 3.7: Performance results of prototype implementation on AWS.
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(a) Number of dropped requests.
(b) Utility function for various types of requests.
Figure 3.8: DSS utility metrics during the experiment.
3.2.4 Limitations and Assumptions
The focus of this work is on the integration of the individual components (analysis, DSS
and execution engine) in a single platform with the purpose of runtime management
of the system’s security aspects. As such, the implementation of our prototype makes
several simplification assumptions with respect to the individual components. Starting
with the static analysis, the prototype version is currently based only on the structural
identification of vulnerabilities. In reality, it is also necessary to examine data flow as well
as control flow. In the scenario we discussed for the prototype, vulnerabilities come from
inefficiencies in the design and implementation of the system, but not necessary from
malice on behalf of the users. The decision-support system can use online learning and
probabilistic thinking to make assumptions for user behaviors and recognize potential
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malicious situation, which are promptly incorporated in the game. With respect to
mitigation strategies, in the prototype, we only considered two, one in the network level
and another in the application layer. Naturally, there can be many more adaptation
actions on all layers, each of them with different consequences to the system and the
execution engine.
3.3 Summary
In this chapter, we presented CAAMP, a software defined mitigation platform that
dynamically mitigates DDoS threats to applications on public cloud using private cloud.
We demonstrated the features of CAAMP through extensive experiments on AWS and
SAVI clouds.
Our results showed that CAAMP effectively mitigates the severe effects of DDoS
attacks. In addition, CAAMP yields elasticity feature to applications on cloud to main-
tain the desirable performance. CAAMP provides the same functionality to suspicious
clients until final decision is made. This way, on one hand, the original application is
protected against damages of DDoS threats, and on the other hand, it lowers the rate
of false positive alarms which results in customer dissatisfaction and decline in service
revenue. As future work, we plan to investigate the end-to-end performance of CAAMP.
We are also going to include an in-house detection mechanism in CAAMP where the
SDN controller uses network statistics to detect suspicious/malicious traffic.
Inspired by CAAMP, we offer a DevOps solution where for any extension of the
platform, multiple stakeholders (developers, QA experts, security engineers) collaborate.
The result of this collaboration is improved communication, which can inevitably lead to
more efficient decisions both at design and at runtime. More specifically, the collaboration
61
along with the explicit feedback loops between development and operations will greatly
facilitate the runtime management and adaptation of the subject system.
We focused on vulnerabilities around security policies and privileges. Nevertheless,
our framework is designed to be extendable in order to accommodate more types of
vulnerabilities, attacks and adaptive actions. To achieve this, one has to set up the
appropriate monitoring sensors in the system, provide the accompanying alerts in the
analysis, update the utility functions with the quality or cost parameters of interest in the
planning and eventually specify the adaptive actions in the execution. Our intention is
to further facilitate the users of the framework by providing a more formal and structure
method (e.g., configuration files or a graphical interface) to specify these details in the
framework’s components in order to extend it. Another future direction will focus on
the adopted DevOps approach. Our goal is to capture and understand the implicit and
explicit interactions between the system stakeholders when adapting for security and
formally specify them in workflows. This will help to initially guide and coordinate the
necessary actions of the DevOps team, but eventually transfer them to tools in order to
increase automation and achieve continuous security and self-protection for the system.
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Chapter 4
Self-managing Applications with
Search-based Network Adaptation
The most common approach to maintain SLA at high load or partial failure is to
leverage the cloud elasticity that provides on demand provisioning of computing/storage
resources [8]. With mature virtualization technologies in computing, applications can
easily adjust their computing/storage demands on the cloud. However, adding more
computing resources translates into higher cost for application providers. Moreover
adding/removing computing nodes is not an easy task for all applications; for example
NoSQL datastores as well as big data analytic platforms such as Apache Spark1 can not
be scaled without experiencing non-negligible overhead associated with data replication,
maintaining consistency or job re-scheduling [88]. More specifically in down scaling
scenario, the decommissioning process of resources might take a long time which renders
the whole downsizing ineffective [89, 90]. Other run-time software adaptation such as
load balancing are used to dynamically manage the load. However, the load balancer
1http://spark.apache.org
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itself can become a bottleneck in heavy traffic. This would lead to higher cost and
complexity because the load balancer should be eventually scaled.
With advancements in network virtualizations, applications can leverage overlay
networks without being locked in to any specific cloud provider. Then using SDN, the
flow of application requests through a service can be controlled dynamically based on
application policies and requirements. An overlay network on top of cloud provider
network brings about more flexibility to application managers to have a fine granular
control over their flows.
Hence, in this chapter, we propose a design, implementation, and an algorithm for
an application autonomic manager that leverages network virtualization and SDN to
dynamically control the bandwidth of application flows to meet the SLAs of its scenarios.
The idea of using bandwidth provisioning to improve SLA is not new; however, in this
work, we are controlling the bandwidth at application scenario level. In a nutshell, we
strive to respond to the following research question:
Research Question: is it possible for a distributed application in cloud to au-
tonomously use bandwidth control mechanisms for imposing delay on selected flows to
maintain SLA without scaling out?
While, generally, the intuitive strategy to resolve overload or bottleneck problem on the
cloud is to increase the amount of resources including bandwidth, it has been shown
that reducing the bandwidth may solve the overload problem in some scenarios [91, 92].
Therefore, in this chapter, we investigate the idea of regulating SLAs through impos-
ing delay on some flows within applications overlay networks. To this end, we propose
an adaptive management mechanism for applications in cloud that takes advantage of
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network programmability and network virtualization to improve the overall performance
while reducing the cost and footprint of applications [93, 94]. We deploy overlay net-
works and virtual endpoints on different components of the application. The network
controller programs the virtual end points on each application node according to the
application policies. The management mechanism uses a heuristic to select flows of some
scenarios that can tolerate delay to improve the response time of other scenarios.
Thus, we present an end-to-end architecture of the management mechanism and
implement it on a hybrid cloud. Through extensive experiments, we illustrate that our
mechanism improves the overall application performance without imposing extra cost
to application owners. Therefore, we answer the research question with the following
contributions:
• We propose a fine granular bandwidth control mechanism for cloud applications
that improves the application performance without increasing the cost for appli-
cations owners.
• We implement and evaluate our cloud-agnostic mechanism in a hybrid cloud setting
where extensive experiments are carried out to show the feasibility and advantages
of our bandwidth management methodology.
The remainder of the chapter is organized in these sections: in Section 4.1, we
present the end-to-end architecture of the management mechanism and explain the
overall strategy through an algorithm. Section 4.2 presents the implementation. Section
4.3 shows the results of our implementation on real clouds. And finally, Section 4.4
summarizes the chapter.
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4.1 Search-based Network Adaptation
Although computing/storage adaptations (i.e., scaling in/out VMs and containers) have
been shown to meet application requirements, they are not always the best solution;
from application owners point of view, adding more resources translates into higher
cost. It is also challenging for a number of applications such as Big Data and NoSQL
data stores to scale out/in due to various reasons including data inconsistency, job
rescheduling etc. [88, 89, 90].
Therefore, in this chapter, we propose a different approach to meet application
performance requirements by imposing delay on some of the scenarios to meet SLA
response time of other scenarios within the application overlay network. Since service-
oriented applications rely heavily on communication between different services (and
nodes), manipulating the bandwidth within application topology seems a viable solution
to maintain service level agreement. Overall, the idea has the following explanation: by
delaying some of the application scenarios, we shorten the queues to some congested
resources and allow other scenarios to pass faster through the queues. More specifically,
we propose to delay flows of scenarios that have response times well below their SLAs.
To implement the idea, we design and implement a management mechanism that uses
overlay networks and SDN to dynamically throttle some scenarios aiming to improve
the response times of other scenarios whose SLA is near violation. Our management
mechanism is able to postpone adding extra computing resources to the application as
long as possible. The proposed solution is cloud agnostics and applications can manage
their network independent of cloud provider network because the application is deployed
on an overlay network on top of the cloud provider network.
Figure 4.1 shows the high level architecture of our management mechanism. The
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autonomic manager follows the monitor-analyze-plan-execute-knowledge (MAPE-K)
loop [73] to mange the application (i.e., managed system). The managed system consists
of the application along with its virtual links and virtual endpoints. The actions include
bandwidth adaptation and adding/removing VMs.
Managed System
Performance
Metrics
Change Bandwidth Add/Remove 
VM
MAPE-K Loop
Autonomic Manager
Figure 4.1: Application autonomic manager and the managed system; autonomic manager
manages the bandwidth and VMs.
In our solution, the autonomic manager automatically builds the application topol-
ogy; it first instantiate the application nodes and then deploys an overlay network
that connects the application components through creating virtual tunneling endpoints
(VTEPs) and virtual interfaces (vNIC) on the nodes. After establishing the overlay
network, an SDN controller programs the overlay network on the fly based on applica-
tion autonomic manager policies. Details of the application setup and overlay network
establishment were previously discussed in details in Chapter 3, Section 3.1.1. The
management mechanism can impose delay on any link within the overlay network to
improve the response time of the scenarios whose SLA is near violation. In order to
achieve this objective, each application component should be able to distinguish different
scenarios. Therefore, before flows leave the egress interface of the application nodes,
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they are classified into different classes of scenarios as shown in Figure 4.2; any node of
the application that is to apply bandwidth policies should classify the flows based on
scenarios. The classification can be implemented on any number of application nodes.
Network controller can then program the virtual ports on each node implementing
classification to delay certain flows.
Classifying on all the application nodes has its own pros and cons; it provides higher
control over flows between any two adjacent nodes in the application topology. On the
other hand, it introduces more overhead. So a trade off has to be made between the
level of control and the overhead associated with the classification. Figure 4.2 illustrates
how the classification can happen at any node of the application. Depending on the
method used to apply bandwidth policies, a declassification component might also be
needed not to interfere with application layer processing.
4.1.1 Autonomic Manager
The autonomic manger continuously monitors the response time of application scenarios
and checks if the SLA of any scenario is about to be violated. If that is the case, actions
will be planned to handle the situation that are basically as follows:
1. The autonomic manager first tries to correct the response time by following a
greedy hill climbing heuristic to manipulate the bandwidth of application flows.
2. If the bandwith control was not successful, the application is scaled out to prevent
SLA violations.
Hill climbing heuristic tries to maximize (or minimize) a target function. At each
iteration, it adjusts a single element and determines whether the change improves the
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value of the target function. Similarly, when the response time of a scenario is near
violation, our management mechanism at every iteration searches among application
flows to find a flow that meets certain criteria. If it can find such a flow, it slows the
bandwidth of the chosen flow one step down with the goal of improving the response time
of a scenario whose SLA is near violation. If no such flow is found, it checks if flows of this
scenario has been delayed previously. If yes, it increases the bandwidth of that flow one
step up and checks if this action resolves the problem. The heuristic repeats these actions
until it exhausts all its options. If the problem is still not resolved, the management
mechanism adds extra resources to prevent SLA violations. The management mechanism
is summarized in Algorithm 4.1. Before getting into the details of the algorithm, let
us define some thresholds that are used in the heuristic based on which the autonomic
manager defines the actions:
s1
sn
s2
sn
application
layer
Virtual Machine (VM)
o
 o
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o
 o
 o
declassify classify
s2
s1
VMVM
Figure 4.2: Classification and declassification of scenarios based on the management policy;
flows are classified into scenarios and receive a specific bandwidth.
• SLA threshold: it defines the maximum legitimate scenario response time;
• Trigger threshold: the goal of the management mechanism is to maintain the
response time of each scenario below its trigger threshold. When response time
of a scenario reaches its trigger threshold, it triggers our bandwidth adaptation
mechanism.
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Algorithm 4.1: Adaptation Algorithm:
input :S—vector of scenarios.
input :R—vector of average response times for scenarios.
input :SLA—vector of response times SLA for scenarios.
input : trigger—vector of scenario response time thresholds that trigger bandwidth
adaptation
input : candidacy—vector of scenario response time thresholds based on which a
scenario is selected to slow down
input :CPU lo—low CPU utilization threshold.
input :CPU—average CPU utilization of web servers.
input :H—vector of heats for scenarios, where hs is the heat for scenario s ∈ S.
input : heat — a control number for removing VM
input :n,N — the number of consecutive violations required to trigger an
adaptation for bandwidth and VMs respectively.
1 foreach scenario s ∈ S do
2 if Rs > triggers then
3 if hs = n then
4 hs ← 0;
5 f ← {F ∈ S − {s} who meets selection criteria};
6 if f 6= ∅ then
7 Decrease bandwidth for f ;
8 return;
9 else
10 F ← {flows belong to scenario s whose bandwidth can be increased};
11 if F 6= ∅ then
12 Increase bandwidth for one flow in F ;
13 return;
14 else
// bandwidth adaptation exhausted all options
15 Add VM;
16 return;
17 else
// move one step toward bw adaptation
18 hs ← hs + 1;
19 else
// reset any buildup for bw adaptation for this scenario
20 hs ← 0;
21 if CPU < CPU lo then
// cluster underload
22 heat← heat− 1;
23 if heat = −N then
24 Remove VM;
25 heat← 0;
26 return;
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• Candidacy threshold: this threshold determines if it is possible to delay a
scenario. If the response time of a scenario is above its candidacy threshold, its
flows will not be selected to be delayed.
• Selection criteria: The flow selected to be delayed has to meet these two condi-
tions: (a) the scenario that this flow belongs to should have response time below the
candidacy threshold; (b) the flow should have the highest throughput compared
to other flows in the scenario.
In Algorithm 4.1, when the response time of a scenario violates its trigger threshold
(line 2), the autonomic manager first performs the hill climbing heuristic with a greedy
selection criteria to find a flow to delay (line 5). If such a flow does not exist, the
algorithm checks if the scenario whose response time is about to be violated, has been
delayed in previous iterations. If it finds such flows within the scenario, it goes one step
back and increases their bandwidth one step up one by one (line 12). If the algorithm
exhausts all its search options, it adds extra VMs to prevent SLA violations (line 11).
In addition, the algorithm continuously checks the CPU utilization of the application.
If it reaches below certain threshold, it removes the extra resources (line 16).
4.2 Implementation
We implemented our solution on a hybrid cloud environment. Hybrid cloud environment
can be used to provide more flexibility to application owners [85]. Also, we chose a
hybrid cloud setting to show our solution is cloud agnostic and does not depend on
underlying cloud infrastructure due to using overlay networks. We used AWS as the
public cloud and Smart Applications on Virtual Infrastructure (SAVI) cloud [36] as the
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private cloud.
Figure 4.3 illustrates the architecture of our adaptive scenario management mecha-
nism on hybrid cloud. The main components of our solution are as follows:
Figure 4.3: An overlay network that spans over private and public cloud connects application
components. The bandwidth rate of any link is programmed on the fly.
• Application: we use a web application that consists of different scenarios where a
scenario uses a chain of services within application topology in a service-oriented
architecture. The application represents e-commerce applications where the user
sends a request to use any of the offered scenarios, waits for the response, thinks for
sometime and then sends the next request. The application is hosted on Amazon
EC2 public cloud and consists of a three-tier cluster using Apache 2.0 as load
balancer, an eBook store web application in Tomcat 7, and a MySQL database.
The application provides four scenarios or use cases:
– browse: the user browses through the book catalog and clicks on various
items to see the details;
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– buy: the user adds a book to the shopping cart;
– pay: the user checks out and pays for the content of the shopping cart;
– auto bundle: upselling / discounting scenario, where the user receives the
opportunity to bundle together related books based on the item currently
viewed.
• Autonomic manager: manages the application with regards to application require-
ments at run-time. It follows a Monitor-Analyze-Plan-Execute(MAPE) loop to
achieve application objectives. Basically, the autonomic manager first monitors
the response time of application scenarios and checks if the SLA for the response
time of any scenario is violated. If yes, it first tries to fix the problem by using
bandwidth adaptation. To do so, using a hill climbing heuristics with a greedy
criterion, it finds scenarios whose response time is below certain threshold with
respect to their SLAs. Among all the candidates, it reduces the bandwidth of the
flows belonging to a scenario that has the highest throughput. If no candidate
scenario is found, the autonomic manager scales out the application to meet SLAs.
Basically, the autonomic manager is responsible to dynamically instantiate and
configure the application nodes and links automatically. It performs these tasks
with the following steps:
1. It instantiates the application nodes based on application topology;
2. It then creates an overlay network that connects application nodes over cloud
provider(s) network and configures the nodes accordingly;
3. After application cluster is ready, autonomic manager iteratively monitors
the response time of various scenarios, analyzes and plans actions when the
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need arises.
To implement the autonomic manager, we extended Hogna [65] to include network
adaption as well. The only adaptation possible in Hogna is scaling in/out the
application. The autonomic manager follows MAPE loop that is written partially in
Java and Python. XML files are used to describe the application topology including
the name of instance images, size, availability zones etc. The autonomic manager
uses SNMP and CloudWatch probes on nodes on SAVI and Amazon respectively to
monitor application specific metrics. The autonomic manger builds the application
cluster dynamically using the topology XML files. Images of application nodes
are Ubuntu 14.04 with Open Virtual Switch (OVS) 2 installed. Hence, once the
application nodes are instantiated, the autonomic manager creats the overlay
network dynamically. It connects to each node and creates a virtual tunneling
endpoint as well as an interface and assigns an IP to that interface. Then, based on
application topology, it builds VXLAN [95] links to connect nodes to a VM that
acts as a switch within the application cluster. The result will be an application
cluster that is built on an overlay network on top of networks of SAVI and Amazon.
• SDN controller: programs network flows within the application overlay network
based on policies dictated by the autonomic manager. We have implemented
a multi-thread control application in Python on top of Ryu [76]. One thread is
responsible to respond to requests coming from switches and the other continuously
listens for commands arriving from the autonomic manager to apply specified
bandwidth rates to interfaces. We use RabbitMQ for communication between
autonomic manager and SDN controller.
2http://openvswitch.org
74
• Proxy: to monitor the response times, arrival rates, and throughput of applica-
tion, autonomic manager makes use of a proxy node to timestamp the requests
and responses. The response time will be calculated from the moment the proxy
receives the request from the client until the proxy receives the response from the
application. Also, in our current architecture, the autonomic manager differentiates
various scenarios by using the proxy node. As our solution works on dynamically
adjusting bandwidth of scenario flows, we have implemented a method to distin-
guish flows based on scenarios and then apply the appropriate bandwidth rate
on them. Using regular expressions, we have implemented a Java application on
proxy that categorizes requests based on scenarios, once requests arrive (i.e., the
customer-facing node is the proxy node). Then, since all application flows share
common resources, we have implemented the proxy application such that each
scenario request will be forwarded to a specific interface. Now that every scenario
has its own interface, we can have the SDN controller control the bandwidth rate
of that interface according to the adaptation goals. SDN controller uses traffic
policing features of OVS to dynamically configure the bandwidth of each scenario.
Such categorization and bandwidth management can happen between any two
nodes of the application so that resource contention can be controlled in a fine
granular manner.
4.3 Experiment
We have assigned users into four groups that are using the application’s scenarios. In
our implementation, users from each group are behind a NAT gateway and application
proxy sees only one IP address per group. We implemented this to be in tune with real
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scenarios where users from a household, department etc. use application scenarios. In
future, the grouping policy can be used to differentiate between various users (i.e., SLA
per user). However, in this work, we do not differentiate between users in a group in
terms of SLA. To emulate users, we use a workload generator such that users periodically
send requests to use different application scenarios. When they receive the reply, they
think for a random period of time (i.e., 500-550 ms as think time) and then send the
next request. The number of active users in the system changes in range of [5 · · · 67]
during the experiment. Table 4.1 shows the overall distribution of users in four groups.
Also Table 4.2 presents the specification of the nodes on hybrid cloud.
Table 4.1: Distribution of users in groups.
Group G1 G2 G3 G4
Population 31% 36% 30% 3%
Table 4.2: Experiment spec on SAVI and Amazon. VMs on SAVI are OpenStack small size.
Components # VMs Flavor Software
App Cluster (Amazon) 4 Load balancer (c3.xlarge),
web server (m3.large),
database (m3.medium)
Apache Load Balancer, eS-
tore Tomcat Web App,
MySQL
Proxy (SAVI) 1 Small Custom Java app
Virtual Gateway
(SAVI)
1 Small OVS
SDN Controller (SAVI) 1 Small Ryu Custom Controller
App
Clients (SAVI) 4 Small Python Scripts
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Table 4.3: Candidacy, Trigger, and SLA thresholds of response time for each application
scenario.
scenario Candidacy thresh Trigger thresh SLA
Buy 158 ms 175 ms 250 ms
Browse 360 ms 400 ms 572 ms
Auto Bundle 540 ms 600 ms 857 ms
Pay 900 ms 1000 ms 1430 ms
Now we show how our bandwidth management mechanism helps the application to
maintain its SLA while avoiding adding extra resources as long as possible. We create
three major events in which we explore the bandwidth management mechanism. We
first explain what we intend to show in each event and then discuss each event in more
details.
Event 1: in the beginning of the experiment, we show how by decreasing bandwidth
of some scenarios, our management mechanism maintains the desired response time for
all scenarios.
Event 2: in the second event, we demonstrate how the management mechanism
successfully maintains the scenario response times below the desired threshold through
increasing bandwidth of some flows.
Event 3: in this event, we first show a situation where bandwidth adaptation
mechanism exhausts its all options and can no longer improve the response times. In
such a situation, the autonomic manager scales out the application and adds a VM to
maintain the SLAs. After a while, the workload is decreased and since all response times
are well below their SLA, the autonomic manger scales in the application by removing
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extra VMs.
Figure 4.4a shows the CPU utilization of application web worker and database on
the left vertical axis and the number of web workers on the right vertical axis. Figure
4.4b shows the bandwidth actions that has been applied to different flows of scenarios.
The bandwidth rate has been adjusted in the range of [75 · · · 450] kbps as higher
bandwidth rates did not have any impact on the flows’ response time in our application.
In Figure 4.4b, we only show the flows whose bandwidth has been changed during
the experiment. The three shaded areas in Figure 4.4b represents the three events
respectively.
Figure 4.5a shows the scenario response time of Pay scenario on the left vertical axis
and the arrival rate of requests for the scenario on the right axis. Figure 4.5b depicts
the scenario response time and arrival rate of requests for Auto Bundle scenario. Figure
4.5c, and 4.5d show the scenario response times and request arrival rates for Browse and
Buy scenarios respectively. The horizontal axis in all 6 figures illustrates the experiment
iteration number where autonomic manager collects the monitored data, analyzes and
initiates an action based on the monitored data. The duration of each iteration may
depend on the frequency of monitoring and it can range from seconds to minutes. In
our experiment, each iteration is set to one minute. In all plots in Figure 4.5, we have
highlighted three horizontal bands for response time axis. The lower band (i.e., white
color) indicates normal response time where no action needs to be taken. The middle
band (i.e., dark gray) shows the trigger area in which autonomic manager is triggered
to bring the response times back to the white area. And the upper band in Orange is
the range at which the SLAs are violated. The autonomic manager should try to keep
response times away from this zone. The SLA, trigger and candidacy thresholds for all
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scenarios are presented in Table 4.3. In our experiment, we set this trigger threshold
to be 70% of the SLA threshold and set candidacy threshold to be 90% of the trigger
threshold. Following we explain the various events of the experiments.
(a) CPU utilization and number of web workers.
(b) Bandwidth of scenarios.
Figure 4.4: CPU utilization, no of web workers and bandwidth adaptation. Shaded areas
represent the bandwidth actions in the three events.
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(a) Pay scenario.
(b) Auto Bundle scenario.
(c) Browse scenario.
(d) Buy scenario (aka add to cart).
Figure 4.5: Response time and arrival rate of scenarios during the experiment; the response
time axis has been divided into three bands: (a) the white band indicates normal scenario
response time (b) gray shows the trigger area and (c) orange area highlights the SLA violation
area.
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4.3.1 Event 1
In the beginning of the experiment, as shown in Figures 4.5a, 4.5b, 4.5c, 4.5d, up
to iteration 25 all response times of scenarios are below the trigger line and hence no
adaptation is performed. At iteration 27, the request arrival rate for auto bundle scenario
increases (see Figure 4.5b), and, as a result, the response time of buy scenario (Figure
4.5d) reaches the trigger line. Our algorithm does not take action right away, instead
it waits for two more iterations to make sure the high response time is not a transient
effect preventing the ping-pong effect. After the response time of buy scenario remains
above trigger line for two more iterations, the algorithm starts to perform bandwidth
adaptation at iteration 30. From iteration 30 to 32, the algorithm first chooses pay
scenario to reduce the bandwidth of its flows because it meets the selection criteria. It
can be seen in Figure 4.4b, the bandwidth of pay scenario goes one step down. After
this action, since response time of buy scenario has not been corrected yet, at iteration
32, the algorithm performs the second adaptation and reduces bandwidth of auto bundle
scenario that meets the selection criteria, too. We can see that at iteration 33, the
response time of buy scenario is corrected and is below its trigger line. In addition, we
can see in Figures 4.5a and 4.5b, during these iterations, pay and auto bundle scenarios
are delayed and hence their arrival rates decrease accordingly.
Again at iteration 37, the response time of Buy scenario reaches its trigger line
and stays the same for 3 consecutive iterations. The algorithm chooses pay scenario to
reduce its bandwidth that brings the response time of buy scenario to the white area.
As can be seen in Figure 4.4b, the bandwidth of pay scenario flow goes one step down
at iteration 39.
By applying the bandwidth management technique, we can see that up to iteration
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72, the response times of all scenarios remain below the trigger line and no action is
taken up to this point. At iteration 72, the response time of buy scenario violates the
trigger line, and hence the heuristic chooses auto bundle scenario to reduce its bandwidth
(see Figure 4.4b). However, this adaptation does not correct the response time of buy
scenario, therefore another adaptation action is selected which reduces the bandwidth
of a flow belonging to pay scenario one step down. At iteration 74, the algorithm fixes
the response time of buy scenario.
Around iteration 78 the response time of auto bundle scenario is in trigger range
(ie dark gray) so that autonomic manager tries to compensate this by reducing the
bandwidth of buy scenario by two steps, pay scenario by one step and again buy scenario
by two steps. As can be seen, all above steps make the response time for all scenarios
in the normal range (i.e., white area) from iteration 80 to iteration 100.
4.3.2 Event 2
After iteration 100, we can see that the response time of pay scenario increases sharply
and tends to remain above for a couple of iterations. Therefore, the heuristic tries to
fix this by lowering the bandwidth of buy, auto bundle and browser scenarios. Despite
such actions, the response time of pay scenario still does not get below its trigger line.
Hence, the algorithm increases the bandwidth of pay scenario two steps up one by one
(see Figure 4.4b) at iteration 112 and 115 that fixes the response time of pay scenario
at around iteration 117 (Figure 4.5a). Meanwhile the response time of auto bundle and
browse scenarios goes above their trigger lines due the delay imposed to them in previous
iterations (Figures 4.5b and 4.5c). The algorithm increases their bandwidth one step up
at around iteration 122 and 125. We can see that their response times improve and get
82
below their corresponding trigger lines. Now, at around iteration 125, we can observe
that our mechanism successfully maintains the scenarios in good conditions for more
than 20 iterations while the CPU utilization remains below 80%.
4.3.3 Event 3
We increased the request arrivals of buy and browse scenarios at around iteration 140
which then increases the response time of all scenarios. The algorithm tries to correct the
response times by managing the bandwidth within the scenarios. It can successfully fix
the response time of pay and auto bundle scenarios by increasing their bandwidth step
by step (see iteration 150 in Figure 4.4b). We can see that their response times get below
their trigger lines at iteration 155 and 160 respectively. However, the response time of
browse and buy scenarios still remain high despite the algorithm trying to increase their
bandwidth (see Figure 4.4b). At iteration 195, the algorithm exhausts all bandwidth
adaptations which leads to scaling out by adding one VM. The right axis in Figure
4.4a shows that the number of web workers is increased to 2 at iteration 198. The third
shaded area in Figure 4.4b represents Event 3 up to iteration 200. Afterwards, a VM
is added and the response time of all scenarios get below their trigger line at iteration
200. We can see that our algorithm delayed adding more VMs as long as possible by
managing bandwidth to retain SLAs.
At the end of experiment, the workload is decreased and since the response times
of all scenarios are good, the autonomic manager scales in the application by removing
one VM while SLAs are still maintained. It can be seen that the number of workers in
Figure 4.4a goes down from 2 to 1 at around iteration 240.
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4.4 Summary
In this chapter, we presented design, implementation and an algorithm for managing
application performance in complex and dynamic cloud environments by dynamic man-
agement of network bandwidth. The proposed approach is based on a hill-climbing based
bandwidth management that strives to maintain the response time SLAs across all sce-
narios of an application. This is accomplished by applying flow control policies at the
scenario flow level, which is orchestrated by an application autonomic manager within
an overlay network. When bandwidth management is exhausted, the autonomic man-
ager provisions new computing resources. We implemented and evaluated the proposed
approach on a hybrid cloud environment and showed that the management mechanism
is able to successfully meet the application’s SLA objectives for a long time without
scaling out the compute resources.
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Chapter 5
Self-managing Applications with
Machine-learning Based Network
and Compute Adaptations
A common cloud practice to respond to an increase in application workload is to add
more physical resources. However, this practice has high performance overhead and
yields high cost for the application owner. A faster and less costly approach is to adjust
the soft resources, such as bandwidth. Previously in Chapter 4, we proposed to adapt
bandwidth at the application level to meet SLA requirements while avoiding auto-scaling
for as long as possible. We used a hill-climbing algorithm to explore bandwidth space to
find the appropriate bandwidth rates that satisfy the desired response times. However,
this approach can be slow, that is, when the action is actuated, the autonomic manager
has to wait to see the effect and then plans and takes the next action. Therefore it is
inevitable that in some cases it would take time to come up with a good solution. Since
all these decisions and actions happen at run-time, we need to speed up the run-time
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reactions. Therefore, to improve the quality of adaptation, in this chapter, we propose a
machine-learning model that is able to predict the suitable bandwidth rates that satisfy
the SLAs of all scenarios at once.
The autonomic manger controls the bandwidth rates of application scenarios in
a fine granular manner when experiencing high load. We build a machine-learning
model that is able to accurately predict the appropriate bandwidth rates for application
scenarios such that the SLAs of all application scenarios are met. The autonomic manager
first analyzes the monitored data, then through use of the model, it plans appropriate
bandwidth adaptations. It then executes the actions that are actuated over the links
within application cluster via SDN controller. Our solution tries to maintain SLAs for as
long as possible without provisioning extra resources. If the autonomic manager cannot
maintain the SLAs through smart bandwidth management, it will add new resources to
prevent further SLA violations. We implement our solution using overlay networks that
are established over the cloud provider network such that autonomic manager is able
to manage the bandwidth rates independent of cloud provider. Through comprehensive
experiments on AWS, we demonstrate how our adaptive control is able to successfully
meet the application requirements. We show that our model captures the dynamics of
the system accurately enough such that when its output is applied to the application, it
successfully achieves the application objectives. We also compare the new solution with
the hill-climbing based one proposed in Chapter 4 and show that our adaptive control
yields a faster, more accurate and more efficient adaptation where the number of SLA
violations is reduced by 56% [96].
Our contributions in this chapter are summarized as:
• We propose and design a model-based autonomic manager for managing SLAs
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of service-oriented cloud applications through smart and fine granular bandwidth
management. We show that our model accurately predicts the appropriate band-
width for all application scenarios given the application metrics.
• We implement and verify our solution through extensive experiments in real cloud
settings. We show that our cloud agnostic solution can help applications to meet
their service level objectives while avoiding provisioning new resources.
• We compare our model-driven approach with the hill-climbing based bandwidth
management mechanism and demonstrate the advantages of the new solution.
Following, we describe the architecture of our adaptive control and explain the MAPE
loop within the autonomic manager in Section 5.1. Next, in Section 5.2, we explain
the implementation of the solution in the cloud environment. Section 5.3 presents the
experiments and results of our implementation. And Section 5.4 summarizes the chapter.
5.1 A Machine-learning-based Autonomic Manager
with Fine Granular Bandwidth Control
In Chapter 4, we showed that by dynamically managing the networking flows in a
fine-grained way, we can achieve the service level objectives in a soft-manner without
the penalties associated with scaling out. Further, since service-oriented applications
rely heavily on communication between different services (and nodes), manipulating
the bandwidth within application topology seems a viable solution to maintain service
level agreements (SLAs). Therefore, following autonomic architecture blueprint [73],
we propose an adaptive control (i.e., model-based control) to engineer self-managing
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applications such that it autonomously maintains SLAs by programming network flows
at run-time in a fine-granular manner instead of scaling out.
Figure 5.1 presents the overall architecture of the solution. Autonomic manager uses
a model as knowledge base to plan the adaptions. Following, we describe the model in
more details.
Application Cluster
Overlay Network
App Node 1 App Node 2 App Node 3 App Node N...
SDN Controller
Monitor
Analyze Plan
ExecuteKnowledge
Model
Add/Remove 
instance
Change 
Bandwidth
Apply Bandwidth
 Per Service
Figure 5.1: High-level architecture of the adaptive control mechanism.
5.1.1 Model
We propose a model that presents the relationship between response time, workload
and bandwidth rates of the scenarios. To capture this relationship between the response
times, workload, and the bandwidth rates, we use a machine learning model formally
shown in Equation 5.1. The inputs of the model are the workload vector (W ) which
includes the number of users per scenario and the vector of scenarios’ response times
(R). The output of the model is a vector of bandwidth rates of scenarios (BW ); that is,
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given W , if BW is applied to the scenarios, the response times of scenarios will be R.
We define the effective workload (Weff) according to Equation 5.2 where n is the
number of nodes (i.e., virtual machines (VMs)) in the application tier. We only consider
application tier VMs as we only scale this tier. Therefore, in order to use the model for
when we have only one node in the application tier, we use Equation 5.3. Now BW
′
is
applicable to Weff workload; in order to find BW for W , we use a linear model presented
in Equation 5.4. We adopt this formula from our assumptions where we only scale out
the application tier with homogeneous VMs and our load balancer uses round-robin
policy to equally distribute the workload between the application servers. Therefore,
using our method, we only need to collect data for one application setting (i.e., having
specific number of nodes in the application tier) and use equations 5.1-5.4 to use the
model for varying number of nodes in the application tier.
As part of application performance testing that is done before operation, we tried
various values of workload and bandwidth rates. To prevent combinatorial explosion
problem, we used the knowledge from application behavior where the workload space to
test is limited to the amount that saturates the capacity of that application configuration
and the bandwidth rates can be limited between the minimum and maximum possible
scenario volumes. It took us three days to collect data for two scenarios. Collecting data
and state exploration for more scenarios require a more efficient and faster method which
is tackled later in Chapter 6. The goal of the current work is to speed up the run-time
reaction, however it has the penalty of slow training process but that happens oﬄine.
For the model, we tried a number of different machine learning algorithms including
neural network, MLP regressor, SVR, and decision tree regressor. Among all the models,
the decision tree model best fits our data set. We use a multiple output decision tree
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regression as our model.
#        »
BW = F (
#  »
W ,
#»
R) (5.1)
#  »
W eff =
#  »
W /n (5.2)
#        »
BW
′
= F (
#  »
W eff ,
#»
R) (5.3)
#        »
BW =
#        »
BW
′ ∗ n (5.4)
Algorithm 5.1 illustrates the adaptation process of autonomic manager. Autonomic
manager uses two criteria to adapt the bandwidth rates which are: (a) the response
time of at least one of the scenarios should be below certain threshold with respect to
its response time SLA, which we call candidacy threshold (CT); (b) there exists at least
one scenario whose response time SLA has not been breached for the past x time units.
We call this Time From Last Violation (TFLV). If there exists at least one scenario
that meets such criteria, autonomic manger performs bandwidth adaptation (line 3
in Algorithm 4.1), otherwise, it will scale out the application. To prevent oscillation,
autonomic manager uses a heat mechanism before acting on a violation or when scaling
in the application (lines 2 and 15 respectively).
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Algorithm 5.1: Adaptation Algorithm:
input :S—vector of Scenarios.
input :R—vector of response times of scenarios.
input :SLA—vector of response time SLAs of scenarios.
input :W—vector of workload.
input :n—number of application servers.
input :CPU—average CPU utilization of application servers.
input :heato, heatu—number of consecutive SLA breaches (overload) and
underloaded situations respectively.
output :BW—vector of bandwidth rates that satisfies R.
output :S′— a subset of S that meet the bandwidth adaptation criteria .
1 foreach Scenario s ∈ S do
2 if Rs > SLAs for heato(s) times then
3 S′ ← checkBWCriteria({S − {s}});
4 if S′ 6= ∅ then
5 W ←W/n;
6 BW ← F (W,R)× n;
7 Apply BW to S;
8 heato(s)← 0;
9 return;
10 else
// bandwidth adaptation cannot fix violations
11 Scale out application tier;
12 n← n+ 1;
13 heato(s)← 0;
14 return;
15 if CPU < CPU lo for heatu times then
// application tier underloaded
16 Remove VM;
17 heatu ← 0;
18 n← n− 1;
19 return;
5.2 Implementation
We equip our autonomic manager explained in 4.2 with a multiple output decision
tree regression model that we developed in Python3 using scikit-learn [97]. The hyper-
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parameters set for the model include criterion=mse, splitter=best, max depth=5, and
random state=0, which attain score function of 0.974.
We performed two sets of experiments on AWS using the setup shown in Figure
5.2; the first one presented in Section 5.3.1 serves as the baseline that illustrates the
hill-climbing heuristic previously discussed in Chapter 4; the second one in Section 5.3.2
demonstrates our model-based approach and shows how it successfully overcomes the
limitations of the heuristic one. Table 5.1 presents the specification of the nodes on
AWS.
Figure 5.2: Experiment setup on Amazon AWS.
Table 5.1: Experiment specification on Amazon AWS
Components # VMs Flavor Software
Load balancer 1 m4.large Apache Load Balancer
Application
server(s)
≥ 1 m4.large book estore using Apache
Tomcat
Database server 1 m4.large mySQL
SDN Controller 1 m3.medium Ryu
Virtual switch 1 m3.large OVS
We used the same application previously discussed in Chapter 4. The scenarios
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Table 5.2: Parameters set for the scenarios in all experiments. The autonomic manger is to
maintain the 95th percentile response time SLAs.
Scenario 95th SLA CT TFLV heato heatu
Browse (Scenario 2) 700 ms 0.9 * 700 ms 1 min 2
Add to cart (Scenario 1) 40 ms 0.9 * 40 ms 1 min 2 10
considered are: adding to shopping cart and browse. Each application scenarios has its
own response time SLA. Table 5.2 illustrates the parameters set for the scenarios in the
experiments. We adapt the bandwidth rates of responses from the load balancer node
toward the clients.
5.3 Experiment
We performed the experiments using two scenarios Scenario 1 being adding to shopping
cart and Scenario 2 browse the catalog as we trained our model using these two scenarios.
5.3.1 Experiment 1: Hill-climbing Heuristic
In this experiment, the autonomic manger employs a hill-climbing heuristics introduced
in Chapter 4 to maintain SLAs using bandwidth management. Note that the SLA
threshold can be set to actual SLA threshold (i.e., hard threshold) or a smaller value
than SLA (i.e, soft threshold) depending on the requirements. In the heuristic-based
method, the autonomic manger selects scenarios whose response times are below a certain
threshold w.r.t their SLAs and has the highest throughput compared to other scenarios.
Then it will use a hill-climbing algorithm to continuously reduce the bandwidth of the
selected scenario until all scenarios’ response times are below their corresponding SLAs.
If a bandwidth deduction action results in SLA violation of the selected scenario, the
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autonomic manager repeatedly takes one step back to its previous state until it fixes
the response time of the selected scenario. If the hill-climbing method cannot fix SLA
violations, the autonomic manager scales out the application.
Figure 5.3.a presents the CPU utilization of the load balancer, application servers and
database server that can be read from the left vertical axis. The autonomic manager uses
detailed monitoring service of Amazon EC2 to monitor the CPU utilization of application
nodes where the data is available in 1-minute periods. The horizontal axis shows the
experiment iteration number (or the monitoring time) in all graphs. The autonomic
manager monitors the application every 20 seconds. The number of application servers
are shown at the right vertical axis. Figure 5.3.b shows the workload which corresponds
to the number of users in each scenario and Figure 5.3.c illustrates the bandwidth rates
of the scenarios. Note that we only show the scenarios whose bandwidth have been
adapted during the experiment. Figure 5.4.a shows the response time and arrival rate
of Scenario 1 and Figure 5.4.b displays those of Scenario 2 where the response times
can be read from the left vertical axis and the arrival rates from the right. The Red
dashed lines in both of these graphs depict the 95th percentile response time SLAs.
The pink shaded background shows a bandwidth adaptation event and the gray shaded
background illustrates an auto-scaling event.
As can be seen in Figure 5.4.a and 5.4.b, up to around iteration 74 all response times
are below their SLA and therefore no action is required. However, At around iteration
74 in Figure 5.3.b, the number of users of Scenario 1 increased from 59 to 69 which
violates the SLA of scenario 1. Since the response time stays above the threshold for
two consecutive iterations, autonomic manager starts off by reducing a proportional
amount from the current bandwidth. We found that 15% of current bandwidth would
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be a good value w.r.t sizes of scenarios. The autonomic manger reduces the bandwidth
rate of scenario 2 in Figure 5.3.c multiple times which finally fixes the response time of
Scenario 1 at around iteration 86 in Figure 5.4.a. Since the response time stays above
the threshold for two consecutive iterations where autonomic manger selects scenario 2
that meets the selection criteria and reduces its bandwidth.
Figure 5.3: Using the hill-climbing heuristic, bandwidth of Scenario 2 is adapted.
Other adaptations happen after around iterations 111, 162, and 168 in Figure 5.3.c
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which successfully fix the violations. Then at around iteration 169, due to hight number
of users, response times of both scenarios go above their SLA thresholds which triggers
the auto-scaling policy. A new VM is added to the application tier increasing the number
of servers from 1 to 2 at around iteration 172 in Figure 5.3.a. After a new VM is added,
the bandwidth rates are reset.
Figure 5.4: Response time of scenarios in hill-climbing heuristic.
Even though a new VM is added to the application, the response time of Scenario
1 still tends to stay high which then triggers the bandwidth adaptation. We can see
from Figure 5.3.c that the bandwidth rate of scenario 2 is adapted three times until the
response time of scenario 1 is fixed at around iteration 184.
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Due to large volume of requests, the autonomic manger adds another VM to the
application tier to fix the response times at around iteration 240. Then at around
iteration 258, the response time of scenario 1 goes over its SLA. We can see in Figure
5.3.c, the bandwidth of scenario 2 is adapted multiple times which finally fixes the
response time of scenario 1 at around iteration 272.
5.3.2 Experiment 2: Model-based Adaptation
We keep the experiment settings including the workload and the application configu-
ration exactly the same as previous experiment. In Figure 5.5.b, we can see that as
time goes by, the number of users in both scenarios are increasing which increases the
response times of both scenarios. Up to around iteration 62 in Figure 5.6.a, the response
time of scenario 1 goes a few times above its SLA. However, since the policy is acting on
two consecutive iterations, no actions are taken at these times. Around iteration 62, the
number of users of scenario 1 increases (see Figure 5.5.b) which causes the response time
of Scenario 1 to stays up for 2 iterations above its SLA. Using the model, autonomic
manager applies the predicted bandwidth rates to fix the response time of Scenario 1. As
can be seen in Figure 5.5.c, the bandwidth rate of scenario 2 is reduced from the default
bandwidth to around 69Mbps. We can observe that the response time of scenario 1 gets
fixed at around iteration 68. Again at around iteration 74, the bandwidth of scenario 2
is lowered to around 50Mbps that resolves the SLA violation of scenario 1.
We can see from Figure 5.6 that thanks to the model, the autonomic manger is
quickly able to find the appropriate bandwidth rates and maintain the application SLAs
without scaling out despite the rise in the workload for up to 100 iterations. At around
iteration 105, the number of users in Scenario 1 increases further up to 119 users that
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breaches SLA of scenario 1. At this time, bandwidth adaptation criteria do not hold
(i.e., response time of Scenario 2 is above CT). This means that the current application
capacity does not support this workload and bandwidth adaptation cannot be performed.
Hence autonomic manager scales out the application to restrain further SLA violations
(the number of application workers increases to 2 in Figure 5.5.a.)
When the application is scaled out, the autonomic manger resets the bandwidth
rates of all scenarios so that the users can experience faster response time. We can see
that scaling out improves the response times of both scenarios. Now let’s see if the
model is still able to predict the bandwidth rates correctly after this scaling out event.
When the number of users in both scenarios is increased from iteration 117 to 124, it
breaches SLA of Scenario 1. After the response time of scenario 1 stays up for two
back-to-back iterations in Figure 5.6.a. When the model output is actuated over the
load balancer interfaces, we can see that the response time of scenario 1 gets adjusted
at around iteration 127.
Next, more users are using Scenario 2 which then violates the response time of scenario
1 at around iteration 148. So the bandwidth rate of scenario 2 is reduced to 80Mbps
which improves the response time of scenario 1 quickly at around iteration 149. It can be
observed from Figure 5.5, that all SLAs are well maintained despite the increase in the
workload up to around iteration 189, where both scenario response times gets violated,
and the autonomic manger has no choice but to scale out the application. Hence the
application is scaled out again (the number of web workers in Figure 5.5.a goes up to
3). However, it takes around 5 iterations for the response times of both scenarios to
improve after the new VM is added. This illustrates the benefit of bandwidth adaptation
compared to auto-scaling: bandwidth adaptation not only keeps the amount of costly
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resources at a lower level, it also performs faster adaptation. At around iteration 212,
bandwidth of scenario 2 is adapted which then fixes the response time of Scenario 1
at around iteration 214. The number of users in both scenarios is increased further
at around iteration 230 and onward, as we can see the autonomic manger is able to
successfully maintain the SLAs of application scenarios which brings us to the end of
the experiment.
We just illustrated how our model-based autonomic manager accurately estimated
the appropriate bandwidth rates for the scenarios all at once such that the SLA response
times of the scenarios are quickly met. We showed that the model predicts the required
bandwidth rates even across auto-scaling events.
5.3.3 Analysis of the Results
From the results presented in Sections 5.3.1 and 5.3.2, we can see that the model-
driven solution employs an on-line model and can quickly and accurately estimate the
appropriate bandwidth rates that resolves SLA violations at once. From the results in
the two experiments, we calculated the number of SLA violations of Scenario 1 including
the two iterations that the autonomic manger waits to prevent oscillation as well. The
model-based autonomic manger reduces the number of SLA violations by 56% compared
to the heuristic one. Only the model-based satisfies the 95th percentile SLA while the
heuristic one only conforms to the 89th percentile SLA response time. Compared with
VM auto-scaling, the time to effect of bandwidth adaptation is much lower. Hence, we
can conclude that bandwidth adaptation is an effective and efficient mechanism to adapt
the response time of applications and using a model improves the quality of adaptation.
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5.4 Summary
In this Chapter, we presented a model-driven application autonomic manager for web
applications in cloud utilizing smart bandwidth management within application cluster.
Through experiments on AWS, we demonstrated that our adaptive control can quickly
maintain SLA response times and reduce the SLA violations by 56% compared to the
heuristic-based approach.
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Figure 5.5: Using the model, bandwidth of Scenario 2 is adapted.
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Figure 5.6: Response time and arrival rates in model-based.
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Chapter 6
Self-optimizing Applications with
Scalable Machine-learning based
Network and Compute Adaptations
Cloud application owners continuously look for strategies to maximize their profit. They
use cloud auto-scaling to adapt to workload changes by dynamically provisioning and
de-provisioning resources to match the current demand. However, auto-scaling may not
always lead to higher profit due to traffics that generate no or negligible revenue. For
example, cloud-based applications are now target of cryptocurrency mining attacks that
want to make money using others’ compute resources. As a mining malware consumes all
available CPU power, the auto-scaler will automatically spawn new instances, allowing
the miners to gain huge scalability at the expense of their victims. Recently a company’s
AWS bill went up from less than $10K to over $100K per month due to illegitimate
mining traffic [14].
Also, auto-scaling can become a target of malicious intents where applications are
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scaled out due to sudden rise in suspicious and/or illegitimate traffic such as distributed
denial of service (DDoS) attacks that waste both the CPU cycles as well as bandwidth
of applications on cloud -causing sever economic damage to the application owners
[15]. Even when there is no financial or malicious purposes involved, sometimes the
application is scaled out as a result of traffic that generate no or negligible revenue such
as free-tier scenarios. Therefore it might not be profitable to scale out the application
to accommodate such traffic.
In addition, the cost of resources in cloud including CPU, storage and bandwidth
is a significant factor that affects the profit. Amazon web services (AWS) company,
one of the major cloud providers, also emphasizes the importance of building software
using “cost-aware architectures” that manage the cost of using cloud resources [2, 3].
Maintaining performance objectives is another element that impacts the profit where
the application owner is obligated to a certain amount of penalty if the service level
agreement is violated. Further, due to shared resources, there is dependency between
various scenarios of the application where intensity of one scenario affects the response
time of other scenarios. This adds another complexity to profit maximization. Hence,
maximizing the profit of cloud applications requires an optimal trade-off due to these
various, sometimes conflicting factors. To address this problem, we propose a novel
application autonomic management system whose goal is to meet application business
requirements while optimizing resource allocation using both compute and network
programmability offered by software defined infrastructure. We develop an optimization
problem that considers various inputs such as multi-classes of workload and their impact
on the revenue, cloud price model, and performance objectives to derive the best course
of adaptations that maximizes the profit.
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Application autonomic management system continuously monitors the application
and solves the optimization problem at run-time to find the most profitable action when
needed. Provided that our solution also protects the auto-scalability feature of cloud
applications that can be exploited for the reasons previously discussed. Our contributions
in this chapter are summarized as below:
• We formally define a profit model that embraces the main factors affecting the
profit of web applications hosted in cloud. We develop an optimization problem
from the profit model to maximize the profit by using network programmability
in addition to compute programmability to better utilize compute and network
resources.
• We implement the solution and verify its usability in real cloud environment.
• We compare our solution with a number of baseline approaches. Experiment
results demonstrate that the proposed solution improves the profit of the tested
application significantly higher compared to the baseline approaches.
Following we present the solution in details in Section 6.1 where we describe the ar-
chitecture of the solution. We present the decision making process within the autonomic
management system in Section 6.2. In Section 6.3, we explain how we implement our
solution in real cloud environment. Section 6.4 presents the experiment results. Based
on the results of experiments, we compare our solution with some baseline approaches
and highlight the advantages of the new approach in Section 6.5. Finally, in Section 6.6,
we conclude the chapter.
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6.1 Adaptive Load Management of Web Applica-
tions on Software Defined Infrastructure
We build an application autonomic management system (AMS) that strives to maximize
the profit of web applications on the cloud given two adaptation knobs, compute and
network. We develop an optimization problem that considers revenue model, price model,
and performance objectives to find the best adaptation strategy that maximizes the
profit. Our solution addresses two main issues associated with the common auto-scaling
approaches: (a) we consider the various classes (or scenarios) of workload and their
corresponding revenue, cloud pricing as well as performance goals to perform the most
profitable adaptations; (b) we combine network adaptation with compute adaptations
to compensate for slow reaction time as well as cost of compute resources in auto-scaling.
Consequently, application resources are always allocated such that the overall profit is
maximized. We make the following assumptions about the problem at hand:
1. We consider a multi-scenario web application where there is dependency between
scenarios due to shared resources;
2. We consider a three-tier application where the application tier is only scaled out/in
on demand and use nodes with high capacity in other tiers to prevent saturation;
3. We use homogeneous nodes in the application tier and the requests arriving to
the application are equally distributed between application workers.
Figure 6.1 depicts the architecture of our solution. AMS continuously monitors the
application and determines if an adaptation is needed. If so, it plans the adaptation
by solving the optimization problem and sends requests for adaptation to the cloud
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controller. Cloud controller receives API calls to add new virtual machines (VMs) or
remove existing ones to/from the requesting tenant which will be forwarded to the
compute controller. It can also receive requests to make changes to the tenant’s network
which will be sent to the network controller. The network controller (i.e., SDN controller)
provides an API endpoint to program the requested network resources according to the
received API calls. Following, we describe the application and AMS in more details.
Cloud	ControllerCompute	
Resources
Network
Resources
Application	Autonomic	Management	System	(AMS)
Compute	Controller
Monitor
Analyze Plan
Performance	
Models
Optimization	
Module
Revenue	Model
Price	Model
Execute
Application
Network	Controller
Figure 6.1: High level architecture of the proposed solution
6.1.1 Application
We consider an e-commerce web application that has the these scenarios: Browse, Search,
Auto-bundle and Pay. Through browsing the customers browse the products on the
website. The Search scenario enables the customers to search for a specific item of their
choice. Auto-bundle scenario matches the selected items with other items from various
vendors and offers them to the customers. And finally, customers use Pay scenario to
purchase an item.
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In a multi-scenario web application, scenarios have various monetary values which
are defined in the revenue model. There are different revenue models for web applications
[98, 99]: subscription-based are applications where customers are charged a periodic –
daily, monthly or annual– fee to subscribe to a service. Advertising model is another
model where the application provider offers free content but advertises other businesses,
making indirect revenue. E-commerce and manufacturer applications are other examples
of revenue models. A business may combine any of such models to run their web
applications in cloud. One of the key factors that affect the profit is the revenue model.
Therefore, our optimization module takes into account the revenue generated by each
scenario of the web application and decides on the most profitable adaptation. Based on
the amount of revenue each of these scenarios generate, we define three revenue models
for our web application that mimic a variety of real world web applications which are
explained as below:
Revenue Models
We consider three different revenue models: the first one combines advertising revenue
model discussed previously with online retailing where the business owner makes money
by directly advertising other vendors’ products when customers are browsing. From the
Search Scenario, the application provider generates revenue by prioritizing products from
a specific contract vendor when the customer searches for a specific item. Auto-bundle
scenario also generates revenue by recommending bundles of products from their own
or other contract vendors. We call this revenue model, direct advertisement (direct-ad)
model.
The second revenue model that we consider is when there is no advertisement when
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browsing and the revenue is generated by offering contract vendors products through
search results in addition to revenue generated through Auto-bundle and Pay Scenarios.
We call this indirect advertisement (indirect-ad) model.
The third revenue model follows a model where the application owner does not
advertise or prioritize any specific vendor products when the customers are browsing or
searching. Only the Auto-bundle and Pay scenarios generate revenue for the application
provider. We call this revenue model no advertisement (no-ad) model.
6.2 Models and Run-time Adaptation
In this section, we describe how the planner decides and plans about the adaptations.
To this end, we will first discuss the performance models in Section 6.2.1 that are used
to estimates performance indicators given a potential adaptation. Then we will present
the optimization module in Section 6.2.2 that uses various inputs including the metrics
estimated by the performance models to find an adaptation that maximizes the profit.
6.2.1 Performance Models
The performance objective of our AMS is to meet response time SLAs of all the scenarios
of the web application. As mentioned before, the control knobs in our solution are auto-
scaling and bandwidth rates. To maintain the response time SLA of all scenarios, AMS
needs to know the response time of each scenario when bandwidth rates, number of
nodes in each tier and the workload are known. Therefore, we develop a model, M ,
presented in Equation 6.1, that takes the workload, number of application tier VMs
and the bandwidth rates of scenarios and will estimate the response time of application
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scenarios at time k. Note that in our model, we only consider the nodes in the application
tier according to our second assumption.
#»
rtk(
#»wk,
# »
bwk,mk) = M(
#»wk,
# »
bwk,mk) (6.1)
In equation 6.1,
#»
rtk is a vector that includes the response times of the scenarios at
time k where rtki presents the response time of Scenario i at time k. The workload,
#»wk, is a vector that includes the number of requests per each scenario at time k where
wki defines the number of requests in Scenario i at time k. The bandwidth rates of the
scenarios at time k are represented by
# »
bwk where the bandwidth rate given to scenario
i is defined by bwki. The number of VMs in the application tier at time k is defined by
mk.
To build M , we tried a number of different supervised machine learning algorithms
including neural network MLP regressor, SVR, and decision tree regressor. Among all
the models, the decision tree regression best fits our dataset and we use it to build
M . Decision trees are non-parametric learning methods that predict values by learning
simple decision rules inferred from the data features. In order to train the machine
learning model off-line, we need to collect various values for the features including
workload, bandwidth rates, and the number of instances in the application tier. To
prevent state space explosion of the features during data collection for training, we
apply a number of techniques to prune the state space for the inputs of the model which
are explained as follows.
First, to prune the state space of the workload, we use domain knowledge expertise
that originate from the application under test (AUT). As a part of performance testing
procedure, which happens before operation, application and user profiling determine
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the approximate distribution of requests. For example, we use following questions to
prune the state space for the workload:
• How is the distribution of user requests w.r.t the application scenarios? A possible
answer would be on average 40% of users browse and only 3% of users end up
buying their selected items (i.e., an application with the hit rate of 3%).
• How the user load is expected to grow with time?
• How long does it take for a specific user action to achieve its peak load?
• For how long the peak load will continue?
Following such performance testing procedure, we define a distribution (D) for the
proportions of requests in each scenario at any given time with respect to the number
of requests in other scenarios.
Second, in our earlier work [93] discussed in Chapter 4, we applied a hill-climbing
heuristic with greedy selection criteria to adapt the bandwidth rates given to application
scenarios. This way, we postponed scaling out as much as possible to meet the response
time SLA of application scenarios and reduce the cost. The idea is when response time
SLA of a specific scenario is violated, the AMS dynamically reduces the bandwidth
rate of other scenarios that can tolerate delay in a hill-climbing fashion to fix the SLA
violations. Hence, in the new solution, we take advantage of this approach in the data
collection phase to prune the state space.
Let us define W to be the maximum number of requests that saturate the application
tier when only bandwidth adaptation is used to fix the SLA violations using the hill-
climbing method. To find W , we perform a number of experiments using hill-climbing
approach with having only 1 node in the application tier while increasing the number
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of requests aggressively. Although training M can be done using any number of VMs in
the application tier, for simplicity, we use 1 VM in the application tier for training. After
finding W , using D, we explore the workload space in various experiments using the
hill-climbing technique. Now the data collected during these experiments will include
various values for the response times, workload, and bandwidth rates that are used to
train M .
Since we train M with only 1 node in the application tier, M would be able to
estimate response time when the number of nodes in the application tier is 1.
In order to use the machine learning model at run-time where the number of appli-
cation tier VMs can be more than 1 due to scaling, we adopt Equation 6.2. The reason
that we can adopt this formula is because of our third assumption that the requests
are equally distributed between application workers. In previous work [96], we showed
through experiments that the error of Equation 6.2 is negligible enough. We follow
the same approach to build machine learning models that can estimate arrival rates
and throughput of the application scenarios given the same inputs. These models are
collectively used in our optimization module when a potential adaptation is evaluated
for profit maximization.
#»
rtk(
#»wk,
# »
bwk,mk) = M(
#»wk/mk,
# »
bwk/mk, 1) (6.2)
6.2.2 Optimization Module
In this section, we explain our optimization module used to determine the adaptation
strategy that maximizes the profit. We formally define an optimization problem to
maximize the profit of web applications hosted in cloud in Equation 6.3 subject to
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Table 6.1: Symbols used in the optimization problem and their description.
Symbol Description
pik profit
Rk revenue
Ik instance cost
Dk data transfer cost
Pk SLA violation penalty
Xki throughput of scenario i (req/s)
λki request arrival rate of scenario i (req/s)
wki number of requests in scenario i
bwki bandwidth rate applied to scenario i (kbps)
rtki response time of scenario i (msec)
mk number of application tier instances
k monitoring time
∆k monitoring interval time
ri revenue for completing one request of scenario i
Sreqi average size of scenario i requests (KB)
Sresi average size of scenario i responses (KB)
Cd cost for transferring 1 KB of data
Fpk penalty function
τi response time SLA of scenario i (msec)
BWmin lowest possible bandwidth rate (kbps)
BWmax highest available bandwidth rate (kbps)
K Minimum number of instances at the application tier
L Maximum number of instances at the application tier
constraints 6.10, 6.11, and 6.12. The inputs to the optimization problem are workload,
performance objectives, revenue and price models. The output is the adaptation types
and quantities that optimizes the profit.
Whenever an adaptation is to be performed due to response time SLA violations
at time k (i.e., monitoring time), the AMS uses the optimization module to perform
adaptations that maximizes the profit for the next time interval, ∆k. In the objective
function presented in Equation 6.3, we look for the optimal bandwidth rates for each
scenario and the optimal number of instances at the application tier such that the profit
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is maximized.
For an application hosted in public cloud, the profit (pi) can be calculated using
the revenue generated by fulfilling application requests (R), minus the cost of instance
(I), data transfer cost (D) and the penalty imposed by SLA violations (P ) as shown
in Equation 6.4. The amount of bandwidth rates assigned to each scenario should be
between a minimum bandwidth rate (BWmin) and a maximum bandwidth rate assigned
to the application tenant (BWmax) in cloud as shown in Equation 6.10. Also the total
bandwidth rates assigned to the scenarios should not exceed BWmax (Equation 6.11).
The number of instances in the application tier is limited by a maximum (L) and a
minimum (K) that are defined based on performance and cost constraints from the
application owner. Table 6.1 summarizes the symbols used in our optimization problem
along with their description.
max
# »
bwk,mk
pik(
#»w,
# »
bwk,mk) s.t. 6.10, 6.11, 6.12 (6.3)
where
pik(
#»wk,
# »
bwk,mk) = Rk(
#»wk,
# »
bwk,mk)− Ik(mk)−
Dk(
#»wk,
# »
bwk,mk)− Pk( #»wk, # »bwk,mk)
(6.4)
Rk(
#»wk,
# »
bwk,mk) =
N∑
i=1
Xki(
#»wk,
# »
bwk,mk) ∗∆k ∗ ri (6.5)
Ik = mk ∗ Cvm ∗∆k (6.6)
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Dk = Dkin +Dkout = Cd ∗∆k ∗ ((
N∑
i=1
λki(
#»wk,
# »
bwk,mk) ∗ Sreqi)+
(
N∑
i=1
Xki(
#»wk,
# »
bwk,mk) ∗ Sresi))
(6.7)
Pk(
#»wk,
# »
bwk,mk) =
N∑
i=1
Fpki(
#»wk,
# »
bwk,mk) (6.8)
Fpki(
#»wk,
# »
bwk,mk) =

PR if rtki − τi > 0
0 if rtki − τi ≤ 0
(6.9)
In Equation 6.5, revenue (Rk) is calculated at time k by adding the products of
Xki, which is the estimated throughput of application per scenario i for the next time
interval, ∆k, and revenue generated per each completed requests in each scenario, ri
(i.e, $0.2/req). Xki is the model that estimates the throughput of Scenario i given the
workload, bandwidth rates of the scenarios, and number of instances in the application
tier after ∆k. In Equation 6.6, instance cost (I) is calculated by the product of number
of instances at time k (mk), the cost of instance per time unit (Cvm) and ∆k. N is the
total number of scenarios of the application.
Equation 6.7 calculates the data transfer cost which includes the data that is trans-
fered to the application (Dkin) as well as the data that is transferred from the application
to outside of cloud (Dkout) during ∆k. In equation 6.7, λki is the request arrival rate
model for scenario i that estimates how many requests from scenario i will arrive in
the next time interval if
# »
bwk is applied to scenarios and there are mk instances at the
application tier. The inputs to the arrival rate model are #»wk,
# »
bwk and mk. Average size
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of scenario i requests and responses in KB are Sreqi and Sresi respectively. The cost of
data transfer per 1KB is indicated by Cd.
We define the penalty of SLA violations using Equation 6.8. To calculate the penalty,
we use a penalty function defined in Equation 6.9 where PR is the penalty rate per
SLA violation. According to the penalty function, if the response time exceeds its
corresponding SLA, τi, the application owner is obligated to the fine rate of PR (i.e, $0.1
per violation.) The response time model that estimates the response time of scenario i at
time k given
#  »
wkk,
# »
bwk and mk is indicated by rtki. As mentioned before, for estimation
of arrival rates, throughput and response time models in our optimization problem, we
use machine learning models presented in Section 6.2.1. The accuracy of the models are
calculated using the coefficient of determination, R2, which are presented in Table 6.2.
∀i ∈ [1, N ], BWmin ≤ bwki ≤ BWmax (6.10)
i=N∑
i=1
bwki ≤ BWmax (6.11)
K ≤ mk ≤ L (6.12)
Table 6.2: Accuracy of machine learning models
Model Accuracy
Response time 90%
Arrival rate 90.1%
Throughput 90.3%
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6.3 Implementation
We implement our solution in a hybrid cloud setting as shown in Figure 6.2. The AMS
fetches the monitoring sensors every 20 seconds. AMS analyzes the monitoring data at
each time interval by comparing the average response time of each scenario against the
scenario response time SLA. Our policy is to take actions after a number of consecutive
SLA violations to prevent the “ping-pong” effect [100]. In our experiments, we define
the number of violations before taking action to be 3. Further, when average CPU
utilization of application tier remains under 40% for more than 20 consecutive intervals,
the application is scaled in. If no SLA violation happens for a specific number of intervals,
set to 10, and there are some scenarios whose response time can be improved (determined
by comparing the current response time to a ratio of the SLA (set to 50%), they are
added to a list to increase their bandwidth rates, if there is room. If an action needs to
be taken, the analyzer asks the planner for the adaptation type and amount.
Proxy
Ryu SDN Controller
Apache Load Balancer
Tomcat Server (worker)
MySQL Server
AWSSAVI
Application Overlay Network
MAPE
EC2 ControllerAMS
Tomcat Server (worker)
Figure 6.2: Implementation on hybrid cloud
The core of the planner is the optimization module that uses a number of online
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models to estimate the result of potential adaptations. Then given the workload, per-
formance metrics, SLAs, revenue and price models, it finds an adaptation strategy that
maximizes the profit as described in Section 6.2.2. We develop the optimization problem
in Python3 using optimization module in Scikit-learn library[97]. We use Sequential
Least SQuares Programming (SLSQP) module to implement the profit optimization
problem. When there is a need for action, the optimization module will solve the opti-
mization problem at run-time. The solution of the optimization problem may include
compute, bandwidth or a combination of both adaptations which will be forwarded to
the execution module. Table 6.3 shows the specification of the experiment nodes.
Table 6.3: Experiment spec on SAVI and AWS. VMs on SAVI are OpenStack small size.
Components # VMs Flavor Software
App Cluster (Ama-
zon)
On demand Load balancer (m4.xlarge),
web server (m4.large),
database (m4.large)
Apache Load Balancer, eS-
tore Tomcat Web App,
MySQL
Proxy (SAVI) 1 Small Custom Java app
Virtual Switch
(SAVI)
1 Small OVS
Virtual Switch
(AWS)
1 m4.large OVS
SDN Controller
(SAVI)
1 Small Ryu Custom Controller
App
6.4 Experiment
We perform 5 sets of experiments to compare and contrast our proposed solution with
model-based bandwidth approach proposed in Chapter 5 and VM auto-scaling (auto-
scaling-only). For all the experiments, we use the same workload and the goal is to
see how different approaches perform with respect to performance, cost, and profit.
Figure 6.3 presents the workload that we use in all of the experiments. The workload
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follows a periodic pattern that combines several normally distributed requests resembling
workload pattern of an online business application during a day, a month or a year
where the number of requests is peaked at certain point of time. Table 6.4 presents the
parameters set in our experiments1.
Table 6.4: Parameters
Experiment Parameter Value
Cd 0.0045
Cvm 0.0011
PR 0.85
Sreq 0.1KB
Sres1 25.576KB
Sres2 39KB
Sres3 52.3KB
Sres4 105.8KB
τ1 1800ms
τ2 1600ms
τ3 1000ms
τ4 1000ms
BWmin 20 ∗ 103kbps
BWmax 32 ∗ 104kbps
K 1
L 10
First, we present the experiment results for auto-scaling-only approach in Section 6.4.1
where the only adaptation option is to add or remove VMs dynamically to maintain SLA
or reduce the cost respectively. We then present the results of model-based bandwidth
approach in Section 6.4.2 where AMS tries to maintain SLA using bandwidth adaptation
as the first adaptation choice. If not, it then scales out the application. Later, we equip
the planner of AMS to solve the optimization problem presented in Section 6.2.2 where
the AMS tries to find the optimized course of adaptations, including auto-scaling and
1We use generic unit for prices but we maintain realistic ratio among the prices of different resources.
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Figure 6.3: Workload
bandwidth adaptations to maximize the profit. The experiment results of this approach
are presented in Section 6.4.3. In Section 6.5 the results of all experiments are compared
and discussed.
6.4.1 Auto-scaling-only Approach
In this section, we present the results of the experiment that we perform using auto
scaling as the only adaptation strategy to deal with response time SLA violations
according to the state of the art.
Figures 6.4 depicts the application cluster performance metrics including CPU uti-
lization of the three tiers of the application that are shown on the left vertical axis. The
number of application tier servers (web workers) that are scaled during the experiment
are shown on the right vertical axis. Figures 6.5a and 6.5b illustrate the performance
metrics for the scenarios where the average response time of scenarios are drawn in the
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left vertical axis and the average request arrival rates of the scenarios are shown on
the right vertical axis. In Figures 6.5a and 6.5b, the SLA violation regime is shown in
Orange.
Figure 6.4: Auto-scaling-only: CPU Utilization and no. of workers
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(a) Response time and arrival rates of Browse and Search
(b) Response time and arrival rates of Auto-bundle and Pay
Figure 6.5: Auto-scaling-only
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As can be seen in Figures 6.5a and 6.5b, when response time of any of the scenarios
exceeds the SLA threshold as many times as the SLA violation limit, AMS scales out the
application tier as shown in Figure 6.4 and adds more instances to the application cluster
to prevent further SLA violations. When the application is scaled out, the response time
violations are fixed. When the condition for scaling in is checked, an instance is removed
to reduce the cost. In Figure 6.4, AMS dynamically adds VMs to fix SLA violations
and removes VMs to reduce the cost.
6.4.2 Model-based Bandwidth Approach
In this section, we present the results of the experiment when bandwidth adaptation is
performed as the first adaptation strategy to meet the SLA requirements and reduce the
cost according to [96]. AMS uses a decision tree model to decides how much bandwidth
should be reduced from candidate scenarios to fix the SLA breaches. If bandwidth
adaption is unable to maintain the performance, the application is then scaled out.
Similar to previous section, Figure 6.6 shows the performance metrics of the appli-
cation cluster. Figure 6.7 demonstrates the bandwidth rates that AMS apply on the
scenarios during the experiment to meet the SLAs. Note that the bandwidth rates of
scenarios that have not been selected during the experiment are not shown in the graph
not to obscure other values. Figures 6.8a and 6.8b show the metrics of the scenarios
throughout the experiment.
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Figure 6.6: Model-based bandwidth approach: CPU Utilization and no. of workers
Figure 6.7: Model-based bandwidth approach: Bandwidth rates
124
(a) Response time and arrival rates of Browse and Search
(b) Response time and arrival rates of Auto-bundle and Pay
Figure 6.8: Model-based bandwidth approach
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It can be seen that this time, application AMS adapts the bandwidth rates of
application scenarios to prevent further SLA violations. As seen in Figure 6.7, only
bandwidth rates of Scenarios Browse and Search are adapted. It is only at around
iteration 1200 in Figure 6.6 where AMS is unable to maintain the performance using
bandwidth adaptation. Therefore, it scales out the application tier to maintain the
SLAs.
6.4.3 Optimization-based Approach
We implement the optimization problem presented in Section 6.2.2 in Python3 and equip
the planner module of AMS with the optimization module. If an action should be taken to
maintain the SLAs, AMS solves the optimization problem online, given the performance
and economic metrics to find an adaptation strategy that maximizes the profit for the
next time interval. The adaptation may include any of the adaptations possible such
as auto-scaling and bandwidth adaptations. To represent various business cases, we
consider three revenue models (RMs) that were previously discussed in Section 6.1.1.
The specifications of the three revenue models are presented in Table 6.5 where r1 − r4
apply to Scenarios Browse, Search, Auto-bundle and Pay, respectively. For example,
the application owner makes $0.06 by completing one Browse request. We perform 3
experiments using the optimized solution and considering one of the revenue models at
a time. The results are presented in Sections 6.4.3.1, 6.4.3.2 and 6.4.3.3 respectively.
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Table 6.5: Three revenue models where r1−r4 define price unit (e.g, $) per request for Browse,
Search, Auto-bundle and Pay respectively.
Revenue model r1 r2 r3 r4
Direct−ad 0.06 0.3 0.5 0.5
Indirect−ad 0 0.2 5 4
No−ad 0 0 3 6
6.4.3.1 Optimized adaptation using direct advertisement (Direct-ad) rev-
enue model
Figures 6.9, 6.10, 6.11a, and 6.11b show the results of the optimized management ap-
proach using direct-ad revenue model.
Figure 6.9: Direct-ad: CPU Utilization and no. of workers
Figure 6.10: Direct-ad: Bandwidth rates
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(a) Response time and arrival rates of Browse and Search
(b) Response time and arrival rates of Auto-bundle and Pay
Figure 6.11: Direct-ad
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We can observe in Figures 6.9 and 6.10 that AMS applies a combination of bandwidth
and auto-scaling adaptations to cope with the SLA violations such that the profit is
maximized according to the optimization module output.
6.4.3.2 Optimized adaptation using indirect advertisement (Indirect-ad)
revenue model
Figures 6.12, 6.13, 6.14a, and 6.14b show the results for the optimized management
approach using indirect-ad model. As can be seen in the figures, AMS uses a combination
of both adaptation types to maximize the profit each time an action is required to be
taken when dealing with SLA violations.
Figure 6.12: Indirect-ad: CPU Utilization and no. of workers
Figure 6.13: Indirect-ad: Bandwidth rates
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(a) Response time and arrival rates of Browse and Search
(b) Response time and arrival rates of Auto-bundle and Pay
Figure 6.14: Indirect-ad
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6.4.3.3 Optimized adaptation using no advertisement (No-ad) revenue
model
Figures 6.15, 6.16, 6.17a, and 6.17b show the results for the optimized management
approach using No-ad model. Using the optimization module online, AMS performs
adaptations that maximizes the profit.
Figure 6.15: No-ad: CPU Utilization and no. of workers
Figure 6.16: No-ad: Bandwidth rates
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(a) Response time and arrival rates of Browse and Search
(b) Response time and arrival rates of Auto-bundle and Pay
Figure 6.17: No-ad
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Table 6.6: Comparison of auto-scaling and bandwidth adaptations in terms of time to effect.
Metric VM Auto Scaling Bandwidth Adjustment
Average time to effect 2.62 min << 20s
6.5 Comparison of Approaches
As previously mentioned, one of the advantages of combining network adaptation with
auto-scaling is the fast response time of applying network changes. Table 6.6 compares
the auto-scaling and bandwidth adaptations in terms of average time to effect on re-
sponse times that were obtained from the experiments. We can see that the result
of bandwidth adaptation is seen much faster on the application than auto-scaling ap-
proach.2 That is one of the advantages of using network adaptation in conjunction with
auto-scaling for faster reaction time.
We perform a number of analysis on the results of all the experiments. Figures
6.18, 6.19, and 6.20 summarize the statistics that we collected from the results of the
experiments. We compare the experiment results with respect to different metrics that
are included in the profit optimization problem, namely, revenue (R), data transfer cost
(D), instance cost (I), penalty (P ) and profit (pi).
Figure 6.18 shows the result of the analysis comparing auto-scaling-only, model-based
bandwidth approach (BW ), and the optimized method using the direct-ad revenue model.
Figure 6.19 shows the result of the analysis comparing auto-scaling-only, BW, and the
optimized method using the indirect-ad revenue model. Figure 6.20 demonstrates the
result of analysis comparing auto-scaling-only, BW, and the optimized method using
the no-ad revenue model.
2Our measurement precision for monitoring the time-to-effect of bandwidth adaptation is limited
to our monitoring interval time which is 20s.
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Figure 6.18a shows the number of SLA violations for the three approaches where
the optimized method has the lowest number of SLA violations and hence lower penalty
in Figure 6.18e. The relative data transfer cost shown in Figure 6.18c is higher in
auto-scaling approach because there is no limitation on the bandwidth rates assigned
to the scenarios. Also the relative instance cost in Figure 6.18d is higher in auto-
scaling approach because this method only scales out the application to maintain the
required SLAs. The optimized approach has higher instance cost and data transfer cost
compared to BW since it adapts the application using both scaling out and bandwidth
adjustments. As can be seen in Figure 6.18f, the optimized approach achieves the highest
profit compared to the other two methods where it increases the profit by 4.4% and 16%
compared to auto-scaling and BW respectively as shown in Figure 6.18g. Figure 6.19
compares the results from auto-scaling, BW and indirect-ad optimization experiments.
As we can observe the profit is maximized in the optimized approach where it is raised
by 13% and 6% compared to auto-scaling and BW respectively as depicted in Figure
6.19g.
Figure 6.20 demonstrates that the no-ad optimization approach maximizes the profit
compared to auto-scaling and BW by 14.55 times and 0.1 % respectively. The reason
for this huge increase in profit compared to the auto-scaling approach is requests in
scenarios Browse and Search do not generate any revenue according to no-ad model as
shown in Table 6.5; instance hour and bandwidth of the application is consumed without
having any corresponding revenue when application is scaled out. This resembles the
situations where the application is scaled regardless of the benefits associated with
the type of requests. However, the optimized approach uses bandwidth adaptation and
slows down the request arrival rates for the scenarios who generates minimum or no
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revenue by reducing their allocated bandwidth rates. Therefore, it saves both instance
and more importantly data transfer cost as shown in Figure 6.20c and 6.20d. The profit
is maximized in the optimized approach as shown in Figure 6.20g. In addition, BW
performs close to no-ad optimized approach since in no-ad mode Browse and Search
Scenarios do not produce any revenue and their bandwidth rates are decreased similar to
BW approach. As a result the costs of instance and data transfer are lowered accordingly.
We can also observe that the percentage of profit improvement is higher in no-ad
optimization approach compared to direct-ad and indirect-ad. The reason is that in
no-ad model, Scenarios Browse and Search do not produce revenues and in case of
SLA violations, they are slowed down, which reduces their request arrival rates due
to receiving slow responses. This leads to lower instance and data transfer cost. The
level of profit improvement of direct-ad compared to auto-scaling and BW is lower than
the other two optimized experiments since all the scenarios generate some amounts of
revenue.
Consequently, we can see from the results that combining auto-scaling with network
adaptation using NFV and SDN adds more flexibility to applications on the cloud
to increase the profit; network adaptations yield faster reaction time which increases
application agility to adapt in a more timely and efficient manner. Moreover, dynamic
bandwidth adjustment reduces the operational cost of application providers through
slowing down the traffic that do not produce considerable revenue. Instead of using sim-
ple, rule-based auto-scaling policies, our autonomic management approach dynamically
adapts the application both at compute and network levels using models at run-time
such that the profit is maximized.
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(a) SLA violations (b) Revenue (R) (c) Data transfer Cost (D)
(d) Instance Cost (I) (e) Penalty (P ) (f) Profit (pi)
(g) Profit improvement
Figure 6.18: Comparison of auto-scaling, model-based bandwidth approach (BW), and direct-
ad optimization .
6.6 Summary
In this chapter, we proposed a novel management mechanism to optimize the profit of
cloud web applications using capabilities of SDI. We first developed an optimization
problem that takes into account the revenue and price models as well as performance
objectives to maximize the profit. Solving the optimization problem online, the man-
agement mechanism autonomously adapts the applications at compute and network
levels. We implemented and confirmed the applicability of the proposed solution in a
hybrid cloud environment of SAVI and AWS. Our results indicated that the proposed
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(a) SLA violations (b) Revenue (R) (c) Data transfer Cost (D)
(d) Instance Cost (I) (e) Penalty (P ) (f) Profit (pi)
(g) Profit improvement
Figure 6.19: Comparison of auto-scaling, model-based bandwidth approach (BW) and indirect-
ad optimization.
solution is able to improve the profit of a given web application considerably compared
to the baseline approaches. Cloud application owners can apply this approach to increase
their profit while protecting their auto-scalability feature against exploitations that can
hugely harm their business.
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(a) SLA violations (b) Revenue (R) (c) Data transfer Cost (D)
(d) Instance Cost (I) (e) Penalty (P ) (f) Profit (pi)
(g) Profit improvement
Figure 6.20: Comparison of auto-scaling, model-based bandwidth approach (BW), and no-ad
optimization.
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Chapter 7
Self-adaptive Applications on
Software Defined Infrastructure
In previous chapters, we designed and developed autonomic management systems that
can leverage both run-time compute and network programability to meet application
non-functional requirements such as performance, cost, and security. In this chapter, we
study the efficiency and scalability of SDIs in allowing applications to communicate such
network and compute adaptations at run-time. This work is an early assessment of the
performance and scalability of a cloud data center SDI in enabling applications to dictate
both their computing and networking requirements. To this end, we model an SDI in
which applications adapt to their operation conditions by sending requests for dynamic
configurations to the cloud. The model can be leveraged by cloud service providers
to perform what-if analysis and capacity planning in a systematic manner when they
provide enhanced application-awareness services. Each major component of the SDI
is modeled via one or more queuing systems so that the complexity of the adaptation
process is tackled by a network of queues. Using the model, we obtain the response
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time for processing applications’ run-time requests under different configurations and
parameter settings. We conduct extensive testbed experiments on SAVI cloud [36] to
verify the accuracy and fidelity of the model. We show the scalability and bottleneck of
the SDI in meeting applications’ run-time demands. The results reveal deep insights on
efficiency and scalability of the SDI when providing application-aware capabilities.
Hence, our major contributions in this chapter are summarized as below:
• We propose a comprehensive analytical performance model to study the efficiency
and scalability of SDIs in fulfilling this new paradigm. The performance model
captures sufficient details while maintaining tractability and extendability.
• We carry out extensive testbed experiments on SAVI cloud to verify the analytical
model. The results of our modeling quantify the response time for processing
application run-time requests within the SDI. Our results reveal the scalability
bottleneck of the SDI on SAVI cloud in meeting applications’ adaptation requests.
The proposed performance model can be leveraged by cloud service providers to
perform capacity and bottleneck analysis in a systematic manner when providing
full-featured application-aware capabilities.
The remainder of this chapter is organized as follows: Section Section 7.1 presents
a conceptual as well as an analytical model of the application adaptation scenarios on
the SDI. We explain the validation process of the proposed model in Section 7.2. The
results of validation are presented in Section 7.3. Section 7.4 concludes the chapter and
states future work.
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7.1 Model
In this section we show that a credible model can be used to represent adaptation
scenarios on an SDI that we discussed in previous chapters.
We categorize the adaptation cases that applications perform at run-time into two
main adaptation classes; the first one involves both compute and network adaptations.
In such a scenario, not only compute resources have to be configured on demand, but also
the corresponding network flow rules have to be installed on the fly so that the application
requirements are properly met. We use application transposition to reflect this type of
adaptation. Transposition adaptation happens when an application cluster is duplicated
elsewhere and the traffic has to be managed between the original application cluster and
the duplicated one. An example of such adaption were discussed in Chapter 3 where a
shark tank is created in isolation to redirect suspicious traffic on the fly. Duplicating
an application cluster and redirection between the two versions can also be performed
for other various reasons: cost is another important reason for moving applications due
to one cloud data center offering cheaper services than another. Emergency is another
factor; flooding is forecasted to impact some part of the country, causing widespread
power outages. In such cases, application owners move their running application to other
data centers without downtime.
The second main class is the adaptation that only includes networking configurations
at run-time (networking-only adaptation). In this case, the compute resources are already
in place and the application is only interested to do run-time networking configurations
including routing instructions and bandwidth adjustments. In Chapters 4, 5 and 6,
we proposed to adapt the bandwidth rates assigned to application scenarios to meet
performance and cost goals. There exists a third case where applications are only
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interested in compute adaptations. As this direction of research has been sufficiently
studied in literature [101, 102, 103, 104, 105], we do not focus on this scenario; we
are rather interested to study the adaptations that involve networking-level run-time
configurations using the emerging SDN technology.
A conceptual model of application adaptation scenarios discussed previously is pre-
sented in Fig. 7.1. When the application autonomic manager decides to do adaptation,
it uses cloud APIs to communicate its requirements dynamically to the cloud controller.
In case of transposition adaptation, the computing resources are firstly provisioned and
then the required networking configurations will be dictated to the SDN controller. In
case of deprovisioning of resources, networking rules are updated first and then the com-
puting resources will be released. In networking-only adaptation, the cloud controller
only sends the required adaptations to the SDN controller. Based on the adaptation
scenarios discussed so far, we can identify major operations and components involving
in the adaptation scenarios as follows:
• Cloud controller: adaptation requests to the cloud SDI first arrive at the cloud
controller so that corresponding actions will be determined to realize the adapta-
tions.
• Application cloning: This operation includes VM instantiations and application
cluster setup, the outcome of which is a running application cluster.
• State migration: this operation is carried out when there is a need to copy the
state of a VM to another VM.
• Application de-cloning: it refers to the process of releasing resources of appli-
cation clusters.
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Figure 7.1: Conceptual model of transposition and networking-only adaptations in SDI
• SDN controller: a machine that programs the networking devices based on
commands and policies.
• Switch: the forwarding device that forwards the traffic based on flow rules specified
by the SDN controller.
Now we present the model of SDI considering two main classes of adaptations
including transposition and networking-only.
We have modeled our SDI using a network of M/M/1 queues, single-server queues
with Poisson arrivals (i.e, λ1 to λ6) and exponentially distributed service rates (i.e., µ1
to µ6). In our model, we have two types of external arrivals. The first one is adaptation
requests from applications (λ); since the number of potential applications that require
adaptations is comparatively small compared to all applications, the adaptation arrival
process can be modeled as a Poisson process [1]. The second external arrival is the
application flows to the switch (λf ) which we also assume to be a Poisson process based
on [44, 45, 47].
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Adaptation requests are sent by the application autonomic manager to the cloud
controller. Fig. 7.2 presents the model of application adaptations on the SDI which
corresponds to the conceptual model presented in Fig. 7.1. Requests for configuration of
compute and network resources are sent to the cloud controller by application autonomic
manager. As can be seen in Fig. 7.2, requests are routed based on probabilities {Pi, 1 <=
i <= 7} that characterize the adaptation scenarios. A set of Pis represents a certain
adaptation scenario discussed in Section 7.2. Table 7.1 presents the probabilities and
their physical meaning.
Probability Definition
P1 probability by which the request is for
compute adaptation
P2 probability by which the request is for
de-clonning the application
P3 probability by which the request is for
application cloning/state Migration
P4 probability by which the request is for
state migration
P5 probability by which the request is for
application cloning
P6 probability by which the request is for
networking-only adaptation
P7 probability by which the request has al-
ready been processed at the compute
level
Table 7.1: Probabilities representing various adaptation requests
The proposed performance model has three key characteristics. First, it captures
sufficient detail in order to maintain the fidelity. Second, it maintains tractability and
extendability using a network of queues, each of which realizes different part of the system.
Third, it is generic enough to model various adaptation scenarios. Hence, we model
the adaptation scenarios with a combination of operations and physical components.
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In Fig. 7.2, the queues with dash boxes represent operations while queues with solid
boxes are the actual components. Following, we first explain how the model realizes
transposition adaptation and then we explain the networking-only adaptation.
Transposition Adaptation: In the transposition scenario, application cloning
happens when a new application cluster has to be cloned on a new zone. This process
comprises VM instantiations, application setup, and establishment of the logical connec-
tions between application cluster components. This process has been modeled by Q3 in
Fig. 7.2. Examples of application cloning include the shark tank creation in Chapter 3.
When cloning an application cluster on a new zone, in case of on-going sessions, the run-
time state of the application server is also required to be transferred to the destination
zone (i.e., state migration modeled by Q4). An example of this operation happens when
the suspicious client is interacting with the original server and it is to be redirected to
the shark tank. In this case, when the shark tank is being cloned on the destination
zone, the state of the original application server has to transferred to the shark tank
application server. Another example is when the application is moved to a new data
center while the application is continuously interacting with the clients. Therefore, the
state of the application has to be transferred as well. Application de-cloning (modeled
by Q2) takes place when the application cluster has to be removed; a cluster is being
moved to a destination zone and required to be de-cloned on the source zone or when
the shark tank is not needed anymore, the application cluster in the shark tank has to
be de-cloned and resources have to be released.
So far, we have explained the compute run-time adaptations (i.e., the upper part of
Fig. 7.2). After the compute resources are in place, the corresponding network flow rules
have to be installed on the switch. Note that when de-clonning application clusters, the
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reverse order of operations has to be taken (i.e, updating the flow rules first and then
releasing the compute resources). The switch (modeled by Q5) acts as a coordinator to
route application traffic based on the application input. After the compute resource are
in place, the result of the compute adaptation will be sent to the cloud controller. The
cloud controller sends the requests to the SDN controller. When the SDN controller
(modeled by Q6) receives the adaptation requests, it installs flow rules on the switch
accordingly. To put this into a perspective, the requests that are sent to the SDN
controller may contain the IP addressees of the suspicious clients, original application
server, and the shark tank application server so that incoming suspicious traffic is routed
from original cluster to the shark tank and vice versa.
Networking-only Adaptation: Our model also reflects the second adaptation
scenario where only networking configurations are needed at run-time. This is to cover
the scenarios where the required compute resources exist and only networking rules
have to be installed. The networking-only scenario is captured when P1 = 0, P6 = 1 (see
Fig. 7.2). Therefore, the adaptation requests only go through the cloud controller, SDN
controller, and the switch.
We have two types of requests arriving to the cloud controller (Q1). One is transpo-
sition adaptation requests that are first processed by provisioning compute resources;
then the results are sent back to the cloud controller so that they are forwarded to
SDN controller for network processing. The second type of requests are those that only
need adaptation at networking level as the required compute resources already exist.
We assume that adaptation requests are generated with mean arrival rate of λ. Adapta-
tion requests will be sent to Q2, Q3 and Q4 for application-cloning and de-cloning with
probabilities P1–P5. Then the cloud controller sends the required adaptations to the
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Figure 7.2: Model of adaptation scenarios on an SDI
SDN controller so that flow rules are installed on the switch (proactive flow installation).
In addition, SDN controller is also responsible for installing rules for a fraction of flow
arrivals to the switch with mean rate of λf for which the switch does not have any
forwarding rule (reactive flow installation). In other words, two types of jobs are to be
processed at the SDN controller: one is to install flow rules for adaptation requests, and
another one is to install forwarding rules for the incoming application traffic with no
flow rule entry on the flow table of the switch.
We can obtain the response time of adaptation requests based on Little’s law. For
response time of adaptation requests (AR), we have:
RTAR =
1
µ1 − λ1 +
P1 ∗ P2
µ2 − λ2 +
P1 ∗ P3
µ3 − λ3
+
P1 ∗ P3 ∗ P4
µ4 − λ4 +
P1 ∗ P3
µ1 − λ1 +
P7 + P6
µ5 − λ5
(7.1)
Where
λ1 = λ+ (P1 ∗ P3 ∗ λ) (7.2)
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λ2 = P1 ∗ P2 ∗ λ (7.3)
λ3 = P1 ∗ P3 ∗ λ (7.4)
λ4 = P1 ∗ P3 ∗ P4 ∗ λ (7.5)
λ5 = ((P6 + P7) ∗ λ) + (λf ∗ Pnf ) (7.6)
λ6 = (λf ∗ (Pnf + 1)) + λ ∗ (P6 + P7) (7.7)
where µi and λi represent the service rate and arrival rate of Qi respectively. Pis show the
routing probabilities between queues depending on the specification of the adaptation
requests which can be calculated from 7.8.
P1 = 1− P6, P2 = P1 − P3, P4 = 1− P5, P7 = P1 (7.8)
In Equations 7.6 and 7.7, Pnf represents the probability of having no flow rules for
the application flow arrivals to the switch with rate of λf . In calculating the packet
response time, we considered OpenFlow for the communication standard between the
switch and SDN controller. Therefore, with probability 1 − Pnf , there are forwarding
rules for the flow arrivals (λf ) and the packets only travel through the switch [47]. With
probability Pnf , there is no entry for the flow arrivals, therefore, the first packet of each
flow will travel through the switch, then to the controller and back to the switch. Hence,
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the mean response time of packets can be calculated as
RTpkt =
1 + Pnf
µ6 − λ6 +
Pnf
µ5 − λ5 (7.9)
7.2 Implementation
In this section, we describe the implementation and evaluation of our analytical modeling
and test bed experiments. We have implemented the analytical performance model in
Python using simpy, scipy, and numpy libraries1. Table 7.2 presents the parameters that
are inputs to our model. Inputs to the model include application traffic arrival rate (λf ),
adaptation request arrival rate (λ), service rates of the queues (µis), and probabilities
(Pis). Outputs are the response time for processing adaptation requests and packets
by which scalability and bottleneck of the SDI are studied. λf and λ depend on the
applications being considered. To measure the service times of queues in the model,
we performed each operation (represented by a qeueu in the model) multiple times on
SAVI cloud and recorded the average time it takes to do each operation. For instance,
we cloned and de-cloned a three-tier application cluster multiple times and measured
the average time for performing each operation. For SDN controller and switch service
times, we measured the time for processing packets and installing flow rules multiple
times and averaged the values. The measured parameters are given to the model as
inputs to solve the model. Probabilities Pis depend on the adaptation scenario that
applications perform.
To verify the validity of the analytical model, we have developed the two major
adaptation scenarios including networking-only and transposition scenarios on SAVI.
1www.scipy.org
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Table 7.2: Exogenous parameters of the model measured on SAVI cloud
Parameter Value Unit
λf 400-12,00 (flows/sec)/application
λ 1-400 (req/hour)/application
µ1 94 req/sec
µ2 0.01 req/sec
µ3 0.02 req/sec
µ4 0.2 req/sec
µ5 416 req/sec
µ6 205493 req/sec
Pi [0,1] NA
In our experiments, we imitate different distributions of adaptation requests (i.e.,
various values for Pis) that are sent to the cloud controller; we aim to cover network-
intensive, computing-intensive and a combination of both adaptation scenarios that
reflect various scenarios. Table 7.3 represents the scenarios and the corresponding prob-
ability distributions. Note that other probabilities (i.e., P3, P5, P6, P7) are dependent
probabilities that can be calculated from P1, P2, P4 (see Equation 7.8).
In Table 7.3, with regards to adaptation examples discussed thus far in the thesis,
Scenario A represent the case of shark tank where the states of VMs are also transferred
to the destination cloud. Scenario B may represent situations where shark tank is
created less frequently and there is no suspicious users interacting with the application
at the time of shark tank instantiation, therefore no VM state migration is needed,
hence P4 = 0. Scenario C is similar to Scenario A but the application needs compute
adaptation less frequently. Scenario D can be an example of shark tank creation where
the application creates and destroys the shark tank more frequently than scenario
B and state migration happens as suspicious users are continuously interacting with
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the application, hence P4 = 0.2. Scenario E represents scenarios where applications
are only interested to change the networking. This represents the dynamic bandwidth
adjustments. Also Scenario E can be an example of redirecting suspicious clients to an
existing shark tank where no compute adaptation is needed, hence P1 = 0.
Scenario P1 P2 P4 Adaptation Type
A 0.00028 0.5 0.8 Transposition
B 0.0002 0.5 0 Transposition
C 0.00014 0.5 0.5 Transposition
D 0.00042 0.5 0.2 Transposition
E 0 0 0 Networking-only
Table 7.3: Experiment scenarios
To implement the adaptation scenarios presented in Table 7.3, we set up the experi-
ments with two networks where resources have to be dynamically provisioned/deprovi-
sioned between the source and destination zones and flow rules have to be installed on
the forwarding devices so that the traffic is routed between the two zones depending on
the application requirements. Fig. 7.3 presents our experiment setup on SAVI cloud.
We employ Virtual Extensible LAN (VXLAN) overlay networks to implement the
solution. A VXLAN can create arbitrary Layer 2 (L2) or Layer 3 (L3) networks by
encapsulating L2 frames in L3 UDP packets. We setup our experiment by deploying
three types of overlay networks that host (1) original application clusters, (2) destination
clusters, and (3) clients. We use the same application that is used in previous chapters.
In order to increase the load on the SDN controller in processing and installing
reactive flows, we set a large number of clients to interact with applications. To this end,
151
Figure 7.3: Experiment setup on SAVI cloud
we set up a client overlay network on SAVI that is fully separated from the application
cluster networks. We used 8 VMs on the client network and on each VM, we setup 40
VXLAN links. Each link is connected to a port with an IPv4 address representing a client
(i.e., 320 clients in total). We then add routing entries to the Linux kernel routing table
for each interface so that each interface (i.e., client) sends/receives traffic independently
from other clients on the same VM to avoid ARP flux problem [80]. This way, the SDN
controller is responsible for setting up flow rules for each client interacting with the
application in addition to processing application adaptation requests. We developed
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Table 7.4: Specification of VMs on SAVI cloud
Flavor Virtual CPU (VCPU) Memory Disk
Small 1 2GB 20GB
Medium 2 4GB 40GB
Large 4 8GB 80GB
our own workload generator that clients use to send custom http requests to the web
applications.
7.3 Experiment
Table 7.4 shows the flavor of the VMs and Table 7.5 represents the node specification
in our testbed experiments on SAVI cloud. Ryu SDN framework [76] was installed on
a small machine specified in Table 7.4 and Open Virtual Switch (OVS) was used in
overlay networks. Our SDN controller uses OpenFlow v1.0.0 to communicate with the
switches. We designed and implemented a multi-threaded SDN controller application
that can process packets and adaptation in parallel. We used RabbitMQ [78] for the
communication between cloud controller, SDN controller and applications’ autonomic
managers.
Fig. 7.4 depicts the packet response time in our model in Scenario C. We can see
from Fig. 7.4, as Pnf increases, more packets will be sent to the SDN controller for
processing. Therefore, we can see that the response time of the packets at the same
number of applications is higher in larger Pnf . Furthermore, we can observe that the SDN
controller gets saturated at higher Pnf with lower number of applications. For example,
when Pnf = 0.2, SDN controller can support 6 applications that perform adaptations.
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Table 7.5: Experiment specification on SAVI cloud
Networks or nodes No. of VMs Flavor Software
Client network 8 (320 clients) 6 Small & 2
Medium
Custom HTTP Work-
load Generator
Original Application
Clusters
4-7 Large Apache Load Balancer,
Custom Tomcat Web
Apps, MySQL
Destination clusters On Demand On Demand Apache Load Balancer,
Custom Tomcat Web
Apps, MySQL
Virtual Switches 19 Small OVS
SDN Controller 1 Small Ryu Custom Con-
troller Application
However, at Pnf = 0.05 the response time increases slightly and the SDN controller
can support the maximum number of applications we set in our model without being
saturated. Therefore, results show the scalability issue of the SDN controller where
the SDN controller capacity is limited by the number of applications. Cloud service
providers can use the model to size their SDN controller with respect to the maximum
number of applications performing adaptations. In order to tackle this scalability issue,
a more powerful machine should be used to host the controller (i.e., scaling up the
SDN controller) as we used a machine with a limited capacity (see Table 7.4 and 4.2.)
Alternatively, multiple controllers can be used to scaling out the SDN controller.
Fig. 7.5 shows the amount of time it takes for adaptation requests (ARs) to be
processed on the cloud including at the computing level (i.e.,Q1−Q4) and at networking
level (i.e., Q5, Q6) when Pnf = 0.01. Four scenarios (A-D) comprising different values
of P1, P2, P4 are shown in Fig. 7.5. As an example, in Scenario A, applications send
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Figure 7.4: Packet response time
requests for compute resource adaptation once every hour (i.e, P1 = 2.8 ∗ e−4) half of
which are for application cloning where 80% (i.e., P4 = 0.8) of such requests include
state migration. Another half of compute adaptation requests are for de-provisioning
resources (i.e. P2 = 0.5)
As can be seen in Fig. 7.5, when the number of applications increases, the AR response
time raises exponentially in all 4 scenarios. Scenario B has the minimum response time
as most of the requests include networking-only adaptations (i.e., network-intensive).
Also from the requests that include compute adaptations, no application-cloning along
with state migration is happening in Scenario B, which is the most time-consuming job.
Scenario C has the lowest response time after scenario B because the number of requests
for compute adaptation is less compared to scenario A and D. Scenario D reaches the
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Figure 7.5: Application adaptation request (AR) response time
saturation point faster (i.e., in less number of applications) because it has the maximum
number of requests that include compute adaptations (compute-intensive). We can see
that in Scenario D, up to 15 applications can be supported before the saturation point.
Also, it can be noticed that the network-intensive adaptation scenario has the lowest re-
sponse time while the compute-intensive adaptation scenario yields the highest response
time.
Fig. 7.6 illustrates the results from the analytical model and experiment for one
application with varying arrival rate for Scenario C where
λf = 1000 flows/sec, Pnf = 0.01
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Figure 7.6: Application adaptation request (AR) response time: analytical model vs. experi-
ment, Scenario C, λf = 1000flows/sec, Pnf = 0.01
We ran the experiments 6 times and calculated the standard deviation. We can see that
the result from the experiment matches that of the analytical model (9% difference in
worst case scenario.)
In order to have a finer-grained performance evaluation of our SDN controller, we did
an experiment and evaluated the SDN response time for processing adaptation requests
to redirect the traffic between the source zone and destination zone as well as bandwidth
adjustments (Networking-only adaptation) in presence of incoming traffic flows. Fig. 7.7
shows the result from both experiment and the model. The result is for Scenario E
where
λf = 1000 flows/sec, Pnf = 0.05
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Figure 7.7: Application adaptation request (AR) response time at the SDN controller: ana-
lytical model vs. experiment
in which only networking rules are to be installed for existing compute resources
(networking-only adaptation) as this helps us to have a closer look at the performance
of the SDN controller. From Fig. 7.7, we can observe that the response time for 320
req/sec is under 10 milliseconds and for up to 310 req/sec the model and experiment
match well. However, with arrival rate higher than 310 req/sec, the analytical model
starts to deviate from that of the experiment and it is reaching the saturation point
where λ5 ≤ µ5 = 416 req/sec. This is due to the fact that when the number of arrivals
increases, the system shows higher service rate than the original rate set in the analytical
model.
Hence, cloud service providers can use the model to see how many adaptive appli-
cations can be supported by the whole infrastructure given system properties. They
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can investigate the bottleneck of their infrastructure when providing application-aware
capabilities; in Scenario D (compute-intensive) in Fig. 7.5, for example, only up to 8
applications can do adaptations before the response time increases sharply. Also, cloud
providers can use the model to predict the response time when regulating SLA with
application owners.
7.4 Summary
In this chapter, we modeled and evaluated the performance of an SDI by using two
main classes of application adaptations that were proposed in engineering self-adaptive
applications. We derived the response time of adaptation requests as well as traffic flows
analytically and verified it through experiments on SAVI cloud. We then specifically
investigated the efficiency and scalability of the SDN controller. The model can be
leveraged by cloud service providers to do what-if and bottleneck analysis in a systematic
manner when they provide application-aware capabilities.
Future work includes modeling and evaluating the performance and scalability of an
SDI where there are various applications running on dedicated overlay network that is
managed by a SDN controller. Studying a hierarchical SDN control model within such
an SDI is another direction for future research.
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Chapter 8
Conclusion
Cloud computing is a transformative technology that facilitates flexibility, efficiency and
competitiveness; users can scale services to fit their needs, customize applications and
access cloud services from anywhere with an internet connection. Enterprise users can
get applications to market quickly, without worrying about underlying infrastructure
costs or maintenance.
With cloud business model, companies are looking for methods to minimize the oper-
ational expenses while maintaining performance goals through optimizing the resource
consumption and increasing the efficiency in cloud. Due to unlimited available resources,
cloud applications become an attractive target for DDoS attacks that can affect user
experience and increase the operational cost by causing unnecessary scaling.
Autonomic management systems (AMS) can be designed and developed to contin-
uously monitor applications in cloud, analyze the monitored data, plan and execute
corrective actions to maintain the non-functional requirements. Auto-scaling is one of
the most common adaptations that an AMS can perform to deal with the fluctuating
workload. Auto-scaling may not always be the most economic and efficient course of
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actions; from economic perspective, some traffic might not be as beneficial such as traffic
with low monetary impacts or illegitimate traffic such as application layer distributed
denial of service (DDoS) attacks. Scaling in such circumstances may result in higher cost
without any corresponding effect on the revenue. In case of attack traffic, early detection
may prevent unnecessary scale out actions. Nonetheless, large false positives associated
with many detection mechanisms, lead to customer dissatisfaction and decline in service
revenue, a risk that many companies strive to avoid.
Network level mitigation actions are unable to detect and mitigate application layer
DDoS attacks because of lack of knowledge about the application characteristics. Exam-
ples of such attacks are low and slow application layer DDoS (LSDDOS) attacks that
are low in volume but impose large processing overhead to applications. Such attacks go
unnoticed by network level detection rules offered by cloud providers that often detect
suspicious heavy traffic.
New types of attacks have been introduced with emergence of blockchain where
the CPU power of cloud applications are stolen for mining purposes which eventually
triggers auto-scaling resulting in huge cost to the application owner.
In terms of efficiency, it may take a non-negligible time until the new node effects due
to reconfiguration cost. Also in big data applications, scaling become harder because of
data consistency, data replication, and job rescheduling problems.
Therefore, other mechanisms are needed to complement auto-scaling to enhance the
way applications operate on the cloud to deal with the mentioned challenges. To this
end, in this thesis, we investigated methods and mechanisms to use dynamic network
configuration (network adaptation) in addition to auto-scaling (compute adaptation) to
design self-managing applications that meet performance, cost, and security objectives
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of cloud applications. We take advantage of SDN and NFV techniques along with auto-
scaling to engineer autonomic management systems where there is a feedback loop
between operation and analysis to derive best course of actions that guarantees the
desired outcome.
We proposed CAAMP, an autonomous DDoS mitigation solution where resources
from private cloud are used to host suspicious traffic in a shark tank. The shark tank
protects the applications against extra cost and bad user experience that are due to
DDoS traffic received on public cloud. Also, CAAMP reduces the number of false
positives by isolating the suspicious traffic for further analysis; suspicious users continue
to receive services until final decision is made. Being inspired by CAAMP, we proposed
an autonomic management system with a game-theoric model that takes into account
economic weights of the mitigation actions to adapt in a less-expensive manner.
We proposed a model-based AMS that adapts bandwidth rates of application scenar-
ios at the application layer to complement auto-scaling. We first showed how bandwidth
adaptation can delay auto-scaling to reduce the cost while still meeting performance
requirements through a search-based heuristic model. We then improved the quality of
adaptation by replacing the search-based algorithm with a machine learning model to
speed up the reaction time. Consequently, we proposed an AMS that maximizes the
profit given the workload type, revenue model, price model as well as adaptation options.
The optimizer uses a number of scalable online machine-learning models to estimate
parameters of a potential adaptation and then choose the most profitable one. The
resulting adaptation can be a scaling event, bandwidth adjustment or a combination of
both adaptation options and their quantities.
We proposed an analytical model to represent an SDI in presence of dynamic compute
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and network adaptations that are performed by adaptive applications. We used queuing
networks to model the system and calculated response time of realizing adaptation
requests, given the capacity of the SDI. The model can be leveraged by cloud service
providers to perform what-if and bottleneck analysis in a systematic manner when they
provide application-aware capabilities.
Our proposed solutions are all implemented and evaluated on real cloud environment
to ensure their applicability and potential use in real world. Also we provide a plug-n-
play framework where various applications can be deployed dynamically on an overlay
network managed by their own dedicated SDN controller. This feature makes our solution
cloud-agnostic which makes it attractive to application providers that do not want to be
locked in to any specific cloud provider. Also due to a modular design, various models
can be tested to improve the quality of adaptations.
Future Work
In managing the bandwidth rates of scenarios, our AMS adapts the bandwidth rates
only at the proxy node within the application cluster. Investigating other places within
the application cluster to adapt the bandwidth is an interesting direction for future
research. The autonomic manager may evaluate each possible location online and choose
the one that best satisfies the desired objectives.
We assumed that web workers are homogeneous and the load balancer evenly dis-
tributes requests to the workers. A possible direction to future research is to develop
machine learning models considering heterogeneous workers and other distribution al-
gorithms such as weighted round robin (WRR).
Reactive mechanisms are simple and effective if the user understands their resource
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requirements to a great extend. However, the reaction time may affect the performance
especially in sudden traffic bursts. Predictive approaches should predict future workloads
over a reasonable time to be effective. We used domain knowledge expertise about
the application to restrict the space state of workload when training the machine
learning models oﬄine. A workload predictor model will make our solution predictive by
anticipating the workload ahead of time. Hence, one direction of future research would
be to compare the two approaches in terms of cost, performance, and the overall profit.
The performance model of SDI can be extended to include other types of adap-
tation scenarios as well as topologies. For example, we can have multiple switches to
install the network adaptation requests. Also resolving conflicts among different network
adaptations can be a topic for further investigation.
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