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Abstract. We present a technique that enables existing middleware to fairly
manage mixed workloads: batch jobs and transactional applications. The tech-
nique leverages a generic application placement controller, which dynamically al-
locates compute resources to application instances. The controller works towards
a fairness goal while also trying to maximize individual workload performance.
We use relative performance functions to drive the application placement con-
troller. Such functions are derived from workload-specific performance models—
in the case of transactional workloads, we use queuing theory to build the perfor-
mance model. For batch workloads, we evaluate a candidate placement by calcu-
lating long-term estimates of the completion times that are achievable with that
placement according to a scheduling policy. In this paper, we propose a lowest rel-
ative performancwe first scheduling policy as a way to also achieve fair resource
allocation among batch jobs. Our technique permits collocation of the workload
types on the same physical hardware, and leverages control mechanisms such as
suspension and migration to perform online system reconfiguration. In our ex-
periments we demonstrate that our technique maximizes mixed workload perfor-
mance while providing service differentiation based on high-level performance
goals.
1 Introduction
Transactional applications and batch jobs are widely used by many organizations to
deliver critical services to their customers and partners. For example, in financial insti-
tutions, transactional web workloads are used to trade stocks and query indices, while
computationally intensive non-interactive workloads are used to analyse portfolios or
model stock performance. Due to intrinsic differences among these workloads, they
are typically run today on separate dedicated hardware, which contributes to resource
under-utilization and management complexity. Therefore, organizations demand man-
agement solutions that permit such workloads to run together on the same hardware,
improving resource utilization while continuing to offer performance guarantees.
Integrated performance management of mixed workloads is a challenging problem.
First, performance goals for different workloads tend to be of different types. For inter-
active workloads, goals are typically defined in terms of average or percentile response
time or throughput over a short time interval, while goals for non-interactive workloads
concern the performance (e.g., completion time) of individual jobs. Second, due to the
nature of their goals and short duration of individual requests, interactive workloads
lend themselves to automation at short control cycles, whereas non-interactive work-
loads typically require calculation of a schedule for an extended period of time.
In addition, different types of workload require different control mechanisms for
management. Transactional workloads are managed using flow control, load balancing,
and application placement. Non-interactive workloads need scheduling and resource
control. Traditionally, these have been addressed separately.
To illustrate the problems inherent in managing these two types of workload to-
gether, let us consider a simple example. Consider a system consisting of 4 identical
machines. At some point in time, in the system there is one transactional application,
TA, which requires the capacity of 2 machines to meet its average response time goal.
The system also includes 4 identical batch jobs, each requiring one physical machine
for a period of time t and having completion time goal of T = 3t. The jobs are placed
in a queue and are labeled J1, J2, J3, and J4, according to their order in the queue. The
system must decide how many jobs should be running—that is, how many machines
should be allocated to the transactional application and to batch jobs respectively. Let
us consider two of the possible configurations. In the first configuration, one machine
is allocated to batch workload and three machines are used by TA. Thus, jobs execute
in sequence and complete after time t, 2t, 3t, and 4t. As a result, J4 violates its SLA
goal, while TA overachieves its SLA target. In the second configuration, two machines
are allocated to batch workload, which permits the four jobs to complete at times t, t,
2t and 2t, respectively. Thus all jobs exceed their SLA goal, while TA also meets its
SLA target. Clearly, the second configuration is a better choice.
Let us now assume that that the second configuration is put into effect, but then,
at time t/2, the workload intensity for TA increases such that it now requires all 4
machines to meet its SLA goal. In the current configuration, all jobs will exceed their
SLA goals, but TA will violates its goal. If, for the sake of easy calculation, we assume
that the response time of TA is proportional to the inverse of its allocated capacity,
then TA will violate its response time goal by 100%. Therefore, it makes sense to con-
sider suspending one of the running jobs, J2, and allocating its capacity to TA. If this
change occurs at time t/2, then J1, J2, J3, and J4, complete at times t, 1.5t, 2.5t, and
3.5t respectively—all jobs run in series on a single machine, and J2 resumes halfway
through its execution. Thus, J1, J2, and J3 exceed their SLA goals, J4 violates its goal
by about 16%, and TA violates its goal by about 33%. This results in an allocation
that, when the goals of all workloads cannot be met, spreads goal violations among
workloads so as to achieve the smallest possible violation for each application.
These examples show that in order to manage resource allocation to a mix of trans-
actional and batch workloads, the system must be able to make placement decisions
at short time intervals, so as to respond to changes in transactional workload intensity.
While making decisions, the system must be able to look ahead in the queue of jobs and
predict the future performance (relative to goals) of all jobs—both those started now,
and those that will be started in the future. It must be able to make trade-offs between
the various jobs and the transactional workload, taking into account their goals.
Enabling resource sharing between transactional and batch workloads also intro-
duces a number of challenges in the area of application deployment, update, config-
uration, and performance and availability management. Many of these challenges are
addressed by virtualization technologies, which provide a layer of separation between a
hardware infrastructure and workload, and provide a uniform set of control mechanisms
for managing these workloads embedded inside virtual containers. Our technique relies
on common virtualization control mechanisms to manage workloads.
In addition, our system uses Relative Performance Functions (RPF from here on)
to permit trade-offs between different workloads. The RPFs define application perfor-
mance relative to that application’s goal. It can therefore be seen that equalizing the
achieved relative performance between two applications results in “fairness”—the ap-
plications will be equally satisfied in terms of relative distance from their goals. The
original contribution of this paper is a scheme for modeling the performance of, and
managing, non-interactive long-running workloads.
This paper is organized as follows. In Section 2, we explain the contributions of this
paper in the context of related work. In Section 3, we present our approach to managing
heterogeneous workloads using resource allocation driven by application relative per-
formance. In Section 4, we describe the calculation of the relative performance function
for non-interactive applications. In Section 5 we evaluate our approach via simulation.
2 Related work
The explicit management of heterogeneous workloads was previously studied in [1],
in which CPU shares are manually allocated to run mixed workloads on a large multi-
processor system. This is a static approach, and does not run workloads within virtual
machines. Virtuoso [2] describes an OS scheduling technique, VSched, for heteroge-
neous workload VMs. VSched enforces compute rate and interactivity goals for both
non-interactive and interactive workloads (including web workloads), and provides soft
real-time guarantees for VMs hosted on a single physical machine. VSched could be
used as a component of our system for providing resource-control automation mecha-
nisms within a machine, but our approach addresses resource allocation for heteroge-
neous workloads across a cluster of machines.
The relative performance functions we use in our system are similar in concept to
the utility functions that have been used in real-time work schedulers to represent the
fact that the value produced by such a system when a unit of work is completed can
be represented in more detail than a simple binary value indicating whether the work
met its or missed its goal. In [3], the completion time of a work unit is assigned a value
to the system that can be represented as a function of time. Other work in the field of
utility-driven management are summarized in [4] with special focus on real-time em-
bedded systems. In [5], the authors present a utility-driven scheduling mechanism that
aims to maximize the aggregated system utility. Our technique does not focus on real-
time systems, but on any general system for which performance goals can be expressed
as relative performance functions. In addition, we introduce the notion of fairness into
our application-centric management technique—our objective is not to maximize the
system relative performance, but to at least maximize the performance of the least per-
forming application.
Outside of the realm of the real-time systems, the authors of [6] focus on a utility-
guided scheduling mechanism driven by data management criteria, since this is the
main concern for many data-intensive HPC scientific applications. In our work we focus
on CPU-bound heterogeneous environments, but our technique could be extended to
observe data management criteria by expanding the semantics of our RPFs.
Despite the similarity between an RPF and a utility function, one difference should
be pointed out. While utility functions are typically used to model user satisfaction or
business value resulting from a particular level of performance, an RPF is merely a
measure of relative performance distance from the goal. Hence, unlike in [7, 8] we do
not study the correctness of RPFs with respect to modeling user satisfaction. If such a
satisfaction model exists, it may be used to transform an RPF into a utility function.
There is also previous work in the area of managing workloads in virtual machines.
Management of clusters of virtual machines is addressed in [9] and [10]. The authors
of [9] address the problem of deploying a cluster of virtual machines with given re-
source configurations across a set of physical machines. The authors of [10] define
a Java VM API that permits a developer to set resource allocation policies. In [11]
and [12], a two-level control loop is proposed to make resource allocation decisions
within a physical machine, but these do not address integrated management of multi-
ple physical machines. The authors of [13] study the overhead of a dynamic allocation
scheme that relies on virtualization as opposed to static resource allocation. Their evalu-
ation covers both CPU-intensive jobs and transactional workloads, but does not consider
mixed environments. Neither of these techniques provides a technology to dynamically
adjust allocation based on SLA objectives in the face of resource contention.
Placement problems in general have also been studied in the literature, frequently
using techniques including bin packing, multiple knapsack problems, and multi-dimensional
knapsack problems [14]. The optimization problem that we consider presents a non-
linear optimization objective while previous approaches [15, 16] to similar problems
address only linear optimization objectives. In [17], the authors evaluate a similar prob-
lem to that addressed in our work (restricted to transactional applications), and use a
simulated annealing optimization algorithm. Their strategy aims to maximize the over-
all system utility while we focus on first maximizing the performance of the least per-
forming application in the system, which increases fairness and prevents starvation, as
was shown in [18]. In [19], a fuzzy logic controller is implemented to make dynamic
resource management decisions. This approach is not application-centric—it focuses
on global throughput—and considers only transactional applications. The algorithm
proposed in [20] allows applications to share physical machines, but does not change
the number of instances of an application, does not minimize placement changes, and
considers a single bottleneck resource.
3 Integrated management of heterogeneous workloads
3.1 System architecture
We consider a system that includes a set of heterogeneous physical machines, referred
to henceforth as nodes. Transactional web applications, which are served by applica-
tion servers, are replicated across nodes to form application server clusters. Requests
to these applications arrive at an entry router which may be an L4 or L7 gateway that
distributes requests to clustered applications according to a load balancing mechanism.
Long-running jobs are submitted to the job scheduler, placed in its queue, and dis-
patched based on the resource allocation decisions of the management system.
The request router monitors incoming and outgoing requests and measures their ser-
vice times and arrival rates per application. It may also employ an overload protection
mechanism [21, 22] by queuing requests that cannot be immediately accommodated by
server nodes. A separate component, called the work profiler [23], monitors resource
utilization of nodes and (based on a regression model that combines the utilization val-
ues with throughput data) estimates an average CPU requirement of a single request to
any application. Based on these findings, our system builds performance models that
allow it to predict the performance of any transactional application for any given allo-
cation of CPU power. The size and placement of application clusters is determined by
the application placement controller (APC).
Batch jobs are submitted to the system via the job scheduler. Each job has an as-
sociated performance goal. Currently we support completion time goals, and we plan
to extend the system to handle other performance objectives. The job scheduler uses
APC as an advisor as to where and when a job should be executed. When APC makes a
decision, actions pertaining to batch jobs are given to the scheduler to be put into effect.
The job scheduler also monitors job status and notifies APC, which uses the informa-
tion in subsequent control cycles. A job workload profiler estimates job resource usage
profiles, which are fed into APC. Job usage profiles are used to derive an RPF of a given
resource allocation to jobs, which is used by APC to make allocation decisions.
APC operates in a control loop with period T , which is of the order of minutes.
A short control cycle is necessary to allow the system to react quickly to transactional
workload intensity changes which may happen frequently and unexpectedly. In each
cycle, APC examines the placement of applications on nodes and their resource al-
locations, evaluates the relative performance of this allocation and makes changes to
the allocation by starting, stopping, suspending, resuming, relocating or changing CPU
share configuration of some applications. In the following sections we will concentrate
on the problem solved by APC in a single control cycle.
3.2 Problem statement
We are given a set of nodes,N = {1, . . . , N} and a set of applicationsM = {1, . . . ,M}.
We use n and m to index into the sets of nodes and applications respectively. With each
node n we associate its memory and CPU capacities. With each application, we asso-
ciate its load independent demand, that represents the amount of memory consumed by
this application whenever it is started on a node. We use symbol P to denote a place-
ment matrix of applications on nodes. Cell Pm,n represents the number of instances of
application m on node n. We use symbol L to represent a load placement matrix. Cell
Lm,n denotes the amount of CPU speed consumed by all instances of application m on
node n. A RPF for each application may be expressed as a function of L.
Use of Relative Performance Functions A relative performance function for a given
application is a measure of the relative distance of the application’s performance from
its goal. It has a value of 0 when the application exactly meets its performance goal.
Values greater than 0 and less than 0 represent the degree with which the goal is ex-
ceeded or violated, respectively. In our system we associate an RPF to each existing
application.
RPFs are used to model the relation between delivered service level and applica-
tion satisfaction. For resource allocation purposes, such functions can be transformed
to model application satisfaction given particular resource allocation. Notice that appli-
cation satisfaction can be understood as a measurement of relative performance. Sec-
tion 3.3 and Section 4 describe how RPFs are calculated for both transactional ap-
plications and long-running jobs in our system. Our system aims to make fair place-
ment decisions in terms of relative performance – application performance relative to
its goal. The use of RPFs in our system is justified by the fact that they provide uni-
form workload-specific performance models that allow fair placement decisions across
different workloads.
Although in our system we use linear functions, other models could be decided as it
is discussed in section 2. Deciding the best shape for application performance models is
out of the scope of this particular work, but the technique here presented will continue
to work for any existing monotonic growing model.
Optimization objective Given an application placement matrix P and a load distribu-
tion matrix L, a relative performance value can be calculated for each application. The
performance of the system can then be measured as an ordered vector of application
relative performance. The objective of APC is to find the best possible new placement
of applications as well as a corresponding load distribution such that maximizes the
performance of the system.
The optimization objective is an extension of a maxmin criterion, and differs from
it by explicitly stating that after the maxmin objective can no longer be improved
(because the lowest performing application cannot be allocated any more resources),
the system should continue improving the relative performance of other applications.
The APC finds a placement that meets the above objective while ensuring that neither
the memory nor CPU capacity of any node is overloaded. In addition, APC employs
heuristics that aim to minimize the number of changes to the current placement. While
finding the optimal placement, APC also observes a number of constraints, such as
resource constraints, collocation constraints and application pinning, amongst others.
Algorithm outline The application placement problem is known to be NP-hard and
heuristics must be used to solve it. In this paper, we leverage an algorithm proposed
in [18].
The core of the algorithm is a set of three nested loops. An outer loop iterates over
nodes. For each visited node, an intermediate loop iterates over application instances
placed on this node and attempts to remove them one by one, thus generating a set of
configurations whose cardinality is linear in the number of instances placed on the node.
For each such configuration, an inner loop iterates over all applications, attempting to
place new instances on the node as permitted by the constraints.
The order in which nodes, instances, and applications are visited is driven by rela-
tive performance functions. In the process, the algorithm examines application relative
performance asking the following questions:
– What is the relative performance of an application in the specified placement?
– Given application placement, how much additional CPU power must be allocated
to an application such that it achieves the specified relative performance value?
In Section 3.3, we briefly explain how these questions are answered for web work-
loads. Section 4 introduces the relative performance function for long-running work-
loads, which is an original contribution of this paper.
3.3 Performance model for transactional workloads
In our system, a user can associate a response time goal, τm with each transactional
application. Based on the observed response time for an application tm, we evaluate the
system performance with respect to the goal using an objective function um, which is
defined as follows:
um(tm) =
τm − tm
τm
(1)
We leverage the request router’s performance model and the application resource
usage profile to estimate tm as a function of the CPU speed allocated to the application,
tm(ωm). This allows us to express um as a function of ωm, um(ωm) = um(tm(ωm)).
Given a placement P and the corresponding load distribution L, we obtain um(L)
by taking um(ωm), where ωm =
∑
n Lm,n. Likewise, we can calculate the amount of
CPU power needed to achieve a relative performance u by taking the inverse function
of um, ωm(u).
The performance model for transactional workloads is not an original contribution
of this work, but is in the core of the middleware upon which our work relies. Thus, the
reader is referred to [21] for a detailed description of the model.
4 Performance model for non-interactive workloads
In this section, we focus on applying our placement technique to manage long-running
jobs. We start by observing that a performance management system cannot treat batch
jobs as individual management entities, as their completion times are not independent.
For example, if jobs that are currently running complete sooner, this permits jobs cur-
rently in the queue (not yet running) to complete sooner as well. Thus, performance
predictions for long-running jobs must be done in relation to other long-running jobs.
Another challenge is to provide performance predictions with respect to job com-
pletion time on a control cycle which may be much lower than job execution time.
Typically, such a prediction would require the calculation of an optimal schedule for
the jobs. To trade-off resources among transactional and long-running workloads, we
would have to evaluate a number of such schedules calculated over a number of possible
divisions of resources among the two kinds of workloads. The number of combinations
would be exponential in the number of nodes in the cluster. We therefore propose an
approximate technique, which is presented in this section.
4.1 Job characteristics
We are given a set of jobs. With each job m we associate the following information:
Resource usage profile. A resource usage profile describes the resource requirements of
a job and is given at job submission time—in the real system, this profile comes from
the job workload profiler. The profile is estimated based on historical data analysis.
Each job m consists of a sequence of Nm stages, s1, . . . , sNm , where each stage sk is
described by the following parameters:
– The amount of CPU cycles consumed in this stage, αk,m.
– The maximum speed with which the stage may run, ωmaxk,m .
– The minimum speed with which the stage must run, whenever it runs, ωmink,m.
– The memory requirement γk,m.
Performance objectives. The SLA objective for a job is expressed in terms of its desired
completion time, τm, which is the time by which the job must complete. Clearly, τm
should be greater than the job’s desired start time, τ startm , which itself is greater than or
equal to the time when the job was submitted. The difference between the completion
time goal and the desired start time, τm − τ startm , is called the relative goal.
We are also given an RPF that maps actual job completion time tm to a measure of
satisfaction from achieving it, um(tm). If job m completes at time tm, then the relative
distance of its completion time from the goal is expressed by the RPF of the following
form.
um(tm) =
τm − tm
τm − τ startm
(2)
Runtime state. At runtime, we monitor and estimate the following properties for each
job: Current status, which may be either running, not-started, suspended, or paused; and
CPU time consumed thus far, α∗m.
4.2 Hypothetical relative performance
To calculate job placement, we need to define an RPF which APC can use to evaluate its
placement decisions. While the actual relative performance achieved by a job can only
be calculated at completion time, the algorithm needs a mechanism to predict (at each
control cycle) the relative performance that each job in the system will achieve given
a particular allocation. This is also the case for jobs that are not yet started, for which
the expected completion time is still undefined. To help answer questions that APC
is asking of the RPF for each application, we introduce the concept of hypothetical
relative performance.
Estimating application relative performance given aggregate CPU allocation Sup-
pose that we deal with a system in which all jobs can be placed simultaneously, and
in which the available CPU power may be arbitrarily finely allocated among the jobs.
We require a function that maps the system’s CPU power to the relative performance
achievable by jobs when placed on it.
Let us consider job m. Based on its properties, we can estimate the completion time
needed to achieve relative performance u, tm(u) = τm − u(τm − τ startm ). Then we can
calculate the average speed with which the job must proceed over its remaining lifetime
to achieve u, as follows:
ωm(u) =
αcrNm,m
tm(u)− tnow (3)
where we define αcrNm,m as the remaining work to complete all stages up to stage
Nm,m.
To achieve the relative performance of u for all jobs, the aggregate allocation to all
jobs must be ωg =
∑
m ωm(u). To create the RPF, we sample ωm(u) for various values
of u and interpolate values between the sampling points.
Let u1 = −∞, u2, . . . , uR = 1, where R is a small constant, be a set of sampling
points (target relative performance values from now on). We define matrices W and V
as follows:
Wi,m =
{
ωm(ui) if ui < umaxm
ωm(umaxm ) otherwise
(4)
Vi,m =
{
ui if ui < umaxm
umaxm otherwise
(5)
Cell Wi,m contains the average speed with which application m should execute
starting from tnow to achieve relative performance ui, and cell and Vi,m contains the
relative performance value ui if it is possible for application m to achieve this perfor-
mance level ui. If relative performance ui is not achievable by application m, these
cells instead contain the average speed with which the application should execute start-
ing from tnow to achieve its maximum achievable relative performance, and the value
of the maximum relative performance, respectively.
For a given ωg , there exist two values k and k + 1 such that:∑
m
Wk,m ≤ ωg ≤
∑
m
Wk+1,m (6)
Allocating a CPU power of ωg to all jobs will result in a relative performance um
for each job m in the range Vk,m ≤ um ≤ Vk+1,m. That corresponds to a hypothetical
CPU allocation ωm in the range Wk,m ≤ ωm ≤Wk+1,m.
At some point the algorithm needs to know the relative performance that each appli-
cation will achieve (um) if it decides to allocate a CPU power of ωg to all applications
combined. We must find values ωm and um for each application m such that equation 6
is satisfied and that fall within the ranges described above. It must also be satisfied that∑
m ωm = ωg . As finding a solution for this final requirement implies solving a system
of linear equations, which is too costly to perform in an on-line placement algorithm, we
use an approximation based on the interpolation of ωm from cells Wk,m and Wk+1,m,
where k and k + 1 follow equation 6, and deriving um from ωm. This technique is not
included here because of space constraints, but is described in detail in [24].
Evaluating placement decisions Let P be a given placement. Let ωm be the amount
of CPU power allocated to application m in placement P . For applications that are not
placed, ωm = 0.
To calculate the relative performance of application m given a placement P calcu-
lated at time tnow for a control cycle of length T , we calculate a hypothetical relative
performance function at time tnow + T . For each job, we increase its α∗ by the amount
of work that will be done over T with allocation ωm. We use thus obtained hypothetical
relative performance to extrapolate um from matrices W and V for ωg =
∑
m ωm.
Thus, we use the knowledge of placement in the next cycle to predict the job’s
progress over the cycle’s duration, and we use the hypothetical function to predict job
performance in the following cycles. We also assume that the total allocation to long-
running workload in the following cycles will be the same as in the next cycle. This
assumption helps us balance batch work execution over time.
4.3 Hypothetical relative performance: an illustrative example
In this example (created using the simulator discussed in more detail in Section 5)
we illustrate how the hypothetical relative performance guides our algorithm to make
placement decisions.
We use three jobs, J1, J2, and J3, with properties shown in Table 1, and a single
node with 2000MB of RAM and one 1000MHz processor. The memory characteristics
of the jobs and the node mean that the node can host only two jobs at a time. J1 can
completely consume the node’s CPU capacity, whereas J2 and J3, at maximum speed,
can each consume only half of the node’s CPU capacity.
We execute two scenarios, S1 and S2, which differ in the setting of the completion
time factor for J2, which in turn affects the completion time goal for J2, as illustrated
in Table 1. Note that J3 has a completion time factor of 1, which means that in order to
meet its goal it must be started immediately after submission and that it must execute
with the maximum speed throughout its life. To improve the clarity of mathematical
calculations, we also use unrealistic execution times (in the order of seconds) and a
control cycle T = 1s.
Scenario 1 Scenario 2
Job property J1 J2 J3 Job property J1 J2 J3 J1 J2 J3
Start time [s] 0 1 2 Relative goal factor 5 4 1 5 3 1
Max speed [MHz] 1,000 500 500 Relative goal [s] 20 16 8 20 12 8
Mem requirement [MB] 750 750 750 Completion time goal [s] 20 17 10 20 13 10
Work [Mcycles] 4,000 2,000 4,000
Min execution time [s] 4 4 8
Table 1. Hypothetical Relative Performance Example: System Properties
Placement:
J1 - 10003000
1000
0.8
1000
J2 arrives
Placement:
J1 - 1000
2000
2000
0.7
500
2000
0
0.7
500
2500
1500
0.7
612
1500
500
0.7
387
Placement:
J1 – 500
J2 – 500
J1 arrives
Placement:
J1 - 10003000
1000
0.8
1000
J2 arrives
Placement:
J1 - 1000
2000
2000
0.70
500
2000
0
0.60
500
2500
1500
0.65
516
1500
500
0.65
483
Placement:
J1 – 500
J2 – 500
J1 arrives
Scenario 1 
Placement:
J1 – 500
J2 – 500
Placement:
J2 – 500
J3 – 500
J3 arrives
2500
1500
0.50
231
1500
500
0.50
268
4000
0
-0.15
500
2000
2000
0.45
266
1500
500
0.45
233
3500
500
0
500
Placement:
J1 – 500
J2 – 500
Placement:
J1 – 500
J3 – 500
2000
2000
0.4
217
1500
500
0.4
282
3500
500
0
500
2500
1500
0.45
295
1000
1000
0.45
204
3500
500
0
500
2500
1500
0.35
245
1500
500
0.35
254
4000
0
-0.15
500
Placement:
J2 – 500
J3 – 500
Scenario 2 
Control 
Cycle 1
Control 
Cycle 2
Control 
Cycle 3
Control 
Cycle 1
Control 
Cycle 2
Control 
Cycle 3
J3 arrives
Fig. 1. Hypothetical Relative Performance Example: Cycle-by-cycle execution. Rectangular
boxes show the outstanding work, αm − α∗m, work done, α∗m, value of hypothetical relative
performance and corresponding CPU allocation for each job currently in the system.
Figure 1 shows cycle-by-cycle executions of the algorithm for S1 and S2, respec-
tively, illustrating relevant placement alternatives that are considered in successive con-
trol cycles. The boxes with solid outlines show the choices that the algorithm makes,
and those with dotted outlines indicate viable alternatives that are not chosen. The rea-
soning for the choices made is described below.
In cycle 1 of S1 and S2, only one job, J1, is in the system, hence the only reasonable
placement is the one that allocates the maximum speed to J1. After the arrival of J2, in
cycle 2, two placements are considered: P1, in which both J1 and J2 are running with
an allocated speed of 500 MHz (for J1 this amounts to 50% reduction of the capacity
allocated in cycle 1), and P2, in which J2 is not placed and J2 continues to run at
maximum speed. In S1, P1 and P2 have the same relative performance value of 0.7
to both applications. Therefore, P2 is selected, since it does not require any placement
changes. In S2, due to the tightened goal of J2, the utilities of P1 and P2 are (0.65, 0.65)
and (0.6, 0.7), respectively, where (x, y) is an increasingly ordered vector of utilities for
J1 and J2. Therefore, in S2, P1 is better choice as it equalizes the relative distance of
the performance of J1 and J2 from their respective goals.
The difference in the value of hypothetical utilities between S1 and S2, can be illus-
trated using J2 as an example. If J2 is not started in cycle 2, and hence is started in cycle
3 or later, its earliest possible completion time is 19. In S1, this results in a maximum
achievable relative performance of 0.65 (≈ (16 − 5)/16), whereas in S2, it is only 0.6
(≈ (12− 5)/12).
Since in cycle 2 of S1 and S2 the algorithm has made different decisions, from this
point the scenarios diverge. However, a similar rationale may be used to explain the
decisions made by the algorithm in cycle 3, also shown in Figure 1.
5 Experiments
In this section we present three experiments performed using a simulator previously
used and validated in [25] and [18].
The simulator implements a variety of scheduling policies for batch jobs and also
includes a performance model for transactional workloads, as described in Section 3.3.
It assumes a virtualized system, in which VM control mechanisms such as suspend, re-
sume, and live migration are used to configure application placement. The costs of these
mechanisms, in terms of the time they take to complete, are obtained from measure-
ments taken using a popular virtualization product for Intel-based machines. These mea-
surements reveal simple linear relationships between the VM memory footprint and the
cost of the operation, and can be described as Suspend Cost = VM Footprint∗0.0353s,
Resume Cost = VM Footprint∗0.0333s, Migrate Cost = VM Footprint∗0.0132s. The
boot time observed for all our virtual machines was 3.6s.
For the purpose of easily controlling the tightness of SLA goals, we introduce a
relative goal factor which is defined as the ratio of the relative goal of the job to its
execution time at the maximum speed, τm−τ
start
m
tbestm
.
In the experiments, we first study the effectiveness of our technique in handling
a homogeneous workload. This paper focuses on batch workload, as the benefits of
our approach in managing transactional workload have been shown previously [18].
This permits us to study the algorithm’s behavior with a reduced number of variables,
while also providing an opportunity to compare our techniques to existing approaches.
In the final experiment, we evaluate the effectiveness of our technique in managing a
heterogeneous mix of transactional and long-running workloads.
5.1 Experiment One: Relative performance prediction accuracy
In this experiment, we examine the basic correctness of our algorithm by stressing it
with a sequence of identical jobs—jobs with the same profiles and SLA goals. We use
this scenario to examine the accuracy with which hypothetical relative performance
predicts the actual job performance.
When jobs are identical, the best scheduling strategy is to make no placement
changes (suspend, resume, migrate). This is because there is no benefit to job com-
pletion times (when considered as a vector) to be gained by interrupting the execution
of a currently placed job in order to place another job.
We consider a system of 25 nodes, each of which has four 3.9GHz processors and
16GB of RAM. We submit to this system 800 identical jobs with properties shown
in Table 2. Jobs are submitted to the system using an exponential inter-arrival time
distribution with an average inter-arrival time of 260s. This arrival rate is sufficient to
cause queuing at some points during the experiment. The control cycle length is 600s.
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Fig. 2. Experiment One: Average hypothetical relative performance over time and actual relative
performance achieved at completion time
Observe that each job’s maximum speed permits it to use a single processor, and so
four jobs could run at full speed on a single node. However, the memory characteristics
restrict the number of jobs per node to three. Consequently, no more than 75 jobs can
run concurrently in the system. Each job, running at maximum speed, takes 17,600s to
complete. The relative goal factor for each job is 2.7, resulting in a completion time
goal of 47,520s (2.7 ∗ 17, 600), as measured from the submission time.
The maximum achievable relative performance for a job described in Table 2 is
0.63. This relative performance will be achieved for a job that is started immediately
upon submission and runs at full speed for 17,600s. In that case, the job will complete
29,920s before its completion time goal, and thus will have taken 37% of the time
between the submission time and the completion time goal to complete. This relative
performance is an upper bound for the job, and will be decreased if queuing occurs.
In Figure 2, we show the average hypothetical relative performance over time as
well as the actual relative performance achieved by jobs at completion time. When no
jobs are queued, the hypothetical relative performance is 0.63 and it decreases as more
jobs are delayed in the queue. Notice that the relative performance achieved by jobs
at their completion time has a shape similar to that of the hypothetical relative perfor-
mance, but is shifted in time by about 18000 sec. This is expected, as the hypothetical
relative performance is predicting the actual relative performance that jobs will obtain
at the time they complete, as thus is affected by job submissions, while the actual rel-
ative performance is only observed at job completion. The algorithm does not elect to
suspend or migrate any jobs during this experiment, hence we do not include a figure
showing the number of placement changes performed. Finally, we evaluated the ex-
ecution time for the algorithm at each control cycle when running on a 3.2GHz Intel
Xeon node. In normal conditions, the algorithm produces a placement for this system in
about 1.5s. We also observed that when all submitted jobs can be placed concurrently,
the algorithm is able to take internal shortcuts, resulting in a significant reduction in
execution time.
Property Value Property Value
Maximum speed [MHz] 3,900 (1 CPU) Minimum execution time [s] 17,600
Memory requirement [MB] 4,320 Relative goal factor 2.7
Work [Mcycles] 68,640,000 Relative goal [s] 47,520
Table 2. Properties of Experiment One
5.2 Experiment Two: Comparing different scheduling algorithms
In this experiment, we compare our algorithm with alternative scheduling algorithms.
We do so in a system presented with jobs with varying profiles and SLA goals. The rel-
ative goal factors for jobs are randomly varied among values 1.3, 2.5, and 4 with proba-
bilities 10%, 30%, and 60%, respectively. The job minimum execution times and max-
imum speeds are also randomly chosen from three possibilities—9,000s at 3,900MHz,
17,600s at 1,560MHz, and 600s at 2,340MHz which are selected with probabilities
10%, 40%, and 50%, respectively.
0,00%
10,00%
20,00%
30,00%
40,00%
50,00%
60,00%
70,00%
80,00%
90,00%
100,00%
400 350 300 250 200 150 100 50
Job inter-arrival time (s)
%
 o
f  j
o b
s
FCFS EDF APC
Fig. 3. Experiment Two: Percentage of jobs that met the deadline
We compare our algorithm (referred to as APC) with simple, effective, and well-
known scheduling algorithms: Earliest Deadline First (EDF) and First-Come, First-
Served (FCFS). Note that while EDF is a preemptive scheduling algorithm, FCFS does
not preempt jobs. In both cases, a first-fit strategy was followed to place the jobs.
We use eight different inter-arrival times, ranging from 50s to 400s, and continue
to submit jobs until 800 have completed. The experiment is repeated for the three algo-
rithms: APC, EDF, and FCFS. In the paper we concentrate on the results for inter-arrival
times of 200s and 50s due to space limitations (see [24] for more results).
Figure 3 shows the percentage of jobs that met their completion time goal. There
is no significant difference between the algorithms when inter-arrival times are greater
than 100s—this is expected, as the system is underloaded in this configuration. How-
ever, with an inter-arrival period of 100s or less, FCFS starts struggling to make even
50% of the jobs meet their goals. EDF and APC have a significantly higher, and compa-
rable, ratio of jobs that met their goals. At a 50s inter-arrival time, the goal satisfaction
rate for FCFS has dropped to 40%, and the goal satisfaction rate is actually higher for
EDF than for APC. However, Figures 4 and 5 show the penalties for EDF’s slightly
( 10%) higher satisfaction rate.
Figure 4 shows that one of these penalities is that EDF makes considerably more
placement changes than does the APC once the inter-arrival time is 150s or less. Recall
that FCFS is non-preemptive, and so makes no changes. Note that in this experiment,
we did not consider the cost of the various types of placement changes—this does not
change the conclusions, as our technique is making many fewer changes that EDF under
heavy load. This figure, coupled with Figure 3, shows our algorithm’s ability to making
few changes to the system whilst still achieving a high on-time rate.
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Fig. 5. Experiment Two: distribution of distance to the goal at job completion time, for two dif-
ferent mean inter-arrival times (50s and 200s)
Figure 5 shows the distribution of distance to the deadline at job completion time for
the three different relative goal factors (1.3, 2.5 and 4.0). We show these results for inter-
arrival times of 200 and 50 seconds, in Figure 5 (a) and (b), respectively. Points with
distance to the goal greater than zero indicate jobs that completed before their goal. Ob-
serve that for inter-arrival times of 200s, all three algorithms are capable of making the
majority of jobs meet their goal, and the points for each algorithm are concentrated—
for each algorithm and each relative goal factor, the distance points form three clusters,
one for each minimum execution time. However, at an inter-arrival time of 50s, the al-
gorithms produce different distributions of distances to the goal. In particular, observe
that for APC the data points are closer together than for EDF (this is most easily ob-
served for the relative goal factor of 1.3). This illustrates that APC outperforms EDF in
equalizing the satisfaction of all jobs in the system.
5.3 Experiment Three: Heterogeneity
In this experiment, we examine the behavior of our algorithm in a system presented with
heterogeneous workloads. We demonstrate how our integrated management technique
is applicable to combined management of transactional and long-running workloads.
The experiment will show how our algorithm allocates resources to both workloads in
a way that equalizes their satisfaction in terms of distance between their performance
and performance goals. We compare our dynamic resource sharing technique to a static
approach in which resources are not shared, and are pre-allocated to one type of work.
This static approach is widely used today to run mixed workloads in datacenters.
We extend Experiment One by adding transactional workload to the system, and
compare three different system configurations subject to the same mixed workload.
In the first configuration we use our technique to perform dynamic application place-
ment with resource sharing between transactional and long-running workloads. In the
second and third configurations we consider a system that has been partitioned into
two groups of machines, each group dedicated to either the transactional or the long-
running workload. In both configurations, we use a First-Come First-Served (FCFS) to
place jobs—FCFS was chosen because it is a widely adopted policy in commercial job
schedulers. Notice that creating static system partitions is a common practice in many
datacenters. In the second configuration, we dedicate 9 nodes to the transactional work-
load (9 nodes offer enough CPU power to fully satisfy this workload), and 16 nodes
to the long-running workload. In the third configuration, we dedicate 6 nodes to the
transactional application and 19 to the long-running workload.
To simplify the experiment, the transactional workload is handled by a single appli-
cation, and is kept constant throughout. Note that the long-running workload is exactly
the same as that presented in Section 5.1. The memory demand of a single instance of
the transactional application was set to a sufficiently low value that one instance could
be placed on each node alongside the three long-running instances that fit on each node
in Experiment One. This was done to ensure that the two different types of workload
compete only for CPU resources (notice from Experiment One that a maximum of 3
long-running instances can be placed in the same node because of memory constraints).
The relative performance of transactional workloads is calculated as described in
Section 3.3. A relative performance of zero means that the actual response time exactly
meets the response time goal: lower relative performance values indicate that the re-
sponse time is greater than the goal (the requests are being serviced too slowly), and
higher relative performance values indicate that the response time is less than the goal
(the requests are being serviced quickly). In this experiment, the maximum achievable
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Fig. 6. Experiment Three: actual relative performance for the transactional workload and average
calculated hypothetical relative performance for the long-running workload
relative performance for the transactional workload is around 0.66, at an approximate
allocation of 130,000MHz. Allocating CPU power in excess of 130,000MHz to this
application will not further increase its satisfaction: that is, it will not decrease the re-
sponse time. This is normal behavior for transactional applications—the response time
cannot be reduced to zero by continually increasing the CPU power assigned. Notice
that 130,000MHz is less than to the CPU capacity of 9 nodes, and so the transactional
workload can be completely satisfied by 9 nodes.
The experiment starts with a system subject to the constant transactional workload
used throughout, in addition to a small (insignificant) number of long-running jobs al-
ready placed. Then, we start submitting a number of long-running jobs using an inter-
arrival time short enough to produce some job queueing. As more long-running jobs
are submitted, following the workload properties described in Section 5.1, more CPU
demand is observed for the long-running workload. In the end of the experiment, the
long-running job inter-arrival time is increased to a value high enough to expect that the
job queue length will start decreasing.
Figures 6 and 7 show the results obtained for the three system configurations de-
scribed above. Figure 6 shows the relative performance achieved by both the transac-
tional and long-running workload for each of the configurations. For the transactional
workload we show actual relative performance, and for the long-running workload we
show hypothetical relative performance, described in Section 4.2. Although hypotheti-
cal relative performance is a predicted value, previous experiments have already shown
that this approximation is accurate enough for performance prediction purposes. In ad-
dition, we verified for this particular experiment that the utilities achieved by jobs at
completion time, long after they were submitted and placements calculated, met their
predicted performance. Figure 7 shows the CPU power allocated to each workload over
the experiment.
Looking at the results for our dynamic resource sharing technique it can be observed
that at the beginning of the experiment the transactional application gets as much CPU
power as it can consume, as there is little or no contention with long-running jobs—
obtaining its maximum achievable relative performance of 0.66. As more long-running
jobs are submitted, the hypothetical relative performance for those long-running jobs
starts to decrease as the system becomes increasingly crowded. As soon as the hypothet-
ical relative performance calculated for the long-running jobs becomes lower that the
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Fig. 7. Experiment Three: CPU power allocated to each workload for the three system configura-
tions
relative performance observed for the transactional workload (that is to say, no more re-
sources can be allocated to the long-running workload without taking CPU power away
from the transactional workload), our algorithm starts to reduce the allocation for the
transactional workload and give that CPU power instead to the long-running workload,
until the relative performance each achieves is equalized. At the end of the experiment,
the job submission rate is slightly decreased, which results in more CPU power be-
ing returned to the transactional workload again. The relative performance observed for
both workloads is continuously adjusted by dynamically allocating resources over time.
The result is that the resource sharing between both workloads is dynamically and un-
evenly adjusted, but achieving a similar relative performance for each workload, what
is the main purpose of our proposed technique.
The results for the static system configurations reveal that the overall performance
they deliver is lower than the performance observed for our dynamic resource sharing
technique, and the performance of both static and dynamic approaches is only compa-
rable when the size of each machines partition exactly matches the resource allocation
decided by our technique. Notice that when 9 nodes are dedicated to the transactional
workload (offering more than the CPU power required to fully satisfy it), the relative
performance achieved by the transactional workload is, as expected, 0.66—the maxi-
mum achievable. In this configuration, while transactional workload obtains good per-
formance, long-running jobs struggle to meet their completion time goals, as shown by
the low achieved relative performance values. When only 6 nodes are dedicated to the
transactional workload, the relative performance that it achieves is consistently lower
than that achieved with our dynamic resource sharing technique, while the performance
benefits observed for the long-running jobs are not obvious when compared to the re-
sults obtained with our technique. Recall also that relative performance represents the
relative distance to the goal achieved by each particular workload—distance to the re-
sponse time goal for the transactional application and distance to the completion time
goal for long-running jobs. Thus, relative performance is a direct measurement of the
performance obtained by each workload.
6 Conclusions and future work
In this paper we present a technique that allows integrated management of heteroge-
neous workloads composed of transactional applications and long-running jobs, dy-
namically placing the workloads in such a way as to equalize their satisfaction. We
use relative performance functions to make the satisfaction and performance of both
workloads comparable. We formally describe the technique, and then demonstrate that
it not only performs well in presence of heterogeneous workloads but it also shows
consistent performance in presence only of long-running jobs compared to other well-
known scheduling algorithms. We perform our experiments with a simulator already
used and validated against a system prototype in [25, 18]. While here we mainly focus
on the description and evaluation of the management of long-running jobs, transactional
workloads were extensively covered in [18]. We expect to extend this technique in the
future to offer explicit support for parallel jobs, and we also need to work on the on-
the-fly generation of job profiles. The optimization technique could also be extended to
focus on resources other than CPU.
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