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Abstract
Let A be a right Ore domain, Z(A) be the center of A and Qr(A) be the right total ring of fractions
of A. If K is a field and A is a K-algebra, in this short paper we prove that if A is finitely generated
and GKdim(A) < GKdim(Z(A))+ 1, then Z(Qr(A)) ∼= Q(Z(A)). Many examples that illustrate the
theorem are included, most of them within the skew PBW extensions.
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1 Introduction
Given an Ore domain A, it is interesting to know when Z(Q(A)) ∼= Q(Z(A)), where Z(A) is the center
of A and Q(A) is the total ring of fractions of A. This question became important after the formulation
of the Gelfand-Kirillov conjecture in [5]: Let G be an algebraic Lie algebra of finite dimension over a field
K, with char(K) = 0. Then, there exist integers n, k ≥ 1 such that
Q(U(G)) ∼= Q(An(K[s1, . . . , sk])), (1.1)
where U(G) is the enveloping algebra of G and An(K[s1, . . . , sk]) is the general Weyl algebra over K.
In the investigation of this famous conjecture the isomorphism between the center of the total ring of
fractions and the total ring of fractions of the center occupies a special key role. There are remarkable
examples of algebras for which the conjecture holds and they satisfy the isomorphism. For example, if G
is a finite dimensional nilpotent Lie algebra over a field K, with char(K) = 0, then the conjecture holds
and Z(Q(U(G))) ∼= Q(Z(U(G))) ([5], Lemma 8). More recently, the quantum version of the Gelfand-
Kirillov conjecture has occupied the attention of many researchers. One example of this is the following
(see [2], Theorem 2.15): Let U+q (slm) be the quantum enveloping algebra of the Lie algebra of strictly
superior triangular matrices of size m ×m, m ≥ 3, over a field K. If m = 2n + 1, then Q(U+q (slm))
∼=
Q(Kq[x1, . . . , x2n2 ]), where Kq[x1, . . . , x2n2 ] is the quantum ring of polynomials, K := Q(Z(U
+
q (slm))) and
1
q := [qij ] ∈M2n2(K), with qii = 1 = qijqji, and qij is a power of q for every 1 ≤ i, j ≤ 2n
2. Ifm = 2n, then
Q(U+q (slm))
∼= Q(Kq[x1, . . . , x2n(n−1)]), where q := [qij ] ∈ M2n(n−1)(K), with qii = 1 = qijqji, and qij is
a power of q for every 1 ≤ i, j ≤ 2n(n− 1). Moreover, in both cases Z(Q(U+q (slm)))
∼= Q(Z(U+q (slm))).
Let A be a right Ore domain. In this paper we study the isomorphism Z(Qr(A)) ∼= Q(Z(A)), where
Z(A) is the center of A and Qr(A) is the right total ring of fractions of A. The main tool that we will use
is the Gelfand-Kirillov dimension, so we will assume that A is a K-algebra, where K is an arbitrary field.
The principal result is Theorem 2.3 proved in Section 2. The result can also be interpreted as a way of
computing the center of Qr(A). In Section 3 we include many examples that illustrate the theorem, most
of them within the skew PBW extensions.
We start with the following known facts about skew PBW extensions that will be used in the examples.
Definition 1.1 ([4]). Let R and A be rings. We say that A is a skew PBW extension of R (also called
a σ − PBW extension of R) if the following conditions hold:
(i) R ⊆ A.
(ii) There exist finitely many elements x1, . . . , xn ∈ A such A is a left R-free module with basis
Mon(A) := {xα = xα11 · · ·x
αn
n | α = (α1, . . . , αn) ∈ N
n}, with N := {0, 1, 2, . . .}.
The set Mon(A) is called the set of standard monomials of A.
(iii) For every 1 ≤ i ≤ n and r ∈ R− {0} there exists ci,r ∈ R− {0} such that
xir − ci,rxi ∈ R. (1.2)
(iv) For every 1 ≤ i, j ≤ n there exists ci,j ∈ R − {0} such that
xjxi − ci,jxixj ∈ R+Rx1 + · · ·+Rxn. (1.3)
Under these conditions we will write A := σ(R)〈x1, . . . , xn〉.
Associated to a skew PBW extension A = σ(R)〈x1, . . . , xn〉 there are n injective endomorphisms
σ1, . . . , σn of R and σi-derivations, as the following proposition shows.
Proposition 1.2 ([4], Proposition 3). Let A be a skew PBW extension of R. Then, for every 1 ≤ i ≤ n,
there exist an injective ring endomorphism σi : R→ R and a σi-derivation δi : R→ R such that
xir = σi(r)xi + δi(r),
for each r ∈ R.
A particular case of skew PBW extension is when all σi are bijective and the constants cij are
invertible.
Definition 1.3 ([4]). Let A be a skew PBW extension. A is bijective if σi is bijective for every 1 ≤ i ≤ n
and ci,j is invertible for any 1 ≤ i < j ≤ n.
Proposition 1.4 ([1], Theorem 3.6). Let A = σ(R)〈x1, . . . , xn〉 be a bijective skew PBW extension of a
right Ore domain R. Then A is also a right Ore domain.
Proposition 1.5 ([11], Theorem 14). Let R be a K-algebra with a finite dimensional generating subspace
V and let A = σ(R)〈x1, . . . , xn〉 be a bijective skew PBW extension of R. If σi, δi are K-linear and
σi(V ) ⊆ V , for 1 ≤ i ≤ n, then
GKdim(A) = GKdim(R) + n.
2
Proposition 1.6. Let R be a commutative domain, σ an automorphism of R and
Rσ := {r ∈ R|σ(r) = r}.
If σ has infinite order, then Z(R[x;σ]) = Rσ. If σ has finite order v, then Z(R[x;σ]) = Rσ[xv].
Proof. The proof when R is a field can be found in [12], Proposition 1.6.25. For completeness we include
the proof in the general case. Firstly observe that Rσ is a subring of R[x;σ], whence Rσ[xv] is the subring
of R[x;σ] generated by Rσ and xv, this implies that the elements of Rσ[xv] are polynomial in xv with
coefficients in Rσ.
Let p(x) := p0 + p1x + · · · + pnx
n ∈ Z(R[x;σ]), then for every r ∈ R, rp(x) = p(x)r, so for every
0 ≤ i ≤ n, we get rpi = piσ
i(r) = σi(r)pi. If the order of σ is infinite, then σ
i 6= iR for every i ≥ 1,
hence pi = 0 for i ≥ 1. Thus, in this case p(x) = p0; moreover, p(x) commutes with x, so p0x = xp0,
whence p0 = σ(p0), i.e., p0 ∈ R
σ. Therefore, if σ has infinite order, then Z(R[x;σ]) ⊆ Rσ, but clearly,
Rσ ⊆ Z(R[x;σ]). Suppose that σ has finite order, say, v. If σi 6= iR, i.e., if v ∤ i, then pi = 0, hence
p(x) = p0 + p1x
v + p2(x
v)2 + · · · + pt(x
v)t. Since p(x) commutes with x, then σ(pi) = pi for every
0 ≤ i ≤ t. This proves that Z(R[x;σ]) ⊆ Rσ[xv]. But, Rσ[xv] ⊆ Z(R[x;σ]) since every element of the
form r(xv)t, with r ∈ Rσ and t ≥ 0, commutes with every element s ∈ R and with x.
2 Main theorem
We start with the following easy proposition. We include the proof for completeness.
Proposition 2.1. Let A be a right Ore domain.
(i) If p
q
∈ Z(Qr(A)) then
(a) pq = qp.
(b) For every s ∈ A− {0}, psq = qsp.
(c) p ∈ Z(A) if and only if q ∈ Z(A).
(ii) Let p ∈ A. Then, p1 ∈ Z(Qr(A)) if and only if p ∈ Z(A). Thus, Z(A) →֒ Z(Qr(A)).
(iii) If K is a field and A is a K-algebra such that Z(Qr(A)) = K, then Q(Z(A)) = K = Z(Qr(A)).
Proof. (i) (a) We have p
q
q
1 =
q
1
p
q
, so p1 =
qp
q
, whence p1
q
1 =
qp
q
q
1 , i.e.,
pq
1 =
qp
1 , thus pq = qp.
(b) For s = 0 is clear. Let s ∈ A− {0}, then p
q
= ps
qs
, so by (a), psqs = qsps, whence psq = qsp.
(c) If p
q
= 0, then p
q
= 01 and the claimed trivially holds. We can assume that p 6= 0; by (b), for every
s ∈ A− {0}, psq = qsp, hence if p ∈ Z(A), then sqp = qsp, whence sq = qs, i.e., q ∈ Z(A). On the other
hand, since q
p
∈ Z(Qr(A)), then if q ∈ Z(A) we get p ∈ Z(A).
(ii) If p1 ∈ Z(Qr(A)), then by (i), ps = sp for every s 6= 0, whence p ∈ Z(A). Conversely, let
p ∈ Z(A)−{0} (for p = 0, p1 ∈ Z(Qr(A))), then for every
a
s
∈ Qr(A) we have
p
1
a
s
= pa
s
and a
s
p
1 =
ac
r
= acp
rp
,
where sc = pr = rp, with c, r 6= 0. From this we get acp
rp
= apc
sc
= ap
s
= pa
s
, i.e., p1 ∈ Z(Qr(A)).
(iii) From (ii), K ⊆ Z(A) ⊆ Z(Qr(A)) = K, so Z(A) = K, and hence Q(Z(A)) = K = Z(Qr(A)).
The next example illustrates the part (iii) of Proposition 2.1.
Example 2.2. We consider the quantum plane A := Kq[x, y], where q is not a root of unity. We will
show that Z(Qr(A)) = K. Let
p
s
∈ Z(Qr(A))− {0}, where p :=
∑t
i=1 rix
αi
1 x
βi
2 and s :=
∑l
j=1 ujx
θj
1 x
γj
2 ,
with ri, uj ∈ K − {0}. From px1s = sx1p and since q is not a root of unity, we get βi + βiθj = γj + γjαi
for every 1 ≤ i ≤ t and 1 ≤ j ≤ l. Similarly, from px2s = sx2p we obtain θjβi + θj = αiγj + αi for all
i, j, whence βi + αi = γj + θj , so fixing i and then fixing j we conclude that p and s are homogeneous of
the same degree (this condition is not enough since x1
x2
/∈ Z(Qr(A))). Now,
3
p
s
x1
1 =
x1
1
p
s
, i.e.,
∑t
i=1 rix
αi
1
x
βi
2
∑
l
j=1 ujx
θj−1
1
x
γj
2
=
∑t
i=1 rix
αi+1
1
x
βi
2
∑
l
j=1 ujx
θj
1
x
γj
2
,
hence there exist c := xm1 pm(x2) + · · ·+ p0(x2), d := x
k
1qk(x2) + · · ·+ q0(x2) ∈ A− {0} such that
(
∑t
i=1 rix
αi
1 x
βi
2 )c = (
∑t
i=1 rix
αi+1
1 x
βi
2 )d,
(
∑l
j=1 ujx
θj−1
1 x
γj
2 )c = (
∑l
j=1 ujx
θj
1 x
γj
2 )d.
Since p and q are homogeneous, we can assume α1 > · · · > αt and θ1 > · · · > θl, whence β1 < · · · < βt
and γ1 < · · · < γl. Then,
(r1x
α1
1 x
β1
2 )(x
m
1 pm(x2)) = r1q
mβ1xα1+m1 x
β1
2 pm(x2),
r1x
α1+1
1 x
β1
2 x
k
1qk(x2) = r1q
kβ1xα1+1+k1 x
β1
2 qk(x2),
whence α1 +m = α1 +1+ k, i.e., m = k+1. Moreover, let pm be the leader coefficient of pm(x2) and qk
be the leader coefficient of qk(x2), then q
β1pm = qk. Similarly, we can prove that q
γ1pm = qk, but since
q is not a root of unity, β1 = γ1. From α1 + β1 = θ1 + γ1 we get that α1 = θ1 (considering instead the
identity p
s
x2
1 =
x2
1
p
s
we obtain the same result). Thus, we have
α1 = θ1 and β1 = γ1.
Notice that
p
s
= r1u
−1
1 +
p−r1u
−1
1
s
s
, with r1u
−1
1 ∈ K ⊆ Z(Qr(A)),
hence
p−r1u
−1
1
s
s
∈ Z(Qr(A)). But observe that
p−r1u
−1
1
s
s
= 0, contrary, we could repeat the previous
procedure and find that there exists, either i ≥ 2 such that αi = θ1 = α1, βi = γ1 = β1, or j ≥ 2 such
that θj = θ1, γj = γ1, a contradiction. Thus,
p
s
= r1u
−1
1 ∈ K, and hence, Z(Qr(A)) = K.
The previous example shows that the proof of the isomorphism Z(Qr(A)) ∼= Q(Z(A)) by direct
computation of the center of the total ring of fractions is tedious. An alternative more practical method
is given by the following theorem.
Theorem 2.3. Let K be a field and A be a right Ore domain. If A is a finitely generated K-algebra such
that GKdim(A) < GKdim(Z(A)) + 1, then
Z(Qr(A)) = {
p
q
| p, q ∈ Z(A), q 6= 0} ∼= Q(Z(A)).
Proof. We divide the proof in three steps.
Step 1. As in the proof of Theorem 4.12 in [6], we will show that
Qr(A) ∼= A(Z(A)0)
−1 = { p
q
| p ∈ A, q ∈ Z(A)0}, with Z(A)0 := Z(A)− {0}.
First observe that Z(A)0 is a right Ore set of A, so A(Z(A)0)
−1 exists. From the canonical injec-
tion Q(Z(A)) →֒ A(Z(A)0)
−1, p
q
7→ p
q
, we get that A(Z(A)0)
−1 is a vector space over Q(Z(A)),
moreover, A(Z(A)0)
−1 = AQ(Z(A)). We will show that the dimension of this vector space is fi-
nite. Let V be a frame that generates A. Since {V n}n≥0 is a filtration of A, then A =
⋃
n≥0 V
n
and AQ(Z(A)) =
⋃
n≥0 V
nQ(Z(A)). Arise two possibilities: Either there exists n ≥ 0 such that
V nQ(Z(A)) = V n+1Q(Z(A)), or else
Q(Z(A)) ( V Q(Z(A)) ( V 2Q(Z(A)) ( · · ·
In the first case AQ(Z(A)) = V nQ(Z(A)) and we get the claimed. In the second case,
dimQ(Z(A))Q(Z(A))  dimQ(Z(A)) V Q(Z(A))  dimQ(Z(A)) V
2Q(Z(A))  · · ·
and we will show that this produces a contradiction. In fact, for every n ≥ 0,
4
dimQ(Z(A)) V
nQ(Z(A)) ≥ n+ 1;
let u1, . . . , ud(n) be a Q(Z(A))-basis of V
nQ(Z(A)), thus, d(n) ≥ n+ 1; we can assume that ui ∈ V
n for
every 1 ≤ i ≤ d(n); let W be an arbitrary K-subspace of Z(A) of finite dimension, then
(V +W )2n ⊇ V nWn ⊇ u1W
n ⊕ · · · ⊕ ud(n)W
n
(the sum is direct since the elements ui are linearly independent over Z(A)); from this we get
dimK(V +W )
2n ≥ d(n) dimk(W
n) ≥ (n+ 1) dimK(W
n),
but since V +W is a frame of A, then GKdim(A) ≥ 1 + GKdim(Z(A)), false.
Now we can prove the claimed isomorphism. For this consider the canonical injective homomorphism
g : A → A(Z(A)0)
−1, a 7→ a1 . If a ∈ A − {0}, then
a
1 is invertible in A(Z(A)0)
−1. In fact, the map
h : A(Z(A)0)
−1 → A(Z(A)0)
−1, p
q
7→ a1
p
q
, is an injective Q(Z(A))-homomorphism since A is a domain,
but as was observed above, A(Z(A)0)
−1 is finite-dimensional over Q(Z(A)), therefore h is surjective,
whence, there exists p
q
∈ A(Z(A)0)
−1 such that a1
p
q
= 11 . Observe that
p
q
a
1 =
1
1 : In fact, since p 6= 0,
there exists p
′
q′
in A(Z(A)0)
−1 such that p1
p′
q′
= 11 , and since
p
q
= 1
q
p
1 , then
a
1
1
q
p
1
p′
q′
= 11
p′
q′
, i.e., a1
1
q
= p
′
q′
, so a1
1
q
q
1 =
p′
q′
q
1 , whence
a
1 =
p′
q′
q
1 , so
p
q
a
1 =
p
q
p′
q′
q
1 =
1
q
p
1
p′
q′
q
1 =
1
q
q
1 =
1
1 .
In order to conclude the proof of the isomorphism A(Z(A)0)
−1 ∼= Qr(A), observe that any element
p
q
∈ A(Z(A)0)
−1 can be written as p
q
= g(p)g(q)−1.
Step 2. Let C := { p
q
| p, q ∈ Z(A), q 6= 0}. If p
q
∈ Z(Qr(A)), then by the first step we can assume that
q ∈ Z(A)0, and from the part (i)-(c) of Proposition 2.1, we get p ∈ Z(A). Therefore, Z(Qr(A)) ⊆ C.
Conversely, let p
q
∈ C, then p, q ∈ Z(A), with q 6= 0, whence, by the part (ii) of Proposition 2.1,
p
1 ,
q
1 ∈ Z(Qr(A)), so
1
q
∈ Z(Qr(A)), and hence,
p
q
= p1
1
q
∈ Z(Qr(A)). Thus, C ⊆ Z(Qr(A)).
Step 3. According to the part (ii) of Proposition 2.1, we have the canonical injective homomorphism
Z(A)
ι
−→ Z(Qr(A)), p 7→
p
1 , that sends invertible elements of Z(A) in invertible elements of Z(Qr(A)),
moreover, by the step 2, every element p
q
∈ Z(Qr(A)) can be written
p
q
= ι(p)ι(q)−1. This proves the
isomorphism Z(Qr(A)) ∼= Q(Z(A)).
3 Examples
Next we present many examples of K-algebras that satisfy the hypotheses of Theorem 2.3. Most of them
within the skew PBW extensions.
Example 3.1. (i) Any domain A such that dimK A <∞. For example, the real algebra H of quaternions
since dimR(H) = 4.
(ii) Any right Ore domain A finitely generated as Z(A)-module.
Example 3.2. Applying Propositions 1.4 and 1.5, we will check next that the following skew PBW
extensions are K-algebras that satisfy the hypotheses of Theorem 2.3. The precise definition of any of
these algebras can be found in [8].
(i) Consider a skew polynomial ring A := R[x;σ], with R a commutative domain R that is a K-
algebra generated by a subspace V of finite dimension such that σ(V ) ⊆ V , σ is K-linear of finite order
m, Rσ = K and GKdim(R) = 0. Then, GKdim(A) = 1, and from Proposition 1.6, Z(A) = K[xm],
and hence, GKdim(Z(A)) = 1. Thus, Z(Qr(A)) ∼= Q(Z(A)) = K(x
m). A particular case of this general
example is A := C[x;σ] as R-algebra, with σ(z) := z, z ∈ C (here C and R are the fields of complex and
real numbers, respectively). In this case the order of σ is two and GKdim(C) = 0 since dimR(C) = 2.
(ii) Let char(K) = p > 0 and A := Sh := K[t][xh;σh] be the algebra of shift operators. Then,
GKdim(A) = 2. Moreover, for every k ≥ 0, σkh(t) = t − kh, then σ
p
h(t) = t, i.e., the order of σh is p,
5
therefore, Z(A) = K[t]σh [xph]. Since K[t
p] ⊆ K[t]σh ⊆ K[t] and K[t] is finitely generated over K[tp], then
GKdim(K[tp]) = GKdim(K[t]) = 1, whence GKdim(K[t]σh) = 1. Therefore, GKdim(Z(A)) = 2. Thus,
Z(Qr(A)) ∼= Q(Z(A)) = Q(K[t]
σh)(xph).
(iii) Let char(K) = p > 0 and A := K[t][x; d
dt
][xh;σh] be the algebra of shift differential operators.
Then, GKdim(A) = 3 and can be proved that Z(A) = K[xp, xph, t
p2 − tp]. Since GKdim(Z(A)) = 3, then
Z(Qr(A)) ∼= Q(Z(A)) = K(x
p, xph, t
p2 − tp).
(iv) Let char(K) = p > 0 and A := An(K) be the Weyl algebra. Since GKdim(A) = 2n and
Z(A) = K[tp1, . . . , t
p
n, x
p
1, . . . , x
p
n] (see [7], ejemplo 1.3.), then GKdim(Z(A)) = 2n. Therefore, Z(Qr(A))
∼=
Q(Z(A)) = K(tp1, . . . , t
p
n, x
p
1, . . . , x
p
n).
(v) Let char(K) = p > 0 and A := J := K{x, y}/〈yx − xy − x2〉 be the Jordan algebra. Since
GKdim(J ) = 2 and Z(A) = K[xp, yp] (see Theorem 2.2 in [13]), then GKdim(Z(A)) = 2, whence
Z(Qr(A)) ∼= Q(Z(A)) = K(x
p, yp).
(vi) Consider the quantum plane A := Kq[x, y], with q 6= 1 a root of unity of degree m ≥ 2. Then
GKdim(A) = 2 and Z(A) = K[xm, ym] (see [13]). Therefore, Z(Qr(A)) ∼= Q(Z(A)) = K(x
m, ym).
(vii) The previous example can be extended to the quantum polynomials A := Kq[x1, . . . , xn], where
n ≥ 2 and q ∈ K − {0, 1}, defined by
xjxi = qxixj , with 1 ≤ i < j ≤ n.
If q is a root of unity of degree m ≥ 2, then can be proved that if n even, then Z(A) = K[xm1 , . . . , x
m
n ].
Therefore, GKdim(Z(A)) = n = GKdim(A) and hence
Z(Qr(A)) ∼= Q(Z(A)) = K(x
m
1 , . . . , x
m
n ).
(viii) Let Aq be the quantum Weyl algebra generated by x, y with rule of multiplication yx = qxy+a,
where q, a ∈ K − {0}. If q is a primitive root of unity of degree m ≥ 2, then Z(Aq) = K[x
m, ym] (see
[3]). Since GKdim(Aq) = 2, then Z(Qr(Aq)) ∼= Q(Z(A)) = K(x
m, ym).
(ix) In [9] has been computed the center of the following algebras. In every example we assume that
the parameters q’s are root of unity of degree l ≥ 2, or li ≥ 2, appropriately:
(a) Algebra of q-differential operators, then Z(A) = K[xl, yl] and GKdim(A) = 2, so Z(Qr(A)) ∼=
Q(Z(A)) = K(xl, yl).
(b) Additive analogue of the Weyl algebra, Z(A) = K[xl11 , . . . , x
ln
n , y
l1
1 , . . . , y
ln
n ] and GKdim(A) = 2n,
so Z(Qr(A)) ∼= Q(Z(A)) = K(x
l1
1 , . . . , x
ln
n , y
l1
1 , . . . , y
ln
n ).
(c) Algebra of linear partial q-dilation operators, in this case we have GKdim(A) = 2n and Z(A) =
K[tl1, . . . , t
l
n, H
l
1, . . . , H
l
n]. Therefore, Z(Qr(A))
∼= Q(Z(A)) = K(tl1, . . . , t
l
n, H
l
1, . . . , H
l
n).
(d) Algebra of linear partial q-differential operators, in this case we have GKdim(A) = 2n and Z(A) =
K[tl1, . . . , t
l
n, D
l
1, . . . , D
l
n]. Hence, Z(Qr(A))
∼= Q(Z(A)) = K(tl1, . . . , t
l
n, D
l
1, . . . , D
l
n).
(x) Let sl(n,K) be the Lie algebra of 2×2 matrices with null trace with K-basis e, f, h. If char(K) =
2, then Z(U(sl(2,K))) = K[e2, f2, h] (see [7], p. 147). Moreover, GKdim(U(sl(2,K))) = 3. Thus,
Z(Qr(A)) ∼= Q(Z(A)) = K(e
2, f2, h).
Remark 3.3. As occurs for the Gelfand-Kirillov conjecture (see [5]), if the hypotheses of Theorem 2.3 fail,
then the isomorphism Z(Qr(A)) ∼= Q(Z(A)) could hold or fail. Thus, the hypotheses are not necessary
conditions. For example,
(a) H is not finitely generated as Q-algebra, however Qr(H) = H and Z(Qr(H)) ∼= R ∼= Q(Z(H)).
(b) Let K be a field with char(K) = 0, and let G be a three-dimensional completely solvable Lie
algebra with basis x, y, z such that [y, x] = y, [z, x] = λz and [y, z] = 0, λ ∈ K −{0} (see Example 14.4.2
in [10]). If λ ∈ K − Q, then Z(U(G)) = K and GKdim(U(G)) = 3, thus, in this case GKdim(U(G)) ≮
GKdim(Z(U(G))) + 1, and 14.4.7 in [10] shows that Z(Qr(U(G))) ≇ Q(Z(U(G))).
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(c) Let A := U+q (slm) be the quantum enveloping algebra of the Lie algebra of strictly superior
triangular matrices of size m × m over a field K, where q ∈ K − {0} is not a root of unity. In [2]
was proved that Z(A) is the classical commutative polynomial algebra over K in n variables, with
m = 2n or m = 2n + 1, whence, GKdim(Z(A)) = n. On the other hand, according to [2], p. 236,
A is an iterated skew polynomial ring of K of m(m−1)2 variables, hence GKdim(A) =
m(m−1)
2 . Thus,
GKdim(A) ≮ GKdim(Z(A)) + 1, however, Z(Qr(A)) ∼= Q(Z(A)).
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