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THE RESIDUE CURRENT OF A CODIMENSION THREE
COMPLETE INTERSECTION
HÅKAN SAMUELSSON
Abstrat. Let f1, f2, and f3 be holomorphi funtions on a omplex
manifold and assume that the ommon zero set of the fj has maximal
odimension. We prove that the iterated Mellin transform of the residue
integral has an analyti ontinuation to a neighborhood of the origin in
C
3
. We prove also that the natural regularization of the residue urrent
onverges unrestritedly.
MSC: 32A27; 32C30
1. Introdution
Let X be an n-dimensional omplex manifold and f = (f1, . . . , fm) a
holomorphi mapping X → Cm suh that the ommon zero set Vf = {f =
0} has odimension m. In [8℄ Cole and Herrera were able to assoiate a
ertain (0, n)-urrent to f , whih has proven to be a good notion of a multi
variable residue of f . They dened their urrent Rf , the Cole-Herrera
residue urrent, as follows. For a test form ϕ ∈ Dn,n−m(X), onsider the
residue integral
Iϕf (ǫ) =
∫
Tǫ
ϕ
f1 · · · fm
,
where Tǫ is the tube {|f1|
2 = ǫ1, . . . , |fm|
2 = ǫm}. Cole and Herrera proved
that the limit of the residue integral as ǫ tends to zero along a so alled
admissible path exists and denes the ation of a (0,m)-urrent on the test
form ϕ. (The ase m = 1 is due to Herrera and Lieberman, [11℄.) The
limit along an admissible path here means that ǫ tends to zero along a
path in the rst orthant suh that ǫj/ǫ
k
j+1 tends to zero for all k ∈ N and
j = 1, . . . ,m − 1. The Cole-Herrera residue urrent has many desirable
properties. For instane, it is supported on Vf , it has the standard extension
property, whih more or less means that it has no mass onentrated on the
singular parts of Vf , and it satises the duality property that a holomorphi
funtion h on X annihilates it if and only if h belongs to the ideal generated
by f . The duality property is due to Dikenstein-Sessa, [9℄, and Passare,
[13℄, independently. It is natural to ask if the restrition to limits along
admissible paths is neessary. It atually is and the rst example showing
this was found by Passare and Tsikh, [16℄. Björk later realized that this
Author supported by a Post Dotoral Fellowship from the Swedish Researh Counil.
Part of the work was also done when the author was visiting the ESI in Vienna Ot-De
2005, then supported by a SVeFUM Post Dotoral Fellowship, and he wishes to thank
the organizers of the ESI projet 'Complex Analysis, Operator Theory and Appliations
to Mathematial Physis' for their hospitality.
2 HÅKAN SAMUELSSON
indeed is the typial ase, [6℄; see also Pavlova, [18℄. The Cole-Herrera
denition is in this sense quite unstable and one ould try to look for more
stable ones. One step in this diretion was taken by Passare in [14℄ where he
introdued the following regularized version of the residue integral. Let χj
be smooth funtion on [0,∞] taking the value 0 at 0 and 1 at ∞. (Atually,
Passare onsidered funtions identially 0 lose to 0 and identially 1 lose
to ∞.) The regularized residue integral is then the volume integral
(1)
∫
∂¯χ1(|f1|
2/ǫ1) ∧ · · · ∧ ∂¯χm(|fm|
2/ǫm)
f1 · · · fm
∧ ϕ.
Note that in the (not allowed) ase when all the χj are the harateristi
funtion of [1,∞] we get bak the residue integral. It follows from Cole's
and Herrera's result that the limit of (1) along admissible paths exists and
equals the limit along admissible paths of the residue integral but Passare
proves a more general result. In fat, he proves that for almost all paraboli
paths, ǫ(δ) = (δa1 , . . . , δam), the limit of (1) exists. Here "almost all" means
that one has to impose nitely many linear onditions
∑
ajbj 6= 0 in order
to asure onvergene. In the speial ase when m = 2 the author was able to
prove that (1) atually depends Hölder ontinuously on ǫ in the losed rst
quarter, [19℄, [20℄. I this paper we generalize this result to the odimension
three ase and we prove
Theorem 1. Let f1, f2, and f3 be holomorphi funtions on a omplex
manifold X of dimension n and assume that the ommon zero set of the fj
has maximal odimension. Let also χ1, χ2, and χ3 be smooth funtions on
[0,∞] taking the value 0 at 0 and 1 at ∞ and denote χj(|fj|
2/ǫj) by χ
ǫ
j.
Then, for any test form ϕ ∈ Dn,n−2(X), the integral∫
χǫ1∂¯χ
ǫ
2 ∧ ∂¯χ
ǫ
3
f1 · f2 · f3
∧ ϕ
depends Hölder ontinuously on ǫ in the losed rst otant.
The value at the origin is the urrent PR2[1/f ] (ating on ϕ) in Passare's
notation from [14℄ and it is a ∂¯-potential to the Cole-Herrera residue ur-
rent. That (1) onverges unrestritedly in the ase m = 3 thus follows from
Theorem 1 by applying it to ∂¯-exat test forms.
Another approah to the Cole-Herrera residue urrent based on analyti
ontinuation of urrents, a tehnique with roots in the works of Gelfand and
Shilov, [10℄, and Atiyah, [4℄, has been onsidered by several authors, e.g.,
Yger, [22℄, Berenstein, Gay, and Yger, [5℄, and Passare and Tsikh, [15℄, [16℄.
Computing the Mellin transform of the residue integral one obtains
(2)
∫
∂¯|f1|
2λ1 ∧ · · · ∧ ∂¯|fm|
2λm
f1 · · · fm
∧ ϕ,
where λ1 . . . , λm are omplex parameters with large real parts, see e.g. [5℄ or
[15℄. It is proved in [22℄ and [5℄ that the restrition of (2) to any omplex
line of the form λ(t1, . . . , tm), tj ∈ R>0, an be analytially ontinued to
a neighborhood of the origin. Moreover, the value at the origin equals the
Cole-Herrera residue Rf .ϕ. It is also proved in [5℄ that in the ase when
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m = 2, (2) an be analytially ontinued to a neighborhood of the origin as a
funtion of two omplex variables. It is generally believed, but not yet fully
proved, that this holds for arbitrary m. Our seond main result onrms
this onjeture for m = 3.
Theorem 2. Let f1, f2, and f3 be holomorphi funtions on a omplex
manifold X of dimension n, and assume that the ommon zero set of the
fj has maximal odimension. Then, for any test form ϕ ∈ Dn,n−2(X), the
holomorphi funtion
(λ1, λ2, λ3) 7→
∫
|f1|
2λ1 ∂¯|f2|
2λ2 ∧ ∂¯|f3|
2λ3
f1 · f2 · f3
∧ ϕ,
originally dened when Reλj , j = 1, 2, 3, is large enough, has a holomorphi
ontinuation to a neighborhood of λ = 0 in C3 and the value at the origin
equals PR2[1/f ].ϕ.
We will not be onerned with it in this paper but we also mention a third,
and very suessful way to gain stability in the denition of the Cole-Herrera
residue urrent introdued by Passare, Tsikh, and Yger in [17℄. They use the
Bohner-Martinelli kernel as a blueprint for the denition of the residue
instead of the Cauhy kernel. One an view their Bohner-Martinelli type
urrent as the limit of a ertain average of the residue integral. The advatage
is that this averaging proess redues the number of parameters to just one
and it is then proved in [17℄ that the limit as this single parameter tends to
zero exists. It is even true when f does not dene a omplete intersetion!
However, it is non trivial to prove that the obtained urrent atually equals
the Cole-Herrera urrent. Quite reently, Andersson put the ideas in [17℄
into an algebrai framework and introdued more general urrents of the
Cauhy-Fantappiè-Leray type, whih have been useful in appliations, see
e.g. [1℄, [2℄, [3℄.
The disposition of the paper is as follows. In the next setion we set-
tle the notations for some frequently appearing objets and we disuss the
main elements of the proofs of Theorems 1 and 2. In setion 3 we ompute
an example showing that the odimension three ase is dierent from the
odimension two ase. Setion 4 ontains some tehnial results about the
normal rossings ase. At the end of the setion we also prove a ombina-
torial algebra type result whih will enable us to use the assumption that f
denes a omplete intersetion eiently. In the last setion, Setion 5, we
prove our main theorems. However, we only prove Theorem 2 in detail sine
the proofs are almost idential.
2. Notations and an overview of the proof
We will have to use Hironaka's theorem, [12℄, to resolve singularities lo-
ally. It gives us for any suiently small open set U ⊂ X a omplex
manifold X and a proper holomorphi map π : X → U with the properties
that Zf := {π
∗f1 · π
∗f2 · π
∗f3 = 0} has normal rossings and π restrited
to X \ Zf is a biholomorphism. The varieties we will be most interested
in are the varieties Vf := {f1 = f2 = f3 = 0} and Zf := {f1f2f3 = 0}
in X, and their total transforms, Vf := {π
∗f1 = π
∗f2 = π
∗f3 = 0} and
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Zf = {π
∗f1 · π
∗f2 · π
∗f3 = 0}. Varieties in alligraphi letters are always
varieties in the resolution manifold X . Moreover, varieties denoted by Z
(or Z) are always varieties of odimension 1 and a holomorphi funtion
as a subsript means the zero variety of that holomorphi funtion, e.g.,
Zf1 := {f1 = 0} (Zf1 := {π
∗f1 = 0}). Varieties of higher odimensions
are denoted by V (or V). Oasionally we will enounter varieties for whih
this nomenlature is not eiently appliable and we will then use more ad
ho notations. That the variety Zf has normal rossings in X means that
loally on X one an nd holomorphi oordinates z suh that π∗fj = z
aj f˜j ,
j = 1, 2, 3, where the f˜j are non vanishing holomorphi funtions. We will
all zk a simple fator if zk divides preisely one of the monomials z
aj
. The
following analyti sheaves on X will be referred to frequently; the sheaves
of holomorphi k-forms, Ωk, and the subsheaves of them of holomorphi
k-forms vanishing on a normal rossings divisor Z, I kZ . A holomorphi k-
form, α, vanishes on a normal rossings divisor if the pullbak of α (under
the inlusion map) to any irreduible omponent of Z vanishes. If z are loal
oordinates suh that Z is the zero set of a monomial, za, then α vanishes
on Z if and only if (dzj/zj) ∧ α is a holomorphi k + 1-form for any zj di-
viding the monomial za. This, in turn, holds if and only if, for all r ≥ 1,
(dzj1/zj1) ∧ · · · ∧ (dzjr/zjr) ∧ α is a holomorphi k + r-form for zjl dividing
za.
Now, some omments to the proofs of Theorems 1 and 2. After a partition
of unity we may assume that our test form ϕ has support in a neighborhood
U suh that it exists a Hironaka resolution of singularities π : X → U as
desribed above. We then pull our integral bak to the resolution manifold
X and as explained above, we nd loal holomorphi oordinates z on X suh
that π∗fj = z
aj f˜j , j = 1, 2, 3. After a partition of unity on X one is then able
to start omputing. From a omputational point of view it is of ourse easier
if one ould arrange so that the f˜j ≡ 1. This is possible if the integer vetors
aj are linearly independent, see e.g. [14℄. If one restrits to limits along
admissible paths, as in [8℄, or allowed paraboli paths, as in [14℄, one will
enounter only harts on X where the aj are linearly independent. However,
in the general ase one will enounter also harts where the aj are linearly
dependent, so alled harts of resonane. This is preisely what happens in
the Passare-Tsikh example, [16℄. Charts of resonane an therefore be seen
as the reason for the disontinuity of the residue integral. In odimension
two the author showed in [19℄ and [20℄ how the harts of resonane an
be handled when one onsiders the regularized residue integral (1). The
main tool is Proposition 11 in [20℄ and it an be generalized. The general
version is Proposition 4 below but we have omitted the proof sine it is a
straightforward generalization of the proof of Proposition 11 in [20℄. The
presene of harts of resonane is therefore not a problem when we prove
Theorems 1 and 2. The main diulty is another problem that is harder to
handle when m ≥ 3 then when m = 2. On the resolution manifold X the
funtions π∗fj almost never dene a omplete intersetion and for arbitrary
test forms in Dn,n−m(X ) the orresponding residue integral will in general
be disontinuous. One has to use that the test forms we onsider are of
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the speial form π∗ϕ beause, in suh test forms, the information that f
denes a omplete intersetion in X is somehow oded. When m = 2 it
is quite easy to extrat this information. Atually, it follows from a degree
argument, see e.g. [8℄, that π∗ϕ vanishes on all omponents of odimension
1 of the variety Vf , i.e., on the exeptional divisor. This vanishing is then
seen to be enough to get the results in odimension two. In odimension
three however, π∗ϕ will in general not vanish on the exeptional divisor with
the onsequene that it is not a loal problem on the resolution manifold X
to prove Theorems 1 and 2. In the next setion we give a simple example
showing this. So one has to work a little more to extrat the information
hidden in π∗ϕ when m = 3. The degree argument is still very useful though.
With the aid of the slightly tehnial Lemma 7 it enables us to loally modify
the test form π∗ϕ, without aeting the integral, so that the modied test
form has good enough vanishing properties on the exeptional divisor. The
proess, however, produes also a global term whih requires some additional
attention.
3. An example
We onsider an example showing that proving analytiity of the Mellin
transform and ontinuity of the regularized residue integral are not loal
problems on the resolution manifold. We will look at the integral
(3)
∫
|x1|
2λ1 ∂¯|x2|
2λ2 ∧ ∂¯|x3|
2λ3
x1x2x3
∧ ϕ(x)dx ∧ dx¯1
in C
3
, where ϕ is a funtion dened as follows. Let φ, ϕ2 and ϕ3 be smooth
funtions on C with support lose to the origin but non vanishing there, and
put ϕ1 = ∂φ/∂z¯. We dene ϕ(x) to be the funtion ϕ1(x1)ϕ2(x2)ϕ3(x3) in
C
3
. First of all, note that (3) is the Mellin transform of a residue integral by
the hoie of ϕ; we an move the ∂¯1 in front of φ to |x1|
2λ1
by an integration
by parts. Seondly, (3) equals∫
|x1|
2λ1 |x2|
2λ2 |x3|
2λ3
x1x2x3
ϕ1
∂ϕ2
∂x¯2
∂ϕ3
∂x¯3
dx ∧ dx¯
after two integrations by parts, from whih we see that (3) is analyti at
λ = 0. Now we blow up C3 along the x1-axis and study the pullbak of (3)
to this manifold. Let π : C×B0C
2 → C3 be the blow up map. In the natural
oordinates z and ζ on C× B0C
2
it looks like
π(z1, z2, z3) = (z1, z2, z2z3),
π(ζ1, ζ2, ζ3) = (ζ1, ζ2ζ3, ζ2).
Sine ϕ has support lose to the origin, π∗ϕ has support lose to π−1(0) =
{z1 = z2 = 0} ∪ {ζ1 = ζ2 = 0} ∼= CP
1
. Note that z3 and ζ3 are natural oor-
dinates on this CP
1
and hoose a partition of unity, {ρ1, ρ2} on supp(π
∗ϕ)
suh that supp(ρ1) ⊂ {|z3| < 2} and supp(ρ2) ⊂ {|ζ3| < 2}. The pullbak of
(3) under π now equals∫
|z1|
2λ1 ∂¯|z2|
2λ2 ∧ ∂¯|z2z3|
2λ3
z1z22z3
∧ ρ1(z)ϕ1(z1)ϕ2(z2)ϕ3(z2z3)z2dz ∧ dz¯1
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−
∫
|ζ1|
2λ1 ∂¯|ζ2ζ3|
2λ2 ∧ ∂¯|ζ2|
2λ3
ζ1ζ22ζ3
∧ ρ2(ζ)ϕ1(ζ1)ϕ2(ζ2ζ3)ϕ3(ζ2)ζ2dζ ∧ dζ¯1.
We know that this sum (dierene) is analyti at λ = 0 but we will hek
that non of the terms are. We onsider the rst term. It is easily veried
that it an be written as
λ2
λ2 + λ3
∫
|z1|
2λ1 ∂¯|z2|
2(λ2+λ3) ∧ ∂¯|z3|
2λ3
z1z2z3
∧ρ1(z)ϕ1(z1)ϕ2(z2)ϕ3(z2z3)dz∧dz¯1.
We denote this integral, with the oeient λ2/(λ2 + λ3) removed, by I(λ).
After two integrations by parts one sees that I(λ) is analyti at the origin,
and so λ2I(λ)/(λ2 + λ3) is analyti at the origin if and only if I(λ) vanishes
on the hyperplane λ2 + λ3 = 0. In partiular we must have that I(0) =
0. But I(0) an be omputed using Cauhy's formula, and one obtains
I(0) = −(2πi)3φ(0)ϕ2(0)ϕ3(0) 6= 0. Hene, proving analytiity of the Mellin
transform of the residue integral is not a loal problem on the blown up
manifold. The same example an also be used to see that ontinuity of the
regularized residue integral is not a loal property on the resolution manifold.
Remark 3. This example ould be a little onfusing. The variable z1 just
appears as a "dummy variable" in the omputations above, to whih nothing
interesting happens. This indiates that it is not a loal problem on the
resolution manifold to prove analyti ontinuation of (2) (or an unonditional
limit of (1)) already in the ase m = 2. Atually, if one pulls (2) bak to
a resolution manifold and then starts omputing one will enounter global
problems already for m = 2. But analyti ontinuation of
(4) (λ1, λ2) 7→
∫
|f1|
2λ1 ∂¯|f2|
2λ2
f1 · f2
∧ ϕ, ϕ ∈ Dn,n−1(X),
implies analyti ontinuation of (2) for m = 2, and proving analyti on-
tinuation of (4) is a loal problem on the resolution manifold. Thus, the
analytiity problem an always be redued to a loal problem on the resolu-
tion manifold when m = 2 but, and this is the point, for m ≥ 3 this is not
always possible.
4. Preliminary lemmas
The rst proposition in this setion is a straightforward generalization of
Proposition 11 in [20℄ so we omit the proof.
Proposition 4. Let ψj , j = 1, . . . ,m, be stritly positive smooth funtions
on an open set Ω ⊂ Cn and let aj = (aj1, . . . , ajn), j = 1, . . . ,m, be multi-
indies. Let also χj ∈ C
∞([0,∞]) be zero at zero. Then, for any test form
φ ∈ Dn,n(Ω), the integral∫
χ1(ψ1|z
a1 |2/ǫ1) · · ·χ1(ψm|z
am |2/ǫm)
za1 · · · zam
∧ φ
depends Hölder ontinuously on ǫ = (ǫ1, . . . , ǫm) in the losed rst orthant.
The following two lemmas more or less redue the proofs of Theorems 1
and 2 to a study of the pullbak of the test form to the resolution manifold
with the result that the two theorems an be treated almost identially.
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Lemma 5. Let f˜j, j = 1, . . . ,m, be non vanishing holomorphi funtions on
an open set Ω ⊂ Cn and let aj = (aj1, . . . , ajn), j = 1, . . . ,m, be multiindies.
Assume that the test form ϕ ∈ Dn,n−r(Ω) has the property that (dz¯k/z¯k)∧ϕ ∈
Dn,n−r+1(Ω) for all non simple fators zk dividing some monomial z
aj
with
1 ≤ j ≤ r. Then the integral
∫
∂¯|za1 f˜1|
2λ1 ∧ · · · ∧ ∂¯|zar f˜r|
2λr · |zar+1 f˜r+1|
2λr+1 · · · |zam f˜m|
2λm
za1 f˜1 · · · zam f˜m
∧ ϕ
has an analyti ontinuation to neighborhood of λ = 0 in Cm.
Lemma 6. Let f˜j and aj, j = 1, . . . ,m, and ϕ be as in Lemma 5 and let
χj ∈ C
∞([0,∞]) be zero at zero. Then the integral
∫
∂¯χǫ1 ∧ · · · ∧ ∂¯χ
ǫ
r · χ
ǫ
r+1 · · ·χ
ǫ
m
za1 f˜1 · · · zam f˜m
∧ ϕ,
where χǫj = χj(|z
aj f˜j|
2/ǫj), depends Hölder ontinuously on ǫ = (ǫ1, . . . , ǫm)
in the losed rst orthant.
Proof of Lemmas 5 and 6. It is well known that integrals of the form
(5)
∫
|za1 f˜1|
2λ1 · · · |zam f˜m|
2λm
za1 f˜1 · · · zam f˜m
∧ φ
have an analyti ontinuation to a neighborhood of λ = 0 in Cm without any
assumptions on the (n, n)-test form φ, see e.g. [1℄. Moreover, by Proposition
4 we have Hölder ontinuity in the rst orthant for integrals like
(6)
∫
χǫ1 · · ·χ
ǫ
m
za1 f˜1 · · · zam f˜m
∧ φ
for all (n, n)-test forms φ. Using the assumption on our test form ϕ we will
redue the omputations of the integrals in the Lemmas 5 and 6 to sums
of integrals of the forms (5) and (6) respetively. This is done in more or
less the same way in both ases. We start by writing every ∂¯ as the sum
∂¯ = ∂¯1+· · ·+∂¯n and splitting up the integrals into sums aordingly. We deal
with an expression ∂¯k|z
aj f˜j|
2λj
, respetively ∂¯kχj(|z
aj f˜j|
2/ǫj), as follows. If
zk is a non simple fator dividing the monomial z
aj
we let ∂¯k at, obtaining
λj|zaj f˜j|
2λj
(
ajk
dz¯k
z¯k
+
∂kf˜j
f˜j
)
,
respetively
χ˜j(|z
aj f˜j|
2/ǫj)
(
ajk
dz¯k
z¯k
+
∂kf˜j
f˜j
)
,
where χ˜j(t) = tχ
′
j(t). Note that χ˜j is zero at zero and smooth on [0,∞],
sine χ′j(t) ∈ O(1/t
2) as t → ∞, and hene satises the properties required
by Proposition 4. The assumption on our test form ϕ means that, for any
expression dz¯k/z¯k arising in this way, (dz¯k/z¯k)∧ϕ is again a test form. More
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generally, it is easy to see, e.g. by making a Taylor expansion á la Lemma 6
in [20℄ of the oients of ϕ, that the assumption on ϕ implies that
dz¯k1
z¯k1
∧ · · · ∧
dz¯kp
z¯kp
∧ ϕ
is a test form if the zkl are non simple fators eah dividing some monomial
zaj with 1 ≤ j ≤ r. Hene, all singular forms dz¯k/z¯k arising from the ation
of ∂¯k, where k is suh that zk a non simple fator, an be inorporatad in the
test form. On the other hand, if zk is a simple fator dividing the monomial
zaj we do not let ∂¯k at on |z
aj f˜j|
2λj
, respetively χj(|z
aj f˜j|
2/ǫj). Instead
we then integrate this ∂¯k by parts. Sine zk is a simple fator it does not
divide any monomial other then zaj and so, after the integration by parts,
∂¯k will not enounter any monomial ontaining zk as a fator and hene not
produe the singular expression dz¯k/z¯k. Hene, the integrals in Lemmas 5
and 6 an be written as sums of integrals of the form (5) and (6) respetively,
onluding the proof. 
The rest of this setion is devoted to a proof of the following lemma. It
will enable us to use the fat that we have a omplete intersetion on the
original manifold in an eient way when we do omputations on the blown
up one, where we in general do not have omplete intersetion.
Lemma 7. Consider the monomials σ = za11 · · · z
ar−1
r−1 and τ = zr · · · zs and
let α be a holomorphi k-form suh that dσ ∧ α ∈ I k+1Zτ . Then there exists
a holomorphi k-form α′ suh that
(i) dσ ∧ α′ = 0,
(ii) α′ ∈ I kZσ , and
(iii) α− α′ ∈ I kZτ .
The lemma will follow from the next one, whih says that property (i) im-
plies property (ii), and Proposition 9, whih should be ompared to Lemma
6 in [20℄.
Lemma 8. Let σ be a monomial and α a holomorphi k-form. Then (dσ/σ)∧
α ∈ Ωk+1 if and only if α ∈ I kZσ .
Proof. We have by denition that α ∈ I kZσ if and only if (dzj/zj) ∧ α ∈
Ωk+1 for all zj dividing σ and the "if"-part of the lemma is lear. For the
"only if"-part we will use indution on the number of oordinate funtions
zj dividing σ. (One ould also use Proposition 9 but we hoose to give
a diret argument.) If just one oordinate funtion divides σ then we are
done, again by denition. We therefore assume that we have proved the
"only if"-diretion for p − 1 oordinate funtions dividing σ. Now let za =
za11 · · · z
ap−1
p−1 and assume that (d(z
az
ap
p )/zaz
ap
p ) ∧ α ∈ Ωk+1. We then write
α = α′ + dzp ∧ α
′′
, where α′ and α′′ do not ontain any dzp. Then
d(zaz
ap
p )
zaz
ap
p
∧ α =
d(za)
za
∧ α′ + dzp ∧ (
α′
zp
−
d(za)
za
∧ α′′) ∈ Ωk+1.
Sine the rst term on the right hand side does not ontain any dzp it follows
that both terms on the right hand side are in Ωk+1. Then by the indution
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hypothesis, α′ ∈ I kza=0. Moreover, α
′/zp − (d(z
a)/za) ∧ α′′ ∈ Ωk sine α′
and α′′ do not ontain any dzp. But then α
′
must be divisible with zp and
(d(za)/za) ∧ α′′ must be in Ωk (sine α′/zp is smooth in z1, . . . , zp−1 and
(d(za)/za) ∧ α′′ is smooth in zp). Thus, α
′ ∈ I kzazp=0, and again by the
indution hypothesis, α′′ ∈ I kza=0. Hene, α = α
′ + dzp ∧ α
′′ ∈ I kzazp=0,
nishing the indution step. 
Proposition 9. Consider the monomial τ = zr · · · zs and the orresponding
variety Zτ in C
n
. Denote the index set {r, . . . , s} by I and let I(j) denote
an arbitrary subset of I with preisely j elements fewer than I. Let also VI(j)
and ZI(j) be the varieties ∩i∈I(j){zi = 0} and ∪i∈I\I(j){zi = 0} respetively.
(In this notation Zτ = ZI(s−r+1).) For any holomorphi k-form ω we then let
ωI(j) denote the holomorphi k-form obtained from ω by rst pulling ω bak
to VI(j) and then extending onstantly to C
n
. Now, let α be a holomorphi
k-form and put α1 = α− αI and reursively, α
i+1 = αi −
∑
I(i) α
i
I(i). Then
(7) α = αI +
∑
I(1)
α1I(1) + · · ·+
∑
I(s−r)
αs−r
I(s−r) + α
s−r+1,
where αi
I(i) ∈ I
k
ZI(i)
and αs−r+1 ∈ I kZτ .
Proof. Using indution over the number of oordinate funtions dividing the
monomial τ it is easy to see that (7) holds and so, what remains is to see
that the αi
I(i) have the orret vanishing properties. We x r and s with
r ≤ s and we show that αi
I(i) ∈ I
k
ZI(i)
for i = 1, . . . , s − r + 1, again with
indution. Note that Zτ = ZI(s−r+1) and that α
s−r+1 = αs−r+1
I(s−r+1). First
we put i = 1. We have α1 = α − αI and so α
1
I = αI − αI = 0. Now, if
I(1) = I \ {j}, then the pullbak of α1
I(1) to {zj = 0} equals α
1
I = 0. Hene,
α1
I(1) ∈ I
k
ZI(1)
. For the indution step, assume that αp−1
I(p−1) ∈ I
k
ZI(p−1)
. We
have αp = αp−1 −
∑
I(p−1) α
p−1
I(p−1) by denition. If I
′
is a xed set of the
type I(p − 1) we get that
αpI′ = α
p−1
I′ −
∑
I(p−1)
(αp−1
I(p−1))I′ = α
p−1
I′ − α
p−1
I′ = 0.
The seond equality follows from the indution hypothesis sine if I(p −
1) 6= I ′ then I ′ ontains at least one index j not in I(p − 1). Then, sine
{zj = 0} ⊂ ZI(p−1), the indution hypothesis implies that α
p−1
I(p−1) ∈ I
k
zj=0
,
whih in turn gives that (αp−1
I(p−1))I′ = 0. Now, let I
′′
be a set of the type
I(p). We an write I ′′ = I ′ \ {j} for non unique I ′ of the type I(p− 1) and
j. Then the pullbak of αpI′′ to {zj = 0} equals α
p
I′ = 0. Repeating this for
all possible deompositions I ′′ = I ′ \ {j} of I ′′ we get αpI′′ ∈ I
k
ZI′′
nising
the indution step. 
Proof of Lemma 7. Property (ii) follows from property (i) aording to Lemma
8. We laim that
α′ = αI +
∑
I(1)
α1I(1) + · · · +
∑
I(s−r)
αs−r
I(s−r),
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where we have used the notations from Proposition 9, has the properties (i)
and (iii). That α′ has the property (iii) is part of the statement of Proposition
9 so we only need to hek that it has property (i). By assumption we have
that
(8) dσ ∧ α′ = dσ ∧ αI + dσ ∧
∑
I(1)
α1I(1) + · · ·+ dσ ∧
∑
I(s−r)
αs−r
I(s−r) ∈ I
k+1
Zτ
.
If we pull bak dσ ∧ α′ to VI = {zr = · · · = zs = 0} we get by Proposition 9
that the pullbak of dσ ∧ αI is zero sine all other terms on the right hand
side of (8) vanish on this set by Proposition 9. But dσ ∧ αI is independent
of all zj and dzj with j = r, . . . , s and so dσ ∧ αI = 0 in C
n
. Next we pull
dσ∧α′ bak to VI\{r} = {zr+1 = · · · = zs = 0}. Then, using that dσ∧αI = 0
and Proposition 9, we get that the pullbak of dσ∧α1
I\{r} to this set is zero.
But dσ∧α1
I\{r} is independent of all zj and dzj with j = r+1, . . . , s and thus
vanishes in all of C
n
. Continuing in this way, running through the indies,
then pulling bak to varieties of dimension +1 and running through pairs of
indies and so on, we eventually obtain that dσ ∧ α′ = 0 in Cn. 
5. Proof(s) of Theorems 1 and 2
We are now in a position to prove Theorems 1 and 2. Apart from using
Lemma 5 when proving Theorem 2 and Lemma 6 when proving Theorem 1
the proofs are almost idential and we hoose to fous on Theorem 2. Any
dierenes will be pointed out expliitly.
Proof of Theorems 1 and 2. After a preliminary partition of unity on X we
may assume that the test form has as small support as we want. Moreover,
from [5℄ we are done if the support of the test form does not interset Vf =
{f1 = f2 = f3 = 0}. (In the ase of Theorem 1 this follows from [20℄.)
Assume therefore that ϕ has support in a small neighborhood O of a point
x ∈ Vf . We may assume that ϕ has the form ϕ = φ˜∧φ, where φ˜ is a smooth
(n, 0)-form with support lose to x and φ is a holomorphi (n − 2)-form.
Hironaka's theorem implies that there is a omplex n-dimensional manifold
X and a proper holomorphi map π : X → O suh that the variety Zf =
{π∗f1 · π
∗f2 · π
∗f3 = 0} has normal rossings in X and π is biholomorphi
outside Zf . Sine π is proper and ϕ has support lose to x ∈ Vf , the pullbak,
π∗ϕ, has ompat support lose to π−1(x) ⊂ Vf := {π
∗f1 = π
∗f2 = π
∗f3 =
0}. We also introdue the notation Z12 for the variety onsisting of the
omponents of odimension one of {π∗f1 = π
∗f2 = 0} on whih π
∗f3 does
not vanish identially. The varieties Z23 and Z13 are dened analogously.
Now, onsider a point p ∈ Vf . Sine Zf has normal rossings we may
hoose loal holomorphi oordinates z lose to p suh that z(p) = 0, π∗f1 =
za = za11 · · · z
ar−1
r−1 and π
∗fj , j = 2, 3, are monomials times non vanishing
holomorphi funtions. Generially, p does not lie on Z23, but if it does,
then, after possibly renumbering the oordinates zr, . . . , zn, we an write
Z23 = {zr · · · zs = 0}. We an symbolially let s < r denote the ase that p
does not lie on Z23. Sine f1, f2, f3 is a regular sequene, df1∧φ vanishes on
{f2 = f3 = 0} for degree reasons, and so dπ
∗f1∧π
∗φ = d(za)∧π∗φ ∈ I n−1Z23 .
By Lemma 7 we may therefore hoose a holomorphi n − 2-form, α1, in
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a neighborhood U of p suh that dπ∗f1 ∧ α1 = 0, α1 ∈ I
n−2
Zf1
(U), and
φ−α1 ∈ I
n−2
Z23
(U). In ase p does not lie on Z23 we an take α1 = 0 lose to
p. In the same way, perhaps after shrinking U , we an nd α2 and α3 suh
that dπ∗f2∧α2 = 0, α2 ∈ I
n−2
Zf2
(U), and π∗φ−α2 ∈ I
n−2
Z13
(U) and similarily
for α3. In this way we get an open overing of Vf and we hoose a loally
nite subovering, {Uj}
∞
1 . In eah Uj we have holomorphi n− 2-forms, α
j
1,
αj2, and α
j
3 with the properties desribed above. We may assume that π
∗ϕ
has support in ∪Uj and then, sine π
∗ϕ has ompat support, it sues to
take nitely many Uj to over it. For onveniene we denote this nite family
by {Uj}
q
1. Subordinate to this family we hoose a partition of unity, {ρj}
q
1,
suh that
∑q
1 ρj = 1 on the support of π
∗ϕ. The integral we are interested
in an now be written
(9)
q∑
1
∫
|π∗f1|
2λ1 ∂¯|π∗f2|
2λ2 ∧ ∂¯|π∗f3|
2λ3
π∗f1 · π∗f2 · π∗f3
∧ ρjπ
∗φ˜ ∧ π∗φ¯.
Sine dπ∗fi ∧ α
j
i = 0 in Uj we may replae π
∗φ¯ with π∗φ¯ − α¯j2 − α¯
j
3 in (9)
without aeting the integral. After this is done we integrate the ∂¯ in front
of |π∗f2|
2λ2
by parts, obtaining
(10)
q∑
1
∫
|π∗f1|
2λ1 |π∗f2|
2λ2 ∂¯|π∗f3|
2λ3
π∗f1 · π∗f2 · π∗f3
∧ ρj ∂¯(π
∗φ˜ ∧ (π∗φ¯− α¯j2 − α¯
j
3))
(11) −
q∑
1
∫
∂¯|π∗f1|
2λ1 |π∗f2|
2λ2 ∧ ∂¯|π∗f3|
2λ3
π∗f1 · π∗f2 · π∗f3
∧ ρjπ
∗φ˜ ∧ (π∗φ¯− α¯j2 − α¯
j
3)
(12) +
∫ q∑
1
|π∗f1|
2λ1 |π∗f2|
2λ2 ∂¯|π∗f3|
2λ3
π∗f1 · π∗f2 · π∗f3
∧ ∂¯ρj ∧ π
∗φ˜ ∧ (π∗φ¯− α¯j2 − α¯
j
3).
We rst show that eah term in the sum (10) has an analyti ontinuation to
a neighborhood of λ = 0. To this end, we x a j and write π∗fi = z
ai f˜i, i =
1, 2, 3, as monomials times non vanishing funtions in Uj . (The multiindies
ai and the funtions f˜i of ourse also depend on j but we suppress this
dependene to avoid to many subsripts.) By Lemma 5 it is suient to
show that
(13)
dz¯k
z¯k
∧ ∂¯(π∗φ˜ ∧ (π∗φ¯− α¯j2 − α¯
j
3))
is a smooth form for all non simple fators zk dividing z
a3
. Assume rst that
zk also divides z
a2
. Then we write (13) as
(14)
dz¯k
z¯k
∧ π∗∂¯ϕ−
dz¯k
z¯k
∧ ∂¯(π∗φ˜ ∧ (α¯j2 + α¯
j
3)).
Sine αj2 and α
j
3 vanish on {zk = 0} the last term is a smooth form. On the
other hand, ∂¯ϕ an be written as a sum of produts of smooth (n, 0)-forms
and anti-holomorphi (0, n− 1)-forms. These anti-holomorphi forms vanish
on {f2 = f3 = 0} for degree reasons, and hene, their pullbak under π
vanish on {zk = 0}. Thus, the rst term in (14) is also a smooth form. It
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remains to hek the ase when zk divides z
a1
and za3 but not za2 , i.e., that
{zk = 0} is (part of) an irreduible omponent of Z13. We then write (13)
as
dz¯k
z¯k
∧ ∂¯(π∗φ˜ ∧ (π∗φ¯− αj2))−
dz¯k
z¯k
∧ ∂¯(π∗φ˜ ∧ αj3),
whih is a smooth form sine both αj3 and π
∗φ¯− αj2 vanish on Z13.
Next we show that eah term in the sum (11) has an analyti ontinuation
to a neighborhood of λ = 0. Now we have a ∂¯ in front of |π∗f1|
2λ1
and so we
may subtrat also αj1 in the test form. By Lemma 5 it will thus be suient
to show that
(15)
dz¯k
z¯k
∧ π∗φ˜ ∧ (π∗φ¯− α¯j1 − α¯
j
2 − α¯
j
3)
is a smooth form for any non simple fator zk dividing at least one of z
a1
and za3 . If zk divides all three monomials z
a1
, za2 , and za3 then αj1, α
j
2, and
αj3 all vanish on {zk = 0}. But then π
∗φ does also, beause the holomorphi
n − 2-form φ vanishes on Vf for degree reasons and hene π
∗φ vanishes on
Vf ⊃ {zk = 0}. In this ase, (15) is therefore a smooth form. If instead zk
divides preisely two of the monomials, say for simpliity za1 and za2 , then
αj1, α
j
2, and π
∗φ − αj3 vanish on {zk = 0} and we see again that (15) is a
smooth form.
Finally we prove that (12) has an analyti ontinuation to a neighborhood
of λ = 0. If one ould hoose the αji to agree on overlaps, i.e., to be inde-
pendent of j, then this would be easy beause in this ase, the only thing
depending on j would be ρj , and sine the ρj sum up to 1, the ∂¯ρj sum
up to 0, and (12) would be identially 0. Maybe it is possible to hoose
the αji in suh a good way but even if the dierenes α
j
i − α
k
i are not 0
on overlaps they have suiently good properties for our purposes. A-
tually, (dzl/zl) ∧ (α
j
i − α
k
i ) is a holomorphi form, where it is dened, for
any non simple fator zl. We verify this for i = 2. If zl divides π
∗f2 it is
lear. On the other hand, if zl does not divide π
∗f2, but divides π
∗f1 and
π∗f3, i.e., is (part of) a omponent of Z13, then it follows from the fat that
αj2−α
k
2 = π
∗φ−αk2− (π
∗φ−αj2) ∈ I
n−2
Z13
. We will show that (12) is analyti
by showing that eah point in supp(π∗ϕ) has a neighborhood suh that if
ρ is a smooth ompatly supported funtion in this neighborhood then the
integral of ρ multiplied with the sum in (12) has an analyti ontinuation to
a neighborhood of λ = 0. It will then follow, after another partition of unity,
that (12) also has. Now, onsider a point p ∈ supp(π∗ϕ) and let Uj1 , . . . , Ujr
be those sets from our over whih ontains p. Let U be a neighborhood of
p ontained in ∩iUji and suh that the ρj sum up to 1 in U and let ρ be
a smooth funtion with support in U . The dierenes βkl1 = α
jk
1 − α
jl
1 and
βkl2 = α
jk
2 −α
jl
2 with 1 ≤ k, l ≤ r are all dened in U . If we multiply the sum
in (12) by ρ and integrate we obtain
∫ r∑
k=1
|π∗f1|
2λ1 |π∗f2|
2λ2 ∂¯|π∗f3|
2λ3
π∗f1 · π∗f2 · π∗f3
∧ ρ∂¯ρjk ∧ π
∗φ˜ ∧ (π∗φ¯− α¯jk2 − α¯
jk
3 ) =
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(16)
∫ r∑
k=1
|π∗f1|
2λ1 |π∗f2|
2λ2 ∂¯|π∗f3|
2λ3
π∗f1 · π∗f2 · π∗f3
∧ ρ∂¯ρjk ∧ π
∗φ˜ ∧ (π∗φ¯− α¯j12 − α¯
j1
3 )
(17) −
r∑
k=1
∫
|π∗f1|
2λ1 |π∗f2|
2λ2 ∂¯|π∗f3|
2λ3
π∗f1 · π∗f2 · π∗f3
∧ ρ∂¯ρjk ∧ π
∗φ˜ ∧ (β¯1k2 + β¯
1k
3 ).
The only thing in the sum in (16) that depends on k is ρjk and sine the
ρjk sum up to 1 in U the ∂¯ρjk sum up to 0, and so (16) is identially 0.
But (dzl/zl) ∧ β
1k
i is a holomorphi form for any non simple fator zl by
the disussion above, and so by Lemma 5, eah term in the sum (17) has an
analyti ontinuation to a neighborhood of λ = 0. The proof is omplete. 
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