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Abstract
A multivariate structural time series model is applied to the factor inputs of a production function (or
components thereof) to estimate the Belgian output gap. The usefulness of capacity utilization is
also investigated but the variable is not given a prominent status. The number of independent
cycles - there may be more than one - and the frequencies retained in the cycles are not restricted a
priori. To allow for leads and lags between variables, phase shifts à la Rünstler are introduced at a
later stage. Additivity of leads and lags is not imposed. Over 1983-2004, a 3.5 years periodicity is
found in the cycles. At that periodicity, the cycles in the participation and unemployment rates are
negligible. Two independent cycles hide behind the cycles of the other variables: hours, TFP and
capacity utilization. A common cycle restriction is rejected, even allowing for idiosyncratic cycles.
The cycles present in the whole data set cannot be subsumed in a single measure such as capacity
utilization. Phase shifts are significant, with hours leading by as much as 3 quarters and capacity
utilization lagging but additivity of leads and lags is rejected. The resulting output gap has much in
common with the NBB business survey indicator.
JEL-codes:  C32, E32.
Keywords:  Business cycle, output gap, phase shifts, structural time series models.NBB WORKING PAPER No. 89 - SEPTEMBER 2006
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1. INTRODUCTION
For policymakers, the output gap is a useful measure for assessing the amount of slack in the
economy. Although the reliability of output gap estimates computed in real time has been
questioned by Orphanides and Van Norden (2002) in a monetary policy context, cyclically adjusted
budget balances - where budget balances are corrected for the impact of cyclical fluctuations as
measured by the output gap - still figure prominently in the stability and convergence programmes
updated annually by EU Member States. The recent reform of the Stability and Growth Pact has
given an even more prominent role to the cyclically adjusted figures. The history of output gaps is
also used to compute "minimum benchmarks" for budget balances ensuring a safety margin against
breaching the 3 p.c. reference value under adverse economic circumstances.
Not only in the European Union but in many international organizations and countries alike, the
production function approach has emerged as the preferred method for estimating the output gap.
In this approach, the output gap is decomposed between factor inputs, which can be further split
into several components. As mentioned by Cotis et al. (2005), this decomposition allows a much
richer analysis of economic fluctuations and is very useful to monitor the complement to the output
gap, i.e. potential output, or its developments, i.e. the growth potential.
Several techniques may be used to compute the cycles of the components. The OECD (Giorno et
al., 1995) and the European Commission (Denis et al., 2006) work component by component
whereas the ECB (Proietti et al., 2002; Rünstler, 2002) favours multivariate approaches where
some commonality is imposed between cycles. In combining the information coming from different
variables, it should be possible to derive a better estimate of the business cycle. This will be the
case if links exist between factors or components, more especially between their cycles. Rünstler
(2002) shows that the combination of information yields more reliable estimates in real time. It is
also possible to add extra information to the system, from variables that although not present in the
production function may bring useful information to estimate the cycle. Inflation is a case in point.
But it must be kept in mind that the benefits coming from multivariate models would stay an illusion
if cycles were not well linked together. A biased estimate would result.
In this paper, a multivariate approach is adopted. Multivariate Structural Time Series (MSTS)
models are specified and estimated. They are well grounded in econometric theory (Harvey, 1989).
Their starting point is the breakdown of time series into unobserved components: a trend, a cycle
and an irregular component, quite appropriate for the purpose at hand.
1 The unobserved
components are found by Kalman filtering and the whole system can be estimated by maximum
likelihood. This type of model lends itself easily to econometric testing and a research strategy can
1   A seasonal component can also be introduced.2 NBB WORKING PAPER No. 89 - SEPTEMBER 2006
be designed to look for the best model. Moreover, confidence intervals can be computed and
forecasts done.
Different specifications are available for trends and cycles. For the trend, we will test two different
non nested specifications to check the robustness of the results. There are also many different
ways to link cycles. Simplifying, two types of models can be distinguished: models that impose a
single common cycle at the outset and symmetric models, which allow one cycle per variable, at
least initially.
-  The Okun law is very popular in the first type of models (Clark, 1989; Apel and Jansson, 1999;
Scott, 2000; Fabiani and Mestre, 2004). It is used to get more precise estimates of the output
and unemployment gaps. The Okun law comes from a production function where it is assumed
that, over the cycle, unemployment, hours worked, participation rate and productivity move more
or less in line. As a result, output and unemployment share a common cycle. Other single cycle
models give a central role to variables outside the production function, which are assumed to
convey particularly useful information about the cycle, such as capacity utilization (Scott, 2000;
Rünstler, 2002; Proietti et al., 2002).
2
-  Symmetric MSTS models that include one cycle per variable are documented in Harvey and
Koopman (1997). The cycles are not completely independent as they share some common
parameters, mainly a common periodicity. This does not imply that the cycles are common
among variables. The idea is to determine the number of truly independent cycles hiding behind
the cycles of the variables introduced in the model. If there is only one, then variables share a
common cycle. An application of this type of model to the production function can be found in
Proietti et al. (2002).
We favour the second approach where a common cycle is not imposed at the outset on the data. If
the common cycle restriction is invalid, the estimated cycle would be biased. As a consequence, the
Okun law will not be imposed on the system. Unemployment, hours worked, participation rate and
total factor productivity will all be present with their own cycle (at least initially). Capacity utilization
will be added to the system in order to provide extra information but it will be one variable among
others, introduced in a symmetric way. It will not receive a dominant status in the determination of
"the" cycle. The existence of a single common cycle will however be put to the test.
A final issue is the question of leading or lagging cycles. It is often dealt with in an ad hoc way,
introducing lags where they are believed to exist. The symmetric MSTS models could not deal with
lags initially. Rünstler (2004) showed how the models could be refined to overcome the problem.
The leads and lags are estimated simultaneously with the other parameters, without introducing any
2   In principle, capacity utilisation could be introduced into the production function. But it is only measured in the
manufacturing sector and it is not clear whether the responses refer to the level of the capital stock or to the output level.NBB WORKING PAPER No. 89 - SEPTEMBER 2006 3
a priori restriction. Applications can be found in Koopman and Azevedo (2004) and Azevedo et al.
(2006). We will test for the presence of leading or lagging cycles in our models.
The rest of the paper is organised as follows. The next section describes the production function
approach and introduces the MSTS model. Section 3 will present the results. Section 4 will check
for the existence of a single common cycle and test some restrictions on the lag structure. Section 5
will come back to the results for the unemployment rate. Finally, section 6 concludes.
2. THE PRODUCTION FUNCTION APPROACH TO THE OUTPUT GAP
The production follows a standard Cobb-Douglas function with constant returns
 
D D   
1
t t t t t K HOURS L TFP Y
with   t t t t UR PART PWA L    1
where PWA is the working age population, PART is the participation rate and UR is the
unemployment rate. The labour share Į is set at .65, the standard used by the European
Commission. TFP, the total factor productivity, is computed as a residual. If a variable is missing in
the production function, this will affect TFP.
We assume that each element is the sum of three components: a trend, a cycle and an irregular
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where µ is the vector of trend components, C, the vector of cycle components and İ, the vector of
irregular components.
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To allow for connections between variables and more especially between their cycles, we model the
components from equation (1) along the lines of Multivariate Structural Time Series (MSTS)
models. In these models the cycles are assumed to share some common properties (see below)
and the number of truly independent cycles may be lower than the number of variables in the
system. This introduces strong commonalities between cycles. In these commonalities lies the
econometric benefit of a multivariate approach to the output gap.
It is possible to add extra variables to the system to improve the measurement of cycles further. In
this paper, capacity utilisation (LDUC, taken in logarithm) is added to vector zt as it is considered a
good -although imperfect- proxy of the business cycle.  It is worth noting that contrary to what is
usually done, LDUC is treated as any other variable meaning that a stochastic trend may appear in
LDUC. In Belgium, capacity utilization may be trending (see chart 1).
3 Just-in-time technology
improvements could permanently raise the level of capacity utilization.
Chart 1: Production function approach, the data
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But there is another reason to introduce a trend in LDUC. Often in the literature, capacity utilization
gets no trend component and its cycle, close to the variable itself, is introduced in the other
3   Repeated Chow breakpoint tests suggest that a break occurred in the level of capacity utilization around 1994.NBB WORKING PAPER No. 89 - SEPTEMBER 2006 5
variables to account for their cycle. In such a setting, the introduction of capacity utilization compels
the other cycles to replicate its movements closely and the measured output gap is often quite close
to capacity utilization. The introduction of a stochastic trend together with the possibility to have
different cycles will help prevent such an outcome.
Regarding the data used in this paper, the unemployment rate is the harmonized rate of
unemployment. Hours are based on published data from the National Accounts Institute over 1995-
2002 and on NBB's own calculations for the other periods. All data are seasonally adjusted.
2.1  Specification of the multivariate structural time series model
Trends and cycles in (1) adopt standard specifications (see Harvey, 1989, or Harvey and Koopman,
1997). To introduce phase shifts between cycles, we will follow the approach suggested by Rünstler
(2004).











t [ ~ NID  [ 6 , 0 (3a)
This specification, where the (N x 1) vector of slopes ȕ follows a random walk process, produces
smooth trends. It implies that the variables are I(2) if the variances are different from zero. We also
tested the damped slope (DS) specification introduced by Proietti et al. (2002) that produces
relatively smooth trends although the variables remain I(1):
t t t









t [ ~ NID  [ 6 , 0 (3b)
m is a vector of drift constants and ș is a diagonal matrix of damping factors  with 0 < șii < 1. When
șii is close to zero, the corresponding trend will be close to a RW with drift.
For the cycles present in C, we first define N independent or "structural" cycles Ȍ (and their
"companion" cycles Ȍ
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with damping factor 0 < ȡ < 1, frequency 0 < Ȝ < ʌ and N 6  diagonal to preserve independence. The
cycle periodicity is equal to 2ʌ / Ȝ. All the structural cycles share a common frequency parameter Ȝ6 NBB WORKING PAPER No. 89 - SEPTEMBER 2006
and a common damping factor ȡ. But the two parameters are estimated rather than being imposed
a priori.
4
The interdependence between the C cycles present in the variables follows from
* *
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With F* = 0, (5) is equivalent to the "similar cycles" specification of Harvey and Koopman (1997). F
is a Cholesky matrix that mixes the independent structural cycles Ȍ together to produce "similar" C
cycles that may be correlated. However, Rünstler (2004) observed that no phase shifts were
present between similar cycles: the highest correlation between cycles is found before introducing
leads or lags. This is unfortunate if we believe that some variables are leading of lagging. To allow
for phase shifts (leads or lags between C cycles), it is necessary to give some weight to the cycles
Ȍ
*, introducing an F* matrix different from zero. With F*  0, (5) is equivalent to the "Choleski
decomposition" of Rünstler (2004).
What is the link between the structural cycles and the C cycles? Looking at individual cycles (we
omit t for simplicity), C1, the cycle of the first variable, will be equal to Ȍ1. The first structural cycle is
the cycle of the first variable in the system. This structural cycle may be present in the other
variables as well if Fi,1  0. If F
*
i,1  0, it will be shifted in variable i. The second structural cycle Ȍ2
is the only other structural cycle present in C2 so it will be the residual cycle on that variable. Again,
it may be present in the remaining variables, with or without shift. We may continue the reasoning
until the last structural cycle is found.
The term "structural" does not mean that an economic interpretation is given to the cycles. It is
immediate that a different ordering of the variables will produce other structural cycles although the
C cycles remain unaffected. This is always the case with Cholesky decompositions. In this analysis,
"structural" points to the independence existing between cycles in (4), not to an economic
interpretation.
4   In the frequency domain, imposing identical parameters between cycles is tantamount to imposing common band pass
filters to extract cycles. Specification (4) comes close to the specification of "Butterworth" band pass filters (see Harvey
and Trimbur, 2003). Frequency bands will depend on ȡ and Ȝ but also on the variances involved. Here, the variances are
left free and the common parameters ȡ and Ȝ will be estimated.NBB WORKING PAPER No. 89 - SEPTEMBER 2006 7
As mentioned before, the number of structural cycles may be lower than N, the number of variables.
This will be the case if the C cycles are strongly interrelated. In the limit case, a single common
cycle may be shared by all the variables, with or without phase shifts. Then the F and F
* matrices
will have an N x 1 dimension. We do not impose a priori restrictions on the number of structural
cycles governing the system. Neither do we define some variables as necessarily leading or
lagging. All variables are treated symmetrically and the phase shifts emerge freely from the
estimation of matrix F*. In appendix 1, the state-space form of the model is given for the damped
slope specification.
2.2  A particular case, the additivity of leads and lags
It is worth noting that with more than one structural cycle, it is often impossible to place the
variables on a unique time line defining in a coherent way all the bilateral leads (or lags) between
variables. The bilateral leads will instead be given by a matrix that does not necessarily verify the
additivity property. That is, if variable Y1 leads variable Y2 by 2 periods and Y2 leads Y3 by 3
periods, the lead of Y1 on Y3 will not necessarily equal 5. We illustrate the problem with an
example.
Let's assume that we have 3 variables and 3 structural cycles. The leads per variable and cycle are




Y3 0 0 0
Only SC1 is present in Y1 and SC2 in Y2. The three structural cycles are present in Y3. There is a
lead of 3 periods of Y1 with respect to Y3, a lead of 2 periods of Y2 with respect to Y3. But Y1 does
not lead Y2 by 1 period. Y1 and Y2 have completely independent cycles and the question of a lead




Y3 0 0 0
The lead between Y2 and Y3 is now somewhere between 1 and 2 periods depending on the relative
impact of the two cycles SC1 and SC2. But the lead of Y1 with respect to Y2 is fixed at 2 periods
(3 - 1) and the lead of Y1 with respect to Y3 is still equal to 3. Unless SC2 is almost absent from Y2,
additivity will not hold.8 NBB WORKING PAPER No. 89 - SEPTEMBER 2006
Although somewhat disturbing, the lack of additivity is a welcome property because the "problem" is
faced in practice: when computing leads based on maximum correlations between variables (cross-
correlogram) there is usually no unique time line, the results depending on the reference variable.
A special case of additivity is when there is a single common cycle plus idiosyncratic cycles on all




Y3 0 - 0
SC1 is the common cycle and defines the leads in a coherent way. SC2 and SC3 are idiosyncratic
cycles that do not matter. In practise, the lack of additivity is an indication that there is more than
one common cycle among variables.
We will test additivity by imposing constraints on the F* matrix of shifts. The idea is simple: if the
same timing is found on each structural cycle (2 replaced by 1 in our second example), additivity will
apply. To impose a common timing, the relative weights of all the companion cycles, responsible for
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5 To check the restriction, the cycle j contribution to variable i,
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The trigonometric form is similar to (4). It implies that the cycle in variable i is leading the jt \  structural cycle by p ij
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To fix a reference point, no phase shift is introduced on the cycle present in the first variable
ĭ1= 0). The system (4) to (6b) is equivalent to the cycle model of Koopman-Azevedo (2004) where
additivity also holds.
Additivity introduces (N - 1)(N - 2) / 2 constraints on F*. Coming from N (N - 1)/2 bilateral leads (or
lags), we are left with only (N - 1) leads (or lags) with respect to the first variable, which allows to
derive all the bilateral leads. If the number of structural cycles is lower than N, the number of
coefficients present in F* without additivity will drop and the number of constraints will fall
accordingly. With one common cycle, additivity implies no further constraint.
3. ESTIMATION RESULTS
The models are estimated over the period 1983Q1-2004Q4 using the SSFPack algorithms for
Ox 3.0 (Doornik, 1998; Koopman et al., 1998).
6 To initialize the Kalman filter, cycle and slope
components are set to zero; trends are set to the value of the first observation. The initial variance-
covariance matrix of the state vector is the unconditional variance for stationary variables. For non
stationary variables, it is set to a very large value (diffused prior).
In the first subsection, phase shifts are left aside (F* = 0) and only similar "contemporaneous"
cycles are considered. In the second subsection, F* is set free and leads and lags may appear
between cycles.
3.1  Similar  cycles
The results for similar cycles without phase shifts can be found in the two first columns of table 1,
respectively for the trends modelled as integrated random walks (IRW) and for the trends following
the damped slope (DS) specification in (3b).
6   More information is available on the website http://www.ssfpack.com/ where the package can be downloaded.10 NBB WORKING PAPER No. 89 - SEPTEMBER 2006
Table 1: Estimation results
similar cycles phase shifts
IRW DS IRW DS
cycle
Ȝ (frequency) 0.45 0.44 0.46 0.43
periodicity 3.5 years 3.5 years 3.4 years 3.7 years
ȡ (damping factor) 0.90 0.86 0.91 0.88
2*SD (in p.c.)
  LDUC 2.51 2.40 2.73 2.44
  LHOURS 0.48 0.33 0.52 0.43
  LPART 0.39 0.09 0.42 0.11
  LTFP 1.26 1.11 1.33 1.25
  URmin 0.05 0.03 0.09 0.07
trend
slope ș
  LDUC 1.00 0.75 1.00 0.79
  LHOURS 1.00 0.54 1.00 0.43
  LPART 1.00 0.68 1.00 0.65
  LTFP 1.00 0.83 1.00 0.90
  URmin 1.00 0.98 1.00 0.99
fit
Log-Likelihood 1934.13 1992.99 1945.28 2001.31
# coefficients 53 63 63 73
RD2
  LDUC 0.300 0.459 0.436 0.489
  LHOURS 0.313 0.412 0.345 0.496
  LPART 0.484 0.530 0.501 0.529
  LTFP 0.385 0.400 0.346 0.425
  URmin 0.819 0.824 0.820 0.822
Normality
  LDUC 3.12 0.85 3.52 0.40
  LHOURS 2.70 0.47 0.60 2.41
  LPART 3.27 1.26 3.81 1.38
  LTFP 2.26 1.47 0.56 2.58
  URmin 3.96 4.19 3.73 4.36
Heteroscedasticity
  LDUC 1.92 1.97 1.32 1.89
  LHOURS 0.99 1.39 0.94 1.15
  LPART 1.28 1.50 1.35 1.53
  LTFP 1.49 1.40 1.40 1.58
  URmin 1.24 1.28 1.11 1.21
Ljung-Box Q(12)
  LDUC 19.10 18.49 22.69 23.74
  LHOURS 18.48 6.31 12.42 8.25
  LPART 15.64 11.59 15.81 11.23
  LTFP 6.18 7.91 6.92 7.15
  URmin 26.82 29.33 28.73 31.73NBB WORKING PAPER No. 89 - SEPTEMBER 2006 11
As usual, the goodness of fit statistics are based on the one-step ahead prediction errors. RD2 is
the coefficient of determination R², computed on the first difference of the variables.
7 The Normality
test statistic is the Doornik - Hansen statistic (1994), distributed as ȋ²(2). The heteroscedasticity test
is the non-parametric test found in Koopman et al. (1995). It is distributed as F(29,29). The Ljung-
Box statistic is based on the 12 first autocorrelations.
Normality is never a problem.
8 There is some evidence of heteroscedasticity in the LDUC errors and
there is autocorrelation in the LDUC and URmin errors. The problem is less pronounced on
LHOURS and LPART, especially for the DS model. The coefficients of determination are much
better on LDUC and LHOURS in the DS case. Estimated freely, the ș slope coefficients are lower
than 1 on 4 out of 5 variables. URmin is the exception: with ș. at 0.98, the damped slope
specification comes close to an IRW trend. But for URmin, the DS specification better matches the
data. Our comments will focus on this specification.
The smoothed cycles can be seen on chart 2. The length of the cycle is estimated at 3.5 years.
Chart 2: Smoothed similar cycles - (DS trends)























7   More precisely, RD2 is equal to 1 minus the ratio of the variance of the one-step ahead prediction errors to the variance
of the first differences of the variable.
8   We computed the "auxiliary" residuals - the smoothed estimates of the shocks - to detect outliers. Applying a benchmark
of 3.5 times the standard deviation, the following outliers were removed: LDUC(1984q3, 1999q1), LHOURS(1994q4),
LPART(1987q4, 1988q1), LTFP(1992q1), URmin(1986q2).12 NBB WORKING PAPER No. 89 - SEPTEMBER 2006
The cycle found on URmin is tiny and does not reflect the long waves in unemployment that are
identified as pertaining to the trend. The cycle on LPART has very limited amplitude as well. In table
1, the standard deviations of the cycles (times 2) are computed to give an idea of the cycles
amplitude. The cycle found on LDUC is markedly different from raw capacity utilization. Its
amplitude is also much lower. Finally, the cycles on LTFP and LHOURS look quite similar but have
different amplitude.
To assess the number of structural cycles that hide behind the cycles of the five variables, we
decompose the variance of the cycles between the five "structural" cycles Ȍ. We get the following
results:
Table 2: Structural cycles shares in cycle variance - (DS trends)
Ȍ1 Ȍ2 Ȍ3 Ȍ4 Ȍ5
LDUC 1.000 0.000 0.000 0.000 0.000
LHOURS 0.130 0.870 0.000 0.000 0.000
LPART 0.514 0.486 0.000 0.000 0.000
LTFP 0.317 0.683 0.000 0.000 0.000
URmin 0.001 0.999 0.000 0.000 0.000
The matrix is lower triangular by construction, like the F matrix in (6a). Only the first two structural
cycles matter to generate the cycles on all the variables. As a consequence, there is a link between
the resulting cycles and the multivariate approach may benefit from it. The cycle in LTFP is the
result of the 2 structural cycles Ȍ1 and Ȍ2 that explain 100 p.c. of the LDUC and LHOURS cycle
variances. It is the same for the cycles on LPART and URmin but these cycles are negligible. We
are left with 2 structural cycles for 3 variables with a significant cycle. To give an economic
interpretation based on the Cholesky decomposition is dangerous as such decomposition is not
unique. For the order LDUC - LHOURS - LPART - LTFP - URmin, the first two structural cycles are
each responsible for a very high percentage of the variance of LDUC and LHOURS. So, for the lack
of a better denomination and with the previous caveat in mind, the two cycles Ȍ1 and Ȍ2 could be
named "LDUC" and "LHOURS" cycles.
In terms of correlations, we get the following results:
Table 3: Correlations of cycles - (DS trends)
LDUC LHOURS LPART LTFP URmin
LDUC 1 0.361 -0.717 0.563 -0.034
LHOURS 0.361 1 0.391 0.974 -0.944
LPART -0.717 0.391 1 0.172 -0.673
LTFP 0.563 0.974 0.172 1 -0.845
URmin -0.034 -0.944 -0.673 -0.845 1NBB WORKING PAPER No. 89 - SEPTEMBER 2006 13
As the LPART and URmin cycles are negligible, the correlations of the corresponding rows and
columns do not have much sense and will not be discussed. As expected, there is a very high
correlation between the cycles in LTFP and LHOURS. The LDUC cycle is correlated with both of
them. For a part, the link between LDUC and LTFP cycles could be the result of a measurement
error in LTFP since LDUC is absent from the production function when TFP is computed.
In the IRW case, the major difference is the presence of a significant cycle in LPART (cycles and
tables are given in appendix 2). Three structural cycles are now present but the third one only
matters for LPART. It turns out that the LPART cycle is completely independent of the others.
Moreover, the LHOURS cycle is not correlated with the cycle in LDUC anymore and less correlated
with the LTFP cycle.
Coming back to the DS case, we can also compute correlations between the slopes of the trends, ȕ,
since they are stationary:
Table 4: Correlations of trend slopes - (DS trends)
LDUC LHOURS LPART LTFP URmin
LDUC 1 -0.106 0.242 0.774 0.334
LHOURS -0.106 1 -0.415 -0.029 0.172
LPART 0.242 -0.415 1 -0.338 -0.108
LTFP 0.774 -0.029 -0.338 1 0.420
URmin 0.334 0.172 -0.108 0.420 1
There is a strong correlation between the LTFP and LDUC trend slopes, suggesting that permanent
changes in LDUC could be linked to changing productivity paces. It could also result from a
measurement problem. There is also some correlation between the trend slopes of the two
variables and the trend slope of URmin. It is negatively affected by the high ș. coefficient found on
URmin: shocks that affect the slope of LTFP and LDUC for some time seem to affect the slope of
URmin for a protracted period, destroying much of the correlation initially present between shocks.
For the sake of completeness, we can also mention that the trend slope of LHOURS is independent
of the trend slope in the previous variables and that the slope of LPART appears to be negatively
correlated with the slopes of LTFP and LHOURS.
A drawback of similar cycles is the assumption that cycles reach their highest correlation at the
current period, making no allowance for leads and lags between cycles. The next subsection will
introduce phase shifts to test this restriction.14 NBB WORKING PAPER No. 89 - SEPTEMBER 2006
3.2  Cycles  with  phase  shifts
Thanks to the introduction of F* in (6a), the phase shifts are estimated freely, together with the other
parameters. The estimation results are given in the right part of table 1. In the IRW model, the
phase shifts are significant at the 95 p.c. level. The likelihood ratio test gives a value of 22.30
against 18.31 for the X²(10). In the DS model, the phase shifts are significant at the 90 p.c. level.
9
The absence of shifts is rejected. Heteroscedasticity is now less of a problem on LDUC but there is
no improvement in terms of autocorrelation. Allowing a damped slope specification for trends
produces results equivalent to those found for the model without phase shifts. Except for URmin, all
the ș slope coefficients move away from 1, with strong improvements on the coefficients of
determination for LHOURS and LTFP. Again, the DS specification better matches the data.
The smoothed cycles can be seen on chart 3 (DS case). The cycle period is barely affected. The
amplitude of cycles is a bit larger but the cycles of URmin and LPART are still negligible. Phase
shifts are not the solution to the lack of cycle and we will not comment further on the two cycles.
Chart 3: Smoothed cycles with phase shifts - (DS trends)
























9   If one takes into account the limited number of structural cycles, the dimension of F* goes down and the phase shifts are
significant at much higher levels.NBB WORKING PAPER No. 89 - SEPTEMBER 2006 15
The cycle on LHOURS is quite different from the cycle found without phase shifts. Now it differs
from the LTFP cycle. If we decompose the variance of the cycles between structural cycles, we get
the following results:
Table 5: Structural cycles shares in cycle variance - (DS trends)
Ȍ1 Ȍ2 Ȍ3 Ȍ4 Ȍ5 Ȍ1* Ȍ2* Ȍ3* Ȍ4*
LDUC 1.000
LHOURS 0.070 0.480 0.450
LPART 0.131 0.449 0.000 0.306 0.114
LTFP 0.425 0.145 0.000 0.000 0.116 0.314 0.000
URmin 0.001 0.053 0.000 0.000 0.000 0.033 0.914 0.000 0.000
There are still 2 structural cycles Ȍ (and their companion cycles Ȍ*) behind the cycles. Companion
cycles responsible for phase shifts matter and represent a large share of the cycle variance on
many variables. With a share of 0.450 in LHOURS coming from its companion cycle, the first
structural cycle will generate a closer link between the LDUC and LHOURS cycles once leads (or
lags) are taken into account. Accordingly, Ȍ2 cannot be named the "LHOURS" cycle anymore as
the first structural cycle also plays an important role in LHOURS.
The phase shifts between cycles appear in the next table.
10 By normalization, the phase shifts are
always within bounds equal to ±25 p.c. of the cycle period. With a period of 3.7 years (14.6
quarters), the shifts will be lower than 3.7 quarters (in absolute value).
Table 6: Phase shifts between cycles (lag of i with respect to j) in quarters - (DS trends)
i                j LDUC LHOURS  LPART LTFP  URmin
LDUC 0 2.8 2.3 1.1 -3.3
LHOURS -2.8 0 -3.6 0.1 -2.7
LPART -2.3 3.6 0 3.6 2.9
LTFP -1.1 -0.1 -3.6 0 1.7
URmin 3.3 2.7 -2.9 -1.7 0
Leaving URmin aside, LDUC is lagging by several quarters, from 1.1 to 2.8. Part of the lag on
LDUC may be attributed to a publication lag. LDUC is published in January, April, July and October,
making reference to the capacity in the month before. As a consequence, a decay of about 2
months or 0.7 quarter will result in our quarterly setting. LHOURS and LTFP are generally leading.
Even after correcting for the publication lag, the lead of LHOURS on LDUC is somewhat surprising
as an increase in hours certainly implies an immediate increase in output and capacity utilisation is
intuitively linked to the output level. The puzzle can be resolved if we notice that the Ȍ1 "LDUC"
cycle - starting in LHOURS with a lead of 2.8 quarters - only affects LTFP after a lag of 2.8 - 1.1
10   Their computation follows Rünstler (2004).16 NBB WORKING PAPER No. 89 - SEPTEMBER 2006
quarters. And the LTFP cycle dominates the movements in output (see below). Hence, the major
increase in output (and LDUC) is delayed.
Although LHOURS is leading LDUC by more than LTFP, LHOURS is almost contemporary with
LTFP from a bilateral point of view.
11 The relative position of variables over the cycle apparently
depends on the reference variable considered. The validity of additivity restrictions will be further
investigated in section 4.
Until now, the procyclical or countercyclical character of cycles has not been checked. Rünstler
(2004) shows how to compute levels of "association" between cycles. Associations give a measure
of correlations after adjusting for phase shifts.
Table 7: Association between cycles - (DS trends)
LDUC LHOURS LPART LTFP URmin
LDUC 1 0.721 -0.661 0.735 -0.183
LHOURS 0.721 1 -0.331 0.666 0.657
LPART -0.661 -0.331 1 0.484 -0.839
LTFP 0.735 0.666 0.484 1 -0.545
URmin -0.183 0.657 -0.839 -0.545 1
All the non trivial cycles are positively correlated with more or less the same degree of association,
0.70. With the introduction of shifts, the cycles in LDUC and LHOURS are more strongly correlated.
The three quarters lead of LHOURS explains the difference. The correlation of LDUC with LTFP
improved as well.
In the IRW case, a cycle is also present on LPART (chart and tables can be found in appendix 3).
Three structural cycles are enough to generate the cycles on LDUC, LHOURS, LPART and LTFP.
LDUC is still lagging with respect to LHOURS (by 2.7 quarters) and LTFP (by 1.3 quarters) although
the latter lag can be attributed for a part to the publication lag. Additivity is again not verified as
bilaterally, LTFP is leading LHOURS by 0.5 quarter. Without phase shifts, the cycle in LPART was
independent from the other cycles. Now there is some negative correlation with LDUC and
LHOURS meaning that LPART is weakly countercyclical. There is a positive association between
the three other cycles.
Coming back to the DS case, the correlation between trend slopes may again be derived. Phase
shifts do not change the picture and the previous comments still apply. A robust result is the
correlation between the trend slopes of LDUC and LTFP (and URmin to a lesser extent). This is due
11   Technically, LTFP is leading LHOURS on the Ȍ2 structural cycle that does not involve LDUC. The lag on Ȍ1 and the
lead on Ȍ2 cancel out.NBB WORKING PAPER No. 89 - SEPTEMBER 2006 17
to the high correlation between their slope shocks lessened in the URmin case by the near unit root
in the slope equation, which implies a higher persistence in unemployment changes.
Table 8: Correlations of trend slopes - (DS trends)
LDUC LHOURS LPART LTFP URmin
LDUC 1 -0.131 0.060 0.741 0.383
LHOURS -0.131 1 -0.256 0.024 0.082
LPART 0.060 -0.256 1 -0.425 -0.098
LTFP 0.741 0.024 -0.425 1 0.571
URmin 0.383 0.082 -0.098 0.571 1
3.3  The  output  gap
From the previous analysis, we know that phase shifts are present and significantly different from
zero. Moreover, the damped slope specification for the trend can degenerate into the IRW
specification, which proved useful for the unemployment rate. As a consequence, the damped slope
model with phase shifts will be the "preferred" model, used to discuss the Belgian output gap and to
test restrictions on the cycles in the next section.
The output gap is computed with formula (2). Given the negligible cycles found on LPART and
URmin in the preferred model, only the cycles on LTFP and LHOURS matter. Among them, the fluc-
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tuations in LTFP are dominant. The correlation between the output gap and the LTFP cycle
amounts to 0.99 (0.81 with LHOURS).
The output gap is noticeably different from the cycle on LDUC, for which the correlation drops to
0.59 (see chart 4). Previous results showed that a second structural cycle is present in LTFP, on top
of the structural cycle in LDUC. In the preferred model, it is responsible for 46 p.c. of the variance in
the LTFP cycle. If the LDUC cycle is shifted backward with one quarter, the correlation with the
output gap improves somewhat to 0.64.
It is interesting to compare on chart 5 the output gap with the business survey indicator of the
National Bank of Belgium.
12 The indicator was not included in the estimations but since 1988, a
close link exists between the two variables. The correlation is equal to 0.76 (0.63 over the whole
sample). Like the output gap, the confidence indicator is affected by short cycles.
Chart 5: Output gap and NBB business survey indicator
(standardized values)
The correlation of the output gap with raw capacity utilisation is lower, at 0.58 (0.41), although it is
higher with the cycle estimated on LDUC.
13 The NBB business survey indicator gives a better idea
of the output gap notwithstanding the inclusion of capacity utilization at the estimation level. But
12   Quarterly averages of the gross overall synthetic curve are used.
13   A lead of one quarter is used on raw capacity utilisation to account for the publication lag. Otherwise the correlation
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capacity utilisation was treated in a symmetric way, without constraining the output gap to replicate
its movements by construction.
In the next section, we will check whether one can improve on the present model, by imposing a
single common cycle on the whole set of variables or by imposing additivity on the phase shifts
present in the cycles.
4. CYCLE RESTRICTIONS
Some polar representations of cycles can be found in the literature on multivariate models. Often, a
single cycle is assumed to govern the cycles of all the variables in the system. On N-1 variables,
idiosyncratic shocks may be added to the common cycle. This kind of model can be found in Scott
(2000), Proietti et al. (2002) or Rünstler (2002). If the restriction is warranted, a better estimate of
the cycle will result. Here, we will check whether a common cycle is a realistic assumption. The
irregular components introduced in the models may be interpreted as the idiosyncratic cycle shocks
from the literature but on N-1 variables, we will allow idiosyncratic cycles to be present as well. This
specification is less restrictive than the common cycle restriction and has another advantage: it can
be tested with log-likelihood ratios. It does not change the essence of the common cycle restriction:
as the other cycles are idiosyncratic, the commonality between cycles will still go through the
common cycle. A common cycle with N-1 idiosyncratic cycles can also be found in Koopman-
Azevedo (2004). They call the resulting model, "common similar cycles" model.
Not independent from the common cycle restriction, additivity is often present in multivariate
models. But with more than one common cycle, additivity does not necessarily hold. In Koopman-
Azevedo (2004), additivity is imposed by construction although several structural cycles are
present. We will test for additivity in a second subsection, without constraining the number of
common cycles.
4.1  Common  cycle  restrictions
With N-1 idiosyncratic cycles, the model is asymmetric: there is one variable without idiosyncratic
cycle. The cycle on this variable will give the reference cycle, common to all variables (phase shifts
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The first structural cycle corresponds to the first column of F (and F*). As it is shared by all the
variables, possibly with a phase shift, it is the common cycle. The N-1 other structural cycles are the
idiosyncratic cycles, one for each variable but the first one (the reference variable). Phase shifts are
unnecessary as the idiosyncratic cycles are present in a single variable. Given the results from the
preferred model, only LDUC, LTFP and LHOURS will be selected as reference variable for the
common cycle. Results may change depending on the reference variable selected.
Compared to (6a), the common cycle model with idiosyncratic cycles (IC) introduces 12 zero
restrictions on the F and F* matrices. However, the preferred model favoured a specification with
two common cycles.
14 "Imposing" two common cycles with IC will leave the likelihood unchanged.
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Moving now to the single common cycle specification in (6c) only implies 6 restrictions.
In table 9, the new shares of the structural cycles in the cycle variance of the different variables are
given. Only two structural cycles emerge. One is the common cycle and the other is idiosyncratic,
involving either LTFP or LDUC depending on the reference variable. The possibility to get more
than two structural cycles by having more idiosyncratic cycles was not selected in the optimization
process. Apparently, cycles are too intertwined to allow for a third or more idiosyncratic cycles. The
models with LDUC and LHOURS used as reference variable turned out to be the same. The model
with LTFP used for the reference cycle is different.
14  For identification, one of the common cycles is not entirely common. It must be absent from one variable, the first
variable in the system.NBB WORKING PAPER No. 89 - SEPTEMBER 2006 21
Table 9: Structural cycles shares (one common cycle model with IC)
LDUC used as reference variable






LHOURS used as reference variable






LTFP used as reference variable






The use of LDUC as reference variable for the cycle is common in the literature. This model delivers
a marginally higher likelihood compared to the "LTFP model" (see column (2) of table 10). But the
model should not be confused with a single cycle model. A strong idiosyncratic cycle is present in
LTFP.
The fit of LDUC is unaffected when imposing the single common cycle (with IC), no matter what the
reference variable is. It is also the case for LPART and URmin but they did not have much cycle in
the preferred model and it is still the case. To the contrary, the fit for LTFP and LHOURS
deteriorates. LTFP is more affected when LDUC or LHOURS gives the reference cycle, LHOURS
more affected when LTFP is used.22 NBB WORKING PAPER No. 89 - SEPTEMBER 2006
Table 10: Fit of common cycle models
a
2 common cycles









order: LDUC - LHOURS - LPART - LTFP - URmin
Log-Likelihood 2001.31 1995.79 1999.59
RD2 LDUC 0.489 0.485 0.480
RD2 LHOURS 0.496 0.462 0.497
RD2 LPART 0.529 0.527 0.530
RD2 LTFP 0.425 0.365 0.415
RD2 URmin 0.822 0.822 0.820
order: LHOURS - LTFP - LPART - LDUC - URmin
Log-Likelihood 2001.31 1995.79 1999.65
RD2 LDUC 0.489 0.485 0.458
RD2 LHOURS 0.496 0.462 0.499
RD2 LPART 0.529 0.527 0.528
RD2 LTFP 0.425 0.365 0.411
RD2 URmin 0.822 0.822 0.822
order: LTFP - LDUC - LHOURS - LPART - URmin
Log-Likelihood 2001.31 1995.07 1999.64
RD2 LDUC 0.489 0.491 0.473
RD2 LHOURS 0.496 0.433 0.497
RD2 LPART 0.529 0.527 0.529
RD2 LTFP 0.425 0.379 0.422
RD2 URmin 0.822 0.823 0.823
__________________
a In columns (1) and (3), two variables selected among three candidate variables (LDUC, LTFP
and LHOURS) are necessary to identify the two common cycles. As the order between the
two variables does not matter, three different orderings need to be tested.
Do these differences in the fit of LTFP and LHOURS matter? Looking at likelihood ratios between
column 1 and column 2, the 6 restrictions are not rejected, no matter what the reference variable is.
But LPART and URmin have only tiny cycles and many of the restrictions for the one common cycle
model with IC in (6c) are zero restrictions concerning these two variables. Once the zero restrictions
corresponding to tiny cycles in LPART and URmin are set on the models (results are presented in
the third column of table 10), the 2 restrictions implied by the single common cycle are
systematically rejected. Turning the second common cycle into an idiosyncratic cycle is not allowed.
A second common cycle is necessary in (two of) the three variables LDUC, LTFP and LHOURS.NBB WORKING PAPER No. 89 - SEPTEMBER 2006 23
From a practical point of view, does the single common cycle restriction make a difference? If we
compare the output gap of the preferred model to output gaps generated under single common
cycle restrictions, the difference amounts to 0.1 percentage point on average (see chart 6). What
matters for the output gap is the LTFP cycle and if LTFP is not the reference, an idiosyncratic cycle
will try to preserve the LTFP cycle. All patterns are similar and almost nowhere does the gap
change sign.

























































































































preferred model common 'LDUC' or 'LHOURS' cycle
common 'LTFP' cycle additivity
4.2  Additivity  restrictions
The additivity property is automatically verified when there is a single common cycle. The phase
shifts on the common cycle will give the timing for the different variables. If present, idiosyncratic
cycles are completely neutral. With more than one common cycle, additivity need not hold. To test
for additivity, the preferred model is reestimated with the specification for matrices F and F* given in
(6b).
With two structural cycles (the number did not change), (6b) implies a fall in the number of shift
coefficients from seven to four. The likelihood ratio test gives a value of 6.67. Additivity is not
rejected and a unique timing appears. But the two acyclical variables LPART and URmin are again
responsible for the result: timing is irrelevant when there is almost no cycle and every timing will be24 NBB WORKING PAPER No. 89 - SEPTEMBER 2006
fine.
15 This favours additivity. To get rid of the problem, the preferred model is reestimated putting
the cycles in LPART and URmin to zero. Then (6b) is imposed on the model. Additivity amounts to
a single restriction, imposing a coherent timing between the cycles of LDUC, LTFP and LHOURS.
Additivity is strongly rejected between these three variables, with a likelihood ratio test equal to
7.20.
The lags of variable i with respect to j are the followings (lags under additivity in parentheses):
i              j LDUC LHOURS LTFP
LDUC 0.0 3.0 (2.6) 1.0 (1.7)
LHOURS -3.0 (-2.6) 0.0 0.2 (-0.9)
LTFP -1.0 (-1.7) -0.2 (0.9) 0.0
LHOURS leads LDUC by three quarters whereas LTFP leads LDUC by one quarter. But taken
together, the cycles of LHOURS and LTFP are contemporaneous. Looking at the lags in terms of
structural cycles may help to understand the result:




Although LHOURS is leading LTFP by two quarters on the first structural cycle, LTFP is leading
LHOURS by 2 quarters on the second cycle. All in all, the two series are almost contemporaneous.
From a practical point of view, the output gap computed under the additivity constraint is almost
indistinguishable from the output gap computed with one common cycle imposed and LDUC (or
LHOURS) used as reference variable (see chart 6).
5. UNEMPLOYMENT, THE MISSING CYCLE
If we compare on chart 7 the output gap of the preferred model to the output gaps computed by the
OECD and the European Commission, their estimates show much greater variability. In fact, if the
gap computed by the Commission is split up into factor inputs, our estimate becomes closer to the
TFP cycle component (including also the cycle in hours). The EC "TFP" cycle has larger amplitude
since it is the result of a standard HP filter whereas our estimated model discards low frequencies.
16
But the major difference between output gap estimates comes from the unemployment cycle.
15  Signs of this instability can be seen in the phase shifts derived for LPART and URmin under the two different trend
specifications, IRW and DS.
16   By construction, the annual HP filter tries to keep periodicities lower than 19.8 years in the cycle.NBB WORKING PAPER No. 89 - SEPTEMBER 2006 25









































































































OECD (economic outlook 77)
European Commission (spring 2005)
EC 'TFP' cycle (spring 2005)
A striking result in our empirical section is the negligible cycle found on URmin (and on LPART in
the DS case). The long wave present in unemployment is attributed to the trend component, which
would suggest that it is of a permanent nature. Even the changes in unemployment are long-lasting
contrary to what happens to other variables, as the trend slope is close to a random walk (DS case).
The same result was found in a univariate model for URmin: the optimization gave an IRW trend
and a negligible deterministic cycle of 1.9 years. In sharp contrast, the unemployment cycles on
chart 8, computed by applying a standard HP filter or using a bivariate STS model to estimate the
NAWRU as the European Commission does, deliver a long cycle close to the raw unemployment
rate over the period 1983-2004.
17 When included, it has a strong (negative) impact on the output
gap.
It is not common in MSTS models with trigonometric cycles to juxtapose cycles of different
frequencies although the history of economics is replete with such attempts. A recent exception is
Bentoglio et al. (2001, 2002). Working on 40 years of data (1960-1999), they identify two cycles in
the euro area GDP: a long cycle of about ten years, clearly linked to investment fluctuations, and a
3 years cycle, related to inventory stocks. The result is verified at the aggregate level (in a bivariate
17   In the bivariate EC model, wage inflation is included and the trend component of unemployment is a measure of the
NAWRU. Discarding the wage information hardly modifies the estimates: the bivariate model gives results close to a
univariate HP filter with a lambda set at 1000 corresponding to periodicities lower than 35.3 years.26 NBB WORKING PAPER No. 89 - SEPTEMBER 2006
setting with the US GDP) and in most member countries, Belgium included. Applying the model to
the more limited data span used in this paper, it is still possible to detect the two cycles in GDP.
Chart 8: Long cycles in the unemployment rate
(percentage points)
This result and the "missing cycle" in unemployment suggest that a long cycle could be missing in
the specification of the model. Univariate models for capacity utilization deliver the same message,
suggesting that a long cycle could exist on top of the cycle identified in this paper. This would not be
that surprising as a connection is often made between investment fluctuations and capacity
utilization.
Does this imply that the model is flawed? Not really. In the estimation of this kind of model, there is
often a hesitation in the assignment of a long wave to the trend component or to the cycle
component. In our estimates, when it was necessary, the long wave was included in the trend
component of the variable.
On chart 9, "long cycles" computed from the trend components of LDUC and URmin are shown for
the preferred model. The time series for LDUC is the centered trend without drift while for URmin, it
is the centered trend slope.
18 The two time series have much in common, which is the result of the
high correlation between trend slope shocks.
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Chart 9: Trend component cycles












A model with LDUC and URmin (taken in first difference) but also LTFP - as suggested by the
correlations of slope shocks - and some statistic on investment could be a good starting point to
search for a long cycle in the data. URmin could possibly stay in level if hysteresis is introduced,
linking the cycle and trend evolutions of the variables as in Proietti et al. (2002). If successful, this
attempt would deliver another measure of the output gap, more in line with the computations done
by the EC and the OECD. Further analysis would be necessary to assess the relative merit of the
two measures in explaining inflation or budget cycles. Potential growth could also be fruitfully
investigated once the long cycle is removed from the trend components.
6. CONCLUSION
The production function approach, with its richness of (sub)factor inputs, has become very popular
to compute measures of output gaps and potential growth rates. Structural time series models with
explicit cycle and trend components are well suited to deliver the corresponding estimates for each
(sub)factor without a priori constraining cycle frequencies. In a multivariate setting, the models can
exploit the commonalities existing between variables to provide better estimates of the cycles and
trends.
In the paper, a common cycle is not imposed at the outset on the data. All variables are treated in a
symmetric way and may have their own cycle. Commonalities are evaluated, not imposed. In
particular, capacity utilization -that was introduced to provide extra information on the cycle- is not
assumed to give the reference cycle and may have a trend. But the presence of a common cycle28 NBB WORKING PAPER No. 89 - SEPTEMBER 2006
was investigated. Phase shifts were introduced along the lines of Rünstler (2004) to allow leads and
lags between cycles. They were estimated simultaneously, without imposing a given timing between
cycles and additivity of leads and lags does not necessarily hold. The objective is again to let the
data speak, without a priori restrictions.
Two types of smooth trends were considered: integrated random walks and the damped slope
specification of Proietti et al. (2002). The latter better matches the data, with the notable exception
of the unemployment rate whose trend is close to an IRW.
In the damped slope case, "short" cycles of about 3.5 years are found in hours, TFP and capacity
utilization. They are tightly correlated. The output gap implied by these short cycles turned out to be
very close to the NBB business survey indicator. The indicator could probably add useful
information to the estimation of the output gap. As far as short cycles are concerned, the inclusion
of the participation and unemployment rates in the data set seems unnecessary.
The cycles cannot be reduced to capacity utilization as is often postulated. Capacity utilization
delivers useful information but two independent structural cycles are at the root of the different
cycles, with different weightings between variables. If capacity utilization is wrongly imposed as the
reference variable for a common cycle, an idiosyncratic cycle emerges in TFP, explaining 34 p.c. of
the TFP cycle variance. Other reference variables give the same result: the one common cycle
model is rejected (even after allowing for idiosyncratic cycles).
Phase shifts are present. Hours lead capacity utilization by 2.8 quarters. TFP and hours are
contemporaneous but TFP leads capacity utilization by 1.1 quarters only, showing that additivity of
leads and lags does not hold. Put to the test, additivity is actually rejected.
More work is needed to get a clear picture of the Belgian output gap. The short cycles identified in
this paper may not be the end of the story. The correlations found between slopes in the damped
slope specification suggest that a long cycle could hide in the trend components, involving TFP,
capacity utilization and the unemployment rate. Adding an extra set of cycles to the model at
another frequency could prove a tricky task, the more so if phase shifts are considered. Bayesian
techniques could make the estimation more tractable. Other extensions are possible involving
nominal information. The link between price (wage) inflation and the two structural cycles could then
be investigated.NBB WORKING PAPER No. 89 - SEPTEMBER 2006 29
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with 0N, the (N x 1) zero vector, m, a vector of drifts and ș, a diagonal matrix of damped slope
coefficients. F and F* are lower triangular matrices, their precise shapes depending on the presence
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The variance-covariance matrix of shocks from the measurement and transition equations is block
diagonal with identical diagonal variance-covariance matrices for țt and țt
*.30 NBB WORKING PAPER No. 89 - SEPTEMBER 2006
Appendix 2: Smoothed similar cycles - (IRW trends)
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Structural cycles shares in cycle variance
Ȍ1 Ȍ2 Ȍ3 Ȍ4 Ȍ5
LDUC 1.000
LHOURS 0.011 0.989
LPART 0.002 0.009 0.989
LTFP 0.531 0.465 0.004 0.000
URmin 0.148 0.840 0.010 0.000 0.001
Correlations of cycles
LDUC LHOURS LPART LTFP URmin
LDUC 1 0.105 -0.049 0.729 0.385
LHOURS 0.105 1 0.088 0.755 -0.871
LPART -0.049 0.088 1 -0.031 -0.206
LTFP 0.729 0.755 -0.031 1 -0.339
URmin 0.385 -0.871 -0.206 -0.339 1NBB WORKING PAPER No. 89 - SEPTEMBER 2006 31
Appendix 3: Smoothed cycles with phase shifts - (IRW trends)






















Structural cycles shares in cycle variance
Ȍ1 Ȍ2 Ȍ3 Ȍ4 Ȍ5 Ȍ1* Ȍ2* Ȍ3* Ȍ4*
LDUC 1.000
LHOURS 0.037 0.669 0.295
LPART 0.024 0.003 0.887 0.021 0.065
LTFP 0.432 0.099 0.007 0.000 0.189 0.264 0.008
URmin 0.150 0.001 0.135 0.000 0.000 0.018 0.415 0.282 0.000
Phase shifts between cycles (lag of i with respect to j) in quarters
i                j LDUC LHOURS  LPART LTFP  URmin
LDUC 0 2.7 1.7 1.3 -0.7
LHOURS -2.7 0 -2.9 0.5 3.3
LPART -1.7 2.9 0 1.7 -1.7
LTFP -1.3 -0.5 -1.7 0 2.7
URmin 0.7 -3.3 1.7 -2.7 032 NBB WORKING PAPER No. 89 - SEPTEMBER 2006
Association between cycles
LDUC LHOURS LPART LTFP URmin
LDUC 1 0.576 -0.213 0.788 0.409
LHOURS 0.576 1 -0.271 0.637 -0.763
LPART -0.213 -0.271 1 0.088 -0.779
LTFP 0.788 0.637 0.088 1 -0.386
URmin 0.409 -0.763 -0.779 -0.386 1NBB WORKING PAPER No. 89 - SEPTEMBER 2006 33
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