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1 Introduction
Lors de mes études de mathématique, j'ai toujours regretté l'absence de contenu philo-
sophique, alors qu'historiquement, beaucoup de grands mathématiciens étaient également
philosophes, et les développements des mathématiques se sont souvent fait en parallèle à des
développements philosophiques. Pour pallier ce manque, j'ai tout d'abord eﬀectué un projet
de semestre sur les travaux de Hilbert et de Frege concernant la notion d'existence (Porchet
2009). Ce travail m'a mené à vouloir creuser plus profondément la question de la philosophie
des mathématiques, et j'ai ainsi eﬀectué mon travail de master sur le structuralisme en philo-
sophie des mathématiques (Porchet 2011). Dans ce travail, j'ai étudié le structuralisme en lui
même, tel que développé notamment par Steward Shapiro, Michael Resnik, Geoﬀrey Hellman
ou Charles Parson. Mais ces philosophes adoptaient une approche basée sur des réﬂexions
pures à propos des théories mathématiques avancées, sans s'attarder sur l'aspect épistémolo-
gique des mathématiques. Pour cette raison, j'ai tenté, dans le cadre de ce même travail, de
faire un lien entre la philosophie structuraliste, et les travaux de Jean Piaget, concernant l'ac-
quisition des concepts mathématiques chez l'enfant. J'ai été agréablement surpris de voir que
les résultats de Piaget étaient parfaitement compatibles avec la philosophie structuraliste, et
lui donnait même une base relativement solide aux niveaux psychologique et épistémologique.
Suivant à présent ma formation d'enseignant de mathématique au niveau secondaire II
(gymnase et école professionnelle) à la Haute École Pédagogique de Lausanne, j'ai voulu,
dans le cadre du travail de mémoire professionnel, creuser plus loin ma réﬂexion, en tentant
de trouver les liens possibles entre les conclusions auxquelles je suis arrivé dans mes travaux
précédents, et la didactique des mathématiques. La théorie de l'algèbre linéaire est l'une des
premières théories totalement abstraites à laquelle j'ai été confronté dans mes études, et c'est
une branche des mathématiques qui illustre à la perfection les idées du structuralisme. C'est
la raison pour laquelle j'ai décidé d'eﬀectuer le présent travail.
Dans le premier chapitre de ce travail, j'ai tenté de résumer les résultats de mon projet de
master (Porchet 2011). Je commencerai par parler de la philosophie structuraliste en général,
et des considérations ontologiques qui en découlent. Je présenterai ensuite les liens qui peuvent
être faits avec les travaux de Piaget et de sa méthode génétique. Nous verrons comment les
idées structuralistes s'articulent dans le cadre du développement des notions mathématiques
chez l'enfant, et comment celles-ci peuvent se développer suﬃsamment pour atteindre les
"mathématiques pures", ou mathématiques entièrement abstraites de tout rapport au monde
physique.
Le deuxième chapitre servira à se faire une idée générale du développement historique
de l'algèbre linéaire. Comme nous le verrons, les premières idées qui mèneront à l'algèbre
linéaire remontent à la fois aux théories traitant des équations linéaires, et du début de la
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géométrie algébrique. Nous verrons ensuite comment les diﬀérentes avancées mathématiques
mèneront aux premières approches axiomatiques, et nous terminerons ce survol historique
par une interprétation structuraliste de ce développement historique.
Pour ﬁnir ce travail, nous présenterons quelques résultats en didactique de l'algèbre qui
s'articulent bien autour des concepts du structuralisme. Ces résultats ne sont pas nouveaux, et
sont tirés des travaux de Jean-Luc Dorier, Guestshon Harel, Joel Hillel, Marc Rogalski, Aline
Robert et Jacqueline Robinet, compilés dans [10] (1997). Ainsi, mon approche consistera plus
en une réinterprétation structuraliste de ceux-ci. La liste de ces résultats ne se veut pas non
plus exhaustive, et d'autres problèmes, tels que par exemple les diﬃcultés liées au formalisme,
ne seront pas traitées. En eﬀet, j'ai préféré me focaliser sur les travaux pouvant être mis en
lien avec le structuralisme.
2 Le structuralisme en philosophie des mathématiques
Nous commencerons ce travail par parler du structuralisme en philosophie des mathéma-
tiques. Nous parlerons du structuralisme tout d'abord de manière générale, puis aborderons
le cas des objets mathématiques selon cette approche philosophique. Nous ferons ensuite le
lien entre le structuralisme et les structures mères chez Bourbaki, et avec les structures men-
tales chez Piaget. Le présent chapitre est en majore partie repris de mon travail de master
(Porchet 2011 [28]). Pour une vision approfondie de la question, le lecteur pourra se rapporter
à celui-ci.
2.1 Le structuralisme en général
Dans la vie de tous les jours, nous avons tendance à organiser, à décrire, les choses que
nous percevons, en les considérant comme suivant une forme générale (pattern), ou comme
faisant partie d'une structure. Shapiro (1997 [34]) parle de la capacité que nous avons en tant
qu'humains à reconnaitre les structures générales qui gouvernent les diﬀérentes choses, ou
les diﬀérents phénomènes, qui nous entourent. Il appelle cette capacité pattern recognition.
Le slogan du structuralisme est que les mathématiques sont la science des structures. Mais
commençons par une déﬁnition un peu plus précise. Shapiro écrit :
Je déﬁnis un système comme étant une collection d'objets avec certaines rela-
tions. Une famille étendue est un système des personnes avec des liens de sang et
des liens maritaux, une conﬁguration de jeu d'échec est un système de pièces avec
des relations spatiales et des "mouvements possibles", une symphonie est un sys-
tème de tonalités munies de relations temporelles et harmoniques, et une défense
de baseball est une collection de personnes avec des relations de positions sur le
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terrain et de "rôles défensifs". Une structure est la forme abstraite d'un système,
mettant en évidence les relations entre les objets, en ignorant toutes leurs propriétés
n'aﬀectant pas la manière dont ils interagissent avec les autres objets du système. 1
Nous reviendrons plus tard sur l'aspect épistémologique, mais pour l'instant, essayons de nous
faire une brève image, probablement naïve, de l'idée. Dans un premier lieu, nous voyons des
systèmes d'objets. Par exemple, diﬀérents plateaux d'échec, avec diﬀérentes pièces, certaines
en bois, d'autres en plastique, etc. Chaque jeu d'échec, avec ses pièces, leurs emplacements
et mouvements possibles, représente ce que Shapiro appelle un système. En remarquant les
propriétés communes à chacun de ces systèmes (un quadrillage de 64 cases, les mouvements
possibles de chaque pièce, etc.) et en faisant abstraction des autres (la matière dans laquelle
les pièces et le plateau sont faits, leur taille, la forme des pièces, etc.), on extrait la structure
abstraite du jeu d'échec. Un autre exemple plus mathématique de cela est la structure des
nombres naturels. Nous avons tout d'abord une collection d'objets physiques. De manière
fregéenne, on remarque la propriété d'équinumérosité entre diﬀérentes collections, et on en
extrait le concept de nombre. Par abstraction sur l'action d'ajouter un objet à une collection,
on obtient le concept de fonction successeur, ou "+1". En remarquant que cette fonction peut
être appliquée à n'importe quel nombre, i.e. par récurrence, on peut déﬁnir cette fonction sur
l'ensemble des nombres naturels. Les nombres naturels ainsi construits, avec leurs relations
(p.ex. : la diﬀérence entre deux nombres, déﬁnie comme étant le nombre de fois qu'il faut
appliquer la fonction successeur au premier pour obtenir le second), est alors un système de la
structure des nombres naturels. Après avoir remarqué qu'il y a d'autres systèmes pour lesquels
les relations entre les objets sont les mêmes que celles entre les objets du système que nous
venons de construire (p.ex. : une demi-droite graduée, chaque graduation correspondant à un
nombre), on peut être tenté de pousser l'abstraction encore plus loin, en faisant abstraction
des objets d'un système, et en ne gardant plus que les relations entre les objets, considérant les
objets en question uniquement comme des places 2 entre lesquelles les relations s'appliquent.
On obtient alors la structure des nombres naturels.
Un point important, voire même central, du structuralisme est résumé par ce qu'Hilbert
écrit dans une lettre à Frege en 1900 3.
[Un] concept ne peut être ﬁxé logiquement que par ses relations à d'autres
concepts. Ces relations, formulées en certaines expressions, j'appelle axiomes, arri-
vant ainsi à la conclusion que les axiomes [. . .] sont la déﬁnition du concept. Je n'ai
1. "I deﬁne a system to be a collection of objects with certain relations. An extended family is a system of people with
blood and marital relationships, a chess conﬁguration is a system of pieces under spacial and "possible-move" relationships, a
symphony is a system of tones under temporal and harmonic relationships, and a baseball defense is a collection of people with
on-ﬁeld spacial and "defensive-role" relations. A structure is the abstract form of a system, highlighting the interrelationships
among the objects, and ignoring any features of them that do not aﬀect how they relate to other objects in the system." (Shapiro
dans [34], p. 73-74, 1997)
2. Nous reviendrons sur le statut ontologique des places dans une structure au paragraphe suivant
3. Pour une analyse de l'échange épistolaire entre Frege et Hilbert, voir [27]
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pas inventé cela parce que je n'avais rien de mieux à faire, mais parce que je m'y
suis retrouvé forcé par la rigueur dans une inférence logique et dans la construction
logique d'une théorie. Je suis devenu convaincu que les parties les plus subtiles des
mathématiques [. . .] peuvent être traitées avec certitude de cette manière ; sinon on
ne fait que tourner en rond. 4
Au cours de l'histoire des mathématiques, il a souvent été tenté de donner des déﬁnitions in-
trinsèques aux objets mathématiques. Par exemple, pour Euclide, un point est déﬁni comme
étant "ce dont la partie est nulle". Selon la perspective que Resnik (1981) appelle "l'ontologie
platonicienne" (ontological Platonism), les nombres sont des objets du même ordre que les
objets physiques. Selon ce point de vue, il est possible d'exprimer l'essence d'un nombre, en
lui-même, sans avoir à faire référence à un quelconque autre nombre. Cela ferait oﬃce de
déﬁnition du nombre en question. Hilbert (1900) et les structuralistes en général, rejettent
cette idée, avec laquelle, selon Hilbert, "on ne fait que tourner en rond". Selon le structura-
lisme, un objet mathématique est déﬁni par ses relations avec d'autres objets. Ces relations
forment une structure, et l'étude de cette structure est ce qui est pertinent.
L'exemple du jeu d'échec que nous avons donné avant est celui d'une structure issue de
l'abstraction à partir des systèmes physiques. Mais il est possible d'appréhender une struc-
ture sans en avoir une exempliﬁcation physique. L'étude des structures, indépendamment
du fait qu'elles aient ou non une exempliﬁcation physique, est ce que l'on peut appeler les
mathématiques pures. Selon Resnik :
J'aﬃrme qu'en mathématique nous n'avons pas d'objets munis d'une composi-
tion "externe" arrangés en structures, nous n'avons que des structures. Les objets
mathématiques, c'est-à-dire les entités dénotées par nos constantes et nos quan-
tiﬁcateurs mathématiques, sont des points astructurels ou des positions dans des
structures. En tant que positions dans une structure, ils n'ont pas d'identité ou de
propriété en dehors d'une structure. 5
Et aussi :
Prenez le cas de la linguistique. Imaginons que par usage du processus d'abs-
traction [. . .] un grammairien arrive à une structure complexe qu'il appelle English.
Supposons maintenant que le corpus de l'anglais faille de manière signiﬁcative à ins-
tancier ce modèle, de sorte que beaucoup des assertions faites par notre linguiste
4. "[A] concept can be ﬁxed logically only by its relations to other concepts. These relations, formulated in certain statements
I call axioms, thus arriving at the view that axioms [. . .] are the deﬁnitions of the concepts. I did not think up this view because
I had nothing better to do, but I found myself forced into it by the requirements of strictness in logical inference and in the
logical construction of a theory. I have become convinced that the more subtle parts of mathematics [. . .] can be treated with
certainty only in this way ; otherwise one is only going around in a circle." (Hilbert, dans une lettre à Frege, 22.09.1900, cité par
Shapiro dans [34], p. 164, 1997)
5. "In mathematics, I claim, we do not have objects with an "internal" composition arranged in structures, we have only
structures. The objects of mathematics, that is, the entities which our mathematical constants and quantiﬁers denote, are
structureless points or positions in structures. As positions in structures, they have no identity or features outside a structure."
(Resnik dans [32], 1981)
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concernant sa structure soient falsiﬁées. Moqueusement, les linguistes renomment
cette structure Tenglish. Néanmoins, beaucoup des connaissances de notre linguiste
concernant le Tenglish en tant que modèle reste valables ; car il a réussi à décrire
un certain modèle et à discuter ses propriétés. De manière similaire, j'aﬃrme que
nous connaissons beaucoup de choses concernant les espaces euclidiens malgré leurs
échecs à être instanciés physiquement. 6
Un mathématicien n'a pas besoin d'un système entier exempliﬁant une structure pour
pouvoir la comprendre. Il est même fort probable que la plupart des structures mathématiques
n'ont en déﬁnitive aucun système physique les exempliﬁant. En eﬀet, pour autant que nous le
sachions, le monde physique n'est composé que d'un nombre ﬁni d'objets, atomes, particules,
etc. Et même si cela n'était pas le cas, un être humain, ne vivant qu'un temps ﬁni (et qui
plus est, selon toute vraisemblance, la vie en général n'a existé que depuis un temps ﬁni), ne
peut percevoir qu'un nombre ﬁni de choses. Mais la plupart des structures mathématiques
ont un nombre inﬁni de places en elles. Les places de la théorie hiérarchique des ensembles
forment une classe propre.
2.2 L'ontologie des objets mathématiques dans le structuralisme
Nous allons à présent considérer de manière plus précise le statut ontologique des objets
mathématiques, selon une perspective structuraliste. Simpliﬁée, l'idée générale est que les
objets mathématiques sont des places dans une structure. Dans la structure des nombres
naturels, le nombre 2 est la seconde place de la structure. Cette structure peut être exempliﬁée
par diﬀérents systèmes, avec diﬀérents objets à diﬀérentes places, mais la structure reste la
même. Si l'on reprend l'exemple du jeu d'échec, il y a une distinction à faire entre le concept du
roi blanc, et le morceau de bois qui exempliﬁe le rôle du roi blanc sur un échiquier particulier.
Il en va de même pour les structures mathématiques et les objets qui les composent.
Il convient toutefois d'être plus précis dans notre considération sur l'ontologie des objets
mathématiques. En fonction du contexte, il y a deux manières de considérer la chose, que
Shapiro (1997) appelle places-are-oﬃces et places-are-objects.
Dans certaines situations, on peut être mené à vouloir comparer diﬀérentes instanciations
d'une même place dans une structure. Reprenons l'exemple de la structure des nombres
naturels. À travers la théorie des ensembles, Von Neumann est Zermelo ont chacun déﬁni
un système exempliﬁant la structure des nombres naturels. Von Neumann déﬁni la fonction
successeur de la manière suivante : pour φ un ensemble, S(φ) := φ∪{φ}. Avec cette fonction
6. "Take the case of linguistics. Let us imagine that by using the abstractive process [. . .] a grammarian arrives at a complex
structure which he calls English. Now suppose that it later turns out that the English corpus fails in signiﬁcant ways to instantiate
this pattern, so that many of the claims which our linguist made concerning his structure will be falsiﬁed. Derisively, linguists
rename the structure Tenglish. Nonetheless, much of our linguist's knowledge about Tenglish qua pattern stands ; for he has
managed to describe some pattern and to discuss some of its properties. Similarly, I claim that we know much about Euclidean
space despite its failure to be instantiated physically." (Resnik dans [33], 1982)
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et 0 := ∅, il déﬁni par récurrence 1 = S(0) = {∅}, 2 = S(S(0)) = {∅, {∅}}, etc. . .Zermelo
quant à lui déﬁni la fonction successeur par S(φ) := {φ}, et ainsi 0 := ∅, 1 = {∅}, 2 =
{{∅}}, etc. . .Ainsi, on peut dire que le "2" de Von Neumann a plus d'éléments que le "2"
de Zermelo. Pour reprendre à nouveau l'exemple du jeu d'échec, on peut comparer les pièces
de deux échiquiers, en disant par exemple que celles du premier sont mieux taillées que
celles du second. Cette perspective est celle du places-are-oﬃces. Selon cette perspective,
un background ontologique est présupposé, pour fournir les objets remplissant les places de
la structure. Dans le cas du jeu d'échec, le background ontologique est une collection de
diﬀérents objets déplaçables, disposables spatialement sur un quadrillage de 64 cases, avec
leurs mouvements possibles, etc. Dans le cas de l'arithmétique, un background ontologique
possible (mais d'autres le sont aussi) est fourni par la théorie des ensembles.
Dans d'autres contextes, les places d'une structure peuvent être considérées comme des
objets mathématiques en bonne et due forme. Dans le cas du jeu d'échec, on peut dire que
le fou ne se déplace qu'en diagonale, sans avoir à se référer à une quelconque exempliﬁcation
de la structure du jeu d'échec, i.e. sans avoir à considérer un échiquier particulier et ses
pièces. Dans cette perspective, l'arithmétique par exemple, parle de la structure des nombres
naturels, et traites des places de cette structure. La même chose semble être applicable à
tous les domaines des mathématiques. L'avantage clair de ce point de vue est qu'il donne une
déﬁnition claire de ce que sont les objets mathématiques.
Toutefois, dans le discours mathématique général, la distinction entre une place dans
une structure ou un objet occupant une telle place, i.e. la diﬀérence entre oﬃces et objects,
est relative. Parfois, on peut considérer les places dans une structure comme occupant les
places d'une autre structure. Par exemple, la ligne euclidienne exempliﬁe la structure des
nombres réels. Dans ce cas, la ligne euclidienne est considérée dans une perspective de places-
are-objects, alors que la structure des nombres réels est considérée dans une perspective de
places-are-oﬃces. Il est même possible que les places d'une structure occupent les places de
la même structure. Par exemple, l'ensemble des nombres pairs exempliﬁe la structure des
nombres naturels.
La légitimité d'une telle distinction peut toutefois être discutée. En eﬀet, la perspective
places-are-objets peut simplement être vue comme une manière pratique de généraliser des
aﬃrmations qui s'appliquent à tous les systèmes qui instancient une même structure. J'aime
personnellement interpréter cette perspective en considérant les places d'une structure comme
des classes d'équivalence sous la relation d'occuper la même place dans la structure consi-
dérée. Ainsi, on pourrait considérer la structure de ces classes d'équivalence comme étant
un système exempliﬁant la structure, et supprimer la perspective des places-are-objects. Il
convient toutefois d'être prudent en ce qui concerne la légitimité logique d'une telle struc-
ture, la taille des classes d'équivalence considérées pouvant être celle d'une classe propre. Il
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faudrait également être sûr que ces classes d'équivalence ne soient pas vides. En eﬀet, comme
dit précédemment, il n'existe a priori aucun système physique exempliﬁant une structure
inﬁnie. On peut alors exempliﬁer une structure par la théorie des ensembles, mais cela ne fait
que repousser le problème, car il resterait à trouver un système pour exempliﬁer la structure
de la théorie des ensembles.
Le statut ontologique des places d'une structure est toutefois intimement lié au statut
ontologique des structures elles-mêmes. Je vais très rapidement passer sur diﬀérentes réponses
possibles, sans entrer dans les détails 7.
Le structuralisme ante rem est une vision platonicienne de la question, selon laquelle les
structures existent avant et indépendamment de tout système l'exempliﬁant. Une structure
peut ainsi exister même si aucun système ne l'exempliﬁe. Selon cette vision, la perspective
places-are-objects est centrale, et les places d'une structure sont ainsi des objets en bonne et
due forme. On peut alors dire qu'une structure s'exempliﬁe elle-même.
La vision plus aristotélicienne est appelée structuralisme éliminatif. Ce point de vue ne
considère que la perspective places-are-oﬃces, et les aﬃrmations sur les places d'une structure
sont en fait des aﬃrmations sur tous les systèmes exempliﬁant la structure. Par exemple :
"2 + 3 = 5" signiﬁe quelque chose comme "dans tout système S exempliﬁant la structure
des nombres naturels, la S-addition de l'objet à la seconde place et de l'objet à la troisième
place est S-égal à l'objet en cinquième position", et "3 existe" signiﬁe quelque chose comme
"dans tout système exempliﬁant la structure des nombres naturels, il y a un objet à la 3ème
position". Le problème de ce point de vue est, comme dit précédemment, qu'il est nécessaire
d'avoir un background ontologique, car sans système l'exempliﬁant, une structure n'existe pas.
Le structuralisme éliminatif ontologique postule qu'il existe des objets abstraits permet-
tant de former des systèmes exempliﬁant n'importe quelle structure. Il est par exemple pos-
sible de postuler l'existence des ensembles de la théorie hiérarchique des ensembles, et ainsi, le
background ontologique serait V . Il est également possible de baser les mathématiques sur la
théorie des catégories. Le problème est alors qu'on devrait considérer la théorie des ensembles
(ou des catégories) comme externe aux mathématiques, et celle-ci ne pourrait alors par être
considérée d'un point de vue structuraliste. De plus, comme il est possible d'exempliﬁer la
structure de la théorie des ensembles à partir de la théorie des catégories, et réciproquement,
comment choisir alors laquelle de ces théories a la primauté ?
Une autre réponse possible est celle du structuralisme ontologique modal qui pallie le
problème de l'absence de système physique exempliﬁant les structures par l'usage de la logique
modale (Hellman 1996) . Par exemple, au lieu de considérer l'arithmétique comme étant à
propos de tous les systèmes exempliﬁant la structure des nombres naturels, elle serait à propos
de tous les systèmes possibles exempliﬁant cette structure.
7. Voir [28] pour un développement plus approfondi.
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Le structuralisme éliminatif modale est selon moi le point de vue le plus attrayant, pour
des raisons d'économie d'ontologie. Toutefois, je traiterai le reste de ce travail selon le point
de vue du structuralisme ante rem, pour simpliﬁer l'expression des idées en question. La
"traduction" des notions d'existence de structures et d'objets mathématiques pourra être
faite facilement par le lecteur en rajoutant une notion de potentialité.
2.3 Les structures mères chez Bourbaki
Une manière trop souvent négligée d'aborder la philosophie des mathématiques est à tra-
vers la psychologie. Les philosophes en mathématiques considèrent trop souvent l'introspec-
tion comme étant un outil précis et digne de conﬁance, réﬂéchissant ainsi essentiellement aux
questions philosophiques à travers des activités purement mentales. J'ai dans mon travail de
master (Porchet 2011) tenté de faire le lien entre la philosophie structuraliste et la psycho-
logie à travers les travaux de Jean Piaget et de sa méthode génétique (Beth & Piaget 1961).
Celle-ci consiste à étudier la genèse des diﬀérents concepts présents dans les esprits dévelop-
pés, à travers l'étude de leurs constructions dans les esprits des enfants. C'est cette réﬂexion
qui a motivé chez moi l'idée d'étudier les liens possibles entre la philosophie structuraliste et
la didactique de mathématiques de niveaux supérieurs, et donc du présent travail.
Sous le nom d'un mathématicien imaginaire Nicolas Bourbaki, un groupe de mathéma-
ticiens développa une théorie concernant l'Architecture des Mathématiques (1950). Suivant
l'idée introduite notamment par les travaux d'Hilbert, ils focalisèrent leur travail sur l'axio-
matique, dans le but d'étudier les relations entre les diﬀérentes branches des mathématiques.
Dans leurs travaux, ils utilisent le terme structure pour décrire une forme caractérisée par un
groupe d'axiomes. Ils écrivent :
On peut maintenant faire comprendre ce qu'il faut entendre, d'une façon géné-
rale, par une structure mathématique. Le trait commun des diverses notions dési-
gnées sous ce nom générique, est qu'elles s'appliquent à des ensembles d'éléments
dont la nature n'est pas spéciﬁée ; pour déﬁnir une structure, on se donne une ou
plusieurs relations, où interviennent ces éléments [. . .] On postule ensuite que la ou
les relations données satisfont à certaines conditions (qu'on énumère) et qui sont
les axiomes de la structure envisagée. (Bourbaki dans [4], p.40, 1950)
Cette notion de structure est ainsi proche de la notion de structure du structuralisme.
L'idée de Bourbaki est qu'à la base des mathématiques peuvent-être trouvées des structures
fondamentales, qu'ils appellent "structures mères", en nombre a priori non déductible. Selon
ce point de vue, toutes les structures mathématiques peuvent être dérivées de ces structures
mères en les combinant et/ou en les enrichissant de nouveaux axiomes.
D'un point de vue psychologique, cette perspective présente un grand intérêt. Piaget écrit
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On voit d'emblée l'intérêt d'une telle tentative quant aux problèmes psycholo-
giques que soulève l'existence des mathématiques, et cela à trois points de vue :
(1) celui du recours à la notion de structure qui soulève la question d'une com-
paraison possible avec les structures mentales ; (2) celui de la notion d'une ﬁliation
mathématique des structures, qui soulève la question d'une comparaison possible
avec les ﬁliations génétiques ; (3) celui de la méthode employée pour découvrir les
structures (avant de les justiﬁer axiomatiquement), méthode dont l'analyse peut
fournir quelques indications ou tout au moins suggestions sur le type d'existence
des structures eu égard aux relations entre le sujet et l'objet (Piaget dans [3], p.
177)
Selon Bourbaki, il existe trois types de structures, à partir desquelles toutes les structures
mathématiques connues 8 peuvent être dérivées :
 les structures algébriques, telles que les groupes, les anneaux, les corps,
 les structures d'ordre, telles que les ordres partiels, linéaires ou les bons ordres,
 les structures topologiques, déﬁnissant les notions de limites, de continuité ou de voisi-
nage.
De ces trois structures (ou types de structures) peuvent-être dérivées toutes les structures
par processus de diﬀérentiation, consistant à ajouter des axiomes à la structure, et de com-
binaisons, consistant à utiliser, de manière ad hoc, les principes d'une autre structure mère,
comme c'est par exemple le cas pour la topologie algébrique (utilisation d'outils algébriques
dans l'étude d'espaces topologiques), ou l'algèbre topologique (utilisation de notions topolo-
giques dans l'étude d'espaces algébriques).
2.4 Les structures mentales chez Piaget
Avant d'avoir eu connaissance des conceptions de Bourbaki, Piaget tenta de classiﬁer les
diﬀérentes structures mentales opératoires de façon empirique, en observant le développement
de l'intelligence de l'enfant. Il découvrit ainsi trois types de structure de départ :
les structures dont la forme de réversibilité est l'inversion ou annulation (A−A = 0)
et que l'on peut décrire en se référant à des modèles algébriques ou de groupe ; les
structures dont la forme de réversibilité est la réciprocité et que l'on doit décrire
en termes de relations d'ordre ; et les structures à base de continu, en particulier
les structures spatiales dont il est remarquable que les formes élémentaires soient
de caractère topologique avant les constructions métriques et projectives ! (Piaget
dans [3], p. 182, 1961)
8. Ils admettent toutefois la nécessité possible de nouvelles structures mères pour les potentielles futures branches des ma-
thématiques.
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Piaget considère ainsi deux formes de réversibilité dans les structures mentales des enfants,
l'inversion ou l'annulation, qui donnent lieu à des structures comparables aux structures
algébriques ou d'ordre.
En 1952, un symposium sur les structures mentales et mathématiques eut lieu. Il fut
ouvert par deux discussions, l'une sur les structures mathématiques de Bourbaki, et l'autre
sur les structures mentales chez Piaget. La convergence entre les deux discussions, totalement
indépendantes l'une de l'autre, fut impressionnante.
Toutefois, alors que chez Bourbaki, les structures mères ont pour but d'être les plus géné-
rales possible, la méthode génétique vise à trouver la structure la plus élémentaire au niveau
du développement. Ainsi, Piaget trouve, précédent les structures exposées au dessus, une
structure qu'il appelle la structure de groupement. Nous n'entrerons pas dans le détail de
l'explicitation de cette structure, mais le lecteur intéressé pourra se référer aux travaux de
J.B. Grize ([15], 1960), pour une formalisation logico-mathématique de cette structure. Tou-
tefois, il est intéressant de noter que les structures mentales "algébriques" et les structures
"mentales" d'ordre semblent toute deux découler de cette structure de groupement au niveau
du développement de l'enfant.
En ce qui concerne la structure mentale servant à l'appréhension de l'espace et du temps,
Piaget écrit :
À ne considérer d'abord que l'enseignement scolaire de la géométrie, on pourrait
penser que, en possession d'une certaine logique et d'une certaine arithmétique,
l'enfant les applique sans plus à des ﬁgures perceptives, la géométrie ne constituant
ainsi qu'une mathématique appliquée au sens où elle a été longtemps conçue sur
le terrain de la science elle-même. Mais l'enfant possède ou élabore une géométrie
dans l'action bien avant d'être soumis à un enseignement et la première question
à discuter est de savoir si cette construction spontanée présente un ordre plus
proche de l'ordre historique des acquisitions (géométrie euclidienne au départ, puis
projective et enﬁn topologique) ou de l'ordre de construction théorique[. . .].(Piaget
dans [3], p. 198, 1961)
L'observation et l'expérimentation ont montré plusieurs choses allant dans la direction de la
primauté de la topologie dans le développement de l'esprit de l'enfant. Avant que les notions
d'invariants concernant le mouvement (par exemple : déplacement d'une tige de longueur
ﬁxe), et d'invariants des transformations projectives, les invariants concernant les notions
de voisinages, d'ouverture ou de fermeture, d'intérieur ou d'extérieur, de continuité ou de
discontinuité, etc. sont observés. Les invariants de la géométrie euclidienne ne sont construits
que vers l'âge de 7-8 ans, et ﬁnalement, le système naturel de coordonnées n'apparait que
vers 9-10 ans. Il est donc légitime aussi au niveau du développement de l'esprit de considérer
la structure topologique comme structure de base.
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2.5 Le lien entre les structures mathématiques et les structures mentales
Voyons à présent le lien qui peut être fait entre les structures mentales tirées de la méthode
génétique, qu'on appellera "G-structures", et les structures mathématiques, qu'on appellera
"M-structures". Il existe d'importantes diﬀérences entre elles. Tout d'abord, une M-structures
est construite par un processus réﬂexif de la part de mathématiciens développant une théorie
à son sujet. Par opposition, la construction d'une G-structure est inconsciente, et ne se
manifeste qu'à travers le comportement et les raisonnements du sujet étudié.
De plus, comme Piaget le dit :
Les conditions auxquelles satisfont les relations propres aux structures M sont les
axiomes de ces structures, tandis qu'en une structure G les conditions demeurent
immanentes à son fonctionnement et le sujet n'en tire aucune axiomatique. (Piaget
dans [3], p.201, 1961)
Et de plus, ces conditions sont des points de départ à partir desquels le reste d'une M-structure
est déduit, alors que pour une G-structure, ils forment les règles auxquelles les principes de
déductions obéissent.
Il y a néanmoins d'importantes similarités entre ces deux types de structures. Tout d'abord,
les deux s'appliquent à diﬀérentes variétés d'objets, de nature diﬀérente (bien que les G-
structures présentent un degré de généralité plus faible). Dans la terminologie utilisée pré-
cédemment, les deux types de structures peuvent être exempliﬁés par diﬀérents systèmes.
Deuxièmement, les relations qui constituent une M-structure correspondent aux opérations
de la G-structure. Et comme dit précédemment, la caractérisation d'une G-structure selon
son type de réversibilité (inversion ou annulation) correspond aux conditions, ou axiomes,
des M-structures.
Ces similarités poussent à penser qu'il existe une sorte de "ﬁliation génétique" entre les
M-structures et les G-structures. Piaget propose ainsi la chose suivante :
Dans l'hypothèse où les trois seules structures élémentaires G couvrent l'en-
semble des structures naturelles, et dans l'hypothèse où le mathématicien [. . .] ne
construit les êtres mathématiques qu'en utilisant la pensée naturelle, simplement
aﬃnée par une série ininterrompue d'abstractions progressives, et d'abstractions
procédant non pas à partir des objets empiriques (perceptions, etc.) mais à partir
des actions et des opérations qu'il exerce sur ces objets [. . .], il est nécessaire d'ad-
mettre que cette construction des êtres mathématiques sera conditionnée par les
caractères des trois structures élémentaires G. (Piaget dans [3], p. 202, 1961)
Les G-structures ayant ainsi primauté sur les M-structures, il convient donc pour comprendre
la construction de M-structures, de comprendre le développement d'une G-structure, à partir
d'une G-structure plus primitive.
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Pour expliciter cela, Piaget considère le concept d'abstraction réﬂéchissante. Ce processus
d'abstraction se distingue de l'abstraction concernant les objets (généralisation de principes
s'appliquant de manière similaire à diﬀérents objets), dans le sens qu'elle est constructive.
Piaget écrit :
[L]'abstraction réﬂéchissante consiste à tirer d'un système d'actions ou d'opérations
de niveau inférieur certains caractères dont elle assure la réﬂexion (au sens quasi
physique du terme) sur des actions ou opérations de niveau supérieur. [. . .] En un
mot l'abstraction réﬂéchissante procède par reconstructions qui dépassent, en les
intégrant, les constructions antérieures. (Piaget dans [3], p. 203)
et de conclure :
Il en résulte que la construction des êtres mathématiques constitue un élargisse-
ment des éléments de la pensée naturelle et la construction des structures M un
élargissement des êtres mathématiques particuliers. (Piaget dans [3], p. 203)
L'abstraction réﬂéchissante porte donc non pas sur les objets, mais bien sur les actions
(opérations) et relations entre les objets. Au niveau des structures, selon Piaget, l'abstraction
réﬂéchissante intervient de la manière suivante. Ayant une structure mentale à un certain
niveau, l'abstraction réﬂéchissante fait reconsidérer, réﬂéchir, les relations et opérations qui
forment la structure. Par ce processus, l'esprit reconstruit la structure à un niveau plus élevé,
l'intégrant dans une structure plus large.
2.6 Vers des mathématiques pures
Il est important pour notre réﬂexion ultérieure sur le cas de l'algèbre linéaire de nous
tourner plus spéciﬁquement vers la question de savoir comment les mathématiques pures
naissent dans le développement de l'enfant.
Comme point de départ, considérons un cas élémentaire d'expérience logico-mathématique
chez l'enfant. Dans un premier lieu, les vérités mathématiques ne sont acceptées qu'à travers
une observation expérimentale. Par exemple, dans les premiers stades de son développement,
l'enfant n'acceptera que 2+3 = 3+2, ou qu'une collection de 5 objets comptée de la gauche
vers la droite, ou de la droite vers la gauche, donne le même résultat. Un autre exemple : si une
collection de n éléments peut être séparée en deux partie ayant le même nombre d'éléments,
l'enfant ne déduira pas, jusqu'à un certain stade de son développement, qu'une collection de
n+ 1 éléments ne peut être divisée de la même manière. Plus tard dans son développement
(vers 7-8 ans d'après Piaget), ces cas seront traités purement par raisonnement, sans nécessité
d'expérimentation.
Bien que l'expérimentation empirique a, jusqu'à un certain stade, un rôle central dans
l'expérience logico-mathématique, il est important d'insister sur la diﬀérence avec l'expé-
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rience physique. En eﬀet, l'expérience physique concerne les objets, alors que l'expérience
logico-mathématique concerne les actions du sujet sur les objets. Le sujet obtient alors des
connaissances par abstraction sur ces actions. Par exemple, lorsqu'un enfant découvre qu'un
gros caillou est plus lourd qu'un petit, l'expérience est de type physique, car le poids est une
propriété des cailloux, indépendante des actions de l'enfant. Mais lorsque l'enfant compte
des cailloux en ligne, d'abord de droite à gauche, puis de gauche à droite, et découvre qu'il
obtient le même résultat, l'expérience est logico-mathématique, car elle ne concerne pas les
cailloux, mais l'action d'ordonner et de compter des objets. Cette distinction entre l'expé-
rience physique et l'expérience logico-mathématique implique, dès le début du développement,
la possibilité de mathématiques pures.
L'une des propriétés importantes de ce genre d'expérience logico-mathématique est que
l'action du sujet fait partie d'une structure mentale. Le sujet n'a pas d'accès direct à cette
structure mentale, et à la place de ses actions dans celle-ci. Mais l'action ne peut être concep-
tualisée en dehors d'une telle structure mentale. Par l'expérience logico-mathématique et
le processus d'abstraction réﬂéchissante, une nouvelle structure mentale, plus adaptée, est
construite à partir de la précédente. Par ce processus, l'action devient une opération dans
une structure mentale. Elle peut ainsi être conceptuellement composée avec d'autres opéra-
tions dans un processus de déduction, sans avoir à l'instancier physiquement en une action.
Au fur et à mesure du développement, l'expérience physique prend de moins en moins
d'importance jusqu'à ce qu'il ne reste plus que pure déduction. Cela ne signiﬁe pas toute-
fois, selon moi 9, que les structures mentales deviennent alors comparables à des structures
mathématiques. Si l'on considère la perspective du structuralisme ante rem, les structures
mentales sont l'outil de l'esprit pour tenter d'appréhender ces structures mathématiques. Par
le formalisme et la rigueur mathématique, il est possible "d'expérimenter" sur les structures,
de tester, i.e. d'expérimenter, quelles sont les conséquences logiques possibles à partir de
certaines propriétés. Ainsi, via l'abstraction réﬂéchissante, l'étude d'une structure mathéma-
tique permet de développer des structures mentales de plus en plus adaptées à appréhender
ladite structure mathématique.
3 Survol historique de la naissance de l'algèbre linéaire
Dans sa forme actuelle, l'algèbre linéaire, basée essentiellement sur la théorie des espaces
vectoriels, est souvent présentée sous forme axiomatique. La théorie est alors développée de
manière hypothético-déductive. Cette théorie est également grandement utilisée dans toutes
les sciences utilisant les mathématiques, et ses concepts élémentaires en sont ainsi banalisés.
Cela peut laisser croire à une personne maitrisant le sujet que celui-ci est relativement simple.
9. Je diﬀère ici légèrement des conclusions que j'ai exprimées dans [28].
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Toutefois, alors que cette théorie n'a pris son essor que vers les années 1920-1930, elle est
issue d'un développement s'étalant sur plusieurs siècles. Dans [10] Jean-Luc Dorier (1997)
dégage les étapes les plus importantes de cette évolution, dans le but de nuancer l'apparente
perfection de la théorie de l'algèbre linéaire.
Dans ce chapitre, j'essaierai de parcourir rapidement ces étapes, tout en essayant de faire
un lien avec les conclusions structuralistes précédemment exposées. Précisons de plus que,
l'enseignement de l'algèbre linéaire au niveau gymnasial se restreignant aux cas d'espaces de
dimensions ﬁnies, je ne traiterai pas de l'historique du développement de l'algèbre linéaire
dans les cas d'espaces de dimension inﬁnie.
3.1 Les systèmes d'équations linéaires numériques
Bien qu'il ait existé dès l'antiquité des méthodes permettant de résoudre des systèmes
d'équations linéaires, celles-ci restèrent jusqu'au 18ème siècle à l'état d'outil. Les systèmes
d'équations en eux-mêmes n'étaient jusqu'alors pas considérés comme un sujet d'étude indé-
pendamment de leur résolution. À partir du 18ème siècle, on peut commencer à voir apparaitre
un intérêt pour une approche descriptive ou qualitative des systèmes d'équations.
L'un des premiers exemples signiﬁcatifs de cela peut être trouvé dans un texte de Leonhard
Euler de 1750, nommé Sur une Contradiction Apparente dans la Doctrine des Lignes Courbes.
Jusqu'alors, on considérait qu'un système de n équations à n inconnues déterminait toujours
une unique solution.
Dans ce texte, Euler commence par remarquer que, pour n = 2, si une équation est en
fait multiple de l'autre, on ne peut rien en déduire. Ce fait n'était pas jusqu'alors inconnu,
mais n'était pas considéré comme étant digne d'intérêt. Euler considère alors le cas n = 3,
et donne deux exemples. L'une ou deux des équations sont exactement identiques, et l'autre
où la 3ème équation est une combinaison linéaire des deux autres, et remarque que dans ces
cas aussi, il n'est pas possible d'extraire une solution. Euler donne encore un exemple pour
n = 4 est conclu par l'énoncé général suivant :
Quand on soutient que pour déterminer n quantités inconnues il suﬃt d'avoir n
équations qui expriment leur rapport mutuel, il y faut ajouter cette restriction que
toutes les équations soient diﬀérentes entr'elles, ou qu'il n'y en ait aucune qui soit
renfermée dans les autres. (Euler cité par Dorier dans [10], p.29, 1750)
Ce qui, dans le langage moderne, se traduit par le fait que les équations doivent être li-
néairement indépendantes les unes des autres. Il convient toutefois de préciser que dans son
approche de la question, Euler ne s'intéresse qu'à la résolution des systèmes d'équations, et
les cas où la dépendance linéaire rend la résolution impossible sont considérés comme des
"accidents", qu'Euler cherche à éviter. Dorier (1997) appelle cette notion de dépendance la
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dépendance inclusive, car celle-ci ne fait pas encore réellement appel à la notion de dépendance
linéaire que nous connaissons.
Toutefois, il est intéressant de noter que dans son exemple du cas n = 4, Euler arrive à
exprimer deux des variables (x et y) en fonction des deux autres (z et v), et il conclut que
"deux inconnues resteront indéterminées". Dorier dira à ce propos :
Ceci est, en quelque sorte, une première approche "empirique" des liens entre le
nombre d'équations indépendantes, la taille de l'ensemble de solutions et le nombre
de paramètres pour le décrire. (Dorier dans [10], 1997)
La même année, Gabriel Cramer considère, dans son Introduction à l'Analyse des Courbes
Algébriques, les systèmes d'équations à coeﬃcients indéterminés. Il y énonce une règle de
calcul permettant de trouver la solution d'un système carré, en faisant appel à ce qu'on
appelle actuellement les déterminants. Cela marque le début de la théorie des déterminants,
qui deviendra vite centrale dans l'étude des systèmes d'équations.
La technicité des calculs et raisonnements liés aux déterminants a eu pour conséquence
malheureuse de masquer certains aspects intuitifs concernant la nature des équations linéaires.
En eﬀet, bien que petit à petit, les notions de rang et de dualité commencent à apparaitre,
tout reste toujours dans une optique de résolution.
Georg Ferdinand Frobenius introduit à travers un texte de 1875, nommé Über das Pfaﬀsche
Problem, la notion moderne de dépendance et d'indépendance linéaire 10, et ce à la fois pour les
n-uplet que pour les équations linéaires. Frobenius considérant ces deux types d'objets comme
deux versions du même concept, il réalise un pas décisif vers la notion moderne de vecteur.
Dans le même texte, Frobenius déﬁnit la notion de base de solution. Il y introduit également
la notion de système adjoint, système d'équations dont les coeﬃcients correspondent à ceux
d'une base de solution du système initial, notion relevant du concept moderne de dualité.
Il en déduit ﬁnalement la notion de rang, telle qu'on la trouve actuellement à partir du
déterminant.
Comme le dit Dorier :
[L]'étude des systèmes d'équations linéaires a permis de dégager les premiers
concepts "théoriques" liés à la linéarité : rang et dualité, deux concepts clés de
l'algèbre linéaire. Dans cette évolution, l'uniﬁcation des notions de linéarité com-
munes aux équations et à leurs solutions a joué un rôle essentiel. Les débuts de la
théorie du linéaire se sont donc fondés sur la possibilité commune aux équations
et aux n-uplets d'être des éléments d'une combinaison linéaire, ceci constitue un
pas important dans le sens d'une uniﬁcation et donc vers le concept moderne de
vecteur. [. . .] D'autre part, dans ce contexte, le rôle, bien que crucial, joué par
10. La dépendance inclusive étant jusqu'alors celle considérée.
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les déterminants a parfois gêné une approche plus intuitive de certaines questions.
(Dorier dans [10] p. 33, 1997)
3.2 Les liens entre l'algèbre et la géométrie
Historiquement, les liens entre l'algèbre et la géométrie dans le genre de ceux qu'on trouve
lorsque l'on étudie l'algèbre linéaire, ne commencent à apparaitre qu'avec les débuts de la
géométrie analytique.
Les premiers à utiliser des outils analytiques dans l'étude de la géométrie sont René Des-
cartes et Pierre de Fermat, vers la ﬁn de la première moitié du 17ème siècle. La méthode
analytique obtient rapidement beaucoup de succès auprès des mathématiciens, qui recon-
nurent la puissance de simpliﬁcation et d'uniﬁcation de celle-ci. De plus, les outils analytiques
permettant alors de classiﬁer les courbes à partir de leur équation, la recherche d'invariants
mena de manière assez naturelle à opérer des changements de coordonnées, ce qui mena au
développement de l'étude de ce qui était à l'époque appelé substitutions linéaires, ou en terme
moderne, aux transformations linéaires.
Malgré ce succès, des critiques s'élevèrent quand même contre l'utilisation d'outils analy-
tiques dans les résolutions géométriques. Tout d'abord, du point de vue conceptuel, certain
rechignaient à l'idée d'utiliser des nombres dans la géométrie, ceux-ci faisant partie, selon
les détracteurs de la géométrie analytique, d'un domaine diﬀérent des mathématiques. De
plus, ceux-ci font apparaitre une part d'arbitraire dans le choix du système de coordonnées.
A cela s'ajoutaient des reproches concernant le fait que la méthode analytique masque les
aspects géométriques de la résolution, rendant ainsi impossible le recours à l'intuition. Parmi
les personnes critiquant la méthode analytique, Gottfried Wilhelm Leibniz tente, dans une
lettre à Christian Huygens de 1679 11, de pallier le manque de lien avec la géométrie et ses
constructions, en créant une Géométrie des Situations, censée permettre de résoudre "algébri-
quement" des problèmes géométriques, de manière à ce que la démonstration soit entièrement
transposable sous forme de construction géométrique. Dorier décrit cette théorie comme suit :
L'analyse géométrique de Leibniz est fondée sur une relation de congruence
entre n-uplets de points de l'espace : deux bipoints sont congrus si les triangles
qu'ils forment sont superposables, etc. Il est ainsi possible de déﬁnir une sphère
comme l'ensemble des points X tels que AX est congru à AB, un plan comme
l'ensemble des points X tels que AX est congru à BX, un cercle comme l'ensemble
des points X tels que ABX est congru à ABC, une droite comme l'ensemble des
points x tels que AX est congru à BX et CX, etc... (Dorier dans [10], p.38, 1997)
Cette tentative 12 se révèlera assez limitée et Leibniz ne la développera pas plus loin qu'à
11. Lettre qui ne sera publiée qu'en 1850
12. Qui s'inscrit d'ailleurs assez bien dans le projet de characteristica universalis de Leibniz
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quelques problèmes élémentaires. Une des grosses limitations de cette analyse est qu'elle ne
prend pas en compte l'orientation des ﬁgures et la direction des segments, ce qui empêche ce
calcul de devenir réellement opératoire.
C'est en 1827 qu'August Ferdinand Möbius publia un mémoire qui ﬁt connaitre son Calcul
Barycentrique, une forme d'algèbre opérant sur les points de l'espace. Il y souligne l'impor-
tance de pouvoir caractériser à travers les grandeurs géométriques les notions d'orientation
et de direction. Il introduit ainsi les notions de segments, triangles et pyramides orientés, le
segment orienté correspondant à notre vecteur géométrique moderne. Il ne déﬁnit alors que
l'addition de segments orientés pour les segments orientés colinéaires, mais généralisera cette
addition en 1843 à des segments orientés quelconques, dans ses Elemente der Mechanik des
Himmels. Toutefois, le but de Möbius n'est alors pas de construire une théorie algébrique
permettant de dégager des propriétés plus ﬁnes, mais de montrer l'utilité pratique de sa
méthode, qui simpliﬁe la résolution de certains problèmes physiques ou géométriques.
En parallèle, Giusto Bellavitis publie en 1835 le Calcul des Equipollences. Il y déﬁnit,
le premier, le notion de vecteur comme une classe d'équivalence de bipoints, qu'il appelle
équipollence. Il déﬁnit les principes d'addition et de multiplication scalaire pour de ces équi-
pollences, ainsi qu'une notion de multiplication de deux équipollences coplanaires. Il écrit à
propos de son calcul :
Dans les équipollences, les termes sont transposés, substitués, additionnés, sous-
traits, multipliés, divisés, etc. En bref, on eﬀectue toutes les opérations algébriques
qui seraient légitimes, si on avait aﬀaire à des équations, et les équipollences qui en
résultent sont toujours exactes. (Bellavitis cité par Dorier dans [10] p. 40, 1835)
Ce travail est marquant, car il est le premier où des entités purement algébriques représentent
des objets géométriques.
Bien que d'autres aient essayé avant lui, c'est grâce au travail de Carl Friedrich Gauss
publié en 1831 que les principes de représentation géométriques des nombres complexes furent
largement connus, acceptés et utilisés. Cette légitimité oﬀerte aux nombres complexes au sein
de la géométrie oﬀrit un modèle de calcul géométrique plan semblant plus intrinsèque que
les coordonnées cartésiennes. C'est en 1843 que Sir William Rowan Hamilton, cherchant à
généraliser l'utilisation des complexes à la dimension 3, découvre les quaternions. La structure
algébrique des quaternions se distinguant grandement de la structure de corps commutatif
des réels, elles marquent le début des recherches sur les hypercomplexes, appelées par les
suites des algèbres, et qui jouèrent un rôle important dans le développement de l'algèbre
moderne.
Dans [10], Dorier adresse un chapitre entier à Hermann Grassmann et à sa théorie de
l'extension. Il écrira à son propos :
La Théorie de l'Extension de Hemann Grassmann joue un rôle inclassable dans
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l'histoire de l'algèbre linéaire. Elle se fonde sur une certaine intuition de la géomé-
trie, mais aussi prend dès le départ une position très formaliste [. . .]. Le résultat
en est une approche très générale, qui oﬀre comme application un nouveau regard
sur la géométrie, dans un sens très large, puisqu'englobant des aspects qui relèvent
aussi bien de ce qu'on appelle aujourd'hui la géométrie aﬃne, la géométrie vec-
torielle et la géométrie projective. Pourtant cette oeuvre méconnue en son temps
n'aura que des eﬀets très indirects autant sur le développement de la géométrie que
sur celui de l'algèbre linéaire.
[. . .] La reconnaissance du travail de Grassmann ne vint que tardivement et
essentiellement après sa mort. On comprit progressivement que la lineale Ausdeh-
nungslehre était une oeuvre de génie qui avait devancé de plusieurs décennies des
théories modernes. A partir de 1920, le travail de Grassmann servira à jeter les bases
de l'algèbre multilinéaire et le nom de Grassmann est resté attaché aux grassman-
niennes. (Dorier dans [10], p.43-45, 1997)
L'inﬂuence du travail de Grassmann n'étant importante que tardivement, et sur des points
relativement avancés de l'algèbre linéaire, j'ai décidé de ne pas en parler plus précisément, et
renvoie le lecteur intéressé au travail de Dorier.
3.3 Premières uniﬁcations des problèmes linéaires
Comme nous l'avons vu, historiquement, la linéarité est longtemps restée une notion pu-
rement numérique, ayant pris forme dans le cadre des systèmes d'équations linéaires. La
notion de déterminant a pendant plus d'un siècle et demi été centrale dans l'étude de ces
systèmes d'équations, avec une focalisation sur les méthodes de résolutions. C'est plus tard
que le concept de dépendance linéaire est déﬁni de manière uniﬁée aux équations et aux
n-uplets, faisant ainsi apparaître les premiers concepts linéaires, particulièrement celui du
rang. Ainsi, la linéarité de Rn n'apparait que dans ce contexte des systèmes d'équations, et
découle d'abord de la linéarité des équations dans les systèmes linéaires.
En parallèle, au niveau géométrique, bien que la géométrie analytique utilise des outils de
R3, comme le dit Dorier :
[C]ette identiﬁcation n'a pas de sens a priori, c'est pourquoi elle n'est que potentielle
dans les débuts de la géométrie analytique. Ce [. . .] n'est pas une correspondance
d'objets ou encore moins de structures (ce qui serait la base de l'idée d'isomor-
phisme) mais avant tout, une importation de méthodes. Ce qui va déterminer les
analogies repose donc sur les problèmes à résoudre et non sur une approche théo-
rique d'isomorphie entre objets ou ensembles.(Dorier dans [10], p.56, 1997)
De plus, l'espace n'était pas considéré alors comme un ensemble de points, ceux-ci n'étant
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alors considérés que comme objets locaux situés sur une courbe ou une surface. Ainsi, l'analo-
gie entre l'arithmétique et la géométrie ne se faisait pas encore entre les triplets et les points,
mais entre les équations et les courbes. Ce sont les travaux de classiﬁcations des courbes qui
ﬁrent intervenir la linéarité, par le biais de l'analyse de l'eﬀet de substitutions linéaires sur
les équations, et par correspondance, sur les courbes géométriques. Ainsi, c'est à travers la
démarche algébrique que le linéaire est mis en avant en géométrie.
On peut penser que le lien avec l'analyse pousserait immédiatement à considérer les espaces
de dimension supérieure à 3, mais une volonté de rester conforme à la réalité géométrique a
grandement limité ces considérations. Il faudra attendre la 1ère moitié du 19ème siècle pour
que cet état de fait soit bouleversé. En eﬀet, plusieurs avancées mathématiques telles que
la découverte des géométries non euclidiennes ou le retour de la géométrie projective alors
indépendante des notions métriques, ﬁrent descendre le modèle euclidien de son piédestal
d'unique modèle de référence. Le champ d'investigation de la géométrie s'élargit alors, et son
lien avec l'espace physique diminue. L'analyse s'ouvre ainsi à la dimension n, donnant un
rôle central aux outils algébriques.
En 1798, dans ses travaux sur la représentation d'entier comme somme de carrés, Eu-
ler est amené à étudier les substitutions linéaires, et représente celles-ci par une notation
très proche de celle des matrices modernes. Il montre également que la composition de deux
substitutions linéaires reste une substitution linéaire, et donne une représentation du pro-
duit. Cela inspira à Augustin Louis Cauchy le résultat correspondant en notation actuelle à
det(AB) = det(A) det(B) en 1815. L'étude des substitutions linéaires rejoint ainsi la théorie
des déterminants et est à l'origine des premiers résultats concernant les matrices. Toutefois,
les matrices étaient alors considérées de manière amalgamée avec les déterminants, et il fau-
dra attendre les travaux de Ferdinand Eisenstein (1844-45) et d'Arthur Cayley (1858) pour
que soient posées les bases de la théorie des matrices.
Comme l'écrit Dorier :
Ainsi, dans la deuxième moitié du 19e siècle, un corpus assez bien délimité
d'objets et de méthodes se met en place constituant une sorte de théorie uniﬁée du
linéaire en dimension ﬁnie [dont] je dégagerai deux grandes caractéristiques :
1. Le corpus qui se forme et se soude est l'héritage de divers courants issus de
domaines algébriques ou géométriques, mais aussi de questions de physique, en
particulier de problèmes conduisant à l'étude de systèmes d'équations diﬀéren-
tielles (mouvement séculaire des planètes, cordes vibrantes, etc.).
On retrouve dans les diﬀérents domaines sous des formes superﬁciellement dis-
tinctes quelques grandes questions qui ﬁnissent par conduire à des méthodes
assez générales. C'est en particulier ce qui constituera la théorie spectrale des
opérateurs. [. . .]
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2. La théorie des déterminants reste le cadre général qui déferre les objets et les
méthodes de ce corpus. Les autres notions importantes telles que les substi-
tutions linéaires, les formes bilinéaires et quadratiques ou les matrices y sont
directement rattachées. Par ailleurs, le langage et les représentations géomé-
triques sont le deuxième élément fédérateur. Dans ce sens, l'utilisation de plus
en plus générale du calcul vectoriel en physique [. . .] contribue à l'ancrage géo-
métrique de cette nouvelle forme d'algèbre. (Dorier dans [10], p.59, 1997)
3.4 Premières axiomatisations
Entre la ﬁn des années 1880 et le début des années 1930, deux aspects de l'algèbre linéaire
moderne furent traités de manière indépendante, sans se rejoindre avant les années trente.
D'un côté, les premières approches axiomatiques apparaissent, et de l'autre, les théories
et techniques du corpus dont il était question au paragraphe précédent sont généralisées à
la dimension inﬁnie. L'approche axiomatique ne permettant pas forcément d'atteindre des
résolutions de problèmes nouveaux, elle ne parvint pas tout de suite à s'imposer. En parallèle,
la généralisation à la dimension inﬁnie se faisait principalement par analogie avec la dimension
ﬁnie, avec la technicité et le risque lié aux passages à la limite. Il est surprenant a posteriori
de voir que ces deux approches sont restées si longtemps séparées l'une de l'autre, pour
ﬁnalement former après plus de 40 ans l'algèbre linéaire moderne.
Comme dit au début de ce chapitre, désirant me focaliser sur l'algèbre linéaire en di-
mension ﬁnie, celui-ci étant le seul enseigné au niveau gymnasial, et la taille de ce travail
dépassant déjà la taille théorique d'un travail de mémoire professionnel, je ne discuterai ici
que des premières approches axiomatiques en dimensions ﬁnies, sans traiter l'historique des
résolutions en dimension inﬁnie. Le lecteur intéressé pourra ici aussi se référer au travail de
Dorier ([10], 1997).
L'un des premiers mathématiciens à avoir donné une axiomatisation de l'algèbre linéaire
est Giuseppe Peano. En 1888, il publie Calcolo Geometrico secundo l'Ausdhenungslehre di H
Grassmann e precedutto dalle Operozioni della Logica Deduttiva, où il présente les bases de la
théorie d'extension de Grassmann, limitée au cadre de la géométrie. Vers la ﬁn de cet ouvrage,
Peano donne une déﬁnition axiomatique d'un Système Linéaire, qui se présente comme suit :
Il existe de systèmes d'êtres pour lesquels sont données les déﬁnitions suivantes :
1. Il est déﬁni l'égalité de deux êtres a et b du système c'est-à-dire qu'il est déﬁni
une proposition indiquée par a = b, qui exprime une condition entre deux êtres
du système, satisfaite par certains couples d'êtres, et pas par d'autres, et qui
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satisfait aux équations logiques :
[(a = b)⇔ (b = a), (a = b) ∧ (b = c]⇒ (a = c)] 13.
2. Il est déﬁni la somme de deux êtres a et b, ce qui veut dire qu'il est déﬁni un
être, indiqué par a+ b, qui appartient aussi au système donné, et qui satisfait
aux conditions :
[(a = b)⇒ (a+ c = b+ c), a+ b = b+ a, a+ (b+ c) = (a+ b) + c] 14.
Et la valeur commune des deux membres de la dernière égalité sera indiquée
par a+ b+ c.
3. Etant donné a un être du système, et m un nombre entier et positif, avec
l'écriture ma nous entendons la somme de m êtres égaux à a. Il est facile de
reconnaître étant donnés a,b . . . des êtres du système, m,n . . . des nombres
entiers positif, que
[(a = b)⇒ (ma = mb);m(a+ b) = ma+mb;
(m+ n)a = ma+ na;m(na) = (mn)a; 1a = a] 15.
Nous supposons qu'il soit attribué une signiﬁcation à l'écriture ma quel que
soit le nombre réel m, de façon a ce que les équations précédentes soient encore
satisfaites. L'être ma sera dit produit du nombre (réel) m par l'être a.
4. Enﬁn, nous supposons qu'il existe un être du système, que nous dirons être
nul, et que nous indiquerons par 0, tel que, quel que soit l'être a, le produit du
nombre 0 par l'être a donne toujours l'être 0, ou
0a = 0
Si à l'écriture a− b on attribut la signiﬁcation a+ (−1)b on déduit :
a− a = 0; a+ 0 = a.
DEF. Les systèmes d'êtres pour lesquels sont données les déﬁnitions 1,2,3,4 de
façon que soient satisfaites les conditions imposées, sont dits systèmes linéaires.
(Peano, cité par Dorier dans [10], p.63)
On peut voir que cette déﬁnition correspond réellement à la déﬁnition moderne d'espace
13. J'ai modiﬁé la notation des connecteurs logiques pour qu'ils correspondent à la notation actuelle, aﬁn d'en faciliter la
lecture.
14. idem
15. idem concernant les connecteurs logiques.
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vectoriel. Peano y déﬁnit la notion de dimension comme le nombre maximal d'éléments
linéairement indépendants dans un système. Cette déﬁnition ne donne aucune caractérisation
des bases et il semble que Peano admette implicitement qu'une famille de moins d'éléments
que la dimension ne puisse être génératrice. En eﬀet, l'approche de Peano suppose que les
espaces soient donnés a priori, et que les propriétés soient "testées" sur ceux-ci. La dimension
apparait alors plutôt comme une limite de degré de liberté d'un système. Selon Dorier, "ce
point de vue est certainement renforcé par analogie avec le modèle géométrique"([10], 1997).
Peano ne développera pas beaucoup plus cette théorie, qui ne connaitra que peu de succès
et restera globalement inconnue en dehors de l'Italie.
Succédant à Peano, Cesare Burali-Forti et Roberto Marcolongo ont, séparément ou en-
semble, publié plusieurs textes sur les méthodes vectorielles et leurs applications. Dans un
traité de 1909, ils y donnent, à l'instar de Peano, une axiomatique des systèmes linéaires. Ce
traité concernant les "homographies vectorielles", qu'on traduirait en terme moderne comme
les endomorphismes des espaces vectoriels, et l'axiomatique est - contrairement à Peano qui
donne son axiomatique à la ﬁn de son ouvrage - données en introduction. Le langage et les
concepts utilisés en découlent donc, mais le cadre de la théorie reste celui de l'espace à 3
dimensions. Les auteurs défendent ce choix comme suit :
[N]ous nous sommes assignés comme but principal de représenter les homographies
comme des êtres absolus ("enti assoluti") et non comme une tachygraphie des coor-
données cartésiennes. (Burali-Forti et Macolongo, cités par Dorier dans [10], p.69,
1909)
Ainsi, bien que la méthode axiomatique devrait pousser à atteindre un grand degré de
généralité au niveau des espaces considérés, le but des auteurs s'approche ici du programme
de Leibniz sur la recherche d'un calcul géométrique intrinsèque. Bien que ces travaux n'aient
pas mis en avant la puissance de généralisation et d'uniﬁcation de l'approche axiomatique,
lui permettant ainsi de s'imposer, ils ﬁrent connaitre les calculs géométriques de Grassmann
(en dimension 3), et les outils vectoriels, tels que le produit scalaire, vectoriel et mixte, qu'ils
utilisent.
En 1918, Hermann Weyl donne une déﬁnition axiomatique de l'espace aﬃne en se basant
sur l'axiomatique des espaces vectoriels. Non seulement ne se focalise-t-il pas sur la dimension
3, mais introduit même la notion dimension dans ses axiomes. Travaillant notamment sur la
théorie de la relativité, qui sous-entend la dimension 4, on comprend assez facilement queWeyl
désire s'aﬀranchir de R3. Il donne également deux exemples d'espaces vectoriels totalement
diﬀérents de celui de l'espace géométrique : une modélisation d'un mélange de quatre gaz, ainsi
qu'une machine à faire des additions. Il montre également que son axiomatique s'applique
parfaitement à Rn et à la théorie des équations linéaires. Il écrira :
[N]ous aurions pu non seulement arriver tout naturellement à nos axiomes sans
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l'aide de la géométrie en utilisant la théorie des équations linéaires, mais nous au-
rions aussi pu atteindre les concepts plus larges que nous leur avons associés.(Weyl
cité pas Dorier dans [10], p. 72, 1918)
Cela illustre bien selon moi cette volonté de s'aﬀranchir de l'espace géométrique.
Il y aurait beaucoup d'autres choses intéressantes à présenter pour compléter ce survol
historique de l'émergence de l'algèbre linéaire, notamment en parlant des travaux sur les
extensions de corps de Dedekin et Dirichlet, et je réfère encore une fois le lecteur intéressé au
travail de Dorier ([10], 1997). Mais je pense avoir présenté suﬃsamment d'éléments historiques
pour nous faire une idée générale de la naissance de l'algèbre linéaire.
3.5 Interprétation structuraliste
Je vais tenter ici de présenter une interprétation structuraliste ante rem de ce développe-
ment historique. Cette interprétation sera certainement un peu naïve, et forte incomplète,
mais j'espère pouvoir en tirer au moins des idées générales quant aux apports du structura-
lisme dans l'analyse de l'algèbre linéaire et son enseignement.
Il existe les structures mathématiques d'espaces vectoriels 16 et on pourrait penser qu'une
fois plusieurs systèmes trouvés exempliﬁant cette structure, la généralisation des principes
en une théorie uniﬁée se ferait très vite, par le principe de pattern recognition de Shapiro.
Nous avons vu qu'historiquement, l'uniﬁcation des diﬀérents systèmes exempliﬁant les espaces
vectoriels est loin d'être directe et doit passer par de nombreuses étapes. La raison en est
selon moi qu'il est nécessaire d'avoir des structures mentales piagetiennes adaptées aﬁn de
pouvoir appréhender les structures jusque-là inconnues.
Pendant longtemps, les structures mentales servant à appréhender les structures géomé-
triques et arithmétiques étaient totalement diﬀérentes. L'idée même de mettre les deux struc-
tures en commun fut pendant très longtemps rejetée par les mathématiciens, et les premiers
à le faire y allèrent très prudemment, en ne considérant que l'aspect fonctionnel du rap-
prochement des deux domaines des mathématiques, sans vouloir véritablement eﬀectuer une
uniﬁcation des structures. Je pense que la structure mentale servant à appréhender l'espace
était trop centrale dans l'esprit des mathématiciens pour que l'intervention de l'algèbre, de la
théorie des équations et de l'analyse ne forcent, par abstraction réﬂéchissante, à reconstruire
des structures mentales uniﬁcatrices.
Finalement, c'est selon moi la découverte ou le fort développement de géométries alterna-
tives (géométries non euclidiennes, géométries projectives, etc...) vers la ﬁn du 19ème siècle et
au début du 20ème siècle, qui a forcé l'abstraction réﬂéchissante permettant de s'aﬀranchir de
l'espace géométrique, et ﬁnalement arriver à un degré de généralité suﬃsant pour considérer
16. Je mets la chose au pluriel, car d'un point de vue rigoureux, la structure des espaces vectoriels n'est pas la même suivant
qu'elle ait ou non un produit scalaire, un norme, etc.
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directement la structure d'espace vectoriel dans toute sa généralité.
4 Quelques résultats en didactique
Maintenant que nous avons survolé les principes de la philosophie structuraliste, ainsi que
le développement historique de l'algèbre linéaire, nous allons tenter de tirer des conclusions
quant à l'enseignement de l'algèbre linéaire.
Comme le dit André Revuz à propos de cette discipline, dans la préface de [10] :
[Il y a], aux yeux des mathématiciens, un singulier paradoxe : de toutes les théories
mathématiques, et je ne pense pas que ce soit une illusion, celle-ci paraît la plus
simple et les diﬃcultés que rencontre son enseignement sont hors de proportion
avec ses diﬃcultés intrinsèques. (André Revuz dans [10], 1997)
On est semble-t-il ici face à un problème d'amnésie du spécialiste (Astolﬁ 2008), où l'ensei-
gnant maitrisant la branche n'est plus capable de comprendre pourquoi les choses ne sont
pas limpides pour les étudiants.
Mon interprétation structuraliste du problème est la suivante. Pour maitriser l'algèbre
linéaire, il est nécessaire d'avoir des structures mentales suﬃsamment adaptées. Une fois ces
structures mentales suﬃsamment développées en direction de l'algèbre linéaire, on est capable
de voir, dans un sens quasi perceptif, la structure mathématique de l'algèbre linéaire, d'en voir
la simplicité et on est capable de l'appliquer à des systèmes variés, moyennant uniquement
de les placer dans la structure.
Toutefois, et c'est ce que nous avons pu voir en étudiant brièvement l'aspect historique, le
développement de structures mentales aptes à "percevoir" la structure d'algèbre linéaire et sa
généralité est loin d'être immédiat. L'approche généralement suivie dans les cours d'algèbre
linéaire est de commencer par l'introduction des axiomes de la structure d'espace vectoriel.
Pour quelqu'un maitrisant la matière, on comprend assez facilement l'attrait d'une telle
approche. On oﬀre par ce biais directement les bases de la structure dont il est question,
et on pourrait croire que cela peut suﬃre à un étudiant à avoir un accès direct à celle-
ci. Toutefois, sans une structure mentale adaptée, il n'est pas possible, même mis face à
une structure mathématique, de "percevoir" celle-ci. Bien entendu, cela ne signiﬁe pas que
cette approche empêche tout apprentissage de l'algèbre linéaire, mais elle rend semble-t-il
l'apprentissage plus ardu pour les étudiants (et par extension pour les enseignants). En eﬀet,
cette approche nécessite de construire les structures mentales nécessaires à partir de rien 17.
Comme le disent Dorier et Aline Robert :
17. Ou plutôt à partir de structures mentales très primitives, aucune structure mentale ne se construisant à partir de rien
(Piaget 1961).
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[U]ne exposition des premières notions d'algèbre linéaire en tant qu'objets bien
ordonnés d'une théorie uniﬁée et abstraite risque de manquer complètement son
but auprès des étudiants : ceux-ci n'auront aucune raison de rentrer dans la logique
du rôle de ces notions, ou de percevoir l'économie réalisée dans la résolution de
nombreux problèmes, car ils ne pourront faire seuls le lien entre ces résolutions "à
la main" qu'ils connaissent depuis l'enseignement secondaire et celles qu'on leur
propose maintenant. Ils n'adopteront le niveau de connaissances demandé que par
contrat, et le gain sera mince pour beaucoup...(Dorier & Robert dans [10], p. 292,
1997)
Ainsi, selon moi, un enseignement eﬃcace de l'algèbre linéaire doit, dans un premier temps
en tout cas, se focaliser sur le développement des structures mentales des étudiants, aﬁn de
leur oﬀrir, le plus tôt possible, l'accès à la compréhension des structures de l'algèbre linéaire.
En d'autres termes, il faut trouver des moyens de forcer l'abstraction réﬂéchissante (Piaget
1961) des étudiants, de leur faire réﬂéchir, reconstruire et combiner leurs structures mentales
existantes.
Avant d'exposer les diﬀérents résultats qui nous intéressent ici, il est, je pense, intéressant
de parler brièvement de l'utilité de l'enseignement de l'algèbre linéaire au gymnase. L'une
des conclusions du LACSG (Linear Algebra Curriculum Study Group, groupe d'enseignants
américains formé dans le but d'étudier les diﬃcultés liées à l'enseignement et à l'apprentissage
de l'algèbre linéaire) est que le temps alloué à l'enseignement de l'algèbre linéaire est trop
faible. Alors qu'en France, l'algèbre linéaire n'a fait qu'une brève apparition au programme
du lycée, elle est toujours enseignée dans les gymnases vaudois, pour les élèves de maturité
suivant le programme de mathématiques renforcées. Guershon Harel écrit à ce propos :
Introduire l'algèbre linéaire au lycée peut sembler trop ambitieux à certains.
Mais, si nous croyons à la nécessité, pour des raisons pédagogiques, d'une continuité
entre les mathématiques du lycée et celles de l'université, et si nous reconnaissons
par ailleurs que le temps d'enseignement consacré à l'algèbre linéaire à l'université
est insuﬃsant, alors il devrait être clair qu'un traitement introductif de l'algèbre
linéaire au lycée est indispensable. Introduire l'algèbre linéaire au lycée ferait plus
que préparer les étudiants à faire du calcul sur des matrices ou des déterminants.
Cela poserait les fondations pour construire des images-concepts riches et eﬀectives
pour l'indépendance linéaire, les sous-espaces engendrés, les espaces vectoriels et
les transformations linéaires. Les étudiants qui suivraient un programme d'algèbre
linéaire au lycée deviendraient motivés et mieux préparés sur le plan cognitif pour
abstraire ces concepts, et d'autres, dans leur premier cours universitaire d'algèbre
linéaire. (Harel dans [10], p. 217, 1997)
En d'autres termes, l'enseignement de l'algèbre linéaire au gymnase/lycée doit avoir pour
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but de développer les structures mentales dans la direction menant à la compréhension de la
structure d'algèbre linéaire, aﬁn de préparer les étudiants à pouvoir comprendre l'enseigne-
ment prodigué à l'université.
4.1 Trois principes d'apprentissage et d'enseignement
Pour stimuler l'abstraction réﬂéchissante, et ainsi la reconstruction de structure mentales
de niveau supérieur, l'enseignement de l'algèbre linéaire doit se baser, selon Harel (1997), sur
trois principes qui sont les principes de concrétisation, de nécessité et de généralisabilité.
Harel déﬁnit le principe de concrétisation par :
Pour qu'un étudiant soit capable d'abstraire une structure mathématique d'un
modèle donné de cette structure, les éléments de ce modèle doivent être des entités
conceptuelles aux yeux de l'étudiant ; c'est-à-dire que l'étudiant doit posséder des
procédures cognitives qui peuvent prendre ces objets comme des données d'entrée.
(Harel dans [10], p.220, 1997).
Celui-ci relève que les manuels d'algèbre linéaire ne suivent généralement pas ce principe. Il
met en évidence l'existence d'une hypothèse implicite selon laquelle les étudiants maitrise-
raient, selon nos termes structuralistes, diﬀérents systèmes abstraits de la structure d'algèbre
linéaire, et comprendraient ainsi l'intérêt économique de la réﬂexion directement sur la struc-
ture d'algèbre linéaire. Comme ça n'est pas le cas, les manuels semblent ne pas être adaptés
aux besoins des étudiants. Soyons un peu plus précis dans cette interprétation structuraliste.
Nous avons vu dans la réﬂexion sur l'ontologie des objets mathématiques dans le structura-
lisme qu'une structure peut être exempliﬁée par une autre structure. C'est clairement le cas
de l'algèbre linéaire, où la structure d'espace vectoriel peut être exempliﬁée par la structure
de la géométrie vectorielle, par la structure des matrices, par la structure des applications
linéaires, par une structure modélisant un mélange de gaz, etc. Pour pouvoir l'appréhender,
il est nécessaire de maitriser au préalable au moins quelques structures exempliﬁant la struc-
ture voulue. Une fois une structure "maitrisée", elle est alors "concrète" 18, elle peut alors
servir de système permettant de façon eﬀective de comprendre la structure d'espace vectoriel,
mais sans cela, on demande aux étudiants de comprendre une structure abstraite à partir
de son exempliﬁcation par d'autres structures abstraites (par opposition à des structures
"concrètes") que les élèves ne maitrisent pas.
Le deuxième principe qu'Harel déﬁnit, le principe de nécessité, postule :
Pour qu'un étudiant apprenne, il doit sentir une nécessité pour ce qu'on veut
lui enseigner. Par "nécessité", nous entendons une nécessité intellectuelle, par op-
position à une nécessité sociale ou économique. (Harel dans [10], p.226, 1997)
18. Pour les étudiants, la notion de "concret" est en eﬀet ici une notion purement subjective.
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Aﬁn de forcer les étudiants à reconsidérer leur conception, ou à redéﬁnir leurs structures
mentales par abstraction réﬂéchissante, mettre les élèves devant une situation-problème qu'il
ne peuvent résoudre avec les outils qu'ils ont alors, semble d'une grande eﬃcacité.
Un tel conﬂit, ou déséquilibre comme dirait Piaget, peut conduire l'étudiant à recon-
sidérer son action antérieure et à rechercher de nouveaux moyens pour résoudre le
problème. Ce sont ces conﬂits cognitifs et les résolutions inventées par les étudiants
qui constituent une transition graduelle vers des conceptions plus avancées.(ibid.)
Il faut donc mettre les étudiants dans des situations didactiques comprenant des contraintes
appropriée grâce à quoi les étudiants peuvent abstraire les concepts mathématiques, tout en
restant dans un contexte réaliste.
A travers leurs activités, les étudiants doivent sentir que ce qu'ils font débouche
sur la solution d'un problème (leur propre problème !) ou la résolution d'un conﬂit
(leur propre conﬂit !) ; et si une idée [. . .] est suggérée par leur enseignant, ils ne
doivent pas avoir l'impression que cela est arbitraire. (ibid.)
Pour ﬁnir, le troisième principe, le principe de généralisabilité postule :
Quand on a aﬀaire à un modèle concret, c'est-à-dire un modèle qui satisfait le
principe de concrétisation, les activités didactiques à l'intérieur de ce modèle doivent
permettre et encourager la généralisabilité de ces concepts. (Harel dans [10], p. 228,
1997)
L'idée est ici qu'il faut trouver des moyen de motiver les étudiants à "uniﬁer" les proprié-
tés communes aux diﬀérents systèmes exempliﬁant la structure voulue, pour obtenir ladite
structure. Harel illustre ce principe de la manière suivante :
Par exemple, quand on est dans l'espace géométrique à trois dimensions, une base
peut être déﬁnie par trois vecteurs non coplanaires. Mais cette déﬁnition est restric-
tive et dépend du contexte, elle ne se transfère pas aux espaces vectoriels abstraits.
Dans [une étude de 1985] le concept de base a été exploré par les étudiants en
commençant par le concept de système générateur minimal. Au départ, un système
générateur peut sembler moins bien approprié parce que les coordonnées peuvent ne
pas être uniques, mais cette remarque conduit à la nécessité de considérer des sys-
tèmes générateurs minimaux, qui doivent également être ordonnés d'une manière
particulière, de façon à donner une représentation unique en terme de coordon-
nées.(ibid.)
Il faut donc construire son cours de manière à faire jaillir dans chaque système, les propriétés
généralisables, et ainsi motiver la généralisabilité des diﬀérents systèmes en une structure
uniﬁcatrice.
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4.2 Le levier "méta"
L'un des moyens d'aider l'abstraction réﬂéchissante à reconstruire des structures mentales
adaptées est l'utilisation de ce que Dorier, Robert, Jacqueline Robinet et Marc Rogalski
(1997) appellent le levier "méta". Il est déﬁni comme suit :
Nous utilisons le mot "levier méta" (ou quelquefois simplement méta) pour dé-
signer le recours dans l'enseignement à des éléments d'information ou de connais-
sances SUR les mathématiques. Cela peut concerner le fonctionnement des mathé-
matiques, leur utilisation, leur apprentissage, ce peut être des éléments généraux
ou particuliers.
[. . .]
Cependant, la distinction entre mathématique et "méta"(mathématique), dans
le cadre de l'enseignement des mathématiques, n'est pas du tout absolue à nos
yeux : la reconnaissance du caractère "méta" de certaines connaissances dépend de
manière déterminante des élèves concernés par l'exposition de ces connaissances.
Ainsi certaines méthodes relèvent du méta pour des élèves ne connaissant par
encore complètement le champ auxquels elles s'appliquent, alors que pour l'ensei-
gnant ou pour des élèves plus avancés ce sont quasiment des mathématiques, pour
eux la distinction n'a pas lieu d'être. (Dorier & al. dans [10], p.185-186, 1997)
Comme nous l'avons dit plus haut, l'entrée dans l'algèbre linéaire par une axiomatisation
de la structure d'espace vectoriel n'est pas adaptée à une première approche de la matière.
Voyons comment, à travers un exemple donné par Dorier & al. (1997), une approche méta
peut être utile dans une introduction à la structure d'espace vectoriel.
Considérons trois objets a, b et x sur un ensemble E muni d'une loi ⊕. Pour pouvoir
aﬃrmer que x ⊕ a = b ⇔ x = b ⊕ (a−1), les axiomes de groupe sont suﬃsants. Ainsi,
l'approche axiomatique permet de vériﬁer facilement une aﬃrmation telle que celle-ci, sur un
espace E, pour peu que celui-ci soit un groupe (ce qui se vériﬁe facilement).
Les auteurs introduisent leur séquence de la manière suivante :
[N]ous avons ainsi donné aux étudiants un texte d'environ cinq pages, qui illustre
et explicite l'idée précédente. Le point de vue est clairement méta, et les étudiants
sont avertis que le texte développe des arguments d'un type assez inhabituel. Ils
ont environ deux semaines pour lire ce texte et faire les quelques exercices qui le
jalonnent. Par exemple pour illustrer l'idée de mécanisme, à l'÷uvre dans la résolu-
tion des équations, les étudiants ont à résoudre des équations entre transformations
géométriques. Dans un cas, il n'y a que des rotations, ainsi on peut opérer dans
un groupe, et résoudre cette équation très simplement, sans vraiment beaucoup de
compétence de géométrie. Dans un autre cas, il y a une projection (qui n'est pas
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une bijection), ainsi on doit utiliser des compétences précises de géométrie portant
sur les projections. La dernière page du texte concerne les groupes additifs et leur
structure "naturelle" de Z-module. (Dorier & al. dans [10], p 193, 1997)
Considérant un groupe additif, l'enseignant demande de considérer l'équation 2x = x0. Pour
résoudre une telle équation, il est nécessaire de donner un sens à 1
2
x0, et on décide alors de
se restreindre aux groupes pour lesquels il est possible de déﬁnir l'expression "ax", ∀a ∈ Q,
de manière compatible avec l'expression dans le cas où a ∈ Z 19.
On demande alors aux étudiants de donner explicitement les propriétés qu'ils doivent
utiliser pour eﬀectuer les raisonnements suivants :
{ax = bx0, a 6= 0} ⇒
{
x =
(a
b
)
x0
}
et
{a(x+ x0) = bx0, a 6= b, a 6= 0} ⇒
{
x =
(
b− a
a
)
x0
}
.
A la ﬁn de cette première phase, on obtient une liste d'environ une douzaine
de propriétés, qui contiennent les axiomes de la structure d'espace vectoriel sur Q.
(ibid.)
Les élèves obtiennent ainsi une liste réduite (mais pas forcément minimale) de propriétés
qui, lorsqu'elles sont satisfaites, permettent de résoudre des équations linéaires sur des espaces
donnés, de manière similaire aux cas vus dans le texte qui précède.
Finalement, on s'intéresse à réduire au maximum cette liste de propriétés, en demandant
aux étudiants de chercher quelles propriétés peuvent être déduites des autres. On peut ainsi
obtenir la déﬁnition axiomatique d'un espace vectoriel sur Q, qui peut alors se généraliser aux
espaces vectoriels sur R. Et comme le précisent les auteurs : "[B]ien sûr le but principal de la
séquence n'est pas de donner ce résultat mathématique, mais bien plus toute l'argumentation
qui y conduit." (ibid.) Cette approche a non seulement l'intérêt de présenter un aspect "méta"
à travers les arguments et les raisonnements qui mènent au résultat voulu, mais de plus, les
élèves sont impliqués dans une participation active, ce qui favorise encore plus chez eux une
abstraction réﬂéchissante développant les structures mentales dans la direction voulue.
Les auteurs donnent le retour suivant :
Nous avons expérimenté cette séquence à deux reprises. Chaque fois les étu-
diants ont été très actifs. Leurs réactions et leurs réponses montrent qu'ils sont
apparemment capables de suivre l'idée qui consiste à construire une axiomatique
sur les bases proposées dans la séquence. Ils ont donné eux-mêmes les bonnes pro-
priétés pour résoudre les équations linéaires, ont été intéressés et se sont montrés
19. On notera que cette approche, partant du cas de la loi externe sur les entiers, pour ensuite arriver sur celle des naturels,
correspond à l'axiomatisation d'espace vectoriel de Peano, que nous avons présenté dans notre survol historique.
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capables de trouver quelles propriétés pouvaient se déduire des autres. Globalement
on peut constater un certain succès, ou au moins observer de bons indicateurs dans
le déroulement de la séquence elle-même, ce qui est une sorte de validation interne.
(ibid. p.194-195)
Ils ajoutent également que cette approche a permis aux étudiants de mieux comprendre les
enjeux du formalisme et de l'abstraction, qui font peur à beaucoup d'entre eux.
Bien que cette séquence ait été conçue pour des étudiants à l'université, je pense que
des séquences de ce genre au gymnase sont potentiellement envisageables, et peuvent appor-
ter beaucoup. Un travail d'adaptation par rapport au niveau des élèves de gymnase serait
néanmoins nécessaire.
4.3 Exemple de Lille
Pour terminer ce chapitre, je vais présenter rapidement un compte rendu de l'enseignement
"expérimental" de l'algèbre linéaire réalisée à l'Université des Sciences et Technologies de
Lille, dès 1984, par Marc Rogalski, et présenté dans [10] (1997). Cela nous permettra de voir
comment un cours d'algèbre linéaire peut être construit dans son intégralité, en respectant
les points que nous avons soulevés jusque-là.
Rogalski base la construction de son cours sur les trois hypothèses suivantes :
a) Il faut prendre en compte la nature formalisatrice, uniﬁcatrice, généralisatrice
et simpliﬁcatrice des concepts de l'algèbre linéaire.
b) L'enseignement de l'algèbre linéaire nécessite un certain nombre de prérequis.
c) Il faut utiliser de façon interactive les trois idées suivantes :
∗ le recours au levier du "méta" ;
∗ la construction d'ingénieries longues ;
∗ la construction des changements de points de vue comme moteur d'uniﬁca-
tion, d'abord, de résolution ensuite. (Rogalski dans [10], p. 160, 1997)
Rogalski développe ensuite le premier point en écrivant :
Pour créer de bonnes conditions d'apprentissage, on peut jouer sur plusieurs
plans, dont une articulation temporelle convenable est essentielle. Nous avons retenu
les objectifs suivants :
∗ construire des savoirs préalables qui vont être eﬀectivement uniﬁés par la
théorie que l'on veut enseigner, et construire ces savoirs dans des cadres dif-
férents ;
∗ dégager un ensemble de questions "qui se ressemblent" et sont "mal résolues"
dans l'ensemble de ces savoirs préalables ;
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∗ utiliser des changements de points de vue entre ces savoirs et entre ces ques-
tions comme raison pour vouloir uniﬁer, voire comme déclencheurs de l'uni-
ﬁcation ;
∗ relire ensuite ces connaissances anciennes dans la théorie uniﬁcatrice, y ré-
interpréter des objets et des problèmes, y résoudre des problèmes nouveaux,
inaccessibles dans les connaissances anciennes ;
∗ expliciter pour les étudiants, au niveau du discours, ces allers et retours, l'enjeu
des changements de points de vue, des uniﬁcations ;
∗ mettre en scène des situations dont le but sera une prise de conscience "méta"
sur les nouvelles connaissances et leur rôle, plus que ces savoirs eux-mêmes,
déjà introduits. (ibid.)
Concernant le second point, les prérequis n'ont pas nécessairement à avoir été vus avant le
début de l'apprentissage de l'algèbre linéaire, mais peuvent être vus en début de celui-ci, ou
même en parallèle. En eﬀet, selon l'auteur, certains savoirs sont essentiels à l'enseignement
et l'apprentissage de l'algèbre linéaire.
Et ﬁnalement :
Par ingénierie longue, nous entendons un type d'enseignement qu'on ne peut frac-
tionner, le temps long en étant un élément constitutif. (ibid., p. 164)
Outre ces trois hypothèses, l'auteur a décidé de centrer son cours sur la notion de rang. En
eﬀet, l'analyse historique et épistémologique en a montré l'importance. De plus, cette notion
est particulièrement diﬃcile pour les étudiants. Ainsi, plutôt que d'introduire l'algèbre par
un parallèle avec la géométrie vectoriel, comme c'est souvent le cas, l'entrée se fait par les
équations linéaires, où la notion de rang arrive assez naturellement.
Dans une première étape, le travail se fait donc sur la résolution de système, avec l'utilisa-
tion de la méthode d'élimination de Gauss, dans des systèmes de n équations à m inconnues.
Le but est de mener les étudiants à se poser des questions quant au nombre d'équations
présentes, i.e. s'il y en a "trop", ainsi que de savoir combien de paramètres sont nécessaires
pour déﬁnir l'ensemble de solutions d'un système.
Dans une deuxième étape, le changement de point de vue vers la géométrie vectorielle se
fait, en considérant une équation linéaire homogène comme un vecteur de Rn. La dépendance
linéaire et le rang sont alors déﬁnis dans ce cadre là. La propriété d'invariance de rang par
des combinaisons linéaires est alors mise en évidence. Le passage d'une paramétrisation d'un
sous-espace de Rn à partir d'un ensemble d'équations, et réciproquement, sont également vus.
Finalement, les notions de dimension et de base d'un sous-espace sont introduites, établissant
les résultats conjecturés dans la première partie. Les résultats fondamentaux sont démontrés
de manière algébrique, abstraite, en évitant de passer par des coordonnées. Comme le dit
l'auteur :
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Il faut remarquer que nous nous gardons d'étudier l'espace Rn "à fond", et qu'en
particulier nous évitons d'aborder des problèmes dont la solution demanderait une
compréhension des caractères intrinsèques des notions de vecteur ou d'application
linéaire indépendamment des représentations dans la base canonique de Rn. (ibid.
p.168)
A la troisième étape seulement, l'algèbre linéaire comme théorie abstraite, avec l'axioma-
tisation des espaces vectoriels, les applications linéaires, etc., est étudiée. Des situations déjà
vues sont alors traduites dans le cadre abstrait, et des problèmes non triviaux et accessibles
dans diﬀérents cadres, sont à modéliser dans le cadre de l'algèbre linéaire.
Finalement, à la quatrième étape, l'aspect plus technique, avec les calculs matriciels, les
changements de base, etc. sont brièvement vus, mais comme le dit l'auteur :
[N]ous ne cherchons absolument pas à faire des étudiants des virtuoses du calcul
matriciel, puisque notre but est la compréhension des concepts : un peu de calcul
y aide, trop de calculs en détournent les étudiants, toujours adeptes spontanés du
"plutôt calculer que raisonner" ! (ibid. p 169)
Notons que cette dernière remarque peut s'appliquer à bien d'autres domaines des mathé-
matiques, et je pense que les enseignants devraient toujours garder cela en tête.
Globalement, l'auteur observe que par cette méthode
1. La notion générale de rang est acquise par une grande majorité des étudiants, et ils
savent s'en servir dans des résolutions concernant les sous-espaces.
2. Le changement de point de vue concernant les sous-espaces, entre paramétrisation et
système d'équations, semble maitrisé par la moitié des élèves.
3. Les études d'applications linéaires, concernant le noyau et l'image, sont généralement
bien réussis.
4. La modélisation du cadre algébrique de manière spontanée ne semble acquise que par une
minorité d'étudiants, mais elle est toutefois mobilisable lorsque cela est explicitement
demandé.
Cet enseignement expérimental de Lille met ainsi en évidence une manière alternative d'en-
seigner l'algèbre linéaire, et semble être d'une eﬃcacité remarquable. Il est clair que ce pro-
gramme ne peut être transféré tel quel à d'autres contextes d'enseignement, tel que l'ensei-
gnement au gymnase, mais les idées peuvent être selon moi adaptées à des programmes plus
légers.
Pour conclure ce chapitre, je tiens à dire, comme dit dans l'introduction de ce travail, que
ces résultats en didactique n'ont pas du tout pour but d'être exhaustifs. D'autres aspects ont
été étudiés et développé dans [10] (1997) et méritent d'être vus par tout lecteur intéressé. Il
serait également intéressant d'étudier d'autres résultats plus récents, mais pour des raisons
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de temps, je n'aurais pas la possibilité de le faire dans ce travail. J'espère toutefois avoir pu
mettre en avant suﬃsamment idées importantes sur la didactique de l'algèbre linéaire pour
pouvoir construire un cours eﬃcace de cette matière.
5 Conclusion
Nous avons vu dans ce travail le point de vue structuraliste, selon lequel les mathématiques
sont la science des structures. L'étude de ces structures, indépendamment de leurs exempli-
ﬁcations, est ce qui est pertinent en mathématique. Nous avons également vu que l'esprit
appréhende le monde à travers des structures mentales, qui se développent chez l'enfant à
partir de structures primitives, par abstraction réﬂéchissante, jusqu'à donner des structures
permettant d'appréhender les premières structures mathématiques. Nous avons conclu qu'il
était nécessaire pour pouvoir appréhender une structure mathématique, d'avoir des structures
mentales suﬃsamment développées.
Nous avons, dans une seconde partie, vu les points principaux du développement historique
de l'algèbre linéaire, particulièrement que, bien que Rn soit actuellement le système de pré-
dilection pour exempliﬁer la structure de l'algèbre linéaire, l'espace des équations homogène
est le premier à avoir mis en lumière certains principes fondamentaux de l'algèbre linéaire, tel
que la notion de rang. Nous avons également vu avec quelle diﬃculté les notions communes
aux diﬀérentes théories menant à l'algèbre linéaire se sont uniﬁées pour donner cette théorie.
Nous avons ﬁnalement vu les premières approches axiomatiques, et leur faible importance
historique 20, en comparaison à d'autres développements. Nous avons ensuite tenté de donner
une interprétation de ce développement, en formulant l'hypothèse que les "freins" au dévelop-
pement de l'algèbre étaient essentiellement dus au manque de structures mentales adaptées
à l'uniﬁcation des diﬀérentes théories.
Enﬁn, nous avons vu quelques idées favorisant selon moi le développement des structures
mentales adaptées à l'appréhension des structures mathématiques de l'algèbre linéaire. Nous
avons vu que commencer un cours par une approche axiomatique n'était pas une démarche
adaptée, et que d'autres approches s'avèrent plus pertinentes et eﬃcaces. Nous avons vu
que l'enseignement devait se baser sur les principes de concrétisation, de nécessité et de
généralisabilité. Nous avons également vu l'importance du "levier méta", et en particulier
comment une approche méta pouvait mener les élèves à appréhender les enjeux derrières
les approches axiomatiques. Pour ﬁnir, nous avons pu voir un enseignement alternatif de
l'algèbre linéaire à travers l'enseignement pratiqué à Lille, enseignement partant des systèmes
d'équations et se focalisant sur la notion de rang, et les avantages d'une telle approche, par
rapport à l'approche habituelle.
20. Cela ne signiﬁe évidemment pas qu'elle n'ont pas un grand enjeu historique. L'enjeu est faible uniquement au niveau du
développement historique de la théorie.
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J'espère que les divers points développés dans ce travail auront permis au lecteur de bien
se représenter les idées en jeu, et qu'avoir eﬀectué un tel travail me permettra à l'avenir
de donner non seulement un enseignement de l'algèbre linéaire, mais un enseignement des
mathématiques en général, plus adapté aux besoins des élèves.
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Les Apports du Structuralisme Dans l'Enseignement de
l'Algèbre Linéaire.
Résumé
Ce travail a pour but de faire les liens entre le structuralisme en philosophie des
mathématiques, et la didactique de l'algèbre linéaire. Il se divise en trois parties.
Une première partie philosophique et épistémologique, une seconde partie histo-
rique, et une dernière partie concernant directement la didactique de l'algèbre li-
néaire. Il s'adresse à quiconque s'intéresse à la philosophie des mathématiques ou
à l'enseignement des mathématiques.
Dans la première partie de ce travail, je commence par parler de la philosophie
structuraliste en général, et des considérations ontologiques qui en découlent. Je
présente ensuite les liens qui peuvent être faits avec les travaux de Jean Piaget
et de sa méthode génétique. On y voit comment les idées structuralistes s'arti-
culent dans le cadre du développement des notions mathématiques chez l'enfant,
et comment celles-ci peuvent se développer suﬃsamment pour atteindre les "ma-
thématiques pures", ou mathématiques entièrement abstraites de tout rapport au
monde physique.
La seconde partie sert à se faire une idée générale du développement historique
de l'algèbre linéaire. On y voit que les premières idées qui ont mené à l'algèbre li-
néaire remontent à la fois aux théories traitant des équations linéaires, et du début
de la géométrie algébrique. On y voit ensuite comment les diﬀérentes avancées ma-
thématiques ont mené aux premières approches axiomatiques. Ce survol historique
se termine par une interprétation structuraliste de ce développement historique.
En dernière partie, je présente quelques résultats en didactiques de l'algèbre qui
s'articulent bien autour des concepts du structuralisme. Ces résultats ne sont pas
nouveaux, et sont tirés des travaux de Jean-Luc Dorier, Guestshon Harel, Joel Hillel,
Marc Rogalski, Aline Robert et Jacqueline Robinet. Ainsi mon approche consiste
plus en une réinterprétation structuraliste de ceux-ci. La liste de ces résultats ne
se veut pas non plus exhaustive, et d'autres problèmes, tel que par exemple les
diﬃcultés liées au formalisme, ne sont pas traitées dans ce travail. En eﬀet, une
focalisation sur les travaux pouvant être mis en lien avec le structuralisme est ici
préférée.
Mots Clés :
Mathématique, philosophie, didactique, structuralisme, histoire, algèbre linéaire.
