Abstract. We introduce the /&-system and derive necessary and sufficient conditions for these systems to be strictly passive. Strictly passive &--systems axe characterized as having a representation in terms of a co-J-lossless matrix. A state space proof is developed and provides a Riccati equation characterization of a strictly passive &--system, as well as a formula for the co-J-lossless matrix representation. Applications to Nevanlinna Pick interpolation and an H, filtering problem are considered.
Introduction
The theory of positive (or negative) subspaces of an indefinite inner product space provides powerful results in interpolation theory and related areas such as 7-1, control (see [2] , [3] , [SI). Yet these ideas have remained the preserve of a handful of researchers, perhaps due to the abstractness of the problem formulation. Such abstractness, although necessary if the most general theorems are to be derived, is unnecessary in the more concrete world of rational systems.
In this paper, we consider rational systems described by ordinary linear differential equations. We use the Willems behavioral systems approach (see. In the applications we have in mind, closed loops are required to be stable. This leads us to focus our attention on the unstable 'behavior' of the system. For example, right half plane zeros determine the possible closed loops in the optimal sensitivity problem; right half plane poles do the same in optimal robust stabilization problems; and both can be formulated as optimal interpolation problems with the interpolation points in the right half plane ( [4] , [lo] , [12] , [IS] ). An &--system is the idea we introduce to focus attention on this unstable 'behavior'. Roughly speaking, the behavior of an &-system is an unstable orthogonal complement of a differential operator R ( d / d t ) . We will argue that this provides a very convenient language for all sorts of 7-1, optimization problems. (See Section 4).
To illustrate our approach, consider the following constant matrix optimization problem. Given A and B , find Q such that H = A + Q B and llHll < 1, where 11 . 11 is the Euclidean induced norm. This problem boils down to showing that certain matrices have a specific inertia. If they have not, then no solution exists; if they have, then all solutions can be generated. This is most easily seen by using orthogonal complements.
If B is square and nonsingular, the problem always has a solution (set Q = -AB-'), because there is no part of the space that cannot be affected by Q, When there are parts of the space Q cannot affect, these subspaces provide necessary conditions for the existence of a solution. Let BI be an orthogonal complement The right hand side is independent of Q, so the inequality B i ( I -A*A)Bl > 0 is a necessary condition for the problem to have a solution. An equivalent statement is that To see that P'JP > 0 is also sufficient for a solution to exist, note that
Using inertia arguments, it may be shown that P ' J P > 0 and G P = 0 imply that GJG' = I.1/'JM'* for some nonsingular matrix W and a signature matrix J which has the same number of negative eigenvalues as J. (Take hl = IV-lG.) Consider now the situation where G and Q are stable, rational matrices. The problem is now more difficult, since inverting stable matrices may introduce unstable poles. An other way of saying the same thing is that the essential properties of G can not always be recovered from an orthogonal complement P of G. 
&-Systems
A dynamical system C = (T, W, U) is a triple, where T is the time axis, W the signal space, and U c WT the behavior, that is, the set of all possible trajectories that may occur. The systems we will look a t are systems C-= (R-, RP, U-), with
in which R is a polynomial matrix: The frequency domain counterpart is a system C-= (C-,CP,U-) with
in which G is a stable rational matrix. It can be shown that for every polyno$al matrix R there exists a stable G, and vice versa, such U-and B-are isomorphic under the Laplace transform. The polynomial matrix R in ( 2 ) is said t o define an A R representation of the &-system. We will drop the 'hats' as long as no confusion can arise, and we switch from time domain to frequency domain whenever it is convenient. We say that stable G in ( Note: the definition allows for more general &--systems than can be described by (2). In this paper, however, only Lz--systems described by (2) are considered. Signals w in a behavior are sometimes referred to as external signals, so as to distinguish them from other signals we may like to introduce. where T -is the orthogonal projection onto 3-1;.
The advantages of using AR representations instead of the usual transfer matrices are: (1) AR representations are defined without an input/output partitioning of the external signal; and (2) AR representations can represent systems that can not be represented by a transfer matrix from inputs to outputs. The second example in Example 2.2 can not be written as y = Hu, with external signal w = (;). Transfer matrices mapping inputs to outputs give rise to infinite dimensional behaviors (the input U can be chosen from an infinite dimensional space, usually for all time T E R-. Inequality (4) is referred to as the strict passivity inequality (SP inequality).
The systems we consider are time invariant, so we may restrict our attention to the case T = 0. E x a m p l e 2.5 Suppose y = Hu, H E 3-1, . Let G = ( H -I ) and consider the L2--system C-with behavior U-= UG. Then ' 2-is SP with respect to the partitioning w = (i) iff llHllm < 1.
The main result is formulated next. P r o o f 2. 7 That SP implies the existence of a co-J-lossless matrix that defines the system is proven in the next section. Sufficiency is easy, see [14] .
A co-J-lossless M can be constructed from a given G, if it exists: The following lemma describes the minimality conditions.
sive L2--Systems
In this section we determine necessary and sufficient conditions under which an &--system is strictly passive, expressed in terms of state space descriptions of the system. To begin, we consider the state space descriptions with which we work.
ONR's and DVR's
This subsection contains some basic results on two different state space representations of a system. The external signal will be denoted by w. Other signals, like the state, are there to enable a parameterization of all w's. In this subsection it is not assumed that w is in C2-; we will introduce this additional constraint in the next subsection. Definition 3.1
1. An output nulling state space system is a system whose external signal w satisfies
No restrictions are imposed on the 'initial' state.
The quadruple { A , B, C, D } defines an output nulling representation (ONR) of the system.
2.
A driving variable state space system is a system whose external signal w satisfies 
This system has ONR quadruple { A , 0, -C, I ) and DVR quadruple { A , , C, } (the 'driving variable' has null dimension). If (C, A )
is observable, both the ONR and the DVR are minimal.
rn
The following lemma describes the relationship between minimal ONR's and DVR's of a system E:
L e m m a 3.5
Let { A , 8 , C, D } define a minimal ONR of a system E. Then { A , B , C , D } given b y
drops below normal rank.
Example 3.2 Consider the system described by
This is a DVR if the external signal is y and the 'initial' state is arbitrary. If the external signal is w = (i), we have DVR
(7) defines a minimal DVR of C . Furthermore, A is a zero of { A , B, C, D } if and only if it is an uncontrollable mode of
rn ( A , @ .
Let { A , B, C, D } define a minimal DVR of a system C. Then

{ A , B, C , D ) given by
and ONR 
( C2 D z ) = ( 6 D ) ( ( D * J D ) -l [ -D * J C + B * X ] W -I ) ' (12)
(
Strictly passive Lz--systems
Consider an tz--system C-with external signal w partitioned as w = (;).
Define the two signature matrices:
Theorem 3.8 Let {A,B,C,D} define an Lz--minirnal DVR of
an &--system C-. Theorem 3.8 can be easily translated into a corresponding ONR result using Lemma 3.5. It is frequently the case that we would like to determine whether or not a given ONR defines an S P &--system without having to find an &--minimal representation. This is quite easily done: Thus ( H ( s ) a , -b , ) / ( s -C,) is in 3-12, which implies H ( s ) a , -b, is zero at s = C , . In other words, H is stable contractive and satisfies the interpolation conditions as well. That is, H is a solution to the NPIP.
Then C-is
Note that there is a freedom in the construction of H. Every stable contractive U will give rise to a solution H to the NPIP.
In fact, it may be shown that all solutions H to the NPIP are generated this way (see e.g.
[l], [13]).
Using the state space results of the previous section, it follows (see (11) ) that this NPIP is solvable iff the solution X to the The given system C is assumed to be of the usual type:
.:( The idea is to show that there exists a subset of the closed-loop behavior that does not depend on the filter. If the ' H , filtering problem has a solution, i.e., if there is a filter such that the closedloop system is SP, then certainly the SP inequality must hold on this filter independent subset. This provides a necessary condition (see [51, ~3 1 ) .
