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RESUMO: Este artigo se insere no campo da Sociologia Digital e objetiva 
realizar um balanço bibliográfico sobre viés algorítmico (algorithmic bias) nas 
Humanidades, observando quais definições, causas, diagnósticos e perspectivas são 
apresentadas para o fenômeno. Tomando por base artigos presentes nos principais 
portais de periódicos nas línguas inglesa, espanhola e portuguesa, foram encontrados 
majoritariamente artigos de cunho ensaístico, produzidos no Norte Global, com 
baixa penetração da temática nas literaturas em espanhol e português. Percebe-se 
certa indefinição sobre o termo, ora tratado como sinônimo de discriminação, ora 
como sua causa. Como principais fontes de viés, foram identificadas a construção 
de ferramentas e os dados de treinamento. Esses fatores ressaltam a necessidade 
de aumentar a transparência no desenvolvimento de algoritmos; ademais, sugerem 
tendência analítica de enfatizar o caráter subjetivo do viés algorítmico. Esses 
achados salientam a importância de integrar à análise elementos que transcendem 
a subjetividade desses atores.
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I. Introdução
A vida social contemporânea está impregnada por novas tecnologias 
digitais1 e pelos algoritmos que as compõem, sendo usadas para interação com 
outras pessoas e instituições, para movimentação por espaços públicos, para 
a produção e recriação de subjetividades (LUPTON, 2015). Tal processo de 
normalização das tecnologias digitais no mundo social gera uma infinitude de 
dados e metadados sobre hábitos, padrões de consumo e de interação. Essas 
tecnologias se desdobram em uma miríade de produtos – de objetos inteligentes 
(smart objects), conscientemente adquiridos e manipulados, a sensores e outros 
aparelhos dispersos pelos territórios por onde se circula (como smart cameras, 
ou outros sensores de ambiente). Imperativo para o tratamento e utilização deste 
big data2 é o uso de sistemas algorítmicos que automatizem os processos de 
tratamento, categorização e filtragem de dados. 
A partir da aplicação de tais modelos algorítmicos a dados digitais3 é possível 
extrair correlações entre categorias, que são postas a serviço dos mais diversos 
propósitos. Um deles é a manutenção dessas tecnologias. Outras aplicações passam 
pela consolidação e comercialização de dados agregados com objetivo de aumentar 
a sua precisão sobre agrupamentos sociais com fins de micro-targeting, por 
treinamento de outros sistemas algorítmicos, pela promoção de controle e vigilância 
estatais, entre outros. Daqui extraem-se três questões: a primeira é que esses dados, 
automaticamente coletados, tornam-se mercadoria quando agregados. A segunda é 
que, uma vez vendidos, são utilizados em outras atividades às quais não estão inicial 
e diretamente relacionados, além de serem manipulados com o auxílio de processos 
automatizados. Finalmente, ressalta-se a interatividade entre indivíduos, dados e 
análise, uma vez que tais tecnologias incidem e geram impactos sobre o mundo e a 
vida social (MARRES, 2017)4.
Alguns estudiosos apontam que a tendência de valorização e comercialização 
de dados está associada a uma orientação da lógica capitalista em termos de ganhos 
em produtividade e rentabilidade (ZUBOFF, 2018; 2019; FOURCADE; HEALY, 
2016), além de a processos mais amplos de quantificação da vida social e de 
movimentos de categorização (PASQUALE, 2017; POWER, 2004; LE GALÈS, 
1	 O	termo	tecnologia	digital	se	refere	à	conjunção	de	software e hardware em	um	dispositivo,	bem	como	
à	infraestrutura	necessária	para	seu	funcionamento	(LUPTON,	2015,	p.7).
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2016; HACKING, 1990)5. Apresentados e vendidos como potenciais soluções a 
problemas sociais, sistemas algorítmicos são mobilizados como formas de aumentar 
a eficiência de processos os mais variados (CASTRO, 2018; MACHADO, 2018), 
de modo mais objetivo e cego a diferenças sociais, colocados como mais neutros, 
previsíveis e precisos (BOYD; CRAWFORD, 2012; LUPTON, 2015)6. 
Há uma literatura em expansão polemizando tais afirmações, respaldada 
em campos consolidados de investigação sobre tecnologias, discriminação, 
desigualdade e quantificação. De matriz multidisciplinar, esses estudos abordam 
a produção de vieses algorítmicos (algorithmic bias), discriminação algorítmica 
(algorithmic discrimination), e filtragem/perfilamento algorítmico (algorithmic 
profiling). Dentro desse contexto, apresenta-se uma revisão bibliográfica acerca da 
temática do viés algorítmico nas Humanidades, com base nos principais portais de 
periódicos nas línguas inglesa, espanhola e portuguesa. O objetivo é acompanhar 
o surgimento e desdobramento do debate sobre o viés algorítmico, com ênfase nas 
definições, perspectivas e nos diagnósticos que circulam na literatura acadêmica 
neste momento. 
Após introdução aos conceitos centrais da área, a segunda seção descreve a 
metodologia usada para o levantamento e sistematização dos trabalhos. A terceira 
seção discute a literatura internacional sobre viés algorítmico, destacando as 
famílias de definições presentes, as causas e as consequências apontadas para a 
existência de viés algorítmico, além de quais perspectivas são apresentadas para 
reduzi-lo ou superá-lo. A quarta seção trata dos trabalhos em português, atentando 
para a abordagem do tema no Brasil e para eventuais diálogos com perspectivas 
internacionais. A quinta e a última seções discutem tendências identificadas e 
tecem considerações para o subsequente desenvolvimento de pesquisas sobre o 
tema.
Como ponto de partida, cabe definir o que se entende por algoritmo. Em um 
sentido amplo, um algoritmo é uma sequência de instruções a serem cumpridas 
em uma determinada ordem, ou “procedimentos codificados que, com base em 
cálculos específicos, transformam dados em resultados desejados” (GILLESPIE, 
2018, p.97). No entanto, é usada aqui a acepção contemporânea de “algoritmos 
digitais”, como “entidades reais que consistem em operações finitas de cálculo, 
bem como sequências incomputáveis de dados” (DIXON-ROMÁN; NICHOLS; 
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se referir ao viés algorítmico trata-se do enviesamento estatístico7 ou moral8, ou da 
discriminação causada por meios algorítmicos –, isto é, da automatização de cálculos 
e processamento automatizado de dados.
Com base na literatura pesquisada realiza-se uma tentativa inicial de 
apresentar o que se entende por “viés”.
Embora haja diversas modalidades de algoritmos, o fenômeno do viés 
algorítmico é associado primordialmente ao uso de algoritmos de aprendizado 
de máquina (machine learning). Neste processo, o sistema apreende padrões 
contidos em um conjunto de dados com o qual é alimentado previamente, e faz 
uso de tais padrões para chegar a resultados não explicitamente programados pelos 
seus desenvolvedores, além de projetar tais padrões apreendidos a novas situações 
(ALPAYDIN, 2017). 
Pode-se assim afirmar que o aprendizado de máquina é uma forma de 
processamento de dados, isto é, de taxonomia. Estudos a esse respeito chamam 
atenção para a construção de classes de equivalência, desde as etapas de seleção 
das qualidades, constituição das categorias à modelagem, gerando informações que 
modificam interpretações da realidade, bem como a realidade em si (DESROSIÈRES, 
2011). Por exemplo, um algoritmo ao qual são apresentadas inúmeras imagens de 
rostos anotados, por humanos, com as classificações “homem” ou “mulher”, será 
capaz de identificar padrões distintos (uso de cabelo curto ou comprido, maquiagem 
etc.) de cada uma das fotos a eles alimentadas e, posteriormente, classificar outras 
fotos de rostos que não faziam parte do conjunto que o alimentou inicialmente. 
Segundo Desrosières (2011), essas práticas taxonômicas foram, historicamente, 
objeto de disputa. Agora, “[o] estabelecimento da concordância [passa a ser] 
deslocado para a construção negociada das próprias máquinas. Porém, mesmo 
então, a controvérsia sobre esses mecanismos pode ser novamente desencadeada” 
(DESROSIÈRES, 2011, p.278, tradução nossa). Seguindo essa visão, a discussão 
sobre o viés algorítmico é uma das formas de reavivamento dessas controvérsias. 
II. Metodologia
Entre os dias 15 e 30 de janeiro de 2020, foram buscados artigos científicos 
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língua inglesa. A opção por esses idiomas baseou-se no reconhecimento de que 
esta temática surgiu inicialmente em países com implementação mais acelerada 
de tecnologias digitais em domínios cruciais da vida social – como, por exemplo, 
a automação de processos relacionados ao provimento de serviços estatais e 
privados9 –, países nos quais domina a literatura científica em língua inglesa. 
Além disso, interessa investigar como essa discussão ressoa em outros centros 
de produção científica mais próximos ao contexto brasileiro, se há apropriação 
desta temática, quais questionamentos são trazidos e se há inovações teórico-
metodológicas. 
Devido à profusão de artigos em língua inglesa, a busca se concentrou em 
periódicos da área de Humanidades, com foco no campo da Sociologia. Desse modo, 
uma produção significativa de livros, relatórios, capítulos de coletâneas e anais de 
congresso foi descartada, a despeito da sua reconhecida relevância para a difusão e 
discussão internacional do tema10. Por ser uma produção recente não foi estabelecido 
recorte temporal; os bancos de dados selecionados (pela abrangência) podem ser 
visualizados no Quadro 1.
Quadro 1 – Portais de periódicos e bancos de dados de artigos consultados
Nacionais Latinoamericanos Demais países
BIB¹ Scielo Google Scholar
Banco de teses da CAPES Latindex HeinOnline
Anais LAVITS¹* DOAJ4
Anais Humanidades Digitais* Taylor & Francis
Anais ANPOCS³* JSTOR
Fonte: Elaboração própria.
* Anais incluídos conforme discussão apresentada adiante
¹ Revista Brasileira de Informação Bibliográfica em Ciências Sociais
² Rede Latino-Americana de Estudos sobre Vigilância, Tecnologia e Sociedade
³ Associação Nacional de Pós-Graduação e Pesquisa em Ciências Sociais
4 Directory of Open Access Journals
Em cada um deles, foram procurados artigos com os termos apontados no 
Quadro 2. Foram utilizadas as palavras-chave que estão na coluna à esquerda, em 
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Quadro 2 – Palavras-chave utilizadas para busca dos artigos
Termo Combinação
viés algorítmico / algorithmic bias / sesgo algorítmico N/A¹
filtragem algorítmica / algorithmic profiling / 
perfil algorítmico & perfilado algorítmico N/A




Viés / bias / sesgo
inteligência artificial / artificial intelligence 
/ inteligencia artificial 
big data




A depender da base, foram encontrados entre 300 e 10 mil resultados. No 
caso da busca em inglês pelo Google Scholar, que reúne artigos já contidos em 
outras bases de dados, restringiu-se excepcionalmente a busca à expressão “viés 
algorítmico”, entre aspas. No JSTOR foram buscadas todas as combinações, porém 
restritas às entradas em revistas de Sociologia (recurso não disponível no Google 
Scholar). Os títulos e resumos dos resultados foram considerados manualmente, para 
assegurar que os artigos selecionados efetivamente abordassem o tema.
Ao cabo do levantamento bibliográfico, restaram apenas cinco artigos em 
língua portuguesa, o que suscitou a necessidade de busca de fontes alternativas na 
literatura nacional. Optou-se por agregar teses e dissertações, bem como artigos em 
anais de congresso. O acesso a essas produções ocorreu de duas formas principais: 
pela expansão dos critérios de recorte nos portais de busca acadêmica (como o 
Google Scholar) e pelo acesso direto a Anais de congressos relevantes para o 
tema: o Simpósio Internacional Lavits, os Encontros da ANPOCS e o Congresso 
Internacional em Humanidades Digitais11. No que diz respeito às teses e dissertações, 
recorreu-se ao Banco de Teses da CAPES. Com essa medida a amostra de trabalhos 
nacionais foi ampliada para 13 artigos e nove dissertações. 
Para sistematizar a análise do conteúdo de todos e cada um dos trabalhos 
selecionados, foi utilizado um formulário com 16 tópicos, elencados no Quadro 3. 
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destacadas em formulário à parte, ainda que dotado dos mesmos pontos de inquérito. 
A pré-estruturação de respostas a algumas questões, apesar de constituir um 
direcionamento do olhar do pesquisador ao seu objeto, possibilita sua comparação 
para amostras maiores. Além do título do artigo, foram coletados os seguintes dados:
Quadro 3 – Tópicos abordados no formulário para coleta de dados do artigo
Tópicos
Número de autores Definição de viés algorítmico
Ano de publicação Causas do viés algorítmico
Nacionalidade do Artigo Consequências do viés algorítmico? 
Distribuição geográfica dos autores 
(pertencimento institucional) Soluções para o viés algorítmico
Subgênero textual Perspectiva teórico-metodológica 
Distribuição geográfica do objeto empírico Hipótese
Área do periódico Principais argumentos
Tema do artigo Palavras-chave¹
Objeto do artigo Outros comentários sobre uso do termo viés algorítmico
Fonte: Elaboração própria.
¹ Neste caso, palavras-chave, ou tags, não correspondem necessariamente àquelas propostas pelos 
autores, mas dizem respeito a tópicos que foram abordados com alguma profundidade ao longo do 
texto.
Após a elaboração e pré-teste do formulário, os autores padronizaram seu 
preenchimento. Ao longo da leitura, ficou claro que a pré-seleção de textos continha 
entradas que tratavam muito subsidiariamente – ou não tratavam em absoluto – de 
viés algorítmico; essas foram subtraídas da amostra. Eventuais referências derivadas 
da leitura desse corpus de textos foram incorporadas, respeitados os requisitos acima 
enunciados. Após esse processo, houve 123 entradas ao formulário, sendo 11 delas 
brasileiras. A este resultado somaram-se sete dissertações.
III. Literatura	Internacional
A. Panorama	sobre	a	produção
Dos 123 artigos analisados, 110 estão em inglês e publicados em revistas 
de circulação internacional, sem periódicos brasileiros e nem de outros países 
da América Latina. Para as análises, foram considerados os 123 artigos. A 
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predominância de artigos publicados por autores do Norte Global é evidente, e ao 
analisar a procedência dos estudos por continente, constata-se que a América do 
Norte, a Europa Continental e o Reino Unido somam 89,4% de toda a produção12. 
Em um único artigo não foi possível coletar os dados, pois os autores se apresentam 
como empresários, e não acadêmicos.
Gráfico 1 – Vinculação institucional dos autores, por distribuição geográfica
Fonte: Elaboração própria.
Vale notar a evolução temporal das publicações na área: 46 dos artigos 
analisados foram publicados em 2019, sendo que 83,4% de toda a produção científica 
sobre viés algorítmico ocorreu a partir de 2016 (Gráfico 2).
Gráfico 2 – Ano de publicação
Fonte: Elaboração própria.
Em relação à autoria, 52,8% foram escritos individualmente e 47,2% por dois 
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Os artigos foram agrupados nas rubricas teóricos, empíricos ou ensaísticos13, 
com a possibilidade de que um texto fosse classificado em mais de uma delas. O 
modo ensaístico predominou, presente em 90 artigos (74,4% do total).
Gráfico 3 – Tipo do Artigo
Fonte: Elaboração própria.
Por fim, destaca-se que os textos foram majoritariamente publicados 
em revistas jurídicas, a seguir em periódicos interdisciplinares e de sociologia 
(Gráfico 4). 
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Na literatura jurídica, nota-se a abordagem do viés algorítmico no contexto 
de outro problema – no uso para a persecução penal, com recorrência do caso 
COMPAS14 (HUQ, 2019; RICH, 2016); no ambiente de trabalho (KIM, 2017); 
no contexto da proteção de dados (MANN; MATZNER, 2019); em perfilamento 
(HILDEBRANDT; KOOPS, 2010); e no direito de autor (BURK, 2019). Em todos 
os casos prevalece a tentativa de subsumir15 normas norte-americanas, em especial 
aquelas relativas a direitos fundamentais individuais de privacidade e de não-
discriminação, às realidades impostas pelo fenômeno.
Um segundo aspecto interessante é que boa parte da literatura jurídica 
busca apresentar e categorizar o fenômeno e suas consequências, além de explorar 
possíveis soluções normativas sistêmicas, como maior transparência, auditabilidade, 
responsabilização (accountability) etc. (AYRE; CRANER, 2018; BAROCAS; 
SELBST, 2016; MAYSON, 2018; LA FORS; CUSTERS; KEYMOLEN, 2019; 
DIAKOPOULOS, 2016). Diakopoulos (2016), por exemplo, propõe pensar 
accountability e transparência com base na divulgação de informações sobre 
intenções e envolvimento humanos, qualidade dos dados e do modelo, quais as 
especificidades das inferências realizadas pelo algoritmo, e como e para o que o 
algoritmo é mobilizado (denominado por ele “presença algorítmica”).
A literatura jurídica trata o viés algorítmico praticamente como um sinônimo 
de discriminação – enquanto fenômeno vivenciado do ponto de vista individual, e 
causado, também, por agentes individuais (programadores negligentes, juízes com 
vieses inconscientes etc.). Poucos autores nessa literatura (BAROCAS; SELBST, 
2016, AYRE; CRANER, 2018, MANN; MATZNER, 2019) exploram em detalhe 
as dimensões sistêmicas e propriamente sociais – como o aprofundamento de 
desigualdades – do uso de vieses algorítmicos.
B.	 Conteúdo	dos	artigos
Em relação à definição de “viés algorítmico”, foi surpreendente perceber que 
nenhum dos trabalhos oferece uma definição explícita para o fenômeno. Nota-se na 
literatura estudada diferentes abordagens e rara preocupação com uma delimitação 
teórica clara (FAVARETTO; DE CLERCQ; ELGER, 2019). 
Em muitos casos, viés algorítmico, viés e discriminação são tratados quase 
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direitos (HOWARD; BORENSTEIN, 2018, MCGREGOR; MURRAY; NG, 2019; 
LEPRI et al., 2018; GRAHAM; WOOD, 2003; FRIEDMAN; NISSENBAUM, 
1996; MBADIWE, 2018; HILDEBRANDT; KOOPS, 2010). Nesse contexto, 
Lim e Taeihagh (2019, p.7, tradução nossa) resumem a tendência: “Um sistema 
é considerado enviesado quando contém características ‘intencionais’ ou ‘não 
intencionais’ que discriminam injustamente certos indivíduos ou grupos de 
indivíduos na sociedade”.
Outros autores definem viés algorítmico como a própria realidade da distorção 
de dados, algoritmos e resultados de acordo com uma realidade social pré-existente – 
ora com maior destaque ao desenvolvimento do modelo e ao uso dos dados, ora à 
própria estrutura social (AYRE; CRANER, 2018; SHIN; FOTIADIS; YU, 2019; 
BAROCAS; SELBST, 2016). 
Buscou-se também conhecer as causas apresentadas para a ocorrência de viés 
algorítmico. Por se tratar de fenômeno majoritariamente associado ao aprendizado 
de máquina, procurou-se identificar se o viés decorria (i) do momento em que 
a máquina era alimentada com dados (input ou dados de treinamento), (ii) da 
construção da ferramenta ou modelo, (iii) da má interpretação do resultado ou output 
do algoritmo, ou (iv) de fatores externos ao sistema. No formulário, as opções não 
eram excludentes16.
Gráfico 5 – Causas apontadas para o viés algorítmico
Fonte: Elaboração própria.
Nos 98 artigos que mencionam causas para o fenômeno, predominam 
preocupações com o momento de construção do modelo. Nesse ponto do processo 
o viés pode emergir na seleção de proxies apropriados, na definição do tipo de 
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Eckhouse e colegas (2019, p.205, tradução nossa) fazem uma reflexão muito 
apropriada sobre o potencial viés na construção de um algoritmo: “O processo de 
construção desses modelos requer julgamento humano sobre o que significa justiça 
em termos matemáticos e quando é moralmente aceitável julgar as pessoas com base 
no comportamento dos outros”17.
Diversos autores discutem o viés gerado pela coleta de dados enviesados, 
ou de forma geral, no input do sistema. É frequente a referência à reprodução de 
padrões sociais pré-existentes em virtude da automação baseada em dados passados 
(AYRE; CRANER, 2018; SHIN; FOTIADIS; YU, 2019; BAROCAS; SELBST, 
2016). Da mesma forma, parte da literatura enfatiza a estrutura social subjacente ao 
viés algorítmico (HILDEBRANDT; KOOPS, 2010; BENJAMIN, 2016; STRAUß, 
2018; ATKINSON, 2018; MBADIWE, 2018).
Por fim, quanto à possibilidade de o viés ter origem no uso dos resultados 
desses algoritmos, destaca-se a pesquisa de Hicks (2019) sobre o desenvolvimento 
histórico de sistemas públicos automatizados no Reino Unido e a introjeção da 
discriminação contra pessoas transgênero, de forma frequentemente intencional e 
sob o manto de maior eficiência:
A fim de aumentar sua própria eficiência e poder, tais sistemas devem representar a 
realidade e traduzi-la em um cenário informativo onde se possa atuar sobre ela de 
forma aparentemente sem atritos, desinteressada e sem vieses. Na verdade, porém, 
esse processo de tornar a informação computável depende da institucionalização 
das visões e dos preconceitos daqueles que constroem o sistema e, reflexivamente, 
serve aos seus fins. (HICKS, 2019, p.29-30, tradução nossa).
Passando então à investigação sobre as consequências apontadas na literatura 
para o fenômeno do viés algorítmico, há um achado interessante: em geral essas 
consequências não são especificadas, ficando implícito que viés e discriminação 
são os próprios efeitos deletérios, injustos ou violadores de direitos humanos 
(KAMISHIMA et al., 2018; MCGREGOR; MURRAY; NG, 2019; OLHEDE; 
WOLFE, 2018; KIRKPATRICK, 2016; NOBLE, 2018). Barocas e Selbst (2016, 
p.674, tradução nossa), além de mencionarem desigualdades de acesso e de 
participação na sociedade em virtude da reprodução de vieses sociais, sintetizam tal 
tendência: “Abordada levianamente, a mineração de dados pode reproduzir padrões 
de discriminação existentes, herdar o preconceito dos tomadores prévios de decisão, 
ou simplesmente refletir os preconceitos generalizados que persistem na sociedade”.
Alguns autores abordam o papel do viés algorítmico no aprofundamento 
de desigualdades pré-existentes (ECKHOUSE et al., 2019; GUTA; VORONKA; 
17	Sobre	essa	questão	ver	também	Mayson	(2018).
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GAGNON, 2018; REGAN; JESSE, 2019; SEVIGNANI, 2017), por vezes 
destacando a retroalimentação da discriminação por vias algorítmicas: “O viés 
social e o viés algorítmico podem reforçar-se mutuamente em um feedback loop – 
um círculo vicioso de injustiça acelerado por nossas ferramentas de big data” 
(AYRE; CRANER, 2018, p.344, tradução nossa)18. Outros estudos ressaltam os 
perigos intrínsecos de discriminação em quaisquer categorizações e perfilamentos 
(ECKHOUSE et al., 2019; RICHARDS, 2012; LEPRI et al., 2018).
Potenciais soluções para o viés algorítmico são investigadas na maior 
parte de todos os artigos aqui avaliados: somente 10 artigos não as mencionam. 
Em especial, as soluções exploradas focam em temas de natureza normativa (i.e., 
em regras de conduta centradas nos criadores e/ou usuários das ferramentas) – 
em transparência (às vezes associada à auditabilidade), em privacidade, em 
possibilidade de monitoramento, em códigos de boas condutas e responsabilização 
(accountability) (KIRKPATRICK, 2016; YU; ALÌ, 2019; COTINO HUESO, 2019; 
RICH, 2016; STRANDBURG, 2019). Além disso, alguns estudos discutem técnicas 
para modelagem de algoritmos, como o uso de paradigmas específicos, garantia de 
inputs diversos, documentação dos passos tomados, dentre outros (EDWARDS; 
RODRIGUEZ, 2019; HAZAN, 2013; STRAUß, 2018; HILDEBRANDT; 
KOOPS, 2010). Em outros casos, soluções sociais foram analisadas, como maior 
envolvimento comunitário no desenvolvimento das ferramentas e o estímulo a 
times multidisciplinares (HOWARD; BORENSTEIN, 2018; PASQUALE, 2017; 
CRAMER et al., 2018).
Há ponderação por parte de alguns autores quanto à inevitabilidade de vieses 
nos algoritmos. Nestes estudos se propõe sua mitigação ao invés de tentar solucionar 
o problema, além da proposição de soluções não necessariamente algoritmocêntricas 
(AYRE; CRANER, 2018; MBADIWE, 2018).
Mayson (2018) e Cotino Hueso (2019) propõem o uso de dados de forma 
a evitar positiva e ativamente vieses, configurando uma inversão do fenômeno 
ausente no resto da literatura: “Empregadores e pesquisadores podem usar dados 
para diagnosticar onde e como os vieses cognitivos ou estruturais estão atualmente 
operando de forma prejudicial aos grupos desfavorecidos” (KIM, 2017, p.865, 
tradução nossa). Os dados, então, seriam essenciais para projetar situações sem 
vieses.
Por fim, é patente a importância dada à transparência. De todos os temas 
normativos que foram quantificados, este foi o mais mencionado, presente em 53 
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considerações quanto à abordagem prática. A transparência parece ser vista como 
uma estratégia para permitir a auditabilidade e o monitoramento de algoritmos, 
facilitando a detecção e prevenção de vieses:
Expandir o foco do debate sobre inteligibilidade [explainability] para incluir a 
responsabilização pública é, portanto, apenas o primeiro passo para uma visão 
mais realista sobre as diversas ramificações da questão da inescrutabilidade 
das ferramentas decisórias. Antes de incorporar essas ferramentas decisórias 
baseadas em aprendizagem de máquina […] os tomadores de decisão devem 
ter uma visão clara sobre quais informações estão disponíveis para todos os 
atores do sistema. Isso lhes permitiria avaliar se essa informação, combinada 
com outros mecanismos, poderia fornecer responsabilização e coordenação 
suficientes para justificar o uso de uma determinada ferramenta de decisão 
automatizada em um determinado contexto (STRANDBURG, 2019, p.1857, 
tradução nossa).
Os críticos à transparência questionam sua viabilidade em vista de promover 
desestímulos econômicos (ATKINSON, 2018) ou por sua insuficiência para fazer 
frente aos vieses, os quais muitas vezes são oriundos de estruturas sociais dissociadas 
da obtenção de informações claras sobre o algoritmo (MBADIWE, 2018). Em duas 
pesquisas empíricas, autores argumentam que o viés algorítmico detectado não 
teria sido resolvido com maior transparência (LAMBRECHT; TUCKER, 2019; 
THELWALL, 2018).
É relevante mencionar que o enviesamento algorítmico não foi o principal 
tema tratado por 84 artigos (68,3%), e que parte significativa dos estudos discute 
o viés algorítmico no contexto de outro tema, como, por exemplo: a) análise de 
estatutos jurídicos (geralmente dos EUA) em relação a diferentes usos de algoritmos; 
b) viés de gênero na visualização de anúncios na internet (LAMBRECHT; TUCKER, 
2019); c) o ranqueamento de resultados do Google Search (GILLESPIE, 2017); d) 
mecanismos de moderação e incentivos em vídeos do Youtube (BISHOP, 2018); 
e) os escores de crédito e saúde (PASQUALE, 2019); f) tecnologias “vestíveis” 
(wearables) (MONTGOMERY; CHESTER; KOPP, 2018, SAVIRIMUTHU, 2017); 
g) carros autônomos (LIM; TAEIHAGH, 2019). 
Em suma, o típico texto sobre viés algorítmico é um ensaio recente, publicado 
em periódico jurídico e oriundo de acadêmicos vinculados a universidades norte-
americanas ou europeias. Amiúde, tais ensaios buscam introduzir o tema por 
meio de exemplos, analisá-los em conjunto com determinado contexto, e explorar 
perfunctoriamente seus efeitos sociais e jurídicos, assim como possíveis soluções 
(em especial a transparência).
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Tal predominância pode derivar do caráter recente do tema, aliado à 
preocupação crescente com seus efeitos discriminatórios. Foi recorrente a menção 
ao COMPAS, software utilizado para notas de risco em réus de processos penais 
nos EUA. Em 2016, a Organização Não-Governamental ProPublica publicou uma 
análise extensiva, hoje célebre, dos resultados desse software, apontando vieses 
raciais em seus resultados (ANGWIN; LARSON; MATTU; KIRCHNER, 2016). 
É possível que o caso tenha contribuído para maior conscientização e estímulo 
para pesquisas sobre o tema. Esta hipótese encontra respaldo no fato de que viés 
racial (racial bias) é mencionado em 38 artigos (30,9%), seguido de viés de gênero 
(gender bias) em 19 (15,4%) dos artigos aqui avaliados.
IV.	 Literatura	Nacional
Conforme mencionado na seção de metodologia, foram raras as entradas de 
artigos sobre viés algorítmico em português. Miskolci e Balieiro (2018) notam que, 
apesar de o termo Sociologia Digital ter sido usado apenas recentemente no Brasil 
(por ocasião de dossiê específico publicado em 2016), tal discussão não é nova. Eles 
também argumentam que se tem aprofundado a reflexão sobre o uso de tecnologias 
de comunicação em rede. Ao apontarem seis grandes eixos temáticos da área20, 
elencam enquanto temática necessária a “[recuperação da] perspectiva da moldagem 
social da tecnologia, a qual reconhece sua historicidade e o caráter criativo e aberto 
de seus usos, usos que variam socialmente e só podem ser aferidos por meio de 
investigação e análise de como eles se inserem nas práticas cotidianas” (MISKOLCI; 
BALIEIRO, 2018, p.150). 
É justamente esta perspectiva que permite a discussão do viés algorítmico. 
A trajetória nos estudos de tecnologias digitais e sociedade nas Ciências Sociais 
brasileiras chama atenção para o caráter recente desses estudos e ajuda a dar sentido 
às escassas produções encontradas durante o levantamento aqui realizado. Todas as 
entradas em português se deram nos últimos três anos (Gráfico 6). 
20	Seriam	eles	ciberativismo,	mídias	digitais	e	afetividades,	ciberespaço,	práticas	sociais	digitais,	
desigualdade	digital	e	reflexões	metodológicas	(MISKOLCI;	BALIEIRO,	2018,	p.138-139).
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Gráfico 6 – Ano de publicação das entradas nacionais
Fonte: Elaboração própria.
A exemplo da desigualdade geopolítica na produção de artigos que tratam 
de viés algorítmico, a produção nacional não escapa das desigualdades regionais, 
observadas também na revisão de Sampaio et al. (2018) sobre a procedência dos 
artigos sobre internet e política. Aqui, os trabalhos se concentram no Sudeste (15 
entradas), Sul (3) e Centro-Oeste (2), sem entradas das regiões Norte e Nordeste.
Em consonância com a produção internacional, os trabalhos brasileiros 
também convergiram em três grandes áreas: Direito, Estudos Interdisciplinares e 
Comunicação. As questões trabalhadas nos artigos têm forte influência do campo 
jurídico e de governança, com alguma discussão técnica: 
Gráfico 7 – Palavras-chave das entradas nacionais
Fonte: Elaboração própria.
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Em termos agregados, predominam os trabalhos de caráter ensaístico. 
Contudo, viu-se que esta distribuição não é uniforme:
Gráfico 8 – Tipo textual das entradas nacionais
Fonte: Elaboração própria.
É de destacar um esforço de exposição teórica e bibliográfica de temas 
relacionados à inserção dos algoritmos na vida social. Marcadamente, os trabalhos 
se esmeram em descrever o processo de elaboração e funcionamento dos algoritmos, 
inteligência artificial, aprendizado de máquina e big data. Ainda que não de forma 
explícita, aparecem questões vinculadas ao status ontológico dos algoritmos, à 
distribuição de responsabilidade e à agência dessas tecnologias.
No que tange às principais questões levantadas, alguns trabalhos abordam 
a problemática da disseminação de algoritmos nas tomadas de decisão no 
contexto brasileiro, a partir de experiências de outras localidades, ou de discursos 
transnacionais (SILVA, 2019; SILVEIRA; MOURA; ALMEIDA, 2019; ARAÚJO, 
2017; LUCENA, 2019; BRANCO, 2019); em geral, esses estudos se baseiam 
em dados secundários. Outros, de caráter empírico, têm os olhos voltados 
exclusivamente para experiências nacionais (SAMPAIO, 2017; WERNER, 2019; 
MOURA, 2018).
Recortando a amostra para os artigos cujo foco é o viés algorítmico, 
restam oito dos 12 artigos analisados. Acompanhando a tendência internacional 
de indefinição do termo, (FAVARETTO; DE CLERCQ; ELGER, 2019), apenas 
quatro desses apresentam alguma caracterização do fenômeno, dividindo-se entre 
uma visão técnica do viés algorítmico – que o caracteriza como um processo de 
generalização a partir de uma categoria que gera consequências consideradas 
socialmente discriminatórias (LINDOSO, 2019; FERRARI; BECKER; WOLKART, 
2018) – e uma visão normativa – que o equaliza com o tratamento discriminatório 
(LUCENA, 2019; SILVEIRA; MOURA; ALMEIDA, 2019). São notáveis os 
esforços de distinção de termos como discriminação algorítmica, perfilamento e viés 
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algorítmico feitos por Mattiuzzo (2019) e Mendes e Mattiuzzo (2019), na medida 
em que, embora sejam todos processos de categorização e generalização, uns são 
moralmente condenáveis (e assim, discriminatórios), outros não.
Na discussão sobre as causas de viés algorítmico, destaca-se menções à 
estrutura social de onde derivam os dados, o enviesamento dos dados de amostra e 
os diversos passos de desenvolvimento da ferramenta. Apenas um artigo reflete sobre 
o viés decorrente da implementação e aplicação dessas ferramentas.
Nos textos nacionais, a abordagem das consequências do uso de sistemas 
algorítmicos enviesados privilegia o problema da discriminação, bem como a 
formalização de estereótipos e a hipervigilância sobre determinados grupos. 
Ademais, alguns autores mencionam os riscos de incorrer em feedback loops, de 
aumento da desigualdade, de violação de direitos e de descentralização do elemento 
humano do processo decisório.
Como medidas para a mitigação do viés algorítmico são apontadas dispo-
sições de cunho moral, normativo, pedagógico, técnico e social. As medidas mais 
mencionadas são a adoção de princípios éticos no desenvolvimento desses sistemas 
e o estabelecimento de mecanismos de auditoria, seguidas da sugestão de regulação 
normativa apropriada e da composição multidisciplinar do time de desenvolvedores. 
Outras providências elencadas são governança, criação de órgãos públicos de fiscali-
zação, manutenção de proxies positivos e fomento de iniciativas para desconstrução 
das pretensões de objetividade que circundam sistemas algorítmicos.
Em suma, a literatura nacional se caracteriza por trazer os termos do debate 
internacional e refletir sobre sua aplicabilidade no contexto brasileiro, potencialida-
des e limites, com rara proposição de novas questões, perspectivas teóricas ou ino-
vações metodológicas. Até o momento, são poucos os estudos empíricos brasileiros 
sobre viés algorítmico e, como notam Miskolci e Balieiro (2018), o questionamento 
do determinismo tecnológico ainda não é tema resolvido. 
A adoção de tecnologias digitais na esfera pública vem ocorrendo de forma 
desorganizada e difusa (ARBIX; MIRANDA, 2015). Ainda assim e talvez por isso 
mesmo, o fenômeno do viés algorítmico começa se evidenciar no Brasil, ao mesmo 
tempo que desperta gradativamente os interesses públicos (para sua implantação) 
e acadêmicos (para a compreensão de seus mecanismos, causas, consequências 
e limitações). O próprio estudo sobre os processos de implementação dessas 
tecnologias tem o potencial de agregar tanto teórica como metodologicamente.
V.	 Discussão
A análise do corpus de trabalhos selecionados desperta questões interessantes. 
Na literatura internacional, predominam os trabalhos do Norte Global, em especial 
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dos EUA e Europa, de produção concentrada nos últimos quatro anos. São obras 
de natureza recorrentemente ensaística, com ainda baixo desenvolvimento teórico 
e empírico sobre o tema. Ao mesmo tempo, o viés algorítmico aparece como tópico 
secundário em artigos dedicados a outros objetos.
O caráter ensaístico e a novidade do debate nas Humanidades podem explicar, 
em parte, a constatação da ambiguidade do termo, assim como sua aproximação 
com outras expressões, como discriminação algorítmica (ou ainda, embora menos 
frequente, de perfilamento e filtragem algorítmica). Ora tratados como sinônimos, 
ora como relação causal, discriminação aparece como a principal palavra-chave no 
corpus de textos.
A isso pode ser agregada outra questão, que é a recorrência da construção do 
modelo como a causa mais citada do viés algorítmico. Conforme já discutido, seja 
pela literatura abordada neste artigo, seja nos estudos sobre ciência e tecnologia 
de maneira mais ampla, a tecnologia é um produto social, na medida em que a 
sociedade interfere nas suas condições de produção e circulação, mas também na 
constituição dos valores e subjetividades dos agentes que as produzem. 
Por vezes, o viés algorítmico aparece nos textos como viés subjetivo, em 
contraponto à pretensa objetividade da ferramenta. O foco nos processos pelos quais 
a subjetividade se transfere e contamina a ferramenta parece encontrar eco também 
no tratamento e denominação normativa que circunda o viés algorítmico, isto é, 
a discriminação. De um lado, há uma dimensão moral e ética que está envolvida 
nas formas de categorização e que vai destacar a discriminação como forma 
inaceitável de outros processos de categorização e filtragem. De outro, há no uso de 
discriminação pela perspectiva normativa, a busca pela intencionalidade do sujeito 
e pela ação discriminatória, uso este de legado individualista e que parte de uma 
concepção liberal de ação21.
Os debates sobre discriminação nos estudos sobre relações raciais, por 
exemplo, destacam o giro interpretativo, que passou da análise centrada na conduta 
individual e intencional (uma pessoa que discrimina outra, intencionalmente), 
para a análise centrada nos mecanismos sociais pelos quais a desigualdade é 
reproduzida, ainda que de maneira não-intencional (processos que levam a 
resultados discriminatórios). Ao que tudo indica, pensar o viés algorítmico a partir 
da discriminação significa pensar a tecnologia a partir do agente que a constrói. 
Por um lado, este parece ser um movimento que responde à construção da 
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tomadores de decisão mais objetivos. Por outro, pode descuidar de uma compreensão 
mais abrangente sobre as posições dos agentes. Para além da análise e desconstrução 
de discursos que ganham amplo espaço no debate público, a investigação científica 
deve se colocar também a tarefa de propor novas formas de compreensão dos 
fenômenos que estuda. Nesse sentido, a Sociologia enquanto disciplina tem muito 
a contribuir como ferramenta de interrogação do fenômeno do viés algorítmico.
VI.	 Considerações	finais
Este artigo produziu um inventário provisório da ocorrência de estudos acerca 
do viés algorítmico, objeto cujo estudo se encontra em expansão. A escolha pela 
realização de um levantamento bibliográfico com caducidade precoce justifica-se 
pelo interesse na disseminação das principais reflexões em língua portuguesa sobre 
um tema de crescente relevância e interesse para a realidade social brasileira. 
Após apresentar algumas tendências identificadas neste corpus de trabalhos, 
chama-se a atenção para algumas questões de interesse sociológico, que consistem 
em como pensar tecnologias digitais a partir de uma perspectiva compreensiva, que 
busque integrar análises micro e macroprocessuais.
Origens possíveis do viés algorítmico são atribuídas a questões presentes 
em todas as etapas do desenvolvimento de um sistema algorítmico. Dentre essas, 
é recorrente a busca pela subjetividade embutida no sistema: a subjetividade do 
desenvolvedor – que escolhe e trata os bancos de dados, que confere peso e testa 
os modelos –, a subjetividade do implementador ou daquele que adota o sistema 
no seu processo decisório. A maioria dessas entradas, inclusive por estarem tão 
estreitamente ligadas às noções jurídicas de discriminação, centra-se no agente. 
Enquanto plano reflexivo, não menos importante é o reconhecimento dos elementos 
que transcendem a subjetividade dos atores envolvidos. Pensar na discriminação 
e concentrar-se na busca pelo autor do viés pode significar a negligência da 
desigualdade estrutural presente nos dados, ou do contexto no qual esses indivíduos, 
desenvolvedores, estão posicionados. 
Mesmo na hipotética situação de acessarmos um banco de dados representa-
tivo, retornamos à questão das relações de desigualdades fundantes de nosso mundo 
social, com a qual historicamente nos debatemos. Para além da correção do viés 
subjetivo, retornamos a um debate existente, ainda que pouco explorado neste corpus 
de trabalhos: a reprodução das desigualdades sociais – questões essas que embasam, 
por exemplo, as literaturas sobre categorização, estratificação e desigualdades sociais 
e raciais. Lacuna essa que poderá ser rapidamente preenchida com o adensamento 
do debate sobre o tema e com novas contribuições, teóricas e empíricas.
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Algorithmic biAs: A provisionAl review
ABSTRACT: This paper stands in the field of Digital Sociology and proposes to 
carry out a provisional bibliographic review on algorithmic bias, based on the main 
journals databases in English, Spanish and Portuguese. Our aim is to assess how 
the debate on algorithmic bias in the Humanities has developed, observing which 
definitions, origins, diagnostics and perspectives are presented for the phenomenon. 
It is observed that the majority of articles are of essayistic nature and produced in 
the Global North, with a low penetration of the subject in Spanish and Portuguese 
language literature. The expression remains broadly undefined, and is sometimes 
treated as synonymous with discrimination, sometimes as its cause. The main sources 
of bias are, according to the literature, the model development and its training 
data, which largely lead to recommendations for increasing transparency about the 
process and suggest an analytical tendency to emphasize the subjective character 
of algorithmic bias. There seems to be an analytical tendency in the subjective 
character of bias. As a perspective, we point out the importance of integrating the 
elements transcending the subjectivity of these actors to this analysis. 
KEYWORDS: Algorithmic bias. Algorithm. Discrimination. Digital Sociology.
sesgo Algorítmico: unA síntesis provisionAl
RESUMEN: Este artículo se sitúa en el campo de la Sociología Digital y propone 
realizar una revisión bibliográfica provisional sobre el sesgo algorítmico, basada 
en los principales portales de revistas en inglés, español y portugués. El objetivo 
es seguir el desarrollo del debate sobre el sesgo algorítmico en las Humanidades, 
observando las definiciones, los orígenes, los diagnósticos y las perspectivas 
presentadas para el fenómeno. El resultado fue que la mayoría de los artículos es 
de naturaleza ensayística, producidos en el Norte Global, con baja penetración 
del tema en la literatura en español y portugués. Hay una gran falta de definición 
del término, que por veces se trata como sinónimo de discriminación, por veces 
como su causa. Las principales fuentes de sesgo presentadas son la construcción 
de la herramienta y sus datos de capacitación, lo que en gran medida da lugar a 
sugerencias para aumentar la transparencia del proceso y sugiere una tendencia 
analítica a subrayar el carácter subjetivo del sesgo algorítmico. Parece haber una 
tendencia analítica en el carácter subjetivo del sesgo. Como perspectiva, señalamos 
la importancia de integrar en el análisis elementos que trasciendan la subjetividad 
de estos actores.
PALABRA CLAVE: Sesgo algorítmico. Algoritmo. Discriminación. Sociología 
digital.
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