The paper explores time-persistence in interregional differences of self-employment rates in England and Wales in the 1921-2011 period by using census data. The results suggest a strong path-dependence in entrepreneurship as past self-employment rates have strong bearing on future ones. However, there is also some rank mobility reflected in the upward movements of London boroughs and downward movements of primarily coastal areas. Rank mobility relates to structural changes, changes in human capital, regional age structures and immigration.
Introduction
Recent studies of Germany (Fritsch and Mueller 2007; Fritsch and Wyrwich, 2014) , Sweden (Andersson and Koster, 2011 ) and the U.K. (Fotopoulos, 2014; Stuetzer et al., 2016) have shown that, although entrepreneurship rates (new firm formation and/or self-employment rates) rise considerably over time at a national level, there remains a striking stability in the regional rankings.
The aim of this paper is to investigate whether, using self-employment rates as a measure of entrepreneurship, there is support for the stability hypothesis from Census data covering England and Wales between 1921 and 2011, or whether there are notable deviations from this persistence. To achieve this, two alternative theoretical perspectives are put forward: one that underpins stability and another that underpins change.
integration of the institutional theory and entrepreneurship literatures helps address two fundamental questions: (a) how institutions affect entrepreneurial choices and (b) how entrepreneurship relates to changes in institutions (Tolbert et al., 2011) . Setterfield (1993) proposes a model of institutional hysteresis where institutions act as exogenous constraints in the short-term workings of the economy and become endogenous in the long-term. A crucial factor in resolving the paradox of 'embedded action', i.e. the possibility of institutional change when the intentions, actions and rationalities of individuals are conditioned by the institutions they wish to change, relates to dynamic social, cultural and economic relations that bind people in different ways (friends, neighbours, business partners, etc.) resulting in a 'creative ''field'' that stimulates entrepreneurship, learning, and innovation, and leads to positive spatial externalities' (Bathelt and Glu¨ckler, 2014: 4) .
The key element that links entrepreneurship culture with informal institutions is that of local embeddedness, in that values and attitudes towards entrepreneurship are locally embedded and exert a strong influence on the regional rates of entrepreneurial activity. Indeed, as Williamson (2000) argues, the social embeddedness level is where the customs, mores and traditions reside and informal institutions at this level change the slowest.
A number of authors associate the spatial embeddedness of entrepreneurship with entrepreneurial opportunity identification and emphasise the role of prior work experience in the same industry (Buenstorf and Klepper, 2009; Sorenson and Audia, 2000) , which, in turn, keeps spin-out entrepreneurs in the same area (Dahl and Sorenson, 2009) and reinforces existing geographical concentrations of particular sectors (Sorenson and Audia, 2000) .
In addition, knowledge of an industry facilitates potential entrepreneurs in acquiring specific human and social capital (Sorenson and Audia, 2000) . Social capital is not spatially transferable and plays a significant part in the opportunity identification process (Davidsson and Honig, 2003) through interaction with others (Dahl and Sorenson, 2012) . 1 Social ties to capital holders may also facilitate financing a new business (Dahl and Sorenson, 2012; Sorenson, 2003; Stam, 2007) . To these factors one may also add the entrepreneur's emotional affinity to the location, her/his relatives and friends (Dahl and Sorenson, 2009; Stam, 2007) .
Sectoral but also spatial inertia could also be the outcome of a class-constrained intergenerational transfer of entrepreneurship (Burrows, 1991; Massey, 1995) and passing on of family businesses that cannot easily be relocated (Michelacci and Silva, 2007) .
The above discussion offers arguments in support of the view that entrepreneurial activity is, to a large extent, spatially bound. However, for this to contribute towards pathdependence of regional entrepreneurship, an additional feedback or self-reinforcing mechanism is required within an evolutionary economic geography framework.
Fritsch and Wyrwich argue that regional entrepreneurship cultures tend to be persistent due to: 'the intergenerational transmission of entrepreneurial role models and values; (the) social acceptance of entrepreneurship; the existence of entrepreneurial supporting services and institutions' (Fritsch and Wyrwich, 2014: 958) . Recently, Andersson and Larsson (2016) provided evidence from Sweden at the neighbourhood level suggesting that a local presence of entrepreneurs influences the emergence of new local entrepreneurs.
Further potent self-reinforcing mechanisms are based on previous acts of entrepreneurship. This directly creates further entrepreneurial opportunities (Holcombe, 2003) and is more indirectly enhanced by the additional wealth generated by prior entrepreneurs (Stam, 2010) .
The case for change
The case for change is based upon seeing individuals making labour market choices between being an employee and being an entrepreneur, with the latter 'state' being more risky than the former. Individuals are generally free to move between these states as their perception of the returns -both monetary and non-monetary -change. Entrepreneurs therefore respond to changes in economic conditions -shifting towards entrepreneurship when the returns from that state become more favourable than those of the alternatives (Parker, 2009) .
To provide an explanation of spatial change in rates of entrepreneurship we take two regions, A and B. Region A experiences a rise in entrepreneurship rates and Region B experiences a fall. In both cases, this arises due to an exogenous change, rather than an endogenous flowering or withering of entrepreneurship.
Let us assume, that Region A experiences an exogenous, as in the Ghatak et al. (2007) model, increase in wages. This, by increasing the opportunity cost of self-employment, initially encourages existing marginal, less talented, entrepreneurs to consider wage employment, with some making the transition. The first round effect of a rise in wages is therefore to reduce self-employment rates in Region A.
However, in their model, Ghatak et al argue that the exit of the marginal lowentrepreneurial talented self-employed raises the average talent of the remaining 'entrepreneurial pool'. Under the assumption that the entrepreneurial talent of an individual is not observable by lenders, whereas the average quality level of remaining pool is, those remaining in the entrepreneurial pool get better financed. The subsequent expansion of their businesses further increases the wage rate through increased labour demand.
Although the Ghatak et al. (2007) model assumes a fixed number of potential entrepreneurs and a fixed ratio of high to low entrepreneurial-talented, further theorisation could suggest that the improved quality of the pool of entrepreneurs may have positive supply side (Fritsch, 2011) effects fostering economic growth and increasing entrepreneurship rates. Conversely, the net effect of increasing wages on self-employment rates would depend on the balance between the negative effect due to increased selfemployment opportunity costs and the positive effect of the implied higher aggregate demand faced by entrepreneurs (Georgellis and Wall, 2000) at the regional level.
Assume further, that the demand for goods and services cannot be met by the existing labour force in Region A, and consequently attracts labour, of varying skill-levels, from outside the region, i.e. low skill labour in sectors such as construction, which is dominantly self-employed (Behling and Harvey, 2015) and high skill labour, some of which enters highgrade self-employment in business and professional services. If, however, the local labour market in Region A is segmented, so preventing the take-up of high wage jobs by those either without formal qualifications or where their qualification are viewed by employers as invalid or being discriminated, then such individuals will enter self-employment where the barriers are lower. 2 As shown later, London exhibits many of the characteristics of Region A. Explaining the decline in self-employment rates in Region B is less complex. Assume Region B initially has very high rates of self-employment -i.e. areas dominated by fishing and/or by tourism -and that there is subsequently a decline in demand for these services which is beyond the control of those working in the sector -i.e. declining fish stocks or the imposition of quotas; improvements in technology giving people greater choice in where and when to take their holidays (Beatty et al., 2010) . The effect of falling incomes for the selfemployed, combined with reduced opportunities to obtain wage employment in the locality, directly leads to self-employment rates falling in Region B, leading to out-migration and increased unemployment.
The core commonality is that, in both Region A and Region B, external factors are the underlying cause of either rises or falls in the proportion of self-employment. Entrepreneurship -as measured by self-employment -is hence a response to changed external circumstances. This point is developed further on when the policy implications of our findings are considered.
Using census data for intertemporal and interregional comparisons
The only UK data source that can be used for long-term comparisons of regional entrepreneurship rates is population Census self-employment data. Although Census data were collected on the self-employed in 1881, their accuracy was questioned (even by the Registrar General), and so it was not until 1921 that data on this form of employment reached acceptable levels of reliability.
3 To make comparisons over time, and between geographical areas of different size, we calculate a self-employment rate. 4 The only excluded sector is agriculture because (a) the main areas of population concentration have minimal agricultural employment (although there are areas of Wales in particular where agriculture is a significant employer); and (b), over the 1921-2011 period, agricultural employment falls radically -particularly in areas where it was initially high -thus distorting overall spatial self-employment patterns.
Our first comparison uses the 1971 counties to compare self-employment rates in 1921, 1971 and 2011, but this comes at the expense of having only 59 spatial observations for England and Wales. Our second comparison uses 2011 Census geography to compare 1971 and 2011 self-employment rates. This is very relevant because it is during this period that entrepreneurship policy begins to be implemented by the government, enabling us to observe changes using both the 59 counties and the 348 Local Authority Districts (LADs). Pre-1974 Pre- county boundaries: 1921 Pre- -1971 Pre- -2011 The striking rise in the self-employment rate in England and Wales from 1921 to 2011 is captured by empirical probability density estimates of regional self-employment rates presented in Figure 1 . The entire distribution clearly shifts to the right and the extent of overlap between densities diminishes with time. It also demonstrates that the probability mass is heavily concentrated in a narrow band, but this range expands over time. Table 1 shows the 10 counties with the highest and the 10 counties with the lowest selfemployment rates in 1921, 1971 and 2011. Over almost an entire century, 60% of the top 10, and 50% of the bottom 10, counties remain in their respective groups. This evidence on persistence is further corroborated by Spearman rank correlation coefficients. The Spearman rank correlation coefficient between 1921 and 1971 is 80.26%. The corresponding correlation between 1971 and 2011 is 83.05%. Increasing the time distance to 90 years produces a Spearman rank correlation coefficient of 77.59%. The reduction in the degree of association, when compared with those corresponding to the closest points in time, is, therefore, only modest.
Current administrative and political boundaries: 1971-2011
We next compare changes in self-employment rates between 1971 and 2011 using the 348 LADs. The Spearman rank correlation coefficient between self-employment rates in 1971 and 2011 for LADs is 76.5%, suggesting very strong persistence even at this more disaggregated spatial level. The heavy concentration of observations on, and close to, the diagonal emphasizes the issue of stability or persistence. This is most apparent amongst districts in the bottom left corner -those that occupied places 340-348 in 1971. Of these nine low enterprise LADs, only three escaped beyond place 339 in the subsequent forty-year period -Newcastle upon Tyne being the most successful escapee, moving to position 306.
In contrast, there is movement amongst other LADs. The rank improvement of London is clear, as is the deterioration for the vast majority of the coastal areas. In some cases these descents were considerable, with seaside holiday resorts such as Blackpool and Bournemouth falling by 141 and 139 places, respectively.
The broad pattern that has emerged from this analysis is that, although self-employment rates have risen considerably in England and Wales over 90 years, there is strong spatial stability -particularly in the geographical areas that had low rates even in 1921. Within this broadly stable pattern, however, there are some important changes that have taken place since 1971, the most striking being that of the rise of London and the decline of the coastal towns.
Econometric analyses of self-employment rates
This section analyses the factors that explain the spatial variation in self-employment rates in England and Wales in both 1971 and 2011 as a precursor to explaining the stability and change that take place over the intervening 40 years. We begin by defining the independent variables that provide this explanation. Further detail is provided in Appendix 1.
Defining the variables Meager and Bates (2004) maintain that there have been significant sectoral differences in the propensity to be self-employed accompanied by a shift from low self-employment sectors such as manufacturing to high self-employment sectors as services. To account for the effect of local industry mix on self-employment rates, an expected regional self-employment rate defined as
(where r stands for region and j for economic sector) 5 has been used in the present research. It essentially defines self-employment rates over the number of those in employment and not over economically active population.
Variables MAN, SERV and PUB refer to employment shares in manufacturing, services and the public sector respectively. The first two account for the effect of a shift in the economy towards the services sector. Public sector employment PUB captures two separate effects likely to inhibit self-employment: (a) a lack of awareness of potential business opportunities amongst public sector workers in comparison to those working in the private sector; and (b) a possible link between public sector employment and more leftwing political philosophies which may view entrepreneurship less favourably.
A regional human capital proxy HUMANCAP captures the theory that knowledge created by human capital is both a source of entrepreneurship opportunities and a contributor to regional entrepreneurship absorptive capacity (Acs and Armington, 2004; Qian and Acs, 2013) . The latter is defined as the ability to comprehend new knowledge and its potential value and commercialize it. The definition of HUMANCAP is based on the regional share of those in employment with a degree or higher qualification.
Different ethnic groups vary considerably in their likelihood to choose self-employment (Clark and Drinkwater, 1998) . Changes in the ethnic composition of in-migrants can therefore influence aggregate and spatial variations in self-employment rates. Recent evidence from England and Wales suggests that a higher regional cultural diversity (measured based on the country of birth and ethnic group), and in particular diversity among the highly skilled, positively impacts new firm formation. Rodrı´guez-Pose and Hardy (2015) argue that a higher diversity expands the regional knowledge base as well as its absorptive capacity. The IMMIGR definition is based on the share of non-U.K. born over resident population. 6 The regional age structure and its impact on entrepreneurship have been examined by Robson (1998) and Georgellis and Wall (2000) for the UK regions, and Bo¨nte et al. (2009) for Germany. Parker (2009: 113-114 ) makes the case that older founders are likely to have more and better human and physical capital, better social and business networks as well as easier identification of business opportunities due to experience, the ability to control one's pace and effort in one's own work, and the avoidance of mandatory retirement provisions. Conversely, entrepreneurship at an older age is deterred by higher risk aversion, diminishing information gains over time in relation to the business, and time related constraints deterring the amortization of possible entrepreneurship entry sunk-costs. The AGES variable therefore identifies three age bands: 20-34, 35-54, and 55-64. The regional rate of home ownership HOMEOWN has been used to proxy access to capital as houses can be used as collateral (Mason, 1991) . Population density POPDEN is used a proxy for agglomeration positive spillovers, market opportunities, skillsets and information benefits found in urban areas (Bosma and Sternberg, 2014) .
The effect of unemployment on entrepreneurship has been extensively discussed but the empirical work has produced contradictory results, with time series data pointing to a negative effect and cross-sectional data pointing to a positive effect (Storey, 1991) . Meager (1992) argues that the same 'push' and 'pull' factors may co-exist as in a recessionary period. Increases in unemployment may lead to increases in self-employment levels, which, in turn, could be moderated by the counteracting effect of the lack of 'prosperity-pull' associated opportunities. It is therefore vital to include the UNEMPLR variable to capture what could be conflicting influences.
It has been argued that regions dominated by small firms are particularly conducive to entrepreneurship because their employees, and entrepreneurs-to-be, gain experience in a wider spectrum of operations (Storey, 1982) , have direct contact with the business proprietor who can serve as role model (Mason, 1991) , and reflect lower entry barriers at the local level (Gudgin, 1978) . 7 To capture this, SMFP takes the ratio of employers and managers in small establishments over the corresponding figure for large establishments.
8 A time-persistent positive effect of this variable may be seen as an additional proxy for the effect of local entrepreneurship culture. 9 The analysis First, we examine the extent to which self-employment rates in 2011 are explained by prior self-employment rates in 2001, along with two other factors that have emerged from earlier sections of the paper -the London and the coastal town effects. This is shown in the first column of Table 2 .
However, because self-employment rates over time are highly correlated, alternative model formulations are also used. All three formulations show that the effect of lagged self-employment rates is positive and significant suggesting strong path-dependence in selfemployment rates. The effect of the London variable is positive and statistically significant, whereas the coastal towns' variable is significantly negative.
Next, we include the variables identified in section 'Defining the variables' but, because several have modest to high correlations with each other, different model permutations for each census year were used in order to make them structurally comparable.
Although the literature reviewed in section 'Persistence and change in regional entrepreneurship: The theory' suggests that entrepreneurship is a local phenomenon, since the spatial units considered here (LADs) are comparatively small, the effect of some structural conditions and unmeasured entrepreneurship-culture related factors may spread more widely across space. 10 This possibility needs to be explored using spatial econometric techniques.
The spatial econometric literature adopts different approaches depending on whether a spatially lagged dependent variable is included in the model, whether the error term is modelled as a spatially autoregressive process, and/or whether spatially lagged explanatory variables are included. Gibbons and Overman (2012) critically argue that different spatial econometric models are hard to distinguish without prior knowledge of the data generating process, something that is rarely available to the empirical researcher.
An important property of the reduced form of models including a spatially lagged dependent variable, is that the dependent variable depends not only on its own spatial lag, but also on the spatial lags of all other explanatory variables in a fashion that involves not only immediate neighbouring regions but also their neighbours and so on. This property has been termed as global-spillover (see LeSage, 2014) . Nevertheless, a number of authors such as Pinske and Slade (2010) and Partridge et al. (2012) are very critical of the theoretical justification for such global spillovers in practice. Corrado and Fingleton (2012) provide evidence that a statistically significant coefficient of the spatially lagged dependent variable can also pick the effect of other omitted spatially lagged independent variables.
Within the entrepreneurship literature (Hong et al., 2015; Plummer, 2010) , the severe limitations regarding the spatially lagged dependent variable model discussed above have not been adequately acknowledged nor has the global nature of the implied spillovers been sufficiently discussed and justified in this research context. In contrast, the present research assesses the potential effect of spatially dependent omitted variables and the effect of structural conditions in neighbouring regions within a local-spillovers framework.
11 After all, the discussion in section 'Persistence and change in regional entrepreneurship: The theory' offered strong arguments about the local nature of entrepreneurship.
LeSage (2014) points out that if the relationship under investigation can be assumed as reflecting a local spillover, then the Spatial Durbin Error Model (SDEM) is the only model requiring estimation. The general expression for the SDEM is
where W is a spatial weights matrix and i N is a vector of ones. When ¼ 0, the spatially lagged independent variable model (SLX). 12 That is 
Our approach has been to use contemporaneously defined explanatory variables to account for regional self-employment rates in each census year. The only exception is the small firm presence variable (SMFP), which is defined using values from the preceding census when possible. A prefix of W signifies a spatially weighted variable. The spatial weight matrix used here is a row standardised based on the 5-closest regions. The local character of entrepreneurship discussed in section 'Persistence and change in regional entrepreneurship: The theory' justifies this choice.
13 Table 3 presents the results of the econometric estimation of the SDEM for the 2011 and 1971 self-employment rates.
14 These show that small firm presence SMFP, human capital HUMANCAP, home ownership HOMEOWN, and the employment share in services SERV have a significant and positive effect on self-employment rates in both census years. The unemployment rate UNEMPLR, the employment share in the public sector PUB, and the employment share in manufacturing industries MAN have consistently negative signs in both periods. The significant effect of the industry-mix on regional self-employment rates is summarized by the positive coefficient of EXPSELFR.
However, several independent variables change their sign between 1971 and 2011. These include immigration, IMMIGR and population density, POPDEN, both of which are negative in 1971 but positive in 2011. Our earlier results are confirmed with the London dummy moving from negative to positive. In contrast, the coastal town dummy, COASTAL, although positive and significant in 1971, becomes insignificant (even negative in one permutation) in 2011.
The effect of the age share variables is very interesting. 15 The sign for AGES_35-54 changes from negative in 1971 to positive in 2011, whereas the coefficient of AGES_55-64 is positive and significant in both years, being larger for 2011 and always larger than for the 33-54 age group. These results confirm a shift in self-employment amongst older individuals (ONS, 2014) implying that the over-50 age group possess characteristics favourable to business proprietorship (Blackburn et al., 1999) .
In the second section of Table 3 , the spatial error autocorrelation coefficient lambda is always positive and statistically significant with a value ranging from 0.4347 to 0.6810 depending on the permutation and year, with the 2011 values being larger. Of the spatially lagged explanatory variables, WSMFP is either insignificant or negative, possibly implying a 'competition' entrepreneurship effect from nearby LADs characterised by extensive small firm structures. The effect of the spatially lagged unemployment rate WUNEMPLR is negative when statistically significant in both years. Again, the evidence leans against unemployment-pushed entrepreneurship, and a higher unemployment rate indicates adverse economic conditions in neighbouring LADs.
The effects of the spatial lags in immigration and human capital proxies are statistically insignificant. The latter offers no support for spatial spillover effects when it comes to human capital. In most other cases of spatially lagged explanatory variables, the signs, when significant, concur with those of their non-spatially lagged counterparts. In 2011, the effect of average population density in nearby LADs appears to be particularly significant and positive, whereas the effect of the spatially lagged expected self-employment rate (EXPSELFR) is only marginally significant. An interesting exception is the effect of the spatially lagged employment share in manufacturing industries (WMAN) found in one model permutation for 1971. This may be seen as reflecting an advantage over more industrialised neighbours. Note: Asymptotic standard errors in parentheses. ***Significant at the 0.01 level, **significant at the 0.05 level, *significant at the 0.10 level.
Given the importance of the sign changes noted above, Table 4 identifies the decades in which the changes occurred. The population density POPDEN and the LONDON dummy variable changed signs in 1991 whereas the IMMIGR variable and AGE_35-54 changed signs a decade earlier.
This change of sign on IMMIGR is consistent with changes in both the country of origin and the skill composition of the immigrants in the 1980s . Immigration in the 1960s was heavily Caribbean-based with these individuals frequently becoming employees. In later decades, there were greater numbers from India, Pakistan and other East Asian countries. Further compositional changes took place in the most recent decades, with increased numbers from elsewhere in the EU. 16 In the lower section of Table 4 , the spatial error autocorrelation coefficient lambda is again positive and statistically significant across all years and model permutations. The effect of spatially lagged explanatory variables, when they are statistically significant, concurs in most cases with that of their non-spatial lagged counterpart. An interesting exception is the effect of spatially lagged structural variables such as WEXPSELFR and WMAN, the former being negative and statistically significant for all years considered, and the latter being positive and statistically significant in 2001. Both could be interpreted as an outcome of spatial competition in which factors inducing entrepreneurship (favourable industry mix and low manufacturing share) in a local authority's neighbours reduce entrepreneurship in that particular local authority.
Taken together, Tables 3 and 4 also demonstrate that, over time, the same independent variables account for a sizeable proportion of the variation in the self-employment rates. So, if these are the underlying causes of entrepreneurship rates, and they change very little, then it is unsurprising that the rates are persistent.
The effect of lagged values of key independent variables is traced in Table 5 where 2011 self-employment rates are regressed on lagged values of key explanatory variables. This time we focus on the effect of lagged in time, and not on spatially lagged, explanatory variables. Hence, there is no estimation of spatial econometric models.
Although the independent variables have been lagged by up to 40 years, they continue to exert a statistically significant effect and retain their sign. For example, the 1971 values of key explanatory variables account for 57-62% of the 2011 regional self-employment rates variation. This provides strong evidence of considerable time-persistence in the effect of key determinants of regional entrepreneurship rates that extends beyond that of other studies using shorter time periods (Andersson and Koster, 2011; Fotopoulos, 2014) .
Towards an interpretation of change
The econometric evidence presented above demonstrated that self-employment rates are path-dependent and that the effect of their key determinants is time-persistent. However, we also saw that self-employment rates rose four-fold and that, when a comparison of selfemployment ranks in 1971 and 2011 was shown in Figure 2 , changes were clearly evidentmost notably in London and in the coastal towns. Our first metric is a novel, but simple, Rank Mobility Index (RMI) for each individual spatial unit
The numerator counts the rank change in positions and the denominator adjusts the index by using the number of observations (n) minus 1 so as to confine the index in the [À1,1] Note: Asymptotic standard errors in parentheses. ***Significant at the 0.01 level, ** significant at the 0.05 level, * significant at the 0.10 level. interval. The index is symmetrical in the sense that an equal number of places increase or decrease results in the same, in absolute value terms, value of the index. A value of zero indicates no change in the ranking of a LAD between two points in time. The core merit of RMI is that it effectively holds constant the overall national rise in self-employment rates. Our second metric is the changes in self-employment rates over time (ÁSELFR).
What has to be emphasised is that these two variables, although positively correlated, are conceptually different. If ÁSELFR were uniformly distributed across space then RMI for all regions would be zero, implying perfect ranking immobility. Conversely, to the same value of RMI correspond different values of ÁSELFR depending on the initial rank. It is also important to note that RMI assumes the same value for an equal number of places moving independently on the initial ranking position. Figure 3 maps the quantiles of RMI and ÁSELFR both for changes taking place between 1971 and 2011.
The spatial distributions of the two variables exhibit similarities, but also remarkable differences. 17 The match between the RMI and the ÁSELFR distributions is about 63% in their top 20% while about 50% of this match is accounted for by London Boroughs. The corresponding match rate in the bottom 20% of both distributions is about 58% and coastal areas account for about 49%. Table 6 presents the econometric analysis results for both RMI and ÁSELFR. The Á prefix shows changes over time. We also introduce a new variable CRR, to capture the effect of regional restructuring over time where r stands for region and i for industrial sector (see Dixon and Thirlwall, 1975: 16 and Appendix 1 for details). 18 It ranges from zero (indicating no change) to one (suggesting a complete reallocation of regional employment across sectors within a region over the period considered.
The left-hand side of Table 6 shows that the change in self-employment rates was higher in regions with higher self-employment rates in the base year (SELFR71). This is consistent both with path-dependency and with diverging self-employment rates across space and over time. 19 Interestingly, the effect of regional restructuring (CRR) and the increasing share of the services sector in the regional economy (ÁSERV) was negative in both cases, but significant only in the latter case. 20 The effect of population growth is marginally significant and negative. 21 In contrast, increases in human capital (ÁHUMANCAP), immigration (ÁIMMIGR), and in the 55-64 age-bracket population have a positive and statistically significant effect. The coefficient of the LONDON dummy variable is positive and significant indicating that the change in self-employment rates was higher in London, whereas the opposite is the case for the coastal LADs.
However, the negative sign for SELFR71 sharply contrasts with its sign when ÁSELFR was the dependent variable. 22 Moreover, both CRR and ÁSERV become positive and statistically significant, contrasting with their signs on the left hand side of the table.
Several other factors also positively influence RMI. These include changes in human capital, homeownership, small firm presence, and the proportion of the population of (late) working age. The effect of changes in the ratio of immigrants is positive and significant, but only when the LONDON dummy variable is not included in the same regression, suggesting that the effect of immigration might be heavily concentrated in London. 23 Finally, to assess whether the drivers of RMI and ÁSELFR are the same across their distribution of rank mobility, 24 an unconditional quantile regression (Firpo et al., 2009 ) approach was followed. As pointed out by Baltagi and Ghosh (2015) , an important difference between the conditional and unconditional quantile regression is that the conditional quantiles do not average up to their unconditional quantile counterparts. 25 In terms of ease of interpretation and policy-relevance, the unconditional quantile regression approach is preferred.
The unconditional quantile regression is based on transforming the dependent variable by using the re-centred influence function RIF :
, where q stands for the th quantile, 1 Y q ÈÉ is a dummy variable generating function assuming the value of 1 when the value of the dependent variable Y is smaller or equal to the one that corresponds to its th quantile, and f Y q ðÞ is the density at the point q . Since the results obtained for middle parts of the corresponding distributions are more uniform and consistent with those already presented, Table 7 shows unconditional quantile regression results only for the tails (10th and 90th quantiles) of both the RMI and ÁSELFR distributions. 26 The positive effect of changes in human capital, small firm presence, home ownership, and population growth is larger in the right tail of the RMI distribution. In contrast, the effect of structural change as reflected by the CRR and ÁSERV variable is much larger, and the effect of population ageing is positive and significant in the left tail. Changes in immigration appear to have no significant effect on either tail.
This contrasts with the result obtained for ÁSELFR where the effect of changes in the immigration variable were positive and of marginal statistical significance for the top end of the unconditional distribution. As with RMI, the ÁSELFR results show the effect of changes in human capital are more pronounced for the right tail of the distribution of the dependent variable, whereas the effect of population ageing is clearer for the left tail. Note: Robust standard errors in parentheses. ***Significant at the 0.01 level, ** significant at the 0.05 level, * significant at the 0.10 level.
The effect of population growth is negative and of moderate statistical significance for the low end of the ÁSELFR distribution. In contrast, the effect of variables relating to structural changes is negative for the top end of the dependent variable distribution. Table 7 . A 95% confidence interval has been used.
The marginal effect of the base year self-employment rate on RMI across its different quantiles is graphed in Figure 4 , whereas the corresponding marginal effects in the case of ÁSELFR are graphed in Figure 5 . Table 7 . A 95% confidence interval has been used.
Overall, these marginal effects are consistent with the patterns of persistence and change emerging from the earlier analysis.
Conclusion
This paper takes a long-term perspective and examines regional variations in entrepreneurship in England and Wales over 90 years between 1921 and 2011. It finds evidence of striking persistence and limited, yet nonetheless important, change.
Using self-employment as a measure of entrepreneurship, it confirms that, overall, rates have risen considerably, doubling between 1921 and 1971 and doubling again between 1971 and 2011. However, despite the scale of these changes, the geographical areas with high (low) self-employment rates in 1921 continued to have high (low) rates 90 years later. This spatial stability is particularly characteristic of areas with low self-employment rates in either 1921, 1971 or both. It is, however, somewhat less characteristic of the post-1971 period than of the earlier period.
Stability can be interpreted as reflecting the powerful role played by cultural factors in explaining spatial patterns of entrepreneurship. This is based on the effect of lagged regional self-employment rates that accounts for a high proportion of the observed variation and the effect of lagged values of the variable that captures the extent to which local economic structures are dominated by small firms, as the latter is in line with explanations that emphasise a powerful role for entrepreneurship culture. In addition, the spatial econometric modelling approach followed here suggests that the effect of omitted factors is spatially autocorrelated, which might also be related (although not exclusively so) with unmeasured cultural factors spreading across space. Moreover, the evidence produced suggests that structural variables in nearby local authorities matter for entrepreneurship in a regional context.
Potentially serving in reinforcing stability is our finding that the key determinants of the 2011 regional self-employment rates were the spatial economic circumstances of that area 40 years previously. This concurs with the view that part of the explanation for the timepersistence of regional entrepreneurship differences lies in time-persistent differences in their determinants (Andersson and Koster, 2011; Fotopoulos, 2014) .
Despite this pattern of overall stability there are two very important groups of movers between 1971 and 2011: the London boroughs (all of which improve their rank position) and the coastal towns (which, as a group, decline in rank position -in many cases catastrophically).
Our econometric results suggest that regional restructuring favouring the services sector, population ageing, and increases in human capital, homeownership and immigration all have a positive effect on rank mobility and change, although the latter seems to be dominated by the London effect. The results on both human capital and immigration accord with recent evidence produced for entrepreneurship in England and Wales over the (Rodrı´guez-Pose and Hardy, 2015 .
The London-based changes reflect the growth of financial services in the capital, particularly in the last two decades. This exogenous increase in wages stimulates inmigration which, with labour market imperfections, leads to many individuals working as self-employed.
The decline of self-employment in the coastal towns is more simple, reflecting a decline in seaside tourism (Gale, 2005) and fishing -sectors dominated by the self-employed. To this may be added a downward trend in self-employment in the distribution, hotels and restaurants sector, partially attributable to the replacement of small family-owned establishments by larger chains (Meager and Bates, 2004) . The theorizing common to both explanations is that entrepreneurship is a response to changed (good or bad) economic circumstances.
Our view is that enterprise policy in the UK emerges with little credit from these findings. One key objective of such policies, which have been in operation since the late 1970s in the UK, has been to promote enterprise in low-enterprise areas (Greene et al., 2008) . We show that, although self-employment rates have risen in these areas, they have not 'moved up the league table'. Instead, places such as Middleborough, Kingston upon Hull and Gateshead remain resolutely amongst the 10 areas with the lowest rates of self-employment in 1971 and 2011. This dimension of policy clearly has not worked.
Perhaps equally disconcerting for policy-makers is that the areas that have clearly improved their league position are those that have not been the focus of policy -most notably London. Finally, the areas that have declined in terms of league-table positionthe Coastal Towns -have also not been the subject of explicit enterprise policy attention.
To address this, we offer suggestions of policy routes that are compatible with our theories and findings. All see spatial entrepreneurship levels as a response, either to external changes, or to stability.
The first acknowledges the powerful role clearly played by local human capital. In low enterprise areas such capital could be supplemented by retaining the university graduates within the area and/or attracting highly educated and financially robust immigrants to peripheral regions. In reality, however, these effects are likely to be only marginally effective when the human capital of those living in the area remains low.
The second is more radical. It involves acknowledging that low or high rates of entrepreneurship might be symptoms, rather than causes of, the economic performance of a locality. Treating the symptoms -such as seeking to raise enterprise rates -by policies such as small scale grants, awareness raising, information and advice -have been in place for more than thirty years or more with little observable effect. The lessons learned from the paper are that where change has happened -most notably London -it has come about for reasons not clearly related to enterprise policy. The case of London therefore merits much closer attention.
A third group worthy of further investigation are the Coastal Towns. Our results show that, as a group, they experienced a substantial fall in their position in the self-employment league table. However, this average performance masks a diversity that merits further investigation.
Developing a richer understanding of the deviants would provide case material that could be used to benefit others and lead to the framing of more effective entrepreneurship policy during the next 40 years. Table 28; 1981 come Census Table 44; 1991 Table  73; 2001 Table KS011a; 2011 Tables KS605EW to KS607EW.  EXPSELFR: 1971 Census Table 05; 1981 Census Table SAS 05; 1991 Census Table  SAS08; 2001 Census Table KS011a; 2011 Census Tables KS605EW-KS607EW . For data on self-employed by industry see sources used for SELFR CRR: defined over the 1981-2011 period using data for broad the broad sectors of energy, services, manufacturing, agriculture and construction coming from the 1981 Census Table  SAS44 and the 2011 Census Tables KS605EW-KS607EW. 
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