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Abstract- -This  paper describes the relationships between projectors, olvents, interpolating poly- 
nomials and partial fraction expansions. Properties of the projectors as well as the definition and 
properties of a set of interpolating polynomials are given and the application of the polynomials to 
partial fraction expansions is discussed. 
1. INTRODUCTION 
This paper is a short development of the algebraic structure of projectors, solvent, interpolating 
polynomials and lambda matrices. The paper contains no proofs which have been presented in 
one of the references, [1]. The computation ofsolvents of lamb da matrices i  described in reference 
[2]. Examples have been given to illustrate the algebraic structure and to help the reader. 
This work is a continuation ofsome earlier work by the author on scattering matrices, Ricatti 
functions, the sign of a matrix and projectors. Much of the work in this paper was motivated 
by that work which in turn was motivated by the author's association with Richard Bellman. 
Much of the work herein was taken from the dissertation ofKamel Hariche carried out under the 
supervision of the author. This work was presented at the Fourth Bellman Continuum held at 
Kansas State University, May 21-22, 1990. 
2. PARTIAL FRACTION EXPANSIONS--LINEAR CASE 
Consider the partial fraction expansion of the general function 
n()~) ~" mi-xX..., ki,t [a(,~)]-I = (1) 
where the order of d(~) is n and that of n(A) is one less, i.e., n - 1. It has been assumed that 
d(~) = 0 has r distinct roots and each root is of multiplicity mi. The determination of the 
residues ki,s is rather straight forward and most engineering students are capable of computing 
the coefficients ki,i. A problem where the function is a ratio of two scalar polynomials, referred 
to as the scalar case, will be considered first. A later example will be discussed in which there is 
a ratio of a matrix polynomial to a scalar polynomial, i.e., called the matrix case. 
As an example of a simple scalar problem, consider the function 
1 k1,______2___1 k~,.______2_0 k2,______2_0 
[a(A)]-I = (A + 1)2(A + 2) = (A + 1) 2 + (A + 1) + (A -}- 2)' 
where it is not difficult to show that 
1 ] =1, 
k1'1 ~ ~ ~---1 
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d 1 
and 
- -1 .  k2,o - (,~ + 1) 2 ~- - -2  
The matrix case is of more interest in this work although the need to compute the partial 
fraction expansion is encountered less frequently. The matrix form of the expansion is quite 
similar to the scalar case except he numerator entries (coefficients) are matrices. If A(A) has the 
form 
A()O = I,V "~ + A1)~ m-t + A2)d n-2 +. . .  + Am, (2) 
then the expansion of [A(~)] -1 has the form 
N(A) r m,-t  Kij  
-1  = = (3 )  
i=1 l=0  
It is well known that the partial fraction expansion matrix coefficients can be computed, i.e., 
direct substitution, in the same manner as in the scalar case. Assume that d(~) has r distinct 
roots then 
Ki,l = l~ dA z--''''Y (A - )q)m, , i = 1,2, . . . ,  r, 1 = 0, 1, . . . ,  m~ - 1. (4) 
The matrix coefficients of the expansion are quite interesting in that they are the eigenprojectors 
of A in the linear case, i.e., A(~) = I~ - A. 
As an example to show this, consider the problem where the matrix form is first order, i.e., 
the linear case, 
A(~) = -2  ~-  4 , 
0 -1  )~ 
where A has eigenvalues )~t = 6 of multiplicity ml = 1 and ~2 = 3 of multiplicity m2 = 2. The 
expansion of [A(~)] -1 is given below. 
1 2 -1  - + 3) -4  5 -4  +9(A_6------3 4 
[A(X)]-I - 3(X - 3) 2 -2 l -2 -2 7 2 
If the partial fraction expansion coefficients (residues) Kij are examined, it is found that they 
satisfy the properties of projectors which are: 
7" 
E gi,o = I, (P1) 
i=1 
Ki,oKi,o = Ki,o, (P2) 
Ki,oKj,o = 0, i ¢ j, (P3) 
Ki,oKi,1 = Ki,I, i = 1,2," • .,mi - 1. (P4) 
The first property, (P1), defines the resolution of the identity matrix. The matrices are idem- 
potent if they satisfy property (P2) and orthogonality if (P3) holds. In addition to the above 
properties, it can be shown that 
A = E Ki,o)q + Ki,1. (P5) 
i=1 
Although the above mathematical development is quite interesting, the mathematicM devel- 
opment of the residue-projector relations is not what this paper seeks to develope. Establishing 
the relationship between interpolating polynomials, partial fraction expansion coefficients and 
projectors is the primary purpose of this paper. 
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3. INTERPOLAT ING POLYNOMIALS~LINEAR CASE 
Define a set of scalar interpolating polynomials as 
= m i ' l )~n-2 -t" __i,I mi,t(A) m~'ZAn-l-I - 2 . . .+rnn ,  i= l ,2 , . . . , r ,  I=O,  1 , . . . ,m i -1 ,  
with the properties 
LmCq) (  }, .~ q? i,I ~. ,s ]  : ~tq, 
and 
i - -  1,2 , . . . , r ,  
(5) 
i,Z~Ak)=0, i , k= l ,2 , . . . , r ,  l=O,  1 , . . . , rn i -1 ,  (7) 
where m(q.)(~l is the qth derivative of the scalar polynomial. It can be shown that a set of 
polynomials, uch as in (5), can be constructed from the eigenvector matrix of A, denoted by Y, 
where the coefficients belong to the matrix M with 
MY - I .  (8) 
It follows that the elements of M in (8) can be used to generate the polynomials that have the 
desired properties of the interpolating polynomials as defined in (5)-(7). Let M have the scalar 
M = 
elements 
mln '° ml'°n-1 ""  m~ '° m~ '° 
• : • . .  : : 
ra21,rn,- 1 ml ,mx -1  ~n l ,m. -  1 rf~l, ~ , -1  
rt r t - -1  " • "  
17Z2n 'O 1712'0n-I " '"  97122 '0 ml  2,0 
• . . • • 
" ' ' n  l i l ' n - -1  • " " 111"S  111"1  
• • . • • 
where the elements of M are the coefficients of mi,z(A). Each row of M defines an interpolating 
polynomial and the matrix defines the full set. 
The eigenvector matrix is constructed irectly from the eigenvalues of the matrix A as shown 
below• 
y = 
1 1 . . .  1 1 0 . . .~  
A1 As .. .  Ar-t Ar 1 
J . .  ; • . . .  : • . ~) t~- - I  )iS 1 n -1  n -1  (n  1)A~ -2 n-  . . .  A r_ l  Ar 
It has been assumed that A has r distinct eigenvalues and the r th eigenvalue is repeated with 
multiplicity mr = n - r .  If A has several eigenvalues ofmultiplicity greater than one, the structure 
of Y for each repeated eigenvalue follows the structure of that of the r ~h eigenvalue above. This 
form of the eigenvector matrix will be referred to hereafter as the companion or canonic form. 
The ratio of two scalar polynomial problem of section 1 will be discussed first. Since the roots 
(eigenvalues) of the expansion are As = -2  of multiplicity ml = 1 and A2 = -1  of multiplicity 
ms -- 2, then the eigenvalue matrix is given by 
Y = -2  -1  
4 1 - 
and the coefficients of the interpolating polynomials by elements of the matrix 
M = Y -1 = 0 -2  - . 
2 3 
l=O,  1 , . . . ,m i -1 ,  q=O,1 , . . . ,m i -1 ,  (6) 
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The interpolating polynomials are 
ml,0(A) = A 2 + 2A + I, 
m2,0(A) = -A  s - 2A, 
and 
m2,1(A) = A s + 3A + 2. 
It is not difficult to show that the expansion of [a(A)] -I, a ratio of two scalar polynomials, is 
given by 
,.~-I m~,l 1 1 1 
[a(A)]-i = ~ ~ (A + Ai) ,+1 = (A 4- 2-----~ + (A 4- 1) ' ' ' ' - '~  (A + 1)' 
i=1 I=0 
where m~ J is nothing more than the leading term in the interpolating polynomial mij(A) or the 
elements of the last column of y-1.  A check of the polynomials will show that they satisfy the 
properties stated in (5)-(7). 
As a second example, let A be the matrix of the previous matrix example 
A= 4 , 
1 
which has the eigenvalues A1 = 6 with ml = 1 and A~ = 3 with ms = 2. The eigenvector matrix 
is then (,,, 0) ("i) Y= As = 6 3 , 
A12 A22 2A2 369 
and the inverse of Y is 
M=y_  1 1 0 6 , 
= 9 -54  27 
thus the interpolating polynomials are 
ml,0(~1) = ~ [~s _ 6~ + 91, 
ms, l (~)  = ~ [-3~ s + 27~ - 54]. 
A check will show that the polynomials above satisfy the properties of (5)-(7). It also follows 
that the polynomials define matrices that satisfy the properties of the projectors and are the 
partial fraction expansion coefficients, that is 
ml,0(A) = K1,0, 
ms,0(A) = Ks,0, 
and 
m2,1(A) = K2,1. 
Substituting into the equations 
ml,o(A) = g [A s - 6.4 + 91] = g 
1 1(__ !  




5 -4 , 
-2 7 
and 
Projectors, solvents, interpolating po]ynomiMs 149 
1(0 0 
l [ _3A ~_t.27A 54/ ]=~ -6  3 m2,1(A)  = -~ - 6 -3  - , 
as found earlier. 
The mathematical development above establishes the relationship between the projectors, par- 
tial fraction expansion coefficients and the interpolating polynomials for the linear case. The 
nonlinear case will now be examined. 
4. NONLINEAR CASE- - INTERPOLAT ING POLYNOMIALS 
It is well known that matrix polynomials or lambda matrices leads to factorizations of the form 
A(A) = Q~(A)(AI - R~) = Q2(A)(A I -  R2)(AI - RI) = . . .  = H(A I  - R,/) m', 
i-----1 
(9) 
where R~ is a right solvent of A(A). It is a right solvent if factored from the right side of A(A) 
or left if otherwise. It would be expected that the partial fraction expansion of [A(A)] -1 would 
be quite similar to the linear case except where the expansion is now about the solvents of A(A) 
rather than the eigenvalues of A. This is found to be the case with the expansion having the 
form 
r rn i - i  
[A(A)I-X = E Z (A I -  Ri)-'-IM~ i'O, (10) 
i=1 I=0 
which is identicM to the scalar form (1) except hat the expansion coefficients are matrices as are 
the solvents ("roots"). 
The interpolating polynomials are defined in the same manner as for the scalar case. Let A(A) 
be a A-matrix with a complete set R of solvents {R1, R2,..., R.r}, each of multiplicities mi, then 
define the interpolating polynomial as a set of m A-matrices of the form 
M,j(A) = M~JA m-1 + M~'tA '~-2 + ... + M,~', Mj" E C "xn, (11) 
satisfying the equations 
i= l ,2 , . . . , r ,  l=0 ,1 ,2 , . . . ,m i -1 ,  (12) 
M~)>(R~) = 0 fori # k, 03) 
where M(,~)(R4) denotes the qth derivative of Mi,a(A) evaluated at the solvent R~. 
Using the form of the A matrices Mi,z in conjunction with the set of equations above, the 
following matrix equation is obtained 
where 
M = 
MY -- I, (14) 
Mnl,O ~v/l,O ~Arl,O ~AF1,0 
n--I • • • ~ '~2 "~"~ 1 
• , -o  • 
A/[l,rnx_ 1 /]/fl,rn i - 1 A,fl,rn1-1 ~arl,rnx--1 
- ' -n  n-1  . . . . . .  2 "~1 
M:2 ,  ° M2, ° M: ,0 M~ ,0 
n--1 " ' "  
• . . . .  : • 
~t-~,,n,-1 M2,,:n,-1 a,c-~,m,-I M~,m,-a 
°"n  n - - I  " ' ' ~a2 
: : ".. : : 
and 
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y - 
/ I I  I I  ° !!i/ R1 R2 . . .  Re-1 Rr I 
R1 ~ R~ ... n~_l R~ 2P~ 
• ° . . .  * . . 
R~-I n~-I ... nrn-l_l Rr"-i (n -  1)R~ -2 
Since Y must be invertible, Ri must not be in the usual block canonic form, i.e., 
(0 i) 
R4 ---- -R21 -R22 
as this would make Y singular• 
The properties of these polynomials are identical to those of the scalar case except that the 
coefficients are now matrices with 
M.2,,o(X) - Mi,o(X) for all X e R, (P1) 
M~,o(X)M~,o(X) = 0 for all X E R, (P2) 
M~,o(X)M~,,(X) = M~,,(X) for all X e n, (P3) 
r 
Mi,o(X) = I for all X e R• (P4) 
i= l  
Note that the solvent R~ plays the same role here as A does in the linear case. This is to be 
expected since the factors (AI - Ri) are linear factors of A(A). 
As an example, consider the polynomial 
A(A) = (AI - R2)(AI - R1), 
where 
R1 -- ~ --2 
and 
) -2  /~2 = ~ 3 14 ' 
where each is of multiplicity 1. The interpolating coefficients are obtained from the matrix 
Y = 
( ~ 01 ) 
1 0 
1.666 - I  4.2 -0.4 
\ -0 .666 1.333 0.6 2.8 
or 
° i/ M = y -1  = __1 -57  114 19 -3  57 -36  6 22 ' 
57 -57  -19  38 /  
with 
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M- -  M• '° M? ' ° / "  
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It thus follows that the expansion for [A(A)] -1 i s  
( 
1 ( ,~ - 4.2 
+ -0.6 
•-1 .3333]  19 -38 
0 .4 ) -1 (  221)  
- 2.8 -19  38 " 
It is not difficult to show that 
Mt,0(R1) = MI'°R1 + M~ '° = I, MI,O(R2) = M~'°R2 + M2'°2 "--0 
and 
M2,o(R1) = M~'°Ri + M~ '° - O, M2,o(R2) = M~'°R2 + M22 '° -" I. 
The other properties of the projectors as stated in (P1)-(P4) follow from the above. 
5. SUMMARY 
It has been shown that there exists direct analog partial fraction expansions of matrix functions 
in the nonlinear case as in the linear case as long as the expansion is about a linear factor, in this 
case a solvent of the matrix polynomial or A-matrix. The resulting matrix coefficients atisfy 
the properties of projectors. The mathematics of the expansion and the use of interpolating 
polynomials i quite interesting although the use of such interpolating function may be infrequent. 
The interpolating polynomials help to shed some additional light on the algebraic structure of 
systems. 
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