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ABSTRACT
Methods for predicting clinically relevant levels of glucose concentration in aqueous solu-
tions from NIR absorbance spectra are described. The methods make use of wavelet anal-
ysis, radial basis function analysis, and a modified partial least squares algorithm. In
contrast to many widely used spectral processing techniques, the wavelet analysis and
modified partial-least-squares prediction methods make use of a priori knowledge of the
shape of the glucose spectral signature. The radial basis function method also differs from
most spectral processing techniques, since it is nonlinear. The general concepts of the dis-
crete wavelet transform (DWT) and radial basis functions are briefly reviewed, with
emphasis on the properties of the DWT that make it a suitable transform for the analysis of
spectroscopic data. Results obtained from applying these methods to spectra obtained
from protein and serum solutions with varying glucose concentrations are presented.
These results are compared with the results obtained from using partial-least-squares
regression (PLSR). In most cases, the methods discussed in this paper yield better predic-
tion results than PLSR.
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Chapter 1
Introduction
1.1 Current Methods for Self-Monitoring of Blood Glucose
Over the course of the last decade, a considerable amount of academic and indus-
trial research has been focused on attempts to noninvasively measure blood glucose con-
centration. The primary motivation for this research is to improve the quality of life of the
millions of diabetics who must currently track their blood glucose level daily. In 1997, The
American Diabetes Association reported that there were about 8 million diagnosed diabet-
ics in America alone (1). Of these 8 million diagnosed diabetics, it was reported that about
20-30% measured their blood glucose level frequently (2). Because of this large diabetic
population, the worldwide market for self-monitoring of blood glucose (SMBG) devices is
very large, having surpassed $1.5 billion in 1994 (3).
SMBG, however, is currently a painful, inconvenient, and expensive process. In all
SMBG devices now on the market, a lancet is used in order to puncture the skin on the fin-
ger in order to obtain a drop of blood. This drop of blood is then used in a chemical assay
of blood glucose concentration. The pain of pricking a finger is often perceived to be
greater than that of any other part of diabetes therapy, since there is a high nerve concen-
tration in the fingertip and since a lancet is much thicker than an injection needle (2). In
addition to the pain of SMBG, many diabetics are also annoyed by the untidiness of the
process. For example, the process of transferring a drop of blood from the finger to a mea-
suring strip can be difficult for some older people to perform and often leads to blood
stains when performed by people of all ages. In addition to these problems, SMBG is also
a very expensive process. In 1992, it was estimated that a patient performing four tests a
day would spend over $800 every year on test strips (2). Because of all of the problems
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with current methods of SMBG, there exists an obvious demand for a minimally painful,
easy-to-perform, and relatively cheap method of performing blood glucose measurements.
1.2 Methods for Making Noninvasive Blood Glucose Measurements
As early as 1992, papers were published reporting that spectroscopic methods
could be used in order to obtain noninvasive blood glucose measurements (12). In 1996,
Biocontrol Technology, Inc. actually had its noninvasive glucose measuring product,
Diasensor 1000, reviewed by the FDA. The FDA denied approval to the product, however,
since they did not feel that the testing of the product had been done for a long enough time
or with acceptable success. Thus, the search for a noninvasive SMBG device continues.
Several research groups are investigating a wide range of different methods for
creating a better SMBG device. The most common feature of these devices is that they
eliminate the need for a finger prick and, therefore, a blood sample. Devices of this type
are known as noninvasive blood glucose monitors, since they do not involve any type of
pain or damage to tissue. Researchers have attempted to obtain noninvasive blood glucose
measurements in many different ways. Five techniques that have been used and have
shown some success are near-infrared (NIR) spectroscopy, far-infrared (FIR) spectros-
copy, radio wave impedance, polarimetry, and reverse iontophoresis (4). The first four
techniques listed above involve shining radiation through perfuse tissue in order to extract
information about glucose concentration. The fifth technique, reverse iontophoresis,
involves drawing tissue fluid up through the skin and then measuring the glucose in this
extracted fluid. Additional information on the use of FIR spectroscopy (5), radio wave
spectroscopy (6), polarimetry (7), and reverse iontophoresis (8) can be found in the litera-
ture. Although all of these techniques have shown some success, by far the most popular
technique for obtaining glucose information has been to use NIR spectroscopy.
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Even in the field of NIR spectroscopy, though, researchers have used several dif-
ferent methods for obtaining NIR spectra. For example, some researchers have used NIR
Raman spectroscopy in order to obtain suitable spectra (9). Others have obtained spectra
using diffuse reflectance spectroscopy (10, 11). Still others have taken the approach that
we will take, using NIR absorbance measurements (12, 13, 14, 15, 16). One important rea-
son for using absorbance spectra is that the height of peaks in absorbance spectra are lin-
early related to analyte concentration by Beer's Law. Thus, linear methods can be used to
analyze absorbance spectra.
There are several reasons why so many researchers use the NIR (12800-4000cm 1,
780-2500nm) for measuring glucose in tissue and aqueous solutions. First, the NIR con-
tains several radiation frequency bands at which glucose molecules are known to absorb.
Second, some of these regions of glucose absorption occur at radiation frequencies for
which water absorption is fairly low. These "water windows" provide excellent regions in
which to look for the spectral signatures of analytes in tissue and solution. The NIR is also
very popular because of the fact that there are a wide variety of relatively cheap and highly
reliable spectrometers available for use with this range of radiation.
1.3 Techniques for Processing NIR Absorbance Spectra
The main problem with predicting glucose concentration from NIR absorbance
spectra is that many organic chemicals that appear in blood and tissue also absorb in this
region. As we stated above, water absorbs very strongly in the NIR. Proteins and triglycer-
ides also absorb strongly in the NIR. All of these chemicals appear in blood and tissue at
much higher concentrations than glucose, so they tend to have larger absorbance peaks
than glucose. Thus, the NIR absorbance spectra obtained from measurements of biological
matter contain many large interference peaks that overlap the peaks created by glucose.
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The problem of extracting glucose information from NIR spectra is further compli-
cated by the fact that chemicals absorb radiation differently in response to temperature
shifts. Small changes in temperature (< 10 C), for example, can cause the large water
absorption peaks in the NIR to change shape and have a visible effect on absorbance spec-
tra.
All of these interferences necessitate the use of processing techniques in order to
extract useful information about glucose concentration from NIR spectra. Several different
techniques have been widely used for this spectral processing. These techniques include
Fourier filtering, principal components regression (PCR), and partial least squares regres-
sion (PLSR). PLSR is used most widely in contemporary research.
In this paper, we will explore the performance of PLSR at predicting glucose con-
centration in various aqueous matrices from NIR absorbance spectra. We will also present
and evaluate the performance of more novel methods for spectral processing that employ
wavelet transforms, radial basis function analysis, and a modified PLSR algorithm.
Our findings indicate that PLSR, a linear analysis technique that incorporates no a
priori information, can often be outperformed by analysis techniques that are nonlinear or
specifically tailored to the problem at hand. Thus, a noninvasive SMBG would probably
benefit from a processing scheme that is more specifically designed towards the noninva-
sive glucose measurement problem than PLSR.
16
Chapter 2
Common Linear Data Compression Prediction Methods
2.1 The General Form of Linear Data Compression Prediction Methods
In this chapter, we will briefly describe the most common techniques used for pre-
dicting chemical concentration from spectral data. All of these techniques can be labelled
as linear data compression prediction methods. As the name implies, these techniques use
only linear transformations and manipulations. In particular, the general form of these
techniques can be laid out as follows.
First, several spectral vectors in N-space (N-point spectra) are projected onto a
subspace of N-space that highlights some chosen spectral features. Then, these "com-
pressed" spectra are used in order to set up a regression equation between glucose concen-
tration and the compressed spectral variables.
The projection step is known as a data compression or rank reduction method,
since it takes length-N vectors and produces length-M vectors, where M < N. The main
reason for performing data compression is that the original N-space representation of
spectral data usually does not concentrate or localize salient spectral information. Indeed,
unprocessed spectra usually have their useful information spread out over many variables,
and this useful information often occurs at points that also are affected by random noise
and other interferents. Linear data compression prediction methods perform a projection
(transformation) that is aimed at concentrating the salient spectral information into a few
variables.
Thus, the goal of the compression step is to concentrate salient information into as
few variables as possible and at the same time to eliminate useless or deleterious informa-
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tion. Thus, the subspace onto which spectra are projected should be specially chosen so
that it highlights the important aspects of the spectra with the fewest number of dimen-
sions. In a qualitative sense, the subspace should be well "matched" to the important infor-
mation in the spectra.
The data prediction techniques described below using Fourier filtering, principal
components regression, partial least squares regression, and wavelet analysis are all linear
data compression prediction methods. These prediction models all predict glucose concen-
tration as a linear function of the variables in the absorbance spectra. Linear prediction
methods are well suited for predicting analyte concentration using NIR absorbance spec-
tra, since Beer's Law states that there should be a linear relationship between analyte con-
centration and the heights of absorbance peaks.
As outlined in (18), the mathematics of linear data compression prediction meth-
ods can be generally described using a few simple matrix equations. First, we define a data
matrix X (m x n), with rows representing several different spectra. Next, we define a col-
umn vector y (m x 1), with each entry in y representing the measured glucose concentra-
tion of the corresponding spectra in X. Finally, we define a matrix V (n x r), which has
columns representing the basis functions of the (r-dimensional) subspace onto which the
spectra are to be projected. The columns of this matrix V are the elements which will vary
between the different linear data compression methods described below.
The first processing step in all of these linear data compression methods involves
centering X and y in the following manner:
X = -1 (2.1)
= y-y (2.2)
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Next, the centered spectra in X are projected onto the subspace defined by the basis
vectors in V.
T = XV (2.3)
The rows of the matrix T (r x n) contain the spectra from X projected onto the subspace
defined by V. Thus, the spectra in T will have fewer points than the spectra in X. As men-
tioned above, these fewer points should have glucose concentration more explicitly repre-
sented than in the original vector space.
If the number of points in the spectra in T is less than the number of spectra in T (r
< n), a least squares regression equation can be found between the variables in T and glu-
cose concentration. In all of our data compression methods, we will require that r < n. So,
a regression vector q can be found in the following manner:
q = (T'T)-I Ty (2.4)
Once we have found this vector q, we have all of the information necessary in
order to build a linear prediction model. For a linear prediction model, our final prediction
equation should have the following form:
9 = bo+bx+b 2x 2 +...+bNXN = bo+x'b (2.5)
In this equation, j represents the predicted glucose concentration, the x variables repre-
sent the data points in an absorbance spectra not in X, and the b variables are regression
coefficients. The vector b and the scalar bo can be found in the following manner:
b = Vq = V(T'T) T'y (2.6)
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bo = 9 - x'b (2.7)
As can be seen from the first of these equations, the vector b performs two operations on
test spectrum. First, it projects the spectrum onto the subspace defined by the columns of
V. Then, it finds the value of the regression equation between q and the projected spec-
trum. The equation for the scalar offset bo accounts for the centering of X and y in the cal-
culation of q.
In the following sections, we will discuss the various techniques that we used in
order to predict glucose information. Several of these techniques employ the data com-
pression linear prediction methods described above. In these cases, we will not reiterate
what has been stated above. Instead, we will mention that the method in question is a data
compression linear prediction method. Then, we will go about describing how the matrix
V is found and what special properties are exhibited by the basis functions found in V.
2.2 Commonly Used Linear Data Compression Prediction Methods
Fourier Filtering
The first published method that Arnold and Small used in order to form models for
predicting glucose concentration involved using Fourier filtering (12). They began their
study by obtaining several NIR absorbance spectra from aqueous solution containing
varying amounts of glucose. Then, they limited the region of the NIR in which they would
try to determine glucose concentration to the area surrounding a known glucose peak at
4400cm-1.
Since there were various baseline and low-frequency variations in the spectra, they
found that they were not able to accurately predict glucose concentration using simple
peak height or area measurements. So, they tried to find a Fourier filter that would be able
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to yield filtered spectra which would display a linear relationship between peak height and
glucose concentration. They restricted the shape of their Fourier filter to be Gaussian and
then varied the mean and standard deviation of the filter until a filter was found that opti-
mized the correlation between peak area and glucose concentration.
In our studies, we used similar Fourier filtering methods. We also attempted to
search for a more ideal Fourier filter by not restricting the shape of the filter to be Gauss-
ian. Instead, we employed a data compression linear prediction method, using basis func-
tions of the Discrete Fourier Transform in the matrix V. Specifically, the columns of the
matrix V were the first several low-frequency basis functions of the DFT. With this type of
Fourier filtering, we obtained fairly good results. However, this method will not be
reported on here, since the results were not as good as those obtained from other methods
that we developed.
Principal Components Regression
Principal components regression (PCR) is commonly used in spectroscopy in order
to form linear prediction models. This method is another data compression linear predic-
tion method. It is intricately related to principal components analysis and the singular
value decomposition of linear algebra. In principal component analysis, N-point data sets,
such as absorbance spectra, are viewed as N-dimensional vectors in N-space. The goal of
principal component analysis is to find a new set of orthogonal basis functions for the
given data vectors. These new basis functions are known as the principal components of
the data vectors, and they highlight the maximum amount of variation between the data
vectors with the fewest number of dimensions. The principal components of a set of spec-
tra can be calculated by finding the eigenvectors of the covariance matrix Z = XX,
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where the matrix X has various spectra as its rows. For a more complete description of
principal components analysis, refer to (18).
In principal components regression, the first few principal components (the ones
that represent the most variation between the spectra) are used as the basis vectors for the
subspace represented by V. We will not be reporting on PCR in this paper, since it is
widely accepted that partial least squares regression almost always works better in prac-
tice.
Partial Least Square Regression
Partial Least Squares Regression (PLSR) is probably the most widely used method
for predicting analyte concentration from NIR absorbance spectra (18). This method is
also a data compression linear prediction method. It is fairly similar to PCR. In PCR, how-
ever, only the data matrix X is used to find the basis functions in the columns of V. Thus,
large variations that have no relevance to glucose concentration will often account for sev-
eral of the first principal components. This irrelevant information can yield poor results. In
PLSR, however, both X and y are used to find the basis functions in V. Thus, this method
reduces the impact of large variations in the spectral data that have no correlation to glu-
cose concentration.
The method for finding the basis functions of PLSR is rather complex. It is
described in detail in the multivariate signal processing literature (19). The basis functions
can be described on a qualitative level as highlighting the variation between the spectra in
X that is correlated to the glucose concentrations represented in y. Like the basis functions
in PCR, these basis functions are also orthonormal. In our presentation below, we will
22
compare the results obtained from all of the methods that we developed to those that were
obtained by PLSR.
When PLSR is used for predictive purposes, one of the most important decisions
that must be made is choosing how many different factors (basis functions) should be used
in creating the prediction equation. The manner in which we chose the number of basis
functions was to calculate the prediction errors when different numbers of factors were
used in leave-one-out-prediction performed on the calibration set.
In leave-one-out prediction, one spectrum in the calibration set was "left-out" and
the rest were used to create a prediction equation. Then, this equation was applied to the
left-out spectrum and the error was recorded. This process was repeated for each spec-
trum, so that each spectrum was left-out exactly once. Then, the sum-squared prediction
error was calculated.
When we were determining how many PLSR factors to use, sum-squared predic-
tion errors with leave-one-out prediction performed on the calibration set were calculated
for a range of the number of factors used. The number of factors that yielded the smallest
sum-squared prediction error was used in creating the "final" prediction equation that was
used to predict the glucose concentrations of the spectra in the prediction set.
2.3 Spectral Processing Techniques Discussed in This Paper
In this paper, we will present three spectral processing techniques that can often
perform at or above the level of PLSR. These techniques involve wavelet analysis, radial
basis function (RBF) analysis, and modified partial least squares regression. The wavelet
and modified PLSR prediction methods are both data compression linear prediction meth-
ods like those discussed above. However, these two new techniques have the additional
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feature that they can be designed to highlight certain spectral features specific to the glu-
cose spectral signature. In other words, these techniques can take advantage of the knowl-
edge that we have about what we are looking for. The RBF analysis technique, on the
other hand, is a nonlinear prediction method, although it bears a strong resemblance to the
linear methods described above. The nonlinearity in the RBF prediction method can allow
it to predict glucose concentration using information that can not be discerned or utilized
with linear methods.
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Chapter 3
Wavelet Analysis Prediction Algorithm
3.1 A Brief Introduction to the Discrete Wavelet Transform (DWT)
There are two fairly different manners in which the DWT can be presented and
computed. On the one hand, the DWT can be presented as a set of steps involving the suc-
cessive filtering and downsampling of a data vector (in our case an absorbance spectrum).
On the other hand, the DWT can also be presented as the projection of a data vector onto
an orthogonal basis. Both presentations of the DWT are useful, so we will briefly discuss
each of them and attempt to show how they represent the same transform. More thorough
descriptions of the DWT are widely available (17, 21).
Starting with the filtering/downsampling view of the DWT is probably the easiest
way to introduce the transform, since this process can be depicted well pictorially. In this
view of the DWT, a number of successive filtrations and downsamplings are performed on
a given N-point data vector, where N is equal to a power of 2. In the first step of this pro-
cess, the original N-point data vector is passed through both a low-pass filter and a high-
pass filter, and then the outputs of these filters are down-sampled. The downsampled out-
put of the high-pass filter contains details present in the data vector. This vector has N/2
points and is called the detail vector. The downsampled output of the low-pass filter, on the
other hand, contains an approximation of the data vector. This vector also has N/2 points
and is called the approximation vector. Together, the approximation vector and the detail
vector form an N-point DWT of the original data vector.
The DWT is often carried further by performing additional filtration on the approx-
imation vector. This additional filtration is of the same form as that which was performed
on the original data vector. Even the same spatial-domain filters are used. Thus, the pro-
25
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Figure 3.1: General scheme for the DWT decom- Figure 3.2: Three resolution levels in the DWT
position of a 256-point data vector. Shaded regions decomposition of an NIR absorbance spectrum
make up the DWT of the original data when resolu- obtained from a solution of protein and glucose.
tion level six is the lowest level of decomposition.
cess once again yields an approximation vector and a detail vector. This time, however,
these vectors only have N/4 points. The approximation vector can then be filtered and
downsampled again. This process of successively filtering and downsampling approxima-
tion vectors can be carried out as many times as desirable, or until the approximation vec-
tor contains only one point. Every time that an approximation vector is decomposed into a
new approximation vector and a detail vector, a new DWT is created. This new DWT con-
sists of the newly calculated approximation vector and detail vector, along with all of the
previously calculated detail vectors.
Figure 3.1 shows the manner in which a 256-point data vector would be decom-
posed'by a DWT. Each level of DWT decomposition is called a resolution level. By con-
vention, the resolution level is numbered by finding the log 2 of the number of points in the
approximation (or detail) vector in that resolution level. In Figure 3.1, the lowest resolu-
tion level detail and approximation vectors contain 32 points, so that the lowest resolution
level of the DWT is resolution level 5. The shaded boxes represent the DWT given when
the decomposition process is stopped at this level.
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(DV) or an approximation vector (AV).
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forms of the wavelets shown in Figure 3.3. The ver-
tical axis of each plot displays the resolution level
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Figure 3.2 shows a specific example in which a DWT was used in order to decom-
pose an NIR absorbance spectrum. If the DWT decomposition were to stop at resolution
level 6, the DWT would be made up of the approximation and detail vectors of resolution
level 6 and the detail vector of resolution level 7.
Now that we have described the filtering/downsampling view of the DWT, we will
go on to present the DWT as the projection of a data vector onto an orthogonal basis. Fig-
ure 3.3 shows eight wavelet basis functions in the popular wavelet basis known as
Daubechies-8 (D8), with resolution level 3 as the lowest resolution level. Each of the
wavelets in Figure 3.3 would be used in the calculation of a different resolution level detail
or approximation vector. The wavelet in Figure 3.3a, for example, would be used to calcu-
late one point in the resolution level 7 detail vector. The other 127 basis functions used to
compute the resolution level 7 detail vector would all be simple translations of the wavelet
in Figure 3.3a. Indeed, the basis functions of any resolution level detail or approximation
vector are simple translations of each other. Thus, although Figure 3.3 does not display all
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of the wavelet basis functions in the D8 basis, it does display all of the shapes of the basis
functions.
Inspection of Figure 3.3 should yield some information about the differences
between basis functions of different resolution levels. For example, the basis functions of
high resolution levels are represented very locally in space, whereas the basis functions of
low resolution levels are represented over wide ranges. In other words, high resolution
level basis functions have a great deal of resolution in the spatial domain, and low resolu-
tion level basis functions have low resolution in the spatial domain.
The spatial domain representation of the different wavelets in a basis yields a cer-
tain amount of information about wavelets and resolution levels. To more completely
understand wavelets and resolution levels, however, it is necessary to inspect wavelets in
the frequency domain. The magnitudes of the Fourier transforms of the wavelets in Figure
3 are shown in Figure 3.4. Just as in Figure 3.3, every plot in Figure 3.4 represents a basis
function for a certain resolution level detail or approximation vector. Translations have no
effects on the magnitude of Fourier transforms. Thus, the magnitude Fourier transforms of
basis functions of the same resolution level detail or approximation vector are exactly the
same.
The plots in Figure 3.4 clearly illustrate that basis functions from different resolu-
tion levels cover different frequency bands. The basis functions from higher resolution
levels represent higher frequencies, whereas the functions from lower resolution levels
represent lower frequencies. Figure 3.4 also clearly displays that the basis functions of dif-
ferent resolution levels display different amounts of resolution in the frequency domain.
Basis functions from high resolution levels have very little frequency resolution, whereas
basis functions from low resolution levels have much more frequency resolution.
28
When inspecting Figure 3.3 and Figure 3.4 together, it should be evident that dif-
ferent resolution levels represent different amounts of trade-off between frequency and
spatial resolution. The basis functions of high resolution levels have high spatial resolution
and low frequency resolution, whereas the basis functions of low resolution levels have
low spatial resolution and high frequency resolution. The fact that wavelet bases contain
basis functions with varying amounts of spatial and frequency resolution make them use-
ful alternatives to untransformed or Fourier bases. Untransformed bases, on one hand, pro-
vide perfect spatial resolution but no frequency resolution. Fourier bases, on the other
hand, provide perfect frequency resolution but no spatial resolution.
Now that we have discussed the general properties of wavelet basis functions, we
introduce the mathematical form of the DWT. As stated above, the DWT can be calculated
as a linear projection onto an orthogonal basis. This projection can be written as follows,
N-I
w[k] = I x[n]9k[n], k = 0, 1, ... , N - 1 (3.1)
n = 0
where x[n] is the original signal. w[n] is the DWT of x[n], and the functions cpk[n] are
the basis functions of the N-point DWT. For our purposes, the matrix form of this equation
will be more useful:
w-~ 0 - x[0]
w - = (p1[n] - x[] = Tx (3.2)
[w[N-1] - 9N-1[] - _ -x[N - I]
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3.2 Using the DWT in Spectral Analysis
In spectral analysis, unprocessed spectra will often have their useful information
spread out over many points, and this useful information usually occurs at points that are
affected by interferents and noise. Thus, linear transforms are often applied to spectra in
order to concentrate salient information into as few transform variables as possible while
separating this information from that caused by interferents. Transforms do not add any
information to the original signal. They simply manipulate the information so that it is rep-
resented in a different manner. A transform will do a good job of representing important
spectral features when some of its basis functions closely resemble the spectral features of
interest. In other words, a good transform will have basis functions that are well matched
to the shapes of important spectral characteristics.
One of the strong points of the DWT is that infinitely many bases can be used with
the transform. This freedom allows one to choose a basis that will be well suited for a spe-
cific problem. Probably the easiest way to choose an appropriate basis is to simply inspect
the basis functions of several different bases and look for basis functions that match up
well with the spectral features of interest.
In Figure 3.5, the NIR absorbance spectrum of a 400mg/dL glucose solution is
plotted with a scaled basis functions of the D8 (Daubechies-8) wavelet basis. This specific
basis function is used to calculate part of the resolution level 3 detail vector. It should be
evident from Figure 3.5 that the DWT basis function is fairly well matched with the glu-
cose signal. Other functions in this basis also match up well with the spectrum of glucose,
so the D8 basis is suitable for decomposing spectra which contain glucose information.
Obviously, no wavelet in this basis perfectly represents the glucose signal shown in Figure
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3.5. The spatial locality and peaky nature of the DWT basis functions, however, do seem
to make the DWT an attractive transform for the analysis of glucose absorbance spectra.
In order to compare wavelet basis functions to the basis functions of the DFT, the
real part of a scaled DFT basis functions and the glucose absorbance spectrum are shown
in Figure 3.6. Of course, the DFT offers no freedom to choose an appropriate basis for a
certain application. With the DFT, one is stuck with basis functions that are nonzero over
their entire length. The DFT basis function in Figure 3.6 appears to do a good job of repre-
senting the large glucose peak at 4400cm-1. The extraneous oscillations of the basis func-
tion, however, reduce its ability to properly represent glucose information in the presence
of interferents. However, just because no one DFT basis function can accurately represent
glucose information does not mean that it is not a useful transform. Several different basis
functions may be necessary in order to accurately represent a certain spectral feature. It
does make sense, though, to use transforms with spatially localized basis functions to ana-
lyze spectra with spatially localized spectral features.
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3.3 DWT Algorithm for Finding Linear Prediction Equation
In order to obtain an equation for predicting glucose concentration, we use a data
compression prediction method. In this type of method, a transform is used in order to
concentrate the salient spectral information of a calibration set of spectra into a few trans-
form variables. A linear regression equation is then found between these important trans-
form variables and the known glucose concentrations of the solutions from which the
calibration spectra were taken. Finally, the coefficients in this regression equation are used
to calculate the coefficients of a linear equation that can be used to predict the glucose
concentration of new absorbance spectra.
Specifically, the process of finding the linear prediction equation begins by col-
lecting a calibration set of spectra from samples with known glucose concentration. All of
these spectra are then put into the rows of a matrix X. The glucose concentration of the
samples from which each of these spectra were taken are put into a column vector y. The
matrix X and the column vector y are then centered in the following manner:
=X- x (3.3)
y = y- (3.4)
Next, the basis that will be used in the DWT must be chosen. As mentioned earlier,
one way of choosing an appropriate basis is to simply look for a basis that contains some
wavelets which match up well with the spectral signature of glucose in solution. Another
more quantitative manner of choosing an appropriate basis would be to perform leave-one-
out cross validation on the calibration spectra using several different wavelet bases. For
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each wavelet basis to be tested, this entire prediction algorithm would be applied several
times using leave-one-out cross validation in order to find prediction errors. The basis that
yielded the lowest average prediction error could then be used to calculate a prediction
equation for use with new spectra.
Once an appropriate wavelet basis has been chosen, the basis functions of the basis
are placed in the columns of the matrix V. When X and V are multiplied, a new matrix T is
created.
T = XV (3.5)
The rows of T contain the full DWTs of the spectra in X.
If the wavelet basis was well chosen, the important information in X should be
compressed into a few transform variables in T. Thus, most of the information in T should
be useless for prediction purposes. Indeed, this additional information can actually be del-
eterious to prediction results, since it only represents unwanted information that must be-
later filtered out. Thus, several transform variables in the DWTs found in T are eliminated
from further use. The elimination of these variables compresses the transformed signals,
which is why this method is called a data compression prediction method.
Choosing which variables to keep in this prediction process could be done in many
different ways. We decided which transform variables to keep based on the frequency con-
tent of their resolution level. If a resolution level contained frequency information that
matched up well with the frequency content of the spectrum of glucose in solution, then all
of the transform variables in that resolution level were included in the future steps of this
process. The magnitude frequency content of a 400mg/dL glucose spectrum and that of
the D8 DWT basis functions of the resolution level 2 detail vector are shown in Figure 3.7.
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The magnitude frequency content of the glucose spectrum and that of the basis functions
of the resolution level 3 detail vector are shown in Figure 3.8. Both Figure 3.7 and Figure
3.8 show large regions of overlap between the frequency content of the glucose signal and
that of the basis functions. Thus, in our studies the detail vectors of resolution levels 2 and
3 were regularly chosen to be used in the later steps of this prediction method. Instead of
using this qualitative method of choosing which parts of the DWT should be kept for later
steps, a more quantitative cross validation procedure could also be used.
Once certain transform variables have been chosen to be used in the rest of this
process, these transform variables are stored in the matrix Tc. This matrix can be found in
the following manner,
Te = XVC (3.6)
where VC has as its columns those basis functions which are used to calculate only the
chosen transform variables.
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So long as the number of points in the spectra in Tc is less than the number of
spectra in T, a least squares regression equation can be found between the variables in To
and the centered glucose concentrations in y. The coefficients of this regression equation
are the elements of the vector q, which is calculated in the following manner:
q = (TC'T)- 1TC 'I (3.7)
Once we have found this vector q, we have all of the information necessary in
order to build a linear prediction equation of the following form:
Ypred "0 + bixi + b2 X2 +... + bN- 1XN-1 0 + x'b (3.8)
In this equation Ypred represents the predicted glucose concentration. The x variables rep-
resent the data points in an absorbance spectra not in X, and the b variables are regression
coefficients. The vector b and the scalar bo can be found in the following manner,
b = Vcq = Vc(Tc'Tc) T' (3.9)
b= -x'b (3.10)
where x' is the mean spectrum of the spectra in X, which was found when X was cen-
tered. And, y is the mean value of y found when y was centered.
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Chapter 4
Radial Basis Function Processing Algorithm
4.1 A Brief Introduction to Radial Basis Function Analysis
This method differs from the methods described above in that it is not a data com-
pression linear prediction method. Detailed descriptions of radial basis function (RBF)
analysis is available in the literature of neural networks (20). Although RBF analysis is not
a data compression linear prediction method, RBF is closely related to the types of meth-
ods that we have described previously. Indeed, the only difference between the above
methods and radial basis function analysis is that the above methods project spectra onto a
linear set of basis functions using a linear mapping:
T = XV (4.1)
In radial basis function analysis, on the other hand, spectra are projected onto a set of non-
linear basis functions using a nonlinear mapping:
T = f(X, W) (4.2)
Yet, T in this equation is still a simple matrix, just as it was in the above linear equations.
Thus, a linear regression equation can be found between the spectra in T and glucose con-
centration. Usually, an offset value is allowed to enter into this regression equation, which
adds a column of l's onto the end of the T matrix (to yield the To matrix). This matrix is
then used to find a regression vector q between the spectra yielded by the nonlinear map-
ping and glucose concentration:
q = (T0'T0 ) 1TO'y (4.3)
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Using this q regression vector, prediction can be performed by first finding the projection
of a new spectrum (x) onto the nonlinear basis functions used to find T. This will yield a
new spectrum which we will call t. Then, t can be used in a regression equation in order to
yield predicted glucose concentration:
Ypred = q0 + q gti + q 2 t2 + ... + qNtN (4.4)
Of course, we have not yet discussed the nature of the nonlinear mapping used in
radial basis function analysis. As the name implies, RBFs are functions that are radially
symmetric, meaning that the output of an RBF depends only on the distance between an
input vector and a stored (center) vector. By far the most common RBF is a multivariable
Gaussian functions. Here, let us define the multivariable Gaussian function G(x;w), where
x and w are both vectors of the length N:
G(x;w) = G(I|x - w|) = exp - |IIx-w|2 exp _ )2 (4.5)
- k =I
When a vector x is input into G(x;w), the output of the function is a scalar value nonlin-
early related to the radial distance from x to w.
T, the matrix of RBF transformed data, can be found by applying G(x;w) to every
spectrum in X with several different values for the centers of the basis functions (wn)-
G(x 1 ;w1 ) G(x 1 ;w2 ) ... G(x1;wm)
T G(x 2 ;w1) G(x 2 ;w2 ) ... G(x 2 ;wm) (4.6)
G(xm;w1) G(xm;w 2 ) ... G(xm;wm)
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Thus, the RBF transform yields transformed vectors which are related to the "nearness" of
each input spectra to certain prechosen centers. Obviously, this type of transform will do a
good job of finding and discriminating clusters and near neighbors.
From the above equation for T it should be fairly obvious that the major decision to
be made in the design of a radial basis function prediction model is choosing the centers of
the basis functions. Part of this choice is deciding how many centers to use, so long as one
does not use more centers than there are spectra in X.
In our studies, the centers were always chosen from the set of spectra in X. Choos-
ing which spectra should be used and in which order can be done in several different ways.
The manner in which we chose the centers was rather complex. Roughly, we made the
choice based on the correlation between the glucose concentration of the spectra in X and
the outputs that the possible centers yield to the function G(x;w) for all spectra in X. The
specific method that we used is the same as the method used by the RBF functions in the
MATLAB Neural Networks Toolbox.
In addition to the centers of the radial basis functions, another factor that can vary
in this type of analysis is the standard deviation of the basis functions. In our experiments
we used several different standard deviations in order to determine which standard devia-
tion yielded the best prediction results.
39
40
Chapter 5
Modified PLSR Prediction Algorithm
5.1 Matching the first PLSR basis vector to a glucose spectrum
As mentioned above, it is important that the basis functions used for data compres-
sion are well "matched" to the pertinent spectral information. In a previous chapter, we
presented the use of wavelet basis functions for spectral decomposition, since these basis
functions can look similar to typical spectral peaks. Thus, sets of wavelet basis functions
can be intelligently chosen to highlight certain spectral features.
PLSR, on the other hand, does not have a step where basis functions are intelli-
gently constrained or chosen. Instead, it performs a strictly mathematical, "blind" decom-
position that does not assume any a priori knowledge about the nature of the important
spectral signature(s).
One way of modifying the PLSR algorithm so that it can use a priori knowledge is
to constrain the first basis function to be equal to a vector that is well-matched to the pure
glucose spectra. Then, the second basis vector and all other basis vectors are chosen in
exactly the same manner as in the normal PLSR algorithm. We call this method of forcing
the first PLSR factor to be matched to the glucose signal the modified PLSR algorithm.
The goal of the first step in this algorithm is to guarantee that the PLSR basis will
represent the spectral information that we expect to contain the most glucose information.
Of course, this "matched" vector will never be exactly matched to the glucose signal, since
we never really know the exact shape of this signal. Also, the matched vector would not
perform as well as a "classic" matched filter in this spectral processing scenario. Matched
filters work very well in situations where the only interference is some random noise.
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When the interference is not random and it has peaks that overlap with the important
peaks of interest, then a filter matched exactly to the peaks of interest will be greatly influ-
enced by the interfering peaks. So, the matched basis vector used in the modified PLSR
algorithm will not perfectly predict analyte concentration. Thus, the other basis functions
chosen by PLSR will improve the manner in which the modified PLSR basis represents
glucose information.
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Chapter 6
Apparatus and Methods
6.1 Apparatus
All experiments were performed at Hewlett-Packard Laboratories in Palo Alto, CA
(3500 Deer Creek Rd, Bldg. 26U Palo Alto, CA 94304). Spectra were collected using a
BOMEM Michelson MB-155 spectrometer with GRAMS/386 software for Windows. The
spectrometer was configured with an InAs detector, a KCl beamsplitter, and an external
NIR source. It was set to yield spectra covering the wavenumber range of 10,000cm- 1 to
4000cm- 1 (lum to 2.5um wavelength) with a resolution of 4cm- 1. The spectra were
acquired as single-beam 31,956 point double-sided interferograms based on 128 coadded
scans. The interferograms were then cosine apodized and Fourier transformed to produce
single-beam spectra with 1.9cm-1 point spacing in the wavenumber range from 10,000cm-
1 to 4,000cm-1
.
For all experiments, an optical interference filter was placed in the light path about
one centimeter before the sample chamber, so that the A/D converter of the spectrometer
would not be overloaded. This interference filter nominally passed light from 5000cm-1 to
4000cm~1, with transmission in the pass region ranging from 85-90%.
In order to hold sample temperatures constant while spectra were being obtained,
the following method was used. First, a 3-foot-long Col-Parmer electrical heating cord
was wrapped around the outer walls of the metal containment chamber several times.
Next, a K-type thermocouple was attached to the inner wall of the chamber as close to the
sample cell as possible. The temperature of the containment chamber was then controlled
using the heating cord and thermocouple in conjunction with an Omega CN7600 tempera-
ture controller. The containment chamber was held at a constant temperature for a period
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of time long enough so that the chamber and the sample could reach an equilibrium tem-
perature.
All processing of spectral data was performed using MATLAB for UNIX. For
wavelet analysis, WaveLab .701 was used in conjunction with MATLAB. It is publicly
available at http://playfair.stanford.edu:80/-wavelab. For neural network algorithms,
MathWorks Artificial Neural Networks Toolbox was employed.
6.2 Obtaining and Windowing Absorbance Spectra
Absorbance spectra are actually obtained from the ratio of two single-beam spec-
tra. These single-beam spectra simply represent the radiation intensity incident on the
spectrometer detector versus radiation frequency. One of the single-beam spectrum used
to calculate an absorbance spectrum is called the background spectrum, the other is called
the sample spectrum. Since water is always included as the solvent in our measurements,
we assumed water to be a part of the system when making background measurements.
Thus, we obtained background spectra with deionized water in the sample chamber. A
new background spectrum was obtained at least once every day that experiments were run
on the spectrometer. Once a background spectrum had been obtained, measurements of
the single-beam spectra of various sample solutions were made. Then, the absorbance
spectra were calculated in the following manner:
Absorbance Spectrum = -log Sample Spectrum ". (6.1)
Background Spectrum)
The NIR covers a fairly wide range of radiation frequencies. Because this range is
so large, using multivariable prediction methods over this entire range would be computa-
tionally costly. In addition, using a broad spectral range to make prediction algorithms is
often inadvisable, since most of the data will have no correlation to the analytes of inter-
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est. Instead, the extra data will only represent additional noise that must somehow be fil-
tered out of the signal. Thus, we limited the range of frequencies that we used in our
prediction methods to a fairly small section of the NIR. Specifically, we looked at the
spectral region around the glucose peak known to occur at 4400cm-1 (2.27um). This peak
was chosen since it is fairly large and narrow for an NIR glucose peak, and since it is
located in a "water window" of low water absorption. The region around the peak at
4400cm- 1 also contains additional glucose information, with another smaller glucose peak
at about 4300cm-1 (2.33um).
6.3 Spectra of Protein Solutions
84 NIR absorbance spectra were collected using the FTIR spectrometer setup
described above. 36 of these spectra were collected from solutions containing 40g/L
bovine serum albumin (BSA). These solutions were prepared with glucose concentrations
ranging from 20-400mg/dL, and their spectra were acquired at temperatures ranging from
35-39 0C. Another 36 spectra were collected from solutions containing 50g/L BSA. These
solutions were prepared with glucose concentrations ranging from 20-400mg/dL, and their
spectra were acquired at temperatures ranging from 34-40"C. The final 12 spectra were
collected from solutions containing 60g/L BSA. These solutions also were prepared with
glucose concentrations ranging from 20-400mg/dL, but their spectra were always acquired
at 37'C. The 84 spectra were all truncated around 4400cm~1, so that they contained 256
points and covered the wavenumber range from about 4550cm-1 to 4150cm~1.
6.4 Spectra of Serum Solutions
Two frozen containers of 500mL bovine serum were obtained from Sigma Chemi-
cal Co. The serum in one of the containers, which we will call batch 1, was melted by
placing the container in a water bath held constant at 30 degrees Celsius. In a biosafety
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cabinet using sterile equipment, 800mg of glucose was added to 200mL of the batch 1
serum solution in order to create a stock solution containing 400mg/dL of glucose in addi-
tion to the glucose in the serum. This glucose and serum stock solution and the 300mL of
remaining batch 1 serum were used in a series of successive dilutions in order to create
samples with several different glucose concentrations. The amount of glucose in each
sample, added to the glucose in the original serum, ranged from 20mg/dL to 400mg/dL.
Once the batch 1 samples were mixed, they were immediately refrigerated. Absorbance
measurements were performed on these samples within ten days of when the frozen serum
was melted.
This same laboratory procedure was later followed when measurements were
made on the second container of serum, which we will call batch 2.
Absorbance spectra were obtained from serum samples in the same manner as
described above for protein samples. Once again water background spectra were acquired
for the calculation of absorbance spectra. All background and sample spectra were
obtained at 37 degrees Celsius. We obtained 14 spectra from both batch 1 and batch 2,
yielding 28 serum spectra total.
Once absorbance measurements had been made on each of the serum batches, we
attempted to determine the amount of glucose present in each of the original serum
batches by performing hexokinase glucose assays with standard glucose solutions used as
reference. In all of our attempts to measure background glucose concentrations, we were
never able to make a precise or repeatable measurement. Our measurements of back-
ground glucose concentration in the first batch ranged from 130mg/dL-160mg/dL and our
measurements of background glucose concentration in the second batch ranged 150mg/
dL-200mg/dL.
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6.5 Assessing Predictive Ability
There are many different manners in which prediction error can be quantified and
presented. In order to accurately assess and compare the predictive ability of different
methods, we use the same measure of prediction error throughout this paper. This measure
is called root-mean-squared error of prediction (RMSEP) and is calculated as follows,
N
RMSEP = I1 I (Ypred, n - Yprep, ) 2 (6.2)
where Ypred,n represents the predicted glucose concentration of the nth spectrum and
Yprep, n represents the prepared (actual) glucose concentration of the same spectrum.
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Chapter 7
Results - Protein Solution
7.1 Albumin Absorbance Spectra
Several truncated absorbance spectra obtained from solutions containing glucose
concentrations ranging from 20-400mg/dL and albumin concentrations ranging from 40-
60g/L are shown in Figure 7.1. Figure 7.2 shows the absorbance spectra of 400mg/dL glu-
cose (with lOx magnification) and 40g/L albumin. It should be apparent from inspection
of Figure 7.1 and Figure 7.2 that the spectra of Figure 7.1 are dominated by the spectral
signature of albumin. In order to predict glucose concentration from the spectra in Figure
7.1, a spectral processing technique must be employed that can effectively separate the
large albumin peaks from the much smaller glucose peaks.
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Absorbance Spectra of Solutions Containg Different Amounts of Albumin and Glucose 40g/L Albumin and 10x 400mg/dL Glucose Absorbance Spectra
7.2 Wavelet Prediction Method
In order to test the wavelet analysis prediction method, the 84 absorbance spectra
obtained from albumin and glucose solutions were divided into two data sets, a calibration
set and a prediction set, each containing 42 spectra. Both data sets contained spectra
obtained from solutions covering the full range of glucose concentrations, albumin con-
centrations, and temperatures. No spectra in the prediction set, however, had the same glu-
cose concentration and protein concentration as any spectra in the calibration set.
The calibration data set was used to build a linear prediction equation using the
wavelet analysis process described above. The wavelet basis used in the creation of the
prediction equation was chosen to be the D8 basis, since this basis seemed to have some
basis functions that matched up well with the spectral signature of glucose (see Figure
3.5). Resolution levels 2-3 of the DWT were used in order to form our prediction equation
since these resolution levels contained frequency bands that were present in the spectral
signature of glucose in solution (see Figure 3.7 and Figure 3.8).
Once a linear prediction equation was found, this equation was applied to the spec-
tra in the prediction set. The results of using this prediction method are shown in Figure
7.3. Figure 7.3 also displays the results of using partial least-squares regression (PLSR) on
the same calibration and prediction data sets. PLSR is described in detail in multivariate
processing and calibration literature (19). Both PLSR and the wavelet analysis prediction
method predicted glucose concentration quite well, even with varying protein concentra-
tions. The RMSEP using PLSR was 5.23. The RMSEP using the wavelet analysis tech-
nique was 4.70.
Figure 7.4 shows the prediction vectors (b vectors in the linear prediction equa-
tions) that were found using both the wavelet analysis and the PLSR prediction tech-
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Predicted Glucose Concentration Using PLSR and Wavelet Analysis Prediction Method
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Figure 7.3: Predicted versus prepared glucose con- Figure 7.4: The prediction vectors found using
centration using PLSR and the wavelet analysis pre- PLSR and the wavelet analysis prediction method
diction method described in this paper. described in this paper. The vectors are plotted
against the wavenumber range of the spectra in the
calibration and prediction sets.
niques. Both prediction vectors have significant peaks around 4400cm-1, which is where
the primary glucose absorbance peak occurs. These prediction vectors are characteristic of
the vectors that were usually yielded when PLSR and the wavelet analysis technique were
used to predict glucose concentration. The prediction vectors of PLSR often had signifi-
cant amounts of high-frequency variation, which had no obvious correlation to the spec-
trum of glucose in solution. The prediction vectors of the wavelet analysis method, on the
other hand, often had large lobes which were seemingly uncorrelated with the glucose
spectral signature.
In this first example, the wavelet analysis technique worked fairly well, yielding
comparable results to those found from PLSR. This example does not, however, fully rep-
resent the predictive ability of the wavelet analysis method. The D8 basis was chosen for
use in this example because it seemed to be an appropriate basis for glucose concentration
prediction, and since the Daubechies bases are popular in application. Other wavelet
bases, however, can be chosen, as well as other combinations of resolution level detail and
approximation vectors. For example, when the wavelet analysis prediction process was
implemented using the Di wavelet basis, this yielded an RMSEP was 4.77. As another
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example, when the detail vectors of resolution level 2-4 were used with the D8 basis, the
RMSEP was 4.89. With a larger data set, it would be possible to implement this prediction
algorithm using thousands of different combinations of bases and resolution levels and
probably find some combinations that consistently outperform others.
One specific example where the wavelet analysis prediction algorithm was found
to significantly outperform PLSR was when the calibration set used to create prediction
equations contained spectra collected from solutions with the same protein concentration.
When the prediction equations were then used on spectra collected from solutions with
protein concentrations different from that of the calibration set, the wavelet analysis pre-
diction algorithm could significantly outperform PLSR with the right choice of basis and
transform variables. The plots in Figure 7.5 display the results yielded by the wavelet pre-
diction technique and PLSR for four different choices of calibration and prediction sets. In
all of these cases, the wavelet prediction algorithm was implemented using the detail vec-
tors of resolution levels 2-4 of the D8 basis. In Figure 7.5a and Figure 7.5b, the 36 40g/L-
albumin spectra were used as the calibration set to build a prediction equation. Figure 7.5a
shows the results when the 12 60g/L-albumin spectra were used as the prediction set. Fig-
ure 7.5b shows the results when the 36 50g/L-albumin spectra were used as the prediction
set. In Figure 7.5c and Figure 7.5d the 50g/L-albumin spectra were used as the calibration
set to build a prediction equation. Figure 7.5c shows the results when the 60g/L-albumin
spectra were used as the prediction spectra, and Figure 7.5d shows the results when the
50g/L-albumin spectra were used as the prediction spectra. These plots clearly display that
the wavelet prediction algorithm performs better than PLSR when unmodelled albumin
concentration fluctuation is present in the prediction set.
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Figure 7.5a 2 Figure 7.5b
600 o400
E 0 PLS
I 400 -x Wavelet 0 300-2 e 0 0
0 00200 0 00 0 100 0
:3 Fiur 7.cFgue75
00 4
0 0-00o 0
a-) 00 00
-D CD
2-200 20CL. 0 100 200 300 400 - 0 100 200 300 400
Prepared Glucose Conc (mg/dL) Prepared Glucose Conc (mg/dL)
2__Figure 7.5scose c t Figure 7.5dS600 v600
E00)
S400-0040
o 0
o 0
a, ~ - 0 X
C200- 00"' 0l 2000
o 0 0
:3 0U, 0- 00
o 00
V~ 00
ED-200 2D -200
CL 0 100 200 300 400 a- 0 100 200 300 400
Prepared Glucose Conc (mgldL) Prepared Glucose Conc (mg/dL)
Figure 7.5: Predicted versus prepared glucose concentration using PLSR and the wavelet analysis predic-
tion method. Different calibration and prediction set combinations were used to create each plot. Figure
7.5a: 40g/L albumin calibration set, 60g/L albumin prediction set. Figure 7.5b: 40g/L albumin calibration
set, 50 g/L albumin prediction set. Figure 7.5c: 50g/L albumin calibration set, 60g/L albumin prediction set.
Figure 7.5d: 50g/L albumin calibration set, 40g/L albumin prediction set.
7.3 Radial Basis Function Prediction Method
For testing the radial basis function prediction method, we used the same 42-spec-
tra calibration and prediction sets that were used above. The parameters for the RBF pre-
diction method were chosen in the following manner. The standard deviation (spread) of
the Gaussian basis functions was chosen to be much greater than 1, since it was found that
these large standard deviations produce the best predictive ability. For the results dis-
played in the following graphs, a standard deviation of 300 was used. This was the highest
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Figure 7.6: Predicted versus prepared glucose con- Table 7.1: RMSEP when the RBF prediction was
centration using PLSR and the RBF prediction performed with different spreads (standard
method described in this paper. deviations).
value of standard deviation (rounded to the nearest hundred) that could be used without
yielding singularity warnings from MATLAB.
The number of centers to be used in creating the RBF prediction equation was
determined based on the ability of the chosen centers to represent the calibration set data.
Particularly, the number of centers chosen was the minimum number of centers that could
achieve a certain sum-squared representation error within the calibration set. This sum-
squared representation error was calculated as the sum-squared difference between the
glucose concentration "represented" by the RBF-transformed calibration spectra and the
actual prepared glucose concentrations. For our purposes, we chose the "target" sum-
squared prediction error to be equal to the number of spectra in the calibration set times 5.
This is equivalent to allowing for an absolute error of about 2.2mg/dL in the model repre-
sentation of the calibration set. This target 2.2mg/dL representation error accounts for
errors in solution mixing, measurement, and modeling. Choosing a much lower target
sum-squared prediction error would induce deleterious over-fitting to the calibration set.
Figure 7.6 shows the results of performing the RBF prediction method with a stan-
dard deviation of 300 and a sum-squared representation error goal of 240. The results of
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RBF Spread RMSEP
1 7.75
10 8.43
100 6.12
300 4.80
500 4.45
using PLSR are also shown for comparison. The RMSEP from the RBF prediction method
was 4.80. The RMSEP from PLSR was 5.23.
Table 7.1 shows the RMSEP for different RBF spreads. As can be seen from this
table, large spreads yield better predictive ability than small ones.
7.4 Modified PLSR Prediction Method
Once again, the 42-spectra calibration and prediction sets from above were used to
assess the predictive ability of the modified PLSR prediction method. Recall that the only
difference between this modified PLSR method and the standard PLSR method is that the
first basis function of the modified algorithm is constrained to be matched to the expected
glucose signal.
Thus, choosing an appropriate matched signal is the most important aspect of this
modified PLSR method. The matched signal should obviously contain peak characteristics
similar to those in the expected glucose signal. It also makes sense to constrain the
matched signal to be 0-mean, since there should be no correlation between baseline offset
and glucose concentration.
Construction of specific matched signals is then somewhat arbitrary. Here, we will
present 4 different matched signal constructions. Three of these matched signals were con-
structed using the spectrum of 400mg/dL glucose in deionized water. This spectrum is
shown in dashed lines in every plot in Figure 7.7. The spectrum clearly displays the
expected glucose peaks at 4400cm-i and 4300cm-1. The roughly linear baseline of this
spectrum is not representative of glucose information, so it was subtracted off in creating
matched signals.
The baseline-corrected glucose spectrum was offset by a constant value and han-
ning (cosine) windowed over all 256 points to create matched signal 1 (MS1). The base-
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Figure 7.7: Four different matched signals that Table 7.2: RMSEP when the modified PLSR
were used in the modified PLSR algorithm. They algorithm was run with the matched signals shown
are all plotted against a spectrum of 400mg/dL glu- to the left.
cose so that the prominent features of the glucose
spectrum and the matched signals can be compared.
line-corrected spectrum was offset and hanning windowed over the middle 128 points to
create matched signal 2 (MS2). The spectrum was offset and hanning windowed over
points 33-160 to create matched signal 3 (MS3). The offset mentioned in creating each of
the above matched signals was picked to ensure that the signal would be 0-mean. Finally,
matched signal 4 (MS4) was created by simply subtracting two centered sinusoidal lobes
(hanning windows). Each of these matched signals is shown in Figure 7.7.
The RMSEPs when each of these matched signals was used in the modified PLSR
algorithm are shown in Table 7.2. The RMSEP of the normal PLSR algorithm is also
shown for comparison. The modified algorithm outperforms the traditional algorithm with
each of the matched signals.
7.5 Prediction Results with a Small Calibration Set
The results reported above demonstrate that the wavelet, RBF, and modified PLSR
prediction methods perform well when used with the specific calibration and prediction
set chosen for the above calculations. All three of these methods yielded lower prediction
errors than PLSR.
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Figure 7.8: Predicted versus prepared glucose con- Table 7.3: RMSEP when four different prediction
centration when four different prediction methods methods were used with the small calibration set.
were used with the small calibration set. (clockwise
from topleft: wavelet, RBF, PLSR, modified PLSR)
The calibration and prediction sets chosen above, however, were constrained such
that the calibration set was almost completely representative of the prediction set. Indeed,
the calibration set contained several spectra at every temperature, protein concentration,
and glucose concentration that appeared in the prediction set. In a real world situation, of
course, where solutions in the prediction set have truly unknown compositions, it would
be impossible for the calibration set to represent the prediction set so well.
In order to simulate this type of situation where the calibration set only contains a
fraction of the types of solutions present in the prediction set, we constructed a new cali-
bration set and prediction set. The calibration set contained 12 spectra, obtained from glu-
cose concentrations ranging from 20-400mg/dL. Only 4 spectra from each protein
concentration were present in the calibration set. The prediction set contained the other 72
spectra. Thus, the calibration set was representative of the prediction set, yet the prediction
set contained a much greater diversity.
The results of using the wavelet, RBF, modified PLSR, and PLSR prediction meth-
ods with these new calibration and prediction sets are shown in Figure 7.8. For the wavelet
prediction method, we once again used the D8 basis. However, rather than use resolution
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Processing Method RMSEP
Wavelet 5.74
RBF 9.25
Modified PLSR 8.23
PLSR 10.99
ABF Prediction
levels 2 and 3 to generate the prediction equation, we used resolution levels 1 and 2. We
did not use resolution levels 2 and 3, since we then would have had 12 wavelet basis func-
tions with a 12 spectra calibration set. This would have violated the mathematical require-
ment that there must be fewer basis functions than elements in the calibration set. For the
RBF prediction method, we used a representation error goal of 12*5=60 and a spread of
1000. This spread was close to the highest value that could be used without obtaining sin-
gularity warnings from MATLAB. For the modified PLSR algorithm, the best matched
signal from above (MS2) was used. The RMSEP obtained when each of these methods
was used with the small calibration set is shown in Table 7.3. The wavelet, RBF, and mod-
ified PLSR algorithms all significantly outperformed PLSR.
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Serum and 60g/L Albumin Absorbance Spectra
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Figure 8.1: Serum absorbance spectra from batch 1 Figure 8.2: Serum and 60g/L albumin absorbance
and batch 2 with added glucose concentration rang- spectra.
ing from 20-400mg/dL.
Chapter 8
Results - Serum
8.1 Serum Absorbance Spectra
Figure 8.1 shows several absorbance spectra obtained from batch 1 and batch 2
serum samples. In Figure 8.2, a 40g/L albumin spectrum is plotted against a serum spec-
trum. From this figure, it is apparent that spectra obtained from serum are very similar to
those obtained from albumin solutions.
Recall that each one of the serum batches had a different background glucose con-
centration. For the following results, however, the background glucose concentration of
the serum batches are assumed to be equal to zero. Setting the background glucose con-
centration to zero would have no effects on prediction errors if all of the spectra in the cal-
ibration and prediction sets were obtained from the same batch. Obviously, however,
arbitrarily setting background glucose concentrations to zero will have definite effects on
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Figure 8.3: Predicted versus prepared glucose con- Table 8.1: RMSEP when four different prediction
centration when four different prediction methods methods were used on the serum data.
were used on the serum data. (clockwise from
topleft: wavelet, RBF, PLSR, modified PLSR)
prediction errors when some of the spectra in the calibration and prediction sets are
obtained from different batches. Indeed, the prediction algorithm will have to "solve" the
problem of determining which batch is represented by a spectrum and then predict glucose
concentration from that batch.
8.2 Predicting Glucose Concentration from Serum Spectra
Since we already presented all of the processing methods and parameters that we
used with our prediction methods above, this section will be an abbreviated summary of
the results we obtained with our serum spectra. This section is also abbreviated since this
serum data set was much smaller than the protein data set.
In order to test the predictive ability of the various methods that we have been dis-
cussing, we divided the 28 spectra that we had obtained from both serum batches into a
14-spectra calibration set and a 14-calibration prediction set. Both the calibration and pre-
diction sets contained spectra from both batches.
The results of applying the PLSR, wavelet, RBF, and modified PLSR algorithms
to the serum data are shown in Figure 8.3. For the wavelet algorithm, resolution levels 2
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Processing Method RMSEP
Wavelet 10.83
RBF 8.07
Modified PLSR 7.14
PLSR 8.26
RBF Prediction
and 3 of the D8 basis were used once again. For the RBF method, the spread was set to
300 and the representation error goal was set to 5*14=70. For the modified PLSR algo-
rithm, the best matched signal from above (MS2) was used. The RMSEPs for each of
these methods are shown in Table 8.1.
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Chapter 9
Discussion
9.1 Comparison of Prediction Methods
The results shown above clearly show that PLSR is not necessarily the best method
for predicting glucose concentration from absorbance spectra. Indeed, with the protein
data, using both a small and a large calibration set, PLSR performed worse than the wave-
let, RBF, and modified PLSR methods. However, with the serum data, the wavelet predic-
tion method had the worst performance.
Thus, the three methods presented above should be considered as alternatives to
PLSR as the development of a noninvasive glucose measurement device continues. These
methods will not necessarily always outperform PLSR. The wavelet prediction method,
for example, outperformed PLSR with the protein data but performed worse with the
serum data.
The specific methods discussed above, however, were not designed to be the best
prediction methods possible. Rather, they were meant to illustrate that adding a priori
knowledge to the design of a prediction method and using nonlinear techniques can both
often yield excellent prediction results. These two general principles are more important
than the specific implementations described above.
9.2 Future Work
Wavelet Prediction Method
The wavelet prediction method described above depends on several choices made
by an intelligent user. The wavelet basis family and resolution levels, for example, both
have to be chosen before a prediction equation can be created. The wavelet prediction
63
method was specifically designed to have a high amount of user input, so that we could
illustrate that a user can utilize his knowledge about the shape of the glucose signal in
order to intelligently choose an appropriate basis and resolution level range. However, this
does not guarantee that the best family or resolution level range for the problem is being
selected. In the long run, it may be advisable to try several different family and resolution
level combinations when designing a prediction equation. These different combinations of
parameters could be tested on the calibration set (using leave-one-out prediction). Then,
the best combination could be used to create a prediction equation to use on the prediction
set.
One very interesting result that we obtained using wavelet analysis was displayed
in Figure 7.5, where calibration sets containing one protein concentration were used to
predict glucose concentration in prediction sets containing different protein concentra-
tions. Wavelet analysis performed much better than PLSR, which yielded prediction
results with large offsets. Currently, we have no clear explanation as to why the wavelet
prediction algorithm performed so much better than PLS in this case. The exceptional
results could be due to the D8 basis functions not being representative of the albumin
spectral signature (prediction results were not nearly as good when bases other than D8
were used). Yet, it is possible that the results were simply coincidental. The results are def-
initely intriguing, though, and warrant more investigation into answering the question of
why the D8 wavelet analysis prediction method performed so well.
Indeed, the initial results of using the wavelet analysis prediction method seem to
be successful enough to warrant the additional research of several aspects of using the
DWT in glucose concentration prediction algorithms.
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RBF Prediction Method
The most intriguing result that we obtained with the RBF prediction method was
that it almost always worked best with extremely large standard deviations. The "dis-
tances" between different spectrum vectors was usually on the order of 0.01-0.1. Yet, the
standard deviations that we used with the Gaussian functions in the RBF prediction
method were usually much greater than 100. In fact, the method usually worked best with
standard deviations so large that the output of the Gaussian functions were all so close to 1
that MATLAB would start to signal singularity warnings. We have no clear explanation as
to why these large standard deviations worked so well.
Modified PLSR Prediction Method
Of course, one manner in which the modified PLSR prediction method could be
improved would be to perform a more thorough search for a matched signal. Another pos-
sibility that could be explored would be constraining several of the PLSR factors to be
approximately equal to the spectral signature of known interferents (of course, any addi-
tional constrained factors would have to be made orthogonal to the earlier constrained fac-
tors). Since additional factors found by the standard PLSR algorithm would have to
orthogonal to the interferent factors, some of the interferent "noise" could possibly be
eliminated.
9.3 Conclusions
All of the prediction methods discussed in this paper have shown a considerable
amount of promise in the area of processing spectral data for predicting glucose concen-
tration. Since these methods use very different methods to arrive at their prediction equa-
tions, they all might prove useful as a noninvasive glucose measurement device is
designed. The calibration of such a device could use several of the different calibration
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and prediction methods described in this paper. These different methods could serve as
checks for one another and help create a highly reliable device.
All research was funded by Hewlett-Packard Laboratories. A patent involving the
wavelet analysis prediction method has been applied for and assigned to Hewlett-Packard.
A paper on the wavelet analysis prediction method was presented at the 1998 SPIE Con-
ference (21).
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Appendix A
Where Do Wavelets Come From?
A.1 Introduction
In the past decade, discrete wavelet transforms (DWTs) have invaded the field of
signal processing and have proven to be extremely useful in areas such as denoising, com-
pression, and signal identification. Although wavelet transforms are by no means the best
transform for every problem, they do serve as a helpful (sometimes better, sometimes
worse) alternative to more traditional signal processing algorithms.
A.2 Discrete Fourier Transform Review
Since the Discrete Fourier Transform and the orthogonal DWT have many com-
mon features, it is useful to briefly review the properties of the more familiar DFT before
introducing the DWT. The DFT of a length N signal is given by the formula:
N-i
F[k]= x[n]e-(2/N)nk k = 0, 1, ... N - 1 (A.1)
TNn =
Of course, the signal F[k] that is produced by the above equation contains the complex
frequency spectrum of the input signal x[n]. In this paper, though, the spectrum that is
produced by the DWT is not of primary importance; what is important is how the spec-
trum is produced.
As can be seen in the DFT equation, each value of F[k] is actually calculated
from a relationship between x[n] and sk[n] = (/ -)ej(2 /N)nk . In order to find any
value of F[k], the signals x[n] and Sk[n] are first multiplied together to yield the N-
point signal x[n]Sk[n] . Then, the sum of the signal x[n]Sk[n] is calculated and this
67
total is set equal to the corresponding value of F[k]. In the terms of mathematics (linear
algebra), this calculation of each value of F[k] is actually the calculation of the inner
product between x[n] and Sk[n] , or in other words the calculation of the projection coef-
ficient of x[n] projected onto Sk[n] . In a very qualitative sense, the projection coefficient
of x[n] projected onto Sk[n] is a number which is correlated to the amount of the signal
Sk[n] that is contained in x[n]. Thus, each value of the DFT F[k] contains a complex
number which is correlated to the amount of a complex exponential
(Sk[n] = (1/FN)e-j(27/N)nk ) that is contained in x[n].
Before proceeding any further, it is useful to note that any N-point discrete signal
x[n] can also be thought of as a simple vector x, which often allows for a more compact
and simpler representation of calculations
x[O]
x= (A.2)
x[N- 1]
Using this vector notation, the equation that yields the projection coefficient when a signal
q is projected onto another signal r can be given by:
P = r'q (A.3)
r'r
Since the values F[k] are nothing more than projection coefficients, the equation for a
value of F[k] can also be written in this vector notation:
SkX
F[k] = - = Sk'X (A.4)
Sk'Sk
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In the above equation for F[k], the denominator of the projection coefficient equation dis-
appears since the value of sk'Sk is equal to 1 for all choices of k. This is a very important
feature of all of the sk vectors. They all have length 1. The vector equations for each
F[k] can be combined into one matrix equation that yields a vector f, which contains the
elements of F[k]. This equation is the matrix form of the Discrete Fourier Transform.
F[O] 1so'-
f F[1] - si' - (A.5)
F ;[N - 1 
- SN-1' ~ j
It was mentioned above that one important feature of the set of sk vectors is that
the vectors all have length 1. The other extremely important feature of the sk vectors is
that they are all orthogonal to each other, meaning that their inner products are 0, as are
their projection coefficients when one sk is projected onto another sk. This property of
orthogonality is expressed mathematically as:
s;'s; = 0, j # i (A.6)
Taken together, the properties that all the sk 's have length 1 and are orthogonal to each
other make the Sk 's a set of N orthonormal vectors.
A set of N orthonormal vectors always forms a basis for RN. This means that any
vector in RN (such as x) can be written as a linear sum of the basis vectors:
b S
x = boso+ bisl +...+bN-1sN-1 So S1 -sN-1 b = S'b (A.7)
I II 
- bN -1
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In order to find the values of the vector b, it is necessary to invert the matrix S'. Normally,
matrix inverses are computationally expensive operations. Inverting S' is made easy,
though, since all of the columns of S are orthonormal. For, when all of the columns of a
matrix are orthonormal, the matrix is called an orthonormal matrix. If an orthonormal
matrix is real, its inverse is always equal to its transpose. If the matrix is complex, as it is
here, its inverse is always equal to its conjugate transpose. Thus, the matrix equation for b
is simply b=5x (where the overbar represents complex conjugation). Above, we found
that f (a vector containing the values of F[k]) was equal to Sx. Using these relationships
between b, f, S, and x, the above equation can be rewritten as
x = S'b = S'(Sx) = S'(Sx) = S'f = F[O]5 + F[I]5., + ... + F[N - 1]§N -1 : (A.8)
This equation is the matrix form of the inverse DFT.
A.3 The General Form of the Discrete Wavelet Transform
The general form of the orthogonal DWT equation looks very much like the DFT
equation. It is given by a simple calculation of the projection coefficients that are found
when x[n] is projected onto a set of orthonormal basis functions, shown here as dk[n]:
N-1
W[k]= x[n]dk[n], k = 0, 1, ... , N - 1 (A.9)
n = 0
Working with this equation is indeed simpler than working with the DFT equation since
the basis functions of wavelet transforms and the transforms themselves are all real (hav-
ing real basis functions makes orthonormal matrix inversion easier, as will be shown
below). As with the DFT, the general form of the DWT can be written in a simple vector
form
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W[k] = dk'x
and the entire wavelet transform can be calculated using the matrix equation:
W[1]
w= W[1 ,D2]
[W[N -1] D [
Since the set of vectors dk comprises an
RN can be written in the form:
- do -
- dN-1 
-
(A.11)
orthonormal basis for RN, any vector in
x = bodo+bid1+...+bN-idN-1
bo
do d1  - dN-1 b
-
bN -]= D'b (A.12)
The calculation of b here is much easier than it was above, since D is now a real (and
orthonormal) matrix. Since D is real and orthonormal, its inverse is its transpose and
b=Dx. w also equal Dx, so that the above equation can be rewritten as:
x = D'b = D'Dx = D'w = W[0]do + W[1]d1 + ... + W[N - 1]dN - 1 (A.13)
This equation, of course, represents the matrix form of the inverse DWT. It also perfectly
represents projection onto an orthonormal basis. The equation shows a vector x repre-
sented as a linear sum of basis vectors, with the coefficients of the sum derived from the
projection of x onto the basis vectors. (Note: The fact that this basis is orthonormal means
that projecting a signal onto this basis is equivalent to representing the signal after a sim-
ple "rotation" of the N-dimensional axes. For 3 dimensions or less, axis rotation is visual-
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(A.10)
izable. For, higher dimensionality, axis rotation can not be visualized, but the same general
rules that apply in three dimensions or less still apply. For example, distances and inner
products (angles) between signals projected onto an orthonormal basis are preserved.)
A.4 Where Wavelets Come From (the Math)
Because of the specific characteristics that any wavelet basis must exhibit
(orthonormality), we were able to introduce the basic form of the wavelet transform in the
previous section without ever really saying what a wavelet was, or how they were formed.
In this section we will address these questions along with describing how to make orthog-
onal bases with wavelets.
The representation of the DWT is probably most clearly represented (and often
implemented) with filter bank architecture. On the most basic level, filter banks serve to
divide any signal x[n] into different frequency bands, allowing for efficient transmission,
compression, storage, etc. The most basic filter bank structure is shown below:
__ Ho - 2 _ _ _ 2 _ F
x[n] w[n] y[n]
This filter bank only divides the input signal x[n] into two frequency bands using the low-
pass filter Ho and the high-pass filter H1. After the signal x[n] has been filtered by the low
and high pass filters, the outputs of both of these filters are down-sampled to yield a signal
w[n] with the same number of points as the input signal.
The filter bank structure shown above would be capable of computing a very ele-
mentary wavelet transform. With properly chosen H0 and H1 , for example, w[n] could
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represent the DWT of x[n] at only one resolution level. A precise definition of resolution
levels will be defined later. For right now, it is sufficient to know that this structure will be
able to compute a DWT at one resolution level, and that later more advanced DWTs with
more advanced filter bank structures will be able to compute DWTs with more resolution
levels.
In looking at the filter bank structure shown above, a certain symmetry around
w[n] should be observed. The portion of the structure to the left of w[n] is known as the
analysis bank. The portion to the right of w[n] is known as the synthesis bank. The analy-
sis bank actually computes the DWT, whereas the synthesis bank computes the inverse
DWT. The fact that we always want the operations of the analysis bank to be invertible by
the synthesis bank places severe constraints on the filter coefficients of all four filters in
the filter bank structure.
If the filter bank above does indeed possess the ability to perfectly reproduce x[n]
or a shifted version of x[n] at y[n], then y[n] = x[n - k] and Y(z) = z-k X(z). From
analysis of the output equation of Y(z),
Y(z) = [HO(z)X(z) + Ho(-z)X(-z)]F(z) (A. 14)
1
+ -[H 1 (z)X(z) + H,(-z)X(-z)]F1 (z).2
Thus, two constraints on the filters HO, HI, F0 , are F1 found to be necessary so that
Y(z) = z- X(Z):
1) Ho(-z)F0 (z)+ H,(-z)F(z) = 0 (A.15)
2) F0 (z)HO(z) + F,(z)H1(z) = 2z-k (A.16)
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These two constraints are known as the perfect reconstruction constraints, since they allow
for perfect reconstruction of x[n] from w[n]. Constraint 1 can be met by simply choos-
ing that F(z) = H,(-z) and F1 (z) = -Ho(-z). This means fO[n] = (-1)"hi[n] and
f1 [n] = (-1)"* ho[n]. These filter choices also allow us to rewrite Constraint 2 in a
simpler and more useful form:
F0 (z)HO(z) - F(-z)HO(-z) = PO(z) - PO(-z) = 2z-k (A.17)
In this form Constraint 2 calls for the product of F0 and H0 to be a scaled and shifted half-
band filter. A centered halfband filter has odd symmetry in the frequency domain around
n/2, and is specified in the time or spatial domain as having only one nonzero even com-
ponent at the 0 index.
Using only Constraints 1 and 2, it is possible to create filter banks which allow for
perfect reconstruction but do NOT have the useful property of orthogonality. The general
process used for designing this type of filter bank is as follows. First, find a low pass filter
(PO) that satisfies the halfband condition as written above. Then, factor this filter into FO
and HO. Finally, use Condition 1 to find F1 and HI.
The filter banks which interest us, however, are all orthogonal filter banks. This
additional constraint of orthogonality means that the filters H0 and H1 have to be orthogo-
nal to each other. Further, orthogonality and the halfband condition described above also
constrain double shifts of HO and H1 to be orthogonal to each other. In order to obtain this
constraint of orthogonality, only one more mathematical constraint on the filters in the fil-
ter bank is necessary (in addition to Constraints 1 and 2). This constraint (which will be
called Constraint 3) can be written as:
3) F0 (z) = z-NHO(z-1) (A.18)
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A.5 Summary of Wavelet Filter Bank Design Process
Constraint 3 shown above gives us the final constraint necessary for designing
orthogonal filter banks and DWTs. The process of designing a DWT begins with finding a
lowpass filter H0 that obeys the following equation (found from Constraints 2 and 3):
HO(z)HO(z-1) + H0 (-z)H0(-z- 1) = 2 (A.19)
This process of finding Ho can be described in more detail as follows. First, find a half-
band lowpass filter Po(z) = HO(z)HO(z- 1). Then, using the relationship,
Po(z) = HO(z)HO(z-1) factor this filter P0 into Ho. Once H0 has been found, finding the
other three filters is trivial, since Constraints 1-3 give us the following relationships:
HI(z) = -(z-NHo(-z-I)) -+h[n] = (-1)"+1h 0[N-n] (A.20)
F0(z)=z-NHo(z-1) -)fo[n] = ho[N-n] (A.21)
Fj(z) = -H 0 (-z) ->f 1 [n] = (-)"ho[n] (A.22)
A.6 Extending to More Complex Wavelet Transforms
Now we know how to find the four filters necessary for computing wavelet trans-
forms and their inverses at one resolution level. Here, we will extend our approach to
allow for more complex DWTs at many resolution levels (with a more precise definition of
resolution levels still to come). Luckily, extension of the DWT using the filter bank struc-
ture above to more complex DWTs (with more complex filter banks) is simple. All that
has to be added to the filter bank above, for example, to yield a wavelet transform at two
resolution levels is another iteration of the above filter bank at the output of the low pass
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analysis bank. No new filter coefficients need to be calculated! This filter bank architec-
ture is shown below:
_ H1 _ 2 2 - F1 _
This two resolution level (2RL) filter bank structure and the corresponding 2RL DWT
have many similarities with the lRL filter bank and DWT described in previous sections.
For example, half of the values in the w[n] of the 1RL DWT - the values coming out of
the first analysis bank highpass filter - are identical to those in the w[n] of the 2RL DWT.
A.7 Filter Bank Insights
In the diagram of the 2RL filter bank structure shown above, there are three chan-
nels coming into w[n]. In a 3RL filter bank structure there would be 4 channels coming
into w[n], and in a NRL filter bank structure there would be N+1 channels coming into
w[n]. This section will be dedicated to the analysis of what each of those channels repre-
sents.
First of all, we will look at how many components each channel coming into w[n]
contributes to w[n]. Let us assume that x[n] is a 256 point signal. In the 2RL structure
pictured above, the bottom channel coming into w[n] would have 128 points, and the top
two channels would each have 64 points. The number of points coming into w[n] from a
channel always indicates the resolution level of the DWT that the channel represents.
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Indeed, the resolution level number is given by (number of points in a channel)=2A(resolu-
tion level number). Thus, in the 2RL DWT filter bank structure, the bottom channel repre-
sents resolution level 7 of the DWT, while the top two channels each represent resolution
level 6.
We have established that the values of a specific resolution level of a DWT all
come into w[n] on the same channel, but the values of w[n] in the same resolution level
have much more in common than sharing a channel. Remember from discussion above
that each value of w[n] is equal to the projection coefficient of x[n] onto a certain basis
function. The values of w[n] in the same resolution level (except for the lowest resolution
level, which has two channels) are equal to the projection coefficient of x[n] onto basis
functions that are identical in every manner except for being shifted by different amounts.
In other words, all of the values of w[n] in a resolution level are equal to the projection
coefficients of x[n] onto basis functions d[n - k].
The lowest resolution level of a DWT is unique since it always has two channels
coming into w[n]. The values of w[n] coming in on each of these channels are equal to
correlation coefficients between x[n] and two different types of basis functions (one for
each channel). As with other channels, the values coming into w[n] on each channel are
found from shifted, but otherwise identical, basis functions. One of the two types of basis
functions of the lowest resolution level is significantly different than all of the rest of the
basis functions. In the diagram of the 2RL filter bank, the different channel should stand
out because its path from x[n] to w[n] never passes through a highpass filter. Thus, the
basis functions associated with this channel do not have to be 0-mean. In every DWT,
there will always be one such channel and this channel will always have basis functions
that are very different than the other basis functions. For notational purposes, the resolu-
tion level of this channel will always be written with an L (lowpass) subscript, and the res-
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olution level of the other channel in the lowest resolution level will be written with an H
(highpass) subscript. Thus, the 2RL filter bank has three distinguishable channels repre-
senting resolution levels 7, 6 L, and 6 H-
A.8 Basis Functions of the DWT
Now, we will finally look at the basis functions of a DWT. There are many differ-
ent ways in which one could obtain these basis functions. One way would be to character-
ize the analysis bank of one of the filter banks that we have been using as a matrix. The
rows of this matrix would be equal to the basis functions of the DWT. On the other hand,
one could also characterize a synthesis bank as a matrix, and then the columns of that
matrix would be the basis functions. Another way to obtain the basis functions from the
filter bank structure that we have been studying would be to enter in N different signals to
w[n] that have only one nonzero entry of 1. The N signals output by the synthesis bank
would also be the N basis functions of the wavelet transform.
Six basis functions for a DWT of a 256 point signal are shown in Figure A. 1. The
top-left basis function is one of the 128 detail basis functions in resolution level 7.
(Remember that the other 127 basis functions in this resolution level are all just shifts of
this basis function.) The top-right basis function is one of the 64 detail basis functions in
resolution level 6. The middle-left basis function is one of the 32 detail basis functions in
resolution level 5. The middle-right basis function is one of the 16 detail basis functions in
resolution level 4. The bottom-left basis function is one of the 8 detail basis functions in
resolution level 3 H, and the bottom-right basis function is one of the 8 approximation basis
functions in resolution level 3 L. From looking at the above figure, it should be obvious that
the detail basis functions are all similar in several respects. First, they should all appear to
be zero mean. Second, they should all appear to be roughly dilated versions of each other
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Figure A.2: The magnitudes of the Fourier trans-
forms of the wavelets shown in Figure A.1. The
vertical axis of each plot displays the resolution
level (RL) of the wavelet and whether it would be
used to calculate part of a detail vector (DV) or an
approximation vector (AV).
(squeezed together or spread out over the spatial axis). This is not exactly the case in the
discrete case (as it is in the continuous case), but it serves as a good approximation for
building intuition.
In addition to looking at wavelets in the spatial domain, it is also helpful to look at
them in the frequency (Fourier) domain. Since the DFT is a projection onto an orthonor-
mal basis, inner products (and projections) in the frequency domain have the same values
as inner products in the spatial domain. Thus, the DWT can be computed as the projection
coefficients of a signal projected onto a set of basis functions, or as the projection coeffi-
cients of the DFT of a signal projected onto the DFTs of a set of basis functions. Figure
A.2 shows the magnitudes of the DFTs of basis functions shown in Figure A. 1. The other
basis functions in each of the resolution levels have exactly the same DFT magnitude
plots; only the phase plots differ with simple shifts in the spatial domain.
The plots of the wavelet basis functions and their DFTs clearly illustrate a very
important aspect of DWT analysis: different resolution levels of the DWT do not actually
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represent levels of higher or lower resolution. High resolution in the spatial domain corre-
sponds to low resolution in the frequency domain, and low resolution in the spatial domain
corresponds to high resolution in the spatial domain. The different resolution levels of the
DWT actually represent different levels of trade-off between time and frequency resolu-
tion. Because of this trade-off between time and frequency resolution in the DWT, DWT
analysis is often called multiresolution analysis. This type of analysis is often found useful
in comparison to Fourier techniques (which allow for no spatial resolution) and spatial
techniques (which allow for no frequency resolution).
A.9 The Daubechies Wavelets
Probably the most famous family of wavelet basis functions are the Daubechies
wavelets. The wavelet basis functions displayed in the previous section are one example of
a set of Daubechies wavelet basis functions. Specifically, those basis functions were the
D10 basis functions. In this section we will describe how to derive different sets of wavelet
basis functions using the Daubechies construction.
Remember from our previous discussion of filter banks that once H0 has been
found, all of the information needed in order to perform a full DWT and its inverse has
been obtained. Since all of the information in a DWT is contained in the H0 filter, families
of wavelet basis functions are often named after the corresponding Ho filter. For example,
it was stated above that the basis functions plotted in the above section were of the D10
family. These basis functions derived their name since the Ho used to form these basis
functions was made from a Daubechies construction and was of length 10. Other common
Daubechies wavelet basis families have H0 's with lengths of 4, 6, 8, 10, 12, 14, 16, 18, and
20. These wavelet basis families are known simply as D4 - D20.
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Now, we will show how the simplest Daubechies wavelet basis functions can be
found - those of the D4 family. In a previous section, we described the process for design-
ing a DWT. The first step of this process is to find a filter PO that satisfies the following
equation:
PO(z) + PO(-z) = 2 (A.23)
The Daubechies construction constrains this PO(z) in the following manner:
PO(z) = (1 + z-1)2p 2p -2(Zz2p- (A.24)
In the above equation, p is equal to the numbers of zeros at frequency pi that the resulting
H0 will have. 2p is equal to the length of HO. Q2p-2(z) is the polynomial of degree 2p-2 that
will allow PO(z) to satisfy the halfband condition PO(z) + Po(-z) = 2.
For example, when deriving the H0 filter for the D4 family of basis functions,
PO(z) = (1 + 4z-1 + 6z-2 + 4z-3 + z-4)(a + bz- + cz-2 )z 3  (A.25)
PO(z) = az 3 + (4a + b)z 2 + (6a + 4b + c)zi + (4a + 6b + 4c) (A.26)
+ (a + 4b + 6c)z- + (b + 4c)z-2 + cz-3
In order for PO to meet the halfband condition, 4a+b = b + 4c = 0 and 4a+6b+4c = 2. We
have three equations and three unknowns, so we can solve and find that a = c = -1/16 and b
= 1/4. Thus, we have
1 3 9 1 9 -1 1 -3 -3 6 4 3 2PO (Z) = +y~ 1 Z 16 16 = (Z -9Z 16z -9Z +1) (A.27)
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Now, we have to factor PO(z), which usually turns out to be the most difficult part of the
whole process:
PO(z) = - (z + 14(z - (2 + 3))(z - (2 - 3)) (A.28)
1 2PO(z) = -- (z + 1) 1 + z-1) 2 (z - (2 - J/))(1 - (2 + 3)z-1) (A.29)
PO(z) = 2z + 1) (Z - (2 - 3)][(z-1 + 1)2(z-1 - (2 - 3))] (A.30)
PO(z) = HO(z-)HO(z), HO(z) = -1 + 1)2(z- 1 - (2 - J)) (A.31)
(4f2 -3)(
So, we have a causal formula for HO, and from this filter we can find the three other filters
needed for a filter bank using equations derived above.
Note that HO has 2 zeros at -1, which will make the frequency response of H0 fairly
flat at frequencies around pi. Indeed, 2 zeros at -1 is the most zeros at -1 that a length-4 H0
can have. Thus, this length-4 Daubechies filter is maximally flat at high frequencies. In
fact, all of the Daubechies H0 filters have maximally flat frequencies responses at pi for
their particular filter length. Thus, the Daubechies basis functions and wavelets are often
referred to as maxflat functions and wavelets.
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