Abstract-In this work, a probabilistic model is established for recurrent networks. The EM (expectation-maximization) algorithm is then applied to derive a new fast training algorithm for recurrent networks through mean-field approximation. This new algorithm converts training a complicated recurrent network into training an array of individual feedforward neurons. These neurons are then trained via a linear weighted regression algorithm. The training time has been improved by five to 15 times on benchmark problems.
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I. INTRODUCTION

I
N MANY important application areas like control and signal processing, a common class of important problems is how to model or identify underlying temporal processes. Most of these problems demand nonlinear adaptive systems which can learn from observed data. Recurrent neural networks with arbitrarily connected neurons have great potential to meet this demand, since they have been shown to be capable of approximating any dynamical systems [30] . However, how to train recurrent networks effectively remains an open problem, which hinders wide applications of recurrent networks in the aforementioned areas. In addition, since recurrent networks are very complicated, training methods are often developed in an ad hoc fashion.
A lot of algorithms have been developed to facilitate training recurrent networks. One type of such algorithms is based on finding good internal representations for recurrent neurons [9] , [24] , which is essentially motivated by methods using internal representations for feedforward networks [12] , [16] , [25] , [26] , [32] . The advantage of introducing internal representations is that it makes the training easier by constraining the search in a smaller solution space defined by internal representations, and allows prior knowledge to be incorporated when available [2] , [22] , [23] , [28] , [31] . Although the algorithms do facilitate training recurrent networks, the methods used to find internal representations are usually heuristic. On the other hand, a lot of methods exist which formulate training a feedforward network as a maximum likelihood problem through a probabilistic framework [18] , [20] . Therefore, a natural question to ask is whether such a framework can be used to unify the idea of using internal representations. In our previous work [19] , we have developed a probabilistic framework to formalize the ideas of internal representations for feedforward networks, and demonstrated that expectation-maximization (EM) algorithm [10] , [15] can be used to derive a fast training algorithm. In this work, we will extend our work for feedforward networks to recurrent networks. Our goal is twofold. First, we would like to develop a theoretical framework for training recurrent networks based on internal representations. Second, we would like to apply the EM algorithm to develop a fast training algorithm for recurrent networks. Our focus will be on fully connected recurrent networks. This differs from the previous work on fast training algorithms, such as recurrent cascade correlation [11] , where recurrent connections were only feedbacks from individual neurons but no feedbacks among them.
Specifically, we will combine the ideas of internal representations used in Rowher's algorithm [24] , and the EM framework [10] , [15] to derive an EM-based algorithm for recurrent networks. We will first establish probabilistic models for (hidden) targets of recurrent hidden units. Then the EM algorithm as well as the mean-field approximation will be used to obtain an algorithm which decomposes training a complicated recurrent network into training a set of feedforward neurons. This makes it possible to apply fast training algorithms such as linear weighted regressions to train individual feedforward neurons, and thus reduce the training time drastically.
This paper is organized as follows. In Section II, we will describe our notations and the architecture of the network used. In Section III, we will briefly describe the EM algorithm.
In Section IV, we will develop a probabilistic model for recurrent networks. In Section V, we will apply the EM algorithm to recurrent neural networks using this probabilistic model. Explanations of the new algorithm and discussions on other related work can be found in Section VI. We will give simulation results in Section VII, and then conclude the paper with Section VIII. Most of the mathematical derivations are left to the Appendixes.
II. NEURAL-NETWORK STRUCTURE AND NOTATION
In this paper, we consider discrete-time recurrent networks with a fully connected hidden layer as shown in Fig. 1 . The network has one linear output, 1 inputs, and fully connected recurrent units. The recurrent (hidden) units are sigmoidal units with a transfer function (1) We will use and to denote the weight vectors connecting the external inputs and the other recurrent units to the th hidden unit, respectively, for and are the weight matrices containing all and respectively. represents the weight vector connecting the recurrent hidden units to the output.
is a set of training samples, where is a input vector at the th time unit, 2 and is the corresponding desired output. 3 
III. THE EM ALGORITHM
The method we will use to develop our algorithm is based on the EM algorithm for maximum likelihood estimation [10] .
A. The Original EM Algorithm
Let be a set of data directly observed for a set of random variables and be a set of parameters characterizing the corresponding distributions of the random variables. Then is the probability density function of the observed data given the set of paramenters . The original maximum likelihood problem is to find an optimal set of parameters through maximizing the log likelihood of data, i.e., . Since directly maximizing the original log likelihood function can be extremely difficult, the EM algorithm has been introduced to simplify this process. In particular, a set of hidden (random) variables are introduced. The corresponding data for the hidden variables are called missing data denoted as , which can not be observed directly but can be estimated from the original data set . , which is called the incomplete data, together with the missing data form a complete data set . As a result, the EM algorithm converts the original likelihood maximizing process into two steps: the E-step and the M-step.
In the E-step, the following conditional expectation (with respect to the hidden variables) is evaluated through (2) where is the set of parameters to be obtained in the M-step. denotes probability density functions, and stands for the expectation operation. The notation indicates that the conditional expectation is an expectation of the log likelihood for the complete data given incomplete data and the set of previous parameters , hence it is a function of . In the M-step, the new set of parameters are found by maximizing the function , i.e.,
The algorithm alternates between the E-step and the Mstep until a certain convergence criterion is satisfied. Local convergence of the EM Algorithm is guaranteed [10] . That is, after every (E-M) iteration, the original log likelihood will increase (4) Eventually an optimal set of parameters can be obtained as a local maximum of the original log likelihood function .
B. Choice of Hidden Random Variables
In our work, we will apply the EM algorithm in a supervised learning environment as [15] . In particular, we choose the hidden random variables to be the desired hidden states (or so called hidden targets) of a recurrent network denoted as . The complete data set therefore contains the labeled training samples and the desired hidden states, i.e, , where is the set of missing data. The incomplete data set contains . For simplicity, we use the notation , and to represent and respectively, and to represent all the weights in the network, i.e., for all . Using the above notations, the conditional expectation of the log likelihood of the complete data, as defined in (2), can be expressed as (5) IV. PROBABILISTIC MODELS In order to apply the EM framework to recurrent networks, we need to establish a probabilistic model for recurrent networks. Specifically, we need to obtain and which are the probability density function of desired hidden states given and the joint probability density function of desired outputs and desired hidden states given respectively. Since the output of the recurrent network and hidden states at the current time step depend only on the hidden states at the previous time step, it is reasonable to use the Markov property to model recurrent networks. That is, the probability density functions of the desired hidden states and the desired output of the network at the th time step only depend on the previous desired hidden states and the previous inputs (6) and (7) These two equations will lead to the following joint probability density functions: 4 (8) 4 The initial statesz(1) are assumed to be independent of the parameters 2 and the inputs fx(n)g: Furthermore, we assumez(1) =h(1) with probability and (9) Therefore, obtaining and is reduced to finding and . In this work, we focus on investigating the simple probabilistic model, Gaussian distributions. 5 In particular, we choose the conditional distribution of hidden variables given the previous desired hidden states and the previous inputs , and the conditional distribution of the output given the current desired hidden states as
where and are normalization factors, which can be expressed as and and are weighting factors for and , respectively. can be expressed as (12) where the th element of for is (13) contains the actual outputs of hidden units when the previous desired hidden states as well as inputs are the (equivalent) inputs to a recurrent hidden unit as shown in Fig. 2 To obtain the joint conditional distribution of the output and the desired hidden states given the previous inputs and the previous desired hidden states, we further assume that the probability of the current output given both the desired hidden states and the inputs depends only on the current desired hidden states, i.e., (15) This is a valid assumption for the recurrent network described in Section II, because the output of recurrent networks 5 The motivation for using Gaussian distributions stems from the fact that they correspond to commonly used quadratic error functions. They were successfully used by Levin et al. [18] and Mackey [20] in feedforward networks to model the outputs of a feedforward network given the inputs. As will be seen later, they facilitate the analysis in this work. 6 It will be clear later that these two conditional distributions are building blocks for compute P (z(n + 1)jy(n + 1);z(n);x(n);2). would depend on current desired hidden states alone if they were known. Thus the joint distribution can be obtained as (16) where the normalization coefficient satisfies (17) Furthermore, can also be chosen as a Gaussian distribution with a certain constrain shown later, i.e., (18) where is a quadratic energy function measuring the error at the output of the network when the previous desired hidden states are used as inputs [see Fig. 2 
is a weighting factor for , and is related to the variance of noise in the training set.
is a normalization coefficient satisfying (20) In addition, the probability density functions given in (16) and (18) should satisfy the relationship (21) which leads to the following constraint:
Intuitively, the constraint in (22) provides a relationship among the variance of noise in a training set , the variance of noise in the desired hidden states and the relative importance of and and . Notice the following equation for conditional probabilities: (23) Therefore by putting (16) and (18) into the above equation, we can obtain 8 (24) 7 Detailed derivations are given in Appendix 1. 8 Detailed derivations are given in Appendix 1.
where the normalizaiton factor satisfies is a (covariance) matrix whose inverse satisfies is an identity matrix. is the conditional expectation of conditioned upon and . The th element of can be expressed as (25) with (26) where is defined by (13) . Finally, by substituting (24) and (16) into (8) and (9), we obtain the two distributions we need (27) and (28) where and are defined by (12) and (14), respectively.
V. APPLYING THE EM ALGORITHM TO RECURRENT NETWORKS
A. E-Step and Mean-Field Approximation
Applying the established probabilistic models to the EM algorithm, we obtain the expectation of the log likelihood for the complete data after inserting (24) and (16) into (5) (29) The task of the E-step is to evaluate where the superscript indicates that the evaluation is at the th iteration. It is very difficult, however, to evaluate this integral directly due to the nonlinearity of sigmoidal functions. Therefore, we use the mean-field approximation to obtain an approximation for the original integral. The mean-field approximation has been used widely in simplifying the training process of Boltzmann machines [13] , sigmoid belief networks [27] , Markov random fields, and hidden Markov models (HMM's) [35] .
The mean-field approximation we will use is called the self-consistent mean-field approximation described in [35] . The main idea of the self-consistent mean-field approximation can be described as follows. Consider a random variable which depends on other random variables . When evaluating the mean of , the dependence of 's on can be approximated by dependence of on mean of 's, this can be described as (30) which is mathematically equivalent to letting (31) as mentioned previously. In other words, (31) indicates that the condition on the original random variable can be approximated by the condition on the expected value of the random variable.
It should be noted that the self-consistent mean-field approximation is only one of many ways to approximate the dependencies among random variables. A better approximation can be obtained by approximating the conditional probability given in the above equation using another probability which maximizes the Kullback-Liebler divergence [8] . Interested readers may find the details on this subject in [27] .
By applying the idea of self-consistent mean-field approximation to our case, we have an approximation of the following conditional probability: (32) where is the th element of which is an approximation to the expectation of by the mean-field approximation, and can be computed recursively through the following equations:
for every and is a vector whose th element is defined by (33) . The initial condition is assumed to be the actual initial states . These recursive relations in (35) say that the estimated mean value of the current hidden target is equal to a correct term plus the state ouputs of feeding through the estimated mean value of the previous hidden targets and previous inputs. This can be further illustrated by an equivalent feedforward network in Fig. 3 . Therefore, using the idea from the meanfield approximations, the conditional probability given in (32) is approximated by replacing the condition on by its estimated expected value , where can be obtained through the recursive relations. Equation (29) 
and are the variance and the covariance matrix of the th element of desired hidden state and desired hidden states , respectively, which only depend on the previous parameters . As a result, the evaluation of the expectation of the complete log likelihood in the E-step is reduced to finding the expectation of the desired hidden states through (33)- (35) . The expectation of the current desired hidden states can be computed easily through evaluating activations of hidden units and the weighted error at the output of the network when the previous expectation of the desired hidden states and external inputs are used together as effective inputs to a (recurrent hidden) unit (see Fig. 3 ). Therefore, computations needed in the E-step only involve calculating the "output" of the network using the previous and as inputs through the equivalent (feedforward) network given in Fig. 3 .
B. The M-Step
In the maximization step of the EM algorithm, new weights need to be obtained through maximizing the expectation of the log likelihood for the complete data, , given in (36). To see how the mean-field approximation simplifies the Mstep, let us examine (37) through (40). If we assume is independent of , then only depends on and . To obtain a simple result, we assume and are constants, 11 hence is also a constant. measures the error between the actual outputs of hidden units and the expectations of the desired hidden states. It is a function of and which are the weight vectors connecting the th unit to its aforementioned effective inputs [see Fig. 4(a) ]. and only depend on which is a weight vector connecting the hidden units to the output unit. characterizes the error between the actual and desired outputs of the network when the expectation of the desired hidden states are fed as inputs to the output unit [See Fig. 4(b where denotes the corresponding weights at the previous step. Intuitively, the first term on the right side of (43) minimizes the magnitude of the weights , whereas the second term will push toward . Equation (42) minimizes a quadratic function of which has a closed form solution. Therefore, the major computational cost of the M-step consists of training individual sigmoidal neurons given by (41).
C. A Fast Training Algorithm for a Single Neuron
Several fast training algorithms exist to train a single sigmoidal neuron, which include the ones by Breiman et al. [6] and by Shadafan et al. [29] . However, the former is better suited for a neuron with a ramp activation function and may not be appropriate for approximating subtle features in a smooth target function, while the latter one uses complicated heuristic criteria to assist learning. In what follows, we will develop an algorithm suitable for our case, which is essentially a linear weighted regression algorithm.
Recall that the training data used to train a single (the th) hidden neuron is where are the inputs and is their corresponding target. The task is to find the optimum weight vectors given by (41). For notational convenience, in the rest of the derivations in this section, we will use and to represent weights, inputs, and targets, i.e., we let Due to the nonlinearity of the sigmoidal transfer function, when the weights in (44) are trained directly using gradient descent, no significant improvement on training time has been observed. However, if targets were available before the sigmoidal transfer function, the problem would become a linear optimization problem which could be solved easily. Based on this observation, the method we use to speed up training is to convert the original targets 's) to the equivalent targets before the transfer function with proper weightings resulting from a Taylor series expansion, 12 i.e, to 12 This is similar to using the first-order derivative of the sigmoidal function as a distance measure to replace the first heuristic assumption in [29] . expand about using Taylor series
where represents higher order terms and When the difference between and is small, the higher order terms can be neglected. 13 Putting (45) into (44), we have (46) where the function to be optimized is quadratic in terms of . Therefore the original nonlinear optimization problem has been reduced to a linear weighted regression problem which has a closed form solution:
14 (47) where is an matrix with (the th element of is defined previously), is a matrix with if and , and is an vector with . The solution to linear weighted regressions can also be obtained iteratively using least-mean-square or recursive-leastsquare methods when on-line training is needed [15] , [29] .
D. Summary of the Algorithm
Combining the E-step and the M-step, we obtain our algorithm for recurrent networks called EMR (EM algorithm for recurrent networks). Specifically, the training procedures can be summarized as follows:
A. More Explanations on the Algorithm
Our new (EMR) algorithm contains two steps. In the Estep, the approximated expectation of the desired hidden states 13 To see how the assumption used above can be satisfied for our case, we recall thatz j (n) can be expressed through (35) . Therefore, if the second term in this expression is small at each M-step, the assumption is valid. This can be made true through controlling 1 = 2 . In testing our algorithm on the bench mark problems, we have observed that the higher order terms remain to be small in all the experiments.
is evaluated through a closed-form expression obtained by the mean-field approximation. Specifically, consists of two major components: the output of a recurrent hidden unit based on the expectation of in the previous time step, and the training error when the previous expectation of the desired hidden states and inputs are used as inputs to the recurrent hidden units (see Fig. 3 ). In the M-step, the expectation of the desired hidden states serve as the targets for the current states of the recurrent neurons as well as the inputs to these neurons at the next time step as illustrated in Fig. 4(a) . Meanwhile, the expectation of the desired hidden states serve as the inputs to the output unit as illustrated in Fig. 4(b) . In other words, at each E-M step, the original recurrent network is unfolded into equivalent feedforward networks shown in Fig. 4(a) and (b) . Therefore, the hidden targets at the hidden layer decompose finding the weights for the recurrent network into finding the weights for a set of feedforward networks which can be approximated through weighted linear regressions. This speeds up learning.
The simplification of the E-step and the M-step results from the mean-field approximation. Intuitively, this approximation is acceptable if it directs the algorithm toward finding good hidden states as training proceeds. This means that the overor under-estimated desired hidden states at one particular EM step due to the mean-field approximation should get corrected in subsequent iterations. Our results, which will be shown later, shows empirically the effectiveness of the mean-field approximation in terms of finding a good solution. Systematic experiments have been done in [27] to show the power of the mean-field approximation for sigmoidal belief networks. Theoretically, it has also been shown in [27] that using the mean-field approximation, the algorithm is essentially maximizing a lower bound of the original log-likelihood function.
B. Related Works
To relate our work to existing methods, we would like to point out that our work is most closely related to the ideas of "moving targets" for recurrent networks by Rohwer [24] , in which an error function was first minimized to find targets for the values before the transfer function of recurrent hidden nodes, and then the targets were used to find weights. There are mainly two differences between the "moving target" algorithm and our algorithm. First, in terms of selecting hidden targets, Rohwer chose the value before the transfer function of recurrent hidden units, while we choose the one after the transfer function. Although finding targets before the transfer function can simplify the process of finding the weights of the recurrent networks, it complicates the process of finding the desired targets, which has to be computed iteratively through gradient descent. When the desired hidden states are used as hidden variables (the values after transfer function) in our algorithm, the expectation of the desired hidden states can be recursively estimated easily in the E-step, and then linear weighted regression can be applied to simplify the computation in the M-step. Therefore, our algorithm is much faster. From a theoretical stand point, our algorithm is derived through a probabilistic framework, while Rohwer's algorithm was based on an optimization framework.
The EM algorithm has also been used in Baum-Welch's algorithm for training HMM's [3] , and in the input-output HMM, a more general version of HMM, by Bengio et al. [4] . In those two algorithms, both forward and backward iterations are needed, whereas our EMR algorithm only requires forward iterations. This is due to the mean-field approximation used, which can also reduce the computational complexity for HMM as shown in [35] . In terms of architecture, the hidden states of HMM and the input-output HMM linearly depend on previous hidden states. The hidden states of the recurrent networks depend on previous states nonlinearly, which are more general than HMM's. As for the formulations of the algorithms are concerned, Bengio et al. [4] , adopted the idea of mixture models as described by Jordan and Jacobs [15] , and chose the "paths" as hidden variables and used "softmax" models. We choose the desired hidden states as hidden variables and use Gaussian models.
One of the most important examples investigated in Bengio et al. [4] is how to track the long-term dependence in the data. Extensive study on this problem is beyond the scope of this work. We expect, however, that the performance of our algorithm would be similar to that of BPTT's, if no prior knowledge is incorporated. However, the formulation of EMR does provide an opportunity to incorporate prior knowledge to learn the long-term dependence in the data. The prior knowledge, if available, may be incorporated into the formulation for hidden targets as well as in the initial conditions to further facilitate training.
The EM algorithm has also been applied to training Boltzmann machines [1] , [7] , where the generalized EM algorithm is usually used which makes small adjustments on weights.
VII. SIMULATION RESULTS
A. Problems
In order to test our algorithm and compare its performance with those of other methods, we choose two test problems: 1) learning underlying target recurrent networks and 2) a nonlinear system identification problem.
In the problem of learning underlying target recurrent networks, the weights of target networks are randomly chosen. Then input sequences are randomly generated from a uniform distribution over the interval . 15 The corresponding outputs from a target network are used as the desired outputs in a training set. The advantage of using such underlying recurrent networks is that we can control the complexity of the problem easily by changing the number of recurrent hidden units of an underlying target network. Specifically, target recurrent networks with four and eight fully connected hidden units are used in our experiments. To give a rough idea about the problems, the targets versus their corresponding inputs and their corresponding sequence numbers are given in "-:;" " 0 ;" "11;" and "-" represent the training and testing error of BPTT and EMR, respectively. The error bar "I" represents the standard derivation.
Figs. 5(a), 6(a), 5(b), and 6(b), respectively. From Figs. 5(a) and 6(a), it is easy to tell that this problem cannot be modeled by feedforward networks, since a single input can correspond to many different outputs. 16 The second test problem is a nonlinear system identification problem, which can be described as follows. Let and be two states of the system at time . Let and be the input and the corresponding output of the system at time . The underlying mapping between input 16 This will be demonstrated again through the results obtained by timedelay-neural-networks (TDNN) given in the next section. and output is then given by
This problem was first proposed by Narendra [21] , and later used by Horne and Giles [14] to compare different architectures and algorithms of recurrent networks. "-:;" " 0 ," "11;" and "-" represent the training and testing error of BPTT and EMR, respectively. The error bar "I" represents the standard deviation.
B. Results
Two versions of our EMR algorithm have been tested. One is for off-line training, which uses all the training sequences to update the weights. Another is for on-line learning, which uses randomly drawn sequences, one at a time, to update the weights. 17 Meanwhile, backpropagation-through-time (BPTT) (both off-line and on-line), and time-delay-neural-networks 17 The weights get updated at the end of each sequence.
(TDNN's) 18 are used for comparison. 19 We use the maximum number of training epochs to terminate training. The way we choose the maximum number of epochs is that further training can not achieve better generalization performance. In particular, we choose 10 000 epochs for off-line BPTT, 20 for on-line BPTT, 5000 for TDNN, 400 for off-line EMR, and five for on-line EMR. Twenty runs are conducted for each case to obtain average training and test errors as well as standard deviations.
For the problem of learning target recurrent networks, a sequence of length 400 is used for training, and a sequence of length 800 is used for testing. To be more specific, a random seed is chosen as the initial state of a sequence. Then the inputs are generated randomly and sequentially up to either 400 or 800 steps. The corresponding outputs of the target network are recorded as desired outputs. The same size networks are trained using EMR and BPTT. For TDNN, we choose the number of hidden units the same as that in the recurrent target networks. We also choose the appropriate number of delays so that the time-delay networks have the same number of weights as those of the target networks. The average training and test errors as well as the standard deviations (over 20 runs with different initial conditions) during the entire training process have been given in Fig. 5 (c) (for four-hidden-node target network) and 6(c) (for eight-hidden-node target network) to compare EMR with BPTT for off-line learning. The average test error and the standard deviation when training terminates are given in Table I .
The results show that the EMR is over ten times faster than BPTT with a similar performance in terms of test error in the batch mode, and about four times faster than TDNN. The performance (the test error) of TDNN, however, is far worse than those of EMR's and BPTT's, since a TDNN is a feedforward network, and is not able to model the complicated dynamic behavior of the recurrent network unless more delays and hidden units are used. However, since more delays and more hidden units result in more weights in a TDNN, a good generalization performance can only be obtained when the number of hidden units as well as the delays are properly chosen. In our experiments for learning the four hidden node target network, we find that the best generalization performance (in terms of test error) achieved for TDNN is 1.1 10 with 20 hidden units and five time delays as inputs. For this problem, since the training data is generated as one sequence, the off-line training and the on-line training are essentially the same. It will be demonstrated in the second test problem that on-line training is much faster than the off-line training when the number of training sequences is large.
In the second test problem on learning the dynamic mapping given by (50), 100 randomly drawn training sequences of length 50 are generated as training samples. In particular, the input sequences 's are selected randomly from , and the corresponding 's are used as the desired targets. The training sequences are illustrated in Fig. 7(a) and (b) . Fully connected recurrent networks with six hidden neurons are used. The trained network is tested on a sine wave of frequency 0.04 rad/s which is totally different from the training sequences. The same experimental setting is used as that used in [14] for the purpose of making comparisons.
Both on-line and off-line training is used for BPTT and EMR, where for on-line training, one sequence is chosen randomly at a time, and weights get updated at the end of each sequence. The results are given in Table I . The learning curves for the off-line versions of our algorithm and BPTT are plotted in Fig. 7(c) for comparisons. Similar to what was obtained in the case of learning target networks, the performance of EMR is comparable to that of BPTT. EMR is ten to 15 times faster than off-line BPTT, about five to six times faster than online BPTT, and ten times faster than on-line backpropagation for TDNN. Performance of TDNN is again worse than that of EMR and BPTT. The results on the performance of TDNN are from [14] . 20 We have run additional simulations on training time for TDNN with the same experimental setup as in [14] for comparisons.
As can be seen from the results, the performance of our algorithm is comparable to that of BPTT. The training time, however, has been improved when EMR is used. The cost for the improved training time seems to be a large variance shown by the learning curves given in Figs. 5(c), 6(c), and 7(c). The reason for a larger variance may be interpretated as follows. In the E-step, our EMR algorithm finds hidden targets based on current weights. In the M-step, our algorithm obtains optimal weights based on the hidden targets. In other words, our algorithm makes a big step in terms of updating the weights at each EM-step. If the estimated hidden targets though the mean-field approximation is inaccurate at an Estep, the optimized weights based on the inaccurate hidden targets will result in a large error. Although such an error can be reduced at the subsequent EM steps when the hidden targets get reestimated, this will cause a large variance in the generalization error. BPTT, on the other hand, only makes small incremental changes to the weights at each step specified by the learning rate, and thus results in a smaller variance in error. Training speed of BPTT, however, will be a lot slower than that of EMR.
VIII. CONCLUSIONS AND FUTURE WORK
In the work presented, we have established the probabilistic model of desired hidden states for recurrent networks. Based on this model, we have applied the EM algorithm to recurrent networks. Using the mean-field approximation in the E-step, we obtain a novel training algorithm which converts training a complicated recurrent network into training a set of individual feedforward neurons. Since linear weighted regression algorithms can then be used to train these neurons, significant improvements have been made on training speed by our algorithm.
In our future work, we will investigate how widely our simple model for desired hidden states is applicable for real problems. In the mean time, we will consider alternative models for desired hidden states.
APPENDIX 1
To show that the constraint given by (22) and the expression for given by (24) hold, and "-" represent the training and testing error of BPTT and EMR, respectively. The error bar "I" represents the standard deviation.
we will first show that 
where is determined by (13) . Proof: For and given in (12) and (14), using matrix notations, we can obtain (56) On the other hand (57) Since we want the result is obtained by comparing the right-hand sides of (56) and (57). Now, we are ready to show (1) the constraint given by (22) holds, and (2) can be determined by (24) .
Inserting (51) Since the input training data is assumed to be drawn from a fixed distribution and is independent of is a constant with respect to .
Substituting given by (28) into given by (66), we can obtain (67) where and Furthermore, and can be evaluated as follows: (68) The above result is obtained by using the assumption that and are constants independent of hidden variables and by plugging in given by (17) . Substituting by (12) and by (24) , can be simplified to (69) (70) (71)
In the above derivation, (69) is obtained through using (27) and integrating over all for . Equation (70) is the mean-field approximation of (69)- (32) .
is defined in (35) and . Since only depends on which is the set of previous parameters, it is a constant in terms of .
Similarly, using the mean-field approximation, and substituting (14) and (27) 
