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1. Introduction
Let {Xn, n 1} be a sequence of random variables deﬁned on a probability space (Ω,F , P ). The exponential inequality
for the partial sum
∑n
i=1(Xi − E Xi) is very useful in many probabilistic derivations. In particular, it provides a measure of
convergence rate for the strong law of large numbers. There exist several versions available in the literature for indepen-
dent random variables with assumptions of uniform boundedness or some, quite relaxed, control on their moments. If the
independent case is classical in the literature, the treatment of dependent variables is more recent.
One of the dependence structure that has attracted the interest of probabilists and statisticians is negative association.
The concept of negatively associated random variables was introduced by Alam and Saxena [1] and carefully studied by
Joag-Dev and Proschan [7].
A ﬁnite family of random variables {Xi, 1 i  n} is said to be negatively associated if for every pair of disjoint subsets A
and B of {1,2, . . . ,n},
Cov
(
f1(Xi, i ∈ A), f2(X j, j ∈ B)
)
 0
whenever f1 and f2 are coordinatewise increasing (or coordinatewise decreasing) and the covariance exists. An inﬁnite
family of random variables is negatively associated if every ﬁnite subfamily is negatively associated.
The counterpart of the negative association is positive association. The concept of positively associated random variables
was introduced by Esary et al. [4]. The exponential inequalities for positively associated random variables were obtained by
Devroye [3], Ioannides and Roussas [5], Oliveira [11], Sung [14], Xing and Yang [20,22] and Xing et al. [23]. On the other
hand, the exponential inequalities for negatively associated random variables were obtained by many authors. We refer to
Christoﬁdes and Hadjikyriakou [2], Jabbari et al. [6] and Roussas [12] for bounded negatively associated random variables
and Kim and Kim [8], Nooghabi and Azarnoosh [10], Sung [15], Xing [19], Xing and Yang [21] and Xing et al. [24] for
identically distributed negatively associated random variables with the ﬁnite Laplace transforms.
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dependence does not imply negative association. The concept of negatively dependent random variables was introduced by
Lehmann [9] as follows.
A ﬁnite family of random variables {X1, . . . , Xn} is said to be negatively dependent (or negatively orthant dependent) if
the two following inequalities hold:
P (X1  x1, . . . , Xn  xn)
n∏
i=1
P (Xi  xi)
and
P (X1 > x1, . . . , Xn > xn)
n∏
i=1
P (Xi > xi)
for all real numbers x1, . . . , xn . An inﬁnite family of random variables is negatively dependent if every ﬁnite subfamily is
negatively dependent.
Recently, Wang et al. [18] established an exponential inequality for identically distributed negatively dependent random
variables with the ﬁnite Laplace transforms.
In this paper, we use a truncation technique together with the control of the bounded terms and unbounded terms to
obtain exponential inequalities. We improve essentially the control of bounds for the unbounded terms and obtain expo-
nential inequalities for identically distributed negatively dependent random variables with the ﬁnite Laplace transforms. Our
results improve on the corresponding ones in Kim and Kim [8], Nooghabi and Azarnoosh [10], Sung [15], Wang et al. [18],
Xing [19], Xing and Yang [21] and Xing et al. [24].
2. Preliminary lemmas
In this section, we give some lemmas which will be used to prove our main results.
The following lemma plays an essential role in obtaining an exponential inequality for the sum of unbounded terms. The
proof is given by Sung et al. [16].
Lemma 2.1. Let X be a random variable with Eeδ|X | < ∞ for some δ > 0. Then for any 0< λ δ/2,
Eeλ(X−E X)  exp
(
Kλ2
)
,
where K is deﬁned as K = 2(E|X |4)1/2Eeδ|X | .
The next three lemmas can be found in Taylor et al. [17].
Lemma 2.2. If X and Y are negatively dependent random variables, then E(XY ) E(X)E(Y ).
Lemma 2.3. If {Xn, n 1} is a sequence of negatively dependent random variables and { fn, n 1} is a sequence of Borel functions all
of which are monotone increasing (or all monotone decreasing), then { fn(Xn), n  1} is a sequence of negatively dependent random
variables.
Lemma 2.4. If {Xn, n 1} is a sequence of negatively dependent random variables, then for any t > 0,
E exp
(
t
n∑
i=1
Xi
)

n∏
i=1
E exp(t Xi).
3. Main results
Let {Xn, n  1} be a sequence of random variables and {cn, n  1} be a sequence of positive real numbers. Deﬁne for
1 i  n, n 1,
X1,i,n = −cn I(Xi < −cn) + Xi I(−cn  Xi  cn) + cn I(Xi > cn),
X2,i,n = (Xi − cn)I(Xi > cn),
X3,i,n = (Xi + cn)I(Xi < −cn). (3.1)
Note that X1,i,n + X2,i,n + X3,i,n = Xi for 1  i  n, n  1. For each ﬁxed n  1, X1,1,n, . . . , X1,n,n are bounded by cn . If
{Xn, n  1} are negatively dependent random variables, then {Xq,i,n, 1 i  n}, q = 1,2,3, are also negatively dependent
random variables by Lemma 2.3.
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et al. [18].
Lemma 3.1. Let {Xn, n  1} be a sequence of identically distributed negatively dependent random variables with ﬁnite second mo-
ments. Let X1,i,n, 1 i  n, n 1, be as in (3.1). Then for any n > 0 such that n  eE|X1|2/(2cn),
P
(
1
n
∣∣∣∣∣
n∑
i=1
(X1,i,n − E X1,i,n)
∣∣∣∣∣> n
)
 2exp
(
− n
2
n
2eE|X1|2
)
.
The following lemma gives an exponential inequality for the sum of unbounded terms.
Lemma 3.2. Let {Xn, n  1} be a sequence of identically distributed negatively dependent random variables with Eeδ|X1| < ∞ for
some δ > 0. Let Xq,i,n, 1 i  n, n 1, q = 2,3, be as in (3.1). Then, for any 0< n  Knδ, where Kn = 4
√
6 δ−2e−δcn/2(Eeδ|X1|)3/2 ,
the following statements hold:
(i) P ( 1n |
∑n
i=1(X2,i,n − E X2,i,n)| > n) 2exp(− n
2
n
4Kn
).
(ii) P ( 1n |
∑n
i=1(X3,i,n − E X3,i,n)| > n) 2exp(− n
2
n
4Kn
).
Proof. Let K ′n = 2(E|X2,1,n|4)1/2Eeδ|X2,1,n| . We ﬁrst observe that Eeδ|X2,1,n|  Eeδ|X1| and
E|X2,1,n|4 =
∞∫
0
P
(
X1 > cn + x1/4
)
dx
= 4
∞∫
cn
P (X1 > t)(t − cn)3 dt
= 4
∞∫
cn
P
(
eδX1 > eδt
)
(t − cn)3 dt
 4Eeδ|X1|
∞∫
cn
e−δt(t − cn)3 dt
= 24δ−4e−δcn Eeδ|X1|.
It follows that K ′n  Kn .
Let 0< n  Knδ. Then we have by Markov’s inequality, Lemma 2.1, and Lemma 2.4 that for any 0< λ δ/2,
P
(
n∑
i=1
(X2,i,n − E X2,i,n) > nn
)
 exp(−λnn)E exp
(
λ
n∑
i=1
(X2,i,n − E X2,i,n)
)
 exp(−λnn)
n∏
i=1
E exp
(
λ(X2,i,n − E X2,i,n)
)
(by Lemma 2.4)
 exp(−λnn)exp
(
K ′nλ2n
)
(by Lemma 2.1)
 exp(−λnn)exp
(
Knλ
2n
) (
since K ′n  Kn
)
= exp(−λnn + Knλ2n).
Optimizing the exponent in the term of this upper bound, we ﬁnd λ = n/(2Kn). Note that n/(2Kn) δ/2, since 0 < n 
Knδ. Putting λ = n/(2Kn), we get
P
(
n∑
(X2,i,n − E X2,i,n) > nn
)
 exp
(
− n
2
n
4Kn
)
. (3.2)i=1
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statement. That is,
P
(
−
n∑
i=1
(X2,i,n − E X2,i,n) > nn
)
 exp
(
− n
2
n
4Kn
)
. (3.3)
Combining (3.2) and (3.3) gives (i). The proof of (ii) is similar to that of (i) and is omitted. 
Now we state and prove one of our main results.
Theorem 3.1. Let {Xn, n  1} be a sequence of identically distributed negatively dependent random variables with Eeδ|X1| < ∞ for
some δ > 0. Let {n, n 1} and {cn, n 1} be sequences of positive real numbers satisfying the following conditions:
(i) ncn  eE|X1|2/(2(3− γ )) for some 0< γ < 3,
(ii) neδcn/2  8
√
6(Eeδ|X1|)3/2/(γ δ).
Then
P
(
1
n
∣∣∣∣∣
n∑
i=1
(Xi − E Xi)
∣∣∣∣∣> 3n
)
 2exp
(
− (3− γ )
2n2n
2eE|X1|2
)
+ 4exp
(
−γ
2n2n
16Kn
)
,
where Kn = 4
√
6 δ−2e−δcn/2(Eeδ|X1|)3/2 .
Proof. Note that 2(3− γ )ncn  eE|X1|2 and γ n/(2Kn) δ by (i) and (ii). It follows by Lemmas 3.1 and 3.2 that
P
(
1
n
∣∣∣∣∣
n∑
i=1
(Xi − E Xi)
∣∣∣∣∣> 3n
)

[
P
(
1
n
∣∣∣∣∣
n∑
i=1
(X1,i,n − E X1,i,n)
∣∣∣∣∣> (3− γ )n
)
+ P
(
1
n
∣∣∣∣∣
n∑
i=1
(X2,i,n − E X2,i,n)
∣∣∣∣∣> γ n/2
)
+ P
(
1
n
∣∣∣∣∣
n∑
i=1
(X3,i,n − E X3,i,n)
∣∣∣∣∣> γ n/2
)]
 2exp
(
− (3− γ )
2n2n
2eE|X1|2
)
+ 4exp
(
−γ
2n2n
16Kn
)
. 
The following lemma characterizes the sequence {n} satisfying conditions (i) and (ii) of Theorem 3.1.
Lemma 3.3. If {n, n 1} and {cn, n 1} are positive sequences satisfying conditions (i) and (ii) of Theorem 3.1, then {n} is bounded.
Conversely, if {n, n 1} is a bounded sequence of positive real numbers, then there exists a positive sequence {cn, n 1} satisfying
conditions (i) and (ii) of Theorem 3.1.
Proof. Let {n, n 1} and {cn, n 1} be positive sequences satisfying conditions (i) and (ii) of Theorem 3.1. Then we have
by condition (ii) that n  neδcn/2  8
√
6(Eeδ|X1|)3/2/(γ δ). Hence {n} is bounded.
To prove the converse, let {n, n 1} be a bounded sequence of positive real numbers. If we choose γ > 0 small enough
and choose a sequence {cn, n  1} of small enough positive real numbers, then conditions (i) and (ii) of Theorem 3.1 are
satisﬁed. 
Now we consider a bounded sequence {n, n  1} of positive real numbers. From Lemma 3.3, we can choose positive
sequence {cn, n  1} and γ (0 < γ < 3) satisfying conditions (i) and (ii) of Theorem 3.1. Substituting cn and γ into the
upper bound of Theorem 3.1, it can be obtained an explicit form of upper bound. In the three following theorems, we
obtain upper bounds with explicit form (there exists cn in the upper bound of Theorem 3.1, but does not exist in upper
bounds of Theorems 3.2–3.4).
Theorem 3.2. Let 0 < γ < 3. Let {Xn, n  1} be a sequence of identically distributed negatively dependent random variables with
Eeδ|X1| < ∞ for some δ > 0. Then, for any 0< n < ργ , where ργ = min{8
√
6(Eeδ|X1|)3/2/(γ δ), δeE|X1|2/(4(3− γ ))},
P
(
1
n
∣∣∣∣∣
n∑
i=1
(Xi − E Xi)
∣∣∣∣∣> 3n
)
 2exp
(
− (3− γ )
2n2n
2eE|X1|2
)
+ 4exp
(
− ργ γ
2δ2nn
64
√
6(Eeδ|X1|)3/2
)
.
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√
6 δ−2e−δcn/2(Eeδ|X1|)3/2 that
γ 2n2n
16Kn
= ργ γ
2δ2nn
64
√
6(Eeδ|X1|)3/2
.
Since x < 1+ x ex for all real numbers x, we have that
ncn 
2n
δ
eδcn/2 = 2ργ
δ
 eE|X1|
2
2(3− γ ) .
Thus condition (i) of Theorem 3.1 holds. Clearly condition (ii) of Theorem 3.1 holds. Hence the result follows from Theo-
rem 3.1. 
Theorem 3.3. Let {Xn, n  1} be a sequence of identically distributed negatively dependent random variables with Eeδ|X1| < ∞ for
some δ > 0. Let {n, n 1} be a sequence of positive real numbers such that n → 0 as n → ∞. Then, for any 0< γ < 3,
P
(
1
n
∣∣∣∣∣
n∑
i=1
(Xi − E Xi)
∣∣∣∣∣> 3n
)
 6exp
(
− (3− γ )
2n2n
2eE|X1|2
)
for all large n.
Proof. Let ργ = min{8
√
6(Eeδ|X1|)3/2/(γ δ), δeE|X1|2/(4(3− γ ))}. If n → 0 as n → ∞, then for all large n,
ργ γ
2δ2nn
64
√
6(Eeδ|X1|)3/2
 (3− γ )
2n2n
2eE|X1|2 .
Hence the result follows by Theorem 3.2. 
Theorem 3.4. Let {Xn, n  1} be a sequence of identically distributed negatively dependent random variables with Eeδ|X1| < ∞ for
some δ > 0. Let {n, n 1} be a sequence of positive real numbers such that n  Kδ, where K = 2(E|X1|4)1/2Eeδ|X1| . Then
P
(
1
n
∣∣∣∣∣
n∑
i=1
(Xi − E Xi)
∣∣∣∣∣> 3n
)
 2exp
(
− n
2
n
2eE|X1|2
)
+ 4exp
(
− δ
2n2n
16
√
6(Eeδ|X1|)3/2
)
.
Proof. Note that Kδ < 8
√
6(Eeδ|X1|)3/2/(2δ), since (Eeδ|X1|)3/2 = Eeδ|X1|(Eeδ|X1|)1/2 > Eeδ|X1|(δ4E|X1|4/4!)1/2. Since n 
Kδ, we have that n < 8
√
6(Eeδ|X1|)3/2/(2δ). Thus we can take cn > 0 small enough such that conditions (i) and (ii) of
Theorem 3.1 are satisﬁed for γ = 2. When γ = 2, γ 2n2n/(16Kn) δ2n2n/(16
√
6(Eeδ|X1|)3/2). Hence the result follows from
Theorem 3.1. 
Remark 3.1. Let us compare Theorem 3.2 with Theorem 3.4. In general, ργ and Kδ are not comparable. If Kδ < ρ2, then
exp
(
− ρ22
2δ2nn
64
√
6(Eeδ|X1|)3/2
)
< exp
(
− δ
2n2n
16
√
6(Eeδ|X1|)3/2
)
since n < ρ2. Hence the upper bound of Theorem 3.2 is less than that of Theorem 3.4 when Kδ < ρ2.
In Theorems 3.1–3.4, we have considered the bounded sequence {n, n 1}. The following theorem gives an exponential
inequality for an unbounded sequence {n, n 1}.
Theorem 3.5. Let {Xn, n  1} be a sequence of identically distributed negatively dependent random variables with Eeδ|X1| < ∞ for
some δ > 0. For any sequence {n, n 1} of positive real numbers,
P
(
1
n
∣∣∣∣∣
n∑
i=1
(Xi − E Xi)
∣∣∣∣∣> n
)
 2exp
(
− (2n − Kδ)δn
4
)
,
where K = 2(E|X1|4)1/2Eeδ|X1| .
Proof. From the proof of Lemma 3.2 replacing X2,i,n by Xi , we have that for λ = δ/2,
P
(
n∑
i=1
(Xi − E Xi) > nn
)
 exp(−λnn)exp
(
Kλ2n
)= exp(−(2n − Kδ)δn/4).
Hence the result is proved. 
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By choosing n =
√
2δeE|X1|2 logn/n in Theorem 3.3, we have the following result.
Theorem 3.6. Let {Xn, n  1} be a sequence of identically distributed negatively dependent random variables with Eeδ|X1| < ∞ for
some δ > 1/9. Let n =
√
2δeE|X1|2 logn/n. Then
∞∑
n=1
P
(
1
n
∣∣∣∣∣
n∑
i=1
(Xi − E Xi)
∣∣∣∣∣> 3n
)
< ∞.
Proof. If δ > 1/9, then we can take γ > 0 small enough such that (3 − γ )2δ > 1. Hence the result follows by Theo-
rem 3.3. 
Remark 3.2. Under the stronger condition of δ > 1, Wang et al. [18] proved Theorem 3.6 and Sung [15] proved Theorem 3.6
for negatively associated random variables.
Finally, we compare upper bounds of Theorems 3.1–3.5 with those of Kim and Kim [8], Nooghabi and Azarnoosh [10],
Sung [15], Wang et al. [18], Xing [19], Xing and Yang [21] and Xing et al. [24]. As noted in the Introduction, Wang et al. [18]
considered for negatively dependent random variables and the others considered for negatively associated random variables.
Remark 3.3. (1) Let n = 18(αpn log3 n/n)1/2, where 0 < α < δ and 1  pn < n/2. Kim and Kim [8] obtained the upper
bound(
4+ Ee
δ|X1|n2
9α3pn log
3 n
)
exp(−α logn).
Note that n may diverge.
First we consider the case n > Kδ, where K is deﬁned as in Theorem 3.5. In this case, the upper bound of Theorem 3.5
is dominated by
2exp
(
− (2n − Kδ)δn
4
)
 2exp
(
− Kδ
2n
4
)
,
which is much less than the upper bound of Kim and Kim [8].
Now we consider the case n  Kδ. In this case, we compare the upper bound of Theorem 3.4 with that of Kim and
Kim [8]. The upper bound of Theorem 3.4 is
2 exp
(
− n
2
n
2eE|X1|2
)
+ 4exp
(
− δ
2n2n
16
√
6(Eeδ|X1|)3/2
)
.
This upper bound is also much less than that of Kim and Kim [8], since n2n = 324αpn log3 n is much greater than logn.
Hence our upper bounds improve on the corresponding ones of Kim and Kim [8].
(2) Let n = 9(2αpn log3 n/n)1/2, where 0 < α < δ and 1  pn < n/2. Nooghabi and Azarnoosh [10] obtained the upper
bound(
2
(
1+ αC0
4
)
+ 2Ee
δ|X1|n2
9α3pn log
3 n
)
exp(−α logn)
under the additional assumption on the covariance structure
1
pn logn
exp
{(
αn logn
2pn
)1/2} ∞∑
j=pn+2
∣∣Cov(X1, X j)∣∣ C0 < ∞.
Note that n is a 1/
√
2 multiple of that of Kim and Kim [8]. As in (1), our upper bounds improve on the corresponding ones
of Nooghabi and Azarnoosh [10].
(3) Let n = 103 (αpn log3 n/n)1/2, where 0< α < δ and n/(α logn) pn → ∞. Xing [19] obtained the upper bound(
C1 + 9C2Ee
δ|X1|
25α3pn log
3 n
)
exp(−α logn)
under the additional assumption on the covariance structure
1
n2α/3pn logn
exp
{(
αn logn
pn
)1/2} ∞∑ ∣∣Cov(X1, X j)∣∣< ∞,
j=pn+1
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upper bounds improve on the corresponding ones of Xing [19].
(4) Let n = 4(Cα log3 n/n)1/2 and 1 pn  (Cn/(4α logn))1/2, where 0< α  δ and C = 1 (C is not speciﬁed speciﬁcally
in Xing et al. [24], but we may choose C as 1). Xing et al. [24] obtained the upper bound(
4+ Ee
δ|X1|
4α3 log3 n
)
exp(−α logn).
On account of n → 0, we compare the upper bound of Theorem 3.3 with that of Xing et al. [24]. The upper bound of
Theorem 3.3 is
6 exp
(
− (3− γ )
2n2n
2eE|X1|2
)
= 6exp
(
−8α(3− γ )
2
eE|X1|2 log
3 n
)
.
Hence our upper bound is much less than that of Xing et al. [24].
(5) Let n = 16(
√
6C(Eeδ|X1|)3/2 logn/(δn))1/2 and 1  pn  2(
√
6C(Eeδ|X1|)3/2n/(δ logn))1/2, where C > 0 is a positive
constant (C is not speciﬁed speciﬁcally in Xing and Yang [21], but we may choose C as C4 = 2(15 × 4/ log4)4, see, for
example, Shao [13]). Xing and Yang [21] obtained the upper bound(
4+
√
C
64
√
6 δ(Eeδ|X1|)1/2 logn
)
exp(−δ logn).
On account of n → 0, we compare the upper bound of Theorem 3.3 with that of Xing and Yang [21]. The upper bound of
Theorem 3.3 is
6 exp
(
− (3− γ )
2n2n
2eE|X1|2
)
= 6exp
(
−128
√
6C(3− γ )2(Eeδ|X1|)3/2
δeE|X1|2 logn
)
.
Since (Eeδ|X1|)3/2  Eeδ|X1|  δ2E|X1|2/2, we get that
128
√
6C(3− γ )2(Eeδ|X1|)3/2
δ2eE|X1|2 
64
√
6C(3− γ )2
e
> 519
√
C
for suﬃciently small γ > 0. Thus our upper bound is dominated by 6n−519
√
Cδ , which is much less than that of Xing and
Yang [21].
(6) Let n = (2δeE|X1|2cn/n)1/2 and 0< cn  (eE|X1|2n/(8δ))1/3. Sung [15] and Wang et al. [18] obtained the same upper
bound
2
(
1+ Ee
δ|X1|
δ3eE|X1|2cn
)
e−δcn = 2exp
(
− n
2
n
2eE|X1|2
)
+ 4Ee
δ|X1|
δ2n2n
exp
(
− n
2
n
2eE|X1|2
)
.
Note that n → 0 as n → ∞. We compare the upper bound of Theorem 3.2 with that of Sung [15] and Wang et al. [18]. The
upper bound of Theorem 3.2 is
2 exp
(
− (3− γ )
2n2n
2eE|X1|2
)
+ 4exp
(
− ργ γ
2δ2nn
64
√
6(Eeδ|X1|)3/2
)
.
Thus the ﬁrst term of our upper bound is much less than that of upper bound of Sung [15] and Wang et al. [18] if we take
0< γ < 2. Since 1/x e−x for all positive real numbers x> 0, we have
4Eeδ|X1|
δ2n2n
exp
(
− n
2
n
2eE|X1|2
)
 4exp
(
−
(
1+ 2eδ
2E|X1|2
Eeδ|X1|
)
n2n
2eE|X1|2
)
.
Thus the second term of our upper bound is much less than that of upper bound of Sung [15] and Wang et al. [18], since
n → 0 as n → ∞. Hence our upper bound improves on that of Sung [15] and Wang et al. [18].
From (1)–(6), we see that our upper bounds improve on those of Kim and Kim [8], Nooghabi and Azarnoosh [10], Sung
[15], Wang et al. [18], Xing [19], Xing and Yang [21] and Xing et al. [24].
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