Sparse models for high-dimensional linear regression and machine learning have received substantial attention over the past two decades. Much of the current literature assumes that covariates are only mildly correlated, however, in modern applications ranging from functional MRI to genome-wide association studies, covariates are highly correlated. We consider a high-dimensional regression setting in which a graph governs both correlations among the covariates and the similarity among regression coefficients. This graph is used to define a graph total variation regularizer that promotes similar weights for highly correlated features. Our proposed graphbased regularization yields mean-squared error guarantees for a broad range of covariance graph structures by imposing additional structure on the parameter which encourages alignment with the covariance graph.
INTRODUCTION
High-dimensional linear regression and inverse problems have received substantial attention over the past two decades (see [1] for an overview). While there has been considerable theoretical and methodological development, applying these methods in real-world settings is more nuanced since variables or features are often highly correlated, while much of the existing theory and methodology is applicable when features are independent or satisfy weak correlation assumptions such as the restricted eigenvalue condition. We develop an approach for parameter estimation in high-dimensional linear regression with highly-correlated designs.
More specifically, we consider observations of the form
where y ∈ R n is the response variable, X ∈ R n×p is the design matrix, and ∼ N (0, σ 2 I n×n ) is Gaussian noise. Our This work was supported by NSF CCF-1418976, NIH 1 U54 AI117924-01, NSF CCF-0353079, ARO W911NF-17-1-0357, and NGA HM0476-17- 1-2003. goal is to estimate β based on (X, y). We assume X i ∼ N (0, Σ p×p ) for each row of X, where potentially λ min (Σ) ≈ 0. In other words, X can have highly-correlated columns and does not necessarily satisfy standard regularity assumptions.
Highly-correlated or dependent features arise in many modern scientific problems. For example in genomics, genome-wide association studies (GWAS), where each column of X corresponds to a different single nucleotide polymorphism (SNP), have highly correlated features [2] .
PROPOSED ESTIMATOR
LetΣ be an estimate of Σ and letŝ j,k = sign(Σ j,k ). We consider a graph total variation (GTV) estimator for β :
where λ S , λ 1 and λ TV are regularization parameters. This estimator can be interpreted from a graph perspective by considering the covariance graph corresponding to the covariance matrixΣ. Given this graph, the regularization term j,k |Σ j,k | 1/2 |β j −ŝ j,k β k | is a measure of the graph total variation of the signal β with respect to the graph G. It promotes estimatesβ that are well-aligned with the graph structure; for instance, a group of nodes with large edge weights connecting them (i.e., a group of columns of X that are highly correlated) are more likely to have coefficient estimates with similar values. Meanwhile, j,k |Σ j,k |(β j −ŝ j,k β k ) 2 corresponds to a graph Laplacian regularizer with respect to G; it helps to reduce the ill-conditionedness of X when columns are highly correlated.
RELATIONSHIP TO PRIOR WORK
There is a large body of work related to our proposed estimator. Under our proposed approach the regularization function depends upon the covariance of X. For a fixed graph G, the proposed estimator is closely related to a number of previously-proposed estimators including the fused LASSO [3] , generalized LASSO [4] , edge LASSO [5] , network LASSO [6] , trend filtering [7] , and total-variation regularization [8, 9] . In contrast to these past efforts, our focus is on settings in which columns of X are highly correlated and these correlations inform the choice of graph G.
A key focus of our work is the setting in which columns of X may be highly correlated. There are several approaches developed to deal with the high-dimensional linear regression problem with some highly correlated covariates including the Elastic Net [10] , Cluster Representative LASSO [11] and Ordered Weighted LASSO [12] . We compare our GTV method to these methods in the simulations section.
THEORETICAL RESULTS
We are able to provide finite-sample guarantees for highlycorrelated design matrices X. The theoretical guarantees provide insight into the impact of properties of the covariance graph structure such as smallest and largest block-sizes and smallest non-zero eigenvalue of the Laplacian. If there is strong alignment between β * and Σ (i.e. ||Lβ * || ∞ ≈ 0 where L is the Laplacian of the covariance graph) then we can prove strong MSE bounds even when λ min (Σ) ≈ 0 and ||β * || 0 > n.
For example, consider a block diagonal covariance matrix with K blocks and suppose ||Lβ * || ∞ ≈ 0 (near-perfect alignment which corresponds to the parameters in each block having nearly the same values). Then with appropriate choices of the regularization parameters we get ||β − β * || 2 2 K log p n that is, the MSE is not determined by the number of nonzeros in β * , but rather by K, the number of clusters of nodes. This bound holds even when the coefficients in each block are nearly identical (meaning λ min (Σ) ≈ 0) and the bound matches results from [13] . We are also able to provide new bounds for chain and lattice covariance structures.
SIMULATIONS
In Figures 1 and 2 we show the performance of GTV compared with Cluster Representative LASSO [11] , Elastic Net [10] , Classical LASSO [14] and OWL [12] . For GTV-esti and CRL-esti we estimate Σ from X ∈ R 100×280 , while for the GTV-indep and CRL-indep we estimate Σ using 1000 additional unlabeled samples X i ∼ N (0, Σ p×p ). This corresponds that to an assumption that we have side information about the covariates, a situation which can occur in real world problems. We see that the GTV methods perform well for both the block and chain covariance graph structures. The Cluster Representative LASSO method requires one to cluster features independently of label information in y. For the block covariance graph it is possible to do this and CRL is competitive with GTV, but for the chain covariance graph there are no clear clusters and the performance of CRL suffers. In contrast, GTV is essentially clustering features based on both the covariance structure and the label information, so that a group of active elements in β * on a subset of the chain can be correctly identified as a cluster.
CONCLUSION
We propose a graph-based regularization method for highdimensional regression with highly-correlated designs. Under our model, the graph corresponding to the covariance structure of the covariates also provides prior information about the similarities among elements in the regression weights. We are able to provide mean-squared error bounds in settings where covariates are highly dependent, provided there is alignment between β * and the graph.
