fluctuations of distances between residue pairs or of individual residues are a few of possible variables that may also be characterized experimentally. Here, we adopt distance trajectories, di(t), between n residue pairs (n≤(N-1)N/2) of a protein of N residues. The set of di(t)'s at any time t will constitute a state of the protein. The protein will be transforming from one set to another throughout the trajectory. The choice of di(t) is a suitable indicator of interaction topologies and the ones that participate in information transfer and contribute to allosteric activity.
Time dependent probabilities of di(t):
The probability distribution of di(t)'s in general are single peaked and approximately normal. However, distances between certain pairs of residues have trajectories with multiple peaks, i.e., the pairs fluctuate around a mean distance and then there is a jump to a different distance and the fluctuations continue around the new mean distance. The peak values of di(t) distributions may be regarded as isomeric states, the preference of one over the other affecting the function of the protein. Although a distance trajectory may possibly have several such isomeric states, usually there are two isomeric states, one where the two residues are close to and the other where they are far from each other. In general, only a small number, n, of distance pairs will exhibit isomerism that control the allosteric movement of the protein. We assume that n such distance trajectories exist, each having two isomeric states. The joint probability of observing n pairs in one of the two isomeric states is given by the probability density p(d)=p(d1,d2,…,dn). Each di has two elements. In a recent work. LeVine and Weinstein named these two state system as the Ising model of allostery [6] . The dynamics of the transitions is obtained in full generality by the solution of the master equation,
Here, the joint probabilities p(d) are functions of time and Akl is the transition rate matrix from state l to k. Here, the state is the collection of the n conformations, a total of 2 n in number. The solution of the master equation is [14, 15] 
where,
is the conditional probability of having
at time t, given that they were
where, B is the matrix of eigenvalues of A and L is the diagonal matrix of eigenvalues of B. Knowledge of the conditional probabilities allows for the evaluation of entropy transfer in the system [10] . Equation 2 gives the most general solution to the problem. Below, we will focus on two events, the distance trajectory for the ith pair and the other for the j th pair.
Entropy transfer from one trajectory to another:
We are interested in evaluating the changes that will be induced in di(t) by the presence of dj(t) and vice versa. This requires the knowledge of the amount of information transferred from one to the other throughout the trajectory and is measured using Shannon's entropy. According to Schreiber's work, transfer entropy from the ith pair to the j th pair with a time delay of τ can be written as
Here 
In all calculations throughout the paper, entropy is taken in kB units. Equation 4 is the major result of the paper, using which we will determine entropy transfer in a protein and relate it to function.
Example: Entropy transfer and function of Ubiquitin:
Ubiquitin (Ubq) is a globular protein, with the 3-dimensioanal Protein Data Structure (1UBQ.pdb) shown on the left panel of Figure 1 . The last four Cterminal residues extend from the compact structure to form a tail, important for its function. The different conformations that the tail takes in interacting with target proteins and its position relative to specific residues of the protein itself determine the function of the protein [16, 17] . We generated a 1 μs molecular dynamics trajectory of Ubq in water at 300 K (see details in Supplementary Material, SM). Atomic positions in the trajectory were aligned to the first frame, by using VMD to eliminate all translational and rotational degrees of freedom. Atomic positions and velocities were calculated by NAMD 2.11 at intervals of 2 fs and recorded in corresponding simulation output files with 2 ps intervals. Aligned Cartesian coordinates of alpha carbons were used to conduct modal analysis, and this analysis showed that the largest correlations in the system were between the C-terminal residue 76 and residues 9 and 53. Further, distances between the highly correlated residues were calculated by using the distance formula,
where the subscripts 1 and 2 identify the two atoms at the extremities of the distance vector. The position of the two distances, 9-76 and 53-76 are shown in Figure 1 , left panel. The probabilities are obtained by counting the number of occurrences in rectangular grids of size 0.72 for the 53-75 distance and 1.20 for the 9-76 distance. These grid values were obtained by dividing the total range in each direction into 20 grids. The probability distribution of the distance between 9 and 76 and 53 and 76 showed two peaks. Another pair, residues 39-75 also showed a non-Gaussian distribution of distance fluctuations, but the departure from Gaussian was weak and therefore is not taken as a variable of the problem. The probability surfaces were converted to energy surfaces according to We denote the pair 53-76 as j and the pair 9-76 as i. j has two states, corresponding to a larger dj1 and smaller dj2. Similarly, i has a larger, di1, and close, di2, states. Thus, there are four combined states: di1dj1 upper right minimum, di1dj2 upper left minimum, di2dj1 lower right minimum, di2dj2 lower left minimum. The first three minima are seen in Fig 1, right panel. There is no minimum for the state di2dj2.
The transition rate matrix A was evaluated by using the Eyring equation [14] , r =r0 exp(-Ea/RT) (See SM). The saddle point energies Ea between minima were obtained from According to Fig 2, fluctuations of the distance 9-76 decrease the uncertainty of the fluctuations of the distance 53-76, i.e., information is transferred from 9-76 to 53-76. The figure shows that no information is transferred from 53-76 to 9-76. Following our earlier work [11, 12] , we say that 9-76 drives the fluctuations of 53-76. The fact that 53-76 has no effect on 9-76 is an indication of strong causality in the problem where the direction of information flow is asymmetric and filtered out totally in one direction. The observed causality is associated with the characteristic energy landscape of the protein that favors certain conformational transitions and prevents others. Causality has been the focus of research in different fields such as economics [18] , complex ecological systems [19] , interacting oscillators [20] , sensory motor networks [21] , cardiac systems [22] , etc. Causality-function relations in proteins is new. Recently, we detected strong causality in correlations among residue fluctuations in K-Ras, a protein whose loss of function is responsible for various forms of cancer, and related this causality to the function of the protein [23] . The dynamic aspect of entropy transfer is clearly seen in Fig 2. It is interesting to note that entropy transfer due to static correlations is zero because of the form of Eq. 3 (See SM). The amount of entropy transfer peaks around 0.6 ns and decays from thereon. The decay is completed around 5 ns, therefore the events taking place in the trajectory of 9-76 before 5 ns has no role on the present values of 53-76. The time * of the peak value and the distance l over which information is carried have been associated with the velocity l/* of information transport in spatiotemporal systems [10, [24] [25] [26] . The entropy transfer ordinate values shown in Figure 2 are for a pair of alpha carbon atoms, and correspond to energy values in the order of 10 -2 kBT. If contributions from each degree of freedom of all-atom residues instead of only alpha carbons are considered, this value will be in the order of kBT due to the additivity of entropy.
In conclusion, the entropy transfer model for proteins can show the dynamic nature of asymmetric allosteric communication in folded proteins, and provides a simple recipe for calculations. Quantification of entropy transfer and causality and relating these to structure and function is of utmost importance for problems concerning human health because it is often the destruction of communication patterns of proteins by mutation that leads to various forms of disease, particularly cancer. This paper also directs attention to the role of quantitative dynamics, such as velocity of information transport in proteins. The present letter should be viewed as a proof of concept paper which opens the way to detailed computations on functional dynamic allostery in proteins.
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In this Supplementary Material section, we give detailed description of the application of the model to the protein Ubiquitin. With the detailed explanations given in this part, one may apply the model to any other protein.
Entropy transfer from i to j:
The basic equation of the paper given by Eq. 4 is: 
The different steps for determining the numerical values of the probabilities defined in Eqs. S1-S4 are as follows:
Molecular dynamics simulations: Initial coordinates of Ubiquitin were retrieved from Protein Data
Bank with corresponding PDB code as 1UBQ. All-atom Molecular Dynamics simulation was performed by using NAMD 2.11 version with CHARMM22 force field parameters for Proteins and Lipids. Protein was immersed in TIP3P water-box and counter ions were placed to neutralize the system. RATTLE algorithm was used with time step of 2 fs and periodic boundary conditions were applied in an isothermalisobaric NPT ensemble with constant temperature of 300 K and constant pressure of 1 bar. Temperature and pressure were controlled by Langevin thermostat and barostat, respectively. 1-4 scaling was applied to van der Waals interactions with a cutoff of 12.0 Å. System energy was minimized for 50 ps at 300 K and further subjected to MD production run for 1 μs. Trajectory was aligned to the first frame by using VMD 1.9.2 to eliminate all rotational and translational degrees of freedom and the analysis was conducted with the aligned Cartesian coordinates. Amplitude of fluctuations, Ri(t) was calculated for each atom from the resultant MD trajectory. ΔRi(t) was obtained by subtracting the mean of i th atoms amplitude of fluctuations from its Ri(t).
Choice of the variables of the protein:
In all calculations, we used only the alpha carbon of each residue. We performed modal decomposition of the trajectory according to the relation 
This mode shows the dominant motions of the protein and is the fundamental mode that shows the essential dynamics of the protein [27] . We calculated the mean square fluctuations of each residue in the first mode. In Figure 1 , the mean square fluctuations of residues in the first mode are presented in terms of residue index. The largest negative correlation is obtained from Figure S2 is between residues 53 and 76. The largest positive correlation is between residues 9 and 76. We denote the distance between the pair 53-76 as dj and the distance between the pair 9-76 as di. These are the two dominant variables of the problem that are significant in controlling the dynamics of the protein. The distances are shown on the three dimensional structure of the protein, (PDB code 1UBQ.pdb) in Figure S3 : Calculation of the energy surfaces as the average log likelihood: The energy surfaces are obtained according to the average log likelihood relation [28] . In one dimensional case, the relation is
where, grids () 
Joint distributions:
The joint distribution of the distances 53-76 and 9-76 are obtained similarly, the average log likelihood term is used as
where () ij dd  is a small region centered around ij dd , rectangular grids of size 0.72 for the 53-75 distance and 1.20 for the 9-76 distance were used. These were obtained by dividing the total range in each direction into 20 grids. The last sum is performed on the full trajectory with T N snapshots [28] . The joint energy surface is shown in Figure S6 : We let distance 53-75 be j and distance 10-76 be i. j has two states, a distant j1 and closer j2 state. Similarly, i has a distant, i1, and close, i2, states. Thus there are four combined states: i1j1 upper right minimum, i1j2 upper left minimum, i2j1 lower right minimum, i2j2 there is no minimum. Figure S7 shows the location of the states that are shown in Figure S6 . Comparison of the joint and marginal probabilities shows that the two distances follow dependent statistics.
Transition rates:
We calculate the transition rates using the Eyring equation [14] 
where h is Planck's constant, kB the Boltzmann constant, T absolute temperature, and F* is a measure of the curvature of the energy minima. Ea is the energy to be overcome in passing from one minimum to the other. The energies are calculated from Figure S6 where saddle point passages from one minimum to the other are identified by recording several routes and the one with the lowest value of Ea is chosen. The following are the energy maps obtained in this way: The transition rate matrix, taking the front factor as 1 and RT-2.5 in Eq. S7and using the energies shown in Figure S8 is obtained as:
The eigenvalues of the transition rate matrix are: 
