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REDUCIBILITY OF THE QUANTUM HARMONIC OSCILLATOR IN
d-DIMENSIONS WITH FINITELY DIFFERENTIABLE PERTURBATIONS
WENWEN JIAN
Abstract. In this paper, the d-dimensional quantum harmonic oscillator with a pseudo-
differential time quasi-periodic perturbation
(0.1) iψ˙ = (−∆+ V (x) + ǫW (ωt, x,−i∇))ψ, x ∈ Rd
is considered, where ω ∈ (0, 2π)n, V (x) :=
∑d
j=1 v
2
j x
2
j , vj ≥ v0 > 0, and W (θ, x, ξ) is a
real polynomial in (x, ξ) of degree at most two, with coefficients belonging to Cℓ in θ ∈ Tn
for the order ℓ satisfying ℓ ≥ 2n − 1 + β, 0 < β < 1. Using techniques developed
by Bambusi-Gre´bert-Maspero-Robert [Anal. PDE. 11(3):775-799, 2018 ] and Ru¨ssmann
[pages 598-624. Lecture Notes in Phys., Vol. 38, 1975 ], the paper shows that for any
|ǫ| ≤ ǫ⋆(n, ℓ), there is a set Dǫ ⊂ (0, 2π)n with big Lebesgue measure, such that for any
ω ∈ Dǫ, the system (0.1) is reducible.
1. Introduction and the main result
Recently, Bambusi-Gre´bert-Maspero-Robert [4] proved a reducibility result for a d-dimensional
quantum harmonic oscillator with a pseudo-differential time quasi-periodic perturbation:
(1.1) iψ˙ = Hǫ(ωt)ψ, x ∈ Rd,
where
(1.2) Hǫ(ωt) := H0 + ǫW (ωt, x,−i∇), H0 := −∆+ V (x),
i =
√−1 is the unit imaginary number, ω are parameters belonging to the set D = (0, 2π)n.
Moreover, V and W satisfy the following two conditions:
C1:
V (x) :=
d∑
j=1
v2jx
2
j , vj ≥ v0 > 0, j = 1, · · · , d,
C2: W (θ, x, ξ) is a real polynomial in (x, ξ) of degree at most two, with coefficients being
analytic in θ ∈ Tn := (R/2πZ)n.
Note that for ǫ = 0, the spectrum of H0 defined in (1.2) is
σ(H0) = {λk}k∈Nd , λk ≡ λ(k1,··· ,kd) :=
d∑
j=1
(2kj + 1)vj , k ∈ Nd,
which is dense in R. The paper [4] is the first reducibility result for a system in which the gap
of the unperturbed spectrum is dense in R.
The reducibility result in [4] is obtained by using pseudo-differential calculus together with
KAM techniques. More precisely, for the perturbation W defined by condition C2, the corre-
spondence between quantum dynamics of quadratic Hamiltonian Hǫ(ωt) defined in (1.2) and
1
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classical Hamiltonian
(1.3) h′ǫ(ωt, x, ξ) :=
d∑
j=1
(ξ2j + v
2
jx
2
j ) + ǫW (ωt, x, ξ)
is exact (without error term), and then the reducibility of the quantum Hamiltonian Hǫ(ωt)
is equivalent to the reducibility of the classical Hamiltonian (1.3). Therefore, the result in [4]
can be proved by exact quantization of the classical KAM theory which ensures reducibility
of the classical Hamiltonian system (1.3). The advantage of the thought in [4] is that the
reduction problem of a infinite-dimensional system with a unbounded perturbation can be
turned into the reduction problem of a classical finite-dimensional Hamiltonian system with
bounded perturbation.
Motivated by the thought of [4], this paper extends the result of [4] to Cℓ-perturbation with
respect to θ ∈ Tn:
C3: W (θ, x, ξ) defined in (1.2) is a real polynomial in (x, ξ) of degree at most two, with
coefficients belonging to the class Cℓ in θ ∈ Tn := (R/2πZ)n, where
(1.4) ℓ ≥ 2n− 1 + β, 0 < β < 1.
Remark 1.1. The search for persistence of KAM tori and reduction problems of finitely differ-
entiable Hamilton’s systems goes back to the work of Kolmogorov-Arnold-Moser, and attracts
great attention over years. For the Hamilton’s equations
x˙ = Hy(x, y), y˙ = −Hx(x, y), (x, y) ∈ R2n,
where H ∈ Cℓ, it was shown by Po¨schel [30, 34] and Cheng [7] that the hypotheses ℓ > 2n is
optimal for the existence of KAM torus.
When considering the Hamiltonian
(1.5) hǫ(I, θ, z, z¯) = h0(I, z, z¯) + ǫq(I, θ, z, z¯), (I, θ, z, z¯) ∈ Rn × Tn × C2d,
where q is Cℓ in θ, Chierchia-Qian [8] proved the persistence of lower dimensional tori with
ℓ > 6n+5 and Sun-Li-Xie [35] considered the reduction problem with ℓ ≥ 200n. In [39], Yuan-
Zhang established a reduction theorem for the time dependent Schro¨dinger equation with a
Cℓ-perturbation where ℓ ≥ 100(3n+ 2τ + 1).
Obviously, the orders ℓ appeared in [8, 35, 39] are not optimal. In [8], Chierchia-Qian
pointed out that
It would be interesting to find the optimal value: for example, is it true that the
theorem for the persistence of lower dimensional tori holds provided ℓ > 2n (as the
maximal case)?
In the present paper, the lower bounds of ℓ is reduced to 2n−1+β, 0 < β < 1, which improves
the exiting regularity results to some extent. This is based on Ru¨ssimann’s optimal estimation
techniques [32].
The main theorem of this paper is
Theorem 1.2. Let ψ be a solution of (1.1) and (1.2) with conditions C1 and C3. For any
given 0 < γ ≪ 1, there exist ǫ⋆ with 0 < ǫ⋆ = ǫ⋆(n, γ) ≪ γ8, such that for any 0 < |ǫ| < ǫ⋆,
there is a subset Dǫ ⊂ (0, 2π)n with
meas((0, 2π)n \ Dǫ) ≤ Cγ 12 ,
and for any ω ∈ Dǫ, there is a unitary (in L2) time quasi-periodic map Uω(ωt) such that
defining ψ′ by Uω(ωt)ψ
′ = ψ, it satisfies the equation
(1.6) iψ˙′ = H∞ψ
′,
3with a time independent operator
H∞ = −∆+ V∞(ω) + e∞, V∞(ω) =
d∑
j=1
(v∞j )
2x2j ,
where e∞ = e∞(ω) and v
∞
j = v
∞
j (ω) are defined for ω ∈ Dǫ and fulfill the estimates
|e∞| ≤ ǫ 12 , |vj − v∞j | ≤ ǫ
1
2 , j = 1, · · · , d.
Finally, the following properties hold
(1) ∀r ≥ 0, ∀ψ ∈ Hr, θ 7→ Uω(θ) ∈ C0(Tn;Hr);
(2) ∀r ≥ 0, ∃Cr > 0 such that for all θ ∈ Tn,
(1.7) ‖Uω(θ)− id‖L(Hr+2,Hr) ≤ Crǫ
1
8 ;
(3) ∀r ≥ 0 and ∀ 0 ≤ l ≤ ℓ, the map θ 7→ Uω(θ) is of class Cl(Tn,L(Hr+4l+2,Hr)),
where the weighted Sobolev space Hr is defined as
Hr =
{
ψ ∈ L2(Rd) : H
2
r
0 ψ ∈ L2(Rd)
}
, r ≥ 0
with the norm ‖ψ‖r =
∥∥∥H 2r0 ψ∥∥∥
L2(Rd)
.
Remark 1.3. This reduction result is obtained by KAM iteration, pseudo-differential calculus
and analytic approximation techniques. The proof consists of three steps. Firstly, pseudo-
differential calculus properties are used in order to transform the original system (1.1) to a
system with a differentiable perturbation of θ ∈ Tn. Secondly, the analytic approximation
lemma is introduced to deal with the differentiable perturbation. Finally, by applying KAM
techniques, the reduction result is obtained.
Remark 1.4. The KAM scheme in this paper is non-standard to ensure that the iterative
process can constantly continue. From analytic approximation, the perturbation q0 has the
expression (see subsection 3.1 for details)
q0 = q
(0)
0 +
∞∑
m=1
(
q
(m)
0 − q(m−1)0
)
=
∞∑
m=0
ǫmq0,m,
where q
(m)
0 are analytic in T
n
σm
and q0,m are of size O(ǫm). In the present paper, the author
constructs a series of real-analytic symplectic transformations Φ˜m, m = 0, 1, · · · , so that(
h0 + q
(m)
0
)
◦ Φ˜m = hm+1 + ǫm+1qm+1,
where the sequence of hm’s is in “normal form” while the perturbations ǫmqm are real-analytic
functions in Tnsm(sm < σm) of smaller and smaller size O(ǫm). The parameters ω appeared
in hm vary in smaller and smaller compact sets Dm+1 ⊂ Dm of relatively large Lebesgue
measures. The symplectic transformations Φ˜m are seeked of the form
Φ˜m = Φ0 ◦ Φ1 ◦ · · · ◦ Φm.
Thus by induction, one has
(1.8) (hm + ǫmq
′
m) ◦ Φm = hm+1 + ǫm+1qm+1,
where
q′0 = q0,0, q
′
m = qv + q0,m ◦ Φ˜m−1, m = 1, 2, · · · .
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ǫmq
′
m and ǫmqm are of the same size, and (1.8) fits in more standard KAM approaches.
A remark is that in order for this approach to work, the maps Φ˜m have to verify suitable
compatibility relations with respect to the analytic domains. More precisely,
Φm : T
n
sm+1
× C2d → Tnsm × C2d, Φ˜m−1 : Tnsm × C2d → Tnσm × C2d, m = 0, 1, · · · .
Remark 1.5. The difficulty of the present paper is that the perturbation W has quietly low
differentiability hypotheses. For a differentiable perturbation W of order ℓ, the condition that
ℓ is sufficiently large is necessary so as to guarantee the convergence of the KAM iterations.
Generally, at the m-th KAM step, all the new perturbation terms should be O(ǫm+1). In order
to obtain smaller lower bounds of ℓ, more refined estimates are needed. By applying some
techniques of Ru¨ssmann [32], this paper gets a better estimate of the Hamiltonian fm at the
m-th KAM step:
[fm]s1m+1,Dm+1 ≤ C(n, τ, γm)[q
′
m]sm,Dm(sm − s1m+1)−τ ,
where the exponent τ of (sm− s1m+1)−1 in this inequality is optional (τ > n− 1 appears in the
Diophantine conditions, see subsection 3.3 for details). This optimal estimate implies better
estimations of new perturbations and finally a smaller lower bound of ℓ (see subsections 3.2-3.3
for details).
Remark 1.6. A difference between an analytic perturbation and the differentiable one is the
widths of angle variables θ after the KAM iteration. If the perturbation W is analytic in
some strip domain |ℑθ| ≤ rm, then the strip widths rm,m = 0, 1, · · · , have a uniform non-zero
lower bound r02 . When the perturbation W is of class C
ℓ, by using Jackson-Moser-Zehnder’s
approximation lemma (see Lemma 3.1), the new Hamiltonians are still analytic in |ℑθ| ≤ sm
at the m-th KAM step. However, the strip widths have no non-zero lower bound. Actually,
by choosing sm =
1
2ǫ
1
ℓ
m+1 of this paper, the sequence sm goes to zero very rapidly.
Denote Uǫ,ω(t, κ) the propagator generated by (1.1) such that Uǫ,ω(κ, κ) = 1, ∀κ ∈ R. An
immediate consequence of Theorem 1.2 is the Floquet decomposition:
(1.9) Uǫ,ω(t, κ) = U∗ω(ωt)e−i(t−κ)H∞Uω(ωκ).
An other consequence of (1.9) is that for any r > 0, the norm ‖Uǫ,ω(t, 0)ψ0‖r is bounded
uniformly in time:
Corollary 1.7. Let ω ∈ Dǫ with 0 < ǫ < ǫ⋆. The following is true: for any r > 0 one has
(1.10) cr‖ψ0‖r ≤ ‖Uǫ,ωψ0‖r ≤ Cr‖ψ0‖r, ∀t ∈ R, ∀ψ0 ∈ Hr,
for some cr > 0, Cr > 0. Moreover, there exists a constant c
′
r, such that if the initial date
ψ0 ∈ Hr+2, then
‖ψ0‖r − ǫc′r‖ψ0‖r+2 ≤ ‖Uǫ,ωψ0‖r ≤ ‖ψ0‖r + ǫc′r‖ψ0‖r+2, ∀t ∈ R.
Denote by {φk}k∈Nd the set of Hermite functions, namely the eigenvectors of H0 : H0φk =
λkφk. They form an orthonormal basis of L
2(Rd), and writing φ =
∑
k ckφk one has ‖φ‖2r ≃∑
k(1 + |k|)2r|ck|2. Denote ψ(t) =
∑
k∈Nd ck(t)φk the solution of (1.1) written on the Her-
mite basis. Then (1.10) implies the following dynamical localization for the energy of the
solution:∀r ≥ 0, ∃Cr ≡ Cr(ψ0) > 0 such that
sup
t∈R
|cr(t)| ≤ Cr(1 + |k|)−r, ∀k ∈ Nd.
From the dynamical property, one obtains easily that every state ψ ∈ L2(Rd) is a bounded
state for the time evolution Uǫ,ω(t, 0)ψ under the conditions of Theorem 1.2 on (ǫ, ω). The
corresponding definitions are given in [14]:
5Definition 1.8 (see [14]). A function ψ ∈ L2(Rd) is a bounded state (or belongs to the
point spectral subspace of {Uǫ,ω(t, 0)}t∈R) if the quantum trajectory {Uǫ,ω(t, 0)ψ : t ∈ R} is a
precompact subset of L2(Rd).
Corollary 1.9. Under the conditions of Theorem 1.2 on (ǫ, ω), every state ψ ∈ L2(Rd) is a
bounded state of {Uǫ,ω(t, 0)}t∈R.
Corollary 1.10. The operator Uω induces a unitary transformation in L2(Tn)⊗L2(Rd) which
transforms the Floquet operator
K := −iω · ∂
∂θ
+H0 + ǫW (θ)
into
−iω · ∂
∂θ
+H∞.
Thus one has that the spectrum of K is pure point and its eigenvalues are
ω · k + λ∞j :=
d∑
l=1
ωlkl +
d∑
l=1
(2jl + 1)v
∞
l + e
∞, j ∈ Nd, k ∈ Zn.
Let us recall the history of reduction problems. For a time dependent linear system
(1.11) x˙ = A(θ)x, θ˙ = ω,
where A(θ) is a m×m real-valued or complex-valued analytic matrix defined on Tn. If A(θ)
is periodic (i.e., n = 1) and continuous, it follows from Floquet theory that there exists a
gl(m,C)-valued function P defined on T such that the change of variables
(1.12) x = P (θ)y
transform (1.11) into a linear system with constant coefficient
(1.13) y˙ = By.
For a time quasi-periodic coefficient system (1.11), Johnson-Sell [20] proved that if the quasi-
periodic coefficient matrix A(ωt) satisfies a “full spectrum” assumption, then the system (1.11)
is reducible. However, for a general time quasi-periodic matrix A(ωt), the change (1.12) usually
does not exist, see [13]. Let us consider a special case
(1.14) x˙ = (L+ ǫQ(ωt))x,
where L is a m ×m constant matrix, Q(θ) is an analytic m ×m matrix defined on Tn, the
frequencies ω are rational independent and ǫ is small. In this case, the well-known KAM
(Kolmogorov-Arnold-Moser) theory can be applied. For example, Jorba-Simo´ [21] considered
the reduction problem of (1.14), where L is constant matrix with different eigenvalues and
Xu [38] considered the reduction problem of (1.14), where L is constant matrix with multiple
eigenvalues. Eliasson [12] considered the one-dimensional Schro¨dinger equation −x¨ = (E −
q(ωt))x.
For the case of PDEs, one of the popular models is the time quasi-periodic Schro¨dinger
equation
(1.15) iψ˙ = (A+ ǫP (ωt, x,−i∂x))ψ, x ∈ R, ψ(t) ∈ H,
whereH is some separable Hilbert space, A is a positive self-adjoint (unbounded) operator, and
the perturbation P is time quasi-periodic and it may or may not depend on x or (and) ∂x. It
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is well-known that the long-time behavior of the solution ψ of the time dependent Schro¨dinger
equation (1.15) is closely related to the spectral properties of the Floquet operator
KF := −iω · ∂θ +A+ ǫP, H⊗ L2(Tn).
If the Floquet operator KF is of pure point spectrum or no absolutely continuous spectrum
under some conditions, then the reducibility of the system (1.15) can be obtained, see [5, 6, 9,
10, 15, 19, 28] for example.
The techniques from analytic KAM theory for PDEs were first used by Bambusi-Graffi [3]
to reduce the equation (1.15), where the perturbation P is some analytic unbounded opera-
tor. After that, Liu-Yuan [23] proved a reduction theorem of the original quantum Duffing
oscillator. Particularly, for the quantum harmonic oscillator (i.e., A = −∂xx + x2 in (1.15)),
reduction problems of the system (1.15) with bounded perturbations are considered, for ex-
ample [16, 36, 37]. Recently, Bambusi [1, 2] studied the reduction problem of (1.15), where
A = −∂xx + V (x) with V being a polynomial potential of degree 2l (l ≥ 1) and the perturba-
tions are related to ∂x. By using pseudo-differential calculus together with KAM techniques,
Bambusi proved that the system (1.15) is reducible when W has controlled growth at infinity.
For the high-dimensional time quasi-periodic Schro¨dinger operator, the perturation results
are few up to now. Eliasson-Kuksin [11] dealt with the equation (1.1) where Hǫ = ∆−ǫW (θ0+
ωt, x;ω), x ∈ Rd. Paturel-Gre´bert [29] studied the equation (1.1) where Hǫ = −∆ + |x|2 +
ǫW (ωt, x) with W (θ, x) belonging to Hs (s > d/2) with respect to x ∈ Rd. Lately, Bambusi-
Gre´bert-Maspero-Robert [4] developed the ideas of [1, 2] and obtained a reducibility result for
(1.1) and (1.2) by using the exact correspondence between classical and quantum dynamics of
quadratic Hamiltonians, which was also used in [17].
Things are more complicated for differentiable case than analytic one. In 1962, Moser
considered the so-called twist mappings of an annulus and the twist mapping is assumed to be
C333 by using a smoothing technique via convolutions [24–26]. This number was brought down
to 5 by Ru¨ssmann [31] and 3−β (0 < β < 1) by Herman [18]. Later, the smoothing technique
used in [24, 25] was improved, and the improved technique is based on the qualitative property
of differentiable functions, which can be characterized in terms of quantitative estimates for
approximating sequences of analytic functions, see [26, 27, 40, 41]. After that, this kind of
analytic approximation is used to deal with the quasi-periodic solutions and reduction problems
of differentiable systems. With respect to Hamiltonian systems, Moser [26, 27] proved the
existence of solutions of the Hamilton’s equations
x˙ = Hy(x, y), y˙ = −Hx(x, y), (x, y) ∈ R2n
under the assumption that H ∈ Cℓ with ℓ > 2n+2. With better estimates for the solutions of
linear partial differential equations, Po¨schel improved Moser’s result to ℓ > 2n, see [30, 34]. In
[7], Cheng proved the non-existence of KAM torus if ℓ < 2n, which shows that the assumption
ℓ > 2n in [30] is optimal.
In this paper, the reducibility of (1.1) and (1.2) is equivalent to the reducibility of a Hamil-
tonian system with Hamiltonian
(1.16) hǫ(θ, z, z¯) = h0(z, z¯) + ǫq(θ, z, z¯), (θ, z, z¯) ∈ Tn × C2d,
where h0 is analytic in all variables and q is a C
ℓ-function in θ. In [8], Chierchia-Qian considered
the Hamiltonian (1.16) and obtained the persistence and the regularity of lower dimensional
elliptic tori with ℓ > 6n + 5. To prove the reducibility of wave equations, Sun-Li-Xie [35]
considered (1.16) with ℓ ≥ 200n. In [39], Yuan-Zhang established a reduction theorem for the
time dependent Schro¨dinger equation with a Cℓ-perturbation where ℓ ≥ 100(3n+ 2τ + 1).
7In fact, by doing more detailed estimations, the smoothness assumptions in [8, 35, 39] can
be improved. In this paper, a much better lower bound ℓ ≥ 2n− 1+ β, 0 < β < 1 is obtained
such that the Hamiltonian system with the Hamiltonian (1.16) is reducible. This is achieved
by using Ru¨ssmann’s methods and KAM iterative techniques.
The paper is organized as follows. In section 2, the exact connection of system (1.1) and
differentiable Hamiltonian (2.6) is obtained by using pseudo-differential calculus, and Theorem
1.2 is obtained by Theorem 2.5. In subsection 3.1, analytic approximation lemma of Cℓ
functions is given. In subsection 3.2, the general strategy of differentiable KAM is given.
Homological equations arising from the first KAM step are obtained in subsection 3.3, the
coordinates transformation and estimates of new error terms are given in subsection 3.4. The
iterative lemma is received in subsection 3.5. Finally, Theorem 2.5 is proved in subsection 3.6.
2. Proof of Theorem 1.2
To start with, defining x′j =
√
vjxj to scale the variables xj . Without loss of generality,
this paper uses xj to express x
′
j . The un-perturbed operator defined in (1.2) has the form
(2.1) H0 =
d∑
j=1
vj
(
−
(
∂
∂xj
)2
+ xj
2
)
.
Moreover, let
(2.2) h′0(x, ξ) =
d∑
j=1
vj(x
2
j + ξ
2
j ).
The Weyl quantization is considered in the following. The Weyl quantization of a symbol
f is the operator Opw(f) defined as usual as
Opw(f)u(x) =
1
(2π)d
∫
y,ξ∈Rd
ei(x−y)ξf(
x+ y
2
, ξ)u(y)dydξ.
We say that an operator Opw(f) is a Weyl operator with Weyl symbol f . It is easy to cheek that
for polynomials f of degree at most 2 in (x, ξ), Opw(f) = f(x,D) + const where D = i−1∇x.
The present paper uses the notation defined in [4]: fw(x,D) := Opw(f). Particularly in (1.2)
and (2.1),W (ωt, x,−i∂x) denotes the Weyl operatorWw(ωt, x,D) with the symbolW (ωt, x, ξ)
and H0 denotes the Weyl operator (h0)
w(x,D) with the symbol (2.2).
Remark 2.1. Let f be a polynomial of degree at most 2, then for the Weyl operator hw(x,D),
the symbol of eiκf
w(x,D)hw(x,D)e−iκf
w(x,D) is h ◦ Xκf , where Xκf is the Hamiltonian flow
governed by f .
Since the perturbation ǫW (ωt, x,−i∂x) in (1.2) is time dependent, it is useful to know how
a time dependent mapping transforms a classical and a quantum Hamiltonian.
Let us consider a one-parameter family of Hamiltonian functions f(t, x, ξ) in the phase space
R2d with the symplectic form dx ∧ dξ (here t is taken as an external parameter), and denote
by Xκf the Hamiltonian flow it generates. Consider the Hamilton’s equations
dx
dκ
= −∂f
∂ξ
(t, x, ξ),
dξ
dκ
=
∂f
∂x
(t, x, ξ)
and the time dependent coordinate transformation
(2.3) (x′, ξ′) = φ(t, x, ξ) := Xκf (t, x, ξ)|κ=1.
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After the coordinate transformation (2.3), a Hamiltonian system with Hamiltonian h is changed
into a new Hamiltonian system with Hamiltonian
(2.4) h′(t, x, ξ) := h ◦ φ(t, x, ξ) −
∫ 1
0
∂f
∂t
(t,Xκf (t, x, ξ))dκ.
For a Weyl operator fw related to the symbol f , [4] gives the following property.
Lemma 2.2 (Remark 2.6 in [4]). If the operator fw(t, x,D) is self-adjoint for any fixed t,
then the transformation
(2.5) ψ = e−if
w(t,x,D)ψ′
transform iψ˙ = Hψ into iψ˙′ = H ′ψ′ with
H ′ = eif
w(t,x,D)He−if
w(t,x,D) −
∫ 1
0
eiκf
w(t,x,D)(∂tf
w(t, x,D))e−iκf
w(t,x,D)dκ.
Moveover, the following properties hold.
Lemma 2.3. Let f(ρ, x, ξ) be a polynomial in (x, ξ) of degree at most 2 with real coefficients
belonging to the class Cℓ with respect to ρ ∈ Rn. Then ∀ρ ∈ Rn, the operator fw(ρ, x,D) is
self-adjoint in L2(Rd). Furthermore, ∀r ≥ 0, ∀κ ∈ R the following holds true:
(a) the map ρ 7→ e−iκfw(ρ,x,D) ∈ C0(Rn,L(Hr+2,Hr));
(b) ∀ψ ∈ Hr, the map ρ 7→ e−iκfw(ρ,x,D)ψ ∈ C0(Rn,Hr);
(c) ∀l ∈ N satisfying l ≤ ℓ, the map ρ 7→ e−iκfw(ρ,x,D) ∈ Cl(Rn,L(Hr+4l+2,Hr));
(d) if the coefficients of f(ρ, x, ξ) are uniformly bounded in ρ ∈ Rn, then for any r > 0
there exists cr > 0, Cr > 0 such that
cr‖ψ‖r ≤ ‖e−iκf
w(ρ,x,D)ψ‖r ≤ Cr‖ψ‖r, ∀ρ ∈ Rn, ∀κ ∈ [0, 1].
Proof. The proof of this lemma is similar to that of Lemma 2.8 in [4], so the proof is omitted
here. 
Remark 2.1, (2.4), Lemmata 2.2 and 2.3 imply the following important proposition.
Proposition 2.4. Let f(t, x, ξ) be a polynomial of degree at most 2 in (x, ξ) with time depen-
dent real coefficients belonging to class Cℓ. If the transformation (2.3) transforms a classical
system with Hamiltonian h into a Hamiltonian system with Hamiltonian h′, then the transfor-
mation (2.5) transforms the quantum system with Hamiltonian hw into the quantum system
with Hamiltonian (h′)w.
As a consequence, for quadratic Hamiltonians, the quantum KAM theorem follows from
the corresponding classical KAM theorem.
In order to obtain Theorem 1.2, let us consider the time-dependent differentiable Hamil-
tonian
(2.6) hǫ(ωt, x, ξ) := h
′′
0(x, ξ) + ǫW (ωt, x, ξ), h
′′
0 (x, ξ) :=
d∑
j=1
vj
x2j + ξ
2
j
2
,
where vj , j = 1, · · · , n are defined in condition C1 and W satisfies condition C3. Without
loss of generality, let ǫ > 0. The following KAM theorem holds.
Theorem 2.5. Assume that the differentiable Hamiltonian hǫ(ωt, x, ξ) defined in (2.6) satisfies
conditions C1 and C3. Then for any 0 < γ = γ(n, d, v1, · · · , vd)≪ 1, there exists 0 < ǫ⋆ ≪ γ8
such that for 0 < ǫ < ǫ⋆, the following holds true:
(a) there exists a closed set Dǫ ⊂ (0, 2π)n with meas((0, 2π)n \ Dǫ) ≤ 4γ 12 ;
9(b) for any ω ∈ Dǫ, there exists an analytic map θ ∋ Tn 7→ Aω(θ) ∈ sp(2d) 1 and an
analytic map θ ∋ Tn 7→ Vω(θ) ∈ R2d, such that the coordinate transformation
(2.7) (x′, ξ′) = eAω(ωt)(x, ξ) + Vω(ωt)
where sup(θ,ω)∈Tn×Dǫ ‖Aω‖, sup(θ,ω)∈Tn×Dǫ ‖Vω‖ ≤ ǫ
1
4 , conjugates the Hamilton’s equa-
tions of (2.6) to the Hamilton’s equations of
(2.8) h∞(x, ξ) = e∞ +
d∑
j=1
v∞j
x2j + ξ
2
j
2
where e∞ = e∞(ω) and v
∞
j = v
∞
j (ω) are defined on D⋆ǫ and fulfill the estimates
(2.9) |e∞|, |v∞j − vj | ≤ ǫ
1
2 , j = 1, · · · , d.
The proof of Theorem 2.5 is given in Section 3. Theorem 1.2 follows immediately from
Proposition 2.4 and Theorem 2.5. The proofs of Corollary 1.7 and Corollary 1.9 are similar to
that of [4], so they are omitted here.
Proof of Theorem 1.2. It is easily to see that the coordinate transformation (2.7) has the form
(2.3) with a Hamiltonian fω(ωt, x, ξ) which is a polynomial in (x, ξ) of degree at most 2 with
real, differentiable (ℓ times) in θ ∈ Tn and uniformly bounded coefficients in t ∈ R.
Define Uω(ωt) = e
−ifwω (ωt,x,D). By Proposition 2.4, the transformation ψ = Uω(ωt)ψ
′
transforms the original equation (1.1) into iψ˙′ = H∞ψ
′, where
H∞ = H∞(x,−i∇, ω) =
d∑
j=1
v∞j
(
x2j −
(
∂
∂xj
)2)
is the Weyl operator of h∞ defined in (2.8) and H∞ is independent of t.
Furthermore, θ 7→ Uω(θ) fulfills (a)-(d) of Lemma 2.3, and therefore θ 7→ Uω(θ) fulfills
items (1) and (3) of Theorem 1.2. Concerning item (2) and by Taylor’s formula, the quantity
‖Uω(θ) − id‖L(Hr+2,Hr) is controlled by ‖fwω (θ, x,D)‖L(Hr+2,Hr), from which estimation (1.7)
follows. The proof of Theorem 1.2 is finished. 
3. A differentiable KAM result: the proof of Theorem 2.5
In this section, the proof of Theorem 2.5 is given. This is based on analytic approximation
lemma and KAM iteration techniques.
3.1. Analytic approximation. An analytical approximation lemma is given in this subsec-
tion in order to find a series of matrices and vectors which are analytic in some complex strip
domains to approximate the perturbation ǫW (θ, x, ξ) defined in (2.6).
To start with, some definitions and notations are given. Assume that X is a Banach space
with the norm ‖ · ‖X . Recall that Cµ(Rn;X) for 0 ≤ µ < 1 denotes the space of bounded
Ho¨lder continuous functions g : Rn 7→ X with the norm
‖g‖Cµ,X = sup
0<|x−y|<1
‖g(x)− g(y)‖X
|x− y|µ + supx∈Rn ‖g(x)‖X .
If µ = 0, then ‖g‖Cµ,X denotes the sup-norm. For ℓ = l + µ with l ∈ N and 0 ≤ µ < 1,
Cℓ(Rn;X) is denoted as the space of functions g : Rn 7→ X with Ho¨lder continuous partial
derivatives, i.e., ∂αg ∈ Cµ(Rn;Xα) for all multi-indices α = (α1, · · · , αn) ∈ Nn with the
1sp(2d) is the symplectic algebra composed of all 2d× 2d Hamiltonian matries.
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assumption that |α| := |α1|+ · · ·+ |αn| ≤ l and Xα is the Banach space of bounded operators
T :
∏|α|(Rn)→ X with the norm
(3.1) ‖T ‖Xα = sup{‖T (u1, · · · , u|α|)‖X : ‖ui‖ = 1, 1 ≤ i ≤ |α|}.
Define the norm
‖g‖Cℓ(X) = sup
|α|≤ℓ
‖∂αg‖Cµ,Xα .
Lemma 3.1 (Jackson, Moser, Zehnder). Let g ∈ Cℓ(Rn;X) for some ℓ > 0 with finite Cℓ
norm over Rn. Let ϕ be a radical-symmetric, C∞ function, having as support the closure of
the unit ball centered at the origin, where ϕ is completely flat and takes value 1. Let ψ = ϕˆ be
the Fourier transform of ϕ. For all σ > 0, define
gσ(x) = ψσ ∗ g = 1
σn
∫
Rn
ψ(
x − y
σ
)g(y)dy.
Then there exists a constant C ≥ 1 depending only on ℓ and n such that the following holds:
For any σ > 0, the function gσ is a real-analytic function from C
n to X such that if △nσ
denotes the n-dimensional complex strip of width σ,
△nσ = {x ∈ Cn : max
1≤j≤n
|ℑxj | ≤ σ},
then for any α ∈ Nn with |α| ≤ ℓ, one has
sup
x∈△nσ
‖∂αgσ(x) −
∑
|β|≤ℓ−|α|
∂β+αg(ℜx)
β!
(iℑx)β‖Xα ≤ C‖g‖Cℓσℓ−|α|,
where β! := β1! · · ·βn! and yβ := yβ11 · · · yβ
n
n for y = (y1, · · · , yn) ∈ Cn, and for all 0 ≤ s ≤ σ,
sup
x∈△ns
‖∂αgσ(x)− ∂αgs(x)‖Xα ≤ C‖g‖Cℓσℓ−|α|.
The function gσ preserves periodicity (i.e., if g is T -periodic in any of its variables xj , so is
gσ). Finally, if g depends on some parameters ω ∈ Π ⊂ Rn and if the Lipschitz-norm of g
‖g(x, ω)‖LCℓ := ‖g(x, ω)‖Cℓ +
 n∑
j=1
‖∂ωjg(x, ω)‖2Cℓ

1
2
and its x-derivatives are uniformly bounded by ‖g‖L
Cℓ
, then all the above estimates hold with
‖ · ‖ replaced by ‖ · ‖L.
This lemma is very similar with the approximation theory obtained by Jackson, Moser and
Zehnder, the only difference is that we extend the applied range from C(Rn;Cn) to C(Rn;X).
The proof of this lemma consists in a direct check which is based on standard tools from
calculus and complex analysis, for details see [33], [34] and references therein. For ease of
notation, ‖ · ‖X shall be replaced by ‖ · ‖.
Now let us apply this lemma to a Cℓ real-valued function P (θ). Fix a sequence of fast
decreasing numbers σm ↓ 0, m ≥ 0, and σ0 ≤ 14 . Construct a sequence of real analytic
functions P (m)(θ) such that the following conclusions hold:
(1) P (m)(θ) is real analytic on the complex strip Tn2σm = {θ ∈ Cn/(2πZ)n : |ℑθ| ≤ 2σm},
where |ℑθ| = max1≤j≤n |ℑθj |.
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(2) The sequence of functions P (m)(θ) satisfies the bounds:
(3.2) sup
θ∈Tn
‖P (m)(θ)− P (θ)‖ ≤ C‖P‖Cℓσℓm,
sup
θ∈Tn2σm+1
‖P (m+1)(θ) − P (m)(θ)‖ ≤ C‖P‖Cℓσℓm,
where C denotes a constant depending only on n and ℓ.
(3) The first approximate P (0) is “small” with the perturbation P . Precisely speaking, for
arbitrary θ ∈ Tn2σ0 , it follows that
‖P (0)(θ)‖ ≤ ‖P (0)(θ)−
∑
|α|≤ℓ
∂αP (ℜθ)
α!
(iℑθ)α‖+ ‖
∑
|α|≤ℓ
∂αP (ℜθ)
α!
(iℑθ)α‖
≤ C‖P‖Cℓσℓ0 +
∑
0≤m≤ℓ
‖P‖Cmσm0
≤ C‖P‖Cℓ
ℓ∑
m=0
σm0
≤ C‖P‖Cℓ ,
where constant C is independent of σ0, and the last inequality holds true due to the
hypothesis that σ0 ≤ 14 .
(4) By denoting P0 = P
(0), Pm = P
(m)−P (m−1), m = 1, 2, · · · , and from (3.2), it appears
(3.3) P (θ) = P (0)(θ) +
∞∑
m=0
(
P (m+1)(θ)− P (m)(θ)
)
=
∞∑
m=0
Pm(θ), θ ∈ Tn,
where Pm(θ) are real analytic in T
n
2σm , m = 1, 2, · · · with the estimations
(3.4) sup
θ∈Tn2σ0
‖P0(θ)‖ ≤ C‖P‖Cℓ , sup
θ∈Tn2σm
‖Pm(θ)‖ ≤ C‖P‖Cℓσℓm−1, m = 1, 2, · · · .
Consider the perturbation W0 = ǫW defined in (2.6), which is a polynomial of degree at
most 2 in (x, ξ) ∈ R2d with coefficients belonging to the class Cℓ in θ ∈ Tn and C1 in ω ∈ D
with the form
(3.5)
W0(θ, x, ξ) = 〈x,W xx0 (θ)x〉+ 〈x,W xξ0 (θ)ξ〉+ 〈ξ,W ξξ0 (θ)ξ〉+ 〈W x0 (θ), x〉 + 〈W ξ0 (θ), ξ〉+W θ0 (θ),
where for any θ ∈ Tn, W xx0 (θ),W ξξ0 (θ),W xξ0 (θ) are real d × d-matrices, W x0 (θ),W ξ0 (θ) are
vectors in Rd, W θ0 (θ) is real number. Assume
sup
ω∈D
‖W ̺̺′0 ‖Cℓ , sup
ω∈D
‖∂ωjW ̺̺
′
0 ‖Cℓ ≤ ǫ, ̺̺′ ∈ {xx, xξ, ξξ}, j = 1, · · · , n,
sup
ω∈D
‖W ̺0 ‖Cℓ , sup
ω∈D
‖∂ωjW ̺0 ‖Cℓ ≤ ǫ, ̺ ∈ {x, ξ, θ}, j = 1, · · · , n,
and let
(3.6) σm = 2ǫ
1
ℓ
m+1, ǫm = ǫ
(1+ρ)m
0 , m = 0, 1, 2, · · · .
Then the sequence of real numbers {σm}∞m=0 goes fast to zero, and for ω ∈ D, there are
approximation sequences of W ̺̺
′
0 ,W
̺
0 having the forms
W ̺̺
′
0 (θ) =
∞∑
m=0
ǫmW
̺̺′
0,m(θ), W
̺
0 (θ) =
∞∑
m=0
ǫmW
̺
0,m(θ),
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where W ̺̺
′
0,m(θ), W
̺
0,m(θ) are real analytic on T
n
2σm with
‖W ̺̺′0,m‖2σm = sup
θ∈Tn2σm
‖W ̺̺′0,m(θ)‖ ≤ C, ‖W ̺0,m‖2σm = sup
θ∈Tn2σm
‖W ̺0,m(θ)‖ ≤ C, m = 0, 1, · · · .
Here C denotes different constants depending only on n and ℓ and ‖ · ‖ demotes the Euclidean
norm of vectors in Cd or 1-norm of d× d complex matrices. Denote
(3.7)
W0,m(θ, x, ξ) = 〈x,W xx0,m(θ)x〉+〈x,W xξ0,m(θ)ξ〉+〈ξ,W ξξ0,m(θ)ξ〉+〈W x0,m(θ), x〉+〈W ξ0,m(θ), ξ〉+W θ0,m(θ)
for m = 0, 1, · · · . Then W0(θ, x, ξ) =
∑∞
m=0W0,m(θ, x, ξ).
As a matter of convenience, introducing complex variables defined by
zj =
ξj − ixj√
2
, z¯j =
ξj + ixj√
2
, j = 1, · · · , d.
Here zj and z¯j are regarded as independent variables. The symplectic structure of C
2d is
idz ∧ dz¯. In this framework, h′′0 defined in (2.6) has an extension with the form
(3.8) h′′0 (x, ξ) =
d∑
j=1
vjzj z¯j = 〈z,N0z¯〉, N0 = diag(vj : j = 1, · · · , n).
Let q0,m(θ, z, z¯) =W0,m(θ, x, ξ),m = 0, 1, · · · with the form
(3.9)
q0,m(θ, z, z¯) = 〈z,Qzz0,m(θ)z〉+〈z,Qzz¯0,m(θ)z¯〉+〈z¯, Qz¯z¯0,m(θ)z¯〉+〈Qz0,m(θ), z〉+〈Qz¯0,m(θ), z¯〉+Qθ0,m(θ),
where
Qzz0,m =
1
2
(W ξξ0,m −W xx0,m + iW xξ0,m), Qz¯z¯0,m =
1
2
(W ξξ0,m −W xx0,m − iW xξ0,m),
Qzz¯0,m =
1
2
(W ξξ0,m + (W
ξξ
0,m)
⊤ +W xx0,m + (W
xx
0,m)
⊤ + iW xξ0,m − i(W xξ0,m)⊤),
Qz0,m =
√
2
2
(W ξ0,m + iW
x
0,m), Q
z¯
0,m =
√
2
2
(W ξ0,m − iW x0,m), Qθ0,m =W θ0,m
are analytic with respect to θ ∈ Tnσm and C1 in ω ∈ D with
‖Q̺̺′0,m‖σm ≤ C, ‖Q̺0,m‖σm ≤ C, m = 0, 1, · · · .
Obviously, for (θ, ω) ∈ Tn × D, Qzz¯0,m is Hermitian matrix, Qz¯z¯0,m is the conjugate matrix of
Qzz0,m, Q
z¯
0,m is the conjugate vector of Q
z
0,m and Q
θ
0,m is real number. Then W0 = ǫW has an
extension
(3.10) q0(θ, z, z¯) = q
(0)
0 +
∞∑
m=1
(
q
(m)
0 − q(m−1)0
)
=
∞∑
m=0
ǫmq0,m(θ, z, z¯),
where q
(m)
0 and q0,m are real-analytic in T
n
σm
. Moreover, q0 is also a polynomial in (z, z¯) of
degree two with the form
(3.11) q0(θ, z, z¯) = 〈z,Qzz0 (θ)z〉+〈z,Qzz¯0 (θ)z¯〉+〈z¯, Qz¯z¯0 (θ)z¯〉+〈Qz0(θ), z〉+〈Qz¯0(θ), z¯〉+Qθ0(θ),
where Qzz0 , Q
zz¯
0 , Q
z¯z¯
0 , Q
z
0, Q
z¯
0, Q
θ
0 are all in the class C
ℓ with respect to θ ∈ Tn.
Suppose that a Hamiltonian r defined in Tns × C2d ×D has the form
(3.12) r(θ, z, z¯) = 〈z,Rzz(θ)z〉+ 〈z,Rzz¯(θ)z¯〉+ 〈z¯, Rz¯z¯(θ)z¯〉+ 〈Rz(θ), z〉+ 〈Rz¯(θ), z¯〉+Rθ(θ),
and satisfies the following three conditions
(a1) r(θ, z, z¯;ω) is analytic in θ ∈ Tns , C1 in ω ∈ D,
13
(a2) for all (θ, ω) ∈ Tn×D, Rzz¯ are Hermitian matrices, Rz¯z¯ are the conjugate matrices of
Rzz, Rz¯ are the conjugate vectors of Rz,
(a3) r(θ, z, z¯;ω) has the finite norm:
(3.13) [r]s,D = [r]
(0)
s,D + [r]
(1)
s,D <∞,
[r]
(0)
s,D = ‖Rzz‖s,D + ‖Rzz¯‖s,D + ‖Rz¯z¯‖s,D + ‖Rz‖s,D + ‖Rz¯‖s,D + ‖Rθ‖s,D,
[r]
(1)
s,D =
 n∑
j=1
‖∂ωjRzz‖2s,D

1
2
+
 n∑
j=1
‖∂ωjRzz¯‖2s,D

1
2
+
 n∑
j=1
‖∂ωjRz¯z¯‖2s,D

1
2
+
 n∑
j=1
‖∂ωjRz‖2s,D

1
2
+
 n∑
j=1
‖∂ωjRz¯‖2s,D

1
2
+
 n∑
j=1
‖∂ωjRθ‖2s,D

1
2
,
where ‖A‖s,D = sup(θ,ω)∈Tns×D ‖A(θ, ω)‖ with ‖ · ‖ denoting the 1-norm for matrices
or Euclidean norm for vectors.
Denote
(3.14) Qs,D = {r : r has the form (3.12) and satisfies (a1),(a2) and (a3)},
(3.15) Qℜs,D = {r ∈ Qs,D : Rθ(θ) ∈ R, ∀(θ, ω) ∈ Tn ×D},
(3.16) Qℑs,D = {r ∈ Qs,D : Rθ(θ) ∈ iR, ∀(θ, ω) ∈ Tn ×D}.
It is clear that q0,m ∈ Qℜσm,D, m = 0, 1, · · · with the estimates
(3.17) [q0,m]σm,D ≤ C, m = 0, 1, · · · ,
where C are different constants depending only on n and ℓ.
Now the Hamiltonian system associated with the time dependent Hamiltonian h′′0(x, ξ) +
ǫW (ωt, x, ξ) is then equivalent to the Hamiltonian system h0(z, z¯) + q0(θ, z, z¯), where q0 is
defined by (3.10) and
(3.18) h0(z, z¯) = 〈z,N0z¯〉.
3.2. General strategy. Consider a time dependent Hamiltonian h0 defined by (3.18) being
in normal form and a small perturbation q0(θ, z, z¯) defined by (3.10) in T
n × C2d.
The purpose is to construct, inductively, real-analytic transformations Φ˜m,m = 0, 1, · · · , so
that
(3.19) (h0 + q
(m)
0 ) ◦ Φ˜m = hm+1 + ǫm+1qm+1,
where hm+1 = 〈z,Nm+1z¯〉 + em+1 is in “normal form”, ǫm-close to hm, and the sequence of
real-analytic functions ǫmqm’s are perturbations of smaller and smaller size O(ǫm). The map
Φ˜m is seeked of the form
Φ˜m = Φ0 ◦ Φ1 ◦ · · · ◦ Φm,
where Φm are time-one flows of some Hamiltonians ǫmfm: Φm = X
κ
ǫmfm
|κ=1. Thus, by
induction for m = 0, 1, · · · , (3.19) takes the form
(3.20) (hm + ǫmqm + ǫmq0,m ◦ Φ˜m−1) ◦ Φm = hm+1 + ǫm+1qm+1.
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By choosing suitable σm, the term q0,m can be controlled by qm. Meanwhile, a series of closed
sets Dm+1 ⊂ Dm and Hamiltonians ǫmfm ∈ Qℑsm+1,Dm+1(sm < σm) may be found. Therefore,
(3.19) may be rewritten as
(3.21) (hm + ǫmq
′
m) ◦ Φm = hm+1 + ǫm+1qm+1, ω ∈ Dm+1,
with
(3.22) q′0 = q0,0, q
′
m = qm + q0,m ◦ Φ˜m−1, m = 1, 2, · · · .
Thus, ǫmq
′
m and ǫmqm are both of size O(ǫm), and (3.21) fits now in more standard KAM
approaches. Notice that in the (m+1)-th step, hm and q
′
m are defined on Dm but the equality
(3.21) holds only on Dm+1, from which the “resonant parts” is excised.
A remark is that in order for this approach to work, the map Φ˜m has to verify suitable
compatibility relations with respect to the analyticity domains (compare the inductive relation
(3.20)). More precisely, for ω ∈ Dm, if the analyticity domain of qm is Tnsm × C2d, one has to
show that
(3.23) Φm : T
n
sm+1
× C2d → Tnsm × C2d, Φ˜m−1 : Tnsm × C2d → Tnσm × C2d, m = 1, 2, · · · .
To this end, choose sm =
1
2σm, m = 0, 1, · · · .
As a consequence of the Hamiltonian structure,
hm+1 + ǫm+1qm+1 = (hm + ǫmq
′
m) ◦ Φm
= hm + ǫmq
′
m + ǫm{hm, fm} − ǫmω · ∂θfm
+ ǫ2m
∫ 1
0
(1− κ) {{hm, fm} − ω · ∂θfm, fm} ◦Xκǫmfmdκ
+ ǫ2m
∫ 1
0
{q′m, fm} ◦Xκǫmfmdκ,
where the Poisson bracket of f(z, z¯) and g(z, z¯) is defined as
(3.24) {f, g} := −i∂f
∂z
· ∂g
∂z¯
+ i
∂f
∂z¯
· ∂g
∂z
.
The “linearized equation” to be solved for fm has the form
hm + ǫmq
′
m + ǫm{hm, fm} − ǫmω · ∂θfm = hm+1 +O(ǫm+1), ω ∈ Dm+1,
or equivalently
(3.25) ǫmq
′
m + ǫm{hm, fm} − ǫmω · ∂θfm = 〈z, N˜m+1z¯〉+ e˜m+1 +O(ǫm+1), ω ∈ Dm+1.
Here, e1 = e˜1, em+1 = em + e˜m+1,m = 1, · · · are real numbers, Nm+1 = Nm + N˜m+1,m =
0, 1, · · · are Hermitian matrices, the Hamiltonians fm ∈ Qℑsm,Dm and the new perturbations
qm+1 ∈ Qℜsm+1,Dm+1. Repeating iteratively the same product with m+1 instead ofm, a change
of variables Φǫ can be constructed which is ǫ
α2
0 -close to the identity mapping such that
(h0 +
∞∑
m=0
ǫmq0,m) ◦ Φǫ = h∞, ω ∈ D∞,
where h∞ = 〈z,N∞(ω)z¯〉+e∞(ω) is in normal form with e∞ being of size O(ǫ0) and N∞ being
Hermitian matrices for (θ, ω) ∈ Tn × D∞ and ǫ0-close to N0, and a compact set D∞ ⊂ D is
γα10 -close to D.
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3.3. Homological equations. In this subsection, one search for a closed set D1 ⊂ D and a
Hamiltonian f0 ∈ Qℑs1,D1 such that (3.21) holds for m = 0. Fix a real number τ > 0 such that
(3.26) ℓ ≥ 2n− 1 + β, n− 1 < τ < n− 1 + β
4
, 0 < β < 1,
and choose a small positive number ρ satisfying
(3.27) 0 < ρ <
β
4(2n− 1) + 3β .
Choose ǫ⋆ > 0 such that ǫ⋆ ≪ γ8, where
(3.28) 0 < γ0 = γ < min{3−2(n+3)n−1d−4, ν0, v0}, ν0 = min
i6=j
{|vi − vj |}.
For any 0 < ǫ0 < ǫ⋆, let
(3.29) ǫ1 = ǫ
1+ρ
0 , s0 = ǫ
1
ℓ
1 , s1 = ǫ
1+ρ
ℓ
1 , s
j
1 =
1
4
(js0 + (4− j)s1), j = 1, 2, 3, K0 = log ǫ
−1
0
s0 − s11
.
Suppose h0 and q0 defined in (3.18) and (3.10) satisfy
(3.30) ‖Qzz¯0,0‖s0,D, ‖∂ωjQzz¯0,0‖s0,D ≤ C(0), j = 1, · · · , n,
where C(j) = C12
C2j , j = 0, 1 with C1 being a constant depending on n, ℓ and γ0 and C2
being a constant depending on n and ℓ. Let q′0 = q0,0. The following proposition holds.
Proposition 3.2. There exists a closed subset D1 ⊂ D satisfying
(3.31) meas(D \ D1) ≤ γ
1
2
0 ,
and there exist f0 ∈ Qℑs11,D1 , r1 ∈ Q
ℜ
s11,D1
and a matrix-valued C1-mapping D1 ∋ ω 7→ N˜1(ω) ∈
MH , the space of Hermitian matrices, such that for all ω ∈ D1,
(3.32) ǫ0{h0, f0}+ ǫ0q′0 − ǫ0ω · ∂θf0 = e˜1 + 〈z, N˜1z¯〉+ r1.
Furthermore,
(3.33) ‖e˜1‖D1, ‖N˜1‖D1, ‖∂ωlN˜1‖D1 ≤ C(0)ǫ0, l = 1, 2, · · · , n,
(3.34) [f0]
(0)
s11,D1
≤ C(1)ǫ−
(1+ρ)τ
ℓ
0 ,
(3.35) [f0]
(1)
s11,D1
≤ C(1)ǫ−
(1+ρ)(2τ+1)
ℓ
0 , j = 1, 2, · · · , n,
and
(3.36) [r1]s11,D1 ≤ C(1)ǫ
13
8
0 .
To this end, let f0, r1 be in the form
f0(θ, z, z¯) = 〈z, F zz0 (θ)z〉+ 〈z, F zz¯0 (θ)z¯〉+ 〈z¯, F z¯z¯0 (θ)z¯〉+ 〈F z0 , z〉+ 〈F z¯0 , z¯〉+ F θ0 ,
r1(θ, z, z¯) = 〈z,Rzz1 (θ)z〉+ 〈z,Rzz¯1 (θ)z¯〉+ 〈z¯, Rz¯z¯1 (θ)z¯〉+ 〈Rz1, z〉+ 〈Rz¯1, z¯〉+Rθ1.
From (3.24),
{h0, f0} =− i〈N0z¯,
(
(F zz¯0 )
⊤z + (F z¯z¯0 + (F
z¯z¯
0 )
⊤)z¯ + F z¯0
)〉
+ i〈N⊤0 z,
(
(F zz¯0 )z¯ + (F
zz
0 + (F
zz
0 )
⊤)z + F z0
)〉
=i〈z, [N0, F zz¯0 ]z¯〉+ i〈z, (N0F zz0 + F zz0 N⊤0 )z〉
− i〈z¯, (N⊤0 F z¯z¯0 + F z¯z¯0 N0) z¯〉+ i〈N0F z0 , z〉 − i〈N⊤0 F z¯0 , z¯〉,
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where [A,B] := AB −BA for d× d matrices A,B.
To solve (3.32), consider the equation
(3.37) {h0, f0} − ω · ∂θf0 + ΓK0q′0 = 〈z, [Q′zz¯0 ]z¯〉+ [Qˆ′θ0 ],
where q′0 = q0,0, Γk denotes the truncation operator, K0 is defined in (3.29), [Q
zz¯
0,0] = Qˆ
zz¯
0,0(0)
and Qˆzz¯0,0(k) is the k-th Fourier coefficient of Q
zz¯
0,0(θ). If (3.37) is resolvable, then the equation
(3.32) holds by setting
(3.38) e˜1 = ǫ0Qˆ
θ
0,0(0), N˜1 = ǫ0Qˆ
zz¯
0,0(0),
(3.39) r1 = ǫ0(1− ΓK0)q0,0 = ǫ0
∑
|k|>K0
qˆ0,0(k)e
i〈k,θ〉.
It is easy to see that e1(ω) = e˜1(ω) is real number, N1(ω) = N0 + N˜1(ω) is Hermitian matrix
for any ω ∈ D and r1 ∈ Qℜs0,D.
Comparing the coefficients of both sides of (3.37), the homological equation (3.32) is equiv-
alent to the following six equations:
(3.40) − ω · ∂θF zz¯0 + i[N0, F zz¯0 ] = [Qzz¯0,0]− ΓK0Qzz¯0,0,
(3.41) − ω · ∂θF zz0 + i(N0F zz0 + F zz0 N⊤0 ) = −ΓK0Qzz0,0,
(3.42) − ω · ∂θF z¯z¯0 − i(F z¯z¯0 N0 +N⊤0 F z¯z¯0 ) = −ΓK0Qz¯z¯0,0,
(3.43) − ω · ∂θF z0 + iN0F z0 = −ΓK0Qz0,0,
(3.44) − ω · ∂θF z¯0 − iN⊤0 F z¯0 = −ΓK0Qz¯0,0,
(3.45) − ω · ∂θF θ0 = Qˆθ0,0(0)− ΓK0Qθ0,0.
In order to solve (3.40), the small divisors shall be dealt with.
Lemma 3.3. Let g : [0, 1] 7→ R be a C1 map satisfying |g′(x)| ≥ δ for all x ∈ [0, 1] and let
κ > 0. Then
meas{x ∈ [0, 1] : |g(x)| ≤ κ} ≤ κ
δ
.
Lemma 3.4. Let D1,1 = D1,11
⋂D1,12, where
(3.46) D1,11 = {ω ∈ D : |〈k, ω〉 − vi + vj | ≥ γ0
1 + |k|τ , i, j = 1, · · · , d, |k| ≤ 2K0},
(3.47) D1,12 = {ω ∈ D : |〈k, ω〉±vi±vj±vi′±vj′ | ≥ γ0
1 + |k|τ , i, j, i
′, j′ = 1, · · · , d, |k| ≤ 2K0}.
Then
(3.48) meas(D \ D1,1) ≤ 1
3
γ
1
2
0 ,
and for ω ∈ D1,1, it appears∑
0<|k|≤m
1
Dk(ω)2
≤ 22n+3m
2τ
γ20
, m = 1, 2, · · · ,K0,
where Dk(ω) = min{|〈k, ω〉 − vi + vj | : i, j = 1, · · · , d}.
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Proof. Denote
(3.49) R0,kij = {ω ∈ D : |λkij(ω)| < γ0
1 + |k|τ }, |k| ≤ 2K0, i, j = 1, · · · , d,
where
λk(ω) = λkij(ω) = 〈k, ω〉 − vi + vj .
From (3.28), meas(R0,0ij) = 0 for i 6= j. Fixing a direction zk = (z(1)k , · · · , z(n)k ) ∈ Rn with
z
(j)
k = sign(kj), j = 1, · · · , n, it is deduced that
(3.50) ∂zkλk(ω) =
n∑
j=1
∂ωjλkij(ω) ·
z
(j)
k
|zk|2 =
|k|
|zk|2 ≥
|k|√
n
, k 6= 0.
Combining (3.49) and Lemma 3.3, one has
(3.51) meas(R0,kij) ≤
√
nγ0
|k|+ |k|τ+1 ≤
2
√
nγ0
|k|τ+1 , i, j = 1, · · · , d, 0 < |k| ≤ 2K0,
and therefore from (3.28),
meas(D \ D1,11) = meas(
⋃
0<|k|≤2K0,i,j
R0,kij) ≤ d2
∑
0<|k|≤2K0
measR0,kij
≤ 2n 12 d2γ0
2K0∑
l=1
∑
|k|=l
|k|−(τ+1) ≤ 3nn 12 d2γ0
2K0∑
l=1
l−(τ−n+2) ≤ 1
6
γ
1
2
0 .
Similarly, meas(D \ D1,12) ≤ 16γ
1
2
0 , and (3.48) holds.
Fixing ω ∈ D1,1, one can rank all the non-negative numbers Dk(ω), 0 < |k| ≤ m in order
of size: Dk(1) ≤ Dk(2) ≤ · · · ≤ Dk(M) , where M is the number of all possible |k| ≤ m. Denote
Dk(l) = |〈k(l), ω〉 − vi(l) + vj(l) |, 1 ≤ l ≤ M . From (3.46) and |k(2) ± k(1)| ≤ 2m ≤ 2K0, it
appears
Dk(2)−Dk(1) = |〈k(2)±k(1), ω〉−vi(2)+vj(2)±(−vi(1)+vj(1))| ≥
γ0
1 + |k(2) ± k(1)|τ ≥
γ0
1 + (2m)τ
,
and therefore
Dk(2) ≥
γ0
1 + (2m)τ
+Dk(1) ≥
γ0
1 + (2m)τ
+
γ0
1 +mτ
≥ 2γ0
1 + (2m)τ
.
Repeating the process above, one has
Dk(l) ≥
lγ0
1 + (2m)τ
, l = 1, 2, · · · ,M.
Therefore, from (3.26),
(3.52)
∑
0<|k|≤m
1
Dk(ω)2
=
M∑
l=1
1
D2
k(l)
≤ 22n+3m
2τ
γ20
.

The following four lemmata are useful.
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Lemma 3.5 (Lemma 2.1 in [32]). Let f be a complex valued function, which is defined and an-
alytic in the strip |ℑx| = max1≤j≤n |ℑxj | < r and has a period 2π in each variable x1, · · · , xn.
If
‖f‖r = sup
|ℑx|<r
|f(x)| ≤M,
with some positive constant M , then one has the inequality∑
k∈Zn
|fˆ(k)|2e2|k|r ≤ 2nM2,
where |k| = |k1|+ · · ·+ |kn| for k ∈ Zn.
Lemma 3.6 (Lemma 2.2 in [32]). Let ϕ be a real function, which is defined and continuous
in the interval [0,∞[ such that
0 ≤ ϕ(s) ≤ ϕ(t), 0 ≤ s ≤ t,
lim
s→∞
s−1 logϕ(s) = 0.
Furthermore let a0, a1, · · · be a sequence of nonnegative real numbers such that
m∑
j=0
aj ≤ ϕ(m), m = 0, 1, · · · .
Then for every δ > 0, one gets
∞∑
j=0
aje
−δj ≤
∫ ∞
0
e−sϕ
(s
δ
)
ds <∞.
Lemma 3.7 (Cauchy’s estimate). Let D be an open domain in Cn, let Dr = {z : |z−D| < r}
be the neighbourhood of radius r around D, and let g be an analytic function on Dr with
bounded sup-norm ‖g‖r. Then
‖gzj‖r−ρ ≤
1
ρ
‖g‖r
for all 0 < ρ < r and 1 ≤ j ≤ n.
Lemma 3.8. Let A, B and C be r× r, s× s and r× s matrices respectively, and let X be an
r × s unknown matrix. Then the matrix equation
AX +XB = C
is solvable if and only if the vector equation
(Is ⊗A+B⊤ ⊗ Ir)X† = C†
is solvable, where X† = (X⊤1 , · · · , X⊤s )⊤ and C† = (C⊤1 , · · · , C⊤s )⊤ if one writes X =
(X1, · · · , Xs) and C = (C1, · · · , Cs). The spectrum of Is ⊗ A + B⊤ ⊗ Ir is {λi + µj |i =
1, · · · , r, j = 1, · · · , s} if σ(A) = {λ1, · · · , λr} and σ(B) = {µ1, · · · , µs}. Moreover,
‖X‖ ≤ ‖(Is ⊗A+B⊤ ⊗ Ir)−1‖‖C‖
if the inverse exists, where ‖ · ‖ is the operator norm of the matrix.
Now one can solve the equation (3.40).
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Lemma 3.9. For the set D1,1 defined in Lemma 3.4, the equation (3.40) has a unique solution
Tn
s11
× D1,1 ∋ (θ, ω) 7→ F zz¯0 (θ;ω) which is analytic in θ ∈ Tns11 and C
1 in ω ∈ D1,1 with the
estimates
(3.53) ‖F zz¯0 ‖s11,D1,1 ≤ C(1)ǫ
− (1+ρ)τ
ℓ
0 ,
(3.54) ‖∂ωlF zz¯0 ‖s11,D1,1 ≤ C(1)ǫ
− (1+ρ)(2τ+1)
ℓ
0 , l = 1, 2, · · · , n.
Moreover, for any (θ, ω) ∈ Tn ×D1,1, F zz¯0 (θ;ω) is Hermitian matrix.
Proof. Representing the matrix elements of F zz¯0 (θ), Q
zz¯
0,0(θ) in Fourier series with respect to
θ ∈ Tn
s11
, the equation (3.40) is equivalent to
F zz¯0 (k) = 0, k = 0 or |k| > K0,
(3.55) − i〈k, ω〉Fˆ zz¯0 (k) + i[N0, Fˆ zz¯0 (k)] = −Qˆzz¯0,0(k), 0 < |k| ≤ K0.
For 0 < |k| ≤ K0, rewrite (3.55) as
(3.56) (〈k, ω〉Id −N0)Fˆ zz¯0 (k) + Fˆ zz¯0 (k)N0 = −iQˆzz¯0,0(k).
From Lemma 3.8, the equation (3.56) is solvable if and only if the vector equation
(3.57) (Id ⊗ (〈k, ω〉Id −N0) +N⊤0 ⊗ Id)(Fˆ zz¯0 (k))† = −i(Qˆzz¯0,0(k))†
is solvable, where
(Fˆ zz¯0 (k))
† := ((Fˆ zz¯0,1(k))
⊤, · · · , (Fˆ zz¯0,d(k))⊤)⊤, (Qˆzz¯0,0(k))† := ((Qˆzz¯0,0,1(k))⊤, · · · , (Qˆzz¯0,0,d(k))⊤)⊤
if one writes Fˆ zz¯0 (k) = (Fˆ
zz¯
0,1(k), · · · , Fˆ zz¯0,d(k)) and Qˆzz¯0,0(k) = (Qˆzz¯0,0,1(k), · · · , Qˆzz¯0,0,d(k)). For
ω ∈ D1, denote Lk(ω) = Id ⊗ (〈k, ω〉Id − N0) + N⊤0 ⊗ Id. Then the spectrum of Lk(ω) is
composed of real eigenvalues
(3.58) σ(Lk(ω)) = {〈k, ω〉 − vi + vj : vi, vj ∈ σ(N0), i, j = 1, · · · , d}.
From the definition of D1,1 in Lemma 3.4, all the eigenvalues of Lk(ω) are non-zero, hence
the equation (3.56) is resolvable. By using Cauchy-Schwarz inequality and Lemma 3.5, the
solution F zz¯0 (θ;ω) of (3.55) satisfies
‖F zz¯0 ‖s11,D1,1 ≤
∑
0<|k|≤K0
‖L−1k ‖‖Qˆzz¯0,0(k)‖De|k|s
1
1
≤
(∑
k∈Zn
‖Qˆzz¯0,0(k)‖2De2|k|s0
) 1
2
 ∑
0<|k|≤K0
‖L−1k (ω)‖2e−2|k|(s0−s
1
1)

1
2
≤ 2n2 ‖Qzz¯0,0‖s0,D
 ∑
0<|k|≤K0
1
Dk(ω)2
e−2|k|(s0−s
1
1)

1
2
.(3.59)
Let
(3.60) am = 0, m = 0 or m > K0,
(3.61) am =
∑
|k|=m
1
Dk(ω)2
, m = 1, 2, · · · ,K0.
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Then
(3.62) ‖F zz¯0 ‖s11,D1,1 ≤ 2
n
2 ‖Qzz¯0,0‖s0,D
(
K0∑
m=0
ame
−2m(s0−s
1
1)
) 1
2
.
Let ϕ(m) = 22n+3m
2τ
γ20
. From Lemma 3.4, the function ϕ and the sequence {am}∞m=0 satisfy
the conditions of Lemma 3.6. As a result,
K0∑
m=0
ame
−2m(s0−s
1
1) =
∞∑
m=0
ame
−2m(s0−s
1
1)
≤
∫ ∞
0
e−tϕ
(
t
2(s0 − s11)
)
ds
≤ 2
2n+3
γ20
1
[2(s0 − s11)]2τ
∫ ∞
0
t2τe−tdt
≤ 2
2n+3Γ(2τ + 1)
γ20
1
[2(s0 − s11)]2τ
.
Combining (3.59) and the conditions (3.30) and (3.29), one has
(3.63) ‖F zz¯0 ‖s11,D1,1 ≤
2
3n
2 +
3
2
√
(2n− 1)!
γ0[2(s0 − s11)]τ
‖Qzz¯0,0‖s0,D ≤ C(1)ǫ−
(1+ρ)τ
ℓ
0 .
In the following, estimation on the norm of ∂ωj Fˆ
zz¯
0 (k) is given. For ω ∈ D1,1, differentiating
both side of (3.56) with respect to ω leads to
(3.64)
(〈k, ω〉Id−N0)∂ωl Fˆ zz¯0 (k)+∂ωl Fˆ zz¯0 (k)N0 = −i∂ωlQˆzz¯0,0(k)−klFˆ zz¯0 (k), l = 1, · · · , n, 0 < |k| ≤ K0.
From (3.56), Lemma 3.8, Lemma 3.5 and by using Cauchy-Schwartz inequality, it appears
‖∂ωlF zz¯0 ‖s11,D1,1 ≤
∑
0<|k|≤K0
|∂ωlQˆzz¯0,0(k)|e|k|s
1
1
Dk(ω)
+
∑
0<|k|≤K0
|kl||Fˆ zz¯0 (k)|e|k|s
1
1
Dk(ω)
≤
∑
0<|k|≤K0
|∂ωlQˆzz¯0,0(k)|e|k|s
1
1
Dk(ω)
+
∑
0<|k|≤K0
|kl||Qˆzz¯0,0(k)|e|k|s
1
1
Dk(ω)2
≤ 2n2 ‖∂ωlQzz¯0,0‖s0,D
 ∑
0<|k|≤K0
1
Dk(ω)2
e−2|k|(s0−s
1
1)

1
2
+ 2
n
2 ‖Qzz¯0,0‖s0,D
 ∑
0<|k|≤K0
|kl|2
Dk(ω)4
e−2|k|(s0−s
1
1)

1
2
, l = 1, · · · , n.
Similar to Lemma 3.4, one can prove that∑
0<|k|≤m
|k|2
Dk(ω)4
≤ 24n+6m
4τ+2
γ40
, m = 1, 2, · · · ,K0.
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Therefore, from Lemma 3.6, one has
‖∂ωlF zz¯0 ‖s11,D1,1 ≤
C(1)
[2(s0 − s11)]τ
‖∂ωlQzz¯0,0‖s0,D +
C(1)
[2(s0 − s11)]2τ+1
‖Qzz¯0,0‖s0,D
≤ C(1)ǫ−
(1+ρ)(2τ+1)
ℓ
0 , l = 1, · · · , n.
Moreover, since for (θ, ω) ∈ Tn × D1, Qzz¯0,0(θ) is Hermitian matrix, one has Qˆzz¯0,0(k) =
(Qˆzz¯0,0(−k))∗ by comparing the Fourier coefficients of Qzz¯0,0(θ), where A∗ denotes the conjugate
transpose of a matrix A. The equation (3.56) holds true when replacing k by −k, that is,
(3.65) (〈−k, ω〉Id −N0)Fˆ zz¯0 (−k) +N0Fˆ zz¯0 (−k) = −iQˆzz¯0,0(−k), 0 < |k| ≤ K0.
Taking both side of (3.65) the conjugate transposes, one has
(3.66) (〈−k, ω〉Id −N0)(Fˆ zz¯0 (−k))∗ +N0(Fˆ zz¯0 (−k))∗ = −iQˆzz¯0,0(k), 0 < |k| ≤ K0.
Since F zz¯0 (θ) is the unique solution of (3.56), one has Fˆ
zz¯
0 (k) = (Fˆ
zz¯
0 (−k))∗, 0 < |k| ≤ K0,
which implies F zz¯0 (θ) is Hermitian matrix for any (θ, ω) ∈ Tn×D1. The lemma is proved. 
Notice that for the equation (3.45) one meets the small divisors 〈k, ω〉. By letting Fˆ θ0 (0) = 0
and Fˆ θ0 (k) =
−iQˆθ0,0(k)
〈k,ω〉 , 0 < |k| ≤ K0, one has the following lemma
Lemma 3.10. For the set D1,1 defined in Lemma 3.4, the equation (3.45) has an unique
solution Tn
s11
×D1,1 ∋ (θ, ω) 7→ F θ0 (θ;ω) which is analytic in θ ∈ Tns11 and C
1 in ω ∈ D1,1 with
(3.67) ‖F θ0 ‖s11,D1,2 ≤ C(1)ǫ
− (1+ρ)τ
ℓ
0 ,
(3.68) ‖∂ωlF θ0 ‖s11,D1,2 ≤ C(1)ǫ
− (1+ρ)(2τ+1)
ℓ
0 , l = 1, 2, · · · , n.
Moreover, for any (θ, ω) ∈ Tn ×D1,2, F θ0 (θ;ω) is a pure imaginary number.
Now it is turned to consider the equations (3.43) and (3.44). By representing F z0 (θ), F
z¯
0 (θ),
Qz0,0(θ), Q
z¯
0,0(θ) in Fourier series with respect to θ ∈ Tns11 , one has
(3.69) − i〈k, ω〉Fˆ z0 (k) + iN0Fˆ z0 (k) = −Qˆz0,0(k), 0 ≤ |k| ≤ K0,
(3.70) − i〈k, ω〉Fˆ z¯0 (k)− iN⊤0 Fˆ z¯0 (k) = −Qˆz¯0,0(k), 0 ≤ |k| ≤ K0.
In these cases one meets the matrices Id ⊗ (〈k, ω〉Id − N0) and Id ⊗ (〈k, ω〉Id +N⊤0 ) and the
eigenvalues |〈k, ω〉 ∓ vi|, i = 1, · · · , d. In particular for k = 0, these eigenvalues are ≥ v0 > 0.
Moreover, since for θ ∈ Tn, ω ∈ D, Qz¯0,0(θ) is the conjugate vector of Qz0,0(θ), one has that
Qˆz¯0,0(−k) is the conjugate vector of Qˆz0,0(k) for any 0 ≤ |k| ≤ K0. Taking both side of (3.70)
the conjugate and replacing k by −k, it appears
(3.71) − i〈k, ω〉Fˆ z¯0 (−k) + iN0Fˆ z¯0 (−k) = −Qˆz0,0(k), 0 ≤ |k| ≤ K0.
Similar to Lemma 3.9, by choosing a suitable set D′ ⊂ D, F z0 (θ) is the unique solution of
(3.69), one has Fˆ z0 (k) = Fˆ
z¯
0 (−k), 0 < |k| ≤ K0, which implies F z¯0 (θ;ω) is the conjugate vector
of F z0 (θ;ω) for any (θ, ω) ∈ Tn ×D′. One has the following result.
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Lemma 3.11. There exists a closed subset D1,2 ⊂ D with
(3.72) meas(D \ D1,2) ≤ 1
3
γ
1
2
0
such that the equations (3.43) and (3.44) have unique solutions Tn
s11
×D1,2 ∋ (θ, ω) 7→ F z0 (θ;ω),
Tn
s11
× D1,2 ∋ (θ, ω) 7→ F z¯0 (θ;ω), which are analytic in θ ∈ Tns11 and C
1 in ω ∈ D1,2 with the
estimates
(3.73) ‖F z0 ‖s11,D1,2 , ‖F z¯0 ‖s11,D1,2 ≤ C(1)ǫ
− (1+ρ)τ
ℓ
0 ,
(3.74) ‖∂ωlF z0 ‖s11,D1,2 , ‖∂ωlF
z¯
0 ‖s11,D1,2 ≤ C(1)ǫ
− (1+ρ)(2τ+1)
ℓ
0 , l = 1, 2, · · · , n.
Moreover, for any (θ, ω) ∈ Tn ×D1,2, F z¯0 (θ;ω) is the conjugate vector of F z0 (θ;ω).
For the equations (3.41), one can consider the matrices Id⊗ (〈k, ω〉Id∓N0)∓N⊤0 ⊗ Id with
the eigenvalues |〈k, ω〉 ∓ (vi + vj)|. These reduce to |vi + vj | ≥ 2v0 when k = 0. One has
Lemma 3.12. There exists a closed subset D1,3 ⊂ D with
(3.75) meas(D \ D1,3) ≤ 1
3
γ
1
2
0
such that the equations (3.41) and (3.42) have unique solutions Tn
s11
×D1,3 ∋ (θ, ω) 7→ F zz0 (θ;ω),
Tn
s11
× D1,3 ∋ (θ, ω) 7→ F z¯z¯0 (θ;ω), which are analytic in θ ∈ Tns11 and C
1 in ω ∈ D1,2 with the
estimates
(3.76) ‖F zz0 ‖s11,D1,3 , ‖F z¯z¯0 ‖s11,D1,3 ≤ C(1)ǫ
−
(1+ρ)τ
ℓ
0 ,
(3.77) ‖∂ωlF zz0 ‖s11,D1,3 , ‖∂ωlF z¯z¯0 ‖s11,D1,3 ≤ C(1)ǫ
−
(1+ρ)(2τ+1)
ℓ
0 , l = 1, 2, · · · , n.
Moreover, for any (θ, ω) ∈ Tn ×D1,3, F z¯z¯0 (θ;ω) is the conjugate matrix of F zz0 (θ;ω).
Now Proposition 3.2 can be proved.
Proof of Proposition 3.2. Let D1 =
⋂3
j=1D1,j. From Lemmata 3.9-3.12, the definitions of
e˜1 and N˜1 in (3.38), the definitions of Qℜs11,D1 ,Q
ℑ
s11,D1
in (3.15) and (3.16), one has e1(ω) =
e0 + e˜1(ω) = e˜1(ω) is real number, N1(ω) = N0 + N˜1(ω) is Hermitian matrix for any ω ∈ D1,
f0 ∈ Qℑs11,D1 , and the inequalities (3.31), (3.33)-(3.35) hold. From the definition of r1 in (3.39),
the condition (3.29) and Lemma 3.5, one gets r1 ∈ Qℜs11,D1 and the estimates
‖rzz¯1 ‖s11,D1 ≤ ǫ0
∑
|k|>K0
‖Qˆzz¯0,0(k)‖De|k|s
1
1
≤ 2n2 ǫ0‖Qzz¯0,0‖s0,D
 ∑
|k|>K0
e−2|k|(s0−s
1
1)

1
2
≤ 2nC(0)ǫ0K
n
2
0 e
−K0(s0−s
1
1)
≤ C(1)(log ǫ−10 )
n
2 ǫ
2− (1+ρ)n2ℓ
0 .
One can choose ǫ⋆ small enough, such that log ǫ
−1
0 ≤ ǫ−
3
4n+
1+ρ
ℓ
0 . It follows that
‖rzz¯1 ‖s11,D1 ≤ C(1)ǫ
1+ 58
0 ≤ C(1)ǫ1+ρ0 ,
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Similarly,
‖∂ωlrzz¯1 ‖s11,D1 ≤ ǫ0
∑
|k|>K0
‖∂ωlQˆzz¯0,0(k;ω)‖e−|k|s
1
1 ≤ C(1)ǫ1+
5
8
0 ≤ C(1)ǫ1+ρ0 , l = 1, · · · , n.
The estimates for other terms of r1 are similar. Proposition 3.2 is proved. 
Noting that in them-th KAM step (m ≥ 1), one meets the C1-function Dm ∋ ω 7→ Nm(ω) ∈
MH , where
Nm(ω) = Nm−1(ω) + N˜m(ω) = N0 +
m∑
j=1
N˜j(ω)
is ǫ0-close to N0 for any ω ∈ Dm. Let us recall an important result of perturbation theory
which is a consequence of Theorem 1.10 in [22]:
Theorem 3.13 (Theorem 1.10 in [22]). Let I ⊂ R and I ∋ z 7→M(z) be a holomorphic curve
of Hermitian matrices. Then all the eigenvalues and associated eigenvectors of M(z) can be
parameterized holomorphically on I.
The following result holds.
Corollary 3.14. Let D ⊃ D′ ∋ ω 7→ N(ω) ∈MH be a C1 mapping verifying
(3.78) ‖µi(ω)− vi‖D, ‖∂ωlµi(ω)‖D <
min(1, v0)
max (8n, 2d)
, l = 1, · · · , n, i = 1, · · · , d,
where µi(ω), i = 1, · · · , d are the eigenvalues of N(ω). Then the results of Proposition 3.2 hold
for N0 being replaced by N(ω).
Proof. This proof just gives some main points which are different from Proposition 3.2. Assume
that N(ω) depends analytically of ω. For the equation (3.40) with N0 being replaced by N(ω),
by repeating the process of Lemmata 3.4 and 3.9, one has
λkij(ω) = 〈k, ω〉 − µi(ω) + µj(ω), λ˜kiji′j′ (ω) = 〈k, ω〉 ± µi(ω)± µj(ω)± µi′(ω)± µj′ (ω),
where µj ∈ σ(N(ω)), j = 1, · · · , d. Choose zk = (sign(k1), sign(k2), · · · , sign(kn)). From
(3.78), one gets for k 6= 0,
(3.79) ∂zkλk(ω) =
1
|zk|2 |k| −
1
|zk|2
n∑
l=1
sign(kl)∂ωl(µi − µj) ≥
1√
n
(
|k| − 1
4
)
≥ |k|
2
√
n
,
(3.80) ∂zk λ˜k(ω) =
1
|zk|2 |k| ±
1
|zk|2
n∑
l=1
sign(kl)∂ωl(µi ± µj ± µi′ ± µj′) ≥
|k|
2
√
n
,
and then the estimation (3.51) still holds for N(ω) being analytic and satisfying (3.78).
Now let N(ω) be only a C1-function of ω. For the fast decreasing sequence sv =
1
2σv, v ≥ 0
defined in (3.6) and from the discussion of subsection 3.1, there exists a sequence of real
analytic functions N (v), v ≥ 0 , such that N(ω) = limv→∞N (v)(ω) for any ω ∈ D with
N (v) being real analytic on D′sv := {ω ∈ Cn : ℜω ∈ D′, |ℑω| ≤ sv}. Denote L
(v)
k (ω) =
Id ⊗ (〈k, ω〉Id −N (v)(ω)) + (N (v)(ω))⊤ ⊗ Id and λ(v)k (ω) the corresponding eigenvalues. Then
max |λk(ω)| = limv→∞max |λ(v)k (ω)|. From (3.78), the estimates (3.79) and (3.80) hold true
uniformly for the sequence λ(v)(ω), v ≥ 0, and (3.51) remains valid uniformly for L(v)k (ω), v ≥
0. Therefore the measure estimation (3.51) still holds for the C1-function N(ω).
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When considering ∂ωj Fˆ
zz¯
0 (k), the equation (3.64) is replaced by
(〈k, ω〉Id −N0)∂ωl Fˆ zz¯0 (k) + ∂ωl Fˆ zz¯0 (k)N0 = −i∂ωj Qˆzz¯0,0(k)− kjFˆ zz¯0 (k) + [∂ωjN(ω), Fˆ zz¯0 (k)]
and the terms −kjFˆ zz¯0 (k)+ [∂ωjN(ω), Fˆ zz¯0 (k)] can be controlled by 2|k||L−1k (ω)||Qˆzz¯0,0(k)| from
the condition (3.78). Hence, the estimates (3.53) and (3.54) still hold for N(ω).
When turning to the equations (3.43) and (3.44) for N(ω), one faces the small divisors
|〈k, ω〉 ∓ µi(ω)|. For k = 0, these reduce to |µi(ω)|. From (3.78), |µi(ω)− vi| ≤ vi4 and hence
|µi(ω)| ≥ v02 .
For the equations (3.41) and (3.42), the small divisors are mini,j |〈k, ω〉 ∓ (µi(ω) + µj(ω))|.
When k = 0, from (3.78) one gets |µi(ω) − vi| ≤ v04 and hence |µi(ω) + µj(ω)| ≥ |vi + vj | −
|vi − µi + vj − µj | ≥ v0. The rest of the proof are similar to that of Proposition 3.2. 
3.4. Coordinates transformation and Estimating the new error terms. For the time
dependent Hamiltonian ǫ0f0 defined in Proposition 3.2, let us denote Xǫ0f0 the Hamiltonian
vectorfield associated with the equations of motion
z˙ = −iǫ0 ∂f0
∂z¯
, z˙ = iǫ0
∂f0
∂z
, θ˙ = ω.
It is known from the discussions in subsection 3.3 that the time-one flow Φ0 = X
κ
ǫ0f0
|κ=1
transforms the Hamiltonian h0 + ǫ0q0,0 into
(h0 + ǫ0q0,0) ◦ Φ0 = h0 + 〈z, N˜1(ω)z¯〉+ e1
+ r1(3.81)
+ ǫ20
∫ 1
0
(1 − t){{h0, f0} − ω · ∂θf0, f0} ◦Xκǫ0f0dκ(3.82)
+ ǫ20
∫ 1
0
{q′0, f0} ◦Xκǫ0f0dκ,(3.83)
where f0, e1 = e˜1, r1, N1 = N0 + N˜1 have the properties in Proposition 3.2. Denote
h1 = h0 + 〈z, N˜1(ω)z¯〉+ e1, ǫ1q1 = (3.81) + (3.82) + (3.83),
(3.84) q′1 = q1 + q0,1 ◦ Φ0.
In the following, the coordinates transformation Φ0 and the new error terms (3.82)-(3.83)
are considered, so that the new Hamiltonian has the form h1 + ǫ1q1.
• Coordinates transformation.
it is claimed that for ω ∈ D1, the mapping
Φ0 = X
κ
ǫ0f0
|κ=1 : Tns1 × C2d → Tns0 × C2d, ω ∈ D1,
(θ, z, z¯) 7→ (θ, φ0(θ, z, z¯))(3.85)
is an affine transformation in (z, z¯), analytic in θ ∈ Tn
s11
and C1 in ω ∈ D1. Moreover, for each
θ ∈ Tn, (z, z¯) 7→ φ0(θ, z, z¯) is a symplectic map of variables in C2d.
In fact, for ω ∈ D1 and (θ, z, z¯) ∈ Tns11 ×C
2d with z and z¯ being a pair of conjugate vectors,
one can denote u(t) = φt0(θ, z, z¯) the integral curve of the Hamiltonian vector field Xǫ0f0 |C2d
with the initial value u0 =
(
z
z¯
)
∈ C2d. Then
u(κ) = u0 + ǫ0
∫ κ
0
(A(θ;ω)u(s) + b(θ;ω))ds,
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where
(3.86)
A(θ;ω) =
( −i(F zz¯0 (θ))⊤ −i(F z¯z¯0 (θ) + (F z¯z¯0 (θ))⊤)
i(F zz0 (θ) + (F
zz
0 (θ))
⊤) iF zz¯0 (θ)
)
, b(θ;ω) =
( −iF z¯0 (θ)
iF z0 (θ)
)
with
(3.87) ‖A(θ;ω)‖s11,D1 , ‖b(θ;ω)‖s11,D1 ≤ 2[f0]0s11,D1 .
Here, ‖A‖ := max{‖Aj‖ : j = 1, · · · , 4} for the matrix A =
(
A1 A2
A3 A4
)
with Aj being d× d
matrices and ‖b‖ := max{|b1|, |b2|} with b1 and b2 being vectors in Cd. For κ ∈ [0, 1] and
‖u0‖ ≤ 1,
‖u(κ)− u0‖ ≤ ǫ0
∫ κ
0
‖A(θ;ω)‖‖(u(s)− u0)‖ds+ ǫ0κ(‖(b(θ)‖+ ‖A(θ)‖),
and from Gronwall’s inequality and (3.87),
‖u(t)− u0‖ ≤ǫ0(‖b(θ)‖ + ‖A(θ)‖)eǫ0
∫
κ
0
‖A(θ;ω)‖ds
≤4ǫ0[f0](0)s11,D1e
κǫ0[f0]
(0)
s1
1
,D1 , t ∈ [0, 1],
which combining (3.26) and (3.34) implies
(3.88) ‖φ0 − id‖C2d ≤ C(1)ǫ1−
(1+ρ)τ
ℓ
0
for all θ ∈ Tns2 and ω ∈ D1. Therefore, one gets the estimation of the coordinates transforma-
tion
(3.89) ‖Φ0 − id‖Tn
s21
×C2d ≤ C(1)ǫ1−
(1+ρ)τ
ℓ
0 ≤ C(1)ǫ
1−ρ
2
0 , ω ∈ D1.
By Gronwall’s inequality, (3.26) and the choice of ǫ0,
(3.90) ‖∂ωl(Φ0 − id)‖Tn
s2
1
×C2d ≤ C(1)ǫ1−
(1+ρ)(2τ+1)
ℓ
0 ≤ C(1)ǫρ0, l = 1, 2, · · · , n, ω ∈ D1.
Moreover, from Cauchy estimates,
(3.91) ‖∂(Φ0 − id)‖Tn
s3
1
×C2d = ‖∂Φ0‖Tn
s3
1
×C2d ≤ C(1)ǫ1−
(1+ρ)(1+τ)
ℓ
0 ≤ C(1)ǫ
1+ρ
4
0 ,
which implies ‖∂Φ0‖Tns1×C2d ≤ 2. It follows immediately that
(3.92) Φ0(T
n
s1
× C2d) ⊂ Tnσ1 × C2d.
Therefore,
(3.93) Φ0 : T
n
s1
× C2d → Tns0 × C2d, Φ0(Tns1 × C2d) ⊂ Tnσ1 × C2d, ω ∈ D1,
with the estimates (3.90)-(3.91).
• Estimation of (3.83).
For a function r ∈ Qs,D, denote
r(θ, z, z¯) = 〈u,R1(θ)u〉+ 〈R2(θ), u〉+R3(θ),
where
R1(θ) =
(
Rzz(θ) 12R
zz¯(θ)
1
2 (R
zz¯(θ))⊤ Rz¯z¯(θ)
)
, R2(θ) =
(
Rz(θ)
Rz¯(θ)
)
, R3(θ) = Rθ(θ).
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Then the functions f0, q0,0 defined in Proposition 3.2 and (3.9) have the forms
(3.94) f0(θ, z, z¯) = 〈u, f10 (θ)u〉+ 〈f20 (θ), u〉+ f30 (θ),
(3.95) q0,0(θ, z, z¯) = 〈u,Q10,0(θ)u〉+ 〈Q20,0(θ), u〉+Q30,0(θ).
From (3.30) and Proposition 3.2, one has the estimations
(3.96) ‖f10 ‖s11,D1 , ‖f20‖s11,D1 , ‖f30 ‖s11,D1 ≤ C(1)ǫ
− (1+ρ)τ
ℓ
0 ,
(3.97) ‖∂ωlf10 ‖s11,D1 , ‖∂ωlf20 ‖s11,D1 , ‖∂ωlf30‖s11,D1 ≤ C(1)ǫ
−
(1+ρ)(2τ+1)
ℓ
0 , l = 1, · · · , n,
(3.98) ‖Qj0,0‖s0,D, ‖∂ωlQj0,0‖s0,D ≤ C(0), j = 1, 2, 3, l = 1, · · · , n.
Let S =
(
0 −iId
iId 0
)
. From the definition of Poisson bracket in (3.24), it appears
{q0,0, f0} = 〈∂q0,0
∂u
, S
∂f0
∂u
〉 = 4〈u, Q˜10,0u〉+ 4〈Q˜20,0, u〉+ Q˜30,0,
where
Q˜10,0 = Q
1
0,0Sf
1
0 , Q˜
2
0,0 =
1
2
(Q10,0Sf
2
0 − f10SQ20,0), Q˜30,0 = 〈Q20,0, Sf20 〉.
Noting that the Poisson bracket of q0,0 and f0 does not contain the derivatives in θ, it is
easy to check that {q0,0, f0} ∈ Qℜs1,D1 since q0,0 ∈ Qℜσ0,D1 and f0 ∈ Qℑs1,D1 . From (3.92),
{q0,0, f0} ◦Xκǫ0f0 makes sense and it can be computed by Taylor’s formula
{q0,0, f0} ◦Xκǫ0f0 = {q0,0, f0}+ κǫ0{{q0,0, f0}, f0}+
1
2!
κ2ǫ20{{{q0,0, f0}, f0}, f0}+ · · · .
Denote
(3.99) {q0,0, f0} ◦Xκǫ0f0 = 〈u, Q˜1⋆0,0(θ)u〉 + 〈Q˜2⋆0,0(θ), u〉+ Q˜3⋆0,0(θ).
Then Q˜3⋆0,0 = Q˜
3
0,0 with
|Q˜3⋆0,0‖s1,D1 ≤ C(1)ǫ−
(1+ρ)τ
ℓ
0 , ‖∂ωlQ˜3⋆0,0‖ ≤ C(1)ǫ
− (1+ρ)(2τ+1)
ℓ
0 , l = 1, · · · , n
and
Q˜1⋆0,0 = 4Q˜
1
0,0 + 4
2κǫ0Q˜
1
0,0Sf
1
0 + · · ·+
4j+1κjǫj0
j!
Q˜10,0(Sf
1
0 )
j + · · · .
From (3.96)-(3.98), one has the estimations
‖Q˜1⋆0,0‖s1,D1 ≤ 4‖Q˜10,0‖s1,D1
∞∑
j=0
(4κǫ0)
j
j!
‖f10‖js1,D1
≤ 4[q0,0]s0,D[f0](0)s1,D1e4κǫ0[f0]
0
s1,D1
≤ C(1)ǫ−
(1+ρ)τ
ℓ
0 ,
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‖∂ωlQ˜1⋆0,0‖s1,D1 ≤ 4‖∂ωl(Q10,0Sf10 )‖s1,D1 + 4
∞∑
j=1
(4κǫ0)
j
j!
‖∂ωl(Q10,0(Sf10 )j+1)‖s1,D1
≤ 4(‖∂ωlQ10,0‖s0,D‖f10‖s1,D1 + ‖Q10,0‖s0,D‖∂ωlf10 ‖s1,D1)
+ 4
∞∑
j=1
(4κǫ0)
j
j!
‖f10‖js1,D1
[‖∂ωlQ10,0‖s0,D‖f10‖s1,D1 + (j + 1)‖Q10,0‖s0,D‖∂ωlf10 ‖s1,D1]
≤ 8C(1)ǫ−
(1+ρ)(2τ+1)
ℓ
0 + 3× 42κǫ0C(1)ǫ
− (1+ρ)(2τ+1)
ℓ
0
∞∑
j=0
(4κǫ0)
j
j!
‖f10‖js1,D1
≤ C(1)ǫ−
(1+ρ)(2τ+1)
ℓ
0 , 1 ≤ l ≤ n.
Similarly,
‖Q˜2⋆0,0‖s1,D1 ≤ C(1)ǫ−
(1+ρ)τ
ℓ
0 , ‖∂ωlQ˜2⋆0,0‖s1,D1 ≤ C(1)ǫ−
(1+ρ)(2τ+1)
ℓ
0 , l = 1, · · · , n.
Together with (3.26) and (3.99) ,[
ǫ20
∫ 1
0
{q0,0, f0} ◦Xκǫ0f0dκ
](0)
s1,D1
≤ C(1)ǫ2−
(1+ρ)τ
ℓ
0 ≤ C(1)ǫ
5+ρ
4
0 ,
[
ǫ20
∫ 1
0
{q0,0, f0} ◦Xκǫ0f0dκ
](1)
s1,D1
≤ C(1)ǫ2−
(1+ρ)(2τ+1)
ℓ
0 ≤ C(1)ǫ1+ρ0 ,
and therefore the term (3.83) belongs to Qℜs1,D1 with the estimation
(3.100)
[
ǫ20
∫ 1
0
{q0,0, f0} ◦Xκǫ0f0dκ
]
s1,D1
≤ C(1)ǫ1.
• Estimation of (3.82).
From the homological equation (3.32), one has
ǫ0{h0, f0} − ǫ0ω · ∂θf0 = 〈z, N˜1z¯〉+ r1 + e˜1 − ǫ0q0,0.
Recalling (3.94), and similarly to (3.95), it appears
h˜0(θ, z, z¯) := ǫ0{h0, f0} − ǫ0ω · ∂θf0 = 〈u, h˜1,00 (θ)u〉+ 〈h˜2,00 (θ), u〉+ h˜3,00 (θ),
with
h˜1,00 (θ) =
(
Rzz1 (θ)− ǫ0Qzz0,0(θ) 12 (N˜1(θ) +Rzz¯1 (θ) − ǫ0Qzz¯0,0(θ))
1
2 (N˜1(θ) +R
zz¯
1 (θ)− ǫ0Qzz¯0,0(θ)) R¯zz1 (θ) − ǫ0Q¯zz0,0(θ)
)
,
h˜2,00 (θ) =
(
Rz1(θ) − ǫ0Qz0,0(θ)
R¯z1(θ) − ǫ0Q¯z0,0(θ)
)
, h˜3,00 (θ) = ǫ0Qˆ
θ
0,0(0) +R
θ
1(θ)− ǫ0Qθ0,0(θ).
Then
{h˜0, f0} = 4〈u, h˜1,10 u〉+ 4〈h˜2,10 , u〉+ h˜3,10 ,
where
h˜1,10 = h˜
1,0
0 Sf
1
0 , h˜
2,1
0 =
1
2
(h˜1,00 Sf
2
0 − f10Sh˜2,00 ), h˜3,10 = 〈h˜2,00 , Sf20 〉,
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and f10 , f
2
0 are defined in (3.94). Since q0,0, r0 ∈ Qℜs1,D1 and f0 ∈ Qℑs1,D1 , it appears that
{h˜0, f0} ∈ Qℜs1,D1 . Therefore {h˜0, f0} ◦Xκǫ0f0 is reasonable by (3.92) and can be computed by
Taylor’s formula
{h˜0, f0} ◦Xκǫ0f0 = {h˜0, f0}+ κǫ0{{h˜0, f0}, f0}+
1
2!
κ2ǫ20{{{h˜0, f0}, f0}, f0}+ · · · .
Denote
(3.101) {h˜0, f0} ◦Xκǫ0f0 = 〈u, h˜1⋆0 (θ)u〉+ 〈h˜2⋆0 (θ), u〉+ h˜3⋆0 (θ).
One has h˜3⋆0 = h˜
3,1
0 with
‖h˜3⋆0 ‖s1,D1 ≤ C(1)ǫ1−
(1+ρ)τ
ℓ
0 , ‖∂ωlh˜3⋆0 ‖s1,D1 ≤ C(1)ǫ
1− (1+ρ)(2τ+1)
ℓ
0 , l = 1, · · · , n,
and
h˜1⋆0 =
∞∑
j=1
4j h˜1,j0
(κǫ0)
j−1
(j − 1)! , h˜
2⋆
0 =
∞∑
j=1
4jh˜2,j0
(κǫ0)
j−1
(j − 1)! ,
where
h˜1,j0 = h˜
1,j−1
0 Sf
1
0 = h˜
1,0
0 (Sf
1
0 )
j , h˜2,j0 =
1
2
(h˜1,j−10 Sf
2
0 − f10Sh˜2,j−10 ), j ≥ 1.
From Proposition 3.2,
‖h˜1,j0 ‖s1,D1 ≤ ‖h˜1,00 ‖s1,D1‖f10‖js1,D1 ≤ C(1)ǫ0
(
[f0]
(0)
s1,D1
)j
,
‖∂ωlh˜1,j0 ‖s1,D1 ≤ ‖∂ωl h˜1,00 ‖s1,D1‖f10‖js1,D1 + j‖h˜
1,0
0 ‖s1,D1‖f10 ‖j−1s1,D1‖∂ωlf10 ‖s1,D1
≤ C(0)
(
[f0]
(0)
s1,D1
)j−1 (
[f0]
(0)
s1,D1
+ j[f0]
(1)
s1,D1
)
≤ (j + 1)C(1)ǫ1−
(1+ρ)(2τ+1)
ℓ
0
(
[f0]
(0)
s1,D1
)j−1
, 1 ≤ l ≤ n.
Therefore, one has the estimates
‖h˜1⋆0 ‖s1,D1 ≤ 4C(1)ǫ0[f0](0)s1,D1
∞∑
j=0
(4κǫ0)
j
j!
(
[f0]
(0)
s1.D1
)j
≤ C(1)ǫ1−
(1+ρ)τ
ℓ
0
‖∂ωlh˜1⋆0 ‖s1,D1 ≤ ‖∂ωl h˜1,10 ‖s1,D1 +
∞∑
j=2
4j
(κǫ0)
j−1
(j − 1)! ‖∂ωl h˜
1,j
0 ‖s1,D1 ≤ C(1)ǫ
1− (1+ρ)(2τ+1)
ℓ
0 .
Similarly,
‖h˜2⋆0 ‖s1,D1 ≤ C(1)ǫ1−
(1+ρ)τ
ℓ
0 , ‖∂ωlh˜2⋆0 ‖s1,D1 ≤ C(1)ǫ
1− (1+ρ)(2τ+1)
ℓ
0 , l = 1, · · · , n.
Together with (3.26) and (3.101), one has the estimates of (3.82)[
ǫ20
∫ 1
0
(1− κ){{h0, f0} − ω · ∂θf0, f0} ◦Xκǫ0f0dκ
](0)
s1,D1
≤ C(1)ǫ2−
(1+ρ)τ
ℓ
0 ≤ C(1)ǫ
3−ρ
2
0 ,
[
ǫ20
∫ 1
0
(1− κ){{h0, f0} − ω · ∂θf0, f0} ◦Xκǫ0f0dκ
](1)
s1,D1
≤ C(1)ǫ2−
(1+ρ)(2τ+1)
ℓ
0 ≤ C(1)ǫ1+ρ0 ,
and therefore the term (3.82) belongs to Qℜs1,D1 with the estimation
(3.102)
[
ǫ20
∫ 1
0
(1 − κ){{h0, f0} − ω · ∂θf0, f0} ◦Xκǫ0f0dκ
]
s1,D1
≤ C(1)ǫ1.
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• Estimation of q0,1 ◦ Φ0.
Note that q0,1 is analytic in T
n
σ1
. From (3.92), q0,1 ◦Φ0 ∈ Qℜs1,D1 . Similar to the estimation
of (3.83), it can be checked that
(3.103) [q0,1 ◦ Φ0]s1,D1 ≤ C(1).
• The new Hamiltonian.
Let
h1 = e1 + 〈z,N1(ω)z¯〉,
where
e1(ω) = e0 + e˜1(ω) = ǫ0Qˆ
′θ
0 (0), N1(ω) = N0 + N˜1(ω),
and let
(3.104) ǫ1q1 = (3.81) + (3.82) + (3.83), q
′
1 = q1 + q0,1 ◦ Φ0.
As a conclusion, for ω ∈ D1 ⊂ D with meas(D − D1) ≤ γ
1
2
0 , one has the new Hamiltonian
defined in Tns1 × C2d
(3.105) h1 + ǫ1q1 = (h0 + ǫ0q
′
0) ◦ Φ0,
where h1 is in normal form with e1(ω) being real number, N1(ω) being Hermitian matrix for
any ω ∈ D1 and q′1 ∈ Qℜs1,D1 with the estimates
‖e1 − e0‖D1 , ‖N1 −N0‖D1, ‖∂ωl(N1 −N0)‖D1 ≤ C(1)ǫ0, l = 1, · · · , n,
[q1]s1,D1 , [q
′
1]s1,D1 ≤ C(1),
‖Φ0 − id‖Tns1×C2d ≤ C(1)ǫ
1−ρ
2
0 ,
‖∂(Φ0 − id)‖Tns1×C2d ≤ C(1)ǫ
1+ρ
4
0 .
‖∂ωl(Φ0 − id)‖Tns1×C2d ≤ C(1)ǫ
ρ
0 ≤ ǫ
1
2
0 , l = 1, 2, · · · , n.
3.5. Iterative lemma. For ρ and γ0 defined in (3.27) and (3.28), let
(3.106) ǫ0 = ǫ, ǫm = ǫ
(1+ρ)m
0 , m = 1, 2 · · · ,
(3.107) sm−1 = ǫ
1
ℓ
m, s
j
m =
1
4
(jsm + (4 − j)sm+1), j = 1, 2, 3, m = 1, 2, · · · ,
(3.108) Km =
log ǫ−1m
sm − s1m+1
, γm =
γ0
2m
, m = 0, 1, · · · .
Let q′0 = q0,0, where q0,v is defined in (3.11). Denote
qm(θ, z, z¯) = 〈z,Qzzm (θ)z〉+〈z,Qzz¯m (θ)z¯〉+〈z¯, Qz¯z¯m (θ)z¯〉+〈Qzm(θ), z〉+〈Qz¯m(θ), z¯〉+Qθm(θ), m ≥ 1.
Lemma 3.15 (Iterative lemma). There exists ǫ⋆ > 0 depending on d, n such that for 0 < ǫ <
ǫ⋆ and for all j ≥ 1, there exist closed sets Dj+1 ⊂ Dj, Hamiltonians fj ∈ Qℑsj+1,Dj+1 and
(3.109) hj = 〈z,Nj(ω)z¯〉+ ej(ω)
in normal form where ej(ω), Nj(ω) belong to C
1 on Dj , and
(3.110) q′j = qj + q0,j ◦ Φ˜j−1
with qj , q
′
j ∈ Qℜsj ,Dj , such that for j ≥ 1 and any ω ∈ Dj, the symplectic change
Φj(ω) ≡ Xκǫjfj |κ=1 : Tnsj+1 × C2d → Tnsj × C2d
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is an affine transformation in (z, z¯), analytic in θ ∈ Tnsj+1 and C1 in ω ∈ Dj+1 of the form
Φj(θ, z, z¯) = (θ, φj(θ, z, z¯)),
where, for each θ ∈ Tn, (z, z¯) 7→ φj(θ, z, z¯) is a symplectic map of variables on C2d. The map
Φj links the Hamiltonian at step j and the Hamiltonian at step j + 1, i.e.,
(hj + ǫjq
′
j) ◦ Φj = hj+1 + ǫj+1qj+1, ∀ω ∈ Dj+1.
Moreover, one has the following estimates
(3.111) meas(Dj − Dj+1) ≤ γ
1
2
j ,
(3.112) ‖ej+1−ej‖Dj+1 , ‖Nj+1−Nj‖Dj+1 , ‖∂ωl(Nj+1−Nj‖Dj+1 ≤ C(j+1)ǫj , l = 1, · · · , n,
(3.113) [qj+1]sj+1,Dj+1 , [q
′
j+1]sl+1,Dj+1 ≤ C(j + 1),
(3.114) ‖Φj − id‖Tnsj+1×R2d ≤ C(j + 1)ǫ
1−ρ
2
j , ω ∈ Dj+1.
(3.115) ‖∂Φj‖Tnsj+1×C2d ≤ C(j + 1)ǫ
1− (1+ρ)(1+τ)
ℓ
j ≤ C(j + 1)ǫ
1+ρ
4
j ,
(3.116) ‖∂ωl(Φj − id)‖Tnsj+1×C2d ≤ C(j + 1)ǫ
ρ
j , l = 1, · · · , n.
Proof. For j = 0, the lemma is proved in subsections 3.3 and 3.4.
Assume that the lemma is true for j = m. Then in the (m+1)-step, one aims to find a closed
set Dm+1 ⊂ Dm, a Hamiltonian fm ∈ Qℑsm+1,Dm+1 such that after the symplectomorphism Φm,
one has a new normal form hm+1 and the new error terms ǫm+1qm+1 where the estimations
(3.111)-(3.114) hold true for j being replaced by m+ 1.
Similarly to subsections 3.3, one should solve the homological equation
(3.117) ǫm{hm, fm}+ ǫmq′m − ǫmω · ∂θfm = 〈z, N˜m+1z¯〉+ rm+1,
which is equivalent to (3.40)-(3.43) with 0 being replaced by m and 1 being replaced by m+1.
By considering (3.40), it appears
(3.118) e˜m(ω) = ǫmQˆ
′θ
m(0), em(ω) = em−1(ω) + e˜m(ω),
(3.119) N˜m+1(ω) = ǫmQˆ
′zz¯
m (0), Nm+1(ω) = Nm(ω) + N˜m+1(ω),
(3.120) Rzz¯m+1(θ) = ǫm
∑
|k|≥Km
Qˆ
′zz¯
m (k)e
i〈k,θ〉, ω ∈ Dm,
(3.121) (Id ⊗ (〈k, ω〉Id −Nm) +N⊤m ⊗ Id)(Fˆ zz¯m (k))′ = −i(Qˆ
′zz¯
m (k))
′, 0 < |k| < Km.
From (3.119), Dm+1 ∋ ω 7→ Nm+1(ω) ∈MH is a C1 mapping verifying
‖Nm+1(ω)−N0‖, ‖∂ωl(Nm+1(ω)−N0)‖ ≤
m∑
j=0
C(m)ǫm ≤ C(0)ǫ0, l = 1, · · · , n,
From Corollary 3.14, Proposition 3.2 holds for the index 0 and 1 being replaced by m and
m+ 1, i.e., there is a closed subset Dm+1 ⊂ Dm satisfying
meas(Dm \ Dm+1) ≤ γ
1
2
m,
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and there exist fm ∈ Qℑs1m+1,Dm+1 , rm+1 ∈ Q
ℜ
s1m+1,Dm+1
and Dm+1 ∋ ω 7→ N˜m+1(ω) ∈ MH
being a C1 mapping, such that for all ω ∈ Dm+1, the equation (3.117) holds. Furthermore for
all ω ∈ D,
‖(Nm+1(ω)−Nm(ω))‖, ‖∂ωl(Nm+1(ω)−Nm(ω))‖ ≤ C(m)ǫm, l = 1, · · · , n,
and
(3.122) [rm+1]s1m+1,Dm+1 ≤ 2
nǫmC(m)K
n
2
me
−Km(sm−s
1
m+1) ≤ C(m+ 1)ǫ
18
8
m ,
(3.123) [fm]
(0)
s1m+1,Dm+1
≤ 2
3n
2 +
3
2
√
(2n− 1)!
γm[2(sm − s1m+1)]τ
‖Q′zz¯m ‖sm,Dm ≤ C(m+ 1)ǫ−
(1+ρ)τ
ℓ
m ,
(3.124) [fm]
(1)
s1m+1,Dm+1
≤ C(m+ 1)ǫ−
(1+ρ)(2τ+1)
ℓ
m .
Next, one can estimate the rest new error terms as in subsection (3.4): the symplectomor-
phism
‖Φm − id‖Tnsm+1×C2d ≤ C(m+ 1)ǫ
1−ρ
2
m ,
‖∂(Φm − id)‖Tnsm+1×C2d ≤ C(m+ 1)ǫ
1+ρ
4
m , ω ∈ Dm+1,
‖∂ωl(Φm − id)‖Tnsm+1×C2d ≤ C(m+ 1)ǫ
ρ
m, l = 1, · · · , n,
and the new perturbation term qm+1 ∈ Qℜsm+1,Dm+1 with
[qm+1]sm+1,Dm+1 ≤ C(m+ 1).
Moreover,
‖∂Φ˜m‖Tnsm+1×C2d = ‖(∂Φ0 ◦ Φ2 · · · ◦ Φm)(∂Φ2 ◦ Φ3 · · · ◦ Φm) · · · (∂Φm)‖Tnsm+1×C2d
≤
m∏
j=0
(1 + ǫ
1+ρ
4
j ) ≤ 2.(3.125)
It follows immediately that
Φ˜m : T
n
sm+1
× C2d → Tnσm+1 × C2d.
Therefore
q0,m+1 ◦ Φ˜m ∈ Qℜsm+1,Dm+1 , [q0,m+1 ◦ Φ˜m]sm+1,Dm+1 ≤ C(m+ 1).
As a result, q′m+1 ∈ Qℜsm+1,Dm+1 with
[q′m+1]sm+1,Dm+1 ≤ C(m+ 1).
The lemma is finished. 
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3.6. Transforming to the limit and the proof of Theorem 2.5. Let D⋆ǫ =
⋂
m≥0Dm.
This is a closed set satisfying
meas(D \ D⋆ǫ ) ≤
∑
m≥0
γ
1
2
m ≤ 4γ
1
2
0 .
For ω ∈ D⋆ǫ ,
‖Φ˜m+1 − Φ˜m‖ = ‖Φ0 ◦ · · · ◦ Φm ◦ (Φm+1 − id)‖
≤
m∏
j=0
(1 + C(j + 1)ǫ
1−ρ
2
j )C(m + 2)ǫ
1−ρ
2
m+1
≤ 2m+1C(m+ 2)ǫ
1−ρ
2
m+1.
Therefore (Φ˜m)m is a Cauchy sequence, and thus when m→ 0, the mappings (Φ˜m)m converge
to a limit mapping Φǫ : T
n × C2d → Tn × C2d, ω ∈ Dǫ. Moveover, since the convergence is
uniform in Dǫ and θ ∈ Tn, Φǫ is analytic on θ and C1 in ω, and
‖Φǫ − id‖Tn×C2d = ‖
∞∑
m+0
(Φ˜m+1 − Φ˜m) + Φ0 − id‖Tn×C2d
≤
∞∑
m+0
2m+1C(m+ 2)ǫ
1−ρ
2
m+1 + C(1)ǫ
1−ρ
2
0 ≤ ǫ
1
4
0 .
By construction, the mapping Φ˜m transforms the original Hamiltonian h0 + q0 to hm+1 +
ǫm+1qm+1. When m → ∞, by (3.113), it appears qm → 0, and by (3.112) one gets Nm →
N∞ = N0+
∑∞
m=1 N˜m which is a Hermitian matrix being C
1 with respect to ω ∈ Dǫ. Denoting
h∞(θ, z, z¯) = 〈z,N∞(ω)z¯〉+ e∞, it has been proved that
(h0 + q0) ◦ Φǫ = h∞.
Furthermore, for any ω ∈ Dǫ, by using (3.112), one has
‖e∞‖, ‖N∞ −N0‖ ≤
∞∑
m=0
C(m)ǫm ≤ ǫ
1
2
0
and thus the eigenvalues of N∞(ω), denoted v
∞
j (ω), satisfy (2.9).
It remains to explicit the affine symplectomorphism Φ∞. At each step of the KAM procedure
it appears
Φj−1(θ, z, z¯) = (θ, φj−1(θ, z, z¯)),
and therefore for ω ∈ Dǫ and (θ, z, z¯) ∈ Tn × C2d,
Φǫ(θ, z, z¯) = (θ, φǫ(θ, z, z¯))
where gǫ = limm→∞ g0 ◦ · · · ◦ gm and φǫ = limm→∞ φ0 ◦ · · · ◦ φm.
It is useful to go back to real variables (x, ξ). More precisely write each Hamiltonian ǫmfm
constructed in the KAM iteration in the variables u˜ =
(
x
ξ
)
:
ǫmfm(θ, x, ξ) =
1
2
〈u˜, f˜1m(θ)u˜〉+ 〈f˜2m(θ), u˜〉
with
f˜1m(θ) = ǫm
( −(F zzm + F z¯z¯m ) + 12 ((F zz¯m )⊤ + F zz¯m ) −i(F zzm − F z¯z¯m ) + i2 ((F zz¯m )⊤ − F zz¯m )
−i(F zzm − F z¯z¯m ) + i2
(
(F zz¯m )
⊤ − F zz¯m
)
F zzm + F
z¯z¯
m +
1
2
(
(F zz¯m )
⊤ + F zz¯m
) ) ,
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f˜2m(θ) =
√
2
2
ǫm
( −i(F zm(θ)− F z¯m(θ))
F zm(θ) + F
z¯
m(θ)
)
.
From the structures of fm and qm, f˜
1
m(θ) and f˜
2
m(θ) are real-valued for any (θ, ω) ∈ Tn×Dm+1.
Denote JBm(θ) =
1
2 (f˜
1
m(θ) + (f˜
1
m(θ))
⊤) and JUm(θ) = f˜
2
m(θ) with J :=
(
0 Id
−Id 0
)
. Then
(JBm)
⊤ = JBm, which means Bm is a Hamiltonian matrix for any (θ, ω) ∈ Tn × Dm+1.
Moreover, Bm and f˜
2
m have the bounds C(m + 1)ǫ
1−ρ
2
m . Let u˜(t) be the integral curve of the
Hamiltonian vector field Xǫ0f0 in the symplectic space (R
2d, dx ∧ dξ) with the initial value
u˜0 = u˜(0) =
(
x
ξ
)
∈ R2d. Then u˜(t), t ∈ [0, 1] satisfies the integral equation
u˜(t)− u˜0 = Bm(θ)
∫ t
0
(u˜(s)− u˜0)ds+ (Bm(θ)u˜0 + Um(θ))t
and therefore
u˜(t) = eBm(θ)tu˜0 +
∫ t
0
e(t−s)Bm(θ)Um(θ)ds.
Particularly for t = 1, φm written in the real variables has the form
φm(θ, x, ξ) = e
Bm(θ)(x, ξ) + Tm(θ), Tm(θ) =
∫ 1
0
e(1−s)Bm(θ)Um(θ)ds,
and one has the following lemma.
Lemma 3.16. There exists a sequence of Hamiltonian matrices Am(θ) and vectors Vm(θ) ∈
R2d such that
φ0 ◦ · · · ◦ φm(x, ξ) = eAm(θ)(x, ξ) + Vm(θ), ∀(x, ξ) ∈ R2d.
Furthermore, there exist a Hamiltonian matrix A∞(θ) and a vector Vω(∞) ∈ R2d such that
lim
m→+∞
eAm(θ) = eA∞(θ), lim
m→+∞
Vm(θ) = V∞(θ),
sup
θ∈Tn,ω∈Dǫ
‖A∞(θ)‖ ≤ ǫ
1
4
0 , sup
θ∈Tn,ω∈Dǫ
‖V∞(θ)‖ ≤ ǫ
1
4
0 ,
and for (θ, ω) ∈ Tn ×Dǫ,
φ∞(x, ξ) = e
A∞(θ)(x, ξ) + V∞(θ), ∀(x, ξ) ∈ R2d.
Proof. Recall that φm = e
Bm + Tm where Tm is a translation by the vector Tm with the
estimates ‖Bm‖, ‖Tm‖ ≤ C(m+1)ǫ
1−ρ
2
m . So one has eBm = I2d+Sm with ‖Sm‖ ≤ C(m+1)ǫ
1
3
m.
Then
∏
0≤m≤j e
Bm has the form∏
0≤m≤j
(I2d + Sm) = I2d + S0 + · · ·+ Sj + S0S1 + · · ·+ Sj−1Sj + · · ·+ S0S1 · · ·Sj
with
‖
∏
0≤m≤j
eBm‖ ≤ 1 + 2‖S0‖+ 2‖S0S1‖+ · · ·+ 2‖S0S1 · · ·Sj‖ ≤ 1 + C(1)ǫ
1
3
0 .
Therefore
∏
0≤m≤j e
Bm = I2d+Mj with ‖Mj‖ ≤ C(1)ǫ
1
3
0 , and the infinite product
∏
0≤m≤+∞ e
Bm
is convergent. Denote
∏
0≤m≤+∞ e
Bm = I2d + M . Then ‖M‖ ≤ C(1)ǫ
1
3
0 ≤ ǫ
1
4
0 . Since
Mj has a small norm, Aj := log(I2d + Mj) is well defined. Furthermore, by construction
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I2d +Mj ∈ Sp(2d) (symplectic group) and therefore Aj ∈ sp(2d), i.e., Aj is a Hamiltonian
matrix for any 1 ≤ j ≤ +∞. By conclusion,
φ0 ◦ φ1 ◦ · · ·φj(x, ξ) = eAj (x, ξ) + Vj ,
with Vj+1 = e
AjTj+1 + Vj , V0 = T0 and the estimations
‖Vj+1 − Vj‖ ≤ C‖Tj+1‖ ≤ C(j + 2)ǫ
1
3
j+1.
Finally limj→+∞ Vj = V∞ exists. 
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