We present here a simple method for fast and accurate comparison of proteins using their structures. The algorithm is based on structural alignment of segments of Ca chains (with size of 99 or 199 residues). The method is optimized in terms of speed and accuracy. We test it on 97 representative proteins with the similarity measure based on the SCOP classification. We compare our algorithm with the LGscore2 automatic method. Our method has the same accuracy as the LGscore2 algorithm with much faster processing of the whole test set, which is promising. A second test is done using the ToolShop structure prediction evaluation program and shows that our tool is on average slightly less sensitive than the DALI server. Both algorithms give a similar number of correct models, however, the final alignment quality is better in the case of DALI. Our method was implemented under the name 3D-Hit as a web server at http://3dhit.bioinfo.pl/ free for academic use, with a weekly updated database containing a set of 5000 structures from the Protein Data Bank with non-homologous sequences.
ships, even between protein families distinct in terms of sequence comparison alone. This is why structural alignment of proteins increases our understanding of more distant evolutionary relationships (Bujnicki, 2000; Johnson et al., 1990) . The link between structural classification and sequence families enables us to study functions of various folds, or whole proteins. It is a very promising part of bioinformatics, so the interest in the structural information of proteins is justified.
The main problem in the area is to distinguish between the similarities of 3D structures of proteins that come from evolutionary relationships and those that arise from common properties, or chemical constraints on protein folding. Not only in the case of sequence similarity but also for structural similarity, there is a twilight zone, where one cannot determine whether the similarity arises from biological relationship or from physical constraints. A structural motif may happen to be more similar to another one, and it is very difficult to compute the relative probability of such a situation. Genetic mechanisms rarely produce changes in the topological connectivity between secondary structure elements (Pointing & Russel, 1995) . Sometimes (as in the case of formation of b sheets and their packing into three dimensional layers) chemical forces may drive the formation of large structural motifs which gives false (non-evolutionary) similarities of structures (Murzin, 1994) . In such a case there may be no similarity in the chain ordering of secondary structure elements. In order to avoid this problem and properly recognize the fold classification it is crucial to analyze longer parts, or whole Ca chain of a protein. On the other hand, longer parts of a main chain give the larger structural differences between members of protein families which can change relative similarity probabilities within a group. This obstacle makes it difficult to establish a general similarity measure for all known protein families.
Nevertheless, it is important to somehow solve the problem of protein structure similarity using available databases. A detailed description of a protein provides information about positions of all atoms, the main chain and side chains. From this variety of data we take only the coordinates of Ca atoms. We believe that the most important information is contained in the backbone of a protein. The remaining atoms give additional information, but it is not crucial for determining the general structural similarity within a pair of proteins.
The size of the Protein Data Bank (Berman et al., 2000) is growing rapidly (doubling every 18 months). This amount of data needs fast yet accurate automatic algorithms to deal with the structural information. Algorithms should be fast enough to enable a structure-structure search and alignment over all proteins in the databases in real time.
We provide here such a tool, which is fully automated, and can be used for fast pre-filtering of large structural databases of proteins. After such pre-processing a more detailed analysis of structures (including side chain information) and sequences of studied proteins can be performed.
Our algorithm assigns a score to a pair of proteins based on their structural similarity. This score is computed using a structural alignment of fragments of these proteins chosen as the most similar. The segments have a specified length (equal for all the proteins) to ensure the same scale of scores for various proteins. The similarity matrix used in the alignment is binary and is built by assigning 1 to those pairs of Ca atoms from the two proteins chains that are closer than a given cut-off, and zero otherwise. The distances are measured after three dimensional superimposition of the segments. The gap penalties for the Smith-Watermann alignment are optimized using a specially prepared set of proteins (87 proteins). Information about the sequences of the query proteins is also important to speed up the process of computing the score (almost 20 fold). An added value in the method is its speed and accuracy (in comparison with existing algorithms).
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D. Plewczynski and others 2004 The layout of the paper is as follows. First we describe the available servers which calculate structural similarity of proteins. In the next section we describe our method for fast and accurate structural alignment of proteins. Then we present a detailed description of our results on a test dataset (97 proteins from the SCOP database with various levels of similarity) in comparison with the LGscore2 method. In the next section we describe our Web server, which can be used for querying proteins in terms of structural similarity and a database of representative proteins. In the summary we sketch the perspectives for further development of the method.
STRUCTURAL COMPARISON OF PROTEINS
We would like to start by describing shortly the existing internet servers which can be used in comparing structures of proteins. These methods provide search over protein databases (like PDB) and enable identification of statistically significant structural similarities. There are a number of classification schemes for protein structures available via the Internet. All of them use the same source of data (the Protein Data Bank; Berman et al., 2000) , but they differ in their basic procedures. This is because the methods are based on different assumptions about what constitutes significant similarities between proteins. The authors managed to establish human-based, semiautomatic or fully algorithmic methods with well-tuned statistical significance thresholds. The basic idea is, first, rapid identification of pair alignments of secondary structure elements, clustering them into groups, and scoring the best substructure alignment. The first two methods (SCOP and CATH) provide discrete, hierarchical classifications based on structural classes. The next method (VAST) is based on continuous distribution of domains in the fold space.
FSSP/DALI provides two levels of description -a coarse-grained one and one with a fine-grained resolution. The last two methods (CE and LGscore2) are based on a different idea. They focus on the local geometry rather than global features such as orientation of secondary structures and overall topology (as in the case of VAST or DALI). The former algorithms mostly attempt to make a global optimization of the alignment path for some similarity measure. They use dynamic programming (CATH) Monte Carlo (FSSP/ DALI) graph theory (Alexandrov & Fischer, 1996) three dimensional scanning of structures like in the package "3D-SCAN" of the WHAT-IF program (de Filippis et al., 1994) or 3D clustering (Fischer et al., 1992) . Dynamic programming approaches solve the optimization task exactly, but are dependent on a target function, which focuses on specific parts of the protein molecule. The Monte Carlo and 3D clustering algorithms allow a better choice of target function, but they are very sensitive to the technical details of the numeric implementation. The search space for these algorithms may be extremely large and difficult to handle. In contrast the CE and LGscore2 algorithms are faster and more robust in finding an accurate 3-D structure alignment. Now we describe shortly the existing classical methods of structural comparison of proteins. It provides the complete PDB fold classification by domains and links to other sources of information. This hierarchical database of protein domain structures focuses on the definition of four architectural types. It includes class (C) -derived from secondary structure content; architecture (A) -which describes the gross orientation of the secondary structures; topology (T) -according to their topological connections and numbers of secondary structures; and homologous superfamily (H) -highly similar in terms of structure and function. It performs all-on-all structure comparisons using the VAST algorithm. The output is a neighbors' list. It also contains the complete PDB representative structure comparison structure alignments and a structure superposition tool. The search space for alternative secondary structure elements depends on the length of proteins. The basic idea is to take into account the size of this search space. Then it calculates statistical p-value for the best substructure superposition in the same way as in the case of BLAST for sequence analysis. The VAST algorithm can be used in threading experiments because of its smaller RMSD differences between the query and the template (in spite of a shorter length of the alignments). This classification is also based on an all-against-all automatically maintained and continuously updated comparison of structures in the Protein Data Bank using an automatic structure alignment program (called DALI). It continuously processes all new structures released by the PDB. The basic concept for this algorithm is a neighborhood in a fold space. The exhaustive all-against-all 3D-structure comparison of protein structures uses the DALI search engine. All chains and sequence homologs are divided into representative sets. Than an all-against-all structure comparison is performed on representatives of these subsets. This method contains the complete PDB database a fold tree definitions of domains lists of sequence neighbors and structure superposition. The output information provides also insight into the definition of structurally conserved cores and multiple alignments of distantly related protein families. The DALI alignment because of its longer extension at higher RMSD can be used in efficient homology modeling. It is also based on the complete PDB and provides representative structure comparison, structure alignments, and a structure su-164 D. Plewczynski and others 2004 perposition tool. Combinatorial Extension (CE) determines an optimal alignment between aligned fragment pairs (AFPs -pairs of segments from the proteins being compared with high structural similarity). AFPs are determined from the local geometry averaged over eight Ca positions. To prevent a combinatorial explosion the authors use some heuristics. Final alignments are done by dynamic programming. Combinations of AFPs that represent possible continuous alignment paths are selectively extended or discarded leading to a single optimal alignment. The algorithm is accurate in finding the optimal structure alignment and hence suitable for database scanning. CE provides a significant reduction of the search space and empirically establishes a reasonable target function. This function assumes that the alignment path is continuous when including gaps and that there is only one such optimal match.
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LGscore2 is a single program ( LGscore2 is used to calculate the significance of the similarity between two structures after structural superposition. It detects the most "significant" non-continuous segments of a model. The similarity between two proteins is measured using the algorithm by Levitt and Gerstein with structural p-values as defined in (Levitt & Gerstein, 1998) . After such a structural superposition the most significant subset is found giving the structural similarity score for a pair of proteins.
Our method presented here provides an interesting complement to the current structure comparison programs. Nevertheless, inferring from the structure prediction field, a consensus approach based on a combination of various structure similarity search procedures, would probably be more robust and sensitive. Our algorithm provides fast and continuous description of structural similarity between proteins. It can be further used for clustering of large protein databases using structure information, thereby giving opportunity to search for new structural domains and motifs. One can also impose on this pure-structural method some sequential information, gaining better benchmark results together with new insights in analyzing proteins from the twilight-zone of low sequence similarity.
SEGMENT STRUCTURAL SUPERIMPOSITION
Our method is based on structural alignment of two proteins. We use the standard Smith-Watermann dynamic programming algorithm with a gap penalty. To describe the structural similarity of two proteins it is enough to compare only parts of their chains, which are called segments. They are chosen as the most similar substructures of Ca chains with a fixed size (sequential 99 amino acids in the first iteration of our algorithm, or 199 residues in the second iteration).
The procedure of choosing the right pair of segments from two proteins chains is not straightforward, because of time constraints. First of all we must choose the central parts of the segments -"seeds", and then decide if these seeds are similar enough to proceed with further analysis of whole segments. By seeds we understand very short parts of the Ca chains with the length of 13 amino acids. If the structural similarity of the two seeds from the pair of being compared proteins is high enough we start to analyze two longer continuous parts of the main chains centered on the seeds. The overall score for the comparison of a pair of structures is equal to the best score for the whole set of pairs of segments. In order to speed up our algorithm we make several preprocessing steps: u The first reduction of the computing time of our algorithm is reached by requesting identity of the amino acids in the centers of the two seeds. We discard those seeds Vol. 51 Comparison of proteins based on segments structural similarity 165
which have different amino acids in their centers. This condition speeds up the program about 20 times without loosing the accuracy. u The second step is a comparison of the distance measured between the ends of one seed with the distance between the ends of the seed from the second protein.
If the difference is larger than ENDS = 3.0 C we stop analyzing the pair of segments centered on this pair of seeds. This speeds up our algorithm next few times. u In the third step we compare the whole three dimensional structures of the seeds that have the same amino acids in the center and similar ends-distance. Here we make rotation and translations of both 13 aa chains in order to minimize the RMSD between them. If the resulting RMSD is small enough we carry on the analysis of large segments centered on this pair of seeds. We take RMSD = 3.0 C as the cut-off value for this filter. This condition removes up to 25% of input cases. u After analyzing seeds we end up with a rotation matrix and a translation vector for a Cartesian-space superimposition of the two seeds. In the following step we proceed with the structural analysis of the whole segments of 99 amino acids centered on the chosen pair of seeds. We rotate and translate these large segments based on the rotation matrix and translation vector from the minimization procedure of the RMSD between the two seeds. Then we define the similarity matrix matrix1 for the dynamic programming algorithm in the following way. If two Ca atoms taken from the superimposed segments are closer in space than SEGRMSD1 = 5.0 C we assign 1 as their "structural distance", 0 is taken otherwise. We compute for the similarity matrix the number of non-zero values. If it is less than SEGHITS = 35 we discard this case.
This removes about 30% of incoming cases. u Based on the similarity matrix matrix1
we make global structural alignment align1 between our pair of segments. If the score of the alignment is greater than SEGHITS = 35 we pass this pair of segments on to the next filter. This removes most of the incoming cases (about 99%). u In the end of this procedure we have a pair of promising segments. Now using a finer distance cut-off we compare the structures of these segments. Again we rotate and translate whole segments with a new more accurate rotation matrix and translation vector constructed using all previously aligned pairs of residues from the two protein segments. If the distance between two Ca atoms from the two segments is smaller than SEGRMSD2 = 3.0 C we assign 1 in the structural similarity matrix matrix2, and 0 otherwise. Using this similarity matrix we make a structural alignment with gaps align2 between two 99 aa segments and store its score. The gap penalty for opening is equal to paraGap = 1.0, and the gap extension cost paraExt = 0.1. These values are computed during the optimization procedure on a representative set of proteins. If one iteration of this procedure is performed with segments of 99 residues the resulting score for the pair of proteins is equal to the best structural score of align2 for all possible pairs of similar segments which passed all previous filters. If any pair of segments has not passed all the filters, we assign 0 as the overall score. The overall score (best score of alignment of two segments) is always less than 99 (because of the maximal length of the segment), and larger or equal to 0.
In the case of the 3D-Hit internet server (see also short description in Plewczynski et al., 2002) we perform also a second iteration of our procedure. We align longer parts of protein chains (199 residues) based on the rota-166 D. Plewczynski and others 2004 tion matrix and translation vector of superimposition of the shorter segments (99 residues). Then we calculate how many pairs of Ca atoms are closer in space than SEGRMSD1 = 5.0 C. If this number is larger then SEGHITS2 = 70 we carry on with the procedure. In the same way as in the first iteration we make structural alignments align1 (with SEGHITS2 = 70 as the score cut-off) and align2. The best resulting score (for convenience divided by 2) for all compared pairs of longer segments is the overall score of comparison of the two protein structures.
3D-HIT SERVER
The Web server based on two iterations of our algorithm is available free for academic use on the Internet at http://3dhit.bioinfo.pl/. Now we describe the server's structure for a sample query. We start the search for a query protein given by the PDB file containing at least the Ca atom coordinates. To improve the speed of the algorithm we make the initial clustering and hashing procedures. We use two databases of proteins structuressmaller for initial clustering of short fragments one can meet in proteins, and larger as the core structural database for searching. The clustering procedure is used to establish structural similarity classes of small protein fragments (seeds), and can be performed on the smaller representative database of protein structures. Then using those structural clusters we simplify the search for structural homologs of the query protein by the hashing procedure of the larger non-redundant subset of PDB database of template proteins. u First of all we prepare structural clusters of short protein fragments (seeds of 13 amino acids). This clusterization procedure is based on a representative set of 1507 proteins taken from the PDB database. Each cluster represents a group of possible short seeds of Ca protein chains, with the RMSD value for each pair of seeds in the cluster smaller than RMSD = 3.0 C. This clustering procedure is made only once and stored for future use during each search over the whole large non-redundant subset of PDB database for the query protein. The smaller database, of proteins used in the clustering is different from server's main database. This procedure only finds possible structural architectures of short fragments in proteins. It is independent of the chosen small database, providing it is large enough to ensure proper general statistic. For test purposes we make two cluster databases: one for 1024 proteins, and other for 1507 proteins. The resulting clusters are basically the same for both sets but differently populated. u In the hashing procedure we connect each cluster with a subset of seeds from all proteins taken form the large database of about 5 000 proteins. The hashing procedure is made only once after each update of the main server's database, and stored for use in each similarity search. Each short seed from a protein connected to a given cluster has the RMSD smaller than RMSD = 3.0 C with the mean cluster representative. u The query protein itself is divided into short seeds, and each seed is compared with the cluster database. For each cluster with RMSD distance between the seed and mean cluster representative less than RMSD = 3.0 C we make a search over all hashes of this cluster in the large database. u For each pair of seeds (from the query protein and hash seed from the large database) we compute the RMSD. If it is less than RMSD = 3.0 C and the amino acids in the center of both seeds are the same, we proceed with two iterations of the structural comparison algorithm. We take the pair of longer segments of 99 amino acids (or 199 in the second iteration) centered on these two seeds. One seed is taken from the query protein, the other from the template protein via the hash database. The method Vol. 51 Comparison of proteins based on segments structural similarityused in assigning a score for these two segments is explained in the previous section. The result of the structural comparison of these two segments is then stored in a table. u After searching over all hashes from the large protein database, all clusters from the smaller database of clusters, and all seeds from the query protein, we assign a score to each pair (template and query) of proteins. The overall score for the structural comparison of each template protein from the large database and the query protein is equal to the largest score of comparison of all pairs of segments (from the template and the query protein). The global alignment between these two proteins is also computed and stored in a table. It is built straightforward by concatenating fragmentary structural alignments of all segments from this template protein and the query protein. u The overall result of the search over the whole database for the query protein is the list of proteins taken from the large database, with the total score of comparison larger than DBCUT = 40 for one iteration of our method. This list is then sent by e-mail to the user of the server. The clustering procedure gives additional speed-up of processing of the whole database of 5 000 protein chains. It takes only up to 1 minute to search over all template proteins for one query protein. This allows us to propose on-line service available on the Web (Plewczynski et al., 2002) . As the result of searching the whole database of known proteins we print a list of template proteins with the structural similarity to the query protein above a given cut-off (DBCUT = 40 for the main score). The purpose of the similarity threshold is to distinguish between the similarity based on the evolutionary relationship, similarity by chance, or pure chemical similarity of some parts of protein chains. The result for each template and query protein pair is presented as a text field containing the following information: u template protein name; u the internal number of a hit with SCOP classification of the template protein; u template protein length; u main score for the comparison between the query and the template protein; u amino acid identity between the two proteins (in %); u global structural alignment for the query and template, with the start and end of the aligned parts of these proteins. Sign '-' indicate deletion, lowercase stands for insertion; u some additional data like the number of Ca atoms from the query protein close in space to the corresponding ones from the template protein within cut-off SEG-RMSD1 = 5.0 C score of first alignment align1 the same numbers for cut-off SEGRMSD2 = 3.0 C and second alignment align2. It should be stressed that best results are obtained for proteins longer than the chosen segment size (99/199 amino acids). Smaller proteins have ill-defined score for segment comparison because of the shorter length of possible alignment. We have not addressed this problem by, e.g. rescaling raw similarity scores. On the other hand, for two large proteins similarity of segments can generate a lot of alternative competing structural alignments, because the search space for alternative alignments grows rapidly with the size of proteins. To sort through such alternatives one has to somehow prepare scoring schemes which rapidly identify the best structure alignment. In our case the global alignment is done simply by concatenating the local alignments, summing up the local score if some parts of these alignments overlap. It is, however, important, and left to the next publication, to prepare proper weighting of scores with the length of compared proteins, especially in the case of those shorter than 99/199 168 D. Plewczynski and others 2004 residues. The same problem is the major difference between the LGscore and LGscore2 algorithms. We hope that such rescaling of scores will improve the results of our method.
DATABASE
An important part of our web server is the large database of template proteins, which provides implementation of our comparing algorithm for a wide audience over the Internet. For practical reason (time and computer resources limitations) we cannot take the whole PDB database. There is a considerable redundancy in the Protein Data Bank in terms of structure and sequence similarities. Numerous proteins in PDB represent the same structural or sequential family. Our aim is complete and economical use of this database. That is why in order to speed up the process of searching for close structural homologs we take only a specific subset of the whole PDB as the template database for our searching engine. We chose about 5 000 non-redundant proteins, which are collected from the PDB and clustered at a 90% identity level. This database is prepared by the PIECES server (http://www.fccc.edu/research/labs/dunbra ck/pieces/) and contains a subset of sequences (with full PDB representation) culled from the entire PDB according to structure quality and maximum mutual sequence identity. The database is updated weekly to incorporate fresh structures appearing in the PD.
RESULTS OF TESTS
The first test of our method is performed using one iteration structural similarity assignment on a test list of 97 proteins (including easy and hard targets). From this list we construct two sets of protein pairs. The first set consists of pairs of proteins which are similar to each other (according to the SCOP classification belonging to the same family). The second one is built from pairs that have a weaker similarity.
The overall result of this benchmark is equal to:
where N i is the number of false-positives, i.e. hits from the second subset of the test list that have a score above the computed score of j pair from the first subset. If N i = 0 we take 1 as the value of the fraction. B is approximately equal to the number of good hits (from the first subset) with score above the highest score for bad hits (from the second subset). The value of B for the LGscore2 method is 123.66, and the result for one iteration of our method is 120.31. The difference (2%) is negligible so both algorithms give the same results on the test list.
A comparison between our method and the LGscore2 algorithm is presented in Fig. 1 . Both methods have the same accuracy. The added value is almost 10 times faster execution in comparison with the much slower
LGscore2. The whole database search (comparison with about 5 000 proteins) takes only less than 1 minute on a standard PC.
The second benchmark was conducted for the two-iteration version of our method using our Web server. The 3D-Hit server was coupled to the ToolShop (Rychlewski, 2001 ) structure prediction and evaluation program. The program compares protein structure prediction servers using the structure similarity server DALI (Holm & Sander, 1994; as a reference. That is why we can directly compare the DALI server with the 3D-Hit server.
The evaluated set included 100 query proteins (easy and hard targets). The numbers of correct models generated by the DALI and 3D-Hit servers were very similar as evaluated by all model assessment methods. The final alignment quality was better in the case of the DALI server in comparison with our method. Vol. 51 Comparison of proteins based on segments structural similarity 169
In the case of distant structural cousins the results vary with the evaluation method used. 3D-Hit gets better ratings in all categories (especially in the specificity analysis) in the case of MaxSub (Siew et al., 2000) . Due to differences in the evaluation strategy, this picture changes in the case of the other two methods, Touch (Bujnicki et al., 2001) and LGscore (Cristobal et al., 2001) . Touch evaluates similarities in contact space, which is more similar to the idea of the DALI server.
LGscore focuses on closer structural similarity than 5 C distance between pairs of aligned residues. To conclude, the Web server based on our method is on average slightly less sensitive than the DALI server, nevertheless it represents an interesting complement to the currently available structure comparison programs (CE, Shindyalov & Bourne, 1998; VAST, Gibrat et al., 1996) . Inferring from the structure prediction field, a consensus approach based on a combination of various structure similarity search procedures would be probably more sensitive.
SUMMARY
The main advantage of our algorithm is its speed and accuracy in comparison with previous methods. Its speed is the result of the pre-filtering procedure (introduction of short seeds) and simplicity of the method (we compare segments of protein backbones). The accuracy is tuned by choosing the size of segments (99 or 199 residues), and adjusting distance cut-offs and gap penalties using a small representative subset of proteins structures.
The Web server based on the proposed method performs a 3D similarity search in the database of known structures using the atomic coordinates of a 3D protein model as input. The size of the database is practically unlimited because of the speed of the algo- The results are presented for a test set of 97 proteins. Diamonds represent scores for pairs of proteins that are similar in terms of SCOP classification index. Black circles represent scores for pairs of proteins from different subgroups of SCOP. Our method gives the overall result similar to LGscore2. Protein pairs that have no segments which are able to pass our filters (structural similarity score 0) are not shown.
rithm. For practical reasons we use a representative set of about 5 000 proteins from PDB database. The complete search of the database takes about 1 minute on a standard PC (2 GHz) computer. It is possible to use this server as an on-line resource. The method is useful also for analyzing similarity of proteins in a structural context, for defining structurally meaningful patterns or segments, and in general for studying protein evolution folding and design. Our clustering procedure can be useful for searching basic structural blocks of proteins (like I-sites protein motifs library, Bystroff & Baker, 1998 ; BLOCKs server by de Brevern et al., 2000;  or generalized secondary structure elements).
The main reason for developing structural classifications of proteins is to maximize the information return from experimental structure determination. If we know the structure of a query protein we are able to list all its structurally homologous proteins. That information provides an insight into the unknown function and role of the protein in the living organism. It is also very useful for evolutionary unification of protein families and analysis of folding principles. In molecular modeling it is important to compare sequences at functionally important sites, not whole proteins. That is why choosing only part of a protein for a detailed analysis, as in our method, seems to be the right choice giving proper accuracy and fast processing of the whole database of proteins.
Future developments of our method can cover also automatic search of functional evidence of plausible evolutionary relationships, based on structural and sequential similarity of proteins. The structural information linked to sequential data and associated functions, can be a rich source of biologically interesting observations. Strong structural similarity despite low overall sequence similarity is a hint of possible distant evolutionary relationship. These relations are undetectable using only sequential information, so those proteins can have unsuspected functional properties. These similarities define also the conserved structural core of protein families, which is a critical information in identifying distant homologs by fold recognition techniques. This direction of research is very promising because of great impact on the drug industry.
It is also worth to point out that the clustering procedure is alone a very interesting part of this research. In many applications it is useful to work with discrete classification. To provide such disjoint clustering one can use all-on-all structure comparison to derive interesting results. For example one can prepare a fold tree of proteins (dendrogram type). In that case one needs to use an average linkage procedure and hierarchical clustering. The basic structural motifs of our long segments are then defined by cutting the fold tree at a chosen cutoff to ensure that similar proteins share the same cluster.
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