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1. INTRODUCCIÓN
El desarrollo de gramáticas computacio-
nales con diferentes fines y aplicaciones es
un campo muy activo de trabajo en la actua-
lidad, tanto desde el punto de vista de la in-
vestigación lingüística como desde el ámbito
de las aplicaciones comerciales. Algunas de
las tareas para las que se han utilizado tradi-
cionalmente las gramáticas computacionales
han sido el análisis sintáctico, la traducción
automática y la generación del lenguaje natu-
ral (GLN). Esta última puede definirse como
aquella área de la Lingüística Computacional
que se ocupa de la construcción de sistemas
informáticos capaces de producir textos a
partir de una representación no-lingüística de
la información. Una definición más concisa
de este campo la ofreció uno de sus más im-
portantes investigadores, D. McDonald
(1992), quien la definió como «el proceso de
construcción de textos con el fin de satisfacer
propósitos comunicativos». Entre las motiva-
ciones más importantes para la generación
destaca principalmente una de carácter teó-
rico, como es la creación de modelos psico-
lingüísticos de producción del lenguaje, y
otra de carácter práctico, y que constituye
uno de los principales objetivos para su desa-
rrollo, es decir, la construcción de sistemas
informáticos que produzcan textos coheren-
tes en una o más lenguas. Así, en la actuali-
dad existen sistemas que generan automáti-
camente informes meteorológicos (Kittredge
et al, 1986), cartas en respuesta a peticiones
de clientes (Springer et al, 1991; Coch et al,
1995), programas para la producción de do-
cumentación técnica (Reiter et al, 1995; Rös-
ner y Stede, 1994), textos conteniendo ins-
trucciones (Not y Stock, 1994; Lavid 1995,
1996; Paris et al, 1995), información y edu-
cación sanitaria del paciente (Cawsey et al,
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1995; DiMarco et al, 1995), informes médi-
cos (Li et al, 1986), e interfaces de lenguaje
natural a bases de datos, entre otros.
En general, aunque la mayoría de las aplica-
ciones prácticas de la GLN se ha centrado en el
monólogo, el ámbito de aplicaciones se ha am-
pliado también al diálogo, siendo actualmente
un componente importante en sistemas tutoria-
les para la enseñanza asistida por ordenador, sis-
temas de ayuda o de explicación de sistemas ex-
pertos, o en sistemas de información y reserva
de viajes, entre otros (Lavid, en prensa)1.
A pesar de esta variedad de aplicaciones
de la GLN, su potencial como herramienta pe-
dagógica está aún por explotar, existiendo en
la actualidad algunas propuestas en esta direc-
ción (véase Zamorano, 2002).
Este trabajo describe una experiencia pi-
loto de integración en el aula virtual de un sis-
tema computacional de desarrollo de gramáti-
cas para la generación automática (Komet
Penman Multilingual, KPML), típicamente
utilizado para la investigación, como base
para la exploración dinámica de la gramática
inglesa. La experiencia se desarrolló como
parte de las actividades didácticas de la asig-
natura de Lingüística Computacional, optativa
de segundo ciclo dentro del plan de estudios
de Filología Inglesa, y fue programada como
parte de las tareas de virtualización de dicha
asignatura dentro de un proyecto de innova-
ción docente de la Universidad Complutense
(véase la sección de agradecimientos).
El trabajo se estructura como sigue: en la
sección 2 se ofrece una descripción general
de los sistemas de generación basados en ras-
gos, y se justifica la elección del generador
KPML para la presente experiencia didác-
tica. La sección 3 explica cómo se planificó
la experiencia y el procedimiento para su im-
plementación en el aula virtual. La sección 4
presenta los resultados de la actividad reali-
zada con los alumnos comentando los puntos
más destacables desde el punto de vista di-
dáctico. Finalmente la sección 5 resume los
puntos más destacables del trabajo y presenta
unas conclusiones preliminares.
2. KPML Y LOS SISTEMAS BASADOS
EN RASGOS
Los diferentes sistemas de generación
existentes utilizan diversos métodos de gene-
ración, caracterizados por su menor o mayor
grado de sofisticación: desde el método más
simple basado en la técnica del texto enlatado
hasta la generación basada en rasgos (feature-
based systems). En estos sistemas cada rasgo
representa una alternativa posible de expre-
sión: por ejemplo, la oración que deseamos
generar puede ser positiva o negativa, impera-
tiva o indicativa, en tiempo presente o pasado.
Según este método cada expresión lingüística
puede caracterizarse por un conjunto de ras-
gos. Si deseamos generar una oración especí-
fica, el sistema recopilará los rasgos apropia-
dos correspondientes a dicha oración hasta
que esté completamente determinada.
La ventaja de la generación basada en ras-
gos radica en la simplicidad y elegancia en su
concepción. El problema principal está en la di-
ficultad de mantener interrelaciones de rasgos y
control de su selección. Entre los sistemas más
avanzados que utilizan este método destacan el
sistema PENMAN (Mann, 1983) y su sucesor
KPML (Bateman y Matthiessen, 1991; Bate-
man, 1997), COMMUNAL (Fawcett, 1990),
FUF/Surge (Elhadad y Robin, 1997), y POPEL
(Reiter, 1990). Mientras los tres primeros utili-
zan gramáticas sistémicas para el proceso de
realización lingüística, los dos segundos uti-
lizan gramáticas de unificación.
Para la experiencia docente que se des-
cribe en este trabajo se escogió el sistema
KPML (Komet Penman Multilingual) por
las siguientes razones:
1. El sistema forma parte de un entorno de
desarrollo de gramáticas que lo hacen
especialmente interesante para la explo-
ración dinámica de los aspectos funcio-
nales de la lengua. 
2. Está equipado con herramientas gráfi-
cas que permiten estudiar diferentes re-
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1 Véase el capítulo 4 de Lavid (2005) para un desa-
rrollo detallado de los diferentes componentes y procesos
de generación así como los métodos principales.
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giones de la gramática o de la estruc-
tura de la oración generada. 
3. Contiene no sólo una gramática compu-
tacional de la lengua inglesa (Nigel), de-
sarrollada en el proyecto Pen-
man y basada en el modelo
sistémico-funcional de Halli-
day (Mann y Matthiessen,
1985), siendo posible obtener
también gramáticas completas
o parcialmente desarrolladas
para otras lenguas tales como el
alemán, el holandés, el búlgaro
y el español, algunas de ellas en
proceso de construcción (véase
Lavid et al, 2002; Lavid, 2003).
A continuación se describe la ac-
tividad realizada destacando, en pri-
mer lugar, la planificación y, en se-
gundo lugar, los resultados de la
actividad de generación conjunta con
los alumnos.
3. PLANIFICACIÓN DE LA ACTIVIDAD
3.1. ASPECTOS PRELIMINARES
El propósito de la actividad planificada en
el Campus Virtual fue ofrecer a los estudian-
tes la oportunidad de estudiar y observar la
lengua en su aspecto dinámico, permitiéndo-
les interactuar de manera directa con la gramá-
tica de la lengua. La actividad fue integrada en
la clase de la asignatura de Lingüística Compu-
tacional (lengua inglesa) como puesta en prác-
tica de diversos aspectos teóricos sobre compo-
nentes y métodos de generación automática, así
como de gramáticas funcionales adaptadas para
la generación.
3.2. PROCEDIMIENTO
El procedimiento fue el siguiente: en pri-
mer lugar se hizo a los estudiantes una de-
mostración en la que se mostraron los compo-
nentes fundamentales de KPML (las partes de
una gramática computacional, los datos de en-
trada para la generación, etc.) y cómo estos
componentes se relacionan entre sí durante el
proceso de generación. La figura 1 ilustra los
principales componentes de este sistema:
Esta demostración finalizó con la creación
de manera conjunta con los alumnos del for-
malismo necesario para la generación de una
oración simple que sirviera de ejemplo. Di-
chos formalismos reciben el nombre de SPL.
La figura 2 ilustra un ejemplo de SPL para la
oración The dog swam across the river.
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Figura 1. Componentes internos del sistema KPML.










(dog / dog :determiner the)
:nonparallel-extent
(nin / empty :lex river
determiner the)
:LEX swim
:tense past      )
:SET-NAME examples   )
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Dicho SPL, al ser introducido como da-
tos de entrada en el generador y cruzarse
con los recursos lingüísticos de la lengua
inglesa, da lugar a la oración deseada. La fi-
gura 3 muestra el resultado generado por el
programa, indicando mediante un diagrama
de árbol la estructura de la oración:
La actividad de los alumnos se centró en la
creación de formalismos de SPL para la genera-
ción de diez oraciones con el sistema KPML. La
razón fundamental para concentrarse en esta ac-
tividad fue que cada SPL constituye de hecho un
análisis de tipo funcional de la oración que se
pretende generar. Así, a la hora de diseñar un
SPL los alumnos deben llevar a cabo un análisis
preliminar de los rasgos semánticos funcionales
de la oración que se pretende generar, tales como
el tipo de proceso que representa la oración, los
participantes involucrados en dicho proceso, las
circunstancias asociadas, etc. Dicho análisis,
además, está basado en los principos de la gra-
mática funcional, teoría con la que los alumnos
están bastante familiarizados por estar presente
en un buen número de las asignaturas que oferta
nuestro Departamento de Filología Inglesa.
A pesar del conocimiento lingüístico que
poseen la mayoría de los participantes en el
curso, fue necesaria la creación de un tutorial en
línea en el que se explicaron los comandos ne-
cesarios para especificar los rasgos semántico-
funcionales en los SPL objeto del ejercicio. Di-
cho tutorial se integró como parte de la unidad
3 del curso virtual de la asignatura de Lingüís-
tica Computacional, de forma que los alumnos
pudieran consultarlo en línea y formular dudas
y preguntas a los docentes mediante las herra-
mientas de comunicaciones que ofrece la plata-
forma WebCT del Campus Virtual UCM.
Además, el tutorial en línea se dividió en
diferentes secciones para facilitar la consulta
por parte de los alumnos. La figura 4 muestra
la sección introductoria de dicho tutorial en el
que se definen los conceptos esenciales para la
creación de formalismos SPL y los comandos
principales para la generación de oraciones.
Las principales secciones del tutorial son: la
sección introductoria, la sección que explica las
propiedades de las oraciones, y tres secciones
explicativas de los principales tipos de proce-
sos, participantes y circunstancias asociadas. La
figura 5 ofrece una vista parcial de la sección
explicativa de las propiedades oracionales:
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Figura 4. Sección introductoria del tutorial en línea.
Figura 5. Sección explicativa de las propiedades
oracionales.
Figura 3. Estructura de la oración generada
automáticamente The dog swam across the river.
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Por su parte, la figura 6 muestra la sección
explicativa de los tipos de procesos necesarios
para generar diferentes tipos de oraciones.
Además se creó un archivo con los ejerci-
cios de generación de oraciones que tenían
que preparar los alumnos, tal y como muestra
la figura 7:
El archivo de ejercicios consistió en una
lista de oraciones para las cuales debían diseñar
los formalismos SPL correspondientes. Como
ya se ha señalado anteriormente, la tarea de di-
señar el SPL para la generación de una oración
determinada equivale de hecho a realizar un
análisis de dicha oración. Además, para mayor
comodidad de los estudiantes, se les propor-
cionó un archivo con diez SPL —uno por cada
oración que debían generar— con el fin de que
los alumnos sólo tuvieran que editar las partes
relevantes para la actividad (tipo de proceso,
participantes, etc.), y evitar así en lo posible los
errores debidos a factores más relacionados con
la computación.
4. DESCRIPCIÓN DE RESULTADOS
Después de dos semanas de trabajo en
grupo con ayuda del material suministrado,
los alumnos trajeron a clase sus formalismos
SPL almacenados en un único archivo. Dicho
archivo fue cargado en el sistema KPML con
el propósito de generar a partir de las especi-
ficaciones que contenía y observar el resul-
tado obtenido por los distintos grupos para
cada oración de la lista.
Durante la sesión presencial se realizó una
actividad de aprendizaje cooperativo comen-
tando las generaciones resultantes con los estu-
diantes. En los casos en que dichas generacio-
nes fueron las correctas, no fue necesario, por lo
general, ningún trabajo o comentario adicional.
Pero los casos más interesantes desde un punto
de vista pedagógico fueron aquellos en los que
la generación obtenida resultó incorrecta.
En ocasiones el problema se debió a meras
causas técnicas: los alumnos, a pesar de las
precauciones tomadas en este sentido, habían
escrito de manera incorrecta un comando o
habían hecho un uso erróneo de los símbolos
propios del formalismo, en especial los parén-
tesis, los espacios o los dos puntos. Estos ca-
sos fueron resueltos en clase con la ayuda del
profesor sin más comentario.
En otras ocasiones, sin embargo, el error en
la generación era consecuencia directa de un
análisis incorrecto por parte del alumno de la
oración a generar. Fue entonces cuando el con-
traste entre la forma obtenida y la forma de-
seada resultó especialmente útil para explicar a
los estudiantes cuál era el origen del error. En-
tre los errores más comunes que creemos con-
tribuyeron a mejorar el conocimiento de los
fundamentos de análisis lingüístico por parte de
los estudiantes destacamos los siguientes:
a) Un agrupamiento equivocado de los
constituyentes a la hora de diseñar el
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Figura 6. Sección explicativa de los tipos
de procesos.
Figura 7. Archivo de ejercicios.
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SPL de la oración a generar. Por ejem-
plo, cuando los alumnos intentaron obte-
ner la frase The weather in Madrid is
sunny, algunos se encontraron con el re-
sultado The weather is sunny in Madrid.
Al examinar la estructura resultante de la
oración generada con KPML fue fácil
hacer comprender a los alumnos que en
la oración objetivo el constituyente in
Madrid dependía del participante The
weather, y no del conjunto de la oración,
como habían hecho en su SPL los alum-
nos que obtuvieron una generación fa-
llida. Las figuras 8 y 9 muestran los dis-
tintos SPL diseñados por los alumnos,
donde se aprecia la diferente posición
que dieron al constituyente in Madrid
dentro de la oración.
Y en las figuras 10 y 11 se observa la di-
ferente estructura que genera KPML a
partir de ambos SPL.
b) Una especificación poco precisa acerca
del tipo de proceso que aparecía en la
oración o las características semánticas
de alguno de los participantes. Por
ejemplo, algunos alumnos clasificaron
el proceso en Mary forgot the names
como mental. Esta clasificación es
acertada, desde luego, pero a la hora de
generar, el programa requería una in-
formación más específica. Más concre-
tamente, necesitaba saber qué tipo de
proceso mental contenía la oración ob-
jetivo. Como consecuencia de esto, el
proceso de generación era interrum-
pido y el generador ofrecía un menú a
los estudiantes con las tres opciones
posibles, dentro del marco de la gramá-
tica sistémico funcional, para un pro-
ceso mental: proceso de reacción, cog-
nitivo o de percepción. El que los
alumnos decidiesen correctamente en-
tre estas tres opciones conduciría lógi-
camente a una generación correcta o
incorrecta. Este hecho resultó de inte-
rés pedagógico por dos razones; en pri-
mer lugar reforzaba los conocimientos
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Figura 11. Estructura de The weather is sunny
in Madrid.
:LOGICALFORM 
(x / property-ascription 
:domain (p1 / weather :determiner the) 
:range (p2 / sunny)
:three-d-location (p3 / madrid)
) 
Figura 8. SPL que genera la oración The weather
is sunny in Madrid.
:LOGICALFORM 
(x / property-ascription 
:domain (p1 / weather :determiner the
:three-d-location (p3 / madrid)
) 
:range (p2 / sunny)
) 
Figura 9. SPL que genera la oración The weather
in Madrid is sunny.
Figura 10. Estructura de The weather in Madrid
is sunny.
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teóricos de los alumnos acerca de la
clasificación de los diferentes tipos de
proceso según el modelo sistémico fun-
cional, tratado en un buen número de
las asignaturas de la carrera. En se-
gundo lugar ofrecía a los estudiantes la
oportunidad de involucrarse de manera
directa y activa en el proceso de selec-
ción de rasgos de la gramática y la ge-
neración de un resultado. Esto supuso
claramente un elemento adicional de
motivación ausente en las clases en las
que se practica el modo tradicional de
análisis gramátical, en el que los alum-
nos tienen un papel mucho más pasivo.
La figura 12 muestra el menú que el
programa presentaba a los estudiantes.
c) Una especificación incorrecta de los par-
ticipantes en relación con el tipo de pro-
ceso de la oración. Así, un grupo de
alumnos definió el proceso en la oración
He told the truth como verbal, lo cual es
correcto. Sin embargo, definieron el par-
ticipante the truth como actee, cuando
este tipo de participante sólo se da en
procesos materiales. La consecuencia es
que el programa ignoraba dicho partici-
pante por ser inesperado en un proceso
de tipo verbal, siendo el resultado gene-
rado He told. La generación correcta se
obtuvo al reemplazar el término actee
por saying, participante este último que
sí va normalmente asociado a los proce-
sos verbales.
d) Debido a las características de las gra-
máticas de generación, es posible obte-
ner el resultado deseado a partir de más
de una especificación semántica. Dicho
de otro modo, se puede dar lugar a una
oración que formalmente es idéntica a
la que se desea generar siguiendo dis-
tintos senderos en la gramática. A lo
largo de nuestro experimento esto su-
cedió en varias ocasiones, aunque aquí
comentaremos el caso de la oración
There was a problem with the compu-
ter. Aquí el participante computer po-
día ser especificado como un circuns-
tancial de compañía o de instrumento.
En ambos casos el SPL correspon-
diente generaba la oración deseada, al
menos desde un punto de vista formal.
No obstante, la utilización de distinta
especificación semántica por parte de
los alumnos llevó a un debate sobre
qué opción era la más correcta desde el
punto de vista semántico.
e) Finalmente se dieron casos de errores
por omisión que el alumno reconocía
inmediatamente. En el caso de KPML,
además, estos errores tenían conse-
cuencias evidentes en el resultado ge-
nerado, lo cual les movía inmediata-
mente a rectificar su análisis. Ejemplos
de tales errores son olvidar que un sus-
tantivo está en plural y no singular, que
una oración está en tiempo pasado o
polaridad negativa, o bien que un parti-
cipante determinado es la persona a la
que dirigimos el mensaje y no cual-
quier individuo en tercera persona.
Esto constituye otro ejemplo de cómo
el hecho de que el análisis oracional
creado por el alumno dé lugar a un re-
sultado tangible fomenta la reflexión
sobre la lengua y permite a los alumnos
detectar errores que son sólo producto
del descuido, la falta de atención o in-
terés.
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Figura 12. Menú de elección en el sistema
de tipo de proceso mental.
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5. RESUMEN Y CONCLUSIONES
La experiencia de integración de un gene-
rador automático, típicamente utilizado con
fines investigadores o de desarrollo por diferen-
tes grupos en Europa, como base para la ense-
ñanza de la gramática funcional de la lengua
en el aula virtual abre una serie de perspecti-
vas innovadoras en el ámbito docente que no
habían sido exploradas hasta el momento en
nuestra Universidad.
Los beneficios de esta experiencia pueden
resumirse en los siguientes puntos:
1. La creación de un tutorial en línea, dis-
tribuido en diferentes secciones como
parte de una de las unidades del curso
virtual de la asignatura de Lingüística
Computacional permitió a los alumnos
consultar la información necesaria para
complementar las explicaciones y la
demostración que se realizó durante las
sesiones presenciales.
2. La creación de un archivo de ejercicios
dirigidos a la exploración del funciona-
miento de un generador automático, y
disponible en línea en todo momento es-
timuló el aprendizaje activo y participa-
tivo de los estudiantes.
3. La integración de un generador auto-
mático como parte de la experiencia
de aprendizaje ha supuesto un cambio
muy significativo en la percepción de
los aspectos funcionales de la lengua,
como un mecanismo dinámico, más
que como un conjunto estático de re-
glas.
4. El hecho de que los análisis oracionales
de los alumnos sean probados mediante
un programa informático supone un es-
tímulo adicional, ya que el alumno re-
cibe como premio una coincidencia
plena entre la oración deseada y la ge-
nerada por el programa.
5. Asimismo, las generaciones incorrec-
tas llaman la atención del alumno so-
bre los detalles del análisis oracional y
hacen evidente las diferencias a nivel
estructural entre distintas oraciones de
la lengua.
6. La corrección conjunta en clase de los
ejercicios de generación estimuló los as-
pectos cooperativos y sociales que
caracterizan el aprendizaje de calidad,
aumentando el grado de implicación de
los estudiantes en su propio aprendi-
zaje, y agudizando su capacidad de
análisis (véase Lavid, 2004).
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