(1)
fa:H k (X;Q)->H k (X;Q).
The number (it turns out to be an integer) (2) L(f) = E (-1)* Trace/*, k is called the Lefschetz number of ƒ. Then a sufficient condition for ƒ to have at least one fixed point is that L(f)-^0. In short,
L(f) T* 0 =»ƒ(*) = x for some x G X.
The converse statement for (3) is manifestly false. All one needs to look at is a polyhedron X of Euler characteristic 0 and let ƒ denote the identity map. However, if we alter (3) slightly, making use of the fact that L(f) depends only upon the homotopy class of/, the converse statement becomes more interesting (as we shall see). For this reason we formulate the Lefschetz Fixed Point Theorem as follows:
THEOREM. Let f IX-^X denote a self-map of a finite polyhedron X. If L(f) 5^0, then every map homotopic to f has a fixed point.
Another useful tool is the local form of 2.1, commonly referred to as local index theory (L(f) may be thought of as a "global index"). It has a long history dating back to Hopf [26] , and developed further by Leray [38] , Felix Browder [ó] , [7] , O'Neill [44] , Bourgin [3] and Deleanu [13] . Axiomatically, the theory (following [ó]) goes as follows.
DEFINITION. Let 6 denote a category of spaces and maps and let A(<2,) denote the set of pairs (ƒ, U), where f:X->X is a map in 6 and U is an open subset of X such that ƒ has no fixed points on the boundary of V. Then a local index theory on G is a function i:A((5) ->Q subject to the following conditions:
Al (LOCALIZATION) . If (ƒ, U) and (g, U) belong to A(e) and /=gonZ7, then i(f y ü)=i (g, U) .
A2 (HOMOTOPY). If ft is a homotopy such that (ƒ*, U)E.A(e) for each /, O^Jgl, then i(f 0 , U)=i(f h U).
A3 (ADDITIVE) . If (ƒ, 17) £-4(6) and Ucontains mutually disjoint open subsets Fy, j = l, • • • , k, such that ƒ has no fixed points in tf-UÎ-i y h then i(f,V) = ÈtttPy).
In particular, if ƒ has no fixed points in U, i(/, U) =0. A4 (NORMALIZATION) . If f:X->X belongs to 6, then t(/, X) = £(ƒ).
AS (COMMUTATIVE) . If the maps/:X->F, g: Y-+X belong to e and (gf, U)£4(e), then i(gf, Ü) -*(fo r l (£0).
Note that A4 requires that L(f) be defined for maps f:X-+X in the category 6. Thus, underlying the axiomatic approach is a homology theory (with rational coefficients) H such that H(X) is finitely generated for each ZGC. In practice, Cech homology or singular homol-[January ogy theory are employed. Also, the existence of a local index theory on 6 implies the validity of the Lefschetz Theorem 2.1 for a map flX-+X in (6).
The existence and uniqueness of a local index in the categories of finite polyhedra and ANR's (compact metric) is accomplished in various ways in [3] , [6] , [13] , [38] , [44] . Actually, once the existence and uniqueness of a local index for the category of finite polyhedra and maps is established it is a simple matter to extend the result to the category of ANR's using the fact that for any €>0, an ANR is e-dominated by a finite polyhedron. A more recent development of index theory for finite dimensional ANR's is given in [14] . An excellent general reference is a forthcoming book by R. F. Brown [9] . In the case of ANR's, i takes on only integer values.
The question as to the range of validity of Theorem 2.1 is a natural one and, as already indicated, Theorem 2.1 remains valid for selfmaps of ANR's (Lefschetz [36] ). Lefschetz also proved 2.1 for a class of spaces called quasi-complexes [32] . While there are certainly quasicomplexes which are not ANR's [15] , there remains the question whether every ANR is a quasi-complex. Of course, this question could be bypassed by showing that Theorem 2.1 is indeed valid for a class of spaces which contains both the class of compact ANR's and the Lefschetz quasi-complexes. More about this in a moment.
Simultaneously, there is also the question of finding a category 6 which properly contains the ANR's and also admits a local index theory. By altering Lefschetz's definition of a quasi-complex in significant ways, F. Browder [ó] arrived at the concept of a semicomplex, or, more precisely, the concept of a semicomplex structure on a compact space X. Associated with this concept is the notion of when a map f:X->Y is a semicomplex map, where X and Y have specified semicomplex structures. If we call a category 6 of compact spaces and mappings admissible if each ZG6 has a specified semicomplex structure such that all the maps in G become semicomplex maps, Browder showed in [ó] that every admissible category 6 admits a local index theory. In addition, the Lefschetz Theorem 2.1 is valid for any space admitting a semicomplex structure. Since the category of compact metric HLC* spaces [32] and all maps is an admissible category and also contains the category of ANR's, this provided a satisfactory solution to the question which opened this paragraph [32] . However, there were still some loose ends. For example, the existence of a semicomplex structure on X implies that X is locally connected. This allows the existence of quasi-complexes which are not semicomplexes. On the other hand, the problem of whether a semii97o] complex is a quasi-complex brings us back to the question of whether an ANR is a quasi-complex. This left the relationship between quasicomplexes and semicomplexes rather cloudy. This problem, and others, was taken up by R. B. Thompson [46] , and he succeeded in clarifying the situation. After modifying slightly Browder's definition of semicomplex (without jeopardizing Browder's results) he discovered the notion of what he called a weak semicomplex structure on a compact space (briefly, a weak semicomplex). As the terminology suggests, the concept drops some of the assumptions in the definition of a semicomplex. He then verified that the concept was strong enough to admit the validity of the Lefschetz Theorem (2.1). In addition, he proved that every quasi-complex was, in fact, a weak semicomplex and he gave necessary and sufficient conditions for a weak semicomplex to be a quasi-complex. Thus, he obtained a class of spaces wherein the Lefschetz Fixed Point Theorem was valid and at the same time contained both the quasi-complexes of Lefschetz and the semicomplexes of Browder. In summary, the category of weak semicomplexes of Thompson is appropriate for the global index, while Browder's semicomplexes appear to be the right setting for the local theory.
We might also mention that Thompson [46], [48] has shown that the category of weak semicomplexes is closed under products, suspensions, and retractions. Corresponding results also hold for semicomplexes.
3. Nielsen classes and results of the Wecken type. When X is a reasonable space, say an ANR (compact metric), the set <£(ƒ) of fixed points of ƒ : X-*X admits an equivalence relation which partitions <£(ƒ) into a finite number of subsets called the Nielsen classes of ƒ [43] , [50] . The relation is as follows. If x 0 and X\ belong to *(ƒ), set XQ^XI if there is a path 7 from x 0 to X\ such that 7 is homotopic (with ends fixed) to ƒ (7). Notice that if ƒ is the identity map or if X is simply connected there is only one Nielsen class (assuming One obvious sufficient condition for L(f) = 0 to imply N(f) = 0 is to require X to be simply connected. A more interesting condition is due to Jiang [28] who associates with each/: X-^X a subgroup J(f) of the fundamental group wi(X) as follows. Choose a base point XQÇZX and let e: Map(X, X)-*X denote the evaluation map at x 0 . Using ƒ as the base point in Map(X, X) } e induces (2) e#: 7n(Map(X, *),ƒ)-> n(X 9 ƒ(*")) the image of e# is called the Jiang subgroup J(f) of/. It is independent of the base point (assuming X is 0-connected) and depends only on the homotopy class of/. Alternatively, J (J) is the subgroup of Ti(X) generated by cyclic homotopies based at ƒ.
Actually Theorem 3.1 is a corollary of a more general result that states that if J(f)~TTi{X) y then all the Nielsen classes of ƒ have the same index. Since it is a tedious procedure to verify the Jiang condition for a given map ƒ it should be remarked that if we let
Thus, the condition J(X)=TTI(X) is sufficient for the validity of Theorem 3.1 for all maps/. In addition to the trivial observation that J(X) =in(X) when X is simply connected, it should be noted that J(X)=wi (X) wherever X is an iJ-space [28] .
In the light of Theorem 3.1, it is natural to study N(f) under the assumption that L(/)T^0. Results on estimating N(f) under the hypothesis, as well as related results have been obtained by Jiang [28] , Barnier [l], Gottlieb [22] , and Brooks and Brown [4] .
We now turn to the problem of determining when the Nielsen number N(f) is the best possible lower bound on the number of fixed points that a map homotopic to ƒ can have. The next theorem is just an observation, but it is the key to the converse of the Lefschetz Fixed Point Theorem 2.1.
THEOREM. Let X be a Wecken space satisfying the Jiang condition J(X) =TTI(X). Iff: X-^>X has L(f) = 0, ƒ is homotopic to a map g which is fixed point free.
We may now state the Lefschetz Theorem 2.1 along with its converse.
THEOREM. Let ƒ: X-+X denote a self-map of a Wecken space satisfying the Jiang condition J(X) =wi(X). Then L(f)^0 if, and only if y every map homotopic tof has a fixed point.
Notice that the previously mentioned examples of D. McCord [41 ] show that the Jiang condition cannot be dropped in 3.6.
A representative corollary of Theorem 3.5 (using R. 
The proof of Theorem 3.8 is based on an obstruction theory argument. Corollary 3.7 follows by letting X = M, ƒ' = identity, and observing that L(f, id) = £(ƒ)/*, where fx is a generator of H n (M, Z). As a special case of deforming a map/: X->X to obtain a new map g which is fixed point free we have the problem of deforming the identity map to a fixed point free map. Clearly, a necessary condition is that xPO =L(id) =0, where x = Euler characteristic. For compact differentiable manifolds, this is just the classical problem of finding nonzero vector fields, and x = 0 is the classical necessary and sufficient condition given by Hopf [27] .
The concept of nonzero vector field has its analogue in a topological manifold M using Nash's tangent space of paths [42] , Briefly, a nonzero path field is a map a : M->M l such that cr(x) is a path which starts at x and never returns to x. Obviously, if such a map <r exists, then <r(l) is a fixed point free map homotopic to identity. R. F. Brown [8] proved that x(^) = : 0 is necessary and sufficient for the existence of a nonzero path field on M and the result was extended to topological manifolds with boundary in [ll]. It is interesting to note that in the case of differentiable manifold a nonzero vector field implies the existence of a nonzero path field cr such that a(x) is a simple path (no self-intersections) for each x. It is not known whether there is a corresponding result for topological manifolds.
Recall that in the case of the identity map id: X-»X there is only one Nielson class. Thus if xC^Q =£(id) =0 and X is Wecken space, e.g., a polyhedron of dimension ^3 with ôSta; connected for any vertex v, then, since iV(id)=0, there is always a map /~id, with ƒ fixed point free. It is easy to show that a finite polyhedron X satisfies the hypotheses in Theorem 3.10 if, and only if, no finite subset of X separates X.
3.11. COROLLARY. If X is a finite polyhedron such that no finite subset of X separates X, then X admits a fixed point free map homotopic to the identity if, and only if, x(X) = 0.
A polyhedron X satisfying the hypotheses of Theorem 3.10 need not be a Wecken space. On the other hand it is a simple matter to show a polyhedron satisfying the hypotheses of Shi's Theorem 3.4 cannot be separated by a finite subset. In this sense, Corollary 3.11 is stronger than Theorem 3.9.
The fixed point property.
A space X has the fixed point property (f .p.p.) if every map ƒ : X->X has a fixed point. We will assume throughout this section that X is no more general than a connected compact metric ANR. The results of the previous section immediately imply the following theorems: The usual method for showing that a space X has f.p.p. is to show that L(f) 5*0 for every map/. If X satisfies the Shi condition (namely, X is a polyhedron of dimension ^ 3 and 3Sü> is connected for every vertex v) and is also simply connected, then Theorem 4.2 says that any other method is equivalent to this method.
There are times when it is convenient to use fields as coefficients other than the rationals Q. If A is any field and ƒ : X-+X, we have induced homomorphisms ƒ*&: H*(X; A)->Hk(X; A) and the Lefschetz number over A is defined, just as in the rational case, by Since n is even, £(ƒ, Z%) -\ for 6 = 0, 1. Incidentally, this argument works just as well for real projective space RP n and quaternionic projective space HP n , n even. Now consider the suspension SCP n for n even. W has f.p.p. for n even. A few years ago I was struck by the fact that for all the examples of polyhedra that I knew had f.p.p., it sufficed to argue using Z 2 coefficients, i.e. one showed that L(f, Z 2 ) = 1 for every self-map ƒ. This observation led to the following question. QUESTION A. Does there exist a polyhedron X with f.p.p. which admits a self-map ƒ such that L(f) is an even integer?
We propose now to investigate what the implications of an affirmative answer to Question A are, adding the assumption that X is also simply connected.
We will consider the'following category 3\ The objects of SF are based maps ƒ : (X, XQ)->(JST, X 0 ) where X is a compact, simply connected, triangulable space with f.p.p. A morphism in (F, say <f> :ƒ->ƒ', is a map where 
L(fVg) = L(f) + L(g).

Furthermore, if ƒ and g are equivalent in 9r, L(f)~L(g).
This means that Z induces a homomorphism [January Thus Hypothesis B implies the existence of a simply connected counterexample X to Theorem 4.2. It is easy to see that X (assuming dim X è 3) must be a nontrivial wedge of two subpolyhedra.
The following simple lemma implies additional interesting consequences of Hypothesis B.
LEMMA. Given maps ƒ: X-*X, g: Y-+Y we have
A-smash product, and o -join. 4 .
COROLLARY. Hypothesis B implies that for each of the following constructions C, there exists a simply connected polyhedron X with f .p.p. such that C(X) admits a self-map f with L(f)
= 0: (a) C(X)=XXI, (b) C(X)~XXX, (c) C(X)=SX, (d) C{X)=XAX,
LEMMA. If X is a simply connected polyhedron (dim X*z2), then for each of the constructions C in Corollary 4.6, C(X) is simply connected and satisfies the Shi condition (dim C(X) à 3 and in some triangulation of C(X), dStfl is connected for every vertex v). The smash product requires taking as base point (XQ
A simple computation shows that x(X)=8. Using the cohomology ring of -X", he was able to show that L(f) 5*0 for every self-map ƒ of X so that X has f.p.p. This example gives more than required in Hypothesis B since the identity map id: X-+X does the job. REMARK. Outside of the ANR category, R. H. Bing [2] has constructed an example of a one dimensional continuum C with f.p.p. such that adding a 2-cell along a 1-cell destroys f.p.p.
After the publication of Lopez's example, G. Bredon supplied another, namely quaternionic projective 3-space, HP Z which has Euler characteristic 4. This was surprising since the corresponding real and complex projective spaces do not have f.p.p. Making simple use of the Steenrod algebra <3t(3), Bredon showed that HP Z does not admit a self-map ƒ such that /*(a) = -a where a£iï 4 (HP 3 ) is a generator. Since We may summarize by stating that in the category of simply connected polyhedra, the f.p.p. behaves badly with regard to geometric constructions except for the wedge operation. This naturally leads us to study f.p.p. in more restrictive categories. We have in mind four possibilities; Fortunately, there are a few positive results. The following simple theorem has interesting consequences.
THEOREM. Iff: X->Yis a map where Y belongs to $ or 'M and has f.p.p-, then the mapping cylinder M{f) has f.p.p. {recall X is a compact metric ANR).
REMARK. If X belongs S 0 (or 2fH 0 ) and has f.p.p., then using results of Jiang [26], it follows that X is simply connected. Let Q denote the field of rationais and Q(X) the field of rational functions over Q. and hence and call the coefficients ay, jè 1, the canonical coefficients of 0. Here x=xP0.
Now if one uses (14) to compute r'(k)/r(\) and equates the result with (13) we see that (15) o,-= 0 for 1 ^ j < s «=» L(*0 =0 for 1 ^ y < 5.
Thus we arrive at the following tool. It is easy to see that a\ --L{<1>) so that the above theorem may be regarded as a generalization of the Lefschetz Fixed Point Theorem.
Before we use Theorem 5.4 to prove Fuller's Theorem [21 ], we need to recall a simple fact. If T: A->A is a linear operator on a vector space A over Q of dimension m, let p denote the minimum rank of all the iterates of 2". If we write |\J-2"| =(X -ei) • • • (X -e m ), then p is just the number of nonzero e/s (multiplicity allowed).
If 0: X-+X is a map, let p q denote the minimum rank to which the iterates of #*« descend, and set (16) F(<t>) = £(-1)%. If s>t, set k = s in (22) 
THEOREM (F. B. FULLER). If <f> is a self-map of an ANR X and the Fuller index F(<j>)
5^0
