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0. INTRODUCCION 
Esta conferencia pretende presentar una panorámica de 
las actuales estructuras, de ordenador, de las principales co— 
rrientes tecnológicas ya concretadas a nivel de producto tangi-
ble, de algunos aspectos y problemas de software, y de presente 
discusión acerca de las informáticas concentrada o repartida. 
Se supone que -los. asistentes son de muy dispar función 
profesional, pero todos saben ya qué es y cómo funciona un orde 
nador (ver conferencia sobre Microprocesadores). 
Es de observar que nuestro principal énfasis se centra 
en la arquitectura de los ordenadores, ya de por sí tan comple-
ja que se suele desarrollar durante uno o varios cursos comple-
tos. Los aspectos de software se mencionan y se recorren muy su 
perficialmente puesto que, en definitiva, deberían apoyarse en 
una profundización de.los de la arquitectura. 
Por último, se destaca que estos apuntes no son más que 
un soporte escrito de la conferencia, que puede ser aprovechado 
por los asistentes más interesados para hacer sobreanotaciones • 
I. HARDWARE 
I.1. Esquema funcional 
Suele representar las principales funciones de un orde 
nador, que son; 
Unidad de Memoria 
Unidad de Control 
Unidad Aritmética-Lógica 
. Unidad Central 
Procesador Central 
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Unidad de Entrada/Salida. 
Ver esquema del ordenador Whirlwind: 
Whirlwind. 
Estas funciones siguen existiendo, pero se han escindi_ 
r 
do ya en numerosas unidades interrelacionadas y jerarquizadas, 
lo que hace que un esquema como el anterior no represente más -
que muy superficialmente la. estructura real de un ordenador. 
Yendo a mayor detalle hay que utilizar esquemas como -
el siguiente.(ver pág. 3). 
El problema es ¿hasta donde puede llegarse en el deta-
lle de representación?. Profundizando el detalle se podría ir -
hasta el circuito lógico y esto, para los especialistas en e s -
tructura de ordenadores, sería demasiado. Por otro lado, la fi-
guración mediante cajas y flechas es ambigua, depende mucho del 
individuo que la emplea. 
Bell y Newell han atacado este problema y han elabora-
do unos sistemas de representación, con unos elementos primiti-
vos perfectamente definidos y una notación simbólica a varios -
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ESQUEMA DE BLOQUES DEL SIGNETICS 2650 (FUENTE: FOSTER) 
niveles o capas de detalle. El libro donde han descrito esta -
aproximación es hoy.un clásico en el género y absolutamente in-
dispensable en la biblioteca de los especialistas. 
A titulo de ejemplo, recogemos aquí un'ordenador des-
crito al nivel PMS: 
Kp1 S --[— P(c —T . con 5o 11? 
f.ío{U: 16)-
-Pc-T .console 
-K¡o(i 1: 16)-
- K i o (-1-' 1 : 16)-
-s/v- — S_T. I ine printer-
-SK-—- T.cards-
-5K l—Cí'cards, 1 1 ne íTj 
I oaper tcipe 
. SK-f-S — Hs , d r » • j . - r 
- 5X J 
—SK^j-',—(H(rwv'rg l.ejd ¡1ru:..) 
•ÍK-J ; 
— Sí.—r-^ —Hs . ¡Mrjne t i c ~ 
•5KJ 
• SK—S—T(Telethon») 
whc re I 
r.p/prin,ary nerory; ^s/secc-n'J.iry rr-c r^ory; 
Tc/c'.ntrsl o'ocessor; T/ternl.na): and L/l ink 
S/swItch: lí/contro!: Kio/corrtrol for lo equipment; 
>Hp(«:7: coré; 327^8 word) 
Estructura representada en PMS. 
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Otros niveles reconocidos por Bell/Newell son los si— 
guientes: 
. Nivel Programación . 
[ Subnivel RT (Register Transfer.) 
. Nivel Diseño Lógico -
I Subnivel circuitos conmutación: 
. secuencial 
. combinacional 
. Nivel circuito 
A continuación transcribimos'la definición de los com-
ponentes que intervienen en el nivel PMS (Processor Memory Swi-
tch) o 
MEMORIA,M. Es un componente que retiene o almacena in-
formación (es decir, unidades.de información, unidades i) a lo 
largo del tiempo. Sus operaciones son leer unidades i de la me-
moria y escribir unidades i en la memoria. Toda memoria que al-
macene más de una unidad i debe comportar, asociadamente, un 
sistema de direccionamiento, por medio del cual pueda seleccio-
nar una unidad particular. Puede también considerarse a una me-
moria como un conmutador a un cierto número de submemorias. Las 
unidades i no se modifican en modo alguno al ser'almacenadas en 
memoria. 
INTERCONEXION, ' (Link; L) . Es un componente que trans — 
fiere información (unidades i) de un lugar a otro en el sistema 
ordenador. Ti,ene puertas fijas. Su operación consiste en trans-
mitir una unidad i (o una secuencia de unidades) desde una puer 
ta a otra del componente. Excepto el cambio de posición, no se 
produce ninguna otra modificación en las unidades i. 
CONTROL, K. Es un componente que activa las operacio-
nes de otros componentes en el sistema. Todos los demás compo—• 
nentes son considerados como consistentes en un conjunto de ope 
raciones discretas, cada una de las cuales, al ser activada, 
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realiza alguna transformación discreta de estado. Con la excep-
ción de un procesador, P, el resto de componentes es esencial-
mente pasivo, por lo que requiere algún agente activo (un K) pa 
ra entrar en período de actividad. 
CONMUTADOR, (Switch, S). Es un componente que constru-
ye un enlace entre otros componentes. A cada conmutador va aso-
ciado un conjunto de enlaces posibles y sus operaciones consis-
ten en tender algunos de estos enlaces y cortar otros. 
TRANSDUCTOR, T. Es un componente que modifica la uni— 
dad i utilizada para codificar un determinado significado. El -
cambio puede afectar al soporte (p. ej. niveles de tensión a -
flujo magnético, o niveles de tensión a perforaciones en una 
tarjeta de cartulina), o a la misma estructura de la unidad i -
(p. ej. bits en serie a bits en paralelo). Los componentes T 
preservan el significado, pero no necesariamente la información 
(en el sentido del número de bits). 
OPERADOR DE DATOS, D. Es un componente que produce uni_ 
dades i con nuevos significados. Este tipo de componente reali-
za todas las operaciones con datos, p. ej. operaciones aritméti 
cas, lógicas, de desplazamiento, etc. 
PROCESADOR, P. Es un componente capaz de interpretar -
un programa en orden a la ejecución de una secuencia de opera-
ciones. Consiste en un conjunto de operaciones de los tipos ya 
mencionados -M, L, K, S, T y D- más el control necesario para -
obtener instrucciones de una memoria e interpretarlas como ope-
raciones a ejecutar. 
Comentarios 
- Complejidad 
Dificultad de representación 
Dificultad de comprensión 
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Más dificultad de representación, 
comprensión y comunicación. 
- Falta de normalización 
Dificultad de comparación, comuni 
cación y de evaluación. 
1.2. Dimensiones del espacio del ordenador 
El cuadro puede.dar una idea de un espacio multidimen-
sional, en cada uno de cuyos ejes se identifican distintos valo 
res posibles. Un ordenador concreto quedaría situado en ese es-
pacio por la especificación de los valores que le corresponden 
(uno o más valores por cada dimensión-eje). Su situación en el 
espacio mencionado le indica al especialista cuales son sus ca-
racterísticas funcionales y operativas, tanto en valor absoluto 
como relativamente a la constelación de ordenadores producidos. 
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1.3. Tecnología y estructura 
La tecnología es la dimensión más significativa o in-
fluyente de todo el espacio, ya que prácticamente condiciona -
los valores de todas las demás dimensiones. Aunque existen 
otros tipos de tecnología es la electrónica la que reviste más 
espectacularidad y trascendencia. Vemos en la figura cómo, por 
dos caminos diferentes, influye la tecnología en la velocidad, 
de operación del Procesador central (Pc-operation rate). 
tecnología 
velocidad f»> + [pcoperati•nratej 
_ ___ _ 
concurrencia, 
paralelismo 
fiabilidad 
tamaño 
coste 
Componentes y sistemas 
más complejos, estructu 
ras más ricas 
VELOCIDAD DEL PROCESADOR CENTRAL 
En particular, es muy importante el esfuerzo emprendi^ 
do en una mejor estructuración y organización de los circuitos 
y unidades funcionales, lo que conduce a un mayor grado de con 
currencia o paralelismo. Este punto ha dado lugar a unas fami-
lias de ordenadores que, por su nivel técnico, marcan el esta-
do tecnológico actual del "arte" de la arquitectura de los or-
denadores. Por esta razón y por el desconocimiento general - -
acerca del tema, dedicaremos un amplio apartado a estas fami— 
lias. 
Las siguientes figuras señalan el efecto de la evolu-
ción de la tecnología en los costes y en la velocidad del pro-
cesador . 
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Contrastando la primera y tercera gráficas, se comprue 
ba cómo la velocidad del procesador (instr/seg.) ha crecido re-
lativamente más deprisa que la velocidad de una puerta lógica, 
a lo largo del tiempo. Esto se debe básicamente a los avances -
técnicos de diseño e implementación. 
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Las próximas curvas dan una idea de la misma evolución 
en el terreno de las memorias. 
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1.4. Memorias 
Los circuitos integrados y últimamente los microproce 
sadores representan puntos culminantes en la evolución tecnoló 
gica de los ordenadores y de manera general de los sistemas di_ 
gitales. Estos temas han sido exhaustivamente- presentados por 
conferenciantes anteriores. 
Interesa resaltar ahora que los circuitos a base de -
semiconductores e integración a gran escala suponen que, por -
primera vez, es. posible construir, toda la estructura de la uni 
dad central-de un ordenador a base de la misma tecnología elec 
trónica. Esto es un hito en la historia de los computadores. 
Veamos algunos elementos acerca de las memorias cen— 
trales de un ordenador. (El cuadro siguiente presenta una paño 
rámica general de las memorias más conocidas, no solamente cen 
trales, al año 1.971 (Bell/Newell)). 
Tecnológicamente, la memoria central de un ordenador 
puede ser de: 
a) núcleos de ferrita 
b) película delgada magnética 
c) semiconductores. 
La memoria de núcleos es demasiado conocida> precisa-
mente fué introducida por vez .primera en el computador Whirl-
wind (ver 1.1. ) , y la memoria de semiconductores se ha tratado 
en otra conferencia. 
Por consiguiente, demos algunos datos de la tecnología, 
de película delgada magnética en la técnica de hilo recubierto. 
Se basa en una película muy fina de material magnético 
anisotrópico con el que se recubre un hilo de cobre-berilio, 
CARACTERISTICAS DE LAS MEMORIAS 
DIMENSION RENDIMIENTO 
MODULO MEMORIA FUNCION 
MODO - DE 
ACCESO 
CAPACIDAD 
DEL MODU-
LO (bits) 
MODULOS/ 
COMPUTADOR 
TIEMPO DE 
ACCESO 
(Seg. ) 
CAUDAL 
(bits/seg. ) 
COSTE/BIT ($) 
(Soporte + trans 
ductor) 
Tarjeta perfora 
da 
"Tarjeta magné-
tica 
Cinta magnética 
Disk-pack de ca 
bezas móviles 
Disco cabezas 
fijas-
Tambor 
Memoria extendi^ 
da 
Núcleos alta ve 
locidad o pelí-
cula delgada 
permanente, random + 
fichero secuen 
cial 
secundaria, secuen-
fichero cial + 
constante 
(500^1000)/ 
tar j eta,"^ 
1000 tarj/ 
unidad 
+ cíclico 3 x 10" 
secundaria, 
fichero 
secuen— 
cial 
secundaria, secuen-
"swapping" cial + 
de ficheros'cíclico 
secundaria 
"swapping" 
de ficheros cíclico 
secundaria 
"swapping' 
primaria 
y/o secun 
daria, 
"swapping" random 
2 x 10 
2 x 10 • 
5 x 10 
cíclico (1^5)xl0 7 
primaria random 
107 
105^106 
1 ^ 2 
1 ^ 4 
1 <V 16 
1 ^ 16 
1 ^ 40 
1 ^ 10 
1 ^ 8 
1 ^ 16 
10°^10 3 10 2x10 6+2xl0 1 
10 ^10° . 0?4xl06 1,5x10 8+5X10 5 
10° ^102 0,4^4xl06 2X10~7+10~4 
- 1 o 6 - 6 - 4 
10 "'VIO " 2,5x10 3X10 +10 . 
O C^ '7 
^10 10 ^10 
(5<v30)xl0~3 106'vl07 
C2^10Xxl0 6 106^10! 
(0 , 2^2) xlO 6 107^10! 
10 -3 
10 
0,02 ^ 0,05 
0,05 -o< 0,25 
CARACTERISTICAS DE LAS MEMORIAS 
DIMENSION RENDIMIENTO 
CAPACIDAD TIEMPO DE COSTE/BIT ($•) 
MODO DE DEL MODU- MODULOS/ ACCESO CAUDAL (Soporte + trans 
MODULO MEMORIA FUNCION ACCESO LO (bits) COMPUTADOR (Seg.) . (bits/seg. ) ductor) . 
Circuito inte- primaria, 
grado (scratch- estado pro ? S -7 9 0 ,25 -v 1,0 pad) cesador random 10 ^10 1 ^10 10 
Circuito inte- .por con 
grado (asocia- primaria tenido 
-7 9 1 ^ 3 . tiva) tampon random 2 x 10 -vlO 10 
Real only 
(capacitor, procesa-
-6 -7 8 9 -3 -2 inductor) dor random (1^5) xlO 1 10 °VL0 10 ^10 10 ^ 10 
i 
H> 
U> 
I 
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que actúa a la vez como hilo de lectura y de escritura. El hi-
lo puede tener de 2 a 5 milésimas de pulgada de diámetro recu-
F / m M S j r m r m 
MAqmr/sMO 
VALOR Q VALCX msccm m MAqmr/ZAcm 
MECOON MJtytETtZANTE 
(<ESTABLE) 
CAMPO MAQNJET/CO FMA 0 DURANTE LA LECTURA 
POX IMPULSO SOBRE LA FIBRA ME PALAMAS. 
CAMPO MAGNETICO PARA UN i DURANTE LA LECTURA 
POR mPMSO SOBRE LA FIBRA DE PALABRAS. 
bierto por una película de unas 30 micropulgadas, compuesta en 
un 81,5% de niquel y en un 18,5% de hierro. (Sáez, 1.975). 
La organización de la memoria es del tipo 2D como se -
representa en la figura. 
1 
zzzzzmnm FIBRAS DE PALABRA 
HILOS RECUBIERTOS 
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Para almacenar una información se aplica una corrien-
te por la fibra selectora (fibra de palabras) y al tiempo una 
corriente por el hilo de bi+-
Leer información se consigue enviando un impulso de -
corriente por la fibra de'palabra,•provocando con ello un giro 
de la magnetización del eje fácil (circular) al difícil (longi^ 
tudinal). Durante el tiempo de subida del impulso de corriente, 
la rotación de la magnetización induce una tensión en el hilo 
de bit, cuya polaridad será positiva o negativa según el bit -
estuviera imantado en un sentido o en otro. Al no sobrepasar -
el campo de palabra la región de "no conmutación", normalmente 
un giro de 45° del momento magnético, la imantación vuelve a -
su estado inicial una vez desaparecido el impulso de corriente, 
con lo que se consigue una lectura no destructiva. 
La memoria de hilo recubierto tiene numerosas intere-
santes características de sencillez de operación, velocidad, -
bajo consumo, densidad de información, tolerancia a los ambien 
tes especialmente duros. Parecía que podría haber conseguido -
un puesto privilegiado en el mercado y no ha sido así, lo que 
puede comentarse en la conferencia, como muestran las siguien-
tes gráficas. 
Tecnologías basadas en el fenómeno de las burbujas 
magnéticas o en el laser no han pasado al estado de comercial^ 
zación y las dejaremos de momento. 
Hay, sin embargo, distintas funciones o refinamientos 
en las memorias actuales que, más o menos extendidos, empiezan 
a ser corrientes y con gran probabilidad se extenderán aún más. 
Se trata de técnicas de organización de las unidades de memo-
ria , como la memoria asociativa, o de técnicas de utilización 
de ciertas memorias, como la memoria cache, la memoria virtual 
y por último la microprogramación. 
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1.4.1. Memorias asociativas y aplicaciones 
Reproducimos del libro de Meinadier la muy esquemática 
presentación que éste hace de la memoria asociativa, también -
llamada en la literatura C.A.M.•(Content Addresable Memory). Co 
mo podrá comprobarse, el esquema de funcionamiento corresponde 
a unos circuitos especializados en la operación de lectura. Só-
lo la lectura es asociativa. La fase de escritura se realiza de 
la manera corriente, R.A.M. (Random Access Memory) que no repre 
sentan las próximas figuras. 
Se conciben estas memorias, también llamadas memorias 
direccionables por el contenido, no para buscar una informa— 
ción cuya dirección de almacenamiento se conoce, sino para in-
vestigar si una información, bautizada descriptor, está en la 
memoria y, en caso afirmativo, proporcionar una información aso 
ciada. Una memoria asociativa se divide en dos partes: una pri-
mera parte M^,en que todas las palabras son comparadas en pare-
lelo al descriptor D, y una segunda parte M2, que entrega even-
tualmente a un registro la información asociada al descrip-
tor D. La memoria asociativa se nos presenta, entonces, como la 
realización cableada de la estructura de informaciones llamada 
tabla. 
A manera de ejemplo, vamos a mostrar cómo puede reali-
zarse una memoria asociativa en lógica celular. 
C O M P matr iz M matrú M, 
. I 1 T , , 
•y -Q-O 
• • • • • o • 
registro D 
u • • • • • 
registro A 
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Las memorias M^ y M 2 están organizadas por palabras, 
correspondiendo las células de una misma horizontal a los dife 
rentes bits de una palabra y las células de una .vertical a los 
bits de un peso determinado de las diferentes palabras. Cada -
célula representa un punto de memoria con un biestable y las -
lógicas de escritura y de comparación para la matriz M^, de e£ 
critura y de lectura para la matriz M2. Aquí nos desinteresare 
mos de las operaciones de escritura que permiten la carga ini-
cial de la memoria. 
La búsqueda en memoria implica la carga previa del 
descriptor en el registro D. A continuación,se ejecutarán to-
das las operaciones en paralelo con todas las palabras, bajo -
el efecto de un solo impulso COMP. Una célula de M^ transmiti-
rá el impulso COMP si el contenido del punto de memoria es idén 
tico al contenido del biestable del registro D situado en la -
misma vertical, y lo bloqueará en caso contrario. Si se supone 
que hay, como máximo, una información idéntica al descriptor -
en M^, se tendrá como máximo, un impulso COMP a la salida de -
M^ que designará a ,1a palabra de M^ para enviar al recristro A. 
La próxima figura esquematiza una célula u C 2 una -
célula de M2 . Sus ecuaciones son las siguientes., 
para M, 
para M z 
C O M P = C O M P . ( D , . Q U + D , . Q „ ) 
A, - A, -f ( C O M P . Qa) 
(i des igna el í nd i ce d e c o l u m n a y / el / n d i c e d e f i la) . 
C O M P 
rl) 
COMP 
C O M P 
Q Q 
céjula de M j 
j ^ D — a l , 
célula de M-> 
COMP 
Pueden realizarse pequeñas memorias asociativas (16 palabras de 
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unos treinta dígitos) con tiempos de búsqueda del orden de 100 
a 200 ns. Se utilizan las memorias asociativas para las búsque 
das en tabla o para ciertas transcodificaciones, en las que el 
factor tiempo es demasiado importante como para perderlo en 
búsquedas programadas sobre tablas en memoria central. 
1.4.1.1. Memoria "Cache" 
Se inscribe dentro del concepto y de las técnicas de 
jerarquía de memorias. Este concepto, en síntesis, viene a con 
siderar todas las unidades de memoria como componentes de un -
sistema con distintos niveles. El objetivo ideal del sistema -
es conseguir un conjunto que se comporte con el máximo de velo 
cidad y el máximo de capacidad, a un mínimo coste por bit. 
xi 
<rs 
T5 
•w 
o (ti 
a, 
rti 
u 
t 
, Tendencia 
y—- O-
X 
k 3 
_—p» Velocidad 
Visto en abstracto, supóngase que se cuenta con tres' 
unidades de memoria, cuyas características de capacidad y velo 
cidad vienen representadas por los puntos numerados 1, 2 y 3. 
Con ellas puede organizarse un sistema jerarquizado, cuyo com-
portamiento operativo en estas coordenadas equivaliera estadÍ£ 
ticamente al circulito representado en el mismo gráfico. 
La memoria Cache y la memoria Virtual son ejemplos de 
Jerarquía de Memorias, utilizados en' principio en grandes orde 
nadores, transferidos cada vez más a ordenadores de tipo medio 
y en un plazo más o menos corto a los pequeños ordenadores. De 
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hecho la técnica de Memoria Cache ya ha sido utilizada en a l -
gún miniordenador. 
La memoria cache consiste en una memoria de pequeña -
capacidad de consulta asociativa y de gran velocidad (realiza-
da con tecnología más rápida que la memoria principal). En es-
ta memoria se cargan dinámicamente informaciones (instruccio— 
nes y datos) cuyas direcciones tienen la mayor probabilidad de 
ser generadas por el Procesador central. Ocurre así: 
a) El procesador central busca la dirección en la memo-
ria asociativa. Si está allí, lee o escribe. Si no es_ 
tá, y se trata de una lectura, lee, en memoria princi-
pal y aprovecha para cargar en memoria Cache un entor 
no de la información leid'a. Este éntorrio se carga en 
aquellas posiciones de la memoria, cache que hace más 
tiempo no han sido utilizadas. Para ello hay un cablea 
do, que mantiene actualizada una tabla de uso, median 
te un algoritmo LRU (Least Recently Used). 
b) La operación de escribir lleva aparejado siempre la -
operación de escribir en la memoria principal. Existe 
comunicación entre Memoria cache y Memoria principal. 
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c) Para que el sistema sea eficiente debe haber alguna -
forma de que la memoria principal pueda transferir va 
rias unidades de información de golpe. 
La probabilidad de que la información necesaria esté 
disponible en la memoria cache depende de: 
Io. la capacidad.de la memoria cache 
2o. la adecuación del algoritmo de sustitución de in-
formaciones . 
3o. la dinámica del programa en ejecución. 
Un sistema cache típico consigue del 64 al 96% del -
rendimiento teórico que tendría una memoria con la velocidad -
de la cache y con la capacidad de la principal. Por fijar-ideas, 
una memoria cache, la más conocida de todas, implementada en -
el ordenador IBM 360/85, tenía 80 ns frente a aproximadamente 
1 ys la memoria central. 
1.4.1.2. Memoria Virtual 
La memoria virtual es un compendio bastante complejo -
de técnicas de hardwaré y software que pretenden desembarazar 
al programador de las limitaciones asociadas a la capacidad f.í 
sica de la memoria central. Para ello, sustituye el espacio 
real por un espacio lógico, llamado espacio de direccionainien-
to, que es considerablemente mayor que el espacio real. El tra 
bajo del sistema virtual se reduce a transformar continuamente 
el espacio de direccionamiento (virtual) .en el espacio real de 
la memoria central, y viceversa. 
Desde el punto de vista de hardware se cuenta con dos 
unidades de memoria, un disco y la memoria central. A esto hay 
que añadir los circuitos adecuados para menejar la transforma-
ción antes citada. 
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memor ia central , con páginas 
de los usuario» A y B 
»» 
BI0 
h A?1 
smorla auxil iar, p r inc ipa lmente con 
leí memorias virtuales de los usuarios A y B 
Dinámicamente, la situación que se produce es la que 
se representa en la figura (Meinadier). 
Las memorias virtuales de los distintos usuarios, las 
memorias auxiliares y la memoria central. son divididas en pági_ 
ñas de idéntica longitud (en general de 12 8, 256, 512 ó 1.024 
palabras). Se escribe cada programa en relación con su propia 
memoria virtual, es decir, que todas las direcciones que con-
tiene son relativas a su primera instrucción. Las llamaremos -
direcciones virtuales y, en principio, se componen de: un núme 
ro de página dentro de la memoria virtual y una^dirección de -
palabra dentro de la página. Los programas , susceptibles de ser 
activados son implantados en la memoria auxiliar. En un deter-
minado instante, sólo un reducido número de páginas de cada 
programa está presente en la memoria central. 
El sistema operativo se ocupa de mantener actualizada, 
mediante una tabla, la correspondencia entre las páginas en me 
moría auxiliar y las páginas en memoria central. Dedica a cada 
usuario una tabla de páginas virtuales, indicando si la página 
ha sido cargada en memoria real y, si así es, especificando la 
dirección de la primera palabra de la correspondiente página -
real. En el curso de la ejecución de un programa, la transfor-
mación de la dirección virtual en dirección real implicaría -
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una búsqueda dentro de estas tablas, por cada acceso a memoria. 
•Se evita tal búsqueda en virtud del dispositivo de topografía 
de memoria. 
Tablas del sistema de explotación de un sistema paginado 
El dispositivo de topografía de la memoria central. -
Es un conjunto de registros montados como memoria asociativa. 
En nuestro modelo, cada registro está vinculado a una página ~ 
de la memoria central y contiene dos informaciones que definen 
perfectamente su afectación: el número de programa dado por el 
sistema operativo, o, si se prefiere, el número de memoria vir 
tual, y el número de página virtual en esta memoria. 
El dispositivo de topografía de memoria permite el d:i 
reccionamiento en la memoria real, sabiendo que las direcciones 
contenidas en las instrucciones se refieren a la memoria vir-
tual1 del programa en curso. Las informaciones básicas para ob-
tener la dirección son: 
1) el número de programa, contenido en un registro de 
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la unidad central, cargado por el sistema operativo 
antes de ceder el control al programa. 
3) la dirección virtual-, conocida del programador. La 
dividimos lógicamente en dos partes: la dirección -
dentro de la página (pesos inferiores) y el número 
de página virtual (pesos superiores). 
La yuxtaposición del número de programa y del número -
de página virtual proporciona un descriptor, que es comparado -
en paralelo con los contenidos de los registros asociativos. 
Si se produce una • coincidencia es que la página vir- -
tual referenciada está presente en memoria central y el número 
de registro asociativo da el número de la página real correspon 
diente. Si, por el contrario, no hubiera coincidencia entre el 
descriptor y el contenido de uno de los registros asociativos, 
es que la página de referencia no ha sido cargada en la memoria 
central. En este último caso, se producirá una desviación hacia 
el sistema operativo, que cargará la página y actualizará el re 
gistro asociativo pertinente. 
contador ordl nal . ~ j f e o | CD~[~R~ | "d i rección vir tual , 
n u p r o g r . 
descriptor 
n°prgr . n ° p é g . v ir tual 
— . 
r. 
—•I o 
M 
P 
— 
—•I _ n°pág.reol 
A 
R 
— * A 
D 
O L * 
H 
cálculo 
de direc-
ciones 
(Indexa-
clón) 
n ° p á g . v i r t u a l [direcc.pág. 
dirección real 
selección memor ia 
página no cargada 
Principio de utilización de un dispositivo de topografía de memoria para 
el direccionamiento en un contexto paginado 
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En la práctica no es posible normalmente contar con -
una memoria asociativa que recoja la topografía completa de la 
memoria central. Se dispone entonces de un sistema incompleto 
que,, lógicamente, es menos rápido. 
memor ia asociativa 
concatena-
ción con la 
dir . en la 
página, 
' 
dirección rual 
M E M O R I A C E N T R A L 
1 D I R J 
0 
0 
1 D I R 4 
0 
1 D I R S 
0 
0 
1 
labia do las 
páginas del 
programa en 
curso 
* dlrec. do la pág. real 
' Indicador: p ig . v ir tual cargada 
n ° de pág. v ir tual 
Búsqueda automática de la dirección en memoria cuando la dirección de 
página virtual no se halla en memoria topográfica 
cache, se emplean cier-
de memoria van a ser 
Si recogemos la descripción realizada y la comparamos 
con la memoria cache, podremos establecer diferencias de obje-
tivos que, a simple vista, no resaltan fácilmente. La organiza 
ción con la memoria caché es una jerarquía de memorias cuyo ob 
jetivo particular es acelerar la velocidad de la memoria cen-
tral sin modificar el trabajo del programador. 
La organización con la memoria virtual es una jerar-
quía de memorias cuyo objetivo particular es ampliar la capaci 
dad de la memoria central sin modificar el trabajo del progra-
mador . 
De manera similar, a la memoria 
tos algoritmos para decidir qué páginas 
sustituidas. 
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1. Disco 
2. M. central 
0. Resultante 
2. M. central 
3„ M. asociativa (cache, 
buffer). 
0. Resultante. 
1.4.2. Microprogramación 
La microprogramación es básicamente una técnica de di-
seño de unidades de control, a cualquier nivel. Si se introduce 
en el apartado de memorias es y porque su materialización prácti^ 
ca es sobre soporte de memoria, y en una mayoría de casos, s o -
bre memoria ROM. 
Como el.asistente a la conferencia ya conoce este tipo 
de memoria y su utilización en el terreno de los microprocesado-
res , sólo haremos aquí unas reflexiones acerca de la incidencia 
de la microprogramación en el diseño de las unidades secuencia-
doras de microórdenes. 
Al secuenciador llegan informaciones, directamente pro 
cedentes de los campos de condiciones de direccionamiento del -
registro de Instrucción o a través del decodificador de instruc 
ciones, del distribuidor de fases, del reloj interno y de cier-
tos biestables de estado, y con ellas genera automáticamente se 
cuencias de señales, llamadas microórdenes, que se desparraman 
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y actúan sobre cada uno de los elementos de la ruta de datos. 
El secuenciador, cuyas ecuaciones lógicas se calculan, 
es un autómata de múltiples salidas, normalmente una sola e n -
trada activa y un conjunto de estados representativos de la 
circunstancia real de la máquina. Produce un microprograma. 
microprograma = secuencia de microórdenes/instrucción 
microorden = f (instrucción, estado). 
La microprogramación consiste en reemplazar el secuen 
ciador cableado por un secuenciador programado, residente en -
una memoria especial, llamada memoria de control, que normal-
mente es accesible sólo en lectura (R.O.M.). Es ésta la apli-
cación más corriente de la técnica de microprogramación y fue 
propuesta por Wilkes en el año 1.951, en un modelo cuya finali. 
dad principal era la de sistematizar y simplificar los procedí 
mientos de diseño de la unidad central de control. 
Instrucción 
El código de operación de una instrucción cualquiera 
es interpretado como la dirección de una posición precisa de -
la memoria de control, que contiene una microinstrucción. Se -
llama microinstrucción porque está registrada en una memoria y 
porque forma parte de un conjunto asociado a la particular in£ 
trucción mencionada, conjunto denominado microprograma. Una 'mi_ 
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croinstrucción consta de un código, que da directamente las mi-
croórdenes a distribuir al conjunto del ordenador, y de los 'ele 
mentos de información necesarios al desarrollo del.resto de las 
microinstrucciones del mismo mic-roprograma (normalmente la -'di-
rección-de. la próxima microinstrucción). 
"La microprogramación es análoga a la programación con 
vencional. El programador le dice al sistema o al dispositivo -
lo que tiene que hacer por medio de instrucciones en la memoria 
central. El microprogramador le dice cómo lo tiene que hacer, -
controlando qué elementos lógicos y de memoria deben usarse y -
cómo para cada operación. Así, la instrucción de máquina, que -
para el programador representaba el nivel más profundo de comuni 
cación con el sistema, puede contemplarse ahora como una subru-
tina cerrada desglosable en secuencia de funciones más elementa 
les llamadas microinstrucciones" (Husson, 1.970). 
Es evidente que la microprogramación plantea de forma 
llamativa lo convencional de la línea divisoria entre los domi-
nios del hardware y del software. Pero esta técnica ésta contri_ 
buyendo, además, a la gestación de un enfoque distinto en la 
concepción de los ordenadores. La concepción de los ordenadores 
se ha iniciado siempre de abajo arriba, o sea, el circuito se -
ha hecho algoritmo, por expresarlo de manera metafórica. En tér 
minos generales, se ha ido del hardwaré al software. Sin embar-
go, la verdadera esencia de los ordenador'es es el software, ni-
vel todavía sin formular. Por ello, es de esperar que .la concep 
ción futura se llevará de arriba abajo, o sea, el algoritmo se 
hará circuito. Esta es nuestra interpretación personal, de los -
esfuerzos emprendidos para formular lenguajes y compiladores de 
hardware. En este mismo sentido, la microprogramación pone de -
manifiesto la auténtica naturaleza algorítmica de las operacio-
nes de control, más parecida en su estructura a la programación 
que al tradicional enfoque tomado en préstamo de los dos subni-
veles inferiores de diseño lógico. 
Las aplicaciones actuales y las que se preven para un 
futuro inmediato son muchas y variadas. Husson las clasifica -
en las siguientes categorías: 
1. Diseño de un control eficaz para una arquitectura 
bien especificada de un sistema. Se basa en que ya 
no es cierto, que, microscópicamente, cada instruc 
ción sea un estímulo qüe provoque necesariamente -
.en el ordenador siempre la misma respuesta, ya que, 
de un diseño a otro -dentro de la misma arquitectu-
ra- es posible cambiar fácilmente el microprograma. 
2. Modificación de una arquitectura existente, con o -
sin modificaciones del flujo de datos existente. 
(se refiere a los conceptos de repertorio de instruc 
ciones a la medida o de extensibilidad del mismo a 
gusto del consumidor. El ordenador universal es un 
hecho, pero una arquitectura universal no es una ar 
quitectura óptima para muchas clases de aplicado-— 
nes) . 
3. Emulación de algunas estructuras de hardware. (Se -
refiere a dotar a algún sistema de Ja capacidad de 
interpretar y ejecutar otras arquitecturas o lengua 
jes de alto nivel). 
4. Integración del hardware y de diferentes niveles de 
software.- (Se refiere al firmware). 
5. Aplicaciones especializadas. 
Según Do lot ta y otros, autores, que han hecho un estu-
dio prospectivo del Procesamiento de Datos para el quinquenio -
de 1.980-85, el trinomio hardware/firmware/software evoluciona-
rá así: 
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"Existe una tendencia clara hacia un uso progresiva-
mente creciente del firmware (microprogramación) para instru—• 
mentar funciones que antes eran -cableadas o, en ciertos casos, 
realizadas por software. Así la "complej i-dad de la lógica ca-1 -
bleada es aún creciente,pero no tan deprisa como la del lengua 
je de máquina, que es contemplado por el software; éste está -
haciéndose más y más sofisticado y de mayor nivel . Se 
espera que cada vez más funciones implementadas por software -
hasta ahora lo sean en adelante por microcódigo (p. ej. partes 
de paginación, acceso de datos, mecanismos de interrupción, in 
térpretes de lenguajes de.alto nivel, etc.). 
Debemos subrayar sin embargo, que no hay magia en el 
firmware. Participa de muchos de los problemas del hard y del 
soft, aunque tenga muchas y variadas ventajas propias: es más 
fácil de modificar (pero es más lento) que el hard, y más rápi-
do (pero más difícil de modificar) que el soft. Añade flexib-i 
lidad.a la tarea del diseño y por ello se ha convertido en - -
otra herramienta para el diseñador de computadores. Programas 
implémentados por firmware no son inherentemente más fiables -
que sus contrapartidas en soft. Especialmente, el advenimiento 
del firmware "escribible" ha eliminado parte del incentivo de 
hacer programas muy bien depurados. 
".Pensamos que se usará más cada vez el firmware pero 
que,en la mayoría de los casos, los usuarios tendrán poco -si 
es que tienen alguno-, acceso a él a causa de los fuertes incon 
venientes derivados de los problemas., de fiabilidad y manteni- -
miento asociados a dicho acceso". 
1.5. Proposiciones de Sáez (1.973) sobre condiciones de via-
bilidad de innovaciones en técnica o tecnología. 
el. 1 . Toda innovación en estructura es posible gracias 
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a un avance tecnológico que, puesto al servicio de una idea o 
de una necesidad, se justifica técnicamente si la mejora produ 
cida en algún factor de rendimiento es muy superior relativa— 
mente al aumento de coste del sistema. 
el 
2 . Una técnica o una tecnología es, o debe ser, intro 
ducida a nivel industrial cuando viene a cubrir una necesidad o 
produce sustanciales mejoras de rendimiento,siempre que no aten 
te contra las inversiones* de la comunidad de con.structores-usua 
rios. 
Aplicar en discusión a los siguientes temas: 
- Memoria Cache. 
- Topografía Memoria, en Memoria Virtual 
- Memoria película delgada NDRO 
- Microprogramación 
- Minicomputadores 
- Microprocesadores y microordenadores 
1.6. Arquitecturas de ordenador 
Se experimenta hoy día una tendencia, cada vez mas acu 
* Por "inversión" debe entenderse no sólo la puramente financie 
ra, sino la inversión en trabajo, en formación, en ideas, en rao 
lestias, en tiempo, en modificaciones de organización, etc. y -
al decir "atentar contra" no se quiere significar inmovilismo -
sino dosificación de los cambios para que éstos sean absorbidos 
por un sistema cuya estructura y relaciones tienden a un equil_i 
brio dinámico, con un crecimiento sostenido. 
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sada, hacia una polarización,hacia el uso de grandes y peque— 
ños sistemas en el mundo de la informática. Esto es cierto por 
lo que se refiere.a ordenadores convencionales. Pero también -
lo es en lo .concerniente a ordenadores no convencionales. De es 
tos podemos distinguir.a los que tienen características pecu-
liares, como los sistemas multiprocesadores y paralelos, como 
la gama de minis y micros que, en lo referente a su estructura 
han sido tratados en conferencias anteriores, y como la clase 
de sistemas, especiales cuya estructura no refleja los esquemas 
de Van Neumann. 
Por ser menos conocidos, recogeremos con alguna mayor 
extensión, aunque un tanto superficialmente, las arquitecturas-
de los sistemas multiprocesadores y paralelos, siguiendo el li-
bro de Enslow. 
1.6.1. Sistemas multiprocesadores y paralelos 
La tabla siguiente lista una cronología resumida de -
estos sistemas. (Ver pág. 33 y siguientes). 
La definición que da Enslow de un sistema multiproce-
sador es ésta; un sistema con: 
Dos o más unidades de procesamiento 
Memoria compartida. 
E/S compartida. 
Sistema Operativo único integrado. 
Interacción del hardware y del software a todos los -
niveles. 
Es de destacar que gran parte de estos sistemas han -
sido diseñados para aplicaciones de tipo más bien poco corrien 
te en los terrenos nuclear, meteorológico, espacial, de teleco 
Date 
System Manufacturer 
and M o d e l Number Remarks 
1958 Nat ional Bureau of 
Standards 
PILOT 
1958 (circo) IBM, A N / F S Q - 3 1 
and 32 
I 9 6 0 Ramo W o o l d r i d g e 
T R W - 4 0 0 
May 1 960 UNIVAC LARC 
May 1961 IBM Stretch(7030) 
Nov. ! 962 Burroughs, D -825 
(This system car-
r ied various mil i tary 
model designations 
depending on the 
major system of 
which it was 
part.) 
Feb. 1963 Burroughs B-5000 
Three independent ly opera t ing computers 
that could work in cooperat ion. 
Solid-state SAGE computer; not multi-
processors; merely dup lexed systems. 
"Polymorphic system"; for USAF command 
and control. Some construction done, 
not completed. Important for ear ly 
concepts, 
One I / O processor and one computa-
t ional processor capab le of operat ing 
in para l le l . One del ivered to Livermore 
AEC Laboratories. Not a " t r ue " multi-
processor. 
Or ig ina l design cal led for separate 
character-or iented processor and bin-
ary arithmetic processor. These were 
d r o p p e d from final design; therefore, 
final product was not a multiprocessor. 
It d id contain look-ahead. Only seven 
del ivered. 
First modular system with identical proc-
essors. Total memory shared by all 
processors. Up to four processors, 16 
memory modules, 10 I / O controllers, 
and 64 devices. Important feature was 
one of the earliest examples of a 
modern operat ing system—the Auto-
matic Opera t ing and Scheduling Pro-
gram (ASOP). 
One or two processors. Up to eight ..mem-
ory modules. Programs independent o f ' 
addresses. Supervisor was the Master 
Control Program (MCP). Uti l ized vir-
tual memory concepts and hardware. 
Machine code based on Polish nota-
tion. Users p rogrammed only in ALGO 
or COBOL. Became the B-5500 in 
Nov, 1964. 
23 
Date 
System Manufacturer 
and Mode l Number Remarks 
1963 IBM 7 0 4 X / 7 0 9 X "Direct Coupled System" 
( 7040 or 44 and 
7 0 9 0 or 94) 
19Ó3 . B e n d i x G - 2 1 A multiprocessor version of .the G - 2 0 de-
flate!' CDC) ve loped for Carnegie Institute of Tech-
nology. A crossbar system. 
Sep. 1964 CDC 6 6 0 0 Contained multiple arithmetic and logic 
units each of which can execute only a 
small fraction of the tota l instruction 
repetoire. Ten per iphera l processors 
were an integral par t of the system. 
(Number of PPU's increased to 20 in 
1969.) The PPU's do constitute a multi-
processor system; Overa l l system an 
example of an asymmetric multi-
processor. 
Nov. 1964 Burroughs B-5500 An upg rade of the B -5000 (see Feb. 
1963). 
19Ó4 GE 6 4 5 (now O r d e r e d by Project MAC at MIT. 
Honeywell) 
M a y 1965 GE 6 4 5 (now Delivered to Project MAC at MIT. Hard-
HIS-645) ware not a s tandard product ; however 
MULTICS operat ing system is being re-
leased. 
Ded. 1965 UNIVAC 1 108 
19.65 S O L O M O N 1 Design only. First large-scale a r ray 
processor. 
Mar . 1966 IBM S / 3 6 0 Mode l Special dual-processor time-sharing 
6 7 system. 
Apr . 19ÓÓ CDC 6 5 0 0 Dual 6400 's • 
Dec. 1966 XDS Sigma 7 
1966 S O L O M O N II Design only. 
Jun. 1967 CDC 6700 Dual CDC 6600's 
Aug. .1967 XDS Sigma 5 
1968 CDC 7 6 0 0 Very similar to 6600 , but higher speed 
and included hierarchy of main memory 
as standard feature. 
Apr. 1969 IBM S / 3 6 0 Mode l Dual-processor version of standard model 
65 MP 65. A true multiprocessor. 
Jun. 1970 XDS Sigma 6 
2 4 
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System Manufacturer 
Date and Mode l Number Remarks 
Oct. 1970 Burroughs B -5700 Similar to B -5500 with capab i l i t y fo r in-
creased memory. Capab i l i t y for four 
B -5700 systems to share disk storage. 
Feb. 1971 Honeywell 6 0 5 0 , 
6060 , 6 0 8 0 
Jun. 1971 Burroughs B -6700 
Sep. 1971 Digi tal Equipment 
System 1 0 / 1 0 5 5 , 
1 0 / 1 0 7 7 
Sep. 1971 XDS Sigma 8, 9 
Nov. 1971 UNIVAC 1110 
1971 SDC, PEPE (Paral lel Prototype for processing of r ada r d a t a 
Element Processing for ballistic missile defense system. 
Ensemble) 
Jan. 1972 Honeywell 2 0 8 8 
Sep. 1972 ILLIAC IV Ar ray processor. 64 processor elements. 
Driven
 r by a conventional multipro-
cessor used as a front-end control 
processor. 
Feb. 1972 Burroughs B -7700 
1972 CDC, Cyber 72 , 7 3 , 
74 , 76 
1972 Goodyear STARAN Parallel associative system. 
1972 Texas Instruments Embodies both multiprocessing and pipe-
ASC (Advanced lining. 
Scientific Computer) 
1973 CDC STAR-100 Pipeline system. 
1974 IBM S / 3 7 0 , Models 
158. MP & 168 
MP 
Shared rea l and virtual storage 
municacion, etc. 
Se clasifican en siete clases: 
. De bus común o en tiempo compartido. 
. Crossbar. 
. De bus múltiple/multipuerta 
. Asimétricos o no-homogéneos 
. Procesador de vectores u ordenaciones 
. Procesador pipe-line 
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. Sistemas antifallo. 
La próxima figura presenta un esquema funcional de la 
primera clase, en donde todos los módulos se conectan en para-
lelo al bus. El bus puede ser bidireccional o estar dividido -
en dos buses unidireccionales con. un modificador de bits. Es -
posible contar con más. de un bus bidireccional, como muestra -
la siguiente figura. 
La ve^i^ju v-w ^ ^ _^aplicidad de su' -
control, que se paga con su bajo grado de paralelismo (práctica 
mente sólo una transferencia a la vez), sus posiblemente,largos 
tiempos de respuesta, la pequeña flabilidad en función de un fa 
lio en el bus. 
Un ejemplo clásico y bien conocido es el PDP-11 con su 
sistema Unibus. 
HimiI' wi He 
me rnor 'i'il v jíjcípo'V 
t uslniritír 
"qutprncf, 
En las estructuras tipo conmutación crossbar cualquier 
módulo de memoria puede conectarse a cualquier procesador o unjL 
dad de E/S. Se establece una conexión real permanente entre dos 
unidades por toda la duración de la transferencia,, de manera 
que se sigue el método de división en el espacio. 
• ¡ ¡ 
í 
I f , 0 • • 
l / 0 „ 
C -
l /Q, 
X if 
bwi td i 
pomls 
/ 
— 
La matriz.crossbar o matriz de conmutación puede lle-
gar a ser muy complicada. El H4400 (ocho procesadores centrales 
o de E/S y 16 módulos de memoria) contiene circuitos y componen 
tes equivalentes a 2,5 procesadores. 
Es posible utilizar una matriz de conmutación separada 
para controlar la conexión de las unidades periféricas con las 
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unidades de E/S 
71 
& 
,11 
• R 
£ 
l í 
Crossbar s w i t c h s y s t e m o rgan i za t i on w i t h separa te I / O c rossbar s w i t c h mat r i x 
Según la nomenclatura de Bell/Newell ésta es una estruc 
tura en celosía, representada así en su ya citado libro 
pe r i p b e r y 
1
 X ( h u r w n ¡ c o m p u t e r ¡ n e t w o r k |"iechan i c a ) p r o c e s s ) 
w h e r e 
P i ó — P i ó — | — K i o — 
K := no I 1 f — K — 1 — K — K — 
T ;= — T — J — K — T — 
Ms ; » — Ms— ¡ ~ K — H s — 
Uno de los primeros multiprocesadores,importante por -
los conceptos estructurales que incorporo, fué el TRW-40 0 o com 
putador polimórfico, que posee una sola matriz de conmutación a 
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los cuales se conectan computadores completos y dispositivos pe 
riféricos. 
j Computer 
| modulo 
•¡(with memory ! 
Í Computer 
¡(with m e m o r y ) 
Computer 
modulo 
(with rm.mory) 
Computer 
module 
(w i th memory ) 
C n t r ;i 1 (> x c h ,1 U if !• 
Peripheral 
device 
Peripheral 
device 
Peripheral 
device 
Peripheral ! 
. . . ' flr;vii:f: j 
. . . . . . . J 
R a m o Woo ld r i r i ge , R W - 4 0 0 s y s t e m — t h e " P o l y m o r p h i c C o m p u t e r . " 
Los sistemas mul.tibus/multipuerta proporcionan también 
más de una vía de transferencia simultánea, aunque, para ello -
es esencial que los módulos de memoria tengan más de una puerta 
de acceso y los circuitos adecuados para resolver los conflic— 
tos que ocurren si dos o más procesadores o unidades de E/S so-
licitasen acceso. 
M u l t i p o r t - m e m o r y / m u l t i b u s s y s t e m o rgan iza t ion , basic f o r m 
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Lo que suele hacerse es asociar una prioridad a cada 
puerta y punto de conexión, así en caso de conflicto se da pre 
ferencia de acceso, por ejemplo, al procesador asociado a su 
modulo primario de memoria. 
: r-r.-
! Un j 
h. JJ 
Í 0 1 
w, 
T o 
2 . 3 
XI 
3 ? 
J 
I /O, 
s s i g n m e n t of m e m o r y access p r i o r i t i e s — m u l t i p o r t s y s t e m organization. 
Ejemplos de estructuras de esta naturaleza los tenemos 
en las series Univac 1100 y Honeywell 600 ó 6000, en el CDC - -
3600, XDS- Sigma 7 e IBM 360 modelo 67. 
La figura siguiente, que esquematiza al CDC 6600, es un 
ejemplo de sistema asimétrico, que es aquel que tiene componen-
tes de un mismo tipo, muy diferenciados: procesadores, módulos -
de memoria, etc. 
Main 
piocessor 
E 0> 
Peripheral 
processor 
> 
XI 
o ! 
JO • 
Main i c * 
m e m o r y o 
e & 
E 
o 
XJ O) 
rtJ xz 
T 
T
im
e
 
T
im
e
 
Per ipheni l 
processor 
T
im
e
 
w 
Peripheral 
m e m o r y 
I/O 
Peripheral 
memory 
I/O 
Examp le of a s y m m e t r i c a l / n o n h o m o Q e n e o u s sys tem organ iza t ion ' — C D C 6 6 0 0 , 
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Este' sistema concreto cuenta con procesadores periférr 
cos (PP) cuya memoria llega hasta 4 K con palabras de 12 bits. 
Se ocupan de las tareas de contabilidad, control de jobs y ope 
raciones de E/S. Uno de los PP's se ocupa de.la consola princi/ 
pal del sistema y otro actúa de monitor de todo el conjunto 
asignando tareas, tanto al procesador principal como a los de-
más PP' s. 
La técnica de los ordenadores pipe-line se basa en la 
repetición de la misma operación sobre varios items de una so-
la corriente de datos. El ejemplo típico es el de la suma de -
dos números representados en coma flotante. Esta es una opera-
ción que puede realizarse en cinco etapas: 
1. Normalización de los números y ajuste de sus expo-
nentes . 
2. Comparación de exponentes. 
3. Desplazamiento de la característica del número de 
menor exponente para alinearlo con el de mayor ex-
ponente . 
4.. Suma de las características 
5. Normalización de resultados. 
Supongamos que los tiempos para realizar cada una de 
estas etapas son: 
1. 100 ns 
2. 6 0 ns 
3. 100 ns 
4. 120 ns 
5. 100 ns 
En una máquina pipe-liné cada paso será ejecutado por 
unos circuitos propios y el resultado transferido a los siguien 
tes circuitos, insertándose nuevos números en los circuitos que 
480 ns 
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han culminado su trabajo 
Tiempo 
Paso 1 a->b~ . a~b0 a.b. acbc . . . a. , ,b . . 1 1 2 2 3 3 4 4 5 5 i+4 1+4 
Paso 2 a 1b 1 a ^ a 3b 3 a 4b 4 a i + 3 b i + 3 
Paso 3 a ^ a 2b 2 a 3b 3 a i + 2 b i + 2 
Paso.4
 C ] c 2
 ci+i 
Paso 5 ^ 1 e r. resultado 1 t?c 1 ci 
Supongamos que se ajusta el reloj para sincronizar los 
pasos.a 120 ns para dar tiempo al paso 4. Entonces, el primer -
resultado se tiene a los 5 x 120 = 600 ns, en lugar de a los 
480 ns. Pero.cada nuevo resultado se tiene a los 120 ns del an-
terior . 
Máquinas que encajen dentro de esta categoría pueden -
citarse a IBM 360/91, CDC 7600, CDC STAR-100 y Texas Instruments 
Advanced Scientific Computer (ASC). 
La característica más notable de los ordenadores de 
procesamiento de vectores es que la misma operación ha de ser -
ejecutada sobre una amplia colección de elementos relacionados 
de alguna manera y que a menudo es posible que esta operación -
sea ejecutada sobre todos los elementos a la vez. Vease la con-
figuración básica de uno de estos- sistemas. (Pág. 43). 
Una configuración así corresponde a un sistema parale-
lo no multiprocesador, ya que los elementos de procesamiento E 
no son capaces de operar independientemente. 
El ejemplar más conocido de esta categoría es el ILLIAC 
IV sucesor de.los sistemas SOLOMON. Consta de 256 elementos de 
procesamiento (PE) organizados en cuatro cuadrantes de 64 (orde 
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Superviso» 
processor 
Con t ro l processor or ne lwo fk H r , I n b u l o i 
-----y-4 i-
Array p rocessor — b a s i c c o n f i g u i a t i o n . Not'e Each E is an e x e c u t i o n or p rocess ing 
element w h i c h has mos t of the capab i l i t i es of a s tand a lone CPU plus its o w n pr iva te m e m o r y 
nación 8 x8) con una unidad de control para cada cuadrante. Ca-
da PE tiene una importante memoria propia, acceso directo a un 
conmutador de E/S y comunicación por cuatro vías con sus PE ve-
cinos. El ordenador de control es un Burroughs B6 700, que eje-
cuta programas ejecutivos y compilación.
 t 
El ILLIAC IV puede invertir una matriz de 700 x 700, -
adecuadamente preparada, en 1 segundo. 
El mayor problema con este tipo de máquina es la prepa 
ración de programas que puedan explotar sus capacidades y el 
desarrollo de traductores que puedan analizar automáticamente -
programas y producir código para su ejecución en paralelo. 
Para terminar con esta categoría citemos el sistema PE 
PE, (Parallel Ensemble of Processing Elements) desarrollado por 
entidades tan importantes como los Bell Telephone Laboratories, 
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Organ iza t i on of the c o m p l e t e ( f ou r -quad ran t ) I LL IAC IV. 
la System Development Corporation y Honeywell, y destinado al 
procesamiento de informaciones radar en un sistema de defensa 
con misiles de la U.S.Amy; 
Host 
Corre la t ion 
con t ro l uni t 
One 
processing -
element 
C o r r e c t ion 
uni t 
I 
Corre la t ion 
uni t 
A r i t h m e t i c 
con t ro l uni t 
A r i t h met ic 
un i t 
M e m o r y 
A r i t h m e t i c 
un i t 
IT: 
Memory 
. . . 
Associative 
o u t p u t 
con t ro l un i t 
Associat ive 
ou tpu t un i t 
Associative 
o u t p u t un i t 
F'EPE s y s t e m o rgan i za t i on 
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Puede uno hacerse idea del orden de magnitud del sis-
tema cuando se sabe que el control del mismo recae sobre un or 
denador (host) CDC 7600. 
Los sistemas antifallo se llaman así porque están es-
pecialmente diseñados y organizados como sistemas para detectar, 
localizar y minimizar los fallos y sus efectos. Por ejemplo, en 
el sistema MIT/IL SIRU sus dos procesadores trabajan sobre el -
mismoproblema, ejecutando la misma corriente dé instrucciones 
y la misma corriente de datos síncronamente. Solo un procesador 
está "activo" en el sentido de generar órdenes de "escritura". 
Ambas memorias poseen idéntico contenido, ya que responden a 
las órdenes de escritura; pero solamente una responde a las pe-
ticiones de lectura. El sistema de interconexión está diseñado 
para permitir un chequeo continuo de la certeza de los distin--
Fault (o leran! des ign M I T / I L S I R U c o m p u t e r . 
tos módulos e inmediata reconfiguración. El sistema JPL STAR 
(Self-Testing and Repair) conmuta un módulo en fallo por otro, 
pero no es un multiprocesador. Su finalidad es lógica y redun-
dante. 
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J P L STAR sys tem o rgan i za t i on [ W e i t z m a n ] , 
1.6.2. Sistemas minis y micros 
Los miniordenadores surgen como consecuencia de varios 
factores que coinciden en un momento dado. En primer lugar, el 
impulso arrebatador de la tecnología electrónica. Se juntan a -
esto la necesidad de atacar aplicaciones especializadas, para -
las que los sistemas que pudiéramos llamar convencionales eran 
demasiado caros o sobreabundantes, y la inercia natural de lo 
que hemos llamado comunidad de constructores-usuarios. 
Todo esto explica que los grandes constructores de or-
denadores* ha sido pionero en la rama de los minis. Estos han si. 
do,-además un campo de experimentación de tecnología (R.0.M., -
memoria central con Circuitos Integrados, circuitos LSI en el -
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procesador, etc...).y la puerta de entrada de muchas industrias 
de electrónica en el mercado de ordenadores. 
1.6.2.1. Estructura-robot y aplicaciones de los -
minis. 
Hay como un retrato-robot de miniordenador (nos refe-
rimos solo a los minis científicos o industriales), que es el 
siguiente: 
16 bits, longitud de información 
palabra-dato en coma fija 
aritmética paralela 
datos negativos en complemento a dos 
direccionamiento por paginación (página cero y corrien 
te), indexación e indirección 
instrucciones de referencia a memoria de una sola d i -
rección 
repertorio"de 70 o más instrucciones 
memoria máxima entre 32 y 64 k palabra^' 
ciclo base, alrededor de 1 microsegundo 
tecnología en parte o totalmente MSI, incluyendo a ve-
ces a la memoria. 
interrupción de programa a varios niveles (muchas v e -
ces, hasta 64), reloj de tiempo real y acceso directo 
a memoria,*macroensamblador, compilador Fortran, fre- -
cuentemente Intérprete de Basic 
sistema operativo elemental 
| bajo precio £ 20.000 $ 
| pequeño tamaño, normalmente de sobremesa 
i desnudez en cuanto a periféricos propios 
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El miniordenador es,pues, el resultante de un proceso 
de diferenciación de los ordenadores que ha producido no pocas 
variantes, estabilizándose hacia 1.9 70 mas o menos en torno a 
una estructura y características,, como las listadas en el retra 
to robot. La estabilización se produce como consecuencia de un 
proceso de integración. 
Mas a un proceso de .integración sigue uno de diferen-
ciación, y así sucesivamente. Partiendo del miniordenador tipo 
se ha producido, según Koudela 1.973, una diferenciación de 
los minis en cuatro direcciones principales, que representa el 
esquema siguiente. 
Los que llamaríamos de "propósito general" y "comple-
jo" llegan a no distinguirse de los ordenadores del tronco bá-
sico más que en su pequeña longitud de información y en la esca 
sa dotación de periferia específica. 
PDP-11 (DEC) 
[propósito general] 
Multifuncional 
Multilingüistico 
pimple" 
Submini 
Microproce 
sador 
Intel Microcomputer Set 
O 
Propósito especial| 
Unifuncional 
Unilinguistico 
^omplej o 
Supermini 
Multiproce 
sador 
META 4 (Digital Scientific) 
ATP (Raytheon) 
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Koudela clasifica las aplicaciones de los minis en cua 
tro amplias categorías de 
a) sólo procesamiento 
b) adquisición y procesamiento 
c) adquisición, procesamiento y control 
d) multiprocesamiento 
La 2a. y 3a. categoría implican la existencia de fuen-
tes exteriores de medida.o señalización de las que el ordenador 
adquiere automáticamente datos. En la 3a. se realiza también el 
control de dichas fuentes en base al procesamiento de los datos 
de ella adquiridos. 
En cuanto a la Ia. categoría, en ella entran básicamen 
te las aplicaciones científicas. 
En la 2 . incluimos todas aquellas relacionadas con -
las comunicaciones: 
- realizar interfaces entre entradas diferentes y una 
sola instalación de comunicaciones. 
- empaquetar o desempaquetar caracteres 
- localizar errores en los datos 
- sincronizar datos asincronos 
- formatar 
- transcodificar 
- multiplicar muchos terminales.de baja velocidad s o -
bre una línea de alta 
- coordinar las entradas de comunicaciones en los gran 
des ordenadores. 
En la última categoría debemos mencionar el proyecto -
de la Universidad Carnegie Mellon llamado Ordenador Mu.ltimi.ni--
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procesador que, basado en el PDP-11, se propone estudiar los s 
guientes tipos de problemas: 
Procesamiento paralelo. 
Procesamiento pipe-line 
Procesamiento en red 
Procesamiento especializados 
Multiprogramación convencional con multiprocesadores. 
Computadorización individualizada. 
La siguiente figura presenta la estructura general de 
este sistema (Bell, Chen, Rege, 1.972). Este sistema podíamos 
GSk-vv; IHhAv 
CMUnífcns 
V 
>i«p | t r o m : n>; t o : p ; 
c r cas -po in t l 
I K . c o u f j g u M -
| l i o n ' 
T T. cot.soi< [ 3 3 H E E L ! -
M p 
loc. i l M p / M s , T ( 
T/Ms ( 
T / M ; 
l 
B-
pssia 
Mpf-
B -
p u b l i c ^ ' • r ' 1 
l . K / T 1 — 1 — _ _ L 
K. l i v . i k j I K s l • • . j K1 i • • • 
Skp I f r o m ; p : t o : U¡ 
nu i l / (IIMI duplex/ 
Cff/M p o i n t ) 
_L 
K. con f i ' j u ro -
— U n i b u j 
P I n t c r c o m m u i i k a t i o i 
und f l o c h t in io f í;i. 
w f i o f j : Pu/ccntr;: í prf/cn<;M>r; M p / p i í i n m v ' rn i rmory ; 1 f W m l r v s h ; 
K^A I i 'w iP'vicu c o f i U n i (n.g., for T'-H>typt>); 
K f / f í»;-t iJevico c o m rot (o.q., (o r d i s k ) ; 
Kc / con t ro t for - d o c k , t j m e r , ¡ n t c f p r o o w o r cur.i m u nica l i a n 
'
1
 8.oi¡> ¿ivitchex have si ot ic c o n f k n u e t i o n c o n t r o l by mnnu¡«l and 
p rog ram c o n l r u l 
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haberlo encuadrado en el apartado 1.6.1. , pero su origen le si_ 
túa mucho mejor en relación con el movimiento de los minis. 
Volviendo a la diferenciación mencionada que se produ 
ce en la rama de los minis, recordemos, la que hace referencia 
.a los micros. Aquí se produce un nuevo núcleo que puede llegar 
a ser centro de una nueva integración. Puede contribuir a ello, 
entre otros factores, un movimiento de pensamiento de aplica— 
ción de la informática que se llama micro-informática o infor-
mática repartida (o destribuida).. 
En conferencia anterior se ha presentado con gran mi-
nuciosidad la estructura, funcionamiento y programación de los 
microprocesadores. Añadamos aquí algunos datos curiosos o inte 
resantes relativos a esa nueva•tecnología, que se comentarán., 
En primer lugar, una figura que representa el tiempo 
de respuesta y la capacidad de algunas memorias, entre las que 
se contabilizan algunas típicas de la informática distribuida. 
Los siguientes gráficos presentan, respectivamente, -
los ratios (Lussato et al.): 
precio/instrucción 
precio/registro 
performance/precio 
1000. 
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La curva que presento a continuación da idea, sin r e -
flejar el precio, de la evolución de la . comple j idad de los cir-
cuitos. Se prevé para 1.9 80 un circuito integrado equivalente a 
la unidad central completa de un mini actual (Anceau, 1.9 76) y 
para hacerse un orden de magnitud del mercado mundial de micro-
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1 O 
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procesadores tomamos la siguiente curva del mismo estudio (An-
ceauj 1.976). 
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1.7. Ordenador promedio típico del año 2.000 
Como se ha visto, las estructuras de los ordenadores -
obedecen a sucesivos refinamientos que hacen brotar nuevas r a — 
mas de un árbol cuyo tronco sigue alimentado por los conceptos 
clásicos de Von Neumann.Se han producido ramas que han adquiri-
do una especial robustez y dan lugar a nuevas ramas de sí m i s -
mas. No todas ellas son lógicas y acaso el tiempo irá mustiándo 
las, porque el campo del diseño del hardware y del software (y 
por extensión, el firmware) de los ordenadores es extraordina-
riamente joven e inestable. 
¿Qué ordenadores tendremos en el futuro?. Foster, repu 
tado profesor del M.I.T. en Arquitectura de Ordenadores, se - -
atreve a profetizar un retrato-robot del ordenador promedio en 
el año 2.000: 
- máquina intérprete capaz de ejecutar directamente 
uno o más lenguajes de alto nivel. 
- palabras más largas que las máquinas de hoy, posible 
mente con tantos como seis campos de dirección por -
instrucción. ' , 
- predominantemente máquina autónoma con provisión pa-
ra ocasional acceso remoto de datos. 
- sin registros centrales 
- probablemente máquina decimal 
con un pequeño sistema operativo cableado (¿micropro 
gratoado?) 
- con protección de cada palabra y descripción de d a -
tos 
- monoprocesador que hace sus propias E/S 
- lo más probablemente de propiedad privada y monopro-
gramada. 
- s e -
ll . SOFTWARE 
II.1. Clasificación y algunas definiciones 
Al software,que es la programación de los ordenadores, 
se le empieza a llamar ahora en España "logical" o "logicial". 
Se puede establecer una relativamente buena clasificación del 
software, que damos en la página siguiente. 
El software de base viene realizado por el constructor 
y entregado normalmente con la máquina,primero gratuitamente y 
ahora cada vez más en tarifa aparte (procedimiento "unbundling") 
Es tanto más abundante y complejo cuanto más complejo y caro es 
el equipo material. 
Sin entrar en detalles, puede definirse un sistema ope 
rativo como lo hace la IFIP (International Federation of Infor-
mation Processing): "Un sistema operativo es una colección orde 
nada de rutinas y procedimientos que acompañan al ordenador. 
Normalmente realizan alguna o todas las funciones siguientes:1) 
Planificación, carga, iniciación y supervisión de ejecución de 
programas; 2) Asignación de memoria, unidades de'entrada/salida 
y otros dispositivos del sistema; 3) Iniciar y controlar opera-
ciones de E/S; 4) Manejar errores y reiniciaciones; 5) Coordi-
nar comunicaciones entre el operador y el sistema; 6) Mantener 
un diario de las operaciones del sistema; 7) Controlar operacio 
nes en los modos multiprogramación , muí t .ipr oce s amiento y "time-
sharing". Nota: entre las facilidades incluidas frecuentemente 
en el sistema operativo figuran un supervisor, un planificador, 
un control de E/S, rutinas de servicio y rutinas monitoras". 
Hay tantas categorías de sistemas operativos como m o -
dos, entornos o ambientes de explotación. 
r 
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SISTEMAS DE PROCESO SECUENCIAL' 
- Todos los recursos asignados a uh job 
- Un solo job en memoria 
- ejecución en el mismo orden de la corriente de entrada 
SISTEMAS BASICOS DE MULTIPROGRAMACION 
- Varios jobs (jobsteps, tasks) coexisten en memoria. 
- A cada corriente de entrada se le asigna una participa-
ción de memoria 
- Dentro de cada corriente de entrada, los jobs se ejecu-
tan en orden secuencial 
- Planificación únicamente externa (usuario) 
SISTEMAS EXTENDIDOS DE MULTIPROGRAMACION 
- Varios jobs (jobsteps, tasks) coexisten en memoria 
- No existen particiones fijas en memoria 
- Unica cola de entrada para todas las corrientes de jobs 
- Asignación de recursos según las necesidades 
- Planificación externa (usuario) e interna (sistema) 
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SISTEMAS SECUENCIALES DE TIEMPO COMPARTIDO 
- Un solo job (jobstep, task) en memoria 
- Cola cíclica de asignación de procesador 
- Asignación de "quantum" de.tiempo a cada job 
- Fenómenos de swapping (canjeo de información entre me-
morias central y auxiliar). 
SISTEMAS DE MULTIPROGRAMACION Y' TIEMPO COMPARTIDO 
- Permiten distintos tipos de proceso 
- Tienen todas las características de los sistemas exten 
didos de multiprogramación 
- Tienen también características de los, sistemas de tiem 
po compartido 
- Suelen distinguir dos zonas en memoria 
. Foreground (tiempo compartido) 
. Background (batch) 
Los procesadores de lenguaje son programas que trans-
forman el programa objeto escrito en lenguaje fuente en progra-
ma objeto escrito en lenguaje final. Hoy está bastante avanzada 
la teoría de los compiladores que, contra lo que muchos piensan, 
es solo una categoría -si bien la más importante- entre los pro 
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cesadores. (Algunos autores incluyen los procesadores de lengu 
je en el sistema operativo, y también algunas casas constructo 
ras) . 
El software de aplicación es el conjunto de programas 
escritos para resolver problemas específicos de los usuarios. 
Por ello mismo es enormemente variado, y, al tiempo, enormemen 
te redundante. 
II.2. Problemas del software 
El primero de todos es el coste. Al revés que sucede 
con el hardware, el coste del software es creciente. La situa-
ción relativa viene representada en la gráfica. Pero no solo e 
coste sino que todas las características inherentes a la tecno 
logia electrónica: velocidad, fiabilidad, tamaño y coste, evo1 
cionan en el software en dirección contraria. A fin de cuentas 
todo podría evaluarse a más corto o largo plazo y cifrarse en 
coste. 
1 0 0 ! 
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Así: 
Velocidad: decrece, por utilizarse cada vez más frecuente-
mente lenguajes evolucionados. También, por in-
corporarse progresivamente nuevas funciones.de 
control. Dialéctica hardware-software (y compen 
.sación por el hard). 
Fiabilidad:La falta de metodología de diseño, unida a la -
creciente complejidad de los programas, influye 
negativamente en la fiabilidad. Tal influencia 
no.se percibe acorto sino a medio y largo pla-
zo. Problema del mantenimiento del software. 
Tamaño: Al incluir nuevas funciones o amplificar las ya 
existentes crece sin tasa la dimensión de los -
programas. Esto implica, además de consumo de -
tiempo (y por consiguiente disminución relativa 
de velocidad) consumo de memoria. Nuevamente, -
dialéctica hard-soft. 
Coste: Ya visto. Este punto es siempre creciente ya 
que no está nada automatizada la producción de 
soft. 
El cuadro siguiente (fuente: Armand, recogida en mi -
Memoria de Cátedra) merece reflexión, porque aparecen destaca-
das las capas de coste desde el componente electrónico hasta -
el sistema en funcionamiento. Aunque este cuadro data del año 
1.970, y desde entonces los costes referidos a actividades típ^ L 
camente humanas han experimentado crecimientos muy fuertes, de-
be observarse el volumen económico relativo del software de ba-
se ("soft, del constructur" en la figura),.más lo que hemos lia 
mado software de aplicación, asociado en la misma figura al cua 
dro donde se refleja el "Análisis y Programacion.de aplicacio-
nes " . 
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Toda esta problemática preocupa y por ello desde hace 
algún tiempo se viene analizando como una actividad típica y 
fundamental de la informática en generally, muy en particular, 
de la industria de los ordenadores. 
Recogeremos aquí algunos datos que cuantifican las eta 
pas y los costes característicos del proceso de desarrollo y 
mantenimiento de software. 
II.3. Estructura y costes del proceso de desarrollo y mante-
nimiento del software. 
El desarrollo, y correspondiente mantenimiento, de un 
sistema de información y, en gener'al, de un software específico 
sigue unas grandes líneas que han sido tipificadas como descri-
biendo un ciclo, el "ciclo de vida de un sistema". 
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mantenimiento (70%).. Nuestros estudios y datos personales en 
relación.con el software de aplicación en Informática de Ges-
MANTENIMIENTO 
70% 
tión, arroja alrededor de un 45%. 
. El mantenimiento hay que entenderlo como la repetición 
de algunas (o de todas) de las tareas de algunas (o de todas) -
de las actividades de algunas (o de todas) de las fases que com 
ponen el ciclo de un sistema. El mantenimiento hay que realizar 
lo por dos .grandes motivos: 
Io) El entorno del sistema ha cambiado 
2o) El sistema no satisface todas las condiciones de -
contorno y se presentan fallas. Este es el proble-
ma de la fiabilidad que es, en particular, uno dé 
los mayores azotes de la programación. 
El problema de la fiabilidad muy sentido en las estruc 
turas de hardware, es especialmente grave en el software, y es 
que, aunque parezca paradójico los programas para ordenador se 
diseñan y realizan casi siempre sin seguir una lógica. 
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II.4. Las técnicas de programación estructurada 
Hoy se está extendiendo por el mundo especializado de 
la informática un amplio movimiento encuadrado bajo el nombre 
de programación estructurada, que busca, hacer sistemática y lo 
gica la actividad de programación. Sus efectos son: 
- aumentar la fiabilidad de los programas 
- mejorar la comunicabilidad de los programas 
- reducir' el tiempo y costes de pruebas de los progra 
mas, etc. 
Se basa en tres grandes principios: 
Io. Diseño del programa por procedimiento "top-down" 
(de lo general a lo particular). 
2o. Empleo de solamente tres tipos de estructuras bá-
sicas (secuencial, repetitiva, alternativa) 
3o. Empleo del recurso abstracto. 
Dado que todo método de programación qu,e respete estos 
tres principios es programación estructurada pu'eden encontrarse 
varios métodos de P.E. Se conocen los de Warnier, Bertini y Jac 
kson. En el Anexo se recoge un artículo de Ferrán que, de mane-
ra muy simplificada, presenta (y nos ahorra describir) las ideas 
fundamentales de los métodos de P.E. 
Para hacerse una idea de los orígenes, alcance e impli^ 
caciones de la Programación Estructurada puede consultarse (Sáez, 
1.975 Inforprim). 
Lo cierto es que la programación estructurada se útil .i 
za aún poco en el mundo y nos consta que, desgraciadamente, bas_ 
tante menos, relativamente, al nivel del diseño. 
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Razones de la dificultad de difusión: 
- Falta de formación 
- Resistencia psicológica al cambio de método y a la 
disciplina de trabajo. 
- Interpretación errónea e individualista del concep-
to de eficiencia de un programa y de la profesión -
de programador. 
- Encaje imperfecto Programación estructurada-lengua 
jes habituales de programación. 
Y hablando de fiabilidad, creemos que al lector le re 
sultarán instructivas las "leyes de la inflabilidad" de Gilb. 
1'. Los computadores son infiables, pero los seres hu 
manos lo son aún más. 
Corolario: 
Como origen de cada error que se le im 
puta al computador, se encontrarán por lo menos -
dos errores humanos, incluyendo el error de impu-
társelo al computador. 
- ' 
2a. Cualquier sistema que dependa de la fiabilidad hu 
mana es un sistema infiable. 
3a. Ün sistema tiende a crecer en complejidad más que 
en simplicidad hasta que la resultante infiabili-
dad se hace intolerable. 
el 4 . Los sistemas autocomprobantes tienden a una coxnple 
- >> 
jidad proporcional a la inherente falta de fiabil:L 
dad del sistema en que se emplean. 
5a. Las capacidades de corrección y detección de error 
de cualquier sistema servirán como claves para com 
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prender el tipo de error que no pueden manejar. 
6 . Los errores indetectables son infinitos en su va-
riedad, contrastando con los errores detectables 
que son, por definición, limitados. 
7a. Todos los programas reales contienen errores mien 
tras no se demuestre lo contrario-lo cual es impo 
sible. 
a. 
8 . La inversión en fiabilidad crecerá hasta que supe 
re al coste probable de los errores, o hasta que 
alguien insista en que todo el trabajo útil ya es_ 
tá hecho. 
Un freno relativo, pero un freno al fin, es el consti_ 
tuido por los lenguajes que se emplean realmente. Prácticamen-
te ninguno de los usados se acomoda perfectamente a la descrip 
ción de todas y cada una de las estructuras. De los lenguajes 
más utilizados en la práctica (ver el cuadro siguiente, donde 
el índice de uso = número de usuarios/respuestas totales x uso 
medio,según sondeo de Philippakis para los U.S.A.) el que m e -
nos mal se adapta es el PL/I. 
Lenguaje Indice de uso 
COBOL 59 
ENSAMBLADOR 20 
RPG 6 
FORTRAN 5 
PL/I 4 
OTROS 3 
BASIC 1 
APL 0. 
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•On lenguaje totalmente estructurado, porgue se ha crea 
do después que la PÍE./ es el"PASCAL, del que para que el lec-
tor se haga una idea visual, reproducimos un programa del últi-
mo libro de Wirth. 
var ch: char; 
sym: symbol-, 
num: integer) 
id: record 
k: 0 . . maxk; 
a: a r r a y [1 . . maxk] of char 
end ; 
p rocedure scanner; 
var chl: char; 
begin (skip b l anks ] 
while ch = — d o rcad(ch); 
if ch in [ 'A' . . 'Z'J then 
with id do 
begin sym :•---- identifier; k :--= 0 ; 
r epea t if k < maxk then 
begin k := k+l; a[k] := ch 
end ; 
read(ch) 
until —{c/i in [ 'A' . . 'Z ' , ' 0 ' . . '9 ' ] ) 
end els<-
if ch in f'0' . . ' 9 ' ] then 
begin sym number; num :— 0; 
repeat num 10*nitm+onl(cfi)r~or(i('0'); 
read(ch) 
until ~{ch in [ '0*. . '9 ' ] ) 
end else 
if ch in [ ' < ' , ' > ' ] then 
begin chl := ch; read(ch);. 
rf ch = ' <hen 
begin 
if chl — ' < ' then sym :— leq else 
if chl --= ' > ' then sym := geq else sym := becomes; 
read{ch) 
end 
else sym S[chi] 
end else 
begin (o the r symbol s ] 
sym 6'[c7/]; read(ch) 
end 
end [scanner] 
PROGRAMA: UN SCANNER 
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II. 5. El futuro del software. Resumen ele problemas y recomenda 
clones. 
Por su interés, vamos a reproducir lo que,sobre este 
punto, especifica el reciente estudio, ya citado, de Dolotta y 
otros. 
La producción de software está aún en su infancia. Que 
los profesionales del software hablan raras veces de sus fallos 
y aprenden poco, si aprenden algo, de ellos, es un indicador. -
Que tienden a sobrevalorar lo que tiene la apariencia de éxito, 
es otro. La industria puede, ciertamente, continuar dejando que 
"la naturaleza siga su curso" hacia un futuro indeterminado, pe 
ro ese futuro no tiene probablemente que ser un futuro desea- -
ble. No todos los problemas planteados estarán resueltos para -
1.985, ni las soluciones alcanzadas serán de uso general para -
la misma época. Por ello, se deben asignar prioridades al con-
junto total de los problemas y comenzar a buscar soluciones a -
los más importantes ya mismo. Si el entorno del'procesamiento 
de datos ha de ser más confortable para entonces habrá que in-
fluir antes sobre las casas vendedoras para que provean hardwa-
re y SCP que se adapten mejor a estas necesidades claramente es_ 
tablecidas. (SCP = System Control Program). 
La industria tiene que empezar ahora a intentar condu-
cir la ocupación de desarrollo del software tal como existe, in 
fluyéndola y orientándola hacia la posición de aceptar y adop-
tar los resultados de estudios, investigación y desarrollos. In 
dividual y colectivamente, profesionales y managers tienen que 
empezar a atacar los problemas más urgentes y a compartir los -
resultados de sus esfuerzos. Tienen que apreciar la.necesidad -
de un conjunto de estándares útiles y aplicables a la industria 
y trabajar para elaborarlos. 
Tanto los productores como los usuarios de software 
tienen que aceptar el hecho de que una parte muy grande (si no 
-Il-
la. mayor) del coste de un sistema de .software sobre su ciclo -
de vida se debe al cambio, y que se tienen que desarrollar mé-
todos para diseñar e implementar software que se preste bien a 
este estado de cambio constante (en requerimientos, en estruc-
turas de datos, en interfaces, en el hardware subyacente, en -
SCP, etc.), minimizando así los costes del cambio. 
Aunque algunas de las herramientas y técnicas necesa-
rias están ya disponibles, y otras existen en estado experimen 
tal o de prototipo, hay una cantidad de problemas que requeri-
rán el inicio de nuevos proyectos de investigación y otros que 
requerirán una amplia aplicación de sentido común y buenas -
prácticas de buena gestión. Más abajo los citamos. 
Ya que todo dentro del entorno del procesamiento de -
datos afecta de alguna forma a los programas de aplicación o a 
su implementación, no se hará nada para "confinar la. lista s i -
guiente a las aplicaciones en sí mismas; por el contrario, lo 
siguiente es una delineación completa de todos los problemas -
en el área del software: 
- La necesidad de mejorar la productividad de los pro 
gramadores de aplicación y del proceso de desarrollo de aplica 
ciones es un problema muy difícil y urgente. Todo esfuerzo em-
prendido hacia la mejora del software contribuirá a su solu- -
ción. Relacionada directamente a este problema está la falta -
de una adecuada medida de la productividad de los programadores. 
~ Nuevos lenguajes de implementación, en sí mismos, -
ofrecen poco incremento en productividad. Sin embargo, diseña-
dos como parte integrante de un sistema total de producción de 
software, podrían tener suficiente impacto para justificar in-
vertir en su creación. Se dice esto en el supuesto de que el -
diseño de un tal sistema de producción implique o contenga res 
fricciones acerca de cómo deben expresarse o estructurarse los 
programas. 
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- Minimización de la fracción del nuevo código necesa-
rio para cada nueva aplicación pufede tener un efecto marcado. -
Se definirán y seleccionarán módulos reutilizables y los necesa 
rios subsistemas de soporte. 
- Tienen que encontrarse mejores, más rápidos, más efi-
cientes formas de transferir - nuevas capacidades, tan'pronto es-
ten disponibles, de aquellos que las desarrollan a aquellos que 
las necesitan. Este es un problema extraordinariamente complejo 
que involucra gestión, economía y -demasiado frecuentemente- . -
personalidades. 
- Se tiene que mejorar la calidad de los productos de 
software desde los puntos de vista de fiabilidad, utilizabili-
dad y flexibilidad. Entre otras cosas, esto implica formas me-
joradas de diseñar y probar programas y también meter a los 
usuarios finales desde el principio en el ciclo de desarrollo 
haciéndoles partícipes. Significa asimismo hacer a ambos, a 
los que desarrollan y a los que usan, responsables. 
- Tiene que adoptarse una•visión integrada del siste-
ma total de procesamiento de datos, incluyendo al usuario final 
y a su entorno de trabajo tanto como al computador que constifu 
ye el corazón del sistema. Los beneficios y desventajas del con 
cepto SCP-ICP, potencia de procesamiento de datos distribuida, 
sistemas jerárquicos de memoria, etc. tienen que ser evaluados 
como un todo integrado. 
- Es cuestionable si podrán ser resueltos para 1.9 85 
la mayoría de los siguientes problemas: 
- fiabilidad del sistema global de procesamiento, de -
datos. 
- instalabilidad de grandes sistemas on-line 
- desarrollo de un SCP que no sea violado 
-.metodología para el uso de bases de datos distribuí^ 
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das y redes de ordenador 
- formación y educación de los profesionales del pro-
cesamiento de datos. 
- desarrollo de la programación como una tecnología , 
- medidas del impacto del procesamiento de datos sobre 
la productividad total de la empresa. 
- mejora de. la, en general, mala imagen pública de la 
industria del procesamiento.de datos. 
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III. INFORMATICA 
III.l. ¿Cómo y en qué utilizar el ordenador?. 
Se ha hablado del hard y del soft y no se puede dejar 
de esbozar unas, ideas sobre algunos de los problemas y tenden-
cias de la informática de hoy. 
Recordemos que la informafica se ha definido como la 
"ciencia del tratamiento racional, principalmente por máquinas, 
automáticas, de la información, considerada como el soporte de 
los conocimientos y comunicaciones en los terrenos técnico, ecc 
nómico y social". 
Dreyfus distingue hasta cinco grandes ramas en la I n -
formática: 
Informática formal y analítica 
Informática física y tecnológica 
Informática metodológica 
Informática sistemática y lógica 
Informática aplicada. 
Lo cierto es que en la práctica se confunden informá-
tica e industria de los ordenadores. Sáez (1.973) distingue 
tres etapas fundamentales en la historia de los ordenadores. 
El cuadro acentúa el hecho de que han surgido suficien 
tes síntomas para pensar que se está empezando a poner énfasis 
en los problemas de utilización del ordenador; su coste, sus 
configuraciones, las metodologías de su uso, etc. Quizá ocurra 
esto porque el conjunto de usuarios es ya muy cuantioso y se em 
pieza a tomar conciencia de que el ordenador,, como herramienta 
increíblemente potente, no se sabe aún utilizar en una mínima -
parte de sus posibilidades. Sucede también que, impulsado por -
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EPOCA 
(años aprox.) SIGNO 
CARACTE-
RISTICAS MUY 
SOBRESA-
LIENTES 
GENERA-
CIONES 
CENTRO 
DE INTE-
RES EN 
CUANTO 
AL ORDE-
NADOR 
OBJE-
TIVOS 
LOCALI-
ZACION 
1935-50 
CREA-
CION 
. INTELIGENCIA 
1 a L INEA 
. MATERIAL I -
ZACION 1 o s 
ORDENADO-
RES 
GENERA-
CION BASE, 
SIN NUME-
RO 
GESTA-
CION 
RESPON-
DER A 
UN DESA-
FJO INTE-
LECTUAL 
UNIVER-
SIDADES 
1950-70 
EXPAN-
SION, 
EUFORIA 
. 3a INDUSTRIA 
M U N D I A L 
, A V A N C E S 
TECNOLOGIA 
. EVOLUCION. 
TECNICA 
1a , 2a , 3a DESARRO-
LLO 
NEGOCIO EMPRESAS 
FABRI-
CANTES 
1970-
EXAMEN 
DE CON-
CIENCIA, 
RACIO-
NALIZA-
CION 
PREGUNTAS: 
. ¿sustituirá el 
ordenador sl 
hombre? 
. ¿no se habrá 
mit i f icado exce-
sivam. al orden.? 
UTILIZA-
CION 
RACIONA 
LIZAR EL 
USO DEL 
ORDENA-
DOR 
USUA-
RIOS 
el avance de la tecnología han aparecido máquinas tan podero-
sas o más que los primeros ordenadores y que caben, por así de 
cirio, en una cartera de mano. Máquinas que están al alcance -
de cualquiera. Las estadísticas de ordenadores no las recogen, 
ya que el mismo concepto de ordenador se ha quedado obsoleto -
en su uso cotidiano. Las estadísticas de minis y micros se han 
empezado a hacer por separado. 
E V O L U C I O N P A R Q U E O R D E N A D O R E S 
( D I E B O L D compu te r census (*) 
1969 1975 (est imado) 
Estados Unidos 56.151 110 .000 - 170 .000 
R.F. Alemana 5.007 1 9 . 0 0 0 - 31 .000 
Benelux 1.810 7 . 0 0 0 - 11 .000 
Francia 3.58,0 1 4 . 0 0 0 - 30 .000 
Gran Bretaña 3 .880 1 5 . 0 0 0 - 25 .000 
Italia 2 .480 9 . 0 0 0 - 15 .000 
Resto Europa Occ identa l 2 .280 8 . 0 0 0 - 16 .000 
E s p a ñ a ! ' * ) 515 2 .500 ( * * * ) 
Tota l Europa Occidenta l 19.037 72 .000 - 128 .000 
Japón 4 .900 1 8 . 0 0 0 - 4 0 . 0 0 0 
U.R.S.S. 6 .000 ? 
O Fuente: Margu l i c i , 1970, 
( " ) Fuente: Rod r íguez , 1 9 7 F 
( * ' * * ) Fuente : Serv ic io Cent ra I de I n f o r m á t i c a . Presidencia del G o b i e r n o 
(c i tado por Rodr íguez ) 
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El cuadro siguiente hace ver cómo evoluciona relativa 
mente el uso de los ordenadores en cuatro grandes categorías -
de aplicaciones en los U.S.A. Observese de que manera crecen, 
para volver luego a una posición anterior, las aplicaciones 
D I S T R I B U C I O N Y E V O L U C I O N DE C A T E G O R I A S 
DE A P L I C A C I O N E S EN U.S.A. (*) 
a: administ ración y gestión c: cont ro l industr ial o técnico 
b: cálculos c ient í f icos y técnicos ,d: otros 
I 4 ) Fuen te : Bauv in , 1 9 7 0 
llamadas de gestión y cómo crecen definitivamente las aplica-
ciones no tipificadas. Para conocer en detalle los datos refe-
rentes a nuestro país, consúltese el estudio, publicado en - -
Abril de 1.977 por la Presidencia de Gobierno, c.on el título -
de la Informática en España 1.976 y en el que h'a" colaborado el 
autor de esta conferencia. 
Anteriormente hemos presentado un cuadro-organigrama 
con los costes del ordenador desde el de los componentes hasta 
el sistema funcionando. Ahora veamos concretamente lo. que le -
cuesta, en promedio, a una empresa su informática (Sáez 1.973) . 
Coste Informática del 0,5 al 1,5% cifra de negocios 
Distribuido: 
Alquiler/Compra Equipos 
Gastos Explotación 
Gastos Programación/Análisis 
44% 
31% 
2 5% 
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El estudio de la Presidencia de Gobierno distribuye -
de otro modo los costes, que en promedio son éstos: 
Personal 44,4% 
Equipo (con Mtmo.) 42,9% 
Servicios Informáticos 
del Exterior 2,8% 
Varios 9,9% 
Cualquiera que sea la forma de distribuirlos, las em-
presas experimentan en sus presupuestos unos costes muy eleva-
dos y. muy generalmente, no aprecian rendimientos congruentes 
y sí, en cambio y demasiado a menudo, problemas considerables: 
tiempo de respuesta elevado, fallos, inadecuación de las solu-
ciones, malestar psicológico, etc.' 
Los próximos años parece que serán de encrucijada, 
presionando por un lado las industrias de ordenadores, electro 
nica, comunicaciones y de servicios y por los usuarios. Hemos 
visto cómo Foster predice para el año 2.000 una estructura de 
ordenador que no se parece nada a la habitual hoy día. Esto es 
prueba de un diagnóstico de una cierta inadecuación de las ac-
tuales. Sin embargo, en lo inmediato se prevé un auge de la te 
leinformática y de los sistemas organizados sobre una base de 
datos. La teleinformática favorece a 'los equipos grandes y a -
los pequeños y las bases de datos a los grandes. 
Por la parte del interés de los usuarios se debe espe 
rar un empuje a la elaboración y difusión de metodologías de -
análisis, diseño y programación de sistemas de información y -
de explotación.El movimiento de la microinformática, que tiene 
algunos rasgos dudosos, seguirá, siempre que sea capaz de pla£ 
marse asimismo en metodologías coherentes con sus postulados. 
A continuación presentaremos unos conceptos elementa-
les de los sistemas con bases de datos y de la m i c r o i n f o .r m á t i -
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ca. 
111.2 . Sistemas centrados en una base ele datos 
El abaratamiento y aumento de capacidad de memoria on-
line con los ordenadores sugiere el empleo de grandes conjuntos 
organizados de datos, sobre los que se conectarían la mayoría -
de aplicaciones de una empresa. Es fácil de imaginar que las 
técnicas de bases de datos y las de transmisión de datos y tele 
proceso (teleinformática) son complementarias y promueven una in 
formación centralizada desconcentrada. 
Una base de datos es "una colección de datos interrela 
clonados almacenados juntos con rédundancia tan pequeña como. -
sea posible para servir a una o más aplicaciones en una forma -
óptima; los datos son almacenados de manera que sean indepen- -
dientes de los programas que los usan; un método común y contro 
lado se usa para adicionar nuevos datos y para modificar y recu 
perar datos ya existentes en la base". (Martín, 1.975). 
Esta técnica acaba generando un nuevo paquete de sof-
tware llamado sistema de gestión de base de datos. La próxima -
figura esquematiza los pasos que se suceden cuándo un.programa 
de aplicación lee un registro a través de uno de estos sistemas. 
1. El programa A genera llamada al SGBD (Sistema de Gestión 
de la Base de Datos) para leer un registro. El progra-
ma da el nombre del programador para el tipo de dato y 
el valor de la clave del segmento de registro en cues-
tión. 
2. El SGBD obtiene el subesquema (o descripción de datos 
del programa) que usa el programa A y mira la descrip-
ción de los datos cuestionados. 
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3. El SGBD.obtiene el esquema (o descripción lógica glo-
bal de los datos) y determina qué tipos lógicos de da 
tos se necesitan. 
4. El SGBD examina la. descripción física de la base y de 
termina qué registros o registros físicos leer. 
5. El SGBD genera una orden al sistema operativo indicán 
dole cómo leer el registro requerido. 
6. El Sistema Operativo interactúa con el almacenamiento 
físico donde está el dato. 
7. El dato o datos requeridos se transfieren entre el al. 
macenamiento y los buffers. 
8. Comparando el subesquema y el esquema, el SGBD deriva 
de los datos el registro lógico que necesita el pro--
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grama. Cualesquiera transformaciones de datos como -
vienen declarados en el subesquema y los datos como -
lo vienen en el esqueja son realizados por el SGBD. 
9. El SGBD transfiere los datos desde los buffers al - -
área de trabajo del programa A. 
10. El SGBD proporciona información de estado al programa 
e .indicaciones de error. 
11. El programa puede ya operar con los datos en su área 
de trabajo. 
En fin, como se decía antes, los sistemas tienden a -
usarse en un ambiente de telecomunicación y ello hace que, a -
veces, se creen sistemas para manejar tanto las operaciones de 
bases de datos como de transmisión de datos, llamándose en tal 
caso sistemas DBDC (Data-base data communications, terminolo--
gía IBM). Ver próxima figura. 
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\ o r * - • Dala base 
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como puede verse, se parecen bastante a las de los sistemas re 
partidos: 
Io. Volúmenes pequeños 
2°. Tiempos de acceso razonables 
3o. Tratamientos simples 
4o. Herramientas convivenciales 
5o. Bajo costo 
6 o. Niveles jerárquicos 
7o. Cohesión de las células 
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