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indices of the above, and following, Cartesian products are subjected to lexicographic order, with 1 ^ σ.) A similar routine computation reveals that d Inasmuch as these formulas also describe the coboundaries in the Amitsur complex C (S/R, U) , it becomes imperative to know which tuples in Πσ'-«17 (S) arise from elements of £/(S')> for i =2,3. The next two propositions settle this issue. First, we give a key definition. Let I be the ideal of 5 generated by {a-a': a ES}.
PROPOSITION, (i) S 2 = {(a, b)ESxS:a=b (/)}. (ii) U(S 2 ) = [U(S) x U(S)] Π S\

Proof, (i): Let (a,b)ES 2 ;
in other words, suppose that there exists ξ = Σai<g)βi E S 2 such that a^Σaβi and &=Σα,ft'. If m: L 2^> L is the multiplication map, applying m and m(l®σ) to ξ shows that 5 contains both a and b. It is clear that a-b El; i.e., Conversely, let (α,b) e 5 x 5 with a=b (I) .
Since (α,b) = (α,α) + (0,b -α), it suffices to prove that S 2 contains both {a,a) and {0} x I. For the former, observe that (α, a) = a (g) 1. For the latter, our earlier remarks establish that 5 2 is an 5-submodule of 5 x 5, so that we need only to prove (0,c -c')ES 2 for each c E S. This, however, is immediate: (0,c -c') = c (g)l -l(g)c.
(ii): As the injection S 2^> S x S is a ring homomorphism, it is clear that U (S 2 (I) , then a~λ = b~\I). As a~ι -b 1 = a~ιb~ι(b -a), the proof is complete. We pause to observe that the proof of part (i) of the preceding proposition was obtained by rendering basis-free Morris' proof of [7, Lemma 4.0] . The computational method used to establish (ii) replaces the Mayer-Vietoris argument of [7, Theorem 4.1] .
) C[U(S) x U(S)] Π S 2 . For the reverse inclusion, (i) reduces us to showing that, if a and b in U(S) satisfy a = b
Proof, (i): Let (a,b,c,d) E S 3 ; i.e., suppose that ξ = Σai<g)βi<g)Ύi ES (I 2 ) since α-b+c-d= ΣαΛft -ft') (γ, -γ,'). Conversely, if a, b, c, d in 5 satisfy a=b=c{I) and α+c = fe +rf(/ 2 ), note that
Since (0, a, a, a) = 0 (g) 1 (g) 1 and S 3 is an 5-submodule of 5 x 5 x 5 x 5, it suffices to prove that 5 3 contains (0,0,e -e',e -e'), (0,e-e\ 0, e' -e) and (0,0,0,(e -e') (/-/')) for each e and / in S. To this end, we need only to consider (e(g)l -l(g)e)(g)l, 1 (g)(β ® 1 -1 (g)e) and respectively.
(ii): By reasoning as in the preceding proposition, it suffices to show that, if a, b,c,d E t/(S) satisfy a = 6 = c (I) and α + c = b+d(P) 9 then α" 1 -^ c" 1 = b~ι + d~\P). Taking congruences modulo I 2 , we have
to complete the proof.
Formulas for cohomology. It will be convenient to let N denote the field norm N L/K : U(L)-+U(K)
and to view H\SIR, UKIU) as a subgroup of H 2 (S/R y U) by means of the (injective) connecting homomorphism (cf. [4, p. 240], [5] ). In conjunction with the standing hypotheses announced earlier, we now assume that S is not contained in K. This readily implies that the multiplication map
THEOREM. Let A = {x G (7(5): x = 1(/ 2 )} and B = {x G (7(5):
Proof, (i): As usual, the R-flatness of 5 and the isomorphism (S n+i 
]. Since JV is given by N(a) = aa', the material in §2 permits us to identify D with
As ί/° is given by d%v) = v~l<g>v, Hubert's Theorem 90 shows that d%U(L)) is regarded as {l}xker(JV); the preceding identification of D with E then causes d°(U(L)) U (S 2 ) to be identified with
given Thus, H\SIR,U) = PIQ. Since K is the fixed field of G, the isomorphism given by (JC,y)-•(*,yx"
) carries P onto t/(5)x (KΠA). As Q is sent onto U(S)x N(B), isomorphism theorems apply again, and establish (ii). (iii): It suffices to prove that the isomorphism in (i) is the restriction to H\S/R,UKIU)
of the isomorphism in (ii). Let ξ = Σα, (g)/3, E D; set a = Σα,/?, and b = Σα./V It is routine to check that the connecting homomorphism sends the H\SjR, UK/U)-cohomology class of ξ to the coset in J/M represented by (a,a,a\a~λbb f ). The map in (ii) then sends this coset (cohomology class) to the N(B)~coset represented by N(ba~ι). This is precisely the effect of the isomorphism in (i) on the cohomology class of ξ, and so the proof is complete.
REMARK. Suppose U(S) ΠKCR.
If W = {x e 17(1?): x s l(J 2 )}, then the formulas in the preceeding theorem may be restated as
H\SIR,UKIU) = [N(U(L))ΠW]IN(B), H 2 (S/R,U)= WIN(B), and H 2 (SIR,U)/HXSIR,UK/U)=WI[N(U(L))nW].
This formula for H 2 (S/R, U)
was obtained by Mandelberg [6, Theorem 4.24 ] for the special case in which R is integrally closed, S is integral over R, char(K)^2, and there exists a E5 such that 5 is β-free with basis {l,a}. As our work does not place restrictions on characteristic or bases, it applies to examples such as:
], L = K(6 m ) for which [6, Theorem 4 .24] cannot be used.
Number-theoretic examples.
We fix notation and assumptions for the remarks and examples given below: L is a biquadratic field extension of Q, R is the ring of algebraic integers of a quadratic subfield K of L, and 5 is a ring properly containing R and contained in the ring of algebraic integers of L. The standing hypotheses of § §2 and 3 hold in this context. We also define / as in §2, and let N, A and B be as in the theorem of §3. Note that I 2 may be interpreted as the discriminant ideal of S/R. Because of the explicit description of the algebraic integers in biquadratic fields given by Williams Since L/K is a quadratic extension of algebraic number fields, the expressions studied in §3 may be reinterpreted. The Hasse norm theorem [8, page 185] implies that an element x ELK ΠΛ belongs to N(U(L)) precisely in case x is a local norm at all places. At a place of K which splits in L, all elements are norms. Moreover, x is a local norm at any place arising from an inertial prime, since norms are characterized as being of even order and x GA C 1/(5) has order zero. If p is a ramified prime of R, then p |/ 2 , and so x = l(p); in case p does not lie over (2) in Z, this congruence suffices to make x a local square, and thus a local norm. The ramified primes lying over (2) require further analysis. While x = 1(/ 2 ) does suffice to show that x is a local norm In general, a discussion of the relevant local class field theory would lead us far afield. For application to our examples, however, we need only consider such primes in biquadratic extensions of Q. This reduces the problem to computing the properties of a finite number of extensions of Q 2 . Hence we will not distinguish the primes dividing (2) from other primes. Finally, if an archimedean place does not split, we obtain an embedding of K in R with R(g) κ L = C; at such a place, x is a local norm if and only if JC is positive in R. Thus, 2 (T/Z,U) = 0 for an order T in a quadratic extension of Q( [7, Theorems 3.0 and 3.2] , [4, Proposition 1.9 and Remark 1.10(b)], [6, Theorem 4 .27]) follow from the theorem in §3 and the observation that no discriminant divides 2. Indeed, no proper extension of Z has discriminant 1 [9, . Moreover, no extension of Z has discriminant 2, because of the theorem of Stickelberger [9, ], whose proof yields the statement: the discriminant of any finite extension of a principal ideal domain is congruent to a square modulo (4). We conjecture that the theorem in §3 generalizes to a class of higher-dimensional extensions, with "/ 2 " replaced by "the discriminant" in the definition of A if so, the preceding argument implies H 2 (T/Z, U) = 0 for such extensions Γ/Z. EXAMPLE To fabricate examples, (including (i) and (ii) above), let d x be a positive square-free rational integer such that each unit of Q((di) 
This example treats various imaginary
K. First, let K be either (i) Q((-30) 1/2 ) or (ii) Q((-42) 1/2 ); let L = K((6) 1/2
KΠA N(U(L))ΠA N(B) H\S/R,U) H ι (S/R,UK/U)
As H\S/R, UK/U) = ker(p) and the split Brauer group B(S/R) is known to be Z/2Z, case (c) cannot arise. A direct proof of this will now On the other hand, β EB. Thus, when R contains such β, any L with I 2 = (2) gives case (a). If R contains no such β, every unit belongs to A, and the test is as in the case of ), P = (7), and hence A = {j8
This procedure produces examples over any real quadratic R for which the map p is neither a monomorphism nor an epimorphism.
To produce examples of (f) requires more care since we must find a possible value of I 2 arising from an L/K of this type modulo which (-β) has odd order. To do this, consider the factors of 
), respectively. In the remaining cases, synthesis of examples may be required to follow a different route. To illustrate, consider K = Q(17 1/2 ) for which β =(4+17 1/2 ) 2 = 33 + 8(17) 1/2 . Here ί 2π^2 (mod 8), t 2n+ί s l (mod 8); hence one would have difficulty identifying any t n which could be divisible by an admissible / 2 . However, if q is any prime of the form 4k -1 which is also a quadratic non residue modulo 17, then: (i) q is an inertial prime of K (ii) the units of R modulo q form a cyclic group of order q 2 -1; (iii) the subgroup of elements of norm 1 has order q + 1; (iv) an element of the subgroup which is the square of an element not in the subgroup has order divisible by the largest power of 2 dividing q + 1, and has a power which is congruent to -1 modulo q (v) thus q must divide some t n . For this particular K, we may take L = K( (-q) m ) where q is a prime congruent to 3, 7, 11, 23, 27, 31, 39, or 63 modulo 68 . This procedure can be modified to cover those choices of R, whether or not they contain units of norm -1, whose discriminant over Q is divisible only by primes of the form 4)t + l. Over any real quadratic field K, one can give infinitely many choices of L which give (e) and infinitely many L which give (f).
The values of H 2 (S/R, U) given above exceed the bounds given by Mandelberg for special types of quadratic ring extensions [6, Corollary 4.25 and Remark 4.26] . On the other hand, they do sharpen the bound of Πf =] (Z/2Z) which follows from the bound on the cochain group given by Dobbs [3, Proposition 2.1] . We hope that our examples will serve to clarify the role of the units of finite order in the computation of Amitsur cohomology.
