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INTRODUCTION
Local scouring beneath marine pipelines is a crucial problem that results in the rupture of pipelines and finally environmental and economical damages (Mao 1986) . Estimation of scour in the vicinity of a pipeline laid on the seabed due to a current is of great importance in the design and maintenance of marine pipelines. Thus, recently the scouring mechanism beneath marine pipelines has generated considerable research interest. There are mostly two types of available approaches for the estimation of scour: (i) physical and empirical approaches based on experimental data and (ii) numerical modeling approaches. In the experimental studies, which are mainly conducted in two-dimensional flumes, it is attempted to find a relationship among more effective variables such as Shields parameter, current mean velocity, water depth and sediment properties below pipelines with the equilibrium scour depth (e.g. Kjeldsen et al. 1973; Leeuwenstein et al. 1985) . Hence, a wide range of empirical formulae or parametric models have been proposed for the estimation of scour hole dimensions. Because of the complexity involved in the scour process and measurement difficulties, there is still much interest in investigating the scour process beneath marine pipelines.
Numerical models have become increasingly popular in the simulation of local scouring, and can be divided into potential flow and viscous/turbulent flow theory based models. The potential flow-based models are able neither to simulate the flow separation and vortex shedding nor to estimate the correct scour profile (Liang & Cheng 2001 ).
To deal with the foregoing shortcomings researchers applied a viscous-based model in which the turbulence models such as kÀE and kÀo are subjected to a Reynolds Averaged Navier-Stokes (RANS) equation solver (Liang & Cheng 2004a, b) . Recently, two-phase flow models have also been developed to simulate delicately the scour process, coupling the sediment and fluid phases in a two-way formulation (Zhao & Fernando 2007) . Although the reviewed studies show that the numerical models are rather accurate in their estimation of scour, applying these kinds of sophisticated models are both expensive and very time-consuming despite their efficiency in simulating bed evolution.
Recently, soft computing tools such as Artificial Neural Networks (ANN) and Fuzzy Inference Systems (FIS) have been used due to their simplicity in order to predict different complex phenomena in river and coastal activities such as nearshore processes (Liriano & Day 2001; Cheng et al. 2002; Ruessink 2005; Muttil & Chau 2006; Chau & Muttil 2007; Bakhtyar et al. 2008 Bakhtyar et al. , 2009 Shourian et al. 2008 ) and winddriven wave prediction (e.g. Deo et al. 2001; Kazeminezhad et al. 2005; Mahjoobi et al. 2008; Zanganeh et al. 2009 The GA is a kind of algorithm in which the number of the population and operators is much more than in the Particle Swarm Optimization (PSO) algorithm. Thus employing other evolutionary algorithm such as PSO commonly with lower population and less operators than the GA can be an alternative approach (Kennedy & Eberhart 1995) . The newly common PSO algorithm has been used as an optimization tool in combination with simulation models in optimal design of some civil engineering problems. Chau (2006) 
STRUCTURES OF PSO-FIS MODELS Fuzzy Inference Systems (FIS)
FIS is a suitable substitute for the approximation of ill-defined nonlinear functions. In addition, the FIS model is able to subject qualitative aspects of human knowledge and reasoning processes by datasets without employing precise quantitative analysis through five functional components. Figure 1 schematically outlines the relation between these five functional components, whose explanation is given as follows (Jang 1993) :
A rule base containing a number of fuzzy if-then rules.
A database defining the membership functions of fuzzy sets.
A decision-making unit as the inference engine.
A fuzzification interface which transforms crisp inputs into linguistic variables. A defuzzification interface converting fuzzy output to crisp outputs.
Since having an efficient fuzzy rule base to make decisions is a crucial issue in an FIS, clustering methods can be a suitable option to extract fuzzy if-then rules in terms of their simplicity and accessibility compared to expert methods. To do so, in this paper extracting of the fuzzy if-then rules is attempted by using the so-called subtractive clustering method, in which the radius of clustering and the squash factor as clustering parameters would control the number and structure of fuzzy rules. This model performs on the basis of the potential value of each data point to be chosen as a cluster center, given as follows for a collection of K data points (Chiu 1994) :
where P ok is the potential of the kth data point, ra i is the cluster radius associated with the ith dimension of the point and z k i is the ith-dimensional data point. After calculation of the potential value of each data point, the point with the highest potential is selected as the first cluster center. Then, the potential value of each data point z k is reduced by the following equation:
where P ' ok is the reduced potential value of the kth data point, P Ã o1 is the first center potential value and g is a squash factor. New cluster centers are determined based on the acceptance ratio, E is the rejection ratio and E is the relative distance criterion. A data point with a potential greater than the acceptance threshold is directly chosen as a cluster center.
The acceptance level of data points with potential values between the upper and lower thresholds depends on the relative distance calculated by the following formula:
where d min is the nearest distance between the candidate cluster center and all cluster centers previously found as follows:
where d k,c is the distance of the kth data point, in which c i is the previously found cluster center.
In the ANFIS model each cluster center would represent a fuzzy if-then rule. Assuming the Gaussian membership function due to its efficiency in a noisy media (Kreinovich 1998) , the cluster center i is considered as the mean value (c i )
of the membership function, while the deviation variables of the membership function are calculated by
.
Following the above discussion, the cluster centers and squash factors may be considered as the parameters controlling the number and structure of the initial FIS. Figure 2 schematically sketches an initial FIS with two fuzzy if-then rules in a Takagi-Sugeno-Kang (TSK) form fuzzy rule base including two inputs x and y and one output f. The fuzzy if-then rules can be expressed as follows (Takagi & Sugeno 1985) :
Rule 2 : If x is A 2 and y is
where A 1 , A 2 and B 1 , B 2 are fuzzy sets of input premise variables x and y, respectively, and p 1 , q 1 , r 1 and p 2 , q 2 , r 2 are the consequent parameters. According to Figure 
where A i is the linguistic variable, x is the input to node i and O i 1 is the membership of A i , which is usually defined by a bellshape function with maximum and minimum values equal to 1 and 0 as follows:
where a i is the standard deviation (SD) and c i is the center of the above Gaussian membership function obtained from subtractive clustering.
Layer 2: The fixed nodes in this layer are T-norm operators like the AND operator. The output of each node in this layer represents the firing strength of the associated rule as follows:
Layer 3: Nodes in this layer are fixed nodes and the normalized ratio of the i th rule's firing strength to the sum of all rules' firing strength is calculated in this layer as
Layer 4: All nodes in this layer are adaptive. The output of each node (rule) is simply the product of normalized firing strength and a first-order polynomial:
where p i , q i , r i are parameters of the consequent part of rule i.
Layer 5: This layer has only one node labeled P to indicate that it performs as a simple sum over all outputs coming from layer 4.
Particle Swarm Optimization (PSO) algorithm
The PSO algorithm is a member of the wide category of swarm intelligence methods for solving global optimization problems (Kennedy & Eberhart 1995) . It was originally proposed as an optimization method in the simulation of social behavior. PSO is related to swarm theories and evolutionary computing, especially evolutionary strategies and genetic algorithms. PSO is inspired by the metaphor of social interaction observed among insects and animals. The kind of social interaction modeled within a PSO is used to guide a population of individuals (namely particles) moving towards the most promising area of the search space. According to the global PSO algorithm, each particle moves towards its best previous position and toward the best particle in the whole swarm (Kennedy & Eberhart 1995) .
In a PSO algorithm, each particle is a candidate solution equivalent to a point in an n-dimensional space, so the ith particle can be represented as Fgure 2 9 9 9 9 FIS model structure coupled with PSO and ANN (Jang 1993) .
particle flies through the search space, depending on two important positions, p b ¼ (p b1 , p b2 , y, p bD ), the best position the current particle has found so far (pbest), and p g ¼ (p g1 , p g2 , y, p gD ), the global best position identified from the entire population or within a neighborhood (gbest). The rate of the ith particle's position change is given by its velocity
. Equation (12) updates the velocity for each particle in the next iteration step, whereas Equation (13) updates each particle's position in the search space (Kennedy & Eberhart 1995) : Experiments with PSO indicated that it had better initially set the inertia weight to a large value to promote global exploration of the search space, and then gradually decrease it to get more refined solutions (Shi & Eberhart 1998a, b) .
Hence, an initial value around 1.2 and a gradual decline towards zero can be considered as a good choice. PSO updates the inertia weight using the following equation in each iteration:
where o iter is the iteration's inertia weight, iter max is the maximum iteration number, and o max and o min are the maximum and minimum inertia weights, respectively. The PSO model starts with a set of randomly generated solutions, then it updates the swarm using Equations (12) and (13) The following formulae show how an ANN method tunes the FIS parameters:
where E is the Mean Square Error (MSE), O i is the ith network output at a given output node, P i is the ith target output, N is the number of data, a is a nonlinear antecedent parameter and Z is the learning rate expressed as follows:
where n e is the number of training epochs. More details about ANFIS models can be found in Jang (1993) .
APPLICATIONS OF THE DEVELOPED MODELS
Indicating any function estimator model efficiency depends on its assessment either in a real-life problem or its comparison with the existing empirical methods for the prediction of (1986), Mousavi (2006) and Subhasish & Navneet (2008) . 
If D is A 2 d 50 is B 2 and U is C 2 and h is D 2 and u Ã is E 2 then
If D is A i d 50 is B i and U is C i and h is D i and u Ã is E i then Tables 3 and 4 . In addition, Figure 5 shows the optimization process of the parameters Checking data (number ¼ 10) Testing data (number ¼ 40)
Avg. In addition, to ensure the use of the clustering parameter optimization, with assumed randomly generated clustering parameters, it is attempted that the fuzzy antecedent and consequent parameters should be tuned by an ANN method (combined SDE and LSE), whose results are reported in Table 3 . It is evident from Table 3 
After selection of the nondimesional input and output variables the model is developed so that its associated training process is shown in Figure 9 
ASSESSMENT OF COMBINED PSO-FIS-PSO MODEL
Despite the development of the models by training and checking datasets, the models should be verified by testing data to show how the model performs in facing a dataset never used in the training process. This dataset is known as the testing data to ensure the generalization capability of the built model. To achieve this, a scatter diagram (Figures 11 and 12) indicates the accuracy of the models compared to the where O i is the is observed value, P i is the estimated value by network, N is the number of testing data points and T is the average of the target outputs.
The results of the estimation of scour via the PSO-FIS-PSO, ANFIS and empirical models have been reported in Tables 5 and 6 . As shown in Tables 5 and 6, The main deficiency of the existing empirical methods is the lack of consistency among them, which decreases their reliability under different hydrodynamic conditions.
Another point that should be highlighted here is the lower correlation coefficient in the nondimensional PSO-FIS-PSO model (which is shown in Figure 12 ) in comparison with the dimensional one as reported in Figure 11 (a, b) .
The lower correlation coefficient shows that using the nondimensional data increases noise in the dataset and 
SUMMARY AND CONCLUSIONS
In this paper, an evolutionary algorithm known as PSO was used to improve the ANFIS shortcomings by using a PSO as a random search method instead of ANN. This algorithm has also been applied for extracting fuzzy if-then rules in subtractive clustering methods (optimizing radii of clustering and squash factor). To achieve this, several combined fuzzy inference systems and PSO models were developed for estimation of the equilibrium scour depth that, in evaluating the different sceneries, concluded the following:
Two embedded PSO algorithms enhanced the FIS generalization capability, while the first PSO is exploiting the answer and the second one is trying to explore a near-optimum answer, such as a hill-climbing method.
The result shows that applying nondimensional models exerts some noise on the system so that ANFIS is not able 
