Abstract
in where u(x, t) and p(x, t) represent the fluid velocity and pressure of a flow in the region Ω, respec-63 tively, for x ∈ Ω, t ∈ [0, T ], and Ω ⊂ R n with n = 2 or 3; the flow is bounded by walls and driven by 64 the force f (x, t); ν is the reciprocal of the Reynolds number; and u 0 (x) denotes the initial velocity.
We also assume that the boundary of the domain, ∂Ω, is polygonal when n = 2 and is polyhedral 66 when n = 3.
67
The following functional spaces and notations will be used in the paper:
Ω q dx = 0 , V = {v ∈ X : (∇ · v, q) = 0, ∀ q ∈ Q} , and
where X h ⊂ X and Q h ⊂ Q are the FE spaces of the velocity and pressure, where ϕ j , j = 1, . . . , r, are the POD basis functions that will be defined in Section 2.1. We note 75 that X R ⊂ X r , since R < r.
76
We introduce the following notations: Let H be a real Hilbert space endowed with inner product integers.
80
The weak formulation of the NSE (2.1) reads: Find u ∈ X and p ∈ Q such that
(∇ · u, q) = 0, ∀ q ∈ Q.
(2.3)
To ensure the uniqueness of the solution to (2.3), we make the following regularity assumptions n×n , u t ∈ L 2 (0, T ; X * ), and p ∈ L 2 (0, T ; Q).
85
The FE approximation of (2.3) can be written as follows: Find u h ∈ V h such that
and u h (·, 0) = u 0 h ∈ V h .
87

Proper Orthogonal Decomposition
88
We briefly describe the POD method, following [21] . For a detailed presentation, the reader is 89 referred to [6, 13, 29, 30, 35] .
90
Consider an ensemble of snapshots R := span {u(·, t 0 ), . . . , u(·, t M )}, which is a collection of that optimally approximates the snapshots in the following sense:
subject to the conditions that (ϕ j , ϕ i ) H = δ ij , 1 ≤ i, j ≤ r, where δ ij is the Kronecker delta. To 95 solve (2.5), one can consider the eigenvalue problem 6) where
is the snapshot correlation matrix with entries
for ℓ, k = 0, . . . , M , z j is the j-th eigenvector, and λ j is the associated eigenvalue. The eigenvalues 98 are positive and sorted in descending order λ 1 ≥ . . . ≥ λ r ≥ 0. It can then be shown that the 99 solution of (2.5), the POD basis function, is given by
where (z j ) ℓ is the ℓ-th component of the eigenvector z j . It can also be shown that the following 101 error formula holds [13, 21]:
where d is the rank of R. X r ⊂ V h .
107
The Galerkin projection-based POD-ROM employs both Galerkin truncation and Galerkin
108
projection. The former yields an approximation of the velocity field by a linear combination of the 109 truncated POD basis:
where {a j (t)} the velocity u with u r in the NSE (2.1), using the Galerkin method, and projecting the resulted 113 equations onto the space X r , one obtains the POD-G-ROM for the NSE: Find u r ∈ X r such that
and u r (·, 0) = u 0 r ∈ X r . In (2.10), the pressure term vanishes due to the fact that all POD 115 modes are solenoidal and satisfy the appropriate boundary conditions. The spatial and temporal 116 discretizations of (2.10) were considered in [22, 26] . Despite its appealing computational efficiency,
117
the POD-G-ROM (2.10) has generally been limited to laminar flows. To overcome this restriction,
118
we develop a closure method for the POD-ROM, which stems from the variational multiscale ideas. resolved small scales, where R < r.
129
We consider the orthogonal projection of 
where α > 0 is a constant EV coefficient and the initial condition is given by the L 2 projection of
Remark 2.2 When R = r or α = 0, the P R -VMS-POD-ROM (2.12) coincides with the standard 136 POD-G-ROM, since no EV is introduced. When R = 0, since EV is added to all modes in the 137 POD-ROM, the P R -VMS-POD-ROM (2.12) becomes the mixing-length POD-ROM (ML-POD-138 ROM) [3, 37] :
(2.14)
Remark 2. 3 We note that the P R -VMS-POD-ROM (2.12) is different from the VMS-POD-ROM 140 introduced in [37] . Indeed, the former uses the operator P ′ R and a constant EV coefficient, whereas 141 the later does not use the operator P ′ R and uses a variable EV coefficient.
142
step ∆t for the time integration and the FE space lP m with m ≥ 2 and a mesh size h for the spatial 144 discretization. For k = 0, . . . , M , denote the approximation solution of (2.12) at t k = k∆t to be 145 u k r = u h,r (t k ) and the force at t k to be f k = f (t k ), respectively. Note that we have dropped the 146 subscript "h" in u k r for clarity of notation. The discretized P R -VMS-POD-ROM then reads: Find
and the initial condition given in (2.13):
149
In the sequel, we denote by u k and u k h the velocity solution of (2.3) and the FE velocity 150 approximation of (2.4) at t = t k , respectively.
151
Error Estimates
152
In this section, we present the error analysis for the P R -VMS-POD-ROM discretization (2.15).
153
We take the FE solutions u h (·, t i ), i = 1, . . . , M as snapshots and choose H = L 2 in the POD 154 generation. The error source includes three main components: the spatial FE discretization error,
155
the temporal discretization error, and the POD truncation error. We derive the error estimate 156 in two steps: First, we gather some necessary assumptions and preliminary results in Section 3.1.
157
Then, we present the main result in Section 3.2.
158
In the sequel, we assume C to be a generic constant, which varies in different places, but is 159 always independent of the finite element mesh size h, the finite element order m, the eigenvalues 160 λ j and the time step size ∆t. 
Preliminaries
162
We will need the following results for developing a rigorous error estimate:
163
Assumption 3.1 (finite element error) We assume that the FE approximation u h of (2.4) 164 satisfies the following error estimate:
We also assume the following standard approximation property (see, e.g., page 166 in [24]):
Remark 3. 
182
Of course, estimates (3.16)-(3.17) have been confirmed by numerous simulations over the years.
183
For the POD approximation, the following POD inverse estimate was proven in Lemma 2 in [21]:
184 Lemma 3.1 Let ϕ i , i = 1, . . . , r, be POD basis functions, M r be the POD mass matrix with entries
, and S r be the POD stiffness matrix with entries
where j, k = 1, . . . , r. Let · 2 denote the matrix 2-norm. Then, for all v ∈ X r , the following 187 estimates hold:
Note that, since we chose
The L 2 norm of the POD projection error is given by (2.8) with H = L 2 . The H 1 norm of the
192
POD projection error is given in the following lemma:
The POD projection error in the H 1 norm satisfies
Note that the POD projection error for continuous functions, i.e., the error in the L 2 (0, T ; H 1 (Ω)) 196 norm, has been proven in [29] (Theorem 2, page 17). We consider the POD of a discrete function
197
and derive the time averaged POD projection error in the H 1 norm as follows: 
We define the L 2 projection of u, P r u, from L 2 to X r as follows:
We have the following error estimate of the L 2 projection:
204 Lemma 3.3 For any u k ∈ X, its L 2 projection, w k r = P r u k , satisfies the following error estimates:
Proof By the definition of the L 2 projection (3.23), we have
, where u k h is the corresponding FE approximation.
210
Choosing v k r = P r u k h := r j=1 u k h , ϕ j ϕ j in (3.27), by the triangle inequality, Assumption 3.1, and 211 the POD projection error estimate (2.8), we have
which proves error estimate (3.24).
213
Using the triangle inequality, Assumption 3.1, the POD inverse estimate (3.19) and Lemma 3.2, we obtain
which proves error estimate (3.25). ✷
216
We assume that the following estimates, which are similar to (3.24) and (3.25), are also valid:
217
Assumption 3.2 For any u k ∈ X, its L 2 projection, w k r = P r u k , satisfies the following error 218 estimates: Applying the Cauchy-Schwarz inequality and Young's inequality on the RHS of (3.37), we get 
Main Results
243
We are ready to derive the main result of this section, which provides the error estimates for the 244 P R -VMS-POD-ROM (2.15). estimate: There exists ∆t * > 0 such that the inequality
holds for all ∆t < ∆t * .
250
Proof We start deriving the error bound by splitting the error into two terms:
The first term, η k+1 = u k+1 − w k+1 r , represents the difference between u k+1 and its L 2 projection 252 on X r , which has been bounded in Lemma 3.3. The second term, φ k+1 r , is the remainder.
253
Next, we construct the error equation. We first evaluate the weak formulation of the NSE (2.3)
254
at t = t k+1 and let v = ϕ r , then subtract the P R -VMS-POD-ROM (2.15) from it. We obtain
By subtracting and adding the difference quotient term, Since φ k+1 r ∈ X r ⊂ V h , the pressure term on the RHS of (3.46) can be written as
where q h is any function in Q h . Thus, the pressure term can be estimated as follows by the
273
Cauchy-Schwarz inequality and Young's inequality:
Choosing 
The first term vanishes since u 0 r = w 0 r (see (2.13)).
281
By using the Poincaré-Friedrichs' inequality, the second term on the RHS of (3.57) can be 282 estimated as follows (see, e.g., [16] ):
Using (3.25), the third and eighth terms on the RHS of (3.57) can be estimated as follows:
To estimate the fourth term on the RHS of (3.57), we use Lemma 3.6
We note that we used estimate (3.31) in the derivation of (3.60); using (3.25) would not have been 286 enough for the asymptotic convergence of (3.60).
287
The fifth term on the RHS of (3.57) can be bounded as follows:
The seventh term on the RHS of (3.57) has been bounded by the approximation property (3.17) 289 in Assumption 3.1.
290
Using (2.2c), we have the following error bound of the last term on the RHS of (3.57):
Collecting (3.58)-(3.62) and letting implies the following inequality:
where C * = e
.
297
By dropping the third term on the LHS of (3.64) and using (3.30), (3.25) , and the triangle 298 inequality, we get
This completes the proof. ✷ 300
Numerical Experiments
301
The goal of this section is twofold. In Section 4.1, we investigate the physical accuracy of the 302 P R -VMS-POD-ROM. To this end, we test the model in the numerical simulation of a 3D flow past 303 a circular cylinder at Re = 1000. The P R -VMS-POD-ROM is compared with the POD-G-ROM 304 and the ML-POD-ROM in which a constant EV is employed [3, 37] . All the numerical results are 305 benchmarked against DNS data. A parallel CFD solver is employed to generate the DNS data [1] .
306
For details on the numerical discretization, the reader is referred to the appendix in [36] . To assess 
Physical Accuracy
314
In this section, we test the P R -VMS-POD-ROM in the numerical simulation of a 3D flow past a hand, underestimates the the energy spectrum of the DNS, especially at the higher frequencies.
350
Although it displays high oscillations at the higher frequencies, the P R -VMS-POD-ROM (2.12) has 351 a more accurate spectrum than both the POD-G-ROM (2.10) and the ML-POD-ROM (2.14). 
Numerical Accuracy
353
In this section, we test the P R -VMS-POD-ROM in the numerical simulation of the 2D incompress- , where c = 3.2 × 10 −9 . .
Conclusions
380
In this paper, we proposed a new ROM for the numerical simulation of turbulent incompressible 381 fluid flows. This model, denoted P R -VMS-POD-ROM, utilizes a VMS method and a projection 382 operator to model the effect of the high index POD modes that are not included in the ROM.
383
A rigorous error estimate was derived for the full discretization of the P R -VMS-POD-ROM. All 384 the contributions to the total error were considered: the spatial discretization error (due to the 385 FE discretization), the temporal discretization error (due to the backward Euler method), and the 386 POD truncation error. The P R -VMS-POD-ROM was also tested in the numerical simulation of 387 a 3D flow past a circular cylinder at Re = 1000. The numerical tests showed that the P R -VMS-
388
POD-ROM is both physically accurate and computationally efficient. Furthermore, the numerical 389 results illustrated the theoretical error estimates.
390
We note that the EV coefficient α in the P R -VMS-POD-ROM is simply chosen to be a constant.
391
We plan to extend this theoretical and numerical study by considering more accurate choices for 392 the EV coefficients, such as the Smagorinsky model [37, 33] . We also plan to investigate this 
