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Kurzfassung 
Einfluss von Wasser auf die mechanischen Eigenschaften von 
Holz, untersucht mittels Röntgen- und Neutronen-Streuung 
Beträchtliches Wissen über Holzbearbeitung wurde in tausenden von Jahren ange-
sammelt. So sind die Veränderungen in den mechanischen Eigenschaften von Holz durch 
Wasseraufnahme, wie Schwellen und Erweichen, allgemein bekannt. Jedoch auf molekularer 
Ebene sind die zugrunde liegenden Mechanismen nicht immer vollständig verstanden und 
daher Gegenstand dieser Arbeit. 
Holz ist ein Verbundwerkstoff der hauptsächlich aus steifen Zellulosekristallen be-
steht, die von einer weicheren wasseraufnehmenden Matrix umgeben sind. Die mechanischen 
Eigenschaften bei unterschiedlichen Wassergehalten wurden am Beispiel von Kiefer-Frühholz 
in kombinierten Röntgen-Diffraktions- und Streck-Experimenten untersucht. Die Streckkurve 
kann in vier Bereiche unterteilt werden. Diese Bereiche sind begleitet von zugehörigen Ver-
änderungen in der Orientierung und Dehnung der Zellulosekristalle. Dabei ist das Erweichen 
auf den Anfang der Streckkurve beschränkt. Hingegen ist das für alle Proben gefundene Kalt-
verfestigen unabhängig vom Wassergehalt. Zusätzlich an Flachsfasern mit hochorientierten 
Zellulosekristallen durchgeführte inelastische Neutronen-Streuexperimente zeigten, dass das 
Wasser die starken Bindungen entlang der Zelluloseketten nicht beeinflusst. Vermutlich bilden 
die Wassermolekühle ein anisotropes Netzwerk aus einigen Wassermolekühlen zwischen den 
Hydroxylgruppen der Polymerketten. 
All diese Experimente waren nur möglich durch diverse technische Verbesserungen 
die im Rahmen dieser Arbeit entstanden, wie z.B. die Apparatur HUSTEN oder die Detektor-
entzerrung mittels „Thin-Plate-Splines“. 
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Abstract 
Influence of Water on the Mechanical Properties of Wood Investi-
gated Using X-Ray and Neutron Scattering 
An enormous amount of empirical knowledge about woodworking has been collected 
during thousands of years. Changes in the mechanical properties of wood due to water uptake, 
such as swelling and softening, are common knowledge. However, on the molecular level the 
mechanisms behind these effects are not always fully understood and are the focus of the pre-
sent thesis. 
Wood is a composite material that mainly consists of stiff cellulose crystals sur-
rounded by a softer, water adsorbing matrix. The mechanical properties of pine earlywood 
have been studied in combined X-ray diffraction and stretching experiments at different water 
content. The stress-strain curve can be divided into four regions. These regions are accompa-
nied by corresponding changes in the orientation and elongation of the cellulose crystals. The 
material softening is localised in the beginning of the stress-strain curve, additionally, the 
strain-hardening found in all samples is independent of moisture content. Additionally, inelas-
tic neutron scattering experiments have been performed on flax fibres with highly oriented 
microfibrils leading to different spectroscopic data for the directions along and perpendicular 
to the cellulose crystals. Water does not affect the strong bonds along the cellulose chains. 
Possibly, the water molecules are situated in an anisotropic network, consisting of a few water 
molecules between the hydroxyl groups of the polymer chains. 
All these experiments have been possible only due to the technical improvements de-
veloped in the context of this thesis, for example, the apparatus HUSTEN or the detector dis-
tortion compensation based on ‘thin-plate-splines’. 
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1 Introduction 
‘For all our familiarity with trees, we are hardly aware of the awesome com-
plexity of their internal structure. Understanding this structure is basic to suc-
cessful woodworking.’ 
As stated above (Hoadley 2000)p. 7 there is still a lot left to learn about wood. An 
enormous amount of empirical knowledge about woodworking has been collected during 
thousands of years. The properties of wood are highly influenced by its water content. Beams 
are used in dry conditions, e.g. in constructions, such as a house roof, and their mechanical 
properties are well-known, in particular, their load carrying capabilities. Changes in the me-
chanical properties of wood due to water uptake, such as swelling and softening, are common 
knowledge. These changes have been used since ancient times, for example to crack rocks. 
However, on the molecular level the mechanisms behind these effects are not always fully 
understood, and still further research is needed in this field. 
The interaction of wood and water is of vital importance for the living tree, where 
wood has to fulfil several demands. One of the major tasks of a tree is to stand upright, 
against gravitational forces and wind loads. Additionally, the trunk of a living tree is wet, and 
the water flow is needed for several essential biochemical tasks. Understanding the mechani-
cal challenges a tree faces, therefore, involves a detailed understanding of the influence of 
water on the mechanical properties of wood. This theme is the focus of the present thesis. 
Wood is a composite material that mainly consists of stiff cellulose crystals sur-
rounded by a softer, water adsorbing matrix. Hence, the molecular interaction between water 
and cellulose has to be taken into account in future models for the composite structure of 
wood. At present, such models mainly concentrate on the empirical macroscopic properties, 
e.g. (Navi 1997), and the important interaction with water is not included properly. The struc-
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tural changes present in wood under mechanical load can be monitored, in particular, it is pos-
sible to study the orientation and lattice spacing of the cellulose crystals by means of X-ray 
micro-diffraction with high spatial resolution (Keckes et al. 2003; Kölln et al. 2005; Peura et 
al. 2006b). However, it is necessary to investigate the structural changes as a function of the 
water content to clarify its influence. Therefore, a special instrument ‘HUSTEN’ has been 
designed, built and used in the context of this thesis, allowing for in situ stretching experi-
ments combined with X-ray diffraction studies in a controlled climate. The instrument enables 
experiments with high spatial resolution on wood pieces (up to 1 × 1 mm² cross section) as 
well as on single fibres (about Ø 40 µm), in order to identify the interaction mechanisms on 
different structural levels. 
As mentioned above, water influences the mechanics of the wood, but the reverse is 
also true, in the sense of a host-guest interaction. The influence of wood on water is evident 
from trees surviving cold temperatures far below the freezing point of water. In winter trees 
reduce the water content of their outermost layers (Zweifel 1999), but the trunk remains wet. 
Nevertheless, the trunk does not split due to the formation of crystalline ice, as would be ex-
pected from a bottle of water exposed to the same climatic conditions. In addition to its im-
portance for the living tree, this effect is of major interest for basic physical research and has 
been the subject of several recent studies about water in confinement. 
Clearly, the mechanisms shown above are not limited to wood, but are rather of gen-
eral importance for all plants. All plants build cell walls, mainly consisting of cellulose, as 
does wood. Many features of water in the plant cell walls have been reported over the last 
decades. Water adsorbed in the disordered regions of cellulose exhibits liquid dynamics below 
0 °C and is therefore termed ‘non-freezing’ (Czihak 2000). However, neither the structural 
properties of water in cellulose nor the nature of the freezing transition are fully understood. 
Inelastic neutron scattering experiments can monitor such local dynamics of disordered mate-
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rial (Müller et al. 2000b). A refinement of this technique has been developed, in order to en-
able such an investigation – despite the expected small signals – as a function of water content 
and of the orientation of the cellulose crystals. 
The present thesis is divided into 9 chapters. In chapter 2 the complex structure of 
wood is briefly explained. This structure is of basic importance in any experiment carried out 
on a composite material like native wood. This thesis concentrates on the mechanical proper-
ties of wood, introduced in chapter 3. The X-ray and neutron scattering experiments are based 
on well-known scattering theory briefly mentioned in chapter 4. The experiments motivated 
above required many technical improvements, which have been developed in the context of 
this thesis. The instruments and data analysis tools are discussed in full detail in chapter 5. 
The results of the X-ray diffraction experiments and the inelastic neutron scattering experi-
ments are given in chapter 6. Finally, in the concluding chapter 7 the impact of this study is 
considered and future prospects are put forward. Additional information is contained in the 
appendix in chapter 8 and cited references are given in chapter 9. 
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2 Structure of Wood 
Wood is a highly hierarchically 
structured material. From a macroscopic 
point of view, there is first of all the tree 
itself. In spite of the fact that it is a living 
being, most of its inside is dead material. If 
we look for example at the trunk of a felled 
tree, it has grown over several years which 
lead to the well-known annual rings in its 
cross section. These rings consist of the cell walls from dead cells that had once been gener-
ated in the cambium of the tree. The cambium is the source of both, phloem and xylem, as 
illustrated in Figure 2-1. The detailed arrangement of the cells as well as their shape depend 
on the species of the tree investigated. In the case of softwood, as for example pine, the struc-
ture is quite simple. It consist of about 90 to 95 % of tracheids. These tracheids are long and 
slender cells and their longitudinal extension is aligned along the axes of the stem (Fengel and 
Wegener 1984)p. 6. The length of the tracheids for example in Pinus sylvestris is found in the 
range from 1.4 to 4.4 mm and their cross section measures 10 to 50 µm in diameter (Fengel 
and Wegener 1984)Table 2-2. 
The phloem cells build the bark, whereas the xylem-related cells let the stem grow 
from inside to outside. A more detailed discussion concerning this growth process can be 
found, for example, in (Zimmermann et al. 1971)chap. II. The resulting wood density varies 
along the radius of the stem, depending on the growth rate of these cells. This rate depends on 
several parameters, like the CO2 concentration of the surrounding atmosphere (Ceulemans et 
Figure 2-1: Illustration of a transverse section 
of a young dormant pine stem showing the 
arrangement of the tissues, taken from 
(Zimmermann et al. 1971)Fig. II-8(a). 
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al. 2002), the light, water and nitrogen level, phosphorus (Arnold and Mauseth 1999) or the 
tree size (Enquist et al. 1999). These density fluctuations lead to the familiar ring-like pattern 
in the cross section, where darker regions correspond to higher density and slower growth rate 
of the cells. The high contrast at the ring boundary matches the beginning of a new year. The 
brighter band of the annual ring, which has been produced in spring, is called earlywood. It 
consists out of thinner walls and larger cavities. The part grown in autumn is called latewood. 
It consists of smaller cells with thicker walls. The differences in the shape of the cell cross 
sections are evident from Figure 2-2. 
Figure 2-2: Transverse section of wood from 
Pinus ponderosa taken from (Zimmermann et 
al. 1971)Fig. II-11.. The earlywood (E) region 
shows greater tracheids with thinner walls than 







Figure 2-3: Illustration of a model for the 
cell wall structure of softwood tracheids 
consisting of several layers, namely the 
middle lamella (ML), primary wall (P), sec-
ondary wall (S1, S2), tertiary wall (T) and 
the wart layer (W), as found in (Fengel and 
Wegener 1984) 
It is possible to actually determine the date at which a given tree has been growing, us-
ing this pattern of the annual rings, due to the strong correlation of the growth conditions to 
the ring pattern, as done in dendrochronology, as explained for example in 
(Schweingruber 1993). 
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2.1 Polymerization of Native Cellulose During Cell Growth 
The growth process mentioned above leads 
to a layered structure of the cell walls, as illustrated 
in Figure 2-3. Cellulose is the main compound of 
the walls. This cellulose is polymerized by so-
called terminal complexes during the life cycle of 
the cell, as recently reviewed in (Saxena and Brown 
2005). The cellulose chains are more or less well-
ordered and aligned with respect to the main cell 
axis, as illustrated in Figure 2-3. The degree of po-
lymerization of cellulose in wood reaches up to a 
molecular weight of 10,000 (Preston 1974)tab. 3.3.  
The cellulose chains form small cellulose crystals surrounded with some less ordered 
material, as shown in the right of Figure 2-5. The resulting degree of crystallinity varies from 
60 to 70 %, as found in wood pulp (Fengel and Wegener 1984)p. 90. Some authors propose a 
composed structure of elementary fibrils and microfibrils (Fengel 1971; Frey-Wysseling 1954; 
Krässig 1993). This concept can be traced back to (Frey-Wysseling 1937). It is illustrated in 
the left of Figure 2-5. Contrarily, others did not find such structures, e.g. (Sugiyama et al. 
1985). A discerning discussion can be found in (Preston 1974)chap. 7.3. Several similar models 
for the structure are compared in (Fengel and Wegener 1984)chap. 8.4. However, in this thesis, 
the term microfibril is used to refer to the cellulose crystals. 
There are several crystal structures known for cellulose, as reviewed in (O'Sullivan 
1997) and analysed by means of molecular dynamics simulations in (Kroon-Batenburg et al. 
1996). Type Iβ is the most abundant occurrence in plant cell walls and its unit cell is given in 
 
Figure 2-4: Unit cell of cellulose crys-
tal type Iβ. The carbon are given in 
grey and the oxygen in red. The fun-
damental vectors of the unit cell a, b 
and c are shown in green. As found in 
(Kölln 2004)Fig. 1.4. 
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Figure 2-4. The type Iβ is sometimes accompanied with type Iα (Imai and Sugiyama 1998). 
The best structure determination using X-ray and neutron diffraction can be found in 
(Nishiyama et al. 2003b; Nishiyama et al. 2002). The resulting parameters of the unit cell are 
given in Table 2-1. The structure of type Iβ is compared to that of Iα in Figure 2-6, where two 
different projections are shown. The main difference between the two structures is the dis-
placement of the sheets in the chain direction. With reference to Figure 2-6, in both structures 
the second sheet, designated B, is shifted ‘upwards’ by about c/4 with respect to the first 
sheet, designated A. The third sheet, designated C, is shifted relative to sheet B by about c/4 in 
the case of Iα in the same direction, but in the case of Iβ ‘downwards’. Therefore, the positions 








Figure 2-5: The architecture of elementary fibrils and microfibrils of native cellulose fibres 
in plant cell walls, after (Krässig 1993)Fig. 9.  
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Figure 2-6: Projection of the crystal structures of cellulose Iα (left) and Iβ (right). The projec-
tion along the cellulose chains is given at the top. The projection perpendicular to the chains 
and in the plane of the hydrogen bonded sheets is shown at the bottom. The cellulose chains 
are illustrated with red skeletal models. The asymmetric unit of each structure is marked 
with carbons in yellow. The unit cell is given in black and the orientation of their axis a, b 
and c are shown in green. Taken from (Nishiyama et al. 2003b)Fig. 5. 
The cellulose crystals are held together with strong O H O− "  hydrogen bonds in the 
planes of the cellulose sheets, i.e. in the b-c-plane of the unit cell. Additionally, there are only 
van der Waals bonds and weak C H O− "  hydrogen bonds between the sheets, i.e. in the a-
direction of the unit cell (Nishiyama et al. 2003b; Nishiyama et al. 2002). Form and size of 
native cellulose crystals varies, as visible from Table 2-2, where the dimensions of the crystal 
cross section found in experiments is given. The length of the crystals along the c-axis can be 
estimated to be of the order of µm (Favier et al. 1995; Wardrop 1953). There are hints on pe-
riodic disorder along the chains of ramie fibres every 150 nm (Nishiyama et al. 2003a). Sev-
10 2. Structure of Wood 
  
eral studies revealed that the crystal surfaces are given by the ( )110  and ( )1 10  layers, e.g. 
(Hofstetter et al. 2006; O'Sullivan 1997; Sugiyama et al. 1985), as shown in Figure 2-5, but 
there are exceptions (Helbert et al. 1998). 
Type Iα Iβ 
Space group triclinic P1 monoclinic P21 
a / Å 6. 717(7) 7. 784(8) 
b / Å 5. 962(6) 8. 201(8) 
c / Å 10. 400(6) 10. 38(1) 
α / 1° 118. 08(5) 90. 0 
β / 1° 114. 80(5) 90. 0 
γ / 1° 80. 37(5) 96. 5 
Reference (Nishiyama et al. 2003b)Tab. 1 (Nishiyama et al. 2002)Tab. 1 
Table 2-1: Parameters of the unit cell of cellulose Iα and Iβ. The values in the parantheses 
show the uncertainties of the last digit. 
Source Size Reference 
cotton 49 Å × 66 Å (Müller et al. 2000b) 
flax 41 Å × 44 Å (Müller et al. 2000b) 
tunicate 100...200 Å × 100...200 Å (Favier et al. 1995) 
wood 25 Å × 25 Å (Jakob et al. 1994) 
Table 2-2: Size of cellulose crystal cross section in a-b-plane. 
2.2 Composite Structure of Wood 
It is possible to distinguish several layers in the cell wall that have common orienta-
tions of the cellulose crystals and common chemical composition. The layers are labelled, as 
shown in Figure 2-3 and Figure 2-8. The chemical composition of these layers is given in 
Table 2-3. The actual thickness of the layers varies among species and growth conditions, an 
average found for spruce tracheids is shown in Table 2-4. 
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Figure 2-7: Relative composition of the cell wall layers found in earlywood (left) and late-
wood (right) according to Table 2-3. 
 










% of the 
wall layer 
% of total 
Cellulose 
% of the 
wall layer 
% of total 
Polyoses 
% of the 
wall layer 
% of total 
Lignin 
ML 13.9 4.1 27.1 20.6 59.0 26.8 
S1 36.4 8.9 36.4 23.2 27.2 10.4 early-
wood S2 
+ T 58.5 87.0 14.4 56.1 27.1 62.8 
ML 13.7 2.5 27.4 15.0 58.9 18.4 
S1 34.6 5.2 34.6 15.6 30.8 7.9 late-
wood S2 
+ T 58.4 92.3 14.5 69.4 27.1 73.7 
Table 2-3: Calculated distribution of the components in the cell wall layers of spruce tra-
cheids (Fengel and Wegener 1984)tab. 8-1. 
Earlywood Latewood 
Layer of cell wall 
µm % µm % 
P + ML/2 0.09 4.3 0.09 2.1 
S1 0.26 12.4 0.38 8.8 
S2 1.66 79.0 3.69 85.8 
T 0.09 4.3 0.14 3.3 
Total wall 2.10 100 4.30 100 
Table 2-4: Average thickness and percentage of the cell wall layers in spruce tracheids (Picea 
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The small middle lamella consists mainly of lignin, as illustrated in Figure 2-7. The 
middle lamella holds together adjacent cells, with lignin acting as a kind of glue. The thickest 
layer of the wall, S2, mainly consists of cellulose. As mentioned above, the cellulose forms 
small fibrillar crystals up to a considerable degree. These crystals are oriented along the poly-
mer chains of the cellulose. The angle between the c-axis of these crystals and the axis of the 
cell is called the microfibril angle (MFA). The crystals of one cell wall layer show common 
MFA, resulting in a helical arrangement of the cellulose in that cell wall layer, as illustrated in 
Figure 2-3 and visualised by means of X-ray microdiffration (Lichtenegger et al. 1999). 
 
 
Figure 2-8: Ultrathin section of the cellulose skeleton of tracheid walls in softwood (Picea 
abies). The different orientations of the various wall layers are visible. This TEM micro-
graph is taken from (Fengel and Wegener 1984)Fig. 2-13. The layers from left to right are the 
tertiary wall (T), secondary wall two (S2), secondary wall one (S1) and primary wall (P) of 
the left cell, and the same layers in opposite order from the right cell. The middle lamella 
(ML) lies between the two primary walls. 
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3 Mechanical Properties of Wood 
The mechanical properties of wood are of major interest if it is used as building mate-
rial. This is true in the case of the felled wood, when it is used for example to build structures 
as houses, as well as in the case of the living tree. Nevertheless, these two cases are different 
with respect to the water content of the wood. In the case of the living tree it is found to be 
between 30 and 220 wt% (Dietenberger et al. 1999)Tab. 3-3. In the case of wood as an engineer-
ing material it is mostly used in a region below 15 wt% of water (Dietenberger et al. 
1999)Fig. 9-4. This difference in moisture content has a huge influence on the mechanical prop-
erties of wood, as will be shown in this chapter. In any case the strength of wood is un-
matched by artificial materials, if compared to its weight, even for the case of modern high 
performance fibres, as will be discussed in the following.  
3.1 Stress-Strain-Relations 
The behaviour of condensed 
matter under mechanical load can be 
investigated on a macroscopic scale 
with simple experiments, where force 
and deformation are monitored over 
time. It is possible to distinguish be-
tween several modes of mechanical test-
ing according to the direction of the 
force, i.e. compression or tension, and 
with respect to the time axis of the ex-
Figure 3-1: Three-dimensional representation of 
the relationship between stress, strain and time. 
Derived from isochronal stress-strain curves along 
the stress axis and creep curves along the time 
axis, according to (Vincent 1990)Fig. 1.13 and refer-
ences therein. 
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periment, as illustrated in Figure 3-1. Especially, the cases of static constant load or elonga-
tion, periodically recurring deformation and continuously increasing deformation can be dis-
tinguished. The first case leads to so-called creep experiments, where a constant mechanical 
load is applied and the reaction of the material over time is investigated. Similarly, a constant 
elongation leads to relaxation experiments. The case of periodically deformation reveals the 
fatigue resistance of the material and is of great importance for any design that has to take 
alternating loads, such as bridges or trees in the wind. The last case finally reveals the maxi-
mum load a material can sustain if applied once. It is possible with such an experiment to give 
a quick overview of the mechanical characteristics of a material and to separate several re-
gions of different mechanical behaviour, as illustrated in Figure 3-2. All mechanical tests pre-
sented in this thesis are of the last type and limited to the tension case, called stretching ex-
periment. The tension case is of major interest for the living tree, as will be shown in the sub-
section 3.1.4. The forces F measured in such an experiment has to be divided by the cross 
section A of the sample and the elongations by its length to gain comparable quantities for the 
stress σ and strain ε that are independent of the sample dimensions. The values used for this 
scaling are typically the cross section and length1 of the sample at the beginning of the meas-
urement. Additionally, the density ρ of the material can be used for scaling, as it is useful in 




σ ρ=  (3.1) 
                                                 
1 This leads to the conventional, nominal, engineering or Cauchy strain. 
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3.1.1 Stress-Strain Curves in General 
There are many numerical values that can be derived from the experiments described 
above in order to characterise the material under investigation, as shown in Figure 3-3. How-
ever, the actual figures obtained in such an experiment are influenced by many parameters, for 
example the dimensions2 of the sample or its temperature. Therefore, the experimental deter-
mination is standardised to enable comparison. This is done for example in the technical stan-
dard DIN 52 188 for the case of stretching experiments with wood samples parallel to the 
fibre direction. The sample geometry defined in that standard is given in Figure 3-4. 
Experiments carried out in compliance with this norm produce values that are aver-
aged over several annual rings, due to the sample dimensions, as visible in Figure 3-5. Beside 
their good suitability for the needs of the building industry, such experiments are of little use 
in order to understand the detailed nature of the composite material wood. Therefore, all ex-
                                                 
2 The dimensions of the sample influence the experimental results even though the forces and elongations are 





Figure 3-2: Schematic stress-strain curves illustrating linear elastic and plastic behaviour, 
redrawn from (Niklas 1992)Fig. 2.8. (A) Linear elastic behaviour is evident by an initial linear 
region of the stress-strain curve. The slope of this elastic region is the elastic or Young’s 
modulus E. The plastic region is nonlinear. The slope measured anywhere on the stress-strain 
curve gives the tangent modulus Et. (B) The proportional limits of the same material measured 
under tensile and compressive stress σ + and σ -, respectively, may not be equivalent even if the 
elastic moduli measured in tension and compression are equivalent. 
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periments presented later have been performed with samples of much smaller dimensions. 
Mostly, they have been restricted to material from one growth period, for example earlywood, 
as described in chapter 2, or even to single cells. Nevertheless, the results obtained in these 
experiments can be analysed in the same way, as done normally for larger samples. 
 
 
Figure 3-3: Schematic stress-strain curve of a stretching experiment with a ductile (left) ma-
terial and a typical building steel (right). The nominal stress σ is shown versus strain ε as 
thick black curve. The dashed line shows the true stress inside the material. The proportional 
limits Rp0.01 and Rp0.2 are marked. The maximum nominal stress gives the tensile strength RM 
at strain εM. The permanent strain after rupture εR remains after fracture of the sample and 














Figure 3-4: Sample dimensions given in mm 
for a stretching experiment according to 
DIN 52 188. The length of 110 mm in the cen-
tre of the sample is taken as starting length of 
the sample to calculate the Cauchy strain 
during the stretching experiment. 
 
Figure 3-5: Orientation of the annual rings 
in the sample for a stretching experiment 
according to DIN 52 188. 
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The different regions of the stress-strain curve shown in Figure 3-2. Especially, the 
elastic region of the stress-strain curve shown in Figure 3-2 is of great technical importance, 
because any deformation limited to this region causes no permanent change. In this region the 
force, which is necessary to produce the deformation of the sample, vanishes if the deforma-
tion does. This region is identical to the region of proportionality for many materials. In that 
region the material obeys Hooke’s law, where the stress is proportional to the elongation. The 
quotient of stress σ over strain ε is known as Young’s modulus or modulus of elasticity E. It 
can easily be derived from the slope at the beginning of the stress-strain curve, as illustrated 
in Figure 3-2. In this region the material acts as a simple linear spring, as illustrated in 
Figure 3-6. The Young’s modulus is a measure of the stiffness of the material. 
With greater strain, the proportionality vanishes and plastic deformation can occur, de-
pending on the class of the material, as classified in Figure 3-7. The transition between the 
elastic and plastic region is smooth for most of the materials. For some steels this transition is 
very pronounced and the corresponding point is called yield point, as illustrated in Figure 3-3. 
For all other materials an arbitrary fraction of plastic deformation is tolerated, typically 0.2 %, 
to define the elastic or proportional limit, as given in Figure 3-3. This fraction has to be given 
together with the numbers derived from the stress-strain curve, if presented for example in 
tables or used for comparison. A special case is given for so called visco-elastic materials. 
Their principal stress-strain curve is shown in Figure 3-6, showing no plastic deformation at 
all in the case of linear visco-elasticity. 
At greater elongations the stress-strain curve reaches its maximum indicating the ulti-
mate strength of the material, its tensile strength RM. This value gives the maximum stress σ M 
that can be taken by a construction material. This stress is calculated by dividing the forces 
measured during the experiment by the cross section of the sample at the beginning of the 
experiment, as mentioned above. The variation of the cross section during the experiment is 
known as Poisson effect. Normally, it leads to a smaller cross section at higher elongations. 
Hence, the stress typically shown in the stress-strain curves is a nominal one. It is well suited 
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for calculating the necessary dimension of a part in a given construction scenario, because 




Figure 3-6: Schematic stress-strain curve and mechanical model system of ideal linear vis-
coelastic material (bottom), and ideal elastic material (top) and ideal Newtonian liq-
uid (middle). 
Figure 3-7: Schematic comparisons between the stress-strain curves of an ideal elastic mate-
rial (A), a hypothetical material showing no elastic recovery (B), an elastic-plastic material 
(C), and a linear visco-elastic material (D). Redrawn from (Niklas 1992)Fig. 2.9. Stress σ is 
shown versus strain ε. 
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The real or true stress existing inside the sample can be determined if the measured 
force is divided by the actual cross section, and it would lead to a curve, as shown in 
Figure 3-3. The true stress can be of interest, for example, if numbers for the internal mecha-
nisms of the material should be found. Nevertheless, the determination of the cross section 
during a stretching experiment is not straightforward if the behaviour of the sample should not 
be interfered. Hence, all experimental stress-strain curves presented later are nominal ones 
with respect to the discussion given above. 
3.1.2 Stress-Strain Curves of Wood 
Tensile tests on wood specimen have to be performed with respect to the fibre axis and 
the location of the annual rings. Therefore, the orientation of the specimen with respect to the 
former tree has to be mentioned. The coordinate system used for this purpose is shown 
in Figure 3-8. 
An example for a force-displacement curve obtained with a wood sample is shown in 
Figure 3-9. The length of the sample has measured 30 mm and its cross section has held 3 mm 
tangential and 0.14 mm radial. The underlying experiment is explained and reported in more 
detail in (Navi et al. 1995). Some points along the curve are labelled to ease the explanation. 
The points have been reached during the experiment in the given order. The sample has been 
elongated by displacing its end until rupture at point 19. The force that has been recorded in 
the experiment increases first approximately proportionally up to the yield point at point 3. 
Beyond this point the material becomes less stiff. It undergoes a large mainly irreversible de-
formation. With further increasing load the curve shows a third region indicating a strain-
hardening of the sample. Further investigations with holographic interferometry, reported in 
(Navi 1997), have revealed that non-local deformations occur in the second region of the 
stress-strain curve between yield point and stiffening, i.e. point 3 and 14. 
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The dependency of the stress-strain 
curves of single wood fibres on the microfibril 
angle is shown in (Page and El-Hosseiny 
1983) and illustrated in Figure 3-10. The im-
portance of the MFA for the mechanical 
strength is evident. The curves obtained from 
samples with low mean MFA show a non-
linear single segment. The curves from sam-
ples with higher MFA show three regions 
comparable to the three regions found for 
small wood pieces described above. 
 
Figure 3-8 Diagrammatic log section that 
illustrates the relationship of tangential, 
radial, and transverse or cross surfaces, 
according to (Beals and Davis 1977)Fig. 2. 
 
Figure 3-9: Force-displacement curve of a controlled cyclic tensile test on thin, non-
homogeneous wood specimen, taken from (Navi 1997)Fig. 4. The sample of 30 mm length and 
3 × 0.14 mm² cross section has been elongated in grain direction. 
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The shape of the stress-strain curves shown in Figure 3-9 and Figure 3-10 can be ex-
plained with a simple model introducing the concept of an effective modulus for the whole 
sample, proposed in (Navi 1997). The necessary assumptions are the following: 
• The material consists of microfibrils embedded in a matrix. 
• The stiffness E varies along the sample, as does the MFA. 
• The stiffness E is a decreasing function of the MFA. 
• The local ultimate strength is a decreasing function of the MFA. 
• Every local damage in the sample leads to irreversible local decrease in the 
stiffness, depending on the MFA. 
• Apart from the damages the material acts linearly elastic. 
 
 
Figure 3-10: Stress-strain curves of single wood fibres with different mean microfibril angles, 
according to (Page and El-Hosseiny 1983), taken from (Navi 1997)Fig. 7. 
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The effective modulus Eeff of a sample of length l can be computed with the local 
Young’s modulus ( )E z  at position z along the direction of elongation according to this serial 





E l E z
= ∫  (3.2) 
This effective modulus has to be recomputed after any damage occurring somewhere 
in the sample. The region of the sample with the lowest MFA is liable for such a damage. As a 
result of this model, the degradation of the matrix under tensile load is accompanied by a ten-
dency of the microfibrils to line up along the direction of the external force. Hence, after each 
local deformation the remaining sample has a higher effective modulus, visible in the strain-
hardening. This model can be applied to both cases, that of single fibres and that of small 
wood pieces. In the latter case the local MFA is given by the mean MFA of the single fibres 
contained in the sample. The model explains qualitatively all three regions found in experi-
mental stress-strain curves mentioned above, without any detailed description of the depend-
ency of the local Young’s modulus on the MFA. 
Additionally, a helical spring model for the first and second region of the stress-strain 
curves has been proposed in (Keckes et al. 2003), capable of describing the main features in 
terms of two moduli before and after the yield point. These two moduli can be computed from 
the MFA of the unstressed state and the elastic and shear moduli of the matrix. However, this 
model fails to describe the strain-hardening in the third region of the curves (Keckes et al. 
2003)p. 813tr and the quantities obtained for a MFA smaller than 20° are false (Kölln 2004)p. 125. 
3.1.3 Stress Distribution in Building Materials 
The stress in parts of engineering constructions is typically kept in the elastic region of 
the building material. In this region the design can be performed to exact and simple calcula-
tions and safety, if a concern, can be guaranteed. In this case, the stress distribution inside the 
material can be assumed to follow Hooke’s law and the deformation is proportional to the 
applied force. Hence, most of the industrial research on material properties is concentrated on 
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this region. Nevertheless, the plastic deformation is of importance during the production proc-
esses, for example to achieve a permanent bending of a sheet. In the case of wood, such a 
bending can be supported with a steam of hot water, as known for long time, indicating the 
importance of water in this context. 
3.1.4 Stress Distribution in the Living Tree 
The stress distribution in a living tree is well known, e.g. (Mattheck 1991; Mattheck 
and Kubler 1995) and determined on a macroscopic scale to follow the shape shown in 
Figure 3-11. It is evident from Figure 3-11 that most of the material in the stem bears tensile 
stresses. Therefore, all mechanical experiments presented later are performed in stretching 
mode to closely resemble the situation in the living tree. 
The stress distribution found in living trees results in a sort of preloading due to 
growth stresses. In this way, the material in the stem is as much as possible operated in its 
tension range when external loads are applied, for example by wind blowing, as illustrated in 
Figure 3-11. The tensile strength of the cellulose fibres is much higher than their compression 
strength. Hence, this design leads to an optimal usage of the mechanical capability of the 
wood, avoiding the high risk of fibre buckling. 
 
Figure 3-11: The axial tensile stresses on the surface of the tree minimise the critical com-
pressive stresses induced by bending due to wind loads. Taken from (Mattheck and 
Kubler 1995)Fig. 63.. 
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3.2 Influence of Wood on Adsorbed Water and Vice Versa 
The living tree needs water for example to support the assimilation reactions. The wa-
ter transport and its rhythm are described for example in (Skaar 1988; Tyree and Zimmermann 
2002; Zweifel 1999). Hence, the wood found in a living tree is always wet, but also the build-
ing material wood has a relevant content of moisture. If wood is situated in an atmosphere of 
constant relative humidity, the water content established after some time is well known, and 
reported for example in (Dietenberger et al. 1999)chap. 3. Examples for the corresponding iso-
therms are shown in Figure 3-12. The value found in equilibrium is called the equilibrium 
moisture content. It reaches a value of about 30 wt% at 100% relative humidity (RH) of the 
surrounding atmosphere at the so-called fibre saturation point (FSP). Up to this limit, any 
water intake leads to diffusion of water molecules into the cell walls, resulting in adsorbed 
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Figure 3-12: Desorption isotherms for Sitka spruce at several temperatures T, redrawn from 
(Skaar 1988)Fig. 1.22.. The moisture content u is plotted versus relative humidity RH of the 
surrounding air. 
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The amount of water present in wood has a huge influence on its properties, for exam-
ple its electrical attributes (Skaar 1988)sec. 1.6.. In particular, the mechanical properties vary up 
to the fibre saturation point, as shown in Figure 3-13 for the Young’s modulus, as does the 
whole stress-strain curve, as will be presented later in section 6.1.1.  
One of the more commonly known water-related features of wood is that of swelling 
or shrinking, as illustrated in Figure 3-14. This effect can be quantified following DIN 52 184, 
leading to linear swelling or shrinking factors, respectively. The technological importance of 
the effect is obvious from Figure 3-14 . It is also used since ancient times, for example as tool 
to crack rocks. The mechanical stresses that can emerge from hindered expansion under swell-
ing conditions are immense. 
In the same way that water influences the properties of wood, wood has an influence 
on the behaviour of the adsorbed water. It is common knowledge that trees do not suffer any 
damage due to the growth of ice crystals in the winter period, even if the ambient temperature 
drops far below 0 °C. For some trees it is known that they reduce the water content of their 
outer layers during cold times, as shown in a study on a macroscopic scale presented in 
(Zweifel 1999). In an investigation with inelastic neutron scattering it has been found that 
water adsorbed to amorphous cellulose undergoes a continuous freezing procedure leading to 
molecular dynamics comparable to those known for amorphous ice (Czihak 2000). However, 
the detailed nature of the underlying interaction still needs further investigations. 
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Figure 3-13: Idealised curves showing the ratio of strength Sm at moisture content u to the 
strength of green wood Sg for defect-free wood. The properties shown are modulus of elas-
ticity (E), modulus of rupture (RM), and fibre stress at proportional limit (Rp0.2), all found in 
flexural tests, redrawn from (Skaar 1988)Fig. 1.28.. The properties show no significant varia-
tions for moisture contents above the fibre saturation point (FSP). 
 
  
Figure 3-14: Diagram of a transverse section through a tree trunk illustrating the deforma-
tions that result when blocks of secondary xylem (wood) are taken out and allowed to dry. 
The in situ geometry of each block of wood is shown by solid lines; the bent outline of each 
block, once it is removed from its original location, is shown by dotted lines. Taken from 
(Niklas 1992)Fig. 6.11. 
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4 Scattering Theory 
The internal structure and the dynamics of matter can be investigated with scattering 
methods. There are mainly two different experimental techniques used in the context of  
this thesis: 
• X-ray diffraction and  
• inelastic neutron scattering. 
The basic theories of these two techniques are mentioned in the following sections, as 
far as they are linked to the experiments shown in the later chapters. A comprehensive intro-
duction can be found in textbooks like (Byrne 1994), (Bée 1988), (Lovesey 1984), (Squires 
1978) or (Bacon 1975) concerning neutrons and (James 1982), (Alexander 1979) or (Warren 
1990) in the case of X-rays. General introductions into scattering or diffraction theory of both, 
particles and waves, are given in (Cowley 1995), (Newton 2002) or (Authier and Mal-
grange 1998). 
4.1 Scattering Events 
The scattering methods mentioned above have some principals in common that are il-
lustrated in Figure 4-1. The methods differ in the physical realisation of the incident beam 
used as a probe. In one case it consists of photons, in the other case of particles, namely neu-
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This wave vector points into the direction of propagation of the probing beam and 
hence into the direction of the sample as shown in Figure 4-1. The scattering event inside the 





two vectors define the so-called scattering plane shown in brown in Figure 4-1. The differ-
ence of this two wave vectors is the wave vector transfer qG  given by eq. (4.2), hence it also 
lies in the scattering plane. 
 f iq k k= −
G GG  (4.2) 
The modulus of this wave vector transfer can be calculated as is evident from 
Figure 4-2 in terms of the scattering angle 2θ : 






Figure 4-1: Schematic drawing of the geometry of a scattering experiment with incident 
wave of wave vector ik
G
 and scattered wave with wave vector fk
G
. The resulting scattering 
plane is shown in brown. The sample is located in the origin of the coordinate system. The 
scattering shown here leads to a change of the propagation direction of the probe. This 
change is measured by the scattering angle 2θ in the scattering plane. It points into the direc-
tion of the outgoing wave given by Ω. The scattering is detected through a solid angle ele-
ment dΩ with the symbolised detector. The projection of the outgoing wave vector fk
G
onto the 
x-y-plane yields the azimuth angle φ. 
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The interaction between sample and probe can be inelastic as illustrated in Figure 4-2. 
Hence, the energy of the probe can differ before 0E  and after fE  the scattering. This leads to 
a change in the modulus of the wave vector according to the energy change E  of the probe 
given by eq. (4.4), (Myers 1997)p. 127. 
 0fE E E= −  (4.4) 
This change in energy is denoted positive, if the probe gains energy from the sample 
and negative if the probe loses energy to the sample. This energy transfer is sometimes given 
in terms of an angular frequency ω  using the normalised Planck constant = . 
 E ω= =  (4.5) 
Only a fraction sI  of the incoming beam intensity iI  is scattered given by the total 
scattering cross section totalσ  of the sample that consists of N scattering centres. 
 s total iI N Iσ=  (4.6) 
 
Figure 4-2: Diagram of the wave vectors and the wave vector transfers seen in the scattering 
plane for an examplary scattering angle 2θ. The incident wave is presented in black with its 
wave vector ik
G
. The outgoing waves after interaction with the sample (grey) are presented 
with their wave vectors fk
G
. The case of elastic scattering is depicted in red, the case of 
energy loss in blue and that of energy gain in green. The resulting wave vector transfers qG  
are shown with dashed lines. The red circle gives the intersection line from the scattering 
plane with the sphere of elastic scattering. The endpoints of outgoing wave vectors of elastic 
scattering events lie on the surface of that sphere. 
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There is no uniform treatment of the scattering cross section in the literature. The way 
it is used in eq. (4.6) implies a quantity that is meant per scattering centre as it is done for ex-
ample in (Bée 1988)eq. (2.41), (Springer 1972)eq. (8), (Bacon 1975)eq. (2.5) or (Price et al. 
1986)eq. (1.2). On the contrary, it is possible to define the total scattering cross section as it is 
done for example in (Squires 1978)eq. (1.13), (Lovesey 1984)chap. 1.2, (Brückel 2002)eq. (4), (40) or 
(Volino 1978)eq. (34) – (37), where the factor N in eq. (4.6) is left out, leading to a cross section 
that depends on the number of scattering centres in the sample3. The latter definition of the 
cross section is more closely related to the raw data obtained in a scattering experiment than 
the version used in this thesis. Especially, if the scattering centres in the sample are distin-
guishable with respect to their contribution to the overall scattering signal, the definition from 
eq. (4.6) requires a quantity used for the cross section that is averaged over all scattering cen-
tres in the sample. Still, the definition is very useful in the case of monatomic samples or if 
the scattering is dominated by one species. At least one of these conditions is fulfilled in all 
experiments presented later. Furthermore, the expressions for the scattering cross section 
given in the following can be directly compared to tabulated values that are always given per 
scattering centre. 
The scattered probe is detected with respect to its direction of propagation Ω  and its 
energy after the interaction with the sample as shown in Figure 4-1. This finally gives a scat-
tering density distribution commonly represented as double differential cross section depend-
ing on the solid angle Ω  and the energy gain E  of the probe: 
 ( )2 , .E
E
σ∂ Ω
∂Ω∂  (4.7) 
                                                 
3 Due to this different definition of the scattering cross section all expressions taken from such references will be 
modified by the relevant factor
1
N
 if presented in this thesis without any further explanatory notes. 
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It is linked to the total scattering cross section through a double integration over the 














∂= Ω∂Ω∂∫ ∫  (4.8) 
The physical details of the possible scattering events determine the dependency of the 
double differential cross section on the solid angle and energy transfer. These details are dis-
cussed in the following sections. In the scattering experiments presented later the double dif-
ferential cross section is measured and the results are compared with the calculations given in 
this chapter in order to gain information about the samples investigated. 
4.2 Spectroscopy 
The possibility of an energy transfer between sample and probe permits the use of 
scattering methods for spectroscopy. The spectroscopic measurements presented in section 6.2 
have been performed with neutrons. Therefore, the case of inelastic interaction between sam-
ple and X-rays is left out in this section, (see e.g. (Caliebe 1997)chap. 2), and the expressions 
developed in the following are only given for the case of neutron scattering. Nevertheless, the 
necessary theory for X-ray diffraction will be given in comparison to that developed for neu-
tron diffraction at the appropriate positions below. 
It is possible to describe the detailed nature of the interaction with a single number jb  
called scattering length. It is sufficient in the case of a slow incident neutron of mass nm  scat-
tered at jR
G
 to write the underlying interaction potential ( )jV rG  as a Fermi pseudo potential 
using the three-dimensional Dirac delta functional ( )xδ G  (Lovesey 1984)eq. (1.30) where the 
scattering length depend only on the energy of the neutron. 
 ( ) ( )22j j j
n
V r b r R
m
π δ= − G=G G  (4.9) 
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The interaction between sample and neutron can be described with the following Ham-
iltonian cH  superimposing the potentials of all N  scattering centres in the sample 











= −∑ G= G  (4.10) 
The measured quantity in a given scattering experiment is proportional to the transi-
tion probability of the probe from its initial state ik
G
 to its final state fk
G
. It is the thermally 
averaged response of the sample to the perturbation of the probe which is coupled via Hc. The 
sample changes its state from the initial in  to the final fn  during the interaction. This in-
duces a summation over all possible combinations of sample states that can lead to the meas-
ured change in states of the probe. The sample is assumed to be in thermal equilibrium at 
temperature T. It can be in any initial state with the probability pi given by the Boltzmann 
distribution. The probability pi can be written with the Boltzmann constant kB for each initial 


















The thermal average of any operator A  at temperature T  is denoted as
T
A  and 
given, e.g. according to (Squires 1978)eq. (2.58) 
 : .i i iT
i
A p n A n=∑  (4.12) 
The time-dependent Heisenberg operator of the scattering system described with the 
Hamiltonian sH  is defined as in (Squires 1978)
eq. (2.55) and (Newton 2002)eq. (6.69): 
 ( ) : .s siH iHt tj jR t e R e−= = =G G  (4.13) 
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Following the arguments given in (Squires 1978)Chap. 2 the double differential cross 
section can then be written4,5 as (Squires 1978)eq. (2.59) or (Price et al. 1986)eq. (1.31): 






N Nf i t
m n
Tm ni
iqR iqR tk b b e t
E Nk
e e ωσ π
∞ −
−∞= =
−∂ =∂Ω∂ ∑∑ ∫
G GG G
G
G =  (4.14) 
Two abbreviations are used if the values ib  for the scattering lengths can be averaged 
independent from the position of the scattering centres, as in the case of monatomic samples, 
e.g. pure vanadium. They are called coherent and incoherent scattering cross sections, as de-




























The double differential cross section can be split into two summands that represent the 
coherent and incoherent parts of the scattering. The coherent part is defined according to 
(Squires 1978)eq. 2.68: 






N Nf i tcoherent
Tm ncoherent i
iqR iqR tk e t
E k
e e ωσσ π π
∞ −
−∞= =
−⎛ ⎞∂ =⎜ ⎟∂Ω∂⎝ ⎠ ∑∑∫
G GG G
G
G =  (4.16) 
This part depends on correlations between the positions of different scattering centres 
at different times and of the positions of the same centre at different times. It shows interfer-
ence effects. The other part is defined as in (Squires 1978)eq. (2.69): 








iqR iqR tk e t
E k
e e ωσσ π π
∞ −
−∞=
−⎛ ⎞∂ =⎜ ⎟∂Ω∂⎝ ⎠ ∑∫
G GG G
G
G =  (4.17) 
                                                 





∂ ∂=∂Ω∂ ∂Ω∂=  is given.  
5 The cross section given in eq. (4.14) holds the dependency on Ω and E implicitly in the wave vectors, as it is 
usual in the literature. Nevertheless, the necessary Jacobian determinant has been used to derive the expressions 
shown in this chapter, as is shown explicitly in (Turchin 1965)eq. (2.123). 
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It depends only on the correlation between the positions of the same scattering centre 
at different times. Hence it does not show interference effects. The sum of equations (4.17) 




coherent incoherentE E E
σ σ σ⎛ ⎞ ⎛ ⎞∂ ∂ ∂= +⎜ ⎟ ⎜ ⎟∂Ω∂ ∂Ω∂ ∂Ω∂⎝ ⎠ ⎝ ⎠  (4.18) 
These two components of the double differential cross section can be calculated for a 
given scattering system if a model is available, leading to a deeper understanding of the scat-
tering signal observed in an experiment. The corresponding expressions are shown in the fol-
lowing sections. 
4.3 Scattering by Crystals 
The signal obtained in a scattering experiment involving crystals can be described 
mathematically if the underlying lattice structure is split into two parts. The first part is the 
Bravais lattice of the average positions of the scattering centres. The second part consists of 
the actual displacements from that average positions. 
The Bravais lattice, as defined for example in (Ashcroft and Mermin 1976)p. 64, of a 
single crystal can be represented in terms of three linearly independent primitive lattice vec-
tors , ,a b c
GG G  that point to the sides of the primitive unit cell as illustrated in Figure 4-3. Then 
any point l
G
 of the lattice can be addressed with a set of integer numbers , ,a b cl l l  (Ashcroft 
and Mermin 1976)eq. (4.1): 
 .a b cl l a l b l c= + +
G GG G  (4.19) 
The instantaneous position lRG
G
 of any scattering centre in the crystal can be written 
with its displacement luG
G  from the average position according to (Squires 1978)eq. (3.9): 
 ( ) ( ).l lR t l u t= +G GGG G  (4.20) 
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It turns out to be convenient to define the reciprocal lattice of the direct lattice de-

























Any point of the reciprocal lattice can be accessed via a reciprocal lattice vector G
G
 
with a set of three numbers h, k, l as a linear combination of the form (Ashcroft and Mer-
min 1976)eq. (5.6): 










Figure 4-3: The structure shown here is formed in nature by several metals, e.g. vanadium. 
The conventional unit cell of the body centred cubic Bravais lattice is plotted in green. Three 
basis vectors are shown in red , ,a b c
GG G  for a monatomic primitive cell shaded in blue. An ex-
ample lattice vector l
G
 printed in brown points to an ideal lattice site. Any lattice point (black 
dot) of such an ideal crystal can be addressed with an integer linear combination of the red 
basis vectors. The actual position ( )R tG  (cyan vector) of a real scattering centre (circle) is a 
function of time and differs from its ideal position l
G
 by a displacement ( )u tG  shown in pink. 
The x-y-plane of the coordinate system is filled in grey. 
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In particular, the wave vector transfer can be written in terms of its components qa, qb, 
qc, projected onto the unit vectors of the basis cell: 
 * * *a b cq q a q b q c= + +
GG G G  (4.23) 
4.4 Debye-Waller-Factor 
The terms on the right hand side of eq. (4.16) and (4.17) can be transformed with the 
definitions given in (4.20) above leading to the following expressions (Squires 
1978)eq. (3.36), (3.127) where the summation has to be performed over all lattice points of  
the crystal. 
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−⎛ ⎞∂ =⎜ ⎟∂Ω∂⎝ ⎠ ∫
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G G GG GG
G
G =  (4.25) 
The exponential term present in both equations is known as the Debye-Waller-Factor 
or the atomic temperature factor (Squires 1978)eq. (3.49). 
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qu u q
T q e e e−
− −= = =
GG G GG  (4.26) 
This term can be simplified in the case of harmonic crystals with mean squared dis-
placement 2
T
u  where 
 ( ) 2 213 Tu qT q e−= GG  (4.27) 
holds according to (Squires 1978)eq. (3.63). A comprehensive discussion of the atomic tempera-
ture factor can be found in (Willis and Pryor 1975)chap. 4. 
  4.5 Phonon Expansion 37 
 
4.5 Phonon Expansion 
The exponential terms in the integrands of eq. (4.24) and (4.25) can be expanded as 
follows (Squires 1978)eq. (3.40): 
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=∑G G G GGG GG G G GG  (4.28) 
The nth summand in eq. (4.28) can be identified as a contribution to the cross section 
due to n-phonon processes (Squires 1978)p. 31 written as the n-phonon scattering cross sec-
tions, defined as follows: 
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These definitions together with eq. (4.26) and (4.28) lead to the following forms of eq. 
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A particular case is given for the first summand at n = 0, where no energy transfer 
happens between neutron and scattering centre, indicating elastic scattering events. The case 
of coherent elastic scattering is called Bragg scattering and will be discussed in section 4.6. 
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The only dependence of the incoherent elastic scattering cross section on the direction 
of the scattering is in the temperature factor. The temperature factor is close to unity at low 
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temperatures. Therefore, a sample with dominating incoherent scattering cross section, as for 
example vanadium or hydrogen, is expected to give almost isotropic scattering signal at low 
temperatures. Therefore, vanadium is used as a calibration standard in neutron scattering ex-
periments, in order to calibrate the efficiency of different detectors, as explained in sec-
tion 5.2.2.7.1. 
The creation (+1) or annihilation (-1) of a single phonon is of major interest because 
the incoherent scattering cross section of one phonon processes is directly related to the den-
sity of states ( )Z ω  of the N scattering centres of mass M in a cubic crystal (Squires 
1978)eq. (3.136) or (Price et al. 1986)eq. (1.70): 
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4.6 Bragg Scattering 
The case of coherent elastic scattering is called Bragg scattering, as mentioned above. 
The corresponding double differential scattering cross section follows from eq. (4.29) for 
n = 0 with the Dirac delta functional ( )Eδ , (Squires 1978)eq. (3.44): 
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The underlying scattering events are purely elastic, hence, they are localised at E = 0 
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The sum over all lattice sites in eq. (4.36) can be calculated, for a crystal with dimen-
sions , ,a b cN a N b N c
GG G  along the directions of the unit cell, as follows from eq. (4.19), (4.23) 
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For a large crystal, i.e. , ,a b cN N N→∞ →∞ →∞ , the quotients are highly peaked, 
and eq. (4.36) can be transformed to (Squires 1978)eq. (3.48): 
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From eq. (4.38) it is evident, that elastic coherent scattering occurs when 
 .q G= GG  (4.39) 
Eq. (4.39) is a convenient representation of Bragg’s law. All arguments given above 
hold also for the case of X-ray diffraction, with the classical radius of the electron 0r , the po-
larisation εi and εf of the incident and scattered photons, respectively, and the atomic scatter-
ing factor ( )f qG , if one substitutes 
4
coherentσ
π  with ( ) ( )2 220 i fr f qε ε⋅ G  in eq. (4.29) (Simmons 
2003)eq. (11), (13), (Caliebe 1997)eq. (2.9). Finally, one obtains for unpolarised incident beams 
(Warren 1990)eq. (1.2): 
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Therefore, in X-ray and neutron diffraction experiments the intense scattering signals, 
i.e. peaks, due to eq. (4.39) are found at reciprocal lattice points hklG
G
, which are normal vec-
tors to planes with Miller indices (h, k, l) of scattering centres that hold a distance dhkl fulfill-
ing (Warren 1990)p. 18: 
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4.7 Fibre Diffraction 
The Bragg diffraction theory does not only allow to calculate diffraction patterns of 
single crystals. The diffraction patterns of samples consisting of many, possibly differently 
oriented crystals are more complex, however. The natural samples investigated mainly consist 
of fibrous material containing oriented cellulose crystals. Such samples can be described in 
terms of a fibre texture. An ideal fibre consists of a large number of small crystals, with each 
of the crystals aligned with a given crystallographic axis, e.g. the c-axis, along the fibre axis. 
The other axes of the crystals have a random rotation angle around the fibre axis. A compre-
hensive discussion of the theories involved in fibre diffraction can be found in 
(James 1982)sec. X4.. 
The diffractogram obtained with a planar detector behind a sample with fibre texture is 
the superposition of the Bragg reflections obtained from many individual single crystal pat-
terns. The random orientation of the crystals around the fibre axis ensures that always some of 
the crystals fulfil the Bragg condition. Reflections of type hk0 or 00l are called equatorial or 
meridional, respectively. Reflections of type hkl with constant l can be found on so-called 
layer lines of hyperbolical shape. 
The quantities that can be derived from the diffraction pattern of a real fibre are given 
schematically in Figure 4-4. In a real fibre the orientation of the crystals scatters around the 
perfect alignment along the fibre axis. Therefore, the reflections obtained from such a real 
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fibre are broadened with respect to those obtained from a perfectly textured fibre. The azi-
muthal broadening is a measure for the scatter of the orientation of the crystals with respect to 
their mean orientation. The finite size of the crystals results in a radial broadening. 
An example of a cellulose fibre diffractogram is shown in Figure 4-5, obtained from a 
single flax fibre. The designation of the reflections follows (Woodcock and Sarko 1980). The 
strong 200 and sharp 004 reflections are marked in red. The 200 reflections originate from 
planes of cellulose molecules parallel to the b-c-plane with spacing of 12 a
G . The 004 reflec-
tions originate from planes of cellulose molecules parallel to the a-b-plane with spacing of 
1
4 c
G  (compare Figure 2-4). The high degree of orientation of the cellulose crystals in flax 
along the fibre axis leads to a diffraction pattern Figure 4-5 comparable to that in Figure 4-4. 
In both figures the layer lines are indicated with dashed lines. 
 
 
Figure 4-4: Description of the X-ray fibre diffractogram and the designation of the diffraction 
bands. After (Krässig 1993)Fig. 37. 
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A particular case is given for tissue from plant cell walls with unique MFA. The dif-
fraction pattern obtained from a tracheid sample with rectangular cross section is the sum of 
the patterns obtained from all four parts of the cell wall, if the X-ray beam passes perpendicu-
lar to the fibre axis and the beam size is greater than the lateral dimension of the cell. For high 
MFA and cell walls oriented perpendicularly to the beam, the MFA can be determined directly 
from the azimuthal symmetry angle found in the small angle diffraction patterns 
(Lichtenegger et al. 1997)(i)(a). The determination of a small MFA is not straightforward, due 
to the strong overlap of the involved reflections, but it is possible to estimate an upper limit 
for the MFA from the azimuthal width of the reflections. 
 
Figure 4-5: Fibre diffraction pattern of a single flax fibre, taken from (Müller et al. 
2000a)Fig. 4. The fibre axis is vertical (dashed white line). The layer lines are marked with red 
dashed lines. The hyperbolic distortion of the layer lines due to the planar detector used is 
evident. The strong equatorial 200 and the sharp 004 reflections are shown in red. The image 
has been accumulated during 120 second. 
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4.8 Hermans’ Orientation Function  
A model-free measure for the orientation of a unit cell axis, e.g. aG , of the crystals in a 
textured sample with respect to a given sample axis, e.g. x, can be calculated with Hermans’ 
orientation function ,a xf G . A brief introduction to this measure can be found in (Kölln 
2004)chap. 3.1.3. and a comprehensive discussion is given in (Alexander 1979)chap. 4-4. The orien-
tation function is defined as follows in terms of the average 
K
⋅  over all crystals K with 
angle ψ between crystal axis and sample axis (Alexander 1979)eq. (4-21): 
 ( )2 2, K K1 33 cos 1 1 sin .2 2a xf ψ ψ= − = −G  (4.42) 
The orientation function yields a value of one for perfect alignment, zero for random 
orientation and -½ for precise perpendicularity of the crystal axis with respect to the given 
sample axis. The numerical value can be derived directly from the intensities ( )I ϕ  found in 
the diffraction pattern of a planar detector depending on the azimuthal angle φ according to 
(Hermans 1946)p. 164, eq. (1): 
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G  (4.43) 
The particular case of random orientation with respect to all axes is fulfilled in a pow-
der sample, consisting of a large number of small crystallites. This powder diffraction will be 
discussed in the next subsection. 
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4.9 Powder Diffraction 
An ideal powder sample consists of a large number of small crystallites with random 
orientation, i.e. no preferred orientation is established in contrast to a fibre texture, discussed 
in section 4.7. The pattern found with a planar detector behind the sample consists of rings. 
Each ring of the pattern, called Debye-Scherrer circle, corresponds to certain lattice spacing 
present in the crystals. The ring-like pattern originates from scattering events with common 
scattering angle 2θ. The outgoing wave vectors of such scattering events lie on the surface of 
the so-called Debye-Scherrer cone with its symmetry axis along the incident beam and semi-
angle 2θ. Besides its suitability for structure determination, the collection of powder diffrac-
tion patterns can be used to calibrate the position and alignment of a planar detector with re-
spect to the sample and the incident beam, as will be shown in section 5.1.6.3. An example of 







Figure 4-6: Schematic drawing of the geometry of a scattering experiment with a powder 
sample (grey). The wave vector ik
G
 of the incident wave is aligned along the z-axis. An exam-
ple wave vector fk
G
 of the scattered wave is shown for a scattering angle 2θ. The wave vec-
tors of all scattered waves of elastic scattering events with the same scattering angle 2θ point 
onto the same Debye-Scherrer circle and lie on the surface of the same Debye-Scherrer cone 
marked with the dashed lines. 
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5 Experimental Techniques 
The questions posed in the introduction have been addressed with a set of experiments. 
The technical details of these experiments will be given in this chapter. Most of them are di-
rectly related to the results of the X-ray diffraction and inelastic neutron scattering experi-
ments presented in chapter 6. All investigations addressed the influence of the water adsorbed 
to the wood, leading to specially designed apparatuses, which will be described in 
the following. 
5.1 X-ray Diffraction Studies 
Two different devices have been used for the stretching experiments to monitor the re-
lationship between the mechanical properties of wood as described in chapter 3 and its inter-
nal structure as described in chapter 2. Both have been used at synchrotron X-ray sources to 
collect diffraction patterns during tensile stretching experiments. The first one has been con-
structed originally in the context of (Kölln 2004). It is especially suited for the needs of neu-
tron scattering experiments and has been modified only slightly to allow the usage at a syn-
chrotron radiation source. It is called in this thesis the ‘big Kiel stretching device’, due to its 
dimensions and capabilities. The other one has been designed especially for the needs at syn-
chrotron radiation sources. It permits, besides some other benefits, a controlled humid stretch-
ing environment (HUSTEN). Both devices are described in the following in combination with 
the detector and the experimental stations, A2 and ID13, they have been used with. Finally, 
the data reduction process is explained in detail at the end of this section. 
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5.1.1 Experimental Station A2 at HASYLAB 
Most of the experiments have been performed at the experimental station A2 at the 
Hamburg Synchrotron Laboratory (HASYLAB). The layout of the instrument is shown in 
Figure 5-1. It is a doubly focusing diffractometer that operates at a fixed wavelength of 1.5 Å. 
The synchrotron radiation is monochromatized and horizontally focused by a germanium 
crystal. The vertical focussing is done with a bent nickel mirror. The spatial resolution of the 
instrument can be adjusted with a slit systems. For the experiments presented in section 6.1 
the optional micro slit system has been used to produce a beam spot of about 250 µm × 
250 µm. The actual stretching device that has been used has been placed on top of the optical 
bench and connected to the instrument via several translational stages. 
Figure 5-1: Layout of the optical system used at the beam line A2 at the HASYLAB taken from 
(Roth 2005). The arrows indicate possible movements of the components necessary during 
alignment of the instrument. The slit systems are shown in grey. The synchrotron radiation is 
monochromatized and horizontally focussed with the germanium monochromator. The nickel 
mirror permits vertical focussing. The detector is placed on the optical bench. An optional 
micro slit system (MS) can be installed between the last two shown slit systems. 
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5.1.2 Experimental Station ID13 at ESRF 
The radiation used at the microfocus beamline ID13 at the ESRF is provided by two 
undulators optimized for 13 keV radiation. The radiation is monochromatized by a silicon 
(111) double monochromator and further tuned by a Kirkpatrick-Baez-mirror (KB-mirror) and 
collimator to about 5 µm beam size. HUSTEN has been used as stretching device, described 
in section 5.1.4. It has been connected through a translational stage to the instrument. 
5.1.3 The Big Kiel Stretching Device 
The mechanical properties of wood described in chapter 3 can be probed with tensile 
tests. A simple stretching device has been developed for this purpose in the context of (Kölln 
2004). It is equipped with a force sensor and driven with a servo motor. This machine can be 
used to measure forces up to 2.5 kN and can provide sample elongations up to 45 mm. It is 
mainly designed for the requirements of neutron scattering experiments. Hence, it is only par-
tially suited for experiments at synchrotron radiation sources. The complete setup installed at 
the HASYLAB beam line A2 is shown in Figure 5-3. This stretching machine has been modi-
 
Figure 5-2: HUSTEN installed at the microfocus beamline ID13 at the third generation syn-
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fied slightly for the experiments presented later, to enable some control of the atmosphere 
surrounding the sample and its moisture content. 
The sample is held by two clamps. The lower clamp is fixed and the upper one is con-
nected to the force sensor. This design requires a shift of the X-ray detector between the meas-
urements and the mounting process of the sample. Additionally, the sample position in the 
stretching device can vary between the mounting position and the position during the stretch-
ing experiment, due to the flexible connection between force sensor and unguided upper 
clamp. This leads to a ‘starting region’ of the measurements, where the obtained diffraction 
patterns are strongly influenced by the change of the sample position. Nevertheless, the vary-
ing sample-to-detector distance can be monitored during the experiment with a calibration 
powder additionally applied to the surface of the sample, as shown in Figure 5-4. 
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The force sensor of this stretching device is mounted on an aluminium beam, running 
on two linear bushes, as shown in Figure 5-3. This beam is driven via a ballscrew by a servo 
motor under control of a stand-alone motion controller. This controller is steered via a serial 
interface from a personal computer running a LabView® code. The personal computer collects 
all relevant data from the stretching device and synchronises the X-ray CCD camera, operated 
via a separate personal computer, collecting the diffraction images. 
5.1.4 Humid Stretching Environment (HUSTEN) 
Wood is a hierarchically structured material as explained in chapter 2. It is necessary 
to investigate its mechanical properties on all its hierarchical levels to understand their inter-
actions and influence on the macroscopic properties. Therefore, tensile test have been per-
formed on small pieces of wood and even on single fibres. A special humid stretching envi-
ronment (HUSTEN) has been designed, as shown in Figure 5-5, and built. It allows for com-
bined X-ray and stretching experiments on small samples and single fibres in a humidity con-
trolled atmosphere. This instrument will be explained in more detail in the following. 
 
Figure 5-4: Wood sample investigated with X-ray diffraction in the big Kiel stretching device 
at HASYLAB beamline A2. The photo has been taken after fracture at the end of the experi-
ment. The white powder permits online calibration of sample-to-detector distance. The X-ray 
flight path is kept in vacuum as close as possible to the sample. The small lead beam stop is 
glued to a glass capillary and positioned close behind the sample to minimize the back-
ground signal originating from air scattering. The water supply visible at the bottom keeps 
the moisture content in the sample at a high level during short experiments. 






unguided upper clamp 
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The challenges mentioned above concerning the sample-to-detector distance due to the 
design of the big Kiel stretching device and the limited time available at synchrotron sources 
have been the motivation for the construction of HUSTEN. Additionally, the need of me-
chanically unprestressed samples and the necessity of a controlled atmosphere in the chamber 
Figure 5-5: Design of the humid stretching environment HUSTEN. The translation stage is 
shown tilted by 20°. The sample holder is held by the transfer yoke given in a position reached 
during the sample exchange procedure. The exit window is not shown. The gold plated hook is 
displayed in its tilted position. The linear actuator has reached its lowest position. Wires and 
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surrounding the sample have been addressed with this design. The atmosphere is not disturbed 
during sample exchange, due to the sluice and transfer system shown in Figure 5-6. The time 
necessary between changes of samples to stabilize the climatic conditions is therefore 
kept small. 
The relative humidity of the air in the chamber is set with a water basin at the bottom 
of the chamber and measured with two sensors. One of the sensors is placed close to the sam-
ple. The other sensor monitors the humid air directly above the water basin. These two sen-
sors signal stable conditions during the experiments. The temperature of the water basin is 
controlled with a closed loop temperature controller that drives a flat resistive heating panel 
beneath the water basin. A resistive temperature sensor measures the temperature of the water 
basin. By adding salts to the water and tuning the temperature of the water basin, the resulting 
 
Figure 5-6: The transfer and sluice system of HUSTEN as seen from the X-ray detector posi-
tion without sample holder. The red arrows show the transfer path of the sample holder. The 
blue arrows illustrate movements that are used to fix the sample holder and to free its upper 
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relative humidity of the atmosphere can be varied through a broad range between 10 and 
100 %. The water basin has been designed as a drawer, hence, it can be exchanged or cleaned 
during the experiments. The level of the fluid surface in the water basin can be manipulated 
through two external tube connections, also allowing – if required – a constant water flow due 
to an optional external pump. 
The X-ray detector is placed close 
behind the chamber during a combined ex-
periment. It is not necessary to move it dur-
ing the sample exchange. This permits an 
easy calibration of the sample-to-detector 
distance. The big exit window enables the 
collection of wide-angle scattering data. It 
consist of a thin Kapton® film6 ensuring 
low attenuation of the X-rays. The central 
mechanical part of HUSTEN used for the 
tensile tests and the sample exchange can be 
rotated from the upright position to a tilt of 
maximal 20°. This enables the direct meas-
urement of the meridional reflections under 
exact Bragg condition. A small lead beam 
stop is placed between sample and detector 
to protect the detector against the high flux 
of the primary beam. It is positioned close 
to the sample to reduce the background sig-
nal originating from air scattering. 
                                                 
6 Polyimide (PI), CAS No. 25038-81-7 
 
Figure 5-7: Lead beam stop and X-ray detec-
tor placed close behind the sample. The beam 
stop is glued to a motor driven glass capillary. 
The sample environment HUSTEN is shown in 
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The entrance window for the pri-
mary X-ray beam is small to reduce the 
background signal, but it can be dismantled 
via a few screws and easily exchanged to a 
broader one, as visible in Figure 5-8. This 
offers free access to the chamber and per-
mits backward usage of HUSTEN with in-
terchanged positions of X-ray source and 
detector in case of very restricted space. 
The sample preparation typically 
needs a lot of time. The species have to be 
aligned carefully and any mechanical treat-
ment has to be kept small. Otherwise, a 
small deformation of the sample can induce 
an early fracture influencing the outcome of 
the mechanical test. The mounting of the 
sample is critical in the case of single fibres. 
The sample holder integrated in HUSTEN 
ensures a minimal deformation of the sam-
ples. It permits mounting the fibre outside 
the chamber, even outside the experimental 
hutch. The sample can be held with small clamps or be glued onto a supporting frame made of 
paper or thin polymer foil. In the case of single fibres the later version permits convenient 
handling and monitoring of the samples under a light microscope during preparation. The 
glued sample is mounted already fixed to its supporting frame into the sample holder. After 
mechanical fixing with the clamps the frame is cut, for example using a soldering gun, as 
shown in Figure 5-9. 
 
Figure 5-8: Entrance window of HUSTEN 
 
Figure 5-9: Single fibre mounted in the sample 
holder outside of HUSTEN. The supporting 
frame is divided into upper and lower part 
with a soldering gun. 
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The whole sample holder is then 
transferred into the chamber of HUSTEN. 
The side clamps of the sample holder fix the 
upper clamp on the shafts during this trans-
fer. This side clamps are released inside 
HUSTEN, freeing the upper sample clamp 
for translation movements, as visible in 
Figure 5-10. This procedure ensures, that 
there is no mechanical deformation of the 
sample between bonding of the sample out-
side and the beginning of the stretching 
experiment inside HUSTEN. 
The force necessary to elongate the sample is measured with a strain-gauge beam ar-
rangement during the stretching experiment. At present HUSTEN can be equipped with sev-
eral different force sensors limiting the range of the maximal measurable force between 0.5 
and 5 Newton. These sensors are compensated for temperature effects but, additionally, their 
actual temperature is monitored during the experiment with a platinum resistance thermome-
ter. The force sensor is mounted on a support driven with a stepping motor in high resolution 
micro stepping mode via a compact high precision ball screw guide actuator unit. The move-
ment of this unit is monitored with a length gauge of accuracy better than ± 0.2 µm. The con-
nection of the force sensor to the upper jaw of the sample holder is established with a gold 
plated hook. This hook is connected with a small axis to the beam in bending of the sensor, 
but electrically isolated with two Teflon®7 bushes. The hook is rotated around this axis from 
outside the chamber to hook into the upper jaw at the lower position of the actuator. The ac-
tuator is then driven upwards until the weight of the upper jaw is found in the sensor signal. 
                                                 
7 PTFE, polytetrafluoroethylene, CAS No. 9002-84-0 
 
Figure 5-10: Sample holder inside of HUSTEN 
with released upper sample clamp. A single 
fibre is glued to the supporting and divided 
frame leading to an effective gap of less than 
1 mm. The green arrow shows the direction of 
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At this point the shafts of the sample holder are taken away downwards together with the 
opened side clamps, allowing for free optical monitoring through the side windows of 
HUSTEN. During the stretching experiment the upper sample clamp is guided in a Teflon® 
track minimizing any unintended movements of the sample. Unfortunately, this design in-
duces a small contamination of the force signal, due to friction between the upper sample 
clamp and its track and the weight of the clamp. These effects can be partially compensated 
with the signal obtained from an empty chamber measurement. Furthermore, the amount of 
friction can be minimized with some mechanical improvements, as already shown during ex-
periments on silk fibres that have been performed with different types A and B of the sample 
holder shown in Figure 5-11 and Figure 5-12. The weight of the jaw of type B is only half of 
that of type A and type B permit the use of foils and fasteners together, in contrast to type A. 
 
 
Figure 5-11: First sample holder type A 
used with HUSTEN. 
Figure 5-12: Improved sample holder type B 
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The optical monitoring of the sample during the experiments has been done with a 
telezentric lens and a standard CCD camera. The field of view of the optical system is chosen 
to contain the sample position and its image from a mirror placed under about 45° close to the 
sample. In this way, the sample can be seen from two perpendicular directions, revealing any 
twisting or shifting during the experiment. In order to ensure a proper illumination several 
light emitting diodes (LED) are installed in the sample chamber. The temperature of the 
mounting point of the mirror is also controlled keeping its temperature above the condensa-
tion point. The quality of the optical images obtained this way can be improved even more 
with a high precision measurement lens and a cooled low noise high resolution CCD camera 
as preliminarily tested. With such an optical system the mechanical strain distribution along 
the sample should be measurable during the experiments. 
 
Figure 5-13: Inverted optical image of pine wood sample mounted in HUSTEN tilted to the 
Bragg-angle of the cellulose crystals. The path of the primary X-ray beam is given in red. 
The mirror image seen from the direction of the primary beam is visible at the left side. The 
straightened sample in the middle is seen from the side. The lowered side clamps and shafts 
of the sample holder are partially visible in the bottom region of the image. The black bar 




side view of sample
shaft side clamp
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The design of the sample holder and its connections to HUSTEN enable the measure-
ment of the electrical properties of the sample during the experiment. For example, the elec-
trical resistance of wood shows a strong dependency on the water content, allowing a direct 
monitoring of the moisture content of the sample (Dietenberger et al. 1999)p. 3-21. These meas-
urements have been performed so far with an industrial standard high speed LCR meter, not 
able to fully compensate the huge influence of the chamber especially in the case of dry single 
fibres with high resistance. However, in the case of small wet pieces of pine wood the imped-
ance has been monitored. In Figure 5-15 an example of the raw data collected during a full 
stretching experiment is given. Under otherwise identical conditions the dry samples could 
not have been measured with this setup, always leading to an overflow of the LCR meter. At 
least, the wetting of the sample can be monitored this way. 
 
Figure 5-14: Close-up on the electrical installation close to the sample position inside HUS-
TEN. The bright LEDs offer enough light for the optical monitoring performed via the heated 
mirror. The humidity sensor gives the relative humidity of the air close to the sample. The 
electrical circuit for the determination of the sample impedance is closed through the contact 
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All sensor signals from HUSTEN are collected with a personal computer controlling, 
in addition, the actuator and heaters. The signals from the humidity and force sensors of 
HUSTEN and from the various ionisation chambers of the synchrotron beamlines are con-
verted with an multifunction data acquisition card inside the computer. Similarly, the signal 
from the length gauge is analysed with a special counter device also inside the computer. The 
software performing all the necessary tasks has been written in G, leading to a LabView® 
code, especially suited for the needs of experiments at synchrotron radiation sources. It is only 
a basic acquisition console (BACON), but it offers online data display and batch processing. 
The software logs all the sensor data into ASCII files. It controls the actuator of HUSTEN via 
a serial interface and the temperature controllers via an industrial standard GPIB-interface. 
Furthermore, BACON can communicate with beamline control computers running for exam-
ple SPEC as done at ID13 via TCP/IP over an optional network connection (intranet). This 























Figure 5-15: Raw electrical impedance signal collected during a combined X-ray diffraction 
and stretching experiment with a piece of wet pine wood mounted in HUSTEN. 
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this way, it has been possible to move the sample during the stretching experiment perpen-
dicular to the stretching direction through the X-ray beam, leading to a map of diffraction 
patterns over the whole width of the sample, as shown in Figure 6-21. The synchronisation of 
the stretching experiment with the X-ray detector and fast shutter of the beamlines is estab-
lished via transistor-transistor-logic (TTL) trigger lines, also controlled from HUSTEN. 
5.1.5 X-ray CCD Imaging System 
There are several ways to collect X-ray diffraction patterns. A very convenient one is 
the use of a two-dimensional charge-coupled device (CCD). Such detectors are used for this 
purpose for some time, e.g. (Eikenberry et al. 1991; Gao et al. 1993; Koch 1994; Ottonello et 
al. 1994; Zanevsky et al. 1995). The device used for the experiments presented later is based 
on a design, illustrated in Figure 5-16, where an image intensifier is placed between the scin-
tillator and the CCD. The Gadolinium oxysulphide scintillator of this device is optimised for 
resolution at X-ray energies of 5 to 25 keV. 
In the present study the changes 
inside the sample have had to be investi-
gated during the stretching experiments 
in situ. Therefore, the diffraction pattern 
have had to be collected with a sufficient 
time resolution. The standard devices 
offered at A2 and ID13 are well suited 
for the need of diffraction experiments 
but the minimum time between two im-
ages for these systems is 4 seconds, ac-
cumulation time of the images not taken into account. Such a time resolution is clearly not 
sufficient for the experiments presented in chapter 6, as is obvious for example from 
Figure 6-9. The device used in this study offers a very short readout time of less than 300 ms, 
Figure 5-16: Design of the X-ray detector used to 
collect the diffraction patterns. 
60 5. Experimental Techniques 
  
leading to a high time resolution during the stretching experiments. Unfortunately, the detec-
tor exhibits a problematic spatial distortion, as illustrated in Figure 5-18. This distortion is not 
compensated by the detector readout electronic nor by its software. Also, standard software 
freely available failed to correct for this distortion. Therefore, a MATLAB® code has been 
developed, described in the following, in order to compensate the distortion of the system. 
5.1.6 Data Reduction 
There are several ways to detect X-ray diffraction patterns. One convenient way is to 
use a two-dimensional detector that delivers the desired pattern as a numerical array that 
represents the intensity distribution detected. A detector placed behind the sample under in-
vestigation and aligned perpendicularly to the incident beam of the X-ray source shows the 
well-known diffraction pattern. Even when care is taken during the collection of these raw 
data, there are still a few parameters left that have to be taken into account, before the data 
can be compared to the theories shown in chapter 4. The steps that should be performed dur-
ing the process of data analysis can be divided as follows: 
• detector spatial distortion correction,  
• detector intensity response correction (so-called flat-field correction), 
• detector misalignment compensation. 
Each of these steps will be discussed in detail within the following sections. It will be 
assumed that there is a template image collected with the detector under calibration condi-
tions. This template image is given as an array of numbers rawI , one for each pixel of the de-
tector. These numbers are a measure for the intensity sensed by the detector at some a priori 
unknown positions. The goal of the calibration process is to determine these positions and to 
rescale the given intensities if necessary. The overall transformation finally leads to a repre-
sentation of the data that is independent of the technical circumstances that have been present 
during the collection of the data. 
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5.1.6.1 Spatial Distortion Correction 
As with any optical device the imaging process can lead to some spatial distortions 
that should be corrected. This can be done by a simple transformation8 that maps the original 
raw positions of the detector data : ( , )Traw raw rawr x y=G  to the ideal positions of a theoretically 
undisturbed detector : ( , ,0,1)Td d dr x y=G . That means one has to find a suitable transformation 
that fulfils some boundary conditions due to the given experimental situation. The problem is 
well-known and is called image registration. An overview can be found for example in 
(Brown 1992) or (Maintz and Viergever 1998). 
Image registration can be explained in terms of a reference image and a template im-
age. The reference image represents the ideal undisturbed case. The template image is the 
pattern as acquired by the real system before correction. It may be possible to identify some 
points in both images that can be linked together by some extra information. These corre-
sponding points are called landmarks. They can be used in a so-called landmark-based ap-
proach to construct the transformation. There are several ways to produce such pairs of im-
ages. One way is to place a grid pattern of holes as a mask with known dimensions in front of 
the entrance window of the detector and illuminate the mask with a fixed source. This method 
has been used in the measurements presented later, where a 109Cd source has been placed in 
about one decimetre distance to the grid of 0.5 mm holes spaced equally every 
(1.00 ± 0.01) mm. 
                                                 
8 The overall transformation developed later will be very simple if it is defined on 4\ as will be clear later on. 
Therefore, here the output of this transformation is mapped into that space. 
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The grid has been placed directly in front of the detector. In this setting the remaining 
distance between the grid and the fluorescence screen inside the detector housing leads to a 
widening of the pattern collected due to the parallax effect. It can be neglected for the further 
analysis, because all spatially corrected diffraction patterns are transformed into reciprocal 
space or lattice spacing afterwards based on a calibration procedure with a known scattering 
source. Therefore, this parallax effect only influences the values for the absolute positions 
given during the calibration run, for example the sample-to-detector distance, but it does not 
influence the resulting diffraction patterns in reciprocal space. Nevertheless, the widening for 
the experiments presented in this section has been estimated according to the geometric con-
ditions illustrated in Figure 5-17. Consequently, the resulting effective spacing of the grid of 
1.04 mm has been taken for the calibration calculus carried out, as illustrated in Figure 5-18. 
 
Figure 5-17: Sketch of the geometry of the resulting parallax effect if a calibration mask 
(black) is placed in a distance of 2 mm in front of the sensitive area of a detector (green). 
Here the radiation source is placed in a distance of 100 mm in front of the mask and the 
spacing of the grid is 1 mm, resulting in an enlarged but constant spacing of the pattern of 
1.04 mm at the detector position. 




















Figure 5-18: Background subtracted grey scale image of the raw intensities delivered from 
the detector after illuminating with a fixed point source in some distance in front of the detec-
tor masked with a grid of holes in between. The green marks correspond to positions of holes 
found by the developed software and the red marks are the corresponding idealized positions 
expected from an undistorted image. 
One way of handling image registration is integrated in FIT2D, a standard software 
widely used for the analysis of diffraction diagrams. FIT2D uses a polynomial approach 
where it is assumed that the distortion of the system in one direction is independent of the 
other direction (Hammersley et al. 1994). Therefore, the established software is well suited 
for detector systems that fulfil the mentioned presumptions and can be used to produce correct 
results. In the case that this assumption is not fulfilled, a more complicated method is re-
quired. Such a situation has been given due to the detector used for the X-ray experiments, as 
illustrated in Figure 5-18. The distortion in direction of the y-axis found at different positions 
on the x-axis is shown in Figure 5-19. The dependency of the distortion on both axes is 
clearly visible. 
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Therefore, in the analysis of the experiments presented in section 6.1 a different 
method has been used that is based on so-called thin-plate splines, as introduced by 
(Meinguet 1979). In contrast to other spline interpolation variants this version allows for the 
use of arbitrarily sorted landmarks that do not necessarily have to be placed on a rectangular 
mesh. Another advantage of this type is the opportunity to tune the output between a smooth 
approximation and an interpolation by one so-called smoothing parameter. The resulting thin-
plate spline is physically comparable to an originally flat thin plate that is deformed at all the 
positions of the landmarks perpendicular to its infinite starting surface in a way that the bend-
ing energy9 is kept at a minimum (Engeln-Müllges et al. 2005)p. 514. 
                                                 
9 The bending energy in this context is the energy that is required to bend the thin plate assuming only linear 
elastic deformation behaviour of the material. 












at x = 0.0 mm
at x = 20.8 mm
at x = -20.8 mm
 
Figure 5-19: Spatial distortion along the y-axis of the detector plotted versus the y-coordi-
nate given for three different x-coordinates showing the cross correlation of the distortions. 
  5.1 X-ray Diffraction Studies 65 
 
For a mathematical treatment of the registration problem the n  positions of the land-
marks in the acquired template image are named ( ), , ,: , Ttemp i temp i temp ir x y=G  and the correspond-
ing positions of the ideal reference image are ( ), , ,: , Tref i ref i ref ir x y=G  respectively. The transfor-
mation to be found is called ( ) ( ) ( )( ),1 ,2, Ts raw s raw s rawT r T r T r=JG G G G  and should solve the following 
minimization problem (5.3) for a given smoothing parameter [ ]0,1p∈  under the error meas-
ure ( )sE TJG  as defined by eq. (5.1) and the roughness measure ( )sR TJJG  according to eq. (5.2). 




ref i temp i
i
E T r T r
=
= −∑JG JGG G  (5.1) 
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 ( )( ) ( ) ( )( ){ }: min 1S TT pE T r p R T r= + −JG JG JGG G G  (5.3) 
A detailed analysis of this situation is given in (Modersitzki 2004)chap. 4.3. It leads to a 
solution that can be written in the form of eq. (5.5) with certain m  coefficients ia  and 2m −  
so-called centres ic  that are used in combination with the radial basis function ( )B rG  as de-
fined in eq. (5.4). 
 ( ) ( ): logB r r r=G G G  (5.4) 
 ( ) ( )2 2 1
1
m
s raw i raw i raw m raw m m
i




= − + + +∑JJG G G G G G G G  (5.5) 
In this way the problem of finding the proper transformation between the raw coordi-
nates of the detector and the positions of an idealised undisturbed detector can be solved by 
determining this coefficients ia  and ic  for any given smoothing parameter p  and any set of 
linked landmarks ( ){ }, ,: ,temp i ref iL r r= G G . 
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Figure 5-20: Example of the result of a two dimensional fit of a Gaussian distribution within 
the small rectangular area centred on the estimated position of a hole in the template image. 
The coloured mesh shows the fitted Gaussian surface and the blue circles are the marks of the 
intensities found in the template image. 
To produce the set of landmarks a MATLAB® code has been developed. It starts after 
a first user interaction to find as many landmarks as possible and links them to their expected 
theoretical positions. Every landmark within this algorithm is the result of a two-dimensional 
least square fit of a Gaussian distribution with linear background, as shown in Figure 5-20. 
This fit is performed on a small rectangular part of the template image whose centre position 
is estimated from the last found landmark nearby. The procedure is illustrated in Figure 5-18 
where one of these small rectangles is plotted in the top of the picture as an example. The full 
set of landmarks is finally used to generate the desired transformation. All further analyses 












⎛ ⎞⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
G
GG  (5.6) 
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The performance of the transformation is evident from Figure 5-21, where the result is 
shown for the template image. Some lines at constant values for x and y are given in 
Figure 5-21 as guide for the eye. The lines for constant x values correspond to the distortion 
data shown in Figure 5-19. 
Figure 5-21: Spatially corrected template image of the holes used to find the necessary trans-
formation between the raw detector coordinates and the theoretical positions of an undis-
turbed idealized detector. The coloured lines are guides to the eye drawn at constant values of 
-20.8 mm, 0 and 20.8 mm for x or y, respectively. The lines at constant x correspond to the 
data shown in Figure 5-19. 
5.1.6.2 Flat Field Correction 
The signals obtained from the detector give a measure for the intensities found in a 
certain pixel. The sensitivity of the pixel may vary, with respect to time and temperature or 
between different pixels. To allow for absolute intensity measurements, as required for X-ray 
structure determination, these different pixel responses have to be compensated for. Therefore, 
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a calibration measurement with a radiation source of known characteristic has to be used. This 
can be done, for example, with a flat field source illuminating the sensitive area of the detec-
tor homogenously. The recorded image can then be used to calculate scaling factors for each 
pixel of the detector individually. However, the experiments presented in this study have not 
been concerned about absolute intensities of the diffraction patterns. Only the positions of the 
peaks found in the diffraction patterns and their relative width have been needed. The fluctua-
tions of the sensitivities of adjacent pixels can be estimated from the collected images to be 
small. Hence, no flat field correction has been performed. 
5.1.6.3 Detector Misalignment Compensation 
To ensure a correct evaluation of acquired diffraction data a possible misalignment of 
the planar detector should be considered. In general, it is assumed during the further analysis 
that the data is collected in a plane { }4: ( , ,0,1)Tc c cP x y= ∈\  that is oriented perpendicularly 
to the direction of the incoming X-ray beam at a given distance cd  behind the sample. Within 
such a plane, any powder sample that leads to scattering as shown in Figure 5-23 would pro-
duce a circular diffraction pattern as explained in section 4.9 and illustrated in Figure 5-24. 
The analysis of any other diffraction pattern in that plane is straightforward. Contrary to this 
idealized situation, any real measurement is affected by the orientation of the detector with 
respect to the incident beam. Hence, within the process of data analysis a transformation 
should be used between the positions ( ): , ,0,1 Tu u ur x y=G  from the theoretically spatial undis-
turbed planar detector according to chapter 5.1.6.1 and 5.1.6.2 and the ideal plane cP . This 
plane should be part of a system ( ){ }4: , , ,1 Tc c c cS x y z= ∈\  that has its origin placed on the 
primary X-ray beam and its z-axis aligned along the beam direction, as illustrated in 
Figure 5-24. 
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To determine this transformation, a template image has been recorded with a standard 
powder placed at the position of the sample. The observed elliptic pattern has been used to 
find suitable parameters in a least square sense that represent the actual alignment of the de-
tector in terms of tilting angles. 
The cone produced by the sample in a distance cd  from the plane cP  described by eq. 
(5.7) in the system cS  of the scattering cone with opening angle 2θ  holds (Hammersley et 
al. 1996)eq. (1): 
 ( ) ( )( )22 2 tan 2 .c c c cx y d z θ+ = −  (5.7) 
This can be written in the form of eq. (5.8): 
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For any c cr S∈G that fulfils eq. (5.8) and M defined as shown above the cone can be 
written as: 
 0 .Tc cr M r= ⋅ ⋅G G  (5.9) 
The origin of the detector coordinate system can be translated by ( ), Tt tx y  onto the pri-
mary X-ray beam in a way that it has its origin in common with all the other systems used 
later on. Therefore, a translation according to eq. (5.11) and (5.12) is used with the definition 
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−⎛ ⎞⎜ ⎟−⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
 (5.10) 
 d d ur T r= ⋅G G  (5.11) 
 Tu d dr T r= ⋅G G  (5.12) 
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The cone is tilted with respect to the (green) system of the translated detector coordi-
nates ( ){ }4: , , ,1 Td d d dS x y z= ∈\  by an angle tχ , as illustrated in Figure 5-25. The tilt takes 
place in a ‘tilt’ plane ( ){ }4: ,0, ,1 Tt t tP x z= ∈\  that has the same origin as the two others and is 
tilted around the y-axis of the system of the cone by a tilt angle tχ− . The ‘tilt’ plane is shown 
in blue in Figure 5-26 and is used to define an intermediate tilted coordinate sys-
tem ( ){ }4: , , ,1 Tt t t tS x y z= ∈\ . This enables the use of t tr S∈G  instead of the former c cr S∈G  to 
describe the same point in laboratory space. The two systems are linked together by the fol-
lowing transformation: 
 
( ) ( )
( ) ( )
( ) ( )
( ) ( )
cos 0 sin 0
0 1 0 0
sin 0 cos 0
0 0 0 1
cos 0 sin 0
0 1 0 0
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With the definition of yR  as given in eq. (5.14) this leads to eq. (5.15) and 
 (5.16), respectively. 
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( ) ( )
cos 0 sin 0
0 1 0 0
:
sin 0 cos 0







⎛ − ⎞⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
 (5.14) 
 c y tr R r= ⋅G G  (5.15) 
 Tt y cr R r= ⋅G G  (5.16) 
The intermediate tilted (blue) system has its z-axis in common with the translated 
(green) system of the detector. But the intermediate system still might be rotated within the 
x-y-plane of the detector system by an angle dχ , as shown in Figure 5-27. This defines a last 
rotational transformation as carried out in eq. (5.17). It links the coordinates t tr S∈G  of the in-
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termediate (blue) system to the coordinates d dr S∈G  of the (green) system of the translated 
detector by eq. (5.18) or (5.19) respectively. 
 
( ) ( )
( ) ( )
( ) ( )
( ) ( )
cos sin 0 0 cos sin 0 0
sin cos 0 0 sin cos 0 0
:
0 0 1 0 0 0 1 0
0 0 0 1 0 0 0 1
d d d d
d d d d
zR
χ χ χ χ
χ χ χ χ
⎛ ⎞ ⎛ − − − ⎞⎜ ⎟ ⎜ ⎟− − −⎜ ⎟ ⎜ ⎟= =⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
 (5.17) 
 t z dr R r= ⋅G G  (5.18) 
 Td z tr R r= ⋅G G  (5.19) 
This situation is illustrated in Figure 5-27 with the system of the detector shown in 
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So finally the cut through the cone made by the detector could be written as: 
 0 T T T Tu d z y y z d ur T R R M R R T r= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅G G  (5.21) 
This is an ellipse in the plane ( ){ }4: , ,0,1 Tu u uP x y= ∈\ , as visualized in Figure 5-28. It 
is used to determine the necessary parameters ( ), , , ,t t c t dx y d χ χ  for the involved transforma-
tions. A MATLAB® code has been developed to solve the resulting minimization problem:  
 ( ), , , , 1
min .
t t c t d
k
T T T T
i d z y y z d ix y d i
p T R R M R R T pχ χ =
⎧ ⎫⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅⎨ ⎬⎩ ⎭∑
G G  (5.22) 
Within that procedure the value for θ  has been defined by the prior knowledge about 
the particular powder ring used. Additionally some k  points i up P∈G  on the ellipse in the tem-
plate image selected by user interaction has been used as supporting points.  
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For further analysis of the diffraction patterns, every point from the detector plane has 
to be transformed into the (red) system of the theoretical perfectly aligned plane using the 
transformation shown in eq. (5.23). In this way, any point from the undisturbed detector is 
translated into the (green) translated detector system and driven further through the intermedi-
ate (blue) system finally into the required (red) system (see Figure 5-27): 
 .c y z d ur R R T r= ⋅ ⋅ ⋅G G  (5.23) 













Figure 5-22: Diffraction pattern after full transformation collected at ID13 at the ESRF with 
Al2O3 powder applied on a wood sample in HUSTEN. The big red circle emphasises the pow-
der ring used for the calibration of the detector alignment and distance between detector and 
sample. The small red circles give the positions of the supporting points used for the determi-
nation of the detector tilt angle. 
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Figure 5-23: The scattering of X-rays (red) 
caused by a powder sample. 
 
Figure 5-24: An ideal detector plane (red) 
placed perpendicular to the X-ray beam. 
 
Figure 5-25: The tilt angle (black) between 
ideal (red) and shifted ‘real’ (green) detector 
system. 
 
Figure 5-26: An intermediate system (blue) 
only tilted to the ideal detector (red) around 
their common y-axis. 
 
Figure 5-27: From the shifted ‘real’ detector 
sytem (green) through two rotations into the 
ideal system (red). 
 
Figure 5-28: The resulting elliptic diffraction 
pattern seen by the ‘real’ detector due to the 
tilt against the primary X-ray beam. 
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5.2 Inelastic Neutron Scattering  
Inelastic neutron scattering is a powerful tool in order to obtain information on both 
the internal structure and the dynamics of the sample under investigation. As used in the con-
text of this study, it leads to spectroscopic data for different scattering angles. The scattering 
function ( ),S q EG  is the quantity of central interest regarding this type of analysis, as shown in 





pecially, if the case of elastic scattering (E = 0) is included, the data also contain the diffrac-
tion pattern of the sample. 
In this study, a time-of-flight spectrometer has been used. The sample in its container 
has been placed into a neutron beam of energy 0E . This primary beam has been pulsed by a 
chopper system. The resulting sharp pulse shape measured with the primary beam monitor is 
illustrated in Figure 5-29. When such a neutron pulse left the Fermi-chopper close to the sam-
ple, an electronic timer has been started. Most of the neutrons that have been scattered by the 
sample have had changed course or energy. These neutrons has been detected with respect to 
their direction of propagation in a known distance ds  around the sample at some time later. 
The neutron time-of-flight is a measure for the velocity of the neutrons and, hence, a measure 
for their kinetic energy. 
5.2.1 Time-of-Flight Instrument 
The neutron scattering measurements have been carried out using the direct geometry 
time-of-flight instrument ‘FOCUS’ (Focussing Crystal University Spectrometer) at the Swiss 
Spallation Neutron Source ‘SINQ’ of the Paul-Scherrer-Institute (PSI). The concept of this 
instrument is based on a doubly focusing crystal monochromator in combination with a 
Fermi-chopper, as proposed in (Mesot et al. 1996) and (Janssen et al. 1997). First results of 
this instrument are shown in (Janssen et al. 2000). The instrument can be equipped either with 
a pyrolithic graphite or a mica monochromator (Juranyi et al. 2003) covering the wavelength 
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region between 2 and 15 Å. The pyrolithic graphite monochromator has been used for the 
experiments shown below. The instrument has been adjusted to an incident neutron wave-
length of 4 Å. 
The spectrometer can be operated in two modes. First, it can be tuned to operate in the 
monochromatic focusing mode especially suited for inelastic scattering studies. Secondary, it 
can be used in time focusing mode preferred for quasielastic scattering experiments. The latter 
mode has been used for all measurements shown in the following. The optional beryllium 
filter has not been placed in the beam. With these parameters the instrument has been operated 




After interaction with the sample, the scattered neutrons travel about 2.5 meters mostly 
through the detector chamber filled with Argon until they are detected by one of the 3He filled 
detectors. These detectors lead to the desired quantity, the time-of-flight. They are arranged in 
three different banks. The biggest detector bank consists of 150 detectors, which are located in 
the horizontal plane and which correspond to scattering angles from about 10° up to 130°. The 
other banks are placed on two other levels below and above. The detectors from these banks 
are tilted azimuthally by 13° and approximate a circular arrangement running through the 
2800 2850 2900 2950 30000
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Figure 5-29: Pulse shape of the primary neutron beam obtained from the monitor signal at 
the Fermi-chopper of ‘FOCUS’. The raw counter readings are shown versus the time-of-
flight of the neutrons between disc chopper and Fermi-chopper. The case of neutrons with a 
wavelength of 4 Å is marked with the red line at 5.11 meV. 
76 5. Experimental Techniques 
  
corresponding detectors of the horizontal bank. This situation is illustrated in Figure 5-31. The 
upper bank consists of 110 detectors. It covers the region of scattering angles between 18° and 
128°. In the same way the lower bank covers the same angles but consists of 115 detectors. 
Each detector has an entrance window of 3 cm in width and 40 cm in height. 
The raw data offered by the instrument control software contain the counter read out 
of the detectors in four different tables combined with the respective time-of-flight. Three of 
these tables belong to the mentioned detector banks and will be referred to by their corre-
sponding names ‘lower’, ‘middle’ and ‘upper’, respectively. The fourth table is a combination 
of all three groups and is therefore labelled ‘all detectors’ made up of 375 virtual detectors. 
This last version provides better counting statistics if the tilts of the banks are assumed to 
have no significant influence on the results. It offers also a compact representation of the data 



















Figure 5-30:Schematic drawing of a horizontal cross section through the time-of-flight in-
strument FOCUS seen from top (Juranyi 2004). The dashed dotted line shows the position of 
the vertical cross section presented in Figure 5-31 and the arrows A point perpendicular onto 
the plane shown there. 
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5.2.2 Data Reduction 
The output of the time-of-flight instrument described above is the raw counting rate of 
the detectors as a function of the detector number j and the measured time-of-flight of the 
neutrons ( ),raw nI j t . These raw data have to be transformed and corrected to the required 
quantities along the following steps to obtain the desired double differential cross section in 
terms of wave vector transfer qG  and energy transfer E: 
• time-of-flight determination, 
• primary beam normalisation, 
• attenuation correction, 
• multiple scattering compensation, 
• background subtraction, 
• time-of-flight to energy transformation, 
• detector efficiency correction, 
• wave vector transfer calculation. 
 
Figure 5-31: Schematic drawing of a vertical cross section through the time-of-flight 
instrument ‘FOCUS’ oriented as shown in Figure 5-30. The bold dash doted line gives the 
position of the horizontal cross section shwon in Figure 5-30 and the arrows A point 
perpendicular onto the plane shown there. The three detector banks of the instrument are 
represented with the bold lines. The sample (grey) is placed in the origin. 
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Each of these steps will be discussed in detail in the next sections. They are a direct 
consequence of the technical realisation of the experiment, where the raw counter readings 
( ),raw nI j t  from the instrument are a measure for the number of neutrons that have been de-
tected in the detector number j at scattering angle ( )2 jθ  and after a mean time-of-flight nt . 
Each detector picks up neutrons from a certain solid angle interval ( ) ( )2j jθ ϕΔΩ = Δ Δ , de-
fined by its entrance window centred around ( )2 jθ . The time-of-flight is divided into inter-
vals of length ntΔ  due to the signal processing downstream. The detection of the neutrons of 
energy nE  in detector j happens with an energy dependent efficiency ( ),eff np j E . The abso-
lute efficiency can differ for different detectors, even if they show the same 
energy dependency. 
Finally, the fraction of the incoming neutrons that are scattered into direction 





∂Ω∂  resulting from the interaction of the N scattering centres of the sam-
ple with the primary beam with an energy dependent intensity distribution ( )i iI E  as follows: 
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(5.24) 
This can be expressed in terms of the desired double differential cross section 
( )2 q Eσ∂ ∂ ∂G , if the corresponding transformation ( ) ( ), : 2 , ,q E nT t q Eθ → G  is used and the 
Jacobian determinant 2 ,tnJ θ  of its inverse is taken into account, see for example (Krantz 
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The detectors are aligned along Debye-Scherrer-circles, as mentioned above, hence, 
for each detector the wave vector transfer is independent from the azimuth, leading to:  
( ) ( )
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( ) ( )( )2 -2 12 ,
0 2
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G
G  (5.26) 
The incoming beam is nearly monochromatic (compare Figure 5-29) in a direct ge-
ometry scenario, as described above in section 5.2.1. This gives a significant intensity only on 
a small interval 0 0.2 meVEΔ =  centred at 0 5.1 meVE = . Therefore, it can be assumed that 
the double differential cross section and the detector efficiency do not vary with respect to the 
energy of the incoming slow neutrons. Furthermore, the intervals given by ΔΩ  and ntΔ  are 
finite and the terms in the integrals can be represented with their averaged value on this inter-
vals leading to10: 
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Hence, the full process of data reduction can be seen as a solution of the follow-
ing problem: 
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G  (5.28) 
The inverse transformation and scaling according to eq. (5.28) has to be performed if 
model functions from any theory are fitted to the measured data. A detailed analysis of the 
terms in eq. (5.28) will be given in the following sections. 
The design of the instrument ensures that each detector is placed at a unique scattering 
angle. Hence, in the following the number j of the detector and its corresponding scattering 
angle 2θ  are used synonymously without further notice for indexing purposes. 
                                                 
10 To avoid confusion, this averaging is not noted explicit at the symbols, but it is expressed with the roughly 
sign. 
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5.2.2.1 Time-of-Flight 
The time-of-flight of the neutrons with velocity nv  is a measure for the kinetic en-
ergy nE  of the detected neutrons of mass nm : 
 212n n nE m v=  (5.29) 
The values in the tables produced by the instrument software are the raw flight 
time rawt  determined with a clock synchronised to the Fermi-chopper of the experiment (com-
pare section 5.2.1). Hence, it contains the time it took the detected neutron to pass from that 
chopper via the sample to the detector, a total distance of about 3 meters. In the further analy-
sis the time-of-flight nt  is defined as the time after interaction with the sample. Therefore, the 
initial value has to be reduced by the time the neutron of energy 0E  needs to travel the dis-
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Figure 5-32: Neutron propagation versus time-of-flight at the instrument ‘FOCUS’ operating 
at 4 Å. The red line shows the propagation of elastically scattered neutrons. The green (blue) 
line gives the fastest (slowest) neutrons resolved with this instrument. The energy values 
given are the corresponding gains during the scattering. The scale at the top shows the time 
elapsed after the scattering. The scale at the bottom gives the raw time-of-flight synchronised 
to the chopper. They are shifted with respect to each other by 505 µs, corresponding to the 
time that the neutrons need to pass from the chopper to the sample. 
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5.2.2.2 Primary Beam Normalisation 
In general, all counters of the instrument are gated synchronously during an experi-
ment for a given period of time or until a predefined number of counting events occur, for 
example measured with the primary beam monitor. The latter has been done in the experi-
ments presented in this study. The instrument offers a measure 0I  corresponding to the 
counter reading of the primary beam monitor, which detects neutrons with an effi-
ciency ( )monitor ip E . This figure 0I  is generated as a function of the energy dependent intensity 
distribution ( )i iI E  of the incoming neutron beam, as follows: 
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This integral can be limited to the region 0EΔ  around 0E  as explained above during 
the development of eq. (5.27), due to the pulse shape of the primary beam. In the same way 
the efficiency can be estimated with its value at 0E : 
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Hence, to obtain a comparable quantity, referred to as ‘normalised counts’ normI , the 
raw readings can be normalised to the Figure derived from the monitor 0I . It is not necessary 
to know the absolute value of the efficiency of the monitor for the further analysis, because its 
influence will be compensated within the context of the detector efficiency correction, as will 
be shown in chapter 0. An example for the normalised counts is given in Figure 5-33. 
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With this definition and eq. (5.32), eq. (5.28) is changed to: 
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Figure 5-33: Example of normalised raw intensities obtained in a time-of-flight inelastic neu-
tron scattering experiment with a vanadium slab calibration sample placed in an aluminium 
container. The intensity distribution is shown colour-coded on a logarithmic scale in the up-
per right graph versus scattering angle and time-of-flight. The same distribution is shown 
after integration over the full range of time-of-flight in the upper left graph. The graph in the 
bottom shows the result after integration over all scattering angles. The dashed red line shows 
the result of a least square fit of a Gaussian distribution to find the time-of-flight of 
(2522.8±0.5) µs for elastically scattered neutrons with a wavelength of 4 Å. It also represents 
the resolution function on the time axis of the instrument ‘FOCUS’ that has been used for 
this experiment. 
5.2.2.3 Attenuation Correction 
The neutrons travel some distance in the sample and its container before and after a 
scattering event until they can be detected. Therefore, in principle, the recorded intensities 
have to be corrected for the attenuation that takes place along their ways. However, the ex-
periments presented in section 6.2 have been performed with a very thin cellulose sample of 
about 0.2 mm thickness and a sample container made out of aluminium that has had a wall 
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thickness of about 0.5 mm on both sides. The penetration depth11 of thermal neutrons in alu-
minium, for example, holds 9.48 cm (Wilson 1992)Tab. 4.4.6.1. Hence, the absorption effects are 
neglected during the further data analysis. 
5.2.2.4 Multiple Scattering Compensation 
The readouts of the detectors are a proper measure of the number of neutrons finally 
scattered into the directions of the detector signalling them. The change in the direction of 
propagation of the neutrons is a consequence of at least one scattering process. Unfortunately, 
the actual path of the detected neutrons is unknown. Hence, the output of the experiment also 
contains contributions from neutrons that have been scattered more than once. There are sev-
eral ways to compensate for this multiple scattering effect. All of them need at least some 
knowledge of the scattering function ( ),S q EG  that has to be determined with the experiment. 
The influence of multiple scattering effects on the collected spectra can be kept small 
as long as the transmittance of the sample is high, i.e. the sample has to be thin compared to 
the mean free path length of the neutron in the material under investigation. For instance, the 
mean free path length of neutrons in liquid water has been computed to about 2 mm (Bée 
1988)p. 108. Nevertheless, multiple scattering can still have serious influence within the region 
of great and small scattering angles where the neutrons have to travel long ways inside the 
sample. Still, first estimates have to be done without any correction of the multiple scattering 
effects to obtain a suitable model function of the scattering function. Later, the actual result 
can be refined, for example during a Monte Carlo simulation. 
According to (Bée 1988)p. 109 the critical limit for multiple scattering effects is 60°. In 
the experiments, the detectors are placed within a region of -35° to +40° around the surface 
                                                 
11 The penetration depth is the length that a neutron beam has to pass through the material, here aluminium, to 
sustain an attenuation of its intensity to 1e  of its initial intensity. 
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normal of the sample. Therefore, the influence of multiple scattering should be rather small. 
Especially, because of the small fraction of neutrons that are scattered inelastically, the influ-
ence on the inelastic scattered signal should be not noticeable within the statistical uncertain-
ties estimated in chapter 5.2.2.9. Consequently, no correction for multiple scattering has 
been calculated. 
Figure 5-34: Background-subtracted normalised intensity distribution obtained from a time-
of-flight inelastic neutron scattering experiment with a vanadium slab sample placed in an 
aluminium container. The intensity distribution is shown colour-coded on a logarithmic scale 
in the upper right graph versus scattering angle and time-of-flight. The same distribution is 
shown after integration over the full range of time-of-flight in the upper left graph. The graph 
in the bottom shows the result after integration over all scattering angles. The dashed red line 
shows the result of a least square fit of a Gaussian distribution to find the time-of-flight of 
(2522.8±0.5) µs for elastic scattered neutrons with a wavelength of 4 Å. This corresponds to 
about 2.5 meters of flight path between sample and detector. To allow comparison the scales 
used are identical to those from the plot of the raw data shown in Figure 5-33. There is still 
some contamination from the container visible at the position of the Bragg peak of the alu-
minium between 115° and 120° around 2530 µs. 
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5.2.2.5 Background Subtraction 
Since multiple scattering and attenuation effects are not taken into account in the 
analysis, the correction of the background is straightforward. It is assumed that the scattering 
signals from the sample and its chamber are purely additive. With this assumption, the part of 
the signal to be analysed is simply the difference of the normalised data from the two parts 
combined ,1normI  and ,2normI , for example the vanadium in the container and the empty con-
tainer, obtained in different experimental runs: 
 , ,1 ,2:norm difference norm normI I I= −  (5.35) 
 , , ,:V diff norm V norm emptyI I I= −  (5.36) 
5.2.2.6 Transformation from Time-of-Flight to Energy  
Every detected neutron has travelled the distance between sample and detector ds . 
This distance is predetermined by the layout of the time-of-flight instrument used. For travel-
ling this path, the neutron needs the time nt depending on its kinetic energy: 
 2 .nd n n n
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Es t v t
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= =  (5.37) 
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 (5.39) 
                                                 
12 With the definition from eq. (4.4) or eq. (5.39) energy gain of the neutron corresponds to a positive value 
of E  and a negative value represents energy loss of the neutron. (Compare chapter 4.) 
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Most of the scattered neutrons still have their initial energy 0E . They lead to a high 
maximum in the detected intensity at 0E = . It is called the elastic line or the elastic peak. 
The time elastict  linked to this maximum can be obtained via a simple fit on the time scale with 
a Gaussian distribution. The angle integrated time-of-flight spectra can be used for this step, 
but telastic may vary for different detectors. Therefore the results are based on individual values 
of telastic for each detector. Nevertheless, this dependency will not be written explicitly in the 
following expressions for the sake of clarity. It leads to the following formula for the neutron 
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 (5.40) 
Using this transformation according to (Howie 2001)theo. 5.25 and following appendix 
8.3.1 the intensity can be written with eq. (8.16) as follows13: 
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 (5.41) 
This can be transformed into a term that is more convenient for the further analysis, if 
eq. (5.40) is used, as shown in detail in appendix 8.3.1 between eq. (8.17) and (8.18), and as 
illustrated in Figure 5-35: 
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2 , : 2 , 2 ,
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n n
energy norm n norm n
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t tI E I t I t
E E t
θ θ θ∂= =∂  (5.42) 
                                                 
13 To avoid confusion, it should be noticed that the number one within the parentheses of eq. (5.41) must not be 
neglected. This is especially true for so-called quasielastically scattered neutrons. These neutrons have a small 
energy gain QNSE  up to their initial energy 0QNSE E≤ . In some literature, it is stated that the measured intensities 




− , for example in (Müller 1996)p. 97. In that case, the total 
kinetic energy nE  of the scattered neutron has to be taken, not only the energy transfer, as done in eq. (5.41). 
(Compare to eq. (5.39).) 
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5.2.2.7 Detector Efficiency Correction 
The raw counter readings of the detectors can vary among different detectors and with 
respect to the energy of the detected neutrons. Hence, the recorded counting rates have to be 
corrected with respect to these parameters. Contrarily, no correction for detector dead time has 
to be taken into account because of the low counting rates that has occurred in the neutron 
scattering experiments shown later. 
The dependency of the detector efficiency on the energy of the detected neutrons can 
be compensated by a scaling function energyp , depending on the design of the detectors. The 
variation of the efficiency among different detectors can be compensated with a separate scal-
ing factor detectorp . The intensities corrected for the detector efficiency effects can than be writ-
ten as follows: 
 ( ) ( ) ( ) ( ), 2 , 2 2 , .eff e energy n detector energyI E p E p I Eθ θ θ=  (5.43) 
Equally, this relation can be expressed in terms of time-of-flight instead of energy: 
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energy gain E of neutron in meV
 
Figure 5-35: Necessary scaling factor for the normalised measured intensities if transformed 
from the measured time-of-flight to the scale of the energy gain of the scattered neutron. As 
shown in the text, the factor is the derivative of the backward transformation with respect to 
the energy gain. 
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5.2.2.7.1 Variation Between Different Detectors 
The variation between different detectors can be compensated with a simple calibra-
tion procedure (Day et al. 1969). For this purpose, a sample is used that is assumed to produce 
ideal isotropic incoherent scattering signals. This is fulfilled by vanadium up to a very high 
degree, as shown for example in (Ivanov and Rumiantsev 2000). The recorded intensi-
ties ,V diffI  that are found in the elastic line at different scattering angles after background sub-
traction can be used to scale all later measurements with the same detectors by the ideal val-
ues ,theory VI  expected from a perfect detector. This scaling can be written in terms of the scal-
ing factor detectorp  that depends on the scattering angle. This factor is set to unity during the 
analysis of the vanadium measurement, disabling its influence. Then the full data reduction 
algorithm explained in this section 5.2.2 is applied. The results from the calibration run is then 
used to determine the correct value of the scaling factor that is used afterwards for the evalua-
tion of all other measurements. This procedure also compensates for the efficiency of the pri-
mary beam monitor that of course only detects a small part of the incoming neutrons. At the 
same time the influence of the actual solid angle interval covered by the particular detectors 
is compensated. 
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G  (5.45) 
According to chapter 4 the distribution of the ideal signal is dominated by the Debye-
Waller-Factor that represents the influence of the thermal motion of the vanadium atoms. The 
expected signal can be written in terms of sample mass mV, atomic weight MV, the thermally 
averaged mean square displacements 2
T
u  and the bound incoherent scattering cross sec-
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In this work, the results from the vanadium measurement at 300 K presented in 
Figure 5-34 have been used for the evaluation of eq. (5.45) and eq. (5.46). The vanadium slab 
of mass ( )5.3806 0.0001 gVm = ±  has been placed in an aluminium container geometrically 
identical to that used in all other measurements presented later. The dimensions of the sample 
( ) ( ) ( )( )341.3 0.1 41.3 0.1 0.5 0.05 mm± × ± × ±  have been comparable to those of the flax sam-
ple shown in section 6.1, ensuring the same geometric conditions, as shown in Figure 5-36. 
The value of 0.0067 Å2 has been taken for the thermally averaged mean square displace-
ments 2
T
u  from an accurately performed measurement presented in (Kamal et al. 
1978)Tab. II. The ideal value of 5.205 barn14 has been taken for the bound incoherent scattering 
cross section ,incoherent Vσ  from (Wilson 1992)tab. 4.4.4.1. Apparently, there is no measurement of 
the incoherent elastic scattering cross section published for the case of slow neutrons scattered 
by vanadium. The number taken above is the one for the total bound scattering cross section 
of thermal neutrons. It is an appropriate estimate, as will be shown in the following. 
                                                 
14 1 barn = 102 fm² = 10-24 cm² = 10-28 m² 
 
Figure 5-36: Vanadium slab used for the cali-
bration of the detector efficiency during the 
inelastic neutron scattering experiments lying 
in the open aluminium sample container. 



















Figure 5-37: Idealised theoretical diffrac-
tion signal used for the detector calibration 
predicted for a measurement with a 5.3806 g 
vanadium standard. 
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A number of measurements have been done that have led to results concerning the to-
tal scattering cross section of vanadium for slow neutrons, reviewed in (Dilg 1974). The de-
pendency of the total cross section on the incident neutron energy and the influence of inelas-
tic effects have been calculated in (Mayers 1984). Mayers15 has showed that there is a great 
deviation of the total scattering cross section from the elastic one in the case of slow neutrons 
combined with a massive anisotropy. From the calculations of Mayers, it can also be esti-
mated that the elastic contribution to the total scattering cross section for slow neutrons is 
expected to be as high as the total scattering cross section for thermal or fast neutrons, as 
illustrated in Figure 5-38. This justifies the value of 5.205 barn. Similar arguments can also be 
found in (Lovesey 1984)p. 167.  
 
                                                 
15 In the given reference Mayers asserted that the incoherent scattering cross section of vanadium is well known 
referring to (Dilg 1974), but by Dilg only the total scattering cross sections have been reviewed. 
Figure 5-38: Calculated scattering cross section of vanadium at 293 K redrawn from (Mayers 
1984)Fig. 1. The elastic and inelastic contributions to the total scattering cross section are
shown resulting from a calculation parameterised with a value of 4.98 barn. The green 
dashed line marks the similarity between the total scattering cross section at about 25 meV 
and the elastic cross section at about 5 meV. 
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Nevertheless, the absolute values presented in this thesis are all related linearly to this 
choice and have to be taken with caution in consideration of the discussion given above. Fi-
nally, the numbers given above, in combination with the Avogadro constant and the molecular 
weight of vanadium, lead to the following expression for the expected intensity distribution of 






5.3806g 6.022 10 5.205barn .
50.9415g mol mol 4
q
theory VI eπ
−⋅= G  (5.47) 
 
Figure 5-39: Calibration measurement with a vanadium standard after computation of the 
complete transformation, masking and background subtraction procedures described in the 
text. The intensity distribution is shown colour-coded on a logarithmic scale in the upper right 
graph versus energy gain of the neutron and wave vector transfer. In the upper left graph the 
same data are shown after integration on the black marked interval of ± 0.2 meV around the 
elastic line over the energy axis. The red data points belong to the intensities found at the 
elastic line position. The graph in the bottom shows the result after integration over all wave 
vector transfers.  
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The result of the calibration procedure is shown in Figure 5-39. The damping of the 
signal at the position of the elastic line due to the Debye-Waller-Factor is clear (red points). In 
contrast, the influence of inelastic effects increases with increasing wave vector transfer. This 
is visible in phonons coming up between 20 and 30 meV, as expected16 (Brockhouse 
1955)Fig. 2a., (Stewart and Brockhouse 1958)Fig. 6., (Eisenhauer et al. 1958)Fig. 5, (Haas et al. 
1963)Fig. 7, (Page 1967)Fig. 2a, (Bacon 1975)Fig. 189, (Kamal et al. 1978)Fig. 4., (Squires 
1978)Fig. 3.15, (Ivanov and Rumiantsev 2000)Fig. 2. The energy integrated intensity shows some 
broadening (blue points compared to red points) originating from the geometry of the experi-
ment, as explained in appendix 8.1. 
5.2.2.7.2 Energy Dependency of the Detector Efficiency 
In principle the scaling function energyp  can be derived from some theoretical assump-
tions about the 3He detectors used in combination with tabulated numbers, as shown for ex-
ample in (Bertagnolli et al. 1976)eq. (20) or (Yarnell et al. 1973)eq. (A13). A different commonly 
used approach has been chosen. The detector efficiency has been determined in a separate 
calibration study (Juranyi 2006). The results from that experiment has been approximated 
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This can be written in terms of time-of-flight: 
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16 Some of the given references give the phonon distribution on a frequency scale. The frequency range corre-
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Finally, the detector efficiency can be 
taken as a product of two terms, due to the 
separation with respect to detector variation 
and energy dependency, mentioned above. 
The first factor depends only on the detector 
number j and the second one only on the en-
ergy of the scattered neutrons. Furthermore, 
the factor given by the efficiency of the pri-
mary beam monitor at E0 can be included 
as follows: 
 
( ) ( )( )
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This can be plugged into eq. (5.34) using eq. (5.44) leading to: 
 















G  (5.51) 
5.2.2.8 Wave Vector Transfer Calculation 
The required transformation ( ) ( ), : 2 , ,q E nT t q Eθ → G  consists of two components. In 
the treatment above the second component ( ) ( )2 , 2 ,nt Eθ θ→  is given in eq. (5.40). The first 
component of the overall transformation ( ) ( )2 , ,nt q Eθ → G  can be obtained by calculating the 
modulus of the wave vector transfer qG  in terms of scattering angle and time-of-flight. The 
wave vector transfer can be written as in eq. (4.3): 
 ( )2 2 2 cos 2 .i n i nq k k k k θ= + −G G G GG  (5.52) 






















energy gain E of neutron in meV
Figure 5-40: Empiric correction factor for 
the energy dependency of the detector sys-
tems shown as function of the measured time-
of-flight of the neutrons. 
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The magnitudes of the wave vectors of the neutrons from the incident beam ik
G
 and 
that of the scattered neutron nk
G












k =G =  (5.54) 
The transformation can be obtained by combining eq. (5.52), (5.53) and (5.54): 
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 (5.55) 
In combination with eq. (5.39), this leads to an intermediate transforma-
tion ( ) ( )2 , ,E q Eθ → G : 
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This can be written even shorter using eq. (5.53) as in eq. (5.57): 
 ( )
0 0
2 2 1 cos 2 .i
E Eq k
E E
θ= + − +GG  (5.57) 
Eq. (5.56) can also be written with respect to the time-of-flight using eq. (5.40): 
 ( )
2 2
02 2 1 2 1 1 cos 2 .n elastic elastic
n n
m E t tq
t t
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G
=  (5.58) 
This is finally the first component of the transformation ( ) ( )2 , ,nt q Eθ → G  illustrated 
in Figure 5-41 and Figure 5-42: 
 ( )
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m E t tq
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G
=  (5.59) 
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In Figure 5-41 and Figure 5-42 the elastic scattering events are shown with a red line. The 
displayed region is the full accessible 2θ-tn-space from the time-of-flight instrument 
‘FOCUS’ at ‘SINQ’ operating with incident neutrons of 4 Å wavelengths. 
The intensity can be written with eq. (8.41) and (5.51) as follows, using the transfor-
mation given above and following appendix 8.3.2: 
 ( ) ( )( ) ( )
8 6 2 72
3
0
2 cos 2 1, 2 , .
2 sin 2
n n elastic n elastic
eff n
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t t t t t
N q E I t
E t k E
θσ θθ
− + −∂ ≈∂Ω∂
G G  (5.60) 
For the scattering angle 2θ  in eq. (5.60) holds: 
 ( )0 2 180 sin 2 0.θ θ≤ ≤ °⇒ ≥  (5.61) 
Consequently, the final form can be written as follows: 
 ( ) ( )( ) ( )
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The necessity17 of this transformation has already been stated by other authors, for ex-
ample (Bée 1988)p. 70, (Kölln 2000)eq. (3.1), (Dorner 2005)sec. 6, (Tregenna-Piggott 2005)18, but 
apparently, there is no hint in the literature that the complete transformation has been used in 
                                                 
17 Most confusing in this context seems the article from Dorner, where the necessity is explained in detail in 
section 6 but in eq. (16b) of section 4 of the same article it is ignored. 
18 This article focuses on the analysis of data obtained from indirect geometry time-of-flight instruments, basi-


























Figure 5-41: Dependency of the wave vector 
transfer on the scattering angle and the time-
of-flight. 
 
Figure 5-42: Dependency of the scattering 
angle on the energy gain of the neutron and 
the wave vector transfer. 
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∂ corresponding to eq. (5.42) seemed to be taken into account. A different Jaco-
bian CowleyJ  is given in (Cowley 2003)
eq. (8) for the case of direct geometry time-of-flight in-
struments, even though it has not been used there: 







G  (5.63) 
According to Cowley, this version can be traced back to WallerJ  (Waller and Fröman 
1952)eq. (3), written in terms of the group velocity ,g j jc χ χω= ∇ G G
GG  of the elastic wave correspond-
ing to the fundamental frequencies jχω G  of the assumed harmonic oscillators inside the sample 
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However, equations (5.63) and (5.64) are given in terms of the modulus of the wave 
vector nk
G
of the scattered neutron. This wave vector is meant in the given references implicitly 
depending on the time-of-flight of the scattered neutron. Eq. (5.54) holds for this modulus and 
can be expressed in terms of time-of-flight using eq. (5.40) and (5.39), leading to: 











Waller n g j
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m tJ e c
E t
ε= + ⋅G G  (5.66) 
Both versions differ slightly from eq. (8.41). The validity of eq. (5.66) and (5.65) has 
not been investigated, nor have they been used for the analysis of the experimental data. Ap-
parently, the use of any of the proposed Jacobians is not common in the analysis of direct ge-
ometry time-of-flight experiments and still subject to discussions. Therefore, the influence of 
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the different steps of the necessary transformations on the computed results will be discussed 
in more detail in the following, for easy comparison with results reported elsewhere. 
The influence of the Jacobian determinant in eq. (5.62) on the calculation is shown in 
Figure 5-43. The strong dependence on the scattering angle 2θ  is clearly visible. Even if the 
Jacobian determinant is not taken into account during data analysis, the correction procedure 
based on the vanadium sample, as mentioned in chapter 0, still corrects for part of its influ-
ence, since the dependence of the measured signal along the elastic line is corrected with a 
scaling factor depending on detector angle, as shown in eq. (5.43). Consequently, in that case, 




∂ G  on the time-of-flight will be left uncompensated resulting in a 
wrong intensity distribution in the inelastic regions of the collected spectra. 
If only a small energy region around the elastic line is used, for example to compute a 
diffraction diagram, as done for instance in normal diffraction experiments19, the resulting 
intensity distribution can be corrected for inelastic effects, as shown for example in (Bacon 
1975)chap. 16.4 according to (Placzek 1952). 
However, the full correction according to eq. (5.62) has been used in the analysis proc-
ess carried out for the results presented in this study. 
                                                 
19 In this case in principle the instruments used do not deliver enough information about the energy of the scat-
tered neutrons to calculate inelastic spectra. In fact the diffraction experiments perform integration along the 
energy axis in ( )2 , Eθ -space. 
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In Figure 5-43 to Figure 5-46 the elastic scattering events are shown with a red line. The cal-
culation is performed on the maximum accessible space from the time-of-flight instrument 
‘FOCUS’ at ‘SINQ’ considering operation with incident neutrons of 4 Å wavelength. 
 
Figure 5-43: Transformation of the measured 
intensities from scattering angle and time-of-
flight to wave vector transfer and energy gain 
of the neutron demands a scaling proportional 
to the Jacobian determinant of the inverse 
transformation shown here. 
 
Figure 5-44: If only the calibration run with 
vanadium is taken into account during the 
transformation of the counter readings from 
scattering angle and time-of-flight to wave 
vector transfer and energy gain of the neutron 
the intensities are underestimated by the fac-
tor shown here. 
 
Figure 5-45: If only the transformation step 
from time-of-flight to energy gain of the neu-
tron is scaled with the corresponding deriva-
tive and the transformation from scattering 
angle to wave vector transfer is not scaled 
with the appropriate derivative the results are 
underestimated by the factor shown here. 
 
Figure 5-46: If the transformation from time-
of-flight to energy gain and the calibration 
run with vanadium are performed correctly, 
but the transformation from scattering angle 
to wave vector transfer is not scaled by its 
derivative the results are underestimated by a 
factor shown here.  
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5.2.2.9 Error Estimation 
The results of the experiments have been analysed with respect to their statistical un-
certainties. The corresponding procedure of error estimation is shown in this section. The raw 
data obtained from the instrument are due to the counter readings linked to a statistical uncer-
tainty estimated as follows assuming a Poisson distribution: 
 ( ) ( )2 , 2 ,raw n raw nI t I tθ θΔ =  (5.67) 
and 
 ( ) ( ) ( )
0 0
2 ,2 ,




θθθ ΔΔ = =  (5.68) 
This uncertainty also influences the determination of the detector correction based on 
the vanadium sample according to eq. (5.45): 
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Δ∂Δ = ⋅Δ = Δ = ⋅∂  (5.69) 
To obtain the portion of the signal that is linked to the part of interest of the sample, 
some differences of two intensities ,1normI  and ,2normI  have to be computed, for example the 
subtraction of the empty chamber mentioned above. The uncertainties of these differ-
ences ,norm differenceI  according to eq. (5.35) are given as follows: 
 ( ) ( )2 2, ,1 ,2 .norm difference norm normI I IΔ = Δ + Δ  (5.70) 
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 (5.71) 
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This can be written as: 
( )( ) ( )( ) ( ) ( )( )
( )( ) ( ) ( )( )
( )
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(5.72) 
This leads to the error bars for the double differential cross section in ( ),q EG  space ac-
cording to eq. (5.28): 
 ( ) ( )2 2 ,, 2 ,t eff nN q E J I tE θσ θ∂Δ = Δ∂Ω∂ G  (5.73) 
 ( ) ( ) ( ) ( ) ( ) ( )( )
2 222
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G (5.74) 
Finally, the relative accuracy of the transformed signals can be written with eq. (5.73)
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Clearly, the relative precision that is reached in the end will of course never exceed 
that of the calibration performed. The second term of eq. (5.76) represents this influence of 
the calibration. However, the relative error of the calibration run has to be calculated from the 
intensities found at the elastic line used for the calibration procedure. Hence, it is independent 
of the energy transfer observed in any actual inelastic experiment. In fact, for slow neutrons, 
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the intensity of the elastic line in general is several orders of magnitude higher than that of 
any inelastic effect. Therefore, only short calibration runs are necessary to gain sufficient 
overall accuracy. 
Even after background subtraction, there is still some contamination of the data due to 
the Bragg reflections of the aluminium container used. This situation is illustrated in 
Figure 5-34. The huge intensity of the Bragg peak and its position are very sensitive to many 
parameters. Hence, the background subtraction is only partly successful in this region. To 
minimise errors of this kind, the detectors contaminated in this way have been left out during 
the further spectroscopic analysis. The same has been done for the ‘dead’ detector at a scatter-
ing angle of about 56°. 
The signals collected from detectors below 19° have to be taken with caution. In this 
region the beam stop covers a fraction of the scattered neutrons. Hence, the signals are only 
originating from a part of the sample. This leads to a reduced intensity, as visible for example 
in Figure 5-33. The calibration with the vanadium standard compensates for this effect with 
respect to the value of the intensity. Nevertheless, different measurements are not comparable 



















Figure 5-47: Detector mapping and masking of the three independent detector arrays used at 
‘FOCUS’. The detectors left out are marked red. The detector at about 56° has been ‘dead’ 
and the region below 19° has been partially shadowed by the beam stop. The signals close to 
120° have been contaminated due to the Bragg reflections from the aluminium container. 
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in this domain if for example the flat sample is rotated in its plane, as illustrated in 
Figure 5-48. Such a rotation could put different parts of the sample into the ‘visible’ area of 
this low angle detectors. The experiments presented later are used to compare two sample 
orientations of exactly this type. So the detectors partially shadowed are also masked out and 
do not influence the accuracy of the spectroscopic analysis. 
5.2.2.10 Integration and Presentation 
In order to compare the results from inelastic neutron measurements with theoretical 
predictions or other experiments, it is helpful to present the data in a reduced form. This is 
typically done by integrating over one of the axes or by computing the Fourier transformation 
of the whole data set. The integration is approximated via a simple weighted sum. Due to the 
instrumental limits of the accessible regions in ( ),q EG  space, the integrals are presented after 
division by the corresponding interval lengths. Especially, the computation of the diffraction 
patterns is limited to the extension of the elastic line. The results of these integration are for 
example shown in Figure 5-39. In figures like that, the diffraction pattern is shown on the left 
side close to the axis of the wave vector transfer and computed as follows: 
 ( ) ( )2 22
2 2





N q E E N q E E




∂ ∂≈ ⋅Δ ∂Ω∂ ∂Ω∂∑∫ ∑
G G  (5.77) 
The reduced part of the data presenting the spectroscopic information is for instance 
shown on the bottom of Figure 5-39 and computed according to eq. (5.78): 
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5.2.3 Neutron Spectroscopy of Anisotropic Dynamics 
The texture of native cellulose may 
lead to anisotropic dynamic properties acces-
sible with inelastic neutron scattering. To 
obtain results that reflect this orientation de-
pendency with a time-of-flight instrument 
like ‘FOCUS’ it is necessary to rotate the 
sample. The results from measurements per-
formed at different sample orientations have 
to be comparable. To ensure this, the orienta-
tion has to be determined accurately and the 
part of the sample illuminated by the neutron 
beam and ‘seen’ by the detectors has to be 
identical. Both points have been fulfilled 
with a sample container especially designed 
for this purpose shown in Figure 5-48 and 
Figure 5-49. 
In this construction, the orientation 
can be changed by a rotation by 90° of the 
sealed sample container in its frame without 
the need to open the container or to break its indium seal. At the source side of the frame, a 
cadmium aperture defines the shape of the primary beam to 30 mm horizontally and 42.4 mm 
vertically. The whole chamber holds an angle of 135° to the primary beam, minimising ab-
sorption and multiple scattering effects. The material of all components is aluminium expect 
for the cadmium aperture and the indium seal, to reduce the background signal. The connec-
tion to the instrument’s cryostat is established via a thread at the top of the frame. The sample 
measures 42.4 mm vertically and horizontally and has a thickness of 0.2 mm. 
Figure 5-48: Sample container for orientation 
dependent neutron scattering experiments de-
signed for the instrument ‘FOCUS’. The green 
beam illustrates the path of incident and 
transmitted neutrons travelling from left to 
right. The four bigger screws at the corners 
are released to allow the rotation of the con-
tainer by any multiple of 90°, as indicated by 
the red arrow. The small screws are used to 
hold the container sealed. The thread and 
hexagon at the top allows an easy connection 
to the instrument’s cryostat. 
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Figure 5-49: Aluminium sample container for neutron scattering experiments tuned for the 
instrument ‘FOCUS’. The volume of the primary neutron beam is presented with the dashed 
lines. It enters the experiment along C. Dimensions are given in Millimetres. 
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The resulting background signal of the sample chamber in an inelastic neutron scatter-
ing experiment is shown in Figure 5-50 for reference purpose. Careful production of three 
sample chambers, identical with respect to their dimensions, leads to similar spectroscopic 
signal shown in Figure 5-51 for reference. Especially, the background signal of such a cham-
ber is independent of its orientation in the instrument up to a very high degree, as shown in 
Figure 5-52 for two temperatures. 
 
Figure 5-50: Background signal of the empty aluminium sample chamber in an inelastic neu-
tron scattering experiment given for reference purposes. The intensity distribution is shown 
colour-coded on a logarithmic scale in the upper right graph versus energy gain of the neu-
tron and wave vector transfer. In the upper left graph the same data are shown after integra-
tion on the black marked interval of ± 0.2 meV around the elastic line over the energy axis. 
The graph in the bottom shows the result after integration over all wave vector transfers. 
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energy gain E of neutron in meV
(16) empty #3 vertical 300 K
(17) empty #2 vertical 300 K
(18) empty #1 vertical 300 K
 
Figure 5-51: Inelastic neutron scattering signals from three different aluminium sample 
chambers, identical in construction, integrated over all scattering angles leading to similar 
background signals. 
 
Figure 5-52: Inelastic neutron scattering signal of an aluminium sample chamber at differ-
ent orientations and temperatures integrated over all scattering angles. 
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5.3 Water Content 
Many properties of polymers change a lot when the water content is changed. In order 
to be able to investigate the influence of water on some of these properties the amount of wa-
ter in the sample has to be controlled. 
One way to measure the moisture content of a sample is the comparison of its weight 
before and after drying. The rate of mass diffusion m
JG  occurring during drying is proportional 
by a factor D  to the gradient of the vapour pressure
2H O
p  as shown in (Bramhall 1995)eq. (8): 
 
2
.H Om D p= ∇
JG JG  (5.79) 
The vapour pressure in eq. (5.79) depends exponentially on the temperature. The dry-
ing process can be accelerated dramatically in a vacuum oven. The end of the drying process 
is indicated, when the mass of the sample is no more decreasing. This way of measuring the 
moisture content is standardised in DIN 52183. It has been used for the flax sample investi-
gated in the inelastic neutron scattering experiment presented in section 6.2. 
To tune the water content in a sample to the desired value, a convenient opportunity is 
to control the humidity of the surrounding atmosphere. After some time, the moisture content 
inside the sample and the humidity outside of it are in equilibrium, leading to the so-called 
equilibrium moisture content. It depends on temperature and pressure and is well known for 
materials like wood. At 100 % relative humidity the maximum equilibrium moisture content 
is established in the sample. This is called the fibre saturation point for plant tissue. 
If the amount of water in the sample should exceed that of the fibre saturation point, 
liquid water has to be offered. That means the sample has to be dipped into water. For any 
moisture content below the fibre saturation point, the necessary relative humidity surrounding 
the sample can be established via a surface of a saturated salt solution by controlling 
its temperature. 
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6 Results and Discussion 
The influence of water on the mechanical properties of wood has been investigated by 
means of X-ray diffraction and inelastic neutron scattering experiments. In this way, it has 
been possible to monitor the structural and dynamical changes inside the composite material 
wood depending on its moisture content. The X-ray diffraction experiments have been per-
formed at synchrotron radiation sources (HASYLAB, ESRF) and combined in situ with me-
chanical stretching tests. The results of these experiments on dry and wet pine earlywood are 
presented in the following section 6.1, concentrating on the properties of the crystallite mi-
crofibrils (lattice spacing, orientation). The inelastic neutron scattering experiments have been 
performed on a bundle of flax fibres at a spallation neutron source (SINQ). The sample has 
been investigated in wet and dry conditions. Taking difference spectra, one obtains spectro-
scopic data for the disordered regions of the cellulose that are accessible for water, as pre-
sented in section 6.2. 
6.1 Synchrotron X-ray Experiments 
The mechanical properties of wood are correlated with the orientation of the cellulose 
microfibrils inside the cell wall, as shown in section 3.1.1. Additionally, the macroscopic 
properties are strongly influenced by the water content of the material, as shown in sec-
tion 3.2. An investigation of wood samples under tensile load with synchrotron X-ray radia-
tion has been performed at different moisture contents to clarify the relation inside the cell 
wall between the water content and the cellulose with respect to the mechanics of the wood. 
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6.1.1 Experiments on Earlywood 
The macroscopic behaviour of wood is the result of a composite of different types of 
wood as mentioned in chapter 3. Hence, the samples investigated have been chosen, to be 
small enough to consist of wood originating from only one growth period. All of the experi-
ments presented in this subsection have been based on earlywood, taken from a tangential cut 
of a pine log. 
The samples have been investigated with a stretching device at the HASYLAB syn-
chrotron beamline A2, both described in section 5.1.3 and 5.1.1, respectively. The samples 
have been stretched with a constant strain rate of 2 µm per second, i.e. 0.005 %/s, until frac-
ture. A picture of a typical sample after fracture at the end of an experimental run is shown in 
Figure 6-1. The white powder (Tripalmitin20) on the surface of the sample has been applied 
before the experiment ensuring an ‘online’ calibration, as explained in more detail in section 
5.1.6.3. The two-dimensional CCD-detector used to collect the X-ray diffraction patterns is 
specified in section 5.1.5. It has been synchronised with the stretching device and the fast 
                                                 
20 1,2,3-Propanetriol tris(hexadecanoate) or 1,2,3-propanetriyl ester, CAS-No. 555-44-2 
 
Figure 6-1: Wood sample investigated with X-ray diffraction using the big Kiel stretching 
device at HASYLAB beamline A2. The photo has been taken after fracture at the end of the 
experiment. The white powder permits online calibration of sample-to-detector distance. The 
X-ray flight path is kept in vacuum as close as possible to the sample. The small lead beam 
stop is glued to a glass capillary and positioned close behind the sample to minimize the 
background signal originating from air scattering. 
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shutter of the beamline to acquire images of 3 second accumulation time every 5 seconds. The 
raw data have been reduced following the procedure given in section 5.1.6. leading to diffrac-
tion patterns, as shown in Figure 6-2. The red circle in Figure 6-2 shows the powder ring used 
in the detector alignment calibration procedure. The regions-of-interest (ROIs) for the further 
analysis of the diffraction images are marked with red lines in Figure 6-3, where an example 
image is shown after transformation to polar coordinates. The exact limits are given 
in Table 6-2. 
 
Figure 6-2: Diffraction pattern collected at A2 at HASYLAB with a piece of ‘dry’ pine early-
wood and a calibration powder applied on its surface. The powder ring used for the calibra-
tion of the sample-to-detector distance and the detector alignment is shown with the big red 
circle. The small red circles show the supporting points used for the determination of the 
powder ring parameters. The centre of the primary beam is marked with a red cross. The 
shadowing due to the lead beam stop and its holder is visible in the centre and the upper right 
area. The intensity is shown colour-coded after summation of all 110 X-ray images each col-
lected for 3 seconds during the combined diffraction and stretching experiment, leading to a 
total accumulation time of 330 seconds. 


















‘kiefer10’ 18. 2 55. 5 5 × 0.2 0. 328 40. 07 dry 
‘kiefer11’ 21. 8 53. 5 5 × 0.2 0.407 41. 10 dry 
‘kiefer17’ 11. 9 52. 5 5 × 0.2 0.227 40. 00 wet 
‘kiefer18’ 14. 0 54. 3 5 × 0.2 0. 258 40. 00 wet 
Table 6-1: Parameters of the samples cut tangentially from pine earlywood and investigated 
at A2 at HASYLAB. The term ‘dry’ designates the moisture content established at indoor room 






























Figure 6-3: Diffraction pattern, as found in Figure 6-2 but only the first image from the se-
ries, collected at A2 at HASYLAB with a piece of dry pine earlywood and a calibration pow-
der applied on its surface shown in polar coordinates. The powder ring used for the calibra-
tion of the sample-to-detector distance and the detector alignment is marked with the dashed 
red line. The intensity is shown colour-coded after 3 seconds accumulation time during the 
combined diffraction and stretching experiment. The red boxes give the regions-of-interest for 
the further peak analysis. The labels of the regions are given in red. The regions with identi-
cal labels (‘200 left’ and ‘powder ring’) have been combined in the analysis. 
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label rmin in mm rmax in mm φstart φend 
200 right 14.5 19.0 -30° 30° 
200 left 14.5 19.0 -150° 150° 
004 top 26.0 28.0 60° 120° 
004 bottom 26.0 28.0 -60° -120° 
powder ring 13.0 14.5 70° 50° 
Table 6-2: Parameters of the regions-of-interest (ROI) for the analysis of the diffraction pat-


















Figure 6-4: Results of the powder ring position versus number of the diffraction image, 
obtained from a Gaussian fit to the radial intensity distribution of the ROI ‘powder ring’. 
The radial position turned out to be unreliable for images collected at higher strain, i.e. 
beyond image number 30. For details see text. 
The ring-like pattern of the calibration powder can be used to calculate the detector 
distance in every single image separately, thus compensating any shifts of the sample along 
the primary beam direction during the stretching experiment. An example of this effect is il-
lustrated in Figure 6-5, where the radial position of the powder ring is given versus time after 
starting the stretching experiment. From Figure 6-5 it is evident that the sample has been 
shifted from its starting position away from the detector into the direction of the X-ray source 
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(red dashed line). This ‘starting region’ corresponds to an only small increase in the force 
signal, as shown in Figure 6-5. Therefore, the scale of the strain axis is offset by the elonga-
tion that has been necessary to straighten the sample in this way, as given in Table 6-3. The 
force necessary to straighten the sample in this way leads to the non zero stress values given 
in all the stress-strain curves in the following. Unfortunately, the analysis of the powder ring 
position is strongly influenced by the underlying layer line, as visible in Figure 6-3. The ra-
dius obtained from the fit of the powder ring profile turned out to be unreliable, especially for 
images collected at higher strains, later in the experiment, as visible from Figure 6-4.  
Therefore, the results have been calculated for a sample-to-detector distance that has 
been assumed to be constant during the stretching experiment. The value chosen for this cal-
culation has been taken from the more reliable fit results at the beginning of the stretching 
























Figure 6-5: ‘Starting region’ of the stretching experiment performed on pine earlywood 
(‘kiefer10’) at A2 at HASYLAB with the big Kiel stretching device. The force is shown in 
black versus the elongation of the sample, taken from the upper clamp position of the stretch-
ing device. The radial position of the powder ring obtained from the diffraction pattern col-
lected during the experiment is shown in blue. From the shape of the force-elongation curve 
and the tendencies of the radial position (red and green dashed lines) a shift of the sample 






● powder ring 
● force 
  6.1 Synchrotron X-ray Experiments 115 
 
experiments. Hence, the absolute values may be contaminated to some degree. Still, the ef-
fects and tendencies visible in the results calculated from the diffraction patterns in this way 
are unaffected. 
In Table 6-1 the details of the investigated samples are given. The raw force values 
measured during the stretching experiments have been divided by the area and densities of the 
specimen given in Table 6-1 leading to the normalised stress σnormalised, following eq. (3.1). In 
the same way, the elongations applied with the stretching machine have been divided by the 
length of the sample at its straight position, leading to the Cauchy strain ε. These values are 













in % water content 
‘kiefer10’ 94. 2 57. 2 0. 110 2. 10 dry 
‘kiefer11’ 102. 9 79. 7 0. 066 2. 23 dry 
‘kiefer17’ 27. 0 131. 4 0. 069 1. 29 wet 
‘kiefer18’ 27. 2 93. 3 0. 100 1. 28 wet 
Table 6-3: Parameters obtained from the mechanical stretching experiments performed on 
pine earlywood pieces. Both, the initial slope of the normalised stress-strain curve and the 
slope close to rupture are given. The elongation values obtained from the stretching device 
have been shifted by the given offset values to set the values of zero strain. 
The ROIs of the diffraction images mentioned above have been integrated along the 
radius and the azimuth, respectively. An example for such a ROI is given in Figure 6-6. Gaus-
sian curves with linear background have been fitted to the integrated intensities of the ROIs to 
determine the position and to measure the width of the Bragg reflections. A selection of the 
results is shown in Figure 6-7 and Figure 6-8. The radial positions of the reflections have been 
used to calculate the corresponding lattice spacing that are given in the following for the 200 
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and 004 reflection of the cellulose crystals. Below the azimuthal width and position and the 
lattice spacing obtained this way are compared with the macroscopic stress-strain curves for 
the wet and dry samples, respectively. 
 
 
Figure 6-6: Region-of-interest (ROI) used for the analysis of the left 200 diffraction reflection 
collected in a combined stretching and X-ray diffraction experiment. The intensity found in 
the diffraction pattern is shown colour-coded versus radius and azimuthal position. 
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Figure 6-7: Results of the fits to the radial intensity distribution found in the ROI of the top 
004 reflection of ‘kiefer11’. The points of the radial intensity profile are given colour coded 
for every 10th diffraction pattern. The fits of a Gaussian distribution with linear background 
(dashed line) are shown as solid lines. 





















Figure 6-8: Results of the fits to the azimuthal intensity distribution found in the ROI of the 
left 200 reflection of ‘kiefer11’. The points of the radial intensity profile are given colour 
coded for every 30th diffraction pattern. The fits of a Gaussian distribution (dashed line) with 
linear background (dashed line) are shown as solid lines. 
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6.1.1.1 Dry Pine Earlywood 
The dry pieces cut tangentially from pine earlywood and tested under tensile tension 
show similar response in their stress-strain curves, as visible from the black curves given in 
Figure 6-9. Both samples have been stretched until fracture at about 2.1 to 2.2 % strain. The 
shape of the curves matches the shape discussed in section 3.1.2 and shown in Figure 3-9. 
Four different regions (A to D) can be distinguished21. The regions will be discussed in the 
following with respect to their corresponding strain limits22. 
In the first region (A) the stress increases proportionally to the strain, as illustrated 
with the red straight line in Figure 6-9. In this region, the lattice spacing of the cellulose crys-
tals along the c-axis of the unit cell obtained from the 004 diffraction reflection increases pro-
portionally to the macroscopic strain, as visible in Figure 6-9 from the blue and green points 
for the top and bottom ROI, respectively. The region (A) ends at the proportional limit at 
about 0.2 % strain. The next region (B) shows a significantly smaller slope of the stress-strain 
curve up to about 1 % strain. In this region, the lattice spacing of the crystals increases further 
but with a smaller slope. The slope of the stress-strain curve increases again in the region (C) 
between 1 and 1.5 % strain. The lattice spacing of the crystals obtained from the two ROIs at 
top and bottom of the diffraction pattern differ. The spacing obtained from the top reflection 
increases with the same slope as in region (B), whereas the spacing obtained from the bottom 
one increases, if at all, at a smaller slope. The fourth region (D) of the stress-strain curve be-
tween 1.5 % strain and rupture shows clearly strain-hardening behaviour of the sample, result-
ing in a slope comparable to but smaller than the initial one of region (A). In the region (D) 
the 004 lattice spacing of the crystals does not increase any more, indicating a constant maxi-
mum strain of the crystals throughout this region. 
                                                 
21 The splitting into these four regions will be evident, in particular, with respect to the data obtained from the X-
ray diffraction patterns that are shown in the following. 
22 The strain limits of these regions given in the following discussion are no sharp boundaries. They may rather 
vary from sample to sample by about 0.1 percent points on the strain scale, as does the strain to rupture. 
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Figure 6-9: Normalized stress and lattice spacing obtained from the 004 diffraction reflec-
tion collected during a combined X-ray diffraction and tensile stretching experiment with a 
piece of dry pine earlywood (‘kiefer11’ top, ‘kiefer10’ bottom) at A2 at HASYLAB. The nor-
malised stress σ is given in black. The lattice spacing obtained from the 004 reflection taken 
from the top (bottom) region in the diffraction patterns is shown in blue (green). The red 
straight lines show the slope at the beginning and at the end of the stretching curve. The 
small red circles mark the inflection points found with the polynomial fit shown as red line. 
No diffraction patterns have been collected during the first 70 seconds of the experiment on 
‘kiefer10’ due to some technical complications. The values shown for the region after frac-
ture at about 2.1 % strain are strongly influenced by shift and tilt of the broken sample and, 





● 004 top  
● 004 bottom 
● σnormalised  
― fit 
‘kiefer10’ 
● 004 top  
● 004 bottom 
● σnormalised  
― fit 
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The lattice spacing of the cellulose crystals along the a-axis of the unit cell obtained 
from the two 200 diffraction reflections are shown in Figure 6-10. The lattice spacing along 
the a-axis follows the same tendency mentioned above for the spacing along the c-axis, indi-
cating a slightly negative Poisson ratio for the direction perpendicular to the b-c-plane of the 
unit cell.  
The azimuthal position of the 200 diffraction reflection is shown in Figure 6-11. For 
both samples, the azimuthal positions obtained from the right and left ROI of the diffraction 
pattern change differently with strain. However, in the third region (C) of the stress-strain 
curve between 1 and 1.5 % strain the two ROIs show common behaviour for both samples. 
For the sample ‘kiefer11’, the azimuthal position obtained from the left ROI of the diffraction 
pattern increases with constant slope during the whole experiment, whereas the position ob-
tained from the right ROI follows this tendency only up to 1.5 % strain. Beyond this strain 































Figure 6-10: Normalized stress and lattice spacing obtained from the 200 diffraction reflec-
tion collected during a combined X-ray diffraction and tensile stretching experiment with a 
piece of dry pine earlywood (‘kiefer10’) at A2 at HASYLAB. For all other details see 
Figure 6-9. 
‘kiefer10’ 
● 200 right 
● 200 left  
● σnormalised  
― fit 
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level, the right reflection turns back towards its starting position. The same ‘turn back’ behav-
iour of the azimuthal position can be found in the other dry sample ‘kiefer10’ but for both 
peaks of the diffraction pattern in common. An even more pronounced difference between the 
two samples can be seen in the regions (A) and (B) up to 1 % strain, where the two 200 re-
flections of ‘kiefer10’ turn towards a common value, reached at about 1 % strain. 
The azimuthal position of the 004 diffraction reflection is given in Figure 6-12. The 
scatter of the data is higher than that of the position of the 200 reflection. This can be ex-
pected due to the geometry of the experiment, with the Bragg condition of the 004 reflection 
only being partially fulfilled. Nevertheless, for both samples the azimuthal position of the 004 
reflection shows the same behaviour as the position of the 200 reflection, even though the 
tendencies of the 004 reflection are not as obvious as for the 200 reflection. 
The azimuthal width of the 200 diffraction reflection measured with the full width at 
half maximum (FWHM) of the fitted Gaussian profile is given in Figure 6-13. The widths of 
the reflections obtained for the left and right ROI of the diffraction pattern show common 
behaviour within both individual stretching experiments. The width obtained for ‘kiefer11’ 
decreases up to 1 % strain and increases again slightly afterwards. The width obtained for 
‘kiefer10’ decreases rapidly in the first region (A) of the stress-strain curve and increases af-
terwards up to about 1.5 % strain, and decreases again rapidly until fracture. 
The rapid decrease of the azimuthal width of the 200 reflection found for ‘kiefer10’ 
coincides with the turning of the azimuthal position of the 200 and 004 reflection and the con-
stant lattice spacing in a- and c-direction of the unit cell found for the same sample in the re-
gion between 1.5 % strain and fracture. The same effect is found in the data obtained from 
both 004 reflections of ‘kiefer11’ and for the azimuthal position of the right 200 reflection of 
that sample. The position of the left 200 reflection and the widths of both 200 reflections of 
‘kiefer11’ do not show this behaviour. Nevertheless, the data from the diffraction patterns 
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show clear evidence for a different response of the cellulose crystals in the region (D) of the 
stress-strain curve, between 1.5 % and fracture, with respect to the preceding regions. 
The changes in the azimuthal widths and positions of the diffraction peaks originate 
from changes in the orientation of the cellulose crystals. The common rotation of the reflec-
tions in the plane of the detector are due to tilts of the crystals in a plane parallel to the plane 
of the detector. The asymmetric tilts, seen for the 200 reflections, originate from tilts of the 
crystals in a plane perpendicular to the plane of the detector (Lichtenegger et al. 1997). The 
changes in the azimuthal width are linked to either a change of the mean MFA or to a smaller 
scatter of the helical angle of the crystals around the mean MFA. A decrease of the mean MFA 
would lead to a decrease of the azimuthal width of the 200 reflection, because the collected 
diffraction pattern is the summation of the patterns of all cell walls passed by the primary 
beam. For a small MFA, the 200 reflections from the walls at the front and back of the tra-
cheids superimpose to one broad reflection as shown in Figure 6-2 combined with a centred 
peak due to the walls at either sides of cell.  
A model-free measure for the orientation of the c-axis of the crystals along the axis of 
the tracheids is the Herman’s orientation function ,a xf G , as described in section 4.8. The orien-
tation function is computed for the right (blue) and left (green) ROIs of the 200 reflection and 
shown in Figure 6-19. A value of one for the orientation function would indicate a perfect 
orientation of the crystals along the given axis. The changes in the orientation function, visi-
ble in Figure 6-19, mostly follow the tendencies found for the azimuthal width of the 200 re-
flection described above, reciprocally. However, there is an exception that is discussed in 
the following. 
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Figure 6-11: Normalized stress and azimuthal position of the 200 diffraction reflection col-
lected during a combined X-ray diffraction and tensile stretching experiment with a piece of 
dry pine earlywood (‘kiefer11’ top, ‘kiefer10’ bottom) at A2 at HASYLAB. The normalised 
stress σ is given in black. The position of the 200 reflection taken from the right (left) region 
in the diffraction patterns is shown in blue (green). The red straight lines show the slope at 
the beginning and at the end of the stretching curve. The small red circles mark the inflec-
tion points found with the polynomial fit shown as red line. No diffraction patterns have 
been collected during the first 70 seconds of the experiment on ‘kiefer10’ due to some tech-
nical complications. The values obtained for the region after fracture at about 2.1 % strain 
are strongly influenced by shift and tilt of the broken sample, and, therefore,
not meaningful. 
‘kiefer11’ 
● 200 right  
● 200 left  
 - 180° 
● σnormalised  
‘kiefer10’ 
● 200 right  
● 200 left 
 - 180° 
● σnormalised  
― fit 
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Figure 6-12: Normalized stress and azimuthal position of the 004 diffraction reflection col-
lected during a combined X-ray diffraction and tensile stretching experiment with a piece of 
dry pine earlywood (‘kiefer11’ top, ‘kiefer10’ bottom) at A2 at HASYLAB. The normalised 
stress σ is given in black. The position of the 004 reflection taken from the top (bottom) re-
gion in the diffraction patterns is shown in blue (green). The red straight lines show the 
slope at the beginning and at the end of the stretching curve. The small red circles mark the 
inflection points found with the polynomial fit shown as red line. No diffraction patterns 
have been collected during the first 70 seconds of the experiment on ‘kiefer10’ due to some 
technical complications. The values obtained for the region after fracture at about 2.1 % 
strain are strongly influenced by shift and tilt of the broken sample, and, therefore,
not meaningful. 
‘kiefer11’ 
● 004 top  
● 004 bottom
 +180° 
● σnormalised  
― fit 
‘kiefer10’ 
● 004 top  
● 004 bottom
 +180° 
● σnormalised  
― fit 
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Figure 6-13: Normalized stress and full width at half maximum (FWHM) of the 200 diffrac-
tion reflection collected during a combined X-ray diffraction and tensile stretching experi-
ment with a piece of dry pine earlywood (‘kiefer11’ top, ‘kiefer10’ bottom) at A2 at HASY-
LAB. The normalised stress σ is given in black. The FWHM of the 200 reflection taken from 
the right (left) region in the diffraction patterns is shown in blue (green). The red straight 
lines show the slope at the beginning and at the end of the stretching curve. The small red 
circles mark the inflection points found with the polynomial fit shown as red line. No dif-
fraction patterns have been collected during the first 70 seconds of the experiment on 
‘kiefer10’ due to some technical complications. The values obtained for the region after 
fracture at about 2.1 % strain are strongly influenced by shift and tilt of the broken sample, 
and, therefore, not meaningful. 
‘kiefer11’ 
● 200 right  
● 200 left  
● σnormalised  
― fit 
‘kiefer10’ 
● 200 right  
● 200 left  
● σnormalised  
― fit 
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Figure 6-14: Normalized stress and Hermann’s orientation function ,a xf G  of the 200 diffrac-
tion reflection collected during a combined X-ray diffraction and tensile stretching experi-
ment with a piece of dry pine earlywood (‘kiefer11’ top, ‘kiefer10’ bottom) at A2 at HASY-
LAB. The normalised stress σ is given in black. The orientation function of the 200 reflection 
calculated for the right (left) region in the diffraction patterns is shown in blue (green). The 
red straight lines show the slope at the beginning and at the end of the stretching curve. The 
small red circles mark the inflection points found with the polynomial fit shown as red line. 
No diffraction patterns have been collected during the first 70 seconds of the experiment on 
‘kiefer10’ due to some technical complications. The values obtained for the region after frac-
ture at about 2.1 % strain are strongly influenced by shift and tilt of the broken sample, and, 
therefore, not meaningful. 
‘kiefer11’ 
● 200 right  
● 200 left  
● σnormalised  
― fit 
‘kiefer10’ 
● 200 right  
● 200 left  
● σnormalised  
― fit 
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The exception is a pronounced feature for ‘kiefer10’. The orientation function ob-
tained from the left ROI between 0.2 and 0.4 % strain decreases, whereas ,a xf G  from the right 
ROI increases. The azimuthal width obtained from the same ROIs show common changes, 
and the azimuthal positions turns into different directions, but for a longer strain region. 
Hence, the pronounced feature of ,a xf G  indicates rapid changes in the crystal orientation that 
are different for the two sides of the diffraction pattern and not due to changes in the mean 
MFA. The constant increase of ,a xf G  from the left ROI in contrast to the constant ,a xf G  from 
the right ROI between 0.4 and 1 % strain indicates a ‘lining up’ behaviour of the crystals that 
first have been showing decreasing orientation between 0.2 and 0.4 % strain. 
Additionally, the behaviour of ,a xf G  compared to the tendencies of the azimuthal width 
of the 200 reflections found for ‘kiefer11’ shows a pronounced feature at about 1.05 % strain. 
The increase of the orientation obtained from the right 200 reflection is more pronounced than 
the corresponding decrease in azimuthal width of the same reflection. A comparable peak-like 
character can be found for ‘kiefer10’ at about 0.4 % strain for the same reflection. Both fea-
tures indicate a tendency of the crystals to ‘relax orientation’ after sudden increase. Due to the 
limited beam size (250 µm × 250 µm) the effects monitored this way can be expected to be 
localised and scattered across the sample. 
The results from the two dry pine earlywood samples ‘kiefer10’ and ‘kiefer11’ can be 
summarised as follows: 
• The stress-strain curve of dry pine earlywood shows strain-hardening. 
• The tangential Young’s modulus at rupture resemble the initial one. 
• There are four regions between 0 % strain and rupture, divided at the strain 
limits 0.2, 1.0 and 1.5 % strain that show qualitatively different behaviour of 
the cellulose crystals. 
• The crystals react to the load with elongation along their c-axis. 
• The crystal ‘line-up’ until highest possible orientation level is reached. 
• The crystals ‘relax orientation’ locally after sudden increase. 
128 6. Results and Discussion 
  
The shape of the stress-strain curve and the points given above are consistent with the 
model explained in section 3.1.2. Especially, experimental evidence is found for the tilts of 
the crystals assumed in that model. In addition to the model one more region on the stress-
strain curve has been identified, leading to a split of the second region of the model into re-
gions (B) and (C). The region (B) is dominated by tilting effects of the mean MFA due to 
higher orientation of all crystals, and region (C) is dominated by decreasing orientation of the 
crystals, probably due to increasing scattered local damages in the material. 
6.1.1.2 Wet Wood 
The wet pieces cut tangentially from pine earlywood and tested under tensile tension 
show similar response in their stress-strain curves, as visible from the black curves given in 
Figure 6-16. Both samples have been stretched until fracture at about 1.3 % strain. The shape 
of the curves matches the shape of the dry samples presented above, but the initial slope is 
smaller and the stress is much lower at the proportional limit of only 0.1 % strain. Also, the 
strain at rupture is much smaller. These differences between dry and wet wood are well 
known and already illustrated in Figure 3-13. 
The behaviour of the cellulose crystals has been monitored by means of X-ray diffrac-
tion in the same way, as for the dry samples described above. An averaged diffraction pattern 
obtained after summation of all diffraction patterns during one stretching experiment is given 
in Figure 6-15. The powder rings are evident and have been used to calibrate the sample-to-
detector distance, as explained above. Especially, the small-angle scattering signal and the 
broad diffuse halo originating from the water content of the sample are visible (Jakob et al. 
1996; Müller et al. 1998). These features can be found in all the diffraction images of the wet 
samples, indicating the successful humidification of the samples. 
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The lattice spacing obtained from the top and bottom ROIs of the 004 diffraction re-
flection show common behaviour for both samples, as shown in Figure 6-16. There is no sig-
nificant influence of the stretching on the lattice spacing along the c-axis up to 0.1 % strain. 
Contrarily, the spacing increases with strain beyond that strain limit of 0.1 % until rupture. 
This indicates a negligible load transfer from the matrix material to the crystals in the first 
region (A) of the stress-strain curve, and remarkable straining of the crystals afterwards. The 
slope of the elongation of the crystals increases beyond 0.6 % strain for ‘kiefer18’ and 1 % for 
‘kiefer17’. This level indicates an onset of increased crystal response to the load. The same 
onset points can be identified for the tilt of the azimuthal position of the 200 reflection shown 
in Figure 6-17. The strain values found for these onset points differ for the two experiments, 
however, they both lie in the strain-hardening region (D) of the stress-strain curve. The strain 
 
Figure 6-15: Diffraction pattern collected at A2 at HASYLAB with a piece of wet pine early-
wood. The shadowing due to the lead beam stop and its holder is visible in the centre and the 
upper right area. The intensity is shown colour-coded after summation of all 77 X-ray images 
each collected for 3 seconds during the combined diffraction and stretching experiment, lead-
ing to a total accumulation time of 231 seconds. 
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values for these points may vary due to the local probing of properties originating from the 
small beam size (250 µm × 250 µm). 
The azimuthal widths of the 200 diffraction reflections are shown in Figure 6-18. They 
show common tendencies for both ROIs and both samples. In the region (A) up to 0.1 % 
strain the width decreases in all ROIs. The widths obtained from the right (blue) ROIs stay 
constant between the following strain region from 0.1 to 0.5 % strain, whereas the widths ob-
tained from the left (green) ROIs further decrease. However, at 0.5 % strain the widths ob-
tained from all ROIs change slope, mostly increasing, and hold that slope until rupture over 
the full strain-hardening region (D). The first decrease of the widths may originate from a 
decrease in MFA or a decrease of orientation scatter of the crystals, as discussed for the dry 
samples. The later increase in region (D) is probably due to an increase of orientation scatter. 
The increase in orientation scatter of the crystals in region (D) is evident from the val-
ues of the orientation function ,a xf G  shown in Figure 6-19. The orientation function changes 
slope and starts to decrease at about 0.5 % strain, even though the scatter and uncertainties of 
the values obtained from the wet samples are bigger than that from the dry samples shown in 
Figure 6-14. This tendency may be a hint on increasing damages in the material, allowing 
isolated areas of the sample to relax. Additionally, ,a xf G  found for ‘kiefer17’ increases clearly 
in the region (A) up to 0.1 % strain, similarly to the findings for the dry sample ‘kiefer10’. 
In summary, the wet samples ‘kiefer17’ and ‘kiefer18’ show the following behaviour: 
• The stress-strain curves have similar general shape as those of the dry samples. 
• The tangential Young’s modulus at rupture of the wet samples resemble the ini-
tial one of the dry samples. 
• The initial Young’s modulus and proportional strain limits are smaller than 
those of the dry samples. 
• The stress-strain curve can be divided in at least three regions at limits of 0.1 
and 0.5 % strain. 
• The crystals react to the load with elongation along their c-axis. 
• The crystal ‘line-up’ until highest possible orientation level is reached. 
• The crystal ‘relax orientation’ after a certain strain limit (greater than 0.5 %) 
is reached. 
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Figure 6-16: Normalized stress and lattice spacing obtained from the 004 reflection collected 
during a combined X-ray diffraction and tensile stretching experiment with a piece of wet 
pine earlywood (‘kiefer18’ top, ‘kiefer17’ bottom) at A2 at HASYLAB. The normalised stress 
σ is given in black. The lattice spacing obtained from the 004 reflection taken from the top 
(bottom) region in the diffraction patterns is shown in blue (green). 
‘kiefer18’ 
● 004 top  
● 004 bottom 
● σnormalised  
‘kiefer17’ 
● 004 top  
● 004 bottom 
● σnormalised  
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Figure 6-17: Normalized stress and azimuthal position of the 200 diffraction reflection col-
lected during a combined X-ray diffraction and tensile stretching experiment with a piece of 
wet pine earlywood (‘kiefer18’ top, ‘kiefer17’ bottom) at A2 at HASYLAB. The normalised 
stress σ is given in black. The position of the 200 reflection taken from the right region in the 
diffraction patterns is shown in blue. 
 
‘kiefer18’ 
● 200 right  
● σnormalised  
‘kiefer17’ 
● 200 right  
● σnormalised  
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Figure 6-18: Normalized stress and full width at half maximum (FWHM) of the 200 diffrac-
tion reflection collected during a combined X-ray diffraction and tensile stretching experi-
ment with a piece of wet pine earlywood (‘kiefer18’ top, ‘kiefer17’ bottom) at A2 at HASY-
LAB. The normalised stress σ is given in black. The FWHM of the 200 reflection taken from 
the right (left) region in the diffraction patterns is shown in blue (green). 
‘kiefer18’ 
● 200 right  
● 200 left 
● σnormalised  
‘kiefer17’ 
● 200 right  
● 200 left  
● σnormalised  
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Figure 6-19: Normalized stress and Hermann’s orientation function of the 200 diffraction 
reflection collected during a combined X-ray diffraction and tensile stretching experiment 
with a piece of wet pine earlywood (‘kiefer18’ top, ‘kiefer17’ bottom) at A2 at HASYLAB. The 
normalised stress σ is given in black. The orientation function of the 200 reflection calculated 
for the right (left) region in the diffraction patterns is shown in blue (green). 
‘kiefer18’ 
● 200 right  
● 200 left  
● σnormalised  
‘kiefer17’ 
● 200 right  
● 200 left  
● σnormalised  
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6.1.1.3 Comparison of dry and wet samples  
The points above and the points found for the dry samples (section 6.1.1.1) allow to 
conclude on a general mechanism acting in pine earlywood under tensile load. The similar 
behaviour in the strain-hardening region found for wet and dry material, especially, the similar 
tangential Young’s modulus of the stress-strain curve and decreasing orientation function 
probably originate from the same mechanism, which is described in the context of the model 
proposed in (Navi 1997) and explained in section 3.1.2. The assumed local damages scattered 
across the material and the domination of the Young’s modulus by the weakest part of the 
composite are consistent with the findings presented above. The ongoing damage of the mate-
rial under increasing strain lines up all the microfibrils, as far as possible, leading to an in-
crease in the Young’s modulus (strain-hardening). The behaviour in the strain-hardening 
region is not influenced by the water content of the sample. 
Furthermore, the tendencies found at the beginning of the stress-strain curve in region 
(A) indicate a softening of the matrix, surrounding the cellulose crystals, due to the adsorbed 
water. Obviously less stress is necessary to ‘line-up’ the crystals in the presence of water. 
Nevertheless, the finally reached tangential Young’s modulus shows no significant softening. 
Hence, the regions of the cellulose chains that connect sequencing crystals are very likely not 
accessible for water, or at least are not softened by its presence. Otherwise, the tangential 
Young’s modulus close to rupture should show a similar softening as the initial modulus. 
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6.1.2 Single Fibre Experiments 
The results of the experiments on macroscopic samples of pine earlywood concerning 
the stress-strain curve and the X-ray diffraction patterns show the effects present in a compos-
ite material consisting of several single tracheids ‘glued’ together via the lignin rich middle 
lamella. In order to distinguish between the contribution from the single tracheids and their 
interaction similar experiments on single tracheids from pine earlywood have been performed. 
To enable such experiments several technical challenges have been overcome and a special 
humidity controlled stretching device (HUSTEN) has been designed and built, as described in 
section 5.1.4. It has been operated at ID13 at the ESRF and some first results23 are presented 
in the following. 
The investigated samples of up to 4 mm length and about 50 µm diameter have been 
extracted with tweezers from a humidified piece of pine earlywood under a stereo light micro-
scope. The samples have been glued onto a supporting frame, as shown in Figure 6-20. The 
supporting frame has been used as a carrier to mount the sample in the sample holder of 
HUSTEN. Then the supporting frame has been cut with a soldering gun and the sample holder 
has been transferred into HUSTEN. The free length of the sample prepared in this way has 
been 600 µm, as visible in Figure 6-20. 
The samples have been stretched (along the y-axis) with a constant elongation rate and 
X-ray diffraction patterns have been collected during the stretching process. The position of 
HUSTEN and, hence, the position of the sample with respect to the primary X-ray beam has 
been changed with a translation stage during the experiment. This movement has been ori-
ented perpendicularly (along the x-axis) to the direction of the elongation of the sample. The 
                                                 
23 Due to the limited time at synchrotron radiation sources, the experiments on single fibres have had to be con-
centrated on this feasibility study. However, a detailed investigation will be performed soon.  
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rows of diffraction patterns illustrated in Figure 6-21 have been collected in this way. The 
movement has been performed in steps of 10 µm between the collection of the diffraction 
patterns, leading to 21 images per scan. Each diffraction pattern has been accumulated with 
the detector described in section 5.1.5 for one second every two seconds. After each perpen-
dicular scan the sample has been moved back to the starting position and another perpendicu-
lar scan has been started. During all the time the sample has been continuously elongated in-
side HUSTEN. In this way a map of diffraction patterns has been collected for each sample, 
as given in Figure 6-21, where each row has been taken roughly at the same height on the 
sample, but at different times. This enables the tracing of one particular position on the sam-




Figure 6-20: Single fibre of pine earlywood glued on a supporting frame used for a com-
bined X-ray diffraction and stretching experiment in HUSTEN at ID13 at the ESRF. The bar 
on the top right side measures 200 µm. The free length of the sample is about 600 µm and 
its width measures about 50 µm. The photograph has been taken with an optical microscope 
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The procedure described above has been chosen, because former investigations on sin-
gle fibres, for example in the context of (Kölln 2004), have revealed considerable lateral 
movements of the sample during the tensile tests. However, the stretching device HUSTEN 
has hold the sample in its initial position during the full experiment until rupture with an accu-
racy of at least ± 10 µm, as visible from Figure 6-21. 



















































Figure 6-21: Overview on all X-ray images collected during a combined diffraction and 
stretching experiment with a single fibre of pine earlywood in HUSTEN at ID13 at the ESRF. 
The sample has been moved horizontally by 10 µm with respect to the X-ray beam of 5 µm × 
5 µm size between each two images of any shown row. The images have been taken every two 
seconds for one second. The sample has been stretched continuously mechanically with HUS-
TEN. The images containing diffraction patterns from the sample are encased in green, corre-
sponding to the sample width of about 50 µm (compare Figure 6-20). The middle images, 
bordered with red lines, have been used for the further analysis. The raw images are given in 
this overview, only corrected for background, taken from the last image, marked blue. The last 
three rows do not contain any sample information due to fracture of the fibre. The experiment 
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Unfortunately, the force-elongation curves collected during the combined experiments 
had been containing some artefacts, as described in section 5.1.4. Nevertheless, general ten-
dencies can still be identified. 
The map of diffraction patterns given in Figure 6-21 has been produced after subtrac-
tion of the last image taken (blue) in order to estimate the background. The images that con-
tain diffraction patterns from wood are marked with green boxes in Figure 6-21. The central 
image, marked with a red box, has been taken for the further analysis of the diffraction pat-
terns. The averaged diffraction pattern accumulated over all the traced centre images is given 
in Figure 6-22. For further data reduction the procedure explained in section 5.1.6 has been 
used. The analysis has been concentrated on the regions-of-interest (ROI) shown in 
Figure 6-23. The exact values for the limits of the ROIs are given in Table 6-4. 
The results obtained from the diffraction patterns are shown in combination with the 
force-elongation curve (black) in Figure 6-24 and Figure 6-25. In Figure 6-24 the azimuthal 
position of the 200 diffraction reflection is shown, as obtained from the right (blue) and left 
(green) ROIs. The ‘starting region’ of the sample with huge changes in the azimuthal position 
is visible up to an elongation about 30 µm. These changes correspond to the small lateral 
movements of the sample evident from Figure 6-21. Up to 30 µm elongation the rotation of 
the 200 reflections are not accompanied by changes in the lattice spacing obtained from the 
004 diffraction reflection, as shown in Figure 6-25. The azimuthal position of the 200 reflec-
tion turns slightly back between 30 µm and 38 µm elongation (Figure 6-24). The change in 
slope of the force-elongation curve at about 38 µm is followed by a rapid change in the azi-
muthal position of the 200 reflection in the strain-hardening region until rupture at about 
49 µm elongation. 
The lattice spacing of the cellulose crystals along their c-axis obtained from the 004 
diffraction reflections increases continuously in the region from 30 µm elongation until rup-
ture at about 48 µm. The slope of this increase in lattice spacing changes slightly at about 
38 µm to higher values. 
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Figure 6-22: Diffraction pattern of a single fibre of pine earlywood collected at ID13 at the 
ESRF. The image shown here is the summation of all 18 traced images marked with a red box 
in Figure 6-21, each collected for one second leading to a total accumulation time of 18 sec-
onds. 
 
Figure 6-23: Diffraction pattern of a single fibre of pine earlywood shown in polar coordi-
nates collected at ID13 at the ESRF. The red boxes give the regions-of-interest for the further 
peak analysis. The labels of the regions are given in red. The intensity is shown colour-coded 
and taken from Figure 6-22. The two regions ‘200 left’ have been combined in the analysis. 
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label rmin in mm rmax in mm φstart φend 
200 right 14.0 19.0 -50° 50° 
200 left 14.0 19.0 -50° 50° 
004 top 25.0 27.0 50° 130° 
004 bottom 25.0 27.0 -50° -130° 
Table 6-4: Parameters of the regions-of-interest for the analysis of the diffraction patterns of 
the single fibres of pine earlywood investigated at ID13 at the ESRF. 
In summary the results presented for the measurements on a single tracheid of pine 
earlywood are as follows: 
• The stretching device HUSTEN allows for combined stretching and X-ray dif-
fraction experiments on single fibres without limiting damage of the sample 
during the preparation of the experiment and with precise alignment of the 
sample during the tensile test (better than ± 10 µm). 
• The force-elongation curve of the single fibre of pine wood shows strain-
hardening behaviour. 
• The cellulose crystals react to the external load with elongation along their c-
axis, with greater elongation in the strain-hardening region. 
• The cellulose crystals react to the external load with different tilt behaviour be-
fore and after the onset of strain-hardening. 
Clearly, the time resolution reached in this experiment can be further improved, due to 
the demonstrated precision of the mechanical parts of HUSTEN, allowing for a sharper identi-
fication of the different regions found. However, the findings presented above allow for some 
speculations about the composite nature of the material, as given in the conclusion, and are 
consistent with the model proposed in (Navi 1997) and explained in section 3.1.2. 
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Figure 6-24: Force and azimuthal position of the 200 diffraction reflection collected during a 
combined X-ray diffraction and tensile stretching experiment with a single fibre of pine ear-
lywood in HUSTEN at ID13 at the ESRF. The force is given in black. The small oscillations 
and the small peak at the beginning are due to a mechanical artefact of the stretching device 
as explained in section 5.1.4. The position of the 200 reflection taken from the right (left) 
region in the diffraction patterns is shown in blue (green).  
 
Figure 6-25: Force and lattice spacing obtained from the 004 diffraction reflection collected 
during a combined X-ray diffraction and tensile stretching experiment with a single fibre of 
pine earlywood in HUSTEN at ID13 at the ESRF. The force is given in black. The small oscil-
lations and the small peak at the beginning are due to a mechanical artefact of the stretching 
device as explained in section 5.1.4. The lattice spacing obtained from the 004 reflection 
taken from the top (bottom) region in the diffraction patterns is shown in blue (green). 
● 200 right 
● 200 left - 180° 
● force  
● 004 top 
● 004 bottom 
● force  
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6.2 Inelastic Neutron Scattering Experiments 
In models for water adsorption to cellulose, the water molecules are thought to be in-
serted between individual hydrogen bonded cellulose chains. Due to the anisotropic structure 
of the cellulose crystals the dynamics of such inserted water molecules may show a similar 
anisotropy. An investigation of oriented cellulose fibres with inelastic neutron scattering has 
been performed to clarify this point. 
6.2.1 Measurement Schedule 
The model system used has been a 
bundle of flax fibres, as shown in 
Figure 6-26. Its moisture content has been 
controlled, as explained in section 5.3. The 
inelastic neutron scattering experiment has 
been carried out with the setup described in 
section 5.2, also the data reduction process 
is explained in full detail in that section. 
The orientation and moisture content 
of the sample have been set during the ex-
periment following the schedule given in 
Table 6-5. The sample has been used in two 
different orientations. In one case it has been mounted in a way that the fibres have been 
aligned horizontally, i.e. the fibres have been lying in the scattering plane defined by the mid-
dle detector bank of the instrument. In the other case the fibres have been aligned vertically, 
i.e. with the fibre axis perpendicular to the scattering plane. 
Figure 6-26: Bundle of flax fibres in the open 
sample container used in an inelastic neutron 
scattering experiment performed at ‘FOCUS’. 
Photo has been taken after the measurements. 
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The weight of the sealed sample container has been checked with a balance before and 
after every step of the measurement schedule showing no differences in weight, indicating a 
proper sealing of the container. The temperature of the sample has been controlled with a 
closed loop controller with an accuracy of ± 4 K heating the sample chamber against a closed 
cycle helium cryostat. 
Weight ± 0.5 mg Removable water 
content 
Orientation Temperature
± 4 K 
Label 
300 K wet vertical 300 K vertical 
180 K wet vertical 180 K 
300 K wet horizontal 300 K 
79.5 mg 10.3 mg ± 1 mg 
14.9 % ± 1 % 
horizontal 
180 K wet horizontal 300 K 
300 K dry vertical 300 K vertical 
180 K dry vertical 180 K 
300 K dry horizontal 300 K 
69.2 mg 0.0 mg ± 1 mg 
0.0 % ± 1 % 
horizontal 
180 K dry horizontal 180 K 
300 K room vertical 300 K 
255 K room vertical 255 K 
78.9 mg 9.7 mg ± 1 mg 
14.0 % ± 1 % 
vertical 
180 K room vertical 180 K 
300 K redry vertical 300 K 69.2 mg 0.0 mg ± 1 mg 
0.0 % ± 1 % 
vertical 
255 K redry vertical 255 K 
Table 6-5: Schedule of the inelastic neutron measurements performed in the given order with 
a bundle of flax fibres. 
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6.2.2 Neutron Diffraction Patterns 
The diffraction patterns collected during the experiments reveal a good alignment of 
the fibre bundle and the cellulose crystals therein. The widths of the Bragg reflections are 
comparable to those found with X-ray diffraction at the same sample afterwards. The diffrac-
tion pattern of the dry flax bundle at 180 K is shown in Figure 6-27 and in Figure 6-28 for 
300 K. The corresponding patterns of the wet sample are given in Figure 6-29 and 
Figure 6-30, respectively. The shapes of the 200 and 004 reflections are clearly visible in all 
cases. No significant change in the width of the orientation distribution is visible throughout 
the four figures. A fit of a Gaussian profile (red curve) to the azimuthal distribution of the 200 
reflection shows in all cases a full width at half maximum (FWHM) of about 22° and the ori-
entation misalignment between wet and dry sample has been no more than 2° as visible from 
the centre position of the Gaussian profile at μφ . 
Fits of a Gaussian distribution with linear background to the 200 and 004 reflection 
peaks in the diffraction patterns lead to the values given in Table 6-6. An example of these fits 
is given in Figure 6-31. There is no significant change in the width or the intensity of the 
peaks visible, indicating that in all cases the amount of illuminated cellulose crystals has been 
the same and that the size of the crystals did not vary significantly with temperature 
or humidity. 
There is no significant shift visible for the position of the 004 reflection, even though 
the Bragg condition for this reflection has been fulfilled nearly due to the tilt of the fibre axis 
with respect to the incident neutron beam of about 45° compared to the exact Bragg angle24 of 
about 50° (compare section 5.2.3 and Figure 5-49). Hence, any major changes in the corre-
sponding lattice constant due to thermal expansion should have been visible with this setup. 
Nevertheless, this finding is consistent with the behaviour of cellulose crystals in wood re-
ported in (Hori and Wada 2005) and (Müller et al. 2006). 
                                                 
24 The Bragg angle of the 004 reflection for incident neutrons of wave lengths 0λ  is given by 04 2 sin .cλ θ= G  
With the relevant values for this experiment this leads to an angle ( )Åarcsin 4 4 2 10. Å4 50.3 .θ = ⋅ ⋅ = °  





































Figure 6-27: Diffraction pattern of the dry flax bundle at 180 K composed from the neutron 



































Figure 6-28: Diffraction pattern of the dry flax bundle at 300K composed from the neutron 
scattering measurements of the horizontally and vertically aligned sample. 
In Figure 6-27 and Figure 6-28 the scattered points show the measured intensities colour-
coded. The full lines represent the results of the fits to those points. The dashed red lines high-
light the angular limits of the detectors used. The results of a Gaussian fit along the azimuth 
are shown in red. Details are given in the text. 




































Figure 6-29: Diffraction pattern of the wet flax bundle at 180 K composed from the neutron 



































Figure 6-30: Diffraction pattern of the wet flax bundle at 300 K composed from the neutron 
scattering measurements of the horizontally and vertically aligned sample. 
In Figure 6-29 and Figure 6-30 the data points show the measured intensities colour-coded. 
The full lines represent the results of the fits to those points. The dashed red lines highlight the 
angular limits of the detectors used. The results of a Gaussian fit along the azimuth are shown 
in red. Details are given in the text. 















































































































300 21.1±0.8 1.592±0.001 7.893±0.005 0.058±0.002 14.9 
180 21.9±0.9 1.605±0.001 7.830±0.005 0.058±0.002 






180 21.3±0.9 1.594±0.001 7.884±0.005 0.063±0.002 
300 5.5±0.2 2.4181±0.0005 10.394±0.002 0.016±0.001 14.9 
180 5.7±0.3 2.4178±0.0005 10.395±0.002 0.017±0.001 







180 5.6±0.2 2.4209±0.0005 10.382±0.002 0.017±0.001 
Table 6-6: Results of a Gaussian fit to the neutron diffraction patterns of a flax bundle meas-
ured with the middle detector bank of the time-of-flight instrument ‘FOCUS’. 
The position of the 200 reflection shifts with increasing temperature to smaller values 
indicating a thermal elongation of the cellulose crystals in the dry and wet sample. This is 
illustrated in Figure 6-32 and Figure 6-33. The achieved precision of the lattice spacing a at 
the temperatures 1 180 KT =  and 2 300 KT =  in this experiment permits the calculation of the 
linear thermal expansion coefficient thermalα  as follows (Hori and Wada 2005)eq. (1): 
 ( )
( ) ( )2 1
1 2 1
1 .thermal
a T a T
a T T T
α −= −  (6.1) 
The corresponding uncertainty thermalαΔ  of the thermal expansion factor can be esti-
mated as follows: 
 
( ) ( )( ) ( )




1 2 2 1 1
.thermal thermal
a T
a T a T
a TT T
T T T T a T
α α
Δ + Δ⎛ ⎞Δ ΔΔ = + +⎜ ⎟ −⎝ ⎠
 (6.2) 
                                                 
25 This spacing has been calculated from the given peak positions for the 200 reflection with 2 2a qπ= ⋅G G  and 
for the 004 reflection with 4 2c qπ= ⋅G G . The uncertainty has been estimated via a a q qΔ = ⋅ ΔG G G G . 
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Figure 6-31: Energy integrated intensity versus wave vector transfer from a diffraction pat-
tern of the 200 cellulose reflection collected during an inelastic neutron scattering experiment 
with a bundle of wet flax fibres. The dashed lines show the result of a Gaussian fit with linear 
background. The dashed curve at the bottom represents the Gaussian part of the fitted curve. 
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Figure 6-32: Temperature dependence of the 
position µ (left axis, blue) and width FWHM 
(right axis, green) of the 200 diffraction re-
flection of a dry flax bundle 
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Figure 6-33: Temperature dependence of the 
position µ (left axis, blue) and width FWHM 
(right axis, green)of the 200 diffraction re-
flection of a wet flax bundle 
110  110  200  
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The numbers given in Table 6-6 in combination with eq. (6.1) and (6.2) lead to a value 
of ( ) 5 -1, 5.8 1.3 10 Kthermal dryα −= ± ⋅  for the dry sample and of ( ) 5 -1, 6.8 1.3 10 Kthermal wetα −= ± ⋅  for 
the wet sample. These results are smaller but of the same order of magnitude as the value 
of 5 -11013.6 K−⋅  reported in (Hori and Wada 2005) for the thermal expansion coefficients of 
cellulose crystals in wood, where the value has been determined for the temperature range 
between about 290 K and 450 K. A smaller value of 5 -1109.9 K−⋅ for the temperature range 
between 200 K and 295 K for cellulose crystals in wood can be found in (Müller et al. 2006). 
Interestingly, a value of ( ) 5 -1107 K8 −⋅…  is reported in (Seitsonen and Mikkonen 1973) for 
cellulose crystals in cotton for the range from 122 K to 273 K, which agrees with the meas-
urements presented here for the crystals in flax with a water content of about 15 wt% between 
180 K and 300 K. The value for the dry sample given above is close to that of 5 -14.6 10 K−⋅  
reported in (Langan et al. 2005) for the range between 100 K and 273 K for crystals in tuni-
cate cellulose. 
Recapitulatory, the thermal expansion of the cellulose crystals in flax fibres is highly 
anisotropic. This corresponds to the anisotropic molecular bonding in the crystals. An exten-
sive discussion of this topic can be found in (Müller et al. 2006).  
The influence of the water content on the positions of the reflections at constant tem-
perature is shown in Figure 6-34 and Figure 6-36 for the 004 reflection and in Figure 6-35 and 
Figure 6-37 for the 200. There is a significant decrease visible of the position of the 004 re-
flection and a clear increase of the position of the 200 reflection with increasing moisture con-
tent. This shows changes in the corresponding lattice constants. Specifically, an increase of 
the lattice spacing in the direction of the chains of the cellulose molecules of about 1.2 ‰ 
independent of temperature is found if the moisture content is increased by about 15 % of the 
dry sample weight. Additionally, there is a decrease in the direction perpendicular to the 
chains of about 5.7 ‰ at 300 K and 6.9 ‰ at 180 K. From these findings it is clear that the 
influence of the water content on the lattice spacing perpendicular to the molecular chains in 
the cellulose crystals is lower at higher temperatures, where the lattice spacing is enlarged due 
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to thermal expansion. Additionally, the changes in the lattice spacing give a hint on the pres-
sure applied to the crystals perpendicularly to the chains, due to the swelling of the matrix 
caused by the water. Therefore, such a swelling pressure is also present in the matrix, and 
hence, sensed by the water molecules. 
























300 K, middle bank
µ004 in 1/Å FWHM004 in 1/Å
 
Figure 6-34: Position µ (left axis, blue) and 
width FWHM (right axis, green) of the 004 
diffraction reflection of a flax bundle at 
300 K with different moisture contents u. 























300 K, middle bank
µ200 in 1/Å FWHM200 in 1/Å
 
Figure 6-35: Position µ (left axis, blue) and 
width FWHM (right axis, green) of the 200 
diffraction reflection of a flax bundle at 
300 K with different moisture contents u. 
No formation of ice is visible in any of the diffraction diagrams collected, even at 
180 K for the wet sample. This is clear evidence that no free water has been in the sample, i.e. 
any water present in the container has been adsorbed and remained adsorbed during the ex-
periment. Furthermore, in none of the diffraction diagrams a contribution is visible that corre-
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Figure 6-36: Position µ (left axis, blue) and 
width FWHM (right axis, green) of the 004 
diffraction reflection of a flax bundle at 
180 K with different moisture contents u. 























180 K, middle bank
µ200 in 1/Å FWHM200 in 1/Å
 
Figure 6-37: Position µ (left axis, blue) and 
width FWHM (right axis, green) of the 200 
diffraction reflection of a flax bundle at 
180 K with different moisture contents u. 
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sponds to the structure factor found for non-crystalline heavy water in amorphous cellulose, 
as reported in (Czihak et al. 2000a)fig. 1., (Czihak 2000)Figure 4.7 or (Czihak et al. 2000b)Figure 1., 
where a broad bump in the structure factor at -12 Åq =G  is visible. 
 
Figure 6-38: Intensity distribution measured with inelastic neutron scattering on a dry flax 
bundle oriented vertically to the scattering plane. The upper right graph shows on a loga-
rithmic scale the normalised intensities depending on energy transfer and wave vector trans-
fer. The left graph gives the intensity versus wave vector transfer. The blue points show the 
intensities integrated over the region marked with the black lines in the bottom graph. The 
bottom graph displays the intensities integrated over the full accessible range of wave vector 
transfers. All integrated values are scaled with the corresponding integration intervals.  
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6.2.3 Neutron Spectroscopy on Wet and Dry Flax 
The results of the inelastic neutron scattering experiment performed with a bundle of 
dry flax fibres at 300 K are shown in Figure 6-38 as an example. In that figure, the intensity 
of the scattered neutrons is plotted versus energy gain of the neutrons and wave vector trans-
fer on a logarithmic scale with a colour code in the upper right graph. The intensity integrated 
over the elastic line is shown in blue on the left side of Figure 6-38 versus wave vector trans-
fer, i.e. for scattering events with no more than ± 0.2 meV energy transfer to or from the neu-
tron. This integration range is marked with a black box in the two graphs on the right side of 
the figure. In the lower right graph of Figure 6-38 the intensity is shown after integration over 
all measured wave vector transfers. Both integrated intensities are displayed after scaling to 
the width of the corresponding integration intervals taking the varying regions into account 
that are accessible with the instrument used. The blue intensity distribution shown on the left 
side of Figure 6-38 has been used as intensity along the 0φ = °  line in the diffraction pattern 
shown in Figure 6-28. 
The spectroscopic data are shown in Figure 6-39 for different orientations and two 
temperatures of the wet sample. The same is done in Figure 6-40 for the dry sample. The inte-
grated intensity is shown in these figures versus the time-of-flight to make the comparison 
with earlier measurements easier, for example (Müller et al. 2000b)Figure 2.. The transformation 
between the time-of-flight and the energy scale is described in more detail in section 5.2.2.6.  
There is a high anisotropy clearly visible in the signal from the dry and the wet sample 
in the range between 1 and 12 meV, as it can be expected for the anisotropic crystals of cellu-
lose. This effect is known for the disordered regions of dry flax, as reported in (Müller et al. 
2000b)Figure 4., where an anisotropy can be seen between about 3 and 30 meV. The signal in-
creases with water content as visible from Figure 6-41, shown for the vertical orientation. 
Interestingly, this increase with moisture in the spectra in the direction perpendicular to the 
cellulose crystals is not directly proportional to the water content as can be seen 
in Figure 6-41. 
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Figure 6-39: Intensity distribution collected in an inelastic neutron scattering experiment with 
a wet bundle of flax fibres integrated over all scattering angles shown against the time-of-
flight of the scattered neutrons. 
 
Figure 6-40: Intensity distribution collected in an inelastic neutron scattering experiment with 
a dry bundle of flax fibres integrated over all scattering angles shown against the time-of-
flight of the scattered neutrons. 
  6.2 Inelastic Neutron Scattering Experiments 155 
 






















energy gain E of neutron in meV
( 1) wet vertical 300 K
( 5) room vertical 300 K
( 8) dry vertical 300 K
 
Figure 6-41: Inelastic intensity distribution integrated over all scattering angles collected in 
an inelastic neutron scattering experiment with a bundle of flax fibres at different moisture 
contents labelled ‘dry’, ‘room’ and ‘wet’. Details are given in the text. 
The part of the spectroscopic information that has been measured from the dry and wet 
samples can be easily compared when the corresponding signals are subtracted. This has been 
performed for both orientations and two temperatures, as shown in Figure 6-42. The signal 
shown there is that of all three detector banks of the instrument in contrast to all previously 
shown figures where only the middle bank has been used. (Details to this technical topic are 
explained in section 5.2.1.) The difference spectra obtained in this way are labelled ‘water’, 
even though this signal might not only be due to the dynamics of the adsorbed water but to a 
combination of the signal produced by the adsorbed water molecules and the changes in the 
cellulose, as will be discussed in section 6.2.4. 
It is evident from Figure 6-42 that the adsorbed water causes a significant anisotropy 
in the region between 2 and 7 meV, even at 180 K, leading to a higher intensity for the hori-
zontal orientation of the fibres. 
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No significant change has been observed for both orientations in the quasielastic re-
gion ± 1 meV around the elastic line, as visible in Figure 6-42. This energy range is linked to 
rotational and translational diffusion of water. These motions are ‘equally populated’ in both 
sample orientations showing isotropic behaviour and indicating the frozen state at 180 K 
through their absence. A study on this signal for water in amorphous cellulose is given in 
(Czihak et al. 1999). 
The signal from the sample dried again after one full cycle of measurements is com-
pared to that obtained after the first drying in Figure 6-43. It is evident from this measurement 
that no change in the signal occurs due to the thermal treatment and the wetting process. 
 
Figure 6-42: Differences of the intensity distributions collected in an inelastic neutron scat-
tering experiment with a dry and a wet bundle of flax fibres integrated over all scattering 
angles shown against the time-of-flight of the scattered neutrons estimating the influence of 
the adsorbed water on the dynamics. 
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The complete dispersion graphs of the difference spectra ‘water’ at 180 K are shown in 
Figure 6-44 and Figure 6-45 for the two investigated orientations. The same is done for the 
measurements at 300 K in Figure 6-46 and Figure 6-47. The higher intensity seen in 
Figure 6-42 of the horizontal orientation in the region between 2 and 7 meV can be found in 
the dispersion graphs. This inelastic effect increases with increasing wave vector transfer as it 
can be expected from theory (see chapter 4). 






















energy gain E of neutron in meV
( 8) dry vertical 300 K
(12) redry vertical 300 K
 
Figure 6-43: Inelastic intensity distribution integrated over all scattering angles collected in 
an inelastic neutron scattering experiment with a bundle of dry flax fibres shown before and 
after a wetting and drying cycle. 
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Figure 6-44: Difference spectra collected in an inelastic neutron scattering experiment with a 
dry and a wet bundle of flax fibres estimating the influence of the adsorbed water on the dy-
namics. 
 
Figure 6-45: Difference spectra collected in an inelastic neutron scattering experiment with a 
dry and a wet bundle of flax fibres estimating the influence of the adsorbed water on the dy-
namics. 
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Figure 6-46: Difference spectra collected in an inelastic neutron scattering experiment with a 
dry and a wet bundle of flax fibres estimating the influence of the adsorbed water on the dy-
namics. 
 
Figure 6-47: Difference spectra collected in an inelastic neutron scattering experiment with a 
dry and a wet bundle of flax fibres estimating the influence of the adsorbed water on the dy-
namics. 
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6.2.4 Discussion 
There are at least two ways to explain the anisotropy in the dynamics observed in this 
study. First, the anisotropy can be linked to an anisotropy in the dynamics of the adsorbed 
water molecules only. Second, the dynamic response of the cellulose itself might have 
changed due to the presence of the adsorbed water molecules. It is known that the water 
molecules cannot penetrate into the cellulose crystals (Ioelovitch and Gordeev 1994). There-
fore, a change in the dynamics originated directly to the motions of the water molecules must 
be located in the amorphous regions of the cellulose. This would imply an anisotropic envi-
ronment of the water molecules, as is imaginable especially in the region close to the crystal 
surfaces. Particularly, the higher intensity for the motions observed at about 5 meV along the 
fibre direction give rise to a close relationship to low density amorphous ice. 
Additionally, a change in the dynamics of the cellulose due to the water molecules can 
be a combination of two effects. It is conceivable that the hydroxyl groups at the surfaces of 
the crystals show a different response if water molecules are located in the vicinity of or even 
inserted into some of the hydrogen bonds between the crystals and the surrounding amor-
phous region, indicating a surface effect. Also it could be that the change in the dynamics is 
linked to a volume effect inside the crystals. This could be originating from compressed lat-
tice spacing, caused by the swelling of the amorphous regions at higher moisture content. 
Eventually, this effect could be limited to a few top most layers beyond the surface. 
Finally, the experimental findings might be a combination of all effects mentioned 
above. Nevertheless, the results show clear evidence for an anisotropy in the dynamics that is 
correlated with the adsorbed water. This suggests the direct influence of the water molecules 
on a molecular level. 
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7 Conclusions and Outlook 
The mechanical properties of pine earlywood have been studied in combined X-ray 
diffraction and stretching experiments at different water content. Additionally, the spectro-
scopic information, as obtained from inelastic neutron scattering experiments of wet and dry 
cellulose fibres, have been compared. The results of these investigations are summarised in 
the following. 
The reaction of wood under mechanical tension has been measured in a stretching ex-
periment combined in situ with the collection of X-ray diffraction patterns, monitoring the 
cellulose crystal lattice spacing and microfibril orientation inside the composite material. The 
stress-strain curve can be divided into four regions, three of which are already visible in the 
macroscopic curve. The first region (A) is characterised by proportionally increasing stress 
and strain. The next region (B,C) shows a smaller slope of the stress-strain curve and the tran-
sition to the final strain-hardening region (D) is smooth. These regions are accompanied by 
corresponding changes in the orientation and elongation of the cellulose crystals. The split of 
the second region into (B) and (C) is visible from the orientation behaviour of the crystals 
only. The corresponding mechanisms become clear from the comparison of dry and wet sam-
ples. The material softening is localised in the beginning of the stress-strain curve (A-C), ad-
ditionally, the strain-hardening (D) found in all samples is independent of moisture content. 
The experiments are consistent with the macroscopic model proposed in (Navi 1997), but an 
additional splitting into region (B) and (C) has been identified on a molecular level. The ‘lin-
ing up’ behaviour of the cellulose crystals (Figure 7-1) assumed in the model has been proven 
experimentally. The macroscopic softening of the material originates from the matrix sur-
rounding the crystals. 
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Inelastic neutron scattering experiments have been performed on flax fibres with 
highly oriented microfibrils leading to different spectroscopic data for the directions along 
and perpendicular to the cellulose crystals. The water molecules adsorbed in the matrix are 
very likely incorporated in the weak hydrogen bonds at the surface of the cellulose crystals, 
influencing the dynamics probed with the inelastic neutron scattering experiments and, else-
where, with FT-IR spectroscopy (Hofstetter et al. 2006). Possibly, the water molecules are 
situated in an anisotropic network, consisting of a few water molecules between the hydroxyl 
groups of the polymer chains, as illustrated in Figure 7-2. Both methods show results that lead 
to the conclusion that water does not affect the strong bonds along the cellulose chains. This 
finding can explain the independence of the strain-hardening behaviour that has been found in 
the mechanical stretching experiments on the water content: The final stiffness is only defined 
by the Young’s modulus of the cellulose chains after lining up into the direction of the exter-
nal force. 
The technical improvements presented in this thesis have been critical for the wet-dry-
comparison central to this work. The distortion compensation procedure has enabled the use 
of an X-ray detector with short readout time, resulting in a high time resolution during the 
diffraction experiments. The newly developed humid stretching environment HUSTEN has 
been used in combined stretching and X-ray diffraction experiments on pine earlywood, in 
particular on single tracheids and, additionally, on silk as shown elsewhere. Furthermore, the 
low-background design of a new sample chamber has made the inelastic neutron scattering 
experiments possible despite the smallness of the anisotropy of the spectra. Additionally, re-
finements of the calculus necessary in the data reduction process of direct geometry time-of-
flight experiments has ensured a correct representation of the small effects observed. 
The investigations concerning the mechanical properties have been limited to certain 
constant strain rates. The mechanics of a viscoelastic material are expected to be time-
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dependent, hence, further investigations with different strain rates should be carried out. Addi-
tionally, studies on different types of wood, e.g. latewood or hardwood, are necessary in order 
to clarify the generality of the found mechanisms. Finally, the higher time efficiency possible 
at synchrotron radiation sources, due to the interchangeable sample holder and accuracy of the 
device HUSTEN, should be exploited in future to investigate the spread of the characteristic 
values of a biomaterial like wood, e.g. its Young’s modulus.  
 
Figure 7-1: Schematic drawing of the ‘lining-up’ of the cellulose crystallites (white boxes) 
hindered by the surrounding matrix (crosshatch) and the hydrogen bonds therein. The initial 
scatter of the crystallite orientation (left) changes into a higher degree of orientation (right) 
during macroscopic elongation (vertical). 
 
Figure 7-2: Simplified model for the softening of the hydrogen bonding (green) between ad-
jacent crystallites (yellow) due to water (blue) uptake. The cellulose chains are marked with 
black dashed lines. The water molecules are incorporated into the hydrogen bonds in this 
model leading to a swelling of the material and an anisotropic dynamic. 
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8 Appendix 
 
8.1 Broadening of Time-of-Flight Spectra due to Slab-Angle 
Slab-like samples are often used in time-of-flight experiments. The resulting geometry 
found for a slab sample of width ws situated in the instrument holding an angle γs between 
sample surface and primary beam direction is illustrated in Figure 8-1. The influence of such 
a geometry on the time-of-flight spectra obtained under different scattering angles 2θ will be 
discussed in the following. The neutrons transmitted or scattered in forward direction are 
shown in green. Such neutrons would reach an hypothetical detector placed in forward direc-
tion, i.e. at the location where normally a beam stop is placed, after travelling the same dis-
tance, regardless of the point where they have been hitting the sample. Contrarily, neutrons 
that are scattered at opposite sides of the sample into the same scattering angle 2θ ≠ 0° have to 
travel different distances until they reach the same detector. The difference in path length to 
travel is given by δi for the distance the incoming neutron on one side of the primary beam of 
width wi has to travel further then on the other side of the sample in order to reach the sample. 
The same neutron has to travel an additional distance δn after leaving the sample in order to 
reach the detector. Finally, the following equations hold for this situation, as is evident 
from Figure 8-1. 
 tani i swδ γ= −  (8.1) 





γ=  (8.3) 
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−⎛ ⎞= −⎜ ⎟⎝ ⎠
 (8.4) 
It takes the neutrons of energy E0 and mass mn the time tδ to fly the distance δr if they 












δ δ δ= = =  (8.5) 
The difference in time-of-flight results in a broadening δE of the energy spectra ob-
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The maximum broadening due to sample geometry will be found at 2 sθ γ= , as is ob-
vious from Figure 8-1 and eq. (8.4). The actual parameters of the inelastic neutron scattering 
experiments presented in this study 030 mm, 135 , 5.11 meV, 2.5 mi s dw E sγ= = ° = =  lead to: 
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°−⎛ ⎞= − °⎜ ⎟°⎝ ⎠
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= ° − +
 (8.7) 














1.6749 10 kg e mVA Ws N30 mm 2 cos 135 2 1 kgm2 5.11 meV 1.6022 10 As 10 W Nm
s
1.6749 s30 mm 2 cos 135 2 1 10
2 5.11 1.6022 m
s m30 mm 2 cos 135 2 1 0.102 10
m 10 mm











⋅= ° − + ⋅ ⋅
= ° − + ⋅ ⋅
= ° − + ⋅
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= ⋅ ( )( )cos 135 2 1 .θ°− +
(8.8) 
Finally, the broadening on the energy scale is found to: 
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2 2.5 m 30 mm 2 cos 135 2 1
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(8.9) 









42.4 mm 2 5,000 mm 42.4 mm 5.11 meV
5,000 mm 42.4 mm
9,978.8 mm 21.2 mm 5.11 meV
5,021.2 mm
= 42.9 μeV.
Eδ ⋅ − ⋅= ⋅+ ⋅
= ⋅  (8.10) 
This effect is visible for example in Figure 5-39. 












Figure 8-1: Sketch of the geometry found for a slab sample (grey) tilted in the scattering 
plane with respect to the primary beam (green) by a slab-angle γs. The geometry is given for 
neutrons scattered (blue) at an angle 2θ and a width of the primary beam wi that fully illumi-
nates the sample of width ws. The path of the neutrons scattered at opposite sides of the sam-
ple differ by the distances δi and δn leading to a small difference in time-of-flight even in the 
case of elastic scattering. 
8.2 Technical Details 
The equipment used in the experiments presented in chapter 6 has been build partly by 
the university of Kiel, but some apparatuses have been delivered by external suppliers. These 
components are listed in Table 8-1. 
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supplier component description 
PCI-GPIB IEE 488.2 GPIB-interface card for PCs 
PCI 6035E 
data acquisition card for PCs, 16-bit resolution, dif-
ferential mode ADC, 10 V range (± 7.56 mV), 0.5 V 
range (± 0.399 mV) 
BNC-2090 BNC adapter box 
National 
Instruments 
SH68-68-EP shielded cable, 2 m 
Kern & Sohn 
GmbH ABS 80-4 electronic balance, resolution 0.1 mg 
Mastech HY1502D DC power supply 
TTi QL355TP DC power supply, used at 10 V ± 8 mV 
MT2581 linear gauge, ± 0.2 µm nominal, checked to ± 0.09 µm. 
Dr. Johannes 
Heidenhein 
GmbH IK220 counter card for PCs 
HIOKI E. E. Co. HIOKI 3532-50 LCR-meter 
ELPM-T3M-2.5KN-/L3M 2,500 N force sensor 
ELPM-T2M-125N-/L3M 125 N force sensor 
ELPM-T1M-25N-/L3M 25 N force sensor 
ELG-H-5N-/Z2L2M 5 N force sensor 
Entran SA 
ELGH-H-0,5N-/Z2/L2M 0.5 N force sensor 
71609511 SMC pollux I 2SM-controller box 
71609522 SMC pollux power supply 60 W 
71609520 SMC pollux RS232-cabel, 3 m 
K3310155 Motor 4H4018L0201-A 
Micos 
72009021 Motor cable MK-052-SM VGA 
Lumenera Co. Lu205c ½” format CCD, 1600 × 1200 pixel of 4.2 µm², 8-bit resolution. 
THK Co Ltd. KR2001A+100LP 0-0000 
compact high precision ball screw guide actuator unit, 
positioning accuracy reproducibility ± 3 µm, running 
parallelism 10 µm 
Photonic Science GemStar-2 HS image intensified X-ray camera, 1200 × 1003 pixel of 67 µm², 12-bit resolution 
Sensor-Tec SMTHS10 Smartec humidity sensor, temperature dependency -0.15 %RH/K, linearity ± 2 %RH 
Labfacility Pt100 B/3 platinum temperature sensor. accuracy 1/3 of DIN EN 60751 class B 
LakeShor Cryo-
tronics, Inc. Model 340 temperature controller 
Table 8-1: List of the components that have been delivered by the mentioned suppliers. The 
descriptions given here are based on the product information offered by the suppliers. 
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8.3 Jacobian Determinants of the Transformations 
8.3.1 The Time-of-Flight to Energy Gain Transformation 
As shown in chapter 5.2.2.4 the energy gain of an inelastic scattered neutron can be 








⎛ ⎞⎛ ⎞⎜ ⎟= −⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
 (8.11) 






= +  (8.12) 
Within the context of transformation, the Jacobian determinant has to be calculated. 
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 (8.16) 
For a convenient use of this result, for example in a computer program, the energy 
gain will be calculated according to eq. (8.11). Combined with the Jacobian determinant from 


























=  (8.18) 
8.3.2 Wave Vector Transfer Calculation 
As shown in chapter 0, the wave vector transfer that occurs in an inelastic neutron 
scattering experiment can be calculated using eq. (5.59): 
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G  (8.20) 
The time-of-flight in this expression can be substituted according to eq. (8.12) to 
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This can also be written in terms of wave vectors instead of the energies as follows: 
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From this term or from eq. (8.22), the last missing elements of the Jacobian in 
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In combination with the quadratic version of eq. (5.52), this leads to: 
( )( )( )2 2 2 2 4 2 2 44
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With the abbreviation defined above, this can be expanded step by step as follows: 
( )( )( )
( ) ( ) ( )
( ) ( )
22 2
2 2 2 2 4 2 2 44
22 2 2 2 4 2 2 44
2 2 4 2 2 44
2 2 cos 2 2
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4 cos 2 2 .
n i
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The first term can be expanded with eq. (5.52) as follows: 
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This leads to another version of eq. (8.28): 
( ) ( ) ( )
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This equation combined with eq. (8.27) leads to the following: 
 


























Finally, this can be simplified to the short version of the derivative that will be used 
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In order to cross-check this result, the transformation from eq. (5.52) can be used in 
combination with the rule about the derivative of an inverse function as done in 
(Howie 2001)theo. 4.15: 
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2 1 1 .
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∂ G . The latter is zero, as can be seen from eq. (8.12). The Jaco-
bian determinant can be expanded, as shown in eq. (8.36). From this, it is discernible that only 
the first two derivatives have to be computed as done in eq. (8.15) and (8.32). 
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With eq. (5.39), (5.59), (5.53) and (5.54), the variables in (8.37) can be substituted to 
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