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Abstract
In this paper, we give a new formulation of invariant theory for elliptic
Weyl group using the group O(2, n). As an elliptic Weyl group quotient,
we define a suitable C∗-bundle. We show that it has a conformal Frobenius
structure which we define in this paper. Then its good section could be
identified with a Frobenius manifold which we constructed in [13].
1 Introduction
Motivated by a period mapping for a primitive form [9] for an unfolding of a
function with a simple elliptic singularity, an elliptic root system is introduced
[10]. On the quotient space E˜a//W of the domain E˜a by an elliptic Weyl group
W , a flat holomorphic metric is constructed by [11] and Frobenius manifold
structure is constructed by [13].
Here the domain E˜a is not canonical, that is, it depends on the choice of a
marking a. Then we set the following problems.
Problem 1: What is a relation between the elliptic Weyl group quotient
spaces E˜a//W and E˜a′//W
2 for different markings a and a′?
Problem 2: What is a relation between the Frobenius manifold structure on
them?
By definition, an elliptic root system is a root system belonging to a vec-
tor space with an inner produce with a signature (0, 2, l) where we denote by
(l+, l0, l−) numbers of positive, 0 and negative eigenvalues respectively (we
choose a negative semi-definite inner product). A domain E˜a corresponds to
a hyperbolic extension with a signature (1, 1, l+ 1).
In this paper, we consider 2-extension with a signature (2, 0, l+ 2) and con-
struct a C∗-bundle
p : D2 → P(D2), (1.1)
whereD2 is a quadric hypersurface of a suitable domainD and P(D2) = D2/C∗.
They corresponds to the group O(2, 0, l + 2). Then we find that E˜a could be
canonically identified with a section of p.
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This formulation is good from the viewpoint of the group action of the
automorphism of an elliptic root system. We find that a central extension
group of the group of the automorphisms of an elliptic root system is naturally
defined in our formulation and this group acts on the C∗-bundle p equivariantly.
The fact that this action changes a section of p, corresponds to the fact that
this group is not contained in O(1, 1, l + 1).
We see a Frobenius manifold structure. The elliptic Weyl group is con-
structed as a subgroup of O(2, 0, n) and denote it by W 2, which is isomorphic
to W . Then the Weyl group quotient:
p : D2//W 2 → P(D2)//W 2 (1.2)
is again a C∗-bundle and the space E˜a//W gives a section of it. Since E˜a//W
is a Frobenius manifold, the base space P(D2)//W 2 is also a Frobenius mani-
fold. But if we choose another marking a′ and a corresponding another section
E˜a′//W , then P(D
2)//W 2 has a structure of another Frobenius manifold. In
fact, except holomorphic metrics, these two Frobenius manifold structures are
same. For holomorphic metrics, they are conformally equivalent.
Thus we introduce a notion of conformal Frobenius structure and we prove
that p : D2//W 2 → P(D2)//W 2 has essentially unique conformal Frobenius
structure. For any marking a, a Frobenius manifold structure of E˜a//W is
obtained from this conformal Frobenius manifold structure. This clarifies the
relation of the Frobenius manifold structures of E˜a//W and E˜a′//W
2.
Also we see that the conformal Frobenius structure has an action of a (central
extension of) automorphism group of the elliptic root system. This clarifies the
meaning of a conformal transformation in [12] (see Remark 5.4).
This paper is organaized as follows.
In Section 2, we define 2-extension for elliptic root system and define an
elliptic Weyl group W 2 and a C∗-bundle p : D2 → P(D2). We introduce open
subsets of a C∗-bundle p :
◦
D2→ P(
◦
D2) whose complements are zero of roots.
Then we take an elliptic Weyl group quotient p :
◦
D2 /W 2 → P(
◦
D2)/W 2. We
call them “analytic Weyl group quotient spaces”. On the space
◦
D2 /W 2, we
define a tensor I∗
◦
D2/W 2
derived from an inner product of the elliptic root system.
In Section 3, we define elliptic Weyl group invariant rings. We define “al-
gebraic Weyl group quotient spaces” p : D2//W 2 → P(D2)//W 2 by taking
Specan of these elliptic Weyl group invariant rings. On the space D2//W 2, we
also define a tensor I∗D2//W 2 . derived from an inner product of the elliptic root
system. Our theorems are stated for “algebraic Weyl group quotient spaces”.
But for proofs, we utilize “analytic Weyl group quotient spaces”.
In Section 4, we introduce a notion of conformal Frobenius structure and
state that a C∗-bundle p : D2//W 2 → P(D2)//W 2 has essentially unique con-
formal Frobenius structure. We also show that a group of central extension of
automorphism group of the elliptic root system acts on the conformal Frobenius
structure.
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In Section 5, We give proofs. We relate our formulation with a formulation
of [11] and [13] in which the space E˜a is used. We obtain the existence of a
conformal Frobenius structure by this comparison. For a uniqueness theorem,
we use a conformal deformation of a holomorphic metric of a Frobenius manifold.
We use the following terminologies.
For a complex manifold M , we denote by OM (resp. Ω1M , ΘM ) the sheaf of
holomorphic functions (resp. holomorphic 1-forms, holomorphic vector fields).
We denote by O(M) (resp. Ω1(M), Θ(M)) the module Γ(M,OM ) (resp.
Γ(M,Ω1M ), Γ(M,ΘM )).
Let F be a sheaf on the complex manifold N . For a morphism f :M → N of
complex manifolds M and N , we denote by f∗ the following natural morphism
f∗ : Γ(N,F)→ Γ(M, f∗F). (1.3)
induced by F → f∗f∗F .
For an isomorphism f :M →M , we have canonical isomorphisms f∗Ω1M ∼−→
Ω1M and f
∗ΘM
∼←− ΘM . Then the morphism (1.3) induces
f∗ : Γ(M, (Ω1M )
⊗p ⊗OM (ΘM )⊗q) ∼−→ Γ(M, (Ω1M )⊗p ⊗OM (ΘM )⊗q). (1.4)
For a C∗-bundle p : L→M and the isomorphism f of the C∗-bundle:
L
f−−−−→
∼
L
p
y p
y
M
f−−−−→
∼
M
, (1.5)
we have f∗(p∗Ω1M ) ≃ p∗f∗Ω1M ∼−→ p∗Ω1M and f∗(p∗ΘM ) ≃ p∗f∗ΘM ∼←− p∗ΘM .
Then the morphism (1.3) induces
f∗ : Γ(L, (p∗Ω1M )
⊗p⊗OL (p∗ΘM )⊗q) ∼−→ Γ(L, (p∗Ω1M )⊗p⊗OL (p∗ΘM )⊗q). (1.6)
2 Analytic Weyl group quotient space
2.1 Elliptic root system
In this subsection, we define an elliptic root system, its orientation and 2-
extension.
2.1.1 Definition of elliptic root system
Let l be a positive integer. Let F be a real vector space of rank l + 2 with
a negative semi-definite or positive semi-definite symmetric bilinear form IF :
F × F → R, whose radical radIF := {x ∈ F | IF (x, y) = 0, ∀y ∈ F} is a vector
space of rank 2. For a non-isotropic element α ∈ F (i.e. IF (α, α) 6= 0), we put
α∨ := 2α/IF (α, α) ∈ F . The reflection wα with respect to α is defined by
wα(u) := u− IF (u, α∨)α (∀u ∈ F ). (2.1)
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Definition 2.1. ([10, p.104, Def. 1]) A set R of non-isotropic elements of F
is an elliptic root system belonging to (F, IF ) if it satisfies the axioms 1-4:
1. The additive group generated by R in F , denoted by Q(R), is a full sub-
lattice of F . That is, the embedding Q(R) ⊂ F induces the isomorphism :
Q(R)⊗Z R ≃ F .
2. IF (α, β
∨) ∈ Z for α, β ∈ R.
3. wα(R) = R for ∀α ∈ R.
4. If R = R1 ∪R2, with R1 ⊥ R2, then either R1 or R2 is void.
2.1.2 Definition of orientation
For an elliptic root system R belonging to (F, IF ), the additive group radIF ∩
Q(R) is isomorphic to Z2.
Definition 2.2. An elliptic root system R is called oriented if the R-vector
space radIF is oriented. An ordered pair {a, b} of radIF is called an oriented
basis if it gives an R-basis of radIF and it gives the orientation of radIF .
2.1.3 Definition of a signed marking
Definition 2.3. Let R be an elliptic root system R belonging to (F, IF ). By
a signed marking, we mean a non-zero element a of radIF ∩ Q(R) such that
Q(R) ∩ Ra = Za and the quotient root system R/Ra (:= Image(R →֒ F →
F/Ra)) is reduced (i.e. α, cα ∈ R/Ra implies c ∈ {±1}). We denote the set of
a signed marking by ΛZ.
Hereafter we assume that ΛZ 6= ∅.
2.1.4 2-extension
We define a 2-extension. Let F 2 be a real vector space of rank l + 4 and
IF 2 : F
2×F 2 → R an R-symmetric bilinear form. The pair (F 2, IF 2) is called a
2-extension of (F, IF ) if F
2 contains F as a linear subspace, radIF 2 = {0} and
IF 2 |F = IF . IF 2 is indefinite symmetric bilinear form with signature of (2, l+2)
or (l+2, 2) according to I is negative semi-definite or positive semi-definite. A 2-
extension is unique up to isomorphism. Hereafter we fix a hyperbolic extension
(F 2, IF 2).
2.2 Orthogonal group and Weyl group
2.2.1 Definition of an Orthogonal group and a Weyl group
In this subsection, we define a parabolic subgroup of an orthogonal group and
Weyl group.
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Let F 2
C
:= F 2 ⊗R C, (radIF )C := radIF ⊗R C. IF 2
C
is a C-bilinear extension
of IF 2 . We put w˜α(u) := u− IF 2
C
(u, α∨)α for u ∈ F 2
C
.
We define the groups
SL(radIF ) := {g ∈ GL(radIF ) | det g = 1 }, (2.2)
O(F ) := {g ∈ GL(F ) | IF (gx, gy) = IF (x, y), ∀x, y ∈ F }, (2.3)
O+(F ) := {g ∈ O(F ) | g|radIF ∈ SL(radIF ) }, (2.4)
Aut(R) := {g ∈ GL(F ) | g(R) = R, g ∈ O+(F )}, (2.5)
O(F 2C) := {g ∈ GL(F 2C) | IF 2
C
(gx, gy) = IF 2
C
(x, y), ∀x, y ∈ F 2C}, (2.6)
O+(F 2C , F ) := {g ∈ O(F 2C) | g(F ) ⊂ F, g|F ∈ O+(F )}, (2.7)
W 2 := 〈w˜α ∈ O+(F 2C , F ) |α ∈ R〉. (2.8)
The natural morphism
π2 : O+(F 2C , F )→ O+(F ) (2.9)
is surjective. We put
K2C := kerπ
2, (2.10)
K2Z := ker(π
2|W 2), (2.11)
A˜ut(R) := (π2)−1(Aut(R)). (2.12)
2.2.2 Properties of an orthogonal group
Proposition 2.4. 1) The group O+(F 2
C
, F ) acts on the flag F 2
C
⊃ F ⊃ radIF .
2) The group K2
C
is isomorphic to additive group C and it is contained in the
center of O+(F 2
C
, F ).
3) The group A˜ut(R) contains W 2 as a normal subgroup.
Proof. By definition, we obtain 1). We obtain 2) by direct calculation. Since
gw˜αg
−1 = w˜g(α) for g ∈ A˜ut(R), we obtain 3).
2.3 Description of a center
In this subsection, we construct the canonical group isomorphism ρ : C → KC
by the aid of the Eichler-Siegel transformation ([10, p93]).
We define the Eichler-Siegel transformation by
ES : F 2C ⊗C F 2C → EndC(F 2C),
∑
i
αi ⊗ βi 7→ u−
∑
i
αiIF 2
C
(u, βi). (2.13)
Here F 2
C
⊗C F 2C has the semi-group structure by the product
(
∑
i
ui⊗vi)◦(
∑
j
wj⊗xj) = (
∑
i
ui⊗vi)+(
∑
j
wj⊗xj)−(
∑
i,j
IF 2
C
(vi, wj)ui⊗xj).
(2.14)
Then ES is a semi-group isomorphism.
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Proposition 2.5. 1) ES induces the isomorphism ∧2(radIF )C to K2C.
2) A semigroup
R>0(sgn(IF ))(a⊗ b− b⊗ a) ∩ ES−1(W 2) (≃ Z>0) (2.15)
has the unique generator g0, where sgn(IF ) is ±1 according to IF is positive
semi-definite or negative semi-definite.
3) The morphism ES and g0 depend on the normalization of IF . But the mor-
phism
ρ : C→ KC, α 7→ ES(g0 ⊗ α) (2.16)
does not depend on a scalar multiplication (R×) of IF 2 .
Proof. We could interprete the morphism π2 : O+(F 2
C
, F ) → O+(F ) into the
spaces F 2
C
⊗C F 2C and F ⊗R F/radIF by the morphism ES. Then we have a
result.
Remark 2.6. The element g0 is exactly written by the notion of marked ex-
tended affine root system as g0 = (IR : I)
lmax+1
mmax
(a⊗b−b⊗a), if a, b are oriented
basis and radIF ∩Q(R) ≃ Za⊕ Zb. See [11, p27 (2.6.2)].
2.4 C∗-bundles
2.4.1 Preparations
We arbitrary fix an oriented basis a, b. We put (F 2
C
)∗ := HomC(F
2
C
,C), (radIF )
∗
C
:=
HomC((radIF )C,C). We denote a natural pairing F
2
C
× (F 2
C
)∗ → C by 〈 , 〉.
A non-degenerate C-blinear form I(F 2
C
) gives a dual C-blinear form I(F 2
C
)∗ :
(F 2
C
)∗ × (F 2
C
)∗ → C.
The group GL(F 2
C
) gives the left action on the space (F 2
C
)∗ by
〈g−1 · α, x〉 = 〈α, g · x〉 (2.17)
for ∀α ∈ F 2
C
, ∀x ∈ (F 2
C
)∗, ∀g ∈ GL(F 2
C
).
2.4.2 Definition of C∗ bundles
We put
D := {x ∈ (F 2C)∗ | 〈a, x〉 6= 0, 〈b, x〉 6= 0, Im
〈b, x〉
〈a, x〉 > 0 }, (2.18)
D2 := {x ∈ D | I(F 2
C
)∗(x, x) = 0 }, (2.19)
Hhalf := {x ∈ (radIF )∗C | 〈a, x〉 6= 0, 〈b, x〉 6= 0, Im
〈b, x〉
〈a, x〉 > 0 }. (2.20)
These are complex manifolds and do not depend on the choice of an oriented
basis a, b, but depend only on the orientation.
6
We introduce group actions. Since the spaces (F 2
C
)∗ and (radIF )
∗
C
are C-
vector spaces, they have a natural C∗-action. It induces C∗-actions on D2 and
Hhalf :
ψ(α) : D2 → D2, x 7→ α · x (∀α ∈ C∗), (2.21)
ψ(α) : Hhalf → Hhalf , x 7→ α · x (∀α ∈ C∗). (2.22)
The group A˜ut(R) acts on (F 2
C
)∗ and (radIF )
∗
C
by (2.17). We could easily check
that this action induces the actions
ϕ(g) : D2 → D2 (∀g ∈ A˜ut(R)), (2.23)
ϕ(g) : Hhalf → Hhalf (∀g ∈ A˜ut(R)). (2.24)
We define C∗-quotient spaces
P(D2) := D2/C∗, (2.25)
P(Hhalf ) := Hhalf/C
∗. (2.26)
These spaces are complex manifolds and they have A˜ut(R)-actions. The C∗-
bundles p : D2 → P(D2), p : Hhalf → P(Hhalf ) are A˜ut(R)-equivariant.
We have a natural diagram:
D2 −−−−→ Hhalf
p
y
yp
P(D2) −−−−→ P(Hhalf)
. (2.27)
This diagram is a C∗-equivariant morphism from D2 → P(D2) to Hhalf →
P(Hhalf ). Thus this diagram is cartesian. Also this diagram is A˜ut(R)-equivariant.
2.5 A tensor on the domain D2
2.5.1 Definition of a holomorphic metric on D
First we define a holomorphic metric ID on D. Since D is an open set of an
affine space, there exists uniquely the holomorphic metric ID on D:
ID ∈ Γ(D,Ω1D ⊗OD Ω1D) (2.28)
characterized by the property that on each p ∈ D, it gives
ID,p(δ, δ
′) := I(F 2
C
)∗(fp(δ), fp(δ
′)) (∀δ, δ′ ∈ TpD) (2.29)
where fp : TpD
∼→ (F 2
C
)∗ is a canonical isomorphism.
By this definition, we have
ϕ(g)∗ID = ID (∀g ∈ A˜ut(R)), (2.30)
ψ(α)∗ID = α
2ID (∀α ∈ C∗). (2.31)
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2.5.2 Definition of a tensor on D2
We define a tensor onD2. We define j∗1ID ∈ Γ(D2,Ω1D2⊗OD2Ω1D2) as a pull-back
of ID ∈ Γ(D,Ω1D ⊗OD Ω1D) by the inclusion j1 : D2 →֒ D.
Proposition 2.7. There exists uniquely an element ID2 ∈ Γ(D2, p∗Ω1P(D2)⊗OD2
p∗Ω1
P(D2)) such that its image by the morphism
Γ(D2, p∗Ω1
P(D2) ⊗OD2 p∗Ω1P(D2))→ Γ(D2,Ω1D2 ⊗OD2 Ω1D2) (2.32)
is j∗1ID. The tensor ID2 gives a non-degenerate OD2-symmetric bilinear form
on p∗ΘP(D2).
Proof. For x ∈ D2, the radical of C-blinear form (j∗1ID)x : TxD2 × TxD2 → C
is just a kernel of (p∗)x : TxD
2 → Tp(x)P(D2). Thus (j∗1ID)x gives a non-
degenerate C-bilinear form on TxD
2/ker(p∗)x. Thereby we have a result.
By this proposition, we define its dual
I∗D2 ∈ Γ(D2, p∗ΘP(D2) ⊗OD2 p∗ΘP(D2)). (2.33)
By a uniqueness of ID2 and equations (2.30), (2.31), we have
ϕ(g)∗I∗D2 = I
∗
D2 (∀g ∈ A˜ut(R)), (2.34)
ψ(α)∗I∗D2 = α
−2I∗D2 (∀α ∈ C∗). (2.35)
2.6 Definition of the analytic Weyl group quotient
2.6.1 Open subset of the domain
For the open subsets of D2 and P(D2), we defineW 2-quotient space and a tensor
on it.
We put
◦
D2:= {x ∈ D2 | 〈α, x〉 6= 0 (∀α ∈ R) }, (2.36)
P(
◦
D2) :=
◦
D2 /C∗, (2.37)
whose complement is a reflection hyperplanes. Then p :
◦
D2→ P(
◦
D2) is a C∗-
bundle and the diagram
◦
D2 −−−−→ Hhalf
p
y
yp
P(
◦
D2) −−−−→ P(Hhalf )
(2.38)
is A˜ut(R)-equivariant and cartesian. Since j2 :
◦
D2→ D2 is an open immersion,
j∗2I
∗
D2 is an element of Γ(
◦
D2, p∗Θ
P(
◦
D2)
⊗O ◦
D2
p∗Θ
P(
◦
D2)
). We put I∗
◦
D2
:= j∗2I
∗
D2 .
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Proposition 2.8. The group W 2 acts on
◦
D2 and P(
◦
D2) properly discontinuous
and fixed point free.
Proof. Since p :
◦
D2→ P(
◦
D2) isW 2-equivariant, we should only prove this Propo-
sition for P(
◦
D2), which will be shown in Proposition 5.5.
2.6.2 Definition of an analytic Weyl group quotient
Since W 2-action and C∗-action are commutative, we have a C∗-bundle p :
◦
D2
/W 2 → P(
◦
D2)/W 2. In the following diagram:
◦
D2 −−−−→
j3
◦
D2 /W 2 −−−−→ Hhalf
p
y p
y
yp
P(
◦
D2) −−−−→
j3
P(
◦
D2)/W 2 −−−−→ P(Hhalf )
, (2.39)
all morphisms are A˜ut(R)-equivariant and both squares are cartesian.
2.6.3 A tensor on an analytic Weyl group quotient space
We define a tensor on
◦
D2 /W 2. Since I∗
◦
D2
is W 2-invariant by (2.34) and
j3 :
◦
D2→
◦
D2 /W 2 is e´tale, there exists uniquely a tensor I∗
◦
D2/W 2
∈ Γ(
◦
D2 /W 2, p∗Θ
P(
◦
D2)/W 2
⊗O ◦
D2/W2
p∗Θ
P(
◦
D2)/W 2
) satisfying j∗3I
∗
◦
D2/W 2
= I∗
◦
D2
.
By a uniqueness of I∗
◦
D2/W 2
and equations (2.34), (2.35), we have
ϕ(g)∗I∗◦
D2/W 2
= I∗◦
D2/W 2
(∀g ∈ A˜ut(R)), (2.40)
ψ(α)∗I∗◦
D2/W 2
= α−2I∗◦
D2/W 2
(∀α ∈ C∗). (2.41)
3 Algebraic Weyl group quotient spaces
3.1 Definition of Weyl group invariant rings
3.1.1 Definition of Weyl group invariants
In this subsection, we define the Weyl group invariant ring for the oriented
elliptic root system with ΛZ 6= ∅.
By the diagram (2.27), we have the morphism:
π : D2 → P(Hhalf). (3.1)
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We define an OP(Hhalf )-modules. For k,m ∈ Z, we put
S
W
D2,k,m(U) := {f ∈ π∗OD2(U)|ϕ(g)∗f = f (∀g ∈ W 2), (3.2)
ϕ(ρ(t))∗f = e−2piimtf (∀t ∈ C),
ψ(α)∗f = α−kf (∀α ∈ C∗) },
for an open set U ⊂ P(Hhalf ). Here ρ : C→ KC is defined in Proposition 2.5.
3.1.2 Definition of Weyl group invariant rings
We define the OP(Hhalf )-graded algebras by
S
W
D2,∗,∗ :=
⊕
k,m∈Z
S
W
D2,k,m, S
W
D2,∗,0 :=
⊕
k∈Z
S
W
D2,k,0, S
W
D2,0,∗ :=
⊕
m∈Z
S
W
D2,0,m.
(3.3)
3.1.3 Automorphism group action on the Weyl group invariant rings
In this subsection, we define an A˜ut(R)-action and a C∗-action on the ringed
spaces (P(Hhalf ),S
W
D2,∗,∗) etc.
Since the group A˜ut(R) acts on D2, we have
OD2 → ϕ(g)∗OD2 , f 7→ f ◦ ϕ(g) (3.4)
for a local section f of OD2 . Taking a direct image by π, we have
π∗OD2 → π∗ϕ(g)∗OD2 ≃ ϕ(g)∗π∗OD2 . (3.5)
A pair ϕ(g) : P(Hhalf) → P(Hhalf ) and the morphism (3.5) gives a morphism
of a ringed space:
ϕ(g) : (P(Hhalf ), π∗OD2)→ (P(Hhalf ), π∗OD2) (g ∈ A˜ut(R)). (3.6)
These give an A˜ut(R)-action of a ringed space (P(Hhalf ), π∗OD2). Since we
could restrict the morphism (3.5) to the subsheaves SWD2,∗,∗, S
W
D2,∗,0, S
W
D2,0,∗,
and SWD2,0,0, we obtain A˜ut(R)-actions on the ringed spaces
(P(Hhalf ),S
W
D2,∗,∗), (P(Hhalf ),S
W
D2,∗,0), (3.7)
(P(Hhalf ),S
W
D2,0,∗), (P(Hhalf ),S
W
D2,0,0)
and we denote the action also by ϕ.
In a same manner we could also define C∗-actions on these ringed spaces
and we denote the action also by ψ.
By a parallel construction, we could also define A˜ut(R)-actions and C∗-
actions on the ringed spaces
(P(Hhalf ),OP(Hhalf )), (P(Hhalf ), π∗OHhalf ), (3.8)
(P(Hhalf ), π∗O
P(
◦
D2)/W 2
), (P(Hhalf ), π∗O ◦
D2/W 2
).
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3.2 Structure of Weyl group invariant rings
In this subsection, we study the structure of the invariant ring.
3.2.1 A Chevalley’s type theorem
Theorem 3.1. ( [1], [2], [4], [7], [8], [14] )
The OP(Hhalf )-graded algebra SWD2,0,∗ is an OP(Hhalf )-free algebra, i.e.
S
W
D2,0,∗ = OP(Hhalf )[s1, · · · , sn−1] (3.9)
for sj ∈ Γ(P(Hhalf ),SWD2,0,∗) with c1 ≥ c2 ≥ · · · ≥ cn−1 > 0 and n := l+2. We
remark that j of sj is a suffix.
As we see in §5.6, we reduce its proof to the works [1], [2], [4], [7], [8], [14].
Corollary 3.2. 1. We have a natural inclusion morphism (radIF )C → Γ(P(Hhalf ),SWD2,−1,0).
2. Take a ∈ radIF \ {0}. By 1, we regard a ∈ Γ(P(Hhalf ),SWD2,−1,0). We
also have a−1 ∈ Γ(P(Hhalf ),SWD2,1,0). Then we have isomoprhisms:
S
W
D2,∗,∗ ≃ C[a, a−1]⊗C SWD2,0,∗, (3.10)
S
W
D2,∗,0 ≃ C[a, a−1]⊗C SWD2,0,0. (3.11)
3. We have a canonical isomoprhism:
S
W
D2,∗,∗ ≃ SWD2,∗,0 ⊗SWD2,0,0 S
W
D2,0,∗. (3.12)
4. The OP(Hhalf )-algebras SWD2,∗,∗, SWD2,∗,0, SWD2,0,∗ are of finite presentation
over OP(Hhalf ).
Proof. For 1, we first see that an element of (radIF )C is regarded as a holomor-
phic function on Hhalf . By the morphism D
2 → Hhalf , we have (radIF )C →
Γ(P(Hhalf ), π∗OD2). We could easily check that it gives 1. Since a ∈ Γ(P(Hhalf ),SWD2,−1,0)
is a nowhere vanishing holomorphic function, we have a−1 ∈ Γ(P(Hhalf ),SWD2,−1,0).
By akSWD2,k,m ≃ SWD2,0,m, we have 2. For 3, we show that a natural mor-
phism SWD2,∗,0 ⊗SWD2,0,0 S
W
D2,0,∗ → SWD2,∗,∗ is an isomorphism. By 2, we have
S
W
D2,∗,0⊗SWD2,0,0S
W
D2,0,∗ ≃ (C[a, a−1]⊗CSWD2,0,0)⊗SWD2,0,0S
W
D2,0,∗ ≃ C[a, a−1]⊗C
S
W
D2,0,∗ ≃ SWD2,∗,∗. The 4th assertion is a direct consequence of SWD2,0,0 ≃
OP(Hhalf ), 2 and Theorem 3.1.
3.3 Relation between Weyl group invariant rings
We consider the spaces D2, Hhalf ,
◦
D2,
◦
D2 /W 2, P(
◦
D2)/W 2 as P(Hhalf )-objects
and we denote the structure morphisms by π.
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Proposition 3.3. 1. By the morphisms D2 → Hhalf → P(Hhalf ), we regard
the OP(Hhalf )-modules π∗OHhalf and OP(Hhalf ) as submodules of π∗OD2 .
Then we have
(a) SWD2,0,0 = OP(Hhalf ),
(b) SWD2,∗,0 ⊂ π∗OHhalf .
2. By the morphisms
◦
D2→
◦
D2 /W 2 → P(
◦
D2)/W 2, we regard the OP(Hhalf )-
modules π∗O ◦
D2/W 2
and π∗O
P(
◦
D2)/W 2
as submodules of π∗O ◦
D2
. We also
regard SWD2,0,∗ and S
W
D2,∗,∗ as a submodules of π∗O ◦
D2
. Then we have
(a) SWD2,0,∗ ⊂ π∗O
P(
◦
D2)/W 2
,
(b) SWD2,∗,∗ ⊂ π∗O ◦
D2/W 2
.
3. By the above inclusion morphisms, we have morphism of ringed spaces:
(P(Hhalf ),OP(Hhalf )) = (P(Hhalf ),SWD2,0,0), (3.13)
(P(Hhalf ), π∗OHhalf )→ (P(Hhalf ),SWD2,∗,0), (3.14)
(P(Hhalf ), π∗O
P(
◦
D2)/W 2
)→ (P(Hhalf ),SWD2,0,∗), (3.15)
(P(Hhalf ), π∗O ◦
D2/W 2
)→ (P(Hhalf ),SWD2,∗,∗). (3.16)
These morphisms are all A˜ut(R)-equivariant and C∗-equivariant.
Proof. In Theorem 3.1, ci > 0 for 1 ≤ i ≤ n − 1. Thus we have 1(a). By
Corollary 3.2(2) and a, a−1 ∈ Γ(P(Hhalf ), π∗OHhalf ), we have 1(b). For 2, we
could check the conditions directly. For 3, it is O.K. because our definitions of
group actions are induced from D2 and
◦
D2.
3.4 Definition of Specan
We remind the notion of Specan and see some properties.
Let C be a category of OP(Hhalf )-algebra which is of finite presentation, For
an object A of the category C, the analytic space SpecanA could be defined by
[6]. It is characterized by a natural isomorphism:
Hom(An)/P(Hhalf )(X, SpecanA) ≃ HomOX (f∗A,OX)
for an object f : X → P(Hhalf ) of the category (An)/P(Hhalf ), which is a
category of an analytic space with the structure morphism to P(Hhalf ).
Since there exists a canonical isomorphism: HomOX (f
∗A,OX) ≃ HomOP(Hhalf )(A, f∗OX),
we have
Hom(An)/P(Hhalf )(X, SpecanA) ≃ HomOP(Hhalf )(A, f∗OX). (3.17)
We denote the structure morphism SpecanA → P(Hhalf ) by π.
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3.5 Algebraic Weyl group quotient space
3.5.1 Definition of Algebraic Weyl group quotient space
We define the Algebraic Weyl group quotient spaces by
D2//W 2 := SpecanSWD2,∗,∗, (3.18)
P(D2)//W 2 := SpecanSWD2,0,∗. (3.19)
The groups A˜ut(R) and C∗ act on the ringed spaces (P(Hhalf ),S
W
D2,∗,∗) and
(P(Hhalf ),S
W
D2,0,∗) as we see in §3.1.3. Then a natural morphism p : D2//W 2 →
P(D2)//W 2 has a structure of C∗-bundle. Also the group A˜ut(R) acts as
D2//W 2
ϕ(g)−−−−→ D2//W 2
p
y p
y
P(D2)//W 2
ϕ(g)−−−−→ P(D2)//W 2y
y
P(Hhalf )
ϕ(g)−−−−→ P(Hhalf )
, (3.20)
for g ∈ A˜ut(R). We remark that ϕ(g) : D2//W 2 → D2//W 2 and ϕ(g) :
P(D2)//W 2 → P(D2)//W 2 are not P(Hhalf )-morphisms.
3.5.2 Relation to the analytic Weyl group quotient space
Proposition 3.4. 1. We have the canonical isomorphism
Hhalf ≃ SpecanSWD2,∗,0. (3.21)
2. We have a following natural diagram:
◦
D2 /W 2
j4−−−−→ D2//W 2 −−−−→ Hhalf
p
y p
y p
y
P(
◦
D2)/W 2
j4−−−−→ P(D2)//W 2 −−−−→ P(Hhalf )
. (3.22)
All morphism are A˜ut(R)-equivariant and both squares are cartesian.
3. The composite morphisms of row arrows coincide with morphisms in dia-
gram (2.39).
4. In the diagram, the morphisms j4 :
◦
D2 //W 2 → D2//W 2 and j4 : P(
◦
D2)/W 2 →
P(D2)//W 2 are open immersions and their images are open dense.
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5. An element (radIF )C gives a C
∗-equivariant holomorphic function on Hhalf .
Thus it also gives a C∗-equivariant holomorphic function on D2//W 2.
Proof. We show 1. By Proposition 3.3(1)(b), we have SWD2,∗,0 ⊂ π∗OHhalf .
Then we have a morphism Hhalf → SpecanSWD2,∗,0. Since it is a C∗-equivariant
morphism of the C∗-bundles Hhalf → P(Hhalf ) and SpecanSWD2,∗,0 → P(Hhalf ),
we see that it is an isomorphism. We show 2. By SWD2,∗,∗ ≃ SWD2,∗,0 ⊗SWD2,0,0
S
W
D2,0,∗ in Corollary 3.2(2) and 1, we see that the right hand side of the diagram
is cartesian. We show 3. Since the morphism X → Hhalf is determined by the
induced mapping (radIF )C → Γ(X,OX), we could check that the morphisms
◦
D2 /W 2 → Hhalf in this diagram and (2.39) are same. Since the below row
arrows of (3.22) are a C∗-quotient of the above row arrows of (3.22), we
have a result. We show 4. The morphisms j4 :
◦
D2 //W 2 → D2//W 2 and
j4 : P(
◦
D2)/W 2 → P(D2)//W 2 could be defined by SWD2,0,∗ ⊂ π∗O
P(
◦
D2)/W 2
and SWD2,∗,∗ ⊂ π∗O ◦
D2/W 2
in Proposition 3.3(2)(b). By Proposition 5.6, j4 :
P(
◦
D2)/W 2 → P(D2)//W 2 is an open immersion and its image is open dense.
Thus j4 :
◦
D2 //W 2 → D2//W 2 is also an open immersion and its image is open
dense. The 5th assertion is a direct consequence of 2.
3.6 A tensor on the algebraic quotient space
We assert an existence of a tensor on an algebraic quotient space D2//W 2.
Proposition 3.5. There exists uniquely an element
I∗D2//W 2 ∈ Γ(D2//W 2, p∗ΘP(D2)//W 2 ⊗OD2//W2 p∗ΘP(D2)//W 2) (3.23)
such that
j∗4I
∗
D2//W 2 = I
∗
◦
D2/W 2
. (3.24)
We give a proof in §5.8.
By a uniqueness of I∗D2//W 2 and equations (2.40), (2.41), we have
ϕ(g)∗I∗D2//W 2 = I
∗
D2//W 2 (∀g ∈ A˜ut(R)), (3.25)
ψ(α)∗I∗D2//W 2 = α
−2I∗D2//W 2 (∀α ∈ C∗). (3.26)
4 Results
4.1 Frobenius
4.1.1 Definition of Frobenius manifold
We remind the definition of Frobenius manifold.
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Definition 4.1. ([5, p.146, Def. 9.1]) A Frobenius manifold is a tuple (M, ◦, e, E, J)
where M is a complex manifold of dimension ≥ 1 with holomorphic metric J
and multiplication ◦ on the tangent bundle, e is a global unit field and E is
another global vector field, subject to the following conditions:
1. the metric is invariant under the multiplication, i.e., J(X◦Y, Z) = J(X,Y ◦
Z) for local sections X,Y, Z ∈ ΘM ,
2. (potentiality) the (3, 1)-tensor∇◦ is symmetric (here, ∇ is the Levi-Civita
connection of the metric), i.e., ∇X(Y ◦ Z) − Y ◦ ∇X(Z) − ∇Y (X ◦ Z) +
X ◦ ∇Y (Z)− [X,Y ] ◦ Z = 0, for local sections X,Y, Z ∈ ΘM ,
3. the metric J is flat,
4. e is a unit field and it is flat, i.e. ∇e = 0,
5. the Euler field E satisfies LieE(◦) = 1 · ◦ and LieE(J) = D · J for some
D ∈ C.
4.1.2 Definition of Intersection form
Definition 4.2. ([3, p.191]) For a Frobenius manifold (M, ◦, e, E, J), we define
an intersection form I∗ : Ω1M × Ω1M → OM by
I∗(ω1, ω2) = J(E, J
∗(ω1) ◦ J∗(ω2)) (4.1)
where J∗ : Ω1M → ΘM is the isomorphism induced by J .
4.2 Conformal Frobenius structure and the intersection
form
4.2.1 Conformal Frobenius structure
We define a notion of conformal Frobenius manifold.
Definition 4.3. Let L
p→M be a C∗-bundle. Let (◦, e, E, J) be a tuple where
◦ ∈ Γ(L, p∗Ω1M ⊗OL p∗Ω1M ⊗OL p∗ΘM ), (4.2)
e ∈ Γ(L, p∗ΘM ), (4.3)
E ∈ Γ(L, p∗ΘM ), (4.4)
J ∈ Γ(L, p∗Ω1M ⊗OL p∗Ω1M ). (4.5)
We call a tuple (◦, e, E, J) a conformal Frobenius structure of p : L → M if it
satisfies the following conditions:
1. For C∗-action, we have
ψ(α)∗◦ = ◦, ψ(α)∗e = e, ψ(α)∗E = E, ψ(α)∗J = α2J (4.6)
where ψ(α) : L→ L is a C∗-action for α ∈ C∗.
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2. J is non-degenerate, i.e. J gives the isomorphism
J : p∗ΘM
∼→ p∗Ω1M . (4.7)
3. There exists an open covering M = ∪λ∈ΛMλ and sections ιλ : Mλ →
p−1(Mλ) such that a tuple (Mλ, ι
∗
λ◦, ι∗λe, ι∗λE, ι∗λJ) is a Frobenius manifold
for each λ ∈ Λ under the identifications
ι∗λp
∗Ω1M ≃ Ω1Mλ , ι∗λp∗ΘM ≃ ΘMλ . (4.8)
4.2.2 A good section
We deine a notion of a good section.
Definition 4.4. Let p : L→M be a C∗-bundle and (◦, e, E, J) be a conformal
Frobenius structure. Let U ⊂ M be an open set and ι : U → p−1(U) be a
section. Then we call (U, ι) a good section if (U, ι∗◦, ι∗e, ι∗E, ι∗J) is a Frobenius
manifold.
4.2.3 Intersection form
Definition 4.5. We define the intersection form I∗ ∈ Γ(L, p∗ΘM ⊗OL p∗ΘM )
of a conformal Frobenius structure (◦, e, E, J) by
I∗(ω1, ω2) = J(E, J
∗(ω1) ◦ J∗(ω2)), (4.9)
where we denote J∗ as an inverse of J defined in (4.7).
We remark that for a good section (U, ι), ι∗I∗ gives an intersection form for
a Frobenius manifold (U, ι∗◦, ι∗e, ι∗E, ι∗J).
4.3 Sufficient condition
We prepare a sufficient condition for the existence of a conformal Frobenius
structure with a given intersection form.
We first fix some notations. For a trivial C∗-bundle p : L→M , the following
data are equivalent:
1. L ≃M × C∗.
2. ι :M → L satisfying p ◦ ι = id.
3. C∗-equivariant morphism f : L→ C∗.
These are related as M × C∗ ≃ L, (x, α) 7→ α · ι(x) and L ≃ M × C∗, y 7→
(p(x), f(y)). We denote by ι(f) : M → L a section which corresponds to a
C∗-equivariant morphism f : L→ C∗.
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We denote
VM := Γ(M, (ΘM )
⊗l ⊗OM (Ω1M )⊗m), (4.10)
VL := Γ(L, (p
∗ΘM )
⊗l ⊗OL (p∗Ω1M )⊗m), (4.11)
V kL := {ω ∈ VL |ψ(α)∗ω = αkω}. (4.12)
We put
Ψ : VM → VL, ω 7→ p∗ω (4.13)
be a natural morphism. The following lemma is easy.
Lemma 4.6. Let p : L→M be a trivial C∗-bundle.
1. Ψ induces an isomorphism VM ≃ V 0L .
2. Let ι(f) be a section which corresponds to a C∗-equivariant morphism
f : L→ C∗. Then for any k ∈ Z, the following isomorphisms
VM ≃ V kL , ω 7→ fkp∗ω, (4.14)
V kL ≃ VM , ω 7→ ι(f)∗ω (4.15)
are inverse to each other.
3. Let g : L→ C∗ be a C∗-equivariant morphism. Then for ω ∈ V kL , we have
ι(g)∗ω = (f/g)kι(f)∗ω, (4.16)
where we regard f/g as a holomorphic function on M .
By a correspondence given in Lemma 4.6, we have a following sufficient
condition for a existence of a conformal Frobenius manifold with an intersection
form.
Proposition 4.7. Let p : L→ M be a trivial C∗-bundle. Let ι(f) be a section
which corresponds to a C∗-equivariant morphism f : L → C∗. Let I∗ be an
element of Γ(L, p∗ΘM ⊗OL p∗ΘM ) with ψ∗(α)I∗ = α−2I∗ for α ∈ C∗. We
assume that (M, ◦, e, E, J) is a Frobenius manifold with an intersection form
ι∗I∗. Then (p∗◦, p∗e, p∗E, f2p∗J) gives a conformal Frobenius structure with an
intersection form I∗.
4.4 Existence of a conformal Frobenius structure
We assert the existence of a conformal Frobenius structure of p : D2//W 2 →
P(D2)/W 2 with suitable conditions.
We first define a Euler operator on P(D2)//W 2. For a local section f of
OP(D2)//W 2 , we put
EP(D2)//W 2f :=
−1
c1
1
2π
√−1 limt→0
ϕ(ρ(t))∗f − f
t
. (4.17)
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Then EP(D2)//W 2 gives a holomorphic vector field on P(D
2). For the oriented
elliptic root system with ΛZ 6= ∅, the condition c1 > c2 is called “codimension
1” in [11], where c1 and c2 are defined in Theorem 3.1.
Theorem 4.8. If the oriented elliptic root system with ΛZ 6= ∅ satisfies the
condition of codimension 1, then there exists a conformal Frobenius structure
(◦, e, E, J) of p : D2//W 2 → P(D2)//W 2 satisfying the following properties:
1. Its intersection form coincides with I∗D2//W 2 .
2. Its Euler field coincides with EP(D2)//W 2 under the identification of Lemma
4.6(1).
For a proof, we give it in §5.9.
4.5 Uniqueness of a conformal Frobenius structure
We assert that a conformal Frobenius structure of p : D2//W 2 → P(D2)//W 2
is unique up to C∗ multiplication under some conditions.
Theorem 4.9. Let (◦, e, E, J), (◦′, e′, E, J ′) be conformal Frobenius structures
of p : D2//W 2 → P(D2)/W 2 which satisfies conditions of 1 and 2 of Theorem
4.8. We also assume that they have global good sections. Then there exists
c ∈ C∗ such that
(◦′, e′, E, J ′) = (c−1◦, ce, E, c−1J). (4.18)
For a proof, we give it in §5.11.
4.6 Good sections
We classify good sections of a conformal Frobenius structure of Theorem 4.8.
Proposition 4.10. We fix a conformal Frobenius structure of p : D2//W 2 →
P(D2)//W 2.
1. For any f ∈ (radIF )C\{0}, it defines f : D2//W 2\{f = 0} → C∗ and the
corresponding section ι(f) : P(D2)//W 2 \ p({f = 0}) → D2//W 2 \ {f =
0}. Then ι(f) is a good section.
2. Let (U, ι) be a good section of this conformal Frobenius structure. Then
the exists uniquely an element f ∈ (radIF )C \ {0} such that ι = ι(f)|U .
For a proof, we give it in §5.12.
4.7 The automorphism group action
We discuss a transformation of a conformal Frobenius structure by the action
of A˜ut(R) on D2//W 2.
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Proposition 4.11. We fix a conformal Frobenius structure (◦, e, E, J) of p :
D2//W 2 → P(D2)//W 2. Then there exists the group homomorphism
χ : A˜ut(R)→ C∗ (4.19)
such that
(ϕ(g)∗◦, ϕ(g)∗e, ϕ(g)∗E,ϕ(g)∗J) = (χ(g)−1◦, χ(g)e, E, χ(g)−1J) (4.20)
for any g ∈ A˜ut(R).
Proof. We fix g ∈ A˜ut(R). We see that (ϕ(g)∗◦, ϕ(g)∗e, ϕ(g)∗E,ϕ(g)∗J) is a
conformal Frobenius structure of p : D2//W 2 → P(D2)//W 2 with intersection
form ϕ(g)∗I∗D2//W 2 . By (3.25), we have ϕ(g)
∗I∗D2//W 2 = I
∗
D2//W 2 . Since
E = EP(D2)//W 2 and EP(D2)//W 2 is a center of A˜ut(R), we have ϕ(g)
∗E = E.
Then by a uniqueness of Theorem 4.9, we see that
(ϕ(g)∗◦, ϕ(g)∗e, ϕ(g)∗E,ϕ(g)∗J) = (c(g)−1◦, c(g)e, E, c(g)−1J). (4.21)
for some c(g) ∈ C∗. Since ϕ(g)∗e = c(g)e and e 6= 0, c(g) is uniquely determined
and c(g) satisfies c(gg′) = c(g)c(g′). We put χ(g) := c(g). Then we have a
result.
5 Proofs
5.1 Domains for a signed marking
Hereafter we fix an element a ∈ ΛZ. We take b ∈ radIF such that a, b is an
oriented basis. We put
Da := {x ∈ D | 〈a, x〉 = 1 }, (5.1)
D2a := Da ∩D2, (5.2)
Ha := {x ∈ Hhalf | 〈a, x〉 = 1 }, (5.3)
F aC := {x ∈ F 2C | IF 2
C
(a, x) = 0 }, (5.4)
(F aC )
∗ := HomC(F
a
C ,C), (5.5)
D1a := {x ∈ (F aC )∗ | 〈a, x〉 = 1, Im〈b, x〉 > 0 }. (5.6)
The spaces Da, D
2
a and D
1
a are complex manifolds with natural W
2-action and
KC-action. The space D
1
a does not depend on the choice of b ∈ radIF .
Remark 5.1. We remark that F a
C
gives a complexification of a hyperbolic ex-
tension defined in [11]. Thus D1a corresponds to a space E˜ defined in [11].
19
We have a natural diagram:
D1a
f2←−−−− Da f1←−−−− D2a −−−−→ Ha
i
y i
y i
y
D
j1←−−−− D2 −−−−→ Hhalf
p
y
yp
P(D2) −−−−→ P(Hhalf)
. (5.7)
All three squares are cartesian. This diagram isW 2-equivariant andKC-equivariant.
We also remark that the morphisms
f2 ◦ f1 : D2a → D1a, p ◦ i : D2a → P(D2) (5.8)
are isomorphisms.
5.2 A tensor on the domain
We define holomorphic metrics on D2a and D
1
a. We put
ID2a := i
∗j∗1ID ∈ Γ(D2a,Ω1D2a ⊗OD2a Ω
1
D2a
), (5.9)
ID1a := (f2 ◦ f1)∗ID2a ∈ Γ(D1a,Ω1D1a ⊗OD1a Ω
1
D1a
). (5.10)
By a proof of Proposition 2.7, ID2a is non-degenerate. Since f2 ◦ f1 is an isomor-
phism, ID1a is also non-degenerate. We define their duals:
I∗D2a ∈ Γ(D
2
a,ΘD2a ⊗OD2a ΘD2a), (5.11)
I∗D1a ∈ Γ(D
1
a,ΘD1a ⊗OD1a ΘD1a). (5.12)
We remark that I∗D1a
is W 2-invariant. The following Proposition gives a charac-
terization of the tensor I∗D1a
.
Proposition 5.2. For any x ∈ D1a, we have a canonical isomorphism T ∗xD1a ≃
F a
C
/Ca and we have a commutative diagram:
(I∗D1a
)x : T
∗
xD
1
a × T ∗xD1a −−−−→ Cx
x
∥∥∥
IFa
C
/Ca : F
a
C
/Ca×F a
C
/Ca −−−−→ C
, (5.13)
where IFa
C
/Ca is a C-bilinear mapping induced from IF 2
C
.
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Proof. Take y ∈ D2a such that f2 ◦ f1(y) = x. Then we have
TxD
1
a
(f2)∗←−−−− Tf1(y)Da
(f1)∗←−−−− TyD2a
i∗
y
Ti◦f1(y)D
(5.14)
and a canonical isomorphisms:
TxD
1
a
(f2)∗←−−−− Tf1(y)Da i∗−−−−→ Ti◦f1(y)D
≀
x ≀
x ≀
x
(F a
C
/Ca)∗ ←−−−− (F 2
C
/Ca)∗ −−−−→ (F 2
C
)∗
. (5.15)
From this, we have
ker[(f2)∗ : Tf1(y)Da → TxD1a] = rad(i∗ID)f1(y). (5.16)
Then (i∗ID)f1(y) induces a C-bilinear form on TxD
1
a. We see easily that it
coincides with ID1a because ID1a could be written as (f2 ◦ f1)∗f∗1 i∗ID.
Remark 5.3. By this Proposition, we see that a tensor I∗D1a
coincides with a
tensor I∗
E˜
defined in [11] under the identification D1a ≃ E˜.
Remark 5.4. We also comment of a relation to the work [12]. In the diagram
(5.7), the group A˜ut(R) acts on p : D2 → P(D2). But by g ∈ A˜ut(R), D2a goes
to D2g(a). So we do not have a natural A˜ut(R) action on D
2
a nor D
1
a. By the
identification of D2a and D
1
a with P(D
2), we have an A˜ut(R)-action on D2a and
D1a. Then the tensors I
∗
D2a
and I∗D1a
admit a conformal transformation by this
action. This explains the reason of the appearance of a conformal transformation
in the work of [12].
5.3 Open subset of the domain and its analytic Weyl group
quotient space
We put
◦
D2a:= {x ∈ D2a | 〈α, x〉 6= 0 (∀α ∈ R) }, (5.17)
◦
D1a:= {x ∈ D1a | 〈α, x〉 6= 0 (∀α ∈ R) }. (5.18)
The group W 2 acts on
◦
D2a,
◦
D1a and we have a diagram:
◦
D1a ←−−−−
◦
D2a −−−−→ P(
◦
D2)y
y
y
D1a
f2◦f1←−−−− D2a
p◦i−−−−→ P(D2)
(5.19)
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which is W 2-equivariant.
Proposition 5.5. The groupW 2 acts on
◦
D1a,
◦
D2a, P(
◦
D2) properly discontinuous
and fixed point free.
Proof. We need only to show it for
◦
D1a. By Remark (5.1), we should prove for
the domain E˜ in [11]. It is proved in [11].
5.4 A tensor on the analytic Weyl group quotient
Since j3 :
◦
D2a→
◦
D2a /W
2 and j3 :
◦
D1a→
◦
D1a /W
2 are e´tale, there exist uniquely
I∗◦
D2a/W
2
∈ Γ(
◦
D2a /W
2,Θ ◦
D2a/W
2
⊗O ◦
D2a/W
2
Θ ◦
D2a/W
2
), (5.20)
I∗◦
D1a/W
2
∈ Γ(
◦
D1a /W
2,Θ ◦
D1a/W
2
⊗O ◦
D1a/W
2
Θ ◦
D1a/W
2
) (5.21)
such that
I∗◦
D2a
= j∗3I ◦
D2a/W
2
, I∗◦
D1a
= j∗3I ◦
D1a/W
2
. (5.22)
5.5 Weyl group invariant ring
By the diagram (5.7), we regard
◦
D2a,
◦
D1a and Ha as P(Hhalf )-objects and we
denote the structure morphisms by π. We put
S
W
D2a,m
(U) := {f ∈ π∗OD2a(U) |ϕ(g)∗f = f (∀g ∈ W 2), (5.23)
ϕ(ρ(t))∗f = e−2piimtf (∀t ∈ C) },
S
W
D1a,m
(U) := {f ∈ π∗OD1a(U) |ϕ(g)∗f = f (∀g ∈ W 2), (5.24)
ϕ(ρ(t))∗f = e−2piimtf (∀t ∈ C) },
S
W
Ha
:= π∗OHa (5.25)
for an open set U ⊂ P(Hhalf ). We define the OP(Hhalf )-graded algebras by
S
W
D2a,∗
:= ⊕m∈ZSWD2a,m, S
W
D1a,∗
:= ⊕m∈ZSWD1a,m. (5.26)
5.6 Reduction of a proof of Theorem 3.1 to the previous
works
Since OP(Hhalf )-graded algebras SWD2a,∗, S
W
D1a,∗
and SWD2,0,∗ are isomorphic, we
need only to show Theorem 3.1 for SWD1a,∗, which is already shown in [1], [2], [4],
[7], [8], [14].
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5.7 Algebraic Weyl group quotient spaces
We define the Weyl group quotient spaces by
D2a//W
2 := SpecanSWD2a,∗, (5.27)
D1a//W
2 := SpecanSWD1a,∗. (5.28)
These spaces are related to the spaces which we defined in the previous sections.
Proposition 5.6. 1. We have a canonical isomorphism:
Ha ≃ SpecanSWHa . (5.29)
2. We have a following natural diagram:
◦
D1a /W
2 j4−−−−→ D1a//W 2 −−−−→ Ha
f2◦f1
x f2◦f1
x
∥∥∥
◦
D2a /W
2 j4−−−−→ D2a//W 2 −−−−→ Ha
i
y i
y i
y
◦
D2 /W 2
j4−−−−→ D2//W 2 −−−−→ Hhalf
p
y p
y p
y
P(
◦
D2)/W 2
j4−−−−→ P(D2)//W 2 −−−−→ P(Hhalf )
. (5.30)
These squares are all cartesian.
3. j4 are all open immersion and the image is open dense.
4. By Proposition 3.4(5), a ∈ ΛZ defines a C∗-equivariant morphism a :
D2//W 2 → C∗. By a correspondence in §4.3 it defines a section ι(a) :
P(D2)//W 2 → D2//W 2. We have ι(a) = i ◦ (p ◦ i)−1.
Proof. A proof of 1,2 are parallel to Proposition 3.4. For a proof of 3, we should
only prove it for j4 :
◦
D1a /W
2 → D1a//W 2. By the identification in Remark 5.1,
we reduce it to the corresponding result, which is shown in [11]. See also (3.12)
and below of [13]. The 4th assertion is a direct consequence of 2.
5.8 Proof of Proposition 3.5
Proposition 5.7. There exists uniquely
I∗D2a//W 2 ∈ Γ(D
2
a//W
2,ΘD2a//W 2 ⊗OD2a//W2 ΘD2a//W 2), (5.31)
I∗D1a//W 2 ∈ Γ(D
1
a//W
2,ΘD1a//W 2 ⊗OD1a//W2 ΘD1a//W 2) (5.32)
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such that
j∗4I
∗
D2a//W
2 = I∗◦
D2a/W
2
, j∗4I
∗
D1a//W
2 = I∗◦
D1a/W
2
. (5.33)
Proof. For the existence of I∗D1a//W 2
, we proved in [13] under the identification
in Remark 5.1, 5.3. We put
I∗D2a//W 2 := (f2 ◦ f1)
∗I∗D1a//W 2 . (5.34)
Then we have the result.
We define a tensor I∗D2//W 2 by
I∗D2//W 2 := a
−2p∗((p ◦ i)−1)∗I∗D2a//W 2 . (5.35)
Then we have
j∗4I
∗
D2//W 2 = j
∗
4a
−2p∗((p ◦ i)−1)∗I∗D2a//W 2
= a−2p∗((p ◦ i)−1)∗j∗4I∗D2a//W 2
= a−2p∗((p ◦ i)−1)∗I∗◦
D2a/W 2
= a−2p∗((p ◦ i)−1)∗i∗I∗◦
D2/W 2
= a−2p∗(i ◦ (p ◦ i)−1)∗I∗◦
D2/W 2
= a−2p∗ι(a)∗I∗◦
D2/W 2
= I∗◦
D2/W 2
,
where we use the correspondence in Lemma 4.6 for the last equality.
Since
◦
D2 //W 2 is open dense in D2//W 2, the uniqueness of I∗D2//W 2 is
apparent. Thus we obtain a proof of the Proposition 3.5. From the definition
of I∗D2//W 2 , we have the following easy consequence.
Corollary 5.8. By the identification i∗p∗ΘP(D2)//W 2 ≃ ΘD2a//W 2 , we have
i∗I∗D2//W 2 = I
∗
D2a//W
2 . (5.36)
5.9 Proof of Theorem 4.8
. By the identification in Remark 5.1 and 5.3, we have a following result by [13].
Theorem 5.9. The space D1a//W
2 has a structure of Frobenius manifold (D1a//W
2, ◦, e, E, J)
whose intersection form is I∗D2a//W 2
and E = ED1a//W 2 , where we define ED1a//W 2
by
ED1a//W 2f :=
−1
c1
1
2π
√−1 limt→0
ϕ(ρ(t))∗f − f
t
(5.37)
for a local section f ∈ OD1a//W 2 . We also assert that
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1. J(e) ∈ C∗d(b/a),
2. d(b/a) is flat for I∗D1a//W 2
where we regard b/a as a holomorphic function on D1a//W
2.
Here we identify the operator ED1a//W 2 with the operator in [13] by the
Remark 2.6.
By the isomorphims
D1a//W
2 f2◦f1←− D2a//W 2
p◦i−→ P(D2)//W 2 (5.38)
in the diagram (5.30), we introduce the structure of Frobenius manifold on
P(D2)//W 2. Its Euler field is EP(D2)//W 2 because the diagram (5.30) is KC-
equivariant. Its intersection form is
{(p ◦ i)−1}∗(f2 ◦ f1)∗I∗D1a//W 2
={(p ◦ i)−1}∗I∗D2a//W 2 (∵ (5.34))
={(p ◦ i)−1}∗i∗I∗D2//W 2 (∵ Corollary 5.8)
=ι(a)∗I∗D2//W 2 (∵ Proposition 5.6(4)).
Then by Proposition 4.7, we have a proof of Theorem 4.8.
5.10 Deformation of holomorphic flat metric
We give two Propositions. First is well-known and could be proved directly.
Proposition 5.10. Let M be a complex manifold with dimension n ≥ 3. Let
g, g′ be flat holomorphic metrics on the complex manifold M satisfying
g′ = σ2g (5.39)
for a nowhere-vanishing holomorphic function σ. Then σ must be of the form
1. σ−1 is constant,
2. σ−1 =
∑
ij gij(x
i−ci)(xj−cj) for a flat coordinate x1, · · · , xn with respect
to g and ci (1 ≤ i ≤ n)
3. σ−1 = c−∑i bixi for c, bi ∈ C (1 ≤ i ≤ n) satisfying g∗(dσ−1, dσ−1) = 0
for a dual metric of g.
The following proposition is a Frobenius manifold version of the above propo-
sition.
Proposition 5.11. Let (M, ◦, e, E, J) be a Frobenius manifold with dimM ≥ 3,
J(e, e) = 0. Let σ :M → C∗ be a holomorphic function.
(1) (M, ◦, e, E, Jσ := σ2J) is a Frobenius manifold if and only if σ is homoge-
neous with respect to E and d(σ−1) = cJ(e) for some c ∈ C.
(2) If LieEJ = D · J , then LieE(σ2J) = (2−D)σ2J .
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Proof. We give a proof “if” part of (1). We check the conditions of Frobenius
manifold. For a property of multiplication invariance of metric :
Jσ(X ◦ Y, Z) = Jσ(X,Y ◦ Z), (5.40)
it is O.K. by J(X ◦ Y, Z) = J(X,Y ◦ Z).
For a property of potentiality, we should prove that
∇σX(Y ◦ Z)−∇σY (X ◦ Z) +X ◦ ∇σY (Z)− Y ◦ ∇σX(Z)− [X,Y ] ◦ Z = 0 (5.41)
for the Levi-Civita connection ∇σ for a metric Jσ.
Let ∇ be the the Levi-Civita connection for a metric J . Since the relation
of ∇σ and ∇ are known as
∇σX(Y )−∇X(Y ) = α(X)Y + (X ∧ U)(Y ) (5.42)
where
α :=
dσ
σ
, U := J(α), (X ∧ Y )(Z) := J(Y, Z)X − J(X,Z)Y. (5.43)
The equation (5.41) holds if we replace ∇σ with ∇. Then we have
LHS of (5.41)
=α(X)(Y ◦ Z) + (X ∧ U)(Y ◦ Z)− α(Y )(X ◦ Z)− (Y ∧ U)(X ◦ Z)
+X ◦ (α(Y )Z) +X ◦ [(Y ∧ U)(Z)]− Y ◦ (α(X)Z)− Y ◦ [(X ∧ U)(Z)]
=(X ∧ U)(Y ◦ Z)− (Y ∧ U)(X ◦ Z) +X ◦ [(Y ∧ U)(Z)]− Y ◦ [(X ∧ U)(Z)]
=J(U, Y ◦ Z)X − J(U,X ◦ Z)Y − J(Y, Z)X ◦ U + J(X,Z)Y ◦ U.
Here we used the property that a product ◦ is function linear, commutative.
We also used that a metric J is multiplication invariant.
Since U = −c σ e, we have J(U, Y ◦Z)X = J(Y, Z)X ◦U and J(U,X ◦Z)Y =
J(X,Z)Y ◦ U . Thus we see that (5.41) holds.
For a property of flatness for Jσ, we remind the relation between the cur-
vature tensor of J and Jσ. Let R (resp. R
σ) be a curvature tensor of J (resp.
Jσ). Then
Rσ(X,Y ) = R(X,Y )− (B(X) ∧ Y +X ∧B(Y )), (5.44)
where B(X) := −α(X)U +∇X(U) + 12α(U)X , with α,U are defined in (5.43).
We have R(X,Y ) = 0 since J is flat.
In order to show that B(X) = 0, we show that α(U) = 0 and −α(X)U +
∇X(U) = 0. The former part is as follows. α(U) = J(U,U) = c2σ2J(e, e).
Since J(e, e) = 0, we have α(U) = 0. The latter part is as follows. −α(X)U +
∇X(U) = X(σ
−1)
σ−1 U +∇X(U) = σ∇X(σ−1U) = −c σ∇X(e) = 0. Thus we have
B(X) = 0. Thereby Rσ(X,Y ) = 0.
For a property ∇σe = 0, we use the equation
∇σX(e)−∇X(e) = α(X)e+(X∧U)(e) = J(U,X)e+J(U, e)X−J(X, e)U. (5.45)
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First we have ∇X(e) = 0. Since U = −c σ e, we have J(U,X)e− J(X, e)U = 0.
Since J(U, e) = −c σ(e, e) = 0, we have ∇σe = 0.
For a property of homogeneity conditions LieE(Ja) = Ja, we obtain it be-
cause LieE(J) = J and LieE(σ) = 0.
We give a proof of “only if” part of (1). We assume that (M, ◦, e, E, Jσ) is
a Frobenius manifold.
We first show that U = fe for some f ∈ Γ(M,OM ). By the conditions
∇Xe = ∇σXe = 0 and (5.45), we have
J(U,X)e+ J(U, e)X − J(X, e)U = 0. (5.46)
We substitute X = e, we have 2J(U, e)e = 0. Since e 6= 0, we have J(U, e) = 0.
By (5.46), we have J(U,X)e = J(X, e)U . Since J is non-degenerate and flat,
we take X such that J(X, e) is non-zero constant. Then we have U = fe for
some f ∈ Γ(M,OM ).
We show that U = −c σ e for some c ∈ C. By (5.44), we have
B(X) ∧ Y +X ∧B(Y ) = 0. (5.47)
We could easily check that if dimM ≥ 3 then (5.47) implies that B(X) = 0.
Since U = fe, α(U) = J(U,U) = f2J(e, e) = 0. Thus we have −α(X)U +
∇X(U) = 0. Since −α(X)U + ∇X(U) = σ∇X(σ−1U) = σ∇X(σ−1fe) =
σX(σ−1f)e, we have σ−1f = −c for some c ∈ C. Thus we have a result.
For a proof of (2), we see that LieE(J(e)) = (D − 1)J(e). Then we have
LieE(σ) = (1−D)σ and LieE(σ2J) = (2− 2D+D)(σ2J) = (2−D)(σ2J).
Corollary 5.12. For a conformal Frobenius manifold (◦, e, E, J) of a C∗-bundle
p : L→M , we assume that ι(f) is a good section for a C∗-equivariant morphism
f : L→ C∗. For g : L→ C∗: a C∗-equivariant morphism, ι(g) is a good section
if and only if
d((f/g)−1) = c(ι(f)∗J)(ι(f)∗e) (5.48)
for some c ∈ C.
Proof. Since ι(g)∗J = (f/g)2ι(f)∗J by Lemma 4.6, we obtain the result.
5.11 Proof of Theorem 4.9
We may assume that (◦, e, E, J) be a conformal Frobenius structure constructed
in §5.9. Then it has a good section ι(a). Let h : D2//W 2 → C∗ be a C∗-
equivariant mapping whose section ι(h) is a good section of (◦′, e′, E, J ′).
Lemma 5.13. By the embedding (radIF )C →֒ Γ(D2//W 2,OD2//W 2) in Propo-
sition 3.4(4), h is the image of this embedding.
Proof. On P(
◦
D2)//W 2, ι(h)∗I∗D2//W 2 and ι(a)
∗I∗D2//W 2 are non-degenerate dual
metric. Also they are flat because the intersection form of the Frobenius mani-
fold is flat ([3, p.191]).
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Since
ι(h)∗I∗D2//W 2 = (a/h)
−2ι(a)∗I∗D2//W 2 (5.49)
by Lemma 4.6, we apply Proposition 5.10 and we see (h/a) must be constant
or suitable quardic or a suitable affine function with respect to flat coordinates
for ι(a)∗I∗D2//W 2 . Also h/a must be an element of S
W
D2,0,∗ because the tensors
ι(h)∗I∗D2//W 2 and ι(a)
∗I∗D2//W 2 are homogeneous.
By the isomorphism P(D2)//W 2 ≃ D1a//W 2 of the diagram (5.30), ι(a)∗I∗D2//W 2
corresponds to I∗D1//W 2 on D
1//W 2. Since flat coordinates for I∗D1//W 2 is an
affine coordinate of D1, we see that h/a must be of the form x(b/a)a + y for
b ∈ (radIF )C \ Ca and x, y ∈ C. Thus we have a result.
We remind the fact. For a Frobenius manifold (M, ◦, e, E, J) with intersec-
tion form I∗, we put
FM (v) := {ω ∈ Ω1M |Lievω = 0 } (5.50)
for v ∈ Γ(M,ΘM ). In [13, Proposition 5.1], we have shown the fact that
e2I∗(ω1, ω2) = 0, (5.51)
eI∗(ω1, ω2) = J
∗(ω1, ω2) (5.52)
for ω1, ω2 ∈ FM (e). We have a following Lemma.
Lemma 5.14. For a conformal Frobenius structure (◦′, e′, E, J ′), we have
(ι(a)∗e′)2[ι(a)∗I∗D2//W 2(ω1, ω2)] = 0 (5.53)
for ω1, ω2 ∈ FP(D2)//W 2(ι(a)∗e′).
Proof. Since (P(D2)//W 2, ι(h)∗◦′, ι(h)∗e′, ι(h)∗E, ι(h)∗J ′) is a Frobenius man-
ifold with intersection form ι(h)∗I∗D2//W 2 , we have
(ι(h)∗e′)2[ι(h)∗I∗D2//W 2(η1, η2)] = 0 (5.54)
for η1, η2 ∈ FP(D2)//W 2(ι(h)∗e′) by (5.51).
Since ι(a)∗e′ = ι(h)∗e′ and ι(a)∗I∗D2//W 2 = (h/a)
−2ι(h)∗I∗D2//W 2 by Lemma
4.6, we have
(ι(a)∗e′)2[ι(a)∗I∗D2//W 2(ω1, ω2)]
=(ι(h)∗e′)2[(h/a)−2ι(h)∗I∗D2//W 2(ω1, ω2)]
=(h/a)−2(ι(h)∗e′)2[ι(h)∗I∗D2//W 2(ω1, ω2)]
=0
for ω1, ω2 ∈ FP(D2)//W 2(ι(a)∗e′), where we used the fact that (ι(h)∗e′)(h/a) = 0
because its degree is negative with respect to the Euler field ι(h)∗E by Lemma
5.13.
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Lemma 5.15. There exists c ∈ C∗ such that e′ = ce, J ′ = c−1J .
Proof. Since (P(D2)//W 2, ι(a)∗◦, ι(a)∗e, ι(a)∗E, ι(a)∗J) is a Frobenius manifold
with intersection form ι(a)∗I∗D2//W 2 , we have
(ι(a)∗e)2[ι(a)∗I∗D2//W 2(ω1, ω2)] = 0 (5.55)
for ω1, ω2 ∈ FP(D2)//W 2(ι(a)∗e) by (5.51).
As we have seen in [11], a non-singular vector field v ∈ D1//W 2 of degree
−1 satisfying
v2I∗D1a//W 2(ω1, ω2) = 0 (5.56)
for ω1, ω2 ∈ FD1a//W 2(v) is unique up to C∗-multiplication, see also [13, (4.13)].
By Lemma 5.14 and (5.55), we have ι(a)∗e′ = cι(a)∗e for some c ∈ C∗.
By (5.52), we have
(ι(h)∗e′)(ι(h)∗I∗D2//W 2)(ω1, ω2) = (ι(h)
∗J ′)∗(ω1, ω2) for ω1, ω2 ∈ FP(D2)//W 2(ι(h)∗e′),
(ι(a)∗e)(ι(a)∗I∗D2//W 2)(ω1, ω2) = (ι(a)
∗J)∗(ω1, ω2) for ω1, ω2 ∈ FP(D2)//W 2(ι(a)∗e).
Since ι(h)∗e′ = ι(a)∗e′ = cι(a)∗e, we have F(ι(h)∗e′) = F(ι(a)∗e). Then we
have
(ι(a)∗J)∗(ω1, ω2)
=(ι(a)∗e)(ι(a)∗I∗D2//W 2)(ω1, ω2)
=c−1(ι(h)∗e′)[(h2/a2)ι(h)∗I∗D2//W 2 ](ω1, ω2)
=c−1(h2/a2)(ι(h)∗J ′)∗(ω1, ω2)
=c−1(ι(a)∗J ′)∗(ω1, ω2)
for ω1, ω2 ∈ F(ι(a)∗e). Since F(ι(a)∗e) is sufficient to determine the tensor
([11]), we have (ι(a)∗J)∗ = c−1(ι(a)∗J ′)∗. By the correspondence of Lemma
4.6, we have e′ = ce and J ′ = c−1J .
Lemma 5.16. ι(a) is a good section of (◦′, e′, E, J ′).
Proof. By Lemma 5.13, h ∈ (radIF )C. By Theorem 5.9, d(b/a) = const.(ι(a)∗J)(ι(a)∗e).
Thus we have d(h/a) = c1(ι(a)
∗J)(ι(a)∗e) for some c1 ∈ C. Then we have
d[(h/a)−1] = −(h/a)−2d(h/a)
= −(h/a)−2[c1(ι(a)∗J)(ι(a)∗e)]
= −c1(ι(h)∗J)(ι(h)∗e)
= −c1(ι(h)∗J ′)(ι(h)∗e′) (∵ Lemma 5.15).
Since ι(h) is a good section, we apply the Corollary 5.12, then we have a result.
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We give a proof of Theorem 4.9. Then (P(D2)//W 2, ι(a)∗◦, ι(a)∗e, ι(a)∗E, ι(a)∗J)
and (P(D2)//W 2, ι(a)∗◦′, ι(a)∗e′, ι(a)∗E, ι(a)∗J ′) are Frobenius manifolds whose
intersection forms are ι(a)∗I∗D2//W 2 . Since we proved in [13] that Frobenius
manifold structure whose intersection form is I∗D1a//W 2
and Euler field ED1a//W 2
is unique up to C∗ on D1a//W
2, we also have
(ι(a)∗◦, ι(a)∗e, ι(a)∗E, ι(a)∗J) = (c−1ι(a)∗◦′, cι(a)∗e′, ι(a)∗E, c−1ι(a)∗J ′)
(5.57)
for some c ∈ C∗. By the correspondence in Lemma 4.6, we obtain the result.
5.12 Proof of Proposition 4.10
By a uniqueness of a conformal Frobenius structure, we may assume that
(◦, e, E, J) is a conformal Frobenius structure constructed in §5.9. Then (ι(a)∗J)(ι(a)∗e)
equals to d(b/a) up to a constant multiple by Theorem 5.9. Since ι(a) is a good
section, we apply Corollary 5.12 and we have a result.
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