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Abstract. A useful method to derive limit results for partial maxima and record values of inde- 
pendent, identically distributed random variables is to start from one specific probability dis- 
tribution and to extend the result for this distribution to a class of distributions. This method 
involves an extended theory of regularly varying functions. In this paper, equi-valence lasses of 
regularly varying functions (in the extended sense) are studied, which is relevant o the prob- 
lems mentioned above. 
a htroduction 
Regularly varying functions have proven useful in many areas. An ex- 
tension of the theory of regular variation has been introduced in [3] and 
applied to the weak convergence of partial maxima of a slequence of in- 
dependent identically distributed random variables. The class of regularly 
varying functions in the extended sense is called the class I’. Also of in- 
terest is the class of inverse functions of II This class is clJled II. 
Both classes I’ and TI appear in a natural way when dealing with weak 
convergence and laws of the iterated logarithm for sequences of partial 
maxima and sequences of record values (observations 1a;ger than any or 
the previous ones) of independent, identically distributed randorti va 
ables. 
In Section 1, we introduce the classes I? and 11 and give so 
nary results. The classes l? and can be partitioned in a natural 
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equivalence classes. This partitioning is discussed in Sections 2 and 3. i;l 
Section 4, some applications in probability theory are mentioned. 
1. The classes IT an 
One of the interesting features of the theory of regularly varying funo 
tions is that the definition of regular variation can be expressed in three 
apparently different but equivalent forms. This is also true for the ex- 
tended concept of regular variation defining the class I’. We first quote 
the results for both classes. As the extended theory of regular variation 
h.as been developed only for nondecreasing functions, we restrict our 
attention to those functions. 
Theorem 1 .l (Karamata [ 61). Suppose U : R+ + R+ is nondecreasing. 
Let p > 0 The following statement.9 are eauivalcnt and define the class - l . 
of p-varying functions: 
(1)ForaNx > 0, 
lim { U(tx)/U(t)} = xp . 
t+= 
(2) ,Ilk&Y(,dT U(t)dt) =p+ 1. 
There exist functions a : R+ + R and c : R+ + R+ and a positive 
constant co with 
lim c(x) = cO ,
X-+W 
lim a(x) = p , 
X-+W 
such that for all x > 0, 
U(x) = c(x)exp j t-l a(t)dt . 1 1 
eorem 1.2 [ 3, Theorem 1.5.3]. Suppose U : -b R+ is nondecreasing. 
Th;- following statements are equivalent and define the class I’: 
(1) There exists a positive function f such that for all real x, 
lim ‘Ct +xf(t)) = 8 
t-+QQ wo l 
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U(x) I (sx U(t) dt 
I \o 
(3) There exist real-valued functions c(x), e(x) and b(x) avrd a real 
constant c with 
c(x) > 0, lim c(x) = c > 0 , 
x-+- 
lim e(x)=O, 
x5-*- 
S 
b(t) dt> 0, lim b(x) = 0 9 
0 x+oQ 
such that for all real x, 
U(x) = c(x) exp 1 
o 
1 + E(t) dl] . 
,A b(s) ds 
Remark 1.3. (i) If (1) holds, then (1) is also true with 
- f(t) = (U(t)}-l j U(s) ds for t > 0 . 
0 
(ii) If (2) holds, then (3) is true with 
b(x) = 1 - U(t) dt forx> 1 . 
(iii) If (3) holds, then (1) is true with 
f(x) = i b(t) dt. 
0 
The class of auxiliary fu~z~ti~~ . 
represented as 
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f(x) = (1 + e(x))-’ b(t) dt , 
0 
where the functions E and b satisfy the requirements of Theorem 1.2(3). 
emark 1 S. It can be shown that any auxiliary function f is asymptotic 
to a differentiable function for which the derivative tends to zero as 
x + 00. So the representation in Theorem 1.2 (3) can be written as (cf. 
13, Theorem 2,531) 
* ’ 1 + E(t) & $ f(t) 9 
0 
1 
where the functions c(x j and e(x) are as in Theorem 1.2, f(x) is positive 
and differentiable and limX,, f’(x) = 0. 
There are two connections between the class l? and the nondecreaing 
regularly varying functions. If U E I’, then 
li*n (/o ~ 5o ifx > 1, 
f+oo U(t) ( 0 ifx<O, 
a property which is called rapid variation. On the other hand, if U satis- 
fies Theorem 1.2 ( 1) with auxiliary function f(x) = p-l > 0 (for x > 0), 
then U*(x) = U(log x) is P-varying. So after a transformation, the p- 
varying functions form a subclass of I’. For this class a special version of y 
Theorem 1.2, namely Theorem 1.1, is available. In Section 2 we will 
obtain special versions of Theorem 1.2 for other subclasses of r. 
It is known that the inverse of a p-varying function is a p-l-varying 
function [3, p. 221. The inverses of functions from r do not belong to 
r but form a class which is of interest in its own right. We will call this 
class II. For this class the following analogue of Theorem 1.2 holds. 
eorem 1. [ 3, Theorem 1.4.11. Suppose V : I%+ + is nondecreasing 
and lim,,, V(x) = *. The following statements are equivalent and de- 
fine the class 
(1) There exist functions b : 
aN positive x, 
+ such that for 
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li* “Ctx) - b(t) = l*g * -- 
40 
. 
t-, 00 
(2) ~~~((%s2dV(s))l(xjsdV(s) 
(3) There e,xists a sZowly varying function h such that 
V(x) = h(x) + j t-l h(t) dt. 
1 
Remark 1.7. (i) If (1) holds, then (1) is also true with h(t) = U(t) and 
a(t) = U(t e) - U(t). 
(ii) If (1) holds, then (3) is true with 
h(x) = U(x) - x-l J U(t) dt . 
1 
(iii) If (3) holds, then ( 1) is true with a = h. 
orollary 1.8. The class of auxiliary functions a(t) for the class II is 
exactly the class of Lebesgue measurable slowly varying functions. 
The property that U E F if and only if U-1 E II will follow 
following lemma (this observation is due to AA. Bakema). 
Lemma 1.9. Suppose U, U,, U2, . . . : R + R are nondecreasing 
and 
lim UP(x) = U(x) 
‘ 
?l-+= 
for all continuity points x of U, then 
lim U;l (x) = U-l(x) 
n+- 
from the 
functions 
for all continuity yoin f?S 
by right or left con!tilzuity or in any way consistent with the 
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Corollary 1.10. If U E I’ with auxiliazry function J then U- 1 E TI with 
auxiliary function a(t) = f (U-1 (t)). If V E T’I with auxiliary function a, 
then V-1 E I’ with auxiliary function f(t) = a( V-l(t)). 
oof. Suppose U E I’ with auxiliary function fi It is easy to see that this 
implies U(t - O)/U(t+ 0) + 1 for t + - and hence t-1 U(U--1(t)) + 1. 
Lemma 1.9 gives 
lim W~v(O) - t Lf logx 
f(t) 
. 
t-+= 
Substitution of U-l(t) for t gives 
lim u-l(tx) - U-3.0 = logx 
t+- f(U-l(t)) 
I 
which was to be proved. The second statement can be proved in a similar 
way. TJ 
A final important remark is that from the monotonicity of the funo 
tions involved and the continuity of the limit function it follows that 
the relations in part (1) of Theorem 1.1, 1.2 and 1.6 hold uniformly on 
finite closed intervals not including x = 0. For Theorem 1.2 the latter 
restriction is unnecessary. 
. 
2. Characterization of equivalence classes 
It is clear from the uniform convergence in the defining relation for 
functions in r that for a given functiorca U E I? the auxiliary function f
is determined up to asymptotic equivalence. If Ul and U2 belong to I’ 
and the same auxiliary function f can be useli for both, we say that Ul 
and U2 are f-equivalent (cf. [ 91). We will giv: a characterization of the 
f-equivalence class when f is a given auxiliary function. 
According to Theorem 1.2, we may choose f such that 1 /f is integrable 
on finite intervals. If we do so, then clearly one of the functions in the 
f-equivalence class is 
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Theorem 2.1 The class of functions U E I’ satisfying Theorem 1.2( 1) 
with a fixed auxiliary function f can be represented as 
U(x) = U&H(x)) 3 
where H is given above and UI is an arbitrary monotone l-varying func- 
tion. 
Proof. Suppose U cz I’ with auxiliary function 5 We show that U has the 
representation given in the theorem. Define V,(x) = U(H-l(x)), so that 
U(X) = U,(H(x)). We show that U, is l-varying. Obviously, H-1 E TI with 
auxiliary function f(H-l(x)). We have 
qw 
;i: v,(t) = ;i: 
U(H-‘(t) + NH-‘(tx) -H-‘(t))/f(H-‘(t))}f(H-l(t))) 
U(H--l(t)) 
= exp [ lim { (H-l(tx) - H-l(t))/f(H-l(t))}] =x . 
t+= 
On the other hand, suppose U(x) = &(H(x)), where U, is a E-varying 
function, then 
lim yCt +xf(t))= lim U, ({H(t +xf(t))/H(t)I H(t)) -- 
t-+Q) U(t) t-*00 U,(H(t)) 
= lim {H(t + x f(t))/H(t)} = ti 
t+= 
for all x, so U E I’ with auxiliary function fi 0 
Corollary 2.2 Suppose U,, U2 E I’ with auxiliary functions fi and fi, 
respectively. Then lim, --+_ {fi(x)/fz(x)} = 1 if and only if there exists a 
monotone l-varying function U such that U2(x) = U( V,(x)) for aN x. 
A generalization. It is not difficult to see that the family of functions 
U satisfying 
lim ‘tt + xf(t)) - ‘(It) = x 
t--+m -V(t + f(t)) -- U(t) 
for all real X, where f is a fixed auxiliary 
represented as U(x) = V, (U,(x)), w 
function fi 
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Th,e class TI can be partitioned into equivalence classes of functions 
havin.g the same auxiliary function a(t) (“same” means asymptotically 
equal). They are called a-equivuZence classes. The characteriza 
the a-equivalence lasses cannot be given as neatly as in Theorem 2.1. 
One result is the following: 
eorem 2.3 The class of fuPzctions V E II satisfying Theorem 1.6( 1) 
with a fixed auxiliary function a(t) can be represented as 
V(x) = cl(x) a(x) + j t-l 
1. 
c,(t) a(t) dt I 
l&ere lim,,, cr(:r) = co E Rand lim,,, c2(x) = 1. (Here again we may 
and do choose a version of a(t) which is integrable on finite intervals). 
Proof. One choice of the auxiliary function =z for V is given by the func- 
tion h in Remark 1,7(ii). V then has the reppesentation f Theorem 1.6(3) 
in terms of this function h. Since lim, -)_ { a(x)/h(x)} = 1, we have the 
required representation with co = 1. 
On the other hand, suppose V has the form as given in the theorem; 
then, since lim,,, (a(tx)/a(t)} = 1 uniformly on closed finite intervals 
not including x = 0, 
lim ‘ttx) - ‘Ct)= lirq 
a(0 
i c 
1 
(tx) a(tx) 
t-+- t-bco 40 
- cl(t) + f s-l c2(ts) a# d.s 
1 I 
= logx 
for all x > 0. 0 
3. Equivalence classes in terms of inverses 
The inverse of a nondecreasing p-varying function ( p 2 0) is p-l 9. 
varying. Moreover, if U, and e/2 are p-varying and 
lim ( U1(x)/U2(x)} =: 1 , 
x-,- a 
then [3, p. 221 
L,. de Haan, Equivalence classes of regularly varying functions 259 
Clearly the first relation is an equivalence relation between p-varying 
functions, defining equivalence classes. The second relation shows that 
the class of inverses of such an equivalence class forms an equivalence 
class according to the same relation. 
The question arises how the f-equivalence classes of functions in F 
transfer into equivalence classes for their inverses. An analogous question 
can be put concerning the a-equivalence classes. More specifically, we 
wish to know whether or not the f- and a-equivalence classes are the same 
modulo an inversion. The reason for this investigation is the following 
result by Resnick [S, Theorem 2.2 and 2.31. 
Theorem 3.1 (Resnick [ 81). Suppose U, and Uz belong to F. We have 
lim (V, @}/U,(x)} = c > 0 
X3+= 
if and only if there exists a function a : R+ + R+ such that for all .;Y > 0, 
U;‘(tx) - v;‘(t) 
lim ’ = logx + loge. 
t+- 40 
Of course the first relation implies that U, and U, are in the same 
,Fequivalence class, and the second relation implies that UT I and UT 1 are 
in the same a-equivalence class. However, we will show that the f- and 
a-equivalence classes are not the same modulo an inversion. 
Theorem 3.2 Suppose U,, U2 E I’. Both functions belong to the same 
f-equivalence class if and only if UT 1 (x) = Ui’ (U(t)), where U r’s a tnono- 
tone l-varying function. In this case, if al(t) and a2(t) are the auxiZia0 
functions <for UT’ and U? l, respectively, zkn a*(t) - aI ( U(t)) as t + QY 
It is not necessarily true that UT1 and UT’ are in the same a-equivalence 
class. 
Proof. By Corollary 2.2, we have U*(x) = U.. (U,(x)), where U, is a mono- 
tone l-varying function. So UT’ (x) = UT1 ( U;‘(.Y j), and U;;’ is also a 
monotone l-varying function. 
Next we show the assertion pertaining to a. We have that 
u;’ (tx) - q(t) 
lim - z lim 
ui_l ((WX)/Xt)} u(t)) - U;lWW~ 
A 
t-+00 a&U(t)) t-,- al 
= log [ lim { U(tx)/U(t)}] = log X I 
t+- 
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To show the last assertion of the theorem, it suffices to select a slowly 
varying function al and a monotone I-varymg Sanction U’ such Cat 
lim b+4x))lal(x)I + 1 . 
x-+- 
This limit is 00 if we take 
a#) = exp [log x/log log x] , U(x) = x exp [(log log x)~] . Cl 
Now we show how the a-eauivalence classes of functions in 
into equivalence clazszs for &e inverses of the fbnctions i
II transfer 
Theorem 3.3 Suppose VI, V2 E II. Both functions belong to the same 
a-equivalence class if and onI” if there exists a positive function b(x) 
with lim, _ b(x) z-1 and real constants b2 > 0 and b, such that 
V;l(x) - b, V;‘(P(x)) as x + 00 , 
where 
P(x) = b, + f b(t) dt . 
0 
[ffi and f2 
t/z en 
are the auxiliary functions for V;’ and Vi? respectively, 
f2(t) - f,@(t)) as t + = . 
It iis not necIessariZy true that Vi1 
Ckl!SS. 
and Vzl are in the same f-equivalence 
oof. According to Theorem 2.3, we can write 
q(X)=Ci #)a(x)+j t-‘Ci Z(t)a(t)dt, i= 1,2, 
# ? 
1 
where lim ~400 Ci, lCx) = Ci E and lim, _,_ Ci,z(X) = 1 for i = 1,2. 
According to Theorem 3.1, the inverse of the function 
px) = J t-l Ci , 2(t) a(t) dt 
1 
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is asymptotically equivalent o eCi Vi-‘, so in view of the staterlnent of 
the theorem we may consider 6 : nstead of Vi (i = 1,2). 
efine 
h(x) = f t-l a*(t) dt 
1 
and (because the derivatives on both sides are equal a.e.) 
V2(x)= f t-l c,(t) a*(t) dt = P,( w;(x)) ,
1 
where 
x 
p,(x) = c4 + s cl( v;‘(t)) dt 
0 
(here c4 is a real constant). F, is continuous and strictly increasing and 
for almost all x we have 
so the inverse function p;-” is differentiable almost everywhere with 
derivative 
{c,( 81-q P-l (x)))}-l = {c (V -l(x))}-l -9 1 2 . 
Hence [ 10, Theorem 6.51 
P;‘(x)=c,+f ’ 
0 5( V30) 
dt, 
where c3 is a real constant. Now the relation r2(x) = PJ( @.x)) translates 
to 
B ;l(x) = 8,‘(4;‘(x)) . 
This proves the firs statement of the theorem. 
To prove the assertion ertaining to the auxilia 
that 
254 L 
lim 
t-+m 
unifbrmly for 
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0 c x < 00, and write 
To show the last assertion of the theorem, it is sufficient o select a 
differentiable function fi with lim,, o. j’{(t) = 0 and a differentiable func- 
tion P with lim,,, P’(t) = 1 such that f,(P(z))/f,(x) does not have a limit 
asx + 00. Such a choice is 
f,(x)= 1 +sin&, P(x) = x + 4x. cl 
I 
Corollary 3.4, The condition s2(x) w J&X) as x + = may be replaced by 
a2(x)laI(x) + p-1 as x + 00 for 0 G p < * if the condition lim,,, b(x) = 1 
i,s replcced by lim, _-*- b(x) = p. 
4. Applications in probability theory 
An important application of the class r in probability theory is the 
following: Suppose X,, X2, . . . are independent random variables with 
common distribution function F. Suppose for simplicity F(x) C 1 for all 
x. Define Yn = max& , . . . , X,) for M = 1, 2, . . . . There exist sequences 
of real constants cy, > 0 and fin such that 
[Q( Y, - P,) G x] = exp [-,e-Xl 
n-0 
for all real x if and onlyr if the function U(x) = l/( 1 - F(x)) is in I“ 
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(Gnedenko [ 21). Then of course U- l E II with some auxiliary function 
cr(t). We may choose the stabilizing constants as 0, = U-l(n) and 01, a(n). 
The constants 01, and & are closely related to the asymptotic exyecta- 
tion and the asymptotic standard deviation of { Y,}, respectively. In 
fact [ ‘71, if E {Yn } and Var (Y,, ) exist for sufficiently large ~2, 
(where *y is Euler’s constant) and 
lim {ai Var (Y,)} = 6m2 .
rl+= 
So a result of the previous section is that the partial maxima from dis- 
tribution F, and the partial maxima from distribution F, (where Fr 
and F2 are attracted to exp [-e-X]) have the same asymptotic variance 
if and only if there exists a function P as defined in Theorem 3.3 such 
that 
This is of some help for finding sequences of norming constants la, (the 
asymptotic standard deviation) and & for a given distribution, which is 
often a difficult task. 
As an example, let us derive the norming constants for the standard 
normal distribution (cf. [ 1, p. 3743): 
@(x)=(~A)-*~ 1 expi-l,t2]dt. 
-W 
It is easy to see that 
1-@(X)~X-1(2n)-1/2 exp[-:x2] asx+=, 
so i.hat by Theorem 3.1 the distribution F, defined for sufficiently large 
x bY 
1 --F&x)=x-~(~~)-~~* exp[-$x2] 
has the same norming constants {a,} and (P, ] as SD. If we define the 
distribution F2 bv Y 
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1-F2(X) = exp[-@2], 
then F1(x) = F2(P(x)) with 
P(X) = (X2 + log x2 =+ log 2n)‘j2 . 
Obviously, P’(X) + 1 asp + =, so by Theorem 3.3, F2 has the same 
norming constants {an } as F, and Cp. The norming constants for F2 are 
easily seen to be 
p(2) = (2 log 82) II2 n and a(2)= (2 log n)- Ii2 . II 
So for the normal distribution we may take cy, = (2 log ,)-lj2. To find 
{ & ) for F, and @, we apply Theorem 3.3 to find (as a possible choice) 
(3 
n 
= p--‘(fl’2’)* 
n 
We thus need an asymptotic expression for P-1. Define 
R(x) = exp [P(d(log x))12 = 2n x log x . 
Then 
R-‘(x) = (2n log x)-l x(1 + o( 1)) for x + = 
and 
pl(~)=t/(logR-~(exp[X~]))=(X~ -210gx-log20-o(l))1~2. 
Hence 
p 
n 
= P-1(p(2j’) = (2 log n - log log az - log 4n + o( 1 ))‘I” . 
n * 
It is easy to check that 
hm ((2 logn)+* [(2 log yt - log log yI - log 4fl.f o( 1))‘12 -j- 
Rl-*~ 
-(2 log y1 - log log y1 - log 47r)1/2]) =0, 
so that we may take 
P, = (2 log fl - log log n - log 4?r)l12 . 
The results of the previous ections have been used implicitly in [4]. 
To see this let Xl, X2, . . . be i.i.d. exponential. Define Yn = max{X1 , . . . , X,] l 
For this specific distribution, one can derive the following law of the 
iterated logarithm: with probability one, 
I 
‘n - logn lim sup _%= 1, lim inf log log n =o. r73 4% n-+= 
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To extend this result to a larger class of distributions, let f be a nonfde- 
creasing function. Then f(X,), f(X$, ..* are i.i.d. with distribution func- 
tion 
F(x) = 1 - exp [--f-l(x)] . 
Also we have 
f(Y,)= maxCf(nY1),...,f(X,)) l 
Write 
then 
zn = (log log n)-’ ( Yn - log n) , 
f(U,) = f(log n: + 2, log log 12) , 
and it is clear that with probability one, 
if for all x, 
lim f(t+x log ') = eX 
f(t) 
. ( 1 * 
This relation holds for f(x) =t H(x) with 
H(x) = exp J 1 ’ 
[, og d;l. 
So by Theorem 2.1, any f satisfying (:I:) can be found by f(x) =U 0 H(x) 
with U any l-varying function. Then ‘oy Theorem 3.2, any distribution 
function F leading to (*) satisfies 
log[l/(l -F(x))] =H-l 0 a/,(x) , 
with U* a l-varying function, i.e.., U, = H 0 $J is l-varying, where 
$(x) z log [ l/( 1 -F(x))]. A sufkient condition is 
(U*(x))-1 X(q(X)) + 1 , 
which translates into 
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lim 
x+00 
This is the condition of [4, Theorem 11. The other cases can be treated 
similarly. 
Another application involves sequences of record values [ 51. Let 
X,X2, l ** once again be i.i.d. exponential. Define the sequence { Ln ) of 
integers by 
LO =I, L, =min{j:j>L, 1, Xj>XLn ,}, yt= 1,2 ,.... -_ 
WLn q& is the sequence of record values from X,, X2, . . . . First one 
proves that with probabili;ty one 
XLn-n 
lim sup - 1, lim inf 
xLn - ’ 
=-1. 
n+= (2n log log n)ll* = n-,- (2n log log n)lI* 
Again one considers f(X, ), f(X,), #. , with f strictly increasing. Then 
{ f(X,n )I;=1 is the sequence of record values from f(X,), f(X,), .** . It 
is clear that with probability one, 
lrm s~P~f(&,)/f(nn=eY 
n+m 
if for all x’, 
lim inf { f(XLn)/f(n)} = e-l 
n+m 
lim { f(t+x(2t log log t)*/*/f(t)) = ex . 
t-+QJ 
Again one applies Theorem 2.1 and Theorem 3.2 to obtain conditions 
in terms of E;. 
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