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Abstract
Colored permutation groups serve as a generalization of Coxeter groups of types A and B. We
compute exact Kazhdan constants for the Coxeter groups of types B and D, and for colored per-
mutation groups. The computations rely on the combinatorics of Young tableaux and on suitable
decompositions of representation spaces.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
1.1. Outline
The parameters now known as Kazhdan constants were introduced by Kazhdan [4] in
the study of semi-simple Lie groups to serve as a cornerstone in the representation theory
of discrete groups via the property (T) of Kazhdan. This notion was applied to algebraic
graph theory and computer science and plays a key role in the construction of expanding
graphs [5,6]. Much research has been devoted to the calculation of exact values of Kazhdan
constants for various groups. For the group SL(3,Z), explicit Kazhdan constants for a
certain family of representations have been computed by Burger in [3]. More recently,
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Explicit Kazhdan constants for them were computed in [10].
The problem of calculating Kazhdan constants for semi-simple groups and their lattices
was solved by Shalom [8]. Kazhdan constants of the symmetric groups with respect to their
Coxeter generators were computed by Bacher and de la Harpe [2].
In this paper we generalize the work of Bacher and de la Harpe on the symmetric groups
and compute the Kazhdan constant for three infinite families of groups, namely the Coxeter
groups of types B and D as well as Cr Sn, the wreath product of the cyclic group Cr by the
symmetric group Sn. The proof makes extensive use of the combinatorial representation
theory of the above groups, explicitly the analysis of Young tableaux.
2. Results
Denoting by KG(S) the Kazhdan constant for irreducible representations of a (finite)
group G generated by a subset S, we shall show the following results.
Theorem 2.1. For every n,
KBn(SBn) =
√√√√ 4∑n
j=1 (1 +
√
2(j − 1))2
=
√
12
n(4 − 3√2 + 3(√2 − 1)n+ 2n2) ,
where SBn is the set of Coxeter generators of Bn.
Theorem 2.2.
KDn(SDn) =
√
2∑n
j=2 (j − 1)2
=
√
12
n(n− 1)(2n− 1) ,
where SDn is the set of Coxeter generators of Dn.
Theorem 2.3. The Kazhdan constants for the groups Gr,n = Cr  Sn (r, n > 1) with respect
to the set SGr,n of generators (described in Section 3.6) are:
KGr,n (SGr,n ) =
√√√√ |1 − ρr |2∑n
j=1
(
1 + |1−ρr |√
2
(j − 1))2 ,
where ρr = e2πi/r .
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3.1. The Kazhdan constant
Definition 3.1. Let G be a discrete group, generated by a finite set S. We say that G has the
property (T) of Kazhdan if there exists an ε > 0 such that for every nontrivial irreducible
unitary representation ρ of G on a Hilbert space H , and for every vector v ∈ H with
‖v‖ = 1, there exists s ∈ S such that ‖ρ(s)(v) − v‖ > ε.
(Equivalent definitions may be found in [5, Chapter 4].)
Intuitively, this amounts to saying that for every nontrivial representation and every vec-
tor there is some generator which moves the vector by at least ε. Kazhdan property (T) can
also be expressed topologically, using the Fell Topology on the space of all unitary repre-
sentations of G. In this setting, property (T) amounts to saying that the trivial representation
is an isolated point of this space.
Now, for a group G generated by a finite set S, denote by G˜ the set of all equivalence
classes of unitary representations of G in separable Hilbert spaces. The unitary dual Ĝ of
G is the subset of G˜ consisting of all irreducible representations. For every representation
π with a representation space Vπ of G we define the Kazhdan constant of π with respect
to S by
KG(S,π) = inf
ξ∈S(Vπ)
max
s∈S
∥∥π(s)− s∥∥,
where S(Vπ ) = {ξ ∈ Vπ : ‖ξ‖ = 1}.
We define also the constants:
K˜G(S) = inf
{
KG(S,π) | π ∈ G˜ without nonzero fixed points
}
and
KG(S) = inf
{
KG(S,π) | π ∈ Ĝ∗
}
where Ĝ∗ = Ĝ− {χ0} and χ0 is the trivial character.
It can be shown (cf. [2]) that in general
KG(S) K˜G(S)
1√|S|KG(S).
An example which shows that the constant 1/
√|S| is sharp is given in [2] with respect
to the Klein group V = 〈a, b | a2 = b2 = (ab)2 = 1〉 of order 4 when choosing SV = {a, b}
as the set of generators. In this case one has
KV (SV ) = 2 > K˜V (SV ) =
√
2.
However, in the case of the symmetric group with the Coxeter generators set, the two
constants coincide. We cite here the main result of Bacher and de la Harpe [2] concerning
Kazhdan constants for the symmetric groups.
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S = {(1,2), (2,3), . . . , (n− 1, n)}
we have
K˜Sn(S) = KSn(S) =
√
24
n3 − n.
The connection between K and K˜ is given by the following theorem.
Theorem 3.3. Let F be one of the groups Bn,Dn, or Gr,n and let SF be the corresponding
set of generators. Then
K˜F (SF )
1√
2
KF (SF ).
The proof will be given in Section 4.3 only for the case of type B groups. The other
cases are proven identically.
3.2. Coxeter groups of type B
Definition 3.4. The Coxeter group Bn is the group of signed permutations of {1, . . . , n}.
Namely, Bn consists of all permutations π of {−n, . . . ,−1,1, . . . , n} such that π(−k) =
−π(k) for all 1 k  n.
We represent elements of Bn in cycle notation as permutations of {−n, . . . ,−1,1,
. . . , n}. The elements
s0 = (1,−1) and si = (i − 1, i)
(−(i − 1),−i) (1 i  n − 1)
generate Bn and satisfy the relations:
s2i = 1 (∀i), si sj = sj si
(|i − j | > 1), (sisi+1)3 = 1 (1 i  n− 1),
(s0s1)
4 = 1.
They are called Coxeter generators. Denote SBn = {s0, s1, . . . , sn−1}.
The Coxeter graph of Bn is
 4   · · ·   
s0 s1 s2 sn−3 sn−2 sn−1
E. Bagno / Journal of Algebra 282 (2004) 205–231 2093.3. Representations of the groups of type B
We start with some definitions.
Definition 3.5. Let n be an integer. A partition of n of length l is a sequence α =
(a1, . . . , al) of positive integers such that a1  a2  · · ·  al and a1 + · · · + al = n. The
size of α is defined by |α| = a1 + · · · + al (= n).
A partition α = (a1, . . . , al) of n can be represented by an array of n boxes in l rows with
row i containing ai boxes (1 i  l). This is called the Young diagram of the partition α.
Definition 3.6. A double partition λ = (λ1, λ2) of size n is an ordered pair of partitions λ1
and λ2 such that |λ1| + |λ2| = n.
Every double partition λ = (λ1, λ2) of size n is equipped with a double Young diagram
which is a pair of Young diagrams, one for each λi . We also use the term shape for a double
Young diagram.
The following classical theorem summarizes the representation theory of the Coxeter
groups of type B.
Theorem 3.7. The irreducible representations of the groups Bn are indexed by the shapes
λ = (λ1, λ2) such that |λ| = |λ1| + |λ2| = n.
A standard Young tableau T = (T 1, T 2) is a filling of the Young diagram of λ with the
numbers 1, . . . , n such that in each of T 1 and T 2 separately, numbers are increasing along
rows and along columns. For example,
1 3 4 9
6 8
2 5 7
is a standard tableau of the shape ((4,2), (3)).
For every shape λ, let Tλ denote the set of standard Young tableaux of shape λ and let πλ
be the corresponding irreducible representation of Bn. The representation space Vλ of πλ
is the vector space linearly spanned by the set Tλ. The action of Bn on Vλ will be explored
in the next section.
The sign of a number k ∈ {1.. n} in a shape λ = (λ1, λ2) is defined by
sgn(k) =
{
1, k ∈ λ1,
−1, k ∈ λ2.
We define also the content of a box b in a shape λ = (λ1, λ2) by
ct(b) = j − i,
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3.3.1. The Young orthogonal form for Bn
The Young orthogonal form gives us, for every irreducible representation πλ of Bn, an
explicit expression of the action of the Coxeter generators. For a shape λ = (λ1, λ2), denote
by πλ the corresponding irreducible Bn-representation and by Vλ the representation space.
The Young orthogonal form is the following:
For every standard tableau T of shape λ, denote by vT the vector of Vλ corresponding
to T .
Then,
πλ(s0)vT = sgn(1)vT
and, for 1 i  n− 1,
πλ(si)vT =

vT , if i, i + 1 are in the same row,
−vT , if i, i + 1 are in the same column,
vsiT , if i, i + 1 are in different tableaux,
r1vT + r2vsiT , if i and i + 1 are in the same tableau
but in different rows and columns,
where
r1 = 1
ct (i + 1)− ct (i) and r2 =
√
1 − r12
and where siT denotes the standard tableau obtained by transposing the labels i and i + 1
of the standard tableau T .
3.4. Coxeter groups of type D
The Coxeter group Dn is the group of signed permutations of {1,2, . . . , n} with an
even number of negative signs. More precisely, Dn consists of all permutations π of
{−n, . . . ,−1,1, . . . , n} such that π(−k) = −π(k) for all 1  k  n and an even number
of the numbers π(1),π(2), . . . , π(n) are negative. We represent elements of Dn in cycle
notation as permutations of {−n, . . . ,−1,1, . . . , n}. The element
a1 = (1,−2)(2,−1)
together with ai = (i, i + 1)(−i,−(i + 1)) (1  i  n − 1) generate Dn and satisfy the
relations:
ai
2 = 1 (1 i  n− 1), aiaj = ajai
(|i − j | > 1, i, j > 0),
a1aj = aja1 (j 	= 2), (a1a2)3 = 1,
(aiai+1)3 = 1 (1 i  n − 1), a21 = 1.
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group Bn.
The Coxeter graph of Dn is:

a1

a1



a2
· · · 
an−3

an−2

an−1
3.5. Representations of Dn
Being a normal subgroup of Bn of index 2, Dn essentially inherits its representation
theory from Bn.
Here we will use the same notations for partitions, double partitions and tableaux as in
Section 3.3.
For each standard tableau T = (T λ1, T λ2) of shape λ = (λ1, λ2) define σT to be the
standard tableau of the shape (λ2, λ1) given by σT = (T λ2, T λ1). The map σ is an involu-
tion on the set of standard tableaux whose shape is a double partition.
Let λ = (λ1, λ2) be a double partition of n. Let Tλ be the set of standard tableaux of the
shape λ and let Vλ be the linear span of Tλ.
As mentioned in Section 3.3, every such Vλ is an irreducible representation of Bn. By
Clifford theory (see, for example, [9]), if λ1 	= λ2 then by restricting the action to Dn we get
an irreducible representation of Dn. We call such a representation an unsplit representation.
Now suppose n is even and let λ = (λ1, λ2) be a double partition with λ1 = λ2. Define
V +λ = span
C
{vT + vσT | T ∈ Tλ} ⊂ Vλ and V−λ = span
C
{vT − vσT | T ∈ Tλ} ⊂ Vλ.
We call such representations split representations.
Theorem 3.8 (See [7]).
(1) For every pair of partitions (λ1, λ2) such that |λ1| + |λ2| = n and λ1 	= λ2, V(λ1,λ2)
and V(λ2,λ1) are isomorphic irreducible Dn-modules.
(2) For every partition λ1 such that 2|λ1| = n, the subspaces V+
(λ1,λ1)
and V −
(λ1,λ1)
are
nonisomorphic Dn submodules of V(λ1,λ1) and
V(λ1,λ1) = V+(λ1,λ1) ⊕ V −(λ1,λ1).
(3) The representations described in (1) and (2) above form a complete set of irreducible
Dn-representations.
3.5.1. The Young orthogonal form for Dn
In this section we present the Young orthogonal form for the irreducible representations
of Dn. We start with the case of unsplit representations.
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λ1 	= λ2 we always choose λ1 > λ2 with respect to some fixed total order predefined on the
set of partitions of size  n.
Let πλ be an unsplit irreducible representation of Dn corresponding to the partition
λ = (λ1, λ2) where λ1 	= λ2.
For every 1  i  n − 1 one has ai = si . The corresponding Young orthogonal form
will be identical to the one presented in Section 3.3.1.
For the generator a1 let
πλ(a1)vT =

vT , 1,2 are in the same row,
−vT , 1,2 are in the same column,
−vs1T , 1,2 are in different tableaux.
This is actually induced from the Bn-action, using the identity a1 = s0s1s0.
Split representations. As noted above, for a shape λ = (λ1, λ1), the corresponding
representation-module splits into two irreducible summands denoted by V +λ and V
−
λ .
These modules can also be seen as quotients of Vλ by adding the relation vT = vσT for
V +λ and the relation vT = −vσT for V −λ . We prefer this approach and use the following
parameterization for the basis of V +λ and V
−
λ : the basis consists of all vT such that the
standard tableau T satisfies sgn(1) = −1, i.e., 1 lies in the second sub-tableau. Since vs1T
is not a basis element, we replace it by its transpose vσ(s1T ).
Let λ = (λ1, λ1). For 2 i  n− 1 the action of ai is identical to the action of si in the
representation πλ of Bn and thus we proceed to the Young orthogonal form with respect to
a1 for the two irreducible representations π+λ and π
−
λ splitted out of πλ.
For π+λ define
πλ(a1)vT =

vT , 1,2 are in the same row,
−vT , 1,2 are in the same column,
vσ(s1T ), 1,2 are in different tableaux,
πλ(a1)vT =

vT , 1,2 are in the same row,
−vT , 1,2 are in the same column,
−vσ(s1T ), 1,2 are in different tableaux.
For π−λ define
πλ(a1)vT =

vT , 1,2 are in the same row,
−vT , 1,2 are in the same column,
−vσ(s1T ), 1,2 are in different tableaux,
πλ(a1)vT =

vT , 1,2 are in the same row,
−vT , 1,2 are in the same column,
v , 1,2 are in different tableaux.σ(s1T )
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tation of Dn.
Remark 3.9. Observe that the two split representationsπ+λ and π
−
λ (for λ a double partition
of n of the form (λ1, λ1)) are related by the automorphism of Dn which keeps a2, . . . , an−1
fixed and exchanges a1 with a1.
3.6. Colored permutation groups
The group Gr,n consist of the n by n monomial matrices whose nonzero entries are
complex rth roots of unity. This group can also be described as the wreath product Cr  Sn.
The group Gr,n is a semi-direct product Gr,n ≈ (Cr)n  Sn, where (Cr)n is the subgroup
of all diagonal matrices in Gr,n.
Let w0 = diag(ρr ,1, . . . ,1) where ρr is a primitive complex rth root of unity. Gr,n is
generated by the set {w0,w1, . . . ,wn−1} where for i  1 wi is the permutation matrix
corresponding to the transposition si = (i, i + 1) for 1 i < n.
They satisfy the following relations:
wr0 = 1, w2i = 1 for i  1, w0w1w0w1 = w1w0w1w0,
wiwj = wjwi for |i − j | > 1, wiwi+1wi = wi+1wiwi+1 for i  1.
Note that G1,n is Sn while G2,n is Bn. In general, Gr,n is not a Coxeter group but only
a finite complex reflection group.
3.7. Representations of colored permutation groups
The representation theory of the colored permutation groups is a direct generalization of
the theory of Bn-representations where one deals with an r-tuple of Young tableaux rather
than a pair. For the sake of completeness we present here the main definitions needed.
Definition 3.10. An r-partition λ = (λ1, . . . , λr ) of size n is an r-tuple of partitions such
that
∑r
i=1 |λi | = n.
Just as in the case of double partitions, every r-partition is equipped with a Young Dia-
gram which is an r-tuple of Young diagrams, one for each λi . Again, we use term shape
for Young diagrams.
Theorem 3.11. The irreducible representations of the groups Gr,n are indexed by the
shapes λ = (λ1, . . . , λr ).
A standard Young tableau T = (T 1, . . . , T r ) is a filling of the Young diagram λ with the
numbers 1, . . . , n each one appearing once such that for every 1 i  n − 1, the numbers
in each T i are increasing along rows and columns.
214 E. Bagno / Journal of Algebra 282 (2004) 205–231As for the representations of Bn, for every r-partition λ we denote by T(λ) the set of all
standard Young tableaux of shape λ.
The generalization of the sign function defined for tableaux of Bn and Dn is the loc
function:
Definition 3.12. Let T = (T 1, . . . , T r ) be a standard tableaux of shape λ. If the number k
is located in T i , then we denote
loc(k) = i.
3.7.1. The Young orthogonal form for Gr,n
We present here the Young orthogonal form for the colored permutation groups. For
proofs, the reader can consult [1]. For a shape λ = (λ1, λ2, . . . , λr ), denote by πλ the cor-
responding irreducible Gr,n-representation and by Vλ the representation space. The Young
orthogonal form is as follows.
For every standard tableau T of shape λ, denote by vT the vector of Vλ corresponding
to T .
Then,
πλ(w0)vT = ρloc(1)−1r vT .
For i  1:
πλ(wi)vT =

vT , if i, i + 1 are in the same row,
−vT , if i, i + 1 are in the same column,
vsiT , if i, i + 1 are in different subtableaux,
r1vT + r2vsiT , if i, i + 1 are in the same subtableau
but in different rows and columns,
where
r1 = 1
ct (i + 1)− ct (i) and r2 =
√
1 − r12
with ct(j) defined as in Section 3.3.
4. The Kazhdan constant for Bn
In this section we compute the exact values of the Kazhdan constant for Bn with respect
to the Coxeter set of generators defined in Section 3.2. We introduce first the natural repre-
sentation of Bn which gives us an upper bound for the Kazhdan constant of the irreducible
representations. This value will coincide with the Kazhdan constant of Bn as will be shown
in Section 4.2.
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Define the following representation πnat of Bn: take Cn with the standard basis
{e1, . . . , en} to be the representation space Vπnat and define the action of πnat on Coxeter
generators by
πnat(s0)ei =
{
ei, i 	= 1,
−e1, i = 1, πnat(sj )ei =
{
ei+1, i = j ,
ei−1, i = j + 1 (1 j  n− 1),
ei, i 	= j, j + 1.
The representation πnat can be realized as the irreducible Bn-module corresponding to
the double partition (λ1, λ2) with λ1 = n − 1 and λ2 = 1. The vector ei corresponds then
to the standard tableau where the unique box of λ2 is labelled i . We call it the natural
representation. Note that if we use the standard inner product on Cn (for which the stan-
dard basis is orthonormal), then for each generator sj , the linear operator πnat(sj ) is both
orthogonal and self-adjoint.
We search for a vector η such that ‖πnat(si)(η)−η‖2 is independent of the generators si .
Lemma 4.1. There is a vector η ∈ Vπnat such that∥∥πnat(si )η − η∥∥2 = 4
for every 0 i  n− 1 and
‖η‖2 =
n∑
j=1
(
1 + √2(j − 1))2.
Proof. For a given vector η ∈ Vπnat and 0 i  n− 1 write
πnat(si )η − η =
n∑
j=1
zj ej .
Since πnat(si) is self adjoint,
zj =
〈
πnat(si)η − η, ej
〉= 〈πnat(si )η, ej 〉− 〈η, ej 〉 = 〈η,πnat(si )ej 〉− 〈η, ej 〉
= 〈η,πnat(si )ej − ej 〉.
We have for i = 0:
zj =
〈
η,πnat(s0)ej − ej
〉= { 〈η,−2e1〉, j = 1,0, j 	= 1,
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zj =
〈
η,πnat(si )ej − ej
〉= {0, j 	= i, i + 1,〈η, ei+1 − ei〉, j = i,
〈η, ei − ei+1〉, j = i + 1.
We have now for i  1:
∥∥πnat(si )η − η∥∥2 = n∑
j=1
|zj |2 = 2
∣∣〈η, ei+1 − ei〉∣∣2,
and for i = 0: ∥∥πnat(s0)η − η∥∥2 = 4∣∣〈η, e1〉∣∣2.
We want a solution for
2
∣∣〈η, ei+1 − ei〉∣∣2 = 4∣∣〈η, e1〉∣∣2
(for 1 i  n − 1), and thus we have
〈η, ei+1 − ei〉 =
√
2〈η, e1〉 (1 i  n − 1),
which gives us up to a scalar factor:
η =
n∑
j=1
(
1 + √2(j − 1))ej
and ∥∥πnat(si )η − η∥∥2 = 4 (∀i). 
Lemma 4.2. Define
KB =
√√√√ 4∑n
j=1 (1 +
√
2(j − 1))2
.
Then
KBn(SBn)KB.
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max
i=0,..,n−1
‖πnat(si)η − η‖2
‖η‖2 =
4∑n
j=1 (1 +
√
2(j − 1))2
and thus
KBn(SBn,πnat) = inf
ξ∈S(Vπnat )
max
0in−1
∥∥πnat(si)ξ − ξ∥∥KB.
Hence KB is an upper bound also for KBn(SBn). 
4.2. A lower bound for Bn
In this section we prove that the number KB defined in the last paragraph serves as a
lower bound for the Kazhdan constant of every irreducible nontrivial representation and
thus we conclude that KB coincides with the Kazhdan constant of the group Bn with re-
spect to SBn .
In order to show that KB is a lower bound we use the analysis of Young tableaux. We
distinguish between two types of shapes. The first type consists of the shapes on which
the second subtableau is nonempty. We call these shapes regular shapes. The second type
consists of the shapes on which the second subtableau is empty. These are called half empty
shapes. Note that a half empty shape corresponds to a representation of the quotient group
Sn of Bn since the generator s0 acts trivially (1 lies in the first subtableau) and the other
generators act as the corresponding Coxeter generators of Sn. We start with the regular case
and treat the half empty case later on.
Let λ be a regular shape and let πλ be the corresponding irreducible representation of
Bn with representation space Vλ.
Definition 4.3. For every α ∈ {1, . . . , n}, let Tα be the set consisting of all standard tableaux
T = (T 1, T 2) belonging to the shape λ for which α lies in the first box of T 2. We abbreviate
this situation by writing α ∈ (1,1)∗.
Denoting by Vα the space spanned by all standard tableaux in Tα , it is easy to see that
Vλ =⊕nα=1 Vα.
The following lemma is the key step in proving that KB is a lower bound.
Lemma 4.4. Let λ be a regular double partition of n and let πλ be the corresponding
representation of Bn with representation space Vλ. Let ξ =∑nα=1 ξα where ξα ∈ Vα (1
α  n) and let ε > 0 be such that max0in−1 ‖πλ(si)ξ − ξ‖  2ε. Then for every 1 
α  n one has ‖ξα‖ (1 +
√
2(α − 1))ε.
Proof. We prove this inequality by induction on α. For α = 1, consider the action of πλ(s0)
on V1. If v ∈ V1 is a basis vector, that is 1 ∈ (1,1)∗ then by the Young orthogonal form,
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involved in v. In this case πλ(s0)v = v.
We have
2ε 
∥∥πλ(s0)ξ − ξ∥∥=
∥∥∥∥∥
n∑
α=1
(
πλ(s0)ξα − ξα
)∥∥∥∥∥
=
∥∥∥∥∥πλ(s0)ξ1 − ξ1 +
n∑
α=2
(
πλ(s0)ξα − ξα
)∥∥∥∥∥= ‖ − 2ξ1‖ = 2‖ξ1‖.
Thus ‖ξ1‖ ε. This is exactly what we had to prove for α = 1.
Now, take α ∈ {1, . . . , n − 1} and assume that the conclusion holds for ξα. We have to
show that it holds also for ξα+1.
Note that if i < α or i > α+1, then πλ(sα) keeps Vi invariant although not elementwise
so we focus our attention to the spaces Vα and Vα+1.
In order to understand the action of πλ(sα) on Vα ⊕ Vα+1 (with ⊕ denoting a direct
orthogonal sum), we consider Tα = T1α ∪ T2α defined by
T 1α =
{
T ∈ Tα | sgn(α) = sgn(α + 1)
}
, T 2α =
{
T ∈ Tα | sgn(α) 	= sgn(α + 1)
}
,
and denote by V 1α , respectively V 2α , the corresponding subspaces of Vα . First consider the
action of πλ(sα) on Vα : if vT ∈ Vα is a basis vector corresponding to a standard tableau T ,
then we have two cases:
• sgn(α+1) = sgn(α). In this case, α and α+1 are in the same subtableau. If T (α+1) =
(1,2)∗, then πλ(sα)vT = vT . If T (α+1) = (2,1)∗, then πλ(sα)vT = −vT . In any case,
πλ(sα) keeps V 1α invariant.
• sgn(α + 1) = 1. In this case πλ(sα)vT = vsαT ∈ Vα+1.
Now consider the action of πλ(sα) on Vα+1: if vT ∈ Vα+1 is a basis vector corresponding
to a standard tableau T , then sgn(α) 	= sgn(α + 1) and thus πλ(sα)vT ∈ V 2α .
In summary, we have a bijective linear orthogonal involution:
sˆα : V 2α ⊕ Vα+1 → V 2α ⊕ Vα+1
induced by sα which exchanges the elements vT ∈ V 2α and vsαT ∈ Vα+1.
Now compute
∥∥πλ(sα)ξ − ξ∥∥2 =
∥∥∥∥∥
n∑
i=1
(
πλ(sα)ξi − ξi
)∥∥∥∥∥
2
=
∥∥∥∥ ∑ (πλ(sα)ξi − ξi)+ πλ(sα)ξα − ξα + πλ(sα)ξα+1 − ξα+1∥∥∥∥2
i /∈{α,α+1}
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∥∥πλ(sα)ξα − ξα + πλ(sα)ξα+1 − ξα+1∥∥2
= ∥∥πλ(sα)ξ1α − ξ1α + πλ(sα)ξ2α − ξ2α + πλ(sα)ξα+1 − ξα+1∥∥2

∥∥πλ(sα)ξ2α − ξ2α + πλ(sα)ξα+1 − ξα+1∥∥2.
The inequalities here follow from the invariance of the spaces mentioned above.
Since we are given ∥∥πλ(sα)ξ − ξ∥∥2  4ε2,
we have now
4ε2 
∥∥πλ(sα)ξ2α − ξ2α + πλ(sα)ξα+1 − ξα+1∥∥2
= ∥∥πλ(sα)(sα)ξ2α − ξα+1∥∥2 + ∥∥πλ(−πλ(sα)ξ2α + ξα+1)∥∥2
= 2∥∥πλ(sα)ξ2α − ξα+1∥∥2.
Since ‖πλ(sα)ξ2α‖ = ‖ξ2α‖, the triangle inequality and recursion on α show
‖ξα+1‖ =
∥∥ξα+1 − πλ(sα)ξ2α + πλ(sα)ξ2α∥∥

∥∥ξ2α∥∥+ ∥∥πλ(sα)ξ2α − ξα+1∥∥ ∥∥ξ2α∥∥+ √2ε
 ‖ξα‖ +
√
2ε 
(
1 + √2(α − 1))ε + √2ε = (1 + √2α)ε
and we are done. 
Theorem 4.5. Let λ be a nontrivial shape and let πλ be the corresponding irreducible
representation of Bn with representation space Vλ. If πλ is not the trivial representation,
then
KBn(SBn,πλ)KB,
where
KB =
√√√√ 4∑n
j=1 (1 +
√
2(j − 1))2
.
Proof. If λ is a nonregular shape then, as explained above, πλ can be seen as a represen-
tation of Sn and thus we have by Theorem 3.2 that
KBn(SBn,πλ) = KSn(S,πλ)
√
24
3 KBn − n
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Now, let λ be a regular shape and let ξ ∈ Vλ be a unit vector. Denote
ε = 1
2
max
0in−1
∥∥πλ(si)ξ − ξ∥∥.
Then we have from Lemma 4.4,
1 = ‖ξ‖2 =
n∑
α=1
‖ξα‖2 
∑
n
α=1
(
1 + √2(α − 1))2ε2 = 4ε2
K2B
.
Hence KB  2ε = maxi=0,...,n ‖πλ(si)ξ − ξ‖.
Since this is true for every unit vector ξ ∈ Vλ, we have also
KBn(SBn,πλ) = inf
ξ∈S(Vλ)
max
i=0,...,n−1
∥∥πλ(si)ξ − ξ∥∥KB. 
Proof of Theorem 2.1. Theorem 4.5 shows that the Kazhdan constant with respect to
Coxeter generators of the set of irreducible representations is  KB . Lemma 4.2 shows
that equality is achieved by the natural representation (which is irreducible). 
4.3. A bound on Kazhdan constants of reducible representations
In this section we deal with K˜Bn(SBn), the Kazhdan constant of representations without
fixed points. We prove:
Theorem 4.6.
K˜Bn(SBn)
1√
2
KBn(SBn).
Proof. Let π be a unitary representation of Bn without fixed points. Denote by Vπ its
representation space. π can be decomposed orthogonally as π = πr ⊕ πs where πr is the
sum of the regular irreducible representations appearing in the decomposition of π into
irreducibles and πs factors through Sn. Vπ is then decomposed as Vπ = Vr ⊕ Vs . We
decompose Vr orthogonally into a sum of irreducible representations of Bn:
Vr =
⊕
λ∈Λ
Vλ.
Here Λ is the multiset of all irreducible representations of Bn. For any ξ ∈ Vr we denote
by ξλ the component of ξ in Vλ. As for Lemma 4.4, we further decompose each irreducible
representation space Vλ into subspaces to get Vλ =⊕nα=1 Vλ,α . We use also the internal
decomposition Vλ,α = V 1λ,α ⊕ V 2λ,α as defined in the proof of Lemma 4.4.
We state an analogue of Lemma 4.4:
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and with a representation space V. Let ξ = ∑λ∈Λ∑nα=1 ξλ,α where ξλ,α ∈ Vλ,α (1 
α  n) (λ ∈ Λ) and let ε > 0 be such that maxs∈SB ‖π(s)ξ − ξ‖  2ε. Then for every
1 α  n one has ∥∥∥∥∑
λ∈Λ
ξλ,α
∥∥∥∥ (1 + √2(α − 1))ε.
Since we decompose every irreducible representation space separately, the proof of this
lemma is identical to the proof of Lemma 4.4, provided we replace every occurrence of ξα
in the proof by
∑
λ∈Λ ξλ,α and every occurrence of πλ by π . 
Now, let ξ ∈ Vπ be a unit vector. Writing ξ = ξr ⊕ ξs , we have either ‖ξr‖ 1/
√
2 or
‖ξs‖ 1/√2. If ‖ξr‖ 1/√2 then we can apply Lemma 4.7 on ξr and define
ε = 1
2
max
s∈SBn
∥∥πr(s)ξr − ξr∥∥
to get
1
2

∥∥ξr∥∥2 = n∑
α=1
∥∥∥∥∑
λ∈Λ
ξrλ,α
∥∥∥∥2  n∑
α=1
(
1 + √2(α − 1))2ε2 = 4ε2
KB
2
and thus
1√
2
KB  2ε = max
s∈SBn
∥∥πr(s)ξr − ξr∥∥.
So we have
max
s∈SBn
∥∥π(ξ) − ξ∥∥2 = max
s∈SBn
{∥∥πr(ξr )− ξr∥∥2 + ∥∥πs(ξs)− ξs∥∥2}
 max
s∈SBn
∥∥πr(ξr)− ξr∥∥2  12KB2.
On the other hand, if ‖ξs‖ 1/√2 then
max
s∈SBn
∥∥π(s)ξ − ξ∥∥2 = max
s∈SBn
{∥∥πr(ξr)− ξr∥∥2 + ∥∥πs(ξs)− ξs∥∥2}
 max
s∈SBn
∥∥πs(ξs)− ξs∥∥2  12KSn(S)2  12KB2.
Since this is true for every unit vector ξ ∈ V , we have also
K˜Bn(SBn,π) = inf
ξ∈S(Vπ)
max
s∈SBn
∥∥π(s)ξ − ξ∥∥ 1√
2
KBn(SBn). 
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In this section we compute the exact values of the Kazhdan constant of Dn with respect
to the Coxeter generators SDn . We introduce first the natural representation of Dn. This
representation will give us an upper bound for the Kazhdan constant of the irreducible
representations of Dn. Just as in the case of Bn, this value will be proven to coincide with
the Kazhdan constant of Dn.
5.1. The natural representation
Define the following representation πnat of Dn: take Cn with the standard basis
{e1, . . . , en} to be the representation space Vπnat and define the action of Dn on this ba-
sis by
πnat(a1)ei =
{−e2, i = 1,
−e1, i = 2,
ei, i 	= 1,2,
and for 1 j  n− 1:
πnat(aj )ei =
{
ei+1, i = j ,
ei−1, i = j + 1,
ei, i 	= j, j + 1.
The representation πnat can be realized as the irreducible Dn-module corresponding to
the double partition (λ1, λ2) with λ1 = n − 1 and λ2 = 1. The vector ei corresponds then
to the standard tableau where the unique box of λ2 is labelled i . We call it the natural
representation.
We search for a vector η such that ‖πnat(ai)(η)−η‖2 is independent of the generators ai.
Lemma 5.1. There is a vector η ∈ Vπnat such that∥∥πnat(b)η − η∥∥2 = 2
for every generator b ∈ {a1, a1, . . . , an−1} and
‖η‖2 =
n∑
j=1
(j − 1)2.
Proof. Setting
η =
n∑
j=1
(j − 1)ej ,
we have
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The vector η has squared norm ‖η‖2 =∑nj=1 (j − 1)2. 
Lemma 5.2. Define
KD =
√
2∑n
j=2 (j − 1)2
.
We have
KDn(SDn)KD.
Proof.
max
a∈SDn
‖πnat(a)η − η‖2
‖η‖2 =
2∑n
j=1 (j − 1)2
and thus
KDn(SDn,πnat) = inf
ξ∈S(Vπnat)
max
a∈SDn
∥∥πnat(a)ξ − ξ∥∥KD,
where
KD =
√
2∑n
j=2 (j − 1)2
.
Hence KD is also an upper bound for KDn(SDn). 
5.2. A lower bound for Dn
In this section we prove that the number KD defined in the previous section serves
as a lower bound for the Kazhdan constant of every irreducible nontrivial representation
and thus we conclude that KD coincides with the Kazhdan constant of the group Dn with
respect to SDn .
Note that here, just as in the case of the groups of type B , all shapes are either regular or
half empty. Since the representations corresponding to half empty shapes are restrictions of
irreducible representations of Bn which factorize through Sn, we apply the same strategy
as in Section 4.2.
We treat first the case of unsplit irreducible representations, i.e., representations corre-
sponding to shapes λ = (λ1, λ2) with λ1 	= λ2.
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Let λ be a regular shape and let πλ be the corresponding irreducible representation of
Dn with representation space Vλ.
We define subspaces of Vλ in the following way.
Note first that for every standard tableau T of shape λ the number 1 always lies at the
corner of one of the subtableaux of T .
For every α ∈ {2, . . . , n} let Tα be the set consisting of all standard tableaux belonging
to the shape λ for which sgn(α) 	= sgn(1) and α ∈ (1,1), i.e., α lies in the first box of the
subtableau not containing 1. Denoting by Vα the subspace of Vλ spanned by all standard
tableaux in Tα , we have Vλ =⊕nα=2 Vα.
Lemma 5.3. Let λ = (λ1, λ2) with λ1 	= λ2 be a nontrivial double partition of n and let πλ
be the corresponding representation of Dn with representation space Vλ. Let ξ =∑nα=2 ξα
and let ε > 0 be such that maxa∈SDn ‖πλ(a)ξ − ξ‖ 2ε. Then for every 2 α  n one has
‖ξα‖
√
2(α − 1)ε.
Proof. We prove by induction on α. Consider first the case α = 2. Since πλ(a1) and πλ(a1)
keep the subspaces V3, . . . , Vn invariant, we have∥∥πλ(a1)ξ − ξ∥∥ ∥∥πλ(a1)ξ2 − ξ2∥∥ and ∥∥πλ(a1)(ξ)− ξ∥∥ ∥∥πλ(a1)ξ2 − ξ2∥∥.
We can now write ξ2 = ξ12 + ξ22 where ξ12 and ξ22 are two orthogonal eigenvectors of
eigenvalue 1, respectively −1 for πλ(a1). (For example, if ξ2 = vT , then one can take
ξ12 = 12 (vT + vs1T ) and ξ22 = 12 (vT − vs1T ).) Since πλ(a1)|V2 = −πλ(a1)|V2, the vectors
ξ12 and ξ
2
2 are also eigenvectors of eigenvalues −1, respectively 1 for πλ(a1).
This implies
4ε2 
∥∥πλ(a1)ξ − ξ∥∥2  ∥∥πλ(a1)ξ22 − ξ22 ∥∥2 = ∥∥−2ξ22∥∥2 = 4∥∥ξ22 ∥∥2 and
4ε2 
∥∥πλ(a1)ξ − ξ∥∥2  ∥∥πλ(a1)ξ12 − ξ12 ∥∥2 = ∥∥−2ξ12 ∥∥2 = 4∥∥ξ12 ∥∥2,
which shows
‖ξ2‖2 =
∥∥ξ12 ∥∥2 + ∥∥ξ22 ∥∥2  2ε2
and establishes Lemma 5.3 for α = 2.
For α < n set now
T
1
α =
{
T ∈ Tα | sgn(α + 1) = sgn(α)
}
and
T
2
α =
{
T ∈ Tα | sgn(α + 1) 	= sgn(α)
}
and consider the subspaces V 1α and V 2α of Vα spanned by all standard tableaux in T1α ,
respectively in T2α .
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W = V 1α ⊕ V 2α ⊕ Vα+1 (with ⊕ denoting direct orthogonal sum), we get an automorphism
of W which keeps V 1α invariant and exchanges the two orthogonal subspaces V 2α and Vα+1.
Decomposing ξα = ξ1α + ξ2α in the obvious way, we have
4ε2 
∥∥πλ(aα)ξ − ξ∥∥2  ∥∥πλ(aα)(ξα + ξα+1)− (ξα + ξα+1)∥∥2

∥∥πλ(aα)(ξ2α + ξα+1)− (ξ2α + ξα+1)∥∥2
= ∥∥πλ(aα)ξ2α − ξα+1∥∥2 + ∥∥πλ(aα)ξα+1 − ξ2α∥∥2
= 2∥∥πλ(aα)ξ2α − ξα+1∥∥2.
Since ‖πλ(aα)ξ2α‖ = ‖ξ2α‖, the triangle inequality and recursion on α show
‖ξα+1‖ =
∥∥ξα+1 − πλ(aα)ξ2α + πλ(aα)ξ2α∥∥ ∥∥ξ2α∥∥+ ∥∥πλ(aα)ξ2α − ξα+1∥∥
 ‖ξα‖ +
√
2ε 
√
2(α − 1)ε + √2ε = √2αε
and we are done. 
5.2.2. Split representations
We need an analogue of Lemma 5.3 for split representations of Dn. As noted before, if
λ = (λ1, λ2) is a shape such that λ1 = λ2 then πλ splits into two irreducible representations
π−λ and π
+
λ .
Let λ = (λ1, λ1) be a shape. Recall from Section 3.5 that the basis of V±λ consists of all
standard tableaux of shape λ such that 1 lies in the second subtableau. For α ∈ {2, . . . , n} let
Tα be the set of all standard tableaux such that α ∈ (1,1) (i.e., α indexes the first box of the
first tableau). (Note that this is the same decomposition we used for unsplit representation.)
We denote by V ±α the subspace of V± = V ±λ linearly spanned by all elements of Tα . It is
easy to see that V ± =⊕nα=2 V ±α .
We state the analogue of Lemma 5.3 for split representations.
Lemma 5.4. Let λ = (λ1, λ1) be a nontrivial double partition of n and let π±λ be the
corresponding representation of Dn with representation space V ±λ . For ξ ∈ V ±λ write ξ =∑n
α=2 ξα with ξα ∈ V ±λ and let ε > 0 be such that maxa∈SDn ‖πλ(a)ξ − ξ‖ 2ε. Then for
every 2 α  n one has ‖ξα‖
√
2(α − 1)ε.
Proof. As previously, during the proof of Lemma 5.3, the two automorphisms π±λ (a1)
and π±λ (a1) keep V
±
3 , . . . , V
±
n invariant and differ by a sign on V
±
2 . Thus the proof of
Lemma 5.3 can be applied almost verbatim. Note that the induction step is rigorously the
same. 
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representation of Dn with representation space Vλ. Then
KDn(SDn ,πλ)KD,
where KD =
√
2∑n
j=2 (j−1)2
as before.
Proof. If λ is a half empty shape then as explained above, πλ can be seen as a represen-
tation of Sn and thus we have from Theorem 3.2 that KSn(S,πλ)
√
24
n3−n KD and we
are done.
Now, let λ be a regular shape and let ξ ∈ Vλ be a unit vector. Denote
ε = 1
2
max
a∈SDn
∥∥πλ(a)ξ − ξ∥∥.
Then we have from Lemmas 5.3 and 5.4:
1 = ‖ξ‖2 =
n∑
α=2
‖ξα‖2 
n∑
α=2
2(α − 1)2ε2 
n∑
α=1
2(α − 1)2ε2 = 4ε
2
K2D
and thus
4ε2
K2D
 1,
hence KD  2ε = maxa∈SDn ‖πλ(a)ξ − ξ‖.
Since this is true for every unit vector ξ ∈ Vλ, we finally obtain
KDn(SDn,πλ) = inf
ξ∈S(Vλ)
max
a∈SDn
∥∥πλ(a)ξ − ξ∥∥KD. 
We now conclude from Theorem 5.5 and Lemma 5.2 that KDn(SDn) = KD . This estab-
lishes Theorem 2.2.
6. The Kazhdan constant for the colored permutation groups
In this section we compute the exact values of the Kazhdan constant of the groups
Gr,n for r, n > 1 with respect to the set of generators SGr,n = {w0, . . . ,wn−1} defined in
Section 3.6. Here, again, we introduce a natural representation giving an upper bound for
the Kazhdan constant of (nontrivial) irreducible representations. We prove then that this
upper bound achieves the exact value of the Kazhdan constant of for the group Gr,n with
respect to the generating system SGr,n .
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Define the following representation πnat of Gr,n.
Take Cn with the standard basis {e1, . . . , en} to be the representation space Vπnat and
define the action of πnat on the generators {w0, . . . ,wn−1} by
πnat(w0)ei =
{
ei, i 	= 1,
ρre1, i = 1,
where ρr = e2πi/r .
For every (1 j  n− 1):
πnat(wj )ei =
{
ei+1, i = j ,
ei−1, i = j + 1,
ei, i 	= j .
The representation πnat corresponds to the multipartition (λ1, . . . , λr ) where λ1 =
(n − 1), λ2 = (1), and λ3 = · · · = λr = φ and thus it is an irreducible representation of
Gr,n. We call it the natural representation of Gr,n.
We search for a vector η such that ‖πnat(wi)(η) − η‖2 is independent of the genera-
tors wi.
Lemma 6.1. There is a vector η ∈ Vπnat such that∥∥πnat(wi)η − η∥∥2 = |1 − ρr |2
for every 1 i  n− 1.
Proof. Set
η =
n∑
j=1
(
1 + |1 − ρr |√
2
(j − 1)
)
ej .
We have now ∥∥πnat(w0)η − η∥∥2 = ∥∥(1 − ρr)e1∥∥2 = |1 − ρr |2
and for 1 i < n we get
∥∥πnat(wi)η − η∥∥2 = ∥∥∥∥(1 + |1 − ρr |√2 i
)
ei +
(
1 + |1 − ρr |√
2
(i − 1)
)
ei+1
−
(
1 + |1 − ρr |√
2
(i − 1)
)
ei −
(
1 + |1 − ρr |√
2
i
)
ei+1
∥∥∥∥2
=
∥∥∥∥ |1 − ρr |√ ei − |1 − ρr |√ ei+1∥∥∥∥2 12 2 N
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|1 − ρr |2
2
= |1 − ρr |2. 
Lemma 6.2. Define
KG =
√√√√ |1 − ρr |2∑n
j=1 (1 + |1−ρr |√2 (j − 1))
2 .
Then
KGr,n (SGr,n )KG.
Proof.
max
i=0,...,n−1
‖πnat(wi)η − η‖2
‖η‖2 =
|1 − ρr |2∑n
j=1 (1 +
√
2(j − 1))2
and we have
KGr,n (SGr,n , πnat) = infξ∈S(Vπnat) max0in−1
∥∥πnat(wi)ξ − ξ∥∥KG.
Hence, KG is an upper bound also for KGr,n (SGr,n ). 
6.2. KG is also a lower bound
In this section we prove that the number KG defined in the last paragraph serves as a
lower bound for the Kazhdan constant of every irreducible nontrivial representation and
thus we conclude that KG is the value of the Kazhdan constant of the groups of type Gr,n
with respect to SGr,n . As for Bn, define regular shapes as the shapes of multipartitions
(λ1, . . . , λr ) where at least one among the partitions λ2, . . . , λr is nonempty. Nonregular
multipartitions give rise to representations which factor through the quotient group Sn. We
will treat them later and turn now to the regular shapes.
For a regular shape λ = (λ1, . . . , λr ) with representation space Vλ spanned by standard
multitableaux of shape λ, we define Tα as the set of standard tableaux for which all ele-
ments 1,2, . . . , α − 1 lie in boxes of T1 but α labels a box (which is necessarily the first
one) belonging to one of T 2, . . . , T r . Denoting by Vα the space spanned by all tableaux in
Tα , we have
V =
n⊕
α=1
Vα.
The following is a generalization of Lemma 4.4 for the case of the groups Gr,n.
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sentation of Gr,n (r, n > 1) with representation space Vλ. Let ξ =∑nα=1 ξα and let ε > 0
be such that max0in−1 ‖πλ(wi)ξ − ξ‖ 2ε. Then for every 1 α  n one has
‖ξα‖ 2|1 − ρr |
(
1 + |1 − ρr |√
2
(α − 1)
)
ε.
Proof. We prove this result by induction on α. For α = 1, since πλ(w0) keeps the sub-
spaces V2, . . . , Vn invariant, we have for ξ ∈ V :
2ε 
∥∥πλ(w0)ξ − ξ∥∥ ∥∥πλ(w0)ξ1 − ξ1∥∥.
We have now V1 = ⊕rj=2 V1,r where V1,j is spanned by all standard multitableaux
containing the box labelled 1 in the j th subtableau. Writing ξ1 =∑rj=2 ξ1,j with ξ1,j ∈
V1,j , we have now
∥∥πλ(w0)ξ1 − ξ1∥∥2 = r∑
j=2
∥∥πλ(w0)ξ1,j − ξ1,j∥∥2 = r∑
j=2
∣∣ρj−1r − 1∣∣2‖ξ1,j‖2
 |ρr − 1|2
r∑
j=2
‖ξ1,j‖2 = |ρr − 1|2‖ξ1‖2,
which implies
2ε |1 − ρr |‖ξ1‖
as requested.
For α > 1 define
T
1
α =
{
T ∈ Tα | loc(α + 1) 	= 1
}
and T2α =
{
T ∈ Tα | loc(α + 1) = 1
}
.
Note that πλ(wα) keeps Vi invariant if i < α or if i > α + 1. Restricting πλ(wα) to
W = V 1α ⊕ V 2α ⊕ Vα+1 (with ⊕ denoting direct orthogonal sum), we get an automorphism
of W which keeps V 1α invariant and exchanges the two orthogonal subspaces V 2α and Vα+1.
From here one continues by following the lines of the proof of Lemma 5.3. 
Theorem 6.4. Let λ be a nontrivial shape and let πλ be the corresponding irreducible
representation of Gr,n with representation space Vλ. Then
KGr,n (SGr,n , πλ)KG,
where
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√√√√ |1 − ρr |2∑n
j=1
(
1 + |1−ρr |√
2
(j − 1))2
as before.
Proof. If λ is a half empty shape then, as explained above, πλ can be seen as a representa-
tion of Sn and thus we have by Theorem 3.2 that
KGr,n (SGr,n , πλ) = KSn(S,πλ)
√
24
n3 − n KG
and we are done.
Now, let λ be a regular shape and let ξ ∈ Vλ be a unit vector. Denote
ε = 1
2
max
0in−1
∥∥πλ(wi)ξ − ξ∥∥.
Then
1 = ‖ξ‖2 =
n∑
α=1
‖ξα‖2 
n∑
α=1
(
1 + |1 − ρr |√
2
(α − 1)
)2
ε2 = 4ε
2
K2G
and thus
4ε2
K2G
 1,
hence KG  2ε = maxi=0,...,n−1 ‖πλ(wi)ξ − ξ‖.
Since this is true for every ξ ∈ S(Vλ), we have also
KGr,n (SGr,n , πλ) = inf
ξ∈S(Vλ)
max
i=0,...,n−1
∥∥πλ(wi)ξ − ξ∥∥KG. 
We now conclude from Theorem 6.4 and Lemma 6.2 that KGr,n (SGr,n ) = KG. This
establishes Theorem 2.3.
7. Open problems
We conclude this chapter with some open problems that arise naturally from the results
presented here.
(1) The family of colored permutation groups denoted here by Gr,n is a part of a much
larger family, consisting of all finite complex reflection groups. They can be presented
as finite index subgroups of colored permutation groups. Clifford theory transfers the
E. Bagno / Journal of Algebra 282 (2004) 205–231 231representation theory of colored permutation groups to the corresponding theory of
complex reflection groups. An interesting question is whether the method presented
here to achieve Kazhdan constants can be transferred to complex reflection groups.
(2) A much more challenging problem is that of finding Kazhdan constants for exceptional
Coxeter groups. It is unclear whether the method described here of decomposing each
representation into almost invariant subspaces according to conditions on the tableaux
would generalize since there is no known tableaux based representation theory. Per-
haps another decomposition would work.
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