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Abstract  
Accurate estimation of gas condensate fluid properties is a challenging task due to evolving 
condensate liquid from the gas phase below the saturation pressure. Among the fluid 
properties viscosity of condensate liquid has the largest prediction uncertainty. The existing 
literature methods cannot cope with non-linearity and physics of gas condensate mixture 
(transition from single phase to two-phase) below the saturation pressure. Hence, in this study 
based on the experimental condensate viscosity data a simple linear equation as a function of 
pressure, temperature and solution gas to oil ratio was developed. For this purpose, 
comprehensive data source of 1368 experimental data points acquired from open literature 
has been used. For developing new condensate viscosity correlation an Artificial Intelligence 
method known as Takagi – Sugeno – Kang fuzzy algorithm was utilized. The accuracy of the 
developed correlation was compared with five previously published literature models. The 
superiority of new correlation over existing literature models is confirmed by statistical 
parameters of least root mean square error of 0.0194, mean average error of 0.0163 and 
average absolute relative deviation percentage of 7.123. The proposed condensate viscosity 
correlation is valid in a pressure rang of 0.25 – 75.84 MPa), temperature range of 303 – 
443.15°K and Rs of 41.96 – 13496 scf/STB. 
The proposed correlation can be used as an alternative approach to existing models for 
accurate estimation of gas condensate viscosity and produce reliable reservoir simulation 
studies.  
Keywords 
Artificial Intelligence (AI), Condensate viscosity, Fuzzy approach, K–mean clustering, 
Membership Functions (MFs), Takagi – Sugeno – Kang (TSK). 
1. Introduction  
Gas condensate reservoirs with depletion-mode of recovery are experiencing liquid drop out 
(liquid condensate) near the wellbore region when bottom-hole flowing pressure (BHFP) falls 
below the saturation pressure. This behaviour would directly affect the performance of the 
reservoir and in some cases lead to severe productivity decline (Strand and Bjørkvik, 2019). 
The viscosity of liquid condensate in such reservoir is an important parameter for evaluating 
performance, reservoir simulation, designing facilities and selecting the best production 
strategy (Dandekar, 2015). Hence, accurate prediction of this parameter is important for 
natural gas industry. Ideally, the viscosity should be measured experimentally by providing 
fluid samples using Constant Volume Depletion or Constant Composition Expansion (CCE) 
experiments. Nevertheless, experimental studies are limited in the industry because of the 
associated challenges, fluid behaviour of gas condensate mixture below the dew point, time 
and costs (Fattah and Lashin, 2018). When the fluid samples are not available to save cost 
and time, fluid properties (viscosity) are estimated by empirical semi-empirical correlations. 
The correlations are divided into two categories including those that developed based on 
corresponding state principle (CSP) and flow theory and gas-saturated oil or live oil viscosity 
models. The CSP correlations use fluid composition, pour point temperature, acentric factor, 
critical temperature, boiling point and molar mass for estimation of fluid (gas and liquid) 
viscosity (Baled et al., 2018). The two most prevalent CSP based viscosity models in any 
Pressure Volume Temperature (PVT) models (e.g., Eclipse “Schlumberger” and Landmark’s 
Nexus “Halliburton”) are Lohrenz et al., (1964) known as LBC and Pedersen and Fredenslund, 
(1987). These semi-empirical correlations are a strong function of reduced density and 
compositional variation and small changes in both aforementioned parameters may have a 
profound effect on their performance (Yang et al., 2007). Availability of the mixture composition 
data, which is a common problem as mentioned earlier is the key for using CSP viscosity 
models. In this case, the second category of correlations known as gas-saturated oil or live oil 
viscosity models can be used for the estimation of condensate viscosity (Yang et al., 2007). 
These correlations are simpler than CSP based models and mostly developed as a function 
of reservoir temperature, pressure, API gravity and solution gas to oil ratio “Rs”. Some 
examples of these correlations are Beggs and Robinson, (1975); Bergman and Sutton, (2007); 
De Ghetto et al., (1994); Elsharkawy and Alikhan, (1999); Kartoatmodjo and Schmidt, (1991); 
Elsharkawy, (2006); Sutton, (2005); Ugwu et al., (2011). However, the accuracy of these 
models is questionable as some correlations are specific for a certain region and fail to predict 
viscosity in a wide range of operational conditions. It has been highlighted that the best 
performance of the prevalent existing viscosity models for prediction of liquid condensate is 
within 10 – 30% error and often increases to 50% (Whitson, 2006). 
Another approach that recently become very popular for various modelling aspects of 
hydrocarbon reservoirs fluid properties are so-called Artificial Intelligence (AI) or Machine 
Learning (ML) techniques. Many scholars utilized AI for the accurate modelling of various 
reservoir fluid properties. Najafi-Marghmaleki et al., (2016) utilized an AI model known as a 
radial basis function to predict the dew point pressure. Zendehboudi et al., (2012) utilized 
Artificial Neural Network (ANN) for the prediction of condensate to gas ratio (CGR). Al-Quraishi 
and Shokir, (2011) and Hemmati-Sarapardeh et al., (2014) used the ANN network and Least 
Square Support Vector Machine (LSSVM) to model hydrocarbon viscosity of gas and oil. 
Recently Faraji et al., (2020) implemented ANN and LSSVM for accurate estimation of liquid 
condensate viscosity in gas condensate reservoirs. Although the aforementioned approaches 
provide a satisfactory estimation of the studied properties, however, the major criticism is that 
they are black-box approaches and the visual relationship between input and output 
parameters cannot be interpreted (Bikmukhametov and Jäschke, 2020; Hemmati-Sarapardeh 
et al., 2020). In another word, a meaningful mathematical function from these methods cannot 
be derived. Therefore, this study aims to develop a novel condensate liquid viscosity 
correlation. The proposed correlation should provide scientific insight into fluid properties and 
cope with the non-linearity of gas condensate fluid mixture concerning liquid condensate 
viscosity without sacrificing accuracy.   
For this purpose 1368 data points from open literature were collected and used for developing 
and testing the proposed model. Based on the experimental condensate viscosity data a 
simple linear equation as a function of pressure (P), temperature (T) and solution gas to oil 
ratio (Rs) 𝜇𝑐 = 𝑓(𝑃, 𝑇, 𝑅𝑠) is proposed. Takagi – Sugeno – Kang (TSK) rule-based fuzzy 
approach is used for optimizing associate parameters of the proposed model.  
2. Data collection 
To assess the accuracy of the studied literature viscosity models and also develop a novel 
condensate viscosity correlation a data bank is gathered from experimental studies in the open 
literature. The sources of the data bank are (Al-Meshari et al., 2007; Audonnet and Pádua, 
2004; Fevang, 1995; Gozalpour et al., 2005; Guo et al., 1997; Kariznovi et al., 2012; Kashefi 
et al., 2013; Khorami et al., 2017; Strand and Bjørkvik, 2019; Thomas et al., 2009; Yang et al., 
2007). In the aforementioned studies, various methods include rolling ball viscometer, 
electromagnetic pulse technology viscometer and capillary viscometer and vibrating-wire 
sensor have been used for measurement of condensate phase viscosity. A binary mixture of 
methane and n-decane in various temperatures and pressure was considered as gas 
condensate fluid in most of those experimental studies. The data bank contains 1368 data 
points, which have been organized in matrix form. The databank is divided into two subsets of 
training (70%) and testing (30%). The statistical distribution of the data is summarized in Table 
1. 
Table 1. Statistical information of the databank. 
Property Min Max Average 
Pressure, (MPa) 0.25 75.84 25.25 
Reservoir Temperature, 
(°K) 
303 443.15 353.15 
Solution GOR, Rs, 
(scf/STB) 
41.7 13496 3628 
Condensate viscosity, 
𝜇𝑐, (cp) 
0.0404 0.982 0.232 
3. Development of new correlation using TSK fuzzy  
3.1 TSK Fuzzy approach  
The basic idea of fuzzy sets was initially proposed by Zadeh, (1965) to deal with vagueness, 
imprecision and uncertainty in a system. Unlike the classical binary logic that only admits true 
(1) or false (0) of an occurrence, fuzzy logic covers the degree of truth of a factor between 0 
and 1. In contrast to the classical crisp set, where an object either belongs to a set or it does 
not, everything is a matter of degrees in a fuzzy set.  The most well-known rule-based fuzzy 
inference systems (FIS) are linguistic Mamdani type and Takagi-Sugeno-Kang (TSK) 
(Mamdani and Assilian, 1975; Takagi and Sugeno, 1985). Both antecedents and consequence 
are fuzzy sets in the Mamdani approach, whereas in the TSK model antecedent contains fuzzy 
sets, and the consequence is a linear equation. TSK model is more compact and offers 
computational efficiency than Mamdani type fuzzy inference system (AL-Rousan et al., 2020). 
In TSK fuzzy model a linear relationship between input/output is defined by a set of fuzzy rules 
shown in the following equation. 
 
𝑅1: 𝑖𝑓 𝑥𝑖 𝑖𝑠 𝐴𝑖1𝑎𝑛𝑑…𝑎𝑛𝑑 𝑥𝑚 𝑖𝑠 𝐴𝑖𝑚  𝑡ℎ𝑒𝑛  
𝑦𝑖 = 𝑎𝑖1𝑥1 +⋯+ 𝑎𝑖𝑚𝑥𝑚 + 𝑎𝑖0      
(1) 
Where 𝑅1 = (1, 2, … , 𝑛) is the number of fuzzy rules, 𝑥𝑖 = (1,2, … ,𝑚) are the input variables, 
𝑦𝑖 are the output variables whose values are inferred, 𝐴𝑖1, … , 𝐴𝑖𝑚 are membership functions of 
the fuzzy sets in the premises and 𝑎𝑖0, 𝑎𝑖1, … , 𝑎𝑖𝑚 are the model parameters in the 
consequence (Takagi and Sugeno, 1985). To determine aforesaid three items using input-
output data of a respective system the design procedure of the TSK fuzzy model can be 
summarized in three steps as follow: 1) Fuzzy clustering; 2) Setting the membership functions 
and 3) Parameters estimation (Choudhury et al., 2020; Shokir, 2008).   
Partitioning a set of input variables into some fuzzy subsets can be carried out in the first two 
steps. The relation of input/output of each fuzzy subset is defined in the last step (Takagi and 
Sugeno, 1985). TSK algorithm requires a combination of input/output variables called premise 
variables, where in this study the input variables are pressure (P), temperature (T) and solution 
gas to oil ratio (Rs), and the output variables are liquid condensate viscosities (𝜇𝑐). After 
preparing the dataset to two subsets of training (70%) and Testing (30%), the partitioning of 
the data to several clusters is required.  
Based on inputs/outputs source a data sets N=1, 2, …, n have been organized in a matrix 
form as shown in the following equation. 
 𝑁 = [
𝑃1 𝑇1 𝑅𝑠1 𝜇𝑐1
𝑃2 𝑇2 𝑅𝑠2 𝜇𝑐2
⋮ ⋮ ⋮ ⋮
𝑃𝑁 𝑇𝑁 𝑅𝑠𝑁 𝜇𝑐𝑁
]      (2) 
Before applying any clustering techniques (e.g., K-mean clustering), to the created matrix data 
structure the optimum number of clusters needs to be defined in a data set. This would also 
determine the number of fuzzy IF-THEN rules. In this study Calinski and Harabasz, (1974) 
cluster evaluation method was used to find the optimum number of clusters. 
3.2 Fuzzy clustering  
There are several fuzzy clustering methods in literature such as fuzzy c-means (FCM), 
Gustafson-Kessel (GK), K-means clustering and subtractive clustering. In this study, the K-
means clustering method was used as one of the most popular classification algorithms for 
the data without any defined categories (unlabelled data). This algorithm, is an iterative, hill 
climbing data-partitioning algorithm, where 𝑁 observations can be partitioned to “𝑐" clusters 
where an objective function “J” can be estimated as follow (Klawonn et al., 2015). 




𝑖=1       (3) 
where J should be minimized under the following constraints:  
 ∑ 𝑢𝑖𝑗 = 1    𝑓𝑜𝑟 𝑎𝑙𝑙  𝑗 ∈ {1, … , 𝑛}
𝑐
𝑖=1                  (4) 
Where 𝑢𝑖𝑗 ∈ {0,1} indicates whether data vector 𝑥𝑗 is assigned to cluster 𝑖 (𝑢𝑖𝑗 = 1) or not 
(𝑢𝑖𝑗 = 0);  𝑑𝑖𝑗 = ‖𝑥𝑗 − 𝑣𝑖‖
2
is squared Euclidean distance between data vector 𝑥𝑗 and cluster 
prototype 𝑣𝑖. The number of clusters "𝑐" in this method must be known in advance. Our criteria 
for assigning an initial number of clusters is based on the assumption that nonlinearity in the 
data can be approximated by 12 clusters (Shokir, 2008).   
In general, there is no specific rule for defining the optimum number of clusters “𝑐”, however, 
several techniques such as the elbow method, the silhouette method G-means algorithm and 
Calinski-Harabasz exist in literature. In this study, the Calinski-Harabasz cluster evaluation 
method was used as an efficient technique (Calinski and Harabasz, 1974). The criteria of 







      (5) 
Where 𝑆𝑆𝐵 and 𝑆𝑆𝑤  are between and within overall cluster variance respectively and defined 

















Where 𝑛𝑖 is the number of observations in cluster 𝑖, 𝑚𝑖 is the centroid of cluster 𝑖, 𝑚 stands 
for the mean of the data, 𝑥 is the number of data samples, 𝑐𝑗 is the ith cluster and  ‖𝑚𝑖 −𝑚‖
2, 
‖𝑥 − 𝑚𝑖‖
2 is Euclidean distances between two vectors. Large 𝑆𝑆𝐵 and a smaller  𝑆𝑆𝑤  are 
representing well-grouped clusters, which means the larger the 𝑉𝑅𝐶𝑐 ratio, the better 
partitioning of the data  (Calinski and Harabasz, 1974). Therefore, to achieve the optimum 
number of clusters, the validity measure of 𝑉𝑅𝐶𝑐 is maximized for the number of clusters 𝑐. 
Hence, the highest Calinski-Harabasz index is the optimum number of clusters. In this study 
using our training data the best number of clusters returned by validity faction, 𝑉𝑅𝐶𝑐 is 9 as 
shown in Fig.1.  
 
Fig. 1. The results of validity function 𝑉𝑅𝐶𝑐,  for liquid condensate viscosity input data.  
Having defined the optimum number of clusters for our training data, the k-means algorithm, 
presented in Eq. (11) can proceed in the following three steps for a training data point, 𝐴 =
{𝑥1, 𝑥2… , 𝑥𝑛} in n-dimensional space ℝ
𝑛: Step 1: Choose an initial cluster centres 
𝑧1, 𝑧2, 𝑧3 , … , 𝑧𝐾 randomly from 𝑛 points {𝑥1, 𝑥2… , 𝑥𝑛}; Step 2: assign data points 𝑎 = 𝐴 to its 
closest centre and obtain 𝑘-partition of 𝐴; Step 3: Recalculate centres for the new partition and 
go to step 2 until no more data, change their clusters, or the algorithm is converged.  
3.3 Setting the membership function  
To determine the membership degree of an object (data point) to a certain set (cluster), 
𝐴𝑖1, … , 𝐴𝑖𝑚 the membership functions (MFs) have to be set between 0 and 1 (Nazari et al., 
2015). This is a binary issue, which states an object is either belong to a set or not and can 
be represented by the following expression.  
 
𝜇𝐴(𝑥) = {
1, 𝑥 ∈ 𝐴
0,        𝑥 ∉ 𝐴
     
(7) 
where 𝜇𝐴(𝑥) represents an ambiguous membership of component x in set A, and ∈, ∉ 
represent contained or not contained in set A, respectively. Zadeh, (1965) extended classical 
binary membership of only 0 and 1 to a real continuous interval where the numbers between 
0 and 1 can represent various degree of a membership of an object (data point) to a set 
(cluster) as follow.  
 𝜇𝐴: 𝑈 → [0,1]     (8) 
Where U represents a universal set defined for a specific problem in fuzzy set A. For instance, 
if 𝑈 = {𝑥1, 𝑥2, … , 𝑥𝑛 }, then the degree of membership of 𝑥1, 𝑥2, … , 𝑥𝑛  in U can be defined by the 
following equation.  
 𝐴 = {(𝜇𝐴 (𝑥1 )|𝑥1), (𝜇𝐴 (𝑥2 )|𝑥2),… , (𝜇𝐴  (𝑥𝑛 )|𝑥𝑛)} (9) 
The relation between the input/output is defined by fuzzy IF-THEN rules, where a conclusion 
can be achieved based on the hypothesis. This explains the principle of an inference 
mechanism which, , if a hypothesis is known then another fact or conclusion can be reached 
(Shokir, 2008). 
The information that how the data points are distributed in the input space provides the 
guideline for creating several fuzzy clusters and their detection. Cluster centres and 
eigenvalues of fuzzy covariant matrices can be used for capturing this information (Shokir, 
2008, 2006; Takagi and Sugeno, 1985). In this study, the gaussian membership function is 
employed to define the antecedent fuzzy sets as follow (Nazari et al., 2015).  





Where 𝑣𝑖𝑗 is the scalar values of inputs, 𝜎𝑖 is the standard deviation and 𝑐𝑖 is the mean of the 
ith fuzzy set 𝐴𝑖.  Fig. 2 illustrates the output response of gaussian membership functions to 
one of the inputs (pressure). Other parameters of the training data set including temperature, 
solution gas to oil ratio and liquid condensate viscosity were similarly given the degree of 
membership function. MF1 to MF9 in Fig. 2 represent 9 membership functions that were 
constructed according to 9 identified clusters using Eq. (5).  
 
Fig. 2. Gaussian membership function for input 1 “pressure”.   
To optimize the consequent parameters of the TSK model 𝑎𝑖0, 𝑎𝑖1,… , 𝑎𝑖𝑚 in Eq. (1) are using 
least-square approximation if X denotes a matrix having 𝑖𝑡ℎ row in the input vector known as 
𝑥𝑖 (inputs) and if Y represents a vector column with 𝑦𝑖 (output) as its 𝑖𝑡ℎ component. Also if 𝑤𝑖 
denotes to 𝑁 ×  𝑁 real matrix the degree of firing 𝛽𝑖𝑗 can be defined as follow (Takagi and 








And if 𝜃𝑖 = [𝑎𝑖1,… , 𝑎𝑖𝑚 , 𝑎𝑖0] represents consequent parameters of ith rule in each vector, to 
determine  𝑎𝑖0 in 𝜃𝑖, a unitary column 𝐼 is added to the matrix X,  𝑋𝑒 = [𝑋, 𝐼]. This is an extended 
matrix for the input values, then 𝜃𝑖 is calculated by the following expression.  
 𝜃𝑖 = [𝑋𝑒
𝑇 .𝑊𝑖 . 𝑋𝑒]
−1
𝑋𝑒
𝑇 . 𝑊𝑖 . 𝑌 (12) 
Where 𝑋𝑒
𝑇 is the transpose of matrix 𝑋𝑒. The obtained parameters 𝜃𝑖 for each matrix, 
substituted in the following equation to approximate the output value of Y.  
 𝑌 ≈ 𝑋. 𝜃𝑖 (13) 
This output value Y is representing the constants that limit the degree of membership functions 
within the various clusters. These optimized constant parameters are substituted in the linear 
equation proposed in this study Eq. (14) for the estimation of condensate viscosity. The range 
of each cluster for input variables (P, T, Rs) and the values of constants parameters (A, B, C, 
D) in the proposed equation are presented in Table 2. For instance, using the constants in 
Table 2, the function introduced for rule 1 can be used as follow: 
 {
𝜇𝑐 = 𝐴𝑃 + 𝐵𝑇 + 𝐶𝑅𝑠 +𝐷
𝑅1: 𝑖𝑓 44.99 <  𝑃 < 75.15 𝑎𝑛𝑑 303.15 < 𝑇 < 405.37 𝑎𝑛𝑑 5245 < 𝑅𝑠 < 6101
 𝑇ℎ𝑒𝑛 𝜇𝑐 = −0.0063𝑃 + 0.0025𝑇 + 0.0452𝑅𝑠 + 0.0032 
 (14) 
 









A B C D 




-0.0063 0.0025 0.0452 0.0032 
2 11.29 – 26.93 348 – 404.6 714 – 9732 0.0003 0.0025 -0.0123 -0.0063 




0.0024 0.0022 0.000124 -7.007 
4 50.07 – 75.44 303.15 – 
315.92 
971 – 3646 0.0011 -0.0056 -0.0017 23.84 




0.0008 -0.0019 0.000012 -0.5807 




0.0006 -0.0034 0.0001 -0.7915 




0.0007 0.0014 0.0001 0.2219 




0.0001 0.00004 - 0.001 0.6126 




0.00001 0.0036 -0.0053 13.97 
 
The developed TSK fuzzy architecture is shown in Fig. 3 where 9 fuzzy rules interrelate the 
inputs parameters (P, T and Rs) to the output (𝜇𝑐). Output is represented as a dynamic linear 
relation for the estimation of liquid condensate viscosity.  
 
Fig. 3. The architecture of TSK fuzzy AI model for predicting liquid condensate viscosity. 
4. Results and discussion  
In this study, a new gas condensate viscosity correlation based on the TSK rule-based fuzzy 
approach has been developed as a function of reservoir pressure (P), temperature (T) and 
solution gas to oil ratio (Rs). For this aim, a comprehensive data source was collected and 
divided into two subsets of training (70%) and testing (30%) in a randomised approach. 
Training data points (958) are partitioned into optimum nine clusters using the k-mean 
clustering technique. Consequently, nine rules were defined and fired into the partitioned data 
points to interrelate input parameters of P, T and Rs to the output parameter of condensate 
viscosity using the gaussian membership function. The proposed correlation can be used to 
estimate condensate viscosity within P, T and Rs range of [37.7 – 11000 psi (0.25 – 75.84 
MPa)], [86 – 338°F (303 – 443.15°K)] and (41.96 – 13496 scf/STB) respectively.  
The newly developed model compared with well-known literature correlations of LBC, (1964); 
Beggs and Robinsons, (1975); Kartoatmodjo and Schmidt, (1991); De Ghetto et al. (1999);  
Elsharkawy and Alikhan, (1999); Elsharkawy, (2006); Sutton, (2005); Ugwu et al., (2011) and 
optimized LBC correlation by Yang et al., (2007). These empirical and semi-empirical 
correlations were developed for a certain region and different operational conditions (pressure 
and temperature). Hence to implement a fair comparison with the developed AI model in this 
study, constants of each model are optimized (tuned) using the least square approach to 
match the utilized experimental data. This approach is similar to the viscosity prediction in 
reservoir fluid simulation studies (ECLIPSE, 2014; Yang et al., 2007). The testing data set has 
been used to evaluate the prediction performance of the developed and utilized literature 
models. For this purpose, statistical error parameters of Root Mean Square Error (RMSE), 
Mean Average Error (MAE) and Average Absolute Relative Deviation percentage (AARD %) 
shown in Eq. (15) were used. To visualize the performance of the newly developed model 
against other methods graphical error analysis include error distribution and graph of the cross 
plot have been utilized.  
 
𝑅𝑀𝑆𝐸 = (
























The prediction performance of the developed correlation using the TSK fuzzy AI method as 
well as other models in the range of (0 – 0.5cp) have been tested. This lower range is the true 
representative of mobile condensate liquid that flows in the gas phase toward the wellbore 
(Fevang, 1995; Whitson and Brulé, 2000). In higher viscosity range the interfacial tension of 
the liquid condensate is high, which cause the liquid droplets to be absorbed by the formation.  
Table 3 summarizes statistical error analysis results of the newly developed model and tuned 
literature correlations for estimating experimental condensate viscosity data. The results 
indicate that the developed condensate viscosity correlation yields good agreement between 
the predicted condensate viscosity and measured condensate viscosity values with the lowest 
RMSE of 0.0194, MAE of 0.0163, and AARD % of 7.123. The developed model is a function 
of P, T and Rs. From Fig. 4 it can be seen that among the literature correlations Kartoatmodjo 
and Schmidt, (1994), has the highest scattering around zero error line (diagonal line) while 
tuned LBC, (1964) provides the least spreading for prediction of liquid condensate viscosity. 
The reason for the high error by utilized literature models is because of the individual limitation 
of each model for a specific range of viscosity and also different hydrocarbon mixture that was 
used in their development.   
From Fig. (4), the consisting scattering of the data along the zero-error line can be observed 
using new developed correlation. The new liquid condensate viscosity model responds very 
well to the pressure and temperature change with the least amount of error. This new 
correlation can be used in PVT packages of reservoir simulators as an alternative approach 
for the determination of liquid condensate viscosity.  
Table 3. The statistical accuracy of optimized existing literature correlations and the developed 
TSK model for estimating condensate viscosity using test data.  
Method RMSE MAE AARD% 
Tuned LBC (1964)  0.0196 0.0153 8.32 
Beggs and Robinson 
(1975)  
0.0264 0.0192 9.95 
Elsharkawy and Alikhan 
(1999)  
0.0248 0.0176 8.52 
De Ghetto et al., (1994) 0.0293 0.0241 12.79 
Kartoatmodjo and 
Schmidt, (1994)  
0.0232 0.0194 11.66 
Elsharkawy, (2006) 0.1101 0.0908 33.47 
Ugwu et al., (2011) 0.0616 0.0714 17.66 
Sutton, (2005) 0.3673 0.0869 15.84 
Yang et al., (2007) 0.0544 0.0396 14.80 








Fig. 4. Cross plot of estimated against condensate liquid viscosity measurements of literature 
correlations and new developed method.  
The validity of the developed correlation using AI for the prediction of two different hydrocarbon 
mixtures viscosities were examined. Both examples were taken from Pisarev and Kondratyuk, 
(2019), where they measured viscosities of n-butane (C4H10) and n-pentane (C5H12) in different  
pressure ranges. The viscosity measurements were taken at 360K and 310.95K respectively. 
The results of AARD% show that the developed model predict the viscosity of n-butane 
mixture with 10.04% error and viscosity of n-pentane mixture with 16.32%. The graph in Fig. 
5 shows the residual plot of relative error calculation. Although the error is still in the acceptable 
margin, however, the accuracy of the developed model for prediction two mixtures viscosities 
deteriorates. This is reiterating the fact that a wider spectrum of hydrocarbon mixture viscosity 
data is required to train the TSK fuzzy model and subsequently extends the range of each 
input in developed model, which could be subject to further study.  
  
Figure 5. Residual plot of relative error percentage of AI model in predicting n-butane (C4H10) 
and n-pentane (C5H12) viscosities as a function of pressure.   
5. Conclusion  
A new correlation has been developed for prediction of condensate viscosity of gas 
condensate reservoirs undergoing depletion. An AI tool called TSK fuzzy approach has been 
utilized to develop a new liquid condensate viscosity correlation as a function of reservoir 
pressure, temperature and solution gas to oil ratio. The prediction capability of the proposed 
correlation has been compared to five tuned existing literature models for condensate viscosity 
of gas condensate reservoirs. Statistical and graphical error analyses have been used for the 
comparison of the obtained results. The results in this study show that the new model follows 
the actual physical trend of the experimental data with very good accuracy. The following 
conclusion can be drawn based on the obtained results. 
 A newly developed correlation based on TSK fuzzy approach provides an accurate 
prediction of experimental measurements and outperformed existing literature models 
with the lowest RMSE of 0.0194, MAE of 0.0163 and AARD% of 7.123. 
 The new correlation in this study is independent of gas reduced density which is 
required in CSP based literature correlations and it only needs three parameters of P, 
T and Rs.   
 The obtained results indicate that the new correlation is capable of modelling 
nonlinear and multivariate condensate (oil) viscosity with only three input parameters 
of reservoir pressure, temperature and solution gas to oil ratio. 
 The validity of the developed model for the prediction of other hydrocarbon mixture 
viscosities was confirmed using two independent samples.  
 The proposed model is valid for a pressure range of 0.25 – 75.84 MPa, temperature 
range of 303 – 443.15 Kelvin and solution gas to oil ratio of 41.7 – 13496 scf/STB.  
 The validity of the model for a wider range of operating conditions can be further 
investigated in future studies using a larger data bank.  
 The developed correlation can be used in PVT calculations of gas condensate 
reservoirs for reliable modelling and to perform simulation studies.  
Statement: The authors declare that they have no conflict of interest.  
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