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ABSTRACT
Over the pass 60 years, infrared (IR) spectral imaging has become an im-
portant tool with various applications such as identifying chemical distribu-
tions of biomedically relevant components in tissue, investigating biomedical
and biological processes, and studying development of diseases (histopathol-
ogy). This thesis focuses on denoising and deblurring absorbance images
of the Fourier transform infrared spectroscopy for improved spatial resolu-
tion while maintaining spectral quality. In addition, it aims to speed up
data-acquisition by deploying state-of-the-art computational tools such as
dictionary training for sparse representation, and compressive sensing. Here,
we use a singular value decomposition denoising algorithm to recover the
noiseless absorbance data. Then, novel variational Bayesian deconvolution
algorithms using a theoretical formula of the optical point spread function
(PSF) are used to improve the spatial resolution, and estimate the mismatch-
ing term in the true and theoretical PSF. For sparse reconstruction, we train
a K-SVD dictionary to sparsely represent the interferograms. Then, using
optimization algorithms, we recover the full dimensional interferograms from
very few measurements. Using experimental results on the standard United
States Air Force (USAF) 1951 target and breast tissue samples, we show an
improvement of 10.53 dB in the signal-to-noise ratio (SNR) after denoising.
In addition, the absorbance contrast ratio (ACR) is increased by at least
1.07 times after deblurring over a spatial frequency range of interest on the
standard USAF target. Most importantly, our method improves the spatial
resolution without significantly modifying the underlying spectral informa-
tion. For sparse reconstruction, we demonstrate that reconstruction results
with correlation factors of at least 0.999, and mean relative errors as small
as 3% can be obtained by using just 32 measurements (1.9% of the total
number of measurements).
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CHAPTER 1
INTRODUCTION
1.1 FT-IR imaging
Fourier transform infrared (FT-IR) spectroscopic imaging is a powerful modal-
ity that combines the benefits of microscopy and chemical selectivity of IR
spectroscopy [1, 2]. The technology provides a wealth of information about
the sample in both the spatial and spectral domains. Several applications
can take advantage of this technology such as material analysis, chemical
distribution investigation, drug diffusion study in clinical analysis, and auto-
matic histopathology [1]. Although recent use of a focal plane array (FPA)
multichannel detector [2] in FT-IR has shown great improvements in both
image quality and acquisition speed over that of a traditional single-point
detector in point-to-point mapping mode [3, 4], the quality of spectroscopic
absorbance images falls behind that of optical microscopy due to the follow-
ing reasons. First, due to diffraction and sampling, absorbance images at
longer wavelengths in the mid-IR region do not have high spatial resolution
or clarity [5]. Second, FPA detectors are smaller in size and lower in sen-
sitivity than those used in microscopy. In addition, acquisition rate of this
technology is not very high. Typically, it usually takes a few minutes to a
few hours to record absorbance spectra of a sample.
This thesis addresses the two following problems of the FT-IR imaging: low
spatial resolution and long acquisition time. First, we improve the spatial res-
olution with two novel deblurring algorithms. These algorithms incorporate
reasonable priors on the high-resolution images and use a physical model of
the Point Spread Function (PSF). Besides, they also have strong tolerance to
mismatching effects of true and theoretical PSFs, which are often the causes
of ringing artifacts in deconvolution. Secondly, based on previous work of
Spencer Brady [6] on sparse reconstruction with the K-SVD dictionary, us-
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ing simulation results, we show absorbance data with competitive quality can
be obtained when taking only about 2% of the measurements.
1.2 Optical setup
In FT-IR imaging, light from a black body source is equally divided into two
parts by a beam splitter inside a Michelson interferometer (see Figure 1.1).
Then, these beams experience different phase delays. Upon recombination,
the beam from one arm interferes with its path-delayed counterpart from
the other arm. Finally, intensity of this resulting light is attenuated by a
sample’s absorbance before reaching a detector.
Figure 1.1: Conventional optical setup of the FT-IR imaging with an FPA
detector (left) and a single-point detector (right). The image is reproduced
from [1].
The sample’s absorbance a wavenumber ν is obtained as
A (ν¯) = log10 [Sbg (ν¯)/Ssp (ν¯)] = log10 [F {Ibg} (ν¯)/F {Isp} (ν¯)] , (1.1)
where Ss are the single-beam images. The abbreviations “bg” and “sp”
stand for “background” and “sample”. F denotes the discrete Cosine Fourier
Transform operator, which is defined as F {I} (ν¯) = 2
∫∞
−∞
I (δ)D (δ) cos (2πδν¯) d (ν¯).
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Here,
D (δ) = (1/δmax) rect (δ/2δmax) (1.2)
represents a truncating effect of the interferogram I, where δ is a retardation.
1.3 FT-IR data model
To build up mathematical foundations for further data processing purposes,
we adapt a hyper-spectra data model developed by Akgun et al. [7] to our
data as shown in Figure 1.2. In this model, we use the following assumptions.
First, a continuous absorbance signal Acorr (x, ν¯) is band-limited and appro-
priately sampled. Thus, it can be reconstructed correctly from J concen-
tration images c1, ..., cJ and J constituent spectra of end-members k1, ..., kJ
where m, ν¯ are the two-dimensional indexing vector and the wavenumber, re-
spectively. Second, after passing through spatial and spectral filtering blocks,
the absorbance signal Acorr (x, ν) produces L continuous images at L differ-
ent bands f1, ..., fL. Here, the former block models the optical diffraction
while the latter block describes the sampling process by the detector. These
noiseless images are then sampled and corrupted by L noise images ε1, ..., εL
to produce L discrete absorbance images g1, , ..., gL with the pixel indexing
vector n. They are assumed to be the obtained absorbance images after
Fourier transforming the interferograms. Here, we use parentheses “()” for
continuous indexing and square brackets “[]” for discrete indexing. Finally,
the subscripts “b” and “corr” stand for “blurred” and “base-line corrected”.
Now, let us use following notations gi =
[
gi [1] gi [2] ... gi [N ]
]T
for
the recorded image vector at band i = 1, ..., L, and
g [n] =
[
g1 [n] g2 [n] ... gL [n]
]T
for the absorbance spectrum at a pixel
n = 1, ..., N . Here L,N are the number of bands and the number of pixels,
respectively. From Appendix A, every absorbance spectrum at the pixel
n = 1, ..., N satisfies following relation
g [n] = f [n] + ε [n] , (1.3)
where f [n] belongs to a finite-dimensional subspace whose dimension (P )
3
Figure 1.2: Hyper-spectral data model for the FT-IR spectroscopic imaging.
is typically smaller than min(L,N) (see a proof in Appendix A), or f [n] =
Ms[n]. Here, M is an L × P matrix whose columns span a subspace for
the noiseless signal, and s[n] determines the contributing portion of each
column of M to f [n]. In Chapter 2, we show how to estimate P , a basis for
R(M) (range of the matrix M), and finally, the noiseless signal f [n] at every
location n.
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CHAPTER 2
FT-IR DATA DENOISING
2.1 Adaptive denoising algorithm for FT-IR data
First, let us use Ar =
[
g [1] g [2] ... g [N ]
]
for an L×N matrix contain-
ing the recorded absorbance data. The subscript “r” stands for “recorded”.
From Chapter 1, we can write
Ar =MS+ E, (2.1)
where the columns of M span the subspace for the noiseless signal, and S
defines the projection coefficients. Here M ∈ RL×P ,S ∈ RP×N . Using the
extended SVD on the signal part (MS) of Ar, Equation (2.1) can be written
as
Ar = UΣV
H+E, (2.2)
where U ∈ RL×L,Σ ∈ RL×N ,V ∈ RN×N . U,V are unitary matrices, and
rank(Σ) = P . Let us write U as U = [US|UE]. Here, columns of US
define a basis for a subspace containing the noiseless signal, and those of UE
form a basis for a subspace containing the noise term E. It can be seen from
Equation (2.1) and Equation (2.2) that rank(US) = P, rank(US) = L− P .
In addition, if we know US and P , we can denoise Ar by a simple projection:
Aˆ = PR(US) (Ar) = USUS
H
Ar.
We show that US, and P can be found by using the adaptive denoising
algorithm summarized in two steps as follows
Algorithm 1
• Step 1 (Noise whitening): Transform the original data Ar into A
′
r =
Γ
−1/2
E Ar where ΓE ≈
〈
EE
H
〉
, the noise correlation matrix.1
1The noise correlation matrix can be estimated from a correlation matrix of the data
5
• Step 2 (Basis and rank estimation):
1. Compute a correlation matrix ΓA′r of the transform data.
2. Compute eigenvectors and eigenvalues λ1 ≥ λ2 ≥ ... ≥ λL of ΓA′r .
3. Assuming that the variance of the transformed noise is much
smaller than that of the transformed signal, we choose P be a
number of eigenvalues (counting from λ1) before observing a sharp
drop in their values. 2
4. Keeping P corresponding eigenvectors corresponding to these P
eigenvalues, form a matrix U′S whose columns are these eigenvec-
tors
5. Perform an inverse projection to find US by US = Γ
1/2
E U
′
S.
6. Denoise Ar by projecting it onto R(US) as Aˆ = PR(US) (Ar).
End
It can be seen that the above adaptive denoising algorithm produces
a rank-P estimation Aˆ of Ar that minimizes the norm of approxima-
tion error
∥∥∥Ar − Aˆ∥∥∥2
F
. In addition, in the white noise case, the noise
whitening step is skipped and US is obtained by choosing the first P
solutions to the following eigenvalue problem ΓAru = λu, which is sim-
ilar to the PC transformation [8]. Thus, the adaptive denoising also
maximizes the variance of the coefficients of projection Y = UHSAr of
PC. When the noise is non-white, it can be seen thatUS is formed from
the first P solutions to a general eigenvalues problem λΓAru = ΓEu,
which is also the basic equation of the MNF algorithm. Consequently,
the adaptive denoising also maximizes the Signal-to-Noise Ratio (SNR)
of the image of the projecting coefficients (See [8, 9]).
difference as ΓE ≈ 0.5
〈
(Ar (x)−A (x+∆)) (Ar (x)−Ar (x+∆))
T
〉
. See [8] for more
details
2It can be proven that ΓA′
r
= Γ
−1/2
E
U
(
Σ
2 + σIL
)
U
H
(
Γ
−1/2
E
)H
. Thus, the trans-
formed noise term Γ
−1/2
E
E has lifted all eigenvalues of ΓA′
r
by a constant σ where〈
EE
H
〉
= σΓE
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2.2 Denoising results
In this chapter and the next one, a VARIAN 7000 spectrometer coupled to
a UMA-400 microscope is used to collect the FT-IR absorbance data of a
breast tissue sample and the USAF 1951 target with parameters from Table
2.1 in transmission mode (rapid-scan). During the scanning process, interfer-
ogram measurements are taken uniformly at zero-crossings of a He-Ne laser
source. After subtracting average values of the interferogram from the origi-
nal measurements, we perform an inverse Fourier transform using the Norton
Beer medium apodization function to recover single-beam spectra. Finally,
these spectra are truncated and stored as the absorbance. Here, the ab-
sorbance is calculated as the ratios of the single-beam spectra of the sample
against those of a corresponding background. In order to validate the denois-
Table 2.1: Parameters used for data acquisition
Parameter Configuration 1 Configuration 2
Objective’s magnification 15× 74×
NAout,l 0.5 0.65
Pixel size 5.5 µm 1.115 µm
Spectral resolution 4 cm−1 4 cm−1
Detector size 128× 128 128× 128
Undersampling ratio 4 4
Spectral range 4000 - 750 cm−1 4000 - 750 cm−1
ing algorithm, we image a breast tissue sample placed on a barium flouride
(BaF2) substrate with the first configuration. Then, we add white noise
with three different values of the variance to the original absorbance data
(σ2 = 0.0000, 0.0125, 0.0250). Figure 2.1(a) shows an original absorbance
image at wavenumber 1080 cm−1 (DNA). Figure 2.1(b) shows base-lined cor-
rected spectra at a randomly chosen pixel (denoted with a red cross in Figure
2.1(a), (d)). From distributions of the eigenvalues in Figure 2.1(c),(f), it can
be seen that after noise whitening, determining a good estimation to the true
dimension of the subspace containing the noiseless absorbance data becomes
easier than before noise whitening. Choosing 4 to be the dimension of this
subspace, a corresponding denoised absorbance image and spectra are shown
in Figure 2.1(d), (e) respectively. Besides, significant improvements in the
7
SNRs3 after denoising can also be observed from Table 2.2.
Table 2.2: SNRs before and after denoising
σ2 Before denoising (dB) After denoising (dB)
0.0000 11.3396 35.4590
0.0125 12.7218 46.2095
0.0250 49.3479 59.8840
Original − 1080 cm−1
(a) Original-1080 cm−1
100015002000250030003500
−0.5
0
0.5
1
1.5
2
Wavenumber (cm−1)
Ab
so
rb
an
ce
(b) Noisy absorb. spect. at
“ + ”
0 5 10 15 20 25 30
−3
−2.5
−2
−1.5
−1
−0.5
0
0.5
Singlar value indices before normalization
Va
lu
e 
(lo
g 10
 
sc
a
le
)
(c) Eigenvalues before noise
whitening
Denoised − 1080 cm−1
(d) Denoised-1080 cm−1
100015002000250030003500
0
0.2
0.4
0.6
0.8
1
1.2
Wavenumber (cm−1)
Ab
so
rb
an
ce
(e) Denoised absorb. spect.
at “ + ”
0 5 10 15 20 25 30
2
3
4
5
6
7
8
Singlar value indices after normalization
Va
lu
e 
(lo
g 10
 
sc
a
le
)
(f) Eigenvalues after noise
whitening
Figure 2.1: (a), (d) Original and denoised absorbance images at 1080 cm−1
(DNA band) of a breast tissue sample. (b), (e) Original and denoised
absorbance spectra at a red cross pixel perturbed by white Gaussian noise
with variance σ2 = 0.0000 (blue), 0.0125 (green) and 0.0250 (red). These
spectra are offset for a better view. (c), (f) Distributions of the eigenvalues
before and after noise whitening. Scale bar, 100 µm. Images are reproduced
from [11].
3See [10] for more details on calculating these ratios of base line corrected spectra.
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CHAPTER 3
VARIATIONAL BAYESIAN DEBLURRING
WITH PARTIALLY KNOWN
INFORMATION
3.1 Background
Without losing generality, let us assume that the background is spatially
homogeneous. The denoised absorbance image bˆi at band i = 1, 2, ..., L can
be written as:
bˆi = log10
gˆbgi
gˆi
= {const} − log10 (gˆi) . (3.1)
Here, bˆi = Aˆ [i, ∗] (an image vector corresponds to the row i of the matrix
Aˆ containing denoised spectra). gˆbgi , gˆi are denoised single-beam intensity
images of the background and the sample at band i, respectively. By our
assumption, gˆbgi is spatially invariant. Thus, it can be replaced by a constant
image. Let us write gˆi as:
gˆi = hopt (ν¯i) ∗ ghi,i + ti, (3.2)
where ghi,i is the high-resolution single-beam intensity image, ti denotes the
approximation error (both at band i), and ν¯i is the central wavenumber
of band i. Since only the absorbance data is given (not the background
intensity image), we suggest to use Algorithm 2 to recover the high-resolution
absorbance data. This algorithm performs as follows. For each band i, we
convert the denoised absorbance image bˆi to the single-beam intensity image
of the sample gˆi by assuming that the single-beam image of the background
has unit intensity over the field of view. Then, we deblur gˆi to obtain ghi,i
(using one of two deblurring algorithms in the subsequent section). Next,
this high-resolution image is normalized to preserve the energy before and
after deblurring. Finally, a high-resolution absorbance image is calculated
assuming that the single-beam intensity image of the background also has
9
unit intensity after deblurring. This procedure is repeated to all bands of
interest.
Algorithm 2
For i = 1, 2, ...imax
• Convert bˆi into a gˆi using bˆi = −log10 (gˆi).
• Deblur gˆi to get ghi,i with one of two following deblurring algorithms.
• Normalize ghi,i with ghi.i :=
(
‖gˆi‖
2
F
/
‖ghi,i‖
2
F
)
ghi.i
• Compute the high-resolution absorbance image at band i with bhi,i =
log10 (1/ghi,i).
End
In subsequent sections, we develop a theoretical formula ho for hopt, and
two different deblurring algorithms to recover ghi,i from bi. We conclude this
chapter with processing results on real data and evaluating metrics.
3.2 PSF theoretical model
This section focuses on deriving a theoretical formula for the point spread
function (PSF) of the system. It has been known from the literature [12]
that in the case of an aplanatic system with large numerical aperture, full
examination of electromagnetic field is essential. Although rigorous theory
based on Maxell’s equation has recently been developed to model beam prop-
agation of a polarized field over homogeneous samples [13] and heterogeneous
samples [14], computational complexity hinders these models from applica-
tions. In this chapter, we will use Fourier optics to derive a simple formula
for the PSF in the case of non-polarized illumination. Figure 3.1(a) and
Figure 3.1(b) show the optical setup for our FT-IR imaging system in trans-
mission mode and reflection mode. In the transmission mode, one objective
is a condenser while the other is a collector. In the reflection mode, only one
objective acts as both a condenser and a collector. Figure 3.1(c) shows an
equivalent blocked-lens model of the system in transmission mode. Let us
use rt = [xt, yt]
T for a continuous spatial coordinating vector of a point on a
10
Figure 3.1: (a) Optical setup in the transmission mode, (b) optical setup in
the reflection mode, and (c) the equivalent blocked-lens model of the optical
setup (collector part only). Images are reproduced from [11].
plane t where t = 1, 2. Intensity of the field at the detector plane U2 relates
to that of the sample plane U1 by:
I2 (M
∗
r1) = π
2ν¯2i
[
NAout,ljinc (2v¯iNAout,l |r1|)
−NAin,ljinc (2v¯iNAin,l |r1|)
]2
∗ ∗I1 (r1) , (3.3)
where “l” stands for “collector”, M∗ is a net magnification factor, and
NAout,l, NAin,l define the outer and inner numerical apertures of the objec-
tive. Here, the jinc(x) function is defined as jinc(x) = J1(πx)/(2x) where
J1(x) is the first-order Bessel function of the first kind. Replacing r1 = m∆,
gˆi[m] = I2 (M
∗r1), ghi,i[m] = I1 (r1), we obtain a closed-form for the PSF as
ho [m, v¯i] = π
2ν¯2i
[
NA2out,ljinc (2v¯i∆NAout,l |m|)
−NA2in,ljinc (2v¯i∆NAin,l |m|)
]2
. (3.4)
Note that the net magnification factor M∗ is a product of two compo-
nent magnification factors. One factor comes from the collecting reflective
objective, the other comes from the final magnification stage. This factor
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determines the effective pixel size. Since the number of pixels in the detector
is fixed, this magnification factor also determines the size of the field of view.
Most importantly, it has strong impacts on the mismatching between the
continuous and the discrete PSF. When M∗ increases, the mismatching will
be reduced since the pixel size gets smaller, and vice-versa (see Figure 3.2).
Although image resolution is determined by numerical apertures of the ob-
jective and a wavenumber of interest, a large value of M∗ will make the PSF
“well-behaved” in the blurred image. As a result, the deblurring algorithm
has better performance for large M∗.
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Figure 3.2: Cross sections of the theoretical continuous and discrete PSFs
for the 15x, 0.5 N.A. objective (top) and the 74x 0.65 N.A. objective
(bottom) at four different wavenumbers.
3.3 Deconvolution with partially known pixel size
In [15], we assume that hopt = ho. A degenerate distribution is used for
the PSF or p (hopt|∆) = 1, where ∆ is the effective pixel size generated
by a Gaussian distribution ∆ ∼ N (µ∆, σ
2
∆). In addition, we also use the
Simultaneous Auto-Regression (SAR) [16] for the high-resolution single-beam
image ghi,i.
p
(
ghi,i|αghi,i
)
∝ α(N−1)/2ghi,i exp
[
−
(
αghi,i
/
2
)
‖Cghi,i‖
2] . (3.5)
The error term ti is modeled as a zero-mean multivariate Gaussian distri-
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bution, or mathematically,
p
(
ti|∆, αghi,i , β
)
∝ βN/2 exp
[
−β‖gˆi − hopt (∆) ∗ ghi,i‖
2] , (3.6)
where “*” denotes the 2D-convolution operator. Here, the hyper-parameters
αghi,i , β are assumed to have Gamma distributions. The interference method
and updating rules can be found in [15]. Since this section shares several sim-
ilarity with the next section, we reserve the derivation and updating rules for
the next section. Although this approach produces fairly good deconvolution
results, the dependence on a single parameter (∆) of the PSF cannot account
for all mismatch effects between the true and theoretical PSFs, one of which
is ringing artifacts. Furthermore, our experimental results have shown that
the SAR prior is not as effective as the directional sparsity prior [17] in de-
scribing images with many edges and stripes (e.g. glands, cell boundaries).
These considerations lead to a development of a novel and better deblurring
algorithm in the next section.
3.4 Deconvolution with directional sparsity prior
In this section, we assume that the effective pixel size ∆ is accurately iden-
tified. Let us define a mismatch between the true and theoretical PSF to be
δho(ν¯i). First, we use the following priors for the PSF and the high-resolution
image.
• For hopt (ν¯i), we assume hopt (ν¯i) = ho (ν¯i) + δho (ν¯i), where ho (ν¯i) is
our theorically modelled PSF. δho (ν¯i) is the PSF’s mismatching term
that has a following Simultaneous Auto-Regression (SAR) prior [16]
p (δho (ν¯i)| γ) = γ
N/2 exp
[
−
γ
2
‖Cδho (ν¯i)‖
2
]
. (3.7)
This prior introduces a smoothness constraint to the gradient of the
mismatching term, which ultimately prevents it from suddenly chang-
ing.
• For ghi,i, we incorporate the recently proposed [17] directional sparse-
ness prior with respect to Q directional filters to our problem, which
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is more effective than the SAR prior in the previous section. This new
prior applies the sparsity constraints to multiple directions and scales.
p (ghi,i| {αk}) =
(
Q∏
k=1
α
−N/2
k
∣∣DTkDk∣∣−1/2
)
exp
[
−
1
2
Q∑
k=1
αkg
T
hi,iD
T
kDkghi,i
]
.
(3.8)
where Dk, k = 1, 2, ..., Q are N × N directional filters in Q different
directions.
• For the modeling error term ti, similar to above, we assume it has an
underlying zero-mean Gaussian distribution with the following covari-
ance matrix β−1IN . Thus,
p ( gˆi| δho (ν¯i) , ghi,i, β) = β
N/2 exp
[
−
β
2
‖gˆi −Hopt (ν¯i) ghi,i‖
2
]
. (3.9)
• Finally, the hyper-parameters γ, β, {αk} are supposed to be generated
from Gamma distributions with parameters
{
aoγ, b
o
γ
}
,
{
aoβ, b
o
β
}
, {aoα, b
o
α},
respectively.
Let us denote the hyper-set of unknown images and parameters Θ =
{ghi.i, δho (ν¯i) , γ, β, {αk}}. The Bayesian inference is based on the poste-
rior distribution: p (Θ| gˆi) = p (Θ, gˆi) /p (gˆi), which cannot be obtained in
closed-form. Thus, we resort this posterior distribution to
q (Θ) = q (ghi.i) q (δho (ν¯i)) q (γ) q (β)
Q∏
k=1
q (αk) such that the Kullback-Leibler
divergence CKL (q (Θ)‖ p (Θ| gˆi)) [18] is minimized. Following the derivation
procedure in [19], we obtain the following algorithm to estimate the high-
resolution single-beam intensity image ghi,i, the PSF mismatching term, and
the unknown hyper-parameters as follows:
Algorithm 3
1. Initialize the predefined parameters of the Gamma distributions of the
hyper-parameters
{
aoγ, b
o
γ , a
o
β, b
o
β, a
o
α, b
o
α
}
.
2. For subsequent iterations, sequentially update the distribution of one
term while assigning expectations to the remaining ones until the max-
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imum number of iterations is reached or the convergence condition is
satisfied.4
Updating rules for the unknown terms are given as follows.
• For the high-resolution image, we use the updating rule q (ghi,i) =
N
(
µghi,i ,Σghi,i
)
where
µghi,i = µβΣghi,i
(
Ho (ν¯i) + µδHo(ν¯i)
)T
gˆi (3.10)
Σghi,i =

 L∑
k=1
µakD
T
kDk + IN
+µβ
(
Ho (ν¯i) + µδHo(ν¯i)
)T (
Ho (ν¯i) + µδHo(ν¯i)
)


−1
. (3.11)
Here, ǫ is a small term (approx. 10−5) chosen to obtain numerical
stability.
• The distribution of the PSF mismatching term is updated with q (δho (ν¯i)) =
N
(
µδho(ν¯i),Σδho(ν¯i)
)
where
µδho(ν¯i) = µβΣδho(ν¯i)
(
µTGhi,iµGhi,iho (ν¯i)
−µTGhi,i gˆi + trace
(
ΣGhi,iho (ν¯i)
)
)
, (3.12)
Σδho(ν¯i) =
(
µCTC− µβµ
T
Ghi,i
µGhi,i − µβtrace
(
ΣGhi,i
))−1
(3.13)
• The hyper-parameter γ has the following Gamma distribution
q (γ) = Γ
(
γ
∣∣∣∣∣N/2 + aoγ, µ
T
δho(ν¯i)
C
T
Cµδho(ν¯i)
/
2
+trace
(
Σδho(ν¯i)C
T
C
)/
2 + boγ
)
(3.14)
4The convergence condition can be chosen to be when the relative error between sub-
sequent estimations is smaller than a pre-defined threshold.
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• The hyper-parameter β is updated with the following distribution
q (β) = Γ


β
∣∣∣∣∣∣∣∣∣∣∣∣∣
N/2 + aoγ,
∥∥gˆi − (Ho (ν¯i) + µδHo(ν¯i))µghi,i∥∥2/2
+trace
(
Σghi,iΣδHo(ν¯i)
)/
2
+trace
(
Σghi,i
(
Ho (ν¯i) + µδHo(ν¯i)
)T
∗
(
Ho (ν¯i) + µδHo(ν¯i)
)
)/
2
+boβ + trace
(
ΣδHo(ν¯i)µ
T
ghi,i
µghi,i
)


.
(3.15)
• Finally, the distributions of αk, k = 1, ..., Q can be updated with
q (αk) = Γ
(
αk
∣∣∣∣∣N (aoα − 1.5) + 1, µ
T
ghi,i
D
T
kDkµghi,i + b
o
αN
+trace
(
Σghi,iD
T
kDk
)
)
. (3.16)
3.5 Deblurring results
For implementation, we use the following parameters for the prior distribu-
tions: aoα = 2, b
o
α = 1, a
o
β = 1, b
o
β = 1, a
o
γ = 1, b
o
γ = 1. All initial values for
αk, β, γ are set to 1. Directional RFS filters from [20] with six directions gen-
erated at two scales are used for the prior of the high-resolution single-beam
images. The maximum number of iterations for the deblurring algorithm is
limited to 20.
In the first experiment, we image the same breast tissue sample as in the
denoising part with the second configuration shown in Table 2.2. By this
configuration, the field of view is limited to 144 µm × 144 µm. Thus, we
mosaic the collected images to expand the field of view to 900 µm × 1125
µm. Three absorbance images acquired at wavenumbers 1080 cm−1, 1245
cm−1, and 1650 cm−1 are shown in Figure 3.3(a)-(c). Using Algorithm 1, we
estimate that the noiseless data lives in a subspace of dimension 4. Final
denoising results are shown in Figure 3.3(d)-(f). High-resolution absorbance
images in are shown in Figure 3.3(g)-(i). An improvement in contrast can
be observed in the deblurred over the original and denoised ones (see Figure
3.4 for better clarity).
To prove that our algorithm does not significantly modify the spectral in-
formation, we compare absorbance spectra at two different locations (marked
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(a) Original-1080 cm−1 (b) Original-1245 cm−1 (c) Original-1650 cm−1
(d) Denoised-1080 cm−1 (e) Denoised-1245 cm−1 (f) Denoised-1650 cm−1
(g) Deblurred-1080 cm−1 (h) Deblurred-1245 cm−1 (i) Deblurred-1650 cm−1
Figure 3.3: (a), (b), (c) Three original absorbance images of a breast tissue
sample at the wavenumber 1008 cm−1 (DNA), 1245 cm−1 (Collagen) and
1650 cm−1 (Amide I), respectively. (d), (e), (f) Corresponding denoised
absorbance images. (g), (h), (i) Corresponding deblurred absorbance
images. Scale bar, 100 µm. Images are reproduced from [11].
(a) Original-1080 cm−1 (b) Denoised-1080 cm−1 (c) Deblurred-1080 cm−1
Figure 3.4: Small portion of the original, denoised, and deblurred images at
the wavenumber 1008 cm−1 (DNA).
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Figure 3.5: Original, denoised, and deblurred absorbance spectra at two
different locations in Figure 3.3(a). Images are reproduced from [11].
by red and magenta crosses in Figure 3.3(a)) in Figure 3.5.
In the second experiment, we use the Algorithm 3 on single-beam images of
the USAF target made of chrome stripes placed on a glass substrate. Stripes
on the USAF target are separated by different distances to create various
spatial frequencies. Due to the optical diffraction and the sampling effect,
edges of the USAF target are blurred, leading to a reduction in the contrast
of the recorded image. Thus, the USAF target is a great tool to validate
the efficiency of the denoising and deblurring algorithms. Here, we use the
Absorbance Contrast Ratio (ACR) to evaluate the spatial contrast improve-
ment. ACR is a ratio of differences between the maximum and minimum
absorbance at each spatial frequency over a difference value in the ideal case.
The latter is obtained by computing the difference between the absorbance
in a relatively homogeneous region within the chrome region and an average
value of the absorbance of the background region. We show in Figure 3.6(a)
an original single-beam image of the target at 2969 cm−1. Corresponding
denoised and deblurred images are shown in Figure 3.6(b), and 3.6(c), re-
spectively. We provide measurements of the ACR in Figure 3.6(d) for three
images at 2969 cm−1.5 Although the ACR gradually decreases as the spatial
frequency increases, it is higher for the deblurred image than for the original
and denoised images. This result conforms to our expectation of the deblur-
ring algorithm. As above, to address the question whether our deblurring
5The ACR is measured under the assumption that the background is spatially homo-
geneous
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algorithm introduces wrong information to the spectrum, we provide three
single-beam spectra in Figure 3.6(e).
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Figure 3.6: (a) Original single-beam images of the standard USAF 1951
target at wavenumber 2969 cm−1. Corresponding denoised (b), and
deblurred (c) single-beam images, (d) ACRs across different spatial
frequencies. (e) Original, denoised, and deblurred single-beam spectra at a
location within the chrome region. Scale bar: 30 µm. Images are
reproduced from [11].
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CHAPTER 4
SPARSE RECONSTRUCTION FOR FT-IR
DATA
4.1 Background
This chapter expands previous work of Spencer Brady [6] on reconstructing
the full absorbance data from few measurement samples. The idea is using
a trained dictionary (here, a K-SVD is used) to obtain a sparse represen-
tation of unknown signals with respect to the dictionary’s atoms. By this
sparse prior, the reconstruction problem turns into the following optimization
problems. For i = 1, 2, ...N :
Find s [i]∗ = argmin
s[i]
‖aknown [i]−ΦDs [i]‖
2
F s.t. ‖s [i]‖0 ≤ l, (4.1)
where aknown [i] ∈ R
m×1 containsm known values of the absorbance spectrum
at pixel i. Φ ∈ Rm×L is a measurement matrix, D ∈ RL×P is a matrix whose
columns are the dictionary’s atoms, and s [i] ∈ RP×1 defines contributions
of atoms of D in the aborbance spectrum at pixel i. The reconstructed
absorbance spectrum at pixel i is obtained as
arecover [i] = Ds[i]
∗ . (4.2)
4.2 Sparse representation and reconstruction for
FT-IR interferogram data
In practice, the absorbance spectra are obtained by calculating ratios of the
single-beam spectra of the background over that of the sample. Besides,
these single-beam spectra are computed from the Inverse Discrete Fourier
Transform of corresponding interferograms. Thus, we consider the problem
of reconstructing the full dimensional absorbance spectra from a few measure-
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ments of the interferograms. Unfortunately, several phase correction steps
for phase effects [21], variations in types of substrate, and the necessity to
calculate single-beam ratios make the latter problem problem very compli-
cated. Thus, we propose to solve this problems as two separate problems.
In each problem, full dimensional interferograms for the background (and
the sample) are reconstructed from few measurements under an assumption
about their sparse prior with respect to a trained dictionary of interferogram
examples. This method is more effective than [6] in saving the number of
measurements (from 12.5% to 2%), since the energy of the interferogram con-
centrates in a very narrow region around the centerburst. Meanwhile, the
energy of the interferogram spreads out over all the wavenumbers of inter-
est, and an interpolation is needed to recover the energy at the unmeasured
wavenumbers. From this observation, we show that we can improve the sam-
pling efficiency by a factor of 6 by sampling the interferogram instead of
absorbance spectra. Our proposed framework is summarized by Figure 4.1.
Figure 4.1: Schematic of the proposed sparse reconstruction framework to
obtain the absorbance data from few interferogram measurements.
4.2.1 K-SVD dictionary for sparse respresentation of the
interferogram
Given a set of N1 training interferograms I[i], i = 1, 2, ..., N1, we wish to
obtain a dictionary D so as to
min
D,X
{
‖I−DX‖2F
}
s.t. ‖xi‖0 6 To, ∀i = 1, 2, ..., N1. (4.3)
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It can be seen that this problem (4.3) is neither convex in X or jointly convex
in D,X. Ahron et al. [22] proposed to solve it by iterating between the two
following steps:
• Step 1 (Sparse Coding Stage): Fix D and find X using Pursuit algo-
rithms (Matching Pursuit (MP) [23], Orthogonal MP (OMP) [24], or
the focal undertermined system solver (FOCUSS) method [25].
• Step 2 (Codebook Update Stage): FixX, for each colum k = 1, 2, ..., P ,
update dk to be the first left singular vector of the matrix E
R
k =(
I−
∑
j 6=k
djx
j
T
)
Ωk. Here, Ωk specifies training examples that use the
atom dk. Besides, update the coefficient vector x
k
R = x
k
TΩk with the
first right singular vector times its corresponding singular value.
4.2.2 Interferogram reconstruction from few measurements
Given a K-SVD dictionary (D) obtained from the training examples of the
interferograms, to recover full dimensional interferograms, we solve the fol-
lowing problems for each location i = 1, 2, ...N (for the background and the
sample):
Find x [i]∗ = argmin
x[i]
‖Imeas [i]−ΦDx [i]‖
2
F s.t. ‖x [i]‖0 ≤ l, (4.4)
for some sparsity level l. Here, Imeas [i] ∈ R
m×1 contains m measured values
of the interferogram at pixel i, Φ ∈ Rm×L is a measurement matrix, and
x [i] ∈ RP×1 defines contributions of atoms of D. Note that this problem
is non-convex in x due to the use of lo-norm. It can be solved using the
aforementioned pursuit algorithms. In addition, it can also be relaxed to
the following convex optimization problem to take advantage of the available
solvers [26, 27, 28].
Find x [i] = argmin
s[i]
(
‖Imeas [i]−ΦDx [i]‖
2 + λ‖s [i]‖1
)
, (4.5)
where λ controls the trade-off between data consistency and the sparsity
level of the coefficient vector. Once the coefficient vector at pixel i has been
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obtained, its reconstructed inteferogram is given as
Irecover [i] = Dx[i]
∗ . (4.6)
4.3 Simulation results and analysis
In this section, we image a BRC961 sample of breast tissue with the Perkin
Elmer system. Absorbance spectra are recorded in the spectral range of 4000-
750 cm−1 with spectral resolution of 4 cm−1. The number of co-scans is set to
2. The imaging system has a 14× reflective objective which gives an effective
pixel size of 6.25 µm × 6.25 µm. The interferograms are obtained from
recorded absorbance spectra using UIUC’s in-house programs. Then, 153600
absorbance spectra are used to train the dictionary D. Here, we choose
P = 500 (number of atoms) and To = 5 (sparsity level). Figure 4.2 displays
an absorbance image of the positions used for training at wavenumber 1650
cm−1 (Amide I band).
 
 
Figure 4.2: Absorbance image of the training set at wavenumber 1650 cm−1
(Amide I band). Scale bar: 150 µm.
Figure 4.3 displays the first fifty entries of the 100 trained atoms in the K-
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Figure 4.3: First fifty entries of 100 trained atoms.
SVD dictionary.6 In the reconstruction phase, we conduct two experiments.
One is with 32 measurements and the other is with 64 measurements (taken
around the centerbursts). These numbers of measurements are equivalent to
1.96% and 3.92% of the total number of measurements. Using these mea-
surements, the previously trained dictionary, and the CoSaMP method [29],
we solve for the coefficient vector at each pixel. The reconstruction results
are shown in Figure 4.4. To evaluate the efficiency of the sparse reconstruc-
tion algorithm, we compute the mean relative error for each pixel location
i = 1, 2, ..., N :
e [i] =
L∑
j=1
(|arec. [j]− aground truth [j]|/aground truth [j])
/
L. (4.7)
The relative error images are displayed in Figure 4.4(d), (e). The relative
error in the experiment with 64 samples is 66% smaller then that of the exper-
iment with 32 samples. Figure 4.5 shows three corresponding reconstructed
absorbance spectra at the pixel (100, 100). The absorbance spectrum with
64 measurements gives a slightly higher correlation (0.9994) to the fully sam-
pled spectrum (chosen as the ground truth) than the absorbance spectrum
with 32 measurements (0.9990).
6Each atom has a dimension of 3253× 1.
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Figure 4.4: (a), (b), (c) Reconstructed absorbance images with all samples
taken (3253 samples), 32 samples, and 64 samples at 1650 cm−1 (Amide I
band) respectively. (d), (e) Corresponding images of the relative error.
Scale bar: 150 µm.
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Figure 4.5: Four absorbance spectra at pixel (100, 100), with 32 samples
(SVD) (correlation to ground truth= 0.9982), with 64 samples (K-SVD)
(correlation to ground truth= 0.9994), 32 samples (K-SVD) (correlation to
ground truth = 0.9990), and ground truth (top-down).
It is important to mention that further classifying purposes can take ad-
vantage of the sparse reconstruction coefficients (see Figure. 4.6).
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Figure 4.6: An image of locations (in the K-SVD dictionary) of sparse
reconstruction coefficients with largest magnitude. Scale bar, 150 µm.
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CHAPTER 5
CONCLUSION AND FURTHER WORKS
In Chapter 2, we present the SVD denoising algorithm based on the low-rank
property of the data. The algorithm is capable of estimating the dimension
and a basis of the subspace for the noiseless signal. We show connections
between our algorithm to the well-known PC and MNF. Significant improve-
ments in the SNRs can be observed after applying our denoising algorithm
to the absorbance spectra perturbed by white noise with different values of
the variance.
Chapter 3 shows our deblurring algorithms to recover the high-resolution
absorbance images from the low-resolution ones. These algorithms have
strong tolerance to the mismatching of the true and theoretical PSFs, which
is often the cause of ringing artifacts. Besides, they also use state-of-the-art
priors for the high-resolution images. Using deblurring results on absorbance
images of the real tissue samples and the standard USAF 1951 target, we
demonstrate that more spatial clarity can be obtained without significantly
modifying the spectral responses through ACR evaluation. The ACRs are
improved by at least 1.07 times after deblurring the denoised images.
Finally, Chapter 4 expands the previous work of Spencer Brady [6] on
sparse reconstruction using the K-SVD dictionary and Compressive Sensing
to the proximity of the hardware implementation level. We show that the
absorbance spectra can be reconstructed using a few sampling points around
the centerbursts of the interferograms. Using 32 sampling points, we can
obtain reconstruction results that have a correlation factor of 0.999 to the
ground truth. Besides, these reconstructions have an average relative error
as small as 3%. Further research directions would be improving the training
speed of the dictionary training phase with an on-line dictionary training
algorithm, and using the results of this work for other purposes such as
super-resolution without significantly modifying the optical setup.
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APPENDIX A
LOW-RANK PROPERTY OF FT-IR DATA
First, note that the Figure 1.2 consists of two parts. The upper part models
the data synthesis process from discrete concentration images c1[m], c2[m], ..., cJ [m]
to the optically blurred absorbance signal Acorr,b(x, ν). The lower part de-
scribles the sampling process from this absorbance spectra signal Acorr,b(x, ν)
to discrete images at different bands g1[n], g2[n], ..., gL[n]. Components of the
upper part are related by the following relation
Acorr,b (x, ν¯) =
{
J∑
j=1
kj (ν¯) [cj∗xhr (x)]
}
∗xhopt (x, ν¯) =
J∑
j=1
kj (ν¯)Ij (x, ν¯) ,
(A.1)
where ∗x denotes the convolution operator in the spatial domain and Ij (x, ν¯) =
cj ∗x hr ∗x hopt (x, ν¯). From the lower part, it can be seen that
fi[n] =
∫
ν¯∈Si
Aˆcorr,b(n∆, ν¯)ri (ν¯) dν¯ =
J∑
j=1

 ∫
ν¯∈Si
Ij (n∆, v¯) kj (ν¯) ri(ν¯)dν¯

.
(A.2)
Since the image Ij (n∆, ν¯) slowly varies in the support Si of ri (ν¯), using the
approximation
∫
ν¯∈Si
Ij (n∆, ν¯) kj (ν¯) ri(ν¯)dν¯ ≈ Ij (n∆, ν¯i)
∫
ν¯∈Si
kj (ν¯) ri(ν¯)dν¯ =wj,iIj (n∆, ν¯i) ,
(A.3)
we obtain
fi[n] ≈
J∑
j=1
wj,iIj [n, ν¯i] (A.4)
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where wj,i = k
H
j ri =
∫
ν¯∈Si
kj (ν¯) rj (ν¯)dν¯, ν¯i is the central wavenumber of
band i. Thus,
fi =
J∑
j=1
wj,iIj (ν¯i) , (A.5)
Next, we will prove that the rank of fi is limited or low. Let us rewrite the
Equation (A.5) in the Discrete Fourier Transform (DFT) form as
F {fi} =
J∑
j=1
wj,iF {Ij [ν¯i]} =
J∑
j=1
wj,iF {cj} ⊙ F {hr} ⊙ F {hopt (ν¯i)} .
(A.6)
where ⊙ denotes the Schur multiplication. Besides, the noiseless absorbance
matrix is given as An =
[
f1 f2 ... fL
]T
(Here, the subscript “n” stands
for “noiseless”). Combining this with Equation (A.6), it can be seen that
rank (An) ≤ |supp (F {hopt (ν¯i)})|. From the containment relationship of
supp (F {hopt (ν¯i)}), we have |supp (F {hopt (ν¯i)})| ≤ |supp (F {hopt (ν¯min)})|.
Thus, rank (An) ≤ |supp (F {hopt (ν¯min)})| (a finite value which typically less
than L and N). This proves the limited rank property for the noiseless FT-IR
data.
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