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Abstract Propagation of slow intrinsic brain activity has been widely observed in
electrophysiogical studies of slow wave sleep (SWS). However, in human resting state fMRI (rs-
fMRI), intrinsic activity has been understood predominantly in terms of zero-lag temporal synchrony
(functional connectivity) within systems known as resting state networks (RSNs). Prior rs-fMRI
studies have found that RSNs are generally preserved across wake and sleep. Here, we use a
recently developed analysis technique to study propagation of infra-slow intrinsic blood oxygen
level dependent (BOLD) signals in normal adults during wake and SWS. This analysis reveals
marked changes in propagation patterns in SWS vs. wake. Broadly, ordered propagation is
preserved within traditionally defined RSNs but lost between RSNs. Additionally, propagation
between cerebral cortex and subcortical structures reverses directions, and intra-cortical
propagation becomes reorganized, especially in visual and sensorimotor cortices. These findings
show that propagated rs-fMRI activity informs theoretical accounts of the neural functions of sleep.
DOI: 10.7554/eLife.10781.001
Introduction
Sleep is a state during which interactions with the environment are greatly attenuated. The behav-
ioral consequences of this state, namely, immobility and reduced responsiveness, carry obvious
costs, such as compromised avoidance of predators. Nevertheless, nearly all animals sleep, suggest-
ing that sleep is essential to normal physiology (Cirelli and Tononi, 2008). In most mammals, includ-
ing humans, prolonged sleep deprivation leads to impaired performance, psychosis, and eventually
death (Brown et al., 2012; Everson et al., 1989; Rechtschaffen, 1998). Sleep is attended by
changes in gene expression (Abel et al., 2013; Cirelli and Tononi, 2000), neuromodulator levels
(Brown et al., 2012), metabolism (Boyle et al., 1994; Braun et al., 1997), and markedly altered pat-
terns of neural activity (Dang-Vu, 2012; Loomis et al., 1935; McCormick and Bal, 1997). Yet, the
fundamental functions of sleep remain elusive.
Sleep conventionally is divided into stages, the deepest of which is slow wave sleep (SWS; also
known as N3 sleep) (Soeffing et al., 2008; Rechtschaffen and Kales, 1968). The electrophysiologic
hallmark of SWS is the slow oscillation, which manifests as periodic alternations of membrane poten-
tial, also known as Up/Down states (UDSs), characteristically at frequencies in the range of 0.5–1.5
Hz (Achermann and Borbe´ly, 1997; Steriade et al., 1993). As observed with extracellular local field
potential (LFP) recordings, slow oscillations are locally synchronous but exhibit apparent propagation
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over the whole brain on a time scale of 100’s of milliseconds (Hahn et al., 2012; Nir et al., 2011;
Riedner et al., 2007; Sheroziya and Timofeev, 2014). Similar patterns of propagation have also
been observed using electroencephalography (EEG), in which SWS manifests as a predominance of
high amplitude, 1–4 Hz (delta) rhythms (Massimini et al., 2004).
The observation of propagated slow electrophysiological activity during SWS raises the question
of whether similar phenomenology might be observed by other means, specifically, resting state
functional magnetic resonance imaging (rs-fMRI). Infra-slow (<0.1 Hz) intrinsic (equivalently, sponta-
neous) activity recorded using rs-fMRI has been understood predominantly in terms of zero-lag tem-
poral synchrony (functional connectivity) within systems known as resting state networks (RSNs)
(Beckmann et al., 2005; Biswal et al., 2010). Prior rs-fMRI studies have found that RSNs are gener-
ally preserved across wake and SWS (Horovitz et al., 2009; Larson-Prior et al., 2009;
Picchioni et al., 2013; Sa¨mann et al., 2011; Tagliazucchi et al., 2013a). Importantly, conventional
functional connectivity analyses assume temporal synchronicity and make no provision for the possi-
bility that intrinsic activity may propagate between regions.
We have recently described an alternative analysis technique which explicitly focuses on apparent
propagation in rs-fMRI data (Mitra et al., 2014; 2015; Yuste and Fairhall, 2015). Our methodology
applies parabolic interpolation to lagged cross-covariance curves to detect temporal lags at a resolu-
tion finer than the temporal sampling density of rs-fMRI (see Materials and methods; Figure 1). Using
this technique, we previously demonstrated, in awake, normal humans, that the blood oxygen level
dependent (BOLD) signal exhibits highly reproducible temporal lag patterns on a time scale of ~1 s;
some regions are systematically early with respect to the rest of brain, whereas other regions are sys-
tematically late (Mitra et al., 2014; 2015). Moreover, temporal lags in BOLD signal activity are altered,
with appropriate focality, by prior performance of motor tasks as well as by time of day (Mitra et al.,
2014). We operationally infer apparent propagation on the basis of measured temporal lags, assum-
ing nothing regarding the path or mechanism by which BOLD signals ‘propagate’ between regions. In
particular, the temporal scale of this phenomenology is much slower than axonal transmission via fiber
tracts (Caminiti et al., 2009). With this understanding, we omit ‘apparent’ in references to BOLD sig-
nal propagation.
eLife digest The brain shows spontaneous activity all the time, even when we are sleeping. A
technique called functional magnetic resonance imaging (fMRI) has revealed that this spontaneous
activity can occur in distinct groups of brain regions at roughly at the same time. Each group is
referred to as a resting-state network and the brain regions that make up these networks are largely
the same between individuals, and between the sleep and awake states.
However, when spontaneous brain activity is measured in rodents and humans using electrodes,
it appears that there are actually waves of electrical activity that spread both within and across
resting-state networks. In other words, these studies suggest that brain regions tend to become
active in turn rather than at the same time. This led Mitra et al. to question whether the techniques
used to analyze fMRI scans of spontaneous brain activity might have overlooked differences in the
timing of brain activity.
Mitra et al. used a new technique to analyze fMRI data from healthy adult volunteers. The
experiments show that brain regions are activated in a different order depending on whether the
individuals are awake or asleep. Specifically, in conscious individuals information from the senses is
first processed by a structure deep within the brain called the thalamus before it is passed to the
brain’s outer layer, known as the cortex. During deep sleep, this flow of information is reversed and
signals are instead sent from the cortex to the thalamus. This may contribute to our loss of sensory
awareness during sleep, and even to the occurrence of dreaming.
The exchange of informationbetween resting-state networks also becomes disorganized during
sleep. This lends support to the idea that the coordinated transfer of information between networks
in the awake state may contribute to consciousness. Future experiments should explore differences
in spontaneous brain activity in different phases of sleep, and investigate how such activity is able to
spread throughout the brain.
DOI: 10.7554/eLife.10781.002
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Previous work has related propagated slow electrophysiological activity during SWS to several
aspects of physiology. First, SWS is believed to represent an off-line state during which propagated
slow activity plays a central role in the consolidation of memory (Born et al., 2006; Maquet, 2001;
Marshall et al., 2006; Stickgold, 2005). In particular, propagation along the anterior-posterior axis
of the brain has been linked to consolidation of declarative memory (Marshall et al., 2006). Second,
loss of environmental awareness during SWS is thought to be mediated by thalamic hyperpolariza-
tion, which is modulated by propagation of slow (<1 Hz) activity from cortex to thalamus
(Blethyn et al., 2006; Hughes et al., 2002). Evidence of such propagation has never been observed
in vivo. Finally, it has been theorized that reduced subjective awareness (‘unconsciousness’) during
SWS results from loss of integration across networks (Mashour, 2005; Tononi, 2004). Here, we
report whole-brain patterns of propagated rs-fMRI activity in humans, contrasting eyes-closed wake
vs. SWS. Our results lend support to each of the aforementioned perspectives.
Figure 1. Calculation of lag structure using lagged cross-covariance functions and parabolic interpolation. Lags are defined by analysis of timeseries
derived from two loci. (A) Two exemplar loci (both in the default mode network). The time series were extracted from the illustrated loci over ~200 s. (B)
The corresponding lagged cross-covariance function (Materials and methods Equation 2). Although the lagged cross-covariance is defined over the
range ±T, where T is the run duration, the range of the plotted values is restricted to ± 8.32 s, which is equivalent to ± 4 frames (red markers) as the
repetition time was 2.08 s. The lag between the time series is the value at which the absolute value of the cross-covariance function is maximal. (C) This
extremum can be determined at a resolution finer than the temporal sampling density by parabolic interpolation (green line) through the computed
values (red markers). This extremum (arrow, yellow marker) defines both the lag between time series i and j ( t i;j) and the corresponding amplitude
(ai;j). (D) Toy case illustration of a time-delay (TD) matrix (Materials and methods Equation 3) representing 3 voxels. TD matrices encode the lag
between every pair of analyzed voxels and are anti-symmetric by definition. The mean over each column of a TD matrix generates a lag projection map
(Methods Equation 4). A TD matrix obtained with real rs-fMRI data and the corresponding lag projection map are shown in panels (E) and (F),
respectively. Panels A-D are adapted from Mitra et al., 2014.
DOI: 10.7554/eLife.10781.003
Mitra et al. eLife 2015;4:e10781. DOI: 10.7554/eLife.10781 3 of 19
Research article Human biology and medicine Neuroscience
Results
We characterize lag structure (e.g., apparent propagation) using three major approaches. First, we
begin by computing lags for all pairs of voxels in gray matter in rs-fMRI data (Figure 1; Mitra et al.,
2014). These results are assembled into time-delay (TD) matrices, which have dimensions voxels 
voxels and entries in units of seconds (Materials and methods Equation 3). TD matrices represent
the lag between all pairs of voxels in gray matter. Second, computing the mean over all columns of
the TD matrix yields a lag projection map (Materials and methods Equation 4; Figure 1). Lag projec-
tion maps topographically represent the mean lag between each voxel and the rest of the brain.
Third, computing lags over the whole brain with respect to a particular region yields a seed-based
lag map. Seed-based lag maps topographically represent the degree to which each voxel is, on aver-
age, early vs. late with respect to the selected seed. The present results are reported in terms of lag
projection maps (Figure 2), seed-based lag maps (Figure 3 and 4), and TD matrices (Figure 5).
Additionally, it is possible to decompose lag structure into multiple temporal sequences (‘lag
threads’) by applying spatial principal components analysis (PCA) to the TD matrix (Mitra et al.,
2015) (see Figure 7 caption for details). Lag thread results are presented in Figure 7.
Figure 2A, B exhibit lag projection maps computed during wake and SWS. State-dependent
shifts are evident in the lag projection maps, for example in occipital cortex and thalamus
(Figure 2A, B). Figure 2C shows all statistically significant spatial clusters ( Zj j > 4:5; p < 0:05 cor-
rected; see Materials and methods) in the wake vs. SWS comparison. These clusters include: thala-
mus, bilateral putamen, brainstem, visual cortex, medial prefrontal cortex (mPFC), and paracentral
lobule (PCL) (Figure 2C). Visual cortex was later (more positive lag values) during wake as compared
to SWS, whereas the remaining clusters were earlier (more negative lag values).
Having found voxel clusters exhibiting statistically significant changes in lag structure in the
whole-brain wake vs. SWS contrast, we next computed seed-based lag maps using the clusters
shown in Figure 2C as seeds (see Materials and methods). Seed-based lag maps represent temporal
lags between each voxel and the average timecourse computed over the seed-region of interest.
Seed-based lag maps obtained with the subcortical clusters, specifically, thalamus, putamen, and
brainstem, are shown in Figure 3, which illustrates altered lags during SWS compared to wake.
Three principal findings are evident. First, whereas cortex is generally late with respect to the sub-
cortical seeds during wake, cortex becomes earlier than subcortical structures during SWS (see sig-
nificant differences in Figure 3). Second, a ‘front-to-back’ propagation pattern appears in SWS; this
phenomenon is best seen in the sagittal views of the thalamus and putamen lag maps (pink arrows,
Figure 3A, B). This pattern may correspond to previous reports of slow wave propagation along the
anterior-posterior axis of the brain (Massimini et al., 2004; Murphy et al., 2009). Third, the lag
structure within the thalamus and brainstem (Figure 3A,C, pink ovals) remains largely constant
across states. An early-to-late sequence extending from lower brainstem to rostral thalamus is evi-
dent in each of the seed-based lag maps shown in Figure 3A,C (pink ovals). Hence, the general pat-
tern of BOLD signal propagation between cortex and subcortical structures reverses during SWS,
but propagation within the brainstem-thalamus axis is largely preserved across wake vs. SWS. A
broader view of these results is shown in Figure 3—figure supplement 1 and 2.
Figure 4 displays seed-based lag maps obtained with the cortical clusters shown in Figure 2C.
State-contrasts in lag structure differ by seed. Specifically, visual cortex (Figure 4A) is neither wholly
late nor early during wake, but nearly the entire cerebral cortex becomes late with respect to visual
cortex during SWS. Two especially prominent foci of lateness in SWS are dorsolateral prefrontal cor-
tex and the paracentral lobule (Figure 4A). A variety of lag shifts are evident in the results obtained
with the medial prefrontal seed (Figure 4B). For example, subgenual prefrontal cortex (red arrow)
shifts from mid-latency (lag values near zero) during wake to very early during SWS, and the paracen-
tral lobule shifts from mid-latency during wake to late during SWS. A ‘front-to-back’ propagation
pattern (also highlighted in Figure 3) is clearly evident in the sagittal view in Figure 4B during SWS.
Figure 4C illustrates dramatic changes in the lag relations of the paracentral lobule. In wake, para-
central lobule leads both lateral sensory-motor cortex and posterior insula. These relations are
reversed in SWS, during which nearly the entire cortex becomes markedly early with respect to the
paracentral lobule. A broader view of these results is shown in Figure 4—figure supplement 1 and
2.
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The results presented so far highlight topographic features of apparent propagation that change
between wake and SWS. The next set of results considers pair-wise lag relations defined over pairs
of 6mm3 isotropic cortical gray matter voxels. The results are presented as time-delay (TD) matrices.
Voxels in the TD matrices are ordered first by resting state network affiliation (see Figure 5—figure
supplement 2). Then, within RSNs, the voxels are ordered from earliest (most negative) to latest
(most positive) according to mean latency determined in wake (Figure 5A). The ordering computed
during wake was applied to the SWS TD results (Figure 5B). A key algebraic feature of TD matrices
is that they are exactly anti-symmetric (ti;j ¼  tj;i; Materials and methods Equation 3). Thus, if the
lag between voxels i and j is t seconds, then the lag between voxels j and i must be exactly  t sec-
onds (see Materials and methods).
As TD matrices are anti-symmetric, each diagonal block, which represents intra-RSN lag structure,
is anti-symmetric as well. However, the algebra does not impose any relation between lag and RSN
membership. Thus, the structure evident in the wake TD matrix (Figure 5A) is informative, and reca-
pitulates previous findings obtained in a separate, large data set (Mitra et al., 2014). The diagonal
blocks show a wide range and well-ordered distribution of lags. This organization reflects propaga-
tion within RSNs; the DMN block, highlighted in green in Figure 5A, is an example of intra-network
lag organization. The off-diagonal blocks, which represent lags across RSNs, also contain well-
ordered early, middle, and late components, much like the diagonal blocks. This feature is not alge-
braically imposed. An important implication of the early-to-late organization of the inter-RSN blocks
in Figure 5A is that each RSN is neither early nor late with respect to the others during the wake
Figure 2. Lag projection maps in wake and slow wave sleep. Lag projection maps depict the mean lag between each voxel and the rest of the brain
(Mitra et al., 2014; Nikolic´, 2007). Panels A-B display lag projection maps, in units of seconds, derived from wake (A) and SWS (B). These lag
projection maps demonstrate changes in lag structure as a function of state. For example, thalamus is early (blue) during wake but late (red) during
SWS; the opposite shift is evident in visual cortex. Panel C shows voxels exhibiting cluster-wise statistical significance in the wake vs. SWS comparison
( zj j > 4.5, p<0.05 corrected). These clusters are centered on putamen bilaterally, thalamus, paracentral lobule (PCL), visual cortex, medial prefrontal
cortex (mPFC), and brainstem. Axial slices: Z = +69, +57, +9, -3, -27, -39. Sagittal slice: X = +3.
DOI: 10.7554/eLife.10781.004
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state, a feature which we have previously reported (Mitra et al., 2014). To illustrate this point, con-
sider the off-diagonal block corresponding to the DMN paired with the dorsal attention network
(DAN), outlined in yellow in Figure 5A. A well-ordered progression from early (blue) to late (red) is
evident, indicating that parts of the DMN lead the DAN and vice versa; neither the DMN nor the
DAN leads or follows the other as a whole.
We next compared the TD matrix in SWS (Figure 5B) to the TD matrix in wake. Three features
emerged from this comparison. First, the range of lag values in SWS is larger than in the wake data,
as if the speed of BOLD signal propagation has slowed. We quantitatively represent this effect as
the standard deviation (SD), computed over the upper triangular (hence unique) lag values in wake
Figure 3. Seed-based lag maps in wake and SWS corresponding to the subcortical regions identified in Figure 2C: thalamus (A), putamen (B), and
brainstem (C). Also shown are lag difference maps (SWS minus wake) thresholded for cluster-wise statistical significance ( Z > 4.5, p<0.05 corrected; as
in Figure 2C). During wake, the cerebral cortex is generally late (yellow/red hues) with respect to subcortical regions. The cerebral cortex becomes
early (blue/green hues) with respect to subcortical areas during SWS. All significant lag differences are negative (blue), and predominantly found in
cortex. Pre-frontal cortex becomes markedly early with respect to the posterior parts of the brain (pink arrows in A and B). This feature suggests a
‘front-to-back’ propagation of slow waves in SWS (Massimini et al., 2004). Lag structure in the brainstem and thalamus is relatively constant (pink ovals
in A and C). Lag structure is present within the thalamus in panel A even though the whole thalamus was used as the reference seed. This effect is
observed because voxels within large seed-regions, e.g., thalamus, can exhibit non-zero lags with the mean timecourse computed over the entire seed.
Axial slices: Z = +45, +9. Sagittal slice: X = +3. An expanded view of these results is shown in Figure 3—figure supplement 1 and 2.
DOI: 10.7554/eLife.10781.005
The following figure supplements are available for figure 3:
Figure supplement 1. Expanded view of seed-based lag maps derived using thalamus, putamen, and brainstem regions of interest defined in
Figure 2C.
DOI: 10.7554/eLife.10781.006
Figure supplement 2. Seed-based lag difference maps thresholded for cluster-wise statistical significance of p<0.05 (as in Figure 2).
DOI: 10.7554/eLife.10781.007
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and SWS. SD during wake was 0.42 ± 0.05 s, whereas SD during SWS was 0.65 ± 0.07 s. This effect
was significant (p<0.01, by permutation resampling with 10,000 trials).
Second, inter-RSN lag structure is altered in SWS. This effect appears as a loss of early (blue) to
late (red) organization in off-diagonal blocks, e.g., as in the DAN:DMN block (yellow outline in
Figure 5B). To quantitatively assess this change, we computed the rank correlation (Spearman’s )
between wake and SWS lag values over all voxel pairs in each of the 8 7/2 = 28 unique intra- and
inter-RSN blocks (Figure 5A, B). Blocks exhibiting a significantly low correlation (p<0.05, corrected
for 28 multiple comparisons) comparing wake vs. SWS are marked with a white asterisk in
Figure 5C; these effects represent a significant change in lag structure between resting state
Figure 4. Seed-based lag maps in wake and SWS corresponding to the cortical regions identified in Figure 2C: visual cortex (A), medial prefrontal
cortex (B), and paracentral lobule (C). Also shown are lag difference maps (SWS minus wake), thresholded for statistical significance, as in Figure 2.
Panel A shows that, whereas the visual seed is neither wholly late nor early in wake, nearly the entire cortex is late with respect to visual cortex during
SWS. Panel B shows that medial prefrontal cortex (mPFC) exhibits both early and late lag shifts between wake and SWS. The mPFC lag map in SWS
also exhibits the ‘front-to-back’ propagation pattern highlighted in Figure 3 (pink arrow). Panel C shows that many of the lag relations of the
paracentral lobule seed are reversed during SWS relative to wake. For example, in wake, the seed-region leads lateral sensory-motor cortex and
posterior insula. These relations reverse in SWS and nearly the entire cerebral cortex becomes early with respect to the paracentral lobule. An
expanded view of these results is shown in Figure 4—figure supplement 1 and 2. Slice coordinates identical to Figure 3.
DOI: 10.7554/eLife.10781.008
The following figure supplements are available for figure 4:
Figure supplement 1. Expanded view of seed-based lag maps derived using visual, medial prefrontal cortex, and paracentral lobule regions of interest
defined in Figure 2C.
DOI: 10.7554/eLife.10781.009
Figure supplement 2. Seed-based lag difference maps thresholded for cluster-wise statistical significance (as in Figure 2).
DOI: 10.7554/eLife.10781.010
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networks. Importantly, these effects were observed only in off-diagonal (cross-RSN) blocks. In other
words, intra-network lag structure was relatively preserved ( > 0:6) across states, e.g., within the
DMN (green outline Figure 5A, B). In contrast, inter-network lag structure was markedly altered
( < 0:3Þin the majority of off-diagonal blocks. Thus, Figure 5C demonstrates that, whereas
Figure 5. Time delay (TD) matrices. Panels A-B display TD matrices (in units of seconds) in wake and SWS, respectively. Each pixel represents the lag
between two voxels. TD matrices are, by definition, anti-symmetric. Hence, all relevant information is contained in the displayed upper triangular values.
The matrices displayed in (A-B) have been masked to include only cortical (6 mm)3 voxels with a 90% chance of belonging to one of 7 resting state
networks (RSNs: dorsal attention network (DAN), ventral attention network (VAN), sensory motor network (SMN), visual network (VIS), frontoparietal
control network (FPC), language network (LAN), default mode network (DMN)) ((Hacker et al., 2013), see Figure 5—figure supplement 2). The same
RSN definitions are applied in wake and SWS. After sorting voxels by RSN membership, voxels were sorted from early to late within RSN in the wake
state. The wake ordering was applied to the SWS TD matrix. Panel C shows the Spearman rank order correlation between wake and SWS lag values in
each of the 28 intra- and inter- RSN blocks in panels (A-B). The diagonal blocks in panel C exhibit high correlation values, indicating that intra-RSN
propagation is relatively preserved across wake and SWS. The correlation values in the off-diagonal blocks in panel C are low, demonstrating that inter-
RSN propagation is strongly altered during SWS. White asterisks indicate significant (p<0.05) effects computed by permutation resampling, including
correction for multiple (N = 28) comparisons. Panel D plots the mean within-block values of the wake TD matrix shown in panel A. The values in panel D
(in units of sec) are very near zero, implying that no RSN is entirely leads or follows other RSNs. Panel E plots the mean within-block values of the SWS
TD matrix shown in panel B. Note significant visual network earliness with respect to other networks (p<0.05 by permutation resampling, multiple
comparisons corrected for 21 upper diagonal blocks). Owing to anti-symmetry, the horizontal blue and vertical orange blocks both represent visual
earliness. Diagonal blocks in panels D and E are colored gray to symbolize that they are constrained to be zero-mean. TD matrices with alternate voxel
orderings are shown in Figure 5—figure supplement 1.
DOI: 10.7554/eLife.10781.011
The following figure supplements are available for figure 5:
Figure supplement 1. Time delay (TD) matrices as a function of sleep stage, alternate voxel orderings.
DOI: 10.7554/eLife.10781.012
Figure supplement 2. Resting state network (RSN) assignments for gray matter voxels used to compute the TD matrix and functional connectivity
matrix results shown in main Figures 5, 6.
DOI: 10.7554/eLife.10781.013
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propagation within RSNs is relatively preserved during sleep, propagation across RSNs is signifi-
cantly altered. During SWS, most cross-RSN blocks (excluding visual network pairs) develop a ‘disor-
ganized’ structure, in which well-ordered propagation appears to be lost. This effect is not
attributable to voxel ordering, as the voxels are ordered identically in the wake and SWS TD matri-
ces (Figure 5A). The same disorganized appearance persists even if the SWS TD matrix ROIs are
ordered according to their own stage-specific lag structure (Figure 5—figure supplement 1).
A third effect evident in Figure 5A, B is the appearance of an ‘all early’ organization in the visual
network (‘VIS’, pink box) in SWS. That is, in half the TD matrix, all cross-RSN voxel pairs involving the
visual network exhibit negative (early; blue) lag values in SWS, indicating that voxels in the visual net-
work are earlier than nearly all other cortical voxels. Thus, the principle, which applies in wake, that
no RSN leads or follows any other (Mitra et al., 2014), does not hold during SWS.
To quantitatively investigate changes in lag structure between the visual network and the rest of
the brain, we computed the mean lag value for each off-diagonal (inter-RSN) block in wake and SWS
(Figure 5D and E respectively). Anti-symmetry forces a mean lag value of zero within diagonal
blocks. Thus, 21 unique blocks are considered in this analysis. If no RSN leads or follows any other in
aggregate, the average lag value in each inter-RSN block should be zero. Figure 5D illustrates that
Figure 6. Zero-lag correlation (conventional functional connectivity; FC) matrices. (A): wake. (B): slow wave sleep. Voxels shown in the correlation
matrices correspond to Figure 5A, B (see also Figure 5—figure supplement 2), and matrix values are Fisher-z transformed Pearson correlations
averaged over subjects. Note relatively preserved RSN organization across states, in line with previous analyses of these data (Tagliazucchi et al.,
2013a). To assess the topography of pair-wise correlation changes, we computed the difference between the SWS and wake correlation matrices (wake
minus SWS), and applied spatial principal components analysis (PCA) to the difference matrix. The resulting eigenspectrum (panel C) shows that there
are 2 statistically significant (p<0.05; red line) PCs (threshold computed by permutation re-sampling). The topographies of these PC’s are shown in
panels D and E. These topographies reflect modest FC reductions in visual/somatosensory networks in wake vs. SWS, and modest FC increases in the
DMN and thalamus in wake vs. SWS. These results are in accordance with previous findings comparing wake vs. NREM sleep (Horovitz et al., 2008;
Picchioni et al., 2013). Importantly, zero-lag correlation structure (panels A-B) is much more preserved across wake and SWS than is lag structure
(Figure 5). Axial slices: Z = +69, +57, +45, +33, +9, -3, -27, -39. Sagittal slices: X = +3, +12, -12.
DOI: 10.7554/eLife.10781.014
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this is the case during wake: the mean lag in each off-diagonal block is very nearly zero, as previously
reported in a completely independent dataset (Mitra et al., 2014). Figure 5E shows that this princi-
ple approximately applies also in SWS except in the visual network (white asterisks). During SWS,
voxels in the visual network become early with respect to other cortical voxels (Figure 5E). An analo-
gous, but opposite feature also appears in a subset of the cross-RSN sensorimotor (SMN) block,
which assumes an ‘all late’ (red) configuration. In other words, this set of voxels becomes late with
respect to cortical BOLD signal activity in nearly all other cortical voxels during SWS. The voxels in
question correspond to the paracentral lobule (Figure 2C). That the paracentral lobule becomes late
in SWS is also evident in Figure 4C. This effect is not significant in Figure 5E because the paracen-
tral lobule is only part of the a priori defined SMN.
Figure 7. Lag structure dimensionality in wake and SWS. We have previously shown that multiple temporal sequences can be extracted from a TD
matrix by applying spatial principal components analysis (PCA) to the TD matrix after zero-centering each column (Mitra et al., 2015). Here we show
PCA-derived eigenvalues (scree plot) obtained in wake (pink) and SWS (blue). The maximum likelihood dimensionality estimates derived using the
method of (Minka, 2001) are 4 and 3, respectively, in wake and SWS. The corresponding topographies (‘lag threads’) are shown in Figure 7—figure
supplement 1 and 2. N.B.: We previously obtained a maximum likelihood TD dimensionality estimate of 8 in a much larger (N = 688) awake dataset
(Mitra et al., 2015). The lower presently obtained figure (4) reflects less statistical power owing to a smaller subject sample (N = 39).
DOI: 10.7554/eLife.10781.015
The following figure supplements are available for figure 7:
Figure supplement 1. Lag thread topographies in wake corresponding to the eigenvalues shown in Figure 7.
DOI: 10.7554/eLife.10781.016
Figure supplement 2. Lag threads topographies in SWS.
DOI: 10.7554/eLife.10781.017
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Discussion
We investigated apparent propagation of spontaneous infra-slow activity, as measured by rs-fMRI, in
wake and slow wave sleep. Our whole-brain comparison identified several cortical and subcortical
regions exhibiting significantly different state-dependent lags (Figure 2). These regions were used
for seed-based analyses. Lag maps seeded in the thalamus, brainstem, and putamen demonstrated
that subcortical structures are early in relation to cortex during wake, but late during SWS (Figure 3).
In contrast, propagation within the brainstem-thalamic axis was relatively preserved across states
(Figure 3). Cortical seed-based lag maps, computed using visual cortex, medial prefrontal cortex,
and paracentral lobule, exhibited complex, regionally specific effects (Figure 4). Finally, comparison
of TD matrices in wake vs. SWS revealed that inter-RSN propagation was significantly altered in SWS
whereas intra-RSN propagation was relatively preserved (Figure 5C).
These findings demonstrate dramatic rearrangements in propagated infra-slow intrinsic activity
during SWS as compared to wake. By comparison, the effect of SWS on zero-lag correlation struc-
ture (functional connectivity) is much more modest (Figure 6). State differences in functional connec-
tivity manifest as quantitative changes in the magnitude of correlations, for example, reduced
correlations between anterior and posterior brain regions during SWS (Picchioni et al., 2013). How-
ever, the overall topography of resting state networks (RSNs) generally is preserved (Horovitz et al.,
2009; Larson-Prior et al., 2009; Picchioni et al., 2013; Sa¨mann et al., 2011; Tagliazucchi et al.,
2013) (Figure 6). Interestingly, some of the present lag findings topographically correspond to
effects observed with conventional functional connectivity. Specifically, SWS induces focal functional
connectivity changes in visual cortex, paracentral lobule, and thalamus; this topography substantially
overlaps some of the presently observed lag effects (compare sagittal views in Figures 2C and
6D, E). In a similar vein, PET studies show that SWS, as well as pathological disorders of conscious-
ness, both are associated with prominent reductions in thalamic metabolism (Laureys, 2005). This
finding hypothetically corresponds, in the present results, to the prominent thalamic shift in lag sta-
tus from early in wake to late in SWS. However, much more work is needed to determine whether
these intriguing correspondences are in any way general.
Relation of BOLD signal apparent propagation to electrophysiology
The implications of our findings critically depend on how spontaneous BOLD fMRI signal fluctuations
relate to electrophysiology. This question currently remains a topic of active investigation
(Florin et al., 2015). Several studies using invasive recordings have found that slow (0.5–4 Hz) and
infra-slow (<0.1 Hz) local field potentials correspond most closely to BOLD signal fluctuations and
correlation structure. This correspondence has been demonstrated in wake (He et al., 2008;
Hiltunen et al., 2014; Nir et al., 2008), sleep (He et al., 2008), and anesthesia (Pan et al., 2013).
Thus, a natural hypothesis is that temporal lags in the BOLD signal reflect propagation of slow and
infra-slow electrophysiological activity. However, as far as we are aware, temporal lags in infra-slow
electrophysiology have not been investigated at the systems level. On the other hand, propagation
of slow activity has been widely reported. The spectral content of the slow oscillation at the low end,
approximately 0.5 Hz, approaches the infra-slow range. Hence, in the following, we consider corre-
spondence between reports of propagated slow electrophysiology and the present results, with the
understanding that future investigations specifically of infra-slow propagation are needed.
Slow electrophysiological activity has been most studied in the context of SWS and anesthesia,
during which the slow oscillation, or UP/DOWN states (UDSs), (Steriade et al., 1993) is a character-
istic feature. UDSs classically are described as periodic at frequencies in the 0.5–1.5 Hz range, and
are known to propagate on a time-scale of 100’s of milliseconds (Hahn et al., 2006;
McCormick et al., 2015; Petersen et al., 2003). More recently, UDSs have also been described in
awake, resting rodents (Ferezou et al., 2007). Although UDS periodicity is a characteristic of single
neuron membrane potential recordings (Hahn et al., 2006; Petersen et al., 2003), macro-electrode
recordings, e.g., electroencephalography (EEG) and electrocorticography (ECoG), show aperiodic,
1/f-like spectral content during SWS (He et al., 2010; Nir et al., 2011; Sirota et al., 2003). More
generally, the spectral content of intrinsic electrophysiologic activity and rs-fMRI is 1/f-like in wake as
well as SWS (He et al., 2008; Hiltunen et al., 2014). Moreover, macro-electrode recordings of slow
activity also show apparent propagation on time-scales as long as 1–2 s during sleep and anesthesia
(Nir et al., 2011; Sirota et al., 2003), as in the present rs-fMRI data.
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Propagated slow potentials during SWS share additional points of concordance with the present
BOLD fMRI results. Electrophysiological studies in both humans and rodents suggest that slow activ-
ity tends to originate in medial prefrontal cortex and propagate to more posterior regions
(Massimini et al., 2004; Nir et al., 2011; Sheroziya and Timofeev, 2014). We also observe a ‘front-
to-back’ propagation pattern (see Figures 4B and Figure 7—figure supplement 2). However, this
pattern should be understood as only one of many. In that regard, a noteworthy principle that has
emerged on the basis of human high-density EEG and ECoG recordings is that slow waves originate
in multiple locations and propagate through multiple routes (Massimini et al., 2004; Murphy et al.,
2009; Nir et al., 2011). A necessary algebraic consequence of this principle is that the lag structure
of propagated slow activity exists in a multi-dimensional space (Mitra et al., 2015). We have recently
demonstrated precisely this point by analysis of a very large resting state fMRI dataset acquired in
quietly resting awake adults (Mitra et al., 2015). We confirm that the same principle applies in the
current fMRI data, both during wake and SWS (Figure 7). Indeed, the spatial principal components
(‘lag threads’) derived by analysis of the fMRI time-delay matrix provides a compact means of visual-
izing how the propagation of intrinsic activity becomes rearranged in wake vs. SWS (Figure 7—fig-
ure supplement 1 and 2).
To the best of our knowledge, apparent propagation of either slow or infra-slow electrophysio-
logical activity in the awake state has not been reported in either humans or animals. However, volt-
age sensitive dye (VSD) studies in quietly resting rodents have demonstrated multiple patterns of
propagation of slow intrinsic activity over 100’s of milliseconds (Mohajerani et al., 2013;
Mohajerani et al., 2010). Moreover, propagation patterns assessed using VSD are bilaterally sym-
metric (Mohajerani et al., 2010), as are BOLD fMRI patterns of propagation (Mitra et al., 2015;
Mitra et al., 2014).
In summary, the available evidence suggests that the BOLD signal and slow/infra-slow electro-
physiological activity exhibit similarities in spectral content, correlation structure, and apparent prop-
agation. The present results motivate future investigations to clarify the physiological links between
propagated UDSs, propagated VSD patterns in rodents, and propagated BOLD fMRI signal fluctua-
tions in humans, both during wakefulness and SWS. Direct electrophysiological studies of infra-slow
propagation are especially needed. In the following, we discuss hypotheses regarding the possible
functions of propagated infra-slow activity, observed using rs-fMRI, in relation to theories originally
derived by observations of propagated slow potentials.
Relation of present results to the physiology of slow wave sleep
Cortical re-arrangements in lag structure are complex and regionally dependent, as demonstrated
by the seed-based analyses shown in Figure 4. In the following, we present three hypotheses,
informed by prior studies of SWS, suggesting how infra-slow propagation may relate to the physio-
logical functions of sleep. Future work combining rs-fMRI sleep recordings with behavioral data will
be required to investigate these hypotheses.
First, slow wave sleep is believed to represent an off-line state during which slow activity enables
consolidation of newly acquired memories (Born et al., 2006; Maquet, 2001; Marshall et al., 2006;
Stickgold, 2005). Human imaging studies of word-pair association tasks have shown that the medial
prefrontal cortex (mPFC) is implicated in consolidation of declarative memory (Euston et al., 2012;
Gais et al., 2007; Takashima et al., 2006). Consolidation is accompanied by increases in mPFC
activity during successful later recall (Gais et al., 2007; Takashima et al., 2006). The locus of these
previously reported effects is notably close to the mPFC region illustrated in Figure 2C (cf. Figure 3
in Takashima et al., 2006 and Figure 4 in Gais et al., 2007). Using the same task, Marshall and col-
leagues found that artificially initiating slow wave activity by applying current via frontal electrodes
during SWS boosts subsequent recall (Marshall et al., 2006). Thus, the available data suggest that
the mPFC shift towards earliness during SWS may facilitate consolidation of declarative memory.
This hypothesis could be tested by relating infra-slow, front-to-back propagation to consolidation of
declarative memory.
Second, SWS is also thought to improve procedural memory, e.g., motor sequence learning and
motor adaptation (Stickgold, 2005). We observed significant wake vs. SWS latency shifts in putamen
and paracentral lobule (PCL) (Figures 2–4), both of which structures are strongly associated with
procedural learning (Graybiel, 2005; Halsband and Lange, 2006; Knowlton et al., 1996). The para-
central lobule is a functional component of the supplementary motor area (SMA) (Lim et al., 1994).
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Sleep-dependent improvements in procedural tasks have been postulated to involve plasticity in cor-
tico-striatal circuits (Doyon and Benali, 2005). Thus, the reversal in the temporal lag between puta-
men and cortex (Figure 3B) during SWS could be a correlate of off-line consolidation of procedural
memory. Similarly, altered apparent propagation in PCL may relate to offline adjustment of motor
programs. Alternatively, PCL lateness during SWS could represent a correlate of the abolition of
motor behavior. These possibilities could be investigated by combining rs-fMRI studies of SWS with
procedural learning paradigms.
Third, we show that visual cortex is neither wholly late nor early during wake, but that nearly the
entire cerebral cortex becomes late with respect to visual cortex during SWS (Figure 4A, Figure 5).
This visual cortex finding may relate to the now widely recognized fact that dreaming also occurs in
NREM sleep (Hobson et al., 2000). Recent work has shown that BOLD fMRI activity in visual cortex
predicts NREM dreaming (Horikawa et al., 2013). Hence, there may exist a link between initiation
of infra-slow activity in visual cortex and dreaming. The question of whether initiation of infra-slow
activity in visual cortices relates to dreaming has not been studied thus far, but could be explicitly
examined using the methodology of Horikawa and colleagues (Horikawa et al., 2013).
Relation of present results to thalamic gating of sensory input
Wakefulness is a state during which environmental awareness is possible (Seth et al., 2005). The
thalamus plays a critical role in this state by relaying sensory signals to the cerebral cortex
(Alkire et al., 2008). Electrophysiological recordings have shown that the awake state is associated
with depolarization of thalamocortical cells, which facilitates transmission of ascending input to the
cortex (Brown et al., 2012; Franks, 2008; McCormick and Bal, 1997). Conversely, during SWS, sig-
nals from the environment do not reliably reach the cortex owing to hyperpolarization of thalamo-
cortical neurons (Franks, 2008; Franks and Lieb, 1994; Hirsch et al., 1983; Steriade and
Timofeev, 2003). Thus, the thalamus ‘gates’ transmission of environmental stimuli to the cortex.
Moreover, in vitro work suggests that thalamic hyperpolarization in SWS is modulated by propaga-
tion of slow (<1 Hz) activity from cortex to thalamus (Blethyn et al., 2006; Hughes et al., 2002).
Our analysis of BOLD signal fluctuations is consistent with this account: Cerebral cortex leads thala-
mus during SWS, but thalamus leads cortex during wake (Figure 3A). Importantly, BOLD signal
propagation from brainstem to thalamus is similar in wake and SWS. This result suggests that the
thalamus is the site at which ascending signals are impeded during SWS, in accordance with the
hypothesized role of the thalamus as a sensory gate.
Relation of present findings to theories of consciousness
Figure 5 shows that cross-network lag structure is extensively altered in SWS as compared to wake.
During wake, both diagonal- and off-diagonal blocks of the TD matrix exhibit well-ordered early,
middle, and late components. Thus, cross-network and within-network propagation are comparable
during wake. During SWS, apparent propagation within and across networks is no longer compara-
ble (Figure 5B,E). Cross-network (off-diagonal) blocks lose their ‘early-to-late’ structure, whereas
within-network (diagonal blocks) lag structure is preserved (Figure 5A-C). Moreover, most cross-net-
work blocks (excluding visual network pairs) appear disorganized during SWS. Speculatively, the dis-
sociation between preserved within-network propagation and disorganized cross-network
propagation suggests that neural communication during SWS, as measured by propagation of
BOLD signals, is largely intact within functional networks (RSNs), but is disrupted across functional
networks. These observations support theories postulating that reduced subjective awareness
(‘unconsciousness’) during SWS results from loss of integration across networks (Mashour, 2005;
Tononi, 2004). ‘Conscious’ here refers to the awake, or on-line, state. Accordingly, decreased sub-
jective awareness during SWS theoretically results from loss of integration across networks, while
within-network activity is generally preserved (Boly et al., 2012; Mashour, 2005;
Tagliazucchi et al., 2013a). A corollary is that, during SWS, neural communication is maintained
within functional modules, but altered across functional modules, resulting in ‘network segregation’
(Mashour, 2013; Tagliazucchi et al., 2013a). Our TD matrix results are consistent with this principle,
provided the assumption that BOLD signal propagation reflects neural communication at a broad
spatio-temporal scale,
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We interpret our findings as follows. During wake, the brain is capable of responding to the envi-
ronment and functional systems reciprocally communicate to sustain conscious content (Alkire et al.,
2008; McCormick et al., 2015). Accordingly, we find ascending BOLD signal propagation from thal-
amus to cortex (Figure 3A), as well as well-ordered propagation of activity between resting state
networks (Figure 5A). In SWS, off-line brain activity theoretically serves mechanisms concerned with
synaptic homeostasis and memory consolidation (McClelland et al., 1995; McCormick et al., 2015).
Features of the off-line state (SWS) include reduced responses to environmental stimuli, altered
inter-network communication, but relatively intact intra-network communication (McClelland et al.,
1995; McNaughton et al. 2003; Tagliazucchi et al., 2013a). Accordingly, we observe reversal of tha-
lamo-cortical propagation (Figure 3A), altered cross-RSN propagation (Figure 5B-C), and intact
within-RSN propagation. Future study of BOLD signal propagation and infra-slow activity is neces-
sary to obtain a better understanding of the physiology of spontaneous activity in wake and sleep.
Materials and methods
EEG–fMRI acquisition and artifact correction
Acquisition parameters and details for these data have been previously published
(Tagliazucchi et al., 2013). fMRI was acquired using a 3 T scanner (Siemens Trio) with optimized pol-
ysomnographic settings (1,505 volumes of T2*-weighted echo planar images, repetition time/echo
time = 2,080 ms/30 ms, matrix = 64  64, voxel size = 3  3  2 mm3, distance factor = 50%; field
of view = 192 mm2). 30 EEG channels were simultaneously recorded using a modified cap (EASY-
CAP) with FCz as reference (sampling rate = 5 kHz, low pass filter = 250 Hz, high pass filter = 0.016
Hz). MRI and pulse artifact correction were performed based on the average artifact subtraction
method (Allen et al., 1998) as implemented in Vision Analyzer2 (Brain Products) followed by ICA-
based rejection of residual artifact components (CBC parameters; Vision Analyzer). EEG sleep stag-
ing was done by an expert according to the American Academy of Sleep Medicine (AASM) criteria
(Soeffing et al., 2008).
Subjects
63 non-sleep-deprived subjects were scanned in the evening (starting at ~8:00 PM). Subjects were
instructed to keep eyes closed during wakefulness. Hypnograms were inspected to identify epochs
of contiguous sleep stages lasting at least 5 min (150 volumes). These criteria yielded 39 subjects
contributing to the present analyses. Included are 70 epochs of wakefulness, 47 epochs of N2 sleep,
and 38 epochs of N3 sleep (SWS). Detailed sleep architectures of each participant have been previ-
ously published (Tagliazucchi et al., 2013).
fMRI preprocessing
fMRI preprocessing was as described in (Mitra et al., 2014). Briefly, this included compensation for
slice-dependent time shifts, elimination of systematic odd-even slice intensity differences due to
interleaved acquisition, and rigid body correction of head movement within and across runs. Atlas
transformation was achieved by composition of affine transforms connecting the fMRI volumes with
the T2-weighted and T1-weighted structural images. Additional preprocessing in preparation for
lags analysis included spatial smoothing (6 mm full width at half maximum (FWHM) Gaussian blur in
each direction), voxel-wise removal of linear trends over each fMRI run, and temporal low-pass filter-
ing retaining frequencies below 0.1 Hz. Spurious variance was reduced by regression of nuisance
waveforms derived from head motion correction and timeseries extracted from regions (of ‘non-
interest’) in white matter and CSF as well the BOLD timeseries averaged over the brain (Fox et al.,
2009). Frame censoring was computed at a threshold of 0.5% root mean square frame-to-frame
intensity change (Power et al., 2012). Epochs containing fewer than 10 contiguous frames were
excluded. These criteria removed 5.3 ± 0.9% of frames per individual during wake, 6.1 ± 0.7% during
N2 sleep, and 5.8 ± 0.7% during N3 sleep. There were no statistically significant differences in the
amount of frame censoring by state.
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Computation of lag between BOLD time series
Our method for computing lags between time series has been previously published (Mitra et al.,
2014). Conventional seed-based correlation analysis involves computation of the Pearson correla-
tion, r, between the time series, x1ðtÞ, extracted from a seed region, and a second time series, x2ðtÞ,







x1 tð Þ x2ðtÞdt; (1)
where sx1 and sx2 are the temporal standard deviations of signals x1 and x2, and T is the interval of
integration. Here, we generalize the assumption of exact temporal synchrony and compute lagged
cross-covariance functions. Thus,




x1ðtþ tÞ x2ðtÞdt; (2)
where t is the lag (in units of time). The value of t at which Cx1x2ðtÞ exhibits an extremum defines the
temporal lag (equivalently, delay) between signals x1 and x2 (Ko¨nig, 1994). Although cross-covari-
ance functions can exhibit multiple extrema in the analysis of periodic signals, BOLD time series are
aperiodic (He et al., 2010; Maxim et al., 2005), and almost always give rise to lagged cross-covari-
ance functions with a single, well defined extremum, typically in the range ±1 s. We determine the
extremum abscissa and ordinate using parabolic interpolation (Mitra et al., 2014).
Given a set of n time series, fx1ðtÞ; x2ðtÞ;    ; xnðtÞg, finding all ti;j corresponding to the extrema,
ai;j, of CxixjðtÞ yields the anti-symmetric, time delay matrix:
TD ¼









The diagonal entries of TD are necessarily zero, as any time series has zero lag with itself. More-
over, ti;j ¼  tj;i, since time series xiðtÞ preceding xjðtÞ implies that xjðtÞ follows xiðtÞ by the same
interval. Here, the timeseries were extracted from (6mm)3cubic voxels evenly distributed throughout
gray matter in the whole brain (Mitra et al., 2015).
We projected the multivariate data represented in the TD matrix onto one-dimensional maps
using the technique described by Nikolic and colleagues (Nikolic´, 2007; Schneider et al., 2006).
We refer to these one-dimensional maps as lag projections. Operationally, the projection is done by










Seed-based lag maps were computed according to Equation 2, except instead of computing
lags between all voxels, we computed the lag between a reference timeseries extracted from the
seed and timeseries extracted from all (6mm)3 voxels. This procedure produces a one-dimensional
seed-based lag map.
Group level TD matrices, lag projections, and seed-based lag maps were obtained in each state
(W, N2 sleep, and N3 sleep) by computing each quantity at the individual subject level (averaging
across temporally contiguous epochs) and then averaging.
Statistical analysis
Statistical significance of wake versus SWS differences in lag projection maps was assessed on a clus-
ter-wise basis using threshold-extent criteria computed by extensive permutation resampling
(Hacker et al., 2012; Hayasaka and Nichols, 2003). Figure 5C reports Spearman  correlations
over entries in TD matrix blocks in wake and SWS. Statistical significance was assessed by permuta-
tion resampling of the matrix entries within blocks, with correction for multiple comparisons.
Figure 5D and E report mean lag values averaged over entries in TD matrix blocks. Statistical signif-
icance of the difference in mean lag value across TD matrix blocks was also assessed through permu-
tation resampling, with correction for multiple comparisons.
Mitra et al. eLife 2015;4:e10781. DOI: 10.7554/eLife.10781 15 of 19
Research article Human biology and medicine Neuroscience
Acknowledgements
This work was supported by the National Institute of Health (NS080675 to MER and AZS;
P30NS048056 to AZS; F30MH106253 to AM), the Bundesministerium fu¨r Bildung und Forschung




Funder Grant reference number Author









LOEWE Zentrum AdRIA Enzo Tagliazucchi
Helmut Laufs
The funders had no role in study design, data collection and interpretation, or the decision to
submit the work for publication.
Author contributions
AM, Conception and design, Analysis and interpretation of data, Drafting or revising the article;
AZS, MER, Analysis and interpretation of data, Drafting or revising the article; ET, HL, Conception
and design, Acquisition of data, Drafting or revising the article
Ethics
Human subjects: Written informed consent was obtained from all subjects whose data was analyzed
in this study, and data collection for this study was approved by the Goethe University ethics
committee.
References
Abel T, Havekes R, Saletin JM, Walker MP. 2013. Sleep, plasticity and memory from molecules to whole-brain
networks. Current Biology 23:R774–788. doi: 10.1016/j.cub.2013.07.025
Achermann P, Borbe´ly AA. 1997. Low-frequency (< 1 hz) oscillations in the human sleep electroencephalogram.
Neuroscience 81:213–222.
Alkire MT, Hudetz AG, Tononi G. 2008. Consciousness and anesthesia. Science 322:876–880. doi: 10.1126/
science.1149213
Allen PJ, Polizzi G, Krakow K, Fish DR, Lemieux L. 1998. Identification of EEG events in the MR scanner: the
problem of pulse artifact and a method for its subtraction. NeuroImage 8:229–239. doi: 10.1006/nimg.1998.
0361
Beckmann CF, DeLuca M, Devlin JT, Smith SM. 2005. Investigations into resting-state connectivity using
independent component analysis. Philosophical Transactions of the Royal Society of London. Series B,
Biological Sciences 360:1001–1013. doi: 10.1098/rstb.2005.1634
Biswal BB, Mennes M, Zuo XN, Gohel S, Kelly C, Smith SM, Beckmann CF, Adelstein JS, Buckner RL, Colcombe
S, Dogonowski AM, Ernst M, Fair D, Hampson M, Hoptman MJ, Hyde JS, Kiviniemi VJ, Ko¨tter R, Li SJ, Lin CP,
Lowe MJ, Mackay C, Madden DJ, Madsen KH, Margulies DS, Mayberg HS, McMahon K, Monk CS, Mostofsky
SH, Nagel BJ, Pekar JJ, Peltier SJ, Petersen SE, Riedl V, Rombouts SA, Rypma B, Schlaggar BL, Schmidt S,
Seidler RD, Siegle GJ, Sorg C, Teng GJ, Veijola J, Villringer A, Walter M, Wang L, Weng XC, Whitfield-Gabrieli
S, Williamson P, Windischberger C, Zang YF, Zhang HY, Castellanos FX, Milham MP. 2010. Toward discovery
science of human brain function. Proceedings of the National Academy of Sciences of the United States of
America 107:4734–4739. doi: 10.1073/pnas.0911855107
Blethyn KL, Hughes SW, To´th TI, Cope DW, Crunelli V. 2006. Neuronal basis of the slow (<1 hz) oscillation in
neurons of the nucleus reticularis thalami in vitro. The Journal of Neuroscience 26:2474–2486. doi: 10.1523/
JNEUROSCI.3607-05.2006
Boly M, Perlbarg V, Marrelec G, Schabus M, Laureys S, Doyon J, Pe´le´grini-Issac M, Maquet P, Benali H. 2012.
Hierarchical clustering of brain activity during human nonrapid eye movement sleep. Proceedings of the
National Academy of Sciences of the United States of America 109:5856–5861. doi: 10.1073/pnas.1111133109
Mitra et al. eLife 2015;4:e10781. DOI: 10.7554/eLife.10781 16 of 19
Research article Human biology and medicine Neuroscience
Born J, Rasch B, Gais S. 2006. Sleep to remember. The Neuroscientist 12:410–424. doi: 10.1177/
1073858406292647
Boyle PJ, Scott JC, Krentz AJ, Nagy RJ, Comstock E, Hoffman C. 1994. Diminished brain glucose metabolism is a
significant determinant for falling rates of systemic glucose utilization during sleep in normal humans. The
Journal of Clinical Investigation 93:529–535. doi: 10.1172/JCI117003
Braun AR, Balkin TJ, Wesenten NJ, Carson RE, Varga M, Baldwin P, Selbie S, Belenky G, Herscovitch P. 1997.
Regional cerebral blood flow throughout the sleep-wake cycle. an H2(15)O PET study. Brain 120:1173–1197.
doi: 10.1093/brain/120.7.1173
Brown RE, Basheer R, McKenna JT, Strecker RE, McCarley RW. 2012. Control of sleep and wakefulness.
Physiological Reviews 92:1087–1187. doi: 10.1152/physrev.00032.2011
Caminiti R, Ghaziri H, Galuske R, Hof PR, Innocenti GM. 2009. Evolution amplified processing with temporally
dispersed slow neuronal connectivity in primates. Proceedings of the National Academy of Sciences of the
United States of America 106:19551–19556. doi: 10.1073/pnas.0907655106
Cirelli C, Tononi G. 2000. Gene expression in the brain across the sleep-waking cycle. Brain Research 885:303–
321.
Cirelli C, Tononi G. 2008. Is sleep essential? PLoS Biology 6:e216. doi: 10.1371/journal.pbio.0060216
Dang-Vu TT. 2012. Neuronal oscillations in sleep: insights from functional neuroimaging. Neuromolecular
Medicine 14:154–167. doi: 10.1007/s12017-012-8166-1
Doyon J, Benali H. 2005. Reorganization and plasticity in the adult brain during learning of motor skills. Current
Opinion in Neurobiology 15:161–167. doi: 10.1016/j.conb.2005.03.004
Euston DR, Gruber AJ, McNaughton BL. 2012. The role of medial prefrontal cortex in memory and decision
making. Neuron 76:1057–1070. doi: 10.1016/j.neuron.2012.12.002
Everson CA, Bergmann BM, Rechtschaffen A. 1989. Sleep deprivation in the rat: III. total sleep deprivation. Sleep
12:13–21.
Ferezou I, Haiss F, Gentet LJ, Aronoff R, Weber B, Petersen CC. 2007. Spatiotemporal dynamics of cortical
sensorimotor integration in behaving mice. Neuron 56:907–923. doi: 10.1016/j.neuron.2007.10.007
Florin E, Watanabe M, Logothetis NK. 2015. The role of sub-second neural events in spontaneous brain activity.
Current Opinion in Neurobiology 32:24–30. doi: 10.1016/j.conb.2014.10.006
Fox MD, Zhang D, Snyder AZ, Raichle ME. 2009. The global signal and observed anticorrelated resting state
brain networks. Journal of Neurophysiology 101:3270–3283. doi: 10.1152/jn.90777.2008
Franks NP, Lieb WR. 1994. Molecular and cellular mechanisms of general anaesthesia. Nature 367:607–614. doi:
10.1038/367607a0
Franks NP. 2008. General anaesthesia: from molecular targets to neuronal pathways of sleep and arousal. Nature
Reviews. Neuroscience 9:370–386. doi: 10.1038/nrn2372
Gais S, Albouy G, Boly M, Dang-Vu TT, Darsaud A, Desseilles M, Rauchs G, Schabus M, Sterpenich V, Vandewalle
G, Maquet P, Peigneux P. 2007. Sleep transforms the cerebral trace of declarative memories. Proceedings of
the National Academy of Sciences of the United States of America 104:18778–18783. doi: 10.1073/pnas.
0705454104
Graybiel AM. 2005. The basal ganglia: learning new tricks and loving it. Current Opinion in Neurobiology 15:
638–644. doi: 10.1016/j.conb.2005.10.006
Hacker CD, Laumann TO, Szrama NP, Baldassarre A, Snyder AZ, Leuthardt EC, Corbetta M. 2013. Resting state
network estimation in individual subjects. NeuroImage 82:616–633. doi: 10.1016/j.neuroimage.2013.05.108
Hacker CD, Perlmutter JS, Criswell SR, Ances BM, Snyder AZ. 2012. Resting state functional connectivity of the
striatum in parkinson’s disease. Brain 135:3699–3711. doi: 10.1093/brain/aws281
Hahn TT, McFarland JM, Berberich S, Sakmann B, Mehta MR. 2012. Spontaneous persistent activity in entorhinal
cortex modulates cortico-hippocampal interaction in vivo. Nature Neuroscience 15:1531–1538. doi: 10.1038/
nn.3236
Hahn TT, Sakmann B, Mehta MR. 2006. Phase-locking of hippocampal interneurons’ membrane potential to
neocortical up-down states. Nature Neuroscience 9:1359–1361. doi: 10.1038/nn1788
Halsband U, Lange RK. 2006. Motor learning in man: a review of functional and clinical studies. Journal of
Physiology, Paris 99:414–424. doi: 10.1016/j.jphysparis.2006.03.007
Hayasaka S, Nichols TE. 20032006. Validating cluster size inference: random field and permutation methods.
NeuroImage 20:2343–2356. doi: 10.1016/j.neuroimage.2003.08.003
He BJ, Snyder AZ, Zempel JM, Smyth MD, Raichle ME. 2008. Electrophysiological correlates of the brain’s
intrinsic large-scale functional architecture. Proceedings of the National Academy of Sciences of the United
States of America 105:16039–16044. doi: 10.1073/pnas.0807010105
He BJ, Zempel JM, Snyder AZ, Raichle ME. 2010. The temporal structures and functional significance of scale-
free brain activity. Neuron 66:353–369. doi: 10.1016/j.neuron.2010.04.020
Hiltunen T, Kantola J, Abou Elseoud A, Lepola P, Suominen K, Starck T, Nikkinen J, Remes J, Tervonen O, Palva
S, Kiviniemi V, Palva JM. 2014. Infra-slow EEG fluctuations are correlated with resting-state network dynamics
in fMRI. Journal of Neuroscience 34:356–362. doi: 10.1523/JNEUROSCI.0276-13.2014
Hirsch JC, Fourment A, Marc ME. 1983. Sleep-related variations of membrane potential in the lateral geniculate
body relay neurons of the cat. Brain Research 259:308–312.
Hobson JA, Pace-Schott EF, Stickgold R. 2000. Dreaming and the brain: toward a cognitive neuroscience of
conscious states. The Behavioral and Brain Sciences 23:793–842.
Horikawa T, Tamaki M, Miyawaki Y, Kamitani Y. 2013. Neural decoding of visual imagery during sleep. Science
340:639–642. doi: 10.1126/science.1234330
Mitra et al. eLife 2015;4:e10781. DOI: 10.7554/eLife.10781 17 of 19
Research article Human biology and medicine Neuroscience
Horovitz SG, Braun AR, Carr WS, Picchioni D, Balkin TJ, Fukunaga M, Duyn JH. 2009. Decoupling of the brain’s
default mode network during deep sleep. Proceedings of the National Academy of Sciences of the United
States of America 106:11376–11381. doi: 10.1073/pnas.0901435106
Horovitz SG, Fukunaga M, de Zwart JA, van Gelderen P, Fulton SC, Balkin TJ, Duyn JH. 2008. Low frequency
BOLD fluctuations during resting wakefulness and light sleep: a simultaneous EEG-fMRI study. Human Brain
Mapping 29:671–682. doi: 10.1002/hbm.20428
Hughes SW, Cope DW, Blethyn KL, Crunelli V. 2002. Cellular mechanisms of the slow (<1 hz) oscillation in
thalamocortical neurons in vitro. Neuron 33:947–958.
Knowlton BJ, Mangels JA, Squire LR. 1996. A neostriatal habit learning system in humans. Science 273:1399–
1402.
Ko¨nig P. 1994. A method for the quantification of synchrony and oscillatory properties of neuronal activity.
Journal of Neuroscience Methods 54:31–37.
Larson-Prior LJ, Zempel JM, Nolan TS, Prior FW, Snyder AZ, Raichle ME. 2009. Cortical network functional
connectivity in the descent to sleep. Proceedings of the National Academy of Sciences of the United States of
America 106:4489–4494. doi: 10.1073/pnas.0900924106
Laureys S. 2005. The neural correlate of (un)awareness: lessons from the vegetative state. Trends in Cognitive
Sciences 9:556–559. doi: 10.1016/j.tics.2005.10.010
Lim SH, Dinner DS, Pillay PK, Lu¨ders H, Morris HH, Klem G, Wyllie E, Awad IA. 1994. Functional anatomy of the
human supplementary sensorimotor area: results of extraoperative electrical stimulation.
Electroencephalography and Clinical Neurophysiology 91:179–193.
Loomis AL, Harvey EN, Hobart G. 1935. Further observations on the potential rhythms of the cerebral cortex
during sleep. Science 82:198–200. doi: 10.1126/science.82.2122.198
Loomis AL, Harvey EN, Hobart G. 1935. Potential rhythms of the cerebral cortex during sleep. Science 81:597–
598. doi: 10.1126/science.81.2111.597
Maquet P. 2001. The role of sleep in learning and memory. Science 294:1048–1052. doi: 10.1126/science.
1062856
Marshall L, Helgado´ttir H, Mo¨lle M, Born J. 2006. Boosting slow oscillations during sleep potentiates memory.
Nature 444:610–613. doi: 10.1038/nature05278
Mascetti L, Muto V, Matarazzo L, Foret A, Ziegler E, Albouy G, Sterpenich V, Schmidt C, Degueldre C, Leclercq
Y, Phillips C, Luxen A, Vandewalle G, Vogels R, Maquet P, Balteau E. 2013. The impact of visual perceptual
learning on sleep and local slow-wave initiation. Journal of Neuroscience 33:3323–3331. doi: 10.1523/
JNEUROSCI.0763-12.2013
Mashour GA. 2013. Cognitive unbinding: a neuroscientific paradigm of general anesthesia and related states of
unconsciousness. Neuroscience & Biobehavioral Reviews 37:2751–2759. doi: 10.1016/j.neubiorev.2013.09.009
Mashour GA. 2005. Cognitive unbinding in sleep and anesthesia. Science 310:1768b–1769. doi: 10.1126/
science.310.5755.1768b
Massimini M, Huber R, Ferrarelli F, Hill S, Tononi G. 2004. The sleep slow oscillation as a traveling wave. Journal
of Neuroscience 24:6862–6870. doi: 10.1523/JNEUROSCI.1318-04.2004
Maxim V, Sendur L, Fadili J, Suckling J, Gould R, Howard R, Bullmore E. 2005. Fractional gaussian noise,
functional MRI and alzheimer’s disease. NeuroImage 25:141–158. doi: 10.1016/j.neuroimage.2004.10.044
McClelland JL, McNaughton BL, O’Reilly RC. 1995. Why there are complementary learning systems in the
hippocampus and neocortex: insights from the successes and failures of connectionist models of learning and
memory. Psychological Review 102:419–457.
McCormick DA, Bal T. 1997. Sleep and arousal: thalamocortical mechanisms. Annual Review of Neuroscience 20:
185–215. doi: 10.1146/annurev.neuro.20.1.185
McCormick DA, McGinley MJ, Salkoff DB. 2015. Brain state dependent activity in the cortex and thalamus.
Current Opinion in Neurobiology 31:133–140. doi: 10.1016/j.conb.2014.10.003
McNaughton BL, Barnes CA, Battaglia FP, Bower MR, Cowen SL, Ekstrom AD, Gerrard JL, Hoffman KL, Houston
FP, Karten Y, Lipa P, Pennartz CMA, Sutherland GR, , , , , , . et al. 2003. Off-line reprocessing of recent memory
and its role in memory consolidation: a progress report.McNaughton BL, Barnes CA, Battaglia FP, Bower MR,
Cowen SL, Ekstrom AD, Gerrard JLSleep and Brain Plasticity. : Oxford University Press; 225–246. doi: 10.1093/
acprof:oso/9780198574002.003.0013
Minka TP. 2001. Automatic choice of dimensionality for Pca. Advances in Neural Information Processing Systems
13. Cambridge, MA: Mit Press; 598–604.
Mitra A, Snyder AZ, Blazey T, Raichle ME. 2015. Lag threads organize the brain’s intrinsic activity. Proceedings of
the National Academy of Sciences of the United States of America 112:E2235–2244. doi: 10.1073/pnas.
1503960112
Mitra A, Snyder AZ, Hacker CD, Raichle ME. 2014. Lag structure in resting-state fMRI. Journal of
Neurophysiology 111. doi: 10.1152/jn.00804.2013
Mohajerani MH, Chan AW, Mohsenvand M, LeDue J, Liu R, McVea DA, Boyd JD, Wang YT, Reimers M, Murphy
TH. 2013. Spontaneous cortical activity alternates between motifs defined by regional axonal projections.
Nature Neuroscience 16:1426–1435. doi: 10.1038/nn.3499
Mohajerani MH, McVea DA, Fingas M, Murphy TH. 2010. Mirrored bilateral slow-wave cortical activity within
local circuits revealed by fast bihemispheric voltage-sensitive dye imaging in anesthetized and awake mice.
Journal of Neuroscience 30:3745–3751. doi: 10.1523/JNEUROSCI.6437-09.2010
Mitra et al. eLife 2015;4:e10781. DOI: 10.7554/eLife.10781 18 of 19
Research article Human biology and medicine Neuroscience
Murphy M, Riedner BA, Huber R, Massimini M, Ferrarelli F, Tononi G. 2009. Source modeling sleep slow waves.
Proceedings of the National Academy of Sciences of the United States of America 106:1608–1613. doi: 10.
1073/pnas.0807933106
Nikolic´ D. 2007. Non-parametric detection of temporal order across pairwise measurements of time delays.
Journal of Computational Neuroscience 22:5–19. doi: 10.1007/s10827-006-9441-7
Nir Y, Mukamel R, Dinstein I, Privman E, Harel M, Fisch L, Gelbard-Sagiv H, Kipervasser S, Andelman F, Neufeld
MY, Kramer U, Arieli A, Fried I, Malach R. 2008. Interhemispheric correlations of slow spontaneous neuronal
fluctuations revealed in human sensory cortex. Nature Neuroscience 11:1100–1108.
Nir Y, Staba RJ, Andrillon T, Vyazovskiy VV, Cirelli C, Fried I, Tononi G. 2011. Regional slow waves and spindles
in human sleep. Neuron 70:153–169. doi: 10.1016/j.neuron.2011.02.043
Pan WJ, Thompson GJ, Magnuson ME, Jaeger D, Keilholz S. 2013. Infraslow LFP correlates to resting-state fMRI
BOLD signals. NeuroImage 74:288–297. doi: 10.1016/j.neuroimage.2013.02.035
Petersen CC, Hahn TT, Mehta M, Grinvald A, Sakmann B. 2003. Interaction of sensory responses with
spontaneous depolarization in layer 2/3 barrel cortex. Proceedings of the National Academy of Sciences of the
United States of America 100:13638–13643. doi: 10.1073/pnas.2235811100
Picchioni D, Duyn JH, Horovitz SG. 2013. Sleep and the functional connectome. NeuroImage 80:387–396. doi:
10.1016/j.neuroimage.2013.05.067
Power JD, Barnes KA, Snyder AZ, Schlaggar BL, Petersen SE. 2012. Spurious but systematic correlations in
functional connectivity MRI networks arise from subject motion. NeuroImage 59:2142–2154. doi: 10.1016/j.
neuroimage.2011.10.018
Rechtschaffen A, Kales A. 1968. A Manual of Standardized Terminology, Techniques and Scoring System for
Sleep Stages of Human Subjects. Brain Research Institute. University of California: Los Angeles.
Rechtschaffen A. 1998. Current perspectives on the function of sleep. Perspectives in Biology and Medicine 41:
359–390.
Riedner BA, Vyazovskiy VV, Huber R, Massimini M, Esser S, Murphy M, Tononi G. 2007. Sleep homeostasis and
cortical synchronization: III. a high-density EEG study of sleep slow waves in humans. Sleep 30:1643–1657.
Schneider G, Havenith MN, Nikolic´ D. 2006. Spatiotemporal structure in large neuronal networks detected from
cross-correlation. Neural Computation 18:2387–2413. doi: 10.1162/neco.2006.18.10.2387
Seth AK, Baars BJ, Edelman DB. 2005. Criteria for consciousness in humans and other mammals. Consciousness
and Cognition 14:119–139. doi: 10.1016/j.concog.2004.08.006
Sheroziya M, Timofeev I. 2014. Global intracellular slow-wave dynamics of the thalamocortical system. Journal of
Neuroscience 34:8875–8893. doi: 10.1523/JNEUROSCI.4460-13.2014
Sirota A, Csicsvari J, Buhl D, Buzsa´ki G. 2003. Communication between neocortex and hippocampus during
sleep in rodents. Proceedings of the National Academy of Sciences of the United States of America 100:2065–
2069. doi: 10.1073/pnas.0437938100
Soeffing JP, Lichstein KL, Nau SD, McCrae CS, Wilson NM, Aguillard RN, Lester KW, Bush AJ. 2008.
Psychological treatment of insomnia in hypnotic-dependant older adults. Sleep Medicine 9. doi: 10.1016/j.
sleep.2007.02.009
Soeffing JP, Lichstein KL, Nau SD, McCrae CS, Wilson NM, Aguillard RN, Lester KW, Bush AJ. 2008.
Psychological treatment of insomnia in hypnotic-dependant older adults. Sleep Medicine 9. doi: 10.1016/j.
sleep.2007.02.009
Steriade M, Nun˜ez A, Amzica F. 1993. A novel slow (< 1 hz) oscillation of neocortical neurons in vivo:
depolarizing and hyperpolarizing components. Journal of Neuroscience 13:3252–3265.
Steriade M, Timofeev I. 2003. Neuronal plasticity in thalamocortical networks during sleep and waking
oscillations. Neuron 37:563–576.
Stickgold R, Hobson JA, Fosse R, Fosse M. 2001. Sleep, learning, and dreams: off-line memory reprocessing.
Science 294:1052–1057. doi: 10.1126/science.1063530
Stickgold R. 2005. Sleep-dependent memory consolidation. Nature 437:1272–1278. doi: 10.1038/nature04286
Sa¨mann PG, Wehrle R, Hoehn D, Spoormaker VI, Peters H, Tully C, Holsboer F, Czisch M. 2011. Development of
the brain’s default mode network from wakefulness to slow wave sleep. Cerebral Cortex 21:2082–2093. doi:
10.1093/cercor/bhq295
Tagliazucchi E, Behrens M, Laufs H. 2013a. Sleep neuroimaging and models of consciousness. Frontiers in
Psychology 4:256.
Tagliazucchi E, von Wegner F, Morzelewski A, Brodbeck V, Jahnke K, Laufs H. 2013. Breakdown of long-range
temporal dependence in default mode and attention networks during deep sleep. Proceedings of the National
Academy of Sciences of the United States of America 110:15419–15424. doi: 10.1073/pnas.1312848110
Takashima A, Petersson KM, Rutters F, Tendolkar I, Jensen O, Zwarts MJ, McNaughton BL, Ferna´ndez G. 2006.
Declarative memory consolidation in humans: a prospective functional magnetic resonance imaging study.
Proceedings of the National Academy of Sciences of the United States of America 103:756–761. doi: 10.1073/
pnas.0507774103
Tononi G. 2004. An information integration theory of consciousness. BMC Neuroscience 5:42. doi: 10.1186/1471-
2202-5-42
Yuste R, Fairhall AL. 2015. Temporal dynamics in fMRI resting-state activity. Proceedings of the National
Academy of Sciences of the United States of America 112:5263–5264. doi: 10.1073/pnas.1505898112
Mitra et al. eLife 2015;4:e10781. DOI: 10.7554/eLife.10781 19 of 19
Research article Human biology and medicine Neuroscience
