The notion of duality is a key element in understanding the interplay between the stability and chromatic numbers of a graph. This notion is a central aspect in the celebrated theory of perfect graphs, and is further and deeply developed in the context of the Lovász theta function and its equivalent characterizations and variants. The main achievement of this paper is the introduction of a new family of norms, providing upper bounds for the stability number, that are obtained from duality from the norms motivated by Hoffman's lower bound for the chromatic number and which achieve the (complementary) Lovász theta function at their optimum. As a consequence, our norms make it formal that Hoffman's bound for the chromatic number and the Delsarte-Hoffman ratio bound for the stability number are indeed dual. Further, we show that our new bounds strengthen the convex quadratic bounds for the stability number studied by Luz and Schrijver, and which achieve the Lovász theta function at their optimum. One of the key observations regarding weighted versions of these bounds is that, for any upper bound for the stability number of a graph which is a positive definite monotone gauge function, its gauge dual is a lower bound on the fractional chromatic number, and conversely. Our presentation is elementary and accessible to a wide audience.
Introduction
Let G = (V, E) be a graph. A subset S of V is stable if no edge of G joins two vertices of S. The stability number of G, denoted by α(G), is the maximum size of a stable set in G. A coloring of G is a partition of V into stable sets. The chromatic number of G, denoted by χ(G), is the minimum size of a coloring of G. While these classical graph parameters are well known to be NP-hard to compute, there are several upper bounds for α(G) and lower bounds for χ(G) that work well for important families of graphs or have other favorable properties. Many such bounds are spectral, that is, they arise from the eigenvalues of matrices associated with the graph G, such as its adjacency matrix A G . Recent work on such bounds includes [3, 11, 6] .
Hoffman [15] proved some of the oldest, most classical bounds for α and χ. One is the so-called Delsarte-Hoffman ratio bound α(G)
which holds for any k-regular graph G, where k ≥ 1 and τ := λ min (A G ) is the smallest eigenvalue of A G . Throughout we write n for the number of vertices of the (current) graph. The other Hoffman bound is
which holds for any graph G with at least one edge, where λ max extracts the largest eigenvalue. We refer the reader to [26, Ch. 3] for a discussion of these bounds, including origins and generalizations. It is interesting to note that many other similar bounds also come naturally in pairs. As an example, consider the celebrated graph parameter ϑ(G), known as the Lovász theta number of G. This graph parameter was introduced in seminal work of Lovász [19] and it can be efficiently computed (to within any desired precision) using a semidefinite program (SDP); we postpone its exact definition and further references for later. It provides both an upper bound for α(G) and a lower bound for χ(G) since α(G) ≤ ϑ(G) ≤ χ(G).
Here we are adopting the usual convention of denoting, for every graph parameter β, the complementary graph parameter β defined as β(G) := β(G), where G denotes the complementary graph of G = (V, E), that is, the graph on V whose edges are the non-edges of G. Moreover, ϑ(G)ϑ(G) ≥ n, with equality whenever G is vertex-transitive. These are manifestations of the fact that ϑ and ϑ are dual to each other, in some precise sense.
As another example, consider two variants of the Lovász theta number, usually denoted by ϑ ′ (G) and ϑ + (G), introduced respectively by McEliece, Rodemich, and Rumsey [24] and Schrijver [28] , and by Szegedy [30] . These parameters are obtained from ϑ(G) by adding/relaxing constraints from the SDP that defines ϑ(G) and they satisfy α(G) ≤ ϑ ′ (G) ≤ ϑ(G) ≤ ϑ + (G) ≤ χ(G). Hence, ϑ ′ (G) provides an upper bound for α(G) and ϑ + (G) provides a lower bound for χ (G) . Moreover, ϑ ′ (G)ϑ + (G) ≥ n, and equality holds if G is vertextransitive. As before, these arise since ϑ ′ and ϑ + are dual to each other.
As a final, slightly contrived though crucial example, consider the trivial upper bound on α(G) given by α(G) itself, and the lower bound χ f (G), known as the fractional chromatic number, for χ(G). It can be defined using a linear program (LP) as follows:
both summations range over the set S(G) of stable sets of G, and ½ S ∈ {0, 1} V denotes the incidence vector
(4) Once more, α(G)χ f (G) ≥ n, and equality holds if G is vertex-transitive. Again, these are manifestations of α and χ f being dual to each other. There is a precise, geometric notion in which all these parameters form dual pairs.
With this context in mind, the ratio bound (1) and the Hoffman bound (2) look suspiciously like a dual pair. Note that their product is n whenever both bounds apply, which includes the case where G is vertex-transitive. In this paper, we introduce a graph parameter Υ, dual to the Hoffman bound (2), which:
(i) is defined as the optimal value of an SDP; (ii) yields the Delsarte-Hoffman ratio bound (1) when applied to regular graphs; (iii) comes from a family of upper bounds Υ A for α(G) indexed by any generalized adjacency matrix A of G, and the best bound in the family coincides with ϑ(G); (iv) coincides with a convex quadratic upper bound υ(G) for α(G) introduced by Luz [21] , and similarly for the generalized bounds Υ A when the generalized adjacency matrix A is nonnegative; (v) provides an upper bound on α(G), via the dual SDP, that depends on the minimum component of the (normalized) Perron eigenvector, when G is connected. In particular, the new parameter Υ we introduce, along with its properties, proves that the bounds (1) and (2) form indeed a dual pair, according to the precise notion that we shall formalize.
We rely on the remark that any (weighted) upper bound on the stability number α that satisfies some natural properties, which we call a positive definite monotone gauge, yields via gauge duality a (weighted) lower bound on the fractional chromatic number χ f , and vice versa. These notions come from convex analysis, however our treatment is self-contained and elementary.
The rest of this paper is organized as follows. Section 2 defines positive definite monotone gauges and lays out the precise notion of duality which links the above pairs. We introduce our new parameter Υ in Section 3, where we prove some of its basic properties, including that it is dual to the Hoffman bound (2). In Section 4, we define the graph bound υ introduced by Luz and prove that Υ always provides a bound on α at least as good as υ.
Duality of Bounds for the Stability and Chromatic Numbers

Duality of Norms, Sign-Invariant Norms, and Positive Definite Monotone Gauges.
In this section, we present the relevant concepts from the theory of gauge duality in an accessible form; we refer the reader to [27, §14 and §15] for a complete treatment. (Gauge duality has received a lot of attention in the optimization community recently; see [7, 1] .) We will need to define weighted versions of the stability number α, the fractional chromatic number χ f , and other parameters. These weighted parameters correspond to linear optimization over certain convex sets, known as convex corners, which can be thought of as wedges cut off from unit balls of certain norms. We will relate convex corners via antiblocking duality, a concept which in the polyhedral case goes back at least to Fulkerson [8, 9] ; see also [29, Sec. 9.3] . Our development is not the most direct route to the desired results, however it treads only on widespread concepts, such as norms and their duals.
Let G = (V, E) be a graph. Let w ∈ R V + be a nonnegative weight function. Recall that S(G) denotes the set of stable sets of G. The weighted stability number of G and the weighted fractional chromatic number of G are, respectively,
Here, we denote the vector of all-ones by ½. Combinatorially, that is, when w is integer-valued, α(G, w) and χ f (G, w) are, respectively, the stability number and the fractional chromatic number of the graph obtained from G by replacing each vertex i by a stable set of size w i . These parameters correspond to the LPs
where
here, conv denotes the convex hull. Equation (8) follows from LP Strong Duality.
Throughout the paper, let V denote an arbitrary finite set. Denote the componentwise absolute value of a vector x ∈ R V by |x|. We will see below that the functions
Recall that a norm on R V is a function · : R V → R such that (10) (i) · is positive definite, i.e., x ≥ 0 for every x ∈ R V , with equality if and only if x = 0; (ii) · is absolutely homogeneous, i.e., λx = |λ| x for every scalar λ ∈ R and every x ∈ R V ; (iii) · satisfies the triangle inequality, i.e., x + y ≤ x + y for each x, y ∈ R V . Let B := { x ∈ R V : x ≤ 1} denote the unit ball of the norm · . The dual norm of · is the norm · * on R V defined as y * := max{ x T y :
Recall that the polar of a set X ⊆ R V is X
Theorem 1. Let · be a norm on R V with unit ball B. Then:
(ii): It is well known consequence of the Hahn-Banach Theorem that the dual of the dual norm · * is the original norm · , i.e., · * * = · ; see, e.g., [18, Ch. IV,Prop. 1.3]. Hence, by (11) and (12) 
(iii) By (12)(i), the unit ball of · * * is B •• . However, · * * = · as in the proof of (12)(ii), so such unit ball is just B.
Many norms are sign-invariant, that is, x = |x| for each x ∈ R V . Note that each p-norm x p := ( i∈V |x i | p ) 1/p , with real p ≥ 1, is sign-invariant, and so is the ∞-norm x ∞ := max i∈V |x i |. The norms · α,G and · χ f ,G from (9) are also sign-invariant by definition. For any sign-invariant norm, all the information encoded in the unit ball is contained in the wedge of the unit ball that lies in the nonnegative orthant, as follows. Let B be the unit ball of a sign-invariant norm · on R V . We will prove below that our so-called wedge
i.e., C is a lower-comprehensive compact convex set with nonempty interior that lies in the nonnegative orthant R V + . We say that
The unit convex corner of the sign-invariant norm · α,G from (9) is
and the unit convex corner of the sign-invariant norm · χ f ,G is
Theorem 2. Let · be a sign-invariant norm on R V with unit ball B. Then:
Then y * = max x∈B x T y = max x∈C x T |y|, since the leftmost max is attained by some x whose components have signs matching those of y.
Finally, since 0 is in the interior of B, there exists ε > 0 such that ε½ ∈ C. Together with lower-comprehension, this shows that C has nonempty interior.
(iii): By (15)(i), (15)(ii), and (12)(i), it suffices to prove that
The inclusion '⊇' follows since C ⊆ B implies that C • ⊇ B • . For the reverse inclusion, let y ∈ abl(C) = C • ∩R V + . We must prove that y ∈ B • . Let x ∈ B. Then sign-invariance of · shows that |x| ∈ C ⊆ B. Hence, using y ≥ 0, we get x T y ≤ |x| T y ≤ 1. Thus, y ∈ B • and the proof of (16) is complete.
(iv): Equation (16) shows that abl(B∩R V + ) = B • ∩R V + whenever B is the unit norm of a sign-invariant norm. Using (16) repeatedly together with (15)(i), (12)(i), and (12)(iii), we have abl(abl(C)) = abl(B
It is easy to verify, e.g. from (7) and (8) , that the functions α(G, ·) and χ f (G, ·) on R V + are positive definite monotone gauges.
More generally, it can be checked that
The next result shows how to build sign-invariant norms from positive definite monotone gauges, and how the duality properties from Theorem 2 translate to dual gauges.
Theorem 3. Let κ : R V + → R be a positive definite monotone gauge. Then:
for each x ∈ R V . Then (10)(i) follows from positive definiteness of κ and (10)(ii) follows from positive homogeneity of κ. For (10)
which is a convex corner by Theorem 2(ii).
(iii) Immediate from the definiton of κ • , (19) , and (21)(ii).
Theorem 3(ii) justifies why the max in (20) is attained (and thus finite); the set C κ defined there is the unit convex corner of the positive definite monotone gauge κ. Theorem 3(i) and (18) finally prove (9) . Theorem 3 shows that every positive definite monotone gauge has the form (19) . Indeed, if κ :
and the feasible region of the latter 'max' is a convex corner by Theorem 3, items (iii) and (ii).
Duality of Bounds and Graph Parameters.
Let G = (V, E) be a graph, and let β G : R V + → R be an upper bound on the weighted stability number, i.e., α(G, w) ≤ β G (w) for every w : V → R + . Note that, if β G is a monotone gauge, then it is positive definite, since it is lower bounded by the positive definite monotone gauge α(G, ·); see (18) . We proceed to prove that the dual of β G yields a lower bound for χ f (G, ·), i.e., β • G (w) ≤ χ f (G, w) for each w ∈ R V + . See [14] for related work. As a first step, notice that duality reverses inclusions and inequalities, as usual: (G, ·) , and the dual of the positive definite monotone gauge χ f (G, ·) is α(G, ·). Moreover, the antiblocker of STAB(G) is QSTAB(G), and the antiblocker of QSTAB(G) is STAB(G).
By (18) and Theorem 3(iv), we get χ f (G, ·) • = α •• G = α G . By (14) , abl(STAB(G)) = QSTAB(G). By Theorem 2(iv), abl(QSTAB(G)) = abl(abl(STAB(G))) = STAB(G).
Since · 1 and · ∞ are dual norms, their restrictions to the nonnegative orthant R V + are positive definite monotone gauges which are dual to each other. Trivially, for every graph G = (V, E) we have both that α(G, w) ≤ w 1 and z ∞ ≤ χ f (G, z) for every w, z ∈ R V + . Lemma 4 and Theorem 5 imply that both inequalities are equivalent by duality. Furthermore, as the next theorem alludes to, our work will focus only on bounds which are at least as tight as the ones just mentioned. Theorem 6. Let G = (V, E) be a graph. Let β G : R V + → R be a positive definite monotone gauge. Then:
(ii): Immediate from Theorem 3(iv).
(iii): Note that α(G, ·), β(G, ·), and (the restriction to R V + of) · 1 are positive definite monotone gauges.
(iv): Symmetric to the proof of (iii).
(v): Immediate from Theorem 3(v).
Theorem 6 treats weighted bounds on α and χ f that are not necessarily graph parameters, in the sense that the bounds might depend on vertex or edge labels. We will see examples in Section 3. Let us become more precise about (weighted) graph parameters. Let G = (V, E) be a graph, and let σ be a bijection on V . Denote by σG the graph on vertex set
Let β be a function that assigns a real number to each pair (G, w), where G = (V, E) is a graph and w ∈ R V + . (We will not go into details about set-theoretic issues, e.g., we do not discuss the class of all graphs.) We say that β is a (weighted) graph parameter if, whenever G = (V, E) is a graph and σ is a bijection on V , we have β(σG, σw) = β(G, w) for each w ∈ R V + . That is, graph parameters depend only on the isomorphism class of the input graph. σȳ also attains the maximum, and it is constant on the orbits of the action from Aut(G) on V . Since G is vertex-transitive, it follows thatỹ is a scalar multiple of ½. Say,ỹ = µ½ ∈ C β,G for some µ ∈ R + , so that β • G (½) = µn, where n := |V |.
Analogously, by (i) and (ii), the max in the definition of β G (½) is attained by a scalar multiple η½ of ½, for some η ∈ R + , and β G (½) = ηn. The unit convex corner of β • G is abl(C β,G ), so η½ ∈ abl(C β,G ) whence (µ½) T (η½) ≤ 1 so µη ≤ n −1 . Hence, β G (½)β • G (½) = µηn 2 ≤ n, as desired.
The Dual of Hoffman's Lower Bound for the Chromatic Number
This section addresses the question from the introduction on a precise duality relation between the Delsarte-Hoffman ratio bound (1) and the Hoffman bound (2), using the duality theory of positive definite monotone gauges from Section 2. As described in that section, we first need to introduce a weighted version of the lower bound (2) . 
It turns out that the proof of (a strengthening of) (2) works even when the adjacency matrix A G of our graph G = (V, E) is replaced with any nonzero generalized adjacency matrix of G, i.e., any nonzero matrix in
That is, the proof of (2) relies only on the fact that the matrix has zero diagonal and zeroes on the off-diagonal entries corresponding to non-edges. For any nonzero matrix A ∈ S V with zero diagonal, denotẽ Unless G has no edges,
which is precisely the quantity in the RHS of (2). Note that, unless A is a scalar multiple of A G , the bound  H(A, w) is not a graph parameter. Let us verify that the bound (27) fits into our framework from Section 2: 
The fact (28) follows from known relations between H(A, ·) and the Lovász theta function (see, e.g., [19, Theorem 6] or [17, Theorem 33] ), and a weighted version of (4); we include below a proof that bypasses the theta function. We will use the following well-known fact in the proof of Theorem 8 and elsewhere, extensively.
Lemma 9 (see [16, Theorem 1.3.20] ). Let U, V be finite sets, and let A ∈ R U×V and B ∈ R V ×U . Then AB and BA have the same nonzero eigenvalues (taking multiplicities into account). H(A, ·) . Clearly, H A (0) = 0 and H A is positively homogeneous. Let w ∈ R V + and set W := Diag(w). If i ∈ V and e i ∈ R V denotes the ith standard basis vector, then
we have that λ max (X) is the pointwise supremum of linear functions of X, and thus it is convex. Now Corollary 10 shows that H A is the composition of a convex function after a linear function, whence H A is convex. Thus, H A is a gauge. If z ∈ R V + is such that w ≤ z, then W = Diag(w) Diag(z) =: Z so (I +Ã) 1 /2 W (I +Ã) 1 /2 (I +Ã) 1 /2 Z(I +Ã) 1 /2 . Together with this fact, Corollary 10 shows that, H A (w) ≤ H A (z), so H A is monotone. Now (30) concludes the proof that H A is a positive definite monotone gauge.
Next we prove the second inequality in (28) . Again, let w ∈ R V + and set W := Diag(w). We may assume that w = 0. By moving to an induced subgraph of G if appropriate, we may assume that w > 0. Abbreviate
Since I +Ã is positive semidefinite, so is X. Hence,
The rightmost term in the RHS of (32) is
since diagonal matrices commute. The leftmost term in the RHS of (32) is
where the first equation uses the fact that S is stable and A ∈ A G . The proof of (31) follows by combining (32), (33), and (34).
Let y be an optimal solution in the LP on the RHS of (6). We may assume that S∈S(G) y S ½ S = w.
Now we multiply each inequality in (31) by y S ≥ 0 and sum them all together to get
The leftmost term is 2w T Xw = 2Λ by (33), and the second term in the LHS is Λ½
Hence, (35) yields H A (w) = Λ ≤ ½ T y = χ f (G, w) , as desired.
We now define a new bound for the weighted stability number via an SDP, which we will prove to be the (gauge) dual of H(A, ·).
Note that the semidefinite constraint in (36) may be rewritten as i∈V
1 /2 . Hence, that constraint is a linear matrix inequality (LMI), and this optimization problem is an SDP. The dual SDP is
where Tr is the trace and S V + := { X ∈ S V : X 0} is the cone of positive semidefinite V × V matrices. The feasible point x = 0 is a relaxed Slater point of the SDP (36), that is, a feasible solution where the slack I − (I +Ã) 1 /2 Diag(0)(I +Ã) 1 /2 corresponding to the LMI constraint is positive definite. Similarly, ( w ∞ + ε)I is a relaxed Slater point of the SDP (37) for every ε > 0. Hence, by SDP Strong Duality (see, e.g., [25, Theorem 7.1.2]), both primal and dual SDPs have optimal solutions (which justifies our use of 'max' and 'min' above), and their optimal values coincide. Hence,
The carefully crafted framework from Section 2 now pays off by providing a sleek proof of the main duality theorem of this section: 
The final assertion follows from Υ A = H • A , Theorem 6, and Theorem 8.
It is instructive to see how the bound α(G, w) ≤ Υ(A, w) from Theorem 11 can be derived directly, without any mention to H(A, w). Since both optimization problems defining α(G, ·) and Υ(A, ·) maximize the same objective function, we can relate their values by comparing the corresponding feasible regions. In other words, it suffices to prove that
The set U A is convex, since it is the feasible region of an SDP. Thus, it suffices to prove that ½ S ∈ U A for each stable set S ⊆ V . But this follows from a simple calculation: if S ⊆ V is stable, then ½ S ∈ U A is equivalent to Diag(½ S ) 1 /2 (I +Ã) Diag(½ S ) At this point, we have almost fully answered the question which introduces this text. It remains only to show that our new bound reduces into the well known ratio bound (1) for regular graphs. Proof. We have λ max (A G ) = k and A G ½ = k½. In particular, this implies that
where (I +Ã G ) † is the Moore-Penrose pseudoinverse of the matrix (I +Ã G ). Aside from the equation above, the other property about pseudoinverses that we shall need is that they commute with positive semidefinite square roots, i.e.,
we use the shorthand notation (I +Ã G ) †/2 for either. (We refer the reader to [2] for further properties.) To find the optimal value of the SDP (36), it suffices by SDP weak duality to exhibit a pair of primal and dual feasible solutions with the same objective value. We start with the primal SDP (36). Define x := µ½ ≥ 0, where µ := (1 − k/τ ) −1 . Note that x is feasible in (36), since λ max (I +Ã G ) 1 /2 Diag(x)(I +Ã G ) 1 /2 = µλ max (I +Ã G ) = 1, and its objective value is ½ T x = n/(1 − k/τ ).
A dual feasible solution with the same value is Y := (I +Ã G ) †/2 ½½ T (I +Ã G ) †/2 0. Since ½ is an eigenvector of (I +Ã G )
Thus, Y is feasible in (38), and its objective value is
The proof above suggests using a scalar multiple of a Perron-Frobenius eigenvector of a connected graph (see [10, Theorem 8.8 .1]) to get a feasible solution for (38), which yields another extension of the ratio bound (1): Proposition 13. Let G = (V, E) be a connected graph. Let p ∈ R V + be the unit-norm Perron-Frobenius eigenvector of A G . Then
(40)
Proof. Let η denote the RHS in (40). Set τ := λ min (A G ) and γ := λ max (A G ). Then Tr ηpp T = η p 2 = η. Moreover,
Hence ηpp T is feasible in the dual SDP (38) with objective value η, so α(
When Proposition 13 is applied to a connected regular graph, we recover Theorem 12. In fact, we point out that Proposition 13 can be obtained elementarily. We shall use the same abbreviations for η, γ, and τ in the proof above. We have A G γpp T , whence I +Ã G (1 − γ/τ )pp T . If S is a maximum stable set, then
By Theorem 8 and the results from Section 2, the bound H(A, w) may be expressed as linear optimization of the function x → w T x with x ranging over some convex set; see (19) . We provide explicit descriptions of such sets below. 
However, this is immediate from (38).
Relation with Luz's Convex Quadratic Programming Bound
Luz [21] introduced a convex quadratic program (CQP) that bounds the stability number, which was later generalized to the weighted case in [23, 5] ; we will use the weighted version from [5] . Let G = (V, E) be a graph, let A ∈ A G , and setÃ as in (25) . For every w ∈ R V + , define υ(A, w) as the optimal value of the following CQP:
We write 'sup' rather than 'max' because υ(A, w) may be +∞; we will prove this below. (One may use the changes of variables x → W 1 /2 x and x → W † /2 x to prove equivalence between formulations (42) and (43).) To see that
note that the objective value of x := ½ S is w T x in (42) whenever S ⊆ V is stable. In fact, in [5, Corollary 29] it is proved that ϑ(G, w) = min A∈AG υ(A, w),
extending the unweighted version first proved by Luz and Schrijver [20] ; see also [22] .
In this section, we study two results about the optimization problem (42). First, we show that for every A ∈ A G our new bound Υ(A, ·) is at most υ(A, ·). By the above characterization, we obtain a relation between our bound and ϑ(G, w). We then proceed to show that for every nonnegative generalized adjacency matrix of G, both values Υ(A, w) and υ(A, w) actually coincide.
Denote the componentwise square root of a nonnegative vector x ∈ R V + as √ x ∈ R V + . Then the dual of the CQP (43) can be formulated as inf y T (I +Ã)y : y ∈ R V , (I +Ã)y ≥ √ w ,
which is equivalent to inf y 2 2 : y ∈ R V , (I +Ã) 1 /2 y ≥ √ w .
By Convex Optimization Strong Duality (see, e.g., [4] ) the optimal values of (43) and (47) coincide and (47) has an optimal solution whenever it has a feasible solution: 
Proof. Let w ∈ R V + . We may assume that υ(A, w) is finite. Let y ∈ R V be an optimal solution for (48), so that y 2 = υ(A, w) and √ w ≤ (I +Ã) 1 /2 y. Then Y := yy T is a feasible solution in the dual formulation (38) of Υ(A, w), since diag (I +Ã) 1 /2 yy T (I +Ã) 1 /2 ≥ w, and its objective value is Tr(Y ) = y 2 = υ(A, w). This implies that Υ(A, w) ≤ υ(A, w).
(The relationship between dual feasible solutions for Υ and υ displayed in Theorem 15 lead to our naming the bound Υ as the capital letter for υ.)
The inequality (49) may be strict, and the gap may be arbitrarily large. Too see this, let G = (V, E) be a k-regular graph, and set A := −A G . Note that ½ is an eigenvector of A corresponding to the eigenvalue λ min (A) = −λ max (A G ) = −k, so that (I +Ã)½ = 0. If w ∈ R V + is nonzero, then by (43),
We will see next that, when the generalized adjacency matrix A ∈ A G is required to be nonnegative, equality holds in (49). We will use repeatedly that, if A ∈ A G is nonnegative, then so isÃ. (50)
