Given a positive function f on (0, ∞) and a non-zero real parameter θ, we consider a function
Introduction
The Wigner-Yanase-Dyson (WYD) skew information is an old yet new subject having a somewhat complicated history since its appearance in the paper [33] in 1963. The first fundamental achievements among many things related to the WYD skew information are joint concavity (also joint convexity) results of Lieb [25] (the so-called WYDL concavity) and their equivalent formulations of Ando [1] . The WYDL concavity in the context of general von Neumann algebras was obtained by Araki [3] in order to prove joint convexity of the relative entropy, and was further extended by Kosaki [23] by means of interpolation method. The notion of quasi-entropies, extending the relative entropy, was introduced in [26, 27] , and its monotonicity and joint convexity properties were shown there. A quasi-entropy S X f (ρ σ) for states ρ, σ with a reference operator X is associated with a real function f on (0, ∞), and operator monotony (or operator convexity) of f is essential in [26, 27] as well as in [23] . Moreover, it was proved in [28] that there is a one-to-one correspondence between the monotone metrics (the quantum version of the Fisher metric in classical probability) on Riemannian manifolds of positive density matrices and the (symmetric) operator monotone functions on (0, ∞). A remarkable point here is that the formula of monotone metrics and that of quasi-entropies are very similar and indeed they are in dual form (see Subsections 1.2 and 1.3 below). Quasi-entropies and monotone metrics are among the most important quantities in quantum information and quantum information geometry. More recent quantum quantities such as the quantum covariance in [29] , the metric adjusted skew information (generalizing the WYD skew information) in [14, 9] and the quantum χ 2 -divergence in [32, 15] can be reformulated by quasi-entropies (see Subsection 1.4 and [21] ).
In the present paper, in the matrix algebra setting (or in finite-dimensional quantum systems) we deal with the three-variable function
of positive definite matrices A, B and a general matrix X associated with a function f > 0 on (0, ∞) and a non-zero real parameter θ, where L A and R B are the left and the right multiplication operators by A, B on matrices. This function unifies all the quantum quantities mentioned above with particular choices of θ (typically θ = ±1) and of A, B (sometimes A = B) as described in Section 1. Indeed, Section 1 may be a concise survey on important quantities in quantum information theory started with the WYD skew information. In Section 2 we consider various properties concerning joint convexity as well as joint concavity of the function I θ f (A, B, X) in three variables (A, B, X) or in two variables (A, B). The main theorem (Theorem 2.1) clarifies what conditions of f and θ are sufficient and/or necessary for I θ f to have those properties. Operator monotony of f shows up and also a possible range of θ is rather restricted. The proof is divided into several steps and the results on operator log-convex/concave functions in [2] play an essential role in some places. In Section 3 we consider monotonicity properties of I θ f and show that they are equivalent to corresponding convexity/concavity properties in Section 2. Furthermore, in Sections 3 and 4, (joint) convexity properties of the quasi-entropy, the metric adjusted skew information and the quantum χ 2 -divergence are characterized by operator convexity of the associated function f . In this way, we strengthen and unify some known results on convexity/concavity and monotonicity of several quantum quantities into characterization (or if and only if) theorems.
Definitions and preliminaries
For each n ∈ N, the n×n complex algebra is denoted by M n , the set of n×n Hermitian matrices by H n , the set of n × n positive semidefinite matrices by M
WYD skew information and WYDL concavity
The famous Wigner-Yanase-Dyson (WYD ) skew information introduced in [33] is
for ρ ∈ D n , K ∈ H n and p ∈ (0, 1), where [X, Y ] := XY − Y X, the commutator. In his celebrated paper [25] Lieb proved that
is jointly concave for any X ∈ M n when p, q ≥ 0 and p + q ≤ 1. He also proved joint convexity of Tr X * A p XB q in three variables (A, B, X) when p, q ≤ 0 and p + q ≥ −1, and that in two variables (A, B) when −1 ≤ p, q ≤ 0. Since
Lieb's concavity settled the convexity question of ρ → I WYD ρ (p, K), so it is also called the WYDL concavity. For power functions f (x) := x α on (0, ∞) with α ∈ R, one has
For any p, q ∈ R with p + q = 0 there are unique α, θ ∈ R such that −αθ = p and −(1 − α)θ = q, so the function I θ f covers trace functions in (1.3). On the other hand, in [1] Ando deterimined the range of real parameters p, q for which the map (A, B) ∈ P n ×P n → A p ⊗B q is jointly concave (respectively, jointly convex) with respect to the positive semidefiniteness order. As is well known (see [7, Proof of 4.3.3] , [8, Remark 2.6] ) that Ando's convexity/concavity is equivalent to Lieb's, that is, convexity and concavity of (A, B) → Tr X * A p XB q are equivalent to those of (A, B) → A p ⊗ B q , respectively.
The WYDL concavity was extended by Araki [3] to the general von Neumann algebra setting to show joint convexity of the relative entropy, and was further extended by Kosaki [23] based on interpolation theory. Indeed, Kosaki [23] proved joint concavity of
for every x ∈ M and for every operator monotone function f ≥ 0 on [0, ∞), where M + * is the set of normal positive linear functionals on a von Neumann algebra M, ξ ψ is the vector representative of ψ in the standard representation of M, and ∆ ϕ,ψ is the relative modular operator for ϕ, ψ ( [3, 4] ). In the matrix algebra setting with ϕ = Tr (A ·) and
B and the function in (1.4) reduces to
which is further reduced to Tr
(vi) (A, B) ∈ P n × P n → log I −θ f (A, B, X) is jointly concave for any fixed X ∈ M n and for every n ∈ N.
For each of the above properties we also consider the property reduced to A = B = ρ ∈ D n , that is,
is convex for any fixed X ∈ M n and for every n ∈ N, and similarly for (iii ′ )-(vi ′ ). When the Riemannian manifold D n is concerned, the tangent space at each ρ ∈ D n is H 0 n := {H ∈ H n : Tr H = 0}, and I θ f (ρ, ρ, H), H ∈ H 0 n , is considered as a Riemannian metric on D n (see Section 1.3). So, when restricted to A = B = ρ ∈ D n , it is natural to further restrict X ∈ M n to X = H ∈ H 0 n . We thus consider the following properties as well:
n and for every n ∈ N, and similarly for (iii ′′ )-(vi ′′ ). Finally, we present the following intrinsic conditions for f and θ:
(vii) f is operator monotone on (0, ∞) and θ ∈ (0, 1], (viii) f is operator monotone on (0, ∞) and θ ∈ (0, 2].
Define the (−θ)-power symmetrization of f by
The next theorem is our main result in this section. Note that implication (vii) ⇒ (i) was proved in [21] and (i) ⇔ (i ′ ) ⇔ (vii) for fixed θ = 1 was also shown there.
Theorem 2.1. Concerning the above properties the following implications hold:
(a) Each of (i)-(vi) is equivalent to the corresponding condition with prime.
(b) Each of (i)-(vi) for f −θ,sym in place of f is equivalent to the corresponding condition with double prime for
is equivalent to the corresponding condition with double prime.
Proof of (a). The proof is an easy application of the 2 × 2 block matrix trick. For each A, B ∈ P n setÃ :
one can write
under the identification of the Hilbert space (M 2n , ·, · HS ) with the direct sum
so that
from which each of (i)-(vi) is equivalent to the corresponding condition reduced to A = B ∈ P n . It remains to show that the latter condition is also equivalent to the condition further reduced to A = B ∈ D n . Since I θ f (cA, cA, X) = c −θ I f (A, A, X) for A ∈ P n , X ∈ M n and c > 0, the condition in question is equivalent to that with restriction Tr A < 1. For such A ∈ P n and X ∈ M n one has
. This immediately implies the conclusion.
Proof of (b). Set
Moreover, taking the spectral decompositions A =
In particular, when A = B and X = H ∈ H n , we have
thanks to (2.3). For every ρ ∈ D n and X ∈ M n set
−θ and g is symmetric (i.e.,g = g), it follows from (2.2) and (2.4) (for g) that
Furthermore, by (2.3) and (2.4) we have
From (2.5) and (2.6) together with (a) one can see that each of (i)-(vi) for g is equivalent to the corresponding with double prime for f . The latter assertion of (b) is immediate since g = f for symmetric f .
The part (c)-(e) is the main assertion of the theorem. The proof is based on [2, Theorems 3.1 and 3.7], so we first state necessary parts from them as a lemma for the convenience of the reader. Let H be an infinite-dimensional separable Hilbert space with inner product ·, · , and B(H) ++ be the set of all positive and invertible bounded operators on H. Let f > 0 be a continuous function on (0, ∞), and f (A) be defined for A ∈ B(H) ++ via functional calculus as usual. (A function f > 0 on (0, ∞) is inevitably continuous if it satisfies any of the conditions listed before Theorem 2.1, so the continuity assumption for f here is harmless.) Lemma 2.2. In the above situation the following conditions (a1)-(a4) are equivalent:
Also, the following conditions (b1) and (b2) are equivalent:
Note that log-convexity is stronger than convexity for positive functions while logconcavity is weaker than concavity. The log-convexity condition (a3) characterizes operator monotone decreasingness of f that is a stronger version of operator convexity. On the other hand, the log-concavity condition (b2) is equivalent to operator concavity of f . It is well known [6, V.2.5] that operator monotony and operator concavity are equivalent for a continuous non-negative function on (0, ∞).
To make the proof of the theorem more tractable, we next present a few more lemmas that are some technical ingredients of the proof of the part (c)-(e).
Lemma 2.3. Let f be as above, and assume that (A, ξ) ∈ P n × C n → ξ, f (A)ξ is jointly convex for every n ∈ N, where ·, · is the usual inner product on C n . Then
Proof. The proof is standard by using a familiar convergence argument. Let {e i } ∞ i=1 be an orthonormal basis of H (in Lemma 2.2). For each n ∈ N let P n be the orthogonal projection onto the linear span of {e 1 , . . . , e n }, and I be the identity operator on H. By assumption we see that
is jointly convex, where f (P n AP n ) is the functional calculus as an operator on P n H ( ∼ = C n ). Since P n f (P n AP n )P n = P n f (P n AP n + (I − P n ))P n converges to f (A) in the strong operator topology, it follows that P n ξ, P n f (P n AP n )P n ξ converges to ξ, f (A)ξ as n → ∞. Hence the conclusion follows.
Lemma 2.4. Let f be as above. Assume that both f (x) θ and (f (x −1 )x) θ are operator monotone on (0, ∞) for some θ ∈ R \ {0}. Then 0 < θ ≤ 2 and f is operator monotone on (0, ∞), i.e., condition (viii) holds.
and g(x −1 )x θ are operator monotone on (0, ∞) and so they are non-decreasing and concave functions on (0, ∞), there are δ > 0 and a, b, c, d > 0 such that ax ≤ g(x) ≤ b for all x ∈ (0, δ) and c ≤ g(x −1 )x θ ≤ dx for all x ∈ (δ −1 , ∞). The latter restriction yields that cx θ ≤ g(x) ≤ dx θ−1 for all x ∈ (0, δ). Combining this with the former, we have cx θ ≤ b and ax ≤ dx θ−1 for x ∈ (0, δ), which implies that θ ≥ 0 and 1 ≥ θ − 1 so that 0 < θ ≤ 2 since θ = 0 by assumption.
To prove the operator monotony of f , we may assume that f is not a constant function. Due to Löwner's theorem (see [6, V.4.7] , [17, Theorem 2.7.7] ), the functions g(x) on (0, ∞) is analytically continued to a Pick function g(z) on C + ∪ C − , where
−1 e iη ∈ C + with r > 0 and 0 < η < π. Since
we have g(re iη )e iθη ∈ C + . Noting that the argument of g(re iη )e iθη changes continuously as η changes in (0, π), we obtain θη − arg g(re iη ) ≥ 0 so that, thanks to θ > 0,
1/θ is analytically continued to a Pick function g(z)
1/θ . Hence f is operator monotone by Löwner's theorem. 
When g(+0) ∈ (0, ∞], there are δ > 0 and a, b, c, d > 0 such that
Proof. Assume that g(+0) = 0. Then g ′ (+0) := lim xց0 g(x)/x exists in [0, ∞). Hence g admits the integral expression
where β = g ′ (+0) ≥ 0, γ ≥ 0 and µ is a finite positive measure on (0, ∞) (see [6, V.5.5]). By the monotone convergence and the Lebesgue convergence theorems, we notice that
Note that each of (2.8) and (2.9) is strictly positive; otherwise, β = γ = 0 and µ is a zero measure so that g is identically zero, contradicting assumption. Now, the first assertion of the lemma follows immediately. Next, assume that g(+0) ∈ (0, ∞]. We use other types of integral representations for operator convex functions. The function g(x + 1) restricted on (−1, 1) admits the expression
with α, β ∈ R and µ is a finite positive measure on [−1, 1] (see [6, V.4.6] ). So we write
which implies that a ≤ g(x) ≤ bx −1 for some a, b > 0 and for all sufficiently small x > 0. Finally, we examine the order of g as x → ∞. Assume that g is non-increasing on (0, ∞). By (a4) ⇒ (a1) of Lemma 2.2, g is operator monotone decreasing on (0, ∞). Hence, as shown in [13] (also see the proof of [2, Theorem 3.1]), we have the expression
where α ≥ 0 and µ is a finite positive measure on [0, ∞). Since
is strictly positive, we have cx −1 ≤ g(x) ≤ d for some c, d > 0 and for all sufficiently large x > 0. Next, assume that g is not entirely non-increasing on (0, ∞), so there is a κ ∈ (0, ∞) such that g ′ (κ) > 0. Then g(x + κ) − g(κ) on (0, ∞) admits the same expression as (2.7). Now, as in the proof when g(+0) = 0, one can show that cx ≤ g(x) ≤ dx 2 for some c, d > 0 and for all x > 0 large enough. Hence the second assertion of the lemma has been shown. [21, Theorem 7] based on joint concavity of operator means [24] (note that J f A,B is the operator obtained by applying the operator mean associated with an operator monotone function f to R B and L A ).
Proof of (c). (vii) ⇒ (i) was proved in
(i) ⇒ (vii). Let n ∈ N be arbitrary. For each ξ ∈ C n let X ξ := [ξ 0 · · · 0] ∈ M n , i.e., the first column of X ξ is ξ and all other entries of X are zero. When B = I n and X = X ξ , we have
Moreover, when A = I n and X = X t ξ , the transpose of X ξ , we have
Hence (i) implies that ξ, f (A) −θ ξ and ξ, (f (A −1 )A) −θ ξ are jointly convex in (A, ξ) ∈ P n ×C n for every n ∈ N, so by Lemma 2.3 they are jointly convex in (A, ξ) ∈ B(H) ++ × H in the situation of Lemma 2.2. Then by (a2) ⇒ (a1) of Lemma 2.2, both f (x) −θ and (f (x −1 )x) −θ are operator monotone decreasing on (0, ∞), so both f (x) θ and (f (x −1 )x) θ are operator monotone on (0, ∞). Hence Lemma 2.4 implies that (viii) holds. Now, it remains to prove that θ ≤ 1. To do so, define the function
where φ(x, y) := f (xy −1 )y, and compute the Hessian of ϕ as follows:
We further compute
Insert these formulas when y = 1 into (2.12) to obtain the Hessian of ϕ at (x, 1, 1) as
which should be non-negative for any x > 0. Suppose that θ > 1; then it must follow that f ′′ (x) ≥ 0, so f is convex. Moreover, f (x) θ is concave since it is operator monotone (hence operator concave). Hence f must be a constant function so that (f (x −1 )x) θ is x θ up to a multiple constant. This means that x θ is operator monotone, which contradicts θ > 1. So we have θ ≤ 1.
(i) ⇒ (iii) is obvious since (i) implies (vii) as shown above.
(ii) ⇒ (iii). Since the function log I θ f (xI n , xI n , I n ) = −θ log x − θ log f (1) + log n is convex in x > 0, we have θ > 0. Hence (iii) follows because a positive function is convex if its logarithm is convex.
(iii) ⇒ (ii). This can be proved in the same method adopted in [25] while we sketch the proof for the convenience of the reader. Let A 1 , A 2 , B 1 , B 2 ∈ P n and X ∈ M n be arbitrary, and define
The function φ on Q is convex by (iii), and we need to prove that log φ is convex. To do so, we may assume that X = 0 and hence φ(x) > 0 for all x ∈ Q. Since log φ(x) = lim rց0 (φ(x) r − 1)/r, it suffices to prove that φ(x) r is convex on Q for any r > 0. For each α > 0 define a convex set
Then k(x) is positive and concave on Q, and moreover we have
Therefore, for each r > 0, φ(x) r = k(x) −θr is convex since θr > 0.
(ii) ⇒ (viii). Thanks to (2.10) and (2.11) it follows from (ii) that log ξ, f (A) −θ ξ and log ξ, (f (A −1 )A) −θ ξ are convex in A ∈ P n for any fixed ξ ∈ C n and for every n. Similarly to the proof of Lemma 2.3, we see that log ξ, f (A)
−θ ξ and log ξ, (f (A −1 )A) −θ ξ are convex in A ∈ B(H) ++ for every ξ ∈ H in the situation of Lemma 2.2. So, (a3) ⇒ (a1) of Lemma 2.2 yields that both f (x) −θ and (f (x −1 )x) −θ are operator monotone decreasing on (0, ∞), that is, both f (x) θ and (f (x −1 )x) θ are operator monotone on (0, ∞). Hence Lemma 2.4 implies that (viii) holds.
Proof of (d). (vii) ⇒ (v).
As mentioned in the proof of [21, Theorem 7] we have joint concavity of (A, B) ∈ P n × P n → J 15) and also either
Assume that (2.14) and (2.17) are satisfied. Since (2.17) is rephrased as
we have ax −θ ≤ dx 2 for δ −1 < x < ∞, which yields that θ ≥ −2. Similarly, we have θ ≥ −2 from (2.15) and (2.16), and also from (2.15) and (2.17) . This argument does not work when (2.14) and (2.16) are satisfied. So we take a detour to settle this last case. Since the function
with φ(x, y) := f (xy −1 )y is jointly convex in x, y > 0, the Hessian of φ(x, y) −θ is non-negative so that
From (2.13) with y = 1 we notice that the Hessian of φ(x, y) −θ at (x, 1) is
which should be non-negative for all x > 0. Now assume that θ < −1; then we have f ′′ (x) ≥ 0 for all x > 0 so that f is convex on (0, ∞). In the case of (2.14) with negative θ, we have f (+0) = 0 and so convexity of f yields that f (x) ≥ εx for some ε > 0 and for all sufficiently large x. From this and (2.14), ε −θ x −θ ≤ dx 2 for large x, which yields that θ ≥ −2.
It is remarkable that all the convexity/concavity conditions (i)-(vi) except (iv) sit between (vii) and (viii), and the difference between the last two is only the range (0, 1] or (0, 2] of the parameter θ. The equivalence of (i), (v) and (vii) is also remarkable. It is worth noting that joint concavity (v) of I • 0 ≤ α ≤ 1 and 0 < θ ≤ min For our purpose it is convenient to express E A as an average of unitary conjugations. Let A ′ is the commutant of A, i.e., A ′ := {X ∈ M n : XY = Y X, Y ∈ A}, and U(A ′ ) be the set of all unitaries in A ′ . Since U(A ′ ) is a compact group, we have the Haar probability measure on U(A ′ ), which is simply denoted by dU. We then have
In fact, it is easy to verify that this E A (X) belongs to A and satisfies (3.1). For each n 1 , n 2 ∈ N the n 1 n 2 × n 1 n 2 complex matrix algebra M n 1 n 2 is considered as the tensor product M n 1 and M n 2 , i.e., M n 1 n 2 = M n 1 ⊗ M n 2 . Under this identification a linear map Tr 2 : M n 1 n 2 → M n 1 , called the partial trace, is determined by Tr 2 (X 1 ⊗ X 2 ) = Tr (X 2 )X 1 , X 1 ∈ M n 1 , X 2 ∈ M n 2 , which traces out the second factor. Note that n −1
2 Tr 2 is the trace-preserving conditional expectation from M n 1 n 2 onto the subalgebra A := M n 1 ⊗ I 2 , where I 2 is the identity of M n 2 .
Given a function f > 0 on (0, ∞) and θ ∈ R \ {0}, we consider the following properties of the function I Proof. We will prove only the equivalence of (i), (I) and (I ′ ) since other statements can similarly be proved.
When θ < 0, the function Proof. Suppose that S f
