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We present ﬁrst-order necessary optimality conditions for a nonsmooth static
minmax problem with inequality constraints. These conditions, after some modiﬁ-
cation, turn out to characterize strict local minimizers of order one for the given
problem. © 2001 Academic Press
1. INTRODUCTION
The notion of a strict local minimizer of order m (for m = 1, called also
a strongly unique minimizer) plays an important role in the convergence
analysis of iterative numerical methods (see [1]) and in stability results
(see, e.g., [2, 3]). An important feature of such minimizers is that, in the
presence of constraint qualiﬁcations, they can be completely characterized,
which means that there is no gap between the necessary and sufﬁcient con-
ditions. Corresponding results for standard nonlinear programming prob-
lems with both inequality and equality constraints are stated, for the cases
where m = 1 or 2, in [4–6].
The aim of this paper is to extend the characterization obtained for
m = 1 in [6, Theorem 5] to a certain class of nonsmooth static minmax
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problems with inequality constraints. We consider problems in which the
objective function satisﬁes the assumptions of Clarke’s theorem on “max
functions” [7, Theorem 2.1], while the functions deﬁning inequality con-
straints are locally Lipschitzian and regular in Clarke’s sense. Section 2 is
devoted to necessary optimality conditions which are satisﬁed by all local
minimizers (not necessarily strict) for the given problem. These conditions
include a restriction on the number of nonzero multipliers which is well
known in the differentiable case (see, e.g., [8, Theorem 1]). In Section 3,
we show that the previous necessary conditions can be modiﬁed so as to
obtain a characterization of strict local minimizers of order one.
We assume that the reader is familiar with the basic calculus of Clarke’s
generalized gradients (see [9, Chap. 2]). We use the notation ∂f x for the
generalized gradient of a locally Lipschitzian function f  n →  at x. Let
us remember that f is called regular (or subdifferentially regular) at x if the
usual one-sided directional derivative f ′xd exists for all d and is equal
to the generalized directional derivative f ◦xd.
Consider the nonlinear programming problem
min
{
f x 	 x ∈ S} (1)
where f  n →  and S is a nonempty subset of n deﬁned by
S = {x ∈ n 	 gix ≤ 0 ∀ i ∈ I} (2)
with I = 1     p and gi  n →  i ∈ I. A particular case of problem
(1), (2) is the static minmax problem in which the objective function f is
given by
f x = sup
y∈Y
φx y (3)
where φ  n × m →  and Y is a nonempty subset of m. We assume
that the value f x given by (3) is ﬁnite for all x ∈ n.
For x0 ∈ n and δ > 0, we denote Bx0 δ = x ∈ n 	 x− x0 ≤ δ.
We say that x0 ∈ S is a local minimizer for problem (1) if there exists ε > 0
such that
f x ≥ f x0 for all x ∈ S ∩ Bx0 ε
Let m ≥ 1 be an integer. We say that x0 ∈ S is a strict local minimizer of
order m for problem (1) if there exist ε > 0 β > 0 such that
f x ≥ f x0 + βx− x0m for all x ∈ S ∩ Bx0 ε
Throughout the paper, we will use the following notation for a given x ∈ n:
Ix = {i ∈ I 	 gix = 0}
Mx = {y ∈ Y 	 φx y = f x}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2. FIRST-ORDER NECESSARY OPTIMALITY CONDITIONS
It is known (see remarks in [10; 11, p. 273]) that Clarke’s theorem on
“max functions” can be used to derive ﬁrst-order necessary optimality con-
ditions for the static minmax problem (1)–(3) in which the functions φ
and gi are possibly nondifferentiable. However, a simple repetition of the
argument presented in [10] yields a result in which the restriction of the
overall number of Lagrange multipliers to n+ 1 is not present. Therefore,
in this section we present a detailed proof of ﬁrst-order necessary opti-
mality conditions for a nondifferentiable problem (1)–(3) with appropriate
modiﬁcations which allow us to obtain the restriction.
Let x0 ∈ S. Consider the unconstrained optimization problem
min
{
hx 	 x ∈ n} (4)
where h  n →  is deﬁned by
hx = max{f x − f x0 gix 	 i ∈ I} (5)
Observe that hx0 = 0. The relationship between problems (1), (2) and
(4), (5) is given in the following lemma.
Lemma 1. If x0 is a local minimizer for (1), (2), then x0 is also a local
minimizer for (4), (5).
Proof. The proof is elementary (see, e.g., [12, Theorem 2.1]).
The following lemma will be used in the proof of Theorem 4 below. The
symbol coA will denote the convex hull of A.
Lemma 2. For any subsets AB of n, we have
cocoA ∪ B = coA ∪ B
Proof. By the deﬁnition of a convex hull, we have coA ⊂ coA∪B and
B ⊂ coA ∪ B Since coA ∪ B is convex, this implies cocoA ∪ B ⊂
coA ∪ B. The opposite inclusion is obvious.
We will need some additional assumptions concerning problem (1)–(3).
Condition 3. Assume that: (a) the set Y is compact;
(b) φx y is upper semicontinuous in x y;
(c) φ is locally Lipschitzian in x, uniformly for y in Y (see [11, p. 224]
for a precise statement);
(d) φ is regular in x—that is, φ◦xx y · = φ′xx y ·, the derivatives
being with respect to x;
(e) the set-valued map ∂xφx y is upper semicontinuous in x y;
(f) gi i ∈ I, are locally Lipschitzian and regular at x0.
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Clarke [7, Theorem 2.1] has shown that, under Conditions (a)–(e), the
maximum function f deﬁned by (3) is locally Lipschitzian; f ′xd exists
and is given by the formula
f ′xd = f ◦xd = max{ζ · d 	 ζ ∈ ∂xφx y y ∈Mx} (6)
where ζ · d denotes the inner product of vectors ζ and d. Moreover, the
“sup” in (3) can be replaced by “max,” and the generalized gradient ∂f x
is given by
∂f x = co ⋃
y∈Mx
∂xφx y (7)
The following result is a generalization of [8, Theorem 1].
Theorem 4. Let x0 be a local minimizer for (1)–(3), and suppose that
Condition 3 holds. Then there exist a positive integer q and vectors yi ∈Mx0
together with scalars λi ≥ 0 i = 1     q µj ≥ 0 j ∈ I, such that
0 ∈
q∑
i=1
λi∂xφx0 yi +
p∑
j=1
µj∂gjx0 (8)
µjgjx0 = 0 j ∈ I (9)
Furthermore, if α is the number of nonzero λi, and β is the number of nonzero
µj , then
1 ≤ α+ β ≤ n+ 1 (10)
Proof. Let x0 be a local minimizer for (1)–(3); then x0 is a local mini-
mizer for (4)–(5) by Lemma 1. Deﬁne g0x = f x − f x0 and I0x0 =
0 ∪ Ix0. We have hx = maxgix 	 i ∈ I0x0 and hx0 = 0 =
g0x0.
By Condition 3 and [7, Theorem 2.1], f is locally Lipschitzian and regular
at x0, so that g0 has the same properties. Then, using [9, Propositions 2.3.2
and 2.3.12], we obtain
0 ∈ ∂hx0 = co
⋃
j∈I0x0
∂gjx0 = co
{
∂f x0 ∪
⋃
j∈Ix0
∂gjx0
}

Now, applying formula (7) to ∂f x0, we deduce
0 ∈ co
{
co
( ⋃
y∈Mx0
∂xφx0 y
)
∪ ⋃
j∈Ix0
∂gjx0
}
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By Lemma 2, this is equivalent to
0 ∈ co
{ ⋃
y∈Mx0
∂xφx0 y ∪
⋃
j∈Ix0
∂gjx0
}

Hence, by Caratheodory’s theorem, there exist scalars λi > 0 i =
1     α ηl > 0 l = 1     r, such that
1 ≤ α+ r ≤ n+ 1 (11)
and
0 =
α∑
i=1
λiui +
r∑
l=1
ηlwl for some ui ∈
⋃
y∈Mx0
∂xφx0 y
wl ∈
⋃
j∈Ix0
∂gjx0 (12)
(Here, we allow the case where if α = 0, then the set of multipliers λi is
empty; similarly, if r = 0, then there are no multipliers ηl.)
For each j ∈ Ix0, we deﬁne
Jj =
{
l ∈ 1     r 	 wl ∈ ∂gjx0
∖ ⋃
s∈Ix0
s<j
∂gsx0
}
and
vj =
{ ∑l∈Jj ηlwl/∑l∈Jj ηl if Jj = ,
an arbitrary element of ∂gjx0 if Jj = ,
µj =
{∑
l∈Jj ηl if Jj = ,
0 if Jj = .
Then µj ≥ 0 and vj ∈ ∂gjx0 (by the convexity of ∂gjx0) for all j ∈ Ix0.
Moreover, Condition (12) implies that
0 =
α∑
i=1
λiui +
∑
j∈Ix0
µjvj
where ui ∈ ∂xφx0 yi for some yi ∈ Mx0, i = 1     α To obtain (8)
and (9), let µj = 0 for j ∈ I\Ix0. Also, if α > 0, then we can take q = α,
and all λi are nonzero. However, if α = 0, then let q = 1 λ1 = 0, and y1
be an arbitrary element of Mx0.
Let β be the number of nonzero µj . Then it follows from our construc-
tion that β is not greater than the number r of all ηl. Moreover, if r > 0,
then β > 0. Hence, Condition (11) implies (10).
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Remark 5. First-order necessary optimality conditions for nonsmooth
minmax problems have been studied in [13]. However, the conditions
obtained there are in rather abstract form; in particular, no representa-
tion of the constraint set as a system of inequalities is considered. We
hope that our conditions given in Theorem 4 can be applied more easily
to nonsmooth problems in which inequality constraints are given explicitly.
A simple example of such a problem is given at the end of this paper.
3. CHARACTERIZATIONS OF STRICT LOCAL
MINIMIZERS OF ORDER ONE
We begin by reviewing some result for the standard nonlinear program-
ming problems (1) and (2). Throughout this section, we assume that the
following constraint qualiﬁcation is satisﬁed at x0:
Condition 6. For each η ∈ p satisfying the conditions
ηi = 0 ∀ i ∈ I\Ix0 ηi ≥ 0 ∀ i ∈ Ix0
the following implication holds:
z∗i ∈ ∂gix0 ∀ i ∈ I
p∑
i=1
ηiz
∗
i = 0 ⇒ η = 0
Lemma 7. Consider problem (1), (2), where the functions f and gi, i ∈ I,
are locally Lipschitzian and possess one-sided directional derivatives at x0 ∈ S.
Suppose that Condition 6 holds. Then x0 is a strict local minimizer of order
one for (1), (2) if and only if
f ′x0d > 0 ∀d ∈ Cx0\0
where
Cx0 = d ∈ n 	 g′ix0d ≤ 0 ∀ i ∈ Ix0 (13)
Proof. This result follows from [6, Theorem 4] and the well-known
equality fKx0 · = f ′x0 ·, which holds for a locally Lipschitzian f , direc-
tionally differentiable at x0 (here fK denotes the contingent epiderivative
of f ; see [14, Sect. 6.1]).
We now formulate the main result of this section.
Theorem 8. Consider problems (1)–(3). Suppose that Conditions 3 and
6 are satisﬁed. Then x0 is a strict local minimizer of order one for (1)–(3) if
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and only if the following conditions hold:
(a) Cx0 ∩ d ∈ n\0 	 maxζ · d 	 ζ ∈ ∂xφx0 y y ∈ Mx0 =
0 = ;
(b) there exist a positive integer α and vectors yi ∈Mx0, together with
scalars λi > 0 i = 1     α µj ≥ 0 j ∈ I, such that
0 ∈
α∑
i=1
λi∂xφx0 yi +
p∑
j=1
µj∂gjx0 (14)
µjgjx0 = 0 j ∈ I (15)
1 ≤ α+ β ≤ n+ 1 (16)
where β is the number of nonzero µj .
Proof. (i) Necessity: Suppose that x0 is a strict local minimizer of order
one for problem (1)–(3). Then it is also a local minimizer for (1)–(3);
therefore, Theorem 4 implies that there exist a positive integer q and vec-
tors yi ∈ Mx0 together with scalars λi ≥ 0 i = 1     q µj ≥ 0 j ∈ I,
such that Conditions (8)–(10) hold. Suppose that all λi are zero; then
Condition (8) takes on the form
0 ∈
p∑
j=1
µj∂gjx0
Then it follows from Condition 6 and equalities (9) that all µj are zero,
a contradiction with the left-hand inequality in (10). Therefore, at least
one λi must be nonzero, which means that Condition (b) holds. Condition
(a) follows from Lemma 7 and formula (6).
(ii) Sufﬁciency: By Lemma 7 and formula (6), it sufﬁces to show that
f ′x0d = max
{
ζ · d 	 ζ ∈ ∂xφx0 y y ∈Mx0
}
> 0 (17)
for all d ∈ Cx0\0. Deﬁne νi = λi/λ i = 1     α, where λ =∑α
i=1 λi > 0. Then, using Condition (14) and the equality
∑α
i=1 νi = 1, we
deduce
0 ∈ λ
α∑
i=1
νi∂xφx0 yi +
p∑
j=1
µj∂gjx0
∈ λco ⋃
y∈Mx0
∂xφx0 y +
p∑
j=1
µj∂gjx0
= λ∂f x0 +
p∑
j=1
µj∂gjx0
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where the last equality follows from (7). By (15), we have µj = 0 for all
j ∈ I\Ix0. Therefore,
0 ∈ λ∂f x0 +
∑
j∈Ix0
µj∂gjx0
Since f and gj j ∈ I, are regular at x0 by formula (6) and Condition 3(f),
we apply [9, Corollary 3, p. 40] to obtain
0 ∈ ∂
(
λf + ∑
j∈Ix0
µj∂gj
)
x0 (18)
Now, take any d ∈ Cx0\0 Our assumptions on f and gj imply that
the function k = λf +∑j∈Ix0 µjgj is regular at x0 (see [9, Proposition
2.3.6(c)]) Hence, from (18) and the deﬁnition of generalized gradient, it
follows that
0≤k◦x0d=k′x0d=λf ′x0d+
∑
j∈Ix0
µjg
′
jx0d
=λmax{ζ ·d 	ζ∈∂xφx0yy∈Mx0}+ ∑
j∈Ix0
µjg
′
jx0d
≤λmax{ζ ·d 	ζ∈∂xφx0yy∈Mx0} (19)
where the last inequality is a consequence of (13). Now, the desired inequal-
ity (17) follows from (19) and Condition (a) of the theorem.
Example 9. Consider problem (1)–(3), where n = m = p = 1, Y =
0 1, and the functions φ and g1 are given, respectively, by
φx y =
{
x+ 2y if y ≥ x,
2x+ y if y < x,
and g1x = 	x− 32 	 − 12 . Then S = 1 2, and it can be seen directly that
f x = max
y∈Y
φx y =
{
x+ 2 if x ≤ 1,
2x+ 1 if x > 1.
This implies that the only optimal minmax solution is x0 = 1.
We shall show that the same result can be obtained by applying
Theorems 4 and 8, without ﬁnding a direct formula for f . First, we
apply Theorem 4 to an arbitrary point x0 ∈ S. For any such x0, we have
Mx0 = 1; hence we may assume q = 1 in (8). If x0 ∈ 0 2, then
g1x0 < 0, and so µ1 = 0 by (9). Since
∂xφx y =


1 if x < y,
1 2 if x = y,
2 if x > y,
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Condition (8) cannot hold with λ1 > 0. Similarly, if x0 = 2, then (8) reduces
to 0 = 2λ1 +µ1, which cannot be satisﬁed with λ1 ≥ 0, µ1 ≥ 0, λ1 +µ1 > 0.
The only candidate for an optimal solution is x0 = 1, for which (8) has
the form 0 ∈ λ11 2 − µ1; all Conditions (8)–(10) are then satisﬁed with
λ1 = µ1 = 1.
We now apply Theorem 8 to prove that x0 = 1 is a strict local minimizer
of order one for (1)–(3). Since 0 /∈ ∂g1x0 = −1, Condition 6 is satisﬁed.
Then, it is sufﬁcient to verify Condition (a) of the theorem, which follows
from the equalities Cx0 = d ∈  	 d ≥ 0 and, for all d ≥ 0,
max
{
ζ · d 	 ζ ∈ ∂xφx0 y y ∈Mx0
} = max{ζ · d 	 ζ ∈ ∂xφ1 1}
= max{ζ · d 	 ζ ∈ 1 2} = 2d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