ABSTRACT Induction motor drive is widely used in many load applications in approximately 60% of the total industrial load. However, the dynamic configuration of the induction motor, especially a three-phase induction motor (TIM) is a nonlinear system which is not easy to explain theoretically due to sudden changes in load or speed. Therefore, the development of variable speed drive with a robust switching technique and controller design is compulsory for improving the performance efficiency of the TIM. An advanced switching strategy is used for controlling voltage, frequency, and reducing harmonic output signals while an efficient controller is required to regulate currents, speed, torque, and rotor flux. Nevertheless, the development of such controllers and switching methods need the extensive mathematical model and complex online computation. This paper presents a critical review of the different switching techniques, switching pattern of voltage space vectors and switching time to solve the existing problems and enhance the performance of the TIM. Also, the paper describes the different intelligent controller techniques in terms of scalar control and vector control. Consequently, a comprehensive review on conventional controllers such as proportional integral derivative and artificial intelligence controllers such as an artificial neural network, adaptive neural fuzzy inference system, and fuzzy logic control are explained on their structure, algorithm, and mathematical model. Furthermore, the different integrated circuits of the TIM drive controller are reviewed along with benefits and limitations, current issues and challenges, and conclude with recommendations. All the highlighted insights of this review will hopefully lead to increased efforts toward the development of the advanced switching techniques and controllers for the future induction motor drive.
electricity and results in high energy cost [8] . VSD could be used to control the speed and maintain high efficiency [9] . However, obtaining high efficiency and performance for TIMs are greatly dependent on the type of switching technique and controller used in VSD [10] , [11] . Pulse width modulation (PWM) switching techniques are generally used to control the switches of voltage source inverters (VSIs) and thereby regulate the output voltage and frequency of TIMs [12] . PWM switching techniques include the sinusoidal PWM (SPWM), hysteresis band PWM (HBPWM), and random pulse width modulation (RPWM). These switching techniques are achieving satisfactory performance. However, in some cases, high computational time, harmonic distortion and switching loss create problems in TIM control. The space vector pulse width modulation (SVPWM) switching technique is one of the best methods for Voltage source inverter (VSI) because of its lower switching losses and ability to minimize the harmonic output signals produced by inverter [5] , [13] . However, the SVPWM requires complex online computation, which hinders its real-time implementation. This shortcoming is addressed with an ANN based SVPWM [14] [15] [16] and ANFIS based SVPWM, which are used for efficient inverter operations [14] . However, the above-mentioned methods require voluminous data and long periods for training and learning the linear and non-linear functions for real-time implementation. A new soft computing method is known as the random forest (RF) regression approach has been used in many applications [17] [18] [19] .
An induction motor consists of controllable semiconductor devices, such as an insulated gate bipolar transistor (IGBT) and metal oxide semiconductor field-effect transistor (MOSFET), which can control motor parameters at the device level [7] . Additionally, an induction motor controller design can be integrated into digital signal processor (DSP), microcontrollers, and field programmable gate array (FPGA) to solve the difficult and fundamental challenge of motor control [20] . Over the years, conventional controller schemes, such as proportional-integral derivative (PID), proportional-integral (PI) controller, and proportional-derivative (PD) controllers, have been used to control TIM drives. The main variables, such as voltages, currents, flux, torque, and speed can be regulated by using the conventional controllers. Hence, conventional controllers are extensively used in several applications of scalar and vector controllers [21] . The researches have also been performed on developing artificial intelligent (AI) controller including ANN, ANFIS, and FLC. However, AI controllers have complex computation and require either trial and error or heuristic procedures, which consumes a lot of time [21] [22] [23] .
In general, the hardware implementation of the TIM drive controller has been many concerns for the proper functioning of the control system. Out of many integrated circuits including dSPACE, Field programmable gate array (FPGA), and Digital signal processor (DSP) have been widely used as controller platforms [7] , [20] , [24] . However, dSPACE, FPGA are not used in common due to their high cost and lack of capability in operating standalone mode. In contrast, DSP has achieved huge attention and already been employed in many applications because of quick response, embedded processor and requires less power.
This paper deals with a detailed review on switching strategies and intelligent controllers to enhance the future research and development for TIM. The conventional and intelligent control systems, controller techniques with their design and comparison have been discussed in detail. Moreover, various switching techniques including switching pattern, switching time calculation have been highlighted. In addition, the paper addresses the advantages and challenges of various integrated circuits for developing hardware of control system. More importantly, a brief discussion on current issues and challenges on controller design and switching techniques have been demonstrated with some recommendations in order to figure out the future efficient switching techniques and controllers.
II. OVERVIEW OF INDUCTION MOTOR DRIVE
The squirrel-cage TIM is a type of asynchronous AC motor with operating principles based on electromagnetic induction. The main function of the TIM is to transform electrical energy to mechanical energy. The TIM consists of two parts, namely, a stator and a rotor, which are separated by a small air gap. The squirrel-cage TIM is the most widely used because of its insulated winding in the stator and rotor, which are made of solid and cast bars with high conductivity as shown in Fig. 1 [25] [26] [27] [28] . The operating principle of TIM starts with supplying three phase voltages to stator winding which makes the rotor run at synchronous speed(ω sm rad/sec) (ω s = 2π frad/sec), where f is the synchronous frequency. The stator currents generate a rotating magnetic field in the magnetic circuit, which is the stator and rotor cores by the air gap between them. The mechanical synchronous speed (ω sm rad/sec) or(N sm rpm) depends on the number of poles (P). The synchronous speed 47490 VOLUME 6, 2018 is calculated as follows [29] .
The mathematical model of the TIM and its drive system are modeled in the computer to present the physical systems [4] . This modelling of the TIM highlights the control parameters of the models. The voltage equations of the magnetic connection between the stator and the rotor circuit for the TIM can be written as follows [30] . [29] .
The modern research represents the steady state and transient performance of TIMs with a directquadrature-zero (dq0) stationary motor model for solving and facilitating the computation of the TIM performance [3] , [7] , [28] , [31] , [32] In this research, a dq0 stationary reference frame is used to develop the simulation model of the motor because of its capability in representing the real-time motor model. Fig. 2 shows the relationship between the abc stator and the rotor dq0 axes. ω rm is the mechanical rotor speed, ω is the dq reference frame speed with the direction of the rotor rotation. Two analysis methods are used for the abc to dq0 transformation, namely, the stationary and synchronously rotating frames. The stationary rotating frame is similar to those normally used for the supply network; in which the speed frame makesω = 0. The synchronously rotating frame rotates in the same direction as the rotor rotation in which the speed frame becomes ω = ω s . The transformation from the abc to the dq0 reference frame and their inverse are given in the following matrix [29] , [31] , [33] .
where variable x is the phase voltage, phase current, or phase flux linkage of the TIM. The stator voltages are transformed to the dq0 voltages into a matrix form, which includes the voltages, currents, and flux linkages to the dq0 reference frame, to obtain the final equation for the dq0 voltages [34] .
Similarly, the rotor voltages are transformed to the dq0 frame into a matrix form which has to be integrated with the mechanical rotor angle (θ − θ rm ) when transferring the voltages, currents, and flux linkages to become X dq0 (θ − θ rm ) and thereby obtain the following final equations [35] .
The stator dq0 flux linkages are obtained by transforming the stator abc flux linkage, can be expressed [29] :
Similarly, the rotor dq0 flux linkages are created through the rotor abc flux linkage
On the basis of Eq. (10) and (11), the stator and rotor dq0 flux linkage relationships can be expressed as follows [31] , (12) , as shown at the bottom of this page, where λ dr , λ qr are the referred values in the stator side of the dq rotor flux linkages. i dr , i qr are the referred values in the stator side of the dq rotor currents. The final dq0 reference frame equations are converted to the flux linkage using the formula ψ = ω s λ and the inductance is also converted into reactance using the formula x = ω s L to obtain the following equations [33] : 
The electromagnetic torque can be present in the following form (20) The equivalent circuits of the dq0 stationary reference frames are designed by substituting Eq. (19) into Eq. (13) to (18) , as shown in Fig. 3 .
III. SWITCHING TECHNIQUES
The power semiconductor called the thyristor (silicon controlled rectifier) was invented in the late 1950s. Subsequently, other types of devices, such as triacs, gate turn-off thyristors (GTOs), bipolar power transistors (BPTs), MOSFETs, and IGBTs were manufactured. These power electronic devices ushered a new era for designing power converter circuits, such as AC-DC, DC-DC, AC-DC and
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The inverter generates an AC voltage with controlled magnitude and frequency. An inverter can be employed in various applications, including in high voltage DC transmission lines, uninterrupted power supplies, and AC power generation from a fuel cell or photovoltaic (PV) array. An inverter also plays a very important role in the control systems for TIM drives [25] , [37] The inverters can be classified on the basis of the DC voltage and current input source, such as the VSI and current source inverter (CSI). The CSI is normally used for very high power AC motor drive applications. Due to their high switching frequency, VSIs have been used for running the industrial load. Many power electronic devices have been used as switching devices. However, most switching drives are based on IGBTs due to their quick switching, easy control process and high efficiency [29] . A typical VSI comprises of six IGBTs switches as shown in Fig. 4 . Each switch has a freewheeling diode that protects the device from reverse voltage when the switch is turned off.
The six switches are divided into two groups; the positive group comprising upper switches S 1 , S 3 , and S 5 and the negative group comprising switches S 4 , S 6 , and S 2 . Each phase is connected in parallel with a pair of switches to the DC source. Two series capacitors are placed on the DC source terminal to smoothen the supply voltages. The controlled power flows to the load when the switches are turned on and off. This tuning is created through the gates of the IGBTs, which are received from the PWM switching signals associated with the control system. Pulse width modulation (PWM) switching techniques are generally used to control the switches of voltage source inverters (VSIs) and thereby regulate the output voltage and frequency of TIMs [12] . The main advantages of the PWM techniques are that the power loss in switching devices is very low, high efficiency, low distortion, short computation time, and minimal harmonics [38] . PWM switching techniques include the SPWM, HBPWM, and RPWM. These switching techniques achieve satisfactory performance. However, in some cases, high computational time, harmonic distortion and switching loss create problems in TIM control. SVPWM switching technique is the best approach for minimizing switching loss and harmonic output signals from the inverter controller of TIM [5] , [13] . The details of the PWM methods are explained in the next section.
A. SPWM SWITCHING TECHNIQUES
The SPWM technique is very popular in industrial converter applications because of its good performance and easy implementation. Its main principle is producing an AC voltage waveform at a desired frequency (f control ) (50 Hz or 60 Hz); subsequently, sinusoidal control signals are compared with a triangular waveform at a switching frequency (f s ) (Fig. 5 ). The control of the AC output voltage of the inverter is achieved by adjusting the control signal amplitude using the modulation index (MI). The MI is the ratio between the peak amplitude of the sinusoidal control signal (V control ) and the amplitude of the triangular waveform (V triangle ), as expressed 
B. SVPWM SWITCHING TECHNIQUES
The SVPWM method generates PWM control signals in the three-phase inverter which is verified as the best technique for variable speed drive (VFD) applications. This approach has the improved technique to achieve a high output voltage, minimize the harmonic output, and reduce the switching losses relative to other PWM techniques. Therefore, the SVPWM technique is validated as the best method in terms of minimizing harmonic distortion [41] , [42] .
As shown in Fig. 5 , the upper IGBTs (S 1 , S 3 , and S 5 are equivalent to 1) are switched on, whereas the corresponding lower IGBTs (S 2 , S 4 and S 6 are equivalent to 0) are switched off. The on and off states of the upper IGBTs (i.e., S 1 , S 3 and S 5 ) can be used to determine the output voltage. The relationship between the positive switching variable and the lineto-line voltages (V ab , V bc , V ca ) as well as the line-to-neutral voltages (V an , V bn , V cn ) can be expressed as follows [43] .
The six IGBTs in the inverter can form eight switch variables. Six of these switch variables are non-zero vectors (i.e., V 1 , V 2 . . . . . . , V 6 ), and the rest are zero vectors (i.e., V 0 , V 7 ) selected for the three upper IGBTs switches. The on and off patterns of the lower IGBTs switches are opposite to those of the upper switches. The voltage space vectors (V 0 , V 1 , . . . . . . , V 7 ) are determined using (22) and (23) . The eight switching vectors, output line-to-neutral voltages, and output line-to-line voltages are shown in Fig. 6 and Table 1 [44]. The working principle of the SVPWM divides the output wave of the inverter into six sectors in a hexagon shape. Each sector lies between two voltage space vectors while the sector angle is 60 degrees apart (Fig. 7 ) [13] , [15] , [29] .
The SVPWM technique receives a three-phase voltage (V a , V b , and V c ) separated by 120 degrees between two phases and converts it into two phases (Vα and Vβ) with difference angle of 90 degrees using Clark's transformation (Fig. 8) .
The two-phase voltages (Vα and Vβ) are a mathematical transformation employed to simplify the analysis of three-phase voltage. The voltages are used to obtain the [35] .
V ref is in sector 1, and can be synthesised by the vectors adjacent to it in that sector. [45] .
where T s is the switching time calculated by T s = 1 f s , and f s is the switching frequency.
As shown in Eq. (27) ,V 0 applies a zero voltage to the output load. Consequently, the equation becomes:
Substituting the values ofV 1 andV 2 from Table 1 to the αβ frame and analyse the voltage vectors yield the following [40] :
The modulation index (MI) for the SVPWM is the relationship between the reference voltage magnitude and the DC voltage value shown in the following equation [14] .
The time duration in the other sectors (n) can be calculated by substituting Eq. (32) into (30) and (31) and by using 60 degrees with α for each sector to become [46] , [47] :
The four types of switching patterns are as follows: symmetric sequence, right aligned sequence, alternating zero vector sequence, and highest current not switched sequence [40] . All switching patterns must satisfy the following two conditions to minimize the device switching frequency. The change of the switching state from one to another involves only two switches in the same inverter leg. If either one of the switches is turned on, then the other must be turned off to reduce the switching frequency. The movement of V ref from one sector to the next is achieved with the minimum number of switching to reduce the switching losses. Researchers have proven and recommended that the symmetric sequence method is the best method because it reduces the switching losses. Table 2 and Fig. 10 show the presses for the symmetric sequence for each sector [25] . Fig. 11 shows the SVPWM signal generation, inverter output voltages, and comparison of the three signals of the duty ratio waveform with the triangular waveform. This comparison is based on the conditionV DutyRatio > V triangle , in which case S = ON; otherwise,S = OFF. In a bipolar switching scheme, each switch works opposite to the facing switch, similar to the case involving the comparison of the V Ta_DutyRatio with the triangle waveform to generate the PWM signal for IGBT 1 and the opposite IGBT 4 in leg1, which is the same as leg2 and leg3 [40] .
Many researchers have applied the SVPWM technique in their systems to minimize the inverter harmonic waveform and improve performance [5] . Researchers have also used the SVPWM with the V/f control strategy based on the ANN controller in the TIM [48] , [49] . The SVPWM is applied in Indirect field oriented control (IFOC) of a TIM and is executed with an FLC to control the PV grid inverter system [39] . The SVPWM technique with the sliding mode control method is implemented for the torque control of the TIM [50] , [51] . The SVPWM with sensorless control is used to control for high-speed surface permanent magnet synchronous motor (PMSM) drives based on V/f control [49] . V/f control is used the SVPWM technique for three-level VSI in the V/f control for high-power variable speed drive [52] . The SVPWM is also employed with the FLC to adjust the position loop for the vector control of the IM drive [53] . The Direct torque control (DTC) is used with the SVPWM technique to improve and minimize the torque ripple for an induction machine [54] . The PMSM drives use the SVPWM to control torque and flux in the vector control [55] . The ANN with the SVPWM based on sensorless control estimates the rotor speed in the vector control of the TIM drive [56] . However, the SVPWM requires a complex online computation, which leads to difficulty in real-time implementation. Therefore, the conventional SVPWM requires additional memory that limits the selection of switching frequency, thereby reducing its accuracy [57] , [58] . Some researchers have solved this problem and have improved the power quality problem by utilizing the GA-based SVPWM [53] , ANN-based SVPWM for two-level inverter [55] , ANN-based SVPWM for three-level inverter [14] , [16] , and the ANFIS-based SVPWM used for two-level inverters [15] .
IV. IM INTELLIGENT CONTROLLER TECHNIQUES A. SCALER CONTROL
The scalar control was introduced in 1960 for TIM control [59] . The V/f control is based on the open and closed loop control system of the IM speed [60] while the variable voltage and frequency of the TIM is a closed loop control system [61] . The V/f control method is applied to TIM drives to achieve the dynamic response and stable performance of the IM. This strategy delivers many benefits including simple design and structure, cheap price and have a minor steadystate error. Moreover, the starting current requirement is low. The acceleration and deceleration can also be controlled by controlling the change of the supply frequency. The main advantage of V/f control is that it does not need parameters for IM implementation. It is utilized to regulate the supply voltage magnitude of the IM, and it is demonstrated as the best selections for variable torque and speed applications [27] . The V/f control keeps the ratio of scalar voltage and frequency unchanged which maintains the maximum magnetic flux in the air gap. Voltage and frequency do not hold any explicit relationship, however, the relationship between voltage and frequency can be developed by the flow of electromagnetic flux which can be expressed follows [3] .
where ψ m is the maximum air gap flux, V p is the maximum phase voltage, and K v is the ratio of V p to f . The block diagram of the V/f control method and the slip speed (ω sl ) is presented in Fig. 12 which shows the calculation of the change in speed using TIM characteristics. This slip speed control is added with ω rm to generate ω sm . The synchronous speed is then converted to a synchronous frequency to generate the peak voltage using V/f control. The main limitation of this control is its low performance in low speed operations [3] , [7] , [62] .
B. VECTOR CONTROL
Vector control is the most commonly used method in many applications because of its high performance for controlling IMs. The principle of the vector control is based on obtaining the magnitude and phase of voltages or currents to control IMs. Thus, vector control is based on controlling the position of the flux, voltage, and current vectors of the IM. This control is carried out depending on the Clark and Park transformations, which are responsible for generating torque and flux, respectively. An IM does the similar operation like a separately excited DC motor drive in which the armature and field currents control the torque and flux respectively [63] [64] [65] . This characteristic results in disadvantageous coupling between electromagnetic torque and flux, which leads to difficult use and complexity of IM controllers [7] , [66] .
This problem can be solved by using Field oriented control (FOC) as shown in Fig. 13 . Table 3 shows a comparison between the performance of scalar and vector control in IM. TIMs are in general complex, nonlinear, and multi-variable systems. Scalar and vector control methods can overcome TIM control problems, but these methods do not meet the required accuracy to control TIMs. Therefore, Scalar and vector control approaches need advanced controller techniques for the proper adjustment of current, voltage, flux, speed and torque of the IM [29] , [40] , [67] . These controller techniques can be divided into two groups such as conventional controllers and AI controllers [68] [69] [70] . 
C. CONVENTIONAL CONTROLLER
There are different categories of conventional controllers such as PI, PD and PID controllers to regulate Speed, torque, current and voltage. Of these, the PID controller is considered as most efficient control method recommended by Taylor Instrument Company in 1936 [71] . PID controller has a simple structure, easy design, low cost and is extensively used to control MI in the industrial application [72] [73] [74] . The structure of a PID controller is shown in Fig. 14 that takes measured signal and reference value to obtain the error signal for controlling signals such as an error in speed, torque, flux, current, or voltage. The output signal of this controller contains the sum of errors that include proportional, integral and derivative of that error, as presented in the equation below:
where e is the error e = (x refrence − x measure ), u presents the output signal, K p , K i , K d are the proportional, integral and derivative gain respectively. The performance of the PID can be enhanced using selective PID parameters. Each parameter plays an important role in controlling the IM as shown in the Table 4 . Though PID controller has a simple structure, it has many shortcomings, such the model is very sensitive to temperature and model parameters variation. Also, the model needs mathematical computation and has a rapid change in reference speed and load disturbances. Furthermore, The selection of the suitable parameters to improve the stability is a laborious task [21] , [75] [76] [77] . Therefore, many approaches have been introduced to find PID parameters including CohenCoon method, Lambda tuning method, Ziegler-Nichols method [78] , [79] , and visual loop tuning method, and so on. However, these approaches have some drawbacks such as need a mathematical model and some calculation operations, some trial-and-error and process upset. Therefore, several optimization techniques have been proposed to find the optimal parameters of PID controller [80] .
The TIM control systems have been researched in many studies. The V/f control strategy with PID controller is applied in stand-alone squirrel cage induction machine for wind power application [81] . The PMSM drives use PID controller to regulate the power factor angle [60] . In [82] and [83] the PID controls DFIG (doubly fed induction generator) of a wind power plant. PI control is introduced in IFOC in a single-phase IM. The vector control uses PI controller to calculate the stator resistance of a single-phase IM [84] . PI controller with FOC is suggested to detect the faults in the sensor of an IM [85] . The PI control is proposed to decline the cost of solar cells in PV applications [86] . PI control uses IFOC for a five-phase IM to analyze the third harmonic injection [87] . PID controls the flux and torque to reduce the torque ripple in DTC for IM drive [88] [89] [90] . PI control is also applied to interconnected thermal power system [72] .
D. ANN CONTROLLER
The AI based controllers have been applied in numerous applications. ANN is an information processing system that has certain performance properties in common with biological neural networks. ANN has improved mathematical models of human cognition or neural biology [91] . The structure of ANN can be divided into three layers. Each layer comprises of many neurons or nodes with activation functions, such as linear, unsigmoid and sigmoid functions. The ANN structure consists of three layers which are known as the input layer, the hidden layer, and the output layer. The input layer has nodes number, which is dependent on the number of inputs (x 1 , x 2 , . . . , x n ), hidden layers of N-nodes and the output layer of outputs (t 1 , t 2 , . . . , t m ) as shown in Fig. 15 . There are weights and bias between input layer and hidden layer as well as hidden layer and output layer [92] . The node (neuron) consists of two parts which are net function and activation function as shown in Fig. 16 . There are three types of activation function namely, linear, unsigmoid (binary sigmoid) and sigmoid (bipolar sigmoid) function.
The back-propagation (BP) network training algorithm involves three stages namely, the feed-forward of the data training pattern, BP of the associated error, and the adjustment of the weights. The ANN is trained through the batch mode and the training data is used for training ANN which is taken from the system. The training data consider of input (x 1 , x 2 , . . . , x n ) and target output (t 1 , t 2 , . . . , t m ). each of the hidden nodes (Z 1 , . . . , Z j ). Each hidden node computes net function and activation function by using [93] 
where, x i , i = 1, 2, . . . , n is the inputs, Z j , j = 1, 2, . . . , P is the outputs hidden layer, w ij is the weights between the input layer and hidden layer and b 0j is the bias between the input layer and hidden layer. Each nodes in the hidden layer have activation functions [94] . Then, the outputs of hidden nodes (Z j ) are sent to each output nodes. Each output node (y k ) computes net function and activation function by using [92] :
where, y k , k = 1, 2, . . . , h is the outputs of the final layer, w jk is the weight between the hidden layer and output layer and b 0k is the bias between the hidden layer and output layer. The procedure of BP training algorithm begins with the generation of small value weights for all network. The error is computed for each output unit of ANN by subtracting output ANN (y k ) from the target data (t k ) using the formula (e k = t k − y k ). The error is based on the calculation of the factor (δ k ). δ k distributes the error at the output unit (y k ) and operates to the update all data for previous layers as shown in following equation [94] .
Change of weights ( w jk ) between hidden layer and output layer is computed by δ k and the change of bias weights ( b 0k ) is calculated as [93] ,
where l r is the learning rate. The factor δ j is calculated in the hidden layer. It is dependent on δ k and derivative of its activation function as shown in the following equation,
Change of weights ( w ij ) between input layer and hidden layer is computed by δ j and the change of bias weights ( b 0j ) is caculated by the following equations [93] w ij = l r δ j X i (46) 
The final step is updating the weights and bias weights by using the following equations [93] ,
ANN has recently been used as an intelligent controller to control IMs to estimate IM parameters, and to detect faults in IMs because it does not require mathematical models and it achieves good prediction for control compare to conventional controller. However, ANN controllers require massive data and longtime training and learning [95] . ANN controllers have been used in previous research, such as in [4] , to estimate the speed of scalar IM control. Four ANN-based switches are adopted in a threephase VSI using SVPWM [5] . The ANN-based implementation of the SVPWM of a three-phase neutral-point clamped bi-directional converter is realized to improve power quality [15] . ANN controller is used to estimate the torque of IM drives [96] . In [15] , the ANN-based SVPWM is applied to minimize the complex computation of a three-level inverter. The ANN controller in a wind generator is based on a speed controller [97] . ANN is also used as a speed controller in IFOC for IM drive [98] , [99] and DTC IM drive [47] . ANN is based on monitoring negative sequence voltages and three-phase shift [100] . In [101] , an ANN controller is used to control a linear IM. This controller is also used in the base fault identification scheme implementation for IMs [102] .
E. ANFIS CONTROLLER
Fuzzy system and neural network have their own merits and demerits. This fact leads to the increased interest in combining fuzzy and neural networks to take advantage of their various properties; such combination generates a new method called the ANFIS. The ANFIS structure consists of many layers [14] , [103] . The ANFIS has recently been used as an intelligent controller with scalar and vector control for controlling and estimating IM parameters without a mathematical model, and achieves a good performance for controlling any sudden change in speed or load. However, ANFIS has shortcomings such as it requires huge data, has the complex computational burden and needs a long time for data training and learning [104] , [105] .
The first order Takagi-Sugeno fuzzy model used is a typical rule set with number of inputs (x 1 , x 2 , . . . , x n ) and a function response of f 1 , f 2 , . . . . . . , f n which can be given in generalized form as [106] . inputs (x 1 , x 2 , . . . , x n ) and p i , q i , r i are parameters of the linear activation function. The ANFIS architecture consists of five layers, namely, the fuzzy layer (layer1), product layer (layer2), normalized layer (layer3), defuzzification layer (layer4), total output layer with rules (layer5) and MFs connected with each input. For example, Fig. 17 shows the ANFIS structure for two inputs [14] , [22] , [107] . 
Layer 1:
In this layer, the input values x 1 and x 2 are an intervention for each node from A i and B i . A i and B i are the linguistic variables used in fuzzy theory to define MFs. The triangular and gbell functions are expressed as in following equation [22] .
where a, b, and c are the parameters that set limits for triangular and gbell MFs. The output of each node in this layer is O 1i , and is given by,
Layer 2: This layer consists of 25 nodes. Each node is a product of the multiplied between the MFs for first input x 1 and MFs for second input x 2 as follows,
Layer 3: The output of this layer is the normalized firing strength in each node as shown in the following equation,
Layer 4: This layer calculates the output using input contribution of each nth rule which is expressed as,
Layer 5: This layer consists of one node to calculate the sum of the output from layer 4 as shown below.
The main objective of the ANFIS learning algorithm is to tune the premise parameter (a n , b n , c n ) and the consequent parameters (p n , q n , r n ), so that the ANFIS output is compatible with the training data. Least square estimation (LSE) algorithm is adopted to determine the optimal solutions of the consequent parameters. When the premise parameters are changeable, a hybrid algorithm which is a combination of gradient descent back-propagation and LSE algorithms is used to solve the problem. The hybrid algorithm consists of two passes which are forward pass LSE and backward pass (gradient descent). The forward pass is implemented mainly to find the optimize values the consequent parameters when the premise parameters are constant while the function of the backward pass is used to optimize the premise parameters. It has been demonstrated that the hybrid algorithm is very effective in training the ANFIS [108] .
ANFIS was used to control a PV inverter for minimizing the total harmonic distortion (THD) in the output signals and the speed of the DC motor [23] . In [14] , an ANFIS-based SVPWM is employed for IM drive. An ANFIS controller is used to improve the speed controller for IM in V/f control [17] . The ANFIS is also used to improve the compensation capability of a unified power quality conditioner [107] . The DTC of an IM drive is controlled and enhanced with the ANFIS [109] . ANFIS is also used to control a stepping motor drive [110] . An ANFIS controller is applied for speed control in an IM [111] . This controller is used to detect inter turn insulation in stator and faults in bearing wear in a single-phase IM. ANFIS is applied with IFOC to improve the performance of IM drive [112] .
F. FUZZY LOGIC CONTROLLER
The design principle of Fuzzy logic controller (FLC) comprises of four steps, namely, fuzzification, rule base, inference engine, and defuzzification. Fuzzification analyzes the every input into a group with convenient linguistic values as shown in [114, Fig. 18 ].
1) DEFINATION OF THE MODULE CHARACTERISITCS
The first step signifies the number of inputs, outputs and position of fuzzy MFs based on knowledge. The input data includes an error (e) and change of error (de) as shown in the following equations. 
2) FUZZIFICATION DESIGN
The second step characterizes the inputs with appropriate linguistic value by evaluating every input into a group. This step is known as a unique MF label, symbolizing ''big'', ''medium'' or ''small''. Hence, the accuracy of FLC is highly reliant on a number of MFs used in the linguistic label. The errors and change in error in MFs are represented as trapezoidal and triangular MFs. In Fig. 19(a) , MFs for error µ e (e) contains three variables (A 0 , A 1, A 2 ) while in Fig. 19(b) , MFs for change of error µ de (de) comprises three variables (B 0 , B 1, B 2 ). The mathematical equation of MFs can be expressed using Eq. (61) and (62), There would be a significant improvement in the performance of FLC if the appropriate MFs is chosen. The conventional FLC uses trial and error method to determine the MFs which is difficult to obtain because of its complex mathematical calculation and it needs time and effort to find the boundaries.
3) INTERFACE ENGINE DESIGN
The third stage indicates decision making using control rules and linguistic terms. Generally, inference systems are categorized into two classes namely, Mamdani and TakagiSugeno. Mamdani method is used in common due to its VOLUME 6, 2018 simple design and easy structure. The if-then linguistic term is used as a fuzzy rule. The fuzzy rule operates the output MFs related between the inputs (e, de) and the output (ω sl ) [38] , [142] . The rules are expressed in the following equations and details of the 49 rules are shown in Table 5 .
Rule 1: If e is ''Ne3'' and de is ''Nde3'' THEN u is ''NB''. Rule 2: If e is ''Ne3'' and de is ''Nde2'' THEN u is ''NB''. . . .
· ·

Rule 48:
If e is ''Pe2'' and de is ''Pde3'' THEN u is ''PB''. Rule 49: If e is ''Pe3'' and de is ''Pde3'' THEN u is ''PB''. 
4) DEFUZZIFICATION DESIGN
The final step in the FLC is known as Defuzzification. This controller generates the output values in this stage as a crisp value. Moreover, this process performs some adjustment and controls the crisp value of the output MFs. Nevertheless, these MFs are required to choose the number of the MFs and boundaries. The optimal value of MFs is found through trialand-error method [22] , [114] .
where n presents the number of rules, u presents the value of output MFs and w is the weights coefficient. The weights are estimated based on minimum value between µ e (e) and µ de (de) as presented in the equation below:
A number of researchers have proposed to use FLC due to its ease of implementation, does not depend on a mathematical relationship, and can handle linear and non-linear systems based on linguistic rules, in which a large number of system variables can be evaluated. The FLC outperforms others controllers in terms of the improved control system and rapid transient control and reduction. However, the performance of FLCs is subject to appropriate selection of the MFs, the number of rules, and the rule base. A trial and error technique can be applied to calculate the variables which consumes a lot of time [75] , [77] .
FLC is used for speed controller of induction machine to improve V/f control [62] , [12] . A FLC is used in an IM for different applications in vector control [115] , and in DTC [24] , [116] . The V/f control using FLC of an IM is used for achieving power level in a DC grid power system [117] . A FLC with the IFOC of a double star induction machine is used to enhance system performance under different operating conditions [87] . In [118] , a new speed control for IM is developed by combining a FLC and phase plane theory [119] . A speed controller in IFOC for IM is designed using FLC and speed estimation [120] , [53] . Another FLC is used to solve the torque and speed tracking problems of a doubly-fed IM [121] . In [122] , a FLC is applied with IFOC to control the SVPWM of a three-level inverter of IM. FLC with a multi-scale entropy algorithm is used to predict the stator winding fault in IM [123] . FLC is also used in wind turbine to control a variable speed based on a dual star induction generator [124] , [125] . In [126] , speed control system for wind power generation system has been developed and improved using a FLC. In [127] , a FLC-based steady state analysis is conducted for a wind driven single-phase single-winding self-excited induction generator. A FLC-based IFOC is performed to control five-phase IM drives [128] . A FLC-based speed controller in DTC for IM drives is utilized to improve dynamic responses [129] , and IFOC for IM [130] . Another FLC-based speed controller is adopted to enhance the performance of a PMSM [131] , [132] . In [133] , a FLC-based current controller is used to improve the performance of a DC motor. A FLC is applied to a three-level inverter of IM [134] . In [135] , a FLC is used to determine the inverter turn-off angle for optimum torque output. In [136] , comparisons have been conducted between the use of a conventional PI and FLC for an IFOC of an IM drive. In [137] , an online self-tuning FLC is proposed for the IFOC of an IM drive.
Moreover, FLC is also used to solve the PID control problem by searching for the best parameter values, [77] , [21] , [138] to tune up PID parameters in IFOC for IM. By using the speed error and its derivative, it is possible to eliminate the overshoot, achieve minimal rise time, and reduce the effect of load disturbance. A FLC based PI controller is also employed in IFOC for controlling the position of IM drive [53] , for minimizing errors in networked control [139] , and for regulating the load frequency in multi-area power systems [140] . Table 6 shows a comparative performance among conventional, ANN, ANFIS, and FLC controllers for a TIM drive.
V. INTEGRATED CIRCUITS FOR INDUCTION MOTOR CONTROL
The experimental control systems for IM drive can be implemented using microcontrollers, dSPACEs, FPGAs and DSPs. Different microcontrollers are used in many applications, which include microcontroller based on a fuzzy speed controller [141] , fuzzy logic sensorless maximum power point tracking (MPPT) controller for wind energy conversion systems [142] . However, these microcontrollers have disadvantages such as a low memory that prevent them from writing large programs as well as low processing speed. A number of dSPACE controller platforms have been used in many applications; for example, fuzzy vector control scheme is used for controlling IM, and grid interactive VSI [143] . dSPACE is also used for the ANFIS based SVPWM technique for VSI, and neutral-point clamped high-power factor converter [22] . In [144] , dSPACE-based dynamic sensorless control is implemented for high-speed surface PMSM drives. SVPWM is used to minimize the harmonics in three-phase multi-level voltage source converters, and a digital control scheme based on dithered sigma delta modulation is implemented in the dSPACE board [145] . dSPACE is applied to develop the V/f control system for PMSM drives, IM drive, and parameters identification [60] , [146] . In [147] , IFOC is implemented for single-phase IM drive using a dSPACE control board. dSPACE is used to implement a sensorless IFOC for a single-phase IM drive with stator resistance tuning. A dSPACE-based fuzzy IP-self-tuning controller is adopted for IM speed control [138] . A dSPACE-based DTC is used for a three-level inverter-fed IM drive [148] . A realtime discrete nonlinear neural identifier employing recurrent high-order neural network is implemented in dSPACE [101] . An ANN-based adaptive estimator of rotor speed in a sensorless vector-controlled IM drive is applied by using a dSPACE board [56] . In [136] , a FLC is implemented in IFOC for IM drives using a dSPACE control board. The fuzzy logic hysteresis-based DTC scheme of an IM is implemented in a dSPACE board [116] . The ANFIS controller based speed control of an IM drive is applied by using dSPACE [149] .
A FPGA is implemented in many controller platforms; for example, FPGA based fuzzy sliding-mode controller is implemented for a PMSM drive [132] . The FPGA based on-line ANN is used as a speed controller for the selective harmonic elimination in PWM technique for IM [150] . ANNs have been implemented in FPGA for detecting multiple combined faults using the start-up vibration signals of a rotating machine [151] . In [152] , the FOC of an IM drive is designed and implemented using a FPGA device. A FPGA-based multi-channel vibration analyzer is used for industrial applications in IM failure detection [153] . FPGA is also implemented in stepper motors for digital control [154] . However, the disadvantages of dSPACE and FPGA include their high cost inability to function under the standalone mode in a given system and need to be connected to a computer all the times.
DSP controllers are used in many applications because of their fast computation in comparison with other controllers, low power consumption, short design cycle, embedded processor, high density, affordability, and capability to function without a computer [74] , [155] . As a result, DSP dominates in numerous applications. For example, a DSP is used to control a stable super-high-speed PMSM [156] . The SVPWM algorithm for three-level cascaded H-bridge inverter is implemented by DSP [157] . A DSP-based DTC is used for the torque ripple minimization of a VSI fed induction machine [158] . A DSP is implemented for controlling viable flux and torque as well as minimizing torque ripple for IM drive [159] . A DSP-based genetic PI speed controller is implemented for the speed loop of a brushless direct current (BLDC) motor [160] . DSP-based torque control is also implemented to DC motor [161] . A DSP-based DTC is used for a three-level inverter-fed IM drive [162] . A sensorless PMSM drives with DSP control is employed for operating speed in a wide range [155] . A DSP-based FLC is used to control the speed of an IM drive [120] , to manage the position loop for vector control for IM [163] , to improve the speed control of IM [164] , and enhance the PID speed controller for PMSM [74] . A DSP-based ANN controller is utilized to estimate the speed of an IM driven by a VSI [4] , to balance the capacitor voltage of a three-phase three-level power quality converter with SVPWM [165] [166] , to model torque estimation for an open-loop induction machine [167] , and to estimate the sensorless speed in indirect vector control for IM [168] . A DSP-based ANFIS controller is adopted to control IM speed [169] and DC motor [23] , and to improve the V/f control of IM [170] . Table 7 presents a comparison microcontroller, dSPACE, FPGA and DSP in application systems. Table 8 illustrates a comparison on the performance of controllers in TIM in terms of PWM switching techniques, control systems, controller techniques, digital integrated circuits, and settling time for speed response.
VI. ISSUES AND LIMITATIONS
The switching techniques and controller play an important role to enhance the performance for TIM. However, there are some issues and challenges which need to be addressed for the further improvement in performance of TIM.
A. COMPLEX COMPUTATION
The performance of SVPWM switching method is satisfactory because of its minor switching losses and its capability to reduce the harmonics in the output signals. Nonetheless, the SVPWM requires complex calculation in online operation which is the major concern for the real-time implementation [15] , [47] , [171] . This limitation could be addressed by employing an ANN and ANFIS based [112] , [122] SVPWM, which are considered as the efficient for the inverter operation. Nevertheless, the abovementioned approaches need a lot of data and a long time for training and learning the linear and nonlinear equations which cause trouble in real-time application.
B. CONVENTIONAL CONTROLLER ISSUES
The conventional controller issues are difficult to obtain on the suitable parameters for conventional performance for TIM control. Also, The conventional controller requires mathematical modeling which is very sensitive to parameter value fluctuation, rapid variation in reference speed, change in temperature, and load disturbances [83] , [181] , [184] .
C. FUZZY LOGIC CONTROLLER ISSUES
The number of MFs and rules are selected based on trial and error approach in the conventional FLC structure. However, this method requires a lot of computation and time until the favorable solution is achieved. Therefore, an adaptive FLC technique is proposed for controlling the speed of an induction motor based on optimization technique. This advanced technique has saved time and reduced the exhaustive trial-and-error process for achieving suitable MFs. The speed controller has been modeled based on appropriate MFs as input and validation results of the objective function computed by the optimization strategy as output.
D. PROTOTYPE IMPLEMENTATION
Many researchers have discussed the hardware implementation of the TIM drive controller using dSPACE, FPGA, and DSP [22] , [155] , [185] . However, dSPACE and FPGA are very expensive to implement and are not applicable for standalone operation. Moreover, they must be connected to the computer all the time. As for the DSP, it is used in many applications because of its fast computation, low power consumption, short design cycle, embedded processor, and higher density in comparison with other processors. Many existing studies use the specific motor controller to regulate the speed and load of the TIM. Accordingly, a multi-chip controller is needed for the control system of a multi-induction motor drive, but such controller is considered costly.
VII. CONCLUSION AND RECOMMENDATIONS
TIM is the highest energy consumer in the industry and could contribute to energy conservation to save energy cost and reduce the peak power demand. A significant amount of energy can be saved if the speed of the motor can be adjusted with the load. The speed of the motor can be controlled by developing appropriate controllers and switching techniques. The main contribution of this study is the comprehensive explanation of each method of switching techniques, conventional and intelligent controllers and digital integrated circuits including switching pattern, switching time, controller algorithm and mathematical expression, benefits and drawbacks.
The methods are discussed and analyzed in a comparative manner, with concrete results.
PWM switching techniques used in the TIM inverter include SPWM, SVPWM, carrier-based PWM, selective harmonic elimination PWM, and HBPWM. Among these techniques, the SVPWM is the best approach for switching and controlling the inverter because it can minimize switching losses and harmonic output signals. The speed of the motor is controlled using two main control strategies, namely, scalar and vector controls. The scalar control method is used in common by researchers due to its simple structure, design and low cost. Besides, this technique can efficiently control the variable speed without considering parameters oh TIM. The vector control method is also commonly used because of its high performance in controlling TIM. The conventional controller has a simple structure, easy design, need mathematical equations and do not need a learning step. On the contrary, intelligent controllers have a complex structure, do not require a mathematical model, and need a learning step and big data to train. Moreover, intelligent controllers achieve good performance if suitable data training, the number of nodes and type of activation functions are selected.
This review has proposed some significant and selective suggestions for the further technological development of TIM controller and switching method, such as:
i. Further investigation should be performed on FLC, ANN and ANFIS based SVPWM switching technique for different configuration of the inverter to improve the accuracy of ANN, ANFIS, and FLC. The intelligent controller such as ANN, ANFIS, and FLC controllers are suggested to implement in TIM to reduce overshoot, settling time, and steady state error. ii. The performance of ANFIS and FLC can be improved by selecting the appropriate membership function and rules. Also, The ANN accuracy can be enhanced by choosing suitable hidden layer neurons. iii. Various optimization techniques such as lighting search algorithm, backtracking search algorithm, particle swarm optimization, the genetic algorithm could be used for finding the optimal values and minimum error of ANN, ANFIS, and FLC. iv. The vector control with DTC, IFOC should be further studied for controlling the position of the flux, voltage, current vectors and minimizing the torque ripple for an induction machine. v. Further research should be conducted on dSPACE, FPGA, DSP based AI controller. vi. The research on finding the appropriate value of PID control parameters (K p , K i , K d ) should be explored. vii. The developed controller can be implemented on multi DC motor or multi permanent magnet synchronous motor drive to reduce the manufacturing price of the control system. These recommendations would be a significant contribution towards the development and implementation of switching techniques and controllers and would provide a concrete idea for researchers and manufacturers on advancement for future development of TIM.
