Abstract-A new approach using optimization technique for constructing low-dimensional dynamical systems of nonlinear partial differential equations (PDEs) is presented. After the spatial basis functions of the nonlinear PDEs are chosen, spatial basis functions expansions combined with weighted residual methods are used for time/space separation and truncation to obtain a high-dimensional dynamical system. Secondly, modes of lower-dimensional dynamical systems are obtained by linear combination from the modes of the high-dimensional dynamical systems (ordinary differential equations) of nonlinear PDEs. An error function for matrix of the linear combination coefficients is derived, and a simple algorithm to determine the optimal combination matrix is also introduced. A numerical example shows that the optimal dynamical system can use much smaller number of modes to capture the dynamics of nonlinear partial differential equations.
I. INTRODUCTION
Many problems in science and engineering are reduced to a set of nonlinear partial differential equations (PDEs) [1] through a process of mathematical modeling. Obtain a good model for the processes at a reasonable cost and accuracy is important for the industry, particularly in practical application. Such a model is necessary for fundamental analysis and control-related issues, including design, simulation, diagnosis and supervision.
Generally, two kinds of methods are mainly used to model the dynamics of nonlinear PDEs: conventional discretization approaches and advanced methods based on spatial basis function expansions [2, 3] . Conventional discretization approaches such as finite difference method (FDM) and finite element method (FEM), which require the definition of a mesh (domain discretisation) where the functions are approximated locally and higher-order schemes are necessary for more accurate approximation of the spatial derivatives. Thus, these methods often lead to high-order dynamical models of nonlinear PDEs. The advanced methods based on spatial basis function expansions such as spectral methods [2, [4] [5] [6] can derive a low-order ODE system to model the dynamics of nonlinear PDE. However, these general spatial basis functions are not optimal in the sense that the dimensional ODE systems to model the dynamics of PDEs are not lowest [7] .
Based on spatial basis function expansions, more studies are carried out for constructing the lowdimensional dynamical systems of the nonlinear PDEs. Approximate inertial manifold (AIM) [8] [9] [10] is an attracting method to find the low-dimensional dynamical systems of nonlinear PDE. Meanwhile, A methodology defining the basic spatial patterns taking into account the temporal dynamics of the reduced model was first derived by Hasselmann [11] , which is called principal interaction patterns (PIPs). Based on the idea of Hasselmann, a general algorithm for reducing a highdimensional Fourier-Galerkin approximation to a lowdimensional system was derived by Kwasniok [12] [13] [14] . However, the variational principle in the algorithm for PIPs reduces to a high-dimensional nonlinear minimization problem. If the nonlinear partial differential equations have complex nonlinear structure, the computation cost is quite large and the solution algorithm for the nonlinear minimization may not be numerically implemented. Then, the approached constructing optimal low-dimensional dynamical systems of nonlinear partial differential equations using PIPs have numerically difficulties in practical applications. Wu [15] also introduce an useful theory constructing optimal lowdimensional dynamical system based on known database or directly from PDEs. Unfortunately, these methods lead to low-dimensional dynamical ODE systems require much computation cost. It also restricts the practical application of these methods to model the more complex nonlinear PDEs.
Another common methods used for obtaining the lowdimensional dynamical systems for nonlinear partial differential equations is Kurhunen-loeve (KL) decomposition, which is also referred to as principal component analysis (PCA) [16] , empirical orthogonal function analysis, or proper orthogonal decomposition (POD). KL decomposition is a popular approach to find the low-dimensional principal spatial structures from the measured data. In order to obtain the empirical eigenfunctions (EEFs), a basic assumption is made that the data are fully representative of the temporal progress of a nonlinear PDE. However, the number and locations of sensors in the practical processes actually determine the number of the EEFs from data [17] . As only inputoutput data are used, the order and the accuracy of the model are limited because of the availability of sensors and actuators that result in a limited number of EEFs. Furthermore, KL decomposition is a linear model reduction method (i.e., linear projection and linear reconstruction). It may not be very suitable to model the nonlinear dynamics efficiently. This is because KL decomposition produces a linear approximation to the original nonlinear problem, which may not guarantee the assumption that minor components contain important dynamical information from nonlinear PDEs.
In this note, a new approach based on spatial basis function expansions for constructing low-dimensional dynamical systems of nonlinear partial differential equations (PDEs) using optimization technique [18] is presented. After selecting proper spatial basis functions, high-dimensional spectral based ODE systems are derived by basis function expansion and weighted residual methods (WRM). Thus, optimal dynamical systems are obtained by linear combination from the modes of spectral based ODE systems of nonlinear PDEs, while the combination matrix is obtained by optimization for an energy error function. A simple algorithm based on particle swarm optimization (PSO) [19] [20] [21] to determine the optimal combination matrix is also introduced. The numerical example shows that the optimal dynamical systems require much smaller number of modes to capture the dynamics of nonlinear PDEs.
II. DYNAMICAL SYSTEMS OF NONLINEAR PDES
We start out with the following nonlinear partial differential equation 
and initial condition:
where ( , ) u x t denotes the spatio-temporal state variable, 
is a nonlinear function which contains spatial derivatives of the state variable. To precisely characterize the nonlinear PDE systems considered in this work, we formulate the PDE of Eq. (1) as an infinite dimensional system in the Hilbert space  with the inner product:
where 12 , ww are two arbitrary functions of Hilbert space
Spatial basis function expansions combined with weighted residual methods, are among the most extensively used methods for the model reduction of PDEs. Such a combination has been shown to provide very accurate approximations of sufficiently smooth solutions. It is well known that a continuous function can be approximated using Fourier series [22] . Based on this principle, the spatio-temporal variable ( , ) u x t of the PDE can be expanded by a set of spatial trial functions
where () i ut denotes the corresponding time coefficient
denotes the infinite set of the eigenfunctions of linear operator of PDE (1). Similar to the Fourier series, only the first N modes of the expansion (5) will be retained in practice
Thus, the spatio-temporal variable is separated into a set of spatial BFs and the temporal variables. In the WRM, the residual equation of the model (1) generated from the truncated expansion (6) can be expressed as
which is made in the sense that dynamical systems can be rewritten in a general form as follows:
where 12 ( , , , )
u t t f u t t f u t t 
Optimal low-dimensional dynamical systems of nonlinear PDEs Dynamical systems (10) of nonlinear PDE often have high orders. New lower-dimensional dynamical systems with low computation cost have to be derived.
A. New Low-dimensional Dynamical Systems
Let the ith modes of new dynamical system are the linear combination of the modes of dynamical system (10) as follows: 
where 
where
B. Error Functions for Combination Matrix
Assuming the dimension N of ODE system (10) is large enough that it can capture the almost all dynamics of the nonlinear PDE (1) . Let the energy function of the ODE system (10) as follows:
Similarly, the energy functions of the low-dimensional dynamical system (13) can be given as follows:
To obtain a low-dimensional ODE system which can capture the dynamics of the nonlinear PDE, an error function that measures energy error between the ODE system and the low-dimensional dynamical system is introduced by 
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, W is the combination matrix in Eq. (12) which is assumed to be column orthogonal.
C. Optimization
The optimal low-dimensional dynamical system (13) can be obtained, while the combination matrix W is determined by minimizing the error function (17 (17) is that the combination matrix should be column orthogonal. Thus, the error functions for combination matrix can be approximated as follows.
Since
Error W u t I WW u t dt t t u t I WW u t
subject to (:, ) (:, )
The optimization of () EW (18) mainly contains several steps. Firstly, the fourth-order Runge-Kutta method are used to calculate the ODE system (10), thus (18) are known. Secondly, the particle swarm optimization (PSO) algorithm [19] [20] [21] is used to optimize the restricted error functions (18) . Particle swarm optimization (PSO) is a recently invented high-performance stochastic algorithm introduced in the middle of the 1990s. This algorithm is developed from the theory of artificial life and evolutionary computation and is used to solve A key characteristic of the PSO is that the algorithm itself is highly robust. This method may offer different routes through the problem hyperspace than other methods such as evolutionary algorithms, ant colony optimization, simulated annealing, genetic algorithms (GA) [23] , and so on. PSO [24] is similar to GA or evolutionary algorithms in several ways, but is much simpler than the rules of GA. This method does not have the "cross" (crossover) and "variability" (mutation) operation of a GA. Thus, this condition implies that PSO requires less computational bookkeeping and generally only a few lines of code. For applications in practical industrial engineering, a simpler algorithm is generally appealing. The calculations for the minimization of the error functions Q in the current study have established that the PSO is an effective optimization method.
In PSO for the minimization of Q , positions of particles are candidate solutions to the Nk -dimensional problem, and the moves of the particles are regarded as the search processes of better solutions. The position of the i th particle is represented by 
where: w is an inertia weight, 1 c and 2 c are two positive learning factors, and 1 r and 2 r are two random numbers uniformly distributed in the range between 0 and 1. A time parameter  in Eq. (20) determines the different flying time for each particle. Eq. (19) is used to update the velocity according to its previous velocity and the distances of its current position from i P and g P . Then, the particle flies toward a new position according to Eq. (20) .The principle and details of PSO algorithm is given in Ref [19] .
For the optimization of (18) 
III. A NUMERICAL EXAMPLE
In this section, the optimal low-dimensional dynamic system of nonlinear PDEs is constructed for a simple PDE model. Note that this example serves an illustration of the proposed methodology rather than a demonstration of the model reduction of a very large and complex system.
In order to evaluate the optimal low-dimensional dynamical systems for nonlinear PDEs, the Burgers Equation is studied. The Burgers equation is a onedimensional spatial model of a variety of threedimensional physical phenomena, greatly simplifying the problems while retaining many of the complex behavior characteristics. This equation contains nonlinear convection and diffusion terms and retains many of the interesting features of the Navier-Stokes equation. The governing equation may be written as
where the viscosity  is 0.3 and (21) subjects to the following boundary condition:
The numerical solution of the Burgers equations is obtained using the Runge-Kuta methods with Finite Difference discretization at the space and time domain. The approximation solution of Burgers equations in the example are given in the Fig. 1 . To obtain a high dimensional ODE system (9), the spatial basis functions and the weighting functions of Burgers equation (21) 
The first four spatial basis functions given by the Eq. Combining basis functions expansion (5) based on (24) and Galerkin method, an initial 10-order dynamical ODE system has been derived. Synthesis of the temporal output of 10-order dynamical ODE system together with the spatial basis functions (24) , the approximation of the Burgers equation is given in Fig. 3 . The approximation error of the 10-order dynamical system is given in the Fig.  4 .
The temporal integral interval is [0,3] and the energy value of the 10-order dynamical ODE system is 0.0811. To evaluate the optimal low dimensional dynamical systems of Burgers equations (21), 10 1  and 10 2  combination matrices are obtained from the optimization for error in (18) by the standard PSO algorithm and singular value decomposition. Thus, 1-order and 2-order optimal dynamical systems have been derived by linear combination (12) . Energy of inital ODE Energy of optimal ODE Figure 9 . Comparison for the energy value of the optimal dynamical system and initial ODE system with the same modes
The 1 st mode of 1-ordr optimal dynamical system and the 1 st mode of initial 10-order dynamical ODE system are shown in Fig. 5 and Fig. 6 , respectively. Similarly, the 1 st and 2 nd modes of 2-order optimal dynamical systems 2524 JOURNAL OF NETWORKS, VOL. 8, NO. 11, NOVEMBER 2013 and that of initial 10-order dynamical ODE system are also shown in Fig. 7 and Fig. 8 . As shown in Fig. 9 , the energy value of the obtained 1-order and 2-order optimal dynamical systems are 0.0809 and 0.0810, where that of the initial ODE systems with the same modes are 0.0312 and 0.0555 respectively. For the purpose of control, energy is the representative of the dynamics of systems. In Fig. 5 , the optimal dynamical system with the 1 or 2 modes have almost the all energy of the initial ODE system. In other words, the optimal dynamical system can capture the dynamics of the nonlinear PDE perfectly.
IV. CONCLUSIONS
In this note, a new approach based on spatial basis function expansions for constructing low-dimensional dynamical systems of nonlinear partial differential equations (PDEs) is presented. After choosing the proper spatial basis functions, spatial basis functions expansions combined with weighted residual methods are used for time/space separation and truncation. Optimal dynamical systems are obtained by linear combination from the modes of spectral based ODE systems of nonlinear PDEs, while the combination matrix is obtained by optimization for a energy error function. A simple algorithm based on particle swarm optimization (PSO) to determine the optimal combination matrix is also introduced. The numerical example shows that the optimal dynamical systems require much smaller number of modes to capture the dynamics of nonlinear PDEs.
