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We find one-shot bounds for concentration of maximally coherent states in the so called assisted
scenario. In this setting, Bob is restricted to performing incoherent operations on his quantum
system, however he is assisted by Alice, who holds a purification of Bob’s state and can send
classical data to him. We further show that in the asymptotic limit our one-shot bounds recover
the previously computed rate of asymptotic assisted concentration.
I. INTRODUCTION
Resource theories have been a powerful tool in developing our understanding of Quantum Information Theory
(QIT). For instance QIT can be seen as theories of interconversion of different resources [1]. Reource theories have
also allowed us to quantify the role of various quantum features, such as entanglement, in the performance of quantum
computational tasks [2, 3]. Outside of information theory, the resource-theoretic approach has found application in
the study of quantum thermodynamics [4, 5] and shared reference frames [6], among many others. General measures
such as the relative entropy of resource can be applied in different resource theories and carry analogous operational
interpretations in each [7–10].
The focus of this paper is the resource theory of quantum coherence. The fact that coherent superpositions of
quantum states are valid physical states is an essential feature of quantum mechanics, and it provides advantages of
quantum computation over it’s classical counterpart. The phenomenon of coherent superposition states has received
renewed focus through the lens of a quantum resource theory [11–17]. See also [18] for a detailed review. In the
resource theory of coherence, a state is considered resourceful if it is non-diagonal in a particular fixed basis. In other
words, all free states have the form δ =
∑
i
δi|i〉〈i|, where {|i〉}i is some fixed basis known as the incoherent basis.
Several different families of free operations have been proposed in the literature, and they all share in the property of
mapping the set of free states onto itself. Quantification of the amount of coherence in a quantum state is achieved
through several coherence monotones, one such coherence monotone being the relative entropy of coherence Cr(·).
The conditions which allow transformation between different states via free operations is an important operational
question that has been answered for pure states but is still unknown for mixed states [16]. There also exists a maximally
resourceful state and it’s optimal interconversion with arbitrary states defines the task of coherence concentration,
coherence distillation and coherence dilution. Interestingly, when the free operations are identified as the so-called
class of incoherent operations [11], the relative entropy of coherence turns out to be the optimal rate for distilling
maximally coherent states, thereby providing an operational interpretation of the measure. The aim of this work is
to compute the rate for generating maximally coherent states on one system under the assistance of a second party.
There is a strong similarity between the resource theories of coherence and entanglement, and some of these
connections have been pointed out in [19–22] . The equivalence in structure between the coherence of assistance
and the entanglement of assistance was exploited in [23] to find the asymptotic coherence of assistance. Inspired
by previous work on the problem of one-shot, or single-copy, assisted entanglement concentration [24], in this paper
we bound the one-shot assisted coherence concentration. In the assisted concentration scenario, Alice and Bob share
a bipartite pure state |ψ〉AB and the goal is to maximize the rate of concentration of unit maximally coherent
states (MCS) |Φ2〉 = 1√2 (|0〉+ |1〉) on Bob’s side, while Bob is restricted to using incoherent operations and one-way
communication is allowed from Alice to Bob. The ideal assisted concentration rate in the asymptotic setting Cc(ψ
AB),
i.e., when Alice and Bob share many copies of the state |ψ〉AB, is known to be equal to coherence of assistance [23].
While this rate is achievable with many copies of the state, in realistic scenarios resources are limited. Thus a more
practical question is the following: if we allow for some bounded error in the process, how many copies of a maximally
coherent state can we generate from just a single copy of the given pure state ψAB? While this question has been
answered for concentration and dilution in the unassisted setting [25–27], it has remained an open question for the
one-shot assisted concentration paradigm, and it is one that we answer in this paper.
In section II we clarify notation and present definitions for the quantities we use in this paper. In section III we
derive bounds on the one-shot (unassisted) concentration of MCS from an arbitrary pure state. While this problem
has been previously solved in [25], our approach uses different techniques. In section IV we generalize these bounds to
2get the average rate of concentration from an ensemble of pure states and in section V we show that in the asymptotic
limit we recover the appropriate rate. Finally we present our conclusions in section VI.
II. DEFINITIONS AND NOTATIONS
We fix a particular basis {|i〉}i as the incoherent basis and let I denotes the set of states which are incoherent
(diagonal) in this basis. We will use the fidelity measure defined as,
F (ρ, σ) := Tr
(√√
σρ
√
σ
)
= ‖√ρ√σ‖1. (1)
The following lemmas are well-known.
Lemma 1 For any self-adjoint operator A and B and any positive operator 0 ≤ P ≤ I,
Tr(P (A −B)) ≤ Tr(A−B)+ ≤ ‖A−B‖1, (2)
where (X)+ denotes the positive part of the operator X.
Proof: see [28]
Lemma 2 For any state ρ and an operator 0 ≤ Λ ≤ I such that Tr(Λρ) ≥ 1− ǫ then,
‖ρ−
√
Λρ
√
Λ‖1 ≤ 2
√
ǫ (3)
Proof: see [29], [30].
We also define the following entropic quantities: for any ρ, σ ≥ 0 and any 0 ≤ P ≤ I, and α ∈ (0,∞) \ {1} ,
SPα (ρ‖σ) =
1
α− 1 log2Tr
[√
Pρα
√
Pσ1−α
]
. (4)
Notice that for P = I, this reduces to the relative Re´nyi entropy. We will be often using the quantity,
SP0 (ρ‖σ) = lim
α→0
SPα (ρ|σ) = − log2 Tr
[√
PΠρ
√
Pσ
]
, (5)
where Πρ is the projector unto the support of ρ. Notice that the quantity,
SI0(ρ‖σ) = S0(ρ‖σ) = − log2(TrΠρσ) (6)
is the relative Re´nyi entropy of order 0. The relative entropy of coherence is defined as,
Cr(ρ) := min
δ∈I
S(ρ‖δ) = S(∆(ρ)) − S(ρ), (7)
where S(·‖·) ≡ SI1(·‖·) ≡ S1(·‖·) is the relative entropy and S(·) is the von-Neumann entropy. We use S0(ρ‖σ) to
define the min-entropy of coherence as,
Cmin(ρ) = min
σ∈I
S0(ρ‖σ). (8)
where I is the set of incoherent states. We also define the min-entropy as,
Smin(ρ) = − log2(λmax(ρ)), (9)
where λmax(ρ) is the largest eigenvalue of ρ. To define smoothed versions of these entropic quantities we define the
ǫ-close ball for any state ρ and ǫ ≥ 0 as,
b(ρ, ǫ) = {σ : σ ≥ 0,Tr[σ] = 1, F 2(ρ, σ) ≥ 1− ǫ}. (10)
Similarly we define a ǫ-close ball of pure states
b∗(ρ, ǫ) = {|ψ〉 : ψ ∈ b(ρ, ǫ)}. (11)
3We define the smoothed versions of Smin(·) as follows : for any given ǫ ≥ 0, the smoothed min-entropy is defined as,
Sǫmin(ρ) = max
ρ∈b(ρ,ǫ)
Smin(ρ). (12)
We define a pure state smoothed version of this quantity as,
S∗ǫmin(ρ) = max
ψ∈b∗(ρ,ǫ)
Smin(ψ), (13)
where the smoothing is confined to the pure state ball b∗(ρ, ǫ). The asymptotic coherence of assistance for a state ρB
is defined as [23]
Da(ρ
B) := max
{pi,ψi}i:∑
i
piψi=ρ
B
∑
i
piCr(ψ
AB
i ) = S(∆(ρ
B)), (14)
where Cr(ρ) is the relative entropy of coherence, S(ρ) is the von-Neumann entropy and ∆ is the dephasing operation
in the fixed reference basis. We define the one-shot assisted coherence concentration as,
C
A|B
O,ǫ (|ψ〉AB) := maxΛ∈O{log2M |F
2(ΛAB→B
′
(|ψ〉AB),ΦB′M ) ≥ 1− ǫ}, (15)
where O is the set of local quantum-incoherent operations with one-way classical communication (LQICC-1), ǫ ≥ 0,
F (ρ, σ) is the fidelity and,
|ΦM 〉 = 1√
M
∑
i
|i〉 , (16)
is the maximally coherent state of rank M . The optimal procedure for Alice to assist Bob would be to perform some
POVM {PAi }i on her part of the state and communicate the result to Bob who would then apply an incoherent
operation Λi depending on Alice’s outcome. Then the optimal rate must be equal to the following quantity :
Ca(ρ
B, ǫ) := max
{PAi }i
max
M∈N
{
log2M : max{ΛBi }i
F 2
(∑
i
piΛ
B
i (ρ
B
i ),Φ
B′
M
)
≥ 1− ǫ
}
; (17)
which we call the one-shot coherence of assistance, where piρ
B
i = TrA((P
A
i ⊗ IB)ψAB). The one-shot coherence of
assistance can be equivalently defined as,
Ca(ρ
B , ǫ) := max
{pi,ψBi }i
max
M∈N
{
log2M : max{ΛBi }i
F 2
(∑
i
piΛ
B
i (ψ
B
i ),Φ
B′
M
)
≥ 1− ǫ
}
, (18)
where ρB =
∑
i
piψ
B
i , since without loss of generality, the maximization over POVMs {PAi }i can be restricted to
rank-1 POVMs and this is equivalent to preparing any ensemble on Bob’s side consistent with his reduced state ρB
[24]. Operationally the concentration task can be split into two parts; Alice prepares an optimal pure state ensemble
{pi, ψBi }i by performing a suitable measurement and communicates the index i to Bob. Bob then performs an optimal
incoherent operation on this state to distil the maximally coherent state. Then our task is reduced to finding the
optimal rate of distilling the optimal pure state ensemble which will be the best achievable rate on average.
III. PURE STATE CONCENTRATION
We will now derive bounds for the one-shot pure state concentration of MCS. The pure one-shot coherence concen-
tration rate for a pure state ψ, a set of incoherent operations O and ǫ ≥ 0 is defined as :
Cc(ψ, ǫ) := max
M∈N
{
log2M : max
Λ∈O
F 2(Λ(ψ),ΦM ) ≥ 1− ǫ
}
. (19)
4Theorem 1 For any pure state ψ and ǫ ≥ 0
S∗ǫmin(∆(ψ)) − δ ≤ Cc(ψ, ǫ) ≤ S∗,2ǫmin(∆(ψ)), (20)
where 0 ≤ δ ≤ 1 is a number which ensures the lower limit is the logarithm of an integer.
Proof: It is known that if ∆(ΦM ) ≻ ∆(ψ), where the notation p ≻ q indicates that p majorizes q, then there
exists an incoherent operation Λ such that Λ(ψ) = ΦM [16]. Let spec(∆(ΦM )) = (
1
M
, 1
M
, ..., 1
M
) and spec(∆(ψ)) =
(ψ1, ψ2, , ..., ψd) Then the majorization condition implies that,
k∑
i=1
1
M
≥
k∑
i=1
ψ
↓
i , ∀k, d, (21)
where the ψ↓i are the ψi in a monotonically decreasing order. Notice that in this case
1
M
≥ ψmax ≡ max
j
ψj is sufficient
to imply the majorization condition in equation (21) and ensuring the existence of an SIO that achieves the desired
transformation. This implies that Λ(ψ) = ΦM for any M such that Smin(∆(ψ)) = − logλmax ≥ logM . In particular
M = ⌊2Smin(∆(ψ))⌋ is always achievable. Consequently, for any pure state ψ ∈ b∗(ψ, ǫ) there exists an SIO operation
Λ such that Λ(ψ) = ΦM for M = ⌊2Smin(∆(ψ))⌋. Due to the monotonicity of fidelity under positive trace-preserving
maps we have,
1− ǫ ≤ 1− ǫ2 ≤ F 2(ψ, ψ),
≤ F 2(Λ(ψ),Λ(ψ)),
= F 2(Λ(ψ),ΦM ).
(22)
Hence, Cc(ψ, ǫ) ≥ log2M for any state ψ ∈ b∗(ψ, ǫ), or
Cc(ψ, ǫ) ≥ max
ψ∈b∗(ψ,ǫ)
log2⌊2Smin(∆(ψ))⌋. (23)
Using the definition of S∗ǫmin(ρ) in equation (13) we can write,
Cc(ψ, ǫ) ≥ log2⌊2S
∗ǫ
min(∆(ψ))⌋. (24)
For the converse, let M be the maximum of all ǫ-achievable rates for concentration of the pure state ψ, i.e., there
exists an incoherent operation Λ such that F 2(Λ(ψ),ΦM ) ≥ 1− ǫ. Note that for any incoherent state γ ∈ I we
ΦMΛ(γ)ΦM =
1
M
ΦM , (25)
since δ ∈ I implies ΦMδΦM = 1MΦM . Multiplying both sides of equation (25) with Λ(ψ) and taking the trace gives,
Tr(Λ(ψ)ΦMΛ(γ)ΦM ) =
1
M
Tr(Λ(ψ)ΦM ),
≤ 1
M
,
(26)
where in the second line we have used the fact that Λ(ψ) ≤ I. Continuing from equation (26) we have,
log2M ≤ − log2Tr(ΦMΛ(ψ)ΦMΛ(γ)),
= − log2Tr(Λ∗(ΦMΛ(ψ)ΦM )γ),
(27)
where Λ∗ is the dual map of Λ such that Tr(XΛ(ρ)) = Tr(Λ∗(X)ρ). Defining Q := Λ∗(ΦMΛ(ψ)ΦM ) we have,
log2M ≤ − log2Tr(Qγ),
≤ − log2Tr(
√
Qψ
√
Qγ),
≤ − log2Tr(ψγ),
(28)
5where we use the fact that
√
Qψ
√
Q ≤ Q and we have introduced the normalized state |ψ〉 ≡
√
Q|ψ〉√
〈ψ|Q|ψ〉 . Since γ is an
arbitrary incoherent state, we thus have
log2M ≤ min
γ∈I
{− log2Tr(ψγ)} ,
= − log2(λmax(∆(ψ)),
= Smin(∆(ψ)).
(29)
We will now show that ψ ∈ b∗(ψ, 2ǫ). Note that
√
Tr(Qψ) =
√
Tr(ΦMΛ(ψ)ΦMΛ(ψ))) = 〈ΦM |Λ(ψ)|ΦM 〉 ,
= F 2(Λ(ψ),ΦM ) ≥ 1− ǫ.
(30)
and
F (ψ, ψ) =
〈ψ| √Q |ψ〉√
〈ψ|Q |ψ〉 ,
≥ 〈ψ|Q |ψ〉√〈ψ|Q |ψ〉 ,
=
√
Tr(Qψ),
> 1− ǫ,
(31)
where the last inequality follows from equation (30). This implies that,
F 2(ψ, ψ) > 1− 2ǫ (32)
and ψ ∈ b∗(ψ, 2ǫ). From equation (29) we can write,
log2M ≤ Smin(∆(ψ)),
≤ S∗,2ǫmin(∆(ψ)),
(33)
thus proving the theorem.
We note that our Theorem 1 is essentially equivalent to the result given in [25]. Using the theory of distillation
norms, the authors of Ref. [25] have shown the one-shot pure state concentration of coherence to be
Cc(ψ, ǫ) = min
σ∈I
DǫH(ψ‖σ)− δ, (34)
where DǫH(ψ‖σ) is the smoothed hypothesis testing relative entropy. That is, DǫH(ψ‖σ) = − logmin{Tr[σM ] : 0 ≤
M ≤ I, F 2(ψ,M) > 1− ǫ}. By applying Sion’s minimax theorem [31], we see that Eq. (34) reduces to
Cc(ψ, ǫ) = max
M∈B∗(ψ,ǫ)
Smin(∆(M)), (35)
where B∗(ψ, ǫ) = {M : 0 ≤ M ≤ I, F 2(ψ,M) > 1 − ǫ} is the so-called operator ball around ψ. Note that
B∗(ψ, ǫ) ⊃ b(ψ, ǫ) ⊃ b∗(ψ, ǫ). Our lower bound in Theorem 1 therefore implies that the maximum in Eq. (35) is
attained by a pure state M .
IV. COHERENCE CONCENTRATION FOR AN ENSEMBLE OF PURE STATES
For any given pure state ensemble E = {pi, ψi}i we define the coherence concentration for E as :
Cc(E, ǫ) := max
M∈N
{
log2M : max{Λi}i
F 2
(∑
i
piΛi(ψi),ΦM
)
≥ 1− ǫ
}
, (36)
where Λi are incoherent operators. The one-shot coherence of assistance is then given by,
Ca(ρ, ǫ) = max
E
Cc(E, ǫ), (37)
6where E are all possible pure state ensemble decompositions of ρ. We will now define for any ensemble E = {pi, ψi}i
the following quantity :
F∆min(E) := min
i
Smin(∆(ψi)). (38)
This is an estimate of the minimum coherence that can be distilled from the ensemble E. Also for any ensemble E
and ǫ ≥ 0 we define the set :
b(E, ǫ) :=
{
E = {pi, ψi}i :
∑
i
piF
2(ψi, ψi) ≥ 1− ǫ
}
. (39)
Now we state our main result :
Theorem 2 For any given ensemble E = {pi, ψi}i of pure states, and any ǫ ≥ 0,
max
E∈b(E,ǫ)
F∆min(E)− δ ≤ Cc(E, ǫ) ≤ max
E∈b(E,2ǫ)
F∆min(E), (40)
where 0 ≤ δ ≤ 1 is a number to ensure that the lower limit is the logarithm of an integer.
Our proof of Theorem 2 follows in parallel to the proof of Theorem 1. For the lower bound, let E = {pi, ψi}i be
any ensemble such that E ∈ b(E, ǫ), i.e. ∑
i
piF
2(ψi, ψi) ≥ 1− ǫ. As in the proof of Theorem 1, we know that for each
pure state ψi Bob can distill a maximally coherent state of length log2
⌊
2Smin(∆(ψi))
⌋
without error. Then there exists
a set of incoherent operations {Λi}i such that Λi(ψi) = ΦM(E), where M(E) ≡ min
i
⌊
2Smin(∆(ψi))
⌋
. This is because
each ψi ∈ E can attain a maximally coherent state of at least length M(E) using incoherent operations. Then,
1− ǫ ≤
∑
i
piF
2(ψi, ψi),
≤
∑
i
piF
2(Λi(ψi),Λi(ψi)),
=
∑
i
piF
2(Λi(ψi),ΦM(E)),
= F 2
(∑
i
piΛi (ψi) ,ΦM(E)
)
,
(41)
where the second line follows from the monotonicity of fidelity under CP maps. Since this holds for any E ∈ b(E, ǫ),
we conclude that
Cc(E, ǫ) ≥ max
E∈b(E,ǫ)
min
i
Smin(∆(ψi)) − δ,
= max
E∈b(E,ǫ)
F∆min(E)− δ,
(42)
thus proving the lemma.
For the converse, suppose that Cc(C, ǫ) = log2M . Then there exists a family of incoherent maps {Λi}i such that
1− ǫ ≤ F 2
(∑
i
piΛi(ψi),ΦM
)
=
∑
i
pi 〈ΦM |Λi(ψi) |ΦM 〉 . (43)
Since each Λi is incoherent, for any γ ∈ I we have that
ΦMΛi(γ)ΦM ≤ 1
M
ΦM . (44)
7With Λi(ψi) ≤ I, we can multiply both sides of the previous equation by Λi(ψi) and take the trace to obtain
log2M ≤ − logTr [ΦMΛi(ψi)ΦMΛi(γ)]
= − logTr [Λ∗i (ΦMΛi(ψi)ΦM ) γ]
= − logTr[Qiγ]
≤ − logTr
[√
Qiψi
√
Qiγ
]
≤ − logTr[ψiγ], (45)
where we have used the fact that
√
Qψi
√
Q ≤ Q and we have introduced the normalized state |ψi〉 ≡
√
Qi|ψi〉√
〈ψi|Qi|ψi〉
.
Define the pure state ensemble E ≡ {|ψi〉 , pi}i. Returning to equation (45), we can choose the incoherent state γ to
an eigenvector associated with the largest eigenvalue of ∆(ψi). Using this inequality on every |ψi〉 ∈ E, we obtain
log2M ≤ min
i
Smin(∆(ψi)) = F
∆
min(C). (46)
It remains to show that E ∈ b(E, 2ǫ). Using the inequality in Eq. (31), we have√∑
i
piF 2(ψi, ψi) ≥
√∑
j
piTr[Qiψi]
=
√∑
i
pi 〈ΦM |Λi(ψi) |ΦM 〉2
≥
∑
i
pi 〈ΦM |Λi(ψi) |ΦM 〉 ≥ 1− ǫ, (47)
where the second inequality follows from the concavity of the function f(x) =
√
x. Hence
∑
i piF
2(ψi, ψi) ≥ (1−ǫ)2 ≥
1− 2ǫ.
V. ASYMPTOTIC COHERENCE OF ASSISTANCE
For a mixed state ρ ≡ ρB, its one-shot coherence of assistance is given by
Ca(ρ, ǫ) = max
E
Cc(E, ǫ), (48)
where the maximization is over all ensemble decompositions E of ρ. The coherence of assistance for ρ is defined by
Da(ρ) = max
E={pi,ψi}i
∑
i
piS(∆(ψi)), (49)
with its regularized version being D∞a (ρ) = lim
n→∞
1
n
Da(ρ
⊗n). The asymptotic assisted coherence concentration for
Alice and Bob sharing a pure state |ψ〉AB is given by [23],
DA|Bc (|ψ〉AB) = D∞a (ρB) = S(∆(ρB)), (50)
where ρB = TrA(|ψ〉AB). We define the asymptotic limit of the one-shot coherence of assistance as,
C∞a (ρ) = lim
ǫ→0
lim
n→∞
1
n
Ca(ρ
⊗n, ǫ). (51)
We will now show that under this limit we recover the asymptotic expression.
Theorem 3 For any state ρ,
C∞a (ρ) = D
∞
a (ρ). (52)
8Lemma 3 For any state ρ,
C∞a (ρ) ≤ D∞a (ρ). (53)
Proof : Suppose ρ has support on a d-dimensional space. From Theorem 2, we have
Ca(ρ
⊗n, ǫ) ≤ max
E
max
E∈b(E,2ǫ)
F∆min(E) ≤ max
E
max
E∈b(E,2ǫ)
∑
i
piSmin(∆(ψi))
≤ max
E
max
E∈b(E,2ǫ)
∑
i
piS(∆(ψi)), (54)
where the first maximization is taken over all ensembles E generating ρ⊗n. To bound the last term introduce the QC
states σBX =
∑
i piψi ⊗ |i〉〈i|, σBX =
∑
i piψi ⊗ |i〉〈i|, and note
||σBX − σBX || =
∑
i
pi||ψi − ψi|| = 2
∑
i
pi
√
1− F 2(ψi, ψi) ≤ 2
√
1−
∑
i
piF 2(ψi, ψi) ≤ 2
√
2ǫ. (55)
If we let ∆B denote the dephasing map on system B then we further have δ := ||∆B(σBX)−∆B(σBX)|| ≤ 2√2ǫ. An
application of the Alicki-Fannes inequality [32] to the (classical) states ∆B(σBX) and ∆B(σBX) yields∣∣∣∣∣
∑
i
piS(∆(ψi))−
∑
i
piS(∆(ψi))
∣∣∣∣∣ ≤ 4δn log(d) + h(δ), (56)
where h(δ) := −δ log2(δ)− (1 − δ) log2(1− δ), is the binary entropy function. Hence
Ca(ρ
⊗n, ǫ) ≤ max
E
∑
i
piS(∆(ψi)) + 4δn log(d) + h(δ) = Da(ρ
⊗n) + 4δn log(d) + h(δ). (57)
Dividing both sides by n and taking the limits n→∞, ǫ→ 0 yields the desired result.
Definition 1 We define the quantum-classical state corresponding to any pure state ensemble E = {pi, ψBi }i as,
σBZE :=
∑
i
piψ
B
i ⊗ πZi . (58)
where πZi are orthogonal rank one projectors |i〉〈i|Z .
We define the function Cmin : D(HB ⊗HZ)→ R which is a smoothed version of Cmin(·) introduced in equation (8)
but defined for Q.C. states;
C
ǫ
min(σ
BZ
E ) := max
E∈b(E,ǫ)
min
νBZ∈I
S0(σ
BZ
E ‖νBZ). (59)
Further we will make use of the following lemmas,
Lemma 4 For any state ρB and any ǫ ≥ 0,
max
E
C
ǫ
2
min(σ
BZ
E
)− δ ≤ Ca(ρB, ǫ), (60)
where the maximization is taken over all ensembles E = {pi, ψi}i such that ρB =
∑
i
piψi , σ
BZ
E
:=
∑
i
piψi ⊗ πi and
0 ≤ δ ≤ 1 ensures the lower limit is the logarithm of a positive integer.
Proof: Notice that,
C
ǫ
2
min(σ
BZ
E
) := max
E∈b(E, ǫ
2
)
min
νBZ∈I
{
− log2Tr
(
ΠσBZ
E
νBZ
)}
,
= max
{pi,φi}i∈b(E, ǫ2 )
min
i
min
νB∈I
{− log2Tr(φiνB)} ,
= max
{pi,φi}i∈b(E, ǫ2 )
min
i
{− log2 λmax(∆(φi))} ,
= max
{pi,φi}i∈b(E, ǫ2 )
min
i
Smin(∆(φi)),
= max
E∈b(E, ǫ
2
)
F∆min(E),
≤ Cc(E, ǫ),
(61)
where the inequality comes from theorem 2. Maximizing over E proves the lemma.
9Lemma 5 Given a quantum classical state (σBZ
E
)⊗n and any general pure state ensemble En = {p(n)i , ψni }i such that
(σBZ
E
)⊗n =
∑
i
p
(n)
i ψ
n
i , we have
lim
ǫ→0
lim
n→∞
1
n
max
En
C
ǫ
min(σ
BnZn
En
) ≥ max
E
Cr(σ
BZ
E ), (62)
where Cr(σ) is relative entropy of coherence.
Proof: We need to use some results from the quantum information spectrum approach.
Definition 2 Given a sequence of states ρˆ = {ρn}∞n=1 with ρn ∈ D(H⊗n) (set of density operators in H⊗n) and
positive operators σˆ = {σn}∞n=1 with σn ∈ B(H⊗n) (set of positive operators acting on H⊗n), and defining ∆n(γ) :=
ρn − 2nγσn, the quantum spectral inf-divergence rate is defined as,
D(ρˆ‖σˆ) := sup
{
γ : lim inf
n→∞
Tr ({∆n ≥ 0}∆n) = 1
}
, (63)
where {X ≥ 0} for a self-adjoint operator X denotes the projector unto the non-negative eigenspace of X.
Lemma 6 Given a state ρn and a self-adjoint operator ωn, for any real γ,we have,
Tr ({ρn − 2nγωn}ωn) ≤ 2−nγ . (64)
Proof : see [33].
Lemma 7 For any given state ρB, let E = {pi, ψi} denote a pure state decomposition and En = {pi,n, ψni } denote a
pure state decomposition of the state (ρB)⊗n, then we have,
lim
ǫ→0
lim
n→∞
1
n
max
En
C
ǫ
min(σ
BnZn
En
) ≥ max
E
min
νBZ∈I
D(σˆBZ
E
‖νˆBZ), (65)
where σˆBZ
E
=
{
(σBZ
E
)⊗n
}
n≥1 and νˆ
BZ = {(νBZ)⊗n}n≥1.
Proof: Let E∗ be an ensemble such that it achieves the maximum in equation (65). By definition we have,
max
En
C
ǫ
min(σ
BnZn
En
) = max
En
max
En∈b(En,ǫ)
min
νB
nZn∈I
S0(σ
BnZn
En
‖νBnZn),
≥ max
E
max
En∈b(E⊗n,ǫ)
min
νB
nZn∈I
S0(σ
BnZn
En
‖νBnZn),
≥ max
En∈b((E∗)⊗n,ǫ)
min
νB
nZn∈I
S0(σ
BnZn
En
‖νBnZn),
(66)
where E⊗n is the product pure state ensemble {pi, ψi}⊗n . For each νBnZn and any γ ∈ R we define the projector,
Pnγ ≡ Pnγ (νB
nZn) := {(σBZ
E∗
)⊗n − 2nγνBnZn ≥ 0}. (67)
Since νB
nZn are incoherent states, the projector Pnγ also has a Q.C. structure. Let σˆ
BZ
E∗
be the i.i.d. sequence of states
{(σBZ
E∗
)⊗n}∞n=1. For a sequence νˆBZ := {νB
nZn
n }∞n=1 fix δ > 0 and choose γ ≡ γ(νˆBZ) := D(σˆBZE∗ ‖νˆBZn ) − δ. Then
from the definition of the quantum inf-divergence rate in equation (63), there exists an n large enough such that,
Tr
(
Pnγ (σ
BZ
E∗
)⊗n
) ≥ 1− ǫ, (68)
for any ǫ ≥ 0. Here we have used the fact that the quantum inf-divergence rate can be arternatively defined as (see
prop 2. in [28] )
D(ρˆ‖σˆ) := sup
{
γ : lim inf
n→∞ Tr ({∆
n ≥ 0}ρn) = 1
}
. (69)
Now we define,
Pnγ (σ
BZ
E∗
)⊗nPnγ
Tr
(
Pnγ (σ
BZ
E∗
)⊗n
) = ∑i pi,nψni ⊗ πni
Tr(Pnγ (σ
BZ
E∗
)⊗n)
≡ ωBnZn
E′n,γ
(νB
nZn) =: ωB
nZn
E′n,γ
, (70)
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where πni = |in〉〈in| and E′n is the pure state ensemble {pi,n, ψ
n
i
Tr(Pnγ (σ
BZ
E∗
)⊗n)
}i with ψni = TrZn(Pnγ (ψni ⊗ πni )Pnγ ). We
will now show that E′n ∈ b((E∗)⊗n, ǫ). Since Pnγ has a Q.C. structure, we can write it as Pnγ =
∑
iΠ
n
γ,i ⊗ πni . Where
Πnγ,i are projectors acting on the Hilbert space (HB)⊗n. Now we have,
1− ǫ ≤ Tr (Pnγ (σBZE∗ )⊗n) ,
= Tr
(∑
i
pi,nΠ
n
γ,iψ
n
i ⊗ πni
)
,
=
∑
i
pi,nTr
(
Πnγ,iψ
n
i
)
.
(71)
but note that,
F
(
ψ
n
i
Tr(Pnγ (σ
BZ
E∗
)⊗n)
, ψni
)
=
1√∑
j
pj,nTr(Πnγ,jψ
n
i )
Tr
(√
〈ψni |Πnγ,i|ψni 〉〈ψni |Πnγ,i|ψni 〉
)
,
=
1√∑
j
pj,nTr(Πnγ,jψ
n
i )
Tr
(
Πnγ,iψ
n
i
)
.
(72)
Hence we have,
∑
i
pi,nF
(
ψ
n
i
Tr(Pnγ (σ
BZ
E∗
)⊗n)
, ψni
)
=
√∑
j
pj,nTr(Πnγ,jψ
n
i ),
≥
∑
j
pj,nTr(Π
n
γ,jψ
n
i ),
≥ 1− ǫ,
(73)
where the last inequality follows from equation (71). Equation (73) implies that E′n ∈ S=((E∗)⊗n, ǫ). Proceeding from
equation (66) we have
lim
n→∞
1
n
(
max
En∈b((E∗)⊗n,ǫ)
min
νB
nZn∈I
S0(σ
BnZn
En
‖νBnZnn )
)
,
≥ lim
n→∞
1
n
min
νB
nZn∈I
S0(ω
BnZn
E′n,γ
‖νBnZnn ),
= lim
n→∞
1
n
min
νB
nZn∈I
{
− log2Tr
(
ΠωBnZn
E′n,γ
νB
nZn
n
)}
,
≥ lim
n→∞
1
n
min
νB
nZn∈I
{
− log2 Tr
(
Pnγ ν
BnZn
n
)}
,
≥ min
νˆBZ
γ(νˆBZ),
= D(σˆBZ
E∗
‖νˆBZn )− δ,
= max
E
D(σˆBZ
E
‖νˆBZn )− δ.
(74)
For the second inequality, we have used the fact that ΠωBnZn
E′n,γ
≤ Pnγ and the third inequality follows from lemma 6.
As this holds for arbitrary δ ≥ 0 we recover the statement of lemma 7 in the limit ǫ→ 0.
Lemma 8 For any sequence of states ρˆ = {ρ⊗n}n≥1,
min
σˆ
D(ρˆ‖σˆ) = Cr(ρ), (75)
where σˆ = {σn}n≥1 with σn ∈ I and Cr(ρ) = min
δ∈I
S(ρ‖δ) is the relative entropy of coherence.
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Proof: Consider the family of sets M := {Mn}n≥1
Mn := {δn ∈ In}n≥1 (76)
where In is the set of incoherent states in H⊗n.
Proposition 1 The family of sets M satisfies the conditions required to apply the generalized Stein’s lemma (propo-
sition III.1 in [5]) .
Proof: see appendix B.
From proposition 1 we have for a given state ρ,
S∞M :=
1
n
SMn(ρ⊗n), (77)
with SMn(ρ⊗n) := min
δn∈Mn
S(ρ⊗n‖δn). Let ∆n(γ) = ρ⊗n − 2nγδn. Then from the generalized Stein’s lemma in [5] it
follows that for γ > S∞M(ρ),
lim
n→∞
min
δn∈Mn
Tr ({∆n(γ) ≥ 0}∆n) = 0. (78)
This implies that min
σˆ
D(ρˆ‖σˆ) ≤ S∞M(ρ). Conversely, for γ < S∞M(ρ),
lim
n→∞
min
δn∈Mn
Tr ({∆n(γ) ≥ 0}∆n) = 1, (79)
which implies that min
σˆ
D(ρˆ‖σˆ) ≥ S∞M(ρ). Thus we have,
D(ρˆ‖σˆ) = S∞M(ρ). (80)
But by definition S∞M(ρ) ≡ C∞r (ρ) := lim
n→∞
1
n
min
δn∈I
S(ρ⊗n‖δn) = Cr(ρ) because of the additivity of the relative entropy
of coherence [16], thus proving lemma 8. Lemma 7 and lemma 8 together prove lemma 5.
Lemma 9 For any bipartite state ρB,
C∞a (ρ
B) ≥ lim
n→∞
1
n
Da((ρ
B)⊗n) ≡ Da∞(ρ). (81)
Proof: Let E = {pi, ψi}i be a pure state ensemble decomposition of ρ and En = {pin , ψBnin }in be such a decomposition
of (ρB)⊗n. As before we define the q.c. state,
σB
nZn
En
=
∑
i
pinφ
Bn
in ⊗ πZ
n
in , (82)
where πZ
n
in = |in〉〈in| is the incoherent basis in H⊗nZ . From lemma 4 we know that,
Ca((ρ
B)⊗n, ǫ) ≥ max
En
C
ǫ
2
min(σ
BnZn
En
)− δn, (83)
where 0 ≤ δn ≤ 1. So we have,
C∞a (ρ
B) := lim
ǫ→0
lim
n→∞
1
n
Ca((ρ
B)⊗n, ǫ),
≥ lim
ǫ→0
lim
n→∞
1
n
max
En
C
ǫ
2
min(σ
BnZn
En
),
≥ max
E
Cr(σ
BZ
E ),
(84)
where we have used lemma 4 for tne first inequality and lemma 5 for the last inequality. But since σBZ
E
is a quantum
classical state, we have (see appendix A)
Cr
(∑
i
piφ
B
i ⊗ πZi
)
=
∑
i
piCr(φi). (85)
Hence we have,
C∞a (ρ
B) := lim
ǫ→0
lim
n→∞
1
n
Ca((ρ
B)⊗n, ǫ) ≥ max
{pi,φBi }
∑
i
piCr(φ
B
i ) = Da(ρ
B). (86)
Lemma 3 and 9 proves theorem 3.
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VI. CONCLUSIONS
We have derived bounds for the one-shot concentration of maximally coherent states for pure states and average
rate for an ensemble of pure states. Using this we have given bounds on the one-shot coherence of assistance and
hence the assisted coherence concentration. We further show that asymptotically the one-shot quantity reduces to
the correct known result. Finding the one-shot concentration rate for a more general scenario than assistance where
communication is not restricted to being one-way and with multiple parties helping Bob, the so called collaboration
scenario, remains an open question. Our results highlight how techniques used in the resource theory of entanglement
can find ready application to the resource theory of coherence and we hope it will help deepen understanding of the
relationship between the two.
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Appendix A: Proof of equation (85)
Cr
(∑
i
piφi ⊗ πi
)
= S
(
∆
(∑
i
piφi ⊗ πi
))
− S
(∑
i
piφi ⊗ πi
)
= S
(∑
i
pi∆(φi)⊗ πi
)
− S
(∑
i
piφi ⊗ πi
) (A1)
For a general quantum-classical state, σ =
∑
i
qiσi ⊗ πi,
S(σ) = −Trσ lnσ
= −Tr

(∑
i
piσi ⊗ πi
)
ln

∑
j
pjσj ⊗ πj




= −Tr



∑
i,k
piλ
i
k|λik〉〈λik| ⊗ πi

 ln

∑
j,l
pjλ
j
l |λjl 〉〈λjl | ⊗ πj




= −Tr

∑
i,k
piλ
i
k ln(piλ
i
k)|λik〉〈λik| ⊗ πi


= −
∑
i,k
piλ
i
k ln(piλ
i
k)
= −
∑
i,k
piλ
i
k ln(pi)−
∑
i,k
piλ
i
k ln(λ
i
k)
= −
∑
i
pi ln pi +
∑
i
piS(σi)
(A2)
Applying the above result to equation (A1) we get,
Cr
(∑
i
piφi ⊗ πi
)
=
∑
i
piS(∆(φi))
=
∑
i
piCr(φi)
(A3)
Appendix B: M satisfies generalized Stein’s lemma
For the generalized Stein’s lemma to hold for a family of sets M the following conditions need to be met [5]
1. Each Mn must be closed and convex.
2. Each Mn contains σ⊗n for a full rank state σ ∈ D(H).
3. If ρ ∈Mn+1, then Trk(ρ) ∈Mn, for every k ∈ {1, ..., n+ 1}.
4. If ρ ∈Mn and ν ∈ Mm, then ρ⊗ ν ∈ Mn+m.
5. If ρ ∈Mn then PπρPπ ∈ Mn for every π ∈ Sn, where Pπ is the representation of a permutation π in H⊗n and
Sn is symmetric group of order n.
The set of incoherent states in H⊗n will be convex and closed satisfying the first condition. δ⊗n ∈ In satisfying
condition 2. Trk(δn+1) ∈ In where δn+1 ∈ In+1 for any k ∈ {1, ..., n + 1} satisfying condition 3. δn ⊗ νm ∈ Im+n
when δn ∈ In and νm ∈ Im hence condition 4. is satisfied. Finally the permutation operation is just a relabelling of
the incoherent basis hence the set of incoherent states will be closed under such a permutation and condition 5. is
satisfied.
