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Abstract--Masanao Aoki proposed a method for modeling multivariate time series based on recent 
developments in state space modeling techniques. The technique xploits certain features of Hankel 
matrices to determine system order, utilizes symplectic matrices to solve the moving average updating 
problem non-iteratively, and employs the balanced representation to obtain states with certain desirable 
properties. After a brief overview of the procedure, we consider the importance of proper scaling of the 
data and report on the relation between an autocorrelation version of the procedure and one due to 
Akaike. The scaled version is then applied to four monthly cattle series, two prices and two inventories. 
These series are highly seasonal, providing an opportunity to evaluate the formal approximation 
methodology inherent in the state space modeling procedure in contrast o the alternative procedure of 
separately identifying seasonal and nonseasonal models. We judge the out of sample forecasts to be both 
useful and surprisingly accurate. 
1. INTRODUCTION 
Since Wold's decomposition establishes that any stationary stochastic process can be separated into 
a set of autoregressive t rms and another set of serially uncorrelated errors, many time series 
procedures examine the sample autocorrelations and use a familiarity with the types of models that 
might produce these values to judgementally specify a model in terms of lagged data values and 
a moving average of innovations. These regressors are highly correlated with each other almost 
by definition, leading to large changes in the values of parameter estimates for minor specification 
changes and making it difficult to determine which of a variety of competing models will produce 
the best forecasts. When seasonality is added, the interaction of the seasonal and nonseasonal 
models adds another level of complexity to the process. The resulting modeling procedure has been 
criticized both for being highly subjective and for producing finished models that depend on the 
order of trial of intermediate models. 
Recently Masanao Aoki [1] described a new and very powerful multivariate time series modeling 
technique based on the principles of linear systems theory. This procedure (as well as several others) 
depends on states-dynamic factors--to summarize the information in the series rather than 
using past values and errors. While one form can always be derived from the other, there 
are different restrictions imposed and they will in general result in different models when applied 
to the data. These states are minimum sufficient statistics for the past history of the series and in 
Aoki's procedure are chosen so that the model specification search is robust with respect o 
misspecification and (conditionally) one-dimensional. 
As originally proposed the procedure used autocovariances and is therefore scale sensitive. Here 
we introduce a variant based on autocorrelations rather than autocovariances and trace through 
the effects on the states to ascertain preservation of the desirable properties. In this context hey 
are related to Akaike's states, and it is shown that while the transformation toAkaike's orthogonal 
states loses a valuable nesting property, the transformation to autocorrelations does not. 
The formal approximation to the autocorrelation sequence mployed eliminates the need to 
separately identify seasonal and nonseasonal models. When these attributes are combined with a 
method for incorporating error realizations and balancing errors over the entire forecast horizon, 
it is often possible to produce surprisingly accurate forecasts (see e.g. Aoki [1], Havenner and Tracy 
[2], Aoki and Havenner [3], Cerchi and Havenner [4], and Criddle and Havenner [5], as well as 
the application below). 
Both as an illustration and because the forecasts are valuable in another context, the procedure 
has been applied to monthly data on four California cattle series, two prices and two inventories, 
and the forecasts tested on new (out-of-sample) data. These series are highly cyclical, with an 
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annual cycle imposed by the technology of cattle reproduction and by dynamic variations in the 
nutrient value of range grasses. There is also some evidence of a longer term "capital" cycle 
resulting from the interaction of investment decisions and breeding stock fecundity• The forecasts 
are presented in Section 3 below• 
2. SYSTEM THEORETIC TIME SERIES (STTS): 
A BRIEF OVERVIEW OF THE PROCEDURE 
After introducing the modeling procedure and establishing the notation, we consider the effect 
of altered scaling and the link to an alternative method, with an investigation of certain properties 
of the procedure. 
2.1. The est imating equations 
The data are assumed to be drawn from a stationary stochastic process. We work with centered 
data i.e. the means of each series are subtracted. We deviate from Aoki's prescription i  also scaling 
each series by dividing it by its standard eviation i.e. by working with autocorrelations rather than 
autocovariances. 
The model is based on two fundamental equations: 
z,+ it, = Aztl~-) + BDe,, (1) 
Dyt = D/~ + DCztlt_ t + Dot. (2) 
The (n x 1) vector z denotes the (unobservable) states. Since the number of states is to be 
determined, there is no loss in generality in assuming that the state equation is first order--it is 
always possible to define new elements equal to the lag of other elements in the state vector to reach 
any lag desired. The (mx 1) vector y holds the m series to be modeled, with their unconditional 
means denoted p. The m element vector e is a serially uncorrelated but perhaps contemporaneously 
correlated error term. The states in this procedure are a linear combination of the data, so the two 
equations can be written with the same error; similarly, since every state space representation has 
an autoregressive-moving average counterpart and vice versa, by Wold's decomposition we can find 
an error vector e that is serially uncorrelated•t The matrix D is an m x m diagonal matrix of 
standard eviations of the m series, i.e. D = dg(~l, 72 . . . . .  7,,) ~/2, where each y~, l = 1, 2 . . . . .  m, is 
the variance of a series in y. The coefficient matrices A, B, and C and the scaling matrix D are 
to be estimated. 
When the data are centered and scaled by their standard eviations, the autocovariances of the 
transformed data are also the autocorrelations of the original data. The sample estimate of the lag 
I autocorrelation matrix is 
T- I  
/~ = T -t ~ Dyt+tY[D, l = 0, 1, 2 . . . . .  2N. (3) 
t= l  
We are trying to find a model that adequately approximates this sequence for l = 1, 2, 3 . . . .  
The systems theory approach arranges the sample estimates of the autocevariances, here 





tSee [I] for technical details beyond the brief overview presented here. 
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where 2N-  1 is the maximally distant autocorrelation to be modeled. As a practical matter, 
this depends on trading off sampling error in the estimated sample autocorrelations at long 
lags against he risk of not capturing all of the important lags.t It is important o recall that 
the determinantal polynomial in the lag operator for any individual series is the product of 
the maximum system lag times the number of series, so that N may be relatively small 
for multivariate models. Indeed, this interaction is the source of the difficulty in multivariate 
modeling. 
By the Kronecker theorem, the rank of the population counterpart of this matrix is the 
number of states necessary to characterize the system, n. This is established in the systems theory 
literature (see Kailath [6], for example) and in Aoki [1]; for an intuitive example based on the 
Yule--Walker equations, see Havenner and Aoki [7]. A computationally accurate method of 
determining the rank of H is provided by the singular value decomposition 
H = UXV' = U~l/2~)'~fl/2V ,, (5) 
where ~ is a diagonal matrix of singular values, and the associated vectors are orthonormal, 
i.e. U'U = V'V = I. The essence of the procedure is to approximate the space spanned by the 
Hankel matrix of autocorrelations by the subspace spanned by those singular vectors associated 
with nonzero singular values. If the autocorrelations were observed exactly, any singular values 
beyond the model order would be exactly zero. Since the autocorrelations are sample estimates 
they contain sampling error, as do the singular values of the Hankel matrix they make up. Ordering 
the estimated singular values from largest o smallest, any of a number of rules can be used to 
consistently estimate the cutoff point (see [3]). We have used a criterion analogous to a condition 
number in choosing ri, the estimated rank of H and the required number of states, so that ~+ l/#l 
is of order 1/~/-T. 
In the procedure described below the sample estimates of U, 2;, and V are denoted by tildes 
and are subscripted by ~ to indicate that they are based on only those nonzero singular values 
included in the approximating model.:~ (The matrix of singular values and the associated vectors 
are truncated by excluding those beyond t~ when ordered from largest o smallest.) 
It is easily shown that for the model of equations (1) and (2), 
Pt = DCAt- IflD, (6) 







DCA N- i 
(lID A~D A21"~D A3fID • • • A N- IIID). (7) 
Then by inspection 
H --- OK ,  
since [using equation (6)] the block components are equal to the autocorrelations. 
(8) 
tAll modeling procedures require specification of such a parameter, whether explicitly, as in this case and structural 
modeling, or implicitly, as when inspecting the autocorrelations in a more traditional time series setting. 
:~In general, tildes denote unconditional estimates uch as autocorrelations while circumflexes denote stimates derived from 
these more basic estimates. 
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Equating the O and K factorization above and the singular value decomposition of equation (5), 
we have two relations based on the ~ singular values and associated vectors 
0~ = (2~f~/2, (9) 
t~ = £~/:¢~, (10) 
which can be used to estimate A, B, and C.t 
The first block row of H, denoted Hi., is used to estimate C. From equation (7) 
HI. = DCK~, (11) 
so that an estimate of C is 
(~ = t ) - 'A l .R f  (12) 
where 1) is a sample estimate of D and I~- is a singular value generalized inverse of I~, i.e. 
so that 
R~R~- = (g~/2~r~) (9,f~f'/2) = I. (14) 
The first block column of H, denoted H.I is used to estimate li. (This covariance matrix is 
necessary for estimation of B.) Again from equation (7) 
H.,  = Of tD  (15) 
and an estimate of l i  is obtained from 
= O~-A,I]D -I (16) 
where O~- is a singular value generalized inverse of O, i.e., 
O f  = ~f  ~/2~, (17) 
so that 
Of Oh = (£f ' /2~) (Cj,£~/2) = I. (18) 
Estimation of A use both the relations developed above. Define 
lrt = OAK, (19) 
where the left arrow notation is motivated by the recognition that this is equivalent to shifting the 
blocks of the original definition of H left one place (shifting the brackets right) and filling in on 
the right. This follows immediately from equations (6) and (7). Then an estimate of A is 
= O~- l~f  (20) 
using both relation (13) and (17). 
To estimate B we must jointly solve three matrix equations that are derived from the state 
covariance matrix, Ez,+ q~,+ ~1, = -~, Eete~ = ~, and 1) defined above, along with the unconditional 
data correlation matrix P0. Using the orthogonality of the innovations e, and the current states 
zd,_ ~ and the fact that both the errors and the states have zero expectations, imply taking the 
expectation of the state equation (1) with itself transposed gives 
.~ = A.~A ' + B~B' .  (21) 
Similarly, taking the expectation of the observation equation (2) with itself transposed gives 
P0 - D/q~'D + DCZC'D + DieD (22) 
while the expectation of the state equation with the observation equation transposed gives 
l iD -- A.~C'D + B~PD. (23) 
frhe statistical properties ofthese stimators have been developed in Havenner and Aoki [8], where they are interpreted 
as instrumental variable stimators (due to the latent state variables). 
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These equations can be solved for estimates of ,~, ~, and B conditional on estimates of A, P0, [~, 
/~, C, and D both by iterative and non-iterative methods (see [1]). 
With estimates of A, B, and C and an estimate of the initial state vector z0 equations (1) and 
(2) can be solved for in and out of sample forecasts. The initial conditions can be set arbitrarily 
(usually to zero) since their effect declines asymptotically for stationary processes. Alternatively, 
the initial states can be backcast ("smoothing" in the engineering literature); see Aoki and 
Havenner [3] for details. 
2.2. Scaling and strict nesting 
As developed above, we differ slightly from Aoki's prescription in using the autocorrelations 
rather than the autocovariances. Since the singular value decomposition is sensitive to scale, the 
series must be transformed to vary in approximately the same order of magnitude or else the 
"small" series will be neglected in the approximation. In this section, we show that the use of 
autocorrelations leaves unchanged the essential characteristics of Aoki's procedure and contrastt 
it to one by Akaike [9] in which the scaling changes the characteristics, producing orthogonal states 
with coefficients that do not have the strict nesting property. 
First consider Akaike's procedure. Define 
Y;'=(Y~,Y~-~,''.,Y~-N) and y+'=(y;,y~+] . . . . .  y~+~), 
i.e. data vectors tacked over the past and future. Stack N repetitions of the vector p in a new vector 
denoted/~ +.Then the covariance of the future with the past, 
H = E(y + - /~  5)(y;- ] _ / :  5),, (24) 
is a Hankel matrix. The covariance of the data over all lags is 
A = E(y~- - /~ 5)(y7 - p 5), = E(y+ _ p +)(y+ _/~ 5),. (25) 
Now consider normalizing:~ the data by A-'/2, where A = AI/2A m/2', 
y . -p  5 = A- I/2(y; _ / l  5), (26) 
with an analogous definition for y* + - /*  5. The Hankel matrix of the transformed data is 
E(y* + - /~ 5) (y. - ,  _/~ 5,) = A- I/2I-IA- ,/2, = G, (27) 
with singular value decomposition 
Then 
and 
are canonical vectors since 
and 
G = U*I:*V*'. (28) 
11,- - V*'y*- = V*'A- I/2(yt-- - # +) 
I1+ = U*'y* + = U*'A- l/2y+ 
(29) 
(30) 
Eq+q~ = I (31) 
Eq+ q,-_ ' , = U*'A-I/2HA-v:'V* = U*'GV* = 2:*. (32) 
Aoki and Havenner [3] show that the states from this A -~/2 transformed data are 
__ * * ,  -1/2 - 
Z~t - I - -  ~ ~d A (Yt- l - Jr+), (33)  
tThe comparison to Akaike's procedure is developed in Aoki and Havenner [3], which can be consulted for additional 
details. 
~/Normalizing the data in this way does not imply that the autocorrelations of the untransformed ata are the 
autocovariances of the transformed ata of course. 
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where the population singular values and vectors have been replaced by the sample estimates 
including only t] nonzero singular values and the associated vectors. 
These states have a diagonal covariance matrix since 
EZt~ t - iZt~t p_ | = ~'~* 1 /21Y* 'A-  1/2AA - 1/21/*~P* 1/2 ..,  -~ . . . .  ~,,~ = I~*. (34) 
By contrast he states from Aoki's procedure, whether based on autocovariances or autocorre- 
lations, are not orthogonal. These states aref 
z,L,-, = £~7~- ' ( I  ® 15- b(yT- ~ - ~±). (35) 
While these states are not orthogonal [see equation (21) above], they do have another property 
that is very useful: the states are chosen so that for the coefficients on these states (A and C), 
models of lower dimension are strictly nested within models of higher dimension, i.e. the common 
coefficients are identical. The covariance matrix of the states and the data, fl, also enjoys this 
property, which results from choosing the states so that the model is internally balanced, i.e. 
O'O = KK' = I~ (see Moore [10]). Equating the singular value decomposition of equation (5) with 
the OK factorization in equation (8) guarantees strict nesting, as will be apparent in the example 
below. 
Consider the estimation of C; estimation of fl and A is similar. Define 13~. to be the frst block 
row (m actual rows) of U, analogous to the definition of 1°1~.. From equation (12), 
C = 15-'A~,~,~-'/2 
= 15- '0 , .£¢ 'v~£~ i/2 
= fi-'O,.:l::; (~)  £Z '/2 
= 15 = l~ ,  f~/2. (36) 
Thus the matrix (~ is composed of scaled singular vectors. Since they are orthogonal, adding an 
additional state simply increases r~ but leaves the earlier singular vectors, and therefore the common 
columns of ~, unchanged in the algebra above. Scaling by a diagonal matrix such as ( I®D -') 
preserves the strict nesting property, while scaling by A-1/2 as in Akaike's procedure trades it for 
orthogonal states. 
From equation (35) we can see that (~ is just the first block row of the singular value 
decomposition of fl, as would be expected from comparing equations (7) and (8). Thus equation 
(12) simply selects the first block row of O in equation (9), since it is an estimate of C as is apparent 
from equation (7). 
While the balanced representation was originally designed to ensure certain desirable numerical 
properties (specifically, the eigenvalues ofA do not exceed one and the maximum condition umber 
of O and K is a minimum), in the time series world of model determination it has an additional 
implication: since the common coefficients are invariant over choice of the number of states, they 
are consistently estimated even when the model is misspecified.:~ Further, since the states are 
selected by association with decreasing singular values, the most important states (in terms of 
approximating the sample autocorrelations) enter first, so that only effects less important than those 
included in the model are omitted if the model is misspecified. We believe this is responsible for 
a measure of the method's uccess, since it avoids the sequence-dependent model respecifcation 
inherent in other time series procedures. 
3. THE BEEF MODEL 
Beef production is characterized by long gestation periods, with today's decisions affecting 
output far into the future. Accurate forecasts of both price and inventories are important in 
?The derivation of tht~e states parallels that of Aoki and Havenner [1], adjusted for means and the scaling matrix D. 
:~Se¢ Havenner and Aoki [3]. 
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coordinating production to avoid the cycles of boom and bust possible and even likely with such 
long lags. 
Cattle may be viewed as capital goods with both consumptive and investment values, i.e. they 
can be immediately sold for profit, or they can be held for future profit (see Jarvis [ 111). When prices 
are high, ranchers sell more cattle for immediate profit, while when prices are low cattle are 
withheld from market. Investment value can be derived from at least three sources: (i) cattle are 
placed on range to graze and through grazing increase in weight, (ii) value is gained during periods 
of rising beef prices when cattle act as a growth stock, and (iii) there is breeding stock value from 
potential reproduction while being held. On the other hand, when prices decline below some 
reservation level, ranchers may slaughter their herds without delivering them to market to avoid 
incurring variable costs. 
Even rangeland embodies a capital value, adding to the complexity of beef dynamics. In periods 
of high feed supplement prices, high beef prices, and/or uncertain tenancy, ranchers may choose 
to cash out the value of rangelands through intensified use, with rebuilding during the opposite 
periods. 
Thus decisions to invest or disinvest depend on expectations about range conditions, price, 
instantaneous growth rates, fecundity, the age and size of the breeding herd, and the rate of return 
on investment in cattle relative to the opportunity cost of investment in general. These variables 
interact in complicated ways, with important dynamics; even if a complete structural model of 
endogenous variables was developed, its forecasts might be poor due to inadequate forecasts of 
the exogenous variables and poor dynamic specifications. These considerations make beef price and 
quantity forecasting a prime candidate for the multivariate time series forecasting method described 
above. 
3.1. The data 
Cattle ranches in California can be categorized as cowcalf or stocker operations. Cowcalf 
operations maintain large herds of sexually mature cows for calf production. In California, the 
majority of cowcalf operations calve in the fall so that calves can be weaned in late spring or early 
summer when the rangeland forage dries and loses nutritive value (Oltjen et al. [12]). Some heifers 
are retained as breeding stock replacements, while other calves are sold to stocker operations when 
they reach 400-600 lb.? California stocker operations purchase steers and heifers in the summer 
or early fall, and raise them for sale to feedlots or slaughter in the spring when they weigh 
80&1200 lb. Cattle inventories are highest from February through May, and lowest from August 
through October. 
Calf and beef cattle monthly average prices received by farmers in 1960 dollars per hundred 
weight (cwt), representing the price per hundred pounds received for calves and feeders by cowcalf 
and stocker operations respectively, were drawn from [13] and [14] for the years from 1960-1985. 
Cattle inventories (monthly head of cattle in cowcalf and stocker operations) were obtained from 
Gardner et al. [15]. 
3.2. Parameter estimates and forecasts 
A total of 300 monthly observations on the two prices (calf and feeder cattle) and two inventories 
(cowcalf and stocker) were available. The model was specified and the parameters estimated using 
a sample of 252, from January 1960 through December 1980. 
We set N = 2, so that the maximally distant autocorrelation to be approximated has lag three. 
Arranging the two (4 x 4) cross autocorrelation matrices in Hankel form [see equation (4) above] 
we calculated the singular values and arranged them in descending order. The ratio of each 
successive singular value to the first (to three digits) was 1 .OOO, 0.380, 0.188, 0.048, 0.025, 0.001, 
0, 0. Based on this we chose six states, i.e. ri = 6. This is a large and relatively complicated model 
primarily because of the convolution of an important seasonal model (due to range nutrients) with 
the underlying process. 
tA relatively small quantity of older breeding stock or prime calves is sold directly to feedlots. 
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Table 1. Coefficient estimates 
A 0.958 0.050 0.006 -0.010 0.108 --0.004 
0.092 0.648 -0.026 0.167 -0.367 -0.043 
0.489 -0.218 0.874 -0.039 -0.277 -0.006 
0.081 --0.388 --0.104 0.934 --0.465 -0.052 
-0,069 0.260 0.191 0.137 1.126 0,197 
0.021 -0.022 -0.004 0.132 -0.076 -0.439 
D'B' 0.244 -0.859 -0.958 -0.916 0.803 0.563 
0.350 -0.765 1.051 0.416 0.205 0.524 
-0.210 -0.466 -0.384 1.426 0.684 - 1.198 
--0.759 --0.472 0.861 -- 1.411 --0.858 4.112 
DC 0.378 -0.675 -0.473 -0.044 -0.196 0.002 
0.679 -0.620 0.412 0.091 -0.032 -0,003 
-0.888 -0.401 -0.085 0.228 0.062 -0.028 
-0.904 -0.267 0.203 -0.187 -0.047 -0.032 
Order: cowcalf inventory, stocker inventory, cattle price, calf price. The state 
initial conditions were -0.706, 0.072, -1.051, -0.692, -0.701, and 0.494, 
although for 252 observations they essentially drop out. 
Given the number of states, the coefficients A, B, and C can be estimated and the state 
initial condition backcast. These estimates are presented in Table 1 for the D-scaled data.t The 
eigenvalues of A are -0.431, 0.856 +_ 0.473i, 0.927 +_ 0.0241i, and 0.966, in order of increasing 
modulus. The estimated model is successful in explaining 93-97% of the observed variation in each 
series. The generalized variance, the determinant of the model error covariance matrix, is 39,141 
times smaller than the determinant of the unconditional covariance matrix, F0. The remaining 
errors are serially uncorrelated at the 5% level using a Durbin-Watson test. Root mean square 
errors are uniformly less than 5% of the mean value. 
The estimated model was used to forecast prices and inventories one month ahead through the 
remaining 48 months from January 1981 through December 1984. Neither the model specification 
nor the parameter estimates were revised based on this data. Current errors do enter the next period 
states through the moving average update [13 in equation (1)], however. Summary statistics for 
these out-of-sample forecasts are provided with the comparable in-sample statistics in Table 2. 
Table 2. Summary statistics in levels 
Statistic In-sample Out-of-sample 
Cowcalf (1000 head) 
Mean 1328 1688 
Root mean squared error 61.857 112.59 
Percent erroP 4.659 6.669 
Average error 1.390 79.837 
Durbin-Watson 1.849 1.060 
Mean absolute deviation 49.734 93.168 
Simple correlation 0.97 0.95 
Stocker (1000 head) 
Mean 1115 1018 
Root mean squared error 27,142 20.67 
Percent erroP 2.435 2.03 I
Average error -0.083 1.447 
Durbin-Watson 1.859 1.593 
Mean absolute deviation 21.073 16.666 
Simple correlation 0.98 0.93 
Cattle price ($/cwt) 
Mean 21.470 23.176 
Root mean squared error 0.466 0,476 
Percent erroP 2.171 2.054 
Average error 0.009 0.115 
Durbin-Watson 1.875 1.449 
Mean absolute deviation 0.351 0,392 
Simple correlation 0.97 0.83 
Calf price ($/cwt) 
Mean 24.507 22,998 
Root mean squared error 0,742 0,759 
Percent error ~ 3.026 3,300 
Average error 0.001 0,086 
Durbin-Watson 2.052 2.019 
Mean absolute deviation 0.563 0.636 
Simple correlation 0.99 0.91 
'100 RMSE/mean. 
tEnough information is provided for replication; other statistics, such as state and error covariances, can be deduced from 
these values. The data are available on request. 
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Mean squared errors on naive forecasts of the unconditional means of each series are 9-28 times 
greater than the model mean squared errors. Out-of-sample root mean squared errors are less 
than 7% of the mean of each series, and do not deteriorate r lative to the corresponding in-sample 
statistics. Errors in the out-of-sample p riod were serially correlated in the cowcalfinventory series, 
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the calf price series at the 5% significance level in a Durbin-Watson test. Figures 1--4 provide more 
immediate information on model performance. Here the vertical line at December 1980 marks the 
beginning of the out-of-sample forecast period. There is no degradation in accuracy in these 48 
withheld months, and in our opinion the overall performance is better than might have been 
expected for such volatile series. We judge the model to be a success. 
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4. CONCLUSION 
By using a Hankel matrix of  autocorrelations rather than the scaling factors proposed by Akaike 
we have preserved the strict nesting property of  the states. This property is of  considerable 
importance in multivariate time series analysis, where the specification of  the model is the major 
source of  difficulty. 
The state space modeling procedure seems to us to be a vast improvement over alternative 
techniques for a number of  reasons. In particular, the advantages of  a one- or two-dimensional 
and very limited specification search (over ~ and possibly N, in contrast o selecting various lags 
o f  the variables and moving average errors) are overwhelming. This is especially true when 
seasonality is present. In the state space procedure seasonality need not be explicitly modeled, 
being approximated by the singular value choice along with any other systematic relations. The 
results from the application to four monthly series, two highly seasonal and two with less important 
seasonal characteristics, demonstrate the importance of  these considerations. 
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