Diarrhea is an infectious disease that has been a major health problem in Indonesia. To reduce the number of diarrhea cases in Indonesia, the government must examine the factors causing diarrhea in order to make the right decision. An analysis that can be used forthis purpose is regression analysis. When regression analysis is conducted with spatial data, the residuals are usually spatially autocorrelated. There are some methods which can handlethis spatial effect, such as spatial autoregressive (SAR), spatial error (SEM), and spatial durbin(SDM) models. In this research, those models were used to model the number of diarrhea cases in East Java in 2017. SDM was the best model because it had the smallest AIC and the greatest pseudoR 2 . There were two variables significantly affecting diarrhea cases in East Java, percentage of people with clean and healthy lifestyle, and spatial lag of the population's density.
Introduction
Diarrhea is one of the major health problems in Indonesia. In 2016, there were about 3.17 million people who suffered from diarrhea in Indonesia. This number increased to 4.27 million people in 2017 [1] . Diarrhea itself is caused by an infection of the intestine which can lead to an abnormal condition of the intestinal function. The symptom of diarrhea is an increased number of watery stools that happens more than three times a day. Young children who have limited access to clean toilet, safe drinking water, and health center are the most likely to suffer from diarrhea [2] .
The factors affecting the number of diarrhea casesmust be identified so that the government can implement the right decision to reduce the number of people suffered from diarrhea. The analysis which can be used to identify the factors affecting the number of diarrhea cases is regression analysis. Montgomery et al. stated that regression analysis is a statistical method used to analyze causal relationship between variables [3] . There are some assumptions that must be fulfilled to use linear regression analysis. The assumptions are linear relationship between dependent and independent variable(s), normality of errors, homoscedasticity, and independence of errors [4] .
Adjacent regions usually have similar characteristics. Thus, the number of diarrhea cases in a region is possibly influenced by the number of diarrhea cases in the regions surrounding it. When regression analysis is used to model a data consisted of correlated regions as its observations, the residuals are usually autocorrelated. If this spatial effect is ignored while using linear regression analysis, the assumption that the errors are independent is violated. There are some methods that have been developed to overcome this spatial effect, such as spatial autoregressive model (SAR) and spatial error model (SEM) . Various studies on SAR and SEM have been done in many different fields. In poverty, Higazi et al. applied SEM to identify the factors affecting poverty ratios in Egypt [5] . Meanwhile, Andresen applied SAR for modeling the factors affecting crime rates in Vancouver [6] .
Later, Anselin introduced a special case of SAR model which also considers spatial lag effect on explanatory variables, known as spatial durbin model (SDM) [7] . This model was developed because in reality spatial effect does not only occur in the dependent variable, but also in the independent variable. A study of Nugroho showed that SDM is better than SAR model to identify the factors affecting national examination results of Madrasah Aliyah Negeri on Java Island [8] .
In this research, SAR, SEM, and SDM were used to examine the factors affecting the number of diarrhea cases. The case study was diarrhea cases in East Java in 2017 as East Java was the province with the second highest number of diarrhea cases in Indonesia in 2017. The results of the three models were compared based on the value of AIC and Pseudo R 2 .
Materials
The data used in this research was a secondary data collected from the publication of Ministry of Health of East Java entitled -Profil Kesehatan Jawa Timur 2017‖. There were 38 districts and cities in East Java as the observations. The variables are listed at Table 1 . with n is the number of regions or observations. LeSage illustrate the procedures to form a spatial weight matrix by queen contiguitymethod as follows [9] : a. Define w ij = 1 for entities that share a common side or vertex with theregion of interest. b. Standardize each row of the weight matrix by dividing every element ofthe matrix with the number of elements in row as shown in equation (2) .
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3. Checking the existence of spatial autocorrelation on the number of peoplesuffered from diarrhea and its risk factors by using Moran's Index. The hypothesis is as follows: H0 : There's no spatial autocorrelation H1 : There's spatial autocorrelation The test statistics of Moran I is written at equation (3).
withx is the vector of the variable of interest, x ̅ is the vector containing the meanof the variable of interest, and W* is the spatial weight matrix that has been rowstandardized. 4. Estimating multiple linear regression parameters using ordinary least square estimation and checking the assumptions of regression based on the residuals. 5. Choosing spatial dependence model by doing Lagrange Multiplier test.
a. Spatial autoregressive model H0: There is no spatial dependence on the number of people suffered from diarrhea. H1: There is spatial dependence on the number of people suffered from diarrhea. The test statistics is written at equation (4) .
The null hypothesis is rejected if ρ > (1) 2 b. Spatial error model H0: There is no spatial dependence on error.
H1: There is spatial dependence on error. The test statistics is shown at equation (5) .
The null hypothesis is rejected if LM e > (1) 2 .
6. Estimating SAR parameters using maximum likelihoood estimation and checking the assumptions based on the residuals.Anselinexpressed the model of SAR as written at equation (6).
In this spesification, ρ is the coefficient of spatially lagged dependent variable, and the other notations are as explained before.By using maximum likelihood estimation, the estimator of β in the spatial autoregressive model is shown at equation (7).
The estimation of ρ can't be obtained by maximizing equation (7) as it does not have a close-form solution. Thus, the estimate of ρ is obtained by doing numerical iteration to get an estimate that maximizes the log-likelihood function. 7. Estimating SEM parameters using maximum likelihoood estimation and checking the assumptions based on the residuals. The model of SEM is expressed as in equation (8) . y=Xβ+u u=λW * u+ε # (8) where u is the vector of residuals having spatial autocorrelation and λ is the coefficient of spatial error autocorrelation. By using maximum likelihood estimation, the estimator of β in the spatial error model is shown at equation (9) .
The estimation of λ can't be done by maximizing equation (9) as it does not have a close-form solution. Thus, the estimate of λ is obtained by doing numerical iteration to get an estimate that maximizes the log-likelihood function.
8. Estimating SDM parameters using maximum likelihoood estimation and checking the assumptions based on the residuals.Bekti et al. [10] showed that SDM model can be expressed in matrix notation as in equation (10).
where u is the vector of residuals having spatial autocorrelation and λ is the coefficient of spatial error autocorrelation. By using maximum likelihood estimation, the estimator of β in the spatial durbin model is shown at equation (11).
The estimation of ρ can't be obtained by maximizing equation (11) as it does not have a close-form solution. Thus, the estimate of ρ is obtained by doing numerical iteration to get an estimate that maximizes the log-likelihood function. 9 . Choosing the best model by using model selection criteria. Model selection criteria used in this study are pseudo-R 2 and Akaike's Information Criterion (AIC). Pseudopseudo-R 2 is the value of R 2 obtained from regressing response variable y and . The model is better if the pseudo-R 2 is greater. The formula of AIC as a model selection's criteria is shown at equation (12).
AIC=n+n log 2π +n log SSE n +2p# 12 SSE is the sum of squared error ( ′ ) and p is the number of parameters. The model is better if the AIC is smaller. 10. Interpret the results.
4Results and Discussion
East Java was one of the provinces with the highest number of diarrhea cases in Indonesia in 2017. The total number of diarrhea cases registered in health facilities of East Java in 2017 was 841 874 incidents. The distribution pattern of diarrhea cases of East Java in 2017 can be seen in Figure 1 . Regions with darker color indicated a higher number of diarrhea cases while regions with lighter color indicated a lower number of diarrhea incidents.
The regions having the highest number of diarrhea cases (60 -70 thousands cases) in 2017 were Sidoarjo and Mojokerto. There were 65 543 diarrhea cases in Sidoarjo and 64 468 diarrhea cases in Mojokerto. The regions surrounding Sidoarjo and Mojokerto also had a quite high number of diarrhea cases although it was not as high as the number of diarrhea cases in Sidoarjo and Mojokerto. It indicated that the diarrhea-causing bacterias in Sidoarjo and Mojokerto spread to other regions surrounding them. Based on the map in Figure 1 , it could be visually seen that there was a spatial effect of diarrhea cases between one region and other regions as nearby regions had a relatively similar number of diarrhea cases. 
Moran I Test
The results of spatial autocorrelation test by using Moran I test is shown at Table 2 . Based on Table 2 , it could be concluded that there were one variable which had a significant spatial autocorrelation at α = 5% and three variables which had a significant spatial autocorrelation at α = 10%. The variables which had a significant spatial autocorrelation at α = 5% was Y (the number of diarrhea cases), while the variables which had a significant spatial autocorrelation at α = 10% were X 2 (percentage of people with healthy lifestyle), X 3 (percentage of healthy houses), and X 4 (percentage of houses with access to safe drinking water) . 
4.2Multiple Linear Regression
The number of diarrhea cases is a count or discrete variable. A count variable tends to follow Poisson distribution. As the number of diarrhea has a high enough mean (λ in Poisson distribution), it can be approximated as a normal distribution. The factors that influence the number of diarrhea incidents can be identified by using linear regression analysis assuming the data is normally distributed. Before doing a regression analysis, multicollinearity checking of the explanatory variables must be carried out. Multicollinearity is a condition where there is a strong relationship between explanatory variables. If there is multicollinearity between explanatory variables of a regression model, the parameter estimates will produce a large standard error. Hence, the regression model might have high coefficient of determination but the parameter estimator are not likely to be significant. In this study, multicollinearity checking would be carried out by using variance inflation factor (VIF). The VIF value of each variable in the data is listed on Table 3 . Multicollinearity exists if the VIF value of a variable is more than 10. Based on Table 3 , there was no variable which had a VIF value more than 10. It could be concluded that there was no multicollinearity problem in the regression model. The normality of residuals can be formally tested by using Shapiro-Wilk normality test. The null hypothesis (H0) of this test is that the residuals are normally distributed while the alternative hypothesis (H1) of this test is that the residuals are not normally ditributed. The Shapiro-Wilk value of the test was 0.915 and the p-value was 0.007. The p-value of the normality test was less than α = 5%, so the null hypothesis was rejected. It could be concluded that the residuals were not normally distributed.
The homogeneity of variance can be formally tested by using Breusch Pagan (BP) test. The null hypothesis of the BP test is that the variance of the residuals is homogeneous while the alternative hypothesis is that the variance of the residuals is not homogeneous. The BP value of the test was 5.709 and the p-value was 0.4565, more than α = 5%. Therefore, the null hypothesis was not rejected. It meant that the variance of the residuals was homogeneous.
The assumption of error independency can be formally tested by using runs test. In the runs test, the null hypothesis is that there is no autocorrelation in the residuals while the alternative hypothesis is that there is autocorrelation in the residuals. The p-value of this test is 0.003, smaller than α = 5%, so the null hypothesis was rejected. It could be concluded hat there was a significant autocorrelation in the residuals. The violation of this assumption might be caused by the presence of spatial autocorrelation in the dependent or in the independent variables as shown at the result of Moran index test in the previous explanation.
4.3Lagrange Multiplier Test
The value of LM statistics for SAR model was 3.942 with a p-value of 0.047. The pvalue was smaller than 5% so there was a significant spatial dependency on the lag of dependent variable at α = 5%. Meanwhile, the value of LM statistics for SEM model was 4.511 with a p-value of 0.034. The p-value was smaller than 5% so there was also a significant spatial dependency of the residuals at α = 5%. Based on the result obtained from the lagrange multiplier test of the regression model, both SAR and SEM were suitable to model the number of diarrhea cases in East Java.
4.4Spatial Autoregressive Model
Parameter estimates of the spatial autoregresive model can be seen in Table 4 . From Table 4 , it can be seen that ρ coefficient had a p-value smaller than α = 5%, so the null hypothesis was rejected. It means that spatial dependency on the lag of dependent variable significantly influenced the number of diarrhea incidents in East Java. There was only one explanatory variable which significantly affected the number of diarrhea incidents at α = 10%. The variable was X 1, the population's density. The Shapiro-Wilk value of the residuals was 0.914 and the p-value was 0.006, which was smaller than α = 5%. It can be concluded that the null hypothesis of normality test was rejected. In other words, the residuals were not normally distributed. The BP value of the residuals was 5.222 and the p-value was 0.515. The p-value of the BP test was more than α = 5%, so the null hypothesis of the homogeneity of variance assumption was not rejected. It means that the variance of the residuals was homogeneous. Lastly, the result of runs test had a p-value of 0.003. The p-value is smaller than α = 5%, so the null hypothesis of the error independency assumption was rejected. It meant that there was autocorrelation in the residuals.
4.5Spatial Error Model
Parameter estimates of the spatial error model can be seen in Table 5 . From Table 5 , it can be seen that λ coefficient had a p-value smaller than α = 5%, so the null hypothesis was rejected. It means that spatial dependency on the residuals of the regression model significantly influenced the number of diarrhea incidents in East Java. There was only one explanatory variable which significantly affected the number of diarrhea incidents at α = 5% in this model. The variable was X 1, the population's density. The Shapiro-Wilk value of the residuals was 0.902 and the p-value was 0.003, which was smaller than α = 5%. It could be concluded that the null hypothesis of normality test was rejected. In other words, the residuals were not normally distributed. The BP value of the residuals was 3.622 and the p-value was 0.727. The p-value of the BP test was more than α = 5%, so the null hypothesis of the homogeneity of variance assumption was not rejected. It means that the variance of the residuals was homogeneous. Lastly, the result of runs test had a p-value of 0.323. The p-value was greater than α = 5%, so the null hypothesis of the error independency assumption was not rejected. It means that there was no autocorrelation in the residuals.
4.6Spatial Durbin Model
Parameter estimates of the spatial durbin model can be seen in Table 6 . From Table  6 , it can be seen that had a p-value greater than α = 5%, so the null hypothesis was accepted. It means that spatial dependency on the lag of dependent variable did not significantly influence the number of diarrhea incidents in East Java. There were two variables that significantly influenced the number of diarrhea incidentsat α = 5%. The variables were X 2 (percentage of people with healthy lifestyle) and lag of X 1 (lag of population's density). The Shapiro-Wilk value of the residuals was 0.960 and the p-value was 0.2017, which was greater than α = 5%. It can be concluded that the null hypothesis of normality test was not rejected. In other words, the residuals were normally distributed. The BP value of the residuals was 11.485 and the p-value was 0.487. The p-value of the BP test was more than α = 5%, so the null hypothesis of the homogeneity of variance assumption was not rejected. It means that the variance of the residuals was homogeneous. Lastly, the result of runs test had a p-value of 0.7422. The p-value was more than α = 5%, so the null hypothesis of the error independency assumption was not rejected.It means that there was no autocorrelation in the residuals.After considering spatial effect on the independent variables by applying spatial durbin model, the assumptions of error independency and normality were no longer violated. In this model, all assumptions of regression analysis had been fulfilled.
4.7The Best Model
AIC and pseudo-R 2 values of each model are listed at Table 7 . Based on Table 7 , spatial durbin model was the best model because it had the smallest AIC value (850.310) and the greatest pseudo-R 2 values (50.667%). Furthermore, spatial durbin model was the only model where all the assumptions of regression are fulfilled. The summary of the assumptions checking of each model is shown at Table 8 . In spatial durbin model, the residuals were normally distributed, had a homogeneous variance, and were not autocorrelated. It could be concluded that spatial durbin model was the best model compared to SEM and SAR in modeling the number of diarrhea cases in East Java. According to parameter estimates of spatial durbin model shown at Table 6 , the variables that significantly influenced the number of diarrhea casesat α = 5% are x 2 (percentage of people with healthy lifestyle) and lag of x 1 (lag of population's density). The positive coefficient of x 2 showed that an increase in the percentage of people with healthy lifestyle would increase the number of diarrhea incidents in East Java. It was not in accordance with existing theories and studies. Based on previous studies, household with a clean and healthy lifestyle tend to be prevented from diarrheal disease as diarrhea-causing bacterias were usually spread in dirty environment. This discrepancy might occur because of unsuitable data selection. The data of the number of diarrhea cases was taken from health facilities, while the data of households with clean and healthy lifestyle was taken from the head of each neighborhood. As both data was taken separately at different times, the data obtained might not be suitable for the purpose of this study. For example, supposed that there was someone who suffered from diarrhea at the beginning of the year. This person's data had been recorded in the data of diarrhea cases in the health facilities.When that person came to health facilities, the health worker who handled this person suggested them to carry out a clean and healthy lifestyle to prevent them from suffering from diarrhea. When the data of households with a clean and healthy lifestyle was collected by the head of the neighborhood at a later time, this person would be considered to have undergone a clean and healthy lifestyle as that person followed the advice of the health worker. Therefore, further research regarding the relationship between the number of diarrhea cases and healthy lifestyle is needed so that there is no misleading conclusion.
Spatial lag of population's density also had a positive regression coefficient. It means that a region tend to have a high number of diarrhea cases if its surrounding regions have a high population's density. In densely populated regions, diarrhea-causing bacterias can spread more easily as there are more contact between humans both intentionally and unintentionally. To limit the spread of diarrheal bacteria in a region surrounded by densely populated regions, the government should re-promote family planning programs to suppress the population's density.
5Conclusion and Suggestion
There was a significant spatial effect on the numberof diarrhea cases in East Java in 2017 based onMoran index and LM test. SDM was the best model to handle thisspatial effect because it had the smallest AIC value and greatest Pseudo-R 2 value compared to OLS, SAR, and SEM. Furthermore, by using SDM, the violation of assumptions in the regression caused by spatial effect in the data could be overcame. In the SDM model, the factors that significantly affectedthe number of diarrhea cases in East Java were thepercentage of people with healthy lifestyle and thepopulation's density of nearby regions.
In this research, the spatial weight matrix was formed based on the queen contiguity approach. For the next research, using another type of spatial weight matrix to model the number of diarrhea cases is suggested. Distance-based approach can be used as another method to form the spatial weight matrix.
