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In Brief
Durand et al. introduce Juicer, a one-
click, end-to-end pipeline for analyzing
data from Hi-C and other contact
mapping experiments. Juicer generates
contact matrices at multiple resolutions
and identifies features including contact
domains and loops.
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Hi-C experiments explore the 3D structure of the
genome, generating terabases of data to create
high-resolution contact maps. Here, we introduce
Juicer, an open-source tool for analyzing terabase-
scale Hi-C datasets. Juicer allows users without a
computational background to transform raw seq-
uence data into normalized contact maps with one
click. Juicer produces a hic file containing com-
pressed contact matrices at many resolutions, facil-
itating visualization and analysis at multiple scales.
Structural features, such as loops and domains, are
automatically annotated. Juicer is available as open
source software at http://aidenlab.org/juicer/.
Hi-C experiments probe the 3D structure of DNA and chromatinby ligating and sequencing DNA loci that are spatially proximate
to one another (Lieberman-Aiden et al., 2009; Rao et al., 2014).
The resulting maps reflect patterns of physical contact between
loci, making it possible to deduce how loci are organized in 3D.
Efforts to improve the resolution of 3D maps have caused the
amount of DNA sequence produced from Hi-C experiments to
skyrocket. Our original maps, derived from 30 million reads
and 16 Gb of DNA sequence, described the genome at 1 mega-
base resolution (Lieberman-Aiden et al., 2009). In contrast, we
recently generated 6.5 billion reads and 1.6 Tb of DNA sequence
in order to create a single 3D map of the genome at kilobase res-
olution (Rao et al., 2014).
Although pipelines for Hi-C data analysis exist (Lieberman-Ai-
den et al., 2009; Schmid et al., 2015; Servant et al., 2015; Sauria
et al., 2015), these packages are not designed to process data-
sets at the terabase scale or to annotate the structural features
that these maps reflect. Moreover, when designing tools that
require high-performance computation, ensuring reliability and
ease-of-use across software platforms and hardware instances
becomes a crucial desideratum. Ensuring such compatibility can
be a considerable engineering challenge.Cell Systems 3, 95–9
This is an open access article undHere, we introduce Juicer, an easy-to-use, fully-automated
pipeline for the processing and annotation of data from Hi-C
and other contact mapping experiments. Juicer is closely
based on the algorithms that we recently developed to analyze
and annotate our terabase-scale Hi-C experiments (Rao et al.,
2014). In order to meet the engineering challenge of handling
such massive datasets, Juicer supports the use of paralleliza-
tion and hardware acceleration whenever possible, including
CPU clusters, general-purpose graphics processing units (GP-
GPUs), and field-programmable gate arrays (FPGAs). Juicer is
also compatible with a variety of cloud and cluster architectures.
Juicer comprises three tools, which are designed to be run
one-after-another (Figure 1).
First, Juicer transforms raw sequence data into a list of Hi-C
contacts (pairs of genomic positions that were adjacent to
each other in 3D space during the experiment). To accomplish
this, read pairs are aligned to the genome, both duplicates and
near-duplicates are removed, and read pairs that align to three
or more locations are set aside. When appropriate hardware is
available, this procedure can be accelerated either by paralleliz-
ing across multiple CPUs or by using an FPGA (see Table 1).
Next, the catalog of contacts is used to create contact
matrices. To do so, the linear genome is partitioned into loci of
a fixed size, or ‘‘resolution,’’ (e.g., 1 Mb or 1 kb). These loci corre-
spond to the rows and columns of a contact matrix; each entry in
thematrix reflects the number of contacts observed between the
corresponding pair of loci during a Hi-C experiment. Due to fac-
tors such as chromatin accessibility, certain loci are observed
more frequently in Hi-C experiments. Juicer can adjust for these
biases in multiple ways. The options include our original normal-
ization scheme (Lieberman-Aiden et al., 2009), aswell as amatrix
balancing scheme that ensures that each row and column of the
contact matrix sums to the same value (Knight and Ruiz, 2012). A
wide array of quality statistics is also calculated, making it
possible to assess the success and reliability of a given experi-
ment before the costly deep-sequencing step.
The contactmatrices generated in thiswayare storedefficiently
inacompressed format that isdesigned to facilitateall subsequent
computations. For instance, 1 terabyte of raw sequencing data is8, July 27, 2016 ª 2016 The Authors. Published by Elsevier Inc. 95
er the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Figure 1. Juicer Analyzes Terabases of Hi-C Data with One Click
(A) Sequenced read pairs (horizontal bars) are aligned to the genome in parallel. Color indicates genomic position. Read pairs aligning to more than two positions
are excluded. Those remaining are sorted by position and merged into a single list, at which point duplicate reads are removed. The hic file stores contact
matrices at many resolutions and can be loaded into Juicebox for visualization. See Table S2.
(B) Contact domains (yellow) are annotated using the Arrowhead algorithm.
(C) Loops (cyan) are annotated using HiCCUPS.represented as an 80 gigabyte hic file containing normalized and
non-normalized contact matrices at 18 different resolutions,
from 2.5 Mb resolution to single restriction fragment resolution
for a 4-cutter restriction enzyme (400 bp). Contact matrices in
the hic format can also be visualized using Juicebox, which is
described in the accompanying paper (Durand et al., 2016).
Finally, Juicer contains a suite of algorithms that are designed
to annotate contact matrices and thus identify features of
genome folding. These features include loops, loop anchor mo-
tifs, and contact domains.
Loops are identified using the HiCCUPS algorithm (Rao et al.,
2014), which searches for clusters of contact matrix entries in
which the frequency of contact is enriched relative to the local
background. Because there are trillions of pixels in a kilobase-
resolution Hi-C map, HiCCUPS is implemented using GP-
GPUs. Given CTCF and/or cohesin ChIP-seq tracks for the96 Cell Systems 3, 95–98, July 27, 2016same cell type, HiCCUPS can frequently use FIMO (Grant
et al., 2011) to identify the CTCF motif that serves as the anchor
for each loop. We recently performed CRISPR experiments dis-
rupting seven different CTCF motifs, each of which was identi-
fied by HiCCUPS as the anchor of one or more loops. In each
case, disruption of the motif led to disruption of the correspond-
ing loop, thus confirming the accuracy of HiCCUPS loop anchor
annotations (Sanborn et al., 2015).
Contact domains are identified using a dynamic programming
algorithm that relies on applying the Arrowhead transformation
[Ai,i + d = (M*i,i-d – M*i,i+d)/(M*i,i-d + M*i,i+d)] to a normalized con-
tact matrix M* (Rao et al., 2014). Many of these domains are
associated with loops and can be disrupted by manipulating
the corresponding loop anchors (Sanborn et al., 2015).
It is frequently useful to examine the cumulative signal from a
large number of putative features at once, including both loops
Table 1. Using Juicer to Process 1.5 Billion Paired-End Hi-C Reads on Different Cluster Systems
System
Amazon Web Services
g2.8 3 Large
Broad Univa Grid
Engine Rice PowerOmics Rice PowerOmics + FPGA
CPU Intel Xeon E5-2670
at 2.60 GHz
Intel Xeon X5650
at 2.66 GHz
IBM POWER8E at 2.061
GHz revision: 2.1
IBM POWER8E at 2.061
GHz revision: 2.1
Cores/node 4 3 8 cores 4 3 6 cores 2 3 24 cores 2 x 24 cores
RAM 60 GB 32 GB 256 GB 256 GB
Cluster OS OpenLava 2.2
(LSF compatible)
UGE 8.3.0 Slurm 14.11.8 Slurm 14.11.8
GPU NVIDIA Quadro K5000 none NVIDIA Tesla K80 NVIDIA Tesla K80
FPGA none none none Edico Genome DRAGEN
Bio-IT Platform
Max parallel
cores
32 1,200 1,536 1,536
Core
Hours
(hr:min)
RAM
(GB)
VM
(GB)
Core
Hours
(hr:min)
RAM
(GB)
VM
(GB)
Core
Hours
(hr:min)
RAM
(GB)
VM
(GB)
Core
Hours
(hr:min)
RAM
(GB)
VM
(GB)
Align 8,744:49 12.3 13.5 11,614:07 10.8 11.9 4,221:29 13.1 14.0 1:29 0 0
Merge sort 35:36 9.9 10.1 117:03 8.7 198.1 452:13 14.0 120.0 426:30 30.0 120.0
Duplicate
removal
12:21 0.5 0.5 17:04 0.4 0.5 3:12 0.4 0.0 1:28 0.4 0.0
.hic creation 112:43 21.8 34.9 209:43 13.4 19.5 139:17 19.3 8 177:04 19.3 8
Feature
annotation
2:07 10.5 139.3 1:04 6.4 19.5 3:25 4.2 9.1 4:28 77.1 9.1
Total 8,906:11 11,959:01 4,819:36 608:59
‘‘RAM (Gb)’’ (resp., ‘‘VM(Gb)’’) are the maximum RAM (resp., virtual memory’’) used for each task. Loop annotation was not performed on the Broad
cluster, which does not offer GPUs.
See also Table S1.and domains. To this end, Juicer includes an implementation of
Aggregate Peak Analysis (Rao et al., 2014).
Juicer is an open-source project. It is available at https://
github.com/theaidenlab/juicer as a series of packages designed
for a variety of hardware configurations: either a single machine,
or clusters that run LSF, Univa Grid Engine, or SLURM. In addi-
tion, Juicer is available on the cloud at Amazon Web Services,
and the test data used to review this paper is available at
http://dx.doi.org/10.17632/c6bg4cbggn.1. Table 1 displays
different performance metrics on each cluster system; the de-
tails of each setup are in the supplemental text. Once installed,
Juicer can be executed using a single command by users
without informatics experience.
EXPERIMENTAL PROCEDURES
All algorithms and data are drawn from Rao et al. (2014), except as described
in the Supplemental Information.
SUPPLEMENTAL INFORMATION
Supplemental Information includes Supplemental Experimental Procedures
and two tables and can be found with this article online at http://dx.doi.org/
10.1016/j.cels.2016.07.002.
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