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We showthat if u is a bounded solution on [w+ of u”(t) E Au(t) + f(t), where A 
is a maximal monotone operator on a real Hilbert space H and f EL~,,([W+; H) 
is periodic, then there exists a periodic solution w of the differential equation such 
that u(t) - w(t) - 0 and u’(t) - w’(t) 4 0 as t --t co. We also show that the 
two-point boundary value problem for this equation has a unique solution for 
boundary values in D(A) and that a smoothing effect takes place. 
1. INTRODUCTION 
Throughout this paper, A denotes a nonlinear, multivalued maximal monotone 
operator on a real Hilbert space H. We are concerned here with existence, 
uniqueness, and regularity of solutions of the two-point boundary value problem 
u”(t) E Au(t) + f(t), a.e. t 6 (0, T), (‘.‘I 
u(0) = x, u(T) = y, (‘4 
as well as 
u”(t) E Au(t) + f(t), a.e. t E (0, cu), (1.3) 
u(0) = x, Sup / u(t)/ < CO. 
t>o (‘-4) 
In the case of (1.3), (1.4) we also investigate the asymptotic behavior of solutions. 
When X, y  E D(A) and f  EL*(O, T; H), Barbu [2] (see also [3, pp. 310-3391) 
has shown that (l.l), (1.2) has a unique solution II E ?P*“(O, T, H). Whenf = 0 
and 0 E R(A), B&is [4] has shown that (1.3), (1.4) has a unique solution 
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24 E C([O, a); H) n Wf;E(O, CO; H) f or each N in D(A), and that this solution 
satisfies 
t%‘(t) EL2(0, 00; H), (1.5) 
t3wyt) ELyO, co; H). U.6) 
In the second section of the present paper we extend Barbu’s result to the 
case where X, y E D(A) and establish regularity conditions similar to (1.5), 
(1.6): the unique solution u E C([O, T]; H) n W~$(O, T; H) satisfies 
W(T - t)ll” u’(t) EL”(O, T; H), 
t3/‘(T - t)3i’r u”(t) EL~(O, T; H). 
Later we apply this result to study the asymptotic behavior of (1.3), (1.4). 
When f~Ly,,,(0, co; H) has period T, periodic forcing takes place in (1.3), 
(1.4): there exists a periodic solution w of (1.3), (1.4) such that u(t) - w(t) - 0 
as t---f co, and z/(t) - w’(t) + 0. This is reminiscent of the results of Baillon 
and Haraux [l] on periodic forcing of 
a.e. t > 0. 
In what follows we shall assume the standard notations, terminology, and 
results of monotone operator theory: a general reference is BrCzis [5]. It is 
convenient to introduce the function /3(t) = min{t, T - t} on [0, T] and to 
denote by Li and Li., respectively, the spaces L*(O, T; H; /3(t) dt) and 
L2(0, T; H; /3(t)3 dt). Note that 
UEL2, ii? tl’*(T - t)l’* u(t) EL~(O, T, H), 
u EL;, ifi t3’“( T - Q3’” u(t) E L2(0, T; H), 
and that L*(O, T, H) C Li C Lt.+ . 
The norms of L$ and L$, are denoted by 11 . II*, 11 . I\.+*, respectively; 1 . j 
denotes the norm of H, I\ . II2 that of Lz(O, T; H), and II . Ilm that of C([O, TJ; H). 
Strong convergence is denoted by -+, weak convergence by -. 
By L&,(0, co; H) we mean, of course, the set off which belong to L*(O, T; H) 
for all T > 0, By Wt$(O, T, H), on the other hand, we mean those functions 
belonging to W**(E, T - E; H> for all E > 0, and by W$,E(O, CO; H) those 
which belong to W,2di(O, T; H) f or all T > 0. Finally, 1P2(0, T; H) is the set of 
u G Cl([O, T]; H) such that zi is absolutely continuous and U” EL*(O, T; H). 
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2. A TWO-POINT BOUNDARY VALUE PROBLEM 
The main result of this section is: 
THEOREM 2.1. Let A be maximal monotone on H and f E L2(0, T; H). Then 
for each x, y in D(A) there is a unique u E C([O, T]; H) n W$E(O, T; H) satisfying 
u”(t) E Au(t) + f(t), a.e. t E (0, T), (2.1) 
u(0) = x, u(T) = y. (2.2) 
Furthermore, this solution satisfies 
U’EL2,) li* EL!&, . (2.3) 
The proof of Theorem 2.1 is accomplished with the aid of two new a priori 
estimates for u’, u”, which we state as lemmas. 
LEMMA 2.1. Let u, w E C([O, T]; H) n W&$0, T; H) satisfy (2.1). Then 
1 u(t) - v(t)1 is a convex function of t and 
!! u - u IL < max{I u(O) - v(O)] , I u(T) - v(T)I}, (2.4) 
II u’- ~‘11: < $(I u(O) - @)I2 + I u(T) - +‘Jl”). (2.5) 
Proof. Put g(t) = 4 ] u(t) - v(t)12, 0 < t < T. Then g E C([O, T]) and g, g’ 
are absolutely continuous on compact intervals in (0, T) with 
g” = (24” - vb, u - v) + 1 24’ - v’ I2 a.e. 
By (2.1) and the monotonicity of A, therefore 
g” >, 1 u’ - 21’ In a.e. (2.6) 
Thus g is convex on [0, T]. Moreover, (2.6) shows that (g’)” < 2gg”, which 
implies g1/2 is convex. Inequality (2.4) follows from this convexity. 
Fix E in (0, T/2) and put PC(t) = min {t - E, T - E - t}. Multiplying (2.6) 
by fi, and integrating by parts over [E, T - C] gives 
I 
T--E 
A I u’ - 0’ I2 < g(4 + g(T - 4 - ‘&SW E 
< cd4 + g(T - 4. 
Note that the g( T/2) arises from the jump discontinuity of /?: at T/2. The proof of 
(2.5) is completed by letting E ---f Of and applying Fatou’s lemma. Q.E.D. 
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LEMMA 2.2. Suppose u E W**(O, T; H) is a sozution of (2.1) with u(O), 
u(T) E D(A). Then 
II u” II** G Ilfll** + 3 II 24’ II* . (2.7) 
Proof. For h > 0 let rZ, = A-‘(1 - (I + AA-l) be the Yosida approxima- 
tion of A. Barbu [2] has shown that there is a unique solution u, E EP*(O, T; H) 
of 
4 = 4*(t) + f(t), a.e. t E (0, T), 
u,(O) = u(O), u*(T) = u(T), 
(24 
(2.9) 
and that as h - Of, 
UA --+ u in W, Tl; HI, (2.10) 
u,” - un in L*(O, T; H). (2.11) 
The proof in [2] shows u; -+ u’ in L2(0, T; H), so from (2.11) 
2s; + ti in C([O, Tl; W. (2.12) 
We begin by establishing (2.7) for uA . Multiplying (2.8) by A,u, and recalling 
from [2] that 
a.e., we get 
$ (4 ,44 2 I AA I2 + CL 44. (2.13) 
Multiplying this by p3 (recall /3(t) = min{t, T - t}) and integrating over [0, T] 
thus yields 
- + llfllt* . (2.14) 
We estimate 
( I’B*fi’ (4 9 4% + $) dt ( < II 4 II* (/As, + 4 iI** , (3.15) 
0 
1 ,,‘B”P’(4 3.f) dt 1 < I! 4 /I* Ilfllw (2.16) 
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(since 1 ,S’ j = I a.e.). Integrating the left side of (2.14) by parts we find the 
boundary terms vanish and the estimates (2.15), (2.16) with (2.14) yield 
a quadratic inequality which solves to yield 
Since A,,u,& = uI; - f ,  we are thus led to 
II &II** < ILfl~** + 3 ii ul II* * (2.17) 
Letting h -+ 0+ in (2.17) and noting that (2.1 l), (2.12) imply that u; - u” 
in L2,, , uA - u’ in L’* , we conclude that 
II u’l II ** G llf II** + 3 II fi II* . 
Q.E.D. 
Proof of Theorem 2.1. The uniqueness of a solution u E C([O, T]; H) n 
?V-j$(O, T; H) of (2.1), (2.2) follows at once from Lemma 2.1, inequality (2.4). 
To prove the existence of a solution of (2. l), (2.2) when X, y  E D(A), let 
(x~}, {y,} be sequences in D(A) converging to X, y  respectively. Using Barbu’s 
theorem we can find solutions u, E TPz(O, T, H) of 
G(t) E -w4 + f (t), a.e. t E (0, T), (2.18) 
u,(O) = &I > u,(T) = -1’11 . (2.19) 
With (2.19), (2.3) shows {u,} is a Cauchy sequence in C([O, T]; H) and therefore 
converges uniformly on [O, T] to a function u E C([O, T]; H) satisfying (2.2). By 
(2.5), {uk} is a Cauchy sequence in L$ (note that ui E L$ because u,, E IP2(0, T; 
H)). Thus by Lemma 2.2 (and the fact that f EL’(O, T; H) CL:+) {ui> is 
bounded in Lt.+ . We conclude that u E W$E(O, T; H), d EL: , d EL:, , and 
that as n-, co, 
u:, + li in Lt > (2.20) 
ui.2 UN in L$, . (2.21) 
Fix E E (0, T/2) and let .d be the extension of -4 to LB(E, T - E; H) defined by 
d(w) = {W EL’(~, T - E; H): o(t) E A(w(t)) a.e.) 
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for w E L2(e, T - E; H). It is well known that & is maximal monotone and hence 
demiclosed (cf. [3]). From (2.18), (2.21), and the uniform convergence of {uJ 
to u we have 
U;-ffEdu,, 
21, --+ u in Le(e, T - E; H), 
u; -f -d-f in L’(e, T - E; H). 
Since d is demiclosed this implies u” - f E du, i.e., 
u”(t) E Au(t) + f(t), a.e. t E (E, T - c). 
Since this holds for all E E (0, T/2), we see II satisfies (2.1). We have already 
shown that u E C([O, T]; H) n IV&$(O, T; H) and that (2.3) holds. Q.E.D. 
While Theorem 2.1 is proved for f ELa(O, T; H), inequality (2.7) suggests 
that f EL& might be a more natural hypothesis. However, in that case it may 
happen that all U’f;E(O, T; H) solutions of (2.1) are unbounded. Nevertheless, 
(2.7) remains true and /3(t) u’(t) is bounded if u’ EL?+ . 
THEOREM 2.2. Let A be maximal monotone on H and f E Li*. If 
u E W~;~(O, T; H) is a solution of 
then 
u”(t) E Au(t) + f (q, a.e. t E (0, T), (2.22) 
II uy II ** G IIf II** + 3 II u’ /I* > 
sup B(t) I u’(t)1 < W” II f II** + 3 (29 II u’ I!* . 
O<t<T 
(2.23) 
(2.24) 
Remark. We suspect (2.23) is sharp and (2.24) is not. There is really no need 
to assume f E L2,, or u’ E Li-strong measurability of f would suffice-although 
the estimates are then useless. 
Proof. Fix E in (0, T/2) such that u(e) E D(A), u(T - c) E D(A). (Note that 
by (2.22), this holds for a.e. l .) Inequality (2.7), expressed on [E, T - ~1 instead 
of [0, T], says 
where /l*(t) = min{t - E, T - E - t, 1 for E < t < T - E and 0 elsewhere. 
Since /J, f  p on [O, T] as E d Ot, on letting E + Of in (2.25) and using the 
monotone convergence theorem we get (2.23). 
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Turning to (2.24), let us first prove it in the case where f~L~(0, T; H) and 
u(O), u(T) E D(A). Let u,, denote the Wz*“‘(O, T; H) solution of (2.8), (2.9). 
Turning to (2.24), let us first prove it in the case where f~L”(0, T; H) and 
u(O), u(T) E D(A). Let u,, denote the Wp(O, T; H) solution of (2.8), (2.9). 
Inequality (2.14) holds, as before. Fix t, in (0, T/2) and introduce 
u(t) = t, 0 < t < to, 
= to 7 to < t < T - t, , 
=T-t, T-t,,,(t<T, 
(a truncation of /3). Multiply (2.13) by up” and integrate over [0, T]. Noting 
that 0 < u/3* < /3” we find 
An integration by parts therefore yields 
0 < t llfll’,, - r T (24; , &LA) (up + 20/!3/?) dt. (2.26) ‘0 
But 
since A,u, = U: - f  a.e. (2.26) thus implies 
Since (~1 , y’J = (d/d) 4 1 ul I*, a second integration by parts yields 
$P(t,,)’ l4(t,,)l” + #(T - to)* I ul(T - t,)l* + 3/3(Ti2)* I u;(T/2)l’ 
< $llfll$* + 3 II 4 I’* I!.fll** + f’ I u: I2 (2u’flfl’ -+ u) dt. 
(2.27) 
-” 
Note that the boundary terms in the integration by parts are zero, but the 
discontinuities of u’/3a + 20/3p at to, T/2 and T - to introduce the terms on the 
left side of (2.27). Since 
I 20’/3/3’ + 0 I < 315, 
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(2.27) leads us to 
Mt)’ I U’(t)? < t Ilfll~* + 3 II u’ II* liflI** + 3 II 24’ IIS 
for any t in (0, T), which we solve in the form 
iw I a)~ e li2Tf11** + 3(2)1/V 4 II* . (2.28) 
Letting h -+ Of we conclude from (2.12) and (2.28) that 
SUP p(t) I wi G 1121’2 II~II** + 3(2Y I; ~1 II* . 
ws? 
(2.29) 
This has been proved, recall, under the assumption that u E w”n*(O, T) and 
u(O), u(T) E q.4. 
For the general case, suppose f E Li, and II E LVf,$(O, T, H) satisfies (2.22). 
Let E E (0, T/2) be such that U(E), u(T - c) E D(A). We have u E LV**(E, T - 
E; H) and f ELz(<, T - E; H), so (2.29) applied on the interval [E, T - e] shows 
sup 
&ST---. 
/$(t) 1 u’(t)1 < 11’2l!” ([‘-’ lj’12&a)1’L + 3(2)“* (jr-’ 1 u’ Ip/?C)l’L, 
‘B E 
and (2.24) follows by letting E + 0. Q.E.D. 
COROLLARY 2.1. Suppose f E Li* and u E W~;~(O, T, H) satisfies (2.22) with 
u’ EL: . Then 
kg tu’(t) = 0, (2.30) 
lim(T - t) u’(t) = 0. 
t+T- 
(2.31) 
Proof. We remark that (2.31) f  11 o ows from (2.30) by the change of variable 
t+T-t. 
For any t in (0, T/2) we can apply (2.24) on the interval [0, 2t] to obtain 
t 1 u’(t)1 < 1!2l’* (.c” s3 If I* ds)“* + 3(2)l’* (I’s 1 u’ 12 ds)“*. 
As t + 0 the right side approaches zero. Q.E.D. 
THEOREM 2.3. Let A be maximal monotone on H, f EL*(O, T; H). If {u,) is a 
sequence of C([O, T]; H) n lV&?(O, T; H) sohtions of (2.1) such that 
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as IZ + co, and u E ([0, T]; H) n lV$t(O, T; H) is the solution of(2.1) (2.2), then 
u, + zl in C([O, Tl; HI, 
u:, ---f UT in L2, ? 
24; - un in G* * 
Proof. Repeat the existence part of the proof of Theorem 2.1, appealing to 
Theorem 2.2 instead of Lemma 2.2. Q.E.D. 
We should remark that the boundedness of {ui} in L& implies the equi- 
continuity of {uL> on [c, T - E], hence the uniform convergence of {u:} to u’ 
on compact subsets of (0, T). 
Along another line we have 
THEOREM 2.4. Let A be maximal monotone on H and let {fn} C 3 : = 
L’(0, T; H) converge strongly in 2 to f.  Suppose for each n, u, E Wv2(0, T; H) 
satisfies 
43) E -‘k(t) + f&h a.e. t E (0, T). (2.32) 
Suppose {ui} is bounded in 2, {uh> converges strongly in 2, and (~~(0)) converges 
weakly in H. Then there exists u E W**(O, T; H) satisfying 
u”(t) E Au(t) + f (t), a.e. t E (0, T) (2.33) 
for which, asn+ a, 
%(4 - u(t) V t E [O, Tl, (2.34) 
u:,-+ut in NO, Tl; HI, (2.35) 
u:, - l/ in 2. (2.36) 
Proof. The boundedness of {ui} in X implies the equicontinuity of {uk}; 
and since {uk> converges strongly in 3E0, it must actually converge uniformly on 
[0, T]. From the equation 
un(t) = u,(O) + (-’ u;(s) ds 
‘” 
and the hypothesis that {uJO)> converges weakly, we see that {uJt)> converges 
weakly for all t. Put u(t) := w-lim,,, u,(t) (“p roving” (2.34)). Since {u:} con- 
verges in C([O, T]; H) and (uz} is bounded in #, we have u E Wa.*(O, T, H) 
and (2.35), (2.36). 
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It remains to show that (2.33) is satisfied. Let &’ be the extension of A to X; 
denote the inner product in 2 by <., .). An integration by parts shows 
(u;-fn,G = (U;(T), U,(T)) - (d(o), un(O)) - II 411’2 - (fn 3 ~2, (2.37) 
Note that (2.34) (2.35) imply u, - u in X, hence <fn , u,) -+ (f, u}. Thus 
(2.34)-(2.36) when used in (2.37) show 
l&(4 - fn , u,> = (u’(T), u(T)) - (u’(O), u(0)) - II u’ II”, - Cf* u> 
= #UC - f,  u>. 
By [5, Prop. 2.51, therefore, u E D(&) and u” -f E&u, i.e., (2.33) holds. 
Q.E.D. 
3. BOUNDED SOLUTIONS ON THE HALF AXIS 
We now turn our attention to the problem (1.3), (1.4). 
THEOREM 3.1. Let A be maximal monotone on H and f  E L&,(0, 00; H). 
Suppose there exists x E D(A) and u E C([O, w); H) n Wf;E(O, CO; H) satisfying 
u”(t) E Au(t) + f(t), a.e. t E (0, co), (3.1) 
sup I u(t)1 < c-0, (3.2) 
t>o 
u(0) = x. (3.3) 
Then (3.1)-(3.3) has a unique solution u E C([O, a3); H) n Wf;E(O, T; H) for 
every x E D(A). Moreover, each sllch solution satisfies 
t%‘(t) E L2(0, E; H), (3.4) 
N2u”(t) E L*(O, E; H) (3.5) 
for any E > 0. If  u, v  E C([O, co); H) n W’&,?(O, T; H) are soZutions of (3.1), 
(3.2) then 
1 a t 1 u’(t) - v’(t)l” dt < + 1 u(O) - v(0)j2 (3.6) 
-0 
and 1 u(t) - v(t)] is a nonincreasing, convex function oft. 
Proof. Assertions (3.4), (3.5) f  11 o ow from (2.3) because u is a solution of (2. l), 
(2.2) on [0, 2~1 for any E > 0. Moreover, if u, v  are solutions of (3.1), (3.2) then 
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by Lemma 2.1, j u(t) - v(t)] is a convex function of t on any bounded interval 
[0, T] (hence on [0, co)) which is bounded and nonnegative, hence nonin- 
creasing. In particular, if U, w are solutions of (3.1)-(3.3) then ( u(t) - a(t)1 < 
1 u(0) - o(O)1 = 0, proving uniqueness of the solution. 
It remains to prove existence. Let u,, be the solution of (3.1), (3.2) whose 
existence is hypothesized. Note that a solution 21 E C([O, T]; H) n ?V$~(O, T; H) 
of 
v”(t) E A+) + f(t), a.e. t E (0, T) 
satisfies 
SUP I v(t)1 < max{l @)I , I 4W + flf, 
O<V 
(3.7) 
where M = 2 . SUP~>~ 1 uo(t)l , because 1 u. - z.1 / is a convex function on [0, T]. 
We first prove existence for the case x E D(A). By Barbu’s theorem there 
exists, for each positive integer IZ, a solution U, E IP**(O, n; H) of 
4w E &l(t) + f(t), a.e. t E (0, n), 
u,(O) = u,(n) = x. 
Fix rz > rlz > T > 0 and put g(t) = 4 [ am - u,(t)12. Then 
1 u;(t) - &(t)12 <g”(t) a.e. (34, 
Since g 3 0 and g(0) = 0 we have g’(0) > 0. Hence multiplying (3.8) by m - t 
and integrating by parts on [0, T] results in 
In, (m - t) 1 u;(t) - u&(t)l’ dt <g(m) - g(0) - mg’(0) 
‘0 
G g(m). 
Hence 
(~2 - T) Ior I 4, - t&12dt< /‘~(m-t)Iu:,--ud12dt~g(n). 
‘0 
Thus it follows from (3.7) that (u;> . 1s a Cauchy sequence inL2(0, T; H) for any 
any T > 0. It then follows from the initial condition (3.3) that there 
exists u E C([O, cc); H) such that 
u(0) = x’, 
un + u in C(P, Tl; 4 
for any T > 0. By Theorem 2.2, u E IV$~(O, T; H) and is a solution of (2.1) 
for all T > 0. Thus u is a solution of (3.1). u also satisfies (3.2) since 
by (3.7). 
I %(t)l < I x I + &f v  t E [O, n] 
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We have proved existence when x E D(A). In the general case, where x E D(A), 
choose X, E D(A), x, + x as 1z + co, and let u, E C([O, co); H) n W~$(O, co; H) 
denote the solution of (3.1), (3.2) with ~~(0) = .rn. Since 1 u,(t) - u,Jt)l is a 
nonincreasing function oft, (un} converges uniformly on [0, co). Let II denote the 
limit. Clearly u E C([O, co); H), u(0) = X, while (by Theorem 2.2) u E W~$(O, 
co; H) and u satisfies (3.1). This completes the proof of existence. 
It only remains to prove (3.6). Put g(t) = + 1 u(t) - v(t)12, so 1 u’ - 21’ 1 <g” 
and g’ < 0 (since g is nonincreasing). Thus 
j’ s I U’(S) - @‘(s)I’ ds = 1’ dt (‘T I U’(S) - v’(s)12 ds 
0 ‘0 ‘t 
J 
. T  
< g’(T) - g’(t) dt 
0 
T  
< 
s 
- g’(t) dt 
0 
Equation (3.6) follows by letting T - S. 
Now we turn to the case where f  is periodic. 
Q.E.D. 
THEOREM 3.2. Let A be maximal monotone on H and f ELf,,,(O, co; H) have 
period T > 0. Suppose u E C([O, 50); H) n W$~(O, co; H) is a solution of (3.1), 
(3.2); put u,(t) = u(t + nT), 0 < t < co, n E N. Then there exists a T-periodic 
solution w E C([O, I;o); H) n J/;‘$(O, ~0; H) of (3.1), (3.2) such that: 
(i) u(t)-w(t)-OinHast+w; 
(ii) t1’4(u’(t) - w’(t)) -+ 0 in H as t + 00; 
(iii) ui - w” in L2(0, T; H) as n --f co. 
Proof. First we show {u,(t)} converges weakly in H for each t E [0, T]. 
Note that by Theorem 3.1 the existence of a solution of (3.1), (3.2) implies 
the existence of a unique solution z! E C([s, co); H) n fl,$(s, CO; H) of 
v”(t) E Av(t) + f(t), a.e. t E (s, c0), (3.9) 
v(s) = .I. (3.10) 
for any x E D(A). Thus we may define an evolution system of transition opera- 
-- 
tors U(t, s): D(A) - D(A) (0 < s < t < CO) by U(t, s) x = v(t), where o is 
the solution of (3.9), (3.10). We have 
U(t, s) cys, Y) = U(t, Y) VO<Y-s<t (3.11) 
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by the uniqueness of solution. Note that by Theorem 3.1 each U(t, s) is non- 
.r . expansir e, I.e., 
I w, 4 x - U(k s) Y I < I N - ?’ I , 
Note also that the T-periodicity off implies 
s, y  E D(A). 
U(t + T, s + T) = c:(t, 4. (3.12) 
Putting (3.11) and (3.12) together, 
U(t + nT, t) = U(t + T, t)” (n E N). 
In terms of the solution II of (3.1), (3.2) this means 
u&) = u(t + nT) = U(t + nT, 2) u(t) 
= U(t + T, t)” u(t). 
Thus {u,(t)} is a sequence of iterates of the nonexpansive mapping U(t + T, t). 
Since (u,(t)} is bounded, it follows (cf. [5]) that U(t + T, t) has a fixed-point. 
Taking t = 0, we see in particular that there exists a T-periodic solution wr of 
(3.1), (3.2). 
BY (34, 
hence 
c cc t / u’(t) - w;(t)l’ dt < 3 1 u(0) - w1(0)12; 
‘0 
I! II:, - w; /l&O,T;H) < (2n)y2 I u(0) - w,(O)1 . (3.13) 
Thus uk - ~1 in L2(0, T, H), so that 
un(t> - ~n+l(t) = [Q) - w&)1 - Mt + T) - 4t + VI 
=s 
t+r 
w;(s) - u;(s) ds 
t 
converges to 0 in H as 12 -+ co. 
We have shown 
u,(t) = U(t + T, t)‘l u(t), 
%G) - %2+,(4 - 0 as n-tax. 
By a theorem of Opial [6]; {~~(t)}~=r converges weakly to a fixed-point of 
U(t + T, t). Define w by w(t) = w-lim,,, u,(t) (t E [O, co)). Thus by its very 
definition w has period T. We have seen in (3.13) that {u;} converges in 
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L’(0, T; H); we also have {u3E1 bounded in L*(O, T, H) (apply (2.7) on the 
interval [(n - 1) T, (n + 2) T]). Bt Theorem 2.4, therefore, w E Iv2*2(0, T; H) 
and w is a solution of (3.1) (3.2), while 
u; - w’ in L”(0, T; H), 
U;: 2 W” in L’(O, T; H). 
This proves part (iii). 
To prove part (i) of the theorem, note that 
u(t) - w(t) = u,(O) - w(0) + Jn; u’(s) - w’(s) ds 
for nT < t < nT + T. Now 
(3.14) 
u’(s) - w’(s) ds 1 < T1” /I u: - w’ II2 + 0 
as n + co. Also, u,(O) - w(0) as n -+ OC), so (3.14) shows (i) is indeed true. 
Finally, we turn to (ii). Put 
e(t) = I”” s 1 u’(s) - w’(s)12 ds (3.15) 
t 
so by (3.6), e(t) -+ 0 as t -+ co. Moreover, since ui - w” in L2(0, T; H) there 
exists a constant C > 0 such that 
Itt+= 1 u”(s) - w”(s)12 ds < C’ (t > T). (3.16) 
Let P, = (S E [t, t + T]: 1 U’(S) - w’(s)1 > c(t)114 t-114). From (3.19, P, has 
Lebesgue measure 
1 P, 1 < c(t)‘/2 t-112. (3.17) 
BY (3.16)) 
1 u’(t) - w’(t)\ < 1 u’(s) - w’(s)] < C(s - ty*, s E [t, t + T]. (3.18) 
By (3.17) we can choose s E [t, t + l (t)ll2 t-1/2]\Pt. Then (3.18) assures 
1 u’(t) - w’(t)/ < @f/4 t-114 + Ce(t)1/4 t-114, 
which concludes the proof of part (ii). Q.E.D. 
PERIODIC FORCING OF SOLUTIONS 173 
THEOREM 3.3. Let A be nunimal monotone on H and f E L&,&R; H). If 
u1 , ug E ~$(lw; H) are solutions of 
u”(t) E Au(t) + f (t), a.e. t E 58, 
sup I u(t)1 < 0, 
iER 
then u1 - u, is constant on [w. 
Proof. Applying (3.6) to an interval [a, CO) we have 
s O” (t - a) 1 u;(t) - u;(t)]’ dt < & 1 z+(a) - u,(a)1’. (1 
Therefore for any b > a, 
(b - a> Ibrn I 4 - 24; 1’ dt < + 1 q(a) - z+(a)/“. 
Letting a --f -CO and recalling that u1 , u2 are bounded, we conclude that 
Since this holds for all b in IF& we have U; = u;, hence u1 - u2 = constant. 
Q.E.D. 
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