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MICROBIAL POPULATIONS UNDER SELECTION
ELLEN BAAKE AND ANTON WAKOLBINGER
This chapter gives a synopsis of recent approaches to model and analyse the
evolution of microbial populations under selection. The first part reviews two
population genetic models of Lenski’s long-term evolution experiment with Es-
cherichia coli, where models aim at explaining the observed curve of the evolution
of the mean fitness. The second part describes a model of a host-pathogen system
where the population of pathogenes experiences balancing selection, migration,
and mutation, as motivated by observations of the genetic diversity of HCMV
(the human cytomegalovirus) across hosts.
1. Introduction
The genetic diversity and evolution of microbial populations is a rich and
diverse object of biological research. Among the very first investigations was
the Luria-Delbru¨ck experiment [24], which revealed fundamental insight into the
spontaneous nature of mutations, even before the discovery of DNA as the carrier
of genetic information (see [1] for a historical account). Experimental evolution
takes advantage of the short generation time of bacteria and allows to observe
evolution in real time; one of the most famous instances is Lenski’s long-term
evolution experiment (LTEE); see [37] and references therein. The diversity and
evolution of pathogens has immediate medical relevance, as exemplified by the
prediction of the yearly influenza strain; see [28] for a recent review.
As also noted in the contribution of Backofen and Pfaffelhuber [5] in this vol-
ume, population-genetic methods have so far rarely been applied to microorgan-
isms. That chapter discusses the diversity of the bacterial CRISPR-Cas (clustered
regularly interspaced short palindromic repeats–CRISPR associated sequences)
system, which plays an important role in the defense of bacteria against bacte-
riophages.
The present chapter reviews two recent approaches to model and analyse, in a
population-genetic framework, the evolution of microbial population under selec-
tion in combination with migration and/or mutation. We first consider Lenski’s
LTEE with Escherichia coli, that is, experimental evolution under directional
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selection and mutation, and then turn to pathogen evolution under balancing
selection, migration, and mutation, as motivated by observations of the genetic
diversity of HCMV (the human cytomegalovirus) across hosts. For models of
host-pathogen coevolution, we refer the reader to the contribution of Stephan
and Tellier [36] in this volume.
These scenarios and the corresponding models appear to be quite different at
first sight, but they share a similar spirit, for various reasons. First, due to the
short generation times of microbes, it makes sense to also consider and observe the
dynamics of evolution, whereas, with higher organisms, one is often restricted to
equilibrium considerations. Second, due to the large population sizes, laws of large
numbers are appropriate in places, so that, under a suitable scaling, the evolution
is close to a deterministic one. Third, in both cases, a moderate selection–weak
mutation/migration regime is used, which allows for time-scale separation.
The parallels between the two parts go even further: While the LTEE model
features a process of beneficial mutations only a few of which are successful (in
the sense that they lead to fixation of the mutant), the model for HCMV contains
a process of reinfections only a few of which are effective (in the sense that they
lead to a transition from a pure state to a (quasi-) equilibrium state for the
balancing selection); we will refer to such a transition as a balancing event. In
both parts, Haldane’s formula for the fixation probability (and its analogue in the
case of balancing selection) plays an important role, and jump processes appear in
an appropriate scaling limit, with sequential fixations in the first and sequential
balancing events in the second part.
2. Modelling Lenski’s long-term evolution experiment
R. Lenski started 12 replicates of an experiment in 1988, and since then it
has been running without interruption. This has become famous as the E.coli
LTEE [21]. Every morning, a sample of ≈ 5 · 106 Escherichia coli bacteria is
inserted into a defined amount of fresh minimal glucose medium; let us call them
the founder individuals (at day i, say). As soon as the nutrients are consumed,
the bacteria stop dividing — this is the case when the population has reached a
size of ≈ 5 · 108 bacteria, with ≈ 5 · 106 clones each of average size ≈ 100, see
Fig. 2.1. The next morning, the process is repeated by taking out of the ≈ 5 · 108
cells a random sample of ≈ 5 · 106, which then form founder individuals at day
i + 1. This induces a genealogy in discrete time i = 0, 1, . . . among the founder
individuals.
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Figure 2.1. Illustration of some day i− 1 (and the beginning of day i) of Lenski’s
LTEE with 4 founder individuals (bullets), their offspring trees within day i−1, and
the sampling from day i−1 to i (dotted), for an average clone size of 5. The second
founder from the left at day i − 1 (and its offspring) is lost due to the sampling,
and the second founder from the right at day i carries a new beneficial mutation
(indicated by the square). Reprinted from [2, Figure 1], c© 2019, with permission
from Elsevier.
The goal of the experiment is to observe evolution in real time. Indeed, the
bacteria evolve via beneficial mutations, which allow them to adapt to the envi-
ronment and thus to reproduce faster. One special feature of the LTEE is that
samples are frozen at regular intervals. They can be brought back to life at any
time for the purpose of comparison and thus form a living fossil record. In par-
ticular, one can, at any day i, compare the current population with the initial
(day-0) population via a competition experiment [23, 37], which yields the empir-
ical (Malthusian) fitness at day i relative to that at day 0; see below for a precise
definition. Fig. 2.3 shows the time course over 21 years of the empirical relative
fitness averaged over the replicate populations, as reported by [37]. Obviously,
the mean relative fitness has a tendency to increase, but the increase levels off,
which leads to a conspicuous concave shape.
In this section, we report on two closely related models that describe the ex-
periment by means of a Cannings model and explain the mean fitness curve. The
first model was set up by Gonza´lez-Casanova, Kurt, Wakolbinger, and Yuan [19]
and will henceforth be referred to as the GKWY model; it assumes that (a) the
fitness increments conveyed by beneficial mutations are deterministic and follow a
regime of diminishing returns epistasis (that is, the increments decrease with in-
creasing fitness), (b) a weak mutation–moderate selection regime applies, and (c)
the population is so large that a law of large numbers is appropriate. Building on
this, the second model by Baake, Gonza´lez-Casanova, Probst, and Wakolbinger
([2], referred to as the BGPW model) introduces additional random elements by
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(d) allowing for stochastic fitness increments and (e) considering effects of clonal
interference, which means that two mutants compete with each other for the suc-
cess of going to fixation. Both models build on earlier work by Wiser, Ribeck,
and Lenski [37], who work close to the data and perform an approximate anal-
ysis in the spirit of theoretical biology, while we focus on precise definitions of
the models, on population-genetic concepts, and on mathematical rigour where
possible. Our presentation will be guided by [2].
2.1. Interday and intraday dynamics
Both the GKWY and the BGPW models take two distinct dynamics into
account, namely, the dynamics within each individual day, and the dynamics
from day to day. We will now explain these building blocks. Here, as well as in
Sections 2.2 and 2.3, we will focus on the case of deterministic fitness increments
and the absence of clonal interference (as considererd in the GKWY model); the
extensions in the BGPW model will be discussed in Section 2.4.
Intraday dynamics. Let T be (continuous) physical time within a day, with
T = 0 corresponding to the beginning of the growth phase. Day i starts with
N founder individuals (N ≈ 5 · 106 in the experiment). The reproduction rate
or Malthusian fitness of founder individual j at day i is Rij , where i > 0 and
1 6 j 6 N . It is assumed that at day 0 the population is homogeneous (or
monomorphic), that is, R0j ≡ R0. Offspring inherit the reproduction rates from
their parents.
We denote by
(2.1) t = R0T and rij =
Rij
R0
dimensionless time and rates, so that on the time scale t there is, on average, one
split per time unit at the beginning of the experiment, so r0j ≡ 1. We consider
the rij as given (non-random) numbers.
We thus haveN independentYule processes at day i: all descendants of founder
individual j (the members of the j-clone) branch at rate rij , independently of each
other. They do so until t = σi, where σi is the duration of the growth phase on
day i. We define σi as the value of t that satisfies
(2.2) E(population size at time t) =
N∑
j=1
erijt = γN,
where γ is, equivalently, the multiplication factor of the population within a day,
the average clone size, and the dilution factor from day to day in the experiment
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(γ ≈ 100 in the LTEE). Note that, in the definition of σi, we have idealised by
replacing the random population size by its expectation. Since N is very large,
this is well justified, because the fluctuations of the random time needed to grow
from size N to size 100N in size are small relative to that time’s expectation.
Interday dynamics. At the beginning of day i > 0, one samples N new founder
individuals out of the γN cells from the population at the end of day i − 1.
We assume that one of these new founders carries a beneficial mutation with
probability µ; otherwise (with probability 1−µ), there is no beneficial mutation.
We think of µ as the probability that a beneficial mutation occurs in the course
of day i− 1 and is sampled for day i.
Assume that the new beneficial mutation at day i appears in individual m,
and that the reproduction rate of the corresponding founder individual k in the
morning of day i−1 has been ri−1,k. The new mutant’s reproduction rate is then
assumed to be
(2.3) rim = ri−1,k + δ(ri−1,k) with δ(r) :=
ϕ
rq
.
Here, ϕ is the beneficial effect due to the first mutation (that is δ(1)), and q deter-
mines the strength of epistasis. In particular, q = 0 implies constant increments
(that is, fitness is additive), whereas q > 0 means that the increment decreases
with r, that is, we have diminishing returns epistasis. Note that we only take
into account beneficial mutations and adhere to the simplistic assumption that
the fitness landscape is permutation invariant, that is, every beneficial mutation
on the same background conveys the same deterministic fitness increment, no
matter where it appears in the genome; this simplification is already used by
Fisher in his staircase model [16] and is still common in the modern literature
[10]. The assumption will be relaxed in Sec. 2.4, where we turn to stochastic
increments.
Mean relative fitness. Let us now define the mean relative fitness, depending
on the reproduction rates rij of the N individuals in the sample at the beginning
of day i, as
(2.4) Fi :=
1
σi
log
( 1
N
N∑
j=1
erijσi
)
.
Here, σi is as defined in (2.2). Note that (2.4) implies that
(2.5) eFiσi =
1
N
N∑
j=1
erijσi .
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Thus, Fi may be understood as the effective reproduction rate of the population
at day i, which differs from the mean Malthusian fitness 1N
∑
j rij unless the
population is homogeneous.
2.2. Heuristics for the power law of the mean fitness curve
In a homogeneous population of relative fitness F , the length of the growth
period is
(2.6) σ(F ) =
log γ
F
(since this solves eFt = γ, cf. (2.2)). It is crucial to note that the length σ of the
growth period decreases with increasing F .
Assume a new mutation arrives in a homogeneous population of relative fitness
F . It conveys to the mutant individual a relative fitness increment
(2.7) δ(F ) =
ϕ
F q
,
that is, the mutant has relative Malthusian fitness F + δ(F ). We define the
selective advantage of the mutant as
(2.8) s(F ) = δ(F )σ(F ).
This is because the selective advantage is the product of the fitness increment
and the duration of a generation, which, in our case, is the time required for the
population to grow to γ times its original size, namely σ(F ); for details, see [9],
[34, p. 1977], and [2].
It is essential to note that s in (2.8) inherits the dependence on F from σ
and thus s decreases with increasing F even for q = 0. This is what we call
the runtime effect: adding a constant to an interest rate F of a savings account
becomes less efficient when the runtime decreases.
Furthermore, it is precisely this notion of selective advantage conveyed by
(2.8) that governs the fixation probability. Namely, the fixation probability of the
mutant turns out to be
(2.9) π(F ) ∼ C s(F ).
Here, ∼ means asymptotic equality in the limit N → ∞,1 and C := γ/(γ − 1).
The key to understanding the role of C is to formulate the interday dynamics in
terms of a Cannings model. In a neutral setting, this classical model of population
genetics works by assigning in each time step to each of N (potential) mothers
1That is, pi(F )/(C s(F )) = piN(F )/(C sN (F )) → 1 as N → ∞, in the setting of Section 2.3.
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indexed j = 1, . . . , N a random number νj of daughters such that the νj add
up to N and are exchangeable, that is, they have a joint distribution that is
invariant under permutations of the mother’s indices [13, Ch. 3.3]. In [19], the
mothers are identified with the founders in a given day and the daughters with the
founders in the next day, thus resulting in an extension of the Cannings model
that includes mutation and selection. This extension is obtained by decreeing
that a mutant with a selective advantage s compared to the resident type has
an expected offspring of size (1 + s) times the expected offspring of a resident.
(For the large class of Cannings models that admit a paintbox representation, a
graphical construction that includes directional selection is given in [6].)
In our situation, the offspring variance v in one Cannings generation satisfies
(2.10) v = V(ν1) ∼ 2
γ − 1
γ
=
2
C
([19], see also [2] for an explanation in terms of pair coalescence probabilities in
the Cannings model). Hence (2.9) is in line with Haldane’s formula
(2.11) π ∼
s
v/2
,
which relies on a branching process approximation of the initial phase of the mu-
tant growth; see [30] for an account of this method, including a historic overview.
Another crucial ingredient of the heuristics is the time window of length
(2.12) u(F ) ∼
log
(
N s(F )
)
s(F )
after the appearance of a beneficial mutation that will survive drift (a so-called
contending mutation); this results from a branching process approximation of the
expected time it takes for the mutation to become dominant in the population,
see [27, 10, 2]. Indeed, let (Zi)i>0 be a Galton-Watson process with offspring
mean 1 + s and s nonnegative and small. Then according to (2.11) we have the
asymptotics
(2.13) E[Zi | Zi > 0] ∼
v
2
(1 + s)i
s
.
Hence, for any ε > 0, the expression in (2.12) is asymptotically equal to that
generation for which (2.13) reaches εN .
All this now leads us to the dynamics of the relative fitness process. As il-
lustrated in Fig. 2.2, most mutants only grow to small frequencies and are then
lost again (due to the sampling step). But if a mutation does survive the ini-
tial fluctuations and gains appreciable frequency, then the dynamics turns into
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F
F + δ(F )
 u(F ) ≈ u(F )
Figure 2.2. Schematic drawing of the relative fitness process (black) and the
approximating jump process (grey). Reprinted from [2] Figure 3, c© 2019, with
permission from Elsevier.
an asymptotically deterministic one and takes the mutation to fixation quickly,
cf. [17, 10], or [12, Ch. 6.1.3]. Indeed, within time u(F ), the mutation has ei-
ther disappeared or gone close to fixation. Moreover, in the scaling regime (2.19)
specified in Section 2.3, this time is much shorter than the mean interarrival
time 1/µ between successive beneficial mutations. As a consequence, there are,
with high probablity, at most two types present in the population at any given
time (namely, the resident and the mutant), and clonal interference is absent.
Therefore, in the scenario considered, survival of drift is equivalent to fixation.
The parameter regime u ≪ 1/µ is known as the periodic selection or sequential
fixation regime, and the resulting class of origin-fixation models is reviewed in
[26].
Next, we consider the expected per-day increase in relative fitness, given the
current value F . This is
(2.14) E(∆F | F ) ≈ µπ(F ) δ(F ) ∼
Γ
F 2q+1
.
Here, the asymptotic equality is due to (2.7)–(2.9), and the compound parameter
(2.15) Γ := C µϕ2 log γ
is the rate of fitness increase per day at day 0 (where r0j ≡ F0 = 1). Note that
ϕ/F q appears squared in the asymptotic equality in (2.14) since it enters both
π and δ. Note also that the additional +1 in the exponent of F comes from
the factor of 1/F in the length of the growth period (2.6), and thus reflects the
runtime effect. The effect would be absent if, instead of our Cannings model,
a discrete-generation scheme were used, as in [37]; or a standard Wright–Fisher
model, for which [20] calculated the expected fitness increase and the fitness
trajectory for various fitness landscapes, including the one in (2.7).
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Eq. (2.14) now leads us to define a new time variable τ via
(2.16) i =
⌊ τ
Γ
⌋
with Γ of (2.15); this means that one unit of time τ corresponds to Γ days. With
this rescaling of time, Eq. (2.14) corresponds to the differential equation
(2.17)
d
dτ
f(τ) =
1
f2q+1(τ)
, f(0) = 1,
with solution
(2.18) f(τ) =
(
1 + 2 (1 + q) τ
) 1
2(1+q) .
That is, the fitness trajectory follows a power law (and is concave). Note that
(2.17) is just a scaling limit of (2.14), where the expectation was omitted due to
a dynamical law of large numbers, as will be explained next.
2.3. Scaling regime and law of large numbers
We now think of µ = µN and ϕ = ϕN as being indexed with population
size because the law of large numbers requires to consider a sequence of processes
indexed withN . Thus, other quantities now also depend on N (so δ = δN , s = sN ,
π = πN , Γ = ΓN etc.), and so does the relative fitness process (Fi)i>0 = (F
N
i )i>0
with Fi of (2.4). More precisely, we will take a weak mutation–moderate selection
limit, which requires that µN and ϕN become small in some controlled way as N
goes to infinity. Specifically, it is assumed in [19] that
(2.19) µN ∼
1
Na
, ϕN ∼
1
N b
as N →∞, 0 < b <
1
2
, a > 3 b.
These assumptions will enter in Theorem 2.1 below. Due to the assumption
a > 3 b, µN is of much lower order than ϕN . This is used in [19] to prove
that, as N → ∞, with high probability no more than two fitness classes are
simultaneously present in the population over a long time span. Here is a quick
intuitive reason for the bound a > 3b in (2.19). Reaching a macroscoping increase
of the relative fitness requires asymptotically (as N → ∞) no more than ϕ−1−εN
successful mutations (with some ε > 0), and in view of (2.11), between two
successful muations there are asymptotically no more than ϕ−1−εN unsuccessful
ones. Because of (2.12), the time until a new mutation has either disappeared
or gone to fixation can be estimated from above in probability by ϕ−1−εN . The
condition a > 3b ensures that the expected number of mutations that arrive in a
total time of (ϕ−1−εN )
3 is asymptotically negligible. Indeed, as proved in [19], this
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condition guarantees a strict absence of clonal interference as N →∞; there it is
conjectured that Theorem 2.1 holds even under the weaker condition a > b.
Furthermore, the scaling of ϕN implies that selection is stronger than genetic
drift as soon as the mutant has reached an appreciable frequency. The method
of proof applied in [19] requires the assumptions (2.19) in order to guarantee
a coupling between the new mutant’s offspring and two nearly-critical Galton–
Watson processes, between which the mutant offspring’s size is ‘sandwiched’ for
sufficiently many days. Specifically, under the assumption 0 < b < 12 , the coupling
works until the mutant offspring in our Cannings model has reached a small (but
strictly positive) proportion of the population, or has disappeared. For the case
1
2 < b < 1, Haldane’s formula (2.11) holds for a very closely related class of
Cannings models [6, Theorem 3.5]; the proof relies on duality methods invoking
an ancestral selection graph in discrete time. We conjecture that the assertion of
Theorem 2.1 holds also for 0 < b < 1.
In the case where selection is much stronger than mutation, the classical mod-
els of population genetics, such as the Wright–Fisher or Moran model, display
the well-known dynamics of sequential fixation [26], that is, a new beneficial
mutation is either lost quickly or goes to fixation. Qualitatively, our Cannings
model displays a similar behaviour. Furthermore, as already indicated, with the
chosen scaling the population turns out to be homogeneous on generic days i as
N → ∞. This has the following practical consequence for the relative fitness
process (FNi )i>0. On a time scale with a unit of 1/(µN ϕN ) days, (F
N
i )i>0 turns
into a jump process as N →∞, cf. Fig. 2.2. The precise formulation of the limit
law [19] reads as
Theorem 2.1. For N → ∞ and under the scaling (2.19), the sequence of pro-
cesses
(
FN⌊τ/ΓN ⌋
)
τ>0
converges, in distribution and locally uniformly, to the deter-
ministic function
(
f(τ)
)
τ>0
in (2.18).
The theorem was proved along the heuristics outlined above2. It is a reason-
ing that allows to go from (2.14) to (2.17) (and thus to ‘sweep the expectation
under the carpet’), in the following sense. For large N and under the scaling as-
sumption (2.19), fitness is the sum of a large number of small per-day increments
accumulated over many days, and may be approximated by its expectation.
Since time has been rescaled via (2.16), Eq. (2.18) has q as its single parameter.
Note that 1/(2 (1+q)) < 1 (leading to a concave f) whenever q > 0; in particular,
2Note that [19] partly works with dimensioned variables, which is why the notation and the
result look somewhat different.
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the fitness curve is concave even for q = 0, that is, in the absence of epistasis. In
contrast, the fitness trajectory obtained in [20] for the Wright–Fisher model under
q = 0 is linear. The difference is due to the runtime effect, which is present in our
Cannings model even for q = 0 because of the parametrisation of the intraday
dynamics with the individual reproduction rate r: If the population as a whole
already reproduces faster, then the end of the growth phase is reached sooner and
thus leaves less time for a mutant to play out its advantage δ(r) = ϕ/r0 = ϕ of
(2.3). TheWright–Fisher model of [20] does not display the runtime effect because
it does not contain the individual (intraday) reproduction rate as a parameter.
The second parameter, namely ΓN , reappears when τ is translated back into
days; that is, FNi ≈ f(ΓN i).
2.4. Random fitness increments and clonal interference
Let us now turn to random beneficial effects. To this end, we scale the fitness
increments with a positive random variable X with density h and expectation
E(X) = 1. We assume throughout that 0 < E(X2) < ∞ (the degenerate case
X ≡ 1 requires special treatment, as detailed in [2]).
Taking into account the dependence on X, the quantities in (2.7)–(2.9) and
(2.12) turn into
δ(F,X) = X
ϕ
F q
, σ(F ) =
log γ
F
(as before), s(F,X) = δ(F,X)σ(F ),
π(F,X) ≈ C s(F,X), u(F,X) =
log(N s(F,X))
s(F,X)
≈
log(N ϕX)
s(F,X)
(2.20)
(see [2] for an explanation of the approximation for u.) Here we use ≈ in place
of ∼ because — in contrast to Sec.2.3 — we have no limit law available so far.
Note that large X implies large s and hence small u and vice versa. The following
Poisson picture will be central to our heuristics: The process of beneficial mu-
tations with scaled effect x that arrive at time τ has intensity µdτh(x)dx with
points (τ, x) ∈ R+ × R+. And in fitness background ≈ F , we denote by Π the
Poisson process of contending mutations, which has intensity µdτh(x)π(F, x)dx
on R+ × R+. Recall that contending mutations are those that survive drift; but
since we now take into account clonal interference, contending mutations do not
necessarily go to fixation.
We now describe a refined version of the Gerrish–Lenski heuristics for clonal
interference, adapted to the context of our model. Verbally, the heuristics says
that ‘if two contending mutations appear within the time required to become
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dominant in the population, then the fitter one wins.’ We therefore posit that
if, in the fitness background ≈ F , two contending mutations (τ, x) and (τ ′, x′)
appear at τ < τ ′ < τ +u(F, x), then the first one outcompetes (‘kills’) the second
if x′ 6 x, and the second one kills the first if x′ > x. Thus, neglecting interactions
of higher order, given that a contending mutation arrives at (τ, x) in the fitness
background ≈ F , the probability that it does not encounter a killer in its past is
(2.21) ←−χ (F, x) := exp
(
−
∫ ∞
x
µπ(F, y)u(F, y)h(y)dy
)
,
whereas the probability that it does not encounter a killer in its future is
(2.22) −→χ (F, x) := exp
(
− u(F, x)
∫ ∞
x
µπ(F, x′)h(x′)dx′
)
(note that only the term corresponding to −→χ is considered by [17]; the inclusion
of ←−χ makes the heuristics consistent with its verbal description). Using (2.20),
←−χ (F, x) is approximated by
←−
ψ (x) := exp
(
− µC
∫ ∞
x
log(N ϕy)h(y)dy
)
,(2.23)
whereas −→χ (F, x) is approximated by
−→
ψ (x) := exp
(
− µ
C log(N ϕx)
x
∫ ∞
x
x′ h(x′)dx′
)
.(2.24)
Note that neither
←−
ψ nor
−→
ψ depend on F . Thus, setting ←→χ := ←−χ −→χ and analo-
gously
←→
ψ :=
←−
ψ
−→
ψ , we obtain, as an analogue of (2.14), the expected (per-day)
increase of F , given the current value of F , as
(2.25) E(∆F | F ) ≈ µ
∫ ∞
0
δ(F, x)π(F, x)←→χ (F, x)h(x)dx ≈
Γ
F 2q+1
,
where
(2.26) Γ := C µϕ2 log(γ) I(µ,ϕ)
and I(µ,ϕ) := E
(←→
ψ (X)X2
)
. Similarly as in Sec. 2.2, the assumption of a suit-
able concentration of the random variable ∆F around its conditional expectation
allows us to take (2.25) into
F⌊τ/Γ⌋ ≈ E
(
F⌊τ/Γ⌋
)
≈ f(τ)
with f as in (2.18). This means that an approximate power law of the mean fit-
ness curve applies under any suitable distribution of fitness effects; in particular,
the epistasis parameter q is not affected by the distribution of X.
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Figure 2.3. The fitness curve in model and experiment. Bullets: empirical relative
fitness averaged over all 12 populations with error bars (95% confidence limits based
on the 12 populations) from [37, Fig. 2A and Table S4]; solid line: F
i
≈ f(Γ i) with
f of (2.18) and parameter values q = 4.2 and Γ = 3.2 · 10−3 obtained by a least-
squares fit to the data; grey dashed lines: 12 individual trajectories Fi obtained
via simulations of the Cannings model with X following Exp(1) and parameters
N = 5 · 106, γ = 100, ϕ = 0.0375, and µ = 0.73 (the values for µ and ϕ are
obtained from the fitted value of Γ via (2.26) combined with the value of the mean
fitness increment of the first fixed beneficial mutation as observed in independent
experiments [22]); black dashed line: average over the 12 simulations; inset: zoom
on the early phase.
Exponentially distributed beneficial effects. For definiteness, we now spec-
ify X as following Exp(1), the exponential distribution with parameter 1. This
was the canonical choice also in previous investigations (cf. [17, 37]) and is in line
with experimental evidence (reviewed by [14]) and theoretical predictions [18, 29].
Fig. 2.3 shows the corresponding simulations (the estimation of the parameters µ
and ϕ is an art of its own, for which we refer to [2]). The simulation mean agrees
nearly perfectly with the approximating power law. However, for i small, the
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fluctuations in the simulation are larger than those observed, whereas for large
i, this is reversed. While we have no convincing explanation for the former, the
latter may be due to the constant parameters assumed by the model, whereas
parameters do vary across replicate populations in the experiment.
3. A host-parasite model with balancing selection
and reinfection
In this section, we review a model motivated by observations concerning the
human cytomegalovirus (HCMV), an old herpesvirus, which is carried by a sub-
stantial fraction of mankind [7]. In DNA data of HCMV, a high genetic diversity
is observed in coding regions, see [15]. This diversity can be helpful to resist the
defense of the host. Furthermore, for guaranteeing its long-term survival, HCMV
seems to have developed elaborate mechanisms that allow it to persist lifelong in
its host and to establish reinfections in already infected hosts. The purpose of the
model described in the sequel is to study the effects of these mechanisms on the
maintenance of diversity in a parasite population. A central issue hereby is that,
due to the reinfections, the diversity of the (surrounding) parasite population can
be transmitted to the individual hosts. Our presentation will be guided by [33].
3.1. A hierarchical Moran model
Consider a population consisting ofM hosts, each of which carries a population
of N parasites. For simplicity we assume that M and N remain constant over
time, and that there are two types of parasites, A and B. We model the evolution
of the parasite population distributed over the hosts by a {0, 1N , . . . , 1}
M -valued
Markovian jump processXN,M = (XN,M1 (t), ...,X
N,M
M (t))t>0, whereX
N,M
i (t) and
1 −XN,Mi (t), 1 6 i 6 M , represent the relative frequencies of type A- and type
B-parasites, respectively, in host i at time t. Before stating the jump rates of
XN,M in Definition 3.1, we describe the dynamics in words. The host population
as well as the parasite population within each host follow dynamics that are
modifications of the classical Moran dynamics. We work at the time scale of host
replacement, that is, every host dies at rate 1 and is replaced by an offspring of
a uniformly chosen member of the host population. (See Remark 3.4 (f) for a
possible generalisation of the latter assumption.) The N parasites of the new host
all carry the type of a parasite chosen randomly from the parasite population of
its parent. On this time scale, the reproduction rate of each parasite is assumed
to be gN . The parasite population within a host experiences balancing selection
towards an equilibrium frequency η for some fixed η ∈ (0, 1). More specifically,
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in host i parasites of type A, when at relative frequency xi, reproduce at rate
gN (1 + sN (η − xi)) and those of type B at rate gN (1 − sN(η − xi)), where sN
is a small positive number. At a reproduction event, a parasite splits into two
and replaces a randomly chosen parasite from the same host. Reinfection events
occur at rate rN per host; then a single parasite in the reinfecting host (both of
which are randomly chosen) is copied and transmitted to the reinfected host. At
the same time, a randomly chosen parasite is instantly removed from this host;
this way the parasite population size in each of the hosts is kept constant. This
hierarchical host-parasite dynamics is summarised in the following
Definition 3.1. In the process XN,M , jumps from state x = (x1, ..., xM ) ∈
{0, 1N , . . . , 1}
M occur for i = 1, ...,M
to x+
1
N
ei at rate gN (1 + sN (η − xi))Nxi(1− xi) + rN
1
M
M∑
j=1
xj(1− xi)
to x−
1
N
ei at rate gN (1 + sN (xi − η))Nxi(1− xi) + rN
1
M
M∑
j=1
(1− xj)xi
to x+ (1− xi)ei at rate x¯ :=
M∑
j=1
xj, and to x− xiei at rate (1− x¯),
with ei = (0, ..., 1, ..., 0) the i-th unit vector of length M .
This scenario can be interpreted in classical population genetics terms as a
population distributed over M islands and migration between islands. Within
each island, reproduction is panmictic and driven by balancing selection. The
model is hierarchical in the sense that also the population of hosts is evolving.
Related hierarchical models have been studied from a mathematical perspective
in [11] and [25], for example. In these papers, an emphasis is on models for
selection on two scales, and phase transitions (in the mean-field limit) are studied,
in which particularly the higher level of selection (namely group selection) can
drive the evolution of the population. In our model, balancing selection only
acts at the lower level (i.e. the within-host parasite populations); but we focus
on parameter regimes in which balancing selection is also lifted to the higher
level, such that both parasite types are maintained for a long time in the host
population that consists of hosts carrying a single parasite type only, as well
as hosts carrying both types of parasites. This corresponds to observations in
samples of HCMV hosts, see [31] and the references therein.
16 ELLEN BAAKE AND ANTON WAKOLBINGER
3.2. Laws of large numbers and propagation of chaos
In what follows, we specify the assumptions on the strength of selection, in-
tensity of reinfection, and parasite reproduction relative to the rate of host re-
placement. For a moderate strength of selection we show that, in the limit of
an infinitely large parasite population per host, only three states of typical hosts
exist, namely those infected with only one of the types A or B and those infected
with both types, where A is at frequency η. These three host states will be called
the pure states (if the frequency of type A in a host is 0 or 1) and the mixed state
(if the frequency of type A in a host is η). The selection is assumed to be weak
enough that many reinfection attempts are required until an effective reinfection
occurs, and at the same time to be strong enough that an effective reinfection
leads the parasite type frequency in the reinfected host to the equilibrium fre-
quency η quickly.
Only reinfection events can change a host state from pure to mixed. In most
cases reinfection is not effective, in the sense that it only causes a short excursion
from the boundary frequencies 0 and 1. We will see that if the selection strength
and reinfection rate are appropriately scaled, the effective reinfection acts on the
same time scale as host replacement. Furthermore, if selection is of moderate
strength and parasite reproduction is fast enough (but not too fast), transitions
of the boundary frequencies to the equilibrium frequency η will appear as jumps
on the host time scale, and transitions between the host states 0, η and 1 are
only caused by host replacement and effective reinfection events. It turns out
(see Sec. 3.3) that, if the effective reinfection rate is larger than a certain bound
depending on η, then, in the limit N → ∞ and M → ∞, there exists a stable
equilibrium of the relative frequencies of hosts of types 0, η and 1, at which both
types of parasites are present in the overall parasite population at non-trivial
frequencies.
We now collect the assumptions on the parameter regime, namely moderate
selection in (A1), frequent reinfection in (A2), and upper and lower bounds for
a fast parasite reproduction in (A3).
Assumptions (A): There exist b ∈ (0, 1), r > 0 and ǫ > 0 such that the
parameters sN , rN and gN of Definition 3.1 obey
(A1) sN =
1
Nb
,
(A2) lim
N→∞
rNsN = r,
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(A3)
1
gN
= o
( 1
N3b+ǫ
)
, gN = O
(
exp(N1−b(1+ǫ))
)
.
Remark 3.2. Assumption (A1) implies that
lim
N→∞
sN = 0 and lim
N→∞
sNN =∞,
while assumptions (A1), (A2) (A3) together imply that for large N
1≪ rN ≪ gN .
The latter says that hosts experience frequent reinfections during their lifetime,
and many parasite reproduction events happen between two reinfection events.
Such a parameter regime seems realistic; see [31] for additional discussion.
In what follows, we will analyse the cases ‘N → ∞ with M fixed’ (Theorem
3.3), ‘first N → ∞, then M → ∞’ (Proposition 3.8), and ‘N → ∞, M → ∞
jointly’ (Theorem 3.9).
Large parasite population, finite host population. Let the number M of
hosts be fixed. We specify the jump rates of the {0, 1, η}M -valued Markovian
jump process YM = (YM1 (t), ..., Y
M
M (t))t>0, which will turn out to be the pro-
cess of type-A frequencies in hosts 1, . . . ,M in the limit N → ∞. From state
y = (y1, ...., yM ), the process Y
M jumps by flipping, for i ∈ {1, . . . ,M}, the
component yi
from 0 or η to 1 at rate
1
M
M∑
j=1
yj,
from 1 or η to 0 at rate
1
M
M∑
j=1
(1− yj),(3.1)
from 0 to η at rate
2rη
M
M∑
j=1
yj,
from 1 to η at rate
2r(1− η)
M
M∑
j=1
(1− yj).
The first two lines in the display (3.1) corrspond to host replacement, and the
last two lines capture the effective reinfection. That is, the coefficient 2rη in the
third line should, in the light of assumption (A2), be understood as the limit of
the product of the reinfection rate rN and the asymptotic ‘probability to balance’
2sNη, see the explanation in Remark 3.4 (c) below.
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Theorem 3.3 ([33, Theorem 1]). Let XN,M be the {0, 1N , . . . , 1}
M -valued process
with jump rates given in Definition 3.1. Fix M ∈ N and assume that the law
of XN,M (0) converges weakly, as N → ∞, to a distribution ρ concentrated on
({0} ∪ [α, 1−α]∪ {1})M for some α > 0. Let YM be the process with jump rates
(3.1), and with the distribution of YM (0) being the image of ρ under the mapping
0 7→ 0, 1 7→ 1, and [α, 1 − α] ∋ x 7→ η. Assume (A) and let 0 < t < t < ∞.
On the time interval [t, t] the sequence of processes XN,M , N = 1, 2, . . ., then
converges, as N → ∞, to the process YM , in distribution with respect to the
Skorokhod M1-topology (see Remark 3.4 (e) for an intuitive description of this
topology).
Remark 3.4. (a) Theorem 3.3 reveals the emergence of processes of jumps from
the boundary points 0 and 1 to the equilibrium frequency η; these jumps capture
the outcomes of effective reinfections.
(b) The jump processes YMi that arise as the limits of the sequences X
N,M
i
as N → ∞ bear similarities to the jump process addressed before Theorem 2.1:
a jump from type 0 (or type 1) to type η in host i is caused by a ‘successful
reinfection’ (with a parasite of the complementary type), whereas in the context
of the LTEE model, it is the ‘successful mutations’ that count for the jumps of
the mean fitness.
(c) Essential quantities required to show the concentration on the two pure
frequencies and the mixed equilibrium are the probability to balance, i.e. the
probability with which a reinfection event leads to the establishment of the sec-
ond type in a host so far of pure type; and the time to balance, i.e. the time needed
to reach (a small neighborhood of) the equilibrium frequency η after reinfection.
These quantities determine the parameter regimes in which we can observe the
described scenario. Similar to the case of directional selection (see e.g. [8, 32]
and Section 2), branching process approximations as well as approximations by
(deterministic) ordinary differential equations can be used to estimate these prob-
abilities and times. A notable difference compared to the situation of directional
selection described in Section 2 is a change of the (role of the) coefficient of se-
lection s in Haldane’s formula (2.11) for the fixation probability: according to
the jump rates specified in Definition 3.1, when starting from frequency 1N , the
coefficient of selection is ∼ sNη, while the offspring variance is again asymptot-
ically equal to 1. Thus Haldane’s formula predicts that the probability to ‘take
off’, and hence the probability to balance (when starting from frequency 1N ), is
asymptotically equal to 2sNη as N → ∞. This is proved in [33, Lemma 3.6].
Furthermore the time to balance [33, Proposition 3.8] is longer than the fixation
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time in the corresponding setting of Section 2. This is due to the fact that ran-
dom fluctuations close to the equilibrium are larger than fluctuations close to the
boundary.
(d) The reason for considering, in Theorem 3.3, time intervals [t, t] instead of
[0, t] is to disregard the jumps at time 0 in the limiting process that result from the
asymptotically instantaneous (as N → ∞) stabilisation of the type frequencies
due to the balancing selection.
(e) After an effective reinfection of host i, the i-th component ofXN,M performs
(when N is large) a quick transition with small jumps starting from the boundary
and leading close to η. Thus the Skorokhod M1-topology, which is coarser than
the more common J1-topology, adequately describes the mode of convergence of
XN,M to the jump process YM as N →∞. For a definition and characterisation
of these topologies see [35]. Roughly stated, two paths are close to each other in
the J1-topology if they are uniformly close after a small (possibly inhomogeneous)
time shift of one of them. For a similar notion in the M1-topology, define the
graph of a path by completing the path’s jumps through vertical interpolations,
and require that there exist parametrisations of the two graphs that are uniformly
close to each other in space-time. Beside the convegence (in the sense of finite-
dimensional distributions) of the genealogies of XN,M towards that of YM , which
relies on elements of the graphical construction described in the next paragraph,
the tightness criterion for the M1-topology provided by [35, Theorem 3.2.1] is
used in the proof of Theorem 3.3.
(f) Stimulated by a referee’s question, we conjecture that the essentials of
the results of [33], which are reviewed here, remain valid if the hosts’ lifetimes
are generalised from i.i.d. standard exponentials to i.i.d. random variables with
expectation 1. This would make the flip rates in the last line of Definition 3.1
and in the first two lines of (3.1) dependent also on the age of the respective
host. Furthermore, it would introduce a renewal component into the dynamics
of the process V specified in Definition 3.5, but otherwise leave the statements of
Theorem 3.3, Proposition 3.8, and Theorem 3.9 unchanged.
Theorem 3.3 assumes a finite host population (of constant size), with each host
carrying a large number of parasites. However, in view of the discussion in [31],
it is realistic to assume that the number of infected hosts is also large. We will
consider two cases: In the next paragraph we let first N →∞ and then M →∞;
thereafter we assume a joint convergence of N and M =MN to ∞.
Iterative limits: Huge parasite population, large host population. Ac-
cording to Theorem 3.3, the process YM arises in the limit of N →∞ parasites
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per host, with the number M of hosts fixed. YM has a propagation of chaos
property as M →∞ for a sequence of initial states that are exchangeable, see
Proposition 3.8 below. If the empirical distributions of YM (0) converge to the
distribution with weights v0 = (v
0
0 , v
η
0 , v
1
0) as M → ∞, then, for each t > 0,
YM (t) converges to the distribution with weights vt = (v
0
t , v
η
t , v
1
t ) given by the
solution of the dynamical system
v˙0 = (1− η)vη − 2rηv0(v1 + ηvη)
v˙η = −vη + 2r(η2v0vη + (1− η)2v1vη + v0v1)(3.2)
v˙1 = ηvη − 2r(1− η)v1(v0 + (1− η)vη)
with initial value v0, see [33, Corollary 2.8]. The system leaves the unit simplex
∆3 := {(z0, zη , z1) ∈ [0, 1]
3 : z0 + zη + z1 = 1} invariant (as it must).
Here is a brief intuitive explanation of (3.2), exemplarily for its first equation.
The first term on the r.h.s. of that equation arises from host replacement, as a sum
of what happens when a host of type 0, type η or type 1 dies. The corresponding
contributions to v˙0 are −v0(v1 + ηvη), vη(v0 + (1− η)vη) and v1(v0 + (1− η)vη),
and these add up to (1−η)vη . The second term on the r.h.s. of the first equation
in (3.2) arises from reinfection and corresponds to the rate in the third line of
(3.1), see also the explanation there.
The equilibria of (3.2) and their stability are analysed in [33, Proposition 2.11].
In particular, there is an equilibrium in the interior of ∆3, which is globally stable,
if and only if
r > max
{
2η − 1
2η(1 − η)2
,
1− 2η
2(1 − η)η2
}
.(3.3)
In the limit M → ∞, the process of type-A parasite frequencies in a typical
host turns out to be a {0, η, 1}-valued Markov process V = (V (t))t>0 defined as
follows.
Definition 3.5 (Evolution of a typical host in the limit M → ∞). For a given
v0 ∈ ∆
3, let v = (vt)t>0 be defined by (3.2). We specify the jump rates of V as
follows: At time t, the process V jumps
from any state to state
0 at rate v0t + (1− η)v
η
t ,
1 at rate v1t + ηv
η
t ,
from state 0 to state η at rate 2rη(v1t + ηv
η
t ), and
from state 1 to state η at rate 2r(1− η)(v0t + (1− η)v
η
t ).
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The second part of [33, Corollary 3.4] gives
Proposition 3.6. Let v and V be as in Definition (3.5). Then
P(V (t) = a) = vat , a ∈ {0, η, 1}.
This confirms that the dynamics of V is of Vlasov-McKean type: the jump
rates of V at time t react on the distribution of V (t). This goes along with the
underlying mean-field situation.
Notably, there is a graphical representation of the process (V (t))t>0 in terms of
nested trees (Tt)t>0, which does not require a prior analytic construction of v but
rather gives a probabilistic representation of it. This representation is in the spirit
of ancestral graphs in the absence of coalescences, see [4, Thm. 2] or [3, Prop. 2].
The leaves of Tt are coloured independently according to the distribution with
weights v0, with the colours being transported in an interactive way from the
leaves to the root; the random state V (t) is then the colour of the root of Tt. Let
us first describe the construction of Tt, following [33, Definition 3.1].
0
t
t
′
Rt
Figure 3.1. Nested trees in the graphical representation of V . Left: A realisation
of Tt. The root Rt is situated at time t, the leaves are at time 0. The distinguished
line is drawn bold. HR events along the lines different from the distinguished
one are indicated as dots. Branches incoming to the distinguished line at HR
events are drawn to the right of the continuing branch, incoming branches at PER
events (along any line) are drawn to the left of the continuing branch. Right: The
corresponding realisation of Tt′ for a t
′ < t, nested into Tt.
A single (distinguished) line starts from the root Rt of Tt backwards in time,
this is the downward direction in the (schematic) Figure 3.1. The growth of the
tree in downward direction is defined via the splitting rates of its lines. Namely,
each line is hit by host replacement (HR) events at rate 1 and potential effective
reinfection (PER) events at rate 2r. At each such event, the line splits into two
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branches, the continuing and the incoming one (where ‘incoming” refers to the
direction from the leaves to the root). Whenever the distinguished line is hit by
an HR event, we keep both branches in the tree and designate the continuing
branch as the continuation of the distinguished line. In order to discriminate
between PER and HR events along the distinguished line, we draw the incoming
line at PER events to the left and at at HR events to the right of the distinguished
line. Whenever a line different from the distinguished one is hit by an HR event,
we discard (or prune) the continuing branch and keep only the incoming one; but
we keep the event in mind by placing a dot on the continuing line. At a PER
event (to any line), we keep both the incoming and the continuing branches.
Next we describe the transport of the colours that result from an independent
colouring of the leaves of Tt according to v0. Assume an HR event occurs at
time τ . If the incoming branch at time τ− is in state 0 or 1, then the continuing
branch takes the state of the incoming branch. If the incoming branch at time τ−
is in state η, then the state of the continuing branch at time τ is decided by a coin
toss: it takes the state 1 or 0 with probability η or 1−η, respectively. Intuitively,
this coin toss decides which type is transmitted (type A with probability η and
type B with probability 1− η).
At a PER event (occurring at time τ , say), the state of the continuing branch is
decided via at most two independent coin tosses, each with success probability η.
If, for example, at time τ− the incoming branch is in state η and the continuing
branch is in state 0, then at time τ the state of the continuing branch changes to
η with probability η2, and remains in 0 with probability 1 − η2. Intuitively, the
first coin toss decides which type is transmitted, and the second coin toss decides
whether the reinfection is effective. This second coin toss decreases the rate 2r
of PER events to the host-state dependent rate of effective reinfection events.
For the rules for the other combinations of states at the incoming and continuing
branches, we refer to [33, Definition 3.1].
In this way, given the tree Tt and the realisations of the coin tosses indexed by
the HR and PER events along its lines, the states of the leaves are propagated in
a deterministic way into the state Ct of the root. As indicated Figure 3.1, (Tt, Ct)
can be coupled for various t by nesting the trees in an obvious way.
Proposition 3.7 (Graphical construction of the state evolution of a typical host
[33, Corollary 3.4]). For v0 ∈ ∆
3, let (Tt, Ct)t>0 be constructed as described above.
Then (Ct)t>0 has the same distribution as the process
(
V (t)
)
t>0
specified in Def-
inition 3.5.
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This graphical approach is instrumental for proving the next result als well as
Theorems 3.3 and 3.9.
Proposition 3.8 (Propagation of chaos [33, Proposition 2.7]). Assume
1
M
M∑
i=1
δY Mi (0)
→ v00δ0 + v
η
0δη + v
1
0δ1
as M → ∞ for some v0 = (v
0
0 , v
η
0 , v
1
0) ∈ ∆
3. Moreover, assume that the initial
states YM1 (0), ..., Y
M
M (0) are exchangeable, i.e. arise through sampling without
replacement from their empirical distribution (given the latter). Then, for each
t > 0, the random paths YMi = (Y
M
i (t))06t6t, i = 1, . . . ,M , are exchangeable.
Furthermore, for each k ∈ N as M →∞, one has
(YM1 , . . . , Y
M
k )→ (V1, . . . , Vk)
in distribution with respect to the Skorokhod J1-topology, where V1, . . . , Vk are
i.i.d. copies of the process V = (V (t))06t6t specified in Definition 3.5.
Joint limit: M =MN →∞ for N →∞. In analogy to Proposition 3.8, propa-
gation of chaos can also be shown in the case of a joint limit of N and M to ∞,
i.e. M =MN and MN →∞ for N →∞. This is the topic of the next theorem.
Theorem 3.9 (Propagation of chaos [33, Theorem 2]). Let Assumptions (A)
be valid. Assume that, for any N , the initial states XN,MN1 (0), ..., X
N,MN
MN
(0)
are exchangeable (i.e. arise via sampling without replacement from their em-
pirical distribution µN0 ). For M = MN → ∞ as N → ∞, assume that µ
N
0
converges weakly as N → ∞ to a distribution π on {0} ∪ [α, 1 − α] ∪ {1} for
some α > 0. Let 0 < t < t < ∞ and k ∈ N. On the time interval [t, t], the
processes XN,MN1 , . . . ,X
N,MN
k then converge, as N →∞, to k i.i.d. copies of the
process V specified in Definition 3.5. Here the distribution of V (0) has weights
π({0}), π([α, 1−α]), π({1}), and convergence is in distribution with respect to the
Skorokhod M1-topology.
This allows to derive the following result on the asymptotics of the empirical
distributions µNt of
(
XN,MNi (t), i = 1, . . . ,MN
)
as N →∞.
Corollary 3.10 (Law of large numbers [33, Corollary 2.10]). (i) In the situa-
tion of Theorem 3.9, the sequence of M1(D([t, t]; [0, 1])-valued random variables
µN converges in distribution (w.r.t. the weak topology) to the distribution of V
as N → ∞, where the space D([t, t]; [0, 1]) is equipped with the Skorokhod M1-
topology.
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(ii) For t > 0, the sequence of M1([0, 1])-valued random variables µ
N
t converges
in distribution (w.r.t. the weak topology) to v0t δ0+ v
η
t δη + v
1
t δ1 as N →∞, where
v = (v0, vη , v1) is the solution of (3.2) with initial condition
(
π({0}), π([α, 1 −
α]), π({1})
)
.
3.3. Maintenance of a polymorphic state
For large N andM , the weights of the empirical frequencies µNt are close to the
solution of the dynamical system (3.2) by Corollary 3.10. Hence — once a state
close to the stable equilibrium state of (3.2) is reached — both parasite types A
and B are maintained in the population for a long time. Indeed, an asymptotic
lower bound for this time, which is ‘almost exponential’ in MN , is given in [33,
Theorem 3ii)]. However, with N being finite, eventually one of the types goes to
fixation and the population enters a monomorphic state with all hosts infected
with either type A or B only.
To formally overcome this problem of ultimate fixation, we now enrich our
model by allowing, in addition to the rates specified in Definition 3.1, a two-way
mutation for the parasites at rate uN per parasite generation. Then
(3.4) θN := uNNMNgN
is the population mutation rate, i.e. the total rate at which parasites mutate in
the total host population on the host time scale. If θN = o(rN ), the rate at which
a type is transmitted by reinfections is much larger than the mutation rate to this
type, even if this type is retained only in a single host (at around the equilibrium
frequency). The dynamical system arising as the limiting evolution of XN,M as
N →∞ is then not perturbed by mutations.
Even though most mutations away from a monomorphic population will get
lost due to fluctuations, the assumed recurrence of the mutations will eventually
turn a monomorphic host population into a polymorphic one. The condition
(3.5) r > max
{
η
2(1− η)2
,
1− η
2η2
}
,
which is stronger than (3.3), allows for a coupling with a supercritical branching
process that estimates from below the number of hosts infected with the currently-
rare parasite type. Under this condition together with Assumptions (A), [33,
Theorem 3i)] gives an asymptotic upper bound (in terms of θN , sN and MN )
on the time at which, with high probability (i.e. with a probability that tends
to 1 as N → ∞), the empirical distribution of the host’s states reaches a small
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neighborhood of the stable fixed point of the dynamical system (3.2), when the
particle system is started from a monomorphic state.
A comparison of the two bounds in parts (i) and (ii) of [33, Theorem 3] shows
that, as long as θN = o(rN ) and θN obeys a mild asymptotic lower bound, the
proportion of time the population spends in a monomorphic state is negligible
relative to the time it spends in a polymorphic state. In fact the required lower
bound on θN turns out to be subexponentially small in the host population size.
From a modelling perspective, it seems important that the lower bound is this
small. Indeed, the genetic variability we are modelling is found in coding regions.
Types A and B represent different genotypes/alleles of the same gene (e.g. in
HCMV there exist two genotypes for the region UL 75; they are separated by
one deletion (removing an amino acid) and 8 amino acid substitutions, requiring
at least 8 non-synonymous point mutations). Since no ‘intermediate genotypes’
have been found, it is likely that a fitness valley lies between the two genotypes,
see [31] for more details on the biological motivation.
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