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Abstract 
A hydraulic transient is the means by which a rapid change in steady-state flow is absorbed. Although maltreatment of transient 
processes can result in disasters, engineers in most cases attain solutions through enumerating possible surge scenarios and less 
through optimization. In this study both classical (a Quasi-Newton algorithm) and heuristic (a genetic algorithm) methods were 
used to minimize the transient resulted from valve closure in simple water distribution networks. The results show that even for 
smallest transients, utilization of optimization can substantially reduce the negative effects of transients. 
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1. Introduction 
A hydraulic transient, also entitled pressure surge or water hammer is a wave or pressure change propagated 
through a canal or pipeline as a result of a sudden acceleration or deceleration of flow. Quantitative analysis and 
management of transient flow started only recently for WDS. Nowadays the advance of data processing allows 
many water hammer models to be accessible to engineers and modelers. A number of techniques can be used for 
the determination of transient flow in water distribution systems. Some strategies consider design and maintenance 
only; some take into consideration the addition of dedicated surge protection devices. In all cases, however, no two 
surge control solutions are hydraulically the same, thus there are no general rules or universally applicable 
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guidelines for transient pressure type and device locations. Any surge protection device and operating strategy must 
be selected accordingly, which depends on multiple parameters and system conditions as stated by Boulos et al. 
(2005).  The above demonstrates the strong need in considering optimization schemes oriented towards reducing 
transient impacts. 
By now, most of pipeline optimization methodologies concentrated on optimization of steady or near steady 
flow conditions. Additional complication for transient optimization emerges: few existent transient modeling 
software cannot be included as a part of simulation-optimization processes due to their external incompatibility. 
Just a few optimization approaches have considered transients: Laine and Karney (1997), Lingireddy et al. (2000), 
Jung and Karney (2006). At these studies a genetic algorithm (GA) is used as the main optimization method owing 
to its ability to cope with a very complex problem such as transients. As a result, being a heuristic method, GA 
does not have proven convergence to the global optimum and may require expensive fitness function evaluations. 
In this study the transient state equations are solved numerically using the method of characteristics. The 
solution of the transient was used as an input for the optimization process. As an example of a classical 
optimization method, a Quasi-Newton algorithm was applied, and further compared to a GA outcome.  
A new hybrid optimization model is introduced. Within this model a GA is used to find an appropriate initial 
guess of the decision variable that assures further convergence of the Quasi-Newton algorithm. 
 
Nomenclature  
a   speed of pressure wave  
A   flow cross-sectional area 
c   parabola coefficient, decision variable 
D   pipe diameter 
f   Darcy-Weisbach friction factor 
g   gravitational constant 
H    pressure head 
maxH   maximum head 
P    pressure 
t    time 
V    fluid velocity 
x    coordinate along the flow direction 
θ   angle 
ρ   fluid density 
tΔ   time step 
xΔ  grid size along x direction 
2. Methodology 
For receiving an optimal solution, the following framework was used: 
1. Formulate the steady state flow model – define the water distribution network, describe input data, and 
achieve steady state solution.  
2. Formulate the optimization problem – define decision variable as the operational parameter of systems’ 
actuators that influences systems’ response to transients, objective function, and constraints.  
3. Formulate the transient flow model – develop a simulation model quantifying systems’ response to 
transients, in terms of heads and flows, as a function of operational variable. 
4. Solve the optimization problem to find the value of the operational parameter that result in optimal 
systems’ response to transients. 
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As appropriate methods for described tasks are found, the optimal value of the parameter will be determined as 
a result of linking the system simulation with optimization. 
2.1. Transient simulation 
In this study, the equations of the general theory of water hammer are used to describe the physics of the 
system. Vapor pockets formation is not considered, so the head in the system is not allowed to drop below -32 feet 
(-10 m).  
The derivation of basic equations for full pipe flow is based on a one-dimensional assumption. According to the 
conservation of mass and Newton’s second law, the continuity equation and equation of motion are derived as 
(Streeter and Wylie, 1981):  
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These equations need to be solved according to specified boundary conditions for each concerned example.  
The equations governing water hammer can seldom be solved analytically. Therefore, numerical techniques are 
used to approximate the solution. The method of characteristics (MOC), which has the desirable attributes of 
accuracy, simplicity, numerical efficiency, and programming simplicity is most popular (Ghidaoui et al. , 2005). 
Method of characteristics allows finding the head and the flow at any internal grid point with an appropriate 
initial and boundary conditions taken into account. 
2.2. Optimization 
Transient simulation model is used in conjunction with optimization process. Three optimization approaches are 
applied in this work: classical gradient optimization method, heuristic method, and hybrid model integrating both 
classical and heuristic methods.  
The following objective function was considered in all cases: minimum of the maximum head; under the 
assumption that minimizing the maximum head (punctual value) will ensure minimal transient response in the 
whole system. 
2.2.1. Quasi-Newton method 
The Quasi-Newton method is an iterative method that involves only function and its gradient evaluation at each 
iteration, but does not require computation of the Hessian matrix. The method is one of the fastest among classical 
optimization techniques (Nocedal, 2006). The particularity that distinguishes this algorithm from the others is how 
the search direction is chosen. At the k -th stage of the algorithm the matrix 
kΗ  is computed, which is an 
approximation to the inverse of the Hessian of the function at the current iterate. The approximation of the inverse 
of the Hessian eliminates the need in additional calculations, and the search direction can be found by simple 
multiplication the approximated matrix by the gradient. 
2.2.2. Genetic algorithm 
A genetic algorithm (GA) is a search heuristic that mimics the process of natural evolution. In a genetic 
algorithm, a population of candidate solutions to an optimization problem is evolved toward better solutions. Each 
candidate solution has a set of properties which can be mutated and altered. Starting from certain initial population, 
the solution iteratively changes towards an optimum.  
The interest to the heuristic methods in transient analysis based on their ability to solve problems that are 
difficult for traditional gradient-based optimization methods. Lingireddy et al. (2000) uses GA for transient 
suppression devices optimization.  Jung and Karney (2006) applied GA and particle swarm optimization (PSO) 
approaches involving an unknown combination of hydraulic devices to effectively cope with water hammer 
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conditions. Thought, being heuristic methods, they do not have proven convergence to the global minimum and 
may require very expensive fitness function evaluations.  
In this study GA was used as an independent optimization technique (to compare results and performance) and 
as a part of hybrid model.  In both cases embedded MatLab functions for GA optimization were used. 
2.2.3. Hybrid model 
The methods described above have disadvantages along with advantages. Among the disadvantages of the 
Quasi-Newton method, sensitivity to the initial guess value can be mentioned. The algorithm can converge to a 
value of decision variable beyond its actual range. Traditional way to solve this problem is to add inequality 
constraints to the algorithm itself. An alternative method could be use, that allows not only avoid initial guesses 
that result in inapplicable value of the decision variable, but also avoid other cases of divergence. 
To ensure convergence of the Quasi-Newton method from its starting point, the numerical gradient at this point 
and at the point at the next iteration must have different signs. Based on this observation, the hybrid model was 
built as following: 
1. GA finds a set of points in the admitted region of the decision variable that suits defined criteria of the 
gradient signs difference. 
2. This point serves as initial guess for Quasi-Newton algorithm which in its turn results in optimal value of 
the decision variable. 
Described model allows taking advantage of both classical and heuristic optimization algorithms to effectively 
find the optimal solution. 
3. Case study 
The network schematic and data for a case study were originally presented at Streeter and Wylie “Hydraulic 
transient” book (1967).  Lately the same example was used by Boulos et al. (2005). The network comprises nine 
pipes, five junctions, a reservoir, three closed loops, and a valve located at the downstream end of the system as 
shown in fig. (1). Head at the reservoir is constant and equal to Hres = 626.64 ft. The valve is shut to create the 
transient. Full system data is listed in Table 1. 
 
Fig.1. Layout of a pipe network for the case study 
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  Table 1. Example data 
Pipe Length (ft) Diameter (inch) Friction factor Flow (steady state) (cfs) Wave speed (ft/s) 
1 2000 36 0.03 30 3300 
2 3000 30 0.028 14.34 3750 
3 2000 24 0.024 15.66 4000 
4 1800 18 0.02 6.35 3000 
5 1500 18 0.02 7.99 3750 
6 1600 18 0.025 4.05 3200 
7 2200 30 0.04 17.96 3140 
8 1500 24 0.03 12.04 3000 
9 2000 36 0.024 30 3000 
 
In the original example the transient condition was a rapid (0.6 seconds) valve closure but the calculations were 
actually based on the assumption of a linear decrease in the flow rate out of the valve. Since a valve closure does 
not normally produce a linear flow variation, it was decided to solve the transient for three different cases: 
(1) linear closure in 0.6 sec – to compare the results with the original example; 
(2) non-linear closure according to typical closing curve (see fig. 2 (a)); 
 
a) 
  

 
Fig. 2. (a) typical valve performance curve (Wood et al., 2005); (b) possible closure curves. 
Valve curve (fig. 2 (a)) gives the percent of the maximum flow through the valve as a function of the percent 
valve open for a butterfly valve. 
(3) optimized non-linear closure – using given closing curve and closing strategy (faster at the beginning and 
slower at the end or vice versa) 
The closing strategy defines the decisional variable. Closing strategy describes percent of valve opened area as a 
function of time. The closure curve is defined as a second order polynomial (fig. 2 (b)). 
With an assumption that at the beginning ( 0t = ) the valve is fully opened ( 1A = ) and at the end of closure 
time the valve is fully closed ( 0A = ), the closure curve can be defined as a parabola with one unknown 
coefficient c : 
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 ( )2 1 1A ct c t= + − − +  
This coefficient c  now can be treated as a decision variable, defining the optimal closure curve that results in 
minimal transient response in the system (by leading to the minimal maximum head). 
4. Results 
Transient simulation results presented in fig. 3 show the solution of the governing equations with the method of 
characteristics. Results for linear and non-linear closure without any additional optimization techniques are 
presented at fig. 3: 
 
Fig. 3. Head as a function of time at the valve. Simulation duration is 50 sec. 
The realistic closure scenario is the closure according to valve closure curve (nonlinear closure). It results in the 
following values of the maximum and the minimum head: 
max
min
1290.7
54.46
H ft
H ft
=
=
  
Then, optimization algorithms are applied to find the optimal closing curve. The decision variable is the 
coefficient that determines the shape of the curve. As the valve is closing according to the optimal curve, transient 
flow in the system  results in lower heads. Both Quasi-Newton algorithm and GA optimization resulted in a very 
close value for the decision variable, the maximum and the minimum head, as shown in table 2. 
Table 2. Optimization results 
Method Decision variable Maximum head (ft) Minimum head  (ft) 
GA -0.6345 1233.2 67.24 
QN -0.6342 1233.2 67.24 
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a) 
 
b) 
 
Fig. 4. (a) resulting optimal closure curve; (b) difference between maximum head for initial non-linear closure and optimal closure. 
Fig. 4(a) shows the optimal closure curve and the maximum head in the system is presented in fig. 4 (b). For 
initial non-linear closure the maximum head occurred in pipe 6, for the optimal closure curve it occurred at pipe 2 
and was by almost 60 ft smaller. 
 
 A series of sensitivity checks were conducted. In order to investigate the system response, the following 
changes in the system layout were made: 
1. A reservoir with constant head added at junction 4. 
2. A pipe added between junction 4 and a new junction 6 in the middle of pipe 9. 
3. The diameter of pipe 9 was changed (increased and reduced).   
Transient simulation results for these cases suggest that the introduced solution model describes relationship 
between system parameters and transient response correctly.  
For all defined cases an optimal closure strategy reduced substantially the transient flow. The Quasi-Newton 
algorithm repeatedly showed the same value for the decision variable and resulted in the same value of maximum 
head as the GA. 
The initial guess problem was effectively solved with the hybrid model. At the sample of 25 runs of the GA-QN 
process, GA resulted in good initial guesses for the Quasi-Newton algorithm (the initial guess that ensures QN 
convergence): 
• for the initial case study example – in 96% cases; 
• for the example with additional reservoir – in100% cases; 
• for the example with additional pipe – in 88% cases. 
5. Conclusion 
An optimization model for transient condition in water distribution systems was presented. Both classical 
gradient and heuristic optimization techniques were successfully applied. The optimization of the operation 
strategy parameter (valve closing curve pattern) allowed to reduce transient response in the system.  
The success of using a classical gradient optimization technique like the Quasi-Newton algorithm is based on its 
property to converge to local minima effectively and relatively fast. At the small example, the Quasi-Newton 
algorithm showed excellent results both in convergence to the optimal value and its performance time, 
outperforming the GA. However, substantial nonlinearity of the initial problem may impede its ability to converge 
for more complex systems.  
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Future studies of this problem should include an estimation of the ability to use Quasi–Newton, or, perhaps, 
another classical optimization algorithm for larger and more complex water distribution system examples, a study 
of possible inequality constraints usage, and an investigation of possible solutions of an optimization problem with 
many decision variables (for example, surge control devices location and their parameters). 
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