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Résumé – Le démélange d’images hyperspectrales vise à identifier les signatures spectrales d’un milieu imagé ainsi que leurs proportions dans
chacun des pixels. Toutefois, les signatures extraites présentent en pratique une variabilité qui peut compromettre la fiabilité de cette identification.
En supposant ces signatures potentiellement affectées par le phénomène de variabilité, nous proposons d’estimer les paramètres d’un modèle de
mélange linéaire à l’aide d’un algorithme de minimisation alternée (Proximal alternating linearized minimization, PALM) dont la convergence
a été démontrée pour une classe de problèmes non-convexes qui contient précisément le problème du démélange d’images hyperspectrales. La
méthode proposée est évaluée sur des données synthétiques et réelles.
Abstract – Hyperspectral unmixing aims at identifying the reference spectral signatures contained in a hyperspectral image and their abundance
fractions. In practice, the variability of the identified signatures can induce significant abundance estimation errors. This paper proposes to
address this issue by interpreting the extracted endmembers as possibly corrupted versions of the true endmembers under a linear mixing model.
The parameters of this model are then estimated using an optimization algorithm based on the proximal alternating linearized minimization
(PALM), whose convergence has been established for the problem considered in this paper. The performance of the proposed unmixing strategy
is evaluated on synthetic and real data, showing promising results.
1 Contexte, motivations et contribution
Le démélange d’images hyperspectrales consiste à identifier
les signatures spectrales des composants élémentaires présents
dans les données étudiées (spectres purs) ainsi que leurs pro-
portions dans chacun des pixels (abondances) suivant un mo-
dèle de mélange prédéfini. Un modèle de mélange linéaire est
généralement adapté à la description de données hyperspec-
trales en l’absence d’importantes différences de relief et d’in-
teractions à l’échelle microscopique entre les éléments imagés
[1]. Toutefois, les signatures spectrales des constituants élé-
mentaires peuvent varier d’un pixel à l’autre en raison de la
fluctuation des conditions d’acquisition ou de la variabilité na-
turelle de la scène imagée. Ce phénomène constitue une source
non négligeable d’erreur lors de l’estimation des coefficients
d’abondance, erreur qui sera propagée dans le cas de procé-
dures non-supervisées de démélange. Différentes approches pro-
posées dans la littérature abordent ce problème d’un point de
vue statistique (spectres purs représentés par des vecteurs aléa-
toires) ou en faisant intervenir une bibliothèque spectrale (dis-
ponible a priori ou extraite des données étudiées) [2]. Dans cet
article, nous introduisons un nouveau modèle de mélange qui
permet de rendre compte explicitement de la variabilité spec-
trale des composants purs de l’image. Tandis que la variabilité
n’est supposée résulter que de facteurs d’échelle spatialement
variables dans [3], chaque signature est ici représentée par un
spectre pur affecté par un terme additif spatialement variable.
La première contribution de cet article est la définition d’un
modèle de démélange original prenant en compte la variabi-
lité spectrale des spectres purs d’une image hyperspectrale. La
seconde contribution réside dans l’étude des performances de
l’algorithme d’optimisation PALM [4] pour l’estimation des
paramètres du modèle introduit. Notons que des garanties théo-
riques de convergence de cet algorithme existent pour le pro-
blème de démélange spectral considéré dans ce travail.
L’article est organisé comme suit. Le modèle proposé est
introduit dans la section 2 tandis que la section 3 décrit la
stratégie de démélange utilisée. Les résultats des simulations
conduites sur données synthétiques et réelles sont rapportés
respectivement dans les sections 4 et 5. Enfin, la section 6 vient
conclure ce travail.
2 Modèle de mélange
2.1 Modèle de mélange linéaire perturbé (MMLP)
Chaque pixel yn d’une image hyperspectrale est représenté
par une combinaison linéaire de K spectre purs – notés mk –
affectés par un terme additif de variabilité dmn,k dépendant du








+ bn pour n = 1, . . . , N (1)
où L désigne le nombre de bandes spectrales, N est le nombre
de pixels, yn est le ne pixel, mk représente le ke spectre pur,
akn est la proportion du ke spectre pur dans le ne pixel, et
dmn,k est le terme de variabilité du ke spectre pur dans le ne
pixel. Le terme bn représente le bruit résultant de l’acquisition
et de la modélisation des données. Sous forme matricielle, le
modèle de mélange linéaire perturbé (MMLP) (1) peut s’écrire
Y =MA+
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oùY = [y1, . . . ,yN ] est une matrice de taille L×N contenant
les pixels de l’image, M est la matrice de taille L ×K conte-
nant les spectres purs, A désigne la matrice de taille K × N
des coefficients d’abondance, dMn est la matrice de variabi-
lité spectrale de taille L × K et B représente la matrice de
bruit. Les contraintes de positivité et de somme-à-un, qui per-
mettent de traduire des considérations d’ordre physique, sont
exprimées comme suit [1]
A  OK,N , AT1K = 1N
M  OL,K , M+ dMn  OL,K , ∀n = 1, . . . , N
(3)
où désigne une inégalité terme à terme. Pour contrôler l’éner-
gie du terme de variabilité, nous introduisons la contrainte
‖dMn‖2F ≤ σ2, pour σ2 > 0 fixé. (4)
2.2 Formulation du problème
L’objectif du démélange consiste ici à estimer les signatures
spectrales des spectres purs M, ainsi que les termes de va-
riabilités dMn et les vecteurs d’abondance en chaque pixel
de l’image. Le modèle (1) associé aux contraintes (3) et (4)
conduit naturellement à formuler le démélange sous forme d’un
problème d’optimisation. En prenant pour terme d’attache aux
données la distance de Frobenius entre les données acquises et
reconstruites, nous obtenons un problème non-convexe, de sur-
croît mal posé. Nous introduisons alors deux fonctions de pé-
nalité Φ et Ψ visant à exploiter toute connaissance a priori res-
pectivement disponible sur les abondances et les spectres purs.
De ce fait, nous considérons le problème
(M∗,dM∗,A∗) ∈ arg min
M,dM,A
{







+ αΦ(A) + βΨ(M)
(6)
où les paramètres α, β contrôlent les poids relatifs accordés aux
pénalités Φ(A) et Ψ(M), et ‖.‖F désigne la norme de Frobe-









où φ, ψ sont des fonctions différentiables à gradient lipschit-
zien, et m˜ℓ désigne la ℓe ligne deM. Cette hypothèse permettra
d’exploiter l’algorithme PALM [4] en décomposant par blocs
les différents termes de la fonction d’objectif J . Les pénalités
choisies sont détaillées dans les paragraphes suivants 1.
1. Pénalités et détails supplémentaires sont disponibles dans [5].
2.2.1 Pénalité pour les abondances
La pénalité Φ a été choisie de sorte à promouvoir une varia-
tion spatiale suffisamment lisse des coefficients d’abondance





où H ∈ RN×4N permet de calculer les différences entre les
abondances d’un pixel donné et celles de ses 4 plus proches
voisins.
2.2.2 Pénalité pour les spectres purs
La littérature mentionne différentes pénalités visant à con-
traindre le volume du simplexe formé par les données, simplexe
dont les sommets sont les spectres purs. Le critère introduit
dans [7] permet d’approcher le volume du (K − 1)-simplexe.













Gk = −IK + ek1TK (10)
pour k = 1, . . . ,K, avec IK la matrice identité, 1K le vecteur
dont les entrées sont égales à 1 et ek le ke vecteur de la base
canonique de RK .
3 Algorithme de démélange
Le problème (5), globalement non-convexe et différentiable,
présente une structure qui permet de mettre en œuvre une mi-
nimisation itérative à l’aide de l’algorithme développé dans [4]
tout en bénéficiant des mêmes propriétés de convergence (cf.
Algo. 1). Chacune des étapes de mise à jour se réduit à un pas
de descente de gradient projeté. Ces étapes sont détaillées dans
les paragraphes suivants.
3.1 Mise à jour des abondances
Par application directe de [4] et exploitation de la séparabi-
lité de J par rapport à an, la mise à jour des abondances sous














pour n = 1, . . . , N , où SK désigne le simplexe unité de RK ,
PSK est le projecteur sur SK , L(k)1,n désigne la constante de Lip-
schitz de ∇anJ et γ1 > 1.
3.2 Mise à jour des spectres purs
Avec la pénalité choisie au paragraphe 2.2.2 et par applica-
tion directe de [4], nous obtenons










oùPn,+ est le projecteur sur l’espace {X|X+dMn  OL,K},
P+ le projecteur sur {X|X  OL,K},L(k)2 désigne la constante
de Lipschitz de ∇MJ et γ2 > 1.
3.3 Mise à jour des termes de variabilité
De même, par application directe de [4],













pour n = 1 . . . N , où L
(k)
3,n désigne la constante de Lipschitz de
∇dMnJ , γ3 > 1, Pσ2 est le projecteur sur {X| ‖X‖2F ≤ σ2}
et P+ le projecteur sur {X|X  OL,K}.
4 Simulation sur données synthétiques
La méthode proposée a été évaluée en l’absence de pixels
purs sur une image de taille 128 × 64 obtenue par mélange
linéaire de 3 spectre purs (413 bandes spectrales). Les pixels
sont affectés par un bruit blanc additif gaussien pour un rap-
port signal-sur-bruit résultant de 30dB. Les signatures spec-
trales utilisées pour générer les mélange en chaque pixel ont été
obtenues par le produit de spectres de référence avec des fonc-
tions affines par morceaux générées aléatoirement. De telles
fonctions ont été générées pour chacun des spectres purs et cha-
cun des pixels afin d’obtenir un modèle réaliste de variabilité.
4.1 Méthodes comparées
La méthode proposée a été comparée aux algorithmes VCA
[8] / FCLS [9] et AEB [10]. Les résultats de VCA/FCLS ont
servi à initialiser les abondances et spectre purs de l’algorithme
proposé, tandis que les entrées des matrices de variabilité ont
été initialisées avec une valeur égale à la précision relative de
MATLAB (format virgule flottante, constante eps). La conver-
gence de l’algorithme a été considérée atteinte pour une varia-
tion de la fonction d’objectif inférieure à ε = 0.002. Enfin, les
constantes algorithmiques ont été fixées aux valeurs suivantes :
γ1 = γ2 = γ3 = 1.1, σ
2 = 0.12, α = 2.4, β = 3.2× 10−3.
Les performances de l’algorithme ont été évaluées en termes
d’erreur de reconstruction (RE) en plus d’autres critères spé-
cifiques aux quantités estimées. Pour les spectres purs, l’angle
spectral moyen (aSAM) a été retenu, tandis que la qualité des
abondances et des variabilités estimées est exprimée en terme



























où Ŷ désigne la matrice des pixels reconstruits grâce aux para-
mètres estimés Â, M̂, d̂Mn.
4.2 Résultats
Les performances des méthodes de démélange comparées
sont fournies dans la table 1. La méthode proposée permet d’amé-
liorer sensiblement la qualité d’estimation des spectres purs et
Algorithme 1 : Algorithme de dé-mélange (MMLP).
Données : Y,A(0),M(0),dM(0), γ1 > 1, γ2 > 1, γ3 > 1
Début
k ← 0;
tant que critère d’arrêt non satisfait,
// Mise à jour des abondances









; // cf. §3.1
// Mise à jour des endmembers




; // cf. §3.2
// Mise à jour de la variabilité









; // cf. §3.3
k ← k + 1;
A← A(k), M←M(k), dM← dM(k) ;
Résultats : A,M,dM
TABLE 1 – Résultats de simulation sur données synthétiques
(GMSE(A)×10−2, GMSE(dM)×10−4, RE ×10−4).
VCA/FCLS AEB Méthode proposée
aSAM(M)(˚) 5.0639 5.1104 4.5442
GMSE(A) 2.07 2.11 1.52
GMSE(dM) / / 5.43
RE 2.66 2.66 0.52
aSAM(Y)(˚) 2.0580 2.0605 0.5114
time (s) 1 33 1678
des abondances par rapport aux autres méthodes, et présente
une erreur de reconstruction plus faible au prix d’un coût cal-
culatoire plus important.
5 Expérience sur données réelles
La méthode proposée a enfin été appliquée à des données
réelles acquises par AVIRIS en 1997 aux abords de Moffett
Field en Californie. La scène considérée (50 × 50) est consti-
tuée d’un lac et de sa berge. 189 des 224 bandes spectrales dis-
ponibles à l’origine ont été exploitées après retrait des bandes
d’absorption de l’eau. Les résultats du démélange sont présen-
tés dans la table 2 et les figures 1 et 2 pour ε = 10−3, α = 0,
β = 2.2× 10−4, σ2 = 28.4 et γi = 1.1, i ∈ {1, 2, 3}.
Notons que l’algorithme proposé permet de caractériser la
variabilité spectrale des spectres purs au sein de l’image. En
particulier, la variabilité capturée (visible sur les figures 1g à
1i) est plus significative au niveau des zones d’interface entre
les différentes espèces présentes, zones pour lesquelles un mé-
lange linéaire n’est probablement pas adapté. Les non-linéarités
habituellement observées dans ces régions [11] sont ici assimi-
lées à des termes de variabilité sans nécessiter de modèle par-
ticulier de non-linéarité. Enfin, la figure 2 permet d’apprécier
le niveau de variabilité qui peut affecter certains spectres purs.
Nous pouvons d’ailleurs noter que les pics de variabilité obser-
vables dans la figure 2 révèlent que certaines bandes spectrales,
trop corrompues pour être exploitables, n’ont pas été retirées
avant démélange.
TABLE 2 – Résultats de l’expérience sur données réelles.
VCA/FCLS AEB Méthode proposée
RE (×10−4) 2.70 6.24 3.35 ×10−4
aSAM(Y) (˚) 7.31 6.93 1.73 ×10−4
time (s) 0.41 10 159
(a) Eau (FCLS) (b) Sol (FCLS) (c) Végétation (FCLS)
(d) (PALM) (e) (PALM) (f) (PALM)
(g) (h) (i)
FIGURE 1 – Abondances (Figs. 1a à 1f) et répartition de la va-
riabilité (Figs. 1g à 1i) [noir = 0, blanc = 1 pour les abondances,
et maxk,n
(‖dmn,k‖2/√L) = 0.08 pour la variabilité].
(a) Eau (b) Sol
(c) Végétation
FIGURE 2 – Spectres purs estimés (méthode proposée en rouge,
VCA en vert, variabilité en bleu).
6 Conclusion
Cet article a introduit un nouveau modèle de mélange de
données hyperspectrales permettant de prendre en compte leur
variabilité spectrale intrinsèque. Le démélange a été formulé
comme un problème d’optimisation dont la résolution a été me-
née grâce à l’algorithme d’optimisation PALM. L’algorithme
proposé, testé sur données réelles et synthétiques, présente une
garantie théorique de convergence vers un point critique de la
fonction objectif non-convexe [4], ce qui complète le travail ef-
fectué dans [5]. Nos prochains travaux consisteront à estimer la
variabilité présente dans une série d’images hyperspectrales en
vue d’améliorer leur démélange.
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