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We present a method to sample reactive pathways via biased molecular dynamics simulations in
trajectory space. We show that the use of enhanced sampling techniques enables unconstrained
exploration of multiple reaction routes. Time correlation functions are conveniently computed via
reweighted averages along a single trajectory and kinetic rates are accessed at no additional cost.
These abilities are illustrated analyzing a model potential and the umbrella inversion of NH3 in
water. The algorithm allows a parallel implementation and promises to be a powerful tool for the
study of rare events.
Molecular dynamics (MD) simulations have become an
invaluable tool in many branches of science. While ex-
periments generally access only spatially and time av-
eraged quantities, atomically detailed MD simulations
allow tracking in real time the microscopic mechanisms
underlying complex phenomena. Nevertheless, there is
a large class of problems where a straightforward ap-
plication of MD simulations is impractical. Important
examples are crystal nucleation, slow diffusion in solids,
chemical reactions and conformational changes of large
molecules. In all these cases, the presence of large free
energy barriers leads to impractically long computational
times. Therefore, it is necessary to design efficient algo-
rithms able to accelerate phase space exploration.
A vast number of such methods have been proposed.
Here we focus on Metadynamics [1] (MetaD) that has re-
cently gained great popularity. In MetaD, as in other
similar methods, sampling is accelerated by the addi-
tion to the Hamiltonian of an external potential, also
referred to as bias. However, the addition of this po-
tential changes the natural dynamics of the system and
only using an especially engineered bias some dynamical
properties can be retrieved [2–5]. In a more ambitious ef-
fort, Donati et al. [6, 7] have described a general method
to recover dynamical properties from biased trajectories.
However, the procedure suggested is prone to numerical
instabilities.
Other researchers have taken a different point of view
and direct attention has been focused on reactive paths
(RPs) and their sampling [8–14]. A successful and
widely used path-based method is transition path sam-
pling (TPS) that is a Monte Carlo procedure for har-
vesting RPs that connect two a priori known metastable
states [11]. The theoretical underpinning of this and sim-
ilar approaches is the Onsager-Machlup (OM) action that
determines the path probability distribution, as we shall
discuss below. While highly successful, applications of
TPS are met with some difficulties. The initial and fi-
nal states need to be known beforehand, along with at
least one RP connecting them. The computation of rate
constants can also be time consuming [11, 15, 16]. Fur-
thermore, if different pathways are possible (see figure 2)
one encounters sampling problems such as path trapping
in the vicinity of the original guess [17–19].
In this letter we combine the power of MetaD and path-
based methods and show that one can harvest reactive
trajectories without choosing a final state and opening
the possibility of exploring multiple pathways in a single
run. Although we apply an external bias, equilibrium
time correlation functions can be straightforwardly ob-
tained with reweighting procedures that do not encounter
numerical problems. In the following, we briefly review
the theory and formalism behind the algorithm and then
present two applications. First to a model system, meant
to show sampling of multiple reactive paths in one simula-
tion. The second demonstrates the utility of the method
in obtaining time correlation functions and kinetic rates
in the realistic case of ammonia in water.
The problem of interest here is the time evolution of
a system coupled to a thermal bath at temperature T .
Onsager and Machlup [20] have shown that in the over-
damped regime the probability of observing a trajectory
R(t) of duration τ is given by
P [R(t)]∝e−S[R(t)], (1)
where the OM action is defined as
S[R(t)] =
∫ τ
0
1
2σ2
(
R˙(t)− F (t)
mν
)2
dt. (2)
Here, m and R˙ are the mass and velocity of the system
and F is the force acting on it while ν is a friction coef-
ficient and σ2=2kBT/mν.
We will consider the dynamics of a molecular system
composed of M atoms, described by a 3M -dimensional
coordinate vector R={rj}j=1,M . In numerical applica-
tions, a trajectory R(t) of duration τ is discretized into
N configurations Rn equally spaced in time and labelled
by an index n=1, 2, . . . , N , and the OM action (2) be-
comes:
S=
N−1∑
n=1
M∑
j=1
1
2σ2j
(
rn+1j − rnj
∆t
− F
n
j
mjν
)2
∆t. (3)
ar
X
iv
:2
00
2.
09
28
1v
3 
 [p
hy
sic
s.c
om
p-
ph
]  
11
 M
ay
 20
20
2n=1
replicas
t1=0
n=2
t2= Δt
n=3
t3= 2Δt
FIG. 1. Polymer model representing a two-step path for the
umbrella inversion of NH3. This extreme discretization is only
used for illustration purposes.
Here, ∆t=τ/(N − 1), mj is the mass of atom j,
Fnj =−∇rnj V (Rn) is the force acting on it in the n-th
configuration while σ2j=2kBT/mjν . Furthermore, we
shall not consider one single trajectory but an ensemble
of trajectories that start from an initial metastable state,
thus, we shall draw the initial configuration R1 from the
Boltzmann distribution P (R1)∝e−βV (R1). Combining
this with the OM probability (8), the probability of ob-
serving a discretized trajectory R1→R2→· · ·→RN can
then be expressed as
P [R1,R2, . . . ,RN ]∝e−βVeff (R1,R2,...,RN ), (4)
where β=1/kBT and
Veff =V (R
1) +
N−1∑
n=1
M∑
j=1
Kj
2
(
rn+1j − rnj − Lnj
)2
, (5)
where we have defined the spring constant Kj=
mjν
2∆t and
the equilibrium length Lnj =
∆t
mjν
Fnj .
The effective potential Veff can be interpreted as that
of an open polymer of N beads Rn corresponding to
the configurations visited along the trajectory at times
tn=(n − 1)∆t. The atoms in adjacent beads are linked
by springs and the first bead feels the potential V (R1).
This fictitious system is illustrated in figure 1 for the case
of one ammonia molecule.
The observation to make here is that with these ma-
nipulations we have mapped a dynamical problem into a
time independent polymer problem. Thus, one can sam-
ple Veff(R
1,R2, . . . ,RN ) with standard methods. Here,
we use Hamiltonian sampling as done for instance in path
integral MD [21]. That is, we attribute to the polymer
beads artificial masses, couple it to a thermostat and
generate polymer trajectories. Assuming an ergodic be-
haviour, temporal averages over this fictitious dynamics
are equivalent to ensemble averages.
In order to evolve this dynamics we need to calculate
the forces −∇RnVeff(R1,R2, . . . ,RN ), which implies cal-
culating the second derivatives of the physical potential
V (R), since Veff depends on the first derivatives via the
terms Fnj [see equation (5)]. This would much worsen the
scaling of the algorithm with system size. This consid-
eration has discouraged other researchers from following
a path similar to ours [11]. We get around this techni-
cal problem by using a finite difference formula that is
illustrated in the Supplemental Material [22]. Adopting
this method, one time step in path space involves 3×N
force evaluations. This has to be compared with the cost
of N MD steps needed to generate a new trajectory in
standard simulations, which involve N force evaluations.
However, while the standard approach is intrinsically se-
rial, the path approach has the advantage that it can
be made highly parallel. Specifically, here we adopt the
hyper-parallel scheme of Calhoun et al. [23] and imple-
ment the algorithm in the LAMMPS [24] suite of codes.
Sampling Veff is not without problems. Complex sys-
tems are characterized by many different RPs and the
ultimate goal of path-sampling algorithms is to sample
all of them. Path trapping occurs when the algorithm
is not able to locate other RPs than those close to the
initial guess. This is an important problem addressed in
our work. Our approach does not require an initial guess
of the RP or knowledge of the final state. Instead, we
use MetaD to sample different RPs, even when they are
separated by high energy barriers. However, the MetaD
bias changes the statistical weight of the trajectories sam-
pled and this needs to be accounted for. This is done via
the well tested and stable reweighting methods that have
been developed in the MetaD literature [25–31].
Once we have sampled a sufficient number of trajec-
tories and their weights, we can calculate the dynamical
properties of interest. Here we will focus on the cor-
relation function introduced by Miller [32] to study the
transitions from basin A to basin B
C(t) =
〈IA(0)IB(t)〉
〈IA(0)〉 , (6)
where the characteristic function IX(t) is 1 if at time t the
system is in basin X and 0 otherwise. C(t) measures the
probability for a system that is in A at time 0 to make a
transition to B at time t. As Miller has shown [33], in a
rare event scenario
C(t) =
t→∞kABt, (7)
where kAB is the phenomenological transition rate. Thus,
in our method, the calculation of C(t) is performed com-
puting averages over the polymer configurations (see Sup-
plemetal Material [22]). The rate kAB is then extracted
from its asymptotic behaviour.
We will now illustrate the method with some applica-
tions. For the sake of streamlining the presentation we
omit here most of the technical details. A full technical
description of our runs can be found in the Supplemental
Material [22]. As a first test case, we consider the dy-
namics of a particle in the two dimensional double-well
3-1
 0
 1
-1  0  1
y
x
n=1
n=200
n=2-199
(a)
-1  0  1
x
n=1-200
 0
 1
 2
 3
U
(x
,y
)
A B
(b)
-1
 0
 1
-1  0  1
y
x
(c)
TPS
0.01 0.1 1
Probability density
-1  0  1
x
 0
 1
 2
 3
U
(x
,y
)
(d)
MetaD
0.01 0.1 1 10
Probability density
FIG. 2. (a),(b) Polymer configurations representing (a) a re-
active path crossing the lower saddle and (b) a non-reactive
path crumpled in the left basin. A and B mark the two min-
ima of the potential. (c),(d) Probability distribution of the
positions of all beads obtained from (c) dynamical TPS and
(d) MetaD in path space. The MetaD result is obtained with-
out reweighting.
potential of figure 2 [11]. This model provides a sim-
ple example of a system with multiple RPs connecting
metastable states. Simulations in path space are carried
out using a polymer of size N=200 beads. In the first
set of calculations, similar in spirit to TPS [11], we fix
with harmonic springs the initial and final positions in
the left and right minimum respectively, thus restricting
ourselves to the study of reactive paths. A representa-
tive path passing via the lower saddle is shown in fig-
ure 2(a). If we sample the trajectories starting from this
initial one the probability of sampling the upper saddle is
vanishingly small due to the large potential energy that
separates the two paths and only the lower paths will be
explored [see figure 2(c)]. This is one of the well known
problems of TPS [17–19].
In order to overcome this difficulty, we first remove the
constraint that the path should end in the right basin. If
we do this and run an unbiased simulation as described
above only crumpled trajectories localized in the initial
basin are observed [see figure 2(b)]. This reflects the
physical fact that transitions between metastable states
are rare events and therefore the probability of sampling
RPs is very low. A possible way of observing RPs is
to enhance trajectory sampling with the use of MetaD.
MetaD is a rigorous procedure to enhance the fluctua-
tions of selected degrees of freedom or collective variables
(CVs) [1, 34, 35]. In our case, since we want to sample
trajectories that instead of remaining crumpled span the
range from A to B, a natural choice is to use as CV
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FIG. 3. (a) The time correlation function computed at dif-
ferent temperatures. Dashed lines are fit to kABt+ a. Labels
are scaling factors used for clarity of presentation. (b) Arrhe-
nius plot of the rate constants. The red dashed line is a fit to
−∆Efit/kBT + b.
the end-to-end distance of the polymer de2e = |RN −R1|,
thus enhancing the probability of sampling paths that
go from A to B. The results of this MetaD biased sim-
ulations are shown in figure 2(d), where it can be seen
that both branches are equally sampled. The calculation
of the transition rate for this system is reported in the
Supplemental Material [22].
Having demonstrated the capabilities of our method
in a simple model, we apply it to a more realistic case,
namely, the umbrella inversion of NH3 in water. In this
transition, the nitrogen atom passes through the hydro-
gen plane to reach an equivalent and symmetric position.
Thus, the process is conveniently described in terms of
the oriented height h of the NH3 tetrahedron. Before
tackling the NH3 inversion in water we start by consider-
ing the same problem in vacuum. This study has a double
purpose. On the one hand, it is another and more real-
istic problem on which to check our machinery, on the
other, it allows us to understand the role of the solvent
in the NH3 inversion.
Here, we describe intra-molecular forces using an em-
pirical model [36]. At equilibrium, h takes values of
heq≈±0.4 A˚, the two equivalent configurations being
separated by a large barrier of ∆E≈120 kJ/mol≈50
kBT . Simulations in path space are performed using a
polymer of size N=100. We check first that the size
of the polymer is large enough to obtain converged re-
sults [22]. We choose as before the generalized end-to-end
distance ∆he2e = (h
N−h1) as CV. Biased simulations are
performed adopting OPES [30] that is an efficient and
very recent evolution of MetaD. We do not impose any
constraint on the polymer and compute C(t) via equa-
tion (6). This is reported in figure 3(a). In panel (b) we
show the Arrhenius plot of the phenomenological rates
kAB, showing the expected linear trend. A fit of the data
yields an activation barrier of ∆Efit=118± 1 kJ/mol, in
agreement with the exact value of ∆E≈120 kJ/mol for
the force field adopted.
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FIG. 4. (a) The time correlation function computed with
(black) and without water (red). Dashed lines are fit to
kABt+a. Labels are scaling factors used for clarity of presen-
tation. (b) Free energy of NH3 obtained from standard OPES
simulations.
We are now ready to investigate the effect of water
on the ammonia inversion. Thus, we repeat the calcu-
lation described above using the same setup for what
concerns the path discretization. This time however, the
ammonia molecule is immersed in a solution of 215 wa-
ter molecules at T=300 K. From the trajectories thus
obtained we calculate C(t) and extract an inversion rate
of kwatAB ≈6×10−14 ps−1. This has to be compared with
the rate in vacuum computed with the same force field
and at the same temperature, kvacAB≈3×10−11 ps−1 [see
figure 4(a)]. As to be expected, the rate is lower in
solution. This reduction is in quantitative agreement
with the prediction of transition state theory that gives
kwatAB /k
vac
AB=e
−∆F/kBT ≈2.2×10−3, where ∆F ≈15 kJ/mol
is the free energy difference in barrier height [see fig-
ure 4(b)].
These positive results encourage us to study the be-
haviour of water during the transition. A first hint as to
the role of water is given by a study of the NH3-water
correlations. This analysis is conducted by separating
the trajectories in reactive and non-reactive. For each
class of trajectories we calculate the NH pair correla-
tion function. This is reported in figure 5(a). In the
non-reactive trajectories (black curve) there is a clear
peak at r≈1.8 A˚, which reflects the formation of a water-
ammonia H-bond (see inset). In the reactive trajectories
(red curve) this bond appears to be weakened. Further
analysis shows that there is a change also in the solvation
structure. While the non-reactive trajectories exhibit a
non symmetric solvation shell, in the reactive ones the
solvation shell is symmetric [22].
This behaviour can be understood by analyzing the
solvation structure of the equilibrium and of the transi-
tion state configuration separately. For the equilibrium
configuration, the formation of the NH3-water H-bond
favors one side of the solvation shell [see figure 5(b)]. In
contrast, if we artificially force NH3 to be flat, as in the
transition state, the solvation shell becomes symmetric
and the NH3-water H-bond is broken [see figure 5(c)].
FIG. 5. (a) NH pair correlation function extracted from non-
reactive (black) and reactive (red) trajectories. (b), (c) His-
togram of the positions of hydrogen (black) and oxygen (red)
atoms of water molecules with at least one atom at a distance
<2.5 A˚ from nitrogen, projected onto a plane perpendicular
to the hydrogen plane of NH3 [22]. Histograms have been nor-
malized such that the maximum value in panel (b) is equal
to 1. Isoline values are reported in the legend. (b) Results
of standard equilibrium MD simulations. (c) Results of stan-
dard MD simulations in which NH3 is forced to be flat. The
balls-and-sticks models show the average position of ammo-
nia.
Thus, the change in solvation structure from asymmet-
ric to symmetric lowers the transition state energy and
promotes the reaction.
To conclude, we have presented a method to sample
RPs via biased MD simulations in path space. The use
of enhanced sampling techniques enables unconstrained
exploration of RPs, making this approach more robust
against problems like path trapping in metastable states.
Time correlation functions can be computed via straight-
forward (reweighted) averages along a single MD trajec-
tory and dynamical information such as kinetic rates are
accessible at no additional cost.
In the present work we have adopted MetaD and OPES
as biasing schemes, but any other enhanced sampling
schemes could be applied as well. As in all biased MD
simulations, prior knowledge on the mechanisms under-
lying the transition of interest is needed in order to build
successful CVs. This is crucial to speed up convergence.
It is encouraging that in the cases studied here a suitably
defined end-to-end distance performed well. This repre-
sents the most natural choice. Complex systems will re-
quire a more fine tuning. However, this should not pose
a major problem as one can draw from the vast literature
on the subject [37].
Finally, we note that the proposed path approach ef-
fectively realizes parallelization of a serial problem like
time evolution [38]. This, in turn, allows a highly paral-
5lel implementation [23] that takes full advantage of mod-
ern massively parallel computer architectures. Given the
increasing availability of massive parallel computational
resources, we believe that this method will find success-
ful applications in many fields including the study of
chemical reactions, via implementation within the Car-
Parrinello MD approach [39], and of the kinetics of en-
zymes and other biological systems.
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6SUPPLEMENTAL MATERIAL FOR
“METADYNAMICS OF PATHS”
ALGORITHMIC DETAILS
In the main text, we considered a molecular system
whose dynamics is described by the Smoluchowski equa-
tion
mjνr˙j =Fj + ξ, (8)
where r˙j and mj are the velocity and mass of atom j,
Fj=−∇rjV (R) is the force acting on it while ν is a fric-
tion coefficient and ξ is a white noise term. Under this as-
sumption, the probability of observing a discretized tra-
jectory R1→R2→· · ·→RN is given by
P ∝ exp [−βVeff(R1,R2, . . . ,RN )] , (9)
where β=1/kBT and the effective potential Veff is for-
mally equivalent to that of an open polymer of N beads
Rn, corresponding to the configurations visited along the
trajectory at times tn= (n−1)∆t (see equation (5) of the
main text).
In order to sample trajectories distributed according to
equation (9), we adopted a Hamiltonian approach. That
is, we introduced auxiliary momenta {pnj } and masses
{Mj} and performed molecular dynamics (MD) simula-
tions solving Hamilton’s equations
p˙nj =−∇rnj Veff (10)
r˙nj =
pnj
Mj
(11)
coupled to a thermostat.
Equation (10) involves terms that depend on the sec-
ond derivatives of the potential V (R). These are evalu-
ated using the following symmetric finite difference for-
mula [44, 46]
M∑
k=1
∑
α=x,y,z
∂Fnk,α
∂rnj,β
ηnk,α≈
1
2ε
[
Fnj,β(r
n
k,α + εη
n
k,α)− Fnj,β(rnk,α − εηnk,α)
]
, (12)
where ηnk,α= r
n+1
k,α − rnk,α − ∆tmkνFnk,α and ε is a num-
ber small enough to guarantee energy conservation in
microcanonical simulations. Equation (12) amounts
to a modest but necessary increase in computational
cost as it avoids direct implementation of the Hessian
∂2V (R)/∂rj,α∂rk,β .
COMPUTATION OF DYNAMICAL QUANTITIES
Each time step of the fictitious dynamics (10), (11)
generates a new polymer configuration {R1,R2, . . . ,RN}
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FIG. 6. Umbrella inversion of NH3 in vacuum. The time cor-
relation function obtained at T=300 K using polymer models
of two different sizes N=100 and 200. The dashed white line
is a linear fit to kABt + a of the data at N=200. The model
and the simulation protocol are discussed in section . The
label is a scaling factor applied to both curves.
corresponding to a full discretized trajectory R1→R2→
· · ·→RN of the original system. The average value of an
observable O(R) at time tn is computed as
〈On〉= 1
Z
Z∑
i=1
Oni , (13)
where Z is the total number of polymer configurations
sampled and On=O(Rn) is the value of the observable
evaluated in the n-th bead. Similarly, time correlation
functions
COO(tn′ − tn) = 〈OnOn′〉= 1
Z
Z∑
i=1
Oni O
n′
i (14)
are computed as average values of the product between
observables evaluated in different beads of the fictitious
polymer. In Metadynamics (MetaD) simulations, the
correct statistics is obtained computing reweighted av-
erages [25–31].
The phenomenological rate constant kAB can be ex-
tracted from simulations computing the time correlation
function C(t) (equation (6) of the main text). In ab-
sence of intermediate states and after a short transient
time τtrans, C(t) enters a linear regime and the rate is
given by its slope
kAB =
dC(t)
dt
. (15)
Equation (15) is valid at times τtrans tk−1AB, larger
than the transient, but short compared to the character-
istic relaxation time of the system [41].
CHOICE OF THE POLYMER MODEL
PARAMETERS
The parameter defining the polymer model discretiza-
tion is the ratio ν∆t between the damping coefficient and
7the time step. In practice, in our simulations we fixed ν
and we selected the smallest time step ∆t for which we
could converge the results. We ensured that the adopted
time step is compatible with the dynamics of the origi-
nal system. This was done checking the stability of the
trajectories in standard Langevin simulations performed
in the overdamped limit.
In order to extract the kinetic rate, the size N of the
polymer model must be large enough to observe the on-
set of the linear regime of C(t). This requirement sets
the minimum value Nmin needed in simulations. The
rate kAB=dC(t)/dt should be independent of the poly-
mer size, as long as N &Nmin. To check this, we have
performed simulations considering polymer models of in-
creasing size. In figure 6 we report results for the case
of the umbrella inversion of NH3 in vacuum obtained
using two different values of N=100 and 200. As ex-
pected, the curves show very good agreement. A lin-
ear fit yielded values of kAB≈(3.2±0.1)×10−11 ps−1 and
kAB≈(3.9±0.1)×10−11 ps−1, respectively for N=100 and
200. The latter estimate represents the converged re-
sult. Given the illustrative purposes of the application,
we eventually decided to perform most simulations us-
ing a polymer of size N=100. This reduced the com-
putational cost while still yielding reasonably converged
values of the kinetic rates.
2D DOUBLE-WELL POTENTIAL
Model and simulation setup
In the first application, we considered the dynamics of
a particle in the two dimensional potential [11]
U(x, y) = 2 +
4
3
x4 − 2y2 + y4 + 10
3
x2(y2 − 1). (16)
Simulations were performed using the following set
of parameters for the trajectory discretization: m=1,
∆t=0.15, ν=1. In all simulations, we considered a poly-
mer of size N=200 inside a square cell of side L=10
centered at the origin. The exact analytical expres-
sion of the force governing the dynamics of the poly-
mer has been hard coded in LAMMPS [24]. The equa-
tions of motion in trajectory space were solved adopting
a standard velocity-Verlet integrator with a time step of
∆tMD=0.01 and auxiliary masses set to M=1. Temper-
ature was controlled via a Nose´-Hoover chains thermo-
stat [43]. The PLUMED [45] enhanced sampling library
was used to introduce harmonic restraints and to per-
form well-tempered MetaD [34, 35] (WT-MetaD) as well
as OPES [30] simulations. Here and in the main text,
all quantities are reported as obtained from simulations
with the above set of adimensional parameters.
MetaD in trajectory space and dynamical TPS
In the first set of simulations, we investigated the abil-
ity of our MetaD approach to sample different reactive
pathways (RPs) in the same run and we compared results
with those obtained adopting the dynamical transition
path sampling (TPS) algorithm of Ref. 11. TPS simula-
tions were performed at temperature kBT=0.05, apply-
ing harmonic constraints (spring constant K=100) to the
two distances R1,A=|R1 − RA| and RN,B=|RN − RB|.
Here, R1,N are the positions of the first and last bead
of the polymer, while RA,B≈ (∓1, 0) mark the two min-
ima of the potential. With this choice of parameters,
R1,A and RN,B were bound to values ≤0.1. WT-MetaD
simulations were performed at the same temperature,
applying same harmonic constraint only to R1,A. The
polymer end-to-end distance de2e=|R1 − RN | was used
as collective variable (CV). The bias potential was built
using a bias factor γ=20, depositing Gaussian kernels
(height=1, σ=0.1) every 2500 MD steps. In both cases,
we performed simulations of 5×107 MD steps, sampling
configurations every 2500 steps. In the case of TPS,
all polymer configurations sampled were used for sub-
sequent analysis. In the case of MetaD, we considered
only the second half of the trajectory (well within the
asymptotic regime of WT-MetaD) and defined success-
ful RPs those for which R1,A≤0.1 and RN,B≤0.1 at the
same time. These were used for the analysis. Each ex-
periment was repeated 5 times. Figures 2(c) and 2(d) of
the main text report the average value of the probability
distribution extracted from the 5 independent runs.
Computation of kinetic rates
In the second set of simulations (not discussed in the
main text), we adopted OPES [30] to compute the phe-
nomenological kinetic rate. Simulations were performed
at temperature kBT=0.125, 0.2, 0.3, 0.4 and 0.5, with-
out applying any constraint to the polymer. We set the
biasfactor to γ=∞ and deposited Gaussian kernels every
2500 MD steps. The standard deviation of the kernels
was set equal to σ=0.1 at kBT=0.125 and to σ=0.2 at all
other temperatures. In OPES, the height of the kernels
is automatically adjusted during runtime. The last input
parameter is an estimate of the free energy barrier to be
overcome, which we set equal to ∆F=1.5 for kBT=0.125,
0.2, 0.3 and to ∆F=1.2 for kBT=0.4, 0.5. These val-
ues were estimated from preliminary WT-MetaD simula-
tions. With this setup, we effectively targeted a uniform
probability distribution of de2e in the interval 0.de2e.3
(see figure 7).
At each temperature, we performed a simulation of
5×108 MD steps. The time correlation function C(t)
was computed defining the characteristic functions as
IA,B(R
n)=1 if |Rn − RA,B|<0.7 and zero otherwise.
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FIG. 7. (a) Time evolution of de2e at kBT=0.125. (b) The
corresponding biased probability distribution.
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FIG. 8. Time evolution of the time correlation function C(t)
at a lag time t=20, obtained from the reweighting of 4 inde-
pendent simulations at kBT=0.125.
Time averages were computed using the reweighting
scheme suggested in Ref. 30, neglecting the initial 5×106
steps. Each experiment was repeated 4 times. Figure 8
shows the time evolution of the correlation function at
one lag time. Figures 9 and 10(a), discussed below,
present average values and standard deviations estimated
from the 4 independent runs.
Figure 9 shows the free energy curves of the fictitious
polymer as a function of the end-to-end distance. At
all temperatures considered, we observe a global min-
imum near de2e≈0, whose population corresponds to
trajectories that never leave the left basin (see left in-
set). A secondary minimum is found at de2e≈2, which
is the distance between the two minima of the poten-
tial. Accordingly, the corresponding polymer configura-
tions represent RPs that successfully reach B after hav-
ing crossed one of the two equivalent saddles (see right
inset). Increasing the temperature lowers the free energy
barrier, which reflects the thermally enhanced probabil-
ity for the particle to cross from A to B. At low tem-
peratures, configurations corresponding to intermediate
values of de2e≈1 are “failed attempts” of the polymer
that stretches towards the right basin without reaching
it. On the other hand, for kBT ≥0.4 we observe contri-
butions also from configurations recrossing from B to A.
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FIG. 9. Free energy curves as a function of the end-to-end
distance. Insets show representative polymer configurations
at de2e≈0 and de2e≈2.
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FIG. 10. (a) The time correlation function, C(t), computed
at different temperatures. Dashed lines are fit to kABt + a.
Labels are scaling factors used for clarity of presentation. (b)
Arrhenius plot of the rate constants. The red dashed line is
a fit to −∆Efit/kBT + b.
In figure 10(a) we show the correlation function ob-
tained at various temperatures, displaying the expected
short transient, followed by linear growth. Note that for
kBT ≥0.4, recrossings of the polymer from B to A are ob-
served at times t≥10. This explains the deviation of C(t)
from the linear trend at times t≥10, where the conditions
for equation (15) to hold cease to apply [41]. Neverthe-
less, we were able to extract the phenomenological rate
constant kAB in the whole range of temperatures by con-
sidering the initial linear regime. These are reported in
the Arrhenius plot of figure 10(b), showing the expected
linear trend. A linear fit of the data yielded an activa-
tion energy of ∆Efit = 1.05± 0.02, in agreement with the
exact value of the potential barrier ∆E≈1.08.
NH3 IN VACUUM
Model and simulation setup
In the second application, we considered the umbrella
inversion of ammonia in vacuum. We considered a sin-
gle NH3 molecule in open boundary conditions. Intra-
molecular interactions were described using the ReaxFF
9FIG. 11. Potential energy of NH3 as a function of its oriented
heigth h.
FIG. 12. (a) Time evolution of ∆he2e at T=500 K. (b) The
corresponding biased probability distribution.
force field of Ref. 36, neglecting electrostatics. Figure 11
shows the potential energy profile obtained via a sequence
of geometry optimizations at fixed values of the oriented
height h of the NH3 tetrahedron. The two symmetric
minimum energy confingurations at h≈±0.4 A˚ are sep-
arated by a barrier of ≈120 kJ/mol.
Simulations in trajectory space were performed using
a polymer of size N=100 beads and the following set of
parameters for the trajectory discretization: ∆t=0.1 fs,
ν=0.14 fs−1. The auxiliary masses Mj were set equal to
those of the corresponding atom in the bead. The equa-
tions of motion have been implemented in LAMMPS [24]
and solved adopting a velocity-Verlet algorithm with an
MD integration step of ∆tMD=0.25 fs. Terms in the
forces containing second derivatives of the potential en-
ergy were estimated adopting the finite difference expres-
sion (12). Temperature was controlled via a Nose`-Hoover
chains thermostat [43].
Computation of kinetic rates
Biased MD simulations in trajectory space were per-
formed using OPES [30]. We considered temperatures
of T=300, 500, 700, 900 K. We chose as CV the gen-
eralized polymer end-to-end distance ∆he2e = (h
N − h1),
equal to the difference between the oriented height of the
last and of the first ammonia replica. We used a bias
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FIG. 13. Time evolution of the correlation function C(t) at a
lag time t=8 fs, obtained from the reweighting of 4 indepen-
dent simulations at T=500 K.
FIG. 14. Free energy curves as a function of the generalized
end-to-end distance |∆he2e|. Insets show representative poly-
mer configurations at |∆he2e|≈0 and |∆he2e|≈0.8 A˚. Replicas
have been suitably aligned for clarity of presentation.
factor γ=∞ and deposited Gaussian kernels every 500
MD steps. The standard deviation of the kernels was set
equal to σ=0.0032, 0.0043, 0.0051, 0.0059 A˚, respectively
for T=300, 500, 700, 900 K. The barrier parameter was
set equal to ∆F=140 kJ/mol. We did not apply any re-
straint to the polymer. With this setup, we effectively
targeted a uniform probability distribution of ∆he2e in
the interval -1 A˚.∆he2e.1 A˚ (see figure 12).
At each temperature, we ran a simulation of ≈3×108
MD steps. The time correlation function C(t) was com-
puted defining the characteristic function of the two
basins IA,B(h)=1 if |h|>0.2 A˚ and zero otherwise. Time
averages were computed using the reweighting scheme
suggested in Ref. 30, skipping the initial ≈107 MD steps.
Each experiment was repeated 4 times. Figure 13 shows
the time evolution of the correlation function evaluated at
one lag time. Figures 3(a) of the main text and figure 14,
discussed below, present average values and standard de-
viations estimated from the 4 independent runs.
Figure 14 reports the free energy curves of the ficti-
tious polymer obtained at T= 300, 500, 700, 900 K. At
all temperatures considered, we observe a global mini-
mum near |∆he2e|≈0, whose population corresponds to
non-reactive trajectories where all replicas share the same
orientation (see left inset). That is followed by a plateau
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and by a secondary shallow minimum at |∆he2e|≈0.8 A˚,
which is the difference between the values of h in the
two symmetric equilibrium states. Accordingly, the cor-
responding polymer configurations represent RPs where
ammonia flips between the h=±0.4 A˚ states (see right
inset).
NH3 IN WATER
Model and simulation setup
In the third application, we investigated the umbrella
inversion of NH3 in water at T=300 K. We used a cubic
box of size L≈18.6 A˚ containing 215 water molecules
(density ≈1 g/cm3) and one ammonia molecule, and we
enforced periodic boundary conditions. Intra-molecular
interactions of NH3 were described using the following
force field:
VNH3 =
3∑
i=1
(
D
[
1− e−α(ri−r0)2
]
+K(θi − θ0)2
)
, (17)
where ri and θi indicate the three N-H distances and
H-N-H angles. We used the following set of param-
eters: D=101.905 kcal/mol, α=2.347 A˚−1, r0=1.0124
A˚, K=103.045 kcal/molA˚2, θ0=106.67
◦. Fixed par-
tial charges of qH=0.342e and qN=-1.026e were assigned
to the hydrogen and nitrogen atoms. Water was de-
scribed using the tip3p model [40] with partial charges
of qH=0.415e and qO=-0.83e. Inter-molecular van der
Waals interactions of the form
V (r) = 4ε
[(σ
r
)12
−
(σ
r
)6]
(18)
were computed within a cutoff distance of rcut=9 A˚.
We used the following set of parameters: ε=0.102, 0.21,
0.1463557 kcal/mol and σ=3.188, 3.36, 3.2728703 A˚, re-
spectively for O-O, N-N and N-O pairs, and zero oth-
erwise. Long range electrostatic interactions were com-
puted using the particle-particle particle-mesh solver [42]
as implemented in LAMMPS [24], with an accuracy of
10−4 kcal/molA˚. In all simulations, temperature was con-
trolled using a Langevin thermostat with time constant
τ=1 ps. The equations of motions were integrated using
a velocity-Verlet algorithm and a time step of ∆tMD=0.5
fs. For comparison, we also perform simulations without
water, using the same setup.
Free energy of NH3
In order to investigate the effect of water on the free
energy barrier for the umbrella transformation, we per-
fomed standard OPES simulations in configuration space
with and without water. We used the oriented height h as
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FIG. 15. The Cartesian reference frame used for the analysis
of the solvation shell of NH3. The hydrogen plane of ammonia
defines the (x,y) plane, the height of the tetrahedron defines
the z-axis and one hydrogen atom (marked 1) is placed along
the x-axis.
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FIG. 16. Histogram of the positions of hydrogen (black) and
oxygen (red) atoms of water molecules with at least one atom
at a distance <2.5 A˚ from nitrogen, projected onto the (x, z)
plane (see figure 15). Histograms have been normalized such
that the maximum value in panel (a) is equal to 1. Isoline val-
ues are reported in the legend. (a) Results obtained consid-
ering configurations extracted from non-reactive trajectories.
(b) Results obtained considering the starting configurations
of reactive trajectories. The balls-and-sticks models show the
average position of ammonia.
CV, we set the biasfactor to γ=30, the barrier parameter
to ∆F=95 kJ/mol and we deposited kernels (σ=0.028 A˚)
every 2000 steps. We performed 4 independent simula-
tions of 2×106 steps and computed the free energy curves
using the reweighting scheme of Ref. 30. Figure 4(b) of
the main text reports the corresponding average values
and standard deviations.
Computation of kinetic rates
Simulations in trajectory space were performed adopt-
ing a polymer of size N=100 beads and the following
parameters for the trajectory discretization: ∆t=0.1 fs
and ν=0.14 fs−1. The fictitious masses were set equal
to those of the corresponding atom in the polymer bead.
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Biased simulations were performed using OPES with the
generalized end-to-end distance ∆he2e=(h
N −h1) as CV.
We set the biasfactor to γ=∞, the barrier parameter to
∆F=120 kJ/mol and we deposited kernels (σ=0.035 A˚)
every 2000 steps. We performed 4 independent simula-
tions of 3×107 steps both with and without water. The
time correlation function C(t) was computed defining
the characteristic function of the two basins IA,B(h)=1 if
|h|>0.2 A˚ and zero otherwise. Time averages were com-
puted using the reweighting scheme suggested in Ref. 30,
skipping the initial 4×106 MD steps. Figure 4(a) of the
main text presents average values and standard devia-
tions estimated from the 4 independent runs.
Analysis of the solvation shell of NH3
In order to analyze the solvation shell of NH3, we se-
lected all water molecules with at least one atom at a
distance <2.5 A˚ from nitrogen and we projected their
positions onto the (x, z) plane of the Cartesian frame of
reference defined in figure 15.
In figure 16(a) we report the results of this analysis
obtained considering configurations extracted from non-
reactive trajectories, showing an asymmetric solvation
shell due to the presence of a NH3-water H-bond. In fig-
ure 16(b) we report the results obtained considering the
starting configurations of reactive trajectories, where the
NH3-water H-bond is already broken and the solvation
shell is symmetric.
