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In this study we investigate the approximation of the solutions of harmonic problems
subject to Dirichlet boundary conditions by the Method of Fundamental Solutions (MFS).
In particular, we study the application of the MFS to Dirichlet problems in a disk. The
MFS discretization yields systems which possess special features which can be exploited
by using Fast Fourier transform (FFT)-based techniques. We describe three possible
formulations related to the ratio of boundary points to sources, namely, when the number
of boundary points is equal, larger and smaller than the number of sources.We also present
some numerical experiments and provide an efficient MATLAB implementation of the
resulting algorithms.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The Method of Fundamental Solutions (MFS) belongs to the family of Trefftz methods [4,15] where the solution of
an elliptic boundary value problem is approximated by a linear combination of basis functions satisfying the differential
equation. The coefficients of these basis functions are determined from the boundary conditions. In the MFS, which was
introduced in [18], the basis functions are taken to be fundamental solutions of the partial differential operator of the
governing equation in question. The singularities (sources) of the fundamental solutions lie on a pseudo-boundary which
is a curve (or a finite union of curves) exterior to the boundary of the region of the problem. The boundary conditions
may be imposed in a variety of ways, the simplest (and most popular) being by collocation on a set of boundary points.
An obvious question which arises in the application of the MFS is the positioning of the pseudo-boundary with respect to
the boundary. Experimental results suggest that it should be chosen to be a curve similar to, and at a fixed distance from
the boundary [11]. The determination of the optimal distance of the pseudo-boundary from the boundary remains an open
problem. In an alternative approach, the positions of the singularities are not fixed and are taken to be unknown to be
determined as part of the solution of the problem [19]. This approach leads to a nonlinear minimization problem with all
the concomitant difficulties of such problems and its popularity has faded in recent years.
The prime advantage of the MFS which has made the method very popular, especially in the engineering community,
is the ease with which it can be implemented. Also, unlike the boundary element method, it does not require an elaborate
discretization of the boundary and it can be applied even in the case of domainswith irregular boundaries. Detailed accounts
of the merits and drawbacks of the method as well as a large variety of applications can be found in the survey papers [4,
6–8,10] and the references therein. An important application of the MFS, due to Chen, Golberg and their co-workers has
been its extension to the solution of inhomogeneous problems. This is achieved by first constructing a particular solution
of the inhomogeneous equation (see for example [1,3,4]). Theoretical results concerned with error estimates, stability and
convergence analysis of the MFS for particular geometries may be found in [13,14,22,26]. A description of the linear least-
squares MFS can be found in [9,16,17,20,22,25]. Finally, the issue of the applicability of the method, that is, whether linear
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combinations of fundamental solutions with singularities on a prescribed pseudo-boundary approximate the solutions of
elliptic boundary value problems with known fundamental solutions, is addressed in [2,18,21].
In order to describe the MFS we consider the elliptic boundary value problem
∆u = 0 in Ω, (1.1a)
subject to the Dirichlet boundary condition
u = f on ∂Ω, (1.1b)
where f is a given function. We approximate the solution u of (1.1) by
uN(c,Q ; P) =
N∑
`=1
c`K(P,Q`), P ∈ Ω, (1.2)
where c = (c1, c2, . . . , cN)T and Q is a 2N-vector containing the coordinates of the singularities (sources) Q`, ` = 1, . . . ,N ,
which lie outsideΩ . The functionK(P,Q ) is a fundamental solution of the Laplacian given by
K(P,Q ) = − 1
2pi
log |P − Q |, (1.3)
with |P−Q | denoting the distance between the points P andQ . The singularitiesQ` are fixed on the curve ∂Ω ′, similar to ∂Ω
and a set of collocation points {Pk}Mk=1 is placed on ∂Ω . The idea is to determine the (unknown) vector c so that (1.2) satisfies
the boundary condition (1.1b). As already mentioned, this can be achieved in two ways. In one, often called the dynamic
approach, the singularities are let free and are evaluated as part of the solution [7,19]. Alternatively, the singularities are
fixed which leads to a linear problem for the determination of c .
In this paper we adopt the latter approach and present three cases of possible formulations of the MFS:
I. The number of sources N is taken to be equal to the number of boundary pointsM ,
II. The number of sources is taken to be less than the number of boundary points and,
III. The number of sources is taken to be more than the number of boundary points.
For simplicity, and to show how these formulations can be rendered computational very efficient, we shall concentrate on
the case when the domainΩ is the unit disk. A sample MATLAB code incorporating all three cases is given in the Appendix.
2. Case I:M = N
In this case, the singularities Q α` are fixed on the boundary ∂Ω
′ of a diskΩ ′ concentric to the unit diskΩ and defined by
Ω ′ = {x ∈ R2 : |x| < R}, where R > 1. The collocation points Pk = (xPk , yPk) are defined from
xPk = cos
2(k− 1)pi
N
, yPk = sin
2(k− 1)pi
N
, k = 1, . . . ,N, (2.1)
and the singularities Q αj = (xQαj , yQαj ) are defined from
xQα
`
= R cos 2(`− 1+ α)pi
N
, yQα
`
= R sin 2(`− 1+ α)pi
N
, ` = 1, . . . ,N,
where the positions of the sources differ by an angle 2piαN from the positions of the boundary points and 0 ≤ α < 1. This
rotation is performed in order to obtain improved results when R− 1 1 [23].
The coefficients c are determined so that the boundary condition is satisfied at the boundary points {Pk}Nk=1:
uN(c,Q ; Pk) = f (Pk), k = 1, . . . ,N.
With the obvious notation for f , this yields a linear system of the form
Gαc = f , (2.2)
for the coefficients c , where the elements of the matrix Gα are given by
Gαk,` = K(Pk,Q α` ), k = 1, . . . ,N ` = 1, . . . ,N.
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Clearly, in this case Gα is a circulant matrix1 and we shall show how system (2.2) can be solved efficiently [23]. If U is the
unitary N × N Fourier matrix which is the conjugate of the matrix
U∗ = 1√
N

1 1 1 · · · 1
1 ω ω2 · · · ωN−1
1 ω2 ω4 · · · ω2(N−1)
...
...
...
...
1 ωN−1 ω2(N−1) · · · ω(N−1)(N−1)
 , where ω = e2pi i/N , (2.4)
we premultiply system (2.2) by U to obtain UGαU∗Uc = Uf or DUc = Uf or Dcˆ = fˆ ,where
cˆ = Uc and fˆ = Uf
and the matrix D is diagonal [5], with entries
{
dj
}N
j=1, where
dj =
N∑
k=1
ω(k−1)(j−1)Gα1,k.
The solution is thus,
cˆi = fˆidi , i = 1, . . . ,N.
Having obtained cˆ , we can find c from, c = U∗cˆ . We thus have the following matrix decomposition algorithm [23]:
Algorithm.
Step 1. Compute fˆ = Uf .
Step 2. Construct the diagonal matrix D.
Step 3. Evaluate cˆ .
Step 4. Compute c = U∗cˆ .
Cost. In Step 1 and Step 4, the operations can be carried out via FFTs at a cost of order O(N logN) operations. FFTs can also
be used for the evaluation of the matrix D in Step 2. The FFTs are performed using the MATLAB commands fft and ifft.
Remark. There has been a considerable number of studies concerning error estimates, stability and convergence analyses
of the MFS for the Dirichlet problem for Laplace’s equation in the disk. In particular, in the case in which the pseudo-
boundary ∂Ω ′ is the circumference of a concentric disk (as in the case we are studying), it is shown that the error in theMFS
approximation εN = supx∈D% |uN(x)− u(x)|, tends to zero as N , the number of singularities and collocation points, tends to
infinity, provided that both singularities and collocation points are uniformly distributed on the boundary and the pseudo-
boundary, respectively, and the boundary data have absolutely convergent Fourier expansions. The rate of convergence
increases as the smoothness of the data improves. In particular, if the boundary data are analytic, then the convergence is
exponential, whereas if they belong to C`(∂D%), then the error is O(N−`+1). (See [13,14,22,26].)
3. Case II:M>N
In the case M > N , i.e., the number of boundary points exceeds the number of singularities, we shall consider the
particular case when M = mN,m ∈ N, i.e. when M is an integer multiple of N [24]. The set of collocation points {Pk}Mk=1 is
taken as in (2.1) with N replaced byM . The singularities Q αj = (xQαj , yQαj ), are taken to be
xQα
`
= R cos
(
2(`− 1)pi
N
+ 2αpi
M
)
, yQα
`
= R sin
(
2(`− 1)pi
N
+ 2αpi
M
)
, (3.1)
1 A square matrix A is circulant (see [5]) if it has the form
(2.3)
This means that the elements of each row are same as the elements of the previous row but moved one position to the right. The first element of each row
is the same as the last element of the previous row. The circulant matrix A in (2.3) is usually denoted by A = circ(a1, a2, . . . , aN ).
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` = 1, . . . ,N , where, as in Case I, the positions of the sources differ by an angle 2piαM from the positions of the boundary. The
coefficients c are determined so that the boundary condition is satisfied at the boundary points {Pk}Mk=1:
uN(c,Q ; Pk) = f (Pk), k = 1, . . . ,M,
which now yields an over-determinedM × N system
Gαc = f ,
where the elements of the matrix Gα = (Gαk,`)M,Nk,`=1 ∈ RM×N are now given by
Gαk,` = K(Pk,Q α` ), k = 1, . . . ,M, ` = 1, . . . ,N.
The vector c could be determined via least-squares, in which case, the coefficients c of the fundamental solutions are usually
chosen to minimize the standard l2-norm of Gαc − f , or equivalently, the quadratic functional
Ψ (c) = |Gαc − f |2 =
M∑
µ=1
∣∣∣∣∣ N∑
ν=1
cνK(Pµ,Qν)− f (Pµ)
∣∣∣∣∣
2
.
Therefore, the coefficients c1, . . . , cN must satisfy a system of equations known as the normal equations
∂
∂cν
Ψ (c1, . . . , cN) = 0, ν = 1, . . . ,N,
or equivalently
M∑
µ=1
K(Pµ,Qν)
{
N∑
ν=1
cνK(Pµ,Qν)− f (Pµ)
}
= 0, ν = 1, . . . ,N,
which can also be written as
(Gα)∗Gαc = (Gα)∗f , (3.2)
where (Gα)∗ is the adjoint of Gα .
The matrix (Gα)∗Gα is an N × N square matrix. The matrix Gα has the form
Gα =

g1,1 g1,2 · · · g1,N−1 g1,N
g2,1 g2,2 · · · g2,N−1 g2,N
...
...
...
...
gm,1 gm,2 · · · gm,N−1 gm,N
g1,N g1,1 · · · g1,N−2 g1,N−1
g2,N g2,1 · · · g2,N−2 g2,N−1
...
...
...
...
gm,N gm,1 · · · g1,N gm,N−1
...
...
...
...
g1,2 g1,3 · · · g1,N g1,1
...
...
...
...
gm,2 gm,3 · · · gm,N gm,1

.
We observe that the matrices which consist of the rows κ,m + κ, 2m + κ, . . . , (N − 1)m + κ , for κ = 1, . . . ,m, are
circulant [5]. System (3.2) may be written as [24]
UN(Gα)∗GαU∗NUNc = UN(Gα)∗U∗MUM f (3.3)
or
Λcˆ = (̂Gα)∗ fˆ , (3.4)
where cˆ = UNc , (̂Gα)∗ = UN(Gα)∗U∗M , fˆ = UM f and Λ = diag(µ1, . . . , µN). The µ`, ` = 1, . . . ,N , are the eigenvalues of
(Gα)∗Gα defined by
µ` = 1m
m∑
j=1
|λ(j−1)N+`|2,
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with
λj =
M∑
k=1
Gαk,1e
2pi(j−1)(k−1)i/M , j = 1, . . .M. (3.5)
Also, in (3.3) the matrices UN and UM are the Fourier matrices of dimension N andM respectively, defined in (2.4). It can be
shown that the solution of (3.4) is given by [24]
cˆ` =
√
m
m∑
j=1
λ(j−1)N+` fˆ(j−1)N+`
m∑
j=1
∣∣λ(j−1)N+`∣∣2 , ` = 1, . . . ,N, (3.6)
and, finally, the vector c is recovered from c = U∗N cˆ . We thus have the following matrix decomposition algorithm:
Algorithm.
Step 1. Compute fˆ = UM f .
Step 2. Compute the eigenvalues λj, j = 1, . . . ,M , from (3.5).
Step 3. Compute the vector cˆ from (3.6).
Step 4. Compute c = U∗N cˆ .
Cost. As in Case I, Step 1, Step 2 and Step 4 may be carried out via FFTs. The total cost of the algorithm in this case is
O(M logM).
Remark. A weighted least-squares algorithm is developed in [22], in which the error on the boundary is minimized with
respect to a suitable discrete Sobolev norm, which may be chosen to be stronger than the L∞-norm. In particular, the
coefficients are chosen to minimize a quantity approximating the distance
εM,N = ‖uM,N(·, c)− f ‖Hs(∂Ω),
for suitable values of s > 0.
4. Case III:M<N
In the case where the number of collocation points exceeds the number of sources (Case II), which corresponds to a
problem in which the boundary data may contain uncertainties (e.g., inaccurate measurements), the aim is to find the best
fit, i.e., the MFS approximation with the minimum `2-error on the boundary. However, there are instances in which the
boundary data are exact, and the goal is to obtain an optimal approximate solution of the boundary value problem using
only finitelymany such boundary values. The application of theMFS to this case (Case III) produces infinitelymany solutions.
Optimal solutionsmay be determined usingDirichlet’s Principlewhich selects theminimizer of the corresponding variational
formulation.
In practice, caseswhere the number of boundary pointswhere data are provided is limited and one is required to produce
satisfactory approximations on a larger surface often occur in problems relating to image reconstruction. In such cases one
is provided with few data about the shape of an image to be reconstructed. The approach proposed in this section is ideally
suited for these situations. Examples of problems in image reconstruction may be found in [28].
In this section,we shall consider the particular casewhenN = nM, n ∈ N, i.e. whenN is an integermultiple ofM [27]. The
set of collocation points {Pk}Mk=1 is taken as in (2.1), while the singularities Q αj = (xQαj , yQαj ), are taken as in (3.1). Enforcing
the boundary condition at the boundary points
uN(c,Q ; Pk) = f (Pk), k = 1, . . . ,M, (4.1)
now yields an under-determinedM × N system
Gαc = f ,
where the elements of the matrix Gα are given by
Gαk,` = K(Pk,Q α` ), k = 1, . . . ,M ` = 1, . . . ,N.
The matrix Gα has the form
Gα =

g1,1 g1,2 · · · g1,n gM,1 · · · gM,n gM−1,1 · · · gM−1,n · · · g2,n
g2,1 g2,2 · · · g2,n g1,1 · · · g1,n gM,1 · · · gM,n · · · g3,n
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
gM−1,1 gM−1,2 · · · gM−1,n gM−2,1 · · · gM−2,n gM−3,1 · · · gM−3,n · · · gM,n
gM,1 gM,2 · · · gM,n gM−1,1 · · · gM−1,n gM−2,1 · · · gM−2,n · · · g1,n
 .
We observe that column n+ 1 is a rotation of column 1, column 2n+ 1 is a rotation of column n+ 1 and in general column
µn+ κ is a µ− ν rotation of column νn+ κ , for κ = 1, . . . , n.
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4.1. Minimization of the functional of the corresponding variational formulation
The solution u of problem (1.1) minimizes the functional
F(u) = 1
2
∫
Ω
|∇u|2dx,
among all sufficiently smooth functions satisfying the boundary condition. From all the uN(c; ·; ·) defined by (1.2) and
satisfying (4.1), we choose the approximate solution which minimizes the functional
Φ(c) = F (uN(c;Q , ·)) = 12
∫
Ω
∣∣∣∣∣ N∑
ν=1
cν∇wν
∣∣∣∣∣
2
dx
= 1
2
N∑
µ=1
N∑
ν=1
cµc¯ν
∫
Ω
∇wµ · ∇wν dx = 12 〈c, Kc〉,
wherewν(x) = K(x,Qν) and K is the N × N matrix with elements [27]
Kµ,ν =
∫
Ω
∇wµ · ∇wνdx = − 116pi2 log
(
1− 2
R2
cos
2pi(µ− ν)
N
+ 1
R4
)
.
ThematrixK is circulant, symmetric and positive definite. The vector c whichminimizesΦ can thus be obtained via Lagrange
multipliers by finding the extrema of the functional
F (c, γ ) = Φ(c)− γ T · (Gαc − f ),
where c ∈ RN , f , γ ∈ RM . If the pair (c, γ ) is an extremum of F , then
∇F (c, γ ) = (∇cF ,∇γF ) = (∇cΦ − Gα∗γ ,Gαc − f ) = 0.
Since
∇cΦ = 12∇c〈c, Kc〉 = Kc,
we get
Kc − (Gα)∗γ = 0 or c = K−1(Gα)∗γ .
From Gαc = f , it follows that f = Gαc = GαK−1(Gα)∗γ , from which we obtain that γ = (GαK−1(Gα)∗)−1 f .
It can be shown that the matrix GαK−1Gα∗ is symmetric and positive definite [27]. Finally, the minimizing vector c is
given by
c = K−1(Gα)∗ (GαK−1(Gα)∗)−1 f . (4.2)
If Gˆα = UMGαU∗N , Kˆ = U∗NKUN , fˆ = U∗M f and cˆ = U∗Nc, then (4.2) becomes
cˆ = Kˆ−1(̂Gα)∗
(̂
Gα Kˆ−1(̂G)α
∗)−1
fˆ . (4.3)
Since the matrix K is circulant, symmetric and positive definite, then Kˆ is diagonal with positive eigenvalues. In particular,
Kˆ = diag(κˆ1, . . . , κˆN), where (see [5])
κˆν =
N∑
`=1
K1,`ω
(ν−1)(`−1)
N > 0, ν = 1, . . . ,N. (4.4)
Therefore,
Ĝα Kˆ−1(̂Gα)∗ = Λ = diag (ζ1, . . . , ζM) ,
with
ζµ = 1n
n−1∑
j=0
|λµ+jM |2
κˆµ+jM
, µ = 1, . . . ,M, (4.5)
and the λν, ν = 1, . . . ,N are given from
λν =
N∑
`=1
Gα1,`ω
(ν−1)(`−1)
N . (4.6)
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The elements of the vector cˆ are obtained from (4.3)
cˆµ+jM = 1√n ·
λ¯µ+jM
κˆµ+jM
· fˆµ
ζµ
, µ = 1, . . . ,M, j = 0, . . . , n− 1. (4.7)
It is noteworthy that the ζν ’s do not vanish (see [27, Proposition 1]).
We thus have the following matrix decomposition algorithm
Algorithm.
Step 1. Compute fˆ = UM f .
Step 2. Compute the eigenvalues λν, ν = 1, . . . ,N , from (4.6).
Step 3. Compute the κˆν, ν = 1, . . . ,N , from (4.4).
Step 4. Compute the eigenvalues ζµ, µ = 1, . . . ,M from (4.5).
Step 5. Compute the vector cˆ from (4.7).
Step 6. Compute c = U∗N cˆ .
Cost. As in Cases I and II, Step 1, Step 2, Step 3 and Step 6maybe carried out via FFTs. The total cost is thereforeO(N logN)
operations.
4.2. Minimization of the norm of the vector of coefficients c
Alternatively, one may choose, among all vectors c satisfying Gαc = f , the one having the minimum l2-norm. As in the
previous approach, using Lagrange multipliers, we find the extrema of the functional
F (c, γ ) = 1
2
|c|2 − γ T · (Gc − f ),
where c ∈ RN , f , γ ∈ RM . If the pair (c, γ ) is an extremum of F , then
∇F (c, γ ) = (∇cF ,∇γF ) = (c − Gα∗γ , f − Gαc) = 0, (4.8)
from which we obtain that
f = Gαc = Gα (Gα∗γ ) , or γ = (GαGα∗)−1 f .
The minimizing vector c is therefore given by
c = Gα∗ (GαGα∗)−1 f .
It can be shown that
GαGα∗ = U∗MΛUM ,
whereΛ = diag(ζ1, . . . , ζM),with
ζµ = 1n
(|λµ|2 + |λµ+M |2 + · · · + |λµ+(n−1)M |2) > 0, µ = 1, . . . ,M. (4.9)
From (4.8), the vector c is given by
c = Gα∗ (GαGα∗)−1 f = (UN GˆαU∗M) (U∗MΛUM)−1 f
= U∗N(Gˆα)∗Λ−1 fˆ ,
or
cˆ = (Gˆα)∗Λ−1 fˆ , (4.10)
where fˆ = U∗M f and cˆ = U∗Nc . From (4.10) we get
cˆ(j−1)M+µ = 1√n ·
λ¯(j−1)M+µ
ζµ
fˆµ, j = 1, . . . , n, µ = 1, . . . ,M. (4.11)
We thus have the following matrix decomposition algorithm
Algorithm.
Step 1. Compute fˆ = UM f .
Step 2. Compute the eigenvalues λν, ν = 1, . . . ,N , from (4.6).
Step 3. Compute the eigenvalues ζµ, µ = 1, . . . ,M from (4.9).
Step 4. Compute the vector cˆ from (4.11).
Step 5. Compute c = U∗N cˆ .
Cost. Step 1, Step 2 and Step 5may be carried out via FFTs and the total cost of the algorithm in this case is O(N logN).
Remark. Note that the formulation described in Section 4.2 can be viewed as a special case of the formulation described in
Section 4.1 with K = I .
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Fig. 1. Maximum error versus R in cases I, II and III.
5. Numerical results
We considered problem (1.1) with f corresponding to the exact solution
u(x, y) = y
(x− 2)2 + y2 .
The three cases described in this paperwere applied for various values ofM . In each case, the absolute value of themaximum
error was calculated on a uniformly distributed set of points (different from the collocation points) on the unit circle.
Plots of the maximum error versus the radius R of the pseudo-boundary are presented in Fig. 1. In all cases we observe
that the accuracy of the approximation improves as we increase M . Also, because of ill-conditioning, for larger values of R
the accuracy deteriorates.
From this figure we observe that the performance of the first two formulations, namely, the cases when M = N and
M > N is very similar. In the case whereM < N the convergence appears to be a little slower.
To show the simplicity of the three algorithms presented in this work (counting case III only once), in the Appendix we
present a MATLAB code performing the calculations using all three cases.
6. Concluding remarks
In this paper we presented three approaches for the efficient FFT-based implementation of the MFS for the solution of
the Laplace equation in a disk subject to Dirichlet boundary conditions. The numerical results demonstrate the accuracy of
the method. The simplicity of the implementation of the algorithms is shown by the inclusion of a MATLAB code in which
all three approaches are applied.
In general, the direct formulation of the MFS to problems in circular domains is neither difficult nor computationally
costly. However, with the proposed approach, one avoids the solution of ill-conditioned systems which arise in the direct
implementation of the MFS. The solution of such systems by standard methods can lead to large errors in the solution. By
using the proposed technique, the effect of solving an ill-conditioned system on the accuracy of the MFS approximation
is reduced considerably. Further, as a basic rule of scientific computation one needs to render an algorithm as efficient as
possible. In this casewe reduce the cost considerably, fromO(n3) toO(n log n) operations, where n is the number of degrees
of freedom. Finally, the ideas developed in this work are applicable to three-dimensional problems, where reducing the cost
of the algorithm is considerably more important.
Although the proposed algorithms are described only in the case of a disk they can be applied to problems in different
domains. In particular, under a conformal transformation harmonic problems in arbitrary domains may be transformed to
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harmonic problems in the the unit disk. The one may apply the algorithms described in this work to solve the transformed
problem. Some results in this direction may be found in [12]. Also, the algorithms described in this work can be generalized
to harmonic problems in three-dimensional domains [27] and to problems governed by different elliptic equations.
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Appendix
function allcases(f,mp,iter,ds,alfa,m,n)
nr=n/m;mr=m/n;cf=-(1.0/(2.0*pi));th=2.0*pi/m; rp=1.0;rs=rp
for ii=1:iter
rs=rp+ii*ds;a=th*(0:m-1);ca=cos(a);sa=sin(a);
aq=2.0*pi/n*(0:n-1);
ca1=cos(aq+th*alfa);sa1=sin(aq+th*alfa);
xp=rp*ca;yp=rp*sa;xs=rs*ca1;ys=rs*sa1;
b=feval(funct,xp,yp)’;ff=fft(b)/sqrt(m);
if nr>1
dx=xp(1)*ones(1,n)-xs;dy=yp(1)*ones(1,n)-ys;
aa=.5*cf*log(dx.*dx+dy.*dy);d=ifft(aa’)*n;
km=-log(1-2/rs^{2}*cos(aq)+1/rs^{4})/(16*pi^{2});kh=ifft(km)*n;
for is=1:m;
sum1(is)=0.0;
for j=0:nr-1;
sum1(is)=sum1(is)+(abs(d(j*m+is))^{2}/kh(j*m+is));
end;
end;
z=(1/nr)*sum1; sn=(1/sqrt(nr));
for is=1:m;
for j=0:nr-1;
jj=j*m+is;
ct(jj)=sn*(conj(d(jj))/kh(jj))*(ff(is)/z(is));
end;
end;
else
dx=xp-xs(1)*ones(1,m);dy=yp-ys(1)*ones(1,m);
aa=.5*cf*log(dx.*dx+dy.*dy);d=ifft(aa’)*m;
for is=1:n;
sum1(is)=0.0;sum2(is)=0.0;
for j=1:mr
sum1(is)=sum1(is)+d((j-1)*n+is)*ff((j-1)*n+is);
sum2(is)=sum2(is)+abs(d((j-1)*n+is))^{2};
end;
end;
ct=sqrt(mr)*sum1./sum2;
end
cc=real(ifft(ct)*sqrt(n));the=2.0*pi/mp;a=the*(0:mp-1);
ca=cos(a);sa=sin(a);xx=rp*ca;yy=rp*sa;exa=feval(funct,xx,yy);
dx=xs’*ones(1,mp)-ones(n,1)*xx;dy=ys’*ones(1,mp)-ones(n,1)*yy;
rh=.5*cf*log(dx.*dx+dy.*dy);err=rh’*cc’-exa’;a1=max(abs(err));
end
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