Abstract. We give a set of trace functions which give a global parametrization of the Teichmüller space T (g, n)(L 1 , . . . , L n ) of hyperbolic surfaces of genus g with n geodesic boundary components of lengths L 1 ,. . . , L n such that the action of the mapping class group on the Teichmüller space can be represented by rational transformations in the parameters.
Introduction
LetS =S g,n be a surface of type (g, n), a smooth compact and oriented surface of genus g with n boundary curves C 1 ,. . . , C n , and S the interior ofS. Throughout this paper we assume that 2g − 2 + n > 0. If n ≥ 1, let L = (L 1 , . . . , L n ) be a tuple of non-negative numbers. The Teichmüller space T (g, n)(L 1 , . . . , L n ) is the space of equivalence classes of marked complete hyperbolic metrics of curvature −1 on S such that C j is homotopic to a closed geodesic curve of length L j in S for j = 1, . . . , n (If L j = 0, then C j corresponds to a puncture). We mean by T (g, 0)(L) the Teichmüller space of closed hyperbolic surfaces of genus g whatever L is. It is known that T (g, n)(L) is a real analytic manifold homeomorphic to R 6g−6+2n (see, for example, [22, Section 34] ).
The free homotopy class of a homotopically non-trivial closed curve c in S defines a real analytic function c on T (g, n)(L), called the geodesic length function of c, which assigns to each point in T (g, n)(L) the length of the geodesic curve freely homotopic to c on a marked hyperbolic surface representing the point. It is known that there are finitely many closed curves c 1 ,. . . , c N on S such that each point of T (g, n)(L) is recovered by the values of their geodesic length functions (see Section 3.2.) In other words,
is a (real analytic) embedding (see, for example, [4] , [11] , [16] , [17] and [18] ). Then the problem of finding the minimal number N (g, n) of geodesic length functions needed to parametrize T (g, n)(L) globally naturally arises. This problem was solved (Schmutz [15] , Okumura [12] ) and (1.1) N (g, n) = 6g − 5 + 2n = dim T (g, n)(L) + 1.
The fact that N (g, n) > dim T (g, n)(L) follows from convexity of geodesic length functions (Wolpert [21] ).
GOU NAKAMURA AND TOSHIHIRO NAKANISHI
Let G = G(g, n) be the fundamental group of S. Then G has a generator system ( ) correspond to handles and C 1 ,. . . , C n to the boundary curves of S. By the uniformization theorem and the lifting theorem ( [5] , [2] , [19] ), we may think of T (g, n)(L 1 , . . . , L n ) as the space of conjugacy classes of faithful and discrete (or Fuchsian) representations ρ of G into SL(2, R) by fixing the signs of ρ(X) for X ∈ S so that ρ((
(the identity matrix).
Each g ∈ G defines a trace function, χ g ([ρ]) = trρ(g) on T (g, n)(L). Due to (2.1) below we can replace geodesic length functions by trace functions. We rephrase the solution of the problem mentioned above. Theorem 1.1 ([12] , [15] ). There exist N = N (g, n) = 6g + 2n − 5 elements g 1 ,. . . , g N in G such that
is a real analytic embedding.
By a suitable choice of g 1 ,. . . , g N , the image of T (g, n)(L) under the embedding (χ g 1 , . . . , χ g N ) is contained in the zero locus of an RC function (compass and ruler constructible function) (Feng Luo [6] ).
The mapping class group MC(g, n) of S acts on T (g, n)(L). So it is possible to describe each mapping class of MC(g, n) by using the parameters in R N . Our main theorem is
In this note, a rational function in x = (x 1 , . . . , x m ) means a function written in the form P (x)/Q(x), where P (x) and Q(x) are integer polynomials. We denote the set of rational functions in (
N . For (g, n) = (0, 4) and (1, 1) this is a classical theorem. For example, T (1, 1)(0) is identified with {(x, y, z) : x > 2, y > 2, z > 0, x 2 + y 2 + z 2 = xyz} and MC(1, 1) with the group of Markov transformations, which are generated by
(See [13, [1] , [20] and [22] . The group P SL(2, R) acts on the Riemann sphereC by Möbius transformations. If its action is restricted to H = {z = x + iy : y > 0}, a model of a hyperbolic plane, then it is the group of orientation-preserving isometries. A Fuchsian group Γ is a discrete subgroup of P SL(2, R). If Γ is torsion free, then the space H/Γ is a hyperbolic surface. A hyperbolic element A of Γ has two fixed points p A and q A on the boundary ∂H in the Riemann sphere. The axis L A of A is the hyperbolic line between p A and q A . The cyclic group A generated by A acts on L A , and L A / A is a closed geodesic curve c A on H/Γ. The trace of A and the length (A) = c A of c A (counting multiplicity) is related by
Let G = G(g, n) be the fundamental group of S g,n . We fix a tuple (c 1 , . . . , c n ) of positive numbers ≥ 2. We consider faithful representations (injective homomor-
We remark that for all faithful Fuchsian representationsρ of G into P SL(2, R) with c j = |trρ(C j )|, there exists a lift ρ : G → SL(2, R) ofρ satisfying the above conditions (see the proofs of Theorems 3.5 and 3.6 in [19] ). Two representations ρ 1 and ρ 2 satisfying ( * ) are equivalent if there exists a P ∈ SL(2, R) such that
Definition 2.1. The Teichmüller space T (g, n)(c 1 , . . . , c n ) is the space of equivalence classes of faithful Fuchsian representations which satisfy ( * ).
By the uniformization theorem, this space is identified with (2, R) . We list basic trace identities for matrices in SL(2, R) (see, for example, [7, §3.4] ): 
Trace identities for SL
The identity (I7) is not listed in [7, §3.4] , but it is a consequence of (I1)-(I4): Then (see [6] , [9] ) (2.3)
For an ordered tuple S = (A 1 , . . . , A n ) of matrices in SL(2, R) we define
If G(S ) denotes the group generated by A 1 ,. . . , A n , then Lemma 2.3 (see [7, Lemma 3.5.3] ). If g ∈ G(S ), then its trace trg is a rational polynomial in {trg : g ∈ T (S )}.
Remark. The results in this subsection hold for SL(2, C).
Parametrization of the Teichmüller spaces
3.1. Teichmüller spaces of types (1, 1) and (0, 4). For the results of this subsection we refer to [14] , [10] , [3] and [22, §33] . We often use 
where F 04 is given in (2.3) ( [10] ).
Geometric transformations on the tuples of type (g, n)
. We need the following lemma.
Lemma 3.2. For tuples
and for k = 2g + 1,. . . , 2g + n,
In fact, σ k arises from a Dehn twist of the loop on the surface S g,n bounding the (k − 2g)-th and (k + 1 − 2g)-th boundary curves. 
representing homotopy classes of simple closed curves γ 1 , . . . , γ m , m = 3g − 3 + n, which give a pants-decomposition of S. For each j = 1, . . . , m, choose a simple closed curve δ j which meets γ j once if γ j is non-separating or twice if γ j is separating. Let η j be a curve obtained from δ j by a Dehn twist along γ j . Then, as the cases of types (1, 1) and (0, 4) indicate, the geodesic length functions on γ j , η j and δ j determine the length and twist parameters along γ j in the Fenchel-Nielsen coordinates. So, if g j2 and g j3 are the homotopy classes of δ j and η j , respectively, then the trace functions χ g jk
The rest of paper is devoted to proving this. Proof. We shall show that traces of all elements in T (S ) in (2.4) are rational functions in Σ. The traces of elements in T (S ) not appearing in (4.1) are
We have trE = tr(ABCD) −1 = trABCD, and by using (I7) and other trace identities we get From (2.3) we have two equations:
where
By substituting this with t in F 04 (x, y, z, a, b, c, t) = 0, we obtain a polynomial identity: 
In a similar way we apply (I6) and (4.2) to −c = trABDE, −d = trABCE and −e = trABCD to see that x 1 , x 2 , x 3 and x 4 satisfy (4.6) Since the quadratic equation
positive, has a solution t > 2, we must have uv − de > ax > 0. Therefore 
Note that a equals trA but not −trA. This is the reason for the choice of x and y. Proof. Note that the traces of elements in T (S ) in (2.4) not appearing in (4.7) are x 1 and x 2 . We have two linear equations in x 1 and x 2 :
Since tr[A, B] < −2 by Lemma 3.1,
Solving equations above, we may express x 1 and x 2 as rational functions in Σ
12 .
The tuple (−A, −BA
So we obtain the identity
The polynomial in the left-hand side is monic and quadratic in c and d. A proof of this proposition is given in [8, Section 3] 
From [8, (3.10) ], the parameters satisfy the polynomial identity (4.12)
where 
Cases of types (0, n) and (1, n)

type (0, n). Let S = (
where z = −trA 1 A 2 , x j = −trA 2 · · · A j y j = −trA 1 A j j = 3, . . . , n − 1.
Proposition 5.1. Traces of all elements in G(S ) are rational functions in Σ 0n
. The parameters in Σ 0n satisfy a polynomial identity
where, in each a k , k = 2, . . . , n, x n−1 and y n−1 , F 0n (Σ 0n ) is monic and has degree 2 n−3 .
Proof. For n = 4 the theorem is known and classical (see Section 3.1.) Our proof proceeds by induction on n. We assume that the proposition holds for n. We also have an identity , y n , b, a 1 , x n−1 , a n , a n+1 
}.
We have (2.3) of the form
where A and B are polynomials of {x n , y n , a 1 , x n−1 , a n , a n+1 }. From (2.3), for x = a 1 , x n−1 , a n , a n+1 , x n and y n , deg x A = 1, deg x B = 2 and B is monic, where deg x means the degree in the variable x. Dividing (5.2) by (5.3) results in the remainder P b + Q = 0 with P and Q as in (5.6) below. From this and (5.3) we obtain a polynomial equation
In order to prove the last statement of Proposition 5.1 by induction, we must show
) is a monic polynomial of degree 2m = 2 n−2 in variables a 2 ,. . . , a n , a n+1 , x n and y n .
Proof. From (5.2) and (5.3) we have
with α m = x m−2 = 1 and
From (5.5) we have
Therefore, Here we used the fact that
) is monic polynomial of degree 2 n−2 in variables a n , a n+1 and also in x n and y n . By the induction hypothesis F 0n is monic and has degree 2 n−3 in a 2 , . . . , a n−1 . The term α 2 0 in Q 2 shows that F 0 n+1 is monic and has degree 2 n−2 in a 2 ,. . . , a n−1 .
We introduce auxiliary traces
Then, from a series of tuples,
of type (0, 4), we obtain the equations
Starting with R = R(Σ 0,n+1 \ {x n }), we have a sequence of quadratic extensions
. . , z n , x n ), and hence, x n is in an extension of degree 2 n−2 of the rational function field R(Σ 0,n+1 \{x n }). Thus In order to conclude the proof, by Lemma 2.3 it suffices to show that
are rational functions in Σ 0 n+1 = {z, x 3 , . . . , x n , y 3 , . . . , y n , a 1 , . . . , a n+1 }. This is true for j < n or k < n because R(Σ 0n ) ⊂ R(Σ 0n+1 ). We consider only trA i A j A n , because trA i A n can be treated in a similar way. Let X = A i A j with i < j < n. By a repeated use of Lemma 3.2, the tuple S 0 = (A 1 , X, Y, A n , A n+1 ) with 1 , u, v, x n , y n , a 1 , x, y, a n , a n+1 }, where u = −trA 1 Y , v = −trA 1 X. Since all of its elements are rational functions in Σ 0 n+1 , so is trXA n = trA i A j A n by Proposition 4.1. A, B, A 1 , . . . , A n ) represent a point of the Teichmüller space T (1, n)(a 1 , . . . , a n ) with n ≥ 2. The matrices A, B, A 1 generated by A, B, A 1 , A 2 ,. . . , A n−1 . We define
Case of type (1, n). Let S = (
where a = trA, b = trB, z = trAB,
Proposition 5.2. Traces of all elements in G(S ) are rational functions in
The traces in Σ 1n satisfy a polynomial identity
where , x 1 , y 1 , . . . , x n−1 , y n−1 , a, a 1 , . . . , a n }, a, a, a 1 , . . . , a n ) = 0.
We rewrite this identity as
Then F 1n (Σ 1n ) is monic and has degree 2 n−1 = 2 (n+2)−3 in a 2 , . . . , a n , x n−1 and 
Case of type (g, n)
We consider tuples S = (A 1 , B 1 , . . . , A g , B g , K g+1 , . . . , K g+n ) of type (g, n) with g ≥ 1. Even for j = 1, . . . , g, we define H j is a tuple of type (1, 2) . We consider the following 6g + 3n − 5 traces
and k j = −trK j for j = 1, . . . , g + n. We also let
The parameters in Σ g,n satisfy a polynomial identity
is monic and has degree 2 2g+n−3 in k g+1 ,. . . , k g+n , x g+n−1 and y g+n−1 .
Our proof of Proposition 6.1 is by induction on j = 1, . . . , g. The case for j = 1 is treated in Section 5.2. At the g-th step we conclude the proof of the proposition. For j ≥ 1, We define a tuple S j of type (j, g + n − j):
We assume that traces of all elements of the group generated by S j−1 are rational functions in Σ j−1,g+n+1−j and also that we have the polynomial identity
where the left-hand side is monic and has degree 2 g+n+j−4 in k j ,. . . , k g+n , x g+n−1 and y g+n−1 . By Proposition 4.3 traces of all elements in the group generated by H j , in particular, a j = trA j and b j = trB j are rational functions in u j , v j , w j , z j , k j , x j and x j−1 . These seven parameters satisfy (4.12), which can be described as
, where A and B are polynomials in {u j , v j , w j , z j , x j , x j−1 }. Now we proceed just as in the proof of Proposition 5.1. By dividing (6.4) by this polynomial (6.5) we obtain P k j + Q = 0, where P and Q are polynomials in (Note that y g+n−1 drops out of the variables.) We introduce
We have a series of g + n − 2 tuples The traces of the elements in T (S j ) which are not yet known to be rational functions in Σ j,g+n−j are included in (6.8) trXA j , trXB j , trXA j B j where X runs over
(X in trXA j B j may run over (i), B i in (ii) and (v).) Let R j = R(Σ j,g+n−j ). Our goal is to show that traces in (6.8) are in R j . Let J 1 = g + n − j + 1 and
is the fundamental group of the surface obtained by cutting S j,g+n−j along j loops determined by A 1 ,. . . , A j . First we see that, if U runs over
and if (vi) and (vii) are included in (6.9) and hence trXB j and trXA j B j belong to R j .
The argument that we will repeat is as above: knowing that all traces of 
For matrices in (ii), the claim (#) enables us to apply this argument to (A i , B i , Z) . The conclusion is that trB i Z and trA
Then, for matrices in (iv) the argument applied to the triples (
and K i 1 . The conclusion is that trW B i 2 Z ∈ R j . This conclusion and the above argument applied to the triple (A i 1 , B i 1 , B i 2 Z) conclude that trB i 1 B i 2 Z ∈ R j . Finally for matrices in (viii) we can conclude likewise that trK i 2 B i 1 Z ∈ R j from the triple (A i 1 , B i 1 , ZK i 2 ) . Now we show that t 1 and t 2 in (6.10) belong to R j . In what follows we write (A, B, C, D) instead of (A j , B j , C j , D j ). We will repeat the same argument in the last part of the proof of Proposition 5.1. By a repeated use of Lemma 3.2, we see the following tuples are of type (0, 5):
( 
Action of the mapping class group
In this section we conclude the proof of Theorem 1.2. Let M(g, n) be the mapping class group, the group of isotopy classes of orientation-preserving homeomorphisms of the surface of type (g, n) which preserve every boundary component. Then M(g, n) acts on the Teichmüller space of type (g, n) by a change of marking. Let N denote the normal subgroup of M(g, n) of mapping classes which fixes all points of the Teichmüller space. Then Mod(g, n) = M(g, n)/N is called the Teichmüller modular group. With a finite number of exceptional cases of (g, n), M(g, n) = Mod(g, n) (see p. 203 of [22] ).
Let Out (G(g, n) ) be the group of outer automorphisms of G(g, n). Mod(g, n) is embedded in Out(G(g, n) ) as a subgroup. This subgroup is characterized by Nielsen (see [22, 11.3] ). Hence, if ϕ ∈ Mod(g, n) and if S = (A 1 , . . . , A m ) , m = 2g + n, represents a general point of T = T (g, n)(c 1 , . . . , c n ) , then, up to simultaneous conjugations, the action of ϕ on the Teichmüller space can be written in the form ϕ (A 1 , . . . , A m ) = (ϕ 1 (A 1 , . . . , A m ), . . . , ϕ N (A 1 , . . . , A m ) (x 1 , . . . , x N ), . . . , f N (x 1 , . . . , x N )) on T (g, n)(c 1 , . . . , c n ) embedded in R N .
Remark. Let Q(g, n) be the space of quasifuchsian structures on a Riemann surface of genus g with n punctures. Then Q(g, n) is a fiber space over T (g, n)(2, 2, . . . , 2). The fiber over X is identified with the Bers embedding of the Teichmüller space of the Riemann surface represented by X. Hence Q(g, n) is simply connected and every trace function on T (g, n)(2, 2, . . . , 2) extends to Q(g, n). Consequently, Theorem 1.2 can be extended to Q(g, n).
