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A COMBINATORIAL TAKE ON HIERARCHICAL HYPERBOLICITY
AND APPLICATIONS TO QUOTIENTS OF MAPPING CLASS GROUPS
JASON BEHRSTOCK, MARK HAGEN, ALEXANDRE MARTIN, AND ALESSANDRO SISTO
Abstract. We give a simple combinatorial criterion, in terms of an action on a hyperbolic
simplicial complex, for a group to be hierarchically hyperbolic. We apply this to show that
quotients of mapping class groups by large powers of Dehn twists are hierarchically hyperbolic.
Under residual finiteness assumptions, we construct many non-elementary hyperbolic quotients
of mapping class groups. Using these quotients, we reduce questions of Reid and Bridson–
Reid–Wilton about finite quotients of mapping class groups to residual finiteness of specific
hyperbolic groups.
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Introduction
Hierarchically hyperbolic spaces/groups (HHS/G) were introduced in [BHS17c] as a common
framework for studying the coarse geometry of mapping class groups and CAT(0) cube com-
plexes. Since then, this notion has found applications in a variety of flavors, including results
of a coarse geometric [BHS17b, BHS17a, RST19] and of an algebraic nature [Hae16, DHS17,
ABD17, AB18, ANS19], with many of these new even for well-studied examples such as mapping
class groups. The main drawback of the theory so far has been that, despite the simplification
in the definition provided by [BHS19], verifying that any particular space is an HHS requires a
lot of work, and understanding of the HHS machinery. We remedy this by providing a simple
criterion (both to state and to check in concrete cases) for hierarchical hyperbolicity.
We first give a preliminary definition. Let H be a group acting on a (possibly disconnected)
simplicial complex Y . We say that Y is a hyperbolic H–space if it becomes hyperbolic upon
addition of finitely many H–orbits of edges (see Definition 6.2).
A simplified, but still powerful, version of the criterion is the following theorem. Informally,
the theorem states that if a group acts cocompactly with finite stabilizers of maximal simplices
on a hyperbolic simplicial complex that has hyperbolic links, then the group is hierarchically
hyperbolic under a geometric condition (quasi-isometric embedding in condition A) and a com-
binatorial condition on intersections of links (condition B).
Theorem 1. Let the group G act cocompactly on the flag simplicial complex X, and suppose
that maximal simplices have finite stabilizers. Suppose that:
(A) For every simplex ∆ of X, its link, Lkp∆q, is a hyperbolic StabGpLkp∆qq-space quasi-
isometrically embedded in X ´ŤLkpΣq“Lkp∆qΣ.
(B) For all simplices ∆,Σ of X there exist simplices Π,Π1 of Lkp∆q such that Lkp∆qXLkpΣq “
Lkp∆ ‹Πq ‹Π1.
(C) If the simplex ∆ is not a co-dimension 1 face of a maximal simplex, then Lkp∆q is con-
nected.
Then G is a hierarchically hyperbolic group.
In the statement, ‹ denotes the simplicial join, and we are allowing the empty simplex in the
various conditions, so that in particular X “ LkpHq is hyperbolic.
A more general version is given in Theorem 1.18 below, and both Theorem 1.18 and Theorem
6.4 give further details about the hierarchically hyperbolic structure.
The setup of Theorem 1, and in particular the idea of considering a hyperbolic complex with
hyperbolic links, is inspired by the curve complex CpSq of a surface S. Links of simplices in CpSq
are related to curve complexes of subsurfaces of S by the following observations, which hold
with some low-complexity exceptions. The link of a vertex is the curve graph of the complement
of the corresponding curve. More generally, for each subsurface U of S, the curve complex CpUq
arises as the link of a simplex in CpSq. Conversely, the link of each simplex is either a nontrivial
join (hence bounded), or is the curve graph of a subsurface.
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However, curve graphs are the hyperbolic complexes that witness the hierarchical hyperbol-
icity of pants graphs, not mapping class groups. This is because annular curve graphs are not
links of simplices in the curve graph; in fact, CpSq does not even contain the vertex set of CpUq
when U is an annulus. For a discussion of the hyperbolic complex that witnesses hierarchical
hyperbolicity of the mapping class group, see Section 1.6.
For the pants graph, checking the conditions of Theorem 1.18 (which are similar to those of
Theorem 1) only uses hyperbolicity of curve graphs [MM99], the simple fact [MM00, Lemma
2.3] that subsurface projections are coarsely Lipschitz where defined (this is to check the quasi-
isometric embedding condition), and simple arguments involving subsurfaces filled by multi-
curves to check the combinatorial conditions. We leave the details to the reader since pants
graphs are already known to be hierarchically hyperbolic.
Some applications of Theorem 1 are discussed below, but we expect it (and the more general
version, Theorem 1.18) to have many other applications. In fact, in a forthcoming article, we
use Theorem 1.18 to show that Artin groups of extra-large type are hierarchically hyperbolic.
Also, in work in progress by Dowdall, Durham, Leininger, and Sisto, Theorem 1.18 is used to
verify hierarchical hyperbolicity of certain surface extensions of naturally-occurring subgroups
of mapping class groups. A guide on how to use Theorem 1.18 for further application appears
in Section 1.5 and Section 1.6.
(Hierarchically) hyperbolic quotients of mapping class groups. The main application
of Theorem 1 presented in this paper is the study of certain quotients of mapping class groups.
Below, we first discuss the natural quotients obtained by modding out high powers of Dehn
twists. We then discuss a construction of non-elementary hyperbolic quotients, which works
under the assumption that specific hyperbolic groups encountered in the construction are resid-
ually finite (and without this assumption in genus 2).
Quotients by powers of Dehn twists. We first apply Theorem 1 to quotients of mapping class
groups by large powers of Dehn twists, further developing the technology used in [Dah18,
DHS18].
We now very briefly survey the history of the study of quotients of mapping class groups by
powers of Dehn twists. The study of these quotients dates to at least 1974 where it appears
in Birman’s classic monograph [Bir74]. In that text, Birman notes that for the closed genus
two surface the normal closure of the squares of Dehn twists is of index 6! in the mapping class
group; she then asked whether the index is finite or infinite for arbitrary genus. Humphries later
resolved this for the normal subgroups generated by squares or by cubes of Dehn twists (finite
for the closed or once punctured surfaces of genus two or three; otherwise infinite), see [Hum92].
Humphries also showed that for the genus two surface with any number of punctures and any
power of Dehn twists greater than 3, the corresponding quotient group was infinite. Eventually,
Funar proved that as long as the genus is at least 3, then the quotient by the normal subgroups
along powers of Dehn twists are infinite, as long as they are at least 13th powers [Fun99]. Funar
was interested in these subgroups because of their connection with TQFT representations. See
also [AF19].
Another, more recent, motivation for studying these quotients comes from the algebraic
counterpart of Thurston’s Dehn filling theorem in the context of relatively hyperbolic groups
[Osi07, GM08]. This algebraic version has numerous important applications, including a role
in the proof of the Virtual Haken conjecture [Ago13] and in the solution of the isomorphism
problem for certain relatively hyperbolic groups [DG18, DT19]. Mapping class groups are not
non-trivially relatively hyperbolic except in very low complexity [AAS07, BDM09], but, in a
number of ways, the subgroups generated by Dehn twists around curves in a pants decomposi-
tion play a role analogous to that of peripheral subgroups.
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In [DHS18], it is proven that quotients of mapping class groups by large powers of Dehn twists
are acylindrically hyperbolic, providing an analogue of the Dehn filling theorem. However,
while acylindrical hyperbolicity has many interesting consequences, it only captures part of the
geometry of mapping class groups. One would hope that performing Dehn fillings preserves
much more of the hierarchically hyperbolic structure of the mapping class group — indeed, in
Theorem 2 below we will establish that the quotients are also hierarchically hyperbolic.
Given a surface S, we denote by DTK the normal subgroup generated by all K-th powers of
Dehn twists. Using Theorem 1, we prove:
Theorem 2. Let S be a finite-type surface. Then there exists K0 ą 0 so that for any non-zero
multiple K of K0, MCGpSq{DTK is a hierarchically hyperbolic group.
In fact, we provide an explicit HHS structure, which is described in Theorem 7.3. Corollaries
of hierarchical hyperbolicity for these groups include: finiteness of the asymptotic dimension of
MCGpSq{DTK [BHS17b], uniform exponential growth [ANS19], and (using the description of
the HHS structure) that the maximal dimension of quasiflats is tp3g´ 3q{2u and each quasi-flat
of that dimension is a union of finitely many standard orthants [BHS17c, BHS17a]. The latter
result might be useful to prove quasi-isometric rigidity, which we formulate as a question:
Question 3. For K as in Theorem 2, is MCGpSq{DTK quasi-isometrically rigid?
A strategy to give a positive answer to Question 3 could involve adapting arguments [BHS17a,
Section 5] and from [Bow15], and proving a combinatorial rigidity result. Using the lifting
techniques from [DHS18] that we develop further in Subsection 8.7, it might be possible to
prove such a result by reducing it to combinatorial rigidity of a suitable complex on which
MCGpSq acts. We pointed to [Bow15] because we expect the structure of MCGpSq{DTK to
more closely resemble that of the Weil-Petersson metric than that of the mapping class group
itself, since, roughly speaking, we made the annular curve graphs bounded, hence irrelevant.
Hyperbolic quotients. In [DHS18], it is proven that MCGpΣ0,5q and MCGpΣ1,2q are fully resid-
ually non-elementary hyperbolic. We push this further, using Theorem 2 (together with the
description of the resulting HHS structure) to show:
Theorem 4. MCGpΣ2q is fully residually non-elementary hyperbolic.
The technology of [DHS18] is not sufficient to handle the case of MCGpΣ2q, while once
Theorem 2 gives access to the hierarchically hyperbolic machinery, the proof is straightforward
using known results from the literature, namely characterization of relatively hyperbolic HHSs
from [Rus19] and the relatively hyperbolic Dehn filling theorem [Osi07, GM08].
For higher genus, we now sketch the plan of how to construct hyperbolic quotients. After
modding out powers of Dehn twists, we are left with a hierarchically hyperbolic group that has
strictly lower complexity (in the HHS sense, the exact meaning of which is immaterial for this
discussion). At the bottom of the hierarchy, we find a collection of hyperbolic groups. The idea
to further reduce complexity is to repeat the previous procedure, namely modding out deep
finite-index subgroups of these hyperbolic groups. We proceed inductively, reducing complexity,
until we are left with a hierarchically hyperbolic group of complexity 1. A general fact about
hierarchically hyperbolic groups is that when the complexity is 1, the group is hyperbolic.
We show that this construction works provided that all hyperbolic groups encountered at the
various stages are residually finite. In Theorem 5 below we formulate this under the assumption
that all hyperbolic groups are residually finite, which is much stronger than what we strictly
need. We do not know whether there are enough residually finite hyperbolic groups to run our
construction. Theorem 5, as well as the other theorems below, can be seen as a route towards
either establishing the existence of non-residually finite hyperbolic groups or as an invitation
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to find a suitable class of hyperbolic groups that are residually finite. We discuss this further
below.
Theorem 5. Let S be a connected orientable surface of finite type of complexity at least 2.
If all hyperbolic groups are residually finite, then MCGpSq is fully residually non-elementary
hyperbolic.
Recall that a group is fully residually P if for every finite collection of elements, there is a
quotient satisfying P into which the collection injects. We use the flexibility of the construction
described above to obtain the necessary multitude of hyperbolic quotients, as described in
Theorem 7.1.
This flexibility can also be exploited to prove further results, as we now discuss. Recall
from [FM02] that H ďMCGpSq is convex-cocompact if some H–orbit in the Teichmu¨ller space
of S is quasiconvex. There are several characterizations of convex-cocompactness; see [KL08,
Ham05, DT15]. One reason this notion is interesting is its connection with hyperbolicity of
fundamental groups of surface bundles over surfaces [FM02, Ham05].
Reid posed the question of whether convex-cocompact subgroups of MCGpSq are separable
[Rei06, Question 3.5]. Recall that a subgroup H ă G is separable if for every x P G´H there
exists a finite group F a surjective homomorphism φ : GÑ F with φpxq R φpHq.
Note that in general MCGpSq contains non-separable subgroups. In fact this is already the
case for MCGpS0,5q [LM07]. (Nonetheless, various geometrically natural geometrically natural
subgroups, e.g. curve-stabilizers, are known to be separable in MCGpSq [LM07].)
Our techniques reduce Reid’s question to residual finiteness of certain hyperbolic groups,
which we formulate as:
Theorem 6. Let S be a connected orientable surface of finite type of complexity at least 2. If
all hyperbolic groups are residually finite, then every convex-cocompact subgroup of MCGpSq is
separable.
The proof of Theorem 6 relies on the hyperbolic quotients of MCGpSq arising in the proof
of Theorem 5. The assumption about residual finiteness is invoked again to apply a result
of [AGM09] (namely, if all hyperbolic groups are residually finite then all hyperbolic groups
are QCERF). Once again, we don’t really need residual finiteness of all hyperbolic groups,
just the ones encountered in our construction and in the (iterated Dehn filling) construction
from [AGM09].
The next application relates to a question of Bridson–Reid–Wilton. In fact, we reduce [BRW17,
Question 5.1] to the question of residual finiteness of certain hyperbolic groups.
Theorem 7. Let S be a connected orientable surface of finite type of complexity at least 2.
If all hyperbolic groups are residually finite, then the following holds. Let g, h P MCGpSq be
pseudo-Anosovs with no common proper power, and let q P Qą0. Then there exists a finite
group G and a homomorphism ψ : MCGpSq Ñ G so that ordpψpgqq{ordpψphqq “ q, where ord
denotes the order.
The property established in the theorem is called omnipotence for pseudo-Anosovs, and it has
been used in [BRW17] to study profinite rigidity of 3–manifold groups. For example, they show
that a positive answer to their question implies the following. Let M be a closed hyperbolic
3-manifold with first Betti number 1. Let N be a compact 3-manifold so that pi1M and pi1N
have isomorphic profinite completions. Then M and N have a common finite cyclic cover.
A heuristic discussion of the proof of Theorem 5 is given in Section 8.1. We note that the
proof of Theorem 5 is an essentially self-contained part of this paper, only using the statement
of Theorem 1.
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Speculations. As mentioned above, Theorems 5, 6, and 7 hold provided that “sufficiently
many” hyperbolic groups are residually finite, and therefore there are two natural research
directions to explore. The first is use those results to show that there exist hyperbolic groups
that are not residually finite. Consider, for example, the following question:
Question 8. Do all mapping class groups of closed oriented surface of genus at least 1 have
an infinite hyperbolic quotient?
In view of Theorem 5, a negative answer to said question shows that there exists some
non-residually-finite hyperbolic group. Similarly, the same is true if either the question by
Reid [Rei06, Question 3.5] or that by Bridson–Reid–Wilton [BRW17, Question 5.1] have a
negative answer.
In the other direction, one might try to find a suitable class of hyperbolic groups that can be
shown to be residually finite, and are sufficient to prove the theorems above without additional
assumptions. This would mirror the developments that lead to the proof of the virtual Haken
conjecture. Indeed, if all hyperbolic groups were residually finite, then the virtual Haken con-
jecture would follow from all hyperbolic groups being in fact QCERF [AGM09], the existence
of quasiconvex surface subgroups [KM12], and the connection between separability and embed-
ding into a finite cover [Sco78]. Also, although the proof does not follow exactly this template,
the conjecture was eventually proven by showing that cubulated hyperbolic groups are virtually
special [Ago13], which in particular implies that they are (QCERF, whence) residually finite
[HW08].
Further, provided that residual finiteness issues are resolved, it would be interesting to de-
termine whether the hyperbolic quotients obtained via our construction can be CAT(0). We
believe that this is a natural question given that actions of mapping class groups on CAT(0)
spaces are very constrained [Bri10]. One can even ask:
Question 9. Can an infinite hyperbolic quotient of the mapping class group of a closed oriented
surface of sufficiently high genus be CAT(0)?
Largest hyperbolic quotients. For the purposes of the following discussion, assume that all
hyperbolic groups are residually finite. It is natural to wonder whether the hyperbolic groups we
construct in the proof of Theorem 7.1 are the “largest possible”, meaning that any hyperbolic
quotient of the mapping class group is a quotient of one of them.
We do not believe this to be true, because, in our quotients, too many stabilizers of subsur-
faces have finite image. However, we formulate a conjecture related to this below.
Call an essential subsurface Y of a surface S duplicable if there exists a mapping class g so
that Y and gY are disjoint and not isotopic. For example, an annulus around a non-separating
curve is duplicable, while the annulus around the “middle curve” of the genus-2 closed surface
is not. For a subsurface Y Ď S, denote by MCGpY |Sq the subgroup of MCGpSq consisting of
all mapping classes supported on Y . The conjecture is:
Conjecture 10. Let S be a closed surface of genus at least 3. Then there are epimorphisms
φ : MCGpSq Ñ G, with G hyperbolic, such that the following holds for any essential subsurface
Y Ď S: the group φpMCGpY |Sqq is finite if and only if Y is duplicable.
The statement of the conjecture might require some adjustments. We believe the conjecture
to be at least morally correct provided that no residual finiteness issues arise.
The conjecture is inspired by the observations below, which show that if Y Ď S is duplicable,
then MCGpY |Sq becomes virtually cyclic in every hyperbolic quotient of MCGpSq.
Since every infinite virtually cyclic group surjects onto Z{2Z, this implies that MCGpY |Sq
actually becomes finite at least if Y has genus at least 3, but we believe that with additional
arguments this can also be shown in lower genus.
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Let Y be a duplicable subsurface, with corresponding mapping class g. Suppose that the
epimorphism φ : MCGpSq Ñ G, where G is hyperbolic, is so that H “ φpMCGpY |Sqq is
infinite (otherwise we are done). Then H contains an infinite order element, say h. Moreover,
φpgqHφpgq´1 is contained in the centralizer of h (notice that gMCGpY |Sqg´1 “MCGpgY |Sq,
and that MCGpY |Sq commutes with MCGpgY |Sq). The centralizer of h is virtually cyclic,
and hence so is H.
Outline. In Section 1, we introduce the notions needed to state Theorem 1.18, in particular
the notion of a combinatorial HHS and state the theorem. We conclude the section with some
remarks that might of use to the reader wishing to apply the theorem, and we also include a
simple example.
In Section 2 we recall the definition of HHS, and the (very few) results needed for this paper.
Sections 3–6 contain the proofs of Theorems 1.18 and 1, but only the statement
of Theorem 1 is used in the subsequent sections.
In Section 3, we prove that the spaces used to define HHS projections are hyperbolic. This
is crucial to prove that the candidate projections to the various hyperbolic spaces behave as
expected. In Section 4, we study induced combinatorial HHS structures on links, which will
enable inductive arguments. In Section 5, we complete the proof of Theorem 1.18 by checking
the HHS axioms. At this stage, the hardest part of the proof will be the Uniqueness axiom.
In Section 6, we show that the conditions in Theorem 1 imply those in Theorem 1.18. At this
point, we have proved Theorem 1, and we move on to the mapping class group applications.
Sections 7 and 8 focus on quotients of mapping class groups.
In Section 7, we state Theorem 7.1, about the hierarchically hyperbolic structures on our
quotients of mapping class groups and deduce Theorem 2 (Theorem 7.3), Theorem 4 (Corol-
lary 7.4), Theorem 5 (Corollary 7.5), Theorem 6 (Corollary 7.6), and Theorem 7 (Corollary 7.7).
In Section 8, we prove Theorem 7.1. Here, we improve the lifting technology of [DHS18]
and combine it with Theorem 1. In fact, we expect many of the new technical lemmas in this
section to be useful for other Dehn filling-type theorems, possibly even outside the hierarchically
hyperbolic context. Section 8 begins with a fairly detailed heuristic outline of the proof.
Remark. This paper arose from two separate projects, which are naturally linked and we
therefore merged. The results in Sections 3–6, in particular Theorems 1.18 and 1, are due to
MH, AM, and AS. The remaining results are due to all four authors.
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1. Combinatorial HHSs
We first state Theorem 1.18 and supply tools for its proof. In Subsection 1.5, we’ll explain
how these tools work, via an explicit example; it might be instructive for the reader to refer to
that for motivation.
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1.1. Basic definitions. Let X be a flag simplicial complex.
Definition 1.1 (Join, link, star). Given disjoint simplices ∆,∆1 of X, we let ∆ ‹ ∆1 denote
the simplex spanned by ∆p0q Y ∆1p0q, if it exists. More generally, if K,L are disjoint induced
subcomplexes of X such that every vertex of K is adjacent to every vertex of L, then K ‹ L is
the induced subcomplex with vertex set Kp0q Y Lp0q.
For each simplex ∆, the link Lkp∆q is the union of all simplices Σ of X such that ΣX∆ “ H
and Σ‹∆ is a simplex of X. Observe that Lkp∆q “ H if ∆ is a maximal simplex. Conversely, if
Lkp∆q “ H, then ∆ is not properly contained in a simplex, i.e., ∆ is maximal. More generally,
if K is an induced subcomplex of X, then LkpKq is the union of all simplices Σ of X such that
ΣXK “ H and Σ ‹K is a subcomplex of X.
The star of ∆ is Starp∆q “ Lkp∆q Y∆, i.e. the union of all simplices of X that contain ∆.
We emphasize that H is a simplex of X, whose link is all of X and whose star is all of X.
Definition 1.2 (X–graph, W–augmented complex). An X–graph is any graph W whose vertex
set is the set of maximal simplices of X.
For a flag complex X and an X–graph W , the W–augmented graph X`W is the graph defined
as follows:
‚ the 0–skeleton of X`W is Xp0q;
‚ if v, w P Xp0q are adjacent in X, then they are adjacent in X`W ;
‚ if two vertices in W are adjacent, then we consider σ, ρ, the associated maximal simplices
of X, and in X`W we connect each vertex of σ to each vertex of ρ.
We equip W with the usual path-metric, in which each edge has unit length, and do the same
for X`W .
In the hierarchically hyperbolic structure we are aiming to construct, the space being shown
to be hierarchically hyperbolic will be W , and the “curve graph” (i.e. the hyperbolic space
associated to the unique Ď–maximal element of S) will be X`W .
Definition 1.3 (Equivalent simplices, saturation). For ∆,∆1 simplices of X, we write ∆ „ ∆1
to mean Lkp∆q “ Lkp∆1q. We denote by r∆s the „–equivalence class of ∆. Let Satp∆q denote
the set of vertices v P X for which there exists a simplex ∆1 of X such that v P ∆1 and ∆1 „ ∆,
i.e.
Satp∆q “
¨˝ ď
∆1Pr∆s
∆1‚˛p0q .
We denote by S the set of „–classes of non-maximal simplices in X.
Remark 1.4. Notice that Satp∆q Ď LkpLkp∆qqp0q (any vertex in Satp∆q is contained in a
simplex all of whose vertices are connected to any vertex in Lkp∆q). Also, we have LkpSatp∆qq “
Lkp∆q (indeed, since ∆p0q Ď Satp∆q, we have the inclusion “Ď”, while on the other hand any
vertex connected to all vertices of ∆ is connected to all elements of Satp∆q, giving the other
inclusion).
Definition 1.5 (Complement, link subgraph). Let W be an X–graph. For each simplex ∆ of
X, let Y∆ be the subgraph of X
`W induced by the set pX`W qp0q ´ Satp∆q of vertices.
Let Cp∆q be the full subgraph of Y∆ spanned by Lkp∆qp0q. Note that Cp∆q “ Cp∆1q whenever
∆ „ ∆1. (We emphasize that we are taking links in X, not in X`W , and then considering the
subgraphs of Y∆ induced by those links.)
Definition 1.6. The simplicial complex X has finite complexity if there exists n P N so that
any chain Lkp∆1q Ĺ ¨ ¨ ¨ Ĺ Lkp∆iq, where each ∆j is a simplex of X, has length at most n; the
minimal such n is the complexity of X.
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Remark 1.7 (Complexity versus dimension). Suppose that X has complexity n. Let ∆ be a
t–simplex of X. Then ∆ contains a chain H Ĺ ∆0 Ĺ ∆1 Ĺ . . . Ĺ ∆t with each ∆i an i–simplex.
Observe that Lkp∆i`1q Ĺ Lkp∆iq for all i, so t` 2 ď n, i.e. dimX ď n´ 2.
However, for a general simplicial complex X, the complexity cannot be bounded in terms of
the dimension. Indeed, let X be the following 1–dimensional simplicial complex. Let Xp0q “
tvnuně0\thnuně0, and, for each i ě 0, join vi by an edge to h0, . . . , hi. Then Lkpviq Ĺ Lkpvi`1q
for all i, i.e. the complexity is infinite.
Our basic object is a combinatorial hierarchically hyperbolic space:
Definition 1.8 (Combinatorial HHS). A combinatorial HHS pX,W q consists of a flag simplicial
complex X and an X–graph W satisfying the following conditions:
(1) X has complexity n ă `8;
(2) there is a constant δ so that for each non-maximal simplex ∆, the subgraph Cp∆q is
δ–hyperbolic and pδ, δq–quasi-isometrically embedded in Y∆, where Y∆ is as in Defini-
tion 1.5;
(3) Whenever ∆ and Σ are non-maximal simplices for which there exists a non-maximal
simplex Γ such that LkpΓq Ď Lkp∆q, LkpΓq Ď LkpΣq, and diampCpΓqq ě δ, then there
exists a simplex Π in the link of Σ such that LkpΣ ‹ Πq Ď Lkp∆q and all Γ as above
satisfy LkpΓq Ď LkpΣ ‹Πq;
(4) if v, w are distinct non-adjacent vertices of Lkp∆q, for some simplex ∆ of X, contained
in W -adjacent maximal simplices, then they are contained in W -adjacent simplices of
the form ∆ ‹ Σ.
Sometimes we use the notation pX,W, δ, nq when we have to keep track of the constants.
Remark 1.9. The simplex Σ ‹ Π in Definition 1.8.(3) is necessarily non-maximal. Indeed, its
link is nonempty since it contains LkpΓq for some non-maximal Γ.
1.2. On the various parts of the definition. We regard the first 3 conditions of Definition
1.8 as the most important ones, and the ones with solid theoretical reasons to be there. As a
side note, the quasi-isometric embedding part of Condition 2 can be viewed as an analogue of
Bowditch’s fineness condition for relative hyperbolicity [Bow12].
While the first 3 conditions do not seem to be sufficient to yield an HHS, we are very willing
to believe that the other two conditions can be replaced with “better” ones. We do not have
compelling reasons for those properties to be required; our best explanations are as follows.
Our heuristic justification for Condition 3 is that it seems to be what is needed to perform
arguments that in the context of the curve graph would require the use of tight geodesics, see
in particular the proof of the “Uniqueness” axiom (i.e. the verification that Definition 2.1.(9)
is satisfied). The heuristic justification for Condition 4 is that, without it, it might be possible
to “move” between places in the link of some simplex without this being doable within the link
itself.
In the interest of the reader who might need alternative conditions, or who might be interested
in finding the “right” ones, we list where the last two conditions get used:
Remark 1.10 (Potentially replacing conditions (3) and (4)). Here are the only places where
Condition (3) is used:
‚ the proof of Lemma 4.8.2,
‚ the proof of Proposition 4.9 (only to check the analogous condition for a link),
‚ the proof of Theorem 1.18, in Section 5, in the “Consistency for nesting”, “Large links”,
and “Uniqueness” (Case 1) parts.
The only uses of Condition (4) are in Section 4, via Lemma 4.1.
COMBINATORIAL HHS & QUOTIENTS OF MCG 10
1.3. Projections to links. In this section we relate combinatorial objects to HHS objects, the
connection being justified by Theorem 1.18. The reader who is not interested in the details of
the hierarchical structure obtained but only wishes to use it as a simple criterion to prove the
hierarchical hyperbolicity of a space/group can skip this section and go directly to Section 1.4.
Definition 1.11 (Nesting, orthogonality, transversality, complexity). Let X be a simplicial
complex. Let ∆,∆1 be non-maximal simplices of X. Then:
‚ r∆s Ď r∆1s if Lkp∆q Ď Lkp∆1q;
‚ r∆sKr∆1s if Lkp∆1q Ď LkpLkp∆qq.
If r∆s and r∆1s are not K–related or Ď–related, we write r∆s&r∆1s.
Note that rHs is the unique Ď–maximal „–class of simplices in X and that Ď is a partial
ordering on the set of „–classes of simplices in X. Notice that the simplicial complex X has
finite complexity if there exists n P N so that any Ď–chain has length at most n; the minimal
such n is the complexity of X.
Remark 1.12. The definition of K says that any vertex in the link of ∆1 is connected to any
vertex in the link of ∆.
One might be tempted to think of nesting as being equivalent to inclusion of simplices, but
this only works in one direction, namely:
Remark 1.13. Let ∆,∆1 be simplices of X. If ∆ Ď ∆1, then r∆1s Ď r∆s.
Notice that Definition 1.8.(3) can be rephrased as follows:
‚ Whenever ∆ and Σ are non-maximal simplices for which there exists a non-maximal
simplex Γ such that rΓs Ď r∆s, rΓs Ď rΣs, and diampCpΓqq ě δ, then there exists
a simplex Π in the link of Σ such that rΣ ‹ Πs Ď r∆s and all rΓs as above satisfy
rΓs Ď rΣ ‹Πs.
Also, note that if Π is the simplex associated to Σ and ∆, provided by Definition 1.8.(3),
then since Π Ă LkpΣq, the simplex Π ‹ Σ exists automatically and, moreover, rΠ ‹ Σs Ď rΣs.
We note the following special case of Condition (3) for later use:
Lemma 1.14. Suppose that rΣs Ď r∆s and diampCpΣqq ě δ. Then rΣs “ r∆ ‹ Πs for some
simplex Π of Lkp∆q.
Proof. Condition (3) provides a simplex Π of Lkp∆q such that r∆‹Πs Ď rΣs. Since diampCpΣqq ě
δ, we also have (setting Γ “ Σ) rΣs Ď r∆ ‹Πs, so rΣs “ r∆ ‹Πs. 
Our next goal is to define projections from W to Cpr∆sq for r∆s P S. This will use the
following lemma:
Lemma 1.15. Let X be a flag simplicial complex, let ∆ be a non-maximal simplex, and let Σ
be a maximal simplex. Then ΣX Y∆ is nonempty and has diameter at most 1.
Proof. Let Z be the subcomplex of X spanned by Satp∆q. Then for each maximal simplex Π
of Z, we have LkpΠq Ě Lkp∆q. If Σ X Y∆ “ H, then Σp0q Ď Satp∆q, so Σ Ă Z. Moreover, by
maximality, we have LkpΣq Ě Lkp∆q. But LkpΣq “ H, by maximality of Σ, while Lkp∆q ‰ H,
by non-maximality of ∆. Hence Σw X Y∆ ‰ H.
Since the vertices of Σ are pairwise-adjacent in X, they are pairwise-adjacent in X`W ,
so since Y∆ is an induced subgraph, the vertices of Σ X Y∆ are pairwise-adjacent in Y∆, as
required. 
Definition 1.16 (Projections). Let pX,W q be a combinatorial HHS.
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Fix r∆s P S and define a map pir∆s : W Ñ 2Cpr∆sq as follows. Let p : Y∆ Ñ 2Cpr∆sq be the
coarse closest point projection, i.e.
ppxq “ ty P Cpr∆sq : dY∆px, yq ď dY∆px, Cpr∆sqq ` 1u.
Suppose that w PW4, so w corresponds to a unique simplex Σw of X. Since Σw is maximal
(by Definition 1.2), and ∆ is non-maximal (by the definition of S), the graph Σw X Y∆ is
nonempty and has diameter at most 1, by Lemma 1.15. Define
pir∆spwq “ ppΣw X Y∆q.
We have thus defined pir∆s : W p0q Ñ 2Cpr∆sq. If v, w PW4 are joined by an edge e of W , then
Σv,Σw are joined by edges in X
`W , and we let pir∆speq “ pir∆spvq Y pir∆spwq.
Now let r∆s, r∆1s P S satisfy r∆s&r∆1s or r∆1s Ĺ r∆s. Let
ρ
r∆1s
r∆s “ ppSatp∆1q X Y∆q,
where p : Y∆ Ñ Cpr∆sq is coarse closest-point projection.
Let r∆s Ĺ r∆1s. Let ρr∆1sr∆s : Cpr∆1sq Ñ Cpr∆sq be the restriction of p to Cpr∆1sq X Y∆, and H
otherwise.
Remark 1.17 (See the future). We will see below that Y∆ is δ0–hyperbolic, for some uniform δ0.
Since Cpr∆sq is pδ, δq–quasi-isometrically embedded, we will then have that diampppΣw X Y∆qq
is bounded in terms of δ, δ0, i.e. pir∆spwq is a nonempty, uniformly bounded set.
1.4. Statement of Theorem 1.18. Our main theorem about combinatorial HHS is Theo-
rem 1.18. See Section 2 for the definition of a hierarchically hyperbolic space (HHS) and a
hierarchically hyperbolic group (HHG).
Theorem 1.18 (HHS structures from X–graphs). Let pX,W q be combinatorial HHS.
Let S be as in Definition 1.16, define nesting and orthogonality relations on S as in Defini-
tion 1.11, let the associated hyperbolic spaces be as in Definition 1.8, and define projections as
in Definition 1.16.
Then pW,Sq is a hierarchically hyperbolic space, and the HHS constants only depend on δ, n
as in Definition 1.8.
Moreover, suppose that G is a group acting cocompactly on X. Suppose that the G–action
on the set of maximal simplices of X extends to an action on W which is metrically proper and
cobounded. Then pG,Sq is a hierarchically hyperbolic group.
Remark 1.19. In the “moreover” part of the statement, one actually only needs something
weaker than cocompactness of the G–action on X. Specifically, as can be seen in the proof, the
exact property we need is that G acts on X with finitely many orbits of subcomplexes of the
form Lkp∆q, where ∆ is a non-maximal simplex of X.
As in Definition 6.1 below, we say that the group G acts on the combinatorial HHS pX,W q
if G acts by simplicial automorphisms on X and the action on W p0q induced by the action on X
extends to an action on the whole graph W (i.e. it preserves W–adjacency). In this language,
we can rephrase the latter part of Theorem 1.18:
Corollary 1.20. Let G act on the combinatorial HHS pX,W q. Suppose that the action of G
on X is cocompact and the action on W is proper and cocompact. Then G is a hierarchically
hyperbolic group.
Remark 1.21. Notice that, under the assumptions of Corollary 1.20, we have that the action
of G on X is acylindrical in view of [BHS17c, Theorem K].
We fix the notation of Theorem 1.18 from now on. The proof of Theorem 1.18 is in Section 5.2,
after some necessary preparation.
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1.5. User’s guide and a simple example. We make some remarks that could be useful for
the reader interested in applying Theorem 1.18. First, Theorem 6.4 provides a simpler set of
conditions that do not involve the X-graph W , and the reader is advised to first check whether
that theorem applies. Typical obstructions to using the simplified version arise from bounded
links, which are treated more flexibly in Theorem 1.18.
If not, it has to be noted that, in situations where there’s a natural X to consider, the X
might actually have to be changed within its quasi-isometry class to satisfy the fine geometry
constraints. One strategy is to build the correct “model” bottom-up, meaning starting from
the hyperbolic complexes for the expected sub-HHSs (e.g., in a tree of HHSs, one might want
to suitably combine the hyperbolic complexes for the various vertex spaces, see below).
It might also be useful to note that taking direct products at the level of spaces corresponds
to taking joins at the level of hyperbolic complexes. Also, relative hyperbolicity corresponds to
disjoint unions of cones over the hyperbolic complexes for the peripherals. (This is an example
that does not fit the framework of Theorem 6.4.)
We now give an example of a combinatorial HHS. Let us consider an amalgamated product
G “ A ˚C B of hyperbolic groups over a common quasiconvex almost-malnormal subgroup C.
We will define the simplicial complex X, which will be quasi-isometric to the Bass-Serre tree for
G. Notice that the Bass-Serre tree itself is not the right complex to consider since there is no
link “encoding C”, meaning that C does not act interestingly on any link, as one would expect
from the right complex in view of the distance formula. Let us now construct X, as follows.
The vertex set of X is G\ tvgA : gA P G{Au \ tvgB : gB P G{Bu (where G{H denotes the set
of left cosets of H in G). Edges of X correspond to either containment of an element of G in a
coset of A or B, or to pairs of cosets of A and B intersecting non-trivially. Finally, we let X be
the flag complex with the 1-skeleton we just described. Roughly speaking, X is the Bass-Serre
tree corresponding to the splitting, but where every edge is now contained in triangles indexed
by C (see Figure 1). Notice that maximal simplices have vertex set of the form g, vgA, vgB, and
are in bijection with G. The link of g P G is a single edge, while the vertex set of the link of vA
is in bijection with A \ A{C. Examples of saturations are that the saturation of g P G is gC,
while the saturation of the edge with endpoints 1, A is C Y tvAu.
We now define W as any Cayley graph of G corresponding to a generating set SAYSB YSC
with SH a generating set of H for H P tA,B,Cu, and SA, SBXC “ H. Then it can be checked
that X`W is quasi-isometric to X and to the Bass-Serre tree of G, that CpvAq is the Cayley
graph of A with respect to SA with the cosets of C coned-off (and similarly for B), and that
Cpeq, where e is the link of the edge with endpoints vA, vB, is the Cayley graph of C with respect
to SC .
1.6. Mapping class groups and blow-ups. This subsection contains further discussion on
applications of Theorem 1.18 and is not used elsewhere in the paper.
Although MCGpSq is known to be a hierarchically hyperbolic group — the index set S
consists of isotopy classes of (possibly disconnected) subsurfaces, and the associated hyperbolic
spaces are curve graphs [BHS19, Section 11] — one cannot apply Theorem 1.18 to the curve
graph CS in order to realize MCGpSq as a combinatorial HHS. The reason is that annular
curve graphs — projections to which need to appear one way or another in any HHS structure
— do not arise as links of simplices in the curve complex of S. When we take X “ CS and W
to be the pants graph of S, then applying Theorem 1.18 yields the HHS structure on the pants
graph (i.e., on Teichmu¨ller space with the Weil-Petersson metric) as a combinatorial HHS. Note
that this standard HHS structure on the Weil-Petersson metric has index set consisting of the
non-annular subsurfaces, which do correspond to links in CS.
However, one can modify CS by the following “blow-up” construction to get a combinatorial
HHS structure on the marking graph (which is quasi-isometric to the mapping class group).
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vA e vB
Figure 1. A portion of the complex X. The vertices in red correspond to
elements of C, and all have the same link (red edge e in the picture). The
link of that edge in X is a discrete set in bijection with C. However, due
to the choice of W , the augmented link Cpeq is the Cayley graph of C with
respect to SC (red dotted lines in the picture).
For each vertex γ of CS, let Bpγq be the graph obtained from the vertex set of the annular
curve graph Cγ by adding a vertex γ joined by an edge to each vertex of Cγ. Let X be the flag
complex on the graph obtained from
Ů
γPCSp0q Bpγq by adding an edge joining every vertex of
Bpγq to every vertex of Bpαq whenever γ, α are CS–adjacent. (So, in particular, X is quasi-
isometric to CS: just collapse each Bpγq to the vertex γ and each subgraph Bpγq ‹Bpαq to the
edge rα, γs.) One can then associate maximal simplices in X to markings, take W to be the
marking graph, and verify that pX,W q is a combinatorial HHS.
It’s instructive to see how annular curve graphs arise as links in this setup. Let γ be a curve,
and let γ “ γ1, . . . , γn be a maximal collection of disjoint curves. For i ě 2, choose a point xi P
Cγi (regarded as a subgraph of X). Let Σ be the simplex with vertex set γ1, . . . , γn, x2, . . . , xn.
Then LkXpΣq is exactly Cγ.
Also, let Σ be a simplex of the form rγ1, x1s, . . . , rγn, xns, where each rγi, xis joins a curve γi
to xi P Cγi, and the γi are all disjoint. Then LkXpΣq is the union of the subgraphs Bpαq, as α
varies over all the curves in the complement of γ1, . . . , γn. In particular, if Y is a subsurface,
then taking γ1, . . . , γn to consist of the boundary curves of Y that are essential in S, together
with pants decompositions of the components of S ´ Y , we find that LkXpΣq corresponds to
CY . So, except for some bounded links, the links in X correspond to the curve graphs of the
various subsurfaces in the usual HHS structure on the marking graph.
We expect that there is a wide range of contexts in which similar blow-up constructions
can be used to construct combinatorial HHS structures. For example, we expect that for
(many) right-angled Artin groups, one can “blow up” the Kim-Koberda extension graph [KK13,
KK14] to obtain a combinatorial HHS structure, and whence an alternate proof of hierarchical
hyperbolicity for these groups via Theorem 1.18.
In forthcoming work, we prove hierarchical hyperbolicity of extra-large-type Artin groups by
constructing an appropriate version of the extension graph, blowing it up, and verifying that
this blown-up graph gives the X such that pX,W q is a combinatorial HHS, where W is an
appropriately-chosen Cayley graph of the Artin group.
In fact, we expect that such a blow-up construction can be used to prove a partial converse
to Theorem 1.18 under some extra conditions on the hierarchically hyperbolic space.
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2. Background on hierarchical hyperbolicity
2.1. Axioms. We recall from [BHS19] the definition of a hierarchically hyperbolic space.
Definition 2.1 (Hierarchically hyperbolic space). The q–quasigeodesic space pX ,dX q is a hi-
erarchically hyperbolic space if there exists δ ě 0, an index set S, and a set tCW : W P Su of
δ–hyperbolic spaces pCU,dU q, such that the following conditions are satisfied:
(1) (Projections.) There is a set tpiW : X Ñ 2CW | W P Su of projections sending points
in X to sets of diameter bounded by some ξ ě 0 in the various CW P S. Moreover,
there exists K so that for all W P S, the coarse map piW is pK,Kq–coarsely Lipschitz
and piW pX q is K–quasiconvex in CW .
(2) (Nesting.) S is equipped with a partial order Ď, and either S “ H or S contains a
unique Ď–maximal element; when V Ď W , we say V is nested in W . (We emphasize
that W Ď W for all W P S.) For each W P S, we denote by SW the set of V P S
such that V Ď W . Moreover, for all V,W P S with V Ĺ W there is a specified subset
ρVW Ă CW with diamCW pρVW q ď ξ. There is also a projection ρWV : CW Ñ 2CV . (The
similarity in notation is justified by viewing ρVW as a coarsely constant map CV Ñ 2CW .)
(3) (Orthogonality.) S has a symmetric and anti-reflexive relation called orthogonality :
we write V KW when V,W are orthogonal. Also, whenever V Ď W and WKU , we
require that V KU . We require that for each T P S and each U P ST for which
tV P ST | V KUu ‰ H, there exists W P ST ´tT u, so that whenever V KU and V Ď T ,
we have V ĎW . Finally, if V KW , then V,W are not Ď–comparable.
(4) (Transversality and consistency.) If V,W P S are not orthogonal and neither is
nested in the other, then we say V,W are transverse, denoted V&W . There exists
κ0 ě 0 such that if V&W , then there are sets ρVW Ď CW and ρWV Ď CV each of diameter
at most ξ and satisfying:
min
 
dW ppiW pxq, ρVW q, dV ppiV pxq, ρWV q
( ď κ0
for all x P X .
For V,W P S satisfying V ĎW and for all x P X , we have:
min
 
dW ppiW pxq, ρVW q, diamCV ppiV pxq Y ρWV ppiW pxqqq
( ď κ0.
The preceding two inequalities are the consistency inequalities for points in X .
Finally, if U Ď V , then dW pρUW , ρVW q ď κ0 whenever W P S satisfies either V Ĺ W
or V&W and W ­ KU .
(5) (Finite complexity.) There exists n ě 0, the complexity of X (with respect to S), so
that any set of pairwise–Ď–comparable elements has cardinality at most n.
(6) (Large links.) There exist λ ě 1 and E ě maxtξ, κ0u such that the following holds.
Let W P S and let x, x1 P X . Let N “ λdW ppiW pxq, piW px1qq ` λ. Then there existstTiui“1,...,tNu Ď SW ´ tW u such that for all T P SW ´ tW u, either T P STi for some i,
or dT ppiT pxq, piT px1qq ă E. Also, dW ppiW pxq, ρTiW q ď N for each i.
(7) (Bounded geodesic image.) There exists E ą 0 such that for all W P S, all V P
SW ´tW u, and all geodesics γ of CW , either diamCV pρWV pγqq ď E or γXNEpρVW q ‰ H.
(8) (Partial Realization.) There exists a constant α with the following property. Let
tVju be a family of pairwise orthogonal elements of S, and let pj P piVj pX q Ď CVj . Then
there exists x P X so that:
‚ dVj px, pjq ď α for all j,
‚ for each j and each V P S with Vj Ď V , we have dV px, ρVjV q ď α, and
‚ for each j and each V P S with Vj&V , we have dV px, ρVjV q ď α.
(9) (Uniqueness.) For each κ ě 0, there exists θu “ θupκq such that if x, y P X and
dX px, yq ě θu, then there exists V P S such that dV px, yq ě κ.
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We often refer to S, together with the nesting and orthogonality relations, and the projec-
tions as a hierarchically hyperbolic structure for the space X . Observe that X is hierarchically
hyperbolic with respect to S “ H, i.e., hierarchically hyperbolic of complexity 0, if and only
if X is bounded. Similarly, X is hierarchically hyperbolic of complexity 1 with respect to
S “ tX u, if and only if X is hyperbolic.
Notation 2.2. Where it will not cause confusion, given U P S, we will often suppress the
projection map piU when writing distances in CU , i.e., given x, y P X and p P CU we write
dU px, yq for dU ppiU pxq, piU pyqq and dU px, pq for dU ppiU pxq, pq. Note that when we measure dis-
tance between a pair of sets (typically both of bounded diameter) we are taking the minimum
distance between the two sets. Given A Ă X and U P S we let piU pAq denote YaPApiU paq.
Definition 2.3 (Hierarchically hyperbolic group). The group G is a hierarchically hyperbolic
group (HHG) if there exists a hierarchically hyperbolic space pZ,Sq such that the following
hold:
‚ G acts metrically properly and coboundedly by isometries on the quasigeodesic space
Z.
‚ G acts on S with finitely many orbits, and the G action preserves the relations Ď,K,&.
‚ For all U P S and g, h P G, there is an isometry g : CU Ñ CgU such that the isometry
pghq : CU Ñ CghU is the composition of the isometries g : ChU Ñ CghU and h : CU Ñ
ChU .
‚ For all U P S, g P G, z P Z, we have pigU pgzq “ gppiU pzqq.
‚ For all U, V P S such that U&V or U Ĺ V , and all g P G, we have ρgUgV “ gpρUV q.
From the first bullet and Milnor-Schwarz, G is finitely generated and, when G is equipped with
any word-metric, composing the projections piU with any orbit map G Ñ Z shows that we
can take Z “ G in the above definition. In particular, pG,Sq is an HHS. When we wish to
emphasize the particular HHS structure on which G is acting, we say that pG,Sq is an HHG.
Remark 2.4. In the definition, we have asked that G act metrically properly and coboundedly,
rather than properly and cocompactly, since it is sometimes convenient to check that G is an
HHG by constructing an action on an HHS pZ,Sq where Z is not proper.
2.2. Useful facts. We now recall results from [BHS19] that will be useful later on. To avoid
some technicalities, we will assume that, given an HHS pX ,Sq, the maps piU , U P S are uni-
formly coarsely surjective, which can always be arranged (see [BHS19, Remark 1.3]).
Definition 2.5 (Consistent tuple). Let κ ě 0 and let ~b P śUPS 2CU be a tuple such that for
each U P S, the U–coordinate bU has diameter ď κ. Then ~b is κ–consistent if for all V,W P S,
we have
mintdV pbV , ρWV q,dW pbW , ρVW qu ď κ
whenever V&W and
mintdW px, ρVW q,diamV pbV Y ρWV qu ď κ
whenever V ĹW .
The following is [BHS19, Theorem 3.1]:
Theorem 2.6 (Realization). Let pX ,Sq be a hierarchically hyperbolic space. Then for each
κ ě 1, there exists θ “ θpκq so that, for any κ–consistent tuple ~b P śUPS 2CU , there exists
x P X such that dV px, bV q ď θ for all V P S.
Observe that uniqueness (Definition (9)) implies that the realization point x for ~b provided by
Theorem 2.6 is coarsely unique.
The following is [BHS19, Theorem 4.5]:
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Theorem 2.7 (Distance formula). Let pX ,Sq be a hierarchically hyperbolic space. Then there
exists s0 such that for all s ě s0, there exist C,K so that for all x, y P X ,
dpx, yq —K,C
ÿ
UPS
tdU px, yqu s .
(The notation tAuB denotes the quantity which is A if A ě B and 0 otherwise.)
We will use the following variation, which is well-known to experts:
Theorem 2.8 (Distance Formula`). Let pX,Sq be an HHS. There exists T , only depending
on the HHS constants, so that for every λ ě 1 there exists κ ě 1, depending only on the HHS
constants and λ, with the following property. Let x, y P X, and consider for every Y P S some
hY with hY —λ,λ dY px, yq. Then
dXpx, yq —κ,κ
ÿ
Y PS
thY u T .
Proof. The proof follows from manipulating the thresholds of the usual distance formula.
Let DFT px, yq “ řY PS tdY px, yqu T , and let HT px, yq be the sum in the statement. Then,
for any T ě 2λ, we claim that we have:
1
2λ
DFλpλ`T qpx, yq ď HT px, yq ď 2λ DFT {λ´1px, yq.
These inequalities, combined with the distance formula (Theorem 2.7), prove the required
statement.
Let us show the second inequality. If hY ě T (so that hY contributes to HT px, yq), then we
have dY px, yq ě hY {λ´ 1 ě hY {p2λq since T ě 2λ. Hence:
HT px, yq “
ÿ
Y :hY ěT
hY ď 2λ
ÿ
Y :hY ěT
dY px, yq ď 2λ DFT {λ´1px, yq,
as required.
Let us show the first inequality, with the same method. If dY px, yq ě λpλ ` T q then hY ě
dY px, yq{λ´ λ ě T , and also hY ě dY px, yq{p2λq, since T is sufficiently large. Hence:
DFT px, yq “
ÿ
Y :dY px,yqěλpλ`T q
dY px, yq ď 2λ
ÿ
Y :dY px,yqěλpλ`T q
hY ď 2λ HT px, yq,
as required. 
The following will only be used for one of the corollaries on quotients of mapping class groups
in Section 8. This result appears as the (3) implies (2) implication of [ABD17, Theorem B].
Lemma 2.9 ([ABD17]). Let pG,Sq be an HHG, and let Q ă G be such that orbit maps to CpSq
are quasi-isometric embeddings, where S is the Ď–maximal element of S. Then there exists κ
such that for all Y P S´ tSu we have dY pg, hq ď κ for all g, h P Q.
Proof. A detailed proof appears in [ABD17], here is a sketch.
In view of the bounded geodesic image axiom, if dY pg, hq is large, then ρYS lies uniformly
close to a geodesic from piSpgq to piSphq. Again in view of the bounded geodesic image axiom,
along such a geodesic the projection to CpY q is coarsely constant far from ρYS , and similarly
for a neighborhood of the geodesic. Moreover, such a geodesic stays close to the quasiconvex
subset piSpQq of CpSq, and in particular we see that Q contains elements g1, h1 so that:
‚ piSpg1q, piSph1q lie within uniformly bounded distance in CpSq,
‚ dY pg, hq differs from dY pg1, h1q by a uniformly bounded amount.
In view of the first item there are finitely many possible pairs pg1, h1q up to the Q–action. In
particular, there is a bound on dY pg1, h1q, whence a bound on dY pg, hq as required. 
COMBINATORIAL HHS & QUOTIENTS OF MCG 17
3. Hyperbolicity of Y∆
Let pX,W, δ, nq be a combinatorial HHS. The goal of this section is to show that Y∆ is
uniformly hyperbolic whenever ∆ is a simplex of X. We say that a constant K is uniform if K
depends only on δ and n.
3.1. Preliminary lemma about hyperbolic graphs. Given a graph Z, we say that a set V
of vertices of Z is discrete if no two elements of V are joined by an edge of Z.
The following lemma will be used inductively to prove hyperbolicity of Y∆. The “moreover”
part will not be used to prove hyperbolicity of Y∆, but rather an additional statement that will
be needed in the next section.
There are various ways to prove the lemma; we chose the way that serves as a warm-up for
the proof of Theorem 1.18.
Lemma 3.1. For every δ there exists δ1 with the following property. Let Z be a δ–hyperbolic
graph and let V be a discrete collection of vertices. For each v P V, let Zv be the full subgraph
of Z with vertex set Zp0q ´ tvu.
Suppose that the following hold for all v P V:
‚ Lkpvq is δ–hyperbolic;
‚ Lkpvq is pδ, δq–quasi-isometrically embedded in Zv.
Then the full subgraph ZV of Z with vertex set Zp0q ´ V is δ1–hyperbolic.
Moreover, for each λ, there exists µ “ µpλ, δq such that the following holds.
Let Q Ď Z be a pλ, λq–quasi-isometrically embedded full subgraph of Z such that Q contains
the star of v whenever v P V belongs to Q. Then the full subgraph QV of Z with vertex set
Qp0q ´ V XQp0q is pµ, µq–quasi-isometrically embedded in ZV .
Proof. We will equip ZV with a hierarchically hyperbolic space structure pZV ,Fq in which F has
empty orthogonality relation; from results in [BHS17a] we will then get that ZV is δ1–hyperbolic
for some δ1 depending on the HHS constants, which we shall see in this case depend only on δ.
Let F “ tSu Y tVu. The associated hyperbolic space CS is Z, and for each v P V, the
associated space Cv is Lkpvq (which is δ–hyperbolic by hypothesis). We declare v Ĺ S for all
v P V; there is no other nontrivial nesting relation, and the orthogonality relation is empty.
Therefore, two elements of F are transverse if and only if they are distinct elements of V. The
relation Ď is easily seen to be a partial order with a unique maximal element and bounded
chains (the complexity is 2).
Define the projection piS : ZV Ñ CS “ Z to be the inclusion. The projection piv : ZV Ñ Cv “
Lkpvq is defined as follows: given x P ZV , consider all geodesics α in Z from x to v, and let
x1 be the entry point of α in Lkpvq. Then pivpxq is the set of all such x1. By Claim 3.2 below,
pivpxq has diameter bounded in terms of δ only.
Claim 3.2. There exists K “ Kpδq so that the following holds. Let x, y P ZV and let α, β be
geodesics in Z starting, respectively, at x, y and intersecting Lkpvq only at their other respective
endpoints x1, y1. If dLkpvqpx1, y1q ě K, then any geodesic γ in Z from x to y contains v.
Proof of Claim 3.2. Let γ be a geodesic in Z, joining x to y, and not containing v. Then each
vertex of γ belongs to Zv, i.e. γ is a path in Zv. Moreover, since γ is a geodesic of Z, it
is again a geodesic of Zv. Fix a geodesic q of Z from x
1 to y1; since x1, y1 P Lkpvq, we have
|q| ď 2. Consider the quadrilateral in Z with sides α, β, γ, q. By δ–hyperbolicity of Z, using
sub-geodesics of the sides of the quadrilateral and at most 2 geodesics of length at most 2δ, one
can construct a path of length at most 100δ that intersects Lkpvq at its endpoints x1, y1. Since
Lkpvq is pδ, δq–quasi-isometrically embedded in Zv, this gives a bound on dLkpvqpx1, y1q. 
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Moreover, the coarse map piv is pK,Kq–coarsely Lipschitz, by Claim 3.2. Indeed, if x, y P ZV
are adjacent vertices, then the claim implies that their images lie at distance at most K in
Lkpvq.
Let ρvS Ă Z be tvu. Define ρSv : Z Ñ Lkpvq by letting ρSv pxq “ pivpxq if x P Zv and defining
ρSv pwq arbitrarily when w is in the open star of v. The consistency inequality for nesting holds
by definition.
For v, w P V distinct vertices, let ρvw “ piwpvq. Let us verify the consistency inequality for
transversality. Consider distinct v, w P V and x P ZV . Suppose that dLkpvqpρwv , pivpxqq ě K, for
K as in Claim 3.2. Then any geodesic γ from x to w passes through v. In particular, the set
of entrance points in Lkpwq of geodesics from x to w is contained in the corresponding set for
v. This implies piwpvq Ď piwpxq, and hence the two coarsely coincide.
Large links holds again by Claim 3.2, which implies that given x, y P ZV , the set of all v P V
on whose links x, y have large projections are vertices of a geodesic in X from x to y.
It remains to verify bounded geodesic image, partial realisation, and uniqueness.
Bounded geodesic image: Let γ be a geodesic in Z. If γ is disjoint from Lkpvq, then
diampρSv pγqq ď K, by Claim 3.2. This verifies bounded geodesic image.
Partial realisation: Let p P Z be the coordinate to realise. If p P ZV , let x “ p. If p lies in
the open star of v, let x P Lkpvq be chosen arbitrarily. Then dSppiSpxq, pq ď 1, and no element
of F is transverse to, or contains, S. If p P Cv “ Lkpvq is the coordinate to realise, let x “ p.
Then dvppivpxq, pq “ 0 and dSppiSpxq, ρvSq “ 1. Also, dwpρvw, xq is bounded since piv is coarsely
Lipschitz. This verifies partial realisation.
Uniqueness: Let κ ě 0 and suppose that x, y P ZV satisfy dZV px, yq ě 2κ` 10K. Let η be
a geodesic of ZV from x to y. If η is a geodesic of Z, then dZpx, yq ě 2κ ` 10K. Otherwise,
each geodesic γ in Z from x to y passes through some v P V. Let x1, y1 be the entry points
of such a geodesic in Lkpvq. Note that dZV px, yq ď dZpx, x1q ` dZpy, y1q ` dLkpvqpx1, y1q, and
dZpx, yq “ dZpx, x1q ` dZpy, y1q ` 2. Hence if dZpx, yq ď κ, then dLkpvqpx1, y1q ě κ ` 10K, so
dvppivpxq, pivpyqq ě dLkpvqpx1, y1q ´ diampivpxq ´ diampivpyq ě κ. This verifies uniqueness.
Hence pZV ,Fq is an HHS with empty orthogonality relation. The constants implicit in the
definition of an HHS depend only on δ. Then the proof of [BHS17a, Corollary 2.15] (relying
on Theorem 2.1 of [BHS17a]) implies that ZV is a coarse median space of rank 1, where the
constants/function in the definition of a coarse median space (see [Bow13]) depend only on the
HHS constants and hence only depend on δ. Hence [Bow13, Theorem 2.1] implies that ZV is
δ1–hyperbolic, where δ1 depends only on the coarse median constants and hence only on δ.
The “moreover” clause: We now prove the “moreover clause” essentially by proving that
QV is an HHS whose structure is compatible with that of ZV . Let Q be a full subgraph of Z as
in the statement. Fix v P V. Let Qv be the full subgraph of Q spanned by Qp0q ´ tvu. Define
q : Qv Ñ 2Lkpvq as follows. Let x P Qv be a vertex. For each geodesic γ in Q from x to v, let
xγ be the entrance point of γ in Lkpvq. Let qpxq be the set of points xγ , as γ varies over the
Q–geodesics from x to v.
For notational purposes, set z “ piS : Z Ñ 2Lkpvq as above. Namely, given x P Z, consider
all Z–geodesics α from x to v, and for each α, let xα be the entrance point of α in Lkpvq. Let
zpxq be the union of the xα. By Claim 3.2, zpxq has diameter bounded in terms of δ, i.e. z is
a (uniformly) well-defined coarse map. We now show that q is a well-defined coarse map that
uniformly coarse coincides with the restriction of z to Qv.
Fix x P Q and let γ, α be as above. By hypothesis, γ is a pλ, λq–quasigeodesic of Z and hence
–fellow-travels in Z with α, where  “ pλ, δq.
Let α1 be the subpath of α from x to xα, so that α1 is a geodesic of Z avoiding v and hence
a geodesic of Zv. Let γ
1 be the subpath of γ from x to xγ , so that γ1 is a pλ, λq–quasigeodesic
of Z avoiding v.
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If |γ1| ă 103λ ` λ2 “ C, then |α1| ă C, so pα1q´1γ1 is a path in Zv of length 2C from xα
to xγ . Since Lkpvq is pδ, δq–quasi-isometrically embedded in Zv, this gives an upper bound on
dLkpvqpxα, xγq in terms of λ, , δ.
Suppose |γ1| ą C. Then |α1| ą 103. Hence α1, γ1 contain points a, c such that dZpa, cq ď 
and dZpa, vq, dZpc, vq P r100, 104s. So, any Z–geodesic η from c to a is a Zv–geodesic of length
at most . Hence, by travelling along γ1 from xγ to c, then along η, and then along α1 from a
to α1, we obtain a path in Zv of length at most 104 ` λ104 ` λ. As above, this means that
dLkpvqpxα, xβq is bounded above in terms of λ, , δ.
This shows that qpxq is a well-defined coarse map that uniformly coarsely coincides with zpxq
for x P Q.
Now consider the HHS structure pZV ,Fq constructed in the first part of the proof. Recall
that the index set is F “ tZuYV, the hyperbolic space associated to Z is Z, and the hyperbolic
space associated to v P V is Lkpvq. The projection piZ : ZV Ñ Z is the inclusion, and the
projection piv : ZV Ñ Lkpvq is the map z discussed above.
Now, let QV be the full subgraph of Q produced by removing the vertices in V. By the
same argument that we used for ZV , the pair pQV ,Fq is an HHS, where F “ tZu Y V, the
hyperbolic space associated to Z is Q, and the hyperbolic space for each v is Lkpvq. The
projection QV Ñ Q is again inclusion, and piv : QV Ñ Lkpvq is the map q : Qv Ñ 2Lkpvq defined
above. (We can apply the same argument we used for Z because each Lkpvq is uniformly
quasi-isometrically embedded in Qv, since Lkpvq is pδ, δq–quasi-isometrically embedded in Zv
and Lkpvq Ă Qv Ă Zv.) Note that the constants for this HHS structure are different from those
for pZV ,Fq, but they still depend only on δ and λ.
Finally, we saw above that for each v P V, the projections q, z to Lkpvq used in the two
HHS structures coarsely coincide on QV (constants depend on δ, λ). Moreover, the inclusions
QV Ñ Q,QV Ñ Z obviously coincide. Hence, by the variation of the distance formula from
Theorem 2.8, QV ãÑ ZV is a quasi-isometric embedding, with constants depending only on
δ, λ. l
3.2. Y∆ is hyperbolic. Let ∆ be a non-maximal simplex of X. Our main goal is to prove
that Y∆ is uniformly hyperbolic. We also have a second goal, which is to prove the following:
if r∆s Ď rΣs, then we need Y∆ X CpΣq to be (uniformly) quasi-isometrically embedded in Y∆.
We will apply the former conclusion throughout the rest of the paper. The latter conclusion
is used in the proof of Proposition 4.11, in the following form: let ∆ be as above, and let Σ be a
non-maximal simplex of Lkp∆q (so that Σ‹∆ is a non-maximal simplex of X and rΣ‹∆s Ď r∆s).
Then we need YΣ‹∆ X Cp∆q to be uniformly quasi-isometrically embedded in YΣ‹∆.
Here is the formal statement:
Proposition 3.3. For every δ, n there exists δ1 so that the following holds. Let pX,W, δ, nq be
a combinatorial HHS, and let ∆ be a non-maximal simplex of X. Then Y∆ is δ
1-hyperbolic.
Moreover, let Σ be a non-maximal simplex of X with r∆s Ĺ rΣs. Then the inclusion Y∆ X
CpΣq ãÑ Y∆ is a pδ1, δ1q-quasi-isometric embedding.
The rest of this section is devoted to the proof of the proposition. For clarity, whenever we
say that a constant is uniform we mean that it depends on δ, n only.
We now define a sequence of spaces interpolating between X`W and Y∆.
Definition 3.4 (Co-level). For Σ with r∆s Ď rΣs, we define inductively the co-level clrΣs as
follows. Define clrHs “ 0, and declare that rΣs has co-level k ` 1 if it does not have co-level
ď k but is it nested into some rΣ1s of co-level k.
Definition 3.5. Let U “ trΣs : r∆s Ď rΣsu. For 0 ď k ď clr∆s, define Y k∆ to be the graph
obtained from Y∆ by connecting all pairs of vertices of LkpΣqXY∆ for all rΣs P U with clrΣs ą k.
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Remark 3.6. (Heuristic picture of Y k∆) It might be useful to keep in mind the following rough
picture of Y k∆. First, Y
k
∆ contains a quasi-isometric copy of each CpΣq for rΣs of co-level k, and
any two of these have bounded coarse intersection. In fact, these coarse intersections are best
thought of to consist of coned-off copies of certain CpΛq for Λ of co-level strictly larger than k.
Finally, Y k∆ does not contain a copy of CpΛq for Λ of co-level strictly smaller than k, but rather
a blown-up version of it similar to a YΛ-space for a link (this might become clearer when, in
Section 4, we discuss induced combinatorial HHS structures on links). We do not formulate
the proof of hyperbolicity in these terms, but essentially we will show inductively that Y k∆ is
hyperbolic relative to the aforementioned copies of the CpΣq for rΣs of co-level k, with coned-off
graph quasi-isometric to Y k´1∆ .
We now inductively prove hyperbolicity of the various intermediate spaces in the lemma
below. The proof of the “moreover” part of Proposition 3.3 will also use the same type of
induction, but it is more technical, so we keep it separate for ease of reading.
Lemma 3.7. The following hold.
(1) Y 0∆ is uniformly quasi-isometric to X
`W .
(2) Y
clr∆s
∆ “ Y∆.
(3) Y k∆ is hyperbolic for 0 ď k ď clr∆s, with uniform hyperbolicity constant.
In particular, Y∆ is uniformly hyperbolic.
Proof. Assertions (1) and (2) hold by construction.
For (3), we prove hyperbolicity by induction on k. The case k “ 0 holds by item (1) and
Definition 1.8. Suppose that Y k∆ is hyperbolic for some k ě 1 and k ă clr∆s. Consider the
graph Zk∆ obtained from Y∆ by
‚ connecting all pairs of vertices of LkpΣq X Y∆ for all rΣs P U with clrΣs ą k ` 1,
‚ adding a vertex vrΣs for each rΣs P U with clrΣs “ k ` 1, and connecting any such vrΣs
to all vertices of LkpΣq X Y∆.
Since Zk∆ is uniformly quasi-isometric to Y
k
∆, we have that Z
k
∆ is uniformly hyperbolic. More-
over, Y k`1∆ is obtained from Zk∆ by removing the open star of all vertices vrΣs described above
(by construction, these vertices form a discrete set). In view of Lemma 3.1, it suffices to show
that the link LkpvrΣsq of any vrΣs in Zk∆ is hyperbolic and quasi-isometrically embedded in Y k`1∆ .
Hyperbolicity: The vertex set of LkpvrΣsq is by definition LkpΣq X Y∆, and there is a
Lipschitz map ψ : LkpvrΣsq Ñ CpΣq since every edge e of LkpvrΣsq can be made into a path of
length 2 in CpΣq. This is because e is either already an edge of CpΣq, or it connects vertices in
some LkpΣ1q with clrΣ1s ą clrΣs.
If LkpΣ1q X LkpΣq is bounded in CpΣq, then we are done. Now, since clrΣ1s ą clrΣs, we have
rΣs ­Ď rΣ1s. In particular, SatpΣ1q contains a vertex α not contained in SatpΣq, i.e. α P YΣ. Now,
every vertex of LkpΣqXLkpΣ1q is joined by an edge of YΣ to α, so diamYΣpLkpΣqXLkpΣ1qq ď 2.
Since CpΣq ãÑ YΣ is a uniform quasi-isometric embedding, we see that LkpΣq X LkpΣ1q is
uniformly bounded in CpΣq, as required.
We wish to argue that ψ is a quasi-isometry. To do this, define a quasi-inverse φ which is
the identity on LkpΣq X Y∆, and maps any vertex v P LkpΣq ´ Y∆ to an arbitrary fixed vertex
w in Lkp∆q Ď CpΣq.
We are left to show that φ is coarsely Lipschitz, which reduces to showing that if v P
LkpΣq ´ Y∆ is connected to v1 P LkpΣq X Y∆, then v1 and w lie within bounded distance. Note
that v P LkpΣq ´ Y∆ is equivalent to v P LkpΣq X Satp∆q. In particular, the vertex set of
Σ ‹ v is contained in Satp∆q, which implies r∆s Ď rΣ ‹ vs. Also, clearly rΣ ‹ vs Ĺ rΣs, so that
clrΣ ‹ vs ă clprΣsq. We then deduce that any pair of vertices in LkpΣ ‹ vq X Y∆ are connected
in LkpvrΣsq. Now we have two cases. If v and v1 are connected in X, then v1 P LkpΣ ‹ vq X Y∆,
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and hence it is connected to w. If not, then there are maximal simplices x, x1 containing v, v1
that are connected in W . Not all vertices of x are contained in Satp∆q since x is maximal, so
we can consider a vertex v2 P xX Y∆, and in particular v2 P LkpΣ ‹ vq X Y∆. In LkpvrΣsq, v1 is
connected to v2, which in turn is connected to w, and we are done.
Quasi-isometric embedding of LkpvrΣsq in Y k`1∆ : To show that LkpvrΣsq is quasi-isometrically
embedded in Y k`1∆ it suffices to find a coarsely Lipschitz extension ψˆ : Y
k`1
∆ Ñ YΣ of ψ. Indeed,
given such a ψˆ, consider the uniformly coarsely commutative diagram:
LkpvrΣsq CprΣsq
Y k`1∆ YΣ
//ψ
 _

 _

//
ψˆ
where the inclusion on the right is a uniform quasi-isometric embedding (by Definition 1.8), the
map ψ is a uniform quasi-isometric embedding, and the left inclusion is necessarily Lipschitz.
If we show that ψˆ is uniformly coarsely Lipschitz, the map LkpvrΣsq Ñ Y k`1∆ will then be forced
to be a uniform quasi-isometric embedding.
The vertex set of Y k`1∆ is contained in the vertex set of YΣ since SatpΣq is contained in
Satp∆q, and at the level of vertex sets ψˆ is just the inclusion. The argument for why ψˆ gives
a coarsely Lipschitz map is similar to the argument for ψ (it is still true that if LkpΣ1q X YΣ
is not bounded, then rΣs is nested into rΣ1s). This completes the proof that Y∆ is uniformly
hyperbolic. 
The “moreover” clause: Now we prove the quasi-isometric embedding part of Proposition
3.3. Recall that, for 0 ď k ď clr∆s, the graph Y k∆ is obtained from Y∆ by adding an edge
joining vertices a, b whenever a, b P LkpΠq X Y∆, where r∆s Ď rΠs and clrΠs ą k. Recall that
Y
clr∆s
∆ “ Y∆,Y 0∆ is quasi-isometric to X`W , and each Y k∆ is (uniformly) hyperbolic. Let Σ be
as in the statement, so that r∆s Ď rΣs.
Intermediate spaces. Let Qk∆ be the subgraph of Y∆ spanned by the vertices of Y
k
∆XLkpΣq. So:
‚ Q0∆ has vertex set LkpΣq X Y∆, and since ∆ Ď Σ and clrΣs ą 0, any two vertices in Q0∆
are joined by an edge, i.e. Q0∆ has diameter at most 1. This holds, more generally, for
any Qk∆ with k ď clrΣs ´ 1.
‚ Qclr∆s∆ is obtained from Y∆ “ Y clr∆s∆ by passing to the subgraph spanned by LkpΣqXY∆,
i.e. Q
clr∆s
∆ “ Y∆ X CpΣq.
We will argue by induction on k that for all 0 ď k ď clr∆s, the inclusion Qk∆ ãÑ Y k∆ is a
quasi-isometric embedding (with constants depending on δ and the complexity of X). The case
k “ clr∆s then completes the proof, by the second item immediately above.
In the base cases, k ď clrΣs ´ 1, we saw above that Qk∆ has diameter at most 1 and is an
induced subgraph of Y k∆, so the claim holds.
Tweaking the intermediate spaces. Now suppose that k ď clr∆s and that Qk´1∆ ãÑ Y k´1∆ is a
quasi-isometric embedding (with uniform constants). We now replace Qk∆ and Y
k
∆ by appropri-
ate (quasi-isometric) coned-off graphs, as in the proof of Lemma 3.7, as follows.
Recall that Zk∆ is the graph obtained from Y∆ by doing the following:
‚ joining vertices v, w by an edge whenever v, w P LkpΠq X Y∆ for some simplex Π with
r∆s Ď rΠs and clrΠs ą k ` 1;
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‚ adding a vertex vrΠs for each class rΠs with r∆s Ď rΠs and clrΠs “ k ` 1. The vertex
vrΠs is joined by an edge to each vertex of LkpΠq X Y∆.
Recall that Zk∆ is in a natural way uniformly quasi-isometric to Y
k
∆ (in particular, on Y∆, the
quasi-isometry is just the identity).
Let Rk∆ be defined as follows. Start with Y∆ X LkpΣq, and do the following:
‚ if v, w are vertices in LkpΠqXY∆XLkpΣq for some Π with r∆s Ď rΠs and clrΠs ą k`1,
join v, w by an edge of Rk∆;‚ for each rΠs such that r∆s Ď rΠs and clrΠs “ k` 1 and LkpΠqXY∆ Ă LkpΣqXY∆, add
a vertex wrΠs joined by an edge of Rk∆ to each vertex of LkpΠq X Y∆;‚ if v, w are vertices in LkpΠq X LkpΣq X Y∆ for some Π such that r∆s Ď rΠs and clrΠs “
k ` 1 and LkpΠq X LkpΣq X Y∆ Ĺ LkpΠq X Y∆, then v, w are joined by an edge of Rk∆.
The tweaked spaces are still qi-embedded. We now consider Rk´1∆ , Z
k´1
∆ and their relationship
with Qk∆ and Y
k
∆.
First, let Π be a simplex with r∆s Ď rΠs. We consider some cases:
‚ If clrΠs “ k and LkpΠq X Y∆ Ă LkpΣq X Y∆, then Rk´1∆ contains a vertex wrΠs adjacent
to each vertex of LkpΠq X Y∆, by construction. Meanwhile, each vertex of LkpΠq X Y∆
is joined by an edge of Zk´1∆ to vrΠs.‚ If clrΠs ą k and LkpΠq X Y∆ Ă LkpΣq X Y∆, then any two vertices of LkpΠq X Y∆ are
joined by an edge in both Qk´1∆ , R
k´1
∆ and Y
k´1
∆ , Z
k´1
∆ .‚ If clrΠs ą k and LkpΠq X LkpΣq X Y∆ ‰ H but LkpΠq X Y∆ Ć LkpΣq X Y∆, then any
two vertices in LkpΠqXY∆ that belong to Rk´1∆ are joined by an edge in both Rk´1∆ and
Qk´1∆ (and in Y
k´1
∆ , Z
k´1
∆ ).‚ If clrΠs “ k and LkpΠq X LkpΣq X Y∆ ‰ H but LkpΠq X Y∆ Ć LkpΣq X Y∆, then any
vertex of LkpΠqXLkpΣqXY∆ is joined by an edge in Zk´1∆ to the vertex vrΠs. Meanwhile,
in Qk´1∆ and Y
k´1
∆ , any two vertices of LkpΠq are joined by an edge. Finally, in Rk´1∆ ,
any two vertices of LkpΠq are also joined by an edge.
Hence the assignment wrΠs ÞÑ vrΠs extends the inclusion pQk´1∆ qp0q ãÑ pY k´1∆ qp0q to an injective
map Rk´1∆ Ñ Zk´1∆ whose image is a full subgraph.
Moreover, the quasi-isometry Y k´1∆ Ñ Zk´1∆ restricts to a map Qk´1∆ Ñ Rk´1∆ which is again
a uniform quasi-isometry (we have just replaced some edges in Qk´1∆ by paths of length 2).
Hence our inductive hypothesis implies that Rk´1∆ Ñ Zk´1∆ is a uniform quasi-isometric
embedding.
Applying Lemma 3.1. By construction, Y k∆ is obtained from Z
k´1
∆ by removing the open stars
of the vertices vrΠs with r∆s Ď rΠs and clrΠs “ k. Note that the set of such vrΠs is discrete.
Hence Qk∆ is obtained from R
k´1
∆ by removing the open stars in R
k´1
∆ of the vertices vrΠs withr∆s Ď rΠs and clrΠs “ k and LkpΠq X Y∆ Ă LkpΣq X Y∆.
We have already verified above that the link of each such vrΠs in Zk´1∆ is uniformly hyperbolic
and uniformly quasi-isometrically embedded in Y k∆.
Suppose that wrΠs P Rk´1∆ . By construction, the star of its image vrΠs in Zk´1∆ is contained
in Rk´1∆ .
The “moreover” clause of Lemma 3.1 now implies that Qk∆ Ñ Y k∆ is a uniform quasi-isometric
embedding, as required. (The constants increase at each stage of the induction, according to
Lemma 3.1, but the number of such increases is bounded by the complexity of X.)
The proof of Proposition 3.3 is now complete. 
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4. Combinatorial HHS structures on links, and hieromorphisms
We continue to let pX,W, δ, nq be a combinatorial HHS. In this section, we discuss induced
combinatorial HHS structures on links of simplices. The goal is to show, roughly speaking, that
the inclusion of a link in X is compatible with the combinatorial HHS structures. This will
allow us to perform inductive arguments, since the complexity of the HHS structure on a link
is strictly smaller than that of X.
The main results of this section are Propositions 4.9, describing the combinatorial HHS
structure on links, and 4.11, stating exactly what we mean by the inclusion being compatible
with the combinatorial HHS structures.
Given a non-maximal simplex ∆ of X, let C0p∆q be the subgraph of Y∆ obtained starting from
Lkp∆q and adding an edge from v to w if v, w are vertices of maximal simplices ∆‹x,∆‹y of X
that are connected in W . The advantage of this definition for us is that it has better inheritance
properties than Cp∆q. However, and this is the only use of Definition 1.8.4, it defines the same
object:
Lemma 4.1. Given a combinatorial HHS pX,W q and a non-maximal simplex ∆ of X, we have
C0p∆q “ Cp∆q.
Proof. Clearly, C0p∆q is a subgraph of Cp∆q, and the vertex sets are the same. So, it suffices
to show that any edge e of Cp∆q is also an edge of C0p∆q. If e is an edge of X, then this is
clear. Otherwise, e is an edge coming from W , meaning that the endpoints of e are contained
in W -adjacent maximal simplices. Definition 1.8.4 provides W -adjacent maximal simplices
containing the endpoints of the form required to yield an edge of C0p∆q. 
In the rest of this section we will most often use the notation C0p∆q, except in the proof of
Proposition 4.11, where we need to use results from Section 3.
Definition 4.2 (Induced Lkp∆q–graph). Let ∆ be a non-maximal simplex of X. The induced
Lkp∆q–graph is the graph W∆ defined as follows.
The vertex set of W∆ is the set of maximal simplices Σ of Lkp∆q. Notice that any such
simplex Σ has the property that ∆ ‹ Σ is a maximal simplex of X, and hence a vertex of W .
Two simplices Σ,Σ1 of Lkp∆q are connected in W∆ if and only if ∆ ‹ Σ and ∆ ‹ Σ1
are connected in W . By definition, W∆ is a Lkp∆q–graph in the sense of Definition 1.2.
Remark 4.3 (The induced map W∆ Ñ W ). There is a natural injective graph morphism
W∆ ãÑ W whose image is an induced subgraph. Indeed, the maximal simplex Σ of Lkp∆q is
sent to the maximal simplex ∆ ‹ Σ of X. Hence we can view W∆ as a subgraph of W .
Definition 4.4 (The induced map Lkp∆q`W∆ Ñ X`W ). There is an induced simplicial map
ι∆ : Lkp∆q`W∆ Ñ X`W defined as follows.
For each v P Lkp∆qp0q, let ι∆pvq “ v, where v is viewed as a vertex of X. If v, w P Lkp∆qp0q
are joined by an edge e of Lkp∆q, then e is an edge of X (and hence X`W ) and we let ι∆peq “ e.
If σ, σ1 are maximal simplices of Lkp∆q corresponding to vertices of W∆, then by definition,
σ‹∆ and σ1‹∆ are maximal simplices of X corresponding to vertices of W . If σ, σ1 are adjacent
in W∆, then σ ‹∆ and σ1 ‹∆ are adjacent in W . Thus Lkp∆q`W∆ contains the 1–skeleton D
of the join σ ‹ σ1 and X`W contains the 1–skeleton D1 of the join pσ ‹ σ1q ‹∆, and we define ι∆
on D to be the inclusion D Ñ D1.
Remark 4.5. Chasing the definitions, one sees that ι∆pLkp∆q`W∆q “ C0p∆q. In fact, the two
graphs have the same vertex set, and in either case two vertices are connected by an edge if
and only if they are contained in maximal simplices of the form ∆‹Π that are connected in W .
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Notation. We now revisit the notions associated to a combinatorial HHS in the context of
Lkp∆q. For each non-maximal simplex Σ of Lkp∆q, let Lk∆pΣq be the link of Σ in Lkp∆q, let
„∆ be the resulting equivalence relation (as in Definition 1.3) on the simplices of Lkp∆q, and
let Sat∆pΣq be the union of the vertex sets of simplices of Lkp∆q in the „∆–class of Σ. Let Y ∆Σ
be the full subgraph of Lkp∆q`W∆ induced by the vertices of Lkp∆q ´ Sat∆pΣq.
Let C∆0 prΣsq be the subgraph of Lkp∆q`W
∆
obtained from Lk∆pΣq by adding edges connecting
v, w if v, w are vertices of maximal simplices of Lkp∆q of the form Σ‹x,Σ‹y that are connected
in W∆.
Let S∆ be the set of „∆–classes of non-maximal simplices in Lkp∆q. The relation „∆ and
the accompanying graphs Lk∆pΣq,Sat∆pΣq (where Σ is a simplex of Lkp∆q) allow us to define
relations Ď,K,& on S∆ as in Definition 1.11.
The K relation on S∆ warrants some extra comment. Let Σ,Σ1 be non-maximal simplices
of Lkp∆q. Following Definition 1.11, we declare Σ,Σ1 to be orthogonal in S∆ if and only if
Lk∆pΣ1q Ď Lk∆pLk∆pΣqq. Note that the left side is LkpΣ1q X Lkp∆q, and the right side is
LkpLkpΣq X Lkp∆qq X Lkp∆q.
Lemma 4.6 (Induced map on index sets). Let Σ be a non-maximal (possibly empty) simplex
of Lkp∆q. The assignment Σ ÞÑ Σ ‹ ∆ induces an injective map ι˚ : S∆ Ñ S that preserves
the Ď,K,& relations.
Proof. We first show that Σ „∆ Σ1 if and only if Σ‹∆ „ Σ1 ‹∆, showing that ι˚ is well-defined
and injective.
Recall that LkpΣ ‹ ∆q “ LkpΣq X Lkp∆q “ Lk∆pΣq, and similarly for Σ1, so that we have
LkpΣ ‹∆q “ LkpΣ1 ‹∆q if and only if Lk∆pΣq “ Lk∆pΣ1q, as required.
Preservation of nesting and non-nesting: For the same reason as above, we have LkpΣ‹
∆q Ď LkpΣ1 ‹ ∆q if and only if Lk∆pΣq Ď Lk∆pΣ1q, that is, rΣs Ď rΣ1s in S∆ if and only if
rΣ ‹∆s Ď rΣ1 ‹∆s in S.
Preservation of orthogonality and non-orthogonality: Suppose that Σ,Σ1 are sim-
plices of Lkp∆q satisfying rΣsKrΣ1s. Then by definition, we have LkpΣ1qXLkp∆q Ď LkpLkpΣqX
Lkp∆qqXLkp∆q. In other words, LkpΣ1 ‹∆q Ď LkpLkpΣ‹∆qqXLkp∆q. Hence rΣ1 ‹∆sKrΣ‹∆s
in S, as required.
Conversely, if rΣ1‹∆sKrΣ‹∆s in S, then by definition LkpΣ1qXLkp∆q Ă LkpLkpΣqXLkp∆qq,
but since the left-hand side is contained in Lkp∆q we also have LkpΣ1q X Lkp∆q Ă LkpLkpΣq X
Lkp∆qq X Lkp∆q, that is rΣsKrΣ1s in S∆. 
Corollary 4.7. If ∆ is non-empty, then the complexity of Lkp∆q is strictly less than n.
Proof. Any Ď–chain in S∆ maps via ι˚ to a Ď–chain in S of the same length, by Lemma 4.6.
Let Σ be the Ď–maximal element of such a chain in S∆. Then rΣ ‹ ∆s is properly nested in
rHs, which lies in S´ ι˚pS∆q, whence the complexity of S∆ is strictly less than that of S. 
We are aiming to show that pLkp∆q,W∆, δ1,mq inherits a combinatorial HHS structure from
pX,W, δ, nq, where δ1 is uniform, and m ă n. The preceding statements established what we
need at the level of index sets. Now we study the spaces C∆0 pΣq.
Lemma 4.8. Let Σ be a simplex of Lkp∆q. Then:
(1) ι∆ restricts to an isomorphism of graphs from C∆0 prΣsqq to C0prΣ ‹∆sq.
(2) Suppose that diampC0pΣ ˚∆qq ě δ. Then ι∆pY ∆Σ q “ YΣ‹∆ X C0p∆q, and ι∆ restricts to
a graph isomorphism from Y ∆Σ to YΣ‹∆ X C0p∆q.
Proof. Proof of item (1). Let v be a vertex of C∆prΣsq, that is, v is a vertex of Lkp∆qXLkpΣq.
But then v is a vertex of Lkp∆‹Σq, so that ι∆pvq “ v is a vertex of CprΣ‹∆sq. Notice also that,
for similar reasons, every vertex of Lkp∆ ‹Σq is in the image of ι∆, and hence ι∆ restricts to a
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bijection between the vertex sets of C∆prΣsq and CprΣ‹∆sq. We now have to show that v, w are
connected by an edge in C∆0 prΣsqq if and only if they are connected by an edges in C0prΣ ‹∆sq.
Clearly, such v, w are connected by an edge of Lkp∆q if and only if they are connected by an
edge of X. Hence, suppose that v, w are connected by one of the additional edges coming from
W∆, meaning that v, w are vertices of maximal simplices Σ‹x,Σ‹y of Lkp∆q that are connected
in W∆. But then, by definition of W∆, ∆ ‹ Σ ‹ x and ∆ ‹ Σ ‹ y are connected in W , showing
that v, w are connected in C0prΣ ‹∆sq. The other implication is similar.
Proof of item (2). Let us first check the statement at the level of vertex sets.
Ď: Let x P Y ∆Σ be a vertex, which is to say that x P Lkp∆qp0q ´ Sat∆pΣq. Since x P
Lkp∆q, we have x P Lkp∆q`W∆ . Clearly x P C0p∆q, so we claim that x P YΣ‹∆, i.e. that
x P Xp0q ´ SatpΣ ‹∆q. Suppose to the contrary that there exists a simplex Π1 so that x P Π1
and LkpΠ1q “ LkpΣq X Lkp∆q.
Then we know that rΣ ˚∆s Ď r∆ ‹ xs, since
Lkp∆ ‹ xq “ Lkp∆q X Lkpxq Ě Lkp∆q X LkpΠ1q “ LkpΣ ‹∆q.
Hence, by Lemma 1.14 there exists a simplex Π2 in Lkp∆ ‹ xq with r∆ ‹ x ‹ Π2s “ rΣ ‹∆s. In
particular, Lk∆pΠ1 ‹ xq “ Lk∆pΣq, showing x P Sat∆pΣq, a contradiction.
Ě: This is similar, but easier. Let x P YΣ‹∆ X C0p∆q be a vertex. We have to show that
x P Lkp∆qp0q ´ Sat∆pΣq. If we had x P Sat∆pΣq then there would exist a simplex Π of Lkp∆q
so that x P Π and Lk∆pΠq “ Lk∆pΣq. But then Lkp∆ ‹ Πq “ Lkp∆ ‹ Σq, and we would have
x P SatpΣ ‹∆q, a contradiction.
Finally, we are left with arguing that the edge sets are also the same. Observe that two
vertices x, y of Y ∆Σ are connected by an edge if and only if they are connected by an edge in
pLkp∆qW∆ . By Remark 4.5, we have Lkp∆qW∆ “ C0p∆q. Also, since C0p∆q is a subgraph of
YΣ‹∆, we have that vertices in YΣ‹∆ X C0p∆q are connected if and only if they are connected
in C0p∆q. To sum up, two vertices x, y of Y ∆Σ are connected by an edge if and only if they
are connected by an edge in C0p∆q, if and only if they are connected in YΣ‹∆ X C0p∆q, as
required. 
Proposition 4.9 (Combinatorial HHS structure on links). For each δ there exists δ2 so that
the following holds. Given a combinatorial HHS pX,W, δ, nq and a non-maximal, nonempty
simplex ∆ of X, there is m ă n so that pLkp∆q,W∆, δ2,mq is a combinatorial HHS.
Proof. The required bound on complexity of S∆ comes from Corollary 4.7.
We will first check Condition 4, which (as in the proof of Lemma 4.1) guarantees that
C∆0 pΣq “ C∆pΣq for every simplex Σ of Lkp∆q.
Let v, w P Lk∆pΣq, and suppose that they are contained in W∆-adjacent simplices Σ1,Σ2 of
Lkp∆q. By definition of the edges of W∆, we have that ∆ ‹Σ1 and ∆ ‹Σ2 are W -adjacent (and
clearly still contain v, w respectively). Moreover, v, w P Lkp∆ ‹ Σq, so that by Condition 4 for
pX,W q we have that v, w are contained in W -adjacent maximal simplices ∆ ‹Σ ‹Γ1,∆ ‹Σ ‹Γ2.
This means that v, w are contained in the W∆-adjacent maximal simplices Σ ‹ Γ1,Σ ‹ Γ2 of
Lkp∆q, as required.
Next, we produce δ1 so that each C∆0 prΣsq is δ1–hyperbolic, and C∆0 prΣsq ãÑ Y ∆Σ is a pδ1, δ1q–
quasi-isometric embedding.
By Lemma 4.8.1, C∆0 prΣsq is isometric to C0prΣ ‹∆sq. Hence C∆0 prΣsq is δ–hyperbolic.
We now verify the quasi-isometric embedding part. It suffices to consider the case where
diampC∆0 prΣsqq ě δ. Hence, in view of Lemma 4.8.2, we can consider the following commutative
diagram, where the horizontal arrows are restriction of ι∆ and the vertical arrows are inclusions:
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Y ∆Σ YΣ‹∆
C∆0 prΣsq CprΣ ‹∆sq
//
?
OO
//–
?
OO
the right vertical arrow is a pδ, δq–quasi-isometric embedding by Definition 1.8, and the top
horizontal arrow is a 1–Lipschitz map, and the left vertical arrow is also 1–Lipschitz. Since the
bottom horizontal arrow is an isometry, there exists δ2, depending only on δ, so that the left
vertical arrow is a pδ2, δ2q–quasi-isometric embedding.
It remains to verify condition (3) from Definition 1.8, which is going to easily follow from
the same condition for pX,W q. Let Σ,Ω be non-maximal simplices of Lkp∆q, and suppose
that there exists some non-maximal simplex Γ of Lkp∆q whose „∆–class is nested into those
of Σ and Ω, and diampC∆0 prΓsqq ě δ. Then rΓ ‹ ∆s Ď rΣ ‹ ∆s, rΩ ‹ ∆s by Lemma 4.6, and
diampC0pr∆ ‹ Γsqq ě δ by Lemma 4.8.1. By Definition 1.8.(3), applied to the combinatorial
HHS pX,W q, there exists a non-maximal simplex Π of LkpΣ ‹∆q “ LkpΣq X Lkp∆q such that
rΠ ‹ pΣ ‹ ∆qs Ď rΩ ‹ ∆s. Hence Π is a simplex of ∆ (so rΠs P S∆), and Π is a simplex of
Lk∆pΣq (as required by Definition 1.8.(3)). Moreover, by the preceding nesting relation, we
have Lk∆pΠ ‹ Σq Ď Lk∆pΩq, i.e. Π ‹ Σ is nested in Ω, with respect to the nesting in SΣ.
To check the remaining clause of Definition 1.8.(3), suppose that Γ is a non-maximal simplex
of Lkp∆q with C∆0 pΓq – C0pΓ ‹ ∆q having diameter at least δ. Then rΓ ‹ ∆s Ď rpΣ ‹ ∆q ‹ Πs,
by Definition 1.8.(3), applied to the combinatorial HHS pX,W q. Hence, as above, we see that
rΓs Ď rΣ ‹ Πs, where equivalence classes and nesting are taken in S∆. This completes the
proof. 
From Proposition 4.9 and the first part of Proposition 3.3, we immediately obtain:
Corollary 4.10. Let pX,W, δ, nq be a combinatorial HHS. Then there exists δ1, depending only
on δ and n, so that the following holds. Let ∆ be a non-maximal simplex of X and let Σ be a
non-maximal simplex of Lkp∆q. Then Y ∆Σ is δ1–hyperbolic.
Compatibility of structures. For convenience, we now recall some more notation from Section
1, and what it yields in the case of Lkp∆q and W∆. For each non-maximal simplex Σ of Lkp∆q,
the projection pi∆Σ : W
∆ Ñ C∆prΣsq is defined as follows: each vertex w PW∆
is a maximal simplex of Lkp∆q, and in particular w is not contained in Sat∆pΣq, since
Lk∆pΣq ‰ H. Thus wXY ∆Σ is a complete graph, and we take pi∆rΣspwq to be the closest-point
projection of wXY ∆Σ on C∆rΣs. When Σ,Σ1 are non-orthogonal simplices of Lkp∆q, ρΣΣ1 is defined
in Definition 1.16.
Now we are ready to prove the second main proposition of this section:
Proposition 4.11 (Inclusions induce hieromorphisms). Let X,W, δ, n,∆,Σ be as in Proposi-
tion 4.9. Then the map Σ ÞÑ Σ ‹ ∆ induces an isometry C∆prΣsq Ñ CprΣ ‹ ∆sq so that the
following diagrams uniformly coarsely commute whenever Σ,Σ1 are simplices of Lkp∆q for which
rΣs&rΣ1s, rΣs Ĺ rΣ1s or rΣ1s Ĺ rΣs in S∆:
W∆ W
C∆prΣsq CprΣ ‹∆sq
  //

pi∆rΣs

pirΣ‹∆s
//–
C∆prΣsq CprΣ ‹∆sq
C∆prΣ1sq CprΣ1 ‹∆sq
//–

ρ
rΣs
rΣ1s

ρ
rΣ‹∆s
rΣ1‹∆s
//–
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Proof. First of all, let us recall that in view of Lemma 4.1 there is no difference between C0-
spaces and C-spaces. This allows us to use results from this section and from Section 3.
By Proposition 3.3, there exists δ1 “ δ1pδq so that YΣ‹∆ is δ1–hyperbolic. By (uniformly)
enlarging δ1, we have that Y ∆Σ is δ1–hyperbolic for each non-maximal simplex Σ of Lkp∆q, by
Corollary 4.10.
In view of Lemma 4.8.2, whenever diampC∆0 pΣqq ě δ, the “moreover” clause of Proposition 3.3
says that there exists a uniform  such that Y ∆Σ ãÑ YΣ‹∆ is an p, q–quasi-isometric embedding.
Now, as in the proof of Proposition 4.9, provided that diampC∆0 pΣqq ě δ, we have a commu-
tative diagram
Y ∆Σ YΣ‹∆
C∆prΣsq CprΣ ‹∆sq
  //
?
OO
//–
?
OO
where all arrows are p1, 1q–quasi-isometric embeddings, where 1 is uniform. Let p : YΣ‹∆ Ñ
CprΣ ‹∆sq be coarse closest-point projection, and let p∆ : Y ∆Σ Ñ C∆prΣsq be the coarse closest-
point projection.
For convenience, in the following argument we identify Y ∆Σ and C
∆prΣsq with their images
under ι∆. Let a P Y ∆Σ . Let γ be a Y ∆Σ –geodesic from a to p∆paq. So, γ is a uniform quasi-
geodesic of YΣ‹∆, and hence contains a point b at uniformly bounded distance C (in Y ∆Σ ) from
ppaq, since γ fellow-travels with a geodesic of YΣ‹∆ that starts at a and ends at p∆paq P CpΣ‹∆q.
Now, travelling along γ from a to b and then travelling along a geodesic from b to ppaq gives
a path from a to ppaq of length at most dY ∆Σ pa, bq ` C ě |γ|. Hence dY ∆Σ pb, p∆paqq ď C, so
dY ∆Σ
pp∆paq, ppaqq ď 2C. Hence we have a uniform bound on dYΣ‹∆pppaq, p∆paqq, and thus on
dCpΣ‹∆qpppaq, p∆paqq. In other words, p∆ uniformly coarsely coincides with the restriction of p
to Y ∆Σ .
Since pirΣ‹∆s, pi∆rΣs, and ρ
rΣ1s
rΣs and ρ
rΣ1‹∆s
rΣ‹∆s were all defined in terms of p and p∆ (and since
when the target of the projection under consideration has bounded diameter the statement
holds automatically), checking that the diagrams in the statement coarsely commute is now
straightforward; we give the details below.
Let w be a maximal simplex of Lkp∆q, i.e. a vertex of W∆. So, the image of w under
W∆ ãÑ W is the maximal simplex w ‹ ∆ of W . Let Σ be a non-maximal simplex of Lkp∆q.
By definition, pi∆rΣspwq “ p∆pw X Y ∆Σ q and pirΣ‹∆spw ‹∆q “ pppw ‹∆q X YΣ‹∆q. Now, choose a
vertex a of pw ‹∆q X YΣ‹∆. Since each vertex of ∆ belongs to Σ ‹∆ and hence to SatpΣ ‹∆q,
we have that a is a vertex of w. Since w is in Lkp∆q, we have a P YΣ˚∆X C0p∆q “ Y ∆Σ . So, pi∆rΣs
uniformly coarsely coincides with p∆paq, and pirΣ‹∆spw ‹∆q uniformly coarsely coincides with
ppaq. We have just shown that p∆paq and ppaq are uniformly close. This shows that the first
diagram coarsely commutes.
Suppose that Σ,Σ1 are non-maximal simplices of Lkp∆q such that rΣs&rΣ1s (resp. rΣs Ĺ rΣ1s).
Then rΣ ‹∆s&rΣ1 ‹∆s (resp. rΣ ‹∆s Ĺ rΣ1 ‹∆s).
By definition, ρ
rΣs
rΣ1s “ pi∆rΣ1spY ∆Σ1 X Sat∆pΣqq and ρrΣ‹∆srΣ1‹∆s “ pirΣ1‹∆spYΣ1‹∆ X SatpΣ ‹∆qq.
If a is a vertex of Sat∆pΣq, then a P Π, for some simplex Π of Lkp∆q with LkpΠq X Lkp∆q “
LkpΣq X Lkp∆q. So, Π ‹∆, and hence a, is contained in SatpΣ ‹∆q. Moreover, if a P Y ∆Σ1 , then
a P YΣ1‹∆ X Lkp∆q. Thus, Y ∆Σ1 X Sat∆pΣq is contained in YΣ1‹∆ X SatpΣ ‹∆q. Combining this
with the above discussion relating p∆ to p, we have that ρ
rΣs
rΣ1s (computed in the combinatorial
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HHS structure on Lkp∆q) is coarsely contained in, and hence coarsely coincides with, ρrΣ‹∆srΣ1‹∆s,
as required.
Now suppose that rΣs Ĺ rΣ1s. The map ρrΣ1srΣs is defined to be the restriction of p∆ : Y ∆Σ Ñ
CpΣ ‹ ∆q to CpΣ1 ‹ ∆q X Y ∆Σ , and H otherwise. Meanwhile, ρrΣ
1‹∆s
rΣ‹∆s is the restriction of p to
CpΣ1 ‹∆q X YΣ‹∆ and H otherwise. So, these maps coarsely agree on CpΣ1 ‹∆q X Y ∆Σ . Since
CpΣ1‹∆qXSat∆pΣq is contained in CpΣ1‹∆qXSatpΣ‹∆q, we have that ρrΣ1‹∆srΣ‹∆s paq “ H whenever
ρ
rΣ1s
rΣs paq is defined and equal toH. This completes the proof that the required diagrams coarsely
commute. 
5. W is hierarchically hyperbolic
Now we prove Theorem 1.18. Throughout this section, pX,W, δ, nq is a combinatorial HHS.
5.1. Strong bounded geodesic image. The following is the key lemma.
Lemma 5.1 (Strong BGI). For each δ, δ1, there exists C such that the following holds. Let Z
be a δ–hyperbolic graph and let V be a nonempty subgraph of Z. Let LV be an induced subgraph
of Z disjoint from V with the property that z P LV implies that z is adjacent to each vertex
of V . Let ZV be the induced subgraph of Z with vertex set Z
p0q ´ V p0q, and suppose ZV is
δ1–hyperbolic.
Suppose that LV is δ–hyperbolic and pδ, δq–quasi-isometrically embedded (hence quasiconvex
with constant depending only on δ, δ1) in ZV , and let pi : ZV Ñ LV be the coarse closest-point
projection.
Let x, y P Zp0q and let γ be a geodesic in Z from x to y. Suppose that γ X V “ H. Then
dLV ppipxq, pipyqq ď C.
Proof. Let x, y, γ be as in the statement. Since γ X V “ H, γ Ă ZV , and γ is necessarily a
geodesic of ZV . Consider a geodesic quadrilateral formed by geodesics rx, ps, rp, qs, rq, ys and
γ in ZV , where p P pipxq, q P pipyq. Since pi is closest-point projection, and rp, qs lies in the
K–neighborhood of LV , for K “ Kpδ, δ1q, there exist a, b P γ such that dZV pa, pipxqq ď 10Kδ1
and dZV pb, pipyqq ď 10Kδ1. Hence, for any v P V , we have dZpa, vq ď 10Kδ1 ` 1 and dZpb, vq ď
10Kδ1 ` 1. So, since γ is a geodesic of Z, the subpath of γ from a to b has length at most
20Kδ1 ` 2, i.e. dZV pa, bq ď 20Kδ1 ` 2. Hence dZV ppipxq, pipyqq ď 40Kδ1 ` 2. Since LV ispδ, δq–quasi-isometrically embedded in ZV , this gives dLV ppipxq, pipyqq ď 40Kδδ1 ` δ2 ` 2δ, and
we take the latter value to be C. 
Now fix r∆s P S. By assumption, Z “ X`W is δ–hyperbolic. The subgraph V “ Satp∆q has
the property that ZV “ Y∆ is δ–hyperbolic. Moreover, each vertex of LV “ Cpr∆sq is joined
by an edge of Z to each vertex in V , and LV is δ–hyperbolic and pδ, δq–quasi-isometrically
embedded in ZV , because of Definition 1.8. Finally, Proposition 3.3 ensures that ZV is δ
1–
hyperbolic.
Hence, by Lemma 5.1, we have:
Lemma 5.2. There exists C “ Cpδ, δ1q so that the following holds. Let r∆s P S and let
x, y P Y∆. If dCpr∆sqpx, yq ě C, then any geodesic γ in X`W from x to y intersects Satp∆q.
The preceding lemma will be used repeatedly in the next subsection.
5.2. Proof of Theorem 1.18: verification of the HHS axioms. We are now ready for:
Proof of Theorem 1.18. For “Large Links” and “Uniqueness” we will have to proceed by in-
duction on complexity, and assume that Theorem 1.18 holds for all the links of non-maximal
simplices of the simplicial complex X. So, first we explain the base case n “ 1 (X contains
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at least the empty simplex, so the complexity cannot be 0). When the complexity is 1, the
only non-maximal simplex is the empty set, so X is either empty or a discrete set of vertices
(0-simplices have to be maximal). So, by the definition of an X-graph, W “ X`W . On the
other hand, by the definition of a combinatorial HHS, X`W is hyperbolic, and hence an HHS.
Fix pX,W, δ, nq as in the statement.
We refer the reader to Definition 2.1. The proof will consist of verifying that pW,Sq satisfies
each requirement in that definition.
The underlying space, W , is a geodesic space because it is a connected graph by Definition 1.2.
We let S be the associated index set, with relations described in Definition 1.11; for each r∆s P
S, the associated δ–hyperbolic space is Cpr∆sq, and the various projections are as described in
Definition 1.16.
We now verify the HHS axioms:
Projections: The projections pir∆s are coarsely Lipschitz coarse maps because that is true
of coarse closest point projections to quasiconvex subsets of hyperbolic spaces (hyperbolicity of
Y∆ holds by Proposition 3.3 and Cpr∆sq is quasi-isometrically embedded in Y∆ by assumption).
Let v be a vertex of Cp∆q. Then v is contained in some maximal simplex w of X, so pir∆spwq
contains v. So, Cp∆q “ Ywpir∆spwq, and in particular pir∆s has quasiconvex image.
Nesting: The relation Ď is defined in Definition 1.11, and it is clearly a partial order. The
maximal element is the equivalence class of H. The bounded sets and coarse maps ρ‚‚ are
defined in Definition 1.16. If r∆1s Ĺ r∆s, then by definition Lkp∆1q Ĺ Lkp∆q Ď Y∆. Notice
that some vertex v of ∆1 is contained in Y∆. Indeed, if we had ∆1 Ď Satp∆q, then we would
have Lkp∆q “ LkpSatp∆qq Ď Lkp∆1q (see Remark 1.4), contradicting Lkp∆1q Ĺ Lkp∆q. Since
v P Satp∆1q, ρr∆1sr∆s is non-empty. Moreover, Satp∆1q has diameter at most 2 in Y∆ because any
vertex of Satp∆1q is connected to any vertex of Lkp∆1q Ď Lkp∆q Ď Y∆ (notice that Lkp∆1q
is non-empty because, by definition, ∆1 is non-maximal). Hence ρr∆
1s
r∆s Ă Cpr∆sq is uniformly
bounded.
Orthogonality: We defined K in Definition 1.16. It is symmetric because if Lkp∆1q Ď
LkpLkp∆qq then LkpLkp∆1qq Ď LkpLkpLkp∆qqq, and then:
Claim 5.3. Lkp∆q “ LkpLkpLkp∆qqq.
Proof of Claim 5.3. For any subcomplex Σ, chasing the definitions we see that Σ Ď LkpLkpΣqq.
For Σ “ Lkp∆q, we get the inclusion “Ď”. For Σ “ ∆, and applying Lk to both sides, we get
the inclusion “Ě”. 
Anti-reflexivity of K follows from the fact that Lkp∆q is always disjoint from LkpLkp∆qq, and
Lkp∆q is non-empty for any non-maximal simplex (recall that we are excluding maximal sim-
plices).
Next, suppose that r∆s Ď r∆1s and r∆1sKr∆2s. Then by the definitions, Lkp∆q Ď Lkp∆1q Ď
LkpLkp∆2qq, so r∆sKr∆2s. Also, if r∆sKr∆1s, then Lkp∆q (which is non-empty) is contained in
LkpLkp∆1qq, which is disjoint from Lkp∆1q, so that r∆s ­Ď r∆1s.
Now fix r∆s and r∆1s Ď r∆s, and suppose that A “ tr∆2s : r∆2s Ď r∆s, r∆2sKr∆1su is
non-empty. We need to find r∆1s with r∆1s Ĺ r∆s and r∆2s Ď r∆1s for all r∆2s P A.
By definition, r∆2s P A has Lkp∆2q Ď Lkp∆q and Lkp∆2q Ď LkpLkp∆1qq. Consider B “Ť
r∆2sPA Lkp∆2q; we are looking for a simplex strictly containing ∆ whose link contains B. We
have LkpBq “ Şr∆2sPA LkpLkp∆2qq, and also Lkp∆1q Ď LkpLkp∆2qq for each r∆2s P A, so that
any vertex v in Lkp∆1q (which exists) has:
‚ v P Lkp∆q, because Lkp∆1q Ď Lkp∆q, since r∆1s Ď r∆s. In particular, the simplex
∆1 “ v ‹∆ is well-defined.
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‚ v P LkpBq, so that B Ď Lkpvq. So, for any r∆2s P A, Lkp∆2q Ď Lkp∆1q “ LkpvqXLkp∆q
(since Lkp∆2q Ď Lkp∆q), i.e. r∆2s Ď r∆1s.
Since ∆ Ĺ ∆1, we have r∆1s Ĺ r∆s (by Remark 1.13). Notice that the nesting is indeed
proper because v P Lkp∆q ´ Lkp∆1q.
Transversality and consistency: Recall that ρ
r∆1s
r∆s is defined in Definition 1.16. If r∆s&r∆1s
then:
‚ Satp∆1qXY∆ ‰ H, for otherwise we would have Satp∆1q Ď Satp∆q, and hence Lkp∆q “
LkpSatp∆qq Ď LkpSatp∆1qq “ Lkp∆1q and r∆s Ď r∆1s (we used Remark 1.4).
‚ Lkp∆1qXY∆ ‰ H, for otherwise we would have Lkp∆1qp0q Ď Satp∆q, and r∆sKr∆1s since
Satp∆q Ď LkpLkp∆qq by Remark 1.4. So, Satp∆1q X Y∆ has diameter at most 2 in Y∆,
and hence ρ
r∆1s
r∆s is uniformly bounded.
Now, suppose that dr∆spw, ρr∆
1s
r∆s q ě C, for some vertex w of W , where C is as in Lemma 5.2.
Then there is a geodesic γ in X`W from Satp∆1q ´ Satp∆q to w1 intersecting Satp∆q, where
w1 P Σw´Satp∆q. The minimal subgeodesic of γ from w1 to Satp∆q does not intersect Satp∆1q.
By Lemma 5.2 we must have dr∆1spw, ρr∆sr∆1sq ă C.
Consistency for nesting: Now suppose that r∆1s Ĺ r∆s. Let w PW .
Choose a vertex w1 as follows. Suppose w P W4 corresponds to a maximal simplex Σw.
If every vertex of Σw is in Satp∆q Y Satp∆1q, then since Lkp∆1q Ă Lkp∆q, X would contain
Σw ‹ Lkp∆1q, contradicting maximality. So w1 can be chosen in Σw ´ pSatp∆q Y Satp∆1qq. So,
w1 P Y∆ and w1 P Y∆1 .
Let p∆ : Y∆ Ñ Cpr∆sq and p∆1 : Y∆1 Ñ Cpr∆1sq be closest-point projections.
If Cpr∆1sq has diameter at most δ, then we are done, so assume that Cpr∆1sq has diameter
more than δ. Then by Lemma 1.14, we have r∆1s “ rΠ ‹∆s for some simplex Π of Lkp∆q.
Let α be a geodesic in the δ1–hyperbolic space Y∆ joining w1 to p∆pw1q P Lkp∆q.
First suppose that αX Satp∆1q “ H. In this case we use the following lemma:
Lemma 5.4. Let Σ be a simplex of Lkp∆q. Then YΣ‹∆ Ă YΣ X Y∆.
Proof. Suppose that x P Satp∆q, i.e. there exists a non-maximal simplex Π of X such that
LkXpΠq “ LkXp∆q and x P Π. Since Σ is a simplex of LkXp∆q, there is a simplex Σ ‹Π in X,
and LkXpΣ‹Πq “ LkXpΣqXLkXpΠq “ LkXpΣqXLkXp∆q “ LkXpΣ‹∆q. So x P Π‹Σ „X ∆‹Σ,
i.e. x P SatpΣ ‹∆q, as required. Hence YΣ‹∆ Ă Y∆. Similarly, YΣ‹∆ Ă YΣ. l
By Lemma 5.4, Y∆1 Ă Y∆. Since α lies in Y∆1 , by our supposition, α is therefore a geodesic
of Y∆1 . Now, Y∆1 is δ
1–hyperbolic, and is obtained from Y∆ by deleting Satp∆1q ´ Satp∆q (and
any edges with at least one endpoint in Satp∆1q). Now, Cpr∆1sq is a subgraph of Y∆1 , each
of whose vertices is adjacent in Y∆ to each vertex of Satp∆1q ´ Satp∆q. Moreover, Cpr∆1sq is
δ–hyperbolic and pδ, δq–quasi-isometrically embedded in Y∆1 . Hence, by Lemma 5.1, w1 and
ppw1q have C–close p∆1–images on Cpr∆1sq, which is to say that diamppir∆1spwqY ρr∆sr∆1sppir∆spwqqq
is uniformly bounded.
Next, suppose that α passes through some v P Satp∆1q ´ Satp∆q. Then v P Y∆ is adjacent in
Y∆ to every vertex of Lkp∆1q Ă Lkp∆q; let ` be such a vertex. Then dr∆spw1, `q ď dr∆spw1, vq`1,
while on the other hand, dr∆spw1, `q ě dr∆spw1, p∆pw1qq ´ 1. Hence dr∆spv, p∆pw1qq ď 2. But
p∆pw1q P pir∆spwq and v P Satp∆1q X Y∆, so dr∆spp∆pw1q, p∆pvqq, and hence dr∆sppir∆spwq, ρr∆
1s
r∆s q,
is uniformly bounded, as required.
Finally, we need to check the following. Suppose that r∆1s Ĺ r∆s, and r∆s Ĺ rΣs or r∆s&rΣs,
and rΣs M r∆1s. We claim that drΣspρr∆srΣs , ρr∆
1s
rΣs q is uniformly bounded, as required by item 4
of the definition of an HHS (Definition 2.1). By definition, ρ
r∆s
rΣs “ pΣpSatp∆q X YΣq and
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ρ
r∆1s
Σ “ pΣpSatp∆1q X YΣq. Since r∆1s&rΣs or r∆1s Ĺ rΣs, there exists v P Lkp∆1q X YΣ. Now,
v is adjacent in YΣ to each vertex in Satp∆1q X YΣ, and to each vertex in Satp∆q X YΣ. So,
dYΣpSatp∆q,Satp∆1qq ď 2, so, since pΣ is uniformly coarsely Lipschitz, drΣspρr∆srΣs , ρr∆
1s
rΣs q is uni-
formly bounded.
Finite complexity: This follows from Definition 1.8.1.
Bounded geodesic image: Let r∆s Ĺ r∆1s. By definition of nesting, Cpr∆sq is (properly)
contained in Cpr∆1sq. Let E be a constant to be determined, and suppose that γ is a geodesic in
Cpr∆1sq that is disjoint from the E–neighborhood of Cpr∆sq. If γ contains a vertex v of Satp∆q,
then γ is joined by an edge of X, and hence of X`W , to some vertex w P Lkp∆q Ă Lkp∆1q.
Hence γ passes through the 1–neighborhood in Cpr∆1sq of Lkp∆q; by choosing E ą 1, this is
impossible. Hence γ can be regarded as a geodesic in Y∆ which is far from the quasiconvex
subset Cpr∆sq of the δ1–hyperbolic space Y∆. Hence, provided E is chosen sufficiently large in
terms of δ1 and δ, the projections of the endpoints of γ to Cpr∆sq are E–close to each other, as
required.
Large links: Let r∆s P S. Let x, y P W . Suppose first that ∆ is empty, so that we have
to find tYiui“1,...,N Ď S, with N bounded linearly in dX`W px, yq, so that every Y P S with
dY px, yq sufficiently large is nested into some Yi.
Fix a geodesic α in X`W from x1 to y1, where x1, y1 are vertices of x, y. For every non-maximal
simplex rΣs, by Lemma 5.2 we have that either drΣspx, yq is uniformly bounded by some E, or
α contains a vertex v in SatpΣq. Notice that v P SatpΣq implies rΣs Ď rvs. Hence, it suffices to
set tYiu to be the collection of all vertices of α.
Suppose now that ∆ is a non-empty simplex. Then by Proposition 4.9 and induction on
complexity we know that pW∆,S∆q is an HHS, and the projections for W∆ coarsely coin-
cide with those for pX,W q, as stated in Proposition 4.11. The coordinates ppiY pxqqY PS∆ are
consistent (with uniform constants), as we checked above, so that by the realisation theorem
(Theorem 2.6) there exists x1 P W∆ whose projections coarsely coincide with piY pxq for all
Y P S∆. We can similarly construct y1 P W∆ starting from the coordinates of y. In view of
Lemma 1.14, every rΣs so that rΣs Ď r∆s and CpΣq has diameter at least δ is in the image of
the map ι˚ from Lemma 4.6. Hence, it is easily seen that Large Links for r∆s, x, y follows from
Large Links for rHs, x1, y1 in pW∆,S∆q (up to increasing the constants).
Partial realization: Let r∆1s, . . . , r∆ks P S be pairwise-orthogonal, i.e. Lkp∆iq Ă LkpLkp∆jqq
for all i ‰ j. For each i, let pi P Lkp∆iq. Since pi P LkpLkp∆jqq, we have that p1, . . . , pk are
pairwise-adjacent vertices of X. Hence there exists a maximal simplex Π of X containing
p1, . . . , pk. Since Π is a maximal simplex, it corresponds to a vertex w of W . For each i, we
have ΠX Cpr∆isq Q pi, so pi P pir∆ispwq.
Next, suppose that rΣs P S satisfies r∆is&rΣs or r∆is Ĺ rΣs for some i. Let p : YΣ Ñ CprΣsq
be coarse closest-point projection, so that ρ
r∆is
rΣs is by definition ppSatp∆iq X YΣq. Now, if
r∆is Ĺ rΣs, then Lkp∆q Ĺ LkpΣq, so pi P LkpΣq, whence pi P YΣ. Hence pppiq Ă piΣpwq. On
the other hand, there exists v P Satp∆iq such that v R SatpΣq, so ppvq Ă ρr∆isrΣs . Since pi, v
are adjacent in YΣ, we have that pppiq, and hence piΣpwq, lies uniformly close to ρr∆isrΣs . When
r∆is&rΣs, we again have some v P Satp∆iq X YΣ, so v is necessarily adjacent to pi. Hence v
lies at distance at most 2 in YΣ from every vertex of Π X YΣ. Since Π X YΣ contains at least
one vertex, drΣspppvq, ppΠ X YΣqq is uniformly bounded, i.e. drΣspρr∆isrΣs , pirΣspwqq is uniformly
bounded, as required.
Uniqueness: In this proof we use multiple times the fact that links carry a natural combi-
natorial HHS structure of strictly lower complexity, see Proposition 4.9, which is furthermore
compatible with the structure for X as explained in Proposition 4.11. Moreover, recall that by
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induction on complexity we can assume that Theorem 1.18 holds for all the links of non-maximal
simplices of X.
Let x, y be vertices of W (that is, maximal simplices of X) so that dCpr∆sqpx, yq ď κ for all
r∆s P S. We need θ, depending on κ, δ, n only, so that dW px, yq ď θ. To get this, we will prove
by induction on k that for every κ there exists θpκ, δ, n, kq so that whenever dX`W px, yq ď k
and dCpr∆sqpx, yq ď κ for all r∆s P S´ trHsu, then we have dW px, yq ď θ.
If dX`W px, yq “ 0, then x and y share a vertex v, and they are of the form x1 ‹ v, y1 ‹ v,
for some simplices x1, y1 in the link of v, and necessarily x1, y1 are maximal simplices in Lkpvq.
Moreover, dCvpr∆sqpx1, y1q ď κ1pκ, δ, nq for any non-maximal simplex ∆ of Lkpvq, by Proposition
4.11. By induction on complexity, in W v there is path x1 “ x11, . . . , x1l “ y1 of maximal simplices
of Lkpvq with l ď θpκ, δ, nq. Hence, in W we have a path x “ x11 ‹ v, . . . , x1l ‹ v “ y (notice that
these are indeed maximal simplices of X), showing dW px, yq ď l.
Suppose now dX`W px, yq ą 0, and consider a geodesic γ ofX`W of minimal length connecting
a vertex u of x to a vertex of y.
Case 1. Suppose that one of the following holds:
(1) there is a vertex t on γ ´ tuu that lies in Satpσq for some non-maximal simplex σ with
rσs Ď rus and diampCpσqq ě δ.
(2) u is connected in X to the second vertex t of γ.
Consider the closest t to y satisfying either condition.
Any σ as above has the property that rσs Ď rts since t P Satpσq. Hence, in view of Definition
1.8.3, there exists a simplex τ in the link of u so that rτ ‹us Ď rts and any rωs with diampCpωqq ě
δ nested into both rus and rts is nested into rτ ‹ us. For later purposes, we can and will pick
τ “ t if t is the second vertex of γ and u, t are connected by an edge of X. Set τ 1 “ τ ‹ u.
Before proceeding, observe that in either of the two itemized situations, τ 1 is a non-maximal
simplex. Indeed, in the first case, where τ 1 comes from Definition 1.8.(3), this is because of
Remark 1.9. In the second case, where τ 1 “ t ‹u, we can assume that τ 1 is non-maximal by the
following argument. If τ 1 is maximal, then dX`W pτ 1, yq ď k´ 1, so by the inductive hypothesis,
dW pτ 1, yq ď θpκ, δ, n, k ´ 1q. Also, dX`W pτ 1, xq “ 0, so dW px, τ 1q ď θpκ, δ, n, 0q. The triangle
inequality then bounds dW px, yq, as required. So, for the remainder of the argument, we can
and shall assume that τ 1 is non-maximal.
Claim 5.5. There is C “ Cpδ, n, κq so that there is a maximal simplex z2 in Lkpτ 1q with
the property that, for z “ z2 ‹ τ 1, we have dCpr∆sqpz, yq ď C for all non-maximal, non-empty
simplices ∆ of X.
Proof. Let us consider W τ
1
, which is an HHS by Proposition 4.9 and induction on n. Moreover,
the projections to the various hyperbolic spaces for W τ
1
can be computed from those for W , by
Proposition 4.11. We can now apply the realization theorem (Theorem 2.6) to the coordinates of
y (which we verified to be consistent when we checked consistency) and find a maximal simplex
z2 in Lkpτ 1q with the property that dCpr∆sqpz2 ‹ τ 1, yq ď C for all r∆s nested into rτ 1s. Consider
now some r∆s not nested into rτ 1s, and ∆ ‰ H. Moreover, we can assume diampCp∆qq ě δ.
There are a few cases.
If r∆s is not nested into rus, then u is not in Satp∆q, and the projections of x and z to Cpr∆sq
coarsely coincide with the projection of u, as required.
Suppose that r∆s is nested into rus. Let γ1 be the final subgeodesic of γ starting at t. If γ1
does not intersect Satp∆q, then the projections of y and z to Cpr∆sq coarsely coincide. Since
the projections of y and x coarsely coincide everywhere, we are done. Hence, suppose that γ1
intersects Satp∆q. Since we chose t as close as possible to y, the intersection must consist of
t only. Hence, t lies in Satp∆q, which implies that r∆s is nested into rts. Since r∆s is nested
into both rus and rts, it is nested into τ 1, and in this case the bound C exists by construction
as stated above. l
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Let z1 be a (necessarily) maximal simplex in Lkpuq so that z2 ‹ τ 1 “ z1 ‹u (so that z “ z1 ‹u),
and write x “ x1 ‹ u. Notice that, in view of the claim and the fact that W u is an HHS, in W u
there is a path x1 “ x11, . . . , x1l “ z1 of maximal simplices of Lkpuq with l ď θpκ, δ, nq. Hence,
there is a path x “ x11 ‹ u, . . . , x1l ‹ u “ z in W .
Claim 5.6. Either dX`W pz, yq ă dX`W px, yq or dX`W pz, yq “ dX`W px, yq and the first edge of
γ is not in X, while the first edge of some geodesic of minimal length from z to y is in X.
Proof. Since rτ 1s is nested into rts, we have in particular that any vertex of z not in τ 1 is
connected in X to t. That is, z is within distance 1 of t in X`W , and more precisely either t is
a vertex of z or t is connected in X to a vertex of z. Hence we have dX`W pz, yq ă dX`W px, yq
unless t is the second vertex of γ and not a vertex of z. But then in this case the first edge of
γ is not an edge of X: If that edge e was in X, since t is an endpoint of e we would have t “ τ .
On the other hand, there is a path of length dX`W px, yq from z to y starting with an edge
of X. If this path is not a geodesic, then dX`W pz, yq ă dX`W px, yq, and otherwise the other
possibility holds. l
In view of the claim, either the induction hypothesis on dX`W px, yq applies, or we can run
the argument again and then induction hypothesis will apply. In either case, we are done.
Case 2. For each non-maximal simplex σ with rσs Ď rus and diampCpσqq ě δ, γ ´ tuu does
not intersect Satpσq. Moreover, the first edge of γ is not an edge of X.
Let v be the second vertex of γ. In this case, there exist maximal simplices p and q that are
joined by an edge in W , p contains u and q contains v.
Claim 5.7. There is C “ Cpδ, n, κq so that for every r∆s nested into rus we have dCpr∆sqpp, xq ď
C.
Proof. Consider any r∆s nested into rus, and we can assume diampCp∆qq ě δ. The projection
of p to Cp∆q coarsely coincides with the projection of q, since we checked that projections are
coarsely Lipschitz and p, q are adjacent in W , and in turn the projection of q coarsely coincides
with that of v, since the latter is well-defined by the hypothesis about γ avoiding saturations.
For the same reason plus Lemma 5.2, the projection of v coarsely coincides with that of y.
Finally, by hypothesis the projection of y coarsely coincides with that of x, and hence we are
done. l
Write x “ x1 ‹ u and p “ p1 ‹ u. Since W u is an HHS, in W u there is a path of length
x1 “ x11, . . . , x1l “ p1 of maximal simplices of Lkpuq with l ď θpκ, δ, nq. Hence, there is a path
x “ x11 ‹u, . . . , x1l ‹u “ p in W . In particular, there is a path of length l`1 from x to q. Clearly,
dX`W pq, yq ă dX`W pu, yq, and we are done.
Conclusion: We have shown that the combinatorial HHS pX,W q gives rise to a hierarchi-
cally hyperbolic space pW,Sq. It remains to prove the statement about group actions. Let G
act on X. By hypothesis, there are finitely many G–orbits of links of non-maximal simplices.
Since S corresponds G–equivariantly and bijectively to this set of links, the action of G on S
is cofinite, as required by Definition 2.3.
The action on X also induces an action on the set of maximal simplices of X, and hence
on the vertex set of W . By hypothesis, this action extends to a metrically proper, cobounded
action on W , as required by Definition 2.3.
Let ∆ be a non-maximal simplex, i.e. r∆s P S. For any g P G, the automorphism g : X Ñ X
restricts to an isomorphism g : Lkp∆q Ñ Lkpg∆q. In particular, the G–action on S induced by
the action on X preserves Ď,K,&.
Moreover, if v, w P Lkp∆q are contained in W–adjacent maximal simplices σ, τ , then gv, gw
are contained in W–adjacent maximal simplices gσ, gτ , so the isomorphism g : Lkp∆q Ñ Lkp∆q
extends to an isometry g : Cp∆q Ñ Cpg∆q.
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Similarly, since gSatp∆q “ Satpg∆q, we get an isometry g : Y∆ Ñ Yg∆. Because pir∆s was
defined in terms of coarse closest-point projection Y∆ Ñ Cp∆q, we have pigr∆spgwq “ gppir∆spwqq
for all w P W . Similarly, if rΣs Ĺ r∆s or rΣs&r∆s, then ρgrΣsgr∆s “ gpρrΣsr∆sq. Thus the action of G
on the HHS pX,W q has all the properties listed in Definition 2.3, so pG,Sq is an HHG. l
6. Hierarchical hyperbolicity from actions on hyperbolic complexes
A motivating setup for Theorem 1.18 are groups acting on hyperbolic simplicial complexes
with finite stabilizers of maximal simplices. In this setup, at the cost of reducing the generality,
one can even formulate conditions that imply those in Theorem 1.18 and do not need to refer
to an X–graph; Theorem 6.4 achieves just that. We start with two preliminary definitions:
Definition 6.1. We say that the group G acts on the combinatorial HHS pX,W q if it acts on
X in such a way that the action on maximal simplices extends to W . We say that the action
on pX,W q is proper (resp. cocompact) if the action on W is proper (resp. cocompact).
Definition 6.2 (Hyperbolic H–space). Let H be a group acting on a simplicial complex Y .
We say that Y is a hyperbolic H–space if there is a graph Y 1, consisting of Y p1q together with
a set of additional edges E called the additional edge set, such that Y 1 is hyperbolic, the action
of H on Y p1q extends to an action of H on Y 1, and E contains finitely many H–orbits of edges.
Remark 6.3. Varying the additional edge set in the definition above does not change the
quasi-isometry type. In particular, if Y is already connected, then it is a hyperbolic H–space
if and only if it is already hyperbolic.
Now we can state the theorem:
Theorem 6.4. Let G be a group acting cocompactly on the flag simplicial complex X, and
suppose that the stabilizer of each maximal simplex is finite. Suppose, in addition, that for all
non-maximal simplices ∆,Σ of X:
(A) Lkp∆q is a hyperbolic StabGpLkp∆qq-space quasi-isometrically embedded in EY
´
X ´ŤLkpΣq“Lkp∆qΣ¯,
where E is the additional edge set,
(B) Lkp∆q X LkpΣq “ Lkp∆ ‹Πq ‹Π1 for some simplices Π,Π1 of Lkp∆q,
(C) Lkp∆q is connected unless ∆ is a codimension-1 face of a maximal simplex.
Then G acts properly and cocompactly on a combinatorial HHS pX,W q. In particular, G is
a hierarchically hyperbolic group.
Remark 6.5 (Metric in Condition (A)). For clarity, in item A, the quasi-isometric embedding
statement refers to the restriction to Lkp∆q of the hyperbolic metric built into the assump-
tion that it is hyperbolic StabGpLkp∆qq-space; recall that all such metrics are naturally quasi-
isometric to each other. Since Lkp∆q is contained in X´ŤLkpΣq“Lkp∆qΣ, it makes sense to add
the additional edges to the latter graph. Finally, notice that, in view of condition C, for ∆ not
codimesion-1 in a maximal simplex we could have more simply stated that Lkp∆q is hyperbolic
and quasi-isometrically embedded into X ´ŤLkpΣq“Lkp∆qΣ.
Remark 6.6. Condition (B) holds for curve graphs. Since we do not need this fact explicitly,
we will only mention that it can be proven using arguments similar to those used in Claim 8.22,
and we leave the details to the interested reader. An interesting case to keep in mind, which
shows the reason behind the “‹Π1”, is when ∆ and Σ are each a curve, and these curves fill the
complement of some other curve. The intersection of the links consists of the latter curve only.
Remark 6.7 (Improper actions). We will only use the condition on stabilizers of maximal
simplices being finite to get properness of the action of G on W . Dropping that condition, we
can still conclude the following:
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‚ G acts coboundedly by HHS automorphisms on W , i.e. the HHS structure pW,Sq, and
the G–action on W , satisfy everything from Definition 2.3 except for the requirement
that the action of G on W is proper;
‚ CaypG,S Y tHiuq is equivariantly quasi-isometric to W , where the Hi are stabilizers
of representatives of orbits of maximal simplices and S is a finite subset of G so that
S Y tHiu is a generating set.
Proof of Theorem 6.4. We will construct W as in the statement, and it will then follow from
Theorem 1.18 that G is a hierarchically hyperbolic group.
Construction of W : A simplex ∆ of X is almost-maximal if ∆ is a codimension–1 face of
a maximal simplex of X.
Let tLkp∆1q, . . . ,Lkp∆kqu contain exactly one element of each G–orbit of links of almost-
maximal simplices. (Note that this is not quite the same as taking a list of G–orbit represen-
tatives of almost-maximal simplices and then taking links, since multiple G–distinct almost-
maximal simplices can have the same link.)
For each i ď k, there is an additional edge set E i “ tei1, . . . , ei`piqu of edges such that, by
adding edges geij to Lkp∆iq (for j ď `piq and g P StabGpLkp∆iqq), we obtain a hyperbolic
graph; this set of additional edges exists by condition (A). For each i, j, let vij , w
i
j denote the
endpoints of eij .
We are free to replace the hyperbolic graph obtained from Lkp∆iq in this way by any other
StabGpLkp∆iqq–equivariantly quasi-isometric graph with finitely many StabGpLkp∆iqq–orbits of
“additional” edges.
By hypothesis, Lkp∆iq (with the metric obtained by adding the edges eij and their translates)
is quasi-isometrically embedded in E iYpX´Satp∆iqq. Suppose that v, w P Lkp∆iq lie at distance
at most 2 in E i Y X ´ Satp∆iq. Then v, w lie at uniformly bounded distance (denoted B) in
Lkp∆q (with the extra edges).
Notice that StabpLkp∆iqq, and in fact even Stabp∆iq, acts with finitely many orbits of vertices
on Lkp∆iq, since vertices v, w in Lkp∆iq are in the same Stabp∆iq-orbit if ∆i ‹ v,∆i ‹ w are in
the same G-orbit of simplices with a marked vertex.
Hence StabpLkp∆iqq acts cocompactly on Lkp∆iqYStabGpLkp∆iqq ¨ tei1, . . . , ei`piqu. Moreover,
Lkp∆iqYStabGpLkp∆iqq¨tei1, . . . , ei`piqu is locally finite since StabGpLkp∆iqq acts on Lkp∆iq with
finite stabilizers of vertices (since ∆i is almost-maximal, and hence ∆i ‹ v is maximal for any
vertex v in Lkp∆iq). In particular, there are finitely many orbits of paths of length at most
B. Hence, by adding finitely many more StabGpLkp∆iqq–orbits of edges to Lkp∆iq, we can and
shall assume that any such v, w are joined by a StabGpLkp∆iqq–translate of an edge in teiju.
Define an X–graph W as follows:
‚ The vertex set of W is the set of maximal simplices of X.
‚ If x, y are maximal simplices of X, we join x, y by an edge if there exists i ď k, j ď `piq
and g P G such that x “ gp∆1i ‹ vijq and y “ gp∆1i ‹wijq, where ∆1i is an almost-maximal
simplex with Lkp∆1iq “ Lkp∆iq. By construction, W–adjacent maximal simplices must
intersect in a common almost-maximal simplex.
The G–action on W : The G–action on the set of maximal simplices of X induces a G–
action on W by graph automorphisms, by the construction of W . Moreover, since G acts
cocompactly on X, there are finitely many G–orbits of vertices in W . Every edge has the form
tgp∆i ‹ vijq, gp∆i ‹wijqu, where ∆i is one of finitely many almost-maximal simplices and pvij , wijq
is one of finitely many pairs of vertices, so W has finitely many G–orbits of edges. Hence G
acts cocompactly on W .
Since we have added finitely many orbits of edges to each Lkp∆iq, and stabilizers of maximal
simplices are finite, it follows that W is locally finite. Since G acts on W with finite vertex
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stabilizers (because maximal simplices in X have finite stabilizers by hypothesis), it then follows
that G acts properly on W .
Hence, to complete the proof, it suffices to verify that pX,W q is a combinatorial HHS.
pX,W q is a combinatorial HHS: First, W is an X–graph by construction.
Also, observe that condition B is stronger than Definition 1.8.3. In fact, any Γ whose link
is not a non-trivial join (e.g., if diampC0pΓqq ě 3) and so that LkpΓq Ď Lkp∆q X LkpΣq cannot
intersect Π1, and so we have LkpΓq Ď Lkp∆ ‹Πq. (Moreover, Lkp∆ ‹Πq Ď LkpΣq by definition,
so r∆ ‹Πs Ď rΣs, as required.)
By definition, X is a flag complex. The remaining parts of Definition 1.8 are checked in the
following claims.
Claim 6.8. X has finite complexity.
Proof. If we had Π1 “ H in condition B, then inclusion of links would yield reverse inclusion of
representative simplices, and the proof would be straightforward from finite dimension. Since
Π1 could be non-empty (which happens even in curve graphs), we need some understanding of
join structures on links.
For a simplex ∆, let Θ∆ be any simplex in Lkp∆q so that Lkp∆q is a join of Θ∆ and some
sub-complex, and Θ∆ is maximal with this property. For convenience, for a simplex ∆ we
let #∆ “ |∆p0q|. Define cp∆q “ p#Γ∆,´#Θ∆q, where Γ∆ is any simplex with LkpΓ∆q “
Lkp∆ ‹Θ∆q with the maximal number of vertices among all choices.
We claim that if Lkp∆q Ĺ LkpΣq, then cpΣq ă cp∆q in the lexicographic order. Since G acts
on X cocompactly, dimX ă 8, so this readily implies finite complexity.
First, let us show Lkp∆ ‹Θ∆q Ď LkpΣ ‹ΘΣq. Notice that ΘΣXLkp∆q Ď Θ∆, since if we had
a vertex v in ΘΣ X Lkp∆q ´Θ∆, then we could add it to Θ∆ to form a larger simplex with the
property that Lkp∆q is a join of the simplex and some sub-complex, contradicting maximality
of Θ∆. Consider now a vertex v P Lkp∆ ‹Θ∆q, that is v P Lkp∆q ´Θ∆. Then v P LkpΣq, and
it cannot lie in ΘΣ, so v P LkpΣ ‹ΘΣq, as required.
If Lkp∆ ‹Θ∆q Ĺ LkpΣ ‹ΘΣq, then condition B implies that we can write LkpΓ∆q “ LkpΓΣ ‹
Πq ‹ Π1. By maximality of Θ∆, we have Π1 “ H, so we must have Π ‰ H. Hence, #ΓΣ ă
#ΓΣ ‹Π ď #Γ∆, and hence cpΣq ă cp∆q (regardless of the number of vertices of Θ∆,ΘΣ).
If Lkp∆ ‹Θ∆q “ LkpΣ ‹ΘΣq, then #Γ∆ “ #ΓΣ, so we have to show #Θ∆ ă #ΘΣ.
Let v P Θ∆ be a vertex. Then v P Lkp∆q, and in particular it lies either in LkpΣ ‹ΘΣq or in
ΘΣ. However, in the present situation, the former cannot occur since v R Lkp∆ ‹Θ∆q. Hence,
Θ∆ Ď ΘΣ. If we had equality, then we would have
Lkp∆q “ Lkp∆ ‹Θ∆q ‹Θ∆ “ LkpΣ ‹ΘΣq ‹ΘΣ “ LkpΣq,
but we are assuming Lkp∆q Ĺ LkpΣq. Hence, #Θ∆ ă #ΘΣ, as required. 
Claim 6.9. Let ∆ be a simplex, let v, w P Lkp∆q be vertices, and let Σ ‹ v,Σ ‹ w be maximal
simplices of X. Then there exists a simplex Π in Lkp∆q so ∆ ‹ Π ‹ v,∆ ‹ Π ‹ w are maximal
simplices of X.
Proof. If v “ w, then we can just take any maximal simplex Π ‹ v in Lkp∆q, so suppose that
this is not the case. Write Lkp∆qXLkpΣq “ LkpΣ ‹Π0q ‹Π10, as in condition B. Then Π0 needs
to be empty, for otherwise we would have Lkp∆qXLkpΣq “ H since Σ is almost maximal. Also,
Lkp∆qXLkpΣq contains two vertices not joined by an edge (v and w), so we also have Π10 “ H.
Hence Lkp∆q X LkpΣq “ LkpΣq (that is, LkpΣq Ď Lkp∆q).
Now, write LkpΣq “ Lkp∆q X LkpΣq “ Lkp∆ ‹Πq ‹Π1, again using condition B. Since LkpΣq
is discrete, we have Π1 “ H. But then Π is the simplex we wanted (notice that Lkp∆ ‹ Πq is
discrete, so ∆ ‹Π ‹ v, ∆ ‹Π ‹ w are maximal simplices). 
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Claim 6.10. Let ∆ be a simplex of X and let σv, σw be W–adjacent maximal simplices respec-
tively containing vertices v, w P Lkp∆q that are distinct and non-adjacent in X. Then there
exist simplices Σv,Σw of Lkp∆q such that Σv ‹∆ and Σw ‹∆ are maximal simplices respectively
containing v, w, and Σv ‹∆,Σw ‹∆ are adjacent in W .
Proof of Claim 6.10. Let v, w be as in the statement. Then there exists ∆i such that σv “
gp∆i ‹ vijq and σw “ gp∆i ‹ wijq for some g P G, j ď `piq.
Notice that since v, w are distinct and not adjacent, neither v nor w is contained in g∆i.
Hence, gvij “ v, gwij “ w. Since σv, σw share the almost-maximal face g∆i, Claim (6.9)
provides a simplex Π of Lkp∆q such that ∆ ‹Π ‹ v and ∆ ‹Π ‹ w are maximal simplices of X.
Suppose that g∆i is not contained in Satp∆‹Πq. Then there is a path of length 2 in X from
v to w that avoids Satp∆ ‹Πq. So, ∆ ‹Π ‹ v and ∆ ‹Π ‹w are W–adjacent, because of how we
added extra edges to the link of the almost-maximal simplex ∆ ‹ Π. Hence we are done, with
Σv “ Π ‹ v and Σw “ Π ‹ w.
Otherwise, suppose that g∆i Ď Satp∆‹Πq. So, r∆‹Πs Ď rg∆is. Hence, there exist simplices
Π1 and Π2 such that Lkp∆ ‹ Πq “ Lkpg∆i ‹ Π1q ‹ Π2. But ∆ ‹ Π, being almost-maximal, has
discrete link, so Π2 “ H. Thus there exists Π1 (a simplex of Lkpg∆iq) with r∆‹Πs “ rg∆i ‹Π1s.
Since g∆i is almost-maximal and g∆i ‹ Π1 is necessarily non-maximal, we have Π1 “ H. So,
r∆ ‹ Πs “ rg∆is. By definition, this means that Lkp∆ ‹ Πq “ Lkpg∆iq. So, the extra edges
added to Lkp∆ ‹Πq — which are determined by the link of ∆ ‹Π, not the simplex itself — are
exactly the edges determined by g∆i, so ∆ ‹ Π ‹ v,∆ ‹ Π ‹ w are W -adjacent. Again, we are
done, with Σv “ Π ‹ v and Σw “ Π ‹ w. 
Claim 6.10 says that pX,W q satisfies condition (4) from Definition 1.8. We now verify
condition (2), which has two parts:
Claim 6.11. There exists δ such that Cp∆q is δ–hyperbolic for each non-maximal simplex ∆
of X, and it is moreover obtained from Lkp∆q by adding finitely many StabGpLkp∆qq-orbits of
edges.
Proof of Claim 6.11. Fix ∆. Since there are finitely many G–orbits of simplices and W is a
G–graph, it suffices to show that Cp∆q is hyperbolic.
By the proof of Lemma 4.1 and the fact that we have already verified condition (4) from
Definition 1.8, we know that C0p∆q “ Cp∆q for any simplex ∆, so it suffices to show that C0p∆q
is hyperbolic. If ∆ is almost-maximal, then the choice of edges implies that C0p∆q “ Cp∆q is
hyperbolic.
Otherwise, Lkp∆q is connected, by condition (C). Since Lkp∆q can be made hyperbolic by
adding finitely many StabGpLkp∆qq–orbits of edges, by condition (A), Lkp∆q is quasi-isometric
to a hyperbolic graph and is therefore hyperbolic. So, it suffices to show that Cp∆q is quasi-
isometric to Lkp∆q.
Now, the inclusion Lkp∆q Ñ Cp∆q is Lipschitz and bijective on vertex sets, so we need to
show that the inverse map on vertex sets is coarsely Lipschitz.
Suppose that v, w P Cp∆q are adjacent. If v, w are adjacent in Lkp∆q, then we are done.
So, suppose that v, w belong to W–adjacent maximal simplices x, y. Then x X y “ Σ is an
almost-maximal simplex, because of how the edges in W were defined. Now, if Σ Ď Satp∆q,
then Lkp∆q Ď LkpΣq. But since Σ is almost-maximal, LkpΣq contains no X–edges, whence
Lkp∆q also contains no X–edges. But this means that ∆ is almost-maximal, a contradiction.
So Σ contains a vertex u of X ´ Satp∆q, so v, u, w is a path of length 2 in X ´ Satp∆q from v
to w. Since Lkp∆q is quasi-isometrically embedded in X ´ Satp∆q, by condition (A) and the
fact that Lkp∆q is connected (see Remark 6.3), this means that v, w lie at uniformly bounded
distance in Lkp∆q, as required. 
The final claim is:
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Claim 6.12. There exists δ such that Cp∆q is pδ, δq–quasi-isometrically embedded in Y∆, for
all non-maximal simplices ∆ of X.
Proof of Claim 6.12. It suffices to show the claim for a fixed ∆.
Let Z∆ be obtained from X ´ Satp∆q by connecting Cp∆q-adjacent vertices of Lkp∆q. By
the second part of Claim 6.11 and condition A, Cp∆q is quasi-isometrically embedded into Z∆.
We now show that Z∆ ãÑ Y∆ is a uniform quasi-isometric embedding.
Since Z∆ is a subgraph of Y∆ and the inclusion Z∆ ãÑ Y∆ is bijective on vertices, it suffices
to show that if e is an edge of Y∆ that is not an edge of Z∆, then the endpoints v, w of e are
uniformly close in Z∆. Any such v, w are contained in maximal simplices x, y of W . Now, by
construction of W , we have that x X y is an almost-maximal simplex. If px X yqp0q Ę Satp∆q,
then v, w are joined by a path of length 2 in X ´ Satp∆q Ă Z∆, and we are done. Otherwise,
pxX yqp0q Ă Satp∆q. Hence Lkp∆q Ď LkpxX yq so, since xX y is almost-maximal, we have that
r∆s “ rxX ys. Hence v, w are joined by an edge of Cp∆q (coming from the hyperbolic G–graph
structure on Lkp∆q “ LkpxX yq). Thus v, w are adjacent in Z∆, as required. 
This completes the proof that Definition 1.8.(2) holds for pX,W q, and hence completes the
proof. l
7. Mapping class group quotients
We now state Theorem 7.1, describing hierarchically hyperbolic quotients of mapping class
groups. In this section we discuss the various consequences of the theorem, while the proof is
given in Section 8.
In this section, and the next section, we abuse language slightly: we often use the same
notation for a simplicial graph and for the flag complex determined by the graph. In particular,
we don’t distinguish between the curve graph CpSq of a surface S, and the curve complex CpSq.
For example, when talking about the metric on CpSq, we mean the graph metric on the 1–
skeleton; when talking about a combinatorial HHS pX,W q with X “ CpSq, we mean the full
curve complex.
Recall that the complexity of a connected orientable surface S of finite type is ξpSq “
3GenpSq ` ppSq ´ 3, where GenpSq is the genus and ppSq is the number of punctures.
Theorem 7.1. Let S be a connected orientable surface of finite type of complexity at least 2.
Let F Ď MCGpSq be any finite set, and let Q ă MCGpSq be a convex-cocompact subgroup. If
all hyperbolic groups are residually finite, then the following holds.
For all ´1 ď i ă ξpSq there exists a quotient φ : MCGpSq Ñ MCGpSq{Ni “ G¯i with the
following properties:
(i) (Large injectivity radius.) φ|F is injective.
(ii) (Explicit HHS structure.) The action of G¯i on CpSq{Ni satisfies the hypotheses of
Theorem 6.4, so that G¯i is a hierarchically hyperbolic group. More precisely, G¯i acts
properly and cocompactly on a combinatorial HHS pCpSq{Ni,W q, and the corresponding
HHS structure pG,SNiq satisfies:‚ there is a bijection b : SNi Ñ Sě1{Ni, where Sě1 is the set of isotopy classes of
non-annular subsurfaces of S;
‚ two elements U, V P SNi are nested (resp. orthogonal) if and only if bpUq, bpV q have
representatives in Sě1 that are nested (resp. disjoint);
‚ there exists B so that for any element U of SNi such that bpUq has a representative
of complexity at most i, we have that CpUqp0q is finite and diampCpUqq ď B.
(iii) (Convex-cocompact injects.) φ|Q is injective and the orbit maps of Q to CpSq{Ni are
quasi-isometric embeddings.
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Remark 7.2. The residual finiteness hypothesis will be applied to particular hyperbolic groups
which arise in the proof.
Theorem 7.1 will be proven in Section 8.9. We now establish the corollaries stated in the
introduction. Additionally, in the case of the closed genus 2 surface, we prove Theorem 7.1
without needing to assume residual finiteness for hyperbolic groups.
For Theorem 7.1, the case of i “ ´1 warrants extra focus, since there the mapping classes
being quotiented are those supported in annuli, namely Dehn twists. Accordingly, in this case
we provide a more explicit description of the kernel N´1, which we state as Theorem 7.3. (In
the general case, we prefer to keep the statement of Theorem 7.1 more concise rather than
adding a more detailed description of Ni.) Also, note that in this case there is no residual
finiteness assumption required.
Theorem 7.3. Let S be a connected orientable surface of finite type of complexity at least
2. Given K ě 1, denote by DTK the normal subgroup generated by all K-th powers of Dehn
twists. There exists K0 ě 1 so that, for any multiple K of K0, MCGpSq{DTK is hierarchically
hyperbolic. More precisely, given F,Q as in Theorem 7.1, all conclusions of Theorem 7.1 hold
with i “ ´1 and N´1 “ DTK for any sufficiently large multiple of K0.
Proof. The proof follows verbatim the proof of Theorem 7.1, applied in the case i “ ´1, with
the following modifications:
‚ We do not need the choice of H in Lemma 8.1, only the coloring of the subsurfaces
described in the lemma, and the following fact: there is K 10 ą 0 so that any K 10–th
power of an element of MCGpSq preserves the coloring.
‚ The choice of N “ N´1 made in Notation 8.11 below can be replaced by choosing
ΓθY ă xτY y to be xτKY y for a suitably large multiple K of K 10. (The K0 in the statement
below is a multiple of K 10).

In the special case of Theorem 7.3 for the the genus-two closed surface, an even stronger
conclusion holds which we obtain in the following.
Corollary 7.4. There exists K0 ě 1 so that for all non-zero multiples K of K0, the following
holds. The quotient MCGpΣ2q{DTK is hyperbolic relative to an infinite index subgroup com-
mensurable to the product of two C 1p1{6q-groups, where DTK denotes the normal subgroup gen-
erated by all K-th powers of Dehn twists. Hence, MCGpΣ2q is fully residually non-elementary
hyperbolic.
Proof. We first prove that the conclusion about the relatively hyperbolic structure on the quo-
tient implies that it is fully residually non-elementary hyperbolic.
Let K0 be as in Theorem 7.3. Up to replacing K0 with a multiple, we can assume this
constant is large enough to satisfy the hypothesis of [DHS18, Theorem 2.1, Proposition 4.8].
Let F ĎMCGpΣ2q be finite. Using Theorem 7.3, choose a non-zero multiple K of K0 so that
φ|F is injective, where φ : MCGpΣ2q ÑMCGpΣ2q{DTK “ GK is the quotient map.
The peripheral subgroup of the relatively hyperbolic structure on GK is residually finite by
residual finiteness of C 1p1{6q-groups, which follows from applying [Wis04, Theorem 1.2], [Ago13,
Theorem 1.1], and [HW08, Theorem 4.4].
We can then apply the relatively hyperbolic Dehn filling theorem [Osi07, GM08] to construct
a non-elementary hyperbolic quotient of GK where F embeds.
It remains to prove relative hyperbolicity of GK .
The peripheral subgroup of the relatively hyperbolic structure will be the image H in GK
of the stabilizer pH of a fixed curve γ that cuts Σ2 into two Σ1,1 subsurfaces. Note that pH is
virtually a central extension by a Dehn twist of a product of virtually free groups, which are
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isomorphic to the mapping class group of Σ1,1. By [DHS18, Proposition 4.8], provided K is
sufficiently large, we have the following. The subgroup H arises from pH as the quotient by the
subgroup generated by Kth powers of Dehn twists around γ and curves contained in one of the
Σ1,1. In particular, H is commensurable to the product of two free groups, each quotiented by
Kth powers of certain elements, and this finite collection of elements is independent of K. In
particular, up to increasing K, H is commensurable to the product of two finitely presented
C 1p1{6q-groups.
Note that H has infinite index, for example because GK is acylindrically hyperbolic [DHS18,
Theorem 2.1], and thus cannot be commensurable to a product of infinite groups.
We are left to check relative hyperbolicity, for which we use [Rus19]. Recall that the index set
of the HHS structure is Sě1{DTK , with elements being nested if and only if they have nested
representatives, and similarly for orthogonality. The only orthogonal pairs in Sě1 are pairs
Yi,Wi of surfaces homeomorphic to Σ1,1. The set of surfaces tYi YWiu satisfies the following
two properties:
‚ Whenever U, V P Sě1 satisfy UKV , there exists i so that U, V Ď Yi YWi,
‚ For i ‰ j, there is no U P Sě1 so that U Ď Yi YWi and U Ď Yj YWj .
Therefore, the analogous properties hold for tYiYWiu{DTK Ď Sě1{DTK , that is, pGK ,Sě1{DTKq
has isolated orthogonality in the sense of [Rus19, Definition 4.1]. Hence, by [Rus19, Theorem
4.2], GK is hyperbolic relative to H. 
In the proof of Corollary 7.5 we explain how to construct hyperbolic quotients of the mapping
class group; we then employ this construction in the remaining corollaries.
Corollary 7.5. Let S be a connected orientable surface of finite type of complexity at least 2.
If all hyperbolic groups are residually finite, then MCGpSq is fully residually non-elementary
hyperbolic.
Proof. Let F ĎMCGpSq be finite, and let Q be any convex-cocompact subgroup of MCGpSq
isomorphic to the free group on 2 generators (for instance, by [Fuj15], any sufficiently high
powers of a pair of independent pseudo Anosovs will yield such a Q).
By Theorem 2, there is a hierarchically hyperbolic quotient G¯ of MCGpSq such that:
MCGpSq Ñ G¯ is injective on F and Q; Q quasi-isometrically embeds into G¯; and, all hy-
perbolic spaces in the HHS structure are bounded, except for the one space associated to the
Ď–maximal domain (the quotient of CpSq). Thus, by [BHS17a, Corollary 2.15], G¯ is hyperbolic,
and since Q embeds, G¯ is non-elementary. 
Corollary 7.6. Let S be a connected orientable surface of finite type of complexity at least 2.
If all hyperbolic groups are residually finite, then every convex-cocompact subgroup of MCGpSq
is separable.
Proof. We will show below that all torsion-free convex-cocompact subgroups are separable.
This is sufficient, by the following argument. Let Q be convex-cocompact and let pQ be a finite
index torsion-free subgroup of Q, which exists by, say, intersecting Q with a torsion-free finite-
index subgroup of MCGpSq. Then pQ is closed in the profinite topology, which implies that its
cosets are also closed. So, Q is closed since it is a finite union of closed sets. This reduces the
claim to the case where Q is torsion-free, which we now address.
Let Q be a convex-cocompact torsion-free subgroup, and let g PMCGpSq ´Q. We consider
two cases:
Non-pseudo-Anosov case. First suppose that g is reducible or periodic (that is, it acts with
bounded orbits on CpSq). Construct a hyperbolic quotient G¯ of MCGpSq as in the proof of
Corollary 7.5, for F “ t1, gu and our given Q. The image Q¯ of Q is quasi-convex in G¯, and the
image g¯ of g is non-trivial. Since g has bounded orbits in CpSq, we have that g¯ has bounded
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orbits in the quotient of CpSq. Hence, g¯ has finite order, and in particular it is not in Q¯, since
Q¯ is also torsion-free. In view of the fact that we are assuming that all hyperbolic groups are
residually finite, by [AGM09, Theorem 0.1] we can find a finite quotient of G¯ in which the image
of g¯ is not in the image of Q.
Pseudo-Anosov case. For sufficiently large n ą 0, the subgroup xgn, Qy is convex-cocompact
and is naturally isomorphic to xgny ˚Q (see e.g. [RST19, Theorem M]). Construct a hyperbolic
quotient G¯ of MCGpSq, as in the proof of Corollary 7.5, except using the convex-cocompact
subgroup xgn, Qy. Since xgn, Qy is quasi-isometrically embedded in G¯, so is Q. Moreover, g¯ R Q¯
since xgny ˚ Q Ñ G¯ is a quasi-isometric embedding. We conclude as above using [AGM09,
Theorem 0.1]. 
Corollary 7.7. Let S be a connected orientable surface of finite type of complexity at least 2.
If all hyperbolic groups are residually finite, then the following holds. Let g, h P MCGpSq be
pseudo-Anosovs with no common proper power, and let q P Qą0. Then there exists a finite
group G and a homomorphism ψ : MCGpSq Ñ G so that ordpψpgqq{ordpψphqq “ q, where ord
denotes the order.
Proof. For sufficiently large n, the elements gn, hn freely generate a convex-cocompact free
subgroup Q. Construct G¯ as in the proof of Corollary 7.5. Hence we have a hyperbolic quotient
G¯ of MCGpSq where the images g¯, h¯ of g and h have infinite order and have no common proper
power.
We can now quotient G¯ by suitable (large) powers of g¯ and h¯ to find a further hyperbolic
quotient Gˇ where the images of g and h satisfy the condition on the orders as in the statement.
Using residual finiteness of Gˇ we finally find the finite quotient of MCGpSq that we were looking
for. 
8. Proof of Theorem 7.1
8.1. Outline. We start with a rough outline of the proof of Theorem 7.1, in which we will take
successive quotients of MCGpSq.
8.1.1. First quotient: Dehn twists. We start by describing the first quotient, which is the quo-
tient of MCGpSq by the normal subgroup generated by suitable powers of Dehn twists. In
this outline, we denote this normal subgroup by N . We will check hierarchical hyperbolicity
of MCGpSq{N by considering its action on CpSq{N and applying Theorem 6.4. It was already
proven in [DHS18] that CpSq{N is hyperbolic; here we will further develop the technology from
[DHS18] to gain additional information about CpSq{N .
The key tool will be lifts. In particular, the way that hyperbolicity of CpSq{N is proven in
[DHS18] is by showing that geodesic triangles in CpSq{N can be lifted to geodesic triangles
in CpSq (compare with Proposition 8.29 below). An important tool for doing such lifting is a
version of “Greendlinger’s Lemma.” Roughly, this provides us with a normal form in which
every every term contributes a large projection to some domain and forces the lift to travel near
some specific vertex in the curve graph. The tool through which we obtain our Greendlinger’s
Lemmas, Lemma 8.10, is that of a composite rotating families in the sense of [Dah18]).
The key generalization we provide here is that, rather than lifting triangles, here we lift more
general objects, namely generalized m–gons. A generalized m–gon is roughly a concatenation
of simplices and geodesics in links; we formalize this idea in Definition 8.12.
We will show that generalized m–gons can be lifted, provided that m is not too large. This
will be the main tool to reduce various statements about links in CpSq{N to statements about
links in CpSq, which can be verified by curves-on-surfaces considerations.
To prove hierarchical hyperbolicity of MCGpSq{N we use this type of argument repeatedly;
see Subsections 8.8 and 8.9.
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The condition of Theorem 6.4 which requires the most new work to check is the quasi-
isometric embedding requirement in Theorem 6.4.(A). In order to check that condition, we use
certain concatenations of geodesics in links which we call approach paths below. These will give
rise to the most complicated generalized m–gons that we will consider.
Finally, choosing sufficiently large powers of Dehn twists allows one to make sure that a given
finite set embeds in the quotient. Moreover, this allows one to preserve the contracting direc-
tions, which are characterized by having bounded projections to all proper subsurfaces; these
are the “convex-cocompact” directions. This is essentially because the version of Greendlinger’s
Lemma mentioned above says that nontrivial elements of N create large subsurface projections.
8.1.2. Further quotients. Having found that the quotient of MCGpSq by suitable powers of
Dehn twists is hyperbolic, we proceed similarly to the above, to first approximation. At the
“bottom level of the hierarchy” we have hyperbolic groups (in the case of the first quotients,
we had Z subgroups), of which we take sufficiently deep finite-index subgroups, and quotient
by those. In these later stages, in order to find the appropriate finite-index subgroups, we use
the hypothesis that hyperbolic groups are residually finite.
Once again, in this setting we establish a composite rotating family, a Greendlinger’s Lemma,
and the ability to lift. However, this first approximation hides several technical difficulties, some
quite serious, as we now explain.
First, as mentioned above, we use the combinatorial/geometric structure of CpSq to prove
various properties of the quotient via lifting. This means that either one has to make sure that
all those properties pass to the quotients of the curve graphs, or to take lifts to CpSq for the
further quotients as well. We choose the second option.
The ability to first lift to the previous quotient of CpSq, and from there to CpSq is an essential
aspect of our induction. Accordingly, we establish this as Proposition 8.13.(vi)-(vii) below.
More generally, we collect all the properties that are required for the inductive hypothesis in
Proposition 8.13; a couple of them follow from the others, but we found it helpful to have all
of them collected in a single place.
Even given the ability to lift, just checking that the aforementioned finite-index subgroups de-
fine a composite rotating family requires a significant amount of work, since relatively straight-
forward lifting arguments are not sufficient. This is one of a few places where we found it efficient
to insist that the kernels of our quotients are contained in a carefully chosen finite-index sub-
group of the mapping class group (as required by Proposition 8.13.(iv)), see Lemma 8.1. The
subgroup we use is contained in the one constructed by Bestvina–Bromberg–Fujiwara [BBF15,
Section 5]. We do not think that choosing this subgroup so specifically is strictly needed, but
the strategies we are aware of to get around using it are significantly more complicated than
using the subgroup.
8.1.3. Structure of the section. We now explain how the rest of the section is organized. In
Subsection 8.2, we construct the aforementioned finite-index subgroup of MCGpSq. Then,
after recalling the definitions of composite projection system and composite rotating family in
Subsection 8.3, we set up the case of the first quotient in Subsection 8.4. In Subsection 8.5, we
set up the induction in Proposition 8.13. After that, we can describe the composite projection
system and composite rotating family for the further quotients, in Subsection 8.6. From that
point on (and unfortunately only from that point on), the proofs in the case of Dehn twists
and in the case of the further quotients are largely the same, and are done together, with the
occasional digression where the two cases are treated differently.
8.2. Coloring subsurfaces. Throughout the proof of Theorem 7.1, we will use a strengthened
form of the coloring of the subsurfaces of S constructed in [BBF15].
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Lemma 8.1 (Enhanced BBF subgroups). There exists a finite coloring S “ S1 \ ... \St of
the collection S of all subsurfaces of S, so that distinct elements with the same color overlap.
Moreover, for every integer q ą 0 there exists a finite-index torsion-free normal subgroup Hq
of MCGpSq so that
(1) the coloring is Hq-invariant, meaning HqSj “ Sj for all j;
(2) for every subsurface Y with at least one component which is not an annulus or a pair
of pants, and any curve γ on Y , there exists a curve α on Y such that no Hq–translate
of α is disjoint from γ;
(3) for every Dehn twist τ PMCGpSq we have Hq X xτy ď xτ qy.
Proof. Bestvina–Bromberg–Fujiwara constructed a coloring of S with the property that distinct
elements with the same color overlap [BBF15, Proposition 5.8]. Additionally, the coloring they
construct has the property that there is a normal, torsion-free finite-index subgroup H0 of
MCGpSq so that the colors are exactly the H0–orbits of the induced action on S. Thus, this
coloring satisfies item (1) as well as the requirements before it.
Starting from the BBF coloring, we will pass to increasingly deep finite-index subgroups of
MCGpSq. We begin by noting that each of the enumerated properties in the statement is stable
under passing to further finite-index subgroups.
We now arrange for the coloring to satisfy item (2). Consider a subsurface Y as in the
statement, and any curve γ on Y . By [LM07, Theorem 1.4], Stabpγq is separable in MCGpSq.
So, there is a finite-index subgroup HY,γ ď H0, normal in MCGpSq, so that H0 contains a
mapping class g supported on Y and satisfying HY,γg X Stabpγq “ H. So, α “ gγ satisfies the
required property for the given Y and γ. Indeed, for any h P HY,γ , we have that hα is in the
same H0–orbit as γ, and hα ‰ γ, for otherwise we would have hg P Stabpγq. By the defining
property of H0 (for annular subsurfaces), we get that hα intersects γ, as required.
The above paragraph holds for any fixed γ and Y . Since there are only finitely many H0–
orbits of pairs pY, γq, we can conclude by taking a finite intersection of the HY,γ , where pY, γq
varies over orbit-representatives. Denote this intersection by H1 and we now have a subgroup
which satisfies item (2), as desired.
Let us now fix q and arrange item (3). We will construct a finite-index normal subgroup
H2 ă MCGpSq so that for every Dehn twist τ P MCGpSq, we have H2 X xτy ă xτ qy. Then,
setting Hq “ H1 X H2, we will have that Hq is a finite-index subgroup of H1, which ensures
that properties 1 and 2 hold as well.
Since there are finitely many conjugacy classes of Dehn twists, it suffices to show that for
any given Dehn twist τ there is a normal finite-index subgroup Hτ so that Hτ X xτy ă xτ qy
(so that we can take a finite intersection of the Hτ for all τ in a complete list of conjugacy
representatives).
Fix a Dehn twist τ . There are two cases:
‚ Suppose that τ is a Dehn twist around a non-separating curve. Let S “ Sg,p, where g
is the genus and p is the number of punctures.
If p “ 0, then the usual action of MCGpSq on H1pS,Z{qZq gives a homomorphism
Ψ : MCGpSq Ñ Spp2g,Z{qZq. By [FM12, Proposition 6.3], Ψpτq has order q. We let
Hτ “ kerpΨq.
Suppose p ě 1. Let S1 “ Sg,p´1, so that S is obtained from S1 by removing a point x.
Let F : PMCGpSq Ñ PMCGpS1q denote the surjection in the Birman exact sequence,
where PMCGpSq ď MCGpSq is the finite index subgroup fixing each puncture. Then
F pτq is a Dehn twist τ 1 in S1 around a non-separating curve. By induction, MCGpS1q
has a finite-index subgroup Hτ
1
such that Hτ
1 X xτ 1y ă xpτ 1qqy. The subgroup Hτ “
F´1pHτ 1q, which has finite index in PMCGpSq and hence in MCGpSq, has the desired
property.
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‚ Now suppose τ is a Dehn twist around a separating curve. It suffices to consider the
case that q is a power of a prime p, since in general we can take the intersection of the
finite-index subgroups dictated by the prime factorization of q. By [Par09, Theorem
1.2], τ lies in a finite-index normal subgroup H3 of MCGpSq which is residually p. In
particular, there is a finite quotient H3{N of H3 so that τ maps to an element of order q1
with q|q1, and rH3 : N s is a power of p. Since the intersection of finitely many subgroups
of index a power of p also has index a power of p, we can take N to be characteristic in
H3, whence normal in MCGpSq, and set Hτ “ H3.
This completes the proof of the lemma. 
8.3. Composite projection systems and composite rotating families. Now we recall
two definitions from [Dah18] that we will need below. Specifically, the following combines
[Dah18, Definitions 1.1-1.2].
Definition 8.2 (Composite projection system). Let Y˚ be a countable set equipped with a
finite coloring Y˚ “ \mj“1Yj . For each Y P Y˚, let jpY q denote the value j for which Y P Yj .
A composite projection system on a countable set Y˚ is the data consisting of: a constant
θ ą 0; a family of subsets, one for each Y P Y˚ denoted ActpY q Ă Y˚ (called the active set for
Y ) such that YjpY q Ă ActpY q; and a family of functions dY : pActpY qztY uˆActpY qztY uq Ñ R`,
satisfying the following whenever all quantities are defined:
(CPS1) (symmetry) dY pX,Zq “ dY pZ,Xq for all X,Y, Z;
(CPS2) (triangle inequality) dY pX,Zq ` dY pZ,W q ě dY pX,W q for all X,Y, Z,W ;
(CPS3) (Behrstock inequality) mintdY pX,Zq, dZpX,Y qu ď θ for all X,Y, Z;
(CPS4) (properness) tY P Yj , dY pX,Zq ą θu is finite for all X,Z;
(CPS5) (separation) dY pZ,Zq ď θ for all Z, Y .
The map Act is required to satisfy three further properties:
(CPS6) (symmetry in action) X P ActpY q if and only if Y P ActpXq;
(CPS7) (closeness in inaction) if X R ActpZq, for all Y P ActpXq XActpZq, dY pX,Zq ď θ;
(CPS8) (finite filling) for all Z Ă Y˚, there is a finite collection of elements Xj in Z such that
YjActpXjq covers YXPZActpXq.
An automorphism of a composite projection system is a bijection g : Y˚ Ñ Y˚ such that:
‚ g preserves each Yj ;
‚ for all Y P Y˚, we have ActpgY q “ gpActpY qq;
‚ for all Y and all X,Z P ActpY q, we have dgpY qpgpXq, gpZqq “ dY pX,Zq.
The following is a variant of the notion introduced in [Dah18, Definition 2.1].
Definition 8.3 (pΘP ,ΘRotq–Composite rotating family). Let ΘP and ΘRot be constants. A
pΘP ,ΘRotq–composite rotating family on a composite projection system endowed with an action
of a group G by automorphisms is a family of subgroups GY , Y P Y˚ such that
(CRF1) for all X P Y˚,GX ă GX “ StabGpXq, is an infinite group of rotations around X, with
proper isotropy
(CRF2) for all g P G, and all X P Y˚ , one has GgX “ gGXg´1
(CRF3) if X R ActpZq then ΓX and ΓZ commute,
(CRF4) for all j, for all X,Y, Z P Yj , if dY pX,Zq ď ΘP then for all g P GY zt1u, dY pX, gZq ě
ΘRot.
Remark 8.4. Dahmani’s original definition of a composite rotating family, [Dah18, Definition
2.1], doesn’t use the metric dY from the composite projection system, but rather a perturbation
which differs from dY by a bounded amount.
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Our definition above relies on two constants ΘP and ΘRot. In [Dah18, Definition 2.1], instead
the constants ΘP and ΘRot are fixed depending only on the constant θ from the composite
projection system. For suitably chosen values of ΘP and ΘRot a pΘP ,ΘRotq–composite rotating
family is a composite rotating family in the sense of Dahmani’s [Dah18, Definition 2.1].
Specifically, in the notation of [Dah18, SS 1.2.1] we can choose ΘP “ c˚ ` 21mκ ` κ and
ΘRot ą 2c˚ ` 2ΘP ` 20pκ ` Θq ` κ, where all these constants are functions of the constant θ
from the composite projection system. These two relations differ from the analogous ones in
[Dah18, § 1.2.1] by an additional term of κ to take into account the perturbation of the metric
by at most κ.
Accordingly, with a slight abuse of terminology we define:
Definition 8.5 (Composite rotating family). A composite rotating family is a pΘP ,ΘRotq–
composite rotating family with constants as in Remark 8.4.
8.4. Setting up the induction. Theorem 7.1 is proven by induction on i.
8.4.1. The annular case i “ ´1. The base case, where i “ ´1, will be verified almost identically
to the inductive step, but the notation used in the proof has a slightly different meaning in the
base case. When i “ ´1, we will use the following notation:
Notation 8.6.
‚ N´2 “ t1u,
‚ X “ CpSq,
‚ Y˚ “ pCpSqqp0q
‚ dY denotes the distance in the annular curve graph of Y .
Remark 8.7. The collection Y˚ above provide a composite projection system as shown in
[Dah18, §3], where for all W,Y,Z P Y˚ the distance between Y and Z as measured in W is
dW pρYW , ρZW q.
In the case i “ ´1, we have the following:
Lemma 8.8 (Composite rotating family, annular case). For every θ ą 0 there exists θ0 ą 0 so
that the following holds.
Let τ1, . . . , τk be a complete list of conjugacy representatives of Dehn twists in MCGpSq. For
each j ď k, let θj be a positive multiple of θ0. For Y P Y˚, let ΓθY “ xτ θjYY y, where τY is the
Dehn twist around Y , and jY has the property that τY is conjugate to τjY .
Then the subgroups ΓθY form a composite rotating family on the composite projection system
Y˚. Moreover,
mintdCpY qpx, γxq : Y P Y˚, γ P ΓθY ´ t1u, x P CpY qu ą θ.
Finally, if Σ is a simplex of CpSq so that the complement of the multicurve Σp0q has one
complexity-1 component Y while all others are pairs of pants, then StabpΣq{pN X StabpΣqq is
an infinite hyperbolic group acting with finite point-stabilizers on LkpΣq{pN X StabpΣqq.
Remark 8.9. We remind the reader of the convention for (combinatorial) hierarchically hy-
perbolic spaces: when writing distances in a hyperbolic space/link, we suppress the pi‚ notation
for projection maps. So, e.g. dCpY qpx, yq means dCpY qppiY pxq, piY pyqq. See Notation 2.2.
Proof. Except the last conclusion, the proof is identical to the one give by Dahmani in [Dah18,
Section 3], with two minor changes: first, while in Dahmani’s case all the Dehn twists are raised
to the same power, ours are allowed to vary; and, second our coloring was chosen in a more
specific way.
To verify the last conclusion, we may thus apply the versions of results from [DHS18] which
allow for variable powers of Dehn twists and our particular coloring, as noted above.
COMBINATORIAL HHS & QUOTIENTS OF MCG 46
For the last conclusion, with a suitable choice of powers of Dehn twists we can apply [DHS18,
Proposition 4.8]. This says that N X StabpΣq is generated by the powers of Dehn twists sup-
ported in Y , and those supported around the curves of Σp0q. More precisely, [DHS18, Propo-
sition 4.8] applies to stabilizers of vertices in the curve graph, but we can apply it inductively
passing to subsurfaces. But then StabpΣq{pN X StabpΣqq is virtually a quotient Gˆ of MCGpY q
by powers of Dehn twists, which is a hyperbolic group by [DHS18, Theorem 5.8.(1)]. Moreover,
the action of StabpΣq{pN X StabpΣqq on LkpΣq{pN X StabpΣqq has finite stabilizers, since the
stabilizers are quotients of stabilizers of vertices of LkpΣq, which are virtually generated by
commuting Dehn twists, and therefore become finite after quotienting by N X StabpΣq. 
Lemma 8.10 (“Greendlinger lemma”, annular case). There exists a diverging function f so
that the following holds for θ ą 0. Let N “ N´1 “ xxtΓθY uyy. Then there is a well-ordered set
C, and an assignment γ P N ÞÑ cpγq P C, with cp1q the minimal element of C.
Moreover, for all γ P N ´t1u and all simplices ∆ of X, there is Y P Y˚ and γY P ΓθY so that
cpγY γq ă cpγq and either
‚ ∆ Ď FixpΓθY q, or γ∆ Ď FixpΓθY q, or‚ dY p∆, γ∆q ą T pθq (and the quantity is defined).
Proof. We note that the proof of this result is a minor variation of the proof of [DHS18, Corollary
3.6]. The key difference is that here we must consider simplicies rather than just single vertices.
The proof in the present annular case is identical, verbatim, to the proof in the general case
(Lemma 8.26), so we postpone the proof until then. 
Lemma 8.8 will be used in combination with Lemma 8.1 to choose a finite-index subgroup
H of MCGpSq, and an H–invariant coloring of the subsurfaces, as follows.
Notation 8.11. Below MCGpSq is given its usual HHS structure as in [BHS19, Section 11]. Let
C be the constant from Definition 2.1.(7)(bounded geodesic image) for MCGpSq, see [BHS19,
Section 11] or [MM00, Theorem 3.1]. Let κ be given by Lemma 2.9 applied to the subgroup
Q ăMCGpSq from Theorem 7.1. Fix some θ ą 0 such that:
‚ Tpθq ą p6GenpSq ` 2ppSq ´ 3qC,
‚ Tpθq ą maxtdCpY qpfx, gxq : Y P Y˚, f, g P F, x P Xu,
‚ Tpθq ą κ` C.
Let θ0 be as in Lemma 8.8, for the given θ. Fix from now on H “ Hθ0 as in Lemma 8.1. For
Y P Y˚, let ΓθY “ H X xτY y ă xτY y; notice that Lemma 8.8 applies to ΓθY by the construction
of H. For each Y , let ΓY “ ΓθY . Set N “ N´1 “ xxtΓY uyy.
At this point, we also fix an H–invariant coloring S “ Ůj Sj as in Lemma 8.1, which will
remain the same at all stages of the induction.
We emphasize that H will remain the same at all subsequent stages of the induction, even
though we have thus far only defined ΓθY in cases where Y is an annulus.
8.5. Inductive conditions. We now set the notation for i ě ´1. Suppose we have constructed
G¯i for a given F and Q, at all complexities up to i. We will make further assumptions for the
inductive step. To state these we need the following definition.
Definition 8.12 (Generalized m–gon). A generalized m–gon in a simplicial graph is a sequence
τ0, . . . , τm´1 so that:
‚ Each τj is either a simplex (type S), together with non-empty sub-simplices τ˘j , or a
geodesic in Lkp∆jq for some (possibly empty) simplex ∆j (type G) with endpoints τ˘j .
‚ τ`j “ τ´j`1 (indices are taken modulo m).
(The second bullet implies that τj X τj`1 is non-empty.)
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Proposition 8.13. Let S, F , and Q be as in Theorem 7.1, with S having genus GenpSq with
ppSq punctures. For ´1 ď i ď 3GenpSq ` ppSq ´ 4, there exists a quotient φ : MCGpSq Ñ
MCGpSq{Ni “ G¯i such that properties Theorem 7.1.(i)-(iii) hold. Moreover, the following
additional properties also hold:
(iv) Ni ă H, where H ăMCGpSq is as in Notation 8.11, and N´1 ă Ni.
(v) For all distinct f, g P F either f´1g has finite order or there exists a vertex x of CpSq{Ni
so that fpxq ‰ gpxq.
(vi) For m ď maxt4, 6GenpSq ` 2ppSq ´ 3u, any generalized m-gon in CpSq{Ni can be lifted to
CpSq.
(vii) For every simplex ∆ of X there is a unique Ni-orbit of lifts p∆ in CpSq, and for any such
lift we have qpSatpp∆qq “ Satp∆q.
(viii) There exists Ci with the following property. Let ∆ be a simplex of CpSq{Ni, and let
v0, . . . , vk be a geodesic of Lkp∆q. Suppose that for some simplex Σ of CpSq{Ni we have
that dCpΣqpv0, vkq is defined and at least Ci. Then there exists i so that ∆p0q Y tviu is
contained in SatpΣq.
(ix) If an element r∆s of SNi has a representative of complexity i` 1, then PStabpSatp∆qq is
hyperbolic and acts properly and cocompactly on Cp∆q.
8.5.1. Guide to the proof of Proposition 8.13.
Convention 8.14. From now and until the end of the Section we assume that either:
‚ i “ ´1, with the notation from Notation 8.6,
‚ i ą ´1, and Proposition holds with i replaced by i´ 1.
Remark 8.15. For i “ 0, the composite projection system is empty and thus the quotient we
are taking is trivial in the sense that we are just quotienting by the trivial subgroup. The reason
this is empty boils down to the fact that the complexity 0 subsurfaces are thrice punctured
spheres and thus for each the curve graph is empty. Thus, since the composite projection
system is empty, statements involving the set Y˚ are all vacuously true.
Here is a list of where properties (i)–(vii) are verified:
‚ Items (i) and (v) are proven together in Subsection 8.10.
‚ Item (ii) is the content of Subsection 8.9.
‚ Item (iii) is also proven in Subsection 8.10.
‚ Item (iv) is simply a restatement of the assumptions we made in Notation 8.6, for
i “ ´1, and Notation 8.28, for i ą ´1.
‚ Item (vi) and the first part of Item (vii) hold by Proposition 8.29, with the second part
of Item (vii) being Lemma 8.41.
The remaining properties follow from properties (i)–(vii), as shown in the following lemmas.
Lemma 8.16. Assume properties (i)–(vii) hold for our current i. Then property (viii) holds
for our current i.
Proof. By property (ii), we are working in a combinatorial HHS with underlying simplicial
complex CpSq{Ni.
If some vertex of ∆p0q was not in SatpΣq, then there would a path of length 2 in YΣ from
v0 to vk and thus dCpΣqpv0, vkq would be uniformly bounded. This is a contradiction when C is
sufficiently large. Thus all curves in ∆p0q are contained in SatpΣq, which yields that rΣs Ď r∆s.
Using the combinatorial HHS structure of Lkp∆q (Propositions 4.9 and 4.11) we have that
that the geodesic must intersect SatpΣq by Lemma 5.1, as required. 
Lemma 8.17. Assume properties (i)–(vii) for our current i. Then property (ix) holds for our
current i.
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Proof. We use the combinatorial HHS pCpSq{Ni,W q, which exists by hypothesis. We will check
that PStabpSatp∆qq is hierarchically hyperbolic using the technology of Section 4.
Recall that a graph denoted W∆ was defined in Definition 4.2, and it is readily seen that
PStabpSatp∆qq acts on W∆.
We now check that the action is proper and cocompact.
Properness: Let Σ be vertex ofW∆, that is, a maximal simplex of Lkp∆q. Then StabPStabpSatp∆qqpΣq ď
StabG¯ip∆‹Σq, and the latter group is finite, since G¯i acts properly on W by hypothesis. Hence
PStabpSatp∆qq acts properly on W∆.
Cocompactness: We now check that there are finitely many PStabpSatp∆qq–orbits of edges,
by showing that the PStabpSatp∆qq–orbits of edges in W∆ arise as intersections with W∆ of
G¯i–orbits of edges (and there are finitely many such orbits since G¯i acts cocompactly on W ,
again by hypothesis).
More precisely, we have to show that if Σ,Σ1 are connected by a W∆–edge, and gΣ, gΣ1 lie
in W∆ for some g P G¯i, then there is h P PStabpSatp∆qq so that gΣ “ hΣ, gΣ1 “ hΣ1.
In the situation above, we can use property (vi) to lift the generalized 4-gon ∆, gΣ, g∆, gΣ1 to
CpSq; the lifts are p∆, pgpΣ, pg p∆, pgpΣ1 for some pg PMCGpSq. In terms of curves, we have multicurvespgpΣp0q, pgppΣ1qp0q disjoint from the multicurve ∆p0q. In this situation, it is readily seen that there
exists ph P PStabpSatpp∆qq (which is the stabilizer of a subsurface of S disjoint from pΣp0q, ppΣ1qp0q)
so that phpΣ “ pgpΣ and phpΣ1 “ pgpΣ1. Now, since qpSatpp∆qq “ Satp∆q by item (vii), we can conclude
that the image h of ph in G¯i satisfies h P PStabpSatp∆qq and gΣ “ hΣ, gΣ1 “ hΣ1, as required.
Conclusion: Hence, PStabpSatp∆qq acts properly and cocompactly on the combinatorial
HHS pLkp∆q,W∆q, and it is therefore a hierarchically hyperbolic group, by Theorem 1.18.
Moreover, by Lemma 4.8.(1) and the third bullet point of property (ii), any non-empty, non-
maximal simplex Σ of Lkp∆q has bounded CpΣq, so that the HHS structure on W∆ has (at most)
one unbounded hyperbolic space, and therefore W∆ and PStabpSatp∆qq are hyperbolic. 
8.6. Verifying composite properties, and Greendlinger’s Lemma. In this subsection
only, we are working in the case i ą ´1, i.e. we are doing the inductive step laid out in
Convention 8.14. The base case, i “ ´1, was already handled when we verified that the
subgroups ΓY used to form N´1 form a composite rotating family, etc. Many of the additional
points in Proposition 8.13 were introduced to enable arguments in this subsection.
Using our inductive hypothesis, we consider the combinatorial hierarchically hyperbolic space
pCpSq{Ni´1,W q. We let X “ CpSq{Ni´1.
We let Y˚ denote the collection of equivalence classes r∆s of simplices ∆ of X so that:
‚ bpr∆sq “ Ni´1Y for some subsurface Y of S of complexity i,
‚ Cpr∆sq is unbounded.
With the setting of (iv), the coloring of S descends to a coloring of S{Ni´1, so that Y˚ is
partitioned into finitely many countable families.
Before showing that Y˚ defines a composite projection system, we need a preliminary lemma.
Lemma 8.18. Let r∆s P Y˚. Then LkpLkp∆qq “ Satp∆q. In particular, rΣs P Y˚ satisfies
r∆sKrΣs if and only if LkpΣq Ď Satp∆q.
Proof. The containment Satp∆q Ď LkpLkp∆qq holds for any simplex in any complex (by defini-
tion of the saturation), so it suffices to prove the other containment.
Since Cp∆q is unbounded, we can find vertices v, w P Lkp∆q that are not connected by any
path in Lkp∆q of length less than 3. Let x be a vertex of LkpLkp∆qq. We have a generalized
4-gon ∆ ‹ v, v ‹ x, x ‹ w,w ‹∆, which we can lift to CpSq, denoting p∆, pv, etc. the various lifts.
In terms of curves, the multicurve ∆p0q is disjoint from the curves pv and pw. Moreover, from the
hypothesis that v and w are sufficiently far in Lkp∆q, we see that pv Y pw fills the (necessarily
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unique, since Lkp∆q is unbounded) component of ∆p0q which is not a pair of pants. Since px is
disjoint from pv and pw, we then see that px P Satpp∆q (that is, it is part of a pants decomposition
of the complement of the surface filled by pv Y pw, as is ∆p0q). Since qpSatpp∆qq “ Satp∆q, we
have x P Satp∆q, as required. 
Lemma 8.19. Y˚ defines a composite projection system.
Proof. We will use the HHS structure associated to pX,W q via Theorem 1.18 and the inductive
hypothesis that pX,W q is a combinatorial HHS.
First, since all the elements of Y˚ are associated to equivalence classes of domains in S of
the same complexity, no nesting can occur and thus any pair of these associated domains is
either transverse or orthogonal.
Accordingly, to each Y P Y˚, we define the set ActpY q to be the set of all elements of Y˚´tY u
which are associated to domains transverse to Y . We will almost always work with ActpY qztY u.
The symmetry in action axiom (Definition 8.2.(CPS6)) is immediate.
Recall that projections in a combinatorial HHS are defined in Definition 1.16. Consider
Y P Y˚ and W,Z P ActpY qztY u, and define dY pW,Zq “ dY pρWY , ρZY q.
Symmetry (Definition 8.2.(CPS1)) and the triangle inequality (Definition 8.2.(CPS2)) follow
immediately from the fact that dCpY q is a distance function. The Behrstock inequality (Defini-
tion 8.2.(CPS3)) follows from Definition 6.2.(8),(4). Properness (Definition 8.2.(CPS4)) follows
from the distance formula (Theorem 2.7) and Definition 2.1.(8).
The separation axiom (Definition 8.2.(CPS5)) holds trivially since dY is a distance function.
The closeness in inaction axiom (Definition 8.2.(CPS7)) holds, since if W R ActpZq and
Y P ActpZqXActpW q, then W and Z are orthogonal and Y is transverse to both of them. This
implies that dY pW,Zq is uniformly bounded, by e.g. [DHS17, Lemma 1.5].
The finite filling axiom (Definition 8.2.(CPS8)) turns out to be the hardest. We first record
the following which allows us to verify the active sets in this axiom via links and saturations:
Claim 8.20. Let W Ď Y˚. Then, for rΣs P Y˚, we have rΣs P ŤwPW Actpwq if and only if
LkpΣq Ę Şr∆sPW Satp∆q.
Proof. Passing to the complements, we show that rΣs P ŞwPW Actpwqc if and only if LkpΣq ĎŞ
r∆sPW Satp∆q.
This is just because we have rΣs R Actpr∆sq ðñ rΣsKr∆s, and in view of Lemma 8.18 this
is equivalent to LkpΣq Ď Satp∆q. 
In view of the claim it suffices to show that for any Z Ď Y˚ there exists a finite subcollection
tr∆1s, . . . , r∆nsu Ď Z so that Şj Satp∆jq “ Şr∆sPZ Satp∆q. This readily follows from the
following claim.
Claim 8.21. There does not exist an infinite sequence r∆1s, r∆2s, . . . in Y˚ so that Şjďn`1 Satp∆iq ĹŞ
jďn Satp∆jq for all n.
Proof. First, we show that for every r∆s P Y˚ there are simplices Πp∆q and Π1p∆q so that we
have Satp∆q “ LkpΠp∆qq ‹Π1p∆q.
We record the following observation about curve graphs:
Claim 8.22. Let Σ be a simplex in CpSq. Then there exist simplices Σ1,Σ2 of CpSq such that
SatpΣq “ LkpΣ1q ‹ Σ2.
Proof. Notice that LkpΣq is the join of a simplex ∆ and the curve graph of a (possibly discon-
nected) subsurface Y of S. Moreover, Σ is the join of the simplex whose vertex set consists
of
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‚ all curves of S isotopic to a boundary component of Y in S (note that two boundary
components of Y can be isotopic in S), and
‚ a pants decomposition of the union Z of the non-annular components of the complement
of Y .
We let Σ2 be the simplex with vertex set the curves as in the first item.
Any simplex with the same link as Σ admits the same description, and moreover any essential
curve in Z can be completed to a pants decomposition. This implies that SatpΣq consists of
the vertex set of Σ2 together with all essential curves of Z. We can then pick Σ1 to be any
simplex whose link has vertex set the set of essential curves of Z; namely, Σ1 has vertex set
consisting of all curves of S isotopic to a boundary component of Z in S, together with a pants
decomposition of Y . 
Consider any lift p∆ of ∆ to CpSq. Claim 8.22 implies that Satpp∆q “ Lkp∆1q ‹∆2 for some
simplices ∆1,∆2 of CpSq.
Also notice that qpLkp∆1qq “ Lkpqp∆1qq. Indeed, the containment “Ď” is clear, and the other
containment follows from the fact that for any vertex v in Lkpqp∆1qq we can lift v ‹ qp∆1q to a
simplex containing ∆1 (by existence and uniqueness of the orbit of lifts of simplices, item (vii)).
In particular, we get that Satp∆q “ qpSatpp∆qq “ Lkpqp∆1qq ‹ qp∆2q, and we are done.
Now suppose, for a contradiction, that we have a sequence as in the statement of Defini-
tion 8.2.(CPS8). By induction, suppose we proved that In “ Şjďn Satp∆jq “ LkpΠnq ‹ Π1n for
some simplices Πn,Π
1
n with Πn Ď Πn`1. The base case n “ 1 is given by the argument above.
Then In`1 “ In X LkpΠp∆nqq ‹ Π1p∆nq “ LkpΠnq ‹ Π1n X LkpΠp∆nqq ‹ Π1p∆nq is readily
seen to be of the required form in view of condition B of Theorem 6.4, which holds for X by
inductive hypothesis (Theorem 7.1.ii). Since In`1 Ĺ In, for each n we have either Π1n`1 Ĺ Π1n
or, if not, Πn Ĺ Πn`1. This is easily seen to imply that the Πn have arbitrarily many vertices,
contradicting the finite dimensionality of X. This proves the claim. 
This completes the proof of the lemma. 
Lemma 8.23. For every θ ą 0 the following holds. For any Y “ r∆s P Y˚ we can choose a
finite-index subgroup ΓθY ă PStabpSatp∆qq contained in H{Ni´1 ă G¯i´1 “MCGSpSq{Ni´1 so
that the subgroups ΓY form a composite rotating family on the composite projection system Y˚.
Moreover,
mintdCpY qpx, γxq : Y P Y˚, γ P γY ´ t1u, x P CpY qu ą θ.
Proof. In Lemma 8.19 we established that Y˚ is a composite projection system.
Definition 8.5.(CRF1): Any choice of finite-index subgroup ΓθY satisfies this by inductive
hypothesis (ix) (which guarantees that ΓθY acts properly on an unbounded graph, so that it
must be infinite).
Definition 8.5.(CRF2): It suffices to choose the ΓθY as follows. For Y “ r∆s in a given set
of representatives of G¯i´1-orbits, choose a normal subgroup ΓθY of PStabpSatp∆qq, and extend
the choice to all Y .
Definition 8.5.(CRF3): We first make a preliminary claim.
Claim 8.24. Let r∆sKrΣs, and let g P PStabpSatp∆qq, h P PStabpSatpΣqq. Then ghpxq “ hgpxq
for all x P Satp∆q Y Lkp∆q, and ghpxq “ hgpxq “ gpxq for all x P Lkp∆q.
Proof. First, we prove that hpSatp∆qq Ď Satp∆q. The same argument also shows gpSatpΣqq Ď
SatpΣq.
Let v P Satp∆q, that is, v is a vertex of a simplex ∆1 with Lkp∆1q “ Lkp∆q. We have
to show that hv P Satp∆q. We have that hv is a vertex of h∆1, so we have hv P Satp∆q
provided that Lkph∆1q “ Lkp∆1q. But Lkp∆1q “ Lkp∆q Ď SatpΣq by Lemma 8.18, and since
h P PStabpSatpΣqq, we have that h fixes Lkp∆1q. Hence, Lkph∆1q “ Lkp∆1q, as required.
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Now let x P Satp∆q. Then hpxq P Satp∆q, so that gphpxqq “ hpxq. On the other hand,
gpxq “ x, so that hpgpxqq “ hpxq. This shows that ghpxq “ hgpxq for all x P Satp∆q. Similarly,
ghpxq “ hgpxq “ gpxq for all x P SatpΣq. To conclude, just notice that Satp∆q Y Lkp∆q Ď
Satp∆q Y SatpΣq since Lkp∆q Ď SatpΣq by Lemma 8.18. 
Suppose that X R ActpZq, where X “ rΣs, Z “ r∆s; we have to show that ΓθX commutes
with ΓθZ . Then XKZ, since there is no nesting relation between distinct elements of Y˚. For
g P PStabpSatp∆qq, h P PStabpSatpΣqq, by the claim above we have that gh and hg act in the
same way on Satp∆q Y Lkp∆q, so we are done once we prove the following:
Claim 8.25. Let a P H{Ni´1 ď G¯i´1 act trivially on Satp∆q Y Lkp∆q. Then a is the identity.
Proof. Let φ : MCGpSq Ñ G¯i´1 be the quotient map. Let P be a maximal simplex X contain-
ing ∆. The vertex set of P is contained in Satp∆q Y Lkp∆q, so a fixes P pointwise. We can lift
P to a simplex pP of CpSq, and since there is a unique Ni´1–orbit of such lifts, there is pa P H so
that φppaq “ a and pa fixes pP pointwise.
We claim that pP is a maximal simplex of CpSq. Indeed, suppose to the contrary that pP is
properly contained in a simplex pP 1. Then, since X is simplicial, pP 1 projects to a simplex P 1 of
X strictly containing P , a contradiction. So, pP is maximal.
In terms of curves, pa fixes the pants decomposition pP p0q, so that pa is a product of powers of
Dehn twists around the curves of pP p0q. Since N´1 X xτy “ H X xτy and N´1 ă Ni´1 ă H (by
induction hypothesis (iv)), we see that pa P Ni´1, so that a is the identity, as required. 
Definition 8.5.(CRF4): Since ΓθY acts properly on CpY q, and there are finitely many G¯i´1-
orbits in Y˚, choosing sufficiently deep subgroups for orbit representatives as in the second
bullet ensures the required property. 
Lemma 8.26 (“Greendlinger”). There exists a diverging function T so that the following holds.
Let θ ą 0 and let ΓθY “ ΓY be as in Lemma 8.23.
Then, for N “ xxtΓθY uyy, the following holds. There is a well-ordered set C, and an assign-
ment γ P N ÞÑ cpγq P C, with cp1q minimal in C.
Moreover, for all γ P N ´t1u and all simplices ∆ of X, there is Y P Y˚ and γY P ΓθY so that
cpγY γq ă cpγq and either
‚ ∆ Ď FixpΓY q, or γ∆ Ď FixpΓY q, or
‚ dY p∆, γ∆q ą Tpθq (and the quantity is defined).
Remark 8.27. For Y P Y˚, SatpY q is fixed pointwise by ΓY , so that piY p∆q is defined for any
simplex ∆ of X not contained in FixpΓY q.
Proof. Independently of θ, we now choose, for each simplex ∆ of X and each Yk, some Y ∆k P Yk.
We make the choice as follows.
First, we choose H{Ni´1-orbit-representatives ∆j of simplices, and make the choice for each
of them. Then, for any other simplex ∆, we choose a group element g P H{Ni´1 mapping the
suitable orbit representative, say ∆j to the given simplex ∆, and set Y
∆
k “ gY ∆jk (since H{Ni´1
preserves the colors, this is a well-defined element of Yk). Set
D “ max
j,k
suptdY p∆j , Y ∆jk q : Y P Yk,∆j Ę Satp∆jqu,
which is finite since there are finitely many colors and finitely many orbits (since H{Ni´1 has
finite index in G¯i´1, and G¯i´1 acts cocompactly on X), and the distance formula takes finite
values.
We now refer the reader to [DHS18, Theorem 3.1] (which follows by combining Dahmani’s
construction in [Dah18, Section 2.4.2] with [Dah18, Prop. 2.13, Lemma 2.16, Lemma 2.17]),
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where N is described as an increasing union of subgroups N “ ŤαNα, where α varies over
countable ordinals. For γ P N , we denote by αpγq the smallest ordinal such that γ is conjugate
into Nαpγq. Two properties of αpγq observed in [DHS18] are that αpγq is never a limit ordinal
and αpγq “ 0 if and only if γ “ 1. Moreover, Nα for α a successor ordinal has a certain
amalgamated product decomposition used in [DHS18, Definition 3.3] to define npγq, which is
the length of the cyclic normal form in Nαpγq for the conjugacy class of γ. Following [DHS18],
we consider the complexity cpγq given by pαpγq, npγqq, ordered lexicographically.
Now back to the situation at hand. After conjugation by a suitable element h and replacing
∆ with h´1∆, one can assume that γ P Nαpγq.
Let s “ v and γs “ γv be as in [DHS18, Proposition 3.5, fourth and second bullet] with ν “
Y ∆jpγq, so that γsγ has shorter cyclic normal form. We argue that this implies that cpγsγq ă cpγq.
Either the length of the new normal form is still greater than 2, and in that case cpγsγq “ cpγq, or
it is reduced to 1 (or 0) and γsγ is actually conjugate into Nαpγq´1. Again, one has cpγsγq ă cpγq.
In either case we have cpγsγq ă cpγq, as required.
We are left to show that one of the alternatives applies. If ∆, γ∆ Ę FixpΓsq (otherwise we
are done), then we have that
dsp∆, γ∆q ě dspY ∆jpγq, γY ∆jpγqq ´ 2D,
as required; we can take Tpθq “ θ ´ 2D. 
Notation 8.28. We now choose θ so that
‚ Tpθq ą p6GenpSq ` 2ppSq ´ 3qCi´1, for Ci´1 as in Proposition 8.13.(viii),
‚ Tpθq ą maxtdCpY qpfx, gxq : Y P Y˚, f, g P F, x P Xu,
‚ Tpθq ą κ` Ci´1, for κ as in Lemma 2.9 applied to the image of Q in G¯i´1.
We set ΓY “ ΓθY as in Lemma 8.26, and set N “ xxtΓY uyy. We emphasize that N is the kernel
of the quotient G¯i´1 Ñ G¯i, and is not the same as Ni.
8.7. Lifting. In this subsection, we are back in the setting of Convention 8.14. In other words,
either i “ ´1 (base case) or i ą ´1 (inductive step). The goal in this section is to lift
generalized m–gons from X{N to X. This will typically be used in conjunction with our
inductive hypothesis, to lift all the way back up to CpSq.
Proposition 8.29 (Lifting generalized m–gons through q). For every m ď 6GenpSq`2ppSq´3
the following hold.
(1) For every simplex ∆ of X{N , together with an order pv0, . . . , vkq on the vertices there
exists a unique N -orbit of simplices Σ in X, each with an order pw0, . . . , wkq on its
vertices, such that Σ is a lift of the ordered simplex ∆ (meaning that qpwjq “ vj for
0 ď j ď k).
(2) Given a simplex ∆ in X{N , a lift Σ of ∆ in X, and a geodesic γ in the link of ∆, we
have that γ can be lifted to a geodesic in the link of Σ.
(3) Any generalized m-gon τ “ τ0, . . . , τm´1 in X{N can be lifted to a generalized m-gon
τ 10, . . . , τ 1m´1 in X so that τ 1j is type S/type G if and only if τj is, and if τj is a geodesic
in Lkp∆jq then τ 1j is a geodesic in LkpΣjq for some lift Σj of ∆j.
Proof. Consider a generalized m-gon τ “ τ0, . . . , τm´1. If τj is of type G, and ∆j is the
corresponding simplex, let dj be the number of vertices of ∆j . If τj is type S, let dj be the
number of vertices of τj minus 2. Finally, set dpτq “ maxjtdju.
Good lifts: We say that τj of type S has a good lift if it can be lifted, and that τj of type
G has a good lift if it can be lifted to a geodesic in the link of a lift of the corresponding simplex.
Structure of the proof: The proofs of the 3 items are interlaced, and more specifically we
will prove the following claims, for any d ě 2:
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(a) If Item 1 holds whenever ∆ has at most d vertices, then Item 2 holds whenever ∆ has at
most d´ 2 vertices.
(b) If Item 1 holds whenever ∆ has at most d vertices, then Item 3 holds whenever dpτq ď d´2,
(c) If Item 3 holds whenever dpτq ď d´ 2 and Item 1 holds whenever ∆ has at most d vertices,
then Item 1 holds whenever ∆ has at most d` 1 vertices.
paq ´ pcq feed into an induction loop that proves all 3 items.
Base case: The base cases are the following:
‚ For each vertex v¯ of X{N , there is a unique N–orbit of vertices v P X such that qpvq “ v¯,
just because of how X{N is defined.
‚ For each edge e¯ of X{N , with endpoints v¯, w¯, the fact that N acts simplicially on X
(in such a way that stabilizers of simplices fix them pointwise) implies that there is a
unique orbit of edges e of X, with endpoints v, w, such that qpvq “ v¯, qpwq “ w¯.
We now prove paq ´ pcq, keeping pbq last since it is the hardest.
Proof of paq: Let v0, v1, . . . be the sequence of vertices along γ. Then ∆ ‹ v0 is a simplex
of X{N , which can be lifted to a simplex Σ1 ‹ v10 of X. By the uniqueness clause of item 1, up
to applying an element of N , we can assume Σ1 “ Σ, so that we lifted the first vertex of the
geodesic in the appropriate link. Suppose that we lifted the sequence of vertices v0, . . . , vk to
v10, . . . , v1k. Since ∆ ‹ vk ‹ vk`1 is a simplex of X{N , it can be lifted to X, and similarly to the
argument for v0, the lift can be chosen to be of the form Σ ‹ v1k ‹ v1k`1, so that we can lift vk to
v1k. Inductively, we can the lift the whole geodesic γ.
Proof of pcq: Consider a simplex ∆ with at most d ` 1 vertices. By the base case of the
induction, we can assume that ∆ has at least 3 vertices, so ∆ “ ∆1 ‹ v ‹w, for some non-empty
simplex ∆1. We can think of ∆ as a generalized 3-gon ∆1 ‹v, v ‹w,∆1 ‹w, with all sides of type
S, and each dj ď d´ 2. Hence, the 3-gon can be lifted, which also provides a lift of ∆.
For the uniqueness part, suppose that ∆, endowed with an order on the vertices, has two
lifts not in the same N -orbit, and consider an arbitrary codimension-1 face ∆2, with opposite
vertex u. We know that ∆2 has a unique orbit of lifts, so that we see that there exist two lifts of
∆ of the form ∆2 ‹u1,∆2 ‹u2 that are not in the same N -orbit, but u1, u2 are. But this means
that there exists an edge t in ∆2 so that t ‹ u1, t ‹ u2 are not in the same N -orbit. However,
their endpoints are, and hence either the projections of the edges to X{N yield loops in X{N ,
or the two projections together form a bigon. In both cases we contradict item 3 (for m “ 1
or m “ 2), since the loops/bigon cannot be lifted to X, which is a simplicial graph. For later
purposes, we note that we also just proved:
Lemma 8.30. X{N is a simplicial graph.
pbq By paq we know that Item 2 holds whenever ∆ has at most d ´ 2 vertices, and from
this we see that if we have a generalized m-gon τ “ τ0, . . . , τm´1 with dpτq ď d ´ 2 then we
can lift it to an “open” generalized m-gon η “ η0, . . . , ηm´1, which is defined in the same way
as a generalized m-gon except that we do not require η`m´1 “ η´0 . We call η´0 and η`m´1 the
initial and terminal marking. However, we still have that η`m´1 and η
´
0 are in the same N -orbit,
since they are both lifts of τ´0 , say η
`
m´1 “ gη´0 , for some g P N . Assume that among all
possible choices of lifts and elements g P N with gη´0 “ η`m´1, we picked one that minimizes
the complexity cpgq from Lemma 8.26 or Lemma 8.10. If gη´0 “ η´0 , we are done.
Otherwise, we use Lemma 8.26 or Lemma 8.10 (depending on whether i ą ´1 or not) to
change the lift; let Y P Y˚ and γY P ΓY be as in the lemma for γ “ g and ∆ “ η´0 . In particular,
the “complexities” satisfy cpγY gq ă cpgq.
First, suppose η´0 Ď FixpΓY q. Then we can apply γY to all the lifts, contradicting minimality
of cpgq since pγY gqγY η´0 “ γY gη´0 “ γY η`m´1 (γY η´0 and γY η`m´1 being the new initial and
terminal markings).
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Second, suppose gη´0 “ η`m´1 Ď FixpΓY q. Then η`m´1 “ γY gη´0 , again contradicting mini-
mality of cpgq (without even changing the lifts).
Lastly, suppose dY pη´0 , η`m´1q ą Tpθq. Assume that some η`k is contained in FixpΓY q. In this
case, we can replace the lifts ηj for j ą k with the lifts γY ηj , and get a new open generalized
m-gon, γY g maps the initial marking to the terminal marking, contradicting minimality of cpgq.
If instead that there is xk P η`k and x´1 P η´0 so that xk R FixpΓY q. Then we have Tpθq ă
dY px´1, gx´1q ď ř dY pxj , xj`1q. By the choice of θ in Notation 8.28 large compared to the
BGI constant, we see that there must be a type S ηk, with corresponding simplex ∆k, and
vk P ηk so that ∆k Y tvku is contained FixpΓY q. we can replace the lifts ηj for j ą k with the
lifts γY ηj , as well as replacing the terminal path of ηk starting at vk also with γY ηk. Then, we
conclude as before. 
8.8. Supporting lemmas for Theorem 7.1.
Convention 8.31. Since generalized m-gons can be lifted from X{N to X, and from X to
CpSq, they can be lifted from X{N to CpSq. All the lifts in this subsection are of the latter
type. When we cite Proposition 8.29 in this subsection, we will always use it together with
lifting from X to CpSq.
Lemma 8.32. For every simplex ∆ of X{N , and any simplex Σ of CpSq that is a lift of ∆ we
have that qpLkpΣqq “ Lkp∆q. Moreover, if i “ ´1, then Lkp∆q “ LkpΣq{pN X StabpΣqq.
Proof. Fix a lift Σ of ∆. Given a vertex v of Lkp∆q, we can lift ∆ ‹ v to a simplex in CpSq, and
since there is a unique orbit of lifts of ∆, we can choose the lift to contain Σ, and therefore be
of the form Σ ‹ pv. Then qppvq “ v, and similarly we can show that edges of Lkp∆q arise from
edges in the link of Σ.
Let us now prove the moreover part. We have to show that if two vertices v, w of LkpΣq are
N -translates, then they are pN X StabpΣqq-translates. This is because v, w being N -translates
implies that Σ ‹ v, Σ ‹ w are lifts of the same simplex, and in particular the simplices are in
the same N -orbit. This implies that there exists h P N that stabilizes Σ and maps v to w, as
required. 
Remark 8.33 (Connected links). A consequence of Lemma 8.32 is that all simplices of X{N
have connected links except co-dimension 1 faces in maximal simplices (since this holds in CpSq).
Definition 8.34 (Approach path). An approach path in X{N is a sequence of paths γ1, . . . , γm
and simplices ∆1, . . . ,∆m`1, so that
‚ the endpoint of γj is the starting point of γj`1,
‚ γj is a geodesic in the link of a (possibly empty) simplex ∆j ,
‚ the endpoint of γm is in the link of ∆m`1,
‚ ∆j is a proper sub-simplex of ∆j`1.
We say that the approach path starts (resp. ends) at x if x is the starting point of γ0 (resp.
endpoint of γm). We call ∆m`1 the terminal simplex, and resulting path the concatenation of
the γj .
Remark 8.35. m as above is bounded by 3GenpSq ` ppSq ´ 3 (that is, the complexity of S),
which equals the maximal number of vertices of a simplex in X{N by Proposition 8.29.1.
Lemma 8.36. Given a vertex x P X{N and a simplex ∆ of X{N so that x R Satp∆q, there
exists an approach path that starts at x and has terminal simplex ∆1 so that r∆1s “ r∆s.
Proof. Consider x and ∆ as in the statement, and pick any geodesic γ11 in X{N “ LkpHq that
intersects Satp∆q only at its endpoint v1; notice that r∆s Ď rv1s. Consider the subgeodesic γ1
of γ11 obtained removing the last edge, and set ∆2 “ v1. If r∆2s “ r∆s, we are done.
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Otherwise, inductively, suppose that we have an approach path γ1, . . . , γj starting at x and
terminating at xj P Lkp∆j`1q and r∆s Ĺ r∆j`1s. In particular, ∆j`1 has connected link (see
Remark 8.33), so that we can consider a shortest geodesic γ1j`1 in Lkp∆j`1q to Lkp∆q. If γ1j`1
does not intersect Satp∆q, we conclude by setting γj`1 “ γ1j`1, and otherwise we can find
an initial subgeodesic γj`1 of γ1j`1 that intersects Satp∆q only at its endpoint vj`1. We set
∆j`2 “ ∆j ‹vj`1, notice that we are done if r∆j`2s “ r∆s, and otherwise reapply the inductive
procedure. This terminates by Remark 8.35. 
Lemma 8.37. Let ∆ be a simplex of X{N , and endow Lkp∆q with any metric induced by adding
finitely many StabpLkp∆qq–orbits of edges, as in Definition 6.2. Let ρ : X{N´Satp∆q Ñ Lkp∆q
map the vertex x to the endpoint of an arbitrary approach path that starts at x and has terminal
simplex equivalent to ∆. Then ρ is coarsely Lipschitz.
Proof. It is enough to show that adjacent vertices v, w map uniformly close under ρ. To this
end, form a p2m` 3q-gon, where m ď 3GenpSq ` ppSq ´ 3, using approach paths starting at v
and w, a single edge from v to w, and simplices ∆ ‹ ρpvq,∆ ‹ ρpwq.
Consider a lift of this p2m`3q-gon (notice that 2m`3 ď 6GenpSq`2ppSq´3), which contains
a lift Σ of ∆. Notice that all sides of type G of the lifted p2m` 3q-gon are geodesics in links
of simplices of CpSq with strictly fewer vertices than Σ, and in particular they are geodesics in
links of simplices not equivalent to Σ. Moreover, no vertex on a side of type G is in SatpΣq,
since the image of a vertex of SatpΣq is in Satp∆q (this is because such vertex is contained in
a simplex Σ1 in SatpΣq equivalent to Σ, and using Lemma 8.32 we see that qpΣ1q is equivalent
to ∆). In particular, by the Bounded Geodesic Image Theorem [MM00, Theorem 3.1] all sides
have bounded subsurface projection to LkpΣq, providing a bound on the distance between the
lifts of ρpvq and ρpwq and hence on the distance between ρpvq and ρpwq.
This concludes the proof. 
8.9. Checking hierarchical hyperbolicity. We now have all the tools to prove the main
conclusion of Theorem 7.1, namely hierarchical hyperbolicity of the quotient group. We apply
Convention 8.31 about lifting to CpSq rather than to X in this subsection as well, with one
clearly stated exception at the very end of the following proof.
Proof of Theorem 7.1.(ii). We check that the action of G¯i´1{N (which is the quotient ofMCGpSq
with kernel denoted Ni) on X{N satisfies the hypotheses of Theorem 6.4.
First, X{N is simplicial by Lemma 8.30, and G¯i´1{N acts on X{N by simplicial automor-
phisms, and the action is cocompact since the action of MCGpSq on CpSq is cocompact.
In view of Proposition 8.29.1, any maximal simplex ∆ of X{N is the projection of some
maximal simplex Σ of CpSq, which represents a unique Ni–orbit. Since Σ is maximal, H “
StabMCGpSqpΣq contains a finite-index abelian subgroup A generated by powers by Dehn twists
around the curves corresponding to the vertices of Σ. Now, if g¯ P StabMCGpSq{Nip∆q, let g
represent the left coset g¯ of Ni, so gΣ “ hΣ for some h P Ni. In other words, g¯ “ g¯1 for
some g1 P StabMCGpSqpΣq, i.e. StabMCGpSq{Nip∆q is contained in the image of StabGpΣq. Now,
A has finite image in MCGpSq{Ni, so since g1 represents one of finitely many cosets of A in
StabMCGpSqpΣq, we see that StabMCGpSq{Nip∆q is finite, as required.
It remains to check conditions (A)–(C) from Theorem 6.4.
Proof of (A): Let ∆ be a non-maximal simplex of X{N . If ∆ is not almost-maximal, then
lift ∆ to a simplex Σ of CpSq, note that LkpΣq is hyperbolic (since it is either a non-trivial join
or the curve graph of a surface of complexity at least 2), and deduce that Lkp∆q is hyperbolic
since we can lift triangles in Lkp∆q by Proposition 8.29.3.
If ∆ is almost-maximal, we argue separately for i “ ´1 and for i ą ´1.
For i ą ´1, we have that Lkp∆q has finite vertex set by the fact that the third bullet of
Theorem 7.1.(ii) holds inductively.
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For i “ ´1, consider a lift p∆ of ∆ to CpSq. Then p∆ is almost-maximal, whence the comple-
ment of the multicurve p∆p0q has exactly one complexity-1 component Y , and all other compo-
nents are pairs of pants.
Let Γ∆ be the quotient of StabpLkp∆qq by the kernel of its action on Lkp∆q, with quotient
map ψ. We will show that Γ∆ is a hyperbolic group acting with finite stabilizers and finitely
many orbits on Lkp∆q, which implies that Lkp∆q is a hyperbolic StabpLkp∆qq-space, as required.
Notice that φpStabpp∆qq ă StabpLkp∆qq, so that we have a subgroup H “ ψpφpStabpp∆qq ă
Γ∆. Since Stabpp∆q has finitely many orbits on CpY q, and ppLkp∆qq “ Lkpp∆q by Lemma 8.32,
we have that H, whence Γ∆, has finitely many orbits in Lkp∆q.
Consider now v P Lkp∆q, and g P StabpLkp∆qq X Stabpvq. We now show that there exists
g1 P StabpLkp∆qq with ψpg1q “ ψpgq and g1 fixes ∆ ‹ v. This implies that point stabilizers in Γ∆
are ψ–images of stabilizers of maximal simplices, and in particular they are finite. Also, since
H is a subgroup of Γ∆, the same holds for stabilizers in H.
Let us now construct g1. Pick any vertex w of Lkp∆q distinct from v. Such a w exists, for
example, by the description of Lkp∆q in Lemma 8.32 which, combined with Lemma 8.8, implies
that the infinite group Stabpp∆q{pStabpp∆q XNq acts with finite point-stabilizers on Lkp∆q.
Lift the generalized 4-gon ∆ ‹ v, v ‹ g∆, g∆ ‹ w, w ‹∆, in such a way that ∆ is lifted to p∆.
Notice that the lift of g∆ is of the form pg p∆ for some pg with φppgq “ g. In terms of curves, pv
and pw must fill Y , so that in fact p∆p0q and pg p∆p0q are both pants decompositions of the same
subsurface. But this implies that there exists ph PMCGpSq, supported in the complement of Y ,
so that phpg p∆p0q “ p∆p0q. In turn, this implies that, for h “ φpphq, we have hgv “ v, hg∆ “ ∆, and
h lies in the kernel of the action of StabpLkp∆qq on Lkp∆q. In particular, we can set g1 “ hg,
and we are done.
Since both H and Γ∆ act faithfully with finite stabilizers and finitely many orbits on Lkp∆q,
they are commensurable. Hence, the last remaining thing to show is that H, and hence
Γ∆, is hyperbolic. By Lemma 8.8, φpStabpp∆qq is hyperbolic, so we only need to show that
ψ|
φpStabpp∆qq has finite kernel, that is, that the action of φpStabpp∆qq on Lkp∆q has finite kernel.
But this follows from the fact that Lkp∆q “ Lkpp∆q{pN X Stabpp∆qq (by Lemma 8.32) so that
Stabpp∆q{pStabpp∆q XNq acts with finite point-stabilizers on Lkp∆q by Lemma 8.8.
Quasi-isometric embedding follows from the existence of the coarse retraction provided by
Lemma 8.37.
Proof of (C): This is Remark 8.33.
Proof of (B): Let Σ,∆ be simplices of X{N . Recall that we need to show that there exist
simplices Π,Π1 of Lkp∆q such that
(i) Lkp∆q X LkpΣq “ Lkp∆ ‹Πq ‹Π1.
We will in fact prove the following:
Claim 8.38. For each ∆,Σ one of the following holds:
‚ There exists a vertex v in Lkp∆q so that Lkp∆q X LkpΣq Ď starpvq, or
‚ Lkp∆q Ď LkpΣq.
Induction on co-level. We now show how to conclude the proof given the claim.
First, notice that (i) holds whenever ∆ is maximal.
Consider some pair ∆,Σ, and suppose that (i) holds for any pair ∆1,Σ1 for which ∆1 has
strictly more vertices than ∆. If the second bullet holds, then we can set Π “ Π1 “ H, and
(i) holds for ∆,Σ. If the first bullet holds, then consider the simplices Π0,Π
1
0 obtained from
(i) applied to ∆ ‹ v,Σ. If v P LkpΣq, then we can set Π “ Π0 ‹ v, Π1 “ Π10 ‹ v. If not, we set
Π “ Π0 ‹ v, Π1 “ Π10. In either case, it is straightforward to check that (i) holds, we spell out
COMBINATORIAL HHS & QUOTIENTS OF MCG 57
the first case:
Lkp∆q X LkpΣq “ pLkp∆q X ‹pvqq X LkpΣq “ pLkp∆ ‹ vq ‹ vq X LkpΣq “
pLkp∆ ‹ vq X LkpΣqq ‹ v “ Lkp∆ ‹ v ‹Π0q ‹Π10 ‹ v.
It remains to prove the claim:
Proof of Claim8.38. If ∆ is maximal, the second bullet holds, so we assume that this is not the
case. Also, if Lkp∆q X LkpΣq “ H, then we can take as v any vertex in Lkp∆q.
So, from now on we assume Lkp∆q X LkpΣq ‰ H.
Let Λ be a maximal simplex of Lkp∆q X LkpΣq. Let p∆ ‹ pΛ be a lift of the simplex ∆ ‹ Λ,
provided by Proposition 8.29.
In terms of curves, ppΛqp0qYpp∆qp0q is a multicurve, and as such it can be completed to a pants
decomposition MΛ,Π “ ppΛqp0q Y pp∆qp0q Y ppΠqp0q.
Reducing to Π “ H. Let v P Lkp∆qXLkpΣq. We claim that v P Lkp∆‹Πq. We can lift the
generalized 4-gon ∆‹Λ,Λ‹Σ,Σ‹v, v ‹∆ to CpSq, obtaining the lifts p∆, etc., and in fact we can
assume p∆, pΛ coincide with the previously chosen lifts. If we had v R Lkp∆ ‹Πq, then we would
also have pv R Lkpp∆‹ pΠq, and also pv R pΛ. But pv P Lkpp∆q, so pv R LkppΠq. Moreover, by maximality
of Λ, we also have pv R LkppΛq. Hence, as a curve, pv intersects both ppΛqp0q and ppΠqp0q (but not
pp∆qp0q). We now make a multicurve σ from pv, which we assume to be in minimal position with
respect to MΛ,Π, by considering the boundary of a regular neighborhood of pv Y pΛp0q. Notice
that σ is disjoint from pΣp0q, pΛp0q, and p∆p0q. Also, at least one component σ0 of σ is not parallel
to pΛp0q (since it intersects pΠp0q non-trivially), and this contradicts the maximality of Λ. This
proves that Lkp∆q X LkpΣq Ď Lkp∆ ‹ Πq. If Π is non-empty, the first bullet holds with v any
vertex of Π. Hence, we now assume Π “ H.
The case Π “ H. We now know that ppΛqp0q Y pp∆qp0q is a pants decomposition, and that
in fact this holds for any maximal simplex Λ of Lkp∆q X LkpΣq. If all such maximal simplices
share a vertex v, then the first bullet holds for this v.
Otherwise, for each vertex w of a fixed maximal simplex Λ in Lkp∆q X LkpΣq, we can find
another such simplex Θ not sharing w with Λ. We claim that for each curve δ in p∆p0q adjacent
to a pair of pants not all of whose boundary curves are in p∆p0q, Σ has a lift avoiding that curve.
In fact, we can lift a generalized 4-gon ∆ ‹Λ,Λ ‹Σ,Σ ‹Θ,Θ ‹∆, where Θ and Λ do not share a
vertex corresponding to one of the boundary curves of a pair of pants as above. Then, the lift
of Σ will not intersect δ, for otherwise it will have to intersect some curve either in the lift of
Λ or in the lift of Θ.
Let now ∆0 be the sub-simplex of ∆ consisting of all vertices qpδq for δ as above. Then each
vertex of Σ is in starp∆0q. Hence, ∆0,Λ, and Σ are contained in a common simplex, which can
be lifted to a simplex in CpSq. We can also arrange the corresponding lifts of ∆0 and Λ so that
the lift of Λ is pΛ and the lift of ∆0 has vertex set consisting of all curves δ as above.
This gives a lift pΣ1 of Σ which is contained in the union of the pairs of pants in the complement
of ppΛqp0qYpp∆qp0q, all of whose boundary curves are in p∆p0q. This implies that Lkpp∆q Ď LkppΣ1q,
and hence Lkp∆q Ď LkpΣq, that is, the second bullet.
This concludes the proof of Claim 8.38. 
We now prove the statement about the index set SK of the HHS structure on GK . Recall
that SK is the set of equivalence classes of non-maximal simplices. We first define the bijection
b.
Definition 8.39. Given any non-maximal simplex ∆ of X{N , consider a lift p∆ to CpSq. The
vertex set of the link of p∆ in CpSq consists of all curves contained in a subsurface that we denote
Sp∆. Define bpr∆sq “ rSp∆sNi , where r¨sNi denotes the Ni–orbit.
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Notice that choosing a different lift yields a subsurface in the same Ni–orbit, since all lifts of
∆ are in the same Ni–orbit.
We now complete the proof that b is well-defined. What is left to prove is that equivalent
simplices yield the same orbit.
Claim 8.40. No link is a join of a non-empty simplex and some nonempty subcomplex.
Proof of Claim 8.40. Consider the link of ∆ and some vertex v P Lkp∆q, and let us show that
there is a vertex w of Lkp∆q not connected to v. Consider a lift p∆ ‹ pv of ∆ ‹ v. By Lemma
8.1 there exists a vertex pw of Lkpp∆q so that pv and pw are not in the same H–orbit, and no
H–translate of pw is adjacent to pv. Since Ni ă H, this means that the image w of pw, which is
in Lkp∆q, is distinct from v and not connected to v, as required. 
In view of condition B, we now see that LkpΣq Ď Lkp∆q if and only if there exists a simplex
Π in Lkp∆q so that LkpΣq “ Lkp∆ ‹ Πq. This also holds in CpSq, and hence we get that
r∆s Ď rΣs if and only if there are Sp∆, SpΣ as above with Sp∆ nested into SpΣ. This implies that
if Lkp∆q “ LkpΣq then Sp∆ Ď SpΣ Ď gSp∆ for some g P Ni, and since Sp∆, gSp∆ have the same
complexity they need to coincide, showing Sp∆ “ SpΣ, as we wanted.
Notice that we also showed that r∆s Ď rΣs if and only if the corresponding orbits con-
tain nested representatives. We are only left to show the analogous statement for orthogonal-
ity/disjointness, which we will reduce to the nesting statement.
Consider a non-maximal simplex ∆ of X{N , and a lift p∆. Then p∆ contains the boundary
multicurve pp∆0qp0q of Sp∆. Denote ∆0 “ qpp∆0q, and pick any maximal simplex Λ in Lkp∆q.
We claim that a simplex Σ satisfies r∆sKrΣs if and only if rΣs Ď r∆0 ‹ Λs. This implies the
orthogonality/disjointness statement, in view of the nesting statement.
Fix a lift pΛ of Λ contained in p∆0, and notice that the vertex set forms a pants decomposition
of Sp∆. If rΣs Ď r∆0 ‹Λs, then there is a lift pΣ so that LkppΣq Ď Lkpp∆0 ‹ pΛq. Any curve disjoint
from pp∆0 ‹ pΛqp0q is disjoint from curves in SpΛ, so that LkppΣq and Lkpp∆q form a join. The same
then holds for ∆,Σ, showing r∆sKrΣs, as required.
Suppose now that r∆sKrΣs. Our goal is to show that any vertex v P LkpΣq lies in Lkp∆0 ‹Λq.
From the description of links as joins of unbounded subcomplexes given above, we see that we
can find another maximal simplex Θ in Lkp∆q so that any lift of Θ contained in Lkpp∆q has
vertex set which, together with ppΛqp0q fills Sp∆. For any vertex v of LkpΣq, we can now lift a
generalized 4-gon ∆0 ‹Λ,Λ ‹ v, v ‹Λ1,Λ1 ‹∆0, with the lift of ∆0 ‹Λ being p∆0 ‹ pΛ. We then see
that, as a curve, we see that the lift pv is disjoint from Sp∆, so that v lies either in Lkp∆0 ‹ Λq
or in ∆0. We are left to argue that v does not lie in ∆0. Suppose that this was the case. Then
there is some other vertex w in LkpΣq so that any lift pw intersects pv. Lifting an analogous
generalized 4-gon as above, however, we would find a lift that cuts Sp∆ since it intersects its
boundary, a contradiction.
Finally, we complete the proof of Theorem 7.1.(ii) by proving that if bpr∆sq “ NiY for Y of
complexity at most i, then Cp∆q has finite vertex set. This suffices to get a uniform diameter
bound since there are finitely many orbits of simplices.
This is the only place in this subsection where lifts are taken to be in X rather than in CpSq.
First, if bpr∆sq “ NiY for Y of complexity less than i, then the link of any lift p∆ of ∆ in X has
finitely many vertices, by the inductive hypothesis. Since the conclusion of Lemma 8.32 about
links mapping to links applies to the map X Ñ X{N as well, with the same proof, we conclude
that the link of ∆ has finite vertex set, as required.
Suppose now bpr∆sq “ NiY for Y of complexity i. Consider a lift p∆ of ∆ in X. By
inductive hypothesis (specifically, Proposition 8.13.(ix)), PStabpSatpp∆qq acts cocompactly on
Lkpp∆q. This readily implies that PStabpSatp∆qq acts cocompactly on Lkp∆q, by Lemma 8.32
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(used as above). Now, PStabpSatp∆qq is a quotient of PStabpSatpp∆qq by a finite-index subgroup
by construction of the composite rotating family, and we are done. 
We conclude this subsection with the proof Proposition 8.13.(vii), which we now have the
tools to prove:
Lemma 8.41. Let ∆ be a non-maximal simplex of X{N , and consider a lift p∆ to CpSq. Then
qpSatpp∆qq “ Satp∆q.
Proof. We use that the bijection b defined in Definition 8.39 is well-defined. Let v P Satp∆q.
Then v is a vertex of some ∆1 with the same link as ∆.
Since b is well-defined, ∆1 must have a lift p∆1 such that the vertex set of Lkpp∆1q consists
of all curves contained Sp∆. That is, p∆1 has the same link as p∆, so that p∆1 Ď Satpp∆q and
v P ∆1 “ qpp∆1q Ď qpSatpp∆qq. We just proved Satp∆q Ď qpSatpp∆qq.
Let v P qpSatpp∆qq. Then v “ qppvq for some vertex pv of a simplex p∆1 with the same link aspp∆q. This implies that ∆1 “ qpp∆1qq has the same link as ∆, by Lemma 8.32. Hence v P Satp∆q,
so Satp∆q Ď qpSatpp∆qq. 
8.10. Preservation properties.
Lemma 8.42. Let γ P N and x P Xp0q. Then either γx “ x or there exists Y P Y˚ so that
dY px, γxq ą Tpθq.
Proof. Since C is well-ordered, we can argue by (transfinite) induction on cpγq. The statement
holds for γ “ 1, that is, for the minimal element of C.
Suppose γ ‰ 1 and suppose γx ‰ x. Let γY be as in Lemma 8.26/Lemma 8.10. If the second
conclusion of Lemma 8.26/Lemma 8.10 applies, then we are done.
Otherwise, suppose x P FixpΓY q. Then, γY γx ‰ x (since γ´1Y x “ x), and cpγY γq ă cpγq, so
by induction there exists W P Y˚ so that dW px, γY γxq ą Tpθq. Hence, we get dγ´1Y W px, γxq ą
Tpθq (we used γ´1Y x “ x again).
The case γx P FixpΓY q is similar: γY γx ‰ x since γY γx “ γx, and cpγY γq ă cpγq, so by
induction there exists W P Y˚ so that dW px, γY γxq ą Tpθq. Hence, dW px, γxq ą Tpθq, again
because γY γx “ γx. 
Proof of Theorem 7.1.(i) and Proposition 8.13.(v). Let f, g P F be distinct. We have to prove
that f´1g R Ni. If f´1g has finite order, then f´1g cannot be in H, since H is torsion-free,
and hence in particular not in Ni. If not, let x P X so that fpxq ‰ gpxq, which exists by
induction for i ą ´1, while for i “ ´1 it exists because infinite order elements of MCGpSq
act non-trivially on CpSq. Then by Lemma 8.42, if we had f´1g P Ni we would have some
Y P Y˚ so that dY pfpxq, gpxqq ą Tpθq. This contradicts the choice of θ in either Notation 8.6
or Notation 8.28. 
Lemma 8.43. Let κ be as in Lemma 2.9. Let x, y P X be so that dr∆spx, yq ď κ for all non-
empty non-maximal simplices ∆ of X. Let rx, ys be a geodesic from x to y. Then q|rx,ys is an
isometric embedding.
Proof. Consider the lift rx, y1s to CpSq of a geodesic rx¯, y¯s in X{N connecting the images x¯, y¯ of
x, y. Then y1 “ γy for some γ P N . Since C is well-ordered, we can choose γ to have minimal
cpγq among:
‚ the Ni-orbits of the pair px, yq and of the geodesic rx, ys,
‚ all lifts rx, y1s of rx¯, y¯s,
‚ all choices of γ with y1 “ γy.
COMBINATORIAL HHS & QUOTIENTS OF MCG 60
We claim that γ “ 1, which will show that dXpx, yq “ dX{N px¯, y¯q, which readily implies the
desired conclusion.
Suppose γ ‰ 1. Consider Y P Y˚ and γY P ΓY with cpγY γq ă cpγq as in Lemma 8.26/Lemma
8.10. There are three cases.
‚ If y P FixpΓY q, then we can replace rx, ys with γY rx, ys, and rx, y1s with γY rx, y1s. Then
γY γ maps the second endpoint of the lift (i.e. γY y
1) to the second endpoint of the
original geodesic (i.e. γY y “ y), meaning γY y1 “ γY γy. This contradicts minimality of
cpγq.
‚ If y1 P FixpΓY q, then y1 “ γY y1 “ γY γy, contradicting minimality of γ.
‚ Otherwise, dY py1, yq ą Tpθq. If x P FixpΓY q, we can replace rx, ys with γY rx, ys, and
rx, y1s with γY rx, y1s, and we contradict minimality of cpγq since γY y1 “ γY γy. Oth-
erwise, dY px, yq is well-defined and ď κ. By the choice of θ (much larger than κ) in
Notation 8.6 or Notation 8.28, we get that dY px, y1q is well-defined and large enough that
rx, y1s intersects FixpΓY q (by the defining property of Ci, see Proposition 8.13.(viii)).
We can now replace a terminal subgeodesic rv, y1s of the lift rx, y1s starting at some
v P FixpΓY q by its translate γY rv, y1s, thereby obtaining a new lift. This contradicts
minimality of cpγq since γY y1 “ γY γy.
This completes the proof of the lemma. 
We conclude by proving the remaining statement in Theorem 7.1.
Proof of Theorem 7.1.(iii). We first prove the quasi-isometric embedding statement. By the
choice of κ and Lemma 8.43, for any x0 P X and g P Q, we have that any geodesic rx0, gx0s in
X projects to a geodesic rx¯0, gx¯0s in X{N . Since the length of dXpx0, gx0q is comparable up to
multiplicative and additive constants with the word length of g, by induction, the same holds
for dX{N px¯0, gx¯0q. This suffices to show that Q-orbit maps are quasi-isometric embeddings.
To show the injectivity statement, note that Q-orbit maps being quasi-isometric embeddings
implies that the kernel of φ|Q is finite. But this implies that the kernel of φ|Q must be trivial
since it is contained in Ni, whence in H, which is torsion-free by construction (see Lemma 8.1).
Hence, φ|Q is injective. 
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