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The evolutionary connection between nuclear starbursts and active galactic nuclei (AGN) in 
luminous infrared galaxies (LIRGs; 1011o<oLIRo< 1012 L) and ultraluminous infrared galaxies 
(ULIRGs; 1012 < LIR < 1013 L), which result from galaxy interactions and mergers and produce 
the bulk of their radiation as infrared (IR) emission, is not well understood. To this effort, I first 
spectroscopically examine U/LIRGs (1011 < LIR < 1013 L⊙) within the IRAS 2 Jansky Redshift 
Survey with 0.05 < z < 0.16.  
Using new spectrophotometric data, I classify the primary source of IR radiation as being 
a nuclear starburst or a type of AGN by using the Baldwin-Phillips-Terlevich (BPT) diagrams. I 
 v 
show that for the U/LIRGs in my sample the properties that describe their nuclear starbursts and 
AGN (e.g. star formation rate (SFR), L[O III], optical D parameter, D4000, and EW(Hδ)) are 
independent of one another, ensuring that no biases affect correlations between these properties 
and objects' locations on the BPT diagrams.  I then derive evolutionary paths on the BPT 
diagram involving [N II]/Hα that are based on how these properties vary between two U/LIRGs 
positioned at the end-points. The paths involve U/LIRGs that decrease in SFR and increase in 
AGN activity. Paths with U/LIRGs that evolve into high luminosity AGN likely do so due to 
recent, strong starbursts.  
Second, to study how the properties of the IR power sources in U/LIRGs vary, I use a 
combination of photometric data points that I carefully measure (using photometry from SDSS, 
2MASS, WISE, and Spitzer) and that I retrieve from catalogues (IRAS, AKARI, and ISO) to 
perform UV to FIR SED-fitting with CIGALE (Code Investigating GALaxy Emission) for 34 
U/LIRGs from the IRAS 2 Jy Redshift Survey with 0.01 < z < 0.16. CIGALE allows for the 
estimation of numerous physical properties by means of a Bayesian-like analysis, but for this 
work I focus on derived outputs for the SFR, AGN contribution, D4000, stellar mass (Mstar), 
young stellar population age (i.e. the age of the most recent starburst activity), starburst mass 
fraction, luminosity absorbed by dust, and stellar mass-weighted age. Comparing the properties 
of the IR power sources in U/LIRGs with age-related properties provides clues as to which type 
of IR power source forms first and how starburst age varies with starburst/AGN strength.  
I find evidence that the nuclear starburst forms first in U/LIRGs, and also find that 
U/LIRGs with relatively similar SFRs show increased AGN activity if they are older. However, I 
also find that a young U/LIRG can show a relatively large amount of AGN activity if a very 
large starburst is present. Then, I quantify the timescales at which the starburst activity in my 
 vi 
U/LIRGs evolves with the use of the Tukey-Kramer method of statistical analysis, and fit an 
exponential curve to the data to describe the expected amount of decrease in SFR seen for a 
U/LIRG in my sample over a given change in starburst age. Finally, I find evidence that the 
stellar mass and starburst mass fractions influence whether a U/LIRG in my sample will have a 
strong AGN and SFR, respectively. I compare the SFR-Mstar relationship seen in my sample with 
those predicted by models and found from previous observations. I find that the U/LIRGs with 
older starbursts (>125 Myr) agree with previous results, while those with younger starbursts 
show a large dispersion in Mstar. I conclude that this is supporting evidence that the star 
formation histories and timescales at which the IR power sources in U/LIRGs evolve are 
responsible for the scatter found for the SFR-Mstar relationship. 
U/LIRGs that form from merging gas-rich disk galaxies could also represent a stage of 
galaxy evolution involving heavy formation of globular clusters (GCs). It has been suggested 
that a large number of stellar clusters form during the merging of two gas-rich disk galaxies, 
leading to open and young massive clusters with the latter likely evolving into GCs. Furthering 
our understanding of GC formation can uncover the connection between GCs and their host 
galaxies, which could, at some point during their formation or evolution, be U/LIRGs. To 
understand GC formation in the context of hierarchical galaxy formation, it is necessary to 
understand the origin of their abundance patterns. To this effort, I use SDSS spectra from Data 
Release 8 and 9 to estimate carbon (C) abundances for five GCs by matching synthetic spectra, 
created with TURBOSPECTRUM using atmospheric parameters derived from the Segue Stellar 
Parameter Pipeline, with observed spectra at the CH G-band feature. I find large spreads in the C 
abundances throughout the color magnitude diagrams of the GCs, which serves as evidence for 
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1.1 What are Luminous and Ultraluminous 
Infrared Galaxies? 
 
Luminous infrared galaxies (LIRGs) and ultraluminous infrared galaxies (ULIRGs) are galaxies 
that emit the majority of their radiation as infrared (IR) emission. LIRGs and ULIRGs have IR 
luminosities (LIR, defined as the emission between 8 – 1000 m) between 1011 and 1012 L and 
between 1012 and 1013 L

, respectively. Some of the brightest galaxies in the universe are LIRGs, 
ULIRGs, or even hyperluminous infrared galaxies (HyLIRGs), which have LIR < 1013 L. 
However, this was not realized until the 1983 launch of the Infrared Astronomical Satellite 
(IRAS; Neugebauer et al. 1984), which surveyed ~96% of the sky at near-IR (NIR) to far-IR 
(FIR) wavelengths. IRAS resulted in the detection of tens of thousands of galaxies, most of which 
had not been previously detected in the optical, and revolutionized galaxy classification. Using 
IRAS data, one can determine LIR from the equations: 
 
L (8 − 1000  𝜇m) =   4𝜋D F     (L

), 
and F = 1.8   ×  10   (13.48𝑓 + 5.16𝑓 + 2.58𝑓 +  𝑓 )   (W m-2), 
 
where DL is the luminosity distance and f12, f25, f60, and f100 are the IRAS flux densities at 12, 25, 
60, and 100 𝜇m, respectively (Sanders & Mirabel 1996).  
 Upon their initial discovery, LIRGs and ULIRGs (U/LIRGs) were merely thought to be 
relatively rare oddities. Indeed they are scarce locally – the space density of these objects is 
several orders of magnitude lower than that of normal galaxies, and only slightly higher than that 









within a redshift of ~0.033, and this is indeed true (Arp 220 with z = 0.018). However, sub-
millimeter and millimeter surveys compiled a couple of decades after IRAS resulted in the 
discovery that ULIRGs are orders of magnitude more numerous at z > 1 than they are locally, 
significantly outnumbering optically-bright quasars at similar redshifts. This provided evidence 
that these objects influence galaxy formation and evolution more strongly than originally 
thought, with ULIRGs perhaps serving as examples of galaxies undergoing mysterious phases of 
intense IR emission on their way to becoming some of the most massive galaxies seen in the 
local universe.  
Furthermore, LIRGs were found to contribute ~80 – 90% to the cosmic IR background 
detected by the Infrared Space Observatory (ISO) by Chary & Elbaz (2001).  The deep 
Spitzer/MIPS surveys of Rieke et al. (2004) then confirmed the major contributions of LIRGs to 
overall galaxy evolution at redshifts between 0.5 and 1, supported by increase in luminosity of 
the  IR  luminosity  function  with  increasing  z  (Le  Floc’h  et  al.  2005;;  Pérez-González et al. 2005). 
U/LIRGs dominate the population of extragalactic objects at Lbol > 1011 L in the infrared galaxy 
luminosity function. LIRGs are as abundant as Markarian Seyferts and ~3 times more so than 
Markarian starbursts for 1011 < Lbol < 1012 L. There also seem to be about twice as many 
ULIRGs as optically-bright quasars, which are the only other class of objects with Lbol values 
that rival. Consequentially, U/LIRGs have been found to be the primary contributors to the co-
moving star formation rate (SFR) density of the universe, measured in the IR, for 0.5 < z < 1 
(Elbaz   et   al.   2002;;   Le   Floc’h   et   al.   2005;;   Pèrez-Gonzàlez et al. 2005; Takeuchi et al. 2005; 
Caputi et al. 2007; Magnelli et al. 2009). Thus, understanding the nature and evolution of 
U/LIRGs is inevitably necessary for further comprehension of overall galaxy evolution and 
formation, as well as the evolution of the universe as a whole.  
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Galaxies were first observed in the infrared in the late nineteen-sixties, and it was found that 
some galaxies emit as much infrared radiation as optical (Low & Kleinmann 1968; Kleinmann & 
Low 1970a,b). Several galaxies emitting primarily in the IR from the nuclear regions were 
discovered during these early studies and discussed by Rieke & Low (1972). The work 
completed by van der Kruit (1971) initially proposed the idea later established by de Jong et al. 
(1985) and Helou et al. (1985) of the existence of a strong correlation between the 21 cm radio 
continuum and the 10 m flux among Seyfert galaxies (and those similar).  
It was thought that perhaps a strong radio source might be producing synchrotron 
radiation, serving as the source of increased IR emission in these galaxies. However, this 
proposition was countered when the 10 m flux in NGC 1068 – an example of a prototype 
Seyfert 2 galaxy – showed evidence of being extended (Becklin et al. 1973) rather than showing 
variability (Stein et al. 1974). Several IR studies involving larger samples of Seyfert galaxies, 
starburst galaxies, and bright spirals led to the eventual conclusion that thermal emission from 
dust better explained the shape of the IR continuum in the majority of these objects (Rieke & 
Lebofsky 1979). Nuclear starbursts1 seemed to be the best sources to provide the initial radiation 
emitted to be later reradiated by dust in normal galaxies and starbursts. This also appeared to be 
                                                        
1 A nuclear starburst is a “burst” in the star formation rate in the nuclear region of a galaxy of 
duration ~107 – 108 years involving as much as 5% of the total stellar mass (Larson & Tinsley 
1978). 
 5 
true for Seyferts and quasars, along with the possibility of an active galactic nucleus (AGN)2 
heavily obscured by dust.  
There also appeared to be connection between galaxy interactions and the proposed 
sources of IR radiation in the galaxies of these early studies. Toomre & Toomre (1972) and 
Larson & Tinsley (1978) pointed out the relevance of galaxy interactions and mergers in 
triggering extreme nuclear and extended starburst activity. Radio emission in the nuclei of 
interacting galaxies was also found to be enhanced compared to isolated galaxies (Condon & 
Dressel 1978; Hummel 1980), and was thought to be further evidence of strong nuclear 
starbursts (Condon et al. 1982) in these objects. Starbursts were confirmed to indeed be the 
source of the strong IR and radio emission in Arp 299 (Gehrz et al. 1983), as well as in 
additional interacting and merging systems that showed highly enhanced IR emission (Joseph et 
al. 1984; Lonsdale, Persson & Matthews 1984; Cutri & McAlary 1985; Joseph & Wright 1985).  
Thus, much evidence had been found even prior to the launch of IRAS to support 
powerful nuclear starbursts and AGN as contenders for the IR power sources in galaxies with 
increased IR emission. Galaxy interactions also seemed to serve as the mechanisms to ignite 
these phenomena. IRAS (Neugebauer et al. 1984) surveyed nearly the entire sky at 12, 25, 60, 
and 100 m – wavelengths that fall within the thermal IR3 – and, in doing so, detected several 
new galaxies that primarily emitted re-radiated emission from dust, leading to the concrete 
discovery of U/LIRGs as new classes of galaxies. Initial studies of optically-selected Seyfert 
                                                        
2 An AGN is the gravitational accretion of matter onto a nuclear compact source, such as a 
supermassive black hole. Two classes have been identified based on optical spectroscopic 
observations: type 1 AGN, which show broad permitted and narrow forbidden lines in optical 
spectra, and type 2 AGN, which show high ionization narrow emission lines (Colpi et al. 2006). 
3 The thermal IR is the wavelength region over which dust can thermally re-radiate emission, and 
ranges from the dust sublimation temperature of ~1 m to ~1000 m, which is the wavelength at 
which non-thermal processes tend to become the dominant sources of emission (Lonsdale, 
Farrah, & Smith (2006). 
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galaxies and quasars using IRAS data provided evidence that significant amounts of IR radiation 
can come from active galaxies (Miley et al. 1985; Neugebauer et al. 1985, 1986). IRAS data was 
later combined with multi-wavelength data from several surveys to confirm that the IR power 
sources in U/LIRGs are compact nuclear starbursts and/or highly obscured AGN, and that these 
phenomena are commonly triggered by galaxy interactions and mergers.  
 
1.2.2 Interactions and Merging in U/LIRGs 
 
The earliest studies of IR-luminous sources over wide ranges of LIR (e.g. Soifer et al. 1984; 
Rieke & Lebofsky 1986) showed that objects with LIR < 109 L primarily consisted of isolated E 
and S0 galaxies with few spirals. The fraction of spirals increased with LIR, though, and for 1010 
< LIR < 1011 L, Sb and Sc galaxies dominated. The majority of galaxies was still found to be 
spirals for LIR > 1011 L but with ~12 – 25% either residing in interacting systems or showing 
signs of morphological disturbance.  
 Later studies focusing on U/LIRGs alone concluded that these more IR-luminous objects 
occurred more frequently in interacting or merging systems. Armus, Heckman, & Miley 1987 
used imaging to show that at least 70% of their sample of U/LIRGs were members of interacting 
systems, many which involved merging disk galaxies. Furthermore, the most IR-bright sources 
in the IRAS database were consistently found to be interacting systems or mergers (Kleinmann & 
Keel 1987; Sanders et al. 1987, 1988b; Hutchings & Neff 1987; Vader & Simon 1987).  
From the mid- to late-nineties, the precise fractions of U/LIRGs that were members of 
interacting systems remained unclear. The studies of Melnick & Mirabel (1990), Hutchings & 
Neff (1991), and Clements et al. (1996) found that at least 90% of their samples of ULIRGs were 
interacting systems. However, Lawrence et al. (1989), Zou et al. (1991), and Leech et al. (1994) 
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found that >70% of their ULIRG samples showed evidence of interacting or merging. However, 
by the late-nineties it was confirmed that the fraction of interacting systems increases 
systematically with increasing LIR. Sanders et al. (1988a) and Melnick & Mirabel (1990) 
demonstrated with optical imaging that the fraction of interacting systems for their samples of 
U/LIRGs taken from the Bright Galaxy Survey (BGS; Soifer et al. 1989) rises from ~10% for LIR 
= L10.5-11.0 L

 to nearly 100% for LIR > 1012.0 L. Several additional studies have found that a 
majority of the ULIRGs in their samples – usually at least 95% – are interacting (e.g. Kim 1995; 
Murphy et al. 1996; Clements et al. 1996), including works using imaging of increased 
sensitivity from the Hubble Space Telescope (Surace et al. 1998, 2000) and show wide ranges of 
merger stages (Farrah et al. 2001).  
Borne et al. (2000) has suggested that, because some ULIRGs appear to be mergers of 
more than two galaxies, they might be the remnants of compact galaxy groups. However, the 
work of Veilleux, Kim, & Sanders (2002) – the largest optical-NIR imaging survey of ULIRGs – 
show that, for their sample of 118 ULIRGs from the IRAS 1 Jy Spectroscopic Survey, nearly all 
show signs of interactions, but only few could be confirmed as mergers between more than two 
galaxies.  
NIR imaging has been useful in determining nuclear separations in ULIRGs, as the 
optical depth in this wavelength range is much lower as compared to the optical. Sanders (1992) 
found a mean separation of ~2 kpc for ULIRGs in the BGS, and a range of < 0.3 – 10 kpc. 
Murphy et al. (1996) and Kim (1995) find similar separations, but also find some objects with 
separations as large as 20 – 40 kpc.  
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1.2.3 Nuclear Starbursts and AGN as Nuclear Power Sources 
in U/LIRGs 
 
U/LIRGs are highly dusty galaxies, but optical spectroscopy can still be used to detect 
spectroscopic signatures of starbursts and AGN in objects with moderate obscuration. Emission 
line diagnostics for optical wavelengths have been developed and improved over the last three 
decades (Baldwin, Phillips, & Terlevich 1981; Veilleux & Osterbrock 1987; Osterbrock, Tran, & 
Veilleux 1992; Dopita et al. 2000), which provide clues about the nature of the IR power source 
in U/LIRGs to be found with the measurement of line ratios.  
Studies using optical spectroscopy have been conducted since the mid-eighties to 
determine the nature of IR power sources in U/LIRGs. Some of the earliest of these studies 
showed that the IR emission in most U/LIRGs was powered by starbursts (Elston, Cornell, & 
Lebofsky 1985). Other studies   with   “warmer”   (f25/f60 > 0.3) IR colors seemed to be biased 
toward Seyferts and Low Ionization Nuclear Emission Line Regions (LINERs4) (Heckman 1980; 
de  Grijp  et  al.  1985;;  Osterbrock  &  Robertis  1985).  U/LIRGs  with  “cool”  (f25/f60 < 0.3) IR colors 
appeared to be powered by starbursts (Heckman, Armus, & Miley 1987; Armus, Heckman, & 
Miley 1989).  
The diagnostic emission-line ratios of Veilleux & Osterbrock (1987) were used to 
analyze long-slit spectroscopy of complete samples of U/LIRGs in the works of Kim et al. 
(1995), Veilleux et al. (1995), and later in Kim et al. (1998a,b), who supplemented the sample of 
the previous two works with additional ULIRGs. They found that Seyfert galaxies systematically 
increased from ~4% at LIR = 1010.0-11.0 L to ~45% at LIR > 10
12.3 L

. LINERs, however, 
remained constant at ~33% for LIR > 1010 L. 
                                                        
4 A LINER is a type of AGN with strong line emission from weakly ionized atoms (e.g. O I, N I, 
and S I) and weak emission lines from strongly ionized atoms (e.g. O II, Ne II, and He I). 
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The works involving the sample of ULIRGs from the 1 Jy Survey of ULIRGs by Kim et 
al. (1998b) and Veilleux, Kim, & Sanders (1999) showed that the majority of ULIRGs show 
evidence of having starbursts in the optical, but that the fraction of ULIRGs with Seyfert 1 or 2 
optical spectra increases with increasing LIR (while still showing evidence for continuous or 
recent star formation). They also found that ~30% of the Seyferts are of type 1, and that this 
fraction increased compared to type 2 Seyferts with increasing LIR. Studies using NIR 
spectroscopy of ULIRGs by Veilleux, Sanders, & Kim (1997) and Veilleux, Sanders, & Kim 
(1999) found that ~25% of ULIRGs exhibited evidence for an AGN, and that the fraction is 
positively correlated with LIR (reaching a maximum of ~50% at LIR > 1012.3 L). Furthermore, 
ULIRGs   with   “warm”   IR colors   show   broad   lines   in   the   NIR   more   frequently   than   “cool”  
ULIRGs. There is also no correlation that has been found between extinction in the narrow line 
region and the presence of broad lines in the NIR. This implies that the narrow line region and 
the broad line region do not lie along the same line of sight.  
The line of sight is currently what defines a Seyfert galaxy as being of type 1 versus type 
2, as the direction that we look at an AGN can determine whether or not it is seen as being 
obscured. This concept is known as the AGN unification model (Bianchi et al. 2012) where the 
material surrounding the AGN acquires a torus shape from the residual angular momentum in the 
accreting gas. A narrow-line or type 2 AGN is one in which the line of sight to an observer 
intersects the torus and the emission from the inner broad-line region is obscured. A broad-line 
or  type  1  AGN  is  one  where  the  observer’s  line  of  sight  is  such  that  the  torus  does  not  intersect  
and the inner broad-line region is visible. In other words, type 1 AGN are seen as being more 
“face-on,”  while those that are type 2 are seen at more of an inclination angle. 
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1.2.4 Understanding the Starburst-AGN Connection in 
U/LIRGs 
 
We have discussed several studies of U/LIRGs (e.g. Kim 1995; Clements et al. 1996; Farrah et 
al. 2001; Veilleux et al. 2002; and references therein) which have concluded that strong 
interactions and merging between molecular gas-rich spirals trigger nuclear starbursts and/or an 
AGN, which then lead to the birth of a U/LIRG with the substantially increased amounts of IR 
radiation that is created by these power sources. However, the nature of the starbursts and AGN 
within U/LIRGs, as well as the evolutionary connection between the two, is poorly understood.  
It is believed that, while an AGN can contribute, the bulk of the large IR luminosities 
emitted by U/LIRGs is produced when dust re-radiates stellar emission created from intense star-
forming activity (Sanders & Mirabel 1996). The IR luminosities of LIRGs have been found to 
correlate with star formation rates (SFRs) as high as ~170 M⊙ yr-1 according to the formulae of 
Kennicutt (1998). However, U/LIRGs have also exhibited evidence of AGN activity. Veilleux et 
al. (1995) and Kim et al. (1995) spectroscopically classified U/LIRGs and showed that at higher 
IR luminosities, higher fractions of U/LIRGs harbored an AGN. However, they were unable to 
derive precise quantitative contributions to the IR or bolometric luminosities from star formation 
or an AGN. Later works have done this; however, independent studies of the same U/LIRGs 
have derived contradictory results in regards to the contributions of their respective IR power 
sources to their bolometric luminosities (e.g. Downes & Eckart 2007; Batejat et al. 2012). Thus, 
while it is widely accepted that starbursts and AGN are deeply buried by large amounts of 
molecular gas and interstellar dust in the centers of U/LIRGs, interstellar extinction has proven 
to be a roadblock in determining the nature of the central IR power sources in U/LIRGs as well 
as   their   contributing   factors   to   their  host’s  overall   IR   and  bolometric   luminosities.   It   has  been  
 11 
argued that AGN could be more dominant than we observe – if observed at all – if the signatures 
of these powerful but compact (<500 pc) sources at optical and NIR wavelengths are too highly 
obscured by extinction (e.g. Sanders 1999). Others argue that, while evidence for starbursts is 
slightly easier to observe, as these sources are far more extended (>kpc), all available diagnostic 
evidence implies that a recent burst of star formation is responsible for the majority of the IR 
luminosity in the majority of U/LIRGs (e.g. Joseph 1999). There continues to be a high 
uncertainty as to whether the compact, dust-obscured cores of U/LIRGs are powered by compact 
starburst regions, AGN, or both, though the conditions in the centers of U/LIRGs are certainly 
optimal for fueling both powerful nuclear starbursts and AGN. 
Furthering our understanding of the evolutionary connection between and nature of 
nuclear starbursts and AGN in U/LIRGs is crucial in understanding many components of galaxy 
evolution. For example, the widely varying physical scales of each power source make it difficult 
to determine specifically how one or the other enables the growth of a galaxy bulge. However, 
insight regarding the correlation between bulge and supermassive black hole (SMBH) growth 
has been found in understanding how AGN relate to the properties of their host galaxies (e.g. 
York et al. 2000; Strauss et al. 2002; Kauffmann et al. 2003a; Heckman et al. 2004; Abazajian et 
al. 2009). Thus, studying the properties of U/LIRGs likely to host AGN can be useful to this 
point, in addition to the fact that their dusty environments facilitate the growth of SMBHs. 
Furthermore, the reliable determination of host properties such as the respective 
contributions of both nuclear starbursts and AGN to the bolometric luminosity in U/LIRGs is 
crucial in testing the hypothesized evolutionary scheme for these galaxies. A number of studies 
have suggested (e.g. Kim et al. 1995; Farrah et al. 2001; Dasyra et al. 2006; Veilleux et al. 2009; 
and references therein) that gas-rich field galaxies evolve into U/LIRGs first by merging into one 
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another, allowing for a continuous inflow of gas into the nuclear region. In contrast to stars, 
which relax violently and on longer timescales, this gas behaves differently. The gas is very 
dissipative, as it has a much larger cross-section, and efficiently radiates thermal energy 
generated by shocks that occur during cloud collisions. A strong dynamical interaction disrupts 
the rotational symmetry and centrifugal support for gas, which prompts violent tidal forces that 
produce extended tails and bridges. These trigger central bars, which then produce shocks in the 
leading front and efficiently disperse the ordered motions and gas angular momentum. The gas 
eventually becomes efficiently compressed in the nuclear region enough to allow star formation. 
Numerical simulations of galaxy encounters, first established by Toomre (1977) and later 
improved by works such as Barnes & Hernquist (1992), have obtained results to support this 
theory. 
The nuclear starburst can then birth a U/LIRG if enough IR emission is generated, and 
can possibly also lead to an AGN if gas and dust begins to accrete rapidly onto the central 
SMBH. It is then thought that the merger becomes an optically bright quasar (Sanders et al. 
1988b; Hopkins et al. 2006; Yuan, Kewley, & Sanders 2010). Sanders et al. (1988b) first 
suggested that there was an evolutionary connection between ULIRGs and quasars based on their 
analysis of the morphologies and spectroscopic classifications of a complete sample of IRAS-
selected ULIRGs. The optical spectra showed evidence of the presence of both starburst- and 
AGN-powered objects, both of which also seemed to be propelled by large reservoirs of 
molecular gas. They suggested that ULIRGs serve as an initial dust-enshrouded phases of 
quasars. Once the nuclei expel their envelopes of dust, the AGN is allowed to dominate. The 
starburst fades in time and eventually the object becomes an optically bright quasar.   
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Sanders   et   al.   (1988b)   also   showed   that   a   large   fraction   of   ULIRGs   with   “warm”   IR  
colors have spectral energy distributions (SEDs) with mid-IR (MIR) emission (~5 – 40 m) of 
more  than  an  order  of  magnitude  greater  than  “cooler”  ULIRGs  and  starburst  galaxies  in  general  
(which have SEDs that peak around 100 m).  Objects   that   are   classified   as   “warm”  based   on  
their SEDs include radio galaxies and quasars. Thus, this result of Sanders et al. (1988b) led 
them  to  believe  that  active  galaxies  evolve  from  the  starburst  phase,  where  they  exhibit  a  “cool”  
SED, to the ULIRG  phase,  where  their  SEDs  are  now  considered  to  be  “warm,”  and  finally  to  the  
optically bright normal quasar phase.  
After becoming a quasar, a ULIRG can eventually evolve into a massive elliptical galaxy 
(Kormendy & Sanders 1992; Tacconi et al. 2002; Rothberg & Fischer 2010; Rothberg et al. 
2013) upon the ultimate quenching of star formation and virialization of the stellar orbits. This 
was originally suggested by Toomre (1977), and confirmed upon the discovery by Kormendy & 
Sanders (1992) that the typical gas densities found by interferometric imaging of CO emission in 
ULIRGs are very close to the large values of stellar densities in the cores of E/S0 galaxies.  
The evolutionary scheme that suggests the merging of gas-rich spirals leads to a nuclear 
starburst and possibly an AGN, which would then subsequently evolve into a quasar and finally 
an elliptical galaxy, is a convincing one. However, one major uncertainty in the study of the 
evolution of gas-rich mergers concerns the method of exhaustion or expulsion of the gas. Recent 
Herschel velocity-resolved spectroscopic studies of ULIRGs (e.g. Fischer et al. 2010; Sturm et 
al. 2011; Veilleux et al. 2013; Gonzalez-Alfonso et al. 2014; and references therein) have 
discovered massive molecular outflows with velocities of over 1000 km/s that appear to be 
fastest in galaxies classified as AGN-dominated according to MIR classification methods, 
suggesting that AGN are responsible for the clearing out of the star-forming molecular gas. 
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Further understanding the nature of the IR power sources in U/LIRGs and their relationships to 
the evolutionary stages of their hosts, as well as determining an independent estimate of the 
nuclear starburst and AGN contributions to the bolometric luminosities for these objects, can 
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Chapter 2 
Evolutionary Paths along the BPT Diagram for 





The evolutionary connection between nuclear starbursts and active galactic nuclei (AGNs) in 
luminous infrared galaxies (LIRGs) and ultraluminous infrared galaxies (ULIRGs), which result 
from galaxy interactions and mergers and produce the bulk of their radiation as infrared (IR) 
emission, is not well understood. To this effort, we present and examine new spectrophotometric 
data for five U/LIRGs (1011 < LIR < 1013 L) within the IRAS 2 Jy Redshift Survey with 
0.05o<ozo< 0.07. We show that our sample consists almost entirely of composite objects – thus 
hosting both a nuclear starburst and an AGN – using the BPT diagrams. We then show that for 
our sample of U/LIRGs the properties that describe their nuclear starbursts and AGN (e.g., star 
formation rate, L[O III], optical D parameter,   D4000,   and   EW(Hδ))   are   independent   of   one  
another, ensuring that no biases affect correlations between these parameters and the object 
locations on the BPT diagrams. Finally, we derive evolutionary paths on the BPT diagram 
involving [N II]/Hα   that   are   based on how these parameters vary between two U/LIRGs 
positioned at the end-points of these paths. The U/LIRGs at the end-points of a given path 
represent the beginning and end states of a U/LIRG evolving along that path. These paths may be 
able to specifically explain how all local U/LIRGs evolve along the BPT diagram, and serve as a 
starting point for future quantitative analysis on the evolution of U/LIRGs.5 
 
  
                                                        
5 The work discussed in this chapter has been accepted for publication in The Astrophysical 
Journal   with   the   title   “Evolutionary   Paths   along   the   BPT   Diagram   for   Luminous   and  
Ultraluminous  Infrared  Galaxies.”  
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2.2 Introduction 
The importance of understanding the evolution of luminous infrared galaxies (LIRGs; 
1011o<oLIRo(8 – 1000   μm)   <   1012 L; Sanders & Mirabel 1996) and ultraluminous infrared 
galaxies (ULIRGs; 1012 < LIR (8 – 1000  μm)  <  1013 L; Lonsdale et al. 2006) in the context of 
overall galaxy evolution became apparent upon the discovery of a significant number of 
U/LIRGs in the local (zo< 0.1) universe (Soifer et al. 1987). U/LIRGs are also the primary 
contributors to the co-moving star formation rate (SFR) density of the universe at z > 1 (Elbaz et 
al.  2002;;  Le  Floc’h  et  al.  2005; Pèrez-Gonzàlez et al. 2005; Takeuchi et al. 2005; Caputi et al. 
2007). Several studies of U/LIRGs (Kim 1995; Clements et al. 1996; Farrah et al. 2001; Veilleux 
et al. 2002) have come to the conclusion that strong interactions and merging between galaxies, 
along with associated shocks (Bushouse 1987; Liu & Kennicutt 1995; Barnes 2004) is 
responsible for triggering nuclear starbursts, an active galactic nucleus (AGN), or both within 
U/LIRGs (see Sanders & Mirabel 1996 for a review). Substantially large amounts of infrared 
(IR) radiation is produced from a nuclear starburst when the ultraviolet emission from young, hot 
stars is absorbed by dust and reradiated in the IR, and from an AGN when material begins to 
rapidly accrete onto the central supermassive black hole. Hence, the production of these IR 
power sources lead to the birth of a U/LIRG with the substantially increased amounts of IR 
radiation that they create. 
However, the nature of the starbursts and AGN within U/LIRGs, as well as the 
evolutionary connection between the two, is poorly understood. For example, while studies of 
U/LIRGs (Kim 1995; Veilleux et al. 1995) have shown the dominant power source to be 
extended (>kpc) starburst activity for LIRGs with lower IR luminosities, and compact (<500 pc) 
nuclear activity for higher luminosity LIRGs and ULIRGs, independent studies of the same 
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U/LIRGs derive contradictory results in regards to the contributions of their respective IR power 
sources to their bolometric luminosities. This is especially true for ULIRGs; there is high 
uncertainty as to whether their compact, dust-obscured cores are powered by compact starburst 
regions, AGN, or both (Sanders 1999). 
Furthermore, a number of studies have suggested (Kim et al. 1995; Farrah et al. 2001; 
Kim & Sanders 1998; Dasyra et al. 2006; Veilleux et al. 2009) that gas-rich disk galaxies from 
the field evolve into U/LIRGs by first merging into one another, with tidal interactions and 
shocks initially igniting heavy star formation and eventually leading to nuclear starbursts and/or 
an AGN. It is then thought that the merger becomes an optically bright quasar upon the ultimate 
quenching of star formation within the merger remnant (Sanders et al. 1988; Hopkins et al. 2006; 
Yuan et al. 2010) and ultimately an intermediate-mass elliptical galaxy (Tacconi et al. 2002). 
Essential to testing this hypothesis is the clarification of the IR power sources in U/LIRGs, as 
well as their relationships with the evolutionary stage of their hosts. 
The BPT diagrams (Baldwin et al. 1981) have become standard and widely-used 
(Alonso-Herrero et al. 2009; Yuan et al. 2010; Lee et al. 2011b; LaMassa et al. 2012) optical 
emission line diagnostic tools to determine the primary central energy source in a galaxy. These 
diagrams plot the emission line ratios [O III]λ5007/Hβ,   [N   II]   λλ6548,6584/Hα,  
[SoII]oλλ6716,6731/Hα,   and   [O   I]   λ6300/Hα,   which   are   sensitive   to   the   hardness   of   the  
ionization radiation field, and can be used to distinguish between galaxies that are H II-region-
like, low- ionization nuclear emission-line region-like (LINER), Seyferts, or composites. This 
method has been modified by Veilleux & Osterbrock (1987) and again by Kewley et al. (2001a, 
2001b), Kauffmann et al. (2003), and Kewley et al. (2006). We employ the most recent 
adaptation of this tool in our study (see additional discussion in Appendix A). 
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There are also several spectral features that can help to further understand the IR power 
sources in U/LIRGs. The 4000 Å break (D4000) offers information about the age of the mean 
stellar   population   of   the   most   recent   starburst.   The   equivalent   width   (EW)   of   Hδ   absorption  
(EW(Hδ))  provides  evidence  as  to  whether  or  not  a  recent  burst  of  star  formation  occurred. The 
luminosity of the [O III] emission line (L[O III]) correlates with the strength of the AGN, if 
present, and the SFR in the nuclear region is related to the strength of the nuclear starburst. 
Combining optical classifications for the power sources in our U/LIRGs with the properties of 
their IR power sources, the relative ages of the stellar populations in the nuclear regions, and 
their precise locations on the BPT diagrams can provide insight as to how the IR power sources 
in U/LIRGs evolve over time. 
In this study, we present and analyze new spectrophotometric data for the nuclear regions 
of five U/LIRGs in the IRAS 2 Jy Redshift Survey (Strauss et al. 1992). This chapter is organized 
as follows. Details about the sample, observations, and data reduction are given in Section 2.3. 
Here we present the new data and describe necessary corrections that were made to measure the 
spectral features of interest. In Section 2.4 we discuss the optical spectral classifications of our 
sample of U/LIRGs determined from BPT diagrams. In Section 2.5 we discuss the methods to 
measure the aforementioned properties of the IR power sources and present the results for the 
nuclear regions of each U/LIRG in our sample. Section 2.6 discusses our results and describes 
several proposed evolutionary schemes for U/LIRGs, complete with paths on the BPT diagram 
that are to be further investigated in a future work. Finally, we summarize in Section 2.7. 
Throughout this work, we adopt a (H0 = 70 km s-1 Mpc-1, M = 0.27,  = 0.73) cosmology. 
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2.3 Sample and Observations 
2.3.1 IRAS 2 Jy Redshift Survey 
Our sample is a subset of the IRAS 2 Jy Redshift Survey (Strauss et al. 1992) that consists of 
U/LIRGs by definition – that is, galaxies with (1011 < LIR < 1013 L). Major work focusing on 
the starburst-AGN connection in U/LIRGs has involved the study of U/LIRGs within the 
following local samples: the IRAS 1 Jy sample of ULIRGs (Kim & Sanders 1998), the IRAS 
Bright Galaxy Survey – or the IRAS Revised Bright Galaxy Sample (Sanders et al. 2003) – the 
Southern Warm Infrared Galaxies sample (Kewley et al. 2001b), the Final Data Release of the 
Two-degree Field Galaxy Redshift Survey (Colless et al. 2001), and the Second Data Release of 
the Six-degree Field Galaxy Survey (Jones et al. 2004, 2005). The IRAS 2 Jy Redshift Survey, on 
the other hand, has been used recently for radio studies of IR-bright galaxies (Yun et al. 2001; 
Fernandez et al. 2010) but not for probing the starburst-AGN connection in U/LIRGs. To this 
effort, we have identified five U/LIRGs within the IRAS 2 Jy Redshift Survey that are within our 
desired magnitude constraints. 
The U/LIRGs in our sample are of magnitude ≤15.5 and z > 0.05. The magnitude 
requirement guaranteed a sufficient signal-to-noise during the data acquisition for precise 
spectral classification. All objects in our sample have 0.05 < z < 0.07. Previous studies have 
analyzed more local U/LIRGs (Alonso-Herrero et al. 2012), but much less work has been done 
for U/LIRGs within this redshift range, which corresponds to objects that are seen as they were 
∼0.8 Gyr to ∼1.1 Gyr ago. 
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2.3.2 Optical Spectrophotometry 
Optical spectrophotometric data for our sample U/LIRGs were collected using the Ritchey–
Chrétien Spectrograph on the 4 m Mayall Telescope at Kitt Peak National Observatory on the 
dates of 2013 May 7–8. A long-slit aperture with a width of 1″ was used with the KPC-10A 
grating, which contains 316 lines mm-1, a spectral coverage of 4100 Å, and a blaze wavelength 
of 4000 Å in first order. The GG-385 blocking filter was used to prevent pollution from higher-
order emission. This configuration allowed us to obtain optical spectra in a wavelength range of 
∼3600–8600 Å with a spectral resolution of ∼6 Å. 
We observed all galaxies with one pointing. The slit position angle was adjusted 
accordingly for each pointing to ensure all distinguishable nuclei were in the slit. Figure 2.1 
display combined g–r–i images for all U/LIRGs in our sample taken from the Sloan Digital Sky 
Survey (SDSS) Data Release 10 (DR10; Ahn et al. 2013) with the exception of IRAS 
17501+6825, as the image for this object was not available. All images show the slit position and 
slit width to scale, as well as nucleus labels for objects with multiple nuclei. 
Three to six exposures were taken at the same pointing and position angle for each object, 
ranging from 1500 to 2000 seconds each, depending on its brightness. Table 2.1 lists the targets 
in our observing campaign with their respective coordinates. Logarithmic IR luminosities for 
each object, calculated from the formulae in Table 1 of Sanders & Mirabel (1996) (also 
Equations 1.1 and 1.2 in Section 1.1), and the IRAS flux densities in Jy at 12, 25, 60, and 
100iμm,  are  also  listed  as  well  as  the  number  of  exposures  and  corresponding  integration  times  
and position angles. The airmasses corresponding to each exposure are also included. 
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Figure 2.1. Thumbnail composite g–r–i images of all sample U/LIRGs taken from SDSS DR10 
(Ahn et al. 2013) with the exception of IRAS 17501+6825, as the image for this object was 
unavailable. All images show the slit position and slit width to scale, as well as nucleus labels for 
objects with multiple nuclei. Top left: IRAS 08507+3520. Top right: 10311+3507. Bottom left: 




































08507+3520 08:53:54.6 +35:09:00 11.63 0.0552 3 1950 0 1.25 
10311+3507 10:34:02.4 +34:52:10 11.91 0.0711 3 1200 90 1.04 
12112+0305 12:13:46.0 +02:48:38 12.33 0.0732 6 2000 90 1.19 
13458+1540 13:48:14.5 +15:25:44 11.70 0.0580 3 1950 150 1.21 
17501+6825 17:49:54.4 +68:24:26 11.63 0.0515 5 1500 150 1.24 
Table Notes. Column descriptions are as follows. (1) Galaxy name in the IRAS catalog. (2) and 
(3) Right ascension and declination in J2000.0 units. (4) Logarithmic IR luminosity calculated 
from the formulae in Table 1 of Sanders & Mirabel (1996) (also Equations 1.1 and 1.2 in Section 
1.1) and the IRAS flux  densities  in  Jy  at  12,  25,  60,  and  100  μm.  (5)  Redshift  as  determined  from  
the shift of emission lines in the spectra. (6) Number of exposures taken for the galaxy. (7) 
Integration time for each exposure, in seconds. (8) Position angle of the slit, in units of degrees. 
(9) Airmass at the beginning of the first exposure. 
 
 
The data were processed using customary data reduction and spectral extraction 
techniques in IRAF, involving use of the CCDRED and KPNOSLIT packages, respectively. 
Data reduction procedures included bias subtraction and flat fielding using a normalized flat field 
exposure. Nuclear galactic spectra were then extracted using an aperture width corresponding to 
a constant linear scale of 3 kpc at the redshift of each galaxy to minimize aperture effects. Note, 
however, that aperture sizes were not completely uniform among all objects due to the constant 
use   of   a   1″ slit width. IRAS 08507+3520 and IRAS 13458+1540 had three and two 
distinguishable nuclei, respectively, and individual apertures were traced for each of these nuclei. 
This made it possible to extract individual spectra for each member galaxy so that their unique 
properties could be derived and compared. 
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After spectral extraction, wavelength calibration was performed with the use of He–Ne–
Ar calibration lamp exposures, which were obtained for each object at the corresponding 
pointing and slit position angle. Spectrophotometric standard stars were observed throughout the 
observation period in the same way, with one to three observations of a standard per target at the 
target’s   slit   position   angle.   These   exposures   enabled   us   to   flux   calibrate   the   data   after   the  
wavelength calibration. Finally, galaxy exposures were combined (a minimum of three per 
object) to increase the signal-to-noise ratio and to remove cosmic rays. In Figure 2.2, we display 
eight spectra corresponding to the nuclear regions of the five U/LIRGs involved in this study. 
Nuclear regions from a common galaxy are distinguished by the number appended to the object 
name. These spectra have been transformed to the rest frame and have had the continuum due to 
stellar emission subtracted. Emission lines from oxygen, hydrogen, nitrogen, and sulfur, as well 
as the 4000 Å break, are clearly seen in the majority of the spectra. 
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Figure 2.2. Optical spectrophotometry of our sample of U/LIRGs taken at the 4 m Mayall 
Telescope at Kitt Peak National Observatory. All spectra have had the continuum due to stellar 
emission subtracted and have been shifted to the rest frame. Key emission line features can be 







2.3.3 Spectral Corrections Using Emission-line Measurements 
 
The calibrated spectra were transformed to the rest frame using the NEWREDSHIFT task in 
IRAF   using   redshifts   derived   from   the   shift   of   the   Hα   emission   line.   The   spectra   were   then  
corrected for Galactic extinction using the DEREDDEN task, which employs the extinction law 
of Cardelli et al. (1989). Galactic attenuation in the visual band, AV, was obtained for each object 
using the foreground reddening maps of Schlegel et al. (1998). 
In order to correct the spectra for interstellar extinction, we made preliminary 
measurements   of   the   Hα   and   Hβ   line   fluxes,   needed   to   calculate   the   Balmer   decrement,   and  
EW’s  in  each  spectrum  using  the  SPLOT  task  in  IRAF.  For  each  aperture,  direct  integration  was  
used   to  measure   the   line   flux  and  EW  for  Hβ,  while   the  deblending   task  was  used   to   fit three 
Gaussians  to  the  Hα  +  [N  II]  λλ6548,6584  complex  in  order  to  disentangle  the  Hα  line  flux  and  
EW. Several measurements were made for each Balmer line, some with the continuum fit by the 
deblending  task  and  some  with  the  continuum  fit  “by  eye,”  and a median estimate was selected 
as the final flux value. 
The Balmer decrement, if left uncorrected for stellar absorption, can significantly 
overestimate the implied obscuration (Rosa-Gonzàlez et al. 2002). Hence, it is necessary to 
correct the preliminary Balmer line EW and flux measurements for underlying stellar absorption, 
as they contain contributions from both stars and gas. Whereas the assumption of a common EW 
correction factor for a particular Balmer line is acceptable for studies involving large samples in 
which the gross characteristics of the population are being examined, more refined 
measurements are necessary for careful analysis of individual objects (Hopkins et al. 2003). 




D4000 =    ∫ 𝛌
   𝛌
∫ 𝛌   𝛌
 
 
We employ the method of Miller & Owen (2002), in which data values for D4000 and the stellar 
contribution   to   Hδ   absorption   as   a   function   of   galaxy  morphology,   provided by Poggianti & 
Barbaro (1997), are fitted linearly such that: 
 
EW(Hδ)  =  −(5.5  × D4000) + 11.6 
 
for  all  D4000,  with  a  limit  of  EW(Hδ)  =  1.0  placed  on  the  fitting  function for D4000 ≳  2.00. We 
assumed that Hβ and Hδ have similar EWs (Gonzalez Delgado et al. 1999), as was done in 
Miller  &  Owen  (2002),  and  employed  the  relation  between  Hα  and  Hβ  from  Keel  (1983): 
 
EW(Hα)  =  1.3  +  (0.4 × EW(Hβ)).  
 
We evaluate D4000 for each Galactic-extinction-corrected spectrum and use it to compute the 
analogous  EW  correction  factors  for  the  Hα  and  Hβ  lines.  We  then  use  these  correction  factors  to  
compute the stellar-absorption-corrected line fluxes following the method of Hopkins et al. 
(2003): 
 
𝑆 =   
𝐹 × (EW+ EW )  
EW  
 








flux, EW is the uncorrected Balmer line EW, and EWC is the correction factor for the Balmer 
line EW (i.e., the contribution to the Balmer line EW from stars, calculated from Equation 2.2 or 
2.3). 
If   Hα   and   Hβ   are   both   observed   as   emission   lines,   we   then   correct   the   spectrum   for  
interstellar extinction using the stellar-absorption-corrected Balmer decrement, again using the 
traditional extinction law of Cardelli et al. (1989).  We  employ  an   intrinsic  Hα/Hβ  line  ratio  of  
2.85 for star-forming galaxies and 3.1 for AGN galaxies (Osterbrock & Ferland 2006). 
Corrections for internal extinction are not made for the spectrum of IRAS 08507+3520.3, as the 
Hβ  line  is  not  observed  as  emission, nor IRAS 17501+6825, as the observed stellar-absorption-
corrected Balmer decrement is smaller than the theoretical value. 
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2.3.4 Measurement of Emission Lines 
Spectra corrected for redshift, Galactic extinction, stellar absorption, and internal extinction (if 
possible)  were  used  to  measure  fluxes  of  the  following  emission  lines:  [O  II]  λ3727,  Hβ,  [O  III]  
λλ4960,5007,   [O   I]   λ6300,   [N   II]   λλ6548,6584,   Hα,   and   [S   II]   λλ6716,6731.   The   measured  
emission line fluxes are listed in Table 2.2. We used the SPLOT task in IRAF, and implemented 
a similar procedure to that described in Section 2.3.3 – single emission lines were measured 
using direct integration, and fluxes of emission lines that were a part of complexes were 
disentangled using the deblending tool in SPLOT. 
Errors in line measurements were minimal and resulted primarily from signal-to-noise. 
The estimated error for these line measurements is no more than ∼2% – 7% except for the [O I] 
line, which resulted in error measurements of up to ∼10%, as the signal from this emission line 














































































































































































































































































































































































































































































































































































































2.4 Spectroscopic Classification 
 
We used BPT diagrams (Baldwin et al. 1981; Veilleux & Osterbrock 1987) to classify our 
sample of U/LIRGs as a H II-region-like, LINER, or Seyfert spectral type galaxy by observing 
the locations of the line ratios   [N   II]   λ6584/Hα,   [S   II]   λλ6717,6731/Hα,   [O   I]   λ6300/Hα,   and  
[OoIII]  λ5007/Hβ  with  respect  to  the  most  recent  empirical  and  theoretical  boundary  conditions  
derived by Kewley et al. (2001a, 2001b), Kauffmann et al. (2003), and Kewley et al. (2006). 
Kewley et al. (2001a, 2001b, hereafter Ke01) first determined theoretical boundaries on the BPT 
diagram for starbursts and AGN with the use of modeled line ratios. The limit above which the 
line ratios cannot be explained by star formation alone was defined as the maximum starburst 
line. Kauffmann et al. (2003, hereafter Ka03) and Kewley et al. (2006, hereafter Ke06) then 
developed empirical boundaries within the BPT diagrams that separate H II-region-like, LINER, 
and Seyfert galaxies. 
BPT diagrams with the Ke01/Ka03/Ke06 boundaries are shown in Figure 2.3. Each 
galaxy is labeled as a different colored symbol. For eased reference, the color of the symbol used 







































































































































































































































































































































































































































































The results of these diagnostic diagrams are as follows. The [O III] λ5007/Hβ   versus  
[NoII]   λ6584/Hα   diagram   reveals   that   six   out   of   the   seven   U/LIRG   nuclei   are   classified   as  
composite objects. These objects are likely to contain an AGN in addition to a metal-rich stellar 
population from an aging starburst (Ka03, Ke06). Purely star-forming galaxies on the BPT 
diagram  trend  such  that  as  [O  III]/Hβ  decreases,  the  ratio  of  [N  II]/Hα  increases  with  an  increase  
in the metallicities of star-forming regions (Charlot & Longhetti 2001). Since the evolutionary 
path  for  AGN  galaxies,  which  involves  a  positive  relationship  between  [O  III]/Hβ  and  [N  II]/Hα,  
stems from the part of the BPT diagram where metal-rich H II-region-like galaxies reside, we see 
that the stellar populations of composite objects are most likely metal-rich. 
The  [O  III]  λ5007/Hβ  versus  [S  II]  λλ6717,6731/Hα  diagram  shows  all  7  objects  as  being  
H II-region-like galaxies instead of an AGN (with one appearing to be on the cusp of becoming a 
LINER).   In   the   [O   III]   λ5007/Hβ   versus   [O   I]   λ6300/Hα   diagram, it appears that our sample 
consists of three H II-region-like objects, three LINERs, and one Seyfert. However, galaxy 
classification using the latter two diagrams is not straightforward; there do not exist boundary 
conditions distinguishing composite objects in the  diagrams  that  utilize  the  [O  I]  λ6300/Hα  and  
the   [S   II]   λλ6717,6731/Hα   ratios,   so   these   diagrams   do   not   give   any   indication   as   to  whether  
objects lying within the AGN sections of these diagrams also have contributions from a starburst, 
and vice versa. 
Furthermore, we also consider the increased effects of tidally induced gas motions and 
outflows from galactic winds as merging progresses in galaxies. These processes have been 
found to affect the emission line gas through shocks that are subsequently created (Armus et al. 
1989; Heckman et al. 1990; Lehnert & Heckman 1996; Colina et al. 2005; Zakamska 2010). It is 
thus possible that shock excitation can thus contaminate the line ratios we use to determine the 
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nature of the IR power source in our U/LIRGs. More specifically, Monreal-Ibero et al. (2006) 
and Monreal-Ibero et al. (2010) found for samples of ULIRGs and LIRGs, respectively, that 
LINER-like emission was seen, resulting of tidally induced shocks, in objects studied with data 
from integral field units (IFUs). Several other works that employed IFU data found shock 
excitation to exhibit characteristics of extended LINER-like emission (Sharp & Bland-Hawthorn 
2010; Farage et al. 2010; Rich et al. 2010). Hence, we require very strong evidence that an object 
is a LINER, and do not believe that an object falling into this category on only one BPT diagram 
constitutes as enough reason for this classification to be made. 
After carefully considering the results of all three BPT diagrams, we adopt a 
classification of H II-region-like for IRAS 10311+3507 and composite for the remaining six 
U/LIRGs in our sample. Large fractions of composite objects are common within samples of IR-
luminous galaxies (Veilleux et al. 1995; Kewley et al. 2001b; Yuan et al. 2010). Logarithmic line 
ratio values, classifications as given by individual BPT diagrams, and adopted classifications are 















































































































   
   




















































































































































































































































































































































































































































































































































































2.5 Determination of Spectroscopic Properties 
In the following section, we discuss the techniques used to determine the properties of the 
nuclear regions of our sample U/LIRGs. Spectral features within our optical spectrophotometry 
are measured to determine SFRs, AGN strengths, relative ages, and recent starburst activities. 
All derived parameters are listed in Table 2.4 for all U/LIRGs in our sample. 
Table 2.4 

























08507+3520 1 0.0552 97.50 1.58 × 1043 0.58 0.95 1.82 
08507+3520 2 0.0566 11.17 1.32 × 1042 0.61 0.91 5.65 
08507+3520 3 0.0577 0.014 8.66 × 1038 --- 1.76 1.54 
10311+3507 1 0.0711 70.04 6.77 × 1041 0.09 0.69 0.50 
12112+0305 1 0.0732 320.8 9.07 × 1043 0.78 0.69 5.93 
13458+1540 1 0.0580 498.6 1.22 × 1043 0.34 0.64 4.35 
13458+1540 2 0.0572 44.79 7.26 × 1042 0.85 0.73 3.93 
17501+6825 1 0.0515 0.163 2.20 × 1039 0.43 1.09 4.41 
Table Notes. Column descriptions are as follows. (1) Galaxy name in the IRAS catalog. (2) 
Nucleus number designated for the nucleus of a galaxy with multiple nuclei. (3) Redshift as 
determined from the shift of emission lines in the spectra. (4) SFR, in M

 yr-1, as measured from 
the   Hα   luminosity   corrected   for   AGN   emission   using   the   method   of   Wild   et   al.   (2010). (5) 
L[OoIII], in erg s-1, as corrected for emission from star formation using the method of Wild et al. 
(2010). (6) The optical D parameter, defined by Ka03. (7) The relative stellar age estimation 
parameter,   D4000,   as   defined   by   Bruzual   (1983).   (8)   The   EW   of   Hδ,   in   Å,   as   defined   by  




2.5.1 Star Formation Rates 
 
We   use  Hα   luminosities   as   optical   SFR   indicators.  We   assume   a Salpeter (1955) initial mass 
function (IMF) and a mass range from 0.1 to 100 M

, as these are the assumptions used to derive 
the  calibration  for  SFR  and  Hα  luminosity.  The  effects  of  altering  the  mass  range  or  selecting  a  
different IMF on measured SFR values are significant, and are discussed in Kennicutt (1998). 
The   Hα   (as   well   as   all   recombination)   emission   line   provides   a   nearly   instantaneous  
estimate of the SFR, independent of the star formation history, because only young, high mass 
stars (M > 10 M
 and lifetimes <20 Myr) contribute considerably to the flux of ionizing 
emission within galaxies (Kennicutt 1998). Furthermore, even in highly dust-obscured galaxies, 
the extinction-corrected   Hα   luminosity   has   been   shown   to   be   a   reliable   SFR   indicator  
(Moustakas et al. 2006), making it an excellent choice to use on our sample of dust-enshrouded 
U/LIRGs. 




-1) = 7.9 × 10-42 L(Hα)  (erg s-1). 
 
L(Hα)  is  calculated first by using the obscuration- and stellar-absorption-corrected  Hα  line  flux  
(see Section 2.3.3), and is then corrected for AGN contributions (see Section 2.5.2). SFRs 
calculated for our sample U/LIRGs are listed in Table 2.4. 
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2.5.2 AGN Strength 
2.5.2.1    [O III] Luminosity 
The  luminosity  of  the  high  ionization  [O  III]  λ5007  emission  line  is  currently  the  best  diagnostic  
of obscured (Type 2) AGN power. It has been found to correlate with several indicators used to 
measure total AGN power in unobscured (Type 1) objects. There is also a strong correlation 
between L[O III] and the optical continuum luminosity given off by unobscured AGN, enabling 
an estimate of the AGN bolometric luminosity from [O III] emission (Zakamska et al. 2003). 
Emission from both massive stars and an AGN can contribute to L[O III]. When 
analyzing spectra that have been extracted using larger apertures that approximate global 
properties more closely than nuclear properties, one can argue that the contribution to L[O III] 
from star-forming regions is very small for Type 2 AGN (e.g., ∼7% contribution to [O III] flux 
from the stellar population, see Ka03). 
However, we study the nuclear spectra of composite U/LIRGs containing measurable 
contributions to L[O III] from both a stellar population and an AGN. Thus we use the method 
described in Wild et al. (2010) to remove contributions to L[O III] from star formation. This 
method has also been successfully used by previous studies of U/LIRGs (e.g., LaMassa et al. 
2012), and is based on the assumption that as AGN activity increases in a galaxy, its position on 
the BPT diagram moves away from the Ka03 line and toward the regions where AGN reside. 
Wild et al. (2010) define star-forming and AGN demarcation lines that pass through the 
centers of the purely star-forming and pure AGN galaxies, respectively, and are defined using the 
same equations as Ke01 and Ka03: 
BPT =   1.3   +  
0.61










where BPTy is the value of log([O III]λ5007/Hβ)  and  BPTx is the value of log([N II]λ6584/Hα).  
For the star-forming demarcation line, C = CSF =  −0.08,  and  for  the  AGN  demarcation  line  C  =  
CAGN = 0.9. 
Wild et al. (2010) also define the distance of an object on the BPT diagram from the star-
forming demarcation line:  
 
𝐷 =   
C   −  C
C   −  C   , 
 
where the value of C is found by inserting the appropriate values for BPTx and BPTy into 
Equation 2.6. Wild et al. (2010) then empirically derive the following equations to correct 
L[OoIII]  and  L(Hα)  for  contamination  from  star-formation and an AGN, respectively:   
 
LOIII,AGN  = LOIII,Tot − κ(1  −  DBPT )LHα,Tot 
LHα,SF = LHα,Tot − DBPT LHα,Tot , 
 
where  “Tot”  indicates  the  total  contribution  to  the  emission  luminosity  from  both  star  formation  
and AGN. κ is the value of the [O III]/Hα  ratio  on  the  star-forming demarcation line where the 
composite galaxy originated from, assuming: 
 
log (2.87𝜅) =   BPT  
                                                                                                        = 1.3   +  
0.61
BPT   −  𝐶
 
























Wild et al. (2010) present these equations with m = 1.3 and assume an intrinsic Balmer 
decrement of 2.87 (Osterbrock & Ferland 2006). L[O III] values that have been corrected for 
stellar contributions using this method are listed for our sample U/LIRGs in Table 2.4. 
 
2.5.2.2   Optical D Parameter 
Another indicator of AGN strength is the optical D parameter:  
 
𝐷 =    log
[N  II]  𝜆6584
H𝛼   + 0.45   +   log
[O  III]  𝜆5007
H𝛽   + 0.5   , 
 
which, in contrast to DBPT as defined by Wild et al. (2010), measures the distance of an object on 
the BPT diagram from the locus of star-forming galaxies defined by Ka03. The locus is located 
at  [N  II]/Hα  =  −0.45  and  [O  III]/Hβ  =  −0.5.  Larger  values  of  D indicate a more dominant AGN 






2.5.3 Stellar Population Age 
One important indicator of relative mean stellar population age is the 4000 Å break (D4000). 
This spectral feature is observed as a discontinuity in the optical spectrum that results from 
absorption features below 4000 Å created by ionized metals in stellar atmospheres. The opacity 
of metals increases as stellar temperature decreases, and so D4000 becomes more prominent in 
the spectra of objects containing higher fractions of cooler stars (i.e., older stellar populations). 
D4000 is observed to be largest in objects with old, metal-rich populations of stars. Metallicity 
does not significantly affect stellar populations that are ∼1 Gyr old or younger, but should be 
accounted for when studying older stellar populations (Bruzual & Charlot 2003). 
We use the definition given by Bruzual (1983; see Section 2.3.3) to measure D4000 in 
our sample U/LIRGs. These values are listed in Table 2.4. 
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2.5.4 Recent Starburst Activity 
Galaxies  that  show  a  strong  absorption  of  Hδ  have  had  a  strong  burst  of  star  formation  within  the  
past 0.1 – 1  Gyr  (Worthey  &  Ottaviani  1997).  The  EW  of  Hδ  is  measured  as  follows: 
 
EW(Hδ)  =  (4083.50   –  4122.25)(1  –  FI/FC),  
 
where FI is the flux of the line within the bandpass of the feature (4083.50 – 4122.25) and FC is 
the flux in a pseudo-continuum. The pseudo-continuum is defined as the line drawn through the 
average of the flux in two parts of the continuum: one blueward of the feature   (λλ4041.60   – 
4079.75)  and  one  redward  of  the  feature  (λλ4128.50  – 4161.00). 
Higher  values  of  EW(Hδ)  are  found  in  galaxies  with  a  stronger  likelihood  of  having  had  a  







2.5.5 A Comparison of Total and Corrected Flux Values 
As  a  check  of  our  work,  we  compared   the  values   for   total  Hα  luminosity  with   those   that  have  
been corrected for AGN contamination. We also compared the values for total [O III] luminosity 
with those corrected for contamination from star formation. These values can be found in Table 
2.5. As expected, all corrected values are less than the total measured values. 
Furthermore,  we  compared   the   sum  of   the   corrected  Hα   luminosities and the corrected 
[OoIII] luminosities for all galaxy components (if more than one were present for a galaxy) to 
the IR luminosity for the entire galaxy system, as calculated from the formulae in Table 1 of 
Sanders & Mirabel (1996) and the IRAS flux densities in Jy at  12,  25,  60,  and  100  μm.  These  
values can also be found in Table 2.5. As expected once again, we found that the former quantity 






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































2.6.1 Trends of Measured Properties 
We first look at how the properties describing the IR power sources of our objects trend with one 
another for our sample of U/LIRGs. Figures 2.4 – 2.6 show comparisons between SFR and 
L[OoIII], D, and D4000, respectively, and Figures 2.7 and 2.8 show L[O III], our primary 
measure of AGN strength, compared with D and D4000, respectively. 
The properties we measure show little to no dependence on each other for the U/LIRGs 
in our sample. From Figures 2.4 and 2.5, we see that SFR is independent of L[O III] and D, 
respectively, when we do not consider data from IRAS 12112+0305. From Figures 2.7 and 2.8, 
L[OoIII] appears to be independent of stellar age (D4000) and the optical D parameter in 
addition to SFR (see again Figure 2.4), if we again consider all sample U/LIRGs except IRAS 
12112+0305. This object is known to be a very energetic U/LIRG, and we find that it hosts a 
very strong AGN in addition to an exceptionally high SFR. We treat this object as an outlier for 
the time being, with the understanding that its behavior is not typical of the majority of U/LIRGs. 
Figure 2.9 shows  EW(Hδ)  versus  L[O  III] for our sample U/LIRGs. The strength of an 
AGN for any of the objects in our sample does not seem to depend on whether or not the galaxy 
experienced a recent burst of star formation. Figure 2.10 shows  how  EW(Hδ)  relates  to  SFR.  We  
see   that   objects   with   EW(Hδ)   less   than   2   (no   recent   starburst) all have SFRs that are 
<100oM

oyr-1, while  two  separate  groups  appear  for  objects  with  EW(Hδ)  > ∼4 Å (have had a 
recent starburst) – one which exhibits higher (>300 M

 yr-1) SFRs and another with lower 
(<100oM

oyr-1). This shows that, while objects with a very high current rate of star formation 
(>300oM

oyr-1) most likely underwent a burst of star formation  within  the  past  0.1  −  1  Gyr,  the 
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current SFR of an object in our sample does not necessarily depend on whether or not a burst this 
recent occurred. For all but two objects in our sample, similar rates of star formation are found in 
objects that have had recent bursts and objects that have not. 
We do see a trend between SFR and mean stellar age (indicated by D4000, see Figure 
2.6). The age of the stellar population is younger for galaxies exhibiting higher SFRs. In fact, 
there seem to be two different groups of U/LIRGs – one that experiences a more dramatic 
decrease in SFR with age and another that undergoes a decrease in SFR that occurs more 
gradually over time. This suggests that some U/LIRGs could evolve in such a way that the SFR 
decreases very quickly over time, whereas others undergo a decrease in SFR that occurs much 
more slowly over time. Ka03 show for a large sample of AGN that the L[O III] strength varies 
with the angle from a line emerging directly upward from the locus at which it is found on the 
BPT diagram, but does not vary with its distance from the locus. Thus, AGN seem to define two 
possible  evolutionary  paths  or  “mixing  sequences”   for  AGN:  one   in  which  an  H II-region-like 
galaxy transitions into a high-luminosity  AGN  (the  “Seyfert  2 sequence”)  and  another  in  which  
an H II-region-like galaxy evolves into a low-luminosity  AGN  (the  “LINER  sequence”).  Is  this  
also true for U/LIRGs? 
 Though small, we can use this sample of U/LIRGs to investigate this question, as there 
are little to no dependences among the properties that describe their power sources, nor between 
them and age (with the exception of the SFR, which decreases with age). Thus, there will not be 
any bias within our sample leading us to believe that our objects appear to be evolving in any 
particular way due to one property affecting another. 
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Figure 2.4. SFR vs. L[O III] for our sample of U/LIRGs. Colored symbols represent the same 
galaxy nuclei as in Figure 2.3. Error bars are included for both the x and y axes for all symbols 
and, if are not seen, fall within the size of the corresponding symbol. 
 48 
 
Figure 2.5. D vs. SFR for our sample of U/LIRGs. Colored symbols represent the same galaxy 
nuclei as in Figure 2.3. Error bars are included for both the x and y axes for all symbols and, if 
are not seen, fall within the size of the corresponding symbol. 
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Figure 2.6. D4000 vs. SFR for our sample of U/LIRGs. Colored symbols represent the same 
galaxy nuclei as in Figure 2.3. Error bars are included for both the x and y axes for all symbols 
and, if are not seen, fall within the size of the corresponding symbol. 
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Figure 2.7. D vs. L[O III] for our sample of U/LIRGs. Colored symbols represent the same 
galaxy nuclei as in Figure 2.3. Error bars are included for both the x and y axes for all symbols 
and, if are not seen, fall within the size of the corresponding symbol. 
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Figure 2.8. D4000 vs. L[O III] for our sample of U/LIRGs. Colored symbols represent the same 
galaxy nuclei as in Figure 2.3. Error bars are included for both the x and y axes for all symbols 
and, if are not seen, fall within the size of the corresponding symbol. 
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Figure 2.9. EW(Hδ)   vs.   L[O   III]   for   our   sample   of  U/LIRGs.  Colored   symbols   represent   the  
same galaxy nuclei as in Figure 2.3. Error bars are included for both the x and y axes for all 
symbols and, if are not seen, fall within the size of the corresponding symbol. 
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Figure 2.10. EW(Hδ)  vs.  SFR  for  our  sample  of  U/LIRGs.  Colored  symbols  represent  the  same 
galaxy nuclei as in Figure 2.3. Error bars are included for both the x and y axes for all symbols 
and, if are not seen, fall within the size of the corresponding symbol. 
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2.6.2 Evolutionary Paths along the BPT Diagram 
We explore the evolutionary sequences of our U/LIRGs by observing the BPT diagram involving 
[N  II]  λ6584/Hα  versus  [O  III]  λ5007/Hβ  i.e.,  the  left  panel  of  Figure  2.3), but this time marking 
the positions of our objects using dots of different colors to represent specific ranges of values 
for  SFR,  L[O   III],  D4000,   and  EW(Hδ).  Figure  2.11(a) shows objects plotted on this diagram 
with red, yellow, green, blue, and purple dots to indicate: 















oyr-1 < SFR < 350 M

oyr-1, 
and SFR > 350 M

oyr-1, 
respectively. Figure 2.11(b) displays objects plotted on this diagram with red, yellow, green, and 
blue dots to indicate: 
L[O III] < 1.0 × 1042 erg s-1, 
1.0 × 1042 erg s-1 < L[O III] < 1.0 × 1043 erg s-1, 
1.0 × 1043 erg s-1 < L[O III] < 5.0 × 1043 erg s-1, 
and L[O III] > 5.0 × 1043 erg s-1, 
respectively. Figure 2.11(c) shows objects plotted on this diagram with red and blue dots to 
indicate those with: 
0.60 < D4000 < 0.80 
and 0.80 < D4000 < 1.10, 
respectively. Finally, Figure 2.11(d) displays objects plotted on this diagram with red, green, and 
blue dots to indicate: 
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EW(Hδ)  <  2  Å,   
3.5 Å  <  EW(Hδ)  <  5 Å, 
and  5  Å  <  EW(Hδ), 
respectively. 
When we look at the positions of objects on these BPT diagrams as functions of the 
parameters that provide clues about the strengths of the IR power sources within them, we can 
see subtle trends between the parameters and the positions of the U/LIRGs on the diagram. All of 
the aforementioned diagrams include paths with labels representing proposed evolutionary paths 
for the U/LIRGs in our sample. Each path begins and ends with the same two respective galaxies 
on each BPT diagram, and is derived as a possible evolutionary path based on how the SFR, 
L[OoIII],  D4000,  and  EW(Hδ)  change  between  the  two  galaxies  at  the  end  points  of  each  path.  
We do not consider paths where the galaxy at the start of the path has a higher L[O III] from an 
AGN than the galaxy at the end. This would imply a decrease in the strength  of  an  object’s  AGN  
as it traveled away from the purely star-forming region of the BPT diagram, which is contrary to 
the findings of several studies of U/LIRGs (e.g., Ka03; Wild et al. 2010) which have shown 
strong evidence to suggest that, overall, U/LIRGs evolve such that the strength of their AGNs 
increases with time. 
Path A shows a possible evolutionary scenario in which an object with characteristics like 
those of IRAS 10311+3507 evolves into an object similar to IRAS 17501+6825. For this 
scenario, the SFR decreases (see Figure 2.11(a)) with small to moderate growth in AGN strength 
(see Figure 2.11(b)). The latter part of this statement is made with the assumption that all [O III] 
emission from the initial galaxy – in this case, IRAS 10311+3507 – is caused by star formation 
since this object is classified as a purely star-forming galaxy. 
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This evolutionary process is relatively slow, since the path starts as a younger galaxy and 
ends as a significantly older one, as compared with the other galaxies in our sample (see Figure 
2.11(c)). Figure 2.11(d) suggests that the resultant galaxy from this path might have had a recent 
burst  of  star  formation,  but  evidence  for  the  slow  speed  of  the  object’s  evolution  as  well  as  the  
low SFR and weak AGN suggests that it was weak and/or short-lived. Such an evolutionary 
scenario might be seen in galaxies with lower amounts of gas and dust, and thus experience 
quenching of their star formation more quickly than others. When star formation begins to 
become quenched in the nuclear region of a galaxy, less and less material is accreted onto the 
central supermassive black hole and the AGN strengthens at a slower and slower rate. As the 
SFR and L[O III] are remarkably low for the galaxy marking the end-point of this proposed path 
(SFR = 0.16 M

oyr-1 and L[O III] = 2.20 × 1039 erg s-1 for IRAS 17501+6825), this could 
represent a lower limit for all possible evolutionary paths for U/LIRGs, including those beyond 
the scope of this text. 
Path B is an evolutionary path that stems from the same starting point as path A, but 
evolves toward an object like IRAS 08507+3520.2. The SFR decreases along this path, but 
slightly less intensely than for path A, while AGN strength increases more drastically (SFR = 
11oM

oyr-1 and L[O III] = 1.32 × 1042 erg s-1 for IRAS 08507+3520.2; see Figures 2.11(a) and 
2.11(b), respectively). We predict the evolutionary path to be relatively slow, as we see that the 
starting point of this path is a relatively young galaxy, while the end-point is one that is relatively 
old (see Figure 2.11(c)). This was also true for path A, but perhaps the occurrence of a more 
recent and/or stronger starburst, which Figure 2.11(d) suggests most likely occurred for an object 
that took this path, could explain why an object like IRAS 10311+3507 might evolve into an 
object with a stronger AGN, or perhaps into a Seyfert 2 galaxy rather than a LINER. 
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Path C is suggested as an evolutionary path for an object like IRAS 13458+1540.1 
transforming into something like IRAS 08507+3520.1. There is a decrease in SFR of nearly 
400oM

oyr-1 (see Figure 2.11(a)), while the increase in AGN strength is rather small – only 
∼4.0 × 1042 erg s-1 (see Figure 2.11(b)). An evolutionary scheme like this might be explained by 
the failure for any kind of mechanism to continue fueling this exceptionally high SFR. Figure 
2.11(d) shows that the resultant object did not likely experience a recent burst of star formation, 
which otherwise might have allowed for a less dramatic decay in the SFR. Furthermore, a galaxy 
with an initial SFR as high as that occurring in IRAS 13458+1540.1 would need a constant and 
high influx of gas to maintain both the rate of SFR and gravitational stability to prevent it from 
blowing itself apart (we note that we must be viewing IRAS 13458+1540.1 during a stage of its 
evolution that it will not remain in for long). Therefore, with nothing to fuel this powerful star-
forming environment, it will convert gas into stellar mass at an exponential rate and, in turn, 
force the rate of star formation to decrease substantially as the amount of gas diminishes. The 
time it takes to complete this evolutionary scheme is relatively long, as is seen in Figure 2.11(c). 
Finally, path D proposes the evolutionary scenario in which an object like IRAS 
13458+1540.1 changes into an object like IRAS 12112+0305. This scheme involves an object 
that starts out as something similar to that for path C, but involves a much less dramatic decrease 
in SFR (a decrease of ∼180 M

oyr-1, see Figure 2.11(a)), and an increase of nearly an order of 
magnitude in AGN strength (see Figure 2.11(b)). Figure 2.11(c) shows that this evolution occurs 
relatively quickly, suggesting that an extraordinarily powerful mechanism must be causing rapid 
and substantial growth of this AGN. Figure 2.11(d) shows the likely occurrence of a strong 
recent burst of star formation for this scheme. This could explain how a galaxy like IRAS 
13458+1540.1 can evolve into an object with such a powerful AGN in such a relatively short 
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period of time. As this proposed path starts with an object like IRAS 13458+1540.1, an object 
with a remarkably high SFR, and evolves into a galaxy similar to IRAS 12112+0305, which has 
an outstandingly strong AGN, this path could be representative of an upper limit for paths 
describing the evolution of U/LIRGs on the BPT diagram. 
We note that paths A and C could also be suggestive of evolutionary paths for U/LIRGs 
evolving toward the LINER section of the BPT diagram due to LINER-like emission coming 
from shock excitation (see Section 2.4). Previous works have found shock excitation to be 
responsible for LINER-like emission in U/LIRGs (Monreal-Ibero et al. 2006, 2010), and thus we 
state this as a possible explanation for the observed evolutionary paths for our U/LIRGs. 
It is clear that the paths described seem to form two pairs with similar slopes. One pair 
denotes U/LIRGs that are on their way to becoming Seyfert 2 galaxies, and the other shows 
galaxies likely evolving into LINERs or showing increased LINER-like emission due to shock 
excitation, which has increased affects as merger stage progresses. It seems likely that two 
“mixing  sequences”  exist  for  the  evolution  of  U/LIRGs,  as  appears  to  be  true  for  AGN  galaxies  






Figure 2.11. Same as the left panel of Figure 2.3, except galaxies are not distinguished by 
different colored symbols based their names, but dots colored according to their SFR (a), 
L[OoIII]   (b),  D4000  (c),  and  EW(Hδ)   (d).  These BPT diagrams show the  “maximum  starburst  
lines”   (solid   black   lines)   defined   by   Kewley   et   al. (2001) and the boundaries defined by 
Kauffmann et al. (2003) (black dashed lines), which distinguish between purely star-forming and 
composite galaxies. Evolutionary paths A – D, described in the text, are drawn on each BPT 





We present new optical spectrophotometry for the nuclear regions of five U/LIRGs and use these 
data to spectroscopically classify individual nuclear regions, including those objects with 
multiple nuclei. We show that our sample consists of mostly composite objects – galaxies that 
show substantial emission from both a starburst and an AGN – and thus make excellent 
laboratories for studying the starburst-AGN connection in U/LIRGs. 
We show that for the U/LIRGs in our sample, no correlation exists between SFR, 
L[OoIII], the occurrence of a recent burst of star formation, or galaxy distance from the locus on 
the BPT diagram as described by Ka03 (another indicator of AGN strength). Thus, no such 
dependence is responsible for variations of these parameters as a function of galaxy position on 
the BPT diagram. Any observed trends between these parameters and galaxy position are 
unbiased. 
We plot our U/LIRGs on the BPT diagram involving the [N II]/Hα   ratio   according to 
varying SFR, L[O III],  D4000,  and  EW(Hδ).  We  then  derived possible evolutionary paths based 
on how these parameters vary between two U/LIRGs positioned at the end-points of these paths. 
The U/LIRGs at the end-points of a given path represent the beginning and end states of a 
U/LIRG evolving along that path. All paths are drawn in Figure 2.11, and involve a decrease in 
SFR and an increase in L[O III]. 
1. Path A. Slow evolution of a U/LIRG that might experience a recent burst of star 
formation,  based  on  the  modest  absorption  of  Hδ  in  the  galaxy  at  the  end-point, but not of 
strength warranting a significant amount. The nuclear SFR drops considerably and the 
growth of the AGN is not substantial. 
 61 
2. Path B. Slow evolution of a U/LIRG that undergoes a decrease in nuclear SFR (but less 
so than the decrease along path A) with a subsequent increase in AGN activity, most 
likely due to a recent starburst. 
3. Path C. Slow evolution of a U/LIRG with a dramatic drop in nuclear SFR followed by a 
mild increase in AGN activity. This is most likely because no recent starburst or other 
mechanism occurs to maintain the very high initial SFR. 
4. Path D. Evolution of a U/LIRG with a much less drastic decrease in SFR but a 
tremendous growth in AGN activity over a relatively shorter period of time. A 
mechanism that likely contributes to this rapid growth in AGN activity is a recent, strong 
starburst – the galaxy at the path end-point  shows  strong  absorption  in  Hδ. 
All proposed paths involve scenarios in which a U/LIRG is evolving with a decreasing SFR 
and increasing L[O III] (i.e., evolving from an H II-region-like galaxy into either a Seyfert- or 
LINER-type AGN). Evidence for this scheme has been found from previous studies of U/LIRGs 
(e.g., Kim et al. 1995, 1998; Veilleux et al. 1995, 1999, 2009; Wu et al. 1998; Farrah et al. 2001). 
Recent work focusing on the evolution of AGN in a broader range of host galaxies has also 
found results that support these paths. Wild et al. (2010) find that, for a sample of bulge galaxies 
containing both a starburst and an AGN, the average rate of accretion onto the central 
supermassive black hole in a galaxy increases steeply approximately 250 Myr after the start of a 
nuclear starburst. This implies that galaxies containing significant amounts of star formation in 
addition to an AGN should experience decreasing SFRs as their AGN become more active. Ka03 
also show that, for a large sample of galaxies, some with both nuclear starbursts and AGN, and 
some   with   just   an   AGN,   there   seem   to   be   two   possible   evolutionary   paths   or   “mixing  
sequences”:  one  in  which  an  H  II-region-like galaxy transitions into a high-luminosity AGN (the 
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“Seyfert   2   sequence”)   and   another   in   which   an   H II-region-like galaxy evolves into a low-
luminosity   AGN   (the   “LINER   sequence”).   This   work   provides   evidence   that   U/LIRGs   likely  
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Understanding the connection between nuclear starbursts and AGN in luminous infrared galaxies 
(LIRGs; 1011 < LIR < 1012 L⊙) and ultraluminous infrared galaxies (ULIRGs; 1012 < LIR < 1013 
L⊙) is crucial for understanding how these galaxies – and galaxies in general – evolve, and how 
the evolution of a galaxy relates to that of its central supermassive black hole (SMBH). To this 
effort, we perform UV to FIR SED-fitting with CIGALE (Code Investigating GALaxy Emission) 
for 34 LIRGs and ULIRGs from the IRAS 2 Jy Redshift Survey with 0.01 < z < 0.16. CIGALE 
allows for the estimation of numerous physical properties by means of a Bayesian-like analysis, 
but for this work we focus on derived outputs for the star formation rate (SFR), AGN 
contribution, D4000, stellar mass (Mstar), young stellar population age (i.e. the age of the most 
recent starburst activity), starburst mass fraction, luminosity absorbed by dust, and stellar mass-
weighted age. Comparing parameters describing the properties of the IR power sources in our 
U/LIRGs with age-related parameters provides clues as to which type of IR power source forms 
first in U/LIRGs and how starburst age varies with starburst/AGN strength.  
First, we find evidence that the nuclear starburst forms first in U/LIRGs, and also find 
that U/LIRGs with relatively similar SFRs have increased AGN activity if they are older. 
However, we also find that a young U/LIRG can show a relatively large amount of AGN activity 
if a very large starburst is present. Then, we quantify the timescales at which the starburst 
activity in our U/LIRGs evolves with the use of the Tukey-Kramer method of statistical analysis, 
and fit an exponential curve to the data to describe the expected amount of decrease in SFR seen 
for a U/LIRG in our sample over a given change starburst age. Finally, we find evidence that the 
stellar mass and burst fractions influence whether a U/LIRG in our sample will have a strong 
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AGN and SFR, respectively. We compare the SFR-Mstar relationship seen in our sample with 
those predicted by models and found from previous observations. We find that the U/LIRGs with 
older starbursts (>125 Myr) agree with previous results, while those with younger starbursts 
show a large dispersion in Mstar. We conclude that this is supporting evidence that the star 
formation histories and timescales at which the IR power sources in U/LIRGs evolve are 




Nearly all galaxies with spheroids contain supermassive black holes (SMBHs) in their centers, 
and the SMBH properties are tightly correlated with those of their hosts (Ferrarese & Merritt 
2000; Gebhardt et al. 2000; Häring & Rix 2004). Furthermore, there is a strong connection 
between the evolution and assembly of galaxies and their SMBHs (Arnouts et al. 2007). 
Specifically, the correlation between SMBH mass and the mass of the host galactic bulge is 
strongly suggestive of a mechanism promoting mutual growth. SMBHs are claimed primarily to 
grow and evolve in dust-obscured environments (Hopkins et al. 2006), making galaxies that emit 
heavily in the infrared – luminous infrared galaxies (LIRGs; 1011o<oLIR (8o–1000 μm)  
<o1012oL⊙; Sanders & Mirabel 1996) and ultraluminous infrared galaxies (ULIRGs; 1012 < LIR 
(8 – 1000  μm)  < 1013 L⊙; Lonsdale et al. 2006) – excellent objects to study to further understand 
the connection between galaxy and SMBH evolution.  
Several studies of U/LIRGs (e.g. Kim 1995; Clements et al. 1996; Farrah et al. 2001; 
Veilleux et al. 2002) have concluded that strong interactions and merging between galaxies 
trigger nuclear starbursts and/or an active galactic nucleus (AGN), which then lead to the birth of 
a U/LIRG with the substantially increased amounts of infrared (IR) radiation that is created by 
these power sources. However, the nature of the starbursts and AGN within U/LIRGs, as well as 
the evolutionary connection between the two, is poorly understood.  
It is believed that, while an AGN can contribute, the bulk of the large IR luminosities 
emitted by U/LIRGs is produced when dust re-radiates stellar emission created from intense star-
forming activity (Sanders & Mirabel 1996). The IR luminosities of LIRGs have been found to 
correlate with star formation rates (SFRs) that range from 17 – 170 M⊙ yr-1 by applying the 
formulae of Kennicutt (1998). Early studies of U/LIRGs conducted by Veilleux et al. (1995) and 
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Kim et al. (1995) showed that at higher IR luminosities, higher fractions of U/LIRGs harbored an 
AGN. However, they were unable to derive precise quantitative contributions to the IR or 
bolometric luminosities from star formation or an AGN. Later works have done this; however, 
independent studies of the same U/LIRGs have derived contradictory results in regards to the 
contributions of their respective IR power sources to their bolometric luminosities (e.g. Downes 
& Eckart 2007; Batejat et al. 2012). Thus, while it is widely accepted that starbursts and AGN 
are deeply buried by large amounts of interstellar dust in the centers of U/LIRGs, interstellar 
extinction has proven to be a roadblock in determining the nature of the central IR power sources 
in U/LIRGs as well as their contributing   factors   to   their   host’s   overall   IR   and   bolometric  
luminosities. It has been argued that AGN could be more dominant than we observe – if 
observed at all – if the signatures of these powerful but compact (<500 pc) sources at optical and 
near-IR wavelengths are too highly obscured by extinction (e.g. Sanders 1999). Others argue 
that, while evidence for starbursts is slightly easier to observe, as these sources are far more 
extended (>kpc), all available diagnostic evidence implies that a recent burst of star formation is 
responsible for the majority of the IR luminosity in the majority of U/LIRGs (e.g. Joseph 1999). 
There continues to be a high uncertainty as to whether the compact, dust-obscured cores of 
U/LIRGs are powered by compact starburst regions, AGN, or both. 
Furthering our understanding of the evolutionary connection between and nature of 
nuclear starbursts and AGN in U/LIRGs is crucial in understanding many components of galaxy 
evolution. For example, the widely varying physical scales of each power source make it difficult 
to determine specifically how one or the other enables the growth of a galaxy bulge. However, 
insight regarding the correlation between bulge and SMBH growth has been found in 
understanding how AGN relate to the properties of their host galaxies (e.g. York et al. 2000; 
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Strauss et al. 2002; Kauffmann et al. 2003a; Heckman et al. 2004; Abazajian et al. 2009). Thus, 
studying the properties of U/LIRGs likely to host AGN can be useful to this point, in addition to 
the fact that their dusty environments facilitate the growth of SMBHs. 
Furthermore, the reliable determination of host properties such as the respective 
contributions of both nuclear starbursts and AGN to the bolometric luminosity in U/LIRGs is 
crucial in testing the hypothesized evolutionary scheme for these galaxies. A number of studies 
have suggested (e.g. Kim et al. 1995; Farrah et al. 2001; Dasyra et al. 2006; Veilleux et al. 2009) 
that gas-rich field galaxies evolve into U/LIRGs by first merging into one another, with gas 
inflows, tidal interactions, and shocks initially igniting heavy star formation and eventually 
leading to nuclear starbursts and/or an AGN. It is then thought that the merger becomes an 
optically bright quasar (Sanders et al. 1988; Hopkins et al. 2006; Yuan, Kewley, & Sanders 
2010) and eventually a massive elliptical galaxy (Kormendy & Sanders 1992; Tacconi et al. 
2002; Rothberg & Fischer 2010; Rothberg et al. 2013) upon the ultimate quenching of star 
formation and virialization of the stellar orbits. Essential to testing this hypothesis is the 
clarification of the IR power sources in U/LIRGs, as well as their relationships with the 
evolutionary stage of their hosts.  
To this effort, we perform ultraviolet (UV) to far-IR (FIR) spectral energy distribution 
(SED)  fitting.  A  galaxy’s  SED  shows  the  emission  produced  by  stars  of  all ages, by interstellar 
dust, (which either absorbs stellar light and re-emits it at longer wavelengths or scatters it), and 
possibly by an AGN. Stars emit light from UV to near-IR (NIR) wavelengths, while dust 
emission occurs within the mid-IR (MIR) to far-IR (FIR) ranges. Broad-band SEDs of galaxies 
can be assembled from a library of stellar tracks by assuming a star formation history (SFH), an 
initial mass function, a scenario for dust attenuation, and the presence of a Type 1 or 2 AGN to 
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reproduce the observed UV to optical emission, produced by the stellar population, and the MIR 
to FIR emission, produced by dust (Buat et al. 2011b). 
Recent studies combining galaxy simulations and SED modeling has led to increased 
understanding of the uncertainties of stellar population synthesis codes in estimating SFRs, 
stellar masses, and stellar population ages (Wuyts et al. 2009; Conroy 2009; Lee et al. 2009; Dye 
2008). However, the majority of these works only fit SEDs from the UV to the NIR. U/LIRGs 
emit the bulk of their radiation in the FIR, making the inclusion of data within this wavelength 
range critical to our study. Furthermore, until recently, there have been few efforts to model 
galaxy SEDs with both stellar and dust emission, as stars and dust have very complex 
interactions in galaxies. Attempting to disentangle such intricate details with the use of an SED-
fitting code developed for the study of large samples of galaxies often does not produce 
consistent or correct results. However, the code we use for our current study – the Code 
Investigating GALaxy Emission (CIGALE; Noll et al. 2009) – considers the effects of dust in a 
consistent way and allows for the study of objects at various redshifts and of unique SFHs. 
CIGALE uses synthetic spectra composed of the Maraston (2005) stellar population 
models, synthetic attenuation functions based on a modified version of the law from Calzetti et 
al. (2000), spectral line templates, the dust emission models of Dale & Helou (2002), and 
optional spectral templates of obscured AGN from Siebenmorgan et al. (2004a,b) and Fritz et al. 
(2006). Filter fluxes dependent on the input galaxy redshift are computed for the model and 
compared with the input photometric data points with the use of a Bayesian-like analysis. 
As this code is based on synthetic stellar population modeling and simple emission 
properties, it is better suited for larger samples and datasets as opposed to SED-fitting codes 
using alternate methods (see, for example, Silva et al. 1998; Popescu et al. 2000; Tuffs et al. 
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2004, who build self-consistent SEDs from the UV to the FIR by solving radiative transfer 
equations, and Iglesias-Páramo et al. 2007; Popescu et al. 2011, who create libraries of 
templates). Furthermore, the use of CIGALE is appropriate for the study of U/LIRGs, as the 
derived models account for the substantial effects from the large amounts of gas and dust these 
galaxies have. CIGALE also considers custom complex stellar populations to derive SFHs. 
Single stellar populations of different ages from either Maraston (2005) or PEGASE (Fioc & 
Rocca-Volmerange 1997) that vary in metallicity and use either a Salpeter (1955) or a Kroupa 
(2001) initial mass function are weighted according to the chosen star formation scenario. This 
allows one to choose an exponentially decreasing old stellar population and a constantly forming 
young stellar population for the study of U/LIRGs, which appears to be promising (Buat et al. 
2014). 
In this work, we investigate the properties of 34 nearby U/LIRGs from the IRAS 2 Jy 
Redshift Survey (Strauss et al. 1992) with 0.1 < z < 0.16. All galaxies in our subsample have 
been observed during the Sloan Digital Sky Survey (SDSS) Data Release 10 (DR10; Ahn et al. 
2013), the Two Micron All Sky Survey (2MASS; Skrutskie et al. 2006), the Wide-field Infrared 
Survey Explorer (WISE; Wright et al. 2010), the Infrared Astronomical Satellite (IRAS; 
Neugebauer et al. 1984), and the AKARI Infrared Astronomy Satellite (Yamamura et al. 2010) 
surveys. Some of our U/LIRGs were observed during the Spitzer Infrared Array Camera (IRAC; 
Fazio et al. 2004), Spitzer Multiband Imaging Photometer (MIPS; Rieke et al. 2004), and 
Infrared Space Observatory (ISO) surveys. SED-fitting for our U/LIRGs was completed using 
photometric filter fluxes corresponding to as many as 33 photometric bands between 0.3 and 
200oμm.  Careful  measurements  were  made  to  obtain  filter  flux  measurements  for   the  extended  
sources using SDSS, 2MASS, WISE, and Spitzer photometric data. SED-fitting with CIGALE 
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allows for the estimation of numerous physical properties, but for this work we focus on derived 
outputs for the SFR, AGN contribution, D4000, stellar mass (Mstar), young stellar population age 
(i.e. the age of the most recent starburst activity), starburst mass fraction, luminosity absorbed by 
dust, and stellar mass-weighted age.  
This chapter is organized as follows. In Section 3.3, we describe the sample and multi-
wavelength photometric data analysis. In Section 3.4, we describe CIGALE in detail and how we 
apply it to the sample in our current work. We also build a mock catalogue of simulated galaxies 
based on the real ones of our sample to show the reliability of our derived physical properties. In 
Section 3.5, we present the results of the properties of interest output by CIGALE and compare 
them with the results output by the mock catalogue. In Section 3.6, we present the analysis of our 
results. This includes a comparison of SFRs and AGN contributions – properties describing the 
IR power sources – with age-related parameters, a quantification of the timescales at which the 
SFRs of our U/LIRGs evolve, and an analysis of how stellar mass influences the properties of the 
IR power sources. Finally, we summarize our findings in Section 3.7. Throughout this work, we 
adopt a (H0 = 70 km s-1 Mpc-1, M = 0.27,  = 0.73) cosmology.  
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3.3 Sample and Data 
Our sample is a subset of the IRAS 2 Jy Redshift Survey (Strauss et al. 1992) that consists of 
U/LIRGs by definition – that is, galaxies with (1011 < LIR < 1013 L⊙) – with 0.1 < z < 0.16. Major 
work focusing on the starburst-AGN connection in U/LIRGs has involved the study of U/LIRGs 
within the following local samples: the IRAS 1 Jy sample of ULIRGs (Kim & Sanders 1998), the 
IRAS Bright Galaxy Survey – or the IRAS Revised Bright Galaxy Sample (Sanders et al. 2003) – 
the Southern Warm Infrared Galaxies sample (Kewley et al. 2001b), the Final Data Release of 
the Two-degree Field Galaxy Redshift Survey (Colless et al. 2001), and the Second Data Release 
of the Six-degree Field Galaxy Survey (Jones et al. 2004, 2005). The IRAS 2 Jy Redshift Survey, 
on the other hand, has been used recently for radio studies of IR-bright galaxies (Yun et al. 2001; 
Fernandez et al. 2010) but not for probing the starburst-AGN connection in U/LIRGs. To this 
effort, we have identified 34 U/LIRGs within the IRAS 2 Jy Redshift Survey that met the 
following requirements: 
1. The U/LIRG was observed as part of the 2MASS, WISE, IRAS, and AKARI surveys and 
restricted to the area covered by SDSS DR10 (Ahn et al. 2013). 
2. The SDSS data for the U/LIRG was fit to perform accurate photometry (e.g. no bright 
star obstructed the view of the U/LIRG).  
3. The U/LIRG consisted of either a single galaxy, or galaxies that, according to SDSS 
photometry, appeared to have merged enough such that their disks or bodies of luminous 
matter are interacting closely enough so that they are touching, appearing at a first glance 
to be a single body rather than two separate galaxies that appear to be interacting only by 
gravitational attraction (though the body could be asymmetrical and/or their nuclei may 
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not have completely merged). Figure 3.1(a) shows an example of a U/LIRG that does not 
meet   these   “interaction   requirements,”   while   Figure   3.1(b) shows an example of a 
U/LIRG that does. 
       
             
Figure 3.1. Left panel: Thumbnail composite g–r–i image of IRAS 02203+3158 (Mrk 1034) 
taken from SDSS DR10 (Ahn et al. 2013). This is an example of a U/LIRG that shows evidence 
of gravitational interaction with another galaxy, but not enough interaction to involve the 
luminous mass of the galaxy components to touch one another and interact such that the galaxies 
appear   to   exist   as   “one   body.”   Right panel: Thumbnail composite g–r–i image of IRAS 
08507+3520 (Arp 195) taken from SDSS DR10 (Ahn et al. 2013). This is an example of a 
U/LIRG in which all interacting galaxy components are close enough such that the luminous 
masses  in  each  are  touching,  and  the  components  appear  to  exist  as  “one  body.” 
  
Photometric data from the SDSS DR10, 2MASS, WISE, Spitzer IRAC (if available), and 
Spitzer MIPS (if available) surveys were measured using the Aperture Photometry Tool (APT; 
Laher et al. 2012a,b). Approximately the same aperture size was used for each photometric filter 
image  of  a  given  survey  for  the  same  object  of  interest.  Aperture  size  was  determined  “by  eye,”  
and was required to both fully encompass the U/LIRG of interest while avoiding other nearby 
objects, and cut off at a point where the curve of growth had just started to flatten out. The 
annulus collecting the background measurement, just outside of the aperture cut-off point, was 
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also required to fall in a region of the curve of growth that was approximately flat and of the 
same flux value measured at the aperture cut-off point. An example of an appropriately chosen 
aperture based on the resulting curve of growth, also given by the APT, is shown in Figure 3.2. 
 
 
Figure 3.2. Figure 3.2(a) shows the curve 
of growth that results from the aperture 
selected for the SDSS r-band image of 
IRAS 09126+4432, shown in Figure 
3.2(b). In (b), the selected aperture is 
drawn in red, the inner background sky 
annulus is drawn in green, and the outer 
background sky annulus is drawn in 
yellow. In (a), the red line designates the 
distance from the aperture center for the 
aperture itself. The green and yellow 
lines represent in locations of the inner 
and outer background sky annuli, 
respectively. At the locations of all three 
of these colored lines, the curve of 
growth has approximately flattened out, 
showing a minimal cumulative flux 
increase from the edge of the aperture to 





We then collect filter flux values from the most recent IRAS catalogue available for a 
given U/LIRG (e.g IRAS Faint Source Catalog Version 2.0, Moshir et al. 1990; Sanders et al. 
2003; Surace et al. 2004; Lisenfeld et al. 2007). We also collect data from the AKARI/FIS All-
Sky Survey Bright Source Catalogue Version 1.0 (Yamamura et al. 2010), and from the most 
recent reference on the NASA/IPAC Extragalactic Database that provided filter flux values for 
ISO data, if available (e.g. Haas et al. 2000; Klaas et al. 2001; Spinoglio et al. 2002; Haas et al. 
2003; Stickel et al. 2004; Brauher et al. 2008; and ISOCAM data for 3C 273 from Siebenmorgen 
et al. 2004b). The only instance when we did not take data from the most recent source is when 
data from a less recent source were in better agreement with the rest of the data. Table 3.1 lists 
the filter flux values and corresponding error measurements in Jy for all available filters for each 
U/LIRG as well as the references for values taken from the literature for IRAS and ISO data. 
Appendix B contains SEDs for all U/LIRGs in our sample that include all of the flux values 
listed in Table 3.1. The points are colored according to survey for easy identification. 
 Several parameters were required to be properly set in order to accurately measure 
photometric filter flux values using the APT. This was done by clicking on the radio button 
called   “More   Settings.”   The   source   algorithm   selected was Model 0, corresponding to a 
measurement algorithm involving no aperture radial-profile interpolation. The sky algorithm 
selected was Model B, corresponding to a background sky subtraction algorithm that involved 
subtracting the median background value. The remaining parameters that required alteration after 
loading a new photometric image into the APT included gain, image-data-to-D.N. conversion 
factor, magnitude zero point, depth of coverage, selecting whether to perform a new image-data 
conversion, and the image-data conversion factor to convert the flux measured by the APT into 
units of Jy. The values used for each of these parameters for each corresponding filter of SDSS, 
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Filter Flux Values for all Available Passbands 
 00267+3016 Errors 00509+1225 Errors 01173+1405 Errors 
Filter Mrk 551  UGC 0545    
SDSS u 3551 Å   0.00188 0.00003 0.00365 0.00003 0.00147 0.00008 
SDSS g 4686 Å 0.00498 0.00001 0.00656 0.00002 0.00426 0.00013 
SDSS r 6165 Å 0.00786 0.00002 0.00913 0.00003 0.00648 0.00016 
SDSS i 7481 Å 0.01085 0.00004 0.0072 0.00004 0.00834 0.00018 
SDSS z 8931 Å 0.01314 0.00014 0.01609 0.00024 0.01011 0.00025 
2MASS J 1.2 m 0.0215 0.0004 0.02469 0.00034 0.01485 0.0015 
2MASS H 1.7 m 0.02481 0.00056 0.03327 0.00066 0.02131 0.002 
2MASS K 2.2 m 0.02598 0.00059 0.05737 0.00056 0.02063 0.00206 
IRAC 1 3.6 m - - 0.08853 0.00005 0.0149 0.00036 
IRAC 2 4.5 m - - 0.11789 0.00007 0.02434 0.0004 
IRAC 3 5.8 m - - 0.19051 0.00022 0.07331 0.00096 
IRAC 4 8.0 m - - 0.32139 0.00021 0.21817 0.00083 
MIPS1 24 m - - 0.91466 0.00094 1.1535 0.00591 
WISE W1 3.6 m 0.02059 0.00009 0.08498 0.00018 0.01495 0.0002 
WISE W2 4.6 m 0.02948 0.00012 0.12927 0.00025 0.02265 0.00026 
WISE W3 11.6 m 0.26017 0.00032 0.5262 0.00049 0.26469 0.00098 
WISE W4 22.1 m 0.62205 0.00194 0.9024 0.00234 0.95603 0.01023 
IRAS 12 m 0.2415a 0.02898 0.5118a 0.04606 0.21b 0.043 
IRAS 25 m 0.7986a 0.07986 1.211a 0.1211 1.54b 0.048 
IRAS 60 m 4.659a 0.27954 2.161a 0.052 10.71b 0.038 
IRAS 100 m 5.686a 0.68232 1.749a 0.187 9.67b 0.188 
AKARI N60 65 m 3.924 0.281 1.606 0.491 10.67 0.886 
AKARI Wide-S  
90 m 4.535 0.103 1.964 0.0688 10.44 0.463 
AKARI Wide-L  
140 m 6.271 0.339 2.575 0.109 8.062 0.868 
AKARI N160  
160 m 1.546 - 3.055 2.09 4.886 1.4 
ISO LW2 6.7 m - - - - - - 
ISO LW3 14.3 m - - - - - - 
ISO 60 m - - 1.752f 0.3504 - - 
ISO 80 m - - - - - - 
ISO 100 m - - 2.339f 0.4678 - - 
ISO 120 m 5.11g 0.1 2.57g 0.1799 - - 
ISO 150 m 3.42g 0.1 1.89g 0.1134 - - 
ISO 170 m - - 1.6g 0.05 5.2i 1.56 
ISO 180 m 1.68g 0.03 1.16g 0.07 - - 
ISO 200 m 1.28f 0.03 0.92g 0.05 - - 
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Table 3.1 Continued 
Filter Flux Values for all Available Passbands 
 01324+2138 Errors 01484+2220 Errors 01572+0009 Errors 
Filter   NGC 695  Mrk 1014  
SDSS u 3551 Å   0.00076 0.00005 0.00303 0.00003 0.00174 0.00002 
SDSS g 4686 Å 0.00285 0.00002 0.00941 0.00002 0.00213 0.00001 
SDSS r 6165 Å 0.00549 0.00003 0.0168 0.00003 0.00275 0.00002 
SDSS i 7481 Å 0.00803 0.00004 0.02317 0.00004 0.00355 0.00004 
SDSS z 8931 Å 0.01039 0.00013 0.03022 0.00016 0.0036 0.00016 
2MASS J 1.2 m 0.01613 0.00028 0.04532 0.00032 0.00859 0.00048 
2MASS H 1.7 m 0.02082 0.00039 0.06243 0.00044 0.00808 0.00065 
2MASS K 2.2 m 0.02091 0.00046 0.05549 0.00054 0.01421 0.0006 
IRAC 1 3.6 m - - 0.04643 0.00036 0.01986 0.00003 
IRAC 2 4.5 m - - 0.03421 0.00041 0.02409 0.00003 
IRAC 3 5.8 m - - 0.12724 0.00117 0.03007 0.0001 
IRAC 4 8.0 m - - 0.48734 0.00067 0.04932 0.0001 
MIPS1 24 m - - 0.68749 0.00142 0.01558 0.00009 
WISE W1 3.6 m 0.01435 0.00008 0.03962 0.00013 - - 
WISE W2 4.6 m 0.01272 0.00008 0.0311 0.00013 0.02158 0.00011 
WISE W3 11.6 m 0.09276 0.00025 0.4718 0.00043 0.11695 0.00023 
WISE W4 22.1 m 0.19842 0.00111 0.65564 0.00198 0.45359 0.00166 
IRAS 12 m 0.12d 0.04 0.5b 0.023 0.1232a 0.03819 
IRAS 25 m 0.36d 0.05 0.83b 0.041 0.5416a 0.07041 
IRAS 60 m 2.3d 0.04 7.59b 0.031 2.348a 0.073 
IRAS 100 m 3.9d 0.17 13.56b 0.167 1.915a 0.168 
AKARI N60 65 m 2.462 0.42 7.472 0.292 2.014 0.0298 
AKARI Wide-S  
90 m 2.975 0.0802 10.61 0.467 1.824 0.168 
AKARI Wide-L  
140 m 4.764 0.71 11.28 0.709 2.943 0.176 
AKARI N160  
160 m 2.152 - 12.61 1.53 0.1586 - 
ISO LW2 6.7 m - - - - - - 
ISO LW3 14.3 m - - - - - - 
ISO 60 m - - - - 2.21h 0.663 
ISO 80 m - - - - - - 
ISO 100 m - - - - 2.00h 0.600 
ISO 120 m - - - - - - 
ISO 150 m - - - - 1.05h 0.315 
ISO 170 m - - 15.5j 1.4 - - 
ISO 180 m - - - - - - 
ISO 200 m - - - - 0.65h 0.195 
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Table 3.1 Continued 
Filter Flux Values for all Available Passbands 
Filter 02222+2159 Errors 02248+2621 Errors 03117+4151 Errors 
 UGC 1871  UGC 1921  UGC 2608  
SDSS u 3551 Å   0.00074 0.00003 0.00194 0.00007 0.00298 0.00007 
SDSS g 4686 Å 0.00406 0.00003 0.00566 0.00004 0.00919 0.00004 
SDSS r 6165 Å 0.00949 0.00004 0.00861 0.00008 0.01798 0.00006 
SDSS i 7481 Å 0.01535 0.00007 0.0101 0.00015 0.02504 0.00007 
SDSS z 8931 Å 0.02184 0.00021 0.01294 0.00041 0.03468 0.00025 
2MASS J 1.2 m 0.04542 0.00046 0.01909 0.0004 0.05079 0.00043 
2MASS H 1.7 m 0.06098 0.00057 0.02274 0.00053 0.06552 0.00055 
2MASS K 2.2 m 0.05858 0.00077 0.02055 0.0007 0.05776 0.00068 
IRAC 1 3.6 m - - - - 0.05458 0.00061 
IRAC 2 4.5 m - - - - 0.06432 0.00077 
IRAC 3 5.8 m - - - - 0.15495 0.00197 
IRAC 4 8.0 m - - - - 0.35572 0.00082 
MIPS1 24 m - - - - 1.1402 0.00097 
WISE W1 3.6 m 0.03826 0.00012 0.01446 0.00008 0.04426 0.00013 
WISE W2 4.6 m 0.02689 0.00012 0.01094 0.00008 0.0583 0.00018 
WISE W3 11.6 m 0.26289 0.00034 0.19123 0.00031 0.4534 0.00045 
WISE W4 22.1 m 0.28078 0.00133 0.69884 0.00208 1.0852 0.00257 
IRAS 12 m 0.2159a 0.0259 0.1532a 0.026 0.44b 0.027 
IRAS 25 m 0.341a 0.0238 0.8844a 0.0107 1.45b 0.021 
IRAS 60 m 3.701a 0.222 4.063a 0.203 8.18b 0.041 
IRAS 100 m 8.758a 0.613 4.998a 0.35 11.27b 0.413 
AKARI N60 65 m 3.886 0.171 3.428 0.307 7.715 1.31 
AKARI Wide-S  
90 m 6.168 0.374 3.995 0.25 9.431 0.3 
AKARI Wide-L  
140 m 9.887 0.733 6.109 0.6 9.17 1.21 
AKARI N160  
160 m 8.253 0.855 3.309 0.398 11.21 1.42 
ISO LW2 6.7 m - - - - - - 
ISO LW3 14.3 m - - - - - - 
ISO 60 m - - - - - - 
ISO 80 m - - - - - - 
ISO 100 m - - - - - - 
ISO 120 m - - - - - - 
ISO 150 m - - - - - - 
ISO 170 m 7.92i 2.38 - - - - 
ISO 180 m - - - - - - 
ISO 200 m - - - - - - 
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Table 3.1 Continued 
Filter Flux Values for all Available Passbands 
 07256+3355 Errors 08507+3520 Errors 09047+1838 Errors 
Filter NGC 2388  Arp 195, UGC 4653  NGC 2761  
SDSS u 3551 Å   0.00154 0.00005 0.00145 0.00009 0.0014 0.00004 
SDSS g 4686 Å 0.00768 0.00003 0.00666 0.00004 0.00494 0.00002 
SDSS r 6165 Å 0.01937 0.00005 0.01211 0.00008 0.00933 0.00003 
SDSS i 7481 Å 0.03137 0.00008 0.01778 0.00013 0.01326 0.00004 
SDSS z 8931 Å 0.04478 0.00025 0.0223 0.00041 0.01809 0.00015 
2MASS J 1.2 m 0.07912 0.00077 0.02902 0.00039 0.02885 0.00043 
2MASS H 1.7 m 0.10754 0.00088 0.04062 0.00061 0.03638 0.00073 
2MASS K 2.2 m 0.09998 0.00091 0.03671 0.00057 0.03489 0.00069 
IRAC 1 3.6 m 0.06631 0.00059 0.0251 0.00007 0.02505 0.00005 
IRAC 2 4.5 m 0.04576 0.00074 0.01791 0.00007 0.0185 0.00005 
IRAC 3 5.8 m 0.1671 0.00194 0.02539 0.00019 0.06086 0.00023 
IRAC 4 8.0 m 0.48583 0.00092 0.1178 0.00027 0.20678 0.00028 
MIPS1 24 m 0.26122 0.00295 - - - - 
WISE W1 3.6 m 0.06383 0.00016 0.02278 0.0001 0.02229 0.00009 
WISE W2 4.6 m 0.04761 0.00017 0.0158 0.00009 0.01706 0.0001 
WISE W3 11.6 m 0.55827 0.00051 0.10638 0.00024 0.19473 0.00033 
WISE W4 22.1 m 1.4849 0.00297 0.14857 0.00099 0.33112 0.00145 
IRAS 12 m 0.82c 0.09 0.1124a - 0.16d 0.03 
IRAS 25 m 2.64c 0.28 0.15788a 0.36326 0.53d 0.04 
IRAS 60 m 17.42c 1.9 2.1588a 0.65373 4.12d 0.06 
IRAS 100 m 25.64c 3.8 4.8583a 1.0766 7.77d 0.08 
AKARI N60 65 m 18.42 1.02 2.126 0.111 3.553 0.168 
AKARI Wide-S  
90 m 19.15 1.21 2.839 0.163 5.548 0.2 
AKARI Wide-L  
140 m 23.1399 2.76 4.983 0.772 9.302 0.598 
AKARI N160  
160 m 18.07 3.72 5.423 0.435 5.468 1.14 
ISO LW2 6.7 m - - - - - - 
ISO LW3 14.3 m - - - - - - 
ISO 60 m - - - - - - 
ISO 80 m - - - - - - 
ISO 100 m - - - - - - 
ISO 120 m - - - - - - 
ISO 150 m - - - - - - 
ISO 170 m 17.3j 1.5 - - - - 
ISO 180 m - - - - - - 
ISO 200 m - - - - - - 
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Table 3.1 Continued 
Filter Flux Values for all Available Passbands 
 09126+4432 Errors 09168+3308 Errors 09320+6134 Errors 
Filter UGC 4881  UGC 4947  UGC 5101  
SDSS u 3551 Å   0.00158 0.00006 0.00095 0.00004 0.00046 0.00003 
SDSS g 4686 Å 0.00639 0.00003 0.0041 0.00003 0.00378 0.00006 
SDSS r 6165 Å 0.01136 0.00005 0.00706 0.00004 0.00669 0.00011 
SDSS i 7481 Å 0.01565 0.00009 0.01043 0.00007 0.00915 0.00018 
SDSS z 8931 Å 0.01994 0.00034 0.0127 0.0003 0.01199 0.00077 
2MASS J 1.2 m 0.03094 0.00056 0.01797 0.00032 0.01516 0.0003 
2MASS H 1.7 m 0.03744 0.0006 0.02096 0.00048 0.02466 0.00037 
2MASS K 2.2 m 0.03694 0.0009 0.02014 0.00058 0.03122 0.00042 
IRAC 1 3.6 m 0.02322 0.00054 - - 0.04047 0.00023 
IRAC 2 4.5 m 0.01661 0.00048 - - 0.08032 0.00037 
IRAC 3 5.8 m 0.03946 0.0018 - - 0.10528 0.00099 
IRAC 4 8.0 m 0.15522 0.00055 - - 0.18014 0.00039 
MIPS1 24 m 0.42373 0.00149 - - 0.74843 0.00092 
WISE W1 3.6 m 0.02087 0.00009 0.01539 0.00008 0.0329 0.0001 
WISE W2 4.6 m 0.01637 0.00009 0.01137 0.00009 0.08059 0.00016 
WISE W3 11.6 m 0.16967 0.00028 0.11237 0.00024 0.22986 0.00029 
WISE W4 22.1 m 0.39117 0.00156 0.24165 0.00126 0.69799 0.00204 
IRAS 12 m 0.14b 0.037 0.1002a 0.0271 0.24d 0.03 
IRAS 25 m 0.61b 0.034 0.3203a 0.18 1.15d 0.02 
IRAS 60 m 6.07b 0.048 2.627a 0.158 12.33d 0.04 
IRAS 100 m 10.33b 0.109 4.144a 0.249 20.45d 0.15 
AKARI N60 65 m 5.695 0.5 2.541 0.246 11.18 0.708 
AKARI Wide-S  
90 m 7.278 0.194 2.855 0.0902 14.56 1.04 
AKARI Wide-L  
140 m 8.644 0.891 4.605 0.836 15.55 1.01 
AKARI N160  
160 m 7.99 1.48 3.311 4.65 11.57 2.72 
ISO LW2 6.7 m - - - - - - 
ISO LW3 14.3 m - - - - - - 
ISO 60 m - - - - - - 
ISO 80 m - - - - - - 
ISO 100 m - - - - - - 
ISO 120 m - - - - - - 
ISO 150 m - - - - - - 
ISO 170 m - - - - - - 
ISO 180 m - - - - - - 
ISO 200 m - - - - - - 
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Table 3.1 Continued 
Filter Flux Values for all Available Passbands 
 10203+5235 Errors 10311+3507 Errors 10565+2448 Errors 
Filter UGC 5613  KUG1031+351    
SDSS u 3551 Å   0.00097 0.00006 0.00205 0.00005 0.00076 0.00009 
SDSS g 4686 Å 0.0037 0.00003 0.00561 0.00002 0.00337 0.00011 
SDSS r 6165 Å 0.00681 0.00004 0.00826 0.00003 0.00637 0.00016 
SDSS i 7481 Å 0.00977 0.00005 0.01168 0.00005 0.00916 0.0002 
SDSS z 8931 Å 0.01293 0.00016 0.01363 0.00027 0.01158 0.00032 
2MASS J 1.2 m 0.0247 0.00043 0.01811 0.00025 0.01907 0.0003 
2MASS H 1.7 m 0.03203 0.00054 0.02137 0.00036 0.02365 0.0004 
2MASS K 2.2 m 0.0326 0.00067 0.02237 0.00034 0.02328 0.0005 
IRAC 1 3.6 m 0.02278 0.00009 0.01721 0.00004 0.0178 0.00073 
IRAC 2 4.5 m 0.01983 0.00007 0.01287 0.00004 0.02046 0.0008 
IRAC 3 5.8 m 0.06844 0.00026 0.02413 0.00015 0.04644 0.00205 
IRAC 4 8.0 m 0.22457 0.00032 0.18552 0.00021 0.1936 0.00114 
MIPS1 24 m 0.3292 0.00122 - - 0.93613 0.00554 
WISE W1 3.6 m 0.02271 0.00009 0.01518 0.00007 0.01734 0.00018 
WISE W2 4.6 m 0.01772 0.0001 0.01169 0.00008 0.01818 0.00023 
WISE W3 11.6 m 0.19561 0.00029 0.16861 0.00028 0.2396 0.00086 
WISE W4 22.1 m 0.30152 0.00137 0.22378 0.00121 0.82477 0.00658 
IRAS 12 m 0.1951a 0.0293 0.1376a 0.02477 0.20b 0.03 
IRAS 25 m 0.4185a 0.0176 0.2978a 0.04169 1.27b 0.031 
IRAS 60 m 4.372a 0.219 2.512a 0.1256 12.1b 0.025 
IRAS 100 m 7.64a 0.688 4.903a 0.24515 15.01b 0.122 
AKARI N60 65 m 3.783 - 2.647 0.247 11.81 0.67 
AKARI Wide-S  
90 m 5.778 0.707 2.604 0.19 13.82 0.667 
AKARI Wide-L  
140 m 7.069 1.49 4.547 0.478 11.82 0.951 
AKARI N160  
160 m 5.423 - 5.065 0.574 6.473 1.61 
ISO LW2 6.7 m - - - - - - 
ISO LW3 14.3 m - - - - - - 
ISO 60 m - - - - - - 
ISO 80 m - - - - - - 
ISO 100 m - - - - - - 
ISO 120 m - - - - - - 
ISO 150 m - - - - - - 
ISO 170 m - - - - 11.5j 1.3 
ISO 180 m - - - - - - 
ISO 200 m - - - - - - 
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Table 3.1 Continued 
Filter Flux Values for all Available Passbands 
 11254+1126 Errors 11257+5850 Errors 12120+6838 Errors 
Filter IC 2846  NGC 3690    
SDSS u 3551 Å   0.00088 0.00003 0.02669 0.00027 0.00116 0.00008 
SDSS g 4686 Å 0.00448 0.00004 0.0587 0.0001 0.00301 0.00011 
SDSS r 6165 Å 0.00854 0.00005 0.1001 0.00017 0.00457 0.00013 
SDSS i 7481 Å 0.0126 0.00007 0.12174 0.00026 0.00626 0.00016 
SDSS z 8931 Å 0.01552 0.00025 0.15325 0.00078 0.00778 0.00025 
2MASS J 1.2 m 0.02543 0.00059 0.2206 0.0023 0.01128 0.0012 
2MASS H 1.7 m 0.03417 0.00083 0.31441 0.00409 0.01175 0.00118 
2MASS K 2.2 m 0.02972 0.00126 0.28458 0.00362 0.01156 0.00116 
IRAC 1 3.6 m - - 0.41748 0.00084 - - 
IRAC 2 4.5 m - - 0.60123 0.00455 - - 
IRAC 3 5.8 m - - - - - - 
IRAC 4 8.0 m - - 3.0759 0.00538 - - 
MIPS1 24 m - - 17.94 0.00995 - - 
WISE W1 3.6 m 0.0178 0.00008 0.39801 0.00038 0.00871 0.00013 
WISE W2 4.6 m 0.01256 0.00007 0.63428 0.00056 0.00665 0.00014 
WISE W3 11.6 m 0.12014 0.00023 4.9838 0.00228 0.06259 0.00048 
WISE W4 22.1 m 0.34608 0.00154 18.928 0.01358 0.11677 0.00304 
IRAS 12 m 0.1728a - 3.90c 0.4 0.0979a 0.01 
IRAS 25 m 0.3829a 0.0277 24.14c 2.4 0.1781a 0.0178 
IRAS 60 m 4.217a 0.253 113.05c 0.052 2.992a 0.3 
IRAS 100 m 6.729a 0.74 122.45c 12.5 5.724a 0.57 
AKARI N60 65 m 4.143 0.365 135.8 4.45 2.695 0.28 
AKARI Wide-S  
90 m 5.827 0.218 88.83 7.87 3.247 0.087 
AKARI Wide-L  
140 m 8.335 0.734 63.81 4.87 4.226 0.922 
AKARI N160  
160 m 5.907 0.972 69.18 5.18 4.327 2.31 
ISO LW2 6.7 m - - - - - - 
ISO LW3 14.3 m - - - - - - 
ISO 60 m - - 121.7f 24.3 - - 
ISO 80 m - - - - - - 
ISO 100 m - - - - - - 
ISO 120 m - - - - - - 
ISO 150 m - - - - - - 
ISO 170 m - - 60.7j 6.3 - - 
ISO 180 m - - - - - - 
ISO 200 m - - - - - - 
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Table 3.1 Continued 
Filter Flux Values for all Available Passbands 
 12251+4026 Errors 12265+0219 Errors 12540+5708 Errors 
Filter KUG1225+404  3C 273  Mrk 231  
SDSS u 3551 Å   0.00177 0.00009 0.03073 0.00002 0.00463 0.00005 
SDSS g 4686 Å 0.00508 0.00003 0.0083 0.00001 0.01449 0.00003 
SDSS r 6165 Å 0.00818 0.00004 0.01031 0.00001 0.01638 0.00005 
SDSS i 7481 Å 0.01084 0.00006 0.01062 0.00002 0.01971 0.00008 
SDSS z 8931 Å 0.01349 0.00036 0.02972 0.00008 0.03924 0.00029 
2MASS J 1.2 m 0.01936 0.00061 0.03433 0.00063 0.06094 0.00054 
2MASS H 1.7 m 0.0246 0.00078 0.0424 0.00041 0.11651 0.00084 
2MASS K 2.2 m 0.0247 0.00097 0.07238 0.00058 0.19391 0.00103 
IRAC 1 3.6 m - - 0.18561 0.00005 0.38055 0.00062 
IRAC 2 4.5 m - - 0.19985 0.00007 0.49353 0.00077 
IRAC 3 5.8 m - - 0.25234 0.00026 0.71266 0.00182 
IRAC 4 8.0 m - - 0.2592 0.00328 1.2971 0.00115 
MIPS1 24 m - - 0.6581 0.01235 5.9927 0.00391 
WISE W1 3.6 m 0.01517 0.00008 0.13583 0.00022 0.26889 0.00031 
WISE W2 4.6 m 0.01223 0.00009 0.1821 0.0003 0.45832 0.00049 
WISE W3 11.6 m 0.14419 0.00029 0.37743 0.00046 2.0484 0.00104 
WISE W4 22.1 m 0.41306 0.0016 0.51746 0.00178 6.6259 0.00637 
IRAS 12 m 0.1351a 0.0284 0.3317a 0.00585 1.83b 0.017 
IRAS 25 m 0.501a 0.0122 0.663a 0.01186 8.84b 0.028 
IRAS 60 m 3.788a 0.303 2.06a 0.1442 30.8b 0.042 
IRAS 100 m 6.279a 0.44 2.891a 0.20237 29.74b 0.108 
AKARI N60 65 m 4.288 0.277 0.8762 0 31.19 1.39 
AKARI Wide-S  
90 m 4.448 0.243 0.8143 0.0563 28.61 0.626 
AKARI Wide-L  
140 m 6.755 0.641 2.169 0.546 19.52 1.72 
AKARI N160  
160 m 3.043 0.386 2.439 0 15.52 1.25 
ISO LW2 6.7 m - - 0.19k 0.01 - - 
ISO LW3 14.3 m - - 0.29k 0.015 - - 
ISO 60 m - - 1.124f 0.086 31.68f 9.5 
ISO 80 m - - 1.291h 0.3873 - - 
ISO 100 m - - 1.348f 0.068 - - 
ISO 120 m - - 1.546f 0.094 24.32f 7.3 
ISO 150 m - - 1.09g 0.08 14.74f 4.42 
ISO 170 m - - 1.292f 0.05 15.3j 1.6 
ISO 180 m - - 1.056f 0.075 9.75f 2.92 
ISO 200 m - - 0.79g 0.11 6.88f 2.06 
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Table 3.1 Continued 
Filter Flux Values for all Available Passbands 
 12592+0436 Errors 13136+6223 Errors 13183+3423 Errors 
Filter VV 283  Arp 238, UGC 8335  Arp 193, IC 883  
SDSS u 3551 Å   0.00086 0.0001 0.00164 0.00013 0.00164 0.00014 
SDSS g 4686 Å 0.00307 0.00003 0.00611 0.00015 0.00755 0.00017 
SDSS r 6165 Å 0.00566 0.00004 0.00915 0.00019 0.01255 0.00023 
SDSS i 7481 Å 0.00797 0.00006 0.01157 0.00024 0.01623 0.00029 
SDSS z 8931 Å 0.01044 0.00019 0.0138 0.00063 0.02225 0.00075 
2MASS J 1.2 m 0.01521 0.00054 0.02021 0.00062 0.02861 0.0004 
2MASS H 1.7 m 0.01849 0.00079 0.02945 0.00096 0.03743 0.0004 
2MASS K 2.2 m 0.02275 0.00094 0.03242 0.0009 0.03646 0.0005 
IRAC 1 3.6 m - - 0.0265 0.00092 0.02734 0.0006 
IRAC 2 4.5 m - - 0.02368 0.00113 0.02342 0.00076 
IRAC 3 5.8 m - - 0.07793 0.00264 0.09914 0.00187 
IRAC 4 8.0 m - - 0.29216 0.00139 0.3001 0.00112 
MIPS1 24 m - - - - 1.0165 0.0055 
WISE W1 3.6 m 0.01313 0.00007 0.02551 0.00023 0.02524 0.00022 
WISE W2 4.6 m 0.01185 0.00008 0.02281 0.00019 0.02388 0.00026 
WISE W3 11.6 m 0.12991 0.00024 0.38793 0.00137 0.31503 0.00097 
WISE W4 22.1 m 0.27871 0.00136 1.5164 0.00895 0.92447 0.00696 
IRAS 12 m 0.30b 0.033 0.49c 0.05 0.25b 0.029 
IRAS 25 m 0.47b 0.061 2.08c 0.2 1.42b 0.04 
IRAS 60 m 5.25b 0.029 11.45c 1.3 17.04b 0.088 
IRAS 100 m 8.06b 0.115 12.90c 1.3 24.38b 0.12 
AKARI N60 65 m 4.88 0.481 9.364 0.458 16.62 0.905 
AKARI Wide-S  
90 m 5.809 0.303 10.44 0.41 20.6 0.722 
AKARI Wide-L  
140 m 7.178 1.27 5.793 0.617 17.8 1.9 
AKARI N160  
160 m 6.005 2.00 6.558 0.463 17.07 1.4 
ISO LW2 6.7 m - - - - - - 
ISO LW3 14.3 m - - - - - - 
ISO 60 m 5.5g 1.00 - - - - 
ISO 80 m 5.7g 1.00 - - - - 
ISO 100 m 7.8g 1.00 - - - - 
ISO 120 m 7.25g 0.06 - - - - 
ISO 150 m 5.9g 0.08 - - - - 
ISO 170 m 6.48g 1.50 - - 13.7j 1.5 
ISO 180 m 3.45g 0.04 - - - - 
ISO 200 m 2.42g 0.05 - - - - 
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Table 3.1 Continued 
Filter Flux Values for all Available Passbands 
 13428+5608 Errors 13458+1540 Errors 13496+0221 Errors 
Filter Mrk 273  VIII Zw 338  NGC 5331  
SDSS u 3551 Å   0.00102 0.00003 0.00137 0.00004 0.00332 0.00018 
SDSS g 4686 Å 0.00476 0.00003 0.00402 0.00003 0.00991 0.00019 
SDSS r 6165 Å 0.00818 0.00818 0.00639 0.00003 0.01786 0.00026 
SDSS i 7481 Å 0.01136 0.00008 0.0098 0.00006 0.02554 0.00032 
SDSS z 8931 Å 0.0146 0.00029 0.01124 0.00017 0.03582 0.00049 
2MASS J 1.2 m 0.02296 0.00055 0.01844 0.00026 0.05268 0.0053 
2MASS H 1.7 m 0.03025 0.00084 0.0239 0.00076 0.06679 0.00668 
2MASS K 2.2 m 0.03564 0.00095 0.02207 0.00074 0.06072 0.00607 
IRAC 1 3.6 m 0.0268 0.0011 - - 0.04297 0.00065 
IRAC 2 4.5 m 0.03535 0.00058 - - 0.02981 0.00077 
IRAC 3 5.8 m 0.08381 0.00143 - - 0.08512 0.00183 
IRAC 4 8.0 m 0.19329 0.00048 - - 0.29367 0.0012 
MIPS1 24 m 1.8323 0.00131 - - 0.47215 0.00395 
WISE W1 3.6 m 0.02393 0.00011 0.01349 0.00007 0.04055 0.0003 
WISE W2 4.6 m 0.0363 0.00015 0.01014 0.00007 0.02932 0.00029 
WISE W3 11.6 m 0.31529 0.00039 0.12591 0.00023 0.28015 0.00095 
WISE W4 22.1 m 1.5832 0.00308 0.22766 0.00012 0.4536 0.00488 
IRAS 12 m 0.24b 0.017 0.1655a - 0.29b 0.027 
IRAS 25 m 2.36b 0.021 0.4417a - 0.59b 0.051 
IRAS 60 m 22.51b 0.042 2.277a 0.15939 5.86b 0.043 
IRAS 100 m 22.53b 0.07 4.115a 0.37035 11.49b 0.106 
AKARI N60 65 m 22.54 1 1.83 0.0545 5.65 0.347 
AKARI Wide-S  
90 m 20.23 0.564 2.43 0.0547 8.27 0.228 
AKARI Wide-L  
140 m 14.28 1.13 3.561 0.348 11.41 0.95 
AKARI N160  
160 m 12.11 0.983 2.875 2.21 9.341 0.814 
ISO LW2 6.7 m - - - - - - 
ISO LW3 14.3 m - - - - - - 
ISO 60 m 27.45f 8.23 - - - - 
ISO 80 m - - - - - - 
ISO 100 m - - - - - - 
ISO 120 m 23.6g 0.52 - - - - 
ISO 150 m 13.1f 3.93 - - - - 
ISO 170 m 8.3j 1 - - - - 
ISO 180 m 7.48g 0.2 - - - - 
ISO 200 m 5.75g 0.3 - - - - 
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Table 3.1 Continued 
Filter Flux Values for all Available Passbands 
 14547+2448 Errors 15163+4255 Errors 16504+0228 Errors 
Filter Arp 302, UGC 9618  Mrk 848, VV 705  NGC 6240  
SDSS u 3551 Å   0.002 0.0002 0.00175 0.00006 0.00283 0.00014 
SDSS g 4686 Å 0.0073 0.00073 0.00526 0.00002 0.01295 0.00009 
SDSS r 6165 Å 0.01293 0.0013 0.00817 0.00004 0.02881 0.00013 
SDSS i 7481 Å 0.01907 0.0019 0.01059 0.00007 0.04245 0.0002 
SDSS z 8931 Å 0.02303 0.0023 0.01288 0.00025 0.05778 0.00056 
2MASS J 1.2 m 0.03365 0.00337 0.01788 0.00047 0.09488 0.00066 
2MASS H 1.7 m 0.04908 0.00491 0.02462 0.00078 0.12971 0.0012 
2MASS K 2.2 m 0.0523 0.00523 0.02257 0.0008 0.13132 0.00116 
IRAC 1 3.6 m 0.03869 0.004 0.01725 0.00044 0.08483 0.00127 
IRAC 2 4.5 m 0.03216 0.00322 0.01571 0.00053 0.07083 0.00132 
IRAC 3 5.8 m 0.07841 0.0078 0.04311 0.00166 0.17049 0.00357 
IRAC 4 8.0 m 0.32222 0.03222 0.1806 0.00059 0.4366 0.00191 
MIPS1 24 m - - 1.1621 0.00149 2.8662 0.00914 
WISE W1 3.6 m 0.03641 0.0036 0.01654 0.00008 0.08025 0.00024 
WISE W2 4.6 m 0.033 0.00427 0.01496 0.00009 0.07518 0.00022 
WISE W3 11.6 m 0.30834 0.00101 0.24046 0.0004 0.61282 0.00152 
WISE W4 22.1 m 1.5829 0.0091 1.0785 0.00253 2.4759 0.00385 
IRAS 12 m 0.36b 0.016 0.31c 0.09 0.59b 0.025 
IRAS 25 m 0.66c 0.18 1.47c 0.14 3.55b 0.02 
IRAS 60 m 6.95b 0.029 9.57c 0.19 22.94b 0.054 
IRAS 100 m 15.16b 0.169 10.75c 0.35 26.49b 0.174 
AKARI N60 65 m 6.328 0.316 8.428 0.552 25.66 2.00 
AKARI Wide-S  
90 m 9.58 0.549 8.773 0.285 23.18 0.433 
AKARI Wide-L  
140 m 15.75 0.749 8.202 0.794 21.09 2.35 
AKARI N160  
160 m 12.47 1.1 6.505 0.946 18.3 5.29 
ISO LW2 6.7 m - - - - - - 
ISO LW3 14.3 m - - - - - - 
ISO 60 m - - - - 25.8f 5.16 
ISO 80 m - - - - - - 
ISO 100 m - - - - - - 
ISO 120 m - - 9.84g 0.09 23.7g 0.3 
ISO 150 m - - 11.3g 4.7 18.2g 0.2 
ISO 170 m - - 9.00g 3.8 11.5j 2.1 
ISO 180 m - - 3.18g 0.04 9.50g 0.1 
ISO 200 m - - 2.29g 0.08 7.10g 0.3 
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Table 3.1 Continued 
Filter Flux Values for all Available Passbands  
 20550+1656 Errors 
Filter II Zw 96  
SDSS u 3551 Å   0.00394 0.00014 
SDSS g 4686 Å 0.00735 0.00018 
SDSS r 6165 Å 0.00982 0.00021 
SDSS i 7481 Å 0.01276 0.00023 
SDSS z 8931 Å 0.0147 0.00028 
2MASS J 1.2 m 0.01709 0.00063 
2MASS H 1.7 m 0.01769 0.00041 
2MASS K 2.2 m 0.01743 0.00058 
IRAC 1 3.6 m 0.0142 0.0002 
IRAC 2 4.5 m 0.01527 0.0004 
IRAC 3 5.8 m 0.04518 0.00084 
IRAC 4 8.0 m 0.15759 0.00079 
MIPS1 24 m 1.8248 0.00726 
WISE W1 3.6 m 0.01482 0.00025 
WISE W2 4.6 m 0.01596 0.00017 
WISE W3 11.6 m 0.28319 0.00208 
WISE W4 22.1 m 1.6979 0.00943 
IRAS 12 m 0.26b 0.035 
IRAS 25 m 2.30b 0.026 
IRAS 60 m 12.65b 0.026 
IRAS 100 m 11.76b 0.142 
AKARI N60 65 m 10.99 0.417 
AKARI Wide-S 90 m 12.19 0.591 
AKARI Wide-L 140 m 9.467 0.611 
AKARI N160 160 m 5.278 0.859 
ISO LW2 6.7 m - - 
ISO LW3 14.3 m - - 
ISO 60 m - - 
ISO 80 m - - 
ISO 100 m - - 
ISO 120 m - - 
ISO 150 m - - 
ISO 170 m - - 
ISO 180 m - - 
ISO 200 m - - 
 
Table Notes. Filter flux values in Jy, as well 
as corresponding errors, are listed for all 
available passbands for each U/LIRG in our 
sample. Filter flux values for a given 
U/LIRG are listed in the column under its 
IRAS name and commonly known name. 
Filter names and corresponding wavelengths 
are provided in the leftmost column on each 
page containing the table. All listed fluxes 
for SDSS, 2MASS, IRAC, MIPS, and WISE 
filters   are   those   found   from   the   authors’  
measurements. All AKARI data points are 
taken from the All-Sky Survey Bright Source 
Catalogue Version 1.0 (Yamamura et al. 
2010). IRAS and ISO data points have been 
taken from the references below; data points 
from these sources are listed with the 
appropriate superscript. Values listed in red 
are values in which the source was not 
confirmed. Fluxes with no listed errors are 
upper limits.  
aIRAS values taken from Moshir et al. (1990). 
bIRAS values taken from Sanders et al. 
(2003). 
cIRAS values taken from Surace et al. (2004). 
dIRAS values taken from Lisenfeld et al. 
(2007). 
eISO values taken from Haas et al. (2000). 
fISO values taken from Klaas et al. (2001). 
gISO values taken from Spinoglio et al. 
(2002). 
hISO values taken from Haas et al. (2003). 
iISO values taken from Stickel et al. (2004). 
jISO values taken from Brauher et al. (2008). 
kISOCAM values taken from Siebenmorgen 
et al. (2004b). 
Appendix B contains SEDs that include all 




Parameter Values and Image Information for SDSS DR10 Photometry 
 
Image Units: nanomaggies 
Gain: 3.9 
Perform New Image-Data Conversion: yes 
Header Keyword for Image-data-to-DN Factor: NMGY 
 
Parameter u g r i z 
f0 (Jy)+ 3767 
 













Mag Zero Point 24.63 
 
25.11 24.80 24.36 22.83 
Depth of Coverage 1.0000 
 
1.0000 1.0000 1.0000 1.0000 
New Image-data 
Conversion (Jy) 
3.631E-6** 3.631E-6** 3.631E-6** 3.631E-6** 3.631E-6** 
Table Notes. *Determine Image-data-to-DN conversion factor by taking inverse of value listed 
for  the  header  keyword  ‘NMGY.’  Values  vary  for  different  SDSS  u,  g,  r,  i,  and  z  images;;  approx.  
values given. **Values do not vary with different images of the same filter; found next to the 
header keyword  ‘BUNIT.’ +f0 is the absolute flux density at zero magnitude. 
 
Table 3.3 
Parameter Values and Image Information for 2MASS Photometry 
 
Image Units: DN 
Gain: 8.0 
Perform New Image-Data Conversion: no 
Header Keyword for Image-data-to-DN Factor: n/a 
 
Parameter J H K 
f0 (Jy) 1594 1024 666.7 
Image-data-to-DN 
Conversion Factor 
1.0000 1.0000 1.0000 
Mag Zero Point MAGZP* MAGZP* MAGZP* 
Depth of Coverage 1.0000 1.0000 1.0000 
New Image-data 
Conversion (Jy) 
n/a n/a n/a 
Table Notes. *Determine the magnitude zero point from the header keyword  ‘MAGZP.’ 
No conversion from units of D.N. to units of Jy is performed in the APT. Flux in units of Jy is 
calculated by hand using the formula f = f0 10-0.4(MAGZP) where f is the flux in units of Jy, f0 is 
given in the above table, and MAGZP is found in the header, as previously stated.  




Parameter Values and Image Information for Spitzer IRAC and MIPS Photometry 
 
Image Units: MJy/sr 
Gain: Imported into APT automatically 
Perform New Image-Data Conversion: yes 
Header Keyword for Image-data-to-DN Factor: FLUXCONV 
 
Parameter Channel 1 Channel 2 Channel 3 Channel 4 MIPS-1 




9.191176* 7.204611* 1.680108* 4.948046* 22.37137* 
Mag Zero Point 18.80 18.32 17.80 17.20 11.76 
Depth of 
Coverage 
6.01** 6.01** 5.82** 5.82** 13.00** 
New Image-data 
Conversion (Jy) 
8.495E-6+ 8.495E-6+ 8.495E-6+ 8.495E-6+ 1.413E-4+ 
Table Notes. 
*Inverse of the value listed for the header keyword ‘FLUXCONV.’ 
**The depth of coverage is found by opening   the  corresponding   ‘.mcov’   file  using  a  program  
such as DS9 and scrolling the mouse over the location corresponding to the object coordinates. 
The values listed are not true for all Spitzer channel images, but are just examples of values 
previously and commonly found for this parameter.  





Parameter Values and Image Information for WISE Photometry 
 
Image Units: DN 
Gain: Varies, see table 
Perform New Image-Data Conversion: yes 
Header Keyword for Image-data-to-DN Factor: n/a 
 
Parameter W1 W2 W3 W4 
Gain 5.74 5.74 8.86 8.86 
Image-data-to-DN 
Conversion Factor 
1.0000 1.0000 1.0000 1.0000 
Mag Zero Point 20.5 19.5 17.5 13.0 
Depth of Coverage 1.0000 1.0000 1.0000 1.0000 
New Image-data 
Conversion (Jy) 
1.9350E-6* 2.7048E-6* 2.9045E-6* 5.2269E-5* 
  Table Notes. 
* Values do not vary with different images of the same filter.  
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3.4 SED-fitting Technique: Description of the 
CIGALE Code 
 
An effective way to derive SFHs and dust attenuation parameters in a homogeneous and 
simultaneous way is to fit the SED resulting from observations with models produced from a 
stellar population synthesis code. In this work, we use the SED-fitting code called CIGALE 
(Code Investigating GALaxy Emission)6 , which derives physical parameters of galaxies by 
fitting their UV to FIR SED (Noll et al. 2009; Giovannoli et al. 2011). It has proven to 
successfully derive physical parameters for both nearby galaxies (Noll et al. 2009; Buat et al. 
2011b) and objects at higher redshifts (Giovannoli et al. 2011; Buat et al. 2011a; Burgarella et al. 
2011),  allowing  for  further  constraint  of  parameters  describing  galaxies’  physical  characteristics  
as well as their dust attenuation. 
The original version of the code, created by Burgarella et al. 2005, replicated the dust-
attenuated stellar emission from the far-UV (FUV) to the NIR. However, this version required 
the user to input the value for the luminosity emitted by dust (Ldust). In order to homogeneously 
build the SED from the UV to FIR, Noll et al. (2009) revised the code to include dust emission 
models in the FIR so that the effects of dust would be consistently considered at all wavelengths. 
Noll et al. (2009) tested their updated version of CIGALE on the Spitzer Infrared Nearby 
Galaxies Survey (SINGS; Kennicutt et al. 2003), deriving galaxy properties using a Bayesian-
like analysis similar to that developed by Kauffmann et al. (2003b).  
 To construct the best model SED for a particular set of data, CIGALE combines a UV to 
optical stellar SED with a component produced by IR radiation from dust. Models generated 
                                                        
6 http://www.oamp.fr/cigale 
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with a stellar population synthesis code are built first, and then these models are quantitatively 
compared to the observed SEDs – while appropriately accounting for uncertainties in the 
measurements made for each filter flux passband – by assuming a SFH, dust attenuation 
scenario, and (optionally) an AGN model as input. Each parameter value is determined by 
calculating its probability function, with the estimated value of the parameter and its error 
corresponding to the mean and standard deviation of the distribution, respectively. Energy 
emitted by dust-enshrouded stars and the subsequent emission of this energy by dust that has 
absorbed or scattered it is conserved by careful combination of the UV to optical and NIR to FIR 
SEDs. The Dale and Helou (2002) dust templates are used to model the IR SEDs. Additional 
dust emission from a dust-enshrouded AGN may also be considered, but the unobscured 
emission from an AGN is not included. For a more thorough discussion on the SED-fitting 
techniques employed by CIGALE, we refer the reader to Noll et al. (2009). 
 In the following subsections, we describe the parameters and justify our choices of input 
values for each. The values that were input into CIGALE for each parameter are listed in Table 
3.6 and discussed in this section.  
 
3.4.1 Stellar Populations and Star Formation Histories 
For this work, we adopt the stellar population synthesis models of Maraston (2005). These 
models include a full treatment of thermally pulsating asymptotic giant branch stars and model 
young stellar populations with Geneva stellar evolutionary tracks. We choose the initial mass 
function to be that of Salpeter (1955). The metallicity is chosen to be solar since U/LIRGs are 
chemically evolved, yet cannot exceed 2 Z

 (Pagel 1997). 
 93 
 Previous works (e.g. Erb et al. 2006; Lee et al. 2009) have found that more accurate SFRs 
result by including two stellar components – one characteristic of an old and another of a young 
stellar population. Buat et al. (2011b) also show that assuming a SFH with both a young and an 
old stellar population improves the results of the SED-fitting relative to the scheme where only 
one population with an exponentially decreasing SFR is integrated. Thus, we assume a similar 
SFH for this work. CIGALE appropriately chooses single Maraston (2005) stellar populations – 
one for the young stellar population, which represents a burst that occurred during the most 
recent episode of star formation, and one for the old stellar population, which embodies a more 
slowly evolving stellar component. The Maraston (2005) models assume a SFH with an 
exponentially decreasing SFR. Thus, the SFRs for the old and young stellar populations, 
respectively, are expressed as:  
 
𝑆𝐹𝑅 (𝑡) =   𝑆𝐹𝑅 , e
(       )
 
𝑆𝐹𝑅 (𝑡) =   𝑆𝐹𝑅 , e
(       )
 
 
where t1 and t2 are the ages of the old and the young stellar populations, τ1 and τ2 are the e-
folding times of the old and young stellar populations, and SFR0,1 and SFR0,2 represent the SFRs 
at t = t1 and t = t2, respectively.  
 We study a sample of local U/LIRGs with z as low as ~0.01. At this redshift, the age of 
the universe was ~13.8 Gyr old with our cosmology. Thus, it is appropriate to investigate SFHs 
with old stellar populations as old as 13 Gyr, and we model this population with an exponentially 
decreasing SFR with various values for the e-folding rate τ1. The actual value input for t1 










Giovannoli et al. (2011) find that they are unable to precisely estimate the e-folding time 
for the young stellar populations modeled for their sample of LIRGs. Furthermore, it has been 
shown in entire galaxies that modeling the most recent burst of star formation with a constant 
star formation rate can effectively reconstruct the observed SED (Buat et al. 2011b; Giovannoli 
et al. 2011), as the various, individual, short bursts of star formation are averaged over the entire 
disk of a galaxy (note, however, that this reasoning is not valid for resolved studies of galaxies, 
e.g. Boquien et al. 2012). Thus, we model the young stellar population as a burst of star 
formation with adjustable strength that occurs at a constant rate and begins at a later time (t2 Gyr 
ago). We do this by setting τ2 to a fixed value of 10 and test different cases for t2 in the range of 
0.025 to 2 Gyr. The values input for τ2 and t2 are listed in Table 3.6. 
The old and young stellar populations are connected by their mass fraction. The fraction 
of the young stellar population, fySP, is equal to the total mass of the young stellar population 
divided by the total overall stellar mass, Mstar, and ranges from 0 to 1. There is no defined 
method for choosing values for this parameter, so we selected quantities within the 
aforementioned range that would allow for the choice of the best value. CIGALE computes the 
instantaneous SFR using the formula 
 
𝑆𝐹𝑅 = 1 −  𝑓 ∙   𝑆𝐹𝑅   +  𝑓 ∙   𝑆𝐹𝑅  
 
where SFR1 and SFR2 correspond to the star formation rates of the old and young stellar 
populations, respectively. The SFRs in this work are calculated with this formula and describe 
the rate of star formation for the current time.  
(3.3) 
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The latest version of CIGALE also estimates the dust-free D4000 Å break measured in 
the model spectrum containing the composite stellar population. The definition of the D4000 Å 
employed by CIGALE is that of Balogh et al. (1999): 
 
D4000 =   
∫ 𝑓   𝑑𝜆
∫ 𝑓   𝑑𝜆
  . 
 
3.4.2 Dust Attenuation and Infrared Emission 
 
Dust   significantly   affects   the   UV   to   optical   component   of   a   galaxy’s   SED   by   absorbing   or  
scattering photons within this energy range. The distribution of dust can also change the shape of 
the effective dust attenuation curve (Charlot & Fall 2000; Witt & Gordon 2000; Panuzzo et al. 
2007). For example, a starburst galaxy will have an effective attenuation curve with a shallow 
slope, with attenuation decreasing very slowly with wavelength (Calzetti et al. 1994, 2000). This 
is in contrast to the attenuation curves applied to the Small and Large Magellanic clouds, which 
have significantly steeper slopes (Gordon et al. 2003).  
Thus, CIGALE models dust attenuation using a modified Calzetti et al. (2000) 
attenuation law. CIGALE allows the user to alter the steepness of the attenuation curve and/or 
add a UV bump centered at 2175 Å (we refer the reader to Noll et al. 2009 for a more thorough 
description of the dust attenuation prescription). Different slopes for the original Calzetti 
attenuation curve are tested by multiplying the attenuation law equation by (λ/λV)δ where λ is the 
wavelength, λ0 is the normalization wavelength (5500 Å), and δ is a newly introduced parameter 
to modify the slope. δ = 0 characterizes the attenuation curve of a starburst galaxy, δ > 0 








that observed in the Magellanic Clouds, for instance. We expect our dusty U/LIRGs to require 
attenuation curves similar to one observed in a starburst galaxy or shallower, and thus we choose 
values between -0.2 and 0 for δ. We find that CIGALE never chooses solutions that deviate 
farther from the original law than these quantities, and they suffice to reproduce the observations. 
Some galaxies, including our own Milky Way, show a UV bump around 2175 Å, as well 
as galaxies at both low (Burgarella et al. 2005; Conroy et al. 2010; Wild et al. 2011) and high 
redshifts (Noll et al. 2009). The cause for the variations seen in this bump among galaxies has 
not yet been confirmed. Studies have shown that, in addition to metallicity, galaxy inclination 
angle  likely  has  an  effect,  causing  galaxies  seen  “edge-on”  to  exhibit  a   larger  bump  than  those  
seen  “face-on.”  While  CIGALE  can  be  used  to  detect  a  UV  bump  in  the  attenuation  law,  accurate  
computation of its amplitude requires excellent constraints provided by high quality sampling of 
the SED in the rest-frame UV wavelengths. Furthermore, Buat et al. (2011b) performs several 
tests in an attempt to constrain the presence of a UV bump with the photometric broadbands 
available for their work, and they are not able to constrain this parameter. Additionally, 
Giovannoli et al. (2011) perform SED-fitting with CIGALE for a sample of LIRGs and do not 
add such a bump. Hence, we decide that it is likely wise to omit the bump in our work as well, 
and only consider deviations in the slope provided by the δ parameter. If such a bump were 
present in the SED for any of our U/LIRGs, we expect it to be weak, as the U/LIRGs in our 
sample  are  reasonably  “face-on”  (Conroy  et  al.  2010;;  Wild  et  al.  2011)  and  of  fairly  consistent  
metallicities.  
 It is necessary to attenuate the stellar population models prior to computing the overall IR 
emission, as the total IR luminosity is defined as the total dust-absorbed luminosity of the stars. 
Previous studies (e.g. Calzetti et al. 2000; Charlot & Fall 2000; Panuzzo et al. 2007) have 
 97 
suggested that older stellar populations are less dusty and thus less affected by dust attenuation 
than younger ones. The young stellar population resulting from the most recent burst of star 
formation in a starburst galaxy can have an attenuation that is a factor of 2 or more greater than 
that of its old stellar population (Calzetti et al. 1994; Wild et al. 2011). Thus, CIGALE allows for 
separate dust attenuation treatments to be applied to the old and young stellar populations. AV,ySP, 
the dust attenuation in the V band of the young stellar population, as well as fV, the reduction 
factor applied to the adopted attenuation law that dictates the amount of attenuation undergone 
by the old stellar population, are input by the user. AV is defined as the global dust attenuation for 
the sum of the young and old stellar populations and is also input by the user. The ranges of 
values we chose for AV,ySP, fV, and AV are listed in Table 3.6.  
 The emission from the stellar populations heats the dust, which then re-radiates this 
energy as MIR and FIR light. To fit the data at these longer wavelengths, CIGALE uses the 
semi-empirical one-parameter models of Dale & Helou (2002), containing a total of 64 
templates. The models are parameterized by α, the power-law slope of the dust mass divided by 
the heating intensity, which is expressed as 
 
d𝑀 (𝑈) =   𝑈 d𝑈  , 
 
where Md(U) is the total mass of the dust that has been heated by a radiation field of intensity U, 
and 𝛼 is directly related to f60  μm/f100  μm, where f60  μm and f100  μm    are the fluxes of the model SED at 
60  and  100  μm, respectively. We choose to allow 𝛼 to vary between 1 and 2.5 to cover a large 






3.4.3 Active Galactic Nucleus Contribution 
 
CIGALE allows the user to add additional dust emission from an AGN that is not balanced by 
the dust attenuation of the stellar populations and derives the contribution to Ldust from this AGN. 
This is done by integrating one of the nearly 1500 AGN templates from Siebenmorgen et al. 
(2004a,b) or 38 templates from Fritz et al. (2006), modeling AGN of both types 1 and 2, into the 
best-fit model SED. These models are scaled by their integrated luminosities. The Siebenmorgen 
templates model cases with varying luminosities for the non-thermal source, outer radii of the 
enshrouding spherical dust cloud covering the AGN, and amount of attenuation in the V-band 
caused by the enshrouding clouds. The Fritz templates vary according to the ratio between the 
outer radius and the inner radius, the optical depth at  9.7  μm, the torus-opening angle, and the 
density function parameters (see Fritz et al. 2006 for more details).  
After several trials, we find that the Fritz models produce better fitting SEDs for the 
U/LIRGs in our sample. Figure 3.3 shows the six templates from Fritz et al. (2006) used in the 
present work, with models 3, 4, and 6 representing type 1 AGN and models 1, 2, and 5 
representing type 2 AGN. The fraction of the contribution to Ldust from an AGN is given by the 
parameter, fAGN. We choose input values ranging from 0.0 to 0.9 for this parameter. Note that we 
do not test all of these possible values at once, but rather start with only a couple of options that 
will likely produce good fits. We run the code several times, each time fine-tuning this parameter 
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Figure 3.3. The AGN templates from Fritz et al. (2006) used in this work are shown in different 
colors to distinguish between different models. Models 2 and 6 are plotted with a dashed line 
only for the purpose of allowing the reader to more easily view other models that fall under 
them. The AGN SEDs clearly show that AGN models 3, 4, and 6 represent type 1 AGN, while 
models 1, 2, and 5 represent type 2 AGN. These templates vary according to the ratio between 
the outer radius and the inner radius, the optical depth at 9.7  μm, the torus-opening angle, and the 
density function parameters (see Fritz et al. 2006 for more details).  
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3.4.4 Construction of Mock Catalogue Dedicated to the 
Sample to Check Reliability of Parameters  
 
CIGALE performs Bayesian statistical analysis to provide an estimate of the basic input 
parameters as well as several additional output parameters that depend on different basic model 
properties. For this work, we focus primarily on the SFH and AGN parameters.  
 The method of Bayesian analysis used by CIGALE to estimate the physical parameters is 
one similar to Kauffmann et al. (2003b). The method involves the derivation of a probability 
distribution function (PDF) for each parameter, followed by the estimation of the most probable 
value for that parameter. The most probable value of a parameter is given by the mean value or 
expectation value of its PDF. The expectation value of parameter x, 〈𝑥〉,  is given by the equation: 
 





and the corresponding standard deviation, σ, is given by the equation:  
 
𝜎 =   




This method of Bayesian analysis is further described in Noll et al. (2009) and described as the 
“sum  method.” 
 When parameters are derived using a numerical, SED-fitting code, the results obtained 








the number and quality of the input flux values. It is necessary to check that the parameters 
derived by the code are correctly estimated and reliable. While the Bayesian analysis built-in to 
CIGALE indeed does provide one with an estimation of the reliability of each parameter that is 
based on the shape of its corresponding PDF (for instance, if the shape of the PDF is not 
Gaussian then the parameter has not been accurately derived; Walcher et al. 2008) and relative 
error σx, a more direct way to check the accuracy of the parameter estimation is to build a mock 
catalogue specific to the sample fitted in a given work.   
 Our method of constructing a sample-tailored mock catalogue was developed by 
Giovannoli et al. (2011) and is completed in three main steps. First, we run the code on the data 
to find the best-fit model SED for each object by a simple χ2 minimization method. The second 
step involves adding an error that is randomly distributed according to a Gaussian curve with σ = 
0.1 to the model fluxes in each of the photometric bands that the sample objects were observed in 
(i.e. an error equal to ~10% of the corresponding model filter flux value was considered for each 
photometric band). This step produces a catalogue of artificial galaxies, observed with the same 
filters as those galaxies in the sample of our present work, and are thus characteristic of them. To 
execute the final step, we run the code on each of the artificial galaxies and then compare the 
exact parameter values, which are produced by CIGALE when one inputs model photometric 
filter values, with the values of the physical parameters estimated by CIGALE after inputting the 
observed filter flux values. 
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3.5 Results of the SED-fitting Analysis 
 
We performed SED-fitting with the code CIGALE on both our sample of U/LIRGs and the 
sample-specific mock catalogue in order to determine which of the parameters output by 
CIGALE are estimated to a satisfying degree. In the following, we first discuss the results 
obtained from the SED-fitting of the mock catalogue of artificial galaxies. Then, we present the 
results of the parameters of interest produced for the sample of real U/LIRGs.  
 
3.5.1 Analysis of Results for the Mock Catalogue 
 
A mock catalogue of artificial galaxies closely resembling those in the sample of U/LIRGs used 
in our present work was constructed using the prescription outlined in Section 3.4.4. Building 
such a catalogue is necessary in order to determine which of the input parameters derived by 
CIGALE are well-determined and thus reliable enough for us further discuss. This is done by 
comparing the value of each input parameter with that estimated by the code via Bayesian 
statistics. It is possible that some SEDs are degenerate, with similar models corresponding to 
different parameter values, thus making this step a critical one in our overall analysis.  
 Figures 3.4 – 3.11 show the input parameters of the mock galaxies (exact model values) 
versus the values estimated by the code for the real galaxies for SFR, fAGN, D4000, Mstar, t2, fySP, 
Ldust, and ageM, respectively. Values of the linear Pearson correlation coefficient rp are displayed 
on each figure. For all parameters except D4000, we obtain very good correlations, with rp > 0.9. 
The correlation for D4000 is 0.886. We interpret this as implication that CIGALE correctly 
estimates the values of each of these parameters for our sample of U/LIRGs, and we proceed to 
study and discuss them in the next section.  
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Figure 3.4. Values of log(SFR) for the mock catalogue are plotted along the x-axis, while the 
corresponding values for log(SFR) output by CIGALE for the sample of real U/LIRGs used in 
this present work are plotted along the y-axis. The standard error for each estimated value – 
provided by the Bayesian analysis done by CIGALE – is plotted as an error bar. The black line 
corresponds to the ratio 1:1. The linear Pearson correlation coefficient, rp, is displayed in the 





Figure 3.5. Values of fAGN for the mock catalogue are plotted along the x-axis, while the 
corresponding values for fAGN output by CIGALE for the sample of real U/LIRGs used in this 
present work are plotted along the y-axis. The standard error for each estimated value – provided 
by the Bayesian analysis done by CIGALE – is plotted as an error bar. The black line 
corresponds to the ratio 1:1. The linear Pearson correlation coefficient, rp, is displayed in the 





Figure 3.6. Values of D4000 for the mock catalogue are plotted along the x-axis, while the 
corresponding values for D4000 output by CIGALE for the sample of real U/LIRGs used in this 
present work are plotted along the y-axis. The standard error for each estimated value – provided 
by the Bayesian analysis done by CIGALE – is plotted as an error bar. The black line 
corresponds to the ratio 1:1. The linear Pearson correlation coefficient, rp, is displayed in the 





Figure 3.7. Values of log(Mstar) for the mock catalogue are plotted along the x-axis, while the 
corresponding values for log(Mstar) output by CIGALE for the sample of real U/LIRGs used in 
this present work are plotted along the y-axis. The standard error for each estimated value – 
provided by the Bayesian analysis done by CIGALE – is plotted as an error bar. The black line 
corresponds to the ratio 1:1. The linear Pearson correlation coefficient, rp, is displayed in the 





Figure 3.8. Values of log(t2) for the mock catalogue are plotted along the x-axis, while the 
corresponding values for log(t2) output by CIGALE for the sample of real U/LIRGs used in this 
present work are plotted along the y-axis. The standard error for each estimated value – provided 
by the Bayesian analysis done by CIGALE – is plotted as an error bar. The black line 
corresponds to the ratio 1:1. The linear Pearson correlation coefficient, rp, is displayed in the 





Figure 3.9. Values of log(fySP) – the mass fraction of the nuclear starburst – for the mock 
catalogue are plotted along the x-axis, while the corresponding values for log(fySP) output by 
CIGALE for the sample of real U/LIRGs used in this present work are plotted along the y-axis. 
The standard error for each estimated value – provided by the Bayesian analysis done by 
CIGALE – is plotted as an error bar. The black line corresponds to the ratio 1:1. The linear 






Figure 3.10. Values of log(Ldust) for the mock catalogue are plotted along the x-axis, while the 
corresponding values for log(Ldust) output by CIGALE for the sample of real U/LIRGs used in 
this present work are plotted along the y-axis. The standard error for each estimated value – 
provided by the Bayesian analysis done by CIGALE – is plotted as an error bar. The black line 
corresponds to the ratio 1:1. The linear Pearson correlation coefficient, rp, is displayed in the 





Figure 3.11. Values of ageM – the mass-weighted age of the stellar population – for the mock 
catalogue are plotted along the x-axis, while the corresponding values for ageM output by 
CIGALE for the sample of real U/LIRGs used in this present work are plotted along the y-axis. 
The standard error for each estimated value – provided by the Bayesian analysis done by 
CIGALE – is plotted as an error bar. The black line corresponds to the ratio 1:1. The linear 
Pearson correlation coefficient, rp, is displayed in the upper left hand corner.  
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3.5.2 Analysis of Results for the U/LIRG Sample 
 
We now present the results of the parameters of interest, calculated by SED-fitting with CIGALE 
using the previously described Bayesian analysis and the input parameters in Table 3.6, for the 
sample of U/LIRGs in our present study. The input fluxes used during the SED-fitting of all 
objects include those listed in Table 3.1 except in extreme cases when a flux value was found to 
be of a significantly different flux from several neighboring points, as it seemed unlikely that 
such a flux value was correct. Removed flux points included both those that were considered to 
be of high quality as well as those in which the source had not been confirmed during the 
observation. Many fluxes in which the source had not been confirmed fit well with the data and 
were thus usable. All 34 U/LIRGs included in our analysis are fitted with a reduced   χ2 value 
lower than 10.  Two examples of best-fit SED models superimposed on the observed flux values 
are displayed in Figure 3.12. Appendix C contains similar figures for all U/LIRGs in our sample. 
The reduced χ2 distribution for all sample objects is shown in Figure 3.13.  
 
Figure 3.12. The best-fit model SED (red solid line) superimposed over the observed data (blue 
dots) for IRAS 13496+0221 (left) and IRAS 12265+0219 (right). The SED fit for IRAS 
13496+0221 produces a χ2 value of 0.66 and implies log(SFR) = 1.60 M

 yr-1 and fAGN  = ~1%. 
The SED fit for IRAS 12265+0219 produces a χ2 value of 1.98 and implies log(SFR) = 2.36 M

 
yr-1 and fAGN  = 85%.  
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We include galaxies in our sample with reduced χ2 values that might seem rather high 
because high densities of data points can cause the reduced χ2 value to increase. In such cases, 
the fit between the model and the data cannot be perfect because of the large information 
content. We note that we use as many as 33 observed filter flux values to fit models to our 
U/LIRGs. Thus, even if the global fit is good, the χ2 value can be slightly large. 
Figures 3.14 – 3.21 show the distributions of the SFR, fAGN, D4000, Mstar, t2, fySP, Ldust, 
and ageM, respectively. Our sample U/LIRGs are highly active in star formation; the values for 
SFR range from ~10 to nearly 500 M

 yr-1 with a median value of ~60 M

 yr-1. The majority of 
objects show AGN contributions of less than 20%. We note that in the previous study of LIRGs 
using CIGALE by Giovannoli et al. (2011), they find this to be true for the majority of their 
initial sample of LIRGs (i.e. LIRGs that are not required to meet the criterion fAGN > 15%).  
The D4000 distribution has a median value of 1.26 and is characteristic of that of actively 
star-forming galaxies in the local universe (Kauffmann et al. 2003b). Our U/LIRGs are massive 
with a median value of Mstar equal to 1011.4 M and ranging from 10
10.7 to 1012.4 M

. The ages of 
the most recent starbursts, t2, have a median value of ~165 Myr, and range from 45 to 315 Myr, 
and the mass fractions of these bursts, fySP, have a median value of ~3%, and range from 0.8 – 
nearly 20%. The previously mentioned study by Giovannoli et al. (2011) find that the majority of 
their initial sample of LIRGs are modeled with burst fractions >10%, with the distribution 
peaking at ~5%. Our sample objects are infrared-bright, as previously stated, with the exception 
of IRAS 07256+3355, with Ldust = 1010.9 L. Six of our objects are LIRGs with 11.00 ≤ log(Ldust) 
< 11.49 L

, and 22 are LIRGs with 11.50 ≤ log(Ldust) < 11.99 L. Five objects are ULIRGs with 





Figure 3.13. The reduced χ2 distribution for our sample of U/LIRGs. All values are < 10.  
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Figure 3.15. The distribution of AGN contributions for our sample of U/LIRGs. Most of our 












Figure 3.17. The distribution of stellar mass for our sample of U/LIRGs. Range: 1010.7 – 1012.4 
M









Figure 3.18. The distribution of ages for the most recent starburst activity for our sample of 






Figure 3.19. The distribution of starburst/young stellar population fractions for our sample of 





Figure 3.20. Distribution of dust/infrared luminosities for our sample of U/LIRGs. Number of 
objects with log(Ldust) < 11.00 L: 1. Number of LIRGs with 11.00 ≤ log(Ldust) < 11.49 L: 6. 
Number of LIRGs with 11.50 ≤ log(Ldust) < 11.99 L: 22. Number of ULIRGs with log(Ldust) ≥ 
12.0 L







Figure 3.21. The distribution of mass-weighted stellar ages for our sample of U/LIRGs. Range: 





3.6.1 Relative Ages of U/LIRGs of Varying Star Formation 
Rate and AGN Contribution 
 
Previous studies have provided evidence that the primary sources of IR radiation in U/LIRGs 
(e.g. Kim et al. 1995; Farrah et al. 2001; Dasyra et al. 2006; Veilleux et al. 2009; and references 
therein) evolve from a nuclear starburst to an AGN. However, the timescales at which this 
evolution occurs, as well as mechanisms that might drive the evolution, are still uncertain. We 
begin our investigation of this query by looking at stellar age-related parameters of U/LIRGs of 
varying SFRs and AGN contributions. 
 Figure 3.22 shows SFR versus AGN contribution for the sample of U/LIRGs plotted with 
magenta, orange, and yellow dots to indicate:  
D4000 < 1.25,  
1.25 < D4000 < 1.30, 
and 1.30 < D4000, 
respectively. Error bars are included for approximately two-thirds of the population to preserve 
clarity. The U/LIRGs in these three bins seem to indicate three different groups with distinctive 
locations on the diagram. U/LIRGs with the youngest stellar populations – those marked with 
magenta dots – have the highest SFRs. U/LIRGs with stellar populations of a moderate age with 
respect to the other objects in the sample (marked with orange dots) as well as those with the 
oldest  stellar  populations  (marked  with  yellow  dots)  have  lower  SFRs.  Furthermore,  the  “orange  
group”  of  U/LIRGs  tend to  have  slightly   lower  AGN  contributions   than  the  “yellow  group”  of  
U/LIRGs.  The  “magenta  group”  contains  U/LIRGs  that  span  a  large  range  of  AGN  contributions,  
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as well as the sample objects with the highest AGN contributions. We note that the only object in 
the  “magenta  group”  that  is  not  located  near  the  rest  of  its  group  members  on  the  plot  is  IRAS  
07256+3355 – the only object that appears not to be a U/LIRG according to our results (log(Ldust) 
for this object is ~10.9 in units of L

). 
These results can be explained by the proposed evolutionary scheme for U/LIRGs, and 
suggest that the younger U/LIRGs in our sample have larger SFRs compared to the older ones. A 
decrease in SFR can occur in galaxies if material from which stars form becomes used up and/or 
if there is no mechanism to allow the star formation to continue.  This picture is consistent with 
the conclusions of Wild et al. (2010), who find that star formation declines over a timeframe of 
~300  Myr   after   the   onset   of   a   starburst.   Furthermore,   the   “yellow   group”   of   relatively   older  
U/LIRGs   shows   evidence   for   stronger   AGN   activity   than   the   “orange   group”   of   relatively  
younger U/LIRGs; this agrees with the idea that AGN strength increases with the evolution of 
U/LIRGs. The finding of Wild et al. (2010) that the average rate of accretion of matter on to the 
central SMBH increases steeply ~250 Myr after the start of a nuclear starburst also supports this 
evolutionary   scenario.   To   explain   the   behavior   of   the   “magenta   group,”   we   propose   that  
extremely high SFRs or strong nuclear starbursts in U/LIRGs can trigger very rapid accretion on 
to the central SMBHs in these objects at any evolutionary stage, thus allowing some relatively 
younger objects to have considerably strong AGN.  
We find it worthwhile to discuss the specific results for IRAS 12265+0219 (3C 273), 
which is found to be an extreme outlier on Figure 3.22 with a SFR of 230 M

 yr-1 and fAGN of 
85%. This object is listed as a Seyfert 1 ULIRG in Veilleux et al. (2009), as a radio galaxy 
(Buttiglione et al. 2009), and as a Type 1 quasi-stellar object (QSO) (Meisenheimer et al. 2001; 
Siebenmorgen et al. 2004b; Mainieri et al. 2005). Veilleux et al. (2009) determined the AGN 
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contribution in this object using six different methods involving both spectroscopic and 
photometric flux measurements. These methods give AGN contributions for IRAS 12265+0219 
ranging from 82.1 – 100%; the average AGN contribution after considering the results from all 
methods is 94.9%. Our results for the AGN contribution in this object agree within this range. 
Furthermore, the SFR of 230 M

 yr-1 that we derive for IRAS 12265+0219 seems 
reasonable based on the direct relationship between SFR and both quasar accretion luminosity 
and redshift found in previous work (Floyd et al. 2013; Bonfield et al. 2011). For a sample of 
high redshift (z > 4) quasars, Priddey & McMahon (2001) derive SFRs ~1000 M

 yr-1 using a 
mean FIR rest-frame SED of the thermal emission from dust created from the sample studied in 
their work. Mainieri et al. (2005) use the 850  μm  flux to derive a SFR of 550 – 680 M

 yr-1 for a 
newly discovered (at the time) Type 2 QSO at z = 3.660. Floyd et al. (2013) study luminous 
quasar host galaxies with z = 1 – 2   and   use   simple   stellar   population   “frosting”   models   to  
estimate mean SFRs. They find SFRs of ~350 M

 yr-1 for the radio-loud quasars (RLQs) and 
~100 M

 yr-1 for the radio-quiet quasars (RQQs) in their sample at z ~ 2. They also find SFRs of 
~150 M

 yr-1 for the RLQs and ~50 M

 yr-1 for the RQQs at z ~ 1. Though the SFR of 
230oM

oyr-1 that we derived for IRAS 12265+0219 might seem slightly high compared to the 
picture we have just described, as it is at z ~ 0.16, we note that the galaxy hosting this QSO is 
classified as a ULIRG and is thus very dusty. Dusty galaxies might tend to have higher SFRs 
since the presence of an abundant amount of dust is indicative of active star formation to produce 
it, and also because the negative feedback from the quasar might be weaker due to the dust 
obscuration and hence less able to quench star formation (Matsuoka 2012). Thus, though IRAS 
12265+0219 is categorized as a quasar, and is considered to be more evolved than the other 
sample  U/LIRGs  (a  claim  further  supported  by  its  membership  in  the  “yellow  group”  containing  
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the oldest U/LIRGs) yet modeled with a relatively high SFR, we determine that our results are 
plausible.  
 
Figure 3.22. log(SFR) in M

 yr-1 versus AGN contribution for the sample of U/LIRGs plotted 
with magenta, orange, and yellow dots to indicate D4000 < 1.25 (relatively youngest stellar 
populations), 1.25 < D4000 < 1.30 (relatively moderately-aged stellar populations), and 1.30 < 
D4000 (relatively oldest stellar populations), respectively. Error bars are included for ~two-
thirds of the population to preserve clarity. The U/LIRGs in these three bins seem to indicate 
three different groups with distinctive locations on the diagram. 
 
 
 Figure 3.23 shows SFR versus AGN contribution for the sample of U/LIRGs plotted with 
light green and dark green dots to indicate: 
t2 < 125 Myrs, 
and 125 Myrs < t2, 
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respectively. Error bars are included for approximately one-third of the population to preserve 
clarity. From this plot, one can see that the U/LIRGs modeled with stellar populations of the 
youngest ages – or, in other words, with the most recent starburst activities – have the highest 
SFRs. This is consistent with the proposed evolutionary scheme that U/LIRGs begin as star-
forming galaxies and evolve into galaxies with increased AGN activity. The U/LIRGs in our 
sample with the most recent starburst activities have had less time for their SFRs to decay, and 
thus generally have higher SFRs as compared to the U/LIRGs with less recent starbursts.  
 
Figure 3.23. log(SFR) in M

 yr-1 versus AGN contribution for the sample of U/LIRGs plotted 
with light green and dark green dots to indicate t2 < 125 Myrs (more recent starburst activity) and 
125 Myrs < t2 (less recent starburst activity), respectively. Error bars are included for 
approximately one-third of the population to preserve clarity. Sample U/LIRGs with the most 
recent starburst activity have had less time for star-formation to quench, and thus tend to have 
higher SFRs.  
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Finally, Figure 3.24 shows SFR versus AGN contribution for our sample of U/LIRGs 
plotted according to varying mass-weighted stellar ages, which is calculated using: 
 
age =   
∫ 𝑡   𝑆𝐹𝑅(𝑡 )d𝑡
∫   𝑆𝐹𝑅(𝑡 )d𝑡
  . 
 
 The mass-weighted stellar age and the age derived from D4000 are complimentary; the former 
traces the old mass-dominating stellar population, and the latter traces the young light-
dominating stellar population. U/LIRGs are marked with pink, violet, and purple dots to indicate: 
9.5 Gyr < ageM, 
8.5 Gyr < ageM < 9.5 Gyr, 
and ageM < 8.5 Gyr, 
respectively. Error bars are included for approximately one-third of the population to preserve 
clarity. As the SFR increases, ageM decreases for our sample, regardless of AGN contribution. 
This result suggests that U/LIRGs with higher SFRs are producing more of the most massive 
types of stars with the shortest lifetimes. However, as we demonstrated previously using Figure 
3.23, the U/LIRGs with the highest SFRs also have the most recent starburst activities; thus less 
time has passed to allow these massive, short-lived stars to die. Hence, the mass-weighted ages 
are higher in U/LIRGs with larger SFRs, with AGN activity likely contributing little, if any, 
effect on this parameter. This trend fits in with our results presented thus far, as well as the 





Figure 3.24. log(SFR) versus AGN contribution for our sample of U/LIRGs plotted according to 
varying mass-weighted stellar ages. U/LIRGs are marked with pink, violet, and purple dots to 
indicate 9.5 Gyr < ageM, 8.5 Gyr < ageM < 9.5 Gyr, and ageM < 8.5 Gyr, respectively. Error bars 
are included for approximately one-third of the population to preserve clarity. As the SFR 




3.6.2 Timescales for the Evolution of U/LIRGs 
 
We have discussed the qualitative age comparisons of U/LIRGs of varying star-forming and 
AGN strengths, and now we quantify the timescale at which the SFRs in our sample of U/LIRGs 
evolve. We start with the use of box-whisker plots. In Figures 3.25 – 3.27, we display box-
whisker plots that compare the SFRs for different subsamples of our U/LIRGs. Each box-
whisker plot uniquely divides our sample of U/LIRGs into two different groups based on the 
ages of the young stellar populations, or most recent starburst activity, t2. We look at several 
pairs of subgroups, each with a different value of t2 to designate which U/LIRGs will become a 
member of each, in order to study how the SFR changes for our overall sample in time.  
 The sizes and positions of the notches on each box-whisker plot is a first indicator that 
that there is a likely statistically significant difference between the medians of the SFRs of each 
pair of subgroups, as the notches on the box plots do not overlap one another for any of the pairs 
of subsamples. The notches are the v-shaped indents on either side of each box-whisker plot with 
the  point  of  the  “v”  positioned  at  the  median.  The  width  of  a  given  notch  is  proportional  to  the  
interquartile range, IQR, which is the difference between the upper quartile, denoted by the top 
of  the  “box,”  and  the  lower  quartile,  denoted  by  the  bottom  of  the  “box.”  The  notch  width  is  also  
inversely proportional to the square root of the sample size, N. The precise formula that gives the 
notch width is: 
 








When comparing the box-whisker plots for two samples, there is a high probability that the 




Figure 3.25. Box-whisker plot comparing the SFRs in two different subsamples of our U/LIRGs 
– one with objects with t2 < 125 Myr and another with 125 Myr < t2. The positions of the notches 
on each box-whisker plot is indicative of a likely statistically significant difference between the 





Figure 3.26. Box-whisker plot comparing the SFRs in two different subsamples of our U/LIRGs 
– one with objects with t2 < 150 Myr and another with 150 Myr < t2. The positions of the notches 
on each box-whisker plot is indicative of a likely statistically significant difference between the 





Figure 3.27. Box-whisker plot comparing the SFRs in two different subsamples of our U/LIRGs 
– one with objects with t2 < 155 Myr and another with 155 Myr < t2. The positions of the notches 
on each box-whisker plot is indicative of a likely statistically significant difference between the 
medians of the SFRs for each group.   
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 To strengthen our certainty that the differences observed between our pairs of samples in 
Figures 3.25 – 3.27 are significantly different, we compute the confidence intervals for the 
pairwise comparisons of the subsample means. We perform these calculations using the Tukey-
Kramer method. When comparing samples of similar sizes, the simplistic version of this test – 
the Tukey method – may be used, which is described as follows. A confidence interval is 
obtained by first finding the maximum difference between the two sample means, max(μ1 – μ2), 
and then by adding (subtracting) the standard error, S. E., multiplied by the appropriate critical 
value of a t- or q-distribution to obtain the upper (lower) limit. In such a case, one can usually 
assume that all samples have the same variance when finding the standard error, and thus defined 
as:  
 




where 𝜎  is the variance of the samples and N is the size of each sample. The critical value of the 
t- or q-distribution is selected (from a distribution table) based on the confidence level 
considered, the total number of subsamples being considered overall, r, and the number of 
degrees of freedom, df, which is equal to r subtracted from the sum if the sizes of all subsamples 
considered. Thus, if one chooses to consider a confidence level of 95%, the difference between 
the two means of the corresponding samples has a 95% chance of falling within the computed 
confidence interval. Furthermore, if μ1 – μ2 > 0, and the confidence interval does not include 





chance that this statement is incorrect. One can alternatively confirm this statement by looking at 
the statistic q: 
 
𝑞 =   
max(𝜇   −  𝜇 )
𝑆. 𝐸.   . 
 
If q > qcrit, then the two means are statistically significantly different. 
 Since the sizes and variances of the subsamples we compare are not equal, we must 
consider these differences as is done in the Tukey-Kramer method. This method follows the 
same principles and procedures as discussed above, except S. E., q, and df are defined as:  
 
𝑆. 𝐸. =   
𝜎
𝑁   +  
𝜎
𝑁
2   , 
𝑞 =   
max(𝜇   −  𝜇 )
𝜎





and 𝑑𝑓 =   
     
           
  , 
 
respectively (Games & Howell 1976). The parameters 𝜎  and 𝑁  (𝜎  and 𝑁 ) refer to the 
variance and size of the first (second) subsample.  
Though we only show box-whisker plots for three sets of pairs of subsamples of our 































different limiting values of t2. Table 3.7 lists the following parameters for each pair of 
subsamples:  
 value of t2 that separates each subsample (i.e. the ages of the young stellar populations for 
U/LIRGs in the first subsample are younger than this value, and older than this value for 
those in the second),  
 q,  
 the upper limit of the confidence interval, Cup,  
 the lower limit of the confidence interval, Clow,  
 the median SFR of the first subsample,  
 the mean SFR of the first subsample,  
 the average of the median and mean SFRs of the first subsample, AvgSFR,1, 
 the median SFR of the second subsample,  
 the mean SFR of the second sample,  
 the average of the median and mean SFRs of the second subsample, AvgSFR,2, 
 the median young stellar population age of the first subsample,  
 the mean young stellar population age of the first subsample,  
 the average of the median and mean young stellar population ages of the first subsample, 
Avgt2,1, 
 the median young stellar population age of the second subsample,  
 the mean young stellar population age of the second subsample,  
 the average of the median and mean young stellar population ages of the second 
subsample, Avgt2,2, 
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 the overall approximate change in SFR seen between the first subsample and the second 
subsample, ΔSFR,  equal to AvgSFR,2 – AvgSFR,1, 
 and, finally, the overall approximate change in young stellar population age seen between 
the first subsample and the second subsample, Δt2, equal to Avgt2,2 – Avgt2,1. 
All values of SFR are in units of M

 yr-1 and all values of t2 are in units of Myr. 
The number of degrees of freedom for each set of pairs was high enough such that qcrit = 
2.772 for all sets. All calculated values of q are greater than this value, thus providing further 
evidence of the median SFRs being statistically significantly different for each pair. 
We calculate the averages of the median and mean SFRs and young stellar population 
ages for each subgroup to increase the accuracy of the approximate changes seen between these 
parameters for each subsample, and to decrease any error that might be caused by outliers. We 
claim that, since none of the pairs of subsamples examined have corresponding confidence 
intervals containing zero, nor have corresponding values of q < qcrit, when performing pairwise 
comparisons of the means of the SFRs, the median SFRs in each pair are statistically 
significantly different. Furthermore, several studies previously mentioned suggest that U/LIRGs 
evolve such that their SFRs decrease after the onset of a nuclear starburst, and we have 
demonstrated that our U/LIRGs fit this evolutionary scheme. Thus, we simultaneously compare 
the differences in young stellar population ages (i.e. ages of most recent starburst activities) to 
estimate the amount of time that occurs to produce the significant difference, or change, in SFR 
seen for the corresponding pair of subsamples. Comparisons between all listed pairs show a 


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































 Figure 3.28 shows the absolute values of the ΔSFR plotted against the corresponding 
values of the Δt2 for our sample of U/LIRGs. We see an exponential relationship between these 
two sets of data, and fit the following mathematical relationship to the data: 
 
Δ𝑡   (Gyr) =   
−0.0588
𝑒 .   ×     ( ⨀   )
+ 0.1076 
 
We claim that this equation gives the approximate amount that the SFR will decrease, in units of 
10-3 M

 yr-1, that will be seen over a change of age in Gyr of the most recent starburst activity 
(or, essentially, over a change in time in units of Gyr). We note that there is some scatter of the 
data with respect to this relationship; however, overall, this equation quantifies the timescales for 
the change in SFR for our sample. The uncertainties in the fitting parameters -0.0588, 35.2316, 
and 0.1076 are ±0.0120, ±7.0789, and ±0.0014, respectively. Whether or not the SFRs change 
over timescales predicted by this law (or a similar one) is true for all U/LIRGs is still to be 








Figure 3.28. Absolute values of the ΔSFR (10-3 M

 yr-1) plotted against the corresponding 
values of the Δt2 (Gyr) for our sample of U/LIRGs (tan dots). Also shown is the curve fitted to 
the data to quantify the relationship between these two parameters (red line), given by Equation 
3.14. This equation gives the approximate amount that the SFR will decrease for one of our 




3.6.3 The Influence of Stellar Mass on Star Formation Rate 
 
What might allow a SFR to be much higher in one U/LIRG as opposed to another? To start, we 
look at the influence of Ldust. Figure 3.29 shows SFR versus AGN contribution for the sample of 
U/LIRGs plotted with orange, red, pink, and violet stars to indicate: 
log(Ldust) (L)  < 11.00, 
11.00 < log(Ldust) (L) < 11.50, 
11.50 < log(Ldust) (L)  < 12.00, 
and 12.00 < log(Ldust) (L), 
respectively. It is clear that SFR is positively correlated with Ldust. An increased rate in star 
formation allows for an increased amount of stellar mass to produce more UV to NIR emission 
which subsequently becomes re-radiated by the dust. This suggests a link between SFR and Mstar. 
The U/LIRGs in our sample indeed show evidence that the amount of stellar mass and the 
burst fraction might be strong influences on SFR as well as AGN strength. Figure 3.30 shows 
SFR versus AGN contribution for the sample of U/LIRGs plotted with light orange and dark 
orange dots to indicate: 
log(Mstar) (M) < 11.50, 
and 11.50 < log(Mstar) (M), 
respectively. We see that the objects with the most stellar mass tend to also have higher AGN 
contributions and slightly higher SFRs. Figure 3.31 shows SFR versus AGN contribution for the 
sample of U/LIRGs plotted with light blue and dark blue dots to indicate: 
fySP < 5%, 
and 5% < fySP, 
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respectively. From this figure, we see that the objects with the largest ratios of Mstar from the 
starburst to overall Mstar, or starburst mass fractions, also have the highest SFRs. Overall, there 
seems to be a link between Mstar and SFR for our sample of U/LIRGs.  
 
 
Figure 3.29. log(SFR) versus AGN contribution for the sample of U/LIRGs plotted with orange, 
red, pink, and violet stars to indicate log(Ldust) (L)  < 11.00, 11.00 < log(Ldust) (L) < 11.50, 
11.50 < log(Ldust) (L)  < 12.00, and 12.00 < log(Ldust) (L), respectively. It is clear that SFR is 
positively correlated with Ldust.   
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Figure 3.30. log(SFR) versus AGN contribution for the sample of U/LIRGs plotted with light 
orange and dark orange dots to indicate log(Mstar) (M) < 11.50 and 11.50 < log(Mstar) (M), 
respectively. Objects with the most stellar mass tend to also have higher AGN contributions and 





Figure 3.31. log(SFR) versus AGN contribution for the sample of U/LIRGs plotted with light 
blue and dark blue dots to indicate fySP < 5% and 5% < fySP, respectively. U/LIRGs with the 




 Indeed, the link between SFR and Mstar is key to understanding how and when stellar 
mass is created in galaxies, yet still remains unclear. The SFR-Mstar relationship provides 
constraints on the assembly histories of Mstar in galaxies. A correlation between SFR and Mstar 
has been found with a slope of ~1 and a scatter of ~0.3 dex for star-forming galaxies with 
0o<ozo<o2 (Daddi et al. 2007; Elbaz et al. 2007; Noeske et al. 2007a). Both the SFHs used to 
model galaxies in a given sample and the varying mass ranges of a sample have been found to 
directly affect the slope and scatter of the SFR-Mstar relationship (Davé 2008; Noeske et al. 
2007b). However, some works have found relatively larger scatters for samples of galaxies at 
zo~o2 (e.g. Shapley et al. 2005; Papovich et al. 2006), and thus causes for such variations in the 
SFR-Mstar relationship are still debatable.  
 Figure 3.32 shows SFR plotted against Mstar for our sample of U/LIRGs. Yellow and 
magenta diamonds are used to indicate U/LIRGs with: 
t2 < 125 Myr,  
and 125 Myr < t2, 
respectively. Included are the SFR-Mstar relationships found by the observations of Elbaz et al. 
(2007) using galaxies with z ~ 1 from The Great Observatories Origins Deep Survey (GOODS; 
Dickinson & Giavalisco 2002) and galaxies with 0.04 < z < 0.1 from SDSS Data Release 4 
(SDSS DR4; Berlind et al. 2006). Also shown are the SFR-Mstar relationships predicted for z = 0 
and z = 1 by the Millennium models of Kitzbichler & White (2007), which are a series of 
simulated lightcones of the universe that can be used to estimate various properties of the 
universe, such as the star-formation density, as a function of redshift. These models are also used 
in   the   work   of   Elbaz   et   al.   (2007).   Red   x’s   are   drawn   over   the   diamonds   of   objects   with  
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significant AGN contributions (fAGN > 0.15), as the relations found in the work of Elbaz et al. 
(2007) were for galaxies with no AGN contributions. 
 The majority of our sample of U/LIRGs falls between the correlations for the samples of 
galaxies at z = 0 and z = 1 studied by Elbaz et al. (2007). This is expected, as our sample 
contains galaxies with 0.01 < z < 0.16. When all of our sample objects are considered, we do not 
see a correlation between SFR and Mstar for our U/LIRGs, but rather a flat distribution of SFR. 
However, when we compare the placements of U/LIRGs with t2 < 125 Myr with those U/LIRGs 
with t2 > 125 Myrs, we see that the U/LIRGs with older young stellar populations, or less recent 
starbursts, show a positive correlation between SFR and Mstar and fit nicely between the 
correlations found from the observations of Elbaz et al. (2007). The objects with younger stellar 
population ages, or more recent starbursts, are dispersed outside of the boundaries suggested by 
the correlations of both the observations and the Millennium models. Interestingly, the objects 
with significant AGN contributions also agree with these statements, despite that the SFR-Mstar 
relationships found by Elbaz et al. (2007) were for galaxies with no AGN. 
In Section 3.6.2 we showed that smaller changes in time after the onset of a nuclear 
starburst result in more dramatic decreases in SFR (and the closer the starting point of the change 
in time to the true beginning of the starburst, the more dramatic the decrease in SFR). U/LIRGs 
with older stellar populations have had more time for their starbursts to decay and will eventually 
reach a point where their SFRs decrease much less drastically. Thus, the U/LIRGs that obey the 
correlations of Elbaz et al. (2007) are those with SFRs that are more constant in time. Our results 
confirm that the SFHs of our U/LIRGs do indeed influence the dispersion of the SFR-Mstar 
relationship, which is in agreement with the findings of similar works such as Giovannoli et al. 
(2011), Davé (2008), and Noeske et al. (2007b).  
 147 
 
Figure 3.32. The SFR-Mstar relationship for our total sample of U/LIRGs. Yellow and magenta 
diamonds are used to indicate U/LIRGs with t2 < 125 Myr and 125 Myr < t2, respectively. 
Superimposed SFR-Mstar relationships include those from: the observations of Elbaz et al. (2007) 
using galaxies with z ~ 1 from GOODS (black dash-dot-dot line) and galaxies with 
0.04o<ozo<o0.1 from SDSS DR4 (black solid line), and the Millennium models of Kitzbichler & 
White (2007) for z = 0 (black dashed line) and z = 1 (black dotted  line).  We  use  red  x’s  to  denote  
objects with significant AGN contributions (fAGN > 0.15), as the relations found in the work of 





We studied a sample of 34 U/LIRGs with 0.1 < z < 0.16 from the IRAS 2 Jy Redshift Survey by 
performing SED-fitting over UV-FIR wavelengths with the use of CIGALE (Noll et al. 2009) by 
combining carefully measured photometric data points with others taken from the literature. 
CIGALE uses the stellar population synthesis code of Maraston et al. (2005) to model the 
emission from an old and young stellar population emitted in the UV, optical, and NIR 
wavelengths. The semi-empirical one-parameter models of Dale & Helou (2002) are then used to 
model the dust emission in the MIR to FIR wavelengths.  
 CIGALE determines several physical parameters with the use of a Bayesian-like analysis. 
For this work, we focus primarily on the derived SFRs, AGN contributions, D4000 
measurements, stellar masses, young stellar population ages, burst mass fractions, dust 
luminosities, and stellar mass-weighted ages for the objects in our sample. We develop a sample-
specific mock catalogue of galaxies using the method of Giovannoli et al. (2011) to show that we 
are able to derive reliable estimates for these parameters.  
 We looked at how the SFR compared with AGN contribution for U/LIRGs of various 
ages based on the age-related parameters D4000, young stellar population age (also considered to 
be the age of the most recent starburst activity), and the stellar mass-weighted age. From 
comparing measurements of D4000, we found that the youngest U/LIRGs in our sample have the 
highest SFRs. Of the U/LIRGs with lower SFRs, relatively older ones showed evidence for 
stronger AGN. We also found that the U/LIRGs modeled with the lowest young stellar 
population ages (thus having had the most recent starburst activity) also have higher SFRs. 
Finally, our U/LIRGs demonstrated a transition toward decreased SFRs as their stellar mass-
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weighted ages increased. All of these results agree with the idea that U/LIRGs evolve from 
primarily star-forming galaxies into AGN dominated objects, and that their SFRs decrease over 
time if material used to produce stars is used up or there is no mechanism to allow it to continue. 
 We quantified the amount that we can expect the SFR to decrease for one of our 
U/LIRGs by creating several pairs of subsamples of our U/LIRGs that have statistically 
significantly different median values of SFR. We tested that the median SFRs in each pair of 
subsamples was significantly different with the use of box-whisker plots and the computation of 
confidence intervals at the level of 95% using the Tukey-Kramer method, making sure to 
account for the different sample sizes and variances of each subsample. We then calculated the 
difference between the averages of the median and mean SFRs for the two subsamples of each 
pair, as well as the difference between the averages of the median and mean young stellar 
population ages for the two subsamples of each pair. We say that these differences represent the 
changes in SFR and corresponding changes in time, and plot these data. We then fit an 
exponential curve to this data. The mathematical formula describing this curve is given in 
Equation 3.14.  
 We also examined the SFR-Mstar relationship given by our sample, and discover that 
initially a flat distribution of SFR is seen rather than the expected positive correlation between 
these two parameters. However, after distinguishing the objects with young stellar population 
ages greater than 125 Myr, we see that this subsample shows the expected positive correlation 
and also agrees with the observations of Elbaz et al. (2007). We also observed that objects with 
lower young stellar population ages, and thus more recent starburst activity, show a large 
dispersion in Mstar and fall outside of the boundaries suggested by the observations of Elbaz et al. 
(2007) as well as those predicted by the Millennium models of Kitzbichler & White (2007). 
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Determining the timescales that the SFRs of our U/LIRGs evolve led to the realization that 
U/LIRGs which have had more time for their SFRs to decay experience more constant SFRs. 
Thus, the SFHs of our U/LIRGs do indeed influence the dispersion of the SFR-Mstar relationship, 




The Connection Between Globular Cluster 
Formation and Galaxy Evolution  
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4.1 Introduction to Globular Cluster Formation 
 
According to standard models of globular cluster formation, these clusters are comprised of 
single stellar populations – sets of stars having the same age and initial chemical composition, as 
well as mass variations that are based on an initial mass function (Gratton et al. 2012). However, 
recent studies have found evidence for multiple stellar populations in globular clusters. For 
example, detailed studies of color-magnitude diagrams show the splitting of various sequences of 
stars into two or more isochrones (e.g. Piotto et al. 2007). Single stellar populations are described 
by a single isochrones on the color-magnitude diagram; thus, multiple isochrones imply multiple 
stellar populations. Further evidence includes varying chemical abundances in globular cluster 
stars at a fixed luminosity and evolutionary stage. These abundance variations are not found for 
iron or heavier s-process and r-process elements, but rather for the light elements C, N, O, F, Na, 
Mg, Al, and Si, which are involved in proton-capture processes (see review by Gratton et al. 
2012). The variations also show trends involving an enrichment in N, Na, and Mg and a 
depletion of C, O, and Al (see review by Gratton et al. 2004).  
These observations are expected for stars enduring high-temperature hydrogen-burning 
processes such as the CNO, NeNa, and MgAl cycles. Hence, it was initially thought that 
depletions of C and enhancements of N were simply a result of CN processing, whose products 
were brought to the stellar surface by mixing that occurs as a star transitions from the main 
sequence   to   the   red   giant   phase   (known   as   the   “first   dredge-up”).   However,   these   chemical  
abundance trends are found not just within the red giant branches of globular clusters, but also in 
the main sequences, which consist of stars that are not massive enough to exhibit hydrogen 
burning via CN processing. Furthermore, Na-O and Mg-Al anti-correlations are signatures of the 
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NeNa and MgAl cycles, respectively, which also require temperatures higher than those achieved 
in low-mass main sequence stars. Based on these findings, it has been proposed that globular 
clusters endure multiple episodes of star formation. Younger populations of stars within the 
globular cluster have a different initial chemical composition because they are formed from 
material polluted by the ejecta of a primordial population of stars.  
Determining the type(s) of stars that make up the primordial population can help to 
ensure that the correct initial conditions are used in simulations of globular cluster formation 
(e.g.   D’Ercole   et   al.   2008).   Understanding   the   nature   of   the   primordial   population   is   also  
essential to derive the relation of globular clusters to the Galaxy halo, which is necessary in order 
to understand the overall formation of the Galaxy. The majority of stars in globular clusters 
belong to the second generation; these younger stars are comprised of a different chemical 
composition from those of the first generation. The first generation, or primordial population, has 
a chemical composition similar to that of field halo stars (for heavy elements such as Fe, but not 
for light proton-capture elements) and make up only about a third of the overall globular cluster. 
The composition of the second generation stars is similar to that of material processed and 
ejected by the primordial population. This suggests that second generation stars formed primarily 
from the ejecta of the primordial population. Combining the link between the second generation 
of stars and the primordial population with that between the primordial population and field halo 
stars, the possibility is realized that globular clusters could have been originally created within 
massive episodes of star formation, and that most of the primordial population is now expunged. 
Understanding the relation between globular clusters and field halo stars is important to 
determine if most of the halo of our Galaxy, as well as environments with similar distributions of 
globular clusters, formed inside massive episodes of star formation (Gratton et al. 2012). 
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4.2 Insights into Galaxy Evolution from Studies 
of Globular Cluster Formation 
 
Globular clusters are spherical assemblies of stars that orbit galaxy centers. They are 
considerably more massive in comparison to other star clusters (104 – 106 M

) and have high 
densities of stars toward their centers, with 104 – 106 member stars total. Globular clusters also 
contain stars with ages comparable to that of the universe (~12 – 13 Gyr) and are thus much 
older than open clusters. These clusters are usually found to be younger than ~1 Gyr. They 
contain a few tens to a thousand stars that are not centrally concentrated. Their total masses 
range from 102 – 104 M

.  Globular and open clusters were traditionally the two main categories 
of star clusters. However, recently discovered in the Milky Way were young massive clusters – 
star clusters with masses similar to globular clusters but ages comparable to open clusters (e.g. 
Clark et al. 2005; Figer et al. 1999, 2002). The most massive and densest young massive clusters 
are believed to have properties similar to those expected for proto-globular clusters. Thus, it has 
been suggested that young massive clusters might evolve into globular clusters (Schweizer 1987; 
Ashman & Zepf 1992), and that globular cluster formation did not necessarily take place 
exclusively in the early universe (Peebles & Dicke 1968; Fall & Rees 1985).  
 Clues about globular cluster formation during more mature stages of the universe have 
been uncovered through studies of extragalactic globular clusters. Elliptical galaxies have been 
found to have much higher specific frequencies7 of old globular clusters in comparison to spiral 
galaxies (Harris 1991; Elmegreen 1999). Furthermore, these large populations of globular 
clusters existing in the extended halos of elliptical galaxies cannot be accounted for by simply 
                                                        
7 The specific frequency of globular clusters is a measure of the number of globular clusters per 
unit stellar luminosity of the parent galaxy (Pérez-Fournon 2003). 
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summing the globular clusters in the two pre-existing spiral galaxies from which the resultant 
elliptical formed (van den Bergh 1990). To account for the additional globular clusters, 
Schweizer (1987) and Ashman & Zepf (1992) suggested that a large number of stellar clusters 
form during the merging of two gas-rich disk galaxies, leading to open and young massive 
clusters with the latter likely evolving into globular clusters.  
 However, Forbes et al. (1997) found that the galaxies involved in their study 
predominately had metal-poor globular clusters as opposed to metal-rich ones. This refutes the 
hypothesis that excess globular clusters in elliptical galaxies are formed during the merging of 
two evolved, gas-rich spirals. An alternative explanation is that globular clusters formed during 
the merging of dark matter and baryon lumps early in the hierarchical formation of massive 
galaxies (Pérez-Fournon 2003). This would involve the globular clusters forming within galaxy 
mergers at high redshift while the progenitor galaxies were still metal-poor.  
Luminous infrared galaxies (LIRGs; 1011o<oLIRo< 1012 L; Sanders & Mirabel 1996) 
and ultraluminous infrared galaxies (ULIRGs; 1012 < LIR < 1013 L; Lonsdale et al. 2006) could 
represent a stage of galaxy evolution involving heavy formation of globular clusters. They 
contain massive occurrences of star formation, which was suggested in Section 4.1 as a 
formation scenario to explain why the compositions of heavy elements such as Fe in the 
primordial populations in Milky Way globular clusters are related to those of field halo stars. 
Additionally, LIRGs and ULIRGs form from the merging of gas-rich spiral galaxies and 
eventually evolve into a massive elliptical galaxy, and thus make excellent laboratories to test the 
proposed formation scheme for elliptical galaxies with excess globular clusters.  
Taniguchi et al. (1999) proposed a formation scheme involving globular cluster formation 
in molecular clouds that is triggered by supernovae soon after the first burst of massive star 
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formation in young galaxies. Examples of galaxies in which this scenario could take place are 
ULIRGs at high redshifts, as molecular detections have been found in some ULIRGs with z > 4 
(e.g. Ohta et al. 1996) and thus could provide promising environments for globular cluster 
formation. Rapid chemical enrichment had to have occurred during the formation of massively 
forming galaxies such as ULIRGs during this time to account for metal-rich globular clusters in 
some elliptical galaxies, and it seems plausible that these globular clusters could have formed 
during the hierarchical merging during the universe at this time. 
 Overall, furthering our understanding of the power sources in LIRGs and ULIRGs will 
advance our understanding of whether or not they can facilitate globular cluster formation. Do 
the numbers of globular clusters expected to form in LIRGs and ULIRGs based on the timescales 
at which star formation changes agree with the numbers of globular clusters found in galaxy 
mergers and elliptical galaxies? How much will AGN feedback, if present, affect globular cluster 
formation, and does it significantly hinder it?  Additionally, furthering our understanding of 
globular cluster formation through the study of their specific stellar populations – especially the 
primordial population – can uncover the connection between globular clusters and their host 
galaxies. This will lead to an understanding of how globular clusters fit into the scenario for 




Carbon Abundances from SDSS Globular 
Clusters: Exploring the Origin in the Large 





Globular clusters are compact, massive, and the oldest bound stellar systems of the Milky Way. 
They were initially thought to be chemically homogeneous systems comprised of a single stellar 
population. However, recent results based on precise photometry from the Hubble Space 
Telescope (HST) suggests the presence of more than one stellar population among globular 
cluster stars. These stars have a different abundance pattern compared to halo stars of similar 
metallicities. To understand globular cluster formation in the context of hierarchical galaxy 
formation models, it is necessary to understand the origin of their abundance patterns. We have 
used the Sloan Digital Sky Survey (SDSS) spectra from Data Release 8 to estimate the carbon 
abundances for five globular clusters. We find large spreads in the carbon abundances 
throughout the color magnitude diagrams (CMDs) of the clusters, indicating multiple stellar 





Standard models of globular cluster formation support the construction of globular clusters with 
a single stellar population. However, recent studies have found contradictory evidence, 
supporting the existence of multiple stellar populations in several globular clusters. For example, 
detailed studies of color-magnitude diagrams show the splitting of various sequences of stars into 
two stellar populations (or sometimes more – see, for example, Piotto et al. (2007), in which the 
cluster NGC 2808 is found to have a main sequence with at least three distinct stellar populations 
from HST photometry). The main sequences (MS) of globular clusters have been found to be 
split into different stellar populations (in  Cen, for example – see Bedin et al. (2004) and Bellini 
et al. (2010)), as well as subgiant branches (SGB) (Gratton et al. 2012), red giant branches 
(RGB) (Smolinski et al. 2011b), horizontal branches (HB) (Gratton et al. 2011), and asymptotic 
giant branches (AGB).  
The existence of multiple populations in globular clusters is also supported by varying 
chemical abundances in stars at a fixed luminosity and evolutionary stage within a given globular 
cluster. These abundance variations are not found for iron or heavier s-process or r-process 
elements, but rather for the light elements C, N, O, F, Na, Mg, Al, and Si, which are involved in 
proton-capture processes (see review by Gratton et al. 2012), and show trends involving an 
enrichment in N, Na, and Mg and a depletion of C, O, and Al (see review by Gratton et al. 2004). 
These observations are expected for stars enduring high-temperature hydrogen-burning 
processes such as the CNO, NeNa, and MgAl cycles. Hence, it was initially thought that 
depletions of C and enhancements of N were simply a result of CN processing, whose products 
were brought to the stellar surface by mixing that occurs as a star transitions from the main 
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sequence   to   the   red   giant   phase   (known   as   the   “first   dredge-up”).   However,   as   noted   earlier,  
evidence for multiple stellar populations exhibiting these chemical abundance trends are found 
not just among stars in the red giant branches of globular clusters, but also among those in the 
main sequences, which consist of stars that are not massive enough to exhibit hydrogen burning 
via CN processing. Additionally, Na-O and Mg-Al anti-correlations are signatures of the NeNa 
and MgAl cycles, respectively, which also require temperatures higher than those achieved in the 
cores of the low-mass main sequence stars that exhibit these trends.  
Furthermore, there have been observations of main sequence stars with significant Li 
abundances that also show Na-O anti-correlation, indicating that the abundance pattern is not due 
to evolution or a binary system. This is because a star that starts out with Li from the primordial 
cloud it formed from would burn it all almost immediately before showing Na-O anti-correlation. 
Therefore, a star with both of these trends had to have formed from material that initially had Li, 
an enhancement in Na, and a depletion in O. Based on these findings, it has been proposed that 
globular clusters endure multiple episodes of star formation. Younger populations of stars with 
different initial chemical compositions are formed from material polluted by the ejecta of high 
mass stars that were members of a primordial population. This older population of stars is made 
up of a chemical composition similar to that of isolated field stars in the halo of the Milky Way. 
This  proposal   is  known  as  the  “self-enrichment  scenario”,  which  was first suggested by 
Cottrell & Da Costa (1981). A factor highly supportive of this idea is the continued evidence for 
a lack of variation in abundances of heavy elements such as Ca and Fe within member stars of 
galactic globular clusters. It is believed that slow winds from massive first generation stars are 
able to thoroughly pollute the intra-cluster medium with light elements throughout their 
lifetimes. Heavier elements produced deep within their interiors are unable to be released into the 
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intra-cluster medium via these slow winds, but instead are completely ejected from the cluster 
from the fast winds that occur during the supernovae explosions that mark the ends of their lives. 
Presently, the aim has been to determine the specific type or types of stars that serve as 
the first generation responsible for polluting the intra-cluster medium in which secondary stellar 
populations form from. There exist a number of possible contenders for the primordial 
population in globular clusters. First are intermediate mass (>5 – 8 M

) asymptotic giant branch 
stars  (see,  for  example,  Ventura  &  D’Antona 2009), as they are massive enough to undergo the 
hydrogen-burning   processes   at   very   hot   temperatures   (known   as   “hot   bottom   burning”)   that  
produce the observed chemical abundance trends. They also have strong enough convection in 
their interiors to push the products of this burning up to stellar surfaces to be released via slow 
stellar winds. Second are rapidly rotating massive stars (Decressin et al. 2007), which also 
surface products from very high temperature hydrogen-burning processes. These stars release 
their outer layers into the intra-cluster medium through slow winds during their lifetimes and the 
majority of their remaining mass through explosions. (See Gratton et al. 2004 for a complete 
review of the first two possibilities.) Finally, the third and most recently proposed candidates are 
massive interacting binaries (de Mink et al. 2009), which can lose mass and potentially explain 
the observed anomalies. All options have strengths and weaknesses, so one cannot rule out that 
multiple contenders play a role in the primordial population (for example, Decressin et al. 2009). 
In order to determine the evolutionary states of stars that are exemplary of primordial 
population stars in globular clusters, we start by measuring the C abundances of member stars 
within a sample of globular clusters previously studied by Smolinski et al. (2011b). 
Spectroscopic data for the sample of clusters was taken from Data Release 8 (DR8; Aihara et al. 
2011) of the Sloan Digital Sky Survey (SDSS; York et al. 2000) to analyze the distributions of C 
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abundances as well as the distributions of photometric metallicities (as given in Smolinski et al. 
(2011b)) for main sequence and red giant stars separately. The measurements include those of 
stars ranging from the upper red giant branch to, for some clusters, 1-2 magnitudes below the 
main sequence turnoff (MSTO). We show evidence for a carbon-rich, a carbon-normal, and a 
carbon-poor stellar population in each globular cluster in our sample.  
This chapter is organized as follows. In Section 5.3 we describe the data as well as the 
method used by Smolinski et al. (2011b) to select member stars for each cluster in our sample. In 
Section 5.4 we describe the method used to determine C abundances. In Section 5.5 we present 
our results, including CMDs, [Fe/H] 8  distributions based on the photometric metallicities 
provided by Smolinski et al. (2011b), [C/Fe]9 distributions, and CMDs showing the distributions 
of carbon-rich, carbon-normal, and carbon-poor stars. We discuss possible implications for our 
results as well. We finally end with our conclusions in Section 5.6.  
  
                                                        
8 [Fe/H] = log10(N(Fe)/N(H))  – log10(N(Fe)/N(H))⊙ 
9 [C/Fe] = log10(N(C)/N(Fe))  – log10(N(C)/N(Fe))⊙ 
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5.3 Sample and Data 
 
Photometry in the ugriz bands has been obtained by SDSS and its extensions for several 
hundreds of millions of stars. The data for our study in particular came from the Sloan Extension 
for Galactic Understanding and Exploration (SEGUE; Yanny et al. 2009). This extension was 
one of the contributing surveys of SDSS-II, which increased the coverage of the ugriz 
photometry of SDSS-I by 3500 square degrees. In addition to improved photometry, 
spectroscopy was also attained with a wavelength range of 3800 – 9200 Å and a resolving power 
of ~2000 for approximately 240,000 stars, many of which were members of globular and open 
clusters. These stars then served as calibrators for the Teff, log g, and [Fe/H] measurements for 
the complete sample of stars observed by SDSS/SEGUE while testing the processing reliability 
of the SEGUE Stellar Parameter Pipeline (SSPP papers I-V; Lee et al. 2008a,b; Allende Prieto et 
al. 2008; Smolinski et al. 2011a; Lee et al. 2011a).   
 The SSPP processes the wavelength- and flux-calibrated spectra produced by the 
standard SDSS spectroscopic reduction pipeline (Stoughton et al. 2002) and gives equivalent 
widths or line indices for 85 atomic and molecular absorption lines. The SSPP also employs six 
primary methods to estimate Teff, ten to estimate log g, and twelve to estimate [Fe/H] for most 
stars with spectral S/N > 10 Å-1 and within the temperature range 4000 – 10,000 K. Radial 
velocities are also output by the pipeline. The calculation of these parameters with the use of 
several different methods allows for empirical determinations of the internal errors for each. 
During the time of this study the internal errors were expected to be ~125 K for Teff, ~0.25 dex 
for log g, and ~0.20 dex for [Fe/H] for stars within the temperature range of this study. External 
errors can be expected to be of approximately similar size, and are discussed in the references for 
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the SSPP listed previously. For more information regarding the methods employed by the SSPP, 
we refer the reader to Lee et al. (2008a). 
The key atmospheric parameters derived by the SSPP help us to complete several steps of 
the analysis of our globular clusters. These clusters were included in the study by Smolinski et al. 
(2011b), which this work builds upon. Table 5.1 contains spectroscopic and physical properties 
of the five globular clusters in our sample, taken from Harris (1996), McLaughlin & van der 
Marel (2005), and Mandushev et al. (1991). 
 
Table 5.1 











M2 -1.65 5.84b 10.4 
M3 -1.50 5.58b 12.0 
M13 -1.53 5.57b 8.4 
M15 -2.37 5.84c 10.4 
M92 -2.31 5.43b 9.6 
Table Notes. Spectroscopic and physical properties of the globular clusters in our sample are 
drawn from the literature. (1) Cluster name. (2) [Fe/H] values as listed in Harris (1996). (3) 
log(M/M

) in units of dex. Values are from McLaughlin & van der Marel (2005) and 
Mandushev et al. (1991). (4) Distance from Galactic center, Rgc, in kpc. Values are from Harris 
(1996) and calculated assuming R0 = 8.0 kpc.  
Harris values listed at http://www.physics.mcmaster.ca/Globular.html 
aHarris (1996) 
bMcLaughlin & van der Marel (2005) 




Before the globular clusters can be studied, we must first distinguish which stars are true 
members and which are field stars, as the observations of all our clusters by SDSS include both. 
The selection of member stars for each cluster in our sample was done using the CMD mask 
algorithm of Grillmair et al. (1995). Specific aspects of how this method was applied to the 
clusters in the sample of this work are found in Lee et al. (2008b) and Smolinski et al. (2011a). A 
brief summary of the procedure is given here.  
First, only stars within the tidal radius as given in Harris (1996), shown as the green line 
in Figure 5.1, are initially selected for membership. The majority of these stars, which fall inside 
what we call the cluster region, are too crowded for the automated PHOTO pipeline (Lupton et 
al. 2001) to adequately process. To remedy this issue as much as possible, crowded-field 
photometry was performed for the center of the clusters using the DAOPHOT/ALLFRAME suite 
of programs (Stetson 1987, 1994). The methods used and photometric measurements made are 
completely described in An et al. (2008). The red dots in Figure 5.1 designate stars with 
photometry used from the PHOTO pipeline, while black dots represent stars with photometry 
from the crowded-field analysis. 
Second, the stars must pass the photometric criterion described in Lee et al. (2008b), 
which involves creating CMDs for the cluster region and an annular region around the cluster 
region (i.e. the field, see Figure 5.1), uniformly breaking up these CMDs into small squares, and 
comparing the   “signal”   (i.e.   the number of stars in a cluster region of a specific color and g-
magnitude)  to  the  “noise”  (i.e.  the number of stars in the corresponding field region of the same 
specific color and g-magnitude). This gives us the preliminary signal-to-noise, s/n. The s/n is 
found for all stars of all colors and g-magnitudes in each small square. Then, the values of s/n are 
appended to a one-dimensional array that is sorted in order of descending value. Each element in 
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this array has an index l, and the array element with l = 1 has the highest s/n. At last, the signal-
to-noise, S/N, in gradually larger   regions   of   the  CMD   is   found.   This   time,   the   “signal”   is the 
number of stars in the cluster region with color indices and g-magnitudes corresponding to those 
that resulted in s/n values between the indices l = 1 and k,  and  the  “noise”  is  the same quantity 
for the field region, where k is the number of small squares considered in the current calculation. 
Based on the maximum value of S/N obtained for all of the areas on the CMD considered, a 
threshold value of s/n is chosen in order to select high-contrast surface-density areas between 
cluster and field regions. The small squares that produce s/n values above this threshold are 
considered to be the areas on the CMD that are likely to contain cluster members.  
 
Third, we must choose the stars that not only meet the photometric requirements, but that 
also have available spectroscopy of specific criterion. (All stars with available spectroscopy have 
photometry, but not all stars with photometry have available spectroscopy.) Only stars with 
available spectra with 〈S/N〉  > 10 (averaged over the entire spectrum) as well as reliable 
estimates of [Fe/H] and the radial velocity from the SSPP are kept into consideration.  
Figure 5.1. Stars that have available 
photometry in the field of M13. Red 
dots signify photometry from the 
SDSS PHOTO pipeline, while black 
dots show data processed with 
crowded-field photometry analysis. 
The blue open circles designate stars 
with available SDSS spectroscopy. 
The green circle shows the tidal 
radius. The area inside this radius is 
regarded as the cluster region. The 
annulus between the two concentric 
black circles shows the field region. 
This figure is from Lee et al. 2008b 
and is reproduced by permission of 
the AAS.  
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Finally, Gaussian fits are applied to the maximum peaks of the distributions of [Fe/H] 
and radial velocity for those stars. Stars that fall within 2 of the mean of both [Fe/H] and radial 
velocity are considered to be true cluster members. This process results in the following numbers 
of member stars for each cluster: M92 (58), M15 (98), M2 (71), M13 (293), and M3 (77).  
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5.4 Carbon Abundance Estimation 
 
We estimated carbon abundance ratios using the method employed by Carollo et al. (2011). 
Observed SDSS spectra were matched near the CH G-band at ~4300 Å with a broad grid of 
synthetic spectra. The New Opacity Distribution Function (NEWODF) models of Castelli & 
Kurucz (2003) were used to construct the grid. TiO values were added to these models, as well 
as updated solar Fe values. The TURBOSPECTRUM synthesis code (Alvarez & Plez 1998) was 
then used to generate the synthetic spectra. This code utilizes line-broadening as per the 
prescription  of  Barklem  &  O’Mara  (1998)  and  Barklem  & Aspelund-Johansson (2005). B. Plez 
provided the molecular species CH and CN (Plez & Cohen 2005), and other linelists used are the 
same as those used in Sivarani et al. (2006). For this work, we adopted the solar abundances of 
Asplund et al. (2005). 
The synthetic spectra produced cover a wavelength range of 3600 – 4600 Å and have an 
original resolution of  = 0.005 Å. The spectra were smoothed to the SDSS resolving power of 
2000 and rebinned to linear 1 Å pixels. The stellar parameters of the grid covered the following 
ranges:  3500  K  ≤  Teff ≤  9750  K  (in  incremental  steps  of  250  K),  0.0  ≤  log  g ≤  5.0  (in  incremental  
steps of 0.5 dex), and -2.5  ≤  [Fe/H]  ≤  0.0  (in  incremental  steps  of  0.5  dex).  For stars with [Fe/H] 
< -2.5, we adopted models with [Fe/H] = -2.5, as lower metallicity models from this grid were 
not available during the time this study was carried out. Once it was constructed, we linearly 
interpolated within this grid, which proved to be sufficient for the sizes of the steps in the 
parameters. Further details can be found in Carollo et al. (2011). 
Carbon abundance estimation was completed with the use of 2 minimization of the 
deviations between the observed and synthetic spectra between the wavelength range of 4285 Å 
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and 4320 Å. This task was conducted via the routine in IDL called AMOEBA, which is a 
downhill Simplex search procedure. The initial values for [C/H] and the input stellar [Fe/H] were 
set to be the same for the global grid search (such that [C/Fe] = 0.0). All stellar parameters were 
kept constant as the search was carried out except for the carbon abundance. Details regarding 
precautions against falling into local minima can be found in Carollo et al. (2011). 
An example of the spectral matching process for the estimation of the carbon abundance 
for one member star in the globular cluster M13 is shown in Figure 5.2. The upper panel displays 
the observed optical spectrum of the star (black line) with a synthetic spectrum generated 
assuming solar ratios ([C/Fe] = 0.0). The middle panel exhibits the observed optical spectrum of 
the star (black line) with the synthetic spectrum that matches closest with the CH G-band 
between the wavelengths of 4285 Å and 4320 Å. The green line represents the residual (the 
observed spectrum divided by the best-fit synthetic spectrum). The bottom panel shows the 
observed optical spectrum (black line) with the ultimate best-fit synthetic spectrum (red line) 
over the entire spectral wavelength range. This particular example is interesting to examine 
because one can clearly see that when the program initially assumes solar ratios, the synthetic 
spectrum is ill fit, as the actual carbon abundance for this star is lower than that of the sun (i.e. it 





Figure 5.2. An example of the spectral matching process is shown for the estimation of the 
carbon abundance for one member star in the globular cluster M13. This was done using the task 
AMOEBA in IDL. The upper panel displays the observed optical spectrum of the star (black 
solid line) with a synthetic spectrum generated assuming solar ratios ([C/Fe] = 0.0). The middle 
panel shows the observed optical spectrum of the star (black solid line) with the synthetic 
spectrum that matches closest with the CH G-band. The green solid line represents the residual. 
The bottom panel shows the observed optical spectrum (black solid line) with the ultimate best-
fit synthetic spectrum (red solid line) over the entire spectral wavelength range.  
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5.5 Results and Discussion 
 
Figures 5.3 – 5.7 show cluster plots for the globular clusters M2, M3, M13, M15, and M92, 
respectively. The upper left panel shows the CMD for the given cluster. Open diamonds of 
various colors are used to distinguish between different sequences of stars, with blue, red, and 
black corresponding to MS, RG, and HB stars, respectively. The upper right panel displays the 
photometric metallicity distributions for MS stars (blue) and RGs (red) as given by Smolinski et 
al. (2011b). The lower left panel shows the distributions of carbon-to-iron ratios for MS stars 
(blue) and RGs (red) as measured in this work. Finally, the lower right panel shows the CMD, 
this time with open diamonds of various colors distinguishing between stars of different levels of 
carbon abundance. Green, red, and blue diamonds correspond to carbon-normal, carbon-poor, 
and carbon-rich stars, respectively. Carbon-rich stars are defined as those stars with [C/Fe] > 
0.15, carbon-normal stars are defined as stars with -0.15 < [C/Fe] < 0.15, and carbon-poor stars 
are defined as those stars with [C/Fe] < -0.15. 
Based on the distributions of metallicities for the MS and RG stars, the clusters M2 and 
M13 seem to each have MS stars with lower metallicities than the RGs. This observation could 
possibly be an effect of diffusion. MS stars do not have much convection within their stellar 
interiors, and heavy elements have time to sink down into their deepest layers. RGs, on the other 
hand, have strong convection occurring within them, causing their interiors to be much more 
homogeneous and allowing for metals to be brought up to their surfaces. This could ultimately 
result in the measurement of higher metallicities in RGs than in MS stars.  
However, the clusters M15 and M92 show a presence of MS stars with higher 
metallicities than RGs. We believe the systematic difference in the metallicities of MS and RGB 
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stars in the sample may arise due to degeneracy in Teff, log g, and [Fe/H]. Another possibility for 
the systematic difference could be the constant microturbulence velocity value of 2 km/s used in 
generating the synthetic grid for MS and RGB stars by Smolinski et al. 2011b. This can cause 
metallicity differences between the two groups of stars, as the microturbulence velocity is 
dependent upon effective temperature and surface gravity, and is one of several mechanisms that 
can cause the broadening of absorption lines in stellar spectra. It is expected that the use of a grid 
with realistic values for this parameter will reduce the systematic differences between the 
metallicities of MS and RG stars. We expect, however, that the [C/Fe] values are less sensitive to 
these systematic effects. The determination of [C/Fe] values for a given region of the CMD could 
be accurate to 0.1 dex. 
The majority of MS stars in M2 demonstrate solar ratios of C and Fe (or, in other words, 
are  “carbon-normal”).  However,  M13,  M15,  and  M92  exhibit  significant  populations  of  MS  stars  
that are not only carbon-normal, but also carbon-poor or carbon-rich. There are also wide spreads 
in the [C/Fe] distributions for RGs in all clusters in our sample. This is evident in both lower 
panels of the figures corresponding to each cluster. This result suggests the presence of multiple 
stellar populations in all of the GCs in our sample, with each population being comprised of stars 
that are carbon-rich, carbon-normal, or carbon-poor.  
The [C/Fe] distributions for MS and RG stars in M2 and M13 (seen in the lower left 
panels of their corresponding diagrams) peak at roughly the same places. The [C/Fe] 
distributions for MS and RG stars in M2 peak at roughly -0.15, 0.05, and 0.25. The [C/Fe] 
distributions for MS and RG stars in M13 peak at roughly -0.15 and 0.05. For M15 and M92, the 
[C/Fe] distributions for MS stars peak at lower values than the [C/Fe] distributions for RGs. 
These results indicate that for the clusters with higher global metallicities, the MS and RG stars 
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have approximately the same numbers of carbon-rich, carbon-normal, and carbon-poor stars, 
while for those with lower global metallicities, the carbon-poor stars are found primarily within 
the MS and the carbon-rich stars are found mostly in the RGB. Furthermore, for all clusters in 
our sample, carbon-normal, carbon-poor, and carbon-rich stars do not appear to be concentrated 
in specific sections of the cluster CMDs. These observations are contradictory to what we would 
expect, which is for RG stars to have lower abundances of carbon than MS stars due to CN 
processing (which is occurs within RG stars but not MS stars). We do not understand the cause 
of this result; further work is needed. We think the errors in [C/Fe] estimation due to 
degeneracies of other stellar parameters used in the fitting (Teff, log g, [Fe/H]) affects a metal-
poor star more than a metal-rich star.  
We do, however, note the presence of systematic errors in the metallicity and carbon 
abundance measurements. During the generation of the grid of synthetic spectra used to make 
metallicity measurements of individual member stars of each cluster, the microturbulence 
velocity parameter was set to be the same value (2 km/s) for MS stars and RGs. However, 
microturbulence velocity is dependent upon effective surface temperature as well as surface 
gravity, thus leading to biased metallicity measurements by Smolinski et al. (2011b). 
Furthermore, the grid of synthetic spectra used to complete the carbon abundance measurements 
also had uniform microturbulence velocities for all stars, which led to errors in these values as 
well. We also need to consider the fact that both Fe and C contribute to the CH G-band feature 
used to estimate the carbon abundances of individual stars. Hence, if one of these parameters is 
overestimated, the other is underestimated. In the future, we hope to use synthetic grids with 
improved atmospheric parameter and microturbulence velocity values to correct the systematic 




Figure 5.3. Upper left panel: CMD for M2. Blue, red, and black diamonds correspond to MS, 
RG, and HB stars, respectively. Upper right panel: photometric metallicity distribution for MS 
stars (blue) and RGs (red) as given by Smolinski et al. (2011b). Lower left panel: [C/Fe] 
distributions for MS stars (blue) and RGs (red) as measured in this work. Lower right panel: 
CMD for M2. Green, red, and blue diamonds correspond to carbon-normal, carbon-poor, and 
carbon-rich stars, respectively. Carbon-rich stars are defined as those stars with [C/Fe] > 0.15, 
carbon-normal stars are defined as stars with -0.15 < [C/Fe] < 0.15, and carbon-poor stars are 




Figure 5.4. Upper left panel: CMD for M3. Blue, red, and black diamonds correspond to MS, 
RG, and HB stars, respectively. Upper right panel: photometric metallicity distribution for MS 
stars (blue) and RGs (red) as given by Smolinski et al. (2011b). Lower left panel: [C/Fe] 
distributions for MS stars (blue) and RGs (red) as measured in this work. Lower right panel: 
CMD for M3. Green, red, and blue diamonds correspond to carbon-normal, carbon-poor, and 
carbon-rich stars, respectively. Carbon-rich stars are defined as those stars with [C/Fe] > 0.15, 
carbon-normal stars are defined as stars with -0.15 < [C/Fe] < 0.15, and carbon-poor stars are 





Figure 5.5. Upper left panel: CMD for M13. Blue, red, and black diamonds correspond to MS, 
RG, and HB stars, respectively. Upper right panel: photometric metallicity distribution for MS 
stars (blue) and RGs (red) as given by Smolinski et al. (2011b). Lower left panel: [C/Fe] 
distributions for MS stars (blue) and RGs (red) as measured in this work. Lower right panel: 
CMD for M13. Green, red, and blue diamonds correspond to carbon-normal, carbon-poor, and 
carbon-rich stars, respectively. Carbon-rich stars are defined as those stars with [C/Fe] > 0.15, 
carbon-normal stars are defined as stars with -0.15 < [C/Fe] < 0.15, and carbon-poor stars are 





Figure 5.6. Upper left panel: CMD for M15. Blue, red, and black diamonds correspond to MS, 
RG, and HB stars, respectively. Upper right panel: photometric metallicity distribution for MS 
stars (blue) and RGs (red) as given by Smolinski et al. (2011b). Lower left panel: [C/Fe] 
distributions for MS stars (blue) and RGs (red) as measured in this work. Lower right panel: 
CMD for M15. Green, red, and blue diamonds correspond to carbon-normal, carbon-poor, and 
carbon-rich stars, respectively. Carbon-rich stars are defined as those stars with [C/Fe] > 0.15, 
carbon-normal stars are defined as stars with -0.15 < [C/Fe] < 0.15, and carbon-poor stars are 





Figure 5.7. Upper left panel: CMD for M92. Blue, red, and black diamonds correspond to MS, 
RG, and HB stars, respectively. Upper right panel: photometric metallicity distribution for MS 
stars (blue) and RGs (red) as given by Smolinski et al. (2011b). Lower left panel: [C/Fe] 
distributions for MS stars (blue) and RGs (red) as measured in this work. Lower right panel: 
CMD for M92. Green, red, and blue diamonds correspond to carbon-normal, carbon-poor, and 
carbon-rich stars, respectively. Carbon-rich stars are defined as those stars with [C/Fe] > 0.15, 
carbon-normal stars are defined as stars with -0.15 < [C/Fe] < 0.15, and carbon-poor stars are 





The presence of significant numbers of stars with differing chemical abundances in all of the 
globular clusters in our sample serves as strong evidence that multiple stellar populations exist in 
these clusters – a carbon-rich, a carbon-normal, and a carbon-poor population. Both MS stars and 
RGs, taken as individual groups, show varying star-to-star carbon abundances, confirming that 
this is not merely an evolutionary effect. MS stars and RGs in M2 and M13 have roughly the 
same numbers of stars that are carbon-rich, carbon-normal, and carbon-poor. However, in M15 
and M92, the carbon-poor stars are found primarily in the MS, while carbon-rich stars are found 
primarily in the RGB. Furthermore, for each cluster, the distributions of carbon-normal, carbon-
rich, and carbon-poor stars are spread over the CMDs, rather than carbon-poor stars being 
concentrated in the RGB and carbon-normal stars in the MS.  The latter two observations are the 
opposite of what stellar evolutionary theory predicts, which is for RGs to have lower abundances 
of carbon than MS stars due to CN processing that can occur in hotter RGs but not in cooler MS 
stars. Further research is necessary to discern the cause of the latter results, and we are aware of 
the systematic errors that exist in our metallicity and carbon abundance measurements. 
We have plans to conduct further studies on this sample of globular clusters. We are 
interested in measuring Ba and Sr abundances within the member stars of each globular cluster 
to see if we obtain distributions similar to those found for the carbon abundances. These 
additional abundance measurements will be made after correcting both metallicity and carbon 
abundance values for the systematic errors that resulted from inaccurate microturbulence 
velocity values during the generation of the grids of synthetic spectra. It will be useful to see how 
the carbon abundance correlates with Ba and Sr abundances, as these elements are the products 
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of s-processes and r-processes, respectively, which generally do not vary from star-to-star in 
globular clusters as dramatically as the lighter elements produced from proton-capture processes.  
Observing abundance variations for Ba and Sr, and learning how stars that are strongly, 
normally, or weakly abundant in these elements are distributed throughout the cluster CMD will 
strengthen our claim that multiple stellar populations exist in the globular clusters of our sample. 
The presence of three different stellar populations implies that my sample consists entirely of 
anomalous globular clusters – those whose formation is explained by the presence of more than 
two stellar populations, and which show variations in the heavier, neutron-capture elements, Ba 
and Sr. Most globular clusters are considered normal – those whose formation can be explained 
with two stellar populations only, and which do not show variations in Ba or Sr (Marino et al. 
2012). Abundance measurements of Ba and Sr will allow me to discern the formation scenario 
for my globular clusters (Fiorenza et al., in preparation).  
Understanding these results more thoroughly is useful for a number of reasons. The 
efficiency of the CN processing cycle can be accurately modeled based on our observations, 
because globular clusters are considered to be very controlled samples of stars. For a given 
cluster, it is possible to measure the carbon abundances of  MS   stars,   representing   an   “initial  
value”   for   carbon   abundance,   and   the   carbon   abundance   for   RGs,   representing   an   “ending  
value.”  The  amount  of  carbon-depletion during a particular evolutionary tract can be accurately 
measured this way. Globular clusters can become even more precise samples of stars for this use 
by carefully breaking them down into their distinct stellar populations. Moreover, distinguishing 
which stars belong to individual stellar populations can help us to find the primordial population 
of the globular cluster. Determining which stars are responsible for affecting the chemical 
 181 
composition of the subsequent stellar populations will help us to further understand globular 
cluster formation, which we can integrate into the big picture of overall galaxy formation.  
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5.7 Follow-Up Study 
As a follow-up, we derived carbon abundance measurements for MS and RG stars in the 
same globular clusters studied in the work of this chapter, but this time using data from SDSS 
Data Release 9 (Ahn et al. 2012). A grid of synthetic spectra with more accurate values for 
microturbulence velocity are applied via the SSPP to the data of Data Release 9 to derive Teff, 
log g, [Fe/H], radial velocity, and, finally, chemical abundance measurements. The internal 
errors for the primary atmospheric parameters derived by the SSPP are expected to be ~50 K for 
Teff, ~0.12 dex for log g, and ~0.10 dex for [Fe/H] for a typical G-type star or redder stars in the 
color range 0.4 < g – r < 1.3 with S/N per pixel = 30 (Ahn et al. 2012). External errors can be 
expected to be ~180 K for Teff, ~0.24 dex for log g, and ~0.23 dex for [Fe/H], with the most 
reliable estimates come from 4500 K < Teff < 7500 K (Smolinski et al. 2011a). 
The method used to build the grid is that of Lee et al. (2013) and is briefly described here. 
The models used are ones that have been tailored with various carbon abundances using the 
MARCS code (Gustafsson et al. 2008), since carbon enhancement affects the thermodynamical 
structure of stellar atmospheres (Masseron 2006). The TURBOSPECTRUM synthesis code 
(Alvarez & Plez 1998; Plez 2012) was then used generate the synthetic spectra, which uses the 
line  broadening  treatment  of  Barklem  &  O’Mara  (1998)  and  the  solar  abundances  of  Asplund et 
al. (2005). The atomic linelists of VALD (Kupka et al. 1999), Hill et al. (2002), and Masseron 
(2006) were used. The molecular linelists for CH were provided (T. Masseron et al., in 
preparation), as well as those for CN and C2 (B. Plez, private communication). The lines 
produced by MgH molecules are adopted from the Kurucz linelists. 
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 The enhancement of certain elements was appropriately considered in the same way as 
done in Lee et al. (2013). Values for microturbulence velocity, t, were assigned to each 
spectrum using the relationship: 
 
𝜉   (km  s ) =   −0.345   × log 𝑔 + 2.225, 
 
which was derived from high-resolution spectra of SDSS/SEGUE stars to calibrate the SSPP. 
The resulting synthetic spectra have wavelength steps of 0.01 Å in the range of 4000 – 5000 Å. 
The final grid includes 30,069 synthetic spectra covering 4000 K ≤ Teff ≤ 7000 K in steps of 250 
K, 1.0 ≤ log g ≤ 5.0 in steps of 0.5 dex, and -4.0 ≤ [Fe/H] ≤ in steps of 0.25 dex. The range of 
[C/Fe] depends on metallicity in steps of 0.25 dex as follows: -0.5  ≤  [C/Fe]  ≤  3.5  for  [Fe/H]  
≤ -1.25, -0.5 ≤ [C/Fe] ≤ 1.5 for -1.25 < [Fe/H] ≤ -0.75, and -0.5 ≤ [C/Fe] ≤ 1.0 for [Fe/H] > -0.75. 
All spectra are degraded to have the same resolution as the SDSS spectra (R = 2000) and 
resampled to 1 Å wide linear pixels over the wavelength 4000 – 4650 Å. The degraded spectra 
are then normalized by division with a pseudo continuum, which is obtained by the same 
continuum-fitting routine applied to the observed spectra.  
 To estimate [C/Fe] for the SDSS/SEGUE spectra, the vacuum wavelength scale is 
transformed to an air-based scale and the spectra are shifted to the rest frame. Then, the spectra 
are linearly re-binned to 1 Å pixels over the wavelength range 4000 – 4650 Å, which contains 
the CH G-band. The spectra are also normalized by dividing their fluxes by their pseudo-




 Once these steps have been completed, the best-fit model spectrum is then found by 
minimizing the normalized observed and synthetic fluxes via reduced 2 minimization. This is 
done using the IDL routine MPFIT (Markwardt 2009). The values for Teff and log g are fixed to 
the values initially determined by the SSPP, and [Fe/H] and [C/Fe] are allowed to vary 
simultaneously. With each variation, a trial model spectrum is generated by spline interpolation 
from the existing grid, which is then matched to the observed spectrum.  
 This method reproduces [C/Fe] well, but a subsequent method to improve the accuracy of 
the results for [C/Fe] is employed. For the Teff and log g previously determined by the SSPP for 
the target of interest, and the [Fe/H] determined by the reduced 2 minimization, a series of 
synthetic spectra is generated by interpolation for [C/Fe] in the range of -1.0 to +1.0 dex from the 
value of [C/Fe] determined by the reduced 2 minimization and in steps of 0.01 dex. These new 
synthetic spectra cover the wavelength range 4290 – 4318 Å (which includes the CH G-band). 
Using these model spectra, the reduced 2 minimization is performed again. A spline function is 
fit to the distribution of 2 values found from all matches of the model spectra to the observed 
spectra so that the local minimum point giving the best estimate of [C/Fe] can be found. An 
estimate of [C/Fe] is classified as a clear detection of the CH G-band if the extrema of the 2 
values are at least 10% above the local minimum.  
 If no local minimum is found, the spline function that is fit to the 2 values usually shows 
a continuously declining trend of 2 toward the edge of the grid. In this case, a Gaussian function 
with a mean value of [C/Fe] at the minimum of declining 2 is fit to the section of the declining 
function of 2 so that the full width half maximum (FWHM) of this variation can be estimated. 
The FWHM is then added to (subtracted from) the [C/Fe] value found at the minimum of the 
declining 2 to define the upper (lower) limit of the estimated [C/Fe], depending on which side 
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of the grid the minimum is located. This method shows which [C/Fe] estimations are more 
reliable, which is important because the CH G-band feature can become very weak in the spectra 
of stars with low metallicity and/or high Teff. The [C/Fe] values determined by this approach are 
in close agreement with those derived by the initial reduced 2 minimization technique.  
 Figure 5.8 displays two examples of detections of the CH G-band by the spectral fitting 
method used. The left panel shows a cool, very metal-poor ([Fe/H] ≤ -2.0) carbon-enhanced 
([C/Fe] = 0.69) giant. The right panel shows a warm, very metal-poor highly carbon-enhanced 
([C/Fe] = 2.94) main sequence turnoff star. The black line designates the observed spectrum, and 
the red-dashed line is the best-matching synthetic spectrum generated with the parameters listed 
at the top of each plot, as determined by our approach and the SSPP. The inset in the lower right-
hand corner of each plot shows how the 2 values vary according to [C/Fe] over the wavelength 
range 4290 – 4318 Å. The vertical solid line is the adopted value of [C/Fe]. One can see from 
inspection that suitable matches are achieved between the observed and synthetic spectra. 
 Figure 5.9 shows a spectrum that obtains a lower limit for [C/Fe] in the left panel and one 
that measures an upper limit in the right panel, using the methodology previously described. The 
left panel displays the spectrum for a carbon-enhanced, metal poor star, while the right panel 
shows that for a standard thick-disk dwarf star. The layout of the figure is the same as that for 
Figure 5.8. The inset plots exhibit continuously declining or increasing 2 values over [C/Fe]. 
The solid vertical lines in each inset designate where the upper or lower limit is determined from 
the above approach, which is not at the true minimum of 2 values. The lower limit of [C/Fe] is 
found to be 1.20 for the star in the left panel, implying that it is a highly carbon-enhanced star. 
















































































































































































































































































































































































































































































































































































































































































































































































































































































The selection of member stars for each cluster in our sample was done using the same 
method discussed in Section 5.3. We conducted this selection process again for each cluster 
using the updated measurements for metallicity and radial velocity from Data Release 9. Member 
stars of a particular cluster were considered to be those falling within 2 of the mean metallicity 
and radial velocity of that cluster. The mean [Fe/H] for each cluster is given in Table 5.1. The 
mean radial velocity can be found by assuming the radial velocity distribution to be Gaussian 
and omitting outliers. As a comparison, Soderberg et al. (1999) found the mean cluster velocities 
to be -147.0  0.3, -245.5  1.0, -106.2  0.3, and -120.3  0.3 km s-1 for M3, M13, M15, and 
M92, respectively. Distributions of the metallicities and radial velocities for all stars measured 




Figure 5.10. [Fe/H] distribution for all stars detected while observing the globular cluster M2. 
Bins of [Fe/H] are given in units of dex.  
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Figure 5.11. Radial velocity distribution, in units of km s-1, for all stars detected while observing 
the globular cluster M2.   
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Figure 5.12. [Fe/H] distribution for all stars detected while observing the globular cluster M3. 
Bins of [Fe/H] are given in units of dex.  
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Figure 5.13. Radial velocity distribution, in units of km s-1, for all stars detected while observing 
the globular cluster M3.  
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Figure 5.14. [Fe/H] distribution for all stars detected while observing the globular cluster M13. 




Figure 5.15. [Fe/H] distribution for all stars detected while observing the globular cluster M13. 
Bins of [Fe/H] are given in units of dex.  
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Figure 5.16. [Fe/H] distribution for all stars detected while observing the globular cluster M15. 






Figure 5.17. Radial velocity distribution, in units of km s-1, for all stars detected while observing 




Figure 5.18. [Fe/H] distribution for all stars detected while observing the globular cluster M92. 






Figure 5.19. Radial velocity distribution, in units of km s-1, for all stars detected while observing 
the globular cluster M92.  
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 The RGB bump is an intrinsic feature of the RGB luminosity function of globular clusters 
in the Milky Way. In the differential luminosity function, its location is marked by a bump, and 
in the cumulative luminosity function it occurs at the point where the slope changes. The RGB 
occurs after the first dredge-up phase is completed in RGB stars. At the end of this phase, 
nonconvective  “deep  mixing”  occurs  during  advanced  RGB  stages.  First,   the  star’s   convective  
envelope begins to move outward, leaving in its wake a sharp discontinuity in mean molecular 
weight (called the -barrier) at the position of the envelope that is still progressing outward but 
that is deepest inside the star (Iben 1968). This sharp change in molecular weight can be enough 
to prohibit or hinder further mixing for a period of time. However, as the star continues to evolve 
along the RGB, the hydrogen-burning shell expands outward until it encounters the -barrier. 
When hydrogen-rich material is combined with the hydrogen-burning shell, there is a temporary 
halt in the evolution of the star (yet it is still increasing in luminosity as the convective shell 
expands outward). This essentially creates the RGB bump in the differential luminosity function 
of the globular cluster (Lardo et al. 2012).  
  Deep mixing is one mechanism, in addition to the H-burning phase via the CNO cycle 
that enriches N and depletes C and O, that can explain the observed abundances variations 
observed for C and N (as well as other elements) among globular cluster stars. However, these 
cannot be the only mechanisms driving these abundance variations, as significant star-to-star 
variations have been observed among RGB stars at the same evolutionary stage. These variations 
are also seen in unevolved stars (Cannon et al. 2003; Ramírez & Cohen 2003; Cohen et al. 2005). 
This is where the multiple stellar populations scenario comes in – a mechanism to allow for 
abundance variations among MS and RGB stars alike. Bimodal distributions of CN band strength 
has been found for member stars below the RGB bump in moderate-metallicity clusters 
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([Fe/H]o -1.6), which provides strong evidence to support this scenario (Briley et al. 1991; 
Cannon et al. 1998; Kayser et al. 2008; Pancino et al. 2010; Smolinski et al. 2011b). Therefore, 
once the true member stars for each globular cluster were determined (using the same procedure 
discussed in Section 5.3), we examined the [C/Fe] distributions separately for two groups of stars 
separated by the RGB bump. The first group contains stars having a V-magnitude (V) larger than 
that which defines the V-magnitude of the RGB bump (VRGB bump) for the globular cluster they 
reside in. The second group was then made up of those stars with V < VRGB bump. The values of 
VRGB bump are taken from the literature and listed in Table 5.2.  
 Figures 5.20 – 5.28 display the [C/Fe] distributions of stars below the RGB and above the 
RGB in all of our globular clusters (with the exception of stars below the RGB bump for M92, as 
we  don’t  select  any  stars  above  the  RGB  in  this  globular  cluster  as   true  members). There does 
not appear to be bimodality in any of these distributions, but there do appear to be wide spreads 
in [C/Fe] in just about all of those displayed.   
 
Table 5.2 







M2 15.82  0.05 Di Cecco et al. (2010) 
M3 15.44  0.03 Di Cecco et al. (2010) 
M13 14.73  0.05 Di Cecco et al. (2010) 
M15 15.41  0.04 Zoccali et al. (1999) 
M92 14.62  0.02 Di Cecco et al. (2010) 
Table Notes. (1) Common name for the globular cluster. (2) V-magnitude at the location of the 
RGB bump in units of magnitudes. (3) Reference to the work in the literature where V-
magnitude value was taken from. 
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Figure 5.20. [C/Fe] distribution for stars below the RGB bump in M2. It is not clear if 




Figure 5.21. [C/Fe] distribution for stars above the RGB bump in M2. Though it seems possible 





Figure 5.22. [C/Fe] distribution for stars below the RGB bump in M3. It is not clear if 





Figure 5.23. [C/Fe] distribution for stars above the RGB bump in M3. It is not clear if 





Figure 5.24. [C/Fe] distribution for stars below the RGB bump in M13. It is not clear if 





Figure 5.25. [C/Fe] distribution for stars above the RGB bump in M13. It is not clear if 
bimodality is present, but a somewhat wide spread in [C/Fe] appears to exist. VRGB bump = 14.73 




Figure 5.26. [C/Fe] distribution for stars below the RGB bump in M15. It is not clear if 





Figure 5.27. [C/Fe] distribution for stars above the RGB bump in M15. Though it seems 
possible that two groups might exist, it is not clear if bimodality is present. VRGB bump = 15.41 (in 




Figure 5.28. [C/Fe] distribution for stars below the RGB bump in M92, which also happen to be 
all of the member stars that we select for this globular cluster. It is not clear if bimodality is 




 Does a wide spread in [C/Fe] imply multiple stellar populations? To investigate this 
question, we look at the V-magnitudes of individual member stars plotted against [C/Fe]. This 
comparison is shown in Figures 5.29 – 5.33 for all of our globular clusters and allows one to if 
there are many stars with widely varying [C/Fe] at similar evolutionary states. Blue dots 
represent measurements that were certain detections, and red dots mark measurements that are 
upper limits for [C/Fe]. The vertical grey dashed line is drawn at VRGB bump. The horizontal 
orange dashed line shows the mean [C/Fe] for the entire sample of true member stars, while the 
grey dashed lines show the standard deviation in units of . The two closest grey dashed lines 
contain the objects that fall within 1 of the mean, the second two closest grey dashed lines 
contain those falling within 2, and the two third closest contain those within 3.  
Upon examination of these figures, there appear to be wide spreads in [C/Fe] for those 
stars below the RGB bump, and narrower spreads for those above the bump. However, 
interestingly, the majority of stars fall within 2 of the mean, and nearly all fall within 3. M3 
seems to have the largest number of exceptions, with a handful of stars with enhanced carbon 
right near the location of the RGB bump. [C/Fe] begins to decline steadily for V  VRGB bump in 
all of our clusters (with the exception of M92, as there are no member stars of those that we 
select that are above the RGB bump). This can be interpreted as the signature of the extra mixing 
that is commonly seen in metal-poor cluster giants as they surpass the RGB bump. 
It is not clear if any bimodality exists when examining the [C/Fe] distributions and the 
spreads in [C/Fe] found for stars of similar V-magnitudes (and thus similar evolutionary states). 
This was also found in the work of Lardo et al. (2012) for the abundances of C and N. Thus, 
further work needs to be done to investigate the presence of bimodality, which would provide 
strong evidence to support the existence of multiple stellar populations in our globular clusters. 
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We could start by performing a KMM test (Ashman et al. 1994) to attempt to quantitatively 
detect bimodality in our [C/Fe] distributions.  Further analysis could be completed by 
incorporating measurements for [N/Fe] into our work and using the method employed by Lardo 
et al. (2012). This method involves three main steps. 
1. Compute the median abundance of C and N for stars above and below the RGB bump.  
2. For each individual star, calculate the differences between C and the median value of C 
(use the appropriate value depending on whether the star was below or above the RGB), 
and do the same for N. We will call these differences C and N, respectively. 
3. Construct a plot of C versus N. 
Lardo et al. (2012) was able to find evidence for bimodality by analyzing the plot created from 




Figure 5.29. V-magnitude versus [C/Fe] for the member stars in M2. Blue dots represent 
detections and red dots mark upper limits for [C/Fe] measurements. The vertical grey dashed line 
is drawn at VRGB bump, which is 15.82 for M2. The horizontal orange dashed line shows the mean 
[C/Fe] for the entire sample of true member stars, while the grey dashed lines show the standard 
deviation in units of . The two closest grey dashed lines contain the objects that fall within 1 
of the mean, the second two closest grey dashed lines contain those falling within 2, and the 







Figure 5.30. V-magnitude versus [C/Fe] for the member stars in M3. Blue dots represent 
detections and red dots mark upper limits for [C/Fe] measurements. The vertical grey dashed line 
is drawn at VRGB bump, which is 15.44 for M3. The horizontal orange dashed line shows the mean 
[C/Fe] for the entire sample of true member stars, while the grey dashed lines show the standard 
deviation in units of . The two closest grey dashed lines contain the objects that fall within 1 
of the mean, the second two closest grey dashed lines contain those falling within 2, and the 





Figure 5.31. V-magnitude versus [C/Fe] for the member stars in M13. Blue dots represent 
detections and red dots mark upper limits for [C/Fe] measurements. The vertical grey dashed line 
is drawn at VRGB bump, which is 14.73 for M13. The horizontal orange dashed line shows the 
mean [C/Fe] for the entire sample of true member stars, while the grey dashed lines show the 
standard deviation in units of . The two closest grey dashed lines contain the objects that fall 
within 1 of the mean, the second two closest grey dashed lines contain those falling within 2, 






Figure 5.32. V-magnitude versus [C/Fe] for the member stars in M15. Blue dots represent 
detections and red dots mark upper limits for [C/Fe] measurements. The vertical grey dashed line 
is drawn at VRGB bump, which is 15.41 for M15. The horizontal orange dashed line shows the 
mean [C/Fe] for the entire sample of true member stars, while the grey dashed lines show the 
standard deviation in units of . The two closest grey dashed lines contain the objects that fall 
within 1 of the mean, the second two closest grey dashed lines contain those falling within 2, 






Figure 5.33. V-magnitude versus [C/Fe] for the member stars in M92. Blue dots represent 
detections and red dots mark upper limits for [C/Fe] measurements. The vertical grey dashed line 
is drawn at VRGB bump, which is 14.62 for M92. The horizontal orange dashed line shows the 
mean [C/Fe] for the entire sample of true member stars, while the grey dashed lines show the 
standard deviation in units of . The two closest grey dashed lines contain the objects that fall 
within 1 of the mean, the second two closest grey dashed lines contain those falling within 2, 





Summary and Future Work  
  
 218 
For the first component of this dissertation, I presented new optical spectrophotometry for the 
nuclear regions of five U/LIRGs and used these data to spectroscopically classify individual 
nuclear regions, including those objects with multiple nuclei. Using the BPT diagrams, I showed 
that my sample consists of mostly composite objects – galaxies that show substantial emission 
from both a starburst and an AGN – and thus make excellent laboratories for studying the 
starburst-AGN connection in U/LIRGs. 
I showed that for the U/LIRGs in my sample, no correlation exists between SFR, 
L[OoIII],   EW(Hδ), or the optical D parameter (another indicator of AGN strength). Thus, no 
such dependence is responsible for variations of these parameters as a function of galaxy position 
on the BPT diagram. Any observed trends between these parameters and galaxy position are 
unbiased. 
I plotted our U/LIRGs on the BPT diagram involving the [N II]/Hα   ratio   according to 
varying  SFR,  L[O  III],  D4000,  and  EW(Hδ).  I then derived possible evolutionary paths based on 
how these parameters varied between two U/LIRGs positioned at the end-points of these paths. 
The U/LIRGs at the end-points of a given path represent the beginning and end states of a 
U/LIRG evolving along that path. Each path is described as follows. 
1. Path A. Slow evolution of a U/LIRG that might experience a recent burst of star 
formation,  based  on  the  modest  absorption  of  Hδ  in  the  galaxy  at  the  end-point, but not of 
strength warranting a significant amount. The nuclear SFR drops considerably and the 
growth of the AGN is not substantial. 
2. Path B. Slow evolution of a U/LIRG that undergoes a decrease in nuclear SFR (but less 
so than the decrease along path A) with a subsequent increase in AGN activity, most 
likely due to a recent starburst. 
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3. Path C. Slow evolution of a U/LIRG with a dramatic drop in nuclear SFR followed by a 
mild increase in AGN activity. This is most likely because no recent starburst or other 
mechanism occurs to maintain the very high initial SFR. 
4. Path D. Evolution of a U/LIRG with a much less drastic decrease in SFR but a 
tremendous growth in AGN activity over a relatively shorter period of time. A 
mechanism that likely contributes to this rapid growth in AGN activity is a recent, strong 
starburst – the galaxy at the path end-point  shows  strong  absorption  in  Hδ. 
All proposed paths involve scenarios in which a U/LIRG is evolving with a decreasing SFR 
and increasing L[O III] (i.e., evolving from an H II-region-like galaxy into either a Seyfert- or 
LINER-type AGN). Evidence for this scheme has been found from previous studies of U/LIRGs 
(e.g., Kim et al. 1995, 1998; Veilleux et al. 1995, 1999, 2009; Wu et al. 1998; Farrah et al. 2001). 
Recent work focusing on the evolution of AGN in a broader range of host galaxies has also 
found results that support these paths. Wild et al. (2010) find that, for a sample of bulge galaxies 
containing both a starburst and an AGN, the average rate of accretion onto the central 
supermassive black hole in a galaxy increases steeply approximately 250 Myr after the start of a 
nuclear starburst. This implies that galaxies containing significant amounts of star formation in 
addition to an AGN should experience decreasing SFRs as their AGN become more active. 
Kauffmann et al. (2003) also show that, for a large sample of galaxies, some with both nuclear 
starbursts and AGN, and some with just an AGN, there seem to be two possible evolutionary 
paths   or   “mixing   sequences”:   one   in  which   an  H   II-region-like galaxy transitions into a high-
luminosity   AGN   (the   “Seyfert   2   sequence”)   and   another   in   which   an  H II-region-like galaxy 
evolves into a low-luminosity  AGN  (the  “LINER  sequence”).  This  work  provides  evidence  that  
U/LIRGs likely evolve in a similar manner. 
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 To   confirm   the   existence   of   the   two   “mixing   sequences”   that   have   been   suggested   for  
U/LIRGs in the previous work, SDSS spectroscopy could be obtained for U/LIRGs between 
0.045  <  z  <  0.055.  The  3″  fiber  aperture  of  SDSS  converts  to  an  aperture  of ~3 ± 0.3 kpc, which 
is comparable to the aperture sizes of the nuclear spectra I analyzed during the previous work. 
Then, using the same methodology, I could obtain measurements for SFR, L[O III], the optical D 
parameter,  D4000,   and   EW(Hδ),   and   increase   the   number   of   data   points   on  my   original   BPT  
diagrams   involving   the   [N   II]/Hα   ratio   that   are   plotted   according to varying SFR, L[O III], 
D4000,  and  EW(Hδ). With enough data points, and if the data behave in a way that suggests two 
mixing sequences, a mathematical function can be fit to the data to quantitatively describe them. 
For the second component of my dissertation, I studied a sample of 34 U/LIRGs with 0.1 
< z < 0.16 from the IRAS 2 Jy Redshift Survey by performing SED-fitting over UV-FIR 
wavelengths with the use of CIGALE (Noll et al. 2009). Carefully measured photometric data 
points were combined with others taken from the literature to construct the observed SEDs. 
CIGALE uses the stellar population synthesis code of Maraston et al. (2005) to model the 
emission from an old and young stellar population emitted in the UV, optical, and NIR 
wavelengths. The semi-empirical one-parameter models of Dale & Helou (2002) are then used to 
model the dust emission in the MIR to FIR wavelengths.  
 CIGALE determines several physical parameters with the use of a Bayesian-like analysis. 
I developed a sample-specific mock catalogue of galaxies using the method of Giovannoli et al. 
(2011) to show that I was able to derive reliable estimates for the SFRs, AGN contributions, 
D4000 measurements, stellar masses, young stellar population ages, burst mass fractions, dust 
luminosities, and stellar mass-weighted ages for the objects in my sample.  
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 I looked at how the SFR compared with AGN contribution for U/LIRGs of various ages 
based on the age-related parameters D4000, young stellar population age (also considered to be 
the age of the most recent starburst activity), and the stellar mass-weighted age. From comparing 
measurements of D4000, I found that the youngest U/LIRGs in my sample have the highest 
SFRs. Of the U/LIRGs with lower SFRs, relatively older ones showed evidence for stronger 
AGN.  
There were a few objects with relatively high SFRs as well as AGN contributions that 
were high in comparison to those of the objects in the rest of the sample. These are examples of 
U/LIRGs that might be evolving along my hypothesized path D on the BPT diagram involving 
the   [N   II]/Hα   ratio.   Path   D   involves   a   U/LIRG   starting   off   with   an   extremely   high   SFR   and  
evolving into an object with SFR less than that which it started with but still relatively high in 
comparison to many other U/LIRGs. The AGN contribution also increases at a relatively rapid 
rate. As I suggested in the first component of my dissertation, a very high initial SFR in the 
nuclear region or a strong, recent nuclear starburst can explain how a U/LIRG might be allowed 
to evolve in this way. The second component of my dissertation provides observational evidence 
that U/LIRGs may very well evolve as I previously hypothesized. 
I also found that the U/LIRGs modeled with the lowest young stellar population ages 
(thus having had the most recent starburst activity) also have higher SFRs. Finally, my U/LIRGs 
demonstrated a transition toward decreased SFRs as their stellar mass-weighted ages increased. 
All of these results agree with the widely accepted idea that U/LIRGs evolve from primarily star-
forming galaxies into AGN dominated objects, and that their SFRs decrease over time if material 
used to produce stars is used up or there is no mechanism to allow it to continue. 
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 I quantified the amount that I can expect the SFR to decrease for one of my U/LIRGs by 
creating several pairs of subsamples of my U/LIRGs that have statistically significantly different 
median values of SFR. I tested that the median SFRs in each pair of subsamples was 
significantly different with the use of box-whisker plots and the computation of confidence 
intervals at the level of 95% using the Tukey-Kramer method, making sure to account for the 
different sample sizes and variances of each subsample. I then calculated the difference between 
the average of the median and mean SFRs for the two subsamples of each pair, as well as the 
difference between the average of the median and mean young stellar population ages for the two 
subsamples of each pair. I proposed that these differences represent the approximate changes in 
SFR and corresponding changes in time, and plotted these data. I then fitted an exponential curve 
to this data. The mathematical formula describing this curve is given in Equation 3.14.  
 I also examined the SFR-Mstar relationship given by my sample, and discovered that 
initially a flat distribution of SFR is seen rather than the expected positive correlation between 
these two parameters. However, after distinguishing which objects had young stellar population 
ages greater than 125 Myr, I realized that this subsample shows the expected positive correlation 
and also agrees with previous observations. I also observed that objects with lower young stellar 
population ages, and thus more recent starburst activity, show a large dispersion in Mstar and fall 
outside of the boundaries suggested by previous observations and models. Determining the 
timescales that the SFRs of our U/LIRGs evolve led to the realization that U/LIRGs which have 
had more time for their SFRs to decay experience more constant SFRs. Thus, the SFHs of our 
U/LIRGs do indeed influence the dispersion of the SFR-Mstar relationship, which has also been 
suggested by previous work. 
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 Future work could involve performing UV-FIR SED fitting with CIGALE on an 
increased sample size of U/LIRGs to strengthen the qualitative and quantitative claims that have 
been made in the second component of this dissertation. It would be especially useful to add data 
points to the SFR versus t2 plot to obtain a better fit to the curve describing the timescales that 
the SFR changes in U/LIRGs. Furthermore, in addition to analyzing the SFR-Mstar relationship, 
the specific star formation rate (SSFR) can also be compared with Mstar. The SSFR is defined as 
the ratio between SFR and Mstar (Kennicutt et al. 2005) and is also frequently used to trace the 
star formation histories of galaxies since it is regarded as a proxy of the ratio between past and 
present SFRs in a galaxy. The relationship between SSFR and Mstar can be compared with the 
same models and observations I compared to the SFR-Mstar relationship. Determining which 




) U/LIRGs can tell me if the star formation histories for these objects fit into common 
pictures of galaxy evolution such as the downsizing scenario (e.g. Cowie et al. 1996; Papovich et 
al. 2006; Damen et al. 2009). 
Additional future work could include UV-FIR SED fitting with CIGALE on a sample of 
quasars to see how they fit into the evolutionary picture for U/LIRGs when the physical 
properties of these objects are compared to those of U/LIRGs. UV-FIR SED fitting could also be 
performed on U/LIRGs and quasars using additional methods. One option is to combine high 
resolution GADGET-2 (Springel 2005) 3-D N-body /smoothed-particle hydrodynamics 
simulations of galaxy mergers with the SUNRISE (Jonsson 2006; Jonsson et al. 2010) 
polychromatic Monte Carlo dust radiative transfer code, which produces images of the predicted 
emission from the simulated luminous matter and ultimately UV-FIR SEDs. Physical properties 
such as SFR and AGN contribution obtained for U/LIRGs and quasars using CIGALE could be 
 224 
compared to those obtained with the use of other methods to determine if one method handles the 
highly obscured nuclear regions of U/LIRGs better than another.  
 For the third component of my dissertation, I examined the carbon abundances of 
member stars in the globular clusters M2, M3, M13, M15, and M92 using spectroscopic data 
from SDSS Data Release 8 and Data Release 9. The presence of significant numbers of stars 
with differing carbon abundances in all of these globular clusters serves as strong evidence that 
multiple stellar populations exist in these clusters – a carbon-rich, a carbon-normal, and a 
carbon-poor population. Both main sequence stars and red giants, taken as individual groups 
using Data Release 8 spectroscopy, show varying star-to-star carbon abundances, confirming that 
this is not merely an evolutionary effect. Varying star-to-star abundances are also seen when I 
analyze Data Release 9 spectroscopy for these globular clusters, distinguishing those stars that 
are above the red giant branch bump and those that are below it.  
Main sequence stars and red giants in M2 and M13 have roughly the same numbers of 
stars that are carbon-rich, carbon-normal, and carbon-poor. However, in M15 and M92, the 
carbon-poor stars are found primarily in the main sequence, while carbon-rich stars are found 
primarily in the red giant branch. Furthermore, for each cluster, the distributions of carbon-
normal, carbon-rich, and carbon-poor stars are spread over the color magnitude diagrams, rather 
than carbon-poor stars being concentrated in the red giant branch and carbon-normal stars in the 
main sequence.  The latter two observations are the opposite of what stellar evolutionary theory 
predicts, which is for red giants to have lower abundances of carbon than main sequence stars 
due to CN processing that can occur in hotter red giants but not in cooler main sequence stars. 
Further research is necessary to discern the cause of the latter results, and I am aware of the 
systematic errors that exist in the metallicity and carbon abundance measurements. 
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Future work could involve measuring Ba and Sr abundances within the member stars of 
each globular cluster to see if I obtain distributions similar to those found for the carbon 
abundances. These additional abundance measurements will be made after correcting both 
metallicity and carbon abundance values for the systematic errors that resulted from inaccurate 
microturbulence velocity values during the generation of the grids of synthetic spectra. It will be 
useful to see how the carbon abundance correlates with Ba and Sr abundances, as these elements 
are the products of s-processes and r-processes, respectively, which generally do not vary from 
star-to-star in globular clusters as dramatically as the lighter elements produced from proton-
capture processes.  
Observing abundance variations for Ba and Sr, and learning how stars that are strongly, 
normally, or weakly abundant in these elements are distributed throughout the cluster color 
magnitude diagram will strengthen my claim that multiple stellar populations exist in the 
globular clusters of my sample. The presence of three different stellar populations implies that 
my sample consists entirely of anomalous globular clusters – those whose formation is explained 
by the presence of more than two stellar populations, and which show variations in the heavier, 
neutron-capture elements, Ba and Sr. Most globular clusters are considered normal – those 
whose formation can be explained with two stellar populations only, and which do not show 
variations in Ba or Sr (Marino et al. 2012). Abundance measurements of Ba and Sr will allow me 
to discern the formation scenario for my globular clusters.  
Understanding these results more thoroughly is useful for a number of reasons. The 
efficiency of the CN processing cycle can be accurately modeled based on my observations, 
because globular clusters are considered to be very controlled samples of stars. For a given 
cluster, it is possible to measure the carbon abundances of main sequence stars, representing an 
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“initial  value”  for  carbon  abundance,  and   the  carbon  abundance for red giants, representing an 
“ending   value.”   The   amount   of   carbon-depletion during a particular evolutionary tract can be 
accurately measured this way. Globular clusters can become even more precise samples of stars 
for this use by carefully breaking them down into their distinct stellar populations. Moreover, 
distinguishing which stars belong to individual stellar populations can help us to find the 
primordial population of the globular cluster. Determining which stars are responsible for 
affecting the chemical composition of the subsequent stellar populations will help to further our 
understanding of globular cluster formation, which we can then integrate into the big picture of 





Discussion of How the BPT Diagrams 
Distinguish between Star-forming Galaxies and 
those with Seyfert- and LINER-type AGN 
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The BPT diagrams (Baldwin et al. 1981) have become standard and widely-used (Alonso-
Herrero et al. 2009; Yuan et al. 2010; Lee et al. 2011b; LaMassa et al. 2012) optical emission 
line diagnostic tools to determine the primary central energy source in a galaxy. These diagrams 
plot   the  emission   line  ratios   [O  III]λ5007/Hβ,   [N  II]  λλ6548,6584/Hα,   [S II]oλλ6716,6731/Hα,  
and  [O  I]  λ6300/Hα,  which  are  sensitive  to  the  hardness  of  the  ionization  radiation  field,  and  can  
be used to distinguish between galaxies that are H II-region-like, low- ionization nuclear 
emission-line region-like (LINER), Seyferts, or composites using the scheme of Kewley et al. 
(2006, Ke06). 
 Ke06 showed that LINERs, which have a harder ionizing radiation field and a lower 
ionization parameter than Seyferts, fall on different sections of the [SoII]oλλ6716,6731/Hα  and 
[O  I]  λ6300/Hα  diagrams.  These diagrams have been found to be ideal for separating Seyferts 
and LINERs because the [S II] and [O I] emission lines are produced in the partially ionized 
zone at the edge of the nebula. This region is large and extended for hard radiation fields. The 
power-law AGN models of Groves et al. (2004) show that models with a hard radiation field and 
a low-ionization parameter are isolated in the [S II]oλλ6716,6731/Hα   and   [O   I]   λ6300/Hα  
diagrams. The ratios change by ~0.7 dex as the power-law index varies from -1.2 to -2.0. 
 The [N  II]  λλ6548,6584/Hα  ratio,  on  the  other  hand,  cannot  be  used  to  separate  Seyferts 
and LINERs because this ratio is only weakly dependent on the hardness of the radiation field. 
For example, log([N   II]   λλ6548,6584/Hα)   only   varies   by   0.2   dex   as   the   power-law index is 
varied from -1.2 to -2.0 (Groves et al. 2004). The [N  II]  λλ6548,6584/Hα  ratio   is  more  highly  
dependent on the metallicity of the nebular gas. Thus, metallicity disparities amongst AGN host 
galaxies, combined with the weak dependence on radiation field hardness, makes the [N II] 
λλ6548,6584/Hα  diagram  insensitive  to  the  major  differences  between  Seyferts  and  LINERs. 
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 The Ke06 scheme also designates composite galaxies as an individual class of objects. 
This is done on the [N   II]   λλ6548,6584/Hα  diagram. The [N II]   λλ6548,6584/Hα   line   ratio   is  
more sensitive to the existence of a low-level AGN than the [SoII]oλλ6716,6731/Hα  and [O I] 
λ6300/Hα  ratios,   as   the   [N   II]  λλ6548,6584/Hα  ratio   is   a   linear   function  of  nebular  metallicity  
prior to reaching high metallities, at which log([N  II]  λλ6548,6584/Hα)  ~  -0.5 (Kewley & Dopita 
2002). At this level, any type of AGN contribution will cause log([N  II]  λλ6548,6584/Hα)  >  -0.5. 





Spectral Energy Distributions for U/LIRGs with 




Figure B.1. Spectral energy distributions are displayed for all U/LIRGs included in Table 3.1. 
Photometric data from the SDSS DR10 (red dots; Ahn et al. 2013), 2MASS (orange dots; 
Skrutskie et al. 2006), WISE (green dots; Wright et al. 2010), Spitzer IRAC (if available; yellow 
dots; Fazio et al. 2004), and Spitzer MIPS (if available; yellow dots; Rieke et al. 2004) surveys 
were measured using the Aperture Photometry Tool (APT; Laher et al. 2012a,b). We then collect 
filter flux values from the most recent IRAS catalogue available for a given U/LIRG (light blue 
dots; e.g IRAS Faint Source Catalog Version 2.0, Moshir et al. 1990; Sanders et al. 2003; Surace 
et al. 2004; Lisenfeld et al. 2007). We also collect data from the AKARI/FIS All-Sky Survey 
Bright Source Catalogue Version 1.0 (violet dots; Yamamura et al. 2010), and from the most 
recent reference on the NASA/IPAC Extragalactic Database that provided filter flux values for 
ISO data (if available; purple dots; e.g. Haas et al. 2000; Klaas et al. 2001; Spinoglio et al. 2002; 
Haas et al. 2003; Stickel et al. 2004; Brauher et al. 2008; and ISOCAM data for 3C 273 from 
Siebenmorgen et al. 2004b). The exact references for the IRAS and ISO data points taken for 
each U/LIRG can be found in Table 3.1. For a small fraction of U/LIRGs, photometric data 











































Best-Fit Model Spectral Energy Distributions 
from CIGALE  
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Figure C.1. The best-fit model SEDs (red solid line) superimposed over the observed data (blue 
dots) are displayed for all U/LIRGs included in Table 3.1 and are determined via SED-fitting 
with CIGALE using the previously described Bayesian analysis and the input parameters in 
Table 3.6. The figures in this appendix are similar to those shown in Figure 3.14. The 
corresponding IRAS name and redshift of the object can be found at the top of each SED. The 
input fluxes used during the SED-fitting of all objects include those listed in Table 3.1 (with the 
exception of ISO points at 60 and 80 m, as the filter transmission curves were not available to 
be fed into CIGALE) except when a flux value was found to be of a significantly different flux 
from its neighboring points. We did our best to remove flux values only when truly necessary; 
these included both points that were considered to be of high quality as well as those in which 
the source had not been confirmed during the observation. Many fluxes in which the source had 
not been confirmed fit well with the data and were thus usable. All 34 U/LIRGs included in our 
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