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We use the numerical flow-equation renormalization method to study a nonlinear bath at low
temperatures. The model of our nonlinear bath consists of a single two-level system coupled to a
linear oscillator bath. The effects of this nonlinear bath are analyzed by coupling it to a spin, whose
relaxational dynamics under the action of the bath is studied by calculating spin-spin correlation
functions. As a first result, we derive flow equations for a general four-level system coupled to
an oscillator bath, valid at low temperatures. We then treat the two-level system coupled to our
nonlinear bath as a special case of the dissipative four-level system. We compare the effects of the
nonlinear bath with those obtained using an effective linear bath, and study the differences between
the two cases at low temperatures.
PACS numbers: 03.65.Yz, 05.10.Cc, 03.67.-a
I. INTRODUCTION
The linear bath of harmonic oscillators is the most
common model system to describe a quantum environ-
ment or bath, leading to dissipation and decoherence1,2,3.
In this paper we examine an environment which is
the simplest possible quantum-mechanical non-oscillator
bath4: a single two-level system subject to an oscillator
bath. The effects of this nonlinear bath are analyzed by
coupling it to a spin, whose relaxational dynamics under
the action of the bath is studied by calculating spin-spin
correlation functions.
Nonlinear baths have received a great deal of inter-
est in the field of quantum computation, e.g., in the
context of superconducting devices5,6 and for spin-based
proposals7,8,9.
There are two ways to define the border between sys-
tem and bath in our total system. The first is to consider
one two-level system to be the system and the other two-
level system belonging to the bath. The bath consists
then of a two-level system and the oscillators together
and therefore it is a non-oscillator or nonlinear bath.
Studying the problem this way is relevant, since, in many
physical situations where the precise nature of the bath
decohering a given system is unknown, it is modeled as
a linear bath, with some given correlation function. It
is, therefore, desirable to understand in more detail the
kind and magnitude of possible errors introduced by such
an approximation, in cases where the coupling cannot be
assumed to be weak.
The other way to define the system and bath is as
follows: taken together, the two-level systems form a
four-level system that is coupled to the linear oscilla-
tor bath. Such systems of two two-level systems cou-
pled to linear oscillator baths, representing a formidable
problem in itself, have been studied in-depth using dif-
ferent methods, such as functional-integral approaches10,
master equations11,12, and numerical calculations within
the quasi-adiabatic propagator path integral method13.
In this work we use a different approach: the numerical
flow-equation renormalization method.
The flow-equation method itself was introduced by
Wegner14 and by Glasek and Wilson15. Using the flow-
equation method one works in a Hamiltonian framework.
The whole procedure is non-perturbative, as it relies on
a unitary transformation and has an energy-scale sepa-
ration built in. The extension of the flow-equation for-
malism to dissipative systems was developed in Refs. 16,
17, and 18. The effective Hamiltonian simplifies due
to the fact that the coupling between bath and system
disappears and equilibrium functions can be calculated
easily. The method is non-perturbative, e.g., neither a
Born nor Markoffian approximation is applied, which is
what makes it attractive and new. Some drawbacks are
that the flow equations for the observables are not closed,
and a special ansatz is needed. Here, we choose a linear
ansatz, which works only for low temperatures smaller
than the typical low-energy scale of the system Hamil-
tonian. What is new in our work is that we apply the
method to a general dissipative four-state system. The
flow equations are designed to yield correlation functions
for non-ohmic baths as well, which, as we will see be-
low, makes it possible to treat the linear bath approx-
imation to our nonlinear problem on the same footing.
In Refs. 19, 20, 21, 22, and 23, subohmic, superohmic,
and a peaked structured environment, were studied with
flow equations. Similarly, the linear-bath approximation
leads to a new peaked structured bath spectral density,
to our knowledge, never studied before. The numerical
integration of the flow equations allows us to study the
nonlinear bath model by analyzing the spin-spin corre-
lation functions. The numerical results are obtained at
zero temperature. These results are then compared with
those obtained from a linear bath with a non-ohmic bath
spectral density. The bath spectral density is chosen in
such a way that the linear bath leads to the same re-
sults as the original nonlinear bath in the limit of small
enough system-bath coupling strength. The bath and
system correlation functions are both calculated using
flow equations. By carrying out the comparison, we are
able to study the effects of the nonlinear bath at zero
temperature.
2The remainder of this work is organized as follows:
First we describe the model in Sec. II. Then, we write
down the flow equations for the general dissipative four-
level system. The flow equations for the nonlinear-bath
system (Sec. III) and its linear approximation (Sec. IV)
are both special cases of these general flow equations.
Finally, we discuss the numerical details in Sec. V and
compare the results of the two approaches in Sec. VI.
II. THE NONLINEAR BATH MODEL
As a model for a nonlinear bath we study a two-level
system S coupled to a bath, which consists of another
two-level system B coupling to a linear oscillator bath
F :
H = ǫSσ
S
z +∆Sσ
S
x + gσ
S
z σ
B
z +∆σ
B
x
+ σBz
∑
k
λk(bk + b
†
k) +
∑
k
ωk : b
†
kbk : . (2.1)
Here the parameters ǫS and ∆S serve to define any de-
sired two-level system S. This system is coupled to B via
σBz , with the coupling strength between S and B being
given by g. The coupling constants λk are connected to
the bath spectral density in the following way:
J(ω) ≡ π
∑
k
λ2kδ(ω − ωk) = αωf(ω/ωc) , (2.2)
with the bath cutoff ωc, the system-bath coupling
strength α and the cutoff function f(x). The oscilla-
tions of σBz (t) at the frequency 2∆ are noisy, due to the
action of the harmonic oscillator bath F . The dissipative
dynamics of S can be characterized in terms of several
different quantities. Here we will analyze the decay of
the equilibrium correlator
〈
σSz (t)σ
S
z (0)
〉
by calculating
its Fourier transform:
KSzz(ω) ≡
1
2π
∫ +∞
−∞
dt eiωt
〈
σSz (t)σ
S
z (0)
〉
. (2.3)
KSzz(ω) is real-valued, for zero temperature it vanishes on
the negative real axis and the integral over all frequencies
gives 1.
III. FLOW EQUATIONS FOR THE
DISSIPATIVE FOUR-STATE SYSTEM
We will write down the flow equations for the most
general four-level system coupling to a linear oscillator
bath. Therefore many other systems can be analyzed as
special cases of this general framework. The Hamiltonian
given in Eq. (2.1) is a special case of:
H =
∑
αβ
∆αβΣαβ +
∑
k
∑
αβ
λαβk Σαβ(bk + b
†
k)
+i
∑
k
∑
αβ
καβk Σαβ(bk − b
†
k) +
∑
k
ωk : b
†
kbk : . (3.1)
The Σαβ are the tensor products of the Pauli matrices
Σαβ = σα⊗σβ and the Greek indices are always summed
from zero to three. σ0 is the unit matrix. By using
the flow-equation technique we approximately diagonal-
ize the model Hamiltonian given in Eq. (3.1) by means
of a unitary transformation:
H(l) = U(l)HU(l)† . (3.2)
Here, l is the flow parameter which is roughly equivalent
to the square of the inverse energy scale which is being
decoupled. The unitary transformation can be written in
a differential form
dH(l)
dl
= [η(l), H(l)] , (3.3)
where
η(l) =
dU(l)
dl
U−1(l) . (3.4)
Using the anti-Hermitian generator η in the canonical
form η = [H0, H ] leads to the fixed point H(l → ∞) =
H0. We have investigated two different generators η˜ and
η, leading to two different fixed points, viz.,
H˜0 =
∑
k
ωk : b
†
kbk : (3.5)
the oscillator bath, and
H0 =
∑
αβ
∆αβΣαβ +
∑
k
ωk : b
†
kbk : (3.6)
the total Hamiltonian without interaction terms. Note
that we only have to derive flow equations with the gen-
erator η. The flow equations using η˜ are contained in the
latter, due to the similar structure of the generators.
The commutator [η,H ] contains coupling terms which
are bilinear in the bosonic operators. We neglect these
terms by truncating the Hamiltonian after linear bosonic
terms. The bilinear terms are included by modifying the
generator with an additional bilinear term as follows17,21:
η = [H0, H ] +
∑
kq
ηkq : (bk + b
†
k)(bq − b
†
q) : . (3.7)
The parameters ηkq are chosen in such a way that the
bilinear terms are not generated. Because this cannot be
done exactly we neglect terms which have the normal-
ordered form: system operator times a bilinear bosonic
operator. Here the normal order is defined with respect
to the non-interacting Hamiltonian.
Comparing the general Hamiltonian given in Eq. (3.1)
with Eq. (2.1) specifies the initial conditions for the flow
equations listed in Appendices A and B. The flow equa-
tions are nonlinear ordinary coupled differential equa-
tions and they have the same structure as those obtained
in Ref. 21 due to the similar truncation procedure. The
3renormalization of the bath modes ωk vanishes in the
thermodynamic limit and can be neglected16.
In order to calculate correlation functions the observ-
ables have to be subjected to the same sequence of in-
finitesimal transformations as the Hamiltonian. The ob-
servable flow cannot be closed and therefore a linear
ansatz has to be chosen which is only valid for temper-
atures smaller than the typical low-energy scale of the
four-level system coupling to the linear oscillator bath.
The most general linear ansatz which is possible and used
in the following is given by:
O =
∑
αβ
hαβΣαβ +
∑
k
∑
αβ
µαβk Σαβ(bk + b
†
k)
+i
∑
k
∑
αβ
ναβk Σαβ(bk − b
†
k) . (3.8)
The flow equations for the observables
dO(l)
dl
= [η(l), O(l)] (3.9)
are closed according to the same normal ordering scheme
as above and are listed in the Appendix C. The correla-
tion functions for l→∞ are defined by:
〈O(t)O〉 =
tr{e−βH0eitH0Oe−itH0O}
tr{e−βH0}
. (3.10)
With the non-interacting fixed-point Hamiltonian H0
such correlation functions can be calculated easily.
Below we present the comparatively short result for
the correlation functions for the fixed point H˜0. They
are found to be:
〈O(t)O〉 = h00h00 + h0ih0i + hi0hi0 + hijhij
+
∑
k
[
(nk + 1)e
−iωktck + nke
iωktck
]
, (3.11)
where
ck = µ
00
k µ
00
k + µ
0i
k µ
0i
k + µ
i0
k µ
i0
k + µ
ij
k µ
ij
k
+ ν00k µ
00
k + ν
0i
k µ
0i
k + ν
i0
k µ
i0
k + ν
ij
k µ
ij
k
− µ00k ν
00
k − µ
0i
k ν
0i
k − µ
i0
k ν
i0
k − µ
ij
k ν
ij
k (3.12)
− ν00k ν
00
k − ν
0i
k ν
0i
k − ν
i0
k ν
i0
k − ν
ij
k ν
ij
k .
The Fourier transform of the correlation function is given
by
〈OO〉ω =
(
h00h00 + h0ih0i + hi0hi0 + hijhij
)
δ(ω)
+
∑
k
[
(nk + 1)δ(ω − ωk)ck + nkδ(ω + ωk)ck
]
, (3.13)
where the Fourier transform is defined by
〈OO〉ω ≡
1
2π
∫ ∞
−∞
dteiωt 〈O(t)O〉 . (3.14)
With these formulas different correlation functions can
be calculated. The above formulas can also be used to
obtain correlation functions for different operators, i.e.,〈
O(1)(t)O(2)
〉
. The only difference in the result for ck
is that now a sum of products of the form µ
(1)0i
k µ
(2)0i
k
occurs and therefore the number of flow equations is in-
creased. Below we put O = σSz , i.e., analyze the decay
of the equilibrium correlator
〈
σSz (t)σ
S
z (0)
〉
. The correla-
tion function is determined by the initial conditions of
the flow equations. The limit of zero temperature T = 0
can be obtained by putting nk = 0 in the flow equations.
IV. THE LINEAR-BATH APPROXIMATION
In this section we study an approximation to the non-
linear bath. We do this by replacing the composite bath
B and F by a linear oscillator bath acting on the sys-
tem S. What we obtain is a spin-boson system with a
non-ohmic peaked bath spectral density
H = ∆Sσ
S
x + ǫSσ
S
z + σ
S
z
∑
k
λ˜k(bk + b
†
k)+
∑
k
ωk : b
†
kbk : ,
(4.1)
where the bath spectral density is given by
J˜(ω) ≡ π 〈BB〉ω ≡ π
∑
k
λ˜2kδ(ω − ωk) . (4.2)
The linear-bath approximation should become exact in
the weak-coupling limit g ≪ 1 according to Ref. 24. For
higher coupling g we expect deviations to the nonlinear
bath even in the thermodynamic limit N → ∞ due to,
e.g., the non-separable structure25 of our nonlinear bath
model.
We start our discussion by calculating the bath corre-
lation function. The Fourier transform of the correlator
of B ≡ gσBz defines the “bath spectrum” 〈BB〉ω. For
zero temperature, 〈BB〉ω vanishes for negative frequen-
cies. The Hamiltonian of the bath alone is given by
HBF = ∆σ
B
x +σ
B
z
∑
k
λk(bk+b
†
k)+
∑
k
ωk : b
†
kbk : . (4.3)
This is the initial Hamiltonian for the flow equations. For
the purpose of calculating the bath correlation function,
one has to solve the symmetric spin-boson problem. This
cannot be done in a closed analytical way3,26,27. An al-
ternative method involves flow equations, which we apply
again. We use the flow equation system used in Ref. 21
with a generator of the form η˜. The truncation scheme
includes (as before) all coupling terms which are linear
in the bosonic modes. The flow equation method is not
restricted to any particular bath type, i.e., the bath spec-
tral density of the linear bath can be chosen freely.
The results for the bath correlation function 〈BB〉ω
are shown in Fig. 1. 〈BB〉ω consists of one peak at the
frequency ≈ 2∆, for small coupling α. For larger cou-
pling it is shifted towards lower frequencies. Because the
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FIG. 1: The 〈BB〉
ω
correlation function for different values
of α. The parameters are: g = 1 and ∆ = 1. The height of
the α = 0.005 peak is ∼ 5.2.
bath F is ohmic, the position of the maximum of 〈BB〉ω
is given approximately by 2∆(2∆/ωc)
2α/(pi−2α), which
is a result obtained within an adiabatic renormalization
scheme3. In our results, the relation is best fulfilled for
α/(2π) <∼ 0.025. The low-frequency behavior predicted
by the exact zero-temperature Shiba relation can only be
found by solving the asymptotic flow equations21, which
is not done in this work (note the deviation from linearity
for small ω ≪ 1 in Fig. 1, e.g., graph for α/(2π) = 0.1.
Thus, the bath spectral density shows a resonance at a
characteristic frequency and behaves ohmic at small fre-
quencies. This is why we expect the results to be com-
parable to the ones obtained in Ref. 23,28. But we stress
that here, in contrast, the linear bath is modified with
a second two-state system, compared to an additional
oscillator.
To obtain the final result for the linear-bath approx-
imation we use the 〈BB〉ω correlation function as bath
spectrum J˜(ω) = π 〈BB〉ω and solve the flow equations
for the spin-boson system with this non-ohmic spectrum.
The results are discussed in Section VI.
To close this section, we make a short note regard-
ing higher-order correlation functions with respect to
the flow equations used here. Higher-order correlation
functions are important to understand the behavior of a
nonlinear bath. For small enough system-bath coupling
strength, the nonlinear bath is identical to a linear one24.
In this limit, the two-time bath correlation function plays
a crucial role. For higher coupling strength, higher-order
correlation functions become relevant. The linear bath
has the special feature that higher-order correlation func-
tions factorize into two-time correlation functions, since
due to the Gaussian nature of the linear bath, the cumu-
lant expansion breaks off at second order. The nonlinear
case has generally no such feature, but we will see that
the correlation functions obtained with the flow equa-
tions factorize. The reason for this is the choice of a
linear ansatz for the observable flow:
σz(l) = h
03(l)σz + µ
01
k (l)σx(bk + b
†
k) . (4.4)
In the limit l→∞ we find for the symmetric spin-boson
system
σz(l →∞) = µ
01
k (l →∞)σx(bk + b
†
k) , (4.5)
and H(l → ∞) = H˜0 =
∑
k ωkb
†
kbk. For l → ∞ the
observables behave like linear oscillator variables and all
higher-order correlation functions factorize.
V. DETAILS OF THE NUMERICAL
CALCULATION
The flow equations are coupled ordinary differential
equations. The integration method which turns out to
be the most appropriate one is the fourth-order Runge-
Kutta method with variable step size29. The reason for
this is that there are regions where a certain subset of
the differential equations does not change much anymore
and larger integration steps can be used, see discussion
below.
We have used a linear energy spacing δω for the bath
modes ωk and a sharp cutoff function f(x) = Θ(1 −
x). The results do not depend on these choices. The
bath modes ωk are then given by ωk = (k − 1/2)δω
and the coupling constants λk are found to be λk =(√
α/π
√
k − 1/2
)
δω, where δω = ωc/N and N is the
number of bath modes used for the numerics. For the
four-level system the number of differential equations is
64N + 32 in the most general case, 5N + 7 for the non-
linear bath with ǫS = 0 (see Appendix D), 10N + 14 for
the nonlinear bath with ǫS 6= 0 and 3N + 2 for the sym-
metric spin boson system. We have used up to N = 104
bath oscillators. For the particular choice ǫS = 0, the
correlation function at discrete frequencies is given by
KSzz(ωk) = (µ
11
k )
2/δω, for the generator η˜. All the hαβ
coefficients vanish for increasing flow l →∞, as expected.
For the other generator η, we have to evaluate
KSzz(ω) =
∑
n
|〈0|(h03Σ03 + h
13Σ13)|n〉|
2δ(ω + E0 − En)
+
∑
k,n
(µ11k )
2|〈0|Σ11|n〉|
2δ(ω + E0 − En − ωk) , (5.1)
where En are the eigenvalues ofHS and |n〉 are the eigen-
vectors ofHS for l →∞. In the parameter regime consid-
ered below, it turns out that the equilibrium correlator is
given by the same expression as for the generator η˜ with
high accuracy.
If we choose the generator η˜ leading to the diagonal
fixed-point Hamiltonian H˜0, which is scale-independent,
then, since no asymptotic scale is present, the flow equa-
tions will first decouple the high-energy modes and then
the low-energy modes. The same feature is found for
5the correlation functions, see Fig. 2. They are first de-
termined for high energies and the low-energy behavior
is calculated last. The frequency regions of interest are
centered on the peaks which appear at the shifted tran-
sition frequencies of the four-level system. The spectral
function around these resonances is determined by a sta-
ble flow away from the asymptotic regime, which must
be treated in a different way17,21,30. In practice, the flow
equation can only be integrated up to l∗ ≈ (δω)−2. We
find that the integration can be stopped for much lower
values; the system is decoupled with high accuracy for
l > 20, see again Fig. 2.
For the other choice of the generator, η, we find a differ-
ent behavior of the flow. The flow equations first decou-
ple the frequency regions around the peaks. The peaks
contain gaps which are closed only slowly with increasing
l, see Fig. 3. Therefore, in contrast to the generator η˜ the
flow equations have to be integrated up to much higher
values l ≈ 105.
For both choices of the generator there are regions
which are decoupled faster than others. Let us discuss
the consequences for the numerics. The coupling con-
stants of the Hamiltonian, λαβk , and κ
αβ
k decay while the
flow parameter l is varied from zero to infinity. If we take
a closer look at the flow equations, we observe that the
differential equations for a certain mode k become trivial
as soon as the λαβk and κ
αβ
k are approximately zero, e.g.
for the generator η˜ the higher modes are first decoupled.
In the end, changes take place only in a low-frequency
region, see Figs. 2, 3. This is why, in practice, all the dif-
ferential equations outside of this region can be replaced
by trivial ones in the program. This accelerates the cal-
culation significantly.
The correlation function is given as a bilinear form in
the µαβk and ν
αβ
k . The coefficients µ
αβ
k and ν
αβ
k turn
out to be zero at certain points. For the special case of
the nonlinear bath with ǫS = 0, only µ
11
k remains, which
vanishes (intersects the frequency axis) at different points
ω. This feature is contained in the flow equations and was
observed in Ref. 17 for the dissipative two-state system.
The correlation function, bilinear in µ11k , therefore has
unphysical zeroes, which constitute a finite-size effect,
only disappearing in the thermodynamic limit.
There are different possibilities to address this prob-
lem. In Ref. 17 it was observed that for a certain value
of the flow parameter, the decoupled two-state system
behaved like a dissipative harmonic oscillator. Further-
more, it was shown that for the dissipative harmonic os-
cillator there exists a conserved quantity which could be
added at a certain value of l in order to complete the cor-
relation function. Another possible way to deal with this
problem is to integrate to a large value of l, such that the
higher frequencies of the right peak are decoupled, as in
Fig. 2, and to continue the integration in a restricted fre-
quency range with a higher resolution of the bath modes.
Finally, only a tiny gap is left which can then be closed
by hand.
Using the generator η˜ spikes appear around this singu-
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FIG. 2: Behavior of the flow using the generator η˜: Fourier
transform of the equilibrium correlator for increasing flow pa-
rameter l (solid line), compared with the final result of a
Markoff approximation (dotted line). We see that the higher
modes are decoupled first, i.e., the peak on the right hand is
visible already for l = 7. At l = 20 the sum rule is fulfilled
with an accuracy of ≈ 0.5%. This result is better than the
Markoff approximation used to calculate the influence of the
linear bath F on the system S+B, which should lead to good
results for α/(2π) = 0.01. Naturally, the sum rule is not valid
at the beginning of the flow. The parameters are: ∆ = 1,
∆S = 1.2, g = 1, α/(2π) = 0.01, and N = 8000.
larity, which are due to the finite number of bath modes
N , i.e., we assume that the phenomena will disappear
for increasing N . These spikes, generated via an ampli-
fying effect, are not completely understood. Probably,
they occur always if the change in the correlation func-
tion happens too abruptly. This suggestion is motivated
by the observation that the same feature appears, if the
cutoff is chosen too close to the characteristic frequency
of the system. There, we find that, due to the intrinsic
properties of the differential-equation system, a spike ap-
pears at the cutoff frequency. The system always needs
a certain frequency range to spread out smoothly.
The sum rules are fulfilled with an accuracy of ∼ 0.5%
using η˜ and ∼ 0.1% using the generator η, when not
otherwise mentioned.
The bath cutoff was chosen to be ωc = 5, when not
otherwise mentioned. The results depend on the choice
of the bath cutoff ωc. However, the qualitative behavior
is independent of the cutoff and remains the same for
different large-enough ωc.
Flow equations give the best results for small coupling
α. This does not mean that the approach is perturbative
in the usual sense, but the neglected terms in the trun-
cation procedure are smaller in the low-coupling limit.
The flow equations for our specific system obtained with
the generator η˜ were observed to give accurate results
up to α/(2π) = 0.1 and the generator η was used up to
60
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FIG. 3: Behavior of the flow using the generator η: Fourier
transform of the equilibrium correlator for increasing flow pa-
rameter l (solid line), compared with the final result of a
Markoff approximation (dotted line). We see that the fre-
quency regions around the peaks are decoupled at last. The
sum rule is not valid at the beginning of the flow, but finally
it is fulfilled with an accuracy better than ≈ 0.1%. The pa-
rameters are: ∆ = 1, ∆S = 1.2, g = 1, α/(2π) = 0.01, and
N = 2000.
α/(2π) = 0.08.
VI. COMPARISON OF NONLINEAR WITH
LINEAR BATH
The relevant parameters in our model are ǫS, ∆S , ∆,
the coupling strength g, and the coupling strength α to
the linear bath F . We choose the time scale such that
∆ ≡ 1. Furthermore, the results discussed in the fol-
lowing have been calculated for ∆S = 1.2, close to 1, to
keep the decay strong without being in resonance. We
set the temperature to zero (T = 0) and vary the two
parameters α and g.
To begin our discussion, we note some generic features
of the results obtained for the two approaches: linear and
nonlinear bath. Since KSzz(ω) is essentially the Fourier
transform of the relaxational dynamics, it consists of
several “Lorentzian like” peaks. Their number is con-
strained to be less than the maximum number of 6 tran-
sition frequencies for S +B in the case of the nonlinear-
bath system. In practice, degeneracies between transi-
tion frequencies and selection rules reduce that number,
e.g., to 2 for the unbiased case. More peaks, than the
one transition frequency expected for a two level system,
are observed in the case of the linear-bath approxima-
tion. It turns out that the second peak is induced by the
peaked bath spectral density. To summarize, we have
found for the unbiased case two peaks for the linear and
the nonlinear bath. One can associate two different deco-
herence times with the two peaks. Both approaches show
a similar behavior for increasing coupling g, where we ob-
serve a larger separation between the two peaks. For the
unbiased case ǫS 6= 0, we expect at least three peaks
for weak coupling α. Additional possible zero-frequency
delta-distribution contributions show up for the biased
case, due to the definition of the correlation functions.
Moreover, in contrast to the high-temperature results,
no “pure” relaxation is seen in the biased case.
Let us now focus on the unbiased case, i.e., ǫS = 0.
In the limit of weak coupling, g → 0, all that remains
is a broadened peak at the transition frequency 2∆S of
system S alone. In that limit, the results for the two
approaches coincide, as expected. This is visible in the
topmost plots of Figs. 5 and 6, where the Fourier trans-
form of the equilibrium correlator is shown for increas-
ing system-bath coupling g, while α/(2π) = 0.05, 0.01
is kept constant. We expect that for small g the non-
linear and the linear-bath results fall together, i.e., in
this limit a weak-coupling approximation31 or a Markoff
approximation32 are valid and one can therefore not dis-
tinguish between linear and nonlinear bath. Further-
more, the bath spectral density was chosen such that the
two approaches agree for small enough coupling.
With increasing g, the peaks are broadened and
shifted, and additional peaks may appear (see Fig. 5.
Indeed, the most notable difference from a master equa-
tion used for coupling of S and the nonlinear bath is the
appearance of a second peak around the transition fre-
quency 2∆ of the two-level fluctuator B. In this way,
the power spectrum of the bath fluctuations appears in
the short-time behavior of the correlator of the system S.
This behavior cannot be captured by a master equation,
where only one peak is present. Here, for the parame-
ters chosen the linear and nonlinear bath agree nicely for
g = 0.25, rather to our surprise, very well up to g = 0.5.
For g > 0.5 the deviations become significant. Increasing
g leads to a frequency shift and a change in the width of
the “original” peak at 2∆S . These changes are due to the
change in eigenfrequencies and eigenvectors of the com-
bined system S+B. If we keep g = 1 constant and com-
pare the results for different increasing α, see Fig. 4, the
differences between linear and nonlinear bath depend on
the ratio g/α. A small α/(2π) = 0.005 or α/(2π) = 0.01
corresponds to a structured bath (Fig. 1) and the re-
sults show that the peak shape is similar for nonlinear
and linear baths, but the peak position is different. We
stress that for higher coupling, e.g., α/(2π) = 0.05 and
α/(2π) = 0.1, the nonlinear bath acquires a new struc-
ture and the shape of the peak deviates significantly from
the linear bath. Thus, the qualitative differences between
linear and nonlinear baths are smaller for a structured
bath.
Since the linear bath takes the full bath spectrum
〈BB〉ω as input, this spectrum may show up in the result
for the system correlator KSzz(ω), as is indeed the case.
Figures 5 and 6 demonstrate that this effect is indepen-
dent of the α values considered here, in contrast to the
infinite temperature limit4, where this effect was most
pronounced for small γ, where the bath spectrum has a
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FIG. 4: Fourier transform KSzz(ω) of the equilibrium corre-
lator of σˆSz (t), for different structured nonlinear baths with
α/(2π) = 0.005, 0.01, 0.025, 0.05, and 0.1 from topmost to
lowest graph. The values of the other parameters are: ∆ =
1, ∆S = 1.2, g = 1, and ǫS = 0. Nonlinear bath: solid line,
linear bath: dashed line. Dotted line: Markoff approxima-
tion. In Sec. V we discuss the singularities appearing in the
correlators, e.g., in the lowest graph at frequency ω ≈ 0.8 and
the topmost graph. These two graphs were obtained using
the generator η˜, N = 5000, and l = 500. The rest of the
graphs were calculated with the generator η, N = 2000, and
l = 2 · 105 maximal.
relatively sharp structure. To emphasize this point, we
note that even the asymmetric shape of the bath spectral
density 〈BB〉ω is mapped to the equilibrium correlator,
see, e.g., Fig. 5 compared with Fig. 1. This is an effect
of the non-ohmic structure of the bath, which could not
be observed for an ohmic linear bath. It can further only
be observed when S and B are in resonance, i.e. for
low frequencies the bath spectral density behaves ohmi-
cally. The second peak, which appears for higher cou-
pling g, is therefore determined by the bath correlation
function 〈BB〉ω with one peak in the vicinity of the sys-
tem transition frequency and another given by the energy
scale 2∆S = 2.4. For increasing system-bath coupling g,
both peaks are shifted away from each other. Within
the linear-bath approximation, the peak around 2∆S is
shifted to higher frequencies to a lesser extent and the
second peak around 2∆ is shifted to lower frequencies,
more pronounced compared to the nonlinear bath.
The results of the linear and nonlinear bath agree well
up to intermediate coupling strengths, as discussed pre-
viously. Nevertheless, there are discrepancies: In par-
ticular, the shifts are different. In contrast to infinite
temperature, varying the parameters g and α leads to
a visible shift of the peaks for the linear bath. Further-
more, the peaks become wider and more asymmetric, but
not as pronounced as the peak around 2∆S for infinite
temperature. For higher values of α, the linear bath,
in general, shows less structure than the actual nonlin-
ear bath, however, the asymmetric shape of the peaks is
mimicked to some extent.
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FIG. 5: Fourier transform KSzz(ω) of the equilibrium corre-
lator of σˆSz (t), for different values of the system-bath cou-
pling g = 0.25, 0.5, 0.75, and 1 from topmost to lowest graph.
The values of the other parameters are: ∆ = 1, ∆S =
1.2, α/(2π) = 0.1, and ǫS = 0. Solid line: nonlinear bath,
N = 2000, l = 8 · 104 maximal, and the generator η was
used. Dashed line: linear bath, N = 2000, l = 1000, and the
generator η˜ was used.
Finally, to close this section let us turn to the biased
case ǫS 6= 0. Figure 7 shows the equilibrium correlator
of σˆSz (t) for two different values of the bias: ǫS = 0.5
and ǫS = 1. For comparison, the Markoff approxima-
tion is shown, which should lead to reasonable results for
α/(2π) = 0.01, but the agreement between the two ap-
proaches is worse than for the unbiased case. We note
that the flow equations do not describe the third peak.
What is the reason for this? Flow equations are equiv-
alent to a unitary basis change. Therefore, we expect
the same results for each unitarily equivalent Hamilto-
nian. As soon as approximations are made, things do
change, since, depending on the representation of the
Hamiltonian, different terms have different significance.
Our approximation scheme leads to better results for the
unbiased case. This was also seen in Ref. 21 for the spin-
boson problem, where shifts of the bosonic modes were
introduced and tuned to an optimal point in order to
deal with this problem. We leave such an analysis for
the dissipative four-state system for future work.
VII. CONCLUSIONS
The first main result of this work is the derivation of
flow equations for a general dissipative four-level system.
With this framework, not only the correlation functions
of our nonlinear bath model can be studied, but correla-
tion functions for any four-state system coupled linearly
to an oscillator bath. An additional key aspect is that
there is no restriction for this bath to have an ohmic bath
spectral density.
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FIG. 6: Fourier transform KSzz(ω) of the equilibrium corre-
lator of σˆSz (t), for different values of the system-bath cou-
pling g = 0.25, 0.5, 0.75, and 1 from topmost to lowest graph.
The values of the other parameters are: ∆ = 1, ∆S =
1.2, α/(2π) = 0.01, and ǫS = 0. Solid line: nonlinear bath,
N = 2000, l = 2 · 105 maximal, and the generator η was used.
Dashed line: linear bath, N = 2000, l = 1000, and the gener-
ator η˜ was used. Dotted line (falls together almost perfectly
with the solid line): Markoff approximation used to calculate
the influence of the linear bath F on the system S +B.
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FIG. 7: Fourier transform KSzz(ω) of the equilibrium corre-
lator of σˆSz (t), for two different values of the bias ǫS = 0.5
topmost ǫS = 1 lowest graph. The values of the other pa-
rameters are: ∆ = 1, ∆S = 1.2, α/(2π) = 0.01, g = 1,
ωC = 10, l = 100, and the generator η˜ was used. For ǫS = 0.5,
N = 2000 bath modes were used, the height of the delta peak
at zero frequency is 0.229 and the sum rule leads to a value
1.048. For ǫS = 1, N = 1000 bath modes were used, the
height of the delta peak at zero frequency is 0.544 and the
sum rule leads to a value 1.149. Solid line: nonlinear bath,
dotted line: Markoff approximation used to calculate the in-
fluence of the linear bath F on the system S +B.
As an application of these general flow equations, a
model of a nonlinear bath was discussed, consisting of a
single two-level system subject to a linear oscillator bath.
Its effect on another two-level system at zero tempera-
ture has been analyzed and compared with the effect of
a linear oscillator bath, Many numerical results for vari-
ous special cases have been obtained and discussed. For
the flow equations of the nonlinear bath, two different
generators have been used and the behavior of the corre-
sponding flows has been analyzed.
For small system-bath coupling the equilibrium corre-
lator contains only one peak which can be obtained us-
ing a Markoff approximation. In contrast the linear bath
can describe the second peak appearing for larger cou-
pling strengths. At least two frequencies are therefore
present in the time evolution of the two-state system,
and furthermore, the decoherence is strongly increased if
the system and bath are in resonance. As expected, the
linear-bath approximation fails for the regime of large
system-bath coupling. In that regime the linear bath
may undoubtedly represent a good approximation to our
actual nonlinear bath up to couplings on the order of
half of the system energy scale. In the strong-coupling
regime, on the order of the system energy scale, the agree-
ment of the peak shapes is qualitatively better, when the
bath spectrum has a strongly peaked structure. Here,
discrepancies between the linear and the original nonlin-
ear bath became clearly visible. Although we have only
discussed the simplest example of a nonlinear bath, it is
likely that the linear-bath approximation might lead to
reasonable results in the intermediate-coupling regime,
also for other, possibly more sophisticated systems.
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9APPENDIX A: THE FLOW EQUATIONS FOR THE HAMILTONIAN
Below we list the result for the dissipative four-state system discussed in Sec. III. A sum over i, j, l, p, s, r, and t
from one to three is suppressed in the formulas.
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APPENDIX B: THE ηkq COEFFICIENTS
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sjκl0k ǫsln)κ
0r
q ǫjrm 〈Σnm〉
+ (∆s0κl0k +∆
spκlpk )κ
rm
q ǫsliǫirn 〈Σnm〉+ (∆
0pκilk ǫplm +∆
s0κlmk ǫsli +∆
ipκ0lk ǫplm +∆
smκl0k ǫsli)κ
r0
q ǫirn 〈Σnm〉
+ (∆0pκ0lk +∆
spκslk )κ
0r
q ǫpljǫjrn 〈Σ0n〉+ (∆
0pκilk ǫplj +∆
s0κljk ǫsli +∆
ipκ0lk ǫplj +∆
sjκl0k ǫsli)κ
ir
q ǫjrn 〈Σ0n〉
+ (∆s0κl0k +∆
spκlpk )κ
r0
q ǫsliǫirn 〈Σn0〉+ (∆
0pκilk ǫplj +∆
s0κljk ǫsli +∆
ipκ0lk ǫplj +∆
sjκl0k ǫsli)κ
rj
q ǫirn 〈Σn0〉
+ (∆0pκ0lq +∆
spκslq )κ
nr
k ǫpljǫjrm 〈Σnm〉+ (∆
0pκnlq ǫplj +∆
s0κljq ǫsln +∆
npκ0lq ǫplj +∆
sjκl0q ǫsln)κ
0r
k ǫjrm 〈Σnm〉
+ (∆s0κl0q +∆
spκlpq )κ
rm
k ǫsliǫirn 〈Σnm〉+ (∆
0pκilq ǫplm +∆
s0κlmq ǫsli +∆
ipκ0lq ǫplm +∆
smκl0q ǫsli)κ
r0
k ǫirn 〈Σnm〉
+ (∆0pκ0lq +∆
spκslq )κ
0r
k ǫpljǫjrn 〈Σ0n〉+ (∆
0pκilq ǫplj +∆
s0κljq ǫsli +∆
ipκ0lq ǫplj +∆
sjκl0q ǫsli)κ
ir
q ǫjrn 〈Σ0n〉
+ (∆s0κl0q +∆
spκlpq )κ
r0
k ǫsliǫirn 〈Σn0〉+ (∆
0pκilq ǫplj +∆
s0κljq ǫsli +∆
ipκ0lq ǫplj +∆
sjκl0q ǫsli)κ
rj
q ǫirn 〈Σn0〉
]
+ 4ωq
[
(∆spλslk +∆
0pλ0lk )λ
nr
q ǫpljǫjrm 〈Σnm〉+ (∆
0pλnlk ǫplj +∆
s0λljk ǫsln +∆
npλ0lk ǫplj +∆
sjλl0k ǫsln)λ
0r
q ǫjrm 〈Σnm〉
+ (∆s0λl0k +∆
spλlpk )λ
rm
q ǫsliǫirn 〈Σnm〉+ (∆
0pλilk ǫplm +∆
s0λlmk ǫsli +∆
ipλ0lk ǫplm +∆
smλl0k ǫsli)λ
r0
q ǫirn 〈Σnm〉
+ (∆spλslk +∆
0pλ0lk )λ
0r
q ǫpljǫjrn 〈Σ0n〉+ (∆
0pλilk ǫplj +∆
s0λljk ǫsli +∆
ipλ0lk ǫplj +∆
sjλl0k ǫsli)λ
ir
q ǫjrn 〈Σ0n〉
+ (∆s0λl0k +∆
spλlpk )λ
r0
q ǫsliǫirn 〈Σn0〉+ (∆
0pλilk ǫplj +∆
s0λljk ǫsli +∆
ipλ0lk ǫplj +∆
sjλl0k ǫsli)λ
rj
q ǫirn 〈Σn0〉
+ (∆spλslq +∆
0pλ0lq )λ
nr
k ǫpljǫjrm 〈Σnm〉+ (∆
0pλnlq ǫplj +∆
s0λljq ǫsln +∆
npλ0lq ǫplj +∆
sjλl0q ǫsln)λ
0r
k ǫjrm 〈Σnm〉
+ (∆s0λl0q +∆
spλlpq )λ
rm
k ǫsliǫirn 〈Σnm〉+ (∆
0pλilq ǫplm +∆
s0λlmq ǫsli +∆
ipλ0lq ǫplm +∆
smλl0q ǫsli)λ
r0
k ǫirn 〈Σnm〉
+ (∆spλslq +∆
0pλ0lq )λ
0r
k ǫpljǫjrn 〈Σ0n〉+ (∆
0pλilq ǫplj +∆
s0λljq ǫsli +∆
ipλ0lq ǫplj +∆
sjλl0q ǫsli)λ
ir
k ǫjrn 〈Σ0n〉
+ (∆s0λl0q +∆
spλlpq )λ
r0
k ǫsliǫirn 〈Σn0〉+ (∆
0pλilq ǫplj +∆
s0λljq ǫsli +∆
ipλ0lq ǫplj +∆
sjλl0q ǫsli)λ
rj
k ǫirn 〈Σn0〉
]}
.
The expectation values of Σαβ are defined by 〈Σαβ〉 = tr{Σαβ exp(−βHSB)}/tr{exp(−βHSB)}. Here, HSB is the
Hamiltonian of the four-level system.
APPENDIX C: THE FLOW EQUATIONS FOR THE OBSERVABLES
dh00
dl
= 4
∑{
−
1
2
(
λ0ik µ
0i
k + λ
i0
k µ
i0
k + λ
00
k µ
00
k + λ
ij
k µ
ij
k + κ
0i
k ν
0i
k + κ
i0
k ν
i0
k + κ
00
k ν
00
k + κ
ij
k ν
ij
k
)
ωk
− (∆0pκ0lk +∆
spκslk )µ
0j
k ǫplj − (∆
s0κl0k +∆
spκlpk )µ
i0
k ǫsli − (∆
0pκilk ǫplj +∆
s0κljk ǫsli +∆
ipκ0lk ǫplj +∆
sjκl0k ǫsli)µ
ij
k
+ (∆spλslk +∆
0pλ0lk )ν
0j
k ǫplj + (∆
s0λl0k +∆
spλlpk )ν
i0
k ǫsli + (∆
0pλilk ǫplj +∆
s0λljk ǫsli +∆
ipλ0lk ǫplj +∆
sjλl0k ǫsli)ν
ij
k
}
dh0n
dl
= 4
∑
k
{1
2
(
− λi0k µ
in
k − λ
00
k µ
0n
k − λ
in
k µ
i0
k − λ
0n
k µ
00
k − κ
i0
k ν
in
k − κ
00
k ν
0n
k − κ
in
k ν
i0
k − κ
0n
k ν
00
k
+ [κ0ik µ
0l
k + κ
ji
k µ
jl
k − λ
0i
k ν
0l
k − λ
ji
k ν
jl
k ]ǫiln(2nk + 1)
)
ωk
−
[
(∆spλslk +∆
0pλ0lk )µ
0r
k ǫpljǫjrn + (∆
0pλilk ǫplj +∆
s0λljk ǫsli +∆
ipλ0lk ǫplj +∆
sjλl0k ǫsli)µ
ir
k ǫjrn
+ (∆0pκ0lk +∆
spκslk )ν
0r
k ǫpljǫjrn + (∆
0pκilk ǫplj +∆
s0κljk ǫsli +∆
ipκ0lk ǫplj +∆
sjκl0k ǫsli)ν
ir
k ǫjrn
]
(2nk + 1)
− (∆0pκ0lk +∆
spκslk )µ
00
k ǫpln − (∆
s0κl0k +∆
spκlpk )µ
in
k ǫsli − (∆
0pκilk ǫpln +∆
s0κlnk ǫsli +∆
ipκ0lk ǫpln +∆
snκl0k ǫsli)µ
i0
k
+ (∆spλslk +∆
0pλ0lk )ν
00
k ǫpln + (∆
0pλilk ǫpln +∆
s0λlnk ǫsli +∆
ipλ0lk ǫpln +∆
snλl0k ǫsli)ν
i0
k + (∆
s0λl0k +∆
spλlpk )ν
in
k ǫsli
}
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dhn0
dl
= 4
∑
k
{1
2
(
− λ0ik µ
ni
k − λ
00
k µ
n0
k − λ
ni
k µ
0i
k − λ
n0
k µ
00
k − κ
0i
k ν
ni
k − κ
00
k ν
n0
k − κ
ni
k ν
0i
k − κ
n0
k ν
00
k
+ [κi0k µ
l0
k + κ
ij
k µ
lj
k − λ
i0
k ν
l0
k − λ
ij
k ν
lj
k ]ǫiln(2nk + 1)
)
ωk
−
[
(∆0pλilk ǫplj +∆
s0λljk ǫsli +∆
ipλ0lk ǫplj +∆
sjλl0k ǫsli)µ
rj
k ǫirn + (∆
s0λl0k ǫsli +∆
spλlpk ǫsli)µ
r0
k ǫirn
+ (∆s0κl0k ǫsli +∆
spκlpk ǫsli)ν
r0
k ǫirn + (∆
0pκilk ǫplj +∆
s0κljk ǫsli +∆
ipκ0lk ǫplj +∆
sjκl0k ǫsli)ν
rj
k ǫirn
]
(2nk + 1)
− (∆0pκnlk ǫplj +∆
s0κljk ǫsln +∆
npκ0lk ǫplj +∆
sjκl0k ǫsln)µ
0j
k − (∆
s0κl0k +∆
spκlpk )µ
00
k ǫsln − (∆
0pκ0lk +∆
spκslk )µ
nj
k ǫplj
+ (∆0pλnlk ǫplj +∆
s0λljk ǫsln +∆
npλ0lk ǫplj +∆
sjλl0k ǫsln)ν
0j
k + (∆
spλslk +∆
0pλ0lk )ν
nj
k ǫplj + (∆
s0λl0k +∆
spλlpk )ν
00
k ǫsln
}
dhnm
dl
= 4
∑
k
{1
2
(
− λ00k µ
nm
k − λ
0m
k µ
n0
k − λ
n0
k µ
0m
k − λ
nm
k µ
00
k − κ
00
k ν
nm
k − κ
0m
k ν
n0
k − κ
n0
k ν
0m
k − κ
nm
k ν
00
k
+ (λijk µ
pl
k + κ
ij
k ν
pl
k )ǫipnǫjlm
+
[
(κi0k µ
lm
k + κ
im
k µ
l0
k − λ
i0
k ν
lm
k − λ
im
k ν
l0
k )ǫiln + (κ
0i
k µ
nl
k + κ
ni
k µ
0l
k − λ
0i
k ν
nl
k − λ
ni
k ν
0l
k )ǫilm
]
(2nk + 1)
)
ωk
−
[
(∆spλslk +∆
0pλ0lk )µ
nr
k ǫpljǫjrm + (∆
0pλnlk ǫplj +∆
s0λljk ǫsln +∆
npλ0lk ǫplj +∆
sjλl0k ǫsln)µ
0r
k ǫjrm
+ (∆s0λl0k +∆
spλlpk )µ
rm
k ǫsliǫirn + (∆
0pλilk ǫplm +∆
s0λlmk ǫsli +∆
ipλ0lk ǫplm +∆
smλl0k ǫsli)µ
r0
k ǫirn
+ (∆0pκ0lk +∆
spκslk )ν
nr
k ǫpljǫjrm + (∆
0pκnlk ǫplj +∆
s0κljk ǫsln +∆
npκ0lk ǫplj +∆
sjκl0k ǫsln)ν
0r
k ǫjrm
+ (∆s0κl0k +∆
spκlpk )ν
rm
k ǫsliǫirn + (∆
0pκilk ǫplm +∆
s0κlmk ǫsli +∆
ipκ0lk ǫplm +∆
smκl0k ǫsli)ν
r0
k ǫirn
]
(2nk + 1)
− (∆0pκ0lk +∆
spκslk )µ
n0
k ǫplm + (∆
0pκilk ǫplj +∆
s0κljk ǫsli +∆
ipκ0lk ǫplj +∆
sjκl0k ǫsli)µ
tr
k ǫitnǫjrm
− (∆s0κl0k +∆
spκlpk )µ
0m
k ǫsln − (∆
0pκnlk ǫplm +∆
s0κlmk ǫsln +∆
npκ0lk ǫplm +∆
smκl0k ǫsln)µ
00
k
+ (∆spλslk +∆
0pλ0lk )ν
n0
k ǫplm − (∆
0pλilk ǫplj +∆
s0λljk ǫsli +∆
ipλ0lk ǫplj +∆
sjλl0k ǫsli)ν
tr
k ǫitnǫjrm
+ (∆s0λl0k +∆
spλlpk )ν
0m
k ǫsln + (∆
0pλnlk ǫplm +∆
s0λlmk ǫsln +∆
npλ0lk ǫplm +∆
smλl0k ǫsln)ν
00
k
}
dµ00k
dl
= 2
∑
q
ηkqµ
00
q (C1)
dµ0nk
dl
= 2(κ0ik h
0l + κjik h
jl)ǫilnωk + 2
∑
q
ηkqµ
0n
q
− 4
[
(∆spλslk +∆
0pλ0lk )h
0rǫpljǫjrn + (∆
0pλilk ǫplj +∆
s0λljk ǫsli +∆
ipλ0lk ǫplj +∆
sjλl0k ǫsli)h
irǫjrn
]
dµn0k
dl
= 2(κi0k h
l0 + κijk h
lj)ǫilnωk + 2
∑
q
ηkqµ
n0
q
− 4
[
(∆0pλilk ǫplj +∆
s0λljk ǫsli +∆
ipλ0lk ǫplj +∆
sjλl0k ǫsli)h
rjǫirn + (∆
s0λl0k +∆
spλlpk )h
r0ǫsliǫirn
]
dµnmk
dl
= 2
(
(κ0ik h
nl + κnik h
0l)ǫilm + (κ
i0
k h
lm + κimk h
l0)ǫiln
)
ωk + 2
∑
q
ηkqµ
nm
q
− 4
[
(∆spλslk +∆
0pλ0lk )h
nrǫpljǫjrm + (∆
0pλnlk ǫplj +∆
s0λljk ǫsln +∆
npλ0lk ǫplj +∆
sjλl0k ǫsln)h
0rǫjrm
+ (∆s0λl0k +∆
spλlpk )h
rmǫsliǫirn + (∆
0pλilk ǫplm +∆
s0λlmk ǫsli +∆
ipλ0lk ǫplm +∆
smλl0k ǫsli)h
r0ǫirn
]
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dν00k
dl
= −2
∑
q
ηqkν
00
q
dν0nk
dl
= −2(λ0ik h
0l + λjik h
jl)ǫilnωk − 2
∑
q
ηqkν
0n
q
− 4
[
(∆0pκ0lk +∆
spκslk )h
0rǫpljǫjrn + (∆
0pκilk ǫplj +∆
s0κljk ǫsli +∆
ipκ0lk ǫplj +∆
sjκl0k ǫsli)h
irǫjrn
]
dνn0k
dl
= −2(λi0k h
l0 + λijk h
lj)ǫilnωk − 2
∑
q
ηqkν
n0
q
− 4
[
(∆0pκilk ǫplj +∆
s0κljk ǫsli +∆
ipκ0lk ǫplj +∆
sjκl0k ǫsli)h
rjǫirn + (∆
s0κl0k +∆
spκlpk )h
r0ǫsliǫirn
]
dνnmk
dl
= −2
(
(λ0ik h
nl + λnik h
0l)ǫilm + (λ
i0
k h
lm + λimk h
l0)ǫiln
)
ωk − 2
∑
q
ηqkν
nm
q
− 4
[
(∆0pκ0lk +∆
spκslk )h
nrǫpljǫjrm + (∆
0pκnlk ǫplj +∆
s0κljk ǫsln +∆
npκ0lk ǫplj +∆
sjκl0k ǫsln)h
0rǫjrm
+ (∆s0κl0k +∆
spκlpk )h
rmǫsliǫirn + (∆
0pκilk ǫplm +∆
s0κlmk ǫsli +∆
ipκ0lk ǫplm +∆
smκl0k ǫsli)h
r0ǫirn
]
.
APPENDIX D: A SPECIAL CASE, THE BIASED SYSTEM
Here we present the flow equations for the specific case ǫS = 0, which was mainly used in this work.
d∆00
dl
=
∑
k
[−2
(
λ31k λ
31
k + λ
03
k λ
03
k + κ
21
k κ
21
k + κ
02
k κ
02
k
)
ωk
+ 8(−∆01λ03k κ
02
k +∆
33λ31k κ
02
k −∆
10λ31k κ
21
k +∆
22λ03k κ
21
k )]
d∆01
dl
=
∑
k
4(κ02k λ
03
k ωk +∆
01λ03k λ
03
k −∆
33λ31k λ
03
k +∆
01κ02k κ
02
k −∆
22κ21k κ
02
k )
d∆10
dl
=
∑
k
4(κ21k λ
31
k ωk +∆
10λ31k λ
31
k −∆
22λ03k λ
31
k +∆
10κ21k κ
21
k −∆
33κ02k κ
21
k )
d∆22
dl
=
∑
k
4(−κ21k λ
03
k ωk −∆
10λ31k λ
03
k +∆
22λ03k λ
03
k −∆
01κ02k κ
21
k +∆
22κ21k κ
21
k )
d∆33
dl
=
∑
k
4(−κ02k λ
31
k ωk −∆
01λ31k λ
03
k +∆
33λ31k λ
31
k −∆
10κ21k κ
02
k +∆
33κ02k κ
02
k )
dλ03k
dl
= −ω2kλ
03
k − 4κ
02
k ∆
01ωk + 4κ
21
k ∆
22ωk + 2
∑
q
ηkqλ
03
q
− 4∆01∆01λ03k + 4∆
33∆01λ31k + 4∆
10∆22λ31k − 4∆
22∆22λ03k
dλ31k
dl
= −ω2kλ
31
k − 4κ
21
k ∆
10ωk + 4κ
02
k ∆
33ωk + 2
∑
q
ηkqλ
31
q
+ 4∆01∆33λ03k − 4∆
33∆33λ31k − 4∆
10∆10λ31k + 4∆
22∆10λ03k
14
dκ02k
dl
= −ω2kκ
02
k − 4λ
03
k ∆
01ωk + 4λ
31
k ∆
33ωk − 2
∑
q
ηqkκ
02
q
− 4∆01∆01κ02k + 4∆
22∆01κ21k + 4∆
10∆33κ21k − 4∆
33∆33κ02k
dκ21k
dl
= −ω2kκ
21
k − 4λ
31
k ∆
10ωk + 4λ
03
k ∆
22ωk − 2
∑
q
ηqkκ
21
q
+ 4∆01∆22κ02k − 4∆
22∆22κ21k − 4∆
10∆10κ21k + 4∆
33∆10κ02k
dµ11k
dl
= 2κ02k h
13ωk + 2κ
21
k h
30ωk + 2
∑
q
ηkqµ
11
q
+ 4∆01λ03k h
13 − 4∆33λ31k h
13 + 4∆10λ31k h
30 − 4∆22λ03k h
30
dh13
dl
=
∑
k
(−2κ02k µ
11
k ωk − 4∆
01λ03k µ
11
k + 4∆
33λ31k µ
11
k )
dh30
dl
=
∑
k
(−2κ21k µ
11
k ωk − 4∆
10λ31k µ
11
k + 4∆
22λ03k µ
11
k ) . (D1)
The first equation for the coefficient ∆00 constitutes an energy renormalization. It is not necessary to take this
equation into account for the numerical integration of the correlation functions. The ηkq coefficients are given by
(k 6= q)
ηkq =
1
ω2q − ω
2
k
{
2ωk
[(
λ03k κ
21
q 〈Σ22〉+ λ
31
k κ
02
q 〈Σ33〉 − λ
03
k κ
02
q 〈Σ01〉 − λ
31
k κ
21
q 〈Σ10〉
)
ωk
+
(
λ03q κ
21
k 〈Σ22〉+ λ
31
q κ
02
k 〈Σ33〉 − λ
03
q κ
02
k 〈Σ01〉 − λ
31
q κ
21
k 〈Σ10〉
)
ωq
]
(D2)
− 2ωq
[(
− κ02k λ
31
q 〈Σ33〉 − κ
21
k λ
03
q 〈Σ22〉+ κ
02
k λ
03
q 〈Σ01〉+ κ
21
k λ
31
q 〈Σ10〉
)
ωk
+
(
− κ02q λ
31
k 〈Σ33〉 − κ
21
q λ
03
k 〈Σ22〉+ κ
02
q λ
03
k 〈Σ01〉+ κ
21
q λ
31
k 〈Σ10〉
)
ωq
]
+ 4ωk
(
−∆01κ02k κ
02
q 〈Σ01〉+∆
01κ02k κ
21
q 〈Σ22〉+∆
10κ21k κ
02
q 〈Σ33〉 −∆
10κ21k κ
21
q 〈Σ10〉
+ ∆22κ21k κ
02
q 〈Σ01〉 −∆
22κ21k κ
21
q 〈Σ22〉 −∆
33κ02k κ
02
q 〈Σ33〉+∆
33κ02k κ
21
q 〈Σ10〉
)
+ 4ωk
(
−∆01κ02q κ
02
k 〈Σ01〉+∆
01κ02q κ
21
k 〈Σ22〉+∆
10κ21q κ
02
k 〈Σ33〉 −∆
10κ21q κ
21
k 〈Σ10〉
+ ∆22κ21q κ
02
k 〈Σ01〉 −∆
22κ21q κ
21
k 〈Σ22〉 −∆
33κ02q κ
02
k 〈Σ33〉+∆
33κ02q κ
21
k 〈Σ10〉
)
+ 4ωq
(
−∆01λ03k λ
03
q 〈Σ01〉+∆
01λ03k λ
31
q 〈Σ33〉+∆
10λ31k λ
03
q 〈Σ22〉 −∆
10λ31k λ
31
q 〈Σ10〉
− ∆22λ03k λ
03
q 〈Σ22〉+∆
22λ03k λ
31
q 〈Σ10〉+∆
33λ31k λ
03
q 〈Σ01〉 −∆
33λ31k λ
31
q 〈Σ33〉
)
+ 4ωq
(
−∆01λ03q λ
03
k 〈Σ01〉+∆
01λ03q λ
31
k 〈Σ33〉+∆
10λ31q λ
03
k 〈Σ22〉 −∆
10λ31q λ
31
k 〈Σ10〉
− ∆22λ03q λ
03
k 〈Σ22〉+∆
22λ03q λ
31
k 〈Σ10〉+∆
33λ31q λ
03
k 〈Σ01〉 −∆
33λ31q λ
31
k 〈Σ33〉
)}
.
For ∆ > 0, and ∆S > 0 the only non-vanishing expectation values 〈Σαβ〉 are
〈Σ00〉 = 〈Σ11〉 = 1
〈Σ01〉 = 〈Σ10〉 = −
∆+∆S√
g2 + (∆ +∆S)2
〈Σ22〉 = −〈Σ33〉 =
g√
g2 + (∆ +∆S)2
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