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Cosmic rays, energetic nuclei and electrons, are the product of energetic pro-
cesses in the universe, and their interactions with matter and fields are the source
of much of the diffuse gamma-ray, X-ray, and radio emissions that are observed.
Cosmic rays were discovered by V. Hess in 1912 [1]. Prior to the development of
high-energy particle accelerators, cosmic rays were the only source of high-energy
particles. The study of cosmic rays and their interactions with the atoms of the
atmosphere resulted in many new discoveries including the positron and muon.
Furthermore, research on cosmic rays has been a source for solving astrophysical
questions related to cosmic ray origin, acceleration, and propagation mechanisms.
Cosmic rays are distinguished by their sources, such as solar energetic particles,
anomalous cosmic rays, galactic cosmic rays, and extragalactic cosmic rays. Solar
energetic particles are nuclei and electrons accelerated in association with solar
flares, which were first measured by Forbush in 1942 [2, 3]. Anomalous cosmic rays
are ionized interstellar neutral particles streaming into the solar system, which were
found in the enhanced helium, oxygen, and nitrogen intensities by Garcia-Munoz
et al. (1973), McDonald et al. (1974), and Hovestadt et al. (1973) [4–6]. Once
ionized, the charged particles are then swept out of the solar system by the solar wind
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and accelerated at the termination shock or within the heliosheath [7, 8]. Galactic
cosmic rays are particles that originate from sources within our galaxy outside our
solar system. Extragalactic cosmic rays are particles from beyond our galaxy [9,10].
Besides the source, cosmic rays with energies above 1018eV are called ultrahigh-
energy cosmic rays [11]. Due to the fact that cosmic rays have a spectrum which
decreases with increasing energy, the contribution of ultrahigh energies to the flux
and energy density of all cosmic rays is negligible. Furthermore, the contribution of
solar energetic particles is limited to low energies, ≤ ∼1 GeV. Galactic cosmic rays
are the main part of primary radiation reaching us from interstellar space [12].
The origin of cosmic rays and their propagation are fundamental questions
that have a major impact on our understanding of the universe. We know of no
process in the Galaxy other than supernova shock waves that can provide the power
required to sustain the observed galactic cosmic-ray intensity. The shock acceler-
ation mechanism is believed to be prevalent in astrophysical plasmas on all scales
throughout the universe. It has been shown in the heliosphere, e.g., at planetary bow
shocks, at interplanetary shocks in the solar wind, and at the solar wind termination
shock [13–15].
It is characteristic of diffusive shock acceleration [16–20] that the resulting
particle energy spectrum is much the same for a wide range of shock properties.
This energy spectrum, when corrected for leakage from the galaxy, is consistent
with the observed spectrum of galactic cosmic rays. In the most commonly used
form of the theory [21], the characteristic limiting energy is about Z ×1014 eV,
where Z is the particle charge. The observed composition should begin to change
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beyond about 1014 eV, the limiting energy for protons, and the iron spectrum would
start to steepen at an energy 26 times higher. In this scenario, protons would be
the most dominant element at low energies, but heavier elements would become
relatively more abundant at higher energies, at least up to the acceleration limit for
iron nuclei.
Observations of non-thermal synchrotron radiation from several shell-type
remnants [22–24] provide compelling evidence that supernova remnants (SNR) are
common sites for shock acceleration of electrons. Non-thermal X-ray spectra indicate
the presence of very high-energy electrons which, at least in the case of supernova
SN 1006, have energies > 2 ×1014 eV [22]. These electrons were likely accelerated
at the remnants because at this energy electrons cannot travel far from their origin
before they are attenuated by synchrotron losses. There are other sources of particle
acceleration that may also contribute to the cosmic-ray beam [25]. Recent Chandra
X-ray observations of Tycho’s supernova remnant have shown hot gaseous supernova
debris keeping pace with an outward-moving shock wave indicated by high-energy
electrons.
Semi-direct evidence for the acceleration of cosmic-ray protons could come
in the form of gamma rays from pion decay [26]. Indeed, the observation of TeV
gamma rays, possibly of π0-origin, from the SNR RX J1713.7-3946 [27, 28] may
have revealed the first specific site where protons are accelerated to energies typical
of the main cosmic-ray component. The gamma rays’ hadronic origin is yet to be
confirmed, but the CANGAROO collaboration has shown that the energy spectrum
of gamma-ray emission from SNR RX J1713.7-3946 matches that expected if the
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gamma rays are the decay products of neutral pions generated in proton-proton
collisions. Although the proton scenario is favored because of the spectral shape,
gamma rays may originate from either electrons or protons. A complete understand-
ing of gamma-ray emission processes may need a broadband approach [29], using all
the available measurements in different wavelength regions. It is also possible that
direct measurements of nuclear particle composition changes would provide strong
corroborating evidence that shocks associated with shell-type supernova remnants
provide the acceleration sites for cosmic rays.
Shock acceleration is the generally accepted explanation for the characteristic
power-law feature of cosmic-ray energy spectra [30], although ground-based mea-
surements have shown that the all-particle spectrum extends far beyond the highest
energy thought possible for supernova shock acceleration. These measurements have
also shown that the energy spectrum above 1016 eV is steeper than the spectrum
below 1014 eV, as shown in Figure 1.1, which lends credence to the possibility of a dif-
ferent source. Of course, the “knee” structure might be related to energy-dependent
leakage effects during the propagation process [31, 32] or to other effects, such as
reacceleration in the galactic wind [33] and acceleration in pulsars [34]. Whether and
how the spectral “knee” is related to the mechanisms of acceleration, propagation,
and confinement are among the major current questions in particle astrophysics.
4
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Figure 1.1: Cosmic-ray all particle spectra [35–53]. All-particle spectra
have been determined by indirect measurements using ground-based ex-




The measured cosmic-ray spectrum extends to 1011 GeV, as shown in Figure
1.1. Up to about a hundred GeV, the charge and mass of primary cosmic-ray
particles have been measured with magnetic spectrometers. Measurements with
emulsion chambers and calorimeters provide elemental primary spectra up to about
100 TeV. The indirect measurements of air showers from the ground provide the all
particle spectrum around PeV and the anisotropy of cosmic-rays above TeV [54–56].
A relatively large number of measurements of primary cosmic-ray energy spec-
tra have been made with good precision at energies up to ∼1011 eV. Above this
energy, the uncertainties of measured results were large, as shown in Figure 1.2, al-
though there have been some pioneering measurements [42,43,47,48,57–59]. For ex-
ample, fluxes from Japanese-American Collaborative Emulsion Experiment in Figure
1.2 have larger fluctuation than their statistical uncertainties. In addition, whether
or not protons have the same spectrum as heavier nuclei is still unclear, as shown
in Figure 1.2. Their different spectral behavior could be interpreted as evidence
for different types of sources or different acceleration mechanisms for different ele-
ments [60]. These roll-off energies for protons are 1 - 2 orders of magnitude below
the “knee” seen in the all-particle spectrum. An overall trend of flatter high energy
spectra for heavy elements was indicated in the data compiled by Wiebel-Sooth
et al. [61] and Hörandel [62].
The Cosmic Ray Energetics And Mass (CREAM) experiment [63] was de-
signed and constructed to measure cosmic ray elemental spectra using a series of
6
Energy (GeV/nucleon)






























   p 
   p 
   p 
   p 
   p 
   p 
 He   BESS 
 He   AMS 
 He   CAPRICE 
 He   ATIC 2 
 He   RUNJOB 
 He   JACEE 
p 
He 
Figure 1.2: Proton and helium spectra have been measured by various
experiments [42,43,47,48,58,59]. Whether or not protons have the same
spectrum as heavier nuclei is still unclear.
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ultra long duration balloon (ULDB) flights [64]. The instrument has redundant
and complementary charge identification and energy measurement systems capable
of precise measurements of elemental spectra for Z = 1 - 26 nuclei over the en-
ergy range ∼1011 - 1015 eV (0.1 - 1000 TeV). The energy of incident particles is
measured by a sampling tungsten/scintillator calorimeter, that overcomes the limits
of the maximum detectable energy in the range of a few tens GeV for magnetic
spectrometers and saturation in homogeneous calorimeters. At the highest of these
energies, a change in composition occurs which could reflect the rigidity-dependent
supernova acceleration limit. Precise measurements of the elemental spectra energy
dependence at such energies provide a key to understanding cosmic ray acceleration
and propagation.
So far, five successful flights of CREAM have been completed, and the accu-
mulated flight time is about 156 days. The first flight during the 2004-2005 austral
season lasted for 42 days. The second, third, fourth, and fifth flight were carried
out in the following seasons of 2005-2006, 2007-2008, 2008-2009, and 2009-2010,
respectively.
1.3 Outline
This dissertation is based on the author’s participation in the CREAM ex-
periments, especially in the following areas: integration, tests, flight operations and
data analysis for the first flight and the calorimeter construction and calibration
beam test for the third flight. The analysis of proton and helium spectra with the
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calorimeter and the silicon charge detector was focused on the calibration of the
calorimeter with an electron beam at European Organization for Nuclear Research
(CERN), efficiency estimation with Monte Carlo (MC) simulations, and proton and
helium differential energy spectra. The first chapter introduces cosmic rays and
their investigation with CREAM. Chapter 2 gives a description of the CREAM
detectors. Chapter 3 gives a description of the CREAM flight and its operation
concepts. Chapter 4 summarizes the data analysis of proton and helium spectra,
which includes calibration factors for the flight data, stable data periods, event
selection, charge determination, energy measurements, uncertainty estimation and
corrections for the absolute fluxes such as efficiencies, backgrounds, and live-time
estimations. In Chapter 5, the measured proton and helium fluxes and their ra-
tios are compared with previous measurements. The indices of proton and helium





The instrument was designed to meet the challenging and conflicting require-
ments of a large geometry factor to collect adequate statistics for the low flux of
high-energy particles, and the weight limit for near-space flight. The instrument
was comprised of a suite of particle detectors to determine the charge and energy
of the incident particles. As shown schematically in Figure 2.1, the detector con-
figuration included a timing charge detector (TCD), transition radiation detector
(TRD), Cherenkov detector (CD), silicon charge detector (SCD), scintillating fiber
layers (S0/S1, S2, and S3), and the tungsten/scintillating fiber calorimeter (CAL).
A key feature of the CREAM instrument is its ability to obtain energy mea-
surements simultaneously with calorimeter and TRD techniques. With two inde-
pendent energy measurements, cross-calibration between the calorimeter and the
TRD can be confirmed [66]. In addition, multiple charge measurements with the
TCD, CD, SCD and HDS (S0/S1 layers of scintillating fibers) minimize the effect
of back-scattered particles from the calorimeter. The detectors are described with
more detail in papers [67–69].
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Figure 2.1: Schematic of the CREAM instrument configuration [65].
Placement from top to bottom is as follows: timing charge detector
(TCD), transition radiation detector (TRD), Cherenkov detector (CD),
silicon charge detector (SCD), scintillating fiber layers (S0/S1, S2, and
S3), carbon targets, and the tungsten/scintillating fiber calorimeter.
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2.1 Timing Charge Detector and S3
The TCD measures the light output due to energy loss of incident particles
in the scintillator. It is designed to measure the charge of particles from helium to
iron nuclei with a resolution of < 0.35e [69]. It covers the top of the instrument as
shown in Figure 2.2. The TCD consists of two layers, each with four fast scintillator
paddles side by side. Each scintillator paddle is 120 cm long, 30 cm wide, and 0.5
cm thick. The long axes of the paddles are in two layers oriented perpendicular
to each other. Each paddles has an adiabatically shaped light guide glued to fast
photo-multiplier tubes (PMTs) for signal readouts on both ends. For each PMT,
both signal amplitude and time are recorded and then used as peak detectors and
time-to-digital converters (TDCs) [69]. The PMT pulses are measured from several
dynodes within an amplification chain to cover wide dynamic range. Figure 2.3
shows the charge histogram from the first CREAM flight. A resolution better than
0.2e is obtained for oxygen and ∼0.4e for iron.
The S3 is a layer of scintillating fibers with a 115 × 52 cm2 active area,
positioned directly over the calorimeter, about 1.1 m below the TCD layers. It is
sensitive to the incident particles and back-scattered particles from the calorimeter,
allowing a time-of-flight measurement with the TCD and albedo rejection. It is also
used to generate a trigger for low charge events, which is called ZLO, in coincidence
with the TCD.
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Figure 2.2: Photograph of the TCD and TRD [69] assembled. TCD and
TRD were assembled in the instrument supporting structure.
Figure 2.3: TCD charge reconstructed from a fraction of the flight data.
The charge resolution is clearly better than 0.2e for oxygen and ∼0.4e
for iron [69].
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2.2 Transition Radiation Detector and Cherenkov Detector
The TRD measures the transition radiation generated from incident particles
moving through media with different dielectric constants. It is designed to provide a
measurement of the Lorentz factor (γ) for primary particles. In addition, the TRD
can provide particle tracking with a resolution of σ ∼1 mm [70].
As shown in Figure 2.4, the TRD is comprised of two modules, each with an
active volume of 120 × 120 × 35 cm3. Each module is comprised of four manifolds,
with 64 2”-diameter tubes and Dow Ethafoam 220 in each manifold. This polyethy-
lene foam serves as a radiator and light-weight mechanical support. Each foam
section holds proportional aluminized tubes filled with a 95% xenon, 5% methane
gas mixture. Signals are read out from a sense wire centered in each tube. The read-
out system covers the dynamic range required to measure particles from lithium to
nickel nuclei over the Lorentz factor range 103 < γ < 105 [70].
The CD is an acrylic plastic slab with the index of refraction n = 1.5, placed
between the two TRDmodules. It measures Cherenkov radiation, which is generated
by incident particles moving faster than the speed of the light in the medium. The
anode signal from PMTs attached to each end on four sides is provided to TCD
electronics to make a trigger, called a ZHI trigger. The signal from dynodes of all
eight PMTs provides another charge measurement, since the Cherenkov signal is
proportional to the square of the incident charge.
The ratios of boron to carbon and nitrogen to oxygen using the TCD and TRD
during the CREAM flight shown in Figure 2.5 have already been reported [70].
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Figure 2.4: Three-dimensional cross section schematic of the TCD, TRD,
and CD. Each tube is positioned inside the TRD [68].
Figure 2.5: B/C and N/O ratios as a function of energy measured by
the TCD and TRD [70]. CREAM measurement of the ratios (circles)
were compared with HEAO-3-C2 (stars).
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2.3 Silicon Charge Detector
The SCD is designed to identify incident particle charge (Z ≤ 28) by measuring
the energy loss of the particle in the silicon. It allows for measurements of incident
particles both inside and outside the TCD acceptance, since it is positioned about
25 cm above the top of the calorimeter. It is required that the SCD measure the
incident particle charge in the presence of back-scattered secondaries generated by
interactions in the carbon targets and the calorimeter. The SCD is segmented
into pixels, each with the area of 15.5 × 13.7 mm2 to minimize the effect of back-
scattered particles. Sixteen silicon pixels compose a sensor module in a 4 × 4 array.
The 182 sensor modules (26 ladders × 7 sensor modules) are arranged so that edges
will overlap at different heights in order to fully cover an active area of 78 × 79
cm2 (Figure 2.6).
The readout electronics incorporate a 16-channel CR-1.4A ASIC for each sen-
sor, followed by 16 bit Analog-to-Digital Conversion (ADC), allowing fine charge
resolution over a wide dynamic range covering Z = 1 - 33 signals. The SCD revealed
clear separation of all peaks with charge resolution < 0.2 e in a nuclear fragmented
beam of A/Z = 2 and energy of 158 GeV/nucleon at CERN in November 2003 [71].
As shown in Figure 2.7, with minimal corrections at the preliminary stage, the
charge peaks for major elements were clearly separated during the flight.
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Figure 2.6: Top view of silicon charge detector is shown when covers
are opened [68]. Seven sensor modules are connected to the electronics




















































Figure 2.7: The distribution of charge (in units of charge e) of cosmic-
ray nuclei measured with the SCD [65]. The individual elements are
clearly identified. The left panel for protons and helium nuclei and the
right panel for heavier nuclei are from two different triggers (see Section
2.6.1). The relative abundance in this plot has no physical significance,
because needed corrections for interactions and propagations have not
been applied to these data.
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2.4 Hodoscopes
The hodoscopes (HDSs) are designed to provide particle trajectories in order to
facilitate accurate charge measurement by measuring energy loss of incident particles
in the scintillating fibers. Trajectory reconstruction from the calorimeter to the SCD
plane is important for accurate charge measurement due to back-scattered particles.
Scintillating fiber hodoscopes (S0/S1 and S2) interleaved with target layers add
measurement points above the calorimeter to improve tracking accuracy and thus
the accuracy of charge identification.
The HDSs are comprised of square plastic scintillating fibers, and are posi-
tioned between (S2) and above (S0/S1) the carbon targets (Figure 2.1). The crossed
S0 and S1 layers are each comprised of 360 of 2 × 2 mm2 square fibers, covering
approximately 78 × 78 cm2. The fibers are aluminized on one end to increase the
light signal reaching the read out end. The other end, which extends outside the
active area, is populated into a cookie connected to a hybrid photo-diode (HPD) for
data readout [68].
The S2 located between the upper and lower targets also has a crossed pair of
fiber layers. The S2 fibers are the same type and are read out in a similar manner
with 3 HPDs per side. The active area of S2 is smaller, 64.6 × 64.6 cm2, with
260 shorter scintillating fibers in each layer. Although the HDSs were designed for
tracking, they also serve as redundant charge measurement detectors (Figure 2.9).
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Figure 2.8: A top view of Hodoscope S0/S1. Active area is covered by
an aluminum cover [68]. The fibers are converged alternatively to both
ends for readout.
Figure 2.9: Correlation between raw HDS signal and SCD charge with
the flight data [72].
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2.5 Calorimeter
There are two types of calorimeters - homogeneous and sampling [73]. In a
homogeneous calorimeter, the entire detector volume is sensitive to the particles
and may contribute to the signals generated by the detector. Some homogeneous
calorimeters are built with inorganic heavy scintillating crystals such as BGO, CsI,
NaI and PWO. In a sampling calorimeter, the functions of particle absorption and
signal generation are exercised by different materials called the passive and active
medium. The passive medium is usually a high-density material such as lead, iron,
copper or depleted uranium. The active medium may be a scintillator, an ionizing
liquid, a gas chamber or a semiconductor [74].
The calorimeter is the only practical instrument for measuring the energy
of protons and helium nuclei above 1 TeV, but homogeneous calorimeters are too
massive to be incorporated into space-based or balloon-borne experiments [75]. A
thin sampling calorimeter offers a practical approach. The CREAM calorimeter is
designed to measure the energy of incident particles above 100 GeV [68]. It is a
sampling calorimeter with tungsten and plastic scintillating fibers as the passive
and active medium, respectively. The sampling fraction is ∼0.13% [76], which is
sufficient for TeV showers.
Two 9.5 cm-thick targets with a 30◦ flare angle and about 0.5 nuclear interac-
tion length (λI) precede the calorimeter to initiate nuclear interactions for incident
particles (Figure 2.10). These targets are comprised of blocks of densified graphite
with a density of 1.92 g/cm3.
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Figure 2.10: Side view of targets and the calorimeter for the third flight
after assembly. The structure of the calorimeter for the first flight and
the third flight are the same. In the calorimeter for the third flight,
aluminum wall frames surround the tungsten plates while plastic wall
frames were used in the first flight. S2 was located between the two
targets.
The calorimeter is comprised of a stack of twenty tungsten plates, each 50
× 50 × 0.35 mm3. Each tungsten plate is approximately one radiation length (X0)
in thickness. The plate is followed by a layer of fifty 10 mm-wide, 503 mm-long
scintillating ribbons, each with nineteen 0.5 mm-diameter scintillating fibers. The
readout end of each fiber is glued into an acrylic light guide, as shown in Figure
2.11. Neighboring ribbons are read out in opposite directions. Ribbons are oriented
perpendicularly to the ribbons in the previous layer. The ribbons from every other
ten layers are providing X-Z position data and ribbons in the other ten layers are
providing Y-Z position data for a trajectory reconstruction. Figure 2.12 shows
twenty layers of tungsten and scintillating fibers that have been stacked up one by
one.
A bundle of clear fibers is glued into the light guide. The opposite end of the
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Figure 2.11: Calorimeter scintillating fiber ribbons in the light guide.
The ribbon with 19 scintillating fibers is glued to the light guide. On
the other side of the light guide, a bundle of clear fibers are glued.
Figure 2.12: Calorimeter after stacking up all 20 layers of tungsten and
scintillating fibers.
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clear fibers are separated into three groups: low range (37 fibers), middle range (5
fibers) and high range (1 fiber). The three groups are read out by separate pixels on
HPDs. Each HPD has 25 low-range and 25 middle-range pixels connected to fibers
from every other ribbon in a layer. Five high-range pixels connect to fibers from five
of every other ribbon in a layer. There are 3 pixels connected to an LED source for
alignment and in-flight calibration, and six pixels without optical inputs for coherent
electronics information. An additional neutral density filter was inserted between
clear fibers and the middle and high range pixels to increase the dynamic range.
The HPD dynamic range of about 1,000,000:1 is enough to cover 200,000:1 required
for measuring showers from 1012 to 1015 eV [68]. Ten HPDs are mounted on top of
the readout box (Figure 2.13). Ten front-end electronics boards inside the readout
box digitize signals from each HPD, which are connected to every other 25 ribbons
in a layer. The digitized signals are sent to the science flight computer.
2.6 Electronics System
2.6.1 Trigger System
The trigger system is comprised of a master trigger, calorimeter trigger and
TCD trigger, as shown in Figure 2.14. The calorimeter trigger is designed for high-
energy shower events and the TCD trigger is designed for events in which a high-
charge nucleus traverses the TCD and TRD.
The master trigger accepts inputs from the calibration system, calorimeter,
and TCD. It generates the signal initiating data collection and distributes the trigger
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Figure 2.13: Calorimeter readout electronics box. Ten HPDs are
mounted on the top of the box [69]. Two high-voltage power supplies
are mounted at the right side. LED light sources are contained in the
two cylinders at the center area.
Figure 2.14: Trigger and data flow [68]. The TCD and calorimeter
send trigger signals to the master trigger (yellow). After the master
trigger distributes the trigger flag, detectors send data to the science
flight computer(SFC).
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signal to relevant detectors for data collection. The master trigger has an 8-bit pre-
scaler for the calorimeter and TCD to adjust the incoming trigger rates, allowing
separate control over the rate of each trigger. The master trigger provides a signal to
the housekeeping system for a live-time counter when the SFC and the instrument
are ready for incoming particles.
The calorimeter trigger requires the highest signal over the threshold at 4, 6,
8, or 10 consecutive layers to be active. The required number of layers and the
calorimeter threshold can be set by the command system. During the CREAM
flight, the required number of layers was set to 6 based on the simulation and noise
level tests. The calorimeter trigger threshold was adjusted from 70 to 90 Digital-to-
Analog Conversion (DAC) values during the flight. The calorimeter trigger threshold
value will be presented in Section 3.
The TCD generates two triggers and sends them to the master trigger: a ZLO
and ZHI trigger. The ZLO trigger is optimized for 1 ≤ Z ≤ 5 and the ZHI trigger is
optimized for Z ≥ 5 [69]. While the single ZHI trigger or calorimeter trigger initiate
an event at the master trigger, the single ZLO trigger doesn’t initiate an event. The
ZLO bit information is provided when an event is initiated by a ZHI or calorimeter
trigger.
2.6.2 Science Flight Computer
The science flight computer (SFC) is a single-board computer with a PC/104
interface, which is mounted on the instrument to operate and monitor the instru-
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ment. When the trigger flag is distributed from the master trigger to sub-detectors,
measured signals from each sub-detector are sent to the SFC through the PC/104
interface, while signals from the TCD are sent to the SFC through the ethernet.
All the prioritized data and some portion of the lower priority data are sent to the
ground via telemetry. The SFC also has a 43 GB solid-state flash disk for archiving
data.
2.6.3 Calibration System
The calibration system generates artificial or random triggers with a frequency
from 0.06Hz to 1kHz. The trigger from the calibration system, called calibration
trigger, is essential for all the status-check tests during tests on the ground, since
the calorimeter trigger is not easily activated by muons or other particles. The
calibration trigger is also used during flight to generate calibration events during the
pedestal run process, charge-calibration run, and LED run process. The pedestal
runs generates events every 5 or 10 minutes for the calorimeter, HDS, and SCD
and mean and sigma in each channel were estimate with those pedestal events. The
charge-calibration run generates events hourly during the flight to check the status of
electronics by measuring each channel’s gain with an input pulse for the calorimeter,
the HDS and the SCD. The LED run generates events every two hours to check the
aliveness of HPDs for the calorimeter and the HDS.
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2.6.4 Housekeeping System
The housekeeping system monitors and reports the status of the instrument
such as temperatures, currents, bias voltages and sensor high voltage, trigger rates,
etc. The reporting frequency of a housekeeping event can be adjusted by command.
During flight, housekeeping events were sent about every 5-10s.
In addition, the housekeeping system includes two 48-bit counters, which accu-
mulate total-time and live-time with a resolution of about 3.25µs [77]. The counter




The CREAM instrument was designed and constructed to meet the challeng-
ing requirements of a nominal 100-day ULDB flight. The first CREAM payload
was launched with the Long Duration Balloon (LDB) from Williams Field near
McMurdo Station, Antarctica on December 16, 2004 (Figure 3.1). It subsequently
circumnavigated the South Pole three times for a record breaking duration of 42-
days, as shown in Figure 3.2; the flight was terminated on January 27, 2005 (Figure
3.3). The float altitude of the payload remained between 37 and 40 km through
most of the flight (Figure 3.4). The corresponding atmospheric overburden was 3.9
± 0.4 g/cm2. The diurnal altitude variation due to the Sun angle change was very
small, < 1 km, near the pole, i.e. at high latitude, which increased as the balloon
spiraled out to lower latitudes [63]. The temperature of the various instruments
stayed within the required operational range with daily variation of a few degrees
Celsius, consistent with the Sun angle variation (Figure 3.5). For example, the
pedestal mean variation due to temperature change for 5 minutes was less than 1
ADC unit. The 1 ADC unit variation of pedestal mean can cause about 1% of
uncertainty in deposited energy at 10 TeV and smaller than 1% at higher energies.
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Figure 3.1: Payload at the launch site on Williams Field, Antarctica,
while the balloon is being inflated [72].
Figure 3.2: Balloon trajectory of the CREAM flight. CREAM broke
both distance and duration records for LDB flights [72].
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Figure 3.3: Payload after landing on January 27, 2005. All the detectors





















































Figure 3.4: Altitude and atmospheric overburden variations during the
flight. The atmospheric overburden, showing anti-correlation with the
altitude variation, was about 3.9 g/cm2.
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Figure 3.5: Temperature variations of the calorimeter (red), the HDS
(blue) and the SCD (pink). These temperature measurements are sensors
from electronics boards.
3.1 Flight Operations
The science instrument was supported by the Command and Data Module
developed by NASA/Wallops Flight Facility [78]. This is in contrast to typical
LDB payloads which utilize the Support Instrumentation Package provided by the
Columbia Scientific Balloon Facility. CREAM was the first LDB mission to transmit
all the primary science and housekeeping data (up to 85 kbps) in near real-time
through the Tracking and Data Relay Satellite System (TDRSS) via a high-gain
antenna, in addition to having data archive on an onboard disk. To fit the data
into this bandwidth, science event records excluded information from channels that
had levels consistent with their pedestal value: this is called “data sparsification.”
The threshold for this sparsification, called sparsification threshold value (STV),
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was determined from a mean of pedestal events from the pedestal run process.
The science instrument was controlled from the Science Operation Center at
the University of Maryland throughout the flight after line-of-sight operations ended
at the launch site (Figure 3.6). Primary command uplink was via TDRSS, with
IRIDIUM (Iridium satellite constellation) serving as backup whenever the primary
link was unavailable due to schedule or traversing zones of exclusion. The nearly
continuous availability of command uplink and data downlink allowed rapid response
to changing conditions on the payload (e.g., altitude dependent effects) throughout
the flight. A total of 60 GB of data including ∼4 × 107 science events were collected.
3.2 Detector Performance
The instrument functioned well during the flight, as illustrated by the example
of an event in Figure 3.8, with two exceptions. The first was a malfunction of a live-
time counter on the Master Trigger System, which provides the live-time fraction of
the instruments. Therefore, the dead time of the first CREAM flight was estimated
indirectly with the total trigger rate and the relation between the total trigger rate
and live-time fraction from the second flight, which will be discussed in detail in
Section 4.5.5. The other malfunction was the absence of signal in some channels
due to missing HV and bias voltage on the HPDs on half of five layers. This
was attributed to damaged soldering on a motherboard. The channels from every
other 25 ribbons on 1st, 2nd, 4th, 6th, and 8th layers, did not generate any signals.
The deposited energy with no-signal channels was expected to be 10% less than
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Figure 3.6: Flight operation overview. During the flight all high energy
data and 10% of high-Z data (about 19 GB) were transmitted through
TDRSS. All high-Z data not transmitted to the ground(about 37 GB)
were archived on an on-board flash disk.
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that without no-signal channels from MC simulations. This effect was corrected by
masking channels in the energy conversion matrix when the deposited energy was
converted to the incident energy.
The calorimeter trigger threshold was adjusted to optimize the calorimeter
trigger rate during the flight as shown in Figure 3.7. The overall mean of the
calorimeter trigger threshold was 75.8 DAC value, which corresponds to 45.2 MeV.







(Calibration)× 2 (HV gain) = 45.2 MeV, (3.1)
where the trigger gain, 0.32, was a ratio of a trigger input setting value (DAC value)
to a trigger threshold (DAC value) from a trigger gain test, the electronics gain, 0.98
(ADC unit)/(DAC value), was a ratio of a signal input to output value (ADC unit) in
electronics from the charge-calibration run, the mean calibration, 0.93 MeV/(ADC
unit) was a mean of all channels’ calibration constant, which was a ratio of MC
simulations to a signal of beam data and the HV gain, 2, was a HPD gain correction
due to different HV setting values between calibration test and flight data, which
was obtained from LED test at different HV values before and during the flight.
Figure 3.9 shows a deposited energy distribution of events with calorimeter trigger
regardless of its charge information. The deposited energy distribution showed a
reasonable power-law above the threshold. As shown in Figure 2.7, charge peaks for





























Figure 3.7: Calorimeter trigger threshold during the flight. The average

















Figure 3.8: Example of an event with reconstructed trajectories from
the calorimeter to the top of the instrument.
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 Log10 [Deposited Energy/MeV] 
















Figure 3.9: Distribution of energy deposited in the calorimeter from
the first flight. Events triggered by the calorimeter showed a power-law
distribution.
3.3 Solar Activity during the Flight
There was unusual solar activity during the flight, especially on January 20,
2005. The detectors on the payload were sensitive enough to record some effects
from the solar activity, as shown in Figure 3.10 [79]. During the periodic pedestal
runs of the SCD and HDSs, a sudden increase in pedestal distributions coincided
with a reported powerful solar flare and the spike in the proton fluxes from the
Geostationary Operational Environmental Satellites (GOES)-11 [80]. Preliminary
analysis of those data showed a power-law spectrum up to a few hundred MeV [81].
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Figure 3.10: Indication of a solar flare on January 20, 2005 [81]. The
number of channels with higher noise level in Hodoscope layers, S0,
S1, and S2 suddenly increased. The higher noise level means a broad
pedestal distribution due to the signal from real particles.
Figure 3.11: Proton flux from GOES satellite on January 20, 2005 [80].
Proton flux above 10 MeV (Red), 50 MeV (Blue), and 100 MeV (Green)
were recorded every 5 minutes. The peak indicating an activity on Jan-
uary 20 coincided with the peaks from CREAM data (Figure 3.10).
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Chapter 4
Proton and Helium Spectral Analysis
4.1 Event Selection
As shown in Table 4.1, about 24.4 days of data with stable instrument con-
ditions were selected for the analysis. Data including periods of commanding for
setting changes, data with abnormally high rates due to anomalous solar activity,
and data with HV glitches were not included in this analysis.
Table 4.1: Stable periods of the flight data
From To
12/23/2004 18:01:12 - 12/27/2004 14:58:46
12/28/2004 05:30:12 - 12/29/2004 17:26:43
12/29/2005 19:51:09 - 12/30/2004 18:54:55
12/31/2005 03:35:52 - 1/ 1/2005 20:40:38
1/ 2/2005 19:56:58 - 1/ 6/2005 13:15:53
1/ 6/2005 18:53:46 - 1/ 9/2005 21:28:46
1/10/2005 02:31:38 - 1/12/2005 09:03:49
1/12/2005 13:35:15 - 1/15/2005 20:51:08
1/16/2005 03:43:26 - 1/17/2005 13:43:48
1/17/2005 21:40:21 - 1/17/2005 23:11:34
1/17/2005 23:42:15 - 1/20/2005 06:50:00
The event reconstruction requires at least one scintillating fiber ribbon with
signals above the sparsification threshold (∼10 MeV) in three layers on each view
(XZ and YZ) of the calorimeter. The ribbon with the highest energy deposit and






Figure 4.1: Reconstructed trajectory from the calorimeter to the SCD plane.
layer of maximum energy deposits (Figure 4.1). The shower axis was reconstructed
by a least-squares fit of a straight line through a combination of these hit positions
in the XZ and YZ planes [82]. The resulting trajectory resolution in the XZ plane
is ∼1 cm when projected to the SCD. The trajectory resolution in the YZ plane is
a little larger than 1 cm, due to masked no-signal channels caused by the lack of
HV and bias on a HPD. The reconstructed trajectories were required to traverse the
SCD active area and the bottom of the calorimeter active area.
Non-interacting particles and some events having their first hadronic inter-
action in the calorimeter layers instead of the carbon targets were removed from
this analysis. These late interacting events could result in an underestimation of
deposited energy, or misidentification of charge due to large uncertainties in the tra-
jectory reconstruction. Since their longitudinal shower profiles are different, events
with small energy deposits in the top few layers of the calorimeter were removed
to ensure that the selected events had their first interactions either in the carbon


































(a) MC proton events with a selection cut
 Log10[Deposited Energy/MeV]





































(b) Flight data events
Figure 4.2: Event selection with interaction position for MC simulations
and flight data. Events with interactions in either carbon targets or
top of the calorimeter were selected by a selection cut with fractions of
deposited energy in the top 4 layers (line). In MC simulation (a), about
90% of events (blue) with interaction above the 6th layer were selected
and a few percent of events (red) with interaction below the 6th layer
were included. The same cut was used for the flight data.
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4.2 Charge Determination
In order to determine the incident particle charge, the reconstructed shower
axis from the calorimeter was extrapolated to the SCD, and a 7 × 7 pixel area,
about 10 × 10 cm2, centered on the extrapolated position was scanned to search for
the highest pixel signal as shown in Figure 4.3. The scanned area was optimized to
sustain 100% charge identification efficiency in all energy bins and determined to
be a 7 × 7 pixel area, as shown in Figure 4.4, since the flight data have no-signal
channels in the calorimeter and masked channels in the SCD.
The highest pixel signal, selected in scanned area, was then corrected for the
particle path-length (calculated from the reconstructed incidence angle) in the sen-
sor. Figure 4.5 shows the SCD signal distribution with proton and helium peaks
before and after the path-length was corrected for the incident angle. The signal re-
flects the ionization energy loss per unit path length (dE/dx) of an incident particle
in the SCD. The energy loss is proportional to Z2, which is described in Bethe-Bloch
formula [74].
An advantage of the charge measurement with pixelated sensors is the reduced
effect of back-scattered particles. According to Monte Carlo (MC) simulations and
beam tests, the expected contamination from secondary particles back-scattering
from the calorimeter is less than 3% when this tracking-based selection method is
used [83]. The effect due to back-scattered particles on the measured protons and
helium nuclei in the flight data was corrected in efficiencies and background.


























Sec: 5029915 EVT 1724493, Ed: 8784.49 Recon(32 30) Selected(32 30)
Figure 4.3: Extrapolated hit position from the reconstructed trajectory
on SCD plane and signal in the SCD channels. A red square indicates the
7 × 7 pixel search area for the maximum signal around the hit position
from the reconstructed trajectory. In this example, the hit position (x-
index, y-index) from the reconstruction is (32, 30) pixel in the SCD, and



















SCD Selection Proton Efficiency by Scanning Area
 1 area×1 
 3 area×3 
 5 area×5 
 7 area×7 
 9 area×9 
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(a) SCD efficiency over energy for search area
with proton simulations
 Number of SCD Pixels (Width)














SCD Selection Proton Efficiency over 2 TeV



















SCD Selection Helium Efficiency by Scanning Area
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(c) SCD efficiency over energy for search area
with helium simulations
 Number of SCD Pixels (Width)














SCD Selection Helium Efficiency over 630 GeV
(d) SCD efficiency over search area with helium
simulations
Figure 4.4: SCD circle of confusion comparison with MC simulations
considering dead layer effects in the calorimeter. With MC proton and
helium results, SCD selection efficiency for different searching areas were
compared. The dead layer effect in the calorimeter was included in the
calorimeter reconstruction. With a search area of 7 × 7 pixels, the
selection efficiency is about 99%. To be conservative, a search area with
7 × 7 pixels is used for the analysis.
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charge with the SCD can be expressed as,
ZSCD =
√
Path length corrected SCD signal
SCD signal at MIP
, (4.1)
where the path length corrected SCD signal is the signal output normalized to sensor
thickness and the SCD signal for a Minimum Ionizing Particle (MIP) was obtained
with the most probable value of the Gaussian convoluted Landau function for helium
fit, which was found to be 35.5 ADC units. Events with Z < 1.7 were selected as
protons, while events with 1.7 < Z < 2.7 were selected as helium nuclei. The charge
resolutions, estimated by a full-width-half-maximum of the distribution, are ∼0.15
e and ∼0.2 e for protons and helium nuclei, respectively.
The proton and helium losses due to dE/dx Landau tails were corrected by
charge selection efficiencies, which will be discussed in section 4.5.2. The proton
events in the helium range were removed as a background in the helium selection,
and the helium events in the proton range were removed as a background in the
proton selection, which will be discussed in section 4.5.3. Unstable SCD channels
identified by their large root mean square pedestal variations throughout the flight
were excluded from the analysis. Including dead and noisy channels, ∼15% of the
total 2,912 SCD channels were masked, which were included in the charge selection
efficiencies.
4.3 Energy Measurement
An ionization calorimeter is the only practical way to measure the energy of
protons and helium nuclei above ∼1 TeV, but calorimeters with full containment of
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 SCD Signal (ADC)




















Figure 4.5: The SCD signal distribution for proton and helium before
(red) and after (blue) path length correction. After path length correc-
tion, the SCD signal distribution shows better charge resolution. The
peak around 35 ADC units is for protons and peak around 140 ADC
units is for helium nuclei.
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hadronic showers are too massive to be incorporated into space-based or balloon-
borne experiments [75]. A thin calorimeter offers a practical approach but the
calorimeter calibration requires the use of accelerator beam particles having known
energy.
The CREAM calorimeter was designed to measure the energy deposit from
showers initiated by nuclei with energies up to 1015 eV and higher. Its sampling
fraction for isotropically incident TeV proton showers initiated in the graphite tar-
gets is about 0.13% of the parent’s energy in the active media.
The CREAM calorimeter was calibrated before the flight with electron beams
at the CERN [84]. The signals from the electron beam were compared with electron
MC simulation to check each ribbon’s response, since signals of electrons are cleaner
than those of protons and the process of electron interaction is well-described in
simulations. With electron test beam energies of 150 GeV or less, only 8–10 layers
around the shower maximum register enough scintillation to allow calibration. To
address this, the calibration scan was carried out in three sets of runs exposing the
calorimeter from the bottom with additional targets along the beam line. All 50
ribbons in a given layer were exposed to the electron beams by moving the detector
in steps of 1 cm vertically or 1 cm horizontally, so the electron beam is centered
each time on a different ribbon in each X or Y layer.
The energy deposit expected along the shower core in each layer was calculated
using MC simulations of electron showers. Conversion factors from signals in ADC
unit to values in MeV were obtained from the ratio of MC simulations of the energy
deposits in each ribbon to the measured signals in ADC unit from the calibration
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Table 4.2: Quantum efficiency correction [87]
HPD Beam Test HPD box Flight HPD box
Position Quantum Efficiency Quantum Efficiency Correction
on the Box @440nm (%) @ 440nm (%) Value
1 17.7 18.9 0.937
2 13.81 19.1 0.7230
3 11.18 19.4 0.576
4 15.7 17.8 0.8820
5 19.2 18.5 1.038
6 14.21 19.6 0.725
7 12.86 13.4 0.9597
8 14.49 18.4 0.7875
9 12.9 20.0 0.645
10 12.6 19.0 0.6632
beam test. Figure 4.6 shows examples of deposits in a ribbon from beam test data
and MC simulation results. The MC simulations were based on GEANT/FLUKA
3.21 [85, 86]. The signals of the calorimeter in ADC unit were corrected for the
HPD quantum efficiency (QEi) and gain difference (GHV,i) from the different HPD
high-voltage settings between the beam test (10.5 kV) and the flight (6 kV). The
corrections for HPD quantum efficiency, which was only for 10 HPDs on a replaced
HPD box, are shown in Table 4.2. The correction for the gain difference was es-
timated by a gain ratio with different HVs of 10.5 to 6 kV from the extrapolated
test results with several LED inputs at different HV settings (Figure 4.7(a)), and
the mean gain correction was found to be 2.0 ± 0.08 as shown in Figure 4.7(b).
The signal in each channel was corrected with the gain correction value from the
corresponding HPD.
Inter-calibration between the low- and mid- energy ranges, and between the
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Entries  1206
Mean    50.46
RMS      14.4
Constant  5.2± 137.9 
Mean      0.40± 49.94 
Sigma     0.30± 13.12 
Deposits (ADC units)


















(a) Deposits of 150 GeV electron from beam test data
Entries  972
Mean   0.0535
RMS    0.01241
Constant  0.45± 82.63 
Mean      0.00007± 0.05443 
Sigma     0.00008± 0.01152 
 Deposited Energy (MeV)
















(b) Deposits of 150 GeV electron from MC simulations
Figure 4.6: Examples of deposits in a ribbon from (a) a 150 GeV electron
beam and (b) its MC simulations. The energy deposit distributions
shown are from a ribbon in the 6th layer with the electron beam incident
on the top of the calorimeter.
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 High Voltage (kV)











LED test for a Channel 132 on the ice
(a) HPD LED gain in a channel with LED input
Mean    2.022
RMS    0.09214
Constant  2.29± 15.48 
Mean      0.010± 2.021 
Sigma     0.009± 0.083 
 Gain Ratio (Beam Test HV/Flight HV)























Gain ratio of Beam Test HV to Flight HV
(b) Gain ratio distribution
Figure 4.7: HPD LED gain in a channel with LED input signal and ratio
distribution of all LED channels. (a) The HPD gain over different HVs
in an LED channel shows good linearity. (b) The gain ratio with HPD
HVs of 10.5 kV to 6 kV from extrapolated LED test results was 2.0.
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 Middle Range












 / ndf 2χ  8.644e+05 / 153
p0        0.1811± -8.088 
p1        0.008319± 22.28 
Figure 4.8: Example of a scattered distribution with signals from low
and middle range channels at the same event. In each channel, the ratio
was estimated with a linear fit in the linear region.
mid- and high- energy ranges were carried out with flight data by comparing the
signals from two ranges of the same ribbon generated by the same shower, as shown
in Figure 4.8. The correction for middle range channels (RLM ) was estimated with
a linear fit in the linear region. None of the proton and helium event candidates
saturated in the middle range, so high range optical division was not needed for
this analysis. Figure 4.9 shows that the energy spectrum is extended to the higher
energy ranges when signals from middle range channels are corrected.
The calibration constant in the ith ribbon for the flight data can be expressed
as,
Calibration Constant =
MC Deposited Energy (MeV)
Deposits in Beam Test (ADC units)
·QE·GHV ·RLM . (4.2)






















Sum with Middle Range Stitching
Figure 4.9: Deposited energy distribution of the calorimeter events with
and without middle range stitching. After stitching, events are extended
to the higher energy bins.
= 2) of a 158 GeV/nucleon Indium beam at CERN [71,88–90]. The energy response
was linear up to the maximum beam energy of ∼9 TeV, which corresponds to the
energy of heaviest fragments (Figure 4.10). Above the available accelerator beam
energy, MC simulations indicate that the calorimeter response is quite linear in
the CREAM measurement energy range. The simulations also indicate that the
calorimeter energy resolution is nearly energy independent. Nevertheless, our energy
deconvolution included corrections for the small energy dependence of the energy
resolution due to shower leakage [91].
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 Atomic Mass 




















 Incident Energy (TeV)
0 1 2 3 4 5 6 7 8 9
Figure 4.10: Deposited energies from selected charges with fragmented
indium beam data versus mass number A. Mass number A in each event
corresponds to an incident energy based on the fact that only particles
with 158 GeV/nucleon satisfying A/Z=2 are selected. The deposited
energy shows good linearity up to ∼9 TeV.
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4.4 Spectral Deconvolution
Entries in the deposited energy bins were deconvolved into incident energy bins
using matrix relations. The counts, Ninc,i, in incident energy bin i were estimated




Pi,jNdep, j , (4.3)
where matrix element Pi,j is the probability that events in the deposited energy
bin j are from incident energy bin i. The matrix element Pi,j was estimated from
the response matrix generated by MC simulation results obtained separately for
protons and helium nuclei (Figure 4.11). The response matrix and corresponding
deconvolution matrix were generated and tested by varying the indices between -2.5
and -2.8. We verified that the flux deconvolution process was not sensitive to the
assumed spectral index used, within that range, to generate the matrix elements
(Figure 4.12).
The MC simulations for helium and heavier nuclei used event generators
FRITIOF/RQMD/DPMJET-II [94,95] interfaced to the GEANT/FLUKA 3.21 sim-
ulation package. FRITIOF [96] is based upon semi-classical considerations of string
dynamics for high-energy hadronic collisions. The relativistic quantum molecular
dynamics (RQMD) is a semi-classical microscopic approach which combines clas-
sical propagation with stochastic interactions [97]. It was adopted for simulations
of heavy ions for energies in the center-of-mass frame less than 5 GeV/nucleon.
DPMJET-II [98, 99] was based on the dual parton model, a framework for hadron-































































(b) Response matrix with helium MC
Figure 4.11: Response matrices for protons and helium nuclei from MC
simulations. The deposited energy distribution for each incident energy























γ   = -2.758
γ   = -2.70
(a) Convolved spectrum and an input spec-





















γ   = -2.758
Deconvolved flux
γ   = -2.704
(b) Deconvolved spectrum and the convolved
spectrum from (a)
Index for Response Matrix

























Input Flux Index = 2.6
Input Flux Index = 2.65
Index Flux Index = 2.7
(c) Indices of the deconvolved spectrum for various input spec-
tral indices used in MC event generation
Figure 4.12: Convolved and deconvolved spectra. (a) An input flux (red)
with the index of -2.70 was convolved with a response matrix. (b) The
convolved flux (red) with index -2.758 was deconvolved with a matrix
for deconvolution. The deconvolved flux (blue) has an index of -2.704,
which is consistent with the input flux. (c) The deconvolution process
was not sensitive to the assumed spectral index used to generate the
matrix elements. The index difference (∼0.004) between the deconvolved




The measured spectra were corrected for the instrument acceptance as shown






GF · ε · T · η
, (4.4)
where dN is the number of events in an energy bin, dE is the energy bin size, GF is
the raw geometry factor, ε is the efficiency, δ is the background, T is the live-time,
and η is the survival fraction after accounted for atmospheric attenuation.
4.5.1 Geometry Factor
The raw geometry factor, GF, was calculated to be 0.43 ± 0.01 m2 sr (Figure
4.13) using 10,000 isotropic events at each energy from MC simulations [100] by
requiring the extrapolated calorimeter trajectory of the incident particle to traverse
the SCD active area and the bottom of the calorimeter. When the stability of
geometry factors were estimated by increasing the number of events up to 600,000
events, the geometry factor became nearly constant after 200,000 events (Figure
4.14), which is consistent to the results with 10,000 events (Figure 4.13).
The geometry factor of a detector with two rectangular areas having sides of
length 2X1, 2Y1 and 2X2, 2Y2, separated by Z can be calculated analytically [101]
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Figure 4.13: Geometry factor from MC simulations at different ener-
gies. The geometry factor was estimated by requiring the extrapolated
calorimeter trajectory to traverse both the SCD active area and the bot-
tom of the calorimeter. The geometry factors, calculated with 10,000
isotropic events at each energy, was 0.43 ± 0.01 m2 sr.
 Number of Events 





















Figure 4.14: Stability of the geometry factor with MC simulations. The
geometry factor became constant (0.43 m2 sr) with more than 200,000
events.
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With the CREAM geometry of the bottom of calorimeter (50 × 50 cm2), the SCD
active area (79.5 × 77.9 cm2), and the distance between two planes (Z = 35.1 mm),
the analytically calculated geometry factor is 0.43 m2 sr, which is consistent with
the result from MC simulations.
4.5.2 Efficiency
The efficiency, ε in Equation 4.4 includes efficiencies from all analysis steps,
including trigger condition, reconstruction condition, charge identification, and re-
moval of events with late interactions:
ε = εtrig εrec εint εcharge . (4.6)
The trigger efficiency, εtrig, was obtained from MC simulations of the fraction of
events satisfying the trigger condition among all events within the geometry, i.e.,
passing through the bottom of the calorimeter and the SCD active area. The trigger
efficiency is energy dependent at low energies where the trigger is not fully efficient.
Above 3 TeV, it is nearly constant around 76% for protons and 91% for helium
nuclei, respectively. The reconstruction efficiency, εrec, was taken to be the ratio
of events satisfying the reconstruction and trigger conditions to events satisfying
only the trigger condition. The reconstruction efficiency was 98% for protons and
99% for helium nuclei, respectively, based on MC simulations. The event selection
efficiency for removing events with late interactions, εint, was estimated with the
MC simulations, and was 90% protons and 96% for helium nuclei. The charge
efficiency, εcharge, takes into account lost events due to noisy or dead SCD channels,
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Table 4.3: Efficiencies for protons and helium nuclei
Efficiency Proton (%) Helium (%)
Trigger efficiency 76 ± 2 91 ± 1
Reconstruction efficiency 98 ± 1 99 ± 1
Late interaction event efficiency 90 ± 1 96 ± 1
Charge selection efficiency 77 ± 2 67 ± 1
interactions above the SCD, mis-identified charges such as events in Landau tails.
It was calculated to be 77% for protons and 67% for helium nuclei, using MC
simulations. As shown in Table 4.3, the charge selection efficiency is dominant for
both of protons and helium nuclei and the trigger efficiency is another dominant
factor for protons.
The trigger efficiency for proton and helium nuclei cannot be estimated with
the flight data, since we do not know how many un-triggered events occurred. With
flight data, the efficiency of removing events due to late interaction position and
charge identification for combined proton and helium nuclei was estimated. It is
not as accurate as individual MC simulations because the composition (abundance)
of incident particles is unknown. When the abundance ratio of protons and helium
nuclei was assumed to be 1:1 and the abundance of heavy nuclei above helium nuclei
was ignored, the efficiencies were 68 % from the flight data and 67 % for the MC
simulations. The event selection efficiency from the flight data could be compared











































(b) Helium trigger efficiency
Energy(GeV)







































Figure 4.15: Trigger (filled circles), reconstruction (open circles), event
selection with interaction position (squares), and charge selection (trian-
gles) efficiencies of protons and helium nuclei with isotropic events from
MC simulations, following a power-law distribution. The efficiencies for
protons and helium nuclei appear nearly constant above a few TeV.
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4.5.3 Background
The primary background is comprised of events with misidentified charge,
which result mainly from secondary particles generated by interactions above the
SCD, or by particles back-scattered from the calorimeter. This is the case for pro-
tons. However, there is an additional cause of misidentified events for helium nuclei,
namely, the proton dE/dx Landau tail. Misidentified event counts of protons and he-
lium nuclei were estimated from MC simulations with a power-law input spectrum
(Figure 4.16). Due to the Landau tails, back-scattered and secondary particles,
5.1% of measured protons were misidentified helium nuclei and 6.8% of measured
helium nuclei were misidentified protons. About 0.2% of incident carbon nuclei were
misidentified as protons, and 2.8% of incident carbon nuclei were misidentified as
helium nuclei (Figure 4.17). According to the relative elemental abundance of the
incoming cosmic rays using the expected energy spectra of individual cosmic-ray
nuclei from Wiebel-Sooth (1998) [61], less than 1% of trigger and reconstructed pro-
tons and helium events are from secondary particles. Additional background comes
from the events that are not within the geometry, but which satisfy the trigger and
reconstruction conditions; they are either entering the instrument acceptance from
outside the SCD area or exiting the side of the calorimeter instead of the bottom.
According to MC simulations, this is about 3.6% and 4.0% of the selected events for
protons and helium nuclei, respectively. As shown in Table 4.4, the total background
was 9% for protons and 11% for helium nuclei.
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Table 4.4: Backgrounds for protons and helium nuclei
Background Proton (%) Helium (%)
Background from reconstruction 3.6 ± 0.1 4.0 ± 0.2
Background from mis-identified charge 5.1 ± 0.2 6.8 ± 0.2
Total 8.7 ± 0.2 10.8 ± 0.2
Energy(GeV)
















Background due to Reconstruction
Background due to mis-identification
(a) Proton background
Energy(GeV)
















Background due to Reconstruction
Background due to mis-identification
(b) Helium background
Figure 4.16: Backgrounds of (a) protons and (b) helium nuclei with MC
simulations. Backgrounds due to reconstruction (diamond) and mis-
identified charge (cross) were estimated with isotropic events following
a power-law distribution.
4.5.4 Interactions in the Air
The attenuation loss due to the atmospheric overburden, 3.9 ± 0.4 g/cm2,
was corrected for survival fractions of protons and helium nuclei. The air depth
was measured by pressure sensors during the flight (Figure 3.4). Interaction cross
sections have been measured in many fixed target experiments, and cross sections
are known up to a few tens of GeV, as shown in Table 4.5 [102–104]. We used the
cross section formula from Hagen et al. (1977) [102] to calculate interaction lengths
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Reconstructed SCD Charge (Z)




















(a) MC 10 TeV carbon reconstructed charge
SCD Charge (Z)


















Proton and Helium Simulation
Flight Data
(b) Proton and helium distribution of MC simulations and flight
data in an energy bin
Figure 4.17: (a) Examples of reconstructed charge with 10 TeV isotropic
carbon MC simulation and (b) protons and helium nuclei distribution in
an energy bin from MC simulation and flight data. Mis-identified events
as protons or helium nuclei from the carbon nuclei are about 0.2% and
2.8%, respectively. Considering the relative elemental abundance, the
effect from carbon to protons and helium nuclei is less than 1%. Most
of the backgrounds are from protons and helium nuclei.
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and survival fractions for protons and helium nuclei, although results from the three
equations in Table 4.6, were fairly close. The mean incident angle of 35◦, estimated
from the flight data, was used to estimate the losses. The survival fraction, η, used
to characterize atmospheric attenuation was determined to be 95% for protons and
91% for helium nuclei. The effect due to the mean incident angle was considered as
systematic uncertainty.
The ratio of secondary to primary protons and helium nuclei in the atmosphere
above GeV energies has been reported [105,106]. Papini et al. (1996) [104] calculated
that the secondary to primary proton ratio at an air depth of 3 g/cm2 was less than
1% above 40 GeV, and the secondary to primary helium nuclei ratio was less than
2% at 10 GeV/nucleon. Our MC simulations showed that the fraction of secondary
protons and helium nuclei produced from carbon and iron nuclei interactions in the
air was less than 1% at 10 TeV.
Table 4.5: Equations for cross section calculation
Paper Equation








where r0 = 1.29× 10
−13cm
and κ = 1.189 exp[−0.05446min(AP , AT )]
Webber et al. [103] σp+A = 40A
0.71(mb)
σ4He+A = (5.69 + 6.58A
0.355)2 (mb)







Table 4.6: Interaction loss for protons and helium nuclei in the air
Vertical Incidence 35◦Incidence Angle
Method Proton (%) Helium (%) Proton (%) Helium (%)
Hagen et al. 4.4 ±1.3 7.7 ±2.2 5.4 ±1.6 9.3 ±2.6
Webber et al. 4.5 ±1.4 8.3 ±2.4 5.5 ±1.6 10.1 ±2.8
Papini et al. 4.3 ±1.3 6.9 ±1.8 5.3 ±1.5 8.3 ±2.4
4.5.5 Live Time Fraction Estimation
A finite time is required by the detector to process an event, which is related
to the duration of the pulse signal in the detector. During this period, a detector
may or may not remain sensitive to other events, depending on the detector type.
When the detector is insensitive, events arriving during this period are lost. This
period is called dead-time and the periods excluding dead-time are called live-time.
Out of 42 days of the flight, the stable period (Table 4.1) was about 24 days
when no commands were sent, e.g. for power-cycle or high-voltage adjustments.
After dead-time correction, the live-time, T, of 1,099,760 s was used for this analysis.
In the CREAM instrument, the live-time counter in the housekeeping system
is designed to provide the accumulated time over which the detector is sensitive, as
mentioned in Section 2.6.1 and Section 2.6.4. However, the live-time counter during
the first CREAM flight was not functioning.
The live-time fractions for the first flight were estimated using the total trig-
ger rate and a relation between the live-time fraction and total trigger rate from
the second flight. The live-time fractions during the second CREAM flight, were
between 60 - 90%, as shown in Figure 4.18(a). As expected, the live-time fractions
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were reduced when the total trigger rate increased (Figure 4.18(b)). However, two
groups of distributions between the live-time fraction and the total trigger rate were
found in the second CREAM flight housekeeping data. As shown in Figure 4.18(c)
and 4.18(d), two groups were separated by a packet buffer level value in the house-
keeping information and the slopes of the two groups were estimated for the ”empty
packet buffer” case and ”non-zero packet buffer” case. The SFC was packaging and
transmitting events from the packet buffer in the SFC memory when the buffer was
filled, and when the buffer was empty, the SFC waited for the events while checking
the buffer level. These two groups should also appear in the first CREAM flight
data, since there was no change in the SFC between the first and second flight.
Therefore, the total trigger rate distribution of the first flight was divided into two
cases of empty packet buffer and non-zero buffer, as shown in Figure 4.19, in order to
use the slopes of the live-time fraction and total trigger rate from the second flight.
The ratios of the two cases are 91.1% with an empty packet buffer and 8.9% with
non-zero packet buffer.
In addition, two peaks were found in the total trigger rate distributions of the
first CREAM flight. The peak around 20 Hz was the expected total trigger rate, and
there was another peak near 5 Hz in both cases. It was found that frequent TCD
time-out messages are related to those low trigger rate periods, according to the log
files. The TCD time-out message was generated when the SFC did not receive the
data from the TCD after receiving the TCD trigger signal. This “TCD time-out”
only occurred once in a while. However, when it happened repeatedly within 30 s,









































Total Trigger Rate(Hz) 



























(b) Live-time fraction vs total trigger rate
Total Trigger Rate(Hz) 

























(c) Live-time fraction vs total trigger rate when
a packer buffer is empty
Total Trigger Rate(Hz) 



























(d) Live-time fraction vs total trigger rate
when a packet buffer is filled
Figure 4.18: The live-time fraction and the total trigger rate in the
second CREAM flight. (a) The live-time fractions during the second
CREAM flight were between 60 - 90%. (b) The live-time fractions were
reduced when the total trigger rate increased. (c and d) The two groups
of distributions between the live-time fractions and the total trigger rate
can be separated by a packet buffer level.
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Total Trigger Rate(Hz) 





















(a) Total trigger rate with empty packet buffer
Total Trigger Rate(Hz) 


















(b) Total trigger rate with non-zero packet buffer
Figure 4.19: The total trigger rate in the first CREAM flight (a) when
a packet buffer is empty and (b) when it is filled. Those two cases
could be related with the activities of the SFC since SFC is packaging
and transmitting events from the packet buffer when the buffer if filled,
while SFC is waiting for the events and checking the buffer level when
the buffer is empty.
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The low-rate periods, which are less than 10 Hz, were not included in the
estimated live-time, since no calorimeter events were measured during those time
periods. In each data file, the live-time was calculated with data collection time in
that data file and the average live-time fraction from the estimated average total
trigger rate for two cases: with empty buffer level and non-zero buffer level. For
example, a data file, “20041225-000150.dat” with 11788 events for 591 s (19.9 Hz),
the live-time fractions were 50.9% for empty buffer periods and 73.8% for non-zero
buffer periods, from Figure 4.18. Considering the appearance frequencies of the
empty buffer and non-zero buffer periods, 91.1% and 8.9%, respectively, the average
live-time fraction for this file is 53% and its live-time is 282 s. The live-time for
first CREAM flight was obtained by accumulating a live-time of each data file. The
uncertainty from calculating data collection time excluding low-rate periods was
about 6%.
4.5.6 Energy-Bin Representation.
For the number of events (dN) in each energy bin with upper and lower energy
limits, Ej+1 and Ej , respectively, (dE = Ej+1–Ej), the differential flux is dN/dE at
Em, where Em can be taken as the arithmetic mean of Ej and Ej+1 in logarithmic
range, or else using a suitably weighted average of Ej and Ej+1. We also investigated

















In our analysis, the difference between Em and the center of the bin in logarithmic
range is less than 1%.
4.6 Uncertainty Estimation






























































































































The statistical uncertainty in each energy bin was estimated by the relation
δNinc,i = δ(
∑
j Pi,jNdep,j), considering 68.3% Poisson confidence limits by Feldman
and Cousins (1998) [108]. Several sources of systematic uncertainties were identified.
The systematic uncertainties for efficiencies and backgrounds were estimated within
each energy range to account for the energy-dependent effects determined using MC
simulations. They are summarized in Table 4.3 and 4.4. Efficiency uncertainties
were about 1-2%, and background uncertainties were about 5%.
The geometry factor uncertainty from MC simulations was 2% for both protons
and helium nuclei (Section 4.5.1). The precision of the estimated live-time fraction
was about 3.3%. The precision was not varied, but its accuracy was shifted due to
the total trigger rate variations or threshold changes. The accuracy of estimated
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dead-time for the accumulated data due to irregular detector response was about
2.6%. The overall uncertainties for the estimated live-time were 4% for both protons
and helium nuclei.
The systematic uncertainties for the survival fractions in the atmosphere were
calculated analytically. The p-p cross section difference between 10 TeV and 100
TeV is about 28%, according to the most recent reference from the Particle Data
Group [74]. Using a conservative estimate of 30% for cross section uncertainties,
the estimated uncertainties of survival fractions were 2% and 3% for protons and
helium nuclei, respectively. In addition, the uncertainties of estimated loss in the
atmosphere due to the average of the incident angle were 1% for proton and 1.6% for
helium nuclei.
The energy calibration accuracy was found to be 1%. The systematic un-
certainties of the measured number in each energy bin, considering 1% of energy
calibration accuracy, were 3% for both protons and helium nuclei. Also, the un-
certainty due to spectral deconvolution were estimated using matrices from MC
simulations with a range of input flux indices, including measured spectral index
uncertainties, and found to be less than 1%.
The overall systematic uncertainty was found to be 9% for both protons and
helium nuclei. This systematic uncertainty is energy independent. It does not





5.1 Proton and Helium Indices
The measured proton fluxes from 2.5 TeV to 250 TeV and helium fluxes from
630 GeV/nucleon to 63 TeV/nucleon at the top of the atmosphere are given in Tables
5.1 and 5.2. Statistical uncertainties are shown as well. The CREAM proton and
helium spectra are each consistent with a single power-law over the measured range,





−β (m2 sr sGeV/nucleon)−1. (5.1)
The best-fit parameters for the spectra for protons and helium nuclei, respectively,
are given by:
Φ0,p = (7.8± 1.9)× 10
3 (m2 sr s)−1(GeV/nucleon)1.66, (5.2)
βp = 2.66± 0.02, (5.3)
and
Φ0,He = (4.2± 0.8)× 10
2 (m2 sr s)−1 (GeV/nucleon)1.58, (5.4)
βHe = 2.58± 0.02. (5.5)
The spectral indices were calculated by the weighted least square method
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Table 5.1: Measured proton flux
Energy Proton Flux ±Uncertainty
(GeV) (m2 sr s GeV)−1
2.5× 103 − 4.0× 103 (3.72± 0.10)× 10−6
4.0× 103 − 6.3× 103 (1.10± 0.04)× 10−6
6.3× 103 − 1.0× 104 (3.19± 0.19)× 10−7
1.0× 104 − 1.6× 104 (9.47± 0.80)× 10−8
1.6× 104 − 2.5× 104 (2.80± 0.35)× 10−8
2.5× 104 − 4.0× 104 (8.1± 1.5)× 10−9
4.0× 104 − 6.3× 104 (2.2± 0.6)× 10−9
6.3× 104 − 1.0× 105 (6.1+2.6
−2.2)× 10
−10
1.0× 105 − 1.6× 105 (1.8+1.2
−0.9)× 10
−10
1.6× 105 − 2.5× 105 (4.2+5.4
−3.4)× 10
−11
Table 5.2: Measured helium flux
Energy Helium Flux ±Uncertainty
(GeV/nucleon) (m2 sr s GeV/nucleon)−1
6.3× 102 − 1.0× 103 (1.42± 0.04)× 10−5
1.0× 103 − 1.6× 103 (4.35± 0.16)× 10−6
1.6× 103 − 2.5× 103 (1.31± 0.07)× 10−6
2.5× 103 − 4.0× 103 (3.83± 0.31)× 10−7
4.0× 103 − 6.3× 103 (1.27± 0.14)× 10−7
6.3× 103 − 1.0× 104 (4.19± 0.64)× 10−8
1.0× 104 − 1.6× 104 (1.15± 0.27)× 10−8
1.6× 104 − 2.5× 104 (3.4+1.1
−1.0)× 10
−9
2.5× 104 − 4.0× 104 (8.2+4.9
−3.8)× 10
−10



































Figure 5.1: Measured CREAM proton and Helium spectra from the
CREAM Calorimeter. The statistical uncertainties are shown.
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with statistical uncertainties at each energy bin [109] and the maximum likelihood
method, which is explained in the following section.
5.2 Maximum Likelihood Method







where f(ni, νi) is the Poisson distribution e
−νi νnii /ni!, ni is the measured number of
events in a bin, and νi is the expected number of events following a power-law with












Then, the likelihood estimator can be expressed as



















− νi + ni ln(νi)− ln(ni!)
)
. (5.11)
When L is at maximum, l is also at maximum. At the maximum of L the first






lnL = 0. (5.12)
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Figure 5.2: An example of maximum likelihood estimator function for







































Finding the exact solution of Equation 5.12 is not simple. The intercept and slope
at the minimum of -lnL was found using a minimization function provided by MI-
NUIT2 minimization package [110, 111]. Figure 5.2 shows an example of -lnL with
parameters of the slope (a) and the intercept (b).



















































5.3 Estimation of Spectral Index and its Uncertainty
The proton and helium spectral indices were estimated with the following
minimization methods provided by the MINUIT2 package: SCAN, MIGRAD and
SIMPLX minimization methods [110, 112, 113]. As shown in Table 5.3, the indices
from all the methods with least square and maximum likelihood methods are con-
sistent. The MIGRAD minimization method of Fletcher [114], works well for nearly
all functions. It is a variable-metric method with inexact line search, a stable metric
updating scheme, and checks for positive-definiteness. The Nelder and Mead [115]
SIMPLX method is a multidimensional minimization routine that is slower than
MIGRAD, but it is rather robust with respect to gross fluctuations in the function
value. SCAN is intended to minimize and scan one function parameter at a time.
It retains the best values after each scan, so it works as a primitive minimization.
Uncertainties of the proton and helium indices were calculated using error esti-
mation methods provided by the MINUIT package: error matrix, MINOS technique,
and global minimum search with the IMPROVE function [110, 112, 113, 116]. The
error matrix is a by product of the MIGRAD minimizer. This matrix is twice the
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inverse of the matrix of second derivatives of the user provided function. MINOS
is a generally available program to calculate parameter errors taking into account
both parameter correlations and non-linearities. It is applicable only after a good
minimum has been found and the error matrix has been calculated. The global
minimum search with the IMPROVE function tries to find all local minima with
an algorithm of Goldstein and Price [117]. The uncertainties estimated by the error
matrix were shown in Table 5.3, and the uncertainties estimated by the MINOS
technique, global minimum search, and combination of two are shown in Table 5.4.
As shown in Figure 5.3 and 5.4, the estimated indices for the sub-ranges with
two and more consecutive data points show a peak near -2.66 and -2.58 for proton
and helium nuclei, respectively. Those peaks, corresponding to the value of constant
region (green area) in 2-dimensional plots, were consistent with the indices of proton
and helium for the full data range, for both least square and maximum likelihood
methods. The results from least square and maximum likelihood methods were
consistent, as well. A tendency in the high energy bins can not be concluded at this
time, since the statistics are getting sparse in the high energy bins.
Table 5.3: Proton and helium spectral indices and uncertainties from minimization
methods
Fit Minimization Method Proton Index Helium Index
Least Square MIGRAD 2.66 ±0.05 2.58 ±0.03
Least Square SIMPLX 2.66 ±0.02 2.58 ±0.02
Least Square SCAN 2.66 ±0.80 2.58 ±0.77
Maximum Likelihood MIGRAD 2.66 ±0.05 2.58 ±0.04
Maximum Likelihood SIMPLX 2.66 ±0.02 2.58 ±0.02















































































(b) Proton index map with maximum likeli-
hood method
Proton Index



















(c) Proton index distribution with least square
fit
Proton Index

















(d) Proton index distribution with maximum
likelihood method
Figure 5.3: Proton fit indices map and distribution using least square
and maximum likelihood methods. Proton indices using (a) least square
and (b) maximum likelihood method from each range with two and more
consecutive data points are shown in a 2-d map. The distributions of
indices using (c) least square and (d) maximum likelihood method show





















































































(b) Helium index map with maximum likeli-
hood method
Helium Index


















(c) Helium index distribution with least square
fit
Helium Index





















(d) Helium index distribution with maximum
likelihood method
Figure 5.4: Helium fit indices map distribution using least square and
maximum likelihood method. Helium indices using (a) least square and
(b) maximum likelihood method from each range with two and more
consecutive data points are shown in a 2-d map. The distribution of
indices using (c) least square and (d) maximum likelihood method shows
the most probable index of -2.58.
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Table 5.4: Proton and helium spectral Indices and uncertainties for uncertainty
estimation methods
Error Estimation Method Proton Index Helium Index
MINOS error technique 2.66 ±0.03 2.58 ±0.03
IMPROVE function 2.66 ±0.05 2.58 ±0.03
MINOS error & Improved Function 2.66 ±0.03 2.58 ±0.03
The following statistical hypothesis H0 was used to test the difference of proton
and helium spectral indices.






where SEβpβHe is an estimator of the common standard deviation for βp − βHe.
SEβpβHe can be expressed as following in terms of standard deviations of proton and








The random variable T has t-distribution with 2n − 4 degrees of freedom because
each proton and helium data for Sp and She have n − 2 degrees of freedom. The
degrees of freedom for CREAM proton and helium fluxes with n = 10 are 16. The
calculated SEβpβHe and T value were about 0.03 and 2.67, respectively. The two-
tailed p-value was about 0.0169. Therefore, there is less than a 2% chance that
our measured proton and helium spectra are consistent with having equal spectral
indices.
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5.4 Proton to Helium Ratio and Proton plus Helium spectrum
Our proton spectrum is harder (flatter) than previous measurements at lower
energies: Alpha Magnetic Spectrometer (AMS) [42], -2.78 ± 0.009 at 10 - 200 GV
and Balloon-borne Experiment with Superconducting Spectrometer (BESS) [118],
-2.732 ± 0.011 from 30 GeV to a few hundred GeV. Likewise, our helium spectrum
is harder than AMS, -2.740 ± 0.01 at 20 - 200 GV and BESS, -2.699 ± 0.040 from
20 GeV/nucleon to a few hundred GeV/nucleon. Figure 5.5 compares our measured
spectra with previous measurements: AMS [42]1, BESS [118], Cosmic Anti Particle
Ring Imaging Cherenkov Experiment (CAPRICE98) [59], Advanced Thin Ionization
Calorimeter (ATIC)-2 [58], Japanese-American Cooperative Emulsion Experiment
(JACEE) [119] and Russian-Nippon Joint Balloon experiment (RUNJOB) [48]. The
uncertainties shown in the figures represent the statistical uncertainties. Our re-
sults are consistent with JACEE where its measurement energy range overlaps with
CREAM, but our fluxes are higher, particularly for helium nuclei, than the reported
RUNJOB results.
Our proton and helium fluxes are both higher than those expected by extrap-
olating the power-law fits to the low-energy measurements. Figure 5.6 shows that
our TeV spectra are harder than the lower-energy spectra. At 10 TeV/nucleon the
helium flux measured by CREAM is about 4 σ higher than the flux expected from
a power-law extrapolation of the AMS and BESS helium flux and spectral index,
1The published helium flux in GV was converted to the flux in GeV.
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Figure 5.5: Comparison of CREAM proton and helium spectra with
previous measurements: AMS [42], ATIC-2 [58], BESS [118], CAPRICE
[59], JACEE [119], and RUNJOB [48].
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where Non is a count from the expected source, Noff is a background count, and α
is 1.
Another point is that the proton and helium spectra do not have the same
spectral shape. Whether the proton and helium spectra have the same spectral
index has been a tantalizing question, mainly because of the limited energy range
that individual experiments could cover. The proton to helium ratio as a function of
energy can address this question. Our measured ratios (Table 5.5) are compared with
previous measurements in Figure 5.7: ATIC-2, CAPRICE94 [121], CAPRICE98,
JACEE [122], Low Energy Antiproton experiment (LEAP) [123], and RUNJOB.
The CREAM ratios are consistent with JACEE where their energy measurement
ranges overlap. Our measured ratio at the top of the atmosphere is 8.8 ± 0.5 for the
range from 2.5 TeV/nucleon to 63 TeV/nucleon, which is significantly lower than
the ratio of ∼20 obtained from the lower-energy measurements.
Table 5.5: Measured proton to helium ratio
Energy (GeV/nucleon) Ratio ± Uncertainty
2.5× 103 − 4.0× 103 (9.6± 0.8)
4.0× 103 − 6.3× 103 (8.8± 1.0)
6.3× 103 − 1.0× 104 (7.6± 1.2)
1.0× 104 − 1.6× 104 (8.2± 2.0)
1.6× 104 − 2.5× 104 (7.6+2.4
−2.2)
2.5× 104 − 4.0× 104 (8.8+5.0
−4.0)




























Figure 5.6: Comparison of CREAM proton (open symbols) and helium
(filled symbols) spectra with previous measurements [65]: AMS (stars)
[42], BESS (squares) [118], and CAPRICE (reversed triangles) [59]. The
dashed line represents a power-law extrapolation of the BESS helium
flux (γHe = 2.699 ± 0.040) through the CREAM energy range.
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Figure 5.7: Comparison of CREAM proton to helium ratios with previ-
ous measurements: ATIC-2 [58], CAPRICE94 [121], CAPRICE98 [59],
JACEE [119], LEAP [123] and RUNJOB [48].
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Our proton plus helium spectrum is compared with previous direct and indirect
all-particle spectra measurements in Figure 5.8 just to check the energy reach. Our
flux is lower than other all-particle spectra because heavy nuclei (Z>2) are not
included in the plot. CREAM data above 100 TeV have better statistics than
previous direct measurements. CREAM data overlap indirect measurements, such
as Tibet (2008) [50] and Chicago Air Shower Array-Michigan Anti (1999) [40].
5.5 Helium and Heavier Nuclei Spectra
The CREAM helium spectrum from this analysis and heavier nuclei spectra
during the first flight and from the second flight data [70,91] are shown as a function
of energy per nucleon and compared with previous measurements in Figure 5.9. The
combined data show a harder spectrum for each element above ∼200 GeV/nucleon,
which indicates departure from a single power law. Our measured helium flux is
consistent with the JACEE results [119]. The CREAM C-Fe data are consistent
with the High Energy Astronomy Observatory (HEAO)-3 [124] and Cosmic Ray
Nuclei detector (CRN) data [57] at low energies, and the Transition Radiation Array
for Cosmic Energetic Radiation (TRACER) data [125] at the energy range where
they overlap. A single-power law fit to our data agrees with the TRACER O-Fe
power-law fit [91], but the fluxes above 200 GeV/nucleon tend to be higher than
a extrapolated single power-law fit. A broken power-law gives a better fit to our
heavier nuclei spectra [65].
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Figure 5.8: Comparison of CREAM proton plus helium spectrum with
previous all-particle spectra measurements (references in Figure 1.1).
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Figure 5.9: Comparison of CREAM helium and heavier nuclei spectra
with previous measurements [65]. The CREAM helium spectra (red)
from this analysis and heavier nuclei spectra from the calorimeter (red)
and TRD (green) analysis in the first flight and calorimeter analysis in
the second flight (blue) are compared with selected previous measure-
ments: AMS, BESS, JACEE, RUNJOB, HEAO-3, CRN, TRACER, and
ATIC-2. The data for elements heavier than carbon nuclei were multi-
plied by the indicated factors to separate their fluxes in the figure. The




The energy spectra of primary cosmic rays are known with good precision up
to energies around 1011 eV, from magnetic spectrometers [42, 59, 118]. Above this
energy, the composition and energy spectra were not accurately known, although
there have been some pioneering measurements [57, 119, 126]. The collecting power
of the CREAM calorimeter is about a factor of two larger than that of ATIC for
protons and helium nuclei and, considering the much larger geometry factor of the
TRD, about a factor of ten larger for heavier nuclei. The CREAM flight duration
exceeds the cumulative flight time of JACEE and RUNJOB. The number of protons
and helium nuclei reported in this thesis exceed the number of particles reported
by either JACEE or RUNJOB [119, 127] The CREAM calorimeter is much deeper
than that of either JACEE or RUNJOB, so it provides better energy measurements.
CREAM also has excellent charge resolution to separate individual nuclei, whereas
JACEE and RUNJOB reported elemental groups.
The observed indices were -2.66 ± 0.02 for protons from 2.5 TeV to 250 TeV
and -2.58 ± 0.02 for helium nuclei from 63 TeV/nucleon to 630 GeV/nucleon. Dif-
ferent sources or acceleration sites as proposed in Reference [60] could be an expla-
nation for this difference in proton and helium spectra. Most protons are likely to
come from the supernova explosion of a low-mass star directly into the interstel-
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lar medium. Most helium and heavier nuclei might come from the explosion of a
massive star into the progenitor star’s wind [60]. The stellar wind of the massive
star, enriched by mass ejections that expose its deep layers, would be magnetic.
The acceleration rate could be determined by the magnetic field of the progenitor’s
wind. The magnetic field in the progenitor’s wind might be significantly higher than
the magnetic field in the interstellar medium. Therefore, the spectra of helium and
heavier nuclei from the progenitor’s wind would be harder than the spectrum of
protons from a low-mass star explosion into the interstellar medium.
As reported in Section 5.5, our measured spectra above ∼200 GeV/nucleon
are harder than spectra below 200 GeV/nucleon. One possible explanation of this
spectral hardening is the effect of nearby isolated supernova remnants [128]. The
steady-state spectrum of cosmic rays produced by SNRs in the galaxy, with the
escape length describing the propagation of cosmic rays in the leaky-box approxi-
mation, was calculated by Ptuskin et al.(2010) assuming that charge composition
of accelerated particles was the same in all types of SNRs, except that the highest-
energy part of the spectrum produced by Type Ib/c supernovae had no hydrogen.
The calculated spectra showed a good overall fit to the observed all-particle spec-
trum up to ∼5 ×109 GeV, including the bending around the “knee” energy 3 ×106
GeV. The combined effect of the summation over different types of SNRs and over
different types of accelerated nuclei could naturally explain the spectral features.
Another possibility for the harder spectra is the effect of distributed accelera-
tion by multiple remnants embedded in a turbulent stellar association [129]. Most
massive stars with spectral types of O and B are usually found in groups, called OB
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associations. They evolve quickly and explode as supernovae in the vicinity of their
parent molecular cloud. The strong stellar wind from massive stars and blast waves
from supernova explosions blow large bubbles, called superbubbles. Superbubbles
have been proposed as the acceleration site for Galactic cosmic rays [130,131]. More-
over, observations of heavy and ultra-heavy (Z>30) nuclei elemental abundances
support the theory of cosmic-ray acceleration in OB associations [132].
A third possibility is that the spectral hardening could reflect the predicted
concavity in the spectra before the “knee” [133]. In diffusive shock acceleration,
particle interactions with the shock create cosmic-ray pressure. This pressure causes
higher energy particles to gain energy faster and could broaden the shock transition
region. The result can be spectral hardening with increasing energy and deviations
from a pure power-law. The observable effect of concavity is expected to be small
when summed over multiple sources and propagated over galactic distances [134],
but the possible observation of concavity would be an interesting result in the cosmic-
ray acceleration process.
A fourth possibility for the harder spectra above ∼200 GeV/nucleon is that
the source spectra could be harder than previously thought based on the low-energy
data [135]. In this case, the low energy spectrum has to steepen due to some
propagation effect, such as reacceleration.
However, as shown in Figure 6.1, the boron to carbon ratios measured during
the first CREAM flight [70], including all the compiled data, do not indicate changes
in the propagation. Boron nuclei are produced from spallation of primary nuclei,
are dominantly carbon nuclei, during the propagation in the interstellar medium.
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The mean escape pathlength can be determined from measurement of the boron
to carbon ratios. A typical form for the rigidity dependence of this quantity is
λ = λ0(R/R0)
−δ, where λ is the mean escape pathlength, R is the nucleus magnetic
rigidity, and λ0 (∼10 g/cm
2) is the pathlength at the threshold rigidity R0. In
Figure 6.1, CREAM measurements of boron to carbon ratio are compared with the
measurements by the HEAO-C2-3 experiment (stars) [124], and three lines that
represent the results of a simple leaky-box model of cosmic-ray propagation: the
dashed line uses the magnetic-rigidity dependent parameter, δ = 0.33, the solid
line uses δ = 0.6, and the dotted line uses δ = 0.7. These results show that the
interstellar propagation path-length decreases rapidly with energy, with an energy
dependence in the range δ ∼0.5-0.6 [70]. The propagation path-length of cosmic
nuclei is smaller by an order of magnitude for particles in the TeV/nucleon region,
compared to those at lower energies below 10 GeV/nucleon. This path-length in
the TeV/nucleon region is still large compared with the typical grammage of the
Galactic disk, which is . 0.002 g/cm2. The current boron to carbon ratio data
above 100 GeV/nucleon show uncertainties that are still quite large. Future flight
data will reduce uncertainties at high energies where propagation models can be
distinguished.
Up to now, five successful flights with 156 days of accumulated time have been
completed. Although the data from the first flight were analyzed here for proton and
helium spectra, Figure 6.2 shows all-particle counts from four flights as a function
of the incident energy without assigning charge from the SCD. Data from the third
and fourth CREAM flights indicate an energy threshold significantly lower than in
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Figure 6.1: Boron to carbon ratios measured during the first CREAM
flight [70]. The B/C ratios from the first CREAM flight (circles) are
compared with the space experiment, HEAO-3-C2 (stars) [124]. The
horizontal errors are an estimate of the systematic error in the overall
energy scale. The vertical lines correspond to the statistical error of the
ratio, and the gray bars show the systematic uncertainty in the ratio.
The lines represent model calculations for various values of the magnetic-
rigidity dependent parameter, δ, in escape from the Galaxy. The solid
line, dashed line, and dotted lines represent a model with δ = 0.6, δ =
0.333, and δ = 0.7, respectively.
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the previous two fights, due to improved readout electronics [136]. The data from
all four flights follow a consistent power law above the calorimeter threshold. The
data from each flight will reduce the statistical uncertainties and extends the reach
of measurements to energies higher than previously possible. The current energy
reach of 250 TeV will be increased to 600 TeV with the accumulated data from five
flights.
The CREAM experiment was planned for ULDB flights lasting about 100 days
with super-pressure balloons [64]. While waiting for development of these excep-
tionally long flights, the CREAM instrument has flown five times on LDB flights
in Antarctica. It should be noted that a 7 million cubic foot (∼0.2 million cubic
meters) super-pressure balloon was flown successfully for 54 days during the 2008-
2009 austral summer season. As ULDB flights become available for large science
payloads, long-duration exposures can be achieved faster and more efficiently with
reduced payload refurbishment and launch efforts.
95
10 Log   [Energy (GeV)]

















Mean    3.548
RMS    0.3309
Underflow       0
Overflow        0
 / ndf 2χ  0.6137 / 3
p0        0.353±9.978 








Mean    2.906
RMS    0.3114
Underflow       0
Overflow        0
 / ndf 
2
χ   9.41 / 3
p0        0.3±  10.1
p1        0.070± -1.706 
CREAM 1  
CREA 2  
CREAM 3  
CREAM 4  
Preliminary
Figure 6.2: Comparison of the preliminary all-particle counts of four
CREAM flights as a function of the incident energy. The calibration
of the calorimeter for the third and fourth flights are not finalized yet.
The preliminary incident energy of particles was estimated using the
incident to deposited energy ratio from the MC simulations for each
flight condition, instead of spectral deconvolution.
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[1] V. F. Hess, “Über Beobachtungen der durchdringenden Strahlung bei sieben
Freiballonfahrten (Trans. On observations of the penetrating radiation in seven
balloon flights),” Physikalische Zeitschrift (1912) 13, 1084.
[2] S. E. Forbush, “Three Unusual Cosmic-Ray Increases Possibly Due to Charged
Particles from the Sun,” Phys. Rev. (1946) 70, 771.
[3] M. A. Pomerantz and S. P. Duggal, “The Sun and Cosmic Rays,” Reviews of
Geophysics (1974) 12, 343.
[4] M. Garcia-Munoz, G. M. Mason, and J. A. Simpson, “A New Test for Solar
Modulation Theory: the 1972 May-July Low-Energy Galactic Cosmic-Ray
Proton and Helium Spectra,” Astrophysical Journal Letter (1973) 182, L81+.
[5] D. Hovestadt, O. Vollmer, G. Gloeckler, and C. Y. Fan, “Differential Energy
Spectra of Low-Energy (<8.5 MeV per Nucleon) Heavy Cosmic Rays during
Solar Quiet Times,” Phys. Rev. Lett. (1973) 31, 650.
[6] F. B. McDonald, B. J. Teegarden, J. H. Trainor, and W. R. Webber, “The
Anomalous Abundance of Cosmic-Ray Nitrogen and Oxygen Nuclei at Low
Energies,” Astrophysical Journal Letter (1974) 187, L105.
[7] L. A. Fisk, B. Kozlovsky, and R. Ramaty, “An Interpretation of the Observed
Oxygen and Nitrogen Enhancements in Low-Energy Cosmic Rays,” Astro-
physical Journal Letter (1974) 190, L35.
[8] J. R. Jokipii, “Constraints on the acceleration of anomalous cosmic rays,”
Astrophysical Journal Letter (1992) 393, L41.
[9] K. Brecher and G. R. Burbidge, “Extragalactic Cosmic Rays,” Astrophysical
Journal (1972) 174, 253.
[10] J. Wdowczyk and A. W. Wolfendale, “Highest energy cosmic rays,” Annu.
Rev. Nucl. Part. Sci. (1989) 39, 43.
[11] M. Nagano and A. A. Watson, “Observations and implications of the
ultrahigh-energy cosmic rays,” Rev. Mod. Phys. (2000) 72, 689.
[12] V. S. Berezinskii, S. V. Bulanov, V. A. Dogiel, and V. S. Ptuskin, “Astro-
physics of cosmic rays,” (Amsterdam: North-Holland, edited by Ginzburg,
V.L., 1990).
[13] M. M. Hoppe and C. T. Russell, “Particle acceleration at planetary bow shock
waves,” Nature (1982) 295, 41.
97
[14] G. P. Zank, G. Li, and O. Verkhoglyadova, “Particle Acceleration at Inter-
planetary Shocks,” Spa. Sci. Rev. (2007) 130, 255.
[15] J. R. Jokipii, “Particle acceleration at a termination shock. I - Application to
the solar wind and the anomalous component,” J. of Geophys. Res. (1986) 91,
2929.
[16] G. F. Krymskii, “A regular mechanism for the acceleration of charged particles
on the front of a shock wave,” Soviet Physics Doklady (1977) 22, 327. (Dokl.
Akad. Nauk SSSR 234 1306-1308).
[17] W. I. Axford, E. Leer, and G. Skadron, “The acceleration of cosmic rays by
shock waves,” Proc. of the 15th International Cosmic-Ray Conference, Plovdiv
(1977) vol. 11, pp. 132–137.
[18] A. R. Bell, “The acceleration of cosmic rays in shock fronts. I,” Mon. Not. R.
Astron. Soc. (1978) 182, 147.
[19] A. R. Bell, “The acceleration of cosmic rays in shock fronts. II,” Mon. Not.
R. Astron. Soc. (1978) 182, 443.
[20] R. D. Blandford and J. P. Ostriker, “Particle acceleration by astrophysical
shocks,” Astrophysical Journal Letter (1978) 221, L29.
[21] P. O. Lagage and C. J. Cesarsky, “The maximum energy of cosmic rays accel-
erated by supernova shocks,” Astronomy & Astrophysics (1983) 125, 249.
[22] K. Koyama, R. Petre, E. V. Gotthelf, U. Hwang, M. Matsuura, M. Ozaki, and
S. S. Holt, “Evidence for shock acceleration of high-energy electrons in the
supernova remnant SN1006,” Nature (1995) 378, 255.
[23] G. E. Allen et al., “Evidence of X-Ray Synchrotron Emission from Electrons
Accelerated to 40 TeV in the Supernova Remnant Cassiopeia A,” Astrophysical
Journal Letter (1997) 487, L97.
[24] S. LeBohec et al., “Gamma-Ray Observations of the Galactic Plane at Energies
E > 500 GeV,” Astrophysical Journal (2000) 539, 209.
[25] C. D. Dermer, “Maximum Particle Energies by Fermi Acceleration in Nonrel-
ativistic and Relativistic Flows,” Proc. of the 27th International Cosmic-Ray
Conference, Hamburg (2001) vol. 6, pp. 2039–2042.
[26] D. C. Ellison and G. Cassam-Chenäı, “Radio and X-Ray Profiles in Super-
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