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Abstract
The nonlinear Schro¨dinger equation on the half line with mixed boundary condi-
tion is investigated. After a brief introduction to the corresponding classical boundary
value problem, the exact second quantized solution of the system is constructed. The
construction is based on a new algebraic structure, which is called in what follows
boundary algebra and which substitutes, in the presence of boundaries, the familiar
Zamolodchikov-Faddeev algebra. The fundamental quantum eld theory properties of
the solution are established and discussed in detail. The relative scattering operator
is derived in the Haag-Ruelle framework, suitably generalized to the case of broken
translation invariance in space.
October 1998
I. INTRODUCTION
The general interest in quantization on the half line R+ = fx 2 R : x > 0g stems
from the recently growing number of applications in dierent physical areas, including
open string theory, dissipative quantum mechanics and quantum impurity problems.
In the last few years, important progress has been made in this subject by means of
conformal eld theory. Focusing on the nonlinear Schro¨dinger (NLS) model on R+, in
the present paper we explore the possibility to employ integrability.
Let us recall that when considered on the whole line R, the NLS model represents
one of the most extensively studied nonrelativistic integrable systems (see e.g. Ref. 1).
The corresponding equation of motion is
(i∂t + ∂2x)(t, x) = 2g j(t, x)j2(t, x) , (1.1)
where (t, x) is a classical complex eld. The model on the half line is obtained re-
stricting Eq.(1.1) on R+, supplemented with the boundary condition
lim
x#0
(∂x − η)(t, x) = 0 . (1.2)
Here η is a dimensionful parameter of the theory. For η = 0 and in the limit η ! 1
one recovers from Eq.(1.2) the familiar Neumann and Dirichlet boundary conditions
respectively. To our knowledge, the boundary value problem (1.1,2) has been rst
investigated by Sklyanin2 and Fokas3, who have shown that the integrability, which
holds for the system on the whole line, persists also on the half line. Our main goal
below will be to construct the exact second quantized solution of Eqs.(1.1,2), in the case
g  0, η  0. Concretely, this means:
1. To construct a Hilbert space Hg,η describing the states of the system;
2. To dene on an appropriate dense domain in Hg,η an operator valued distribution
(t, x), x > 0, satisfying, in a sense that will be made precise below, the equa-
tion of motion (1.1), the boundary condition (1.2) and the equal time canonical
commutation relations
[(t, x) , (t, y)] = [(t, x) , (t, y)] = 0 , (1.3)
1
[(t, x) , (t, y)] = δ(x− y) , (1.4)
where  is the Hermitian conjugate of ;
3. To show the existence of a vacuum state Ω in the above mentioned domain, which
is cyclic with respect to the eld .
The analogous construction in the case of the whole real line has been carried out some
years ago4−9 by means of the quantum inverse scattering transform. The basic algebraic
tool of this approach is the Zamolodchikov-Faddeev10 (ZF) algebra AR - an appropriate
generalization of the canonical commutation relations which incorporates the two-body
scattering matrix R. We will show below that the half line system can be treated
in the framework of inverse scattering as well, the relevant algebraic structure being
now the so called boundary algebra BR. In the same way as the ZF algebra has been
conceived10 to represent the factorized scattering of integrable systems on the line, the
general concept of boundary algebra11 is inspired by Cherednik’s scattering theory12 of
integrable systems on the half line. The fundamental feature of BR is that it encodes
both the nontrivial scattering between particles and the reflection from the boundary
at x = 0.
A preliminary account without proofs, which partially covers the results presented
below, is given in Ref. 13. This paper is organized as follows. In the next section we
summarize some known, but useful facts, about the classical NLS model both on R
and R+. Sec. III represents a summary of those fundamental properties of BR and
its Fock representations, which are needed in the quantization. In Sec. IV we dene
the quantum eld (t, x) and establish its kinematic properties, verifying the canonical
commutation relations (1.3-4). The dynamics is investigated in Sec. V, where it is
shown that Eqs.(1.1,2) are indeed satised. We sketch there also the derivation of the
correlation functions. Sec. VI is devoted to the asymptotic theory of the NLS model
on R+. The last section contains our conclusions.
II. THE CLASSICAL NLS MODEL
The study of the classical NLS equation has a long story. Without entering the
details, we will collect in this section some basic facts providing useful hints for the
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quantization.
A. NLS on the real line













i(t, x)∂t(t, x)− j∂x(t, x)j2 − gj(t, x)j4

. (2.1)









j∂x(t, x)j2 + gj(t, x)j4 (2.2)




is non-negative as long as g  0. This constraint
has an important role in the quantum version of the theory.





(−g)n(n)(t, x) , (2.3)
where

























i=1 [(pi − qi−1) (pi − qi)]
. (2.5)
The integration in (2.5) is dened by the principal value prescription and one assumes
that λ(k) is a function for which the integrals (2.4,5) exist and the series (2.3) converges
uniformly in x for suciently small g. It is not dicult to argue that there is a large
set of such functions; any λ belonging to the Schwartz test function space S(R) meets









# eλ(t, x+ nX
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yi − zi)j . (2.8)
At the other hand, using standard estimates one can deduce that for any λ(k) 2 S(R)
there exist two positive constants 1 and 2 such thatZ
R
dxjeλ(t, x)j  1(1 + jtj) , sup
x2R
jeλ(t, x)j  2 . (2.9)
Combining Eqs.(2.8) and (2.9) we conclude that the series (2.3) converges uniformly in
x for
g < [1(1 + jtj)]−2 . (2.10)
The main reason for focusing on the result of Rosales is because it turns out5−9
that the general structure of the solution (2.3-5) is preserved by the quantization. From
this point of view it is instructive to investigate the behavior of (2.3-5) when the system
is restricted on R+.
B. NLS on the half line
The relative action, giving rise both to the equation of motion (1.1) on R+ and the












i(t, x)∂t(t, x)− j∂x(t, x)j2 − gj(t, x)j4
− η Z
R
dt j(t, 0)j2 .
(2.11)










j∂x(t, x)j2 + gj(t, x)j4 + ηj(t, 0)j2 . (2.12)
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Positivity implies g  0 and η  0, which is the case we are going to analyze below.
The series (2.3), being a solution of the NLS equation on R, is a fortiori a solution
when restricted on R+. In general however, it does not satisfy the boundary condition
(1.2). In this respect, one has the following
Proposition 1: (t, x) obeys the boundary condition (1.2), provided that λ(k) satises






Proof. Using (2.13), we will show that (n)(t, x) satises (1.2) for any n  0. For n = 0
the statement is obvious. So, let us focus on (n)(t, x) with n  1. Changing variables
in Eq.(2.5) according to

















f (n)(k0, ..., k2n) =
P2n





Using the simple relations
B(k)B(−k) = B(k)B(k) = 1 , (2.18)
























B (k0, ..., k2n) =























The nal step is to prove then that the numerator N (n) vanishes. One way to show the
validity of this quite remarkable identity, is to introduce the auxiliary function









(σjkj − σj−1kj−1) .
(2.21)
Now, after some algebra one derives the recurrence relations
N (n)(k0, . . . , k2n) =
−4k0k1(k21 + η2)N (n−1)(k2, . . . , k2n) + 4k0k1(k21 − k20)M (n−1)(k2, . . . , k2n) , (2.22)
M (n)(k0, . . . , k2n) = −4k0k1(k20 + η2)M (n−1)(k2, . . . , k2n) . (2.23)
Since N (0)(k0) = M (0)(k0) = 0, Eqs.(2.22,23) imply by induction that
N (n)(k0, . . . , k2n) = 0 , M (n)(k0, . . . , k2n) = 0 , (2.24)
which completes the argument.
We conclude here the brief introduction to the classical boundary value problem
(1.1,2). Our next step will be to establish the quantum counterparts of the solution
(2.3-5) and the constraint (2.13).
III. THE BOUNDARY ALGEBRA
As already mentioned in the introduction, our basic algebraic tool will be a partic-
ular associative algebra BR, whose generators satisfy specic quadratic relations.
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A. Denition of BR
The concept of boundary algebra has been introduced and investigated in a general
context in Ref. 11. Here we will consider the following special case. Let R : RR ! C
be a measurable function satisfying
R(k1, k2)R(k2, k1) = R(k1, k2)R(k1, k2) = 1 . (3.1)
The boundary algebra BR is generated by the operator valued distributions
fa(k), a(k), b(k) : k 2 Rg, satisfying quadratic exchange relations, which can be con-
veniently grouped in two sets. The rst one is
a(k1) a(k2)−R(k2, k1)a(k2)a(k1) = 0 , (3.2)
a(k1)a(k2)−R(k2, k1)a(k2)a(k1) = 0 , (3.3)
a(k1)a(k2)−R(k1, k2)a(k2)a(k1) = 2piδ(k1 − k2) + b(k1)2piδ(k1 + k2) . (3.4)
The second set of constraints describes the exchange relations of b(k) and reads
a(k1)b(k2) = R(k2, k1)R(k1,−k2) b(k2)a(k1) , (3.5)
b(k2)a(k1) = R(k2, k1)R(k1,−k2) a(k1)b(k2) , (3.6)
b(k1)b(k2) = b(k2)b(k1) . (3.7)
Notice that if we formally set b(k) ! 0, the relations (3.5-7) trivialize, while
(3.2-4) reproduce the dening relations of the ZF algebra AR. As it is well known,
the factorized scattering of 1+1 dimensional integrable systems is encoded in AR, i.e.
in a boundary algebra in which the so called boundary operator b(k) is trivially imple-
mented. On the contrary, it turns out11 that whenever there is a reflecting boundary,
one needs a reflection boundary algebra, i.e. a boundary algebra with the additional
constraint
b(k)b(−k) = 1 , (3.8)
which obviously prevents the boundary operator from being zero. In the case of the
NLS on the half line, we shall need a reflection boundary algebra BR with exchange
factor
R(k1, k2) =
k1 − k2 − ig
k1 − k2 + ig , (3.9)
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where g  0 is the coupling constant of the NLS model. R(k1, k2) is actually the
two-body bulk scattering matrix of the NLS model4−9 and satises (3.1).
B. Fock Representations
Following some basic ideas of Ref. 15, we have constructed in Ref. 11 the Fock
representations of BR. These representations are characterized by the existence of a
vacuum state Ω, which is cyclic with respect a(k) and satises
a(k)Ω = 0 . (3.10)
In the reflection case (3.8), the vacuum is11 always an eigenvector of the boundary
operator b(k), i.e.
b(k) Ω = B(k) Ω , (3.11)
where B(k) is a measurable function obeying Eq.(2.18). Conversely, any B(k) of this
type denes a Fock representation on a Hilbert space FR,B, whose vacuum satises
(3.11). We will show below that the state space Hg,η of the NLS model on R+ is
Hg,η = FR,B , (3.12)
with B and R given by (2.14) and (3.9) respectively. The mere fact that our system
has a boundary shows up at the algebraic level, turning the ZF algebra into a reflection
boundary algebra BR, i.e. forcing a non zero boundary operator b(k). The details of
the boundary condition (the value of the parameter η) enter at the representation level
through the reflection coecient B(k). In the Fock space FR,B one has
a(k) = b(k)a(−k) , (3.13)
a(k) = a(−k)b(−k) , (3.14)
which descend from a peculiar automorphism of BR, established in Ref. 11. The re-
lation (3.13) turns out to be the correct quantum analogue of Eq.(2.13). Let us stress
once more that the c-number reflection coecient B(k) must be distinguished from the
boundary generator b(k), which according to Eqs.(3.5,6) does not even commute with
fa(k), a(k)g.
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To the end of this section we will give some details about the structure of FR,B





where H0R,B  C and the n-particle space HnR,B with n  1 is a subspace of L2(Rn)
dened as follows:
(i) a L2-function ϕ(p1) belongs to H1R,B if and only if
ϕ(p1) = B(p1)ϕ(−p1) ; (3.16)
(ii) a L2-function ϕ(p1, ..., pn) with n  2 belongs to HnR,B if and only if
ϕ(p1, ..., pn−1, pn) = B(pn)ϕ(p1, ..., pn−1,−pn) , (3.17)
and
ϕ(p1, ..., pi, pi+1, ..., pn) = R(pi, pi+1)ϕ(p1, ..., pi+1, pi, ..., pn) , (3.18)
for any 1  i  n− 1.
Eqs.(3.16-18) dene a closed subspace HnR,B  L2(Rn). We will denote by P (n)R,B the
corresponding orthogonal projection operator. We introduce also the nite particle
space F0R,B  FR,B, generated by fHnR,B : n = 0, 1, ...g. We recall that F0R,B is the
linear space of sequences ϕ =
(
ϕ(0), ϕ(1), ..., ϕ(n), ...

with ϕ(n) 2 HnR,B and ϕ(n) = 0
for n large enough. The vacuum state is Ω = (1, 0, ..., 0, ...). The L2-scalar product on
HnR,B denes in the standard way the scalar product h , i in the (Hilbert) direct sum
(3.15).
At this point we are in position to dene on F0R,B the annihilation and creation
operators fa(f), a(f) : f 2 L2(R)g. We set a(f)Ω = 0 and







f(p)ϕ(n+1)(p, p1, ..., pn) , (3.19)






R,B f ⊗ ϕ(n−1)
i
(p1, ..., pn) , (3.20)
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for all ϕ 2 F0R,B. The operators a(f) and a(f) are in general unbounded on F0R,B.
One can easily see however that a(f) and a(f) are bounded on each HnR,B . In fact, for
all ϕ 2 HnR,B one has the estimates
ka(f)ϕk  pnkfkkϕk , ka(f)ϕk  pn+ 1kfkkϕk , (3.21)
k  k being the L2-norm. Notice also that a(f) is linear in f , whereas a(f) is antilinear.
The operator-valued distributions a(p) and a(p), generating the Fock representation of












and are related by Hermitian conjugation, namely
hϕ, a(f)ψi = ha(f)ϕ, ψi , 8ϕ, ψ 2 F0R,B . (3.23)
Finally, the action of the boundary generator b(p) on F0R,B is dened by Eq.(3.11) and
[b(p)ϕ](n) (p1, ..., pn) =
[R(p, p1)R(p, p2)   R(p, pn)B(p)R(pn,−p)   R(p2,−p)R(p1,−p)]ϕ(n)(p1, ..., pn) .
(3.24)
One can show11 that fa(p), a(p), b(p)g, dened above, indeed satisfy the exchange
relations (3.2-7) and the reflection condition (3.8). Moreover, the vacuum Ω obeys the
requirements formulated in the beginning of this subsection.
It is convenient to introduce here a domain D  FR,B, which will be frequently
used in what follows. Setting
D0  C , Dn 
Z
Rn




we dene D to be the linear space of sequences ϕ = (ϕ(0), ϕ(1), ..., ϕ(n), ..., where
ϕ(n) 2 Dn and ϕ(n) vanish for n large enough. By construction D is a proper subspace
of F0R,B. Nevertheless, D is dense in FR,B as well. Indeed, using that the factors R and
B are smooth (i.e. C1) bounded functions, one has that Dn is dense in HnR,B , which
implies the statement. We observe that
a(f)D  D , a(f)D  D , 8 f 2 S(R) . (3.26)
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Notice also that the matrix elements of a(k) between states from D are smooth func-
tions of k. More generally, one has
hϕ , a(k1)   a(kn)ψi 2 S(Rn) , 8ϕ, ψ 2 D . (3.27)
Summarizing, we introduced in this section the boundary algebra BR and its Fock
representation FR,B, which are the main ingredients in the construction of the quantum
solution of the boundary value problem (1.1,2).
IV. QUANTIZATION
A. The quantum eld (t, x)
Our rst step will be to introduce the quantum analog of (n)(t, x). For this
purpose we consider
























i=1 [(pi − qi−1 − i) (pi − qi − i)]
,
(4.2)
thus replacing formally fλ(p), λ(p)g in Eqs.(2.4,5) by the generators fa(p), a(p)g of BR
in the Fock representation FR,B and xing an i prescription to contour poles. Our rst
task will be to give meaning of (n)(t, x) as a quadratic form in D:
Proposition 2: For any ϕ, ψ 2 D, the expectation value
hϕ,(n)(t, x)ψi , (4.3)
is a C1 function of t, x.
Proof. The case n = 0 is trivial. For n  1 it is enough to take ϕ 2 Dm and ψ 2 Dm+1



























i=1 [(pi − qi−1 − i) (pi − qi − i)]
ψ(q0, ..., qn, kn+1, ..., km) ,
(4.4)
which, using that ϕ and ψ are Schwartz test functions, implies the proposition.
Taking into account that D contains only nite particle vectors, we conclude that
also (t, x) is a quadratic form on D, smooth in both t and x. The conjugate (t, x)
is dened by
hϕ,(t, x)ψi = hψ,(t, x)ϕi , (4.5)
which is of course smooth in t and x as well. The counterparts of Eqs.(4.1,2) read


























i=1 [(pi − qi−1 + i) (pi − qi + i)]
.
(4.7)
Since the system we are considering is in R+, we adopt the smearing
(t, f) =
Z
dxf(x)(t, x) , (t, f) =
Z
dxf(x)(t, x) , f 2 C10 (R+) , (4.8)
where C10 (R+) is the set of innitely dierentiable functions with compact support
in R+. Again, (t, f) and (t, f) have meaning as quadratic forms on D, which are
related by
hϕ,(t, f)ψi = hψ,(t, f)ϕi . (4.9)
In order to formulate some other less obvious properties of (t, f) and (t, f), we
have to introduce the following partial ordering relation in C10 (R+). Let
f1, f2 2 C10 (R+). Then
f1  f2 () x1 < x2 8x1 2 suppf1 , 8x2 2 suppf2 . (4.10)
Instead of f1  f2, we will also write f2  f1. Denoting by ea(t, f) the operator
ea(t, f) = Z dxf(x)ea(t, x) , (4.11)
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one can prove the following technical
Lemma 1: Let ϕ, ψ 2 D.
(a) The identity
hϕ,(t, h)ea(t, f)ψi = hϕ,ea(t, f)(t, h)ψi , (4.12)
holds if h  f ;
(b) One has
hϕ , (t, h)ea(t, f1)   ea(t, fn)Ωi = hϕ,ea(t, h)ea(t, f1)   ea(t, fn)Ωi , (4.13)
provided that h  fj for any j = 1, ..., n;
(c) For any f1  f2  ...  fn, one has
hϕ , (t, h)ea(t, f1)ea(t, f2)   ea(t, fn)Ωi =
nX
j=1
(h , fj)hϕ , ea(t, f1)    bea(t, fj)   ea(t, fn)Ωi , (4.14)
where ( , ) denotes the L2-scalar product and the hat indicates that the corresponding
eld must be omitted.
Proof. The proof of the identities (4.12-14) is analogous to that given by Davies8 for the
NLS on R, so we skip it. We only remark that the novelty on R+ consists in evaluating
the contributions of the boundary generator b, which stem from the exchange of a
and a. It is easy to see that these contributions actually vanish, due to the support
requirements imposed on the test functions and the condition η  0.
Summarizing, (t, f) and (t, f) have been so far dened as quadratic forms on
D and are Schwartz distributions with respect to f . Our main goal to the end of this
subsection will be to show that (t, f) and (t, f) are actually well dened operators.
In order to construct a common invariant domain for these operators, we introduce the
subspace
Dn0  sp fea(t, f1)ea(t, f2)   ea(t, fn)Ω : f1  f2      fng  HnR,B , n  1 ,
(4.15)
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where sp indicates the linear span and t 2 R is arbitrary but xed. Setting D00 = C, we
dene D0 to be the linear space of sequences ϕ =
(
ϕ(0), ϕ(1), ..., ϕ(n), ...

with ϕ(n) 2 Dn0
and ϕ(n) = 0 for n large enough. Both D and D0 are subspaces of the nite particle
space F0R,B. We know already that D is dense in FR,B. Although it is less obvious, the
same is true for D0.
Proposition 3: D0 is is dense in FR,B.
Proof. It is enough to demonstrate that the space Dn0 is dense in HnR,B for any t 2 R
and n  1. So, let us consider the matrix element
eAt,ϕ(x1, ..., xn)  hϕ , ea(t, x1)   ea(t, xn)Ωi , (4.16)
where ϕ 2 Dn is arbitrary. According to Eq.(3.27) eAt,ϕ 2 S(Rn). In order to prove the
statement, it is sucient to show that
eAt,ϕ(x1, ..., xn) = 0 , 8x1 > x2 > ... > xn > 0 , (4.17)
implies ϕ = 0. It is convenient for this purpose to investigate









pjxj eAt,ϕ(x1, ..., xn) = eitPnj=1 p2j hϕ , a(p1)   a(pn)Ωi 2 S(Rn) .
(4.18)
The behavior of this function under the reflection of one of its arguments or the exchange
of two consecutive arguments is determined by Eqs.(3.3,6,11,14). Using this fact, one
can verify that the function
Bt,ϕ(p1, ..., pn)  (p1, ..., pn)At,ϕ(p1, ..., pn) , (4.19)
where
(p1, ..., pn) 
nY
j=1
264(pj − iη) nY
k=1
k>j
(pj − pk − ig)(pj + pk − ig)
375 (4.20)
satises
Bt,ϕ(p1, ..., pj, ..., pn) = −Bt,ϕ(p1, ...,−pj, ..., pn) , 8 j = 1, ..., n , (4.21)
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Bt,ϕ(p1, ..., pj, pj+1, ..., pn) = −Bt,ϕ(p1, ..., pj+1, pj, ..., pn) , 8 j = 1, ..., n− 1 . (4.22)
By construction Bt,ϕ 2 S(Rn) and










pjxjBt,ϕ(p1, ..., pn) = (i∂1, ..., i∂n) eAt,ϕ(x1, ..., xn) , (4.23)
admits the same antisymmetry properties as Bt,ϕ. Therefore, using the smoothness ofeAt,ϕ and Eq.(4.17), we deduce that eBt,ϕ vanishes identically, or equivalently,
Bt,ϕ(p1, ..., pn) = 0 , 8 pj 2 R . (4.24)
Combining Eqs.(4.18,19,24) with the fact that (p1, ..., pn) 6= 0 for any pj 2 R, one gets
hϕ , a(p1)   a(pn)Ωi = 0 , 8 pj 2 R , (4.25)
which, because of the cyclicity of Ω with respect to a, implies ϕ = 0. This concludes
the argument.
It is convenient in what follows to have an explicit formula for the scalar product in D0.
It is provided by the following
Lemma 2: Let f1  f2      fn and h1  h2      hn. Then
hea(t, h1)   ea(t, hn)Ω , ea(t, f1)   ea(t, fn)Ωi = (h1⊗  ⊗hn , f1⊗  ⊗fn) . (4.26)
Proof. It is enough to expand the left hand side, using the algebraic relations (3.4) and
Eq.(3.10). Taking into account the support properties of the test functions involved, all
terms, except the one in the right hand side of (4.26), vanish.





ea(t, fα1 )   ea(t, fαn )Ω ,
where A is a nite set and fα1  fα2      fαn for all α 2 A, one has that
hϕ , ϕi2  kϕk2 = k
X
α2A
fα1 ⊗    ⊗ fαn k2 . (4.27)
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We are now in position to show the following
Proposition 4: The estimate
jhϕ,(t, f)ψij  (n+ 1)kfk kϕk kψk (4.28)





ea(t, fα1 )   ea(t, fαn )Ω , ψ = X
β2B
ea(t, hβ0 )   ea(t, hβn)Ω , (4.29)























fα1 ⊗   fαj−1 ⊗ f ⊗ fαj    ⊗ fαn ,
X
β2B
hβ0 ⊗    ⊗ hβj ⊗    ⊗ hβn) ,








fα1 ⊗   ⊗ fαn kk
X
β2B
hβ0 ⊗   ⊗hβnk  (n+ 1)kfk kϕk kψk .
(4.30)
The above proposition shows that (t, f), considered as quadratic form, is bounded
onDn0Dn+10 and denes therefore a bounded operatorHn+1R,B !HnR,B . Since this occurs
for any n  0, we recover an operator (t, f) : F0R,B ! F0R,B, whose properties are
collected in
Theorem 1: (t, f) : F0R,B ! F0R,B is a linear operator, satisfying
(t, f)Ω = 0 , (t, f) : Hn+1R,B !HnR,B , n  0 . (4.31)
Moreover, for any ϕ, ψ 2 F0R,B, the matrix element hϕ,(t, f)ψi has the following
properties:
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i) It is antilinear and L2-continuous in f ;
ii) It is continuous in t 2 R;
iii) It is smooth in t 2 R, provided that ϕ, ψ 2 D.
Proof: All the statements are simple corollaries of the above propositions.
The operator (t, f) is densely dened and admits therefore a Hermitian conjugate
(t, f).
Theorem 2 : The eld (t, f) satises
(t, f)Ω = ea(t, f)Ω , (t, f) : HnR,B !Hn+1R,B , n  0 (4.32)
and therefore leaves F0R,B invariant. Moreover
hϕ,(t, f)ψi = h(t, f)ϕ, ψi , (4.33)
holds for any ϕ, ψ 2 F0R,B.
Proof: One uses the fact that (t, f) is bounded on each HnR,B .
We will show now that the operators (t, f) and (t, f) satisfy the basic require-
ments for nonrelativistic quantum elds.
B. Cyclicity of Ω and commutation relations
We start with
Theorem 3 (Cyclicity) : The vacuum Ω is a cyclic vector for the eld . More
precisely the space
En0  sp f(t, f1)(t, f2)   (t, fn)Ω : f1  f2      fng ,
is dense in HnR,B.
Proof. Using Eqs.(4.12-13) of Lemma 1, one easily proves by induction that
(t, f1)(t, f2)   (t, fn)Ω = ea(t, fn)   ea(t, f1)Ω , (4.34)
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as long as f1  f2      fn. Thus En0 = Dn0 , and the statement follows directly from
Proposition 3.
Remark: Theorem 3 is slightly stronger then the standard cyclicity16, because of the
ordering among the functions f1, . . . , fn required in the denition of En0 .
Let us consider now the canonical commutation relations (1.3,4). We shall prove
Theorem 4 : The equal time canonical commutation relations
[(t, h1) , (t, h2)] = [(t, h1) , (t, h2)] = 0 , (4.35)
[(t, h1) , (t, h2)] = (h1 , h2) , (4.36)
hold on F0R,B for any h1, h2 2 S(R+).
Proof: In order to demonstrate Eq.(4.35), we observe that Eq.(4.14) implies
(t, h2)ea(t, f1)   ea(t, fn)Ω = nX
j=1
(h2 , fj)ea(t, f1)    bea(t, fj)   ea(t, fn)Ω ,
where f1  ...  fn. Therefore






(h2 , fj)(h1 , fk)ea(t, f1)    bea(t, fj)    bea(t, fk)   ea(t, fn)Ω , (4.37)
which, being symmetric under the exchange of h1 with h2, implies the vanishing of
[(t, h1) , (t, h2)] on Dn0 . Then one extends by continuity to HnR,B and by linearity to
F0R,B. The validity of [(t, h1) , (t, h2)] = 0 follows by Hermitian conjugation.
We turn now to Eq.(4.36). Let f1  ...  fn and h1, h2 2 S(R+). Assume that
fk  h2  fk+1 . (4.38)
Using Lemma 1, one gets
(t, h1)(t, h2)ea(t, f1)   ea(t, fn)Ω =
(t, h1)ea(t, f1)   ea(t, fk)(t, h2)ea(t, fk+1)   ea(t, fn)Ω =
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(t, h1)ea(t, f1)   ea(t, fk)ea(t, h2)ea(t, fk+1)   ea(t, fn)Ω =
= (h1, h2)ea(t, f1)   ea(t, fn)Ω+
nX
j=1
(h1 , fj)ea(t, f1)    bea(t, fj)   ea(t, fk)ea(t, h2)ea(t, fk+1)   ea(t, fn)Ω .
Analogously,
(t, h2)(t, h1)ea(t, f1)   ea(t, fn)Ω =
nX
j=1
(h1 , fj)ea(t, f1)    bea(t, fj)   ea(t, fk)ea(t, h2)ea(t, fk+1)   ea(t, fn)Ω .
Therefore
[(t, h1) , (t, h2)]ea(t, f1)   ea(t, fn)Ω = (h1, h2)ea(t, f1)   ea(t, fn)Ω . (4.39)
So, Eq.(4.36) holds on states of the type ea(t, f1)   ea(t, fn)Ω, which satisfy the condi-
tion (4.38). Observing that the couples fh2 ,ea(t, f1)   ea(t, fn)Ωg obeying (4.38) are
norm dense in L2(R+)⊗HnRB , Eq.(4.36) follows by continuity.
As a consequence of the commutation relations (4.35,36), one has the following
useful estimate.
Proposition 5: Let A be a nite set and let fα1 , ..., fαn 2 C10 for any α 2 A. Then the
norm of the operator X
α2A
(t, fα1 )(t, f
α
2 )   (t, fαn ) ,




(t, fα1 )(t, f
α
2 )   (t, fαn )k 
p
m(m− 1)    (m− n+ 1) k
X
α2A
fα1 ⊗  ⊗fαn k .
(4.40)





(t, hβ1 )   (t, hβm)Ω , hβ1      hβm .




(t, fα1 )   (t, fαn )ψk 
p
m(m− 1)    (m− n+ 1) k
X
α2A
fα1 ⊗    ⊗ fαn kkψk ,
(4.41)
implying Eq.(4.40) by continuity.
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V. TIME EVOLUTION
In order to investigate the time evolution in the NLS model on R+, we consider
the mapping
αt(a(k)) = e−ik
2ta(k) , αt(a(k)) = eik
2ta(k) , αt(b(k)) = b(k) , t 2 R . (5.1)
It is straightforward to verify that αt denes a 1-parameter group of automorphisms of
the boundary algebra BR. Using the relations (3.2-6,13,14), one can easily check that
this group is unitarily implemented in the Fock space FR,B by means of the operator








The Hamiltonian H acts on D according to
[Hϕ](n)(k1, ..., kn) = (k21 +   + k2n)ϕ(n)(k1, ..., kn) , (5.3)




t=0 = H , (5.4)
on D, the latter is a domain of essential self-adjointness for H.
The crucial point now is that the time evolution of the eld (t, f) is given by
(t, f) = U(t) (0, f)U(t)−1 . (5.5)
This fact follows directly from the time dependence encoded in Eqs.(4.1,2) and is quite
remarkable. It shows the power of both the quantum inverse scattering transform (4.2)
and the algebra BR, which combined together allow to write down the Hamiltonian of
an interacting eld theory as a simple quadratic expression in a and a. In this form
H depends only implicitly on the coupling constant g through the exchange factor R.
Notice also that the boundary generator b does not evolve in time.
A. The quantum equation of motion
A preliminary problem to be faced here is to give a precise meaning on the quantum
level of the cubic term j(t, x)j2(t, x) present in Eq.(1.1). For this purpose we will
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follow the standard approach, introducing the concept of a normal ordered : ... : product
involving  and . As usually assumed, in such a product all creation operators a
stand to the left of all annihilation operators a. In view of Eqs.(3.2,3), in our case one
must further specify the ordering of creators and annihilators themselves. We dene
: ... : to preserve the original order of the creators. The original order of two annihilators
is preserved if both belong to the same  or  and inverted otherwise. The quantum
version of Eq.(1.1) is then obtained by the substitution
j(t, x)j2(t, x) 7! :  : (t, x) . (5.6)
Concerning the relation between the above way of dening the normal product and the
alternative point-splitting procedure, we observe that
:  : (t, x) = lim
σ#0
(t, x+ 2σ)(t, x+ σ)(t, x) , (5.7)
holds in mean value on D. Following Ref. 6, Eq.(5.7) can be derived by using the
analyticity properties of the commutator between a(p) and (t, x). One can formulate
at this point
Theorem 5: The Nonlinear Schro¨dinger equation
(i∂t + ∂2x)hϕ , (t, x)ψi = 2g hϕ , :  : (t, x)ψi , (5.8)
is satised for any ϕ, ψ 2 D.
Proof: The rst step is analogous to the proof of Proposition 2 and consists in showing
that the matrix element hϕ , :  : (t, x)ψi is smooth in t and x for any ϕ, ψ 2 D.
The next step is to compare (i∂t +∂2x)hϕ ,(n)(t, x)ψi with the (n− 1)-th order term in
the expansion of hϕ , :  : (t, x)ψi in terms of g. A straightforward computation,
similar to that performed in Ref. 8 for the NLS model on R, shows that these terms
indeed coincide.
B. Boundary conditions
We shall demonstrate now
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Theorem 6. The following boundary conditions hold for any ϕ, ψ 2 D and t 2 R:
lim
x#0
(∂x − η) hϕ , (t, x)ψi = 0 , (5.9)
lim
x!1hϕ , (t, x)ψi = 0 . (5.10)
Let us rst prove
Lemma 3: Let ϕ, ψ 2 F0R,B. There exists a vector χ 2 H1R,B such that
hϕ , (t, f)ψi = hΩ , (t, f)χi . (5.11)
Proof: Without loss of generality one can take ϕ 2 HnR,B, ψ 2 Hn+1R,B . Suppose rst that





(t, fα2 )   (t, fαn )Ω , (5.12)
where A is a nite set and fα1  fα2      fαn for all α 2 A. Using the commutation
relations (4.35,36), one easily obtains
hϕ , (t, f)ψi =
X
α2A
hΩ , (t, f) (t, fαn )(t, fαn−1)   (t, fα1 )ψi . (5.13)
In order to solve (5.11), it is then sucient to dene
χ = (t, fαn )(t, f
α
n−1)   (t, fα1 )ψ , (5.14)
which belongs to H1R,B since ψ 2 Hn+1R,B . Take now a general ϕ 2 HnR,B . By cyclicity
(Theorem 3), there exists a sequence fϕkg  Dn0 converging to ϕ. By Proposition 5, the
corresponding vectors fχkg given by Eq.(5.14) form a Cauchy sequence, which converges
to a vector χ 2 H1R,B , satisfying (5.11) by continuity.
We can now prove Theorem 6.
Proof: Let ϕ, ψ 2 D0  F0R,B. From the lemma above there exists χ 2 H1R,B such that






2t χ(k) . (5.15)
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Since χ 2 L2, the matrix element hϕ , (t, x)ψi, which by Proposition 2 is smooth, is
also square integrable with respect to x. Therefore it vanishes at innity and Eq.(5.10)
is satised. Moreover, taking the derivative with respect to x, the B-symmetry (3.16)
of χ, immediately leads to Eq.(5.9).
C. Correlation Functions
From the general structure of our solution it follows that:
(i) the nonvanishing correlation functions involve equal number of  and ;
(ii) for computing the exact 2n-point function one does not need all terms in the ex-
pansion (2.3), but at most the (n− 1)-th order contribution.
One has for instance:
hΩ , (t1, x1)(t2, x2)Ωi = hΩ , (0)(t1, x1)(0)(t2, x2)Ωi , (5.16)
hΩ , (t1, x1)(t2, x2)(t3, x3)(t4, x4)Ωi =
hΩ , (0)(t1, x1)(0)(t2, x2)(0)(t3, x3)(0)(t4, x4)Ωi+
g2hΩ , (0)(t1, x1)(1)(t2, x2)(1)(t3, x3)(0)(t4, x4)Ωi . (5.17)
Since the vacuum expectation value of any number of fa(k), a(k), b(k)g is known
explicitly11, employing Eqs.(4.1,2,6,7) one can derive integral representations for the
NLS correlation functions on R+. For example,











which coincides with that of the non-relativistic free eld on the half line. In spite of
this fact, the four-point function (5.17) diers from the free one. We would like to recall
in this respect that according to Jost’s theorem (see e.g. Ref. 16), such a phenomenon
is forbidden in relativistic invariant models.
VI. SCATTERING THEORY
As it is well known, integrable quantum systems on the real line are characterized
by a factorized scattering matrix. This means that multiparticle scattering is described
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by an appropriate product of two-particle scattering matrices, which in turn are subject
to physical constraints like unitarity, crossing symmetry, etc.
Some years ago, Cherednik12 proposed a version of factorized scattering, adapted
to the half line case. The following physical picture emerges from his investigation. Let
jk1, ..., kniin be an in-state, representing n particles coming from x = +1 and thus
having negative momenta k1 < k2 < ... < kn < 0. These particles interact among
themselves before and after being reflected by the wall at x = 0, giving rise to an out-
state jp1, ..., pmiout composed of particles traveling towards x = +1 and thus having
positive momenta p1 > p2 > ... > pm > 0. The transition amplitude between these
states vanishes unless n = m and pi = −ki, i = 1, ..., n. Therefore, not only the total
momentum, but each momentum is separately reflected. According to Ref. 12, the
scattering amplitude is







R(pi, pj)R(pi,−pj) . (6.1)
The R-factors describe the interactions among the particles in the bulk, while the
B-factors take into account the reflection from the wall.
The main goal of this section is to prove that the NLS model on R+ perfectly
ts the scheme of Cherednik. In order to do that, we must develop rst the scattering
theory corresponding to the o-shell quantum eld (t, f). Our framework will be the
conventional Haag-Ruelle approach17, suitably adapted to the nonrelativistic case.
A rst relation between the quantum solution (4.6,7) and Cherednik’s scattering
amplitude (6.1) is obtained through the identication
jp1, ..., pniout = a(p1)...a(pn)Ω , p1 > ... > pn > 0 , (6.2)
jk1, ..., kniin = a(k1)...a(kn)Ω , k1 < ... < kn < 0 . (6.3)
We recall in fact that BR has been designed in such a way, that the amplitudes
ha(p1)...a(pm)Ω , a(k1)...a(kn)Ωi , (6.4)
precisely reproduce the right hand side of Eq.(6.1). What is still missing therefore is the
construction of suitable states, expressed in terms of (t, h) and Ω, which approach
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the out-states (6.2) for t ! 1 and the in-states (6.3) for t ! −1. We are now going
to ll this gap.
Proposition 5 shows that (t, f), restricted on HnR,B is a bounded operator of
norm
k(t, f)k  pn+ 1 kfk , (6.5)
which in turn implies that it can be extended to any f 2 L2(R+). From the estimates
(3.21) we know that also a(h) is bounded on HnR,B , where
ka(h)k  pn+ 1 khk , 8h 2 L2(R) . (6.6)




dx1...dxn f(x1, ..., xn)ea(t, x1)   ea(t, xn)Ωk  pn! kfk , 8 f 2 L2(Rn) .
(6.7)
In order to develop the Haag-Ruelle formalism, we will need also the following







2th(k) , ht+(x)  θ(x)[ht(x) + ht(−x)] , eh(k)  h(−k) ,
(6.8)
where θ(x) is the Heaviside step function. Notice that
eht+(x) = θ(x)[eht(x) + eht(−x)] = θ(x)[ht(−x) + ht(x)] = ht+(x) . (6.9)
We are now in position to formulate
Theorem 7: (Asymptotic states) Let
h1  h2      hn , hj 2 S(R+) , j = 1, ..., n .








(t, ht2+)   (t, htn+)Ω = a(eh1)a(eh2)   a(ehn)Ω . (6.11)
For proving this statement, we need some preliminary results.
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+ − htk = 0 , lim
t!−1 kh
t
+ − ehtk = 0 . (6.12)
Proof: A direct computation gives:









k − p+ i , (6.13)








k − p− i . (6.14)





k  i = 0 . (6.15)








1+ ⊗    ⊗ htn+ − eht1 ⊗    ⊗ ehtnk = 0 . (6.17)
Lemma 5: Let h1, h2 2 S(R+) are such that h1  h2. Then, the functions
Ht(x1, x2) = ht1(x1)h
t
2(x2) θ(x2 − x1) , (6.18)




tk = 0 , lim
t!−1 k eHtk = 0 . (6.20)






























The integration in x1 and x2 gives
I(k1, p1, k2, p2) =
2piiδ(k1 − p1 + k2 − p2)













p2 − k2 + i . (6.23)
The support properties of the function h1 and h2 imply that the integrand vanishes
unless p1 > k2 > 0, which completes the argument because of Eq.(6.15). Analogous
considerations apply to eHt.
Corollary 2: Let
Gt(x1, x2) = ht+1(x1)h
t




tk = 0 . (6.25)
Proof: One has to combine Eqs.(6.9,16,17,20).
The statement of Corollary 2 has the following generalization to the case of
n  2 variables. Suppose that h1, ..., hn 2 S(R+) and h1  ...  hn. Let Pn be
the group of all permutations of the indices f1, 2, ..., ng. For any σ 2 Pn we dene the
function
Gtσ(x1, ..., xn)  ht1+(x1)   htn+(xn)θ(xσ1 , ..., xσn) , (6.26)
where




θ(xσi − xσj ) . (6.27)




σk = 0 . (6.28)
We are now ready to prove Theorem 7.
Proof: The case n = 1 is quite simple. Using the identities
(t, f)Ω = ea(t, f)Ω , a(h) = ea(t, ht) , (6.29)
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one nds
k(t, ht+)Ω− a(h)Ωk = kea(t, ht+)Ω− ea(t, ht)Ωk  kht+ − htk , (6.30)
which according to Lemma 5 tends to 0 in the limit t! +1. Let us consider now the
case n  2. Applying Eq.(4.34) and




θ(xσ1 , ..., xσn) , (6.31)
we get:




1+(x1)   htn+(xn)
X
σ2Pn
θ(xσ1 , ..., xσn)ea(t, xσ1)   ea(t, xσn)Ω =







σ(x1, ..., xn) [ea(t, xσ1)   ea(t, xσn)Ω− ea(t, x1)   ea(t, xn)Ω] .
(6.32)
The estimate (6.7) then leads to
k(t, ht1+)   (t, htn+)Ω− a(h1)   a(hn)Ωk =
k(t, ht1+)   (t, htn+)Ω− ea(t, ht1)   ea(t, htn)Ωk 












which implies the strong limit (6.10). Analogous considerations give
k(t, ht1+)   (t, htn+)Ω− a(eh1)   a(ehn)Ωk 
p






We proceed with the construction of the scattering operator S, following the general
strategy developed in Ref. 18. According to Theorem 7, the asymptotic spaces Fout
and F in are generated by nite linear combinations of the vectors (n  1)
Eout = fΩ, a(h1)   a(hn) Ω : h1      hn, hj 2 S(R+) g (6.35)
and
E in = fΩ, a(eh1)   a(ehn) Ω : h1      hn, hj 2 S(R+) g (6.36)
respectively. One can show11 moreover, that Fout and F in are separately dense FR,B.
This property of asymptotic completeness allows to demonstrate11 that the mapping
S : Eout ! E in, dened by
SΩ = Ω , (6.37)
S a(h1)a(h2)   a(hn)Ω = a(eh1)a(eh2)   a(ehn)Ω , (6.38)
extends to a unitary scattering operator on FR,B . We stress that S is nontrivial, in
spite of the fact that the quantum elds  and  realize a Fock representation of
the canonical commutation relations. This feature is not in contradiction with Haag’s
theorem16, because we are dealing with a nonrelativistic system, which does not satisfy
in particular relativistic local commutativity.
The construction of the scattering operator S completes the picture and concludes
our quantum eld theory description of the NLS model on R+.
VII. OUTLOOK AND CONCLUSIONS
We studied the nonlinear Schro¨dinger equation on the half line with mixed bound-
ary condition. After a brief discussion of some aspects of the corresponding classical
boundary value problem, we constructed the exact second quantized solution of the
system, establishing its basic properties. The explicit form of our solution shows that
the quantum inverse scattering transform works also on the half line, provided that the
Zamolodchikov-Faddeev algebra is replaced by the boundary algebra BR. This is one
of the main results of the present paper. It demonstrates that besides being an useful
tool in scattering theory11, the concept of boundary algebra is essential also for the
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construction of o-shell interacting elds in integrable systems on R+. We emphasize
in this respect, that our results have a straightforward generalization to all elements of
the NLS hierarchy (e.g. the complex modied Korteveg-de Vries equation) on the half
line. The case with internal SU(N) symmetry can also be treated analogously.
As for future extensions of the present work, it would be interesting to investigate
the range η < 0. The new phenomenon, which can be expected on general grounds, is
the presence of boundary bound states. Taking into account that one can describe by
BR also degrees of freedom residing on the boundary (see the appendix of Ref. 11), we
strongly believe that our framework extends to the case η < 0 as well.
30
REFERENCES
1 L. D. Faddeev and L. A. Takhtajan, Hamiltonian Methods in the Theory of Solitons
(Springer-Verlag, Berlin, 1987).
2 E. Sklyanin, J. Phys. A: Math. Gen. 21, 2375 (1988).
3 A. S. Fokas, Physica D 35, 167 (1989).
4 E. Sklyanin and L. D. Faddeev, Sov. Phys. Dokl. 23, 902 (1978); E. Sklyanin,
ibid. 24, 107 (1979).
5 H. B. Thacker and D. Wilkinson, Phys. Rev. D 19, 3660 (1979); D. B. Creamer,
H. B. Thacker and D. Wilkinson, ibid. 21, 1523 (1980).
6 H. B. Thacker, in Integrable Quantum Field Theories, edited by J. Hietarinta and
C. Montonen (Springer-Verlag, Berlin, 1982).
7 J. Honerkamp, P. Weber and A. Wiesler, Nucl. Phys. B 152, 266 (1979).
8 B. Davies, Journ. Phys. A: Math. Gen. 14, 2631 (1981); Inverse Problems 4, 47
(1988).
9 E. Gutkin, Phys. Rep. 167, 1 (1988).
10 A. B. Zamolodchikov and A. B. Zamolodchikov, Ann. Phys. 120, 253 (1979); L.
D. Faddeev, Sov. Scient. Rev. Sect. C 1, 107 (1980).
11 A. Liguori, M. Mintchev and L. Zhao, Commun. Math. Phys. 194, 569 (1998).
12 I. V. Cherednik, Theor. Math. Phys. 61, 977 (1984).
13 M. Gattobigio, A. Liguori and M. Mintchev, Phys. Lett. B 428, 143 (1998).
14 R. R. Rosales, Stud. Appl. Math. 59, 117 (1978).
15 A. Liguori and M. Mintchev, Commun. Math. Phys. 169, 635 (1995); Lett. Math.
Phys. 33, 283 (1995).
16 R. F. Streater and A. S. Wightman, PCT, Spin and Statistics, and All That
(Addison-Wesley, 1980).
17 M. Reed and B. Simon, Methods of Modern Mathematical Physics III: Scattering
Theory (Accademic Press, New York 1979).
18 A. Liguori, M. Mintchev and M. Rossi, J. Math. Phys. 38, 2888 (1997).
31
