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A FRAMEWORK FOR RANK IDENTITIES - WITH A VIEW TOWARDS
OPERATOR ALGEBRAS
SOUMYASHANT NAYAK
Abstract. For every square matrix A over a field K, we have the equality rank(A) +
rank(I −A) = rank(I)+ rank(A−A2). In this article, we start a program to systematically
characterize and generalize such rank identities with a view towards applications to operator
algebras. We initiate the study of so-called ranked rings (unital rings with a ‘rank-system’),
the main examples of interest being finite von Neumann algebras and Murray-von Neumann
algebras. In our framework, a field K may be viewed as a ranked ring with a Z+-valued
rank-system consisting of the usual rank functions on Mn(K) (for n ∈ N) and serves as the
motivating example. We show that a finite von Neumann algebra R with center C (and
the corresponding Murray-von Neumann algebra Raff) may be endowed with a C
+-valued
rank-system, considering C+ as a commutative monoid with respect to operator addition.
We give an algorithm to generate rank identities in ranked K-algebras via the polynomial
function calculus, and in ranked complex Banach algebras via the holomorphic function
calculus. As an illustrative application, using these abstract rank identities we show that
the sum of finitely many (not necessarily self-adjoint) idempotents E1, . . . , Em in a finite
von Neumann algebra is an idempotent if and only if they are mutually orthogonal, that
is, EiEj = δijEi for 1 ≤ i, j ≤ m. In contrast, this does not hold in general in the ring of
bounded operators on an infinite-dimensional complex Hilbert space.
Keywords: Center-valued rank, rank identities, ranked ring, Murray-von Neumann alge-
bras
MSC2010 subject classification: 13G05, 15A03, 46L10, 47L60
1. Introduction
In the development of the theory of operator algebras, the self-adjoint algebras (such as
C∗-algebras, von Neumann algebras) have played an instrumental role, with far-reaching
implications. Even for the study of a single operator of interest, the study of algebras of
operators (containing the operator) provides valuable insight. For instance, the natural set-
ting to discuss the spectral decomposition of a normal operator is the smallest von Neumann
algebra generated by the operator. In the simpler case of a linear transformation T acting on
a finite-dimensional complex vector space, a thorough understanding of T can be achieved
through the study of the algebra of polynomials in T . (Note that the adjoint operation, ∗,
does not play a role here). One may represent T in a Jordan canonical form in a suitably
chosen basis, which makes the fundamental behaviour of the linear transformation appar-
ent. Unfortunately, such a lucid description is unavailable in general for operators acting
on an infinite-dimensional Hilbert space owing to our meagre understanding of reducibility
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properties of arbitrary operators.1 For this reason, we deem results that hold for arbitrary
operators (without assumptions such as self-adjointness, normality, etc.) to be invaluable.
In this article, we explore some algebraic aspects of finite von Neumann algebras, with
copious motivation from the study of linear transformations on finite dimensional spaces.
Our discussion treats algebras of matrices over a field and finite von Neumann algebras on
an equal footing illuminating the relationship between the two subjects. Many of the results
we obtain are novel even in the finite dimensional case.
The rank of a linear transformation may be viewed as a measure of its non-degeneracy.
In a sense, the rank and nullity are the only invariants of a linear transformation under
any change of basis in the domain or the target vector space. Identities involving ranks of
various linear transformations carry information about the subtle relationship between the
‘degeneracy’ of these transformations. For a square matrix A with entries from a field K, we
have the equality
(1.1) rank(A) + rank(I − A) = rank(I) + rank(A− A2).
(Here I stands for the identity matrix with same dimensions as A). One easily concludes
from the sub-additivity of rank that
(1.2) rank(I) ≤ rank(A) + rank(I − A)
with equality if and only if A is an idempotent. In fact, we have the more general result.
Proposition 1.1 (Cochran’s Theorem). For a field K, let A1, . . . , Am be matrices in Mn(K)
such that
∑m
i=1Ai = I. If
∑m
i=1 rank(Ai) = n, then the Ai’s are mutually orthogonal
idempotents, that is, AiAj = δijAj for 1 ≤ i, j ≤ m.
Loosely, we may interpret the above result as describing a necessary and sufficient condition
(based on the ranks), for a form of independence of the matrices that form a ‘partition’ of
the identity matrix.
In this article, we transplant these ideas and some of their consequences to the setting
of finite von Neumann algebras and the corresponding ∗-algebras of affiliated operators
(Murray-von Neumann algebras). Although the center-valued dimension function makes it
possible to define a notion of rank of an operator in a finite von Neumann algebra and its
corresponding Murray-von Neumann algebra, a careful study seems to have been neglected
in the literature. Before we dive into the details, we outline the main goals of this article,
which are:
(i) To develop a framework to systematically study rank identities via an algebraic object
(which we call the F-monoid) associated with a unital ring, the rings of primary
interest being polynomial rings over fields, free associative algebras over fields, the
ring of entire functions on C, and their quotients with (two-sided) ideals generated
by relations of interest;
(ii) To explore properties of the center-valued rank on finite von Neumann algebras and
corresponding Murray-von Neumann algebras;
1A fundamental roadblock is a deep unsolved problem in operator theory commonly known as the invariant
subspace problem.
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(iii) To derive several useful abstract rank identities involving idempotents (with applica-
tions in the context of projections in a finite von Neumann algebra);
(iv) To apply the results so obtained to gain some insight into the structure of finite von
Neumann algebras and Murray-von Neumann algebras.
In the next section, we give a brief overview of the results in this article which strive towards
the above goals.
2. Overview of Results
The key notion introduced in this article is that of a ranked ring, which is a ring R
equipped with a compatible system of rank functions, ρ := {ρn}n∈N, on Mn(R) (for each
n ∈ N) that take values in a commutative monoid G. This is reminiscent of (but different
from) von Neumann’s rank rings (cf. [14, pg. 231]) which are equipped with a real-valued
rank function. The formal definition of a rank-system is given in §7.1. The main property of
our abstract system of rank functions is based on the invariance of the rank under change of
basis which is codified by invariance of ρ under left multiplication or right multiplication by
invertible elements in Mn(R). A field K may be viewed as a ranked ring with a Z
+-valued
rank-system (Z+ := N ∪ {0}) consisting of the usual rank functions on Mn(K) (for n ∈ N)
and serves as the motivating example.
A few words of explanation are in order regarding this level of generality. The techniques
that are used in the literature (cf. [12], [13]) to obtain rank identities use little beyond the
additive structure of Z+ and thus may be gainfully transferred to cases where the values
taken by the rank-system are in a commutative monoid. This generality comes in especially
handy after we exhibit a center-valued rank-system for finite von Neumann algebras (see
§8).
In Algorithm 7.2.1, we give an explicit algorithm for generating rank identities similar
to (1.1) involving polynomials in a single element in a ranked K-algebra. In particular,
these rank identities hold for all square matrices over K. The algorithm uses Theorem 7.6
and the fact that K[t] is a unique factorization domain. For K algebraically closed, the
list of rank identities obtained is exhaustive. In Theorem 7.6, we consider the equivalence
classes (denoted [·]) of associates in GCD domains which naturally form a lattice called the
divisibility lattice, with the join (∨) given by the LCM and the meet (∧) given by the GCD.
Theorem 7.6 Let R be a (G, rk)-ranked ring and K be a subfield of the center of R. For
non-zero polynomials p1, . . . , pn, q1, . . . , qn in K[t], if
(2.1) ∧1≤i1<···<ik≤n ([pi1 ] ∨ · · · ∨ [pik ]) = ∧1≤i1<···<ik≤n([qi1 ] ∨ · · · ∨ [qik ]), 1 ≤ k ≤ n,
then for x in R, we have
n∑
i=1
rk(pi(x)) =
n∑
i=1
rk(qi(x)).
Using the results discussed above, we resolve a question posed in [8, pg. 104]. Reflecting
on the Frobenius rank inequality,
rank(AB) + rank(BC) ≤ rank(B) + rank(ABC), for A,B,C ∈Mn(K),
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the authors of [8] wonder about a theory of rank inequalities - “... are they all consequences
of a finite set of inequalities?” As observed in (1.2), rank identities can give rise to rank
inequalities by removing some terms from one side of the equality. Algorithm 7.2.1 in this
article yields infinitely many fundamentally distinct rank identities in terms of polynomial
expressions involving a single matrix in Mn(K). Hence we conclude that the answer to the
above question is negative.
In a similar vein, we prove the theorem below characterizing rank identities in ranked
complex Banach algebras involving the holomorphic function calculus.
Theorem 7.12 Let R be a (G, rk)-ranked complex Banach algebra. For entire functions
f1, . . . , fn, g1, . . . , gn in O(C) if
(2.2) ∧1≤i1≤···≤ik≤n ([fi1 ] ∨ · · · ∨ [fik ]) = ∧1≤i1≤···≤ik≤n([gi1 ] ∨ · · · ∨ [gik ]), 1 ≤ k ≤ n,
then for x in R, we have
n∑
i=1
rk(fi(x)) =
n∑
i=1
rk(gi(x)).
In §5, with the goal of systematizing the study of abstract rank identities, we construct
a covariant functor F from the category of (unital) rings to the category of commutative
monoids. Although the F-monoid is defined for all rings, for the purpose of studying rank
identities, the rings of primary interest are formal algebras such as polynomial rings over a
field (K[t1, . . . , tn]), free associative algebras over a field (K〈t1, . . . , tn〉), etc. Each element
of the F-monoid captures a class of rank identities. The F-monoid of quotient rings of these
formal rings with (two-sided) ideals generated by relations of interest is also important as ev-
idenced by the discussion on rank identities involving idempotents (see §7.3) and subsequent
applications in the context of projections in finite von Neumann algebras in §8.2
In §6, we study the F-monoid of Be´zout domains. Keeping in mind that Be´zout domains
are GCD-domains, we completely characterize the F-monoid of Be´zout domains in terms
of multichains in the divisor partial order and the corresponding lattice structure. For the
Be´zout domains K[t], the polynomial ring in one variable over K, and O(C), the ring of
entire functions, we use this characterization to prove the previously mentioned key results,
Theorem 7.6, 7.12.
2.1. Applications to Operator Algebras. We briefly examine how the above discussion
relates to operator algebras. Let R be a finite von Neumann algebra acting on the Hilbert
space H with identity I and center C . Let Raff denote the Murray-von Neumann algebra
of closed densely-defined operators affiliated with R. Using the canonical C -valued trace
on R, we define the rank (denoted by r) of an operator in Raff as the trace of its range
projection, which is the C +-valued dimension of its range projection.3 In the context of R,
this definition may also be found in [4] by the name of tr-rank.
2In this context, the ring of interest is K〈t1, t2〉/(t1 − t
2
1, t2 − t
2
2) where (t1 − t
2
1, t2 − t
2
2) is the two-sided
ideal of K〈t1, t2〉 generated by the non-commutative polynomials t1 − t
2
1 and t2 − t
2
2.
3Note that the range projection of an operator in Raff is a projection in R.
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In [9], the author has obtained an abstract description of Murray-von Neumann algebras
independent of their representation and shown that Mn(Raff) ∼= Mn(R)aff as unital ordered
complex topological ∗-algebras (see [10, Theorem 4.14]). With this isomorphism at hand,
we prove in Theorem 8.6 that the rank functionals (scaled by n) on Mn(Raff) define a C
+-
valued rank-system for Raff, where C
+ is considered as a commutative monoid with respect
to operator addition. Thus the results proved for ranked C-algebras are applicable in this
setting. Furthermore, it is clear that the restriction of the rank-system to R not only makes
R a ranked C-algebra but also a ranked complex Banach algebra.
We prove several rank identities for idempotents in abstract ranked rings that are useful
in establishing the basic properties of the center-valued rank r. For projections E, F in R,
the identity,
r(E + F ) = r((I − F )E(I − F )) + r(F )
= r(E) + r((I −E)F (I − E)),
helps in establishing the subadditivity of rank, that is, r(A +ˆ B) ≤ r(A)+ r(B) for operators
A,B ∈ Raff, and naturally begets the necessary and sufficient conditions for equality (see
Theorem 8.12).
As an application, we show a generalized version of Proposition 1.1 in the setting of
Murray-von Neumann algebras and, a fortiori, in the setting of finite von Neumann algebras.
Theorem 9.1 Let A1, . . . , An be operators in Raff and E be an idempotent in Raff such that∑n
i=1Ai = E and
∑n
i=1 r(Ai) = r(E). Then the Ai’s are mutually orthogonal idempotents,
that is, AiAj = δijAi, 1 ≤ i, j ≤ n.
In Lemma 9.2, we show that the rank of an idempotent in R is equal to the trace of the
idempotent, using which we prove Theorem 9.3. Viewed in isolation, note that the statement
of Theorem 9.3 does not involve the rank r.
Theorem 9.3 For idempotents E1, E2, . . . , En in R, the operator E1+E2+ · · ·+En is an
idempotent if and only if the Ei’s are mutually orthogonal, that is, EiEj = δijEi, 1 ≤ i, j ≤
n.
The above result is not true in general for von Neumann algebras that are not finite. In
[1, Example 3.1], an example is shown of five idempotents acting on an infinite-dimensional
separable complex Hilbert space that are not mutually orthogonal but whose sum is equal
to 0, which is an idempotent. If we replace ‘idempotents’ with ‘projections’, which are
self-adjoint idempotents, the result is well-known to hold in all von Neumann algebras.
In [9, §5], as an application of rank identities in the context of Murray-von Neumann alge-
bras, the author has shown that for a pair of operators P,Q in Raff satisfying the Heisenberg
commutation relation, Q ·ˆ P −ˆ P ·ˆ Q = iI, the respective point spectrums of P and Q are
empty. The existence of such a pair of operators in Raff is, to date, an open question.
2.2. Organization of the article. In §3, we briefly review basic concepts and results from
multiset theory, ring theory and the theory of von Neumann algebras that are relevant to our
dicussion. In §4, we discuss basic concepts in lattice theory as preparation for our applications
in the context of the divisibility lattice of Be´zout domains. In §5, we define the functor F
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from the category of rings to the category of commutative monoids. In §6, we completely
characterize the F-monoids of Be´zout domains. In §7, we define and study the notion of
ranked rings and prove several abstract rank identities, many of which involve idempotents.
We also sow some seeds for further investigation in the context of free associative algebras
over fields. In §8, we prove that a finite von Neumann algebra and its corresponding Murray-
von Neumann algebra may be endowed with a center-valued rank-system and apply the
various rank identities obtained in §7 to study properties of the center-valued rank. In the
final section §9, we discuss some applications of the theory developed.
3. Preliminaries
In this section, we set up the basic notation to be used throughout the article and briefly
review the relevant concepts and results from multiset theory, ring theory and the theory of
von Neumann algebras.
Notation 3.1. We use the following notation.
N := set of natural numbers,
Z := set of integers,
R := set of real numbers,
C := set of complex numbers,
Z+ := N ∪ {0},
For n ∈ N, 〈n〉 := {1, 2, . . . , n}.
In the context of matrices over rings (operator algebras, respectively), we denote the
identity matrix (identity operator, respectively) by I. We sometimes use In to denote the
n× n identity matrix.
3.1. Multiset Theory. A multiset is a collection of objects in which elements may occur
more than once but finitely many times. In [3, §3], multisets are modeled by N-valued
functions on sets counting the multiplicity of each element. We use the language of multisets
because of the convenience it affords. For instance, by the fundamental theorem of algebra,
the zeroes of a polynomial of degree d over C form a multiset of cardinality d. The primes in
the prime factorization of a natural number (n = pα11 · · · p
αk
k ) form a multiset of cardinality
α1 + · · ·+ αk.
The underlying set of a multiset A is called the support of A and denoted by S (A). Let
A,B be multisets with multiplicity functions mA, mB.
(i) (Inclusion) A is a multisubset of B if S (A) ⊆ S (B) and mA(x) ≤ mB(x) for
x ∈ S (A).
(ii) (Intersection) The intersection of A and B is the multiset C such that S (C) =
S (A) ∩S (B) and mC(x) = min{mA(x), mB(x)} for x ∈ S (C).
(iii) (Union) The union of A and B is the multiset C such that S (C) = S (A)∪S (B) and
mC(x) = max{mA(x), mB(x)} for x ∈ S (C) where it is understood that mA(x) = 0
if x /∈ S (A) and mB(x) = 0 if x /∈ S (B).
(iv) (Sum) The sum of A and B is the multiset C such that S (C) = S (A)∪S (B) and
mC(x) = mA(x) + mB(x) for x ∈ S (C) where it is understood that mA(x) = 0 if
x /∈ S (A) and mB(x) = 0 if x /∈ S (B).
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The sum of multisets may be viewed as the multiset version of the notion of disjoint union
for sets.
3.2. Rings. We are interested in the category Rings (as opposed to Rngs) where we require
the existence of a multiplicative identity, often denoted by 1. Let R be a ring.
Definition 3.2. An element u of R is said to be left-invertible if there is an element v of
R such that vu = 1. Similarly if there is a v in R such that uv = 1, then u is said to be
right-invertible. An element of R which is both left-invertible and right-invertible is said to
be invertible.
An invertible element in a ring has a unique left-inverse and a unique right-inverse which
are identical. In summary, an invertible element has a unique inverse.
Lemma 3.3. If R is commutative, a matrix A in Mn(R) (n ∈ N) is invertible if and only
if det(A) is invertible in R.
Lemma 3.4. For x, y in R, we have
(i)
[
1 x
0 1
]−1
=
[
1 −x
0 1
]
,
[
1 0
x 1
]−1
=
[
1 0
−x 1
]
,
(ii)
[
x 1
1 0
]−1
=
[
0 1
1 −x
]
,
[
0 1
1 x
]−1
=
[
−x 1
1 0
]
,
(iii)
[
x −1
1 0
] [
1 y
x 0
] [
−y 1
1 0
]
=
[
xy 0
0 1
]
.
Proof. The results follow from straightforward matrix multiplication computations. 
In this article, our discussion involves various kinds of rings and we note their definitions
below for quick reference.
Definition 3.5. (i) An integral domain is a commutative ring in which the product of
two non-zero elements is non-zero.
(ii) A GCD domain is an integral domain in which any two elements have a greatest
common divisor. In other words, for x, y in a GCD domain R, there is a z in R such
that for w ∈ R if w | x, w | y, then w | z.
(iii) A Be´zout domain is an integral domain in which the sum of two principal ideals is a
principal ideal.
(iv) A unique factorization domain (UFD) is an integral domain in which every non-zero
element can be uniquely written as a product of irreducible elements upto order and
associates.
(v) A principal ideal domain (PID) is an integral domain in which every ideal is a principal
ideal.
We have the following class inclusions :
PIDs ⊂ Be´zout domains ⊂ GCD domains ⊂ integral domains ⊂ commutative rings.
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3.3. Operator Algebras. For the discussion on operator algebras below, we primarily fol-
low [6], [7], [10]. Let H be a complex Hilbert space and B(H ) denote the set of bounded
operators on H .
Definition 3.6. A self-adjoint idempotent in B(H ) is said to be a projection. There is a one-
to-one correspondence between the set of closed subspaces of H and the set of projections
in B(H ). For an operator A in B(H ), the set {Ax : x ∈ H } ⊆ H is called the range of
A. The projection onto the closure of the range of A is said to be the range projection of A
and denoted by R(A). The set {x : Ax = 0, x ∈ H } ⊆ H is called the null space of A. The
projection onto the null space is said to be the null projection of A and denoted by N(A].
A ∗-subalgebra of B(H ) containing the identity operator and closed in the weak-operator
topology is said to be a von Neumann algebra. The set of projections in a von Neumann
algebra has a natural order structure based on the cone of positive operators. With this
order structure, the set of projections is a complete lattice.
Lemma 3.7 (see [6, Proposition 2.5.14]). For projections E, F in B(H ), we have
(i) I −E ∧ F = (I −E) ∨ (I − F ),
(ii) I −E ∨ F = (I −E) ∧ (I − F ),
(iii) R(E + F ) = E ∨ F,
(iv) R(EF ) = E −
(
E ∧ (I − F )
)
.
We say that a von Neumann algebra R is finite if every isometry in R is a unitary, that
is, if V ∗V = I for V ∈ R, then V V ∗ = I. Finite von Neumann algebras are characterized
by the existence of a unique faithful and normal center-valued trace ([7, Theorem 8.2.8]),
which is often referred to as ‘the’ trace on R.
Let R be a finite von Neumann algebra. We denote the set of closed densely-defined
operators affiliated with R by Raff.
4 From [10], it naturally has the structure of a unital
ordered complex topological ∗-algebra and is called the Murray-von Neumann algebra asso-
ciated with R. We denote the addition in Raff by +ˆ , and the multiplication by ·ˆ . The
restriction of +ˆ , ·ˆ to R is the usual operator addition and operator multiplication in R.
On the algebraic side, Raff may be viewed as the Ore localization of R with respect to the
multiplicative subset of its non-zero-divisors.
Remark 3.8. Let R be a finite von Neumann algebra acting on the Hilbert space H . For
an operator A in Raff, the range projection R(A) and the null projection N(A) are both in
R. If A is self-adjoint, then A ·ˆ R(A) = R(A) ·ˆ A = A.
The Murray-von Neumann equivalence relation in the set of projections of a von Neumann
algebra which arises in the comparison theory of projections (see [7, Chapter 6]) is denoted
by ∼. In the lemma below, we note some results relating the range projection and null
projection of various operators in Raff which is useful for our discussion in §8.
Lemma 3.9 ([6, Proposition 2.5.13] , [7, Proposition 6.1.6]). Let R be a finite von Neumann
algebra. For operators A,B in Raff, we have
4A concise account of the theory of unbounded operators may be found in [5, §4]. For a more thorough
account, the interested reader may refer to §2.7, §5.6 in [6], or Chapter VIII in [11].
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(i) R(A) = I −N(A∗),
(ii) N(A) = I − R(A∗),
(iii) R(A ·ˆ A∗) = R(A) ∼ R(A∗) = R(A∗ ·ˆ A),
(iv) R(A ·ˆ B) = R(A ·ˆ R(B)),
(v) R(R(A)) = R(A).
Remark 3.10. For a self-adjoint element A in Raff, the range projection of A may be intrin-
sically defined as the smallest projection E in R such that E ·ˆ A = A. This definition is
based only on the order and algebraic structure of Raff and is compatible with the definition
in the context of its represented form. For an arbitrary operator A in Raff, the range pro-
jection of A may be defined as the range projection of A ·ˆ A∗. In §8, we discuss the notion
of center-valued rank on a finite von Neumann algebra and its corresponding Murray-von
Neumann algebra and we emphasize here that the results do not depend on any particular
representation of the von Neumann algebra.
4. Lattice Theoretic Considerations
In this section, we review the basic concepts of lattice theory that are necessary for our
discussion. For a detailed account, the reader may consult [2]. We derive some properties of
modular maps from a lattice to an abelian semigroup which serves to provide an economical
and insightful language to express our results in §6 in the context of the divisibility lattice
associated with a Be´zout domain.
4.1. Basic Concepts. A set A with a partial ordering ≤ is said to be a poset. If all elements
of A are comparable, then A is said to be a chain. A multiset with support contained in a
poset has an obvious partial order inherited from the poset and is called a multiposet. A
multiposet all of whose elements are comparable, that is, whose support is contained in a
chain, is said to be a multichain.
For a subset H ⊆ A, we say that a is an upper bound of H if h ≤ a for all h ∈ H . An
upper bound a of H is said to be the supremum of H (denoted supH) if for any upper
bound b of H , we have a ≤ b. Note that by the antisymmetry of ≤ there can at most be one
supremum of H .
A poset (L;≤) is said to be a lattice if sup{x, y}, inf{x, y} exist for all x, y in L. There
are two fundamental binary operations on a lattice L called the join, which is defined as
x ∨ y := sup{x, y}, and the meet, which is defined as x ∧ y := inf{x, y}, for x, y in L. The
join and the meet are commutative, associative and idempotent. For x, y in L, we say that
x covers y if y ≤ x and if y ≤ a ≤ x, then a = y or a = x.
Definition 4.1. For lattices L1,L2, a map Φ : L1 → L2 is said to be a lattice homomorphism
if Φ(x ∨ y) = Φ(x) ∨ Φ(y),Φ(x ∧ y) = Φ(x) ∧ Φ(y) for all x, y in L1.
A lattice L is said to be distributive if for all x, y, z ∈ L, we have
(i) x ∧ (y ∨ z) = (x ∨ y) ∧ (x ∨ z),
(ii) x ∨ (y ∧ z) = (x ∨ y) ∧ (x ∨ z).
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Definition 4.2. Let X := {x1, . . . , xn} be a finite multisubset of L. We define
X(k) := ∧1≤i1<···<ik≤n(xi1 ∨ · · · ∨ xik), for 1 ≤ k ≤ n.
Remark 4.3. For a multisubset X of cardinality n of a lattice L, we have X(1) ≤ X(2) ≤ · · · ≤
X(n). If X is a multichain, then X(k) is the k-th smallest element in X . It is straighforward
from the definitions that for a lattice homomorphism Φ : L →M, we have Φ(X)(k) = Φ(X(k))
for 1 ≤ k ≤ n.
4.2. Modular Maps. In this subsection, (L;∨,∧) is a lattice with join ∨ and meet ∧. Let
(S; +) be an abelian semigroup with the binary operation +.
Definition 4.4. A map φ : L → S is said to be modular if φ(x)+φ(y) = φ(x∧ y)+φ(x∨ y)
for all x, y in L.
A modular map from L to R is commonly known as a valuation on L in the lattice theory
literature ([2, pg. 74]). In Proposition 4.5 and Theorem 4.6, φ denotes a modular map from
L to S.
Proposition 4.5. Let x1 ≤ · · · ≤ xn be a multichain with support contained in L and y
be an element of L. Let y1 := y ∧ x1, yi := (y ∨ xi−1) ∧ xi for 2 ≤ i ≤ n, and yn+1 := y ∨ xn.
Then we have
(i) y1 ≤ y2 ≤ · · · ≤ yn+1,
(ii) φ(y) +
∑n
i=1 φ(xi) =
∑n+1
i=1 φ(yi).
Proof. With notation as in the statement of the theorem, we inductively prove the following
assertions for m ∈ 〈n〉,
P (m) : y1 ≤ · · · ≤ ym ≤ y ∨ xm, and φ(y) +
m∑
i=1
φ(xi) = φ(y ∨ xm) +
m∑
i=1
φ(yi).
Clearly yi ≤ xi for 1 ≤ i ≤ n. The statement P (1) follows from the modularity of φ after
observing that φ(y)+φ(x1) = φ(y∧x1)+φ(y∨x1) = φ(y∨x1)+φ(y1) and y1 ≤ x1 ≤ y∨x1.
Let us assume the truth of P (k) for some positive integer k ≤ n − 1. By the induction
hypothesis and the modularity of φ, we have
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φ(y) +
k+1∑
i=1
φ(xi) = φ(xk+1) + (φ(y) +
k∑
i=1
φ(xi)) = φ(xk+1) + (φ(y ∨ xk) +
k∑
i=1
φ(yi))
= (φ(xk+1) + φ(y ∨ xk)) +
k∑
i=1
φ(yi)
= φ(y ∨ xk ∨ xk+1) + φ((y ∨ xk) ∧ xk+1)) +
k∑
i=1
φ(yi)
= φ(y ∨ xk+1) + φ(yk+1) +
k∑
i=1
φ(yi)
= φ(y ∨ xk+1) +
k+1∑
i=1
φ(yi)
Further by the induction hypothesis, note that y1 ≤ · · · ≤ yk ≤ y∨xk. As yk ≤ xk ≤ xk+1,
clearly yk ≤ (y ∨ xk) ∧ xk+1 = yk+1 ≤ y ∨ xk ≤ y ∨ xk+1. Thus y1 ≤ · · · ≤ yk+1 ≤ y ∨ xk+1.
This finishes the proof of the assertion P (k+1) and by induction, we have that P (m) is true
for 1 ≤ m ≤ n. The assertion P (n) is precisely the statement of the theorem. 
Theorem 4.6. Let L be distributive. For n ∈ N and a multiset X := {x1, x2, . . . , xn} with
support contained in L, we have
∑n
i=1 φ(xi) =
∑n
i=1 φ(X(i)).
Proof. We proceed inductively. The base case of n = 1 is trivially true. For n ∈ N, let us
assume the truth of the assertion for any multisubset of cardinality n with support contained
in L. Consider a multisubset Y := {x1, x2, . . . , xn+1} with support contained in L and let
X := {x1, . . . , xn}. Recall that
X(k) = ∧1≤i1<···<ik≤n(xi1 ∨ · · · ∨ xik), 1 ≤ k ≤ n.
As L is distributive, for 2 ≤ k ≤ n, we have
xn+1 ∨ X(k−1) = ∧1≤i1<···<ik−1≤n(xn+1 ∨ xi1 ∨ · · · ∨ xik).
Thus for 2 ≤ k ≤ n, we have
(xn+1 ∨X(k−1)) ∧X(k) = ∧1≤i1<···<ik≤n+1(xi1 ∨ · · · ∨ xik) = Y(k).
It is straighforward to see that
xn+1 ∧X(1) = xn+1 ∧ (∧1≤i≤n xi) = Y(1),
xn+1 ∨X(n) = xn+1 ∨ (∨1≤i≤n xi) = Y(n+1).
By the induction hypothesis, note that
∑n
i=1 φ(xi) =
∑n
i=1 φ(X(i)). Using Proposition
4.5(ii) for the multichain X(1) ≤ · · · ≤ X(n) and xn+1, we see that
∑n+1
i=1 φ(xi) = φ(xn+1) +∑n
i=1 φ(xi) = φ(xn+1)+
∑n
i=1 φ(X(i)) =
∑n+1
i=1 φ(Y(i)). Thus by the principle of mathematical
induction, the assertion of the theorem is true for all n in N.

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4.3. Divisibility Lattice of GCD Domains. Let R be an integral domain. Consider the
following equivalence relation on R : for r, s in R, define r ∼ s if r = us for an invertible
element u in R (in other words, if R and s are associates). We denote the equivalence class
of R by [r]. The set of equivalence classes of ∼ is denoted by F1(R). There is a natural
partial order on F1(R) based on divisibility. For r1, r2 in R, we say that [r1] ≤ [r2] if r1 | r2.
Further, the multiplicative structure on R induces a monoidal structure on F1(R) defined
by [r1] · [r2] := [r1r2] with identity [1]. Note that (F
1(R); ·) is commutative.
Remark 4.7. For integral domains R, S, let Φ : R→ S be a ring homomorphism. As Φ takes
invertible elements in R to invertible elements in S, it induces an order preserving map from
(F1(R);≤) to (F1(S);≤).
Definition 4.8. A totally ordered multiset with support in (F1(R);≤) is said to be a divisor
multichain.
If R is a GCD domain, then for r1, r2 in R we may define [r1]∧ [r2] := [GCD(r1, r2)], [r1]∨
[r2] := [LCM(r1, r2)] which makes (F
1(R);∨,∧) a lattice. The assertions in the following
proposition are well-known (or straightforward) and we mention them without proof.
Proposition 4.9. Let R be a GCD domain. For x, y, z in F1(R), we have
(i) xy = (x ∧ y)(x ∨ y),
(ii) [1] ≤ x ≤ [0],
(iii) x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z),
(iv) x ∨ (y ∧ z) = (x ∨ y) ∧ (x ∨ z).
In other words, the identity map ι : (F1(R);∨,∧) → (F1(R); ·) is a modular map and
(F1(R);∨,∧) is a bounded, distributive lattice.
5. The Functor F
Before embarking on our study of ranked rings in §7, we first set up an algebraic framework
for the discussion. In this section, we define a functor F from the category of rings to the
category of commutative monoids. This not only serves to provide cleaner notation but
also helps us formulate an algorithmic approach towards generating rank identities. Each
element of the F-monoid may be thought of as encoding a class of rank identities. In §6, we
obtain a complete picture of the F-monoid of Be´zout domains. Of particular interest are the
F-monoids of the polynomial ring in one variable over a field and the ring of entire functions.
Let n ∈ N. For a ringR, we defineR〈n〉 := ⊕
n
i=1R. For a tupleX = (x1, x2, . . . , xn) ∈ R〈n〉,
the support of X (denoted supp(X)) is defined as {i ∈ 〈n〉 : xi 6= 0}. We use diag(X) to
denote the diagonal matrix in Mn(R) with the tuple of diagonal entries given by X . For
tuples X := (x1, . . . , xn), Y := (y1, . . . , yn) in R〈n〉, we define a relation X ∼n Y if there are
invertible matrices A,B ∈ GLn(R) such that diag(X) = A diag(Y )B. We show below that
∼n is an equivalence relation on R〈n〉.
(i) (Reflexivity) X ∼n X , as diag(X) = In diag(X) In for the identity matrix In in
GLn(R).
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(ii) (Symmetry) For tuples X, Y inR〈n〉, letX ∼n Y . For some elements A,B ∈ GLn(R),
we have diag(X) = A diag(Y )B. Thus diag(Y ) = A−1diag(X)B−1 which implies that
Y ∼n X .
(iii) (Transitivity) For tuplesX, Y, Z inR〈n〉, letX ∼n Y, Y ∼n Z. Thus for some matrices
A,B,C,D ∈ GLn(R), we have diag(X) = A diag(Y )B, diag(Y ) = C diag(Z)D. As
a result, diag(X) = (AC) diag(Z) (DB) which implies that X ∼n Z.
A bijection σ : 〈n〉 → 〈n〉 induces a ring automorphism on R〈n〉 that takes X :=
(x1, . . . , xn) in R〈n〉 to (xσ(1), . . . , xσ(n)) which by abuse of notation we again denote by
σ : R〈n〉 → R〈n〉.
Definition 5.1. On the set of finite tuples over R, we define a binary operation ⊙ :
⊔i∈NR〈i〉 × ⊔i∈NR〈i〉 → ⊔i∈NR〈i〉 which for tuples X ∈ R〈i〉, Y ∈ R〈j〉 gives the tuple X ⊙ Y
in R〈i+j〉 obtained via juxtaposition.
Proposition 5.2. Let X1, Y1 ∈ R〈ℓ〉, X2, Y2 ∈ R〈m〉, and X3 ∈ R〈n〉.
(i) For a bijection σ : 〈ℓ〉 → 〈ℓ〉, we have X1 ∼ℓ σ(X1) in R〈ℓ〉.
(ii) X1 ⊙X2 ∼ℓ+m X2 ⊙X1 in R〈ℓ+m〉.
(iii) X1 ⊙ (X2 ⊙X3) ∼ℓ+m+n (X1 ⊙X2)⊙X3 in R〈ℓ+m+n〉.
(iv) If X1 ∼m Y1 in R〈m〉, X2 ∼n Y2 in R〈n〉, then X1 ⊙X2 ∼m+n Y1 ⊙ Y2 in R〈m+n〉.
Proof. (i) The permutation matrix P inMℓ(R) corresponding to σ given by Pij = δiσ(j)1, 1 ≤
i, j ≤ ℓ, is invertible and the inverse is given by the permutation matrix for σ−1. As
diag(σ(X1)) = P diag(X1)P
−1, we conclude that X1 ∼ℓ σ(P1) in R〈ℓ〉.
(ii) Consider the bijection π : 〈ℓ+m〉 → 〈ℓ+m〉 defined by
π(i) =
{
i+m if i ≤ ℓ
i− ℓ if i > ℓ
As π(X1 ⊙ X2) = X2 ⊙ X1, using part (i) we conclude that X1 ⊙ X2 ∼ℓ+m π(X1 ⊙ X2) =
X2 ⊙X1.
(iii) This is straightforward from the definition of ⊙.
(iv) Consider invertible elements A1, B1 ∈ GLm(R), A2, B2 ∈ GLn(R) such that diag(X1) =
A1 diag(Y1)B1 and diag(X2) = A2 diag(Y2)B2. The matrices diag(A1, A2), diag(B1, B2) ∈
Mm+n(R) are invertible and we have diag(X1⊙X2) = diag(A
−1
1 , A
−1
2 ) diag(Y1⊙Y2)diag(B
−1
1 , B
−1
2 ).
Thus X1 ⊙X2 ∼m+n Y1 ⊙ Y2.

Definition 5.3. The equivalence class of a tuple X in R〈n〉 under the equivalence relation
∼n is denoted by [X ]. The set of equivalence classes ofR〈n〉 under ∼n is denoted by F
n(R) :=
{[X ] : X ∈ R〈n〉}.
Remark 5.4. When we write an equality of the form [X ] = [Y ], it is to be understood that for
some positive integer m, the tuples X, Y are in R〈m〉 and X ∼m Y . By proposition 5.2(iv),
the map ⊙ : ⊔i∈NR〈i〉×⊔i∈NR〈i〉 → ⊔i∈NR〈i〉 given by juxtaposition of tuples, induces a map
⊙ : ⊔i∈NL
i(R)×⊔i∈NL
i(R)→ ⊔i∈NL
i(R) given by [X ]⊙ [Y ] := [X ⊙ Y ]. Using Proposition
5.2(ii),(iii), we note that F′(R) := ⊔i∈NF
i(R) is an abelian semigroup under ⊙.
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For [X ], [Y ] in F′(R), we define a relation [X ] ∼ [Y ] if there exists integers m,n ≥ 0 such
that [X ] ⊙ [0] ⊙
m
· · · ⊙ [0] = [Y ] ⊙ [0] ⊙
n
· · · ⊙ [0]. It is immediate that ∼ is reflexive and
symmetric. If [X ] ∼ [Y ] and [Y ] ∼ [Z], we have for some integers m1, n1, m2, n2 ≥ 0 that
[X ] ⊙ [0] ⊙
m1
· · · ⊙ [0] = [Y ] ⊙ [0] ⊙
n1
· · · ⊙ [0] and [Z] ⊙ [0] ⊙
m2
· · · ⊙ [0] = [Y ] ⊙ [0] ⊙
n2
· · · ⊙ [0].
Without loss of generality, we may assume n1 ≤ n2 and thus [X ] ⊙ [0] ⊙
m1+n2−n1
· · · ⊙ [0] =
[Y ]⊙ [0]⊙
n2
· · ·⊙ [0] = [Z]⊙ [0]⊙
m2
· · ·⊙ [0]. Hence the relation ∼ is also transitive. In summary,
the relation ∼ is an equivalence relation on F′(R).
Remark 5.5. The equivalence class of [X ] in F′(R) under ∼ is denoted by [[X ]] and the set of
equivalence classes of F′(R) under ∼ is denoted by F(R) := {[[X ]] : [X ] ∈ F′(R)}. We reuse
notation and define a binary operation ⊙ : F(R) × F(R) → F(R) given by [[X ]] ⊙ [[Y ]] :=
[[X⊙Y ]] which is well-defined by Proposition 5.2(i), (iv). Note that [[X ]]⊙[[0]] = [[X⊙0]] = [[X ]].
Thus (F(R),⊙) possesses an identity [[0]] and by Proposition 5.2(ii),(iii), we have that F(R)
is a commutative monoid.
Proposition 5.6 (Functoriality of F). For rings R,S, let Φ : R → S be a ring homomor-
phism. By entrywise application of Φ on tuples, we obtain ring homomorphisms from R〈n〉
to S〈n〉 for all n ∈ N, which by abuse of notation, we again denote by Φ. Then the map
F(Φ) : F(R) → F(S) given by F(Φ)([[X ]]) = [[Φ(X)]] is well-defined and has the following
properties :
(i) F(Φ)([[0]]) = [[0]].
(ii) For [[X ]], [[Y ]] ∈ F(R), we have F(Φ)([[X ]]⊙ [[Y ]]) = F(Φ)([[X ]])⊙ F(Φ)([[Y ]]).
In other words, F(Φ) is a homomorphism between the commutative monoids F(R) and F(S).
Proof. For n ∈ N, note that Φ induces a ring homomorphism from Mn(R) to Mn(S) by
applying it entrywise. Thus it takes diagonal matrices, invertible matrices in Mn(R) to
diagonal matrices, invertible matrices inMn(S), respectively. As a consequence, for all i ∈ N,
the maps Fi(Φ) : Fi(R)→ Fi(S) given by Fi(Φ)([X ]) = [Φ(X)] are well-defined. As Φ(0) = 0,
we further conclude that the map F(Φ) : F(R) → F(S) given by F(Φ)([[X ]]) = [[Φ(X)]] is
well-defined.
(i) As Φ(0) = 0, clearly F(Φ)([[0]]) = [[0]].
(ii) For [[X ]], [[Y ]] ∈ F(R), we have F(Φ)([[X ]] ⊙ [[Y ]]) = F(Φ)([[X ⊙ Y ]]) = [[Φ(X ⊙ Y )]] =
[[Φ(X)⊙ Φ(Y )]] = [[Φ(X)]]⊙ [[Φ(Y )]] = F(Φ)([[X ]])⊙ F(Φ)([[Y ]]). 
Definition 5.7. We denote the category of (unital) rings by Rings and the category of
commutative monoids by CMon. The mapping from Rings to CMon which associates to
a ring R the commutative monoid F(R) is a covariant functor, and we refer to it as the
F-functor. Further F(R) is said to be the F-monoid of R.
6. The F-monoid of Be´zout domains
Throughout this section, R denotes a Be´zout domain. In this section, we study the
structure of F(R) for a Be´zout domain R. As a warmup exercise, we first determine the
F-monoid of fields. Let K be a field and n be a positive integer. For a set E ⊆ 〈n〉, denote
by 1E the tuple in K〈n〉 with 1’s at the indices in E and 0’s elsewhere. If E = ∅, then
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1E = (0,
n
· · ·, 0). For X in K〈n〉, as the non-zero entries in X are invertible in K, we have
[X ] = [1supp(X)]. Further, as multiplication by an invertible matrix preserves rank, for E, F ⊂
〈n〉, if [1E] = [1F ], then we have #(E) = #(F ). Conversely, if #(E) = #(F ), then by using
a suitable permutation matrix of appropriate size we see that [1E ] = [1F ]. Thus [X ] = [Y ]
if and only if #(supp(X)) = #(supp(Y )). Further as #(supp(X ⊙ 0)) = #(supp(X)), we
conclude that [[X ]] = [[Y ]] if and only if #(supp(X)) = #(supp(Y )). Note that the support
of 1E ⊙ 1F has cardinality #(E) + #(F ). The above discussion leads us to the following
theorem.
Theorem 6.1. The map π : F(F ) → Z+ given by π([[X ]]) = #(supp(X)) is well-defined
and is an isomorphism between (F(F ),⊙) and (Z+,+).
When R is a PID (such as K[t]), for X, Y ∈ R〈n〉, note that X ∼n Y if and only if
the Smith canonical forms of diag(X) and diag(Y ) are identical. We provide an alternate
derivation of the steps leading to the Smith normal form and cast the results in the language
of lattice theory. The advantage is that the results we obtain hold for all Be´zout domains
and thus also applicable to the ring of entire functions, O(C), which is not a PID.
Lemma 6.2. The natural injection of the lattice (F1(R);∨,∧) into the abelian semigroup
(⊔i∈NF
i(R);⊙) is a modular map. In other words, for x1, x2 in F
1(R), we have x1 ⊙ x2 =
(x1 ∧ x2)⊙ (x1 ∨ x2).
Proof. Let a, b in R be coprime and c be a non-zero element of R. As R is a Be´zout domain,
there are elements r, s in R be such that ra + sb = 1. Using Lemma 3.3, we note that the
matrices
[
r 1
sb −a
]
,
[
1 b
s −ra
]
are invertible as det
([ r 1
sb −a
])
= −1, det
([1 b
s −ra
])
=
−1. From the matrix computation below,[
r 1
sb −a
] [
ca 0
0 cb
] [
1 b
s −ra
]
=
[
c 0
0 cab
]
we conclude that [c] ⊙ [cab] = [ca] ⊙ [cb]. As r1, r2 in R may be written as r1 = ca, r2 = cb
for a, b, c in R such that a, b are coprime, and noting that [c] = [ca] ∧ [cb], [cab] = [ca] ∨ [cb],
we conclude that [r1]⊙ [r2] = ([r1] ∧ [r2])⊙ ([r1] ∨ [r2]).

Theorem 6.3. Let x1 ≤ · · · ≤ xn be a divisor multichain in F
1(R) and y be an element of
F1(R). Let y1 = y ∧ x1, yi = (y ∨ xi−1)∧ xi for 2 ≤ i ≤ n, and yn+1 = y ∨ xn. Then we have
(i) y1 ≤ y2 ≤ · · · ≤ yn+1,
(ii) y ⊙ (⊙ni=1xi) = ⊙
n+1
i=1 yi.
Proof. Follows from Lemma 6.2 and Proposition 4.5. 
Theorem 6.4. For n ∈ N and a multisubset X := {x1, x2, . . . , xn} with support contained
in F1(R), we have ⊙ni=1xi = ⊙
n
i=1X(i).
Proof. Follows from Lemma 6.2 and Theorem 4.6. 
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Proposition 6.5. For n ∈ N and divisor multichains x1 ≤ · · · ≤ xn, y1 ≤ · · · ≤ yn in F
1(R),
we have ⊙ni=1xi = ⊙
n
i=1yi if and only if xi = yi for 1 ≤ i ≤ n.
Proof. Let x1 = [r1], . . . , xn = [rn] and y1 = [s1], . . . , yn = [sn] for elements r1, . . . , rn,
s1, . . . , sn ∈ R. Let X := (r1, . . . , rn), Y := (s1, . . . , sn). Let dk(X) denote the k
th deter-
minant divisor of the diagonal matrix diag(X) (the greatest common divisor of the k × k
minors of diag(X)). Define dk(Y ) similarly. Note that di(X) = xi, di(Y ) = yi for 1 ≤ i ≤ n.
Since PXQ = Y for some invertible matrices P,Q ∈ GLn(R), for 1 ≤ i ≤ n we must have
di(Y )|di(X) and di(X)|di(Y ) and thus xi = yi. 
Corollary 6.6. For n ∈ N and multisubsets X := {x1, . . . , xn}, Y := {y1, . . . , yn} with their
respective supports contained in F1(R), we have ⊙ni=1xi = ⊙
n
i=1yi if and only if X(k) = Y(k)
for 1 ≤ k ≤ n.
Proof. Follows from Theorem 6.4 and Proposition 6.5. 
Corollary 6.7. For n ∈ N and x1, . . . , xn, y1, . . . , yn in F
1(R), we have
(i) if (⊙ni=1xi)⊙ [0] = (⊙
n
i=1yi)⊙ [0], then ⊙
n
i=1xi = ⊙
n
i=1yi.
(ii) if ⊙ni=1xi = ⊙
n
i=1yi, then the multiplicity of [0] in the multiset {xi : i ∈ 〈n〉} is equal
to the multiplicity of [0] in the multiset {yi : i ∈ 〈n〉}.
Proof. (i) By Theorem 6.4, we may assume without loss of generality that x1 ≤ · · · ≤ xn, y1 ≤
· · · ≤ yn. Considering the divisor multichains x1 ≤ · · · ≤ xn ≤ [0], y1 ≤ · · · ≤ yn ≤ [0] in
F1(R), using Proposition 6.5, we have that xi = yi, 1 ≤ i ≤ n. Thus ⊙
n
i=1xi = ⊙
n
i=1yi.
(ii) Using part (i) successively, without loss of generality, we may assume that [0] does not
belong to the multiset {xi : i ∈ 〈n〉} and thus X(n) 6= [0]. By Theorem 6.4 and Proposition
6.5, we have X(n) = Y(n). Hence Y(n) 6= [0] and we conclude that [0] does not belong to the
multiset {yi : i ∈ 〈n〉}. This finishes the proof. 
Remark 6.8. We summarize the results proved above, thus, giving a picture of the structure
of F(R). Let k ∈ N.
(i) By Theorem 6.4, note that every element of Fk(R) has a unique representation as
the ⊙-sum of elements of a divisor multichain in F1(R) of length k.
(ii) Theorem 6.3 not only provides an algorithm to find a divisor multichain representa-
tion for any element of Fk(R) but also gives a recipe to compute the ⊙-sum of two
divisor multichains in F′(R).
(iii) By Corollary 6.7, every non-[[0]] element of F(R) has a unique representation as
[[(⊙ni=1xi)]] for a divisor multichain x1 ≤ · · · ≤ xn in F
1(R) that does not contain [0].
The ⊙-sum of two elements of F(R) may be computed using Theorem 6.3 for the
associated divisor multichain representations.
Remark 6.9. For a Euclidean domain R, the lattice operations on F1(R) may be computed
using the Euclidean algorithm successively and this may be used to implement the algorithm
in Theorem 6.3 to obtain the ⊙-sum of two elements of F(R). For the ring of integers Z and
the univariate polynomial ring K[t] over a field K (= R,C), the Euclidean algorithm is quite
efficient in practice.
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Proposition 6.10. Let R be a Be´zout domain. For [[X ]] in F(R), let [[(⊙mi=1xi)]] be the
divisor multichain representation of [[X ]]. Then the map S : (F(R),⊙)→ (Z+,+) defined by
S([[0]]) = 0, S([[X ]]) := m,
and the map ∆ : (F(R),⊙)→ (F1(R), ·) defined by
∆([[0]]) := [1],∆([[X ]]) := x1x2 · · ·xm
are both surjective monoid homomorphisms.
Proof. Note that S([[X ]] ⊙ [[0]]) = S([[X ]]) = S([[X ]]) + S([[0]]). Similarly ∆([[X ]] ⊙ [[0]]) =
∆([[X ]]) = ∆([[X ]])∆([[0]]). So we need only consider the cases where neither [[X ]] nor [[Y ]] is
[[0]].
Let the divisor multichain representations for [[X ]], [[Y ]] in F(R) be [[(⊙mi=1xi)]], [[(⊙
n
j=1yj)]]
respectively. Consider the multisubsets χ := {x1, . . . , xm}, υ := {y1, . . . , yn} with their
respective supports in F1(R). Let ζ := χ ⊔ υ. Note that χ(m) 6= [0], υ(n) 6= [0]. As ζ(m+n) =
χ(m) ∨ υ(n) 6= [0], by Remark 6.8, the divisor multichain representation of [[X ]]⊙ [[Y ]] is given
by [[⊙m+ni=1 ζ(i)]]. Thus S([[X ]] ⊙ [[Y ]]) = m + n = S([[X ]]) + S([[Y ]]) which proves that S is a
monoid homomorphism. The surjectivity of S follows from the fact that S([[⊙ni=1[1]]]) = n
for all n ∈ N.
Next we turn our attention to ∆. By Proposition 4.9 and Theorem 4.6, we see that
∆([[X ]] ⊙ [[Y ]]) = ∆([[⊙m+ni=1 ζ(i)]]) =
∏m+n
i=1 ζ(i) = (
∏m
i=1 xi)(
∏n
j=1 yj) = ∆([[X ]])∆([[Y ]]) which
proves that ∆ is a monoid homomorphism. The surjectivity of ∆ follows from the fact that
∆([[r]]) = [r] for R in R.

Remark 6.11. Note that (F1(K[t]), ·) is not singly generated as a monoid. This is because
there is no non-trivial polynomial that divides every polynomial in K[t]. By Proposition
6.10, we conclude that (F(K[t]),⊙) is not singly generated as a monoid and hence F(K[t]) ≇
Z+ ∼= K0(K[t])+. This shows that the F functor is distinct from the K0 functor.
Definition 6.12. Let Q be a UFD and P be the set of elements of the lattice (F1(Q);∨,∧)
that cover the minimal element [1]. Note that p ∈ P if and only if there is an irreducible
element R in Q such that p = [r]. An element x of (F1(Q); ·) may be uniquely written as
the product of elements of P upto permutation. For p ∈ P, we define maps πp : F
1(Q) →
Z+ ∪ {∞} by πp(x) = sup{α ∈ Z+ : p
α ≤ x} for x 6= [0] and πp([0]) = ∞. In essence,
πp spits out the multiplicity of p in the factorization of x 6= [0]. Note that πp is a lattice
homomorphism.
Lemma 6.13. Let Q be a UFD and P be the set of elements of F1(Q) that cover the minimal
element [1]. For x, y in F1(Q), we have x = y if and only if πp(x) = πp(y) for all p in P.
Proof. This is a rephrasing of the fact that every element of the monoid (F1(Q); ·) has a
unique factorization into elements of P upto permutation. 
Theorem 6.14. Let Q be a UFD and P be the set of elements of F1(Q) that cover the
minimal element [1]. Let X := {x1, . . . , xn}, Y := {y1, . . . , yn} be finite multisubsets of equal
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cardinality with their respective supports contained in F1(Q). Then ⊙ni=1xi = ⊙
n
i=1yi if and
only if πp(X) = πp(Y ) for all p ∈ P.
Proof. By Theorem 6.4, we have ⊙ni=1xi = ⊙
n
i=1yi if and only if X(k) = Y(k) for all k ∈ 〈n〉. By
Lemma 6.13 and Remark 4.3, for 1 ≤ k ≤ n, we see that X(k) = Y(k) ⇔ πp(X(k)) = πp(Y(k))
for all p ∈ P ⇔ πp(X)(k) = πp(Y )(k) for all p ∈ P. As Z+ is totally ordered, any multisubset
with support contained in Z+ is a multichain and we conclude that πp(X)(k) = πp(Y )(k) for
all p ∈ P and all k ∈ 〈n〉 if and only if πp(X) = πp(Y ) for all p ∈ P. 
In §7, we use Theorem 6.14 to generate rank identities via Algorithm 7.2.1.
7. Ranked Rings and Rank Identities
This section may be considered as the heart of the article. In §7.1, we define the notion
of ranked rings (rings with a rank-system) and in §7.2, we exhibit abstract rank identities
involving polynomials in an element of a ranked K-algebra or holomorphic functions in an
element of a ranked complex Banach algebra. In §7.3, we obtain several rank identities
involving two idempotents in a ranked ring with an eye towards applications in §8 and §9 in
the context of operator algebras.
Throughout this section, we use R to denote a unital ring and (G,+) to denote a commu-
tative monoid. Appropriate subscripts are introduced when multiple rings or commutative
monoids are being discussed. The additive identities in both R and G are denoted by 0, and
the multiplicative identity in R by 1. Their usage is clear from the context.
7.1. Ranked Rings.
Definition 7.1. A G-valued rank-system or simply rank-system for R is a sequence of maps
ρ = (ρn)n∈N, ρn : Mn(R)→ G satisfying the following properties :
(a) For x ∈ Mk(R), y ∈Ml(R), ρk+l(diag(x, y)) = ρk(x) + ρl(y) ,
(b) For x, y ∈Mn(R) with y being invertible, we have ρn(xy) = ρn(yx) = ρn(x).
(c) For x ∈ Mn(R), ρn(x) = 0 if and only if x = 0,
When the domain is clear from context, we denote the maps ρn simply by ρ. With the
G-valued rank-system ρ, R is said to be (G, ρ)-ranked. It may be helpful for the reader to
mentally substitute any occurrence of ρ in this article with the word ‘rank’.
Remark 7.2. Let R be a (G, ρ)-ranked ring. For n ∈ N and elements a1, a2, . . . , an in R,
we have
∑n
i=1 ρ(ai) = 0 if and only if a1 = a2 = · · · = an = 0. This follows from property
7.1(a), 7.1(c) as
∑n
i=1 ρ(ai) = ρ(diag(a1, a2, . . . , an)).
Remark 7.3. Let {ρn}n∈N be a G-valued rank-system for R and m ∈ N. For n ∈ N, define
ψn := ρmn. Clearly ψ = {ψn}n∈N is a G-valued rank-system for Mm(R). As ψ ⊆ ρ, by abuse
of notation, we may say that Mm(R) is (G, ρ)-ranked. It is useful to note that the rank
identities we prove over R in this section also hold for matrices over R.
Consider a ring embedding Φ : S →֒ R. The maps from Mn(R) to Mn(S) induced
by entrywise application of Φ preserve invertibility and take diagonal matrices to diagonal
matrices. Thus ρ ◦ Φ := {ρn ◦ Φ}n∈N defines a G-valued rank-system for S. The injectivity
of Φ ensures that ρ ◦ Φ satisfies property 7.1(c).
A FRAMEWORK FOR RANK IDENTITIES 19
Example 7.4. (i) A field K has a Z+-valued rank-system with ρn(A) = rank(A) for
A ∈Mn(F ).
(ii) Let R be a finite von Neumann algebra with center C and Raff be its corresponding
Murray-von Neumann algebra. Let τn : Mn(R) → C (n ∈ N) denote the center-
valued trace on Mn(R). Let us consider C as a commutative monoid with respect to
operator addition. In §8, we show that R and Raff may be endowed with a C
+-valued
rank-system, given by ρn(A) = nτn(R(A)) for an operator A in Raff.
7.2. Rank Identities. Throughout this subsection, R denotes a (G, ρ)-ranked ring. When-
ever we state hypotheses on the structure of R, it is to be understood that these hypotheses
are in addition to the above umbrella hypothesis. As the assertions in the results involve the
rank-system ρ, it is unlikely to be a source of confusion. In the major theorems, we state all
the hypotheses for the sake of completion.
Proposition 7.5. For x1, . . . , xm, y1, . . . , yn in R, if ⊙
m
i=1[[xi]] = ⊙
n
i=1[[yi]] in F(R), then∑m
i=1 ρ(xi) =
∑n
i=1 ρ(yi).
Proof. This is straightforward from the definition of F(R) and the properties 7.1(a), (b), (c)
for ρ. 
Theorem 7.6. Let R be a (G, ρ)-ranked ring and K be a subfield of the center of R. For
non-zero polynomials p1, . . . , pn, q1, . . . , qn in K[t], if
(7.1) ∧1≤i1<···<ik≤n ([pi1 ] ∨ · · · ∨ [pik ]) = ∧1≤i1<···<ik≤n([qi1 ] ∨ · · · ∨ [qik ]), 1 ≤ k ≤ n,
then for x in R, we have
n∑
i=1
ρ(pi(x)) =
n∑
j=1
ρ(qj(x)).
Proof. Note that if (7.1) holds, then by Corollary 6.6, we have ⊙ni=1[[pi]] = ⊙
n
i=1[[qi]] in F(K[t]).
As K is in the center of R, the element x commutes with K. By the universal property of
the univariate polynomial ring over K, the evaluation map E : K[t] → R where E(t) = x,
defines a ring homomorphism sending p to p(x). By the functoriality of L (Proposition 5.6),
we have a monoid homomorphism F(E) : F(K[t]) → F(R) and as ⊙ni=1[[pi]] = ⊙
n
i=1[[qi]] in
F(K[t]), we conclude that ⊙ni=1[[E(pi)]] = ⊙
n
i=1[[E(qi)]] in F(R). By Proposition 7.5,
n∑
i=1
ρ(E(pi)) =
n∑
i=1
ρ(E(qi)).

Remark 7.7. Note that by Corollary 6.7(ii), for non-zero polynomials p1, . . . , pm, q1, . . . , qn
in K[t], if ⊙mi=1[[pi]] = ⊙
n
i=1[[qi]], then m = n.
Proposition 7.8 (partial converse to Theorem 7.6). Let K be an algebraically closed field
and p1, . . . , pm, q1, . . . , qn be non-zero polynomials in K[t] such that
m∑
i=1
rank(pi(A)) =
n∑
j=1
rank(qj(A)),
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for all square matrices A over K. Then m = n and
(7.2) ∧1≤i1<···<ik≤n ([pi1 ] ∨ · · · ∨ [pik ]) = ∧1≤i1<···<ik≤n([qi1 ] ∨ · · · ∨ [qik ]), 1 ≤ k ≤ n.
Proof. Using Theorem 7.6, without loss of generality, we may assume that [p1] ≤ [p2] ≤ · · · ≤
[pm] and [q1] ≤ [q2] ≤ · · · ≤ [qn]. We show that m = n and [pi] = [qi] for i = 1, 2, . . . , n.
Let, if possible, [p1] 6= [q1]. Without loss of generality, we may assume that there is an
irreducible polynomial r in K[t] such that rk|p1 and r
k ∤ q1. Let A be a square matrix over
K with minimal polynomial rk. Then rank(p1(A)) = 0 which implies that rank(pi(A)) = 0
for i = 2, . . . , m. On the other hand, rank(q1(A)) 6= 0 so that the rank identity (7.2) fails to
hold for A. This leads to a contradiction and hence [p1] = [q1]. The rest of the claim follows
from an easy induction argument. 
7.2.1. An Algorithm to Generate Rank Identities
. Let K be a field.
1. Start with distinct irreducible polynomials p1, . . . , pn in K[t].
2. Construct an m×n matrix Λ = (λij), (i, j) ∈ 〈m〉× 〈n〉 with entries from Z+. Define
qi :=
∏n
j=1 p
λij
j for 1 ≤ i ≤ m.
3. Shuffle the entries in each column of Λ to obtain an m× n matrix µ = (µij), (i, j) ∈
〈m〉 × 〈n〉 with entries from Z+. Define ri :=
∏n
j=1 p
µij
j for 1 ≤ i ≤ m.
We say that µ is an intra-column shuffle of Λ and vice versa. We say that the tuple of
polynomials (q1, . . . , qn) is associated with the matrix Λ, and (r1, . . . , rn) is associated with
µ (with respect to {p1, . . . , pn}). Note that K[t] is a PID and hence a UFD. By Theorem
6.14 and Theorem 7.6, for an element x of a ranked K-algebra, we have the following rank
identity :
(7.3)
m∑
i=1
ρ(qi(x)) =
m∑
i=1
ρ(ri(x)).
Example 7.9. Let F = R and consider irreducible polynomials p1 = t− 1, p2 = t+ 1, p3 =
t2 + 1 in R[t]. Let
Λ :=

0 0 01 1 1
2 1 1

 , µ :=

2 0 11 1 0
0 1 1

 .
Note that Λ, µ are intra-column shuffles of each other. The tuple (1, p1p2p3, p
2
1p2p3) is asso-
ciated with Λ, and the tuple (p21p3, p1p2, p2p3) is associated with µ. Thus by (7.3) for a real
square matrix A, we have
rank(I) + rank(A4 − I) + rank(A5 − A4 −A + I)
= rank(A4 − 2A3 + 2A2 − 2A+ I) + rank(A2 − I) + rank(A3 + A2 + A + I)
Corollary 7.10. Let the center of R have a nontrivial subfield. Then for x ∈ R, ρ(x) +
ρ(1− x) = ρ(1) + ρ(x− x2).
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Proof. A subfield K of the center of R contains 1,−1. Consider the irreducible polynomials
p1 = t, p2 = 1− t in K[t]. Note that
Λ :=
[
0 0
1 1
]
, µ :=
[
1 0
0 1
]
,
are intra-column shuffles of each other. As (1, p1p2) is associated with Λ, and (p1, p2) is
associated with µ, the conclusion follows from (7.3). 
Corollary 7.11. Let the center of R have a nontrivial subfield and let G be cancellative.
Then for x ∈ R, ρ(x) + ρ(1− x) = ρ(1) if and only if x is an idempotent.
Proof. From Corollary 7.10 and using the cancellation property ofG, we have ρ(x)+ρ(1−x) =
ρ(1) if and only if ρ(x− x2) = 0. Using property 7.1(c), we conclude that x− x2 = 0. 
Theorem 7.12. Let R be a (G, ρ)-ranked complex Banach algebra. For entire functions
f1, . . . , fn, g1, . . . , gn in O(C) if
(7.4) ∧1≤i1≤···≤ik≤n ([fi1 ] ∨ · · · ∨ [fik ]) = ∧1≤i1≤···≤ik≤n([gi1 ] ∨ · · · ∨ [gik ]), 1 ≤ k ≤ n,
then for x in R, we have
n∑
i=1
ρ(fi(x)) =
n∑
i=1
ρ(gi(x)).
Proof. The proof is almost identical to that of Theorem 7.6 with the polynomial function
calculus replaced by the holomorphic function calculus. If (7.4) holds, then by Corollary
6.6, we have ⊙ni=1[[fi]] = ⊙
n
i=1[[gi]] in F(O(C)). By the holomorphic function calculus for
complex Banach algebras, there is a ring homomorphism E : O(C) → R such that E(f) =
f(x) for f ∈ O(C). This induces a monoid homomorphism F(E) : F(O(C)) → F(R) and
as ⊙ni=1[[fi]] = ⊙
n
i=1[[gi]] in F(O(C)), we have ⊙
n
i=1[[E(fi)]] = ⊙
n
i=1[[E(gi)]] in F(O(C)). By
Proposition 7.5,
n∑
i=1
ρ(E(fi)) =
n∑
i=1
ρ(E(gi)).

Example 7.13. As cos2(θ)+ sin2(θ) = 1 for all θ ∈ C, the entire functions cos(z), sin(z) are
coprime in O(C). Let f1 = cos(z), f2 = sin(z) and g1 = 1, g2 = sin(2z) be elements of O(C).
We have
[f1] ∧ [f2] = [g1] ∧ [g2] = [1],
[f1] ∨ [f2] = [g1] ∨ [g2] = [sin(z) cos(z)].
Thus for T in a complex Banach algebra with a rank-system ρ, we have the following rank
identity :
ρ(cos(T )) + ρ(sin(T )) = ρ(1) + ρ(sin(2T )).
In particular, this identity holds in finite von Neumann algebras for the center-valued rank
which is defined in §8.
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7.3. Rank Identities for Idempotents. In this subsection, we prove several rank identities
involving idempotents in R with a view towards applications in §8. For some of these results,
we require additional hypotheses on G such as the cancellation property. In Theorem 7.22,
we require that 2 be invertible in R. As the structure of the proofs is quite similar, we
outline the basic strategy to streamline the process.
Step 1. We consider matrices A,B in Mn(R) and prove that they are invertible by
explicitly finding matrices A′, B′ in Mn(R) such that AA
′ = A′A = In = B
′B = BB′.
Step 2. For matrices X, Y in Mn(R), we show that AXB = Y .
Then we use property 7.1(b) for ρ to conclude that ρ(X) = ρ(Y ). Steps 1, 2 in the proofs
involve direct verification via matrix multiplication for the appropriate choices of A,B,A′, B′.
The process of discovery of these matrices in Mn(R) is not explicitly worked out for the sake
of brevity and hence their choice may sometimes look mysterious. It may help to recognize
that the key constitutive steps involve elementary row and column operations on X to arrive
at Y . These elementary operations are neatly packaged by combining the successive row
operations in A and the successive column operations in B.
Lemma 7.14. For elements x, y, e in R with e being idempotent, we have :
(i) ρ
([ xe 0
y(1− e) 0
])
= ρ(xe) + ρ(y(1− e)),
(ii) ρ
([ex (1− e)y
0 0
])
= ρ(ex) + ρ((1− e)y),
(iii) ρ
([e 0
x 0
])
= ρ(e) + ρ(x(1 − e)),
(iv) ρ
([e x
0 0
])
= ρ(e) + ρ((1− e)x),
Proof.
Step 1.
(for (i)-(iv) )
[
1 0
0 1
]
=
[
e 1− e
1 + e −e
]2
=
[
e 1 + e
1− e −e
]2
(for (iii),(iv) )
[
1 0
0 1
]
=
[
1 0
x 1
] [
1 0
−x 1
]
=
[
1 0
−x 1
] [
1 0
x 1
]
Step 2.
(for (i))
[
xe 0
y(1− e) 0
] [
e 1− e
1 + e −e
]
=
[
xe 0
0 y(1− e)
]
(for (ii))
[
e 1 + e
1− e −e
] [
ex (1− e)y
0 0
]
=
[
ex 0
0 (1− e)y
]
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(for (iii))
[
1 0
−x 1
] [
e 0
x 0
] [
e 1− e
1 + e −e
]
=
[
e 0
0 x(1 − e)
]
(for (iv))
[
e 1 + e
1− e −e
] [
e x
0 0
] [
1 −x
0 1
]
=
[
e 0
0 (1− e)x
]
Thus (i), (ii), (iii), (iv) follow from property 7.1(a) for ρ. 
Corollary 7.15. Let e, f be idempotents in R. Then we have :
(i) ρ(e) + ρ(f(1− e)) = ρ(f) + ρ(e(1− f))
(ii) ρ(e) + ρ((1− e)f) = ρ(f) + ρ((1− f)e)
Proof.
Step 1.
(for (i), (ii) )
[
1 0
0 1
]
=
[
0 1
1 0
]2
Step 2.
(for (i))
[
e f
0 0
] [
0 1
1 0
]
=
[
f e
0 0
]
(for (ii))
[
0 1
1 0
] [
e 0
f 0
]
=
[
f 0
e 0
]
Thus ρ
([e f
0 0
])
= ρ
([f e
0 0
])
, ρ
( [e 0
f 0
])
= ρ
( [f 0
e 0
])
. As a result, (i), (ii) follow
from Lemma 7.14(iii), (iv), respectively. 
Lemma 7.16. If G is cancellative, then for idempotents e, f in R, we have
(i) ρ(e− f) = ρ(e(1− f)) + ρ((1− e)f) = ρ(e(1− f)) + ρ(f(1− e))
(ii) ρ(e− f) + ρ(f) = ρ(e) + ρ(f(1− e)) + ρ((1− e)f)
Proof. (i) For X, Y in M4(R) as below,
X :=


e f 0 0
0 0 0 0
0 0 e 0
0 0 f 0

 , Y :=


−e 0 0 0
0 f 0 0
0 0 e− f 0
0 0 0 0

 ,
we first prove that [X ] = [Y ] in F1(M4(R)).
Step 1.
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

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 =


0 0 1 0
f 0 0 1
1− f 0 1 −1
0 1 0 0




−1 1 1 0
0 0 0 1
1 0 0 0
f 1− f −f 0


=


−1 1 1 0
0 0 0 1
1 0 0 0
f 1− f −f 0




0 0 1 0
f 0 0 1
1− f 0 1 −1
0 1 0 0

 .


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 =


1 0 1 0
0 1 −1 0
−e 0 1− e 0
0 0 0 1




1− e 0 −1 0
e 1 1 0
e 0 1 0
0 0 0 1


=


1− e 0 −1 0
e 1 1 0
e 0 1 0
0 0 0 1




1 0 1 0
0 1 −1 0
−e 0 1− e 0
0 0 0 1

 .
Step 2.

0 0 1 0
f 0 0 1
1− f 0 1 −1
0 1 0 0




e f 0 0
0 0 0 0
0 0 e 0
0 0 f 0




1 0 1 0
0 1 −1 0
−e 0 1− e 0
0 0 0 1

 =


−e 0 0 0
0 f 0 0
0 0 e− f 0
0 0 0 0

 .
Using property 7.1(a) for ρ and Corollary 7.15, we see that ρ(e) + ρ(f) + ρ(e − f) =
ρ
([e f
0 0
])
+ ρ
( [e 0
f 0
])
= ρ(e) + ρ((1− e)f) + ρ(f) + ρ(e(1− f)). Using the cancellation
property of G, we conclude that ρ(e− f) = ρ(e(1− f)) + ρ((1− e)f).
(ii) By Corollary 7.15(i) and part (i) of this lemma proved above, we have ρ(e− f) + ρ(f) =
ρ(f) + ρ(e(1− f)) + ρ((1− e)f) = ρ(e) + ρ(f(1− e)) + ρ((1− e)f). 
Corollary 7.17. If G is cancellative, then for idempotents e, f in R, we have ρ(e − f) +
ρ(f) = ρ(e) if and only if ef = fe = f ⇔ f = efe.
Proof. From Lemma 7.16(ii) and the cancellation property of G, we have ρ(e− f) + ρ(f) =
ρ(e) if and only ρ(f(1 − e)) + ρ((1 − e)f) = 0. By Remark 7.2, we conclude that ρ(f(1 −
e)) + ρ((1− e)f) = 0 if and only if f(1− e) = (1− e)f = 0⇔ f = fe = ef = efe. 
Corollary 7.18. For idempotents e, f in R, if ef = fe = 0, then ρ(e+ f) = ρ(e) + ρ(f).
Proof. If ef = fe = 0, then e + f is an idempotent and (e + f)f = f = f(e + f). Thus by
Corollary 7.17, ρ(e) + ρ(f) = ρ((e+ f)− f) + ρ(f) = ρ(e + f). 
Corollary 7.19. For idempotents e, f in R, we have ρ(1 − e− f) + ρ(e) + ρ(f) = ρ(ef) +
ρ(fe) + ρ(1).
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Proof. Using Lemma 7.16(ii) for the idempotents 1−e, f , we observe that ρ(1−e−f)+ρ(f) =
ρ(1 − e) + ρ(fe) + ρ(ef). By Corollary 7.11, we have ρ(e) + ρ(1 − e) = ρ(1) and hence
ρ(1− e− f) + ρ(e) + ρ(f) = ρ(ef) + ρ(fe) + ρ(1). 
Corollary 7.20. If G is cancellative, then for idempotents e, f in R, we have ρ(1− e−f)+
ρ(e) + ρ(f) = ρ(1) if and only if ef = fe = 0.
Proof. Using Corollary 7.19 and the cancellation property of G, we conclude that ρ(1− e−
f) + ρ(e) + ρ(f) = ρ(1) if and only if ρ(ef) + ρ(fe) = 0. By Remark 7.2, ρ(ef) + ρ(fe) = 0
if and only if ef = fe = 0. 
Proposition 7.21. For idempotents e, f in R, the following rank identity holds.
(7.5) ρ
([e f
f 0
])
= 2ρ(f) + ρ((1− f)e(1− f))
Proof. Let f2 =
[
f 0
0 0
]
, e2 =
[
e 0
f 0
]
, 02 =
[
0 0
0 0
]
. Note that f2 is an idempotent in M2(R)
and ρ(f2) = ρ(f). By Remark 7.3 and Lemma 7.14, we have ρ
([f2 e2
02 02
])
= ρ(f2) + ρ((1−
f2)e2) = ρ(f) + ρ
( [(1− f)e 0
f 0
] )
= ρ(f) + ρ(f) + ρ((1 − f)e(1− f)). 
Theorem 7.22. Let the central element 2 in R be invertible and let G be cancellative. Then
for idempotents e, f in R, we have ρ(e + f) = ρ((1 − f)e(1 − f)) + ρ(f) = ρ(e) + ρ((1 −
e)f(1− e)).
Proof. For X, Y in M3(R) as below,
X :=

e 0 00 f 0
0 0 −e− f

 , Y :=

e 0 00 e f
0 f 0

 ,
we first prove that [X ] = [Y ] in F1(M3(R)).
Step 1.
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
1 0 00 1 0
0 0 1

 = 2−1

1 0 01 2 2
f −(1 − f) f

 · 2−1

 2 0 0f f −2
−(1 + f) 1− f 2


= 2−1

 2 0 0f f −2
−(1 + f) 1− f 2

 · 2−1

1 0 01 2 2
f −(1 − f) f

 .

1 0 00 1 0
0 0 1

 =

1 + e e− 1 0e e− 2 1
e e− 2 0

 · 2−1

2− e 0 e− 1e 0 −(1 + e)
0 2 −2


= 2−1

2− e 0 e− 1e 0 −(1 + e)
0 2 −2

 ·

1 + e e− 1 0e e− 2 1
e e− 2 0

 .
Step 2.
2−1

1 0 01 2 2
f −(1 − f) f



e 0 00 f 0
0 0 −e− f



1 + e e− 1 0e e− 2 1
e e− 2 0

 =

e 0 00 e f
0 f 0

 .
Thus ρ(e) + ρ(f) + ρ(e + f) = ρ(e) + ρ
([e f
f 0
])
= ρ(e) + 2ρ(f) + ρ((1 − f)e(1 − f)).
Using the cancellation property of G, we observe that ρ(e+ f) = ρ((1− f)e(1− f)) + ρ(f).
By symmetry, we also have ρ(e + f) = ρ(e) + ρ((1− e)f(1− e)). 
Proposition 7.23. For idempotents e, f in R, we have [ef − fe]⊙ [1] = [e− f ]⊙ [1− e− f ]
in F2(R).
Proof. Note that (e−f)(e+f−1) = ef−fe.We prove that diag(ef−fe, 1), diag(e−f, e+f−1)
are both ∼1 equivalent to
[
1 e+ f − 1
e− f 0
]
in M2(R) and thus [ef − fe]⊙ [1] = [e− f ]⊙
[1− e− f ] in F2(R).
Step 1. Use Lemma 3.4 with the appropriate choices of x, y to identify the invertible ma-
trices for Step 2 below.
Step 2. [
0 1
1 1− 2e
] [
1 e+ f − 1
e− f 0
] [
1 0
1− 2f 1
]
=
[
e− f 0
0 1− e− f
]
[
e− f −1
1 0
] [
1 e + f − 1
e− f 0
] [
1− e− f 1
1 0
]
=
[
(e− f)(e+ f − 1) 0
0 1
]

Theorem 7.24. For idempotents e, f in R, we have the following rank identities :
(i) ρ(ef − fe) + ρ(1) = ρ(e− f) + ρ(1− e− f),
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(ii) ρ(ef + fe) + ρ(1) = ρ(e + f) + ρ(1− e− f).
Proof. (i) Follows from Proposition 7.23 and Theorem 7.5.
(ii) As ef + fe = (e+ f)2 − (e+ f), the result follows from Corollary 7.10. 
7.4. Rank Identities in Free Associative Algebras. In the discussion so far, we have
identified the importance of a natural language to develop a framework to study rank iden-
tities. To this end, in §6 we determined the F-monoid of Be´zout domains. For a field K,
let K〈t1, . . . , tn〉 denote the free associative algebra over K in the indeterminates t1, . . . , tn.
We consider the problem of determining the structure of the F-monoid of K〈t1, . . . , tn〉 to be
the natural next step in keeping with the spirit of the program. Although this is not accom-
plished in this article, we show some examples of rank identities in the discussion below to
serve as motivation for future work.
Proposition 7.25. In F2(K〈t1, t2〉), we have
(i) [1 + t1t2]⊙ [1] = [1 + t2t1]⊙ [1],
(ii) [t1(1 + t2t1)]⊙ [1] = [t1]⊙ [1 + t2t1]
Proof. By Lemma 3.4, for r ∈ K〈t1, t2〉 the following matrices[
r 1
1 0
]
,
[
1 r
0 1
]
,
[
1 0
r 1
]
,
[
0 1
1 r
]
are invertible in M2(K〈t1, t2〉). It is straightforward to check the two matrix computations
below.
(7.6)
[
1 + t2t1 0
0 1
]
=
[
t2 1
1 0
] [
1 t1
0 1
] [
1 + t1t2 0
0 1
] [
1 0
−t2 1
] [
−t1 1
1 0
]
,
(7.7)
[
t1(1 + t2t1) 0
0 1
]
=
[
t1 −1
1 0
] [
−t2 1
1 0
] [
1 + t2t1 0
0 t1
] [
1 1
1 0
] [
−(1 + t2t1) 1
1 0
]
.
(i) By (7.6), we conclude that [1 + t1t2]⊙ [1] = [1 + t2t1]⊙ [1] in F
2(K〈t1, t2〉).
(ii) By (7.7), we conclude that [t1(1 + t2t1)]⊙ [1] = [t1]⊙ [1 + t2t1] in F
2(K〈t1, t2〉). 
Theorem 7.26. Let R be a (G, ρ)-ranked ring and K be a subfield of the center of R. For
non-commutative polynomials p1, . . . , pk, q1, . . . , qℓ in K〈t1, . . . , tn〉, if ⊙
k
i=1[[pi]] = ⊙
ℓ
i=1[[qi]] in
F(K〈t1, . . . , tn〉) then for x1, . . . , xn in R, we have
k∑
i=1
ρ(pi(x1, . . . , xn)) =
ℓ∑
i=1
ρ(qi(x1, . . . , xn)).
Proof. Note that the elements x1, . . . , xn commute with K as K is in the center of R. The
proof is similar to that of Theorem 7.6 using the universal property of the free associative
algebra over K in n indeterminates. 
Corollary 7.27. Let R be a (G, ρ)-ranked ring and let G be cancellative. For x, y in R,
we have the following rank identities
(i) ρ(1 + xy) = ρ(1 + yx),
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(ii) ρ(x) + ρ(1 + yx) = ρ(x+ xyx) + ρ(1).
Proof. Follows from Proposition 7.25 and Theorem 7.26. 
The above corollary gives us a glimpse of rank identities involving any two elements of a
ranked K-algebra. In particular, for matrices A,B ∈Mn(K), we get the rank identities,
rank(In +BA) = rank(In + AB),(7.8)
= rank(A+ ABA)− rank(A) + n.(7.9)
8. The Center-Valued Rank
Throughout this section, R denotes a finite von Neumann algebra acting on a complex
Hilbert space H , and its center is denoted by C . We prove that R and its corresponding
Murray-von Neumann algebra Raff may be endowed with a C
+-valued rank-system, and
demonstrate the subadditivity of rank using rank identities from §7.
The canonical center-valued trace from R to C is denoted by τ : R → C . For n ∈ N,
the set of n × n matrices over R is denoted by Mn(R) (∼= R ⊗Mn(C)), which is a finite
von Neumann algebra acting on ⊕ni=1H . There is a natural isomorphism between the center
of Mn(R) and C . Let τn be the center-valued trace for Mn(R) taking values in C via
the isomorphism. For an operator A = (Aij)1≤i,j≤n in Mn(R), it is not hard to see that
τn(A) =
1
n
(τ(A11) + · · ·+ τ(Ann)). Note that τ1 ≡ τ .
Definition 8.1. The rank of an operator A in Raff is defined as r(A) := τ(R(A)).
In the proposition below, we prove some fundamentally useful properties of the C +-valued
rank, some of which may be found in [4].
Proposition 8.2. Let A,B,E, F be operators in Raff with E, F being projections. Then
we have the following:
(i) E ∼ F if and only if r(E) = r(F ).
(ii) E 4 F if and only if r(E) ≤ r(F ).
(iii) r(R(A)) = r(A).
(iv) if 0 ≤ A ≤ B, then r(A) ≤ r(B) with equality if and only if R(A) = R(B).
(v) r(A) = r(A∗) = r(A∗ ·ˆ A) = r(A ·ˆ A∗).
(vi) r(AB) ≤ min{r(A), r(B)}.
(vii) If B is invertible, r(A ·ˆ B) = r(B ·ˆ A) = r(A).
(viii) r(A) = 0⇔ A = 0.
Proof. (i) Note that E ∼ F if and only if τ(E) = τ(F ). For projections E, F in R, it is
straightforward to see that R(E) = E,R(F ) = F and thus r(E) = τ(E), r(F ) = τ(F ).
(ii) Follows from part (i) and the fact that E 4 F if and only if τ(E) ≤ τ(F ).
(iii) R(R(A)) = R(A).
(iv) If 0 ≤ A ≤ B, then N(B) ≤ N(A). Thus by Lemma 3.9 (i), R(A) = I − N(A) ≤
I −N(B) = R(B). The conclusion follows from part (i), (ii).
(v) Follows from part (i) of the proposition and Lemma 3.9 (iii).
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(vi) Note that since C is a commutative C∗-algebra, it makes sense to talk about the min-
imum of two self-adjoint operators in C . By Lemma 3.9 (iv), R(A ·ˆ B) = R(A ·ˆ R(B)) ≤
R(A). Thus r(AB) ≤ r(A). Similarly, using part (v), we conclude that r(A ·ˆ B) =
r(B∗ ·ˆ A∗) ≤ r(B∗) = r(B).
(vii) If B is invertible, note that R(B) = R(B∗) = I. Using Lemma 3.9(iv), we see
that r(A ·ˆ B) = r(A ·ˆ R(B)) = r(A). Similarly, using part (v), we arrive at r(B ·ˆ A) =
r(A∗ ·ˆ B∗) = r(A∗ ·ˆ R(B∗)) = r(A∗) = r(A).
(viii) Follows from the faithfulness of τ and the observation that R(A) = 0 if and only if
A = 0. 
Remark 8.3. Recall from [10, Theorem 4.14] that we have Mn(Raff) ∼= Mn(R)aff as unital
ordered complex topological ∗-algebras. For the purpose of algebraic computations, we im-
plicitly use the description Mn(Raff) as matrix algebras over Raff, whereas while defining the
rank it is more convenient to use the description Mn(R)aff, consisting of affiliated operators
corresponding to the finite von Neumann algebra Mn(R).
Definition 8.4. For n ∈ N, we define maps ρn : Mn(R)aff → C
+ by ρn(A) = nτn(R(A)) for
A in Mn(R)aff. Note that ρ1 ≡ r.
Corollary 8.5. For operators A,B in Mn(R)aff, the following holds.
(i) ρn(A) = ρn(A
∗) = ρn(A
∗ ·ˆ A) = ρn(A ·ˆ A
∗).
(ii) If B is invertible, ρn(A ·ˆ B) = ρn(B ·ˆ A) = ρn(A).
(iii) ρn(A) = 0⇔ A = 0.
Proof. As ρn is a scalar multiple of the rank on Mn(Raff), the assertions follow from Propo-
sition 8.2. 
Theorem 8.6. The Murray-von Neumann algebra Raff has a C
+-valued rank-system given
by {ρn}n∈N.
Proof. Note that Corollary 8.5 has the ingredients to verify property 7.1(b), 7.1(c) for the
rank-system {ρn}n∈N. We prove property 7.1(a) below. It is clear from their respective defini-
tions that for operators A ∈Mk(R), B ∈Mℓ(R), k, ℓ ∈ N we have (k+ ℓ)τk+ℓ(diag(A,B)) =
kτk(A) + ℓτℓ(B). Observe that R(diag(A,B)) = diag(R(A), R(B)) in Mk+ℓ(R)aff. Thus
ρk+ℓ(diag(A,B)) = ρk(A) + ρℓ(B). From Remark 8.3, we conclude that {ρn}n∈N provides
Raff with a C
+-valued rank-system. 
Remark 8.7. Since R is a subalgebra of Raff with the same identity, the restriction of the
rank functions, ρn, to Mn(R) (n ∈ N) begets a C
+-valued rank-system for R. With this
rank-system, we view R as a ranked C-algebra or a ranked complex Banach algebra.
For some of the results for ranked rings in §7 (see Lemma 7.16, Theorem 7.22, respectively),
there were additional hypotheses such as the commutative monoid G being cancellative,
and 2 being invertible in the ranked ring R, respectively. Since the Murray-von Neumann
algebra Raff is a C-algebra, C
+ is a cancellative commutative monoid with respect to operator
addition, and 2I is invertible in Raff, we observe that all the rank identities for idempotents in
§7 hold in the context of (Raff, {ρn}n∈N).We collect some of the pertinent ones in Proposition
8.8.
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Proposition 8.8. For idempotents E, F in Raff, we have
(i) r(E −ˆ F ) = r(E ·ˆ (I −ˆ F )) + r((I −ˆ E) ·ˆ F );
(ii) r(E −ˆ F ) + r(F ) = r(E) + r(F ·ˆ (I −ˆ E)) + r((I −ˆ E) ·ˆ F );
(iii) r(E ·ˆ F ) = r((I −ˆ F ) ·ˆ E ·ˆ (I −ˆ F )) + r(F ) = r(E) + r((I −ˆ E) ·ˆ F ·ˆ (I −ˆ E));
(iv) r(E ·ˆ F −ˆ F ·ˆ E) + I = r(E −ˆ F ) + r(I −ˆ E −ˆ F );
(v) r(E ·ˆ F +ˆ F ·ˆ E) + I = r(E +ˆ F ) + r(I −ˆ E −ˆ F ).
Corollary 8.9. For idempotents E, F in Raff, we have r(E −ˆ F )+ r(F ) = r(E) if and only
if E ·ˆ F = F ·ˆ E = F = E ·ˆ F ·ˆ E.
Proof. Using the rank equality in Proposition 8.8(ii), we observe that r(E −ˆ F )+r(F ) = r(E)
if and only if r((I −ˆ E) ·ˆ F ) = r(F ·ˆ (I −ˆ E)) = 0⇔ (I −ˆ E) ·ˆ F = F ·ˆ (I −ˆ E) = 0. 
Corollary 8.10. For projections E, F in R, we have r(E + F ) = r(E(I − F )) + r(F ).
Proof. By Proposition 8.2 (v), r(E(I−F )) = r((E(I−F ))∗E(I−F )) = r((I−F )E2(I−F )) =
r((I − F )E(I − F )). The conclusion follows using Proposition 8.8 (iii). 
Proposition 8.11. For an operator A in Raff, I ≤ r(A) + r(I −ˆ A) with equality if and
only if A = A ·ˆ A, that is, A is an idempotent.
Proof. By Corollary 7.10, we have r(A) + r(I −ˆ A) = r(I) + r(A −ˆ A ·ˆ A). Thus I ≤
r(A) + r(I −ˆ A) with equality if and only if r(A −ˆ A ·ˆ A) = 0 (equivalently, A = A ·ˆ A). 
Theorem 8.12 (sub-additivity of rank). For operators A,B in Raff, we have
(8.1) r(A +ˆ B) ≤ r(A) + r(B),
and equality holds if and only if R(A) ∧ R(B) = 0 and N(A) ∨N(B) = I.
Proof. Clearly R(A +ˆ B) ≤ R(A) ∨ R(B). Let E := R(A), F := R(B) be projections in R.
By Lemma 3.7(iii), note that E ∨ F = R(E + F ) and hence R(A +ˆ B) ≤ R(E + F ). From
Corollary 8.10 and Proposition 8.2 (vi), we have
r(A +ˆ B) ≤ r(E + F ) = r(E(I − F )) + r(F ) ≤ r(E) + r(F ) = r(A) + r(B).
Next we turn our attention to the case when equality holds. By Lemma 3.7(i) and Lemma
3.9(ii), note that N(A)∨N(B) = I if and only if R(A∗)∧R(B∗) = 0. If r(A +ˆ B) = r(A) +
r(B), then we have r(E) = r(E(I − F )). By Lemma 3.7(iv), note that r(E) = r(E −E ∧F )
and thus by Proposition 8.2(iv), we conclude that E ∧ F = R(A) ∧ R(B) = 0. Similarly,
as by Proposition 8.2, r(A∗ +ˆ B∗) = r(A +ˆ B) = r(A) + r(B) = r(A∗) + r(B∗), we have
R(A∗) ∧R(B∗) = 0.
For the converse, let us assume that R(A)∧R(B) = 0 and N(A)∨N(B) = I. As E∧F = 0,
by Lemma 3.7(iv), we have r(E(I − F )) = r(E) and hence r(E + F ) = r(E) + r(F ) =
r(A) + r(B). If x ∈ H is in the null space of A∗ + B∗, note that A∗x = −B∗x. As
R(A∗) ∧ R(B∗) = 0, we conclude that A∗x = B∗x = 0. Hence N(A∗ +ˆ B∗) ≤ N(A∗) ∧
N(B∗). It is straightforward from the definitions that N(A∗) ∧ N(B∗) ≤ N(A∗ +ˆ B∗).
Thus N(A∗ +ˆ B∗) = N(A∗)∧N(B∗) and using Lemma 3.9(i) and Lemma 3.7(iii), we arrive
at R(A +ˆ B) = R(A) ∨ R(B) = E ∨ F . Hence r(A +ˆ B) = r(E ∨ F ) = r(E + F ) =
r(A) + r(B). 
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9. Applications
In this section, we use rank identities involving to prove a generalized version of Cochran’s
theorem for Murray-von Neumann algebras. We also document an application to the prob-
lem of determining whether the Heisenberg commutation relation may be represented in a
Murray-von Neumann algebra. Throughout this section, as before, R denotes a finite von
Neumann algebra and Raff denotes the corresponding Murray-von Neumann algebra.
9.1. Generalized Cochran’s theorem.
Theorem 9.1 (Generalized Cochran’s Theorem). Let A1, . . . , An ∈ Raff and E be an
idempotent in Raff such that
∑n
i=1Ai = E. Then
∑n
i=1 r(Ai) = r(E) if and only if Ai’s are
mutually orthogonal idempotents, that is, Ai ·ˆ Aj = δijAi, for 1 ≤ i, j ≤ n.
Proof. Let A1, A2, . . . , An be mutually orthogonal idempotents in Raff so that E :=
∑n
i=1Ai
is an idempotent. It is easy to see that F :=
∑n
i=2Ai is an idempotent, and A1, F are
mutually orthogonal. Since F ·ˆ E = F ·ˆ (F +ˆ A1) = F = (F +ˆ A1) ·ˆ F = E ·ˆ F , from
Corollary 8.9, we conclude that r(A1) + r(F ) = r(E). Similarly r(A2) + r(
∑n
i=3Ai) = r(F ).
Proceeding inductively, we conclude that
∑n
i=1 r(Ai) = r(E).
Next we prove the converse inductively. Consider the first non-trivial base case of n = 2.
Let A1, A2 be operators in Raff such that E := A1 +ˆ A2 is an idempotent. Let r(A1)+r(A2) =
r(A1 +ˆ A2). With F := I −ˆ E, by Proposition 8.11, observe that r(A1) + r(A2) + r(F ) =
r(E) + r(F ) = I. From the sub-additivity of the rank, we see that I ≤ r(A1) + r(I −ˆ A1) ≤
r(A1) + r(A2) + r(F ) = I which implies r(A1) + r(I −ˆ A1) = I. Thus by Proposition 8.11,
A1 ·ˆ A1 = A1 and by a similar argument, A2 ·ˆ A2 = A2. As r(E −ˆ A1) + r(A1) = r(E), by
Corollary 8.9, we have E ·ˆ A1 = A1 ·ˆ E = A1 ⇒ A1 ·ˆ A1 +ˆ A2 ·ˆ A1 = A1 ·ˆ A1 +ˆ A1 ·ˆ A2 =
A1 ⇒ A1 ·ˆ A2 = A2 ·ˆ A1 = 0. We conclude that A1, A2 are mutually orthogonal idempotents.
For k ≥ 3, let us assume that the assertion is true for any collection of k − 1 operators
satisfying the given conditions. For A1, . . . , Ak in Raff, let E :=
∑k
i=1Ai be an idempotent
and r(E) =
∑k
i=1 r(Ai). Define A := A1 +ˆ · · · +ˆ Ak−1 and B := Ak. Note that A +ˆ B = E
and from the sub-additivity of the rank, r(E) ≤ r(A) + r(B) ≤
∑n
i=1 r(Ai) = r(E). Thus
r(A) + r(B) = r(E). From the base case of n = 2, we have A,B are idempotents and
A ·ˆ B = B ·ˆ A = 0. Further r(A) =
∑n−1
i=1 r(Ai). By the induction hypothesis, we have
Ai ·ˆ Aj = δijAi, 1 ≤ i, j ≤ n− 1. Note that we can choose B to be any of the Ai’s. Thus we
conclude that Ai ·ˆ Aj = δijAj , 1 ≤ i, j ≤ n. 
Lemma 9.2. For an idempotent E in R, we have r(E) = τ(E).
Proof. By the polar decomposition theorem for finite von Neumann algebras, there is a
unitary U and a positive operator H in R such that E = UH . As E is an idempotent,
we have UHUH = UH which implies that HUH = H . Note that for n ≥ 1, τ(UHn+1) =
τ(HUHn) = τ(Hn) and thus τ(UHp(H)) = τ(p(H)) for every polynomial p(t) over the
complex numbers divisible by t. As the continuous functions tr, 0 < r ≤ 1 on [0, 1] can be
uniformly approximated by polynomials divisible by t, we have τ(UH · Hr) = τ(Hr) for
0 < r ≤ 1. Taking the limit in the ultraweak topology as r → 0 and using the ultraweak
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continuity of τ , we see that τ(UHR(H)) = τ(R(H)) = r(H). Clearly R(H)H = H and by
taking adjoints, note that HR(H) = H . Thus τ(E) = τ(UH) = r(H) = r(UH) = r(E). 
Theorem 9.3. For idempotents E1, E2, . . . , En in R, the operator E1 + E2 + · · · + En is
idempotent if and only if the Ei’s are mutually orthogonal, that is, EiEj = δijEi, 1 ≤ i, j ≤ n.
Proof. Let E := E1+ · · ·+En be an idempotent. As τ(E) = τ(E1)+ · · ·+ τ(En), by Lemma
9.2 we have r(E) = r(E1) + · · · + r(En). By Theorem 9.1, we conclude that the Ei’s are
mutually orthogonal. For the converse, note that (E1 + · · ·+ En)
2 =
∑n
i=1
∑n
j=1EiEj . 
Remark 9.4. Since an idempotent E in Raff may be unbounded so that τ(E) may not be
well-defined, Lemma 9.2 is not valid in Raff. Although Theorem 9.3 may very well hold for
idempotents in Raff, the proof we have provided does not work in that context.
In Lemma 9.5, we show that Theorem 9.3 holds for n = 2 in any ring which does not
have characteristic 2; in particular, in Murray-von Neumann algebras. It is natural to
wonder whether the content of Theorem 9.3 is a purely algebraic fact and that perhaps the
introduction of the rank r is an artifice. That is not so as one may find five idempotent
operators acting on an infinite-dimensional complex Hilbert space that are not mutually
orthogonal and whose sum is 0, which is an idempotent (see [1, Example 3.1]).
Lemma 9.5. Let e1, e2 be idempotents in a ring not of characteristic 2, such that e1 + e2
is an idempotent. Then e1e2 = e2e1 = 0, that is, e1 and e2 are mutually orthogonal.
Proof. Note that e1+ e2 = (e1+ e2)
2 = e21+ e
2
2+ e1e2+ e2e1 = e1+ e2+ e1e2+ e2e1. We have
e1e2 = −e2e1 =⇒ e1e2(1− e1) = 0
=⇒ e1e2e1 = e1e2
=⇒ (e1e2)
2 = e1e2.
Thus e1e2 is an idempotent and by a symmetric argument −e1e2 = e2e1 is an idempotent.
Hence e1e2 = e2e1 = 0. 
9.2. The Heisenberg-von Neumann puzzle. In [9, Corollary 5.4], the rank identity in
Corollary 7.27, (i), has been used to prove Proposition 9.6 in the setting of II1 factors.
It is straightforward to extend the result to general finite von Neumann algebras via the
center-valued rank.
Proposition 9.6. Let P,Q be operators in Raff such that Q ·ˆ P −ˆ P ·ˆ Q = iI. Then for
all λ ∈ C, the operators P − λI and Q − λI are invertible in Raff, that is, the respective
point spectrums of P and Q are empty.
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