ABSTRACT Convolutional neural networks have been widely applied in many low level vision tasks. In this paper, we propose a video super-resolution (SR) method named enhanced video SR network with residual blocks (EVSR). The proposed EVSR fully exploits spatio-temporal information and can implicitly capture motion relations between consecutive frames. Therefore, unlike conventional methods to video SR, EVSR does not require an explicit motion compensation process. In addition, residual learning framework exhibits excellence in convergence rate and performance improvement. Based on this, residual blocks and long skip-connection with dimension adjustment layer are proposed to predict high-frequency details. Extensive experiments validate the superiority of our approach over state-of-the-art algorithms.
I. INTRODUCTION
With the popularity of High Definition display devices, the demands for high-resolution (HR) images and videos are becoming more and more urgent, and SR technology has emerged as the times require. SR is an image processing approach which recovers the HR image or video sequence from its low-resolution (LR) version. It can be used in conjunction with other image processing technologies, such as image coding/decoding [1] - [3] , image denoising [4] , [5] , medical image analysis [6] , [7] etc. SR techniques can be classified into two branches, single image SR and video SR. There are three types of single image SR: interpolation based [8] - [11] , reconstruction based [12] - [15] and learning based [16] - [25] . Interpolation based methods are simple, efficient and convenient for real-time applications. However, such methods are easy to introduce jagging, ringing and other artificial effects. Benefitting from a variety of priors, such as Multi-Scale Expected Patch Log Likelihood (EPLL) prior [14] , Adaptive-High-Dimensional Non-Local Total Variation (AHNLTV) prior [15] , steering kernel regression (SKR) prior and nonlocal means (NLM) prior [12] , the reconstruction based approaches can better suppress the artificial effect, however, their computational complexity are relatively high in most cases. Through sparse representation [16] , anchored neighbor regression [17] , [18] and deep learning [20] - [25] , learning based methods can quickly restore fine texture structures.
As one of the main research directions in SR, video SR is particularly essential. Many researchers and companies are now exploring efficient algorithms for accurate video SR, and have achieved a series of important progress.
For video SR, there are reconstruction based [26] - [30] , learning based [31] - [38] and combined algorithms [39] - [42] . Reconstruction based video SR algorithms generally use the redundant information obtained from adjacent frames to recover the high-frequency details. Their basic idea is to model the acquisition process of video and solve the inverse problems which are composed of denoising, deblurring and upsampling tasks. Reconstruction based video SR is usually converted to the optimization of the cost function with prior constraints. Based on image local characteristics, locally adaptive bilateral total variation and consistency of gradients have been proposed [26] . Ma et al. [28] presented a series of sparse penalties to guide HR image reconstruction. Some other investigators also super-resolve the HR videos with different observation models. For example, Bayesian framework [27] and weighted Gaussian observation model [29] are introduced to solve the video SR problem. Reconstruction based methods are usually robust to complex motion, unknown noise, unknown blur kernel. However, they are prone to smooth fine textures.
In recent years, some researchers have presented a new way -learning based algorithms to achieve video SR. These methods learn a mapping from HR and LR image pairs, and they can make up for many deficiencies of reconstruction based methods. Dictionary based [31] , [32] and CNN based [33] - [38] are two main categories of learning based methods. A novel dictionary training approach is proposed in [32] , where dictionaries are trained from consecutive frames rather than single images. LR patches with large MC errors are super-resolved by dictionary that is learned from the LR and HR key frames on-the-fly [31] . Among dictionary based and CNN based methods, CNN based methods play an active role in the field of video SR along with the development of computer and intelligent technology. They are more efficient and can restore texture structures better.
Some algorithms combine with the advantages of optical flow estimation and CNNs. Liao et al. [40] utilized deep CNN and draft-ensembles to solve the video SR problem. Kappeler et al. [41] presented a video SR network that exploits both spatial and temporal information. However, there is still room for performance improvement of these methods.
In this paper, we propose a CNN network via residual learning to recover HR output frames from multiple LR input frames. The Dimension Adjustment Layer and residual blocks are introduced to achieve better performance. The proposed network fully exploits spatio-temporal information and effectively learns non-liner mappings between LR and HR frames. The contributions of this work can be summarized in three aspects:
• Compared with most CNN based video SR technologies which utilize traditional motion compensation (MC) or individual MC module in network, the proposed algorithm with implicit MC can effectively and autonomously learn the complementary information between adjacent frames through the end-to-end network. Therefore, the running time can be reduced.
• We introduce a residual block with skip-connection, which learns high-frequency information gradually, into the proposed network. With the help of residual blocks, we are able to speed up the convergence of the proposed CNN network.
• We employ long skip-connection with Dimension Adjustment Layer (DAL) for better restoring highfrequency details. With the dimension adjusting of the input frame, it can achieve the summation of the input frame and residual image which are of different size and number. The rest of the paper is organized as follows. In Section II, we briefly discuss related works. Then our algorithm is explained detailedly in sections III. Section IV comprises our experimental results and analysis, and section V draws a conclusion.
II. RELATED WORK
In recent years, CNNs have been successfully applied to image segmentation [43] , [44] , recognition [45] , [46] , classification [47] , [48] etc, and have achieved satisfactory results. At the same time, CNN based SR approaches have also been developed and these methods learn the nonlinear mapping between the LR and HR images.
In single-image SR, CNN was first introduced by Dong et al. [20] . They proposed lightweight structure named super-resolution convolutional neural network (SRCNN) to obtain superior performance. Furthermore, to accelerate SRCNN, they employed deconvolution layer and construct an hourglass-shape CNN structure [21] . However, those simply structures make it difficult to learn the accurate mapping. Then, Kim et al. [22] proposed the residual learning to solve the training of very deep neural networks, and achieved remarkable results in single image SR. To better recover the texture details at large upscaling factors, Ledig et al. [23] presented a generative adversarial network (SRGAN). Although the visual effect of the reconstructed images is satisfactory, the objective measurements still need to be improved. Lai et al. [24] suggested that predicting high-frequency residuals in a coarse-to-fine manner can learn a more accurate model parameters.
During the last three years, CNNs have rapidly expanded in single image SR, however they have not been widely studied in the field of video SR.
For accurately estimating the motion, some algorithms combining traditional MC and CNNs are proposed. Liao et al. [40] applied SR draft ensemble and CNN to solve video SR problem. First, SR drafts containing sufficient information are obtained by different settings to deal with MC errors. Then a deep CNN is used to combine SR drafts. Kappeler et al. [41] proposed a CNN based video SR method derived from SRCNN [20] . The input frames are registered by adaptive MC method, which is introduced to reduce motion estimation errors, before entering the network. Although, the deep-draft ensemble [40] and adaptive MC [41] can reduce MC errors to some extent, they may also miss some useful inter-frame complementary information. Computational cost of [40] is also very expensive due to MCs. Li et al. [42] proposed a video SR method named motion compensation and residual net (MCResNet) which is also a reconstruction and CNN combined method. The large and complex motion problems are solved by plain MC and skipconnection. The efficient residual learning can better preserve low-frequency information of center frame. Nevertheless, separate motion estimation inevitably increases complexity.
If CNN can be used for motion compensation and subsequent super-resolution reconstruction, it is easier to achieve real-time video processing. Caballero et al. [35] presented an end-to-end video SR method, which combines sub-pixel convolutions and temporal fusion. Mapping LR images to HR images directly can avoid the negative influence of interpolation, and provides better vision effect. However, incorporating MC as a submodule also increases complexity. Niklaus et al. [37] proposed a video frame interpolation method which combines MC and pixel synthesis into a single process, and they employed 1D kernels to reduce the memory in [38] . These methods obtain improved video sequence of high temporal resolution.
Our proposed method EVSR is an end-to-end video SR method. Different from other approaches, the proposed network automatically learns the motion relations between frames, and it does not have an explicit MC module. Owing to the proposed residual blocks and long skip-connection, the hierarchical representation of our network is further enhanced. These contributions make our method perform well in objective and subjective quality assessments.
III. OUR VIDEO SR APPROACH A. OVERVIEW OF THE PROPOSED ALGORITHM
The architecture of the proposed video SR network is shown in Fig. 1 . Consecutive LR frames are fed into our network to obtain the super-resolved centering frame. Note that we use implicit MC rather than explicit MC to capture motion relations between consecutive frames. Residual blocks and the long skip-connection with DAL are exploited to improve the accuracy of mapping learning. The first layer extracts the features of consecutive LR frames. The second layer to the tenth layer nonlinearly map high-dimensional features onto another high-dimensional features, and obtain the mapping relations of these features. The deconvolution layer obtains reconstruction results by upsampling and aggregating the high-dimensional features.
In the following subsections, different motion compensation, residual block, DAL and model learning will be deeply discussed.
B. DIFFERENT MOTION COMPENSATION 1) EXPLICIT MOTION COMPENSATION
Motivated by [41] , we take advantage of Combined LocalGlobal optical flow with Total Variation (CLG-TV) [49] for motion compensation.
The model of CLG-TV is:
where M CLG−TV denotes the error to be minimized. d (u, v) is the residual between images, and u, v are the displacements. η, µ represent the tradeoff parameters. The model of diffusion tensor is D ( ∇I ) = e −α· ∇I β . This work combined local-global method and total variation to improve the accuracy and robustness of MC. CLG-TV has better performance in larger displacements, and flow propagation is markedly improved by using the approach of bilateral filter. Then, CLG-TV is embedded as an explicit MC for the proposed deep CNN network. The experimental results show that the joint framework can well reconstruct HR videos. However, explicit MC would bring extra time cost before reconstruction.
2) IMPLICIT MOTION COMPENSATION
After a large number of experiments, it is surprised to find that removing CLG-TV makes the quality of reconstruction frames much better in our deep CNN framework. As show in Fig. 1 , we do not design a MC module alone. The verification experiment results of two methods are shown in Table 1 . From Table 1 , we can clearly see that removing the CLG-TV leads to even higher Peak Signal to Noise Ratio (PSNR) and Structural Similarity Index (SSIM) values on the Videoset4 dataset [27] . The PSNR value of our method with implicit MC is 0.44, 0.45 and 0.27 dB higher for scale factor of 2, 3 and 4. Also, the implicit MC version performs better on SSIM.
The experiments indicate that the proposed deep CNN network can implicitly and accurately learn the motion relations between adjacent frames from large training database. Separating MC from CNN network, errors of warped frames may spread to the reconstruction process, and affect the final reconstruction results. Thus, it is not necessary to achieve MC explicitly. In addition, implicit MC can also reduce the time consumed by explicit MC during training and reconstruction stage. C. RESIDUAL BLOCK Fig. 2 shows the structure of the proposed residual block. References [22] , [23] , [50] have proved the effectiveness of residual operation in image processing. Our residual block contains three convolution layers and three activations, and the last activation is after the summation.
The block can be expressed as the following equation:
where x i is the input of the i-th residual block, W i = w i,q |1 ≤ q ≤ Q is sets of weights and biases connected with the i-th residual block, and Q is the number of convolution layer in a residual block (Q is 3 in our work). f represents the residual function as shown in Fig. 2 . p denotes the activation function, and the Rectified Linear Unit (ReLU) is commonly used. However, as reported in [51] that in the training phase, Parametric Rectified Linear Unit (PReLU) often achieves the smaller errors, thus we use the PReLU instead of ReLU in our framework. PReLU can be defined as:
where z is the input of function p, and a is the coefficient that can be learned by training. When a is a fixed nonzero smaller number, it is regarded as LeakyReLU. When a = 0, PReLU is equivalent to ReLU. For the convenience, we only give the analysis of Eqn. (2) when z is greater than 0, and other cases are similar:
If we cascade multiple residual blocks together, we will have:
From Eqn. (5), we can get the following information: (i) between any block i and I , the model is always in a form of residual. (ii) Eqn. (5) is the sum of all the previous residual functions. This is in contrast to the network without residual that a feature x I is a series of matrix-vector products.
Eqn. (5) also has nice backpropagation characteristics. The loss function is denoted as , we have:
As can be seen from Eqn. (6) and Eqn. (7), the gradient x i can be decomposed into two parts, only x I H x i propagates information through the convolution layers. The term of x I guarantees that the information can be propagated to the front block. H x i cannot always be -1, so it is improbable that x i is wiped out. In other words, even if the weights are arbitrarily small, the gradient of convolution layers will not vanish. Eqn. (5), (6) and (7) suggest that whether it is forward or backward, the features can be directly propagated from any block to another.
All of the above imply us that fitting the residual mapping is easier than the ground truth. And Residual blocks can also make computational complexity lower. 
D. DIMENSION ADJUSTMENT LAYER
To introduce the global residual strategy into the proposed framework, a long skip-connection with DAL is applied. The graphical illustration of DAL is shown in Fig. 3 , and DAL has a critical role in feature matching.
Broadly speaking, DAL can be used to solve the matching problems of different dimension features or images. Let the size and number of the input features are s 1 × s 1 , k 1 , and the output features are s 2 × s 2 , k 2 . Suppose s 1 = s 2 , k 1 = k 2 , the input and output features can be added directly. While, if they are not equal, they cannot be added directly and some kind of operation is needed to adjust their dimensions. Therefore, we apply a convolution layer as Dimension Adjustment Layer to adjust the dimension. The kernel size and number of this convolution layer are set to be (
Specifically, the proposed framework (shown in Fig. 1 ) exploits non zero-padding at the first layer, thus the size of input frame and residual images is inconsistent. Apart from this, the number of them is also different. So we apply DAL to adjust the dimension.
E. MODEL LEARNING
The mean square error (MSE) is used as the loss function in the training process. The loss function is represented as: ADAM [52] and backpropagation are used to minimize the loss function. In particular, the parameter θ can be updataed as:
where m and v are the moment vectors, t is the timestep, α is stepsize and ε is a constant. β 1 , β 2 ∈ [0, 1), and they represent exponential decay rates for the moment estimates. f t (θ) denotes MSE loss function. The main advantage of ADAM is that after bias correction, the learning rate of each iteration has a definite range, which makes the parameters more stable. Given a sufficient number of layers, the reconstruction performance will not be greatly improved, and the closer the frames are, the higher the similarity is, and more complementary information can be utilized. Thus, considering the computation cost of training and reconstruction, finally we choose the network of 11 layers which consists of 3 inputs and 2 residual blocks.
IV. EXPERIMENTS
We compare our EVSR with some state-of-the-art single image and video SR algorithms. Besides, we further investigate the effects of several important parts in the proposed framework.
A. IMPLEMENTATION DETAILS 1) DATASETS
In the training phase, we use publicly available video datasets Myanmar and India Bulidings [53] which are in MPEG4 format. The Myanmar and India Bulidings contains 59 scenes and 49 scenes, respectively. We extract 6 scenes from Myanmar for validation, and the rest of scenes for training. Following [41] , we downsample these videos (3840×2160) resulting in a 960 × 540 pixel resolution. For increasing the quantity of training dataset, each frame is rotated by a degree of 90, 180 and 270.
In the evaluation phase, the Videoset4 [27] which consists of 4 videos (walk, calendar, foliage and city) is applied to evaluate the performance of our method as in [41] . As a supplement, we also evaluate our method on other CIF videos (waterfall, tempete, crew, foreman) [54] that we collectively called Derfset4. We regard 34 frames as the inputs (from the 1st frame to the 34th frames), and output 30 frames (from the 3rd frame to the 32th frame) for each video to evaluate different SR methods. The resolution and number of reconstruction frames in the Videoset4 and Derfset4 are shown in Table 2 . The LR input frames are obtained by bicubic downsampling the HR frames.
2) CNN MODEL PARAMETERS
We implement our EVSR model with the Caffe platform [55] . Our network contains 11 layers, where the last layer is deconvolution layer. Except the last layer and DAL, each layer is followed by a PReLU. The first layer has three parallel layers, each of them has 64 kernels with size of 5 × 5, the second to the ninth layer have 64 kernels with size of 3 × 3, the tenth layer has 64 kernels with size of 1×1, the deconvolution layer has 1 kernel with size of 9 × 9, and the DAL has 64 kernels with size of 5×5. The structure of proposed network is shown in Fig. 1. 
3) TRAINING DETAILS
Training procedure is conducted on a PC with an Inter i7-4790 CPU 3.6GHz and a GTX 970 GPU. We only extract VOLUME 6, 2018 the luminance channel (Y) information of YCbCr color space to train, test and calculate PSNR/SSIM. The chrominance channel (Cb, Cr) are upsampled by bicubic interpolation. Moreover, we choose the input/output patches of size 14 2 /19 2 (×2), 13 2 /25 2 (×3), 10 2 /21 2 (×4).
For speeding up convergence, we exploit ADAM optimizer [52] by setting β 1 = 0.9, β 2 = 0.999, and ε = 10 −8 . The mini batch size is set to 128. We set the initialization learning rate as 10 −4 . Note that our nets for scale factor 2, 3 and 4 are trained respectively, and we use model of factor 2 as pretraining for factor 3, 4. We train one model over 84 epochs (about 15 hours).
B. COMPARISONS WITH STATE-OF-THE-ART METHODS
We compare our algorithm with single image and video SR algorithms. Single image SR: Bicubic interpolation, SRCNN [20] , FSRCNN [21] , VDSR [22] , LapSRN [24] . Video SR includes a software Video Enhancer [56] , VSRnet [41] , VESPCN [35] and MCResNet [42] . We retrain the comparative methods using the same training dataset as ours. The codes or pre-trained models of VESPCN and MCResNet are not available, so we list the values of PSNR and SSIM according to their papers.
In our experiment, PSNR and SSIM are used as objective measurements to measure the performance of different SR methods. For fair comparison, we exploit SR centering frames which eliminate 8 pixels on each border to compute PSNR and SSIM as in [41] . The comparison results are shown in Table 3 and Table 4 .
Our method is superior to most state-of-the-art SR algorithms. On Derfset4 dataset, the proposed method is 1.27, 1.13 and 0.99 dB higher than VSRnet with scale factors of 2, 3 and 4. At the same time, SSIM is also the best compared with other algorithms. On Videoset4 dataset, our EVSR is 0.29, 0.45 and 0.34 dB higher than the MCResNet on the scale factors of 2, 3 and 4 respectively. All of these objective assessment parameters demonstrate the effectiveness of our method. Compared with single image SR algorithms, EVSR effectively exploits complementary information between adjacent frames to reconstruct HR frames. Besides, the deconvolution layer used in EVSR can learn a set of upsampling kernels which are diverse and meaningful for the input feature maps, and avoid the detail loss of simple interpolation methods such as bicubic interpolation. Therefore, the proposed method achieves better performance. Figures 4, 5, 6 show the SR frames from different video sequences in Videoset4 for upscale factor 2, 3, and 4 respectively. From the visual effects of Fig. 4 , the building edge of (g), (h) and (i) remains well, and it indicates that Video Enhancer, VSRnet and the proposed method have good edgepreserving ability. Besides, compared with (h), (i) has clearer contour information, and it proves that the proposed EVSR can avoid the errors caused by the initialization of bicubic interpolation or inaccuracy MC. Similarly, our method shows the good performance on recovering snowflake in Fig. 5 and tyre in Fig. 6 . High-quality subjective visual effects show the effectiveness of the proposed method.
The EVSR takes about 26.49 seconds to process per frame (352×288) for scale factor of 2, 3 and 4 with CPU. It is mainly determined by the deconvolution layer. Although our method takes some time in reconstruction, it has a great advantage in saving memory, improving the convergence speed and avoiding the error of bicubic interpolation upsampling.
C. EFFECTIVENESS OF MULTI-FRAME INPUTS
To demonstrate the effectiveness of multi-frame inputs, we compare the performance of single-frame input and multiframe inputs with different architectures. The structure of single-frame input is shown in Fig. 7 . The settings of layer number, filter number per layer and filter size are the same as the proposed EVSR. To be fair, the training and testing dataset are also the same. The experimental results are shown in Table 5 . Our EVSR which has multiple inputs is 1.17 dB higher than single input. Therefore, the proposed method can effectively utilize the complementary information between adjacent frames to improve the performance of reconstruction.
D. THE EFFECTS OF DIFFERENT ARCHITECTURES
We compare our framework with other structures to prove the effectiveness of long skip-connection with DAL and residual blocks. DAL is designed to adjust the dimension for adaptively learning the residual features, and the residual blocks are designed to gradually learn image information. Structure (a) trains the mapping of the ground truth image rather than residual image. Structure (b) contains proposed residual blocks, and structure (c) contains long skipconnection with DAL. None of these structures use a dedicated MC section. More details of the structures are shown in Fig. 8 . The layer number, filter size and filter number of each layer are the same as our EVSR. As illustrated in Table 6 , structure (b) and (c) get higher SSIM than structure (a). It shows that the long skip-connection with DAL and residual blocks can improve the accuracy of nonlinear mapping. Compared with the simplified networks, EVSR has the highest PSNR and SSIM. Therefore, the combination of long skipconnection and residual blocks has a positive effect in the performance of video SR. Moreover, it also accelerates the speed of the convergence and reduces the time required for training.
V. CONCLUSION
In this paper, we propose a video SR method named EVSR. Our EVSR fully exploits spatio-temporal information and adaptively learns the motion relations between adjacent frames in training dataset. Residual blocks and long skip-connection with DAL are introduced for restoring high-frequency components. In addition, different network structures are compared, and the results confirm that the combination of long skip-connection with DAL and residual blocks improves the performance of video SR. Moreover, extensive experiments demonstrate the effectiveness of our approach over other state-of-the-art algorithms. The proposed method also can be applied to many other tasks, such as video denoising, video deblocking etc. We will optimize our network in these tasks and reduce the running time in the future. 
