The nonlinear transformation presented converts a mechanical or electrical system with positive and negative variables into a dynamically related chemical scheme that allows only nonnegative state variables. This transformation preserves the phase space qualitative features of the original system. The harmonic oscillator, Van der Pol, Lorenz, Rossler spiral chaos, forced negative stiffness Duffing, and a series RLC-circuit are transformed into mass action chemical schemes. For example, the harmonic oscillator is converted into the Lotka-Volterra model. Hence, the information from a variety of physical studies is applicable to chemical systems.
INTRODUCTION
Nonlinear dynamics has become increasingly important in chemical kinetics. A variety of examples are known to exhibit periodic and chaotic variations in the concentrations of reacting species. The literature exploring these subjects is extensive and growing. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] Compared with chemical kinetics, mechanical and electrical systems have an older connection with nonlinear dy-. 11-15 Th d' f h . namlcs.
e Iscovery 0 c aos 10 systems governed by deterministic differential equations is rooted in mechanics. 16 Oscillatory and chaotic behaviors, however, are not confined to mechanical and electrical origins. Rather, such behavior is associated with nonlinear phenomena and the corresponding mathematical models. [17] [18] [19] The differential equation models for chemical schemes have been separated traditionally from those for mechnical and electrical systems, here designated as "physical systems." This separation follows immediately from the possible values of the fundamental variables. Position and velocity in mechanics and voltage and current in electronics can be negative as well as positive. In chemistry, however, concentrations of molecular species can never be negative. In this report, we show that the two disciplinary families can be connected by a mathematical transformation that maps a physical system, operating with positive and negative values, into a dynamically related chemical system admitting only nonnegative concentrations. The considerable insight that has been obtained from physical systems then becomes available to chemical kinetics. While to our knowledge such a general capability has not been reported before, Hudson and Rossler 20 have presented a specific model with similar features.
This paper focuses on generating mass action chemical schemes by transforming physical systems modeled with polynomial differential equations having a finite number of singularities, i.e., steady states. The resulting chemical schemes will have, for all species Xi' the concentration Xi as an explicit factor in the dXildt equation. Such kinetic systems will be called "X factorable." They have the property that dxJdt equations have both consumption and produca) Present address: Information Industries, Inc., 8880 Ward Parkway, Kansas City, Missouri 64114. tion fluxes that are at least first-order in Xi' With such production fluxes, the schemes are autocatalytic in all species ·Xi · To use the transformation the chemical dynamicist might take advantage of qualitative similarities in the dynamic behaviors of physical and chemical cases. For example, if a phase portrait of a chemical reaction resembles that of a previously studied physical system, a chemical scheme may be derived which qualitatively reproduces those observations. Changes could then be made in that scheme to accommodate additional chemical information and hypothesis while retaining the overall dynamic form.
The discussion begins with the mathematical definition and properties of X-factorable systems. These results are used to define the nonlinear transformation that preserves the phase space features of the physical system in the resulting chemical scheme. The transformation is then illustrated using the equations for several well-known physical oscillators: the harmoriic, Van der Pol, 13,14 Lorenz, 2 I Rossler spiral chaos,22 forced negative stiffness Duffing,23 and a series RLC circuit. The essence of the transformation is seen most directly with Fig. 1 
dimension of this subspace be n, l<n<m. Then a trajectory is said to be R n confined iffor all times it remains within the same linear subspace in which it was initiated. For example, for the initial condition [1,2,0, ... ,O]T ER m a trajectory is R2 confined iffor all times it remains within the two-dimensionallinear subspace spanned by aiel + a 2 e 2 , where aiER. In addition, a trajectory is strictly R n confined if it is R n confined, and if each solution Xi (t)EX(t) remains positive, negative, or zero for all times.
Definition: A dynamic system is geometrically separable in Rm if every solution is strictly R n confined, 1 <n<m. Theorem: Every X-factorable system is geometrically separable.
Proof For any X-factorable system, a zero solution of Xi (t)EX(t) at time t * implies that Xi (t;t>t *) = 0, (i.e., Xi (t) = Xi (t)gi (XU» = 0 for all t>t *). Hence, t * may be taken as the initial time to, and X/O = 0 the initial condition.
Consequently, a nonzero solution of Xi (t) must be either positive or negative for all t>to.
Next, let l:~ I x/Oe i define the linear subspace in which a trajectory is initiated. For each X/O = 0, the dimension of space reduces by one. Now if n components in Xo are nonzero and m-n are zero, then the trajectory will be R n confined because m-n terms will be zero for all times. Furthermore, it will be strictly R n confined since each nonzero solution is either positive or negative for all t>to. This is true for all solutions.
_ Let pm = {XER m ; such that for each Xi EX, Xi> O} and pm = {XERm; such that for each xiEX, Xi >O} be, respectively, positive open and closed spaces, or "complexes," of Rm. Similarly, one can define negative or any other complex ofRm. Then, the above theorem implies that for any XoEpn , 1 <n<m, the solutions of X-factorable systems will remain in pn for all times. This is a useful property when modeling phenomena in which dynamics cannot exhibit a negative quantity. Such systems may be found in chemistry, particularly when the elements of G [X] are polynomials (mass action kinetics). Moreover, ~utocatalytic reaction schemes are often described by X-factorable systems.
1O These relationships are also applicable to ecology. Examples are the Lotka-Volterra model 13, 25. 14,26 and its generalizations.19.27-29 In the following sections, we consider systems in which F[X] is composed of polynomial-type functions with a finite number of singular solutions, i.e., steady states. Systems with an infinite number of such singularities are not discussed.
TRANSLATED X-FACTORABLE TRANSFORMATION
The proposed nonlinear transformation takes an arbitrary polynomial system into an X-factorable structure. Let an arbitrary polynomial system be defined as X=F [X] ( 1) with an assumption thatF [X] isnotX factorable. Thesingular solutions of ( 1) are defined by Now by applying the linear translation such that
and ( 1) will be translated into pm, as illustrated in Fig. 1 . The translated system (3) is qualitatively identical to Eq. (1). However, the new system is not geometrically separable, having solutions that are positive and negative for different times even when initiated in pm .
To make the translated system geometrically separable, and hence chemically realizable, one has to create an X-factorable structure. This is achieved by the following nonlinear transformation:
The singular solutions of Eq. (5) are given by
By comparing Eqs. (6) and (4) one observes that system (5) has the same singular solutions as Eq. (3) plus the solutions that contain_zero components, or are on the boundary of positive space pm -pm (note that the origin is always a solution). However, the singular solutions with zero components do not belong to pm by definition. Thus, the topology about a steady-state point in pm ofEq. (5) is identical to the topology ofEq. (3) at the same point as seen in Fig. 1 as long as the Jacobians ofEq. (5) evaluated at all pm singular solutions have eigenvalues that are sign-wise identical to the Jacobian eigenvalues of Eq. (3) evaluated at all Rm singularities.
The nonlinear transformation has an effect on dynamical behavior. Due to nonlinearity, a substantial compression of trajectories occurs close to the boundary of pm . This distortion is weak or negligible for trajectories far from the boundary. Hence, if the translation takes singular solutions of Eq. (1) sufficiently far from pm -pm, the behavior of Eq. (5) about the singular solutions in pm is dynamically equivalent to that of Eq. (1).
Harmonic oscillator example: Consider a harmonic oscillator with an angular frequency liJ,
By applying the translation X -Cwhere C = [c1'C 2 ] T, and such that C I ,C 2 > 0, one obtains
The frequency of solutions ofEq. (7b) is identical to that of
By making the translated system X factorable, we obtain a conservative Lotka-Volterra equation in p2:
The trajectories of system (7c) form distorted circular orbits close to the axes. Those in the immediate neighborhood of the singular point (steady state) are comparatively undistorted circular orbits similar to those of the harmonic oscillator. The frequencies of Lotka-Volterra periodic solutions decrease with amplitUde. By evaluating eigenvalues of the Jacobian at [c1,C2] T Ep2, one can show that the fundamental frequency lv, of the Lotka-Volterra periodic orbits close to
has o </v <lh~CIC2 which implies that the system slows down as orbits get closer to the x I and X 2 axes.
In conclusion, the X-factorable transformation maps the state or phase space ofEq. ( 1 ) into pm . The map exhibits distortion close to the boundary pm -pm but preserves the qualitative and phase space dynamic features of the original system far from the boundary. The speed along a trajectory of the transformed system decreases when the trajectory is near the pm boundary and increases when it is far from the boundary. The similarity in phase portraits of the original and transformed system is particularly striking for structurally stable dissipative systems. We shall illustrate in the following section how this technique can be applied to some well-known physical systems and how these can be transformed into chemical reaction schemes.
CONSTRUCTION OF CHEMICAL KINETIC SCHEMES FROM PHYSICAL SYSTEMS
Once a physical system is written in translated X-factorable form, the polynomials composing the right-hand side are expanded. For each individual term on the right-hand side, an irreversible reaction step is written along with an expression for the rate constant such that the step will generate a mass action flux formally equal to the particular term.
For example, to obtain a term + cxy2 appearing only in the equation for dx/ dt, write the step A + X + 2 Y ..... 2X + 2 Y with rate constant = c/ [A] , where A is in excess, i.e., [A] is constant. For a more detailed discussion of term translations, see Appendix A. As constructed, the scheme need not be minimal. Because the scheme yields mass action kinetic equations from the transformed original physical system, the behavior of the scheme will parallel the behavior of the original physical system.
For example, a chemical scheme for the harmonic oscillator written in translated X-factorable form [Eq. (7c), a Lotka-Volterra system] is shown below.
Steps (H1) and (H2) contribute terms liJxyand -liJC 2 X, respectively, to the x equation, while steps (H3) and (H4) provide, respectively, terms -liJxy and liJCIY to the y equation.
While reactions (H 1) and (H3) in S~heme I are second order in species X and Y, (HI) is trimolecular overall. Trimolecular steps can be replaced, if desired, by a sequence of bimolecular steps that exhibit the same kinetic behavior. 30 For example, step (HI) can be replaced by (Hla) and AI is converted to X at rate = liJXY, as in (HI).
Third-and higher-order reaction steps, which will occur in the scheme when the original physical system has at least second-degree terms, can be replaced by sequences ofbimolecular steps analogous to (H 1 a) and (H 1 b) Fast equilibria (V2a) and (V2b) assure that [W] = K 2a y
Step (V2c) 
to the y equation. Hence, A I is converted to Y at a rate = 2pCIXy2, as in (V2). Although, in principle, every higher-order reaction in this paper can be replaced by a kinetically equivalent set of bimolecular reactions, the replacements will not be shown in the schemes.
Phase portraits from numerical integration of the differential equations derived from scheme 2 and from the original system (8a) are illustrated in Fig. 2 . Note that the limit cycle from the scheme is in positive space, and the pattern is essentially the same as that of the original system. 
Z= CIC~+ bc 3 z-c.yz-c~z+xyz-b~.
The original Lorenz system (9a) has three singull\f points when r> 1: (0,0,0), (d,d,e) , and (-d, -d,e) ,
where e = r -1 and d = .,fiie.32 Therefore, C I and c 2 must exceed d and c 3 >0 for all singular points of (9a) to map into pl. A mass action scheme for the transformed Lorenz equation is shown in scheme 3. Figure 3(b) shows the attractor that emerges from numerical integration. 
Typical values for constants resulting in the spiral chaotic attractor are a:::::0.2, b:::::0.2, and c::::: 10. Note that in system (lOa), trajectories in the chaotic regime always explore negative as well as positive (x,y) subspace. The Rossler system transformed into translated X-factorable form is 
is an ordinary differential equation which models the dynamics of a laterally forced elastic beam. 23 In addition, it can be considered as an archetypical model for an externally forced particle experiencing a two-well potential energy. 34.3S The equation was shown theoretically, numerically, and experimentally to have chaotic solutions. 23.36 The explicit forcing functionj cos (O)t) in Eq. (11a) can be replaced by a harmonic oscillator in two additional variabies z and u, couplingzto the second equation in Eq. (1Ia). This yields the dynamically equivalent four-dimensional system for the forced Ouffing equation:
The expanded version of translated X-factorable form of Eq. (11b) is
where C I ,C2'C 3 , and C 4 are translation parameters. The coordinates of the three singular points of unforced equation ( 11 a The forcing term proportional to z in y is not strictly sinusoidal since the transformed (z,u) harmonic oscillator is a Lotka-Volterra system in (llc). However, for sufficiently large C 3 and c 4 , and initial (z,u) close to (C 3 'C 4 )' z(t) will be essentially sinusoidal about the singular solutions. Scheme 5 is the kinetic realization ofthe forced Ouffing system (llc) while Fig. 5 illustrates chaotic behavior ofthe scheme. Scheme 5. Transformed forced duffing equations with negative linear stiffness.
Rate constant
Forced series RLC circuit (forced damped harmonic oscillator): The differential equation for the classical forced RLC series electrical circuit is given by (l2a) where x is the current in units of amperes, /3 2 = (LC) -I, 8 = RlL, E(t) is the external forcing in volts, R represents resistance in ohms, L represents inductance in henrys, and C is the capacitance in farads. 37 After defining dx/ dt = /3y, Eq.
(12a) becomes the first-order system 
It also can be shown that 1 Y(j) 1 in Eq. (12c) is equivalent to max{x(t)}/max{z(t)},37 a fonn which is particularly convenient for computations in nonlinear systems. In Eq. (12c), 10 = /3 /21T and represents the natural resonant frequency.
As explained in the section on the forced Duffing oscillator, the external forcing function z( t) can be expressed by a hannonic oscillator in two variables z and u. This yields the dynamically equivalent four-dimensional system
The expanded fonn of transformed (12d) is
where as before, C»C2'C 3 , and C 4 are the translation parameters. Scheme 6 is the chemical realization ofEq. (12e).
To compare perfonnance of the RLC circuit with that of Scheme 6, we simulated a frequency response for both systems. Figure 6 (12e) is equivalent to max{x(t) -cl}/max{z(t) -c 3 }, where translations by C I and C 3 represent "dc bias." When plotted against the Lotka-V olterra frequency/., , one obtains Fig. 6(b) . The parameters used in (12e) are C j = 1, i = 1, ... ,4, and R, L, and C as defined for Fig. 6(a) . The initial conditions selected for simulations were Xo = Yo = Zo = U o = 0.95, so that the numerical integration was close to the singular point. The amplitude of[z(t) -1], the Lotka-Volterra forcing, is then::::: 0.05./2 while the external forcing frequency is/.,:::::};, = (J)/21T. Furthennore, since the equations in x and y describe a damped Lotka-Volterra system, the resonant frequency of the transfonned system is :::::10 as seen in Figs. 6(a) and 6(b). We note the similarity in frequency behavior of the electrical and chemical systems. The only discernible difference between the systems is the peak at 5 Hz in the chemical system. This difference is due to the nonlinearities in both the isolated system and the external forcing. These nonlinearities create subhannonics that can be enhanced by selecting initial conditions of z and U further from the singular solution ( 1,1). For example, if one chooses initial conditions Xo = Yo = 0.95 and Zo = U o = 0.25, the subhannonic content of Fig. 6(b) would increase. Moreover, if these initial conditions are selected at (J) = 121T, i.e., fh = 6 Hz, the solutions of x and y will produce period doubling in the x,y-phase space, as seen in Fig. 7 . Equation (12e) can have chaotic solutions and multiple orbit doublings due to subhannonic and superhannonic bifurcations associated through variations in zo, u o ' and};, . Figure   7 shows the orbit doubling while Fig. 8 illustrates a chaotic solution.
Scheme 6. Forced series RLC-circuit model. 
The mathematical transformatidn presented in this paper establishes a direct and logical link between physical and chemical dynamical systems. This connection is illuminated by examining the relationship between a harmonic oscillator and the classical Lotka-Volterra model. In addition, this simple transformation broadens the knowledge of dynamical behavior realizable in chemical schemes. Analogous results apply to predator-prey ecological models utilizing differential equations.
APPENDIX A: AN ALGORITHM FOR CONSTRUCTING MASS ACTION KINETIC STEPS FOR THE TRANSLATED X-FACTORABLE TRANSFORMATION
Polynomial terms resulting from expansion of the translated X-factorable transformation of the right-hand side of a physical system have the general form ± qll7= 1 (xY', where q is a constant positive coefficient, n is the number of monomials Xi multiplied together, and r i is the degree of the ith monomial. To construct a mass action step that corresponds to the above term, negative and positive cases should be considered separately.
Where the coefficient of the polynomial term is -q, the polynomial term must be realized through a consumption .flux. To insert such a term into the equation for the time derivative of the jth component, dX j / dt, write a formal reaction step:
with rate constant k = q/ r j • According to the law of mass action, exponents r i in the polynomial term become the stoichiometric coefficients in the reaction. Observe that all X terms on the left-hand side of the reaction appear on the right-hand side, except for the omission of the jth species from the right. In general, this is the simplest way to insure that ony thejth species,~, is consumed in this reaction with no effect on the time derivatives of the other species. Since rj units of ~ are consumed per unit reaction extent, the rate constant must be q/rj so that the reaction flux is exactly equal to the -q case of the above polynomial term. An unreactive product P is introduced on the right, in order to conserve mass in the reaction. For example, to have the term -cx2y in the dx/ dt equation, write a chemical step
When the coefficient of the polynomial term is + q, the polynomial term must be realized through a production flux.
To insert such a term into the equation for the time derivative of the jth component, dX j / dt, write a formal reaction step:
with rate constant k = q/ [A] , where [A] is kept constant and is introduced only for mass balancing the reaction. Observe that all X terms on the left-hand side of the reaction appear on the right-hand side. The stoichiometric coefficient of X j , however, is increased by one unit on the right. In general, this is the simplest way to insure that only the jth species, X j , is produced in this reaction and that the time derivatives ofthe other species are not affected. 
