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a b s t r a c t
The canonical correlation (CANCOR) method for dimension reduction in a regression
setting is based on the classical estimates of the first and second moments of the data, and
therefore sensitive to outliers. In this paper, we study a weighted canonical correlation
(WCANCOR) method, which captures a subspace of the central dimension reduction
subspace, as well as its asymptotic properties. In the proposed WCANCOR method, each
observation is weighted based on its Mahalanobis distance to the location of the predictor
distribution. Robust estimates of the location and scatter, such as the minimum covariance
determinant (MCD) estimator of Rousseeuw [P.J. Rousseeuw, Multivariate estimation with
high breakdown point, Mathematical Statistics and Applications B (1985) 283–297], can
be used to compute the Mahalanobis distance. To determine the number of significant
dimensions in WCANCOR, a weighted permutation test is considered. A comparison of SIR,
CANCOR and WCANCOR is also made through simulation studies to show the robustness
of WCANCOR to outlying observations. As an example, the Boston housing data is analyzed
using the proposed WCANCOR method.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Due to the well-known “curse of dimensionality”, studying the relationship between a response variable y and a column
of explanatory variables x = (x1, . . . , xp)T ∈ Rp becomes very challenging when p is large. Dimension reduction aims
to simplify the relationship study by reducing the number of explanatory variables, while capturing as much of the
predictive information contained in the raw data as possible. Through dimension reduction, we hope to alleviate the curse
of dimensionality and perform the statistical analyses, such as regression and classification, in a parsimonious way.
The canonical correlation (CANCOR) method was proposed by Fung et al. [8] to perform dimension reduction. As in the
popular sliced inverse regression (SIR) method of Li [13], CANCOR assumes that y depends on x through k linear combinations
of x, {xTβ1, xTβ2, . . . , xTβk}, where βi ∈ Rp, βTi Σxxβi = 1, k < p, and Σxx is the covariance matrix of x. The model can be
expressed as
y = f (xTβ1, xTβ2, . . . , xTβk, ),
where f is an unknown function on Rk+1,  is the random error independent of x, and k is the smallest integer to make the
above model hold. A linear combination of the β′is is called an effective dimension reduction (e.d.r.) direction [13]. Following
Cook [4], the central dimension reduction subspace (DRS) is Sy|x = span{β1,β2, . . . ,βk}. Since f is not specified in the above
model, the set of βi is not unique. However, the central DRS is unique. To estimate it, we need to estimate the dimensionality
k and a set of the e.d.r. direction βi. The subspace spanned by the direction estimates βˆi is the estimated central DRS.
The CANCOR method estimates the central DRS as the span of the canonical directions from the canonical correlation
analysis of the vector x and a set of B-spline basis functions. Specifically, the range of y is supposed to be a bounded
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interval [a, b]. For the prespecified B-spline order m and the number of internal kn, we generate m + kn − 1 nonredundant
B-spline basis functions pi(y) = (pi1(y), . . . ,pim+kn−1(y)). Given n observations (Yt, Xt), let Xn×p = (X1, . . . , Xn)T and
Πn×(m+kn−1) = (pi(Y1), . . . ,pi(Yn))T be the respective matrices containing the predictor values and the B-spine basis function
values. The CANCOR method first determines the dimension (kˆ) of the estimated central DRS by performing a set of sequential
chi-square tests on the number of nonzero canonical correlations between x and pi(y). The estimated e.d.r. directions
βˆ1, . . . , βˆkˆ are then the directions of the estimated canonical variates x
Tβˆi corresponding to the kˆ nonzero canonical
correlations, and the estimated central DRS is span{βˆ1, . . . , βˆkˆ} assuming that the following linearity condition [13] holds,
E[xTb|(xTβ1, . . . , xTβk)] = c0 +∑ki=1 cixTβi, where b is any vector in Rp and ci are constants associated with b.
As in SIR, the standardized predictor z = Σ−1/2xx [x − µx], where µx and Σxx are the mean and the covariance of x, is used
for convenience to study the asymptotics of CANCOR. Liu [14] showed that CANCOR and SIR estimate the e.d.r. directions
based on the decomposition of the same matrix M = Cov[E(z|y)] = E[E(z|y)ET(z|y)] asymptotically, which is called the kernel
matrix in the dimension reduction literature. Thus, CANCOR and SIR are asymptotically equivalent. However, they estimate
E(z|y) in M by different means; CANCOR uses splines while SIR uses step functions.
The central DRS estimates by both CANCOR and SIR are sensitive to outliers since they depend on the classical mean
and covariance estimates that are not robust against outliers. Gather et al. [10] studied the outlier sensitivity of SIR and
Gather, Hilker and Becker [9] proposed a robust version of SIR, the dimension adjustment method (DAME). Yohai et al.
[20] proposed another robust version of SIR by assuming that the observations in each slice have a multivariate normal
distribution. In their proposal, the normal distributions are assumed to have different means and common covariance that
are estimated by the some robust MLE procedure. Based on the scatter matrices, a robust version of the canonical correlation
procedure was recently developed in [19]. In Section 2.1 of this paper, a different robust approach, the weighted CANCOR
(WCANCOR) method, is proposed in the dimension reduction framework. The WCANCOR method does not assume a specific
distribution of x, and the interpretations of the WCANCOR estimates are transparent. The kernel matrix of WCANCOR is
discussed in Section 2.2. The weighting function and the asymptotic properties of WCANCOR are studied in Sections 2.3
and 2.4, respectively. Section 2.5 provides a permutation test for selecting the dimensionality of the estimated central DRS.
Simulated data and the Boston housing data are analyzed using the proposed WCANCOR method as well as other methods
for comparison in Section 3, followed by the conclusions in Section 4.
2. Weighted CANCOR method
In this section, we propose the weighted CANCOR (WCANCOR) method to perform robust dimension reduction to outlying
observations.
2.1. Estimation
We assume that the weights of the observations are given. The method of weighting the observations will be studied
in Section 2.3, where the weighting function is a function of x, denoted by w(x). Given n observations (Yt, Xt), let wˆt be the
weights computed from w(x) satisfying
∑n
t=1 wˆt = n, and define the following diagonal weighting matrix,
Wˆ = diag(wˆ1, wˆ2, . . . , wˆn).
In the canonical correlation procedure, we need to estimate several covariance matrices. To make the canonical estimates
robust, those covariance matrices should be estimated robustly in WCANCOR. Given the weighting matrix Wˆ and the data
matrices Xn×p and Πn×(m+kn−1), those covariance matrices can be estimated robustly by
Σˆ∗xpi = n−1X∗TWˆΠ ∗, Σˆ∗pix = n−1Π ∗TWˆX∗,
Σˆ∗xx = n−1X∗TWˆX∗, Σˆ∗pipi = n−1Π ∗TWˆΠ ∗,
where Σ∗uv denotes the weighted covariance between u and v, and Σˆ∗uv denotes its estimate. The matrices X∗ and Π ∗ are the
centered versions of X and Π , respectively, using the weighted column averages as centers, i.e., X∗ = X − (1, 1, . . . , 1)Tµˆ∗x
and Π ∗ = Π − (1, 1, . . . , 1)Tµˆ∗pi = (pi∗(Y1), . . . ,pi∗(Yn))T, where the weighted column averages are defined as µˆ∗x =
n−1(wˆ1, . . . , wˆn)X and µˆ∗pi = n−1(wˆ1, . . . , wˆn)Π . To estimate the weighted canonical correlations between x and pi(y), we
perform the spectrum decomposition of the matrix
Γ ∗ = Σ∗−1/2xx Σ∗xpiΣ∗−1pipi Σ∗pixΣ∗−1/2xx ,
which is estimated by
Γˆ ∗n = (X∗TWˆX∗)−1/2X∗TWˆΠ ∗(Π ∗TWˆΠ ∗)−1Π ∗TWˆX∗(X∗TWˆX∗)−1/2.
Let γˆi be the square roots of the eigenvalues of Γˆ ∗n in decreasing order, and νˆi the corresponding eigenvectors. The
estimated weighted canonical correlations between X and Π are then γˆi(i = 1, 2, . . . , kˆ), and the estimated weighted e.d.r.
directions are βˆi = Σˆ∗−1/2xx νˆi (i = 1, 2, . . . , kˆ), where kˆ is the estimated dimension by the method proposed later.
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2.2. Kernel matrix of WCANCOR
In CANCOR, X is standardized into Z = X¯Σˆ−1/2xx , where X¯ = X−(1, . . . , 1)Tµˆx is the centered version of X using the column
averages µˆx = (n−1, . . . , n−1)X as centers, and Σˆxx is the estimated covariance matrix. Using Π and the standardized Z in
CANCOR, we perform the spectrum decomposition for the matrix
∆ˆn = n−1ZTΠ¯ (Π¯ TΠ¯ )−1Π¯ TZ,
where Π¯ is the centered version of Π using the column averages as centers. Note that ∆ˆn estimates the kernel matrix
M = Cov(E(z|y)) = E[E(z|y)ET(z|y)], where z = Σ−1/2xx [x− µx] as defined in Section 1.
In WCANCOR, we use µˆ∗x and Σˆ∗xx to standardize Xt into Z∗t = Σˆ∗−1/2xx (Xt − µˆ∗Tx ), and let Z∗ = (Z∗1, . . . , Z∗n)T = X∗Σˆ∗−1/2xx .
Using Π and the standardized Z∗ in WCANCOR, we perform the spectrum decomposition for the matrix
∆ˆ∗n = n−1Z∗TWˆΠ ∗(Π ∗TWˆΠ ∗)−1Π ∗TWˆZ∗.
Let w˜(y) = E[w(x)|y], z∗ = Σ∗−1/2xx [x− µ∗x ], and
M∗ = E[w˜(y)E(w˜(y)−1w(x)z∗|y)ET(w˜(y)−1w(x)z∗|y)],
where µ∗x = E[w(x)x] and w(x) is the weighting function to be specified in Section 2.3. The matrix M∗ is a robust version of
M; the standardization and expectations in M are performed in a weighted fashion in M∗. As shown in Section 2.4, the matrix
∆ˆ∗n estimates the matrix M∗ consistently. Therefore, M∗ = E[w˜(y)E(w˜(y)−1w(x)z∗|y)ET(w˜(y)−1w(x)z∗|y)] is the kernel matrix
of WCANCOR, and M = E[E(z|y)ET(z|y)] is the kernel matrix of CANCOR.
Letting S(M∗) denote the space spanned by the columns of M∗, we have the following theorem that is proved in the
Appendix.
Theorem 1. Let
SE[w(x)z∗|y] = span{E[w(x)z∗|y] : y ∈ [a, b]}.
Assuming that
C1: the variable z has a spherical distribution;
C2: w(x) > 0 and E[w(x)] = 1;
C3: there exists a function w1(·) such that w1(‖z‖) = w(x),
we have
S(M∗) = SE[w(x)z∗|y] ⊆ Sy|z,
where ‖z‖ is the L2-norm of z, and Sy|z is the central DRS under the scale of z.
The condition C1 is equivalent to the elliptical distribution condition of x in SIR and CANCOR to ensure the linearity
condition. In Section 2.3, we propose a weighting function w(x) that satisfies the conditions C2 and C3 assuming that the
condition C1 holds.
Theorem 1 implies that the proposed WCANCOR method is a valid method for estimating the central DRS Sy|z. However,
only a subspace of Sy|z is estimated by WCANCOR, similarly as CANCOR and SIR. Therefore, WCANCOR is not an exhaustive
method. It is also worth mentioning that, although S(M∗) ⊆ Sy|z and S(M) ⊆ Sy|z, we have S(M∗) 6= S(M) in general unless
they are both Sy|z.
2.3. Weight selection
For weighting the observations, the basic idea is to assign smaller weights to the possible outlying observations. We
assume that the observations far away from the location of the x distribution, measured by Mahalanobis distance, are
potential outliers and should be downweighted. Therefore, the weighting function w(x) should be a decreasing function
of (x−µx)TΣ−1xx (x−µx). We select the weighting function through a study of the influence function of the WCANCOR kernel
matrix M∗ = E[w˜(y)−1E(w(x)z∗|y)ET(w(x)z∗|y)].
Letting F be the joint distribution of y and z∗, we write M∗ as a functional T(F). Given the point mass distribution
G(y0, z0, x0)with z0 = Σ−1/2xx (x0 − µx), the influence function (IF) of T at F is
IF((y0, z0, x0); T, F) = −EF[w˜(y)−1E(w(x)z∗|y)ET(w(x)z∗|y)] + w(x0)z0zT0. (1)
For robustness, it is desired that γ∗ = sup(y0,z0,x0) |IF((y0, z0, x0); T, F)| is bounded, where |A| is any norm of a matrix A. Since
the first term on the right-hand side of (1) is a constant matrix, we require that sup(z0,x0) w(x0)|z0zT0| is bounded. To meet that
requirement and the equation E[w(x)] = 1 in the condition C2 of Theorem 1, we can select the following weighting function,
w(x) = [1+ (x−µx)TΣ−1xx (x−µx)]−1/E{[1+ (x−µx)TΣ−1xx (x−µx)]−1}. For robustness, the mean µx and covariance Σxx are
replaced by the location and scatter parameters µ and Σ , i.e.,
w(x) = [1+ (x− µ)TΣ−1(x− µ)]−1/E{[1+ (x− µ)TΣ−1(x− µ)]−1}. (2)
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The spherical distribution condition C1 in Theorem 1 indicates thatµx = µ andΣxx = λΣ , where λ is a constant. This implies
that the proposed weighting function (2) can be written as a function of ‖z‖, w(x) = w1(‖z‖) > 0. Thus, under the condition
C1, the proposed weighting function w(x) satisfies the conditions C2 and C3 in Theorem 1.
Eq. (1) shows that the outlier in y has no effect on the influence function, which justifies the proposed weighting function
that depends on x only. Thus, the partial influence function of Pires and Branco [15] yields the same results as the influence
function in (1).
Given n observations and the estimated location and scatter, µˆ and Σˆ , we assign
wˆt = wˆ(Xt) = [1+ (Xt − µˆ)TΣˆ−1(Xt − µˆ)]−1
/(
n−1
n∑
i=1
[1+ (Xi − µˆ)TΣˆ−1(Xi − µˆ)]−1
)
to the observation (Yt, Xt). The weights wˆt depend on the estimates of the location and scatter of the x distribution, which
should be estimated by some robust estimators. The Minimal Covariance Determinant (MCD) estimators proposed by
Rousseeuw [16] and Rousseeuw and van Driessen [17] are the ones we use in WCANCOR. For asymptotics of the MCD
estimators, see [1]. For an efficient reweighted version of MCD, see [6].
2.4. Consistency
In the proposed WCANCOR method, we use ∆ˆ∗n = n−1Z∗TWˆΠ ∗(Π ∗TWˆΠ ∗)−1Π ∗TWˆZ∗ to estimate the kernel matrix
M∗ = E[w˜(y)E(w˜(y)−1w(x)z∗|y)ET(w˜(y)−1w(x)z∗|y)]. The estimated weighted e.d.r. directions and canonical correlations
are calculated from the eigenvectors and eigenvalues of ∆ˆ∗n . In Section 2.3, we selected the weighting function w(x) =[1+ (x−µ)TΣ−1(x−µ)]−1/E{[1+ (x−µ)TΣ−1(x−µ)]−1}, whereµ and Σ are the location and scatter parameters of the x
distribution. The e.d.r. direction estimates are the same if we use w(x) = [1+ (x−µ)TΣ−1(x−µ)]−1 in M∗. For convenience,
we use the latter version of w(x) in this section and the Appendix. Accordingly, given the location and scatter estimates, µˆ
and Σˆ , we assign weights to the observations using the function wˆ(x) = [1+ (x− µˆ)TΣˆ−1(x− µˆ)]−1.
Letting (λˆl, ηˆl) and (λl,ηl) be the eigenvalues and eigenvectors of ∆ˆ∗n and M∗, respectively, and kn be the number of
internal knots for generating the B-spline basis functions, we have:
Theorem 2. Assuming that
A1: The marginal density of y is bounded away from 0 and infinity on [a, b];
A2: kn →∞ and kn = o(n1/7);
A3: E(xxT) <∞;
A4: Each component of E(w˜(y)−1w(x)z∗|y) is a function on [a, b] with bounded derivative,
we have ηˆl
P→ ηl and λˆl P→ λl.
Given the
√
n-consistent estimates cˆ and Σˆ by the MCD method, it is true that
sup
x∈Rp
|w(x)− wˆ(x)| = δn = Op(n−1/2). (3)
Letting wt = w(Xt) and wˆt = wˆ(Xt), we have that the estimated weighted e.d.r directions βˆl and weighted canonical
correlations γˆl are
βˆl = Σˆ∗−1/2xx ηˆl, γˆl =
[
λˆl
/(
n∑
t=1
wˆt/n
)]1/2
.
The true weighted e.d.r. directions βl and weighted canonical correlations γl are
βl = Σ∗−1/2xx ηl, γl = [λl/E[w(x)]]1/2.
Given (3), the condition A3, and the fixed dimensionality of Σ∗xx, we have
Σˆ∗xx
P→ Σ∗xx,
n∑
t=1
wˆt/n
P→ E[w(x)].
Therefore, given the conditions A1–A4, we have βˆl
P→ βl and γˆl P→ γl. The weighted e.d.r direction and canonical correlation
estimates by WCANCOR are consistent.
Theorem 2 is the consequence of the following lemmas that are proved in the Appendix.
Lemma 2.1. Given the B-spline basis functions {pi1(y), . . . ,pim+kn(y)} generated based on {Yt}nt=1, the order m, and the kn internal
knots on [a, b], let
pi(y) = (pi1(y), . . . ,pim+kn−1(y))T,
p˜i(y) = (pi1(y), . . . ,pim+kn−1(y),pim+kn(y))T,
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and Π = (pi(Y1), . . . ,pi(Yn))T, Π˜ = (p˜i(Y1), . . . , p˜i(Yn))T. We have
∆ˆ∗n = n−1Z∗TWˆΠ ∗(Π ∗TWˆΠ ∗)−1Π ∗TWˆZ∗
= n−1Z∗TWˆΠ˜ (Π˜ TWˆΠ˜ )−1Π˜ TWˆZ∗,
where (Z∗,Π ∗) are the matrices defined in Sections 2.1 and 2.2.
Lemma 2.2. Define∆∗n = n−1Z∗TWΠ˜ (Π˜ TW˜Π˜ )−1Π˜ TWZ∗ by replacing Wˆ = diag(wˆ1, . . . , wˆn) in ∆ˆ∗n with W = diag(w1, . . . ,wn)
and W˜ = diag(w˜(Y1), . . . , w˜(Yn)) in ∆∗n . Assuming that the conditions A1–A3 hold, we have ∆ˆ∗n −∆∗n = op(1).
Lemma 2.3. Assuming that the conditions A2–A4 hold, we have ∆∗n
P→ M∗.
Proof of Theorem 2. Given the conditions A1–A4, by Lemmas 2.1–2.3, we have ∆ˆ∗n
P→ M∗. By Theorem 8.5 of [18], we have
λˆl − λl = ηTl (∆ˆ∗n −M∗)ηl + op(1),
ηˆl − ηl = −(M∗ − γlI)+(∆ˆ∗n −M∗)ηl + op(1),
where (M∗− γlI)+ is the Moore–Penrose inverse of (M∗− γlI). Since ∆ˆ∗n P→ M∗ and the dimensionality p× p is fixed for both
matrices, we have ηˆl
P→ ηl and λˆl P→ λl. 
2.5. Permutation test
Unreported simulation studies show that the chi-square test in [8] is conservative for testing the rank of M∗ in WCANCOR.
This is due to the lack of asymptotic normality of ∆ˆ∗n in WCANCOR. More evidence showing that the chi-square test in
WCANCOR is not a formal level α test can be found in the simulation studies in Section 3.
Following the ideas of the permutation test proposed by Cook and Yin [5] for SIR, we consider a weighted permutation
test, which does not depend on the asymptotic normality of ∆ˆ∗n , to test the rank of M∗ in WCANCOR. Similarly as in [5], we
assume that the independence condition between (y, VT1x) and VT2x holds, for testing the hypothesis
H0,s : rank(M∗) ≤ s versus H1,s : rank(M∗) > s,
with V1 = (β1, . . . ,βs) and V2 = (βs+1, . . . ,βp), where βi = Σ∗−1/2xx ηi and ηi are the eigenvectors of M∗. Given X and Y, the
proposed weighted permutation test involves the following steps.
1. Apply WCANCOR on X and Y to get the eigenvalues of the matrix Γˆ ∗n , γˆ21 ≥ · · · ≥ γˆ2p , and the corresponding eigenvector
matrix Vˆ = (vˆ1, . . . , vˆp);
2. Compute the observed value of the test statistic
Ω∗s,obs = Ω∗(X, Y) = −{n− (p+ m+ kn + 2)/2}
∑p
j=s+1 log(1− γˆ2j );
3. Compute direction matrix Dˆ = Σˆ∗−1/2xx Vˆ and projected predictor matrix U = XDˆ;
4. Let U1 and U2 be the first s and the last (p− s) columns of U. Randomly permute the rows of U2 to get U′2. Let U′ = (U1,U′2)
be the permutated projected predictor matrix;
5. Apply WCANCOR on U′ and Y to get the value of the test statistic Ω∗′s = Ω∗(U′, Y);
6. Repeat Steps 4 and 5 a number of times. The p-value p(s) for testing rank(M∗) ≤ s versus rank(M∗) > s is estimated as
the fraction of Ω∗′s exceeding Ω∗s,obs.
Repeating Steps 1–6 for s = 0, . . . , p − 1 gives a series of p-values. We accept rank(M∗) = s0 if there exists s0 such that
p(s0) is the first p-value greater than α = 0.05 in the series. Otherwise, rank(M∗) = p is accepted. In Step 2, the eigenvalues
of Γˆ ∗n are used since Γˆ ∗n and ∆ˆ∗n have the same eigenvalues. In Step 5, to save time, we calculate Ω∗′s using U′ directly, instead
of transforming U′ back to X′ = U′Dˆ−1 and then using X′. This is because, using U′ and X′, we get the same weights and the
same eigenvalues, therefore the same test statistics, due to the affine invariance properties of Mahalanobis distance and
canonical correlations.
3. Simulation and example
In this section, we first compare the performance of SIR, CANCOR, and WCANCOR, as well as the chi-square and
permutation tests, by simulation studies. Then, we apply these methods to the Boston housing data.
When generating the B-spline basis functions in the studies, the spline order m and the number of internal knots kn are
varied, and the results are quite robust against the choices of m and kn. Here, we reports the results of m = 3 and kn = 4
for brevity. The 4 knots are equally spaced in the percentile ranks of Yt . To make the chi-square tests in the three methods
comparable in the degrees of freedom, 7 slices are used in SIR.
The chi-square test in WCANCOR uses the same test statistic as in CANCOR, but replaces the eigenvalue estimates with
the weighted estimates from WCANCOR. The chi-square test and the permutation test in SIR are reported by the “dr” and
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Table 1
Sensitivity to one extreme outlier
Method k = 0 k = 1 k = 2 k = 3 k = 4 k = 5 R¯21
SIR 96% 4% 0 0 0 0 0.0015
CANCOR 97% 3% 0 0 0 0 0.0015
WCANCOR 0 99.5% 0.5% 0 0 0 0.9999
Table 2
Models of simulation studies
Study F G Model k Elliptical
1 Multivariate normal N(0, I5) L (4) 1 Yes
2 Multivariate t with Σ = I5 and df = 10 Z (5) 2 Yes
“dr.permutation.test” functions in the “dr” package in R. The permutation test in CANCOR follows the steps in Section 2.5,
but uses weight 1 for every observation.
To evaluate the effectiveness of the estimates, we cannot compare the estimated e.d.r. directions βˆj with the true ones βj
individually unless the dimensionality is 1. This is because the function f in the model of Section 1 is not specified, and the
set of e.d.r directions is not unique. Since the central DRS is unique, we measure the discrepancy between the two subspaces
spanned by βˆj’s and by βj’s. The squared trace correlation R2k , suggested in [13], is used for this discrepancy measurement.
Given the true e.d.r. directions (β1, . . . ,βk) and the estimated ones (βˆ1, . . . , βˆk), it is defined as the average of the squared
canonical correlations between (xTβ1, . . . , xTβk) and (xTβˆ1, . . . , xTβˆk) [11]. The βˆj’s are considered more effective when R2k is
closer to 1. In practice, we estimate R2k by averaging the squared canonical correlations between the columns of X˜(β1, . . . ,βk)
and the columns of X˜(βˆ1, . . . , βˆk), where X˜ is an n× p data matrix generated from the same distribution of x.
Gather et al. [10] showed that the direction and dimension estimates by SIR can be easily broken down by a single outlier
in their simulated data set. A similar simulation study is performed here to study the sensitivity of CANCOR and WCANCOR
to the same type of single outlier. In this simulation study, observations of x = (x1, . . . , x5) are generated from the normal
distribution N(0, I5). We let y = x1 without a random error. Thus, we have k = 1, β1 = (1, 0, 0, 0, 0)T, and the linearity
condition holds for this model. We generate 200 samples of size 500. The single outlier in each sample is generated by
replacing the first predictor value in the first observation by 1000,000. SIR, CANCOR and WCANCOR are applied to the 200
samples. The chi-square tests on k are performed, and the square trace correlation R21 between β1 and the first estimated
direction βˆ1 is estimated for each sample. The percentages of k = 0, 1, . . . , 5 being selected by the chi-square tests and the
average of the 200 squared trace correlation estimates are summarized in Table 1 for each method.
Table 1 shows that the dimension and direction estimates by SIR and CANCOR are highly sensitive to outliers. This is
because they both depend on nonrobust estimates of the moments of x. On the other hand, WCANCOR performs well in this
study because the outlier is downweighted when estimating the moments. To compare the performances of SIR, CANCOR and
WCANCOR when more outliers are present, and to study the performance of the weighted permutation test in Section 2.5,
we perform the following two simulation studies.
The following two models are used in the simulation studies,
y = x1 + x2 + , (4)
y = x1(x2 + 1)+ , (5)
where x = (x1, x2, . . . , x5) ∼ F and  ∼ G. Each of the two studies is specified in Table 2, where Z stands for the
standard normal and L for lognormal. The variables x and  are independent. The last 2 columns of Table 2 indicate the
true dimensionality and validation of the elliptical condition of x in each study.
In each study, we generate 200 samples. Within each sample, we use two different data sets of size 500. The data set of
pattern 1 does not contain outliers. The data set of pattern 2 is generated by randomly selecting 10% of the observations of
the pattern 1 data set, replacing their predictors by observations from N(10, I5) and their responses by observations from
the Cauchy distribution, where 10 = (10, 10, 10, 10, 10)T. The other 90% observations are the same as in the data set of
pattern 1. SIR, CANCOR, and WCANCOR are applied to each data set to estimate the central DRS. In each permutation test,
the p-value is calculated based on 200 permutations.
The results of the simulation studies are summarized in Tables 3–6, where R¯2k are the averages of the 200 squared trace
correlations estimated from the 200 data sets of the same pattern. The percentages of the times each dimension k is selected
by the chi-square test or the permutation test are given in those tables.
In Study 1, the variable x is normally distributed. For the data sets of pattern 1, WCANCOR works as well as CANCOR
in estimating the e.d.r direction, and both the chi-square test and the permutation test in WCANCOR perform well in
selecting dimension. But, for the data sets of pattern 2, the weighted method works much better than the unweighted
ones in estimating direction, and the weighted permutation test does not perform well in WCANCOR even if x are normally
distributed, mainly due to the lack of the independence assumption in Section 2.5. The chi-square test is still a useful tool
for selecting dimension though it does not perform like a formal level α test in WCANCOR.
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Table 3
Simulation study 1 (pattern 1) summary
Test k = 0 k = 1 k = 2 k = 3 k = 4 k = 5 R¯21
CHSQ SIR 0 96% 3.5% 0.5% 0 0 0.99252
PERM SIR 0 96% 3.5% 0.5% 0 0
CHSQ CANCOR 0 95% 5% 0 0 0 0.99447
PERM CANCOR 0 95% 4.5% 0.5% 0 0
CHSQ WCANCOR 0 99% 1% 0 0 0 0.99433
PERM WCANCOR 0 96% 3.5% 0.5% 0 0
Table 4
Simulation study 1 (pattern 2) summary
Test k = 0 k = 1 k = 2 k = 3 k = 4 k = 5 R¯21
CHSQ SIR 0 92% 6.5% 1.5% 0 0 0.52839
PERM SIR 0 91.5% 6% 1.5% 1% 0
CHSQ CANCOR 0 10% 85.5% 4.5% 0 0 0.61136
PERM CANCOR 0 11.5% 81.5% 6% 1% 0
CHSQ WCANCOR 0 97.5% 2.5% 0 0 0 0.94411
PERM WCANCOR 0 75% 19.5% 4.5% 0.5% 0.5%
Table 5
Simulation study 2 (pattern 1) summary
Test k = 0 k = 1 k = 2 k = 3 k = 4 k = 5 R¯22
CHSQ SIR 0 3% 95% 2% 0 0 0.94550
PERM SIR 0 2% 95.5% 2% 0.5% 0
CHSQ CANCOR 0 0 75% 22% 3% 0 0.95287
PERM CANCOR 0 0 75.5% 18.5% 6% 0
CHSQ WCANCOR 0 0 100% 0 0 0 0.97374
PERM WCANCOR 0 0 93.5% 5% 1.5% 0
Table 6
Simulation study 2 (pattern 2) summary
Test k = 0 k = 1 k = 2 k = 3 k = 4 k = 5 R¯22
CHSQ SIR 0 14.5% 78% 7% 0.5% 0 0.76284
PERM SIR 0 14.5% 75% 9.5% 1% 0
CHSQ CANCOR 0 0 37.5% 59.5% 3% 0 0.77522
PERM CANCOR 0 0 36.5% 58.5%
5%
0
CHSQ WCANCOR 0 0.5% 98.5% 1% 0 0 0.95749
PERM WCANCOR 0 0 71% 22% 6.5% 0.5%
In Study 2, the chi-square test is apparently not a formal level α test in WCANCOR, but is still a very useful tool for
dimension selection for both patterns of the data sets. Provided that the independence assumption in Section 2.5 holds
here, the weighted permutation test in WCANCOR performs like a level α test for the data sets of pattern 1. Due to the heavy
tails of the multivariate t distribution and the number of outliers in the data sets of pattern 2, the weighted permutation test
tends to overestimate the dimension. Unreported studies show that the performance of the weighted permutation test for
the data sets of pattern 2 improves when the degrees of freedom of the multivariate t distribution increase.
Finally, we apply WCANCOR with the weighted permutation test to the Boston housing data, which is available at
http://lib.stat.cmu.edu/datasets/boston_corrected.txt/. The dependent variable y is the median value of owner-occupied
homes in each of the 506 census tracts in the Boston Standard Metropolitan Statistical Areas. The 13 explanatory variables
are per capita crime rate by town (x1); proportion of residential land zoned for lots over 25,000 sq.ft (x2); proportion
of nonretail business acres per town (x3); nitric oxide concentration (x4); average number of rooms per dwelling (x5);
proportion of owner-occupied units built prior to 1940 (x6); weighted distances to five Boston employment centers (x7);
full-value property-tax rate (x8); pupil–teacher ratio by town (x9); proportion of blacks by town (x10); percentage of lower
status of the population (x11); Charles River dummy variable (x12); index of accessibility to radial highways (x13).
For the observations with the crime rate greater than 3.2, the variables x2, x3, x8, x9, and x13 are constants except for
3 observations. Thus, as in [2], we use the 374 observations with the crime rate smaller than 3.2 in this analysis. Except
for x2, x12, and x13, other variables are considered continuous, and are used to calculate weights using the weighting
function specified in Section 2.3. To make the explanatory variables comparable in scale, we standardize each of them
individually to have the weighted mean 0 and the weighted variance 1. We apply the dimension reduction methods to
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Table 7
Direction estimates
βˆ1 βˆ2
x1 0.052 −0.064
x2 0.085 −0.266
x3 −0.078 −0.015
x4 −0.009 −0.352
x5 0.871 −0.565
x6 −0.306 −0.058
x7 −0.291 −0.149
x8 −0.165 0.022
x9 −0.125 −0.041
x10 −0.005 0.089
x11 0.008 −0.644
x12 0.043 0.108
x13 0.039 0.143
Table 8
Weighted correlations
xTβˆ1 x
Tβˆ2
x1 −0.215 −0.418
x2 0.429 0.004
x3 −0.501 −0.283
x4 −0.370 −0.473
x5 0.949 −0.153
x6 −0.348 −0.545
x7 0.072 0.244
x8 −0.368 −0.236
x9 −0.493 0.041
x10 −0.045 0.219
x11 −0.753 −0.482
x12 0.124 0.018
x13 −0.120 0.064
Fig. 1. y versus xTβˆ1 by WCANCOR.
the above standardized subset of the Boston housing data, and compare the results by WCANCOR with those by SIR and
WCANCOR. Both the chi-square test and the weighted permutation test in WCANCOR select two significant directions. The
two directions estimated by WCANCOR are standardized to have unit length as shown in Table 7. Since some explanatory
variables are highly correlated, to interpret the estimated directions, it is better to look at the weighted correlations between
the explanatory variables and the estimated linear combinations xTβˆi, which are shown in Table 8. The plots of y versus xTβˆi
are shown in Figs. 1 and 2.
Based on the weighted correlations in Table 8, the first linear combination xTβˆ1 can be represented by the average
number of rooms per dwelling (x5) that has the weighted correlation 0.949 with xTβˆ1. Thus, we say that the first direction by
WCANCOR picks up mostly the housing size information. For xTβˆ2, there are several neighborhood environmental variables
J. Zhou / Journal of Multivariate Analysis 100 (2009) 195–209 203
Table 9
Weighted correlations among xTβˆ1 ’s
CANCOR WCANCOR
SIR 0.998 0.993
CANCOR 0.995
Table 10
Weighted correlations among xTβˆ2 ’s
CANCOR WCANCOR
SIR 0.991 0.867
CANCOR 0.852
Fig. 2. y versus xTβˆ2 by WCANCOR.
closely associated with it. Those variables are the proportion of owner-occupied units built prior to 1940 (x6), the percentage
of lower status of the population (x11), the nitric oxide concentration (x4), and the crime rate (x1) with the weighted
correlations with xTβˆ2 −0.545,−0.482,−0.473 and−0.418, respectively.
We get four significant directions by the chi-square test and the permutation test in CANCOR, and two directions in SIR.
The weighted correlations among xTβˆ1’s and xTβˆ2’s estimated by different methods are shown in Tables 9 and 10.
We now study the third significant direction estimated by CANCOR. In Fig. 3, the two canonical variates piT(y)αˆ3 and xTβˆ3
corresponding to the third canonical correlation in CANCOR are plotted. The overall correlation between piT(y)αˆ3 and xTβˆ3 is
0.328, which makes the third direction significant in CANCOR. If we discard a few observations with xTβˆ3 greater than 0.20,
the correlation estimated using the remaining observations is reduced to 0.095. The correlation can be further reduced to
0.057 if more observations with xTβˆ3 smaller than −0.09 are discarded. In WCANCOR, those outlying observations in x are
downweighted, and the third direction is not significant. Therefore, by weighting the observations, WCANCOR selects the
significant directions followed by the majority of the observations, and downplays the directions mostly determined by a
small number of outliers.
It is noticed that SIR selects the same number of dimensions as WCANCOR does, but the second directions estimated by
SIR and WCANCOR are somewhat different with the weighted correlation 0.867 between them. To see the sensitivity of SIR
to outliers, we randomly choose 10 observations from the Boston housing data, and perturb them to be outliers by replacing
the values of the continuous variables with observations from N(µ, I10), where µ = (20, 5, 5, 5, 5, 5, 5, 5,−30, 10)T. Each
element in µ is near the boundary of the data range. Using the original subset of the Boston housing data as X˜, the squared
trace correlation between the two central subspaces estimated by SIR using the original data and using the perturbed data
is 0.765, while the squared trace correlation between the two subspaces estimated by WCANCOR is 0.977.
4. Conclusion
Both SIR and CANCOR are sensitive to outliers. The proposed WCANCOR method is a robust dimension reduction method
that captures a subspace of the central DRS. The chi-square test is not a formal levelα test on the dimension in WCANCOR, but
is still a very useful tool for selecting the dimension. The estimates of WCANCOR are consistent under some mild conditions.
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Fig. 3. Study of the third direction by CANCOR.
Appendix
Proof of Theorem 1. Given the condition C1, by Theorem 2.3 in [7], we have that z/‖z‖ is uniformly distributed on the
unit sphere surface in Rp, and z/‖z‖ and ‖z‖ are independent. The conditions C1 and C2 also indicate that µ∗x = µx = µ
and Σ∗xx = c1Σxx = c0Σ for some constants c0 and c1. Thus, we have z∗ = c2z for some constant c2, which implies that
z˜ = z∗/‖z∗‖ = z/‖z‖ is uniformly distributed on the unit sphere surface, and z˜ and ‖z∗‖ = c2‖z‖ are independent. By the
condition C3, there exists a function w2(·) such that w2(‖z∗‖) = w1(‖z‖) = w(x).
Since z˜ = z∗/‖z∗‖ is uniformly distributed on the unit sphere surface in Rp, it has a spherical distribution and satisfies the
linearity condition
E[z˜Tb|(z˜Tη1, . . . , z˜Tηk)] =
k∑
i=1
diz˜
Tηi,
where b is any vector in Rp and di are constants associated with b. Since ‖z∗‖ is independent of both z˜Tb and z˜Tηi, we have
E[z˜Tb|(z˜Tη1, . . . , z˜Tηk, ‖z∗‖)] = E[z˜Tb|(z˜Tη1, . . . , z˜Tηk)].
Thus, for any vector b in Rp, we have, for some constants di,
E[z∗Tb|(z˜Tη1, . . . , z˜Tηk, ‖z∗‖)] = E[‖z∗‖z˜Tb|(z˜Tη1, . . . , z˜Tηk, ‖z∗‖)]
= ‖z∗‖E[z˜Tb|(z˜Tη1, . . . , z˜Tηk)]
= ‖z∗‖
k∑
i=1
diz˜
Tηi =
k∑
i=1
diz
∗Tηi.
To show SE[w(x)z∗|y] ⊆ Sy|z, we need to show that, for any vector a ⊥ span{η1, . . . ,ηk}, we have E[w(x)z∗|y]Ta =
E[w2(‖z∗‖)z∗Ta|y] = 0. Using z˜, the model can be expressed as
y = g(zTη1, zTη2, . . . , zTηk, )
= g∗(z∗Tη1, z∗Tη2, . . . , z∗Tηk, )
= g∗((z∗T/‖z∗‖)η1‖z∗‖, (z∗T/‖z∗‖)η2‖z∗‖, . . . , (z∗T/‖z∗‖)ηk‖z∗‖, )
= h(z˜Tη1, z˜Tη2, . . . , z˜Tηk, ‖z∗‖, ),
for some unknown functions g∗ and h. Given the above model expression, we have
E[w2(‖z∗‖)z∗Ta|(z˜Tη1, . . . , z˜Tηk, ‖z∗‖, y)] = E[w2(‖z∗‖)z∗Ta|(z˜Tη1, . . . , z˜Tηk, ‖z∗‖)],
and
E[w2(‖z∗‖)z∗Ta|y] = E[E[w2(‖z∗‖)z∗Ta|(z˜Tη1, . . . , z˜Tηk, ‖z∗‖, y)]|y]
= E[E[w2(‖z∗‖)z∗Ta|(z˜Tη1, . . . , z˜Tηk, ‖z∗‖)]|y].
To show E[w2(‖z∗‖)z∗Ta|y] = 0, it suffices to show
E[w2(‖z∗‖)z∗Ta|(z˜Tη1, . . . , z˜Tηk, ‖z∗‖)] = 0.
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Since w2(‖z∗‖) > 0, it suffices to show
E{w2(‖z∗‖){E[z∗Ta|(z˜Tη1, . . . , z˜Tηk, ‖z∗‖)]}2} = 0.
Given a ⊥ span{η1, . . . ,ηk}, by conditioning, we have
E{w2(‖z∗‖){E[z∗Ta|(z˜Tη1, . . . , z˜Tηk, ‖z∗‖)]}2} = E{E[z∗Ta|(z˜Tη1, . . . , z˜Tηk, ‖z∗‖)]w2(‖z∗‖)z∗Ta}
= E
[(
k∑
i=1
di(a)z
∗Tηi
)
w2(‖z∗‖)z∗Ta
]
=
k∑
i=1
di(a)η
T
i E[w2(‖z∗‖)z∗z∗T]a
=
k∑
i=1
di(a)η
T
i E[w(x)z∗z∗T]a =
k∑
i=1
di(a)η
T
i Ipa
= 0,
where di(a) are constants associated with a. Therefore, we have
E[w(x)z∗T|y]a = E[w2(‖z∗‖)z∗Ta|y] = 0
for any vector a ⊥ Sy|z = span{η1, . . . ,ηk}. This implies SE[w(x)z∗|y] ⊆ Sy|z.
Given w˜(y)−1 > 0, for any vector α′ orthogonal to the subspace SE[w(x)z∗|y], we have
α′ ⊥ SE[w(x)z∗|y]
⇐⇒ α′TE[w(x)z∗|y]ET[w(x)z∗|y]α′ = 0 for any y ∈ [a, b]
⇐⇒ α′Tw˜(y)−1E[w(x)z∗|y]ET[w(x)z∗|y]α′ = 0 for any y ∈ [a, b]
⇐⇒ α′TE[w˜(y)−1E[w(x)z∗|y]ET[w(x)z∗|y]]α′ = 0
⇐⇒ α′TM∗α′ = 0
⇐⇒ α′ ⊥ S(M∗).
Thus, S(M∗) = SE[w(x)z∗|y] ⊆ Sy|z. 
In the following proofs, given a matrix or vector A, the expression A e= Op(.) or A e= op(.) means that each element of A is
Op(.) or op(.), respectively. We use λmin(A) and λmax(A) to denote the minimum and maximum eigenvalues of the matrix A.
For a finite set Ω , we use |Ω | to denote the size of Ω .
Proof of Lemma 2.1. Given fixed n, since
∑m+kn
j=1 pij(y) = 1 for each y ∈ [a, b], the space spanned by the B-spline basis
functions, Bn, can be written as
Bn = span{pi1(y), . . . ,pim+kn(y)}
= span{1,pi1(y), . . . .,pim+kn−1(y)}
= span{1,pi1(y)− p¯i1, . . . ,pim+kn−1(y)− p¯im+kn−1}
= span{1,pi∗T(y)},
wherepi∗(y) = (pi1(y)−p¯i1, . . . ,pim+kn−1(y)−p¯im+kn−1)T and p¯ij = (
∑n
t=1 wˆtpij(Yt))/
∑n
t=1 wˆt . GivenΠ ∗ = (pi∗(Y1), . . . ,pi∗(Yn))T
and Π˜ = (p˜i(Y1), . . . , p˜i(Yn))T, the spaces spanned by the columns of Y˜n×(m+kn) = (1n×1,Π ∗) and the columns of Π˜ are the
same. Therefore, using the same set of weights wˆt , regressing Z∗[, i] on Y˜ is equivalent to regressing Z∗[, i] on Π˜ . By the
weighted least squares regression, using Y˜ and Π˜ , the regression parameters are
(Y˜TWˆY˜)−1Y˜TWˆZ∗[, i] and (Π˜ TWˆΠ˜ )−1Π˜ TWˆZ∗[, i].
The fitted values are the same using those two regression parameters. Thus, we have
(1,pi∗T(Yt))(Y˜TWˆY˜)−1Y˜TWˆZ∗[, i] = p˜iT(Yt)(Π˜ TWˆΠ˜ )−1Π˜ TWˆZ∗[, i],
for t = 1, . . . , n and i = 1, . . . , p.
Since 1TWˆZ∗[, i] = 0 and 1TWˆΠ ∗ = 0, we have
(1,pi∗T(Yt))(Y˜TWˆY˜)−1Y˜TWˆZ∗[, i] = (1,pi∗T(Yt))[(1,Π ∗)TWˆ(1,Π ∗)]−1(1,Π ∗)TWˆZ∗[, i]
= (1,pi∗T(Yt))
(
0
(Π ∗TWˆΠ ∗)−1Π ∗TWˆZ∗[, i]
)
= pi∗T(Yt)(Π ∗TWˆΠ ∗)−1Π ∗TWˆZ∗[, i],
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and
pi∗T(Yt)(Π ∗TWˆΠ ∗)−1Π ∗TWˆZ∗[, i] = p˜iT(Yt)(Π˜ TWˆΠ˜ )−1Π˜ TWˆZ∗[, i].
Since the above equation holds for i = 1, . . . , p, we have
pi∗T(Yt)(Π ∗TWˆΠ ∗)−1Π ∗TWˆZ∗ = p˜iT(Yt)(Π˜ TWˆΠ˜ )−1Π˜ TWˆZ∗,
for t = 1, . . . , n, which indicates that
∆ˆ∗n = n−1Z∗TWˆΠ ∗(Π ∗TWˆΠ ∗)−1Π ∗TWˆZ∗
= n−1
n∑
t=1
wˆt[pi∗T(Yt)(Π ∗TWˆΠ ∗)−1Π ∗TWˆZ∗]T[pi∗T(Yt)(Π ∗TWˆΠ ∗)−1Π ∗TWˆZ∗]
= n−1
n∑
t=1
wˆt[p˜iT(Yt)(Π˜ TWˆΠ˜ )−1Π˜ TWˆZ∗]T[p˜iT(Yt)(Π˜ TWˆΠ˜ )−1Π˜ TWˆZ∗]
= n−1Z∗TWˆΠ˜ (Π˜ TWˆΠ˜ )−1Π˜ TWˆZ∗. 
Proof of Lemma 2.2. Given the conditions A1 and A2, by Chen [3], there exist constants λ1 and λ2 (0 < λ1 < λ2)
independent of n such that all eigenvalues of (kn/n)Π˜ TΠ˜ lie in the interval (λ1,λ2)with probability tending to 1 as n→∞.
Since there exist constants δ0 and p0 such that P{x : w(x) > δ0} = p0, by the Strong Law of Large Numbers, we have∑n
t=1 I{wt>δ0}/n = |{wt : wt > δ0}|/n → p0 almost surely when n → ∞, which indicates |{wt : wt > δ0}|/n > p0/2 with
probability tending to 1. Thus, we have, with probability tending to 1,
(kn/n)Π˜
TWΠ˜ = (kn/n)
n∑
t=1
wtp˜i(Yt)p˜i(Yt)
T
> (δ0kn/n)
∑
wt>δ0
p˜i(Yt)p˜i(Yt)
T
> (δ0p0/2)[kn/dnp0/2e]
∑
t∈L
p˜i(Yt)p˜i(Yt)
T.
Here, for matrices M1 and M2, the inequality M1 > M2 means that M1 − M2 is positive definite. The set L is a subset of
{t : wt > δ0}with dnp0/2e elements, where dae is the smallest integer greater than or equal to a. Applying the result of Chen
[3] to the subset of (Yt, Xt)with t ∈ L, we have, with probability tending to 1,
λmin([kn/dnp0/2e]
∑
t∈L
p˜i(Yt)p˜i(Yt)
T) > λ3,
where λ3 is a positive constant independent of n. Thus, we have
λmin((kn/n)Π˜
TWΠ˜ ) > λ4 > 0, (6)
with probability tending to 1, for some constant λ4. Following the same arguments above, we can get
λmin((kn/n)Π˜
TWˆΠ˜ ) > λ5 > 0, (7)
λmin((kn/n)Π˜
TW˜Π˜ ) > λ6 > 0, (8)
with probability tending to 1, for some constants λ5 and λ6.
Given (6), (7) and (8), we have that λmax(((kn/n)Π˜ TWΠ˜ )−1), λmax(((kn/n)Π˜ TWˆΠ˜ )−1) and λmax(((kn/n)Π˜ TW˜Π˜ )−1) are
bounded, with probability tending to 1, by some constants that are independent of n. For a positive definite matrix, if its
eigenvalues are bounded, it can be shown that each element of the matrix is also bounded. Thus, [(kn/n)Π˜ TWΠ˜ ]−1 e= Op(1),
[(kn/n)Π˜ TWˆΠ˜ ]−1 e= Op(1) and [(kn/n)Π˜ TW˜Π˜ ]−1 e= Op(1).
Letting ∆W = Wˆ −W, we have
I − [(kn/n)Π˜ TWΠ˜ ]−1[(kn/n)Π˜ TWˆΠ˜ ] = I − [(kn/n)Π˜ TWΠ˜ ]−1[(kn/n)Π˜ TWΠ˜ + (kn/n)Π˜ T∆WΠ˜ ]
= −[(kn/n)Π˜ TWΠ˜ ]−1[(kn/n)Π˜ T∆WΠ˜ ].
Multiplying [(kn/n)Π˜ TWˆΠ˜ ]−1 on both sides, we have
[(kn/n)Π˜ TWˆΠ˜ ]−1 − [(kn/n)Π˜ TWΠ˜ ]−1 = −[(kn/n)Π˜ TWΠ˜ ]−1[(kn/n)Π˜ T∆WΠ˜ ][(kn/n)Π˜ TWˆΠ˜ ]−1.
Since (kn/n)Π˜ TΠ˜
e= Op(1) and supx∈Rp |w(x)− wˆ(x)| = δn, we have
(kn/n)Π˜
T∆WΠ˜
e= Op(δn).
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Thus, we have
[(kn/n)Π˜ TWˆΠ˜ ]−1 − [(kn/n)Π˜ TWΠ˜ ]−1 e= Op(δnk2n).
Similarly, we have
[(kn/n)Π˜ TW˜Π˜ ]−1 − [(kn/n)Π˜ TWΠ˜ ]−1
= −[(kn/n)Π˜ TWΠ˜ ]−1[(kn/n)Π˜ T(W˜ −W)Π˜ ][(kn/n)Π˜ TW˜Π˜ ]−1.
For matrix [(kn/n)Π˜ T(W˜ −W)Π˜ ], each element can be written as
[(kn/n)Π˜ T(W˜ −W)Π˜ ]ij = (kn/n)
n∑
t=1
(E[w(x)|Yt] − w(Xt))pii(Yt)pij(Yt).
Since
E{(E[w(x)|Yt] − w(Xt))pii(Yt)pij(Yt)} = E{E[(E[w(x)|Yt] − w(Xt))pii(Yt)pij(Yt)]|Yt}
= E{(E[w(x)|Yt] − E[w(Xt)|Yt])pii(Yt)pij(Yt)}
= 0
and E{(E[w(x)|Yt] − w(Xt))pii(Yt)pij(Yt)}2 is bounded, given that there are at most (3n/kn) nonzero pii(Yt) for t = 1, . . . , n,
we have that the mean of [(kn/n)Π˜ T(W˜ − W)Π˜ ]ij is 0 and the variance of [(kn/n)Π˜ T(W˜ − W)Π˜ ]ij is Op(n−1kn). Thus,
[(kn/n)Π˜ T(W˜ −W)Π˜ ]ij is Op(n−1/2k1/2n ), i.e.,
(kn/n)Π˜
T(W˜ −W)Π˜ e= Op(n−1/2k1/2n ).
Consequently, we have
[(kn/n)Π˜ TW˜Π˜ ]−1 − [(kn/n)Π˜ TWΠ˜ ]−1 e= Op(n−1/2k5/2n ).
Given
[(kn/n)Π˜ TWˆΠ˜ ]−1 − [(kn/n)Π˜ TWΠ˜ ]−1 e= Op(δnk2n)
and δn = Op(n−1/2), we have
[(kn/n)Π˜ TWˆΠ˜ ]−1 − [(kn/n)Π˜ TW˜Π˜ ]−1 e= Op(n−1/2k5/2n ).
Now, we have
(Π˜ TWˆΠ˜ )−1 e= Op(kn/n), (9)
(Π˜ TW˜Π˜ )−1 e= Op(kn/n), (10)
(Π˜ TWˆΠ˜ )−1 − (Π˜ TW˜Π˜ )−1 e= Op(n−3/2k7/2n ). (11)
For matrix Z∗TWˆΠ˜ , each element (Z∗TWˆΠ˜ )ij is
n∑
t=1
wˆtZ
∗[t, i]pij(Yt) =
n∑
t=1
wˆt Z˜[t, i]pij(Yt)+
n∑
t=1
wˆt(Z
∗[t, i] − Z˜[t, i])pij(Yt),
where Z∗t = Σˆ∗−1/2xx (Xt − µˆ∗x ), Z˜t = Σ∗−1/2xx (Xt − µ∗x ), Z∗ = (Z∗1, . . . , Z∗n)T, Z˜ = (Z˜1, . . . , Z˜n)T as defined before, and 0 < wˆt < 1,
0 ≤ pij(Yt) ≤ 1. By the definition, we have that {Z˜t}nt=1 are observations of z∗ = Σ∗−1/2xx (x − µ∗x ). Given the kn internal
quantile knots used in the developed WCANCOR method, there are at most (3n/kn) nonzero pij(Yt) for t = 1, . . . , n. Given
the condition A3, we have∣∣∣∣∣ n∑
t=1
wˆt Z˜[t, i]pij(Yt)
∣∣∣∣∣ ≤ ∑
pij(Yt)6=0
|Z˜[t, i]| = Op(n/kn).
Given (3), A3 and the bounded w(x)‖x‖22 and wˆ(x)‖x‖22, we have n1/2(Σˆ∗xx − Σ∗xx) e= Op(1), n1/2(µˆ∗x − µ∗x ) e= Op(1),
supt |wˆt(Z∗[t, i] − Z˜[t, i])| = Op(n−1/2) and |
∑n
t=1 wˆt(Z∗[t, i] − Z˜[t, i])pij(Yt)| = Op(n−1/2n/kn). Therefore, we have (Z∗TWˆΠ˜ )ij =
Op(n/kn), i.e.,
Z∗TWˆΠ˜ e= Op(n/kn). (12)
For the same reasons, we have
Z∗TWΠ˜ e= Op(n/kn), (13)
Z∗TWˆΠ˜ − Z∗TWΠ˜ e= Op(δnn/kn). (14)
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Given (9)–(14) and δn = Op(n−1/2), we have
∆ˆ∗n −∆∗n = n−1Z∗TWˆΠ˜ (Π˜ TWˆΠ˜ )−1Π˜ TWˆZ∗ − n−1Z∗TWΠ˜ (Π˜ TW˜Π˜ )−1Π˜ TWZ∗
e= Op(n−1/2k7/2n ).
The matrices ∆ˆ∗n and ∆∗n both have the fixed dimensionality p× p. Given the condition A2, we have ∆ˆ∗n −∆∗n = op(1). 
Proof of Lemma 2.3. Given n observations (Yt, Zt)with weights w˜(Yt), we define
∆˜n = n−1
n∑
t=1
w˜(Yt)E(w˜(Yt)
−1w(x)z∗|Yt)ET(w˜(Yt)−1w(x)z∗|Yt).
The kernel matrix in WCANCOR is M∗ = E[w˜(y)E(w˜(y)−1w(x)z∗|y)ET(w˜(y)−1w(x)z∗|y)]. By the Law of Large Numbers, we have
∆˜n
P→ M∗. To show ∆∗n P→ M∗, it suffices to prove ∆∗n − ∆˜n P→ 0.
Letting ui(y) = E(w˜(y)−1w(x)z∗i |y) and uˆi(y) = p˜iT(y)(Π˜ TW˜Π˜ )−1Π˜ TWZ∗[, i], where z∗ = (z∗1, . . . , z∗p)T, we have that the
elements of ∆˜n and ∆∗n are
(∆˜n)ij = n−1
n∑
t=1
w˜(Yt)ui(Yt)uj(Yt) and (∆∗n)ij = n−1
n∑
t=1
w˜(Yt)uˆi(Yt)uˆj(Yt).
Given the sample of (y, x, z∗i ), (Yt, Xt, Z˜[t, i]), and Bn = span{pi1(y), . . . ,pim+kn(y)}, the weighted least squares estimate of
ui(y) = E(w˜(y)−1w(x)z∗i |y) in Bn is defined as the function h(y) ∈ Bn that minimizes
∑n
t=1 w˜(Yt)(h(Yt) − w˜(Yt)−1w(Xt)Z˜[t, i])2
in [12]. By the weighted least squares estimator of the regression parameter, we know that
u˜i(y) = p˜iT(y)(Π˜ TW˜Π˜ )−1Π˜ TW˜W˜−1WZ˜[, i]
= p˜iT(y)(Π˜ TW˜Π˜ )−1Π˜ TWZ˜[, i]
is the weighted least squares estimate of ui(y) in Bn. Given A2 and A4, by Theorem 1 of [12], we have, for i = 1, . . . , p,
n−1
n∑
t=1
w˜(Yt)(u˜i(Yt)− ui(Yt))2 = op(1).
Since w(x)‖x‖2 is bounded, similarly to the results shown in the proof of Lemma 2.2, we have supt |wt(Z∗[t, i] − Z˜[t, i])| =
Op(n−1/2) and Π˜ TW(Z∗[, i] − Z˜[, i]) e= Op(n1/2/kn). Given (10), we have supt |uˆi(Yt) − u˜i(Yt)| = Op(knn−1/2). According to the
condition A2, we have
n−1
n∑
t=1
w˜(Yt)(uˆi(Yt)− u˜i(Yt))2 = op(1).
Since
n−1
n∑
t=1
w˜(Yt)(uˆi(Yt)− ui(Yt))2 = n−1
n∑
t=1
w˜(Yt)(u˜i(Yt)− ui(Yt)+ uˆi(Yt)− u˜i(Yt))2
≤ 2n−1
n∑
t=1
w˜(Yt)(u˜i(Yt)− ui(Yt))2 + 2n−1
n∑
t=1
w˜(Yt)(uˆi(Yt)− u˜i(Yt))2,
we have n−1
∑n
t=1 w˜(Yt)(uˆi(Yt)− ui(Yt))2 = op(1). Therefore,
|(∆∗n)ij − (∆˜n)ij| ≤ n−1
n∑
t=1
w˜(Yt)|uˆi(Yt)uˆj(Yt)− ui(Yt)uj(Yt)|
= n−1
n∑
t=1
w˜(Yt)|(uˆi(Yt)− ui(Yt))(uˆj(Yt)− uj(Yt))
+ (uˆi(Yt)− ui(Yt))uj(Yt)+ ui(Yt)(uˆj(Yt)− uj(Yt))|
≤ n−1
n∑
t=1
w˜(Yt)(uˆi(Yt)− ui(Yt))2/2+ n−1
n∑
t=1
w˜(Yt)(uˆj(Yt)− uj(Yt))2/2
+ n−1
(
n∑
t=1
w˜(Yt)(uˆi(Yt)− ui(Yt))2
)1/2 ( n∑
t=1
w˜(Yt)u
2
j (Yt)
)1/2
+ n−1
(
n∑
t=1
w˜(Yt)(uˆj(Yt)− uj(Yt))2
)1/2 ( n∑
t=1
w˜(Yt)u
2
i (Yt)
)1/2
= T1 + T2 + T3 + T4.
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We have shown that T1 = op(1) and T2 = op(1). By A4, we have that ui(y) is bounded by a constant C for i = 1, . . . , p on
[a, b]. Thus, we have
T3 = n−1
(
n∑
t=1
w˜(Yt)(uˆi(Yt)− ui(Yt))2
)1/2 ( n∑
t=1
w˜(Yt)u
2
j (Yt)
)1/2
≤ C
(
n−1
n∑
t=1
w˜(Yt)(uˆi(Yt)− ui(Yt))2
)1/2
,
and T3 = op(1). Similarly, T4 = op(1). Therefore, we have ∆∗n − ∆˜n P→ 0 and ∆∗n P→ M∗. 
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