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ABSTRACT
As interests in applications of small organic fluorophores grow, so does the importance of
thoroughly understanding the mechanisms behind photophysical phenomena. The advents of
fluorescent probes, organic solar cells, and organic optoelectronic devices motivate research into
such phenomena as aggregation-induced emission (AIE) and mega-Stokes shifts. The exhibition
of AIE is crucial to the application of fluorophores in solid-state electronics, and large Stokes shifts
are key to the efficiency of fluorophores in nearly all applications.
AIE was investigated through a recently proposed mechanism, the Suppression of Kasha’s
Rule (SOKR), and its potential exhibition in 1,6-diphenyl-1,3,5-hexatriene (DPH). SOKR explains
anomalous fluorescence with a mechanism that simultaneously induces AIE. This connection has
immense potential for developing a new class of AIE-gens from anomalous fluorophores. The
photophysics of DPH were explored spectroscopically to determine that DPH does not exhibit
SOKR. This result led to the proposition of future experiments that could provide more insight
into the SOKR mechanism.
Mega-Stokes shifts were investigated through computational modeling of the mega-Stokes
shifts exhibited by [1,2,3]triazolo[1,5-a]pyridinium (TOP) and [1,2,3]triazolo[1,5-a]quinolinium
(TOQ) dyes. A mechanism was proposed by paired analysis of BLYP- and ωB97-based models.
The mechanism relies on the charge-transfer character of absorbance forcing rotation, twist, and
bond deformation in excited state structure. Relaxation from the new geometry produces the
unusually large Stokes shifts.

ii

ACKNOWLEDGEMENTS
Undergraduate research is a challenging endeavor that could hardly be engaged in without
firm and steadfast conviction. It would be gross deception for me to boast of such firm dedication;
time and time again I have relied on others’ support to carry me through difficulties and struggles.
This thesis being one of my greatest and most significant accomplishments to date, it seems an
important opportunity to recognize some of those people whose support has been invaluable.
My parents. Simultaneously my first teachers, my first mentors, and my first role models.
Though I tease her for it, my mom’s devotion to integrity and prudence imprinted upon me a
powerful work ethic and the realization that we might all benefit from being a little more ‘fesso’.
My dad taught me the value of enjoying good things, even if they are not necessarily good for me.
He was talking about salami and mortadella, but I have found the advice equally applicable to my
life and career. One paragraph is too brief to express my gratitude for their teaching and support.
My professors. So many have played an important role in guiding me through my
undergraduate career. For the occasion, I would like to specifically recognize my committee
members. Matt accepted me into his research group just over four years ago. I am immensely
grateful for his commitment and patience in training me as both a chemist and, more generally, a
researcher. Mike was one of my favorite chemistry professors, both for his rigorous teaching style
and attitude towards science. He has a quantitative mindset and a passion for science that I both
admire and aspire to develop. Juan played the critical role of showing me how mathematics and
the physical sciences could intertwine. To this day, his courses in thermal, statistical, and
computational physics are among my favorite college experiences and have greatly influenced my
chosen path in science. I have the utmost respect for these three scholars and mentors and am
thankful for the opportunities to have met and learned from them.
My friends. Sanity is like research: you think everything is under control, then you
suddenly find yourself in a position void of reason and purpose, where all past effort has been for
naught and all interpretation is absurd. Ironically, the two seem not just similar but correlated. I
would like to thank the many friends I have had over the years for both helping me through stressful
blocs and showing me that being a researcher extends beyond the confines of a laboratory.
Thank you.

iii

TABLE OF CONTENTS

ABSTRACT ....................................................................................................................... ii
ACKNOWLEDGEMENTS ............................................................................................ iii
TABLE OF CONTENTS ................................................................................................ iv
LIST OF FIGURES AND TABLES............................................................................... vi
LIST OF ABBREVIATIONS ....................................................................................... viii
1

Background ................................................................................................................. 1
1.1

Introductory Photophysics..................................................................................... 1

1.2

Properties of Fluorescence .................................................................................... 4

1.3

Relevancy of Thesis Research............................................................................... 8

1.4

Investigating Fluorescence .................................................................................. 10

1.4.1 Spectroscopy ................................................................................................. 10
1.4.2 Computation ................................................................................................. 12
2

Expanding on the Suppression of Kasha’s Rule .................................................... 19
2.1

Introduction ......................................................................................................... 19

2.2

Methods ............................................................................................................... 27

2.2.1 Spectroscopy ................................................................................................. 27
2.2.2 Computation ................................................................................................. 31
iv

2.3

Results ................................................................................................................. 32

2.3.1 Spectroscopy ................................................................................................. 32
2.3.2 Computation ................................................................................................. 38

3

2.4

Discussion ........................................................................................................... 41

2.5

Conclusion........................................................................................................... 46

Structure Function Relation: Modeling Mega-Stokes Shifts................................ 47
3.1

Introduction ......................................................................................................... 47

3.2

Methods ............................................................................................................... 52

3.3

Results ................................................................................................................. 54

3.4

Discussions .......................................................................................................... 64

3.5

Conclusions ......................................................................................................... 69

4

Conclusions................................................................................................................ 70

5

Bibliography .............................................................................................................. 72

v

LIST OF FIGURES AND TABLES
Figure 1: General Jablonski Diagram of Absorbance and Fluorescence ............................ 6
Figure 2: Applications of AIE............................................................................................. 7
Figure 3: Diagram of Absorbance/Fluorescence Spectrometer ........................................ 11
Figure 4: Jacob's Ladder ................................................................................................... 15
Figure 5: General Jablonski Diagram Describing TICT ................................................... 20
Figure 6: BODIHY Structure ............................................................................................ 21
Figure 7: Potential Energy Surface of BODIHY Across Rotor Angle. ............................ 23
Figure 8: Anomalous Fluorophore Excitation .................................................................. 24
Figure 9: Potential SOKR Candidates .............................................................................. 25
Table 1: Sample Set Compositions ................................................................................... 29
Table 2: Sample Set Properties ......................................................................................... 29
Table 3: Low-Viscosity Sample Set Compositions .......................................................... 29
Table 4: Low-Viscosity Sample Set Properties ................................................................ 30
Figure 10: 1H NMR Spectra of DPH Following Dark Storage ........................................ 33
Figure 11: NMR Spectra of DPH Following Irradiation by Ambient Light .................... 33
Figure 12: Stability of DPH Samples................................................................................ 34
Figure 13: DPH Excitation Spectra into S1 and S2 ........................................................... 35
Figure 14: Excitation Spectra of DPH Viscosity Samples................................................ 35
Figure 15: Fluorescence of DPH Cocktails ...................................................................... 36
Figure 16: Results of DPH Viscosity Sensitivity Experiments ........................................ 37
Table 5: Analysis of Viscosity Sensitivity Experiments................................................... 37
Figure 17: DPH Comparison to BODIHY ........................................................................ 38
vi

Table 6: DFT Analysis of DPH Photophysics .................................................................. 39
Table 7: WF Analysis of DPH Photophysics.................................................................... 39
Figure 18: Published Stokes Shift Mechanisms................................................................ 49
Figure 19: Lewis Structures of TOP and TOQ dyes. ........................................................ 50
Figure 20: General Computational Pipeline. .................................................................... 53
Figure 21: Overview of Predicted Absorbance Intensities. .............................................. 55
Table 8: Predicted Absorbance Intensities of TOP and TOQ Dyes.................................. 55
Figure 22: Excitation Density Difference Plots. ............................................................... 56
Figure 23: Overview of Predicted Stokes Shifts. .............................................................. 57
Table 9: Predicted Stokes Shifts for TOP and TOQ Dyes. ............................................... 58
Figure 24: Visualization of Structural Differences. .......................................................... 59
Figure 25: Visualization of Key Dihedrals. ...................................................................... 60
Table 10: Quantifying Structural Differences................................................................... 60
Figure 26: Correlation of Rotation and Twist. .................................................................. 62
Figure 27: Measured Bond Lengths. ................................................................................. 63
Table 11: ωB97-Predicted Changes in Bond Lengths. ..................................................... 63

vii

LIST OF ABBREVIATIONS

A

acceptor

ACQ

aggregation-caused quenching

AIE

aggregation-induced emission

Az

azulene

BODIHY

boron difluorohydrazone

BODIPY

boron dipyrromethene

D

donor

DFT

density functional theory

DPH

1,6-diphenyl-1,3,5-hexatriene

EG

ethylene glycol

ESIPT

excited state intramolecular proton transfer

FET

field-effect transistor

FMR

fluorescent molecular rotor

FRET

Fӧrster energy transfer

GGA

generalized gradient approximation

HF

Hartree Fock

LDA

local density approximation

LED

light-emitting diode

LES

locally excited state

NMR

nuclear magentic resonance spectroscopy

OFET

organic field-effect transistor

OLED

organic light-emitting diode

PET

photo-induced electron transfer

PS

prestain
viii

RIM

restriction on intramolecular motion

RIR

restriction on intramolecular rotation

RIV

restriction on intramolecular vibration

S0

ground excited state

S1

first excited state

SOKR

Suppression of Kasha's Rule

TDDFT

time-dependent density functional theory

TICT

twisted intramolecular charge transfer

TOP

[1,2,3]triazolo[1,5-a]pyridinium

TOQ

[1,2,3]triazolo[1,5-a]quinolinium

UVvis

ultraviolet-visible light absorbance spectroscopy

VACC

Vermont Advanced Computing Core

WF

wave function

Zn-TPP

zinc 5,10,15,20-tetraphenyl-21H,23H-porphine

ix

1 Background
1.1 Introductory Photophysics
Photophysics is the study of interactions between physical materials and light. These
interactions can generally be divided into two categories: the absorbance of light and the emission
of light. The former is commonly known as absorbance, and the latter as luminescence. The
photophysical properties of a material depend on the identity of the material as well as the chemical
environment. Consequently, photophysical observation may be used to infer information regarding
molecular properties such as electronic structure.
The connection between electronic structure and photophysical properties can be explained
through physical chemistry. Molecules and atoms exhibit electronic energy levels, often referred
to as energy states, defined by an electronic configuration. Spatially speaking, electrons occupy
orbitals of various energies that make up the energy state. These levels are distinct from one
another in the sense that there is no continuum between them; they exist at a discrete set of
energies. Every chemical species has a state of lowest energy, known as the ground state. This
state represents the most stable electronic configuration in which a molecule may exist. Higherenergy levels are known as excited states because electrons, which naturally occupy lower energy
levels, must be energized (colloquially speaking excited) to transition to higher energy states.1
Electrons may convert between orbitals through the intake and output of energy. This
transfer may take various forms. When an electron is excited by energy delivered photonically, the
process is known as absorbance. Relaxation, the effective opposite of excitation, is the transfer of
an electron from a high excited to either a lower excited state or the ground state. The event is
always accompanied by the release of excess energy and, as in the case of energy intake, this can
1

take various forms. When the energy is released as a photon, the process is known as luminescence.
Because electronic energy levels are discrete, photons are absorbed and emitted at the exact energy
necessary to convert between states.1 Absorbance and luminescence may therefore be used to
determine the relative energies of electronic states and hence describe overall electronic structure.
It is important to note that absorbance and luminescence do not necessarily occur at the
same energy. This can result from the vibrational structure embedded within electronic structure.
Vibrational relaxations are rapid and often release heat rather than light. Subsequent electronic
relaxations then occur from lower energy states than those into which the electrons were originally
excited. Furthermore, electrons are usually excited from the vibrational ground state, but may relax
to a higher vibrational state in an electronic transition. Both these phenomena lead to an overall
lower energy of luminescence compared to that of absorbance. Another example: the molecule
itself may change geometry upon excitation, which will change molecular orbitals and their
energies. Luminescence then occurs from the new set of orbitals, with energies different from those
of the ground state geometry.1 The difference between absorbance and luminescence therefore
yields additional insight into electronic (and vibrational) structure, greatly enhancing
photophysical analysis.
The most common form of luminescence is fluorescence. Other forms of luminescence
exist, but fluorescence is generally the fastest, brightest, and most commonly exhibited. The
quantum mechanical determinant of fluorescence is preservation of spin state (the fourth quantum
number and a binary characteristic of electrons) throughout the event. If spin state is not preserved,
the phenomenon is known as phosphorescence, and is generally slower and dimmer.2 The
prevalence of fluorescence as a photophysical property motivates research of it. This involves
developing both scientific theory for the photophysics and practical applications for fluorophores.
2

This thesis discusses two research projects focused on the unusual fluorescence exhibited by
certain organic molecules.
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1.2 Properties of Fluorescence
The fluorescence exhibited by a molecule can be studied and characterized through a
variety of properties. Some useful metrics, such as quantum yield and Stokes shift, compare
absorbance and fluorescence. As not all electronic transitions are quantum-mechanically allowed,
some experiments specifically explore strongly radiative (i.e. photon-emitting) excitations and
relaxations. The effects of environmental factors on fluorescence can also be measured, with
results often being referred to as 'sensitivities' such as viscosity sensitivity or polarity sensitivity.
Collectively, these properties offer a useful description of the fluorescence exhibited by a
particular molecule, so are important to understand.
Quantum yield is analogous to brightness. As brightness is a critical factor in most
applications of luminogens, molecules with high quantum yields are very desirable.3 Technically,
quantum yield is the ratio of photons emitted to photons absorbed. It therefore grants insight
regarding the relative strengths of absorbance and luminescence transitions. It may also be
interpreted as a measurement of how efficiently energy may be converted through a molecule.
Stokes shift quantifies the energy difference between absorbance and fluorescence. This is
in contrast with quantum yield, which effectively measures the difference in intensities. As noted
in Section 1.1, a nonzero Stokes shift is a natural consequence of vibrational relaxation preceding
electronic relaxation. In many cases, this is the only factor at play, and observed Stokes shifts are
relatively small. Theoretically, a large Stokes shift indicates a great structural difference between
the ground and excited states of a molecule. This could be in geometric or electronic structure.
Small Stokes shifts often indicate a tendency to self-quench, a process in which emitted photons
are immediately reabsorbed, thus generating no usable light. As a result, molecules with high
Stokes shifts are highly sought after for application in luminescent devices.4 Two classes of
4

molecules exhibiting unusually large Stokes shifts are the [1,2,3]triazolo[1,5-a]pyridinium (TOP)
and [1,2,3]triazolo[1,5-a]quinolinium (TOQ) dyes.5
Fluorescence is generally governed by Kasha's Rule.6 Kasha's Rule states that radiative
relaxation occurs only from the first excited state to the ground state. This may be visualized with
a Jablonski diagram (Figure 1). First, an electron is excited from the ground state (S0) to some
higher energy state (S1, S2, S3,...). Then, internal conversions (IC) and vibrational relaxations (vib),
neither of which are associated with photonic emission, transfer electrons to the first excited state
(S1). Internal conversions are transitions from the energy-equivalent low vibrational state of a high
electronic state to the high vibrational state of a low electronic state. Vibrational relaxations are
transitions from high vibrational states to low vibrational states, which typically release thermal
radiation. Only in the eventual electronic relaxation from S1 to the ground state (F1) are photons
emitted. The great majority of fluorophores follow Kasha's Rule, but there do exist anomalous
fluorophores.7 These species relax radiatively from higher excited states. 1,6-diphenyl-1,3,5hexatriene (DPH), a primary subject in the research presented here, is one such fluorophore.8
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Figure 1: General Jablonski Diagram of Absorbance and Fluorescence.
Electronic energy states are represented with bold black lines and vibrational
energy states with thin black lines. Straight and wavy arrows represent radiative
and nonradiative transitions, respectively. The dotted lines represent anomalous
transitions. Also included are the T1 state and P1 emission representing
phosphorescence. Transitions that involve a change of spin state are known as
intersystem crossings (ISC). Figure taken from reference.7
All three preceding properties: quantum yield, Stokes shift, and adherence to Kasha's Rule,
may vary with chemical environment. For example, many fluorophores exhibit viscosity and
polarity sensitivity in solution.9 In the solution state, fluorophores may also aggregate, a
phenomenon in which molecules cluster together. Interactions between the electronic states of
molecules in such close proximity play a role in the exhibited photophysics. Aggregation-related
effects can hinder or enhance fluorescence. These phenomena are known as aggregation-caused
quenching (ACQ) and aggregation-induced emission (AIE), respectively.10 ACQ being

6

detrimental to fluorescence exhibition, it generally inhibits fluorophore application. Conversely,
the fluorescence enhancement of AIE is useful in a variety of fields,11 including biomolecular
sensing, biological imaging, chemical sensing, optoelectronic systems (Figure 2).12 The utility of
AIE fluorophores is partially due to the relative ease with which they may be transferred from
solution to solid state with minimal loss of photophysical activity.

Figure 2: Applications of AIE. Examples of AIE fluorophore applications in
biology, chemistry, medicine, and optoelectronic systems. Figure taken from
reference.12
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1.3 Relevancy of Thesis Research
This dissertation presents research regarding two of the previously discussed aspects of
fluorescence: Kasha’s rule and Stokes shift. These concepts are of great interest because they
contribute to a fluorophore’s potential for application.
Anomalous fluorophores may, due to the same mechanisms by which they exhibit
anomalous fluorescence, exhibit AIE.9, 13 As previously discussed (Figure 2), AIE fluorophores
are highly sought after. Unfortunately, there are still many challenges to AIE application,14 which
motivates the search for more classes of AIE molecules. Some anomalous fluorescence
mechanisms have been observed to result in a viscosity sensitivity also associated with AIE,7, 12
suggesting that anomalous fluorophores may be one such class.
To further characterize the connection between these phenomena and grasp the potential
of their collaboration, the photophysics of DPH, a known anomalous fluorophore,8 were
investigated. DPH is a candidate for exhibition of a novel fluorescence mechanism: the
Suppression of Kasha’s Rule (SOKR),13 that induces anomalous fluorescence and potentially AIE.
It is hypothesized that SOKR might generally act as a bridge between the anomalous fluorescence
and AIE phenomena.15 Research was conducted using traditional spectroscopy techniques to study
both absorbance and fluorescence.
Stokes shifts are intimately tied to fluorophore application. Self-quenching is generally
observed in molecules with low Stokes shifts. For such species, because fluorescence and
absorbance occur at similar energies, neighboring molecules can immediately absorb emitted light.
In the solid state, where intermolecular distances are small, this phenomenon is enhanced. Many
applications of fluorophores, particularly in electronics, must be in the solid state, which makes

8

Stokes shifts a major indicator of a fluorophore’s potential for application.4 This motivates the
development of fluorophores with high Stokes shifts. Furthermore, a better understanding of the
quantum mechanical determinants of Stokes shifts may lead to a method by which fluorophores
with high Stokes shifts could be derived from low Stokes shift fluorophores.
TOP and TOQ dyes have exhibited Stokes shifts large enough to be coined mega-Stokes
shifts.16 Investigation of their fluorescence mechanisms may help characterize high-Stokes shift
molecules. This investigation was conducted primarily using computational techniques.
All photophysical phenomena have the potential to be modeled computationally.
Successful computational modeling can predict chemical properties prior to intense laboratory
work, and therefore be used to guide investigation. This has the benefit of both providing a
theoretical basis for experimental results and potentially saving resources by providing an
additional benchmark with which to guide experimentation. Furthermore, certain properties are
extremely difficult to research via traditional laboratory methods. These include investigations of
molecular orbital configurations and excited state structures. Computational techniques can
approach such challenges relatively easily (though often with varying losses in accuracy). In the
work presented here, developing computational models for DPH and TOP/TOQ helped elucidate
mechanisms that would be very difficult to investigate spectroscopically. These results may aid in
the search for AIE among anomalous fluorophores and in the characterization of high Stokes shifts
in organic molecules. A critical aspect of this research was therefore investigation of
computational models for anomalous fluorescence and mega-Stokes shifts.

9

1.4 Investigating Fluorescence
1.4.1 Spectroscopy
The investigation of photophysical phenomena in this thesis takes two forms: spectroscopic
and computational. Spectroscopic analysis occurs in laboratory and yields data regarding the
probed physical system. Conversely, computational analysis occurs in silico on a virtual replica of
the physical system. Generally, spectroscopic analysis, based on an empirical foundation, is used
to validate computational results, which are based on theory. Once qualified by spectroscopic data,
computational analysis allows for a more thorough investigation than would be possible with only
spectroscopic techniques. Many different forms of spectroscopy exist, but the projects discussed
here focus on two types: absorbance spectroscopy and fluorescence spectroscopy. Similarly, many
computational techniques have been developed, but those most pertinent to this work are from
density functional theory (DFT).
Spectroscopy is perhaps best described by the instrument with which it is performed: the
spectrometer. The design of a rudimentary solvent-state spectrometer is shown in Figure 3. The
light source generally provides light spanning the visible spectrum, but many ultraviolet-visible
light (UVvis) absorbance spectrometers use two lamps, one for visible light and another for
ultraviolet light. Lamp light is passed through a wavelength selector, often a diffraction grating,
so that the sample may be irradiated with light of a particular energy.
For absorbance spectroscopy, the apparatus is aligned such that light passes directly from
the light source to the sample to the detector. Absorbance is measured as a function of the
percentage of incident light transmitted. In other words, the spectrometer measures the fraction of
original light to reach the detector. Absorbance spectroscopy is generally conducted by gradually
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exciting across a range of wavelengths and recording the absorbance at each wavelength. This
produces a continuous curve to analyze.17

Figure 3: Diagram of Absorbance/Fluorescence Spectrometer. A typical
absorbance or fluorescence spectrometer. The green trace represents the path of
light in absorbance spectroscopy from the light source (a), through a wavelength
selector (b), to the sample (c), and directly to a detector (d). The brown trace
represents the path of light in fluorescence spectroscopy from the light source (a),
through a wavelength selector (b), to the sample (c), and through another
wavelength selector before detection (e).
Fluorescence emission spectroscopy involves a similar instrument to absorbance
spectroscopy (Figure 3). The only major difference is the alignment of the modules. Incident light
travels along a single axis, whereas fluorescence is isotropic. Placing a wavelength selector and
detector perpendicular to the incident axis therefore minimizes detection of the incident light while
maximizing detection of fluorescence. Emission spectroscopy is conducted by exciting at one
wavelength and measuring the fluorescence across a spectrum.17
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Excitation spectroscopy is another variation of fluorescence spectroscopy. It utilizes the
same spectrometer configuration as emission spectroscopy, but spectra are collected differently.
Rather than excite at one wavelength and record fluorescence across a range, as in emission
spectroscopy, the sample is excited across a range and fluorescence is recorded at one wavelength.
In a sense, configuration of the excitation/emission parameters are swapped. This allows for the
probing of one particular transition and can help deconvolute fluorescence spectra.17
Sample preparation is important to photophysics experiments, as chemical environments
often play a critical role in the photophysics exhibited. Solution homogeneity and fluorophore
solubility are particularly important, as any aggregation can cause AIE or ACQ.10 Both phenomena
are undesirable if the matter of interest is native fluorescence. Testing for viscosity or polarity
sensitivity can be accomplished by measuring the fluorescence of a set of samples with slightly
different chemical environments. Calculating lines of best fit over these gradients then reveals the
appropriate sensitivities.17 In such experiments, extra care must be taken so that the gradients used
do not force aggregation in any sample.

1.4.2 Computation
Computational chemistry approaches experimentation with the application of highly
developed physical and chemical models. This has the advantage of providing more detailed
information regarding electronic structures, energy transfers, and mechanical phenomena than is
usually possible by traditional experimentation. The disadvantage is that the inherent complexity
of classical and quantum mechanics, as well as their interface, precludes construction of a perfect
model. Consequently, many models have been proposed, each with varying degrees of accuracy
and better or worse suited for certain chemical systems. Some models are purely theoretical (ab
initio), whereas others incorporate empirical parameters. Though computational techniques have
12

been developed on a variety of scales, from single atoms to protein aggregates, the work presented
here is concerned with modeling single molecules. A summary of the techniques implemented in
this project follows.
In this review, it is important to keep in mind that the primary focus of computational
chemistry theory is only calculating the energy of a state. In practice, this step is usually only part
of a broader experiment. For instance, determination of molecular geometry is accomplished
through geometry optimization. This process involves calculating the energy of various molecular
geometries and comparing them to find the most stable. This, in turn, almost always requires a
convergence algorithm.
As a result, the overall experiment can be many times more complex than the isolated
calculation of energy. Geometry convergences of molecules presented later in this work took
dozens of energy calculations and multiple weeks to run to completion. Even only slight increases
in the complexity of a computational technique can lead to much greater demand on computational
resources. An important consideration in choosing computational methods is therefore balancing
the benefits of the increased accuracy that usually comes with complexity against the minimization
of computational cost.
The variety of methods for modeling electronic structure is motivated by the need to
accurately predict both electron exchange and electron correlation energies. These terms arise from
electron-electron interactions and are ubiquitous to multielectron systems. Electron exchange
results from quantum mechanical physics and is sometimes viewed as the reason for chemical
bonding. Electron correlation results from the instantaneous and simultaneous influence the
electrons of a system have on each other. Mathematically speaking, these interactions are
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impossible to resolve analytically, and thus require approximations. The multitude of possible
approximations then yield the multitude of a computational methods currently available.
The original approach was wave function (WF) theory, typically beginning with Hartree
Fock (HF) theory.18 The technique consists, essentially, of directly solving the Schrӧdinger
equation for a given chemical system after accepting a few assumptions. This yields both
wavefunctions describing what are traditionally considered orbitals, as well as their energies. In
the case of HF theory, the energy resulting from electron correlation is ignored, but the energy
from electron exchange is solved exactly. Despite its age, HF is still applied today. Though too
inaccurate to be used on its own, it is still widely applied in conjunction with other techniques.
Further research and development have also led to a panoply of derivatives exhibiting far superior
accuracy.19 As is the theme in computational chemistry, these improvements are significantly more
expensive. All WF theory algorithms rely on a variational principle, which states that the true
wavefunction will always be of lower energy than approximated wavefunctions.
Another popular class of models are those based on density functional theory (DFT). DFT
is structured around the premise of substituting wavefunctions for electron density functionals. In
other words, exchange and correlation energies are approximated using functions of electron
density. These approximations are justified mathematically with the Hohenburg-Kohn theorem,20
which guarantees an analogue of the WF variational principle and validates the density-functional
approach. DFT has a few advantages over WF theory. Firstly, electron density is observable, so
less abstract than wavefunctions. Secondly, approximating exchange and correlation energies
together and separately from the rest of the energy calculation allows for greater freedom and
flexibility in the design of functionals.19 This could equivalently be considered a disadvantage,
depending on perspective, but is of great utility to the project at hand. The variety also allows for
14

a spread of complexities, which can be visualized with Jacob's Ladder21 (Figure 4). Finally, DFT
methods are generally cheaper than WF methods of comparable accuracy.

Figure 4: Jacob's Ladder. A graphic depicting the relative complexities of DFT
functionals. LDA and double hybrid functionals were not explored in this work, the
former due to its poor accuracy and the latter due to its great demand on
computational resources.
Of the many DFT functionals, the projects later presented primarily applied six. The six
functionals fall, roughly speaking, into three classes of complexity. The simplest are the
generalized gradient approximation (GGA) functionals: BLYP22,
complexity are the hybrid GGA-functionals: B3LYP22,

23, 25-27

23

and PBE.24 Of greater

and PBE0.28 Finally, the most

complex functionals investigated were the long-range corrected functionals: ωB97 and ωB97X.29
GGA-functionals consider both electron density and the first derivative of electron density.
Considering the first derivative of electron density results in significantly improved accuracy at
15

very little additional computational cost relative to local density approximation (LDA) functionals.
As a result, GGA-functionals are generally considered the simplest reasonable functionals for
research and are standard inclusions in DFT research.
HF corrections can be incorporated into DFT functionals, producing the aptly named
hybrid GGA-functionals. The shortcomings of DFT in approximating exchange energy are thereby
mitigated by the exactly calculated exchange energy of HF. Adiabatic connection methods are
used to determine the particular ratio of DFT to HF energy. Though the correction generally grants
improved accuracy, it also contributes significantly to computational cost. Nonetheless,
functionals such as B3LYP are common in organic chemistry research.
Though not primary focuses of the projects discussed in this work, meta-GGA functionals
are also worth acknowledging.19 Natural extensions of GGA functionals, meta-GGA functionals
incorporate the second derivative, or Laplace's equation, into the energy function. Non-hybrid and
hybrid variations of meta-GGA functionals also exist, but the class is less commonly used than its
GGA or hybrid GGA counterparts.
Long-range corrected functionals are specifically designed to improve predictions of longrange interactions. The failure of standard DFT to model such global influences is largely due to
fundamental local density approximations, which necessarily neglect nonlocal or global
interactions. Additionally, standard DFT often benefits from the cancellation of errors between
exchange energy and correlation energy calculations, which is problematic at long-range, where
exchange energies are far more significant. Functionals such as ωB97 and ωB97X approach the
issue by splitting interactions into short-range and long-range domains.29 The former is calculated
by traditional DFT whereas the latter is calculated almost entirely by HF. This approach greatly
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increases computational complexity and is significantly more expensive than either GGA or
hybrid-GGA approaches.
Time-dependent density functional theory (TDDFT) expands upon the structure of DFT to
predict excited states more accurately.30 Standard DFT is founded on time-independent notions,
which both reduces the number of terms and allows for use of a variational principle-analogue to
provide rigorous mathematical support. One major drawback is the loss of time-dependent data,
including that of transitions. TDDFT is constructed very similarly to DFT, but with more complex
terms to accommodate time-dependency. It predicts excited states as linear combinations of singleelectron excitations from the ground state. Since the difference between DFT and TDDFT lies in
the complexity of the terms, and not in the method by which energy is calculated, TDDFT may
apply any functional previously discussed for DFT. Computational complexity scales accordingly.
Computational methods have also been developed to account for chemical environment.19
An intuitive approach is to add solvent molecules to the system under study, but this drastically
increases computational cost, often beyond the capabilities of available resources. The more
conservative approach is to apply a continuum solvation model.31 In this model, solvent is
approximated by a polarity gradient across the surface of the molecule under study. Though a
crude approximation that neglects certain pertinent solvent properties such as viscosity or
polarizability, the model contributes negligibly to computational cost and produces a slightly more
realistic system.
Aside from the many functionals, versatility of the DFT approach is also enhanced by basis
sets. In computational chemistry, basis sets are collections of functions used to construct electron
density functions. It is from these functions that energy is calculated using the functionals
previously presented. Again, different basis sets perform differently, and with varying degrees of
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success, on different systems. Some basis sets are enhanced by auxiliary functions for modeling
polarity. Many basis sets split their functions into classes to further detail the design of orbitals.
Basis sets can play a crucial part in computational modeling but were not expected to greatly
impact the systems under study here, so were not explored.
One particular early accomplishment of computational chemistry was development of a
theory to quantitatively explain aromaticity. Aromaticity is a phenomenon observed in many
organic compounds by which electron delocalization over ring structures lowers energy.32 Hückel
molecular-orbital theory explained the phenomenon and accurately predicted the energies of
orbitals in aromatic molecules.1 The four general requirements for aromaticity are 1) a cyclic
structure (i.e. the presence of rings), 2) planarity, 3) orbitals perpendicular to the plane on each
atom, and 4) 4n+2 electrons (for n a positive integer) total over said perpendicular orbitals. The
last of these requirements is known as Hückel’s Rule. Given these four properties, the energy of a
molecule is lowered by delocalization over the ring(s). Conversely, presence of 4n total electrons
raises energy and is termed antiaromatic.
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2 Expanding on the Suppression of Kasha’s Rule
The research project presented here involved investigation of three molecules: DPH,
azulene (Az), and zinc 5,10,15,20-tetraphenyl-21H,23H-porphine (Zn-TPP). This thesis focuses
on results of the DPH portion. Fellow Liptak Research Group members Morgan Cousins and Jacob
Morris took charge of investigating Az and Zn-TPP.

2.1 Introduction
The present understanding of AIE's quantum mechanical origin is incomplete.11, 12 AIE is
generally attributed to restrictions of intramolecular motion (RIM), the collective inhibition of
intramolecular rotation (RIR) and vibration (RIV).12 Rotation and vibration allows for nonradiative
dissipation of energy, hence relaxation without fluorescence. Inhibiting RIM pathways, such as
through steric effects in highly viscous solutions, thus favors radiative relaxation. These concepts
were formulated on the basis of empirical observations and offer a classical rationale for AIE rather
than an actual mechanism.15 As photophysical phenomena are inherently quantum mechanical,
RIM does not so much explain the origin of AIE as heuristically generalize empirical results.
Some mechanisms, such as twisted intramolecular charge transfer (TICT), have proven
successful in describing the exhibition of AIE in certain fluorophores.9 TICT results from the
transfer of electrons between so-called donor (D) and acceptor (A) moieties of a molecule. In TICT
fluorophores, these two moieties are typically separated by a single D-A bond. Upon excitation,
electrons move from the donor to the acceptor, and the molecule may adopt one of two excited
states. The locally excited state (LES) resembles the ground state in geometry, whereas the TICT
state exhibits a twist in the D-A bond. Relaxation is radiative from the locally excited state and
nonradiative from the TICT state. Restriction of the D-A bond rotation, such as through the steric
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effects of aggregation, inhibits access to the nonradiative pathway, thus enhancing photon
emission. Since the mechanism relies on rotation, it is associated with the RIR rationale. The
mechanism is illustrated in Figure 5.

Figure 5: General Jablonski Diagram Describing TICT. Following excitation
into the LES, molecular geometry changes. In the case of most fluorescent
molecular rotors, the D and A sections adopt an orthogonal conformation. This
TICT state lowers the excited state energy and raises ground state energy. The
resulting energy gap is small enough to allow nonradiative relaxation. Taken from
reference.9
Exhibition of the TICT mechanism is heavily influenced by environmental factors. Since
the TICT state involves generation of a dipole, its formation is highly favored in polar
environments.33 This property is sufficiently pronounced to allow for the development of TICTbased polarity sensitive probes.34 Additionally, reliance on rotation about a D-A bond leaves TICT
fluorophores vulnerable to steric effects. For example, formation of the TICT complex is inhibited
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in highly viscous media.35 This has allowed for application of TICT molecules in viscosity
sensitive probes.36
Certain anomalous fluorophores exhibit properties reminiscent of AIE mechanisms. For
example, boron difluorohydrazone dyes (Figure 6) fluoresce from the third excited state and
exhibit both the intramolecular donor-acceptor structure and viscosity sensitivity of TICT.13 That
said, other aspects of TICT, such as polarity sensitivity, are not observed. This suggests the
possible existence of a mechanism resulting in both AIE and anomalous fluorescence.

Figure 6: BODIHY Structure. Lewis structure of the standard BODIHY dye. A
variety of moieties were investigated for SOKR exhibition. These were
combinations of

R1 = H, CH3 and R2 = H, CN, NO2, COOCH3, OCH3,

NH(CO)CH3, N(CH3)2.13 The molecule effectively consists of two moieties
separated by a rotor bond whose rotation is crucial to the anomalous fluorescence
mechanism.
To explain the anomalous fluorescence of the BODIHY dyes, a new mechanism was
proposed.13 These dyes had been newly synthesized by the Aprahamian Group of Dartmouth
College and were collaboratively characterized with the Liptak Group of the University of
Vermont. Following the initial syntheses, BODIHY fluorescence exhibited polarity insensitivity
and viscosity sensitivity of marked interest.13 Computational investigations revealed state
crossings and barriers to rotation.13 The polarity insensitivity and state crossings distinguished
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BODIHY fluorescence from contemporary mechanisms for anomalous fluorescence and AIE. This
led to proposal of the Suppression of Kasha’s Rule mechanism. The BODIHY project set a
template with which to explore SOKR exhibition: investigation of viscosity sensitivity and polarity
insensitivity followed by computational modeling.
Whereas viscosity sensitivity and polarity insensitivity serve as observables by which to
detect SOKR, computational modeling reveals its underlying quantum mechanics. Modeling the
BODIHY dyes allowed calculation of the potential energy surface as a function of rotor angle
(Figure 7). This revealed a state crossing and a barrier to rotation. Both these features are thought
to be critical to SOKR. The state crossing allows for nonradiative relaxation from a higher excited
state (S3) to S1. Rotation then decreases the energy of the S1 state, allowing for relaxation to the
ground state. The magnitude of the barrier to rotation is directly correlated with environment
viscosity, as steric factors magnify the energy of the barrier. The polarity insensitivity is due to the
lack of dipole or charge formation, as the competition between excited state conformations
observed in TICT is absent in SOKR.
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Figure 7: Potential Energy Surface of BODIHY Across Rotor Angle. fosc,
oscillator strength, is a quantum mechanically derived metric analogous to signal
strength, in this case fluorescence intensity. Note that the highest excited state, S3
is the brightest when the rotor is in plane with the BODIHY body. State crossing
occurs when the plane of the rotor is perpendicular to the rest of the molecule,
allowing for nonradiative conversion to S1. Taken from reference.13
The SOKR mechanism proposes a quantum mechanical connection between anomalous
fluorescence and AIE. The viscosity sensitivity induces AIE, while the polarity insensitivity allows
the use of polar solvents that would inhibit radiation in TICT fluorophores. The value of this
relation is the potential for application of anomalous fluorophores, which have been known and
researched for over seven decades now,7 to the research and applications of AIE.12
The primary obstacle to this cooperation of fields is a poor understanding of the molecular
properties necessary for SOKR exhibition. For example, the importance of the molecular rotor is
not well understood. Exhibition of SOKR theoretically relies only on the existence of a structural
energy barrier and state-crossing. In the case of the BODIHY dyes, the energy barrier is achieved
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by restriction of a molecular rotor, and is therefore associated with RIR. This begs the question:
could the energy barrier necessary to SOKR also be generated with a RIV mechanism? The
importance of energy gaps is also unclear. Small energy gaps may allow thermal conversion
between radiative and nonradiative states, often referred to as Scheme A fluorescence, whereas
large energy gaps restrict such conversions, commonly known as Scheme C fluorescence (Figure
8).7 One scheme may be more favorable for SOKR exhibition. In BODIHY, a Scheme C
fluorophore, the varying energy gap was of critical importance to the barrier to rotation. This
metric might therefore be important in predicting the exhibition of SOKR by certain fluorophores.

Figure 8: Anomalous Fluorophore Excitation. The schemes effectively follow
the trend in energy gap. Scheme A involves an energy gap small enough to allow
thermal population of S2 by S1. Scheme B is only observable in collision-free
conditions, so is not pertinent to solvent studies. Scheme C involves energy gaps
too big for thermal conversion, so population is S2 is only possible through direct
excitation. Taken from reference. 7
Based on the BODIHY project, three molecules were chosen as potential SOKR
candidates: 1,6-diphenyl-1,3,5-hexatriene (DPH), azulene (Az), and zinc 5,10,15,20-tetraphenyl24

21H,23H-porphine (Zn-TPP) (Figure 9). All three are known anomalous fluorophores.7 DPH was
chosen primarily for its very small energy gap, which allows exploration of possible SOKR
exhibition in a Scheme A fluorophore. Az, with its lack of rotors, was chosen to test the possibility
of the SOKR mechanism explaining RIV-induced anomalous fluorescence. Zn-TPP could
theoretically exhibit SOKR at each of its four rotor sites, and probes possible SOKR exhibition
among metalloporphyrins, a well-known class of anomalous fluorophores.7

Figure 9: Potential SOKR Candidates. The three molecules chosen for
investigation of possible SOKR exhibition.
DPH was primarily chosen for the opportunity to investigate the importance of energy gaps
to the SOKR mechanism. DPH is a Scheme A fluorophore, meaning its first and second excited
states exhibit a small energy gap and may undergo thermal conversions. This is in contrast with
BODIHY, which exhibits an energy gap between its excited states too large to allow for significant
thermal equilibrium. The energy gap may play a crucial role in the SOKR mechanism due to its
reliance on state-crossing upon rotation of a D-A bond. Theoretically, the energy gap must be
small enough that bond rotation results in a sufficient energy change to overcome it. DPH has the
smallest energy gap of the diphenyl polyenes,7 so is a good candidate to test if very small energy
gaps enable or enhance the exhibition of SOKR.
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The selection of DPH was also motivated by its established application as a fluorescent
molecular rotor (FMR) for viscosity sensing.36, 37 In particular, DPH has been used as the primary
chemical in fluorescence anisotropy experiments.38 A DPH molecule may only absorb and emit
light along its transition dipole, meaning that absorbed and emitted light must be polarized with
respect to the position of the molecule. Measuring how the polarization changes reveals the
mobility of the DPH sample, from which the microviscosity of its chemical environment may be
determined. Precursors of the BODIHY dyes, the boron dipyrromethene (BODIPY) dyes, have
also been used as FMRs,39 which originally encouraged searching for SOKR candidates among
viscosity sensors.
Brief preliminary work yielded inconclusive results regarding exhibition of the SOKR
mechanism in DPH. The observed viscosity sensitivity was negative, but with a very low (R2 <
0.9) coefficient of determination.15 Furthermore, it was proposed that the ttt-DPH was isomerizing
to various cis-isomers. The photoisomerization of DPH is well documented.40, 41 This is of great
relevance to measuring viscosity sensitivity because the cis-isomers of DPH exhibit a lower
fluorescence intensity,40 so gradual isomerization would bias results. In particular,
photoisomerization either between preparation and the collection of a fluorescence spectra or
during the fluorescence experiment itself could explain the observed negative viscosity sensitivity.
It is also possible that DPH is aggregating in the more viscous sample solutions. This would also
have a severe impact on fluorescence, so requires investigation.
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2.2 Methods
2.2.1 Spectroscopy
Photoisomerization was investigated using the UVM department-owned 500 MHz NMR
spectrometer. 1H NMR spectra were collected at room temperature of DPH dissolved in CDCl3.
Chemical shifts were reported with respect to tetramethylsilane. Spectra were normalized to their
peak absorbance (the solvent signal) for comparison.
The DPH NMR experiments consisted of light and dark components. A sample of DPH in
CDCl3 was prepared by dissolving 1.3 grams of DPH in 1.5 mL of CDCl3. This sample was divided
into two equal parts and a 1H NMR spectrum was collected of each. One was stored in the chemical
cabinet while the other was left on the benchtop. For two days, a spectrum of each sample was
collected every 24 hours.
The stability of DPH in the various solvent cocktails was investigated with UVvis
spectroscopy. Samples were prepared by the standard procedure (see below) and UVvis
absorbance spectra were collected of the most viscous samples. Spectra were normalized to the
average signal intensity in the 700-800 nm range, where no absorbance is exhibited. The point of
maximum absorbance, at 356 nm, was monitored to determine stability. This was done by
collecting a spectrum every hour for about 17 hours.
Following investigation of DPH sample stability, a sample set was produced exhibiting a
viscosity gradient. DPH was added to 1.5 mL of acetone (Ace) in an Eppendorf tube. Precipitation
was observed and DPH particulates were allowed to completely settle, at which point the Ace was
assumed to be DPH-saturated. This was done to ensure relative consistency in DPH concentration
between sample sets. An aliquot of this DPH stained acetone (PS) was then volumetrically diluted
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100 fold. The diluted PS was used to make cocktails of Ace, ethylene glycol (EG), and glycerol
(Gly), as described in Table 1.
Viscosity was calculated using Equation 1. 𝜂soln is the sample viscosity, 𝑤𝑖 is the weight
fraction of compound indexed 𝑖, and 𝜂𝑖 is the dynamic viscosity of the compound indexed 𝑖. At 25
°C, the viscosity of Ace is 0.306 cP, of EG is 16.06 cP, and of Gly is 934 cP.42 Though this is
hotter than room temperature, the viscosity of these fluids is not expected to change significantly
over the difference, especially relative to each other.
n

ln ηsoln = ∑ wi ⋅ ln ηi
i=1

Equation 1: Viscosity of Mixtures.
Polarity was quantified by dielectric constant and calculated using Equation 2. 𝜖soln is the
sample dielectric constant, 𝑣𝑖 is the volume fraction of compound indexed 𝑖, and 𝜖𝑖 is the dielectric
constant of the compound indexed 𝑖. The dielectric constant of Ace is 21.01 F/m, of EG is 41.4
F/m, and of Gly is 46.53 F/m.42
n

ϵsoln = ∑ vi ⋅ ϵi
i=1

Equation 2: Polarity of Mixtures.
Two sample sets were investigated. The first covered a larger range of viscosities, while
the second provided better resolution data at the low viscosities. Sample compositions are
described in Table 1 and Table 3. The viscosity and polarity gradients of samples in each set are
given in Table 2 and Table 4, respectively.
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Sample
Prestain
Ethylene Glycol
Glycerol
A
20
80
0
B
20
70
10
C
20
60
20
D
20
50
30
E
20
40
40
F
20
30
50
G
20
20
60
Table 1: Sample Set Compositions. This set of samples produced a viscosity
gradient across which to measure the viscosity sensitivity of DPH with a minimal
change in polarity. Units are in percent by volume. Viscosities and polarities are
available in Table 2.
Sample
ηsoln (cP)
ϵsoln (F/m)
A
8.87
37.3
B
14.5
37.8
C
23.4
38.3
D
37.2
38.9
E
58.4
39.4
F
90.6
39.9
G
139.1
40.4
Table 2: Sample Set Properties. The viscosity and polarity gradient of samples
A-G. 𝜂soln is the sample viscosity, as calculated by Equation 1. 𝜖soln is the sample
polarity, as calculated by Equation 2.
Sample
Prestain
Ethylene Glycol
Glycerol
A
20
80
0
Aa
20
77
3
Ab
20
74
6
B
20
70
10
Ba
20
67
13
Bb
20
64
16
C
20
60
20
Table 3: Low-Viscosity Sample Set Compositions. This set of samples produced
a smaller viscosity gradient than that described in Table 4, but with higher
granularity at low viscosities. Units are again in percent by volume.
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Sample
ηsoln (cP)
ϵsoln (F/m)
A
8.87
37.3
Aa
10.3
37.5
Ab
11.9
37.6
B
14.5
37.8
Ba
16.7
38.0
Bb
19.3
38.1
C
23.4
38.3
Table 4: Low-Viscosity Sample Set Properties. The viscosity and polarity
gradient of samples A-C (Table 3). 𝜂soln is the sample viscosity, as calculated by
Equation 1. 𝜖soln is the sample polarity, as calculated by Equation 2.
The sample preparation procedure was designed to limit photoisomerization. During
preparation, the fume hood light was turned off. Samples were stored in a chemical cabinet and
wrapped in aluminum foil. During fluorescence experiments, the lab lights were turned off and a
red lamp near the fluorimeter was turned on. DPH does not absorb in the red region of the visible
spectrum, so this allowed for sight while minimizing the risk of photoisomerization by ambient
light.
All instrumentation was available in the Liptak Research Group laboratory. Absorption
spectra were collected using a Cary 100 Bio spectrometer. Sample cuvettes were 1.0 cm quartz
cuvettes. All absorbance data was collected with a scan rate of 600 nm/min and a 1.0 nm data
interval. Fluorescence spectra were collected using a Photon Technology International
QuantaMaster 4 spectrofluorometer equipped with an LPS-22B lamp power supply, an ASOC-10
electronics interface, an MD-4000 motor driver controller, and a Model 814 photomultiplier
detector system. Sample cuvettes were 1.0 cm quartz screwtop cuvettes. All fluorescence data was
collected with a 1.0 nm step size, 0.1 second integration time, and 1 nm slit widths. All
spectroscopy was conducted at room temperature. All spectroscopy was controlled with software
provided by the respective spectrometer manufacturer.
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All samples were blanked. In absorbance experiments, the absorbance of a fluorophoreless "blank" solvent sample was taken simultaneously to the analytic sample and the data
automatically corrected. In fluorescence experiments, blanks were collected separately from the
actual samples and the data corrected manually.

2.2.2 Computation
Computational work was conducted using the ORCA 4.0.0.2 program43 on the Vermont
Advanced Computing Core (VACC). The starting DPH structure was constructed from scratch
using ArgusLab software. DPH geometry was optimized using BLYP, PBE, B3LYP, PBE0, TPSS,
TPSSh, wB97, and wB97X. All jobs were run with TightSCF convergence tolerance and the triplezeta def2-TZVP basis set. The built-in orca_mapspc program was used to generate absorbance
spectra. These spectra were compared to experimental absorbance spectra of DPH to validate
computational results. Following analysis of the DFT results, MP244 and STEOM-CCSD45
approaches were attempted, but limited computational resources prevented extensive exploration
of such WF options.
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2.3 Results
2.3.1 Spectroscopy
NMR was used to verify the stability of DPH under experimental conditions. Spectra from
the start of the experiment as well as those of the dark sample on days 2 and 3 are shown in Figure
10. Spectra of the light sample on days 2 and 3 are shown in Figure 11.
Comparison to 1H NMR DPH spectra from research focused on DPH photoisomerization41
reveals isomerization to the cis-trans-trans DPH isomer in the light samples. That each set of
spectra (Figure 10, Figure 11) match so well suggests, first, that all photoisomerization occurs
within the first day and, second, storing samples in a chemical cabinet is sufficient to prevent
photoisomerization. This also matches literature reports, where the isomeric composition of DPH
samples was observed to stabilize after about an hour.40 Samples are only exposed to light for a
few minutes to collect spectra, so this timeframe was largely sufficient for the intended
experiments. Collectively, these observations suggest that the chosen method of storage adequately
prevents isomerization and the transfer from storage to instrument does not provide sufficient
exposure for photoisomerization. It can therefore be concluded that photoisomerization did not
play a significant role in the experiments.
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Figure 10: 1H NMR Spectra of DPH Following Dark Storage. This figure
exhibits four spectra: The three 1H NMR spectra of the DPH sample stored in the
chemical cabinet and the initial spectrum of the DPH sample stored on the
benchtop. All four spectra were normalized to their maximum: the CDCl3 solvent
signal. The legend is omitted, as the four spectra overlay almost completely.

Figure 11: NMR Spectra of DPH Following Irradiation by Ambient Light. This
figure exhibits two spectra: the 1H NMR spectra of the DPH sample stored on the
benchtop after 24 and 48 hours of exposure. The legend is omitted, as the two
spectra overlay almost completely.
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The stability, from the perspective of solubility, of DPH in the viscosity samples was then
tested. Absorbance spectra of samples A, G, and H were collected, where the alphabetic notation
corresponds to 10% increases in glycerol by volume (Table 1). Results are shown in Figure 12.
A and G appear to be stable over the 17 hour period, whereas H exhibits a clear increase in
intensity over the first 9 hours. Variability in G may be attributed to differences between working
hours (during lab operation) and night hours, as the experiment was conducted overnight. DPH
was assumed to be stable in all samples of intermediate viscosity. These results suggest the
broadest stable sample set to be A through G.

Figure 12: Stability of DPH Samples. Monitoring the absorbance of DPH at 356
nm in solvent cocktails of various viscosities.
With the stability of DPH, both in terms of photoisomerization and solubility, verified in
the viscosity samples, viscosity sensitivity experiments were conducted in triplicate. The DPH
samples were excited at 356 nm. This choice of excitation wavelength was made following
collection of the excitation spectra of DPH at 428 nm (the S1 state7) and 384 nm (the S2 state7). It
was observed that excitation wavelength did not impact the distribution of S1 and S2 state
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populations (Figure 13). Consequently, 356 nm was chosen as it was observed to yield the most
intense signal (Figure 14).

Figure 13: DPH Excitation Spectra into S1 and S2. Excitation spectra of DPH
were collected at S1 (428 nm) and S2 (384 nm). The sample used was PS prepared
specifically for the experiment.

Figure 14: Excitation Spectra of DPH Viscosity Samples. Excitation spectra of
DPH viscosity samples A, B, and C at 384 nm.

35

The recorded fluorescence and absorbance spectra of DPH for one experiment are
displayed in Figure 15. The S2 emission is assigned to 384 nm. The other peaks result from
vibrational structure coupling with the S1 emission.41

Figure 15: Fluorescence of DPH Cocktails. The dashed curve is the absorbance
spectrum of sample A. The absorbance spectra of samples B-F are omitted as they
are indistinguishable from that of sample A. The solid curves are the fluorescence
spectra of samples A-F.
Results from analysis of viscosity sensitivity are given in Figure 16. Three experiments
were conducted over the complete viscosity range (A-G) and two additional experiments were
conducted over the low viscosity range (A-C). Results of statistical analysis are given in Table 5.
As shown by the very poor correlation values, none of the experiments exhibited detectable
viscosity sensitivity. For comparison, the eight BODIHY dyes exhibited R2 values above 0.96 and
viscosity sensitivities in the range of 0.3-0.7 Pa-1 (Figure 17).13
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Figure 16: Results of DPH Viscosity Sensitivity Experiments. The viscosity
sensitivity experiment was conducted in triplicate. See Table 5 for statistical
analysis.
Sample
Viscosity Sensitivity Overall Brightness
R2
1
0.06
50000
0.309
2
-0.3
10000
0.741
3
-0.04
10000
0.048
1low
-0.19
50000
0.526
2low
-0.02
50000
0.028
Table 5: Analysis of Viscosity Sensitivity Experiments. The spectra collected in
the viscosity experiments (Figure 16).
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Figure 17: DPH Comparison to BODIHY. Regression lines for viscosity
sensitivities of the three DPH samples and eight BODIHY variants. BODIHY data
retrieved from supplementary information of reference.13

2.3.2 Computation
Attempts to model DPH failed. Given the variety of available computational methods, a
means of validation was necessary to select the most appropriate model. For this project, the
chosen means of validation was comparison to the collected absorbance spectrum. Unfortunately,
every attempted functional failed to correctly predict the low-energy absorption transitions. The
lowest energy excited state of DPH is the forbidden state of 21Ag symmetry and the second lowest
energy excited state is an allowed state of 11Bu symmetry.7 Consequently, S2 is the primary mode
of absorbance. As is apparent in Table 6, all DFT functionals incorrectly predicted absorption to
occur primarily through the S0→S1 transition.
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Functional

S0→S1 Energy

S0→S1 Intensity

S0→S2 Energy

S0→S2 Intensity

PBE

388/ 25770

430000

382/ 26160

0

BLYP

392/ 25510

422000

386/ 25870

0

BP86

362/ 27640

430000

383/ 26140

0

B3LYP

353/ 28310

413000

314/ 31850

0

PBE0

381/ 26270

422000

298/ 33520

0

TPSS

378/ 26490

434000

370/ 27030

0

TPSSh

378/ 26490

423000

365/ 27370

0

ωB97

298/ 33560

354000

238/ 42060

0.00101

ωB97X

305/ 32470

360000

241/ 41410

0

B2PLYP

350/ 28580

376000

281/ 35630

0.00014

Table 6: DFT Analysis of DPH Photophysics. Results of DFT analysis of DPH.
The predicted energies (in nm/cm-1) and molar absorptivities (i.e. intensities) of
DPH are presented.
Following the complications with DFT, WF techniques were briefly explored, but with
similar results. MP2 and STEOM-CCSD both failed to predict the correct state ordering (Table 7).
Furthermore, WF did notably worse than DFT in predicting energies. Excited state energies were
severely overestimated, suggesting electron correlation may play a significant role in the energies.
That said, all analysis must be taken with a grain of a salt given the inherent failure of all methods
to properly model DPH.
Method

S0→S1 Energy

S0→S1 Intensity

S0→S2 Energy

S0→S2 Intensity

MP2

321/ 31180

248000

238/ 42010

0

STEOM-CCSD

313/ 31960

444000

280/ 35690

0.00009

Table 7: WF Analysis of DPH Photophysics. Results of WF analysis of DPH.
The predicted energies (presented in nm/cm-1) and molar absorptivities (i.e.
intensities) of DPH are presented.
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Computational modeling of DPH was not explored beyond this point. More
advanced methods would require more computational resources than available. More
importantly, the results of spectroscopic analysis suggest we would be modeling a nonSOKR fluorophore which, though still useful, reveals too little about the SOKR mechanism
to validate increasingly complex investigation.
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2.4 Discussion
Stable solutions of DPH in Ace/EG/Gly did not exhibit increased fluorescence intensity
with increased viscosity. In fact, the coefficients of determination were too low to suggest any
correlation at all, let alone a positive one (Table 5). Furthermore, comparison to the viscosity
sensitivities of the BODIHY dyes (Figure 17), which are known AIE fluorophores and the
standards for SOKR exhibition, shows any positive viscosity sensitivity exhibited in the DPH trials
to be insignificant in magnitude. The comparison to BODIHY shows the failure to detect viscosity
sensitivity is not a consequence of poor precision, in which case a comparable increase in signal
intensity would still have been detected. This leads to the conclusion that DPH is neither a SOKR
nor an AIE fluorophore.
Though concluding that DPH does not exhibit SOKR marks the terminus of this phase of
research, temperature-dependent experiments may yield further insight. The S1 and S2 states of
DPH are in thermal equilibrium due to their small energy difference. This implies the S2 state may
be populated by thermal excitation from the S1 state. So, with higher temperature, S2 fluorescence
would be more intense relative to S1 fluorescence. Also at higher temperatures, S2 fluorescence
would shift to higher energy while the S1 fluorescence energy remains unchanged.8 Both the
increased brightness and blue-shifting would make S2 fluorescence more apparent and help
distinguish what otherwise manifests as a shoulder on the S1 signal. The viscosity sensitivities of
the S1 and S2 bands were practically identical, but this may have been due to the non-negligible
contribution of S1 fluorescence at the S2 peak wavelength. Experimenting at higher temperatures
would help resolve the signals. It would also allow for further investigation of the role energy gaps
play in photophysical mechanisms. Though cooling the samples might yield interesting results by
decreasing the energy gap, so theoretically favoring SOKR exhibition, it would also make the S2
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fluorescence less distinct, so does not seem the most efficient course. Temperature experiments
were not conducted in the work discussed here for they require equipment not presently available
at the University of Vermont.
Unfortunately, computational studies did not further the investigation of SOKR exhibition
in DPH. There is precedent in the literature regarding the difficulties of modeling unsubstituted
polyenes computationally,46, 47 and the issues seem to extend to modeling DPH. In all reported
cases, DFT incorrectly predicts the 21Ag state to be of higher energy than the 11Bu state. This is
problematic because, being the two excited states of lowest energy, the ordering of these states is
critical to the analysis of the anomalous fluorescence exhibited by DPH. While GGA and hybridGGA functionals had already been shown to fail for unsubstituted polyenes,46 this work shows
even long-range functionals fail for DPH. There has been limited success with certain WF
methods,47 but these methods are significantly more expensive than those explored in this project.
Limited computational resources would severely restrict our ability to generate a sufficiently-fine
potential energy surface with such computational techniques, which would defeat the purpose of
computational analysis.
In future pursuit of a more suitable computational approach, it may be worth noting the
energy gaps predicted by the techniques explored in this project. The GGA and meta-GGA
functionals predicted the S1 to S2 energy gap to be less than 1000 cm-1, whereas the other
techniques predict well over 1000 cm-1. Literature reports give experimental values of 500-1500
cm-1 8 and Figure 15 exhibits an energy gap of about 1350 cm-1. Furthermore, those functionals
that predict a large energy gap between S1 and S2 predict a small energy gap (< 1000 cm-1) between
S2 and S3, which again does not match experimental results. Collectively, the observations suggest
that the HF term incorporated into the hybrid-GGA and long-range functionals significantly
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worsens predictions. This is a technical rationalization for the poor results of the more complex
functionals. It also suggests that the fluorescence mechanism for DPH does not involve long-range
electron transfer.
A more tangible source of error for the computations may have been the lack of a solvent
model. In particular, solvent polarizability has been found to have a significant effect on the
electronic structure of DPH.48 The calculations were run with no solvent model, so modeled the
photophysics in a vacuum. Such a medium theoretically exhibits no polarizability. It has been
observed that the energy gap between S1 and S2 decreases significantly with increasing
polarizability due to the relatively rapid decrease in energy of the 11Bu state. This phenomenon
proceeds even to the point of state inversion in carbon disulfide.48 By standard methods of
calculating the polarizability of mixtures,49 the indices of polarizability of the A-G samples vary
from 0.2514 and 0.2646 (values for indices of refraction taken from reference42). Though far from
the state-crossing point of 0.45,48 these values are also far from the theoretic vacuum value of 0.
Computations therefore neglect an important environmental factor that may be contributing to the
erroneous state ordering. This is a possible physical explanation for why computational results
differ from spectroscopic experiments.
Part of the motivation to selecting DPH for SOKR study was retention of the molecular
rotor motif that the BODIHY study deemed crucial to the SOKR mechanism. In a sense, the rotors
were the controlled parameter, and merit discussion. The DPH rotors are thought to behave
differently from the BODIHY rotor, but not in ways that would necessarily inhibit or disable
SOKR. For example, there should be more π conjugation between orbitals of the rings and those
of the carbon chain in DPH molecules than in the BODIHY dyes. Elementary Hückel Theory
suggests this would inhibit rotation in the ground state, but its effect on rotation in excited states
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would depend on electron configuration, which computations failed to model. Electronic inhibition
of rotation may decrease viscosity sensitivity as increased intermolecular restriction is less
significant on an already inhibited system. Conversely, electronic facilitation of rotation in the
excited state may enhance viscosity sensitivity and AIE. Without computation of molecular
orbitals, it is difficult to predict the exact effect of conjugation. Either way, it is not believed the
enhancement or inhibition of rotation by conjugation could turn-off or turn-on the SOKR
mechanism, as the energy differences would be comparably insignificant. Generally, differences
in rotors may have an impact on the exhibition of SOKR but are not thought to explain the absence
of SOKR exhibition by DPH. The project is therefore inconclusive on the importance of the rotor
motif to SOKR.
Though DPH does not exhibit viscosity sensitivity and is therefore not a SOKR
fluorophore, it may be worth investigating other polyenes. For example, diphenyl octatetraene and
diphenyl decapentaene are both reported to exhibit a Scheme A mechanism.7 Furthermore, the S1
to S2 energy gap is larger in these molecules than in DPH, so the S2 fluorescence peaks are more
distinct. These molecules are potential avenues to further extend investigation of the relationship
between energy gap and SOKR. Unfortunately, these two molecules also have very low S2
fluorescence intensities and present the same computational challenges.46, 47 The insight diphenyl
polyenes may provide regarding the SOKR mechanism seems outweighed by the difficulties
involved in their investigation, but the matter is worth further consideration.
Az and Zn-TPP also did not exhibit SOKR. The former suggests that SOKR is exclusive
to RIR mechanisms. This may be due to the inherently smaller range of motion associated with
vibrations as compared to rotations. Such small displacements may produce energy changes too
small to surmount energy barriers to state-crossing. The latter lends doubt as to whether
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metalloporphyrrins can exhibit SOKR and suggests that the number of rotors does not correlate
with enhanced SOKR exhibition. Computations revealed a large energy gap and symmetric excited
states along the rotors’ potential energy surface, which prevented state crossing. This suggests that
the rotors are isolated from the fluorescent moiety of Zn-TPP, and therefore have little influence
on its photophysics. In summary, of the three identified SOKR candidates, none were found to
exhibit the SOKR mechanism. General conclusions are that the SOKR mechanism relies on RIR
and may be exclusive to molecules in which the fluorescent moiety interacts electronically with
the rotors. The energy gap dependency remains nebulous.
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2.5 Conclusion
DPH is not a SOKR fluorophore. The stability of DPH samples was verified with both
NMR and UVvis spectroscopy experiments to ensure their isomeric purity and the prevention of
aggregation. With these pure and stable samples, fluorescence experiments were conducted in
triplicate and revealed no trend between fluorescence intensity and viscosity. The lack of viscosity
sensitivity excludes the possibility of a SOKR mechanism. Challenges in correctly predicting state
ordering prevented the use of computational chemistry to further investigate the quantum
mechanical origin of DPH fluorescence. The other two molecules investigated for possible SOKR
investigation, Az and Zn-TPP, also did not exhibit SOKR.
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3 Structure Function Relation: Modeling Mega-Stokes
Shifts
3.1 Introduction
Molecules with large Stokes shifts are highly sought after for a variety of applications. One
of the most important is in fluorescence probes. These include probes used in medical
bioimaging,3, 50, 51 transition metal detection,52 and amino acid detection.53, 54 Large Stokes shifts
make possible the quantification of distinct light emissions, which is key in the development of
such turn-on fluorescence probes. Stokes shifts have also proven relevant to the efficiency of solarenergy devices.55 In such systems, photon reabsorption, or self-quenching, is highly detrimental to
energy production. This phenomenon is directly related to the degree of absorbance band and
fluorescence band overlap, of which Stokes shift is the primary measure. Another application for
molecules with large Stokes shifts is in the development of optoelectronic devices.4 This includes
the design and production of organic light-emitting diodes (OLEDs)56 and organic field-effect
transistors (OFETs),57 both of which are growing fields of research. In such devices, brightness
and the distinction of various wavelengths is crucial to performance, so self-quenching is again
highly detrimental. These examples illustrate how Stokes shifts play an important part in
determining whether produced molecular fluorescence may be harnessed for use following
emission.
Small organic molecules generally have small Stokes shifts. The exhibition of large Stokes
shifts in small organic molecules has proven so uncommon that the scientific community has come
to refer to such molecules as exhibiting mega-Stokes shifts (some even use the term ‘mega-large’3).
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As previously implied, small Stokes shift inhibit the application of organic fluorophores in most
contexts, including fluorescent probes, solar-energy devices, and optoelectronic devices.
This has proved particularly challenging to the application of organic molecules in roles
traditionally served by inorganic compounds. Such contexts include light-emitting diodes (LEDs)
and field-effect transistors (FETs). Such substitutions are desirable given the relatively high
toxicity and cost of inorganics as compared to organics.5 In optoelectronics, organic-based devices
have also been found to be lighter and more consistent than inorganic counterparts.56
The great potential utility of mega-Stokes shift molecules motivates the search for new
specimens. Their rarity makes discovery difficult. A more systematic approach has been to develop
tuning methods by which novel mega-Stokes shift molecules could be derived from known
fluorophores. The tuning approach necessarily involves an understanding of the fluorescence
mechanisms that may produce mega-Stokes shifts, which motivates mechanistic research. The
understanding of pertinent mechanisms also helps direct discovery efforts.
Much work has been done in explaining the quantum mechanical origins of large Stokes
shifts. Mechanisms such as excited state intramolecular proton transfer (ESIPT),58 photon-induced
electron transfer (PET),59 and Förster resonance energy transfer (FRET),60 or the inhibition of these
mechanisms, have been particularly successful. ESIPT relies on the transfer of a proton through
hydrogen bonding. PET involves excitement of an acceptor moiety followed by transfer of an
electron from a donor moiety to fill the newly vacant low-energy orbital. FRET results from two
distinct fluorescent moieties, one of which absorbs the emission of the other to, in a sense, double
up the individual Stokes shifts. ESIPT is only possible in molecules with multiple hydrogen bond
acceptors, whereas PET and FRET are particularly sensitive to the to the intramolecular distance
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between acceptor and donor groups.61 The three mechanisms are depicted with Jablonski diagrams
in Figure 18.
ESIPT

PET

FRET

Figure 18: Published Stokes Shift Mechanisms. Jablonski diagrams of three
well known Stokes shift mechanisms, adapted from figures in published chemical
reviews.58-60 Continuous green arrows indicate absorbance and continuous red
arrows indicate fluorescence. In ESIPT and FRET, dashed green and red arrows
indicate absorbance and fluorescence if the moieties did not interact. In ESIPT,
the blue arrows represent the chemical rearrangement of the hydrogen bonds. In
PET, the blue arrows represent electron transfers in the order in which they occur.
Note there is no fluorescence, as PET often inhibits radiative relaxation. In FRET,
the grey arrows represent non-radiative relaxations and the blue arrow represents
the transfer of energy from the donor moiety to the acceptor moiety.
It is important to note that all three mechanisms function differently and depend on the
presence of a particular structural motif. Each can therefore only be attributed to specific classes
of molecules. No general theory thoroughly explains the Stokes shifts of all compounds.
Consequently, there is no general method by which Stokes shifts may be tuned. Certain approaches
may be inferred from the details of the aforementioned mechanisms, but a more widely applicable
methodology is actively being sought.62
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Two recently discovered classes of molecules exhibiting mega-Stokes shifts are the TOP
and TOQ dyes (Figure 19). The TOP and TOQ dyes were synthesized and characterized by the
Aprahamian Research Group at Dartmouth College.5, 16 To investigate the quantum mechanical
origin of fluorescence and the mega-Stokes shift, the TOP dyes were modeled with PBE in their
first publication,16 and both classes of dyes were later modeled with MOPAC/MNDO theory (a
semiempirical approach to WF theory).5 Though both methods yielded interpretable results, it was
hypothesized that significantly more accuracy could be achieved by applying more complex DFT
functionals15 (PBE is a GGA-functional, one of the simplest commonly available). The research
presented here explores the question by modeling the dyes with hybrid-GGA and long-range
functionals.

Figure 19: Lewis Structures of TOP and TOQ dyes. Note that each salt comes
in monomeric and dimeric form. Perchlorates were used as counterions but are
not shown here.
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It should be noted that the TOP and TOQ dyes are of great interest not only for their megaStokes shifts, but also for their blue fluorescence and water solubility. Blue fluorophores are
particularly sought after for application in optoelectronic devices.63 As discussed previously, the
substitution of inorganic compounds with organic molecules is an active area of research. In the
case of optoelectronics, this involves, in particular, the synthesis of red, green, and blue
fluorophores for use in RGB-based monitors. Of the three, blue fluorophores have proven the most
challenging due to their unstable photophysical properties which partially result from their
inherently high-energy emissions.63 This is particularly true upon aggregation, as many highenergy fluorophores feature large conjugated π-systems (such as those of aromatic rings) that often
lead to ACQ. Since optoelectronic devices are often constructed in the solid state, such ACQexhibiting molecules are usually inappropriate. In contrast, the TOP dyes are exceptionally soluble
in water,16 a solvent that normally induces ACQ. Furthermore, the quantum yield of the TOP dimer
is greater than that of the monomer despite the dimer having a greater potential for π-π stacking
and quenching. This suggests the dyes may actually exhibit AIE, a highly useful property that
already been observed other triazole heterocycles.64 These unusual solubility and color properties
enhance the appeal of the TOP and TOQ dyes, whose mega-Stokes shifts already grant them
special attention.
In this work the fluorescence mechanisms of the TOP and TOQ dyes were explored with a
variety of DFT functionals. Models were validated by comparison with published values5, 16 of
photophysical properties, such as emission wavelength (i.e. prediction of blue light) and Stokes
shift, to judge accuracy. Then, geometric and electronic structures and transitions were analyzed
to propose a mechanism for the observed mega-Stokes shifts.
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3.2 Methods
Computational work was conducted using the ORCA 4.0.0.2 program43 on the Vermont
Advanced Computing Core (VACC). The TOP monomer starting structure was constructed based
on its crystal structure16 using ArgusLab software. All other dyes were constructed in ArgusLab
by modification of the TOP monomer template. Geometry optimizations were conducted using
BLYP,22, 23 PBE,24 B3LYP,22, 23, 25-27 PBE0,28 ωB97,29 and ωB97X.29 Transition energies and
intensities were calculated with TDDFT: 20 excited states within the expansion state of 120
vectors. The original plan included modeling with meta-GGA (TPSS65, 66), hybrid meta-GGA
(TPSSh66), and double hybrid (B2PLYP67) functionals, but these have yet to be implemented in
ORCA for the TDDFT gradients critical to the project, so were excluded. All jobs were run with
TightSCF convergence tolerance and the triple-zeta def2-TZVP68 basis set. Additionally, the
Control of the Conductor-like Polarizable Continuum Model (CPCM) solvation model69 was
applied to the TDDFT jobs to model the chemical environments of TOP dyes (water, ε=80.4,
η=1.33), the TOQ monomer (methanol, ε=32.63, η=1.329), and the TOQ dimer (acetonitrile,
ε=36.6, η=1.344). To improve job speed, the Resolution of the Identity J-matrix Chain-of-Spheres
Exchange (RIJCOSX) approximation70 was applied to numerical integration steps in B3LYP,
PBE0, wB97, and wB97X calculations. For these jobs, the auxiliary def2/J basis set71 was also
used. Absorbance spectra were generated with the built-in orca_mapspc program. A full-width at
half-maximum measure of 2500 cm-1 was approximated from experimental spectra and applied in
all visuals.
The same generalized procedure was applied to each functional and chemical specimen
(Figure 20). First, the ground state geometry was optimized from the prepared starting structure.
Then, the molecule was solvated and state energies calculated with TDDFT. It is from this this
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data that absorbance spectra were produced. Next, the first excited state geometry was optimized
from the optimized ground state. Then, the molecule was solvated, and state energies calculated
again. This data enabled calculation of Stokes shift by comparison of the lowest energy transition
in the ground state geometry and first excited state geometry.

S0 Geometry
Optimization

•Prediction of most stable
(i.e. lowest energy) ground
state geometric
configuration.

S0 Geometry
TDDFT
Calculation

•Modeling of states in ground
state-optimized geometry
when considering solvent
effects.

S1 Geometry
Optimization

•Prediction of most stable
(i.e. lowest energy) first
excited state geometric
configuration.

S1 Geometry
TDDFT
Calculation

•Modeling of states in first
excited state-optimized
geometry when considering
solvent effects.

Figure 20: General Computational Pipeline. The four-job sequence used to
validate and analyze each computational model.
Structural analysis was conducted in Maestro 12.1. The basic measuring tool was used to
investigate dihedral angles. All geometric structure visualizations were produced from default
Maestro interface commands. Molecular orbitals and transitions were plotted using the built-in
ORCA orca_plot program and visualized in gOpenMol.72, 73
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3.3 Results
The models were first validated by comparison of the predicted absorbance spectra to the
experimentally observed absorbance spectra. The Frank-Condon principle74,
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implies that

electronic events occur on a much faster, approximately instantaneous, timescale than physical
displacements or geometric transitions. Consequently, photophysical events occur on an
effectively fixed molecular geometry. Transition-induced changes in electron density can then
apply new forces to induce geometric adjustment. Accurate prediction of the absorbance transition
is therefore key to explaining differences between ground and excited state geometric structures.
Two values could be considered for validation: energy and intensity. The purpose of this analysis
is to develop an accurate description of the molecular orbitals involved in absorbance. Intensity is
a direct consequence of orbital overlap, whereas energy factors in other, functional specific
contributions. Thus, intensity was chosen for validation to determine the best model for molecular
orbitals and electron densities.
Models were also validated by comparison of predicted Stokes shift to experimentally
observed Stokes shift. One of the research goals was to determine the relation between Stokes shift
and geometric structure, which implies comparison of ground and electronic states. Such an
analysis depends on accurate prediction of the states relative to one another; accurate prediction of
only the ground state (or only the excited state) is insufficient. Stokes shift is thus the ideal method
of validation, and was used to select the model that would most accurately predict structural
differences between ground and excited states.
An overview of predicted absorbance intensities is presented in Figure 21. A quantitative
analysis of error is presented in Table 8. Of note is the outstanding error regarding the TOP dimer.
It may be the TOP dimer starting structure was a poor starting point that consistently relaxed into
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a local minimum. The GGA functionals were the best predictors of absorbance intensity. The
hybrid GGAs exhibited errors about three times greater, and the long-range functionals exhibited
errors about four times greater. Of the six models, BLYP performed best.

Figure 21: Overview of Predicted Absorbance Intensities. Plotting of DFTpredicted first absorbance transition intensities of TOP and TOQ dyes and
comparison to actual (experimental) values. The GGA functionals are colored red,
the hybrid-GGAs blue, and the long-range functionals green. Markers were chosen
by convenience to distinguish functionals within each class.
TOP
monomer

TOP
dimer

TOQ
monomer

TOQ
dimer

Average
Absolute Error

BLYP
7200
38800
4100
17800
6500
PBE
8900
46100
6700
24500
8925
B3LYP
20600
70600
17100
25000
18900
PBE0
26200
80300
19100
27700
23900
ωB97
17400
84100
23000
56300
30775
ωB97X
17200
74100
23500
41500
24650
Experimental
11100
22100
8100
16400
Table 8: Predicted Absorbance Intensities of TOP and TOQ Dyes. The
predicted absorbance intensities for the TOP and TOQ monomers and dimers
using six different density functionals. Note that the average is of absolute error.
All values are molar absorptivity (M-1cm-1).
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The BLYP-predicted S0→S1 transitions were analyzed. The plots of differences in electron
density between the ground and excited states of each dye are presented in Figure 22. Comparison
of the ground and excited state optimized structures suggests a charge transfer mechanism in the
monomers and a π→ π* transition in the dimers. The charge transfer character involves the phenyl
moiety acting as donor and the triazole moiety as acceptor. Though clear in the monomers, the
charge transfer character is much weaker in the TOP dimer, and effectively absent in the TOQ
dimer. This trend in magnitudes of charge transfer character matches the general trend in Stokes
shift magnitudes.
TOP monomer

TOQ monomer

TOP dimer

TOQ dimer

Figure 22: Excitation Density Difference Plots. Differences in electron density
between the ground and first excited states of each dye. Blue indicates loss of
electron density and red indicates gain of electron density.
Having investigated the absorbance mechanism, Stokes shift and geometric structure were
considered. A qualitative overview of the Stokes shift comparisons is presented in Figure 23. The
long-range functionals were the best predictors, followed by the hybrid-GGAs, and finally the
GGAs. In all cases, functionals of the same class yielded similar results. These general
observations are supported by quantitative investigation of errors in the predictions (Table 9). The
ωB97 functional performed best. The hybrid-GGA functionals exhibited absolute errors about five
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times greater than the long-range functionals, and the GGA functionals exhibited errors about eight
times greater. Between ωB97 and ωB97X, ωB97 was more accurate for the TOP monomer, TOQ
monomer, and TOQ dimer, while ωB97X was more accurate for the TOP dimer. On average, both
yielded good errors, but ωB97 was distinctly more successful. It was therefore selected as the most
appropriate model for predicting Stokes shift, and used to analyze differences between the
geometric structures of ground and excited states.

Figure 23: Overview of Predicted Stokes Shifts. Plotting of DFT-predicted
Stokes shifts of TOP and TOQ dyes and comparison to actual (experimental)
values. The GGA functionals are colored red, the hybrid-GGAs blue, and the
long-range functionals green. Markers were chosen by convenience to distinguish
functionals within each class.
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TOP
monomer

TOP
dimer

TOQ
monomer

TOQ
dimer

Average
Absolute Error

BLYP
7600
22400
12700
19800
8625
PBE
6700
19900
13700
19700
8450
B3LYP
17600
4700
15300
12600
5300
PBE0
17900
6100
14700
11500
4600
ωB97
13300
6900
9500
7000
825
ωB97X
14800
7800
10000
8500
1475
Experimental
11200
7800
9200
7000
Table 9: Predicted Stokes Shifts for TOP and TOQ Dyes. The predicted
Stokes shifts for the TOP and TOQ monomers and dimers using six different
density functionals. Note that the average is of absolute error. All values are in
wavenumbers (cm-1).
Two prominent structural changes were observed: a rotation and a twist. Excitement from
S0 to S1 is accompanied by a rotation of the phenyl ring relative to the heterocycle. This
displacement moves the two moieties in-plane. Simultaneously, the heterocycle twists such that
the phenyl and triazole groups remain coplanar, but the overall structure no longer lies in the same
plane. These two displacements seem to counter each other.
The changes are most obvious with the TOP and TOQ monomers. These are shown in
Figure 24. In the ground state, the phenyl ring is rotated near-perpendicular to the plane of the
conjugated rings. In the excited state, it is rotated near-parallel to the rest of the molecule. In both
monomers, the rotation is accompanied by a twisting of the conjugated system out-of-plane. The
twist can be recognized by noting the view of the ring faces in the S1 states, which are hidden from
perspective in the S0 states. This is most apparent in the TOQ monomer because of the larger size
of the quinolinium unit. The two displacements effectively prevent the dyes from ever aligning
completely.

58

TOP monomer
S0

TOQ monomer
S1

S0

S1

Figure 24: Visualization of Structural Differences. The molecules are
presented from a perspective orthogonal to the face of the triazole group. This is
to emphasize structural differences.
A pair of dihedral angles were chosen to quantify the structural differences. Both contained
the phenyl bond and tertiary amine, as pictured in Figure 25. The measurements are presented in
Table 10.
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Figure 25: Visualization of Key Dihedrals. The atoms and bonds used to define
the dihedrals are colored in green and drawn in the ball-and-stick style. Both are
shown with respect to the TOP monomer. The rotation dihedral (left) is
exemplified with the S0 predicted geometry and the twist dihedral (right) with the
S1 predicted geometry.
Rotation
Dihedral

Twisting
Dihedral

Rotation
Dihedral

Twisting
Dihedral

TOP monomer

S0
89.6
1.4
S1
6.4
-69.7
TOQ monomer
S0
46.6
28.4
S1
3.0
68.5
TOP dimer
S0
30.3
23.7
35.9
34.2
S1
-5.9
68.8
30.2
33.7
TOQ dimer
S0
53.5
-1.4
-54.0
0.4
S1
25.8
16.7
-25.9
-16.3
Table 10: Quantifying Structural Differences. The two observed structural
changes were quantified by measuring a pair of dihedral angles. Values are given
for all triazole moieties, of which each monomer has one and each dimer has two.
All values are in degrees.
The chosen rotation dihedral quantifies the position of the phenyl moiety relative to the
aromatic system. A high rotation angle implies a perpendicular structure, while a low rotation
angle implies a coplanar one. In all species, the first excited state is more in-plane than the ground
state. This is most apparent in the TOP monomer, which exhibits a rotation of nearly 90°. The

60

dimers exhibit rotations of only about 30°, but still with the common motif of tending towards
coplanarity. The exception is the second triazole moiety of the TOP dimer, which rotates very
little. Otherwise, the TOQ dimer is the only species for which the excited state exhibits a significant
orthogonal character, though the magnitude of rotation is still significantly less than that of the
ground state.
The chosen twisting dihedral quantifies the distortion of the heterocycle from planarity. In
all cases, again except for one of the TOP dimer moieties, the excited state is twisted out of plane
relative to the ground state. In fact, the TOP monomer and TOQ dimer are almost completely inplane in the ground state and exhibit a twist, particularly large in the case of the TOP monomer,
out of plane in the excited state.
The displacements are correlated. Comparing the magnitudes of rotation and twist between
the excited and ground states shows a direct relation between the two (Figure 26). Note that the
trend in magnitude of structural displacement matches the trend in increasing Stokes shifts.
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Correlation of Rotation and Twist
Magnitude of Twist (degrees)

80

TOP monomer

70
60
50

TOP dimer (1)

40
TOQ monomer

30
TOP dimer (2)

20

TOQ dimer (2)

10
TOQ dimer (1)

0
0

10
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30

40

50

60

70

80

90

Magnitude of Rotation (degrees)

Figure 26: Correlation of Rotation and Twist. Correlation of the magnitude of
rotation with the magnitude of twist in each triazole moiety (one per monomer
and two per dimer) upon excitation. Analysis by standard linear least-squares
regression yields a slope of 0.993 and intercept of -2.983 with an R2 of 0.908.
The lengths of four bonds (Figure 27) were measured and compared between the structures
(Table 11). The phenyl-heterocycle linkage (1) shortens upon excitation. The N-N bonds (2,3)
consistently elongate. Finally, the shared bond (4) also elongates, though to a lesser extent than
the N-N bonds. The first deformation suggests a stronger bonding between the phenyl and
heterocycle moieties, which is consistent with the development of opposite charge across the
linkage. The deformations of (1), (2), and (3) suggest an increase in energy of the heterocycle,
which is consistent with the development of charge. This provides geometric support for the
predicted charge transfer. These changes in bond length also likely contribute to the large Stokes
shifts since bond deformations are generally associated with large changes in energy.1
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Figure 27: Measured Bond Lengths. Depiction of the four measured bond lengths
on the TOP monomer.
Bond (1)

Bond (2)

Bond (3)

Bond (4)

TOP monomer
-0.07
0.05
0.07
0.03
TOQ monomer
-0.08
0.03
0.04
0.05
TOP dimer (1)
-0.06
0.02
0.02
0.02
TOP dimer (2)
-0.06
0.02
0.02
0.02
TOQ dimer (1)
-0.06
-0.01
0.10
0.01
TOQ dimer (2)
-0.02
0.00
0.00
0.00
Average
-0.06
0.02
0.04
0.02
Table 11: ωB97-Predicted Changes in Bond Lengths. Overview of change in
bond length following excitation. All values are in angstroms (Å).
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3.4 Discussions
The most accurate predictor of the first absorbance transition was BLYP (Figure 21) and
the most accurate predictor of Stokes shift was ωB97 (Figure 23). This duality of functionals
provides insight regarding the energetics of the TOP/TOQ dyes. That the long-range functionals
predict Stokes shift more accurately suggests that the two units are more intimately related in the
excited state. The same conclusion can be drawn from shortening, and therefore strengthening, of
the phenyl-heterocycle linkage upon excitation (Table 11). This is in agreement with the charge
transfer nature of the first absorbance transition, which induces a long-range interaction through
the development of isolated charges (Figure 22). The duality of models thus shows the nature of
the energetics shift significantly upon excitation from short range dependent to long range
dependent. By extension, the dyes behave more like a single unit when in the excited state.
The trends in Stokes shifts and structural changes coincide. The magnitudes of rotation and
twist are correlated (Figure 26) and greater structure changes match high Stokes shifts. This is
most obvious with the TOP monomer, which exhibits the greatest of both values, and is also
apparent in the TOQ monomer. The dimers are less obvious due to differences in their two triazolo
moieties, but the TOQ dimer generally exhibits smaller structural differences than the TOP dimer
(Figure 26). Ordering the magnitude of Stokes shift: TOP monomer, TOQ monomer, TOP dimer,
and TOQ dimer, (Figure 23) thus matches the ordering of magnitude of structural changes.
Similarly, changes in bond length (Table 11) correlate with changes in Stokes shifts. Small
deformations in bond length are associated with large changes in energy, especially relative to
twists and rotations.1 The ωB97 model predicts the greatest changes in bond lengths in the
monomers, then the TOP dimer, and finally the TOQ dimer. Changes in bond length upon charge
transfer (monomers) or a π→π* transition (dimers) may therefore be important to generating the
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large Stokes shifts. This correspondence suggests the observed structural differences are strongly
related to Stokes shift.
Both the TOP and TOQ ground state and excited state structures can be rationalized with
chemical arguments. Energetically unfavorable motifs force rotation, twist, and bond deformation.
As primer for considering the mechanisms behind these structural changes, it is useful to consider
the rotation and twist as one phenomenon: a change in the energetic favorability of coplanarity.
Rotation of the phenyl ring from the ground state induces coplanarity, whereas the twist breaks it.
The ground state structures of the TOP and TOQ monomers are consistent with Hückel’s
rule.32 The triazolopyridine delocalized π system hosts ten electrons and the triazoloquinoline
heterocycle hosts fourteen electrons. These quantities allow for aromaticity. A planar geometry
within the heterocycles thus lowers energy. Conjugation with a phenyl group, which hosts six
electrons, would produce systems of sixteen and twenty electrons, thus inducing antiaromaticity
and raising energy. Consequently, the monomers are more stable with the phenyl group rotated
out of coplanarity. This accounts for the high rotation dihedrals and low twist dihedrals in the
ground states (Table 10).
The dimers do not benefit as strongly from aromaticity. A completely conjugated TOP
dimer would host twenty-six electrons and a completely conjugated TOQ dimer would host thirtyfour. Both these quantities allow for aromaticity, so coplanarity is not as disfavored as in the
monomers. This explains the lesser rotational angles in the ground states of the dimers. That the
phenyl rings are still slightly rotated (Table 10) suggests the dimers to be of lower energy, in the
ground electronic state, with the moieties isolated rather than conjugated.
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In the excited state, geometries are consistent with Baird’s rule. Baird’s rule states that the
reverse of Hückel’s rule is true in the excited state: conjugated 4n-electron systems exhibit
aromaticity, so are energetically favored, and conjugated 4n+2-electron systems exhibit
antiaromaticity, so are energetically disfavored.76 It immediately follows that the monomer excited
states favor a coplanar geometry, which is corroborated by the low rotation angles (Table 10). In
the case of the dimer excited states, where both planarity and orthogonality are antiaromatic,
relatively low energy of orthogonality in the ground state implies relatively high energy of
orthogonality in the excited state. This explains the decrease of rotational angle in all four species.
This twist may be a consequence of charge development. In the TICT mechanism,
orthogonality lowers energy by isolating developed charges.9 As previously discussed, coplanarity
in the excited state is necessary to minimize antiaromaticity. The twist may be an alternative to
rotation, maximizing the isolation of charges while minimizing the loss of conjugation. This is
consistent with the observation that the trend in magnitude of twist correlates with the trend in
charge transfer character of the absorbance transition (Table 10, Figure 22).
The mechanism proposed here is distinct from other mechanisms used to explain large
Stokes shifts. It is clearly unlike ESIPT58 for there is no proton transfer. PET59 can also be excluded
because the donor and acceptor moieties behave as one unit in the excited state. Of the three
primary mechanisms for large Stokes shifts, it is most similar to FRET,60 for both are dependent
on geometry, in particular the distance between two moieties. However, the two mechanisms differ
significantly in that FRET assumes complete structural separation of its donor and acceptor groups,
whereas the mechanism for the TOP and TOQ dyes relies on direct linkage.
The TOP/TOQ mechanism is perhaps most similar to TICT.9 TICT has been associated
with large Stokes shifts in the past.77 Both mechanisms rely on rotation of a linkage between donor
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and acceptor moieties following a charge transfer. One noticeable difference is that the TICT
mechanism exhibits a perpendicular geometry in the excited state whereas the TOP/TOQ
mechanism exhibits rotation towards coplanarity. As discussed, the TICT rotation as it pertains to
stabilizing charges might be substituted with a twist in the TOP and TOQ dyes. It should also be
noted that bond deformation is not a standard of TICT. The significant changes in bond lengths
observed are specific to the TOP/TOQ mechanism.
A multitude of modifications could be made to the TOP and TOQ dyes in efforts of further
elucidating the mega-Stokes shift mechanism. Investigating possible polarity sensitivity would be
interesting given the apparent role of a charge transfer and could help further relate the mechanism
to TICT. Theoretically, more polar environments would stabilize the development of charge, so
stabilize the excited states. This would presumably allow for greater structural changes, and so
greater Stokes shifts. Viscosity sensitivity would also be an interesting environmental dependence
to investigate. High viscosity would induce greater steric effects and inhibit structural changes,
particularly rotation. This would, in theory, inhibit the overall mechanism. It has already been
shown that the addition of various functional groups to the phenyl ring decreases Stokes shift,
which further validates exploration of steric dependencies.5 Viscosity sensitivity research could
also incorporate an exploration of chemical variants. The addition of electron-withdrawing or
electron-donating groups could impact the stability of the transferred charge and therefore the
degree of structural change. Additionally, varying the heterocycle may be a route towards
increasing Stokes shift. For instance, more rigid systems would exhibit greater energy changes
upon bond deformation, and therefore greater differences in ground and excited state energies.
In the interest of more consistent data, the dimers could be re-modeled from different
starting structures. Modeling of the TOP dimer was significantly worse with respect to both
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absorbance intensity (Figure 21) and Stokes shift (Figure 23). Though this did not appear to
significantly affect conclusions, it complicates validation and selection of models. The asymmetric
predictions for both dimers are also suspicious. Given the molecular symmetry, the heterocycle
moieties of each dimer were expected to behave identically, but there are significant differences
in both rotation, twist (Table 10), and bond deformation (Table 11). Again, this did not seriously
inhibit analysis, but conclusions would be strengthened by further coherence. It may therefore be
worth modifying the dimer optimizations to explore the possibility of a lower energy configuration
and more accurate model.
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3.5 Conclusions
The TOP and TOQ dyes were investigated with DFT for a mechanistic explanation of
their mega-Stokes shifts. It was found that the long-range functional ωB97 best predicted Stokes
shift while the GGA functional BLYP best predicted the intensity of the first absorbance
transition. Consideration of the S0 and S1 optimized structures calculated with these functionals
revealed distinct structural changes and photophysical motifs upon excitation. Excitation
involves a charge transfer from the phenyl moiety to the heterocycle moieties. Rotation induces
coplanarity, which yields an aromatic system in the excited state. A twist through the heterocycle
stabilizes the isolated charges. Significant bond deformations, particularly in the heterocycle,
accompany these changes in geometry. This generalized mechanism exhibits many similarities
with the TICT mechanism but is distinguished by the bond deformations and importance of
aromaticity. With further research into necessary properties of the donor (phenyl) and acceptor
(triazole) groups, these findings may reveal a new approach to designing organic fluorophores
with large Stokes shifts.
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4 Conclusions
Modeling is a crucial part of photophysics. Some chemistry, such as that of excited states
and electron configurations, is inaccessible in the laboratory. Modeling provides a theory-based
alternative to such investigations. It is also necessary to the development of mechanisms. In turn,
an understanding of underlying photophysical mechanisms can help guide research and discovery.
The analysis and explanation of two important photophysical phenomena, anomalous
fluorescence and mega-Stokes shifts, benefit tremendously from modeling. For example, the
SOKR mechanism explains the anomalous fluorescence of a particular class of molecules and
suggests a connection between anomalous fluorescence and AIE.13 A better understanding of the
SOKR mechanism and the prerequisites to its exhibition has the potential to guide research in the
discovery of new anomalous fluorophores,15 which could be viable candidates for AIE research
and applications.11, 12 Similarly, the modeling of Stokes shift mechanisms can guide research in
the discovery of novel organic fluorophores with large (mega-) Stokes shifts. Such fluorophores
are highly useful in a variety of applications.4, 50-55
The primary goal of this research was to improve models of anomalous fluorescence and
mega-Stokes shift. In particular, the SOKR mechanism for anomalous fluorescence and the megaStokes shifts exhibited by TOP and TOQ dyes.5, 16 The former primarily involved spectroscopic
experiments and specifically focused on the potential exhibition of SOKR by DPH. DPH was
chosen for its molecular rotors and small S1-S2 energy gap.7 The latter was primarily computational
in nature. The TOP and TOQ dyes were chosen for investigation because of their unusually large
Stokes shifts, blue fluorescence, and general solubility.
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It was ultimately determined that DPH does not exhibit SOKR. This was made clear
through the independence of anomalous fluorescence intensity from viscosity. Unfortunately,
computational approaches failed to produce accurate models, so research was limited to
spectroscopic analysis. Consequently, the role of the excited state energy gap in SOKR remains
unknown. However, several possible future experiments were proposed that might help develop
the relationship between diphenyl polyenes and SOKR. Associated studies of Az and Zn-TPP
seconded the importance of the molecular rotor and suggested the ineligibility of transition-metal
based compounds.
A novel mechanism was proposed to explain the mega-Stokes shifts of the TOP and TOQ
dyes. BLYP- and ωB97-based models were used in conjunction for the endeavor. The Stokes shifts
appear to result from significant differences in the geometric structures of the ground and excited
states. These differences can be characterized by a rotation of the phenyl moiety, a twist in the
heterocycle, and significant bond deformations. Investigation of molecular orbitals suggested
absorbance involves a charge-transfer between the moieties, which drives the structural changes.
The mechanism is similar to TICT9 but is distinguished by the bond deformations and importance
of aromaticity.
These conclusions further the mechanistic understanding of both anomalous fluorescence
and mega-Stokes shifts. They leave some questions unanswered and pose many new ones, but also
suggest future experiments and projects. Thus, with various degrees of success, modeling was used
to advance the understanding of small organic molecule photophysics.
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