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Introducción
Al estudiar las singularidades, tanto de funciones analíticas como de variedades, los
primeros objetos que se consideran, de manera natural, son los gérmenes de hipersuper-
ficies y, en particular, los que poseen un punto singular aislado. En este sentido y desde
el punto de vista topológico, uno de los pilares en el desarrollo de la teorílo constituye el
Teorema de Fibración de Milnor y sus consecuencias, [Milnor].
Consideremos f : U c Cn+I ~ C una función analítica, U entorno abierto del origen,
f(O) = O, con un único punto crítico en U. Llamaremos (y, O) al germen de hipersuperficie
definido por los ceros de f. Si 13, es una bola abierta de C~’ de radio e suficienteniente
pequeño y 8, la esfera borde de B,, entonces el “halo” de la singularidad Kv := 8, n y
es una variedad diferenciable compacta sin borde de dimensión 2n — 1. Milnor. ¡nuestra
que (14 0) es homeomorfo (no difeomorfo) al cono real sobre Kv con vértice el origen. Por
otro lado la fibra de Milnor Ff = fa E B, : f(z) = es una variedad diferenciable real
abierta de dimensión Si cuyo borde es Kv y que tiene el mismo tipo de homotopía que
un ramillete de u-esferas reales. El número de esferas de este ramillete se llama número
de Milnor de (1”, 0), y se denota por p(V, 0).
La descripción del par (8,, Kv) en el caso de curvas, u = 1, es clasica. De hecho
Kv es una. variedad diferenciable compacta de dimensión uno que es unión disjunta de
r círculos, uno por cada componente irreducible de V Cada componente conexa 1<, de
K es un nudo en y K es un enlace. Los nudos K1 se describen algebraicamente en
función del desarrollo de Puiseux de la rama correspondiente, y los números de enlace
entre K~ y 14 se corresponden con la multiplicidad de intersección en el origen entre la
correspondientes ramas 14 y 14, [B-K]. Ya para superficies la teoría dista mucho de estar
acabada.
Desde el punto de vista de la topología, quedan aún abiertos dos problemas centrales.
U primero de ellos, conocido como “conjetura sobre la multiplicidad de Zariski”
planteado en 1971, [Zariskil, se refiere a la relación que existe entre la topología del par
(Be, V) y la multiplicidad de V en el origen.
Se dice que dos gérmenes (y1, x1) y (V2,.x2) de hipersuperficies de (Cn+l, O) con sin-
gularidades aisladas tienen el mismo tipo topológico si existen entornos abiertos U1 de
z1 y U2 de x2 y un homeomorfismo ~: U1 —* U2 tales que ~(V1,xí) (V2,x2). Con esta
definición la “ conjetura sobre la multiplicidad de Zariski” afirma que el tipo topológico
determina la multiplicidad de la hipersuperficie. El resultado es conocido para gérmenes
de curvas planas ya que la topología determina y es determinada por las ramas irreducibles
de la curva y por las multiplicidades de intersección entre dichas ramas, en particular, la
multiplicidad permanece constante. En el caso de que la aplicación ~ sea de clase Ch
2Ephrainí ha demostrado que la conjetura es cierta, [Ephraim]. J
Ni siquiera se conoce la respuesta de la conjetura de Zariski para una familia de hiper-
superficies. Como el tipo topológico determina el número de Milnor, cabe preguntarse si
en itria familia analítica de hipersuperficies que tengan el mismo número de Milnor, la mul-
tiplicidad también permanece constante. Este problema sólo ha podido ser resuelto para
el caso dc singularidades cuasihomogéneas por Grenel. [Grenell, y por O’Shea, [O’Slíea),
y para <leterriiiiiadas familias de hipersuperficies con polígono de Newton no degenerado.
[Oka]. Usando los resultados de Greucí, (o de O’Shea), Yau demostró la conjetura de
Zariski para singularidades de superficies cuasihoinogéneas, [Yau 1]. J
El segundo problema es la relación existente entre número de Milnor constante y tipo
topologico constante para una familia analítica de hipersuperficies. De nuevo, para una Jfamilia de gérmenes de curvas planas el segundo problema está resuelto. Una buena.
referencia de este hecho es el articulo de Buchweitz y Greucí, así como todas las refencias
que en él aparecen, [B—G].Lé y Ramnanujam, en [L—RJ,muestran que si u > 2, cualquier jfamilia, analítica. de Iripersuperficies con número <le Milnor constante tiene el mismo tipo
topologico.
Así, para lliI)ersuperflcies de dimensión 2, i.e. superficies, ambos probícmnas pa-
mnnnecerl al.ncrtos.
Si {(1/k ())}<~c es una familia analítica de gérmenes de superficies de C3 con j414, 0)
independiemíte <le it, ¿ tienen las superficies (Vi, O) el mismo tipo topológico ? J
Neinnaun, [Neuniann], muestra que el halo Kv es una variedad real compacta cuyo
ti
1>o topológic() orientado determina y es determinado por el graSo dual F (le mía resolucion
determinada canónicamente ir : (Al. D) —* (y, O). Con el resultado de Nenínaun sc j)llC(fe
estudiar la topología <le una familia en función dc la resolución. Teissicr en [Teissier 3]
utiliza difcn.~ntes nociones <le resohíción shnultánea de superficies que permiten estudiar jla topología <Le las singularidades de la familia. Por otro lado, Laufer obtiene una fórmulapara el número de Miluor relacionando este invariante topológíco con invariantes analíticos
obtenidos de la resolución, [Lauferj.
Como sc Ira visto, los problemas anteriores están totalmente relacionados con el cálculo
<leí número dc Miluor cii una familia. En la mayoría de los ejemplos interesantes de
familias con núníero <le Miluor constante, similares al de Brian~on y Spedcr. [B-S 1], la
familia obtenida no tiene sólo el número de Miluor constante sino que generahnentc es
cuasíhomogénea o cumple condiciones de no degeneración respecto al polígono de Newton.
El propósito dc esta memoria es obtener fórmulas para el cálculo del número dc Miliíor
(te (1/,0) en función de la geometría <le las hipersuperficies de 1~fl definidas por los ceros
de los polinomios homogéneos que aparecen en el desarrollo en serie de f cii el origen.
Estas fórmulas se obtienen relacionando el número de Miluor de la singularidad (y, 0) con
el número <le Miluor (generalizado) de la hipersuperficie V que se obtiene de V al realizar
la transformación cuadrática con centro el punto singular. El hecho de que aparezca un J
el número <le Miluor generalizado es debido a que al realizar la transformación cuadrático
V no tienen por qué aparecer sólo singularidades aisladas.
Escribamos .1 = Íd + fa-4-k +... la descomposición de f como suma de sus componentes
homogéneas no nulas. Sea D := Z(f11), respee. T := Z(fd±k), la hipersuperficie de W”
J
j
3definida por los ceros de fd, respee. fd+k
En el caso de superficies y cuando k = 1, Luengo, [Luengo], llamó superficies superais-
ladas a aquellas singularidades que verificasen que
Sing(D) mT = O, (*)
y dio ímn ejemplo de singularidad superaislada donde el estrato p-constante de la defor-
mación universal no era liso. Por otro lado, Artal, [Artal], estudiando la topología de
las superficies superaisladas encontró un contraejemplo a la conjetura de Yau, [Yau 2]: el
tipo topológico no está determinado por V fl 8, y por el polinomnio característico de la
ínonodromía compleja.
Las superficies superaisladas son un caso particular de las singularidades que veri-
fican la condición (*) para cualquier it y para cualquier k. El estudio de este tipo de
singularidades surgió a partir de los artículos de Yomdin, [Yomdin], y Lé, [Lé 3]. sobre
hipersuperficies con lugar singular de dimensión uno. Para este tipo de singularidades se
lían calculado bastantes invariantes topológicos de (y, O) cii función de D y de T: la mon-
odromia compleja, [Siersmaj, los invariantes polares, [L-MJ,el espectro de la singularidad,
[Saito]. La condición (*) implica que D es una hipersuperficie de IP” con singularidades
aisladas. En particular si u> 2, D debe ser necesariamente irreducible y cuando u = 2, D
es una curva plana proyectiva reducida. El número de Milnor se puede calcular inediamíte
la fórmula, [L-M]:
¡gV, O) = (d — 1)”~’ + k >3 ¡4D, P).
PEStng<D)
En esta memoria se consigue debilitar la condición (*) de dos nrnneras:
(a) Suponer que D es una hipersuperficie con singularidades aisladas y no imponer
ninguna condición sobre T.
(b) Estudiar superficies donde D sea una curva plana con componentes múltiples.
Iviás concretamente el contenido de cada capítulo es el siguiente.
En el primer capitulo se obtiene una fórmula para calcular la característica de Euler-
Poincaré (compleja) de la fibra de Milnor de un germen de curva plana con singularidades
no aisladas, O = 2L~ q~C1. La fórmula expresa la característica cii términos de las multi-
plicidades de intersección de las ramas irreducibles en el origen (Ci, 0)0, de los números
de Milnor de las componentes irreducibles ¡4Cí, 0)3’ de las multiplicidades Qi, del siguiente
modo:
= — E (C~,G~)0 (qi+qj) +(qí +~+qr)
Esta fórmula juega un papel central en el capítulo tercero pero dado que es un resultado
nuevo de la teoría de curvas se ha puesto en un capitulo aparte.
La segunda parte de la memoria está dedicada al estudio de singularidades aisladas de
hipersuperficies (14 0) cuyo cono tangente (proyectivizado) Li tiene singularidades aisladas.
Para estas singularidades la transformada estricta V de (Y O) mediante la transformación
mi
4 mi
cuadrática de centro el origen tiene un número finito de puntos singulares {P1, . . , Ps}
Además estos pmmmtos singulares están en biyección con los puntos singulares de Li. Primero
se deímiuestra que el tipo topológico del germen (11,0) queda determinado por el jet de f
-4de orden
d±sup{u(V,P~) : i = 1,... ,s}.
También se da tina fórmula de tipo Noether relacionando el número de Milnor de (V, 0) 4
y la símuma de los números de Milnor de 11 en los correspondientes P~
/1(1/10) = Ql — l)”±’+ >3 ¡¿(Li, P) + >3í4V, P,). 4
PESInY(D)
Us~um<lo la relación anterior se demuestra que una familia {Vj} de hipersuperficies con a’
siímgí.mlarh.la.des aislada’ que sea equimúltiple y que tenga el número de Milnor constante
tiene la familia de conos tangentes {D~} cori número de Milnor constante.
a’Otra aplicación de la relación de tipo Noether anterior es la fórmula para el número de
Milnor de superficies bivalentes que teíígan el cono tangente D reducido. Una superficie
OS bivalente si f es de] tipo Id + fd±k y Sing(D) ri Sing(T) = 0. Si adenuis Li es reducida,
a’
el mmúmnero cíe Milmior <le (11,0) es igual a
¡gV O) = (d — 1< + k¡4D) + k• PESÚ,g(D) ((O, T)p — 1), 4
don<le (D. T)1 es la mnídtiplici<lad de intersección de Li y T en P. En cuanto ni orden de
mi<Ietermnimmaciómm del tipo topológico, para las singularidades bivalentes con cono tamígemíte
D reducido, éste está acotado por el siguiente número
(1—1±k . sup{(D, T)~ P E Sing(D) fl 23. E’
La. última parte de la mnemoria está dedicada al estudio de las superficies binflemítes E’
(ilvo coito tangemmte (proyectivizado) Li es una curva plana proyectiva con coniponemítes
mmIultil)les. El ingrediente necesario para el estudio de estas superficies es el número de
a’Miluor generalizado (le Parusiúski. [Parusiríski]. Se vuelve a tener una relación entre el
¡mílinero de Nilimior de (11.0) y el míúníero de Milnor generalizado de 11, denotado por p(V)
¡41/10) = (<1 — i)~ + (x(D) — 3d + d2) + ¡gV), E’
donde Vi es la característica de Enler-Poincaré. El cálculo del número de Milnor gene- a’
ralizado se j)llCdC hacer construyendo lina estratificación de Whitney de 11 y estudmando
la. característica. de Enler-Poincaré de la fibra de Milnor en cada estrato. La estrategia u-
sada. cmi la muemoria ha sido estudiar singularidades para las cuales se puede encontrar una a’estratificación de Whitney adecuada: singularidades transversas. Si la descomposicion def es /Q + ~ + su lugar de ceros (y, O) es una superficie transversa si verifica las
siguientes dos condiciones: E’
(i) La intersección de Sing(Drgd) y 7’ es vacía.
a’
a’
E’
5(u) Para toda componente irreducible 6 de Li tal que Qi > 1, las curvas 6 y T son
transversas.
Se demuestra que las singularidades transversas son bivalentes, es decir, que el tipo
topológico está determinado por Íd + fa+Ñ, el número de Milnor de una singularidad
transversa es
¡41/,0) = (d — 12 + k~ (P}Dred) + (d — p)(2d —3 ±p))+ k2• (d — p).
donde p es el grado de Ja curva reducida Drea.
Para terminar con el estudio de las singularidades bivalentes se prueba un teorema
que obtiene la diferencia entre los números de Milnor de dos singularidades bivalentes.
Después se compara el número de Milnor de una singularidad bivalente cualquiera con el
umuero (le Miluor de una singularidad bivalente transversa. De este modo el número de
Miluor de una superficie bivalente se calcula mediante la siguiente fórmula que generaliza
toda.s las anteriores:
¡411,0) = (<1— 12+k{x(D)+d2~3d+ FESing(D)CT>3 ((D,T)p- l)}.
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Capítulo 1
Fibra de Milnor de curvas planas
Las singularidades de curvas planas forman la parte de la teorma de síngularmdades que
más se ha desarrollado. Este desarrollo ha sido tanto a nivel local, con la geometría
analítica, como en la situación global, con la geometría algebraica. El álgebra, el análisis,
la geometría y la topología lían arrimado el hombro para desarrollar la teoría de singular-
idades de curvas planas. Por este motivo es impensable que en este capítulo se pretenda,
ni siquiera, hacer un resumen de esta teoría. A lo largo del capitulo sólo se va a tratar
con la teoría local, es decir, con gérmenes de curvas planas.
En la primera sección se se enumeran los teoremas de fibración de Miluor a los que se
va a hacer referencia a lo largo de la memoria.
La segunda sección está dedicada a dar algunos resultados conocidos para gérmenes
de curvas planas con singularidades aisladas. Sólo se darán los resultados que van a ser
miecesarios a lo largo de la memoria. Con el propósito de hacer la memoria lo más autocon-
tenida posible, se ha intentado dar una demostración de la mayoría de estos resultados.
Sea f : (C2, O) —* (C, 0) un germen de función analítica. Se puede ver f como un
elemento del dominio de factorización única C{x, y}. Sea f — . . . f~Jr la factorización
<le f en factores irreducibles. Sea (0,0), resp. (Ci, 0), el germen de curva plana definido
por la ecuación f = O, resp. f~ = 0. Sea e > O suficientemente pequeño y sea S~ la esfera
de dimensión tres centrada en el origen y de radio e. El germen de curva O define un
multienlace L := f’(O) n ~ i.e. un enlace (una unión disjunta de círculos sumergidos
en S~) con multiplicidades. Este enlace L está formnado por r componentes, una por cada
rama irreducible C~ de O. Además, el enlace determina el tipo topológico de O, para una
demostración bastante elegante de este hecho ver el libro de Eisenbud y Neumann, [E-N].
Por otro lado, el Teorema de Fibración de Milnor, ver [Milnor] Theorem 4.8 y Theorem 6.1,
prueba que la aplicación ~ : —* 2 es una fibración C~ localmente trivial. Sea E laJfI S~\L
fibra tipo de esta fibracion, la Fibra de Milnor. La sección segunda contiene el propósito
fundamental de este capítulo: el cálculo de la característica de Euler-Poincaré (compleja)
de la fibra de Miluor, F, de un germen de función analítica f de dos variables. El resultado
buscado aparece en el Teorenía de 1.3.9, donde se muestra que la característica de Euler-
Poincaré de E se puede calcular sin más que conocer la descomposición de f, en el anillo
de series convergentes C{x, id, en componentes irreducibles. De hecho, en el Corolario de
1.3.12, se demuestra que basta conocer una descomposición libre de cuadrados de f.
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Aparte del interés que teímga por sí mismo el resultado anterior, el Teorema de 1.3.9 será
crucial en la demostración del Teorema de 3.2.3 dcl último capítulo de esta memoria.
1.1 Fibración de Milnor
Sea B, la bola abierta de CR+í de centro el origen y radio e, sea 8< la esfera que es borde(le 13<. Sea D el disco cíe C centrado en el origen y de radio y.
7/
Sea f U c Cfl+m C una función analítica definida en un entorno U del origen, a’
1(0) = O, f ~ 0. Sea 1/ = {z E U : 1(z) = 0}.
Los resultados sobre la fibración de Milnor que se encuentran en [Milmior]para el caso a’
<le polinomios, son adaptados por D. Burghelea y A. Verone al caso de funciones analíticas
culesquiera sin más que dar un lema. de selección de curva, para. conjuntos amíalíticos. ver
[B-V]. De este modo se tiene el sigímiente Teorema de Fibraciómm. ver [Milnor] pág. 17,
pág. 43. pág 45.
1.1.1. Teorema. Teorema de Fibración. Para cualquier función analítica 1 como la
<¿nierior existe q> > O tal que para cualquier O < e < e<~ sc tiene:
(a) La aplicacion a’
~:S<\V ~8m
__ 1(z
)
If(z)I
a’
es una fibración diferenejable localmente trivial.(b) Para cualquier O E 9 es una variedad diferenciable real <le dimension 2v
paralelizable que tiene el tipo de homotopia de un CW~-compíejo finito de dzmens,oí? a’
n.
(u) A? := 11 n 8<. (u — 2)-conexa. Además el tipo topológico de 1<, no depende de e.
Cada fibra E0 de esta fibración es difeonmorfa a un subeonjunto abierto (le una. líipersii-
perficie compleja lisa, este abierto es el formado por todos los z tales que zf < e y f(z) a’es constante, obtemmiéndose otro modelo de la fibración anterior, [Miluor] pág 53. Theorem5.11.
1.1.2. Teorema. Teorema de Fibración. Si O c 17 «e entonces la. aplicación
a’
‘:1(z)
es una fibración difercnc~able localmente trivial que es isomorfa a la fibración anterior, a’
1.1.3. Definiciones. A cualquiera de estas fibraciones se le llama fibración de Milnor
de f (en el origen) y a umia. fibra tipo de la fibración se le llamna fibra de Milnor de f
Milnor prueba más resultados en el caso en que f tenga un punto crítico aislado en el
origen, es decir cuando el origen sea el único punto que anula el jacobiano de f. En esta
situación de un único plinto crítico aislado, el Teorema de K-determinación de Mather, a’
a’
a’
1.2. Singularidades aisladas 11
ver [Mather] Theorern 3.5 y Theorem 9.2, asegura que existe un cambio analítico de
coordenadas que convierte a f en un polinomio. Pot tanto, cuando se tiene un inico
punto critico se pueden usar todos los resultados de Milnor. Miluor demuestra que de
hecho en este caso la fibra E es u — 1 conexa y que tiene el tipo de homotopia de un
ramillete finito de u esferas.
1.1.4. Definición. Al númnero de esferas del ramillete se le llama número de Milnor de
f, y se denota por ji, ó por ¡i(V, O).
En particular, la homología reducida es trivial salvo en grado n donde vale Z<t. Este
invariante topológico de la función se puede calcular algebraicamente, ver [Orlik]:
pdV O) = dimc C{zo,... , z,~}
(Izo,.. . , JZ)
La notación ¡i(V, O) se debe a que, en realidad, el origen es un punto singular aislado del
germen de conjunto 11 definido por los ceros de 1. También se suele hablar de la fibración
de Milnor de 11, de la fibra. <le Milnor de 1/, el origen, independienteníente de que 11 tenga
al origen como único punto singular aislado.
En el caso de que la singularidad de 1/ sea. aislada se han calculado los números de
betti de la fibra de Milnor y por tanto la característica de Euler-Poincaré de la fibra de
Milnor E es
(1.1) x(E) 1 + (—1)”g(V,O).
1.2 Singularidades aisladas
Primero de todo reseñar una situaciómi que va a ser común en esta memoria. A lo largo de
toda la memoria va a ser necesario calcular la multipliciadad de intersección en puntos,
generainíente el origen, entre gérníenes de curvas y gérmenes de hipersuperficies. Por esto
motivo se fijan en este punto las siguientes definiciones y propiedades, todas ellas bien
conocidas y que no necesitan demostracion.
Sea C{zo, ... , z~,} el anillo de series convergentes, sea 1 un ideal de C{zo,... , z.,,} tal que
su lugar de ceros y es un germen de curva irreducible en (C~~+í, 0). Sea f e C{zo,... , z,~}
tal que su lugar de ceros de V(f) y ‘y sólo tienen al O como plinto cmi común, entonces
la multiplicidad de intersección de y y 11(f) está definida por los siguientes números
naturales, iguales entr sí todos ellos:
C{zo,. . . ,z }(y, V(f))o :~ long = dime “ =ordj(foh(t)),(3t)
I+(f)
donde O->. es el anillo local de la curva , long denota la longitud del O..>. mdulo y Ii.(t)
(C, O) : (Cn+> , O) es una parametrización de la curva y. Además, para otro g E C{zo,... , z,,}
se tiene
(y, 11(1 g))o = (y, V(f))
0 + (y, 11(g))0.
Todos estos resultados se pueden encontrar por ejeníplo en el libro de W. Fulton, [Fulton].
EJ
12 1. Fibra de Milnor de curvas planas
Sea (O, O) a (C2, O) un germen de curva plana con singularidad aislada en el origen
Sea f(x,y) = O una ecuación del germen (0,0). f E C{x,y}. Como la singularidad es
aislada, f es un germen de función sin factores cuadrados, es decir, 1 = fi 12 Ir, donde EJ
cada. f~ es un elemento irreducible en C{x. y)> Las curvas 6 : = O son la.s componentes
irreducibles ó ramas de O en el origen. Sea. 4
f (z, y) = fd(x, y) + ... términos de grado mayor que d
el desarrollo en serie de potencias de 1 en un entorno del origen U donde 1 converge. Se EJ
tiene que
r
d = inulto(O) = ~multo(O
1) EJ
Por el lema de Hensel. ver [B—K]pág. 334. se sabe que, si f es irreducible, su forma mnmcmal
es lifitencia <le una forma lineal, i.e. fa(x, y) = (ax + by)d. La recta. ax + by = O es la ie~ ta EJ
tangente a. O en el origen. Si f no es irreducible. las recta.s tangemítes (le cada. rama ~on
las rectas tangentes a O en el origen. aSea 1~ : a1x + b1y = O la recta tangente de C~. Se pue<le suponer <íxíe todos los a, somidistintos de cero, de modo que se defin cv1 := b1/a1. Así, las ramas d (O, 0) se pueden
agrupar según tengan, ó no, la misma tangente. Sea 1,,, el conjumíto <le enteros í, 1 < <
_ EJtal que a~ = w. De este modo, (O, O) admite una. descomposición O = Li0,., u •
domíde cada (germen de) curva. es unión de ramas irreducibles O, <le O que ti
misma recta. tangente. EJ
1.2.1. Definición. A estas conipomientes Li0, se las llama componentes tanqcnewlr s (le
a ir (C2 E) (C2, O) la transformación cuadrática. de (C2, 0) con cemítro cl origen E a’el divisor excepcional de ir. Sea. O la transformnada estricta mediante ir de 0.
1.2.2. Lenta. Cada una de las componentes tangenciales da un punto de inter
(leí divisor excepcional E con 0.
Demostración: Cada componente tamigencial Lia tiene por ecuacion EJ
F,~(x,y) = f~ f~(x.y) = o
-~ Para. cada. i e 4,, la forma inicial de A es (z + awy)kí, por tanto se tiene que la toimna
inicial de F~ es (z + awy)sw, es decir, EJ
(1.2) Mx, y) = (x + a,,y)kí + fi.k~+1(X, y) +
EJ
(1.3) ~ zi) = Gr + awy)sw + .Fb ~~±d’~y) + EJk
(1.4) f(x,y) = [JF~~(x,y)
u’
ji
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Para estudiar E fl O basta elegir la carta donde la aplicación ir está dada por <u, y) =
(uy, y). Sea. ~ la transformada estricta de una función analítica cualquiera g e C{x, y},
le. se toma q o ir y se divide por la mnayor potencia de y. Las transformadas estrictas de
las funciones analíticas (1.2),(1.3) y (1.4) son
f~(u, y) = (u + aw)k~ + yf~±> (u, 1) +...
(1.5) É~(u, y) = (‘a + aw)sw + yE~~+i (u, 1) +
k
(1.6) .f(u,y) = flÉ~~(n,y)
Para cada í e 4,, fi y E,,, son elementos de C{u + a,> y}. Denotamos igualmuente por
6 y Li~ los gérmenes de curvas que pasan por el punto ½= (—a,,,, O), definidas por
las ecuaciones f~(u, y) = O y E,,}u, y) = O. Para terminar la demnostración del lema basta
observar que la transforma<la estricta O de O es
k ___
O=UD~
i=l
E
Al ver las funciones analíticas (1.5) y (1.6), se tiene que
k
(1.7) (C, E) = >3(DW~, E)p~ = d = multo(O).
i= 1
Por el Teorema de Preparación de Weierstrass, ver por ejemplo [B-K]pág. 338, cualquier
germen de curva plana (0,0), tal que la recta y = O no sea componente de (0,0), es el
conjunto de ceros de un polinomio de Weierstrass
P(x, y) = ‘i< + aí(yÁt’ + .. . + ad(y).
Si la curva (O, O) no tiene componentes múltiples, el polinomio P tampoco las tiene. A
partir de ahora vamos a suponer que el germen es singular, en particular d es mayor que
uno.
1.2.3. Proposición. Sea (YO) el germen de curoa píana definido por = O. En las
condiciones anteriores se tiene que
(O, Y)0 = j4O,O) + (L, O)~ — 1
donde L denota el eje coordenado y = O y ¡40,0) el número de Miluor de la singularidad
(0,0).
EJ
EJ
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Demostración: Sea. Y = r> Y1 + ... + r8Y~ la. descomposición de Y en compolientes
irreducibles. Sea e = (e1, e2) : (1,0) —* (Y, O) una parametrización de Puiseux de la EJrama 3~. donde Tes un entorno abierto conexo del origen en C, con coordenada, t. Poí la
definición de número de intersección, se tiene que (O, Ito = ordt(P oc). Además,
8(Poc) = ~ EJ
Como Y es umia componente de Y entonces (~) o e O. De este modo, EJ
orddP o e) = ordd
0~~_O_e)) + 1 = OPordt(— oc) + ordt(e~,(t)) + 1¿it ¿Ip
= ordd$4 oc) + ordt(y o e>.
Op
Como d > 1, la recta y = O mío es una componemite de Y. De este modo, la igualdad EJ
anterior, en función de los números de intersección, da la identidad
(O, Y)
0 = (Z, Ito + (L, Ito,
donde Z es el germen = O. Multiplicando por los r, y haciendo la. sumna.. sC Ol)tiCli((O, 1’)o = (Z, Y)0 + (L, Y)0. EJ
Tal y como están definidos los gérmenes O, Y y L se tiene que J
(L, Y)o = d — 1 = (L, O)~ — 1.
La definición del número de Milnor. ;¿(O, O) = (Y, Z)0, hace que se pueda concluir la EJdeniostración U
EJ
Sea ir : (C2. E) (C2, O) la transformación cuadrática de (C2, O) con centro cl origen. Senecesitará~ la. siguiente propiedad de los números de intersección de curvas planas. í~’ EJhecho vale para curvas sobre superficies no singulares. La demnostración se pmie<le encontíam
por ejemplo en [B-KJ pág. 518.
1.2.4. Lema. Fórmula de Noether. Scan (0,0) y (Li, O) dos gérmenes de curvas planos EJ
definidas en un entorno conexo U del origen de C>, de modo que, O fl Li = {OJ. Sean O
y Li las transformadas estrictas de O y Li mediante ir. Entonces EJ
(O, D)o = >3 (6, D)~ + multo(O) multo(Li).
EC’OD EJ1.2.5. Proposición. Si (0,0) E (C2, O) es un germen de curva plana con singulandad
aislada en el origen y ir (C2, E) — (C2, O) la transformación cuadrática de centro el
origen, entonces se tiene que EJ
k
¡¿(0,0) = d(d— 1) +~p(C,t) — (k 1) EJ
ji
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donde O es la transformada estricta de O, t ,...,~ son los k puntos de CInE y d es la
multiplicidad de O en O
Demostración: Se puede suponer que, en un entorno U del origen, O está dada como el
germen de ceros de un polinomio de Weierstrass
PQr,y) = uY’ + aí(y)xdI +... + ad(y).
Además, sin niás que hacer un camubio de coordenadas que afecte a la coordenada y, se
puede suponer también que la recta y = O no es tangente a (0,0), por lo que si L es el
germen de recta definido por y = O,
(1.8) multo(O) = (O, L)0 = d.
Al realizar la transformación cuadrática, para estudiar E In O basta elegir la carta donde
la~ aplicación ir está dada por <uy1) = (uym,yjj. En esta situación se tiene que
3~5 ¿j
(1.9) ¿Ix Du
Sea de nuevo Y el germuen de curva plana definido por = O. La transformada. estricta
Y de Y viene dada en esta carta por la función analítica (1.9). El divisor excepcional E
tiene ecuación en esta carta {i¡i = O}. Por la fórmula de Noether,
(1.10) (0, Y)0 = d4d — 1) + >3(6, Y)~,
P
donde la últimna suma se hace en todos los puntos P de intersección de C y Y. Cuando
U es suficientemente pequeño, como (O, O) tiene singularidad aislada, todos los puntos
de la intersección O In Y están contenidos en O nY In E ya que O flY In U = {O}. Sean
re1,. .. , x~, estos puntos de intersección.
Usando (1.8), (1.9), (1.10) y la Proposición de 1.2.3, se obtiene
¡40,0) = (O,Y)0—(O,L)0H-1
— d(d—1)+Z(C,Yh<—(O,L)0+1
1=1
k
= d(d— 1) +>3Ql(C,xi) + (y~ = ~ —1)— (O,L)o + 1
i= 1
k
= d(d— 1)+>3ídC,t)+d—k—d+1.
i= 1
En la última igualdad se ha aplicado la igualdad de (1.7), i.e. d = multo(O) = (6, E) =
= O, C»~. E
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1.2.6. Observación. La función analítica f que define el germen de curva. (0,0) verifica,
en un entorno suficientememite pequeño del origen, las condiciones del teorema de fibración
de Miluor. La fórmula de la proposición anterior tiene un análogo en fumíción de la carac-
terística de Buler-Poincaré de la fibra de Milnor E de la singularidad (leí germen (0.0).
Como la singularidad del germen (O, O) es aislada, la característica. de Euler-Poincaré de
F es igual a 1 — ¡¿(0,0). Sea E, la fibra de Milnor asociada a la singularidad aislada del
germen de curva plana (0, t). De igual muodo, la característica de Euler-Poiíícaré dc E,
es igual a 1 — ¡40, t). Así, la~ proposición anterior da la siguiente igualdad:
k
(1.11) x(E) = >3 x(F~) — d(d — 1).
i= 1
1.2.7. Corolario. Cori las notaciones anteriores, si d = multo(O), entonces
¡40,0) > ¡40, t) para todo í = 1, ... , k.
Demostración: Siempre
singular y
se tiene que d > Ji: > 1 ya. que (0,0) tiemie un único pumíto
k
d = multo(O) > >3 m.ui4 (O) =k.
i=I
Por taímto
= ¡¿(0, t) — 1 + d(d — 1) + >3Q¡(C. &?~) — 1)
1
1 + d(d — 1) — k + 1
teoremna de resolución de gérmuenes de curvas
sobre el número de Milnor <le la simígularidad.
1.2.8. Teorema. Las sinqularidades de eualquier curva sobre una superficie lisa se
pueden resolver mediante un numero finito de transformaciones cuadráticas.
1.2.9. Observación. Emí particular, este teorema garantiza. que despimés de un número
finito de transformaciones cuadráticas las transformadas estrictas de las componentes
irreducibles 6 de O no se intersecan.
1.2.10. Teorema. Resolución Sumergida. Cada singularidad de cuita plana se puede
resolver mediante un número finito de transformaciones cuadráticas con centros puntos
de modo que la preirnagen estricta de la curva tenga cruces normales.
Demostración: Se puede obtener la resolución sumergida. a partir <le la resolución (leí
teoremna anterior sin más que darse cuenta que:
EJ
EJ
EJ
EJ
EJ
a’
EJ
EJ
¡¿(0, 0) — 1
EJ
EJ
= ¡4C,t) —
= g(O4j) —
Con este corolario se puede deníostrar el
planas, sin más que aplicar una inducción
EJ
EJ
EJ
EJ
EJ
EJ
EJ
u’
EJ
EJ
si
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1. El lugar donde no hay cruzamiento normal está formado por un número finito de
pumitos.
2. En cada uno de estos plintos donde no se tenga cruzamiento normal es equivalente
a un germen de curva singular con número de Milnor mayor o igual que tres, por lo
que se puede repetir el proceso de resolución del teorema anterior para esta nueva
curva.
E
1.2.11. Lema. Sean (0,0) y (Li, O) dos gérmenes de curva plana, reducidos, sin com-
ponentes irreducibles en eomún. Entonces,
¡±(C+ Li, O) — ¡40,0) + ¡í(Li, O) + 2(0, Li)0 — 1,
donde (O + Li, O) es el germen de curva plana definido como la unión de los gérmenes
(0,0) y (Li,O).
Demostración: Se puede suponer que (0, 0) y (Li, O) están dados. en un entorno U del
origen, como los gérmenes de ceros de sendos polinomios de Weierstrass
Pi(x,y) = red + aí(y)xdl + .. . + a<4y),
P2(x,y)=zS+am(y)xS1 +...±as(y).
En este caso, el germen (O+Li, O) está definido por el polinomio de Weierstrass P obtenido
al multiplicar P
1 por P2, i.e. P = P1P2. Sean Y Y1 e Y2 los gérmenes de curvas definidos
por los ceros de ~ =0, %‘ =0 y = O.
Primero probemos que
(1.12) (0 + Li, Y)0 (O, Y1)0 + (Li, Y2)0 ±2(0, Li)0
En efecto, por la aditividad de la multiplicidad de intersecciómí, se tiene que
(0 + Li, Y)0 = (O, Y)0 + (Li, Y)0.
Por otro lado, derivando
¿IP OP1 ¿IP2
- •1~2+1->1~
¿Ix Dx ¿Ir
De este modo, por las propiedades de la multiplicidad de intersección,
(O,Y)0 = (O P2+P1
‘¿Ix
— (C,Y1)0-i-(C,Li)0
Como la multiplicidad de intersección (Li, Y)0 también es igual a (Li, Y2)0 -<O, Li)0, queda
demostrada la identidad (1.12).
EJ
Ni
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JSea. L cl germuen (le curva que tiene por ecuación y = O. La Proposición de 1.2.3 estabk
que el número <le Mihíer del germemí (O + Li, O) verifica la siguiemíte. ígiíalda<l. u’
¡¿(O + Li, O) = (C + Li, Y)0 — (L. O + Li)0 + 1.
Sustituvemido la. expresiómí de (1.12) en la amíterior igual<la<l se tiene que EJ
¡gO + Li, O) = (O. Y1 )~ + (D. Y»í> + 2(0, Li)0 — (L. O + Li)0 + 1.
u escribiendo (O, I’~ ><>. mes¡ wctivammmente (Li. I~, >o, cii híiício.¡¡ dc los u umeros <¡e A lib
(E’. O). respee. dc (Li, O). se tiene la fórmula, buscada.. u’
;40 + Li, O) = p(C O) + (L. 0)~ — 1 + ,¿W. O)
+(L. Li)0— 1 ±2(O.D)—(L.O+Dt±1 EJ
= ¡¡(O. O) + ¡¿(D. O) + 2(0, D)<> — 1 EJ
1.2.12. 0 hservacíon. El resímíta do anterior a ph C8 (1<) a un gen miel> de <it mi re lii •i ib
(O. (1) que R Ii nite 11118 des< omil posición O = 01 ± . . . + C~ 110 1> eces =mrin mímemíte cmi <<>1> 1¡h 1— Ni
míciítes irre Imicibles, nos <lii la sigtiicmite relacion.
1-1 a
(¡.13) ¡¡(0.0) = 7p(01, O) + 2 >3 (0,. C~)~ — (í — 1). EJ
u E, lii Iii w~ í. de Nl i limor ¿iS< >ci a (la a. la simígí lari< 18(1 aislada (del gen míen) (le cii Yvi
O). 0>1> mo la c~ua tenística (le E míler—Poinearé de E, es igmía1 a 1 — ¡ ¿. (e O) la igl> EJ(1.13) es equivalente a:
r
(1.14) <E) = 2 >3 (0,. C¿o + >Z <E1). EJ
ii3<j
El l)rol)ósito <le la. proximna secciómí es demostrar la relación (1.14) cmi el caso en <¡tu EJgermen (O. O) no temiga simígulanidad aisla<la.
1.3 Característica de Euler-Poincaré (compleja) de la EJ
fibra de Milnor
Sea f : (02. 0) —~ (0.0) un germen de función analítica. Se puede ver f conmo tui eleun mito u’
del <lominio <le factorizacion uníca C{x,y}. Sea f = .1?’ .. f7’ la. factorización de f cii
factores irreducibles. Sea. (O, O). resp. (Ci, O), el germen <le curva. plana. definido 1)01 la EJ
ecuación •f = O. rcsp. h = O. Supongamos a lo largo (le toda la. sección que existe algun
Qi >1. J
u’
Ni
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Sea e > O suficientemente pequeño y sea S~ la 3-esfera de radio e. El germen de curva
O define el multienlace L := f~’(O) n 8% Sea : S~ \ L —* S~ la fibración de Milnor y
sea E la fibra de Milnor.
Schrauwen, [Schrauwen}, expresa la característica de Euler-Poincaré de 1’ en función de
los puntos críticos de deformaciones adecuadas de f. A’Campo, [A’Campo], y D. Bisen-
bud y W. Neumann, [E-N], usando métodos bastante diferentes, han calculado muchos
invariantes topológicos de E, en función de grafos asociados al germen (0,0).
En esta memoria sólo estamos interesados en un invariante topológico de E : la car-
acterística de Enler-Poincaré (compleja) de E. El cálculo de la característica de Euler-
Poincaré de E está basado en la fórmula de NACampo, [ACampo] Théorénie 1, y en
las propiedades de los números de intersección. La razón por la cual se calcula la car-
acterística de Euler-Poincaré compleja es precisamente por que se usa el resultado de
ACampo.
Sea U un entorno del origen O E C2 donde f converge. Sea a : Y —* U la trans-
formación cuadratica de U con centro el origen. La idea es dar un teorema, Teorema
de 1.3.5, que relacione la característica de Buler-Poincaré de E con las características
de Buler-Poincaré de las fibras de Milnor E~ de la función analítica f o a en los puntos
infinitamente próximos que aparecen en Y Para ello se comparan los grafos duales de f y
de foa. El Teorenia de 1.3.9 nos da una fórmula para la característica de Buler-Poincaré
de F sin necesidad de construir el grafo de resolución de f, ó de (O, O)
fr—í 2’ 1— (Of, Oj)o (q~ + qj) — (qí + ... + q~) + >32=1
En los Corolarios de 1.3.10 y de 1.3.12 se obtiene la misma fórmula pero sin exigir que
la descomposición de f sea en componentes irreducibles. Basta encontrar una descom-
posición “adecuada” de f. Este último resultado hace que la fórmula amiterior tenga su
interés desde el punto de vista computacional, ver el Comentario de 1.3.13.
Preliminares. Primero de todo, recordemos más definiciones y resultados sobre gérmuenes
de curvas (O, O) contenidos en un germen de superficie lisa, ver [B-K]pág. 370-575. [DB-M]
y [A’Campoj.
Sea ir : X —* U una sucesiómí de transformaciones cuadráticas sobre U tal que, para cada
punto del divisor excepcional 4 := ir1 (O), el divisor E := ..r*(C) tenga cruzamiento
normal.
Sea O la transformada estricta de O mediante ir. Sea E
1 una componente irredmicible del
divisor 8~.
1.3.1. Definiciones. Una curvilla de E1 es un germen de curva liso B.1 sobre X el cual
interseca a E1 trmsversalmente en un punto liso de 4 \ (4 In 6). La multiplicidad mp1
de E1 es el orden de f o ir sobre B1. Evidentemente, la multiplicidad mp1 no depende
de B~. Por las propiedades de la multiplicidad de intersección se tiene que si E~ y Li1 se
intersecan en re1 entonces
mg1 = (E1,
Esta propiedad permite calcular mp1 como la multiplicidad de intersección en el origen
a’
a’
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entre los gérmenes <le curvas O y w( B,). a’
(Cwir(B,))o = >3 (tLB,)p = (E,.BJX,. a’
PESflBi
1.3.2. Observacion. La. mnultiplicida<l 1~E~ es una función limical de las potemicías q>... a’de las componentes irreducibles O~ de O. La observación ~‘ííelve S~I 11118. (‘01150—cííeíieia (le las propieda es <le los ííúmeros de interseccion que
= (O. w(B
1)) = (O~ + . . . + O~t, w(B1))0 = 1a (Ca, w(B¡)4 . a’
a’<lidio
asociado a O y a ir. ~ ecordemimos la construcción (leí grafo dual. Los vertices de O(O. w) a’
estaxí cii l)ivecciómi comí las coííipomíentes irreducibles E, de ~± . Así, a. c:acla vértice u dc
(7(0. ir) le corresponde iiim íznwa coní~ >onentc írrcdízcilflc E,, dc ¿4. Dos ~Tltitt5 ci y b
estamí ni midos por u mía .~ii’• si y solo si E,, imiterseca con .E~. A ea <la vértice a, le a ñndiníos a’
í~ flcc has. sieimdo 4 cl iiimner< m <le componentes irreducil iles de O (~iíe íterse< ~um a E,,
da. vert lee (1 lleva. ~í lenias . liii ) wso: la ínult iplic’iclznl fl ?p de E~ . De igima.l íim ocIo, ( 0111<)
a’las Ha lías <leí grafo di ial cst ami en 1 uveccion comí las comni)omleultes mrrednc bIes <le O. ada
ucd 1=> 1 lleva peso q, , el iuiiier< m <le \‘c<’cs que aparece la comímímmmci ¡te irra lii 1ble O, en O.
Fi u alínente, recordar que 1)818 miii vertice a del grafo clima 1 se II; miman vecinos dc a todos
a’los extreimíos de las aristas y u t wau a u y todas las flecí ía 5 qí íe l aíten <le 1 vertí e u Sea
y ((1) cl coiij unto cíe imidices 1> tul que b es un vecimín <le a.
1.3.3. Observación. Sen 11(0(0. w)) e] conjunto dc vértices dc] grato dual 0(0. w) a’
P. Dii Bois aud Fi ?‘iielíel. ver [liB—=1]P roposi tion 1.6, lía u leí in )stra do qí ¡e ni cada
vértice u e 11(0(0, w)) la miii ti1flieidad O¿E0 cli~’ide a Z¡~~(,,) 1~’<b a’
Cmi a mu lo CC, O) es umí germnemí le ciírv=mplana reduei<lo. el gí-afo dimí eoi icu íc co>> el gí alo
dii al del grafo usual cíe la rescdi miomí. ver [B—1<] pág. 509, ó con el árbol le la. lesi igula í —
izaemómí que usaií P. Dii Bois y E. Alicímel. ver por ejemplo [DB—M]. a’
1.3.4. Observación. El gr~ífo dual 0(0. ir) y el grafo dual O(O,ca. ir) asociado nl germííemí
cíe curva reducido 0rú,í = 01 + + 0r sólo se diferencian en los ])C5()5 de los vértices a’
cii los l)C505 de las flechas (lime en este último caso som todos iguales a. mino.
La característica de Euler—Poíncare. Sea a : Y : U la transformacióíí cuadrática a’
<leí al)ierto U con centro el origen. Sc denota por E
0 al divisor excepciommnl de a y por C la
transformada estricta de O iiiediante u. Sea ¿u. = m1 q> + ... +m~q~ la muiimlti¡ilicu lad de O en
a’el origen, donde cada m1 es la. iniiltil)Iicida<l de C~ en el origemí. Entonces <0(0) = C+ín L~.
Sean P1 . el conjunto de puntos de Y en los cuales intersecan O y el <livisor
excepcional E<~. Cada ¡mo <le cstos pumítos ~ está en bivecciomí con cina. componemíte a’tamigemicial de (0,0), ó dc (O.Cd. O). ver el Lema dc 1.2.2. Para. cada uno de estos plintos
Pj.se eligen coordenadas complejas locales sobre Y y una bola de radio suficientemente
])CQlieflO UJ~ centrada en .P1 de modo que: a’
a’
a’
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1. En cada bola (Ji se verifique el Teorema de Fibración de Milnor.
2. Las bolas U’ son disjuntas dos a dos.
Sea Ej la fibra de Milnor de O en el punto P~. El siguiente resultado relaciona la carac-
terística de Euler-Poincaré de la fibra de Milnor E y la característica de Euler-Poincare
de las fibras de Milnor F~.
1.3.5. Teorema. Con las condiciones anteriores, la característica de Enler-Poincaré de
la. fibra de Milnor E satisface la igualdad
8
x(F) = —(q1m1 + .. . + q2’m2’) . (mí + + m2’ — 1) + Zx(Fui).
j=1
Liemostración: Para todo j E {1,.. . , s}, sea lo : —- U’ la sucesión de transforma-
ciones cuadráticas con centros en puntos infinitamente próximos de P1 tal que X1 es un
espacio analítico y la aplicación analítica ~r1 X,~ —* U» verifica:
(i) iriIxj..~r7I(Pj) : X, — ir» (¾)—> U» — {P~} es una aplicación biholomorfa.
(u) El divisor excepcional A1 := imj’ (1%) es una unión de curvas Li~ isomorfas a IP’ que
se cortan dos a dos transversalmente.
(iii) Sea O’ = Ci’ +. . . +O~ el germen de O en Pp El divisor ir(01) es igual a ..41ú Ci,
donde Ci = O” U. . . U 03k es una unión disjunta de curvas lisas que intersecan con
A1 transversalmente. C~. respectivamente O”, es la transformada estricta de ~
respec. de ~ y cada oj~ interseca a A3 en en un único punto.
(iv) Si se denota también por E0 al divisor ir1 tm(E0), entonces O no interseca a E0.
La existencia de X~ y de ir1 comí las propiedades (i), (u) y (iii) se sigue de la resolución
sumergida del germen de curva (Oged, P1), donde (04d, P1) es el germen de curva definido
por la función analítica (fi . . . f,.) o u en un entorno W de P1. La condiciómi (iv) se
obtiemíe de una resolución sumergida sin más que realizar transformuaciones cuadráticas en
los puntos de intersección de 01 y E0.
Sea u1 la composición de u,... ,ir8. No importa el orden en que se realice la com-
posición ya que los (Ji son dos a dos disjuntos. Sea X la superficie analítica lisa que
se obtiene de Y reemplazando los abiertos (Ji por los correspondientes X Así X1’
(aouí<’(U), y sea ir := uou1. Por la construcción se verifican las siguientes propiedades:
(a) irIx~,r—1(o> : x — ic’(O) > U {o} es una aplicación biholomorfa.
(b) El divisor excepcional ¿4 := ic’(O) es tina unión de curvas E1 isomorfas a IP’ que se
cortan dos a dos transversahnente.
(e) El divisor ¿ := lr*(O) es igual a ¿4 u 6, donde 6 = O~ u ... u C~ es una unión
disjunta de curvas lisas que intersecan con 8+ transversahnente. O, respectivamente
6, es la transformada estricta de O, respee. de 6, y cada 6 interseca a ~± en en
un único puinto.
(d) Si sc denota también por E0 al divisor irí(Eo), entonces O no interseca a E0.
a
EJ
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por A el conjunto de divisores excepcionales Ni
$ tiA= UA1U{Eo}.
j=i
Sea taimíbién Y el coikjuinto de los (livisores <leí <lívísor excepcional 8+. Coímío las aplica— EJciones irj sc la.n obtenido mediante transformaciones cua.<lráticas comm centros cmi los puntos
infiuiitaimmente próxímnos (10 1% en Y. se puede establecer una bivección CIi:
A ~
Li’ -. ff4
II EJEí —
dond (= l( >5 < livisores E;~ y Df ,ij >ai ccci> al realizar la trausformna cm< ni cima Irát ica. <leí uulismno EJí~miit iiilmnit.ainente próximo <le P,.j e fi . s } , la condición (¿1) asegura (lime Cxisttm iii> ilí ¡i( O Df> en A1 1
E’ — 4(M)Iles I)< )>i< ¡ ieiíte — > ( .D~) corta. cmi 1>>> <inico puimíto a. E0. EJ
1.3.6. Lema. Sea Df vsi curra excepcional de lo » sea Ef — «> (Df). Den o (cm
nl,)! la. níaítíphcidad de Df por n1,< la muitzplie¡dad cíe Ef. Entonces sere¡t/iea u’
1 Ity’ = ~ ¡>.> + ¿u <> rl
‘1
donde t>~u Sf210 iít>eridt (1(21 nnineíy> tic t?t!fl9/Ñ?h/¿tit?fl?tCS t:nadiwtiras netcsaivas po< 4
apa.! u z~:a ci div~sor cxcep<iional E;!.
L»‘nwst.íario u: El le> ¡¡a es una (Omisecí Iciucia de la. (lefíiiicioli (le las mmmiii tipí i i U e. 5 EJiii u ci irvílin (le E;~ es decir es tui gernien <le ci irva lisa ci> A qí ¡e iiítcrsccai í E!
mi>> itt> 1 JIto p dc z~íodo transversa]. Así. se pi mcd e ver Df on w ¡ u>. curvilin de D~ P
ti mito. 1 i>ultiplici(lad ¡u . respectívaniemute m1>, , es la. multíj >lie u Ia(1 de immtcrs< =( ti EJ
irigemí resil. el pumnto P~ entre las curvas O x’ ir<=1 t . (=11 .‘ 2 resp. emitir bis ci íiv~ 15 0’ ~•
w1(B/). l~i fc5rmn~ml (1(~ Noetímer. ver 1.2.4. EJ
= (0.7dB;!)) — É(a*(ctujw(BLÚ)¡,.j=m EJ
Obsérvese que & (ir ( B7)) es igual a a1 ( Bf ) y este ulítímno gerímíemí de curva, es igual a lo (Ef).
u’Es mmu~s. el plinto fl es el único pinito cmi la imitersección Y 2 E1> 11 a> (Y;?). obt.emiieimdosc
mt = (O + mE0. am(Bf))n = (O. ir1(Bf))~. + nt~ (E0, ai
u’
= (O’, w~(Bf))¡~ + ¿u . (E0. a1
= 7%~ + .‘7~ (E0. a (Bfl),% EJ
Si se (lcfmnc Gv como la. multiplicidad cíe imftersección en P~ entre las curvas E~ ai(Bf).
entomices a ~ sólo (lellende del a>. es ¿lecir. <leí numero (le transformaciones cuiadratícas EJ
u’
ej
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necesarias para que aparezca el divisor El. En particular, no depende de las potencias
q1,. . . , q2’, de las componentes irreducibles de O. U
1.3.7. Lema. Para cada j e {1,... , s}, sea Dl una curva excepcional de ir1 y sea
EI—4(Lil). Denotemos a E1 \ (u1r1 E1 U 6) por Él, y a Dl \ (u1~1 Li7 u ~) po~ ~i.
1. Si Li no es la curva excepcional Li¿, entonces la característica de Enler-Poincaré
x(ÉI) es igual a la característica de Enler-Poincaré x(Li1).
2. Para la curva excepcional Li~, la característica de Euler-Poincaré x(É¿) es igual
x(É~) menos uno.
Demostración: La demostración es inmediata sin más que darse cuenta que la diferencia
entre Él y tI es la intersección de El con E0. Esta intersección es vacía salvo que E? sea
en cuyo caso existe un único punto en la intersección. La siguiente figura ilustra el
lema. E
EJ Li~
SN’
Para terminar de deniostrar el teorema vamos a usar la fórmulade ACampo, ver [A’Carnpo]
Théorémne 1. A’Ca.mpo demuestra que, si en cada punto de 8±el divisor ¿ = O +
z:~> mg, E1 tiene cruzamiento mormal, entonces
21
x(E) = >3mEÍ
1=1
donde Ei :=E1\(U.jp E1u 6).
La aplicación ir, respee. ir1, se ha construido de modo que el divisor 8, resp. A1, tenga
cruzamiento normal. Para cada j e {1 , 4, se tienen los grafos duales F~ := 0(0, ir),
y el grafo dual F~ := 0(0, ir). Entonces por la fórmula de ACampo
x(F)—Zx(F?j)= E mp]>,
1=1
E
beV(14)
Li¿ Li¿
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Usando la biveccióuí 4’ cutre los conjuntos de curvas exceícionales se obtiene
— m.y(Éo)+>3>3
j=I ,~0
+ E (m~,» . x(Ég)
j=i
Por los Lemas de 1.3.6 y (le 1.3.7 se ticíme que
x(E) — E xCF~)
:1=>
+
3
(unj.’i.X (Éfl
TítDIX
— un y’ xCb~).
y(F) — >1 x(f’~) = un A + >3 ¿u
3=>
It umide A: es el sigíuiemitt’ e> ¡tero. guíe mio lc~ uei><Ie dc las )ote> icias q, , . . .
muemites í rucíl1 íci lles cíe O.
r
k x(Ee) + E <>E¿
‘=> L
(x (Ég)
dc las <to>i¡i>o— u’
u’
- i) + >3nJÑ
Por otro lacio. sea. o el vertice (le F~ correspon(liemite a E0. Los veci¡¡os dc o se correspo¡¡t 1cm>
comí los tíivisorcs E¿>. y E {1 s]> que son los ulmilcos que intersecan E<>. Así. (Iesl)umes <le
la. Obsem’vacióm¡ dc 1.3.3. la. >>iultil)1ici~lad <le E<>. que esm, divide a
>3
Tii~a = >3 (m0~
1=1 j=i
or lo cpme ¿u. ti i vide a 2~ > U
O
De este m>í<}clo, ara cada ca’> , <lebe existir uun emítero 1 (qm ,....q2’ ) qu>e c=mm princil Ho
<lepencle de q> . . tal <uit
(1.16) >1 11>D~ (q> ...Gr) = (un>qm + ... + iflrQr) . ¡i(qm .3=>
Obsérvese que cada~ “‘D’ depende (le qm El propósito del siguiente lema, es <leniostrar
guíe IL 110 (lepcm>(le (le q>
1.3.8. Lema. Sean. mp y XI; <‘los [unciones lineales
—* R: (qí. , q,~) —~ ní>q¡ + ~ + m~q~
u’
u’
x(F) - >3x(fl)
.1=>
u’
u’
= x’(~0) +11>1”> <> E?~ (Df)
3=> 2#tI
u’
u’
Por tanto.
(1.15)
u’
u’
u’
u’
u’
u’
u’
u’
u’
u’
u’
u’
u’
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tales que (mi,... ,m2’) y (A1 ~....k) pertenecen a N”\{O} y para cada r-upla (qi,.. .
de números naturales, el entero 48(q1, . . . , q,.) divide a mp(qu, . . . , qú. Entonces existe una
constante h e Z \ {O} tal que para cada (qí, ... , q,) E N2’ \ {O} se tiene que
Liemostración: SeaH el hiperpíano de R” definido por la ecuación rn>q¡+~ . ~+m
2’q2’ = O.
Sea ji. la función
R
2’\H —y R
Como h es el cociente de dos funciones lineales, Ji. es continua en su dominio RV \ H.
Denotemos por R±el conjunto de los números reales mayores que cero. Probemos que
la fumición It es constante sobre (R±)r\ H. Para ello es suficiente probar que es constante
sobre (Q+)r \ H ya que luego extendemos a todo (R+)r \ H sin más que usar la densidad
de (Q+)2’ y la continuidad de It.
Sea (qí,.. , q~) e (Q+)r \ H, una r—upla de números racionales positivos. Sea q
1 =
donde a1 y b1 son números naturales. Sea n el producto bu . . br, entonces
It (am a2’> 4’(~’,... ,~) _ n’IJ(~’,... ,~
)
KF’’ ‘bÁ = y(~i,... , ~) nmp(~”,...
Sea u1 el producto n a1/b1 e N. Usando la linealidad de 4J y de mp, se tiene que
íi.(~!,... E:) = Zv 2$~
ya que. por hipótesis, si (y.1, . . . , n2’) es una r—upla de números naturales, XIJ(n1, . . . , u,.)
divide a mp(ni,. . . nr). Por tanto, por la continuidad de It, para cualquier (qí, ... , q.) e
(R+)r \ H se tiene que It(q1,... , q~) E Z. En particular, la función It debe ser constante
sobre cada componente conexa de (R+Y \ H. Finalmente, el conjunto (R±)r\ {O} está
contenido en una componente conexa de R
2’ \ H ya que los q
1 y los m1 son números natu-
rales. De este modo It es constante sobre (R±)r\ {O}. E
La suma LÁ mDi = Auqí + ‘~‘ + >‘rqr es una función lineal ya que por la Observación de
1.3.2 cada multiplicidad ~ es una función lineal de...... , q2’. Por otro lado m = m>q1 +
+ ‘ra~q,. es también una función limíeal. Además por (1.16), Z—~ yI y ni satisfacen
las hipótesis del Lema dc 1.3.8, lo que implica que existe una constante It e Z \ {O}, que
no depende de ..... . , q~, tal que
3
J=1
EJ
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u’
Esto quiere decir que (1.15) es equivalente a
(1.17) ,x’(E) EJ>1] x(17i) = ni ‘ (k + /0.j=1
<leude ni = mmqi + ... + m
2’q~ y k + It no <leI)ende (le la.s l)otciicia.s, q¡ .. cjt, de la~, u’
comnpoiiemites irreducibles de O.
Para calcular k + It usamos el resultado (le la Observación de 1.11 cl cua.l permite caíctilam u’
A: + It en el caso (le gérniemies de curvas redimci<las.
Pata un. <jei’ri¿útt dc curva plano. reducida. i.e. cuando <‘JI = . . ‘ = (J,~ = l.,Se tUZil u’
— >3 ,YE1) = —(ni> + . . . + ¿u) . (un1 + + un2’ — 1).
3=>
u’De este »íodo el valor (le A’ + 1> es —(mn> + + ,¡t~ — 1). Siístitumvewlo cm> (117) est x alem
sc termimnia. la denostracio>¡ del la demostracien del tec)re>¡ia
>c(E) — E ~‘(~) = —(q>uni + + q~u¡v) (un> + + m~ — 1).
1=> LI u’
EJU> ma c < )> secí meticia directa t leí teeremn~¡ antemior es la gei ien liza cío> ¡ (le (1 . l’1) =¡.l ~‘a
redi>ei(lo. u’
1.3.9. Teorema. La cc¿raeteu’zstu.ea de Eulem’—Poi’n.eau’é dc’ lo fibu’a de A’iíínou’ satisf
guicute ¡gui. <‘¿1 <‘1 cicl — 1~ EJ
<E) = — >3 (O~. C~)<, ~ + q + (q¡ + ... + >‘n) — >3 qi ¡4O~. (1).
i=>Á.cj 1=1 EJ
Licmn.stración : Recordeimios la siguientes propiedades, algumímas cíe ellas ya. vistas aquí dc
los rérnienes <le curvas plamia.s irreducibles, ver [B—K}Tlíeoreíím 13 pág. 518 y pag. 574
u’La imnultiplicidad de interseecion entre <los gérmenes <le curvas planas irreduicibles O> ‘. 02
distimítas satisface la igualdad
(Cm, 02)0 =>3 ¿44 EJ
P
cIencie la. suuma. está tonia(la~ cmi todos los pumuites E infinitamimente próximimos cíu.ue comparten u’
ambas cuirvas, y ¡4. ¡4 som las multiplicidades de las transformadas esrictas <le 0~ y 02
en esos l)uui>tes.
u’
Por otro lado, el número cíe Miluor de un germen de curva, irreducible satisface
¡¿(0,0) = E vp(up —1),
u’
EJ
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donde la suma está tomada en todos los puntos P infinitamente próximos del origen y Vp
es la multiplicidad de la transformada estricta de O en ese punto.
Así, la fórmula que se quiere demostrar en el teorema se puede expresar de la siguiente
manera:
x(E) = — [E k’~~4’) ~ — (qí +~+q2’)+>3q,
=1 I/dp¡VpX)I>
donde las suma.s con subíndice P están tomadas en los correspondientes puntos infinita.-
mente próximos de las curvas C~ y y» es la multiplicidad de la transformada estricta de
6 en el punto P.
Demostremos el teorema por inducción sobre el número r de componentes irreducibles
de (0,0).
r=1. En este caso la ecuación que define (0,0) es de la forma f~, con f irreducible. Sea
(Cred, O) el germen de curva definido por f. Sea E la fibra de Milnor aseciada a fq
y E la fibra de Milnor asociada a f. En este caso,
x(F) = qx(P) = q(1 — tiCOred, O)).
Sea U un abierto del origen en C
2 donde 1 converge. Para demostrar la anterior
igualdad se considera una resolución sumergida ir : X —* U de 0reá’ Sea 8+ := iC> (O)
el divisor excepcional de ir. Evidentemente, ir*(O) = ~*(q~
2’~4) = qw*(O2’~<¡). Es decir
la multiplicidad mE con que aparece una curva excepcional E en ir(O) es q veces la
Emultiplicidad nired con ce E en el divisor ir~ (Cred). Así, usando la fórmulaque apare
de A’Campo, ver [A’Campo] Théoréme 1, se tiene que
x(E) = >3niEi . x(E1) = >3qm%x(É1) = qx(fl
r-1~ r. Supongamos que se ha demostrado la fórmula de teoremal para todo germen de
curva que tenga un número de ramas menor que r. Sea O = QmOI + ... + q2’O2’ y
sea, para cada i e {1,. .. , 4, ni1 = multo(O1). Sean Li1,. .. ,Li, las componentes
tangenciales de O, ó de
0red’ Pueden ocurrir dos cosas:
(a) Si s > 1, i.e. existen al menos dos componentes tangenciales distintas, de niodo
que cada una de ellas tiene un número de ramas menor que r. Además si ~ e Li
0
y O~ e Li0, con a ~ fi, entonces (Of, 01)0 = ni~nij. Si ahora se mira el primer
punto infinitamente próximo, es decir el origen, se tiene la igualdad
r—1 2’
>7 m1rri.1(q1+q1)±>3q1m1(m1—1)= (qími+. . +q2’m4(mí+. .
1=1,1<i i=1
Aplicando el Teorema de 1.3.5, la demnostración de la fórmula se sigue por
hipótesis de inducción ya que las transformadas estrictas de las componentes
tangenciales tienen un número de ramas menos que r.
(b) Supongamos que s = 1, esto quiere decir que en la primera transformación
cuadrática sólo hay un punto singular. Por la Observación de 1.2.9 después de
a’
a’
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a’
un número finito de transformaciones cuadráticas la transformada. estricta de
O tiene al menos dos componentes tamigenciales. Aplicando el Teorema. de 1.3.5
a’se finaliza la demostración.
LI
a’
1.3.10. Corolario. Sea f = It~’ . . . /4~ una descomposición de f tal que:
1. Oada Ji.1 es un germen de función sin componentes múltiples. a’
2. Para todo í, j E { 1, . . . r}, ¡ ~ j, los germenes ~ y l~ no tzenen eompgnentes
íueeduczbles en comun.
a’Sea (O. O) el conjunto de ceros <‘le f, y sea E la .fi Eno. de A’Iilnor. entonces
‘—1 7
VE) = — >3 (O~,C4> (q1+qj)+(qí +...+qr)—>3qí¡401.O). a’
i=i.i< 1=
Demostración: Para. cada í E { 1 4, sea. f~> fl 1(1) una descomuposiciómí cii factores
a’irreducibles (le 1li~ Sea A1 el germen tIc curva deflumido por la ecliaciómí local h¿~ = O, eiito>i(’es
A1 = Of.> + ... + ~ Usaíído la fórmula de (1.13) se tiemie que
¡¿(A1) = ¡4OQ + 2 >3 (Of,,,, Oim)o — (1(í) — 1)). a’
j=i
Dt=este mmmcc lo el corolario es lilia commseciiemicía de las propiedades de la miiumltiplicidadc de a’
imit.erseccion. LI
1.3.11. Definición. [B-W—K] pág. 100. Sea 1? un dominio de factorizació¡¡ úmmica. Un a’
elemnem>tc) b e fi se dice que es libre de cuadrados si p
2 no díví<le a b sicmmi¡)re que p E fi. sea
irreducible. Sea. O # b una no unidad <le fi.. Una descomposición libre de cuaduado.s’ dc b a’
es iuíía representacioi> de la. forma.
b = ub>b~b~ . . .1 a’
donde u E Pi es aria, unidad y Ji
1 ,...,b~. E 1? son libres de cuadrados y dos a. dos primos
cutre si’ a’
Aplicamido cl Corolario de 1.3.10 se tiene que
1.3.12. Corolario. La fórmula de la característica de Euler-Poincai’é también se ven-
a’fleo. aunqmn. sólo se conozca una descomposición libre <‘le cuadrados de .f
1.3.13. Comentario. Desde el punto <le vista. computacioiia.l, la fórniula. (leí corolario
anterior es bastante útil. Primero, sea fi. un anillo computable de caracterítica. cero, a’
~ ~ ~fun polinomio en R[x, y]. Existe un algoritmo que calcula títia. tíescomposicion
libre de cuadrados de f en R[x, y]. ver [B-W-K], Proposition 2.86, Corollary 2.92. Esta
es muía descomposición libre de cuadrados en R{x, y)> Despumés. se pueden calcular las a’
miiultil)licidades de intersección, y por tanto los números de N’Iilnor, usamído por ejemplo
el SINGULAR, [Singular]. a’
a’
a’
Capítulo 2
Cono tangente con singularidades
aisladas
Sea f : (Cn+l, O) —* (C, O) un germen de función analítica y sea (11,0) el germen de
hipersuperficie definido como el lugar de los ceros de f, es decir (yo) : (fi(O)O) c
(Cn+>,O). Sea f = fd + fd+i + ... la descomposición de f en suma de componentes
homogéneas, esto es es un polinomio homogéneo de grado s.
Sea Ji. un polinomnio hoinogéneo en C [zo,... , z~>,], a partir de ahora denotaremos por
Z(li.) c IP” a la hipersuperficie de IP”, reducida o no, definida por los ceros de It.
Como (11,0) es un germen de hipersuperficie, el cono tangente de (11,0) en el origen
viene definido como el conjumnto de ceros en (Cn+í, O) de f<¡, (la forma homogénea no
nula de menor grado de f). Se identificará el cono tangente (le la hipersuperficie (11,0)
con el proyectivizado del cono tangente Li := Z(fd) c IP”. Por otro lado, por ser el
anillo O [zo,. .. , z,~] dominio de factorización única y ser Id un elemento homogéneo de
grado d; consideremos fd = . . . fQr la factorización de fd como producto de polinomios
homogéneos irreducibles. De este modo, el (proyectivizado del) comio tangente de Z emi O
es Li = qiOm +... + grO2’, con := Z(f1).
En este capítulo se va a tratar con singularidades aisladas (de gérmenes) de hipersu-
perficies (11,0) tales que su cono tangente (proyeetivizado) Li sea una hipersuperficie de
IP” con singularidades aisladas. B. Teissier, [Teissier 1] Prop. 2.7, ya demostró que en el
caso en que Li sea una hipersuperficie proyectiva lisa de IP”, es decir, cuando Li no tenga
ningún punto singular, el germen (11, 0) es topológicamente equivalente al cono definido
por fd O en (021±1,0).
La clave en el estudio de este tipo de singularidades va a estar en poder dar una
descripción de los invariantes polares (e0, ni0). Estos invariantes recogen informnación del
comuportamiento topológico de la singularidad. El estudio de los invarimtes se hace en la
l)rimera sección del capítulo. Para su definición es necesario introducir la curva polar. Al
realizar el estudio de la curva polar es donde aparece la necesidad de imponer que Li sea
í.ina hipersuperficie con singularidades aisladas. Cuando esto es así, hemos sido capaces
de dar una descripción del cono tangente de la curva polar, que va a permitir por un lado,
dar una cota. del supremo de los cocientes -~- Teorema de 2.1.16, y por otro dar una.
fórmula de tipo Noether para el número de Milnor de (y 0), Teorema de 2.1.19.
u’
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En la segunda sección se dan condiciones necesarias para construir una deformación
que preserve la mnultiplicidad y el número de Milnor de la singularida.d (y o).
.4Seguidamente usando los resultados de la primera sección se da una. breve demnostracion
de la fórmula de Yomdin y se recuerdan algunos resultados obtenidos por Luemigo y Melle,
[L-MJ,que van a dar Jugar a la definición de las singularidades bivalentes. Es de resaltar la EJ
aplicación de la fórmula de Yomdin al caso de curvas planas. Dicha aplicación va a. permitir
en el próximo capítulo estudiar la secciómí plana genérica de algumías singularidades de
superficies de (C3, O). EJ
En ]a última sección se definen las simígiílaridades bivalentes. Hablando mal y j)ronto,
son singularidades aisladas que vienen definidas por una función analítica, que lidie sólo
dos componentes homogéneas no nulas, es decir f = Íd + fd+k’ Esencialmente en esta EJ
sección y en el próximo capítulo se estudiarámí sólo gérmenes de superficies (Y O) c (C3. O).
La. condición de que el cono tangemite Li de la. superficie tenga simígularidades aisladas cmi
EJIP2 implica que Li es una curva. plana reducida. Esto va. a. permitir hacer un estudio mnás
exacto (leí número de Miluor de una singularidad bivalemite y de la. cota. del supremimo cíe
los cocientes de los invariantes polares. u’
2.1 Invariantes polares (eq, m~) u’
Sea ir : (Cn+l, E) —* (Cn+I , 0) la tramísfonmnación cumadrática. de (Cfl±>.0) comí cemítro el
orige»; sea. (11, Li) la transformada estricta. del germen (y O) que tiene si»gularidad aislada. EJy sea. E := ir’ (0) IP” el divisor excepcional. Si Li es lina. hipersíiperficie cíe IP” ccnm
singularidades aisladas, en el Lema de 2.1.2 se muestra que J¡ sólo tiene singizlari 1
aisla(1a5. EJ
13. Teissier, [Teissier 2], definió y estudió las propiedades de los invariantes polares
(eq, m~) de un germimen de hipersuperficie (11,0) c (Cn±J,O) con simígularidad aislada. El
prol)ósito de esta sección es dar una cota para el supremno de los cocientes {~‘). La cofa
esta. eíí función (leí supremo de los números de Milmor de las singularidades aisladas 1 la
superficie 11. El interés de esta cota se basa en que el supremo de los cociemites {5L} esta EJrelacionado comí el orden de C0-suficiencia del germen (y O). Por lo que el amítor comioce
estos invariantes sólo se han podido determinar en el caso de curvas planas por Merle,
[Merle] y en el caso de las simigularidades que verifiquen la coíídiciómí (*) de la. 1’ór>nu d EJ
Yomdimi por Luengo y Melle, [L-M], ver la tercera secciómí de este capítulo <le<licad¡
fórmula de Yomdin.
Una. consecuencia de este cálculo de los invariantes polares es tina relaciómí entre el EJ
número de Milnor de (YO) y la suma de los números de Milnor de 11 cmi todos sus piuntos
singulares.
2.1.1. Observación. Existe una biyección entre los puntos-dirección P cíe! l)rovec- EJ
tivizado del comio tangente Li y los puntos É de la transformada. estricta. 11 qume están
en el divisor excepcional E. Sea. P e Li, podemos suponer que P tiene eoor(ICIi¡idas lío- EJ
mogéneas P = (1 : O : O). Por tanto, las ecuaciones locales de ir en un emítormio de P
son irQro . x,,) = (xo, x
1x0, . . . , x21xo). En estas coordenadas afines, P es el origen EJ
u’
EJ
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2.1.2. Lema. Si (11,0) tiene singularidad aislada y la Itipersuperficie Li tiene un número
finito de puntos singulares entonces la Itipersuper,ficie (V, Li) de (Cn+l, E) tiene, a lo más,
singularidades aisladas.
Demostración: Como (11,0) tiene sólo un punto singular aislado, las singularidades de
V están en la intersección de 11 con el divisor excepcional E.
Sea P E Li, podemos suponer que P tiene coordenadas homogéneas P = (1 : O
0). Por tanto, las ecuaciones locales de ir en un entorno de P son ir(xo,... x21)
(xo, x1x0 x21xo). En estas coordenadas afines, P es el origen y 11 en un entorno de P
está definida por los ceros de
fd(1, x1 x,,) + x~g(xo, x1, . .. , x21).
Aquí, fd(1,xí, . . . .x21) = O es una ecuación afin de la hipersuperficie Li en P, E tiene
por ecuación {xo = 0}. Los plintos singulares de 11 deben ser puntos singulares de Li los
cuáles son, por hipótesis, un número finito.
2.1.3. Observación. Si n = 2, la condición de que la superficie Li tenga un número
finito de puntos singulares dice que Li es reducida, sin embargo, para n > 2, la hipersu-
perficie Li debe ser necesariamente irreducible.
2.1.4. Observación. La condición de que (11,0) tenga singularidad aislada es necesarma
ya que por ejemplo el conjunto de puntos singulares de los ceros de la función analítica
x
2z + y3 + ~2§ no son aislados, a pesar de que Sing(Li) = {(O: O : l)}.
Variedades polares. Hagamos una rápida introducción a las variedades polares. En este
punto seguiremos los artículos de Teissier, [Teissier 1] y [Teissier 2]. Sea! E C{zo, . . . , z
21}
un germen de función analítica tal que su lugar de ceros define un germen de hipersuperficie
(11,0) c (Cn+í, O) con singularidad aislada. Sea U un entorno del origen donde 1 converge.
2.1.5. Lema. [Teissier 1]. Sea (YO) c (C”~’, O) un germen de hipersuperfi cje analítica
reducida. Para todo 1 < i < n+ 1, existe un abierto denso de Zariski ~ de la Orassmanz-
ana dei—planos de (Cfl±1, O) que pasan por el origen tal que el tipo topológico de (VflH, 0)
es independiente de H ~ ef’). Se puede, por tanto, Itablar para cada 1 < i =n + 1, del
tipo topológico de una sección i—plana genérica de (YO).
2.1.6. Definición. [Teissier 1]. Sea (11,0) c (Cn±í,O) un germen de hipersuperficie
analítica. Sea i0 la codimensión en (C”-’-~, 0) del lugar singular de (y 0). Después del
resultado anterior se puede hablar del número de Milnor de una sección por un i—plano
genérico de (11,0), para cada i < i0. Denotaremos por ¡1(i)(V, 0) a este numero. Para
20 < i = u + 1, pondremos 11W (11,0) — ~, y denotaremos por
EJ
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2.1.7. Propiedades. [Teissier 1]. Es inmediato verificar quíe u’
(a) ~~(n+0(11. 0) < si sólo si (Y O) c (C~~4-> O) es ummía singiularidad aislada y en este u’caso este número es el número de Miluor Imabitumal ¡¿(1/. 0) dc (y. O).
(b) ¡Ál> (11. 0) = mult
0 (11) — 1, <londe muít0 (11) (IdIota la mnumltiplici<la<1 (le la luií>cm si>—
perficie (11,0) cmi el origen. EJ
2.1.8. Definición. Dos gérmímenes (le l>ipersiupcrficie a.¡¡alitícos re(luuei<los (11>.:>:>) y 1
de la. misma (liiiie>msión se dice qíme tienen el mismo tipo topologico. si existemí 1 epí e— EJ
scimtamutes (¼,x1) c (U1 x,) <lomide U1 es ím al> jeito (le C “ + > . ni> lioim ¡COi> ¡01¡ti ¡¡ti
(U>. x¡) (U2, :1,2) qume lleva 11> a ½. u’
2.1.9. Comentario. La sucesiÓmm (le números (le Psi ilímor jP es caj az <le caracterizar el
tipo to~>ologico <le las famimilias dc lmipersull)erficies. Sea ( . ni> gerínemí cíe lii í crsi >í< ¡1 it itY? 0) u’
comí singiilam’i<lacl aisla<la. Sea E : X D = fi. E C : ¡t¡ < 1 } es una defor¡¡¡aciom> cte (1’ 0)
jiumuto (‘Omm ¡ííma secemí )i> a tal qí ¡e X — a (D) es liso sol )re IDI. Teíssídr c Icmiuimcst ra . [Tc:iss¡c’m1]
(jume si la fammmiha. dc { X, : = E — > (01 1E11” t iemw la sumees íomu c le mutimí cros de Nl ilímor ¡ (‘om¡st a> >t e u’mit omices el tipO topc )logi(’ci cíe la. lii l)el’su.il)crhcics (X, . a ( t) mo c~ í¡¡¡1 la..
De licí líO 1<) qí ¡e Teissicr mm ¡iicstra. es <IIIC si la suíc es íom> ji’ es (‘0> ¡5ta ¡ite ciiio> ¡ces cl
(‘(>1111>utos a>mal íticc s (A’ — a (19). a(19)) verifica las comí icit mies c le WI¡it ¡mcv. El m’ct u’
le este res mltado Ita, sic lo l)rOl » ¡cío i ~or Bí’ia>>yom> y S1 ec lcr. [13—52].
Por Otrt) Inc lo Teíssí er ti a Ja sg> u ente colistrí it ci 6>>. ver [Tcissici’ 1] y’ jTeíssí ci’ 2]. Pa >a EJ
todo e>>tei’t> í E ji. n} . Y ~ra tO(IO í—¡>la.i¡c) (+1.0) c (C”’~ > .0) cíe cíiíu¡cm>sió>
‘elisa lera. cl cc m ¡ji>> uto E,, cíe ~)i>>utos (le IP’ qume sc ccír ¡‘espo>> <leí> co> m 1> i er¡ la >os c le ( iC’
~pie c’o>>ticmieíí a. 1-1; E,, eS ¡u> siibespacio limícal tít: tIiíííem>sic$>> u?. — 1 e>> IP’ Sca 1 EJ
l>il)di’slil)crlic:ic cíe >>ivel cíe 1 ~pie~‘a.5’a 1)0>’ 7). C5 dccii’.
{z E C”< : j’(z) — [y) = 01. EJ
Sea 1% c U \ { 0} el conj umíto dc 1)1>mitos p dc U \ { 01 tales c nc cl lii per;>1 a >>(> tau> gc
cii p comítiene a. liii lii pa~ >1‘a mío paralelo a. H es decir. EJ
= {p E U \ { 0} Y’, V$ comitiemíe i— 1)1 a m>o ara lelo a JI }
El (‘Onj unto I»~ es un sumbcoujummúo analítico (le U. A; licamido cl teoreimia. <le c:xtemisici> EJ
conjuntos amialítíc 05, [0—BJ »i.g. 181, sc tiemie quue la. clamísiura. toírnlogi ca f,, de i’7, cuí U
u’es umí subespacio amia.litic() ddrrtl(lO <le U, que recibe el nombre de variedad ¡miau’ risc
o. f y a H. La. relación entre los números (le Nl il>ior cíe las secciomíes planas ge> iéri(’.a.s
variedades wilai’cs viene dada cmi el sigumíemíte teore>>>a de Teissíer. u’
2.1.10. Teorema. [Teissier 23. Para todo 1 E fi.. . . , ut}, existe un. nineuto denso ríe
Zo.u’iski 110) cíe la quussmanzana <‘le ~—píanos (le ((Q¡±>0) tal que si H E ~ F,, <‘ EJíntcrsecezon completo. con singularidad <‘tislada. de (í?meí?..S?on. c.límii~> Fu = u + 1 —
multiplicidad en ci O?’kqeIi. de ¡a va’ezeda<’í polar <‘le /‘ it/atino. a H coincide con (E,,. LI)>> =
¡í(Z rl II Q) ~,(i)(11. 0). el numero <‘le Míínor dc una SUZiO??. po?’ uit í —piano gefl<.i’ieO. EJ
u’
u’
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Observar que si H := {zo ... = z~ = 0}, la variedad polar asociada a f y a H tiene por
ecuaciones:
af
___ =0
Hiperpíanos adecuados y los invariantes (eq, rn0). El caso de más interés para esta
memoria, es cuando H es un hiperpíano. En este caso, E11 es una curva, la curva polar.
Henry-Merle, [H-M], lían probado que existe un abierto (denso) de Zariski IB1 en la
grassmaniana de hiperpíanos de (Cn±í, O) tal que si H E IBi, la curva polar E11 asociada
a H es transversal a H.
Teissier en [Teissier 2] demuestra que existe un abierto (denso) <le Zariski IB2 de IP” de
direcciomies de hiperpíanos de (Cn+í, 0), tal que el númnero de componentes irreducibles r
de la curva polar E11 es independiente de H E VV2, y que si E11 = U~1Eq es la descom-
íosición <le E11 en componentes irreducibles, la sucesión de multiplicidades en el origemí,
rri.ulto(Eq); 1 =i =r, y la sucesión de multiplicidades de intersección, (Eq, Z)o; 1 =q < r
son también independientes de H E VV2. De este modo Teissier define, [Teissier 2], para
cada 1 < q =r, dos enteros positivos eq y rnq como ÍTi.q = mo(Fq) y e0 + ni0 = (E0, Z)0.
Además, demuestra que se cumplen las siguientes igualdades:
2’
(2.1) >3 <3q = ¡~fl±> (11,0) = p.(V, 0),
0=i
(2.2) >3 ~ — 1ft”>(y 0).
q=1
Cuando Li tiene un número finito de puntos singulares, existe otro abierto (denso) de
Zariski W3 en la grassmaniana de hiperpíanos de (Cn+í, O) tal que H e VV3 si la variedad
proyectiva H rl Li es lisa, en particular este H no contendrá ningún punto singular de Li,
basta aplicar un teorcímía. de tipo Bertini, ver [Hartshorne] Teorema 8.8.
2.1.11. Definición. Se considera a partir de ahora el abierto (denso) de Zariski VV de la
grassmaniana de hiperpíanos de (Cn+í, 0) que pasan por el origen que resulta al intersecar
los abiertos VV1, VV2 y IB3 anteriores. A cualquier líiperplano H de VV lo llamaremos
Itiperpíano adecuado para (Y 0).
2.1.12. Definición. [Teissier 2]. Dos gérmenes de hipersuperficie con singularidad ais-
lada (Va, 0) c (C”~>,O) y (V~,O) c (Cn±í,O)son (c)-secantes si existe una familia uní-
paraniétrica <le gérmenes de hipersuperficies donde una fibra es isomorfa a (11~, 0) y otra
es isomorfa a (Vm, O) y en cada punto se satisface la comídición (e) siguiente:
Una familia de gérmenes de hipersuperficies B c C”~
1 x 1, 2’ entorno suficientemente
pequeño del origen en C, definida por E(zo,... , z,~, t) = 0, donde se supone que el lugar
singular está dado por {0} x T, i.e. E(0, t) 0, ~f(0, fl = O satisface la condición (e) en
Osi: __________________________
OE~(5E dE)
u
EJ
EJ
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en C{zo. ....z,,. t}, domude la. barra significa. la clamusura. em>tera dcl ideal. u’
Teissier en [Teissier 2] demuestra que dos gérmenes de hipersumperficies con si»gulau— EJ
ciad aislada. (c)—secantes tienen el mismo tipo topológico y todas sus secciomies 1—planas
geiiéríca.s tamimbién tienen el mmíismo tipo topológico. De este modo la siucesión (le mmúmeros
EJde N4ilmíor ¡•¿* es la. misnia. l)a.ra. ambos gérmenes.El resumítado de Teissier que <la imuportamucia a los invariantes polares es el siguiente
teorema que <la tina relación entre e] supremo de los cot:ient.es f ~2Jt}, el orden de C~—
u EJ
let.eriumíacmoim de (11, 0) \‘ el or<lem (le (e)—secamite.
2.1.13. Teorema. [Teissier 2]. Sea f E C{zo. . . . ‘un. germen <le función aui.aíítiec¿ EJtal que su lagar <‘le ceros define ‘un. germen de hipeusuperfien’ (1’? 0) G (Ct>+ ¡ , 0)
s’tnqithíi’¿dúd <‘ns/ada. Puní ‘un entero A, las propiedades’ .s’u
7ttwntes son equn.’ale’u te.
(/) PV> sup {.;.}. EJ
(u) Todo germen q E C { so. :,>} tal que y — .f E m \+ > de> nc. ‘mediante =
geume’??. <le 1?.ipersuperfieze cou>. el mismo tzpo tOJ)OíO=/íU) <‘jit<’ (11, (1). EJ
(ití) f’odí> (Jetuiehí q E C {~o . :,, 1 tal que y — .f e mN±> . define. med~o.nte g = (1, ‘(¿1?.
g<:í’m<:n de Itupeísupe’rfieíc (e) —secante o. (11. 0). EJ
Cono tangente de la cnrva polar. Sea. j’ E C{z» :,, } iíí¡ germímeuí (ltu fi EJ¡lítica tle ííío(lo que sim 1 ¡igar tic ceros define umí gen ¡>e>> tIc ííij ersumperficie (½ c
O) comí simigimíaridad aislada. Simponganíos ~ue S’iui.g ( D) es umí colí] uumitc tiííit 5
J’I E U uu 1> 1> i í erplaii<> a. lecuado i)ara. f y para (11, 0), se elige>> cci uclenad a.s cíe EJ
u> c’ JI sea { so = 01 . Ahora.. el germen de cuurva E,, esta clefimí itIt> u or bis et :uuaj? =0....,f =0v Sin q(D) rl Z(zo) es un coi4 i>nto vacío a c¡i>e JI está e>> IB’> St a
OF,, el rovectivizado del comio taí¡gente de E11 en cl origemí. Entomices EJ
2.1.14. Proposición. Una base sto.??.do.r<’i para el i>’leaí 1 = (.f~ ....f’~, )U{zo. . .
está formado. por estos u>. ClWIYL<’íO’i’e5. EJ
Demostración.: La i)rimmmera observacion es qume fa. ~ 0 ~‘Z~j ~ (E Emí efecto. sí pt>i
c~ eimijño ¡r’ > es iclénticami>ente cero, 050 quiere decir que 1<~ mio (lcpentle <le It> (:001(1< EJ
Eím esta.s contiiieiones. J)ara que Sing(Li) sea un (:0>>] unto flumito sc debe temie1;i ( ~ 0~ 5i. . . . Sr>.) deb definir uní conjunto li o en IP”’— . De este mimo(lo. l ulmuico pumuto u’
simigular (le Li es el (O : 1 : O : . 0), lo que contradice el liec’lmt) (le cjue Si ng (Li) c & =
W” \ Z(so).
Umía. condiciómí siuficiemite 1)a.ra. que { .f
2, . . . , fl~ sea una. base sta >>(lar<l í>ai’a. cl i(l 1
es quie {f<r f,,. } fornie una sumeesmon reguular en el amiillo C[z~. ‘ . . .z,,]. ver [\J—V] EJ
96. Como cada fa.. es uumí í>olinomio hoinogéimeo, es suficiente prolar ~ { .fa~, f }
es una sucesión regular en Cfro, . . . , z,j~, para. todo idea.l inaximal ni de Cko .
(fa. . f~2,,) c m, [Numnz]pág. 55. [Matsumura] pAgOS. EJ
Emí esta sitiuaciómi. el coí¡jumnto algebraico Z(.J) es <le <limííemísíon cero. Supongamos en
efecto, que existe uin com¡jumíito algebraico Y c ZQJ) tal que la <limímensión de Y como EJ
EJ
EJ
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conjunto algebraico de IP” sea mayor o igual que 1. En este caso, usando el teorema
de Bézout, la intersección Y rl Z(f~20) c Sing(D) c U es no vacía y esto implica que
Y ~ Z(zo). Sea un punto P — (P0 : P21) e Y rl Z(f~,0) G Sing(Li), por supuesto
Po # O. Sean ...... , y21 coordenadas en el abierto afín U, y sean p~ = P1./Po las coordenadas
afines de P. Sea Oyp el anillo local de Y en P. La dimensión de Krull de Oyp es mayor
ó igual que uno y coincide con la dimensión de Krull del anillo
Por tanto la dimensiómi de A como C-espacio vectorial es infinita. Ahora, esto es imposible
ya que (pi, . . . , p21) es un punto singular aislado de fa(1, y1, ... , y21) = O, sin más que usar
la relación de Euler.
De este modo, la única posibilidad es que dimZ(J) sea cero y en este caso. el cono
afín definido por J en C”~
1 tiene solamente componentes irreducibles de dimensión uno.
Estas componentes están cii biyección comi ideales primos ~ de C[zo,. . . z,~] de altura
>i. Así pues, para todo ideal maximal ni de C~z
0, ... , z21] con J c m, tenemos que el
ideal JC[zo,. . . , z21%, tiene altura n en este anillo local regular. Podemos concluir. [Kunz]
pág.187, que JC[zo, ... , z21]~, es una intersecciómi completa, condición que es suficiente
para determinar que, [Girál] pág. 35, {fdz1~ . . . , faz } forman una sucesión regular en
C[zo z21]~,. LI
Gracias a la Proposición de 2.1.14 se sabe que el ideal de formas imiiciales del ideal
fQ está generado por las formas iniciales de estos generadores. Así, el proyee-
tivizado del cono tangente de la curva polar, OF,1, es el esquema Pro j(R), donde Res el
anillo
R:=Orrn(íjzÚ~in}) C[zo,...,z~] C[zo,...,z21
]
Sea {P1,. . . ,P~, P2’~>,. . . , P~} el soporte del esquema anterior, donde P~ e Sing(Li) si
u. 1 ,...,r y el resto de los P1 no pertenecen a Sing(Li). Cada dirección de la recta
tangente de cada comuponente irreducible de PH puede ser interpretada como uno de los
puntos de CF11. Sea P e OF11 y sea Pp la unión de las componentes irreducibles de P~
cuya dirección tangente está definida por el punto P; de este modo podemos descomponer
la curva polar del siguiente modo:
U i’~u u
PCSiny(D) P«Sing(D)
Además, el conjunto ~ , fa2) rl 2(zo) es también vacío ya que como H es un
líiperplano adecuado para (Y O), P11 es transversal a H y por tanto ninguna dirección
tangente de E,1 puede estar contenida en H.
2.1.15. Lema. En las condiciones anteriores, si P e OFH, la multiplicidad en el origen
de P~ coincide con la multiplicidad de intersección en P de las Itipersuperfici es proyectivas
definidas por las ecuacuones IL> = 0, . . . , fa~ = O. Además, si P e Sing(Li), este número
es el número de Milnor de Li en P.
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Demostración: En el Corolario 5.2.2 de [H—J—Ojpág. 556. se demuestra que ~i a un
germen amíalitico (2<, x) la multiplicidad de 2< en x es igual a la niultiplicidad <leí <ono
tamigente atYn CX cmi x. Además esta. última es igual al grado de OX’ visto conmo variedad EJ
proyectiva.. [H—J—O]Teorema 4.1.8 puig. 543. Si aplicamos esto a la curva polar se tu ¡íe
que la. iíínltiplicídad de Fíj en el origen coincide con grado de la variedad ynoyectíva EJCF ~. Coimio esta. variedad proyectiva. <lefine piumítos. para. calcular cl gra.(lo l)a.sta. calcular
la longitud de cada anillo local asociado a los puntos de intersecciómí <le las variedades
Z(,fr’2, ). Sea mp el ideal homogéneo de E asociado a.l pinito P, entomices EJ
uu’uíto(Fn) = (leg(OFjj) = >1 íong(Rrnp) = >3 lOflg(
PCflZ(f42, ) I’EOZ(fd. ) (f~. ‘L,, ) EJ
lt»>de í E { 1 u¡} . Para. (tít uilar la 1 ami ‘~ituíd (le .1?,, basta. ealc’i>1 a r la. tI i> míe> >s> omm t tu> >0
& .
C—espaeio vectorial (le EJ
Cuuam><lo P E CF,,. (:onm<) ~ ~‘ JI, para calcular la. di mííemmsió>i uusa.íííos las cc u icit» >es lO( a s EJ
~ (Y ~> y,,) = 0. EJ
Si P E Si u? =j(Li), la dimimetísió> ¡ t leí aími lic> local COiiic icle c:omi la <liii ic>ísit>í cl cl c <>11>1>1< t nl
qn e imo es u ¡¡ >1mas iii nienos y ¡e el ini mro de mM ilm>or de D cmi P. Fama U,. se a.í >1ica la
ímusmíía it le! ¡ al aiti lío Pm,. . LI u’
Comí la (lest:ril)t:ic)mi anterior <leí (:t)nt) t a migeilte de la. t:imrva. polar. se pu >ec le cIar u mía EJ
1 »tra el suipremi>o <le los cociemítes -~“—
2.1.16. Teorema. Sea .1’ E C{j0, . . . . z,, 4 un germen. de función analítica tal r EJ
lugar de ceros define iii>. germen de /?.lpersltperJlcie (1/, 0) c (C~>±> . (1) c:ons’¿n.quío.u’udad
aislada. Si <‘:1 cou?.o tangente Li de (1/, 0) en el orn geu. define en IP” nl? o. bipeisuperfie EJ
su.ngulauídades aisladas. enton ces:
suíd ~ : ‘y,, componente <‘le F11} =niuíto(V) + sup{p(V. fi) E E Siu>q( D)} EJ
un9
donde 11 es la tuansforrr?.ada estricta cíe 11 al realizar la tran.sfou’maeió’¡?. cuadrátuco 4< EJ
ce??.tro ci origen.
Den?ostracíón: Sea ]‘ = ft + f~ í + ... la descomnposición de j’ commn’> siimima. tic síus EJco>nponentes homogéneas. La mniultiplicidad de (1”. 0) es d y el cono tangente D
<letcrmina.lo en IP” por f,.,. Se comisidera VV el abierto de liiperplamíos adecuados p
(11,0). Para. todo hiperpiano H E VV. la curva. polar F11 asoeia(la a f a H e EJ
imuterseccion comní.>lcta.. tramísversa.l a. JI y que admite lina. descomposicit$m¡ Vn = U
emí r compomientes irre<lumcibles, siendo este r constante para los liiperplaiuos (le 14”. u’
EJ
u’
2.1. Invariantes polares (e,,,rn.,,) 37
Sea JI e IB. Realizamos un cambio de coordenadas proyectivas de modo que H = {~o =
O}. En estas condiciones, la curva polar E11 viene definida como el germen de curva en el
origen que definen fl> = O,... , = 0. Además, Sing(Li) c IP” \ 2(zo) y por tanto se
puede aplicar la Proposición de 2.1.14. Tenemos pues, una descomposición de la curva.
polar de la forma VH = UVE, P E Z(fazi~~ , f~29, donde ya sabemos que cada
s
= u w,
q=
y ‘4 es un germen de curva irreducible con dirección tangente definida por P.
Sea P e Z(fr’21,... , fr’Q, por la condición de trausversalidad de la curva polar, se
sabe que ninguna recta tangemíte a las componentes irreducibles de F~ está contenida
en JI, por lo que P tiene la coordenada correspondiente a z0 mio nula. Así, se puede
realizar otro cambio proyectivo de coordenadas de modo que deje fijo H y que P tenga
coordenadas proyectivas (1 : O : ... : 0).
Sea ‘4 una componente irreducible de Pp. Como la dirección de la recta tangente
a 4’ en el origen es (1 : O : ... : 0) y la multiplicidad de ‘-4 en el origen es igual a
ni,,, entonces una parametrización de la curva 4’ vendrá dada por un germen de función
Itq : QQ, O) —+ (C~+l, 0) definido como sigue
donde, para todo i E {1, ... , n}, ordtIt/t) > ni,,.
Por otro lado, por definición de los invariantes polares, se tiene que
6~ + YO.9 = (~‘4,11% = ordt(f o It,,(t)) = ord1 (tidf oIt,,) (t)) + 1.
Para calcular esta derivada parcial aplicamos la regla de la cadena
¿41 o It,,) ¡ ___ (ti
Ot
El germen de curva’4’ es una componente de la curva polar, así, para cada i E {1, . . . ,
la composición f~ (It,,(t)) es idénticamente cero. Se tiene por tanto
e9 + ni,, = ordt(f~0(It,/t))) + ni,,.
De este modo,
(2.3) e9 = ordt(f~0(It,,(t))) = (‘4,S)o,
donde (5, 0) es el germen de hipersuperficie definido por f~0 = O. Distingamos dos casos
según P sea, ó no, singular para Li.
(a) Si P ~ Sing(Li), los gérmenes ‘y,~’ y (S,0) tienen intersección transversal, ya que P
no pertenece a. Z(fdzú)~ Por tanto su multiplicidad de intersección en el origen es el
producto (le las multiplicidades, es decir
= (‘y4’, SJ0 = ‘multo(4’) . multo(S) = nidd— 1).
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De este modo obtenemos que para cada componente 4’ <le la curva. í.olar tal que
P g Síng(Li) se tiene que
—d 1.(2.4)
(b) Sea ahora EJP E Síng(J.3), y sea 9’,f una co¡npommente irreducible <le Vp. Sea w
(Cfl+>. E) (Cfl+i, 0) la traímsforníaciómí cuadrática. de cemitro el origen. Co>uo P
tiemie (‘Oordem>das (1 : O : O), la trajisformna.da estricta. 94 (le la. curva 9’,, esta cmi
la tarta <lomíde ir tiemie la sigLu1emiteex~)rcsIoii cuí (:oordeiia<la.s locales
rr(x0. ,,) = (xc>. x> :r0,
Acle>miás. ver [Camimpillo]í»íg 32. una l)arammictrizaciómi (le 94 está <lada.
EJ
cuí> este caso EJ1» II
EJ
)
E>> í u iticuuhir. se tiene el sígu íemíte <hagm’a mmm a. t:o> nímín tatíyo.
(O~>, E)
EJ
.1
EJ
(C.O)
EJir
./
EJ
(C”~>,0) - (CO) EJ
De este iiio<lo.
EJe~ + ni~ = (‘4’, Z)c> = or<’i<( ./ o l?.,,(t)) = or<’i,(f o ir o It4t)).
Por otrc) la(lo. la comuposición <le f x’ ir ríos cia
o w(xo. . . . . ¾)= f(xcm, x1x0. ....x.,,xo) 4 . J(z~ u;.,,),
(1o»de j = O es una ecuaciomí cíe 11 en un emítorumo del puímíto P. Así.
(2.6) oud,(.f o ir o h,,(t)) = ord,(Q4 . j) o (l~Ji))) = d . ni,, + ord,(f(h,,(t))).
EJ
EJ
EJ
EJ
a
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J
EJ
EJ
EJ
EJ
1.,,
/t,,
(2.5)
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Por otro lado, ver [H-J-O]Proposición 13.13, comoFH = Z(f~1,. .. ,f2,,) yf~1,. ..
forman una base standard para el ideal que definen, se tiene que la transformada
estricta 11% dc F11 mediante ir es el lugar de ceros de ....... , h~,, donde
f2~(xo, . . . , x21) = f~~(xo, x1x0, . . . , x21xo),
con lo que
Si se calcula la derivada parcial de f respecto de x~, 1 < < n, se tiene
- a(f)~ —
Ox1
= f&.(1,xí,...,xn)+xo-fr’±i~.(1,xm
Como se deriva respecto de una variable distinta de la. variable respecto de la cual
se afiniza., entonces
(f)x,(xo ‘n21) = f~,(xo, . . .
Por tanto, F11 es el lugar de ceros de (f)~,.. . , (f)~. Además, 4’ es una componente
de Fu lo que hace que, para todo i E {1,.. . ,n}, se tenga
(fy o 14(t) o.
Para calcular ordt(f o It,,) se vuelve a derivar, se vuelve a usar la regla de la cadena
y se aplica, esta última identidad, es decir,
(2.7) d<’’o T~ — ord< (O(foIt,,fl — oreí< - ¿~tm~) NOTn,j ?.,,) — kot) +1 k((f)xo ~ ) +1
Usando las tres identidades (2.5), (2.6) y (2.7), se obtiene que
(2.8) e,, =d ni,, + ordc((f)~
0 o h,,(t)).
Diviendo ahora esta igualdad por ni,,, el cociente
) (2.9) <‘a,, ord1 ~ o h9(t)
)
-.~ Relacionemos esta última igualdad con el número de Milnor de 11 en P. Por el Lema
de 2.1.2, 11 tiene en P una singularidad aislada, se puede calcular su número de
Milnor. Para calcularlo hace falta una ecuación local de 11 en P. La ecuación es
7 = 0; P en estas coordenadas es el origen por lo que su número de Miluor es
¡411,?) = C{xo,... , x21}dime ~ 7)
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- - u’
Como ~ viene definida como el lugar de ceros de (f),~ , (f)~, se tiene que
(2.10) ¡411, 1>) = (f,~, ihí)o = >3 ordí((.f).ra o It,,(t)). EJ
PYq
Conio ni,, es mnayor ó igual que umio, se puede acotar el cociente arr’, ((f)70oh9(t)) por EJ
mq
~411.P) y obtener el resultado pedido de (2.9)
=~=d+p(V,P). u’
uEJ
Scholium. Emí las condiciones del teorema, si Li no tiemie ninguna singularidad en— EJ
tonces (11.0) tiene todos los cocientes -~ iguales a d— 1. El siguiente resultado de Te>ssmem
‘nl,
[Teissier 2] Corolario 2.6, va a. permitir decir algo más sobre estas singularidades. EJ2.1.17. Corolario. [Teissier 2]. Sea f(zo , z~,) = O una ecuación de un germen de
l>.zpcrsuperficie con singularidad aísla da (11, 0). Una condzczon. neees<’tria y suficiente palo.
Ii
que (YO) sea (c)—secaí?.te a uno. 1?.ipersupcrficie <‘leí tipo f’(zi,.., z~) + z~ = 0, tal gui
o.<’lemás. 20 = O seo. la ecuacion de it??. Itzperplano <‘idecuado, es que los cocientes {SJL} St <‘1??
rn,,
todos iguales a un mismo entero N. u’
En la demostra.cióm¡ <leí Corolario anterior Teissier muestra, que f’ se consigue del siguu>e¡>te
¡nodo: si JI es u.ímr l¡iperpla.no a<lecimado para (11,0) y tiene por ecuación 20 = 0, la simigularí—
dad (11, 0) es (c)—sccante a. la. singularidad definida por la ecuación ¡(0, z> , . . . , z~)+z&’ = EJ
Esto último para. imuestro caso nos da gime (11,0) es (c)—secante a. la símigularidad (lefim>i(la
por la. ecuación f(0, z1 , . . . , 221)+2g = O, y ~ = Oes la ocuaciómí <le umí liiperplano adecuado EJjiara. (Y 0). Por tanto (11.0) es topológicamnente equivalemíte a la. símigularídad deflímida íom
la. ecuacion ¡(0, z,,) + 2g = o.
La descripción (lime se ha hecho (le los invariantes polares cm> el teoremna anterior va a EJ
permitir <lar umía relaciómí entre el número de Milnor del germemí (11, 0) y la. suma. de los
imúmneros de Milnor <le 11 en sus pumitos singulares. Primero (le todo, corno la. mnultiplicida<l EJ
<le la. curva polar coimícide con el ííúmero <le Milnor de una. secciómí liiperpla.mia generm< a
estudiemos las seeciomies luiperpíanas.
2.1.18. Lema. Sea f e C{zcí,. . . ,z,,} un germen de función analítica tal que su lugo; d EJ
ceros define un germen <‘le Itipersuperficie (11,0) ¿ (Cn±í,0) con. singularidad aislada. Si el
cono tangente Li de (11. 0) en el origen define en IP~ una /¿ipersupeufieie con singularzdades
aisladas, entonces el tipo topológico de una sección Itiperpíana genérica (Z rl JI. 0) es
el mismo que el tipo topológico de (Li rl JI. O) y ,ÁO(Z rl JI. O) = (d — 1)~ para todo
‘¿cli .n}. EJ
Demostración: Elegimos IB el abierto de líiperplanos adecuados para (11,0). Dado umí
biperpiano fi E l’V tenemos que Li rl JI es una variedad lisa de Pr>—> De este modo, si JI EJ
EJ
EJ
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tiene por ecuación {zo = O}, entonces el germen (Z rl JI, O) c (C21, O) viene definido por
el germen de función f(0, z
1,.. . , z21).
Su cono tangente, Li rl JI, es liso y por tanto se puede aplicar el scholium del teorema
anterior. Obtenemos que (ZrlH, O) es (c)-secante a la singularidad definida por la ecuación
f (0,0, z2,... , z21) + 4 = O, donde {z1 = 0} es una ecuación de un hiperpíano genérico
de 13”. De este modo, el germen definido como sección hiperpíana de (Z rl JI, O) tiene
por ecuación f(O, O, z2,... , z,,) = 0, con cono tangente liso, por lo que se puede volver
a aplicar el resultado del teorema anterior y del scholium. Así, (Z rl H, 0) c (1321,0) es
(c)-secamite comí el germen definido por los ceros de
f(0,0,0,zs,...,z21)+4+4=O,
y {zi = = 0} es la ecuación de un u 2-plano genérico para esta hipersuperficie. Si
aplicamos sucesivamente este resultado obtenemos que (Z rl JI, 0) G (13”, 0) es (c)-secante
al germen definido por 4 + 4 + . . . + 4 = 0, ver [Teissier 2] Corolario de 2.7. Además,
una ecuación de umí i-plano genérico viene definida por {zí = ... = = O} por lo que
rl JI, 0) = (d i)i
E
El Lema de 2.1.2 asegura si tenemos tina singularidad aislada (11,0) cuyo coito tangente
Li tiene singularidades aisladas, la transformada estricta 11 de 11 tiene singularidades
aisladas. Denotaremos por g(Li) la suma de los numeros de Milnor de la hipersuperficie
Li c IP” en sus puntos singulares y por ¡4V) la suma de los números de Milnor de la
hipersuperficie 11 c Cfl~~ en sus puntos singulares. El siguiente teorema da una relación
entre el número de Milnor de 11 en el origen, la multiplicidad de 11 emí el origen. ¡í(Li) y
jt(11).
2.1.19. Teorema. Sea f E C{zo,... , z21} un germen de función analítica tal que su
lugar de ceros dqflne un germen de hipersuperficie (YO) c (1321±1,0)con singularidad
aislada de multiplicidad d. Si el cono tangente Li de (Y O) en el origen define en IP” una
Itipersuperficie con singularidades aisladas, entonces:
¡411,0) = (d — 1)”~’ + j4Li) + ¡4V).
Demostración: Sea f = fd + fd+í +... la descomposición de f como suma de sus compo-
nentes homnogéneas. El cono tangente Li viene determinado en IP” por fr’. Consideramos
IB el abierto hiperpíanos adecuados para (11,0).
Sea JI E IB. Realizamos un cambio de coordenadas proyectivas de modo que JI = {zo =
0]> En estas comídiciones la curva polar FR viene definida como el germen de curva en
el origen qume definen ft, = 0,... , f~,, = O. Además, Sing(Li) c r’ \ Z(zo) y por tanto
se puede aplicar la Proposición de 2.1.14 y el Lema de 2.1.15. Se tiene pues, umna de-
seoníposición de la cuirva polar de la forma E11 = UF~, P E Z(fa~,,. . . , fr’,), donde ya
sabemos que cada
8
P
= U
,,= 1
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y’4 es un germen de curva irreducible cuya recta tangente tiene la direcciómí (le P. Adeniás
usando el Lema de 2.1.18 se tiene que
(d—l)” = g”(V,O) = >3ra9 = >3 unulto( V~) = >3 rn.ulto(Fp)+
P«Sing(D)
>3 u’n’uítc( Vp).
PESÚJ=I(D)
Usando el Lema de 2.1.15,
>3 nuulto(Fp) = (d — 1)” — >3 ¡¡,4Li).
PESiuq(D)
Sea cíe muevo el germemí de l>ipersíuj>erficie (5,0) c (Cfl’4-i, 0) tíado por la ecuiaciómí f~, = O.
Al ser tina. hipersuperficie, el provectívizado <le su cono tangemíte viene <lado por Z(.fr’0) c
IP’>. La (lefinición algebraica local <leí miulmnero de Milnor de (11.0). iiOS (la.
zfl}¡¿(11,0) = diníc ~ , = long (It; ) = (F¡,,
u’S¿ubemiíos que si P ~ Siu’>.q(Li) la imítersección de los gérmenes 5 y V1> es tramisversal, ya. qu.ie
la imítersecciomí de sus conos tamígemítes proyectivizados es vacío. Emí este caso, (F,~, S)~ es el
prtdíicto (le las multiplícída.(les de ambos gérínenes en el orígemí. Usando (2.11) temíemimos
t~ume el míúniero de Milnor es igual a
¡<(11,0) = (F11, S)0 >3 (%,S)<>+
I’ESitrj(D)
>3 (F1~. S)o
PCSing(L))
— >3 un’u.lto( Vn) - ‘multo(S) +
P«Sing(D)
= (cl— lY>
4> — (d— 1) >3
PESanq(D)
>3 (F,,S)
1>
¡‘ESln¡( 1))
H.P + >3 (F,~, S)~
¡‘E Siaa y( 1))
Aplicando (2.3) y (2.8), para. cada P que sea punto singular <le Li, se tiene
(Vp.S)0 >3 (-y,,, S)o = >3 e9
-y0 E rp
— >3 (<‘¿. m.,, + ordc((f),.0 o
9,,6 Ii’
— <‘/ >3 un.,, + >3 ordt}(f)~0 o It,,(t))
-íqEFp ‘yqcrp
— d¡4Li. P) + >3 ord<((f)~1, o
y~Erp
Aplicando el Lenía de 2.1.15 y (2.10) a la anterior igualdad se tiene que
(Fp, 5» = dg(Li, P) + ¡411, 1’).
Finalmente sustituyendo esta. última igualdad en (2.12) se obtiene el resultado <leí teo-
remna.. LI
EJ
EJ
(2.11)
EJ
P«Sinq(D)
EJ
EJ
EJ
u’
EJ
(2.12)
EJ
EJ
EJ
EJ
u’
mi
EJ
u’
EJ
u’
EJ
si
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2.2 Familias de hipersuperficies
El propósito de esta sección es dar una descripción de aquellas deformaciones de un
germen de hipersuperficie (11~, 0) c (
13fl+~, 0) que mííantengan el número de Milnor y la
multiplicidad consta.nte. Esta descripción va a ser una consecuencia del Lema de 2.1.18,
del Teorema de 2.1.19 y de la semicontinuidad del míúmero de Milnor.
Sea (11v, 0) c (1321+1, 0) un germen de hipersuperficie con singularidad aislada. Sea
ID = {t E 13 : tj < c} un entorno abierto del origen en 13. Sea p: 5 —* ID una deformación
plana del germen de hipersuperficie (11v, O), es decir, p es un morfismo plano y por taííto
el germen (5,0) tiene dimensión pura n + 1 y (11v, O) = (p’(O), 0).
Supongamos que hemos elegido un buen representante para el germen p. se puede ver
11o sumergido cii una bola abierta B0 de 13n-4-i de centro el origen. Supongamos que 5 es
un subconjunto analítico cerrado de 2 = Bo x ID y que p : E —* ID es la restricción de la
proyección sobre ID. Denotaremos por C(p) c E al conjunto de los puntos críticos de p,
que contiene al con.junto de puntos singulares de E.
Si Bo es una bola de 1321+1 suficientememíte pequeña y ID es suficientemente pequeño
con respecto a B0, se puede suponer que se cumple lo siguiente:
(i) E y 110 son contractibles ya que son conjuntos analíticos, ver [Dimea] Teorema de 5.1,
y 14> \ {0} es liso ya que B0 es suficientemente pequeña y (11v, O) tiene singularidad
aislada..
(u) Como el morfismo p es plano, la aplicación p restringida a 0(p) nos da un morfismo
finito, Plc(p) : 0(p) —* ID, ya que pl~UÁ0) es un conjunto discreto y por el Teorema de
caracterización local de mnorfismos finitos, [K-K] pág. 164, se puede ver la restricción
de p como un inorfismo finito.
(iii) OB~ x {t} interseca a cada fibra V~ := y1 (t) transversalmemite en pumitos regularesde 14 para ca<la t e ID, y cada esfera 9n+i c B
0 con centro el origen interseca a 11o
tra,nsversalmente,esto es consecuencia del Corolario 2.9 de [Milnor].
Bajo estas hipótesis la dimensión de 0(p) es menor ó igual que uno y las fibras 14, t E ID,
son cojuntos analíticos de dimensión n con, como mucho, singularidades aisladas.
De este modo, se tiene el siguiente diagrama commutativo
(5,0) (Cfl+i xID,0)
p ir
(ID,O)
donde (5,0) está definido por F = 0, F e 13{zo,... , z21, t}. Sea J el ideal generado
por ~jL,... , ~f-,y sea P el subespacio de (Cn+i x ID, O) definido por J. El conjunto
P es finito sobre ID, sin más que aplicar la idea del apartado (ji) amíterior. Así, para
cada t E ID, iC
1(t) rl P es un conjunto finito de puntos z~. Los anillos locales 0x~OP son
u’
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es decir. C—espa.cios vectoriales de dímensiomí finita. El valor u’
>3 dint’~ ((Dr ~ EJx E ,r — > (t ) nP
es imi<lcpemídieíite de t E ID y por tanto i’~imal al mninicro de ~humor dc 14> cmi el origemí. va u’qume (14í. O) tiemie singularidad aislada en el origen.
Los pumitos singulares de 14 so¡í los puntos <le ;r’ (t) rl P. los cuales somí aiguííos cli los
u>; E ir> (t) rl P. Si a>; E ~> (t) rl P. la dimr’ (Circuí’) coim>cide cc)i> cl miunnero de Nhilmmor (le EJ
tu> a>;. Así, íara to<lo t e ID. si los x1 somí los puintos siiuguulares cíe la fibra 1”,, emít oi>t
temíemimos la semieontzn’uud<’íd del numero ríe Milnor EJ
(2.1:3) ¡¡(11.0) = >3 ¡41/6.71)
E it
Si sc i miípo¡ ¡e la t omit heidi> tIc íj uit’ la amiterior (lesigliaida(1 sea uumí a iglia lcla(l 5< ol Rl e> mt t ¡ mi
cm’> temit tic í rre(luicibilií latí <leí It ¡gaí’ siuiguuiar (le Lé, ver [Lñ 1] Tct ire> tía A y Tcorem;u B
2.2.1. Teorema. [Lé 1]. Sea (U, tED. ¡tito. fliunilio. analituco. <‘ottt píe7<7 <‘le h.ípCI’SitjR fi EJ
auíaíutje<’ís eain.píeyas definidas eu?. uit al)iert<’) U (le 13’ ~> tal guie 1’!, sólo tiene s¡uígu.lauvda.des
aisladas. Sca 13 una. bola co’I?.teu?.iríu en. U tal que JJ~> rl 13 sólo contiene al origen
u’punto sin gítíar de H0 . Jin.to’nr:es, para todo t su ftr:u.ent can c u?.t e perj ¿teno. 1-1, rl B ti
puu.tas sí’¡?.guí ares a:> (t) Lp, (t) . Se<’ín. ¡¡> (t) . . . ¡íp, (t) las ¡¡¡ha cuos de Alílí, <‘u’ <‘1<’
puntas singulares. Si. p<’íra todo t.sufieíentew.euitc pcgue’n.a.5<’ tiene quia: EJ
EJ¡=1
entonces A:, = 1 y ¡LI (t) = ¡¡. ( 1o. 0). paro. to,’ío t suficiente’mr’uitr’ pequeño.
Dc este 1 iiO(l0, si la. t lcfc ír> >mation p : E —~ ID tiene hluimnero cíe N lii ¡mor etimista ¡m te, ex ist uí¡í<¡ EJ
u ¡ ¡ >ca Seccio> ¡ a : ID — E tal tIlle ( ~ . a — ‘(t)) tiene umima sim>guíla m’ida tI a islacía. comí mmii> mmc ‘¡‘o
cíe mM ilmior u ¡~ 1 epenchiemite cíe t . EJ
2.2.2. Teorema. Bit las eondzcíones anteriores. sz adeuncis el cono tangente Li<> dr
(14. 0) en cl origen define <>i¡. i~” una. /ízpersupeu:ficíe con. suu¡.guíaridades <‘¿isíadas. (‘it! EJ
las tu ‘cts’ cond~ciones siguír:ntes SO?? equ¿va.ícntes
(1) La fainilta de seccboues híperpianas qe’ndru.cas tu.en.e n.’ar’u.o <Ir.’ M’ilnou constan EJ
(Ii) La. multiplicidad de 11,. cii. a ‘(t) es constante.
(iii) Lo. familia de seceione.s Itzperplanas genéricas tiene la sucesión ¡? de
u’
Militar constante.
Dcun.astración: (i) inmíflica (Ii). Sea JI un imiperpiano geííérico íara (¼.0). Para. 1. síu—
u’ficiemítemnemite pequiemio. el liiperplano JI x {t} es geimérico para (1<, 0). Coimio Li
0 tic nc
5<4<) singularidades aisladas, se ha visto en el Sc:holimnn dc:] Lezn¿u cíe 2.1.18 que la. seccman
lii j)crplai¡a genérica <le ¼es (c)—sceante al cono (Li0 rl JI, 0). Dc este iiio<lo se tíemie umna EJ
u’
a
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deformación de (11~ rl JI, a1 (t)) hacia el cono (Li0 rl H, 0) con número de Miluor con-
stante. El cono define una singularidad aislada homogénea y para esta singularidades
la.s deformaciones con número de Miluor constante mantienen la multiplicidad constante,
ver [Greuel] ó [O’Shea]. Por tanto, para todo t e ID, la multiplicidad de (V~ rl H, a’(t))
es constante e igual a d. Para finalizar la demostración, basta observar que, como H es
un hiperpíano genérico, la multiplicidad de (Ve, a’ (t)) coincide con la multiplicidad de
(14 rl JI, aflt)).
(u) implica (iii). Supongamos que p es una deformación que conserva el número de
Miluor y la multiplicidad, se puede realizar un cambio de coordenadas de modo que a(t) =
(0,.. . , 0, t), es decir al) está definido por Zg = O,. .. , = 0. Sea F(zú,.. . , z21, t) = Ola
ecuación de E y p(zo,.. . , z,,, t) it. Como la multiplicidad es constante se puede escribir
F(zo, .. . , z,~, it) = Fr’Qzo, . .. , z21, it) + Fr’+1 (zo, . .. ,z,2, it) +
donde cada E1 es polinomio homogéneo de grado u con coeficientes en C{t}. La ecuación
Fr’(zcu,... , z21, t) = O define una familia 71) = {Li~}±<myde hipersuperficies de IP” sobre ID).
La condición (iii) estará demostrada si esta familia {Li,} tiene a lo más singularidades
aisladas ya. que luego aplicamos el Lema de 2.1.18. Sea P el subeonjunto analítico de
IP” x ID definido por la anulación de los gérmenes %¶d,... , 9¾La proyección da un
morfismo finito entre P y ID sin más que aplicar el Teorema de caracterización local de
morfismos finitos, [K-K] pág. 164, ya que la preimagen del origen es un conjunto discreto.
De este modo para cada it E ID, el conjunto D< rl P es finito.
(iii) implica (i) es inmediato por definición. LI
En el siguiente teorema se dan condiciones necesarias para que una deformación tenga
número de Milnor constante y multiplicidad constante.
Sea (1/o, O) un germen de hipersuperficie con singularidad aislada tal que Li0 tenga
singularidades aisladas. Sea una deformación p E . ID del germen (1/o, 0) que tenga
número de Milmior constante y multiplicidad constante. Entonces existe una sección a
ID —~ E tal que (11,j, a
1 (it)) tiene una singularidad aislada con número de Milnor constante.
Se puede realizar un cambio de coordenadas de modo que u(t) = (O,... , 0, it), es decir,
a(ID) está definido por 2g = O,... ,z~ = 0. Sea F(zo,... , z
21, t) = O la ecuación de E y
p(zo, ... , z21, t) = t. Como la multiplicidad es constante se puede escribir
Se ha visto también en el teorema anterior que la ecuación Fa(z~,.. . , z21, it) 0 define
una familia 21) {D,}c<ma de hipersuperficies de IP” sobre ID, tales que cada Li~ tiene sólo
singulariadades aisladas.
Como la multiplicidad es constante se puede realizar la transformación monoidal a lo
largo del eje singular (0,0,0, t). Sea ir : E —* E esta transformación. Sea P un punto
singular de Li0. Suponganios que P tiene coordenadas homogéneas (1 0 : ... : O). Sea
el correspondiente punto P de E. En un entorno de P la transformación monoidal está
EJ
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dada <leí sigimiente modo ir(x0, Li. ,,. it) = (¿lo. x0x1 ,...,x0x0, it) y la. ec:uma.cíótm ltn al u’
de E en P es
Ejú. . . . ,x21,t) = F~(1.x> ,....x,,. t) + ;ro~ fl¡±m(1,¿cm, •‘•,X,a, 1) + . .
se puede ver p o ir : (E, P) —> (DO) comímo una• (leformnacidil del germen (le lulpersm.íper— EJficie con singularidad aislada. (1v, P). (estamos suponiendo que D,> es reducido). C
hipersul)erfieme (p o ir) (it) coincide coum la transformada estricta 11 dc 1< mnetlh
tra.nsformnaciómm cuadrática. de centro el orígemí. EJ
2.2.3. Teorema. En las condiciones dcl teorema anteu’¿oí’ se tiene
(a) mio. ea<’ía punto sin.quíai’ fl E Síu> g(Lig) , existe una. ( única ) sec<’.:ión ir¡ : Y —+ Li tal EJ
guc cada r, (it) E Siug (Li,) g
¡¡(Li0. fl) = ¡í(Li,. -<it)), EJ
(1< pau’a cada punt<’í singular P1 c Síu¡g (Do), existe uno. ( única ) sección. ~ 1 —~ E tal
gue cada y~ (it) E Sing(l<,) y EJ
¡41/. fl) = ¡Q¿, ip(t)).
Demos tu nc ion : Pom’ la semumicc mitinmi itLid c leí miulmnero dc Nl ilnor. ver (2.18). pata EJ
P, e SVun¡ ( D0) existen ¾> (it). ...,¿¡:¿k (it) J)uumtos simigulares (le Li, tales tiume
(2.14) ¡í(D1>. P¿ =E ¡¡(Li,, 1,~ (it)) u’
.1 =
Dt igual m iado. nura. cada fl e Sh íg (Li0). existemí y1 (it) y1 (/) 1)1>>itas si u>gulai (It EJ
1/, bules tluuc
si EJ
1=>
Comíma el umuimero de Milmior (le 19 es imiclepemmtliente de it, la. fórmula (leí nuimnemo tic ?\ humor EJ
del Teorejima (le 2.1.19 míos <la la icleutídad
(2.16)
>3 p(Li,P)+ >3 pjV.P)= >3 ¡4D,.P,)+ >3 ¡(1/ E) EJ
PESi nO(D) PE San.y ( D) í’t E Si~ig(13) Pc ~ 1.)
Así. l=u.s(lcsigua.l<laclcs <le (2.14) y (2.15) son igualdades. Aplicamu.do cl criterio (le irte EJ
hmcibiliclad (leí lugar simígular <le Lé., ver el Teorema. dc 2.2.1. obtenemnos las secciones que
lunseanmos. E EJ
El siguiente ejemplo de Briaumcqn y Speder, ver [B—S1), demuestra. <ji¡c la. condicion dr EJ(1~W el tono tangente sea reducido es necesaria. Etí efecto, la fiunilia. dada. por los erosdel ptlinommmio
EJ
EJ
a
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tiene como luga.r singular el conjunto (0,0,0, it). Cada singularidad aislada de superficie
(11<, 0) es casihomogénea de pesos (zú, z>, z2) = (jSg, -~g, jg). Por tanto todas tienen el mismo
número de Milnor 364 y la nmisma multiplicidad 5. Sin embargo, las secciones planas
genéricas para it = O y para t # O, por planos z2 = az0 + bz1, tienen distinto número de
Milnor, ~~(2)(v 0) — 28 y tt(’2)(11<, o) = 26.
2.3 Fórmula de Yomdin
Usando los resultados de la primera sección de este capítulo se puede dar una demostración
inmediata de la fórmula de Yomdin, ver [Yomdin], [Lé 2], [L-M]para otras demostraciones.
Sea f : (1321+1, 0) —~ (13,0) un germen de función analítica y sea el germnen de hipersuper-
ficie (11,0) := f~i(O); sea
f (zo,. . . , zn) = fr’(zo, . . . , z21) + fr’+k(zo,.. .,z21) +
la descomposición de f cotno suma de sus componentes homogéneas y sea Li su cono
tangente en 0. Supongamos que Sing(Li) rl Z(fr’+k) = ~ (*).
2.3.1. Teorema. Fórmula de Yomdin. Con la Itipótesis de que Sing(Li) rl Z(fr’±k)=
0, (11,0) define una singularidad aislada de hipersuperficie en ~ y su número de Milnor
es igual a
(2.17) ídY o) = (d — 1)”~’ + k >3 ¡i(Li, P),
PESlng(D)
donde ¡í(Li, P) denoto. el número de Milnor de la Itipersuperficie Li en el punto singulwr
P.
Demostración: Sea ir : (C”t E) > (1321+), 0) la transformación cuadrática de (1321+1,0)
con centro en O. Sea E := ir’(O) —~ IP” el divisor excepcional de ir y sea 11 la trans-
formada estricta de (Y O). Sabemos que Sing(V) rl E G Sin.g(Li). Si Sing(Li) es vacío,
entommces (Y 0) ticíme un punto singular aislado. En caso commtrario, sea P E Sin g(Li) un
punto singular del cono tammgente. Se eligen coordenadas proyectivas en IP” de modo que
P = (1 : O : ... : O). La condición (*) se traduce en la siguiente condición sobre la función
f, f viene dada en coordenadas locales por una expresión del siguiente tipo
La aplicación ir está definida en la carta adecuada como <ro,... , x,,) = (x0,x>z0,... ,
en estas coordenadas afines P es el origen. La ecuación local de 11 en un entorno de P es
1<41, X~, . . . , x,,) + x~ g(ze, ~ .. , %) = O
donde g(xo, Xt,.. . , x~,,) = 1 + fr’+k(1, Li,..., ¿vn) +-~ , con fr’÷k(1,O,..., O) = O. Así, y es
una utmidad en el anillo de series 13{z~,...
Sea el cambio analítico de coordenadas:
= r1 para todo i e {1,. ..,n}
= írozv(reo,xí,.. .,¿c~)
u’
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domide u: es uuna raiz k—ésimna. del germuen g. Después <leí ea mímbio a mía lítico <le cc)ot’(lel ¡a c las. u’
la ecuiaeic5ím <leí germen de 11 cmi un entorno de P es u’
Idi, x~ x,,) + u0 — O.
Con esta ecumación local la singularidad (le 11 en P es aislada y suu humero <le Mil>>or es u’
(A: — I)p¡’(D) Para termnimmar la detuostraciómí del teoremíma basta aplicar el Tcore¡m¡a (le
2.1.19. E
u’
2.3.2. Ejemplo. Curvas planas. En el (:aso u> = 1. es decir cuiando f c 13{x. ¿4 y (1/ 0)
es u u> <
1crm> mci> (le cuurva, la cotudició>¡ ( *) <le la. fórn¡iula tic Xonidim> se tra.(luicc e>> la sigiumemite u’
util>iet latí. Sea. •f’ = fa + .1<1±~ + Comí> o 1½y 1$ k somí íolimíomííios de lic mímogé> mcc us <le
dos x’aria 1 >les a mmi temí unía factorizaciémí cii l )ro<lui(’t O (le i)Olim>Oi 1> i05 i>om>c gcm>et >5 cíe gí <u lo
u ¡mt>. Por lauto. se í niede escribit’ auntos >oli u íou}> it)5 tít~ la siguu íente maumera. u’
8
fr’ FI (~¡~ + 3g)tUí u’
fJ (a,u: + Qy)’’
= :1 u’
Alíara Li G IP> está. formimado por unía. t:a.>¡títlacl ¡nuita (le pumutt~s (/~l : —nl)’ Mima>¡cia las
¡‘¡<Ns 13< >ii< 1 íd ¡ t.\s aiíi líos loe~ ¡íes cuí estos 1>~~’ itas.Ñ tiene q nc 1 ccnmj tui tu Sí ng (19) os <1 u’
c’a>ij umít.c>
— ct¿) tales que uit
1 > 1 }
Dc t ste mmmc Y 1<> la u >mid ¡cion (t ) es e(íimívaiente a que las ra i(’es mímul¡tipies tie CI ¡ c sea mm u’
ni> ces (le 14k =Sea í >umes. P = (¡Sí : — a ~)una. raíz (le k = (1 de u>miii ti plicidad ,n.~ mí lavar qí me u ¡ ¡o. Sc’ pi ¡cdc’
u’sui>oi mcm q¡ íc P t hume coord dfla(la s liommmogé¡¡cas (1) : 1). Pa ¡‘a c‘ahí ¡lar el u> ti ¡mu ¡‘o <It A 1 ¡1ucíe Li cm> E 1>¡iv quic t a.luu 1am’ la. huiietlsion <leí 13—esí )a tia vectom’ia 1
¡<Li. E) = dnnc = ii>~ — ji.13 { :1:1
Por tanto. ci m>úinero (le Milmior (leí gertímemí de curva. (11, 0) es
¡<11.0) = (d — 1)2 + A: 1’EZ(f,i) (mp — 1). u’
domule uit
1’ es la lnI>ltil)licida(1 <le P en Z (It’) Otro modo <le escribir esta. fmi ti uit> 4pm ¡1<1 <nl
es u’
(2.18)
<lom¡<le 7) es el grado tiel polinomiiio fa reduci<io. u’
Fimíaimnemíte. obsérvese que las singimlari<lades símuples (le curvas ‘4k~ Li,, \T 1»>; y E5 verifican
la. condición (*), mio verificátídola la. singularida<l E7. u’
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En relación cori los invariantes polares (eq, rna) de las singularidades que verifiquen la
con<lición (*) anterior, Luengo y Melle han demnostrado el siguiente resultado el cual nos
dice que valores pueden tommmar los cocientes {$}, ver [L-M].
2.3.3. Proposición. [L-M]. Supongamos que (YO) y f C C{xo,.. . ,x4 verifican (*) y
que Sing(Li) es no vacio.
(a) El conjunto {$f~}rer’ es igual a {d+ k — 1} si y sólo si Sing(Li) = Z(f~71, . . .
En este caso (Y O) es topo lógicamente equivalente a la singularidad definida por el
polinomio 4 + 4 + ‘‘‘ + 4 +
(b) En cualquier otro caso, el conjunto {~}~C~ es igual {d — 1, d + k’ — 1} y si H es un
hiperpíano de 1321*1 tal que Sing(Li) rl H es vacío, JI = 2(1) donde 1 es una forma
lineal, entonces la familia F(x, it) = fí(x) + (1— t)fd+i<(x) + tíd±~<es ¡í*~constante en
un conjunto abierto conexo de C que contenga al O y al 1. Asi (YO) tiene el mismo
tipo topológico que la singularidad definida por FQr, 1).
2.3.4. Comentario. Obsérvese que el resultado anterior nos dice que el tipo topológico
de (11, 0) está determinado por el d + k-jet de f. Esto va llevar a la. definición de singular-
i(la.des bivalentes.
2.4 Singularidades bivalentes
Vamos a introducir ahora la noción de singularidad bivalente. Este tipo de singularidades
jugarán un papel central de ahora en adelante.
2.4.1. Definición. Un germen de función analítica f E C{zo,... , z21} es bivalente si el
desarrollo de .1 como suma de sus compomientes homogéneas tiene sólo dos componemítes
no nulas, es decir ¡ = fa + .fd+k
2.4.2. Definición. Un germen de hipersuperficie (11,0) G (C”~’, O) con singularidad
aislada define una singularidad bivalente si existe un germen de función analítica f E
13{zo, ... z~~} bivalente tal que el germen de hipersuperficie (f—1(O), 0) tiene una singu-laridad aislada y (YO) tiene el mismo tipo topológico que (f—’jO), O).
En el comentario último de la sección anterior se ha visto que la Proposición de 2.3.3
asegura. que todas las singularidades que verifiquen la condición (*) de la fórmula de
Yomdin son singularidades bivalentes.
2.4.3. Notación. Para las simígularidades bivalentes se sigue denotando por Li c IP” al
proyectivizado del cono tangente, es deqir al conjunto de ceros de f<¡ y por T c IP” al
conjunto de ceros de fr’±~.
2.4.4. Teorema. Sea f E C{x, y, 4 un germen defunción analítica bivalente. Su lugar
de ceros (11, 0) c (13~,O) es una singularidad de superficie aislado., es decir bivalente, si y
sólo si el conjunto proyectivo Sing(Li) rl Sing(T) es vacío.
u__
u’
u’
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Demostración: La. condición es míecesaria imídependientemnente de que la. dinmensión sea u’
dos. Sea f = ¡cl + fr’±p.Supongamnos que existe un punto P cmi la intersección de los
u’con¡untos Siíuy(D) y Sing(T). sc puede suponer qíme P tiene coordenadas proyectivas(1 (1 : . . . : O). Entomices el germííem¡ de curva C <leflumido por las ecuaciomíes z> = z2 = . . . =
— O es sitgtmlar cm> (11.0). Em> efecto, el ligar singuilar viene detertuinado por ¡ y por cl
u’
ideal jacobiano cíe f; en este caso por los ceros (le
+ .fd+kz,: O u’
i’rí + f<jl-~. = O.
Los Pumntos <le la. curva C S0~ (le la forma (so. O,.... O) y ~uiuula¡m a las ecuacio>¡cs amítem muí t’s
u’
smi mimAs (Juue observa.r que, coulmo 1> es singutiar para Li y para T. em>tom>t¿:es
1< (su, O, . . . O) + ft’+c. (z<. O, . , O) = z[j >fr’ (P) + :j~’~>f~~ (P) = (1,
ni tc cías las (lturiva.( la 1 U t’cía les. u’
La c ‘ aít 1 ición es su ¡ ficiente cmi cl caso cíe superficies. Para est uut liar si (11? 0) tiene u muía
u’sim>gu la ri c la <1 aísla la. se t:oimsi(iei’a de mitíevo la tratísforniacio>> cuma tIrAtica dc ce> utrc el origemí
Sea ir (132 E) ~> (132 0) la. t ramisforniaciómí cmuncíratica (le (133. 0) com ecu> itro cm ¡ 0. Sea.
E = ir — (0) p2 el cl ivisor excei tuíomial (le ir y sea 1 lii Ira mu siorimíada. estricta cíe (1/. (1). u’
Se salt’ t¡¡>e Síng( 11) rl E G S’utg ( D). Si Síug( Li) es vacío. cumitoimees (1’? 0) tiemie muí>)uuuito símíguilar aislado. En caso c ‘c)ntrat’io. sea. P e Síug ( Li) u ¡ ¡ ¡ pi imito si ¡¡guIar <leí eo>>c
¿ungc¡ ¡ te. Si P no es ¡¡u pu ato <1< T, la. demostración dcl Teoz’em na dc 2.3. 1 ncxs vale ¡mí u’
ver cii >c (e. 1~) es u imia. snmg¡ u lari(l a cl aisla.<ia. y c )t’ tautt) tun cmit ormic}s dc c ~«~ 1 u u ¡tos tIc’ 1
‘o> it tar¡ge> ite las 1 >osil )les sim ¡ gumíari<la cies <le 11 estan sol wc el clivisor ext cj>c :it>ma.l.
Su >1)O¡ ¡ga mimos l)t)~ ta.uutc q uucu P ~su u>> unito siuigumlar le Li y mm ¡ í )u> > >tt 1 ist> tic T. Scu elige> ¡ u’
‘ooI’(leu>a( las l)roYecutivas tui> IP2 cl e mm>tdo tjuíe P (1 : O : O). La a í Aieacié>> ir tustá. <leí>> 1(1acmi la. ca ita. adecu¿ud a. c onu, ir (x>> . u: > ¿ru) (xcm , u: > ¿e>>, ¿ríe
1>) cii es ti15 (‘Ooi’(ltu > m ¿idas afumes 1’
u’
es el origen. La ccimaciémí It¡cal le 11 cmi ummí t=iitt)ri>odc P es
u:>. 2:2) + ¿4 f,r>-p(1. ru. x’~) = O.
Comímo la cuurva >lamma. T es lisa e>> P, existe uuí cambio aíía lítico de t:c)ort 1 cu> ma <las ( Y , ~>) u’
a c’t>c>>’tlem¡aclas (x> , ¿e9), It> : (132 0) (1320) tIc miioclo qume ./í±41,It> (1, JY)) 1. Sca.
¡4:7. ¡7) := j½(1,It> (:7, Ji)) Sea s := (Li. T)~, es miiayor (¡ule 1 va que P es sim¡guular pat a Li. u’
Por tamíto í4O ‘u) = c~j~ + - . . términos de mayor grado, e E 13 \ {O}. Por el teorema dc
Preparación de Wcierstrass u’
PC”, Ji) = vOl;. Ti) ‘ (JI + ~ (y)~SM + ... + :Ébs.< (;T)fl + :7b8(ff’)),
domide i ‘(0,0) # O y It (O) = O ya qume P e Sing (D
u’Como ¡‘(:T, ¡7) es una. uu¡ii(la<l e» 13{it. Ji}, sea. ‘¿¿Ql. Ji) una. raíz .s—ésinma <le ‘u(ff. o). Se puede
realizar uun nuevo cambio amialitico cíe eoordeimadas ½: (132 0) -~ (132, 0), líQ (it> , y,’>) =
(it. fi) (lI¡C es el iuiverso cid signie>it.e cambio de coordenadas u’
¿E> = 5
= ¡7uQT’.fl) u’
u’
u’
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de modo que f~~4l, It1 o It2Qtt1, :oÓ) = ¿ti, y
poIt2Qlí,¡7m) = fcdl,Itm oIt2Qli,’Ñi)) O~ +?ig¼ií,’fl>),
y g(O, O) = O ya que P e Sing(Li).
Sea el cambio analítico de coordenadas It : (13~,0) —* (13~,0), (‘ir, ~t, ¡7~) ¿ (¿cO, ¿ci,
definido como
It(uD4u,fi2)= (?D,ItmoIt2Qli,¡7m)).
Como sólo se hamí hecho cambios analíticos É sigue siendo el (O, O, O) y la. ecuación del
germen 11 en un entorno de este punto es
(2.19)
Aunque se lía.n realizado cambios analíticos de coordemíadas el divisor excepcional está
definido por la ecuación ufl O. El lugar singular de 11 son los puntos de 11 que anulan
las siguientes tres ecuaciones:
¿3g
s<í +¿tij~ (~í,¡7í) = O
krn~’ ~ = O
Se buscan puntos que no tengamí la coordenada iD igual a cero y que anulen la tercera
ecuación, entonces la coordemíada Z~ debe ser nula. Sustituyendo ahora en la ecuación
segunda ó en la que define 11 se tiene tambiémí que la coordenada ¡7i debe ser nula. Final-
mnente, conio g(O, O) = O, la otra coordenada también debe de ser cero. De este modo las
singularidades de 11 están contenidas en E. Nótese que las singularidades de 11 pueden
mio ser aisladas, esto ocurrirá cuando Li sea una curva con componentes múltiples. LI
2.4.5. Ejemplo. Para u> 2 la condición del teorema no es suficiente. Sea por ejemplo
el gerníemí de función analítica bivalente
f (zo, z1,z2, za) = z>z3 + (z2 — z3)2 — 2ZoZm.
El único punto singular de Li es el punto de coordenadas (1 : O : O : O) y los puntos
singulares de T somí los del hiperpíano de ecumación z
0 = O. Por tanto se verifica la condiciómí
~1eíteorema. Sin eníbargo es fácil de ver que, por ejetuplo, la curva =(t)= (it, O, it2, t2) esde puntos singulares para la líipersuperficie (f’(O), O) G (C4, O).
2.4.6. Teorema. Sea f e 13{’x,y, 4 un germen defunción analítica bivalente tal que
su lugar’ de ceros (11,0) c (133, 0) es una singularidad de superficie aislado.. Si su cono
tangente Li es reducido entonces
p4V,O) = (d— 1f~’+kg(Li)A-k. >3 ((D,T)~— 1).
PCSIng(D)
452 2. Cono tangente con singularidades aisladas
EJDemostración: Como Li es reducido se puede aplicar el Teoremna de 2.1.19. Sea ir
(Ct E) —> (13~,O) la transformación cuadrática de centro el origen. Sea E = ir1 (O) IP2 EJel divisor excepcional de 7r y sea 11 la transformada estricta de (11.0). De este muodo es
sumficiemmte probar que para cada P E Síuu.g(Li) se tiene <jue
¡t(11, P) = (A: — 1)¡t(D, P) + k(s — 1), EJ
cloiitieses la. multiplicidad de intersección cíe D y .71 en P. Si P ntí tts i>n punto de T
EJ1 )asta observar que, mediante umn camubio analítico de coortlemiatlas, tina. ec’uuacióm¡ lot al cíe
11 cmi P es
fr’Cr, 1/,1) + 9 = O, u’
(lOI>tlC f~i(~ y. 1) = O es ummma ecumaciémí local <le D cuí P. Ca.lc:uuleimuos tuste umiumimero tic ?\ Imínor
Sea pues, P ím punto <le 71 Etí tuste caso la. ecuación tíume clefiuie tul germnemí cíe 11 en
EJviene tíetermiminada. conmo emm (2.19),
¡[+2;- g(¿c, y) + •2~ = (1 EJ
fi >ntle ñ@r, y) : = y~ + ;rgQr, y) = O es una. ecuac>omi <leí gerimíemí tltu tulirva. Li tumí E y :í: = 1) t’~
mmm ma ce mía ció>> local de la curva. T cm> P. La. fui ¡mciómm a mialítica. fl( ¿c. y) es itut Ii it mt la va. cjí ie EJLi
1 otcsis. Li es í’cducido. se u>et le calcuilar tul iIuimn(ur() tIc mM ilímor <le 1 ¡. sigui ie>>ttu i¡m¿i>¡tma
1. Si A: = 1 entonces
¡í( Q, P) = ~ __________________ EJPp + ‘u; Ay’ ¿e) EJ
— <finir C{y,w} = — 1
2. Si l¿ > 1, se tiene EJ
¡411, Li) = tlimn6 13 { L ¡/~ lU} EJ
+ ,<11t <>I~
~
___________ lOja;, ¡,‘}
— (huir (wk,g.s¡) + (k — 1) climas a’-’ ~liq u’
ib ‘
— k(s— 1)+(k— 1)p(Li.P)
Ej
2.4.7. Observación. La. fórniula. para. el imúmnero de Milmior obte»icla cmi el teorenma EJ
amftci’ior generaliza la obtenida. para. simigularidacles que verifiquemí la. comidición (*) <le la.
férrimula cte Yotndin. EJ
En el siguiente teorema. se da. para. las simigimiaridades bivalemutes, ¡umía acotaciómí mas
semucilla para el supremo de los cocientes ~ EJ
EJ
EJ
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2.4.8. Teorema. Sea f E C{ín, y, z} un germen de función analítica bivalente tal que
su lugar de ceros (YO) G (13~,o) es una singularidad de superficie aislada. Si su cono
tangente Li es reducido entonces
eq
sup{— : ½componente deFH} =d + ¡c — 1 + k . sup{(Li, T)~ — 1 : P E Sing(Li) rl 71)>
2.4.9. Observación. El supremo del lado derecho de la. desigualdad sólo tiene sentido
en cuando exista algún punto singular de Li que sea tamnbién punto de 71. Si alguno de
estos puntos existe, la desigualdad se puede escribir del siguiente modo:
sup{-11- : ½componente deFH} =d — 1 + le~ sup{(Li, T)p : P E Sing(D) rl T}.rn~
Dcmostración: Si Sing(Li) es vacío se sabe por el Scholiuni del Teorema de 2.1.16 que
todos los cocientes a son iguales a d — 1. Si Sing(Li) no es vacio pero Sing(Li) rl 71 es
vacio, por la Proposición de 2.3.3 el supremno de los cocientes a es d+k— 1. Supongamos
rnq
pues, que Sing(Li) rl 71 no es vacmo.
Sea VV el abierto de hiperpíanos adecuados para (11,0). Sea JI E VV, y sea I%~ la curva
polar asociada a f y a H.
Realizanmos un cambio de coordenadas proyectivas de modo que H = {z = O}. En estas
condiciones la curva polar FV~ viene definida como el germen de curva en el origen que
definen fi,, = O, A1 = O. Además, Sing(Li) c IP2 \ 2(z) y por tanto se puede aplicarla Proposición de 2.1.14. Se tiene una descomposición de la curva polar de la forma
E
11 = UIt”, P E Z(f~~,fr’), donde ya se sabe que cada
8
PP = U 4q=
y 4’ es mmmm germen de curva irreducible con dirección tangente defimiida por P.
Sea P E Z(f~~, fi), por la condición de trausversalidad de la curva polar, se sabe que
mminguna recta tangente a las cotnponentes irreducibles de EH está contenida en H, por
lo que P tiene la coordenada z no nula. Así, se puede hacer otro cambio proyectivo de
coordenadas de niodo que quede fijo JI y que P tenga coordenadas proyectivas (O : 0: 1).
Sea 4’ una comuponente irreducible de Pp. Como la direcciómí de la recta tangente
a 4’ en el origen es (O : O 1) y la multiplicidad de 4’ en el origen es igual a
entonces umna parametrización de la curva 4’ vendrá dada por un germen de función
It~ : (lO, O) — (13~,0) definido como sigue
donde ord<It~(it) > rn~ para todo i E {1, 2}.
(a) Se ha visto en el Teorema dc 2.1.16 que si P ~ Sing(D), se tiene que
eq = d 1.
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EJ(h) Sea P C Sin y(D). Luengo y Melle han demostrado que si P no es un punto de
71 entonees$; = d + le — 1. ver [L-M]. Sea por tamíto P E Sing(Li) rl 71, y sea 4’ umíta EJ
conupomiente irreducible de Pp. Sea ir : (133. E) (13~.O) la transformación cumadrát>a de
cemítro el origen. Conmo P tiene eoordendas (O : O 1) la transformna.cla. estricta cíe la
curva. esta. cmi la carta <lomide ir víemie dada cmi coorciemmadas locales comno EJ
<rip>, z>) = (sri:>, ¡luZ. z~).
Por It> tamito una larammmetrización <le 4’ está (lada cm¡ este caso por EJ
¡y: (13.0) (133. E) EJ
t,fl,
__________________ /i>(t) ¡‘2(>) EJ
Ctmm ¡o ¡ es iii> gem’mm>cmm biva lemíte. sc tiemie que ]‘ es fa (u:>. y . 1) + 4 - f»±p(2: . y> . 1) La EJ
Iturívada. de 1 resl)cctt) (le Z > es
(J)~, =k.z’<> . ,fr’±dxu,¡i>. 1). 4
Se 1> ¡. visto tui> el Ttuc remima <le 2. 1. 16 <pie se tía la. igí u a It latí EJ
= <1 . un<1 + oucí, ((1)> o ¡y (it))
5 íustitu uvemido (fft, tu>> la a miterior igima.l<la d stu ol>tiem>c EJ
(2.20) e,~ = (d + A: — 1) . m0 + aud, (.fr’±p(¿e i , pi 1) o ¡y (it))
11 tu lacío> memos esta ¡‘1It i una iguma Idad tuoí¡ el mmii>> ¡ero tic ?\ 1 iluíoi’ <le 11 en P. Pcu el l.~em ci tic
2. 1 .2, 11 tic>>e en E u umia singumía riciad aislada>sc’ umetltu e¿lIc> mla.r suu u ¿uimmwi’o cíe m\ lii> un EJPara tullo lmaetu falta. uuu>a ecuación local cíe 11 cmi E. La ecluacuomí es f’ = O: 1> cum> c st as
c’oort ltummatlas es el origen y así.
¡41/. É) = <limc lO{xu. zií~ z> 1 EJ
~fj)
E11 viemie definida. conbo el lugar <le ceros cíe (f)~ ~(.tk,. se tiene cíuucu EJ
¡¡(11.?) = (1’~>~ F’11)<> = ~ oí’<íd(f)-,, o hq(t)) EJ
y’,
= >3 ((k — 1)rn,1 + oídí(fa+p(xu, y,. 1) o
.1’ EJ¾
(2.21) = CL — 1)gLi. E) + >3ordr(.fr’+kQl>. 7/’. 1)o h,,(t))
EJ
EJ
a
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E» el teorema. anterior se ha calculado e] número de Nlilnor de 11 en
(2.22) ~V, É) = (le — 1)íz(D, P) + kff Li. T)p — 1).
Usando las dos igualdades anteriores, (2.21) y (2.22), se tiene que
>3ordt(fd+kQr¡,yí, 1)0 hq(t)) = k(Ir.4Li,T) —1).
1’
Esta igualdad asegura que se puede acotar ordi(fd+k(x>J/>.l)oh,At)) por A:((Li, T)p — 1) y
?flq
t)btener el resultado pedido
— 1 + ksup{(D, T)p Pc Sinq(D) rl 71]>
mq
u
2.4.10. Ejemplo. Si todos los puntos singulares P de Li son no-tíegenerados, es decmr
con ¡mu.mímíero <le Milmuor igual a. 1, entonces su compommentc E11 cíe la. curva. polar ticíme
nuiltiplicidad 1. Esto asegura. que su componente F~ consta. tic una minica. componente
irretiuicil)le y,, que además es lisa. De este unodo, in es igual a. 1 y la. cota. anterior se
couivicrtc cuí la igualdad
sup{IL} = d— 1 + ksup{(Li, 71)p :P E Síuig(Li) rlT}.
m.q
a
Capítulo 3
Superficies bivalentes
En este ultmmno capitulo se hace un estudio de las simmgularidades de superficies bivalentes.
Estamos interesados en el cálculo del primer invariante topológico de la simigularidad, el
número de Milnor. En el capítulo anterior ya se estudió el caso en que el proyectivizado
del cono tangente Li era una curva plana reducida.
El hecho <le permitir que Li tenga componentes múltiples hace necesario un enfoque
distinto del problema. Primero se hace un estudio de las singularidades de superficies
de (13~,0) que verifican condiciommes más débiles que la condición (sc) de la fórmula de
Yomdin. En realidad se pide qute la curva reducida Lirer’ verifique la condiciómí (sc) y una
cierta condiciómí de trausversalidad. Para este tipo de singularidades se calcula la sucesión
~ de números de Milnor y se demuestra que son singularidades bivalentes. El principal
ingrediente para el cálculo del nuituero de Miluor es el número de Milnor generalizado
definido por Parusiúski. En la primera secemon se introduce la nociómí de número de
Milnor generalizado y se dan las propiedades más interesantes de este número.
Finalmente, en la última sección, se estudia el nuimnero de Milnor de las singularidades
bivalentes de superficies de (13~,O): Para ello se da una fórmula de comparación entre los
números de Milnor de dos singularidades bivalentes. Con esta fórmula de comparación y
con el número de Milnor obtenido en la segunda sección de las singularidades especiales
se puede cotícluir en el Teorema de 3.3.10 con una fórunula para el núniero de Milnor de
las singularidades de superficies bivalentes.
3.1 Número de Milnor generalizado
Las referemmcia.s básicas para esta sección son los artículos de Parusim’mski y Pragaez, ver
[Parusiúski] y [P-P], y el libro de geometría diferencial compleja de Wells, [Wells]. Recorde-
mos su definición de número de Milnor gemíeralizado y las propiedades <leí número de
Milnor generalizado que se usarán en la siguiente sección.
Sea Al una variedad diferenciable compleja conexa de dimensiómí u + 1 y sea L un
fibrado lineal imolomorfo sobre M. Seas una sección holomorfa global de L, s E H0(M. L),
y sea Z el conjunto de ceros dc s, esto es, una hipersuperficie de Al. Fijemos una métrica
hermuitíca sobre L. Sea T*M el fibrado cotangente comuplejo, T*M := T~ OR lO. Este
fibrado es sumna directa de la parte holomorfa T*IM y de la parte ammtiholotnorfa T*~~M.
a
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Se considera la descomposícion hu <‘anexión asociada. a. la nuSt.rica D = D’ + Li”
Li’ : A0(L) ..41’tL) = A0(T’M 0 L) EJ
Li” = O: A0(L) —> .Aoi(L) aEl conjunto de puintos simmgularestleZesSinq(Z)={ZEZ:D’ssrO}.
Sea E’ un fibiacio vectorial moni orientado <le <limnemísiomí A: sobre umima variedad <liferen—
cial>lc real (le climimemisión le, comupacta. orieimta<la y eom~ bor(lc ( B. OB). Para. c’a. la sc (ion S EJ
cíe E, qume mme sc ¿umiuuie sobre OB. se cleimota por iuud
13s el íi¡<lice cíe itmtersecioui scml>re B (le S
y dtu la secciómí cero <le E?. Si ~ es uuíma pequuemm pertuurba.ciomi <le,~s tramsversai a la Set. uon
cero, entomices tui dJ).s es igual al ¡«¡¡floro (le ceros (le s t’oi>tat.los (‘O>¡ lt)5 sigu¡os. Si E es el EJ
librado trivial esta (leflnicioml coimmcitltu couu el grado topológico.
Comí estas dcliimiciones Pat’uusiuíski . [Pa ru.msimíski] defimie el mm ulimiero t leA Ii 1¡mr geumem al— aiz¿i(lo. Sea. Y um¡ma. c’otnponemmtc coimexa y compacta. de Siuu¡ ( Z) y sea U u>>> peqiucimo<u>mtc>ri>o tic Y.
3.1 .1. Definición. [Parusiúskij. Scu ll¿umnará número dc M’ilnor qencíalizado de Z ca 1’ 4
al uitlice c hu i mmtcm’scc e it5mm luid, ¡ D’s ~ se cíe notará por ¡í(Z. Y).
3.1.2. Definición. [Parnsiñski] . Si atle>mmtis Z es co>npacta. scu llai¡iará u óuncuo de Allí— EJa.oi’ gcnt:í’aitzadri dc Z ¡1.1 ímmt ¡ ice c ¡tu u ítersec’ci ón dc las sctueíóu u c ‘ero del fmI na<1cm vectot ial71*/NI E y &u 1 ¿u stuccit$mi cero cíe] fil mí’¿u lo vectorial Li’.s,y scu ci e> >otara por ji Z) .
Propiedades del número cte Milnor generalizado
1. Ci ua.m> do Z es commmj ma ~m y 1 . somí todas las ctmm u Ptm ¡tumites echuiex¿us cíe .S’ía.g ( Z)
se tiemttu t¡umtu r EJ
¡‘(2) = >3 ¡42. y).
i=1 a
2. [Pa.rusimíski]Proposititmuí 1 .4. Si 7 tiene sólo singimla.ritla.cles aisladas. e>>toiuces
= >3 ¡<(2, ¿e), EJ
;rCSi~=u(Z)
londe p.( 2. ¿c) es el imúmímero tIc A humor musutal de 2 etí x. , [Milnorl . EJ
3. Esta propiedad sc puede tcnn¿mr como definición en cl cast tun que NI sea (am- al»u.cta.. La propietla.<l generaliza. it>. fórttíimia para la característica, cíe Eulcr—Pcmiííca.ré de unasumbva.rie<lad diferenciable de NI.
[Parusim’íski]Proposition 1.6. EJ
¡42) (— i)’~ > x(Z)+ < c~> (TttM O L), [NI]> —(— ifl> x(AI),
(lon<le [NI] es la clase <lefinida por Nl. e,.>.u es la. clase <le Cluermí muáxinma <leí fibraclo ~ ~( ) EJ
t’s la caraeteristica de Enler-Poincare.
EJ
EJ
a
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4. [Pa.rímsimíski]Coroliary 1.7. Si Z’ es otra sección holomorfa global de L entonces
usando la propiedad anterior se tiene
¡¿(2) — ¡42’) = ( l)”~’(x(Z) — x(Z’)).
En particular. si 2’ es una sección lisa de L el número de Miluor generalizado ~i(Z) mmmide
“cuanto dista topológicamnente” 2 de ser una hipersuperficie lisa.
5. [Parusimiski]Número de Milnor generalizado y transformaciones cuadráticas.
Debido a la anterior caracterización del número de Milnor generalizado en funciómm de las
clases de Chern se puede dar una relación entre los números de Milnor generalizados de
2 y de su transformada estricta mediante una transformación cuadrática. Sea ¿c una
singularidad aislada de 2. Sea d la multiplicidad en x de 2. Sea ir: M —* M la transfor-
mación cuiadrática de M con centro x. Sea Í~ la transformada estricta de 2. Denotemos a
ur”(¿c)rlV por Li y a ~ ¡¿(Y7) por g(V, Li), donde ti,... 17 son todas las comnponentes
conexas de Sin g(V) contenidas en Li. Entonces:
14V, Li) = p~t + (—1)”~’(x(V) — x(Z)) — (d — 1)21±1+ (~1)n+1 — (—1)”~It(v d),
~~dyt+il
donde It(n, d) = (n + 1) + ([ es la característica de Enler-Poincaré de urna lmiper-
superficie lisa de grado d en IP”.
6. La siguiemíte propiedad también es una caracterización del número de Milnor gemí-
eralizado cuamído M es comupacta. [P-P] El número de Miluor generalizado de 2 en M es
tambien igual a
(~1)fl+m(X(Z) — JM c(L1ci(L)c(M)),
donde e(L) y e> (L) denotan la clase de Chern total y la primera clase de Chern del
fibrado lineal L y x es la característica de Euler-Poincaré . Esta igualdad es el lazo de
unión entre los resultados [Parusiúski] y de [P-P]. Para mostrar que la fórmula antrior y la
de la propiedad 3 son iguales basta dessarrollar las clases de Chern de ámbas igualdades.
7. [P-P] Sea :r un plinto singular arbitrario de 2 y supongamos que la hipersuperficie
2 vierte dada en coordenadas locales centradas en ¿r como el conjunto de ceros de una
función analítica f : (cnV,O) —* (13,0). Se eligen e >0 y ¿tales que 0<6 « e y que se
verifique el Teorema de Fibración. Sea E~ la fibra de Milnor asociada a f en x.
3.1.3. Definición. Se define el nzímero de Milnor topológico como
Cuando ¿E es un puinto liso 2, entonces p(Z, ¿c) = O, si ¿c es un punto simígular aislado de
2 entonces p(2, ¿E) = j42, ¿c) es el número de Miluor usual de 2 en x
Como 2 es umí conjunto analítico reducido admite una estratificación de Whitney, ver
[Whitmrey]. Sea pues 8 una estratificación de Whitney de 2. Entonces, por el Segundo
Lema de Isotopia de Thonm, ver e.g. [G] Theorem 5.8, el tipo topológico de las fibras de
Milnor F~ asociada a x es constante a lo largo de los estratos de 8. De este modo, para
cada. estrato 5 E 8, se demuotará por fts el valor de la función ¿c —* p(Z, x) sobre 5.
EJ
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u’
8. L~-~] Example 5. En caso de qume 111 sea una subvariedad cíe IPA’ y si. adeimiás. se
sutpomme Qmc 5’ C Síng(Z) es liso y el par (Z \ Y Y) satisface las condiciomies de Whit¡iev. EJ
eiit.oii<:tys, ¡.uara x E Y.
¡4’ = ft(Z. ¿c) = (~1)>~Ví(n±>—~n>(Z.¿c). u’
<bucle un = dliii Y y p,(n±>rn)(Z,x) es cuí número de Miluor de la. sección tic Z em¡ pom
un plano geimérico de dimensión (u>. + 1 — ¡u>.). ver [Teissier 1]. u’
9. La siguiente proposiciómí es la qume va a p(urmnitir cl cálculo (le] miuim>icrc ticu ?\ Iml>io¡
gtumier¿u Ii ‘zacío
Proí mcmsitiomi 7 [P—P]. Sea L umí fibratlo lim>eal imolomorfo sobre muía varícutíací NI com>uj 1 la EJ
c:ol>iJ ía.t;ta c le dimnemísiómí (u + 1). Sea bu lmil)ersuti)erfmcie 2 en NI el <¿o>>] ummit<) <le t:(urOS cíe
E H>> (111. E) y sea s’ otra sección holoumiorfa global (l(u E tal que el con] uui>tt) <le etum os 2’ EJ
cíe .s’ tus lisa y trammsversa.l a umía. estratificaciómí cíe XVhitmiev 8 <le 2. Emitomiccus
Ps’x(S \ 2’). EJ
¡ it lcua ~5 ¿>1>1 icar la mmoc.:ion ticu nuímiitut’c tic Miluor generaliza tít> a. It s gén ncum ¡ c s tic EJ
1 mi1 mc USí ¡¡ turlit:ics tutumí si¡Iguulari(lades aislnclas. Sitj cumímíuargo las prt >1 >it,cla.c 1 es u >tcric utus sc5lc
x.’¿ tIc>> m¿ tr¿u va ritut Inc les comí >a cutas il’I. El sí gí u iemíte lenma arregla. <u> c iturta. ¡ Ii ¿ ¡¡ ¡ur¿ EJ
si t. u> ¿it mc u> ¡
3.1.4. Lema. Seo. (2, 0) c (13i±> O) un germen <le hzpcrsuperfzeu.e con. ur.n punto síu EJaislado . Existe una hipeus’u¡x.ur’ puoqcetrva 2 dc ¡pu±1 con. un ‘¿inico punto suaislado (¿. tal que lasunqularídad dc 2 en 9 es analíticamente equ~valcnte a la. .su.nqaía¡’udad
del qermen (2. 0)
Deurrostune¿ 0v : Sea m = (so. s.,, ) el ideal muaxímna 1 dcl a>millo it mt al Gis>>.... —,, } u’
Suij t ¡ ¡g; ¡ u ¡ ¡tus c ¡tic el germímemí (2, 0) es el coi¡j í¡>it.o tic (¿eros ti(u u un fuumíció> ¡ ¿u mu ¡1iticun. .1’~ U ti—
i’z¿umit 1cm cuí Teom’enma. (le K—detem’m> ¡ ilmació> ¡ cíe Nl a ther. ver [Nlatímer] TIieot’cumii 3.5 y TI it o> t mii EJ
9.2. c tun ¡ o ( Z. O) ti en e u mmi pu mito sing¡ iJar a islado exste un ciitei’c> ¡ rl tu nc ® qi iíu
todo ti > í y ¡mra todo g E 13 { 2o. . . . 1,, jI <‘omí ./ — g G uit existe un caimibio ¿1 nalítí EJetmoi’<l e> ma das tE (13” + O) —* (13>1+>, 0) co>> q = ./ 0 ~b.Así. desde el pui>¡tc) cíe vista tIc 1 c
tudio am>alít.ico. y íuor tanto topológíco (le (2. 0), podemos supomíer cjuitu ~fcus ¡iii olii>o>>>io
cíe grado ti suificiemítemnente gramíde. simm mimAs que tomnar como g cl juolimiomimio clcu Taylom (le EJ
/‘ cíe ciclen ti. Sea E. el lmommmogem>eizado dcu 1. es decir
y
.F(zo,....z,.. ¿¡‘) = un’~’ f(i=2,. . . ,
u’W 713
Sea 9 := (0 : . . . : O : 1). Sea 1’ el espacio proyectivo formado por todos los polimiomumios
homímogémicos de grado s. Se ~uommsidem’ael siubeomíjuimito A c P formmmado ttudos los juohmmcumíímos EJ
P(zí>. . . . z,,, iv) liomogémícos de grado ti tales que el el polinomio (ltu Ta.ylor cíe P cíe urdení tumí el lunuto 9 t:oimmcide con el polimionmio de Taylor de E de orden 1 cmi el punto 9 El
comíjumíto A es umí subespacio proyectivo limícal cíe 7’ y por tanto define ummí sistetna lítícal EJ
u’
a
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11 de L := O~.±i(ti), el fibrado lineal asociado a las hipersumperficies de grado ti en PI+m.
El punto Q es punto base de este sistema lineal ya que es un cero de todos los polinomios
de A. Sea Qt # Q, veamos que existe un polinomio P de A que no se anula en Qi. Se
considera &¡ el honmogeneizado de grado s del polinomio de Taylor de f hasta orden í
en el punto Q. Se puede considerar el polinomio P = F<, +It(zo,... , z
21), donde It es un
polinonmio homogéneo de grado ti tal que It(Q1) # F=¡(Qm).
Usando el teorema de Bertimmi, [C-H] pág. 137, el elemento genérico 2’ de este sistema
limmeal es liso fuera del punto base Q. De este modo, esta hipersuperficie genérica 2 cumple
las hipótesis del lema. LI
El siguiente teoremuma de Lojasiewicz, [L], nos va a permitir demostrar el próximo lema.
3.1.5. Teorema. [L]. Sea X un espacio analítico complejo y sea A un subeo njunto analítico
de X. Existe una triangulación de X~ en la cual aparece A como el soporte de un subcom-
plejo. En particular, existe un entorno abierto U de A tal que U y U se pueden retraer
sobre A.
Sea 2 c IPn+m una hipersuperficie de las obtenidas en el Lema de 3.1.4. Sea ir : IP~~>
4 —+
IP21±íla explosión de ~fl±l con centro el punto Q; sea 2’ la transformada estricta de 2’ y sea
E := ir’(Q) ~ IP” el divisor excepcional. Obsérvese que E> 1/rl E. Por otro lado como
2 tiene sólo como punto singular aislado a Q, las singularidades de 2 estámi en 2 rl E.
3.1.6. Lema. En las anteriores condiciones se verifica la siguiente igualdad:
(3.1) x(Z) — x(Z) = x(D) — 1 = X(Lired) 1
Demostración: Sea irk-’(z) : ic’(2) .‘ 2’ el morfismo ir restringido a la imagen inversa
de 2. Usando el teorema anterior se puede elegir una triangulación de 2 de modo que Q
sea umm subeomplejo de la triamigulación. De igual mnanera se puede triamugular 2 de modo
que 2 rl E sea un subeomplejo de la triangulación. Sean S~ := {2 \ Q} y S~ := {Q}. El
mnorfisnmo 1rk-I(s
0) : ~—m(S0) 5~ es biholomorfo con lo que es una fibración topológica
y W¡r—i ~ : E . Sm tammmbién es topológicamente trivial ya que es una aplicaciómí sobre un
punto. Por tanto se tiene que
x0< (2)) = x(E) x(Q) + x(Z — Q) x(E) + x(Z) — 1.
Además,
= xCZ) + x(E) — x(Z rl E).
Como 2 rl E es el cono tangente Li, entonces
x(Z) — x(Z) = x(Li) — 1 = XCDred) — 1.
LI
Aplicando el lemna anterior a la propiedad 4 del número de Milumor generalizado se
tiene
(3.2) p(2) = ¡42,0) + (—1)~~’(x(Li) — 1) — (d í)W + (—1)”~> — (~1)n+mIt(n, d),
EJ
EJ
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donde It(n, d) = y. + 1 + (i—d)”~> — es la característica de Euler-Poincaré de una lmmpersim-a
perficie lisa de grado d en EJPrimera fórmula. Simuplificando (3.2) se obtiemme la primera fórmula que reía-
ciona el númnero de Milnor del germnen (2, 0) comm el número de Milnor gemieralizado de la
transfornmada. estricta. de 2 EJ
(3.3) ¡«2,0) = (d — i)fl±i + (—lr(x(Li) — It(n, d)) + ¡<(2),
3.1.7. Observación. Em el caso que el cono tangemíte Li tenga sólo singularidades ams- EJ
ladas, se recupera la fórmnula del Teorenma de 2.1.19 del capítulo amíterior:
(3.4) ¡¡(2,0) = (d — 1)’>~> + ¡¡(Li) + p(Z). EJ
3.2 Singularidades transversas EJ
Sea f : (C~,o) —* (13, 0) immm germnemm de fummmción aíí¿ > lítica, y sea. (1< 0) ci germemí de suíerficie EJ(1/O) := (.1>(O), O). Sea ./ = h¡+.%k—i— .1 desarrollo del couíto simia. <le cornpommemítcs
liomímogéncas. Sea la factorizaciómí en commmponentes irreducibles <le fa emm lO [u;,y, z] , fa =
1>”> . . . ~qr Para cada polimmommmio imomímogéneo It cíe lO [r, y, z] , se seguirá detíotammdc íuom EJ
2 (It) C IP2 la. curva. plamm¡~ l>royectiva, reducida o mmo, definida por 1>.. Se c:o¡msidera>¡ las
sigumictites curvas í >royettivas iuiamias:
0>1 := Z(It<), 71 1=
D := 2(/;,) = q> 0>, +... + q,.C~, el proyectiviztido <leí <‘emmo tamugemíte <le 11 en O. EJ
= O> + ... + C~, la. curva D reducida,
tiomide i e { 1,... , IJ. Sea. d
1 ci grado (le la c:umrva 0>, y p := d¡ + ... + d~ ci gra<lo de la EJ
cuirva Lirca.
3.2.1. Definición. La. singularidad <le superficie ammterior (1”, 0) se llama, transversa si EJ
verifica. las sigimiemítes <los condiciomues:
(i) La immtersecciómu (le Sinq(Dr~a) y 71 es ~‘ac¡a. EJ
(u) Para to(la. conípomiente irreducible ~ cíe Li tal que q~ > 1, las curva.s Q y 71 sc’
intersecan cii. exactamente. d1 . (d + le) puntos distintos, i.e. amubas clmrvas somí EJtransversas.
El propósito de esta sección es demnostrar gime todos los gérunenes <le suuíuerficies (11 0)
transversas son sumíuerficies bivalentes, cíe hecímo topológicamente equivalemítes al gerínemm EJ
de superficie defimmido por los ceros de la funciómm analítica f = fa + fa±k.
En el Teorema (le 3.2.2 se demnostrará que una singularidad transversa, es aislada EJSeguidaníemíte los Teoremna.s de 3.2.3 y (le 3.2.9 dami los númmmeros de Milnor del germuen
(YO) y de su secciómí plana genérica. Por último, en el Corolario de 3.2.10 se muestra guíe
(Y O) es bivalente y que su tipo topoógico está deternminado por el (d + k)-jet de f. EJ
u’
a
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Las condiciones (i) y (u) de la definición de singularidad transversa son una gemmeralizan
de modo natural la condición (sc) de la fórmula de Yomdin del capítulo anterior. En este
sentido, la fórmula. para el número de Milnor del Teorema de 3.2.3 generaliza la obtenida
en el caso de Yomdin.
3.2.2. Teorema. Supongamos que (y, O) es transversa, entonces el germen de superficie
(11, 0) tiene una punto singular aislado en O.
Demostración: Sea mu : (C3, E) —~ (lO3, O) la transformación cuadrática de (133, 0) con
centro el origen. Sea E := mrm(0) ~ IP2 el divisor excepcional de ir y sea (1/, Li) la
transfornma.da estricta, de (YO). Ya se ha visto en el capítulo anterior de la metuoria que
si Sing(Li) es vacío entonces (11, 0) es una superficie con singularidad aislada.
Supomigamos pues que existe un punto P que sea singular para Li. Se eligen coordenadas
de modo que la dirección tangente de V que se corresponde con P sea (¿y, y, z) = (0,0,1).
En este caso las ecuaciones locales de mr son z = ¿Emzm, y = yuz
1, z = z1. La ecuación de V
en un entorno de P = (0,0,0) es
O = fQvt,yi,zi)=zidfQnizi,yizm,zí)
= f<zQcm,yt, 1) +4 (fd-tk(xm,ym, 1) +zg(xi,ym,zt))
donde faCt>, Yi, 1) es una ecuación aUn de Li y z1 = O es una ecuación local del divisor
excepcional E. La ecuación de V va a depender de la clase de singularidad que tenga Li
del siguiente modo:
(i) Si P E Sing(Li,,ed) entonces, por hipótesis, fa±k(0,0,1) es no nulo y localmente define
una unidad en el anillo de series C{~i,ym, zi}. Sea u(xm,ym, zí) una raíz k—ésima de
esa unidad. Si se realiza el siguiemite catnbio analítico de coordenadas ¿~ = X~, ~}=
2 = zmv., P tiene coordenadas (0,0,0) y una ecuación local de y en un entorno
de P es
fd(t’Ñ,l) + 2k =0,
<londe fa(¿E, y, 1) = O es una ecuacton local de Li en P. Ademnas, la nueva ecuación
local de E es 2 = O y si ahora se calculan las singularidades de V en un emutorno de
P se ve que deben estar contenidas en E.
(u) Para cada i E {1,... r} con q1 > 1, sea P E 0< un punto tal que P es un punto
liso de 0< y no está en la intersección de las curvas q y 71. En estas condiciommes y
u.ísando los mismos argumentos que en (i), existe un cambio local de coordenadas tal
que la ecuación local de 11 en un entorno de P es
~qi+ = o,
donde ~ = O es una ecuación local pa.ra el germen (le 0< en P y E es 2 = O. Por
tanto la.s singularidades de 11 en un entorno de P estámm contenidas en E.
(iii) Finalmente, sea P umí pumuto en la intersección de 0< y 71. Por luipótesis la intersección
es transversal, se puede elegir de nuevo un sistema local de parámetros tal que la
ecuaciómi local de 11 en un entorno de P sea
~qi+ = O,
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Jdonde ~ = O es una ecuación local del germen de O, en P. ~ = O es una ecuación
local del germen de 71 en P y E tiene por ecuacion z = O. Basta. calcula.r el jacobiano
de la función analítica anterior para darse cuenta. que la singularidades de 1/ cii un
entorno de É están contenidas en E.
Esto commciuye la demostraciómí del teoremna. E J
Cumalqimier curva proyectiva plana reducida sólo tiene pumutos simíguuíares aislados y por J
tanto cl número de Milnor generalizado ¡«0>) es igual a. la. stiuuma. de los núumíeros <le Mil—
mior cíe la curva 0> en sus puntos singulares, ver la. propiedad 1 del númímero de Milmuor Jgemieralizado
/1(0>) >3 pjC,P) = >3 ¡<GP).
Simm emímbargo, si por e~emtmplo O PcSiag(C) PEC u’
es la curva de IP2 definida. coimio el c¿ommjumuto <le cci os <leí
íuulinoníio homogéneo de grado 6, (zx2 +y3)2, entonces usando la propiedad 4 de] número
citu Milmior gemíeralizado se tiene que u’
‘¡(0>) — ,<c%j = (—1)2(x(C) —
y como la. característica de Enler-Poimícaré de jimia curca lisa tlcu g¡’ado scuis es 18 y la. x(C,,a)
es 2. se tiemie que ¡40>) = 20.
Para las simígularidades dc superficies tramisversas, en el sigu lemite tcucurcmmía. sc ca.lt mi la. su>
imuimnero de Milnor y se le relaciona con d, p, le, v(Lirea).
3.2.3. Teorema. Si el qermen de superficie (1/. 0) es tu’o.nsiu.rs o entonces’ el nuvrncuv de
Allínor dc (1/ 0) es igual a
¡‘(Y O) = (d — 1~ + le . (¡4Lired) + (d — p)(2d — 3 + p)) + le2 . (d — p). u’
3.2.4. Observacion. Sólo estamos interesados en el caso cii que exista algún q
1 > 1. Emi
caso contrario, Li es reducido y la condición (i) de la definiciómí de singularidad trammsxersa u’
recupera la condición (sc) de la fórmula de Yomdin del capítulo anterior y la. fórmula para
el número de Milnor coincide sin más que hacer d = p.
Además, si algúmí q, > 1, la condiciómí (u) implica que 71 es una curva. reducida.
Demostación del Teorema. La demostración de este Teoremíta se hará en cmi x’armas
etapas las cuales vendrámí introducidas comno lemas. u’
Suíuongamnos primero que A: > 1. La demostraciómí cuando le = 1 será inmediata, a. ludí tír
(le la demostración del caso le > 1.
Como el germen (YO) tiemie simígularidad aislada, el Lemíma dc 3.1.4 asegura que existe
umía superficie proyectiva comupleja 1/ de IP3 tal que 1/ tiemie un úmíico punto simígular aisladoe y las singularidades de 1/ en e y del germen (Y O) son aumalíticamneníte equivalentes
u’Sea. mr : P~ —~ IP3 la transformación cuadrática de IP3 con c¿emmtro en e, sea. 1/ la. traus-
forumíada estricta de 1/ y sea E := mrí(e) el divisor excepcional. Comímo 1/ tiene sólo a e
conio punto singular aislado , las singularidades dc 1/ están contenidas cii 1/flE. Entonces u’
u’
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Sing(V) está formado por las curvas (>1, tales que Q~ > 1, y por los pumítos singulares de
Dr ea
La primera fórmula, (3.3), del núníero de Milnor de la sección anterior nos da la igual-
dad:
(3.5) ¡4V) = ¡~(Y O) + (—1V(x(Li) — 1) — (d — 1V + (—i)~ — (—1VIt(2, d),
(lomide ¡í(V) es el imúmnero <[e Milnor generalizado (le 1/ en IP’3.
Ahora, la. t:a.rattcristica de Euler de Li es igual a. la la característica <le Euler (le Lirca y
depende sólo de] grado de DP~d y dc Jos números <le Mihior <le las singularidades de Dr<~¡
X(Lirea) = p(p — 3) + ¡I.(Lir~d).
Así, la. igumaldací (3.5) es egumivalente a
(3.6) ¡4V, 0) = (d— 1V + ,X’(Drcd) — 3d + d2 +
Cálculo de p.(1/). Ahc)ra se quiere a.íulicar la. Prcupiedad 9 dcl mmuímmierc clcu Milmior gemí—
curalizado a la. superficie 1/ G IP3. Sea L el filurado lineal O~<> (1). Cualcíuier polimiomimio
11 (umtugtu) etu cle gm’a cío 1 que (lefina. Y c la. u mua scc:ci (un glolual u c lcu L. La ~ uerficie 1/ es el
t:omíjunto tIc ceros <le la. secciómí ti = r~ (‘a) O e ~ del fibraclo limical mr~ (L) o £ —a clcmcle
E demiota. el fibradcu lineal sobre IP3. asociado comí el (hivisor excel)cic)mmai (le ir, y e es uuima
Secu(uiómm tic 8.
Neccusitamimos una sección holomnorfa global .s’ 6 H0 (IP3, i< (L) O £—d) y i¡m¡a custratifmc¿acmomi
¡tu Wliitmicy S cte j/ tales que el comí juimito de ceros de s’ debe ser liso y trammsvcrsal a. cada
cstm att> tic 8.
La estratificación de Whitney adecuada. Para. construir la. estratificación de Wliit-
ícuy a.clecu=u.da.lo primero que se hace es lumia. íuartición (leí lugar simigular tlcu 1/.
Sea. la. siguiemite íua.rticiómi <leí comij ummmto flímito Sing( Li,.~a) . Sea. A, el sim] cculij lumito cíe
S’iu¿q(Lir<a) foruimado í>or los puntos simígumíares P <le ~ tales gime P luertemiece, exac—
tamímemite. a. 1 (‘tummm]uonemmtes irreducibles de Drea. De este mímocio temíemímos la. partición (leí
Síng(Li,.~a) = A
1 U... U Ar
domíde los conjuntos A, son disj untos dos ¿ <los. Los puntos P e A> se cuaracterizamí lucir
cl hecho <le guíe existe umía uinica coimiponemite irreducible ~ dc Li,.<!,¡ tal cine P e 01 y pcfl’
tanto ¡‘.( D~.a, P) ¡¿(Ci, P)
Para. cada. í E { 1.. . . 4, se considera la. curva. proyectiva plamia reducida.
Cm +. .. + 01+ ... + Gr.
<londe la miotaciómí 01 indica que no se considera. la curva 0>,. es decir como divisores del
plano proyectivo sc tiene B~ = Li~~á — 01. Sea. A el subeomijunto <le índices
A={íe{1,... ,r}: tal que q, > 1}.
a
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Para. cada i e A, se definen los siguientes comíjuntos:
Ji.’ := {Pe01, talque PeSíng(01) yP~G.’rlB.’}. EJ
{PeC.’, talque PeB1}.
{Pe 0>1, talque PET}. EJ
51 := C.’\{H1uJ.’uM4.
Nótese que, como .J.’ C Sing(D~0a), los conjuntos H.’, J< y NI1 son disjuuntos. Ademas se EJtienen las siguientes identificaciones:
Ji1, := {Pe 0>1, talque PcA>).
EJ{Pe 0>.’, y existe 1>1 tal que Pc A,}.
Finaimnemite, se consideran los conjumítos EJ
Reg(V) := V \ Sinq(V),
VV := Sin g(Lirc~) \ U 01.
Vamos a considerar u.u.na. estratificación dc 1/, en este punto identificamos los puntos de
Li comí los pmmntos de 1/ que están contemmidos en cl divisor excepcional. Sea 8 la sigímíente EJpartición de 1/. Las componentes de la partición son: una componemite 2-dimensmomíal
R.cg(V), las componemítes 1-dimensiomíales {S.’}.’EA y las coníponemítes 0-dimensionales{H.’}ieíx, {A1 \ W}»1, {MÓ.’EÁ y W. EJ
3.2.5. Lema. La anterior partición 8 de 1/ es una estratificación de WItitncy
Demostración: La partición es una estratificación de 1/ ya que cada componente es una
va.rme<lad diferenciable, a excepción de los puntos, y se verifica la comídición de finitud local
cada. punto de 1/ tiene ini entorno abierto en W~ el cual corta sólo a. imíma cantidad finmta
(le componentes. Pa.ra. i)robar el lema sólo miecesítamos las siguientes <los observaemones EJ
(i) Cualquier estrato Reg(Ú), ó 5.’, sobre un estrato 0-dimemísional verifica las condi-
ciones de Whitney, ya que sobre estratos de dimensión cero siempre se cuníplen las EJ
condiciones de Whitney, ver cg. Lemma 1.10. [Dimea].(u) Para ver que el par de estratos (I?eg(V), 5.’) verifican las condiciones (a) y (b) de
XVhitney usamnos la. equivalencia entre condiciones de Whitney y la. constancia. <le la
sucesión ¡í% ver [Teissier 1] y [B-S 2]. En nuestro caso, sea a un pumito de 5.’ cmi IP
3
Existen coordenadas locales (t ~,2) centradas en a tales que la. ecuación local dc 1/ EJcmi tui entorno <le o. es
~q
1 +) = o,
y las ecuaciómíes locales que describen 5.’ son EJ
= 0. 2 = O.
Podemos pensar Reg(Ú) como ha familia de (gérmenes) de curvas planas, dada por EJ
la ecuación local ~ + 2k — O, que es topologicanmente trivial a. lo largo de S.’, y por
tanto verifica. la condición ¡0-constante.
EJ
a
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LI
La sección holomorfa adecuada. Hace falta una sección global del fibrado lineal
ir~ (L) 0 ¿d) sobre IP3 que verifique las condiciones de regularidad y tra.nsversa.lidad que
buscamos.
3.2.6. Lema. E¿’iste una sección s’ E H0( IP3, ur*(L) ® ¿—d) tal que. si 1/’ es cl cow¡uirto
dc ceros de ti’, entonces 1/’ es liso y transverso a cada estrato cte la anterior e.strat’ificaeuou
8.
Demostración: Demmotcmmmos por V la variedad quasiprovectíva. 1/ — {e jI cíe IP3. Sea 6 cl
sistema lineal <le divisores 5 de grado 1 tales guíe la imniltiplicidací de 5 en e es. exactamímente.
d. El úmíico punto base de este sistema lineal es e. Si se restrimige t aV y sc aplica. el Tcorcmmma
dcu Bertimii, ver [Hartshorne] , Corolia.ry 10.9, existe ummí ecun junto abierto (tienstu) cíe Zariski
ti> <le it>. variedad proyectiva que ¿ defimme, tal que, cada culcímíemíto 1/> clcu (1<> co> isic lera(lo
como subesquemna. cerrado de 1/, es liso; así. ¼es transversal a• 1~.
Por otro lado, sea C
4 la. variedad proyectiva, guíe paraumietriza las cumrvtus j>la.uias tic gr¿uclo
d. Sea. U el a.biertc (denso) de Zariski de 0d formmía.c [tupor las curvas lisas Ca. trauisversasa. Li,,,a y tales clac 0>a C w2 \ UIEAMÍ.
Sea. el al)ierto ((lemíso) de Zariski U
1 de la. va.ricu(la.d pmovet’t iva. cí¡ucu ¿ c lcR> ¡e. fc un mm ac lo í >c ur
atítíellas suil)erficies 5 tales que el proyectixTiza.(io (leí ecummcu ta.i ¡gemite cíe 5 tu>> e íertcmiece
al aluierto U elegido ammteríormnemmte emm el espa.cic cíe las curvas.
Sc elige ¡¡un superficie Y en la intersección de los abiertos ¿4 y Uí . La. si¡perlicie 1’~ tiene
un uimmico plinto simígular aislado en e. Sea. ~i una secuciom¡ <le L tal guucu V~ cus síu co> ¡juuuito tic
c:eros. Emítonces ti’ : = w (su) O e~ define una secciómí l¡oloiuiorfa global tic! fi brac It> liumeal
® E—”. Además, el conjumito <le ceros 1/’ cíe ti’ verifica:
(ci) La suiperficie 1/’ es lisa ya que Vi tiene sóltu liii luliimtO simigtiltmr cmi e y cuí ~>rOy~ut:ti\iZ¿)tIt)
del c:tnio tangente (le V, emm e es una curva, lisa.
(b) La suuíucrficic 1/’ es transversal a cada estrat(u (i(u 8. Basta tul>servar c 1¡mcu ¿mutes clcu
realizar la transformación cuadrática. las superficies 1/ — {c} Y — {e} son tm’a.¡¡sv’crs¿>s y
iume ambos ct~mios tamígemítes en e somm también transversales.
Esto comnpleta. la. demmmostra.eion. LI
El lemna. anterior, la Propie<la.cl 9 del número cíe Milmior genera.liza.(l(u y el liet¿iic> cíe guíe
sobre el estrato Req(V) cl mmúmero cíe Milnor topologico vale cero. v¡u. gucu sc»> íuumntcus
reguilares dc 1/, nos da que
jfts1x(S~ >3 pp + >3 +2 >3 /1,- + >3 Pr’(3.7) ¡4V) = ~ \ 1/’) + ¡‘EH, PEMi} ¡=2 ¡‘eA, \lI ¡‘e mv
(londe recordemímos que ftp y fts~ son los números de Milnor topologm os en los correspon-
díemites estratos.
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3.2.7. Lema. Estratos 1-dimensionales. Sea S1 un estrato 1-dimensionaL de 8. En-
tonces, EJ
x(Sí\V’)=3dí—d~+p(CO—#(HO—#(Jj—dí(2d+k),
donde #(A) denota el cardinal del conjunto finito A. EJ
Demostración: Sea a un punto de S~, se eligen coordenadas locales (z, 9,2) centradas EJ
enade tal modo que la ecuación local de Ven un entorno deasea r’+t=o,yías
ecuaciones locales de $ en un entorno de a sean Z =0, 1=0. Como el par (.Reg(V), S~)
satisface las condiciones de Whitney, entonces por la Propiedad 8 del número de Milnor EJ
generalizado nos da el valor del número de Milnor topológico en este estrato:
Ps1 = (—1)p~2~(Qa) = —(qí — 1)(k— 1). EJ
Por otro lado, para calcular la característica de Enler-Poincaré se puede ver el conjunto
S
1 \ 11’ sumergido en ¡>2 Por hipótesis, la intersección de C1 y VI son d1• d puntos. Así, EJ«S~ \ 1”) = x(Sí) — d. Observar que, para todo i E A, el cardinal del conjunto M1
es #d + k). Para finalizar la demostración del lema, basta substituir en la fórmula de la
característica de Euler-Poincaré de C1,
x(Sí\V’)=x(Sí)—dí.d=x(CO—#(HO—#(JO—ddd+k)—<4d.
o EJ
EJ
Estratos O-dimensionales. Recordemos las ecuaciones locales de V’ en los puntos que
se corresponden a los estratos 0-dimensionales, ver el Teorema de 3.2.2. EJ
1. Si P E W ó P E {A1 \ W}¡>1, entonces una ecuación local de VI en un entorno de
Ées 14g) +2k =0,
(3.8)
donde h =0 es una ecuación del germen de Den P. EJ
2. Si P e H1, entonces una ecuación local de 1/’ en un entorno de 1’ es
(3.9) (h(z, ~p))~í +? = o, EJ
donde 1¿ = O es una ecuación del germen de C1 en R
3. SiPeMí1,unaecuaciónlocaldeV’enunentornodePes
(3.10) EJ
donde x = O es una ecuación del germen de C~ en P.
EJ
EJ
u
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En todos los casos, es necesario calcular el número de Milnor topológico del gernmen de
superficie (S,O) definido por una función analítica del tipo f(u,v,w) = u?’ + h(u,v). Sea
(O, O) el (germen de) curva definido por h(u, y) = O.
3.2.8. Lema. Con las notaciones anteriores, el número de Milnor topológico dcl germen
de superficie (S, O) es (k — 1) veces el número de Milnor topológico de (O, O).
Demostración: Sea la función analítica ¡(u, ‘u, za) = u; + h(y, z). Se considera las fibra-
ciones de Milnor asociadas a las funciones f, f y h. Se puede elegir el mismo 6 y e para
las tres fibraciones. Denotemos por F1 la fibra de Milnor en el O asociada a f, íuor E1 la
fibra de Mílnor en cl O asociada a ¡ y por Eh la fibra de Milnor en el O asociada a It, es
decir,
= {(u, y, za) : u? + h}u, mm) = 6, II (u, ‘u, u)) I< e},
= {(x,y) : h(z,y) = S,[ (x,y) [1<e)>
La aplicación 7t : Ff Pp <u, ‘u, za) = (u, ‘u, za) es una aplicación recubridora y por
tanto, se puede ver Ff como una cubierta cíclica de k-hojas de ranmificada. El lugar
<le ramifieaciómm de la cubierta es Ph.
Como cl lugar cje ceros de la función analítica f es un germen dc supertice lisa., la fibra
cíe Milmior E1 es conuractible, ver [Milnor]; por tanto, x(F1) = 1.
Para cubiertas ramificadas se tiene que la. característica de Euler-Poimmcaré verifica la
sigumiemíte propiedad, ver e.g. [Viro],
X(Ff) = kx(F1) — (k — 1)x(F,,) = lo — (lo — l)x(F~).
Se conchmyc que
idS~ O) = (—1)2(x(FJ) — 1) = (lo — 1)(1 — x(F¡,)) = (lo — i)~4C, O).
LI
Con cl lemmma previo sc puede dar la siguiente descripciómm del número (le Milmior generalizado
en los puntos correspondientes a estratos 0-dimnensionales:
(i) Por (3.8), si P E V( los ceros dc la función h definen el germen de D en E. Como D
tiene un punto singular aislado en P, ya que P es un punto de W, entommces
(3.11) ftp = (lo — 1)P4Drcd, E).
(u) Igualmente, por (3.8), si P E {A
1 \ VV}1>1, la función h da tanibién una ecuación
local de D en E. Sin embargo, ahora It no es reducida ya que E E 01. Emmtonces
(3.12) ftp = (lo — 1)(1 — x(Fh)).
EJ
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(iii) Si P E H~, la función h es gqi, donde la ecuación g = O es una ecuación local de C
en P, ver (3.9). Por tanto ftp (lo — 1)(1 x(Fhb. Además en este caso, Ph es una EJcubierta de q, hojas de E9 sin ramificación. Así, ftp = (lo 1)(1 — q1x(F9)). Corno
01 es un germen de curva plana reducida, se tiene que xC~%) = 1 — ¡‘(01, P) y que
ftt (lo— l)(1 — q~ + qqí(01, P)), EJ
De este modo, para cada i c A,
(3.13) >3 ftp = (1 — g1)(k — l)#(H) + (lo — 1k >3 ¡‘(01 P). EJ
PeU~ PeA1CC½
(iv) Si Re M~, la función It es Ay, ver (3.10), y se sabe que en este caso que la EJ
característica de Euler-Poincaré de Eh es cero, basta aplicar la fórmula del Corolarmo
de 1.3.10 del primer capítulo. Entonces ftp = (qj — 1), y EJ(3.14) >3 (q~ — 1) (qi — 1)#(A’f~) = (cp — l)(d + lo)d~.
La igualdad a demostrar. Después del Lema de 3.2.7, las identidades (3.11), (3 12), EJ
(3.13) y (3.14), la igualdad (3.6) se puede escribir de la siguiente manera:
¡ijVO) = (d—1)
3+3pp2±/I(Dred)—3d+d2±(d+k)>3(qi—1)di EJ
iCA
d~lo)}+ (lo —1)>3 {—(q
1 — 1)(3d1 — d~? + p(C~) #CJ~) — 2dd1 — 4CA
>3 g(D~á,P)+ (lo— 1)Z{ s4¿ } +(lo— 1) EJ
(3.15) + (k—l)>3q, >3 EJ
2eA PeA1nC~ 3
donde h~ es la función analítica que define el germen de curva D en E y ~hp es la fibra
de Milnor en P. 4
El lado derecho de la igualdad (3.15), se puede ver un polinomio de grado 2 en lo. Cal-
culemos los coeficientes de dicho polinomio. EJ
Coeficiente de lo
2. Este coeficiente es inmediato de calcular ya que simplemente e~
>3 —(q
1 — 1)(—-d~) ~(q¡ — l)d1 = d — p. EJ
CA ¡=1
Término independiente. Para que se verifique la fórmula del teorema el térmmno mu- EJ
dependiemite debe ser igual a (d — í)~. De este modo, es suficiente probar la siguiemite
igualdad: EJ
O=3p—p
2+ >3 p(Dr,~j,P)+ >1 g(D~
04,P)+ >3 Pt(Dred,Pfl3d+d2PcÁi\W 2<¡<r EJ
EJ
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+>3(qi—1)(3di—d~—ddi)+Z(qi—1)( >3
iSA isA PeAmflC,
— >3(qi — 1)#(J~)
iSA
->3
¡=2
>3
PeA,\14’
(1 — x(Ph~)) — >3 /i(Dre~j, P)
P& W
—>3Qt >3 ¡401,P).
teA PeA1nC1
Las siguientes dos igualdades imimediatas
3p—p
2—3d+d2+>3(q~—1)(3d~—d~—ddi)=—2>3
iSA 1 =t’(j=r
d
1d~—~q~d~+dp,
i=i
/J~(Dred, P) + >3(tj, — 1)
iSA
>3
PcA, OC.
í401,P)—>3q, >3
¡CA PCA,OC,
í401, P) = O,
las sustituimos en la igualdad anterior y sólo es necesario probar que
O = —2 >3 d~d1—>3q¡c4+dp+
i=1
¡¿(O,,
(A1~w)nc~
2<i<r
>3 (tt(Dre<¡, P) — 1 + x(1Ñ~))
PEA¡ \
2<l<r
— >3(q¡ —
¡EA
Es imíteresante, en este pumíto. calcular los cardinales de los conjuntos .J~ cmi función de
imívariantes globales de la curva D~~d y de sus componentes. Para ello se realizan los
sigumiemites calculos:
El cardinal de Jj Las curvas B2 y 01 no tienen comímpomiemítes en común, tiemíen grados
p — d1 y d~, por lo que el Teorema de Bézout garantiza qume
(p — d3p¡ = >3 (01,Bi)p.
PS0IiB~
Ademímás, aplicando el Lema de 1.2.11 del prinmer capítulo a este par de gérmemíes de curvas
lulaimas reducidas, el mmúnmero de Milnor verifica que
t4Dred, P) = g(O + B,, P) = g(01, P) + jt(B,, P) + 2(01, B1)~ — 1.
Tomnamído la suma en todos los pumítos posibles de la intersección de 01 y B~, es decir en
todos los puntos de J~, se tiene que
#(J0= >3 ,i401,P)+
PcC~nB~
>3 gz(B,, P) + 2d¡(p — d~) —
PeC,nB~
Para cada P e 01 fl B~, en particular P es un punto singular de Dred, existe un único 1,
eonle {2,... ,r}, talquePcA¡,yportanto
= >3 {g(01, P) + jt(B~, P) + l4Dred, P)} + 2d¡(p — di).
¡401~ P) + >3
PE{A,\W}flc~
2=l=r
p(C,, P))
>3
PCA, \VV
(3.16)
tEA
>3
PEC,OB.
PEG1flA1
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Debido a que P es un punto de 01 y de A1, existen, exactamente, 1 — 1 componentes
irreducibles distintas de ~ a las que denotaremos por 012,’ . . , ~,, todas distintas de
01, tales que P e Q fl 012 fl . . . fl Ci,. Por tanto el número de Milnor del germen de curva
piaría reducida 012 +... + C~, en P viene dado por
,4012±...+C,P)=>3g(C~1,P)±2
y=2
EJ>3 (C~4,CQp—(l—2).
2=j<n=1
Esta última igualdad nos da los números de Miluor 1í(B~, P). Por tanto el cardinal de J
se puede escribir como
-s->3p(01 ,P)-l-2 >3 (011,C¡~)p—
2=j<n<l
(3.17) + 2d¿(p—dO,
donde, en el segundo gran sumatorio, los puntos P son tomados de los puntos E que
verificanquePe01flA¿yPE01flC~2fl...flC~~
Sustituyendo en (3.16) la expresión (3.17) para el cardinal de .J~, se debe demostrar la
siguiente igualdad:
O=>3(q
EA
-1) >3
¡ PCc¿nct2n nc~1
PCc,flA¡ 2=l=r
(1 — 2) + /ijDr0d, P) — >3 ji(C~1, P) — 2
j=2
>3 (CC))
2=j<n=l
u]~d1 —>3q~d~ +dp— >3(qi —
¡=1 i=1
1)2d~(p — d~)
(3.18) + >3 (¡<Dre4, P) — 1 +
PCA> \W
2’CI<r
El siguiente término de la igualdad anterior
>3(q—1) >3
,EA Pcc,nO~2n...nc~,
PEC~flA> ;2~U<r
se puede escribir de la siguiente manera,
—2>3>3
PcC~ o nC> 2=j<n=l
PCA> 2=1=,
(qí,-l-’’+fl+’+q1,2 + +q~, —(1— 2))(Cu,C~úp
— >13 >3(q1+’.-l-~++qi, —(l—1))g(01~,P)
PEC O1 ~ 11
Pca> 2=><r
{(qji + . + qj> — í)(l — 2 + [¡(Dred, P))}
Pcc~1n nc>
PEA¡ ;2=I<r
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EJ
EJ
EJ
EJ
#(J1)
EJ
(1 — 2) — ¡r(D~04, P) } EJ
EJ
EJ
-2>3
1=<j=r
EJ
EJ
EJ
(1 — 2) + 1i(D~~4, P)
EJ
—>3u(Cu,P) —2 >3 (01~~01~½
2=j<n<l
EJ} EJ
(3.19)
EJ
EJ
EJ
EJ
EJ
EJ
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dommde la notación ... + ~j +~ significa que en la suma no aparece el sumando qj¡.
En estos últimos sumandos, para cada P 6 01, fl. . . fl 01>, se puede calcular el número de
Miluor de Dred en P en función de los números de Milnor de las commmponentes 01, en P
y de las multiplicidades de intersección entre ellas, usando de nuevo la fórmula. del Lema
de 1.3.10 del primer capítulo:
(3.20) !t(D~6d, P) = >3/40¡j, P) + 2 >3 (C11, 01~)~ — (1— 1).
j=i ><j<n=l
Por otro lado, se tiene la siguiente igualdad numérica,
r r
(3.21) 2 >3 d¡d}+3q¡d~—dp=—>3dí(q,.—1)(p—d~).
Suistituyendo (3.19), (3.20) y (3.21) en (3.18), es suficiente probar que
r
dp— >3
1=t<j<r t=i
nfl2,> {>3 q,, ¡¡(O,,, P) + 2 >3 (q¡. + q~ —2) (Ci, C>) ¡‘ }Pee,> l<j<n<I
PCA>
(3.22) + >3
Pec~>n..n%
PCA> 2<t=r
Para. cada P 6 01> fl ... fl 01>, la ecuación del germen (le D cm> P es It7’> ¡1’í — O.
ti 1;
Por tanto ¡Lp = ¡~?“ .. . ¡~?I Evidentemente esta descomposición no tiene por ~me ser en
componentes irreducibles, pero seguro que es una descomposición adecuiada. de /í~ a la
cual se le puede aplicar el Corolario de 1.3.10 del primer capítulo. Así, la. característica
(le Fuler-Poincaré de la fibra de Miluor de h~ es
= — ( >3 (q~ + qí,,)(C¡~, 01jp — (qt, + + c7z,) + >3 QíÁL(Ct.P)).
=i<n=1 1=>
De nuevo, el Teorema de Bézout garantiza que
>3 (00, C~t~ = d
1,d1~.
PECj~fl.’.flCj>
PCA> 2=i=r
Estas dos últimas observaciones reducen la igualdad (3.22) a la siguiente identidad trivial,
7’
dp— >3 d~d~—>3q>d~ >3 (q~+q~—2)d~d~.
i=j.tzn<r >=> >=i<n=r
Con esto hemos probado que el término independiente en (3.3) es (d — i)~.
EJ
a
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4Coeficiente de lo. Los cálculos para obtener este coeficiente van a ser bastante simmmilares
a los anteriores. El coeficiente que buscamnos simplificar es el siguiente,
>3 {—(q¡ — 1)(3d~ — d~ + g(01) — #GJ~) — 2dd~ — d1 + d¡)}
¡CA
4
(3.23+Z{ >3
PC A¡\W
(1— x(Php))} + >3 >43 PS U’ Drcd,P) +>jq¡teA {
Usando las identidades de (3.17) y (3.19), el coeficiente de lo es
>3
PCSiríy(Dred)
Ít(D~Cd, P) + >3(q1 — 1)(2d¡p — d~ — 3d~ + 2dA)
¡=2
+ >3
¡‘CA> ;2=l=~’
{1 — x(P’>~) — (q¡, + . . . + rp> — l)(l — 2 + g(Dr6d, P))}
—2>3 >3 (q>+’.+~?±+tI7?+...±q~—(l—2))(CÍ1,Ci,jp
Pcciirt...nc.¿> 2=j<n’<i
¡‘CA> 2<1<,
(3.24)
->3
Pee.>n nc»
¡‘CA> 2<1<,’
Sustituyemmdo en (3.24) las características de Euler-Poincaré de las fibras de Milnor Ph>. por
el valor obtenido en el Corolario de 1.3.10 del primer capítulo, se tiene que el coeficiemmte
de lo es igual a
/4Dr~d, P) + >3(q~ — 1)(2d~p — d~ — 3d~ + 2dA)
¡=2
->3
PEc¡>n..nc¡, m=jot=I
PEA¡ ;2=><r
>3 (ci., +q>,, —2)(C11,01~)p.
>3
1<i’cj=r
d~d~ + >3 q~d~ — dp,
,= m
si se sustituye este valor cmi (3.25) y se simplifica, el coeficiente de lo queda igual a
>3
I’CSmg( ¡)rcá)
tL(D~~d, P) + 3ji — 3d + 2d
2 — p2 — pá.
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>3
PEAiOC,
EJi’(01~ P)}
S.J
EJ
4
EJ
EJ
EJ
>3
PES/ng( fl,~ed)
(3.25)
4
EJ
Y como
.1
4
PCcI~n...nc¡, m=jot<i
PCA> ;2=>S.’
4
EJ
EJ
4
EJ
si
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Esto finaliza la demostración en el caso lo > 1.
¿ Qué ocurre si lo = 1? La demostración es idéntica al caso A: > 1. Se toma la misuma
estratificación que aa~tes y la sección se elige del mismo muodo. Observar que estos dos
hechos no dependen del valor de lo. Si se miran las ecuaciones locales de (3.2.7), (3.8),
(3.9) y (3.10) los únicos puntos singulares son los que se corresponden a los estratos ~
me, a los puntos de intersección de 01 con T. La. ecimaemomí local de V en un punto P de
es la de (3.10), es decir
~qi+ ~ — o,
donde ~ = O es la ecuación local de O, en E, x’ ~ = O es la ecumaemon de T cmi E. El númmmero
de Milnor de V en cualquiera de estos puntos es q1 —1. Comimo. por hipótesis. la immtersección
de 01 y T son, exactamente, d4d + 1) puntos, se tiene que (3.7) sc reduce a la siguiente
expresión,
¡4V) = >3 >3 J½= >3(qí — 1)d1(d+1) = (d±l)(d—p).
¡CA ¡‘EM1 q~>I
Finalmemmte, si se sustituye esto en 3.6, se obtiene el valor del mmuimmmero <le Milnor <le (VIO)
para el caso lo = 1,
¡4V, 0) = (d — + X(D7’~d) — 3d + cf + (d + 1)(d — p)
— (d — i~ + (X(Drm) — 3d + cf + cf — pd) + (ci — p) m
El siguiente teorema da el número de Milmmor <le una sección íul~umma. genérica, cíe bus
superficies transversas. El resultado del teorema es más general y la demnostrach5mm está
basada emm la fórmula de Yomdin para el caso de curvas, ver el Ej cmiii ulo (le 2.3.2 (leí eaíuítulo
anterior.
3.2.9. Teorema. Sea 1 : (C3, 0) —~ (Q O) un germen de función anahtzea tal que(y. O) := (f> (0), 0) es un germen cíe superficie con síiu¡uíai’ídad c¿islada. Sea j’ —
fd + fd+k + . . el desarrollo de f corno suma de componentes hornoqeneas. Sí las cuivas
planas proyectivas Z(fá) y Z(fa+k) no tienen nmquna conuponente en comun entonces el
número de Milnor de una sección plana genérica de (YO) es
donde p es el grado de la curva reducida D,’~d.
Demostración: Sea la factorización en componentes irreducibles de fi’ en U ~. y,
fa = h7> . . . l4~. Se consideran las curvas proyectivas planas:
01 := Z(ItO, T := Z(fd±p).
D : Z(fa) = qmCm + ... + q,’01~
donde i e {1,... , r}. Sea d
1 el grado de la curva 01, así, p := d1 + ... + d7’.
EJ
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Se puede suponer que D no es reducido, ya que en caso contrario la fórmula ya ha
sido demostrada emí el Lemmma de 2.1.18 del capítulo anterior. EJSea U0 el abierto (denso) de Zariski, de la grassmaniana de planos de U3 que pasan por elorigen, formado por los planos H tales que el número de Milnor de (V fl H, O) en el ormgen
es mínimno. Se puede pensar indistintamente en planos de C~ que pasan por el origen o EJen rectas de IP2
Sea Um el abierto (denso) de Zariski fornmado por las rectas de IP2 que cortan de modo
transverso a la curva reducida Drca±Trea,este abierto existe por que D,’~
4 y T~ no tienen EJ
ninguna componente en comun.Sea H E Uo fl U1, mediante un cambio homogéneo de coordenadas se puede simponer que
H = {z = O}. En estas condiciones, la ecuación del germen (Vn H, O) es EJ
f~(x,y,O) +fá±k(x,y,O)+... O.
Comno f¡(x, y, O) y fa+k(x, y, O) son polinomios homogéneos de dos variables admiten una EJ
factorización en producto de polinomios homogéneos de grado uno. Por tanto, podemos
escribir ambos polinomios de la siguiente manera EJ
s
Íd =
1=1 EJ
fa±k = 171 (a1~ + bgy)~~
j=1 EJ
Además, como la intersección de H con D~0a + Tred es transversal, entonces ninguna raíz
de f~(’, y, O) puede ser raíz de fa±k(x, y, O). Para concluir la demostración del Teorema EJ
basta aplicar el Ejemplo de 2.3.2 del capítulo anterior. LI
El siguiente corolario es consecuencia inmediata de que el número de Milnor sólo depende
de D y de lo.
3.2.10. Corolario. Toda singularidad de superficie (y, O) c (U3, O) transversa, definída EJpor una función analítica f = f~¡ + fd+k + . .. , tiene el mismo tipo topológico que la
srngularidad definida por los ceros de f = fd + fd+k. Es decir, el orden de C0-suflezenema EJ
de una singularidad transversa es d±k.O lo que es lo mismo, toda singularidad transversa
es bivalente.
Demostración: Sea 1 = {t e U : ¡t¡ < c} un entorno abierto del origen en U que EJ
contenga al 1. Consideramos la deformación F(w, y, z, t) = f~ + fd+k + tg(x, y, z), donde
g es la sumna de componentes de grado mayor que d + lo. Por los Teoremas de 3.2.3 y de a3.2.9, la deformación tiene la sucesión ¡.É commstante, lo cual implica que el tipo topologmeo
de cada fibra es constante, ver [Teissier 1]. LI EJ
EJ
EJ
EJ
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3.3 Fórmulas de comparación
Se Ima. demostrado en Ja secciómm anterior que las simmgularidades de superficies tramisversas
somm singularidades bivalentes. Estas singularidades aparecen conmo una. generalización
imatural de las simigimíaridades que verifican la condieiómm (*) de la fórmula <le Yoíndin. La
generalización es tan natural que la fórnmula <leí número de Miluor de las primeras se
especializa cmi la fórmula para el número de Milímor de las últimas. Por otro lado, ya se
observó en el Teorema de 2.4.7 del anterior capítulo qume, cuando el proyectivizado <leí comio
tangente era reducido, la fórmula del núnmero <le Milimor (le las singularidades bivalentes
generaliza la fórmnula para. el número de Milmior <le las singularidades que ~‘erificauila
comídición (*) de la fórmula de Yomdin.
El objetivo ahora. es estudiar si existe una fórmula para el umúmímero de Miluor de las
simigularidades l)iva.lentes que mmo tengan cono tamigemite reducido, y ver si clielia. fórmula
“eneraliza la. obtenida en la sección amíterior.
Primnero se recuerdan las defimmiciones da.<las e» la. última. secciómí <leí ea¡>ítu~mlo ammterior.
Definición. Un germen de función analítica f E U { z<1 - z,, } es bivalente si el desarrollo
<le / como suma de sus componentes homogémmeas tiene sólo dos compoimemites no iii mías,
es <lecir f = f,¡ + fr¡+¡~.
Definición. Umm germen de hipersuperficie (Y O) G (U?±¡ , O) comí simigumiaridad aislada de—
fume unu>. .si’nqulcvr’idad bivalente si existe un germmmcm¡ cíe fumnciómt amialítica .1 E U { z,~, ..., z,, 1
1 uivalente tal que el germen de hipersuperficie (f (e), O) tiene uumma singuuiam’idacl aislada y
(1¼(J) es topotógicamente equivalente a (f>(O), O).
Se (:ontimiua demiotando por D C IP” a.l provectivizado (leí commo tangemíte, es <leen al
comíjuumíto <le ceros cíe Íd y por T c IP” al comijunto de cercus de .fd+k. Aclemumás, ci> el Teoreuíma.
(le 2.4.4 del capítulo anterior se caracterizamí las simmgumlaridades de suiluerficies biva.lemmtes:
El liiqar dc ceros (1/,0) c (U
3, O) de un germen <le funeron analztzcc¡ bivalente, tic-nc
sinqula’r’íciad aislada si y sólo si cl conjunto proycctz’uo Sin g(D) ri Sin q(T) es’ vacio.
Para calcular el número de Milnor de una singularidad bivalente se iuumede J)roce(ler del
mismo modo que en la sección anterior. En primícipio, la. única diferemmcia se encontrarma
cii los estratos O—<limnensionales de la estratificaciómí (le Whitmmey. Para. cada ¡uuníto P <tel
cono tangente tal que P E Sing(D) fl T la ecuaciómí local de V en uumm entormio de P es (le
la fornía
g(t n) + t~ = O.
Sin embargo. mio está claro que se pueda calcular de modo trivial la. característica <le
Euler-Poincaré de la fibra de Milnor en el origen de la fumíción analfica g(y. ~) + ~k
4 Por
EJ
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esta razómi se necesita otra aproximnación distinta al problema.
La idea es comparar el número de Milnor de una singularidad bivalente cualquiera con
EJel número de Milnor de una singularidad bivalente especial: una singularidad transversa
Esta idea se puede poner en prática en el caso lo = 1 gracias a un resultado de M O
Soares y Pi. Giblin, ver [5-O]. Soares y Giblin obtienen una fórmula (le comparaemon 4entre los números de Milnor de dos superficies bivalentes del tipo ¡ = Íd + fá±u,pero no
saben calcular, emm el caso general, estos números de Miluor.
Soares y Giblin estudian superficies V de IP3 definidas por polinomios homogéneos dcl 4
tipo fd(x,y, z) ‘‘u’ + fc¡+m(x,y,z). Denotemos por D, respectivamnente por T, a la curva
pIaría proyectiva definida por fd, respectivamente por St La superficie proyectiva y EJ
sólo tiene singularidades aisladas si y sólo si Sing(D) y Sing(T) tienen intersección vacía,
para una demmrostración ver ES-Gj ó el Lerna de 3.3.4 de esta secemon.
4De este modo, si se supone que Sing(D) y Sing(T) tienen intersección vacía, la super-ficie y tiene en el punto e := Qn : y : z : za) = (O : O : O : 1) un punto singular
aislado. Por construmeción, el germemm (1/, e) define una singularidad de superficie bivalente
EJRecíprocamente, si f = Íd + .f<¡H~ es un germen de función analítica bivalente tal que
su lugar de ceros define un germemr de superficie con singularidad aislada, i.e. Sing(D) y
Sing(T) tienen intersección vacía, entonces la superficie V de IP3 definida por el polinonno EJy, z) . za + fd±1@r,y, z) tiene singularidades aisladas.
Soares y Giblin, en Theoremmm 3.1 de [S-G], dan una “fórmula de comparación” de los
números de Milnor en el punto e <le dos superficies V y V’ con singularidades aisladas las 4
curales están relacionadas del siguiente modo:
V={(rc:y: z:’w) EF3: fdQn,y,=).’w+fá±m(x,y,z) 0}, 4
= {(x : y : z : za) e : ft(x, y, z) . za + gd~r(x, y, z) = 01.
Ambas tienen el mismno cono tangente, D, en el puruto e. Denotemos por T’ := Z(gd±m),por 4
A := Sinq(D) flT y por A’ := Sin g(D) mT’. Se tiene la siguiente fórmula de comparación,
[S-G] Tlreorem 3.1. 4
3.3.1. Teorema. [S-G].
p(V’, e) — g(V, e) = >3 ((D, T’)
01 — 1) — >3 ((D, T)a — 1) . EJ
ricA
Con este resultado se puede dar una. fórmula para calcular el número de Milmmor de de una EJsingularidad de superficie bivalente que tenga lo = 1.
3.3.2. Teorema. Sea (Y O) c (U3, O) un gérmen de superficie definido por una ecuauon adel tipo f,í(x, y, z) + fd+r(x, y. z) = O. Supongamos que los conjuntos Sin g(D) y Sin q(T)ti nen intersecc on vacía, entonces cl número dc Milnor de V en O es
[¡(YO) = (ci— ij +/i4D~Cd) + (d—p) (d+p— 3) + >3 ((D,T)~ —1). 4
PESIng(D)rflT
EJ
4
si
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3.3.3. Observación. Si se sustituye la característica de Euler-Poincaré de la curva D7’~d
por ¡L(Drcd) +
3p — p2, la fórmula del teorema es equivalemite a la siguiente fórmnula.
g(YO) = (d—lV+x(D)+d2—3d+ >3 ((D,T)p— 1).
PES¡ng(D)flT
Demostración: Sea la descomposición del cono tangente D en comnponentes irreducibles,
cada una con su multiplicidad. D = qiCi +.. . + q
7’C,’, sea d1 := deg 01 y p := di + ... + d,’.
SeaT’ C IP
2 umia curva reducida definida por un polimmomio hommmogéneo ci<4m de grado d+ 1,
cíe muodo que:
(a) los pumítos de Sing(D
7’~d) no sean puntos cíe la curva T’ y
(b) la. curva T’ corte a cada componente 01 de D umúltiple, i.e. qj > 1, cm> d~(d + 1)
puntos distimítos.
La existencia de T’ está garantizada ya que las anteriores commdieiommes (a) y (b) smi commdi-
ciomíes que definen mmn abierto (denso) de Zariski <leí espacio de las curvas plamuas <le grado
<1+1.
Seamí V y V’ las siguientes superficies de IP
3,
{(x : y: z : w) EF3: fúQr,y,z) .w+qa~mQc,y,z) = O>,
V = {(x : y : z : za) E IP3 : fdúr, y, z) W + f¡±,(u:, y, z) = 0>.
Ambas superficies tienemí sólo singularidades aisladas. En efecto, íor umn lado se esta
siul)oniemmdo que Sirig(D) y Sing(T) tiemuemí iuiterseccuomí vacía y í~r otro, la. cleccic’uuu <le
T’ garantiza que Sing(D) y Sing(T’) mio se intersecamí. Se Iuum(~dc ulsar el Tecureuuí=u.3.5 <le
Soares y Oiblin, para comnparar sus numeros (le N4ilnor cmi (O : O : O : 1).
Para la superficie V’, como Sing(D
7’0,¡) y Tt no tiemmemm intersección se tiene <lime
>3 ((D. T’)<>’ — 1) = >3 >3 (Jiz}017, T’) — 1).
o’CSing(D)flT’ tu» J’EG¿OT’
A<lemmmás, commmo 01 y T’ se imitersecan (le mnoclo tra.mmsversal, el sLimnancl(u dc la clereeha. cíe la
amíterior igualdad es igual a
>3 >3 (q,.— 1) = >3p~(d+l)(q¡—1) = (d+1)(d—p),
t¡
1>mP6c0-uT’ qj>i
Ahora basta aplicar la fórmula de comparación para fimmalizar la demmmostra.eión del teorema.
LI
Fórmula de comparación para el caso lo> 1. Sean las superficies V de IP3 definidasconmo conjunto de ceros de polinomios Imomogéneos del tipo fd(u. y, z) . ,
01k + fc~+p(x, y, z).
Los puntos singulares de una superficie 1/ de este tipo son los puntos que anulen las
smguientes ecuacmOuies
(3.26) wkgrad(f)
+ grad(fd±k) = O
k?nklfd = O
EJ
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donde la primera ecuación son, en realidad tres ecuaciomies, ya que se está considerando
el vector gradiente grad(h) (It,, ~¼, Itt). EJ3.3.4. Lema. La superficie V tiene singularidades aisladas si y solamente si la curva
píana T es reducida y los conjuntos Sing(D) y Sin g(T) tienen intersección vacía.
Demostración: El hecho de que T sea una curva reducida es mmecesario ya quie si existe
una componente múltiple L de T, para todo punto P de la curva L. los puntos de la forma
(P : O) anulan las ecuaciones de (3.26), siendo toda la curva L singular.
Por otro lado, si existe P = (lo y~ : zg) e Sing(D) fl Sing(T), entonces la recta L~,
definida por los puntos de la fornía (lo : No : ½: za), está en V y amiula las ecuaciones de
(3.26). EJ
Veamos que las condiciones del lemna somm suficiemítes. Evidentemente, el punto e = (O
O : O 1) es un punto singular de V. Sea a otro punto singular de Xi Como a es distinto de EJ
e, las coordenadas homogéneas í, y, z de a no son todas cero, por tanto definen un punto
P = (1 : y : z) del plano proyectivo. Así, se puede a como (P : za). Como a es un punto
singular de V debe anular la última ecuación de (3.26), por lo que debe verificar una de
los dos condiciones siguientes (no exeluyentes):
(i) La coordenada de za es cero. En este caso grad(fa±k)(P) debe ser cero, por lo que,
P debe ser un punto singular de T. Como T es una curva plamía reducida sólo tiene
un número finito de puntos singulares. Sólo existen pues un número finito de puntos
singulares a de Xi con la coordenada za igual a cero, tantos como puntos singulares EJ
tiene la curva plana T.(u) El punto P es un íuunto de D. En este caso, debido a cómo es la ecuación que define
Xi, el punto P debe ser también uin punto de T. Es más, como a verifica las ecuaciones
de (3.26), si P es un punto singular de la curva D, entonces P es un punto singular
de la curva T. Ahora bien, por hipótesis no existen puntos en la intersección de
los conjuntos singulares de D y de T, por tanto no existe ningún punto singular
a — (P : za) de 1/ tal que P sea punto singular de D.
De este modo, sea P un punto liso de D. Si P es un punto singular de T, entonces la
coordenada w de a debe ser cero ya que a es un punto singular de Xi y debe verificar
las ecuaciones de (3.26). Estos puntos ya los hemos considerado en (i), donde se ha
visto que sólo existen un número finito.
La única posibilidad que queda por tratar es que P sea un punto liso de D y sea un
pumuto liso de T.
Primero veamos que existen un número finito de puntos en la intersección de las EJ
curvas proyectivas D y T. En efecto, si D y T tienen una componente C en commmun.
la hipótesis de que rio existan puntos singulares de ambas curvas en común, nos lleva
a la conclusión de que D C y de que T — C, cosa que no es posible ya que el
grado de D es d y el de T es d + lo. Por tanto, el Teorema de Bézout garantiza que
la intersección de ambas curvas es un número finito de puntos.
El punto singular a = (P : za) de Xi con el que se está tratanto tiene corno punto
P un punto de la intersección de D y de T que es liso para ambas curvas. Veammíos
que para cada punto P en estas condiciones existen, a lo más, un conjunto finito de
EJ
EJ
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valores para la coordenada za, tales que, a = (P : za) aumula las ecuaciones de (3.26).
Como la coordenada. za es no miula, basta encontrar, si existe, el ujimico valor A E U
mio nulo tal que,
¿Ud —I (P)= (P).
(3.27) (d.f¡ ___ ¿Ud ~ 0.fd-I-k Ofd+k Ofd+k~
Aj-~p óy’oz) k Daz 0< Oz)
El valor de A es umimeo ya que para P fijo se íuuede pensar en A como la comistante
de proporciommalidad entre dos vectores. grad(fd(P)) y grad(f,ak(P)). que es única.
Para este A E U mío mmulo. existeím, exactamente, A: valores distimítos de za. mimio por
cada. raíz lo—ésima de A. tales que, a = (P : za) anula las ecuaciones cíe (3.26).
La demnostraciómí de q ume Xi tiemie simmguilarida<les aisladas fiuializa aq umí, ya cj uie. ua ni ca<la.
luuumíto P en la intersección de D y de T. existen, a lo más, A: puntos singulares distintos
cíe Xi. LI
Caracterización de los puntos singulares de Xi. Se gimiere ciar uu¡mu. c:am’acterizaeiómí
le los í ~ bks pu ~1tos P de Xi q m ve¡’¡fmqitemí la commciiciómi (3.27) a¡ ¡tenor. Se sal jcm ¡e somí
íuumm itos P cíe la immtersecc iómi de D y de T y gime son lisos í uai’a a¡ nims cli rvas. ¿‘ Pa ni. c íuué
numt<us P <le 1¡ (le este til)() sc l)u>C(lC asegurar que existe el A amitenior Y La respuesta es:
3.3.5. Lerna. A existe si y sólo si D y T tienen la msma ¡‘ceta ta¡ujente en P.
D<’n,o.s troc¡ón: Mediaimte un ca.inbku (le co(urdemmacias homnogémico. se utuede siuíucuner guíe
las coou’clemmadas de P 50]) (0 : O 1), y las de a son (0 0 1 2 ‘¡u»). e>)]) ‘tfl
0 II>) 1]u)1O. Una
e> uiacmcumi afluí cíe Xi e>> el al)ierto U = r \ { z = O} es
fdí, y, l)zak + Ñ+k(x, y, 1) = O.
El puumuto P es liso para D. por lo cíue f,¡Qn, y, 1) = cia: + ~3y+ It(x. ;¡i). dunde Ii (x. q) es la
sumumia <le los mmíommoníios (le j,~ (le grado ímmayor ó igual qume dos.
El pinito P también es liso para T, igualmente, .h±d:r,1/. 1) = yr + hq + qQn. q). demude
qQ>:. 1/) es la. suma. de los inoimonmios <le .fd+k de grado mayor 6 igumal que <los.
De este modo. la ecuación afítí de Xi cmi a es
H(x, y, za) := (cia: + (Jy + ItQr, ~))717k + yí + ty + qQ>:. ;¡j) = 0.
a = es un si si el jacol)iaum<> de .11 se aumula ciiEl plinto (0, 0, iv) plinto simígular de 1/ y sólo
(0,0, ¿u). La. derivada. parcial de P respecto de za siemupre se amnula ya ciume P es umím pummmto
(le D. Basta pues con que se anulen las otras dos derivadas parciales:
o=~JL (O. O, za)=azaL’ +y
OH
O = —(0,0. za) = + 6
ay
J
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EJEstas igualdades son equivalentes a que
EJa ¡3’
Por últinio, (a : ¡3) = (—y : —3) si y sólo si las curvas D y T tienen la misma tangente en ael pmmto P. LI
Con ci lema anterior se ha demostrado la siguiente afirmación: 4
Los puntos singulares de Xi somm:
lEí punto e = (0:0:0:1), 4
2. Los puntos (Yo : Yo : ½: O), donde P0 = (Yo : Yo 2 ½)E Sing(T).
3. Para cada 9 = (Yo : Yo : %) que sea punto liso de D, punto liso de T y tal que EJ
(D, T)Q > 1, se tienen lo puntos singulares de Xi Cada uno de ellos es de la foruma
(9 : za0), donde za0 es una raíz lo-ésima del único número A e U, no nulo, que verífica a
la siguiente relación
Agrad(fd)(Q) + grad(JÁ~k)(Q) = 0.
Emm los tres lemas sígumentes se calculan los numneros (le Mmlnor de Xi en todos los puntos
singulares excepto en el punto e.
3.3.6. Lema. Para cada P = Qn : y : z) e Síng(T) y P ~ D, el número de Miínor de 4
Xi en P := Qn : y : z : 0) es igual a
¡‘(Y P) = (lo — 1)¡4T, P). EJ
Demostración: Sea P = Qn 2 y : z) e Sing(T) y P « D. Se eligen coordenadas EJproyectivas en IP2 de nmodo que P = (0 : 0 : 1). De este modo una ecuación afín de Xi enRes
fdQn,y, i)~,k + fd+k(Y,Y, 1) = 0. EJ
Para calcular el número de Milnor (le Xi cmi P basta estudiar la ecuación que define Xi emm
el anillo de series convergentes centradas en el l)ummto P. En esta carta afín, el punto P
tiene eoordemíadas (0,0, 0). El anillo de series convergentes que buscammmos es U{x, y, za} EJ
Bu este anillo, el polinomio [¡Qn,y, 1) es umía unidad ya que P no es un punto <le D y
por tanto fd(O, 0,1) # 0. De imecho, fd es una unidad del anillo de series U{x, ‘q} Sea EJuQn, y) e C{;r, y} el elemento inverso de .f
t¡Qn, y, 1). La ecuación del germen de Xi en P es
de la forma
+ fá±kQn,y, 1>aQn, y) = 0.
EJPor tanto el número de Miluor de Xi en P es
¡‘(Xi, P) = (lo — 1)[¡(T, P). 4
LI
4
EJ
J
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3.3.7. Lema. Para cada P = (1 : y: z) E D n S’ng(T), el número de MI/nor de Xi en
P := (a: : y : z 2 0) es igual a
¡‘(1< P) = (lo — 1)~T, P) + lo((D, T)~ — 1).
Demostración: Sea P = (a: 2 y 2 z) un punto liso de la curva D y singular de la curva
T. De nuevo se pueden elegir coordenadas proyectivas tales que P = (0 2 O : 1). Así, la
ecuacuon afín de y emm el abierto LI = IP3 \ {z = 01 es
fdQn, y, 1)zak + fd+p Qn, y, 1) = O.
El pumnto P tiemie (:oor<lelladas afines (0, 0,0). Para calcular el número de Milmmor de Xi en
P se]~uisca ma fumnejón analítica adecuada qumc’ <¡dina e] germen de Xi en P. Como la curva
julaijia. D es lisa cm> P, existe un cambio amialítico <le ecuordenadas It> : (U2, O) ,‘ (U2. 0),
/¿1Qz, :0 = (:n,y), tal que .f,(Iti(tj), 1) = a:.
Sea pQit :iJ) := i¼÷p(h¡(:T’, ñ), 1) y sea s > 1 la. muuuitiplicidad de intersecció» de D y T en
P,i.e. s = (D. flp. Así. ¡40. j) = e j~ + . . . términos de mnayor grado. cE U — {OJ. Por
cl teoremna. cíe Preparacióui de Weierstrass
pQr,y) = vQ7’,j) (jS + xbm(x)y8 + . . . + z¼—iQi~h7+ 5~b~Qn’)),
demude ‘u (0, 0) ~ O y ¼(0) = O, va qime P E Ssuq (T)
Comucu ‘u (ñX i7) es umuma ¡¡mmicbu 1 en U{z, ‘i7} sea uQY, i7) umíma raíz s—ésimna de ‘~Qn, u. Se puede
veatizar iii> mmiicmv<u caumil )iO a mualítico de coordemiadas ½2 (U2, O) . (U2, O), It
9 (:1’¡. ji) =
(:7. ñ) que es el ¡míverso dci s¡g’wemmte cambio analítico cte coordenadas
= a:
Vi = ñu(QT,Ú)
<le nuodcu ciume [¡(It1 o ¡¿2(1!, j1), 1) = ®, y
:¡o h=W~m)= fd+k(hi o h2QT>,yi). 1) = ñ~ + tg(Ij,ñt),
q (0.0) = 0.ya. qume P c Siuq(T).
Sea el cambio amíalítico <le coordenadas Ir : (Ci, O) (U3, O), Qz>. N2, ‘iD) —. Qn, :v~clefimiido comno
h(X¡~
2~ W) = (It> O h2Qn>,y’),’w).
Comuo sólo sc han hecho camnbios analíticos P sigue siendo cl (0,0,0) y la ecuación del
germuen Xi en un entorno (le este punto es
(fdl~(t,jm,’~D) = ta?’ +~ñ; +~gQrmú7>) = O,
donde ñQni, j’) = g + t.qQTm, ji) es una fummción analítica cuyo conjunto de ceros define
el germen de curva T en P. por tanto g(O, O) = O.
Para imo comimphicar la escrituira. a partir de ahora se escribirán las coordenadas (t~ m,
conio (a:, y, za).
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Para calcular el número de Miluor de Xi en .P hay que calcular la dimensión, como
U—espacio vectorial, de ~ ‘~ Las derivadas íuarciales de pQn, y, za) son:
p~Qr, y, za)
y, za)
y, za)
= jc ±gQn,Y)+xg~Qr,y),
= zg~Qn,y)+sy~1,
= loxzaki,
Por tanto,
¡i(Xi, P) = dinic (u?’ y, za}
+g(x,y)±xg~Qr,y),wg~(x,y)+sys~m,xwk.>)’
Por tanto, el número de Milnor es la suma de las dimnensiones como U—espacios vectoriales
de
y, za}
dime (u?’ +gQn,Y) + wq~(x,y),zg~Qr,y) + sys—m,x)
+dimc U{=n,y,za}
(u?’ + g(x, y) + xg~Qn, y), zg~Qn, y) + sySl, zak¿)
El primer U—espacio vectorial tiene la misma dimensión que
U{y, za}
y como gQn.y) es un gerníen no unidad en U{y, za)> la dinmensión de
vectorial es lo(s — 1).
Por otro lado, el segummdo U—espacio vectorial tiemie como dimensión
este U—espacio
(lo — 1) dimc U{z,y}(gQn, Y) + xg~Qn, Y), xg~,Qn, y) + sys—m)
Para finalizar, basta observar que las funciones analíticas que definen el cociente anterior
son, precisamente, ~ y ~,. Por tanto, esta últimna dinmensión es igual a (lo — 1)¡4T, P). LI
3.3.8. Lema. Para cada P = (a: : y : z) e D fl T. tal que P es ‘un punto liso de ambas
curvas y tal que (D, T)~ > 1, cl número de Milnor de Xi en := (xw’y 2 Z 2 za
1) es igual
a
p(Xi,P’) = (D,T)~ —1,
donde za~ cumple la igualdad za~grad(fd)(P) + grad(ft±k)(P) 0.
Demostración: Sea P un punto del plano proyectivo que se encuentre en las hipótesis
del lema. Se eligen otra vez coordenadas proyectivas de modo que P (0 : 0 2 1).
J
J
j
J
j
J
3.3. Fórmulas de comparación 85
El punto F1, singular de Xi, tiene coordenadas homogéneas P~ 2= (0 : 0 : 1 : uní), domude
wt # O. Así la ecuación afín de V en el abierto IP3 \ {z = 0} es
~ = O.
Las coordenadas de Pt emí este abierto afín somí (0,0, ini). Para. calcular el númnero de Milnor
de Xi en P1 hay que trabajar en el anillo de series convergemmtes C{z, y, za — za
1}.
Como la curva plana Des lisa emí P, existe ¡mmm camnbio amíalítico de coordemmadas (it /7) a
coordenadas (z,y), h1 : (C2,O) —~ (C2,O), de niodo que fd(hi (it :u)~ 1) = iL Sea pQz,’~) 2=fd+k(hm(t/7), 1) y seas > lía multiplicidad de intersección de D y Ten P; Por tanto,
p(O,/7) = c.~+... términos de mayor grado, e e U—{O}. Por el teorema de Preparaemon
de Weierstrass
P(itY) =‘u(±,fl(~s+.~bQn)Ñ$¡ +... +iUw>Qn)ñ+ffb
8QZ)),
donde ‘v(0, O) ~ O. Sea el cambio analítico de coordenadas It : (U3, (0, 0,i¡~)) : (U3. (0, 0,200)),definido como It(±,/7,’ú3)= (It> (it ~),
Sea p la función analítica f o It, i.e.
P(it :u~ ii) := (fo h)Qn, /7 in) =
1.~1k + ~>Qn,~
Otro modo de escribir p es
p = vQn, flf¡ + ~ + ‘uQÉ, n)(bi (fl/7S-I + ... + b1 (ff’)ñ + b~Qr)))
Comno P’ es mmmi l)unto singular del germnemm Xi, las derivadas l)arcia1c25 de jí se deben auuumiar
en (O, O, ín¡) . Así,
p±(0,O, w¡) = i40, O)b~(0) + 4,
debe se ser cero. Por tanto u’(O, O)b~(0) = —za~.
A partir de ahora se escriben las coordenadas (1, /7, mr) conmo (a:, y, za)
Para. calcular el número de Milnor se debe calcular el desarrollo e» serie <le potencias cíe
p cmi el pumíto (0,0,1/4)
P(x,Y, za)=p(a:, Y)+x(zaó~+Zlo(lo 1) (k (za — wíY)
Se hace el cambio de variable ? = .x, /7 = y, mD = w — w¡ ímma trabajar en el anillo de series
U{it /7, iD}. Ahora P’ tiene coordenadas (0,0,0) y el germmmcn de Xi en P’ está dado conmo
los ceros de la función analítica ~ defimmida
PQn~Y)+x(za~+Z= •1j.
— PQn~Y)+x(za~+wZ j! ‘u”),
Por hipótesis, za1 es <listinto de 0, por tanto lozaVi tamnbic5n es distimíto de cero.
en el anillo de series de potencias U{zD}, la serie
k lo(lo—1) ... (k—j+1).za½
”
>3
es una unidad. Se puede hacer de nuevo el cambio de variable siguiente
1> = a:.
/7m = Y,
mí = (flolo~)
za
‘1y.
con lo que la ecuación que define al germen (Y P~) es de la forma
PiQni, /7í ‘¿Dm) — p(x1, yi) + z~(u4e + tuj)
Otro modo <le escribir Pu (t. ~ ~¼) es
íi (za~’ + íD> + vQñi,/7í) (b¡Qní)<1 +
Se ha observado con anterioridad que v(0, O)b.5(0) +~¿¡4 = O. Esto asegura que las siguientes
ecuaciones definen un último cambio analítico de variable:
£2 = £1,
N2 = Ni,
= ‘¿sm ±vQnn~m)(bmW)/7t + . .. +bs~~mQTi)/7m +b~QZ~))
Al realizar este cambio analítico de coordenadas la ecuación del germímen de Xi en es
x2w2 + v(x2, Y2)Y2 = O,
y. por tanto, el número de Milmior de Xi cm es (a — 1).
Con estos lemas previos se ha calculado el núniero de Milnor en cada pímnto singular
de Xi, excepto en el punto e = (0 2 0 2 0 2 1). Para calcularlo en este punto se necesita una
fórniula de comparación sinmilar a la del caso lo = 1.
Sean los siguientes conjuntos de W2
A = Sing(D) flT.
B = DI) Sing(T),
E
C = {c e 1P2: e e Sing(T) y
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Emítonces, EJ
EJ
4
EJ
EJ
4
EJ
4
4
a
u’
EJ
EJ
EJ
EJ
.1
u’
u’
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M = {m E IP2 : m es punto liso de D y punto liso de T},
At={mEM: (D,T)m=1},
Evidentemente M es unión disjunta de M~ y de M
2. Obsérvese también que los pumítos
de B son puntos lisos de D. Viendo la relación que existe entre los puntos simígulares (le
Xi y los puntos de D y de T se tiene que
#(Síng(Xi)) = 1 + #(B) + #(C) + k
Sea Xi’ ‘e lF~ otra superficie de IP
3 definida como commjummto de ceros <le un íuoliiíommíio
homógeneo del tipo fd(a:, y,
2)~k + gd+k (a:, y, z), de mmmodo que si T’ es la curva plamía
proyectiva definida por gd+k, entonces T’ es reducida y los conjuntos Síng(D) y Sin.q(T’)
no se intersecan. Denotaremos por A’, B’, O’, Al’, M y A’I~ los conjuntos de ½amiálogos
a los definidos anteriormente para Xi Entonces se verifica. el siguiente teoremna
3.3.9. Teorema. Fórmula de comparacion.
¡¡(Xi’, e) — ¡«Y e) = k• {ZUD>r)rit — 1) — ~((D, U>, — 1)}
La demnostración será similar a la realizada por Soares y Giblin para. el caso A: = 1.
Demostración:
Una buena proyección. Sea ir 2 Xi — {e} —* IP
2 la proyección desde el pummto e (0
0 2 0 : 1), es decir, irQr 2 y 2 z : za) = (a: : y 2 z). Se denota por D + T al divisor de IP2
formado por las curvas D y T.
(i) Para cada P E IP2 \ (D + T), la imagen immversa mediante ir <le P son, exactamumente,
A: puntos distintos, definidos por la ecuación
k _ —f<¡+k(P
)
fd(P)
(u) Para cada punto P de la curva plana .0 que mmo esté contenido en la curva T. no
existe imagen inversa mediante ir.
(iii) Para cada punto P = (xo : Yo : ~) de la curva T que no pertenezca a la curva D, la
imagen inversa mediante ir de P es un único punto, el punto (lo 2 No 2 2 0).
(iv) Para cada plinto P = (za 2 y<~ : zo) que se encuentre en la intersección <le ambas
curvas, la imagen inversa mediammte ir de P es la recta que pasa por e, paramnetrizada
de la siguiente manera (a:
0 2 Yo 2 20 2 za).
Se define el conjunto Q como la adherencia de ic’(D+T) en Xi. La aplicación restricción
<V\Q : Xi — Q —~ IP2 \ (D + T) es un recubrimiento cíclico de A: hojas mio ramificado, conlo que
(3.28) x(V—Q) = kx(1P2\(D+T)).
ml
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Sea Siny(V) = {e,p,,... , ~} el conjunto de puntos singulares de 14 Sea V una super-
ficie lisa de P3 de grado d+k próxima a Y Quitando entornos cónicos de las singularidades ml
de V (ver [Miman)y sustituyéndolos por sus fibras de Mimar F
0, Fj,~ identificadas a lalargo de los bordes OF8, OF,,6 obtenemos un espacio homeomorfo a V. Así al calcular la
característica de Euler de la homología singular se tiene que EJ
r
(3.29) ,4Q) = x(V \ Sing(V)) + x(F6) — x(&Fe) + Bx(F2 — x(OF,,j.
Por un lado, sea h la característica de Euler de V, todas las superficies lisas de grado
d + k son homeomorfas. Por otro lado, las variedades OF<, OF,,1 tienen característica de EJEuler igual a cero ya que son 3-variedades diferenciables cerradas. Si además se sustituye
los valores de los números de Milnor de V en los puntos singulares, encontrados en los
Lemas de 3.3.6, 3.3.7 y 3.3.8, se tiene que EJ
It = X(V\Sin9(V»+I1(VSC)+1+E ((k—1)g(T,b)+Ic((D,T)ó— i))-í-i
(3.30) + ~((k—.í»4T<j+í)+k be»
cGO mEMt
Si A y E son conjuntos algebraicos complejos proyectivos que verifiquen que A c E se EJ
les puede aplicar la dualidad de Lefschetz y la dualidad de Poincaré, ver [Munkres]pág
415-419. 4
Lefschetz PoincaréHk(B,A;Z) ~ H’~’~(¡B~ — IAI;Z) ~ H~..~(IBI — IAI;Z).
Se considera la tema de conjuntos algebraicos Sing(V) c <2 c y, usando las dualidades de EJ
Lefschetz y de Poincaré y las sucesiones exactas de homología de los pares (¾Sing(V)) y(¾<2) se tiene que las características de los pares son: x(¾Sing(V)) = x(IV¡—ISing(V)I) EJ
y x(V, <2) = x(IVI —1<21).
También se tiene sucesión exacta larga de homología de la tema (y, <2, Sing(V)). Por
tanto, se verifica. la siguiente relación entre las las características de Buler-Poincaré EJ
x(IVl — jSing(V)¡) = x(V Sing(V)) = x(V, <2) + x(Q, Sing(V))
Usando el resultado de (3.28) ml
xOVI — 1<21) + x(Q~ Sin9(V)) = kx(r \ (D + T)) + x(Q~ Sin.q(V)). EJ
El conjunto <2 está formado por #G4) + #(B) + #(M) rectas proyectivas que se corten
en el punto e y por los puntos del conjunto EJ
{Po:=(xo:’yo:zo:0)eP3: P0ET\D}.
Obsérvese que las rectas y este conjunto no se intersecan. EJ
EJ
EJ
si
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Como Sing(V) es un conjunto finito de puntos, se puede calcular la característica de
Luler-Poincaré del par x(Q, Sing(V)) sin más que restar a x(Q) el ilúmuero de puntos
singulares de Y le.
= (#(A) + #(B) + #(M))(xQP’) — 1) + 1
+ x(T\ D) —(1 + #(B) + #dC) + lo#(M1))
— #(A) — (lo — 1)#(M~) + #(M2) — #(C) + ><(T \ D),
Por tanto la ecuación (3.30) nos queda
It — (¡‘(Xi, c)+1) = lo~ x(1P2 \ (D + T)) — (lo — 1)#(IrIi) + #(M2) + #(A) + á’(T \ D)
+ >3 {k((D, T),, — 1) + (lo — 1)¡«T. b) + 1}
(3.31) + >3Qc — 1)g(T,e) + lo >3 (D, T),,,,
cC O InC NL
Cálculo de x< \ (D + Tfl. Sea p el grado de ~ sea 1 el grado de D + T, es decmr
= ji + d + lo, recordar que T es umía curva reducida. Por tanto,
x(IP2 \ (D + T)) = 3— 31 + í2 — >3
/¡(Dr<.<i + T, 0).
Busquemos luna expresión muás sencilla para esta. summmma. (le nuimímeros de N’lilmuor.
¡¡(Dr,’,t + Ef) = E
PC Sing( 0red)‘uT
¡«Dred, .P) + E p(T,P)-s- >3
I’CSZflQ(7’)\Dr,r¡ PCI) a <¡O’!’
Desarrollemos de un modo más conveniente el ulítimno sumímatorio (leí la.(lo (1emeclio (le la~
amuterior igualdad. Para ello se llamará Reg(Drc<¡), respectivaimuente J?eq(T), a. los íuuummtos
lisos de D,.~d, respectivamente de T. Comímo Sin q(D) y Sin g(T) mío se imuteusecamí entomices
p(D~~d + Ef, P) E
PESing( Drrd)flJky(T)
>3
PCIkQ(Dred)ÑSiUQ(T)
>3
PC!kq(Dr~d)flfleq(7’)
¡t(Drrqi + Ef, P)
IdDr~d + Ef. 0).
Además, como para dos gérmenes de curvas planas reducidas (e, O) y (D, O) se tiene guie
¡¡jO + D, 0) = ¡¿(O, O) + ¡<D, O) + 2(0, D)
0 — 1, entonces
[¿(Dred+ T, P) — >3. (¡‘(Drecí, P) + 2(D~~,i, T)1< — 1)
PCSiníj(D,~a)OT
+ >3 (¡¿(Ef, P) + 2(D,~,,, Ef)1> — 1)
Pc Rey (Drer¡)nSiny(T)
>3
Penen (Drea10Reg(T)flRey (D)
>3
PeReg(D,-ea)flRcg(T)flSing(D)
(2(Dred, Ef)i> — 1)
(2(D~Cd. T)~ — 1).
E
PC Dre.¡fl7’
jí(D~~,1 + Ef. 0)
+
+
>3
f’EDr,.dOT
+
+
a
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Finalmente, escribiendo los anteriores sumandos en función de los conjuntos A, B y M se
tiene
[¿(Dred + Ef, P) — >3 (pt(Dreci, P) + 2(D~~d, Ef)11> — 1)
PCA
+ >3 (/4Ef, 0) + 2(Dred, Ef)p — 1)
PCB
+ >3 (2(Drerj,T)p — 1),
PE M
con lo que la suma de los números de NI iluor de la curva Dreá + Ef queda
>3 p.(D~~C~j, 0) +íL(Dr’c4 + Ef)
PCS¡flY(Drcd)
+ 2 >3 (Dred,
PCDredflT
>3 ¡4Ef,P)
PcSing(T)
Ef)~ - (#Q4) + #(B) + #(M)).,
Como D~Úd y Ef no tiemien ninguna componente en comnún, (vale el mismo argumento que
el realizado anteriormente con D y Ef), el Teorema de Bézoumt vuelve a calcular la suma
de las multiplicidades de intersección de la igualdad anterior, su valor es p(d + lo). Si se
define ra 2= 3 — 3í + í
2 — 2p(d + lo) — p(D~~d), se tiene que la característica que se busca
vale
Cálculo de x(Ef \ D). En este caso es inmediato calcular esta característica. Si se define
3(d + lo) — (d + lo)2, y se ve la definición de los conjuntos >4, B y M se obtiene que
(3.33) xiEf \ D) x(T) — #(D~~a n Ef) s±g(Ef) — (#Q4) + #(B) + #(M)).
Si se sustituye en (3.31) las dos igualdades anteriores, (3.32) y (3.33), se tiene
It — (g(Xi,e) + 1) lo (m —
1i(Ef) + #(A) + #(B) + #(Mm) + #(M0)
— (lo — 1)#(Mm) + #(M2)
+5 + g(Ef) — (#CA) + #(B) + #(M1) + #(M0)
±(lo— 1)¡(T) — (lo — l)#(B)
+k
bcB
Simplificando
(3.34)
It— (ps(Xi,e) + 1) = km+s+lo#(A)+lo#(M2)+lo 1 >3QD,Ef)b±
bC B
>3 (D.Ef)4
mcMi
>3
PEED1edIIT
u’
EJ
EJ
4
u’
(3.32)
u’
x(~ \ (13 + T)) = m - ,u(T) + (#(A) + #(B) + #(M)).
u’
u’
EJ
u’
a
u’
+ >3 (1341>)
mCM1
m } u’
.1
u’
ml
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Si se usa. el teorema de Bézout entre las curvas 13 y Ef se tiene la igualdad
d(d+k) >3 (D,Ef)p>3(D,Ef)a+>3(D,Ef)t+ >3 (D,Ef),n+ >3 (D,Ef%,.
PCDOT oCA bCB mEtí1 ,nEM2
Ahora, conmo los puntos de Kl2 son aqimehlos donde la multiplicidad de imítersección entre
las curvas 13 y Ef vale 1, el último sumando es exactamente el #(M2. Así,
d(d+k)— >3(DJ9>,= >3(D,Efg+ >3 (iD,Ef)m+#QV12).
aCÁ ¿KB mEtí>
Y sustituíyemmdo este resultado emm (3.34) se obtiemme que
(3.35) It — (~u(Ye) + 1) = lo(m.+d(d + lo)) +s — lo >3((D,Ef)0 — 1).
oE A
Para la otra superficie Xi’ del enunciado del teoremna se tiemie la. mnismna. igumaldad (le (3.35).
Ademímás, tal y comno está. definida Xi’, se tiene que 13 es el mmmismno, el gm’a.do cíe Ef’ es el
mnismhmo qume el de Ef, y It’, s’ y rn.’ coinciden con It, s y m. Para fimializar la. <lemmmostracmon
dcl teorema. sólo tenemnos que restar las expresiones (3.35) (le Xi y de Xi’.
Ya. se imede dar una fórmula para calcular el númmmero de Milmmor de y cmi e. Emí el emmumnciado
del siguuiemmte teoremna se están suponiendo la.s miotaciones que se viemíen uisammdo.
3.3.10. Teorema. Sea (Xi, O) c (U2, O) un germen de superficie bivalente definido por
una ecuación del tipo .fd(a:, y, z) + fd+k (a:, y, z) = O. Supongamos que los eonyuntos proyen-
tivos Síny(D) y Sin.g(Ef) tienen interseccion vacía, entonces el numero de Mzínor <le V
<‘u O es
1¡jV 0) = (d —12 + lo {IíQDrea) + (d— p)(d+p —3) + — 1)).
<9 equivalentemente:
¡<YO) = (d— 1)3+k{x(D)+d2~3d+ >3 ((D.~b~— 1)
Demostración: Sea. la descomposición del commo tangente emí conípomíemítes irreduicibles,
cada uuna con su mnultiplicidad, 13 = quOm +... + qrOr. Sea d~ el grado de O~.
Si D es una curva plana reducida la fórmula del teorema ya se ha. demostrado en el
Teorema de 2.4.6 del capítulo anterior.
Supongamos que 13 no es reducido. La hipótesis de que los conjumítos Sin q(D) y
Sin g(Ef) tengan intersección vacía hace necesario que Ef sea una curva. 1)lana reducida. Se
elige otra curva reducida Ef’ G IP2 definida por un polinomio honmogéimeo gd±kde gradod + lo. de modo que ningúmm punto de Sing(D~~d) esté contenido emi la. curva. Ef’ y tal que
Ef’ corte a. cada componente O~, que tenga q
1 > 1, en d4d + lo) pumítos (histimmtos.
La. existencia de Ef’ está garamítizada ya que las anteriores condiciones son condiciones que
(lefimmeim un abierto (denso) de Zariski del espacio de las curvas planas cíe grado d + lo.
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Sean las superficies de IP3
Xi’ 2={(a::y:z2w)cIPB:fa(a:.y,z).wk +9d±k(X,y,Z)0}.
Xi = {Qr 2 y 2 Z 2 za) e : fd(a:, y, z) . vi + fd±k(a:,y, z) =
Ambas cumplen las condiciones del teorema anterior, por lo que se pueden comparar sus
números de Miluor en (0 2 0 2 0 : 1). Para la superficie Xi’ se tiene
>3
<VES ny(D)flI’
>3 >3 {(CÍ’tEf’)p—1}
q,>m PEO ÑT’
ya que Sin 9(Dred) y Ef’ no tienen intersección. Ademnás, comno 6 y Ef’ tienen intersección
trammsversal, la última igualdad es equivalente a
>3>3(q
q,>m PCO,ÑT’
—1)= >3p(d+lo)(q
1—l) =(d±k)(d—p),
qj>m
donde p es el grado del cono tangente reducido, es decir p = d1 + ... + dr. Ahora basta.
aplica.r la fórmula de comparación para finalizar la demostración del teorema. U
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