Dual graphs from noncommutative and quasisymmetric Schur functions by van Willigenburg, Stephanie
ar
X
iv
:1
90
7.
13
09
4v
1 
 [m
ath
.C
O]
  2
6 J
ul 
20
19
DUAL GRAPHS FROM NONCOMMUTATIVE AND
QUASISYMMETRIC SCHUR FUNCTIONS
S. VAN WILLIGENBURG
Abstract. By establishing relations between operators on compositions, we
show that the posets of compositions arising from the right and left Pieri
rules for noncommutative Schur functions can each be endowed with both the
structure of dual graded graphs and dual filtered graphs when paired with the
poset of compositions arising from the Pieri rules for quasisymmetric Schur
functions and its deformation.
1. Introduction
Differential posets [19] and dual graded graphs [5, 6] were first developed in
order to better understand the Robinson-Schensted-Knuth algorithm. However,
since then they have developed into a research area in their own right, for example
[16, 21], including rank variants [20] and signed analogues [13]. They also arise in
the study of representations of towers of algebras [2, 8], have been generalized to pla-
nar binary trees [17], Kac-Moody algebras [1, 15], quantized versions [14], and most
recently to related to K-theory via dual filtered graphs [18]. The classic example
of dual graded graphs is Young’s lattice paired with itself. Young’s lattice appears
in a variety of areas, such as being used to describe the Pieri rules for Schur func-
tions. From this perspective, natural generalizations of Young’s lattice exist arising
from Pieri rules for the Schur function generalizations known as quasisymmetric
Schur functions, and noncommutative Schur functions. In particular, quasisym-
metric Schur functions [11] are a nonsymmetric generalization of Schur functions
that form a basis for the increasingly ubiquitous Hopf algebra of quasisymmetric
functions, for example [4, 10, 12]. Their Pieri rules [11, Theorem 6.3] give rise
to the generalization of Young’s lattice known as the quasisymmetric composition
poset. Dual to this Hopf algebra is the Hopf algebra of noncommutative symmetric
functions [9], whose basis dual to that of quasisymmetric Schur functions is the
basis of noncommutative Schur functions [3], a noncommutative analogue of Schur
functions. Due to noncommutativity, two sets of Pieri rules arise, one arising from
multiplication on the right [22, Theorem 9.3] and one from multiplication on the
left [3, Corollary 3.8]. These two sets of Pieri rules give rise to two generalizations
of Young’s lattice known as the right composition poset and the left composition
poset. Therefore the question arises: Are these posets dual graded and dual filtered
graphs? In this paper we answer this question in the affirmative.
More precisely, this paper is structured as follows. In Section 2 we review neces-
sary notions on compositions in order to define operators on them. These operators
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are used to define three partially ordered sets in Subsection 2.1, Rc and Lc that
arise in the right and left Pieri rules for noncommutative Schur functions, and Qc
that arises in the Pieri rules for quasisymmetric Schur functions. We then establish
useful relations satisfied by these operators in Subsections 2.2 and 2.3. In Section 3
we show that Rc and Qc, plus Lc and Qc, are each a pair of dual graded graphs
in Theorems 3.3 and 3.15. We define a strong filtered graph Q˜c on the set of com-
positions using the operators arising in the Pieri rules for quasisymmetric Schur
functions in Definition 3.5, and establish that Rc and Q˜c, plus Lc and Q˜c, are each
a pair of dual filtered graphs in Theorems 3.8 and 3.17.
2. Compositions and operators
A finite list of integers α = (α1, . . . , αℓ) is called a weak composition if α1, . . . , αℓ
are nonnegative, and is called a composition if α1, . . . , αℓ are positive. Note that
every weak composition has an underlying composition, obtained by removing all
0s. Given α = (α1, . . . , αℓ) we call the αi the parts of α, and the sum of the parts
of α the size of α.
Now we will recall four families of operators, each of which are indexed by pos-
itive integers, and have already contributed to the theory of quasisymmetric and
noncommutative Schur functions. Although originally defined on compositions, we
will define them in the natural way on weak compositions to simplify our proofs.
Our first operator is the box removing operator d, which first appeared in the Pieri
rules for quasisymmetric Schur functions [11]. Our second operator is the append-
ing operator a. Together these give our third operator, the jeu de taquin or jdt
operator u. This operator arises in jeu de taquin slides on semistandard reverse
composition tableaux and in the right Pieri rules for noncommutative Schur func-
tions [22]. Our fourth operator is the box adding operator t, which plays the same
role in the left Pieri rules for noncommutative Schur functions [3] as u does in the
right Pieri rules. Each of these operators is defined on weak compositions for every
integer i ≥ 0 and we note that
d0 = a0 = u0 = t0 = Id
namely the identity map, which fixes the weak composition it is acting on. We now
define the remaining operators for i ≥ 1, after establishing some set notation. Let
N be the set of positive integers. Anytime we refer to a set I ⊂ N, we implicitly
assume that I is finite. Also, if we are given such a set I, then I − 1 is the set
obtained by subtracting 1 from all the elements in I and removing any 0s that
might arise in so doing.
Example 2.1. If I = {1, 2, 4}, then I − 1 = {1, 3}.
By [i] where i ≥ 1, we mean the set {1, 2, . . . , i}. We furthermore define [0] to
be the empty set. We will denote the maximum element of a set A by max(A). If
A is the empty set, by convention we have that max(A) = 0.
The first box removing operator on weak compositions, di for i ≥ 1, is defined as
follows. Let α be a weak composition. Then
di(α) = α
′
where α′ is the weak composition obtained by subtracting 1 from the rightmost
part equalling i in α. If there is no such part then we define di(α) = 0.
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Example 2.2. Let α = (2, 1, 3). Then d1(α) = (2, 0, 3), d2(α) = (1, 1, 3), d3(α) =
(2, 1, 2) and d4(α) = 0. In fact, di(α) = 0 for all i ≥ 4.
Given a finite set I = {i1 < · · · < ik} of positive integers, we define
dI = di1di2 · · · dik .
For convenience, we define d∅ = d0. The empty product of box removing operators
is also defined to be d0.
Example 2.3.
d[3]((3, 1, 4, 2, 1)) = d1d2d3((3, 1, 4, 2, 1))
= d1d2((2, 1, 4, 2, 1))
= d1((2, 1, 4, 1, 1))
= (2, 1, 4, 1, 0)
The second appending operator on weak compositions, ai for i ≥ 1, is defined as
follows. Let α = (α1, . . . , αℓ) be a weak composition. Then
ai(α) = (α1, . . . , αℓ, i)
namely, the weak composition obtained by appending a part i to the end of α. To
simplify proofs later, we will abuse notation and also think of a0 as adding 0 to the
end of α that we will eventually remove.
Example 2.4. Let α = (2, 1, 3). Then a2(α) = (2, 1, 3, 2). However, a2d4(α) = 0
since d4(α) = 0 by Example 2.2.
The third jeu de taquin or jdt operator on weak compositions, ui for i ≥ 1, is
defined as follows. Considering the box removing and appending operators,
ui = aid[i−1].
Example 2.5. Let us compute
u4((3, 1, 4, 2, 1)) = a4d[3]((3, 1, 4, 2, 1)).
By Example 2.3 d[3]((3, 1, 4, 2, 1)) = (2, 1, 4, 1, 0), and hence u4(3, 1, 4, 2, 1) = (2, 1, 4, 1, 0, 4).
For any set of finite positive integers I = {i1 < · · · < ik}, we define
uI = uik · · · ui1 .
For convenience, we define u∅ = u0. The empty product of jdt operators is also
defined to be u0. Note further that the order of indices in dI is the reverse of that
in uI .
Lastly, the fourth box adding operator on weak compositions, ti for i ≥ 1, is
defined as follows. Let α = (α1, . . . , αℓ) be a weak composition. Then
t1(α) = (1, α1, . . . , αℓ)
and for i ≥ 2
ti(α) = (α1, . . . , αj + 1, . . . , αℓ)
where αj is the leftmost part equalling i− 1 in α. If there is no such part, then we
define ti(α) = 0.
Example 2.6. Let α = (3, 1, 4, 2, 1). Then t1(α) = (1, 3, 1, 4, 2, 1), t2(α) = (3, 2, 4, 2, 1),
t3(α) = (3, 1, 4, 3, 1), t4(α) = (4, 1, 4, 2, 1), t5(α) = (3, 1, 5, 2, 1) and ti(α) = 0 for
all i ≥ 6.
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2.1. Composition posets. With our operators we will now define three partial
orders on compositions noting that if any parts of size 0 arise during computation,
then they are ignored. The adjectives right and left in the first two are not only
used to distinguish between the posets, but also to refer to their roles in the right
and left Pieri rules for noncommutative Schur functions in [22, Theorem 9.3] and
[3, Corollary 3.8] respectively, and whose notation we follow now.
Definition 2.7. The right composition poset, denoted by Rc, is the poset consisting
of all compositions with cover relation ⋖r such that for compositions α, β
β ⋖r α if and only if α = ui(β)
for some i ≥ 1. Meanwhile the left composition poset, denoted by Lc, is the poset
consisting of all compositions with cover relation ⋖c such that for compositions α, β
β ⋖c α if and only if α = ti(β)
for some i ≥ 1.
The order relation <r in Rc (respectively, <c in Lc) is obtained by taking the
transitive closure of the cover relation ⋖r (respectively, ⋖c).
Example 2.8. Let β = (3, 1, 4, 2, 1), αR = (2, 1, 4, 1, 4) and αL = (4, 1, 4, 2, 1).
Then β ⋖r α
R = u4(β) and β ⋖c α
L = t4(β) by Examples 2.5 and 2.6, respectively.
Our third poset, meanwhile, stems from the Pieri rules for quasisymmetric Schur
functions [11, Theorem 6.3], hence its name.
Definition 2.9. The quasisymmetric composition poset, denoted by Qc, is the
poset consisting of all compositions with cover relation ⋖q such that for compositions
α, β
β ⋖q α if and only if di(α) = β
for some i ≥ 1.
Again, the order relation <q in Qc is obtained by taking the transitive closure
of the cover relation ⋖q.
Example 2.10. Let β = (4, 1, 3, 2, 1) and α = (4, 1, 4, 2, 1). Then d4(α) = β ⋖q α.
2.2. Relations satisfied by operators of type u and d. We will now give a
variety of lemmas regarding the jdt operators and box removing operators, which
will be useful in proving our main theorems later. Hence this subsection can be
safely skipped for now and referred to later. In all the proofs we assume that α is
a weak composition.
Lemma 2.11. For i ≥ 0 we have that ai = di+1ai+1.
Proof. Let α = (α1, . . . , αℓ). Then ai+1(α) = (α1, . . . , αℓ, i + 1). This implies by
definition that di+1ai+1(α) = (α1, . . . , αℓ, i) = ai(α). 
As a corollary we obtain the following relationship between any two appending
operators.
Corollary 2.12. For positive integers i and j satisfying i ≥ j, we have that
djdj+1 · · · di−1diai = aj−1.
DUAL GRAPHS FROM GENERALIZED SCHUR FUNCTIONS 5
Lemma 2.13. Let i 6= j be positive integers. Then
diaj = ajdi.
Proof. Let α = (α1, . . . , αℓ). Let β = aj(α) = (α1, . . . , αℓ, j). If α does not have
a part equalling i, then neither does β, as i 6= j. Thus in this case we have
that diaj(α) = di(β) = 0 = ajdi(α). Now, assume that αr is the rightmost part
equalling i in α. Then ajdi(α) = (α1, . . . , αr−1, αr − 1, . . . , αℓ, j). Since i 6= j, we
are guaranteed that di(β) = (α1, . . . , αr−1, αr − 1, . . . , αℓ, j). Thus we have that
diaj(α) = ajdi(α) in this case as well, and we are done. 
The proofs of the next three lemmas consist of case analyses that are similar in
style to the proof of Lemma 2.13, however, they are more technical and hence we
omit them for brevity.
Lemma 2.14. Let i and j be distinct positive integers such that |i− j| ≥ 2. Then
didj = djdi.
Lemma 2.15. Let i ≥ 1. Then d2i di+1 = didi+1di.
Lemma 2.16. Let i ≥ 1. Then did2i+1 = di+1didi+1.
Lemma 2.17. Let i 6= j be positive integers. Then
uidj = djui.
Proof. Let us first consider the case 1 ≤ i ≤ j− 1. Then by Lemmas 2.13 and 2.14,
we have that dj commutes with ai, d1, . . . , di−1. Hence uidj = djui in this case.
Now consider the case where i > j ≥ 1. Then djui = djaid1d2 · · · di−1. Again,
using Lemmas 2.13 and 2.14, we can write this as
aid1 · · · dj−2djdj−1dj · · · di−1.
Using Lemma 2.16, we can write the above as
aid1 · · · dj−2dj−1djdjdj+1 · · · di−1.
Notice at this stage, if we assume j = i−1, then we have shown that uidj = djui. So
let us assume i− j ≥ 2. Using Lemma 2.15, we can transform the above expression
to
aid1 · · · dj−2dj−1djdj+1djdj+2 · · · di−1.
Now Lemma 2.14 easily establishes that the above expression equals
aid1 · · · dj−2dj−1djdj+1dj+2 · · · di−1dj
and we are done. 
Lemma 2.18. Let i ≥ 1. Then uidi = di+1ui+1.
Proof. Notice that uidi = aid[i]. Furthermore, Lemma 2.11 states that ai =
di+1ai+1, and hence uidi = di+1ai+1d[i]. Since ui+1 = ai+1d[i], by definition, the
claim follows. 
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2.3. Relations satisfied by operators of type t and d. We now give two useful
lemmas, but this time regarding the box adding and box removing operators. Again,
if desired, this subsection can be safely skipped for now and referred to later. In
all the proofs we assume that α is a weak composition.
Lemma 2.19. Let i 6= j be positive integers. Then
tidj = djti.
Proof. Let α = (α1, . . . , αℓ). First consider the case i = 1. If α does not have
a part equalling j, then t1dj(α) = 0. Note now that, since j 6= 1, we have that
djt1(α) = dj((1, α1, . . . , αℓ)) = 0 as well.
Hence we can assume that i ≥ 2. If α does not have a part equalling i− 1, then
using the fact that i 6= j, we get that dj(α) does not have a part equalling i − 1
either (assuming it does not equal 0 already). This implies that tidj(α) = 0. Our
assumption that α has no part equalling i− 1 also implies that dj ti(α) = 0.
Finally assume that α does have a part equalling i − 1, and let αr denote the
leftmost such part. Then
ti(α) = (α1, . . . , αr + 1, . . . , αℓ).
If α does not have a part equalling j, then neither does ti(α). This follows from the
fact that i 6= j. This immediately implies that tidj(α) = djti(α) = 0 in this case.
If α does have a part equalling j, then let αs denote the rightmost such part. Note
that αs continues to be the rightmost part equalling j in ti(α) as well (unless there
is a single part equalling j = i − 1, in which case tidj(α) = dj ti(α) = 0). Again,
this follows since i 6= j. Thus we get that
tidj(α) = djti(α) = (α1, . . . , αr + 1, . . . , αs − 1, . . . , αℓ)
if r < s and
tidj(α) = djti(α) = (α1, . . . , αs − 1, . . . , αr + 1, . . . , αℓ)
if s < r. 
The proof of the next lemma consists of a number of small case analyses that
are similar in style to the above proof, and hence we omit them for brevity.
Lemma 2.20. Let i be a positive integer. When i = 1 we have the following.
(1) If α has parts equalling 1, then d1t1(α) = t1d1(α) 6= 0.
(2) If α has no parts equalling 1, then d1t1(α) = α and t1d1(α) = 0.
When i ≥ 2 we have the following.
(1) If α has parts equalling both i and i − 1, then diti(α) = tidi(α) 6= 0.
(2) If α has parts equalling i and no parts equalling i− 1, then diti(α) = 0 and
tidi(α) = α.
(3) If α has no parts equalling i and parts equalling i− 1, then diti(α) = α and
tidi(α) = 0.
(4) If α has parts equalling neither i nor i− 1, then diti(α) = tidi(α) = 0.
In particular, if diti(α) and tidi(α) are nonzero, then diti(α) = tidi(α).
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3. Dual graphs from composition posets
We now recall terminology pertaining to graded graphs and filtered graphs, and
follow the notation of [18]. Let G be a graph consisting of a set of vertices P
endowed with a rank function ρ : P → Z with vertices x, y ∈ P and y is of rank
weakly greater than x. Then G is called a graded graph when the edge set E satisfies
if (x, y) ∈ E then ρ(y) = ρ(x)+1. The graph G is called a weak filtered graph when
the edge set E satisfies if (x, y) ∈ E then ρ(y) ≥ ρ(x), and a strong filtered graph
when the edge set E satisfies if (x, y) ∈ E then ρ(y) > ρ(x). Now given a field
K of characteristic 0, the vector space KP is the space consisting of all formal
linear combinations of vertices of G. Then we define the up and down operators
U,D ∈ End(KP ) associated with G to be
U(x) =
∑
y
m(x, y)y
D(y) =
∑
x
m(x, y)x
where x and y are vertices of G, y is of weakly greater rank than x, and m(x, y)
is the number of edges connecting x and y. With this in mind, let G1 be a graded
graph with up operator U and G2 be a graded graph with down operator D such
that G1 and G2 have a common vertex set P and rank function ρ. Then G1 and
G2 are dual graded graphs if and only if on KP
(3.1) DU − UD = Id
where Id is the identity operator on KP . Similarly let G˜1 be a weak filtered graph
with up operator U˜ and G˜2 be a strong filtered graph with down operator D˜ such
that G˜1 and G˜2 have a common vertex set P and rank function ρ. Then G˜1 and
G˜2 are dual filtered graphs if and only if on KP
(3.2) D˜U˜ − U˜D˜ = D˜ + Id.
3.1. Dual graphs and the right composition poset. Observe that our com-
position posets Rc and Qc defined in Subsection 2.1 with vertex set being the set
of all compositions, whose rank function is given by the size of a composition and
whose edge sets are the respective cover relations, are both clear examples of graded
graphs. By the definition of the cover relation ⋖r it follows that the up operator
associated with Rc is given by
(3.3) U =
∑
i≥1
ui.
Example 3.1. Let α be the composition (2, 1, 3). Then
U((2, 1, 3)) = (2, 1, 3, 1) + (2, 0, 3, 2) + (1, 0, 3, 3) + (2, 1, 0, 4)
= (2, 1, 3, 1) + (2, 3, 2) + (1, 3, 3) + (2, 1, 4).
Similarly, by the definition of the cover relation ⋖q it follows that the down
operator associated with Qc is given by
(3.4) D =
∑
i≥1
di.
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Example 3.2. Let α be the composition (2, 1, 3). Then by Example 2.2
D((2, 1, 3)) = (2, 0, 3) + (1, 1, 3) + (2, 1, 2) = (2, 3) + (1, 1, 3) + (2, 1, 2).
Moreover we have the following.
Theorem 3.3. Rc and Qc are dual graded graphs, that is, on compositions
DU − UD = Id.
Proof. Notice that
DU =
∑
i6=j
i,j≥1
djui +
∑
k≥1
dkuk
and
UD =
∑
i6=j
i,j≥1
uidj +
∑
k≥1
ukdk.
Using Lemma 2.17 and Lemma 2.18, we reach the conclusion that
DU − UD = d1u1.
By Lemma 2.11, d1u1 = a0 = Id. This finishes the proof. 
Example 3.4. Let α = (2, 1, 3). Then suppressing commas and parentheses for
ease of comprehension, we have by Examples 3.1 and 3.2 that
DU(α) = D(2131 + 2032 + 1033 + 2104)
= 2130 + 1131 + 2121 + 2031 + 2022 + 0033 + 1032 + 2004 + 1104 + 2103
and
UD(α) = U(203 + 113 + 212)
= 2031 + 0033 + 2004 + 1131 + 1032 + 1104 + 2121 + 2022 + 2103.
Thus (DU − UD)(α) = 213 = Id(α).
To describe our results in the context of dual filtered graphs, we need the fol-
lowing.
Definition 3.5. Let Q˜c be the graded graph whose vertex set is the set of all compo-
sitions, whose rank function is given by the size of a composition, and whose edge
set is as follows. Given compositions α and β such that the size of α is strictly
greater than β, we have the edge
(β, α) if and only if dI(α) = β
for some finite ∅ 6= I ⊂ N.
As before, when computing dI(α) in Definition 3.5, we ignore all parts that equal
0.
Example 3.6. We have an edge between β = (4, 1, 3, 1, 1) and α = (4, 1, 4, 2, 1) in
Q˜c since d{2,4}(α) = β.
Remark 3.7. Observe that the relation <q˜ on compositions defined by β <q˜ α if
and only if β = dI(α) does not give rise to a poset structure, since transitivity is
not satisfied. For example, d{1,4}((4, 1, 4, 1)) = (4, 1, 3) and d{1,4}((4, 1, 3)) = (3, 3),
but no I exists such that dI((4, 1, 4, 1)) = (3, 3).
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Clearly, we have that Q˜c is an example of a strong filtered graph by definition.
The associated down operator is given by
(3.5) D˜ =
∑
I⊂N
dI
where the sum is over all finite but nonempty subsets of N. Hence we can relate
Rc and Q˜c as follows, since any graded graph, such as Rc, is also a weak filtered
graph.
Theorem 3.8. Rc and Q˜c are dual filtered graphs, that is, on compositions
D˜U − UD˜ = D˜ + Id.
Proof. First note that the operator D˜U has the following expansion.
D˜U =
∑
i≥1
I⊂N
dIui
=
∑
I⊂N
i∈I
dIui +
∑
I⊂N
i≥1,i/∈I
dIui
In a similar manner, we obtain the following expansion for UD˜.
UD˜ =
∑
i≥1
I⊂N
uidI
=
∑
I⊂N
i∈I
uidI +
∑
I⊂N
i≥1,i/∈I
uidI
Using Lemma 2.17, we obtain that
D˜U − UD˜ =
∑
I⊂N
i∈I
dIui −
∑
I⊂N
i∈I
uidI .
Now consider a fixed set I ⊂ N and i ∈ I. We will next show that the operator
dIui corresponds to either to a unique operator ui′dI′ where i
′ ∈ I ′, or an operator
a0dI′ where I
′ might be the empty set.
Let j ∈ I be the smallest positive integer such that j − 1 /∈ I but every integer
k satisfying j ≤ k ≤ i belongs to I. Consider the following sets.
A = {k | k ∈ I, k < j}
B = {k | j ≤ k ≤ i}
C = {k | k ∈ I, k > i}
Clearly, we have that I = A∐B∐C where ∐ denotes disjoint union. Define the set
I ′ to be A∐ (B− 1)∐C. Notice that I ′ can be the empty set (precisely in the case
where A and C are empty, while B = {1}). Now we have the following sequence of
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equalities using Lemma 2.17 and Lemma 2.18.
dIui = dAdBdCui
= dAdBuidC
= dAuj−1dB−1dC
= uj−1dAdB−1dC
= uj−1dI′
Given the invertibility of our computation, it is clear how to recover dIui starting
from uj−1d
′
I . Furthermore, if j 6= 1, then we clearly have that j − 1 ∈ I
′. The
above thus implies that ∑
I⊂N
i∈I
dIui −
∑
I⊂N
i∈I
uidI = a0 + a0D˜
thereby finishing the proof. 
Example 3.9. Let α = (1, 2). Then suppressing commas and parentheses as before,
we have that
D˜(α) = (02 + 11 + 10).
Therefore
D˜U(α) = D˜(121 + 022 + 103)
= 120 + 111 + 110 + 021 + 020 + 003 + 102 + 002 + 101 + 100
and
UD˜(α) = U(02 + 11 + 10)
= 021 + 003 + 111 + 102 + 101 + 002.
Thus (D˜U − UD˜)(α) = 2 + 11 + 1 + 12 = (D˜ + Id)(α).
Remark 3.10. It is worth noting the connection between our results here and
Fomin’s work in [7]. In particular, note that the relations [7, Equation 1.9] sat-
isfied by his box adding and box removing operators on partitions (denoted therein
by u and d, respectively) are the same as those satisfied by the jdt operators and
box removing operators on compositions. The relations are easy to establish in the
case of partitions, but as we have seen, deriving the same relations in the case of
compositions is more delicate.
Fomin then uses these operators to define generating functions A(x) and B(y)
that add or remove horizontal strips in all possible ways respectively, and then uses
[7, Equation 1.9] to prove the following commutation relation [7, Theorem 1.2].
A(x)B(y) = B(y)A(x)(1 − xy)−1
He later notes that the dual graded graph nature of Young’s lattice is encoded in the
aforementioned identity. More precisely it follows from comparing the coefficient
of xy on either side [7, Equation 1.13]. In fact, one can obtain various identities
by comparing coefficients and can verify that the relations describing dual filtered
graphs can be obtained by setting y = 1 and then subsequently comparing the
coefficient of x on either side. Thus in a sense, the relations uniformly establish
both the dual graded graph and the dual filtered graph structures on Young’s lattice
and Rc.
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We now proceed to discuss Lc defined using box adding operators. We will
establish that this poset can also be endowed with a structure of a dual graded graph
and a dual filtered graph. But the relations satisfied in this case are different than
the ones we have encountered, and we cannot use Fomin’s commutation relation
in this setting. In fact, as we will see, the cancellations in the case of Lc are more
subtle despite the simplicity of the action of t compared to the action of u.
3.2. Dual graphs and the left composition poset. Our composition poset Lc
with vertex set being the set of all compositions, whose rank function is given by
the size of a composition and whose edge set is the cover relations is clearly a graded
graph and hence also a weak filtered graph. By the definition of the cover relation
⋖c it follows that the up operator associated with Lc is given by
(3.6) Ut =
∑
i≥1
ti.
Example 3.11. Let α be the composition (2, 1, 3). Then
Ut((2, 1, 3)) = (1, 2, 1, 3) + (2, 2, 3) + (3, 1, 3) + (2, 1, 4).
Again Qc and Q˜c are respectively a graded graph and a strong filtered graph
with respective down operators D and D˜.
For the remainder of this section, we will fix a composition α. This given, we
will define a function Φ : Y → X , where the sets X and Y are defined as follows.
X = {dI ti | I ⊂ N, i ∈ I, dI ti(α) 6= 0}
Y = {tidI | I ⊂ N, i ∈ I, tidI(α) 6= 0}
Consider w = tidI ∈ Y . Decompose I = A ∐ {i} ∐B where
A = {j ∈ I | j < i}
B = {j ∈ I | j > i}.
By Lemma 2.19, we have that w = dAtididB. Let k denote the largest part of α
that is strictly less than i. Then k ≥ max(A) as follows.
Decompose A = A′
∐
{m} with m = max(A). Then we have dA′dmtididB(α) =
w(α) 6= 0 and it follows that m is a part in the composition tididB(α) (otherwise,
dm(tididB(α)) = 0, which implies that w(α) = 0 contradicting w(α) 6= 0). Hence
the largest part of α strictly less than i is at least m = max(A).
If such a part does not exist, we define k to be 0. Let i′ = k + 1. Now let
I ′ = A∐ {i′} ∐B and
Φ(w) = dI′ ti′ = dAdi′ ti′dB .
Then the following can be proved using Lemmas 2.19 and 2.20.
Lemma 3.12. Let w = tidI = tidAdidB = dAtididB ∈ Y and let w′ = Φ(w). Then
the following statements hold.
(1) w′(α) = w(α) if i = 1.
(2) w′(α) = w(α) if i ≥ 2 and i is not the smallest part of dB(α).
(3) w′(α) = (0, w(α)) if i ≥ 2 and i is the smallest part of dB(α).
In particular, Φ : Y → X and, at the level of compositions, we have that Φ(w)(α) =
w(α) for all w ∈ Y .
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The next step for us is to identify the image of Y under the map Φ. The image
of Y is a very special subset of X , which has the following explicit description. Let
the largest part of α be m. Define Z as follows.
Z = {dI ti ∈ X | i ≤ m}
Thus in other words, Z is the subset comprising of words that never add a box to
the largest part. Note that by the definition of Φ we have that Φ(Y ) ⊆ Z since if
w ∈ Y and Φ(w) has rightmost operator tj then j ≤ m. Our next aim is to find
the inverse of Φ.
Consider w = dI ti ∈ Z. Writing I = A ∐ {i} ∐ B in the usual way, and using
Lemma 2.19 allows us to write w as shown below.
w = dAditidB
Let i′′ be the smallest part of dB(α) weakly greater than i. This always exists by
our hypothesis that w ∈ Z. We define Ψ(w) to be
Ψ(w) = dAti′′di′′dB
= ti′′dI′′
where I ′′ = A∐{i′′}∐B. It is straightforward to see that if k is the largest part of
α strictly less than i, i′ = k+1, and i′′ is the smallest part of dB(α) weakly greater
than i′, then i′′ = i and hence
Ψ(Φ(w)) = dAtididB = w
so Ψ is the inverse of Φ. Hence we have the bijection
(3.7) Φ(Y ) = Z.
Example 3.13. Consider the composition α = (2, 6, 1, 4) and let w = t4d{1,4,5,6}.
Then w(α) = (2, 4, 0, 4) so w ∈ Y . We have the following decomposition for w.
w = d{1}t4d4d{5,6}
Then the corresponding A, B and i are {1}, {5, 6} and 4 respectively. Our method
for constructing Φ(w) requires that first we find the largest part k strictly less than
i in α. So it follows that k = 2. This implies that
Φ(w) = d{1,3,5,6}t3 = d{1}d3t3d{5,6}
and hence Φ(w)(α) = (2, 4, 0, 4) = w(α) and Φ(w) ∈ Z. Lastly note that since
dB(α) = (2, 4, 1, 4) we have for Φ(w) that its i
′′ = 4 and
Ψ(Φ(w)) = Ψ(d{1}d3t3d{5,6}) = d{1}t4d4d{5,6} = w
as desired.
Since Ψ is the inverse of Φ we also have the following.
Corollary 3.14. Φ is an injection from Y to X.
Consider the sets P and Q defined as follows.
P = {diti | i ≥ 1, diti(α) 6= 0}
Q = {tidi | i ≥ 1, tidi(α) 6= 0}
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Clearly, P ⊂ X and Q ⊂ Y . Furthermore, we have that Φ(Q) maps into P . In
fact, a stronger claim holds from the discussion prior to this:
Φ(Q) = P \ {dm+1tm+1}
where m is the largest part of α.
Then utilising all of the above we have the following two theorems.
Theorem 3.15. Lc and Qc are dual graded graphs, that is, on compositions
DUt − UtD = Id.
Proof. Firstly note that DUt corresponds to the following expansion.
DUt =
∑
i,j≥1
ditj =
∑
i,j≥1,i6=j
ditj +
∑
k≥1
dktk
Also the operator UtD corresponds to the expansion below.
UtD =
∑
i,j≥1
tjdi =
∑
i,j≥1,i6=j
tjdi +
∑
k≥1
tkdk
Then, on using Lemma 2.19, we obtain the following.
DUt − UtD =
∑
k≥1
dktk −
∑
k≥1
tkdk(3.8)
Taking α into account we can rewrite the above equation as stating the following.
(DUt − UtD)(α) =
∑
w∈P
w(α) −
∑
w∈Q
w(α) = dm+1tm+1(α) +
∑
w∈Q
(Φ(w) − w)(α)
Now at the level of compositions we have
∑
w∈Q(Φ(w)−w)(α) = 0 by Lemma 3.12,
and dm+1tm+1(α) = α. This implies the claim. 
Example 3.16. Let α = (2, 1, 3). Then suppressing commas and parentheses as
before, we have that
DUt(α) = D(1213 + 223 + 313 + 214)
= 1203 + 1113 + 1212 + 213 + 222 + 303 + 312 + 204 + 114 + 213
and
UtD(α) = Ut(203 + 113 + 212)
= 1203 + 303 + 204 + 1113 + 213 + 114 + 1212 + 222 + 312.
Thus (DUt − UtD)(α) = 213 = Id(α).
Theorem 3.17. Lc and Q˜c are dual filtered graphs, that is, on compositions
D˜Ut − UtD˜ = D˜ + Id.
Proof. The beginning of the proof is very similar to that in Theorem 3.8 but with
ti instead of ui. Using Lemma 2.19 we obtain the following equality.
D˜Ut − UtD˜ =
∑
I⊂N
i∈I
dI ti −
∑
I⊂N
i∈I
tidI
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Now for the fixed composition α, we can rewrite the above equation as follows.
(D˜Ut − UtD˜)(α) =
∑
w∈X
w(α) −
∑
w∈Y
w(α)
=
∑
w∈X\Z
w(α) +
∑
w∈Z
w(α) −
∑
w∈Y
w(α)(3.9)
At the level of compositions, Lemma 3.12 implies that
∑
w∈Y
(Φ(w)(α) − w(α)) = 0.
Using the above and Equation (3.7) in Equation (3.9) at the level of compositions
gives
(D˜Ut − UtD˜)(α) =
∑
w∈X\Z
w(α).
Observe now that every element ofX\Z has the form dAdm+1tm+1 where A consists
only of instances of di where i ≤ m and m is the largest part of α. Furthermore
we do have the possibility that A is empty. Additionally, it is easy to see that
dm+1tm+1 is the identity map. The preceding discussion allows us to conclude the
following equality at the level of compositions, thereby finishing the proof.
(D˜Ut − UtD˜)(α) = (D˜ + Id)(α)

Example 3.18. Let α = (1, 2). Then suppressing commas and parentheses as
before, we have that
D˜(α) = (02 + 11 + 10).
Therefore
D˜Ut(α) = D˜(112 + 22 + 13)
= 102 + 111 + 110 + 21 + 20 + 03 + 12 + 02 + 11 + 10
and
UtD˜(α) = Ut(02 + 11 + 10)
= 102 + 03 + 111 + 21 + 110 + 20.
Thus (D˜Ut − UtD˜)(α) = 2 + 11 + 1 + 12 = (D˜ + Id)(α).
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