Wstęp do teorii spektralnej by Sołtysiak, Andrzej

WSTĘP DO TEORII SPEKTRALNEJ
uniwersytet im. adama mickiewicza w poznaniu
Andrzej Sołtysiak
WSTĘP DO TEORII SPEKTRALNEJ
poznań 2016
Recenzent: prof. dr hab. Krzysztof Rudol
Publikacja dofinansowana przez Wydział Matematyki i Informatyki Uniwersytetu
im. Adama Mickiewicza w Poznaniu
c© Andrzej Sołtysiak 2016
This edition c© Uniwersytet im. Adama Mickiewicza w Poznaniu,
Wydawnictwo Naukowe UAM, Poznań 2016




UNIWERSYTETU IM. ADAMA MICKIEWICZA W POZNANIU
61-701 POZNAŃ, UL. ALEKSANDRA FREDRY 10
www.press.amu.edu.pl
Sekretariat: tel. 61 829 46 46, faks 61 829 46 47, e-mail: wydnauk@amu.edu.pl
Dział sprzedaży: tel. 61 829 46 40, e-mail: press@amu.edu.pl
Wydanie I. Ark. wyd. 12,00. Ark. druk. 12,25
DRUK I OPRAWA: EXPOL, WŁOCŁAWEK, UL. BRZESKA 4
Spis treści
Przedmowa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
Rozdział 1. Przestrzenie Banacha i operatory liniowe ograniczone 9
1.1. Definicja i przykłady przestrzeni Banacha . . . . . . . . . . . . . . 9
1.2. Przestrzenie Lp . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.3. Szeregi elementów przestrzeni unormowanej . . . . . . . . . . . . . 22
1.4. Przestrzenie ośrodkowe . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.5. Operatory liniowe ograniczone . . . . . . . . . . . . . . . . . . . . . 28
1.6. Przestrzenie skończenie wymiarowe . . . . . . . . . . . . . . . . . . 37
Ćwiczenia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
Rozdział 2. Przestrzenie Hilberta . . . . . . . . . . . . . . . . . . . . . 42
2.1. Definicja i przykłady przestrzeni Hilberta . . . . . . . . . . . . . . . 42
2.2. Twierdzenie o rzucie ortogonalnym . . . . . . . . . . . . . . . . . . 46
2.3. Układy ortonormalne . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Ćwiczenia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
Rozdział 3. Trzy zasady analizy funkcjonalnej . . . . . . . . . . . . . 67
3.1. Twierdzenie Baire’a . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.2. Zasada jednostajnej ograniczoności . . . . . . . . . . . . . . . . . . 68
3.3. Twierdzenie Banacha o odwzorowaniu otwartym . . . . . . . . . . . 72
3.4. Operatory odwracalne . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.5. Twierdzenie Hahna-Banacha . . . . . . . . . . . . . . . . . . . . . . 78
Ćwiczenia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
Rozdział 4. Operatory ograniczone na przestrzeni Hilberta . . . . 86
4.1. Wstępne informacje . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.2. Operator sprzężony . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.3. Podprzestrzenie niezmiennicze i redukujące . . . . . . . . . . . . . . 95
Ćwiczenia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
Rozdział 5. Elementy teorii spektralnej na przestrzeni Banacha . 100
5.1. Widmo operatora na przestrzeni Banacha . . . . . . . . . . . . . . 100
5.2. Widmo aproksymatywne punktowe . . . . . . . . . . . . . . . . . . 110
5.3. Widmo operatora na przestrzeni Hilberta . . . . . . . . . . . . . . . 112
Ćwiczenia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
6 Spis treści
Rozdział 6. Operatory zwarte . . . . . . . . . . . . . . . . . . . . . . . 119
6.1. Ciągowa zwartość i całkowita ograniczoność . . . . . . . . . . . . . 119
6.2. Zwartość w przestrzeniach skończenie wymiarowych . . . . . . . . . 125
6.3. Operatory zwarte . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
6.4. Widmo operatora zwartego . . . . . . . . . . . . . . . . . . . . . . . 132
6.5. Operatory całkowe. Twierdzenia Fredholma . . . . . . . . . . . . . 137
Ćwiczenia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
Rozdział 7. Twierdzenie spektralne . . . . . . . . . . . . . . . . . . . . 145
7.1. Operatory rzutowania . . . . . . . . . . . . . . . . . . . . . . . . . . 145
7.2. Twierdzenie spektralne w przestrzeni skończenie wymiarowej . . . . 148
7.3. Twierdzenie spektralne dla zwartych operatorów normalnych . . . . 150
7.4. Operatory dodatnie . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
7.5. Rachunek funkcyjny . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
7.6. Twierdzenie spektralne dla operatora samosprzężonego . . . . . . . 163
Ćwiczenia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
Dodatek. Przestrzeń sprzężona z przestrzenią C[a, b] . . . . . . . . 175
Literatura . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
Skorowidz symboli . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
Skorowidz nazw . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
Przedmowa
Skrypt ten powstał na podstawie wykładów z teorii spektralnej i analizy
funkcjonalnej, jakie autor prowadził dla studentów matematyki Uniwersy-
tetu im. Adama Mickiewicza w Poznaniu w ciągu minionych dwudziestu
lat. Zawiera on wykład z podstaw teorii spektralnej operatorów na prze-
strzeniach Banacha i Hilberta, poprzedzony trzema rozdziałami wstępny-
mi, w których są wprowadzone podstawowe definicje i twierdzenia z analizy
funkcjonalnej.
Mała liczba godzin przeznaczonych na wykłady z teorii spektralnej zmu-
siła autora do dość zwięzłej formy wykładów i w konsekwencji również za-
ważyła na treści tego podręcznika.
Głównym celem, jaki sobie postawił autor, prowadząc wykłady z teo-
rii spektralnej, było przedstawienie dowodu twierdzenia spektralnego dla
ograniczonych operatorów samosprzężonych na przestrzeni Hilberta. Dowód
przedstawiony w skrypcie pochodzi od Frigyesa Riesza i jest, zdaniem au-
tora, najprostszym dowodem tego twierdzenia występującym w literaturze,
niewymagającym budowy zaawansowanego aparatu analitycznego do jego
przeprowadzenia.
Autor zakłada, że Czytelnik zna materiał wykładany na zajęciach z ana-
lizy matematycznej i algebry liniowej. Powołując się w tekście na fakty z tych
przedmiotów, autor odwołuje się do napisanych przez siebie skryptów z ana-
lizy matematycznej i algebry liniowej.
Większość twierdzeń w tym skrypcie jest zamieszczona z pełnymi dowo-
dami. Koniec dowodu tradycyjnie jest oznaczany symbolem . Na końcu
każdego rozdziału znajduje się zestaw ćwiczeń, które mają ułatwić Czytel-
nikowi lepsze zrozumienie i opanowanie zawartych w skrypcie pojęć. Należy
jednak zaznaczyć, że ich liczba i zakres nie są wystarczające do nabrania
niezbędnej biegłości w posługiwaniu się podstawowymi pojęciami analizy
funkcjonalnej. W tym celu należałoby, zdaniem autora, sięgnąć po jakiś
zbiór zadań (np. z tych zamieszczonych w spisie literatury) i rozwiązać od-
powiednią liczbę ćwiczeń.
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Literatura dotycząca zagadnień przedstawionych w skrypcie jest niezwy-
kle bogata. Jej wybór zamieszczony na jego końcu jest subiektywny. Zawiera
zarówno pozycje, z których autor korzystał przy pisaniu tego skryptu, jak
również takie, które, zdaniem autora, pomogą Czytelnikowi rozszerzyć swoją
wiedzę.
Autor ma nadzieję, że książka ta okaże się użyteczna dla studentów
matematyki, i będzie wdzięczny za wszelkie uwagi, które pozwolą mu usunąć
błędy i niedoskonałości jej tekstu.
Autor dziękuje Panu doktorowi Maciejowi Łuczakowi za pomoc w przy-
gotowaniu tekstu do druku z pomocą programu LATEX. Serdeczne podzię-
kowania należą się również Panu doktorowi habilitowanemu Krzysztofowi
Rudolowi za wnikliwą recenzję i wiele cennych uwag, które pozwoliły ulep-
szyć tekst tej książki.
Skrypt ten powstał dzięki życzliwości władz Wydziału Matematyki i In-




Przestrzenie Banacha i operatory liniowe
ograniczone
W tym rozdziale przedstawimy podstawowe pojęcia analizy funkcjonal-
nej, takie jak norma, przestrzeń unormowana, przestrzeń Banacha i operator
liniowy ograniczony.
Symbole: R, C, N i R+ będą w dalszym ciągu oznaczały odpowiednio
zbiory: liczb rzeczywistych, zespolonych, naturalnych i liczb rzeczywistych
nieujemnych.
1.1. Definicja i przykłady przestrzeni Banacha
Definicja 1.1. Niech X będzie przestrzenią liniową nad ciałem K liczb
rzeczywistych lub zespolonych. Normą na przestrzeni X nazywamy funkcję
‖ · ‖ : X → R+, która ma następujące własności:
(1) ‖x‖ = 0 wtedy i tylko wtedy, gdy x = 0;
(2) ‖λx‖ = |λ|‖x‖ (λ ∈ K, x ∈ X);
(3) ‖x+ y‖ 6 ‖x‖+ ‖y‖ (x, y ∈ X).
Przestrzeń liniową X z normą ‖ · ‖ nazywamy przestrzenią liniową unormo-
waną lub krótko przestrzenią unormowaną.
Przykłady 1.1. (a) Przestrzeń euklidesowa skończenie wymiarowa Rk (lub
C
k) z normą | · | określoną wzorem |x| =
√
(x1)2 + (x2)2 + . . .+ (xk)2,
gdzie x = (x1, x2, . . . , xk), (w przypadku Ck wzór ten ma postać |x| =
=
√
|x1|2 + |x2|2 + . . .+ |xk|2 ) jest przestrzenią unormowaną. Innym przy-
kładem normy w przestrzeni Rk (lub Ck) jest funkcja ‖x‖ = max
16j6k
|xj |.
(b) Jeżeli K jest zwartą przestrzenią metryczną, to przestrzeń C(K)
(funkcji ciągłych na przestrzeni K) z normą zbieżności jednostajnej ‖f‖∞ =
= sup
x∈K
|f(x)| jest przestrzenią unormowaną.
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Każda przestrzeń unormowana X z normą ‖ · ‖ jest przestrzenią me-
tryczną. Mianowicie, wzór
d(x, y) = ‖x− y‖ (x, y ∈ X)
określa metrykę w przestrzeni X. Wszystkie pojęcia z teorii przestrzeni me-
trycznych odnoszą się również do przestrzeni unormowanych. W szczegól-
ności zbieżność ciągu punktów (xn) przestrzeni unormowanej X do punktu
x ∈ X oznacza, że lim
n→∞
‖xn − x‖ = 0. Tak określoną zbieżność nazywamy
zbieżnością według normy .
Twierdzenie 1.1 (własności normy i zbieżności według normy).
Niech X będzie przestrzenią unormowaną z normą ‖ · ‖. Wówczas:
(a) ‖x1 + x2 + . . .+ xn‖ 6 ‖x1‖+ ‖x2‖+ . . .+ ‖xn‖ (x1, x2, . . . , xn ∈ X).
(b)
∣∣‖x‖ − ‖y‖
∣∣ 6 ‖x− y‖ (x, y ∈ X).
(c) Norma jest funkcją ciągłą, tzn. jeżeli xn → x, to ‖xn‖ → ‖x‖.
(d) Działania algebraiczne w przestrzeni unormowanej są ciągłe, tzn.
— jeżeli xn → x i yn → y, to xn + yn → x+ y;
— jeżeli αn → α i xn → x, to αnxn → αx.
D o w ó d. Własność (a) wynika natychmiast poprzez indukcję z własności
(3) normy.
Aby otrzymać (b), zauważmy, że
‖x‖ = ‖(x− y) + y‖ 6 ‖x− y‖+ ‖y‖.
Zatem
‖x‖ − ‖y‖ 6 ‖x− y‖.
Zamieniając miejscami elementy x i y, otrzymujemy nierówność
‖y‖ − ‖x‖ 6 ‖y − x‖ = ‖x− y‖.
Z obu powyższych nierówności wynika teza.
Własność (c) jest natychmiastową konsekwencją (b).
W końcu, aby udowodnić (d), zauważmy, że
‖(xn + yn)− (x+ y)‖ = ‖(xn − x) + (yn − y)‖ 6 ‖xn − x‖+ ‖yn − y‖,
‖αnxn − αx‖ = ‖αn(xn − x) + (αn − α)x‖ 6
6 ‖αn(xn − x)‖+ ‖(αn − α)x‖ =
= |αn|‖xn − x‖+ |αn − α|‖x‖.
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Definicja 1.2. Przestrzeń unormowaną zupełną (w metryce wyznaczonej
przez normę) nazywamy przestrzenią Banacha.
Przestrzeniami Banacha są przestrzenie Rk (Ck) i C(K) z naturalnymi
normami (por. [27], tw. 3.12 z części I i tw. 7.7 z części II). Poznamy teraz
inne przykłady przestrzeni Banacha.
Przykłady 1.2. (a) Przestrzeń ℓ∞
Jest to przestrzeń utworzona ze wszystkich nieskończonych ciągów licz-
bowych (ξk), które są ograniczone. Działania liniowe są określone w niej
w naturalny sposób, tzn.
(1.1) (ξk) + (ηk) = (ξk + ηk), α(ξk) = (αξk).
Jest oczywiste, że suma dwóch ciągów ograniczonych jest ciągiem ograni-
czonym i że iloczyn ciągu ograniczonego przez skalar jest również ciągiem
ograniczonym. Ponadto jest również jasne, że z tak określonymi działania-
mi ℓ∞ jest przestrzenią liniową. Zauważmy, że elementem zerowym w tej
przestrzeni jest ciąg (ξk), w którym ξk = 0 dla k = 1, 2, . . .
Normę ciągu x = (ξk) ∈ ℓ∞ określamy wzorem
(1.2) ‖x‖∞ = sup
k
|ξk|.
Sprawdzimy, że istotnie jest to norma.
Aksjomat (1) jest oczywiście spełniony. Aby sprawdzić (2), zauważmy,
że dla ciągu x = (ξk) ∈ ℓ∞ i skalara α mamy
|αξk| = |α||ξk| 6 |α| sup
k
|ξk| = |α|‖x‖∞
dla k = 1, 2, . . . i w konsekwencji
(1.3) ‖αx‖∞ = sup
k
|αξk| 6 |α|‖x‖∞.











(1.4) |α|‖x‖∞ 6 ‖αx‖∞.
Nierówność ta jest również prawdziwa, gdy α = 0. Z nierówności (1.3) i (1.4)
wynika równość (2) z definicji normy.
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W końcu, aby sprawdzić, że spełniony jest aksjomat (3), weźmy dowolne
ciągi x = (ξk) i y = (ηk) ∈ ℓ∞. Wówczas mamy




|ηk| 6 ‖x‖∞ + ‖y‖∞
dla k = 1, 2, . . . Stąd
‖x+ y‖∞ 6 ‖x‖∞ + ‖y‖∞.






będzie ciągiem z przestrzeni ℓ∞ spełniającym warunek Cauchy’ego. Zatem
dla dowolnej liczby ε > 0 istnieje taki wskaźnik n0, że dla n, m > n0
zachodzi nierówność:












∣∣ < ε dla n, m > n0; k = 1, 2, . . .











k = ξk. Przechodząc teraz z m do granicy, m → ∞,
w nierówności (1.6) otrzymujemy
(1.7)
∣∣ξ(n)k − ξk

















więc ciąg (ξk) jest również ograniczony, tzn. jest on elementem przestrzeni
ℓ∞. Oznaczmy więc x = (ξk). Z nierówności (1.7) otrzymujemy
‖xn − x‖∞ = sup
k
∣∣ξ(n)k − ξk
∣∣ 6 ε, gdy n > n0.
Wobec dowolności liczby ε oznacza to, że ‖xn − x‖∞ → 0, gdy n → ∞.
Pokazaliśmy więc, że przestrzeń ciągów ograniczonych ℓ∞ jest przestrzenią
Banacha.
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(b) Przestrzeń c0
Jest to przestrzeń utworzona ze wszystkich ciągów zbieżnych do zera
z działaniami określonymi wzorami (1.1). Jest oczywiste, że jest to pod-
przestrzeń przestrzeni ℓ∞. Norma w tej przestrzeni jest również określona
wzorem (1.2).
Pokażemy, że c0 jest przestrzenią Banacha. Ponieważ domknięty pod-
zbiór przestrzeni zupełnej jest przestrzenią zupełną (por. [27], wn. 3.13








będzie ciągiem elementów przestrzeni c0 zbież-






∣∣ 6 ‖x− xn‖∞ +
∣∣ξ(n)k
∣∣.
Wybieramy dowolną liczbę ε > 0 i ustalamy wskaźnik n tak duży, aby






jest zbieżny do zera, więc
istnieje wskaźnik k0 taki, że
∣∣ξ(n)k
∣∣ < 12ε dla wszystkich k > k0. Zatem z (1.8)
wynika, że dla k > k0 mamy |ξk| < ε. Oznacza to, że x = (ξk) jest ciągiem
zbieżnym do zera. Pokazaliśmy więc, że c0 jest domkniętą podprzestrzenią
przestrzeni ℓ∞, czyli jest ona przestrzenią Banacha.
(c) Przestrzeń C(1)[a, b]
Jest to przestrzeń funkcji klasy C(1) na przedziale [a, b] (o wartościach
rzeczywistych lub zespolonych), tzn. przestrzeń funkcji mających ciągłą po-
chodną na tym przedziale, przy czym na końcach przedziału pochodne są
rozumiane jako odpowiednie pochodne jednostronne. Działania liniowe okre-
ślone są w zwykły sposób, tzn.
(f + g)(x) = f(x) + g(x), (αf)(x) = αf(x).
Z własności operacji różniczkowania (por. [27], tw. 5.3 z części I) i funkcji
ciągłych (por. [27], tw. 4.7 z części I) wynika, że C(1)[a, b] z tak określonymi
działaniami jest przestrzenią liniową. Normę w tej przestrzeni określimy
wzorem
(1.9) ‖f‖ = |f(a)|+ sup
a6x6b
|f ′(x)|.
Jest oczywiste, że tak określony funkcjonał jest skończony dla każdej funkcji
f klasy C(1). Ponadto jeżeli ‖f‖ = 0, to funkcja f ma pochodną stale równą
zeru w przedziale [a, b] i f(a) = 0. Ponieważ f jest wówczas funkcją stałą
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(por. [27], wn. 5.9 z części I), więc f = 0. Pozostałe warunki z definicji
normy sprawdza się podobnie jak w przypadku normy w przestrzeni funkcji
ciągłych. Zauważmy, że jeżeli (fn) jest ciągiem Cauchy’ego w przestrzeni
C(1)[a, b], to oznacza, że ciąg pochodnych (f ′n) spełnia warunek Cauchy’ego
ze względu na zbieżność jednostajną oraz ciąg liczbowy (fn(a)) jest ciągiem
Cauchy’ego. Zatem ciąg (f ′n) jest zbieżny jednostajnie na przedziale [a, b]
do pewnej funkcji g (por. [27], tw. 7.1 z części II) i funkcja ta jest funkcją





f(a). Z twierdzenia o różniczkowaniu ciągów funkcyjnych wynika, że ciąg
(fn) jest zbieżny jednostajnie na przedziale [a, b] do funkcji różniczkowalnej
f i f ′ = g (por. [27], tw. 7.10 z części II). Oznacza to, że funkcja f należy do
przestrzeni C(1)[a, b] i ‖fn − f‖ → 0, gdy n → ∞, czyli przestrzeń C(1)[a, b]
jest przestrzenią Banacha.
Ważnymi przykładami przestrzeni Banacha są przestrzenie związane
z teorią Lebesgue’a. Będzie im poświęcony następny podrozdział.
1.2. Przestrzenie Lp
Niech (X,M, µ) będzie przestrzenią z miarą. Zatem M jest σ-algebrą
podzbiorów zbioru X, a µ jest miarą na tej σ-algebrze (por. [27], część II,
rozdz. 11 lub [22], rozdz. 11). Symbolem Lp(X,M, µ) (p > 1) lub krótko
Lp oznaczamy zbiór funkcji określonych na X o wartościach rzeczywistych
lub zespolonych, mierzalnych względem σ-algebry M i takich, że funkcja
x 7→ |f(x)|p jest całkowalna na X.
Lemat 1.2. Zbiór Lp jest przestrzenią liniową z działaniami określonymi
w naturalny sposób.
D o w ó d. Wystarczy wykazać, że Lp jest podprzestrzenią liniową przestrze-
ni F(X,K) wszystkich funkcji określonych na zbiorze X o wartościach ska-
larnych, tzn. wystarczy pokazać, że jeżeli f , g ∈ Lp, to f + g ∈ Lp oraz
αf ∈ Lp dla każdego α ∈ K.
Jest oczywiste, że jeżeli f ∈ Lp, to αf ∈ Lp dla każdej liczby α, bo
∫
X
|αf |p dµ = |α|p
∫
X
|f |p dµ <∞.
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Niech teraz f , g ∈ Lp. Aby pokazać, że f + g ∈ Lp, zauważmy najpierw,










= 2pmax{ap, bp} 6 2p(ap + bp).
Wynika stąd, że




















co oznacza, że f + g ∈ Lp.
Niech N będzie podzbiorem przestrzeni Lp określonym następująco:
N = {f ∈ Lp : µ{x : f(x) 6= 0} = 0}, czyli f ∈ N , jeżeli f(x) = 0 prawie
wszędzie na X. Zauważmy, że tak określony zbiór N jest podprzestrzenią
liniową przestrzeni Lp. Wynika to z następujących oczywistych inkluzji:
{x : (f + g)(x) 6= 0} ⊂ {x : f(x) 6= 0} ∪ {x : g(x) 6= 0},
{x : (αf)(x) 6= 0} ⊂ {x : f(x) 6= 0}.
Zatem możemy utworzyć przestrzeń ilorazową Lp/N . Jak wiemy, składa się
ona z klas abstrakcji względem relacji równoważności ([26], s. 71–72):
f ∼ g wtedy i tylko wtedy, gdy f − g ∈ N .
Niech [f ] będzie klasą abstrakcji funkcji f względem tej relacji. Przestrzeń
Lp/N oznaczamy symbolem Lp lub dokładniej Lp(X,M, µ), jeżeli chcemy
zaznaczyć na jakiej przestrzeni z miarą się znajdujemy. Przestrzeń Lp jest
przestrzenią liniową z działaniami określonymi w naturalny sposób:
[f ] + [g] = [f + g],
α[f ] = [αf ].
Zauważmy, że [f ] = [g] wtedy i tylko wtedy, gdy f = g prawie wszę-
dzie na X. W dalszym ciągu dla uproszczenia zapisu elementy przestrzeni
Lp będziemy oznaczać tak jak funkcje z przestrzeni Lp. Należy przy tym
pamiętać, że równość dwóch „funkcji” z przestrzeni Lp oznacza ich równość
prawie wszędzie.
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Jeżeli jedna z całek po prawej stronie nierówności (1.10) jest równa zeru,
to wówczas iloczyn fg jest funkcją równą zeru prawie wszędzie (bo jedna
z funkcji f , g jest równa zeru prawie wszędzie (por. [27], lem. 11.36 z części
II)) i nierówność Höldera jest prawdziwa. Gdy jedna z całek po prawej stro-
nie jest nieskończona, to jest oczywiste, że ta nierówność zachodzi. Zatem
możemy założyć, że obydwie całki po prawej stronie są skończone i większe
od zera. Ponadto możemy założyć, że funkcje f i g przyjmują wszędzie





































































Uw a g i. 1. W przypadku, gdy p = q = 2, nierówność Höldera nosi również
nazwę nierówności Schwarza.
2. Niech Ω ⊂ Rk będzie zbiorem mierzalnym w sensie Lebesgue’a i niech
M będzie σ-algebrą podzbiorów zbioru Ω mierzalnych w sensie Lebesgue’a,












Zwyczajowo całkę względem miary Lebesgue’a
∫
Ω








3. Jeżeli weźmiemy przestrzeń mierzalną (N,P(N), µ), gdzie P(N) jest
σ-algebrą wszystkich podzbiorów zbioru N, a µ jest miarą liczącą, to funk-
cjami mierzalnymi są ciągi, a całkami sumy szeregów. Zatem całkowal-
ność funkcji f = (ξn) oznacza, że szereg
∞∑
n=1
ξn jest bezwzględnie zbieżny






ξn. Nierówność Höldera przyjmuje
























Wniosek 1.4 (nierówność Minkowskiego). Dla liczby p > 1 oraz funkcji
mierzalnych f i g zachodzi nierówność
(∫
X













D o w ó d. Jeżeli całka po lewej stronie tej nierówności jest równa zeru lub
jeżeli jedna z całek po prawej stronie jest nieskończona, to nierówność jest
spełniona w sposób oczywisty. Jest również jasne, że nierówność ta zachodzi
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w przypadku, gdy p = 1. W dalszym ciągu możemy więc założyć, że całka
z funkcji |f +g|p jest dodatnia, f, g ∈ Lp i p > 1. Ponadto możemy przyjąć,




|f + g|p dµ =
∫
X










|f | |f + g|p−1 dµ+
∫
X







































































Uw a g i. 1. W przypadku, gdy Ω ⊂ Rk jest zbiorem mierzalnym w sensie
Lebesgue’a, nierówność Minkowskiego przyjmuje postać
(∫
Ω













2. Jeżeli przestrzenią mierzalną jest przestrzeń (N,P(N), µ), to nierów-

































Twierdzenie 1.5. Niech (X,M, µ) będzie przestrzenią mierzalną. Prze-








D o w ó d. Warunki (1) i (2) z definicji normy są oczywiste. Natomiast wa-
runek (3) wynika z nierówności Minkowskiego. Pozostaje do wykazania zu-
pełność tej przestrzeni.
Niech ciąg (fn) spełnia warunek Cauchy’ego w Lp. Dla dowolnej liczby
ε > 0 istnieje wskaźnik n0 taki, że dla wszystkich n, m > n0 zachodzi
nierówność ∫
X
|fn − fm|p dµ < εp.
Biorąc kolejno ε =
1
3k/p
dla k = 1, 2, . . . , wybieramy rosnący ciąg wskaźni-
ków (nk) taki, że
∫
X
|fn − fnk |p dµ <
1
3k




|fnk+1 − fnk |p dµ <
1
3k








(k = 1, 2, . . . ).
Wówczas |fnk+1(x)− fnk(x)|p >
1
2k






|fnk+1 − fnk |p dµ >
∫
Ek
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czyli µ(Ek) < (23)





Ek. Jest to zbiór mierzalny.




































dla każdego j = 1, 2, . . . Przechodząc w tej nierówności z j do granicy,
j → ∞, otrzymujemy µ(E) = 0.


















Zatem x 6∈ E oznacza, że istnieje taki wskaźnik j, że dla wszystkich k > j
mamy x 6∈ Ek. Tak więc x 6∈ E wtedy i tylko wtedy, gdy istnieje takie j, że














(fnk+1(x)− fnk(x)) jest zbieżny dla każdego x ∈
∈ Ec (co więcej, na podstawie kryterium Weierstrassa szereg ten jest zbieżny
jednostajnie i bezwzględnie na tym zbiorze). Wynika stąd, że szereg ten jest
zbieżny prawie wszędzie na zbiorze X. Oznaczmy







Funkcja f jest określona prawie wszędzie na X. Ponadto fnk(x) → f(x)
prawie wszędzie.
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Wykażemy, że f ∈ Lp oraz ‖fnk−f‖p → 0, gdy k → ∞. Rozważmy, przy







|fnm(x)− fnk(x)|p = |f(x)− fnk(x)|p.
Do tego ciągu stosujemy lemat Fatou. Mamy więc
∫
X
|f(x)− fnk(x)|p dµ 6 lim infm→∞
∫
X












dla k = 1, 2, . . .
Oznacza to, że funkcja f − fnk ∈ Lp. Ponieważ fnk ∈ Lp, więc stąd otrzy-
mujemy f = (f − fnk)− fnk ∈ Lp. Ponadto








→ 0, gdy k → ∞.
Zauważmy, że stąd wynika, że ‖f − fn‖p → 0, bo mamy
‖f − fn‖p 6 ‖f − fnk‖p + ‖fnk − fn‖p 6
2
3k/p
dla n > nk.
Zatem Lp z normą określoną wzorem (1.11) jest przestrzenią zupełną.
Uw a g i. 1. Wymienimy poniżej szczególne przypadki przestrzeni Lp, które
występują najczęściej w różnych zagadnieniach:
(a) Jeżeli Ω jest podzbiorem mierzalnym w sensie Lebesgue’a przestrze-








Przestrzeń tę będziemy w dalszym ciągu oznaczać symbolem Lp(Ω).
(b) Biorąc jako przestrzeń mierzalną X zbiór liczb naturalnych N z miarą
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2. W przypadku p = 2 przestrzeń Lp ma dodatkową strukturę. Miano-





Przestrzeń L2 z tak zdefiniowanym iloczynem skalarnym jest przestrzenią
Hilberta. Przestrzenie te odgrywają istotną rolę w wielu działach matematy-
ki i fizyki teoretycznej. Przestrzeniom Hilberta będzie poświęcony następny
rozdział.
1.3. Szeregi elementów przestrzeni unormowanej
Definicja szeregu zbieżnego, którego wyrazy są wektorami w przestrzeni





xn (xn ∈ X dla n = 1, 2, . . . )
jest zbieżny , jeżeli zbieżny jest jego ciąg sum częściowych
sn = x1 + x2 + . . .+ xn (n = 1, 2, . . . ).
Granica ciągu sum częściowych (sn) (jeżeli istnieje) jest sumą szeregu (1.12).
Jeżeli szereg (1.12) jest zbieżny, to jego sumy częściowe spełniają warunek
Cauchy’ego, tzn. dla dowolnego ε > 0 istnieje n0 takie, że dla dowolnych
n > m > n0 zachodzi nierówność
‖xm + xm+1 + . . .+ xn‖ < ε.
Zauważmy, że biorąc n = m w tym warunku, otrzymujemy, że jeżeli szereg
(1.12) jest zbieżny, to lim
n→∞
xn = 0.
Jeżeli X jest przestrzenią Banacha, to warunek Cauchy’ego jest również
warunkiem dostatecznym zbieżności szeregu (1.12) w przestrzeni X. Szereg




∗ Kreska nad g oznacza operację brania liczby sprzężonej. Jeżeli rozważamy prze-
strzenie nad ciałem liczb rzeczywistych, to jest ona zbyteczna.
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D o w ó d. Szereg
∞∑
n=1
xn jest zbieżny, bo mamy
‖xm + xm+1 + . . .+ xn‖ 6 ‖xm‖+ ‖xm+1‖+ . . .+ ‖xn‖,
a więc ciąg sum częściowych sn = x1 + x2 + . . .+ xn spełnia warunek Cau-
chy’ego i z zupełności przestrzeni X wynika, że jest on zbieżny. Przechodząc
w nierówności
‖sn‖ 6 ‖x1‖+ . . .+ ‖xn‖
do granicy, n→ ∞, otrzymujemy drugą część tezy.
Uw a g i. 1. Prawdziwe jest również twierdzenie odwrotne, tzn. prawdą jest,
że jeżeli w przestrzeni unormowanej X dowolny szereg bezwzględnie zbieżny
jest zbieżny, to przestrzeń ta jest przestrzenią Banacha.
2. Większość własności szeregów liczbowych przenosi się bez zmian na
przypadek szeregów o wyrazach w przestrzeni Banacha, dlatego pominiemy
tu ich sformułowania.
1.4. Przestrzenie ośrodkowe
Definicja 1.3. Przestrzeń metryczna X jest ośrodkowa, jeżeli istnieje zbiór
Z ⊂ X co najwyżej przeliczalny i gęsty w X.
Można udowodnić następujące (patrz np. [14], 15.7):
Twierdzenie 1.7. Podzbiór przestrzeni metrycznej ośrodkowej jest prze-
strzenią ośrodkową.
Przestrzenie skończenie wymiarowe Rk i Ck są ośrodkowe. Z twierdze-
nia aproksymacyjnego Weierstrassa ([27], wn. 7.29 z części II) wynika, że
przestrzeń C[a, b] jest również ośrodkowa. Jest łatwo sprawdzić, że zbiór
wszystkich wielomianów o współczynnikach wymiernych jest przeliczalny
i gęsty w tej przestrzeni (jeżeli przestrzeń C[a, b] rozważamy nad ciałem
liczb zespolonych, to bierzemy wielomiany, których współczynniki mają
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części rzeczywiste i urojone, będące liczbami wymiernymi). Proponujemy
Czytelnikowi sprawdzenie, że przestrzeń c0 ciągów zbieżnych do zera jest
przestrzenią ośrodkową.
Przykład 1.3. Przestrzeń ℓ∞ nie jest ośrodkowa.
Przypuśćmy, że tak nie jest, tzn. istnieje przeliczalny podzbiór Z gęsty
w ℓ∞. Wówczas zbiór wszystkich kul B1/2(z), z ∈ Z, pokrywa całą prze-
strzeń ℓ∞. Niech Z0 będzie zbiorem wszystkich ciągów x = (ξk), dla których
ξk = 0 lub ξk = 1 dla każdego k. Zbiór Z0 jest nieprzeliczalny, a zbiór kul
B1/2(z) jest przeliczalny, więc istnieją przynajmniej dwa różne punkty x1
i x2 ze zbioru Z0, które leżą w jednej kuli B1/2(z). Wówczas







Natomiast z definicji normy w przestrzeni ℓ∞ otrzymujemy ‖x1−x2‖∞ = 1.
Otrzymana sprzeczność dowodzi nieośrodkowości przestrzeni ℓ∞.
Przykład 1.4. Przestrzeń ℓp (p > 1) jest ośrodkowa.
Rozważmy zbiór Z złożony z ciągów postaci z = (ζ1, ζ2, . . . , ζn, 0, 0, . . . ),
gdzie n = 1, 2, . . ., a ζj są liczbami wymiernymi (dla przestrzeni zespolonej
części rzeczywista i urojona tej liczby są wymierne). Wykażemy, że Z jest
przeliczalnym i gęstym podzbiorem przestrzeni ℓp.
Przeliczalność zbioru Z jest oczywista. Wykażemy, że jest on gęstym
podzbiorem tej przestrzeni. Niech x = (ξk) ∈ ℓp i ε > 0 będą dowolne.







Następnie wybieramy takie liczby wymierne ζ1, ζ2, . . . , ζn, aby
n∑
k=1




Biorąc z = (ζ1, ζ2, . . . , ζn, 0, 0, . . . ), otrzymujemy
‖z − x‖pp =
n∑
k=1




skąd ‖z − x‖p < ε, a to oznacza, że zbiór Z jest gęsty w przestrzeni ℓp.
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Zbadamy teraz ośrodkowość przestrzeni funkcji całkowalnych z p-tą po-
tęgą (p > 1) względem miary Lebesgue’a na przedziale [a, b]. Przestrzeń tę
w skrócie będziemy oznaczać symbolem Lp[a, b]. Najpierw wykażemy nastę-
pujące twierdzenie:
Twierdzenie 1.8. Zbiór funkcji ciągłych na przedziale [a, b] jest gęstym
podzbiorem przestrzeni Lp[a, b].
D o w ó d. Teza twierdzenia oznacza, że dla dowolnej funkcji f całkowalnej
z p-tą potęgą (względem miary Lebesgue’a) na przedziale [a, b] i dowolnego
ε > 0 istnieje funkcja ciągła g na tym przedziale, dla której






Inaczej mówiąc, funkcje całkowalne z p-tą potęgą można przybliżać funk-
cjami ciągłymi w normie przestrzeni Lp[a, b].
Zauważmy, że w dowodzie możemy ograniczyć się do funkcji przyjmują-
cych wartości rzeczywiste. W przypadku funkcji zespolonej f rozpatrujemy
jej części rzeczywistą u i urojoną v. Są one funkcjami całkowalnymi z p-tą
potęgą, bo |u| 6 |f |, |v| 6 |f | i jeżeli one mogą być przybliżane poprzez
funkcje ciągłe gu i gv, to g = gu+ igv jest również funkcją ciągłą i przybliża
ona funkcję f , bo mamy
|f(x)− g(x)|p =
(
(u(x)− gu(x))2 + (v(x)− gv(x))2
)p/2
6
6 (|u(x)− gu(x)|+ |v(x)− gv(x)|)p .
Stąd na mocy nierówności Minkowskiego otrzymujemy























= ‖u− gu‖p + ‖v − gv‖p.
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Niech F będzie domkniętym podzbiorem przedziału [a, b] i niech χF
oznacza funkcję charakterystyczną tego zbioru. Rozważny funkcję pomoc-
niczą t(x) = dist(x;F ) = inf{|x− y| : y ∈ F}. Z nierówności
|t(x1)− t(x2)| 6 |x1 − x2|
wynika, że t jest funkcją ciągłą na przedziale [a, b]. Ponadto t(x) = 0 wtedy




(n = 1, 2, . . . ).
Wówczas funkcje gn są ciągłe na przedziale [a, b], gn(x) 6 1 dla dowolnego
x ∈ [a, b], gn(x) = 1 dla x ∈ F oraz gn(x) → 0 dla x ∈ E = [a, b] \ F .
Z twierdzenia Lebesgue’a o zbieżności ograniczonej ([27], tw. 11.44 z części
II) otrzymujemy, że






Biorąc odpowiednio duże n, otrzymujemy nierówność (1.14) dla funkcji cha-
rakterystycznej dowolnego zbioru domkniętego zawartego w przedziale [a, b].
Jeżeli A ⊂ [a, b] jest zbiorem mierzalnym w sensie Lebesgue’a, to dla
dowolnego ε > 0 istnieje zbiór domknięty F ⊂ A taki, że m(A \ F ) < εp
(patrz [27], tw. 11.20 z części II). Wówczas





= m(A \ F )1/p < ε.
Stąd wynika, że funkcje charakterystyczne zbiorów mierzalnych w sensie Le-
besgue’a można przybliżać funkcjami ciągłymi w normie przestrzeni Lp[a, b].
Ponieważ dowolna mierzalna funkcja prosta jest kombinacją liniową funkcji
charakterystycznych zbiorów mierzalnych, więc również mierzalne funkcje
proste mogą być przybliżane funkcjami ciągłymi w tej przestrzeni.
Jeżeli f ∈ Lp[a, b] jest dowolną funkcją nieujemną, to istnieje niemaleją-
cy ciąg funkcji prostych mierzalnych sn taki, że sn(x) → f(x) dla x ∈ [a, b]
(patrz [27], tw. 11.30 z części II). Ponieważ (f(x) − sn(x))p 6 fp(x) dla
dowolnego x ∈ [a, b], więc z twierdzenia Lebesgue’a o zbieżności ograniczo-
nej wynika, że wówczas ‖f − sn‖p → 0, gdy n → ∞. Stąd wnioskujemy,
że dowolną nieujemną funkcję całkowalną z p-tą potęgą można przybliżać
funkcjami ciągłymi.
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Aby zakończyć dowód, wystarczy zauważyć, że dowolną rzeczywistą
funkcję całkowalną z p-tą potęgą można przedstawić w postaci różnicy
dwóch funkcji nieujemnych również całkowalnych z p-tą potęgą.
Wniosek 1.9. Lp[a, b] (p > 1) jest przestrzenią ośrodkową.
D o w ó d. Wiemy, że zbiór wielomianów o współczynnikach wymiernych jest
zbiorem przeliczalnym i gęstym w przestrzeni C[a, b]. Jeżeli f jest dowolną
funkcją całkowalną z p-tą potęgą na przedziale [a, b], to na mocy twierdzenia
1.8 istnieje funkcja ciągła g na tym przedziale, dla której ‖f −g‖p < 13ε. Na
mocy twierdzenia aproksymacyjnego Weierstrassa ([27], wn. 7.29 z części
II) istnieje wielomian w taki, że
‖g − w‖∞ = sup{|g(x)− w(x)| : x ∈ [a, b]} <
ε
3(b− a)1/p .
Z kolei istnieje wielomian v o współczynnikach wymiernych, dla którego
















Wniosek 1.10. Przestrzenie Lp(R) i Lp(R+) (p > 1) są przestrzeniami
ośrodkowymi.
D o w ó d. Ponieważ R =
∞⋃
n=1
[−n, n], więc dowolna funkcja f całkowalna
z p-tą potęgą na prostej R jest granicą ciągu funkcji fn = fχn, gdzie χn
jest funkcją charakterystyczną przedziału [−n, n]. Z twierdzenia Lebesgue’a
o zbieżności ograniczonej mamy






Zatem dla dowolnego ε > 0 istnieje n takie, że ‖f−fn‖p < 12ε. Następnie na
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Otrzymujemy więc
(1.15) ‖f − wχn‖p 6 ‖f − fn‖p + ‖fn − wχn‖p < ε.
Ponieważ zbiór funkcji postaci wχn, gdzie w jest wielomianem o współ-
czynnikach wymiernych, a n jest dowolną liczbą naturalną, jest przeliczal-
ny, nierówność (1.15) oznacza, że zbiór ten jest gęsty w przestrzeni Lp(R).
Analogicznie udowadnia się ośrodkowość przestrzeni Lp(R+).
Uw a g a. Można również udowodnić, że przestrzeń Lp(Ω) (p > 1), gdzie
Ω ⊂ Rk jest zbiorem mierzalnym w sensie Lebesgue’a, jest przestrzenią
ośrodkową (patrz [14], 23.4).
1.5. Operatory liniowe ograniczone
Najważniejsze odwzorowania rozważane w analizie, tj. branie granicy
ciągu czy też funkcji, różniczkowanie czy całkowanie, są przekształceniami
liniowymi, a więc funkcjami A, dla których
A(x1 + x2) = Ax1 +Ax2
A(λx) = λAx,
gdzie x1, x2, x są wektorami z dziedziny przekształcenia A, a λ jest skalarem.
Gdy będziemy rozważali odwzorowania liniowe, będziemy na ogół pisać Ax
zamiast A(x).
Z punktu widzenia analizy najistotniejsze są te przekształcenia liniowe,
które są ciągłe. W tym podrozdziale będą rozważane podstawowe własności
takich przekształceń.
Definicja 1.4. Niech X i Y będą przestrzeniami unormowanymi (nad tym
samym ciałem skalarów K, przy czym K będzie zawsze oznaczać albo ciało
liczb rzeczywistych R, albo ciało liczb zespolonych C). Normy w tych prze-
strzeniach będziemy oznaczali odpowiednio symbolami ‖ · ‖X i ‖ · ‖Y lub
krótko symbolem ‖ · ‖, jeżeli to nie będzie prowadziło do nieporozumień.
Operator liniowy A : X → Y jest ograniczony , jeżeli istnieje stała M > 0
taka, że
(1.16) ‖Ax‖ 6M‖x‖ dla dowolnego x ∈ X.
Jest oczywiste, że warunek ten jest równoważny ograniczoności operatora
A na kuli jednostkowej {x ∈ X : ‖x‖ 6 1} (lub na dowolnej kuli).
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Jeżeli Y = K, to operator liniowy f : X → K nazywamy zazwyczaj
funkcjonałem liniowym. Jeżeli spełnia on warunek (1.16), to nazywamy go
funkcjonałem liniowym ograniczonym.
Twierdzenie 1.11. Następujące warunki są równoważne:
(a) operator A jest ograniczony ;
(b) operator A jest ciągły ;
(c) operator A jest ciągły w jednym punkcie przestrzeni X;
(d) operator A jest ciągły w zerze.
D o w ó d. Jeżeli warunek (a) jest spełniony, to
‖Ax−Ax0‖ = ‖A(x− x0)‖ 6M‖x− x0‖,
a to oznacza ciągłość operatora A w dowolnym punkcie przestrzeni X.
Warunek (b) w sposób oczywisty implikuje (c). Załóżmy teraz, że speł-
niony jest warunek (c). Wybierzmy dowolne ε > 0. Wówczas istnieje δ > 0
takie, że ‖Ax − Ax0‖ < ε dla wszystkich ‖x − x0‖ < δ. Jeżeli ‖y‖ < δ, to
‖(y + x0) − x0‖ < δ i w konsekwencji ‖Ay‖ = ‖A(y + x0) − Ax0‖ < ε, co
oznacza ciągłość operatora A w zerze.
W końcu pokażemy, że (a) jest konsekwencją (d). Warunek (d) w szcze-
gólności implikuje, że istnieje liczba η > 0 taka, że ‖Ax‖ < 1 dla ‖x‖ < η.
Weźmy dowolne x 6= 0 i niech y = η
2‖x‖ x. Wówczas ‖y‖ =
1
2η < η, a zatem
‖Ay‖ < 1. Stąd ‖Ax‖ 6 2
η
‖x‖ (zauważmy, że nierówność ta jest w oczywisty
sposób prawdziwa dla x = 0).
Przykłady 1.5. (a) Pokażemy, że dowolne odwzorowanie liniowe A : Kn →
→ Km jest ograniczone (por. [27], lem. 8.2 z części II). Zakładamy, że prze-
strzenie Kn i Km wyposażone są w normy euklidesowe. Niech e1, e2, . . . , en
i f1, f2, . . . , fm będą standardowymi bazami w tych przestrzeniach i niech
(αkj ) będzie macierzą operatora A względem tych baz. Zatem mamy







αkj fk (j = 1, 2, . . . , n).




































































(b) Niech X = Y = ℓ2 i niech przekształcenie S : ℓ2 → ℓ2 będzie zdefi-
niowane wzorem
S(ξ1, ξ2, . . . ) = (0, ξ1, ξ2, . . . ) (x = (ξk) ∈ ℓ2).
Jest to operator jednostronnego przesunięcia. Jest oczywiste, że
(1.17) ‖Sx‖2 = ‖x‖2 (x ∈ ℓ2).
Zatem operator jednostronnego przesunięcia jest operatorem liniowym ogra-
niczonym, co więcej — jest on izometrią.
(c) Nie każdy operator liniowy musi być ograniczony. NiechX = C(1)[0, 1],
Y = C[0, 1] i operator A : X → Y będzie określony wzorem Ax(t) = x′(t).
Wówczas A jest operatorem liniowym i ograniczonym. Mamy bowiem





|x′(t)| 6 |x(0)|+ sup
06t61
|x′(t)| = ‖x‖X .
Jeżeli jednak rozważymy ten sam operator jako odwzorowanie z pod-
przestrzeni X1 ⊂ Y = C[0, 1], składającej się z wszystkich funkcji mających
ciągłą pochodną na przedziale [0, 1], to jest on operatorem liniowym nie-
ograniczonym. Norma w przestrzeni X1 jest oczywiście normą z przestrzeni
C[0, 1]. Jeżeli weźmiemy ciąg funkcji xn(t) = tn (n = 1, 2, . . . ), to mamy





|ntn−1| = n (n = 1, 2, . . . ).
Zatem ‖Axn‖Y → +∞, gdy n→ ∞.
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Definicja 1.5. Niech X i Y będą przestrzeniami unormowanymi. Sym-
bolem B(X,Y ) oznaczymy zbiór wszystkich operatorów liniowych ograni-
czonych odwzorowujących przestrzeń X w przestrzeń Y . Jest oczywiste, że
jest to przestrzeń liniowa (z naturalnymi działaniami). W przypadku, gdy
X = Y , będziemy krótko pisać B(X) zamiast B(X,X). Natomiast B(X,K)
będziemy oznaczać symbolem X ′ i nazywać przestrzenią sprzężoną z prze-
strzenią X lub przestrzenią dualną do przestrzeni X. Przestrzeń sprzężona
jest również często oznaczana symbolem X∗. W dalszym ciągu przekona-
my się, że w przestrzeni B(X,Y ) można w naturalny sposób zdefiniować
strukturę przestrzeni unormowanej.
Definicja 1.6. Niech X i Y będą przestrzeniami unormowanymi i A : X →
→ Y operatorem liniowym ograniczonym. Normą operatora A nazywamy
liczbę
(1.18) ‖A‖ = inf{M > 0: ‖Ax‖ 6M‖x‖ dla każdego x ∈ X}.
Uw a g a. Zauważmy, że norma operatora S w przykładzie 1.5 (b) jest równa





n jest deltą Kroneckera (δ
k
n = 1 dla n = k i δ
k
n = 0
w pozostałych przypadkach), to ‖en‖2 = 1 i ‖Sen‖2 = ‖en+1‖2 = 1, czyli
nierówność ‖Sx‖2 < M‖x‖2 nie jest spełniona dla wszystkich ciągów x ∈ ℓ2
przy żadnym M < 1. Zatem ‖S‖ = 1.
Analogicznie można sprawdzić, że norma operatoraA : C(1)[0, 1] → C[0, 1]
w przykładzie 1.5 (c) jest równa 1 (pozostawiamy to jako łatwe ćwiczenie
dla Czytelnika). Natomiast dla operatora z przykładu 1.5 (a) możemy podać
tylko oszacowanie normy z góry (‖A‖ 6 M). Obliczenie normy jest w tym
przypadku możliwe, gdy znamy macierz (αkj ) przekształcenia A.
Obliczanie normy operatora ułatwia następujące twierdzenie:
Twierdzenie 1.12 (o normie operatora). Niech X i Y będą przestrze-







‖Ax‖ 6 ‖A‖‖x‖ dla każdego x ∈ X.(1.20)
Ponadto zbiór B(X,Y ) z normą operatorową określoną wzorem (1.18) jest
przestrzenią unormowaną.
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Uw a g a. Aby równość ‖A‖ = sup
‖x‖=1
‖Ax‖ była prawdziwa, przestrzeń X
musi zawierać przynajmniej jeden niezerowy wektor. Natomiast równość
‖A‖ = sup
‖x‖61
‖Ax‖ zachodzi bez tego dodatkowego założenia.
D o w ó d. Weźmy dowolne M > ‖A‖. Wówczas ‖Ax‖ 6M‖x‖ dla każdego












Jeżeli ‖A‖ = 0, to stąd otrzymujemy równości (1.19). Niech ‖A‖ > 0 i niech
0 < M < ‖A‖ będzie dowolne. Istnieje wówczas wektor x0 ∈ X taki, że

















‖Ax‖ > ‖Ax1‖ > M
i wobec dowolności M < ‖A‖ mamy
sup
‖x‖=1
‖Ax‖ > ‖Ax1‖ > ‖A‖.
Dowód (1.19) jest więc zakończony.
Zauważmy, że (1.20) jest prawdziwe, gdy x jest wektorem zerowym. Za-
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Teraz udowodnimy, że norma operatorowa jest normą na przestrzeni
B(X,Y ). Jest oczywiste, że ‖A‖ jest zawsze liczbą nieujemną oraz że A = 0
implikuje ‖A‖ = 0. Na odwrót, jeżeli ‖A‖ = 0, to z (1.20) wynika, że
‖Ax‖ = 0 dla dowolnego x ∈ X. Zatem Ax = 0 dla dowolnego x, co
oznacza, że A = 0. Pozostaje do wykazania subaddytywność i jednorodność
normy operatorowej. Ponieważ dla A i B ∈ B(X,Y ) mamy
‖(A+B)x‖ 6 ‖Ax‖+ ‖Bx‖ 6 (‖A‖+ ‖B‖) ‖x‖,
więc
‖A+B‖ 6 ‖A‖+ ‖B‖.
W końcu dla A ∈ B(X,Y ) i λ ∈ K mamy
‖(λA)x‖ = ‖λAx‖ = |λ|‖Ax‖ 6 |λ|‖A‖‖x‖.
Zatem
‖λA‖ 6 |λ|‖A‖.













Jest oczywiste, że ta równość jest prawdziwa również dla λ = 0.
Przykłady 1.6. (a) Wyznaczymy normę operatora całkowego zdefiniowa-
nego w następujący sposób. Niech Ω będzie niepustym zbiorem i niech
(t, ω) 7→ D(t, ω) będzie funkcją określoną na produkcie [a, b] × Ω o warto-
ściach rzeczywistych taką, że funkcja t 7→ D(t, ω) jest ciągła na przedziale






jest skończona. Dla dowolnej funkcji ciągłej x na przedziale [a, b] definiujemy


















|D(t, ω)| dt 6 D‖x‖∞.
Zatem operator A określony wzorem Ax = y, gdzie y jest funkcją zdefi-
niowaną za pomocą (1.21), przekształca przestrzeń funkcji ciągłych C[a, b]
w przestrzeń funkcji ograniczonych B(Ω). Przestrzeń B(Ω) z naturalnymi
działaniami algebraicznymi i normą ‖y‖∞ = sup{|y(ω)| : ω ∈ Ω} jest prze-
strzenią Banacha. Z liniowości całki wynika liniowość operatora A, a jego
ograniczoność jest konsekwencją nierówności (1.22). Z tej nierówności wy-
nika również ‖A‖ 6 D. Pokażemy, że w istocie zachodzi tu równość, a więc
pokażemy, że










−1, gdy s 6 − 1
n
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Funkcje xn,ω(t) = un (D(t, ω)) (n = 1, 2, . . . ) są funkcjami ciągłymi zmien-
nej t dla dowolnego ω ∈ Ω, a ponadto iloczyn D(t, ω)xn,ω(t) jest funkcją
nieujemną równą |D(t, ω)|, gdy |D(t, ω)| > 1
n
i mniejszą bądź równą 1
w pozostałych punktach. Niech
An,ω =
{
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Wówczas [a, b] = An,ω ∪Bn,ω oraz
b∫
a

















D(t, ω)xn,ω(t) dt >
∫
An,ω




|D(t, ω)| dt− 1
n
(b− a).
Ponieważ ‖xn,ω‖∞ = sup
a6t6b










Stąd łącznie z nierównością (1.22) otrzymujemy (1.23).





definiuje funkcjonał liniowy ograniczony na przestrzeni C[a, b], który mo-
że być rozważany jako szczególny przypadek poprzedniego przykładu, gdy
zbiór parametrów jest jednoelementowy. Stosując otrzymany wynik, stwier-





Twierdzenie 1.13. Jeżeli X jest przestrzenią unormowaną, a Y przestrze-
nią Banacha, to przestrzeń B(X,Y ) z normą operatorową jest również prze-
strzenią Banacha.
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D o w ó d. Musimy udowodnić, że przestrzeń B(X,Y ) jest zupełna. Niech
(An) będzie ciągiem Cauchy’ego elementów przestrzeni B(X,Y ). Obierzmy
dowolne ε > 0. Istnieje wskaźnik n0 taki, że
‖An −Am‖ < ε dla n,m > n0.
Stąd otrzymujemy
(1.26) ‖Anx−Amx‖ 6 ‖An −Am‖‖x‖ < ε‖x‖.
To oznacza, że ciąg (Anx) jest ciągiem Cauchy’ego w przestrzeni Y . Po-
nieważ ta przestrzeń jest zupełna, więc ciąg ten jest zbieżny. Oznaczmy
Ax = lim
n→∞
Anx. Ponieważ operatory An są liniowe, więc również odwzoro-
wanie A : X → Y jest liniowe. Wykażemy, że jest ono ograniczone. Prze-
chodząc w (1.26) do granicy, m→ ∞, otrzymujemy
(1.27) ‖(An −A)x‖ = ‖Anx−Ax‖ 6 ε‖x‖ dla x ∈ X, n > n0.
Stąd w szczególności wynika, że operator An −A (dla odpowiednio dużego
n) jest ograniczony. Ponieważ A = An − (An − A), więc i operator A jest
ograniczony, czyli A ∈ B(X,Y ). Z (1.27) otrzymujemy ‖An − A‖ 6 ε dla
n > n0, co oznacza, że An → A, gdy n→ ∞, w przestrzeni B(X,Y ).
Ponieważ ciało skalarów K jest przestrzenią zupełną (por. [27], tw. 3.12
z części I), więc z twierdzenia 1.13 otrzymujemy następujący fakt:
Wniosek 1.14. Przestrzeń sprzężona X ′ z przestrzenią unormowaną X jest




Z twierdzenia 1.13 wynika również, że jeżeli X jest przestrzenią Ba-
nacha, to zbiór wszystkich operatorów liniowych i ograniczonych B(X) na
przestrzeni X jest przestrzenią Banacha (z normą operatorową). Zauważ-
my, że przestrzeń ta ma bogatszą strukturę algebraiczną. Mianowicie, jeżeli
zdefiniujemy iloczyn operatorów jako ich złożenie, tzn.
(AB)x = (A ◦B)x = A(Bx) (x ∈ X),
to otrzymamy operator liniowy AB na przestrzeniX. Ponadto z nierówności
‖(AB)x‖ 6 ‖A(BX)‖ 6 ‖A‖‖Bx‖ 6 ‖A‖‖B‖‖x‖
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wynika, że
‖AB‖ 6 ‖A‖‖B‖,
a więc operator AB jest ograniczony. Zatem iloczyn operatorów jest dzia-
łaniem w przestrzeni B(X). Łatwo się sprawdza, że ma on następujące wła-
sności:
A(BC) = (AB)C;(1.28)
A(B + C) = AB +AC, (B + C)A = BA+ CA;(1.29)
λ(AB) = (λA)B = A(λB),(1.30)
gdzie A, B i C ∈ B(X) oraz λ ∈ K. Przestrzeń liniowa, w której określone
jest mnożenie spełniające powyższe warunki, nosi nazwę algebry . Podkreśl-
my, że jeżeli dimX > 1, to algebra B(X) jest nieprzemienna. Elementem
neutralnym względem mnożenia, czyli jedynką, jest operator identyczno-
ściowy IX określony wzorem IX(x) = x. Oczywiście ‖IX‖ = 1. Jeżeli nie
będzie to prowadziło do nieporozumienia, to operator IX będziemy krótko
oznaczali symbolem I.
Twierdzenie 1.15. Mnożenie w algebrze B(X) jest ciągłe, tzn. jeżeli An →
→ A i Bn → B, gdy n→ ∞, to AnBn → AB.
D o w ó d. Mamy
‖AnBn −AB‖ = ‖(An −A)B −An(B −Bn)‖ 6(1.31)
6 ‖An −A‖‖B‖+ ‖An‖‖B −Bn‖.
Ponieważ An → A implikuje ‖An‖ → ‖A‖, więc z (1.31) otrzymujemy tezę.
Jeżeli X jest przestrzenią Banacha, to algebra B(X) jest przykładem
algebry Banacha, tj. przestrzeni Banacha, w której określone jest ciągłe
mnożenie spełniające warunki (1.28)–(1.30).
1.6. Przestrzenie skończenie wymiarowe
Definicja 1.7. Niech X i Y będą przestrzeniami unormowanymi (nad tym
samym ciałem K). Liniowa bijekcja T : X → Y taka, że T i T−1 są ciągłe,
nazywa się izomorfizmem przestrzeni unormowanych.
Twierdzenie 1.16. Dowolne dwie n-wymiarowe przestrzenie unormowane
są ze sobą izomorficzne.
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D o w ó d. Jest oczywiste, że relacja izomorfizmu przestrzeni unormowanych
jest relacją równoważności. Wystarczy więc udowodnić, że dowolna prze-
strzeń unormowana n-wymiarowa (nad ciałem K) jest izomorficzna z prze-






dla x = (x1, x2, . . . , xn) ∈ Kn (w przypadku przestrzeni Rn moduły pod
znakiem sumy są zbędne). Niech X będzie n-wymiarową przestrzenią unor-
mowaną z normą ‖·‖ i niech e1, e2, . . . , en będzie jej bazą. Wówczas dowolny
element x ∈ X można w jednoznaczny sposób przedstawić w postaci
x = ξ1e1 + ξ
2e2 + . . .+ ξ
nen (ξ
1, ξ2, . . . , ξn ∈ K).
Odwzorowanie T : Kn → X określamy wzorem




Jest oczywiste, że przekształcenie T jest liniową bijekcją przestrzeni Kn na
przestrzeń X (por. [26], tw. 5.5). Należy udowodnić, że T i T−1 są odwzo-
rowaniami ciągłymi lub — co na jedno wychodzi — ograniczonymi. Dla
dowolnego ξ ∈ Kn mamy





























jest stałą. Stąd wynika, że odwzorowanie T jest
ograniczone. Teraz wykażemy ograniczoność operatora T−1. Niech S = {ξ ∈
∈ Kn : |ξ| = 1} będzie sferą jednostkową w Kn. Z twierdzenia Heinego-Borela
([27], tw. 2.15 z części I) wynika, że S jest zbiorem zwartym. Zdefiniujemy
funkcję f : S → R wzorem
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Ponieważ przekształcenia y 7→ ‖y‖ i T są ciągłe, więc f jest ciągłe jako
złożenie funkcji ciągłych. Niech m = inf{f(ξ) : ξ ∈ S}. Wówczas m > 0.
Z twierdzenia Weierstrassa ([27], tw. 4.11 z części I) wynika, że istnieje
ξ0 ∈ S takie, że f(ξ0) = m. Gdyby m = 0, to ‖Tξ0‖ = f(ξ0) = 0. Stąd
Tξ0 = 0. Z wzajemnej jednoznaczności odwzorowania T wynikałoby, że
ξ0 = 0. To jest niemożliwe, bo |ξ0| = 1. Zatem m > 0. Ponieważ ‖Tξ‖ > m
dla ξ ∈ S, więc ‖Tξ‖ > m|ξ| dla dowolnego ξ ∈ Kn. Stąd, jeżeli x = Tξ, to
ξ = T−1x i mamy |T−1x| 6 1
m
‖x‖, co oznacza, że odwzorowanie T−1 jest
ograniczone.
Definicja 1.8. Dwie normy ‖·‖1 i ‖·‖2 na przestrzeni liniowej X są równo-
ważne, jeżeli dla dowolnego ciągu (xn) elementów tej przestrzeni ‖xn‖1 → 0
wtedy i tylko wtedy, gdy ‖xn‖2 → 0.
Wniosek 1.17. Dowolne dwie normy na przestrzeni liniowej skończenie
wymiarowej są równoważne.
Wniosek 1.18. Każda skończenie wymiarowa przestrzeń unormowana jest
zupełna.
D o w ó d. Niech X i T : Kn → X będą takie same jak w twierdzeniu 1.16.
Wówczas dla dowolnych x i y ∈ X mamy x =
n∑
j=1




Niech ξ = (ξ1, ξ2, . . . , ξm), η = (η1, η2, . . . , ηn). Z własności odwzorowania
T otrzymujemy






∥∥∥∥ 6M |ξ − η|.
Z tych nierówności wynika, że jeżeli (xm) jest ciągiem Cauchy’ego w prze-
strzeni X, to ciąg (ξm) = (T−1xm) jest ciągiem Cauchy’ego w przestrzeni
K
n. Ponieważ przestrzeń Kn jest zupełna ([27], tw. 3.12 z części I), więc
ciąg (ξm) jest zbieżny do ξ0 = (ξ10 , ξ
2
0 , . . . , ξ
n
0 ). Z nierówności (1.32) wnio-
skujemy, że ciąg (xm) jest zbieżny do x0 =
n∑
j=1
ξj0ej . To dowodzi zupełności
przestrzeni X.
Wniosek 1.19. Skończenie wymiarowa podprzestrzeń przestrzeni unormo-
wanej jest domknięta.
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D o w ó d. Teza wynika z tego, że zupełny podzbiór przestrzeni metrycznej
jest domknięty.
Wniosek 1.20. Ograniczony i domknięty podzbiór przestrzeni unormowa-
nej skończenie wymiarowej jest zwarty.
D o w ó d. Niech X i T : Kn → X będą takie same jak w twierdzeniu
1.16. Niech E będzie ograniczonym i domkniętym podzbiorem przestrze-
ni X. Z nierówności (1.32) wynika, że T−1(E) jest ograniczonym i do-
mkniętym podzbiorem przestrzeni Kn. Z twierdzenia Heinego-Borela ([27],
tw. 2.15 z części I) otrzymujemy zwartość zbioru T−1(E). Ponieważ cią-
gły obraz zbioru zwartego jest zwarty ([27], tw. 4.9 z części I), więc zbiór
E = T (T−1(E)) jest zwarty.
Ćwiczenia
1. Udowodnić, że jeżeli podprzestrzeń liniowa X0 przestrzeni unormowanej X za-
wiera pewną kulę, to X0 = X.
2. Niech X i Y będą przestrzeniami unormowanymi z normami odpowiednio ‖·‖X
i ‖ · ‖Y . W zbiorze X × Y wprowadzamy działania dodawania wektorów i mnoże-
nia wektora przez skalar w naturalny sposób. Wykazać, że funkcjonał zdefiniowany
wzorem ‖(x, y)‖ = ‖x‖X + ‖y‖Y jest normą w przestrzeni X × Y . Ponadto prze-
strzeń ta jest zupełna, jeżeli zupełne są przestrzenie X i Y .
3. Wykazać bezpośrednio (nie korzystając z tw. 1.5), że przestrzeń ℓp (1 6 p <∞)
z naturalną normą jest przestrzenią Banacha.
4. Wykazać, że przestrzeń c00 wszystkich ciągów liczbowych x = (ξn), dla których





5. Wykazać, że przestrzeń funkcji ograniczonych B(Ω) na niepustym zbiorze Ω
z normą ‖x‖∞ = sup{|x(ω)| : ω ∈ Ω} jest przestrzenią Banacha.
6. Niech Ω ⊂ Rk będzie zbiorem mierzalnym w sensie Lebesgue’a i niech L∞(Ω)
oznacza zbiór wszystkich funkcji mierzalnych w sensie Lebesgue’a na Ω, które są
prawie wszędzie ograniczone, tzn.
(∗) |f(x)| 6M
dla pewnego M > 0 zależnego od funkcji f i dla wszystkich x ∈ Ω poza zbio-
rem miary zero. Zbiór L∞(Ω) jest przestrzenią liniową z działaniami określonymi
w naturalny sposób. Niech ∼ oznacza relację równości prawie wszędzie. Zbiór klas
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abstrakcji L∞(Ω)/∼ oznaczymy przez L∞(Ω). Podobnie jak w przypadku prze-
strzeni Lp będziemy utożsamiali funkcję z jej klasą abstrakcji. Norma ‖f‖∞ jest
kresem dolnym liczb występujących w nierówności (∗). Sprawdzić, że istotnie jest
to norma i że przestrzeń L∞(Ω) z tą normą jest przestrzenią Banacha.
7. Wykazać, że przestrzeń C2π funkcji ciągłych i 2π-okresowych określonych na
prostej z normą ‖f‖∞ = sup{|f(x)| : x ∈ R} jest przestrzenią Banacha.
8. Wykazać, że na to, aby dwie normy ‖ · ‖1 i ‖ · ‖2 na przestrzeni liniowej X były
równoważne, potrzeba i wystarcza, aby istniały takie stałe dodatnie m i M , że
m‖x‖1 6 ‖x‖2 6M‖x‖1
dla dowolnego x ∈ X.
9. Udowodnić, że jeżeli każdy bezwzględnie zbieżny szereg elementów przestrzeni
unormowanej X jest zbieżny, to X jest przestrzenią Banacha.
10. Mówimy, że szereg elementów przestrzeni unormowanej jest bezwarunkowo

























n = k i ξ(n)k = 0, gdy n 6= k, jest bezwarunkowo zbieżny, ale nie jest zbieżny
bezwzględnie.
11. Wykazać, że przestrzeń C(1)[a, b] jest przestrzenią ośrodkową.
12. Obliczyć normę funkcjonału f na przestrzeni C[0, 1] danego wzorem
f(x) = αx(0) + β x(1),
gdzie α i β są ustalonymi liczbami.





gdzie t 7→ a(t) jest funkcją należącą do przestrzeni L∞[0, 1].





określa funkcjonał liniowy ograniczony na przestrzeni ℓ1, którego norma wyraża
się wzorem ‖f‖ = sup{|λn| : n ∈ N}.
Rozdział 2
Przestrzenie Hilberta
W tym rozdziale będziemy zajmowali się przestrzeniami liniowymi wy-
posażonymi w dodatkową strukturę zwaną iloczynem skalarnym. Przestrzeń
otrzymana w ten sposób jest przestrzenią unormowaną, a w przypadku, gdy
jest ona zupełna, nosi nazwę przestrzeni Hilberta. Przestrzenie te stanowią
niezwykle ważną klasę przestrzeni Banacha.
2.1. Definicja i przykłady przestrzeni Hilberta
Definicja 2.1. Niech X będzie przestrzenią liniową nad ciałem liczb ze-
spolonych C. Iloczynem skalarnym na przestrzeni X nazywamy funkcjonał
〈· , ·〉 : X ×X → C, który spełnia następujące warunki:∗
(a) 〈x, y〉 = 〈y, x〉 dla x, y ∈ X;
(b) 〈x+ y, z〉 = 〈x, z〉+ 〈y, z〉 dla x, y, z ∈ X;
(c) 〈αx, y〉 = α〈x, y〉 dla x, y ∈ X, α ∈ C;
(d) 〈x, x〉 > 0 dla każdego wektora x ∈ X, x 6= 0.
Przestrzeń liniową X wyposażoną w iloczyn skalarny 〈· , ·〉 będziemy nazy-
wać przestrzenią unitarną.
Uw a g i. 1. Z własności (c) wynika, że 〈0, y〉 = 0 dla każdego y ∈ X.
W szczególności 〈0, 0〉 = 0.
2. Własności (b) i (c) mówią, że funkcjonał x 7→ 〈x, y〉, dla dowolnego
ustalonego y ∈ X, jest funkcjonałem liniowym na X.
3. Z (a) i (c) wynika, że 〈x, αy〉 = α〈x, y〉.
4. Z (a) i (b) wynika następujący warunek: 〈z, x+ y〉 = 〈z, x〉+ 〈z, y〉.
5. Można również rozważać przestrzenie liniowe nad ciałem liczb rzeczy-
wistych z iloczynem skalarnym. Ponieważ nie odgrywają one istotnej roli
w teorii spektralnej, nie będziemy się nimi zajmować.
∗ Symbol α oznacza liczbę (zespoloną) sprzężoną do liczby α.
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W dalszym ciągu przez X będziemy oznaczać ustaloną przestrzeń uni-
tarną, a przez 〈· , ·〉 — iloczyn skalarny określony w tej przestrzeni.
Twierdzenie 2.1 (nierówność Schwarza). Jeżeli x, y są wektorami w prze-
strzeni unitarnej X, to
(2.1) |〈x, y〉|2 6 〈x, x〉〈y, y〉.
D o w ó d. Dla y = 0 nierówność (2.1) jest oczywista. Niech więc y 6= 0. Dla
dowolnej liczby λ ∈ C mamy
〈x+ λy, x+ λy〉 > 0,
czyli
(2.2) 〈x, x〉+ λ〈x, y〉+ λ〈x, y〉+ |λ|2〈y, y〉 > 0.
Podstawiając do (2.2)
λ = −〈x, y〉〈y, y〉 ,
otrzymujemy
〈x, x〉 − |〈x, y〉|
2
〈y, y〉 > 0,
skąd wynika (2.1).
Definicja 2.2. Ponieważ 〈x, x〉 > 0 dla każdego wektora x ∈ X, więc
wyrażenie
√
〈x, x〉 ma sens. Liczbę tę oznaczamy przez ‖x‖ i nazywamy
normą lub długością wektora x.
Twierdzenie 2.2 (własności normy wektora). W przestrzeni unitarnej
X norma wektora ‖ · ‖ ma następujące własności :
(a) ‖x‖ > 0 dla x ∈ X, x 6= 0, ‖0‖ = 0;
(b) ‖λx‖ = |λ|‖x‖ dla x ∈ X, λ ∈ C;
(c) ‖x+ y‖ 6 ‖x‖+ ‖y‖ dla x, y ∈ X;




dla x, y ∈ X.
D o w ó d. Własności (a) i (b) są oczywiste. Aby udowodnić (c), skorzystamy
z nierówności Schwarza. Mamy bowiem
‖x+ y‖2 = 〈x+ y, x+ y〉 = 〈x, x〉+ 〈x, y〉+ 〈x, y〉+ 〈y, y〉 =
= ‖x‖2 + 2Re 〈x, y〉+ ‖y‖2.
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Ponieważ
Re 〈x, y〉 6 |〈x, y〉|,
więc na mocy nierówności Schwarza
‖x+y‖2 6 ‖x‖2+2|〈x, y〉|+‖w‖2 6 ‖x‖2+2‖x‖ ‖y‖+‖y‖2 = (‖x‖+ ‖y‖)2 .
Natomiast (d) wynika z następujących przekształceń:
‖x+ y‖2 + ‖x− y‖2 = 〈x+ y, x+ y〉+ 〈x− y, x− y〉 =





Uw a g i. 1. Z własności (a)–(c) wynika, że istotnie przestrzeń unitarna X
z normą określoną wzorem ‖x‖ =
√
〈x, x〉 jest przestrzenią unormowaną.
2. Własność (c) nosi nazwę nierówności trójkąta, a własność (d) — toż-
samości równoległoboku. Rozważmy płaszczyznę R2 jako przestrzeń liniową
wektorów swobodnych z iloczynem skalarnym wektorów. Wówczas otrzy-
mamy przestrzeń euklidesową (unitarną nad ciałem liczb rzeczywistych).
Niech x i y będą niezerowymi wektorami w tej przestrzeni. Zbudujmy z nich
trójkąt. Wówczas trzeci bok tego trójkąta możemy interpretować jako wek-
tor x + y, a długości boków tego trójkąta odpowiadają liczbom ‖x‖, ‖y‖
i ‖x+ y‖. Wówczas nierówność trójkąta dla normy wyraża znaną własność
geometryczną, która mówi, że długość boku w trójkącie jest mniejsza niż
długość sumy dwóch pozostałych boków tego trójkąta. Proponujemy Czytel-
nikowi jako ćwiczenie podanie geometrycznej interpretacji tożsamości rów-
noległoboku na płaszczyźnie.
Przykłady 2.1. (a) W przestrzeni Cn przykładem iloczynu skalarnego jest





gdzie x = (ξ1, ξ2, . . . , ξn) i y = (η1, η2, . . . , ηn). Zatem przestrzeń Cn z na-
turalnym iloczynem skalarnym jest przestrzenią unitarną. Zauważmy po-
nadto, że baza standardowa tej przestrzeni e1, e2, . . . , en, gdzie ej =
= (0, . . . , 0, 1, 0, . . . , 0), („1” znajduje się na j-tym miejscu) ma następującą
własność:
〈ej , ek〉 = δjk (delta Kroneckera).
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(b) Przykładem nieskończenie wymiarowej przestrzeni unitarnej jest prze-
strzeń funkcji ciągłych C[−1, 1], w której iloczyn skalarny jest określony za
pomocą wzoru




(c) Niech (X,M, µ) będzie przestrzenią mierzalną. Zbiór L2 = L2(X,M, µ)




























Jest to szczególny przypadek przykładu 2.1 (c), w którym µ oznacza miarę






Z tak określonym iloczynem skalarnym przestrzeń ℓ2 jest przestrzenią uni-















Twierdzenie 2.3. Iloczyn skalarny w przestrzeni unitarnej X jest funk-
cjonałem ciągłym na produkcie X × X, tzn. jeżeli xn → x i yn → y, to
〈xn, yn〉 → 〈x, y〉.
D o w ó d. Teza wynika z następujących nierówności:
|〈xn, yn〉 − 〈x, y〉| 6 |〈xn, yn〉 − 〈xn, y〉|+ |〈xn, y〉 − 〈x, y〉| =
= |〈xn, yn − y〉|+ |〈xn − x, y〉| 6
6 ‖xn‖ ‖yn − y‖+ ‖xn − x‖ ‖y‖.
Definicja 2.3. Przestrzeń unitarna X, która jest przestrzenią Banacha
w normie ‖x‖ =
√
〈x, x〉, nazywa się przestrzenią Hilberta.
Zauważmy, że przestrzenie z przykładów 2.1 (a), (c), (d) są przestrze-
niami Hilberta, natomiast przestrzeń z przykładu 2.1 (b) nie jest taką prze-
strzenią.
2.2. Twierdzenie o rzucie ortogonalnym
Definicja 2.4. Mówimy, że dwa wektory x i y z przestrzeni unitarnej X
są ortogonalne lub prostopadłe i piszemy x ⊥ y, jeżeli 〈x, y〉 = 0. Jeżeli
natomiast E jest podzbiorem przestrzeni X i wektor x jest ortogonalny do
każdego y ∈ E, to mówimy, że x jest ortogonalny do zbioru E i piszemy
x ⊥ E.
Twierdzenie 2.4 (twierdzenie Pitagorasa). Jeżeli wektory x1, x2, . . . ,
xn ∈ X są wzajemnie ortogonalne, to
‖x1‖2 + ‖x2‖2 + . . .+ ‖xn‖2 = ‖x1 + x2 + . . .+ xn‖2.
D o w ó d. Dowód prowadzimy przez indukcję względem liczby wektorów.
Dla n = 1 twierdzenie jest oczywiste. Załóżmy więc, że teza zachodzi dla
n − 1 i niech wektory x1, x2, . . . , xn ∈ V będą wzajemnie ortogonalne.
Oznaczmy przez y wektor x1 + x2 + . . .+ xn−1. Wówczas mamy
‖y + xn‖2 = 〈y + xn, y + xn〉 = 〈y, y〉+ 2Re 〈y, xn〉+ 〈xn, xn〉 =
= ‖x1‖2 + ‖x2‖2 + . . .+ ‖xn−1‖2 + ‖xn‖2,
ponieważ z założenia indukcyjnego
‖y‖2 = ‖x1‖2 + ‖x2‖2 + . . .+ ‖xn−1‖2
i ponadto
〈y, xn〉 = 〈x1, xn〉+ 〈x2, xn〉+ . . .+ 〈xn−1, xn〉 = 0.
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Twierdzenie 2.5 (o rzucie ortogonalnym). Niech M będzie domkniętą
podprzestrzenią przestrzeni Hilberta H. Każdy wektor x ∈ H ma przedsta-
wienie w postaci
(2.4) x = x0 + z, gdzie x0 ∈M i z ⊥M,
przy czym rozkład ten jest jednoznaczny.
Wektor x0 nazywamy rzutem ortogonalnym wektora x na podprzestrzeń
M .
D o w ó d. Jeżeli x ∈ M , to wystarczy przyjąć x0 = x i z = 0. Niech więc
x ∈ H \M . Oznaczmy
ρ = inf{‖x− y‖ : y ∈M}.
Wówczas ρ > 0, bo podprzestrzeń M jest domknięta. Wybierzmy taki ciąg
(yn) wektorów z podprzestrzeni M , aby ‖x − yn‖ → ρ, gdy n → ∞. Niech
ρn = ‖x− yn‖. Wtedy ρn > ρ dla n = 1, 2, . . . i ρn → ρ, gdy n→ ∞. Dla
dowolnego wektora y ∈M i dowolnej liczby λ mamy yn + λy ∈M , więc
(2.5) ‖x− (yn + λy)‖ > ρ (n = 1, 2, . . . ).




Zakładamy przy tym, że y 6= 0. Wówczas dla dowolnego n mamy
‖x− (yn + λy)‖2 = 〈(x− yn)− λy, (x− yn)− λy〉 =
= ‖x− yn‖2 − λ〈x− yn, y〉 − λ〈x− yn, y〉+ |λ|2‖y‖2 =







2 (n = 1, 2, . . . ),
a ponieważ ‖x− yn‖ = ρn, więc mamy
(2.6) |〈x− yn, y〉| 6
√
ρ2n − ρ2 ‖y‖ (n = 1, 2, . . . )
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dla dowolnego y ∈ M . Zauważmy, że wzór ten jest również prawdziwy dla
y = 0. Stąd
|〈yn − ym, y〉| 6 |〈yn − x, y〉|+ |〈x− ym, y〉| 6
6
(√





dla n, m = 1, 2, . . . i dowolnego y ∈ M . Podstawiając y = yn − ym, otrzy-
mujemy
‖yn − ym‖ 6
√
ρ2n − ρ2 +
√
ρ2m − ρ2 (n, m = 1, 2, . . . ).
Ponieważ ρn → ρ, więc ciąg (yn) jest ciągiem Cauchy’ego. Wobec zupełności
przestrzeni H jest on zbieżny. Niech x0 = lim
n→∞
yn. Ponieważ podprzestrzeń
M jest domknięta, więc x0 ∈M . Przechodząc do granicy, n→ ∞, w nierów-
ności (2.6) otrzymujemy 〈x− x0, y〉 = 0 dla dowolnego y ∈M . Przyjmując
z = x − x0, mamy x = x0 + z, przy czym x0 ∈ M , a z ⊥ M , czyli żądane
przedstawienie wektora x. Pozostaje udowodnić jednoznaczność tego roz-
kładu. Niech x = x′0+z
′ = x′′0+z
′′, gdzie x′0, x
′′
0 ∈M , z′, z′′ ⊥M . Wówczas
x′0 − x′′0 = z′′ − z′ i x′0 − x′′0 ∈M , z′′ − z′ ⊥M . Stąd
‖x′0 − x′′0‖2 = 〈x′0 − x′′0, z′′ − z′〉 = 0,
co oznacza, że x′0 = x
′′
0, a w konsekwencji także z
′ = z′′.
Definicja 2.5. Jeżeli E jest podzbiorem przestrzeni unitarnej X, to zbiór
E⊥ = {x ∈ X : x ⊥ y dla wszystkich y ∈ E}
nazywamy dopełnieniem ortogonalnym zbioru E. W przypadku, gdy E =
= {x}, będziemy pisać x⊥ zamiast {x}⊥.
Lemat 2.6. E⊥ jest domkniętą podprzestrzenią liniową przestrzeni X.
D o w ó d. Zbiór E⊥ jest niepusty, ponieważ 0 ∈ E⊥ (wektor 0 jest orto-
gonalny do każdego wektora). Natomiast fakt, że λx1 + µx2 ∈ E⊥, jeżeli
tylko x1 i x2 ∈ E⊥, wynika z własności (b) i (c) iloczynu skalarnego. Za-
tem E⊥ jest podprzestrzenią przestrzeni X. Zbiór x⊥ jest podprzestrzenią
domkniętą dla dowolnego x ∈ X, bo jest on przeciwobrazem zbioru do-
mkniętego {0} poprzez funkcję ciągłą y 7→ 〈y, x〉. Ponieważ E⊥ = ⋂
x∈E
x⊥,
więc podprzestrzeń E⊥ jest domknięta.
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Twierdzenie o rzucie ortogonalnym mówi nam, że przestrzeń Hilberta H
jest sumą prostą podprzestrzeni M i M⊥, tzn.
X =M ⊕M⊥.
Ponieważ podprzestrzenieM iM⊥ są ortogonalne, więc ten przypadek sumy
prostej nazywamy ortogonalną sumą prostą. W dalszym ciągu zapisM1⊕M2
będzie zawsze oznaczał sumę prostą tego rodzaju.
Podamy teraz wnioski z twierdzenia o rzucie ortogonalnym.
Wniosek 2.7. Jeżeli x0 jest rzutem ortogonalnym elementu x przestrzeni
Hilberta H na podprzestrzeń M , to
‖x− x0‖ 6 ‖x− y‖
dla każdego y ∈ M , przy czym równość zachodzi wtedy i tylko wtedy, gdy
y = x0.
D o w ó d. Niech y będzie dowolnym wektorem z podprzestrzeni M . Ponie-
waż x− x0 ⊥M oraz x0 − y ∈M , więc x− x0 ⊥ x0 − y. Ponieważ x− y =
= (x−x0)+(x0−y), więc na mocy twierdzenia Pitagorasa zachodzi równość
‖x− y‖2 = ‖x− x0‖2 + ‖x0 − y‖2,
z której wynika teza.
Wniosek 2.8. Podprzestrzeń M przestrzeni Hilberta H jest gęsta w H wte-
dy i tylko wtedy, gdy M⊥ = {0}.
D o w ó d. Jeżeli M = H, to dla dowolnego x ∈ H istnieje ciąg (yn) wek-
torów z M taki, że x = lim
n→∞
yn. Niech x ⊥ M . Ponieważ 〈x, yn〉 = 0
dla wszystkich n, więc z ciągłości iloczynu skalarnego wynika, że ‖x‖2 =
= 〈x, x〉 = 0. Zatem x = 0.
Na odwrót, jeżeli M 6= H, to istnieje x ∈ H \M . Na mocy twierdzenia
o rzucie ortogonalnym wektor x ma przedstawienie w postaci x = x0 + z,
gdzie x0 ∈M i z ⊥M . Zatem z ∈M⊥ i z 6= 0, czyli M⊥ 6= {0}.
Zauważmy, że wektor x0 ∈ M taki, że z = x − x0 ⊥ M , jest wyzna-
czony jednoznacznie, zatem określona jest funkcja P : H →M , P (x) = x0.
Funkcję tę nazywamy rzutowaniem (ortogonalnym) na podprzestrzeń M .
Wniosek 2.9 (własności rzutowania na podprzestrzeń). Dla rzuto-
wania P na (domkniętą) podprzestrzeń M przestrzeni Hilberta H i x, y ∈ H
oraz α, β ∈ C spełnione są następujące warunki :
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(a) 〈Px, y〉 = 〈Px, Py〉 = 〈x, Py〉;
(b) 〈P (Px), y〉 = 〈Px, y〉;
(c) 〈Px, x〉 = ‖Px‖2;
(d) ‖Px‖ 6 ‖x‖;
(e) ‖x‖2 = ‖x− Px‖2 + ‖Px‖2;
(f) M = {x ∈ H : Px = x} = {x ∈ H : ‖Px‖ = ‖x‖};
(g) Px = 0 wtedy i tylko wtedy, gdy x ⊥M ;
(h) P (αx+ βy) = αPx+ βPy;
(i) P (H) =M .
Łatwe dowody powyższych własności pozostawiamy jako ćwiczenie dla
Czytelnika.
Z liniowości iloczynu skalarnego ze względu na pierwszy argument wyni-
ka, że dla ustalonego wektora a przestrzeni unitarnej X funkcjonał f : X →
→ C, określony wzorem f(x) = 〈x, a〉, jest funkcjonałem liniowym na prze-
strzeni X. Ponadto z nierówności Schwarza wynika, że funkcjonał ten jest
ograniczony. Mamy bowiem
(2.7) |f(x)| = |〈x, a〉| 6 ‖a‖ ‖x‖.
Zauważmy ponadto, że wówczas ‖f‖ = ‖a‖. Dla a = 0 jest to oczywiste.






= ‖a‖. Okazuje się, że każdy funkcjonał liniowy ograniczony
na przestrzeni Hilberta jest takiej postaci.
Twierdzenie 2.10 (Riesza∗∗). Jeżeli f jest funkcjonałem liniowym ogra-
niczonym na przestrzeni Hilberta H, to istnieje dokładnie jeden wektor
a ∈ H taki, że
(2.8) f(x) = 〈x, a〉 dla każdego x ∈ H.
Ponadto
‖f‖ = ‖a‖.
D o w ó d. Aby otrzymać jednoznaczność wektora a w reprezentacji (2.8),
przypuśćmy, że f(x) = 〈x, ã〉 dla każdego wektora x ∈ H. Wówczas 0 =
= 〈x, a− ã〉 i biorąc x = a− ã, otrzymujemy ‖a− ã‖ = 0, czyli a = ã.
∗∗ Autor chciałby podkreślić, że wszystkie twierdzenia zamieszczone w skrypcie i opa-
trzone nazwiskiem Riesz są autorstwa Frigyesa Riesza.
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Jeżeli f(x) = 0 dla każdego wektora x ∈ H, to wystarczy przyjąć a = 0.
Przypuśćmy zatem, że f(y) 6= 0 dla pewnego wektora y ∈ H. Ponieważ f
jest funkcjonałem liniowym ograniczonym, więc M = ker f = f−1({0}) jest
domkniętą podprzestrzenią przestrzeni H. Z twierdzenia o rzucie ortogonal-
nym otrzymujemy rozkład wektora y w postaci
y = y0 + y1, gdzie y0 ∈M, y1 ⊥M.
Mamy przy tym f(y1) 6= 0. Oznaczając z =
1
f(y1)
y1, otrzymujemy f(z) =
= 1. Wówczas dla dowolnego wektora x ∈ H mamy f(x− f(x) z) = 0, czyli
x − f(x) z ∈ M . Stąd wynika, że wektory x − f(x) z i z są ortogonalne.
Zatem
〈x, z〉 = 〈x− f(x) z, z〉+ f(x) 〈z, z〉 = f(x) ‖z‖2.
Przyjmując a =
1
‖z‖2 z, otrzymujemy f(x) = 〈x, a〉.
2.3. Układy ortonormalne
Definicja 2.6. Niech H będzie przestrzenią Hilberta. Podzbiór E ⊂ H
nazywamy zbiorem ortonormalnym, jeżeli
— ‖e‖ = 1 dla każdego e ∈ E;
— 〈e, f〉 = 0 dla dowolnych e, f ∈ E, e 6= f .
Tak więc zbiór jest ortonormalny, jeżeli składa się z wektorów jednostkowych
(tzn. wektorów o długości jeden) parami ortogonalnych. Zamiast terminu
zbiór ortonormalny będziemy również używać określenia układ ortonormal-
ny . Jeżeli zbiór E jest skończony, tzn. E = {e1, . . . , en}, to będziemy krótko
mówić, że wektory e1,. . . , en są ortonormalne.
Przykłady 2.2. (a) W przestrzeni Cn wektory ej = (0, . . . , 0, 1, 0, . . . , 0),
j = 1, 2, . . . , n, tworzą układ ortonormalny.
(b) W przestrzeni ℓ2 ciąg elementów en = (δnk)∞k=1, n = 1, 2, . . . , jest
układem ortonormalnym.









sinnx (n = 1, 2, . . . )
jest układem ortonormalnym.
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einx (n = ±0,±1,±2, . . . ).
Jest oczywiste, że każdy zbiór ortonormalny składa się z wektorów li-
niowo niezależnych. Istotnie, jeżeli e1, . . . , en ∈ E, α1e1 + . . . + αnen = 0,
to
αj = 〈α1e1 + . . .+ αnen, ej〉 = 0 dla j = 1, 2, . . . , n.
Twierdzenie 2.11 (ortogonalizacja Grama-Schmidta). Jeżeli H jest
przestrzenią Hilberta i {xn : n = 1, 2, . . . } jest podzbiorem liniowo niezależ-
nym, to istnieje układ ortonormalny {en : n = 1, 2, . . . } w przestrzeni H
taki, że dla każdego n
span{e1, e2, . . . , en} = span{x1, x2, . . . , xn}.







, gdzie y2 = x2 − 〈x2, e1〉e1.
Z liniowej niezależności wektorów x1 i x2 wynika, że x1 6= 0 i y2 6= 0. Mamy
‖e1‖ = ‖e2‖ = 1 i 〈e1, e2〉 = 0.








Zauważmy, że yn+1 6= 0, bo w przeciwnym razie wektory x1, x2, . . . , xn+1
byłyby liniowo zależne. Ponadto mamy ‖en+1‖ = 1 i 〈ek, en+1〉 = 0 dla k =
= 1, 2, . . . , n. Ponieważ en ∈ span{x1, x2, . . . , xn} i xn ∈ span{e1, e2, . . . , en}
dla dowolnego n, więc stąd wynika teza.
Definicja 2.7. Iloczyn skalarny 〈x, e〉 nazywamy współczynnikiem Fouriera
wektora x względem elementu e.




|〈x, ej〉|2 6 ‖x‖2.
Układy ortonormalne 53
D o w ó d. Oznaczmy y = x −
n∑
j=1
〈x, ej〉ej . Wówczas 〈y, ek〉 = 0 dla k =
= 1, 2, . . . , n. Zatem wektory
n∑
j=1
〈x, ej〉ej i y są ortogonalne. Na mocy twier-
dzenia Pitagorasa mamy




















Z nierówności Bessela otrzymujemy:
Wniosek 2.13. Każdy wektor x ma co najwyżej przeliczalnie wiele niezero-
wych współczynników Fouriera względem ustalonego układu ortonormalnego.
D o w ó d. Niech E będzie układem ortonormalnym oraz niech
En =
{




Z nierówności Bessela wynika, że En jest zbiorem skończonym. Ale
∞⋃
n=1
En = {e ∈ E : 〈x, e〉 6= 0}.
Twierdzenie 2.14. Jeżeli (en) jest przeliczalnym układem ortonormalnym




jest zbieżny w H i różnica x−
∞∑
n=1
〈x, en〉en jest wektorem ortogonalnym do
wszystkich wektorów ej, j = 1, 2, . . .
D o w ó d. Z nierówności Bessela wynika, że szereg
∞∑
n=1












więc stąd wynika, że i szereg
∞∑
n=1








= 0 dla n > j.







= 0 dla j = 1, 2, . . .
Aby rozważać ortogonalne rodziny wektorów dowolnej mocy, w teorii
przestrzeni Hilberta wprowadza się pojęcie sumy dowolnej niekoniecznie
skończonej czy też przeliczalnej rodziny wektorów.
Definicja 2.8. Niech {xα : α ∈ A} będzie rodziną wektorów z przestrzeni
Hilberta H indeksowaną przez dowolny niepusty zbiór A. Mówimy, że ro-
dzina {xα : α ∈ A} jest sumowalna, jeżeli w H istnieje wektor x taki, że






dla dowolnego skończonego podzbioru J zbioru A, dla którego J0 ⊂ J . Wów-




Uw a g i. 1. Jeżeli rodzina A jest skończona, A = {α1, . . . , αn}, to jest ona
zawsze sumowalna i jej suma jest „zwykłą” sumą wektorów xα1 + . . .+ xαn .
2. Definicja sumowalności ma sens również wtedy, gdy rozważamy zbiory
złożone z liczb zespolonych. W szczególności, gdy zbiór A jest przeliczalny,
np. A = N, to zachodzi następujące twierdzenie:
Twierdzenie 2.15. Rodzina {ξn : ξn ∈ C, n ∈ N} jest sumowalna i jej




zbieżny i jego suma jest równa ξ.
Proponujemy, aby Czytelnik przeprowadził dowód tego twierdzenia jako
ćwiczenie.




‖xn‖ zapewnia sumowalność rodziny {xn : n ∈ N}, ale nie
na odwrót.
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Uogólnione sumowanie związane jest z operacjami liniowymi i iloczynem
skalarnym w następujący sposób:
Twierdzenie 2.16. Niech {xα} i {yα} będą dwiema rodzinami wektorów
z przestrzeni Hilberta H (indeksowanymi przez ten sam zbiór) i niech λ











xα = x i
∑
α
yα = y, to
∑
α




xα = x, to
∑
α
〈xα, y〉 = 〈x, y〉 oraz
∑
α
〈y, xα〉 = 〈y, x〉 dla do-
wolnego wektora y ∈ H.
D o w ó d. Teza wynika z następujących nierówności prawdziwych dla do-











































Badanie sumowalności ułatwia następujące twierdzenie:
Twierdzenie 2.17 (kryterium sumowalności). Rodzina {xα} wektorów
z przestrzeni Hilberta jest sumowalna wtedy i tylko wtedy, gdy dla dowol-





∥∥∥ < ε dla
dowolnego skończonego zbioru indeksów J rozłącznego z J0.
D o w ó d. Załóżmy, że rodzina {xα} jest sumowalna i
∑
α
xα = x. Wówczas





∥∥∥ < 12 ε
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Na odwrót, jeżeli warunek z twierdzenia jest spełniony, to dla dowol-








dowolnego zbioru skończonego J takiego, że J ∩ Jn = ∅. Biorąc Kn =
= J1 ∪ J2 ∪ . . .∪ Jn, otrzymujemy wstępującą rodzinę zbiorów skończonych
{Kn} o tej samej własności, jaką miała rodzina {Jn}. Zauważmy teraz, że





























→ 0, gdy n → ∞. Jeżeli J jest dowolnym skończonym zbiorem indeksów




















Wniosek 2.18. Jeżeli rodzina {xα} jest sumowalna, to zbiór {α : xα 6= 0}
jest co najwyżej przeliczalny.
D o w ó d. Wybieramy wstępującą rodzinę zbiorów {Kn} taką jak w dowo-
dzie poprzedniego twierdzenia. Wówczas zbiór K =
∞⋃
n=1
Kn jest co najwyżej
przeliczalny. Jeżeli α 6∈ K, to ‖xα‖ <
1
n
dla dowolnego naturalnego n, a więc
xα = 0.
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Twierdzenie 2.19. Ortogonalna rodzina wektorów {xα} z przestrzeni Hil-
berta jest sumowalna wtedy i tylko wtedy, gdy sumowalna jest rodzina liczb








D o w ó d. Jeżeli rodzina {xα} jest sumowalna, to na mocy kryterium su-






∥∥∥ < ε dla każdego skończonego zbioru indeksów J takiego, że












i ponownie z kryterium sumowalności wynika, że rodzina {‖xα‖2} jest su-
mowalna.
Na odwrót, z sumowalności rodziny {‖xα‖2} dla dowolnego ε > 0 otrzy-
mujemy skończony zbiór indeksów J0 taki, że
∑
α∈J
‖xα‖2 < ε2, jeżeli tylko





∥∥∥ < ε, co na mocy twier-
dzenia 2.17 oznacza sumowalność rodziny {xα}.
Ostatnia część tezy wynika z twierdzenia 2.16 (c) oraz równości






























Uw a g a. Równość (2.9) możemy traktować jako uogólnienie twierdzenia
Pitagorasa na nieskończone rodziny zbiorów ortogonalnych.
Definicja 2.9. Układ ortonormalny jest zupełny , jeżeli nie istnieje nieze-
rowy wektor, który jest ortogonalny do wszystkich wektorów tego ukladu.
Innymi słowy, układ jest zupełny, jeżeli nie może być rozszerzony do więk-
szego układu ortonormalnego.
Twierdzenie 2.20. Układ ortonormalny jest zupełny wtedy i tylko wtedy,
gdy podprzestrzeń przez niego generowana jest gęsta.
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D o w ó d. Jeżeli span{eα : α ∈ A} = H, to 〈x, eα〉 = 0 dla każdego α ∈ A
implikuje x = 0, a więc układ jest zupełny.
Na odwrót, jeżeli H0 = span{eα : α ∈ A} jest właściwą podprzestrzenią
przestrzeni H, to istnieje wektor x 6= 0 taki, że x ⊥ H0, a więc układ
{eα : α ∈ A} nie jest zupełny.
Uw a g a. Układ ortonormalny zupełny nazywa się również bazą (ortonor-
malną) przestrzeni Hilberta. W przypadku, gdy dimH <∞ (wymiar prze-
strzeni liniowej), to baza ortonormalna jest również bazą Hamela. Gdy
dimH = ∞, to baza ortonormalna nie musi być bazą Hamela.
Twierdzenie 2.21. Każda niezerowa przestrzeń Hilberta ma bazę.
D o w ó d. Rozważymy rodzinę E wszystkich układów ortonormalnych w prze-
strzeni Hilberta H 6= {0}. Oczywiście rodzina ta jest niepusta. Jest ona




Eγ jest układem ortonormalnym górującym nad tym łańcuchem.
Zatem na mocy lematu Kuratowskiego-Zorna rodzina E ma elementy mak-
symalne. Taki element maksymalny jest oczywiście układem ortonormalnym
zupełnym.
W przypadku przestrzeni ośrodkowej możemy się obejść bez pewnika
wyboru. Prawdziwe jest następujące twierdzenie:
Twierdzenie 2.22. W ośrodkowej przestrzeni Hilberta istnieje co najwyżej
przeliczalny układ ortonormalny zupełny.
D o w ó d. Niech (xn) będzie gęstym ciągiem w przestrzeni H. Z tego ciągu
wyrzucamy każdy wektor xn, który jest kombinacją liniową poprzedzających
go wektorów x1, x2, . . . , xn−1. Otrzymujemy w ten sposób nowy skończony
lub nieskończony ciąg, który oznaczymy przez (yn), o tej własności, że do-
wolny wektor yn nie jest kombinacją liniową wektorów go poprzedzających
i span{yn : n ∈ N} ⊃ {xn : n ∈ N}. Zatem span{yn : n ∈ N} = H.
Niech Mn = span{y1, y2, . . . , yn}. Oznaczmy przez y′n+1 rzut ortogonal-







(yn+1 − y′n+1), n = 1, 2, . . .
Wówczas wektory {en} tworzą skończony lub nieskończony układ ortonor-
malny, którego powłoka liniowa pokrywa się z powłoką liniową wektorów
{yn}, a zatem jest gęsta w H. Na mocy twierdzenia 2.20 układ {en} jest
zupełny.
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Prawdziwe jest również twierdzenie odwrotne, tzn. jeżeli istnieje skoń-
czony lub przeliczalny układ ortonormalny zupełny {en} w przestrzeni Hil-
berta H, to H jest przestrzenią ośrodkową.
Istotnie, kombinacje liniowe wektorów en o współczynnikach wymier-
nych tworzą układ przeliczalny, który jest gęsty w H.
Twierdzenie 2.23. Niech {eα : α ∈ A} będzie układem ortonormalnym
w przestrzeni Hilberta H. Następujące warunki są równoważne:
(a) układ {eα : α ∈ A} jest zupełny w H;














|〈x, eα〉|2 (tożsamość Parsevala).
D o w ó d. Pokażemy, że (b) jest konsekwencją (a). Niech {eα : α ∈ A} bę-
dzie układem zupełnym. Wówczas wektor x−∑
α
〈x, eα〉eα jest ortogonalny
do każdego eα, a zatem jest równy zeru.
Następnie udowodnimy, że z warunku (b) wynika (c). Załóżmy, że za-















Teraz pokażemy, że warunek (c) implikuje (d). Jeżeli zachodzi (c), to







W końcu udowodnimy, że warunek (a) wynika z warunku (d). Przypuść-
my, że (d) zachodzi. Niech x będzie wektorem ortogonalnym do wszystkich




że x = 0, czyli układ {eα : α ∈ A} jest zupełny.
Uw a g a. Jeżeli układ ortonormalny {eα} jest przeliczalny, to uogólnione
sumy w warunkach (b), (c) i (d) stają się sumami szeregów zbieżnych (por.
tw. 2.14).
Można udowodnić następujące twierdzenie:
Twierdzenie 2.24. Wszystkie układy ortonormalne zupełne w przestrzeni
Hilberta mają tę samą moc.
Definicja 2.10. Moc układu ortonormalnego zupełnego nazywamy wymia-
rem przestrzeni Hilberta.
Definicja 2.11. Niech H i K będą przestrzeniami Hilberta. Izomorfizmem
przestrzeni Hilberta nazywamy przekształcenie U : H → K, które ma na-
stępujące własności:
— U jest suriekcją,
— 〈Ux,Uy〉 = 〈x, y〉 dla dowolnych x, y ∈ H.
Prawdziwe jest następujące twierdzenie:
Twierdzenie 2.25. Dwie przestrzenie Hilberta są izomorficzne wtedy i tylko
wtedy, gdy mają ten sam wymiar.
Z twierdzeń 2.22 i 2.23 wynika jako bezpośredni wniosek następujące
twierdzenie:
Twierdzenie 2.26 (Riesza-Fischera). Nieskończenie wymiarowa ośrod-
kowa przestrzeń Hilberta jest izomorficzna z przestrzenią ℓ2.
D o w ó d. Niech H będzie nieskończenie wymiarową i ośrodkową przestrze-
nią Hilberta i niech {en : n = 1, 2, . . . } będzie jej bazą ortonormalną. Funk-
cję U : H → ℓ2 określamy za pomocą wzoru Ux = (〈x, en〉)∞n=1. Z twierdze-




〈x, en〉〈y, en〉 =
∞∑
n=1
〈x, en〉〈en, y〉 = 〈x, y〉.
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Pozostaje wykazać, że odwzorowanie U jest suriekcją. Niech (cn) ∈ ℓ2 i niech
xn = c1e1 + . . .+ cnen dla n = 1, 2, . . . Jeżeli n > m, to mamy
‖xn − xm‖2 = ‖cm+1em+1 + . . .+ cnen‖2 =
= 〈cm+1em+1 + . . .+ cnen, cm+1em+1 + . . .+ cnen〉 =




|cn|2 wynika, że ciąg (xn) jest ciągiem Cauchy’ego
w przestrzeni H. Zatem istnieje wektor x ∈ H taki, że lim
n→∞
‖x − xn‖ = 0.
Ustalmy dowolne k ∈ N i niech n > k. Wówczas mamy
〈x, ek〉 = 〈x− xn, ek〉+ 〈xn, ek〉 =
= 〈x− xn, ek〉+ 〈c1e1 + . . .+ cnen, ek〉 = 〈x− xn, ek〉+ ck.
Stąd
|〈x, ek〉 − ck| 6 ‖x− xn‖
i po przejściu do granicy, n→ ∞, otrzymujemy równość 〈x, ek〉 = ck, która
oznacza suriektywność odwzorowania U .
Jest oczywiste, że układy ortonormalne z przykładów 2.2 (a) i (b) są ba-
zami ortonormalnymi. Teraz pokażemy, że układ ortonormalny z przykładu










sinnx (n = 1, 2, . . . ),
jest układem ortonormalnym zupełnym w przestrzeni L2[−π, π].
Z twierdzenia 1.8 wynika, że funkcje ciągłe na przedziale [−π, π] tworzą
gęsty podzbiór przestrzeni L2[−π, π]. Zauważmy, że dowolną funkcję ciągłą
f na tym przedziale można przybliżać (w normie przestrzeni funkcji cał-
kowalnych z kwadratem) funkcjami ciągłymi g, dla których g(−π) = g(π).
Z kolei na mocy twierdzenia Fejéra (patrz [27], tw. 7.25 z części II) funkcja
g jest granicą jednostajnie zbieżnego ciągu wielomianów trygonometrycz-
nych (a więc kombinacji liniowych funkcji tworzących układ (2.11)). Zatem
podprzestrzeń liniowa generowana przez układ (2.11) jest zbiorem gęstym
w przestrzeni L2[−π, π], a więc na mocy twierdzenia 2.20 stanowi jej bazę
ortonormalną.




einx (n = ±0,±1,±2, . . . )
jest również bazą ortonormalną przestrzeni L2[−π, π].
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Przykłady 2.3. (a) Kombinacje liniowe funkcji
(2.12) 1, x, x2, . . . , xn, . . .
tworzą zbiór wszystkich wielomianów. Ponadto są one liniowo niezależne
w dowolnej przestrzeni L2[a, b], gdzie [a, b] jest dowolnym skończonym prze-
działem. Ortonormalizując ten układ na przedziale [−1, 1], otrzymujemy
układ ortonormalny
Q0(x), Q1(x), Q2(x), . . . , Qn(x), . . .
Zauważmy, że każda z funkcji Qn jest wielomianem stopnia n. Układ ten jest
zupełny, bo zbiór wszystkich wielomianów jest gęsty w przestrzeni L2[−1, 1],
a każdy wielomian jest liniową kombinacją funkcji (2.12), a te z kolei są
kombinacjami liniowymi wielomianów Qn. Można udowodnić (patrz np. [13]
lub [11]), że wielomiany Qn są z dokładnością do znaku równe wielomianom
√
n+ 12Pn(x), n = 0, 1, 2, . . . ,







(b) Rozważmy teraz przestrzeń L2(R) funkcji całkowalnych z kwadra-
tem na całej prostej. Nie można w niej zbudować układu ortogonalnego
ani z wielomianów, ani z wielomianów trygonometrycznych, bo ani jedne,
ani drugie nie należą do tej przestrzeni. „Materiału” do zbudowania bazy
w przestrzeni L2(R) należy szukać wśród funkcji dostatecznie szybko ma-





2/2, . . . , xne−x
2/2, . . .
Jest oczywiste, że każda z funkcji postaci P (x)e−x
2/2, gdzie P jest wielo-
mianem, należy do przestrzeni L2(R). Po zastosowaniu do funkcji (2.13)







−x2/2, n = 0, 1, 2, . . . ,








Można pokazać (patrz np. [13] lub [11]), że układ funkcji ϕn (n = 0, 1, 2, . . . )
jest bazą ortonormalną przestrzeni L2(R).
(c) Jeżeli rozważymy przestrzeń L2(R+) funkcji całkowalnych z kwadra-
tem na półprostej [0,+∞), to w niej bazę ortonormalną można otrzymać,
ortonormalizując ciąg funkcji
e−x/2, xe−x/2, x2e−x/2, . . . , xne−x/2, . . .




e−x/2Ln(x), n = 0, 1, 2, . . . ,






Podobnie jak poprzednio, można udowodnić (patrz np. [13], [11] lub [19]),
że układ ten jest bazą ortonormalną w przestrzeni L2(R+).
Na zakończenie rozważymy jeszcze jeden, bardziej ogólny, przykład bazy
ortonormalnej w przestrzeni funkcji całkowalnych z kwadratem.
Niech Ω ⊂ Rk będzie zbiorem mierzalnym (w sensie Lebesgue’a) o mie-
rze dodatniej. Przestrzeń L2(Ω) = L2(Ω,M,m) (m oznacza miarę Lebes-
gue’a w zbiorze Ω ⊂ Rk) jest ośrodkową przestrzenią Hilberta (wielomiany
o współczynnikach wymiernych tworzą zbiór przeliczalny gęsty), a więc ma
przeliczalną bazę. W dalszym ciągu będziemy potrzebowali następującego
twierdzenia:















ortonormalnymi przestrzeni L2(Ω), to ciąg funkcji




p (y) n, p = 1, 2, . . . ;x, y ∈ Ω
jest bazą ortonormalną przestrzeni L2(Ω ×Ω).
D o w ó d. Z twierdzenia Fubiniego otrzymujemy
∫∫
Ω×Ω











Stąd wynika, że każda spośród funkcji ϕn,p należy do przestrzeni L2(Ω×Ω)
i że stanowią one układ ortonormalny.
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Udowodnimy, że jest on bazą ortonormalną przestrzeni L2(Ω×Ω). Niech







p (y) dxdy = 0 (n, p = 1, 2, . . . ).













n (x) dx = 0 (n, p = 1, 2, . . . ).





p (y) dy (p = 1, 2, . . . ) należy do prze-








































nika, że ψp(x) = 0 prawie wszędzie na Ω. Zatem każdy ze zbiorów Ωp =









p (y) dy = 0 (p = 1, 2, . . . )






otrzymujemy, że f(x, y) = 0 dla prawie wszyst-
kich y ∈ Ω. Jeżeli więc Ω(x) = {y ∈ Ω : f(x, y) 6= 0}, to miara zbioru Ω(x)





m (Ω(x)) dx =
∫
Ω\Ω0
m (Ω(x)) dx = 0,
czyli f(x, y) = 0 prawie wszędzie na Ω ×Ω.
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Ćwiczenia
1. Udowodnić, że nierówność Schwarza przechodzi w równość wtedy i tylko wtedy,
gdy wektory x i y są liniowo zależne.
2. Udowodnić, że jeżeli Re 〈x, y〉 = ‖x‖ ‖y‖, to wektory x i y mają jednakowy
kierunek, tzn. x = αy dla α > 0 lub y = βx dla β > 0.
3. Podać interpretację geometryczną tożsamości równoległoboku (tw. 2.2 (d)).
4. Wykazać, że zachodzą następujące równości zwane tożsamościami polaryzacyj-
nymi :
(a) w rzeczywistej przestrzeni unitarnej
〈x, y〉 = 1
4
(
‖x+ y‖2 − ‖x− y‖2
)
;
(b) w zespolonej przestrzeni unitarnej
〈x, y〉 = 1
4
(
‖x+ y‖2 − ‖x− y‖2 + i‖x+ iy‖2 − i‖x− iy‖2
)
.
5. Wykazać, że jeżeli w rzeczywistej przestrzeni unormowanej norma ‖ · ‖ spełnia




6. Wykazać, że dla wektorów x, y, z przestrzeni unitarnej X równość
‖x− z‖ = ‖x− y‖+ ‖y − z‖
zachodzi wtedy i tylko wtedy, gdy y = αx+ (1− α)z dla pewnego α ∈ [0, 1].
7. Wykazać, że jeżeli wektory x 6= 0 i y 6= 0 przestrzeni unitarnej spełniają równość
‖x+ y‖ = ‖x‖+ ‖y‖, to x = αy dla pewnego α > 0.
8. Wykazać, że w przestrzeni unitarnej z warunków
‖xn‖ = ‖yn‖ = 1, lim
n→∞
‖xn + yn‖ = 2
wynika, że lim
n→∞
‖xn − yn‖ = 0.
9. Wykazać, że w przestrzeni unitarnej, jeżeli ‖xn‖ → ‖x0‖ i 〈xn, x0〉 → ‖x0‖2, to
xn → x0.
10. Wykazać, że przestrzeń C[−1, 1] z iloczynem skalarnym (2.3) nie jest przestrze-
nią Hilberta.
11. Niech I będzie niepustym zbiorem i niech ℓ2(I) oznacza zbiór wszystkich funk-
cji x : I → C takich, że ∑
i∈I




x(i)y(i). Udowodnić, że ℓ2(I) jest przestrzenią Hilberta.
66 Przestrzenie Hilberta
12. Wykazać, że jeżeli card I = card J , to przestrzenie ℓ2(I) i ℓ2(J) są izomorficzne.
13. Udowodnić, że jeżeli M jest domkniętą podprzestrzenią przestrzeni Hilberta
H, to M = (M⊥)⊥. Czy równość ta pozostaje prawdziwa dla podprzestrzeni, które
nie są domknięte?
14. Niech X będzie przestrzenią unitarną (niezupełną) utworzoną przez wszystkie
ciągi postaci x = (ξn), gdzie ξk = 0 dla wszystkich k > n(x), z działaniami
i iloczynem skalarnym zdefiniowanym tak jak w przestrzeni ℓ2. Niech
M =
{








Wykazać, że M jest domkniętą podprzestrzenią liniową przestrzeni H, M 6= H
oraz że nie istnieje w H element różny od zera i ortogonalny do M .
15. Udowodnić własności rzutowania na podprzestrzeń (wn. 2.9 (a)–(i)).
16. W przestrzeni ℓ2 przy ustalonym n0 zbiór
M = {x = (ξn) ∈ ℓ2 : ξn0+k = 0 dla k > 0}
jest domkniętą podprzestrzenią. Wykazać, że rzutowanie P na podprzestrzeń M
jest funkcją Px = (ξ1, . . . , ξn0−1, 0, 0, . . . ).
17. Wykazać, że jeżeli dla rzutowania P i wektora x 6= 0 zachodzi równość Px =
= αx, to albo α = 0, albo α = 1.
18. Udowodnić, że jeżeli M = {x ∈ H : f(x) = 0}, gdzie f jest funkcjonałem linio-
wym ograniczonym na przestrzeni Hilberta H i M 6= H, to M⊥ jest przestrzenią
jednowymiarową.











cosnx (n = 1, 2, . . . )
są układami ortonormalnymi zupełnymi w przestrzeni L2[0, π].
20. Niech (en) będzie układem ortonormalnym w przestrzeni Hilberta H, a (λn)
— ciągiem liczbowym ograniczonym. Sprawdzić, że
(a) wzór Ax =
∞∑
n=1
λn〈x, en〉en określa operator A odwzorowujący przestrzeń H
w siebie, tzn. szereg ten jest zbieżny dla każdego x ∈ H;
(b) A jest operatorem liniowym ograniczonym;
(c) ‖A‖ = supn |λn|.
Rozdział 3
Trzy zasady analizy funkcjonalnej
W tym rozdziale przedstawimy trzy twierdzenia, które mają fundamen-
talne znaczenie w teorii operatorów liniowych na przestrzeniach Banacha.
Są to twierdzenia: Banacha-Steinhausa, Banacha o odwzorowaniu otwartym
i Hahna-Banacha.
3.1. Twierdzenie Baire’a
Definicja 3.1. Podzbiór Z przestrzeni metrycznej X (z metryką d) jest gę-
sty w kuli Br(x) = {y ∈ X : d(x, y) < r}, jeżeli Br(x) ⊂ Z. (Przypomnijmy,
że symbol Z oznacza domknięcie zbioru Z). Zbiór Z, który nie jest gęsty






gdzie każdy ze zbiorów Zn jest nigdziegęsty, to mówimy, że Z jest zbio-
rem pierwszej kategorii . Zbiór, który nie jest pierwszej kategorii, nazywa się
zbiorem drugiej kategorii .
Twierdzenie 3.1 (Baire’a). Przestrzeń metryczna zupełna niepusta jest
zbiorem drugiej kategorii.






gdzie każdy ze zbiorów Zn jest nigdziegęsty.
Ponieważ zbiór Z1 jest nigdziegęsty, więc istnieje kula domkniętaBr1(x1)
niezawierająca punktów zbioru Z1. Z kolei z tego, że zbiór Z2 jest nigdzie-
gęsty, wynika, że w kuli Br1(x1) zawiera się kula domknięta Br2(x2), nie-
zawierająca punktów zbioru Z2, przy czym możemy założyć, że r2 6 12r1.
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Brn(xn) ∩ Zn = ∅.(3.4)
Z warunków (3.2) i (3.3) na mocy twierdzenia Cantora ([27], tw. 12.11 z czę-
ści III) wynika, że przekrój wszystkich kul Brn(xn) jest niepusty, a więc
zawiera punkt x. Na mocy (3.4) punkt x nie należy do żadnego ze zbiorów
Zn i w konsekwencji otrzymujemy sprzeczność z równością (3.1).
3.2. Zasada jednostajnej ograniczoności
Twierdzenie 3.2 (Banacha-Steinhausa). Niech (An) będzie ciągiem ope-
ratorów liniowych ograniczonych przekształcających przestrzeń Banacha X
w przestrzeń unormowaną Y . Jeżeli dla dowolnego punktu x ∈ X ciąg (Anx)
jest ograniczony, to ciąg norm (‖An‖) jest również ograniczony.
Powyższe twierdzenie bywa również nazywane zasadą jednostajnej ogra-
niczoności .
D o w ó d. Niech Znk = {x : ‖Anx‖ 6 k } dla n = 1, 2, . . . , k = 1, 2 . . .
Zauważmy, że każdy ze zbiorów Znk jest domknięty. Wynika to z ciągłości
operatorów An i ciągłości normy. Oznaczmy Zk =
∞⋂
n=1
Znk. Zbiór Zk jest
domknięty, ponieważ przekrój zbiorów domkniętych jest zbiorem domknię-




X jest zupełna, więc na mocy twierdzenia Baire’a istnieje wskaźnik k0 taki,
że zbiór Zk0 jest gęsty w pewnej kuli Br(x0). Ponieważ zbiór Zk0 jest do-
mknięty, więc Br(x0) ⊂ Zk0 . Zatem jeżeli ‖x− x0‖ 6 r, to ‖Anx‖ 6 k0 dla
n = 1, 2, . . . W szczególności
(3.5) ‖Anx0‖ 6 k0 dla n = 1, 2, . . .





































więc z nierówności (3.5) i (3.6) wynika, że dla każdego wskaźnika n i dowol-









dla n = 1, 2, . . .
Twierdzenie 3.3. Jeżeli (An) jest ciągiem operatorów liniowych ograniczo-
nych przekształcających przestrzeń Banacha X w przestrzeń unormowaną Y





jest operatorem liniowym ograniczonym.
D o w ó d. Liniowość operatora A wynika z liniowości operatorów An i cią-
głości działań algebraicznych w przestrzeni Y . Pozostaje do udowodnienia,
że jest on ograniczony. Mamy
‖Anx‖ 6 ‖An‖‖x‖ dla x ∈ X, n = 1, 2, . . .
Ciąg (Anx) jest zbieżny, a więc ograniczony dla dowolnego x ∈ X. Na mocy
twierdzenia Banacha-Steinhausa istnieje stała M > 0 taka, że ‖An‖ 6 M
dla n = 1, 2, . . . Wobec tego
‖Anx‖ 6M‖x‖ dla x ∈ X, n = 1, 2, . . .
Ustalając x ∈ X i przechodząc w tej nierówności do granicy, n → ∞,
otrzymujemy
‖Ax‖ 6M‖x‖,
a to oznacza, że operator A jest ograniczony.
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Definicja 3.2. Podzbiór Z przestrzeni unormowanej X jest liniowo gęsty
w X, jeżeli powłoka liniowa zbioru Z, spanZ, jest gęsta w X. Oznacza to, że
dla dowolnego wektora x ∈ X i dowolnego ε > 0 istnieją wektory x1, x2, . . . ,
xn ∈ Z i skalary α1, α2, . . . , αn takie, że ‖x−(α1x1+α2x2+. . .+αnxn)‖ < ε.
Twierdzenie 3.4. Niech (An) będzie ciągiem operatorów liniowych ograni-
czonych przekształcających przestrzeń unormowaną X w przestrzeń Bana-
cha Y . Niech ciąg norm (‖An‖) będzie ograniczony. Jeżeli ciąg (Anx) jest
zbieżny dla każdego x należącego do zbioru Z liniowo gęstego w X, to jest
on zbieżny dla każdego x ∈ X.
D o w ó d. Ponieważ operatory An są liniowe i działania algebraiczne w prze-
strzeni Y są ciągłe, więc dla dowolnego x ∈ spanZ ciąg (Anx) jest zbież-
ny. Z założenia wynika, że istnieje liczba M > 0 taka, że ‖An‖ 6 M dla
n = 1, 2, . . . Niech będzie dane ε > 0 i wektor x ∈ X. Wybierzmy taki
wektor z ∈ spanZ, aby
(3.7) ‖x− z‖ < ε
4M
.
Ciąg (Anz) jest zbieżny, więc spełnia warunek Cauchy’ego. Zatem istnieje
wskaźnik n0 taki, że
(3.8) ‖Anz −Amz‖ <
1
2
ε dla n, m > n0.
Ponieważ
‖Anx−Amx‖ = ‖An(x− z) + (Anz −Amz) +Am(z − x)‖ 6
6 ‖An‖‖x− z‖+ ‖Anz −Amz‖+ ‖Am‖‖z − x‖ 6
6 2M‖x− z‖+ ‖Anz −Amz‖,
więc z (3.7) i (3.8) wynika, że
‖Anx−Amx‖ < ε dla n, m > n0.
Zatem ciąg (Anx) spełnia warunek Cauchy’ego i wobec zupełności prze-
strzeni Y jest zbieżny.
Pokażemy teraz przykład ilustrujący zastosowanie twierdzenia Banacha-
-Steinhausa do rozstrzygania problemów klasycznej analizy.
Przykład 3.1. Udowodnimy, że szereg Fouriera funkcji ciągłej i 2π-okreso-
wej nie musi być do niej (punktowo) zbieżny. Przestrzeń C2π funkcji ciągłych
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i 2π-okresowych określonych na prostej jest przestrzenią Banacha z normą
‖f‖∞ = sup
x∈R
|f(x)| (ćwiczenie 7 w rozdz. 1).







f(x+ t)Dn(t) dt (n = 0, 1, 2, . . . ),
gdzie Dn(t) jest jądrem Dirichleta, tzn.
Dn(t) =
sin(n+ 12)t
2 sin 12 t
(patrz [27], wzór (7.21) s. 38 w części II). Zatem badanie zbieżności szeregu
Fouriera funkcji f w punkcie x oznacza sprawdzenie, czy zachodzi równość
lim
n→∞
sn(f ;x) = f(x).
Przy ustalonym x funkcja f 7→ sn(f ;x) jest funkcjonałem liniowym
ograniczonym na przestrzeni C2π. Liniowość jest oczywista, a ograniczoność
wynika z nierówności






Aby uprościć oznaczenia, przyjmijmy x = 0 i ϕn(f) = sn(f ; 0). Wówczas
ϕn jest ciągłym i ograniczonym funkcjonałem liniowym na przestrzeni C2π,












|Dn(t)| dt = +∞.
Jeżeli zastosujemy nierówność sin 12 t 6
1
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dx nie jest bezwzględnie zbieżna (por. [27], przykład 6.11
z części I). To dowodzi prawdziwości relacji (3.9). Na mocy twierdzenia





|sn(f0; 0)| = +∞.
Zatem szereg Fouriera funkcji f0 nie jest zbieżny w punkcie x = 0. Oczywi-
ście tę konstrukcję można wykonać w dowolnym punkcie. Co więcej, można
pokazać, że zbiór funkcji ciągłych 2π-okresowych, których szereg Fouriera
jest rozbieżny w danym punkcie x, jest nieprzeliczalny (patrz [23]).
Udowodniliśmy więc klasyczne twierdzenie o szeregach Fouriera.
Twierdzenie 3.5 (du Bois-Reymonda). Dla dowolnego punktu x z prze-
działu [−π, π] istnieje funkcja ciągła i 2π-okresowa, której szereg Fouriera
ma w tym punkcie nieograniczone sumy częściowe.
Inne zastosowania twierdzenia Banacha-Steinhausa do dowodów twier-
dzeń z klasycznej analizy może Czytelnik znaleźć w [2], [20], [5].
3.3. Twierdzenie Banacha o odwzorowaniu otwartym
Twierdzenie 3.6 (Banacha o odwzorowaniu otwartym). Jeżeli A jest
operatorem liniowym ograniczonym przekształcającym przestrzeń Banacha
X na przestrzeń Banacha Y , to obraz A(G) dowolnego zbioru otwartego G
w przestrzeni X jest zbiorem otwartym w Y , a więc A jest odwzorowaniem
otwartym.
D o w ó d. Niech U i V będą kulami jednostkowymi odpowiednio w prze-
strzeniach X i Y . Wówczas dla dowolnego r > 0, rU = {x ∈ X : ‖x‖ < r}
i odpowiednio rV = {y ∈ Y : ‖y‖ < r}.
Z suriektywności operatora A mamy















Ponieważ Y jest przestrzenią zupełną, więc z twierdzenia Baire’a wynika, że
istnieją wskaźnik k0 i r > 0 takie, że Br(y0) ⊂ A(k0U), tzn. jeżeli ‖y−y0‖ <
< r , to istnieje ciąg (xn) taki, że ‖xn‖ < k0 dla n = 1, 2, . . . i y = lim
n→∞
Axn.
Weźmy dowolne y ∈ Y , ‖y‖ < r. Istnieją takie ciągi (x′n), (x′′n) ∈ k0U , że
y0 = lim
n→∞
Ax′n i y+y0 = limn→∞
Ax′′. Przyjmując xn = x′′n−x′n, otrzymujemy
‖xn‖ 6 ‖x′′n‖+‖x′n‖ < 2k0 oraz limn→∞Axn = y. Zatem wykazaliśmy, że jeżeli
‖y‖ < r, to y ∈ A(2k0U), czyli prawdziwa jest inkluzja
rV ⊂ A(2k0U).
Stąd natychmiast wynika, że dla dowolnego ρ > 0 zachodzi










W następnym kroku wykażemy, że obraz kuli jednostkowej A(U) zawiera





Weźmy dowolne y ∈ r
4k0















leżący dowolnie blisko punktu y. Niech y1






















postępowanie, otrzymamy ciąg punktów (yn), yn ∈ A (2−nU), dla którego











































Zatem wykazaliśmy, że zachodzi (3.11).




V ⊂ A (δU) ,
prawdziwa dla dowolnego δ > 0.
Niech G będzie dowolnym zbiorem otwartym w X i niech y0 ∈ A(G).
Wówczas y0 = Ax0 dla pewnego x0 ∈ G. Ponieważ x0 jest punktem we-





Zauważmy, że Bε(y0) = {y ∈ Y : ‖y − y0‖ < ε} = y0 + εV (symbol
y0 + εV oznacza zbiór {y ∈ Y : y = y0 + y1, y1 ∈ εV }). Mamy również
Bδ(x0) = {x ∈ X : ‖x− x0‖ < δ} = x0 + δU . Z (3.12) otrzymujemy
Bε(y0) = y0 + εV ⊂ y0 +A(δU) = Ax0 +A(δU) =
= A(x0 + δU) = A(Bδ(x0)) ⊂ A(G).
Otrzymana inkluzja oznacza, że y0 jest punktem wewnętrznym zbioru A(G).
Uw a g a. Inkluzja (3.11) oznacza, że dla liniowej ograniczonej suriekcji A
istnieje γ > 0 takie, że
(3.13) γV ⊂ A(U).
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3.4. Operatory odwracalne
Niech X i Y będą przestrzeniami unormowanymi i niech A : X → Y
będzie przekształceniem liniowym. Przypomnijmy, że jądro i obraz prze-
kształcenia A są zbiorami zdefiniowanymi w następujący sposób:
kerA = A−1{0} = {x ∈ X : Ax = 0},
imA = A(X) = {y ∈ Y : y = Ax dla pewnego x ∈ X}.
Są one podprzestrzeniami odpowiednio przestrzeni X i Y (por. [26], lem.
5.1). Ponadto wiemy, że A jest wzajemnie jednoznaczne wtedy i tylko wtedy,
gdy kerA = {0}.
Zauważmy, że jeżeli przekształcenie A jest ograniczone, to kerA jest
podprzestrzenią domkniętą jako przeciwobraz poprzez funkcję ciągłą zbioru
domkniętego {0}, natomiast obraz imA nie musi być domknięty.
Wiadomo, że przekształcenie odwrotne A−1 istnieje wtedy i tylko wtedy,
gdy A jest bijekcją i jest ono zdefiniowane wzorem:
(3.14) A−1y = x wtedy i tylko wtedy, gdy Ax = y
lub, co na jedno wychodzi,
AA−1 = IY , A
−1A = IX .
Można łatwo wykazać, że przekształcenie odwrotne A−1 : Y → X do
przekształcenia liniowego (jeżeli ono istnieje) jest również liniowe ([26], tw.
5.4).
Jeżeli przekształcenie A : X → Y jest wzajemnie jednoznaczne, ale nie
jest na, to możemy je rozpatrywać jako funkcję A : X → imA. Wówczas
jest ona bijekcją i istnieje do niej przekształcenie odwrotne A−1 : imA →
→ X. W dalszym ciągu symbol A−1 będzie oznaczał tak określoną funkcję.
Będziemy wówczas mówili, że operator A jest odwracalny .
Jeżeli przekształcenie A jest ograniczone i odwracalne, to operator od-
wrotnyA−1 nie musi być ograniczony. Wynika to z następującego przykładu:





x(s) ds, (t ∈ [0, 1]).
Operator A jest oczywiście liniowy i ograniczony, bo ‖Ax‖∞ 6 ‖x‖∞ (co
więcej, ‖A‖ = 1). Ponadto jest to odwzorowanie wzajemnie jednoznaczne.
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Jeżeli bowiem Ax(t) = 0, to po zróżniczkowaniu obu stron (3.15), na mocy
twierdzenia 6.16 z [27], część I, mamy x(t) = 0 dla dowolnego t ∈ [0, 1],
a więc x = 0. Operator odwrotny do operatora A dany jest wzorem
A−1y(t) = y′(t) (t ∈ [0, 1]).
Jest on określony na podprzestrzeni X0, składającej się z wszystkich funkcji
mających ciągłą pochodną na przedziale [0,1] i przyjmujących wartość zero
w zerze. Operator ten nie jest ograniczony (por. przykład 1.5 (c)).
Pokażemy teraz, że taka sytuacja nie może mieć miejsca, gdy operator
A przekształca przestrzeń Banacha na przestrzeń Banacha.
Twierdzenie 3.7 (Banacha o operatorze odwrotnym). Jeżeli A jest
wzajemnie jednoznacznym przekształceniem liniowym ograniczonym prze-
strzeni Banacha X na przestrzeń Banacha Y , to istnieje liczba γ > 0 taka,
że
(3.16) ‖Ax‖ > γ‖x‖ (x ∈ X).
Warunek (3.16) oznacza, że przekształcenie odwrotne A−1 : Y → X jest
ograniczone.
D o w ó d. Z (3.13) (uwaga po twierdzeniu Banacha o odwzorowaniu otwar-
tym) wiemy, że istnieje takie γ > 0, że jeżeli ‖y‖ < γ, to y = Ax dla pewnego
x takiego, że ‖x‖ < 1. Ponieważ operator A jest wzajemnie jednoznaczny,
więc to oznacza, że warunek ‖Ax‖ < γ implikuje ‖x‖ < 1. Zatem, jeżeli
‖x‖ > 1, to ‖Ax‖ > γ i w konsekwencji otrzymujemy nierówność (3.16).
Stąd i z (3.14) wynika, że ‖A−1‖ 6 1
γ
.
Wniosek 3.8. Niech na przestrzeni liniowej X dane będą dwie normy ‖ · ‖1
i ‖ · ‖2. Jeżeli X jest przestrzenią Banacha przy każdej z tych norm i dla
dowolnego ciągu (xn) elementów przestrzeni X spełniony jest warunek :
‖xn‖1 → 0 implikuje ‖xn‖2 → 0,
to i na odwrót
‖xn‖2 → 0 implikuje ‖xn‖1 → 0.
Zatem normy ‖ · ‖1 i ‖ · ‖2 są równoważne.
D o w ó d. Identyczność IX : (X, ‖·‖1) → (X, ‖·‖2) jest operatorem liniowym
ograniczonym, więc odwzorowanie odwrotne IX : (X, ‖ · ‖2) → (X, ‖ · ‖1)
jest również ograniczone.
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W przypadku, gdy operator A nie jest suriekcją, ograniczoność operatora
odwrotnego związana jest z domkniętością obrazu imA.
Twierdzenie 3.9. Jeżeli A jest wzajemnie jednoznacznym przekształceniem
liniowym ograniczonym przestrzeni Banacha X w przestrzeń Banacha Y , to
następujące warunki są równoważne:
(a) operator odwrotny A−1 jest ograniczony ;
(b) istnieje liczba γ > 0 taka, że ‖Ax‖ > γ‖x‖ dla dowolnego x ∈ X;
(c) obraz operatora A jest domknięty.
D o w ó d. Najpierw pokażemy, że warunek (b) jest konsekwencją (a). Mamy




Z kolei wykazujemy, że z (b) wynika (c). Niech yn = Axn dla n = 1, 2, . . .
oraz yn → y0. Musimy znaleźć x0 takie, że y0 = Ax0. Mamy
‖yn − ym‖ = ‖A(xn − xm)‖ > γ‖xn − xm‖ (n, m = 1, 2, . . . ).
Ponieważ ciąg (yn) jest zbieżny, więc stąd wynika, że ciąg (xn) spełnia
warunek Cauchy’ego. Wobec zupełności przestrzeni X istnieje punkt x0
taki, że xn → x0. Ponieważ operator A jest ciągły, więc także yn = Axn →
→ Ax0. Stąd y0 = Ax0.
W końcu udowodnimy, że (c) implikuje (a). Obraz operatora A jest do-
mkniętą podprzestrzenią przestrzeni Banacha Y . Jest więc on przestrzenią
Banacha. Z twierdzenia Banacha wynika, że operator odwrotny A−1 jest
ograniczony.
Uw a g a. Z dowodu wynika, że warunki (a) i (b) są równoważne bez zało-
żenia, że przestrzenie X i Y są zupełne.
Na zakończenie tego podrozdziału poznamy jeszcze jedno twierdzenie bę-
dące konsekwencją twierdzenia Banacha o odwzorowaniu odwrotnym. Niech
f : X → Y będzie funkcją odwzorowującą zbiór X w zbiór Y . Wówczas
zbiór
graph f = {(x, f(x)) : x ∈ X} ⊂ X × Y
nazywamy wykresem odwzorowania f . W dalszym ciągu ograniczymy się
do rozpatrywania wykresów odwzorowań liniowych A : X → Y pomiędzy
przestrzeniami Banacha. Łatwo sprawdzić, że wówczas graphA jest pod-
przestrzenią liniową przestrzeni X × Y wyznaczoną jednoznacznie przez
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operator A. Jeżeli ponadto operator A jest ograniczony, to podprzestrzeń
graphA jest domknięta, a więc jest przestrzenią Banacha względem nor-
my ‖(x,Ax)‖ = ‖x‖X + ‖Ax‖Y . Istotnie, niech (x0, y0) będzie punktem
skupienia zbioru graphA i niech (xn, Axn) będzie ciągiem zbieżnym do
(x0, y0). To oznacza, że xn → x0 i Axn → y0, gdy n → ∞. Z ciągłości
operatora A wynika, że Axn → Ax0. Zatem y0 = Ax0 i w konsekwencji
(x0, y0) = (x0, Ax0) ∈ graphA.
Zauważmy, że w tym dowodzie wykorzystywaliśmy jedynie ciągłość ope-
ratora A, a więc udowodniliśmy, że wykres funkcji ciągłej (pomiędzy prze-
strzeniami metrycznymi X i Y ) jest zbiorem domkniętym w produkcie
X × Y . W przypadku dowolnych przekształceń twierdzenie odwrotne nie
jest prawdziwe, ale okazuje się, że jest ono prawdziwe w przypadku, gdy
A jest operatorem liniowym pomiędzy przestrzeniami Banacha.
Twierdzenie 3.10 (Banacha o domkniętym wykresie). Jeżeli operator
liniowy A przekształcający przestrzeń Banacha X w przestrzeń Banacha Y
ma domknięty wykres, to jest on operatorem ograniczonym.
D o w ó d. Na podprzestrzeni graphA ⊂ X × Y , rozpatrywanej jako prze-
strzeń Banacha, zdefiniujemy operator rzutowania P1 : graphA→ X okre-
ślony wzorem P1(x,Ax) = x. Jest on liniowy, ograniczony i odwzorowuje
w sposób wzajemnie jednoznaczny przestrzeń graphA na przestrzeń X.
Z twierdzenia Banacha o operatorze odwrotnym istnieje przekształcenie
odwrotne P−11 : X → graphA, które jest liniowe i ograniczone. Ponadto
operator P2(x,Ax) = Ax działający z przestrzeni graphA w przestrzeń
Y jest także liniowy i ograniczony. Ponieważ A = P2 ◦ P−11 , więc A jest
operatorem ograniczonym.
3.5. Twierdzenie Hahna-Banacha
Niech X będzie przestrzenią unormowaną i M jej podprzestrzenią (nie-
koniecznie domkniętą). Jeżeli F jest funkcjonałem liniowym ograniczonym




łem liniowym ograniczonym na M , bo mamy
|f(x)| = |F (x)| dla dowolnego x ∈M.
Stąd
‖f‖M = sup{|f(x)| : x ∈M, ‖x‖ 6 1} 6
6 sup{|F (x)| : x ∈ X, ‖x‖ 6 1} = ‖F‖X .
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Powstaje pytanie, czy każdy funkcjonał liniowy ograniczony na podprze-
strzeni M jest obcięciem do M pewnego funkcjonału liniowego ograniczo-
nego na całej przestrzeni X. Odpowiedź pozytywną na to pytanie daje na-
stępujące twierdzenie:
Twierdzenie 3.11 (Hahna-Banacha). Jeżeli f jest ograniczonym funk-
cjonałem liniowym na podprzestrzeni M przestrzeni unormowanej X, to
istnieje na X taki funkcjonał liniowy ograniczony F , że
f(x) = F (x) dla x ∈M,
‖f‖M = ‖F‖X .
Uw a g a. Twierdzenie to jest prawdziwe zarówno dla rzeczywistego, jak i ze-
spolonego ciała skalarów. Jednakże jest ono przede wszystkim twierdzeniem
„rzeczywistym”. Udowodnimy je najpierw dla rzeczywistego ciała skalarów,
a potem dzięki odpowiedniemu „trickowi” uzyskamy jego zespoloną wersję.
W dalszym ciągu przestrzeń liniową nad ciałem liczb zespolonych będzie-
my krótko nazywać zespoloną przestrzenią liniową, a przestrzeń nad ciałem
liczb rzeczywistych — rzeczywistą przestrzenią liniową.
Zauważmy, że każdą zespoloną przestrzeń liniową możemy traktować ja-
ko rzeczywistą przestrzeń liniową, jeżeli zawęzimy działanie mnożenia przez
skalar do ciała liczb rzeczywistych. Przyjmijmy więc następującą terminolo-
gię (por. [27], s. 170–171 w części III): Niech V będzie zespoloną przestrzenią
liniową. Funkcja f : V → C jest funkcjonałem C-liniowym, jeżeli jest ona
liniowa ze względu na skalary zespolone, natomiast funkcja f : V → R
jest funkcjonałem R-liniowym, jeżeli jest ona liniowa ze względu na ska-
lary rzeczywiste. Zauważmy ponadto, że część rzeczywista u funkcjonału
C-liniowego f jest funkcjonałem R-liniowym, gdyż
αu(x) = αRef(x) = Re(αf(x)) = Ref(αx) = u(αx)
dla dowolnej liczby rzeczywistej α. Związki, jakie zachodzą pomiędzy f i u,
opisuje następujący lemat:
Lemat 3.12. Niech V będzie zespoloną przestrzenią liniową.
(a) Jeżeli u jest częścią rzeczywistą funkcjonału C-liniowego na przestrzeni
V , to
(3.17) f(x) = u(x)− iu(ix) (x ∈ V ).
(b) Jeżeli u jest funkcjonałem R-liniowym na V , to funkcja f określona
wzorem (3.17) jest funkcjonałem C-liniowym na tej przestrzeni.
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(c) Jeżeli V jest przestrzenią unormowaną i między funkcjonałami f oraz
u zachodzi równość (3.17), to ‖f‖ = ‖u‖.
D o w ó d. Aby udowodnić część (a), zauważmy, że
Re(if(x)) = Re(f(ix)) = u(ix).
Jeżeli oznaczymy z = f(x), to u(x) = Rez i (3.17) wynika z równości
z = Re z − iRe(iz)
prawdziwej dla dowolnej liczby zespolonej z.
Jeżeli u jest funkcjonałem R-liniowym i f jest dane wzorem (3.17), to
oczywiście f jest R-liniowe. Ponadto mamy
f(ix) = u(ix)− iu(−x) = u(ix) + iu(x) = if(x),
co oznacza, że f jest C-liniowe i kończy dowód części (b).
Ponieważ |u(x)| 6 |f(x)| dla dowolnego x ∈ V , więc ‖u‖ 6 ‖f‖. Aby
zakończyć dowód, wystarczy pokazać, że zachodzi nierówność przeciwna.
Niech x ∈ V będzie dowolnym wektorem. Istnieje liczba zespolona α taka,
że |α| = 1 i αf(x) = |f(x)|. Wówczas
|f(x)| = αf(x) = f(αx) = u(αx) 6 ‖u‖‖αx‖ = ‖u‖‖x‖
i w konsekwencji ‖f‖ 6 ‖u‖.
D o w ó d t w i e r d z e n i a H a h n a - B a n a c h a. Niech X będzie rzeczy-
wistą przestrzenią liniową, f funkcjonałem liniowym i ograniczonym na
podprzestrzeni M . Jeżeli ‖f‖ = 0, to tezę otrzymujemy, biorąc funkcjonał
zerowy F = 0 na przestrzeni X.
W przypadku, gdy ‖f‖ > 0, możemy założyć, że ‖f‖ = 1. (Gdyby tak
nie było, rozważylibyśmy funkcjonał αf , gdzie α jest odpowiednią liczbą
rzeczywistą). Wybierzmy wektor x0 ∈ X \M . Niech M1 = span (M ∪ {x0}).
Wówczas każdy wektor z przestrzeni M1 ma postać x + λx0, gdzie x ∈ M
i λ ∈ R, i to przedstawienie jest jednoznaczne. Jeżeli zdefiniujemy funkcję
f1 : M1 → R wzorem f1(x+ λx0) = f(x) + λα, gdzie α jest ustaloną liczbą
rzeczywistą, to otrzymamy funkcjonał liniowy, który jest rozszerzeniem na
M1 funkcjonału f , tzn. f1(x) = f(x) dla x ∈M . Teraz wykażemy, że liczbę
α można tak wybrać, aby norma funkcjonału f1 była równa 1. Aby tak
było, wystarcza, aby dla x ∈M i λ ∈ R zachodziła nierówność
|f(x) + λα| 6 ‖x+ λx0‖.
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Wstawiając wektor −λx zamiast x do tej nierówności, a następnie dzieląc
obie strony przez |λ|, otrzymamy
|f(x)− α| 6 ‖x− x0‖ (x ∈M)
lub, co jest równoważne,
f(x)− ‖x− x0‖ 6 α 6 f(x) + ‖x− x0‖.
Oznaczając lewą stronę tej nierówności przez ax, a prawą — przez bx, stwier-
dzamy, że szukana przez nas liczba α istnieje, gdy wszystkie przedziały
[ax, bx], x ∈ M , mają przynajmniej jeden punkt wspólny, a to ma miejsce
wtedy i tylko wtedy, gdy
ax 6 by
dla dowolnych x, y ∈M . Mamy
ax = f(x)− ‖x− x0‖ = f(x− y) + f(y)− ‖(x− y) + (y − x0)‖ 6
6 ‖x− y‖+ f(y)− ‖x− y‖+ ‖y − x0‖ = by.
Udowodniliśmy więc, że przekrój rodziny przedziałów [ax, bx], x ∈ M , jest
niepusty, a to oznacza, że istnieje rozszerzenie f1 funkcjonału f o normie
jeden.
Oznaczmy przez P zbiór wszystkich par uporządkowanych (M ′, f ′), gdzie
M ′ jest podprzestrzenią przestrzeni X zawierającą M oraz f ′ jest rozsze-
rzeniem liniowym funkcjonału f takim, że ‖f ′‖ = 1. W zbiorze P wprowa-
dzamy relację częściowego porządku wzorem
(M ′, f ′) ≺ (M ′′, f ′′) wtedy i tylko wtedy, gdy
M ′ ⊂ M ′′ i f ′(x) = f ′′(x) dla x ∈M ′.
Jest oczywiste, że ≺ jest relacją częściowego porządku w zbiorze P . Ponadto
rodzina P jest niepusta, bo zawiera parę (M, f). Niech {(Mα, fα)}α będzie
łańcuchem. Wówczas M0 =
⋃
α
Mα jest podprzestrzenią przestrzeni X za-
wierającą M . Funkcjonał f0 : M0 → R zdefiniowany wzorem f0(x) = fα(x),
gdy x ∈Mα jest poprawnie określony. Zatem para (M0, f0) jest elementem
górującym nad łańcuchem {(Mα, fα)}α. Z lematu Kuratowskiego-Zorna wy-
nika, że istnieje element maksymalny (M̃, f̃) w zbiorze P . Zauważmy, że
M̃ = X, gdyż w przeciwnym przypadku istniałoby x0 ∈ X \ M̃ i na mo-
cy poprzedniej części dowodu istniałoby dalsze rozszerzenie funkcjonału f̃ ,
a to przeczyłoby maksymalności elementu (M̃, f̃). Zatem M̃ = X i dowód
w przypadku rzeczywistego ciała skalarów jest zakończony.
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Niech f będzie funkcjonałem C-liniowym na podprzestrzeni M zespo-
lonej przestrzeni unormowanej X i niech u będzie jego częścią rzeczywi-
stą. Wówczas na mocy lematu 3.12 wiemy, że ‖u‖ = ‖f‖. Z poprzedniej
części dowodu wynika, że istnieje R-liniowe rozszerzenie U funkcjonału u
na całą przestrzeń X takie, że ‖U‖ = ‖u‖. Jeżeli zdefiniujemy funkcjonał
F : X → C wzorem F (x) = U(x)− iU(ix), to na mocy lematu 3.12, F jest
funkcjonałem C-liniowym, F (x) = u(x) − iu(ix) = f(x) dla x ∈ M oraz
‖F‖ = ‖U‖ = ‖u‖ = ‖f‖, czyli F jest żądanym rozszerzeniem funkcjonału
f .
Uw a g a. Z dowodu twierdzenia Hahna-Banacha wynika, że rozszerzenie F
funkcjonału f nie jest na ogół jednoznaczne.
Twierdzenie 3.13. Niech M będzie podprzestrzenią przestrzeni unormo-
wanej X i niech x0 ∈ X. Wektor x0 należy do domknięcia M podprzestrzeni
M wtedy i tylko wtedy, gdy nie istnieje funkcjonał liniowy ograniczony f na
X taki, że f(x0) 6= 0 i f(x) = 0 dla dowolnego x ∈M .
D o w ó d. Jeżeli x0 ∈ M i f jest funkcjonałem liniowym ograniczonym na
X takim, że f(x) = 0 dla dowolnego x ∈ M , to z ciągłości funkcjonału f
otrzymujemy f(x0) = 0.
Na odwrót, jeżeli x0 6∈ M , to istnieje δ > 0 takie, że Bδ(x0) ∩M = ∅,
tzn. jeżeli x ∈M , to ‖x− x0‖ > δ. Niech M1 = span (M ∪ {x0}). Wówczas
dowolny wektor z podprzestrzeni M1 ma jednoznaczne przedstawienie w po-
staci x + λx0, gdzie x ∈ M i λ ∈ K. Definiujemy funkcjonał f : M1 → K
wzorem f(x+ λx0) = λ. Ponieważ





∥∥∥∥ = ‖x+ λx0‖,




. Ponadto f(x0) = 1 i f(x) = 0 dla dowolnego x ∈ M . Na
mocy twierdzenia Hahna-Banacha istnieje rozszerzenie funkcjonału f na
całą przestrzeń.
Twierdzenie 3.14 (o wydobywaniu normy za pomocą funkcjona-
łów). Jeżeli x0 jest niezerowym wektorem przestrzeni unormowanej X, to
istnieje funkcjonał liniowy ograniczony f na X taki, że ‖f‖ = 1 i f(x0) =
= ‖x0‖.
D o w ó d. Niech M = span{x0} i f(λx0) = λ‖x0‖. Wówczas f jest funk-
cjonałem liniowym ograniczonym na M o normie równej jeden. Na mocy
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twierdzenia Hahna-Banacha funkcjonał ten ma rozszerzenie na całą prze-
strzeń.
Wniosek 3.15. Jeżeli x 6= 0, to istnieje funkcjonał liniowy ograniczony
f , dla którego f(x) 6= 0. Innymi słowy, funkcjonały liniowe ograniczone
rozdzielają punkty przestrzeni unormowanej.
Uw a g i. 1. Wiemy, że przestrzeń sprzężona X ′ z przestrzenią unormowaną
X jest przestrzenią Banacha z normą ‖f‖ = sup{|f(x)| : ‖x‖ 6 1}. Jeżeli
przestrzeńX jest niezerowa, to z wniosku 3.15 wynika, że również przestrzeń
X ′ jest nietrywialna.
Zauważmy również, że z twierdzenia 3.14 wynika, że dla dowolnego x ∈
∈ X prawdziwa jest równość ‖x‖ = sup{|f(x)| : f ∈ X ′, ‖f‖ = 1}. Zatem
jeżeli ustalimy wektor x ∈ X, to odwzorowanie f 7→ f(x) jest funkcjonałem
liniowym ograniczonym na przestrzeni X ′, którego norma jest równa ‖x‖.
Ten związek pomiędzy przestrzenią X a przestrzenią z nią sprzężoną X ′
jest podstawą tzw. teorii dualności, której omawianie wykracza poza ramy
tego podręcznika. Zainteresowany Czytelnik może zajrzeć do jakiejś książki
z analizy funkcjonalnej, np. do [2], [20], [24] lub [5].
2. W przypadku, gdy przestrzeń X jest ośrodkowa, można udowodnić
twierdzenie Hahna-Banacha, nie stosując pewnika wyboru. Przestrzeń X
zawiera wówczas zbiór przeliczalny gęsty Z = {x1, x2, . . . }. Niech M1 =
= span (M ∪ {x1}), M2 = span (M1 ∪ {x2}), itd. Mamy więc
Mn = span (Mn−1 ∪ {xn}) dla n = 2, 3, . . .
Rozszerzamy funkcjonał f z zachowaniem normy najpierw na podprzestrzeń
M1, potem na M2, itd. Niech (fn) oznacza ciąg otrzymanych w ten spo-




podprzestrzenią przestrzeni X, gdyż z konstrukcji wynika, że Mn ⊂ Mm
dla n 6 m oraz Z ⊂ M0. Definiujemy funkcjonał f0 : M0 → K wzorem
f0(x) = fn(x) dla x ∈ Mn. Ponieważ ‖fn‖ = ‖f‖ dla dowolnego n, więc
f0 jest funkcjonałem liniowym ograniczonym, będącym rozszerzeniem funk-
cjonału f na podprzestrzeń M0, dla którego ‖f0‖ = ‖f‖. Jeżeli x ∈ X, to
istnieje ciąg xn ∈M0 taki, że xn → x, gdy n→ ∞. Z nierówności
|f0(xn)− f0(xm)| 6 ‖f0‖‖xn − xm‖ (n,m = 1, 2, . . . )
wynika, że ciąg (f0(xn)) spełnia warunek Cauchy’ego. Wobec zupełności
ciała skalarów jest on zbieżny. Niech
F (x) = lim
n→∞
f0(xn).
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Element F (x) jest wyznaczony jednoznacznie, tzn. nie zależy od ciągu (xn).
Albowiem jeżeli (x′n) jest innym ciągiem wektorów z podprzestrzeni M0
zbieżnym do x, to
|f0(xn)− f0(x′n)| 6 ‖f0‖‖xn − x′n‖ (n = 1, 2, . . . ).








Jest łatwo sprawdzić, że funkcjonał F jest liniowy. Jeżeli przejdziemy do
granicy, n→ ∞, w nierówności
|f0(xn)| 6 ‖f0‖‖xn‖,
to otrzymamy nierówność
|F (x)‖ 6 ‖f0‖‖x‖,
która oznacza, że funkcjonał F jest ograniczony oraz
‖F‖ 6 ‖f0‖ = ‖f‖.
Zauważmy ponadto, że dla x ∈M0 mamy
|f0(x)| = |F (x)| 6 ‖F‖‖x‖,
czyli
‖f0‖ 6 ‖F‖.
Ostatecznie więc ‖F‖ = ‖f0‖.
Ćwiczenia
1. Korzystając z twierdzenia Baire’a, wykazać, że każda nieskończenie wymiarowa
przestrzeń Banacha ma nieprzeliczalną bazę Hamela.
2. Niech (αn) będzie takim ciągiem liczbowym, że szereg
∞∑
n=1
αnξn jest zbieżny dla
każdego ciągu (ξn) ∈ ℓ1. Wykazać, że (αn) jest ciągiem ograniczonym.
3. Niech (αn) będzie takim ciągiem liczbowym, że szereg
∞∑
n=1
αnξn jest zbieżny dla
każdego ciągu (ξn) ∈ c0. Wykazać, że ciąg (αn) ∈ ℓ1.
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4. Mówimy, że normy ‖ · ‖1 i ‖ · ‖2 na przestrzeni liniowej X są zgodne, jeżeli
dla dowolnego ciągu (xn) wektorów z przestrzeni X z warunków ‖xn − x‖1 → 0,
‖xn − x̃‖2 → 0 wynika, że x = x̃. Wykazać, że jeżeli normy ‖ · ‖1 i ‖ · ‖2 są zgodne
oraz przestrzeń X jest zupełna z każdą z nich, to normy te są równoważne.
5. Niech X będzie przestrzenią liniową złożoną z ciągów liczbowych z działaniami
algebraicznymi określonymi w naturalny sposób. Wykazać, że jeżeli normy ‖ · ‖1







∈ X (n = 1, 2, . . . ) i ‖xn‖j → 0, to ξ(n)k → 0(∗)
dla k = 1, 2, . . . oraz j = 1, 2
i przestrzeń X jest zupełna z każdą z tych norm, to normy te są równoważne.
6. NiechX i Y będą przestrzeniami Banacha złożonymi z ciągów liczbowych z dzia-
łaniami algebraicznymi określonymi w naturalny sposób oraz niech normy w obu





będzie nieskończoną macierzą liczbową o tej własności, że dla każdego ciągu x =
= (ξk) ∈ X szeregi
∞∑
k=1






należy do przestrzeni Y . Wykazać, że A jest operatorem liniowym ograniczonym.
7. Niech M będzie podprzestrzenią liniową przestrzeni unormowanej X oraz niech
A : M → ℓ∞ będzie operatorem liniowym ograniczonym. Wykazać, że A da się
rozszerzyć bez zmiany normy do operatora liniowego ograniczonego na całej prze-
strzeni X.
8. Niech X będzie przestrzenią unormowaną, a Y przestrzenią Banacha. Ponad-
to niech M będzie gęstą podprzestrzenią liniową przestrzeni X. Wykazać, że dla
każdego operatora liniowego ograniczonego A : M → Y istnieje operator liniowy
ograniczony Ã : X → Y taki, że Ax = Ãx dla każdego x ∈M oraz ‖A‖ = ‖Ã‖.
9. Niech f będzie funkcjonałem liniowym ograniczonym na podprzestrzeni liniowej
M przestrzeni Hilberta H. Wykazać, że istnieje dokładnie jeden funkcjonał liniowy
ograniczony F na przestrzeni H, który jest rozszerzeniem funkcjonału f i ma
identyczną normę jak f . Ponadto wykazać, że F znika na podprzestrzeni M⊥.
10. Skonstruować funkcjonał liniowy ograniczony na podprzestrzeni liniowej prze-
strzeni L1[0, 1], który ma dwa różne rozszerzenia liniowe na całą przestrzeń zacho-
wujące jego normę.
11. Wykazać, że jeżeli X i Y są niezerowymi przestrzeniami unormowanymi, to
przestrzeń B(X,Y ) jest również niezerowa.
12. Wykazać, że jeżeli przestrzeń unormowana X jest nieskończenie wymiarowa,
to przestrzeń do niej sprzężona X ′ jest również nieskończenie wymiarowa.
13. Udowodnić, że ciąg wektorów (xn) z przestrzeni unormowanej X jest ograni-
czony wtedy i tylko wtedy, gdy dla każdego funkcjonału f ∈ X ′ ciąg (f(xn)) jest
ograniczony.
Rozdział 4
Operatory ograniczone na przestrzeni
Hilberta
W tym rozdziale będziemy się zajmowali operatorami liniowymi i ogra-
niczonymi określonymi na (zespolonej) przestrzeni Hilberta H. Przestrzeń
takich operatorów oznaczamy symbolem B(H). Wiemy, że jest ona prze-





W dalszym ciągu wszystkie rozpatrywane przestrzenie, podprzestrzenie
i operatory będą zawsze liniowe i dlatego na ogół słowo liniowe będziemy
opuszczać.
Często jest użyteczne następujące twierdzenie:
Twierdzenie 4.1. Niech A ∈ B(H). Jeżeli 〈Ax, x〉 = 0 dla dowolnego
x ∈ H, to A = 0.
D o w ó d. Dla dowolnych wektorów x, y ∈ H mamy 〈A(x + y), x + y〉 = 0.
Stąd
(4.1) 〈Ax, y〉+ 〈Ay, x〉 = 0.
Zastępując y przez iy w równości (4.1), otrzymujemy
(4.2) −i〈Ax, y〉+ i〈Ay, x〉 = 0.
Mnożąc (4.2) przez i, a następnie dodając otrzymaną równość do (4.1),
dostajemy
〈Ax, y〉 = 0.
Ponieważ ostatnia równość zachodzi dla dowolnych x, y ∈ H, więc wstawia-
jąc do niej y = Ax, mamy ‖Ax‖2 = 0. Z dowolności x wynika, że A = 0.
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Wniosek 4.2. Jeżeli dla operatorów A,B ∈ B(H) i dowolnego x ∈ H
zachodzi równość 〈Ax, x〉 = 〈Bx, x〉, to A = B.
Uw a g a. Twierdzenie 4.1 nie jest prawdziwe w przestrzeni Hilberta nad






przestrzeni R2. Wówczas 〈Ax, x〉 = 0 dla każdego x ∈ R2.
4.2. Operator sprzężony
Niech H będzie przestrzenią Hilberta i niech A ∈ B(H). Dla dowolnego
ustalonego wektora y ∈ H funkcjonał fy określony wzorem
fy(x) = 〈Ax, y〉
jest funkcjonałem liniowym i ograniczonym. Na mocy twierdzenia Riesza
(tw. 2.10) istnieje dokładnie jeden wektor y∗ ∈ H taki, że
fy(x) = 〈x, y∗〉 dla każdego x ∈ H.
Wzór A∗y = y∗ definiuje odwzorowanie A∗ : H → H spełniające związek
〈Ax, y〉 = 〈x,A∗y〉 dla dowolnych x, y ∈ H.
Odwzorowanie A∗ nazywamy operatorem sprzężonym z operatorem A.
Twierdzenie 4.3. Operator A∗ sprzężony z operatorem liniowym ograni-
czonym A na przestrzeni Hilberta H jest liniowy i ograniczony.
D o w ó d. Najpierw udowodnimy liniowość operatora A∗. Niech y1, y2 ∈ H.
Wtedy dla dowolnego x ∈ H mamy
〈x,A∗(y1 + y2)〉 = 〈Ax, y1 + y2〉 = 〈Ax, y1〉+ 〈Ax, y2〉 =
= 〈x,A∗y1〉+ 〈x,A∗y2〉 = 〈x,A∗y1 +A∗y2〉.
Stąd
A∗(y1 + y2) = A
∗y1 +A
∗y2.
Podobnie, jeżeli y ∈ H, a α jest skalarem, to dla dowolnego x ∈ H
〈x,A∗(αy)〉 = 〈Ax, αy〉 = α〈Ax, y〉 = α〈x,A∗y〉 = 〈x, αA∗y〉
i w konsekwencji
A∗(αy) = αA∗y.
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Teraz pokażemy, że A∗ jest operatorem ograniczonym. Mamy
‖A∗y‖2 = 〈A∗y,A∗y〉 = 〈AA∗y, y〉 6
6 ‖AA∗y‖‖y‖ 6 ‖A‖‖A∗y‖‖y‖.
Stąd wynika, że
‖A∗y‖ 6 ‖A‖‖y‖ dla y ∈ H.
Oznacza to, że operator A∗ jest ograniczony oraz
(4.3) ‖A∗‖ 6 ‖A‖.
Twierdzenie 4.4. Niech H będzie przestrzenią Hilberta i niech A,A1, A2 ∈
∈ B(H) oraz α ∈ C. Wówczas
(a) (A∗)∗ = A;
(b) (A1 +A2)∗ = A∗1 +A
∗
2;
(c) (αA)∗ = αA∗;
(d) (A1A2)∗ = A∗2A
∗
1.
D o w ó d. (a) Mamy
〈A∗x, y〉 = 〈x, (A∗)∗y〉.
Ale również
〈A∗x, y〉 = 〈y,A∗x〉 = 〈Ay, x〉 = 〈x,Ay〉.
Zatem
〈x,Ay〉 = 〈x, (A∗)∗y〉,
skąd wynika (a). W dalszym ciągu będziemy pisać A∗∗ zamiast (A∗)∗.
Dowody (b) i (c) pozostawiamy jako (łatwe) ćwiczenie dla Czytelnika.
Część (d) tezy wynika z następujących równości:
〈x, (A1A2)∗y〉 = 〈(A1A2)x, y〉 = 〈A1(A2x), y〉 =
= 〈A2x,A∗1y〉 = 〈x,A∗2(A∗1y)〉 = 〈x, (A∗2A∗1)y〉.
Wniosek 4.5. Dla operatora liniowego ograniczonego A na przestrzeni Hil-
berta zachodzą równości
‖A‖ = ‖A∗‖ = ‖A∗A‖1/2.
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D o w ó d. Ponieważ A = A∗∗, więc z (4.3) otrzymujemy
‖A‖ = ‖A∗∗‖ 6 ‖A∗‖.
Zatem ‖A∗‖ = ‖A‖.
Dalej mamy
‖Ax‖2 = 〈Ax,Ax〉 = 〈x,A∗Ax〉 6 ‖x‖‖A∗Ax‖ 6 ‖x‖2‖A∗A‖.
Stąd otrzymujemy nierówność
‖A‖2 6 ‖A∗A‖.
Z submultyplikatywności normy operatorowej otrzymujemy
‖A∗A‖ 6 ‖A∗‖‖A‖ = ‖A‖2.
Uw a g a. Niech A ∈ B(H). Wówczas możemy zdefiniować operator sprzę-
żony z operatorem A w sensie teorii przestrzeni Banacha. Jest to operator
A′ : H ′ → H ′ (H ′ jest przestrzenią sprzężoną z przestrzenią H) zdefinio-
wany za pomocą równości: A′f = f ◦ A. Z twierdzenia Riesza (tw. 2.10)
wynika, że istnieje bijekcja J : H ′ → H, która spełnia warunek
f(x) = 〈x, J(f)〉
dla dowolnych x ∈ H i f ∈ H ′. Zatem dla takich x i f mamy
〈x, (J ◦A′)(f)〉 = 〈x, J(A′f)〉 = (A′f)x = f(Ax) = 〈Ax, J(f)〉 =
= 〈x,A∗(J(f))〉 = 〈x, (A∗ ◦ J)(f)〉.
Stąd J ◦A′ = A∗ ◦J i w konsekwencji A∗ = J ◦A′ ◦J−1. Z tej równości mo-
żemy otrzymać wszystkie własności operatora A∗ sprzężonego z operatorem
A w sensie teorii przestrzeni Hilberta z odpowiednich własności operatora
A′ sprzężonego z operatorem A w sensie teorii przestrzeni Banacha. Jednak-
że prościej jest badać wprost operator A∗, nie odwołując się do własności
operatora A′.
Przykład 4.1. Wyznaczymy operator sprzężony z operatorem S przesunię-
cia jednostronnego na przestrzeni ℓ2. Operator ten określony jest wzorem:
S(ξ1, ξ2, ξ3 . . . ) = (0, ξ1, ξ2, ξ3, . . . ) dla x = (ξj)
∞
j=1 ∈ ℓ2.
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Niech wektory en, n = 1, 2, . . . stanowią bazę standardową przestrzeni ℓ2,
tzn. en = (δnj)∞j=1 (δnj oznacza deltę Kroneckera, tzn. δnj = 1 dla n = j
oraz δnj = 0 w pozostałych przypadkach). Zatem mamy
Sen = en+1 dla n = 1, 2, . . .
Aby wyznaczyć operator S∗, wystarczy znaleźć wartości, jakie przyjmuje on
na wektorach en. Dla dowolnych wskaźników n, k > 1 mamy
〈S∗en, ek〉 = 〈en, Sek〉 = 〈en, ek+1〉 = δn,k+1.








Natomiast 〈S∗e1, ek〉 = 0 dla wszystkich k, stąd S∗e1 = 0. Zatem ostatecz-
nie operator S∗ jest wyznaczony wzorem
S∗(ξ1, ξ2, ξ3, . . . ) = (ξ2, ξ3, ξ4, . . . ) dla x = (ξj)
∞
j=1 ∈ ℓ2.
Definicja 4.1. Niech H będzie przestrzenią Hilberta i niech A ∈ B(H).
Operator A jest
(i) samosprzężony lub hermitowski , jeżeli A∗ = A;
(ii) normalny , jeżeli A∗A = AA∗;
(iii) unitarny , jeżeli A∗A = AA∗ = I.
Uw a g i. 1. Z definicji tej wynika, że operator samosprzężony jest normalny,
jak również operator unitarny jest operatorem normalnym.
2. Jeżeli potraktujemy operację brania operatora sprzężonego jako od-
powiednik brania liczby sprzężonej do liczby zespolonej, to operatory samo-
sprzężone odpowiadają liczbom rzeczywistym, a unitarne — liczbom zespo-
lonym o module równym jeden.
3. Zauważmy, że operator A jest samosprzężony wtedy i tylko wtedy,
gdy
(4.4) 〈Ax, y〉 = 〈x,Ay〉 dla dowolnych x, y ∈ H.
Twierdzenie 4.6. Operator A jest samosprzężony wtedy i tylko wtedy, gdy
iloczyn skalarny 〈Ax, x〉 jest liczbą rzeczywistą dla dowolnego x ∈ H.
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D o w ó d. Jeżeli A jest operatorem samosprzężonym, to z (4.4) otrzymujemy
równość
〈Ax, x〉 = 〈x,Ax〉 = 〈Ax, x〉.
Zatem liczba 〈Ax, x〉 jest rzeczywista.
Na odwrót, załóżmy, że liczba 〈Ax, x〉 jest rzeczywista dla dowolnego
x ∈ H. Zatem dla dowolnych x, y ∈ H i α ∈ C liczba 〈A(y + αx), y + αx〉
jest równa liczbie do niej sprzężonej. Mamy
〈A(y + αx), y + αx〉 = 〈Ay, y〉+ α〈Ay, x〉+ α〈Ax, y〉+ |α|2〈Ax, x〉.
Zatem
α〈Ax, y〉+ α〈Ay, x〉 = α〈y,Ax〉+ α〈x,Ay〉 = α〈A∗y, x〉+ α〈A∗x, y〉.
Wstawiając do powyższej równości α = 1, a następnie α = i, otrzymujemy
〈Ax, y〉+ 〈Ay, x〉 = 〈A∗y, x〉+ 〈A∗x, y〉,
i〈Ax, y〉 − i〈Ay, x〉 = −i〈A∗y, x〉+ i〈A∗x, y〉.
Mnożąc drugie z tych równań przez −i i dodając stronami, otrzymujemy
〈Ax, y〉 = 〈A∗x, y〉. Stąd A = A∗.




D o w ó d. Niech µ = sup{|〈Ax, x〉| : ‖x‖ 6 1}. Wykażemy, że µ = ‖A‖.
Z nierówności Schwarza mamy
|〈Ax, x〉| 6 ‖Ax‖‖x‖ 6 ‖A‖‖x‖2.
Stąd
(4.5) µ 6 ‖A‖.
Dla dowolnych x, y ∈ H mamy
〈A(x+ y), x+ y〉 = 〈Ax, x〉+ 〈Ax, y〉+ 〈Ay, x〉+ 〈Ay, y〉,
〈A(x− y), x− y〉 = 〈Ax, x〉 − 〈Ax, y〉 − 〈Ay, x〉+ 〈Ay, y〉.
Odejmując te nierówności stronami i uwzględniając (4.4), otrzymujemy
〈A(x+ y), x+ y〉 − 〈A(x− y), x− y〉 = 2 (〈Ax, y〉+ 〈Ay, x〉) =(4.6)
= 2
(
〈Ax, y〉+ 〈Ax, y〉
)
= 4Re 〈Ax, y〉.










〉∣∣∣∣ ‖z‖2 6 µ‖z‖2,
więc z (4.6) mamy




‖x+ y‖2 + ‖x− y‖2
)
.
Uwzględniając tożsamość równoległoboku, otrzymujemy







Niech x ∈ H będzie dowolnym wektorem takim, że ‖x‖ 6 1. Jeżeli Ax 6= 0,
to przyjmując y =
1
‖Ax‖Ax, mamy 〈Ax, y〉 = ‖Ax‖ i ‖y‖ = 1. Z (4.7)
otrzymujemy
‖Ax‖ 6 µ.
Zauważmy, że nierówność ta jest również prawdziwa, gdy Ax = 0. Z dowol-
ności wektora x otrzymujemy
‖A‖ = sup{‖Ax‖ : ‖x‖ 6 1} 6 µ,
co wobec (4.5) daje ‖A‖ = µ.
Przykład 4.2. Niech A będzie operatorem liniowym na przestrzeni Cn.
Operatorowi A odpowiada jednoznacznie wyznaczona macierz (αjk) (wzglę-
dem bazy standardowej w przestrzeni Cn lub jakiejkolwiek bazy ortonor-












Wyznaczymy macierz operatora A∗ (względem tej samej bazy przestrzeni
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Udowodniliśmy więc następujący fakt:
Twierdzenie 4.8. Jeżeli operator liniowy A na przestrzeni Cn jest określo-
ny poprzez macierz (αjk) (względem bazy ortonormalnej tej przestrzeni), to





tej samej bazy). Operator A jest samosprzężony wtedy i tylko wtedy, gdy
αjk = α
k
j (j, k = 1, 2, . . . , n).






Macierze spełniające powyższy warunek noszą nazwę macierzy unitarnych.







mosprzężonymi oraz A = B + iC. Nazywane są one odpowiednio częścią
rzeczywistą i częścią urojoną operatora A.
Twierdzenie 4.9. Niech A ∈ B(H). Następujące warunki są równoważne:
(a) A jest operatorem normalnym;
(b) ‖Ax‖ = ‖A∗x‖ dla każdego x ∈ H;
(c) części rzeczywista i urojona operatora A są przemienne.
D o w ó d. Z równości
‖Ax‖2 − ‖A∗x‖2 = 〈A∗A−AA∗x, x〉
i twierdzenia 4.1 wynika, że warunki (a) i (b) są równoważne.
Natomiast równoważność (a) i (c) wynika z równości:
A∗A = B2 − iCB + iBC + C2,
AA∗ = B2 + iCB − iBC + C2.
Twierdzenie 4.10. Operator A ∈ B(H) jest unitarny wtedy i tylko wtedy,
gdy jest izomorfizmem przestrzeni H na siebie.
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D o w ó d. Niech A będzie operatorem unitarnym. Wówczas z definicji ope-
ratora odwrotnego mamy A∗ = A−1. Ponadto
〈Ax,Ay〉 = 〈x,A∗Ay〉 = 〈x, y〉.
Na odwrót, przypuśćmy, że A jest izomorfizmem przestrzeni Hilberta.
Wówczas
〈Ax,Ay〉 = 〈x, y〉 dla dowolnych x, y ∈ H.
To oznacza, że
〈x,A∗Ay〉 = 〈x, y〉,
czyli
A∗A = I.
Ponieważ operator A−1 jest również izomorfizmem przestrzeni Hilberta,
więc
(A−1)∗A−1 = I.
Jeżeli A jest operatorem odwracalnym, to (A∗)−1 = (A−1)∗. Zatem
(A∗)−1A−1 = I.
Biorąc odwrotności obu stron, otrzymujemy ostatecznie
AA∗ = I.
Twierdzenie 4.11. Dla operatora A ∈ B(H) zachodzi równość
(4.8) kerA = (imA∗)⊥.
D o w ó d. Jeżeli x ∈ kerA i y ∈ H, to mamy
〈x,A∗y〉 = 〈Ax, y〉 = 0.
Stąd wynika, że kerA ⊂ (imA∗)⊥.
Natomiast, jeżeli x ⊥ imA∗ i y ∈ H, to
〈Ax, y〉 = 〈x,A∗y〉 = 0,
co oznacza, że (imA∗)⊥ ⊂ kerA.
Uw a g i. 1. Ponieważ A∗∗ = A, więc kerA∗ = (imA)⊥.
2. Natomiast (kerA)⊥ nie musi być równe imA∗, ale mamy
(kerA)⊥ = (imA∗)⊥⊥ = imA∗
i analogicznie (kerA∗)⊥ = imA.
Na zakończenie udowodnimy twierdzenie charakteryzujące operatory rzu-
towania ortogonalnego.
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Twierdzenie 4.12. Niech operator P ∈ B(H) spełnia warunek P 2 = P .
Następujące warunki są równoważne:
(a) P jest operatorem samosprzężonym;
(b) P jest operatorem normalnym;
(c) imP = (kerP )⊥;
(d) 〈Px, x〉 = ‖Px‖2 dla każdego x ∈ H.
D o w ó d. Jest oczywiste, że warunek (a) implikuje (b). Teraz pokażemy, że
z (b) wynika (c). Jeżeli P jest operatorem normalnym, to
kerP = kerP ∗ = (imP )⊥.
Ponieważ imP jest zbiorem domkniętym, więc mamy
(kerP )⊥ = (imP )⊥⊥ = imP = imP.
Aby wykazać, że (d) jest konsekwencją (c), weźmy dowolne x ∈ H.
Wówczas x = y + z, gdzie y ⊥ z, Py = 0 i Pz = z. Ponieważ Px = z, więc
mamy
〈Px, x〉 = 〈z, z〉 = ‖z‖2 = ‖Px‖2.
Z twierdzenia 4.6 wynika, że warunek (d) implikuje (a).
4.3. Podprzestrzenie niezmiennicze i redukujące
Definicja 4.2. Niech A będzie operatorem liniowym ograniczonym na prze-
strzeni Hilberta H i niech M ⊂ H będzie jej domkniętą podprzestrzenią.
M jest podprzestrzenią niezmienniczą operatora A, jeżeli A(M) ⊂ M . Na-
tomiast M jest podprzestrzenią redukującą operator A, jeżeli A(M) ⊂ M
i A(M⊥) ⊂M⊥.
Niech M będzie domkniętą podprzestrzenią przestrzeni Hilberta H oraz
niech P = PM będzie rzutem ortogonalnym na M . Wówczas I − P jest
rzutem ortogonalnym na M⊥.
Twierdzenie 4.13. Niech A ∈ B(H). Wówczas M jest podprzestrzenią
niezmienniczą operatora A wtedy i tylko wtedy, gdy PAP = AP .
D o w ó d. Załóżmy, że M jest podprzestrzenią niezmienniczą operatora A
i niech x ∈ H. Wówczas Px ∈ M i APx ∈ M . Stąd P (APx) = APx, a to
oznacza, że PAP = AP .
Na odwrót, jeżeli PAP = AP i x ∈M , to Ax = APx = PAPx ∈M .
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Twierdzenie 4.14. Niech A ∈ B(H). Następujące warunki są równoważne:
(a) podprzestrzeń M redukuje operator A;
(b) PA = AP ;
(c) M jest podprzestrzenią niezmienniczą dla A i A∗.
D o w ó d. Najpierw wykażemy, że (a) implikuje (b). Z poprzedniego twier-
dzenia wynika, że AP = PAP oraz A(I−P ) = (I−P )A(I−P ). Z ostatniej
równości wynika, że PA = PAP i w konsekwencji AP = PA.
Teraz pokazujemy, że (c) jest konsekwencją (b). Jest oczywiste, że z rów-
ności PA = AP wynika PAP = AP , a więc M jest podprzestrzenią
niezmienniczą operatora A. Biorąc sprzężenia po obu stronach równości
PA = AP , otrzymujemy A∗P = PA∗, co oznacza, że M jest podprzestrze-
nią niezmienniczą operatora A∗.
W końcu udowodnimy, że z (c) wynika (a). Musimy wykazać, że M⊥
jest podprzestrzenią niezmienniczą operatora A. Niech x ⊥ M i y ∈ M .
Wówczas A∗y ∈M oraz 0 = 〈A∗y, x〉 = 〈y,Ax〉. Stąd Ax ⊥M .




jest operatorem ograniczonym przekształcającym przestrzeń M
w siebie, czyli A
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. Dla dowolnego x ∈ H z rozkładu x = x1 + x2,
gdzie x1 ∈M i x2 ∈M⊥, otrzymujemy równość Ax = A1x1 +A2x2. Zatem
badanie operatora A jest zredukowane do badania „mniejszych” operatorów
A1 i A2, które mogą mieć prostszą budowę niż operator A. Stąd też wzięła
się nazwa tego rodzaju podprzestrzeni.





















∈ B(M). Ponadto dla dowolnych x, y ∈
∈M mamy
〈Ax, y〉 = 〈x,A∗y〉.
Stąd wynika pierwsza część tezy. Drugą część otrzymujemy z równości
‖Ax‖ = ‖A∗x‖
prawdziwej dla dowolnego x ∈M .
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To, czy każdy operator liniowy ograniczony na zespolonej przestrzeni
Hilberta H ma nietrywialną (tzn. różną od {0} i H) (domkniętą) podprze-
strzeń niezmienniczą, jest ciągle problemem otwartym. Stosunkowo łatwo
jest podać przykład operatora, który nie ma nietrywialnej podprzestrzeni
redukującej.
Przykład 4.3. Operator S jednostronnego przesunięcia na przestrzeni ℓ2
ma dużo nietrywialnych podprzestrzeni niezmienniczych. Na przykład, każ-
da z podprzestrzeni Mn = {x ∈ ℓ2 : x = (ξk), ξ1 = . . . = ξn = 0} dla
(n = 1, 2, . . . ) jest niezmiennicza dla S. Natomiast nie ma on nietrywialnych
podprzestrzeni redukujących. Istotnie, jeżeli M byłaby taką podprzestrze-




rozwinięciem w szereg Fouriera względem standardowej bazy ortonormalnej
(en) przestrzeni ℓ2. Załóżmy, że ξm jest pierwszym niezerowym współczyn-




waż podprzestrzeń M redukuje operator S, więc jest ona niezmiennicza dla
operatora S∗. Zatem y = Sm(S∗)mx =
∞∑
n=1
ξn+men+m ∈ M . Stąd wynika,
że ξmem = x− y ∈M , czyli em ∈M . Ponieważ en = Sn−1(S∗)m−1em, więc
en ∈M dla dowolnego n. To oznacza, że M = H.
Twierdzenie 4.16. Jeżeli A jest operatorem normalnym, a λ dowolną licz-
bą zespoloną, to ker(A−λI) = ker(A−λI)∗ i ker(A−λI) jest podprzestrzenią
redukującą operator A.
D o w ó d. Ponieważ operator A jest normalny, więc normalny jest również
A−λI. Zatem ‖(A−λI)x‖ = ‖(A−λI)∗x‖ i w konsekwencji ker(A−λI) =
= ker(A− λI)∗.
Jeżeli x ∈ ker(A − λI), to Ax = λx ∈ ker(A − λI) oraz A∗x = λx ∈
∈ ker(A− λI). Zatem podprzestrzeń ker(A− λI) redukuje operator A.
Ćwiczenia
1. Niech X i Y będą przestrzeniami unitarnymi. Wykazać, że każde odwzorowanie
U : X
na−→ Y spełniające warunek
(∗) 〈Ux1, Ux2〉 = 〈x1, x2〉 dla x1, x2 ∈ X
jest operatorem liniowym.
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2. Niech X i Y będą przestrzeniami unitarnymi. Załóżmy, że operator liniowy
U : X → Y spełnia dla każdego x ∈ X równość ‖Ux‖ = ‖x‖. Dowieść, że spełnia
on także warunek (∗).
3. Wykazać, że jeżeli operator A na przestrzeni unitarnej X ma dokładnie jedną
prawą odwrotność, tzn. istnieje dokładnie jeden operator B, dla którego AB = IX ,
to A jest odwracalny.
4. Niech operator V : L2(0,∞) → L2(0,∞) będzie określony wzorem
V x(t) =
{
x(t− 1) dla t > 1,
0 dla t 6 1.
Pokazać, że V jest izometrią, która nie jest suriekcją.
5. Niech operator U : L2(R) → L2(R) będzie określony wzorem Ux(t) = x(t− 1).
Pokazać, że U jest operatorem unitarnym (izomorfizmem przestrzeni Hilberta).
6. Załóżmy, że operatory liniowe A i B w przestrzeni Hilberta H spełniają równość
〈Ax, y〉 = 〈x,By〉 dla x, y ∈ H. Udowodnić, że operatory A i B są ograniczone
(i w konsekwencji B = A∗).
7. Znaleźć operatory sprzężone do następujących operatorów działających na prze-
strzeni ℓ2:
(a) A1(ξ1, ξ2, . . . ) = (0, 0, ξ1, ξ2, . . . );
(b) A2(ξ1, ξ2, ξ3, . . . ) = (ξ3, ξ4, . . . );
(c) A3(ξ1, ξ2, . . . ) = (α1ξ1, α2ξ2, . . . ), gdzie (αn) ∈ ℓ∞;
(d) A4(ξ1, ξ2, . . . ) = (0, 0, α1ξ1, α2ξ2, . . . ), gdzie (αn) ∈ ℓ∞;
(e) A5(ξ1, ξ2, . . . ) = (ξ1, ξ2, . . . , ξn, 0, 0, . . . );
(f) A6(ξ1, ξ2, . . . ) = (0, 0, . . . , 0︸ ︷︷ ︸
n−1
, ξ1, 0, 0, . . . );
(g) A7(ξ1, ξ2, . . . ) = (αnξn, αn+1ξn+1, . . . ), gdzie (αn) ∈ ℓ∞.
Które z powyższych operatorów są samosprzężone?
8. Znaleźć operatory sprzężone do następujących operatorów działających w prze-
strzeni L2(R):
(a) B1x(t) = x(t+ h);
(b) B2x(t) = a(t)x(t+ h), gdzie a ∈ L∞(R);
(c) B3x(t) = 12 (x(t) + x(−t)).
Które z powyższych operatorów są samosprzężone?
9. Dla operatora przesunięcia jednostronnego S, (Sen = en+1), obliczyć SS∗, S∗S
oraz SnS∗n i S∗nSn.
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x(t) dt. Znaleźć im(V + V ∗).
Uwa g a. W dalszym ciągu wszystkie operatory będą operatorami na zespolonej
przestrzeni Hilberta.
11. Udowodnić, że jeżeli operatory A i B są samosprzężone, to AB jest operatorem
samosprzężonym wtedy i tylko wtedy, gdy AB = BA.
12. Udowodnić, że jeżeli A jest operatorem normalnym, to ‖An‖ = ‖A‖n.
13. Udowodnić, że jeżeli |α| = |β| = 1, to operator αA + βA∗ jest operatorem
normalnym.
14. Udowodnić, że jeżeli A2 = A i A jest operatorem normalnym, to A jest samo-
sprzężony.
15. Udowodnić, że jeżeli A2 = 0 i A jest operatorem normalnym, to A = 0.
16. Niech operatory A i B będą normalne. Czy operatory AB i A+B muszą być
normalne? Przy jakich założeniach będą one normalne?
17. Czy z tego, że dla operatorów A i B zachodzi równość AB = 0 wynika, że
również BA = 0? Czy w przypadku, gdy operatory te są normalne, odpowiedź na
to pytanie jest taka sama?
18. Wykazać, że jeżeli operator A− i I jest odwracalny, a (A+ i I)(A− i I)−1 jest
unitarny, to A jest operatorem samosprzężonym.
19. Udowodnić, że jeżeli operator U jest unitarny, a operator U−I — odwracalny,
to operator A = i(U + I)(U − I)−1 jest samosprzężony.
Rozdział 5
Elementy teorii spektralnej na przestrzeni
Banacha
W tym rozdziale wprowadzimy podstawowe pojęcia teorii spektralnej, tj.
widmo operatora i jego części oraz promień spektralny, a następnie zbadamy
ich własności.
5.1. Widmo operatora na przestrzeni Banacha
W dalszym ciągu będziemy rozważać operatory określone na zespolo-
nych przestrzeniach Banacha. W związku z tym termin przestrzeń Banacha
będzie zawsze oznaczał zespoloną przestrzeń Banacha. Niech X będzie prze-
strzenią Banacha i niech A ∈ B(X). Zajmiemy się badaniem równania
(5.1) Ax− λx = y,
gdzie x, y ∈ X i λ ∈ C. Równanie to możemy zapisać w postaci
(A− λI)x = y.
Jeżeli operator A − λI jest bijekcją, to równanie (5.1) ma dla każdego
y ∈ X dokładnie jedno rozwiązanie x = (A − λI)−1y. Zauważmy przy
tym, że z twierdzenia Banacha o operatorze odwrotnym wynika, że wów-
czas (A−λI)−1 jest również operatorem ograniczonym (określonym na całej
przestrzeni X).
Definicja 5.1. Zbiór tych liczb zespolonych λ, dla których (A − λI)−1 6∈
6∈ B(X), nazywamy widmem operatora A i oznaczamy symbolem σ(A).
Zatem
σ(A) = {λ ∈ C : A− λI nie jest bijekcją } =
= {λ ∈ C : A− λI nie jest odwracalne w B(X)}.
Zbiór tych λ, dla których A − λI nie jest iniekcją, nazywamy widmem
punktowym operatora A i oznaczamy symbolem σp(A). Elementy zbioru
σp(A) nazywamy wartościami własnymi operatora A. Z definicji wynika, że
σp(A) ⊂ σ(A).
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Zauważmy, że w przypadku, gdy X = Cn, operator A jest wyznaczony
przez macierz (αjk) (przyjmujemy w C
n bazę standardową) i równanie (5.1)




k − λxj = yj (j = 1, 2, . . . , n).
Z algebry liniowej wiemy, że układ ten ma rozwiązanie przy każdym y wtedy




(δjk oznacza deltę Kroneckera). Zatem operator (A − λI)−1 istnieje wtedy
i tylko wtedy, gdy det(αjk − λδ
j
k) 6= 0. Ponieważ w przestrzeni skończenie
wymiarowej operator jest iniekcją wtedy i tylko wtedy, gdy jest suriekcją
(por. [26], tw. 5.7), więc σp(A) = σ(A). Zatem w przypadku operatora A
na przestrzeni skończenie wymiarowej mamy
σ(A) = {λ ∈ C : det(αjk − λδ
j
k) = 0} =
= {λ ∈ C : det(A− λI) = 0} =
= {zbiór wartości własnych operatora A}.
W przypadku przestrzeni nieskończenie wymiarowych taka sytuacja nie
musi mieć miejsca. Może się bowiem zdarzyć, że operator A−λI jest iniekcją,
ale jego obraz nie wypełnia całej przestrzeni. Zatem (A−λI)−1 nie jest okre-
ślone na przestrzeni X, ale na pewnej jej podprzestrzeni. Powstaje zatem
potrzeba charakteryzacji takich liczb λ. Niech więc A będzie operatorem
liniowym ograniczonym na przestrzeni Banacha X i załóżmy, że (A−λI)−1
istnieje. Zbiór tych liczb λ, dla których im(A− λI) nie jest gęsty w X, na-
zywamy widmem residualnym operatora A i oznaczamy symbolem σr(A).
Jeżeli im(A−λI) jest gęste wX, to (A−λI)−1 jest operatorem ograniczonym
lub nieograniczonym. Zbiór tych λ, dla których im(A− λI) = X i (A−λI)−1
jest ograniczone, nazywamy zbiorem rezolwenty operatora A i oznaczamy
przez ̺(A). Zbiór tych λ, dla których im(A− λI) = X i (A − λI)−1 jest
nieograniczone, nazywamy widmem ciągłym operatora A i oznaczamy przez
σc(A). Zatem mamy następującą sytuację:
— λ ∈ σp(A) wtedy i tylko wtedy, gdy (A− λI)−1 nie istnieje;
— λ ∈ σr(A) wtedy i tylko wtedy, gdy (A−λI)−1 istnieje i im(A− λI) 6= X;
— λ ∈ σc(A) wtedy i tylko wtedy, gdy (A−λI)−1 istnieje i im(A− λI) = X
oraz (A− λI)−1 jest nieograniczone;
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— λ ∈ ̺(A) wtedy i tylko wtedy, gdy (A−λI)−1 istnieje i im(A− λI) = X
oraz (A− λI)−1 jest ograniczone.
Wszystkie te fakty możemy zebrać w następującym twierdzeniu:
Twierdzenie 5.1. Niech X będzie przestrzenią Banacha i niech A ∈ B(X).
Wówczas λ ∈ ̺(A) wtedy i tylko wtedy, gdy A − λI jest bijekcją. Widma
punktowe, residualne i ciągłe są parami rozłączne i ich suma mnogościowa
jest równa widmu operatora A. Jeżeli przestrzeń X jest skończenie wymia-
rowa, to σ(A) = σp(A).
D o w ó d. Musimy jedynie udowodnić pierwszą część tezy. Jeżeli A − λI
jest bijekcją, to z twierdzenia Banacha o operatorze odwrotnym wynika,
że λ ∈ ̺(A). Aby zakończyć dowód, musimy pokazać, że jest na odwrót,
tzn. jeżeli λ ∈ ̺(A), to A − λI jest bijekcją, czyli im(A − λI) = X. Niech
y ∈ X będzie dowolne. Istnieje taki ciąg (xn), xn ∈ X, że (A− λI)xn → y.
Wówczas
‖xn − xm‖ = ‖(A− λI)−1(A− λI)xn − (A− λI)−1(A− λI)xm‖ 6
6 ‖(A− λI)−1‖‖(A− λI)xn − (A− λI)xm‖.
Ciąg ((A− λI)xn) jest zbieżny, a więc spełnia warunek Cauchy’ego. Zatem
i ciąg (xn) jest ciągiem Cauchy’ego. Ponieważ przestrzeń X jest zupełna,
więc xn → x dla pewnego x ∈ X. Wówczas (A − λI)xn → (A − λI)x. Ale
ponieważ (A− λI)xn → y, więc y = (A− λI)x.
Przykłady 5.1. (a) Najprostszym operatorem liniowym ograniczonym na
przestrzeni Banacha X jest operator M(α) mnożenia przez skalar α, tzn.










M(α− λ) = I.
Natomiast dla λ = α
(M(λ)− λI)x = 0 dla dowolnego x ∈ X.
Zatem, jeżeli X 6= {0}, to
σ(M(α)) = σp(M(α)) = {α}, σr(M(α)) = σc(M(α)) = ∅.
(b) Niech A będzie operatorem liniowym ograniczonym na przestrzeni
X = C[a, b] określonym wzorem
Ax(t) = tx(t) (t ∈ [a, b] ).
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Wyznaczymy widmo operatora A i jego części. Operator odwrotny
(A− λI)−1x(t) = 1
t− λx(t)
istnieje na przestrzeni X i jest ograniczony dla λ 6∈ [a, b], bo funkcja t 7→
7→ (t − λ)−1x(t) jest ciągła dla dowolnej funkcji ciągłej x. Natomiast dla
λ ∈ [a, b] operator odwrotny (A − λI)−1 jest określony na podprzestrzeni
Y przestrzeni C[a, b] tych funkcji y ciągłych na przedziale [a, b], które mają
postać t 7→ (t − λ)x(t), gdzie x ∈ C[a, b]. Jej domknięcie jest właściwą
podprzestrzenią przestrzeni X, bo jest ono zawarte w jądrze ciągłego funk-
cjonału liniowego x 7→ x(λ).
Zauważmy ponadto, że operator (A − λI)−1 : Y → X nie jest ograni-





0 dla a 6 t < λ− 1
n
,
−n2(t− λ)− n dla λ− 1
n
6 t 6 λ,






< t 6 b.
Wówczas ‖xn‖ = n oraz sup
a6t6b
|(t− λ)xn(t)| = 14 .
Zatem, jeżeli yn(t) = (t−λ)xn(t), to yn ∈ Y , ‖yn‖ = 14 dla n = 1, 2, . . . ,
ale ‖(A− λI)−1yn‖ = ‖xn‖ = n→ +∞.
Wykazaliśmy, że
σ(A) = σr(A) = [a, b], σp(A) = σc(A) = ∅.
Z tego przykładu wynika, że operator liniowy ograniczony na przestrzeni
unormowanej nieskończenie wymiarowej może nie mieć wartości własnych.
Twierdzenie 5.2. Niech A będzie operatorem liniowym ograniczonym na
przestrzeni Banacha X. Jeżeli ‖A‖ < 1, to operator I − A jest odwracalny






‖(I −A)−1‖ 6 1
1− ‖A‖ .
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Uw a g a. Aby uprościć zapis, przyjmujemy konwencję, że A0 = I nawet
wtedy, gdy A jest operatorem zerowym.
D o w ó d. Z założenia ‖A‖ < 1 wynika, że szereg
∞∑
n=0
An jest zbieżny bez-
względnie. Na mocy twierdzenia 1.6 jest on zbieżny. Ponadto lim
n→∞
An = 0.
Niech Sn = I +A+A2 + . . .+An oraz S =
∞∑
n=0
An. Wówczas S = lim
n→∞
Sn.
Ponieważ mnożenie w algebrze B(X) jest ciągłe (por. tw. 1.15), więc mamy
S(I −A) = lim
n→∞
Sn(I −A) = lim
n→∞
(I −An+1) = I.
Analogicznie dowodzi się, że (I−A)S = I. Zatem S = (I−A)−1. Nierówność
dla normy operatora (I − A)−1 wynika z nierówności (1.13) w twierdzeniu
1.6 i ze wzoru na sumę szeregu geometrycznego.
Wniosek 5.3. Niech A ∈ B(X) i ‖A‖ < 1. Wówczas równanie
x−Ax = y
ma dla każdego y ∈ X dokładnie jedno rozwiązanie










Any nosi nazwę szeregu Neumanna.
Wniosek 5.4. Dla dowolnego A ∈ B(X)
(I − λA)−1 → I, gdy λ→ 0.
D o w ó d. Dla A = 0 nie ma czego dowodzić. Niech więc A 6= 0 i niech
0 < q < 1. Jeżeli |λ| < q‖A‖ , to ‖λA‖ < q i wówczas
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Zatem wyrażenie ‖(I − λA)−1‖ jest ograniczone na otoczeniu zera. Dalej
mamy
(5.2) (I − λA)−1 = I + λA(I − λA)−1.
Ponieważ
‖λA(I − λA)−1‖ 6 |λ|‖A‖‖(I − λA)−1‖ 6 |λ| ‖A‖
1− q ,
więc
‖λA(I − λA)−1‖ → 0, gdy λ→ 0.
Stąd i z (5.2) otrzymujemy
(I − λA)−1 → I, gdy λ→ 0.
Twierdzenie 5.5. Niech A0 będzie operatorem odwracalnym w B(X) i niech
‖A‖ < ‖A−10 ‖−1. Wówczas operator A1 = A0 + A jest odwracalny w B(X)
i ponadto




D o w ó d. Mamy
A1 = A0 +A = A0(I +A
−1
0 A) = A0(I −B),
gdzie B = −A−10 A. Ponieważ ‖B‖ = ‖A−10 A‖ < 1, więc na mocy twier-
dzenia 5.2 operator I − B jest odwracalny w B(X). Ponieważ odwrotność
iloczynu operatorów odwracalnych jest iloczynem ich odwrotności (mnożo-
nych w odwrotnej kolejności), więc mamy A−11 = (I −B)−1A−10 .
Wniosek 5.6. Zbiór operatorów odwracalnych w algebrze B(X) jest otwarty
(w normie operatorowej ).
Definicja 5.2. Niech X będzie przestrzenią Banacha i niech A ∈ B(X).
Rezolwentą operatora A nazywamy funkcję Rλ(A) : C\σ(A) → B(X) okre-
śloną wzorem
Rλ(A) = (A− λI)−1.
Wniosek 5.7. Rezolwenta Rλ(A) jest funkcją ciągłą zmiennej λ na zbiorze
̺(A) = C \ σ(A).
D o w ó d. Mamy
Rλ0+λ(A) = (A− λ0I − λI)−1 = (I − λ(A− λ0I)−1)−1(A− λ0I)−1.
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Ponieważ na mocy wniosku 5.4
(I − λ(A− λ0I)−1)−1 → I, gdy λ→ 0,
więc ostatecznie
Rλ0+λ(A) → (A− λ0I)−1 = Rλ0(A), gdy λ→ 0.
Twierdzenie 5.8. Niech λ, µ ∈ ̺(A) = C \ σ(A). Wówczas
(a) Rλ(A)Rµ(A) = Rµ(A)Rλ(A);
(b) Rλ(A)−Rµ(A) = (λ− µ)Rλ(A)Rµ(A).
Równość z punktu (b) nosi nazwę tożsamości Hilberta.
D o w ó d. (a)
Rλ(A)Rµ(A) = (A− λI)−1(A− µI)−1 =
= ((A− µI)(A− λI))−1 = ((A− λI)(A− µI))−1 =
= (A− µI)−1(A− λI)−1 = Rµ(A)Rλ(A).
(b) Na mocy (a) i definicji rezolwenty mamy
Rλ(A) = (A− µI)Rλ(A)Rµ(A),
Rµ(A) = (A− λI)Rλ(A)Rµ(A).
Stąd
Rλ(A)−Rµ(A) = (λ− µ)Rλ(A)Rµ(A).
Definicja 5.3. Promieniem spektralnym operatora A jest liczba
r(A) = sup{|λ| : λ ∈ σ(A) }.
Tak więc promień spektralny jest promieniem najmniejszego koła domknię-
tego o środku w zerze, które zawiera widmo.
Twierdzenie 5.9 (o widmie operatora). Widmo dowolnego operatora
A ∈ B(X) jest niepustym zwartym podzbiorem płaszczyzny zespolonej. Po-
nadto zachodzi nierówność r(A) 6 ‖A‖.
D o w ó d. Najpierw wykażemy, że widmo dowolnego operatora jest niepuste.
Przypuśmy, że dla operatora A mamy σ(A) = ∅. Wówczas A−1 ∈ B(X).
Niech f będzie funkcjonałem liniowym ograniczonym na B(X), dla którego
f(A−1) 6= 0. Taki funkcjonał istnieje na mocy wniosku 3.15. Utwórzmy
funkcję F (λ) = f(Rλ(A)). Funkcja ta jest określona na całej płaszczyźnie
Widmo operatora na przestrzeni Banacha 107
zespolonej. Wykażemy, że jest ona funkcją całkowitą. Weźmy dowolny punkt
λ0 ∈ C. Udowodnimy, że w tym punkcie funkcja F ma pochodną. Mamy













, gdy λ→ λ0.
Zatem F ′(λ0) istnieje i w konsekwencji F jest funkcją holomorficzną na całej
płaszczyźnie, a więc funkcją całkowitą. Dla |λ| > ‖A‖ na mocy twierdzenia
5.5 otrzymujemy









)−1∥∥∥∥→ 0, gdy |λ| → +∞.
Zatem na mocy twierdzenia Liouville’a (patrz [27], tw. 16.26 z części III)
funkcja F = const = 0. Stąd 0 = F (0) = f(A−1). Otrzymana sprzeczność
dowodzi, że σ(A) 6= ∅ dla dowolnego A ∈ B(X).
Teraz udowodnimy zwartość widma. Jeżeli |λ| > ‖A‖, to na mocy twier-
dzenia 5.5 operator






jest odwracalny w B(X). Zatem σ(A) ⊂ {λ ∈ C : |λ| 6 ‖A‖}. Stąd wynika,
że σ(A) jest zbiorem ograniczonym oraz r(A) 6 ‖A‖. Pozostaje udowodnić,
że widmo jest domkniętym podzbiorem płaszczyzny. Z wniosku 5.6 wynika,
że zbiór operatorów odwracalnych jest otwarty w B(X). Zbiór rezolwenty
̺(A) jest przeciwobrazem tego zbioru przez funkcję ciągłą λ 7→ A − λI,
a zatem ̺(A) jest zbiorem otwartym (patrz [27], tw. 4.6 z części I). Ponie-
waż σ(A) = C \ ̺(A), więc widmo jest domknięte jako dopełnienie zbioru
otwartego (patrz [27], wn. 2.5 z części I).
Twierdzenie 5.10 (o odwzorowaniu spektralnym). Jeżeli A ∈ B(X)
i w jest wielomianem o współczynnikach zespolonych, to
w(σ(A)) = σ(w(A)).
D o w ó d. Jeżeli w jest wielomianem stałym, to twierdzenie jest oczywiste.
Załóżmy więc, że stopień wielomianu w jest dodatni. Niech µ ∈ C i rozważ-
my wielomian w(λ)− µ. Na mocy podstawowego twierdzenia algebry (por.
[26], wn. 3.11) mamy
w(λ)− µ = β(λ− λ1)(λ− λ2) . . . (λ− λn),
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gdzie β, λ1, λ2, . . . , λn ∈ C i β 6= 0. Wówczas
w(A)− µI = β(A− λ1I)(A− λ2I) . . . (A− λnI).
Ponieważ operatory A − λjI (j = 1, 2, . . . , n) są parami przemienne, więc
operator w(A)− µI jest odwracalny wtedy i tylko wtedy, gdy każdy z ope-
ratorów A − λjI jest odwracalny. To ma miejsce wtedy i tylko wtedy, gdy
λj 6∈ σ(A) dla j = 1, 2, . . . , n. A to z kolei jest równoważne temu, że dla
dowolnego λ ∈ σ(A) mamy β(λ− λ1)(λ− λ2) . . . (λ− λn) 6= 0. Dalej to jest
równoważne temu, że w(λ) 6= µ dla dowolnego λ ∈ σ(A).
Twierdzenie 5.11 (wzór Gelfanda-Beurlinga). Dla dowolnego opera-
tora A ∈ B(X) zachodzi równość





Uw a g i. 1. Zauważmy, że istnienie granicy jest częścią tezy.
2. Definicje widma operatora i promienia spektralnego są „czysto” al-
gebraiczne, nie zależą one od normy operatorowej. Natomiast granica we
wzorze (5.3) jest granicą ciągu n-tych pierwiastków norm n-tych potęg ope-
ratora, a więc zależy ona od normy. Zatem istota wzoru Gelfanda-Beurlinga
polega na tym, że te zdefiniowane w różny sposób wielkości są sobie równe.
D o w ó d. Mamy (por. [27], def. 3.6 i tw. 3.14 z części I)
inf
n
‖An‖1/n 6 lim inf
n→∞
‖An‖1/n 6 lim sup
n→∞
‖An‖1/n.
Jeżeli λ ∈ σ(A), to z twierdzenia o odwzorowaniu spektralnym wynika, że
λn ∈ σ(An) (n = 1, 2, . . . , ). Stąd |λn| 6 ‖An‖ i w konsekwencji |λ| 6








Z twierdzeń 5.5 i 5.2 wynika, że dla |λ| > ‖A‖ mamy
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Weźmy funkcjonał liniowy ograniczony f na B(X) i utwórzmy funkcję F (λ) =
= f(Rλ(A)). Z dowodu twierdzenia 5.9 wynika, że funkcja F jest określona
i holomorficzna na zbiorze ̺(A). W szczególności jest ona holomorficzna
na zewnętrzu koła {λ ∈ C : |λ| > r(A)}. Ponadto z (5.4) wynika, że dla
|λ| > ‖A‖ zachodzi wzór






Jest to rozwinięcie funkcji F w szereg Laurenta w otoczeniu punktu w nie-
skończoności. Ponieważ funkcja F jest holomorficzna dla |λ| > r(A), więc

















= 0 (|λ| > r(A)) .
Ponieważ f było dowolne, możemy zdefiniować funkcjonały liniowe ograni-





(n = 1, 2, . . . ).
Z twierdzenia o wydobywaniu normy za pomocą funkcjonałów wynika, że
‖ϕn‖ = ‖λ−nAn‖. Równość (5.5) oznacza, że
lim
n→∞
ϕn(f) = 0 dla każdego f ∈ B(X)′.
Z twierdzenia Banacha-Steinhausa wynika, że dla dowolnego λ takiego, że
|λ| > r(A), istnieje stała Cλ, dla której ‖ϕn‖ 6 Cλ (n = 1, 2, . . . ). Zatem
∥∥λ−nAn
∥∥ 6 Cλ (n = 1, 2, . . . ).
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5.2. Widmo aproksymatywne punktowe
Użyteczne jest rozważanie następującego podzbioru widma operatora.
Definicja 5.4. Niech A będzie operatorem liniowym ograniczonym na prze-
strzeni Banacha X. Widmem aproksymatywnym punktowym operatora A
nazywamy zbiór
σap(A) = {λ ∈ C : istnieje ciąg xn ∈ X taki, że
‖xn‖ = 1 dla n = 1, 2, . . . i (A− λI)xn → 0, gdy n→ ∞}.
Następujące twierdzenie charakteryzuje widmo aproksymatywne punk-
towe:
Twierdzenie 5.12. Dla operatora A ∈ B(X) i liczby λ ∈ C następujące
warunki są równoważne:
(a) λ 6∈ σap(A);
(b) istnieje stała γ > 0 taka, że ‖(A−λI)x‖ > γ‖x‖ dla dowolnego x ∈ X;
(c) ker(A− λI) = {0}, im(A− λI) = im(A− λI).
D o w ó d. Bez zmniejszania ogólności dowodu możemy założyć, że λ = 0.
Pokażemy, że warunek (b) wynika z warunku (a). Jeżeli (b) nie zachodzi, to




‖xn‖. Przyjmując yn =
1
‖xn‖
xn, mamy ‖yn‖ = 1 i ‖Ayn‖ → 0. Zatem
0 6∈ σap(A).
Teraz wykazujemy, że (c) jest konsekwencją (b). Z nierówności ‖Ax‖ >
> γ‖x‖ wynika, że kerA = {0}. Jeżeli Axn → y, to mamy
‖Axn −Axm‖ > γ‖xn − xm‖,
co oznacza, że (xn) jest ciągiem Cauchy’ego. Ponieważ przestrzeń X jest
zupełna, więc xn → x dla pewnego x ∈ X. Z ciągłości operatora A mamy
Axn → Ax i w konsekwencji y = Ax. Pokazaliśmy więc, że imA = imA.
W końcu dowodzimy, że (c) implikuje (a). Z warunku (c) wynika, że
Y = imA jest przestrzenią Banacha (jako domknięty podzbiór przestrze-
ni zupełnej). Zatem A : X → Y jest ciągłą bijekcją. Z twierdzenia Ba-
nacha o operatorze odwrotnym A−1 : Y → X jest operatorem ograniczo-
nym. Zatem, jeżeli ‖x‖ = 1, to 1 = ‖x‖ = ‖A−1Ax‖ 6 ‖A−1‖‖Ax‖, czyli
‖Ax‖ > ‖A−1‖−1 > 0 dla ‖x‖ = 1. To oznacza, że 0 6∈ σap(A).
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Twierdzenie 5.13. Dla dowolnego operatora A ∈ B(X) prawdziwe są in-
kluzje:
σp(A) ∪ σc(A) ⊂ σap ⊂ σ(A).
D o w ó d. Inkluzje σp(A) ⊂ σap(A) i σap ⊂ σ(A) są oczywiste. Pozosta-
je zatem wykazać, że σc(A) ⊂ σap(A). Jeżeli λ ∈ σc(A), to (A − λI)−1
jest operatorem nieograniczonym. Dla dowolnej liczby naturalnej n istnieje












Zatem (A− λI)yn → 0, gdy n→ ∞, czyli λ ∈ σap(A).
Wniosek 5.14. Jeżeli σr(A) = ∅, to σap = σ(A).
Topologiczny brzeg podzbioru Z płaszczyzny zespolonej będziemy ozna-
czać symbolem ∂Z.
Twierdzenie 5.15. Jeżeli A ∈ B(X), to ∂σ(A) ⊂ σap(A).
D o w ó d. Niech λ ∈ ∂σ(A). Istnieje ciąg (λn) taki, że λn ∈ C \ σ(A) (n =
= 1, 2, . . . , ) i λn → λ, gdy n→ ∞. Wówczas
(5.6) ‖(A− λnI)−1‖ → +∞, gdy n→ ∞.
Załóżmy, że to nie jest prawdą. Przechodząc w razie potrzeby do podciągu,
znajdziemy stałą M > 0 taką, że ‖(A − λnI)−1‖ 6 M dla wszystkich n.








Stąd na mocy twierdzenia 5.5 wynika, że operator
A− λI = (A− λI −A+ λnI) +A− λnI
jest odwracalny. Otrzymaliśmy sprzeczność. Zatem relacja (5.6) jest praw-
dziwa.
Wybierzmy wektor xn ∈ X, ‖xn‖ = 1, dla którego
αn = ‖(A− λnI)−1xn‖ > ‖(A− λnI)−1‖ −
1
n
(n = 1, 2, . . . ).
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Wówczas αn → +∞. Jeżeli oznaczymy yn =
1
αn
(A−λnI)−1xn, to ‖yn‖ = 1
oraz









+ |λn − λ|,
i ostatecznie ‖(A− λI)yn‖ → 0, gdy n→ ∞, co oznacza, że λ ∈ σap(A).
Uw a g a. Z twierdzenia 5.15 wynika, że widmo aproksymatywne punktowe
jest zawsze niepuste (w przeciwieństwie do widma punktowego, residual-
nego czy też ciągłego). Znaczenie widma aproksymatywnego punktowego
będzie widoczne przy rozważaniu operatorów liniowych ograniczonych na
przestrzeni Hilberta.
5.3. Widmo operatora na przestrzeni Hilberta
W tym podrozdziale rozważać będziemy operatory (liniowe ograniczone)
na zespolonej przestrzeni Hilberta H. Dla podzbioru Z płaszczyzny zespo-
lonej symbolem Z∗ oznaczać będziemy zbiór {λ : λ ∈ Z}.
Twierdzenie 5.16. Jeżeli A ∈ B(H), to σ(A∗) = σ(A)∗.
D o w ó d. Jeżeli λ 6∈ σ(A), to istnieje operator B ∈ B(H) taki, że zachodzi
równość B(A − λI) = (A − λI)B = I. Biorąc sprzężenia po obu stronach
tej równości, otrzymujemy (A∗ − λI)B∗ = B∗(A∗ − λI), skąd λ 6∈ σ(A∗)
i w konsekwencji λ 6∈ σ(A∗)∗. Pokazaliśmy więc, że
σ(A∗)∗ ⊂ σ(A).
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Przykład 5.2. Znajdziemy widmo i jego części dla operatora jednostron-
nego przesunięcia S działającego w przestrzeni ℓ2. Wygodnie jest przy tym
rozpatrywać równocześnie operator sprzężony S∗.
Mamy
S(ξ1, ξ2, ξ3, . . . ) = (0, ξ1, ξ2, ξ3, . . . ) dla x = (ξn)
∞
n=1 ∈ ℓ2.
Ponieważ ‖Sx‖ = ‖x‖, więc ‖S‖ = 1. Stąd wynika, że σ(S) ⊂ D = {λ : |λ| 6
6 1}. Ponadto σ(S∗) = σ(S)∗ ⊂ D.
Ponieważ operator S jest izometrią, więc jest on iniekcją, czyli 0 6∈ σp(S).







Stąd ξ1 = ξ2 = . . . = ξn = . . . = 0. Zatem λ 6∈ σp(S). Wykazaliśmy więc, że
σp(S) = ∅.




<∞, czyli xλ ∈ ℓ2. Mamy
S∗xλ = (λ, λ
2, λ3, . . . ) = λ(1, λ, λ2, . . . ) = λxλ,
co oznacza, że xλ ∈ ker(S∗ − λI), czyli D = {λ : |λ| < 1} ⊂ σp(S∗).
Ponadto zauważmy, że dimker(S∗−λI) = 1. Jeżeli x = (ξn) ∈ ℓ2 spełnia
równanie S∗x = λx, to
(λξ1, λξ2, λξ3, . . . ) = (ξ2, ξ3, ξ4, . . . ).
Tak więc ξn+1 = λξn dla n = 1, 2, . . . Stąd ξn+1 = λnξ1, co oznacza, że
(5.7) x = (ξ1, λξ1, λ
2ξ1, . . . ) = ξ1xλ.
Ponieważ xλ ∈ ker(S∗−λ I), więc wektor xλ tworzy bazę tej podprzestrzeni.
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Pokażemy, że jeżeli |λ| = 1, to λ 6∈ σp(S∗). Jeżeli λ ∈ σp(S∗), to wiemy,
że S∗x = λx dla x 6= 0 i wówczas zachodzi równość (5.7). Ponieważ x 6= 0,





Ten szereg jest zbieżny wtedy i tylko wtedy, gdy |λ| < 1. Zatem punkt λ,




Ponieważ D = σp(S∗) ⊂ σ(S∗) ⊂ D oraz σ(S∗) jest zbiorem domknię-
tym, więc σ(S∗) = D. Stąd wynika, że
σ(S) = σ(S∗) = D.
Ponieważ ker(S − λI) = im(S∗ − λI)⊥ oraz ker(S − λI) = {0}, więc
im(S∗ − λI) = ℓ2 dla wszystkich λ. Stąd
σr(S
∗) = ∅, σc(S∗) = T = {λ : |λ| = 1}, σap(S∗) = D.
Jeżeli |λ| = 1, to ker(S∗ − λI) = {0} i w konsekwencji im(S − λI) = ℓ2,
czyli T ∩ σr(S) = ∅.
Natomiast dla |λ| < 1 mamy dimker(S∗ − λI) = 1. Stąd im(S − λI) 6=
6= ℓ2, czyli D ⊂ σr(S). Ostatecznie więc
σr(S) = D, σc(S) = T.
Jeżeli |λ| 6= 1 i x ∈ ℓ2, to





Zatem λ 6∈ σap(S). Ponieważ ∂σ(S) = T ⊂ σap(S), więc
σap(S) = T.
Twierdzenie 5.17. Jeżeli A jest operatorem normalnym, to r(A) = ‖A‖.
D o w ó d. Mamy
‖A‖4 = ‖A∗A‖2 = ‖(A∗A)∗(A∗A)‖ = ‖(A∗A)(A∗A)‖ =
= ‖(A2)∗A2‖ = ‖A2‖2.
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Zatem ‖A‖2 = ‖A2‖. Ponieważ An jest również operatorem normalnym,







Wniosek 5.18. Jeżeli A jest operatorem normalnym, to istnieje λ0 ∈ σ(A)
takie, że |λ0| = ‖A‖.
Twierdzenie 5.19. Jeżeli A jest operatorem normalnym i λ, µ są jego
różnymi wartościami własnymi, to ker(A− λI) ⊥ ker(A− µI).
D o w ó d. Niech x ∈ ker(A − λI) i y ∈ ker(A − µI). Ponieważ A∗y = µy,
więc
λ〈x, y〉 = 〈Ax, y〉 = 〈x,A∗y〉 = 〈x, µy〉 = µ〈x, y〉.
Zatem (λ− µ)〈x, y〉 = 0. Ponieważ λ 6= µ, więc 〈x, y〉 = 0, czyli x ⊥ y.
Twierdzenie 5.20. Jeżeli A jest operatorem normalnym, to σ(A) = σap(A).
D o w ó d. Wystarczy pokazać, że jeżeli λ 6∈ σap(A), to λ 6∈ σ(A). Jeżeli
λ 6∈ σap(A), to istnieje γ > 0 takie, że
‖(A− λI)x‖ > γ‖x‖
dla wszystkich x ∈ H. Zatem operator A−λ I ma domknięty obraz. Ponie-
waż ‖(A− λI)∗x‖ = ‖(A− λI)x‖, więc również
‖(A− λI)∗x‖ > γ‖x‖
dla każdego x ∈ H. Stąd ker(A − λI)∗ = {0}. Ponieważ ker(A − λI)∗ =
= im(A−λI)⊥, więc im(A− λI) = im(A−λI) = H. To oznacza, że operator
A− λI jest bijekcją, czyli λ 6∈ σ(A).
Twierdzenie 5.21. Jeżeli A jest operatorem samosprzężonym, to σ(A) =
= σap(A) ⊂ R.
D o w ó d. Niech λ będzie dowolną liczbą zespoloną, dla której Imλ 6= 0,
i niech x 6= 0 będzie dowolnym wektorem z przestrzeni H. Wówczas
0 < |λ− λ|‖x‖2 = |〈(A− λI)x, x〉 − 〈(A− λ)x, x〉| =
= 〈(A− λI)x, x〉 − 〈x, (A− λI)x〉| 6 2‖(A− λI)x‖‖x‖
i w konsekwencji
‖(A− λI)x‖ > 1
2
|λ− λ|‖x‖
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dla dowolnego wektora x ∈ H. Ponieważ |λ − λ| > 0, więc λ 6∈ σap(A) =
= σ(A).
Dla operatora samosprzężonego A definiujemy liczby
m = inf
‖x‖=1
〈Ax, x〉, M = sup
‖x‖=1
〈Ax, x〉.
Twierdzenie 5.22. Widmo operatora samosprzężonego A jest zawarte w prze-
dziale [m,M ]. Punkty m i M należą do widma.
D o w ó d. Z poprzedniego twierdzenia wiemy, że widmo operatora A leży
na osi rzeczywistej. Najpierw pokażemy, że punkty leżące na tej osi poza
odcinkiem [m,M ] nie należą do widma. Niech λ > M . Wówczas λ =M+γ,
γ > 0. Dla dowolnego wektora x ∈ H o normie jeden mamy
〈(λI −A)x, x〉 = λ〈x, x〉 − 〈Ax, x〉 > λ−M = γ.
Ponieważ ponadto
〈(λI −A)x, x〉 6 ‖(A− λI)x‖,
więc ‖(A − λI)x‖ > γ. Stąd wynika, że dla dowolnego wektora x ∈ H
zachodzi nierówność
‖A− λI)x‖ > γ‖x‖,
która oznacza, że λ 6∈ σ(A).
W przypadku, gdy λ < m, dowód przebiega analogicznie.
Teraz pokażemy, że M ∈ σ(A). Zauważmy, że jeżeli zastąpimy operator
A przez operator A − µI, to widmo przesunie się w lewo o µ, a liczby M
i m zamienią się na M −µ i m−µ. Zatem możemy założyć, że 0 6 m 6M .
Wówczas 〈Ax, x〉 > 0 dla dowolnego wektora x ∈ H i z twierdzenia 4.7
wynika, że M = ‖A‖.
Z wniosku 5.18 wynika, że istnieje λ0 ∈ σ(A) takie, że |λ0| = ‖A‖ =M .
Ponieważ wszystkie elementy widma operatora A są liczbami nieujemnymi,
więc ostatecznie M = λ0.
Aby wykazać, że m ∈ σ(A), wystarczy tak przesunąć widmo operatora
A, aby m 6 M 6 0, i zastosować poprzednie rozumowanie do operatora
−A, bo λ ∈ σ(A) wtedy i tylko wtedy, gdy −λ ∈ σ(−A).
Twierdzenie 5.23. Jeżeli A jest operatorem unitarnym, to σ(A) = σap(A) ⊂
⊂ T.
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D o w ó d. Równość σ(A) = σap(A) wynika z twierdzenia 5.20. Ponieważ
operator unitarny jest izometrią, więc mamy ‖A‖ = 1. Stąd σ(A) ⊂ D.
Jeżeli |λ| < 1, to ‖λA∗‖ < 1 i z twierdzenia 5.5, wynika, że operator
λI −A = −A(I − λA∗)
jest odwracalny, czyli λ 6∈ σ(A).
Ćwiczenia
1. Niech a będzie liczbą taką, że |a| < 1. Dowieść, że nieskończony układ równań
xn − axn+1 = yn (n = 1, 2, . . . )
ma dla każdego ciągu (yn) ∈ ℓ∞ dokładnie jedno rozwiązanie (xn) ∈ ℓ∞. Znaleźć
to rozwiązanie (posługując się szeregiem Neumanna).
2. Dowieść, że jeżeli g jest funkcją ciągłą na przedziale [0, 1], to istnieje dokładnie
jedna funkcja f , ciągła na przedziale [0, 1] i taka, że
f(x)− 12f( 12x) = g(x) dla x ∈ [0, 1].
Wyznaczyć tę funkcję (posługując się szeregiem Neumanna).
3. Niech H będzie nieskończenie wymiarową ośrodkową przestrzenią Hilberta. Do-
wieść, że każdy niepusty zwarty podzbiór płaszczyzny zespolonej jest widmem




(en) jest bazą ortonormalną przestrzeni H, a (λn) jest odpowiednio dobranym
ciągiem).
4. Niech H będzie nieskończenie wymiarową przestrzenią Hilberta, a (λn) ciągiem
liczbowym, λn 6= 0, λn → 0. Podać przykład operatora A ∈ B(H), dla którego
σp(A) = {λn : n = 1, 2, . . . } (por. ćwiczenie 3).
5. Wykazać, że jeżeli H jest ośrodkową przestrzenią Hilberta, to dla dowolnego
operatora samosprzężonego A ∈ B(H) jego zbiór wartości własnych jest co najwy-
żej przeliczalny.
6. Znaleźć wartości własne i odpowiadające im wektory własne operatora rzuto-
wania (ortogonalnego) P na (domkniętą) podprzestrzeń przestrzeni Hilberta H.
7.∗ Wykazać, że jeżeli A ∈ B(H) i |λ| = ‖A‖, to λ ∈ σp(A) wtedy i tylko wtedy,
gdy λ ∈ σp(A∗).
8. Pokazać, że jeżeli A ∈ B(H) jest operatorem normalnym, to λ ∈ σp(A) wtedy
i tylko wtedy, gdy λ ∈ σp(A∗).
9. Wykazać, że dla operatora A ∈ B(H) prawdziwe są następujące własności:
∗ H będzie zawsze oznaczać zespoloną przestrzeń Hilberta.
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(a) σr(A)∗ ⊂ σp(A∗) ⊂ σr(A)∗ ∪ σp(A)∗;
(b) σap(A∗) ∪ σap(A)∗ = σ(A∗);
(c) σp(w(A)) = w(σp(A)), gdzie w jest wielomianem stopnia > 1;
(d) σap(w(A)) = w(σap(A)), gdzie w jest wielomianem;
(e) σr(w(A)) ⊂ w(σr(A)), gdzie w jest wielomianem.
10. Operator A ∈ B(L2[0, 1]) określony jest za pomocą wzoru Ax(t) = a(t)x(t),
gdzie a ∈ L∞[0, 1]. Wykazać, że
(a) liczba λ nie należy do widma operatora A wtedy i tylko wtedy, gdy istnieje
γ > 0 takie, że |a(t)− λ| > γ prawie wszędzie na przedziale [0, 1];
(b) λ ∈ σp(A) wtedy i tylko wtedy, gdy równość a(t) = λ zachodzi na zbiorze
miary dodatniej;
(c) jeżeli λ ∈ σp(A), to przestrzeń ker(A− λI) jest nieskończenie wymiarowa.
11. Operator T ∈ B(L2(R)) określony jest wzorem Tx(t) = x(−t).
(a) Wyznaczyć wartości własne operatora T i odpowiadające im podprzestrzenie
własne;
(b) Czy T jest operatorem normalnym?
(c) Dla jakich liczb zespolonych λ równanie Tx − λx = f ma dokładnie jedno
rozwiązanie x ∈ L2(R) przy każdej (ustalonej) funkcji f ∈ L2(R)?
12. Dla operatora A ∈ B(ℓ2) określonego wzorem A(ξ1, ξ2, . . . ) = (α1ξ1, α2ξ2, . . . ),
gdzie (αn) ∈ ℓ∞, znaleźć widmo i jego części.
13. Dla operatora B ∈ B(L2[0, 1]) określonego wzorem Bx(t) = tx(t) znaleźć
widmo i jego części.
14. Znaleźć widmo operatora Volterry V x(s) =
s∫
0
x(t) dt działającego na prze-
strzeni L2[0, 1].
15. Niech 0 < α < 1 i niech Mα = {x ∈ L2[0, 1] : x(t) = 0 dla p.w. t ∈ [0, α]}. Wy-




x(t) dt. Czy jest ona również podprzestrzenią redukującą?
16. Dowieść, że jeżeli przestrzeń Hilberta H ma rozkład na (ortogonalną) sumę













K(s, t)x(t) dt, na przestrzeni L2[−1, 1] wyznaczonego przez jądro
K takie, że K(s, t) = 1 dla st > 0 i K(s, t) = 0 dla st < 0.
Rozdział 6
Operatory zwarte
Badanie własności operatorów liniowych na przestrzeniach nieskończenie
wymiarowych jest dużo trudniejsze niż badanie tych operatorów na prze-
strzeniach skończenie wymiarowych. W całej ogólności praktycznie niewie-
le możemy o nich udowodnić. Sytuacja jest lepsza, jeżeli ograniczymy się
do badania pewnych klas operatorów. Jedną z najważniejszych jest klasa
operatorów zwartych. Potrzeba badania tych operatorów wynikła z trzech
powodów. Po pierwsze — mają one wiele własności podobnych do operato-
rów skończenie wymiarowych, po drugie — potrafimy podać wyczerpujący
ich opis i po trzecie — odgrywają one bardzo istotną rolę w teorii równań
całkowych.
6.1. Ciągowa zwartość i całkowita ograniczoność
Definicja 6.1. Podzbiór E przestrzeni metrycznej X (z metryką d) jest
całkowicie ograniczony , jeżeli dla dowolnego ε > 0 istnieje skończona liczba
punktów x1, x2, . . . , xn ∈ X takich, że
(6.1) E ⊂ Bε(x1) ∪Bε(x2) ∪ . . . ∪Bε(xn).
Warunek (6.1) oznacza, że dla dowolnego x ∈ E istnieje j (1 6 j 6 n)
takie, że d(x, xj) < ε. Zbiór {x1, x2, . . . , xn} nosi nazwę ε-sieci dla zbioru
E. Zatem warunek (6.1) oznacza, że zbiór E ma skończoną ε-sieć.
Uw a g i. 1. Zauważmy, że możemy zakładać, że punkty xj należą do zbioru
E (o ile zbiór E jest niepusty). Istotnie, niech punkty x1, x2, . . . , xn ∈ X
będą takie, że
E ⊂ Bε/2(x1) ∪Bε/2(x2) ∪ . . . ∪Bε/2(xn).
Możemy zakładać, że E ∩ Bε/2(xj) 6= ∅ dla j = 1, 2, . . . , n. Niech x′j ∈
∈ E ∩Bε/2(xj). Wówczas, jeżeli x ∈ E, to istnieje j takie, że d(x, xj) < 12ε.
W konsekwencji, d(x, x′j) 6 d(x, xj) + d(xj , x
′
j) < ε. Zatem
E ⊂ Bε(x′1) ∪Bε(x′2) ∪ . . . ∪Bε(x′n).
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2. Każdy zbiór całkowicie ograniczony jest ograniczony. Łatwo można
sprawdzić, że w przestrzeni Kn z metryką euklidesową jest również na od-
wrót. Natomiast w przypadku przestrzeni nieskończenie wymiarowych nie
każdy zbiór ograniczony jest całkowicie ograniczony. Aby się o tym prze-
konać, wystarczy wziąć (domkniętą) kulę jednostkową B w przestrzeni ℓ2.
Wówczas wektory en = (δkn) n = 1, 2, . . . są w tej kuli oraz ‖en−em‖2 =
√
2
dla n 6= m. Zatem dla ε < 12
√
2 nie istnieje skończone pokrycie zbioru B
przez kule o promieniu ε.
Definicja 6.2. Podzbiór K przestrzeni metrycznej X jest ciągowo zwarty ,
jeżeli dowolny ciąg (xn) elementów tego zbioru zawiera podciąg zbieżny do
pewnego elementu zbioru K.
Związki pomiędzy tymi pojęciami a zwartością podane są w następują-
cym twierdzeniu:
Twierdzenie 6.1. Niech K będzie podzbiorem przestrzeni metrycznej X.
Następujące warunki są równoważne:
(a) zbiór K jest zwarty ;
(b) zbior K jest ciągowo zwarty ;
(c) zbiór K jest zupełny (tzn. dowolny ciąg Cauchy’ego elementów zbioru K
jest zbieżny do pewnego elementu tego zbioru) i całkowicie ograniczony.
D o w ó d. Zakładamy, że zbiór K jest niepusty, bo w przeciwnym wypadku
twierdzenie jest oczywiste. Najpierw pokażemy, że warunek (b) jest konse-
kwencją (a). Niech {xn : n = 1, 2, . . . } ⊂ K. Przypuśćmy, że żaden podciąg
ciągu (xn) nie jest zbieżny w K. Zatem dla każdego x ∈ K istnieje rx > 0
takie, że otoczenie Brx(x) zawiera co najwyżej skończenie wiele wyrazów
ciągu (xn). W przeciwnym wypadku istniałby punkt x ∈ K taki, że dla do-
wolnego ε > 0 istniałoby nieskończenie wiele wyrazów ciągu (xn) takich, że
d(x, xn) < ε. Biorąc ε =
1
m
, skonstruowalibyśmy taki podciąg (xnm) ciągu
(xn), że d(x, xnm) <
1
m
. A to oznaczałoby, że xnm → x, wbrew naszemu
założeniu. Zatem dowolny punkt x ∈ K ma otoczenie Brx(x), które zawiera
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i K jest zbiorem zwartym, więc istnieje skończenie wiele punktów x1, x2,





Ponieważ każda z kul Brxj (xj) zawiera co najwyżej skończenie wiele wyra-
zów ciągu (xn), więc zbiór K zawiera skończenie wiele wyrazów tego ciągu.
To oznacza, że zbiór wyrazów ciągu (xn) jest skończony, a zatem ciąg ten
zawiera podciąg (stały) zbieżny. Otrzymaliśmy sprzeczność, zatem zbiór K
jest ciągowo zwarty.
Teraz pokażemy, że warunek (b) implikuje (c). Najpierw zauważmy, że
K jest zupełne. Wynika to z faktu, że jeżeli ciąg Cauchy’ego (xn) zawiera
podciąg zbieżny do punktu x, to również ciąg (xn) jest zbieżny do x (por.
[27], dowód tw. 3.12 z części I). Załóżmy, że K nie jest całkowicie ograniczo-
ne. Istnieje ε > 0 takie, że zbiór nie może być pokryty przez skończenie wiele
kul Bε(x), x ∈ K. Konstruujemy indukcyjnie ciąg (xn) punktów zbioru K
w następujący sposób:
Punkt x1 ∈ K wybieramy w sposób dowolny. Jeżeli punkty x1, x2, . . . ,
xn−1 ∈ K zostały wybrane tak, aby d(xi, xj) > ε dla i 6= j, 1 6 i 6 n− 1,
1 6 j 6 n − 1, to K nie może być pokryte przez rodzinę {Bε(xj) : j =
= 1, 2, . . . , n−1}. Istnieje więc xn ∈ K \
n−1⋃
j=1
Bε(xj). Wówczas d(xj , xn) > ε
dla j = 1, 2, . . . , n − 1. Ciąg (xn) nie może zawierać podciągu, który jest
zbieżny. Wynika to stąd, że taki podciąg (xnm) byłby ciągiem Cauchy’ego,
więc w szczególności mielibyśmy d(xni , xnj ) < ε dla odpowiednio dużych
i oraz j. To jest niemożliwe na mocy konstrukcji ciągu (xn). Otrzymana
sprzeczność dowodzi, że zbiór K jest całkowicie ograniczony.
W końcu udowodnimy, że z (c) wynika (a). Przypuśćmy, że K nie jest
zbiorem zwartym. Istnieje więc pokrycie otwarte {Gα} zbioru K, które nie
zawiera skończonego podpokrycia. Definiujemy indukcyjnie ciąg kul (Bn)
w następujący sposób:
Ponieważ K jest całkowicie ograniczone, więc jest pokryte przez skoń-
czoną rodzinę kul B1/2(xj), xj ∈ K, j = 1, 2, . . . , s. Przynajmniej jeden ze
zbiorów B1/2(xj) ∩ K nie może być pokryty przez skończoną liczbę zbio-
rów z rodziny {Gα}. Oznaczmy kulę o tej własności przez B1, a jej środek
przez ξ1. Niech Bn−1 = B1/2n−1(ξn−1), gdzie ξn−1 ∈ K oraz Bn−1 ∩K nie
może być pokryte przez żadną skończoną liczbę zbiorów z rodziny {Gα}.
Ponieważ K jest całkowicie ograniczone, więc istnieje skończone pokrycie
przez rodzinę kul B1/2n(yi), yi ∈ K, i = 1, 2, . . . ,m. Wśród kul, dla których
B1/2n(yi) ∩ Bn−1 6= ∅, istnieje co najmniej jedna o tej własności, że zbiór
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B1/2n(yi) ∩ K nie może być pokryty przez żadną skończoną podrodzinę
rodziny {Gα}, gdyż w przeciwnym wypadku zbiór Bn−1 ∩K byłby pokryty
przez skończenie wiele zbiorów z rodziny {Gα}. Wybieramy więc Bn jako
jedną z tych kul B1/2n(yi), a jej środek oznaczamy symbolem ξn. Ponieważ











Stąd, jeżeli n > m > n0, to
d(ξm, ξn) 6 d(ξm, ξm+1) + . . .+ d(ξn−1, ξn) <
1
2m−1







To oznacza, że (ξn) jest ciągiem Cauchy’ego. Na mocy założenia ξn → x
dla pewnego x ∈ K. Ponieważ rodzina {Gα} pokrywa zbiór K, więc istnieje
α0 takie, że x ∈ Gα0 . Zbiór Gα0 jest otwarty, zatem istnieje ε > 0 takie,
że Bε(x) ⊂ Gα0 . Ze zbieżności ciągu (ξn) otrzymujemy wskaźnik m, dla













d(y, x) 6 d(y, ξm) + d(ξm, x) < ε, czyli
Bm = B1/2m(ξm) ⊂ Bε(x) ⊂ Gα0 .
Otrzymaliśmy sprzeczność, bo z konstrukcji ciągu (Bn) wynika, że zbiór
Bm nie może być pokryty przez skończoną liczbę zbiorów z rodziny {Gα}.
Zatem zbiór K jest zwarty.
Definicja 6.3. Podzbiór K przestrzeni metrycznej X jest warunkowo zwar-
ty , jeżeli jego domknięcie K jest zbiorem zwartym.
Wniosek 6.2. Zbiór K jest warunkowo zwarty wtedy i tylko wtedy, gdy
z dowolnego ciągu punktów tego zbioru można wybrać podciąg zbieżny.
Twierdzenie 6.3 (Hausdorffa). Niech X będzie przestrzenią metryczną
zupełną. Podzbiór K przestrzeni X jest warunkowo zwarty wtedy i tylko
wtedy, gdy jest całkowicie ograniczony.
D o w ó d. Jeżeli zbiór K jest zwarty, to na mocy twierdzenia 6.1 jest on
całkowicie ograniczony. W szczególności K jest całkowicie ograniczone.
Na odwrót, jeżeli zbiór K jest całkowicie ograniczony, to dla dowolnego
ε > 0 istnieją x1, x2, . . . , xn ∈ K takie, że
(6.2) K ⊂ Bε/2(x1) ∪Bε/2(x2) ∪ . . . ∪Bε/2(xn).
Ciągowa zwartość i całkowita ograniczoność 123
Jeżeli x jest dowolnym punktem z domknięcia zbioru K, to istnieje y ∈
∈ K takie, że d(x, y) < 12ε. Ponadto z (6.2) wynika, że istnieje j takie, że
d(y, xj) <
1
2ε. Z nierówności trójkąta otrzymujemy d(x, xj) < ε. Stąd
K ⊂ Bε(x1) ∪Bε(x2) ∪ . . . ∪Bε(xn).
Pokazaliśmy więc, że domknięcie zbioru całkowicie ograniczonego jest zbio-
rem całkowicie ograniczonym. Ponieważ domknięty podzbiór przestrzeni zu-
pełnej jest zupełny, więc K jest zupełne. Na mocy twierdzenia 6.1 zbiór K
jest zwarty.
Na zakończenie tego podrozdziału udowodnimy klasyczne kryterium wa-
runkowej zwartości w przestrzeni funkcji ciągłych na przestrzeni zwartej.
W dalszym ciągu słowo funkcja będzie oznaczało funkcję o wartościach ze-
spolonych (w szczególności również rzeczywistych).
Definicja 6.4. Niech E będzie dowolnym zbiorem i niech Φ będzie rodziną
funkcji określonych na zbiorze E. Funkcje z rodziny Φ są wspólnie ograni-
czone, jeżeli istnieje stała M > 0 taka, że |f(x)| 6 M dla dowolnej funkcji
f ∈ Φ i dowolnego x ∈ E.
Definicja 6.5. NiechX będzie przestrzenią metryczną (z metryką d) i niech
Φ będzie rodziną funkcji określonych na przestrzeni X. Funkcje z rodziny
Φ są jednakowo ciągłe, jeżeli dla dowolnego ε > 0 istnieje δ > 0 takie, że
|f(x1)−f(x2)| < ε dla dowolnej funkcji f ∈ Φ i dla dowolnych punktów x1,
x2 ∈ X takich, że d(x1, x2) < δ.
Zauważmy, że wówczas każda z funkcji f jest jednostajnie ciągła na X.
Istotą tej definicji jest to, że liczba δ jest taka sama dla każdej funkcji f
należącej do rodziny Φ.
Twierdzenie 6.4 (Ascoliego-Arzeli). Niech K będzie przestrzenią me-
tryczną zwartą. Na to, aby rodzina Φ funkcji ciągłych na zbiorze K była
warunkowo zwartym podzbiorem przestrzeni C(K), potrzeba i wystarcza, aby
funkcje z tej rodziny były wspólnie ograniczone i jednakowo ciągłe.
D o w ó d. Załóżmy, że rodzina funkcji Φ jest warunkowo zwartym podzbio-
rem przestrzeni C(K). Wówczas na mocy twierdzenia Hausdorffa zbiór Φ jest
całkowicie ograniczony, a więc w szczególności ograniczony. Zatem istnieje
M > 0 takie, że ‖f‖∞ = sup{|f(x)| : x ∈ K} 6M dla dowolnego f ∈ Φ. To
oznacza, że funkcje z rodziny Φ są wspólnie ograniczone. Aby pokazać, że są
one jednakowo ciągłe, weźmy dowolne ε > 0 i wybierzmy skończoną 13ε-sieć
{f1, f2, . . . , fn} dla Φ. Każda z funkcji fj (j = 1, 2, . . . , n) jest jednostajnie
ciągła ([27], tw. 4.13 z części I). Zatem dla każdego j istnieje liczba δj > 0
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taka, że |fj(x1)− fj(x2)| < 13ε dla dowolnych x1, x2 ∈ K spełniających nie-
równość d(x1, x2) < δj . Niech δ = min{δj : j = 1, 2, . . . , n}. Dla dowolnej
funkcji f ∈ Φ istnieje j takie, że ‖f − fj‖∞ < 13ε. Wówczas dla x1, x2 ∈ K
takich, że d(x1, x2) < δ, mamy
|f(x1)− f(x2)| 6 |f(x1)− fj(x1)|+ |fj(x1)− fj(x2)|+ |fj(x2)− f(x2)| 6
6 2‖f − fj‖∞ + |fj(x1)− fj(x2)| < ε.
Zatem rodzina Φ jest jednakowo ciągła.
Na odwrót, załóżmy, że Φ jest rodziną funkcji ciągłych na przestrzeni K
wspólnie ograniczonych i jednakowo ciągłych. Aby udowodnić warunkową
zwartość Φ, wystarczy na mocy twierdzenia Hausdorffa wykazać, że dla
dowolnego ε > 0 istnieje dla Φ skończona ε-sieć. Niech więc będzie dane
ε > 0. Na mocy jednakowej ciągłości Φ dla dowolnego x ∈ K istnieje δx > 0
takie, że
(6.3) |f(y)− f(x)| < 1
4
ε
dla y ∈ K takich, że d(y, x) < δx, oraz dla wszystkich f ∈ Φ. Rodzina
kul Bδx(x), x ∈ K stanowi otwarte pokrycie zbioru K. Ze zwartości K
otrzymujemy
(6.4) K ⊂ Bδx1 (x1) ∪Bδx2 (x2) ∪ . . . ∪Bδxn (xn).
Niech Φ(xj) = {f(xj) : f ∈ Φ} (j = 1, 2, . . . , n). Ponieważ funkcje z rodzi-
ny Φ są wspólnie ograniczone, więc Φ(xj) jest ograniczonym podzbiorem
zbioru C (lub R, jeżeli rozważamy funkcje o wartościach rzeczywistych).
Zatem Φ(xj) jest zbiorem całkowicie ograniczonym. Niech ξj1, ξj2, . . . , ξjkj
będzie 14ε-siecią dla zbioru Φ(xj). Dla dowolnego układu (m1,m2, . . . ,mn)
wskaźników, gdzie 1 6 mj 6 kj oraz j = 1, 2, . . . , n oznaczmy
(6.5) Φm1m2...mn =
{
f ∈ Φ : |f(xj)− ξjmj | <
1
4
ε dla j = 1, 2, . . . , n
}
.
Jeżeli zbiór Φm1m2...mn jest niepusty, to wybieramy funkcję fm1m2...mn z tego
zbioru. W przeciwnym wypadku bierzemy za fm1m2...mn dowolną funkcję
z rodziny Φ. Wykażemy, że zbiór
{fm1m2...mn : mj = 1, 2, . . . , kj ; j = 1, 2, . . . , n}
jest ε-siecią dla Φ.
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Niech f ∈ Φ. Ponieważ zbiór {ξj1, ξj2, . . . , ξjkj} jest 14ε-siecią dla Φ(xj)
(j = 1, 2, . . . , n), więc istnieje taki wskaźnik mj , 1 6 mj 6 kj , że




Dla zwięzłości oznaczeń przyjmijmy f∗ = fm1m2...mn . Niech x ∈ K będzie
dowolne. Na mocy (6.4) istnieje taki wskaźnik i, 1 6 i 6 n, że d(x, xi) < δxi .
Z nierówności (6.3), (6.5) i (6.6) mamy
|f(x)− f∗(x)| 6 |f(x)− f(xi)|+ |f(xi)− ξimi |+
+ |ξimi − f∗(xi)|+ |f∗(xi)− f∗(x)| < ε.
Zatem ‖f − f∗‖∞ = sup{|f(x) − f∗(x)| : x ∈ K} < ε, co oznacza, że zbiór
Φ jest całkowicie ograniczony.
6.2. Zwartość w przestrzeniach skończenie wymiarowych
Udowodnimy, że charakteryzacja zbiorów zwartych wyrażona we wnio-
sku 1.20 jest charakterystyczna dla przestrzeni skończenie wymiarowych.
Lemat 6.5 (Riesza). Niech X0 będzie domkniętą podprzestrzenią liniową
przestrzeni unormowanej X różną od X. Wówczas dla dowolnego 0 < ε < 1
istnieje y ∈ X takie, że ‖y‖ = 1 i ‖y − x‖ > 1− ε dla wszystkich x ∈ X0.
D o w ó d. Niech y0 ∈ X \X0 i niech ̺ = inf{‖y0 − x‖ : x ∈ X0}. Wówczas








(y0 − x0) ma żądane własności. Mamy bowiem ‖y‖ = 1 oraz
dla dowolnego x ∈ X0
‖y − x‖ = 1‖y0 − x0‖
‖y0 − (x0 + ‖y0 − x0‖x)‖.
Ponieważ x0 + ‖y0 − x0‖x ∈ X0, więc stąd wynika, że







Twierdzenie 6.6. Domknięta kula jednostkowa w przestrzeni unormowa-
nej X jest zwarta wtedy i tylko wtedy, gdy przestrzeń X jest skończenie
wymiarowa.
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D o w ó d. Jeżeli przestrzeń X jest skończenie wymiarowa, to z wniosku 1.20
wynika, że domknięta kula jednostkowa B = B1(0) = {x ∈ X : ‖x‖ 6 1}
jest zbiorem zwartym.
Na odwrót, przypuśćmy, że kula B jest zwarta. Wówczas jest ona cał-
kowicie ograniczona, więc ma 12 -sieć {x1, x2, . . . , xn}. Niech X0 będzie pod-
przestrzenią liniową przestrzeni X rozpiętą na wektorach x1, x2, . . . , xn.
Jeżeli X0 6= X, to — ponieważ przestrzeń X0 jest skończenie wymiarowa
— jest ona na mocy wniosku 1.19 domknięta. Z lematu Riesza wynika, że
istnieje wektor y ∈ B taki, że ‖y − x‖ > 12 dla dowolnego x ∈ X0. W szcze-
gólności ‖y − xj‖ > 12 dla j = 1, 2, . . . , n. Otrzymaliśmy sprzeczność, bo
{x1, x2, . . . , xn} jest 12 -siecią dla zbioru B. Zatem X0 = X, czyli przestrzeń
X jest skończenie wymiarowa.
Wniosek 6.7. Jeżeli dowolny domknięty i ograniczony podzbiór przestrzeni
unormowanej X jest zwarty, to X jest przestrzenią skończenie wymiarową.
6.3. Operatory zwarte
Definicja 6.6. Operator liniowy A odwzorowujący przestrzeń unormowaną
X w przestrzeń unormowaną Y jest operatorem zwartym, jeżeli przeprowa-
dza on dowolny zbiór ograniczony w zbiór warunkowo zwarty.
Twierdzenie 6.8. Niech X i Y będą przestrzeniami unormowanymi oraz
niech A : X → Y będzie operatorem liniowym. Następujące warunki są rów-
noważne:
(a) operator A jest zwarty ;
(b) obraz kuli jednostkowej poprzez operator A jest warunkowo zwarty ;
(c) dla dowolnego ciągu ograniczonego (xn) w przestrzeni X istnieje podciąg
(xnk) taki, że ciąg (Axnk) jest zbieżny.
D o w ó d. Jest oczywiste, że warunek (b) jest konsekwencją (a). Teraz poka-
żemy, że z (b) wynika (c). Niech (xn) będzie ciągiem ograniczonym w prze-
strzeni X. Zatem ‖xn‖ < M dla wszystkich n i pewnej stałej M > 0. Jeżeli
weźmiemy ciąg (M−1xn), to jego wyrazy znajdują się w kuli jednostkowej
B1(0) przestrzeni X. Ponieważ zbiór A(B1(0)) jest warunkowo zwarty, więc
na mocy wniosku 6.2 z ciągu (A(M−1xn)) można wybrać podciąg zbieżny
(M−1Axnk). Wówczas również i ciąg (Axnk) jest zbieżny. W końcu udo-
wodnimy, że (c) implikuje (a). Niech E będzie ograniczonym podzbiorem
przestrzeniX i niech (yn) będzie dowolnym ciągiem elementów zbioru A(E).
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Wówczas yn = Axn dla pewnego xn ∈ E (n = 1, 2, . . . ). Ponieważ zbiór E
jest ograniczony, więc i ciąg (xn) jest ograniczony. Zatem istnieje podciąg
(xnk) taki, że ciąg (Axnk) jest zbieżny. Na mocy wniosku 6.2 zbiór A(E)
jest warunkowo zwarty.
Uw a g i. 1. Ponieważ wszystkie operatory zwarte, jakie będziemy tu roz-
ważać, są liniowe, nazwy operator zwarty używamy na określenie operatora
liniowego zwartego.
2. W przestrzeni skończenie wymiarowej każdy operator liniowy ogra-
niczony jest zwarty, ponieważ przeprowadza on dowolny zbiór ograniczony
w zbiór ograniczony, a w przestrzeni skończenie wymiarowej każdy zbiór
ograniczony jest warunkowo zwarty (wynika to z wniosku 6.2 i twierdzenia
Bolzano-Weierstrassa).
3. W przestrzeni nieskończenie wymiarowej już tak nie jest. Przykła-
dem operatora, który nie jest zwarty, jest operator identycznościowy I, bo
z twierdzenia 6.6 wynika, że domknięta kula jednostkowa jest zbiorem ogra-
niczonym i domkniętym, który nie jest zwarty.
Twierdzenie 6.9. Każdy operator zwarty jest ograniczony.
D o w ó d. Przypuśćmy, że operator A jest zwarty, ale nie jest ograniczony.
Istnieje wtedy taki ciąg wektorów (xn) w przestrzeni X, że ‖xn‖ 6 1 dla
n = 1, 2, . . . i ‖Axn‖ → +∞. Ciąg (Axn) nie zawiera podciągów zbieżnych,
mimo że ciąg (xn) jest ograniczony. Przeczy to zwartości operatora A.
Definicja 6.7. Mówimy, że operator liniowy A : X → Y jest skończenie
wymiarowy , jeżeli jego obraz imA jest podprzestrzenią skończenie wymia-
rową przestrzeni Y .
Twierdzenie 6.10. Jeżeli X i Y są przestrzeniami unormowanymi, to każ-
dy operator skończenie wymiarowy A ∈ B(X,Y ) jest zwarty.
D o w ó d. Niech E będzie ograniczonym podzbiorem przestrzeni X. Z nie-
równości ‖Ax‖ 6 ‖A‖‖x‖ wynika, że operator A przeprowadza zbiór E na
zbiór ograniczony A(E) ⊂ Y . A(E) jako podzbiór ograniczony przestrzeni
skończenie wymiarowej imA jest warunkowo zwarty w imA, a więc tym
bardziej i w przestrzeni Y .
Twierdzenie 6.11. Jeżeli X i Y są przestrzeniami unormowanymi i ope-
ratory A1, A2 są zwarte oraz α i β są dowolnymi skalarami, to operator
αA1 + βA2 jest również zwarty.
Łatwy dowód tego twierdzenia pozostawiamy jako ćwiczenie dla Czytel-
nika.
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Z twierdzenia 6.11 wynika, że operatory zwarte tworzą podprzestrzeń li-
niową przestrzeni B(X,Y ). Udowodnimy, że przy założeniu zupełności prze-
strzeni Y jest to podprzestrzeń domknięta.
Twierdzenie 6.12. Niech X będzie przestrzenią unormowaną, a Y — prze-
strzenią Banacha. Jeżeli An ∈ B(X,Y ) (n = 1, 2, . . . ) są operatorami zwar-
tymi i An → A, to operator A też jest zwarty.
D o w ó d. Niech ε > 0 będzie dowolne. Aby udowodnić, że operator A jest
zwarty, wystarczy, na mocy twierdzenia Hausdorffa, wykazać, że obraz kuli
jednostkowej poprzez operator A ma skończoną ε-sieć. Niech n będzie tak
duże, że ‖An−A‖ < 12ε. Ponieważ An jest operatorem zwartym, więc istnieje
skończona 12ε-sieć dla zbioru An(B1(0)). Załóżmy, że jest to {y1, . . . , yk}.
Wówczas zbiór ten jest ε-siecią dla zbioru A(B1(0)), gdyż dla dowolnego
x ∈ B1(0) istnieje wskaźnik j taki, że ‖Anx− yj‖ < 12ε, i wówczas











W przypadku, gdy X = Y , możemy udowodnić, że operatory zwarte
stanowią ideał (dwustronny) algebry B(X). Mianowicie prawdziwe jest na-
stępujące twierdzenie:
Twierdzenie 6.13. Jeżeli A ∈ B(X) jest operatorem zwartym, a B opera-
torem liniowym ograniczonym na X, to operatory AB i BA są zwarte.
D o w ó d. Jeżeli zbiór E ⊂ X jest ograniczony, to również ograniczony jest
zbiór B(E). Stąd AB(E) = A(B(E)) jest warunkowo zwarte, co oznacza,
że operator AB jest zwarty.
Jeżeli E jest zbiorem ograniczonym, to zbiór A(E) jest warunkowo zwar-
ty, a z ciągłości odwzorowania B również zbiór BA(E) = B(A(E)) jest
warunkowo zwarty, a więc operator BA jest zwarty.
Wniosek 6.14. W nieskończenie wymiarowej przestrzeni unormowanej X
operator zwarty nie może mieć ograniczonego operatora odwrotnego.
D o w ó d. Istotnie, w przeciwnym wypadku operator I = A−1A byłby zwar-
ty na X, a to jest niemożliwe.
W przestrzeni funkcji ciągłych C[a, b] ważną klasę operatorów zwartych







Twierdzenie 6.15. Jeżeli funkcja (s, t) 7→ K(s, t) jest ograniczona na kwa-
dracie [a, b] × [a, b] i wszystkie jej punkty nieciągłości leżą na skończonej
liczbie krzywych o równaniach t = ϕk(s) (k = 1, 2, . . . , n), gdzie ϕk są funk-
cjami ciągłymi, to wzór (6.7) określa w przestrzeni C[a, b] operator zwarty.
D o w ó d. Zauważmy najpierw, że przy wymienionych założeniach całka we
wzorze (6.7) istnieje dla dowolnego s z przedziału [a, b]. A więc y(s) = Ax(s)
jest funkcją określoną na tym przedziale. Weźmy dowolne ε > 0. Niech
M = sup{|K(s, t)| : a 6 s 6 b, a 6 t 6 b} i niech G będzie zbiorem tych
















Niech F będzie dopełnieniem zbioru G do kwadratu [a, b]× [a, b]. Ponieważ
F jest zbiorem zwartym, a funkcja (s, t) 7→ K(s, t) jest ciągła na F , więc
jest jednostajnie ciągła (por. [27], tw. 4.13 z części I). Zatem istnieje δ > 0
takie, że
|K(s1, t1)−K(s2, t2)| <
ε
3(b− a)
dla dowolnych punktów (s1, t1), (s2, t2) ∈ F spełniających warunek (s1 −
− s2)2 + (t1 − t2)2 < δ2. Oszacujemy różnicę y(s1)− y(s2) przy założeniu,




|K(s1, t1)−K(s2, t2)||x(t)| dt.
Aby oszacować tę całkę, rozbijamy przedział [a, b] na sumę przedziałów
G(s1)∪G(s2), którą oznaczymy przez P , i pozostałą część przedziału [a, b],
którą oznaczymy przez Q. Zauważmy, że P jest sumą przedziałów, których











Całkę po Q szacujemy w następujący sposób:
∫
Q





(6.8) |y(s1)− y(s2)| < ε‖x‖∞.
Konsekwencją tej nierówności jest to, że funkcja y jest ciągła, tzn. wzór
(6.7) definiuje operator przeprowadzający przestrzeń C[a, b] w siebie. Dalej
z nierówności (6.8) wynika, że jeżeli funkcje x są zawarte w zbiorze ogra-
niczonym w przestrzeni C[a, b], to odpowiadający im zbiór funkcji y jest







|K(s, t)||x(t)| dt 6
6 M(b− a)‖x‖∞ 6MC(b− a).
Zatem operator A przeprowadza każdy zbiór ograniczony w przestrzeni
C[a, b] w zbiór funkcji wspólnie ograniczonych i jednakowo ciągłych. Na
mocy twierdzenia Ascoliego-Arzeli zbiór ten jest warunkowo zwarty. Zatem
operator A jest zwarty.
Uw a g i. 1. To, że punkty nieciągłości funkcji (s, t) 7→ K(s, t) leżą na skoń-
czonej liczbie krzywych, przecinających proste s = const tylko w jednym
punkcie, jest istotne. Niech np.
K(s, t) =
{
1 dla s < 12 ,
0 dla s > 12 .
Operator (6.7) z tak określonym jądrem na kwadracie [0, 1]×[0, 1] i mającym
punkty nieciągłości na odcinku s = 12 , 0 6 t 6 1, przeprowadza funkcję
x(t) = 1 dla 0 6 t 6 1 w funkcję nieciągłą.





Jeżeli funkcja K(s, t) jest ciągła dla t < s, to z tego, co udowodniliśmy, wy-
nika, że tak określony operator jest zwarty na przestrzeni C[a, b]. Operator
ten nazywa się operatorem typu Volterry .
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Aby zakończyć opis ogólnych własności operatorów zwartych, udowod-
nimy jeszcze następujące twierdzenie:
Twierdzenie 6.16 (Schaudera). Jeżeli A jest operatorem zwartym na
przestrzeni Banacha X, to operator sprzężony A′ jest również zwarty.
D o w ó d. Niech (fn) będzie ciągiem funkcjonałów liniowych ograniczonych
z kuli jednostkowej w przestrzeni sprzężonej X ′ i niech B będzie kulą jed-
nostkową w przestrzeni X. Ponieważ A jest operatorem zwartym, więc zbiór
K = A(B) jest zwarty.





: n = 1, 2, . . .
}
jest warunkowo zwarty
w przestrzeni C(K). Ponieważ zbiór K jest ograniczony (por. [27], tw. 2.8
z części I), więc istnieje stała M > 0 taka, że ‖x‖ 6M dla każdego x ∈ K.
Stąd dla dowolnego x ∈ K i n = 1, 2, . . . mamy
|fn(x)| 6 ‖fn‖‖x‖ 6M.
Zatem zbiór Φ jest ograniczony. Ponadto dla x1, x2 ∈ K mamy
|fn(x1)− fn(x2)| 6 ‖fn‖‖x1 − x2‖ 6 ‖x1 − x2‖.
Oznacza to, że zbiór funkcji Φ jest jednakowo ciągły. Z twierdzenia Ascoliego-












zbieżny w przestrzeni C(K). Aby zakończyć
dowód, wystarczy pokazać, że ciąg (A′fnk) jest zbieżny.
Niech ε > 0 będzie dowolne. Istnieje k0 takie, że |fnk(y) − fnj (y)| < ε
dla każdego y ∈ K i dowolnych k, j > k0. Jeżeli x ∈ B, to Ax ∈ K, a zatem
dla k, j > k0 mamy
|(A′fnk)x− (A′fnj )x| = |fnk(Ax)− fnj (Ax)| < ε.
Ponieważ x ∈ B było dowolne, więc stąd otrzymujemy
‖A′fnk −A′fnj‖ 6 ε (k, j > k0).
Zatem ciąg (A′fnk) jest ciągiem Cauchy’ego, a ponieważ przestrzeń X
′ jest
zupełna, więc jest on zbieżny.
Uw a g a. W przypadku, gdy rozważamy operatory na przestrzeni Hilberta,
dowód twierdzenia Schaudera jest prostszy.
D o w ó d twierdzenia 6.16 przy założeniu, że X jest przestrzenią Hilberta.
Niech (xn) będzie dowolnym ciągiem ograniczonym punktów przestrzeni
X i niech M = sup
n
‖xn‖. Udowodnimy, że z ciągu (A∗xn) można wybrać
podciąg zbieżny.
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Ponieważ ciąg (A∗xn) jest ograniczony, więc ze zwartości operatora A
wynika, że ciąg (AA∗xn) zawiera podciąg zbieżny (AA∗xnk). Zatem
‖A∗xnk −A∗xnj‖2 = 〈A∗(xnk − xnj ), A∗(xnk − xnj )〉 =
= 〈AA∗(xnk − xnj ), xnk − xnj 〉 6
6 ‖AA∗(xnk − xnj )‖‖xnk − xnj‖
dla dowolnych wskaźników k i j. Stąd mamy
‖A∗xnk −A∗xnj‖2 6 2M‖AA∗(xnk − xnj )‖.
Zatem ciąg (A∗xnk) jest ciągiem zbieżnym, bo spełnia warunek Cauchy’ego.
6.4. Widmo operatora zwartego
Lemat 6.17. Niech A będzie operatorem zwartym na przestrzeni Banacha
X. Jeżeli λ 6= 0, to przestrzeń ker(A− λI) jest skończenie wymiarowa.
D o w ó d. Ze zwartości operatora A wynika, że każdy ciąg ograniczony (xn),
xn ∈ ker(A−λI), zawiera podciąg (xnk) taki, że (Axnk) jest ciągiem zbież-
nym. Mamy Axnk = λxnk , co oznacza, że ciąg (xnk) jest zbieżny. Stąd
wynika, że każdy ograniczony i domknięty podzbiór przestrzeni ker(A−λI)
jest zwarty. Z wniosku 6.7 otrzymujemy, że przestrzeń ker(A − λI) jest
skończenie wymiarowa.
Lemat 6.18. Niech A będzie operatorem zwartym na przestrzeni Banacha
X. Jeżeli λ 6= 0, to przestrzeń im(A− λI) jest domknięta.
D o w ó d. Należy udowodnić, że jeżeli (yn) jest dowolnym ciągiem w obrazie
im(A− λI) i yn → y, to również y ∈ im(A− λI).
Najpierw wykażemy, że istnieje ciąg ograniczony (xn) taki, że yn =
= (A − λI)xn. Ponieważ yn ∈ im(A − λI), więc istnieje ciąg (zn) (nie-
koniecznie ograniczony), dla którego yn = (A − λI)zn. Jeżeli (wn) jest
dowolnym ciągiem w ker(A − λI) i xn = zn − wn, to yn = (A − λI)xn.
Zatem, jeżeli uda się wybrać ciąg (wn) wektorów z ker(A − λI) w taki
sposób, że ciąg (zn − wn) będzie ograniczony, to zakończy dowód stwier-
dzenia. W tym celu wykażemy, że wyrażenie d(zn) = dist(zn, ker(A − λI))
jest ograniczone jako funkcja zmiennej n. Przypuśćmy, że tak nie jest, tzn.
ciąg (d(zn)) jest nieograniczony. Przechodząc w razie potrzeby do podciągu,
możemy założyć, że d(zn) → +∞, gdy n → ∞. Ponadto możemy założyć,
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wówczas d(z′n) = 1. Dla dowolnego ε > 0 istnieje wektor vn ∈ ker(A − λI)





∥∥∥ < 1 + 1
d(zn)
ε 6 1 + ε.
To oznacza, że d(z′n) = dist(z
′
n, ker(A − λI)) 6 1. Gdyby d(z′n) < 1, to
‖z′n − un‖ < 1 dla pewnego wektora un ∈ ker(A − λI). Wówczas byłoby
‖zn − d(zn)un‖ < d(zn), co nie jest możliwe, bo d(zn)un ∈ ker(A − λI).
Zatem d(z′n) = dist(z
′
n, ker(A − λI)) = 1. Stąd wynika, że istnieje ciąg
wektorów (tn) taki, że tn ∈ ker(A − λI) i ‖z′n − tn‖ 6 2 dla wszystkich n.
Zatem ciąg (wn) = (z′n − tn) jest ograniczony. Ponieważ operator A jest
zwarty, więc przechodząc w razie potrzeby do podciągu, możemy założyć,
że (Awn) jest ciągiem zbieżnym. Ponadto







bo (yn) jest ciągiem zbieżnym, a więc ograniczonym. Zatem ciąg (wn) jest
zbieżny. Niech wn → w, gdy n→ ∞. Wówczas d(wn) → d(w) oraz
Aw − λw = lim
n→∞
(Awn − λwn) = 0.
Zatem w ∈ ker(A− λI), czyli





Otrzymana sprzeczność pokazuje, że istotnie ciąg (d(zn)) jest ograniczony.
Tym samym udowodniliśmy istnienie ograniczonego ciągu (xn), dla któ-
rego
yn = (A− λI)xn.
Na mocy zwartości operatora A ciąg (xn) zawiera podciąg (xnk) taki, że
(Axnk) jest ciągiem zbieżnym. Ponieważ ynk = (A−λI)xnk i ynk → y, więc





(Axnk − λxnk) = Ax− λx,
czyli y ∈ im(A− λI).
Lemat 6.19. Jeżeli A jest operatorem zwartym na przestrzeni Banacha X
i δ > 0, to istnieje co najwyżej skończenie wiele wartości własnych operatora
A o modułach większych bądź równych δ.
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D o w ó d. Przypuśćmy, że teza nie jest prawdziwa. Istnieją więc δ > 0 i ciąg
(λn) takie, że ker(A− λnI) 6= {0} i |λn| > δ dla n = 1, 2, . . . Możemy zało-
żyć, że λn 6= λm dla n 6= m. Niech xn oznacza wektor własny odpowiadający
wartości własnej λn (n = 1, 2, . . . ). Wektory x1, x2, . . . , xn są liniowo nie-
zależne dla każdego n. W przeciwnym wypadku istniałby wskaźnik n taki,




pewnych α1, . . . , αn−1. Wówczas
0 = Axn − λnxn =
n−1∑
j=1
αj(Axj − λnxj) =
n−1∑
j=1
αj(λj − λn)xj .
Ponieważ λj 6= λn dla j < n, więc α1 = α2 = . . . = αn−1 = 0 i w konse-
kwencji xn = 0, co nie jest możliwe.
Niech Xn = span{x1, x2, . . . , xn}. Wówczas
1◦ Xn jest domkniętą podprzestrzenią przestrzeni X jako podprzestrzeń
skończenie wymiarowa;
2◦ Xn ⊂ Xn+1 w sposób właściwy (n = 1, 2, . . . ).
Zatem na mocy lematu Riesza istnieje ciąg wektorów (zn) taki, że
zn ∈ Xn, ‖zn‖ = 1, ‖zn − x‖ >
1
2





















Azm. Ponadto λnzn −Azn ∈ Xn−1. Niech



































(n = 2, 3, . . . ),
więc przeczy to zwartości operatora A.
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Twierdzenie 6.20 (Riesza o widmie operatora zwartego). Niech A
będzie operatorem zwartym na zespolonej przestrzeni Banacha X. Wówczas:
(a) Każda liczba λ 6= 0 należąca do widma operatora A jest jego wartością
własną.
(b) Dla każdego λ 6= 0 podprzestrzeń ker(A−λI) jest skończenie wymiarowa.
(c) Zbiór wartości własnych operatora A jest co najwyżej przeliczalny. Jego
punktem skupienia może być jedynie punkt λ = 0.
D o w ó d. Część (b) jest treścią lematu 6.17. Natomiast część (c) wynika
z lematu 6.19. Istotnie dla dowolnego naturalnego n zbiór wartości własnych
spełniających nierówność |λ| > 1
n
jest skończony. Zatem zbiór wartości
własnych operatora A jest co najwyżej przeliczalny. Z lematu 6.19 wynika
również, że żadna liczba λ 6= 0 nie może być punktem skupienia zbioru
wartości własnych operatora A.
Pozostaje udowodnić, że prawdziwa jest część (a) tezy. Przypuśćmy, że
tak nie jest. Istnieje zatem liczba λ 6= 0, która należy do widma operatora
A, ale nie jest jego wartością własną. Oznacza to, że ker(A − λI) = {0}
i im(A−λI) 6= X. Zatem istnieje y0 ∈ X takie, że y0 6∈ im(A−λI). Inaczej
mówiąc, równanie (A− λI)x = y0 nie ma rozwiązania.
Niech
X0 = X, X1 = im(A− λI), X2 = im(A− λI)2, . . . , Xn = im(A− λI)n, . . .
Każdy ze zbiorów Xn jest podprzestrzenią liniową przestrzeni X. Ponadto
każda z podprzestrzeni Xn jest domknięta na mocy lematu 6.18, bo jest
ona obrazem przestrzeni X poprzez operator postaci operator zwarty minus
λn I. Jest oczywiste, że
Xn+1 ⊂ Xn (n = 0, 1, 2, . . . ).
Pokażemy, że Xn+1 jest właściwą podprzestrzenią przestrzeni Xn. Aby to
udowodnić, zdefiniujmy
yn = (A− λI)ny0 dla n = 1, 2, . . .
Wówczas yn ∈ Xn \Xn+1.
Dowód poprowadzimy przez indukcję ze względu na n. Wiemy, że jest
to prawdą dla n = 0. Załóżmy, że teza zachodzi dla liczby n. Pokażemy, że
jest również prawdziwa dla n+ 1. Gdyby yn+1 ∈ Xn+2, to istniałby wektor
x0 taki, że yn+1 = (A− λI)n+2x0. Zatem
(A− λI)n+1y0 = (A− λI)n+2x0,
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czyli
(A− λI)yn = (A− λI)n+2x0.
Stąd wynika, że yn − (A− λI)n+1x0 ∈ ker(A− λI) = {0} i w konsekwencji
yn = (A − λI)n+1x0, czyli yn ∈ Xn+1 wbrew założeniu indukcyjnemu.
Otrzymana sprzeczność kończy dowód.
Udowodniliśmy więc, że każda z podprzestrzeniXn jest domknięta iXn+1
jest właściwym podzbiorem przestrzeni Xn. Na mocy lematu Riesza istnieje
ciąg wektorów (zn) o następujących własnościach:
(6.9) zn ∈ Xn, ‖zn‖ = 1, ‖zn − x‖ >
1
2
dla x ∈ Xn+1.
Mamy
Azn −Azm = λ(zn − x),






. Jeżeli m > n, to zm ∈ Xn+1 ⊂




|λ| dla m > n.
Wobec tego ciąg (Azn) nie zawiera podciągów zbieżnych. Ponieważ ‖zn‖ = 1
(n = 1, 2, . . . ), więc otrzymaliśmy sprzeczność ze zwartością operatora A.
Niech X będzie przestrzenią liniową skończenie wymiarową i A : X → X
operatorem liniowym. Wówczas zachodzi wzór (patrz [26], tw. 5.2)
dimX = dim imA+ dimkerA.
Z tego wzoru wynika następujący fakt:
Albo równanie niejednorodne Ax = y ma dla dowolnego wektora y ∈ X
dokładnie jedno rozwiązanie, albo równanie jednorodne Ax = 0 ma rozwią-
zania niezerowe.
Twierdzenie to nosi nazwę alternatywy Fredholma. Zauważmy, że alter-
natywa Fredholma nie zachodzi dla operatorów (liniowych i ograniczonych)
na przestrzeniach nieskończenie wymiarowych.
Przykład 6.1. Niech S będzie operatorem jednostronnego przesunięcia na
przestrzeni ℓ2, tzn. S(ξ1, ξ2, . . . ) = (0, ξ1, ξ2, . . . ). Wówczas kerS = {0}, ale
imS 6= ℓ2, bo imS nie zawiera wektorów postaci (ξ1, 0, 0, . . . ).
Sytuacja jest inna w przypadku operatorów zwartych. Mówi o tym na-
stępujące twierdzenie:
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Twierdzenie 6.21 (alternatywa Fredholma). Niech A będzie operato-
rem zwartym na przestrzeni Banacha X. Wówczas dla dowolnego λ 6= 0 albo
równanie Ax−λx = y ma dokładnie jedno rozwiązanie dla każdego wektora
y ∈ X, albo równanie Ax− λx = 0 ma rozwiązania niezerowe.
D o w ó d. Twierdzenie to jest bezpośrednią konsekwencją twierdzenia Rie-
sza i oczywistego faktu, że dowolna liczba λ 6= 0 jest albo elementem widma
operatora A, albo do niego nie należy.
6.5. Operatory całkowe. Twierdzenia Fredholma
W tym podrozdziale zajmiemy się pewną klasą operatorów zwartych
na przestrzeni Hilberta, niezwykle ważnych z punktu widzenia zastosowań
w teorii równań całkowych. Są to operatory całkowe z jądrem całkowalnym
z kwadratem.
Niech Ω ⊂ Rk będzie zbiorem mierzalnym (w sensie Lebesgue’a) o mie-





Wykażemy, że jeżeli x ∈ L2(Ω), to całka
∫
Ω
K(s, t)x(t) dt istnieje i jest skoń-
czona dla prawie każdego s ∈ Ω oraz Ax ∈ L2(Ω). Ponieważ
∫∫
Ω×Ω
|K(s, t)|2 dsdt <∞,
więc na mocy twierdzenia Fubiniego
∫
Ω
|K(s, t)|2 dt <∞,












































czyli Ax ∈ L2(Ω). Z własności całki wynika, że A jest operatorem liniowym.
Ponadto uwzględniając (6.11), możemy (6.12) przepisać w postaci










co oznacza, że A jest operatorem liniowym ograniczonym.
Definicja 6.8. Funkcję K(s, t) nazywamy jądrem operatora całkowego A
zdefiniowanego wzorem (6.10).
Zauważmy, że jądro jest wyznaczone jednoznacznie (z dokładnością do
zbioru miary zero) przez operator A.
Lemat 6.22. Jeżeli dwa jądra K1 i K2 określają ten sam operator całkowy
A, to K1(s, t) = K2(s, t) prawie wszędzie na Ω ×Ω.
D o w ó d. Oznaczmy K(s, t) = K1(s, t) − K2(s, t). Pokażemy, że jeżeli dla




K(s, t)x(t) dt = 0 prawie wszędzie na Ω,
to K(s, t) = 0 prawie wszędzie na Ω×Ω. Weźmy dowolny ciąg funkcji (ϕn),
stanowiący bazę ortonormalną przestrzeni L2(Ω). Z warunku (6.13) mamy
∫
Ω
K(s, t)ϕn(t) dt = 0 dla n = 1, 2, . . .





K(s, t)ϕm(s)ϕn(t) dsdt = 0 dla m,n = 1, 2, . . .
Ponieważ na mocy twierdzenia 2.27 zbiór iloczynów ϕm(s)ϕn(t) jest bazą
ortonormalną przestrzeni L2(Ω × Ω), więc z (6.14) wynika, że K(s, t) = 0
prawie wszędzie na Ω ×Ω.
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K(s, t)x(t) dt (s ∈ Ω).






































K(t, s)y(t) dt (s ∈ Ω).
Wobec tego prawdziwe jest następujące twierdzenie:
Twierdzenie 6.23. Jeżeli A jest operatorem całkowym na przestrzeni L2(Ω),
określonym przez jądro (s, t) 7→ K(s, t), K ∈ L2(Ω ×Ω), to operator z nim
sprzężony A∗ jest operatorem całkowym określonym przez jądro (s, t) 7→
7→ K(t, s). Operator A jest samosprzężony wtedy i tylko wtedy, gdy
(6.15) K(s, t) = K(t, s) prawie wszędzie na Ω ×Ω.
Jądro spełniające warunek (6.15) nazywamy jądrem symetrycznym.
Twierdzenie 6.24. Operator A ∈ B(L2(Ω)) z jądrem K ∈ L2(Ω ×Ω) jest
operatorem zwartym.






gdzie γj są liczbami i aj , bj ∈ L2(Ω) (j = 1, 2, . . . , n), to operator A okre-








co oznacza, że wektor Ax należy do podprzestrzeni skończenie wymiarowej
rozpiętej na wektorach a1, . . . , an. Ponieważ ograniczone operatory skoń-
czenie wymiarowe są zwarte (patrz tw. 6.10), więc stąd wynika, że każdy
operator całkowy z jądrem zdegenerowanym jest zwarty.
Niech będzie dane dowolne jądro K ∈ L2(Ω × Ω). Weźmy jakąkolwiek
bazę ortonormalną (ϕn) w przestrzeni L2(Ω). Na mocy twierdzenia 2.27
funkcje
(6.16) (s, t) 7→ ϕn(s)ϕm(t) (n, m = 1, 2, . . . )
tworzą bazę ortonormalną w przestrzeni L2(Ω ×Ω). Stąd wynika, że zbiór
kombinacji liniowych funkcji (6.16) jest gęsty w przestrzeni L2(Ω × Ω).
Każda z tych kombinacji liniowych jest jądrem zdegenerowanym. Zatem










Kn(s, t)x(t) dt (n = 1, 2, . . . ).




|Kn(s, t)−K(s, t)|2 dsdt
wynika, że An → A. Ponieważ każdy z operatorów An jest zwarty, więc na
mocy twierdzenia 6.12 operator A jest zwarty.




K(s, t)ϕ(t) dt+ f(s),
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gdzie K ∈ L2(Ω × Ω) i ϕ, f ∈ L2(Ω). Chcemy znaleźć warunki na to, aby
równanie to miało rozwiązanie, oraz zbadamy własności jego rozwiązań.
W naszych rozważaniach istotne będzie to, że operator całkowy jest zwarty,
a nie sam fakt, że równanie to jest równaniem całkowym. Zatem rozważymy
abstrakcyjny wariant tego równania:
(6.19) ϕ = Aϕ+ f,
gdzie A jest operatorem zwartym na przestrzeni Hilberta H oraz ϕ, f ∈ H.
Jeżeli oznaczymy T = I −A, to równanie (6.19) przybierze postać
(6.20) Tϕ = f.
Będziemy również rozpatrywać równanie jednorodne
Tϕ0 = 0(6.21)
i równania sprzężone
T ∗ψ = g,(6.22)
T ∗ψ0 = 0.(6.23)
Związki pomiędzy własnościami rozwiązań tych czterech równań są wyra-
żone w następujących twierdzeniach:
Twierdzenia 6.25 (Fredholma). (I) Równanie niejednorodne Tϕ = f
ma rozwiązanie wtedy i tylko wtedy, gdy f jest ortogonalne do dowolnego
rozwiązania sprzężonego równania jednorodnego T ∗ψ0 = 0.
(II) Albo równanie Tϕ = f ma dla dowolnego f ∈ H dokładnie jedno
rozwiązanie, albo równanie jednorodne Tϕ0 = 0 ma rozwiązanie niezerowe.
(III) Równania jednorodne Tϕ0 = 0, T ∗ψ0 = 0 mają skończony zbiór
liniowo niezależnych rozwiązań, przy tym wymiary przestrzeni rozwiązań
obu tych równań są identyczne.
Część (II) tego twierdzenia nosi nazwę alternatywy Fredholma (por.
twierdzenie 6.21).
D o w ó d. (I) Na mocy lematu 6.18 podprzestrzeń imT jest domknięta.
Z twierdzenia 4.11 otrzymujemy więc, że
kerT ⊕ imT ∗ = H
oraz
kerT ∗ ⊕ imT = H.(6.24)
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Stąd już wynika teza, bo f ⊥ kerT ∗ wtedy i tylko wtedy, gdy f ∈ imT ,
tzn. istnieje ϕ takie, że Tϕ = f .
(II) Dowód tej części wynika z tego, że albo liczba 1 należy do wid-
ma operatora zwartego A i wówczas jest ona jego wartością własną, czyli
równanie Tϕ0 = 0 ma niezerowe rozwiązania, albo liczba 1 nie należy do
widma operatora A i wówczas przekształcenie T jest bijekcją, czyli równanie
Tϕ = f ma rozwiązanie (i to dokładnie jedno) dla dowolnego f ∈ H.
(III) Z twierdzeń 6.20 (Riesza) i 6.16 (Schaudera) wynika, że podprze-
strzenie kerT i kerT ∗ są skończenie wymiarowe. Pozostaje wykazać, że mają
one ten sam wymiar. Niech dimkerT = n i dimkerT ∗ = m. Przypuśćmy,
że n < m. Niech ϕ1, . . . , ϕn będzie bazą ortonormalną dla kerT , a ψ1, . . . ,





Operator S powstaje poprzez dodanie do operatora T operatora skończenie
wymiarowego. Ma więc on postać I−operator zwarty , zatem możemy do
niego stosować części (I) i (II).





〈x, ϕj〉ψj = 0.
Ponieważ na mocy (6.24) wektory ψj są ortogonalne do wszystkich wektorów
postaci Tx, więc z (6.25) wynika, że
Tx = 0
i w konsekwencji
〈x, ϕj〉 = 0 dla j = 1, 2, . . . , n.
Tak więc, z jednej strony wektor x powinien być kombinacją liniową wek-
torów ϕj , a z drugiej strony jest do nich ortogonalny. Zatem x = 0, czyli
równanie Sx = 0 ma tylko zerowe rozwiązanie. Z alternatywy Fredholma,




〈y, ϕj〉ψj = ψn+1.
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Jeżeli pomnożymy to równanie skalarnie przez ψn+1, to z prawej strony
otrzymamy 1, a z lewej 0, bo Ty ∈ imT , a imT ⊥ kerT ∗. Otrzymaliśmy
sprzeczność. Nasze przypuszczenie, że n < m, okazało się fałszywe. Zatem
n > m. Zamieniając operator T na T ∗, otrzymujemy n 6 m i w konsekwen-
cji n = m.
Uw a g a. Udowodniliśmy twierdzenia Fredholma dla równań postaci ϕ =
= Aϕ+f , gdzie A jest operatorem zwartym na przestrzeni Hilberta. Twier-
dzenia te pozostają prawdziwe w przypadku operatorów na przestrzeni Ba-
nacha X. Tylko wówczas równanie sprzężone ψ = A′ψ + g jest równaniem
na przestrzeni sprzężonej X ′, a warunek ortogonalności 〈f, ψ0〉 = 0 należy
rozumieć jako zerowanie się na wektorze f ∈ X każdego funkcjonału linio-
wego ograniczonego, należącego do podprzestrzeni kerT ′ ⊂ X ′ rozwiązań
równania T ′ψ0 = 0.
Ćwiczenia
1. Niech (s, t) 7→ K(s, t) będzie funkcją ciągłą na kwadracie [0, 1] × [0, 1]. Udo-
wodnić, że operator całkowy Ax(s) =
1∫
0



















, gdzie x =
= (ξk). Wykazać, że A jest operatorem zwartym.
3. Udowodnić, że operator Volterry V x(s) =
s∫
0
x(t) dt jest operatorem zwartym na
przestrzeni L2[0, 1].
4. Niech a będzie funkcją mierzalną i ograniczoną na zbiorze mierzalnym Ω ⊂ Rn,
nierówną zeru prawie wszędzie. Wykazać, że operator A na przestrzeni L2(Ω)
określony wzorem
(Ax)(t) = a(t)x(t) (t ∈ Ω)
nie jest operatorem zwartym.
5. Niech X oznacza przestrzeń Banacha, którą tworzą wszystkie funkcje ciągłe
i ograniczone na prostej R z normą ‖x‖∞ = sup{|x(t)| : t ∈ (−∞,+∞)}.
144 Operatory zwarte





przekształca przestrzeń X w siebie oraz jest liniowy i ograniczony. Ponadto wy-
kazać, że nie jest on operatorem zwartym. (Wskazówka. Rozważyć ciąg funkcji
(xn) takich, że xn(t) = 1 dla t 6 n, xn(t) = 0 dla t> n+ 1 i xn(t) jest liniowe na
przedziale [n, n+ 1]).
6. Czy operator P , spełniający równość P 2 = P , może być zwarty?
7. Niech X będzie przestrzenią unormowaną, a Y — przestrzenią Banacha. Wy-
kazać, że jeżeli ciąg operatorów zwartych An ∈ B(X,Y ) (n = 1, 2, . . . ) jest zbież-
ny (w przestrzeni B(X,Y )) do operatora A, to dla każdego zbioru ograniczonego
Z ⊂ X zbiór
∞⋃
n=1
An(Z) jest warunkowo zwarty.
8. Niech X będzie nieskończenie wymiarową przestrzenią Banacha i A ∈ B(X) —
operatorem zwartym. Niech λ 6∈ σ(A). Udowodnić, że




gdzie Kλ jest operatorem zwartym.
9. Niech A będzie takim operatorem zwartym na przestrzeni BanachaX, że Anx→
→ 0 dla każdego x ∈ X. Udowodnić, że 1 6∈ σ(A). Wykazać na przykładzie, że
założenie zwartości operatora A jest istotne.
10. Niech (en) będzie bazą ortonormalną nieskończenie wymiarowej przestrzeni







jest zwarty i nie ma wartości własnych.
11. Niech (en) będzie układem ortonormalnym w przestrzeni HilbertaH. Wykazać,





jest zwarty wtedy i tylko wtedy, gdy λn → 0.
Rozdział 7
Twierdzenie spektralne
Głównym celem tego rozdziału jest przedstawienie dowodu twierdzenia
spektralnego dla operatora samosprzężonego na przestrzeni Hilberta. Twier-
dzenie to jest bardzo ważnym „narzędziem” do badania własności ograni-
czonych operatorów liniowych na przestrzeni Hilberta. Jego istota wynika
z faktu, że sprowadza ono badanie wielu własności operatorów samosprzężo-
nych (jak również normalnych i unitarnych) do badania własności najprost-
szych operatorów samosprzężonych, a mianowicie operatorów rzutowania
ortogonalnego.
7.1. Operatory rzutowania
NiechM będzie domkniętą podprzestrzenią przestrzeni HilbertaH. Wów-
czas z twierdzenia o rzucie ortogonalnym (twierdzenie 2.5) wynika, że prze-
strzeń H ma rozkład na ortogonalną sumę prostą H = M ⊕M⊥, a więc
istnieje odwzorowanie P : H → H, które ma następujące własności:
(i) P (H) =M (wn. 2.9 (i));
(ii) P jest przekształceniem liniowym (wn. 2.9 (h));
(iii) ‖P‖ = 1 o ile M 6= {0} (wn. 2.9 (d), (f));
(iv) P = P ∗ (wn. 2.9 (a));
(v) P 2 = P (wn. 2.9 (b));
(vi) kerP ⊥ imP (wn. 2.9 (g), (i)).
Odwzorowanie P jest wyznaczone jednoznacznie i jest nazywane rzutowa-
niem ortogonalnym lub rzutem ortogonalnym przestrzeni H na podprze-
strzeńM . Ponieważ wszystkie rozważane przez nas rzuty będą rzutowaniami
ortogonalnymi, w dalszym ciągu słowo „ortogonalne” będziemy opuszczać.
Zauważmy, że jeżeli P jest rzutem na podprzestrzeńM , to operator I−P
jest rzutem na M⊥.
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Istotnie, I − P jest operatorem samosprzężonym i (I − P )2 = I − P
oraz mamy x − Px ⊥ Px dla każdego wektora x ∈ H, a to oznacza, że
im(I − P ) =M⊥ (por. tw. 4.12).
Dwa operatory rzutowania P1 i P2 są ortogonalne, jeżeli P1P2 = 0.
Warunek ten jest równoważny temu, że P2P1 = 0. Mamy bowiem (P1P2)∗ =
= P2P1 = 0.
Lemat 7.1. Na to, aby rzuty P1 i P2 były ortogonalne, potrzeba i wystarcza,
aby ortogonalne były podprzestrzenie M1 = imP1 i M2 = imP2.
D o w ó d. Jeżeli P1P2 = 0, to dla x1 ∈M1 i x2 ∈M2 mamy
〈x1, x2〉 = 〈P1x1, P2x2〉 = 〈x1, P1P2x2〉 = 〈x1, 0〉 = 0.
Na odwrót, jeżeli M1 ⊥ M2, to ponieważ P2x ∈ M2 dla dowolnego
x ∈ H, więc P1P2x = 0, czyli P1P2 = 0.
Twierdzenie 7.2. Na to, aby suma rzutów P1 i P2 była rzutem, potrzeba
i wystarcza, aby te operatory były ortogonalne. Wówczas im(P1 + P2) =
= imP1 ⊕ imP2.
D o w ó d. Niech P = P1 + P2 będzie rzutem. Wówczas z równości (P1 +
+ P2)
2 = P1 + P2 otrzymujemy P1P2 + P2P1 = 0. Mnożąc tę równość
z lewej strony przez P1, otrzymujemy P1P2 + P1P2P1 = 0. Z kolei mnożąc
otrzymaną równość z prawej strony przez P1, mamy P1P2P1 = 0. Stąd
i z poprzedniej równości wynika, że P1P2 = 0.
Niech P1P2 = P2P1 = 0. Wówczas operator P1 + P2 jest samosprzężony
i zachodzi równość (P1+P2)2 = P1+P2, a więc P = P1+P2 jest rzutem (por.
tw. 4.12). Z lematu 7.1 wynika, że podprzestrzenieM1 = imP1 iM2 = imP2
są ortogonalne.
Dla dowolnego wektora x ∈ H mamy
(7.1) Px = P1x+ P2x = x1 + x2 ∈M1 ⊕M2.
Na odwrót, jeżeli x = x1 + x2 ∈ M1 ⊕ M2, to z równości P1x2 = 0
i P2x1 = 0 otrzymujemy
x = x1 + x2 = P1x1 + P2x2 =(7.2)
= P1(x1 + x2) + P2(x1 + x2) = (P1 + P2)x = Px.
Z (7.1) i (7.2) wynika, że imP =M1 ⊕M2.
Twierdzenie 7.3. Na to, aby iloczyn dwóch rzutów P1 i P2 był rzutem,
potrzeba i wystarcza, aby P1P2 = P2P1. Wówczas im(P1P2) = imP1∩imP2.
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D o w ó d. Niech P = P1P2 będzie rzutem. Wówczas jest on operatorem
samosprzężonym, a więc mamy
P1P2 = (P1P2)
∗ = P ∗2P
∗
1 = P2P1.
Na odwrót, jeżeli P1P2 = P2P1, to P jest operatorem samosprzężonym,
ponieważ
P ∗ = (P1P2)
∗ = (P2P1)
∗ = P1P2 = P.
Ponadto
P 2 = (P1P2)




2 = P1P2 = P.
Zatem P jest rzutem (por. tw. 4.12).
Niech x ∈ H będzie dowolne. Wówczas Px = P1P2x = P2P1x ∈ imP1∩
∩ imP2. Z kolei, jeżeli y ∈ imP1 ∩ imP2, to Py = P1(P2y) = P1y = y.
Zatem imP = imP1 ∩ imP2.
Rzut P2 jest częścią rzutu P1, jeżeli P1P2 = P2. Przechodząc do operato-
rów sprzężonych, można sprawdzić, że równość ta jest równoważna równości
P2P1 = P2.
Lemat 7.4. Niech P1 i P2 będą rzutami na przestrzeni Hilberta H. Nastę-
pujące warunki są równoważne:
(a) rzut P2 jest częścią rzutu P1;
(b) ‖P2x‖ 6 ‖P1x‖ dla każdego x ∈ H;
(c) imP2 ⊂ imP1.
D o w ó d. Udowodnimy najpierw, że warunek (a) implikuje (b). Ponieważ
P2P1 = P2, więc mamy P2P1x = P2x dla dowolnego x ∈ H. Stąd
‖P2x‖ = ‖P2P1x‖ 6 ‖P2‖‖P1x‖ 6 ‖P1x‖.
Teraz pokazujemy, że (c) jest konsekwencją (b). Jeżeli x ∈ imP2, to
‖x‖ = ‖P2x‖ 6 ‖P1x‖ 6 ‖x‖.
Stąd ‖P1x‖ = ‖x‖. Dalej mamy
‖(I − P1)x‖2 = 〈x− P1x, x− P1x〉 = ‖x‖2 − 2〈P1x, x〉+ ‖P1x‖2 =
= ‖x‖2 − 2‖P1x‖2 + ‖P1x‖2 = ‖x‖2 − ‖P1x‖2 = 0.
Zatem x ∈ ker(I − P1) = imP1.
W końcu pokażemy, że z warunku (c) wynika (a). Jeżeli imP2 ⊂ imP1,
to dla dowolnego x ∈ H mamy P2x ∈ imP1. Zatem P1(P2x) = P2x, skąd
P1P2 = P2.
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Twierdzenie 7.5. Różnica P1 −P2 dwóch rzutów jest rzutem wtedy i tylko
wtedy, gdy rzut P2 jest częścią P1. Jeżeli ten warunek jest spełniony, to
im(P1 − P2) jest dopełnieniem ortogonalnym imP2 w podprzestrzeni imP1.
D o w ó d. Jeżeli operator P1−P2 jest rzutem, to I−(P1−P2) = (I−P1)+P2
jest także rzutem. Na mocy twierdzenia 7.2 mamy (I − P1)P2 = 0, czyli
P1P2 = P2, a to oznacza, że P2 jest częścią rzutu P1.
Na odwrót, niech rzut P2 będzie częścią rzutu P1. Wówczas rzuty I−P1
i P2 są ortogonalne i na mocy twierdzenia 7.2 operator (I − P1) + P2 jest
rzutem, a zatem i operator P1 − P2 jest rzutem.
Z warunku P1P2 = P2 wynika, że rzuty P1 − P2 i P2 są ortogonalne.
Wówczas na mocy twierdzenia 7.2, imP1 = im(P1 − P2)⊕ imP2.
7.2. Twierdzenie spektralne w przestrzeni skończenie
wymiarowej
Twierdzenie 7.6 (spektralne w przestrzeni skończenie wymiaro-
wej). Niech H będzie skończenie wymiarową przestrzenią Hilberta i niech
A będzie operatorem normalnym na H. Istnieją wówczas liczby zespolone
α1, . . . , αr i rzuty ortogonalne P1, . . . , Pr (gdzie r 6 dimH = n) takie, że
(i) liczby α1, . . . , αr są parami różne;









D o w ó d. Zakładamy, że H 6= {0}, gdyż dla przestrzeni zerowej nie ma
czego udowadniać. Operator A ma wartości własne, bo σ(A) = σp(A) 6= ∅.
Niech α1, . . . , αr będą wszystkimi parami różnymi wartościami własnymi
operatora A. Niech Mj = ker(A− αjI), j = 1, 2, . . . , r. Wówczas Mj ⊥Mk
dla j 6= k, bo wektory własne odpowiadające różnym wartościom własnym
są ortogonalne (por. tw. 5.19). Ponadto, gdyby I −
r∑
j=1
Pj 6= 0, to {0} 6=







⊂ H. Wykażemy, że A(H0) ⊂ H0. Podprzestrzenie
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, to y = x−
r∑
j=1






















własnych. Zauważmy bowiem, że Ax = λx dla x 6= 0 implikuje, że λ = αj








, to istniałby wektor y taki, że y −
r∑
j=1
Pjy = x. Stąd































Uw a g i. 1. Jeżeli operator A jest samosprzężony, to liczby α1, . . . , αr są
rzeczywiste na mocy twierdzenia 5.21.
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2. Jeżeli w każdej przestrzeni Mj = ker(A − αjI) wybierzemy bazę or-
tonormalną, to zbiór tych wszystkich wektorów tworzy bazę przestrzeni H,
w której macierz operatora A ma postać diagonalną


α1 0 0 0 0 0 . . . 0
. . .
0 0 α1 0 0 0 . . . 0
0 0 0 α2 0 0 . . . 0
. . .
0 0 0 0 0 α2 . . . 0
. . .




Na odwrót, operator, który ma w pewnej bazie ortonormalnej przestrzeni
H macierz tej postaci, jest operatorem normalnym.
7.3. Twierdzenie spektralne dla zwartych operatorów
normalnych
Twierdzenie 7.7 (spektralne dla zwartych operatorów normalnych).
Niech A będzie zwartym operatorem normalnym na nieskończenie wymiaro-
wej przestrzeni Hilberta H. Niech {λ1, λ2, λ3, . . . } będzie zbiorem wszystkich
niezerowych wartości własnych operatora A oraz niech Pn będzie rzutem or-
togonalnym na podprzestrzeń ker(A− λn I). Wówczas:





i A jest operatorem skończenie wymiarowym.





gdzie szereg ten jest zbieżny w normie operatorowej na przestrzeni
B(H), a ciąg (λn) jest uporządkowany w następujący sposób:
|λ1| > |λ2| > |λ3| > . . . (λj 6= λk, gdy j 6= k).
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D o w ó d. W przypadku, gdy A jest operatorem zerowym, zbiór jego nieze-
rowych wartości własnych jest pusty i twierdzenie jest oczywiste. Załóżmy,
że A 6= 0. Z twierdzeń 5.19 i 4.16 wynika, że ker(A− λn I) ⊥ ker(A− λm I)
dla n 6= m oraz ker(A − λnI) jest podprzestrzenią redukującą operator A.
Na mocy wniosku 5.18 i twierdzenia Riesza o widmie operatora zwarte-
go istnieje λ1 ∈ σp(A) takie, że |λ1| = ‖A‖. Niech M1 = ker(A − λ1 I),
P1 : H → M1 niech będzie rzutem ortogonalnym na M1 i niech H2 = M⊥1 .
Ponieważ M1 redukuje operator A, więc również H2 ma tę samą własność.
Niech A2 = A
∣∣
H2
. Jeżeli A2 = 0, to A jest operatorem skończenie
wymiarowym i A = λ1P1. Wówczas dowód jest zakończony. Niech więc
A2 6= 0. Na mocy wniosku 4.15 A2 jest zwartym operatorem normalnym
na przestrzeni H2. Z wniosku 5.18 wynika istnienie wartości własnej λ2
dla operatora A2 takiej, że |λ2| = ‖A2‖. Zauważmy, że λ2 jest również
wartością własną operatora A. Ponieważ ‖A2‖ 6 ‖A‖, więc |λ2| 6 |λ1|.
Ponadto λ1 6= λ2, bo w przeciwnym wypadku mielibyśmy
{0} 6= ker(A2 − λ2I) ⊂ ker(A− λ2I) = ker(A− λ1I) =M1,
co nie jest możliwe, bo ker(A2−λ2I) ⊂ H2 ⊥M1. Niech M2 = ker(A−λ2 I).
Ponieważ M2 ⊥M1, więc M2 ⊂ H2 i w konsekwencji M2 = ker(A2 − λ2 I).
Niech P2 : H → M2 będzie rzutem ortogonalnym i niech H3 = (M1 ⊕
⊕ M2)⊥ oraz niech A3 = A
∣∣
H3
. Jeżeli A3 = 0, to A jest operatorem
skończenie wymiarowym i A = λ1P1 + λ2P2. Jeżeli natomiast A3 6= 0, to
możemy kontynuować dowód w taki sam sposób jak w poprzednim kroku.
Za pomocą indukcji otrzymujemy taki ciąg (λn) wartości własnych ope-
ratora A, że:
(a) |λ1| > |λ2| > . . . > |λn| > . . . ;





Jeżeli ten proces w którymś kroku się skończy, to operator A jest skończenie
wymiarowy i suma w (7.3) jest skończona. Załóżmy więc, że otrzymaliśmy
nieskończony ciąg (λn) wartości własnych operatora A i ciąg podprzestrzeni
Mn spełniających warunki (a) oraz (b). Z warunku (a) wynika, że istnieje
nieujemna liczba α taka, że |λn| → α. Twierdzimy, że α = 0, czyli λn → 0.
Istotnie, jeżeli en ∈ Mn, ‖en‖ = 1, to ze zwartości operatora A wynika, że
istnieją wektor h ∈ H i podciąg (enk) takie, że ‖Aenk − h‖ → 0. Ponieważ
en ⊥ em dla n 6= m i Aenk = λnkenk , więc
‖Aenk −Aenj‖2 = |λnk |2 + |λnj |2 > 2α2.
Ponieważ ciąg (Aenk) jest ciągiem Cauchy’ego, więc α = 0.
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x = Ax− λkx = 0.
Zatem






























λnPn jest zbieżny do A w normie operatorowej.
Wniosek 7.8. Jeżeli A jest zwartym operatorem normalnym na przestrzeni
Hilberta H, to istnieją ciąg (µn) liczb zespolonych i baza ortonormalna dla





D o w ó d. Jeżeli A jest operatorem zerowym, to twierdzenie jest oczywiste.
Zakładamy więc, że A 6= 0. Niech (λn) będzie ciągiem wszystkich niezero-
wych wartości własnych operatora A i niech Pn będzie rzutem ortogonalnym
na podprzestrzeń Mn = ker(A− λnI). Zauważmy, że
kerA =
(
span {Mn : n = 1, 2 . . . }
)⊥
= (imA)⊥ .
Istotnie, mamy kerA = kerA∗ = (imA)⊥. Ponieważ Mn ⊥ Mk dla n 6= k,









Stąd Ax = 0 wtedy i tylko wtedy, gdy Pnx = 0 dla każdego n, czy-
li x ∈ kerA wtedy i tylko wtedy, gdy x ⊥ Mn dla każdego n. Zatem
kerA =
(
span {Mn : n = 1, 2 . . . }
)⊥
. Niech L = imA. Wówczas L =
= span {Mn : n = 1, 2 . . . }.
Przestrzenie L i kerA są niezmiennicze dla operatora A, a ponieważ
kerA = L⊥, więc podprzestrzeń L redukuje ten operator. Możemy rozpa-
trzyć obcięcie operatora A do podprzestrzeni L, A
∣∣
L
. Niech {e(n)j : j =
= 1, 2, . . . , Nn} będzie bazą ortonormalną dla Mn. Zatem Ae(n)j = λne
(n)
j
dla j = 1, 2, . . . , Nn. Zbiór {en)j : j = 1, 2, . . . , Nn, n = 1, 2, . . .} jest bazą

























Na zakończenie zauważmy, że jeżeli ciąg (λn) jest skończony, to operator A
jest skończenie wymiarowy i wszystkie powyższe sumy są skończone.
Wniosek 7.9. Jeżeli na przestrzeni Hilberta H istnieje zwarty operator
normalny A taki, że kerA = {0}, to H jest przestrzenią ośrodkową.
7.4. Operatory dodatnie
Definicja 7.1. Niech H będzie zespoloną przestrzenią Hilberta. Operator
A ∈ B(H) nazywamy dodatnim, jeżeli 〈Ax, x〉 > 0 dla każdego x ∈ H
(dokładniej należałoby mówić o operatorze nieujemnym).
Uw a g i. 1. Zauważmy, że na to, aby 〈Ax, x〉 > 0 dla każdego x ∈ H potrze-
ba, aby iloczyn skalarny 〈Ax, x〉 był dla każdego x ∈ H liczbą rzeczywistą,
a to ma miejsce wtedy i tylko wtedy, gdy operator A jest samosprzężony.
Zatem operatory dodatnie są zawsze samosprzężone.
2. Operator identycznościowy I jest dodatni.
3. Dla dowolnego operatora A ∈ B(H) operatory A∗A i AA∗ są dodatnie.
4. Jeżeli A jest operatorem samosprzężonym, to A2 jest operatorem do-
datnim. Stąd wynika, że dowolny rzut jest dodatni.
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Będziemy dalej pisać A > 0 w przypadku, gdy A jest operatorem do-
datnim, oraz A > B, jeżeli A i B są operatorami samosprzężonymi oraz
A−B > 0. Relacja A > B ma następujące własności:
(i) A > A;
(ii) jeżeli A > B i B > A, to A = B;
(iii) jeżeli A > B i B > C, to A > C;
(iv) jeżeli A > B i C > D, to A+ C > B +D;
(v) jeżeli A > 0 i λ > 0, to λA > 0;
(vi) jeżeli A > 0 i A−1 istnieje (oraz jest operatorem ograniczonym), to
A−1 > 0.
Dowody tych własności są natychmiastowe. Pozostawiamy je jako ćwi-
czenie dla Czytelnika.
Uw a g i. 1. Operatory samosprzężone tworzą przestrzeń liniową nad ciałem
liczb rzeczywistych. Będziemy ją oznaczać symbolem Bsa(H). Jest to pod-
przestrzeń przestrzeni wszystkich operatorów liniowych ograniczonych na H
z mnożeniem przez skalar zawężonym do ciała liczb rzeczywistych. Z wła-
sności (i)–(iii) wynika, że relacja A > B lub, co jest równoważne, B 6 A
jest relacją częściowo porządkującą w zbiorze operatorów samosprzężonych
na przestrzeni Hilberta H. Jeżeli dimH > 1, to nie jest ona relacją liniowo
porządkującą, bo zawsze znajdą się elementy nieporównywalne. Na przykład












2. Jeżeli A jest operatorem samosprzężonym, to ze wzoru (por. tw. 4.7)
(7.5) ‖A‖ = sup{|〈Ax, x〉| : ‖x‖ 6 1}
wynika, że
(7.6) −‖A‖I 6 A 6 ‖A‖I.
Dla x 6= 0 mamy bowiem
〈(‖A‖I −A)x, x〉 = ‖A‖〈x, x〉 − 〈Ax, x〉 =













> ‖A‖‖x‖2 − ‖x‖2‖A‖ = 0.
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Dla x = 0 nierówność 〈(‖A‖I−A)x, x〉 > 0 jest oczywista. Zatem ‖A‖I−
−A > 0 i w konsekwencji A 6 ‖A‖I. Drugą z nierówności we wzorze (7.6)
otrzymujemy w podobny sposób.
3. Jeżeli m = inf{〈Ax, x〉 : ‖x‖ = 1} i M = sup{〈Ax, x〉 : ‖x‖ = 1}, to
dla dowolnego x ∈ H mamy
m〈x, x〉 6 〈Ax, x〉 6M〈x, x〉
i w konsekwencji
mI 6 A 6MI.
Ze wzoru (7.5) otrzymujemy
‖A‖ = max{|m|, |M |}.
Ponadto jeżeli A jest operatorem dodatnim, to 0 6 m 6M i ‖A‖ =M .
Twierdzenie 7.10. Operator samosprzężony A jest dodatni wtedy i tylko
wtedy, gdy σ(A) ⊂ [0,+∞).
D o w ó d. Istotnie, jeżeli A jest operatorem dodatnim, to m > 0, i z twier-
dzenia 5.22 wynika, że σ(A) ⊂ [m,M ] ⊂ [0,+∞).
Na odwrót, jeżeli σ(A) ⊂ [0,+∞), to ponieważ m ∈ σ(A), na mocy tego
samego twierdzenia co poprzednio, więc m > 0 i operator A jest dodatni.
Lemat 7.11 (uogólniona nierówność Schwarza). Dla dowolnego opera-
tora dodatniego A na przestrzeni Hilberta H i dowolnych wektorów x, y ∈ H
zachodzi nierówność
(7.7) |〈Ax, y〉|2 6 〈Ax, x〉〈Ay, y〉.
Nierówność (7.7) nosi nazwę uogólnionej nierówności Schwarza.
D o w ó d. Niech zλ = x+λ〈Ax, y〉y, gdzie λ jest dowolną liczbą rzeczywistą.
Wówczas
0 6 〈Azλ, zλ〉 = 〈Ax, x〉+ 2λ|〈Ax, y〉|2 + λ2|〈Ax, y〉|2〈Ay, y〉.
Stąd
4|〈Ax, y〉|4 − 4|〈Ax, y〉|2〈Ax, x〉〈Ay, y〉 6 0
i w konsekwencji otrzymujemy nierówność (7.7).
Teraz wykażemy twierdzenie, które jest odpowiednikiem twierdzenia o zbież-
ności ciągów monotonicznych z analizy matematycznej.
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Twierdzenie 7.12. (a) Jeżeli (An) jest niemalejącym ciągiem operatorów
samosprzężonych ograniczonym z góry, to dla dowolnego wektora x ∈ H
istnieje lim
n→∞
Anx = Ax, A jest operatorem samosprzężonym oraz A jest
przemienne z każdym operatorem B, który jest przemienny z wszystkimi
operatorami An.
(b) Analogiczne do (a) tylko dla nierosnącego ciągu operatorów (An).
D o w ó d. Udowodnimy część (a). Dowód części (b) jest analogiczny. Wy-
starczy rozważyć przypadek, gdy
0 6 A1 6 A2 6 . . . 6 I.
Niech m < n. Wówczas An − Am > 0 i na mocy uogólnionej nierówności
Schwarza mamy
‖(An −Am)x‖4 6 〈(An −Am)x, (An −Am)x〉2 6
6 〈(An −Am)x, x〉〈(An −Am)2x, (An −Am)x〉.
Ponieważ 0 6 An −Am 6 I, więc ‖An −Am‖ 6 1 i mamy
‖(An −Am)x‖4 6 (〈Anx, x〉 − 〈Amx, x〉)‖x‖2.
Ponieważ ciąg liczbowy (〈Anx, x〉) jest niemalejący i ograniczony, więc jest
on zbieżny. Z otrzymanej nierówności wynika, że ciąg wektorów (Anx) jest
również zbieżny. Na mocy twierdzenia 3.3 operator A zdefiniowany równo-
ścią Ax = lim
n→∞
Anx jest liniowy i ograniczony. Z ciągłości iloczynu ska-
larnego wynika, że A jest operatorem samosprzężonym. Natomiast jeżeli







W dalszym ciągu A będzie ustalonym samosprzężonym operatorem na
przestrzeni Hilberta H. Niech m = inf{〈Ax, x〉 : ‖x‖ = 1} oraz M =
= sup{〈Ax, x〉 : ‖x‖ = 1}. Wówczas mI 6 A 6 MI. Zauważmy, że gdy
m = M , to operator A jest równy mI. Aby nie rozważać tego trywialnego
przypadku, będziemy zakładać, że m < M . Rozważymy przestrzeń liniową
P wszystkich funkcji rzeczywistych określonych na przedziale [m,M ] postaci
(7.8) p(λ) = α0 + α1λ+ α2λ
2 + . . .+ αnλ
n,
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gdzie n jest nieujemną liczbą całkowitą, a α0, α1, . . . , αn są liczbami rze-
czywistymi. Tak więc funkcje z przestrzeni P są wielomianami o współ-
czynnikach rzeczywistych. Ponieważ przedział [m,M ] jest właściwy, każda
funkcja p ∈ P jest wyznaczona jednoznacznie poprzez reprezentację (7.8).
Dla p ∈ P definiujemy operator p(A) za pomocą wzoru
(7.9) p(A) = α0I + α1A+ α2A
2 + . . .+ αnA
n.
Oczywiście operator p(A) jest samosprzężony. Zatem przyporządkowanie
p 7→ p(A) odwzorowuje przestrzeń P w przestrzeń Bsa(H). Jest oczywiste,
że ponadto
(pq)(A) = p(A)q(A)
dla dowolnych p, q ∈ P . Odwzorowanie to zachowuje porządek, a mianowicie
prawdziwy jest następujący lemat.
Lemat 7.13. Jeżeli p, q ∈ P są takie, że p(λ) > q(λ) dla λ ∈ [m,M ], to
p(A) > q(A).
D o w ó d. Wystarczy wykazać, że jeżeli p(λ) > 0 dla λ ∈ [m,M ], to p(A) >
> 0. Na mocy twierdzenia 7.10 wystarczy udowodnić, że σ(p(A)) ⊂ [0,+∞).
Z twierdzenia o odwzorowaniu spektralnym (tw. 5.10) wiemy, że σ(p(A)) =
= p(σ(A)). Ponieważ σ(A) ⊂ [m,M ] (patrz tw. 5.22), więc p(σ(A)) ⊂
⊂ [0,+∞).
Zbiór wszystkich funkcji dodatnich z przestrzeni P , czyli takich p, że
p(λ) > 0 dla wszystkich λ ∈ [m,M ], oznaczymy symbolem P+. Zatem
lemat 7.13 mówi, że jeżeli p ∈ P+, to p(A) jest operatorem dodatnim.
Definicja 7.2. Oznaczmy przez C1 zbiór wszystkich funkcji rzeczywistych f
określonych na przedziale [m,M ] takich, że istnieje ciąg (pn) funkcji z prze-
strzeni P+ mający następujące własności:
(a) 0 6 pn+1(λ) 6 pn(λ) dla n = 1, 2, . . . i λ ∈ [m,M ];
(b) lim
n→∞
pn(λ) = f(λ) dla λ ∈ [m,M ].
Jest oczywiste, że jeżeli f, g ∈ C1 i α > 0, to również f + g ∈ C1 oraz
αf ∈ C1. Ponadto jest jasne, że funkcje należące do zbioru C1 są ograniczone
na przedziale [m,M ]. Zbiór wszystkich rzeczywistych funkcji ograniczonych
na przedziale [m,M ], które dadzą się przedstawić w postaci różnicy f − g
funkcji f i g ze zbioru C1, oznaczymy symbolem C2. Jest to podprzestrzeń
liniowa przestrzeni wszystkich funkcji rzeczywistych, które są ograniczone
na przedziale [m,M ]. Zauważmy, że P ⊂ C2, bo dowolny wielomian p ∈ P
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można zapisać w postaci p = (p+α1)−α1, gdzie α jest taką liczbą dodatnią,
że p+ α1 > 0.
Przestrzeń C2 jest dużo większa, o czym mówi następujące twierdzenie:
Twierdzenie 7.14. Przestrzeń CR[m,M ] wszystkich rzeczywistych funkcji
ciągłych na przedziale [a, b] jest podprzestrzenią przestrzeni C2.
D o w ó d. Niech f ∈ CR[m,M ]. Wówczas f = f+−f−, gdzie f+ = max{f, 0}
i f− = −min{f, 0}. Ponieważ f+ > 0 i f− > 0 oraz funkcje te są również
ciągłe na przedziale [m,M ], więc możemy założyć, że f > 0. Na mocy
twierdzenia aproksymacyjnego Weierstrassa (patrz [27], wn. 7.29 z części

























< pn(λ) < f(λ) +
1
n
dla wszystkich λ ∈ [m,M ]. Jest oczywiste, że pn ∈ P+, pn+1 6 pn dla
n = 1, 2, . . . i lim
n→∞
pn(λ) = f(λ) dla λ ∈ [m,M ]. Zatem f ∈ C1.
Naszym celem jest rozszerzenie odwzorowania p 7→ p(A) z przestrzeni
P na przestrzeń C2, czyli chcemy zdefiniować operator samosprzężony f(A)
odpowiadający funkcji f ∈ C2. Ponadto chcemy to zrobić tak, aby zachować
algebraiczne i porządkowe własności tego przekształcenia.
Lemat 7.15. Jeżeli (pn) jest ciągiem wielomianów z P+ takim, że pn+1 6
6 pn dla n = 1, 2, . . . , to ciąg operatorów pn(A) dąży punktowo do operatora
dodatniego.
D o w ó d. Z lematu 7.13 wynika, że 0 6 pn+1(A) 6 pn(A) dla n = 1, 2, . . .
Zatem na mocy twierdzenia 7.12 (b) ciąg (pn(A)) jest zbieżny punktowo do










〈pn(A)x, x〉 > 0.
Lemat 7.16. Niech (pn) i (qn) będą ciągami w P+ takimi, że pn+1 6 pn
i qn+1 6 qn dla n = 1, 2, . . . i niech operatory B i C będą granicami punkto-





qn(λ) dla λ ∈ [m,M ], to B 6 C.
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D o w ó d. Ponieważ ciągi liczbowe (pn(λ)), (qn(λ)) są nierosnące i ograni-
czone z dołu, więc są one zbieżne dla λ ∈ [m,M ]. Niech k będzie ustaloną
liczbą naturalną. Wówczas dla λ ∈ [m,M ] mamy
(7.10) lim
n→∞





Niech rn = max{pn − qk, 0} dla n = 1, 2, . . . Z nierówności (7.10) wynika,
że lim
n→∞
rn(λ) = 0 dla każdego λ ∈ [m,M ]. Ponadto z monotoniczności
ciągu (pn) wynika, że rn+1 6 rn dla n = 1, 2, . . . Z twierdzenia Diniego
([22], tw. 7.13) (które mówi, że ciąg monotoniczny funkcji ciągłych zbieżny
punktowo na przedziale domkniętym do funkcji ciągłej jest na tym przedziale
jednostajnie zbieżny), otrzymujemy jednostajną zbieżność do zera ciągu (rn)
na przedziale [m,M ]. Zatem dla dowolnego ε > 0 istnieje wskaźnik n0 taki,
że 0 6 rn(λ) < ε dla każdego λ ∈ [m,M ] i wszystkich n > n0. Stąd
otrzymujemy pn(λ) − qk(λ) < ε dla wszystkich λ ∈ [m,M ] i n > n0. Na
mocy lematu 7.13 mamy pn(A) 6 qk(A) + εI dla wszystkich n > n0. Stąd











więc przechodząc w nierówności (7.11) do granicy, n → ∞, otrzymujemy
B 6 qk(A) + εI. Ponieważ k było dowolną liczbą naturalną, więc przecho-
dząc ponownie do granicy, k → ∞, otrzymujemy B 6 C + εI. Z dowolności
ε > 0 wynika, że B 6 C.
Definicja 7.3. Niech f ∈ C1 i niech (pn) będzie dowolnym ciągiem wielo-
mianów z P+, który ma następujące własności: pn+1 6 pn dla n = 1, 2, . . .
i lim
n→∞
pn(λ) = f(λ) dla λ ∈ [m,M ]. Na mocy lematu 7.15 ciąg (pn(A)) jest
punktowo zbieżny do operatora dodatniego, który oznaczymy przez f(A).
Z lematu 7.16 wynika, że ta definicja jest poprawna, a więc tak zde-
finiowany operator f(A) nie zależy od wyboru ciągu wielomianów (pn).
Istotnie, niech (qn) będzie innym ciągiem wielomianów dodatnich takim, że
qn+1 6 qn dla n = 1, 2 . . . i lim
n→∞
qn(λ) = f(λ) dla λ ∈ [m,M ]. Niech B
będzie punktową granicą ciągu operatorów (qn(A)). Z lematu 7.16 wynika,
że B 6 f(A) i f(A) 6 B. Stąd B = f(A).
Ponadto zauważmy, że jeżeli p ∈ P+, to operator p(A) określony powyżej
jest identyczny z operatorem zdefiniowanym za pomocą wzoru (7.9). Aby się
o tym przekonać, wystarczy w definicji 7.3 wziąć ciąg pn = p dla n = 1, 2, . . .
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Lemat 7.17. Odwzorowanie f 7→ f(A) ze zbioru C1 w zbiór operatorów
dodatnich ma następujące własności :
(a) (f + g)(A) = f(A) + g(A) dla f, g ∈ C1;
(b) (αf)(A) = αf(A) dla f ∈ C1, α > 0;
(c) (fg)(A) = f(A)g(A) dla f, g ∈ C1;
(d) jeżeli f, g ∈ C1 i f 6 g, to f(A) 6 g(A).
D o w ó d. Własności (a) i (b) są oczywiste, a własność (d) wynika z lematu
7.16. Aby udowodnić (c), wybierzmy ciągi (pn) i (qn) ze zbioru P+ speł-
niające warunki: pn+1 6 pn i qn+1 6 qn dla n = 1, 2, . . . oraz lim
n→∞
pn(λ) =
= f(λ) i lim
n→∞
qn(λ) = g(λ) dla λ ∈ [m,M ]. Mamy pm+1qn+1 6 pnqn oraz
lim
n→∞
(pnqn)(λ) = (fg)(λ) dla λ ∈ [m,M ]. Zatem operator (fg)(A) jest
granicą punktową ciągu operatorów ((pnqn)(A)). Ponieważ operatory f(A)
i pn(A) są samosprzężone, więc dla dowolnego x ∈ H mamy
〈(f(A)g(A))x, x〉 = 〈f(A)(g(A)x), x〉 = 〈g(A)x, f(A)x〉 =
= lim
n→∞









Z wniosku 4.2 otrzymujemy równość f(A)g(A) = (fg)(A).
Teraz rozszerzymy odwzorowanie f 7→ f(A) na przestrzeń C2.
Definicja 7.4. Niech f ∈ C2. Bierzemy g, h ∈ C1 takie, że f = g − h i defi-
niujemy operator f(A) za pomocą wzoru f(A) = g(A) − h(A). Oczywiście
f(A) jest operatorem samosprzężonym. Zauważmy, że jego definicja nie za-
leży od wyboru funkcji g i h. Istotnie, jeżeli f = g1 − h1, gdzie f1, g1 ∈ C1,
to g + h1 = h+ g1. Wówczas z lematu 7.17 mamy
g(A) + h1(A) = (g + h1)(A) = (h+ g1)(A) = h(A) + g1(A)
i w konsekwencji g(A)− h(A) = g1(A)− h1(A). Jest również oczywiste, że
jeżeli f ∈ C1, to definicje 7.3 i 7.4 operatora f(A) się pokrywają.
Twierdzenie 7.18. Odwzorowanie f 7→ f(A) z przestrzeni C2 w przestrzeń
Bsa(H) określone w definicji 7.4 ma następujące własności :
(a) jest liniowe;
(b) (fg)(A) = f(A)g(A) dla f, g ∈ C2;
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(c) jeżeli f, g ∈ C2 i f 6 g, to f(A) 6 g(A).
D o w ó d. Liniowość przekształcenia f 7→ f(A) wynika z części (a) i (b)
lematu 7.17. Część (c) wynika z własności relacji porządku w zbiorze opera-
torów dodatnich. Udowodnimy część (b) lematu. Niech f = s−t i g = u−v,
gdzie s, t, u, v ∈ C1. Wówczas su+ tv, sv+ tu ∈ C1 i fg = su+ tv− (sv+ tu).
Zatem (fg)(A) = (su+ tv)(A)− (sv + tu)(A) i mamy
f(A)g(A) = (s(A)− t(A))(u(A)− v(A)) =
= s(A)u(A) + t(A)v(A)− (s(A)v(A) + t(A)u(A)) =
= (su+ tv)(A)− (sv + tu)(A) = (fg)(A).
Uw a g i. 1. Odwzorowanie f 7→ f(A) jest nazywane rachunkiem funkcyj-
nym. Pozwala ono rozważać funkcje od operatora samosprzężonego A odpo-
wiadające ciągłym funkcjom rzeczywistym określonym na przedziale [m,M ].
Zauważmy, że można je rozszerzyć na funkcje ciągłe przyjmujące warto-
ści zespolone. Istotnie, jeżeli f = u + iv jest rozkładem funkcji f na części
rzeczywistą i urojoną, to ponieważ są one również funkcjami ciągłymi, ist-
nieją operatory u(A) i v(A). Możemy zatem zdefiniować operator f(A) za
pomocą wzoru f(A) = u(A) + iv(A). Oczywiście ten operator nie jest już
samosprzężony, ale ponieważ operatory u(A) i v(A) są przemienne, więc
f(A) jest operatorem normalnym (por. tw. 4.9).
2. Definicja operatora f(A) jest niekonstruktywna, dlatego trudno ją
wykorzystać do praktycznego wyznaczenia tego operatora. W następnym
podrozdziale przedstawimy reprezentację całkową operatora f(A), która jest
pod tym względem dużo wygodniejsza.
Definicja 7.5. Operator samosprzężony B jest pierwiastkiem kwadratowym
z operatora dodatniego A, jeżeli A = B2.
Ponieważ funkcja λ 7→
√
λ jest ciągła na przedziale [0,+∞), więc z twier-
dzenia 7.14 i definicji 7.4 wynika, że dla każdego operatora dodatniego
A istnieje dokładnie jeden dodatni pierwiastek kwadratowy. Będziemy go
oznaczać symbolem
√
A. Na zakończenie tego podrozdziału przedstawimy
bezpośredni dowód prawdziwości tego stwierdzenia.
Twierdzenie 7.19. Istnieje dokładnie jeden dodatni pierwiastek kwadra-
towy B z operatora dodatniego A. Ponadto jest on przemienny z każdym
operatorem przemiennym z operatorem A.
D o w ó d. Najpierw udowodnimy istnienie operatora o żądanych własno-
ściach. Z nierówności (7.6) wynika, że bez zmniejszenia ogólności rozważań
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możemy ograniczyć się do przypadku, gdy A 6 I. Tworzymy następujący
ciąg operatorów:






dla n = 0, 1, 2, . . .
Na mocy łatwej indukcji otrzymujemy, że operatory Bn są samosprzężone
dla dowolnego n i przemienne z dowolnym operatorem, który jest prze-












((I −Bn−1) + (I −Bn)) (Bn −Bn−1) .(7.14)
Z (7.13) wynika, że Bn 6 I dla dowolnego n. Natomiast z (7.12) i (7.14),
poprzez indukcję, wynika, że Bn+1 − Bn > 0. Zatem Bn 6 Bn+1 dla n =
= 0, 1, 2, . . . Stąd i z (7.12) wynika, że operatory Bn są dodatnie. Ciąg (Bn)
jest niemalejącym ciągiem operatorów dodatnich, który jest ograniczony
z góry. Na mocy twierdzenia 7.12 (a) jest on zbieżny do pewnego operatora
samosprzężonego B. Operator B jest oczywiście dodatni. Po przejściu do
granicy w równości (7.12) otrzymujemy







skąd wynika, że B2 = A. Ponieważ każdy z operatorów Bn jest przemienny
z dowolnym operatorem przemiennym z A, więc taką samą własność ma
operator B.
Teraz wykażemy, że dodatni pierwiastek kwadratowy z operatora dodat-
niego jest wyznaczony jednoznacznie. Niech C będzie operatorem dodatnim,
który spełnia równość C2 = A. Wówczas CA = CC2 = C2C = AC, a za-
tem BC = CB. Wybierzmy dowolny wektor x ∈ H i niech y = (B − C)x.
Wówczas
〈By, y〉+ 〈Cy, y〉 = 〈(B + C)y, y〉 = 〈(B + C)(B − C)x, y〉 =
= 〈(B2 − C2)x, y〉 = 0.
Ponieważ B i C są operatorami dodatnimi, więc stąd wynika, że 〈By, y〉 =
= 〈Cy, y〉 = 0. Z pierwszej części dowodu wynika, że B = D2 dla pewnego
operatora dodatniego D. Zatem
‖Dy‖2 = 〈Dy,Dy〉 = 〈D2y, y〉 = 〈By, y〉 = 0.
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Stąd Dy = 0 i w konsekwencji By = D(Dy) = 0. Analogicznie Cy = 0.
Mamy więc
‖Bx− Cx‖2 = 〈(B − C)2x, x〉 = 〈(B − C)y, x〉 = 0,
co oznacza, że Bx = Cx dla dowolnego x ∈ H, czyli B = C.
Wniosek 7.20. Iloczyn dwóch przemiennych operatorów dodatnich jest rów-
nież operatorem dodatnim.
D o w ó d. Niech A i B będą takimi operatorami dodatnimi, że AB = BA.
Wówczas operator A jest również przemienny z operatorem
√
B. Zatem dla
dowolnego wektora x ∈ H mamy













Wniosek 7.21. Jeżeli A i B są operatorami samosprzężonymi przemien-
nymi z operatorem dodatnim C i A > B, to również AC > BC.
7.6. Twierdzenie spektralne dla operatora samosprzężonego
Naszym celem w tym podrozdziale jest wykazanie twierdzenia spektral-
nego dla operatorów samosprzężonych na nieskończenie wymiarowej prze-
strzeni Hilberta. Dowód będzie polegał na zbudowaniu pewnej funkcji zwa-
nej rozkładem identyczności generowanym przez operator samosprzężony,
a następnie za jej pomocą — na znalezieniu reprezentacji całkowej dla da-
nego operatora.
Niech, jak poprzednio, A będzie ustalonym samosprzężonym operatorem
na przestrzeni Hilberta H. Niech m = inf{〈Ax, x〉 : ‖x‖ = 1} oraz M =
= sup{〈Ax, x〉 : ‖x‖ = 1}. Wówczas mI 6 A 6 MI. Aby nie rozważać
trywialnego przypadku, będziemy zakładać, że m < M .
Najpierw zbudujemy pewną rodzinę rzutów odpowiadającą operatorowi
A. Dowolnej liczbie rzeczywistej µ przyporządkujemy funkcję rzeczywistą
eµ określoną w następujący sposób: jeżeli m 6 µ < M , to definiujemy
eµ(λ) =
{
1, gdy m 6 λ 6 µ,
0, gdy µ < λ 6M ;
jeżeli natomiast µ < m, to eµ = 0, a dla µ >M definiujemy eµ = 1.
Lemat 7.22. Funkcja eµ należy do zbioru C1 dla dowolnej liczby rzeczywi-
stej µ.
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D o w ó d. Niech µ będzie liczbą rzeczywistą. Jeżeli µ < m lub µ > M , to
funcja eµ jest stała, a więc należy do C1.
Niech m 6 µ < M i niech N będzie najmniejszą liczbą naturalną, dla





1, gdy m 6 λ 6 µ,
−nλ+ nµ+ 1, gdy µ < λ < µ+ 1n ,
0, gdy s+ 1n 6 λ 6M.
Wprost z tej definicji wynika, że fn jest funkcją ciągłą na przedziale [m,M ]
oraz że lim
n→∞
fn(λ) = eµ(λ) dla λ ∈ [m,M ]. Ponadto 0 6 fn+1 6 fn dla n =
= N,N+1, . . . Z twierdzenia aproksymacyjnego Weierstrassa otrzymujemy




< pn(λ) < fn(λ) +
1
2n
dla każdego λ ∈ [m,M ] i wszystkich n = N,N + 1, . . . Jest oczywiste,
że pn ∈ P+, pn+1 6 pn dla n = N,N + 1, . . . i lim
n→∞
pn(λ) = eµ(λ) dla
λ ∈ [m,M ]. To oznacza, że eµ ∈ C1.
Na mocy definicji 7.3 każdej funkcji eµ odpowiada jednoznacznie wyzna-
czony operator dodatni eµ(A) = Eµ, który jest punktową granicą ciągu wie-
lomianów od operatora A. Ponadto, ponieważ e2µ(λ) = eµ(λ) dla λ ∈ [m,M ],
więc z twierdzenia 7.18 wynika, że E2µ = Eµ. Ponieważ operator Eµ jest sa-
mosprzężony, więc jest on rzutem ortogonalnym (patrz tw. 4.12). Własności
operatorów rzutowania Eµ są zawarte w następującym twierdzeniu:
Twierdzenie 7.23. Dla dowolnego operatora samosprzężonego A istnieje
rodzina rzutów ortogonalnych (Eµ) zależna od parametru µ ∈ R, spełniająca
następujące warunki :
(a) dowolny operator C przemienny z operatorem A jest również przemienny
z każdym z operatorów Eµ, µ ∈ R;
(b) jeżeli µ 6 ν, to Eµ 6 Eν lub, co jest równoważne, EµEν = Eµ;
(c) funkcja µ 7→ Eµ jest prawostronnie ciągła w sensie punktowej zbieżności
operatorów, tzn. lim
ε→0+
Eµ+εx = Eµx dla dowolnego x ∈ H;
(d) Eµ = 0 dla µ < m i Eµ = I dla µ >M , gdzie m = inf{〈Ax, x〉 : ‖x‖ =
= 1} oraz M = sup{〈Ax, x〉 : ‖x‖ = 1}.
Definicja 7.6. Rodzina rzutów (Eµ) nazywa się rozkładem identyczności
generowanym przez operator A lub rozkładem spektralnym operatora A.
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D o w ó d t w i e r d z e n i a 7.23. Część (a) wynika z tego, że operator Eµ
jest punktową granicą ciągu wielomianów od operatora A.
Aby wykazać część (b), zauważmy, że jeżeli µ 6 ν, to eµ(λ) 6 eν(λ) dla
dowolnego λ ∈ [m,M ] i lematu 7.17 (d) otrzymujemy, że Eµ 6 Eν . Ponadto
z nierówności µ 6 ν wynika, że eµ(λ)eν(λ) = eµ(λ), więc EµEν = Eµ, czyli
Eµ jest częścią rzutu Eν (por. lemat 7.4).
Ponieważ eµ = 0 dla µ < m, więc Eµ = 0 dla takich µ na mocy lematu
7.17 (a). Analogicznie, z tego, że eµ = 1 dla µ > M , z lematu 7.17 (c)
otrzymujemy równość Eµ = I dla µ >M .
Pozostaje do wykazania część (c), czyli prawostronna ciągłość funkcji
λ 7→ Eλ. Ustalmy punkt µ i skonstruujmy taki ciąg wielomianów (pn) ze
zbioru P+, że pn+1(λ) 6 pn(λ), eµ+1/n(λ) 6 pn(λ) dla λ ∈ [m,M ] i dużych
n oraz lim
n→∞
pn(λ) = eµ(λ). Taki ciąg (pn) można skonstruować, odpowied-
nio modyfikując rozumowanie przeprowadzone w lemacie 7.22. Wówczas
pn(A) > Eµ+1/n > Eµ. Ponieważ pn(A)x → Eµx, stąd Eµ+1/nx → Eµx.
Z monotoniczności funkcji λ 7→ Eλ wynika, że lim
ε→0+
Eµ+εx = Eµx, co kończy
dowód własności (c).
Uw a g a. Rozważania dotyczące konstrukcji rozkładu identyczności (Eλ)
operatora samosprzężonego A były prowadzone przy założeniu, że m < M .
Zauważmy, że jeżeli m =M , to A = mI i rozkład spektralny tego operatora
jest trywialny, tzn. Eλ = 0 dla λ < m oraz Eλ = I dla λ > m.
Aby objaśnić, w jaki sposób operator samosprzężony można aproksymo-
wać za pomocą kombinacji liniowych operatorów rzutowania Eλ, potrzebu-
jemy pojęcia całki Riemanna-Stieltjesa z funkcji skalarnej względem funkcji
przyjmującej wartości wektorowe. Definicja takiej całki jest analogiczna do
definicji całki Riemanna-Stieltjesa rozważanej w analizie matematycznej.
Definicja 7.7. Niech [a, b] będzie przedziałem na prostej i niech X będzie
przestrzenią Banacha. Niech f : [a, b] → R i Φ : [a, b] → X . Mówimy, że
funkcja f jest całkowalna względem funkcji Φ na przedziale [a, b], jeżeli ist-
nieje wektor S ∈ X taki, że dla dowolnego ε > 0 istnieje δ > 0 takie, że
dla dowolnego podziału Π : a = t0 < t1 < . . . < tn = b przedziału [a, b],
dla którego maxi(ti− ti−1) < δ i dowolnego wyboru punktów pośrednich si,







Wówczas wektor S o powyższej własności jest wyznaczony jednoznacznie
i nosi nazwę całki Riemanna-Stieltjesa z funkcji f względem funkcji Φ. Bę-





Uw a g i. 1. W definicji całki Riemanna-Stieltjesa funkcja f może przyj-
mować wartości zespolone, jak również przestrzeń Banacha X może być
przestrzenią nad ciałem liczb zespolonych.
2. Jeżeli funkcje f i Φ są określone na całej prostej i funkcja f jest
całkowalna względem funkcji Φ na dowolnym skończonym przedziale, to
niewłaściwą całkę Riemanna-Stieltjesa definiujemy za pomocą równości
+∞∫
−∞






pod warunkiem, że ta granica istnieje.
Twierdzenie 7.24 (twierdzenie spektralne dla operatora samosprzę-
żonego). Niech A będzie operatorem samosprzężonym na przestrzeni Hil-
berta H i niech (Eλ) będzie jego rozkładem spektralnym. Niech η > 0 będzie
dowolne. Wówczas funkcja λ 7→ λ jest całkowalna względem funkcji λ 7→ Eλ





gdzie m = inf{〈Ax, x〉 : ‖x‖ = 1} oraz M = sup{〈Ax, x〉 : ‖x‖ = 1}.
D o w ó d. Zauważmy, że dla dowolnych liczb rzeczywistych µ < ν mamy
eν(λ)− eµ(λ) =
{
1 dla λ ∈ (µ, ν] ∩ [m,M ],
0 dla λ ∈ [m,M ] \ (µ, ν].
Zatem dla dowolnego λ ∈ [m,M ] mamy
µ(eν(λ)− eµ(λ)) 6 λ(eν(λ)− eµ(λ)) 6 ν(eν(λ)− eµ(λ)).
Stąd otrzymujemy
(7.16) µ(Eν − Eµ) 6 A(Eν − Eµ) 6 ν(Eν − Eµ).
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Wybierzmy dowolne ε > 0. Niech Π : m − η = λ0 < λ1 < . . . < λn = M
będzie dowolnym podziałem przedziału [m−η,M ]. Wówczas na mocy (7.16)
mamy
λi−1(Eλi − Eλi−1) 6 A(Eλi − Eλi−1) 6 λi(Eλi − Eλi−1)




(Eλi − Eλi−1) = I, otrzymujemy
n∑
i=1




Stąd dla dowolnych liczb λi−1 6 νi 6 λi, i = 1, 2, . . . , n, otrzymujemy
n∑
i=1
(λi−1 − νi)(Eλi − Eλi−1) 6 A−
n∑
i=1




(λi − νi)(Eλi − Eλi−1).









































2. Ponieważ zbieżność ciągu operatorów (An) według normy operato-
rowej do operatora A implikuje zbieżność punktową, a także zbieżność
〈Anx, y〉 → 〈Ax, y〉, więc z twierdzenia 7.24 wynika, że dla dowolnego ope-










gdzie po prawych stronach występują odpowiednie całki Riemanna-Stieltjesa.






uzyskanego we wniosku 7.8 dla zwartego operatora normalnego, a więc
w szczególności dla zwartego operatora samosprzężonego. Istotnie, szereg
ten może być przedstawiony w postaci całki Riemanna-Stieltjesa typu (7.18),











〈x, ek〉ek dla λ > 0.
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Wówczas Eλ, jako funkcja zmiennej λ, jest stała pomiędzy kolejnymi war-
tościami własnymi operatora A, jest równa zeru, gdy λ jest mniejsze od
wszystkich wartości własnych i jest równa I, gdy λ jest większe od każdej
wartości własnej tego operatora. Skok funkcji Eλ, gdy λ przechodzi przez










4. Twierdzenie spektralne jest również prawdziwe dla operatorów nor-
malnych oraz dla operatorów unitarnych. Zainteresowany Czytelnik może
znaleźć te twierdzenia w wielu książkach poświęconych teorii spektralnej,
np. w [1], [3], [8] Part II, [15], [19], [21], [24].
Naszym następnym celem jest zbudowanie reprezentacji całkowej dla
rachunku funkcyjnego.
W dalszym ciągu zakładamy, że A jest operatorem samosprzężonym, Eλ
jest jego rozkładem spektralnym oraz m = inf{〈Ax, x〉 : ‖x‖ = 1} i M =
= sup{〈Ax, x〉 : ‖x‖ = 1}.
Lemat 7.25. Dla dowolnej liczby całkowitej nieujemnej k funkcja λ 7→ λk






D o w ó d. Dla k = 0 równość (7.19) jest oczywista, a dla k = 1 pokrywa
się ona z równością (7.15). Załóżmy więc, że k > 1. Niech Π : m − η =
= λ0 < λ1 < . . . < λn = M będzie dowolnym podziałem przedziału [m −
−η,M ]. Ponadto niech liczby λi−1 6 νi 6 λi, i = 1, 2, . . . , n, będą dowolne.






= 0 dla i 6= j.





































































































































gdzie C jest stałą dodatnią, która zależy tylko od operatora A i liczby k.
Biorąc dowolne ε > 0 i podział Π taki, że δ = maxi(λi − λi−1) < C−1ε,









co oznacza, że funkcja λ 7→ λk jest całkowalna i zachodzi wzór (7.19).
Z liniowości całki Riemanna-Stieltjesa ze względu na funkcję, którą cał-
kujemy, otrzymujemy następujący wniosek:
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Wniosek 7.26. Jeżeli p(λ) = αnλn + αn−1λn−1 + . . . + α1λ + α0 jest do-
wolnym wielomianem o współczynnikach rzeczywistych, to funkcja λ 7→ p(λ)






Twierdzenie 7.27 (całkowa reprezentacja rachunku funkcyjnego).
Niech f będzie ciągłą funkcją rzeczywistą na przedziale [m,M ] i niech η > 0
będzie dowolne. Rozszerzamy funkcję f na przedział [m−η,M ], przyjmując,
że f(λ) = f(m) dla λ ∈ [m − η,m). Wówczas funkcja f jest całkowalna
na przedziale [m − η,M ] względem funkcji λ 7→ Eλ rozkładu spektralnego





D o w ó d. Bierzemy dowolne ε > 0. Na mocy twierdzenia aproksymacyjnego




ε 6 f(λ)− p(λ) 6 1
3
ε.
W szczególności nierówności te zachodzą na przedziale [m,M ]. Stąd na mo-
cy twierdzenia 7.18 (c) otrzymujemy
−1
3




‖f(A)− p(A)‖ 6 1
3
ε.
Niech Π : m − η = λ0 < λ1 < . . . < λn = M będzie dowolnym
podziałem przedziału [m − η,M ]. Ponadto niech liczby λi−1 6 νi 6 λi,







p(νi)(Eλi − Eλi−1). Wówczas
Sf − Sp =
n∑
i=1
(f(νi)− p(νi))(Eλi − Eλi−1).
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Z nierówności (7.23) otrzymujemy
−1
3









Z wniosku 7.26 wynika, że możemy wybrać tak drobny podział Π prze-






‖f(A)− Sf‖ 6 ‖f(A)− p(A)‖+ ‖p(A)− Sp‖+ ‖Sp − Sf‖ 6 ε.
Zatem funkcja f jest całkowalna względem rozkładu spektralnego operatora





Uw a g i. 1. Ponieważ Eλ = 0 dla λ < m i Eλ = I dla λ > M , więc wzór





2. Nie jest istotny sposób, w jaki rozszerzamy funkcję f do funkcji ciągłej
na przedziale [m−η,M ]. Wartość całki we wzorze (7.22) nie ulegnie zmianie
przy dowolnym innym takim rozszerzeniu. Zamiast rozszerzania funkcji f na
przedział [m−η,M ] można by postąpić inaczej. Mianowicie gdybyśmy przy-
jęli, że Em = 0, to wtedy we wzorze (7.22) wystarczyłaby całka w granicach
od m do M . Jednakże tak zmodyfikowany rozkład spektralny operatora A
nie byłby prawostronnie ciągły w punkcie m.
3. Ponieważ zbieżność ciągu operatorów (An) według normy operato-
rowej do operatora A implikuje zbieżność punktową, a także zbieżność
〈Anx, y〉 → 〈Ax, y〉, więc z twierdzenia 7.27 wynika, że dla dowolnego
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operatora samosprzężonego A, dowolnej funkcji ciągłej f na widmie tego









gdzie po prawych stronach występują odpowiednie całki Riemanna-Stieltjesa.
4. Rozważając rozkład funkcji zespolonej na części rzeczywistą i urojo-
ną, można łatwo sprawdzić, że wniosek 7.26 i twierdzenie 7.27 są prawdziwe
również dla wielomianów p o współczynnikach zespolonych i ciągłych funkcji
zespolonych f . Wówczas operatory p(A) i f(A) nie są na ogół samosprzę-
żone. Są one operatorami normalnymi.
Na zakończenie wyjaśnimy problem jednoznaczności rozkładu spektral-
nego operatora samosprzężonego. Mianowicie prawdziwe jest następujące
twierdzenie:
Twierdzenie 7.28. Rozkład spektralny (Eλ) operatora samosprzężonego A
jest wyznaczony jednoznacznie.
D o w ó d. Jeżeli rodzina (Eλ) jest rozkładem spektralnym operatora A, to
dla niej prawdziwe jest twierdzenie 7.27 i w konsekwencji dla dowolnej funk-
cji ciągłej f na przedziale [m,M ] zachodzi wzór (7.24). W szczególności dla
dowolnego wektora x ∈ H zachodzi równość




Lewa strona tego wzoru jest zdefiniowana niezależnie od funkcji rozkładu
Eλ i dla dowolnego (ustalonego) wektora x ∈ H jest ona funkcjonałem
liniowym i ograniczonym na przestrzeni CR[m,M ]. Wzór (7.25) jest więc
całkową reprezentacją tego funkcjonału (patrz twierdzenie D.6 w dodatku).
Z twierdzenia 7.23 (b), (c) i (d) wynika, że funkcja λ 7→ 〈Eλx, x〉 jest nie-
malejąca, prawostronnie ciągła i dla λ < m jest równa 0. Stąd na podstawie
twierdzenia D.9 jest ona wyznaczona jednoznacznie.
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Ćwiczenia
1. Niech A będzie operatorem samosprzężonym na przestrzeni Hilberta H. Udo-
wodnić, że jeżeli 〈Ax, x〉 6= 0 dla x 6= 0 i 〈Ax, x〉 > 0 przynajmniej dla jednego
x ∈ H, to operator A jest dodatni.
2. Wykazać, że jeżeli A 6= 0 jest operatorem zwartym samosprzężonym, to A
jest dodatni wtedy i tylko wtedy, gdy wszystkie różne od zera wartości własne
operatora A są dodatnie.
3. Wykazać, że jeżeli A jest operatorem zwartym samosprzężonym dodatnim, to
‖A‖ = 〈Ae, e〉 = λ, gdzie λ jest największą wartością własną operatora A, a e
odpowiadającym jej wektorem własnym o normie 1.
4. Niech m 6 µ < M i niech p(λ) = 1 + (M − m)−1(µ − λ) dla λ ∈ [m,M ].
Niech (pn) będzie ciągiem wielomianów zdefiniowanym indukcyjnie w następujący
sposób: p1 = p i pn+1 = pn(1 − 14 (pn − 1)2) dla n = 1, 2, . . . Udowodnić, że
0 6 pn+1 6 pn dla n = 1, 2, . . . i lim
n→∞
pn(λ) = eµ(λ), gdzie eµ jest funkcją
z lematu 7.22.
Uwa g a. W kolejnych ćwiczeniach zakładamy, że A jest operatorem samosprzę-
żonym, Eλ jest jego rozkładem spektralnym i m = inf{〈Ax, x〉 : ‖x‖ = 1} oraz
M = sup{〈Ax, x〉 : ‖x‖ = 1}.
5. Niech A będzie operatorem samosprzężonym i niech f ∈ CR[m,M ]). Wykazać,
że jeżeli f = lim
n→∞
pn, pn ∈ P dla n = 1, 2, . . . , to f(A) = lim
n→∞
pn(A) oraz dowolny
operator B przemienny z operatorem A jest również przemienny z operatorem
f(A).
6. Udowodnić, że dla operatora samosprzężonego A i funkcji f ∈ CR[m,M ]) za-
chodzi równość
σ(f(A)) = f(σ(A)).
7. Niech λ będzie liczbą rzeczywistą i załóżmy, że istnieje δ > 0 takie, że Eµ = Eν
dla λ − δ 6 µ 6 ν 6 λ + δ. Udowodnić, że λ ∈ ̺(A). Ponadto wykazać, że dla






8. Wykazać, że jeżeli liczba rzeczywista λ należy do zbioru rezolwenty ̺(A) ope-
ratora A, to istnieje δ > 0 takie, że Eµ = Eν dla λ− δ 6 µ 6 ν 6 λ+ δ.
9. Wykazać, że liczba rzeczywista λ jest wartością własną operatora A wtedy
i tylko wtedy, gdy Eλ 6= Eλ−, i wówczas ker(A− λI) = im(Eλ − Eλ−).
Dodatek
Przestrzeń sprzężona z przestrzenią C[a, b]
W tym dodatkowym rozdziale naszym celem jest opisanie przestrzeni
sprzężonej z przestrzenią C[a, b] funkcji ciągłych określonych na przedziale
[a, b].
Definicja D.1. Niech ϕ będzie funkcją o wartościach rzeczywistych lub
zespolonych określoną na przedziale [a, b]. Dla podziału Π : a = x0 < x1 <





Jeżeli zbiór tych sum jest ograniczony z góry przyΠ przebiegającym rodzinę
wszystkich podziałów przedziału [a, b], to mówimy, że ϕ jest funkcją o wa-






nazywamy wahaniem funkcji (lub wariacją funkcji) ϕ i oznaczamy symbo-
lem var(ϕ; a, b) lub krótko var(ϕ), jeżeli wiadomo, o jaki przedział chodzi.
Zauważmy, że przy zagęszczaniu podziałów sumy (D.1) nie maleją.
Następujące fakty zawierają elementarne informacje o funkcjach o wa-
haniu ograniczonym. Są one oczywiste lub łatwe do udowodnienia, dlatego
ich dowody pozostawiamy jako ćwiczenia dla Czytelnika.
— Funkcja ϕ : [a, b] → C jest funkcją o wahaniu ograniczonym wtedy i tyl-
ko wtedy, gdy funkcje Reϕ i Imϕ mają tę własność.
— Funkcja monotoniczna ma wahanie ograniczone.
— Funkcja spełniająca warunek Lipschitza jest funkcją o wahaniu ograni-
czonym.








, gdy 0 < x 6 2,
0, gdy x = 0
jest funkcją ciągłą, której wahanie jest nieograniczone.
— Suma i iloczyn funkcji o wahaniu ograniczonym są funkcjami o tej sa-
mej własności. W szczególności zbiór funkcji o wahaniu ograniczonym
(na przedziale [a, b]) jest przestrzenią liniową. Przestrzeń tę będziemy
oznaczać symbolem BV [a, b].
Z przytoczonych własności funkcji o wahaniu ograniczonym wynika, że
różnica funkcji monotonicznych ma wahanie ograniczone. Prawdziwe jest
również twierdzenie odwrotne, tzn. funkcja rzeczywista o wahaniu ograni-
czonym jest różnicą dwóch funkcji rosnących (patrz [16]). Stąd wynika, że
ma ona granice jednostronne w każdym punkcie przedziału, na którym jest
określona (patrz [27], tw. 4.17 z części I). Wykażemy ten fakt bezpośrednio.
Twierdzenie D.1. Funkcja o wahaniu ograniczonym na przedziale [a, b]
ma granicę lewostronną dla każdego a < x 6 b i granicę prawostronną dla
dowolnego a 6 x < b. Innymi słowy, funkcja o wahaniu ograniczonym może
mieć tylko nieciągłości pierwszego rodzaju.
D o w ó d. Niech ϕ będzie funkcją na przedziale [a, b], która nie ma granicy
lewostronnej w punkcie x ∈ (a, b]. Pokażemy, że ϕ nie ma ograniczonego
wahania na przedziale [a, b].
Ponieważ ϕ jest nieciągła lewostronnie w punkcie x, więc istnieje ε > 0
takie, że dla dowolnego δ > 0 istnieją punkty t i s w przedziale [a, b] takie,
że x− δ < t < s < x oraz |ϕ(s)− ϕ(t)| > ε.
W przeciwnym wypadku dla dowolnego ciągu (tn) punktów z przedziału
[a, x) zbieżnego do x ciąg (ϕ(tn)) byłby ciągiem Cauchy’ego, a więc byłby
zbieżny i jego granica byłaby taka sama dla wszystkich ciągów o tej wła-
sności. Zatem istniałaby granica lewostronna funkcji ϕ w punkcie x.
Wybieramy indukcyjnie ciągi (tn) i (sn) w taki sposób, że a < t1 < s1 <
< t2 < s2 < . . . < tn < sn < . . . < x oraz |ϕ(sn)−ϕ(tn)| > ε dla dowolnego
n. Definiujemy następujący podział przedziału [a, b]:







|ϕ(sj)− ϕ(tj)| > nε.
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Stąd wynika, że wahanie funkcji ϕ jest nieograniczone. Dowód w przypadku
granicy prawostronnej jest analogiczny.
Wniosek D.2. Funkcja o wahaniu ograniczonym ma co najwyżej przeli-
czalnie wiele punktów nieciągłości.
D o w ó d. Na mocy poprzedniego twierdzenia funkcja ϕ jest nieciągła w punk-
cie x ∈ [a, b] wtedy i tylko wtedy, gdy ϕ(x) 6= ϕ(x−) lub ϕ(x) 6= ϕ(x+).
Weźmy dowolne punkty x1, x2, . . . , xn z przedziału (a, b). Niech a < x1 <
< x2 < . . . < xn < b. Dla dowolnego ε > 0 tak wybieramy punkty tj i sj
(j = 1, 2, . . . , n), aby a < t1 < x1 < s1 < t2 < x2 < s2 < . . . < tn <
< xn < sn < b oraz aby |ϕ(tj) − ϕ(xj−)| <
1
2n
























|ϕ(sj)− ϕ(xj+)| 6 var(ϕ; a, b) + ε.






|ϕ(xj)− ϕ(xj+)| 6 var(ϕ; a, b).
Z tej nierówności wynika, że dla dowolnego ε > 0 istnieje co najwyżej skoń-
czenie wiele punktów x ∈ [a, b], dla których
|ϕ(x)− ϕ(x−)|+ |ϕ(x)− ϕ(x+)| > ε.
Stąd z kolei wnioskujemy, że zbiór punktów nieciągłości funkcji ϕ jest co
najwyżej przeliczalny.
Łatwo zauważyć, że wahanie funkcji ma na przestrzeni BV [a, b] nastę-
pujące własności:
(a) var(ϕ; a, b) = 0 wtedy i tylko wtedy, gdy ϕ = const;
(b) var(λϕ; a, b) = |λ| var(ϕ; a, b) (λ ∈ C);
(c) var(ϕ+ ψ; a, b) 6 var(ϕ; a, b) + var(ψ; a, b).
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Zatem funkcjonał ‖ · ‖υ zdefiniowany wzorem
(D.2) ‖ϕ‖υ = |ϕ(a)|+ var(ϕ; a, b)
jest normą na przestrzeni BV [a, b].
Twierdzenie D.3. Przestrzeń funkcji o wahaniu ograniczonym BV [a, b]
z normą daną wzorem (D.2) jest przestrzenią Banacha.
D o w ó d. Niech (ϕn) będzie ciągiem Cauchy’ego w przestrzeni BV [a, b].
Ponieważ |ϕ(x)− ϕ(a)| 6 var(ϕ; a, b) dla każdego x ∈ [a, b], więc




|ϕ(x)| 6 |ϕ(a)|+ var(ϕ; a, b) = ‖ϕ‖υ.
Stąd wynika, że ciąg (ϕn) jest zbieżny jednostajnie na przedziale [a, b] do
pewnej funkcji ϕ (patrz [27], tw. 7.1 z części II). W istocie w dalszym ciągu
wykorzystamy jedynie zbieżność punktową ciągu (ϕn).
Aby zakończyć dowód, wystarczy pokazać, że var(ϕ; a, b) jest skończone
i var(ϕn − ϕ; a, b) → 0, gdy n→ ∞.
Niech będzie dane ε > 0. Wybierzmy n0 tak, aby var(ϕn −ϕm; a, b) < ε




|ϕn(xj)− ϕm(xj)− ϕn(xj−1) + ϕm(xj−1)| < ε.
Przechodząc w tej nierówności do granicy, m→ ∞, otrzymujemy
k∑
j=1
|ϕn(xj)− ϕ(xj)− ϕn(xj−1) + ϕ(xj−1)| 6 ε
dla dowolnego n > n0. Ponieważ podział Π był dowolny, więc stąd wynika,
że
var(ϕn − ϕ; a, b) 6 ε dla n > n0.
Zatem var(ϕn − ϕ; a, b) → 0. Ponieważ ϕ = ϕn − (ϕn − ϕ), więc wahanie
funkcji ϕ jest ograniczone.
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Definicja D.2. Niech f i α będą dwiema funkcjami rzeczywistymi lub
zespolonymi określonymi na przedziale [a, b]. NiechΠ : a = x0 < x1 < . . . <
< xk = b będzie podziałem przedziału [a, b]. Średnicą podziału Π nazywamy
liczbę µ(Π) = max{xj − xj−1 : j = 1, 2, . . . , k}. Wybieramy liczby ξj tak,
aby xj−1 6 ξj 6 xj dla j = 1, 2, . . . , k i tworzymy sumę




Suma (D.3) nazywa się sumą Stieltjesa. Mówimy, że sumy S(f, α;Π)
dążą do liczby A, gdy µ(Π) → 0, jeżeli dla dowolnego ε > 0 istnieje δ > 0
takie, że dla dowolnego podziału Π przedziału [a, b], dla którego µ(Π) < δ
i dowolnego wyboru punktów ξj , xj−1 6 ξj 6 xj , zachodzi nierówność




S(f, α;Π) = A.
Żeby uprościć oznaczenie, nie zaznaczyliśmy, że suma Stieltjesa (D.3)
zależy również od punktów pośrednich ξj . Nie będzie to prowadzić do nie-
porozumień, jeżeli będziemy pamiętać, że równość (D.5) oznacza, że nie-
równość (D.4) zachodzi dla dowolnego podziału Π i dla dowolnego wyboru
punktów pośrednich ξj , o ile tylko µ(Π) < δ.
Definicja D.3. Mówimy, że funkcja f jest całkowalna (w sensie Stieltjesa)
względem funkcji α, jeżeli istnieje granica sum Stieltjesa w sensie definicji







i nazywamy całką Riemanna-Stieltjesa funkcji f względem funkcji α.
Uw a g a. W przypadku, gdy α jest funkcją monotoniczną, można również
zdefiniować całkę Riemanna-Stieltjesa w analogiczny sposób jak definiowa-
liśmy całkę Riemanna w [27], część I, tzn. za pomocą całek dolnej i górnej
Darboux. W książce Rudina (patrz [22], tw. 6.14) jest udowodnione twier-
dzenie, które wyjaśnia związek pomiędzy tymi dwiema definicjami całki.
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Jeżeli α(x) = x, to całka Riemanna-Stieltjesa jest równa całce Riemanna.
Zatem całka Riemanna-Stieltjesa jest uogólnieniem całki Riemanna.
Dla całki Riemanna-Stieltjesa zachodzą następujące równości:
b∫
a









f d(λ1α1 + λ2α2) = λ1
b∫
a




gdzie λ1, λ2 są dowolnymi liczbami. Przy czym, jeżeli istnieją całki po stro-
nie prawej tych wzorów, to istnieją również całki po stronie lewej (i zachodzi









f dα dla a < c < b,
gdzie istnienie całki po stronie lewej zapewnia istnienie całek po stronie
prawej (ale nie na odwrót!).
Dowody tych równości pozostawiamy jako ćwiczenie dla Czytelnika.
Wygodnie jest posługiwać się ciągową wersją definicji granicy sum Stiel-
tjesa. Aby ją sformułować, wprowadzamy następujące pojęcie:
Ciąg podziałów (Πn) przedziału [a, b] nazywamy normalnym ciągiem
podziałów , jeżeli µ(Πn) → 0, gdy n→ ∞.
Lemat D.4. Niech f i α będą dwiema funkcjami rzeczywistymi lub zespo-
lonymi określonymi na przedziale [a, b]. Wówczas funkcja f jest całkowalna
względem funkcji α wtedy i tylko wtedy, gdy dla dowolnego normalnego cią-
gu podziałów (Πn) przedziału [a, b] i dowolnego wyboru punktów pośrednich








Dowód lematu jest analogiczny do dowodu tego, że definicje granicy
funkcji w punkcie w sensie Cauchy’ego i w sensie Heinego są równoważne.
Dlatego pozostawimy go jako łatwe ćwiczenie dla Czytelnika.
Uw a g a. Jeżeli dla dowolnego normalnego ciągu podziałów (Πn) i dowol-
nego wyboru punktów pośrednich ξ(n)j ciąg sum Stieltjesa (S(f, α;Πn)) jest
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zbieżny, to granica tego ciągu nie zależy od wyboru ciągu normalnego po-
działów ani od wyboru punktów ξ(n)j . Jeżeli bowiem limn→∞
S(f, α;Πn) = A
(przy ustalonych punktach pośrednich ξ(n)j ) i limn→∞
S(f, α;Π ′n) = A
′ (przy
ustalonych punktach pośrednich ξ
′(n)




2, . . . , Πn,
Π ′n, . . . jest również ciągiem normalnym podziałów, a więc ciąg
S(f, α;Π1), S(f, α,Π
′
1), S(f, α;Π2), S(f, α,Π
′
2), . . . ,
. . . , S(f, α;Πn), S(f, α,Π
′
n), . . .
jest zbieżny. Oznaczmy jego granicę przez A′′. Ponieważ ciągi (S(f, α;Πn))
i (S(f, α,Π ′n)) są podciągami tego ciągu, więc mamy A = A
′ = A′′.
Podstawą naszych dalszych rozważań jest następujące twierdzenie:
Twierdzenie D.5. Jeżeli f jest funkcją ciągłą i α funkcją o ograniczonym
wahaniu na przedziale [a, b], to całka Riemanna-Stieltjesa funkcji f wzglę-





∣∣∣∣ 6 maxa6x6b |f(x)| var(α; a, b).
D o w ó d. Możemy założyć, że funkcja f przyjmuje wartości rzeczywiste.
Niech (Πn) będzie dowolnym ciągiem normalnym podziałów przedziału
[a, b]. Załóżmy, że jest on postaci




1 < . . . < x
(n)
k(n) = b.



























|f(x)| var (α; a, b).
Stąd
‖Sn‖ 6 var(α; a, b),
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co oznacza, że funkcjonały Sn są ciągłe oraz ich normy są wspólnie ogra-
niczone. Aby udowodnić, że ciąg (Sn(f)) jest zbieżny dla dowolnej funkcji
ciągłej f , wystarczy na mocy twierdzenia 3.4 wykazać, że jest on zbieżny
dla każdej funkcji należącej do zbioru gęstego w C[a, b]. Ponieważ funkcja
ciągła na przedziale [a, b] jest na nim jednostajnie ciągła, więc stąd wyni-
ka, że każdą funkcję ciągłą możemy przybliżać w normie przestrzeni C[a, b]
funkcjami łamanymi (tzn. wykresy tych funkcji są łamanymi). Zatem wy-
starczy pokazać, że ciąg (Sn(f)) jest zbieżny dla dowolnej funkcji łamanej
f . Ponieważ dla takiej funkcji przedział [a, b] można podzielić na skończoną
liczbę podprzedziałów, na których funkcja ta jest liniowa, więc aby zakoń-
czyć dowód, wystarczy pokazać, że dla dowolnych punktów c, d takich, że







Pierwsza z tych całek wprost z definicji jest równa α(d) − α(c). Aby
wykazać istnienie drugiej, weźmy dowolny podział Π1 : c = x0 < x1 <






Wykażemy, że dla dwóch sum Stieltjesa S1 i S2 powyższej postaci mamy
|S1 − S2| 6 (µ(Π1) + µ(Π2)) var(α; c, d).
Niech Π będzie wspólnym rozdrobnieniem podziałów Π1 i Π2 (tzn. Π za-
wiera wszystkie punkty podziałów Π1 i Π2) oraz niech Π : c = t0 < t1 <





Oznaczając przez s1, . . . , sk te punkty podziału Π, które wpadają do prze-
działu [xj−1, xj ], mamy
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Dodając stronami nierówności utworzone dla przedziałów [xj−1, xj ] j =
= 1, 2, . . . , n, otrzymujemy
|S1 − S| 6 µ(Π1) var(α; c, d).
Analogicznie
|S2 − S| 6 µ(Π2) var(α; c, d).
Zatem
|S1 − S2| 6 |S1 − S|+ |S − S2| 6 (µ(Π1) + µ(Π2)) var(α; c, d).
Z otrzymanej nierówności wynika istnienie całki
d∫
c
x dα(x), bo dowolny ciąg
normalny podziałów (Πn) daje ciąg sum Stieltjesa (Sn) spełniający warunek
Cauchy’ego, a więc zbieżny.
Z udowodnionego twierdzenia i z własności całki Riemanna-Stieltjesa
wynika, że dla funkcji α o wahaniu ograniczonym wzór




określa funkcjonał liniowy i ograniczony na przestrzeni C[a, b]. Pokażemy, że
dowolny funkcjonał liniowy i ograniczony na tej przestrzeni jest tej postaci.
Twierdzenie D.6 (Riesza). Dla dowolnego liniowego i ograniczonego funk-
cjonału F na przestrzeni C[a, b] istnieje funkcja α o wahaniu ograniczonym
na przedziale [a, b], dla której zachodzi równość (D.6) dla dowolnej funkcji
ciągłej f oraz ‖F‖ = var(α; a, b).
D o w ó d. Ponieważ przestrzeń C[a, b] jest podprzestrzenią przestrzeniB[a, b]
funkcji ograniczonych na przedziale [a, b], więc na mocy twierdzenia Hahna-




1 dla a 6 t < x,
0 dla x 6 t 6 b
oraz ϕa(t) = 0 dla a 6 t 6 b. Niech α(x) = F̃ (ϕx) dla a 6 x 6 b. Wykażemy,
że funkcja α ma wahanie ograniczone.
Weźmy w tym celu dowolny podział Π : a = x0 < x1 < . . . < xn = b.
W dalszym ciągu symbol sgn z będzie oznaczał liczbę
z
|z| , gdy z 6= 0 i 0,
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gdy z = 0. Zauważmy, że w przypadku, gdy z jest liczbą rzeczywistą, sgn z




|α(xj) − α(xj−1)| =
n∑
j=1






















(ϕxj −ϕxj−1) sgn(α(xj)−α(xj−1)) przyjmuje wartości o mo-
dule równym 1 lub wartość zero. Zatem funkcja α ma wahanie ograniczone
oraz
var(α; a, b) 6 ‖F‖.
Ponieważ α(a) = F̃ (ϕa) = F (0) = 0, więc
‖α‖υ = |α(a)|+ var(α; a, b) = var(α; a, b) 6 ‖F‖.
Z poprzedniego twierdzenia otrzymamy nierówność przeciwną, jeżeli poka-
żemy, że funkcjonał F ma reprezentację całkową. Aby to zrobić, weźmy
dowolne f ∈ C[a, b]. Zdefiniujemy taki ciąg funkcji fn ∈ B[a, b], że fn → f
oraz F̃ (fn) będą sumami Stieltjesa dla całki
b∫
a























< t 6 a+
js
n
, j = 1, 2, . . . , n i fn(a) = f(a). Z jed-
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nostajnej ciągłości funkcji f wynika, że ciąg (fn) dąży do niej jednostajnie









































Zatem (F̃ (fn)) jest ciągiem sum Stieltjesa dla funkcji f i α. Na mocy twier-
dzenia D.5 mamy F̃ (fn) →
b∫
a
f dα. Z ciągłości funkcjonału F̃ wynika, że





Z twierdzenia D.5 wynika również, że
‖F‖ 6 var(α; a, b) = ‖α‖υ.
Zauważmy, że funkcja o ograniczonym wahaniu α, odpowiadająca funk-
cjonałowi liniowemu F we wzorze (D.6), nie jest wyznaczona jednoznacznie.
Po pierwsze, jest oczywiste, że jeżeli dodamy do funkcji α dowolną stałą, to
wzór (D.6) pozostanie nadal prawdziwy. Po drugie, jeżeli x0 jest punktem
wewnętrznym przedziału [a, b] i zdefiniujemy funkcję β na przedziale [0, 1] za
pomocą wzoru: β(x) = α(x) dla x 6= x0 oraz β(x0) = α(x0+), to otrzymamy







f dβ dla f ∈ C[a, b].
Zatem, jeżeli chcielibyśmy wyznaczyć przestrzeń sprzężoną z przestrzenią
C[a, b], to należałoby wprowadzić w przestrzeni BV [a, b] relację równoważ-
ności w następujący sposób: α ∼ β wtedy i tylko wtedy, gdy zachodzi wzór
(D.7), a następnie rozważać przestrzeń ilorazową. Wygodniej jest wybrać
z każdej klasy abstrakcji znormalizowanego reprezentanta i rozważać pod-
przestrzeń utworzoną z takich funkcji. Najpierw udowodnimy następujące
twierdzenie:
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Twierdzenie D.7. Jeżeli α jest funkcją o wahaniu ograniczonym na prze-
dziale [a, b], a β jest zdefiniowane wzorami : β(x) = α(x+) dla x ∈ (a, b),
β(a) = α(a) oraz β(b) = α(b), to β jest również funkcją o wahaniu ogra-
niczonym, var(β; a, b) 6 var(α; a, b) oraz dla dowolnej funkcji f ∈ C[a, b]
zachodzi wzór (D.7).
D o w ó d. Niech Π : a = x0 < x1 < . . . < xn = b będzie dowolnym podzia-
łem przedziału [a, b]. Aby wykazać, że funkcja β ma ograniczone wahanie
i var(β; a, b) 6 var(α; a, b), wystarczy udowodnić, że
n∑
j=1
|β(xj)− β(xj−1)| 6 var(α; a, b).
Niech dane będzie ε > 0. Wybieramy tak punkty tj , j = 1, 2, . . . , n− 1, aby













|α(xj+)− α(xj−1+)|+ |α(b)− α(xn−1+)| 6























< var(α; a, b) + ε.
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f dβ istnieje, więc jest ona granicą ciągu sum Stieltjesa, od-
powiadającego dowolnemu ciągowi normalnemu podziałów przedziału [a, b].
Z wniosku D.2 wynika, że zbiór punktów prawostronnej nieciągłości funkcji
α w przedziale (a, b) jest co najwyżej przeliczalny. Możemy zatem brać ciągi
normalne podziałów niezawierające tych punktów. Dla takiego podziału Πn






f dβ są równe.
Definicja D.4. Symbolem NBV [a, b] oznaczymy zbiór wszystkich funkcji ϕ
o wahaniu ograniczonym na przedziale [a, b] prawostronnie ciągłych w jego
wnętrzu i takich, że ϕ(a) = 0. Funkcje należące do tej przestrzeni będziemy
nazywali funkcjami znormalizowanymi o wahaniu ograniczonym.
Wniosek D.8. Przestrzeń NBV [a, b] jest przestrzenią Banacha z normą
‖ϕ‖υ = var(ϕ; a, b).
D o w ó d. Teza wynika z oczywistego faktu, że NBV [a, b] jest domkniętą
podprzestrzenią przestrzeni BV [a, b].
Teraz możemy zidentyfikować przestrzeń sprzężoną z przestrzenią C[a, b].
Twierdzenie D.9. Przekształcenie A, przyporządkowujące każdej znorma-
lizowanej funkcji o wahaniu ograniczonym α funkcjonał liniowy ograniczony
F zdefiniowanym wzorem (D.6), jest liniową izometrią przestrzeni NBV [a, b]
na przestrzeń sprzężoną z przestrzenią C[a, b].
D o w ó d. Liniowość przekształcenia A wynika z własności całki Riemanna-
-Stieltjesa. Z twierdzenia Riesza wiemy, że dla danego funkcjonału F istnieje
taka funkcja α ∈ BV [a, b], że F (f) =
b∫
a
f dα, α(a) = 0 i ‖F‖ = var(α; a, b).




f dβ oraz var(β; a, b) 6 var(α; a, b). Na mocy twierdzenia D.6 wiemy,
że wówczas ‖F‖ 6 var(β; a, b). Ostatecznie więc mamy
‖F‖ 6 var(β; a, b) 6 var(α; a, b) = ‖F‖,
co oznacza, że przekształcenie A jest izometrią na przestrzeń sprzężoną
z przestrzenią C[a, b].
188 Dodatek
Uw a g a. Nie jest istotne w twierdzeniu D.7, że znormalizowaliśmy funkcje
z przestrzeni BV [a, b], żądając, aby były one prawostronnie ciągłe w prze-
dziale (a, b). Równie dobrze moglibyśmy wybierać funkcje lewostronnie cią-
głe w tym przedziale lub brać funkcje z klasy abstrakcji funkcji α równe
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