A more general notion of weight called admissible is introduced and then an investigation is carried out on the a.e. convergence of weighted strong laws of large numbers and their applications to weighted one-sided ergodic Hilbert transforms on vector-valued Lp-spaces. Furthermore, the obtained results are applied to the a.e. convergence of random modulated weighted ergodic series, which is also new in the classical setting.
Introduction
In the present paper, a more general notion of weight called admissible is introduced. For such types of weights, we study the weighted strong laws of large numbers (SLLN) on vectorvalued L p -spaces. If one considers a particular cases of the introduced weights, we recover the earlier know results (see for example [14, 17] ).
We point out that investigation of the convergence of weighted strong laws of large numbers, for independent identically distributed (iid) variables, has been started in [28] . Namely, for a sequence {w k } of positive numbers (weights) with partial sums W n = n k=1 w k (which goes to ∞), they found necessary and sufficient conditions to ensure that for every iid sequence {ξ k } with finite expectations the weighted averages 1 W n n k=1 w k ξ k converge almost everywhere (a.e.). In [31] , for a linear contraction T : L p → L p the a.e. convergence or L p -norm convergence of the weighted averages
have been studied. Moreover, weighted strong laws of large numbers (SLLN) were established for centered random variables. There are many results devoted to the investigations of SLLN [3, 4] .
On the other hand, the investigations of SLLN are closely related to the a.e. convergence of the one-sided ergodic Hilbert transform ∞ n=1 T n f n , f ∈ L p of a contraction T : L p → L p (see [27] ). Depending on p, many papers are devoted to the convergence (i.e. a.e. or norm convergence) of the one-sided Hilbert transform (see [1, 5, 17, 18, 15, 13, 26, 30] )
In [8, 14, 17] relations between weighted SLLN and weighted one-sided ergodic Hilbert transforms have been studied. Here by the weighted one-sided ergodic Hilbert transform we mean the following one ∞ n=1 a n T n f n γ ,
where {a n } some bounded sequence, and γ > 0. The case a n = λ n , (where |λ| = 1) and γ = 1 has been considered in [12] . Other cases have been investigated in [16] by means of extensions of Menchoff-Rademacher theorem. These types of research also are closely related to the investigations of ergodic series, i.e.
∞ n=1 a n f (T n x)
where T is a measure-preserving transformation of (Ω, F, µ) (see [2, 9, 27, 29] ). Recently, in [24] it was proved that the last series converges a.e. if and only if ∞ n=1 |a n | 2 < ∞. In the present paper, we obtain the a.e. convergence of weighted one-sided ergodic Hilbert transforms, i.e. ∞ n=1 a n T n k f W n , which is clearly more general then the known ones. It is stressed that the obtained results extend and provide a general framework for all known theorems in this direction. Furthermore, as an application of the proved results, the a.e. converges of random modulated weighted ergodic series is obtained which is even new in the classical setting. We hope that the results of this paper open new insight in the theory of random ergodic Hilbert transforms.
Admissible weights
Let (Ω, F, µ) be an arbitrary measure space with a probability measure µ, and X a Banach space (over real or complex numbers). We denote the Lebesgue-Bochner space L p (Ω, F, µ; X) (p ≥ 1) by L p (µ, X), and by L p (µ) when X is a scalar field, if there is no chance of confusing the underlying measurable space. By ℓ p we denote the standard p-summable sequence space. For the definitions and properties of these spaces we refer to [21, 23] .
An increasing sequence {G n } is said to be a weight if G 1 ≥ 1 and G n → ∞ as n → ∞. A weight {W n } is called weak p-admissible (p > 1) w.r.t. to a weight {G n } if one can find an increasing sequence {n k } ⊂ N and a sequence {ξ n } such that
Remark 2.1. We note that in this definition it is not necessary that the sequence {ξ k } equals {G n k }. Below, we provide an example which clarifies this issue, and it also gives some way to construct weak p-admissible weights.
Example 2.2. Let p > 1 and assume that {G n } be a weight and {n k } ⊂ N be an increasing sequence such that
Hence, the weight {W n } is weak p-admissible w.r.t. {G n }. Now let us consider, a particular case, namely, we define G n = (ln n) β+1/p (ln ln n) γ with β > 0, γ ≥ 1. Then for n k = k k , the condition (2.3) is satisfied, hence,
Clearly, if we define ξ k = n k+1 − n k , then one obviously gets that any p-admissible weight is weak p-admissible. The set of all p-admissible weights w.r.t. {G n } we denote by W p (G n ). Examples of p-admissible weights are provided in the Appendix.
Weighted Strong Law of large numbers
Let {W n } be a weak p-admissible weight w.r.t. {G n } with associated sequences {n k } and
this yields the required assertion. 
Then 1
Wn n k=1 f k converges a.e. Furthermore, 
Hence, according to (2.1), the last one implies 
On the other hand, by (3.6)
For n m ≤ n < n m+1 ,
The first term of RHS of the last expression is finite, therefore, we show the finiteness of the second term. Indeed, sup m,nm
which completes the proof.
Remark 3.3. The proved theorem extends the results of [14, 16] to more general weights, since in the mentioned papers weights considered as in Examples A.1-A.3 have been studied.
Due to Remark 3.1 from the proved theorem, we immediately find the following corollary. Then, for any {W n } ∈ W p (G n ), the weighted means
Theorem 3.5. Let the conditions of Theorem 3.2 are satisfied. Assume that
Then the series
converges a.e., and
Proof. Let us denote
Then by means of Abel's summation, one finds
On the other hand, we have
Hence, the series
converges a.e. which, due to (3.11) , yields the convergence of
From (3.11), we immediately obtain
On the other hand, one finds
This implies that the series
Remark 3.6. We point out that in all proved results the independence of the random variables {f n } is not required. In [10] the a.e. convergence of the series of admissible random variables in Orlicz spaces has been investigated.
Let us provide an example for which conditions of Theorem 3.5 are satisfied.
It is clear that {G n } is a weigh. One can see that
Hence, the sequence {f n } satisfies (3.2).
Let n m = m 2 , m ∈ N and
Now define a weight {W n } as follows:
Indeed, first we notice that
By the following relation
we conclude that {f n } is a (W n )-sequence. Therefore, according to Theorem 3.2 we find the a.e. convergence of 1
Wn n k=1 f k . Now, let us check the condition (3.9). Indeed,
This yields the convergence of the series
Therefore, Theorem 3.5 implies the a.e. convergence of the series ∞ k=1 f n W n .
Remark 3.8. We point out that for a given weight {G n } one can always find p-admissible
Indeed, if we take W n = n p G n , the one gets the desired relation. However, this kind of weights are not interesting, since from (3.2) we immediately get 1
Wn n k=1 f k → 0 in norm. Therefore, the obtained results are much more meaningful if one assumes
while the conditions (2.1), (2.2) and (3.9) hold. In this setting, it is important to get (3.3) which is not obvious with (3.12).
Corollary 3.9. Let 1 < p < ∞ and {G n } be a weight. Assume that {f n } ⊂ L p (µ, X) with sup n f n p < ∞ and {a n } be a bounded sequence. Let
Then for any {W n } ∈ W p (G n ) with (3.9) the series
The proof immediately follows from Theorem 3.5 and Corollary 3.4 if one takes f ′ k = a k f k for which the condition (3.13) reduces to (3.8) . In Appendix B, we provided some other kinds of examples for which the above mentioned conditions are valid.
Proof. As before, let us denote S 0 = 0, S k = k j=1 f j . Then we have
Due to the boundedness of {a k }, by Corollary 3.4, we infer a n S n W n → 0 a.e.
Let us establish that the term J is absolutely a.e. convergent. Indeed,
which, due to the hypothesis of Theorem, implies the desired assertion.
Modulated one-side ergodic Hilbert transforms on L p (µ, X)
In this section, we are going to apply the proved results of the previous section to the a.e. convergence of the modulated one-sided ergodic Hilbert transforms.
Let T : L p (µ, X) → L p (µ, X) be a power bounded operator. Given sequences {a n } ⊂ C, {n k } ⊂ N and a weight {W n } by the modulated one-sided ergodic Hilbert transform we mean the following series
In this section, we are going to study sufficient conditions for the a.e. convergence of this transform.
Theorem 4.1. Let 1 < p < ∞ and let {G n } be a weight and {n k } ⊂ N be an increasing sequence. Assume that T : L p (µ, X) → L p (µ, X) is a power bounded operator. If for f ∈ L p (µ, X) and a bounded sequence {a n } one has
Then for any
The proof immediately follows from Corollary 3.9, if one takes f k = T n k f which is clearly bounded.
Remark 4.2. We note that if one considers the weights considered in Examples A.2, A.3 and T is taken as an invertible power bounded operator acting on L p -spaces (classical space), the proved Thorem recovers the results of [20] . If one considers a measure-preserving dynamical system (Ω, F, µ; T ), then, in [24] , it was given necessary and sufficient conditions for the fulfillment of (4.2) in L 2 (µ) for the weight G n = n k=1 |a k | 2 associated with a given sequence {a n }.
From Theorem 3.10 we obtain the following interesting result. 
Assume that {W n } ∈ W p (G n ) with (3.9) and {a n } is a sequence satisfying (3.16). Then the series
Remark 4.4. The case G n = n 1−β was treated in [16] . Other particular cases were investigated in [22, 25, 33] . Our results contain more varieties of weights which allow to produce many interesting examples.
We recall that a linear contraction T :
Any such kind of operator induces a contraction on all L p (1 < p ≤ ∞) (see [21, 29] ). From, now on, we suppose that X is considered as a Hilbert space H with inner product ·, · . We are ready to formulate a result. 
(ii) Let us denote (4.7) ψ n (z) = n k=1 a k z n k .
By the maximal principle and (4.10), |ψ n (z)| ≤ KG n , |z| ≤ 1.
Hence, for every contraction T on a Hilbert space, by Theorem A [35] ψ n (T ) ≤ KG n where ψ n (T ) = n k=1 a k T n k . Now, assume that T is a Dunfors-Schwartz operator of L 1 (µ, H), and put
Then, due to above observation T n 2 ≤ KG n . Moreover, we also have T n 1 ≤ n {a k } ℓ∞ . Hence, the Riesz-Thorin interpolation Theorem [38, VII, p. 95] implies that for 1 < p < 2 
This completes the proof.
Now, we are going to improve above theorem. To do so, we need some auxiliary facts.
Lemma 4.6. Let {G n } be a weight, and {n k } ⊂ N be an increasing sequence, and let {a n } be a bounded sequence of complex numbers such that
Then for any r ∈ R (4.10) sup
Proof. Denote Using Abel's summation and (4.9), we obtain n k=1 a k k ir λ n k = |n ir ψ n (λ)| +
where ψ k (λ) is given by (4.7). This completes the proof.
Lemma 4.7. Let {G n } be a weight and G n,r (r ∈ R) be given by (4.11). Then, for any weight {W n } ∈ W p (G n,r ) and δ > 0 1 δ W n ∈ W p (G n,δr ).
Proof. From {W n } ∈ W p (G n,r ) we infer the existence of
Take any δ > 0, and to prove the statement, it is enough to show
which yields (4.12). This completes the proof. For any {W n } ∈ W p (G n,1 ) with
Then for any DS operator T :
Proof. Assume that (4.13) holds, then, for DS-operator T , and f ∈ L 2 (µ, H), taking into account Lemma 4.6 according to the proof of (i) Theorem 4.5, we have
Due to Lemma 4.7, we may replace any p-admissible weight {W n } ∈ W p (G n,r ) with padmissible weight {W n } ∈ W p (G n,1 ) with (4.14) Hence, for every {W n } ∈ W p (G n,1 ) the inequality (4.17) reduces to
Now, let β > 0 such that (4.15) holds, i.e.
For z ∈ C, let us denote
Then from (4.18)
Hence, keeping in mind (4.15), we obtain
Now, we will follow ideas of [14] to employ Stein's interpolation theorem. 
Take any two integrable simple functions f and g, then one check that the function
is continuous and bounded in the strip {z ∈ C : 0 ≤ ℜ(z) ≤ 1}, and analytic in its interior. Moreover, due to (4.20) and (4.21) one has
For 1 < p < 2, let t = 2 p − 1, so one has 1 p = (1 − t) 1 2 + t1. The Stein's interpolation Theorem implies the existence of a constant A t such that for every f ∈ L p (µ, H)
For an integer N ≥ 2, let I N (x) = j for j the first integer with Then from (4.13) by means of the spectral theorem for unitary operators and the unitary dilation theorem, we obtain
On the other hand, by means of (3.11), we have n k=1 
This means that the second term in (4.25) is Cauchy in operator norm, uniformly in T . Hence, the series ∞ k=1 a k T n k W k converges in operator norm.
Random modulated one-sided ergodic Hilbert transforms
In this section, we provide applications of the results of the previous sections to obtain random versions of that kinds of results.
Theorem 5.1. Let {G n } be a weight, and {n k } ⊂ N be an increasing sequence. Assume that {f n } ⊂ L p (Y, ν) be a bounded sequence such that there exists a subset Y * ⊂ Y with ν(Y * ) = 1 when y ∈ Y * one has
Then for every contraction T :
converges µ-a.e., for any {W n } ∈ W 2 (G n ) with (3.9). Moreover,
The proof uses the same argument of the proof of Theorem 4.5.
Remark 5.2. We notice that in [37] for a symmetric independent complex valued random variables {f n } the condition (5.1) has been established for certain weights depending on {f n }. A particular case of this type of series has been investigated in [11] for L 2 -contractions.
Let us provide some sufficient condition for the fulfillment of condition (5.1). To do it, we will follow [14] and [32] .
Theorem 5.3. Let {G n } be a weight, and let (Y, ν) be a probability space. Assume that {f n } ⊂ L 2 (Y, ν) be an independent with f n = 0 and sup n f n 2 < ∞. Suppose that {n k } ⊂ N is strictly increasing sequence such that, for every 0 < α < 1 one has
converges ν-a.e uniformly in λ. Moreover, we have
Proof. To establish this theorem, we are going to use [32, Corollary 1.1.2, p.10] with group G the unit circle, the set A = {n k }, and the independent random variables ξ n k = f k . The sequence {a n } is defined as follows: a n k = 1/G k , and a j = 0, if j / ∈ A. In what follows, we will identify the unit circle with [0, 2π] with addition modulo 2π.
According to the mentioned result we need to show that
is finite, whereσ is the rearrangement of σ, which is defined as follows (see [32, 14] for details)
Now using | sin t| ≤ 1, sin 2 t ≤ | sin t| α ≤ |t| α and (5.2), from (5.5) we obtain
Then for the distribution of σ by means of (5.6)
Hence, the last inequality yields, for the rearrangement of σ Then by the Kronecker's Lemma, we immediately obtain
which is the required assertion.
We notice that Corollary 5.4 gives a sufficient condition for the validity of (5.1). Now, let us get another application of Theorem 4.5.
Theorem 5.5. Let {G n } be a weight and {n k } ⊂ N be an increasing sequence. Assume that {a n } is a bounded sequence such that
Let α : Ω → Ω be a measure-preserving transformation, and {T ω } be a family of measurable linear contractions of H, i.e. T ω g H ≤ g H for all g ∈ H. Then for every h ∈ L 2 (µ) and g ∈ H the series
converges µ-a.e. for any {W n } ∈ W 2 (G n ) with (3.9). Moreover, one has
Proof. To prove, we define a mapping T : L 2 (µ, H) → L 2 (µ, H) as follows
One can see that
which implies that T is a contraction of L 2 (µ, H). Hence, the condition (5.7) with Theorem 4.5 implies that the series
Now, let us choose f as follows:
Then from (5.9)
Consequently, from (5.10) ∞ k=1 a k h(α n k (ω))T ω T α(w) · · · T α n k −1 (ω) g W k converges µ-a.e.
Remark 5.6. We stress that such kind of result is not known in the classical setting. Moreover, similar kind of result can be proved for DS operators for L p -spaces as well.
If we consider a particular case, i.e. if h is constant, then the last theorem yields the a.e. convergence of
Moreover, we have an other corollary of the last theorem.
Corollary 5.7. Assume that the conditions of Theorem 5.5 are satisfied. Let α : Ω → Ω be a measure-preserving transformation, and T : H → H be a linear contractions of H. Then for every h ∈ L 2 (µ) and g ∈ H the series
converges µ-a.e. for any {W n } ∈ W 2 (G n ) with (3.9). Moreover,
The proof immediately follows from Theorem 5.5 if we suppose that the family {T ω } does not depend on ω, and then from (5.8) one gets the desired convergence.
The last corollary is a combination of ergodic series and the one-sided ergodic Hilbert transforms. This is an another kind of a.e. convergence of a random one-sided ergodic Hilbert transform of T acting on X. Using the methods of [24] one can get some applications of Corollary 5.7 to hyperbolic dynamical systems.
By T we denote the unit circle in C. Then, we have following result. converges in norm of X, for any {W n } ∈ W 2 (G n ) with (3.9).
Proof. Let us consider a special particular case, when Ω = T, and µ is the standard Lebesgue measure on T. Assume that α : T → T is given by α(z) = λz, λ ∈ T. It is clear that α preserves the measure µ. Now, we take h(z) = z in (5.11). Then, from Corollary 5.7 we obtain the norm convergence of the series (5.12) . This implies the norm convergence of the weighted rotated one-sided ergodic Hilbert transform associated with a contraction of T (under (5.7) condition).
Remark 5.9. We point out that the a.e. convergence of the rotated one-sided ergodic Hilbert transforms of a contraction T acting on a Hilbert space has been investigated in [12] , where it was considered the case W n = n, a n = 1. Our last result gives the norm convergence for contractions on arbitrary Banach spaces. This opens a new direction in the theory of Hlbert transforms in Banach spaces (see, [13, 19] ).
Now combining Theorem 5.3, Corollary 5.4 and Theorem 5.5 one can establish the following result.
Theorem 5.10. Assume (Y, ν) be a probability space, and {f n } ⊂ L 2 (Y, ν) be an independent with f n = 0 and sup n f n 2 < ∞. Let {G n } be a weight, and suppose that {n k } ⊂ N is strictly increasing sequence such that (5.2) holds. Let α : Ω → Ω be a measure-preserving transformation, and {T ω } be a family of measurable linear contractions of H. Then there is a subset Y * ⊂ Y with ν(Y * ) = 1 such that for every y ∈ Y * and for every h ∈ L 2 (µ) , g ∈ H the series
Remark 5.11. In particularly, if we consider a weight G n = n γ , then the last theorem is a new result for this type of weight. One can recover results of [11, 14] . Moreover, by choosing the sequence {f n } and varying weights, one can obtain a lot interesting results.
Appendix A. Examples of admissible weighted
In this section, we provide some examples of admissible weights.
Example A.1. Let G n = n 1−β , for some β ∈ (0, 1] and p > 1. Then a weight given by
Hence, the condition (2.1) is satisfied. Let us check (2.2). From the definition of the sequences, one gets
which, due to the choice of δ, implies (2.2). We point out that this kind of weight was considered in [14] Example A.2. LetG n = n 1−β ln γ n, for some β ∈ (0, 1], γ ≥ 1 and p > 1. Then a weight given byW n = n 1−δ ln γ n with δ ∈ [0, 
. One can check that the series for some ǫ > 0 and p > 1. Then a sequence {W n } is given by W n = (G n ) ǫ+1 , n ∈ N is p-admissible w.r.t. {G n }. Indeed, let us define the sequence {n k } as follows:
Then ∞ k=1 G n k W n k p = ∞ k=1 1 (G n k ) pǫ < ∞ which yields (2.1). Let us check the second condition. One has n k+1 − n k W n k = [G n k ] + 1 (G n k ) 1+ǫ
This implies the condition (2.2).
For instance, if we takes G n = n 1/p (ln n) β+1/p (ln ln n) γ (with β, γ > 0, p > 1), then
More examples with condition (3.9)
Let us consider some examples for which all the above noticed conditions are satisfied.
Example B.1. Let {G n } and {W n } be weights considered in Example A.1, i.e. G n = n 1−β , W n = n 1−δ , where β ∈ (0, 1], p > 1 and δ ∈ [0, p−1 p β . One can see that
Example B.2. Let {R n } and {U n } be weights considered in Example A.3, i.e. R n = n 1−β ln α n , U n = n 1−δ ln α n , where β ∈ (0, 1], α ≥ 1, p > 1 and δ ∈ [0, p−1 p β . It is clear that
Example B.3. Let us provide an other example of p-admissible weight. We are going to establish that the weight considered in Example 2.2 is indeed p-admissible.
Let G n = (ln n) β+1/p (ln ln n) γ with β > 0, γ ≥ 1, and n m = [m r ] + 1, r = 1/α with α ∈ (0, 1]. Define W n = n δ/p (ln n) β+1/p (ln ln n) γ , δ ≥ p(1 − α) + 1.
Then {W n } is p-admissible w.r.t. {G n }. Indeed, we first note that Let us establish that the weights {G n } and {W n } satisfy the condition (3.9). For the sake of simplicity, we assume that δ = 1. Then
Now considering the derivative of ψ(x) = x 1/p (ln x) β+1/p (ln ln x) γ , we can estimate RHS of (B.1) as follows (k + 1) 1/p G k+1 − k 1/p G k k 1/p (k + 1) 1/p G k+1 ≤ C k 1+1/p , k ∈ N for some constant. This implies the convergence of the series
