Abstract. In this study, a first-order, nonstationary stochastic model of transient flow is developed which is applicable to the entire domain of a bounded vadose zone in the presence of sink/source. We derive general equations governing the statistical moments of the flow quantities by perturbation expansions. Owing to the mathematical complexity of the equations, in general we need to solve them numerically. The numerical moment equation approach, however, has the flexibility in handling different boundary conditions, flow configurations, input covariance structures, and soil constitutive relationships. The moment equations presented in this study are simpler and easier to solve than those in the literature for transient unsaturated flow. We solve these moment equations by the method of finite differences and demonstrate the developed model through some one-and twodimensional examples under various transient conditions.
Introduction
Although geologic media exhibit a high degree of spatial variability, medium properties, including fundamental parameters such as permeability and porosity, are usually observed only at a few locations due to the high cost associated with subsurface measurements. This combination of significant spatial heterogeneity with a relatively small number of observations leads to uncertainty about the values of medium properties and thus to uncertainty in predicting flow and solute transport in such media. It has been recognized that the theory of stochastic processes provides a natural method for evaluating flow and transport uncertainties. In the last 2 decades, many stochastic theories have been developed to study the effects of spatial variability on flow and transport in both saturated [e.g., Gelhar and Axness, 1983; Dagan, 1984 Dagan, , 1989 Winter et al., 1984; Neuman et al., 1987; Graham and McLaughlin, 1989; Rubin, 1990; Shvidler, 1993; Cushman and Ginn, 1993; Neuman, 1995, 1996a, b] and unsaturated zones [e.g., Dagan and Bresler, 1979; Jury, 1982; Hopmans et al., 1988; Destouni and Cvetkovic, 1989; Polmann et al., 1991; Harter and Yeh, 1996a, b] . In the unsaturated zone the problem is further complicated by the fact that the flow equations are nonlinear because unsaturated hydraulic conductivity depends on pressure head.
Many earlier stochastic studies focused on steady state, gravity-dominated unsaturated flow in unbounded domains [e.g., Yeh et al., 1985a, b; Russo, 1993 Russo, , 1995a Yang et al., 1996] . Under these conditions the unsaturated flow field is stationary, and hence analytical or semianalytical solutions are possible. Some researchers investigated the effects of boundary conditions on steady state flow and hence the effects of flow nonstationarity in one-dimensional bounded or semibounded domains [Andersson and Shapiro, 1983; Indelman et al., 1993] . Recently, developed a general nonstationary stochastic approach for steady state unsaturated flow in bounded domains. On the basis of some one-and two-dimensional examples, the latter authors found that the simpler, gravity-dominated flow models may provide good approximations for flow in vadose zones of large thickness and/or coarse-textured soils although they may not be valid for vadose zones of fine-textured soils with a shallow water table. In most of the previous studies, soils are assumed to be described by the Gardner-Russo constitutive model [Gardner, 1958; Russo, 1988] due to its simplicity. However, it is well known that the more complex van Genuchten model [van Genuchten, 1980] and the Brooks-Corey model [Brooks and Corey, 1964] usually are in better agreement with observed data. recently studied the impact of different constitutive models on steady state unsaturated flow in both bounded and unbounded domains. Mantoglou and Gelhar [1987] extended the spectral perturbation approach of Yeh et al. [1985a, b] to transient unsaturated flow. However, owing to the nature of the spectral approach, it was necessary to make some restrictive assumptions such as spatial and temporal stationarity of local flow characteristics (e.g., slowly varying mean gradient), stratified soil formation, and infinite flow domain. Unlu et al. [1990] studied one-dimensional transient redistribution of unsaturated flow through Monte Carlo simulations and found a good agreement with the spectral perturbation approach except at near the boundaries. Mantoglou [1992] developed a more general stochastic framework for transient unsaturated flow using the distributed parameter estimation theory of McLaughlin and Wood [1988a, b] . The theoretical framework consists of a set of partial differential equations for mean head and head covariances. These equations are nonlinearly coupled and have a high dimensionality of 2d ϩ 1 (with d being the number of space dimensions). Owing to the nonlinear coupling and dimensionality problems, Mantoglou [1992] was not able to implement the theoretical equations except for some simplified cases. More recently, Liedl [1994] proposed a slightly different perturbation model for transient unsaturated flow. Similar to Mantoglou [1992] , the results of the model are a set of partial differential equations governing the statistical moments of saturation. Liedl implemented the model in one dimension. Protopapas and Bras [1990] and Li and Yeh [1998] studied tranCopyright 1999 by the American Geophysical Union.
Paper number 1998WR900126. 0043-1397/99/1998WR900126$09.00 sient unsaturated flow in heterogeneous porous media using a vector state-space approach. This approach was originally proposed by Dettinger and Wilson [1981] for saturated flow in heterogeneous porous media. The essence of the approach is to first discretize the governing equations by a numerical scheme such as finite differences or finite elements and then expand random variables contained in the system by Taylor series to derive approximate statistical moments of flow quantities. Protopapas and Bras [1990] studied flow and solute transport in one-dimensional soil columns. Li and Yeh [1998] investigated the behavior of head variances for transient unsaturated flow in two dimensions.
In this study, we extend our nonstationary stochastic approach for steady state unsaturated flow ] to transient unsaturated flow. We first derive partial differential equations governing the statistical moments of the flow quantities by perturbation expansions and then implement these equations under general conditions by the method of finite differences. The developed model is applicable to the entire domain of a bounded, multidimensional vadose zone in the presence of sink/source. The present approach is different from the state-space approach of Protopapas and Bras [1990] and Li and Yeh [1998] in that the former first derives the moment equations and then solves them numerically, while the latter expresses the statistical moments based on the spatial and temporal discretizations of a particular numerical scheme. Therefore, unlike the state-space approach, the moment equations derived in our approach are independent of the specific numerical scheme to be used and can be solved on numerical grids to be determined a posteriori based on the characteristics of the moment functions. Our approach is similar to the moment equation approaches of Mantoglou [1992] and Liedl [1994] in that all these approaches result in a set of partial differential equations governing the statistical moments of flow quantities, which are to be solved numerically. However, unlike Liedl [1994] , we implemented our approach not only for saturation but also for pressure head, Darcy flux and seepage velocity, and for multidimensional flow; unlike Mantoglou [1992] , our equations for the second moments are linear and decoupled with the nonlinear first moment (mean) equation and can thus be solved sequentially and efficiently. We illustrate the developed model through some one-and twodimensional examples under different boundary conditions and in the presence of internal sink/source.
General Theory
We consider transient flow in unsaturated media satisfying the following continuity equation and Darcy's law
subject to initial and boundary conditions
where q is the specific discharge (flux), h(x, t) ϩ x 1 is the total head, h is the pressure head, 
T is a unit vector outward normal to the boundary, ⌫ G is the boundary segment where flow is gravity-dominated so that the (total) pressure gradient is unit, C[h, ⅐ ] ϵ d e /dh is the specific moisture capacity, and K[h, ⅐ ] is the unsaturated hydraulic conductivity (assumed to be isotropic locally). Both C and K are functions of pressure head and soil properties at x. For convenience, they will be written as C (x, t) and K(x, t) in the sequel. Without loss of generality, H o (x), H(x, t), Q(x, t) , and g(x, t) are assumed to be deterministic (i.e., known with certainty). The elevation x 1 is directed vertically upward. In these coordinates, recharge has a negative sign.
Substituting (2) into (1) and utilizing Y(x, t) ϭ ln K(x, t) yields
Summation for repeated indices is implied. Since the variability of h depends on those of soil properties and the variabilities of Y and C depend on those of h and the soil properties, we may express these quantities as an infinite series in the following form:
ϩ ⅐ ⅐ ⅐ . It will be clear later that these terms are in terms of the variability of the soil properties. By substituting these expressions into (7), we have
. Collecting terms at separate order, we have
/Ѩt are the respective spatial and temporal mean gradient of (total) head. Equations governing the higher-order terms can be written similarly. For example, those for the second-order term h (2) are given in Appendix A. As mentioned earlier, Y ϭ ln K and C are functions of h. To close the equations (9)-(10), some model is needed to describe the constitutive relationships of K(h) and C(h) ϭ d e /dh. In most of the previous stochastic unsaturated flow theories, the Gardner-Russo model [Gardner, 1958; Russo, 1988] is used due to its simplicity. Although the Brooks-Corey model [Brooks and Corey, 1964] may have certain mathematical advantages over the Gardner-Russo model in low-order stochastic analyses ], we use the latter in order to reduce the number of covariance equations and to facilitate comparison with the work of Mantoglou [1992] . The Gardner-Russo model reads as
where e , r , and s are the effective, residual, and saturated water content, respectively, K s is the saturated hydraulic conductivity, ␣ is the soil parameter related to the pore size distribution, and m is a parameter related to tortuosity. For simplicity, we let m ϭ 0 in this study. In this simple case,
The extension to the case of m 0 can be made by following the treatment of for steady state unsaturated flow. The variabilities of s and r are likely to be small compared to that of the effective water content e . In this study, s and r are assumed to be deterministic constants. The soil property ␣(x) and the log-transformed saturated hydraulic conductivity f(x) ϭ ln K s (x) are treated as random variables. They are assumed to be second-order stationary such that their expected values are constant and their covariances depend on the relative distance of two points rather than their actual locations. With f(x) ϭ ͗f͘ ϩ fЈ(x) and ␣(x) ϭ ͗␣͘ ϩ ␣Ј(x), the log-transformed hydraulic conductivity Y(x) can be written as
Hence we have
and Y (2) (x, t) is given in Appendix A. Similarly, we have (see Appendix B)
Substituting (15) and (17) into (9) yields
. This equation is nonlinear because the coefficients K m (x, t), a i (x, t), and e(x, t) all are functions of the dependent variable h (0) . Substituting (16) and (18) into (10) yields
. Since the fluid sink/source g, the initial head distribution H o , and the boundary terms H(x, t) and Q(x, t) are assumed to be known with certainty and the mean soil parameters ͗f͘ and ͗␣͘ are given, there is no random quantity in (19) for h (0) ; that is, ͗h (1) to first-order. Therefore the head co-
(1) (, ) and taking the ensemble mean yields
C fh and C ␣h are the solutions of the following equations:
In the above, C f , C f␣ , and C ␣ are the input covariances of the soil properties. Note that although the equation governing the first moment h (0) is nonlinear, (22) and (23) are linear and solvable with the solution of h (0) (x, t). With C fh and C ␣h , C h can be solved from (21). In a similar study by Mantoglou [1992] , the set of equations for the second moments are nonlinearly coupled to the mean head equation and hence need to be solved simultaneously and iteratively. While the level of approximation is the same in both studies, we use a different procedure which avoids the nonlinearity in the equations for the second moments. In Appendix C we show that a slightly different procedure results in a set of nonlinear equations for the second moments. Although the solution of C h should be the same for these two sets of equations, the linear set is more desirable. In addition, the number of independent variables is d ϩ 1 in (21) for a given reference point (with d being the number of space dimensions), whereas it is 2d ϩ 1 in the work of Mantoglou [1992, equation (22) ]. Hence our equations may be easier to implement numerically.
The flux in (2) can be rewritten as
Collect terms at separate order, we have
The second-order term is given in Appendix A. It can be shown that the mean flux ͗q͘ ϭ q (0) to zeroth or first order in Y , ͗q͘ ϭ q (0) ϩ ͗q (2) ͘ to second order, and the flux fluctuation q ϭ q
(1) to first order. Therefore, to first order, the flux covariance is given as
where C Y and C Yh are given as
The statistical moments of effective water content e to first order are given as (Appendix B) 
where
Numerical Solutions
Under steady state conditions the moment equations derived in this study reduce to those of Zhang and Winter [1998] . As pointed out by the latter authors, the solution is facilitated by recognizing that the moments C h , C fh , and C ␣h are governed by the same type of equations but with different forcing terms. Once h (0) (x, t) is solved from (19), C fh and C ␣h can be solved from (22)- (23). Then C h can be obtained from (21). However, it is very difficult to obtain analytical or semianalytical solutions for the statistical moments without further simplifying assumptions such as the (local) stationarity of flow quantities, unbounded domain, and slowly varying, uniform mean gradient. In this study, we solve these moment equations numerically. Hence we do not have to invoke any additional assumption except for the above mentioned one that the variability of soil properties is small. We approximate the spatial derivatives by the central-difference scheme ] and the temporal derivatives by the implicit (backward) method. Many details for solving the steady state version of these equations are given by and , which are useful in solving for each time step in the transient case. It is, however, worthwhile to outline the solution procedure for C h (x, t; , ) . We may approximate the temporal derivative as
where the time derivative only operates on the first time argument. For simplicity, we let take the value of t. C h (x, t; , ϭ t) is the solution that we are after, while C h (x, t Ϫ ⌬t; , ϭ t) is also unknown. Therefore we need to first find the solution of C h (x, t Ϫ ⌬t; , ϭ t), which depends on C h (x, t Ϫ 2⌬t; , ϭ t). In order to obtain C h (x, t; , ϭ t) we need to solve for C h (x, tЈ; , ) from tЈ ϭ 0 to tЈ ϭ t. For a large t this may cause a significant computational burden. However, at the large time when the flow does not change rapidly, C h (x, t Ϫ ⌬t; , ϭ t) may be well approximated by C h (x, t Ϫ ⌬t; , t Ϫ ⌬t) which is the solution at the previous time step. This may greatly speed up the computation. Under what conditions this approximation is warranted deserves further investigations. Because C fh and C ␣h involve only one time argument, their solution procedure is straightforward.
Illustrative Examples and Results
In this section we illustrate the developed stochastic model through some one-and two-dimensional examples of unsaturated flow in a hypothetical soil with different boundary conditions. In this soil the log saturated hydraulic conductivity f and the pore size distribution parameter ␣ are assumed to be second-order stationary, and their spatial covariances take the following exponential form:
where p ϭ f or ␣, p 2 is the variance of p, and p is the correlation scale of p. For ease of illustration, the correlation between f and ␣ is assumed to be zero; that is, C f␣ ϭ 0. As pointed out by and , the numerical approach is able to easily handle medium nonstationarity, other forms of covariances, statistical anisotropy, and correlation between input variables. The input parameters are given as ͗f͘ ϭ 0, f 2 ϭ 1, and f ϭ 10 cm; ͗␣͘ ϭ 0.04 cm Ϫ1 , ␣ 2 ϭ 0.0001 (cm Ϫ1 ) 2 , and ␣ ϭ 10 cm; and s Ϫ r ϭ 0.3.
One-Dimensional Cases
Here we consider vertical infiltration in a one-dimensional domain of the above mentioned soils under different conditions. In the first case the boundary conditions are specified heads: h ϭ Ϫ172.694 cm at the top, and h ϭ 0 at the bottom. The head of Ϫ172.694 cm at the top would correspond to a recharge value of 0.001 [cm/T] in a homogeneous soil of saturated hydraulic conductivity K ϭ exp(͗f͘) ϭ 1 [cm/T] under gravity-dominated flow condition (where T is an arbitrary time unit). It is assumed that the head distribution is initially known with certainty; and at time t ϭ 0 the above mentioned boundary conditions start to be effective. Figure 1 shows the first two moments of pressure head h and effective water content e as functions of dimensionless distance z at different times. The dimensionless distance is defined as z ϭ x 1 ͗␣͘. The solid curves in these plots correspond to the steady state case, which can be computed by letting t 3 ϱ or independently using the method of . It is seen from Figure 1a that at steady state the mean (expected) pressure head decreases with the distance from the water table. After some critical distance, it approaches the constant specified at the top. The steady state head standard deviation increases with the distance from the water table, then becomes stabilized for some distances, and finally decreases toward zero at the top boundary of specified head (Figure 1b) . The distance from the water table for the head standard deviation to become constant is slightly larger than that for the mean head, as observed by for specified flux condition at the top. It is seen that with time the mean head and head standard deviation approach their respective steady state limit. Although the mean and standard deviation profiles strongly depend on the initial condition (not shown here), they always approach the same steady state profiles at large times dependent on the boundary conditions but independent of the initial condition, as one should expect. We see similar behaviors for the two moments of water content (Figures 2c and 2d) , except for the water content standard deviation at the top boundary. Unlike the head standard deviation, the water content standard deviation is not zero at the top boundary. This is so because the uncertainty in water content comes from that in the soil parameter ␣ even though the head is specified with certainty there. Mathematically speaking, although the first three terms on the right-hand-side of (31) are zero, the last one is not, which makes e 2 (x, t) ϭ C e (x, t; x, t) nonzero. The second case is the same as the first one except that there is an internal source of specified flow rate. This may correspond to the situation of field injection. The soil column is run to steady state with the above mentioned boundary conditions, and then an injection of strength g ϭ 0.001[T Ϫ1 ] starts at this time (let it to be t ϭ 0) and lasts for 250 [T] . At the end of fluid injection the mean head and water content profiles are shown in Figures 2a and 2c . It is seen that the impact of injection is the increase of the pressure head and water content at the injection point and its vicinity, as expected. Also presented are the curves obtained by adding one standard deviation to and subtracting it from the mean quantity. These curves correspond to the 68% confidence intervals for the flow quantities; this is in an approximate sense because the flow quantities may not be normally distributed. Nevertheless, these intervals provide a way to quantify uncertainties due to incomplete information about the medium heterogeneity. It is seen that the impacts of injection on the confidence intervals dissipate with time after the injection stops (Figures 2b and  2d) . It is of interest to note that at locations near the water table the confidence intervals are much tighter for the head than for the water content. This is caused by the specific boundary conditions. If one specifies water content instead of head at the boundaries, one will see opposite behaviors. Figure 3 shows the impact of deterministic yet time-varying recharge. Here we specify time-varying flux condition at the top and the water table condition at the bottom. Two scenarios of time-varying recharges are depicted in Figure 3a , which vary with the same magnitude but different frequencies. The head confidence intervals at three different times are shown in the rest of this figure. In the case of constant recharge the head and saturation profiles should be constant when away from the boundaries ]. It is seen that only at near the land surface do the pressure head and saturation confidence intervals for the cases of time-varying recharges significantly deviate from their respective behaviors in the case of a constant recharge. That is, the effects of the transient (periodic) recharge are mainly limited to the upper portion of the domain. By comparing the two cases of different frequencies, we find that the effects of periodic recharge decrease with an increase in variation frequency. In other words, the temporal variations of high frequency tend to be damped out. This observation is similar to that made by Zhang and Neuman [1996a] for solute transport in saturated systems. However, the observations based on this figure come with the condition of a given magnitude. For a given frequency a larger magnitude of variation in recharge produces a more profound effect on flow (though not shown here). Physically speaking, the transient effects of time-varying recharge on both the mean behavior of flow and the associated uncertainty may be negligible away from the top boundary if the extent of the vadose zone is large, the magnitude of variation is small, and/or the frequency is high. Otherwise, the transient effects can be significant for the entire domain of a vadose zone.
Two-Dimensional Case of Injection
Figures 4 and 5 show a two-dimensional example. In this example the domain is of size 240 cm by 150 cm and represents a upper portion of an unsaturated zone. It is run to steady state with the following boundaries conditions: Specified recharge (0.001 cm/T) at the top and constant head (Ϫ172.694 cm) at the bottom, and no-flow boundaries at the two lateral sides. At steady state (t ϭ 0) the flow is gravity-dominated such that the mean head is constant through the whole domain (Figure 4a ). However, the head standard deviation is not uniform in such a bounded domain (Figure 4d ). The head standard deviation is zero at the bottom boundary of constant head and increases in the vertical direction with distance from there. In the horizontal direction and away from the bottom boundary, the head standard deviation is the largest at the two lateral (no flow) boundaries and decreases toward the center of the domain. The behaviors of head standard deviation under steady state conditions have been discussed in detail by for bounded domains. At t ϭ 0 ϩ a source of strength g ϭ 0.001 [T Ϫ1 ] is introduced at the center of domain and lasts for 250 [T] . At the end of injection when t ϭ 250[T], the mean head and head standard deviation contours are shown in Figures 4b and 4e , respectively. As expected, the mean head contours are asymmetric in the vertical direction about the point of injection due to gravitational effect, while they are symmetric in the horizontal direction. It is seen from Figure 4e that the head standard deviation increases in the immediate vicinity of the injection. The head standard deviation slightly increases at the downstream locations of the injection point and slightly decreases at the upstream points. With time the moisture plume continues to spread horizontally and vertically, as reflected in both the mean head (Figure 4c ) and the head standard deviation (Figure 4f) . Confidence intervals such as those shown in Figure 2 can be drawn with these contours. The uncertainty in the pressure head includes two parts: one due to the incomplete knowledge of the head field before injection, and the other due to the redistribution of the injected fluid. However, in this case, both of them are caused by the incomplete knowledge of the spatial variability of soil properties. In many field experiments the field conditions cannot be known without uncertainty. It is thus important to consider the effects of the initial uncertainty in predicting or interpreting experimental results. Figure 5 shows the mean velocity vectors, the streamlines, and the standard deviations of the velocity components. As seen from Figure 5a , the injection increases the mean velocities at downstream points and reduces them at the upstream points; this, in turn, renders larger standard deviations for the velocity components at the downstream locations of the injection point and smaller standard deviations at the upstream. This observation for velocity standard deviations is consistent with that for head standard deviations. After the injection ceases, the effects of injection on both the mean flow and the flow prediction uncertainty dissipate with time (Figures 5d, 5e , and 5f). These velocity moments serve as a basis for stochastic analyses of tracer migration in bounded, heterogeneous geologic media under transient unsaturated flow conditions.
Summary and Discussion
A first-order, nonstationary stochastic model of transient flow is developed which is applicable to the entire domain of a bounded vadose zone in the presence of sink/source. We derived general equations governing the statistical moments of the flow quantities by perturbation expansions. Owing to the mathematical complexity of the equations, in general we need to solve them numerically. The numerical moment equation approach, however, has the flexibility in handling different boundary conditions, internal sink/source terms, input covariance structures, and soil constitutive relationships.
In this study, we used the method of finite differences to solve the set of newly derived moment equations and demonstrated the developed model through some one-and twodimensional examples under different transient conditions. As one should expect, the statistical moments of flow quantities at intermediate times strongly depend on the initial state of the system but reach their respective steady state at large times, which only depends on the boundary conditions. The first two moments of a flow quantity may be used to approximate the confidence intervals for the quantity, which are a measure of uncertainty caused by incomplete knowledge of medium heterogeneity. We investigated the effects of internal sources on flow in both one-and two-dimensional domains. These cases may correspond to the situation of field fluid and tracer injection in heterogeneous unsaturated media. It is found that the uncertainty in a flow quantity is significantly affected by the initial uncertainty before injection and the uncertainty associated with redistribution of injected fluid in heterogeneous media, in this study both of which are caused by the incomplete knowledge of the spatial variability of soil properties. Since in many field experiments the field conditions cannot be known without uncertainty, it is important to include the effects of this initial uncertainty in predicting or interpreting experimental results. We also studied the effects of time-varying (periodic) recharges on unsaturated flow. It was found that the effects of time-varying recharge on both the mean flow and the associated uncertainty may be negligible away from the top boundary if the extent of the vadose zone is large, the magnitude of variation is small, and/or the frequency is high. Otherwise, the transient effects can be significant for the entire domain of a vadose zone.
In this study, the moment equations are derived by power series expansions. These moments are evaluated up to first order in terms of the variance of log saturated hydraulic conductivity f 2 and the variance of pore size distribution parameter ␣ 2 . Although equations governing higher-order correction terms can be rewritten similarly, it is much more tedious to solve them (see Hsu et al. [1996] for the treatment under saturated conditions). Like other perturbation theories, the validity of the approximation is generally warranted if f 2 is smaller than one and ␣ 2 is much smaller than one [Unlu et al., 1990; Protopapas and Bras, 1990; Harter and Yeh, 1996b; Harter and Zhang, 1999] .
The moment equations are presented in the unconditional context. The conditional version of these equations can be given by the same theoretical procedure. The uncertainty in the moments of flow quantities may be reduced by conditioning on measurements of soil properties, as found by Graham and McLaughlin [1989] and Zhang and Neuman [1995] for solute transport. The conditional flow moment equations would remain the same except that the means and covariances of log saturated hydraulic conductivity f and soil pore size distribution parameter ␣ become dependent on the locations relative to the measurement points; these equations can be solved by the same algorithm.
There are similar stochastic theories for transient unsaturated flow in the literature. For example, Mantoglou [1992] derived a similar set of equations governing the statistical moments of unsaturated flow quantities for bounded domains. However, the moment equations given in the present study are simpler and easier to solve than those by Mantoglou [1992] . The moment equations (mean and covariance equations) in the latter work are nonlinearly coupled and hence need to be solved simultaneously and iteratively, whereas our covariance equations are linear and decoupled with the nonlinear mean equation, and these equations can be solved sequentially. Furthermore, the number of independent variables is d ϩ 1 for a given reference point in our covariance equations, while it is 2d ϩ 1 in the work of Mantoglou [1992] (where d is the number of space dimensions). Hence our equations may be easier to implement numerically. It is because of the "nonlinearity coupling and dimensionality problems" [Mantoglou, 1992, p. 258 ] that the author was not able to numerically implement his moment equations for general cases of transient, unsaturated flow.
The other widely used method is Monte Carlo simulation. This approach is conceptually straightforward and is based on the idea of approximating stochastic processes by a large number of equally likely realizations. The Monte Carlo approach can handle complex geometry and boundary conditions and requires fewer assumptions than does the moment equation approach. Most importantly, the Monte Carlo approach can, in principle, deal with extremely large variability in the independent variables so long as the number of realizations is large. However, this leads to the main disadvantage of the Monte Carlo approach which is that it must solve many realizations of a given aquifer or vadose zone. This requires considerable computation and a careful examination of the results. In general, two types of error are associated with Monte Carlo simulation results: numerical and statistical. The former depends on the numerical method and the particular solver used as well as the spatial and temporal discretizations. The larger is the spatial variability, and the finer is likely the required spatial discretization. Statistical errors arise from the method used to generate realizations and the number of realizations. On the other hand, moment equations are derived under the assumption of small perturbations or with some kind of closure approximation, either of which may introduce error. Nevertheless, the moment equation approach has some important advantages. For example, the coefficients of the moment equations are relatively smooth because they are averaged quantities. Thus the moment equations can be solved on relatively coarse grids. In addition, the moment equations are available in analytical form, even though they are usually solved numerically in applications. This holds the potential for increased physical understanding of the mechanisms of uncertainty through qualitative analysis. At last but not least, the results from the moment equation approach are less ambiguous than those of the Monte Carlo approach. The ambiguity in the Monte Carlo simulation results may stem from its multiple sources of potential error which are difficult to either ascertain or control [Neuman, 1997] . It is because of this ambiguity that different sets of Monte Carlo simulations may give significantly different results even for the same physical problem. On the basis of this observation, Dagan [1998, p. 3198 ] recently suggested that "⅐ ⅐ ⅐ [Monte Carlo] simulations may serve as a reliable tool for validating approximate theoretical results only after making sure that various authors arrive at similar results albeit by different methods."
For the one-dimensional examples presented in this paper, the required CPU time for the moment equation approach is from several seconds to several minutes on a Sun Workstation (Ultra 1 Model 140 143MHz). For the two-dimensional example of fluid injection and redistribution, it takes about 90 min on the same Workstation for a rectangular grid of 31 by 21 nodes and for four time steps. For a small or median size domain the moment equation approach not only reveals more physical insight but also is more computationally efficient than the Monte Carlo approach. However, as pointed out by , the computational demand of the moment equation approach increases rapidly with the size of the domain. It is thus possible that for some larger problems the moment equation approach is more computationally demanding than the Monte Carlo approach. However, comparing to the 2 to 3 decade long research in numerically solving the original governing flow equations (which is a key step in Monte Carlo simulations), the research of solving moment equations is still in its infancy. Research may reveal that the moment equations can be solved more efficiently. On the other hand, the problem of high computational efforts for large size domains may be alleviated with recent improvements in computer memory and speed, and with the availability of well-integrated massively parallel machines. The moment equations have inherent parallel structures. For example, (22) for C fh (x; , ) can be solved on different processes for different x because they are independent; and this is also true for C h (x, t; , ) with respect to each (, ). Recognition and utilization of this parallelism may speed up the computation significantly. This research topic is of paramount importance for the application of moment equation approaches to real-world problems.
Appendix A
The second-order term for head is governed by the following equation: The equation for ͗C (1) h (1) ͘ can be given similarly. The covariance C Y given in (28) is a function of C h , thus (C1) and (C2) (and the equation for ͗C
(1) h (1) ͘) are nonlinear and coupled and need to be solved iteratively. However, the theoretical procedure outlined in the main text yields a set of linear equations for the covariances, which are easier to solve.
