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A b s t r a c t
T he g r o w th  o f  th e  Internet an d  th e  ran ge o f  ap p lica tion s it n o w  su p p orts h as  
created  a n e e d  for im p ro v ed  traffic e n g in eer in g  tech n iq u es. O ne p rotoco l w h ic h  
s h o w s  p ro m ise  in  th is  regard  is  M u ltip ro to co l L abel S w itch in g  (M PLS). M PLS  
in h er its  a m ix  o f  attributes from  earlier  p ro toco ls  su ch  as IP an d  ATM , and  p o te n ­
tia lly  co m b in es  th e  s im p lic ity  o f  IP a n d  th e  Q u a lity  o f  S erv ice (Q oS) capab ilities  
o f  ATM . M PLS is  n o w  a m ature stan d ard  w id e ly  d e p lo y e d  in  th e  Internet. T his  
th e sis  con cern s th e  d e v e lo p m e n t o f  n e w  m ech a n ism s that can  further ex ten d  the  
M PLS cap ab ilities  for traffic en g in eer in g .
W eb serv ice  rem ain s a k e y  a p p lica tio n  in  to d a y 's  Internet. T he traffic d em an d s  
at p o p u la r  W eb -sites an d  th e  req u irem en ts o f red u n d a n cy  a n d  reliab ility  can  o n ly  
b e  m e t  b y  u s in g  m u ltip le  W eb servers. A  n e w  so lu tio n  to  W eb server lo a d  ba lanc­
in g  b a se d  o n  M PLS is  p resen ted  in  th is  th esis . T h is so lu tio n  features a n o v e l W eb  
sw itc h in g  architecture fea tu r in g  sw itc h in g  at layer  tw o . A n  e x ten d ed  so lu tio n  for  
p r o v id in g  d ifferen tia ted  W eb serv ices  is  a lso  p ro p o sed . It h a s  b e e n  im p lem en ted  
in  a so ft  M PLS router u s in g  th e  L in u x  op era tin g  sy stem .
T he p erform an ce o f  so ft  routers is s ign ifican tly  a ffected  b y  the p ack et p ro ­
c e ss in g  tim e. A n  M P L S-based  fra m ew o rk  to  increase th e  average  p ack et s iz e  an d  
c o n se q u en tly  red u ce  the traffic fram e-rate is d escrib ed  in  the thesis. T his h a s b een  
im p le m e n te d  in  a L in u x-b ased  so ft  router an d  its  perform an ce ev a lu a ted  exp eri­
m en ta lly . A s  tra n sm iss io n  rates co n tin u e  to  r ise , su ch  ag g reg a tio n  tech n iq u es w il l  
b e  n e e d e d  if  p a ck et p r o c ess in g  tim e  is  n o t  to  b e c o m e  a bottlen eck . T he sw itch ­
in g  te c h n o lo g y  at th e  core o f  to m o rro w 's  Internet, fea tu r in g  G M PLS and  op tica l 
sw itc h in g  u s in g , p erh ap s, op tica l b u rst sw itc h in g  tech n o logy , w ill  n o t w o rk  effi­
c ien tly  w ith  sh ort p ack ets.
A  n e w  c la ss o f  s c h e d u lin g  a lg orith m s is  a lso  d escrib ed , in ten d ed  for d e p lo y ­
m e n t in  M PLS n e tw o rk s . T heir o p era tio n  is  b a se d  o n  an  a n a lo g y  w ith  the w ork ­
in g s  o f  th e  h u m a n  heart. T h is c la ss o f  a lgorith m s a ch iev es  the o p tim a l fa irness for  
p a ck et b a se d  sc h e d u lers  a n d  h a s  lo w  h ard w are com p lex ity . It can  b e  com b in ed  
w ith  th e  p ack et a g g reg a tio n  m ech a n ism  ab o v e  to  p r o v id e  an  effective  interface  
b e tw e e n  th e  e d g e s  o f  to m o rro w 's  In ternet and  its  h ig h -sp ee d  core.
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C H A P T E R  1
I n t r o d u c t i o n
T w o h u n d red  years a g o  the first in ternal co m b u stio n  en g in e  w a s  created . It took  
o n e  h u n d red  years u n til m a ss  p r o d u c tio n  o f the au tom ob ile  b eg a n . In  th ose  early  
s ta g e s  (19th cen tu ry) n o  traffic la w s w e r e  required. Today, w ith  over  600 m illion  
cars in  th e  w o r d  a n d  a p ro d u ctio n  o f  o v er  60 m illio n  p er year, d r iv in g  w o u ld  b e
im p o ss ib le  w ith o u t  traffic ru les. B reaking th e  ru les m a y  resu lt in  accid en ts and  
traffic d isru p tion . Still, there are d rivers that m isb eh ave  and  d r ive  b y  their o w n  
ru les.
B ut w h a t  h a p p en s  w ith  th e  Internet traffic w h en  so m e o f it m isb eh aves?  A n d  
h o w  m isb eh a v io u r  can  be d e fin ed  in  a n etw o rk  w ith o u t rules? T he Internet 
e v o lv e d  so  q u ick ly  th at fe w  reg u la tio n s c o u ld  k eep  u p  w ith  th e  ch an ge . There­
fore, apart from  so m e  id e n tity  in fo rm a tio n  (e.g . IP a d d resses , d o m a in  n am es, 
etc.) w h ic h  is cen tra lly  m a n a g ed , the Internet traffic is ap p aren tly  chaotic. E very­
b o d y  se n d s  an d  rece iv es  traffic as m u c h  as h e  can w h e n  h e  w a n ts  an d  to /fr o m  
w h o e v e r  h e  w a n ts . Paradoxically , th e  Internet co n tin u es to  e v o lv e  a n d  exp an d s  
d e sp ite  th is  "B row nian  m otion "  o f b its.
It is arguable w h eth e r  the traffic in  th e  Internet sh o u ld  ev er  b e  regu lated . A p ­
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parently, in creasin g  th e  b a n d w id th  to  sa tis fy  u sers' n e e d  for sp e e d  m a y  seem  
e n o u g h  to  k eep  th e  In ternet a liv e  an d  cu sto m ers happy. H o w e v e r , m a lic io u s traf­
fic su ch  as flo o d s  or d en ia l-o f-serv ice  attacks can  co n su m e the b a n d w id th  or b rin g  
d o w n  n e tw o r k  c o m p o n en ts  su c h  as routers a n d  servers. M oreover, ap p lica tion s  
su ch  as d istr ib u ted  p eer-to -p eer  file  sh arin g  w il l  u se  u p  a h ig h  p rop ortion  o f  the  
b a n d w id th , im p a ir in g  th e  fu n c tio n a lity  o f  other Internet ap p lica tion s.
In  th is  context, m a n y  cu stom ers are w illin g  to  p a y  a p rem iu m  for gu aran teed  
serv ices an d  th e  In ternet serv ice  p r o v id ers  (ISPs) n e e d  sy ste m  to o ls  to  b e  ab le to  
p ro v id e  su c h  gu aran tees, b y  m ea n s o f  traffic en g in eer in g . Traffic en g in eer in g  is  
m ore th an  a se t o f r u les  for data traffic. It a lso  a im s to reduce c o n g estio n  (w h ich  
m a y  resu lt in  traffic lo ss) an d  o p tim ise  the n etw o rk , w h ic h  co n seq u en tly  m ak es  
the b u s in e ss  o f  the ISP m ore profitable.
T he p r o cess  o f p r o v id in g  p r e m iu m  serv ice  to  cu stom ers, or o f  m a n a g in g  a  
n etw o rk  for traffic en g in e er in g  p u r p o se s , requires m igration  from  the trad itional 
best-effort serv ice  m o d e l, w h er e  a ll b its  tran sp orted  b y  th e  Internet w ere  (in  p r in ­
c ip le) treated  alike. If the traffic en g in eer in g  to o ls  are stan d ard ised , w h e n  ISPs 
d e p lo y  th em  in  the In tern et th e y  can  in ter-operate in  order to  p r o v id e  a co m m o n  
fram ew ork  for  other serv ices  in c lu d in g  e n d -to -en d  Q u a lity  o f  S erv ice (QoS).
1.1 Motivation
The Internet d o es  n o t  o n ly  n e e d  to  b e  traffic en g in eered , b u t m u st  a lso  b e  able to  
p r o v id e  Q oS  gu aran tees w h e n  appropriate  to  its  cu stom ers. M a n y  m ech an ism s  
(as d isc u sse d  in  C h ap ter  2) h a v e  b e e n  p r o p o se d  to  p r o v id e  th ese  facilities b u t  
n o n e  h a v e  p rev a iled . T h is is  b e c a u se  o f  the ex trem ely  h e ter o g e n o u s  n etw o rk  en ­
v iro n m en t in  th e  Internet. In th e  1990s A sy n ch ro n o u s Transfer M o d e  (ATM ) w a s  
d e v e lo p in g  as a p r o m is in g  te c h n o lo g y  for th e  n ex t g en era tion  o f  h e tero g en eo u s  
te leco m m u n ica tio n  n e tw o rk s . Its e m b ed d e d  Q oS cap ab ilities a n d  h ig h  transfer  
rates m a d e  it  a  ca n d id a te  as th e  u n iv ersa l carrier for th e  Internet. T he m a in  fac­
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tors th at p rev en ted  th is  are d escrib ed  in  S ection  2.3.5.
M u ltip ro toco l L abel S w itch in g  (M PLS) e v o lv e d  from  th e n e e d  to  in tegrate  
Q oS  cap ab ilities lik e  th o se  o f  A T M  in to  th e  Internet. M PLS features a s im p le  
y e t  e ffective  fo rw a rd in g  m ech a n ism , o n  to p  o f  w h ic h  m a n y  e x istin g  an d  future  
Q oS  sch em es can  b e  d e p lo y e d  an d  in ter-operate. The M PLS forw ard in g  p lan e  
c a n  h e lp  the co n v erg en ce  o f  lo ca l Q oS  m ech a n ism s in to  a gen era l In ternet Q oS  
sch em e. M PLS is a lso  attractive for traffic en g in eer in g  and  red u ces the n e e d  for  
m a n u a l in terv en tio n  in  n e tw o r k  ad m in istra tion  u s in g  a d v a n ced  p ro tection  and  
fa st reroute m ech a n ism s. M PLS is  su r v e y e d  in  C hapter 3.
M PLS is  n o w  a m atu re  stan dard  w id e ly  d e p lo y e d  in  th e  In ternet an d  u se d  as  
a fra m ew o rk  for  d e p lo y in g  Q oS. T h is th e sis  con cern s the d e v e lo p m e n t o f  n e w  
m ech a n ism s th at can  further e x ten d  the cap ab ilities  o f M PLS for traffic en g in eer­
in g  a n d  Q oS.
1.2 Thesis contributions
1.2.1 Problem description
T h is th esis  concentrates o n  th e  a d v a n ta g es  o f u s in g  M PLS as a traffic en g in eer in g  
to o l to  p r o v id e  Q oS in  th e  Internet. T he m a in  fo cu s  o f th is  w o r k  is  tw ofo ld :
•  To check  the e x is t in g  Q oS a n d  traffic e n g in eer in g  tech n o lo g ie s  and  to in v e s­
tiga te  w h ic h  are fea sib le  for  d e p lo y m e n t in  th e  Internet;
•  To a n a ly ze  the ro le  o f  M PLS in  an  ov era ll Q oS  architecture;
•  To d e v e lo p  n e w  m ec h a n ism s that can  further ex ten d  th e  M PLS capab ilities
for traffic en g in eer in g .
1.2.2 Summary of contributions
The m ain  con tribu tions of th is thesis are lis ted  below :
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•  A  n e w  so lu tio n  to  W eb server  lo a d  b a la n c in g  b a se d  o n  M PLS. T his so lu ­
t io n  features a n o v e l W eb sw itc h in g  architecture featu rin g  sw itc h in g  at layer  
tw o . It h as b e e n  im p le m e n te d  in  a so ft  M PLS router u s in g  the L in u x  oper­
a tin g  sy stem .
•  A n  M PLS b a se d  so lu tio n  to  p r o v id e  d ifferen t le v e ls  o f W eb serv ice  is  a lso  
d escribed . I h a v e  d e s ig n ed , im p le m e n te d  a n d  ev a lu a ted  a W eb sw itc h in g  
architecture for n ex t-g en era tio n  Q oS e n a b le d  IP n etw ork s, b a sed  o n  a L inux  
im p lem en ta tio n  o f  M PLS.
•  A n  M PL S-based  fram ew ork  to  increase th e  a v erage  p ack et s iz e  an d  con ­
seq u en tly  red u ce th e  traffic fram e-rate is  d escrib ed  in  the th esis. T h is has  
b e e n  im p lem en ted  in  a L in u x-b ased  so ft  router a n d  its perform ance ev a lu ­
a ted  experim en ta lly . A s  tra n sm issio n  rates co n tin u e  to  r ise , su ch  aggrega­
tio n  tech n iq u es w il l  b e  n e e d e d  if  p ack et p r o c e ss in g  tim e is  n o t  to  b eco m e  a 
b ottlen eck  in  routers. T h e sw itc h in g  te c h n o lo g y  at th e  core o f tom orrow 's  
Internet, fea tu r in g  G M PLS an d  o p tica l sw itc h in g  u s in g , p erh ap s, op tica l 
b u rst sw itc h in g  tech n o logy , w i l l  not w o r k  e ffic ien tly  w ith  short packets.
•  A  n e w  c la ss o f  sc h e d u lin g  a lgorith m s is  a lso  d escrib ed , in te n d ed  for d e ­
p lo y m e n t in  M PLS n etw ork s. Their o p era tio n  is  b a se d  o n  an  an a lo g y  w ith  
th e  w o r k in g s  o f th e  h u m a n  heart. This c la ss  o f a lgorith m s a ch iev es  th e  op ti­
m a l fa irn ess for p a ck et b a se d  sch ed u lers  a n d  h a s  lo w  hardw are com p lexity . 
It can  b e  c o m b in e d  w ith  th e  p ack et a g g reg a tio n  m ech a n ism  ab o v e  to  p ro­
v id e  an  effec tiv e  in terface b e tw e e n  th e  e d g e s  o f  tom orrow 's Internet an d  its  
h ig h -sp e e d  core.
1.3 Thesis outline
The rem ainder o f th is thesis is organ ised  as follows:
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Chapter 2 d escrib es  the m a in  co m p o n e n ts  at the v a r io u s  le v e ls  in  th e  overa ll Q oS
architecture. It id en tifie s  the role o f  traffic en g in eer in g  an d  the im portance  
o f MPLS an d  lab el sw itc h in g  architectures for Internet traffic en g in eerin g .
Chapter 3 p re sen ts  th e  arch itectural d e ta ils  o f  M PLS that w i l l  m ak e th is tech n o l­
o g y  a u n iv e r sa l fram ew ork  for  b u ild in g  en d -to -e n d  Internet Q oS  sch em es.
Chapter 4 d escrib es  n e w  tech n iq u es  for e x p lo it in g  th e  large sca le  d ep lo y m e n t  
o f  M PLS. T h is issu e  is  a d d ressed  at v a r io u s  lev e ls . A t  th e  a p p lica tio n  lev e l, 
a fram ew ork  for lo a d  b a lan c in g  W eb servers a n d  p r o v id in g  d ifferen tiated  
le v e l o f  serv ice  that ex p lo it  MPLS traffic en g in eer in g  cap ab ilities is p re­
se n te d  . A t  th e  n e tw o r k  lev e l, a tech n iq u e  for in creasin g  router p erform an ce  
u s in g  M PLS m eta -fram es is  p resen ted . A t  th e  control layer  o f  Q oS routing , 
a n e w  c la ss  o f  w e ig h te d  fair q u e u in g  a lgorith m s is  p ro p o sed  to  co m p lem en t  
th e  e x is t in g  Q oS  p r o v is io n in g  m ec h a n ism s ava ilab le  to  M PLS n etw ork s.
Chapter 5 su m m a rises  th e  w o rk , p resen ts  fu tu re  research  trend s an d  co n c lu d es  
th is  th esis .
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I n t e r n e t  Q o S  o v e r v i e w
2.1 What is Internet Quality of Service ?
T he q u a lity  o f the Internet serv ice  is d ifficu lt to  d efin e  b eca u se  the Internet is  
u s e d  to p r o v id e  a large  var ie ty  o f  serv ices for d ifferen t c lasses o f  u sers  a n d  ap p li­
cations. T herefore, it  is d ifficu lt to m easu re th e  le v e l o f serv ice. For instance, 
carrying  a n  e lectron ic  m a il from  on e  e n d  o f  th e  w o r ld  to another in  a m atter  
o f m in u te s  is  satisfactory. B ut th e  ech o  effect d u r in g  a v o ic e  co n v ersa tio n  over  
th e  Internet or fu z z y  im a g e s  w h ile  w a tc h in g  l iv e  v id e o  b roadcasts m a y  b e  u n ­
accep tab le . M a p p in g  th e se  a p p lica tio n -lev el req u irem en ts in to  a se t o f  n e tw o rk  
constra in ts is, in  gen era l, d ifficu lt.
H o w ev er , for so m e  ap p lica tion s there are sp ec ific  requ irem en ts that m u st be  
sa tisfied  in  order to m ak e  th em  run over  the Internet. M ost often , th ese  require­
m en ts  are b a n d w id th , delay, jitter a n d  reliab ility  (e .g . p ack et lo ss) [147, 159]. 
Therefore, so m e  sort o f  m etrics are n e e d  to  sp e c ify  th e  req u irem en ts an d  to  b e  
ab le  to  v e r ify  if  th e  n e tw o r k  m ee ts  them . A llo w in g  u sers  an d  a p p lica tion s to  sp ec­
ify  v a r io u s  req u irem en ts for d ata  tran sm ission  ov er  th e  Internet an d  b e in g  able
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to  sa tisfy  their  co n d itio n s  p artia lly  or in  fu ll m ea n s  that th e  n e tw o rk  n o  lon ger  
p r o v id e  best-effort services b u t  v a r io u s  serv ices at d ifferen t le v e ls  o f  quality. In  
best-effort service the n e tw o r k  m ak es n o  d istin c tio n  b e tw e e n  c la sses o f traffic and  
b u t m ak es a n  eq u a l (best) effort to  d e liv er  a ll p ack ets.
O ne o f  th e  p r o p o se d  g o a ls  o f  th e  In ternet P ro toco l w a s  to  p r o v id e  d ifferen t  
lev e ls  o f  serv ice  for In ternet traffic as it can  b e  se e n  from  th e Type o f Service field  
in  th e  Internet P rotoco l (IPv4) h ead er  [123]. H o w e v e r , u n til recen tly  the Internet 
w a s  p r o v id in g  a lm o st e x c lu s iv e ly  best-effort serv ices . T h is m ea n s that p r o v id in g  
e v e n  lim ited  q u a lity  o f  serv ice  gu aran tees (su ch  as b a n d w id th , d e la y  or jitter) 
over  th e  Internet in frastructure is  n o t a triv ia l task.
Therefore, there is  a  h o t  d eb a te  ab ou t w h eth er  to  in v e st  in  Q oS  tech n o lo g ies  
or to  increase the n e tw o r k  capacity. T he trad eoffs b e tw e e n  the ben efits offered  
b y  Q oS m ech a n ism s a n d  th e  o v erh ea d  a sso c ia ted  w ith  th ese  m ech a n ism s are at 
the root o f  th e  co n tro v ersy  that h as a lw a y s  su rro u n d ed  th e  d iscu ss io n  o f  Q oS  
m ech a n ism s [28].
W h atever  th e  a rg u m en ts  a g a in st p r o v id in g  Internet Q oS  su p p ort, there are a 
large v a r ie ty  o f  a p p lica tio n s  d em a n d in g  d ifferen t treatm en ts b a se d  o n  their strin­
g en t perform an ce req u irem en ts. H ere is  T anenbaum 's c lassifica tion  [147] o f m ajor  
In ternet a p p lica tio n  a n d  their  perform an ce requ irem en ts.
Application reliability delay jitter bandwidth
E -m ail h ig h lo w lo w lo w
File transfer h ig h lo w lo w m ed iu m
W eb access h ig h m ed iu m lo w m ed iu m
R em ote  lo g in h ig h m e d iu m m e d iu m lo w
A u d io  o n  d e m a n d lo w lo w h ig h m ed iu m
V id eo  o n  d e m a n d lo w lo w h ig h h ig h
T elep h on y lo w h ig h h ig h lo w
V id eo co n feren c in g lo w h ig h h ig h h ig h
Table 2.1: QoS requirements for different types of applications
Therefore, as lo n g  a s  there are v a r io u s  c la sses  o f  a p p lica tion s requiring  differ­
en t le v e ls  o f  serv ice , th ere  w il l  a lw a y s  b e  so m e o n e  w il l in g  to  p a y  m ore for som e
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sort o f  Q oS  guaran tee. C urrently, th e  ISPs can  o n ly  p r o v id e  lo n g  term  b a n d w id th  
gu aran tees for subscribers. T h us, for  exam p le , a  subscriber m ig h t  s ig n  u p  for  
p rem iu m  serv ice  a  m o n th  at a tim e. T he fu ture Internet m a y  b e  ex p ec ted  to  fea­
ture p r ic in g  an d  s ig n a llin g  m ech a n ism s to  p r o v id e  o n  d em a n d  Q oS gu arantees  
for ad  h o c  h ig h  req u irem en ts a p p lica tio n s (e.g . a v id e o p h o n e  call). H en ce , ISPs 
n e e d  to o ls  for d ifferen tia tin g  an d  g u a ra n tee in g  th e  le v e l o f  serv ice  an d  m an a g in g  
v a r io u s  c la sse s  o f  serv ice.
A fter  th is  sh ort in trod u ction  a n d  m o tiv a tio n  for Internet Q oS, an  o v e r v ie w  o f  
Q oS m ec h a n ism s is  p resen ted  in  th e  rest o f  th is  chapter.
2.2 Components of Internet QoS
There is  n o  s in g le  te c h n o lo g y  ab le to  gu aran tee  e n d -to -en d  q u a lity  o f  serv ice  over  
the Internet. In  order to  b e  able to  sa tis fy  the Q oS requ irem en ts o f  a traffic flow , 
a co m b in a tio n  o f  tech n iq u es  an d  a lgorith m s m u st  b e  u sed . H ard w are an d  soft­
w a re  c h a n g es  in  th e  n e tw o r k  e le m e n ts  are a lso  required . T here are n u m ero u s  
stra teg ies for h o w  to  im p le m e n t a n d  d e p lo y  loca l or en d -to -en d  Q oS  m ech an ism s  
ov er  th e  In ternet [16, 166]. B efore d isc u ss in g  the m o st im p ortan t Internet Q oS  
rela ted  projects, so m e  o f  th e  c o m p o n e n ts  o f  su ch  m ech a n ism s are in trod u ced  in  
th is  section .
2.2.1 QoS Metrics
Q oS m etrics are u s e d  to  exp ress th e  le v e l o f Q oS required  or rece iv ed  b y  a traffic 
flow . A p p lic a tio n s  can  sp ec ify  o n e  or m ore requirem ents to  be m et b y  the n et­
w ork . T he m etr ics are c la ssified  in  three categories an d  d efin ed  as fo llo w s  [42,79]: 
L et m (r  1, r2) b e  a m etric  for a  lin k  b e tw e e n  routers r l  an d  r2. For a p a th  
P  =  in ,  r 2, . . . ,  r i_ i, n ) ,  m etric m  is:
•  additive, i f  m (P ) =  m ( r i ,r 2) +  m (r2, r 3) +  . . .  +  m (r j_ i,r j)  E xam ples are
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delay, jitter, co st  an d  h o p -co u n t. For in stan ce , th e  d e la y  o f  a p a th  is  the su m  
o f  th e  d e la y  o f  e v e ry  h o p .
•  m ultiplicative, if  m (P ) =  m (r i,  r2) x m (r2, r3) x .. .  x rn(ri_ 1,r i) .  A n  ex a m p le  
is  reliability, in  w h ic h  case  0 <  m (ri, Tj) <  1.
•  concave, i f  m (P ) =  m in { m (r i,r 2) ,m (r 2,r 3), . . . ,ra (r i_ i,r ;) } . A n  ex a m p le  is  
b a n d w id th , w h ic h  m ea n s  that th e  b a n d w id th  o f  a p a th  is  the v a lu e  o f  the  
lin k  w ith  th e  m in im u m  ava ilab le  b a n d w id th .
2.2.2 Classes of service and service level agreements
Internet ap p lica tion s h a v e  v a r io u s  req u irem en ts that can  be sp ec ified  u s in g  the  
a b o v e-m en tio n ed  m etrics. R ou ters a lo n g  th e  p a th  m u st  b e  ab le to  guarantee so m e  
le v e l o f Q oS for the req u ested  serv ice. T herefore, an  ISP m a y  defin e  c la sses  o f  
serv ice  b a se d  u p o n  a n  a p p lica tio n  or u ser requ irem en t.
T he Internet p ro to co l itse lf  p r o v id e s  a w a y  o f  sp e c ify in g  th e  Internet serv ice  
q u ality  b y  the m ea n  o f  the ty p e  o f  serv ice  (ToS) fie ld  in  the IP h ead er [122, 123]. 
T he fu ture v e rsio n  o f  the IP (i.e. v e rsio n  6) is a lso  u s in g  d ed ica ted  h ead er fie ld s  
su ch  as traffic c la ss (in itia lly  ca lled  th e  p riority  fie ld  [51]) and  f lo w  lab el to a llo w  
th e  sp ec ifica tion  o f  v a r io u s  c la sses  o f  Q oS [134]. ATM  h a s  d efin ed  its o w n  c lasses  
o f  serv ice  for th e  m o s t  c o m m o n  ty p e s  o f  a p p lica tio n s (see  S ection  2.3). In th e  in ­
tegra ted  serv ices  In ternet Q oS  m o d e l, on e  can  d is t in g u ish  b e tw e e n  three c la sses  
o f  serv ice, n a m e ly  b e s t  effort, con tro lled -load  a n d  g u a ra n teed  serv ice  [135 ,162 ]. 
M ore recen t tec h n o lo g ie s  require ch a n g es to  th e  stan d ard  IP v4  an d  IPv6 im p le ­
m en ta tio n  in  order to  p r o v id e  their o w n  su p p o rt for Q oS c lassification . H en ce , 
in  th e  d ifferen tia ted  se rv ic es  (D iffserv) [31] ap p roach , ToS b its  (IPv4) and  traf­
fic c lass b its (IPv6) re sp ec tiv e ly  are rep laced  b y  the D ifferen tia ted  Services C od e  
P oin t (DSCP) fie ld  that is  in te n d ed  to  m ap  a traffic c la ss  to  a particular forw ard in g  
treatm en t at ea ch  n o d e  a lo n g  th e  p ath .
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O ther au th ors p ro p o se  a Q oS  sc h e m e  w ith  three c la sses  o f  serv ices  for the  
Internet b ack b on e  [166]. The c la sses  o f  traffic p ro v id ed  are:
•  P rem iu m  serv ice  to  p r o v id e  re liab le , lo w -d e la y  an d  low -jitter  serv ice  for 
rea l-tim e traffic su ch  as v o ice  o v e r  IP, v id e o  con feren cin g  or finan cia l traffic;
•  A ssu r e d  serv ice  to  p ro v id e  reliab le  an d  pred ictab le traffic su ch  as non-real- 
tim e V P N ;
•  B est Effort serv ice  for trad ition al In ternet traffic (e.g. W W W , e-m ail, etc.).
T he n u m b er  o f  c la sses  o f  serv ice  p r o v id e d  m a y  v a ry  d e p e n d in g  o n  th e  tar­
g e te d  a p p lica tio n s  for each  c la ss o f  serv ice , h o w  clearly  a c la ss can  b e  d istin ­
g u ish e d  from  another, an d  d e p e n d in g  o n  th e  serv ice  a g reem en t b e tw e e n  cus­
tom ers a n d  serv ice  provider.
Service level Agreements (SLA) b e tw e e n  ISP an d  cu stom ers can  b e  u se d  to  d e ­
fine the le v e l o f serv ice  o ffered  b y  the prov ider, an d  som e sort o f b illin g  schem e. 
A  cu sto m er  m a y  b e  a u ser  org a n isa tio n  or an other p ro v id er  d o m a in  (upstream  
d om ain ). T h e agreem en t ty p ic a lly  sp e lls  o u t  m easu res for p erform an ce an d  con­
seq u en ces  for fa ilure. SLAs can  b e  c la ssified  as fo llo w s  : [165].
Static SLAs are n e g o tia te d  o n  a regu lar (e.g ., m o n th ly  or year ly ) b asis.
Dynamic S L A s require the cu sto m er  to  u se  a s ig n a llin g  p ro to co l (e.g ., RSVP) to  
req u est serv ices  o n  d em an d .
T he serv ice  p erform an ce le v e l  m u s t  b e  r e v ie w e d  regu lar ly  b y  th e  tw o  par­
ties. T herefore, each  serv ice  p r o v id e d  sh o u ld  b e  m easu rab le  b y  u s in g  m onitor­
in g , m ea su r in g  an d  b en ch m ark in g  to o ls . T he requ irem en ts can  b e  sp ec ified  u sin g  
Q oS m etrics or other quan tifiab le  b o u n d s.
A n  a g reem en t c o u ld  for ex a m p le  sp e c ify  a serv ice  like th is  one: "128 K bps o f  
traffic w ill  b e  carried from  sou rce  S to  d estin a tio n  D  w ith  near zero  p acket loss  
rate. E ach p a c k e t w i l l  b e  d e liv ered  from  S to  D  in  le s s  th an  100 m illisecon d s."
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2.2.3 Traffic scheduling
O n e im p ortan t feature in  packet-switching (store-and-forward) n e tw o rk s  is  th e  m ech ­
a n ism  th a t d eterm in es w h ic h  p a ck et w il l  b e  tran sm itted  n ex t o n  th e  o u tp u t link. 
T h is m ech a n ism  is  referred  to  as th e  traffic scheduling algorithm  [143].
T he ro le  o f traffic sc h e d u lin g  in  the In ternet Q oS sch em e is  to guarantee the  
req u irem en ts sp ec ified  in  SLAs (Service L ev e l A greem en ts). H en ce , traffic sch ed ­
u lers  m u s t  assure p red ictab le  d e la y s  as w e l l  a s a  fair share o f  th e  lin k  b a n d w id th  
for concurren t traffic c la sse s1. S u ch  m ech a n ism s m u st  b e  ab le to  guarantee the  
reserved  traffic rate w ith o u t  p ack et lo ss , in d e p e n d e n t o f the b eh av iou r  o f other  
c lasses.
Traffic sch e d u lin g  is  m o stly  required  in  o n e  o f  th e  fo llo w in g  situations:
•  W h e n  m u ltip le  o rgan isa tion s share b a n d w id th  ov er  th e  sam e link;
•  W h e n  d ifferen t c o m m u n ica tio n  p ro to co ls  share th e  sa m e link;
•  W h en  traffic ty p es  w ith  d ifferen t Q oS  requ irem en ts share b a n d w id th  o n  the  
sa m e  link .
S ince th is la st s itu a tio n  d escrib es the traffic m ix  o n  m o st link s in  to d a y 's  Inter­
n e t, it su g g e s ts  th at traffic s c h e d u lin g  o f Q oS  stream s sh o u ld  b e  an  in trinsic part 
o f  th e  Internet.
2 .2.3.1 Traffic c la sse s
In  [52], D em ers et al. a p p ly  th e  term  "user" to  id en tify  in d iv id u a l traffic classes  
th a t co m p ete  for th e  sa m e resou rce  (e.g. o u tp u t  interface). User c o u ld  refer to  the  
sou rce  ad d ress  o f  a  p ack et, th e  d estin a tio n  ad d ress, th e  pa ir  sou rce-d estin ation ,
a TCP con versa tion , etc. W hat d efin es  a user, is irrelevant for a traffic scheduler. 
T he b eh a v io u r  o f a traffic sch ed u ler  rem ains the sam e w h a tev er  the in terpretation  
o f  user.
1The concept of "traffic class" in  this context w ill be explained in  subsection 2.2.3.1
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H o w ev er , th e  e ffec tiv en ess  a n d  co m p le x ity  o f  a  sch ed u ler  d e p e n d s  o n  the  
n u m b er  o f  users. T he e x ecu tio n  tim e  o f a sc h e d u lin g  a lgorith m  increases w ith  
the n u m b er  o f con cu rren t users. R ed u cin g  th e  n u m b er  o f  u sers  w il l  con seq u en tly  
increase the p erform an ce  o f a traffic scheduler.
Q oS tec h n o lo g ie s  su c h  as diffserv [31] so lv e  th e  ab ove m en tio n e d  scalab ility  
is su e  b y  g ro u p in g  users in to  c la sse s  an d  at an y  r o u te r /sw itc h  a lo n g  the path , 
ea ch  u ser  in s id e  a c la ss  rece ives th e  sam e beh aviou r. T herefore, a w h o le  class  
o f users b e c o m e s  a s in g le  user. In  M u ltip ro toco l L abel S w itch in g  (M PLS) [133], a 
cla ss o f u sers  fo rw a rd ed  in  th e  sa m e m an n er an d  carrying  th e  sam e lab el is  ca lled  
a F orw ard in g  E q u iva len ce  C lass (FEC). I w i l l  refer to  c o m p etin g  c la sses  o f  users 
as FECs b y  a n a lo g y  w it h  M PLS.
2 .23 .2  B e st-e ffo r t traffic s c h e d u lin g
In b est-e ffo r t In ternet serv ice , p a ck ets  that n e e d  to  ex it  a router (or sw itch ) through
an interface share the sa m e  o u tp u t q u eu e. T h ey are p ro cessed  in  a FCFS (first 
co m e  first served ) m anner. T his is the lea st co m p lex  and  ea siest to  im p lem en t  
q u e u in g  d isc ip lin e . H o w e v e r , it can n ot offer fair or preferentia l serv ices  for traf­
fic f lo w s. M oreover, o n e  b u rsty  FEC w ill  h a v e  a n eg a tiv e  im p act o n  all com p etin g  
FECs.
A lth o u g h  th ere  are p r o p o sa ls  to  a llev ia te  th is is su e  w h ils t  m a in ta in in g  FCFS 
serv ice  (su ch  as RED [61] an d  FRED [91]), fair b a n d w id th  a lloca tion  can  o n ly  be  
p r o v id e d  u s in g  m u lt ip le  o u tp u t q u eu es.
2.2.3.3 Fair traffic s c h e d u lin g
In  order to  p r e v e n t m a lic io u s  FECs from  affectin g  th e  w e ll  b e h a v e d  on es, som e  
le v e l  o f iso la tio n  m u st  b e  p r o v id ed . T his can  b e  perform ed  u s in g  a separate FCFS 
q u e u e  for each  FEC.
T he s im p le st  ap p roach  to  p r o v id e  fair q u e u in g  is  round robin p ro cess in g  o f  
q u e u e s  (RR) [111]. T he m a in  ad v a n ta g e  o f th is  m eth o d  is  its  sim plicity . A  p acket
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from  ea ch  q u e u e  is  p ro cessed  in  a rou n d -rob in  fa sh io n  (em p ty  q u e u e s  lo se  their  
turn). H o w e v e r , if  a  q u eu e  co n s is te n tly  h a s  larger p ack ets th an  th e  others, that 
particu lar FEC w il l  g e t  a larger p o r tio n  o f  th e  b a n d w id th . Im p rovem en ts  to  the  
basic  R R  sch em e  in c lu d e  Deficit Round Robin (DRR) [138] a n d  Hierarchical-Round- 
Robin [81].
S evera l o th er  fair q u e u in g  m ech a n ism s h a v e  a lso  b e e n  p r o p o se d , a ll o f  w h ic h
u se  a sep arate FCFS q u eu e  for each  FEC. T h ey  are c la ssified  as w o rk -co n serv in g  
an d  n on -w ork -con serv in g :
•  W o r k -co n se r v in g  sch ed u lers are n e v e r  id le  w h e n  a p ack et is  b u ffered  in  the  
sy stem . S u ch  a lgorith m s in c lu d e  Generalised Processor Sharing (GPS) [121], 
Weighted Fair Queueing (WFQ) [52], VirtualClock [167], Delay-Earliest-Due- 
Date (Delay-EDD) [59] a n d  Deficit Round-Robin (DRR) [138].
•  N o n -w o r k -c o n se r v in g  sch ed u lers  m a y  rem ain  id le  e v e n  if  there are ava il­
ab le  p ack ets  to  tran sm it if  h ig h er  p r iority  p ack ets are ex p e c te d  to  arrive. 
N o n -w o rk -c o n se r v in g  sch ed u lers  in c lu d e  Hierarchical-Round-Robin [81] and  
Stop-and-go queueing [68].
2.2.3 A  F a irn ess  o f  a  s c h e d u lin g  a lg o r ith m
T he fa irn ess  o f  a  sc h e d u lin g  a lgorith m s is  m ea su red  b y  com p arin g  it  w ith  the fair­
n e ss  o f  an  id e a l sc h em e  ca lled  Generalised Processor Sharing (GPS). In  G PS p ackets  
are c o n sid ered  in fin ite ly  d iv is ib le  a n d  d u r in g  on e  cycle , an  eq u al a m o u n t o f data  
is  p r o c e sse d  from  ea ch  q u eu e . W h ile  th is  is  an  id e a lly  fair a lgorith m , it  is  n o t  
su itab le  for p a ck et sw itc h e d  n e tw o rk s  w h er e  p a ck ets  h a v e  va r io u s  s iz e s  an d  th ey  
are n o t  d iv is ib le .
T herefore, th e  p erfec t fa irn ess o f  G PS can  n o t  b e  a ch iev ed  in  a  p a ck et b a se d  
n etw ork . H o w e v e r , th e  b e st  ap p rox im ation  to  G PS a lgorith m  is  a c h iev e d  w h e n  
th e  d ifferen ce  in  th ro u g h p u t at a n y  tim e  in  a n y  q u eu e  for a n y  arrival pattern  
b e tw e e n  the a lg o r ith m  an d  th e  G PS d isc ip lin e  w il l  n ev er  ex ceed  M A X  (M A X  is
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th e  m a x im u m  p a ck et s ize ) [136]. For ex a m p le , th e  fa irn ess o f W FQ  is  M A X , o f  
D R R  is  3M A X  a n d  o f  FQRR (Fair Q u e u in g  w ith  R o u n d  R ob in  [136]) is  2M AX .
In Section  4 .4  a n e w  fa m ily  o f fair, w o r k  co n serv in g , traffic sc h e d u lin g  m ech a­
n ism s th a t im ita te  th e  b eh a v io u r  o f  th e  h u m a n  h eart in  the card iovascu lar  sy stem  
is  p ro p o sed . T he a lg orith m s h a v e  M A X  fa irn ess a n d  0 ( lo g  N )  c o m p lex ity  an d  
th u s  com p are fa v o u ra b ly  w ith  e x is t in g  a lgorith m s. T he a lgorith m s are s im p le  
e n o u g h  to  b e  im p le m e n te d  in  h ard w are. Table 2 .2  sh o w s  the re la tion  b e tw e e n  
fa irness an d  co m p le x ity  o f  ou r a lg orith m  a n d  o th er  p o p u la r  sc h e d u lin g  a lg o ­
rithm s.
FCFS D R R W FQ FQ R R
fa irn ess
co m p le x ity 0 (1 )
3M A X





Table 2.2: Comparison of scheduling algorithms
2.2.4 QoS routing (constraint-based routing and policy-based rout­
ing)
"Q oS-based  ro u tin g  h a s  b e e n  reco g n ise d  as a  m is s in g  p ie ce  in  th e  e v o lu tio n  o f  
Q oS -b ased  serv ice  o ffer in g s in  th e  Internet."  [49]
D u e  to  th e  im p o rta n ce  o f  Q oS -b ased  rou tin g , th e  IETF se t u p  a Q oS R ou tin g  
W orking G roup [75] to  d efin e  a fram ew ork  an d  tech n iq u es and  to g u id e  the re­
search  for Q oS -b ased  r o u tin g  in  th e  In te r n e t .
Q oS rou tin g  h as b e e n  d efin ed  as a m eth o d  for fin d in g  feasib le  p a th s b a sed  on  
the Q oS req u irem en ts o f a traffic f lo w  [49]. The a lgorith m  m u st h a v e  k n o w le d g e  
o f  resource av a ila b ility  in  th e  n etw ork .
Traditional r o u tin g  p ro to co ls  su ch  as RIP a n d  O SPF u se  a s in g le  m etric to  
co m p u te  th e  sh ortest p a th  to w a rd  a d estin a tion . T h is m etric  is  u su a lly  h o p -co u n t  
or ad m in istra tive  w e ig h t . Q oS  ro u tin g  is  n e e d e d  for ap p lica tion s that d em a n d  
a gu aran teed  a m o u n t o f  n e tw o r k  resou rces lik e  b a n d w id th , buffer sp ace , etc.
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T herefore, g iv e n  a se t o f  q u a lity -o f-serv ice  (Q oS) requ irem en ts for a con n ection ,
th e  rou tin g  a lgorith m  sh o u ld  b e  ab le to f in d  a p a th  w h ic h  sa tisfies  the require­
m en ts  [66].
T he reason  for d e s ig n in g  a n d  d e p lo y in g  Q oS b a se d  rou tin g  is  to  so lv e  prob­
lem s th at can n ot b e  s o lv e d  u s in g  b est-e ffort rou tin g . H en ce , th e  m a in  g o a ls  o f  
Q oS rou tin g  are [79]:
1. to  m ee t th e  Q oS req u irem en ts o f  e n d  users;
2. to  increase th e  n e tw o r k  effic ien cy  b y  o p tim is in g  the n etw o rk  resource u s ­
age;
3. to  a v o id  drastic  p erform an ce  d eg ra d a tio n  d u r in g  con gestion .
N e v e r th e le ss , in tro d u c in g  con stra in ts in  th e  o p tim isa tio n  p rob lem  to  sa tisfy  
u ser  Q oS req u irem en ts in creases th e  computational cost. T yp ically  there are tw o  
ty p e s  o f  con stra in ts [42]: link constraints an d  path constraints.
Link constraints restrict the u se  o f so m e  lin k s that d o  n o t sa tisfy  traffic require­
m en ts. L ink  con stra in ts u s e  co n ca v e  m etr ics (see  S ection  2.2.1) su ch  as b a n d ­
w id th . P erform in g  Q oS  r o u tin g  b a se d  o n  lin k  constrain ts is  re la tiv e ly  straightfor­
w a r d  s in ce  o n e  h a s  o n ly  to  r e m o v e  from  th e n e tw o r k  grap h  th e  lin k s that d o  n o t  
sa tis fy  th e  constra in ts. T h en , a sh o rtest p a th  th ro u g h  th e  rem ain in g  to p o lo g y  can  
b e  co m p u ted .
Path constraints refer to  th e  c o m b in ed  (a d d ed  or m u ltip lied ) v a lu e  o f  a  per­
form an ce m etric  a lo n g  th e  p a th . H en ce , p a th  constrain ts u se  a d d itiv e  or m u lti­
p lica tiv e  m etr ics su c h  as e n d -to -e n d  d e la y  or p a ck et lo ss . A  sh ortest p a th  prob­
le m  w ith  e v e n  a s in g le  p a th  con stra in t is  in tractable (N P -com p lete) for large  n et­
w o r k s  [65].
V arious h eu r istic  a lg o r ith m s can  b e  u s e d  to  so lv e  th e  c o m p lex ity  prob lem . 
O n e su c h  m eth o d , ca lle d  sequential filtering, is  d escrib ed  in  RFC 2386 [49]. Per­
fo rm in g  so m e  o f  th e  co m p u ta tio n s  in  ad v a n ce  can  a lso  red u ce  router co m p u ta ­
t io n  lo a d  [120].
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T h e p ro cess  o f  d istr ib u tin g  in form ation  ab o u t lin k  state, reserv in g  resou rces  
a lo n g  the p a th  an d  m a in ta in in g  per  f lo w  state in form ation  a lso  increases the com­
munication cost. T h is is  a  m ajor is su e  w h e n  ev a lu a tin g  th e  overh ead  o f  Q oS  
rou tin g  [11].
In  order to  red u ce th e  co m m u n ica tio n  cost, Q oS  rou tin g  tec h n o lo g ie s  m u st  
m in im ise  th e  freq u en cy  o f  ro u tin g  in form ation  ad vertisem en ts . T h is w i l l  in ­
e v ita b ly  in trod u ce  im p rec is io n  in  th e  n e tw o r k  sta te  in form ation . T his is  another  
ch a llen g e  for  Q oS  ro u tin g  b eca u se  inaccuracy ca n  d eg ra d e  the th e  p erform an ce  
o f  Q oS  rou tin g  a n d  red u ce  th e  n e tw o r k  th ro u g h p u t [12].
O ther is s u e s  in  d e v e lo p in g  Q oS rou tin g  su c h  as the increased size o f routing 
tables, the le v e l  o f  routing granularity, to p o lo g y  ag g reg a tio n  for m ore  th an  o n e  Q oS  
m etric  in  hierarchical QoS routing  a n d  the lack o f implementation support mechanisms 
(e.g . Q oS sch e d u lin g ) are d isc u sse d  in  [4 3 ,9 4 ].
Q oS  rou tin g  is  so m e tim e s  referred  to  as policy-based routing (PBR) [146] or 
constraint-based routing (CBR) [20]. H o w ev er , th e  research  co m m u n ity  m a k es a 
d istin c tio n  b e tw e e n  th e  tw o  con cep ts.
Policy-based routing  is  a  co n cep t re la ted  to  Q oS  ro u tin g  an d  co m m o n ly  m ean s  
that ro u tin g  d e c is io n s  are n o t  b a se d  o n  th e  k n o w le d g e  o f  th e  n e tw o r k  to p o lo g y  
an d  m etrics, b u t  o n  so m e  ad m in istra tive  p o lic ies . T h ese  p o lic ie s  rep resen t secu ­
rity  constrain ts an d  are u su a lly  sta tica lly  co n fig u red  [79]. O ne su ch  ex a m p le  is  
ro u tin g  b a se d  o n  sou rce  IP ad d ress  (source routing).
Constraint-based routing  is  co n sid ered  as a  gen era lisa tio n  o f  Q oS  ro u tin g  b e ­
cau se  w h e n  m a k in g  ro u tin g  d ec is io n s , it takes in to  accou n t traffic attributes, n e t­
w o r k  constra in ts a lo n g  w ith  p o lic y  constra in ts [18]. O n e ex a m p le  o f  CBR is  Con­
strained Shortest Path First (CSPF) w h ic h  is  an  e x te n s io n  to  sh ortest p a th  a lg o ­
r ith m s su ch  as RIP, O SPF an d  IS-IS, an d  w h ic h  c o m p u te s  th e  sh ortest p a th  after 
p r u n in g  the lin k s th at d o  n o t  sa tis fy  a se t o f  constrain ts.
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2.2.5 Signalling protocols
W h en  th e  n e tw o rk  is  required  to  p r o v id e  a certa in  le v e l o f  serv ice, n e tw ork  n o d e s  
m u st b e  able to  co m m u n ica te , n eg o tia te , reserve  resou rces a lo n g  the p ath  an d  
m ain ta in  state in form ation . To a ch iev e  a ll th ese  task s signalling protocols are re­
qu ired . S ig n a llin g  p ro toco ls  are a m ea n s for routers to  exch an ge  an d  m ain ta in  
state in form ation  ab ou t n e tw o r k  a n d  Q oS constrain ts.
In  con n ection -or ien ted  n e tw o rk s  su ch  as ATM , s ig n a llin g  is  u se d  to  in itiate  
v irtu a l circu its b efore  a n y  d ata  tra n sm iss io n  can  occur. In th e  con n ection less  
Internet, s ig n a llin g  p ro to co ls  can  b e  u s e d  to  d isco v er  a su itab le  p a th  for a con ­
n e c tio n  an d  to  reserve  resou rces a lo n g  th e  p a th . In M PLS, s ig n a llin g  p rotoco ls  
are u s e d  to  d istr ib u te  lab el in form ation  in  order to in itia te  and  m a in ta in  Label 
S w itch ed  P aths (LSPs). T he IETF N ext Steps in Signalling Working Group [76] 
w a s  created  in  order to  stan d ard ise  an  IP s ig n a llin g  p ro to co l to  b e  u se d  in  Q oS- 
en a b led  n etw o rk s. In  th is  th esis  I w i l l  p r o v id e  a n  o v e r v ie w  o f  s ig n a llin g  p rotoco ls  
for ATM  (Section  2 .3 .3), IP (S ection  2.4.5) an d  M PLS (Section  3.3.4).
2.3 QoS in ATM networks
T he ear ly  p h o n e  n e tw o r k  co n s is te d  o f  a p u r e ly  a n a lo g u e  sy ste m  that con n ected  
te lep h o n e  u sers  d irec tly  b y  a m ech an ica l in tercon n ection  o f  w ires. T he "d igital­
isa tion"  p ro cess  b e g a n  in  th e  1960s a n d  in  th e  1980s, te leco m m u n ica tio n  com p a­
n ie s  gra d u a lly  in tro d u ced  th e  In tegrated  S erv ices D ig ita l N e tw o r k  (ISD N ) [142]. 
H o w ev er , ISD N , w ith  its lim ited  set o f su p p o rted  b it rates, w a s  a p oor  fit to  
em erg in g  h igh -b it-rate  ap p lica tion s w ith  d iv erse  b a n d w id th  requ irem en ts [46]. 
To ad d ress  th ese  con cern s, ITU-T 2 an d  other stan d ard s g rou p s started, in  the  
1980s, to  e sta b lish  a ser ies  o f  reco m m en d a tio n s for th e  tran sm ission , sw itch in g , 
s ig n a llin g  an d  contro l tech n iq u es  required  to  im p lem en t an  in te llig en t fiber-based
2The Telecom Standardisation Sector of the International Telecommunication Union, formerly 
know n as the Consultative C om m ittee for International Telephone and  Telegraph (CCiTi)
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n e tw o r k  that co u ld  s o lv e  current lim ita tio n s an d  w o u ld  a llo w  n e tw o rk s  to  b e  able  
to  effic ien tly  carry em erg in g  serv ices. B y the e n d  of the 1980s, A sy n ch ro n o u s  
Transfer M o d e  (ATM ) [84] w a s  d e v e lo p e d  as a  p r o m is in g  tec h n o lo g y  for th e  n ex t  
g en era tio n  o f  h e ter o g e n e o u s  c o m m u n ica tio n  n e tw o rk s , b eca u se  o f  its  e m b ed d ed  
Q oS cap ab ilities  a n d  h ig h  transfer rates. ATM  rep resen ts th e  tran sition  from  d ig ­
ita l circu its to  p a ck et b a se d  c o m m u n ica tio n  n etw ork s.
2.3.1 Features of ATM
D e s ig n e d  for v o ic e , v id e o  a n d  data  co m m u n ica tio n s, A TM  u se s  a 53 b y te  lo n g  
p a ck et ca lled  th e  A T M  cell. It w a s  fe lt  at th e  t im e  o f its  stan d ard isa tion  that it  
w o u ld  n o t  b e  p o ss ib le  to  b u ild  a fa st p ack et sw itc h  for variab le-len g th  p ackets. 
T he fixed  cell len g th  w a s  ch o sen  to  b e  short b eca u se  ATM  w o u ld  b e  u se d  for  
te le p h o n y  (and  n e w  u n k n o w n  serv ices) an d  lo n g  p ack ets w o u ld  ca u se  ex c ess iv e  
p a ck etiza tio n  delay. 53  b y tes  w a s  p ic k e d  as an  a w k w a rd  com p ro m ise  b e tw e e n  
E u rop ean  (32 b y tes) a n d  A m erican  (64 b ytes) preferences. There w a s  n o  specific  
in ten tio n  to  su p p o rt IP (as it  w a s  n o t  v e r y  p o p u la r  at the tim e).
ATM  is  a  co n n ectio n -o r ien ted  a n d  lab el sw itc h in g  tec h n o lo g y  [46], u s in g  a  
f ix ed  len g th  lab el f ie ld  (V P I/V C I)3 in s id e  its  fo rw a rd in g  table. T h is m a k es its  
ro u tin g  s im p ler  an d  faster [164] th an  IP's lo n g e st  prefix  m atch. A  virtual channel 
(VC) is  se t  u p  b efore  a n y  d ata  is  sen t th rou gh  th e  n etw ork . V C s are u n iq u e ly  
id en tified  on  a lin k  b y  the pa ir  o f V P I/V C I v a lu e s . T he VPI sp ec ifie s  the p a th  
(or "bundle") th ro u g h  th e  n e tw o rk  an d  the VCI id en tifie s  a s in g le  V C  w ith in  the  
path .
Q oS req u irem en ts are sp ec ified  w h e n  a con n ection  is  estab lish ed  an d  rem ain  
in  p la ce  u n til the co n n ec tio n  is  term in ated . R egard in g  traffic req u irem en ts, ATM  
d efin es  a fe w  c la sses  o f  serv ice  su ch  as:
Constant Bit Rate (CBR) for ap p lica tion s gen era tin g  traffic at fixed  rate (e.g. un -
3Virtual Path  Identifier/V irtual Circuit Identifier
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co m p ressed  a u d io  a n d  v id e o  stream ing);
V ariab le  B it  R ate (V B R ) for a p p lica tio n s that k n o w  in  ad v a n ce  th e y  w ill  h a v e
variab le  traffic rate (e.g. co m p ressed  a u d io  an d  v id e o  rate d ep en d s on  the  
a m o u n t o f in p u t d u r in g  ea ch  sam p le). T here are tw o  su b c la sses  o f serv ice  
for VBR: on e  for rea l-tim e traffic su ch  as v id e o co n feren c in g  and  on e  for n o n  
real-tim e traffic su c h  as w a tc h in g  v id e o  or a u d io  broadcasts.
A v a ila b le  B it R ate (A B R ) for b u rsty  ap p lica tion s that d o  n o t  k n o w  in  ad van ce  
th e  rate at w h ic h  th e y  w il l  gen erate  d ata  (e.g . W eb b r o w s in g  or FTP).
G u a ra n teed  Fram e R ate  (G FR) to  p r o v id e  a m in im u m  rate gu aran tee  to  V C s at 
the fram e lev e l. T he GFR serv ice  a lso  a llo w s  for th e  fair u sa g e  o f an y  extra  
n etw o r k  b a n d w id th .
M a n y  o f  th ese  a p p lica tio n s  w ere  n o t w id e ly  u s e d  w h e n  th e  serv ice  c la sses  
w ere  d efin ed .
T he Q oS requ irem en ts m u st b e  sp ec ified  before th e  con n ection  is estab lish ed . 
T he c o n n ec tio n  is  th e n  a ccep ted  o n ly  if  a ll sw itc h e s  a lo n g  th e  p a th  can  m ee t  
th e  requirem ents; o th e rw ise  th e  req u est is  rejected. T h is is  b ecau se  ATM  is  a  
con n ectio n -o r ien ted  te c h n o lo g y  an d  therefore, its  b e h a v io u r  is  sim ilar to  te le ­
p h o n e  n etw ork .
A TM  u s e s  v irtu a l c ircu its to  esta b lish  co n n ectio n s b e tw e e n  th e  sen d er  and  re­
ce iver  lik e  fram e re lay  a n d  X.25. C on n ection -or ien ted  architectures are attractive  
for Q oS  b e c a u se  th e y  require sta te  in form ation  at each  n e tw o r k  e lem en t, an d  th is  
contro l in form ation  c a n  en ab le  th e  su p p ort o f  serv ices  that are im practica l w ith in  
a p u re  datagram  n e tw o r k  [90]. A T M 's v irtu a l circuit sw itc h in g  a llo w s  b o th  traf­
fic a g grega tion  a n d  d isa g g reg a tio n . A g g reg a ted  data tra v e llin g  a lon g  a specific  
p a th  can  rece ive  th e  sa m e  le v e l  o f  Q oS. A lternatively , d ifferen t con n ection s w ith  
th e  sam e d estin a tio n  can  b e  ro u ted  a lon g  d ifferen t p a th s  w h erea s  in  datagram  
rou tin g , p a ck ets  for th e  sa m e d estin a tio n  are b o u n d  to  u se  th e  sam e n ex t h op .
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A n o th er  a d v a n ta g e  in  a co n n ectio n -o r ien ted  n e tw o r k  is  th at serv ice  restora­
t io n  can  b e  p r o v id e d  easier  an d  faster b y  red irectin g  e ffected  con n ection s. In a 
d atagram  n etw ork , fo llo w in g  a n o d e  or lin k  failure, th e  ro u tin g  p ro toco l m u st  
co n v erg e  b efore  th e  serv ice  can  b e  restored .
2.3.2 Traffic control in  ATM networks
A T M  a im s to  p r o v id e  Q oS gu a ra n tees  in  a con n ection -or ien ted  en viron m en t. It 
therefore n e e d s  m ech a n ism s to  p ro cess  in co m in g  traffic requests as w e ll  as to  con ­
tro l the ex istin g  traffic b eh a v io u r  as part o f an  ATM  co n g e stio n  control schem e.
Connection Admission Control (CAC) is an  im p ortan t traffic contro l com p on en t  
o f  A T M  n etw ork s. A n y  co n n ec tio n  req u est is  p a sse d  to  the C A C  w h ic h  d ec id es  
w h eth e r  th e  co n n ec tio n  se t-u p  sh o u ld  b e  a ccep ted  or rejected. T he d ec is io n  is  
b a s e d  o n  resou rce a llo ca tio n  sc h e m e s  u s e d  for ea ch  n o d e  an d  link . If a  con n ection  
is  a ccep ted , d u r in g  its  life  tim e , th e  Usage Parameter Control (UPC) checks w h eth er  
th e  actu a l tra n sm iss io n  rate is  c o m p lia n t w ith  th e  r e q u e s te d /n e g o tia te d  rate.
F rom  th e Q oS p e r sp e ctiv e , C A C  is  a  p reem p tiv e  c o n g e stio n  control m ech a­
n ism . A  m ore  co m p le te  su r v e y  o f  C A C  in  A TM  n etw o rk s  is  p resen ted  in  [153].
2.3.3 Signalling
O n e  a d v a n ta g e  o f  th e  A TM  te c h n o lo g y  is  that it  d o e s  n o t  require rou tin g  at each  
n o d e . T he A T M  ce lls  are sw itc h e d  accord in g  to  their  V P I/V C I lab el an d  Q oS  
req u irem en ts. N e v e r th e le ss , b e fore  a n y  data  tra n sm issio n  a V C  m u st  b e  set-up . 
T h e p rocess  o f  in itia tin g  a V C , n e g o tia tin g  Q oS  param eters for  that con n ection  
a n d  d istr ib u tin g  V P I/V C I in fo rm a tio n  is  ca lled  signalling. S ig n a llin g  is  a lso  re­
sp o n s ib le  for m a in ta in in g  a n d  tear in g  d o w n  th e  V C s.
T here are tw o  se ts  o f  s ig n a llin g  stan dards for  A TM  (see F ig  2.1):
U N I  s ig n a ll in g  is  p er fo rm ed  b e tw e e n  e n d  sta tion s a n d  a p r iva te  ATM  sw itc h  or 
b e tw e e n  a p r iv a te  A T M  sw itc h  a n d  the p u b lic  IP n etw ork . U N I  s ign a llin g
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is  re la tiv e ly  s im p le  s in ce  it  d o e s  n o t in v o lv e  rou tin g . T he U N I stan dards  
d e v e lo p e d  b y  th e  ATM  foru m  are U N I  3.1 [14] an d  its su ccessors. U N I 3.1 
is  d e r iv e d  from  ITU 's Q .2931 p ro toco l w h ic h  a lso  e v o lv e d  from  the Q .931  
p ro to co l u se d  in  IS D N  an d  Fram e Relay.
N N I  s ig n a ll in g  is  p er form ed  b e tw e e n  sw itc h e s  in  an  ATM  p u b lic  n etw ork . A n  
im p ortan t co m p o n en t o f N N I  s ig n a llin g  is fin d in g  a feasib le  p a th  for the  
V C  th ro u g h  th e  ATM  n etw o rk . Therefore, m ore  co m p lex  s ig n a llin g  m ec h ­
an ism s are n e e d e d . T here are tw o  m ajor stan d ard s for N N I  sign allin g:  
In tegrated  In tersw itch  S ig n a llin g  P rotoco l (IISP) a n d  P rivate N etw o rk -to -  
N e tw o r k  Interface (P N N I) [15]. IISP is  s im p le  b eca u se  it u se s  static rou tin g  
an d  is  therefore su itab le  for sm a ll A TM  n etw ork s. P N N I is  a hierarchical 
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Figure 2.1: ATM UNI and NNI Signalling
IISP, a lso  k n o w n  as P N N I P h ase  0, u se s  U N I  p roced u res to forw ard  s ig n a llin g  
req u ests across an  ATM  p ort b a se d  o n  the lo n g e st  prefix  m atch  look u p . IISP u se s  
static, h o p -b y -h o p  ro u tin g  tab les. S ince it  w a s  an  in terim  p ro toco l it w il l  n o t  b e  
d isc u sse d  here. P N N I is  d isc u sse d  h ere  b o th  as a  s ig n a llin g  p ro to co l for ATM  and  
as a referen ce m o d e l for h ierarch ical rou tin g  in  th e  In te r n e t .
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2.3.4 PNNI
P N N I is  a c o m p le x  N N I  r o u tin g  an d  s ig n a llin g  protoco l. C o m p lex ity  is  th e  price  
p a id  for its  a d v a n ta g es  ov er  b est-e ffort ro u tin g  p rotoco ls . S om e o f  th ese  ad van ­
ta g es  are:
S ca la b ility . P N N I  is  a h ierarch ica l rou tin g  p ro to co l w h ere  n o d e s  are g ro u p ed  
to  form  lo g ica l n o d e s  an d  o n ly  aggreg a ted  n e tw o r k  to p o lo g y  h a s  to  b e  m ain ­
ta in ed . Therefore, P N N I ca n  sca le  to  p o te n tia lly  ten s  o f  th o u sa n d s o f  ATM  sw itch es
Q o S  r o u tin g  su p p o rt. S h ortest p a th s  are c o m p u te d  b a se d  o n  Q oS constraints  
an d  V C s are se t-u p  o n ly  if th e  traffic requ irem en ts can  b e  satisfied .
S ta b ility . P N N I  u se s  sou rce  rou tin g . H en ce , lo o p s  in  th e  p a th s are easier  to  
a v o id  w h e n  th e  a g g reg a ted  to p o lo g y  d ata  is  inaccurate.
R e lia b ility . S ig n a llin g  is  p er fo rm ed  v ia  d e d ica ted  b a n d w id th -g u a ra n teed  V C s.
T h e m o st  p o w e r fu l featu re  o f  P N N I is  th at it is  a  h ierarch ical rou tin g  p ro­
toco l. T h is m ea n s  that ro u tin g  an d  s ig n a llin g  are p erform ed  at var io u s v irtu a l 
layers. T he n e tw o r k  ad m in istrator  creates -peer groups (PG) o f  ATM  sw itch es  each  
o f  w h ic h  w il l  form  a logical group node at th e  n e x t h ierarch ical lev e l. L ogica l n o d e s  
are co n n ec ted  b y  logical links w h ic h  are m a p p e d  to  V C s in  th e  p h y s ic a l n etw ork . 
W ith in  each  p e e r  gro u p , a  group leader is  e lec ted  to  p erform  to p o lo g y  aggregation  
a n d  ad v er tisem en t o n  b e h a lf  o f  th e  grou p  m em b ers. L og ica l n o d e s  are in  turn  
g r o u p e d  in to  lo g ic a l p eer  g r o u p s  an d  so  o n  recu rsiv e ly  for an  arbitrary n u m b er  
o f  h ierarch ica l lev e ls .
T o p o lo g y  in form ation  a n d  sta te  param eters su c h  as th e  available cell rate (ACR) 
or cell loss ratio (CLR) are f lo o d e d  b e tw e e n  p eer  g rou p s an d  d ed ica ted  lo g ica l links  
are u s e d  to  p ro p a g a te  ro u tin g  in form ation  b e tw e e n  d ifferen t h ierarchical layers. 
C o m p le x  a lgorith m s for su m m a risin g  an d  co m p ress in g  to p o lo g y  state in form a­
tio n  are u se d  at ea ch  h ierarch ica l le v e l  to  red u ce  th e  a m o u n t o f rou tin g  in form a­
tion .
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W h en  an  A TM  sw itc h  is  tu rn ed  on , it se n d s  H ELLO  m essa g e s  to  its  n e ig h ­
b o u rs u s in g  a d e d ica ted  V C  ca lled  th e  R ou tin g  C on tro l C h an n el (RCC). Its n e ig h ­
b o u rs resp o n d  w ith  H ELLO  m e ssa g e s  con ta in in g  in form ation  about their n e ig h ­
b ou rs. T h e H ELLO  p ro cess  is  in  co n tin u o u s op era tio n  an d  its  role is  to  adver­
t ise  to p o lo g y  ch a n g es  su c h  as n e w  n o d e s  a n d  lin k s or b rok en  n o d e s  a n d  links. 
P eer grou p  lead ers are resp on sib le  for d is tr ib u tin g /r e c e iv in g  to p o lo g y  in form a­
t io n  t o /f r o m  h ig h er  le v e l  lo g ic a l grou p s.
The to p o lo g y  in form ation  f lo o d e d  b y  the H ELLO  m essa g e s  a lso  con ta in s link  
a n d  n o d e  a ttributes su c h  as m a x im u m  C TD  (C ell Transfer D e lay ), m a x im u m  C D V  
(C ell D e la y  V ariation), m a x im u m  CLR (C ell L oss R atio), ad m in istra tive  w e ig h t, 
A C R  (ava ilab le  ce ll rate), C R M  (ce ll rate m argin ), etc. T op o logy  in form ation  is  
stored  in  P N N I T o p o lo g y  State E lem en ts (PTSEs). O n ce a n o d e 's  PTSE is  co n ­
s isten t w ith  its n e ig h b o u rs , it  w il l  share its  ro u tin g  d atab ase  w ith  a ll p eer  grou p  
m em b ers. In  th is  w a y  each  n o d e  m a in ta in s ro u tin g  k n o w le d g e  ab o u t th e  n et­
w ork: d e ta ile d  to p o lo g y  in form ation  ab ou t its  p eer  grou p  a n d  a ggrega ted  infor­
m a tio n  a b o u t th e  o th er  lo g ic a l n o d e s .
P N N I u se s  sou rce  rou tin g , w h ic h  m ea n s that u p o n  rece iv in g  a req u est to  e s ­
tab lish  a V C  th e in g ress  router (the sw itch  c o n n ec ted  to  th e  U N I se tt in g  u p  a  
co n n ectio n ), u s in g  the sam e sh ortest p a th  first a lgorith m  as OSPF (O p en  Shortest  
P ath  First) and  IS-IS (In term ed iate  S y stem  to  In term ed ia te  System ) ro u tin g  a lg o ­
rithm s, w i l l  fin d  a feasib le  p a th  to  the d estin ation . T he route is  stored  in  a stack  
o f  D e s ig n a te d  Transit L ists (DTLs) [15] w ith  d e ta iled  in form ation  for th e  lo ca l PG  
a n d  su m m a rised  in fo rm a tio n  for h igh er  le v e l  P G s th at w il l  b e  e x p a n d e d  w h e n  
traversin g  another PG.
D e sp ite  u s in g  sou rce  rou tin g  an d  a ggrega ted  ro u tin g  in form ation , P N N I  p er­
form s w e l l  in  h ierarch ica l n e tw o rk s  w h e n  co m p a red  w ith  g lob a l rou tin g  strate­
g ie s  [21]. T his, an d  its  Q oS  cap ab ilities, m a k es P N N I a reference m o d e l for d e ­
s ig n in g  a n d  im p le m e n tin g  Q oS rou tin g  stra teg ies in  co m m u n ica tio n  netw ork s.
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2.3.5 Limitations of ATM
D e sp ite  its  a m b itio u s g o a ls  a s an  u n iv ersa l tran sp ort m ech a n ism  an d  its  Q oS ca­
p ab ilities , A TM  w a s  n o t a ccep ted  as the u n iv ersa l carrier for the Internet. T he
m a in  factors th at p r e v en ted  th is  are [46]:
D e p lo y m e n t  cost. A lth o u g h  an  A T M  sw itc h  can  p r o v id e  a co m p reh en siv e  lis t  o f  
serv ices, it is  m u c h  m ore  e x p e n s iv e  th an  L A N  hardw are. A TM  n etw o rk  
cards for p erso n a l com p u ters  are a lso  s ig n ifica n tly  m ore ex p e n s iv e  than  
alternative E thernet cards. T h ese  co st  d ifferen tia ls are m a in ta in ed  as on e  
m o v e s  to w a rd  th e  b ack b on e.
C o n n e c tio n  se tu p  la ten cy . C on n ection -or ien ted  tec h n o lo g ie s  su ch  as ATM  n e e d  
to  se t u p  v ir tu a l p a th s  b efore  se n d in g  a n y  data . T his w o r k s  w e ll  for lo n g  
la stin g  con n ectio n s. B ut for  se n d in g  an d  re ce iv in g  sm a ll a m o u n t o f  data, 
co n n ectio n  se tu p  a n d  tear d o w n  o n ly  in tro d u ce  a d d itio n a l delay.
C e ll o v erh ea d . D u e  to  its  sm a ll ce ll s ize  th e  A TM  h ea d er  o v erh ea d  is around  
10%. M o st c o m p etin g  p ro to co ls  in trod u ce le s s  overh ead .
Q o S  r e q u irem en t sp e c if ic a t io n  a n d  com p lex ity . T h e appropriate  ch o ice  o f  Q oS  
param eters for v a r io u s  serv ices  is  n o t  se lf-ev id en t. C on serva tive  param eter  
ch o ices  m a y  resu lt  in  n o n -tra n sm iss io n  o f  d ata  d u e  to  a fa iled  set-u p  request  
or w a s te d  b a n d w id th . A g g r e ss iv e  ch o ices  m a y  resu lt in  a n  in ad eq u ate  Q oS  
b e in g  carefu lly  regu la ted .
M oreover, the fin e  gra in  Q oS m o d e l in  ATM  in creases the rou tin g  co m p lex ­
ity  an d  ra ise  sca la b ility  issu e s .
L ack o f  e ff ic ie n t b ro a d ca st. B roadcast an d  m u ltica st are n o t  su p p o rted  n a tiv e ly  
b y  ATM . T h ey  m u s t  b e  em u la ted . T h is w a s  th e  m a in  factor that p rev en ted  
A TM  from  e x p a n d in g  from  th e core to w a rd  th e  L A N s at th e  e d g e  o f  the  
Internet.
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Homogeneity. It w o u ld  b e  preferab le  to  h a v e  th e  p erfect s in g le  ty p e  o f  tech n o l­
o g y  to  su p p o rt a ll ty p e s  o f  co m m u n ica tion s. H o w ev er , A TM  c o u ld  n o t  sat­
is fy  a ll n e tw o r k in g  req u irem en ts. T he Internet (r)evo lu tion  sh o w e d  u s  that
n o  s in g le  tec h n o lo g y  can  m e e t  all the con flictin g  d em a n d s p la ced  o n  m o d ­
e m  n etw ork s.
A lth o u g h  ATM  w a s  p r o m ise d  m ore  p red ictab le  la ten cy  th an  IP, it  fa iled  as an  
a ltern ative  to  EP as an  access  tech n o logy , p rim arily  b eca u se  it w a s  n ev er  p rop er ly  
su p p o rte d  b y  p o p u la r  O S's su c h  as W in d o w s, U N IX , etc. A lso , its  Q oS  capabil­
itie s  c o u ld  o n ly  b e  e x p lo ite d  u s in g  s ig n a llin g  p rotoco ls . T he ATM  F orum  [103] 
s ig n a llin g  p ro to co ls  (U N I 3 .0  [14] a n d  its  su ccessors) w ere  a p p ro v ed  rather late, 
a n d  th e  IT U  stan dard  (Q .2931 [77]) w a s  v e r y  co m p le x  an d  m ore  su ite d  to  the  
n e e d s  o f te lco s  th an  th e  d a ta co m m s industry. M oreover, stack  v e n d o r s  charged  
to o  m u c h  for licen ces.
A TM  fa iled  in  th e  L A N  m ark et because:
1. E arly  a ttem p ts to  em u la te  b road castin g  (as h a p p en s  o n  an  E thernet L A N
seg m en t) w ere  v e r y  in effic ien t.
2. T he N IC s w e r e  a lw a y s  m ore  e x p e n s iv e  th an  E thernet N IC s b eca u se  o f  the  
rela tive  c o m p le x ity  o f  AT M  a n d  th e  absen ce o f  ec o n o m ie s  o f scale.
3. S w itch ed  E thernet se e m e d  fam iliar to  L A N  adm in istrators, e v e n  th o u g h  it  
argu ab ly  h a d  m ore  in  c o m m o n  w ith  A TM  than  w ith  b r id g ed  Ethernet.
A TM  d id n 't fa il a s  an  IP carrier for th e  Ethernet. A ctually , A TM  is  a  v iab le  
la y er  2  tec h n o lo g y  for IP, a n d  is  w id e ly  u s e d  as su ch . S om e co m p a n ies  are still 
u s in g  A T M  as a b ack b on e  tech n o logy . H o w ev er , it is  in creasin g ly  lik e ly  to  b e  
su b stitu ted  in  th e  fu tu re  b y  ch eap er  G igab it E thernet a n d  b y  the ab ility  to  sen d
IP d irectly  over  S D H , a llo w in g  IP rou tin g  over  fibre.
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2.4 QoS in IP networks
D u e  to  th e  s im p lic ity  o f  the IP p ro toco l, IP traffic b ecam e th e  b lo o d  that f lo w s  
th ro u g h  th e  h eart o f  th e  Internet. E very  h o s t  a n d  router in  th e  Internet h a s  an  
u n iq u e  IP address. T he m a in  d e fic ien cy  o f  the Internet is that it  w a s  n o t d e s ig n ed  
to  carry d e la y  se n s it iv e  traffic. T he Internet p ro toco ls  h a v e  to  e v o lv e  co n tin u ­
o u s ly  to  acco m m o d a te  n e w  ty p e s  o f  traffic an d  to  be ab le to  d istin g u ish  b e tw e e n  
th ese  ty p e s , in  order to  p r o v id e  th e m  w ith  d ifferen tia l treatm ent. H en ce  so m e  
c o m p o n e n ts  o f  th e  Internet (su ch  as IP 's rou tin g  con cep t) m u st  b e  rep laced  or 
m o d ified .
2.4.1 Best effort routing
T h e d e v ic e s  that p erform  th e n e tw o r k  layer  fo rw a rd in g  fu n ctio n  o f  the In ternet 
p ro to co l su ite  are ca lled  routers b y  IETF, intermediate system s b y  OSI an d  w e r e  
form er ly  k n o w n  as gateways [23]. A n  IP router rem o v es  th e  layer  2 header, lig h tly  
m o d ifie s  the layer  3 header, g en era tes a  n e w  layer  2 h ead er  an d  retransm its the  
p ack et b a se d  o n  th e  o r ig in a l layer  3 in form ation .
T he ro b u stn ess  a n d  s im p lic ity  o f  IP routers w e r e  k e y  factors in  th e  Internet 
b e in g  su c h  a su c c ess fu l n etw ork . C lassic  rou tin g  p ro to co ls  su ch  as RIP [71] an d  
O SPF [107] u se  o n ly  a s in g le  r o u tin g  m etric , resu ltin g  in  fa st con vergen ce  o f  rout­
in g  tab les, stab ility  a n d  rob u stn ess. A p p lica tio n s  req u irin g  m u ltip le  rou tin g  m e t­
rics tr iggered  th e  d e v e lo p m e n t o f m ore  a d v a n ced  ro u tin g  tech n iq u es e v e n  from  
th e  first d a y s o f  in ter-n etw ork  co n n ectiv ity  as sh o w n  in  th e  fo llo w in g  section s.
2.4.2 Adaptive routing in ARPANET
A  better  ro u tin g  te c h n o lo g y  w a s  n e e d e d  sin ce  th e  ear ly  A R PA N E T  (the precur­
sor  o f  th e  Internet). T h e o r ig in a l ro u tin g  a lgorith m  in  A R PA N E T  u se d  d istan ce  
v ector  ro u tin g  b a se d  o n  a d istr ib u ted  B ellm an  Ford a lgorith m  [48]. The len g th  
(d elay ) o f  a lin k  eq u a lle d  th e  n u m b er  o f  p ack ets q u e u e d  for tran sm ission  p lu s  a
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con stan t. T he m a in  issu e s  w ere  ca u se d  b y  large u p d a te  p ack ets, in con sisten cies  
w ith  d istr ib u ted  rou te ca lcu la tion  a n d  s lo w  ad ap ta tion  to  co n g e stio n  and  to p o l­
o g y  ch an ges.
T he p r o p o se d  so lu tio n  w a s  a d a p tiv e  ro u tin g  [100]. In  th is  approach, rout­
in g  d ec is io n s  w e r e  b a se d  o n  th e  current sta te  o f  th e  n etw ork . T h e id ea  w a s  to  
co m p u te  p a th  co sts  b a se d  o n  th e  to ta l e stim a ted  transit tim e. E ach n o d e  h ad  
to  m a in ta in  a tab le o f  n e tw o r k  d e la y s , rep resen tin g  the e s tim a ted  d e la y  exp eri­
en c e d  a lo n g  ea ch  p o ss ib le  path . T h e m in im u m  d e la y  tab le  w a s  p er io d ica lly  sen t  
to  n e ig h b o u rs , a lo n g  w ith  th e  h o p -c o u n t sh ortest p ath , w h ic h  p r o v id e d  con n ec­
t iv ity  in form ation .
The m a in  d raw b ack  o f th is p roced u re w a s  that traffic ad h eres to  the m in im u m  
d e la y  p a th  c a u sin g  co n g e stio n  to  sh ift from  o n e  p a th  to  another. T he n e w  con ­
g e s te d  p a th  w il l  n o t  b e  o p tim a l at th e  n e x t e le c tio n  an d  therefore, a n e w  op tim al 
p a th  w ill  b e  se lec ted  that w il l  attract a ll the traffic an d  b e c o m e  co n g ested  as w ell. 
T h is w ill  in d u ce  o sc illa tio n s in  traffic f lo w s  (route flo p p in g ) and w ill  resu lt in  
n e tw o r k  instability .
2.4.3 ToS routing
T he Type o f  S erv ice facility  (ToS) h a s  b een  part o f  the IP sp ecifica tion s sin ce  its 
in c ep tio n  [5, 122, 123]. H o w ev er , it  h a s b e e n  rarely  u s e d  to  data, b u t it  is  ex ­
p ec ted  to  p la y  an  in creasin g  ro le  in  the near future. The ToS fie ld  is exp ected  to  
b e  u s e d  to  con tro l tw o  a sp ects  o f  g a tew a y  operations: ro u tin g  a n d  q u eu in g  al­
gor ith m s [34, 35]. In c lassica l ToS th e  route se lec tio n  d e p e n d s  u p o n  the ToS fie ld  
o f  th e  IP packet. The v a lu e  con ta in ed  in  th e  ToS fie ld  m a y  sp ec ify  on e o f the  
fo llo w in g  requests:
•  m in im ise  d e la y
•  m a x im ise  th ro u g h p u t
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•  m a x im ise  re liab ility
•  m in im ise  m o n eta ry  co st
•  p r o v id e  n o rm a l serv ice
M u ltip le  lin k  co sts  are a sso c ia ted  w ith  each  lin k  (link  c o sts  m a y  b e  differen t 
for d ifferen t ToS ch o ices). L ink c o m p u ta tio n  for a particu lar ToS takes in to  con ­
sid era tio n  o n e  o f  th e  lin k  costs. A  sh ortest p a th  tree is  c o m p u te d  for each  ToS. 
T herefore, th e  co m p u ta tio n  b e c o m e s  m ore  co m p le x  an d  m ore  e x p e n s iv e  w h ile  a  
sep arate sh ortest p a th  tree a lg o rith m  m u st  b e  sp a w n e d  for ea ch  ToS.
Shortest p a th  ro u tin g  u s e d  b y  c la ssica l ToS ro u tin g  m a y  resu lt in  loca lisa tion  
o f traffic w ith in  th e  n etw ork . T h u s, e ffec tiv e  traffic en g in eer in g  is d ifficu lt to  
p erform  in  cla ssica l ToS rou tin g . M oreover, c lassica l ToS ro u tin g  b eca m e ob so lete  
w h e n  a D iffserv  fie ld  rep laced  th e  ToS f ie ld  in  the IP h ead er [116].
2.4.4 Integrated services
T he in tegra ted  serv ices  (Intserv) m o d e l w a s  d e v e lo p e d  b y  th e  Internet E n gineer­
in g  Task Force (IETF). T he term  in teg ra ted  serv ices  (IS) is  u s e d  for an  Internet 
serv ice  m o d e l that in c lu d e s  best-effort serv ice , rea l-tim e serv ice , an d  con tro lled  
lin k  sh arin g  [36]. T h e In tserv  m o d e l p r o p o se s  to  ex ten d  th e  orig in a l Internet ar­
ch itectu re to  su p p o rt real-tim e Q oS  a n d  p r o v id e  con tro l o v e r  en d -to -en d  p ack et  
d e la y s. T he n e w  c o m p o n e n ts  a n d  m ech a n ism s to  b e  a d d e d  w il l  su p p le m e n t b u t  
n o t  rep lace th e  b asic  IP serv ice. T h e n e w  c o m p o n en ts  are:
•  a p a c k e t c la ss ifier  u se d  to id e n tify  f lo w s  that are to  receive  a certain  le v e l of 
service;
•  a  p a c k e t  sc h e d u le r  to  h a n d le  th e  sc h e d u lin g  o f  serv ice  to  d ifferen t p ack et
f lo w s  to  en su re  that Q oS co m m itm en ts  are m et;
•  a d m is s io n  c o n tro l th at is  u s e d  to  d eterm in e  w h eth er  a router h a s  the n e c ­
e ssa ry  resou rces to accep t a n e w  flow .
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T he p r o p o se d  architectural e x te n s io n  co m p rises  an  e x te n d ed  serv ice  m o d e l ca lled  
th e  IS m o d e l an d  a reference im p le m e n ta tio n  fram ew ork , w h ic h  p ro v id es  a set o f  
v oca b u la ry  a n d  a gen er ic  p rogram  o rgan isa tion  to  rea lise  th e  IS m o d e l. In order  
to  en su re  that the Q oS requ irem en ts o f the traffic f lo w  is sa tisfied , th e  m o d e l re­
q u ires resou rces su ch  a s  b a n d w id th  a n d  b u ffers to  b e  reserved  a priori for a g iv en  
traffic flow . T herefore, the IETF d efin es  in  RFC 2205 [124] a resou rce ReSerVation 
Protocol (RSVP) d e s ig n e d  for a n  In tegrated  serv ices  Internet. In  RFC 2212 [135] 
an d  RFC 2211 [162] th e  IETF d efin es  tw o  m o d e ls  u n d er  the in tegra ted  services  
m od el: guaranteed service a n d  controlled-load service.
T he m a in  d raw b ack  w ith  In tserv  w a s  sca lab ility  in  large p u b lic  IP n etw ork s  
that m a y  p o te n tia lly  h a v e  m illio n s  o f  active  m icro -flow s concurrently. This is b e ­
cau se  In tserv  u se s  p er-u ser f lo w  s to r a g e /p r o c e ss in g  for Q oS at routers. This im ­
p lie s  h ard w are c o m p lex ity  for storage, sch e d u lin g  and m o n ito r in g  traffic flow s. 
A d d itio n a l so ftw are  co m p le x ity  is  a lso  in trod u ced  b y  u s in g  th e  RSVP protocol.
2.4.5 RSVP
RSVP is  a  soft-state s ig n a llin g  p ro to co l [168] for d isco v er in g  a n d  reserv in g  n et­
w o r k  resou rces (so ft-sta te  m e a n in g  th at th e  reservation  at e a ch  n o d e  n e e d s  a p e ­
riod ic  refresh). T he RSVP p rotoco l is u se d  b y  a h o st to req u est sp ec ific  qualities of 
serv ice  from  the n e tw o rk  for particu lar ap p lica tion  data stream s or flow s. RSVP 
is  a lso  u s e d  b y  routers to  d e liv er  q u a lity -o f-serv ice  (Q oS) req u ests  to  a ll n o d es  
a lo n g  th e  p a th (s) an d  to  esta b lish  an d  m a in ta in  state in form ation  to  p ro v id e  the  
r eq u ested  serv ice. RSV P req u ests  w i l l  g en era lly  resu lt in  resou rces b e in g  reserved  
in  ea ch  n o d e  a lo n g  th e  d ata  p a th  [124].
U n d er  RSV P there are tw o  k in d s  o f sta te  in form ation  at ea ch  in term ed iate  
sw itch , path  sta te  an d  reservation state. T he p a th  state is  e sta b lish ed  or u p d ated  
b y  a Path  m e ssa g e  w h ic h  is  p e r io d ic a lly  se n t b y  data sou rces w ith  th e  sam e source  
a n d  d estin a tio n  a d d resses  as traffic that the sen d er w ill  generate. Each receiver
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p er io d ic a lly  se n d s  aReservation(Resv) m e ssa g e  that estab lish es or u p d a te  the reser­
v a tio n  state.
T h e p a th  state in c lu d es  at lea st  th e  u n ica st IP ad d ress o f  th e  p rev io u s  h op  
n o d e , w h ic h  is  u s e d  to  route the R esv  m e ssa g e s  h o p -b y -h o p  in  th e  reverse d i­
rection . T he P ath  m e ssa g e  con ta in s th e  fo llo w in g  in form ation  in  a d d it io n  to  the  
p r e v io u s  h o p  IP address:
•  A  sen d er  Template sp e c ify in g  th e  form at o f the traffic;
•  A  sen d er  Tspec sp e c ify in g  the characteristics o f the traffic;
•  A n  o p tio n a l Adspec w h ic h  is  u s e d  to  su p p o rt th e  co n cep t o f  "one p a ss  w ith  
ad vertisin g"  (O PW A) [124].
E ach  receiver  h o s t  se n d s  R esv  m e ssa g e s  u p stream  to w a rd s th e  sender. T hese  
m e ssa g e s  m u st  fo llo w  ex a ctly  th e  reverse  o f  th e  p a th  the data  p a ck ets  w il l  u se . 
E very  in term ed ia te  router a lo n g  th e  p a th  can  reject or accep t th e  reserva tion  re­
q u est o f  th e  R esv  m essa g e . If th e  req u est is  rejected , the rejecting router w il l  sen d  
an  error m e ssa g e  to  th e  receiver  a n d  th e  s ig n a llin g  p rocess  w i l l  term in ate. If the  
req u est is  accep ted , lin k  b a n d w id th  an d  buffer sp ace  are a lloca ted  for the flo w  
and  th e  rela ted  f lo w  state in form ation  is  in sta lled  in  the router.
T h e m ajor issu e  w ith  th e  or ig in a l RSVP w a s  sca lab ility  b e c a u se  reservations  
w ere  requ ired  for m icro -flo w s, so  that the a m o u n t o f state m a in ta in ed  b y  n etw ork  
e lem en ts  ten d s  to  increase lin ear ly  w ith  the n u m b er  o f m icro -flo w s [27].
2.4.6 Differentiated services
The g o a l o f  th e  D ifferen tia ted  S erv ices (D iffserv) architecture is  to  p r o v id e  scal­
able serv ice  d ifferen tia tion  in  th e  Internet. T h is architecture a ch iev e s  sca lab ility
b y  a g g reg a tin g  traffic c la ssifica tion  state w h ic h  is c o n v e y e d  b y  m ea n s  o f IP-layer  
p ack et m ark in g  u s in g  the D S fie ld  [31 ,116]. P ackets are c la ssified  an d  m ark ed  to  
rece iv e  a particu lar p er-h op  fo rw a rd in g  b eh a v io u r  o n  n o d e s  a lo n g  their path .
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The IETF D iffserv  w o rk in g  grou p  h a s  d e fin ed  a D ifferen tia ted  Services field  
in  the IP h ea d er  (DS fie ld ). The D S  fie ld  co n sists  o f e ig h t b its o f the IP header, 
form erly  k n o w n  as th e  TOS octet. T he D S  fie ld  is  u se d  to  in d ica te  th e  forw ard in g  
treatm ent th at a  p ack et sh o u ld  rece iv e  at ea ch  n o d e  [116]. T he D iffserv  w ork ­
in g  grou p  h a s  a lso  stan d ard ised  a n u m b er  o f  P er-H op  B eh av iou r  (PHB) groups. 
U sin g  th e  P H B s, sev era l c la sses  o f serv ices  can  b e  d efin ed  u s in g  d ifferen t classifi­
cation , p o lic in g , sh a p in g  an d  sc h e d u lin g  ru les  [29].
A  S erv ice L e v e l A g reem en t (SLA) [165] b e tw e e n  an  en d -u ser  an d  an  Internet 
Service P rov id er  (ISP) m a y  b e  req u ired  to  rece ive  D ifferen tia ted  Services. R ules  
su ch  as classifier, m eter in g , m ark in g , d iscard in g  an d  sh a p in g  can  a lso  b e  d efin ed  
b y  a Traffic C o n d itio n in g  A g reem en t (TCA) w h ic h  is ex p lic itly  or im p lic itly  sp ec­
ified  b y  a SLA.
P ackets are c la ssified , m ark ed  a n d  p o ss ib ly  p o lic e d  and  sh a p ed  at the ingress  
to  a D iffserv  n etw o rk . W h en  a p a ck et ex its th e  D iffserv  c lou d , the D S fie ld  m ay  
b e  ov erw r itten  acco rd in g ly  to  th e  e x is t in g  a greem en ts  b e tw e e n  th e  adm in istrative  
d om ain s.
T he a d v a n ta g e  o f  D iffserv  ov er  In tserv  is  th e  sca lab ility  issu e . D iffserv  a llo w s
o n ly  a fin ite n u m b er  o f  serv ice  c la sses  to  b e  d efin ed  b y  the D S fie ld . The resources  
are a lloca ted  o n  a  p er-c lass b a sis  a n d  th e  a m o u n t o f  state in form ation  is  propor­
tion a l to  th e  n u m b er  o f  c la sses  rather th an  the n u m b er  o f  traffic f lo w s. H ow ever, 
in  D iffserv  a ll th e  f lo w s  w ith in  th e  sam e class e ffec tiv e ly  receive  best-effort ser­
v ice .
2.4.7 Explicit routing and route pinning
S hortest-path  ro u tin g  a lgorith m s o ften  p ro d u ce  u n b a lan ced  traffic d istribution  
an d  rou te  o sc illa tio n s  [20]. T h is lim ita tio n  o f  th e  current ro u tin g  p rotoco ls  is  
w id e ly  r e co g n ise d  a n d  th u s , a lo a d -b a lan c in g  sch em e  over  eq u a l co st  m u ltip a th  
u s in g  O SPF w a s  p r o p o se d  in  [154]. A n oth er  so lu tio n  is  to  u se  explicit routing to
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o p tim ise  the traffic d istr ib u tion  th rou gh  th e  n etw ork . A lth o u g h  so m e  le v e l o f  
rou te contro l ca n  b e  p r o v id e d  w ith  IP, if  su p p o rted  b y  an  en h an ced  rou tin g  p ro­
to co l a m u c h  easier  app roach  is  to  u se  an  o v er la y  n e tw o rk  su ch  as M PLS [158]. 
T he a lgorith m  for p la c in g  th e  ex p lic it  rou tes  d e p e n d s  o n  the o p tim isa tio n  objec­
tive . O ne su ch  sc h em e  that red istr ib u tes the traffic load  b a sed  o n  p er iod ica lly  
p rob in g  m u ltip le  p a th s  is  p resen ted  in  [55] (see  a lso  S ection  3.4.5).
Route pinning  can  a lso  b e  u se d  to fix th e  p a th  for a lo o se  seg m en t o f  the path. 
T herefore in  th e  e v e n t  o f  a ch a n g e  in  IP rou tin g , that p a th  seg m en t is  n o t  rerouted  
(excep t for rou te fa ilu res w h e n  th e  p a th  is  n o  lo n g er  availab le). T h is can  p reven t  
u n w a n ted  traffic o sc illa tion s in  the n etw ork . E xten sion s for M PLS sig n a llin g  p ro­
to co ls  in c lu d e  su p p o rt for b o th  ex p lic it ro u tin g  an d  for route p in n in g  [17 ,80 ].
2.5 Internet traffic engineering
A ccord in g  to  th e  Internet E n g in eer in g  Task Force, "Internet traffic en g in eer in g  
is  d e fin ed  as that a sp ec t o f In ternet n e tw o rk  en g in eer in g  d ea lin g  w ith  th e  issu e  
o f  p erform an ce  ev a lu a tio n  a n d  p erform an ce o p tim isa tio n  o f op era tion a l IP n et­
w ork s"  [18].
H en ce , In ternet traffic en g in eer in g  (ca lled  s im p ly  traffic en g in eer in g  in  the  
fo llo w in g ) is  a  critica l co m p o n en t o f  an  en d -to -e n d  Internet Q oS fram ew ork . Its 
m a in  fu n ctio n s  are o p tim isa tio n  a n d  con tro l an d  w il l  b e  d escrib ed  in  th e  fo llo w ­
in g  section s.
2.5.1 Traffic engineering optim isation functions
2.5.1.1 Enhancing the performance of IP  networks
Traffic en g in e er in g  tec h n o lo g ie s  g iv e  serv ice  p rov id ers  a better contro l over  the  
n etw o r k  in  order to  en h a n ce  th e  p erform an ce o f  their n etw ork . Im p rovem en ts
are to  b e  m a d e  at b o th  traffic le v e l an d  resource lev e ls  [20],
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T raffic-orien ted  p erform an ce ob jectives a im  to  su p p o rt Q oS op era tion s o f  u ser
traffic; therefore the k e y  traffic or ien ted  perform an ce ob jectives includ e:
•  M in im is in g  traffic loss;
•  M in im is in g  delay;
•  M a x im isin g  throughpu t;
•  E n forcem en t o f  serv ice  le v e l  a greem en ts  (SLAs).
Resource oriented perform an ce ob jectives d e a l w ith  issu e s  regard in g  th e  op ti­
m isa tio n  o f  resource u tilisa tion . In  gen era l, th e  tw o  m a in  asp ects o f  resource  
m a n a g em en t are:
•  R esou rce  o v er-u tilisa tio n  (con gestion );
•  R esou rce  u n d er-u tilisa tion .
B oth  u n d er-u tilisa tio n  a n d  ov er-u tilisa tio n  c a u se  dram atic red u ctio n  in  th e  per­
form ance an d  effic ien cy  o f a ru n n in g  n etw ork . O ver-u tilisa tion , a lso  k n o w n  as 
co n g estio n , occu rs w h e n  the offered  traffic lo a d  ex ceed s  the cap acity  o f  a certain  
resource (i.e. lin k  or router). T h is w i l l  resu lt in  d e la y s, jitter an d  lo ss  o f  data.
O n  th e  other h a n d , resou rce  u n d er-u tilisa tion , at a  g lan ce  se em s ju st an  eco n o m ic  
d isa d v a n ta g e  w h ere  e x p e n s iv e  n e tw o r k  e q u ip m en t is  u sed  inefficiently . U n fortu ­
nately, u n d er-u tilisa tio n  is  m ore th an  an  eco n o m ic  issu e . It is u su a lly  a reflection  
o f c o n g e s tio n  occurrence in  an oth er  su b se t o f  th e  n etw ork .
There are tw o  m a in  factors that in d u c e  con gestion :
•  In su ffic ien t or in a d eq u a te  n e tw o rk  resou rces, incap ab le  o f  a ccom m od atin g  
th e  o ffered  load;
•  Traffic f lo w s  b e in g  in effic ien tly  m a p p e d  on to  ava ilab le  resources; cau sin g  
u n eq u a l u tilisa tio n  o f  n e tw o r k  resou rces (u n d er-u tilisa tion  an d  over-u tilisa tion ).
Therefore, o n e  o f the central fu n ction s o f  traffic en g in eer in g  is an  effic ien t m a n ­
a g em en t o f resou rces.
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2.5.1.2 Facilitating reliable network operations
A n o th er  im p ortan t objective o f traffic en g in e er in g  is to  facilitate reliable n etw ork  
op era tion s b y  p r o v id in g  m ech a n ism s th at en h an ce  n e tw o r k  in tegr ity  and  su rv iv ­
ability. T he p r o v id e d  m ech a n ism s sh o u ld  h e lp  to  m in im ise  a n etw o rk 's  vu ln era­
b ility  to  serv ice  o u ta g e s  d u e  to  errors, fa u lts  or fa ilures th at h a v e  occurred  w ith in  
the infrastructure. A  reliable n e tw o r k  is  m ore  p ro o f to  d ata  lo ss , d e la y s  an d  jit­
ters. C on seq u en tly , a ch iev in g  th is  ob jective  w i l l  su b stan tia lly  im p ro v e  n etw o rk  
p erform an ce w h ic h  is the m a in  ob jective  o f Internet traffic en g in eerin g . A n  ex ­
a m p le  o f h o w  n e tw o r k  reliab ility  can  b e  in creased  u s in g  M PLS p ro tection  and  
restoration  tech n iq u es  is  d escrib ed  in  S ection  3.4.3.
2.5.1.3 Capacity planning and network design
Traffic e n g in eer in g  sh o u ld  c o n tin u o u s ly  m on itor  the p erform an ce o f the liv e  n et­
w o r k  a n d  u se  th e  feed b ack  p aram eters to  m a in ta in  th e  n e tw o rk  in  an  op tim al 
state. T h is p ro cess  m a y  a lso  in c lu d e  n e tw o r k  d e s ig n  an d  cap acity  p la n n in g  in  or­
der  to  create an  o p tim a l n e tw o r k  to p o lo g y , m ore  su itab le  for p r o v id in g  th e  en d -  
to -e n d  Q oS gu a ra n tees  so u g h t b y  u sers.
2.5.2 Traffic engineering control functions
2.5.2.1 Control and optimisation of routing functions
Traffic e n g in eer in g , as a part o f the Internet Q oS  fram ew ork , sh o u ld  be able to 
con tro l th e  ro u tin g  p roced u re  subject to  u ser  Q oS  constra in ts w h ile  m ain ta in in g  
an  o p tim a l n e tw o r k  p erform ance. C on seq u en tly , the Internet research  co m m u ­
n ity  is  d e v e lo p in g  to o ls  that, b y  d e c o u p lin g  rou tin g  a n d  forw ard in g , can  op ti­
m ise  th e  fo rw a rd in g  p roced u re  (e.g . M PLS) an d  a llo w  for  m ore co m p lex  routing  
a lgorith m s to  id e n tify  an d  m a in ta in  feasib le  p a th s for Q oS Internet traffic (QoS- 
routing). M PLS sim p lifies  the fo rw a rd in g  p roced u re an d  as a con n ection -orien ted
34
C hap ter 2 In te rne t QoS overview
te c h n o lo g y  p ro v id es  better control o v e r  the traffic flow s. T he ad v a n ta g es o f u s in g  
a  la b e l-sw itch in g  tec h n o lo g y  su ch  M PL S w il l  b e  p resen ted  later in  S ection  2.9.
Q oS -rou tin g  tech n iq u es can  be u s e d  to  so lv e  the p rob lem  o f  fin d in g  optim al 
p ath s for Q oS  traffic requests. B oth tech n o lo g ie s  w ill  b e  d iscu sse d  later in  th is  
chapter as to o ls  for th e  traffic en g in e er in g  p rocess.
2.5.2.2 Enhancing the global network characteristics
T he p r e v io u s  su b sectio n s d escrib ed  th e  loca l ob jectives o f traffic en g in eer in g  and  
th e  param eters to  b e  o p tim ise d  in  order to  h a v e  an  efficien t n etw ork . H ow ever, 
th e  u ser  p ercep tio n  o f  th e  n e tw o r k  is  a s a  s in g le  co m p le x  en tity  a n d  n o t  as a  su m  
o f its  attributes. In  th e  th e  traffic en g in e er in g  p rocesses  "tools" su ch  as M PLS, 
Intserv, D iffserv  an d  RSVP ca n  b e  c o m b in ed  in  order to  d e v e lo p  a fram ew ork  
for p r o v id in g  Q oS in  th e  Internet. T h is requires p erfect correlation  an d  inter­
o p erab ility  b e tw e e n  th e  tech n o lo g ie s  u se d  to p erform  traffic en g in eer in g . E xam ­
p le s  o f  en d -to -e n d  Q oS  architectures are d escrib ed  in  S ection  3.4.6.
2.5.2.3 Admission control and policy
U n w a n te d  traffic f lo w s  can u n b a lan ce  the eq u ilib riu m  o f a traffic en g in eered  n et­
w ork . T herefore, con sid erab le  care sh o u ld  b e  ta k en  w h e n  accep tin g  n e w  in com ­
in g  f lo w s. G ood  p o lic ie s  an d  c o n n ec tio n  a d m iss io n  control m ech an ism s sh o u ld  
b e  u se d  to  m a in ta in  th e  n e tw o r k  in  th e  op tim a l state. Traffic that d o es  n o t co m p ly  
w ith  SL A s sh o u ld  b e  k e p t a w a y  from  th e n e tw o r k  an d  so m e tim e s  it is  appropri­
ate to  reject n e w  traffic f lo w s  in  order to  p reven t c o n g estio n  that can  dram atically  
d e g ra d e  the p erform an ce o f  th e  n etw o rk . From  th e  Q oS p e r sp e ctiv e , a d m iss io n  
con tro l is  a  p reem p tiv e  co n g e stio n  con tro l m ech an ism .
A lth o u g h  traffic e n g in e er in g  can  b e  p erform ed  u s in g  trad ition al IP rou tin g  
p ro to co ls  [63], tec h n o lo g ie s  su c h  as M PLS and  Q oS  rou tin g  facilitate th e  d e p lo y ­
m en t o f  traffic en g in eer in g . C h apter 3 w ill  d escribe the m a in  characteristics o f  
M PLS an d  its a d v a n ta g es for traffic en g in eer in g .
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2.6 Performance of Internet routers
Q oS su p p o rt h a s trad ition a lly  in v o lv e d  the m a n a g em en t o f  lin k s  (link  b a n d w id th , 
jitter in  th e  o u tp u t b u ffer  fee d in g  the link , etc.). H o w ev er , a  con sid erab le  am ou n t  
o f p a ck et p r o c e ss in g  is  p er form ed  in  m o d e m  n etw o rk s  w h er e  routers a lso  p er­
form  layer-fou r sw itc h in g  [141], firew a llin g , d eep  p ack et in sp ectio n  [53], den ia l 
o f  serv ice  attack  d e tec tio n  [39], etc. T h is m ea n s that a  router can  b e  com p u ta ­
tio n a lly  o v er lo a d e d  e v e n  w h e n  th e  lin k  m etrics are satisfactory. In  the absence o f  
Q oS p aram eters to  m ea su re  su ch  an  over lo a d , th e  router n e e d s  to  b e  d e s ig n ed  to  
h a n d le  th e  w o r s t  ca se  co m p u ta tio n a l lo a d , an d  th is  is  p articu larly  a p rob lem  in  
so ft routers.
T here are tw o  p r in c ip a l so lu tio n s  to  th is  prob lem . O n e is  to  red u ce th e  p ack et  
p r o c ess in g  tim e  an d  th e  oth er  is  to  red u ce  the n u m b er  o f  p ack ets  to  b e  processed .
For th e  form er ap p roach  sev era l so lu tio n s  h a v e  b e e n  p r o p o se d , in c lu d in g  
th e  faster IP h ard w are  and  so ftw are  lon gest-p refix  m atch  a lgorith m s su rv ey ed  
in  [96], a n d  fa st m ech a n ism s for layer  4  (and  ab ove) sw itc h in g  [53 ,141].
T here are few er  ap p roach es for red u c in g  the n u m b er  o f  p ack ets that n e e d  to  b e  
p r o cessed  b y  a router. T h ese  ap p roach es are b a se d  o n  th e  id ea  th at if  the average  
p ack et s iz e  is  in creased , th e  p a ck et rate a n d  the overh ead  are red u ced .
2.6.0.4 Increasing the average packet size
The m a x im u m  p a ck et s iz e  in  an  E thernet n e tw o rk  is  1500 b y tes. O ther layer 2  
tec h n o lo g ie s  a llo w  larger M T U s4. For ex a m p le  the M T U  is  4500 b y tes  for Fiber- 
D istr ib u ted  D ata  Interface (FD D I), 9000 b y tes  for A TM  an d  65280 b y tes  for H ig h  
P erform ance P arallel Interface (HIPPI). Therefore o n e  o f th e  first approaches p r o ­
p o s e d  b y  IEEE w a s  to  in crease  E thernet's M T U  [119].
H o w e v e r , in crea sin g  th e  M T U  in  th e  core o f the Internet d o e s  n o t increase the  
average  p a ck et s iz e  b e c a u se  th e  L A N  tech n o lo g ie s  at th e  e d g e  still u se  a sm all
4Maximum Transmit Units
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M T U . M oreover, th e  sm a ll s iz e  o f  a  lo t o f  p a ck ets  in  the Internet is  n o t a  con ­
se q u e n c e  o f  th e  M T U  b u t o f  th e  p ro toco l gen era tin g  th e  p ack ets. H en ce , on e  
ap p roach  to  in creasin g  the a v erage  p ack et s iz e  is  to  grou p  m u ltip le  p ack ets w ith  
sim ilar  rou tin g  prop erties  (e.g . th e  sa m e d estin a tio n  n etw ork ) in to  a larger fram e.
S u ch  an  ap p roach  is  gathercast [22], an  IP b a se d  m ech a n ism  for f lo w  aggrega ­
tion . T he m a in  g o a ls  are to  in crease  th e  th ro u g h p u t an d  to  red u ce  th e  lo a d  b y  
e lim in a tin g  r e d u n d a n cy  an d  co m b in in g  sm a ll p ack ets. G athercast u se s  th e  co n ­
c e p t  o f  transformer tunnels [144] ov er  a gathercast s in k  tree. V arious tran sform a­
t io n  fu n ction s su ch  a s  reassembly, compression, rate control a n d  replication removal 
can  b e  attach ed  to  th e  tu n n e ls . T he reassem b ly  fu n ctio n  a ssem b le  sm a ll p ack ets  
to  fo rm  larger fram es.
G athercast can  therefore p r o v id e  a sca lab le a n d  efficient ag g reg a tio n  m ech a­
n is m  for  a c lass o f  ap p lica tio n s that n e e d  to  co llec t d ata  from  a large n u m b er  of  
n o d e s . H o w ev er , a fram ew ork  for gen era l In ternet traffic has y e t  to  b e  d ev e lo p ed .
O n e  p ro b lem  w ith  th e  IP b a se d  m ech a n ism s is  that on e  can  o n ly  grou p  pack ets  
w ith  th e  sam e d estin a tio n  ad d ress. T he ov erh ea d  in v o lv e d  in  a n y  m ore  co m p lex  
sc h e m e  can n ot b e  ju stified . U s in g  tu n n e llin g  tech n o lo g ies  su c h  as M PLS w h ere  
v a r io u s  traffic f lo w s  are sw itc h e d  a lo n g  the sa m e v irtu a l circuit (LSP) a llo w s  for 
a n y  p ack ets fo llo w in g  th e  sa m e LSP to  b e  a ssem b led  in  a larger fram e. T he com ­
p le x it ie s  in v o lv e d  in  id e n tify in g  th e  re levan t p ack ets is  a lread y  p r o v id e d  b y  the  
tu n n e llin g  protoco l. M oreover, su ch  lon ger  m eta -fram es can, in  M PLS, b e  rou ted  
a lo n g  traffic e n g in eered  ex p lic it  LSPs b ased  o n  va r io u s Q oS constraints. A  m ech ­
a n ism  to  p r o v id e  th is  facility , that, w ith  the large  sca le  M PLS d ep lo y m en t, can  be  
e m p lo y e d  near th e  e d g e s  o f  th e  g lo b a l In ternet w i l l  b e  d escrib ed  in  C hapter 4.
2.7 Application level QoS
Q oS  can  so m etim es  b e  co n tro lled  from  u ser-sp ace  (at th e  ap p lica tion  lev e l)  or b y  
a co m b in a tio n  o f  a p p lica tio n  a n d  n e tw o rk  le v e l  su p p ort. T w o su ch  ex a m p les  are
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the lo n g  p la y o u t  bu ffer  u se d  b y  m u ltim e d ia  stream in g  clien ts to  com b at jitter or 
traffic-based  a d a p tiv e  com p ressio n  to  v a ry  th e  qu an tity  and  q u a lity  o f stream ed  
d ata  b a sed  o n  th e  ava ilab le  b a n d w id th  [109].
A n oth er  ex a m p le  is  the u se  o f  F orw ard  Error C orrection  (FEC) c o d e s  to  pro­
v id e  su p p o rt for reliab le d e liv ery  o f  c o n ten t (so  that lo st p ack ets d o n 't  n e e d  to  b e  
resent) in  IP m u ltica st [93].
O ne particu lar case  o f  a p p lica tio n  le v e l  Q oS  is  in creasin g  W eb servers ava il­
ability. T he W W W  is  th e  preferred  te c h n o lo g y  u s e d  to  p r o v id e  in form ation  and  
e-serv ices  ov er  th e  Internet an d  b u s y  s ites  en co u n ter  b illion s o f h its  p er  day. A t  
th is  rate o n e  server is  n o t  ab le to  h a n d le  a ll th e  requests. S om e o f th e  ap p lica tion  
le v e l  ap p roach es to  overco m e th is  p ro b lem  are p resen ted  b e lo w  It is  a lso  p o ss ib le  
to  a d d  features in  th e  n e tw o r k  to  ad d ress  su c h  a p p lica tio n -lev e l p rob lem s. Such  
so lu tio n s  to  W eb servers lo a d  b a la n c in g  a n d  to  p r o v id e  gu aran teed  le v e l o f  W eb 
serv ices  w il l  b e  p resen ted  later in  C h apter 4.
2.7.1 Quality of Web service (QoWs)
2.7.1.1 Web content caching
O ne o f  th e  ear ly  ap p roach es to  im p ro v e  th e  W eb serv ices p erform an ce w a s  the  
cach in g  o f  W eb co n ten t at th e  c lien t s id e , in itia lly  o n  th e  c lien t lo ca l m a ch in e  (the  
cache m a in ta in ed  b y  th e  W eb b ro w sers) th e n  at the corp oration  le v e l  b y  u s in g  
p ro x y  servers [1 ,2 , 32]. C ach in g  m ec h a n ism s w il l  d e liver  the lo ca l stored  data, if  
data  w a s  p r e v io u s ly  req u ested  b y  an other c lien t or a p rev io u s  co n n ec tio n  an d  if 
th e  co n ten t is  u p -to -d a te  in stea d  o f  th e  c o n ten t req u ested  from  th e rem ote  server.
T he ca ch in g  so lu tio n  w a s  o n ly  a tem p orary  a ttem p t to  red u ce th e  n u m b er  o f  
req u ests  b y  red u c in g  th e  red u n d a n cies  in  th e  d ata  transferred ov er  the Internet. 
T h is o n ly  w o r k s  w ith  static  W eb con ten t. W ith  th e  in trod u ction  o f n e w  serv ices, a 
n e w  ty p e  o f  in form ation  w a s  p r o c e sse d  b y  W eb servers: d y n a m ic  data , in  w h ic h  
th e  in form ation  is  d y n a m ica lly  g en era ted  b y  th e  server before  a n sw e r in g  the re­
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q u est. T h is k in d  o f  in fo rm a tio n  ca n n o t b e  cached; therefore, th e  u se  o f  cach in g  
w il l  n o t  red u ce th e  server  w o r k lo a d .
2.7 .1 .2  M irrorin g
T h e seco n d  ap p roach  k n o w n  as m irrorin g  co n sists  o f  m a in ta in in g  a n u m b er o f  
servers w ith  sim ilar con ten t, b u t  w ith  a d ifferen t geograp h ic  loca tion  an d  a d if­
feren t n a m e  and  In ternet a d d ress  (e.g . [151]). T he c lien t h a s  to  ch o o se , a m on g  
th e  g eo g ra p h ica lly  d istr ib u ted  servers, the o n e  that is  b e s t  su ite d  to  h is  requests. 
T h is app roach  le a v e s  th e  d e c is io n  o f  ch o o s in g  th e  m irror an d  the resp on sib ility  o f  
c h o o s in g  th e  r igh t o n e  to  th e  clien t. M a n y  tim es th e  c lien t w il l  in itia te  m ore than  
o n e  req u est to  d ifferen t servers, in  ord er  to  d eterm in e  th e  "closest"  mirror. O n  the  
o th er h a n d , m a in ta in in g  a  p erfec t sy n ch ro n isa tio n  b e tw e e n  th e  m irrored  servers  
m a y  n o t  b e  easy, e sp e c ia lly  for  tim e  critical ap p lica tion s. M oreover, th e  situ a ­
t io n  w h e n  th e  c lien ts are n o t  g eo g ra p h ica lly  d istr ib u ted  b u t concentrated  w ith in  
a s in g le  g eograp h ic  area (or e v e n  th e  sam e W A N  or L A N ) can n ot b e  so lv e d  b y  
sp rea d in g  th e  servers  arou n d  th e  area. T he tim e  sp en t b y  th e  c lien t in  d ec id in g  
w h ic h  is  th e  m o st  su itab le  server  m a y b e  to o  lo n g  for m ission -cr itica l app lications.
2 .7 .1 .3  C lu ster  o f  serv ers  (serv er  farm s)
T h e n ex t ap p roach  tries to  a v o id  u ser  in v o lv e m e n t in  th e  p rocess  o f  ch o o sin g  
th e  b e s t  server. T he te c h n o lo g y  h a s  to  tran sp arently  d iv ert th e  c lien t's  request to  
th e  o p tim a l server. T he tech n iq u e  co n sists  o f  g r o u p in g  the servers in  so  ca lled  
server  c lu sters a n d  a d d in g  a n e w  a n d  transparent serv ice  to  th e  n etw ork , w h ic h  
is  resp o n sib le  for d istr ib u tin g  th e  req u ests  u n ifo rm ly  a m o n g  th e  servers [83].
S u ccessfu l a d m in istra tion  o f  server  clu sters or server  farm s requires th e  u se  
o f  q u e u in g  th eo ry  a n d  lo a d  b a la n c in g  tech n iq u es. T he m o st  im p ortan t g o a l from  
th e  W eb serv ice  p r o v id e r 's  p o in t  o f  v ie w  is  to  b a lan ce  th e  w o rk lo a d  a m o n g  the  
serv ers  w ith in  th e  cluster.
T h e tw o  m ajor m e th o d s  o f  b u ild in g  W eb c lu sters are d escrib ed  as fo llo w s.
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Replicated content servers
T he first m eth o d  is  to m irror the con ten t o f a W eb server  and  to  create tw o  
or m ore  servers h a v in g  id en tica l con ten t. T h is resem b les  th e  geograp h ica l d istri­
b u tio n  o f  m irrored  servers, b u t  h a s  th e  ad v a n ta g e  th at th e  servers are grou p ed  
w ith in  th e  sam e b u ild in g  or ro o m  a n d  u n d er  th e  sa m e  adm in istration; th u s th e  
ta sk  o f  sy n ch ro n isin g  th e  W eb c o n ten t b e tw e e n  m irrors is  m u c h  easier. M oreover, 
th e  p r o c e ss  o f  ch o o sin g  th e  o p tim a l server  is  n o  lo n g er  th e  c lien t's  responsib ility .
Distributed content
T h e se c o n d  m eth o d  is to  d istr ib u te  th e  W eb co n ten t a m o n g  the servers w ith in  
th e  farm . Therefore, th e  d e c is io n  o f  c h o o s in g  the server  is  b a se d  o n  the clien t's  
H TTP req u est and  in v o lv e s  filter in g  th e  p ackets u p  to  the ap p lica tion  leve l. Thus, 
th e  p ro b lem  is  n o  lo n g er  a p ro b lem  o f  u n ifo rm ly  d istr ib u tin g  the req u ests b u t o f  
a priori d istr ib u tin g  th e  con ten t w ith in  the servers in  a  m an n er  that w i l l  resu lt in  
a b a la n c e d  w o r k lo a d  a m o n g  th e  servers.
A  cluster of servers is  th e  ty p ica l so lu tio n  to  th e  p ro b lem  o f in creasin g  W eb  
server  availab ility . T h e m a in  is su e  w ith  W eb c lu sters is  h o w  to  b a lan ce th e  lo a d  
across th e  servers. H ere  are th e  m a in  approaches:
Round-robin Domain Name S e rv ice  is  o n e  ap p roach  u s e d  to  a v o id  the server  
c o n g e s tio n  b y  d istr ib u tin g  co n n e c tio n  lo a d s  o v er  a c lu ster  [87]. In  a standard  
scen ario , a  d o m a in  n a m e is  a sso c ia ted  w ith  an  IP ad d ress. S ince th e  clien t u se s  
th e  d o m a in  n a m e to  access a  W eb site , a  D N S  h a s  to  translate the n a m e in to  th e  
correct IP o f  th e  d estin a tio n  server. Therefore, th e  D N S  server  is  a part o f  th e  W eb  
b r o w s in g  p rocess. M oreover, th e  server  can b e  m o d ified  to  a n sw er  w ith  d ifferent  
IP a d d r e sses  for d ifferen t tran sla tion  q ueries. T h e D N S  server  w ill  rotate th rou gh  
th e  lis t  o f  IP a d d resses  in  a ro u n d  rob in  fa sh io n  in  su c h  a w a y  that ea ch  server in  
th e  c lu ster  w i l l  r ece ive  an  eq u a l share o f  the in c o m in g  requests.
T he m a in  ad v a n ta g e  o f  rou n d -rob in  D N S  is  its  sim plicity . O n  the oth er  h an d , 
th ere  are a lso  m ajor d raw b ack s for th is  approach. T h e cach in g  feature o f  D N S  
at th e  c lie n t s id e  p rev en ts  a n  accurate lo a d  b a la n c in g  sc h em e  sin ce n o t  ev e ry  in ­
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c o in in g  req u est w i l l  g e t  its  a d d ress  d irectly  from  th e rou n d -rob in  D N S  server. 
D isa b lin g  ca ch in g  m a y  ap p ear to  s o lv e  th e  p rob lem . H o w ev er , ev e ry  D N S  q uery  
m u st th en  b e  r e so lv e d  b y  a s in g le  server; th is  is  e x p e n s iv e  an d  p o ten tia lly  s lo w er  
for u sers. M oreover, a  c lien t m a y  u s e  th e  IP a d d ress  o f  th e  W eb server  to  access it, 
th ereb y  b y p a ss in g  th e  D N S  server  so  that a ll its  req u ests  w il l  b e  sen t to  the sam e  
server.
T he other m ajor d isa d v a n ta g e  o f  th is  ap p roach  is  that th e  D N S  server d o es  
n o t h a v e  a n y  k n o w le d g e  ab ou t th e  sta tu s o f  ea ch  server  in  th e  cluster. T he round-  
rob in  sch em e w il l  co n tin u e  to  se n d  traffic to  all servers in  turn, e v e n  if  som e o f  
th em  are o v e r lo a d e d  or o u t o f  serv ice.
L oad  b a la n c in g  s w itc h e s  su c h  as C isco 's  L ocalD irector [44] an d  A lteon 's  
A C E director [117], are h ard w are so lu tio n s  that d istr ib u te  TCP con n ection s over  
m u ltip le  servers. T h ese  W eb sw itc h e s  act a s a  fron t-en d  d isp atch er  b e tw e e n  the  
Internet co n n ec tio n  an d  th e  W eb farm . A ll  the c lien t req u ests  w il l  u se  the d is­
p atch er  IP as a  d estin a tio n  ad d ress , to  m ak e th e  req u ests. T he sw itch  th en  for­
w a rd s  th e  req u ests  to  d ifferen t W eb servers b a se d  o n  v a r io u s  load -b a lan cin g  al­
gor ith m s im p le m e n te d  in  th e  sw itch . T he d e c is io n  can  b e  b a se d  o n  th e  con ten t o f  
the request. U s in g  sou rce  IP ad d ress a lon e  to  create a ffin ities b e tw e e n  clien t and  
server  w il l  n o t  w o r k  w e l l  s in ce  so m e  co m p a n ies  u s e  p ro x y  servers that ch an ge the  
sou rce  IP o f  th e  req u est. T herefore, a ll th e  req u ests  from  b eh in d  the p roxy  w ill  
h a v e  th e  sa m e IP a n d  th u s  th e  w h o le  n e tw o r k  b e h in d  th e  p ro x y  w il l  b e  treated  as 
a s in g le  com puter.
L oad -b a lan cin g  W eb sw itc h e s  su p p o rt u p  to  m illio n s  o f  con n ection s sim u lta ­
n e o u s ly  at h ig h  sp e e d s . M oreover, sw itc h e s  w il l  freq u en tly  ch eck  the sta tu s o f  the  
servers so  th e y  can  im p le m e n t " in telligent"  lo a d  b a la n c in g  sch em es. U s in g  a W eb  
sw itc h  is  m u c h  b etter  a n d  m o re  sca lab le  th a n  u s in g  other ap p roach es b u t th e y  are 
q u ite  e x p e n s iv e . In  a d d itio n , a v o id in g  a s in g le  p o in t  o f  fa ilure, m a y  require the  
u se  o f  m u ltip le  sw itc h e s  w h ic h  m a k es  th e  so lu tio n  u n eco n o m ic .
H T T P  red irec t can  b e  u s e d  b y  th e  targeted  server  if  it  can n ot accep t m ore
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co n n ectio n s  [8]. T h is tech n iq u e  w il l  s lo w  d o w n  th e  p ro cess  s in ce  th e  req u est is  
sen t back  to  th e  c lien t a lo n g  w ith  an oth er  IP to  u se  for th e  con n ection . T he c lien t  
w ill  h a v e  to  in itia te  an oth er  co n n e c tio n  to  th e  n e w  IP an d  u s e  the server to  w h ic h  
w a s  red irected .
T h e a b o v e  m en tio n e d  so lu tio n s  a ll h a v e  m ajor d raw b ack s, b u t th e y  are w id e ly  
u se d  in  to d a y 's  b est-e ffort Internet. H o w ev er , the Internet is  e v o lv in g  in to  a n ex t  
g en era tio n  Q oS en a b led  g lo b a l n e tw o r k  an d  n e w  stan d ard s an d  p rotoco ls  are 
n o w  ava ilab le  (e .g  M PLS). T herefore, in  S ection  4.1 an  a ltern ative  n etw o rk -lev e l 
lo a d  b a la n c in g  so lu tio n  for  n ex t g en era tio n  M PL S-capable n e tw o rk s  is  p rop osed . 
Since M PLS p r o v id e s  b etter  m ech a n ism s to  su p p ort Q oS  rou tin g  th an  th e  leg a cy  
IP, it  can  m ore  e le g a n tly  p r o v id e  Q oS fu n ctio n s for W eb sw itc h in g  su c h  as content- 
based-routing, client affinity, different classes o f service an d  load balancing, as id en ti­
fied  b y  th e  au thors o f [3] an d  d escrib ed  below :
Content-based-routing is  a  tech n iq u e  u se d  w h e n  the co n ten t o f  the W eb site  is  
p a rtitio n ed  b e tw e e n  th e  servers in  th e  cluster. A ll th e  req u ests  for th e  sam e server  
w ill b e  c la ssified  b y  the in gress n o d e s  in to  the sam e M PLS F orw ard in g  E q u iva­
len ce  C lass (FEC). T h is so lu tio n  h a s  tw o  m ajor ad van tages. It w il l  red u ce  the lo a d  
at th e  d isp atch er  s in ce  th e  d e c is io n s  are tak en  at in g ress  n o d e s . M oreover, th e  
s in g le  p o in t  o f fa ilure can  b e  e lim in a te d  at th e  d isp atch er  s in ce  LSP's can  fo llo w  
d ifferen t r ou tes to w a rd  their  d estin a tio n s  w ith in  th e  M PLS n etw ork .
Client affinity m a y  b e  u se d  in  th e  s itu a tio n  w h e n  c lien ts  h a v e  p references for  
a certa in  server. T he so lu tio n  a lso  requires estab lish in g  v irtu a l con n ection s b e ­
tw e e n  c lien ts  an d  server  in  a m u lt ip le  to  o n e  fa sh io n  (m :l) . T h is is  y e t  another  
stron g  a d v a n ta g e  o f  u s in g  a lab el sw itc h in g  tec h n o lo g y  a n d  b u ild in g  FECs b a sed  
o n  th e  c lien t's  source IP. T he p ack ets can th en  be sw itc h e d  to  their final d estin a ­
tio n  u s in g  M PLS fa st sw itc h in g  hardw are.
T he ISP m a y  w is h  to  p r o v id e  different classes of service to  c lien ts, b a se d  o n  ser­
v ic e  le v e l  a greem en ts  or other ad m in istra tive  factors. T h e M PLS approach  can  
p r o v id e  d ifferen t FECs for  d ifferen t c la sses  o f serv ice. P ackets can  b e  lab elled
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co rresp o n d in g  to  th e  ty p e  o f  th e  c la ss  (e.g . g o ld , s ilver  or b ron ze). If servers  
h a v e  d ifferen t p ro c e ss in g  p erform an ces, th e  g o ld -la b e lled  p a ck ets  can  th en  b e  
sw itc h e d  to  the b e s t  p erform in g  server. L abel stack in g  a lso  can  b e  u se d  to defin e  
a n d  id e n tify  h ierarch ical c la sses  o f  serv ice.
T he load balancing fu n ctio n  p erfo rm ed  u s in g  M PLS is  a k e y  con trib u tion  o f  th is  
th esis  an d  w il l  b e  d escrib ed  in  m ore  d e ta il in  section  4 .I.2 .2 .
T he first p ro p o sa l for the u se  o f  M PLS for W eb rou tin g  w a s  p resen ted  in  a 
IBM  research  rep ort [3]. It e x p lo its  th e  d e p lo y m e n t o f  M PLS b y  m a p p in g  ap p lica­
t io n  layer in fo rm a tio n  on to  layer 2 lab els . T he tech n iq u e  requ ires M PLS capable  
p r o x y s  at th e  c lien t s id e , w h ic h  a p p ly  appropriate  lab els to  th e  c lien t requests.
T he d isp a tch er  in  front o f  th e  W eb farm  (see  F ig. 4.5) m a in ta in s a tab le o f  a sso ­
c ia tion s b e tw e e n  la b e ls  (L*) a n d  th e  a sso c ia ted  server w e ig h t  (W{). T h e d ispatcher  
w il l  th en  se n d  a tu p le
<  {L i, W i } ,  { L 2, W 2} . . . {Ln, Wn }  >  to  p r o x y  servers s itu a ted  in  front o f  M PLS in gress  
n o d e s  u s in g  a d e d ic a te d  s ig n a llin g  protoco l.
In  S ection  4.1 a n  a lternative M PLS ap p roach  is  p ro p o sed  a n d  d eta ils  ab ou t its  
im p le m e n ta tio n  a n d  p erform an ce are p resen ted . T h is ap p roach  red u ces th e  load  
o f  th e  d isp a tch er  a n d  th e  n e e d  for a d e d ica ted  s ig n a llin g  p rotoco l. It a lso  red u ces  
th e  c o m p le x ity  o f  th e  so lu tio n  b y  e lim in a tin g  th e  p ro x y  n o d e s  at th e  c lien t s id e.
2.7.2 D im ensioning Web clusters
O n e p rob lem  in  d e s ig n in g  W eb c lu sters is  h o w  to  d im e n s io n  th e  server farm  so  
as to  sa tis fy  th e  cu sto m ers a n d  to  a ch iev e  op tim a l perform an ce. T h e m a in  trade­
o ff  is  w h eth e r  to  sca le -o u t (h or izon ta lly ) b y  a d d in g  n e w  servers to  th e  farm  or 
to  sca le -u p  (vertica lly) b y  u p g r a d in g  server  cap acity  [101]. A n o th er  trade-off is  
b e tw e e n  cost, p erform an ce  a n d  reliability . H en ce , the m a in  q u e stio n  is  h o w  m a n y  
servers are requ ired  to create a cost-e ffective , reliable architecture that satisfies  
u se r  req u irem en ts.
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There are v a r io u s  ch o ices  su ch  as to  u se  a large n u m b er o f  lo w -ca p a city  servers, 
a lo w e r  n u m b er  o f  h ig h -ca p a city  servers, or a com b in a tion  o f  b oth . A n  analytical 
m o d e l u s in g  q u e u e in g  theory, for h o m o g e n o u s  W eb clu sters is  presen ted  in  [101]. 
T he d e s ig n  con sid era tio n s for c h o o s in g  b e tw e e n  a large n u m b er  o f low -cap acity  
servers a n d  lo w e r  n u m b er  o f  h ig h -ca p a city  servers are a n a ly z ed  b a se d  o n  four  
criteria: to  gen erate  th e  sam e a v era g e  resp o n se  tim e, to  a c h iev e  th e  sa m e cluster  
capacity, to  h a v e  an  eq u a l c lu ster  c o st  an d  to  h a v e  th e  sa m e reliability.
There is  an  a n a lo g y  b e tw e e n  d im e n s io n in g  in  te lep h o n e  n e tw o r k  an d  d im en ­
s io n in g  W eb clu sters. T erm in o logy  from  teletraffic en g in eer in g  and  q u eu in g  the­
ory  can b e  u se d  to d efin e  the le v e l o f  serv ice  b a sed  on  req u ests  arrival rate and  
serv ice  tim e. A n  id e a lly  lo a d  b a la n ced  W eb clu ster can b e  v ie w e d  as a s in g le  ab­
stract sy s te m  c o n s is t in g  o f  a s in g le  q u e u e  w ith  an  a ssocia ted  arrival rate ( A ) -  the  
average  rate at w h ic h  co n n ectio n s en ter  th e  q u eu e . Service time (Ts) is  th e  average  
am o u n t o f  tim e  th at a server n e e d s  to  p ro cess  a request. T h e average  response time 
(T) is  th e  su m  b e tw e e n  th e  a v era g e  service time a n d  the th e  average queuing time 
(T  =  TS +  Tq ).
For su c h  a sy s te m  to  b e  stable (so  th a t a ll jobs w il l  b e  serv iced ), the arrival rate 
m u st b e  le s s  th a n  the service rate ( l / T s ) . l £ A >  1 /T s  th en  th e  sy ste m  is  unstable and  
th e  q u eu e  w il l  g r o w  u n til even tu a lly , th e  sy s te m  w ill  start b lo ck in g  con n ection s  
b a se d  o n  th e  server utilisation U =  A  ■ Ts  w h ic h  d en o tes  a  fu ll server for U  =  1, 
an  id le  server  for U  =  0 an d  rem ain s b e tw e e n  0 an d  1 for a n y  stab le  system .
T he a m o u n t o f  t im e  b e tw e e n  p h o n e  ca lls  (1 /A )  in  a te le p h o n e  n e tw o rk  is  ran­
d o m  an d  m em o r y le ss  an d  it can  characterised  b y  a P o isso n  p rocess  w ith  exp o-  
n e n tia ly  d istr ib u ted  h o ld in g  tim es  [78]. S u ch  a sy ste m  is  in  gen era l m o d e lled  
u s in g  an  M / M / 1 q u e u in g  m o d e l. In ternet traffic h o w ev er , can  b e  better s im u ­
la ted  u s in g  h e a v y -ta ile d  arrival rate d istr ib u tion s su ch  as W eib u ll or Pareto [58]. 
B ut to s im p lify  th e  an a ly tica l m o d e l a n d  to e x p lo it  the resu lts  from  teletraffic en ­
g in eer in g , o ften , W eb servers are m o d e lle d  u s in g  a P o isso n  p ro cess  [101 ,139].
A  s im p lified  m o d e l is a lso  u se d  in  S ection  4.2 to d e s ig n  a W eb cluster that
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offers a g u aran teed  le v e l o f serv ice  for a class o f  p rem iu m  users. T he traffic un it  
erlang [78] from  teletraffic en g in eer in g  is  u se d  to  d im en sio n  the server farm  for  
th e  d ifferen tia ted  serv ice  fram ew ork  p r o p o se d  in  C hapter 4. In  th is m o d e l, a 
server  can n ot p ro cess  m ore  th an  c req u ests  s im u lta n eo u sly  for the required  grade  
o f  serv ice. T h e m a x im u m  n u m b er  o f con cu rren t con n ection s for a clu ster o f  n  
servers is  n  • c.
T he req u ests  for th e  W eb c lu ster  ca n  b e  o b serv ed  over  a b u s y  h o u r  [161] and  
th e  to ta l u sa g e  tim e  for a ll servers can  b e  m ea su red  (the su m  o f  a ll serv ice  tim es  
d u r in g  that p er io d ). S u p p o se  th a t th e  in terv a l o f  tim e is  A t. T hen , the traffic in  
er lan gs is:
(2.1)
w h ere:
Ti is  th e  serv ice  tim e  for co n n ec tio n  i a n d  
C  is  th e  se t o f  a ll con n ectio n s d u r in g  A t.
U sin g  E rlang B form u lae  an d  an  E rlang ca lcu lator [148], an d  k n o w in g  th e  traf­
fic in  er lan gs, the server can  b e  d im e n s io n e d  to accep t con n ection s w ith  a n e g o ti­
a ted  b lo ck in g  p rob ab ility  p  or g iv e n  a server  farm , a certain  b lo ck in g  prob ab ility  
can  b e  p r o m ise d  to  th e  clients.
2.8 MPLS
T he id e a  o f  M PL S or ig in ates from  tw o  sources: a  faster rou tin g  m ech a n ism  for IP 
a n d  p r o v id in g  A TM  sw itc h e s  w ith  the con tro l an d  sca lab ility  o f  a  layer3 router.
In  th e  m id  1990s, a  fe w  p ro p o sa ls  e m e r g e d  from  m ajor n e tw o rk in g  com p a­
n ie s  [70] in c lu d in g  Tag Switching, Switching IP Through A T M  (SITA), Aggregate 
Route-based IP Switching (ARIS), an d  th e  Cell-Switched Router (CSR),  d eta ils  o f  
w h ic h  are g iv e n  in  S ection  3.2.
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To d e v e lo p  a stan d ard  app roach  for sw itc h in g  IP, th e  IETF M PLS w o rk in g  
grou p  w a s  e sta b lish ed  in  early  1997. In  a d d itio n , m a n y  In tem et-d rafts  related  
w ith  th e  d e v e lo p m e n t o f  M PLS w e r e  p o s te d  b y  in d iv id u a l contributors or organ­
isa tion s.
The v e n d o r s  started  to  su p p ly  M PLS in  1998 an d  1999 sa w  th e  first M PLS 
V P N  an d  traffic en g in e er in g  d e p lo y m en ts . H o w ev er , the first stan dard  tracks 
ap p eared  o n ly  in  2001.
T he current s ta tu s o f  th e  M PLS stan d ard  as p r o p o se d  in  January 2001 b y  [133] 
can  b e  se e n  at th e  IETF's M ultiprotocol Label Switching working group W eb site  [74].
2.9 Label switching paradigm
The lab el sw itc h in g  p a ra d ig m  in v o lv e s  u s in g  a sh ort f ix ed -len g th  lab el to  per­
form  sw itc h in g  d e c is io n s . U n lik e  longest prefix match lo o k u p  a lgorith m s u se d  b y  
stan dard  IP ro u tin g  p ro to co ls , lab e l sw itc h in g  is  b a se d  o n  an  exact m atch  and  
therefore is  m u c h  faster.
M PLS is  a la b e l sw itc h in g  tech n o logy . T he routers su p p o rtin g  M PLS are re­
ferred to  as L abel S w itc h in g  R outers (LSRs). A n y  other router or sw itc h  con ­
n ected  to  a LSR (ATM  sw itc h , IP router) is  referred  to  as non-LSR . A n  e d g e  router  
is  an  LSR co n n ec ted  to  a non-LSR. T he router b y  w h ic h  a p ack et en ters th e  M PLS  
c lo u d  is  ca lled  th e  in g r ess  LSR, an d  th e  o n e  b y  w h ic h  it le a v e s  th e  M PLS c lou d  
is  ca lled  th e  eg ress  LSR. T he L abel S w itch in g  P a th  (LSP) is th e  rou te  w ith in  the  
c lo u d  fo llo w e d  b y  a p ack et, b a se d  o n  its  la b e l as se e n  in  Fig. 2.2.
L abels are sm a ll lo ca lly  sign ifican t id en tifiers in serted  b y  th e  in gress LSR, and  
r e m o v e d  b y  th e  eg ress  LSR. T he M PLS la b e l in ser ted  b y  o n e  router o n ly  h a s  s ig ­
n ifican ce for th e  n ex t router w h ic h  can  d e c id e  to  p o p  the label, to  sw itch  it w ith  
an oth er  lab el or  to  p u s h  another label. L ab els are u se d  in  fo rw a rd in g  d ec is ion s  
to  id en tify  n o t o n ly  th e  d estin a tio n  o f th e  p ack et b u t a lso  the sp ecific  p a th  for 
reach in g  th is d estin a tio n , an d  to a ss ig n  a p ack et to  a specific  serv ice  class.
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The advantages of using a label switching architecture are enumerated here.
A more complete description can be found in [30].
• simplicity -forwarding decisions are based on a short, fixed-length label.
• speed and delay -label switching is an efficient solution to the problem 
of large traffic loads in the Internet by using a faster routing table lookup 
mechanism. Although fast software and hardware solutions to the longest 
prefix match problem in IP routers have been found [96], the potential for­
warding rate should always be greater using label switching.
• routing scalability -label switching offers solutions to the rapid growth of 
routing tables by allowing a large number of IP addresses to be associated 
with one or a few labels. The address space in IPv6 is larger than in IPv4, so 
this advantage w ill be even more pronounced should the Internet migrate 
to IPv6.
Figure 2.2: Elements of an MPLS cloud
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• route control -label switching allows the router to make routing decisions 
using various attributes in addition to the IP destination address.
2.10 MPLS and traffic engineering
MPLS plays an important role in engineering the network to provide efficient 
services to its customers.
RFC 2702 specifies the requirements of traffic engineering over MPLS and de­
scribes the basic concepts of MPLS traffic engineering like traffic trunks, traffic 
flows and LSPs [20]. The advantages of MPLS for traffic engineering include:
• label switches are not limited to conventional IP forwarding by conven­
tional IP-based routing protocols;
• traffic trunks can be mapped onto label switched paths;
• QoS requirements can be mapped to flows and traffic trunks;
• MPLS permits address aggregation and disaggregation (unlike IP forward­
ing which permits only aggregation);
• constraint-based routing is easy to implement;
• MPLS hardware offers QoS capabilities resembling those of ATM, but at 
lower cost.
The comparison between ATM and MPLS comes from the analogy between 
ATM's virtual circuits and MPLS's LSPs. Both use an overlay model for switching 
connectionless IP packets in a connection-oriented manner.
Other the reasons why MPLS is preferred as an underlying technology for
traffic engineering include:
• MPLS is more scalable than IP over ATM and there is no need for per-flow 
state in the core;
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• There is no need for special packets for connection setup;
• The forwarding procedure is simple enough to allow a straightforward hard­
ware implementation [127];
• The MPLS label stack facilitate fast rerouting and restoration mechanisms 
(some of these mechanisms w ill be discussed in Section 3.4.3).
However, the main advantage of using MPLS for traffic engineering is the 
ability to use paths, other than the shortest one selected by the routing proto­
col to achieve optimal network utilisation. In an MPLS environment, this can 
be achieved by moving the traffic away from the over-congested shortest paths 
using explicit LSP tunnels.
Moreover, the simple forwarding procedure is decoupled from the control 
component. Thus, new routing functions can readily be deployed without dis­
turbing the forwarding paradigm. This means that it is not necessary to re­
optimise forwarding performance (by modifying either hardware or software) 
as new routing functionality is added.
The authors of [157] show another advantage of MPLS for traffic engineering: 
the choice of label granularity. Some of the choices are enumerated as follows:
• Egress router - coarsest granularity
•  IP Prefix - medium granularity
•  Application flow  - finest granularity
In [33] Boyle et al. enumerate some of the scenarios where MPLS-based traffic 
engineering capabilities are applicable in service provider environments:
Avoidance of Congested Resources. One of the objectives of Internet traf­
fic engineering is to prevent network congestion. This may occur as a result of 
many factors such as equipment failure, traffic bursts or inefficient bandwidth 
management. MPLS can be used to overcome these problems by setting up ex­
plicit LSP tunnels (which need not follow the paths determined by datagram
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routing protocols) to route a subset of the traffic to less congested paths. This 
approach is available when parts of the network are congested while other parts 
are under-utilised. If congestion occurs due to equipment failure MPLS protec­
tion and restoration (see Section 3.4.3) can be used to map the LSPs to alternative 
paths with spare capacity.
Resource utilisation in network topologies with parallel links. MPLS traffic 
engineering methods can be used to distribute the traffic across parallel links such 
as NxOC-n (N  parallel OC-3/12/48 links). LSP bandwidth parameters can be 
used to control the proportion of traffic traversing each parallel link. Moreover, 
LSP tunnels can be mapped to physical links based on affinities (administrative 
or users' preferences).
Implementing routing policies using affinities [33]. In practice there are sce­
narios when subclasses of traffic have to be restricted to a subset of the network. 
This can be used to achieve network engineering objectives or business policies.
Virtual Private Networks (VPNs) are a concrete example of policing the traffic 
using affinities. The traffic within the VPN should be restricted to a certain net­
work subset, whereas the external traffic has to be kept out of the VPN. Another 
example is to force some types of traffic to traverse only links with given capac­
ity. This is to reserve the high capacity links for mission-critical application and 
restrict the less important traffic to lower capacity resources.
Protection, restoration and re-optimisation. Hardware failures occur within 
the live network. Preemptive measures such as as the association of a primary 
LSP to a set of secondary hot-standby LSPs can reduce packet loss during the 
outage. Fast-reroute mechanisms should also be used to reduce the amount of 
packets lost during restoration. Additionally, it may be desirable to calculate a 
new set of paths for LSPs to optimise the performance over the residual topol­
ogy [88].
The applicability of MPLS for traffic engineering includes but is not limited 
to the issues mentioned above. Some other MPLS based approaches to traffic
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engineering w ill be described in the following sections.
2.11 MPLS in the global QoS picture
QoS is not a single layer issue; it affects all layers. Not only does this mean that 
QoS is to be performed at multiple layers but it follows that many QoS technolo­
gies stretch across multiple OSI layers. An example is Intserv which includes 
a packet classifier, a packet scheduler and admission control plus a reservation 
protocol such as RSVP. Another example is the use of active networks to manage 
QoS, a solution which stretches from the data link to the application layer. Other 
technologies such as MPLS (layer 2.5) insert new layers in the stack to supplement 
the layers of the OSI model.
MPLS not only modifies the protocol stack but its deployment will trigger 
modifications in other protocols and technologies from all the OSI layers. A 
global picture is presented in Fig. 2.3 with more details being given in Chapter 3. 
Some elements of this architecture are original to this thesis and w ill be discussed 
in Chapter 4.
The numerous proposed mechanisms for QoS developed for all OSI layers, 
show that if a global end-to-end QoS scheme is to be deployed in the Internet, the 
protocol stack will be modified at least in the core of the Internet. However, the 
end user w ill probably still be using IP since this is the foundation of the Internet, 
although it may in the future be an updated protocol version (IPv6).
2.12 Concluding remarks
QoS and traffic engineering were once topics of interest only in telecommunica­
tion networks. Gradually QoS features were introduced into the Internet as new 
applications with more demanding requirements were deployed.
Various IP based QoS schemes were developed including (but not limited to)
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Intserv, Diffserv, RSVP and MPLS. The Internet community also developed a set 
of requirements for Internet traffic engineering. There are many institutions in­
volved in developing QoS and traffic engineering mechanisms, some of which 
are already deployed in the Internet. An overview of the main components of 
Internet QoS support was presented in this chapter.
Despite these advances, the main goal of implementing a universally accepted 
end-to-end QoS scheme in the Internet has yet to be achieved. Nevertheless, a gi­
ant step forward has been the deployment of MPLS on a large scale. MPLS can 
provide a homogenous forwarding plane for the Internet and allows complex 
QoS routing and signalling protocols to be implemented. This should allow the 
next generation of Internet services to be built around MPLS just as current ser­
vices are built around the IPv4 protocol.
Wider deployment of MPLS (as to the edges of the Internet) w ill simplify the 
task of providing end-to-end QoS but w ill bring its own challenges. The remain­
der of this thesis comprises an evaluation of the MPLS protocol as a mechanism 
for providing QoS and traffic engineering capabilities in the Internet, and a de­





The success of ATM in deploying QoS in IP networks showed the advantages 
of a label switching technology for the Internet. There were numerous efforts to 
develop a label switching technology better suited to the needs of the Internet 
than is ATM, some of which are presented in Section 3.2. These efforts converged 
in the development of a Multiprotocol Label Switching (MPLS) protocol. MPLS 
was standardised by IETF and the architecture is presented in RFC 3031 [133]. 
Despite its name, MPLS is primarily intended to inter-operate with IP.
This chapter w ill discuss the main characteristics of MPLS that give this pro­
tocol such potential for traffic engineering and Internet QoS. Then, I w ill give an 
overview of the role of MPLS in the global QoS picture and how it interacts with 
other tools used to provide QoS in the Internet.
3.1 The MPLS label switching paradigm
Label switching enabled routers determine the next hop in the routing process 
using small locally significant identifiers that are encoded within the packets. 
Identifiers are often referred to as labels, tags, circuit identifiers, etc. Labels have
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local significance because each router along the path makes the routing decision 
based on the current (local) label, then switches the label with another value that 
only has significance in the next router.
Packets tagged with the same label belong to the same Forwarding Equiva­
lence Class (FEC) and w ill all follow the same path through the label switching 
network. The procedure of establishing FECs and tagging the packets is not the 
responsibility of label switching. This is because in label switching networks con­
trol and forwarding planes are separated. Therefore, label switching networks 
have some interesting properties especially suited for traffic engineering.
The main characteristics of MPLS as a label switching paradigm are:
• Forwarding can be done by switches that are not capable of analyzing layer 
3 headers at adequate speed (such as software based routers) or not capable 
of analyzing layer 3 headers at all.
• MPLS integrates with existing layer 2 switching technologies such as ATM 
and Frame Relay.
• Label based forwarding can take into account more information than is 
stored in the layer 3 header such as:
-  Incoming interface
-  Ingress router
-  Upper layer information
• Routing and forwarding separation allows for more complex routing strate­
gies to be used, while keeping forwarding unchanged. Forwarding can be 
considered as a separate layer that does not have to change when routing 
algorithms are changed or upgraded. Moreover, some level of portability is 




• In label switching, as opposed to datagram routing, it is possible to explic­
itly specify some or all the nodes along the path which is especially useful 
for:
-  Traffic engineering in order to divert traffic from congested links.
-  Policing in order to deny some traffic access to particular parts of the 
network.
• Additional services such as VPN are easier to provide when using label 
switching.
3.2 Other label switching technologies
MPLS is not the only label switching technology available. Layer 2 technologies 
such as ATM and Frame Relay may also be regarded as label switching mecha­
nisms.
Before MPLS standardisation, various label switching based approaches were 
proposed to improve forwarding performance [157]. These proposals are called 
IP  sw itch in g  techniques. Their common characteristic is a multi-layer label-swapping 
mechanism implemented by:
• providing semantics to bind labels to specific streams of packets;
• using a protocol to distribute binding information among routers;
• forwarding packets from the incoming interface to the outgoing interface 
based solely on the label information, rather than the destination IP address.
Forwarding can be performed in hardware by the switch fabric of the router, or 
it can be performed in software by indexing the label of the incoming packet
into a label forwarding information base to find out the corresponding outgoing 
interface. The result is a router with the speed of a link-layer (layer-2) switch and 
the flexibility of a network-layer (layer-3) router.
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The main IP Switching protocols are:
1. Toshiba's Cell Sw itch  R ou ter (C SR )
2. Ipsilon 's IP  S w itch ing
3. IB M 's  Aggregate Route-Based IP  S w itch in g  (A R IS )
4. Cisco's Tag S w itch ing
5. M ultipro toco l Label S w itch in g
Cell Switch Router (CSR). The CSR proposal by Toshiba [82] is one of the first 
attempts to implement IP switching. Essential to the proposal is the notion of 
a "cell sw itch  rou ter"  (CSR), which is a device that interconnects logical IP sub­
networks (LISs) and is capable of both IP forwarding and ATM cell switching. 
Within an LIS, layer 3 connectivity between nodes is provided by either LANE 
or classical IP over ATM. The address resolution is performed by ATMARP [89] 
and InATMARP [37] servers. Connectivity that spans multiple LISs is provided 
via CSRs that interconnect them. The CSR identifies individual traffic flows and 
binds each flow to a virtual circuit (VC). When both an incoming VC and an 
outgoing VC (or VCs) are dedicated to the same IP flow(s), those VCs can be 
concatenated at the CSR (ATM cut-through) to constitute a Bypass-pipe.
A signalling protocol is needed to establish new V P I/V C I values for specific 
flows of IP packets arriving at an input interface. Then, these special values could 
be bound to the corresponding V P I/V C I values at an output interface. In this 
way a cell arriving with one V P I/V C I value could be switched at the ATM layer 
to the appropriate output interface and could be assigned the correct V P I/VC I 
for forwarding to the next hop router or end station.
Label binding can be driven by either RSVP messages or data traffic. Distri­
bution and maintenance of label binding information is performed via a separate 
protocol: the flow attribute notification protocol (FANP) [110].
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Ipsilon's IP Switching IP Switching is a technology proposed by Ipsilon [115] 
and became popular in the mid 1990s. It is very similar in many respects to 
Toshiba's Cell S w itch  R outer.
In Ipsilon's IP Switching proposal, the main element is the IP Switch. An IP 
Switch is made by taking the hardware of an ATM switch and removing the soft­
ware resident in the control processor above AAL-5. Therefore, signalling, exist­
ing routing protocols, LAN emulation servers and address resolution servers are 
removed. A simple low-level control protocol, called the general sw itch  manage­
m e n t protocol (GSMP) [114], replaces the ATM software. The IP switch controller 
is a processor running standard IP router software with GSMP extensions that 
allow it to make use of the switching hardware. You can see the structure of the 
IP switch, as well as an example of an IP Switching network, in Fig. 3.1.
Figure 3.1: (a) An IP Switching Network (b) The structure of an IP Switch
Previous switching proposals relied on the use of native ATM signalling to 
establish at least default ATM virtual circuits. Ipsilon Networks abandoned the 
standard A IM  signalling and introduced a new signalling protocol, which asso­
ciates IP flows with ATM virtual channels. This protocol was called the Ipsilon 
Flow Management Protocol (IFMP) [113].
The Ipsilon approach had the advantage over Toshiba's CSR proposal, of be­
ing able to reduce the default-forwarding load. Unlike CSR, however, IFMP de­
pends to a large degree on flow detection at each IP routing node in a network
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composed of IFMP-participating IP routers. This could significantly increase IP 
packet processing overhead in the default-forwarding mode.
Aggregate Route-Based IP Switching (ARIS). ARIS was introduced by IBM, 
though it was also under development as an open IETF standard [156]. It was 
intended for use with switched network technologies, whether ATM, frame re­
lay, or LAN switches and permits layer 2 switching to be used for IP datagram 
forwarding.
The goal of ARIS is to improve the aggregate throughput of IP and other Net­
work Layer protocols by switching datagrams at wire speed. Thus, it proposes 
V C  m erging , meaning that packets arriving with different V P I/V C I values can be 
forwarded with the same V P I/V C I value (merged).
ARIS also proposes the route-based paradigm for assigning the labels. A  route 
in this sense is rather like a multicast distribution tree, rooted at the egress point, 
and traversed in reverse. The egress point is specified by an "egress identifier”, 
which may be one of:
• IP destination prefix
• egress router IP address
• OSPF Router ID
• multicast (source, group) pair
• multicast (ingress-of-source, group) pair
The main element in an ARIS network is the In tegrated Sw itched  R outer (ISR). 
An ARIS network (a network comprised of ARIS capable ISRs) establishes switched 
paths to egress points. The egress points are established using the standard layer
3 routing protocols such as OSPF and/or BGP. It is the responsibility of the egress 
ISR to initiate the path setup by sending messages (establish messages) to upstream
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neighbours, as can be seen in Fig. 3.2. These neighbours forward establish mes­
sages upstream in reverse path multicast style, so eventually all ARIS ISRs have 
switched paths to every egress ISR.
establishm ent direction Integrated Switched R outer (IS R )
d a ta flo w s  egress IS R
Figure 3.2: IBM ARIS Switched Paths
One important feature of ARIS is that switched paths are guaranteed to be 
loop-free, despite using standard IP routing protocols. Each ISR appends its own 
ISR ID  to the establish messages it forwards, so it can then determine whether an 
establish message has passed its way before. If  so, it means that there is a loop and 
it refuses to continue the path.
Another aspect of ARIS is that path information is soft state, meaning that it 
is maintained only for as long as ARIS messages are sent within a time frame. 
Keep A live  messages are used to maintain state in the absence of other ARIS mes­
sages.
ARIS is also the first technology to introduce the term label and the concept of 
a stack o f labels.
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Cisco's Tag Switching. With its Tag Switching architecture, Cisco Systems also 
wished to address a key performance issue of IP routers, i.e. the longest-prefix- 
m atch  lookup of a packet's destination address. This architecture was intended 
to be applicable across all nodes in a heterogeneous network, whether layer 3 
routers or layer 2 switches. The architecture is outlined in [127].
When a packet enters a tag switching capable "cloud", a short tag  is attached 
to it. This identifier is an index into a Tag In form ation  Base (TIB) residing in each 
Tag-Switching capable router. Tags are used much like ATM VP I/VC I fields. An 
interior tag switching router can implement a very fast, hardware-based, layer 
2-like switching capability for those packets that carry these tags. However, a 
software upgrade to the router's operating system confers some of the benefits of 
the quicker lookup, without modifying the switching hardware.
In ATM switches the tag is likely to be mapped directly to cell VP I/VC I fields. 
For conventional routers, the tag  is embedded as an additional protocol header, 
either between the Network and Data Link Layer headers, or within the Data 
Link Layer header. TIB associates each incoming tag  to an outgoing tag, an outgo­
ing interface and layer 2 information. Tags are swapped at each switch point, as in 
native ATM. Routing information resides in a Forwarding Information Base (FIB), 
which is constructed using standard routing protocols (e.g., OSPF, BGP). Tag- 
Switching capable devices exchange FIB information using the Tag Distribution 
Protocol (TDP).
Tag enabled devices perform fast layer 2 switching rather than slower Net­
work Layer forwarding as routers do. The tags may be somewhat more com­
plex than ATM V P I/V C I headers as there can be a stack of tags. This allows 
tunnelling through enclosed domains; by using tag switches as ingress/egress 
routers, only the border switch-routers need to maintain exterior routing infor­
mation. Switches within the domain need only to know about interior rout­
ing. Packets tunnelled through the domain w ill have exterior routing informa­




Tag Switching is similar to ARTS in the sense that both approaches include pro­
posals for signalling the values to be used by peers in implementing the switching 
paradigm. Both rely on the use of topology information from routing protocols to 
establish the paths to be used in packet switching and both have the concept of a 
stack o f  tags. In addition to this, the tag-switching proposal provides alternatives 
in the distribution of switching information, unlike the CSR and IP-Switching 
proposals.
While there had been an earlier attempt to establish a tag-switching forum, 
with the advent of Tag Switching, ARIS and other proposals, it was clear that 
the possibility of developing a standard packet switching approach needed to 
be considered. Hence an IETF working group was formed for what would later 
come to be called Multiprotocol Label Switching (MPLS).
The convergence of IP switching technologies into MPLS. In 1996 IETF1 started 
to develop an IP switching technology which should contain the best features 
from the four previous proposals. In December 1996 the IETF MPLS Working 
Group2 was formed. Since then it has been responsible for standardising a base 
technology for using label switching and for the implementation of label-switched 
paths over various link-level technologies, such as Packet-over-Sonet, Frame Re­
lay, ATM, and LAN technologies (e.g., all forms of Ethernet, and Token Ring). 
Subsequently, it has produced a number of R equests fo r  C om m ents (RFCs) that de­
fine the basic MPLS architecture [133] and encapsulations [132], the Label Distri­
bution Protocol (LDP) [7 ,152], the definitions for how MPLS runs over ATM [50] 
and Frame Relay [47], and the requirements for traffic engineering over MPLS [20], 
The original motivation for MPLS, and its IP switching precursors, was to im­
prove forwarding speed by reducing the number of IP table lookups. Hardware 





this bottleneck in IP packet processing, but MPLS is now favoured for its traffic 
engineering capabilities.
3.3 The MPLS architecture
3.3.1 Label encapsulation
The key element of the MPLS architecture is the MPLS label. There are two types 
of label encoding: na tive  layer tw o  encoding  for technologies such as ATM or Frame 
Relay and generic M P L S  encapsulation for Ethernet and packet over SONET net­
works.
The IETF standard for generic MPLS encapsulation [132] requires that labels 
must be inserted as a "shim header" between the link layer and network layer 
headers as depicted in Fig. 3.3.
20b 3b 1b 8b
Figure 3.3: The MPLS "shim header"
The generic MPLS encapsulation allows for multiple labels to be encoded as a 
stack of MPLS shims. In  the 32 bit MPLS shim entry, the 20 bit label is followed 
by 3 experimental bits, a bottom of stack bit and the 8 bit Time to Live (TIL) 
entry. The label value is used in the forwarding process and it is switched with 
another value at each hop. The experimental bits could be used for example to 
map Differentiated Services Code Point (DSCP) entries into MPLS labels. The 
TTL field is used for loop prevention and to allow the TTL field of the upper 
layer protocols to be updated to reflect the transition through the MPLS cloud.
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Native layer 2 label swapping technologies such as ATM and Frame Relay 
cannot accommodate the MPLS stack and therefore the labels must be encoded 
in the link layer information. These layer two protocols are label switching based
technologies. Therefore, MPLS can use the circuit identifier space to encode the 
label. This is the virtual path identifier/virtual circuit identifier (VPI/VCI) pair 
for ATM and the Data Link Connection Identifier (DLCI) for Frame Relay.
3.3.2 MPLS label stack
In generic MPLS label encapsulation, multiple label shims can be inserted be­
tween the layer 2 and layer 3 headers as shown in Fig. 3.4. Labels are processed 
in a last-in first-out stack order. Hence, the packet is always processed based on 
the label at the top of the stack.
Figure 3.4: MPLS label stack entry
The MPLS label stack allows an arbitrary number of nested LSP tunnels to be 
created [133]. This is especially useful in hierarchical MPLS networks for greater 
routing scalability. The MPLS stack is also useful for traffic aggregation to reduce 
the number of micro-flows and the number of entries in routing/forwarding ta­
bles in the core of the network.
ISPs can use the MPLS label stack to provide layer2 and layer3 VPNs [131]. 
Therefore, the routing equipment industry added MPLS VPN [45] and Virtual
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private LAN service (VPLS) [118] to their arsenal. The benefits of providing 
MPLS/BGP VPN services include (but are not limited to) [131]:
• layer 2 independent VPNs;
• different customers can have overlapping address spaces;
• less management for both customers and providers since there is no need 
for v irtua l backbones for each customer.
Another area of use for the MPLS label stack is in path protection. In  the 
event of a failure the protected paths can be tunnelled through the bypass LSP 
by pushing another label onto the stack [72]. This approach has the advantage 
of increasing the scalability and reducing resource utilisation by using a single 
LSP (called the bypass tunnel) to backup an entire set of protected LSPs. Further 
details about MPLS protection w ill be presented in Section 3.4.3.
Our MPLS based solutions to Web switching and to increase the average packet 
size in the Internet (presented in Chapter 4) also take advantage of the MPLS 
stacking capabilities.
The main disadvantage of using a label stack is the traffic overhead introduced 
by large MPLS stacks. Furthermore, this traffic overhead might also give rise to 
additional fragmentation and reassembly operations [132].
3.3.3 Forwarding tables
The main principle of label forwarding is to use a short label in the routing deci­
sion in order to simplify the process of choosing a next hop and output interface. 
The label is used as an index in the forwarding tables. However, routers at the 
boundary with IP networks have to use a traditional longest prefix match to clas­




The tables involved in routing and forwarding decisions inside the MPLS 
cloud are described below.
When an unlabelled packet arrives at an ingress node its FEC is determined 
and an output label is inserted. Packet assignment to FECs and label distribution 
for that particular FEC is the responsibility of MPLS control plane. FEC -to-N H LFE  
(F T N ) maps each FEC to a set of N e x t  H op Label Forw arding Entries (N H LFE).
NHLFE are used when a LSR forwards a labelled packet. Each NHLFE con­
tains:
• the next hop for that entry
• the MPLS operation to be performed on the packet's label stack such as:
-  switch the current label with a new specified label
-  pop the top label from the stack
-  switch the current label with another label then push one or more la­
bels onto the label stack.
• data link encapsulation, the way to encode the label stack and any other 
information that is needed to send out the MPLS packet.
Inside the MPLS network, when labelled packets arrive at an LSR, the Incom ­
in g  Label M a p  (ILM ) is used to map each incoming label to a set of NHLFEs.
3.3.4 MPLS routing and signalling
Another feature of MPLS is its decoupling of the forwarding plane from the con­
trol plane. This allows for complex, QoS aware routing and signalling technolo­
gies to be deployed without any change in the forwarding plane. Hence, there 
are three abstract layers in the MPLS framework as depicted in Fig 3.5.
Routing and signalling are not always clearly separated. This is because label 
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Figure 3.5: MPLS planes
Protocol (BGP) [130]. BGP is capable of distributing label mapping information 
for a particular route in the same BGP update message used to carry the route 
information for it.
Routing in MPLS networks can be performed either by traditional routing 
protocols or by some QoS aware routing scheme. Since routing is decoupled from 
forwarding, routing information can be carried by virtually any routing proto­
col. However, the establishment of label switched paths requires label allocation 
which is the responsibility of signalling protocols. Label distribution protocols 
for MPLS are discussed below.
Signalling is a very important component of the MPLS framework since it 
is responsible for label distribution among LSRs. The LSPs for a small MPLS 
domain can be configured manually by network administrators. However, this is 
not desirable for large networks with dynamic traffic behaviour.
Signalling protocols are also responsible for creating and maintaining LSPs for 
VPNs, explicit traffic engineered LSPs and constraint-based LSPs. Hence, new 
protocols have been proposed for MPLS signalling and existing protocols have 
been modified to be able to carry label information.
The Label Distribution Protocol (LDP) [7,152] emerged as a basic signalling 
protocol for MPLS. LDP capable routers use a discovery mechanism to identify
67
Chapter 3 MPLS
potential LDP peers. Then LSRs may exchange label bindings for FECs main­
tained by the underlying IP routing protocols. LDP uses TCP to ensure reliable 
delivery of LDP session messages. To protect against spoofed TCP segments LDP 
defines the optional use of the TCP MD5 Signature Option.
LDP supports both downstream unsolicited and downstream on-demand la­
bel bindings in order to create LSPs throughout the network. The major short­
coming of LDP is that LSPs created using LDP w ill follow the shortest paths (de­
termined by the existing IP routing protocols) from the MPLS ingress node to the 
egress node for that FEC. Extensions to the standard LDP must be developed in 
order to allow constraint-based or traffic engineered explicit paths and resource 
reservation.
Mechanisms and TLVs (Type/Length/Value) for constraint-Based LSP Setup 
using LDP (CR-LDP) are presented in the IETF document RFC 3212 [80]. The 
specification proposes an end-to-end setup mechanism to support CR-LSPs (constraint- 
based routed Label Switched Paths) initiated by the ingress LSR. Mechanisms are 
also specified to provide means for the reservation of resources and to change the 
reservation parameters using LDP.
CR-LDP is a hard-state signalling protocol delivering messages reliably using 
TCP. Its suggested applications are presented in RFC 3213 [13]. However, IETF 
has decided that CR-LDP (RFC 3212) w ill never be progressed beyond its current 
Proposed Standard status, that is, it w ill never become a full standard and new 
work on CR-LDP is strongly discouraged by the IETF. This is mainly because 
another MPLS signalling protocol was adopted by major switch vendors and that 
is RSVP-TE.
IETF's RFC 3209 [17] describes RSVP-TE: Extensions to RSVP for LSP Tun­
nels. Resource ReSerVation Protocol (RSVP) is a pioneer of the receiver initiated- 
reservation paradigm. The advantages of this paradigm are especially apparent 
for multicast applications especially for video/audio conferences [168].
RSVP was initially developed to perform resource reservation using Intserv
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parameters to describe data flows. A  basic introduction to RSVP was presented 
in Section 2.4.5. However this use of RSVP was unsuccessful because of Intserv's 
scalability issue [160].
RSVP was revived as RSVP-TE following the emergence of MPLS and the 
need for a constraint based signalling protocol. The key application of RSVP-TE 
with MPLS is traffic engineering. RSVP-TE is useful for establishing and main­
taining explicit routed LSPs in order to force the traffic through other routes than 
those given by routing protocols. LSP tunnels can also be instantiated for mea­
surement purposes (to monitor traffic statistics between two LSPs) and for rout­
ing control purposes (explicit routing and load balancing) [19].
The RSVP-TE specification solves the Intserv scaling issue with the original 
RSVP protocol. This is because state is not required for each micro-flow since 
flows are aggregated into LSPs. It seems therefore, that RSVP-TE is emerging 
as the universal signalling protocol for MPLS traffic engineering. Moreover, ex­
tensions to RSVP-TE are now being developed in order to provide signalling in 
GMPLS networks [26,92].
Border Gateway Protocol (BGP-4) is the fourth version of an inter-autonomous 
system routing protocol specified by IETF in [128,129]. BGP carries sufficient net­
work information to provide reachability loop detection between autonomous 
systems. Moreover when BGP is used to distribute a particular route, it can 
also be used to distribute a Multiprotocol Label Switching (MPLS) label which 
is mapped to that route. [130].
BGP is especially useful as a means to increase the scalability of MPLS and to 
reduce the label distribution complexity for LSRs that are also BGP peers. There­
fore no additional label distribution protocol is needed to distribute label bind­
ings for BGP routes.
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3.3.5 Service differentiation in  MPLS networks
One of the key concepts in MPLS is the tunnelling of higher layer protocols 
through LSPs. This makes the information above MPLS forwarding layer invisi­
ble for LSRs. However, for traffic engineering, routers need a way to differentiate 
particular sets of traffic in order to provide different treatment and priorities.
In MPLS this can be done at two granularity levels. At one level, packets can 
be differentiated by the label they are carrying (i.e. the LSP to which they belong). 
Since an LSP is usually an aggregate of traffic flows the label only provides coarse 
granularity in distinguishing flows.
A finer granularity can be achieved by taking advantage of the three experi­
mental bits in the MPLS shim. When a label is pushed onto the MPLS stack the 
experimental bits can be used to carry priority information provided the routers 
along the path can interpret the values in the experimental field and are able to 
treat the flows appropriately.
The most probable use of MPLS service differentiation is in conjunction with 
Diffserv where the differentiated services field in the IP header might be mapped 
to the experimental bits field. More details about MPLS and Diffserv are pre­
sented in Section 3.4.4.
3.4 QoS and traffic engineering topics
An increasing number of QoS technologies are available that make use of the 
simplicity and flexibility of the MPLS forwarding plane. Although some of them 
were invented before MPLS and can be used within traditional IP networks, they 
are particular suited for use in MPLS networks.




3.4.1 The MPLS traffic engineering problem
Analytical models for traffic engineering problems in MPLS networks are pre­
sented in [67]. The authors identified four distinct traffic engineering problems:
The connection admission control problem involves determining whether a con­
nection or demand request can be admitted or not.
The constraint based routing problem determines the optimal placement of the 
demands through a given network given a set of demands or connections.
The rerouting problem  occurs due to the failure of network elements.
The capacity planning problem deals, on a less frequent basis, with the determi­
nation of the optimal network topology to cater for a given set of demands.
However, all the above mentioned traffic engineering problems are NP-com- 
plete and cannot be solved by any known polynomial time algorithm [67]. There­
fore, the development of heuristics, approximation algorithms and exact solu­
tions for simplified versions are required.
3.4.2 Generalised MPLS (GMPLS)
MPLS is a protocol that uses labels to switch IP packets (or ATM cells) in IP based 
networks. IETF has developed an extended scheme that generalises the switch­
ing domain to time (TDM/SONET), wavelength (DWDM) or space (OCX). The 
objective is to develop forwarding and control planes to dynamically provision 
resources and to provide network survivability using protection and restoration 
techniques for future terabit networks [95].
The MPLS framework was extended to include LSRs whose forwarding plane 
recognise time slots, wavelengths and physical ports. The control plane was ex­
tended as well so that GMPLS can provide the same traffic engineering capabili­
ties as MPLS does.
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3.4.3 Protection and recovery
A traffic engineered network must be able to protect itself and the information 
it carries in the event of node or link failures. The traffic must be rerouted over 
alternative paths using the residual bandwidth (bandwidth not used by current 
traffic flows), in a way that w ill not overload the new paths and impair the per­
formance of already existing traffic flows. The current routing algorithms have 
the advantage of being robust and survivable. However, they can require a sig­
nificant amount of time to recover from a failure [155].
The MPLS approach allows significant improvement in the protection switch­
ing time compared to legacy IP networks. This is mainly because of the MPLS 
capability to preestablish explicit LSPs as well as backup LSPs. The goal is to 
achieve fast recovery times comparable with SONET's 50 ms recovery time [24].
RFC 3469 [137] specifies a framework for MPLS based recovery as a set of 
requirements for LSRs to support fault detection, fault notification, and fault re­
covery mechanisms.
Based on how the LSP is repaired, two types of repairs can occur: local repair 
activated by the LSR that has detected the failure and global repair which is acti­
vated on an end-to-end basis by the ingress and egress LSRs, regardless of where 
the failure occurred. The MPLS recovery models can also be classified in two 
categories, rerouting  and protection sw itch in g  [4,62].
Rerouting is the process that occurs after a failure and reroutes the LSPs away 
from the problem. It uses up-to-date information to temporarily switch the traffic 
until the fault is repaired. However, it introduces delay since it takes time to 
compute the new paths for rerouted LSPs. Because of this problem, most of the 
schemes consider local repair and the intent is to protect against a single link 
failure, since this is faster than full path recovery.
Protection is the process of provisioning backup LSPs that can be used in the 
event of failure. Protection switching is the preferred approach for global repair
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due to the setup overhead and delay that it is not tolerable in MPLS rerouting.
Resources may also be reserved for the backup LSPs but this w ill make the 
network under-utilised since bandwidth that is reserved for backup LSPs cannot 
be used by active LSPs. An alternative is to create backup LSPs without reserving 
resources. Hence, in the event of a failure the backup LSPs cannot receive the 
same guarantees as the protected LSPs. Moreover, the LSPs that now share the 
link with the backup LSPs w ill be affected by the new traffic flows.
One algorithm that deals with the problem of resource reservation for pro­
tected LSPs was presented in [105]. The algorithm enables very efficient band­
width reservation for single fault protection. Another economical alternative is 
presented in [72]. In the event of a failure the protected paths can be tunnelled 
through the bypass LSP by pushing another label onto the stack. This approach 
has the advantage of increasing the scalability and reducing resource utilisation 
by using a single LSP (called the bypass tunnel) to backup an entire set of pro­
tected LSPs.
3.4.4 MPLS and differentiated services
The idea of combining MPLS and Diffserv to perform traffic engineering in the 
Internet, appeared first in the early stages of MPLS standardisation [9,125]
The initial approaches proposed to use MPLS and Diffserv over ATM net­
works. Consequently, an additional signalling protocol to distribute the correla­
tion between MPLS label values and the DSCP field was needed [9]. This also 
meant that for each egress router a separate LSP would be needed for each DSCP 
value used. In this approach when LSP priorities are inferred from the label value 
the LSP is called L -LSP .
An alternative was to use the VPI (Virtual Path Identifier) and part of the VCI 
(Virtual Circuit Identifier) of the ATM cell header to encode the label and the 
remaining eight least significant bits to map the DSCP field.
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In [125], the authors propose using a Centralised Resource Manager (CRM) 
to keep track of available network resources and to accept connection requests by 
setting up explicit LSPs. The CRM is the primary contact with the customer in or­
der to create and keep track of existing TCS (Traffic Conditioning Specifications). 
In this approach MPLS is used to pin a particular route for a flow, while Diffserv 
specifies the treatment for data packets.
A dynamic link-colouring algorithm is proposed in [169] to engineer QoS 
paths within a Diffserv aware MPLS domain. This algorithm applies a set of 
rules across the domain to allocate LSP's to traffic trunks based on the Diffserv 
classes of service and dynamic link metrics.
RFC 3270 [57] defines a flexible solution to support Diffserv over MPLS. This 
solution make use of both L-LSP (as described previously) and E-LSP . E-LSPs 
are LSPs for which the three experimental bits in the MPLS shim are used to 
colour the traffic flows. Hence, the Per Hop Behaviour (PHB) that determines the 
scheduling treatment is inferred from the EXP field.
Some other end-to-end QoS architectures based upon MPLS and Diffserv w ill 
be presented in Section 3.4.6
3.4.5 Bandwidth allocation, reallocation and load balancing
The main goal of traffic engineering is to optimise network resource utilisation. 
Best effort routing uses the shortest paths through the network, leading to conges­
tion on some links while leaving other links empty. MPLS LSPs can be explicitly 
routed over under-utilised subsets of the network. Moreover, each LSP can be 
load balanced over multiple paths toward the egress LSR.
In [55], the authors propose a multipath adaptive traffic engineering mecha­
nism (MATE) for MPLS networks. Its main goal is to avoid network congestion 
by adaptively balancing the load among multiple paths based on the measure­
ment and analysis of path congestion. The algorithm is intended for best effort
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traffic which does not require bandwidth reservation.
Another approach is taken by the Minimum Interference Routing Algorithm 
(MIRA) [86]. As the name suggests, the algorithm routes the new bandwidth 
guaranteed LSPs so that they w ill not interfere "too much" with a route that may 
be critical to satisfy future demands. MIRA considers all possible pairs of ingress 
egress routers and uses graph theory to calculate the maximum flow (maxflow) 
between each pair. For each new LSP initiated between that pair the value of the 
maximum flow decreases. The value may also decrease for LSPs between other 
ingress-egress pairs (LSP interference). An LSP has minimum interference with 
other LSPs if it is explicit routed so that it maximises the minimum maxflow be­
tween all other ingress-egress pairs. As the problem is NP-hard, MIRA proposes 
a path selection heuristic, based on the idea of deferred loading of certain critical 
links.
Profile-based routing [145] improves MIRA by using network traffic profiles 
to predict the future traffic distribution. This can be used both to guide the online 
path selection algorithm and to impose admission control. Also, the framework 
is quite general and can be extended in numerous ways to accommodate a variety 
of traffic management priorities in the network.
Another strategy is to balance the network load by using re-routing tech­
niques and bandwidth reallocation on a medium term scale. One possible sce­
nario is to combine different technologies such as MPLS and Diffserv and is pre­
sented in [97].
3.4.6 MPLS-based end-to-end QoS architectures
MPLS by itself is not able to provide end-to-end QoS services. It must inter­
operate with various other QoS tools. In this section some MPLS-based frame­
works for providing end-to-end QoS guarantees in the Internet are presented.
In 1998 a survey of Internet QoS architectures [16] underlined the fact that
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QoS related work has been within the context of individual architectural layers 
such as the distributed system platform, operating system, transport subsystem 
and network. In this context the authors of [16] propose a generalised QoS frame­
work based on five design principles (i.e. the principles of integration, separation, 
transparency, multiple timescales and performance).
Since 1999, MPLS was proposed as a main component in QoS frameworks 
[165], together with constraint based routing, Intserv, RSVP and Diffserv. In 
this framework the main role of MPLS is to reduce scalability issues by flow ag­
gregation. In 2000, the same authors [163] discuss the importance of MPLS to 
achieve other traffic engineering objectives such as establishing explicit routes 
for load distribution and load balancing and secondary LSPs for backup and re­
optimisation.
An end-to-end QoS scheme based on MPLS was proposed in 2002 by Fineberg 
[60]. The architecture combines current and developing QoS technologies from 
different areas such as IP, LAN and VoIP, usually considered separately. The au­
thor emphasises on the importance of inter-operability between LAN QoS sup­
port (e.g. IEEE 802.1D) and WAN QoS support such as Diffserv and MPLS.
Other approach use bandwidth brokers with various heuristics integrating 
game theory, utility theory and pricing mechanisms [41]. These heuristics would 
aim for fair resource allocation, while at the same time provide maximum profit 
to service provider and yet achieve maximum value (or benefit) to applications 
from the customers.
3.4.7 MPLS im plem entations and deploym ent
MPLS implementation began even before it became standardised. This was mainly 
because it emerged from a CISCO project called Tag S w itch in g  [127] and therefore 




The research community rushed to keep up with hardware providers and 
started to develop an open source MPLS implementation for the Linux operating 
system. MPLS for Linux[140] started in 1999 as a tool for testing and analysing 
the LDP protocol. Later on it branched into an implementation of the MPLS for­
warding plane and an implementation of LDP. The forwarding plane is available 
for the Linux 2.6.x kernel.
Another research group [64] developed a Linux MPLS emulator along with 
a Diffserv-capable MPLS forwarding engine and a Linux based multi-threaded 
implementation of LDP
Today, there are multiple vendors that provide MPLS capable hardware. A  
comprehensive list of MPLS providers is maintained at the MPLS resource cen­
tre [108].
The deployment of MPLS began in late 1999. In 2000 Xiao et al proposed [163] 
a generic procedure for deploying MPLS in a live network. Today it is very dif­
ficult to keep track of all ISPs that are using MPLS in their core networks. Every 
year MPLS vendors meet to demonstrate inter-operable converged MPLS ser­
vices. The results of the 2006 event are summarised in [102].
3.5 Concluding remarks
The MPLS architecture was designed for QoS, based on an already existing QoS- 
capable technology (i.e. ATM). Key elements such as label-based virtual paths 
switching were imported from circuit switched telecommunications networks 
into connectionless networks blending the QoS features of a connection-oriented 
network and the flexibility of datagram routing.
MPLS implements a forwarding plane situated between the layer 2 and the 
layer 3 of OSI's protocols stack, allowing MPLS to function on top of any layer
2 technology and making a clear separation between the forwarding and control 
planes. This, in turn, allows for complex routing and signalling procedures to be
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implemented on top of MPLS while keeping the forwarding untouched.
Therefore, MPLS can work as a common framework for traffic engineering 
and for deploying Internet services such as VPNs, local and global protection 
schemes and ultimately for deploying end-to-end QoS for Internet applications.
Although many ISPs have already deployed MPLS in their networks it hasn't 
become yet the universal forwarding plane for the Internet. MPLS is also chal­
lenged by GMPLS which promises to simplify further the protocols stack and to 
become the universal backbone technology for both data and telecommunication 
networks. The reminder of this thesis addresses how to build upon the capabili­
ties of MPLS to deliver QoS to the user.
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Exploiting the large scale deployment 
of MPLS
Where "The MPLS Resource Center" [108] once kept records of MPLS deploy­
ments now simply states that: "It used to be easy to maintain a list of worldwide 
MPLS deployments, these days it would be easier to maintain a list of networks 
that haven't deployed MPLS in one fashion or another. Nearly every global ser­
vice provider now offers MPLS-based VPN services and many are using MPLS 
internally for traffic engineering. Maintaining an accurate list of actual service 
deployments would be nearly impossible."
The large scale deployment of MPLS shows that it is a mature standard ready 
for wider use in the Internet. The Internet must also be ready for MPLS so that 
ISPs can fully exploit to the capabilities of MPLS for traffic engineering. This 
chapter describes a number of novel techniques to exploit MPLS capabilities in 
support of user applications.
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4.1 Web server load balancing
Web service remains a key application in today's Internet. The traffic demands at 
popular Web sites and the requirements of redundancy and reliability can only 
be met by using multiple Web servers.
In Section 2.7.1 an overview of the solutions to overcome the problem of over­
loaded Web servers was presented. Among them, the Web clustering approach is 
the only one that could satisfy the today's high demand for computational inten­
sive Web requests. This approach requires an expensive dispatcher in front of the 
server farm. There are scalability issues with layer 4 (or up) dispatchers that need 
to perform layer 4 (or above) lookups, TCP connection tracking and tear-down.
One alternative solution would be to distribute a dispatcher's load across mul­
tiple network equipments. MPLS could help such an approach since it maps 
application-layer information to MPLS labels so that only the MPLS ingress nodes 
need to perform layer 4 (or above) look-ups. TCP connection tracking could also 
be performed by the LERs. The load is thus distributed across MPLS ingress 
nodes.
A new solution to Web server load balancing based on MPLS is presented 
here. This solution relies on a novel Web switching architecture featuring switch­
ing at layer two. It has been implemented in a soft MPLS router using the Linux 
operating system.
4.1.1 Overloading a Web server
A Web server is considered overloaded when the number of incoming requests 
exceeds the server's capacity. The maximum capacity of a Web server is limited 
by a soft or hard threshold.
A soft threshold is a lim it in the number of simultaneous accepted requests. 
Beyond this lim it the server w ill not be able to process the requests in a timely 
manner.
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A hard threshold is the maximum number of simultaneous connections that 
the system can accommodate (e.g. 150 clients [150]). If this limit is ever reached, 
subsequent clients w ill be rejected. In  e-business, an overloaded server is a critical 
problem for companies providing Web based services since they can lose clients 
and revenue. Therefore, the Web server has to be always available and reliable.
An overloaded server can be avoided using a Web farm, provided that the 
peak demand is known, thereby allowing the minimum number of servers re­
quired to be estimated.
Consider the situation where packets arrive at the server with an arrival rate 
uniformly distributed over the interval [0,20] seconds so that the average rate A is 
10 connections/second. The connection duration is assumed to to be uniformly 
distributed over the interval [0,60] seconds. This is an average of I =  30 seconds. 
After "switch-on" transient time the system w ill reach a steady state and the num­
ber of active connections w ill vary around an average value of c1 =  A • I =  300 
connections as shown by simulation results of Fig. 4.1.
connections
Figure 4.1: The number of active connection for 1 server
An Apache [149] Web server in a standard configuration accepts a maximum 
number of m a x  — 150 simultaneous connections. The above situation exceeds
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the maximum server capacity and consequently not all the requests w ill be pro­
cessed. More than one server is needed to deal with such a large number of 
connections.
In an ideal situation the average number of connections per server using n  
load-balanced servers, is Cn =  A • l / n  =  300/ n  and, two servers seem to be enough 
since m a x  =  150 =  300/2 =  c2 connections/server. But in the real world, A and I 
vary in time and Cn w ill take values greater than m a x  (Fig. 4.2).
connections
Figure 4.2: The number of active connection for 2 servers
Using the same simulation, it can be seen that acceptable results are obtained 
for 3 servers, n  =  3 and the obtained average load per server of c3 =  A ■ l / n  =  100 
connections/server (Fig. 4.3).
In conclusion, more than one server is required for a high number of simulta­
neous requests. The number of servers can be estimated if the arrival rate A and 
the average connection length I can be predicted using rules originally devised 
for calculating grades of service in telephone network.
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Figure 4.3: The number of active connections for 3 servers
4.1.1.1 The TCP continuity problem
Another major issue with HTTP traffic is that it uses the TCP protocol to establish 
and maintain the connection between the Web browser and Web server. TCP is 
a connection-oriented protocol. This causes a major problem for load balancing 
techniques. Imagine the situation when the first request from a certain client is 
sent to the optimal server from the cluster. The connection w ill be established 
between the peers and then during the connection, the load balancing algorithm 
w ill choose another optimal server and send the remaining packets of the TCP 
session to the second one. This w ill result in the connection being broken and the 
flow w ill be interrupted.
The T C P  c o n tin u ity  problem must be avoided and consequently the load bal­
ancing technology has to implement a mechanism for maintaining the TCP con­
nections alive. Generally, this is done by applying the algorithm only for the first 
packet of the connection (marked with the SYN TCP flag). Then, all the subse­
quent packets of the session w ill be directed toward the same destination. To 
address this problem one has to maintain state information for the active TCP
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connection in order to avoid breakouts of long HTTP transfers and inconsistency 
of e-commerce transactions. The available solutions require the examination of
the TCP or HTTP headers. Information such as the socket port, TCP flags, SSL 
session timeout or cookies can be used to identify the packets belonging to the 
same session and thereby maintain the session uninterrupted [3].
A natural approach to solve the TCP continuity  problem in Web switching is to
map the TCP flows into MPLS LSPs. The idea is to use different labels to specify 
the flows for each server across the cluster. The following section depicts the 
framework for an MPLS based approach to Web switching.
4.1.2 MPLS approach to Web server load balancing
The Internet is a connectionless network. Nevertheless, the WWW architecture, 
uses the HTTP application layer protocol to deliver information. HTTP relies on 
TCP layer 4 protocol which is a connection-oriented protocol. MPLS is also a 
connection-oriented protocol which can be used to solve the above mentioned 
TCP continuity  problem by mapping the TCP flows into layer 2 LSP.
Another reason to use MPLS for Web switching is to reduce the load at the 
front-end dispatcher and to distribute it across the MPLS ingress nodes which 
can perform layer 4 and layer 7 look-ups. The dispatcher can thus rely on the 
faster layer 2 MPLS forwarding to distribute the request across the Web server 
farm.
Moreover, since MPLS provides better mechanisms to support QoS routing 
than the legacy IP, it can more elegantly provide QoS functions for Web switch­
ing such as content-based-routing, client affinity, different classes of service and load 
balancing (see Section 2.7.1).
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4.1.2.1 Framework
A first approach to Web servers load balancing was introduced in Section 2.7.1. 
A better solution would reduce the load of the dispatcher and the need for a ded­
icated signalling protocol. The implementation complexity can be reduced by 
eliminating the proxy nodes used in [3] at the client side. This solution is pre­
sented as follows and the performance tests w ill be described in Section 4.I.2.3.
The approach in this thesis presumes that the ISP providing the Web service 
already uses an MPLS enabled network. A ll the ISP's devices are MPLS capable. 
The clients for the Web service do not have to implement MPLS since the ingress 
of the ISP's administrative domain w ill be the ingress of an autonomous MPLS 
domain as well. The solution involves the use of a front-end dispatcher and a 
Web server farm as in Fig. 4.5.
The main problem with using MPLS is that it is preferable to access layer 4 
or layer 7 (TCP, HTTP) headers at the dispatcher. This is because MPLS, being a 
fast switching technology used at a lower level (between layer 2 and layer 3), and 
accessing higher level headers can dramatically slow it down. The access to the 
TCP or HTTP headers has to be performed at the ingress nodes.
Each server has a unique MPLS label (e.g. L i  for the first server, etc.) associ­
ated with it, which can either be configured manually or by a label distribution 
protocol (if the number of servers in the cluster changes periodically). A layer 4 
filter placed at the ingress nodes classifies the SYN packets (used to initiate the 
TCP session) and labels the packets with a dedicated label (L Sy n ) marking the 
beginning of a new session. Therefore, the SYN packets marking the beginning 
of every new connection w ill be tagged with the same label(L Sy n )- Another label 
is then pushed into the stack and used to forward the packet through the MPLS 
network. This label is swapped at each LSR with another label based on the MPLS 
ILM  to NHLFE associations, although for clarity of illustration, in Fig. 4.4, the top 
label is shown as maintaining the same value (L b).
85
Chapter 4 Exploiting the large scale deploym ent of MPLS
The dispatcher need only to determine which is the most lightly loaded server 
(to which label w ill be associated), and then replace the incoming L Sy n  label 
with the label L i  and forward the packet to the server. The optimal server can be 
decided based on the processor load, the number of active connections, the traffic 
generated through its network interface, or in a round-robin fashion.
Once the packet reaches its destination, the MPLS label is removed and the 
packet can then be treated as a standard HTTP request. The server generates the 
usual reply, labels the packet with its personal label (Li) and sends it back to the 
dispatcher.
The packets originated from the server are relabelled at the dispatcher using 
an MPLS label stack. Another label is pushed on top of the stack and used to 
switch the packet along the MPLS cloud, back to the ingress node. Again the 
simplified model in Fig. 4.4 presents the top label unchanged (L b) although it 
might be changed by LSRs. The label added initially by the server (Lx) remains 
in the stack unchanged and w ill be used later to identify the server.
At the edge router, the top label is removed and the second label (Li) is used 
to maintain a table of active sessions for that server. The table is mandatory in 
order to keep the TCP sessions alive by forwarding all the subsequent packets of 
the session to the same server. This w ill slightly increase the storage overhead 
but the computational overhead w ill not increase because the LER w ill have to 
perform the same table look-up as a traditional MPLS LER but using another 
table.
The remaining packets of the connection are routed to server L x using the 
table at the edge routers to identify it. The edge router uses a two layer stack 
to label the packets. First, the label associated with the current connection and 
its corresponding server is pushed accordingly to the associations in the table. 
Another label is then pushed on top of the stack and used by the next hop to 
forward the packet to the dispatcher.
Here, the top label is rem oved, and the second label is used to switch the
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packet to its server. The server receives the packet, removes the label, and then 
processes the request. The cycle is completed and the HTTP connections remains 
uninterrupted during the TCP session.
The main advantage of this approach is that the edge routers share the label 
association function. Consequently, the dispatcher w ill perform as an ordinary 
MPLS switch with an added load-balancing function. However, all it has to do 
is to apply the function for the first packet of each connection. The rest of the 
packets w ill arrive already classified and will be switched to their destination. 
Nevertheless, the connection tracking process is now distributed along the edge 
routers and not centralised in a single box.
The above mentioned mechanism is pictured in Fig. 4.4.
4.1.2.2 Implementation
Linux was chosen as a platform for implementing the MPLS based Web switch­
ing architecture. Linux is a free, open-source, POSIX compliant, UNIX clone op­
erating system. Its true preemptive multitasking, multi-user support, memory 
protection and symmetric multiprocessing support characteristics together with 
its networking, graphical user interface, speed and stability make Linux a pre­
ferred tool for research and development. Although the platform is open source 
and thus it is possible to modify the operating system internals, the architecture 
can be implemented without kernel modifications. Fig. 4.5 depicts the overview 
of the system.
Operating System (OS)
The free Linux distribution from RedHat [126] was used as a platform. The 
only add-ons to the standard distribution were:
• adding MPLS support to the Linux kernel
• adding MPLS support to the Linux standard firewall
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Figure 4.4: A  framework for MPLS Web switching
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Webserver n
Linux Box
BSl - IP Client (not MPLS capable) D^ISPATCHER
- Linux Firewall Webserver
- Host UML MLPS capable Linux router
- UML Edge MPLS capable Linux server
LER - Edge MPLS capable Linux router
Figure 4.5: Elements of the MPLS based Web switching implementation
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MPLS
MPLS for Linux is an open source effort to create a set of MPLS signalling pro­
tocols and an MPLS forwarding plane for the Linux OS [140]. The current version 
is not yet a stable version and does not offer the high performance of hardware 
based MPLS switches, but makes it possible to test and develop MPLS in an open 
source environment.
Connection Tracking
Netfilter is a firewall, Network Address Translator (NAT) and packet man­
gling tool for Linux [112] and is a standard component of RedHat Linux. The 
only modification to the standard distribution was the support for MPLS filter­
ing.
The dispatcher
The machine hosting the UML Web servers was used as the dispatcher and 
also ran MPLS. A  shell script was used to decide the optimal server, based on a 
round-robin algorithm and a C program was used to implement the load balanc­
ing function.
The main challenges of the implementation were the code for the load-balancing 
function at the dispatcher and for maintaining the active sessions table at the edge 
routers.
•  The load-balancing function was implemented at the dispatcher side using 
C code and shell scripts. For a round-robin algorithm, a script was used to 
associate the FEC of the incoming requests to the LSP for the optimal server. 
For more complex algorithms, C programs are used to retrieve information 
about the load of each server in the cluster. Simple Network Management 
Protocol (SNMP) can be used to gather information like CPU usage, band­
width usage or the number of active connections, and hence to decide the
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best server for the incoming requests. If the traffic is predictable, static al­
gorithms (e.g. every 10 seconds) can be used to elect the least loaded server. 
If fluctuations in the number and type of requests make the traffic unpre­
dictable, alternative methods are needed to dynamically divert the traffic to 
the optimal server. By example, the dispatcher can maintain a sorted list of 
server loads, which can be updated whenever a new request is initiated or 
terminated.
• An active sessions table is maintained at the edge routers and used to solve 
the TC P  c o n tin u ity  problem , keeping the state of active connections (all pack­
ets from the same TCP flow are sent to the same server). In our imple­
mentation the queuing to user-space capabilities of the Linux firewall [112] 
was used to perform this function. C programs were used to filter the 
S Y N ,  A C K  responses from the Web server and then use the label at the 
bottom of the MPLS stack to identify the server and maintain the table of 
the active TCP sessions.
Using a dispatcher for Web switching requires all the requests to be sent to 
the dispatcher's IP address. The IP addresses of all servers are transparent to 
the client. Therefore, the dispatcher needs to use techniques such as DNAT1 to 
change the destination IP in each packet before transmitting them to the servers. 
Using MPLS, this function can be performed by the ingress nodes because the 
packets are tunnelled inside LSPs and their true IP is not required in the forward­
ing process inside the MPLS cloud. Moreover, the LSPs can be engineered to 
follow explicit paths across the network (for network load balancing purposes). 
Therefore, only the first packet of each connection needs to pass through the dis­
patcher. Both these MPLS advantages can further reduce the load at the dis­
patcher.
destination Network Address Translator
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4.1.2.3 Performance evaluation
The performance was evaluated empirically in a live test.
Apache is the standard Web server shipped along with the OS. The standard 
configuration of the HTTP server was used. The OS running Apache constituted 
the target for the load balancing scheme. User Mode Linux (UML) is a simple and 
secure way to run and test multiple Linux kernels on a single PC. It can be used 
to run multiple identical Linux Web servers using a single PC-based computer.
A  computer using IP but not MPLS was used to generate HTTP requests for 
the cluster. A  simple round-robin load balancing scheme was used to verify the 
scheme for redirecting HTTP Traffic. A two server Web farm was sufficient to 
test our implementation. The client requested a large file (with a download time 
greater than 3 seconds) every 3 seconds. The dispatcher rotated through the 
server list every 2 seconds. The files were downloaded from the server according 






from server 1 
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Figure 4.6: Distributed requests
Fig. 4.6 shows in primitive form the behaviour of the requests at the cluster 
side. For a more complex scheme, 3 servers were considered and more concurrent 
requests were generated.
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Web servers are particulary stressed when acting as multimedia stream servers 
and/or file servers which must deal with long connections and big files being re­
quested simultaneously. Therefore, for the first performance test relatively large 
files (4.2MB) were considered. An average arrival rate A =  0.4 connections/ sec­
ond was chosen. This corresponds is almost 35000 requests per day. Three tests 
were performed generating 20,30 and 50 connections respectively. A round-robin 
algorithm was used to distribute the requests among the cluster. Table 4.1 shows 
the number of connection processed by each server and the percentage of the to­
tal number of connections. The results show as expected, that servers share the 
workload almost equally (the load varying around the value of 0.33). The load 
never exceeded 0.4 for any server.


















20 7 0.35 5 0.25 8 0.40
30 11 0.36 12 0.40 7 0.23
50 16 0.32 16 0.32 18 0.36
Table 4.1: Round-robin load balancing for large files
The second test suite was intended to study the behaviour of the load-balanced 
cluster when a higher number of requests were present but for smaller files. Files 
with sizes uniformly distributed over the interval [100K B ,  1024K B ]  were used 
and the arrival rate was varied from A =  3toA =  12 connections/second, which 
corresponds to over 1 million hits per day. The results for three different arrival 
rates are shown in Table 4.2 and reveal a more uniform distribution for shorter 
connection at a high arrival rates than for the previous test with longer connec­
tions.
The results presented in these tables shows that the architecture provides good 
results when using a static load-balancing algorithm such as round-robin.
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Server 1 Server 2 Server3
time, share share share
connections/ connections of connections of connections of
second served load served load served load
100s, 3 102 0.34 99 0.33 99 0.33
100s, 9 295 0.32 303 0.33 302 0.33
25s, 12 94 0.31 96 0.32 110 0.36
Table 4.2: Round-robin load balancing for small files
4.1.3 Summary
Users requirements of high Web service availability, redundancy and reliability 
can only be met by using multiple Web servers. The current approaches to dis­
tribute the load across a Web cluster cannot satisfy these requirements or are ex­
pensive.
The proposal documented above is a working, cost-effective architecture, for 
small institutions or corporations, in an open source (Linux) environment. The 
performance tests showed that the MPLS based solution performs well, even for 
highly loaded Web sites (12 connections per seconds corresponds over 1 m illion 
hits per day). A  hardware implementation should have the performance and 
reliability needed for large-scale Web switching.
The performance results were obtained empirically on a laboratory network 
using a simple round-robin load-balancing algorithm. The Web switching archi­
tecture was implemented in soft MPLS routers using the Linux operating system. 
A mechanism to increasing the forward rate of such soft MPLS routes w ill be 
presented in Section 4.3.
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4.2 An MPLS framework to provide differentiated Web 
services
The above architecture may be regarded as providing a best-effort service model 
to users. Thus it strives to provide a uniform QoS to all users. In the same way 
that LSPs in MPLS allow QoS differentials to be supported. The question arises 
as to whether it can be used to support QoS differentials at the application level.
Consider the problem of providing two classes of differentiated Web service. 
The two classes comprise privileged users and best-effort users. Some possible 
scenarios for distributing users among the classes are:
• Paying customers versus non-paying customers;
• Intranet users versus Internet users;
• Professors versus students.
In the following sections, the two classes, w ill be referred to as the premium 
services class and the basic services class. The total server capacity required may 
be reduced if the system is dimensioned only to provide guaranteed levels of 
service to premium users, thus reducing the total cost of service provision.
4.2.1 Dynam ic w eighted load balancing
The Internet evolves from a network providing best-effort service toward a QoS 
network that can offer service differential for different classes of customers and 
applications. Several new technologies to provide network level QoS have been 
proposed and some of them already implemented. However, for a viable end-to- 
end QoS scheme the Internet servers (such as Web servers) must also be able to 
provide service differentiations and guaranteed level of service for premium cus­
tomers. In this section an architecture for providing differentiated Web services 
in an MPLS aware network is presented.
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4.2.1.1 Traffic classification
The requests must be mapped into two classes of services The architecture here 
uses labels to classify the traffic. At the edge of the MPLS cloud, the requests are 
labelled according to their class of service. The label bindings for the two classes 
could be configured statically by the network administrator or distributed by the 
dispatcher using separate label spaces for each class. The dispatcher can then 
identify the class of a request, based on the MPLS label value.
Alternatively, mapping the classes of service to different FECs can be per­
formed using the standardised MPLS signalling protocol RSVP-TE. The attributes 
required by the dispatcher to differentiate between the two classes of service 
could be carried by the same RSVP Path message that establishes the explicitly 
routed LSPs. The attributes can be encoded either in the SESSION ATTRIBUTE 
object of the Path message [17] or as a TLV2 in the RSVP object defined by [56].
4.2.1.2 Traffic estimation and load distribution
To simplify the analytic model, it is assumed that the server could generate the 
response in a constant time t i  (e.g. 10 seconds) for each request, if only a single 
request were to be processed at any one time. Empirical tests have established 
that the execution time of a CGI script increases linearly with the number of con­
current executions on an Apache Web server running on a single processor PC. 
Therefore, it can be considered that t ( x )  =  a ■ x  +  b, where x  is the number of si­
multaneous processes and a  and b are parameters that depend on the CPU speed 
and process complexity but can be previously estimated for a particular system 
and a specific type of request.
The agreement between the service provider and the client might specify that 
the requests must be served in a time less than T  and a blocking probability below 
p. Writing T  =  t ( x max), this means that no more than x max =  requests
2Type Length Value
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should arrive simultaneously at one server. The total number of simultaneous 
requests for a farm with n  servers is n  • x max. If the observed traffic load at a busy 
hour is E ,  than using the E rlang B  formula (as described in Section( 2.7.2), the 
blocking probability can be calculated. The cluster can therefore be dimensioned 
to guarantee both the maximum execution time t max and the blocking probability
It is assumed that, for the grade of service promised to premium clients, a 
server must be able to accommodate c active clients simultaneously. In a Web 
cluster with n  servers, with an ideal load balancing algorithm, the requests are 
equally distributed among servers. Therefore, each server w ill encounter at most 
c /n  requests. It follows that:
The required number of servers (n) can then be estimated using formula 4.1. 
There are various scenarios for distributing the premium and basic requests across 
the n  servers.
tion 4.1 to distribute both premium and basic requests across the entire cluster. 
In  this case, the servers need preemption capabilities to prioritise the premium 
requests. Another disadvantage is that an imbalanced distribution of premium 
requests per server may create considerable differences in the execution times for 
premium requests.
To overcome the above problem, another approach is to balance the premium 
requests across the servers and use the available CPU resources to accommodate 
basic requests balanced as well across the servers. However, the servers need to 
be preemptive. A  similar approach, but for servers with no preemption is to use 
operating systems that can handle the requests with different priorities.




The first approach is to use the load balancing mechanism presented in Sec-
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mium and basic requests. This makes the execution time for premium (and basic) 
requests difficult to predict and guarantee.
A  fourth approach would be to separate the servers into two groups, one for 
each request class. The membership of each group is adjusted dynamically based 
on the number of existent premium requests. In  this approach the servers need 
no preemption or operating system priority support and it is the choice for the 
differentiated Web services implementation.
One disadvantage of this approach is that when a server is moved from one 
group to another, the available capacity changes by a large quantum. However, 
this only acts to the detriment of basic requests, and premium users w ill never 
suffer. The transition of a server from one group to another is detailed below 
along with other aspects of this solution.
Let S  =  {si, s 2, ...sn } be the set of n Web servers. M y proposal uses subsets 
of S  for the two classes of requests: Sp =  {si, s 2, . . . S j }  for premium requests and 
Sb =  {s* +  1, Si +  2,..., sn} for basic requests, where 0 < i  < n . Clearly S p n S b =  0 
and S p U Sb =  S . The role of the dispatcher is to balance the load among the 
subsets and to map premium traffic and basic traffic to Sp and «S& respectively. 
The initial state for n  servers in the cluster is: | S p |= 0 and | S b \= n .
In  order to keep the premium customers satisfied, in this approach to the pro­
vision of differentiated Web services, the execution time for any premium request 
should be lower than the agreed value of T  and also at any given time, the execu­
tion time for any basic request should be greater than for any premium request. 
The first condition can be achieved by good provisioning of servers using (4.1). 
The second condition can be achieved if the number of connections in any server 
from the premium class is lower than the number of connections in any server 
from the basic class. This can be explained mathematically as follows.
The following function is defined: co n (s) =  the number of requests being 
served by server s. Then, for any s* e S p and Sj e Sb the following is true:
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co n (s i) < c o n (s j)  (4.2)
The number of active premium requests changes over time. When the number 
decreases, available resources can be used by basic requests and if it increases, the 
resources must be reclaimed. Therefore the number of servers in both subclasses 
S p and S b changes triggered by the following events:
A  new premium connection arrives and if the number of existing connections 
is such that by accepting a newly arrived premium connection w ill mean that 
there exist Sj G S p and Sj e S b so that con(si) >  c o n (s j)  (i.e. the condition (4.2) is 
no longer satisfied). Therefore, a server s  £ Sb moves into Sp (premium users get 
an extra server).
The second event that triggers a server to move from one class to another 
can not be precisely defined mathematically but it is rather an administrative 
decision to give more servers to the basic class when the class of premium servers 
is under-utilised. Therefore, a server s  e  S p can be moved into S b (basic users get 
an extra server) only if by doing this, condition (4.2) is still satisfied and for any 
Si e Sp, con (s i) < x max. The issues involved in moving a server from one subclass 
to the other are described below.
Transition fr o m  Sb to S p. When a server s e  S b has to be moved into Sp it means 
that it w ill start accepting premium requests and stop accepting basic requests. 
However, at the transition time, s is processing a higher number of connections 
than any other server in S p. So, by accepting premium requests the load w ill 
further increase and the load and the execution time for these premium requests 
might be greater than T .
The simplest solution to this problem is to instantly drop all basic connections 
and start accepting premium requests. Then, the premium connections can be 
balanced across the enlarged subset Sp of premium servers. This is the approach 
implemented and simulated in the following section.
99
Chapter 4 Exploiting the large scale deploym ent of MPLS
An alternative is to drop only some of the basic connections in order to sat­
isfy the condition con(sj) < x max), the number dropped being chosen so that 
the execution time for the newly arrived premium requests is less than T .  Since 
no further basic connections w ill be accepted, once the active ones terminate the 
server w ill be processing only premium requests.
Another alternative is possible only if the server supports task preemption. 
Thus, when the server starts accepting higher priority premium requests there is 
no need to drop the basic connections but to rim them with lower priority. How­
ever, it my take a long time until all the basic requests are cleaned up from the 
system since they run with low priority. During this transition time the servers 
in S p cannot be properly load balanced.
Transition fro m  Sb to Sp. When the number of premium connections decreases 
and there is a high number of basic requests, a server s  e  Sp can be moved into 
Sb if for any s t e  S p, con (s i) <  x max and (4.2) remains true. However, if at the 
transition time the server s is still executing premium requests, by accepting basic 
requests the execution time for these premium requests may be greater than T .
The simplest solution is to briefly stop accepting any new connections for 
server s until all premium connections finish. This will be inefficient if transi­
tions are frequent.
A  more sophisticated approach is to gradually accept new basic requests as 
long as co n (s) <  x max, thereby keeping the execution time for premium requests 
below T . During the transition period, basic customers w ill briefly receive pre­
mium levels of service, but the overall efficiency is higher.
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4.2.2 Sim ulation results
4.2.2.1 Relation between execution times and the number of concurrent re­
quests
The first experiment evaluated the behaviour of an overloaded Web server. For 
this experiment a system with an AM D K-6 cpu (233MHz) and 64MB RAM run­
ning the Linux operating system and the Apache[149] Web server was used. A  
CPU intensive CGI script that executes at the server side in approximately t \  =  10 
seconds was written. The number of concurrent requests was incremented grad­
ually and the request execution times were noted. The results in Fig. 4.7 show that 
the execution time increases linearly with the number of simultaneous requests 
x . The slopes depend on the system characteristics and the CGI script's computa­
tional complexity. When the number of simultaneous connections causes server 
overload, the excess incoming connections w ill be dropped.
execution tine in seconds
Figure 4.7: Execution times for concurrent connections 
4.2.2.2 Adaptive load balancing distribution
The model for providing differentiated Web services is simulated in the second 
experiment. Two sources of traffic were considered: premium traffic and basic
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traffic. The requests arrival is modelled by a heavy tailed probabilistic distribu­
tion of inter-arrival times (Pareto). Execution times are given by the results from 
the previous experiment: t  =  a x  +  b(a =  5, b =  5).
Premium traffic requests arrive with inter-arrival times given by a Pareto dis­
tribution with a mean arrival rate A =  1 connections/second and basic requests 
with a mean of A =  2 connections/second. The load is dynamically distributed 
among the 8 servers within the cluster. The subsets of servers dedicated for the 
two classes of requests had initially the cardinality | S p |= 1 and | S b |= 7.
In order to satisfy the promised grade of service for premium users (execu­
tion time below t ( x max)), the number of servers in S h was increased or decreased, 
based on the algorithm described in Section 4.2.1. In this particular case, the sys­
tem had to maintain the premium services response times below a value of 50 
seconds and the basic services response times above the times for the premium 
requests. Part of the basic requests were dropped at peak times, but more ba­
sic connections were accepted when the servers were lightly loaded as shown in 
Fig. 4.8.
A higher arrival rate for basic requests did not affect the premium services as 
long as the condition 4.2 was satisfied. The simulation proved that two classes 
of services can be delivered using a load balancing architecture with different 
weights for the two classes. Moreover, the promised grade of service for premium
service was satisfied since the cluster was dimensioned to serve the maximum 
possible number of requests.
4.2.3 Summary
In  this section a challenge faced by today's Web service providers was described. 
The traffic through the Web sites increases along with the number of clients and 
the number of services offered. In this context, separating the clients in classes of 
priority can improve the performance of a Web content hosting site. Economical
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execution time
Figure 4.8: Execution times for premium and basic requests
parameters may also impose a differentiation between potential classes of clients. 
By providing a solution which uses MPLS, it is assumed efficient interaction with 
the favoured protocol for high-speed QoS aware networking in today's Internet.
4.3 Increasing router performance using MPLS meta­
frames
The solutions presented in the previous sections were implemented using cost- 
effective soft routers. As MPLS deployment extends from the Internet core to 
the access network, such routers w ill have a role to play in providing affordable 
access to MPLS functionality.
A move from MPLS to the edges of the Internet puts the most demanding 
LSR (the edge router) in exactly the position in the network where customers 
are most cost-sensitive and where the hardware capabilities are likely to be most 
limited. This section addresses this issue by looking at one of the most significant 
bottlenecks in a soft router - the packet processing time. An overview of other ap­
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proaches to increase router performance by reducing the packet processing time 
or the number of packets to process was presented in Section 2.6.
4.3.1 The average packet size in the Internet
An empirical study was undertaken to determine the average packet size in an 
IP network. The Anritsu MD1230A IP/Ethemet/POS Quality Analyzer [10] was 
used both as a traffic generator and packet analyzer. It w ill be referred throughout 
this section as the DQA (Data Quality Analyzer). The DQA is capable of send­
ing wire speed IP or MPLS traffic through one or more of its multiple lOBase- 
T(10Mb/s), 100Base-T(100Mb/s) and Gigabit Ethernet (lOOOMb/s) interfaces at 
up to 62.5 million packets per second. It can also compute the throughput and 
latency with a resolution down to 10-9 seconds. The DQA was used to gather 
statistics about the traffic transmitted and received during one hour by 15 work­
stations in the Switching and Systems Laboratory in Dublin City University.
The results show that over 85% of the frames were small frames of between 64 
and 128 bytes in length. The mean packet length was 110.2 bytes and the median 
was 64 bytes.
Another sample of Internet traffic was traced at the input/output interface 
of the router connecting the School of Electronic Engineering's network to the 
main Dublin City University router. Statistics show an average packet size of 222 
bytes for the output flow and 340 bytes for the input flow resulting in an overall 
average of 281 bytes.
Other statistics collected from the Internet backbone [104] show that almost 
60% of packets comprise 44 bytes or less. Also, the packet length distribution 
seen at NASA Ames Internet Exchange (AIX) [98] shows a mean packet length 
value of around 400 bytes and a median value below 100 bytes.
The average packet size varies from one network to another due to the various 
patterns of traffic types. Large file transfers or multimedia streaming use large
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size packets while Web browsing or emails use small size packets. However, the 
results clearly show that the Internet is traversed by many packets much smaller 
than the allowed Maximum Transmission Unit (MTU).
4.3.2 The effects of sm all packet size on router performance
Traffic consisting of small frames is considered harmful due to its encapsulation 
overhead and the higher palletisation cost. Here some measurements undertaken
to reveal the drawbacks of traffic consisting of small frames are presented.
4.3.2.1 Encapsulation overhead
The throughput of a flow cannot reach the maximum bandwidth provided by a 
link due to factors such as protocol overhead and inter-packet gap. An overview 
of the mathematical calculations and formulas which can be used to determine 
network throughput and performance can be found in [38].
Consider TCP/IP traffic traversing an MPLS network with Ethernet links. 
The minimal per packet overhead added by the Ethernet encapsulation and inter 
packet gap, by TCP/IP and MPLS is 38 bytes, 40 bytes and 4 bytes respectively. 
This is a total of 82 bytes per packet.
The percentage of data payload for data traffic sent using IP over MPLS en­
capsulated in Ethernet frames is represented in Fig. 4.9. It can be observed that 
the efficiency increases rapidly with the frame size. For layer 2 protocols, the IP 
and TCP headers are considered to be payload as well. Therefore, the maximum 
throughput that can be achieved considering only the ethemet header and trailer 
as overhead is given by the following formula:
, . , , ( p a c k e ts i z e  — h eader) ■ 100
th e o re tic a l jv a lu e  = ---------------- ----------------------
p a c k e t s i z e
The term "theoretical throughput value" is used by the DQA for the graph­
ical representation of the above formula. Clearly the overhead is considerable
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Figure 4.9: The variation of the payload with the packet size
for packet sizes below 50 bytes, which, as noted above, represents a significant 
proportion of Internet traffic.
4.3.2.2 Computational overhead
Much of the cost of packet-switched communication is per-packet rather than 
per-byte. In order to send a certain amount of data in a time interval, the number 
of frames is inversely proportional to the frame size. Hence, more headers per 
second are processed by the router and more hardware interrupts are generated 
when packet sizes are small. This can drastically overload soft routers situated 
at the edge of the network and therefore, the throughput w ill suffer degradation. 
This is a QoS issue because bandwidth reservations on links are based on the as­
sumption that router interfaces operate at wire speed and can thus occupy 100% 
of the link bandwidth. Fig. 4.10 shows the throughput that was achieved by a soft 
Linux router for various packet sizes and for lOOMb/s Fast Ethernet links. The 
results are plotted next to the graphical representation of the maximum "theoret­
ical value" function. The throughput achieved using large frames traffic is higher
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because a smaller number of frames had to be processed.
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Figure 4.10: Throughput bit/s rate on 100Mb/s links
The results are similar for larger MTUs as well. Related measurements [6] 
show that jumbo frames [119] (9000 bytes) can provide 50% more throughput 
with 50% less CPU load than 1500 byte frames. Other layer 2 technologies allow 
larger MTUs. For example M TU is 4500 bytes for Fiber-Distributed Data Inter­
face (FDDI), 9000 bytes for ATM and 65280 bytes for High Performance Parallel 
Interface (HIPPI). However, as long as the large majority of LANs are Ethernet 
in an increasing Ethernet market and reaching speeds up to lOGbps [73], with no 
mechanism for increasing the packet size in the core, the MTU across the Internet 
remains 1500 bytes.
4.3.3 Target MTU for meta-frame
The main goal of the meta-frame solution is to increase the average packet size 
in the Internet as close as possible to the MTU which is 1500 bytes due to the 
wide use of ethemet LANs. However, the meta-frame approach can also take 
advantage of large MTU networks.
Although most Internet packets originate in Ethemet LANs with MTU of 1500 
bytes, in the core of the Internet the MTU could be larger. Hence, the meta-frame 
M TU is not limited to 1500 bytes. If a path MTU discovery protocol [106] deter­
mines that the the MTU across the meta-frame network is higher than 1500 bytes,
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then meta-frames larger than Ethernet's MTU can be assembled since they w ill 
be disassembled before reentering a lower value MTU network.
4.3.4 Meta-frames overview
The discussion above illustrates the negative impact on network performance of 
having a predominance of short packets in the network. An obvious response is 
to change the packet mix so as to increase the average packet length. However, 
most traffic carried on the Internet originates as IP packets encapsulated in Ether­
net frames and generated by higher level protocols such as TCP and UDP which 
take no particular care (other than using piggybacking to carry flow control mes­
sages) to avoid injecting short packets into the network. Modifying the transport 
layer protocols to improve this situation would be a major undertaking. Persuad­
ing the community of the Internet users to install the revised protocols would be 
well-high impossible, given the variety operating system types and versions in 
use.
Thus, a network-level response is required, and the most beneficial location 
for this response is in access networks at the edge of the Internet. The only avail­
able response at the network level is to merge short packets so as to increase the 
average packet size. This is a simple concept, but implementing it is a challenge. 
A solution using MPLS, called "meta-frames", is documented below.
In the approach an ingress node buffers and assembles multiple consecu­
tive IP packets into larger frames called meta-frames and a meta-frame header 
is added. A meta-frame is then forwarded based on the information contained in 
this header. An egress router w ill disassemble the meta-frame and forward the 
packets based on their own headers.
Since packets are forwarded as a group toward a common point, they must 
have similar properties, such as the same destination address. This is because be­
tween their assembly and disassembly point, packets are encapsulated inside the
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m e ta -f ra m e  a n d  th e re fo re , th e  fo rw a r d in g  is  p e r f o r m e d  b a s e d  o n  th e  m e ta -f ra m e  
h e a d e r . T h is  is  a  r e a l  p r o b le m  fo r  p ro to c o ls  s u c h  a s  IP, w h ic h  re q u ire  ro u tin g  
d e c is io n s  to  b e  p e r f o r m e d  a t  e a c h  h o p . T h e re fo re , in  o n e  m e ta - f ra m e  c a n  b e  a s ­
s e m b le d  p a c k e ts  h a v in g  th e  s a m e  d e s t in a t io n  IP  a d d re s s . I n  M PL S, th e  f lo w s  ca n  
b e  a g g re g a te d  (sa y  a ll  f lo w s  th a t  h a v e  th e  sa m e  M P L S  in g re s s  a n d  e g re ss  n o d e )  
r e d u c in g  th e  n u m b e r  o f  F E C s a n d  h e n c e  in c re a s in g  th e  n u m b e r  o f  p a c k e ts  th a t  
c a n  b e  a s se m b le d  in  th e  s a m e  m e ta - f ra m e .
T h e  fu n c t io n  r e q u i r e d  o f  th e  r o u te r  in  a s s e m b lin g  m e ta -f ra m e s  is  to  id e n tify ­
in g  p a c k e ts  w i th  s im ila r  t r a n s p o r t  r e q u ire m e n ts . In  M P L S  th e  IP  tra ffic  is tu n ­
n e lle d  th r o u g h  L S P s, a n d  th e  t a s k  p e r f o r m e d  b y  th e  in g re s s  n o d e  is  p re c is e ly  to  
m a p  in c o m in g  IP  p a c k e ts  in to  F E C s. T h e re fo re , if  th e  m e ta - f ra m e  fu n c t io n  is  u n ­
d e r ta k e n  b y  th e  in g re s s  ro u te r , n e g lig ib le  a d d it io n a l  c o m p u ta tio n a l  o v e rh e a d  w ill  
b e  in c u r re d .
I f  th is  te c h n iq u e  is  to  b e  d e p lo y e d , a  n u m b e r  o f  im p le m e n ta t io n  is s u e s  m u s t  
b e  c o n s id e re d  as  w e ll. O n e  s u c h  is s u e  is  th e  d e la y  in tr o d u c e d  b y  th e  m e ta - f ra m e  
p a c k e t iz a t io n . T h e  d e la y  o c c u rs  w h e n  p a c k e ts  w a i t  fo r  o th e r  p a c k e ts  to  b e  a s ­
s e m b le d  in  th e  m e ta -f ra m e . T h is  d e la y  s h o u ld  b e  l im ite d  a n d  if  th e  t im e  l im it  is 
r e a c h e d  a  m e ta - f ra m e  w il l  b e  g e n e ra te d  a n d  f o rw a r d e d  e v e n  if  i ts  s iz e  is  m u c h  
lo w e r  th a n  th e  M T U . T h is  l im it  c a n  b e  d y n a m ic a lly  c o n fig u re d  b a s e d  o n  th e  
p a c k e t  r a te  if th e  p a c k e t  r a te  d o e s  n o t  f lu c tu a te  to o  m u c h . H o w e v e r  th e  m e ta ­
f ra m e  c o n c a te n a t io n  is  a p p l ie d  fo r  th e  c o re  o f  th e  I n te r n e t  w h e re  a g g re g a te d  tra f ­
fic t ru n k s  e n c o u n te r  le ss  v a r ia t io n s  o f p a c k e t  ra te .
A n o th e r  is s u e  is  th a t  r o u t in g  in fo rm a t io n  m u s t  e x is t  in  th e  m e ta - f ra m e  h e a d e r  
in  o r d e r  to  a llo w  r o u t in g  to  b e  p e r f o r m e d  a lo n g  th e  p a th .  I n  a n  M P L S  e n v iro n ­
m e n t ,  th e  h e a d e r  is  re la t iv e ly  s m a ll  a n d  s in c e  th e  s a m e  la b e l is  u s e d  fo r  a ll  th e  
p a c k e ts  b e lo n g in g  to  th e  s a m e  F E C , a  s in g le  M P L S  h e a d e r  p e r  m e ta -f ra m e  is  su f ­
f ic ie n t to  fo rw a rd  a ll  th e  c o m p o n e n t  p a c k e ts  to w a rd  th e  e g re s s  LSR.
In  o rd e r  to  a c c o m m o d a te  m e ta - f ra m e  tra ffic , m o d if ic a tio n s  to  th e  p ro to c o l 
s ta c k  m u s t  b e  p e r fo rm e d . T h e  n u m b e r  o f  ro u te r s  th a t  h a v e  to  b e  m o d if ie d  m u s t
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b e  m in im is e d  to  a llo w  th e  d e p lo y m e n t  o f  a  lo w  c o s t m e ta - f ra m e  a p p ro a c h . In  
M P L S  n e tw o rk s  th e  c h a n g e s  a re  p e r f o r m e d  to  e d g e  ro u te r s  o n ly  (i.e. in g re s s  a n d  
e g re s s  LSR s). T h e  c o m p le x ity  o f  m e ta - f ra m e  e n c a p s u la t io n  a n d  d e c a p s u la t io n  
m u s t  b e  as  lo w  a s  p o s s ib le  to  a v o id  C P U  o v e r lo a d in g . A s s e m b ly  a n d  d isa s s e m ­
b ly  a lg o r i th m s  th a t  a re  to o  c o m p le x  c a n  a d d  u n a c c e p ta b le  p ro c e s s in g  d e la y s .
4.3.5 Frame format
A lm o s t  a ll  d a ta  o n  th e  In te rn e t  is  c a r r ie d  u s in g  IP  p a c k e ts . T h e re fo re , o u r  c o n ­
c e rn  is fo r  e n c a p s u la t in g  IP  tra ffic  in to  M P L S  m e ta -f ra m e s . S ince  m e ta -f ra m e s  
t ra v e r s e  M P L S  n e tw o rk s ,  th e y  s h o u ld  b e  e n c a p s u la te d  a s  M P L S  p a c k e ts . T h e  
g e n e r ic  M P L S  e n c a p s u la t io n  p la c e s  a n  M P L S  sh im  b e tw e e n  th e  la y e r  2  a n d  la y e r
3 h e a d e r s  a s  d e p ic te d  in  T able  4 .3 .
Table 4.3: Generic MPLS encapsulation
L2 h e a d e r  M P L S  s h im  IP  h e a d e r  IP  p a y lo a d
In  a n  M P L S  m e ta - f ra m e  th e  IP  h e a d e r  is  th e  h e a d e r  o f th e  f ir s t  e n c o d e d  p a c k e t  
th a t  is  fo llo w e d  b y  i ts  p a y lo a d  a n d  a  s u c c e s s io n  o f  IP  h e a d e r s  a n d  p a y lo a d s  a s  
s e e n  in  T ab le  4 .4
Table 4.4: MPLS meta-frame encapsulation
L 2 h e a d M P L S  s h im IP  h e a d e r  1 IP  p a y lo a d  1 . . .
. . . IP  h e a d  n IP  p a y lo a d  n
S u c h  a  p a c k e t  w i l l  b e  t r e a te d  a s  a n  o r d in a r y  M P L S  p a c k e t. T h e re fo re , th e  
m e ta - f ra m e  e n c a p s u la t io n  is  t r a n s p a r e n t  fo r  o rd in a ry  LSRs. H o w e v e r , e g re ss  
ro u te r s  m u s t  b e  a b le  to  id e n t ify  th e  m e ta - f ra m e s  in  o r d e r  to  b e  a b le  to  d e c a p -  
s u la te  th e m . T h e re  a re  v a r io u s  a p p ro a c h e s  to  m a k e  th is  p o s s ib le , s u c h  as:
•  O n e  s im p le  a p p ro a c h  i t  to  u s e  th e  e x p e r im e n ta l  b i ts  in  th e  M P L S  lab e l. 
H o w e v e r , th is  c a n  n o t  b e  d o n e  if  D if fs e rv 's  D S C P  is  e n c o d e d  in  th e  EX P 
f ie ld  o f  th e  M P L S  h e a d e r .
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•  D e d ic a te d  M P L S  la b e l  r a n g e s  fo r  m e ta - f ra m e s  c a n  b e  u s e d . T h is  r e q u ire s  
e i th e r  d e d ic a te d  la b e l sp a c e s  fo r  m e ta - f ra m e s  o r  m o d if ic a tio n s  to  th e  s ig ­
n a l l in g  p r o to c o l  b o th  o f w h ic h  in c re a s e s  th e  c o m p le x ity  o f  n e tw o rk  a d m in ­
is tra t io n .
•  P ro b a b ly  th e  m o s t  s u i te d  a p p ro a c h  is  to  re g is te r  a  n e w  p ro to c o l  ty p e . T h is  
w i l l  le a v e  th e  e x is t in g  M P L S  p ro to c o l  s ta c k  in ta c t  a n  a llo w  th e  m e ta -f ra m e  
M P L S  to  c o e x is t i n  th e  s a m e  ro u te r .
4.3.5.1 Encapsulation
A t th e  M P L S  in g re s s , p a c k e ts  a re  c la ss if ie d  b a s e d  o n  IL M  (In c o m in g  L a b e l M ap ) 
o r  F T N  (F E C -to -N ex t H o p  L a b e l F o r w a r d in g  E n try ) . P a c k e ts  c o r r e s p o n d in g  to  
th e  s a m e  N H L F E  e n try  c a n  b e  e n c a p s u la te d  in to  m e ta -f ra m e s . H e n c e , fo r  e a ch  
N H L F E  e n try , a  b u f fe r  m u s t  b e  r e s e rv e d . T h is  b u f fe r  w i l l  a c c u m u la te  th e  p a r t ia l  
c o n te n t  o f  a  m e ta - f ra m e  d u r in g  th e  a s s e m b ly  p ro c e s s  a s  lo n g  a s  th e  s iz e  o f  th e  
b u f fe r  is  le s s  t h a n  th e  M T U . T h e  c o n te n t  is  th e n  la b e l le d  a n d  s e n t  o u t  a s  a n  M P L S  
m e ta -f ra m e .
T h e  f ir s t  b u f fe r e d  p a c k e ts  h a v e  to  w a i t  in  th e  b u f fe r  u n t i l  th e re  a re  e n o u g h  
p a c k e ts  to  a s se m b le  a  m e ta -f ra m e . T im e rs  c a n  b e  u s e d  to  l im it  th is  d e la y  to  a  to l­
e ra b le  v a lu e  w h e n  p a c k e t  r a te  is  lo w  a n d  th e re  a re  n o t  e n o u g h  p a c k e ts  to  fill th e  
M T U . I n  th is  c a se  ( lig h t traffic) f ra m e s  o f  sm a ll  s iz e  m ig h t  h a v e  to  b e  se n t. B u t 
s in c e  th e  tra ffic  is  n o t  h e a v y  (loca lly ), s m a ll  f ra m e s  a re  a c c e p ta b le  fo r t r a n s m is ­
s io n . I f  s m a ll  f ra m e s  p a s s in g  th a t  ro u te r  a r r iv e  a t  a  b u s y  r o u te r  d o w n s tre a m , i t  
m a y  c h o s e  to  e n c a p s u la te  th e m  in  a  m e ta - f ra m e  itse lf.
4.3.5.2 Decapsulation
U p o n  re c e iv in g  a n  M P L S  m e ta - f ra m e  a n  e g re s s  ro u te r  (o r a n  " P e n u lt im a te  H o p  
P o p p in g "  ro u te r )  m u s t  b e  a b le  to  d e c a p s u la te  th e  o r ig in a l  IP  p a c k e ts . F ir s t  th e  
M P L S  la b e l  (o r  lab e ls )  is  p o p p e d .  T h e n , th e  IP  h e a d e r  is  e x a m in e d  (i.e. th e  IP
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h e a d e r  o f  th e  f ir s t  IP  p a c k e t)  a n d  b a s e d  o n  th e  to ta l  le n g th  fie ld , th e  p a y lo a d  o f 
th e  f ir s t  IP  p a c k e t  is  id e n tif ie d  a n d  th e  w h o le  IP  p a c k e t  is  re s to re d . T he  p ro c e ­
d u r e  c o n tin u e s  fo r  th e  r e m a in in g  IP  p a c k e ts . O n c e  a n  IP  p a c k e t  is  re s to re d , i t  is 
f o rw a r d e d  u s in g  i ts  o w n  re s to re d  h e a d e r .
4.3.6 Performance results
T h e  p e r fo rm a n c e  re s u l ts  b e lo w  w e re  o b ta in e d  u s in g  s o ft ro u te r s .  A s  m e n tio n e d  
in  th e  in tr o d u c tio n  o f  S e c tio n  4.3, s u c h  d e v ic e s  a re  ty p ic a l  o f  th e  te c h n o lo g y  d e ­
p lo y e d  a t  th e  e d g e  o f  th e  In te rn e t ,  a n d  th e  b e n e f its  o f  a p p ly in g  th e  m e ta -fra m e s  
a rc h ite c tu re  a re  m o s t  p r o n o u n c e d  if  i t  is  e m p lo y e d  a t  th e  n e tw o r k  e d g e s . T he  
a s s u m p t io n  h e re  is  t h a t  th e  in te r fa c e  b e tw e e n  IP  a n d  M P L S  w il l  o c c u r  in  th e  ac­
cess  n e tw o rk . I t  m ig h t  b e  a rg u e d  th a t  a  s o f tw a re  ro u te r  c o u ld  n e v e r  a c h ie v e  w ire  
s p e e d  w h e n  c o n f ig u re d  as  a n  M P L S  LER . E v e n  if th is  is  so , i t  is  re a so n a b le  to  
a s s u m e  th a t  a  h ig h  s o f tw a re  o v e rh e a d  in  a  s o f tw a re  r o u te r  m a p s  in to  a  c o m p le x  
h a r d w a r e  im p le m e n ta t io n  in  a  h ig h -e n d  ro u te r . T h u s , th e  r e s u l ts  o b ta in e d  h e re  
m a y  b e  u s e d  to  e x tra p o la te  th e  c o s t, if  n o t  th e  p e rfo rm a n c e , o f  h a rd w a re  ro u te rs .
A n o th e r  r e a s o n  w h y  s o f tw a re  r o u te r s  w e r e  u s e d  in  th e  p r o to ty p e  im p le m e n ­
ta t io n  b e lo w  w a s  e x p e d ie n c y . I t  w o u ld  n o t  h a v e  b e e n  p o s s ib le  to  c o n fig u re  a 
h a r d w a r e  ro u te r  to  im p le m e n t  th e  m e ta - f ra m e  p ro to c o l. A n o th e r  a d v a n ta g e  o f 
u s in g  s o f tw a re  r o u te r s  is th a t  th e  im p le m e n ta t io n  o f r o u t in g  c a n  b e  m o d if ie d  to  
a c h ie v e  b e t te r  p e r fo rm a n c e . S u c h  a  m o d if ic a tio n  is c o n s id e re d  in  th is  sec tion .
4.3.6.1 Empirical results
A s  a  p r o o f  o f  c o n c e p t  th e  m e ta - f ra m e  f ra m e w o rk  w a s  im p le m e n te d  u s in g  lo a d ­
a b le  L in u x  k e rn e l  m o d u le s . O n e  m o d u le  w a s  w r i t t e n  fo r  th e  in g re s s  n o d e  to  
a s se m b le  th e  m e ta - f ra m e s  a n d  a n o th e r  fo r  a n  e g re s s  r o u te r  to  d isa s s e m b le  th em .
I n  th e  p e r fo rm a n c e  te s t  p a c k e ts  o f l e n g th  128 B y tes w e r e  s e n t  o v e r  a  n e tw o rk  
o f  L in u x  ro u te r s .  A  s im p le  te s t  n e tw o r k  w a s  u s e d  w h e re  o n e  L in u x  r o u te r  w a s
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a n  M P L S  in g re s s  a n d  m e ta - f ra m e  a s s e m b ly  p o in t  a n d  th e  s e c o n d  o n e  w a s  a n
M P L S  e g re s s  a n d  m e ta - f ra m e  d is a s s e m b ly  p o in t .  T h e  tra ffic  w a s  s e n t  a t  30%  of 
th e  1 0 0 M b /s  l in k  ca p ac ity . B ecau se  o f  th e  h ig h  f ra m e  r a te  ( ~  30000 fp s)  th e  L in u x  
ro u te r s  w e re  o v e r lo a d e d  a n d  c o u ld  o n ly  f o rw a r d  p a c k e ts  a t  14%  o f  l in k  capacity .
F ig . 4.11 s h o w s  th e  re la tio n  b e tw e e n  th e  in c o m in g  tra ffic  r a te  (Traffic 1 in  th e  
le g e n d )  a n d  th e  a c h ie v e d  th r o u g h p u t  r a te  (Traffic 2). T h e  m e a s u r e d  e x p e r im e n t 
h a s  3 s ta g e s . In  th e  f ir s t  s ta g e , p a c k e ts  a re  s e n t  u n m o d if ie d . In  th e  s e c o n d  s ta g e  
e v e ry  2  c o n s e c u tiv e  f ra m e s  a re  a s s e m b le d  a n d  th e  th r o u g h p u t  r a te  is  in c re a se d  
to  a r o u n d  24% . In  th e  th i r d  p a r t ,  e v e ry  3 c o n s e c u tiv e  f ra m e s  a re  a s s e m b le d  in  a 
m e ta - f ra m e  a n d  th e  ro u te r s  a re  ab le  to  f o rw a r d  a ll th e  in c o m in g  tra ffic . In  th e  la s t 
s ta g e  th e  th r o u g h p u t  r a te  e q u a ls  th e  i n p u t  tra ffic  ra te .
Time
Figure 4.11: The throughput performance for no assembly, 2 packet meta-frame and respectively 
3 packet meta-frame.
T h e  m e ta - f ra m e  e n c a p s u la t io n /d e c a p s u la t io n  s h o w s  a n  im p o r ta n t  in c re a se  in  
t h r o u g h p u t  r a te  w h i le  in tr o d u c in g  a  n e g lig ib le  50/is de lay . T h is  v e rif ie s  th e  m e ta ­
f ra m e s  c o n c e p t, b u t  d o e s  n o t  a s se ss  its  p e r fo rm a n c e  w ith  r e a l  tra ffic . T h e  la te r  
w a s  e v a lu a te d  b y  s im u la t io n .
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4.3.6.2 Simulation results
S im u la tio n s  w e r e  p e r f o r m e d  u s in g  tra c e s  o f  re a l tra ffic  m e a s u re d  a t  N A S A  A m e s  
I n te r n e t  E x c h a n g e  (A IX ) [99]. A n  a lg o r i th m  w a s  w r i t t e n  th a t  a llo w e d  th e  s im u la ­
t io n  o f M T U s la rg e r  t h a n  1500 b y te s . T h e  in p u t  tra ffic  h a d  a  m e a n  p a c k e t  s ize  o f 
400 b y te s  a n d  a  m e d ia n  o f  100 b y te s . T h e  s im u la to r  w a s  c o d e d  u s in g  th e  C  p r o ­
g ra m m in g  la n g u a g e . T h re e  s im u la t io n s  w e r e  p e r f o r m e d  fo r  a s se m b lin g  m e ta -  
f ra m e s  in  n e tw o rk s  w i t h  M T U s o f  1500 b y te s , 4500 b y te s  a n d  9000 b y te s . T h e  
m e a n  m e ta - f ra m e  s iz e , th e  " m e ta - f ra m is a tio n "  d e la y  a n d  th e  m e d ia n  n u m b e r  o f 
p a c k e ts  p e r  m e ta - f ra m e  w e re  m e a s u re d  a n d  s u m m a r is e d  in  T ab le  4.5.
M TU mean meta-frame delay median number of
in  bytes size in  bytes in milliseconds packets in a meta-frame
1500 1250 0.08 1 1
4500 3500 0 . 1 32
9000 6000 0 .2 55
Table 4.5: The average meta-frame size and the packetisation delay for MTUs of 1500, 4500 and 
9000 bytes
T h e  o v e rh e a d  d e c re a s e s  u s in g  th e  m e ta - f ra m e  e n c a p s u la t io n  a n d  w a s  c a lc u ­
la te d  in  th e  s im u la t io n . T ab le  4 .6  s h o w s  th e  e n c a p s u la t io n  o v e rh e a d  b e fo re  a n d  
a f te r  m e ta - f ra m e  e n c a p s u la t io n  fo r  th e  th re e  M T U s.
M TU mean overhead before mean overhead before
in bytes meta-frame encapsulation meta-frame encapsulation
1500 0 .2 0.06
4500 0 .2 0 .0 2
9000 0 .2 0 . 0 1
Table 4.6: Mean overhead before and after meta-frame encapsulation for MTUs of 1500, 4500 
and 9000 bytes
T h e  d e la y  c a n  b e  f u r th e r  c o n tro l le d  u s in g  tim e rs . H o w e v e r , if  th is  d e la y  is  n o t  
a c c e p ta b le , d e la y  s e n s i t iv e  c la sse s  o f tra ffic  m a y  s im p ly  n o t  b e  a s s e m b le d  in to  
m e ta -f ra m e s . T h is  is  s im p le  to  a c h ie v e  in  a n  M P L S  e n a b le d  e n v iro n m e n t. A  c lass  
b a s e d  f o rw a r d in g  b e h a v io u r  c a n  b e  im p le m e n te d  fo r  v a r io u s  d e la y  re q u ire m e n ts
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in  o r d e r  to  s a tis fy  c u s to m e r  n e e d s .
4.3.7 Summary
In  th is  s e c tio n  th e  p ro b le m  o f sm a ll  p a c k e t  le n g th s  in  In te rn e t  tra ffic  w a s  d is ­
c u s se d . A  n o v e l  te c h n iq u e  to  in c re a se  th e  a v e ra g e  p a c k e t  s ize  in  a n  M P L S  e n v i­
ro n m e n t  is  p r e s e n te d . T h is  m e ta - f ra m e  te c h n iq u e  c a n  in c re a se  th e  o v e ra ll  traffic  
th ro u g h p u t .
T h e  M P L S  m e ta - f ra m e  im p le m e n ta t io n  re q u ire s  m o d if ic a tio n  o n ly  a t  th e  e d g e  
o f  th e  n e tw o rk  a n d  i t  is  t r a n s p a r e n t  fo r  c o re  ro u te r s .  A  p r o to ty p e  im p le m e n ta ­
t io n  s h o w e d  u s  t h a t  e v e n  lo w -e n d  s o f tw a re  r o u te r s  c a n  e a s ily  m a k e  u s e  o f  th is  
f ra m e w o rk  a n d  in c re a se  th e ir  p e r fo rm a n c e  w i th  lit tle  so f tw a re  m o d if ic a tio n s  a n d  
w i th o u t  a d d in g  a  s ig n if ic a n t de lay .
T h e  m o tiv a t io n  fo r  lo o k in g  a t  p a c k e t  s iz e  h e re  w a s  to  a d d re s s  p e rfo rm a n c e  
is s u e s  in  access  n e tw o rk s . H o w e v e r , th e  s o lu t io n  p re s e n te d  a lso  b e n e f its  fro m  
th e  In te r n e t  co re , b y  r e d u c in g  th e  a m o u n t  o f  p a c k e t  p ro c e s s in g  to  b e  p e r fo rm e d  
th e re . I n  p a r t ic u la r ,  s u c h  a  f r a m e w o rk  c a n  h e lp  fu tu re  T era-B it s p e e d  G M P L S  
o p tic a l  c o re  s w itc h e s  th a t  n e e d  la rg e r  f ra m e s  to  m a k e  th e  m o s t  o f  (fo r e x a m p le )  
o p tic a l  b u r s t  s w itc h in g  te c h n o lo g y .
B y  in c re a s in g  th e  a v e ra g e  p a c k e t  l e n g th  in  th e  c o re  o f  th e  n e tw o rk , th is  p r o ­
to c o l e n s u re s  th a t  s w itc h in g  s p e e d s  n e e d  n o t  im p ro v e  in  s te p  w i th  in c re a s e s  in  
t ra n s m is s io n  ra te , w h ic h  m a y  b e  p ro b le m a tic  i n  th e  o p tic a l  n e tw o r k  co re , in  th e  
a b se n c e  o f  a  p ra c t ic a l  h ig h -s p e e d  o p tic a l  p a c k e t  s w itc h in g  te c h n o lo g y .
4.4 Heart-like fair queuing algorithms (HLFQA)
T h is  th e s is  h a s  d e s c r ib e d  h o w  M P L S  c a n  b e  u s e d  to  p ro v id e  tra ffic  e n g in e e r in g  
c a p a b ilit ie s  in  th e  In te rn e t .  I ts  fac ility  to  m a p  tra ffic  f lo w s in to  la b e l-s w itc h e d  
p a th s  a llo w s  tra ffic  to  re c e iv e  d if fe re n tia l  t r e a tm e n t  in  th e  n e tw o rk  a n d  c a n  th u s  
p ro v id e  d if fe re n tia l  Q o S  le v e ls  to  v a r io u s  c la sse s  o f  traffic . H o w e v e r , a l th o u g h  th e
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Q oS  re q u ire d  fo r  a  p a r t ic u la r  s tr e a m  o f tra ffic  c a n  b e  d e te rm in e d  f ro m  its  lab e l, 
d if fe re n tly  la b e lle d  p a c k e ts  m u s t  re c e iv e  d if fe re n tia l  s e rv ic e  a t  th e  l in k  lev e l if  th e  
Q oS  d iffe re n tia ls  a re  to  b e  re a lis e d . T h is  is th e  fu n c t io n  o f a  tra ffic  s c h e d u lin g  
a lg o r ith m .
Traffic s c h e d u lin g  as  a  c o m p o n e n t  o f  In te r n e t  Q o S  w a s  re v ie w e d  in  S ec tio n  2.2.3. 
O n e  is s u e  w i th  c u r r e n t  s c h e d u l in g  a lg o r i th m s  is  th a t  th e y  a re  e i th e r  n o t  fa ir  e n o u g h  
o r  a re  d iff ic u lt to  im p le m e n t  in  h a rd w a re .
In  th is  se c tio n , a  n e w  w o r k  c o n s e rv in g  tra ffic  s c h e d u lin g  a lg o r i th m  is  p r e ­
s e n te d , th a t  is  in s p ir e d  b y  th e  p r in c ip le s  o f  th e  h u m a n  h e a r t .  F irs t  th e  m a in  c o n ­
c e p ts  o f  o u r  s c h e d u l in g  a lg o r i th m  a re  e x p la in e d  a s  is  i ts  s im ila r i ty  to  th e  a tr iu m -  
v e n tr ic le  m o d e l  in  th e  h u m a n  h e a r t .  T h e n , th e  fa irn e s s  a n d  c o m p le x ity  o f  th e  
a lg o r i th m  is  e v a lu a te d  u s in g  a n  a n a ly tic a l  m o d e l  a n d  c o m p u te r  s im u la tio n s . A n  
e x te n d e d  a lg o r i th m  fo r  w e ig h te d  fa ir  q u e u in g  is  p r e s e n te d  in  th e  e n d  o f th is  sec ­
tio n .
A  l ig h te r  v e r s io n  o f  th is  a lg o r i th m  is  th e n  p re s e n te d , th a t  is  e a s ie r  to  im p le ­
m e n t  a n d  h a s  b e t te r  s to ra g e  co m p lex ity . T h is  s im p lif ie d  v e rs io n  is  su ita b le  fo r 
im p le m e n tin g  w e ig h te d  f a ir  q u e u in g .
Atrium Ventricle
valves
Figure 4.12: Atrium-ventricle model
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4.4.1 The atrium-ventricle model
T h e  n e w  s c h e d u l in g  a lg o r i th m  is  b a s e d  o n  th e  a tr iu m -v e n tr ic le  m o d e l  o f  th e  h e a r t  
in  th e  c a rd io v a s c u la r  sy s te m . T h e  o u tp u t  q u e u e  o f  a n  in te r fa c e  is  d iv id e d  in to  a n  
a t r iu m  s e c tio n  w h e re  p a c k e ts  a re  b u f fe re d  a n d  a  v e n tr ic le  s e c tio n  w h e re  p a c k e ts  
a re  s e n t  o u t  b y  a p p ly in g  p r e s s u r e  to  th e  v e n tr ic le .
A tr io v e n tr ic u la r  v a lv e s  a l lo w  p a c k e ts  to  m o v e  f ro m  th e  a t r iu m  to  th e  v e n ­
tr ic le  d u r in g  th e  a tr ia l  s y s to le  a n d  p r e v e n t  p a c k e ts  f ro m  r u n n in g  b a c k  f ro m  th e  
v e n tr ic le  to  th e  a t r iu m  d u r in g  th e  v e n tr ic u la r  sy s to le .
W h e re a s  th e  h u m a n  h e a r t  is  q u a d r ic -c a m e ra l,  in  th is  m o d e l  th e re  a re  tw o  
c h a m b e rs  fo r  e a c h  FEC : o n e  a tr ia l  a n d  o n e  v e n tr ic u la r  a s  d e p ic te d  in  F ig . 4.12. 
T h e  a tr ia l  a n d  v e n tr ic u la r  c h a m b e rs  fo r  e a c h  F E C  w il l  b e  re fe r re d  to  a s  th e  h o ld ­
in g  q u e u e  a n d  s u b m it  q u e u e  re sp e c tiv e ly .
W h e n  th e  v e n tr ic le  is  c o n tra c te d , p a c k e ts  a re  s e n t  o u t  th r o u g h  th e  o u tp u t  in ­
te rfa c e  (ao rta ) . T h e  f ir s t  p a c k e t  to  g e t  o u t  is  th e  o n e  f ro m  th e  s u b m it  q u e u e  w i th  
th e  h ig h e s t  pressure3. A f te r  o n e  p a c k e t  (o r m o re )  is  r e le a s e d  f ro m  th a t  s u b m it  
q u e u e , th e  p re s s u r e  d e c re a s e s  e n o u g h  so  t h a t  a n o th e r  s u b m it  q u e u e  w il l  h a v e  th e  
h ig h e s t  p r e s s u re  a n d  th e  n e x t  p a c k e t  w il l  b e  s e n t  f ro m  th is  q u e u e .
W h e n  o n e  o r  m o re  s u b m it  q u e u e s  a re  e m p ty , th e  p a c k e ts  a re  m o v e d  f ro m  
h o ld in g  q u e u e s  in to  s u b m it  q u e u e s  th r o u g h  a tr io v e n tr ic u la r  v a lv e s .
4.4.1.1 Ventricular systole
P re s s u re  in  s u b m it  q u e u e s  is  a  p o s it iv e  r a t io n a l  v a lu e . B efo re  th e  f ir s t  v e n tr ic u la r  
sy s to le , th e  p re s s u r e  is  e q u a l is e d  b y  b e in g  s e t  to  u n i ty  fo r  a ll  s u b m it  q u e u e s  so  
th a t  e a c h  F E C  s ta r ts  w i th  a n  e q u a l  c h a n c e  o f  t ra n s m is s io n . T h a t  is:
3T he in te rp re ta tio n  of th e  te rm  pressure in  th is  contex t w ill b e  describ ed  later.
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Pq <— 1; fo r  0 <  k < N
w h e re
Po is  th e  in it ia l  p r e s s u r e  fo r  F E C  k
N  is  th e  n u m b e r  o f  FE C s;
Q is  th e  m a x im u m  s u b m it  q u e u e  size .
(4.3)
A t  s te p  i, a  p a c k e t  is  s e le c te d  f ro m  th e  q u e u e  w i th  th e  h ig h e s t  p r e s s u re  (m ax (P ifc)). 
W h e n  th e  ith p a c k e t  o f  s iz e  S f  is  r e le a s e d  f ro m  q u e u e  k, th e  p re s s u re  b e c o m e s :
4.4.1.2 Ventricular diastole and atrial systole
T h e s e  tw o  p h a s e s  a re  s im u lta n e o u s . T h is  h a p p e n s  w h e n  o n e  o r  m o re  s u b m it  
q u e u e s  a re  e m p ty  a n d  th e  v e n tr ic le  n e e d s  to  r e la x  so  t h a t  th e  p a c k e ts  f ro m  th e  
a t r iu m  c a n  b e  p u s h e d  in to  th e  v e n tr ic le  th r o u g h  th e  a tr io v e n tr ic u la r  v a lv e s .
T h e  c o u n te r  is  r e s e t  to  0 a n d  th e  p re s s u r e  in  a l l  s u b m it  q u e u e s  is  re s e t  to  
Pq 1 +  w h e r e  P f  is  th e  p re s s u re  fo r  FE C  k b e fo re  th e  v e n tr ic u la r  d ia s to le .
4.4.1.3 A trial diastole
T h e  a t r iu m  m u s t  b e  a b le  to  re c e iv e  p a c k e ts  c o n tin u o u s ly . T h e re fo re , th e  a tr iu m  
w il l  b e  in  a  p e r m a n e n t  d ia s to le . T h e  s h o r t  sy s to lic  c o n tra c tio n s  w il l  ta k e  p la c e  
d u r in g  th e  a tr ia l  d ia s to le  p h a s e .
T h e  h o ld  a n d  s u b m it  q u e u e s  h a v e  l im ite d  b u f fe r  c a p a c ity  a s  i t  is  th e  sp a c e  
in  th e  h u m a n  h e a r t .  I n  th e  c a rd io v a s c u la r  s y s te m  if  th e  r a te  o f  b lo o d  f ro m  th e  
v e in s  in c re a se s , so  w i l l  th e  h e a r t  r a te  a n d  th e  a m o u n t  o f  b lo o d  e n te r in g  th e  a tr iu m  
e q u a ls  th e  a m o u n t  t h a t  le a v e s  th e  v e n tr ic le . I n  a  s im ila r  w a y  in  a  n e tw o r k  sw itc h , 
th e  in p u t  tra ffic  r a te  a lm o s t  e q u a ls  th e  o u tp u t  r a te  (sm a ll v a r ia tio n s  m a y  b e  ac ­
c e p te d , d e p e n d in g  o n  th e  s iz e  o f  th e  h o ld in g  q u e u e ) . C o n se q u e n tly , H L F Q A  w ill
p k
Qk
p k  _  ~ i_ 
^  Q ’
(4.4)
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n o t  a c c e p t p a c k e ts  if  th e  h o ld in g  q u e u e  is  fu ll  a n d  m u s t  b e  a b le  to  d e c id e  w h ic h  
p a c k e ts  to  d r o p  b e fo re  e n te r in g  th e  a tr iu m .
4.4.1.4 Aorta
T h e  o u tp u t  in te r fa c e  re s e m b le s  th e  a o r ta  in  th e  c a rd io v a s c u la r  sy s te m . H o w e v e r , 
th e  p a c k e ts  th a t  le a v e  th e  s u b m it  q u e u e s  c o u ld  b e  p re -b u f fe re d  b e fo re  s e n d in g  
th e m  o u t  th r o u g h  th e  in te rfa c e . T h is  is  to  a v o id  th e  id le  t im e s  w h e n  th e  v e n tr ic le  
is  in  d ia s to le  a n d  d o e s  n o t  p u s h  o u t  p a c k e ts . T h e re fo re , th e  o u tp u t  in te rfa c e  w ill  
a lw a y s  h a v e  p a c k e ts  to  p ro c e s s  in  th e  b u ffe r. I n  th is  m o d e l  th e  s h a re d  o u tp u t  
b u f fe r  is  n o w  th e  a o r ta  a s  s e e n  in  F ig  4.13.
4.4.2 Evaluating the algorithm
T h e  fa irn e s s  o f th is  s c h e d u l in g  m e c h a n is m  d e r iv e s  f ro m  th e  f lu id  m o d e l  u s e d  
in  i ts  d e s ig n . C o m p re s s in g  th e  v e n tr ic le  e q u a lis e s  th e  p re s s u r e  in  a ll  th e  s u b ­
m it  q u e u e s  ( a l th o u g h  th e  e q u a l is a t io n  is  n e v e r  ex ac t, g iv e n  th a t  th e  p a c k e t  is  th e  
s m a lle s t  u n i t  th a t  c a n  b e  t ra n s m itte d ) .
L e t k a n d  I b e  tw o  FE C s. Z f  a n d  a re  th e  to ta l  a m o u n t  o f  d a ta  s e n t fo r  F E C s 
k a n d  I u p  to  (a n d  in c lu d in g )  s te p  i.
! ?  =  £ , _ n  = T ,i ,i ,i S'j  (4-5)
A trium  Ventricle
shared FIFO
valves
Figure 4.13: Using a shared output FIFO as aorta
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A t th e  b e g in n in g  o f  e a c h  v e n tr ic u la r  sy s to le  I  h a v e  Tfi = Tq = 0. A t  e a c h  s te p  
a  s in g le  p a c k e t  is  s e n t  o u t  th r o u g h  th e  a o r ta . T h e re fo re :
T-f - T [ \<  M A X  (4.6)
w h e re  M A X  is  th e  m a x im u m  p a c k e t  s ize . N o w , a s s u m in g  th a t:
\Tt i  ~  Tl-i\ < M A X  (4.7)
I  w a n t  to  p r o v e  th a t  |T f  — T- \ < M A X .
If  a t  s te p  i n o  p a c k e t  is  s e n t  o u t  e i th e r  f ro m  q u e u e  k o r  I, I h a v e  T^_1 = Z f  a n d  
= T\ a n d  th e re fo re  |T f - T \ \  = \ - T \ _ x| <  M A X .
If  a t  s te p  i a  p a c k e t  is  s e n t  f ro m  o n e  o f  th e  tw o  q u e u e s , fo r  in s ta n c e  q u e u e  I, i t  
m e a n s  th a t  th e  p r e s s u r e  in  q u e u e  I is  g re a te r  t h a n  in  q u e u e  k. T h a t  is:
P[ l i  <  Pi-i a n d  th e re fo re ,
TU > TU  and 1 ^ !  - T U I = If- 1  ~ T\-1
B e c a u se  a  p a c k e t  is  s e n t  f ro m  q u e u e  I a n d  n o  p a c k e t  is  s e n t  f ro m  q u e u e  k i t  
r e s u l ts  th a t:  Z f  -  a n d  Tj < - T\_x +  S\
H e n c e :
|T? - 7 j \  = |T t i  - T l_ x - S \| <  |M A X  -  S \\<  M A X  (4.8)
I t  h a s  b e e n  p r o v e d  (4.6) a n d  f ro m  a s s u m p t io n  (4.7) i t  c a n  b e  d e r iv e d  (4.8) to  b e  
t ru e . H e n c e , u s in g  m a th e m a tic a l  in d u c t io n , i t  h a s  b e e n  p r o v e d  th a t  fo r  a n y  tw o  
q u e u e s , a t  a n y  s te p  i,
\Tf -  Tl\ < M A X  (4.9)
N o w , if  i t  is  c o n s id e re d  th e  to ta l  s e rv ic e  p r o v id e d  u n t i l  th e  m o m e n t  i to  b e  T  
th e n , th e  s e rv ic e  o f  th e  id e a l  G P S  d is c ip lin e  fo r  e a c h  EEC  w il l  b e  B u t th e  to ta l
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a m o u n t  o f  s e rv ic e  is  a lso  th e  s u m  o f  se rv ic e  o f  a ll  FEC s:
T =  £  T> (4.10)
j=l,N
In  th e  w o r s t  c a se  (a n d  u s in g  (4.9)) th e re  is  a  F E C  k so  th a t
TÌ  = N  ■ T f  ±  N  ■ M A X (4.11)
3=1,N
F ro m  (4.10) a n d  (4.11) i t  c a n  b e  d e d u c e d  th a t:
T  = N  • T f  ±  N  ■ M A X (4.12)
H e n c e , in  th e  w o r s t  case , th e  d iffe re n c e  b e tw e e n  th e  se rv ic e  o f  G P S  a n d  th e  
se rv ic e  o f  F E C  k is:
= Tjs ±  M A X  - I f  = ± M A X
T h e re fo re , th e  fa irn e s s  o f  th e  a lg o r i th m  is  M A X . A lso , th e  a lg o r i th m  d o e s  n o t  
k e e p  s ta te  o f  p r e v io u s  e v e n ts  a n d  th e  F E C s a re  n o t  p e n a l i s e d  fo r  u s in g  ex cess  
b a n d w id th  w h e n  o th e r  F E C s w e r e  id le , u n l ik e  V ir tu a lC lo c k  [167].
4 .4 .2 .1  C o m p le x i ty  o f  th e  a lg o r i th m
T h e  c o m p le x ity  o f  s c h e d u l in g  is  g iv e n  b y  th e  n u m b e r  o f  o p e ra t io n s  r e q u ir e d  to  
s e n d  o n e  p a c k e t .  I n  th e  a p p ro a c h  u s e d  b y  H L F Q A  th e  p re s s u r e  fo r  e a c h  s u b m it  
q u e u e  is  s to re d  in  a  s o r te d  a rra y . T h e  h e a d  o f  th e  a r r a y  is  th e  h ig h e s t  p r e s s u re  
v a lu e . A  p a c k e t  is  s e n t  f ro m  th e  s u b m it  q u e u e  w i th  th e  h ig h e s t  p re s s u re , a n d  
th e n  th e  p r e s s u r e  is  r e c a lc u la te d  fo r  t h a t  q u e u e . T h is  r e q u ire s  (b a se d  o n  (4.4)) 
o n ly  tw o  b a s ic  o p e ra t io n s  h a v in g  c o n s ta n t  c o m p lex ity . T h e  c o m p le x ity  o f  th e  
a lg o r i th m  d e r iv e s  f ro m  th e  o p e ra t io n  o f  in s e r t in g  th e  n e w  p re s s u re  v a lu e  i n  a  
s o r te d  a r r a y  w h ic h  is  o f  O ( lo g n )  c o m p lex ity . A n  o v e rv ie w  o f  th e  c o m p le x ity  a n d
T _ T k =  n -t £± n  m a x  _  rpk
N  i  N
(4.13)
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fa irn e s s  o f  o th e r  s c h e d u lin g  a lg o r i th m s  w a s  p r e s e n te d  in  S e c tio n  2.2.3.
A l th o u g h  th e re  a re  s c h e d u l in g  a lg o r i th m s  s u c h  a s  E m u la te d  W e ig h te d  F a ir  
Q u e u e in g  (E W FQ ) [85] o r  S e lf-C lo c k ed  F a ir  Q u e u in g  (SC FQ ) [69] h a v in g  lo w e r  
c o m p le x ity  (0 ( 1 )), th e  p r ic e  p a id  is  th e  r e d u c e d  le v e l  o f  is o la tio n  a m o n g  th e  ses­
s io n s , c a u s in g  th e  e n d - to -e n d  d e la y  b o u n d s  to  g ro w  l in e a r ly  w i th  th e  n u m b e r  o f 
F E C s [143].
4.4.3 Weighted scheduling
T h e  a lg o r i th m  c a n  b e  m o d if ie d  to  p r o v id e  w e ig h te d  fa ir  s c h e d u lin g . If  th e re  are  
N  c o n c u r re n t  F E C s r e q u e s t in g  a  p r o p o r t io n  pk o f  a v a ila b le  b a n d w id th ,  w h e re  
J2k=i NPk = 1/ T h e  in it ia l  p r e s s u r e s  in  s u b m it  q u e u e s  c a n  b e  s e t  to :
p 0k ^  ^  a n d  P t ~  P i ,  -  ^
T h is  w i l l  p r o v id e  s e rv ic e  fo r  F E C s p r o p o r t io n a l  w i th  th e ir  r e q u e s te d  pk p e rc e n t 
o f  th e  a v a ila b le  b a n d w id th .
4.4.4 Implementing the algorithm
4.4.4.1 Storing packets
F o r  e a c h  F E C  tw o  q u e u e s  (h o ld  a n d  s u b m it)  a re  n e e d e d . S in g le  l in k e d  lis ts  c a n  b e  
u s e d  to  im p le m e n t  th e  F IF O  q u e u e s . A l th o u g h , in  th e  h u m a n  h e a r t ,  b lo o d  cells  
in  th e  a t r iu m  a re  s e p a r a te d  f ro m  th o s e  i n  th e  v e n tr ic le , in  th is  im p le m e n ta t io n  th e  
l in k e d  l is ts  o f  p a c k e ts  f ro m  a t r iu m  a re  l in k e d  w i th  th o s e  in  v e n tr ic le . T h e refo re , 
m o v in g  p a c k e ts  th r o u g h  th e  a tr io v e n tr ic u la r  v a lv e  is  s e a m le s s . P o in te r s  a re  u s e d  
to  id e n t ify  th e  f irs t a n d  th e  la s t  p a c k e t  in  b o th  h o ld  a n d  s u b m it  q u e u e s .
A  d o u b ly  l in k e d  l is t  s to re s  th e  v a lu e s  o f  p re s s u re  i n  e a c h  s u b m it  q u e u e . T h is  
is  a n  o r d e r e d  lis t; th e  v a lu e s  a re  s to r e d  in  d e s c e n d in g  o rd er.
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4.4.4.2 Atrial diastole (receiving packets)
T h e  a lg o r i th m  is  in  a  p e r m a n e n t  a t r ia l  d ia s to le  p h a s e  b e c a u s e  th e  s y s te m  m u s t  b e  
a b le  to  re c e iv e  p a c k e ts  c o n tin u o u s ly .
I t w a s  m a d e  th e  a s s u m p t io n  th a t  p a c k e ts  a re  a lr e a d y  c la ss if ied  in to  FEC s. 
T h e re fo re , b u f fe r in g  p a c k e ts  m e a n s  l in k in g  e v e ry  n e w  p a c k e t  a t  th e  e n d  o f its  
c o r r e s p o n d in g  l in k e d  lis t.
4 .4 .4 .3  Atrial systole and ventricular diastole (moving packets from atrium to 
ventricle)
W h e n  o n e  o r  m o re  s u b m it  q u e u e s  a re  e m p ty , p a c k e ts  f ro m  th e  a t r iu m  w il l  f lo w  
in to  th e  v e n tr ic le . In  th e  a c tu a l  im p le m e n ta t io n , o n ly  a  fe w  p o in te r s  a re  c h a n g e d .
T h e  p re s s u r e  m u s t  b e  r e c o m p u te d  fo r  e a c h  q u e u e . T h e  c o m p le x ity  o f  th is  
o p e ra t io n  is  0 (N ). H o w e v e r  th is  o p e ra t io n  is  p e r f o r m e d  o n ly  w h e n  a  v e n tr ic u la r
q u e u e  is  e m p ty  a n d  i t  is  n o t  r e q u i r e d  fo r  th e  s im p lif ie d  v e rs io n  o f th e  a lg o r ith m .
4 .4 .4 .4  Ventricular systole
T h e  h e a d  o f  q u e u e  o f  th e  s o r te d  d o u b ly  l in k e d  l is t  o ff p r e s s u re  v a lu e s  re p re s e n ts  
th e  s u b m it  q u e u e  w i th  th e  h ig h e s t  p r e s s u re .  T h e  h e a d  o f  q u e u e  p a c k e t  is  se le c te d  
f ro m  th a t  s u b m it  q u e u e  a n d  s e n t  o u t  th e  n e tw o r k  in te rfa c e .
T h e  p r e s s u r e  is  r e c o m p u te d  o n ly  fo r  t h a t  p a r t ic u la r  q u e u e  a n d  th e  v a lu e  in ­
s e r te d  in  th e  s o r te d  l is t  o f  p r e s s u r e  v a lu e s . T h e  c o m p le x ity  o f  th is  o p e ra t io n  is  
0 ( lo g  N).
4.4.5 Simulation results
T w o s im u la t io n s  w e re  p e r f o r m e d  . In  th e  f ir s t  o n e , th re e  FE C s s h a re  a  l in k  equally . 
T h e ir  a v e ra g e  r a te  w i l l  s ta b ilis e  a t  o n e  th i r d  (0.33) o f  th e  b a n d w id th  a s  s h o w n  in  
F ig . 4.14.
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In  th e  s e c o n d  te s t  th e  f lo w s  w e re  w e ig h te d  w i th  w e ig h ts  1, 2, a n d  3, so  th e y  
ta k e  0.16, 0 .33 a n d  0.5 r e s p e c tiv e ly  o f  th e  b a n d w id th .  A f te r  a  w h i le  th e  th ird  
f lo w  s to p s  s e n d in g  p a c k e ts , th e n  th e  se c o n d . In  F ig.4.15 i t  c a n  b e  s e e n  th a t  a f­
te r  FE C 3 s to p s  s e n d in g  p a c k e ts ,  th e  r e m a in in g  f lo w s  s h a re  th e  b a n d w id th  w ith  
w e ig h ts  1 a n d  2 r e p re s e n t in g  n o w  0 .33  re s p e c tiv e ly  0.66 p e rc e n t  o f  th e  b a n d w id th .  
W h e n  F E C I r e m a in s  a lo n e  i t  w il l  u s e  th e  e n tire  b a n d w id th .  T h e  s e c o n d  s im u la ­
t io n  s h o w e d  th a t  if  o n e  (o r m o re )  F E C  is  id le , th e  u n u s e d  b a n d w id th  is  e v e n ly  
(p ro p o r tio n a l)  d is t r ib u te d  a m o n g  r e m a in in g  FE C s.
4.4.6 Simplified HLFQA (s-HLFQA)
T h e  a n a lo g y  o f  th e  H L F Q A  a lg o r i th m  w i th  th e  o p e ra t io n  o f  th e  h u m a n  h e a r t  is 
a tt r a c t iv e , b u t  b r in g s  th e  d i s a d v a n ta g e  th a t  tw o  q u e u e s  m u s t  b e  m a in ta in e d  p e r  
FEC . I t  is  p o s s ib le  to  r e d u c e  th is  to  a  s in g le  q u e u e  b y  a p p ro p r ia te ly  m o d ify in g  
H L F Q A  to  o b ta in  a  s im p lif ie d  (s-H L F Q A ) a lg o r ith m .
packets
Figure 4.14: 3 FECs sharing equally 0.33 of the link
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Figure 4.15: 3 weighted FECs sharing respectively 0.16/0.33/0.5 of the link then 2 flows 0.33/0.66 
then Iflow all the bandwidth
In  th e  s im p lif ie d  v e rs io n , th e re  is o n ly  o n e  q u e u e  p e r  FE C , a  u n if ie d  h o ld  a n d  
s u b m it  q u e u e . I n  th is  c o n te x t, s in c e  p a c k e ts  e n te r  a rb i tra r i ly  in to  th e  q u e u e  (th e  
h e a r t  is  a lw a y s  o p e n )  q u e u e  p r e s s u r e s  c a n n o t  b e  u s e d  in  m a k in g  th e  s c h e d u lin g  
d e c is io n . H e n c e , a n o th e r  m e a s u re  is  u s e d  to  d e c id e  w h ic h  p a c k e t  w i l l  b e  s e n t  
n e x t  a n d  f ro m  w h ic h  q u e u e . W h ile  in  H L F Q A  a  p a c k e t  is  s e n t  f ro m  th e  q u e u e  
w i th  th e  h ig h e s t  p r e s s u re ,  in  s -H L F Q A  th e  p a c k e t  is  s e n t  f ro m  th e  q u e u e  w h ic h  
h a s  r e c e iv e d  th e  le a s t  a m o u n t  o f  se rv ic e .
T h e re fo re  a t  s te p  i, a  p a c k e t  w il l  b e  s e n t  f ro m  q u e u e  k i f  a n d  o n ly  if:
w h e re  J f  is  th e  to ta l  a m o u n t  o f  d a ta  s e n t  fo r  F E C  k u n t i l  s te p  i a s  d e s c r ib e d  in  4.5.
H o w e v e r , th e  T f  a re  c o n tin u o u s ly  in c re a s in g  v a lu e s  a n d  th e re fo re  th e y  c a n  b e  
n o r m a l is e d  o r  r e s e t  to  lo w e r  v a lu e s  w h e n  th e y  re a c h  a n  u p p e r  b o u n d  a n d  e a c h
I f  = min(T\f), j  — 1 ,2...N] (4.14)
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t im e  th e  v a lu e  o f  N  c h a n g e s . T h e  p r o c e d u r e  is  e x p la in e d  b e lo w : R e s e t t in g  T  to  
lo w e r  v a lu e s :  W h e n  th e  v a lu e s  T  a re  c o n s id e re d  to o  b ig , th e y  c a n  b e  s im p ly  re se t 
to  0. H o w e v e r , to  m a in ta in  th e  p e r fe c t  fa irn e s s  o f  th e  a lg o r i th m  a n  a lte rn a t iv e  is 
to  r e s e t  th e m  b a s e d  o n  th e  fo llo w in g  fu n c tio n :
F o r  e a c h  k = 1 ,2...N;
Ti t— Tj0 — min(T?), j  =  l ,2 ..J V ; (4.15)
T h e  s e c o n d  a l te rn a t iv e  d o e s  n o t  a ffe c t th e  f a irn e s s  o f  th e  a lg o r i th m  s in c e  i t
m a in ta in s  th e  d if fe re n c e s  b e tw e e n  th e  v a lu e s  o f  T  fo r  a n y  q u e u e .
4.4.6.1 F a irn e s s  o f  s -H L F Q A
L e t k a n d  I b e  tw o  F E C s. J f  a n d  Tj a re  th e  to ta l  a m o u n t  o f  d a ta  s e n t  fo r  FE C s k 
a n d  I u n t i l  s te p  i.
i? = E i=MS‘; T'i=T.j,u Si (4.16)
In it ia l ly  th e r e  w a s  Tfi =  Tq =  0. A t  e a c h  s te p  a  s in g le  p a c k e t  is  s e n t  o u t. 
T h e re fo re :
\Ti ~T[\ < M A X  (4.17)
w h e re  M A X  is  th e  m a x im u m  p a c k e t  s iz e . N o w , a s s u m in g  th a t:
\Ti_x -  T ^ l  <  M A X  (4.18)
I  w a n t  to  p r o v e  th a t  |Z f  - T \  \<  M A X .
If  a t  s te p  i n o  p a c k e t  is  s e n t  o u t  e i th e r  f ro m  q u e u e  k o r  I, th e n  = T f  a n d  
T\_x = T\ a n d  th e re fo re  \T* ~ T \  | =  \T ^X -  <  M A X .
If  a t  s te p  i a  p a c k e t  is  s e n t  f ro m  o n e  o f  th e  tw o  q u e u e s , fo r  in s ta n c e  q u e u e  I, i t  
m e a n s  th a t  Tik_l > T\_± a n d  |Tf_x -  T 1^  = -  T\_x
B e c au se  a  p a c k e t  is  s e n t  f ro m  q u e u e  I a n d  n o  p a c k e t  is  s e n t  f ro m  q u e u e  k th en :
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H en c e :
Ttk — Tl\ =  I I t i  -  T h  -  SU < I M A X  - S l \ <  M A X  (4.19)
I t  h a s  b e e n  p r o v e n  (4.17) a n d  f ro m  a s s u m p t io n  (4.18) i t  w a s  d e r iv e d  (4.19) to  
b e  t ru e . H e n c e , u s in g  m a th e m a tic a l  in d u c t io n , i t  h a s  b e e n  p r o v e d  th a t  fo r  a n y  
tw o  q u e u e s , a t  a n y  s te p  i,
T h is  is  th e  s a m e  r e s u l t  a s  in  (4.9) fo r  H L F Q A . T h e re fo re , i t  c a n  b e  a g a in  d e ­
d u c e d  (4.13) a n d  so  th e  fa irn e s s  o f  s -H L F Q A  is  M A X .
4.4.7 Complexity of s-HLFQA
T h e  tim e  c o m p le x ity  o f  s -H L F Q A  is  g iv e n  b y  th e  n u m b e r  o f  o p e ra t io n s  p e r fo rm e d  
in  o rd e r  to  s e n d  o n e  p a c k e t  f ro m  N  q u e u e s .
T h e  v a lu e s  T  a re  s to re d  in  a  s o r te d  a r r a y  (o r  lis t). S e le c tin g  th e  m in  f ro m  
th a t  a r r a y  r e q u ir e s  o n e  b a s ic  o p e ra t io n . A n o th e r  b a s ic  o p e ra t io n  is  r e q u ir e d  to  
in c re a s e  T: T k+1 <— T k +  S k. T h e  n e w  v a lu e  o f  T  m u s t  b e  in s e r te d  in  th e  s o r te d  
a rray . T h is  o p e ra t io n  h a s  0 ( lo g  N) c o m p lex ity . T h e re fo re  s -H L F Q A  b e lo n g s  to  
th e  0 ( lo g  N) c la s s  o f  c o m p le x ity .
s -H L F Q A  c a n  b e  u s e d  to  p r o v id e  w e ig h te d  fa ir  s c h e d u l in g  a s  w e ll. I f  th e re  a re  N  
c o n c u r re n t  FE C s r e q u e s t in g  a  p r o p o r t io n  o f  pk o f  th e  a v a ila b le  b a n d w id th ,  w h e re  
=  1, th e  to ta l  s e rv ic e  fo r  FE C  k w i l l  b e  r e c o rd e d  as  fo llo w s:
T k - T l \  < M A X (4.20)
4.4.8 Weighted s-HLFQA
Ok V ' . .
rj-ik __  rj-tk I i ___  3
* p k  ~  p k (4.21)
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F ro m  (4.20) I h a v e  \T f—Tl \ < M A X  f o r  a n y  l ,k  e l ,  2 , . . . ,  N. S ince  T f  >  M A X  
i t  c a n  b e  c o n s id e re d  th a t
T ^ T \ .  (4.22)
L e t Si b e  th e  to ta l  a m o u n t  o f  p a c k e ts  p ro c e s s e d  fo r  a ll  th e  q u e u e s  u n t i l  s te p  i. 
T h a t  is:
S i =  E  s ’i  <4 -2 3 )
3 = 1 ,N
F ro m  (4.22) re su lts :  T± m T f  «  . . .T f  a n d  u s in g  (4.21) i t  r e s u l ts  th a t:
Sj ~  E - Sj ~  ■■■T‘j=pNiSj ~  =  Si' C o n se q u e n tly , fo r  a n y  k I  h a v e :
^ i=pk Sj ~  Si a n d  th e re fo re :
Y  S* ~ p k -Si (4.24)
j = i >*
H e n c e , th e  p r o p o r t io n  o f  p a c k e ts  s e n t  fo r  F E C  k is  a p p ro x im a te ly  e q u a l  w i th  pk.
4.4.9 A comparison of HLFQA and WFQ
T h e  H L F Q A  a n d  s -H L F Q A  s c h e d u l in g  a lg o r i th m s  a c h ie v e  M A X  fa irn e s s  a n d  
h a v e  0 ( lo g  N) c o m p u ta t io n a l  c o m p lex ity . T h is  p r o p e r ty  is  s h a re d  b y  th e  Weighted 
Fair Queueing (WFQ) a lg o r i th m  d e s c r ib e d  in  [52]. H o w e v e r , u n l ik e  H L F Q A , W F Q , 
a l th o u g h  i t  d o e s  n o t  fa l l  b e h in d  G P S  b y  m o re  t h a n  M A X , c a n  g o  fa r  a h e a d  o f
i t  [25]. H L F Q A 's  s u p e r io r  p e r fo rm a n c e  in  th is  r e g a r d  is  i l lu s tr a te d  in  th e  fo llo w ­
in g  e x a m p le .
C o n s id e r  a  s c h e d u le r  w i th  2 a c tiv e  q u e u e s . I n  th e  f ir s t  q u e u e  (Qi), th e re  a re  3 
p a c k e ts  o f  s iz e  1  (p\, pi a n d  pf) a n d  in  th e  s e c o n d  q u e u e  (Q2) th e re  is  o n ly  a  s in g le  
p a c k e t  o f  s iz e  4  (pi). I n  W F Q , b e c a u s e  a ll  th e  p a c k e ts  in  th e  f ir s t  q u e u e  w o u ld  
c o m p le te  se rv ic e  in  G P S  e a r l ie r  th a n  th e  p a c k e t  in  th e  s e c o n d  q u e u e , a ll  o f  th e m  
w i l l  b e  s e n t  b e fo re  a n y  b i t  f ro m  th e  s e c o n d  q u e u e  is  se n t. T he  o r d e r  in  w h ic h  th e  
p a c k e ts  a re  s e n t  is  th u s :  p\, p\, p\, p\.
I n  H L F Q A , o n c e  th e  p a c k e t  p\ c o m p le te s  th e  se rv ic e , th e  p re s s u re  in  th e  f irs t
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q u e u e  d e c re a se s , so  th e  n e x t  p a c k e t  w i l l  b e  s e n t  f ro m  th e  s e c o n d  q u e u e . T h e  
p a c k e t  o r d e r  in  H L F Q A  w ill  th u s  b e : p\, p\, p \, p\, a n d  th e re fo re , H L F Q A  d o e s  
n o t  g o  f a r  a h e a d  o f  G P S  a s  d o e s  W F Q . T h is  e x a m p le  i l lu s tra te s  th e  p r o p e r ty  o f  
H L F Q A  e s ta b l is h e d  in  s u b s e c t io n  4 .4 .2 , th a t  i t  w i l l  n o t  a d v a n c e  th e  th e  s c h e d u lin g  
o f p a c k e ts  c o m p a re d  to  G P S  b y  m o re  th a n  M A X .
4.4.10 Summary
A  n e w  s c h e d u l in g  a lg o r i th m , s u ita b le  fo r  d e p lo y m e n t  in  M P L S  n e tw o rk s , h a s  
b e e n  p r o p o s e d , b a s e d  o n  a n  a n a lo g y  w i th  th e  w o rk in g s  o f  th e  h u m a n  h e a r t .  I t  
h a s  b e e n  s h o w n  th a t  th e  H L F Q A  c la ss  o f  a lg o r i th m s  a c h ie v e  M A X  fa irn e s s  a n d  
0 ( lo g  N)  c o m p le x ity . T h is  is  th e  o p t im a l  f a irn e s s  th a t  c a n  b e  a c h ie v e d  w i th  p a c k e t  
b a s e d  s c h e d u le rs . S c h e d u lin g  a lg o r i th m s  s u c h  a s  E W F Q  a n d  SC F Q  h a v e  lo w e r  
c o m p u ta t io n a l  c o m p le x ity  (0 (1 ) ) .  H o w e v e r , t h e y  d o  n o t  a c h ie v e  th e  s a m e  o p ti­
m a l  fa irn e s s  a n d  th e  p r ic e  p a id  is  th e  r e d u c e d  le v e l  o f  iso la tio n  a m o n g  th e  se s­
s io n s , c a u s in g  th e  e n d - to -e n d  d e la y  b o u n d s  to  g r o w  lin e a r ly  w i th  th e  n u m b e r  o f 
FE C s. W F Q  h a s  s im ila r  p ro p e r t ie s  to  H L F Q A  i n  te r m  o f  fa irn e s s  a n d  co m p lex ity . 
H o w e v e r , th e  c a lc u la tio n s  to  b e  p e r fo rm e d  a re  s im p le r  fo r  H L F Q A . A  s im p lif ie d  
im p le m e n ta t io n  (h a v in g  th e  s a m e  fa irn e s s  a n d  c o m p le x ity )  c a lle d  s -H L F Q A  h a s  
a lso  b e e n  p ro p o s e d . B o th  a lg o r i th m s  a re  s im p le  e n o u g h  to  b e  im p le m e n te d  in  
h a rd w a re  so  t h a t  w ir e - s p e e d  o p e ra t io n  is  p o s s ib le  a t  h ig h  b i t  ra te s .
T h e  c o m p le x ity  o f  H L F Q A s in c re a s e s  w i th  th e  n u m b e r  o f  u s e rs 4 to  b e  s c h e d ­
u le d . In  M P L S  n e tw o rk s ,  tra ffic  f lo w s  w i th  s im ila r  fo rw a rd in g  c h a ra c te r is tic s  a re  
a g g re g a te d  in to  F E C s a n d  th u s  r e d u c in g  th e  n u m b e r  o f  u s e rs  a n d  th e  c o m p le x ity  
o f th e  s c h e d u l in g  a lg o r i th m . M o re o v e r, s in c e  th e  p a c k e ts  a re  a lr e a d y  c la ss if ied  
in to  F E C s a t  th e  M P L S  in g re s s  n o d e , th e  s c h e d u l in g  a lg o r i th m  d o e s  n o t  n e e d  a n  
a d d it io n a l  p a c k e t  c lassifier. H L F Q A s c a n  th e re fo re  ta k e  fu ll  a d v a n ta g e  f ro m  th e  
la rg e  sc a le  d e p lo y m e n t  o f  M PL S .
4See Section 2.2.3.I.
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4.5 Conclusions
M P L S  p r o v e d  its e lf  a s  a  sc a la b le , flex ib le  a n d  r o b u s t  f ra m e w o rk  o n  to p  o f  w h ic h  
Q o S  c a n  b e  p r o v id e d  in  th e  I n te r n e t  co re . H o w e v e r , in  o r d e r  to  b e  a b le  to  of­
fe r  e n d - to -e n d  Q o S  g u a ra n te e s ,  th e  e d g e  n e tw o rk  a lso  h a s  to  b e  Q o S  a w a re  a n d  
m o re o v e r , to  b e  c a p a b le  o f  e x p lo i tin g  th e  tra ffic  e n g in e e r in g  c a p a b ilit ie s  o f th e  
M P L S  f ra m e w o rk .
M P L S  b a s e d  W eb  s w itc h in g  te c h n iq u e s  lik e  t h a t  p r e s e n te d  in  th is  c h a p te r  c a n  
b e c o m e  th e  fu tu r e  s c a la b le  m e c h a n is m s  to  b a la n c e  th e  W eb re q u e s ts  a c ro ss  a  c lu s ­
te r  o f  s e rv e rs . S u c h  m e c h a n is m s  c a n  a lso  b e  u s e d  to  p r o v id e  d if fe re n tia te d  c la sse s  
o f  W eb  se rv ic e  in  a n  I n te r n e t  t h a t  n o  lo n g e r  p r o v id e s  o n ly  a  b e s t-e ffo r t  se rv ic e  
c la ss . T h e  g r a d e  o f  s e rv ic e  n e g o tia te d  c a n  b e  s u p p o r te d  e v e n  w h e n  u s in g  lo w  
c o s t  s o f tw a re  r o u te r s  a n d  s e rv e rs .
T h is  k in d  o f  r o u te r  is  p a r t ic u la ry  a ffe c te d  b y  th e  g ro w in g  p a c k e t  t ra n s m is s io n  
r a te s  in  th e  I n te rn e t  a n d  b y  th e  p e r -p a c k e t  p ro c e s s in g  tim e . T h e re fo re , a  s c h e m e  to  
r e d u c e  th e  p a c k e t  r a te  b y  in c re a s in g  th e  a v e ra g e  f ra m e  s iz e  b y  a g g re g a tin g  tra ffic  
in to  M P L S  m e ta - f ra m e s  w a s  a ls o  p ro p o s e d . In  c o n ju n c t io n  w i th  o th e r  a p p ro a c h e s  
to  e n la rg e  th e  M T U  i n  th e  I n te r n e t  co re , th is  M P L S  b a s e d  f ra m e w o rk  c a n  h e lp  
to  a c h ie v e  h ig h e r  t h r o u g h p u t  b y  a g g re g a tin g  th e  s m a ll  f ra m e s  th a t  o r ig in a te  in  
L A N s  w i th  s m a ll  M T U s.
A lo n g  w i th  th e  la rg e  n u m b e r  o f  Q oS  p ro v is io n in g  sc h e m e s  th a t  c a n  b e  d e ­
p lo y e d  o n  to p  o f  M P L S , tra ffic  c o n tro l m e c h a n is m s  s u c h  as tra ffic  s c h e d u le rs  a re  
n e e d e d  to  e n fo rc e  th e  g ra d e  o f  se rv ic e  fo r  e a c h  Q o S  c lass. A  n e w  c lass o f  tra ffic  
s c h e d u l in g  m e c h a n is m s  th a t  is  in s p ire d  b y  th e  h u m a n  h e a r t  w a s  p ro p o s e d . T h e  
f lu id  m o d e l  o f th is  a p p ro a c h  a c h ie v e s  th e  m a x im u m  fa irn e s s  (fo r a  p a c k e t  b a s e d  
s c h e d u le r )  a n d  i ts  s im p lic i ty  l e n d s  i tse lf  to  h a r d w a r e  im p le m e n ta t io n . T h is  so ­
lu t io n  ta k e s  fu l l  a d v a n ta g e  o f  th e  M P L S  c la s s -b a s e d  v i r tu a l  c irc u it  m o d e l ,  a n d  
i ts  q u e u in g  m o d e l  c a n  h e lp  th e  p re v io u s  m e n t io n e d  f ra m e w o rk  to  in c re a s e  th e  
f ra m e  s ize  a n d  tra ffic  r a te  in  th e  In te rn e t.
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A lth o u g h  n o t  d e s ig n e d  fo r  s u c h  u s e s ,  th e  In te rn e t  a lr e a d y  t r a n s p o r ts  v o ic e , v id e o  
a n d  d a ta  in  a n  in te g r a te d  f ra m e w o rk . N e tw o rk in g  e q u ip m e n t  m a n u fa c tu re r s  a re  
s tru g g l in g  to  c o p e  w i th  th e  e v e r  in c re a s in g  d e m a n d  fo r  f a s t  a n d  re lia b le  In te rn e t  
se rv ic es . T h e y  a re  f ig h t in g  o n  tw o  f ro n ts , th e  f ir s t  o f  w h ic h  is  to  p ro v id e  w id e r  
b a n d w id th  a n d  h ig h -s p e e d  c a p a b ili ty  in  ro u te rs .  B u t s in c e  th e  tra ffic  s te a d y  
g r o w th  c a n  q u ic k ly  f lo o d  a n y  a m o u n t  o f  b a n d w id th ,  th e y  a re  a lso  f ig h tin g  to  
k e e p  th e  tra ffic  u n d e r  c o n tro l b y  p ro v id in g  m e a n s  fo r  tra ffic  e n g in e e r in g .
T h e  m a jo r  c o m p a n ie s  a re  c o n v e rg in g  th e ir  e ffo r ts  in  d e v e lo p in g  a n  u n iv e r ­
sa l  f r a m e w o rk  to  h e lp  th e  d e p lo y m e n t  o f  I n te r n e t  Q o S  sc h e m e s . F ro m  th is  w o r k  
e m e rg e d  M P L S , a  s c a la b le  a n d  flex ib le  tra ffic  e n g in e e r in g  m e c h a n is m  fo r  d a ta ­
g r a m  n e tw o rk s ,  in h e r i t in g  th e  Q o S  c a p a b ili t ie s  o f  th e  v i r tu a l  c irc u it  s w itc h e d  
A T M . M P L S  d e p lo y m e n t  s ta r te d  i n  2000 a n d  s in c e  th e n , i t  h a s  b e e n  u s e d  as  a 
f o u n d a t io n  fo r  tra ffic  e n g in e e r in g , Q oS  ro u tin g , V P N s , p ro te c tio n  a n d  re s to ra t io n  
m e c h a n is m s , e tc .
In it ia l  e ffo r ts  in  d e p lo y in g  s u c h  sc h e m e s  w e re  c o n c e n tra te d  o n  th e  c o re  o f  th e  
In te rn e t . T h is  le f t  a  g a p  a t  th e  e d g e  w h e re  th e  tra ffic  e n g in e e r in g  c a p a b ilit ie s  of
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M P L S  a re  n o t  c u r r e n t ly  e x p lo ite d .
5.1 Contributions
A  s u rv e y  o f  I n te r n e t  Q o S  s tr a te g ie s  re v e a ls  th e  p la c e  o f  M P L S  in  th e  o v e ra ll  Q oS  
p ic tu re . A rc h ite c tu re s  to  in c re a s e  th e  g ra d e  o f  s e rv ic e  in  th e  In te rn e t  a re  b u i ld in g  
a r o u n d  a n  M P L S  f ra m e w o rk . A l th o u g h  Q oS  c a n  b e  p r o v id e d  in  th e  I n te rn e t  w i th  
t r a d i t io n a l  IP, M P L S  p ro v id e s  a n  u n if ie d  f ra m e  to  in te g ra te  th e s e  a rc h ite c tu re s . 
A d d it io n a lly , w i th  M P L S  s o m e  a p p lic a t io n  le v e l Q o S  m e c h a n is m s  c a n  n o w  b e  
o f fe re d  a t  n e tw o r k  lev e l.
A n  e x a m p le  o f  th is  is  th e  n o v e l  M P L S  W eb  s w itc h in g  a rc h ite c tu re  p r e s e n te d  in  
S e c tio n  4.1. T h e  a d v a n ta g e s  o f  s u c h  a n  a p p ro a c h  is  t h a t  i t  c a n  b e  d is t r ib u te d  a lo n g  
th e  in g re s s  n o d e s  o f  a n  M P L S  n e tw o rk , th u s  a l lo w in g  i t  to  b e  d e p lo y e d  u s in g  
c o s t-e ffe c tiv e  so f t  r o u te r s .  T h is  a rc h ite c tu re  h a s  b e e n  im p le m e n te d  a n d  e v a lu a te d  
u s in g  L in u x  b a s e d  r o u te r s  a n d  se rv e rs .
T h e  s a m e  a rc h i te c tu re  w a s  u s e d  to  d e v e lo p  a  f r a m e w o rk  fo r  d if fe re n tia te d  
W eb se rv ices . U s in g  re s u l ts  f ro m  te le tra ff ic  e n g in e e r in g  a n d  q u e u in g  th e o ry  to  
d im e n s io n  s e rv e r  f a rm s , c o s t-e ffe c tiv e  sc a la b le  s o lu t io n s  c a n  b e  p r o v id e d  to  g u a r ­
a n te e  th e  g ra d e  o f  s e rv ic e  p r o m is e d  to  c u s to m e rs . T h e  m a in  a d v a n ta g e  o f  th e  
p r o p o s e d  a p p ro a c h  is  th a t  o v e r-p ro v is io n e d  re s o u rc e s  d o  n o t  r e m a in  id le  (like  in  
te le c o m m u n ic a tio n s )  b u t  c a n  b e  u s e d  to  p r o v id e  b e s t-e ffo r t  W eb  se rv ices . T h is  so ­
lu t io n  d o e s  n o t  r e q u ir e  s e rv e r s  to  s u p p o r t  p r e e m p tio n  b e c a u s e  i t  u s e s  a  d e d ic a te d  
s e t  o f  s e rv e rs  fo r  e a c h  c la ss  o f  se rv ic e . S e rv e rs  c a n  m ig ra te  f ro m  o n e  s e t  to  a n ­
o th e r  w h e n  r e q u ir e d  b a s e d  o n  a  p r e d e f in e d  s e t  o f c o n d it io n s , in  o rd e r  to  p ro v id e  
th e  g u a ra n te e d  le v e l  o f  s e rv ic e  w h i le  s till a c c o m m o d a tin g  b e s t  e ffo r t re q u e s ts .
A n o th e r  a d v a n ta g e  o f  u s in g  M P L S  b a s e d  W eb s w itc h in g  te c h n iq u e s  is  t h a t  th e  
Q o S  s u p p o r t  o v e r  M P L S  c a n  b e  e x te n d e d  f ro m  th e  I n te r n e t  to  b e c o m e  a n  e n d - to -  
e n d  Q oS  sc h em e . M P L S  c a p a b ili t ie s  fo r  tra ffic  e n g in e e r in g  (su c h  as  e s ta b lis h in g  
e x p lic it  L S P  p a th s )  c a n  b e  e x p lo i te d  to  d if fe re n tia te  b o th  th e  le v e l o f  se rv ic e  a n d
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th e  p a th  th r o u g h  th e  n e tw o rk  fo r  th e  v a r io u s  c la sse s  o f  se rv ice .
P u b lic  t r a n s p o r ta t io n  is  a  s o lu t io n  to  r e d u c in g  c o n g e s t io n  in  la rg e  m e tro p o li­
ta n  a re a s . H e n c e , u s in g  s u b w a y s  o r  t ra in s  o r  o th e r  m a s s  t r a n s i t  v e h ic le s  a n d  
d e d ic a te d  lin e s  o n e  c a n  t r a v e l  f a s te r  f ro m  o n e  lo c a tio n  to  a n o th e r . In  a  s im ila r  
w a y , to  p r e v e n t  c o n g e s t io n  i n  I n te r n e t  ro u te r s ,  a n  M P L S  b a s e d  f ra m e w o rk  to  re ­
d u c e  th e  n u m b e r  o f  p a c k e ts  th a t  n e e d  p ro c e s s in g  w a s  p r o p o s e d  in  S e c tio n  4.3. 
T h e  M P L S  m e ta - f ra m e  a p p ro a c h  n o t  o n ly  r e d u c e s  th e  f ra m e  r a te  a n d  in c re a se s  
th e  t h r o u g h p u t  b u t  a lso  r e d u c e s  th e  o v e rh e a d  p e r  p a c k e t.
T h e re  is  a  la rg e  n u m b e r  o f  Q o S  p r o v is io n in g  m e c h a n is m s  a v a ilab le . H o w e v e r , 
th e y  m u s t  b e  s u p p o r te d  b y  Q o S  c o n tro l  m e c h a n is m s  s u c h  a s  tra ffic  s c h e d u le rs . 
T h e  m a in  t ra d e o f f  in  d e s ig n in g  a  tra ffic  s c h e d u le r  is b e tw e e n  c o m p le x ity  a n d  
fa irn e ss . T h e  a lg o r i th m s  th a t  a c h ie v e  p e rfe c t  fa irn e s s  (fo r p a c k e t  b a s e d  traffic) a re  
m o re  c o m p le x  to  im p le m e n t. T h e  le s s  c o m p le x  a lg o r i th m s  h a v e  a  r e d u c e d  le v e l 
o f  is o la tio n  a m o n g  th e  s e ss io n s , c a u s in g  th e  e n d - to -e n d  d e la y  b o u n d s  to  g ro w  
lin e a r ly  w i th  th e  n u m b e r  o f tra ffic  f lo w s. A  n e w  c lass  o f s c h e d u lin g  a lg o r ith m s  is 
d e s c r ib e d  in  S e c tio n  4.4, in te n d e d  f o r  d e p lo y m e n t  in  M P L S  n e tw o rk s . T h e ir  o p ­
e ra t io n  is  b a s e d  o n  a n  a n a lo g y  w i th  th e  w o rk in g s  o f  th e  h u m a n  h e a r t .  T h is  c la ss  
o f  a lg o r i th m s  a c h ie v e s  th e  o p t im a l  fa irn e s s  fo r  p a c k e t  b a s e d  s c h e d u le rs  a n d  h a s  
lo w  h a rd w a re  co m p le x ity . I t  c a n  b e  c o m b in e d  w i th  th e  p a c k e t  a g g re g a tio n  m e c h ­
a n is m  a b o v e  to  p r o v id e  a n  e ffe c tiv e  in te r fa c e  b e tw e e n  th e  e d g e s  o f to m o r ro w 's  
In te rn e t  a n d  i ts  h ig h -s p e e d  co re .
5.2 Future work
T h e  W eb s w itc h in g  a rc h i te c tu re  to  p r o v id e  d if fe re n tia te d  se rv ic e s  p r e s e n te d  h e re , 
w a s  b a s e d  o n  a  m o d e l  fo r  h o m o g e n o u s  s e rv e r  ty p e s  a n d  re q u e s ts . F u tu re  w o r k  
w i l l  e x p lo re  a d a p tiv e  lo a d -b a la n c e  a lg o r i th m s  fo r  h e te ro g e n o u s  w e b  c lu s te rs , a n d  
th e  d e v e lo p m e n t  o f  a  q u e u in g  m o d e l  fo r  s u c h  a  W eb s e rv e r  sy s te m . T h is  w ill  
a l lo w  th e  m o s t  e c o n o m ic  h a r d w a r e  to  b e  d e p lo y e d  to  m e e t  th e  g ro w in g  d e m a n d
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fo r  d iv e r s e  W eb se rv ic es .
T h e  m e ta - f ra m e  m e c h a n is m  is  n o t  a p p ro p r ia te  in  a ll s i tu a tio n s  a n d  th e  d e la y  
i t  in tro d u c e s  m a k e  i t  in a p p r o p r ia te  fo r  s o m e  re a l  t im e  a n d  n e tw o rk  c o n tro l a p p li ­
c a tio n s . T h u s  th e  d e c is io n  a s  to  w h e th e r  to  in v o k e  m e ta - f ra m e  g e n e ra tio n  fo r  a  
p a r t ic u la r  s tre a m  is  a  Q o S  is s u e , a s  is  th e  ch o ice  o f  p a ra m e te r s  ( ta rg e t  m e ta -f ra m e  
s iz e  a n d  tim e o u t) . F u r th e r  s tu d y  w il l  b e  r e q u ir e d  to  see  h o w  th is  s c h e m e  in te ra c ts  
w i th  o th e r  Q o S  m e c h a n is m s , a n d  h o w  ( in  a n  M P L S  c o n te x t)  i ts  u s e  s h o u ld  a ffec t 
h o w  f lo w s  a re  a g g re g a te d  in to  FE C s.
A n  o p t im is a t io n  w il l  b e  to  c o m b in e  th e  m e ta - f ra m e  p ro c e s s  w i th  H L F Q A  
s c h e d u lin g , w h e re b y  th e  p a c k e ts  q u e u e d  fo r  s c h e d u lin g  c a n  b e  a s se m b le d  in to  
la rg e r  M P L S  f ra m e s . T h u s  th e  p a c k e ts  n e e d  o n ly  to  b e  q u e u e d  o n c e  n o t  s e p a ­
r a te ly  fo r  m e ta - f ra m e s  a n d  a t  th e  sc h e d u le r .
I a m  c u r re n tly  lo o k in g  a t  w a y s  to  p a ra l le l is e  th e  a lg o r ith m . A  p a ra l le l  im p le ­
m e n ta t io n  s h o u ld  e n a b le  l in e  r a te s  o f  40  G b / s  to  b e  a c c o m m o d a te d . A t  s u c h  ra te s , 
th e  s c h e d u le r  w i l l  ty p ic a lly  in te r fa c e  to  a  h ig h -s p e e d  o p tic a l  n e tw o rk  co re , w h e re  
G M P L S  is  u s e d  to  m a n a g e  th e  c o m b in e d  M P L S /o p t ic a l  n e tw o rk . W e a re  lo o k in g  
a t  h o w  to  c o m b in e  th e  p re -b u f fe r in g  in  H L F Q A s h o ld in g  q u e u e s  to  a llo w  p a c k e ts  
o f  th e  s a m e  F E C  to  b e  a g g re g a te d  in  la rg e r  f ra m e s  (see  S e c tio n  4.3) in  o r d e r  to  
in c re a se  th e  a v e ra g e  f ra m e  s iz e  in  th e  In te rn e t  co re . T h is  w il l  r e s u l t  in  le ss  s tr in ­
g e n t  s w itc h in g  r e q u ir e m e n ts  i n  th e  I n te rn e t  co re . H o w e v e r , p a c k e t  a g g re g a tio n  
in c re a s e s  th e  v a lu e  o f  M A X  (th e  m a x im u m  p a c k e t  s ize ) a n d  th u s  a d v e rs e ly  a ffec ts  
s c h e d u le r  fa irn e ss . S e lec tiv e  a g g re g a t io n  (w h e re  p a c k e ts  a re  m e r g e d  o n ly  w h e n  
i t  is fa ir  to  d o  so) c a n  a d d re s s  th is  d iff ic u lty  a n d  is a  to p ic  fo r  fu tu re  re sea rch .
5.3 Concluding remarks
T h e  I n te r n e t  r e q u ir e d  a  s im p le  b u t  p o w e r fu l  tra ffic  e n g in e e r in g  to o l. T h e re fo re , 
th e  c o m p a n ie s  r u s h e d  to  d e p lo y  M P L S  e v e n  b e fo re  i t  w a s  c o m p le te ly  s ta n d a r d ­
ise d . N e w  Q oS  m e c h a n is m s  w e r e  q u ic k ly  d e p lo y e d  o v e r  th e  M P L S  f ra m e w o rk .
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T h e  A T M  a n d  F ra m e -R e la y  f o ru m s  s o o n  re a l is e d  th e  w e ig h t  o f  s u c h  a  la b e l  s w itc h ­
in g  te c h n o lo g y , a n d  jo in e d  th e i r  e f fo r t  w i th  th e  M P L S  fo ru m . H o w e v e r , th e  Q oS  
p ic tu r e  p u z z le  is  n o t  y e t  c o m p le te .
T h e  Q o S  m e c h a n is m s  t h a t  e x p lo i t  th e  la rg e  sca le  M P L S  d e p lo y m e n t  p re s e n te d  
in  th is  th e s is  c o m p le m e n t  e x is t in g  Q o S  m e c h a n is m s  b e in g  d e p lo y e d  in  th e  In te r ­
n e t  c o re , th u s  c o n tr ib u tin g  to  th e  d e v e lo p m e n t  o f  a n  e n d - to - e n d  In te rn e t  Q oS  
s c h e m e . A s  n e w  se rv ic e s  a n d  n e w  te c h n o lo g ie s  a p p e a r , th e  m a in  c o n c e rn  w ill  
b e  to  c o n tin u o u s ly  a d a p t  c u r r e n t  Q o S  m e c h a n is m s  to  th e  n e w  e n v iro n m e n t  o r  to  
d is c o v e r  n e w  a n d  m o re  p o w e r fu l  to o ls  in  o rd e r  to  t r a n s fo r m  th e  In te rn e t  in to  a  
s e c u re  a n d  r o b u s t  m u ltis e rv ic e  n e tw o rk .
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