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ABSTRACT
We propose three estimators: Two-phase Regression (TPR), Generalized Method
of Moments (GMM), and Empirical Likelihood (EL) estimators to estimate multiple
treatment effects in two-phase observational data. They use semiparametric generalized
propensity scores in estimating average treatment effects in the presence of informative
first-phase sampling. The proposed estimators can be easily extended to any number
of treatments and do not rely on a prespecified form of the treatment selection func-
tions. All of the three proposed estimators have considered the first phase and second
phase inclusion probabilities in their propensity scores to eliminate the biases resulted
from ignoring survey sampling designs and selection bias. The proposed TPR estimator
which deals with continuous response is shown to have improved efficiency compared to
the double expansion estimators using sieve semiparametric regressions. The GMM and
EL estimators, which estimate treatment effects defined through generalized estimating
equations, reduce Monte Carlo variance by adding covariates and combing all the gen-
eralized estimating equations in treatment groups. Results from simulation studies and
real data studies for three estimators are presented.
1CHAPTER 1. OVERVIEW
1.1 Introduction
Timely comparative treatment analysis is useful for physician recommendations, pa-
tient awareness, regulatory agency assessments of benefit-risk profiles, and reimburse-
ment agency cost effectiveness assessments. The use of observational data for such
purposes has grown significantly in number of studies and importance (Sorenson 2010,
Iglehart 2009). In many observational databases subjects can be exposed to one or more
treatment options and the treatments and study participation are self-selected. The
database is often a sample from a complex survey, such as National Health and Nutri-
tion Examination Survey (NHANES) data, a set of subjects who enroll in a particular
insurance policy, a combination of clinical trials as in meta-analysis, or a set of sub-
jects who receive care at centers that shares electronic medical records. Of particular
interest due to simple interpretation and practical use in reimbursement are the average
expected treatment differences for a population, termed population average treatment
effects (ATE) in Imbens and Wooldridge (2009).
For estimating average treatment effects in observational data analysis, literature
already contains several approaches including matching estimators (Abadie and Imbens
2006; Hong 2010; Sekhon 2011), inverse probability weighted (IPW) estimators (Hahn
1998; Hirano et al 2003 for the case of two treatments; Cattaneo 2010 in the context of
multiple treatments), and doubly robust estimators (Kang and Schafer 2007; Kim and
Haziza 2010; Tan 2010; Bang and Robins 2005) that tend to be combinations of IPW
2estimators and outcome regression models. A recent work by Wang et al (2009) considers
estimation of treatment effects from two-phase samples, where the first phase design is a
simple random sample design and the second phase is a stratified design using covariate
information observed in the first phase. However, research so far has given little attention
to the case where the dataset used for analysis is obtained from a complex survey design.
Ignoring the sampling design for the analysis dataset can lead to biased estimators of
the average treatment effects and incorrect variance estimation. In the following, we
quantify the bias due to ignoring the sample design and give a motivation example to
emphasize the importance of the sample design.
In general, survey data can be viewed as the outcome of two processes: in the first
process the values of random variables are generated for units in a finite population
according to a model called the super population model, and in the second process
a sample of units is drawn from the finite population according to a sample design,
termed the first-phase sample. Analytic inference is made with respect to the super
population model. When the sampling probability depends on an auxiliary variable z or
the response variable y, the observed marginal sample likelihood of the response variable
y can be altered from the super population likelihood where inference is being made.
Therefore sample estimators that ignore first-phase design can be biased for the super
population parameters. To quantify the bias, we use the results in Pfeffermann and
Sverchkov (1999). For a random vector (y, z), the sample conditional probability density
function (pdf) of y given z and the sample marginal pdf of z can be expressed through
the super population pdf’s as
fs(y|z) = Eξ(pi|y, z)
Eξ(pi|z) fξ(y|z), (1.1)
fs(z) =
Eξ(pi|z)
Eξ(pi)
fξ(z), (1.2)
where fs(·) and fξ(·) are the sample and super population pdf’s, Es(·) and Eξ(·) denote
the expectations under the sample and super population distributions respectively, and pi
3is the sampling probability. In this dissertation, one of our interests is in estimating the
marginal mean of y, denoted as θ =
∫ ∫
yfξ(y|z)fξ(z)dzdy. The marginal mean estimator
that disregards the sampling design is θs =
∫ ∫
yfs(y|z)fs(z)dzdy. Using equations (1.1)
and (1.2), the bias in θs can be quantified as
Bias =
∫ ∫ (
Eξ(pi|y, z)
Eξ(pi)
− 1
)
yfξ(y|z)fξ(z)dzdy. (1.3)
If pi is independent of (y, z), then the bias is zero. If pi depends on auxiliary variable z
only, then the bias is
Bias = Eξ
{(
pi(z)
Eξ(pi(z))
− 1
)
µ(z)
}
, (1.4)
where µ(z) = Eξ(y|z). If pi depends on y, which is called informative sampling, then the
bias is
Bias = Eξ
{(
pi(y, z)
Eξ(pi(y, z))
− 1
)
y
}
. (1.5)
In practice, pi often depends on auxiliary variables and possibly design variables used
for the sample selection but not included in the outcome model under consideration.
The probabilities pi can depend on the outcome variable in the case of self-selection.
Estimators that do not account for the selection effects in the inference can be seriously
biased.
As an example of a case where the first-phase sample design is important, consider
a finite population generated from a super population model yi = µ + i, where i is a
random error variable with mean zero for subject i and y is the outcome of a treatment.
Suppose subjects migrate after severe disease progression to larger hospitals with greater
treatment options available. If subjects with severe disease progression are also less likely
to respond to the treatment, this migration could generate clusters of subjects where
subjects with homogeneous i values are together in larger hospitals. A study designer
selects a cluster sample with probability proportion to the hospital size for convenience as
more data can be obtained with fewer hospitals selected. Ignoring the sample design will
4lead to biases in both mean and variance estimation. An analyst might include disease
severity in an outcome model as an auxiliary variable, but an estimator of the marginal
distribution of disease severity is needed to estimate the marginal treatment mean. Other
examples with details on the importance of accounting for the sampling design can be
found in Korn and Graubard (1991) and Pfeffermann and Sverchkov (1999). Due to the
potential for biases, it is worthwhile to explore estimators that account for the first-phase
sampling design.
In this dissertation, we propose three two-phase semiparametric estimators. The term
two-phase is used because we consider the sampling of the observational data as the first
phase and subject treatment selection as the second phase. The term semiparametric
is used because both the outcome model and treatment selection probabilities are es-
timated semiparametriclly. The key advantage of our estimator is the incorporation of
the first phase sampling, thus correcting the biases in estimators that disregard the first
phase design information in the ATE estimation. Moreover, by viewing the problem as a
two-phase sampling problem, the method can be readily extended to multiple sampling
phases. This extension is useful because the analysis dataset can be a subset selected
from a larger sample of the finite population. This case covers the common situation
where detailed treatment and outcome data is available for only a subsample of the data
such as in a subsample with medical chart adjudication of claims records or a subsam-
ple constructed by merging multiple sources of data like claims records and electronic
medical records. The proposed estimator that is designed to handle multiple treatments
does not require strong model specification as in fully parametric solution and permits
incorporating covariate information through regression.
The dissertation is organized as below. Chapter 2 introduces the proposed two-
phase semiparametric regression (TPR) estimators for marginal mean treatment effects
and their asymptotic properties with corresponding simulations. Chapter 3 provides
both the generalized methods of moment (GMM) based estimator and a closely related
5empirical likelihood (EL) based estimator for treatment effects defined through a general
estimation equation, with their asymptotic properties and simulations. A real data study
using NHANES is given in Chapter 4 to demonstrate the usefulness of the proposed
estimators. We conclude this dissertation and provide future research topics in Chapter
5 . Two detailed proof of theorems are provided in Appendix as supplemental files.
6CHAPTER 2. ESTIMATING MULTIPLE TREATMENT
EFFECTS USING TWO-PHASE REGRESSION
ESTIMATORS
We propose a semiparametric two-phase regression estimator with a semiparametric
generalized propensity score estimator for estimating average treatment effects in the
presence of informative first-phase sampling. The proposed estimator can be easily ex-
tended to any number of treatments and does not rely on a prespecified form of the
response or outcome functions. The proposed estimator is shown to reduce bias found in
standard estimators, such as inverse propensity weighted estimators that ignore the first-
phase sample design, and can have improved efficiency compared to the double expansion
estimators. Results from simulation studies are presented.
2.1 Proposed Two-Phase Semiparametric Regression
Estimators
In this section, we introduce our two-phase semiparametric regression estimators. We
first build the framework and discuss the motivation of the estimators; and then we give
theoretical results for asymptotic consistency and normality of the proposed estimators;
last we extend the results to a vector form.
72.1.1 Basic Set-up and The Proposed Estimator
Let U be a finite population containing (yi, zi), where i = 1, ..., N indexes a subject,
zi is a set of covariate variables, and yi = [yi1, ..., yiG]
T is a vector of potential outcomes
for G different treatments. Consider (yi, zi), i = 1, ..., N, to be i.i.d. realizations from a
superpopulation regression model
yig = µzg(zi) + ig, (2.1)
where ig are independent random variables with mean zero and variance νg(zi) and µzg(·)
is a smooth function. Let A1 with size n index a first phase sample selected from U under
a design p1(·) with pi1i as the first order inclusion probabilities, and let A2g(g = 1, ..., G)
be a collection of disjointed second-phase sample indices that partition the first-phase
sample into the G treatment groups. The partitioning can be viewed as a multinomial
extension of Poisson sampling with probabilities pi2ig (on observables) for subject i
pi2ig = Prob(δ2ig = 1|zi),
where δ2ig is the indicator variable of subject i selecting treatment g,
∑G
g=1 δ2ig = 1, for
any i, and δ2ig is independent of δ2jh for any subjects i 6= j and any treatments g and
h. The self-selection probabilities pi2ig can be impacted by physician/patient preferences
and reimbursement guidelines, and are estimated using the approach in Cattaneo (2010).
The zi are assumed to be observed in A1 and yig is observed only in A2g. If the outcome
model µzg(zi) and the selection probability model pi2ig were known, a two-phase regression
estimator of the finite population mean y¯Ng = N
−1∑
i∈U yig is
1
N
∑
i∈A1
µzg(zi)
pi1i
+
∑
i∈A2g
yig − µzg(zi)
pi1ipi2ig
 , for any g. (2.2)
Estimator (2.2) is a two-phase sampling extension of the design unbiased difference esti-
mator proposed by Sa¨rndal et al. (1992) and Breidt et al. (2005), and it is usually more
efficient relative to the IPW estimator N−1
∑
i∈A2g pi
−1
1i pi
−1
2igyig when yig is correlated with
8zi (Sa¨rndal et al. 1992). In the following, the methods used for estimating the selection
probability pi2ig and the outcome model µzg(zi) will be discussed.
We adopt the method in Cattaneo (2010) to estimate pi2ig. Let {rK(zi)}∞k=1 be a
sequence of known approximating functions, and assume that pi2ig can be approximated
by RK(zi)
Tγg,K for K = 1, 2, ..., where RK(zi) = [r1(zi), r2(zi), ..., rK(zi)] and γg,K is the
real-valued coefficients of RK(zi) for the g-th treatment selection. Let an estimator of
the K ×G matrix γK = [γ1,K ,γ2,K , ...,γG,K ] be
γˆK = argmax
γK |γ1,K=0K
∑
i∈A1
G∑
g=1
δ2iglog
 eRK(zi)
′γg,K
G∑
g=1
eRK(zi)
′γg,K
 ,
where 0K represents a K× 1 vector zeros used to constrain the sum to 1. The estimated
probabilities are
pˆi2ig =
e
RK (zi)
′γ̂g,K
1+
G∑
g=2
e
RK (zi)
′γ̂g,K
for g=2,3,...,G
=
(
1 +
G∑
g=2
eRK(zi)
′γ̂g,K
)−1
for g=1.
(2.3)
This solution is that of multinomial logistic regression. Condition B specifies assumptions
about RK(zi), pi2ig and K to ensure pˆi2ig converges to pi2ig fast enough. Choices for the
rK(zi) include power series, spline, and kernel expansions.
We propose estimating the g-th outcome model µzg(zi) with a semiparametric regres-
sion estimator using the base RK(zi) as in (2.3). The benefit is that the estimator has
a semiparametric specification for both the probabilities and the mean functions. Let
µ̂zg(zi) be the predicted values for all i in A1, and the regression is fit with elements
indexed in A2g,
µ̂zg(zi) = RK(zi)
T β̂zg, (2.4)
where
β̂zg =
∑
i∈A2g
pi−11i pˆi
−1
2igRK(zi)RK(zi)
T
−1 ∑
i∈A2g
pi−11i pˆi
−1
2igRK(zi)yig, (2.5)
9where RK(zi) includes the intercept through the entire paper. Combining (2.2), (2.3)
and (2.4), our two-phase semiparametric regression estimator for g-th marginal treatment
mean is
θ̂g =
1
N
∑
i∈A1
µ̂zg(zi)
pi1i
+
1
N
∑
i∈A2g
yig − µ̂zg(zi)
pi1ipˆi2ig
, for any g = 1, ..., G. (2.6)
2.1.2 Notations and Assumptions
The notation of | · | represents the norm of a matrix, defined as |A| = √trace(A′A)
and the notation of ‖·‖ denotes the sup-norm in all arguments for functions.
Condition A: (1) For all g, δ2ig is independent of yi, given the variable zi; (2) zi is
distributed with density bounded away from zero on its compact support Z; (3) For all
g, V (yig|zi) is uniformly bounded for all zi ∈ Z; (4) For all g, pi2ig is bounded away from
zero and one. And there exist positive constant C1 and C2 such that C1 < n
−1Npi1i < C2.
The super-population parameter of interest is not identifiable from the data on{∑G
g=1 yigδ2ig, zi
}n
i=1
. Following the literature, we consider missing at random assump-
tion in (A.1) to achieve identification. The following condition is for bases RK(zi) and the
dimension of RK(zi) so that pˆi2ig and µ̂g(·) converge to their true functions fast enough.
Condition B: (1) The smallest eigenvalue of E[RK(z)RK(z)
′] is bounded away from zero
uniformly in K; (2) There exists a sequence of constant ξ(K) such that ‖RK(z)‖ ≤ ξ(K)
for any K; (3) For all g, pi2ig(z) and µg(z) = E[yig|z] are s-time differentiable with
sd−1z > 2η+ 1, where dz is the dimension of z, and η = log(ξ(K))[log(K)]
−1; (4) K = nν
with 4sd−1z − 4η − 2 > ν−1 > 4η + 2.
These conditions are general. But particularly, if RK(zi) is the power series or the
spline series, (B.1) and (B.2) are satisfied automatically with η = 1 for the power series
and η = 0.5 for the spline series. Condition C gives the design properties of the Horvitz
and Thompson (Horvitz and Thompson 1952) estimators on both phases in the tradi-
tional finite population asymptotic framework. For any variable u with finite 4th moment,
define u¯1pi = N
−1∑
i∈A1 pi
−1
1i ui, and u¯2pi,g = N
−1∑
i∈A2g(pi1ipi2ig)
−1ui, and their vari-
10
ance and variance estimators as V (u¯1pi) = N
−2∑
i∈U
∑
j∈U ∆1ijpi
−1
1i uipi
−1
1j u
T
j , V̂ (u¯1pi) =
N−2
∑
i∈A1
∑
j∈A1 pi
−1
1ij∆1ijpi
−1
1i uipi
−1
1j u
T
j , V (u¯2pi,g|A1) = N−2
∑
i∈A1(pi
−1
2ig − 1)uiuTi ,
V̂ (u¯2pi,g|A1) = N−2
∑
i∈A2g pi
−1
2ig(pi
−1
2ig − 1)uiuTi .
Condition C: (1) the limiting design covariance matrix: nV (u¯1pi) → Σ1 a.s. and
nV (u¯2pi,g|A1) → Σ2g a.s. , where Σ1 and Σ2g are positive definite; (2) the normal-
ized HT estimators satisfy central limit theorems:
√
n(u¯1pi − u¯N)|FN → N(0,Σ1) a.s.
and
√
n(u¯2pi,g − u¯N)|A1,FN → N(0,Σ2g) a.s. ; (3) consistency of variance estimators:
n(Vˆ (u¯1pi)−V (u¯1pi)) = op(1) and n(Vˆ (u¯2pi)−V (u¯2pi)) = op(1). (4) We also assume for all g,
n(Vˆ (u¯1pi)−V˜ (u¯1pi)) = op(1), where V˜ (u¯1pi)) = N−2
∑
i∈A2g
∑
i∈A2g pi
−1
1ijpi
−1
2ij,g∆1ijpi
−1
1i uipi
−1
1j u
T
j ,
and n(Vˆ (u¯2pi,g|A1) − E
[
Vˆ (u¯2pi,g|A1)
]
) = op(1); (5) Assume β˜ug − BN,ug = op(1), where
β˜ug =
(∑
i∈A2g pi
−1
1i pi
−1
2iguiu
T
i
)−1 (∑
i∈A2g pi
−1
1i pi
−1
2iguiyig
)
and BN,ug =
(∑
i∈U uiu
T
i
)−1
(
∑
i∈U uiyig).
Condition C are satisfied for many commonly designs in reasonably behaved finite
populations. Note that (C.3) would not hold for systematic sampling or one-per-stratum
designs.
2.1.3 The Central Limit Theorem of θ̂g
The asymptotic consistency and normality of θ̂g are established in Theorem 1 on the
finite population level, and in Corollary 1 on the super-population level. For the design
properties, we use the traditional finite population asymptotic framework, in which the
population U and the designs are embedded into a sequence of such populations index
by FN with N →∞. The op(·) and→ notations below are with respect to this sequence
of populations and designs, see Isaki and Fuller (1982).
Theorem 1 Under the regularity conditions,
(i) θ̂g − y¯Ng|FN = op(1),
(ii)
(V1g + V2g)
− 1
2 (θ̂g − y¯Ng)|FN L→ N(0, 1), where
11
V1g = E {V (¯2pi,g|A1,FN)} (2.7)
V2g = V (e¯1pi,g + β
T
zgRz,1pi|FN) (2.8)
y¯Ng = N
−1∑
i∈U
yig, Rz,1pi = N
−1 ∑
i∈A1
pi−11i RK(zi) (2.9)
e¯1pi,g = N
−1 ∑
i∈A1
pi−11i eig, ¯2pi,g = N
−1 ∑
i∈A2g
pi−11i pi
−1
2igig (2.10)
eig = yig −RK(zi)Tβzg, ig = yig − µg(zi) (2.11)
and βzg = lim
N→∞
(∑
i∈U
RK(zi)RK(zi)
T
)−1 ∑
i∈U
RK(zi)yig.
Two key steps in the proof are to show
θ̂g − y¯Ng = (Rz,1pi −Rz,N)Tβzg +
1
N
∑
i∈A2g
eig
pi1ipˆi2ig
− 1
N
∑
i∈U
eig + op(n
− 1
2 ), (2.12)
and
1
N
∑
i∈A2g
eig
pi1ipˆi2ig
=
1
N
∑
i∈A1
{
δ2igeig
pi1ipi2ig
− δ2ig − pi2ig
pi1ipi2ig
E(eig|zi)
}
+ op(n
− 1
2 ). (2.13)
Combining (2.12) and (2.13) gives
θ̂g − y¯Ng = (¯2pi,g − ¯1pi,g) + (e¯1pi,g − e¯Ng) + βTzg(Rz,1pi −Rz,N) + op(n−
1
2 ), (2.14)
where ¯1pi,g = N
−1∑
i∈A1 pi
−1
1i ig and e¯Ng = N
−1∑
i∈U eig. This leads to the asymptotic
results in Theorem 1.
Proof. Write θ̂g = N
−1∑
i∈A1 pi
−1
1i RK(zi)
T β̂zg = R¯
T
z,Nβzg+R¯
T
z,N(β̂zg−βzg)+(R¯z,1pi−
R¯z,N)
Tβzg + op(n
− 1
2 ), where R¯z,N = N
−1∑
i∈U RK(zi). The first equality is true due to
the inclusion of the intercept, and the second equality is from Taylor expansion and
condition (C.5). Note that
R¯Tz,N(β̂zg − βzg) = R¯Tz,N
(∑
i∈A2g pi
−1
1i pˆi
−1
2igRK(zi)RK(zi)
T
)−1∑
i∈A2g pi
−1
1i pˆi
−1
2igRK(zi)eig
=
(∑
i∈A2g pi
−1
1i pˆi
−1
2ig
)−1∑
i∈A2g pi
−1
1i pˆi
−1
2igeig.
(2.15)
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The last equality is obtained using the Gram−Schmidt transformation. Thus,
θ̂g − y¯Ng = (R¯z,1pi − R¯z,N)Tβzg + (e˜2pi,g − e¯Ng) + op(n−
1
2 ), (2.16)
where e˜2pi,g =
(∑
i∈A2g pi
−1
1i pˆi
−1
2ig
)−1∑
i∈A2g pi
−1
1i pˆi
−1
2igeig. The key part of the proof is to show
that
θ̂g − y¯Ng = (R¯z,1pi − R¯z,N)Tβzg + (e¯1pi,g − e¯Ng) + (¯2pi,g − ¯1pi,g) + op(n−
1
2 ). (2.17)
Suppose (A.4) is true, by condition (C.1), the consistency result in Theorem 1 - (i) holds.
Also under condition C, conditioning on the given finite population FN ,
V
− 1
2
2g
(
(R¯z,1pi − R¯z,N)Tβzg + (e¯1pi,g − e¯Ng)
) |FN d→ N(0, 1), a.s. (2.18)
where V2g is defined in (2.8), and conditioning on the first phase sample A1,
V
− 1
2
1g (¯2pi,g − ¯1pi,g) |A1,FN d→ N(0, 1), a.s. (2.19)
where V1g = E {V [¯2pi,g|A1]} is defined in (2.7). Then, using Theorem 1.3.6 of Fuller
(2009), results (A.6) and (A.5) can be combined to obtain the central limit result in
Theorem 1 - (ii). Next we show (A.4) holds. Define eˇig = pi
−1
1i eig, µeg(zi) = E[eig|zi], and
µeˇg(zi) = pi
−1
1i µeg(zi). In order to show (A.4), we first decompose
∑
i∈A2g pi
−1
1i pˆi
−1
2igeig into
a sum of several terms by adding and subtracting,
n−
1
2
∑
i∈A2g
eig
pi1ipˆi2ig
= n−
1
2
∑
i∈A1
{
δ2ig eˇig
pˆi2ig
− δ2ig eˇig
pi2ig
+
δ2ig eˇig
pi22ig
(pˆi2ig − pi2ig)
}
+ n−
1
2
∑
i∈A1
{
− δ2ig eˇig
pi22ig
(pˆi2ig − pi2ig) + µeˇg(zi)pi2ig (pˆi2ig − pi2ig)
}
+ n−
1
2
∑
i∈A1
{
−µeˇg(zi)
pi2ig
(pˆi2ig − pi2ig) + µeˇg(zi)pi2ig (δ2ig − pi2ig)
}
+ n−
1
2
∑
i∈A1
{
δ2ig eˇig
pi2ig
− µeˇg(zi)
pi2ig
(δ2ig − pi2ig)
}
.
(2.20)
By Cattaneo (2010)’s Theorem B-1,
‖pˆi2ig − pi2ig‖ = Op(ξ(K)K1/2n−1/2 + ξ(K)K1/2K−s/dz),
13
so the first three terms in (2.20) can be shown to have order op(1) asymptotically, which
leads to
e˜2pig =
1
N
∑
i∈A1
{
δ2ig eˇig
pi2ig
− µeˇg(zi)
pi2ig
(δ2ig − pi2ig)
}
+ op(n
− 1
2 )
= 1
N
∑
i∈A1
eˇig−µeˇg(zi)
pi2ig
+ 1
N
∑
i∈A1
∑
i∈A1 µeˇg(zi) + op(n
− 1
2 )
= ¯2pi,g +
1
N
∑
i∈A1
∑
i∈A1 µeˇg(zi) + op(n
− 1
2 ).
(2.21)
The justification of those orders requires lots of details. Due to limited space, the details
for the derivations are put into a supplemental file (Yu, Legg and Liu (2013)). Therefore,
by plugging (A.12) into (A.2) we have (A.4). It follows that
θ̂g − y¯Ng = (¯2pi,g − ¯1pi,g) + (y¯1pi − y¯Ng) + op(n− 12 ).
Remark 1 : The result in Theorem 1 holds so long as µˆzg(zi) is consistent for some
quantity that does not necessarily need to be µzg(zi), but the efficiency improves if µˆzg(zi)
approximates µzg(zi) well. Intuitively, if µˆzg(zi) approximates the true µzg(zi) well, the
values of eig = yig−RK(zi)Tβzg are small, thus V (e¯1pig|FN) which is a component of V2g
in (2.8) becomes smaller, relative to the situation where µˆzg(zi) is a poor approximation
of µzg(zi). The impact can be seen under a simple random sample design (SRS), in
which V (e¯1pig|FN) = (1− nN−1)n−1S2eg, where S2eg is the variance of eig’s. However, the
proof used to show the consistency in (i) of Theorem 1 does not require the consistency
of µˆzg(zi) to µzg(zi).
On the other hand, if µˆzg(zi) = µzg(zi) + op(1), it can be shown that θ̂g achieves the
semiparametric efficiency bound (SPEB) under the sampling design and model consid-
ered in the paper. We start by deriving the efficient influence function (EIF) ψig under
our framework, and then verify θ̂g − θ∗g is asymptotically equivalent to the population
mean of ψig whose variance achieves the SPEB, where θ
∗
g = Eξ(yig). For estimating the
marginal means, the EIF function by Theorem 1 of Cattaneo (2010) is
ψig(yig, zi; θ
∗
g , pi2ig, µzg(zi)) =
δ1iδ2ig
pi1ipi2ig
(yig − θ∗g)−
δ1iδ2ig − pi1ipi2ig
pi1ipi2ig
(µzg(zi)− θ∗g), (2.22)
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and the population mean of ψig is
1
N
∑
i∈U
ψig(yig, zi; θ
∗
g , pi2ig, µzg(zi)) =
1
N
∑
i∈A2g
yig − µzg(zi)
pi1ipi2ig
+
1
N
∑
i∈U
µzg(zi)− θ∗g . (2.23)
But in the framework considered in this paper, zi is only observed in A1 not in the entire
population U , so the sample analogue of equation (2.23) becomes
1
N
∑
i∈U
ψig(yig, zi; θ
∗
g , pi2ig, µzg(zi)) =
1
N
∑
i∈A2g
yig − µzg(zi)
pi1ipi2ig
+
1
N
∑
i∈A1
µzg(zi)
pi1i
− θ∗g , (2.24)
and the corresponding SPEB is
V ar(
1
N
∑
i∈U
ψig(yig, zi; θ
∗
g , pi2ig, µzg(zi))) =
σ2yg
N
+Eξ {V (¯2pig|A1,FN)}+Eξ {V (y¯1pi|FN)} .
(2.25)
It can be shown, under conditions in the Appendix, that
θ̂g−θ∗g =
1
N
∑
i∈U
ψig(yig, zi; θ
∗
g , pˆi2ig, µˆzg(zi)) =
1
N
∑
i∈U
ψig(yig, zi; θ
∗
g , pi2ig, µzg(zi))+op(n
−1/2).
(2.26)
Therefore the proposed estimator θ̂g achieves the SPEB, which can also be seen from the
asymptotic variance of θ̂g in (ii) of Corollary 1.
Remark 2 : Our estimator performs better in terms of bias than the commonly used
naive IPW estimator that ignores the first phase design, θ̂na−ipwg = n
−1∑
i∈A2g pˆi
−1
2igyig.
To quantify the bias, write
θ̂na−ipwg − y¯Ng =
(
1
n
∑
i∈A1 ig − 1N
∑
i∈A1
ig
pi1i
)
+
(
1
n
∑
i∈A1 µzg(zi)− 1N
∑
i∈A1
µzg(zi)
pi1i
)
+(y¯1pig − y¯Ng) + op(n−1/2).
Taking an expectation gives the asymptotic bias of θ̂na−ipwg as
Bias = Eξ
{(
N
n
pi1i − 1
)
µzg(z)
}
.
The magnitude of the bias depends on the correlation between the first-phase inclusion
probabilities, pi1i, and the error in the outcome model implied by the naive IPW estimator
ignoring the first-phase.
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Our estimator can gain efficiency relative to the IPW estimator that incorporates the
first phase sampling,
θ̂ipwg =
1
N
∑
i∈A2g
yig
pi1ipˆi2ig
. (2.27)
To see this, we assumeRk(z) = z for a univariate covariate z without loss of generality.
Our estimator θ̂g can be written as
θ̂g = y˜2pig − β̂zg(z˜2pig − z¯1pi)
= y˜2pig − βzg(z˜2pig − z¯1pi)− (β̂zg − βzg)(z˜2pig − µz) + (β̂zg − βzg)(z¯1pi − µz),
(2.28)
where y˜2pig = θ̂
ipw
g , z˜2pig = N
−1∑
i∈A2g zipi
−1
1i pˆi
−1
2ig, z¯1pi = N
−1∑
i∈A1 zipi
−1
1i and µz is the
marginal mean of z. Because z˜2pig−µz = Op(n−1/2), z¯1pi−µz = Op(n−1/2) and β̂zg−βzg =
op(1), then
θ̂g = θ̂
ipw
g − βzg(z˜2pig − z¯1pi) + op(n−1/2),
and
V ar(θ̂g) ≈ V ar(θ̂ipwg ) + β2zgV ar(z˜2pig − z¯1pi)− 2 ∗ βzgCov(y˜2pig, z˜2pig − z¯1pi).
Our θ̂g has a smaller variance of the linearized term than θ̂
ipw
g when the condition,
β2zgV ar(z˜2pig − z¯1pi) < 2 ∗ βzgCov(y˜2pig, z˜2pig − z¯1pi), holds. This condition will often hold
when yig and zi are correlated and the outcome model is approximately correctly spec-
ified. Simulation studies in section 3 illustrate cases where this efficiency gain occurs.
This indicates that a combination of regression and use of estimated propensity scores
can give further improvement than using estimated propensity scores alone, which is
noted by several authors including Imbens and Wooldridge (2009).
Remark 3: When a subset of zi, called xi, is available on the population level, esti-
mator θ̂g can be easily extended to incorporate this additional information. For example,
this case can occur when there are some demographic variables available in the frame.
Let µ̂xg(xi) for i ∈ U denote the predicted values for the model relating yig to the xi.
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The extended three-phase estimator is
θ̂g,p =
1
N
∑
i∈U
µ̂xg(xi) +
∑
i∈A1
µ̂zg(zi)− µ̂xg(xi)
pi1i
+
∑
i∈A2g
yig − µ̂zg
pi1ipˆi2ig
 , (2.29)
where
β̂xg = (
∑
i∈A2g
pi−11i pˆi
−1
2igRK(xi)RK(xi)
T )−1
∑
i∈A2g
pi−11i pˆi
−1
2igRK(xi)yig,
µ̂xg(xi) = RK(xi)
T β̂xg, and the RK(xi) is the base constructed using xi. The asymptotic
properties of θ̂g,p and its variance estimation are given in Appendix, where it is shown
that the asymptotic variance of θ̂g,p, denoted by AV (θ̂g,p|FN), is
AV (θ̂g,p|FN) = E {V (¯2pi,g)|FN}+ V {a¯1pi,g|FN} , (2.30)
where a¯1pi,g = N
−1∑
i∈A1 pi
−1
1i aig, aig = yig −RK(xi)Tβxg and
βxg = lim
N→∞
(
∑
i∈U
RK(xi)RK(xi)
T )−1
∑
i∈U
RK(xi)yig. Comparing (2.30) to the asymptotic
variance of θ̂g which can also be expressed as
AV (θ̂g|FN) = E {V (¯2pi,g)|FN}+ V {y¯1pi,g|FN} , (2.31)
where y¯1pi,g = N
−1∑
i∈A1 yig. It can be seen that θ̂g,p is usually more efficient than
θ̂g when yig is correlated with xi. The efficiency gain occurs because the second term
in (2.30), V {a¯1pi,g|FN}, is likely smaller than the second term in (2.31), V {y¯1pi,g|FN},
when RK(xi)
Tβxg can explain part of the variation in yig. In general, V (y¯1pig|FN) =
N−2
∑
i∈U
∑
j∈U ∆1ijpi
−1
1i pi
−1
1j yigyjg and V (a¯1pig|FN) = N−2
∑
i∈U
∑
j∈U ∆1ijpi
−1
1i pi
−1
1j aigajg,
where ∆1ij = pi1ij − pi1ipi1j and pi1ij is the joint inclusion probability in the first phase.
Assuming the SRS design is used, V (y¯1pig|FN) = (1 − nN−1)n−1S2yg and V (a¯1pig|FN) =
(1 − nN−1)n−1S2ag, where S2yg and S2ag are the variances of yig and aig. S2yg tends to be
larger than S2ag if yig can be well approximated by RK(xi)
Tβxg. An extreme example is
if yig = RK(xi)
Tβxg, then V (a¯1pig|FN) = 0, but
V (y¯1pig|FN) = N−2βTxg
(∑
i∈U
∑
j∈U ∆1ijpi
−1
1i pi
−1
1j RK(xi)RK(xi)
T
)
βxg > 0.
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If only control totals are known for the population, a linear regression model can be
used to estimate µxg(xi). The estimator θ̂g,p in (2.29) can then be written as
θ̂g,p =
1
N
(∑
i∈U
xi −
∑
i∈A1
xi
pi1i
)T
β̂xg +
1
N
∑
i∈A1
µ̂zg(zi)
pi1i
+
1
N
∑
i∈A2g
yig − µ̂zg(zi)
pi1ipˆi2ig
. (2.32)
While Theorem 1 shows conditional convergence together for θ̂g and y¯Ng, the goal typ-
ically is to make inference for g-th marginal treatment mean on the superpopulation
level. The following corollary extends the results of θ̂g on the finite population level to
the superpopulation level with a sketch of the proof in the Appendix.
Corollary 1 Assume {zi,yi}Ni=1 are i.i.d. realizations from the super-population model
(2.1), then under the conditions in this chapter
(i) θ̂g − θ∗g = op(1),
(ii) {
Eξ(V1g + V2g) +
σ2yg
N
}− 1
2
(θ̂g − θ∗g)→ N(0, 1) in distribution , (2.33)
where Eξ[yig] = θ
∗
g, σ
2
yg = Vξ(yig), V1g and V2g are the same as in (2.7) and (2.8), and
Eξ(·) and Vξ(·) here are with respect to the randomness on the super-population.
Proof. We can decompose θ̂g−θ∗g = θ̂g− y¯Ng + y¯Ng−θ∗g . Then the asymptotic results
are immediate by using Theorem 1.3.6 of Fuller (2009) again.
The following theorem gives the consistency of V̂ (θ̂g) and the central limit theory
using V̂ (θ̂g).
Theorem 2 Under the conditions listed above,
(i) V̂ (θ̂g) = Eξ(V1g + V2g) +
σ2g
N
+ op(n
−1).
(ii)
V̂ (θ̂g)
− 1
2 (θ̂g − θg)→ N(0, 1) in distribution .
Proof. First note that, for all g, the following results hold under condition B.
‖pˆi2ig − pi2ig‖ = Op(ξ(K)K1/2n−1/2 + ξ(K)K1/2K−α) = op(1) (see Cattaneo 2010); Sim-
ilarly, since ‖µˆzg(zi)− µzg(zi)‖ = op(1), then ˆig − ig = op(1); pˆi2ij,g − pi2ij,g = op(1),
18
pˆi−12ij,g − pi−12ij,g = −pi−22ij,gop(1), β̂zg − βzg = op(1), and β̂xg − βxg = op(1). The term V̂1g in
(2.39) can be written as
V̂1g =
1
N2
∑
A2g
1
pi2ig
(
1
pi2ig
− 1
)
2igpi
−2
1i + op(n
−1), by (C.4)
= V (¯2pi,g|A1) + op(n−1), by (C.4)
= E {V (¯2pi,g|A1)}+ op(n−1) = V1g + op(n−1).
(2.34)
The term M̂1g in (2.42) is
M̂1g =
1
N2
∑
i∈A2g
∑
i∈A2g
∆1ij
pi1ij
(
1
pi2ij
− 1
pi22ij
op(1)
)
eig+RK(zi)
T op(1)
pi1i
ejg+RK(zj)
T op(1)
pi1i
+ op(n
−1),
by (C.4)
= V̂ (e¯1pi,g) + op(n
−1) = M1g + op(n−1) by (C.3)
(2.35)
The term M̂2g in (2.44) can be written as
M̂2g = (β
T
zg + op(1))(V (R¯z,1pi) + op(n
−1))(βzg + op(1))
= βTzgV (R¯z,1pi)βzg + op(n
−1) = M2g + op(n−1).
(2.36)
The same argument for M̂1g can be used to show that
M̂3g = M3g + op(n
−1). (2.37)
Following the same fashion, the four terms in σˆ2g of (2.46) can be shown to be consistent
for terms E[µzg(zi)
2], E2[µzg(zi)], E[
2
ig] and E
2[ig] respectively. Thus, the σˆ
2
g in (2.46)
is
σˆ2g = E[µzg(zi)
2]− E2[µzg(zi)] + E[2ig]− E2[ig] + op(1)
= σ2g + op(1).
(2.38)
Combining (A.30), (A.31), (A.32) , (A.33) and (A.34), we have Theorem 2 - (i). Part
(ii) in Theorem 2 can be shown using Slutsky theory. Readers are referred to the sup-
plemental file (Yu, Legg and Liu (2013)) for detailed proof.
In order to make inference, we next propose a variance estimator V̂ (θ̂g) and prove its
consistency in Theorem 2. An estimator of V1g in (2.7) is
Vˆ1g = Vˆ (¯ˆ2pig) =
1
N2
∑
i∈A2g
(1− pˆi2ig)
ˆ2igpi
−2
1i
pˆi22ig
, (2.39)
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where
ˆig = yig −RK(zi)T β̂gz. (2.40)
An estimator of V2g is
Vˆ2g = Mˆ1g + Mˆ2g + Mˆ3g, (2.41)
where
Mˆ1g =
1
N2
∑
i∈A2g
∑
j∈A2g
∆1ij
pi1ijpˆi2ij,g
eˆig
pi1i
eˆjg
pi1j
, (2.42)
Mˆ3g = 2βˆ
T
gz
1
N2
∑
i∈A2g
∑
j∈A1
∆1ij
pi1ijpˆi2ig
eˆig
pi1i
RK(zj)
pi1j
, (2.43)
Mˆ2g = βˆ
T
gzVˆ (Rz,1pi)βˆgz (2.44)
Vˆ (Rz,1pi) =
1
N2
∑
i∈A1
∑
j∈A1
∆1ij
pi1ij
RK(zi)
pi1i
RK(zj)
T
pi1j
(2.45)
and eˆig is calculated the same way as ˆig in (2.40) and pˆi2ij,g = pˆi2igpˆi2jg if i 6= j and
pˆi2ij,g = pˆi2ig if i = j. An estimator of σ
2
g is
σˆ2g =
1
N
∑
i∈A1
µˆzg(zi)
2
pi1i
−
(
1
N
∑
i∈A1
µˆzg(zi)
pi1i
)2
+
1
N
∑
i∈A2g
ˆ2ig
pi1ipˆi2ig
−
 1
N
∑
i∈A2g
ˆig
pi1ipˆi2ig
2 .
(2.46)
Combining (2.39), (2.41) and (2.46), the variance estimator for the asymptotic variance
in (2.33) is
V̂ (θ̂g) = Vˆ1g + Vˆ2g +
σˆ2g
N
. (2.47)
2.1.4 A Central Limit Theorem of θ̂ = [θ̂1, θ̂2, ..., θ̂G]
T
To construct confidence intervals for treatment effects and other functions of treat-
ment means, we need a multivariate central limit theorem. Of particular interest is
inference for λTθ∗, where λ is any real-valued vector and θ∗ = [θ∗1, ..., θ
∗
g ]
T is the vec-
tor of marginal treatment means from the superpopulation model. As an example, an
average treatment effect θ1 − θ2 = λTθ∗ where λ = [1,−1, 0, ..., 0]T .
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The estimator for θ̂ for θ∗ is θ̂ = [θˆ1, ..., θˆG]T , and the following theorem gives the
central limit theory for θ̂ on the super-population level directly.
Corollary 2 Assume the assumptions hold, then
(i) θ̂ − θ∗ = op(1),
(ii)
(Eξ {V1 + V2}+ V3)− 12 (θ̂ − θ∗)→ N(0, IG×G) in distribution , (2.48)
where
V1 = E[V (¯2pi|A1)|FN ], (2.49)
V2 = V (e¯1pi|FN) + βTV (Rz,1pi|FN)β + 2βTCov(e¯1pi, Rz,1pi|FN) (2.50)
¯2pi = [¯2pi,1, ¯2pi,2, ..., ¯2pi,G]
T , e¯1pi = [e¯1pi,1, e¯1pi,2, ..., e¯1pi,G]
T , β = [βz1, ...,βzG],
V3 = N
−1Σ, and Σ is a G×G variance matrix of yi on the super-population level, i.e.
Σ = Vξ(yi).
The proof in Corollary 1 can directly apply here by replacing θ̂g by θ̂, thus the proof
of Corollary 2 is skipped in the paper. An estimator of V1 is Vˆ1 = diag
{
V̂ (¯ˆ2pig)
}
g=1,...,G
where V̂ (¯ˆ2pig) is defined in (2.39). An estimator of V2 is Vˆ2 = Mˆ1 + Mˆ2 + Mˆ3, where
[Mˆ1](g,h) =
1
N2
∑
i∈A2g
∑
j∈A2h
∆1ij
pi1ijpˆi2igpˆi2jh
eˆig
pi1i
eˆjh
pi1j
, for g, h = 1, ..., G,
Mˆ3 = 2βˆz
T × [Mˆ31, ..., Mˆ3G], where Mˆ3g = 1
N2
∑
i∈A2g
∑
j∈A1
∆1ij
pi1ijpˆi2ig
eˆig
pi1i
RK(zj)
pi1j
,
Mˆ2 = βˆz
T
Vˆ (Rz,1pi)βˆz, Vˆ (Rz,1pi) =
1
N2
∑
i∈A1
∑
j∈A1
∆1ij
pi1ij
RK(zi)
pi1i
RK(zj)
T
pi1j
,
and βˆz = [βˆz1, ..., βˆzG] is a dim(RK(z))×G matrix with βˆzg defined in (2.5).
To estimate the term V3, note that for g 6= h,
Cov(yig, yih) = Cov {µzg(zi) + ig, µzh(zi) + ih} = Cov {µzg(zi), µzh(zi)}
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assuming ig and ih are uncorrelated. So Vˆ3 = N
−1Σˆ, where the G × G matrix Σˆ has
cells
[Σˆ](g,h) =
1
N
∑
i∈A1
µˆzg(zi)µˆzh(zi)
pi1i
−
{
1
N
∑
i∈A1
µˆzg(zi)
pi1pi
}{
1
N
∑
i∈A1
µˆzh(zi)
pi1i
}
,
for g 6= h and the cell [Σˆ](g,g) is the same as σˆ2g in (2.46).
The variance estimator is V̂ = V̂1 + V̂2 + V̂3, and similar arguments of Theorem 2
can be used to show the consistency of this estimator. The central limit theorem for any
linear combination estimator λT θ̂ follows immediately.
2.2 Simulation Study
In this section, we provide two simulation examples to illustrate the performance of
our two phase semiparametric regression estimators of average treatment effects. In
both examples, we consider three treatment levels and population and sample sizes
(N, n)=(12500, 250), (25000, 500) and (50000, 1000) to illustrate convergence. These
simulations are intended to demonstrate that in two-phase sampling problems, ignoring
the first-phase and handling only treatment selection can lead to erroneous conclusions.
The simulations will also show there are potential efficiency gains by incorporating pop-
ulation control data, which is often ignored in treatment comparison studies. The first
phase designs chosen for the two examples are stratified and probability proportional to
size sampling, which are two commonly used designs for data selection.
Example 1: We specify the simulation set-up as follows. (1) Covariates: zi = [zi1, zi2, zi3]
T
where zij is i.i.d from Uniform[−2, 2] for all j = 1, 2 and 3. (2) Outcome models: the
population U is stratified into two equal size strata Ut (t = 1, 2), in which the g-th
outcome is generated as
y
(t)
ig = µhg + βg1z1i + βg2(z
2
1i − 4/3) + βg3z31i
+γg1z2i + γg2(z
2
2i − 4/3) + γg3z32i + δg1zi3 + δg2z3i3 + ig,
(2.51)
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where ig ∼ Laplace(0, 1), [β11, β21, β31] = [2, 2, 2], [β12, β22, β32] = [2, 2, 0], [β13, β23, β33] =
[−2,−2,−2], [γ11, γ21, γ31] = [1, 2, 1], [γ12, γ22, γ32] = [−1,−2,−1], [γ13, γ23, γ33] = [2,−2, 0],
[δ11, δ21, δ31] = [2, 2,−2], [δ12, δ22, δ32] = [0, 0, 2]. And [µ11, µ12, µ13] = [8, 2/3,−8] for U1,
and [µ21, µ22, µ23] = [−12,−20/3, 12] for U2. By design, all the terms in (2.51) except
for the intercepts have mean zero, thus E(y
(h)
ig ) = µhg. The order of the means in U1
is Trt1 > Trt2 > Trt3 and in U2 is Trt1 < Trt2 < Trt3 in U2. The overall marginal
means are E(yi1) = −2, E(yi2) = 0 and E(yi3) = 2. (3) First phase sampling: stratified
random sampling with 80% of the sample coming from U1 and 20% from U2. For units in
stratum t (t = 1 or 2), pi1i = N
−1
t nt and pi1ij = {Nt(Nt − 1)}−1 nt(nt − 1), where nt and
Nt are the first phase sample size and stratum population size in stratum t. The joint
including probability for two units in different strata is zero. (4) Second phase selection:
pi2ig =
exp {φ0g + φ1gz1i + φ2gz2i + φ3g(z22i − 4/3)}∑G
g=1 exp {φ0g + φ1gz1i + φ2gz2i + φ3g(z22i − 4/3)}
,
where (φ0g, φ1g, φ2g, φ3g) is (0.1, 0.1, 0.1, 0.1) for g = 1, is (0.2, 0.2, 0.2, 0.2) for g = 2 and
is (0, 0, 0, 0) for g = 3.
Example 2: The second set-up is: (1) Covariates: zi = [zi1, zi2, zi3]
T , where zi1 is i.i.d.
from N(0, 1), z2i = z1i + ηi with ηi ∼ N(0, 0.3), and z3i is i.i.d. from χ21. (2) Outcome
models:
yi1 = 5 + 10z1i − 10Iz1i<−1 + 10Iz1i>−1 + 10z1iIz1i∈[−1,1] + 3(z3i − 1) + siei1, (2.52)
yi2 = 5 + 10z1i + siei2, (2.53)
yi3 = 5− 10z1i + 10Iz1i<−1 − 10Iz1i>−1 − 10Iz1i∈[−1,1] − 3(z3i − 1) + siei3, (2.54)
where I(·) is an indicator function, si = z1i + 5 and eig ∼ N(0, 1). Under this setup, the
marginal means are E(yi1) = E(yi2) = E(yi3) = 5. (3) First phase sampling: Poisson
sampling with probability-proportional-to-size (PPS), where the size variable is si. So
pi1i = (
∑
i∈U
si)
−1nsi, and n is the expected sample size. The joint inclusion probability
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pi1ij = pi1ipi1j due to independence of the Poisson sampling. (4) Second phase selection:
pi2ig =
Φ {φ0g + φ1gz2i + φ2g(z3i − 1) + φ3gz22i}∑G
g=1 Φ {φ0g + φ1gz2i + φ2g(z3i − 1) + φ3gz22i}
,
where Φ(·) is the CDF of N(0, 1), and (φ0g, φ1g, φ2g, φ3g) is (0.1, 0.1,−0.1, 0.1) for g = 1,
is (0.2, 0.2,−0.2, 0.2) for g = 2 and is (0, 0, 0, 0) for g = 3. In this example, we assumed
(z1i, z3i) were observed in A1 and used for estimating pi2ig, while the true functional form
of pi2ig depends on (z2i, z3i) where z2i is z1i contaminated with noise ηi. The second
example is of greater complexity than the first example and includes an optimal first-
phase design in terms of anticipated variance (see Fuller (2009) Theorem 3.1.1).
For each example and each (N, n) size combination, we simulated 2000 Monte Carlo
(MC) samples. Six estimators of marginal means and average treatment effects were
calculated for each Monte Carlo sample:
1. TPR1: Our two-phase regression estimator θ̂g in (2.6) when there is no covariate
available on the population level.
2. TPR2: Our three-phase regression estimator θ̂g,p in (2.29) when some covariates
are available in the population. We assume z1i is observed for every unit in the
population in both examples.
3. IPW: The IPW estimator θ̂ipwg in (2.27) using both pi1i and pˆi2ig.
4. NA-IPW: The naive IPW estimator θ̂na−ipwg = n
−1∑
i∈A2g pˆi
−1
2igyig.
5. REG: A regression estimator using the augmented data of yig, for all g as the re-
sponse variable. For example 1, the explanatory variables are [1, T rt2i, T rt3i, Hi,
RK(zi)], where Hi is the indicator for the stratum, and Trt2i (or Trt3i) is the
indicator for treatment 2 (or 3). The explanatory variables in example 2 are
[1, T rt2i, T rt3i, RK(zi)]. The choices of RK(zi) for both examples will be discussed
next. The estimated coefficient of Trt2i is the estimated treatment effect of θ2− θ1
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and the estimated coefficient of Trt3i is the estimated treatment effect of θ3 − θ1.
Note that the covariates related to the first phase sampling, Hi in example 1 and
z1i in example 2, are included in the regression analysis.
6. MT: A one-to-one matching estimator using an approach detailed in Abadie and
Imbens (2006). The matching was done based on the estimated propensity scores
pˆi2ig, and the first phase sampling design weights are also included.
The NA-IPW, REG and MT are three commonly used estimators by practitioners,
among which NA-IPW and REG ignore the first phase sampling design. In example
1, we used a cubic spline base of [z1i, z2i, z3i] for RK(zi) and a cubic spline base of
xi ≡ z1i for RK(xi) in estimation. For each variable, 10 knots were identified with
locations corresponding to 10 equally spaced quantiles of the corresponding observations.
In example 2, a cubic spline base of z1i with 18 knots and a cubic spline base of z3i with
18 knots were used to construct RK(zi), and a cubic spline bases of x1 ≡ z1i with 18
knots was used to construct RK(xi). The locations of the knots were chosen such that
the first one third (or the last one third) of the knots are uniformly spread between 0
and 20th (or 80th and 100th) quantiles of the data for the corresponding variables, and
the remaining one third were equally spaced between 20th and 80th quantiles.
Tables 2.1 (a) and (b) present the MC biases, variances, and mean squared errors
(MSE) of the estimated treatment effects using the six estimators for each (N, n) combi-
nation and for example respectively. The NA-IPW and REG estimators as expected are
highly biased in both examples due to ignoring the relationship between the first-phase
design and the treatment effects. The matching estimator MT using the first phase
design weights does reduce biases, compared to the NA-IPW and REG, but the IPW
performs better than the MT in terms of the MSE in most of the cases. Although the
IPW is consistent and has the same asymptotic efficiency as our two-phase semiparamet-
ric regression estimator (TPR1), the MC biases and variances of the IPW are greater
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than those of TPR1 in both examples. The MC biases and variances of the IPW though
decrease when the sample size increases. The variance reduction of TPR1 over the IPW
estimator indicates that gains for finite samples can be made by combining propensity
and outcome regression when both models are well approximated semiparametrically.
Both of our proposed estimators (TPR1 and TPR2) have similar low MC biases and
much smaller MC variances and MSE relative to other estimators considered. TPR2 is
more efficient than TPR1 due to the use of additional information on the population
level.
In example 1, the order of the true marginal treatment means is Trt1 < Trt2 < Trt3
and our proposed two estimators, TPR1 and TPR2, and the IPW estimators estimated
the treatment effect order correctly. However, if the first phase sampling is ignored,
the estimates from the NA-IPW and REG reverse the order of the estimated treatment
means completely. In example 2 where all treatments are marginally equivalent, the
NA-IPW and REG estimate a decreasing order of treatment efficacy. These simulation
results show that ignoring the first phase design can result in a serious bias in the ATE
estimation. Figure 2.1 provides the plots of Monte Carlo averages (panel (a)) and root
mean square errors (panel (b)) of estimated treatment means versus treatment levels in
Example 1, and Figure 2.2 is for Example 2. We can see that the estimators considering
the first phase design have small biases comparing to other estimators. And the proposed
TPR estimator has the smallest variance among all estimators.
Tables 2.2 (a) and (b) report the coverage probabilities of the 95% confidence inter-
val (C.I.) for the average treatment effects. For each MC sample and each (N, n), we
computed the point estimator θ̂ and the variance estimator of θ̂, and constructed the
95% C.I. for the pair differences. Variance estimation for the DE is similar to (2.47)
with V̂2g replaced by N
−2∑
i∈A2g
∑
j∈A2g(pi1ijpˆi2ij)
−1∆1ij(pi−11i yig)(pi
−1
1j yjg). Variance esti-
mation for the NA-IPW was done by noting the NA-IPW estimator as a special case
of the IPW estimator with assumed simple random sampling in the first phase. The
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estimated variance of the REG and the MT are provided by the regression and matching
packages used in R. Note that the variance estimators for the estimators ignoring the
first phase probabilities are not appropriate and can be biased under the full design. In
both examples, estimators NA-IPW and REG have very poor coverage probabilities due
to the large biases. Estimators IPW and MT that do not ignore the first phase sampling
underestimate coverage probabilities in both example and 2. Our two estimators, TPR1
and TPR2, give satisfactory coverage probabilities in both examples even for a small
sample size, relative to the nominal size 0.95.
2.3 Conclusion and Remarks
Much of the focus of observational study analysis has been on incorporating treat-
ment selection into estimators to reduce bias due to self selection. Ignoring the first-phase
sample design can have large implications for the interpretation of data. Accounting for
the first-phase sample design reduces the bias and makes the target of estimation explicit.
By incorporating auxiliary variables, the proposed two-phase semiparametric regression
estimators are an improvement over the IPW estimators in finite sample problems. The
assumptions for the two-phase regression estimators are reasonable for a large number
of problems and we demonstrate that valid inference can be made with semiparamet-
ric model specificiations. However, these estimators only account for bias that can be
explained by observed covariates. If the second-phase inclusion probabilities depend on
unobserved variables, residual bias will exist. Further, the IPW and two-phase semi-
parametric regression estimators rely on a known first-phase design. In some cases, the
first-order inclusion probabilities may need to be estimated and a design such as Poisson
sampling is assumed. In summary, consideration of handling sample selection phases
prior to treatment selection and auxiliary variables can lead to stronger and clearer
evidence from observational studies. Estimating treatment effect parameters defined
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through a general estimation equation in observational studies is the topic in the next
chapter.
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Table 2.1 The MC biases, variances and MSEs of the estimated treatment ef-
fects, for (1): (N, n) = (12500, 250); (2): (N, n) = (25000, 500); (3):
(N, n) = (50000, 1000).
(a) Example 1.
θ1 − θ2 θ1 − θ3 θ2 − θ3
Bias Var MSE Bias Var MSE Bias Var MSE
TPR1 -0.008 0.309 0.309 -0.090 1.543 1.551 -0.082 1.495 1.502
TPR2 -0.008 0.353 0.353 -0.093 0.604 0.613 -0.085 0.562 0.569
(1) IPW 0.395 4.900 5.056 0.681 5.321 5.785 0.286 4.766 4.848
NA-IPW 2.138 2.312 6.883 12.259 3.104 153.395 10.122 2.554 104.999
REG 1.579 1.424 3.917 10.930 2.814 122.276 9.351 2.905 90.342
MT -0.731 6.032 6.571 -0.394 4.051 4.209 0.340 3.528 3.652
TPR1 0.002 0.129 0.129 -0.036 0.673 0.674 -0.038 0.690 0.692
TPR2 0.002 0.133 0.133 -0.023 0.241 0.241 -0.025 0.235 0.236
(2) IPW 0.109 2.298 2.310 0.169 2.136 2.165 0.060 1.882 1.886
NA-IPW 2.015 0.811 4.871 12.033 1.056 145.847 10.018 0.927 101.285
REG 1.616 0.623 3.236 10.954 1.238 121.229 9.338 1.250 88.439
MT -0.891 3.072 3.858 -0.543 2.041 2.342 0.348 1.773 1.891
TPR1 -0.001 0.064 0.064 -0.006 0.337 0.337 -0.004 0.332 0.332
TPR2 0.000 0.064 0.064 -0.012 0.117 0.117 -0.012 0.115 0.115
(3) IPW 0.040 1.080 1.082 0.070 0.911 0.916 0.030 0.874 0.875
NA-IPW 1.999 0.350 4.348 12.005 0.445 144.572 10.006 0.392 100.51
REG 1.613 0.292 2.895 10.903 0.590 119.465 9.290 0.608 86.904
MT -0.907 1.501 2.321 -0.581 0.972 1.311 0.330 0.861 0.971
(b) Example 2.
θ1 − θ2 θ1 − θ3 θ2 − θ3
Bias Var MSE Bias Var MSE Bias Var MSE
TPR1 0.081 1.349 1.356 0.193 6.629 6.667 0.112 4.539 4.551
TPR2 0.083 1.349 1.356 0.182 1.570 1.603 0.099 1.438 1.447
(1) IPW 0.138 1.504 1.523 0.814 7.425 8.087 0.676 4.855 5.312
NA-IPW 1.386 1.153 3.073 6.861 6.150 53.227 5.476 4.027 34.009
REG 1.086 2.742 3.922 5.546 8.208 38.971 4.460 6.777 26.668
MT -0.310 5.331 5.423 -0.534 8.031 8.324 -0.222 5.342 5.389
TPR1 0.008 0.273 0.273 0.087 2.817 2.824 0.079 1.815 1.821
TPR2 -0.011 0.185 0.185 -0.013 0.326 0.326 -0.002 0.232 0.232
(2) IPW 0.024 0.492 0.493 0.489 3.081 3.32 0.465 2.059 2.276
NA-IPW 1.344 0.378 2.183 6.838 2.583 49.337 5.494 1.717 31.902
REG 1.068 1.319 2.460 5.429 4.046 33.520 4.361 3.226 22.242
MT -0.35 2.668 2.789 -0.628 3.878 4.281 -0.276 2.800 2.881
TPR1 0.000 0.112 0.112 -0.030 1.319 1.320 -0.030 0.834 0.835
TPR2 -0.001 0.061 0.061 -0.023 0.120 0.121 -0.022 0.084 0.084
(3) IPW 0.039 0.165 0.167 0.206 1.429 1.471 0.166 0.918 0.946
NA-IPW 1.373 0.139 2.025 6.687 1.236 45.949 5.313 0.782 29.015
REG 1.149 0.621 1.941 5.410 1.954 31.223 4.261 1.603 19.761
MT -0.317 1.321 1.423 -0.581 2.021 2.349 -0.255 1.321 1.389
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Figure 2.1 The plots of Monte Carlo averages (panel (a)) and root mean square errors
(panel (b)) of estimated treatment means versus treatment levels in Example
1.
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Table 2.2 The coverage probabilities of the 95% C.I. for estimated treatment ef-
fects, for (1): (N, n) = (12500, 250); (2): (N, n) = (25000, 500); (3):
(N, n) = (50000, 1000).
(a) Example 1.
θ1 − θ2 θ1 − θ3 θ2 − θ3
TPR1 0.886 0.920 0.922
TPR2 0.876 0.879 0.893
(1) IPW 0.400 0.686 0.699
NA-IPW 0.461 0.000 0.000
REG 0.904 0.000 0.000
MT 0.490 0.540 0.000
TPR1 0.922 0.941 0.936
TPR2 0.916 0.917 0.924
(2) IPW 0.357 0.724 0.746
NA-IPW 0.303 0.000 0.000
REG 0.725 0.000 0.000
MT 0.789 0.000 0.000
TPR1 0.932 0.951 0.952
TPR2 0.935 0.932 0.932
(3) IPW 0.351 0.769 0.764
NA-IPW 0.068 0.000 0.000
REG 0.398 0.000 0.000
MT 0.000 0.000 0.000
(b) Example 2.
θ1 − θ2 θ1 − θ3 θ2 − θ3
TPR1 0.918 0.923 0.925
TPR2 0.884 0.899 0.898
(1) IPW 0.786 0.882 0.878
NA-IPW 0.420 0.139 0.136
REG 0.980 0.394 0.538
MT 0.510 0.340 0.000
TPR1 0.970 0.950 0.950
TPR2 0.970 0.960 0.966
(2) IPW 0.891 0.920 0.914
NA-IPW 0.207 0.010 0.008
REG 0.960 0.138 0.254
MT 0.461 0.000 0.000
TPR1 0.983 0.958 0.960
TPR2 0.989 0.974 0.984
(3) IPW 0.940 0.940 0.942
NA-IPW 0.023 0.000 0.000
REG 0.898 0.010 0.046
MT 0.000 0.000 0.000
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Figure 2.2 The plots of Monte Carlo averages (panel (a)) and root mean square errors
(panel (b)) of estimated treatment means versus treatment levels in Example
2.
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CHAPTER 3. ESTIMATING MULTIPLE TREATMENT
EFFECTS USING GENERALIZED ESTIMATING
EQUATIONS
In this chapter, we propose a generalized method of moments (GMM) based estimator
and an empirical likelihood (EL) based estimator using generalized estimating equations.
The estimators estimate parameters of interest defined through generalized estimating
equations, including these from marginal, proportional, and regression coefficient models.
We use them to make causal inference on observational data with complex sampling
designs. Propensity score methods that incorporate the first phase design and the second
phase selection probabilities estimated by a semiparametric sieve algorithm are used in
the GMM and EL approaches. In addition to the estimating equations adjusted by
the propensity scores, we also add covariate information into the equation system to
gain efficiency. We show that proposed estimators have smaller bias compared to the
estimators that ignore the first phase design, and in general have slightly smaller variance
than the inverse propensity weighted and the double expansion estimators. Simulation
studies are provided to support our conclusion.
3.1 Introduction
Observational data are used extensively in both research studies and industrial prac-
tice. Although experimental studies are taken as the gold standard in many fields, we
know they might be inappropriate or too costly in certain fields, including health care
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(Black 1996). Observational studies have been shown to be useful in smoking and health
studies (Rosenbaum 2002) when controlled experimental studies are not ethical. Besides,
observational data have good features, like large sample sizes and timely access. It is not
uncommon to see multiple treatments in observational data (Yu, Legg, and Liu 2013).
Furthermore, the treatment selection is often a non-controlled selection process. These
features result in a selection bias problem. Although matching methods (Rubin 1973)
and propensity score methods (Rosenbaum and Rubin 1983) can eliminate the selection
bias in making causal inferences, they mainly deal with only two treatments. Also, the
data might be a survey sample coming from a population with unequal weights, and
ignoring the survey design results in biased estimations (Yu, Legg, and Liu 2013). We
need an estimator to handle survey sample data with multiple treatments. Chapter 2
has proposed a two-phase regression estimator to unbiasedly estimate marginal treat-
ment effects in a multiple treatment situation. In Chapter 3, we propose estimators to
estimate treatment effects in a more general set up, which are defined through estimat-
ing equations. We will introduce two methods: one is based on generalized estimating
equations and the other one is based on empirical likelihood.
Generalized method of moments has been used extensively since its invention for
estimating parameters defined through a General Estimating Equation (GEE). Hansen
(1982) provided the large sample theory of consistency and normality for these estima-
tors. Pakes and Pollard (1989) derive efficient estimators and present detailed proofs
of consistency and normality properties. The empirical likelihood method proposed by
Owen (1988) is also widely used for solving a GEE. Qin and Lawless (1994) include the
generalized estimating equations in an empirical likelihood method. It is common that
data sets available in reality are from a survey design with unequal weights. Also, using
such observational data sets to make statistical causal inference may be invalid due to
selection bias. Here we assume the ignorable missing mechanism, which is commonly
adopted by many researchers. With this assumption, the selection bias is removed by
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the propensity score method (Rosenbaum and Rubin 1983). Hirano, Imbens and Ridder
(2003), and Cattaneo (2010) extended the propensity score to the generalized propen-
sity score in order to handle multiple treatments estimation. The inverse probability
weighted (IPW) estimation proposed by Hirano, Imbens and Ridder (2003) is consid-
ered here. The double expansion (DE) estimator, an improved estimator that considers
the first phase design, is also included in this discussion. Sieve approximation is used
to approximate propensity scores without known functional forms. However, as yet we
have not found one method that can deal with unequal weights in data, which is crucial
in removing estimation bias when informative sampling exists. Also none of them uses
extra moments created by covariates to reduce the variation of estimators.
In both GMM and EL frameworks, the estimating equations are adjusted by propen-
sity scores that consider both the first phase sampling probabilities and the second phase
selection probabilities as estimated by Cattaneo (2010). We add additional covariate mo-
ments and group moment functions to gain efficiency. We show that without considering
first phase weights when they are present the estimation biases may be large. The proof of
consistency and normality of the extended estimator are provided. Estimators, including
Cattaneo (2010)’s Inverse Propensity Weighted and Double Expansion estimators, are
compared to the proposed estimator. Closed form variance estimators are also provided
to make statistical inference.
We organize this chapter as the follows. Section 3.2 proposes the GMM estimator,
and Section 3.3 proposes the EL estimator. Simulation studies are provided in Section
3.4. Conclusions are presented in Section 3.5.
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3.2 Basic Set Up and the Proposed GMM Estimator
3.2.1 The Proposed GMM Estimator
We set U as a realized finite i.i.d. population from an infinite superpopulation S.
U contains information on (Yi, Xi), where i = 1, ..., N indexes each individual, and
Yi = [yi1, ..., yiG]
T where G is the number of available treatments for each unit. A vector
of covariates Xi is used in regression and calibration, and Yi is related to Xi by a model
function. We assume we only observe a first phase sample A1 from the population U .
The observed sample has a sample size n and informative unequal survey weights. We
use δ1i and δ1ij to denote selection indicators in the first phase design:
δ1i =
 1 if unit i is selected in the first phase A1;0 otherwise. (3.1)
δ1ij =
 1 if unit i and j are selected in sample A1 simultaneously;0 otherwise. (3.2)
In each unit from the first-phase sample, Xi is observed fully; however, one and only
one Yig is observed due to individual treatment selection. We use the indicator variable
δ2ig to indicate unit treatment selection conditional on its selection in the first phase A1,
δ2ig =
 1 if unit i selected treatment g;0 otherwise. (3.3)
Consequently, we have
G∑
g=1
δ2ig = 1 for i = 1, ..., n. This indicator variable partitions
the first phase sample A1 to disjoint second phase samples A21, ..., A2G, with δ2ig = 1, for
all units in A1, g = 1, ..., G. We assume we know the first phase selection probabilities
pi1i and joint selection probabilities pi1ij, and we have E(δ1i|U) = pi1i and E(δ1ij|U) =
pi1ij. We assume the Missing at Random (MAR) mechanism described in Rubin (1976).
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Then, the treatment selection δ2ig is conditionally independent with Yi when observing
covariates Xi in sample A1. Thus we have the relationship
δ2ig ⊥ Yi | Xi (3.4)
To make valid causal inferences using observational data, we plan to use the propen-
sity score (Rosenbaum and Rubin 1983) to adjust the selection bias. In the second phase
sample, the conditional treatment selection probabilities pi2ig = E(δ2ig|X) are unknown.
They can be taken as a generalized propensity score introduced in Hirano and Imbens
(2004). We adopt the algorithm used in Cattaneo (2010) to estimate multiple propensity
scores pi2ig. Under suitable regularity conditions, we have the estimated pˆi2ig (Yu, Legg
and Liu 2013) as below,
pˆi2ig =
exp(RTK(Xi)γˆg)
G∑
h=1
exp(RTK(Xi)γˆh)
(3.5)
where RK(Xi) is a spline approximation function using Xi, and γˆ = (γˆ
T
1 , ..., γˆ
T
G)
T is from
γˆ = arg max
γ |γ1=0
∑
i∈A1
G∑
g=1
δ2iglog
 exp(RTK(Xi)γg)G∑
h=1
exp(RTK(Xi)γh)
 , (3.6)
Under the same regularity conditions, pˆi2ig converges to pi2ig in certain speed (Yu, Legg
and Liu 2013). There is no functional assumption for the propensity scores pi2ig, except
its relation to Xi; we thus call this estimating algorithm a semiparametric method.
In the regular generalized method of moments estimators, all variables involved in the
estimating equations are assumed to be observed in sample. Here we assume we observe
X in a sample A1, but Yi is only observed in the selected treatment for each unit i. Thus,
we need to incorporate survey weights of the first phase and the selection probabilities of
the second phase into the propensity scores that are applied to the estimating equations
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to correct the sampling and selection bias. Additional information Xi is incorporated to
gain potential efficiency.
Define X¯1pi =
1
N
∑
i∈U
Xiδ1i
pi1i
, X˜2pig =
1
N
∑
i∈U
Xiδ1iδ2ig
pi1ipˆi2ig
, m˜2pig(θ) =
1
N
∑
i∈U
mig(θ)δ1iδ2ig
pi1ipˆi2ig
,
and
G(θ) =

E(X)− µ
E(X)− µ
...
E(X)− µ
E(m1(β))
...
E(mG(β))

(3.7)
The reason why we have multiple E(X)−µ is that we consider using the X covariates in
both the first-phase sample and the second-phase sample. Thus the asymptotic expecta-
tions of the estimating equations from different treatments are the same as E(X)−µ. We
can see this through the following estimating equations. Here an interested parameter
θ0 is defined as the unique solution of G(θ) = 0. Set
GN(θ) =

X¯1pi − µ
X˜2pi1 − µ
...
X˜2piG − µ
m˜2pi1(β)
...
m˜2piG(β)

(3.8)
Then the proposed estimator is
θˆN = arg min
θ
GTN(θ)V
−1
N (θ)GN(θ) (3.9)
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where VN(θ) = V̂ ar(
√
NGN(θ)). We will discuss how to obtain V̂ ar(
√
NGN(θ)) in
subsection 3.2.4.
3.2.2 Assumptions
Here is the list of assumptions that are similar to ones in marginal treatment effects
framework (Chapter 2).
A: (1) δ2ig is independent of Yi given the variable Xi for all g; (2) Xi is distributed
with a density bounded away from zero on its compact support; (3) V (Yig|Xi) is uni-
formly bounded for any g and Xi; (4) We set E(Xi) = E(X) = µ, and moment func-
tions E(mig) = E(mg) = 0. We use these above terms interchangeably in the proof.
E(X2), supβE(m
2
g(β)), supβE(|mg(β)||X) are all finite; (5) E{‖ mg(β) − mg(β0) ‖} =
O(‖ β − β0 ‖).
B: These assumptions are for bases and dimensions of RK(Xi) so that pˆi2ig converges
to its true function fast enough. (1) The smallest eigenvalue of E[RK(X)R
T
K(X)] is
uniformly bounded and away from 0; (2) There exists a sequence of constants ξ(K) so that
‖ RK(X) ‖≤ ξ(K); (3) pi2ig and E[Yig|Xi] are s-time differentiable with sdx > (2η + 1),
where η = log(ξ(K))
log(K)
; (4) K = nν where ν satisfies 4sd−1x − 4η − 2 > ν−1 > 4η + 2.
Conditions (B.1) and (B.2) are satisfied with η = 0.5 for splines bases.
C: We use Nh and N to denote the population size in stratum h (if available) and
the total population size, respectively. nh and n are the sample size in stratum h and
the total sample size, respectively. (1) Nh → +∞ when N →∞, and inf( nhNh ) ≥ f0 > 0
for all h and inf( n
N
) ≥ f0 > 0; (2) pi1i and pi2ig are the first phase and second phase
selection probabilities, where pi1i is bounded away from 0, and pi2ig is bounded away
from 0 and 1; (3) 1
N2
∑
i∈U
∑
j∈U ∆1ij
1
pi1i
1
pi1j
= O( 1
N
). The assumption (C.3) is satisfied
for general sampling designs including Stratified Simple Random Sampling (Stratified
SRS), SRS and Probability proportional to Size (PPS) samples. For Stratified SRS,
(C.3) = 1
N2
∑H
h=1
N2h
nh
(1− nh
Nh
)S2h = O(
1
N
). For SRS, (C.3) = (1− n
N
)S
2
n
= O( 1
n
) = O( 1
N
).
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For PPS sample, (C.3) = 1
N2
∑
i∈U(
1
pi1i
− 1) = O( 1
N
).
D: Set θ0 as the true value of the population parameter, and V (θ) = V ar(
√
NGN(θ)).
(1) VN(θ) and V (θ) are both symmetrical and positive definite; lim infN→∞min(eigen(VN(θ0)))
≥ λmin > 0 and lim infN→∞min(eigen(V (θ0))) ≥ λmin > 0; lim supN→∞max(eigen(VN(θ))) ≤
λmax < +∞ and lim supN→∞max(eigen(V (θ))) ≤ λmax < +∞. Set AN(θ) = VN(θ)−1/2
and A(θ) = V (θ)−1/2. (2) ‖ AN(θ) − AN(θ0) ‖≤ Op(‖ θ − θ0 ‖), and AN(θ0) =
A(θ0) + op(1); (3)
√
NGN(θ0)
L−→ N(0, V (θ0)).
3.2.3 Consistency and Normality Theorems
We next show the asymptotic consistency and normality of our GMM estimator.
Theorem 3 Under regularity assumptions listed in this chapter, we have
(i)
θˆN − θ0 = op(1). (3.10)
(ii)
√
N(θˆN − θ0) L−→ N(0, [ΓT (θ0)V −1(θ0)Γ(θ0)]−1) (3.11)
where Γ(θ) = ∂G(θ)
∂θ
and V (θ) = V ar(
√
NGN(θ)).
We only sketch the proof here. The detailed proof can be found in Appendix.
Sketch Proof. The derivation uses theorems from Pakes and Pollard (1989) to prove
the consistency and normality properties of the proposed estimator. Two most important
conditions we need to check are
(1) supθ∈Θ ‖ GN(θ)−G(θ) ‖= op(1) and
(2) sup‖θ−θ0‖≤δN ‖ GN(θ)−G(θ)−GN(θ0) ‖= op(N−1/2).
The following equations (Yu, Legg and Liu 2013) are used to verify the conditions
(1) and (2).
X˜2pig =
1
N
∑
i∈U
Xiδ1iδ2ig
pi1ipi2ig
− 1
N
∑
i∈U
E(Xi|X)(δ2ig − pi2ig)
pi2ig
+ op(N
− 1
2 ) (3.12)
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m˜2pig =
1
N
∑
i∈U
mig(θ)δ1iδ2ig
pi1ipi2ig
− 1
N
∑
i∈U
E(mig(θ)|X)(δ2ig − pi2ig)
pi2ig
+ op(N
− 1
2 ) (3.13)
Condition (1) can be verified by showing E(X¯1pi − E(X))2 = O( 1N ), E(X˜2pig −
E(X))2 = O( 1
N
) and E(m˜2pig(β) − E(mg(β)))2 = O( 1N ), which further imply that
X¯1pi − E(X) = op(1), X˜2pig − E(X) = op(1), and m˜2pig(β) − E(mg(β)) = op(1). Condi-
tion (2) can be verified by showing sup‖β−β0‖≤δN ‖ m˜2pig(β) − E(mg(β)) − m˜2pig(β0) ‖=
op(N
−1/2). Since we have
m˜2pig(β)− E(mg(β))− m˜2pig(β0)
= [ 1
N
∑
i∈U
(mig(β)−mig(β0))δ1iδ2ig
pi1ipi2ig
− E(mig(β)−mig(β0))]
−[ 1
N
∑
i∈U
E[(mig(β)−mig(β0))|X](δ2ig−pi2ig)
pi2ig
] + op(N
−1/2)
= T3N − T4N + op(N−1/2)
,
we only need to show T3N = op(N
−1/2) and T4N = op(N−1/2) when ‖ β− β0 ‖≤ δN . And
this can be deduced from E(T 23N) = o(
1
N
) and E(T 24N) = o(
1
N
) when ‖ β−β0 ‖≤ δN . For
more details, see Appendix.
To compare this proposed estimator to estimators with similar forms but different
variance matrices, let us set
θˆw = arg min
θ
GTN(θ)W
−1GN(θ) (3.14)
where W is a fixed postive definite matrix. Then we can establish the following corollary
Corollary 3 Under regularity assumptions listed in this chapter, we have
(i)
θˆw − θ0 = op(1). (3.15)
(ii)
√
N(θˆw − θ0)→L N(0, Vw(θ0)) (3.16)
where Vw = (Γ
TW−1Γ)−1ΓTW−1VW−1Γ(ΓTW−1Γ)−1.
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Proof. Positive definite matrix W automatically satisfies conditions of Theorem 3.4
and 3.5 in Pakes and Pollard (1989). Conditions of theorems 3.2 and 3.3 are shown in
the previous proof. Thus this corollary follows from using theorems 3.2, 3.3, 3.4, and 3.5
from Pakes and Pollard (1989).
Remark 1 θˆI , a special case of θˆW where W is an identity matrix I, is still a consistent
estimator of θ0. We need θˆI in the estimation process of θˆN , which is the most efficient
estimator among all estimators that have different weight matrixes.
Corollary 4 θˆN is the most efficient estimator among all θˆW s, i.e.
V ar(θˆN) ≤ V ar(θˆW ). (3.17)
Proof. This can be shown by comparing the two variances directly
V ar(θˆw)− V ar(θˆN)
= (ΓTW−1Γ)−1ΓTW−1VW−1Γ(ΓTW−1Γ)−1 − (ΓTV −1Γ)−1
= (ΓTW−1Γ)−1ΓTW−1V 1/2(I − V −1/2Γ(ΓTV −1Γ)−1ΓTV −1/2)V 1/2W−1Γ(ΓTW−1Γ)−1
= [(ΓTW−1Γ)−1ΓTW−1V 1/2(I − V −1/2Γ(ΓTV −1Γ)−1ΓV −1/2)]
*[(ΓTW−1Γ)−1ΓTW−1V 1/2(I − V −1/2Γ(ΓTV −1Γ)−1ΓV −1/2)]T
≥ 0
3.2.4 A Variance Estimator
We provide a consistent variance estimator for θˆN :
V̂ ar(θˆN) =
1
N
(ΓTNV
−1
N ΓN)
−1|θ=θˆN , (3.18)
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where
ΓN(θ) =

−Idx 0
−Idx 0
...
...
−Idx 0
0 1
N
∑
i∈A21
1
pi1ipˆi2i1
∂mi1(β)
∂β
...
...
0 1
N
∑
i∈A2G
1
pi1ipˆi2iG
∂miG(β)
∂β

(3.19)
Since V ar(
√
NGN(θ)) = E(V ar(
√
NGN |FN)) + V ar(E(
√
NGN(θ)|FN)) =
N{E( 1
N2
∑
i∈U
∑
j∈U(pi1ij − pi1ipi1j)gi(θ)pi1i
gTj (θ)
pi1j
) + V ar( 1
N
∑
i∈U gi(θ))}, we have
VN(θ) = N{ 1N2
∑
i∈A1
∑
j∈A1
pi1ij−pi1ipi1j
pi1ij
gi(θ)
pi1i
gTj (θ)
pi1j
+ 1
N
[ 1
N
∑
i∈A1
gi(θ)g
T
i (θ)
pi1i
− ( 1
N
∑
i∈A1
gi(θ)
pi1i
)( 1
N
∑
i∈A1
gi(θ)
pi1i
)T ]},
in which
gi(θ) =

xi − µ
δ2i1(xi−µ)
pˆi2i1
...
δ2iG(xi−µ)
pˆi2iG
δ2i1m(yi1;β)
pˆi2i1
...
δ2iGm(yiG;β)
pˆi2iG

, (3.20)
Note that we have GN(θ) =
1
N
∑
i∈A1
gi(θ)
pi1i
.
In the two-step iterative estimating procedure: (1) We first minimize ‖ GN(θ) ‖2 to
get a consistent estimator θˆI ; Provide a consistent estimate of VN(θˆI); and (2) Replace
VN(θ) with VN(θˆI) in equation 3.9 to get an estimate θˆN of θ0. Then we can calculate
VN(θˆN), ΓN(θˆN) and V̂ ar(θˆN).
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Theorem 4 Under regularity assumptions listed above,
V̂ ar(θˆN) = V ar(θˆN) + op(1) (3.21)
Proof. This can be showed immediately from these points: All the estimates (with
hats above) are consistent estimates; the function forms connecting all estimates are
continuous (continuity keeps consistency) and boundary; Γ is a full rank matrix; and VN
is a positive definite variance matrix.
Simulation studies to examine the proposed GMM estimator will be provided in
Section 3.4 together with the results from the EL method. In the next subsection, we
will discuss our EL method in estimating multiple treatment effects defined through a
GEE.
3.3 The Empirical Likelihood Estimator
Qin and Lawless (1994) built a connection between the empirical likelihood (EL)
method and generalized estimating equations. We extend this idea to incorporating the
first-phase and the second-phase sampling designs. In this section, we first introduce
the intuition of the proposed EL estimator, and then provide consistency and normality
theorems.
3.3.1 Introduction
The empirical likelihood method (EL) proposed by Owen (1988), has become very
popular in statistics. This nonparametric method requires fewer assumptions than para-
metric methods like maximum likelihood estimation. Thus it is more robust to incorrect
model function assumptions. The EL method can be used to make confidence regions
and hypothesis tests. Owen (1990) extends the EL method from a single mean to a vec-
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tor form. Further more, Owen (2001) provides a comprehensive study of the EL method,
which includes estimating regression coefficients in models.
Besides mean functional forms, we can put other equations in the empirical likelihood
ratio functions. Chan, Chen, Peng, and Yu (2009) show that the EL method can also be
used in a levy process by replacing the mean functional with characteristic functions. Qin
and Lawless (1994) incorporate the EL method with generalized estimating equations to
make inference on the parameters defined through estimating equations.
The EL method can be used to make causal inference on data with missing values.
Wang and Chen (2009) use a kernel estimator to deal with missing values in estimat-
ing parameters defined through generalized estimating equations. Kim and Yu (2011)
provides a way of making causal inference with nonignorable missing mechanism assump-
tions using semiparametric methods. Chen and Kim (2011) provide a united theory for
the EL method with ignorable or nonignorable missing data, or known or unknown
propensity scores.
In the next subsection, we propose an EL estimator to deal with data that are from
a survey sample instead of a population. An ignorable missing mechanism (missing at
random) is assumed on selecting treatments in the observation data. The proposed EL
estimator uses the same propensity score adjusted moments and covariates described in
Section 3.2, but is estimated using an EL approach instead of GMM. Consistency and
normality theorems are provided to enable construction of nominal confidence intervals.
3.3.2 Set-up and the Proposed EL Estimator
Define di =
1
pi1i∑
i∈A1
1
pi1i
. di represents the relative weights of all units in the first-phase
sample. Following the pseudo empirical likelihood proposed by Chen and Sitter (1999),
we consider the profile empirical log likelihood function
∑
i∈A1
1
pi1i
log(pi)
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where pi ≥ 0 and
∑
i∈A1 pi = 1. The intuition here is that the expectation of the
log likelihood function of the samples is the true log likelihood for the population:
E(
∑
i∈A1
1
pi1i
log(pi)) =
∑
i∈U log(pi). Without other constraints, the log likelihood of
the sample can reach a maximum value
∑
i∈A1
1
pi1i
log(di) when pi = di, using the method
of Lagrange multipliers. So the difference between the profile empirical log likelihood
function and its maximum value without constraints is the profile empirical log likelihood
ratio
l(θ) = max{
∑
i∈A1
1
pi1i
log(
pi
di
)|pi ≥ 0,
∑
i∈A1
pi = 1,
∑
i∈A1
pigi(zi, θ) = 0} (3.22)
where generalized estimating equations are
gi(zi, θ) =

xi − µ
δ2i1(xi−µ)
pˆi2i1
...
δ2iG(xi−µ)
pˆi2iG
δ2i1m(yi1;β)
pˆi2i1
...
δ2iGm(yiG;β)
pˆi2iG

.
In this frame work, we have θ = (µT , βT )T , Z = (XT , Y T )T . The proposed estimator
is
θˆEL = max
θ
l(θ) (3.23)
Following Owen (2001), we use the method of Lagrange multipliers to study this estima-
tor. Set
H =
∑
i∈A1
1
pi1i
log(
pi
di
) + α(
∑
i∈A1
pi − 1)− λT (
∑
i∈A1
1
pi1i
)pigi(Zi, θ)
After making partial derivations on H, we get two equations for λ
pi =
di
1 + λTgi(Zi, θ)
(3.24)
∑
i∈A1
digi(Zi, θ)
1 + λTgi(Zi, θ)
= 0 (3.25)
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We will write gi(Zi, θ) as gi for convenience from now on.
Theorem 5 Under regularity conditions listed in this chapter,
(1) ‖ λ ‖= Op(N− 12 ),
(2) max ‖ λTgi ‖= op(1).
Proof. Since we have
0 =
∑
i∈A1
diλ
Tgi
1 + λTgi
=
∑
i∈A1
diλ
Tgi −
∑
i∈A1
diλ
Tgig
T
i λ
1 + λTgi
(3.26)
Set S˜ =
∑
i∈A1
digig
T
i
1+λT gi
and S =
∑
i∈A1 digig
T
i . Since pi > 0, then 1 +λ
Tgi > 0 for each
unit i, and
λT (
∑
i∈A1 digig
T
i )λ ≤ λT (
∑
i∈A1
digug
T
i
1+λT gi
)λ(1+ ‖ λ ‖ max ‖ gi ‖)
= λT (
∑
i∈A1 digi)(1+ ‖ λ ‖ max ‖ gi ‖)
The last equal sign is from Equation (3.26). Then
‖ λ ‖ [( λ‖ λ ‖)
T (
∑
i∈A1
digig
T
i )(
λ
‖ λ ‖)− (
λ
‖ λ ‖)
T (
∑
i∈A1
digi) max ‖ gi ‖] ≤ ( λ‖ λ ‖)
T (
∑
i∈A1
digi)
Under regularity conditions,
∑
i∈A1 digig
T
i = E(gig
T
i )+op(1), where E(gig
T
i ) is a positive
matrix. Denote σ1 ≥ σp > 0 as the largest and smallest eigenvalues of E(gigTi ). By using
spectral decomposition methods, we have
σ1 + op(1) ≥ ( λ‖ λ ‖)
T (
∑
i∈A1
digig
T
i )(
λ
‖ λ ‖) ≥ σp + op(1)
Since we have
√
N
∑
i∈A1 digi −→ N(0, VN),
∑
i∈A1 digi = Op(N
− 1
2 )
From lemma 11.2 of Owen (1990) we have max ‖ gi ‖= op(N 12 ). Then ( λ‖λ‖)T (
∑
i∈A1 digi)
max ‖ gi ‖= op(1). Thus we have ‖ λ ‖= Op(N− 12 ) and max ‖ λTgi ‖= op(1).
θˆEL can be calculated from the partial derivative of l(θ) with respect to θ. Setting
the equation equivalent to zero then we have
0 = −(
∑
i∈A1
1
pi1i
)
∑
i∈A1
[
di(
∂gi
∂θ
)Tλ
(1 + λTgi)
+
di(
∂λ
∂θ
)Tgi
(1 + λTgi)
]|θ=θˆEL (3.27)
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Combining it with equation 3.25, which specifies the relationship between λ and θ,
and following Qin and Lawless (1994), we denote
 λˆ
θˆEL
 as the solution of Q(λ, θ) =
 Q1(λ, θ)
Q2(λ, θ)
 = 0 , where
Q1(λ, θ) =
∑
i∈A1
digi
(1 + λTgi)
(3.28)
Q2(λ, θ) =
∑
i∈A1
di(
∂gi
∂θ
)Tλ
(1 + λTgi)
(3.29)
Theorem 6 Under regularity conditions listed in this chapter,
√
N(θˆEL − θ0) −→ N(0, VEL), (3.30)
where VEL = S
−1
22.1S21S
−1
11 V S
−1
11 S12S
−1
22.1, V = V ar(
√
NQ1(0, θ0)), S22.1 = S21S
−1
11 S12,
S11 = E(gig
T
i ), S12 = E(
∂gi
∂θ
), and S21 = S
T
12.
Proof. By using the same arguments as Lemma 1 in Qin and Lawless (1994), and
the results from Theorem 5, we have λˆ
θˆEL
 =
 0
θ0
+ op(1) (3.31)
Taking derivations of Q(λ, θ) with respect to λ and θ, we have
∂Q1
∂λ
|λ=0,θ=θ0 = −
∑
i∈A1
digig
T
i (3.32)
∂Q1
∂θ
|λ=0,θ=θ0 =
∑
i∈A1
di
∂gi
∂θ
(3.33)
∂Q2
∂λ
|λ=0,θ=θ0 =
∑
i∈A1
di(
∂gi
∂θ
)T (3.34)
∂Q2
∂θ
|λ=0,θ=θ0 = 0 (3.35)
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Using Taylor expansions, we get
0 = Q(λˆ, θˆEL)
=
 Q1(0, θ0)
Q2(0, θ0)
+
 ∂Q1∂λ ∂Q1∂θ
∂Q2
∂λ
∂Q2
∂θ
 |λ=0,θ=θ0
 λˆ− 0
θˆEL − θ0
+ op(δ)
where δ =
 λˆ
θˆEL − θ0
 . Then we have
 λˆ
θˆEL − θ0
 = S−1N [
 −Q1(0, θ0)
0
+ op(δ)]
Under regularity conditions,
SN
p−→ S =
 S11 S12
S21 0
 =
 E(gigTi ) E(∂gi∂θ )
E(∂gi
∂θ
)T 0

After assuming that the smallest eigenvalue of SN is aways positive, we get S
−1
N =
S−1 + op(1) = Op(1).
As Q1(0, θ0) = Op(N
− 1
2 ), we then have λˆ
θˆEL − θ0
 = S−1
 −Q1(0, θ0)
0
+ op(δ) + op(N− 12 )
so we get  λˆ
θˆEL − θ0
 (1− op(1)) = Op(N− 12 )
Thus
δ =
 λˆ
θˆEL − θ0
 = Op(N− 12 )
and  λˆ
θˆEL − θ0
 = S−1
 −Q1(0, θ0)
0
+ op(N− 12 )
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We have the inverse of matrix S
S−1 =
 S11 S12
S21 0

−1
=
 S−111 − S−111 S12S−122.1S21S−111 S−111 S12S−122.1
S−122.1S21S
−1
11 −S−122.1
 ,
where S22.1 = S21S
−1
11 S12. Then we get
√
N(θˆEL − θ0) = −
√
NS−122.1S21S
−1
11 Q1(0, θ0) + op(1) (3.36)
Using Slutsky’s theorem,
√
N(θˆEL − θ0) p−→ N(0, VEL) (3.37)
where
VEL = S
−1
22.1S21S
−1
11 V S
−1
11 S12S
−1
22.1
and
V = V ar(
√
NQ1(0, θ0))
3.3.3 Calculation Procedure for (λˆT , θˆTEL)
T and Estimated Variance
The Newton-Raphson method can be used to estimate the λˆ and θˆEL. The estimator
in (n+1)th iteration is obtained as λ
θ

(n+1)
=
 λ
θ

(n)
− [∂Q(λn, θn)
∂(λ, θ)
]−1Q(λn, θn)
∂Q
∂(λ, θ)
=
 ∂Q1∂λ ∂Q1∂θ
∂Q2
∂λ
∂Q2
∂θ

in which
∂Q1
∂λ
= −
∑
i∈A1
digig
T
i
(1 + λTgi)2
,
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∂Q2
∂λ
=
∑
i∈A1
di[(
∂gi
∂θ
)T (1 + λTgi)− (∂gi∂θ )TλgTi ]
(1 + λTgi)2
,
∂Q1
∂θ
= [
∂Q1
∂λ
]T ,
∂Q2
∂θ
=
∑
i∈A1
di
[
∂(
∂gi
θ
)T
∂θ1
λ, ...,
∂(
∂gi
θ
)T
∂θp
λ](1 + λTgi)− (∂gi∂θ )Tλ[(∂gi∂θ )Tλ]T
(1 + λTgi)2
.
We use initial values
 λ
θ

(0)
=
 0
θˆGMM

Variance estimates are provided here
V̂EL = Sˆ
−1
22.1Sˆ21Sˆ
−1
11 VN Sˆ
−1
11 Sˆ12Sˆ
−1
22.1 (3.38)
where Sˆ11 = (
∑
i∈A1 digig
T
i )|θ=θˆEL , Sˆ12 = (
∑
i∈A1 di
∂gi
∂θ
)θ=θˆEL , Sˆ21 = (Sˆ12)
T , Sˆ22.1 =
Sˆ21Sˆ
−1
11 Sˆ12, and
VN = N{ 1N2
∑
i∈A1
∑
j∈A1
pi1ij−pi1ipi1j
pi1ij
gi(θ)
pi1i
gTj (θ)
pi1j
+ 1
N
[ 1
N
∑
i∈A1
gi(θ)g
T
i (θ)
pi1i
− ( 1
N
∑
i∈A1
gi(θ)
pi1i
)( 1
N
∑
i∈A1
gi(θ)
pi1i
)T ]}θ=θˆEL
(3.39)
Theorem 7 The variance estimator V̂EL is a consistent estimate of VEL,
(1) VˆEL = VEL + op(1).
Proof. We note that all the estimators are consistent estimators. The functional forms
of this variance estimator are continuous, and multiplication retains consistency. The
inverse part can be guaranteed by assuming the covariance matrix is positive define with
the smallest eigenvalue larger than 0.
3.4 Simulations
We provide simulation examples in this section to demonstrate the performance of
the proposed estimators GMM and EL relative to regularly used estimators with respect
to biases and variances. The estimators considered for comparisons are GMM.DE, DE,
GMM.IPW, and IPW. They are defined as follows:
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• Define
GGMM.DE(θ) =

m˜2pi1(β)
...
m˜2piG(β)
 , (3.40)
then the GMM.DE estimator is
θˆGMM.DE = arg min
θ
GTGMM.DE(θ)V
−1
GMM.DE(θ)GGMM.DE(θ) (3.41)
where VGMM.DE(θ) = V̂ ar(
√
NGGMM.DE(θ)).
• DE is θˆDE = arg min
θ
|m˜2pig(θ)|, which ignores the auxiliary covariates and estimates
parameters using separate treatment group data.
• GMM.IPW is similar to the estimator θˆGMM.DE, but takes the first phase sampling
design as simple random sampling. Set mˆ2pig(θ) =
1
n
∑
i∈A2g
mig(θ)
pˆi2ig
, and
GGMM.IPW (θ) =

mˆ2pi1(β)
...
mˆ2piG(β)
 , (3.42)
then the GMM.IPW estimator is
θˆGMM.IPW = arg min
θ
GTGMM.IPW (θ)V
−1
GMM.IPW (θ)GGMM.IPW (θ) (3.43)
where VGMM.IPW (θ) = V̂ ar(
√
NGGMM.IPW (θ)).
• The IPW estimator is θˆIPW = arg min
θ
|mˆ2pig(θ)|.
The structure comparisons among all estimators appear in Table 3.1.
Remark 2 Estimators θˆGMM.DE and θˆDE are two special cases of θˆW . θˆGMM.DE is
equivalent to the estimator of
X¯1pi − µ
X˜2pi − µ
m˜2pi(θ)

T  V11 0
0 V22

−1

X¯1pi − µ
X˜2pi − µ
m˜2pi(θ)
 ,
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and θˆDE is equivalent to the estimator of

X¯1pi − µ
X˜2pi − µ
m˜2pi(θ)

T

V11 0 · · · 0
0 V22.1 · · · 0
...
...
. . .
...
0 0 · · · V22.G

−1 
X¯1pi − µ
X˜2pi − µ
m˜2pi(θ)
 ,
where V11 is the variance of X covariate moments, V22 is the variance of m˜2pi, and V22.g
is the variance of m˜(2pig). Thus we have V ar(θˆN) ≤ V ar(θˆGMM.DE) and V ar(θˆN) ≤
V ar(θˆDE).
Remark 3 V ar(θˆGMM.DE) ≤ V ar(θˆDE) follows easily from the proof of corollary 2.
3.4.1 Marginal and Proportional Models
These Monte Carlo simulations use population and sample sizes (N, n)= (10,000, 250)
and (20,000, 500) with Monte Carlo size m = 1000. We assume the population has two
strata represented by h= 1 and 2 with equal population in each stratum. The sampling
design in the first phase is stratified Simple Random Sampling, with 80% of the sample
from stratum 1 and 20% of sample from stratum 2. The sampling design in the second
phase is multinomial with treatment selection probabilities
pi2ig =
exp(ΦTgXi)∑G
g=1 exp(Φ
T
gXi)
, (3.44)
where G = 3 and Xi = (1, xi, x
2
i ),Φ
T
1 = (0, 0, 0),Φ
T
2 = (0.1, 0.1, 0.1),Φ
T
3 = (0.2, 0.2, 0.2),
xi is generated from a uniform distribution with range (-2, 2) and all x terms centered.
The outcome model function is
yihg = αhg + γxi + ihg, (3.45)
where ihg ∼ N(0, 1), αTh=1 = (2, 4, 6), αTh=2 = (1, 2, 3), γ = 1.
Parameters to be estimated for marginal mean models are βg = E(yig), and moment
functions are mig = yig−βg, g = 1, ..., G. For proportional models βg = E(I(yig<C)), and
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moment functions are mig = I(yig<C) − βg, where C = 3. For marginal mean estimates,
we can think of them as treatment means. For the proportional model, we can relate the
estimates with the probability of response less than a threshold value in each treatment.
From the tables displayed below, we can see the following aspects. Table 3.2 sum-
marizes the biases, Monte Carlo variance and MSE of all estimators considered. Panel
(a) is for mean differences and panel (b) is for proportion differences. Without consid-
ering the first phase sampling design when informative sampling exists, the estimators
GMM.IPW and IPW give inconsistent estimates. This can be seen from their large bi-
ases in Table 3.2 in estimating the marginal mean and proportional differences. Also in
Table 3.2, if we compare Monte Carlo variances between GMM and GMM.DE, we can see
that including auxiliary covariates gains efficiency in estimating parameters. However,
whether incorporating correlation among moments gains efficiency remains inconclusive.
Comparing MC variances of GMM.DE and DE in Table 3.2(a), we can see that DE has
slightly smaller variances, but in Table 3.2(b) GMM.DE has much smaller variance than
DE. The reason for this is that the correlation in the proportional model is larger than
marginal models, as the proportional model uses the same threshold value in all treat-
ments. We conclude that the correlation among moments is helpful when the correlation
is large enough. In Table 3.2(a), we can see consistent estimators GMM, GMM.DE,
and DE have smaller MSE than inconsistent estimators GMM.IPW and IPW, and the
GMM is the best among all consistent estimators. In Table 3.2(b), on comparing MSE,
GMM is the still the best, though not significantly. DE has somewhat larger MSE than
inconsistent estimators GMM.IPW and IPW; this is because in proportional models, the
scale of difference is so small that variances dominate the MSEs. From the trends of
biases and MC variances, we expect that if we increase the sample size, the consistent
estimators will do better than inconsistent estimators.
Table 3.3 reports coverage probabilities for the two proposed estimators. The con-
fidence intervals are calculated using its estimated variance and asymptotic normality.
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GMM tends to have under coverage probabilities, which is common in GMM based esti-
mators (Wang and Chen 2009). From Table 3.3 we can see the GMM performs well. All
the coverage probabilities are close to nominal 95%, and we see the improvement when
the sample size increases from 250 to 500.
Results for the proposed EL estimator are similar to these for the GMM estimator.
The EL estimator has similar variance and MSE, and the 95% confidence limits give
accurate coverage probabilities like the GMM estimator.
Figure 3.1 shows Monte Carlo averages of treatment difference bias in mean and
proportion models for sample size 250, and Figure 3.2 shows Monte Carlo variances of
treatment differences in mean and proportion models for sample size 250. These two
additional figures give us more direct comparisons of estimators.
Table 3.1 Estimator comparisons
Considering First Phase (pi1i) Grouping Moments Adding Covariates
GMM (θˆN) Yes Yes Yes
GMM.DE Yes Yes No
DE Yes No No
GMM.IPW No Yes No
IPW No No No
3.5 Conclusion
We have shown that we can extend the GMM and EL estimators to survey data
with unequal weights, and use propensity scores that incorporate both the first phase
sampling probabilities and the second phase selection probabilities to remove the biases
due to ignoring the first phase design and selection bias in observational studies. These
estimators can deal with multiple treatment effects, and they do not require parametric
functional forms on the outcome models and the propensity score model. These estima-
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Figure 3.1 Monte Carlo averages of treatment difference bias in mean and proportion
models. (n = 250)
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Figure 3.2 Monte Carlo variance of treatment difference in mean and proportion mod-
els. (n = 250)
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Table 3.2 The MC biases, variances and MSEs of the estimated parameters in marginal
and proportional models.
(a) Marginal models.
Bias MC Var MSE
β1 − β2 β1 − β3 β2 − β3 β1 − β2 β1 − β3 β2 − β3 β1 − β2 β1 − β3 β2 − β3
GMM -0.002 -0.003 -0.001 0.069 0.080 0.102 0.069 0.080 0.102
EL 0.011 0.006 -0.004 0.07 0.092 0.107 0.07 0.092 0.107
GMM.DE -0.009 -0.021 -0.012 0.089 0.104 0.125 0.089 0.104 0.125
(n=250)DE 0.002 0.005 0.002 0.086 0.092 0.097 0.086 0.092 0.097
GMM.IPW -0.303 -0.609 -0.306 0.039 0.044 0.051 0.130 0.415 0.145
IPW -0.305 -0.612 -0.307 0.040 0.046 0.052 0.133 0.421 0.146
GMM 0.001 0.019 0.017 0.033 0.038 0.047 0.033 0.038 0.048
EL -0.005 -0.001 0.004 0.035 0.039 0.048 0.035 0.039 0.048
GMM.DE -0.002 0.014 0.016 0.044 0.050 0.057 0.044 0.050 0.057
(n=500)DE 0.005 0.004 -0.001 0.040 0.044 0.046 0.040 0.044 0.046
GMM.IPW -0.298 -0.586 -0.287 0.017 0.020 0.023 0.106 0.363 0.106
IPW -0.299 -0.587 -0.288 0.017 0.020 0.024 0.107 0.365 0.106
(b) Proportional models.
Bias MC Var MSE
β1 − β2 β1 − β3 β2 − β3 β1 − β2 β1 − β3 β2 − β3 β1 − β2 β1 − β3 β2 − β3
GMM -0.002 -0.001 0.000 0.006 0.006 0.007 0.006 0.006 0.007
EL 0.003 0.003 0 0.006 0.006 0.007 0.006 0.006 0.007
GMM.DE 0.001 0.000 -0.001 0.006 0.007 0.008 0.006 0.007 0.008
(n=250)DE -0.003 -0.005 -0.001 0.018 0.017 0.014 0.018 0.017 0.014
GMM.IPW 0.088 0.093 0.005 0.004 0.003 0.003 0.012 0.012 0.003
IPW 0.086 0.091 0.005 0.004 0.003 0.003 0.011 0.011 0.003
GMM -0.003 0.000 0.003 0.003 0.003 0.004 0.003 0.003 0.004
EL -0.001 0.001 0.003 0.003 0.003 0.004 0.003 0.003 0.004
GMM.DE -0.002 0.001 0.003 0.003 0.003 0.004 0.003 0.003 0.004
(n=500)DE -0.003 0.001 0.005 0.009 0.008 0.008 0.009 0.008 0.008
GMM.IPW 0.085 0.092 0.008 0.002 0.002 0.002 0.009 0.010 0.002
IPW 0.084 0.092 0.008 0.002 0.002 0.002 0.009 0.010 0.002
tors also show the importance of considering the first-phase sampling in making causal
inferences.
We also show that the EL estimator based on the same covariates behaves very similar
as the GMM estimator. Both of the proposed estimators are a little under coverage in
the small sample size.
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Table 3.3 The coverage probabilities of the 95% C.I. for the proposed estimator in
marginal and proportional models.
(a) Marginal models.
Cover. Prob.
β1 − β2 β1 − β3 β2 − β3
(n=250) GMM 0.941 0.941 0.946
EL 0.937 0.918 0.934
(n=500) GMM 0.942 0.943 0.935
EL 0.937 0.943 0.953
(b) Proportional models.
Cover. Prob.
β1 − β2 β1 − β3 β2 − β3
(n=250) GMM 0.920 0.917 0.927
EL 0.939 0.932 0.938
(n=500) GMM 0.931 0.937 0.952
EL 0.931 0.933 0.946
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CHAPTER 4. REAL DATA STUDY
In this chapter, we evaluate empirical performance of our proposed estimators in es-
timating treatment effects using a subsample from the 2005-2006 NHANES Survey. The
goal of this empirical analysis is to assess the effect of nutrition label use (treatments)
on body mass index (BMI) as examined by Drichoutis et. al. (2009). The NHANES is a
study designed to assess the health and nutritional status of adults and children in the
United States and is unique in that it combines interviews and physical examinations. A
detailed description of the survey can be found at http://www.cdc.gov/nchs/nhanes.htm.
The nutrition label use variable has three levels: level 1 = often, level 2 = sometimes,
and level 3 = seldom. The study variable y is the BMI calculated from body weight and
height. Covariates were selected from Drichoutis et. al. (2009). In general, the covari-
ates were classified into five categories: demographic, risky behavior, lifestyle, knowledge
and health situation. There are totally 36 covariates and most of them are dummy
variables, see detailed description in Drichoutis et. al. (2009). We made a stepwise
variable selection in SAS using multiple logistic regression and got five covariates: Gen-
der, Edu3 (High School /GED or not), KnowDG (whether Heard of dietary guidelines),
Age, HealthyDiet3 (How healthy is the diet, good or not).The analysis dataset contains
n = 1775 subjects from the NHANES survey data.
NHANES uses a complex multistage probability sampling design, and the weights,
i.e. pi−11i , are created to account for the complex survey design, survey non-response,
and post-stratification. Since most of the covariate are dummy variables, the base used
for estimating pˆi2ig and the outcome regression model is a vector simply containing all
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individual covariates. In the REG regression estimator, the explanatory variables are an
intercept, treatment indicators and all the covariates. In addition, variance estimation
is carried out for all estimators. Due to confidentiality issues, Mashed Variance Units
(MVUs) were created and attached to the NHANES data files. The NHANES website
provides an R code instruction to produce variance estimates using the MVUs. This R
code was embedded into our main codes to calculate the components that are related to
the first phase variance estimator in equations (2.42) - (2.45).
4.1 Two-phase Regression Estimates
The estimated treatment effects, the standard errors and the 95% C.I.s are reported
in Table 4.1. Figure 4.1 shows the plot of estimated treatment means versus treatment
levels in the empirical study. For the two estimators that incorporate the first phase
design and covariates, TPR1 and TPR2 both suggest that the estimated treatment mean
of the BMI is highest at nutrition label use “seldom” and lowest “sometimes”. This can
be explained by that people who seldom read nutrition label use do not care about the
food health, thus they have the highest BMI; and people who sometimes read it are
people in good health situation, and they do keep an eye on their food. Though there
is not significant difference among the three pair comparisons. However, unlike TPR1
and TPR2 estimators, the IPW estimator shows that people who seldom read nutrition
label use have the lowest BMI mean. This can also be explained by that people in the
group of not reading nutrition label use are most likely people who do not have obesity
problems. The NA-IPW,REG, and MT estimators all agree that the seldom reading
label use treatment has a lower BMI mean than sometimes and often, but it is not clear
which treatment is associated with the highest BMI mean. We notice that the difference
between the seldom treatment and sometimes/often treatments are significant, partly
due to the small standard errors. Ignoring a first phase design, the generated hypotheses
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Table 4.1 Results from the empirical study of nutrition label uses, including estimated
treatment effects for three nutrition label use levels, their standard errors and
their 95% C.I.s.
Often-Sometimes Often-Seldom Sometimes-Seldom
Estimate 0.26 -1.34 -1.60
TPR1 SE 1.37 1.60 1.60
95% C.I. [-2.42, 2.94] [-4.49, 1.80] [-4.74, 1.55]
Estimate 0.03 -1.47 -1.51
TPR2 SE 1.37 1.61 1.61
95% C.I. [-2.65, 2.71] [-4.62, 1.67] [-4.65, 1.64]
Estimate -0.32 1.47 1.79
IPW SE 2.11 1.95 2.32
95% C.I. [-4.45, 3.81] [-2.36, 5.30] [-2.77, 6.35]
Estimate -0.12 1.65 1.77
NA-IPW SE 0.60 0.58 0.62
95% C.I. [-1.29, 1.05] [0.52, 2.78] [0.57, 2.98]
Estimate 0.17 1.28 1.11
REG SE 0.39 0.39 0.41
95% C.I. [-0.61, 0.94] [0.52, 2.04] [0.31, 1.92]
Estimate 0.49 1.00 0.66
MT SE 0.35 0.34 0.34
95% C.I. [-0.19, 1.17] [0.33, 1.67] [0.00, 1.32]
from NA-IPW, REG and MT methods could lead a different conclusion.
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4.2 The GMM Estimator and the EL Estimator: Difference in
Means and Proportions
In this section we use the proposed estimators from Chapter 3 to assess the real data
again. BMI is generally recognized as an indicator associating with human body fat.
An adult with a BMI 30 or higher is considered as obese. The parameters of interest
here are BMI differences between treatments, and the difference in obesity proportions
between treatments. The response is BMI and an indicator IBMI>30, where 30 is the
threshold value of obesity. For BMI treatment difference estimates, Table 4.2 shows that
four consistent estimators GMM , EL, GMM.DE and DE all give similar results. The
similar results here are not surprising. Because the covariates have been used in the
selection probabilities estimation, adding covariates does not increase much efficiency;
Moreover the correlations among different treatments might be tiny, thus considering the
covariance matrix does not help reduce the estimator variance much.
The GMM.IPW and IPW estimators give very similar results. These estimators
are similar to the consistent estimators except for the signs of estimates of difference
between often and sometimes label use. This can be explained by the following. The
sampling procedure is a complex process, and original design weights are not tractable
after cleaning the data. We use the provided weights to calculate selection probabilities,
and assume proportional to size design to calculate joint selection probabilities. When
the selection probabilities are similar for all units, considering the first phase design does
not make much difference on the estimates of difference. We can draw some conclusions
for the estimates: The seldom treatment group has the lowest BMI score. The difference
between often and sometimes is not significant. Although the consistent estimators show
that the often treatment has a lower BMI, the difference is not statistically different.
This conclusion does not support the expectation that the nutrition label use can reduce
BMI.
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The story from estimates of differences in proportions is similar as the estimates of
mean differences.
Table 4.2 Marginal difference estimates
Estimator Often-Sometimes Often-Seldom Sometimes-Seldom
Estimate -0.32 1.47 1.79
GMM SE 0.48 0.42 0.47
95% C.I. [-1.26, 0.62] [0.66, 2.29] [0.87, 2.71]
Estimate -0.20 1.75 1.96
EL SE 0.47 0.44 0.48
95% C.I. [-1.13, 0.72] [0.89, 2.61] [1.01, 2.90]
Estimate -0.32 1.47 1.79
GMM.DE SE 0.49 0.50 0.54
95% C.I. [-1.29, 0.65] [0.50, 2.44] [0.73, 2.85]
Estimate -0.32 1.47 1.79
DE SE 0.49 0.50 0.54
95% C.I. [-1.29, 0.65] [0.50, 2.44] [0.73, 2.85]
Estimate 0.25 1.43 1.17
GMM.IPW SE 0.41 0.42 0.44
95% C.I. [-0.55, 1.05] [0.60, 2.25] [0.31, 2.04]
Estimate 0.25 1.43 1.17
IPW SE 0.41 0.42 0.44
95% C.I. [-0.55, 1.05] [0.60, 2.25] [0.31, 2.04]
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Figure 4.1 The plot of estimated treatment means versus treatment levels in the em-
pirical study.
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Table 4.3 Proportional difference estimates
Estimator Often-Sometimes Often-Seldom Sometimes-Seldom
Estimate -0.04 0.08 0.12
GMM SE 0.04 0.03 0.04
95% C.I. [-0.11, 0.04] [0.02, 0.15] [0.05, 0.19]
Estimate -0.04 0.10 0.14
EL SE 0.04 0.03 0.04
95% C.I. [-0.11, 0.04] [0.04, 0.17] [0.07, 0.21]
Estimate -0.04 0.08 0.12
GMM.DE SE 0.04 0.03 0.04
95% C.I. [-0.12, 0.03] [0.01, 0.15] [0.05, 0.20]
Estimate -0.04 0.08 0.12
DE SE 0.04 0.03 0.04
95% C.I. [-0.12, 0.03] [0.01, 0.15] [0.05, 0.20]
Estimate 0.00 0.08 0.08
GMM.IPW SE 0.03 0.03 0.03
95% C.I. [-0.06, 0.06] [0.02, 0.14] [0.02, 0.14]
Estimate 0.00 0.08 0.08
IPW SE 0.03 0.03 0.03
95% C.I. [-0.06, 0.06] [0.02, 0.14] [0.02, 0.14]
66
CHAPTER 5. CONCLUSIONS AND FURTHER STUDIES
Our research is focused on estimating treatment effects from observational data ob-
tained as a sample from a population. We showed that ignoring the survey sample design
may potentially result in a biased estimation and a non-consistent estimator, using the-
orems, simulations and analysis of real data. Our proposed estimators apply to data
with more than two treatments. We also incorporate semiparametric methods to remove
the need for parametric assumptions on the propensity scores and outcome models. The
three estimators, two-phase regression estimator, GMM and EL estimator, can be easily
applied to a multiple phase sampling designs, and all of these estimators are able to
include extra auxiliary covariate information.
We demonstrate that our proposed estimators are able to deal with complex sampling
designs. They are more robust than commonly used estimators because they are fully
semiparametrical. When more treatments are presented or more auxiliary information
is available, it is very easy to incorporate the additional information in new estimating
equations. We show that the TPR estimator can reduce variance using regression. We
also show that adding covariates and grouping all moment functions can gain efficiency
in both GMM and EL estimators.
We realize there are some limitations in the proposed estimators which could lead to
future research topics. The simulations show that some estimators provide confidence
intervals with under coverage probabilities in small samples. This problem might be
resolved by using the bootstrapping method proposed by Brown and Newey (2002). The
application of this bootstrapping method on GMM and EL estimators and proof of its
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consistency will be one of our future research topics.
The profile log empirical likelihood ratio is not χ2 distributed. We believe that
by altering some parts of the EL estimator as Chen and Kim (2011), we may find an
asymptotically χ2 distributed estimator. Then we can use χ2 distribution quantiles to
make hypothesis tests for target parameters. This is another future research topic.
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APPENDIX
PROOF OF THEOREMS
This section provides detailed proofs of theorems in previous chapters.
Supplemental Proof for Chapter 2
A: Proof of Theorem 1 and Corollary 1
Proof of Theorem 1: Write θ̂g = N
−1∑
i∈A1 pi
−1
1i RK(zi)
T β̂zg = R¯
T
z,Nβzg+R¯
T
z,N(β̂zg−
βzg) + (R¯z,1pi − R¯z,N)Tβzg + op(n−
1
2 ), where R¯z,N = N
−1∑
i∈U RK(zi). The first equal-
ity is true due to the inclusion of the intercept, and the second equality is from Taylor
expansion and condition (C.5). Note that
R¯Tz,N(β̂zg − βzg) = R¯Tz,N
(∑
i∈A2g pi
−1
1i pˆi
−1
2igRK(zi)RK(zi)
T
)−1
×∑i∈A2g pi−11i pˆi−12igRK(zi)(yig −RK(zi)Tβzg)
= R¯Tz,N
(∑
i∈A2g pi
−1
1i pˆi
−1
2igRK(zi)RK(zi)
T
)−1∑
i∈A2g pi
−1
1i pˆi
−1
2igRK(zi)eig
=
(∑
i∈A2g pi
−1
1i pˆi
−1
2ig
)−1∑
i∈A2g pi
−1
1i pˆi
−1
2igeig.
(A.1)
The last equality is obtained using the Gram−Schmidt transformation. Thus,
θ̂g − y¯Ng = (R¯z,1pi − R¯z,N)Tβzg + (e˜2pi,g − e¯Ng) + op(n−
1
2 ), (A.2)
where
e˜2pi,g =
∑
i∈A2g
pi−11i pˆi
−1
2ig
−1 ∑
i∈A2g
pi−11i pˆi
−1
2igeig, and e¯Ng = N
−1∑
i∈U
eig. (A.3)
The key part of the proof is to show that
θ̂g − y¯Ng = (R¯z,1pi − R¯z,N)Tβzg + (e¯1pi,g − e¯Ng) + (¯2pi,g − ¯1pi,g) + op(n−
1
2 ), (A.4)
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where ig = yig − µzg(zi), eig = yig − RK(zi)Tβzg, ¯1pi,g = N−1
∑
i∈A1 pi
−1
1i ig, and ¯2pi,g =
1
N
∑
i∈A2g pi
−1
1i pi
−1
2igeig.
Suppose (A.4) is true, by condition (C.1), the consistency result in Theorem 1 - (i)
holds. Also under condition C, conditioning on the given finite population FN ,
V
− 1
2
2g
(
(R¯z,1pi − R¯z,N)Tβzg + (e¯1pi,g − e¯Ng)
) |FN d→ N(0, 1), a.s. (A.5)
where V2g is defined in equation (8) of the paper, and conditioning on the first phase
sample A1,
V
− 1
2
1g (¯2pi,g − ¯1pi,g) |A1,FN d→ N(0, 1), a.s. (A.6)
where V1g = E {V [¯2pi,g|A1]} is defined in (7) of the paper. Then, using Theorem 1.3.6 of
Fuller (2009), results (A.6) and (A.5) can be combined to obtain the central limit result
in Theorem 1 - (ii).
Next we show (A.4) holds. Define eˇig = pi
−1
1i eig, µeg(zi) = E[eig|zi], and µeˇg(zi) =
pi−11i µeg(zi).
In order to show (A.4), we first decompose
∑
i∈A2g pi
−1
1i pˆi
−1
2igeig into a sum of several
terms by adding and subtracting,
n−
1
2
∑
i∈A2g
eig
pi1ipˆi2ig
= n−
1
2
∑
i∈A1
δ2igeˇig
pˆi2ig
(A.7)
= n−
1
2
∑
i∈A1
{
δ2igeˇig
pˆi2ig
− δ2igeˇig
pi2ig
+
δ2igeˇig
pi22ig
(pˆi2ig − pi2ig)
}
(A.8)
+ n−
1
2
∑
i∈A1
{
−δ2igeˇig
pi22ig
(pˆi2ig − pi2ig) + µeˇg(zi)
pi2ig
(pˆi2ig − pi2ig)
}
(A.9)
+ n−
1
2
∑
i∈A1
{
−µeˇg(zi)
pi2ig
(pˆi2ig − pi2ig) + µeˇg(zi)
pi2ig
(δ2ig − pi2ig)
}
(A.10)
+ n−
1
2
∑
i∈A1
{
δ2igeˇig
pi2ig
− µeˇg(zi)
pi2ig
(δ2ig − pi2ig)
}
. (A.11)
Next we show the asymptotic small orders of the differences in (A.8), (A.9) and (A.10),
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which gives
1
N
∑
i∈A2g
eig
pi1ipˆi2ig
=
1
N
∑
i∈A1
{
δ2igeˇig
pi2ig
− µeˇg(zi)
pi2ig
(δ2ig − pi2ig)
}
+ op(n
− 1
2 ). (A.12)
The order for (A.8) is
|(A.8)| = n− 12
∣∣∣∣∣∑
i∈A1
δ2igeˇig(pˆi2ig − pi2ig)2
pˆi2igpi22ig
∣∣∣∣∣
≤ ‖pˆi2ig − pi2ig‖2 n− 12
∑
i∈A1
∣∣∣∣ δ2igeˇigpˆi2igpi22ig
∣∣∣∣ .
By Cattaneo’s (2010) Theorem B-1,
‖pˆi2ig − pi2ig‖ = Op(ξ(K)K1/2n−1/2 + ξ(K)K1/2K−α),
where α = s(dz)
−1, thus by Condition B
O(|(A.8)|) = Op(K2(η+1/2)n−1/2 +K2(η+1/2−α)n1/2 + 2K2η+1−α)
= op(1).
(A.13)
Under condition B, for all g, there exists γ0g,k such that∥∥pi2g(z)0 − pi2g(z)∥∥ = O(K−α),
where
pi2g(z)
0 =
exp(RK(zi)
′γ0g,k)
1 +
∑G
g=2 exp(RK(zi)
′γ0g,k)
.
For term (A.9), we can write
|(A.9)| ≤ n− 12
∣∣∣∣∣∑
i∈A1
(
µeˇg(zi)
pi2ig
− δ2igeˇig
pi2ig
)
(pˆi2ig − pi02ig)
∣∣∣∣∣ (A.14)
+ n−
1
2
∣∣∣∣∣∑
i∈A1
(
µeˇg(zi)
pi2ig
− δ2igeˇig
pi2ig
)
(pi02ig − pi2ig)
∣∣∣∣∣ . (A.15)
Define
Lg(u2, ..., uG) =
exp(ug)
1 +
∑G
g=2 exp(ug)
,
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where ug = RK(zi)
′γkg. Let L˙g(γ
0
k, zi) and ∇g(γ0k, zi) be the first and second derivatives
of the function Lg(u2, ..., uG) with respect to (u2, ..., uG). By the second order Taylor
expansion, we further decompose (A.14) into,
|(A.14)| = n− 12
∑
i∈A1
hg(zi)pi
−1
1i L˙g(γ
0
k, zi)
T [RK(zi)
T (γˆk − γ0k)]T (A.16)
+ n−
1
2
∑
i∈A1
0.5hg(zi)RK(zi)
T (γˆk − γ0k))∇g(γ˜k, zi)[RK(zi)T (γˆk − γ0k))]T ,(A.17)
where
hg(zi) = pi1i
(
µeˇg(zi)
pi2ig
− δ2igeˇig
pi22ig
)
,
γ0k = [γ
0
k2,γ
0
k3, ...,γ
0
kG],
γˆk = [γˆk2, γˆk3, ..., γˆkG].
Some algebra can show
|(A.16)| ≤ n− 12 |γˆk − γ0k||
∑
i∈A1
Wigpi
−1
1i |, (A.18)
where Wig = hg(zi)L˙g(γ
0
k, zi)
′ ⊗RK(zi)′. It can be shown that E[W¯1pi,g] = 0 and
V [W¯1pi,g] ≤
∥∥∥L˙g(γ0k, zi)∥∥∥2 ‖RK(zi)‖2E(V ( 1N ∑
i∈A1
hg(zi)
pi1i
|FN))
= Op(1)ξ(K)
2Op(n
−1),
then
W¯1pi,g = Op(n
− 1
2 )ξ(K). (A.19)
So by Cattaneo’s (2010) Theorem B-1,
|γˆk − γ0k| = Op(K1/2n−1/2 +K1/2K−α),
and (A.19), we obtain
O(|(A.16)|) = Op(Kη+1/2n−1/2 +Kη+1/2−α) = op(1), (A.20)
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under assumption of nN−1 → f∞ > 0.
For term (A.17), we have
|(A.17)| ≤ 0.5n− 12
∑
i∈A1
|hg(zi)|
pi1i
ξ(K)2|γˆk − γ0k|2 ‖∇g(γ˜k, zi)‖ , (A.21)
therefore, by condition B
O(|(A.17)|) = Op(K2η+1n−1/2 +K1+2η−2αn1/2 + 2K1+2η−α) = op(1). (A.22)
The term (A.15) can be written as n−
1
2
∑
i∈A1 pi
−1
1i Sig, where
Sig = hg(zi)(pi
0
2ig − pi2ig).
Because E[S¯1pi,g] = 0 and
V [S¯1pi,g] ≤
∥∥pi02ig − pi2ig∥∥2E(V ( 1N ∑
i∈A1
hg(zi)
pi1i
))
= Op(K
−2α)Op(n−1),
then
O(|(A.15)|) = Op(K−α) = op(1). (A.23)
Therefore, combine (A.14) - (A.17), (A.20), and (A.22)-(A.23), the order of (A.9)
O((A.9)) = op(1). (A.24)
By Lorentz (1986), there exist a constant a, such that∥∥∥∥µeˇg(zi)pi2g(zi) −RK(zi)′a
∥∥∥∥ < CK−α,
for some constant C.
Moreover, since γk is the solution to∑
i∈A1
δ2ig
∂
∂γkg
log
(
exp(RK(zi)
′γkg)
1 +
∑G
g=2 exp(RK(zi)
′γkg)
)
= 0,
it implies that ∑
i∈A1
(δ2ig − pˆi2ig)RK(zi)′a = 0.
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Therefore, the term (A.10) can be reexpressed as
(A.10) = n−
1
2
∑
i∈A1
qg(zi)(δ2ig − pi2ig) (A.25)
+ n−
1
2
∑
i∈A1
qg(zi)(pi2ig − pˆi2ig), (A.26)
where qg(zi) = µeˇg(zi)pi
−1
2g (zi)−RK(zi)Ta.
We rewrite (A.25) as n−
1
2
∑
i∈A1 pi
−1
1i Qig, where
Qig = qg(zi)(δ2ig − pi2ig)pi1i.
Because E[Q¯1pi,g] = 0 and
V [Q¯1pi,g] ≤ ‖qg(zi)‖2Op(n−1),
then
O((A.25)) = Op(K
−α) = op(1). (A.27)
And since
|(A.26)| ≤ n
n1/2
‖qg(zi)‖ ‖pi2ig − pˆi2ig‖ ,
we have
O((A.26)) = Op(K
η+1/2−α +Kη+1/2−2αn1/2). (A.28)
Combining (A.13), (A.24), and (A.27) and (A.28), we have the result in (A.12) which
we can further simplify as
e˜2pi,g =
1
N
∑
i∈A1
eˇig − µeˇg(zi)
pi2ig
+
1
N
∑
i∈A1
∑
i∈A1
µeˇg(zi) + op(n
− 1
2 )
= ¯2pi,g +
1
N
∑
i∈A1
∑
i∈A1
µeˇg(zi) + op(n
− 1
2 ).
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Therefore, by (A.2) we have
θ̂g − y¯Ng = (R¯z,1pi − R¯z,N)Tβzg + ¯2pi,g +
1
N
∑
i∈A1
∑
i∈A1
µeˇg(zi)− e¯Ng + op(n− 12 )
= (R¯z,1pi − R¯z,N)Tβzg + (¯2pi,g − ¯1pi,g) +
(
¯1pi,g +
1
N
∑
i∈A1
∑
i∈A1
µeˇg(zi)
)
− e¯Ng
+op(n
− 1
2 )
= (R¯z,1pi − R¯z,N)Tβzg + (¯2pi,g − ¯1pi,g) + (e¯1pi,g − e¯Ng) + op(n−
1
2 ).
Thus, we prove the key part in (A.4). It is easy to see that
θ̂g − y¯Ng = (¯2pi,g − ¯1pi,g) + (y¯1pi − y¯Ng) + op(n− 12 ). (A.29)
Proof of Corollary 1: We can decompose θ̂g − θ∗g = θ̂g − y¯Ng + y¯Ng − θ∗g . Then the
asymptotic results are immediate by using Theorem 1.3.6 of Fuller (2009) again.
B: Proof of Theorem 2
First note that, for all g, the following results hold under condition B.
‖pˆi2ig − pi2ig‖ = Op(ξ(K)K1/2n−1/2 + ξ(K)K1/2K−α) = op(1),
see Cattaneo (2010). Similarly, since ‖µˆgz(zi)− µzg(zi)‖ = op(1), then ˆig − ig = op(1).
pˆi2ij,g − pi2ij,g = (pi2ig + op(1))(pi2jg + op(1)) = op(1),
pˆi−12ij,g − pi−12ij,g = −pi−22ij,gop(1),
β̂zg − βzg = op(1), and β̂xg − βxg = op(1).
The term V̂1g in (21) of the paper can be written as
V̂1g =
1
N2
∑
A2g
(
1
pi2ig
− 1
pi22igop(1)
)(
1
pi2ig
− 1
pi22igop(1)
− 1
)
(ig + op(1))
2pi−21i
= 1
N2
∑
A2g
1
pi2ig
(
1
pi2ig
− 1
)
2igpi
−2
1i + op(n
−1), by (C.4)
= V (¯2pi|A1) + op(n−1), by (C.4)
= E {V (¯2pi|A1)}+ op(n−1) = V1g + op(n−1).
(A.30)
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The term M̂1g in (24) of the paper can be written as
M̂1g =
1
N2
∑
i∈A2g
∑
i∈A2g
∆1ij
pi1ij
(
1
pi2ij
− 1
pi22ij
op(1)
)
eig+z
′
iop(1)
pi1i
ejg+z
′
jop(1)
pi1i
+ op(n
−1), by (C.4)
= V̂ (e¯1pi,g) + op(n
−1)
= V (e¯1pi,g) + op(n
−1), by (C.3)
= M1g + op(n
−1).
(A.31)
The term M̂2g in (26) of the paper can be written as
M̂2g = (β
T
zg + op(1))(V (R¯z,1pi) + op(n
−1))(βzg + op(1))
= βTzgV (R¯z,1pi)βzg + op(n
−1) = M2g + op(n−1).
(A.32)
The same argument for M̂1g can be used to show that
M̂3g = M3g + op(n
−1). (A.33)
We can write the first term in (28) of the paper as
1
N
∑
i∈A1
(µzg(zi) + op(1))
2
pi1i
=
1
N
∑
i∈A1
µzg(zi)
2
pi1i
+ op(1)
=
1
N
∑
i∈U
µzg(zi)
2 + op(1)
= E[µzg(zi)
2] + op(1).
Similarly, we have the result for the second term in (28) as
1
N
∑
i∈A1
(µzg(zi) + op(1))
pi1i
= E[µzg(zi)] + op(1).
The third term in (28) is
1
N
∑
i∈A2g
(ig + op(1))
2
pi1i
(
1
pi2ig
− 1
pi2ig
op(1)
)
=
1
N
∑
i∈A2g
2ig
pi1ipi2ig
+ op(1)
=
1
N
∑
i∈A1
2ig
pi1i
+ op(1)
=
1
N
∑
i∈U
2ig + op(1) = E[
2
ig] + op(1).
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Similarly, we have the fourth term in (28) as
1
N
∑
i∈A2g
(ig + op(1))
pi1i
(
1
pi2ig
− 1
pi2ig
op(1)
)
= E[ig] + op(1).
Thus, the σˆ2g in (28) is
σˆ2g = E[µzg(zi)
2]− E2[µzg(zi)] + E[2ig]− E2[ig] + op(1)
= σ2g + op(1).
(A.34)
Combining (A.30), (A.31), (A.32) , ( A.33) and (A.34), we have Theorem 2 -(i)
V̂1g + V̂2g +
σˆ2g
N
= V1g + V2g +
σ2g
N
+ op(n
−1).
Part (ii) in Theorem 2 can be shown using Slutsky theory.
C: Asymptotic properties of θ̂g,p and its variance estimator
Decompose βTzg into two parts[β
T
zg,x,β
T
zg,−x], where βzg,x contains the coefficients cor-
responding to the base RK(xi), and βzg,−x has the remaining coefficients for bases that
are not in RK(xi). Similarly, β̂
T
zg = [β̂
T
zg,x, β̂
T
zg,−x]. Define α
T
g = [(βzg,x − βxg)T ,βTzg,−x],
where βxg = limN→∞
(∑
i∈U RK(xi)RK(xi)
T
)−1∑
i∈U RK(xi)yig. The same asymptotic
results in Theorem 1 still hold for θ̂g,p, after simply replacing βzg by αg and using the
similar arguments. The results can be easily obtained by the following expansion
θ̂g − y¯Ng = R¯Tx,N β̂xg + R¯Tz,1piβ̂zg − R¯Tx,1piβ̂xg
= R¯Tz,Nβzg + R¯
T
z,N(β̂zg − βzg)− (R¯x,1pi − R¯x,N)Tβxg + (R¯z,1pi − R¯z,N)Tβzg
+op(n
− 1
2 )
= (R¯z,1pi − R¯z,N)Tαg + (e˜2pi,g − e¯Ng) + op(n− 12 )
= (R¯z,1pi − R¯z,N)Tαg + (¯2pi,g − ¯1pi,g) + (e¯1pi,g − e¯Ng) + op(n− 12 ),
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where R¯x,N = N
−1∑
i∈U RK(xi) and R¯x,1pi = N
−1∑
i∈A1 pi
−1
1i RK(xi). It can also be
shown,
θ̂g − y¯Ng = (y¯2pi,g − y¯Ng) + (R¯z,1pi − R¯z,2pi)T βˆzg + (R¯x,N − R¯x,1pi)T βˆxg
= (¯2pi,g − ¯1pi,g) + (y¯1pi,g − y¯Ng) + (R¯x,N − R¯x,1pi)Tβxg + op(n−
1
2 )
= (¯2pi,g − ¯1pi,g) + (a¯1pi,g − a¯Ng) + op(n− 12 ),
where R¯z,2pi = N
−1∑
i∈A2g pi
−1
1i pi
−1
2igRK(zi). The variance estimation of θ̂g,p is the same as
in (21) - (29) of the paper, by replacing β̂zg by the corresponding α̂g. Same arguments
can be used to show the consistency of this variance estimator.
Supplemental Proof for Chapter 3
In this supplemental file, we provide detailed proof of theorems and corollaries in the
paper.
Notations
Set a random matrix A (this can be any vector or number) as (aij)p×q, and define
‖ A ‖=
√
ATA. Define A = op(1) as ‖ A ‖= op(1). It is easy to show that ‖ A ‖=
op(1)⇔ any element of A is op(1). We use these terms interchangeably for convenience
in our derivation. For a constant matrix A, replace op(1) with o(1), then everything
follows.
X is the multi-dimensional covariate that used in estimating pi2ig, and calibrating the
outcome Y. The dimensions of X, moment functions, and parameters are dx, dg, dθ (dg ≥
dθ) correspondingly. Set θ =
 µ
β
, where µ is the mean of covariates and β is target
parameters. pi1i is related with X, and Y and known in advance. We assume missing at
random in this paper, which is formulated as δ2ig⊥Y |X. U,A1, A2g stand for population,
first phase sample and second phase sample in treatment g correspondingly.
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Assumptions
A: (1) δ2ig is independent of Yi given the variableXi for all g; (2)Xi is distributed with
density away from zero on its compact support; (3) V (Yig|Xi) is uniformly bounded for
any g and Xi; (4) We set E(Xi) = E(X) = µ, and moment functions E(mig) = E(mg) =
0. We may use these terms interchangeably. E(X2), supβE(m
2
g(β)), supβE(|mg(β)||X)
are all finite; (5) E{‖ mg(β)−mg(β0) ‖} = O(‖ β − β0 ‖).
B: This set of assumptions are for bases and dimensions of RK(Xi) so that pˆi2ig con-
verges to its true function fast enough. (1) The smallest eigenvalues of E[RK(X)R
T
K(X)]
is uniformly bounded and away from 0; (2) There exists a sequence of constants ξ(K)
so that ‖ RK(X) ‖≤ ξ(K); (3) pi2ig and E[Yig|Xi] are s-time differentiable with sdx >
(2η+ 1), where η = log(ξ(K))
log(K)
; (4) K = nν where ν satisfies 4sd−1x −4η−2 > ν−1 > 4η+ 2.
Conditions (B.1) and (B.2) are satisfied with η = 0.5 for splines bases.
C: We set Nh and N are the population size in stratum h (if available) and total. nh
and n are the sample size in stratum h and total. (1) Nh → +∞ when N → ∞, and
inf( nh
Nh
) ≥ f0 > 0 for all h and inf( nN ) ≥ f0 > 0; (2) pi1i and pi2ig are the first phase
and second phase selection probabilities, where pi1i is bounded away from 0, and pi2ig
is bounded away from 0 and 1; (3) 1
N2
∑
i∈U
∑
j∈U ∆1ij
1
pi1i
1
pi1j
= O( 1
N
). The assumption
(C.3) is satisfied for general sampling designs including Stratifid Simple Random Sam-
pling (Stratified SRS), SRS and Probability proportional to Size (PPS). For Stratified
SRS, (C.3) = 1
N2
∑H
h=1
N2h
nh
(1 − nh
Nh
)S2h = O(
1
N
). For SRS, (C.3) = (1 − n
N
)S
2
n
= O( 1
n
) =
O( 1
N
). For PPS, (C.3) = 1
N2
∑
i∈U(
1
pi1i
− 1) = O( 1
N
).
D: Set θ0 as the true value of population model, and V (θ) = limN→∞ VN(θ) =
limN→∞( ˆV ar(
√
NGN(θ))). (1) VN(θ) and V (θ) are both symmetrical and positive def-
inite; lim infN→∞min(eigen(VN(θ0))) ≥ λmin > 0 and lim infN→∞min(eigen(V (θ0))) ≥
λmin > 0; lim supN→∞max(eigen(VN(θ))) ≤ λmax < +∞ and lim supN→∞
max(eigen(V (θ))) ≤ λmax < +∞. Set AN(θ) = VN(θ)−1/2 and A(θ) = V (θ)−1/2. (2)
‖ AN(θ) − AN(θ0) ‖≤ Op(‖ θ − θ0 ‖), and AN(θ0) = A(θ0) + op(1); (3)
√
NGN(θ0)
L−→
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N(0, V (θ0)).
Proof of Theorem 1:
Set X¯1pi =
1
N
∑
i∈U
Xiδ1i
pi1i
, X˜2pig =
1
N
∑
i∈U
Xiδ1iδ2ig
pi1ipˆi2ig
, m˜2pig(θ) =
1
N
∑
i∈U
mig(θ)δ1iδ2ig
pi1ipˆi2ig
,
where δ1i = 1 means unit i is selected in first phase sampling, 0 otherwise; δ2ig = 1
means unit i is assigned to treatment g conditional on it has been selected in first phase,
0 otherwise. We can take all units assigned to one treatment g as a second phase sample.
We have E(δ1i|U) = pi1i, E(δ2ig|X,A1) = pi2ig.
The proposed estimator is
θˆN = argminGN(θ)
TV −1N (θ)GN(θ) (C.1)
The major proof is based on theorems in Pakes and Pollard 1989. We are going to
show that the conditions of these theorems are satisfied.
(3.2)I and (3.3)I:
‖ GN(θˆN) ‖≤ op(n−1/2) + infθ∈Θ ‖ GN(θ) ‖ (C.2)
This condition is satisfied by using numerical algorithms to find θˆN (eg. Newton Raphson
method).
(3.2)II:
inf‖θ−θ0‖>δ ‖ G(θ) ‖> 0 for any δ > 0 (C.3)
We use one taylor expansion: G(θ) = G(θ0) +
∂G(θ)
∂θ
|θ=θ0(θ − θ0) + op(‖ θ − θ0 ‖),
where we set Γ(θ0) =
∂G(θ)
∂θ
|θ=θ0 . If Γ(θ0) is full rank, we have ‖ G(θ) ‖2≥ (θ −
θ0)
TΓT (θ0)Γ(θ0)(θ − θ0)/2 ≥ C0 ‖ θ − θ0 ‖2. This satisfies the corresponding condi-
tion.
(3.2)III:
supθ∈Θ
‖ GN(θ)−G(θ) ‖
1+ ‖ GN(θ) ‖ + ‖ G(θ) ‖ = op(1) (C.4)
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We instead check a stronger condition supθ∈Θ ‖ GN(θ)−G(θ) ‖= op(1) than above. This
is equivalent to GN(θ) − G(θ) = op(1). We now need to show X¯1pi − E(X) = op(1),
X˜2pig − E(X) = op(1), and m˜2pig(β) − E(mg(β)) = op(1). The strategy used here is to
show E(.)2 = o(1) =⇒ (.) = op(1). The following proof treats X as a one-dimensional
number for convenience, however it holds easily for vectors X and mg.
E(X¯1pi − E(X))2 = V ar(X¯1pi)
= E[V ar(X¯1pi|U)] + V ar[E(X¯1pi|U)]
= E( 1
N2
∑
i∈U
∑
j∈U ∆1ij
XiXj
pi1ipi1j
) + V ar( 1
N
∑
i∈U Xi)
= 1
N2
∑
i∈U
∑
j∈U ∆1ij
E(Xi)E(Xj)
pi1ipi1j
+ 1
N2
∑
i∈U(
1
pi1i
− 1)V ar(Xi)
+ 1
N
V ar(Xi)
= O( 1
N
)
(C.5)
Then we have X¯1pi − E(X) = op(1).
The following equations (Yu, Legg, and Liu 2013) are used frequently in the proof.
X˜2pig =
1
N
∑
i∈U
Xiδ1iδ2ig
pi1ipi2ig
− 1
N
∑
i∈U
E(Xi|X)(δ2ig − pi2ig)
pi2ig
+ op(N
− 1
2 ) (C.6)
m˜2pig =
1
N
∑
i∈U
mig(β)δ1iδ2ig
pi1ipi2ig
− 1
N
∑
i∈U
E(mig(β)|X)(δ2ig − pi2ig)
pi2ig
+ op(N
− 1
2 ) (C.7)
E(X˜2pig − E(X))2 = E( 1
N
∑
i∈U
Xiδ1iδ2ig
pi1ipi2ig
− 1
N
∑
i∈U
Xi(δ2ig − pi2ig)
pi2ig
− E(X))2 + o(N−1/2)
(C.8)
E( 1
N
∑
i∈U
Xiδ1iδ2ig
pi1ipi2ig
− 1
N
∑
i∈U
Xi(δ2ig−pi2ig)
pi2ig
− E(X))2
≤ 2E( 1
N
∑
i∈U
Xiδ1iδ2ig
pi1ipi2ig
− E(X))2 + 2E( 1
N
∑
i∈U
Xi(δ2ig−pi2ig)
pi2ig
)2
= 2T1N + 2T2N
(C.9)
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T1N = V ar(
1
N
∑
i∈U
Xiδ1iδ2ig
pi1ipi2ig
)
= V ar[E( 1
N
∑
i∈U
Xiδ1iδ2ig
pi1ipi2ig
|U)] + E[V ar( 1
N
∑
i∈U
Xiδ1iδ2ig
pi1ipi2ig
|U)]
= V ar( 1
N
∑
i∈U Xi) + E[V ar(
1
N
∑
i∈U
Xiδ1i
pi1i
|U)
+E( 1
N2
∑
i∈U
∑
j∈U ∆2ijg
Xiδ1i
pi1i
Xjδ1j
pi1j
pi2igpi2jg
|U)]
= 1
N
V ar(X) + E( 1
N2
∑
i∈U
∑
j∈U ∆1ij
Xi
pi1i
Xj
pi1j
) + E( 1
N2
∑
i∈U(
1
pi2ig
− 1) δ1iX2i
pi21i
)
= O( 1
N
)
(C.10)
T2N = E(
1
N
∑
i∈U
Xi(δ2ig−pi2ig)
pi2ig
)2
= E[ 1
N2
∑
i∈U
∑
j∈U
Xi(δ2ig−pi2ig)
pi2ig
Xj(δ2jg−pi2jg)
pi2jg
]
= E[ 1
N2
∑
i∈U(
Xi(δ2ig−pi2ig)
pi2ig
)2]+
E{E[ 1
N2
∑
i 6=j
Xi(δ2ig−pi2ig)
pi2ig
Xj(δ2jg−pi2jg)
pi2jg
|A1]}
= O( 1
N
) + E{ 1
N2
∑
i 6=j XiXjE[
(δ2ig−pi2ig)(δ2jg−pi2jg)
pi2igpi2jg
|A1]}
= O( 1
N
) + 0
(C.11)
Then we have E(X˜2pig − E(X))2 = O( 1N ) =⇒ X˜2pig − E(X) = op(1).
We have the exact same derivation for m˜2pig(β) − E(mg(β)) = op(1). Thus we have
supθ ‖ GN(θ)−G(θ) ‖= op(1).
(3.3)II:
Γ(θ) =
∂G
∂θ
=

−Idx 0
−Idx 0
...
...
−Idx 0
0 ∂E(m1(β))
∂β
...
...
0 ∂E(mG(β))
∂β

(C.12)
where Γ(θ0) is a full rank matrix. The full rank proporties are satisfied for regular mo-
ment functions.
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(3.3)III:
We plan to show
sup‖θ−θ0‖≤δN ‖ GN(θ)−G(θ)−GN(θ0) ‖= op(N−1/2) (C.13)
Note that
GN(θ)−G(θ)−G(θ0) =

0
0
...
0
m˜2pi1(β)− E(m1(β))− m˜2pi1(β0)
...
m˜2piG(β)− E(mG(β))− m˜2piG(β0)

(C.14)
The above condition can be verified by showing
sup‖β−β0‖≤δN ‖ m˜2pig(β)− E(mg(β))− m˜2pig(β0) ‖= op(N−1/2) (C.15)
Follow the previous proof
m˜2pig(β)− E(mg(β))− m˜2pig(β0)
= [ 1
N
∑
i∈U
(mig(β)−mig(β0))δ1iδ2ig
pi1ipi2ig
− E(mig(β)−mig(β0))]
−[ 1
N
∑
i∈U
E[(mig(β)−mig(β0))|X](δ2ig−pi2ig)
pi2ig
] + op(N
−1/2)
= T3N − T4N + op(N−1/2)
(C.16)
When ‖ β − β0 ‖≤ δN , we have
E(T 23N) =
1
N
V ar(mig(β)−mig(β0)) + E[ 1N2
∑
i∈U
∑
j∈U ∆1ij
mig(β)−mig(β0)
pi1i
mjg(β)−mjg(β0)
pi1j
]
+E[ 2
N2
∑
i∈U(
1
pi2ig
− 1) (mig(β)−mig(β0))2
pi1i
]
≤ 1
N
O(‖ β − β0 ‖2) + 1NO(‖ β − β0 ‖2) + 1NO(‖ β − β0 ‖2)
≤ 1
N
O(δ2N)
= o( 1
N
)
(C.17)
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E(T 24N) = E[
1
N2
∑
i∈U
[E((mig(β)−mig(β0))|X)]2(δ2ig−pi2ig)2
pi22ig
]
≤ E[ 1
N2
∑
i∈U E(mig(β)−mig(β0)|X)2]
≤ E 1
N
E[(mig(β)−mig(β0))2|X]
= 1
N
E(mig(β)−mig(β0))2
≤ 1
N
O(‖ β − β0 ‖2)
= o( 1
N
)
(C.18)
Then we have T3N = op(N
−1/2) and T4N = op(N−1/2) when ‖ β − β0 ‖≤ δN , thus the
condition is verified.
3.3IV:
√
NGN(θ0)→L N(0, V (θ0)) (C.19)
This condition is verified by assumption D.
3.4(a):
‖ AN(θ0) ‖= Op(1) (C.20)
We have
‖ AN(θ0) ‖ =
√
tr(ATN(θ0)AN(θ0))
=
√
tr(V −1N )
=
√
1
λ1
+ . . .+ 1
λdθ
= Op(1)
(C.21)
3.4(b):
supθ∈Θ ‖ AN(θ)−1 ‖= Op(1) (C.22)
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We have
‖ AN(θ)−1 ‖ =
√
tr((AN(θ)−1)TAN(θ)−1)
=
√
λ1 + . . .+ λdθ
= Op(1)
(C.23)
3.5:
sup‖θ−θ0‖<δN ‖ AN(θ)− A(θ0) ‖= op(1) (C.24)
We have
sup‖θ−θ0‖<δN ‖ AN(θ)− A(θ0) ‖
≤ sup‖θ−θ0‖<δN ‖ AN(θ)− AN(θ0) ‖ + ‖ AN(θ0)− A(θ0) ‖
≤ Op(‖ θ − θ0 ‖) + op(1)
≤ Op(‖ δN ‖) + op(1)
= op(1)
(C.25)
These finish the proof of
√
N(θˆN − θ0) L−→ N(0, [ΓT (θ0)V −1(θ0)Γ(θ0)]−1) (C.26)
by using theorems 3.2, 3.3, 3.4, and 3.5 from Pakes and Pollard (1989).
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