Abstract-This review addresses constrained state estimation for linear as well as nonlinear state-space system. We provide a review of Bayesian recursion that is a conceptual solution. Later, we start with unconstrained estimation using Kalman filters, extended Kalman filters, unscented Kalman filters, moving horizon estimation, ensemble Kalman filters, and particle filters. Next, we review constrained state estimation using all these filters.
I. INTRODUCTION
The state of many dynamical systems is often required to satisfy certain constraints arising from basic physical laws, mathematical properties or geometric considerations of the underlying system, e.g., maximum power or transmission capacity, energy conservation laws and bounded parameters. In fact, constrained systems are already omnipresent in many real-world applications including camera tracking [1] , fault diagnosis [2] - [4] , chemical processes [5] , [6] , vision-based systems [7] , target tracking [8] , [9] , biomedical systems [10] , [11] , robotics [12] , navigation [13] , tracking of ground vehicles [14] , and tracking and detection in a maritime scenario [15] . Using explicit constraints, rather than their implicit inclusion through penalty and barrier methods, simplifies the design specification to focus on the performance objective.
Bayesian estimation is a framework for the formulation of statistical inference problems. Dynamic systems are modeled using state evaluation and observation relations. The former captures the evolution of the state with time and later provides noisy measurement of a probably nonlinear function of the the state. However, some additional information about the system may be available due to the underlying physical process. During state estimation, such information can be used to improve the state estimate. Such schemes fall under the umbrella of "Constrained Bayesian Estimation".
II. PROBLEM STATEMENT

A. System Definition
We define our system by state transition and measurement model in the discrete form
where x k ∈ R nx and y k ∈ R ny represent the system state and system output respectively, k ∈ N is the time index, f k : R nx → R nx and h k : R nx → R ny are known possibly nonlinear mappings, n x and n y are state and output dimensions, and w k and v k are zero-mean process and measurement noise with known probability density functions (PDF) p(w) and p(v). Both noise sequences are uncorrelated with each other and the initial condition of the state x 0 given by p(x 0 ).
In case, we have to use Gaussian assumption, we refer to w k ∼ N (0, Q k ), v k ∼ N (0, R k ) and system initial condition N (x 0 , P 0 ). The mapping functions f k (x k ) and h k (x k ) can be defined in term of PDFs also, i.e.,
State estimation aims at finding the state x k using the available measurements up to time k, Y k = [y 1 , . . . , y k ]. The solution to this problem is the density of the system state conditioned on the measurements; either joint p(x 1 , . . . , x k |Y k ) or the marginal PDF p(x k |Y k ). We make two standard assumptions here : 1) the system state follows a first-order Markov process, i.e., p(x k |X k−1 , Y k−1 ) = p(x k |x k−1 ), where X k−1 = [x 0 , . . . , x k−1 ], and 2) measurements are conditionally independent given the system state, i.e., p(y k |X k , Y k−1 ) = p(y k |x k ).
B. Bayesian Recursion
In Bayesian estimation framework, a recursion can be defined to estimate posterior conditional density p(x k |Y k ) using the prior density p(x k−1 |Y k−1 ), transition density p(x k |x k−1 ) and the likelihood density p(y k |x k ). We consider the marginal posterior here, however the same results hold for the joint conditional distribution. Using Bayesian rule and ChapmanKolmogorov equation, we present two-step Bayesian recursion relations in the following Time-update
Measurement-update
The recursive relations given in (5) and (6) are only a conceptual solution due to the fact that integrals involved in the proposed solution are intractable. However, analytical (closed-form) solutions in some special cases may exist, e.g., the Kalman filter. In other cases, we resort to several approximations [16] .
III. UNCONSTRAINED STATE ESTIMATION In this section we describe some Bayesian recursive schemes for linear and nonlinear systems when there are no constraints on the system.
A. Kalman Filter
When the process and observation models are linear and disturbances are zero-mean Gaussian stochastic variables, wellknown Kalman filter describes the optimal recursive solution in the maximum likelihood sense as well as in the maximum a posteriori (MAP) sense (in the case of Gaussian distribution mode and mean of the density function coincide to a single point estimate) [17] , [18] . For a linear system f (x k ) and h(x k ) are matrices of appropriate dimensions. The Kalman filter can be described by the same two steps, i.e., the time-update step and the measurement-update step
It is important to realize here that in the measurement-update part of the Kalman filter (8) , following optimization problem is being solved [18] argmin
Some constrained state estimation formulations described in the section IV use constrained nonlinear form of (9) given below,
Subject tox + k ∈ C k , where C k represents constraints on the statex + k . The first optimization problem (9) is a least-square quadratic programming problem while the second optimization problem in (10) is a nonlinear least-squares problem.
B. Extended Kalman Filter (EKF)
Linearizion of nonlinear functions, f k (x), and h k (x), using the Taylor series expansion is used to formulate the extended Kalman filter (EKF). The state error covariance is propagated in time using the linearized functions, whereas the mean (expectation) is propagated using nonlinear function. Specifically, eqs. (7a) and (8b) will use nonlinear functions f (x) and hx, while all other relations utilize linearized forms of these functions (first-order Taylor series expansion) evaluated at the estimated statex + k [18] , [17] . Higher order EKFs can be obtained by retaining more terms of the Taylor series expansion [19] . However, computational complexity for calculation of Hessian matrices may prohibit its use [17] . Krener showed that the EKF converges locally for a broad class of nonlinear systems. If the initial estimation error of the filter is not too large then the error goes to zero exponentially as time goes to infinity [20] .
1) Iterated Extended Kalman Filter:
The iterated EKF performs the measurement-update step iteratively by performing linearizion of h k (x k ) around the newly estimated state [17] , [18] . It has been shown that for highly nonlinear observation models, iterated EKF may produce improved results [18] .
It is important to realize that in the EKF, the covariance is propagated using linearized form of the nonlinear functions. However, the linearizion of nonlinear system dynamics and observation models may induce errors in the estimation of the state, and in the worst-case, the filter may diverge especially for highly nonlinear function [21] .
C. Unscented Kalman Filter (UKF)
Julier and colleagues proposed an unscented transform (UT) where a certain number of deterministic points (called sigma points) are calculated based on the mean and covariance of the prior PDF. The calculated sigma points are propagated through the nonlinear function. The statistics of transformed points can be calculated to form an estimate of the nonlinearly transformed mean and covariance [22] , [21] , [23] . The sigma points X j,k ∈ R nx , j = 0, 1, . . . , 2n are chosen deterministically as opposite to the particle filters. Let the matrix of all the sigma points be
where (.) 1/2 is the Cholesky square root, n is the dimension of the system and λ > −n. In practical implementations, the system states are augmented with system and observation noise and similar process is adopted for covariance matrices and an augmented covariance matrix is formed. Further, we define weights for all sigma points γ = [γ 0 , γ 1 , . . . , γ 2n ] with the condition 2n j=0 γ j = 1 using the relation
Eqs. (11) and (12) define the unscented transformation (UT ). In the following, we summarize the UKF algorithm.
Time-Update
The measurement-update part of the algorithm is same as that of the Kalman filter, i.e., eqs. (8) . The approximations obtained with at least 2n + 1 sampling points are accurate to the third-order of Gaussian inputs for all nonlinearities and at least to the second for non-Gaussian inputs [24] . Furthermore, the UKF algorithm does not work well with nearly singular covariances due to the Cholesky decomposition failure. Also, Cholesky decomposition at each time-step may be computationally demanding.
It is important to mention that the Kalman filter, EKF and UKF, all assume the prior PDFs to be a Gaussian distribution.
D. Moving Horizon Estimation (MHE)
For maximum a posteriori estimate, the problem of state estimation can be written as:
For a moving horizon of size h ∈ {0, k}, we can definê
Using Bayes' rule and Markovian assumption, we have
where h is the horizon size [25] , [26] , [27] , [28] , [29] . With Gaussian assumption and taking logarithm, we get
where the last term is the arrival cost and for k = h, Π k−h = Π 0 , i.e., the initial covariance of the state estimate at time k = 0. The MHE can be viewed as a form of iterated EKF with horizon size (h = 1) [30] , [31] . The purpose for development of estimators like MHE and nonlinear dynamic data reconciliation (NDDR) was to formulate a mathematical optimization problem where constraints can be naturally incorporated into the estimation framework [32] .
E. Ensemble Kalman Filter (EnKF)
The ensemble Kalman filter belong to the broader class of sequential Monte Carlo (SMC) filters [33] , [34] , [35] , [36] . In the most general form, the EnKF is based on the premise that it is sufficient to estimate first two moments of the densities of interest, p(x k |Y k−1 ) and p(x k |Y k ), for timeupdate and measurement-update steps [37] . Essentially the filter is initialized with N samples (or particles) from a given distribution. At each step, N samples are drawn from process and observation noise distributions and propagated through system dynamics to compute a cloud of transformed particles. Given that we have N particlesx
F. The Particle Filters
Particle filtering methods do not make any assumptions about densities. These methods are based on Monte Carlo sequential sampling [39] [40] [41] , [42] [43] . The goal is to estimate the posterior density for the state using Bayesian recursion (Eqs. (5) and (6)). The particle filters approximate the posterior density by an ensemble of particles (or samples) x i k , and their associated weights w i k ≥ 0. Essentially, we approximate high-dimensional and intractable integrals with discrete weighted sums , i.e.,
where δ(.) is the Dirac delta function and N is the number of particles. Consequently any point estimate, e.g., the expectation of the form
reduces to a summation of the form
In the above mentioned formulations, we need to sample from the posterior, i.e., p(x k |Y k ), which is generally not possible [43] . To circumvent the problem, we introduce importance sampling; and sample from an another easy-to-sample distribution, referred to as the importance sampling density or the proposal density q(
The exact form of the proposal density is an important part of a particle filter design. It has been shown that the particle filter is asymptotically an unbiased estimator if support of the proposal density includes support for the posterior density [42] . The optimal proposal density minimizes the proposal weights [39] . It has been shown that the optimal proposal density is given by [44] , [39] q(
which leads to following weights
However, sampling from the density p( [39] . The transition density has also been proposed as importance sampling distribution, i.e.,
Some researchers have used the EKF [31] [48] [39] or UKF [49] to generate importance density functions. At each step, an EKF or UKF is run for each particle to generate mean and covariance of the proposal distribution. Later, particles are drawn from the newly found distributions. The obvious advantage is that the EKF and UKF take into account the most recent measurement y k while estimating mean and covariance.
Further discussion on proposal densities can be found in [39] , [50] , [51] and [43] . Despite the selection of appropriate proposal densities, the sequential importance sampling algorithm may degenerate. The normalized weight of all but one particle degenerates to zero, referred to as sample impoverishment. In order to avoid such a degeneracy problem, resampling is usually performed. Resampling will eliminate particles with low weight and multiply samples with high weights. Resampling algorithms are discussed in [52] , [53] .
Draw particles:
Calculate Weights:
end for
Calculate normalized weights:
Point estimate:
IV. CONSTRAINED STATE ESTIMATION
A. Constraint Definitions
In certain cases of state estimation, constraints on the system may provide additional information about the state being estimated [54] . Constraints may provide additional information in the following forms 1) Bounds on the disturbances in the system [28] .
2) Information about the system which has not been incorporated into the system model given in (1,2) in order to keep the system model simple [28] . These constraints arise due to the underlying physics of the system, i.e., non-negativity of flows and concentrations in chemical reactions, non-negative muscular activation etc. 3) Information about statistics of the system (e.g., the expected value) [55] . We choose to use the notation C k for all constraints including linear, nonlinear, interval (bounds on the state of the form x L ≤ x k ≤ x U ), equality and inequality. Specific definition of a constraint will be given where required. The constraints we consider here can be hard or soft [54] . As opposite to hard constraints, the estimation algorithms needs to satisfy soft constraints approximately. In the following, we summarize the literature available on the constrained state estimation.
B. Linear Systems with Linear Constraints
In the case of equality constraints for linear systems, an analytical form of the solution is generally possible by extending the Kalman filter recursive relations (7), and (8). However, for inequality constraints, a general analytical solution may not be possible.
• Model reduction: Model reduction methodology simply re-parameterizes system state variables by incorporating the equality constraints on the state in a way that constants are no more required [56] , [54] , [17] , [57] , [58] , [59] , [60] , [61] . Hewett et al. presented a null space method, for model reduction, exploiting the degeneracy in the estimator statistics and decomposing the problem into stochastic and deterministic components [62] . Resultantly the system model order reduces depending upon the number of equality constraints. However, the physical interpretation of the model parameters (system states) may be lost. Also, this approach cannot be used for inequality constraints.
• Perfect measurement: In the perfect-measurement (also called the pseudo-measurement or the measurementaugmentation) approach, the observation model is augmented with constraints without measurement noise [63] , [7] , [64] , [8] , [65] , [66] , [67] , [68] , [69] . Another variant, the equality-constrained Kalman filter proposed by [70] effectively implements the perfect-measurement approach. A sequential measurement update model was proposed by Duan and Li [71] . By augmenting the observation model, authors attempt to find an optimal state estimation in the sense of best linear unbiased estimator (BLUE) with both noisy and noise-free measurements [71] . Perfect-measurement approach cannot be used for inequality constraints.
• State estimate projection: Estimate projection approach deals with the constraint by projecting the estimated state onto the constrained subspace formed by the equality or inequality constraint [13] , [70] , [54] , [2] , [67] , [72] , [68] , [57] , [73] .
• Gain projection: Some authors have proposed to project the Kalman gain matrix onto the constrained subspace [72] , [68] , [57] , [74] . The resulting state estimate is equivalent to state estimate projection [68] , [57] .
• System projection: System projection deals the modification of the initial estimation error covariance and the process noise covariance matrices based on the fact that any constraint on the state implies that the process noise is also constrained [75] . System projection is defined for equality constraints only.
• PDF truncation: PDF truncation methods operate by truncating the Gaussian pdf estimated by the Kalman filter at the constraint edges [17] , [4] . State estimate is the mean of the truncated pdf. The method can be used for equality and inequality constraints [54] .
• Rotea and Lana considered the problem of optimal minimax state estimation in a linear time-varying system subject to pointwise probability constraints on the driving process and the state with optimality criterion as the worst-case mean-square-error [76] , [77] .
• Zhou and Zhu developed analytic method to incorporate the optimal estimation with linear equality constraints in the most general case using linear minimum mean-square estimation criteria [78] .
C. Linear Systems with Nonlinear Constraints
In the case of nonlinear constraints, an analytical solution may not be possible and the resulting estimate may only satisfy constraints approximately.
• Taylor series expansion: The constrains, whether equality or inequality can be linearized and approached mentioned in IV-B can be used [72] [54], [79] , [68] . Second-order approximation of the Taylor series can also be used [80] , [73] .
• Smoothly constrained Kalman filter(SCKF):
In the SCKF, constraint linearization is applied multiple times at each measurement time and the resulting estimate is expected to get closer to constraint satisfaction with each iteration. This idea is similar to the iterated Kalman filter for unconstrained estimation [81] .
• Moving horizon estimation (MHE): These estimators can take into account all types of constraints due to their natural construction [54] , [26] . However, computational load may be prohibitive in some cases.
D. Nonlinear System with Constrains
For nonlinear systems, estimation methods including EKF, UKF, EnKF and MHE are considered. Sequential Monte Carlo (SMC) based methods (i.e., the particle filters) in the presence of constraints will be discussed separately.
1) Model reduction:
: In the case of nonlinear equality constraints, model reduction may be a possible for some system models [17] .
2) EKF based approaches:
• Measurement-argumentation: After augmentation of the measurement model with the equality constraint, the EKF can be used for linearized observation model [64] , [82] , [83] , [84] . However, this method cannot be used for inequality constraints.
• SCKF: In the case of nonlinear systems, the SCKF can be used with the EKF [81] . However as the SCKF constraints the system iteratively, the final constraint solution may not be exact. The method is only applicable for equality constraints.
• Recursive Nonlinear Dynamic Data Reconciliation (RNDDR): The NDDR approach combines the EKF and the Nonlinear Dynamic Data Reconciliation (NDDR).
The NDDR is a nonlinear optimization based strategy to estimate system parameters and states. Due to the optimization-based formulation of the problem in NDDR, constraints on states and unknown parameters can be added in a natural way. For the sake of completion, we present a general case of NDDR here
Subject to
is the horizon size. However, the application of the NDDR for on-line estimation of states and parameters can be computationally prohibitive. In RNDDR, the time-update step (7) remains the same (with linearized f andh). However, the measurement update step (8) is modified to formulate a constrained nonlinear optimization problem similar to (10) with the covariance matrix as an unknown in addition to the system state. The estimate by a simple EKF is used as initial guess in the optimization problem (state estimate and covariance matrix). As evident, there is no need to compute Kalman gain exclusively. Essentially, at each recursion, a nonlinear constrained optimization problem is solved. It can be shown that estimation by RNDDR is equivalent to a constrained EKF or constrained iterated-EKF. However, solving a constrained nonlinear optimization problem in itself is a challenging task and the RNDDR attempts to solves such a problem at each time-step.
3) UKF based approaches:
In the UKF formulation, during the time-update step, sigma points can be projected onto the constrained subspace before and after nonlinear transformation individually. Additionally, statistics of sigma points (after transformation) can also be projected onto the constrained subspace. In the measurement-update step, usually a constrained optimization problem (10) is formulated. The optimization problem can be formulated for individual sigma points or the state estimate and covariance matrix.
• Sigma point projection: A simple approach for interval constraints (x L ≤ x k ≤ x U ) is to perform projection of sigma points in the time-update step [85] , [86] . Authors perform projection twice, i.e., after generation of sigma points, i.e., after Eq. (13a) and then after passing sigma points through system dynamics, i.e., after Eq. (13b). Luo et al. proposed to constrain individual particles and estimates [87] .
• Optimization in measurement-update: Kolas et al. suggested a reformulation of the measurement-update step to incorporate constraints into the simple UKF. The authors propose to solve a quadratic or nonlinear optimization problem (10) at each step of the algorithm [88] .
• Unscented Recursive Nonlinear Dynamic Data Reconciliation (URNDDR):
This method is an extension of RNDDR where the EKF (MHE with horizon size of one) is replaced with a UKF [6] , [89] , [90] . The sigma points are modified to stay within the bounds (constraints) on the state and a commensurate update of weights is also performed. It is pertinent to highlight that while calculating the sigma points only linear interval constraints (x L ≤ x k ≤ x U ) on the state vector are taken into account. However, while implementing the measurement-update step, all other equality/inequality and linear/nonlinear constraints are taken into account by solving the constrained optimization problem (10) for each sigma point. The solutions of optimization problem (equal to number of sigma points) are used to find final the estimate of the state and the covariance matrix.
Opposite to the UKF algorithm, URNDDR formulation does not require the computation of the Kalman gain.
However due to the particular method of selecting sigma points, the state estimate by URNDDR may be biased [6] . As the optimization problem is solved for all sigma points, the algorithm may be computationally expensive. Recently Kadu et al. extended the URNDDR to nonconvex constraints by reformulating the optimization problem. The authors formulate a single optimization problem, instead of multiple optimization problems, for 2n + 1 sigma points and also include constraints on the state in addition to constraints on the sigma points [91] , [92] . Kadu et al. also proposed a constrained optimization algorithm for generation of sigma points [93] . Mandela et al. recently proposed improvements to the URNDDR algorithm to address general constraints in the generation process of sigma points and computational issues [94] .
• Two-stage projection Julier and LaViola proposed a twostep approach for tackling nonlinear equality constraints. Using the UKF algorithm, all sigma points are projected onto the constrained subspace individually in the first step, while in the second step the final estimate by the filter is again projected onto the constrained subspace [1] . The authors presented a detailed discussion on the need for two-step projection for nonlinear constraints, i.e., projection of sigma points and their statistics (i.e., moments, which are expected value and covariance in their case).
• Recently Teixeira and colleagues extended UKF algorithm for different constraints(linear/nonlinear, equality/inequality or interval). These algorithms include equality constrained UKF, projected UKF, measurementaugmented UKF, constrained UKF, constrained-interval UKF, interval UKF, sigma point UKF, truncated UKF, truncated-interval UKF, projected-interval UKF [70] , [95] , [96] , [97] , [98] . PDF truncation procedure employed by Teixeira and colleagues is applicable for linear interval constraints only (analytical solution of [17] ). 4) Constrained EnKF: Parakash et al. presented constrained state estimation using the EnKF [37] , [99] . Authors propose to draw ensemble of initial samples from a truncated normal distribution. Later, for each recursion, after time-update step, a transformation is applied to project the violating samples on the boundary of the constraint. In the measurementupdate step, a constrained optimization problem, similar to (10) is solved to get a constrained estimate of the state.
5) MHE based approaches:
It is evident from formulation of the MHE(17) that constraints can be incorporated into its framework in a natural way [26] , [27] , [28] , [100] , [30] . However, there are multiple issues with MHE framework, i.e., 1) the computational effort especially for nonlinear optimization problem (constraints and/or objective functions) [27] , [30] , [101] , [102] ; 2) calculation of the arrival cost [103] ; 3) Gaussian assumption for densities that results in simplification of the relations, i.e., from Eq. (16) to (17) ; and 4) selection of optimal horizon (h) size to balance performance and computational load [103] .
Ungarla et al. proposed constrained Bayesian state estimation using a cell filter [104] , where a Markov chain is constructed by sampling the dynamics over constraints.
However, this approach is limited to low dimensional systems due to exponentially increasing memory requirements of the state transition operator with the state dimension [103] .
V. CONSTRAINED STATE ESTIMATION USING SEQUENTIAL MONTE CARLO FILTERS
In sequential Bayesian estimation using particle filters, we can incorporate additional information about the state, i.e. constraints in different ways. Based on the particle filtering algorithm, we can incorporate constraint at different levels in the algorithm.
1) Particle sampling: Constraints can be incorporated into particle filtering algorithm at the sampling stage. Particles are sampled from a truncated proposal density
where ξ k is the normalizing constant. However, the support of truncated density must include the support of the posterior density [39] . The density truncation can be performed analytically or using perfect Monte Carlo. All particles sampled from a truncated distribution will be satisfying the constraint. 2) Rejection of the violating particles: If the particles are sampled from a simple proposal distribution (untruncated), all violating particles can be rejected. This process is also called clipping or acceptance/rejection approach. Advantage of clipping is that it essentially maintains the shape of the unknown posterior density. However, in the case that there is less overlap between the constraint region and proposal density, most of the particles may be clipped and effective number of particles may be reduced after each recursion. Number of particles may be increased at higher computational cost.
3) Projection of the violating particles on the constraint boundary:
The projection of the violating particles on the constraint boundary may change the shape of the posterior density, if there are more violating particles. Nonetheless, as the particles are not being rejected at each recursion, number of particles required for estimation may be less. 4) Projection of the violating particles taking into account the latest measurement: Such projection results in violating particles projected in area of higher likelihood density function. Shape of the posterior density will be changed according to the proposal density. 5) Projection/Clipping of particles after re-sampling: After the re-sampling step, the particles can be projected onto the constrained surface or a clipping can be performed. However, pros and cons of both operations should be taken into account while making a choice. 6) Projection of the state estimate: The final point estimate by the particle filter can also projected on the constrained subspace. In the coming paragraphs we these methodologies in detail.
A. Acceptance/Rejection Approach
Acceptance/rejection based approach proposed by Lang et al. enforces the constraints by rejecting all particles violating constraints [105] . The authors propose to use the transition pdf, i.e., p(x k |x k−1 ) as proposal distribution. The proposed algorithm essentially implements the acceptance/rejection scheme at the sampling step, i.e., after step 3 in the Particle Filter algorithm, the acceptance/rejection procedure is performed to reject the violating particles. The acceptance/rejection procedure does not make any assumptions about the distributions and therefore maintain the generic property of particle filters. However, the problem with acceptance/rejection algorithm is that the number of samples may reduce with each recursion and estimation accuracy may decrease, especially with poor choice of proposal distribution and nonlinear constraints. In such a case, most of the particle may violate the constraint and the algorithm may degenerate [29] . Sampling from a proposal distribution, followed by verification against constraints (especially nonlinear) may be computationally more demanding than sampling from constrained region [103] .
B. Optimization/Projection Based Approaches
The optimization based approach stems from (14) [29] , i.e.,
∝ argmax
= argmax
where, the p v k is the distribution of the measurement noise and x k =x k + x e k with x e k being the error in estimation with distribution given by p x e k . A constrained optimization problem is formulated now as, (32) Subject to
where C k defines constraints on the state estimate. Considering both distributions p v k and p x e k as Gaussian distributions, a nonlinear least squares problem results.
where P −1 k and R −1 k may be treated as weighting matrices which may represent our prior beliefs in the prior estimates and the observation model, respectively. For an unconstrained and linear case, the solution is the Kalman filter [18] . Based on particle filtering algorithm, constrained optimization problem can be formulated in four different ways [29] ,
argmiñ
where the diacritic mark "∼" on the particle or final state estimate indicates projected particle or mean. To formulated a quadratic objective function, Gaussian distribution for p x e k and p v k are considered. The projection by (34) projects violating particles on the constraint boundary. Eq. (35) takes into account the current observation while performing projection. Eq. (36) performs projection on the particles after re-sampling step. Finally, the (37) performs projection of the final state estimate . Shao et al. also propose to perform a test on the state estimate and projection is performed only once the test fails [29] .
C. Constrained Importance Distributions
The particles can be drawn from a proposal distribution having support on the constrained region only. There are different approaches to estimate proposal distributions. Density truncation can be performed analytically in case of multivariate Gaussian distribution [4] , [106] . Perfect Monte Carlo simulations can be used to estimate first two moments of the truncated proposal distribution. Samples are drawn from a distribution of interest and all constraint-violating samples are rejected. Leftover samples are used to estimate mean and covariance of the truncated PDF. Importance sampling can be employed here also to sample from an appropriate density [107] , [108] . As only two moments of density are considered, the Gaussian assumption is usually implicit in perfect Monte Carlo density truncation approach. Similarly, other filtering schemes like constrained-EKF [109] , constrained-UKF [110] , [111] , [109] or constrained-EnKF [109] can be employed at each recursion to generate constrained proposal distributions. In such scenario, a constrained-filter (EKF, UKF or EnKF) is used for each particle to estimate mean and covariance of constrained proposal distribution. Gaussian density assumption is made in all such filters. Particles are drawn from the newly found proposal distribution [109] .
Gaussian particle filters [112] and Gaussian sum particle filters [113] have also been used for constrained state estimation with truncated proposal densities [107] , [114] .
Ungarala [103] proposed a direct sampling particle filter for linear and nonlinear constraints, however, its applicability is limited to Gaussian assumption for all PDFs.
D. Miscellaneous Approaches
Zhao et al. [115] proposed three strategies for constrained state estimation using particle filters. The first strategy ensures that the samples are drawn from the constrained region using a constrained inverse transform. Using bounds (interval constraint) on the state vector, bounds on the process noise are found. Process noise samples are drawn from the constrained commutative distribution function (CDF). In the second strategy, an acceptance/rejection scheme is used after re-sampling and all violating particles are rejected. The third strategy deals with particles after re-sampling. Violating particles are deleted and non-violating particles are regenerated to ensure that there are more non-violating particles in the final estimate. There are a few problems with this approach. First, it may not be possible to find the CDF of the noise in the first strategy. Also, the constraints on the state may not be of the interval-type, i.e, may have a nonlinear form, then the first strategy is not applicable. For the second strategy, the acceptance/rejection scheme may result in rejection of most of the particles in the worst case, leading to failure of the particle filter. The third strategy generates multiple number of state estimates (one for each deletion/regeneration) and an optimization problem is solved to find the right state estimate out of all available. Essentially, another optimization problem has to be solved which may be computationally expensive.
