Introduction
The integration of Chinese herbal medicines into modern medical treatments has assumed a more prominent profile in recent years [1] . Without purification to single out specific ingredients, quality control of these raw materials of pharmaceutical value is crucial and yet remains a challenge, especially when accurate determination of functional ingredients in raw materials often requires extensive analytical tasks. In fact, many Chinese herbal medicines are now preserved in dry powder form for ease of storage and distribution. The herbs are not easily differentiated visually for materials still in dried whole form without expert training; identification of the specific varieties in powder form is even more challenging. There is a dire need to develop a rapid and accurate detection method for these herbal materials in order to foster their application in modern medicine. It is well recognized that the quality of herbal pharmaceuticals can vary considerably because of the inherent variability caused by sourcing from regions with different climatic and soil conditions. Adulteration problems are also likely to be encountered as economic incentives continue to grow for herbal materials. To date, sensory and chemical analyses are often required for the inspection and/or identification of herbal medicines. With morphological or histological techniques to differentiate herbal materials becoming impossible in the powder form, analytical approaches such as highperformance liquid chromatography [2] , gas chromatographyemass spectrometry [3] , thin layer chromatography [4] , and capillary electrophoresis [5] are often used. However, it is impossible to apply these methods for online inspection because of the complicated sample preparation procedures and long analysis times required. Moreover, these sampledestructive methods are poorly suited for inspection because they inevitably damage and consume the sample materials.
Nondestructive inspection methods such as optical [6, 7] , ultrasonic [8] , and electromagnetic [9] techniques that make online inspection and automation possible are becoming popular with practical applications in a variety of areas, especially in the pharmaceutical [10, 11] , food [12] , agricultural [13] , chemical [14] , and biobased industries [15] . Because traditional Chinese medicines come from a variety of different plant parts, near-infrared spectroscopic analysis is well suited to the analysis of the highly varied chemical compositions of the herbal materials [16, 17] . The above inspections with highperformance classification methods would be needed and appreciated. The soft independent modeling of class analogy (SIMCA) method provides a useful classification of highdimensional variations and incorporates principal component analysis (PCA) to reduce the dimensions of the spectra [18, 19] . A SIMCA model consists of a collection of PCA models, and the data sets are independent. In comparison with the nonlinear modeling method, the calculation speed of SIMCA with PCA can be increased by calculating the covariance matrices and the indices. Therefore, the SIMCA model with PCA was selected for the development of the offline calibration model.
In the previous study [16] , a robust inspection model using near-infrared spectroscopy with artificial neural network (ANN) analysis was developed for the classification of herbal materials. Although the results were excellent, developing the calibration database was time-consuming, consequently limiting the applicability of the model. In the present study, a SIMCA [20, 21] based on near-infrared spectroscopy was developed to improve the calculation speed and retain the capacity for accurate classification of the herbal medicine materials.
Materials and methods
This study used 48 different raw herbal medicines that were provided by Sun Ten Pharmaceutical Co., Ltd. (New Taipei City, Taiwan). In the form of dry powder. For each of the 48 medicines, there were 30 individual samples, producing a total of 1440 spectral measurements for this study. Each sample was loaded into a 20-mL vial such that the volume of the vial was approximately 2/3 full with a powder depth of at least 2 cm, in order to prevent light transmission during the spectral reflectance measurement. This study included only raw unprocessed dry herbal sample types originating primarily from plant leaves, stems, roots, flowers, fruits, seeds, and nuts; other possible herbal ingredients that occur naturally in nonsolid forms, such as liquids or gels, were not included. All samples were ground to the crude powder form for the near-infrared spectroscopic inspection.
2.1.
Sample preparation and grouping Table 1 lists the pool of 48 medicinal herbs used in this study. The stability of the SIMCA model was evaluated using Group 1 data, which consisted of three nonoverlapping calibration subgroups (A, C, E) paired with three prediction subgroups (B, D, F), respectively. Thirty different kinds of herbs were randomly selected (from among the 48 available) and separated into the three independent calibration subgroups. The selection process also assigned 15 herbs to each prediction subgroup, allowing for some overlap between the prediction subgroups and also between nonpaired calibration and prediction subgroups. There was no overlap between A and B, between C and D, or between E and F. The selection process was as follows: (1) starting with the pool of 48 available herbs, subgroup A (10 herbs) was selected, leaving 38 herbs available in the pool; (2) both subgroups B (15) and C (10) were each selected randomly from the pool of 38 and then the members of subgroup C were eliminated, leaving 28 in the pool; (3) both subgroups D (15) and E (10) were each selected randomly from the pool of 28 and then the members of subgroup E were eliminated, leaving 18 in the pool; (4) finally, subgroup F (15) was selected from the pool of 18. The above data in Group 1 was used to test SIMCA models using different (independent) sets of spectral data. For Group 2, the pool of all 48 herbs was separated into two subgroups: calibration subgroup G containing 30 herbs and prediction subgroup H containing 18 herbs. These Group 2 data were used to test SIMCA models using a larger set of calibration data; by design, the herbs in subgroup G (calibration set of 30) include all the herbs in Group 1 calibration subgroups A (10) and C (10) but none of those in subgroup E (10).
Group 1
Subgroup 
Apparatus and experiments
The spectra of the herb samples were measured on a FOSS NIRSystems instrument Model 6500 NIR reflectance spectrometer (FOSS NIRSystems, Inc., Laurel, MD, USA) configured with a rapid content analyzer module and a tungsten halogen lamp as the light source, and using the VISION 3.0 software (FOSS NIRSystems, Inc.) for system control and data acquisition. The samples were scanned at 2-nm intervals in the range of 400e2498 nm, encompassing the visible and near-infrared wavelengths. Silicon detectors were used below 1100 nm, followed by lead sulfide detectors above 1100 nm. Spectral analysis and the development of SIMCA models were carried out using Matlab 7.2 (The Mathworks, Inc., Natick, MA, USA) with PLS Toolbox 5.0 (Eigenvector Research, Inc., Wenatchee, WA, USA).
Data pretreatment
For all 1440 sample spectra, the standard normalized variate transformation [22] was applied to reduce spectral variation. For the Group 1 calibration subgroups (A, C, E), the 300 sample spectra in each subgroup were separated into two setsda calibration set of 200 spectra and a validation set of 100 spectradusing the KennardeStone algorithm [23] . For Group 2, calibration subgroup G contained 900 sample spectra that were separated into a set of 600 calibration set samples and 300 validation set samples. SIMCA models were developed using the calibration data sets and then used to predict the spectral samples in the prediction sets.
Principal component analysis
PCA [20] is a useful chemometric analysis tool for spectral data compression and information extraction that allows the most important information contained in the spectra to be described using a small number of principal components (PC). In this study, M is a near-infrared spectral data matrix with m rows (m samples) and n columns (n wavelengths). PCA decomposes M as the sum of series combinations of t i and p i . The t i and p i pairs are ordered (i) by the amount of variance captured. The scores (t i vectors) contain information on how the samples relate to each other. The loadings ( p i vectors) contain information on how the variables relate to each other. The PCA model is truncated after the k components and remaining variance factors are consolidated into a residual matrix E:
Mathematically, PCA relies on an eigenvector decomposition of the covariance matrix of the process variables. For a given data matrix M with m rows and n columns, the covariance matrix of M is defined as:
The columns of M have been "mean-centered" by subtracting the original mean of each column. In the PCA decomposition, the p i vectors are eigenvectors of the covariance matrix. For each p i ,:
l i is the eigenvalue associated with the eigenvector p i . The t i forms an orthogonal set (t i
Note that for M and any t i , p i pair,
Here, t i is the projection of M onto p i . The t i and p i pairs are arranged in descending order according to the associated, which is a measure of the amount of variance described by the t i and p i pair. The t 1 , p 1 pair captures the greatest amount of variation in the data that can be captured with a linear factor; and then each subsequent pair captures the greatest possible amount of variance remaining after subtracting t i p T i from M.
2.5.
Monitoring indices associated with PCA models
Hotelling's T 2 and the Q residual [24] are two indices commonly used to evaluate new data using a previously developed PCA model. Hotelling's T 2 can be viewed as the distance from a sample's projection into the k-dimensional subspace to the centroid of the subspace. The Q residual is the distance between a sample point in n-space and its projection in the k-dimensional subspace of the model (as shown in Fig. 1 ).
Hotelling's T 2 statistic gives a measure of significant variation of the process. It is the sum of normalized squared scores divided by their variance:
where l e 1 is a diagonal matrix of the inverse of the k largest eigenvalues l i of covariance matrix cov(M) in descending order, and t i is the ith score. The statistical thresholds for T 2 can be calculated using the F distribution as follows:
where T 2 a is the threshold value with an a significance level of confidence (95% in this case), m is the number of samples used to build the PCA model, and k is the number of principal components retained in the model. F a ðk; m À kÞ is the a confidence interval of the F distribution with k and (m e k) degrees of freedom.
The Q residual
The Q residual is a measure of the variation of the data outside of the principal components included in the PCA model. The mismatch between measured and estimated sensor readings results in the residual e, which forms the basis of the Q statistic, which is formulated as follows:
and
where e j is the jth residual. The statistical thresholds for the Q residual can be calculated as follows:
where
In Equation 10, c a is the standard normal deviate corresponding to the upper (1 e a) percentile. In Equation 11 , k is the number of principal components retained in the model and n is the total number of principal components.
SIMCA
A soft independent method of class analogy (SIMCA) model consists of a collection of PCA models, one for each class in the data set. PCA with Hotelling's T 2 and Q residual is shown graphically in Fig. 1 . Each class can have a different number of principal components; the number depends on the data in the class. Some discussion of the geometric interpretation of Q residual and Hotelling's T 2 is perhaps in order. As noted above, Q residual is a measure of the variation of the data outside of the principal components included in the PCA model. Hotelling's T 2 is a measure of the distance from the multivariate mean (the intersection of the PCs in the figure) to the projection of the sample onto the two principal components. Hotelling's T 2 limit defines an ellipse on the plane within which the data normally project. A sample with a large Hotelling's T 2 value (but a small Q residual) is shown on the upper right-hand side of Fig. 1 . The nearest class to a sample is defined as the class model that results in a minimum distance of the sample i to model j, d ij :
with a reduced Q residual:
where Q 0.95 is the 95% confidence interval for the model under consideration, and reduced Hotelling's T 
Results and discussion
The purpose of the experimental design (Fig. 2 ) in this study was to allow for the comparison of the stability and performance of multiple SIMCA models built on different 
independent combinations of medicinal herbs, and to determine the effectiveness and stability of a SIMCA model when expanded to include a larger set of samples. Therefore, different calibration, validation, and prediction sets and pretreatments were designed to be operated.
Step 1. Results for three independent calibration subgroups
The average spectra of all the herbs, organized by subgroups, are shown in Fig. 3 , and are not easily separated by the naked eye. The large variations in the visible range (400e700 nm) were attributable to the basic colors of the medicines. In Group 1, the calibration subgroups A, C, and E were paired to prediction subgroups B, D, and F, respectively, with no overlap in membership between the paired calibration and prediction subsets. The calibration and prediction subgroups were completely independent combinations. For each of the A, C, and E calibration subgroups, the calibration and validation sets were selected (using the KennardeStone algorithm) to perform the first test of the SIMCA models.
In calibration subgroups A, C, and E of Group 1, the number of selected principal components was based on the cumulative variance (%) of each herb, as shown in Table 2 . Consequently, the number of principal components (PCs) in the calibration set differed for different PCA submodels. There were two to five PCs for subgroup A, two to four PCs for subgroup C, and three to four PCs for subgroup E. The larger range for subgroup A indicated a larger variance between the samples in set A.
For subgroups A, C, and E, three to four PCs described more than 95% of the cumulative variance presented by most of the samples. In subgroup A, there were three medicinesdArtemisia scoparia Walodst et Kit., Clemaridis Radix, and Ligustici Rhizomadthat were well described by only two PCs, and only onedPlyporusdthat needed five PCs. In set C, only one sampledHoelendneeded only two PCs to account for 95.17% of the cumulative variance, whereas all other samples in the subgroup required more PCs. All the herbs in subgroup E needed three to four PCs to explain above 95% cumulative variance.
The first step in the development of SIMCA models was to calculate the sub-PCA model of a single medicine, and then, for the remaining samples, the principal component distribution would be calculated using the sub-PCA model in the principal component space. The differentiation between herbs could then be determined by Hotelling's T 2 and Q residual values to implement classification and identification. Q residual values less than 1) or 1 (not belonging to subgroup A, based on Hotelling's T 2 and Q residual values greater than 1). Fig. 5A and B show the identification of the subgroup A validation set samples (which belong to the subgroup A database) and of the prediction subgroup B samples (which do not belong to the subgroup A database), respectively. The SIMCA model also calculates the nearest class of subgroup A for any given sample. Fig. 5C shows that the subgroup A validation set matches the classes defined by the subgroup A calibration set. For the samples in subgroup B that do not match the classes defined by the subgroup A calibration set, Fig. 5D shows the nearest class (defined within subgroup A) that was calculated for each of the "unknown" subgroup B samples, based on the mean values of Hotelling's T 2 or Q residual or both.
Fig . 5 illustrates the information that can be provided by the two-stage SIMCA analysis for unknown samples. The first stage identifies whether an unknown sample belongs to the set of known samples as defined by the calibration set, which is useful for the authentication of an herbal sample. If an unknown sample does belong to the calibration set, then the second stage of analysis can then determine the specific match in the calibration set for the unknown sample. Table 3 shows the results for the Group 1 SIMCA models when applied to identify whether an unknown sample belongs to the set of calibration samples on which the model was built (application of the first-stage SIMCA analysis). The subgroup-A SIMCA model correctly identified 100% of the 200 calibration set samples and 100% of the 100 validation set samples of subgroup A as positive matches (belonging to 
subgroup A), and correctly identified 100% of the 450 samples in prediction subgroup B as nonmatches. The subgroup-C SIMCA model correctly identified 99% of the 200 subgroup C calibration set samples and 98% of the 100 subgroup C validation set samples as positive matches, and 100% of the 450 samples in prediction subgroup D as nonmatches. The subgroup-E SIMCA model correctly identified 100% of the 200 subgroup E calibration set samples and 99% of the 100 subgroup E validation set samples as positive matches, and 100% of the 450 samples in prediction subgroup F as nonmatches.
The calibration data sets in Group 1 consisted of three independent sets of 10 different Chinese medicinal herbs. The Fig. 3 e (A) The spectra of the calibration sets A, C, E, and G, and (B) the spectra of the prediction sets B, D, F, and H.
purpose of this experiment design was to test the stability of the SIMCA modelsdthat is, whether different herbal medicines could be recognized by using different combinations of herbs on which the SIMCA models were built. The results showed that the herbs could be identified rapidly and accurately by the SIMCA models built on the different herb combinations.
3.2.
Step 2. Results of one extended group for the practical application Table 3 also shows the results for the Group 2 SIMCA model, an extended model built on the larger sample calibration set of subgroup G based on 30 different herbs (600 samples in the subgroup G calibration set). For the experimental design, subgroup G included all of the samples from Group 1 subgroups A, B, C, and D, but none of the samples in subgroup E and only 10 of the 30 samples in subgroup F. There was no sample overlap between Group 2 subgroups G and H.
The subgroup-G SIMCA model correctly identified 99.5% of the 600 subgroup G calibration set samples and 99% of the 300 subgroup G validation set samples as positive matches, and correctly identified all subgroup H samples (540 samples spanning 18 herb varieties) as nonmatches, to subgroup G. Examining the samples by their Group 1 organization, the extended subgroup-G SIMCA model correctly identified the match or nonmatch status of 100%, 98%, and 100%, of the samples in subgroups A, C, and E, respectively, and 98.67%, 100%, and 99.33% of the samples in subgroups B, D, and F, respectively.
There were three misidentified samples in the calibration set of subgroup G: Hoelen and Paeoniae Lactiflorae Radix from subgroup C, and Puerariae Radix from subgroup B. The selection of the number of principal components to use in modeling each medicinal herb was a crucial step in SIMCA model development. Too many principal components can cause overfitting, whereas too few principal components will inadequately describe the spectral characteristics of any given group. In Group 2, 30 medicines were selected 
from the available pool of 48 to test the limitation of the classification and the calculation speed of the SIMCA model, including a variety of different plant partsdroots, stems, leaves, whole plant, flowers, fruits, etc. Because the powder forms in which herbal medicines are most commonly stored prior to processing are even more difficult to visually differentiate than dried roots, stems, leaves, etc., the development of a rapid and accurate method for their 
classification and identification is becoming an increasingly important and urgent need.
Comparisons and discussions
Using Hotelling's T 2 and Q residual values, this SIMCA method effectively identified herbal matches and nonmatches relative to the herbs in the database. For the herbs identified as nonmatches (outside of the database), Hotelling's T 2 and Q residual values could still be useful for general classification in terms of resemblance to database members. Our previous study [16] described the effective classification of medicinal herbs implemented by using an ANN method; however, this ANN method needed longer calculation times that were not practical for online inspection applications. As the numbers of samples and herbal varieties increased, both the ANN calculation loading and required calculation times increased significantly. By contrast, the SIMCA method described in this study can be used to classify or identify medicinal herbs with greater flexibility in accommodating larger numbers of sample types and with shorter calculation times when compared to the ANN model. The SIMCA method can be applied to identify medicinal herb samples that fall outside of those defined within the database, and find the nearest class in the database that shows any resemblance to nonmatching samples. This method can also be applied to other materials in the food and pharmaceutical industries. In theory, raw food materials prior to processing can be inspected using near-infrared spectroscopy with SIMCA to detect abnormal agents (e.g., plasticizers) that would be detected as being outside of the current database of regular materials that should be found in the processing operations. This inspection method could be developed as a rapid and powerful tool for the early detection of adulterants or contaminants in raw materials.
Conclusions
The method provided a flexible modeling database for the control of raw materials when processing Chinese medicinal herbs. Hotelling's T 2 and Q residuals are useful indicators in the SIMCA models for evaluating differences between the samples. The use of near-infrared spectroscopy integrated with SIMCA can be developed into an accurate and highperformance industrial method for online inspection applications.
