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1. INTRODUCTION 
As stated in Bellman and Lee (5, p. l], the basic form of the functional 
equation of dynamic programming is: 
(1) 
where p and q represent the state and decision vectors, respectively, T 
represents the transformation of the process, and f(p) represents the optimal 
return function with initial state p. 
Dynamic programming is an approach to optimization. The function 
equation (1) is the key to a possible success in solving optimization 
problems through dynamic programming (e.g., see [2-5, lo]). Once a 
pertinent functional equation (1) of an optimization problem is formulated, 
an algorithm for obtaining the computational solution of the problem will be 
available. The functional equation approach is not only applicable to a wide 
range of optimization problems 12-5, 101 but also is handy in establishing 
inequalities 11, 8, 9, 12, 131. 
In 1967, Redheffer [ 111 established a general inequality (see below) base 
upon the idea of the following recurrent inequality: 
\‘n(b,- l)G,+NG,v<<~aa,bb” (2) 
where ~1, > 0, 6, > 0, and G, = (ala* ... a,,)‘ln, 1 <n < N. The sign of 
equality in (2) holds if and only if 
a,bz- ’ = G, , 2<n<N. 
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(Here and in what follows C is used to designate C’i , , whenever confusion 
is unlikely to occur). He then demonstrated that inequalities of considerable 
interest associated with the names of Abel, Carleman, Fan, Hardy, Holder, 
Kaluza, Knopp, Polya, Rado, Szego, Taussky, and Todd can be viewed as 
special cases of his general inequality. As happened, his proof based on the 
unified scheme was simpler, and his results sharper, than those already 
recorded in the literature [ 1, 6, 91. 
Just recently, Wang [ 131 observed that Redheffer’s general inequality [ 11, 
p. 685 ] can be established by the functional equation approach [ 1-5, 12, 13 1 
in a natural and concise manner. The inequality (2) was so established in 
[ 13 1. In fact, Redheffer’s general inequality [ 111 is recursive in nature. So is 
the functional equation approach to inequalities by Bellman Il. 21. Conse- 
quently, it is not only natural to link these two concepts, but it also is 
significant to reveal their intrinsic nature by this linkage. This is the 
motivation of this paper. 
To this end, in Section 2, we shall alternatively establish the recursible 
inequality (3) (see below) of Redheffer type through the functional equation 
approach of dynamic programming 11, 21. In Section 3, we shall present a 
generalization of (2) and use it as an example to illustrate that (2) is a 
special case of (3). The relationship between (2) and (3) is quite unique and 
interesting but by no means straightforward. In fact, all the examples given 
in Redheffer [ 111 show not only the versatility of his recursible inequality 
(3) but also illustrate how to construct the structural functions F,@) of the 
inequality (3). That is the important part of [ 111. As by-products, our 
generalization of (2) will correspondingly extend further the inequalities of 
Carleman-Polya and Kaluza-Szego [ 11, p. 684 1. 
2. REDHEFFER THEOREM 
We now adopt the notation and the definition from [ 111 with a slight 
reformation for the sake of simplifying the argument as follows: Let 
fk := fk(al, a2 ,..., a,>, gk := gk(al, a2 ,..., ak) be real-valued functions defined 
for a, E D,, where D, is a given set, 1 < n <N. 
DEFINITION. The inequality 
is recursible if there exist functions F,@) such that 
under the convention that fO = 1. 
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Remark. The F,(J) are called the structural functions of the inequality 
(3) by which p, and 6, are determined. The inequality sign in (3) is reversed 
if the sup in (4) is replaced by inf [ 11, p, 6851. 
REDHEFFERTHEOREM. The recursible inequality (3) of Redheffer type 
holds for all a,, in D, if and only iffor any real number 6, there exists one or 
more ,LI~ such that F,(,u,) = 6, with 6, = S,, , = 0, 1 < n <N. 
To prove the theorem, we consider the problem 
k-l 




Using the principle of optimality [2, p. 83 1, we obtain the recurrence 
relation 
for 2 < k < N, with 4,(a) = a. It is now almost self-evident that from (4) and 
(5) follows inductively 
The conclusion of the theorem is thus clear. 
Remark. As pointed out in Redheffer [ 11, p. 695 J the inequality case of 
(3) can be achieved if the sets D, are appropriately chosen and the sup in (4) 
are actually attained. 
3. AN EXAMPLE 
To recapture an elegant construction of the structural functions F,(B) 
given in [ 1 l] and verify that (2) is a special case of (3), we extend (2) to the 
following generalized inequality 
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where a,>O, b,>,O, a,>O, 8,=Cj”=,aj, and G,=nj’E,a~‘en, 
1 < n ,< N. The sign of equality holds if and only if 
Indeed, the same argument used to establish (2) in Wang [ 131 can be used 
here to establish (6). However, we choose to reissue a Redheffer construction 
[ 111 in a somewhat modified fashion so that (6) follows immediately from 
(3). To this end we consider 
where A,, > 0 are fixed and the p,, , 8, are to be determined so that the 
inequality (7) holds for all a,, > 0. The inequality (7) is recursible, as is 
shown by the identity 
,aG, - ia, = (pt - k”ni*n) G,-, 
where ten/+ = a ,/G,_ , , 2 < n < N, and /1= 1,. This gives 
F,(u) = 8,- ,(A/a,,-a~len~ 1 (~/B,,)~n~“n-~, for p>O (8) 
and F,(U) = 0 for ,D < 0. Also, F,(p) = 0 if ,U < A, , and F,(u) = co if p > 1, . 
Since F,(p) > 0 means 6, > 0 we set 
6, = en- J~;J*~ 1 (9) 
combining (8) and (9) with F,(,u,) = S,, we obtain the parametric represen- 
tation 
,an = B,(&&/a,plen, l<n<N (10) 
where (p,} is any sequence with /3, = 0, ,!?, > 0, /3,V+, = 0. We can allow 
i, = 0 provided also that /I, = 0. 
Now setting II, = a&>, p, = 1 in (9) and (lo), (6) follows immediately 
from (7). Furthermore, it is obvious that (2) follows from (6) by setting 
a,= 1. 
As a special case, we set bzfl - 1 = l/e, in (6): 
\’ G, + e,G, < 1 a,a,( 1 + l/B,)en’an. 
The sign of equality in (11) holds if and only if 
a,( 1 + l/O,JBn~l/an = G, , 2<n<N. 
(11) 
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Since (1 + l/O,)en’an < e”*“, (11) implies that 
G, + G, + .*a < a,e”“kz, + a,e”“Za, + ... . Cl21 
Remark. Equations (11) and (12) sharpen the results in Redheffer [ 11, 
p. 6841 and in turn extend the inequalities of Kaluza-Szego and 
Carleman-Palyz, respectively. 
4. CONCLUDING REMARKS 
In view of the above results some of the additional inequalities given in 
[ 111 can be likewise extended. It is also evident that inequalities in partially 
ordered rings discussed in [ 11, p. 6961 can be likewise taken care of by our 
functional equation approach. However, those will not be exploited here. 
Finally, it may be interesting and worthwhile to note that if a,, are 
numbered in increasing order, i.e., 0 < a, <a, < ... < a,v, then the 
inequalities (6) (and a fortiori (2)) can be easily established by the Hernoulli 
inequality [ 1, pp. 12; 6, p. 40; 9, p. 341. 
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