Abstract-This study is mainly about the research to select the discriminative features for the machine learning algorithm to figure out the reason behind the problem of people who suffer from balance disorder. The foregoing step on this way has been determining the proper algorithm where we achieved the best performance with the Support Vector Machine (SVM) with Gaussian Kernel, the so-called Radial Basis Function (RBF). In our study, we first input the complete IMU-sensor based data set collected both from the healthy people and those suffering from vestibular system disorders to SVM-RBF. Next, we reduce the feature matrix using the Principle Component Analysis (PCA). Following this procedure, the machine is trained with the new data to recognize the effect of feature transformation on the accuracy of the learning method. We observed that PCA had satisfactory influence on the elimination of redundant features that it points to high correlation between some of the members of the starting feature matrix. The study will continue to cover more input vectors to PCA. Moreover, we plan sub-classification between various problems that lead to balance disorder. The situation with the current outputs of the study encourages to go further steps to achieve a significantly high performance for the machine learning algorithm with reasonable number of features.
Introduction
The vestibular system (VS) is of high importance in human life since it is responsible from the individual"s balance. Thus, a number of researches are carried out to determine the failure in this system for those who cannot keep their balance when walking. The diagnosis is mainly based on two methods. The one is using motion sensors where the most common way is the implementation of inertial measurement units (IMU). Sensors placed on appropriate locations on the body collect data about the sway [1] . Another popular method is the use of insole pressure sensors used to give information about the distribution of weight when walking [2, 3] . Following the data collection from a pre-defined set, a suitable algorithm trains a machine which in turn will serve for data mining. In this context, two points are to be investigated to increase the accuracy in the conclusion about the new data. Obviously, the choice of the right machine learning algorithm is one of the critical issues; and to increase the efficiency of the algorithm, the input data should also be able to give correct information. That is, the feature matrix should not have missing vectors nor redundant ones. It follows that there is need for reduction of the feature matrix in case it is too crowded which causes complexity in processing the data.
Machine Learning is a widely used technique in studies on medical applications. It is very useful in identification of problems. So far a number of applications of the technique have been carried out on different diseases. A study on chronic kidney disease is performed by Anusorn. C. et al (2016) [4] . They apply different ML algorithms on the data related to chronic kidney disease and try to decide on the algorithm giving the best performance.
A study to implement the ML in recognition of the Parkinson Disease is carried out by Marziye K. S. et al where they offer Extreme Machine Learning to achieve good results [5] .
An application of ML on Parkinson Disease is the one from Aunsia K. and Muhammad U. (2015) where they propose a new method consisting of three steps as initial preprocessing, imperative attribute selection and final classification [6] .
Identification of heart rate failures is another application area of ML in medicine. As an example, the study from Patel J. et al is on heart disease prediction based on ML and data mining [7] .
Though a lot of studies on ML application in medical area are presented in literature, the technique is not yet effectively used for classification of vestibular systemrelated problems. From this aspect, this study has significant contribution to literature.
Once data is collected from the environment, the next meaningful step is to eliminate redundant information from the data set. An important reason for this size reduction process is to by-pass the unnecessary time consumption for calculation, where the other is to simplify the hardware for data acquisition by specifying the useful data among the whole set. In this context, PCA is extensively used [8] .
In consideration of above explanations, the rest of this paper is arranged as follows: In Section 1 we introduce necessary information about the data acquisition process and dataset formation. Section 2 describes the ML application steps. The experimental results obtained are submitted in Section 3. Finally, in Section 4 we put forth the conclusion and discuss about future work.
II. Dataset Formation and Data Acquisition
We collected data from 37 people of different ages out of which 21 were healthy and the rest complaining about balance disorder. Table 1 gives detailed information about the overall group. We placed sensors on several locations on the body such as the feet, ankles, knees, waist etc. The locations were chosen to give related data for the features listed in Table 3 . Most of these features are widely used in literature [10] [11] [12] [13] . Explanations for some features are given in Table 4 . The data was acquired at Istanbul UniversityCerrahpasa Medical School -Audiology Department upon Ethical Committee Approval taken from the administration. Approval was also taken from the subjects for data collection. To form the required data, the free acceleration data of the motion sensors were used. These make use of the magnetic field of the earth; thus, it is critical that almost no other magnetic field should exist nearby to prevent from interference with the earth field in order not to lead to miscalculation. To provide the described ambient we collected data on weekends when almost all the electrical units were shut down. Figure 1 presents a view from the environment. The subjects were asked to walk along a straight line of approx. 12 meters. 
III. Machine Learning Algorithm
In order to decide upon the ML algorithm we first checked for the performance of different algorithms using MATLAB. Table 5 presents the success of some algorithms. As it is also observed from Table 5 , the best performance was achieved with Support Vector Machine. This in fact confirms the reality that for biological signals SVM is the algorithm mostly used in literature.
A. Support Vector Machines (SVM)
SVM is a well-known machine learning algorithm for supervised classification. The idea behind it is to find a hyper-plane between classes for optimum separation [14] . As illustrated in Figure 3a , one might be able to define a number of hyper-planes to separate two classes, but SVM searches for the optimum one. On the mathematical basis, this can be explained briefly as follows:
For the separating hyper-plane, the equation is
where x is the feature vector and w and b stand for weight and bias vectors respectively [14] . The function g(r) gives -1 for r<0 and +1 otherwise. The method searches for the geometric margin that is the shortest Euclidian distance of the feature from the hyper-plane (Figure 3b) .
Hence, the maximum geometric margin is achieved with max h,w,b h s.t. y(i)(w T x(i) + b) > ỿ for all training examples ||w||=1 [14] .  The corresponding (w, b) pair forms the optimal hyperplane. The explanations so far are valid for classes that are linearly separable. If this is not the case, Kernel functions are to be used for space transformation that the features are linearly separable in the new space. In our study, Gaussian Kernel is used which is given as [17] 
B. Reducing Dimension
The number of features used for machine learning and data mining is an important issue. Especially if the data set is not large, large number for the feature set may cause overfit in the learning which in turn may lead to misclassification of the unknown input vector. Thus, the feature matrix should include a reasonable number of vectors which is the issue of dimensionality reduction. Two main methods are mainly applied for this purpose. The one is the so-called "Feature Selection" (FS) where sufficient number of features will be selected among the starting feature set. The other method is the "Feature Transformation" (FT) where using the original feature set, a transformation to a new set is performed that contains less number of feature vectors than the original set.
In this study we chose the FT method, since the nature of data acquisition gives the opinion that significant number of features might be close correlated. To apply the mentioned method, we made use of the Principle Component Analysis procedure.
reduce the number of features to decrease the calculation complexity without significant loss of information.
PCA is a statistical method used to reduce the dimension of the original matrix [18] . The steps to go for the aim can be summarized as follows: 
 The eigenvalues and eigenvectors of the covariance matrix is found.
 The eigenvectors are perpendicular to each other and give information about the characteristics of the data. The principle component is the eigenvector having the highest eigenvalue. So, the eigenvectors are put in order from having the highest eigenvalue to lowest.
 The feature-vector is constituted with selected number of eigenvectors according to predefined criteria (Usually acceptable accuracy).
 The final step to form the new data set is that the transpose of the mean-adjusted original data set is multiplied on the left with the transpose of the feature-vector.
The reduced matrix is in form of
where U red is the matrix with reduced features.
Our criteria to determine the number r of new vectors has been that the loss of information will be less than 1%. This is, that we select r vectors in replacement of m to satisfy the inequality
where x proj is the projected vector of the new matrix.
IV. Experimental Results
The ML algorithm was decided to be SVM with RBF after using 5-fold cross validation to prevent over-fitting [19] . The accuracy of the selected algorithm was also verified with Receiver Operating Characteristics (ROC) graphs of different algorithms using MATLAB [20] . Next, PCA was applied on the raw feature matrix for size reduction using MATLAB toolbox. The criteria as the information loss of maximum 1% was applied in this phase of the study. The final feature matrix contained 13 vectors, significantly less than the raw matrix with 22 vectors. This obviously points to the fact that many of the original features are correlated to each other as expected. The accuracy with the new matrix was calculated as 82.6%, somewhat less than the starting value with 83.3%. The drop in accuracy is considered to be acceptable.
V. Conclusion and Future Work
This study is a valuable part of a project on defining the problems of people suffering from balance disorder. In this context, data is collected from both the healthy people and those having complaints concerning the vestibular system. The overall aimed procedure can briefly be listed in two steps, namely the machine learning and the data mining. Regarding the first step, SVM with RBF is determined as the most powerful method for our data set. At the beginning, we have determined 22 features to be helpful for accurate decision. Next, to reduce the calculation complexity, PCA is applied on the original feature matrix. Under the criteria that the information loss will be less than 1%, we have obtained a reduced matrix of 13 vectors. The final success in learning is found to be 82.6%.
Though we have gone a substantial way so far, the study has not come to an end. Within the frame of this study we are planning to add new feature vectors, thus, enlarging the feature matrix. The data acquisition process is also going on. These factors will obviously contribute in increasing the accuracy of the whole system. Another significant part of the future study will be to develop the system not to classify between healthy people and sufferers only, but also subclassify between specific reasons of balance disorder.
