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Abstract
Let S be a metric space and let k be a positive integer. Dene ^(k)(S) to be the smallest
positive integer m such that for every k m array D= (Dij) of positive real numbers, S can be
colored with the colors 1; 2; : : : ; m such that no two points of distance Dij are both colored j.
We improve the best upper bound known on ^(k)(R) from 32kk! to d4eke, where e is the base
of the natural logarithm. We prove a conjecture of Abrams (Discrete Math. 169 (1997) 157{
162) that ^(k)(Z) = ^(k)(R) for all k 2N, extend this result to higher dimensions under the
l1 and l1 norms, and prove that the upper chromatic numbers are nite for these spaces. We
also introduce a new related chromatic quantity of a graph G, the chromatic capacity, cap(G).
c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let S be a metric space with distance function d, let k; m2N, let D = (Dij) be a
k m array of positive real numbers, and let Dj denote the set of numbers in the jth
column of D. As usual, [m] denotes the set f1; 2; : : : ; mg. A coloring C : S ! [m] is a
D-coloring of S if for all x; y2 S such that C(x) = C(y) = j, we have d(x; y) 62 Dj.
If a D-coloring of S exists, then S is D-colorable. Each element of Dj is a restriction
for the color j, and D is a restriction array.
Denition. The kth upper chromatic number of S, written ^(k)(S), is the smallest
positive integer m such that S is D-colorable for every km restriction array D. If no
such integer exists, we write ^(k)(S) =1.
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For ^(1)(S) we write ^(S), and call this the upper chromatic number of S. Observe
that ^(k)(S) is increasing in both k and S.
In [9] Greenwell and Johnson introduce the upper chromatic number for Euclidean
spaces and prove two results. First, ^(R) = 3. Second, if there exist r > 0 and l2N
such that Rn is D-colorable for all 1 l restriction arrays D such that Di+1>rDi for
i = 1; : : : ; (l− 1), then ^(Rn)<1. They also pose the still-open question of whether
^(R2) is nite. Observe that ^(S) is a generalization of the ordinary chromatic number
of Euclidean space, (Rn), where only arrays of 1’s are considered. In 1961, Hadwiger
[10] proved that 46(R2)67, and these are still the best bounds known for (R2)
(see [7, pp. 841{842]).
In [1] Abrams proves that ^(k)(R) is nite for all k, and achieves an upper bound of
32kk!. We improve this bound to d4eke, where e is the base of the natural logarithm
(see Corollary 6). He also proves ^(2)(Z)>4, and conjectures ^(k)(Z) = ^(k)(R) for
all k. We prove this conjecture in Theorem 8.
In Section 2 we apply the compactness principle to reduce our problem to that of
coloring nite sets. In Section 3 we interpret ^(k)(S) in terms of graph theory, prove
a sucient condition for an edge-colored multigraph with bounded degree to have a
compatible vertex coloring, and obtain our linear bound on ^(k)(R) as a consequence
of this result. In Section 4 we prove that ^(k)(Z) = ^(k)(R) for all k, generalize this
result to Zn and Rn under the l1 and l1 norms and demonstrate that even apparently
sparse subsets A of Z can have ^(k)(A)= ^(k)(R) for all k. We conclude the section by
showing ^(k)(Rn) is nite under both the l1 and the l1 norm. In Section 5 we oer
some comments on open problems concerning ^(k)(Z) and ^(R2) (under the Euclidean
metric), and introduce the chromatic capacity of a graph, which is closely related to
the concept of m-emulsivity developed independently of us in [4,3,5].
2. Compactness
By the compactness principle, we need focus only on coloring all nite subsets
of S.
Theorem 1 (Compactness Principle [13, in proof of Theorem 2.2, p. 1800]). Let S be
an innite set and suppose U is a family of pairs (A; C) such that A S and C is
an m-coloring of A; that is C : A! [m]. Suppose U is closed under restriction; that
is; if (A; C)2U and BA then (B; CjB)2U. Suppose also that for all nite A S
there is a C with (A; C)2U. Then there exists a C : S ! [m] such that for all nite
A S we have (A; CjA)2U.
In our case, we x a restriction array D and let
U= f(A; C): A S; C is a D-coloring of Ag:
Then Theorem 1 yields the following result.
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Proposition 2. If all nite subsets F  S are D-colorable; then S is D-colorable.
Proposition 2 allows us to apply probabilistic methods. It also implies, by a scaling
argument, that ^(k)(Rn) = ^(k)(S) for any subset S of Rn that contains a ball.
3. Graph{theoretic formulation and linear bound on ^(k)(R )
We reformulate the problem in terms of edge-colored multigraphs.
Denition. Given F  S and a k  m restriction array D, let G(F;D) = (V; E) be the
edge-colored multigraph with vertex set V = F , and edge set
E = f(fx; yg; j): x; y 2 F; x 6= y; and d(x; y) 2 Djg:
An edge m-coloring of a multigraph is a coloring of its edges with the set [m].
We consider each edge of G(F;D) to be colored by its second coordinate. This
edge-coloring encodes all information about the restrictions D places on the coloring
of F .
Denition. Given an edge m-colored multigraph G, a compatible vertex coloring of
G is a coloring of the vertices of G with the set [m] such that no edge is colored the
same as both its vertices.
Observe that a D-coloring of F corresponds to a compatible vertex coloring of
G(F;D).
Our rst theorem on compatible vertex colorings of edge-colored multigraphs uses
the Lovasz local lemma (see [2, pp. 53{55]), which we state here for completeness.
In the lemma, Pr(A) denotes the probability of the event A, and e is the base of the
natural logarithm.
Denition. The directed graph H = (V; E) is a dependency digraph on the events
A1; : : : ; An of a probability space if V = fA1; : : : ; Ang and for all i 2 [n], the event Ai is
independent of all boolean combinations of the events fAj: j 6= i; (Ai; Aj) 62 Eg. (Note
that a set of events may have more than one dependency digraph.) For xed H , the
maximum vertex sub-degree of H is a dependency bound for fA1; : : : ; Ang.
Theorem 3 (Lovasz local lemma). Let  be a dependency bound for the events
fA1; : : : Ang. If Pr(Ai)61=e(+ 1) for all i 2 [n]; then Pr(\Aci )> 0.
Theorem 4. If G is an edge m-colored multigraph with maximum vertex degree M;
and m2>e(2M − 1); then G has a compatible vertex coloring.
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Proof. By compactness, it is sucient to color all nite subgraphs H = (V; E) of G.
We color each vertex of H randomly and independently with the color set [m], each
color having probability 1=m. For each f = (fx; yg; j) 2 E, let Af be the event that x
and y are both colored j. Then 2M − 2 is a dependency bound for these events, since
Af depends only on events Ag where f and g share a vertex. But
Pr(Af) =
1
m2
6
1
e(2M − 1)
for all f 2 E, so a compatible vertex coloring exists by the Lovasz local lemma.
Corollary 5. Let N 2 N. If S is a metric space such that for all x 2 S and r > 0 we
have jfy: d(x; y) = rgj6N; then ^(k)(S)6d2eNke.
Proof. If the restriction array D has size k  m, then there are no more than km
restricted distances, so G(S; D) has maximum vertex degree Nmk, and we can apply
Theorem 4.
Corollary 6. ^(k)(R)6d4eke.
Proof. We apply Corollary 5 with N = 2.
4. Integer lattices with the l1 and l∞ norms
In [1] Abrams conjectures ^(k)(Z) = ^(k)(R) for all k. We prove this is true in
general for the integer lattice Zn in Rn when endowed with either the l1 norm
kx − yk1 =
nX
t=1
jxt − yt j
or l1 norm
kx − yk1 =max
t
jxt − yt j
(where xt denotes the tth coordinate of the n-vector x). The proofs rely on the following
fact about systems of linear equations.
Lemma 7. Let S be a nite system of homogeneous linear equations with rational
coecients; i.e. Ax=0 for some rational matrix A. If x^ 2 Rn is a real solution to S;
then there exist rational solutions x0 2 Qn arbitrarily close to x^.
The lemma follows from the solution space having a basis of rational vectors.
Theorem 8. Under the l1 norm; ^(k)(Zn) = ^(k)(Rn) for all k; n 2 N.
Proof. ^(k)(Zn)6 ^(k)(Rn) is trivial from the subset relation. We now show the
reverse inequality. Let m< ^(k)(Rn). Then there exist a k  m array D^ and nite
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set F^ = fx^1; : : : ; x^NgRn such that G(F^ ; D^) has no compatible vertex coloring. We
construct a k  m array D0 of positive rationals and a nite set F 0Qn such that
G(F 0; D0) contains an isomorphic copy of G(F^ ; D^), so that F 0 is not D0-colorable.
Scaling F 0 and D0 to clear denominators yields a restriction array D00 and an F 00Zn
that is not D00-colorable.
Let
spqt = sign(x^
p
t − x^qt ) =

1 if x^pt >x^
q
t ;
−1 otherwise:
We dene S, a system of linear equations in the mk + nN variables Dij (where
i=1; 2; : : : ; k and j=1; 2; : : : ; m), and xpt (where p=1; 2; : : : ; N and t=1; 2; : : : ; n). Let
S include one equation
xpt − xqt = 0
for each p; q; t such that x^pt = x^
q
t , and one equation
nX
t=1
spqt(x
p
t − xqt )− Dij = 0 (1)
for each p; q; i; j such that kx^p; x^qk1 = D^ij. In other words, each edge (fx^p; x^qg; j)
in G(F^ ; D^) generates an equation of form (1). The system S has a non-trivial real
solution (namely xpt = x^
p
t , Dij = D^ij), and the coecients of the variables in S are all
0 or 1, so we can apply Lemma 7 to obtain a rational solution F 0 = fx10 ; : : : ; xN 0g,
D0 = (Dij0) arbitrarily close to F^ , D^.
By taking F 0 and D0 close enough to F^ and D^ so that the N points of F 0 are distinct,
D0> 0 and each choice of sign remains correct in (1) when removing the absolute
value from the l1 distance expression, we ensure that G(F 0; D0) contains an isomorphic
copy of G(F^ ; D^). Scaling both F 0 and D0 yields an appropriate integer solution.
Theorem 9. Under the l1 norm; ^(k)(Zn) = ^(k)(Rn) for all k; n 2 N.
Proof. The proof is similar to that of Theorem 8, but with a dierent system S of
equations. Let spqt be as before, but this time let
Tpq = ft: jx^pt − x^qt j= k x^p − x^qk1g
= ft: t maximizes jx^pt − x^qt jg
and let S include one equation
spqt(x
p
t − xqt )− Dij = 0
for each p; q; t; i; j such that k x^p − x^qk1 =D^ij and t 2 Tpq.
By choosing our rational solution suciently close to the real solution to guarantee
the points in F 0 are distinct, D0> 0, and
j(xpt 0 − (xqt 0j>j(xps 0 − (xqs 0j
for all p; q and all t 2 Tpq, s 62 Tpq, we obtain that G(F 0; D0) contains an isomorphic
copy of G(F^ ; D^).
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Note that neither of these proofs rely on the niteness of ^(k)(Rn), although we
do prove niteness at the end of this section. Both of these theorems prove Abrams’
conjecture when n= 1, and by applying compactness we get slightly more.
Corollary 10. If A is a subset of the reals that contains arithmetic progressions of
arbitrary length; then ^(k)(A) = ^(k)(R) for all k 2 N.
Proof. By Theorem 8, it suces to show ^(k)(A) = ^(k)(Z). Let m = ^(k)(Z) − 1.
By compactness there exist l2N and a k  m restriction array D such that [l] is not
D-colorable. The set A contains an arithmetic progression P of length l and common
dierence x. But P is not xD-colorable, where xD is the array obtained by multiplying
each element of D by x. Hence,
^(k)(A)> ^(k)(P)>m+ 1 = ^(k)(Z)> ^(k)(A):
In particular, the Van der Waerden theorem (see [8, pp. 29{30]) asserts that given
any nite partition P1; : : : ; Pn of the integers, at least one of the partition classes con-
tains arbitrarily long arithmetic progressions. Szemeredi [14] proved a stronger theorem
implying Van der Waerden’s result (see also [8, pp. 45{46]). If A is a set of positive
upper density, that is,
lim sup
n!1
jA \ [n]j
n
> 0;
then A contains arbitrarily long arithmetic progressions. The point is that there are
arbitrarily sparse subsets of Z which nonetheless have the same kth upper chromatic
number as R, for all k.
The next two theorems show that ^(k)(Rn) is nite for all n; k 2 N, when endowed
with the l1 or l1 norm.
Theorem 11. Under the l1 norm, for all k; n2N; ^(k)(Rn) is nite and ^(k)(Rn+1)6
m ^(mk)(Rn); where m= ^(k)(R).
Proof. Since ^(k)(R) is nite for all k, we can assume by induction that ^(mk)(Rn)
is nite. Let D be any k m ^(mk)(Rn) restriction array, and let (i; j) represent column
(m−1)i+j of D (for i=1; 2; : : : ; ^(mk)(Rn) and j=1; 2; : : : ; m). Let D(i)=[D(i;1); : : : ; D(i;m)].
That is, D(i) is a subarray of D, with D(i)j =D(i; j). Let D
0 be the mk ^(mk)(Rn) restric-
tion array whose ith column consists of all the entries of D(i). Then we can D0-color
Rn by a coloring C0. For each i, we can D(i)-color R by a coloring Ci using the colors
(i; 1); : : : ; (i; m). For x = (x1; : : : ; xn+1) 2 Rn+1, we color x by
C(x) = CC0(x1 ;:::;x n)(xn+1):
We claim C is a D-coloring of Rn+1. Let x; y 2 Rn+1, and suppose C(x) =
C(y) = (i; j). Then C0(x1; : : : ; xn) = C0(y1; : : : ; yn) = i. Hence
max
16t6n
jxt − yt j 62 D0i D(i; j);
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since C0 is a D0-coloring of Rn. Moreover,
jxn+1 − yn+1j 62 D(i)j = D(i; j);
since Ci is a D(i)-coloring of R. So kx − yk1 =max16t6n+1 jxt − yt j 62 D(i; j).
In the next theorem, we write Rn1 or Rn1 to indicate we are using the l1 or l1 norm,
respectively.
Theorem 12. ^(k)(Rn1)6 ^
(k)(R2n−11 ) for all k; n 2 N.
Proof. Let D be a k  ^(k)(R2n−11 ) restriction array, and let C be a D-coloring of
R2n−11 . Let I  2[n] (the power set of [n]) such that for each S  [n], exactly one of
S and [n] n S is in I , and index the coordinates of R2n−1 by I . We dene a function
f : Rn1 ! R2
n−1
1 as follows: for S 2 I , let the Sth coordinate of f(x1; : : : ; xn) be
fS(x1; : : : ; xn) =
X
i2S
xi −
X
i 62S
xi:
Then for all x; y 2 Rn; k x k1 = kf(x) k1, and f(x − y) = f(x) − f(y). So if
C(f(x)) = C(f(y)) = i then
kx − yk1 = kf(x − y)k1 = kf(x)− f(y)k1 62 Di:
Thus C  f is a D-coloring of Rn1.
5. Further questions
5.1. Coloring the integers
Theorem 8 increases our interest in calculating ^(k)(Z). The only known value is
^(Z)=3. In general ^(k)(Z)>k, since no (k+1) consecutive integers are D-colorable
if D is the k  k restriction array whose columns each contain the integers 1; : : : ; k.
Since for
D =

1 1 1
2 3 4

;
Z is not D-colorable (see [1]), ^(k)(Z)>4. Abrams [1] suggests that indeed ^(2)(Z)=4,
but the best upper bound proved is ^(2)(Z)622 from Corollary 6. Hence we pose:
Problem 1. Improve the bounds 46 ^(2)(Z)622 and, more generally,
k + 16 ^(k)(Z)6d4eke.
Problem 2. Improve the bounds on ^(k)(Zn1) and ^
(k)(Zn1) given by Theorems 11
and 12.
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In searching for restriction arrays to prove lower bounds, it helps to understand
D-colorability for smaller arrays D, so the following proposition may be useful.
Proposition 13. Let d= gcd(x; y; z; t). If
D =

x z
y t

;
then Z is D-colorable if and only if the entries of (1=d)D are all odd.
Proof. Z is D-colorable if and only if dZ = fdn: n 2 Zg is D-colorable, because
each congruence class modulo d may be D-colored independently of the others. But
dZ is D-colorable if and only if Z is 1dD-colorable. So we might as well assume
gcd(x; y; z; t)=1, implying one of the entries of D, say x, is odd. If y, z and t are also
all odd, then coloring the even integers 1 and the odd integers 2 yields a D-coloring.
So we now assume at least one of y, z, and t is even.
Given any D-coloring of Z, assume 0 is colored 1. Then x and y must be
colored 2, and similarly
r1 + r2 +   + rn; (2)
must be colored 2 for odd n and 1 for even n, where
ri 2
 fx;yg for i odd;
fz;tg for i even:
Thus, if r1 + r2 +   + rn = 0 for some odd n, we have a contradiction.
For n odd, we can rewrite (2) as
(px − nx)x + (py − ny)y + (pz − nz)z + (pt − nt)t;
where pi is the number of times i appears and ni is the number of times (−i) appears
in (2), for each i 2 fx; y; z; tg, and
px + nx + py + ny = 1 + pz + nz + pt + nt :
We can further rewrite this set of sums as the set of all integer linear combinations
cxx + cyy + czz + ctt where cx + cy + cz + ct is odd: (3)
Since (3) is symmetric in y, z, and t, we may assume y is even. Since x is odd,
yx + (−x)y + 0z + 0t = 0
is of the form (3), so Z is not D-colorable.
5.2. Chromatic capacity
When studying edge-colored multigraphs, a new chromatic quantity suggests itself.
We call an edge m-colored multigraph compatible if it has a compatible vertex coloring;
otherwise we call it incompatible. If for every edge m-coloring of G a compatible vertex
coloring exists, we say G is m-compatible; otherwise, G is m-incompatible.
A.F. Archer /Discrete Mathematics 214 (2000) 65{75 73
Denition. The chromatic capacity of a multigraph G, denoted cap(G), is the largest
m such that G is m-incompatible.
If (G) denotes the usual chromatic number, then clearly
cap(G)6(G)− 1;
because a proper vertex coloring of the graph is compatible with every edge coloring.
If every edge has multiplicity (G)− 1 then the inequality is tight.
In [6] Erd}os gives a probabilistic proof that there exist graphs with arbitrarily large
girth and chromatic number. A similar result holds for chromatic capacity.
Theorem 14. Given any l; m2N there exists a graph G with girth(G)>l and
cap(G)>m.
Theorem 14 follows from a simple modication of the proof of Erd}os’ result given
in [2, p. 35], so we omit the details.
Using Theorem 4 and some elementary properties of nite ane planes (which can
be found in [11]), we establish the order of magnitude of cap(Kn).
Lemma 15. If there exists a nite ane plane  of order n; then cap(Kn2 )>n− 1.
Theorem 16. (1− o(1))pn6cap(Kn)6b
p
e(2n− 3)c.
Lemma 15 gives the lower bound, and Theorem 4 gives the upper bound. Lemma 15
has been obtained independently in a dierent guise by Cochand and Karolyi [5] for
the case where n is a prime and  is a two-dimensional vector space over a nite
eld of order n. Since our proof (for general ane planes) is similar to theirs, we
omit it. Cochand and Karolyi use the term m-emulsive to mean the same thing as
m-incompatible. Their motivation for studying this property is a theorem of Rodl [12],
that for every directed acyclic graph D there exists a graph G such that every acyclic
orientation of G contains an induced subgraph isomorphic to D. Cochand and Duchet
[4] showed how to construct such a graph G. They use an m-emulsive graph H in the
construction, and the size of G is very sensitive to (H), the maximum vertex degree
of H . Hence, they were interested in nding graphs which, in our terminology, have
small maximum degree and large chromatic capacity. In this connection, Brightwell
and Kohayakawa [3] proved the upper bound in Theorem 16.
Problem 3. Study the chromatic capacity of other graphs.
Problem 4. There are examples of non-bipartite simple graphs G such that cap(G) =
(G) − 1. Do there exist simple graphs G of arbitrarily high chromatic number with
this property?
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5.3. Is ^(R2) nite?
It is still an open question (posed originally in [9]) whether ^(R2) is nite (under
the Euclidean metric). When trying to prove ^(R2)<1, several observations narrow
the eld of focus. Let F R2, and D be a 1m restriction array. First, by compactness,
we need focus only on coloring nite F . Second, we need consider only those F and
D such that every vertex of G(F;D) is incident to an edge of each color. Otherwise
we could color that vertex with the missing color, and color the rest of the vertices
inductively. This is a very restrictive geometric condition. Third, we need consider only
those arrays D whose elements form a sharply increasing sequence (by the second result
from [9] quoted in Section 1).
In this case G(F;D) is a simple graph. If r is the minimum ratio between consecutive
restrictions, then in any cycle in G(F;D), the color representing the largest restriction
must either appear at least twice or the cycle must be of size at least 1+dre. Since we
have only one restriction per color and our vertices are points in R2, each monochro-
matic subgraph of G(F;D) must be free of K4’s and K2;3’s. Theorem 14 shows that
incompatible edge m-colored graphs with these structural properties exist for arbitrarily
large m, which is a necessary condition for ^(R2) to be innite.
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