Linear and nonlinear evolution equations with a first order time derivative, such as the heat equation, the Burgers equation, and the reaction diffusion equation have been used to solve problems in various fields of science. Differential algebraic equations of the first order are derived after space discretization. In the simplest case, the computation of one matrix exponential with a special form is required. In the most complex case, the computation of matrix functions related to its exponentials needs to be implemented repeatedly. When computing large matrix functions, the Krylov subspace methods is a viable alternative. The most well-known method is the Arnoldi method, but it may require a number of iterations depending on the condition of the matrix. As a solution to this issue, we propose the Inexact Shiftinvert Arnoldi method to do this more efficiently. The results of pertinent numerical experiments have been documented to evaluate the effectiveness of this proposed algorithm.
Introduction

Background
Evolution equations are used in various fields, for example, the heat equation in building physics [18] , the Burgers equation in fluid mechanics [12] , and the reaction diffusion equation in chemistry [13] . In this paper, the following typical initial boundary value problems defined in [0, T ] × Ω are explored:
where
, n b is a unit normal vector, D is a differential operator on V, and ξ, η, τ 1 , τ 2 are known functions. If we discretize the equation in terms of space using a finite element method, the following differential algebraic equation can be derived:
Mẏ(t) = F (t, y(t)), y(0)
where M ∈ R n×n , and F is a vector valued functional. Without a loss of generality, it can be assumed that equation (2) is an autonomous system, that is F = F (y(t)).
In the simplest case, such as in the heat equation, F can be represented as F (y) = Ly +c, where L ∈ R n×n and c ∈ R n . Both of them are constants. In this case, the solution of equation (2) is as follows, if M and L are invertible:
where φ 0 (z) := e z . The solution can be obtained through computing the matrix exponential once. Otherwise, time discretization is also needed for integrating M −1 F (t, y) and finding solution y(t). There are various integrators for this kind of problem including classical methods like the explicit and implicit Euler methods [2, pp. 61-65] , the Runge-Kutta method [2, pp. 93-104] , etc. Recently, the exponential integrator [4, [7] [8] [9] has been the popular method for solving this problem. This method is more suitable for stiff problems versus the explicit and implicit Euler methods [9, 10] . In general, at each step, φ k (∆tM Various methods for computing the matrix exponential and φ functions are introduced [5, 6, 10, [14] [15] [16] [17] . The Krylov subspace methods are efficient, because the matrices usually become large. The most simple and well-known method is the Arnoldi method for the φ-function (AP). Hochbruck and Lubich [10] obtained error bounds for φ 0 and φ 1 . This means AP requires a number of iterations if ||tM −1 L|| is large. In order to deal with this difficulty, the Shift-invert Arnoldi method for φ-function (SIAP) was proposed [15, 17] . According to Novati [17] , the SIAP converges independently of ||tM −1 L||. Moreover, the SIAP is suited to problems like equation (2) which is explored in this paper. With this in mind, a new method for computing φ-functions based on SIAP, called the Inexact Shift-invert Arnoldi method for φ-function (ISIAP), will be explored.
In this paper, the exponential integrator and SIAP are introduced in Section 2, and the ISIAP is proposed in Section 3, where the theoretical aspect of this method is discussed. Numerical results are given in Section 4 to show the effectiveness of our method.
Notation
The norm is defined as: || · || = || · || 2 , and the 2-norm condition number of matrix A is defined as κ(A). e j represents the j-th column of identity matrix I. Moreover, let C − := {z ∈ C; (z) < 0}, and W (A) := {u * Au; u ∈ C n , ||u|| = 1}, the numerical range of n × n matrix A.
2 Numerical methods for evolution equations
Exponential integrator
At the i-th step, the exponential integrator rearranges F as follows:
where L i is the pseudo linear part of the i-th step. For example,
The solution is approximated at the i + 1-th step as follows:
, and y i is the approximation of y(t i ) at the i-th step. The following approximation scheme of the one-step method is obtained: for
where c k are scaler coefficients, and a kl , b k are coefficients which consist of φ-functions with the appropriate order condition.
The approximation of the simplest case of s = 1, is as follows:
For a larger s, various ways of choosing a kl , b k , and c k have been suggested. Please see Hochbruck etc. [9] and the references there for more detail. The multi-step method was also explored. The approximation scheme of the multi-step method is as follows:
The approximation of the simplest case of r = 1, becomes equation (7).
Shift-invert Arnoldi method (SIAP)
In this subsection, the SIAP is used to compute
v, in the same manner that the φ-functions appear in equations (3), (6) , and (8) . In the case of equation (3) v/β from which the following relation is derived:
is an n × m matrix whose columns are orthonormal, and
v is approximated as follows:
The following proposition regarding the error bound of this approximation is proved [17, Proposition 12] .
the following error bound is held:
and 1 ≤ C ≤ 11.08.
Note that the right hand side of inequality (10) only depends on θ. Thus, proposition 2.1 implies that if γ is chosen accurately, the convergence will not depend on ||tM
L||.
Inexact Shift-invert Arnoldi method (ISIAP)
In this section, the ISIAP is used to compute L||, it is the efficient choice for computing φ-functions. However, even with the SIAP, linear equations must be solved at every step and this results in a high computational cost. An attempt is made to reduce this, by solving the linear equation inexactly with an iterative method.
Let 
where V m is the n × m matrix whose columns are orthonormal, and H m is an m × m upper Hessenberg matrix. Note that the V m and H m in equation (11) and (12) are different matrices from equation (9) . If H m is invertible,
The error of this approximation E m is represented using Cauchy's integral formula:
where Γ is a contour enclosing the eigenvalues of M
e 1 is the approximation of the solution of (λM −(M −γL))x = v, and e m represents the error of this approximation for the linear equation. The residual of this approximation for the linear equation r m is represented as follows:
Replacing e m with r m in equation (14) , the generalized residual r real exp,m [11] 
In order to evaluate equation (15) , the following proposition is used:
then, there exist K > 0 and 0 < λ < 1 which do not depend on m and satisfy (15) can be estimated as follows:
Because 0 < λ < 1, the first term of equation (15) becomes smaller as m becomes larger. ) from the origin in the complex plain.
In the second term of equation (15), the following theorem can be deduced: 
||r sys,j || ≤ |g
then we have:
Proof: Let m max be the largest number of iterations. Based on the above assumptions (18), (19) and Proposition 3.1, the following upper bound is derived: (18) and (19) , the second term of equation (15) is no longer an issue. In this scenario, the first term of equation (15), which we have defined as r comp phi,m , can be used as the stopping criterion for the convergence of ISIAP. [5] :
Remark 3.2 For φ 0 , the following standard residual is available
We can apply the same discussion for this residual. (18) and (19) 
Remark 3.3 In practical computation, the values depending on m in equations
The matrices and vectors in the m dimensional Krylov subspace are approximated with the ones in the original space. y(t) with y(0) are also approximated. For computing equation (6) and (8) for the exponential integrator at the i + 1-th step, these are replaced with the ones in the largest Krylov subspace at the i-th step. Concerning inequality (19) , K and λ in inequality (17) do not depend on m, so the following approximation is used:
In summary, we propose Algorithm 1 for φ-functions in equation (6) and (8), where (f m ) j is j's element of f m . The algorithm for computing equation (3) 
Numerical experiments
In this section, a few typical numerical experiments were implemented in a collection of problems to illustrate the effectiveness of the ISIAP. All numerical computations of these tests were done with MATLAB 2015a on an Intel(R) Xeon(R) E3-1270 V2 processor with a CPU of 3.50GHz with a Ubuntu14.04LTS operation system.
The Galerkin method with unstructured first order triangle elements and linear weight functions, were used to discretize the problems. After the discretization, the BiCGStab algorithm [19] 
Example 1
The convection diffusion equation in region Ω = ((−1.5, 1.5) × (−1, 1)) ⊆ R 2 is first described as:
After the discretization, equation (2) with F (y) = Ly + c is obtained. The solution is obtained through computing equation (3) . Equation (3) is computed with the AP, SIAP, and ISIAP, after which the CPU time, iteration numbers and relative errors, are compared. Please refer to Table 1 for detailed results. The relative residual tolerance tol phi for computing φ 0 (tM are used as the exact solution to estimate the relative errors. The results suggests that the larger n becomes, the more iterations AP needs. This is because ||tM −1 L|| becomes larger as n becomes larger. On the other hand, the number of iterations the SIAP and the ISIAP needed are almost the same in all n. Moreover, the ISIAP is the fastest of all three algorithms, while there is no noticeable difference in terms of relative error. Figure 1 Table 2 shows the residual tolerance for solving linear equations at each Arnoldi step for n = 29969. We can see that the exactness needed to obtain a solution for the linear equation decreases as m becomes larger. Figure 2 shows the solution computed with the ISIAP, n = 29969. The exactness of the computing is illustrated here. Relative residual 
Example 2
The second test problem is Burgers equation in region Ω = (0, 1)
where Re = 100, u anal = 3/4 − 1/(4 + 4e
) and v anal = 3/4 + 1/(4 + 4e
). The analytic solution of this problem is u anal and v anal [12] . After the discretization, equation (2) is obtained with F (y) = Ly + Q(y)y + n(t). To show the effectiveness of the exponential integrator, the solution computed with the Semi Implicit Euler (SIE) and Exponential Integrator of s = 1, r = 1 (EI), are compared. The following scheme is used for SIE:
. The linear equation (20) cost of computing the exact Jacobian matrix is prohibitively high. Because of this, the approximation of the Jacobian-vector product is often used for EI [4] . Unfortunately, using this approximation requires the evaluation of F for many points when the ISIAP is used. For problems like equation (2) . The accuracy of SIE worsens as n becomes larger. On the other hand, that of EI improves as n becomes larger. Next, the ISIAP, SIAP, and AP are compared, for computing φ-functions in the EI. The same γ, m max , δ, and residual tolerance are used for φ-functions. The time step is set to ∆t = 10 −2
. Table 3 shows the CPU time and the relative error of each algorithm. ISIAP is the fastest for all n, while the relative error is more or less the same for all algorithms.
Example 3
The next test problem explores using the reaction-diffusion Brusselator equation in region (2) with F (y) = Ly + n(t). The solution of t = 5 is computed with the exponential integrator of s = 1, r = 2, and L i = L. The AP, SIAP, and ISIAP are used to compute the φ-functions in equation (8), after which the different CPU times at α = 1/50, 1/100, 1/500 are compared. Please see Table 4 for detailed results. is used for all the algorithms. The SIAP is the fastest. Figure 5 shows the solutions computed with ISIAP, n = 20898 and α = 1/500. The exactness of the computational results can be seen here.
Conclusion
In this paper, the ISIAP method was proposed to compute φ-functions in the exponential integrator. The ISIAP solves linear equations that appear in each Arnoldi step efficiently while guaranteeing that the generalized residual remains lower than the arbitrary tolerance. It was shown that the exactness needed for solving a linear equation decreased as the Arnoldi progressed. Because the computational cost of each Arnoldi step decreased, it was possible to compute the φ-function faster than when using the SIAP. Moreover, it was shown that the stopping criterion for the convergence of SIAP was also valid for the convergence of the ISIAP. In the future, it will be interesting to extend the ISIAP to the rational Krylov method with more than one pole.
