A hallmark of Lotka-Volterra models, and other ecological models of predator-prey interactions, is that in predator-prey cycles, peaks in prey abundance precede peaks in predator abundance. Such models typically assume that species life history traits are fixed over ecologically relevant time scales. However, the coevolution of predator and prey traits has been shown to alter the community dynamics of natural systems, leading to novel dynamics including antiphase and cryptic cycles. Here, using an eco-coevolutionary model, we show that predator-prey coevolution can also drive population cycles where the opposite of canonical Lotka-Volterra oscillations occurs: predator peaks precede prey peaks. These reversed cycles arise when selection favors extreme phenotypes, predator offense is costly, and prey defense is effective against low-offense predators. We present multiple datasets from phage-cholera, mink-muskrat, and gyrfalcon-rock ptarmigan systems that exhibit reversed-peak ordering. Our results suggest that such cycles are a potential signature of predator-prey coevolution and reveal unique ways in which predator-prey coevolution can shape, and possibly reverse, community dynamics.
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eco-coevolutionary dynamics | fast-slow dynamics | population biology | community ecology P opulation cycles, e.g., predator-prey cycles, and their ecological drivers have been of interest for the last 90 y (1) (2) (3) (4) . Classical models of predator-prey systems, developed first by Lotka (5) and Volterra (6) , share a common prediction: Prey oscillations precede predator oscillations by up to a quarter of the cycle period (7) . When plotted in the predator-prey phase plane, these cycles have a counterclockwise orientation (4) . These cycles are driven by density-dependent interactions between the populations. When predators are scarce, prey increase in abundance. As their food source increases, predators increase in abundance. When the predators reach sufficiently high densities, the prey population is driven down to low numbers. With a scarcity of food, the predator population crashes and the cycle repeats.
While many cycles, like the classic lynx-hare cycles ( Fig. 1A ) (3), exhibit the above characteristics, predator-prey cycles with different characteristics have also been observed. For example, antiphase cycles where predator oscillations lag behind prey oscillations by half of the cycle period (Fig. 1B) (8) and cryptic cycles where the predator population oscillates while the prey population remains effectively constant (Fig. 1C) (9) have been observed in experimental systems. This diversity of cycle types motivates the question, "Why do cycle characteristics differ across systems?"
In Lotka-Volterra and other ecological models, predator and prey life history traits are assumed to be fixed. However, empirical studies across taxa have shown that prey (9-16) and predators (17) (18) (19) (20) can evolve over ecological time scales. That is, changes in allele frequencies (and associated phenotypes) can occur at the same rate as changes in population densities or spatial distributions and alter the ecological processes driving the changes in population densities or distributions; this phenomenon has been termed "eco-evolutionary dynamics" (21, 22) . Furthermore, predator-prey coevolution is important for driving community composition and dynamics (16, 19, 20, (23) (24) (25) (26) . This body of work suggests that the interaction between ecological and evolution processes has the potential to alter the ecological dynamics of communities.
Experimental (8, 9, 13, 14) and theoretical studies (13, 27, 28 ) have shown that prey or predator evolution alone can alter the characteristics of predator-prey cycles and drive antiphase (Fig. 1B) and cryptic (Fig. 1C) cycles. Additional theoretical work has shown that predator-prey coevolution can also drive antiphase and cryptic cycles (29) . Thus, evolution in one or both species is one mechanism through which antiphase or cryptic predator-prey cycles can arise. However, it is unclear if coevolution can drive additional kinds of cycles with characteristics different from those in Fig. 1 .
The main contribution of this study is to show that predatorprey coevolution can drive unique cycles where peaks in predator abundance precede peaks in prey abundance, the opposite of what is predicted by classical ecological models. We refer to these reversed cycles as "clockwise cycles." The theoretical and empirical finding of clockwise cycles represents an example of how evolution over ecological time scales can alter community-level dynamics.
Models
Discrete Trait Clonal Predator-Prey Model. We first consider a particular mechanism of eco-coevolutionary dynamics: a clonal predator-prey system where individuals can only have particular discrete trait values. The prey population is composed of low-ðx l Þ and highvulnerability ðx h Þ prey clones with trait values α l and α h , respectively. The predator population is composed of low-ðy l Þ and high-offense ðy h Þ predator clones with trait values β l and β h , respectively. The variables x l , x h , y l , and y h denote the densities of the respective clones.
The dynamics of the clonal types can be written as
where F i represents the growth rates of prey clones, G ij is the predation rate of prey x i by predator y j , H ij is the growth rate of predator y j due to consumption of prey x i , and D j is the death
Significance
The abundances of predators and their prey can oscillate in time. Mathematical theory of predator-prey systems predicts that in predator-prey cycles, peaks in prey abundance precede peaks in predator abundance. However, these models do not consider how the evolution of predator and prey traits related to offense and defense will affect the ordering and timing of peaks. Here we show that predator-prey coevolution can effectively reverse the ordering of peaks in predator-prey cycles, i.e., peaks in predator abundance precede peaks in prey abundance. We present examples from three distinct systems that exhibit reversed cycles, suggesting that coevolution may be an important driver of cycles in those systems. rate of predator y j . We work with the general functional forms in system 1 to gain insight into how coevolution shapes community dynamics across models. However, in simulations we use functional forms that are standard in ecological models. For example, in our simulations prey exhibit logistic growth and predation rates are Type I or II functional responses (30) . In the clonal model, evolution occurs via temporal fluctuations in the frequencies of the clonal types. Key to our approach is the assumption that clones differ in their life history traits and that there are costs for low vulnerability and high offense. Trade-offs between species traits have been observed in predators (31, 32) and prey (13, 33, 34) . In the clonal model, low-vulnerability prey clones are consumed at a lower rate than high-vulnerability clones at the cost of a lower growth rate (i.e., a lower intraspecific competitive ability). High-offense predator clones have higher predation rates that come at the cost of a higher mortality rate. See SI Text, section A for additional details.
Continuous Trait Eco-coevolutionary Model. While some populations comprise genetically distinct clonal subpopulations, phenotypes may also vary continuously. We extend prior theoretical work on an eco-evolutionary predator-prey system with one evolving species (28) to a general eco-coevolutionary system where predators and prey coevolve and selection favors extreme phenotypes.
In the continuous trait model, x and y denote the densities of the total prey and total predator populations, respectively, and α and β denote the mean trait values of those populations, respectively. Larger prey trait values correspond to higher intraspecific competitive ability, which comes at the cost of increased vulnerability to predation. Larger predator trait values correspond to increased offense, which comes at the cost of increased mortality.
The continuous trait model follows from the quantitative genetics approach derived in Lande (35) and Abrams et al. (36) . The continuous trait model can be written as
where F is the prey growth rate in the absence of predation, G is the predation rate, H is the composition of the predation rate and the predator to prey conversion, and D is the predator death rate. As in the clonal model, our approach uses general functional forms, however in numerical simulations we use the functional forms that are standard in ecological models. The terms VAðαÞ and VBðβÞ represent the genetic variances of the traits. The remaining terms in the trait equations represent the individual fitness gradients for the traits, where the derivatives are taken with respect to an individual's phenotype (α i or β i ); see SI Text, section B for details. In system 2, evolution drives the mean trait values in the direction of increasing fitness. The functions AðαÞ and BðβÞ also bound the mean trait values between their lowest (α l and β l ) and highest (α h and β h ) allowable values. In numerical simulations we use AðαÞ = ðα − α l Þðα h − αÞ and BðβÞ = ðβ − β l Þðβ h − βÞ. However, our qualitative results (e.g., cycle orientation in the phase plane) remain the same when alternative bounding functions are used; see SI Text, section B.7 for details. We note that without the bounds, runaway evolution (i.e., evolution toward arbitrarily large trait values) could occur under disruptive selection. However, we expect the trait values to have bounds in natural systems. For example, prey cannot invest less in defense when completely vulnerable to predation and prey cannot invest more in defense once they are completely invulnerable to predation.
Changing the amount of genetic variation (V) in the continuous trait model 2 changes the speed of the evolutionary dynamics. The rates of ecological and evolutionary change are comparable when V ≈ 1. To study and understand the dynamics that arise when V ≈ 1, we artificially increase the amount of genetic variation in system 2 until the speed of evolution is nearly instantaneous with respect to the population dynamics of the system. Mathematically this is done by studying the dynamics of system 2 when V is large and positive ðV 1Þ. In studying this fast evolution limit, we are not positing that nearly instantaneous evolution can occur in nature. Instead, as seen in Fig. 2 , while numerical differences arise, the essential qualitative features of the time series, e.g., the phase relations between the population densities, do not change as the speed of evolution is increased by a factor of 2 ( Fig. 2 C and D) and 5 ( Fig. 2 E and F) . Furthermore, as the speed of evolution increases, the ecological dynamics of the system do not become increasingly unrealistic. Thus, as has been done previously in eco-evolutionary models with a single evolving species (28) , by studying the dynamics where evolution is nearly instantaneous, we can understand how coevolution alters the ecological dynamics of natural predator-prey communities. 
Results
Clonal Model Yields Clockwise Cycles. In the clonal model 1, clockwise oscillations can occur between the total prey density ðx = x l + x h Þ and the total predator density ðy = y l + y h Þ. These cycles arise when the defense of low-vulnerability prey is effective against low-offense predators and offense is costly. As an example, consider Fig. 3 with low-(dashed blue, Fig. 3A ) and high-vulnerability (solid blue, Fig.  3A ) prey clones and low-(dashed red, Fig. 3B ) and high-offense (solid red, Fig. 3B ) predator clones. In Fig. 3 A and B , the densities and frequencies of the clones fluctuate over time. Summing the clonal densities to obtain the total predator and prey population densities yields the predator-prey oscillations in Fig. 3C . These cycles have a clockwise orientation in the phase plane (Fig. 3D) , the opposite of what is predicted by classical predator-prey models.
Biologically, the clockwise cycles are driven by fluctuations in the densities and fitnesses of the clonal types. To understand how, consider a small prey population dominated by low-vulnerability clones interacting with a large predator population dominated by low-offense clones. The defended prey drive the predators to low abundance, allowing the prey to increase. Here, a prey peak follows the predator peak. The increase in low-vulnerability prey increases the fitness of high-offense predators, allowing high-offense predators to increase and begin to drive the prey population down. Due to high costs for offense, the abundance of high-offense predators remains low, resulting in a selective advantage for the high-vulnerability clone. As the prey population becomes dominated by high-vulnerability clones, the high-offense predators increase and the prey population continues to decrease. Since relatively few prey are present and low-offense predators pay a lesser cost, selection favors low-offense predators. The lowoffense predators replace the high-offense predators, resulting in increased predator abundance and a further decrease in the prey population. With many predators present, selection favors lowvulnerability prey and the cycle repeats.
Continuous Trait Models Can Approximate Clonal Models. The total prey and total predator population dynamics in Fig. 3C are quantitatively similar to the population dynamics in Fig. 2A . This suggests that the continuous trait model 2 can approximate the dynamics of the discrete trait clonal model 1. In SI Text, section A, we show that the continuous trait model can approximate the dynamics of the clonal model by focusing on the dynamics of the total prey density ðx = x l + x h Þ, the total predator density ðy = y l + y h Þ, the mean prey trait ðα = ð½α l x l + α h x h =xÞ, and the mean predator trait ðβ = ½β l y l + β h y h =yÞ. In SI Text, section A we also quantify the error that arises in using this approximation, identify cases in which the approximation is exact, and discuss extensions to systems with more than two clonal types per species. The time series in Figs. 3 and 2 A and B are examples of when the clonal and continuous trait models exhibit identical dynamics. In total, via this approximation, we can explore how clockwise cycles arise in systems with continuous or discrete traits by studying the continuous trait model 2.
Continuous Trait Model Yields Clockwise Cycles. To understand when clockwise cycles arise in system 2, we focus on the dynamics where evolution is much faster than ecology ðV 1Þ. In the fast evolution limit, the eco-evolutionary dynamics of the system decompose into fast evolutionary jumps and slow changes in population densities. These fast and slow dynamics can be understood, via fast-slow dynamical system theory (37) by studying the four 2D planes called critical manifolds, as shown in Fig. 4 . Each critical manifold defines the population dynamics that occur when the traits are fixed at their lowest or highest values. The white regions of the planes are stable and the colored regions are unstable with respect to the evolutionary dynamics of the system. When a solution to system 2 is near a critical manifold, the populations slowly change as if stuck to that critical manifold (solid black curves in Fig. 4 ). During this time, the traits remain essentially fixed. After the population densities cross into a colored region of a plane, the solution jumps away and lands in the white region of another critical manifold (dashed gray lines in Fig. 4) . During the jump, one trait evolves while the other trait and the population densities remain fixed. Repeating this process yields an eco-coevolutionary cycle. Concatenating the population dynamics on the critical manifolds results in the predatorprey cycle shown in the middle x; y plane of Fig. 4 . See SI Text, section B for additional details.
While clockwise cycles do not always arise in system 2, we find that clockwise cycles can arise when selection favors extreme trait values and intermediate trait values are never optimal (i.e., disruptive selection), the defense of the low-vulnerability prey is effective against low-offense predators, and offense is costly. These conditions come from our analysis of the general continuous trait model 2 in the fast evolution limit; see SI Text, section B.4 for details. The conditions and the species' trade-offs ensure that the disadvantages of high vulnerability and low offense and the advantages of high offense and low vulnerability do not lead to evolutionary fixation. For a particular eco-coevolutionary model, these conditions will be realized through particular constraints on the parameter values of the model. In SI Text, section B.5, we provide a worked illustrative example of a coevolutionary Lotka-Volterra model and show that in the regions of parameter space where clockwise cycles arise, our general conditions also hold.
The sequence of slow ecological and fast evolutionary dynamics in Fig. 4 elucidates how clockwise cycles arise in the continuous trait model. Consider a small population of lowvulnerability prey and a large population of low-offense predators (C ll in Fig. 4) . Due to the effective defense, the low-vulnerability prey drive the predators down while increasing in abundance. This results in selection for high-offense predators (C lh in Fig.  4) . The high-offense predators decrease the prey population, however the predator population remains low due to high costs for offense. Low predation pressure selects for more competitive, more vulnerable prey (C hh in Fig. 4) . Consequently, the predators increase and drive the prey population down further. Low-prey abundance selects for low-offense predators (C hl in Fig. 4) . As predator density increases and prey density decreases, selection increases for low vulnerability and the cycle repeats.
While our conditions and analysis of clockwise cycles are general, we present three numerical examples in Figs. 2 and 5 where prey exhibit logistic growth and predation rates are Type II functional responses. In Fig. 2 , peaks in predator abundance precede peaks in prey abundance. Since the dynamics of the continuous trait model in Fig. 2A and the clonal model in Fig. 3 are identical, the time series in Fig. 2A have a clockwise orientation when plotted in the predator-prey phase plane (Fig. 2D) . Fig. 5 presents two additional examples of clockwise predatorprey cycles for varying evolutionary speeds. Note that the cycle orientation is preserved as the speed of evolution increases by a factor of 2 ( Fig. 5 C and D) and 5 ( Fig. 5 E and F) .
Empirical Datasets Exhibiting Clockwise Cycles. We have shown that predator-prey coevolution can, in theory, drive clockwise cycles. To what extent are clockwise cycles found in ecological time Fig. 4 . When evolution is nearly instantaneous, eco-evolutionary cycles can be decomposed into slow ecological dynamics and fast evolutionary jumps. Slow population dynamics (solid black curves) occur on four critical manifolds (x,y planes labeled "C ij " in the corners). The critical manifolds are defined by fixing the mean prey (α) and mean predator (β) traits at their low (l) or high (h) values. White regions in the planes are evolutionary attractors and colored regions evolutionary repellers in the α-direction (red), the β-direction (blue), or both directions (purple). Fast evolutionary dynamics (dashed gray lines) occur as solutions jump between the critical manifolds. Solutions behave in the following way. A solution lands in the white region of a critical manifold (open circle) and then moves (solid black curves) toward the attracting equilibrium point on that manifold (filled circle). After crossing into a colored region of the manifold, the solution jumps to the white region of another critical manifold (dashed gray line). Repeating and concatenating the population dynamics on each critical manifold yields the eco-coevolutionary cycle in the center. series data? We revisited long-term population time series and identified three cases of interest: phage-cholera chemostat experiments (38) , gyrflacon-rock ptarmigan census data (39) , and mink and muskrat trapping data from the Hudson's Bay Company (40) . In each case, we reexamined the time series and identified regions where predators (or analogs thereof) and their prey exhibit clockwise cycles; see SI Text, section C for a discussion of how cycle type was identified. In the thickened regions of the time series in Fig. 6 A, C , E, G, and I, peaks in predator density (or number) precede those of the prey. When the thickened segments are plotted in the predator-prey phase plane (Fig. 6 B, D, F, H, and J) , the cycles have a clockwise orientation. These characteristics suggest that coevolution could be influencing the dynamics of those systems.
Additional evidence supporting this idea is available for the phage-cholera system. First, in Fig. 6A the predator peaks always occur with or before the prey peaks. Second, in the Wei et al. study (38) , the authors observed that the host and phage populations were each composed of two types (but did not measure the density of each type). Our results suggest that the clockwise phage-cholera cycles in Fig. 6B are driven by changes in the frequencies of phage and cholera types, similar to the dynamics of the clonal model 1.
Discussion
Our results add to a growing body of work showing that evolution can alter the dynamics of predator-prey systems and potentially mask classical signatures of predator-prey interactions. Phase relations between predator and prey oscillations have been used previously to infer the existence and strength of predator-prey interactions (41, 42) . Based on ecological theory, large positive phase differences where prey peaks precede predator peaks are interpreted as strong predatory interactions. Negative phase differences where prey peaks follow predator peaks are interpreted as very weak interactions or the absence of predatory interactions (41) . Previous work has shown that evolution in one or both species can drive cryptic cycles where one species oscillates while the other remains effectively constant (9, 14, 28, 29) . Because the density of one species does not oscillate, phase relations cannot be measured or used to identify predatorprey interactions.
Coevolution, via clockwise cycles, can also mask classical signatures of predatory interactions. Because peaks in predator density precede peaks in prey density (i.e., there is a negative phase difference), one might conclude that the prey are eating the predator. Indeed, while later shown to be due to recording errors (3), clockwise cycles were observed in the classic lynx-hare time series and led Gilpin (43) to ask, "Do hares eat lynx?" Our results suggest that predator-prey coevolution is an alternative explanation for negative phase differences. This difference in interpretation points to important challenges in identifying species interactions from ecological time series data. In particular, information about phenotypic variation may be necessary to distinguish weak predator-prey interactions and predator-prey interactions mediated by predator-prey coevolution.
One underlying assumption of the continuous trait model is that there is standing genetic (and phenotypic) variation in the predator and prey populations. Because of this, we expect clockwise cycles to arise in systems where genotypes with extreme phenotypes are present (although possibly at low density) and oscillate in abundance over time, e.g., clonal systems. However, we do advise caution when making inferences about predator-prey coevolution from time series data like the minkmuskrat and gyrflacon-rock ptarmigan data in Fig. 6 . Theoretical models similar to system 2 have been used to model the effects of phenotypic plasticity on community dynamics (36, 44) and to model species turnover and succession in multispecies communities (45) . Plasticity and species diversity are two alternative mechanisms through which standing phenotypic diversity can be realized. Thus, while coevolution is one mechanism through which clockwise cycles arise, clockwise cycles may also arise via plastic adaptation (e.g., adaptively foraging predators) or in communities with multiple prey and predator species without evolution. An important area of future research is understanding if and when clockwise cycles can arise via these other mechanisms.
Finally, we return to the fast evolution framework used to understand how coevolution drives clockwise cycles. The fast evolution limit reduces model complexity by using fast-slow dynamical systems theory. This results in insight into how evolutionary processes alter the ecological dynamics of communities. Previous studies, including those on adaptive dynamics (46, 47) , have used the same body of theory to reduce model complexity and study eco-evolutionary dynamics in the limit where evolution is much slower than ecology (48, 49) . The slow evolution limit yields insight into how ecological processes alter the evolutionary dynamics of species. Because the fast and the slow evolution limits assume a separation of time scales between the ecological and evolutionary dynamics, both limiting cases are approximations of the dynamics that occur in natural systems where the rates of ecological and evolutionary processes are comparable. Both limiting cases are useful because they provide complementary viewpoints from which to study eco-evolutionary dynamics. While these two approaches may not yet yield a complete picture, the fast and slow evolution limits can help identify how eco-evolutionary feedbacks shape the ecological and evolutionary dynamics of natural communities. 
