Abstract. This paper deals with mathematics of immediate snapshot read/write shared memory communication model. Specifically, we introduce and study combinatorial simplicial complexes, called immediate snapshot complexes, which correspond to the standard protocol complexes in that model.
The motivation for the study of immediate snapshot complexes
One of the core theoretical models, which is used to understand the shared-memory communication between a finite number of processes is the so-called immediate snapshot read/write model. In this model, a number of processes are set to communicate by means of a shared memory. Each process has an assigned register, and each process can perform two types of operations: write and snapshot read. The write operation simply writes the entire state of the process into its assigned register; the snapshot read operation reads the entire memory in one atomic step. The order in which a process performs these operations is controlled by the distributed protocol, whose execution is asynchronous, satisfying an additional condition. Namely, we assume that at each step a group of processes gets active. First this group simultaneously writes its values to the memory, then it simultaneously performs a snapshot read. This way, each execution can be encoded by a sequence of groups of processors which become active at each turn. More details on this computational model, the associated protocol complexes and its equivalence with other models can be found in a recent book [HKR] .
In this paper we consider the distributed protocols for n + 1 processes indexed 0, . . . , n, where the protocol of k-th processor says to run r k rounds and then to stop. Let the associate protocol complex be called P(r 0 , . . . , r n ). Our first contribution is to give a rigorous purely combinatorial definition of P(r 0 , . . . , r n ). To do this, we introduce new mathematical objects, which we call witness structures and use them as a language to define and to analyze this family of simplicial complexes. The special case r 0 = · · · = r n = 1 corresponds to the so-called standard chromatic subdivision of a simplex, see [Ko12, Ko13] , the cases where some r i ≥ 2 are new.
Let us briefly sketch the plan of the article. In Section 2 we define witness structures, and a few operations on them, where ghosting is the most important one. In Section 3, we use the language of witness structures to defined the immediate snapshot complexes, and prove the important Reconstruction Lemma. In Section 4 we look at the first properties of the immediate snapshot complexes. In particular, we prove that they are pure, we look Key words and phrases. collapses, distributed computing, combinatorial algebraic topology, immediate snapshot, protocol complexes.
at some enumerative combinatorics connected to these complexes, and we show how the standard chromatic subdivision can be see as an instance of immediate snapshot complex construction. In Section 5 we describe a canonical decomposition of the immediate snapshot complexes, and prove that topologically, they are pseudomanifolds with boundary. Finally, in Section 6, we explain why our immediate snapshot complexes provide correct combinatorial model for the protocol complexes of standard protocols in the immediate snapshot read/write computation model. This paper grew out of the first half of author's preprint [Ko14a] . The second half of [Ko14a] is to appear as a further paper [Ko14b] , which is focused on showing that the immediate snapshot complexes are homeomorphic to closed balls (specifically, we show that there exists a homeomorphism from an appropriate standard simplex to the immediate snapshot complex, such that the image of every subsimplex of the standard simplex is a subcomplex of the immediate snapshot complex).
2. The language of witness structures 2.1. Some notations. We let Z + denote the set of nonnegative integers {0, 1, 2, . . . }. For a natural number n we shall use [n] to denote the set {0, . . . , n}, with a convention that [−1] = ∅. For a finite subset S ⊂ Z + , such that |S | ≥ 2, we let smax S denote the second largest element, i.e., smax S := max(S \ {max S }). For a set S and an element a, we set χ(a, S ) :=        1, if a ∈ S ; 0, otherwise.
is a family of topological spaces, we set X I := i∈I X i . Also, when no confusion arises, we identify one-element sets with that element, and write, e.g., p instead of {p}.
Let us recall some poset terminology. Recall, that for a poset P and an element x ∈ P, one sets P <x := {y ∈ P | y < x}. In general, a subset Q ⊆ P is called an ideal if for any x ∈ Q, y ≤ x, we have y ∈ Q. Furthermore, for any subset A ⊆ P, we let I(A, P) denote the set {y ∈ P | ∃x ∈ A, such that y ≤ x}; clearly I(A, P) = ∪ x∈A P ≤x and is always an ideal.
Witness prestructures and structures.

Definition and examples.
Definition 2.1. A witness prestructure is a finite sequence of pairs of finite subsets of Z + , denoted σ = ((W 0 , G 0 ), . . . , (W t , G t )), with t ≥ 0, satisfying the following conditions: It is often useful to depict a witness prestructure in form of a table, see Note, that every witness prestructure with t = 0 is a witness structure. On the other hand, if W 0 = ∅, then conditions (P1) and (S) imply that t = 0. In this case, only the set G 0 carries any information, and we call this witness structure empty. 
Data associated to witness prestructures.
Definition 2.2. We define the following data associated to an arbitrary witness prestruc-
• the set W 0 ∪ G 0 is called the support of σ and is denoted by supp σ;
• the ghost set of σ is the set G(σ) :
• the active set of σ is the complement of the ghost set
• the dimension of σ is
For the examples on Figure 2 .2 we get supp
By definition, the dimension of a witness prestructure σ is between −1 and |supp σ| − 1. Let us analyze witness structures of special dimensions. To start with, if dim(σ) = −1,
Hence, the only witness structures of dimension −1 are empty, i.e., of the form σ = ((∅, G 0 )).
Furthermore, it is easy to characterize all witness structures σ of dimension 0. In this case, we have |A(σ)| = 1. We let σ = ((W 0 , G 0 ), . . . , (W t , G t )) and let p denote the unique element of A(σ). Then σ has dimension 0 if and only if
In particular, we must of course have W t = {p}. In such a case, we shall call p the color of the strict witness structure σ.
At the opposite extreme, a witness structure σ = ((W 0 , G 0 ), . . . , (W t , G t )) has dimension |supp σ| − 1 if and only if G 0 = · · · = G t = ∅. In such a case, we shall frequently use the short-hand notation σ = (W 0 , W 1 , . . . , W t ).
Traces and alternative definition.
For brevity of some formulas, we set W −1 := W 0 ∪ G 0 = supp σ. Definition 2.3. For a prestructure σ and an arbitrary p ∈ supp σ, we set
and call it the trace of p. Furthermore, for all p ∈ supp σ, we set
When the choice of σ is unambiguous, we shall simply write Tr(p) and last (p). Note that 0 ∈ Tr(p), hence Tr(p) ∅.
To get a better grasp on the witness structures, as well as operations in them, the following alternative approach using traces is often of use. 
We shall call the form of the presentation of the witness prestructure as a triple (A, G, {Tr(p)} p∈A∪G ) its trace form. Proof. The translation between the two descriptions is as follows. First, assume σ = ((W 0 , G 0 ), . . . , (W t , G t )) is a witness prestructure according to Definition 2.1. Set A := A(σ), G := G(σ), and for each p ∈ A ∪ G, set Tr(p) to be the trace of p as given by Definition 2.3. The condition (T) is then satisfied since supp
If σ is a stable prestructure, then max p∈A last (p) = t, hence the condition (TS) is satisfied. Finally, if σ is a witness structure, then
, and i ∈ Tr(p) \ max Tr(p). In any case, the condition (TW) is satisfied.
Reversely, assume we are given a triple (A, G, {Tr(p)} p∈A∪G ) as in Definition 2.4. We set t := max p∈A∪G Tr(p), and for all 0 ≤ k ≤ t, we set
which is clearly empty. Finally, (TS) implies (S) and (TW) implies (W).
We leave it to the reader to verify that the translations described above are inverses of each other. 
The stabilization of σ is the witness prestructure st(σ) whose trace form is
An example is shown on Figure 2 .3. 
, which is called the canonical form of σ, by setting
The construction in Definition 2.8 is illustrated by Figure 2 .4. 
, q and i 1 , . . . , i q as in the Definition 2.8, and
To prove (a) note first that all the sets involved are finite subsets of Z + . Conditions (P1) and (P2) for C(σ) follow immediately from the corresponding conditions on σ. To see (P3), pick some p ∈ G k . Then there exists a unique j,
To prove (b) note that if σ is a witness structure, then
To prove (c) note that the first pair of sets in σ and in C(σ) is the same, hence supp (C(σ)) = supp (σ). By (2.1) we have W 1 ∪· · ·∪ W q = W 1 ∪· · ·∪W t , and
. The other two equalities follow.
Stabilization of witness prestructures modulo a set of processes.
The Definition 2.6 can be generalized as follows.
The following three properties can be taken as a recursive alternative to Definition 2.10.
(
The sets J i can be explicitly described by the following formula:
Proposition 2.11. Assume as before that we are given a witness prestructure σ, and S ⊂ A(σ). Then, the witness prestructure st S (σ) is well-defined and stable. It satisfies the following properties:
Proof. Clearly, the condition (T) is still satisfied, so the witness prestructure st S (σ) is well-defined. Using an argument verbatim to the proof of the Proposition 2.7, we conclude that it is stable due to the choice of q. The identities (2) and (3) are integral parts of Definition 2.10, and (1) and (4) are direct consequences.
The following property of the stabilization will be very useful later on.
Proposition 2.12. Assume σ is a witness prestructure, and S , T ⊆ A(σ), such that S ∩ T = ∅. Then we have
′′ we compare their trace forms. To start with, by Definition 2.10 we have supp σ ′ = supp σ and supp
. It remains to show that the traces of the elements from supp σ are truncated at the same index in σ ′ and in
Clearly, q ′ ≥ q. To obtain σ ′′ the traces are truncated at q, while to obtain st S (σ) they are truncated at q ′ . Finally, to obtain σ ′ from st S (σ) we now truncate the traces in st S (σ) at
, and so we obtain q = q ′′ . It follows that σ ′ = σ ′′ .
Ghosting operation on the witness structures.
We are now ready to define the main operation on witness structures.
Definition 2.13. For an arbitrary witness structure σ, and an arbitrary S ⊆ A(σ), we define Γ S (σ) := C(st S (σ)). We say that Γ S (σ) is obtained from σ by ghosting S .
The ghosting operation is illustrated on Figure 2 .5. When S = {p}, we shall simply write Γ p (σ).
[3] 1, 2 3 3
Figure 2.5. Ghosting a witness structure for S = {3}.
Clearly, we have Γ ∅ (σ) = σ. If S = {p}, i.e., we are ghosting a single element, the situation is not quite straightforward, though several special cases can be formulated in a simpler manner.
Let l := last (p). If |W l | ≥ 2, then the situation is much simpler indeed. In this case J i = ∅, for all i l, while J l = {p}. Accordingly, we get
The situation is slightly more complex if |W l | = 1, i.e., W l = {p}. Assume that l ≤ t − 1. Then, we still have J i = ∅, for all i l, and J l = {p}. The difference now is that
is now only a stable witness prestructure, so in this case we get
Once l = t, i.e., W t = {p}, we will need the full generality of the Definition 2.13.
The situation is similar if |S | ≥ 2. For each element s ∈ S we set l(s) := last (s). As long as each W l(S ) contains elements outside of S , all that happens is that each element s ∈ S gets moved from W l(S ) to G l(S ) . Once this is not true, a more complex construction is needed.
Proposition 2.14. Assume we are given an arbitrary witness structure σ = ((W 0 , G 0 ), . . . , (W t , G t )), and an arbitrary S ⊆ A(σ). The construction in Definition 2.13 is well-defined, and yields a witness structure Γ S (σ), satisfying the following properties:
Proof. All equalities follow from the Propositions 2.9 and 2.11.
Remark 2.15. For future reference we make the following observation. Let
) be a witness structure, and assume p, q ∈ supp σ, p q. We have |Tr(q, Γ p (σ))| = |Tr(q, σ)|, except for one single case: namely, when p = q and W t = {p}, we have the strict inequality |Tr(p,
Lemma 2.16. Assume σ is a stable prestructure, and S ⊆ A(σ), then we have C(st S
. We first describe the witness structure C(st S (C(σ))). By Definition 2.6, we have
G α , for all k = 0, . . . , q, where the indices q and 0 = i 0 < i 1 < · · · < i q = t are chosen appropriately.
∅}|. This means that C(st S (σ)) and C(st S (C(σ))) have the same length. For the appropriate choice of 0
, and
where the last equality is a consequence of (2.4). Combining the identity
Proposition 2.17. Assume σ is a witness structure, and S , T ⊆ A(σ), such that S
Proof. We have
where the first and the fourth equalities follow from Definition 2.13, the second equality follows from Lemma 2.16, and the third equality follows from Proposition 2.12.
3. Immediate snapshot complexes 3.1. Round counters. Our main objects of study, the immediate snapshot complexes, are indexed by finite tuples of nonnegative integers. Obviously, a round counter can be thought of as an infinite sequencer = (r(0),r(1), . . . ), where, for all i ∈ Z + , eitherr(i) is a nonnegative integer, orr(i) = ⊥, such that only finitely many entries ofr are nonnegative integers. We shall frequently use a short-hand notation r = (r 0 , . . . , r n ) to denote the round counter given bȳ
Definition 3.2. Given a round counterr, the number i∈supprr (i) is called the cardinality ofr, and is denoted |r|. The sets actr := {i ∈ suppr |r(i) ≥ 1} and passr := {i ∈ suppr |r(i) = 0}
are called the active and the passive sets ofr.
Assume now we are given a round counterr, and let ϕ : suppr → [|suppr| − 1] denote the unique order-preserving bijection. The round counter c(r) is defined by
We call c(r) the canonical form ofr. Note that supp c(r) = [|suppr|−1], |act (c(r))| = |actr|, and |pass (c(r))| = |pass (r)|. Let S Z + denote the group of bijections π : Z + → Z + , such that π(i) π(i) for only finitely many i. This group acts on the set of all round counters, namely for π ∈ S Z + , and a round counterr we set π(r)(i) :=r(π(i)).
Combinatorial definition.
We now define our main objects of study. (
We say that such a vertex has color p. In general, the simplices of P(r) are indexed by all witness structures σ = (A, G, {Tr(q)} q∈A∪G ), satisfying:
The empty witness structure ((∅, suppr)) indexes the empty simplex of P(r). When convenient, we identify the simplices of P(r) with the witness structures which index them. Let σ be a non-empty witness structure satisfying the conditions above. The set of vertices V(σ) of the simplex σ is given by {Γ
Note, that for an arbitrary witness structure σ and an arbitrary p ∈ A(σ) we have A(Γ A(σ)\{p} (σ)) = {p}. Hence we have
in particular, the set of vertices of σ uniquely determines A(σ). Assumer is a round counter, such thatr(i) = ⊥ for all i ≥ n + 1. In line with our short-hand notation for the round counters, and in addition skipping a pair of brackets, we shall use an alternative notation P(r(0), . . . ,r(n)) instead of P(r). An example of an immediate snapshot complex P(0, 1, 1) is shown on Figure 5 .1, and a more sophisticated example P(2, 1, 1) is shown on Figure 3 .1.
The next proposition checks that the Definition 3.3 yields a well-defined simplicial complex, and shows that the ghosting operation provides the right combinatorial language to describe boundaries in P(r).
Proposition 3.4. Assumer is the round counter.
(1) The associated immediate snapshot complex P(r) is a well-defined simplicial complex. In this complex the dimension of the simplex indexed by σ is equal to dim σ, (2) Assume σ and τ are simplices of P(r). Then τ ⊆ σ if and only if there exists S ⊆ A(σ), such that τ = Γ S (σ).
Proof. We start by showing (1). Assume that the witness structure σ indexes a simplex of P(r).
from the Reconstruction Lemma 3.5 that any two simplices with the same set of vertices are equal, implying that the simplicial complex P(r) is well-defined. Let us now show (2). To start with, assume τ = Γ S (σ), for some S ⊆ A(σ). By Proposition 2.14 we have A(τ) = A(σ) \ S . It follows from Proposition 2.17 that for every p ∈ A(τ) we have
hence the set of vertices of τ is a subset of the set of vertices of σ.
Reversely, assume V(τ) ⊆ V(σ). The same computation as above shows, that V(Γ supp σ\supp τ (σ)) = supp τ, i.e., τ and Γ supp σ\supp τ (σ) have the same set of vertices. It follows from the Reconstruction Lemma 3.5 that τ = Γ supp σ\supp τ (σ), and so (2) is proved. 
The Reconstruction Lemma.
From the point of view of distributed computing, the vertices of P(r) should be thought of as local views of specific processors. In this intuitive picture, the next Reconstruction Lemma 3.5 says that any set of local views corresponds to at most one global view. Now pick an arbitrary p ∈ Σ. For every q ∈ Σ, such that q p, we have
. By the minimality of σ, this implies
Assume there exists 0 ≤ k ≤ t, and p, q ∈ Σ, p q, such that last (p, σ) = last (q, σ). Then, we have
Repeating the same argument with q instead of p we get
for some A q , B q such that A q ∪ B q = G k . The equations (3.2) and (3.3) contradict each other. It is thus safe to assume that for every 0 ≤ k ≤ t, there exists at most one p ∈ Σ, such that last (p, σ) = k.
Using Remark 2.15, the previous observation |Tr(p, σ)| ≤ |Tr(p, Γ p (σ))| can be strengthened as follows: we know that F = Σ \ {l}, for some l ∈ Σ. Specifically, W t = {l}, and the last pair of sets in τ is also ({l}, H), for some H ⊆ G(τ).
Pick p ∈ F such that last (p) = max q∈F last (q). Assume
We observe, that p was chosen so that (W k ∪ · · · ∪ W t ) ∩ F = ∅. We can easily describe the set Λ of all d-simplices γ, for which p ∈ supp γ and Γ p (γ) = Γ p (σ). Set
where
Assume A ∪ B = G k , and pick α ∈ W k . Then 
We have thus proved that Γ l (σ) Γ l (τ), contradicting the choice of σ and τ.
Some observations on immediate snapshot complexes
Elementary properties and examples.
We start by listing a few simple but useful properties of the immediate snapshot complexes P(r).
Proposition 4.1. For an arbitrary point counterr, we have
where ≃ denotes an isomorphism of simplicial complexes.
Proof. Consider the map
where ϕ is the unique order-preserving bijection ϕ : suppr → [|suppr| − 1]. This gives a bijection between simplices of P(r) and simplices of P(c(r)). Since ϕ is just a renaming bijection, we conclude that Φ is a simplicial isomorphism.
In particular, if round countersr andq have the same canonical form, then the corresponding immediate snapshot complexes are isomorphic. In other words, the ⊥ entries do not matter for the simplicial structure.
Proposition 4.2. For any round counterr, and any permutation π ∈ S Z + , the simplicial complex P(π(r)) is isomorphic to the simplicial complex P(r).
This map is a simplicial isomorphism for the same reasons as in the proof of Proposition 4.2.
Let us now look at special round counters. Ifr = (r), then the simplicial complex P(r) is just a point indexed by the witness structure ((0, ∅), . . . , (0, ∅) r+1 ). Recall, that the empty simplex of P(r) is indexed by the witness structure ((∅, 0)). ) is isomorphic as a simplicial complex to the n-simplex ∆ n . More generally, ifr is a round counter such that r(i) ∈ {⊥, 0}, for all i ∈ Z + , the simplicial complex P(r) is isomorphic with ∆ suppr . A, B) ) such that A∩B = ∅ and A∪B = [n]. The simplicial isomorphism between P(r) and ∆ n is given by ((A, B) ) → A. The second statement follows from Proposition 4.1. Proposition 4.4. Assumer = (r(0), . . . , r(n)) andr(n) = 0. Letq denote the truncated round counter (r(0), . . . , r(n − 1)). Consider a cone over P(q), which we denote P(q) * {a}, where a is the apex of the cone. Then we have (4.2) P(r) ≃ P(q) * {a}.
Proof. The simplices of P(r) are indexed by all ((
Proof. Let σ = ((W 0 , G 0 ), . . . , (W t , G t )) be a simplex of P(r) and consider the map
we have |Tr(n, σ)| ≤ 1, hence Tr(n, σ) = {0}, and n W 1 ∪ · · · ∪ W t ∪ G 0 ∪ · · · ∪ G t . In any case, Φ is well-defined. Its inverse is also clear, so it is a bijection between simplices of P(r) and P(q) * {a}. Under this bijection, the vertex ((n, [n − 1])) of P(r) corresponds to the apex a. The map Φ is simplicial, since ghosting other elements than n will be for both complexes; while ghosting the element n will simply move it from W 0 to G 0 in a simplex from P(r), which corresponds to the deletion of the apex a in a simplex from P(q) * {a}.
Clearly, the applications of Proposition 4.4 can be iterated, until each 0 entry inr is replaced with a cone construction.
The Propositions 4.1, 4.2, 4.3, and 4.4, can intuitively be summarized as telling us that if we are interested in understanding the simplicial structure of the complex P(r), we may ignore the entries ⊥ and 0, and permute the remaining entries as we see fit.
The purity of the immediate snapshot complexes.
Assume σ = ((W 0 , G 0 ), . . . , (W t , G t )) is a witness structure which indexes a simplex of P(r). Clearly, we have |A(σ)| ≤ |suppr|, hence dim σ ≤ |suppr| − 1. It turns out that every simplex is contained in a simplex of dimension |suppr| − 1, which is the same as to say that immediate snapshot complexes are always pure. 
Proposition 4.5. The simplicial complex P(r) is pure of dimension
|suppr| − 1. Proof. Assume σ = ((W 0 , G 0 ), . .
. , (W t , G t )) is a witness structure which indexes a simplex of P(r). For each p ∈ G(σ) we set m(p)
. . , V q ). We see thatσ is a witness structure: the condition (P1) says that V i ⊆ W 0 ∪ G 0 , which is clear, the conditions (P2) and (P3) are immediate, and condition (W) says that V i 0, which is also clear. Furthermore, we have suppσ = supp σ, G(σ) = ∅, and A(σ) = supp σ = A(σ) ∪ G(σ). For all σ ∈ A(σ) we have |Tr(p,σ)| = |Tr(p, σ)| = r(p) + 1, while for all σ ∈ G(σ) we have |Tr(p,σ)| = |Tr(p, σ)| + m(p) = r(p) + 1. We conclude thatσ indexes a simplex of P(r). Clearly, dimσ = |supp σ| − 1. Finally, we have Γ(σ, G(σ)) = σ, so, by Proposition 3.4(2),σ ⊆ σ and hence P(r) is pure of dimension |suppr| − 1.
4.3.
Immediate snapshot complexes of dimension 1. It follows from the above, that dim P(r) = 0 if and only if |suppr| = 1, in which case the simplicial complex P(r) is a point. Assume now dim P(r) = 1. In this case, we have |suppr| = 2. By (4.1), up to the simplicial isomorphism, we can assume thatr = (m, n), m, n ≥ 0. 
Proof. The fact that f (m, 0) = f (0, m) = 1, as well as that f (m, n) = f (n, m), are both immediate. Assume now that m, n ≥ 1. The number of edges of P(m, n) for which W 1 = {0} is f (m − 1, n), the number of edges of P(m, n) for which W 1 = [1] is f (m − 1, n − 1), finally, the number of edges of P(m, n) for which W 1 = {1} is f (m, n − 1). Summing up we get the recursive formula (4.3). Multiply (4.3) with x m y n and sum over all m, n ≥ 1. We get (4.5)
On the left hand side we have
On the right hand side we have
Transforming the other terms on the right hand side of (4.5) in a similar way, we get 
In general, consider a round counterr = (m 0 , . . . , m n ), then we have
The corresponding generating function in n + 1 variables is
It is given by the following explicit formula:
Proof. The first two equalities are immediate. To prove the equality (4.6) simply sum over the top-dimensional simplices grouping them according to the subset W 1 . The formula (4.7) can either be derived same way as we derived the formula (4.4), or by a term-byterm calculation of the product F(x 0 , . . . , x n ) · 1 − ∅ S ⊆actr j∈S x j using the recursive formula (4.6).
Standard chromatic subdivision as immediate snapshot complex.
The standard chromatic subdivision of an n-simplex, denoted χ(∆ n ), is a prominent and much studied structure in distributed computing. We refer to [HKR, HS] for distributed computing background, and to [Ko12, Ko13] for the analysis of its simplicial structure, where, in particular, the following combinatorial description of χ(∆ n ) has been given.
Definition 4.9. Let n be a natural number. The simplicial complex χ(∆ n ) is defined as follows.
• In particular, the dimension of the simplex τ indexed by ((B 1 , . . . , B t )(C 1 , . . . , C t )) is equal to |C 1 | + · · · + |C t | − 1. To describe the boundary relations in χ(∆ n ) pick p ∈ C 1 ∪ · · · ∪ C t , and let σ p be the simplex obtained from τ by deleting p.
Otherwise, we have |C k | = 1, i.e., C k = {p}. If k < t, then we have (4.9) σ p = ((B 1 , . . . , B k−1 , B k ∪ B k+1 , B k+2 , . . . , B t ), (C 1 , . . . , C k−1 , C k+1 , C k+2 , . . . , C t )), else k = t, and we have (4.10) σ p = ((B 1 , . . . , B t−1 ), (C 1 , . . . , C t−1 )).
For brevity, we set P n := P(1, . . . , 1
n+1
).
Proposition 4.10. The immediate snapshot complex P n and the standard chromatic subdivision of an n-simplex χ(∆ n ) are isomorphic as simplicial complexes. Explicitly, the isomorphism can be given by
,
Proof. Let τ = ((B 1 , . . . , B t )(C 1 , . . . , C t )) be a simplex of χ(∆ n ). We can verify that Φ(τ) is a well-defined witness structure: (P1) is true since W 0 = B 1 ∪ · · · ∪ B t , (P2) and (P3) are true since the sets B i are disjoint, while (W) is true, since the sets C i are non-empty. We have supp (Φ(τ)) = [n], and A(Φ(τ)) = C 1 ∪ · · · ∪ C t . Furthermore, to see that the witness structure Φ(τ) indexes a simplex of P n , we notice that |Tr(p) ≤ 2|, for all p ∈ [n], follows from the disjointness of the sets B i , and that |Tr(p)| = 2 if and only if p ∈ C 1 ∪ · · · ∪ C t . We have dim(τ) = |C 1 | + · · · + |C t | − 1 = dim(Φ(τ)). Finally, the case-by-case comparison of the equations (4.8), (4.9), and (4.10), with the rules of the ghosting operations shows that the map Φ is simplicial.
Let now σ = ((W 0 , G 0 ), . . . , (W t , G t )) be a simplex of P n . Define
Set ((B 1 , . . . , B t )(C 1 , . . . , C t )) := Ψ(σ). Clearly, C i ⊆ B i , for all i, and the sets C i are non-empty, since σ is a witness structure. The disjointness of the sets B i is immediate consequence of the inequality |Tr(p)| ≤ 2, for all p ∈ [n]. It follows that Ψ(σ) is a simplex of χ(∆ n ). Obviously, Ψ is an inverse of Φ, hence Φ is a simplicial isomorphism between χ(∆ n ) and P n .
We note the following direct description of the simplicial structure of P n : simplices of P n are indexed by all witness structures σ = ((W 0 , G 0 ) , . . . , (W t , G t )) satisfying the following three conditions:
5. Topology of the immediate snapshot complexes
A canonical decomposition of the immediate snapshot complexes.
We shall now describe how to decompose the immediate snapshot complex P(r) into pieces in a natural way. Intuitively, this pieces correspond to the protocol complexes, for the sets of executions where the first execution step is fixed.
Definition 5.1. Assumer is a round counter. For every subset S ⊆ actr, let X S (r) denote the set of all simplices σ = ((W 0 , G 0 ), . . . , (W t , G t )) of P(r), such that one of the following three conditions is fulfilled:
In particular, for S = ∅ the condition S ⊆ G 1 is always satisfied, so X ∅ (r) is the set of all simplices of P(r). An example of a canonical decomposition is given on Figure 5 .1. 
Proposition 5.2. For every round counterr, and for every subset S ⊆ actr, the set X S (r) is closed under taking boundary, hence forms a simplicial subcomplex of P(r).
Proof. Let σ = ((W 0 , G 0 ), . . . , (W t , G t )) be a simplex in X S (r), and assume τ ⊂ σ. By Proposition 3.4 there exists T ⊆ A(σ), such that τ = Γ T (σ). By Proposition 2.17 it is enough to consider the case |T | = 1, so assume T = {p}, and let τ = (( W 0 , G 0 ), . . . , ( Wt, Gt)). Ift = 0, then τ ∈ X S (r), and we are done. So assumet ≥ 1, hence also t ≥ 1. In this case, by definition of X S (r), we have either
, and we are done. Finally,
We shall abuse notations and use X S (r) to denote this simplicial complex as well. Next we prove that the subcomplexes X S (r) can themselves be viewed as immediate snapshot complexes. To formulate this result we need additional terminology.
Definition 5.3. Assumer is an arbitrary round counter and S ⊆ actr. We letr ↓ S denote the round counter defined by
We say that the round counterr ↓ S is obtained fromr by the execution of S . Note that supp (r ↓ S ) = suppr, act (r ↓ S ) = {i ∈ actr | i S , orr(i) ≥ 2}, and pass (r ↓ S ) = pass (r) ∪ {i ∈ S |r(i) = 1}.
Proposition 5.4. Assumer is an arbitrary round counter and S ⊆ actr, then there exists a simplicial isomorphism
γ S (r) : X S (r) → P(r ↓ S ).
Proof. Pick an arbitrary simplex σ = ((W 0 , G 0 ), . . . , (W t , G t )) belonging to X S (r). If t = 0, then we set γ S (σ) := σ. Note, that since S ⊆ actr, we have S ⊆ G 0 in this case. Else, by the construction of X S , we either have
else S ⊆ G 1 , in which case we set
Else we have S ⊆ H 0 . If t ≥ 1, we set
else t = 0, and we set ρ S (τ) := τ. A direct case-by-case verification shows that the maps γ S and ρ S are well-defined simplicial maps, which preserve supports, A(−), G(−), and hence also the dimension. Furthermore, they are inverses of each other, hence are simplicial isomorphisms.
Immediate snapshot complexes are pseudomanifolds with boundary.
In this section we show that immediate snapshot complexes are pseudomanifolds with boundary. We start by showing that P(r) is strongly connected.
Definition 5.5. Let K be a pure simplicial complex of dimension n. Two n-simplices of K are said to be strongly connected if there is a sequence of n-simplices so that each pair of consecutive simplices has a common (n − 1)-dimensional face. The complex K is said to be strongly connected if any two n-simplices of K are strongly connected.
Clearly, being strongly connected is an equivalence relation on the set of all n-simplices.
Proposition 5.6. For an arbitrary round counterr, the immediate snapshot complex P(r) is strongly connected.
Proof. Set n := |suppr| − 1. Proposition 4.5 says that P(r) is a pure simplicial complex of dimension n. We now use induction on |r|. If |r| = 0, or more generally, if |actr| ≤ 1, then P(r) is just a single simplex, so it is trivially strongly connected.
Assume |actr| ≥ 2, and consider the canonical decomposition of P(r). By Proposition 5.4, the simplicial complex X S (r) is isomorphic to P(r ↓ S ), for all S ⊆ actr. Since |r ↓ S | = |r| − |S | < |r|, and suppr ↓ S = suppr, we conclude that X S (r) is a pure simplicial complex of dimension n, which is strongly connected by the induction assumption. Thus, any pair of n-simplices belonging to the same subcomplex X S (r) is strongly connected.
Pick now any p ∈ actr, and any S ⊆ actr, such that p ∈ S , {p} S , and consider any , {p}) . Obviously, such τ exists, and τ ∈ X S (r) ∩ X p (r). By induction assumptions for X S (r) and X p (r), there exist n-simplices σ 1 ∈ X S (r), and σ 2 ∈ X p (r), such that τ ∈ ∂σ 1 and τ ∈ ∂σ 2 . This means, that σ 1 and σ 2 are strongly connected. Since being strongly connected is an equivalence relation, any two n-simplices from X S (r) and X p (r) are strongly connected. This includes the case S = actr, implying that any pair of n-simplices in P(r) is strongly connected, so P(r) itself is strongly connected. To describe the boundary subcomplex of P(r), we need the following definition. 
Proof. By Proposition 5.6 we already know that P(r) is strongly connected. Set again n := |suppr| − 1, and let τ = ((W 0 , G 0 ), . . . , (W t , G t )) be an arbitrary (n − 1)-simplex of P(r). Note that codim τ = |G 0 | + · · · + |G t |, hence codim τ = 1 implies that there exist 0 ≤ k ≤ t, and p ∈ suppr, such that
and if k ≥ 1, consider also
Obviously, Γ(σ 1 , p) = Γ(σ 2 , p) = τ, so τ ∈ ∂σ 1 and τ ∈ ∂σ 2 . Furthermore, the definition of the ghosting construction implies that these are the only options to find σ, such that Γ(σ, p) = τ.
We conclude that P(r) is a pseudomanifold, whose boundary is a union of the (n − 1)-simplices τ = ((W 0 , G 0 ), . . . , (W t , G t )), such that W 0 ∅, so then the subcomplex ∂P(r) consists of all simplices σ = ((W 0 , G 0 ), . . . , (W t , G t ) ), such that G 0 ∅.
6. Immediate snapshot complexes as protocol complexes 6.1. The protocol complexes of a standard full-information protocol. This section will provide a bridge between the mathematical and the theoretical distributed computing contexts. Specifically, we shall explain why immediate snapshot complexes provide a correct combinatorial model for the protocol complexes in the immediate snapshot read/write computational model.
As in Section 1, assume that we have n + 1 processes indexed 0, . . . , n, together with a round counterr = (r 0 , . . . , r n ). We consider the standard protocol associated to this data. In this protocol, each process p starts with some input value α p , and then executes r p rounds. In each round, the process p first writes his current state into the register, which is assigned to that process (full-information protocol), and then the process reads the entire memory in one atomic step (snapshot read).
In the topological approach to distributed computing, once the computational model is fixed, one associates a simplicial complex to each protocol. That complex is called a protocol complex. We refer to [HKR] and the citations therein for the further specifics of that construction. In general, the protocol complex is defined as follows. The maximal simplices are indexed by all possible executions of the protocol. The vertices of the protocol complexes are the local views of individual processes. Two maximal simplices, corresponding to executions σ and τ, share the simplex consisting of those local views, which are the same in σ and in τ.
As was said above, the executions in the immediate snapshot read/write computational model are shaped in layers. In each layer, a group of processes atomically writes to their respective registers, and then atomically snapshot reads the entire memory. This means that executions can be indexed by tuples (W 1 , . . . , W t ) of sets of processes, where W 1 is the first group of processes which gets activated, followed by W 2 , and so on.
Let Q(r) denote the protocol complex associated to the standard full-information protocol for the round counterr. In this case, we have an additional condition
. Obviously, we have a one-to-one correspondence between all executions of the protocol and the top-dimensional simplices of the immediate snapshot complex P(r). To summarize, both P(r) and Q(r) are pure of dimension |suppr| − 1, and we have a natural bijection between the sets of their top-dimensional simplices. Before proceeding with extending this bijection, we need to analyze the structure of information the processes write into the memory during an execution of the standard full-information protocol.
Witness posets.
When a process is activated for the first time, the only information that it has is its input value, so it will simply write its input value into the assigned register. Later on, it will see the information which other processes have written, and write that newly acquired information, as a part of his state, once it is activated next time. To describe this knowledge structure formally, let z p,k denote the information which process p has after it its kth execution (we cannot know for sure in which layer this execution takes place). Clearly, it is the same information as the one which process p will write into the memory during its (k + 1)th execution. For ease of notations, we set z p,0 := α p . Accordingly, z p,r p denotes the information which the process p has once it has executed the entire protocol. In general, we shall write 
Note, that
Furthermore,
When σ is clear from the context, we will skip it from the notations, and simply write M(p, k) and ρ(p, k). 
. , r n ), there is a simplicial isomorphism between the complexes Q(r) and C(r).
Proof. First, we define the map Φ which takes an execution σ = (W 1 , . . . , W t ) of the protocol to a complete witness poset Z = Φ(σ). The set of the elements of Z is taken to be In words, the inequality (6.6) simply says that q occurs at least j + 1 times in W 1 , . . . , W k , where p occurs for the ith time in W k . We check that Φ is well-defined. First, we check that Z is actually a poset. Assume z p,i > z q, j and z q, j > z p,i . Then, (6.6) implies that ρ(p, i) ≥ ρ(q, j+1) and ρ(q, j) ≥ ρ(p, i+1). This gives a contradiction with (6.3). Assume furthermore that z p,i > z q, j and z q, j > z s,k . Here, (6.6) implies that ρ(p, i) ≥ ρ(q, j + 1) and ρ(q, j) ≥ ρ(s, k + 1). Using (6.3) we then conclude that ρ(p, i) > ρ(s, k + 1), and hence z p,i > z s,k .
Second, we want to check that Z is a complete witness poset, by verifying the conditions in Definition 6.1. Condition (1) says that z p,i+1 > z p,i , which (6.6) translates to ρ(p, i + 1) ≥ ρ(p, i + 1), which is a tautology.
Next, we check Condition (2). We pick p, q ∈ [n], 1 ≤ i ≤ r p , 1 ≤ j ≤ r p , and compare ρ(p, i) with ρ(q, j). Without loss of generality, we can assume that ρ(p, i) ≥ ρ(q, j). This implies z p,i > z q, j−1 . In addition, we can show that U(p, i) ⊇ U(q, j). Indeed, take z s,k < z q, j . By (6.6), we have ρ(q, j) ≥ ρ(s, k + 1). Since ρ(p, i) ≥ ρ(q, j), we get ρ(p, i) ≥ ρ(s, k + 1), and so z s,k < z p,i . In particular, if ρ(p, i) = ρ(q, j) then repeating this argument gives U(p, i) = U(q, j), z p,i > z q, j−1 , and z q, j > z p,i−1 . On the other hand, if we have a strict inequality ρ(p, i) > ρ(q, j) then z p,i > z q, j−1 , and z q, j ≯ z p,i−1 , which in turn implies that we have a strict inclusion U(p, i) ⊃ U(q, j). In any case, Condition (2) is satisfied.
Finally, to check Condition (3), as well the completeness, we need to see that one cannot have z p,r p > z q,r q . This is so, since otherwise we would have M(q, ρ(p, r p )) ≥ r q + 1, which is impossible. We can therefore conclude that Φ(σ) is a well-defined complete witness poset. Now, we define a map Ψ, which takes an arbitrary complete witness poset Z with parameterr to the protocol execution Ψ(Z). The condition that U(p, i) is comparable with U(q, j) for all p, q ∈ [n], i ∈ [r p ], and j ∈ [r q ], means that we can order all U(p, i)'s by inclusion. So assume that for all k = 1, . . . , t, we have sets S k = {(p This shows that both Φ and Ψ are well-defined and are inverses of each other. Furthermore, since the information which the process p has after its ith run is precisely U(p, i), the poset Z ≤z p,rp is the local view of the process p, and taking lower ideals corresponds to taking a set of local views, which are compatible in some execution. This means that Φ and Ψ are actually simplicial isomorphisms.
Witness posets vs witness structures.
As a next step we show that witness posets and witness structures encode identical simplicial information.
Proposition 6.4. For any round counterr = (r 0 , . . . , r n ), we have a simplicial isomorphism between complexes C(r) and P(r).
Proof. We describe maps Φ : P(r) → C(r) and Ψ : C(r) → P(r), which will generalize maps Φ and Ψ from the proof of Proposition 6.3. Consider a witness structure σ = ((W 0 , G 0 ), . . . , (W t , G t )) indexing a simplex of P(r). 
