In the paper, we propose an island-based differential evolution algorithm (IBDEA) for solving the discrete-continuous scheduling problem (DCSP) with continuous resource discretisation -Z . The considered problem originates from DCSP, in which nonpreemtable tasks should be scheduled on parallel identical machines under constraint on discrete resource and requiring, additionally, a renewable continuous resource to minimize the schedule length. The continuous resource in DCSP is divisible continuously and is allocated to tasks from a given interval in amounts unknown in advance. Task processing rate depends on the allocated amount of the continuous resource. To eliminate time consuming optimal continuous resource allocation, an NP-hard problem Z with continuous resource discretisation is introduced and sub-optimally solved by IBDEA. Experimental results show that IBDEA is able to find better solutions than an algorithm realizing only the differential evolution method and was able to improve best-known solutions to the considered problem.
Introduction
A problem of scheduling jobs on multiple machines under constraint on discrete resource and requiring, additionally, renewable continuous resource to minimize the schedule length is considered in the paper. In the problem two types of resources are considered: discrete and continuous. A discrete resource is divisible discretely, for example a set of machines or a set of mechanical or pumping machines. A continuous resource is divisible continuously and is allocated to the jobs from a given interval in amounts unknown in advance. In practice a continuous resource may be limited in amount, for example, power (electric, pneumatic, hydraulic) supplying a set of machines, limited gas flow intensity supplying forge furnaces in a steel plant, or limited fuel flow intensity in refueling terminals.
The problem of scheduling jobs on multiple machines under constraint on discrete resource and requiring, additionally, renewable continuous resource was intensively explored in 7, 8, 9, 11 , and we define the problem in the same way. Namely, we consider n independent, nonpreemptable jobs, each of them simultaneously requiring for its processing at time t a machine from a set of m parallel, identical machines (the discrete resource) and an amount (unknown in advance) u i (t) [0, 1] , i = l, 2, . . . , n, of a continuous renewable resource. The job model is given in the form:
. (1) where x i (t) is the state of job i at time t, f i is an increasing continuous function, f i (0) = 0, C i is (unknown in advance) completion time of job i, and is its processing demand (final state). We assume, without loss of generality, that n i i t u 1 1 ) ( for every t. The problem is to find a sequence of jobs on machines and, simultaneously, a continuous resource allocation that minimizes the given scheduling criterion. The problem is computationally complex and is at least as hard as the classical RCPSP (Resource Constrained Project Scheduling Problem), since the existence of an additional continuous resource cannot make the problem any simpler 9, 11 . The defined problem can be decomposed into two interrelated sub problems: (i) to find a feasible sequence of jobs on machines, and (ii) to allocate the continuous resource among jobs already sequenced. The notion of a feasible sequence is of crucial importance. According to 8 a feasible schedule can be divided into p n intervals defined by completion times of consecutive jobs. Let Z k denote the combination of jobs processed in parallel in the k-th interval. Thus, in general, a feasible sequence FS of combinations Z k , k = l, 2,..., p, can be associated with each feasible schedule. Feasibility of such a sequence requires that the number of elements in each combination does not exceed m and that each job appears exactly in one or in consecutive combinations in FS (nonpreemptability). It has been shown in 7 that for concave job models and the schedule length minimization problem, it is sufficient to consider feasible sequences of combinations Z k , k = l, 2,..., n -m + l, composed of exactly m jobs each. For a given feasible sequence FS of jobs on machines, we can find an optimal continuous resource allocation, i.e. an allocation that leads to a schedule minimizing the given criterion from among all feasible schedules generated by FS. At this point, a convex mathematical programming problem has to be solved, in the general case (see 7 ). An optimal schedule for a given feasible sequence (i.e. a schedule resulting from an optimal continuous resource allocation for this sequence) is called a semi-optimal schedule. In consequence, a globally optimal schedule can be found by solving the continuous resource allocation problem optimally for all feasible sequences. Unfortunately, in general, the number of feasible sequences grows exponentially with the number of jobs. Therefore it is justified to apply some approximation algorithm or metaheuristic.
Because finding an optimal allocation of a continuous resource to a feasible schedule requires using specialized and time-consuming solver, an idea of continuous resource discretisation was proposed in 11 . We use the same approach in the paper. Namely, we assume that the number of possible continuous resource allocations to a task J i is D i , i.e. is fixed, and the amount of the continuous resource for each l i = 1, 2, … , D i is known in advance (in the original problem there was infinite number of the continuous resource allocations to a task and the amount of the continuous resource to be allocated was not known in advance). Because a different amount of the continuous resource is allocated to task J i for each l i , l i is called a processing mode of task J i . Such discretisation of the continuous resource allows treating it as a discrete resource and a task can be executed in several processing modes. As the result of the discretisation, the obtained discrete continuous scheduling problem with continuous discretisation (DCSPCRD) is a particular case of more general Multi-Mode Resource Constrained Project Scheduling Problem (MMRCPSP) which was intensively studied by numerous researches. Among them, Damak et i x al. in 3 solved MMRCPSP using Differential Evolution (DE) method first proposed in 12 . Successful implementation of the algorithm proposed in 3 suggested to us the idea of using it as the basic algorithm for the island model of evolution for solving the discrete-continuous scheduling problem with continuous resource discretisation. The island model of evolution, often exploited by researchers, e.g. 1, 2, 6 , is usually implemented as a distributed algorithm, where a set of independent populations of individuals evolves on "islands" cooperating with each other. Such island model brings two major benefits: a structure that maps easily onto the parallel hardware and extended search area (due to multiplicity of islands) preventing from being caught in local optima. The proposed in the paper island-based differential evolution algorithm (IBDEA), described in Section III, was implemented and tested. The results of the computational experiment are discussed in Section IV.
Problem formulation
We define a problem Z in the same way as in 11 . Namely, let J = {J 1, J 2 , … , J n } be a set of nonpreemtable tasks, with no precedence relations and ready times r i = 0, i = 1, 2, … , n, and P = {P 1 , P 2 , … , P m } be a set of parallel and identical machines, and there is one additional renewable discrete resource in amount U = 1 available. A task J i can be processed in one of the modes . The problem is to find processing modes for tasks from J and their sequence on machines from P such that schedule length Q = max{C i }, i = 1, ... , n is minimized.
Island-Based Differential Evolution Algorithm
We propose an island-based differential evolution algorithm (IBDEA) in which two ideas are exploited, namely, the Differential Evolution method, first proposed in 12 , and an island model, adopted for evolutionary computation, e.g. 1, 2, 6 . In IBDEA, the evolutionary process is performed on an archipelago which consists of cooperating with each other autonomous islands. The population on an island consists of two halves of size x DE each. The individuals in the first half -target vectors, are transformed, with help of mutation and crossover operators, into trial vectors which are placed in the second half of the population. The idea of keeping the offsprings in the current population was borrowed from 10 . The whole evolutionary process is carried out using differential evolution algorithm (DEA), proposed in 3 , which was adapted by the authors for solving DCSPCRD. In IBDEA, the islands cooperate with each other, cyclically sending their best solution to one randomly chosen island. The process of evolution stops, when the predefined number of fitness function evaluations is carried out on the archipelago. The best across all islands individual is the final solution, found by IBDEA to the considered problem. In the rest of the paper, we will use notions an individual and a solution interchangeably.
All individuals (solutions) used in the IBDEA can be characterized in the following manner: . Thus c b represents task i and the mode in which task i is processed All S representing feasible solutions are potential individuals Each individual can be transformed into a schedule by applying LSG, which is a specially designed listscheduling algorithm for discrete-continuous scheduling described in 4 Each schedule produced by the LSG can be directly evaluated in terms of its fitness
The general description of the proposed IBDEA is given below. IBDEA procedure Begin Set K ≥ 2 -the number of the islands. Assign DEA procedure to all islands Assume the population of individuals P k on an island k consists of two halves P
Generate an initial population of individuals P 1 k of the size xDE on every island k, k = 1, 2, … , K Improve individuals on all islands with the DEA procedure, cyclically exchanging best individuals among randomly chosen pairs of islands Stop after n ev number of fitness function evaluations on the archipelago have been carried out Output the best solution to the problem End The individuals in the initial population are generated in such a way, that the position of a task in vector S, as well as the task's processing mode is chosen at random with the uniform distribution.
The solution exchange among the islands occurs cyclically, after n ex << n ev number of the fitness function evaluations have been carried out on every island. The pairs of islands, chosen at random from all the islands, exchange between themselves their best solutions. The random interconnection topology among islands was chosen as the most efficient according to 5 . The DEA procedure used in the IBDEA is described in the following pseudo code.
DEA procedure Begin
For each individual (a target vector S tg ) in population P 
, … , n], determining T'(p i ) -the position of task i in T, as: T'(p i ) = M'(p i ) if rand ≤ Cr p or i = rand(j) T'(p i ) = S' tg (p i ) if rand Cr p and i ≠ rand(j) create a mode trial vector T'' = [T''(l
i ) i = 1, 2, … , n], determining T''(l i ) -the mode of task i in T, as: T''(l i ) = M''(l i ) if rand ≤ Cr l or i = rand(j) T''(l i ) = S'' tg (l i ) ifT'' r (l i ) = 1 if T''(l i ) 1 T'' r (l i ) = D if T''(l i ) ≥ D i T'' r (l i ) = T''(l i ) if 1 < T''(l i ) < D i
Computational Experiment
The proposed island-based differential evolution algorithm (IBDEA) for solving the discrete-continuous scheduling problem with continuous resource discretisation (DCSPCRD) was implemented and tested. There were 19 islands used to realize IBDEA. The differential evolution algorithm (DEA), described in 3 , has been adapted for solving the considered DCSPCRD and assigned to every island in IBDEA. After preliminary tuning, the size of the population on every IBDEA island was set xDE = 200, which is different from the sizes considered in 3 , where xDE {20, 40, 80, 60, 100}. The rest of the parameters necessary to carry out the differential evolution algorithm were set to the same values as in 3 , namely the scale factor A which controls the evolution rate of the population was set A = 1,5 and the values of the variable rand [0, 1]. The crossover constants Cr p and Cr l which control the probability that the trial individual will receive the actual individual's tasks or modes were set Cr p = 0,2 and Cr l = 0,1, where p and l in the notations Cr p and Cr l stand for tasks positions and modes respectively. On every IBDEA island, an initial population of feasible individuals was generated using the uniform distribution equal 1/n for the tasks, and 1/D for the task's modes. For testing purposes three combinations of n x m were considered (nthe number of tasks and m -the number of machines): 10x2, 10x3, and 20x2. For each combination n x m 100 instances of a problem Z were generated and three discretisation levels D were considered: 10, 20, and 50. This way we considered nine sizes of the problem: 10x2x10, 10x2x20, 10x2x50, 10x3x10, … , 20x2x50, which makes 900 instances of the problem in total. Each instance was tested 43 times. Mean time required by IBDEA to find a solution for the problem sizes 10x2 and 10x3 for all discretisation levels on a PC under 64-bit operating system Windows 7 Enterprise with Intel(R) Core(TM) i5-2300 CPU @ 2.80 GHz 3.00GHz, RAM 4GB compiled with aid of Borland Turbo Delphi for Win32 was approximately 2 -3s, and for the problem size 20x2 for all discretisation levels approximately 5 -6s.
In order to evaluate the efficiency of IBDEA, we have used three types of relative errors: minimum, average, and maximum relative error of the solutions yielded by the algorithm. Relative errors (REs) of the solutions compared to the best-known solutions were calculated according to the formulae:
where Q algm , Q best known -the schedule length of a solution found by the considered algorithm and the best-known solution respectively. The set of the best-known solutions was determined by the authors while using all designed by them algorithms and procedures for solving problem Z . We have determined RE min , RE avg , and RE max for every size of the considered problem as a minimum, average, and maximum RE, respectively, across 4300 REs calculated, while solving each of the 100 instances 43 times. We have compared the REs of the solutions found by IBDEA built on 19 islands to the REs of the solutions found by IBDEA built on a single island, in other words DEA itself. The values of such parameters as A, the variable rand, Cr p and Cr m were set to the same values as in IBDEA. We have also compared the REs of the solutions found by IBDEA and DEA to the REs of the solutions found by population learning algorithm PLA3 described in 6 . The values of RE min , RE avg and RE max for IBDEA, DEA and PLA3 for all problem sizes and considered discretisation levels are presented in Table 1 . The values of REs in Table 1 show how much schedules yielded by IBDEA were longer than the best known schedule for the same case. For example, for the case 10x2x10 RE avg = 2,31% means that the schedule length of all schedules yielded by IBDEA was on average 2,31% longer than the best-known. For the same case, RE max = 7,90% means that the longest schedule among all schedules yielded by IBDEA was 7,90% longer than the best-known. For the case 10x3x10 for IBDEA and PLA3, RE min = -0,3% is negative, which means that the schedules found by the algorithms were shorter than the bestknown for 0,3%. The algorithm whose REs values are the smallest are considered to be more efficient than the others. The values of the REs that are smaller than the REs of the other considered algorithms are given in bold font. In Table 1 , for every of the three presented algorithms, there are nine values of every type of RE. In 9 out of 9 cases, REs max of the solutions, found by IBDEA, were smaller than REs max of DEA and PLA3. The remaining REs avg and REs min of IBDEA were the smallest in 6 and in 2 cases respectively. However, REs avg and REs min of PLA3, in 3 and in 4 cases out of 9 were the smallest. In all cases, all types of DEA's REs were the largest. As a general conclusion, we point out that in 17 cases out of 27, IBDEA shows the smallest REs, and no other algorithm shows the same or better results. PLA3 was the best in 7 cases out of 27, and DEA only once achieved the same result as IBDEA and PLA3 (RE min for the problem size 10x2x10). As it could be seen in Table 1 It should be also mentioned, that all the conclusions are valid for the particular implementation of the procedures used in the experiments. The values of some parameters of the learning procedures were determined during their preliminary tuning and should be verified on the way of the exhaustive experiment.
Conclusion
In the paper, we have introduced the island-based differential evolution algorithm (IBDEA) for solving the problem of scheduling non-preemtable tasks on parallel identical machines under constraint on discrete resource and requiring, additionally, renewable continuous resource to minimize the schedule length. The computational experiment shows, that the island model, exploiting differential evolution method as the method for searching solutions for the considered problem, finds solutions whose relative errors (REs) are smaller than the REs of the solutions found by the algorithm DEA which is the implementation of the differential evolution method, see Table 1 . The above statement is true under assumption, that on every island of IBDEA operates DEA, and that the size of the population on every island is the same as the size of the population for DEA. In major number of cases, RE min and RE avg of the solutions found by IBDEA were smaller than the RE min and RE avg of the solutions found by DEA and PLA3 which is another evolutionary algorithm exploiting the island model of computations. The authors expect, that the proposed island model of differential evolution will not only benefit in finding higher quality solutions, but also will ensure smaller dispersion of REs values. In our experiment, in all cases, RE max of the solutions found by IBDEA were the smallest. The direct benefit of the proposed algorithm is its ability to find high quality solutions with a smaller dispersion of RE's values. The promising results achieved by IBDEA might suggest its superiority over DEA, however in order to make the final conclusion more extensive research is needed. Thus, in our future research we would try to answer to the following questions: (i) whether IBDEA is more efficient than DEA, when the primary populations of individuals for IBDEA and DEA are identical, i.e. P DEA = P IBDEA = P 1 + P 2 + … + P K , where P k -is the primary population of individuals on the k-th island of IBDEA; (ii) are there any sizes of the populations P DEA and P IBDEA for which the efficiency of the algorithms is the highest, and which is more efficient DEA or IBDEA?; (iii) is the comparison of the algorithms only by the REs of the found solutions enough to make a decision on which algorithm is more efficient?; maybe a different comparison method should be applied. In addition, other solution selection policies from generation to generation, as well as for the exchange among the islands should be considered, in order to establish the most efficient one.
