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Abstract
An ordered binary decision diagram (OBDD) is a graph representation of a Boolean function.
We consider minimum OBDD identication problems: given positive and negative examples
of a Boolean function, identify the OBDD with minimum number of nodes (or with mini-
mum width) that is consistent with all the examples. We prove in this paper that the problems
are NP-complete. The result implies that f(n)-width OBDD and f(n)-node OBDD are not learn-
able for some xed f(n) under the PAC-learning model unless NP = RP. We also show that
the problems are still NP-hard even if we restrict the functions to monotone functions. ? 2000
Elsevier Science B.V. All rights reserved.
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1. Introduction
An ordered binary decision diagram (OBDD) [1,4] is a directed acyclic graph that
represents a Boolean function. It is considered as a branching program with strong
restrictions. OBDDs have the property that many practical Boolean functions are rep-
resented in feasible size, that Boolean operations are executed eciently, and that
there exist canonical representations when the variable ordering is xed. According
to these good properties, OBDDs are widely used in many applications especially in
computer-aided designs of logic circuits.
In this paper, we consider the problems of identifying the minimum size (or width)
OBDD that is consistent with all the given examples of a function. An example is a
pair consisting of an assignment and the value of the function for the assignment. We
prove that the minimum OBDD identication problems are NP-complete.
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If we regard the value of the function to be ‘don’t care’ for the assignments which
do not appear in the examples, the given set of examples represents an incompletely
specied Boolean function. That is, minimum OBDD identication is a problem of
identifying the simplest completely specied Boolean function that is consistent with
a given incompletely specied function. In many practical applications, it is required
to deal with incompletely specied Boolean functions. Several methods to represent
incompletely specied Boolean functions are considered [6,11,5,14], and heuristic al-
gorithms to minimize the size of OBDDs by assigning appropriate values to ‘don’t
care’ outputs are proposed in [5,14].
The minimum OBDD identication problems are closely related to computational
learning theory. Not so many results are known on the learnability of OBDDs [7,8,
2,13]. A simpler problem where the input is an OBDD representation of an incom-
pletely specied Boolean function is shown to be NP-complete in [13]. In this paper,
from the NP-hardness of minimum OBDD identication, we can conclude that, for in-
nitely many xed f(n); f(n)-width OBDD and f(n)-size OBDD are not learnable in
polynomial time under PAC(Probably Approximately Correct)-learning model [16,10]
unless NP=RP, where n is the number of variables.
In addition, we also consider restricting the Boolean functions to monotone functions.
Minimum OBDD identication can be easier when the class of Boolean functions is
restricted. However, we prove that the problem is still NP-hard for monotone functions.
This paper is organized as follows. In Section 2, we give denitions of OBDDs. In
Section 3, we prove the NP-completeness of minimum OBDD identication problems.
In Section 4, we consider the case when we restrict the functions to be monotone
functions.
2. Ordered binary decision diagram
An ordered binary decision diagram (OBDD) [1,4] is a directed acyclic graph that
represents a Boolean function. The nodes of an OBDD consist of variable nodes and
two value nodes. One of the variable nodes is the source and the value nodes are
sinks. Two value nodes are labeled by 0 and 1 respectively, and a variable node is
labeled by a variable. Let label(v) be the label of node v. Each variable node has two
outgoing edges, which are called 0-edge and 1-edge. Let edge0(v); edge1(v) denote the
nodes pointed to by the 0-edge and the 1-edge of node v respectively. There is a total
ordering of variables for an OBDD, which is called a variable ordering. On every path
from the source to a value node, each variable appears at most once according to the
variable ordering. If label(v) is the kth element of the variable ordering, we say that
k is the level of v and denote level(v) = k.
The value of the function is given by traversing from the source to a value node.
At a variable node, one of the outgoing edges is selected according to the assignment
to the variable. The value of the function is 0 if the label of the value node is 0, and
1 if the label is 1. The Boolean function that is represented by node v, denoted by fv,
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Fig. 1. A reduced OBDD for f = x1 x2x3 + (x1 + x2)x4.
is dened as follows by Shannon’s expansion:
fv =
(
label(v) if v is a value node;
label(v)  fedge1(v) + label(v)  fedge0(v) otherwise:
An OBDD represents the function represented by the source.
When two nodes i and j have the same label and represent the same function, they
are called equivalent nodes. An OBDD is called a dense OBDD when all the edges
from the variable nodes point to nodes in the next level. A dense OBDD which has no
equivalent nodes is called a quasi-reduced OBDD [9]. In terms of branching programs,
it is called a read-once-only oblivious branching program. When edge1(i) = edge0(i),
node i is called a redundant node. An OBDD which has no equivalent nodes and no
redundant nodes is called a reduced OBDD. It is known that a Boolean function is
uniquely represented by a reduced OBDD or a quasi-reduced OBDD, provided that
the variable ordering is xed. For example, we show a reduced OBDD for f= x1 x2x3
+ (x1 + x2)x4 in Fig. 1. The variable ordering of the OBDD is x1; x2; x3; x4. When
x1 = x3 = 0 and x2 = x4 = 1, the corresponding path is shown in thick lines in Fig. 1
and the function value is 1.
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The size of an OBDD is the total number of nodes. The width of level i, denoted
as Wi, of a quasi-reduced OBDD is the number of nodes in level i. The width W of
an OBDD is the maximum of Wi for all i.
3. NP-completeness of minimum OBDD identication
In this section, we consider the complexity of identifying the minimum OBDD from
positive examples and negative examples. We assume in this paper that the variable
ordering of an OBDD is xed as x1; x2; : : : ; xn.
Denition. MINIMUM WIDTH OBDD IDENTIFICATION.
Instance: A set EX of examples of an n-variable Boolean function F(n) and a
function f(n).
Question: Is there a quasi-reduced OBDD of width less than or equal to f(n) that
is consistent with all the examples?
Denition. MINIMUM OBDD IDENTIFICATION.
Instance: A set EX of examples of an n-variable Boolean function F(n) and a
function f(n).
Question: Is there an OBDD which has less than or equal to f(n) nodes that is
consistent with all the examples?
An example is a pair hx; F(x)i, where x 2 f0; 1gn is an assignment for variables
x1; x2; : : : ; xn, and F(x) 2 f0; 1g is the value of F for an assignment x.
If we regard the value of the function to be ‘don’t care’ for the assignments which do
not appear in EX , EX represents an n-variable incompletely specied Boolean function.
When we x an assignment to x1; x2; : : : ; xk , it becomes an (n−k)-variable incompletely
specied Boolean function.
Let f; g; h be incompletely specied Boolean functions. We write f v g when, for
any x 2 f0; 1gk ; g(x) = 1 if f(x) = 1 and g(x) = 0 if f(x) = 0. We say that f and g
can be unied i there exists h s.t. f v h; g v h. Let H = fhjf v h; g v hg. Then
h0 =
Fff; gg is dened as h0 2 H s.t. 8h 2 H h0 v h.
Theorem 3.1. MINIMUM OBDD IDENTIFICATION is NP-complete.
Proof. First, we show that MINIMUM OBDD IDENTIFICATION is in NP. If f(n)>
njEX j, there exists a consistent OBDD of size f(n). Otherwise, we guess an OBDD of
size f(n) and then check if it is consistent with all the examples as shown in [14,13].
Next, we show the NP-hardness of MINIMUM OBDD IDENTIFICATION by a
reduction from GRAPH K-COLORABILITY.
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Denition. GRAPH K-COLORABILITY
Instance: An undirected graph G(V; E) and a positive integer K:
Question: Is there a function f : f0; 1; : : : ; jV j− 1g ! f1; 2; : : : ; Kg s.t. f(i) 6= f(j)
for all the edges (i; j) 2 E?
Let N = jV j. We can assume without loss of generality that N is a power of 2.
The Boolean function of the reduced problem has n= 7logN + 4 variables. The set
of examples is as follows:
hBa  Bb  Bc  Bd  Be  000  Ba  Bs; 0i (s>a);
hBa  Bb  Bc  Bd  Be  000  Bs  Ba; 1i (s<a);
hBa  Bb  Bc  Bd  Be  001  Bb  Bs; 0i (s>b);
hBa  Bb  Bc  Bd  Be  001  Bs  Bb; 1i (s<b);
hBa  Bb  Bc  Bd  Be  010  Bc  Bs; 0i (s>c);
hBa  Bb  Bc  Bd  Be  010  Bs  Bc; 1i (s<c);
hBa  Bb  Bc  Bd  Be  011  Bd  Bs; 0i (s>d);
hBa  Bb  Bc  Bd  Be  011  Bs  Bd; 1i (s<d);
hBa  Bb  Bc  Bd  Be  0100  Be  Bs; 0i (s>e);
hBa  Bb  Bc  Bd  Be  0100  Bs  Be; 1i (s<e);
hBa  Bb  Bc  Bd  Be  1100  Be  Bs; 0i (s>e; (e; s) 2 E);
hBa  Bb  Bc  Bd  Be  1100  Bs  Be; 1i (s<e; (s; e) 2 E);
hBa  Bb  Bc  Bd  Be  0101  Bb0  Bs; 0i (s>b0);
hBa  Bb  Bc  Bd  Be  0101  Bs  Bb0 ; 1i (s<b0);
hBa  Bb  Bc  Bd  Be  1101  Bb00  Bs; 0i (s>b00);
hBa  Bb  Bc  Bd  Be  1101  Bs  Bb00 ; 1i (s<b00);
where 06a; b; c; d; e; s6N−1; b0=b+1 (mod N ); b00=b+2 (mod N ) and  represents
both 0 and 1. The number of examples is
11N 5(N − 1) + 2jEjN 4 = O(N 6):
The bound for the number of nodes is f(n) = 3N 5 + (K + 2)N 4 − 2. The examples
can be generated using logspace.
First, we consider the subfunctions on x5log N+5; : : : ; x7log N+4. It can be observed that
there are 2N dierent subfunctions fi; gi (06i6N − 1) as follows:
fi(Br  Bs) =
8<
:
0 if r = i; r < s;
1 if s= i; r < s;
undened otherwise;
gi(Br  Bs) =
8<
:
0 if r = i; r < s; (r; s) 2 E;
1 if s= i; r < s; (r; s) 2 E;
undened otherwise:
In order to count the width of each level, we use the following propositions.
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Proposition 3.2. (1) For any i; j (i 6= j; 06i; j6N −1); fi and fj cannot be unied.
(2) gi and gj (i 6= j) can be unied i (i; j) 62 E:
(3) gi v fi (06i6N − 1):
(4) If gi1 ; gi2 ; : : : ; gim can be unied; g
0 =
Ffgi1 ; gi2 ; : : : ; gimg can be unied with any
one of fi1 ; fi2 ; : : : ; fim .
Proof. Assume without loss of generality that i< j:
(1) fi(Bi  Bj) = 0 and fj(Bi  Bj) = 1:
(2) If (i; j) 2 E; gi(Bi  Bj) = 0 and gj(Bi  Bj) = 1. If (i; j) 62 E; gi and gj are not
dened for assignment Bi  Bj: gi can be dened for assignments Bi  Bk (i< k; k 6= j)
and Bk  Bi (k < i), but gj is not dened for these assignments.
(3) Obvious from the denitions of fi and gi:
(4) We have to show that fik (16k6m) can be unied with gil for any 16l6m.
Assume that ik < il. As gil is not dened for assignment Bik  Bil ; fik is not dened
for any assignment for which gil is dened. The proof is similar for il < ik .
The next lemma follows from Proposition 3:2:2.
Lemma 3.3. The function gi (06i6N − 1) can be divided into K subsets such that
all of the elements in a subset can be unied i G is K-colorable.
In order to count the number of nodes, we must remove redundant nodes from the
width of each level. The minimum number of nodes in each level, denoted by node
(level), is as follows. In this case, the number of nodes can be minimized at the same
time in levels from 1 to 5 logN + 5. In the following, let t = logN for simplicity.
1. 16level65t + 1
There are N 5 nodes in level 5t + 1. These functions are represented as
x5t+2  x5t+3  x5t+4fa + x5t+2  x5t+3  x5t+4fb
+x5t+2  x5t+3  x5t+4fc + x5t+2  x5t+3  x5t+4fd
+x5t+1  x5t+2  x5t+3  x5t+4fe + x5t+1  x5t+2  x5t+3  x5t+4ge
+x5t+1  x5t+2  x5t+3  x5t+4fb0 + x5t+1  x5t+2  x5t+3  x5t+4fb00 :
Any two of them cannot be unied and none of them is redundant. Therefore,
node(level) = 2level−1. The total number of nodes is
5t+1X
level=1
2level−1 = 2N 5 − 1:
2. level= 5t + 2
Any two subfunctions obtained by dierent combinations of a; b; c; d cannot be
shared. Now assume the values are xed. When x5t+1 = 1, there are N functions
which dier only when x5t+2=1 and x5t+3=x5t+4=0. They can be unied to K func-
tions i G is K-colorable. When x5t+1 = 0, any two subfunctions cannot be unied.
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Any two subfunctions obtained by dierent values of x5t+1 cannot be shared because
fb0 and fb00 cannot be unied. None of the subfunctions in this level is redundant
because fb is unied with neither fb0 nor fb00 . Therefore, node(5t+2)=N 5+KN 4.
3. level= 5t + 3
When x5t+2 = 0, there are N 4 dierent subfunctions
x5t+3  x5t+4  fa + x5t+3  x5t+4  fb + x5t+3  x5t+4  fc + x5t+3  x5t+4  fd:
Among them, N 2 nodes can be removed as redundant nodes. The subfunctions
obtained by x5t+1=0 and x5t+2=1 are covered with some of them. The subfunctions
obtained by x5t+1=x5t+2=1 can also be unied with some of them. From Proposition
3:2:4, it is possible even when some nodes are unied in level 5t + 2. Therefore,
for any G, node(5t + 3) = N 4 − N 2.
4. level= 5t + 4
Similarly to level 5t + 3, node(5t + 4) = N 2 − N .
5. 5t + 56level67t + 4
node(5t+5)=N . Then the total number of nodes is less than
P2t
i=1 N 2i−1=N 3−N .
From the above discussions, when G is K-colorable and is not (K − 1)-colorable, the
total number of nodes is at least
Smin(N; K)
=(2N 5 − 1) + (N 5 + KN 4) + (N 4 − N 2) + (N 2 − N ) + N
=3N 5 + (K + 1)N 4 − 1
and is not more than
Smax(N; K)
=(2N 5 − 1) + (N 5 + KN 4) + (N 4 − N 2) + (N 2 − N ) + (N 3 − N )
=3N 5 + (K + 1)N 4 + N 3 − 2N − 1:
As Smin(N; K + 1)> 3N 5 + (K + 2)N 4 − 2>Smax(N; K), the number of nodes is less
than 3N 5 + (K + 2)N 4 − 2 i G is K-colorable.
Similarly, the following theorem can be proved.
Theorem 3.4. MINIMUM WIDTH OBDD IDENTIFICATION is NP-complete.
From Theorem 3.1 and Theorem 3.4, if we x f(n), we can make the same discus-
sion as [12] on the learnability of f(n)-width OBDD and f(n)-node OBDD. Let f(n)
be the function used in the reduction. Then, if there exists a polynomial-time learning
algorithm, we can solve GRAPH K-COLORABILITY using the learning algorithm. As
the learning algorithm uses randomly selected examples, it implies NP = RP.
Corollary 3.5. There exist innitely many f(n) such that f(n)-node OBDD (f(n)-
width OBDD) is not learnable under PAC-learning model unless NP = RP.
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Proof. In the proofs of Theorems 3.1 and 3.4, it is possible to increase the number of
variables without changing the number of examples by adding redundant variables to
each example. It does not aect the size (width) of an OBDD. In this way, for each
dierent n, we can obtain a reduction using dierent f(n).
f(n) used in the proof of Theorem 3.1 is exponential to n. However, it is possible
to add p(N ) redundant variables, where p(N ) is a polynomial of N . Thus, f(n) can
be a polynomial.
4. Minimum identication for monotone functions
In this section, we consider the case to restrict a Boolean function to be monotone.
The examples must have a monotone extension and the question is whether there exists
a monotone extension whose OBDD size (width) is bounded by f(n).
Theorem 4.1. MINIMUM WIDTH OBDD IDENTIFICATION and MINIMUM OBDD
IDENTIFICATION are NP-hard for monotone functions.
Proof. The basic idea of the proof is similar to that of Theorem 3.1. The Boolean
function of the reduced problem has n= N 5 + 4 logN + 5 variables.
hH(a;b;c;d;e)  00000 MN MN ; 0i;
hH(a;b;c;d;e)  00001 Ma Ms; 0i (s 6= a);
hH(a;b;c;d;e)  00001 Ms Ma; 1i (s 6= a);
hH(a;b;c;d;e)  00010 Mb Ms; 0i (s 6= b);
hH(a;b;c;d;e)  00010 Ms Mb; 1i (s 6= b);
hH(a;b;c;d;e)  00100 Mc Ms; 0i (s 6= c);
hH(a;b;c;d;e)  00100 Ms Mc; 1i (s 6= c);
hH(a;b;c;d;e)  01000 Md Ms; 0i (s 6= d);
hH(a;b;c;d;e)  01000 Ms Md; 1i (s 6= d);
hH(a;b;c;d;e)  10000 MN MN ; 1i;
hH(a;b;c;d;e)  10000 Me Ms; 0i (e 6= N − 1; except a= b= c = d= N − 1);
hH(a;b;c;d;e)  10000 Ms Me; 1i (e 6= N − 1; except a= b= c = d= N − 1);
hH(N−1;N−1;N−1;N−1; e)  10000 Me Ms; 0i ((d; s) 2 E);
hH(N−1;N−1;N−1;N−1; e)  10000 Ms Me; 1i ((d; s) 2 E);




5−j)th bit is 1 and 0 everywhere else. Mi is the ith 2 logN -bit binary se-
quence which includes exactly logN 1s. Note that there exist at least N + 1 such
sequences because 2n=2<n Cn=2. The number of examples is O(N 6). The bound on
the width of the OBDD is f(n) = N 5 − N + K + 2 for MINIMUM WIDTH OBDD
IDENTIFICATION and the bound on the number of nodes is f(n) = N 10=2 − N 6
+ (K + 5=2)N 5 +N 2=2− (K + 5=2)N +K for MINIMUM OBDD IDENTIFICATION.
Y. Takenaga, S. Yajima /Discrete Applied Mathematics 107 (2000) 191{201 199
When we consider subfunctions on xN 5+6; : : : ; xN 5+4 log N+5, there are 2N dierent
subfunctions f0i ; g
0
i (06i6N − 1) as follows. All the other subfunctions are undened
for any assignment.
f0i(R  S) =
8<
:
0 if R=Mi; S =Ms (06s6N − 1; s 6= i);
1 if S =Mi; R=Mr (06r6N − 1; r 6= i);
undened otherwise;
g0i(R  S) =
8>><
>>:
0 if R=Mi; S =Ms (06s6N − 1); (i; s) 2 E;
1 if S =Mi; R=Mr (06r6N − 1); (r; i) 2 E
or S = R=MN ;
undened otherwise:
It is not dicult to see that these functions satisfy the same properties as fi; gi shown
in Proposition 3.2 and Lemma 3.3. In addition, they have the following properties.
Proposition 4.2. For any one of f0i ; g
0
i and
Ffg0i1 ; g0i2 ; : : : ; g0img; there exists a com-
pletely specied monotone Boolean function which is consistent with it.
Proof. All the assignments for which the value of f0i is specied has the same number
of 1s. Thus, the positive function whose minimum true points are the assignments to
make f0i = 1 is consistent with f
0
i . It is similar for g
0
i and
Ffg0i1 ; g0i2 ; : : : ; g0img.
The other subfunctions can be dened in the following manner without increasing
the number of nodes. Let the subfunctions be a constant 0 if there is no 1 among
x1; x2; : : : ; xN 5 , and let the subfunctions be a constant 1 if there are at least two 1s
among them.
Now we show that the minimum width of level N 5 + 1 is N 5 −N +K +2 when G
is K-colorable and is not (K − 1)-colorable.
1. By the given examples and the above assignments, there are N 5+2 dierent subfunc-
tions in this level. Two of them represent constants and the other N 5 subfunctions
can be represented by N 5 − N + K nodes. Hence, WN 5+1 = N 5 − N + K + 2. It is
clear that the width of this level cannot be smaller than N 5 − N + K + 2.
Next, we show that the widths of the other levels by the above assignment are
smaller than WN 5+1 for large N .
2. 16level6N
There are level dierent subfunctions which are not constants. Hence, Wlevel6
level+ 1.
3. N + 16level6N 5
In level N 5, there are N 5+1 dierent subfunctions, none of which can be redundant
except one which represents a constant 1. Among them, N subfunctions that include
g0i (06i6N−1) can be represented by K nodes. Considering that the function must
be monotone, none of the nonconstant nodes in this level can be redundant. Thus,
WN 5 = N 5 − N + K + 1. Similarly, Wlevel = level− N + K + 1.
4. level= N 5 + 2
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In this level, except two constant functions, there are N 4 dierent subfunctions
obtained by assignments with xN 5+1 = 0 and 2N dierent subfunctions obtained by
assignments with xN 5+1=1. From Proposition 3:2:4, the latter ones can be represented
by N nodes. Thus, WN 5+26N 4 + N + 2.
5. N 5 + 36level6N 5 + 5
Similarly, WN 5+36N 3 + N + 2; WN 5+46N 2 + N + 2 and WN 5+562N + 2.
6. N 5 + 66level6N 5 + 4 logN + 2
Wlevel62N  2level−N 5−5 + 26N 5=4 + 2:
7. N 5 + 4 logN + 36level6N 5 + 4 logN + 5
WN 5+4 log N+36256; WN 5+4 log N+4616; WN 5+4 log N+564:
Summing up the widths of all the levels except constant nodes, Smin(N; K + 1) =
N 10=2−N 6+(K+5=2)N 5+N 2=2−(K+5=2)N+K+1 and Smax(N; K)=N 10=2−N 6+(K
+2)N 5+N 4+N 3+2N 2−(K+1)N+K+276. Hence, Smin(N; K+1)>f(n)>Smax(N; K).
We can make the above function completely specied using Proposition 4.2. At last,
we show that the completely specied function which satises all the examples is a




i 6=j;16i; j6N 5 xixj,
where Fi is the subfunction obtained by the assignment xi =1; x1 =   = xi−1 = xi+1 =




i 6=j;N 5+16i; j6N 5+5 xixj, where
Gi is a positive function which is consistent with f0i or g
0
i . After all, the completely
specied function is represented by a positive DNF.
This result means that Corollary 3.5 holds even for monotone functions.
Corollary 4.3. MINIMUM WIDTH OBDD IDENTIFICATION and MINIMUM OBDD
IDENTIFICATION for monotone functions are NP-complete when f(n) is bounded
by a polynomial of the input size.
Proof. In order to show that this problem is in NP, we must check that the guessed
OBDD represents a monotone function. Let f6g denote f(x)6g(x) for all x. We use
the fact that (i) when f is monotone, fjxi=06fjxi=1 and both of them are monotone,
and (ii) when f6g; fjxi=06gjxi=0 and fjxi=16gjxi=1. First, we transform the OBDD
to the equivalent dense OBDD. Starting from the source, we list all the pairs of nodes
(u; v) which must satisfy fu6fv. The pairs of nodes in level l are obtained from the
pairs of nodes in level l− 1 from the above rules. The OBDD represents a monotone
function i the pair (1; 0) does not appear in the constant nodes. As the number of
pairs in level l is bounded by W 2l , the total number of pairs is polynomial in f(n).
Thus, the procedure is executed in polynomial time.
5. Conclusion
In this paper, we have proved the NP-completeness of minimum OBDD identication
problems for general Boolean functions and monotone functions. These problems are
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closely related to computational learning theory and the results imply that, for innitely
many f(n); f(n)-node OBDD (f(n)-width OBDD) is not (properly) PAC-learnable
within polynomial time unless NP = RP.
We have assumed in this paper that the variable ordering is xed. However, the
size of an OBDD may vary largely when the variable ordering is changed. It is
possible to dene the minimum identication problems so that we can select a good
variable ordering. However, these problems seem very dicult because it is known
that the problem to nd the best variable ordering is also NP-complete [3,15].
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