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Eine der wichtigsten Herausforderungen fu¨r die Theoretische Chemie ist heute die Re-
duktion des Skalenverhaltens fu¨r den Rechenaufwand quantenchemischer Methoden. Denn
auch wenn durch die quantenchemische Methodenhierarchie prinzipiell bekannt ist, wie
in den meisten Fa¨llen nahezu beliebig genaue Berechnungen an Moleku¨len durchgefu¨hrt
werden ko¨nnen, steigt der Rechenaufwand der Methoden mit der Moleku¨lgro¨ße und der
Genauigkeit stark an. Bereits fu¨r einfache Verfahren wie die konventionelle Hartree-Fock-
Methode nimmt der Rechenaufwand asymptotisch mit der dritten Potenz der Moleku¨lgro¨ße
M zu. Das bedeutet, dass ein 2-mal gro¨ßeres Moleku¨l die 23 = 8-fache Rechenzeit beno¨tigt.
Fu¨r die genaueren Elektronenkorrelationsmethoden steigt der Aufwand konventionell sogar
mindestens mit der fu¨nften Potenz der Moleku¨lgro¨ße an, so dass fu¨r ein 2-mal gro¨ßeres
Moleku¨l bereits mindestens die 32-fache Rechenzeit beno¨tigt wird (siehe Abb. 1.1). Die
Anwendbarkeit quantenchemischer Methoden zur Untersuchung großer Moleku¨le ha¨ngt
daher maßgeblich von der Reduktion des Skalenverhaltens O(Mn) ab, und so steht auch
die Entwicklung neuer linear-skalierender Verfahren (O(M)) im Mittelpunkt dieser Arbeit.
Dabei ist es wichtig, dass die zum Einsatz kommenden Techniken rigoros sind, damit es zu
keinem Verlust an Genauigkeit und Zuverla¨ssigkeit der Ergebnisse kommt.
Im Rahmen vieler Rechenmethoden ist die Berechnung und Verarbeitung von Zwei-
elektronenintegralen ein geschwindigkeitsbestimmender Schritt. Dies gilt beispielsweise fu¨r
direkte Self-Consistent-Field-Methoden wie die Hartree-Fock- oder Dichtefunktionaltheo-
rie, die auch heute zu den fundamentalen Methoden der Quantenchemie za¨hlen. Auf der
Hartree-Fock-Methode baut beispielsweise die Hierarchie der sogenannten Post-Hartree-
Fock-Methoden zur Beschreibung der Elektronenkorrelation auf. Im Rahmen dieser Me-
thoden wirkt sich das Auftreten der Zweielektronenintegrale noch verheerender aus: Beim
einfachsten Vertreter der Korrelationsmethoden, der Møller-Plesset-Sto¨rungstheorie zwei-
ter Ordnung (MP2), dominiert die Transformation der Zweielektronenintegrale von der
Basis der Atomorbitale (AOs) in die Basis der Moleku¨lorbitale (MOs) die Rechenzeit be-
reits fu¨r mittelgroße Systeme vollsta¨ndig. Daher sind eﬃziente Strategien zur Berechnung
und Verarbeitung (z.B. Transformation) der Zweielektronenintegrale von zentraler Bedeu-
tung fu¨r niedrig-skalierende Reformulierungen.
Eine zentrale Entwicklung dieser Arbeit stellt eine neuartige rigorose Schranke fu¨r Zwei-
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(a) (b)
Abbildung 1.1: Illustration von Skalenverhalten und Vorfaktor. (a) Vergleich einiger Me-
thoden mit unterschiedlichem Skalenverhalten, (b) Bedeutung des Vorfaktors.
elektronenintegrale dar, die sogenannten
”
Multipole Based Integral Estimates“ (MBIE) [1].
Mit Integralschranken kann abgescha¨tzt werden, welche Integrale numerisch signiﬁkant
sind, so dass auch nur die signiﬁkanten Integrale berechnet und verarbeitet werden mu¨ssen.
Diese Abscha¨tzung ist natu¨rlich um so besser, je genauer das exakte Verhalten der Zwei-
elektronenintegrale beru¨cksichtigt wird. Die MBIE-Schranken sind dabei die ersten rigoro-
sen oberen Schranken, mit denen alle wichtigen Eigenschaften der Zweielektronenintegrale
beru¨cksichtigt werden. Insbesondere beschreiben sie erstmals rigoros das 1/R-Verhalten der
Integrale mit dem Abstand R zwischen den Ladungsverteilungen, was von den bisherigen
rigorosen Integralschranken vollsta¨ndig vernachla¨ssigt wurde.
Diese Beru¨cksichtigung der Abstandsabha¨ngigkeit wird im Rahmen von Korrelations-
methoden sogar noch wichtiger, da hier ein Verhalten von 1/R4 und ho¨her auftritt. Durch
die MBIE-Methode wird es zum ersten Male mo¨glich, dieses Verhalten fu¨r Korrelations-
methoden rigoros zu beru¨cksichtigen [2] und so linear-skalierende und dennoch numerisch
genaue und zuverla¨ssige Korrelationsmethoden zu formulieren.
Ein genaues und rigoroses Integralscreening ist praktisch ubiquita¨r in der Quanten-
chemie einsetzbar. In dieser Arbeit wird das MBIE-Screening verwendet, um Beitra¨ge zur
Lo¨sung der folgenden Probleme zu leisten:
• Beschleunigung der Bildung der Integralmatrizen (insbesondere der Austauschma-
trix) im Rahmen direkter SCF-Methoden wie Hartree-Fock- oder (Hybrid-) Dich-
tefunktionalmethoden. Als Fundament der quantenchemischen Methodenhierarchie
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kommt diesem Punkt weiterhin eine große Bedeutung zu.
• Entwicklung eines neuartigen Verfahrens zur Beschleunigung von Schritten auf der
Born-Oppenheimer-Hyperﬂa¨che, wie sie im Rahmen von Geometrieoptimierungen
und Moleku¨ldynamik-Simulationen vorkommen. Dieses Verfahren soll einen neuen
eﬃzienten Zugang zur Struktur und Dynamik von Moleku¨len ero¨ﬀnen.
• Beitra¨ge zur Reformulierung der MP2-Theorie in der Basis von Atomorbitalen (AO-
MP2) mit linear-skalierender Anzahl an Integralen.
Ein weiterer zentraler Punkt dieser Arbeit ist die Entwicklung einer eﬃzienten Strate-
gie zur Berechnung transformierter Integrale im Rahmen von Elektronenkorrelationsmetho-
den. Dazu soll eine Erweiterung der Fourier-Transform-Coulomb-Methode (FTC) [3] entwi-
ckelt werden, mit der die transformierten Coulomb-Integrale der AO-MP2-Methode linear-
skalierend, eﬃzient und mit hoher numerischer Genauigkeit berechnet werden ko¨nnen.
Ferner wird ein eﬃzienter und linear-skalierender Ansatz zur Berechnung von intermo-
lekularen Wechselwirkungsenergien entwickelt. Diese spielen bei vielen chemischen und
biochemischen Prozessen eine wichtige Rolle – hier seien exemplarisch nur die DNA-




Die Quantenchemie bescha¨ftigt sich mit der Entwicklung und Anwendung von Methoden
zur Berechnung von Atom- und Moleku¨leigenschaften auf der Basis der Quantenmechanik.
Ihre Grundlagen sind wohlbekannt und werden in der Lehrbuchliteratur [4–26] eingehend
beschrieben. Daher werden diese im vorliegenden Kapitel lediglich in dem Umfang ange-
sprochen, wie sie zur Einfu¨hrung der Notation no¨tig und fu¨r die in dieser Arbeit verwen-
deten bzw. weiterentwickelten Methoden relevant sind.
2.1 Die molekulare Schro¨dingergleichung
Ein zentrales Problem der Quantenchemie ist die Lo¨sung der stationa¨ren molekularen
Schro¨dingergleichung (SG) [27], aus der man die Energie und Wellenfunktion und daru¨ber
sa¨mtliche Observablen eines gebundenen molekularen Systems erhalten kann [17, 18]. Die
SG ist jedoch bereits fu¨r Systeme mit mehr als drei Teilchen nur noch na¨herungsweise
lo¨sbar. Eine Vereinfachung kann mit der Born-Oppenheimer-Na¨herung [28–30] erzielt wer-
den. Hierbei werden die Kern- und Elektronenfreiheitsgrade separiert, indem die Kerne als
ortsfest angenommen werden (clamped nuclei approach). Die BO-Na¨herung liefert fu¨r eine
Vielzahl von chemischen Fragestellungen gute Ergebnisse und fu¨hrt zudem auf das wich-
tige Konzept der Potentialhyperﬂa¨chen [31–33]. Sie stellt daher eine zentrale und ha¨uﬁg
verwendete Na¨herung der Quantenchemie dar und wird in dieser Arbeit durchgehend vor-
ausgesetzt.1
Innerhalb der nicht-relativistischen Theorie reduziert sich damit das Problem auf die
Lo¨sung der elektronischen Schro¨dingergleichung
Hˆ |Ψn〉 = En |Ψn〉 , (2.1)
durch die man die elektronische Energie En sowie die zugeho¨rige elektronische Wellen-
funktion Ψn(r) = 〈r|Ψn〉 erha¨lt. Der elektronische Hamilton-Operator ist (in atomaren
1Eine Diskussion der Gu¨ltigkeit der BO-Na¨herung aus mathematischer Sicht und im Zusammenhang
mit der diabatischen Approximation findet sich in Ref. [34] und Referenzen darin. Genauere Alternativen
zum BO-Ansatz werden in den Referenzen [31, 32, 35] vorgestellt. Eine sehr detaillierte Diskussion nicht-
adiabatischer Effekte fu¨r zweiatomige Moleku¨le ist in Ref. [36] zu finden.
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Hierbei sind i und A Elektronen- bzw. Kernindices, Nel und Nnuc die Anzahl an Elektronen
und Kernen, sowie ZA die Ladungszahl des Kerns A. Der Nabla-Operator∇ bezeichnet den
Vektoroperator der Ableitung nach den Raumrichtungen, und riA sowie rij sind Elektron-
Kern- bzw. Elektron-Elektron-Absta¨nde. Hˆnuc ist die Summe aller Kern-Kern-Abstoßungen
ZAZB
RAB
, die innerhalb der BO-Na¨herung parametrisch in (2.2) eingehen.
Die elektronische Schro¨dingergleichung (2.1) ist wegen der Elektron-Elektron-Kopp-
lungsterme r−1ij nicht nach den einzelnen Elektronenkoordinaten separierbar [37] und stellt
somit ein System gekoppelter partieller Diﬀerentialgleichungen dar. Daher ist die Entwick-
lung akkurater und eﬃzienter Verfahren zur Behandlung der Elektron-Elektron-Wechsel-
wirkung eine zentrale Aufgabe der Elektronenstrukturtheorie.
2.2 Die Hartree-Fock-Na¨herung
Eine Mo¨glichkeit zur na¨herungsweisen Separation der Elektronenkoordinaten wurde von
Hartree und Fock (HF) entwickelt [38, 39]. Dabei wird davon ausgegangen, dass sich die
N -Teilchen-Wellenfunktion durch eine einzelne Slater-Determinante bzw. ein antisymme-
trisiertes Produkt von N Spinorbitalen φi(x) anna¨hern la¨sst:
Ψn(x1,x2, . . . ,xN) =
1√
N !




Hierbei ist die Koordinate x die Gesamtheit der Raumkoordinate r und der
”
Spinkoor-
dinate“ ω: x = {r, ω}. Auf den durch Gl. (2.3) deﬁnierten Antisymmetrisierungsoperator
Aˆ wird in einem spa¨teren Kapitel noch einmal eingegangen.
Durch Einsetzen der Slater-Determinante in die elektronische Schro¨dingergleichung und
Minimierung des Energieerwartungswertes bezu¨glich Orbitalrotationen unter der Randbe-
dingung der Orthonormierung der φi kann gema¨ß dem Variationsprinzip [40, 41] diejeni-
ge Wellenfunktion gefunden werden, welche unter den Eindeterminantenansa¨tzen die SG
(2.1) optimal lo¨st. Dies fu¨hrt zu den bekannten (kanonischen) Hartree-Fock-Gleichungen
[19, 38, 39]
fˆ(j)φi(xj) = εiφi(xj). (2.4)
Hierbei ist fˆ(i) der Fock-Operator fu¨r Elektron j und εi ist die kanonische Energie des Orbi-
tals φi. Die genaue Form des Fock-Operators wird spa¨ter anhand seiner Matrixdarstellung
angegeben.
In dieser Arbeit wird ausschließlich die Restricted-Hartree-Fock-Na¨herung (RHF) fu¨r
geschlossenschalige Systeme eingesetzt. Bei dieser wird angenommen, dass jeweils zwei
Abschnitt 2.2. Die Hartree-Fock-Na¨herung 7
Elektronen unterschiedlichen Spins dasselbe Raumorbital besetzen. Dann lassen sich die
Spinorbitale in das Produkt eines reellwertigen Raumorbitals ϕ(r) und einer Spin-Eigen-
funktion α bzw. β zerlegen:
φi(x) = ϕi(r) · α(ω)
φN+i(x) = ϕi(r) · β(ω). (2.5)
Hierbei wurden die Spinorbitale so numeriert, dass die φi=1...N α-Spin haben und die
φi=N+1...2N β-Spin. Unter Ausnutzung der Orthonormierung der Spinfunktionen (”
Spin-
integration“) erha¨lt man dann die RHF-Gleichungen. Diese sind aufgrund der eﬀektiven
Halbierung der Anzahl an Orbitalen eﬃzienter zu implementieren als die Spinorbital-
Formulierung. Zudem tritt das Problem der Spinkontamination [42] nicht auf.





kann man die HF-Gleichungen algebraisieren, was fu¨r die computergestu¨tzte Lo¨sung vor-
teilhaft ist. Als Basisfunktionen (BF) werden heute in der Quantenchemie aus praktischen
Gru¨nden2 u¨berwiegend kontrahierte Gaußfunktionen verwendet [20, 43], was auch im Fol-
genden vorausgesetzt werden soll. Fu¨r die Basisfunktionen hat sich die (etwas ungenaue)
Bezeichnung als
”
Atomorbitale“ (AOs) eingebu¨rgert, da die BF meist so gewa¨hlt werden,
dass sie die Lo¨sungen atomarer HF-Rechnungen anna¨hern. Details u¨ber die nicht-trivialen
Probleme der Entwicklung von Basissa¨tzen (z.B. Auswahl der korrelierenden Funktionen)
sowie die Anforderungen an sie geben beispielsweise die Referenzen [20, 44–49].
U¨ber die Entwicklung in Basisfunktionen gelangt man zu den Roothaan-Hall-Gleichun-
gen [50, 51]








Pµν (2Jµν −Kµν) . (2.8)
Hierbei ist F = (〈µ| fˆ |ν〉) die Fock-Matrix
F = h+ 2J−K, (2.9)
C = (Cµi) die Matrix der MO-Koeﬃzienten und ε die Matrix der kanonischen Orbitalener-
gien. h bezeichnet die Matrix der Einelektronenintegrale,








2→ Gaussian Overlap Theorem [19]
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Die Coulomb- und Austauschmatrizen J und K werden durch die Kontraktion der Zwei-






















aus der Koeﬃzientenmatrix berechnet werden.
Es ist instruktiv, die MO-Darstellung der Zweielektronenterme zu betrachten. Der
Coulombterm kann als klassische Wechselwirkung zwischen den Ladungsdichten ρi(x1) =
|ϕi(x1)|2 und ρj(x2) = |ϕj(x2)|2 interpretiert werden,





wa¨hrend der Austauschterm einen reinen Quanteneﬀekt beschreibt.3 Das Coulomb- und
Austauschpotential, welchem ein einzelnes Elektron im Orbital ϕi ausgesetzt ist, erha¨lt
man demnach durch die ra¨umliche Mittelung u¨ber die Wechselwirkung mit den anderen
Elektronen in den u¨brigen Orbitalen ϕj. Das HF-Potential ist somit ein gemitteltes Poten-
tial und die HF-Na¨herung ist eine Na¨herung des gemittelten Feldes (mean-field approxi-
mation); die instantane Interelektronenwechselwirkung r−1ij aber wird vernachla¨ssigt.
Die Fock-Matrix (2.9) ha¨ngt u¨ber den Coulomb- und den Austauschterm von ihren
Eigenfunktionen, den Moleku¨lorbitalen, ab. Daher mu¨ssen die HF-Gleichungen ausgehend
von einer gescha¨tzten Start-Dichtematrix (initial guess) iterativ bis zur Selbstkonsistenz
gelo¨st werden [19]. Die HF-Methode geho¨rt somit zu den Self-Consistent-Field-Verfahren
(SCF). Der Ablauf einer HF-Rechnung ist wie folgt: Bei fest gewa¨hlten Basisfunktionen
werden die MO-Koeﬃzienten C ausgehend vom initial guess so lange iterativ optimiert,
bis Selbstkonsistenz und ein Energieminimum erreicht sind. Auf Probleme im Zusammen-
hang mit der Konvergenz des SCF-Zyklus [20, 53–56] sowie das Problem der Symmetrie-
brechung [57–64] soll hier nicht weiter eingegangen werden. Einige eﬃziente Ansa¨tze zur
3Zur Bedeutung der Austauschsymmetrie fu¨r die Existenz gebundener fermionischer Zustandsfunktio-
nen siehe die Pionierarbeiten von W. Pauli [52].
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Durchfu¨hrung von HF-Rechnungen an großen Moleku¨len werden in Abschnitt 2.4 ange-
sprochen.
Trotz einiger Unzula¨nglichkeiten (siehe Diskussion im na¨chsten Abschnitt) liefert die
HF-Methode meist qualitativ brauchbare Wellenfunktionen und Energien. Beispielsweise
kann die Energie oft zu ca. 99% des exakten Wertes reproduziert werden [19]. Bezu¨glich
der Berechnung molekularer Eigenschaften ﬁndet man fu¨r gu¨nstige Fa¨lle in der Litera-
tur [19, 20] Genauigkeitsangaben von 5–10% relativem Fehler im Vergleich zum exakten
Wert, was fu¨r manche interessante Anwendungen bereits ausreicht (siehe beispielsweise
Referenzen [65–71] fu¨r einige Anwendungen im Bereich der Berechnung kernmagnetischer
Eigenschaften). So nimmt die HF-Methode unter praktischen und konzeptuellen Aspek-
ten sowie als Ausgangspunkt genauerer Verfahren auch heute eine wichtige Rolle in der
quantenchemischen Methodenhierarchie ein.
2.3 Elektronenkorrelation
Im Rahmen der HF-Methode wird die Wellenfunktion durch eine Slater-Determinante an-
gena¨hert. Die exakte Wellenfunktion la¨sst sich jedoch im Allgemeinen nicht durch eine ein-
zelne Determinante ausdru¨cken, so dass die HF-Energie auch im Grenzfalle einer vollsta¨ndi-
gen Basis (sog. HF-Limit) nicht der exakten nichtrelativistischen Energie entspricht.
Betrachtet man ein System zweier wechselwirkender Elektronen i und j unterschiedli-
chen Spins, so ist aufgrund der Coulomb-Abstoßung r−1ij zu erwarten, dass die Wahrschein-
lichkeit P , Elektron i an einem bestimmten Ort ri zu ﬁnden, vom Aufenthaltsort rj von
Elektron j abha¨ngt. Im Rahmen der HF-Na¨herung sind jedoch die Aufenthaltswahrschein-
lichkeiten der beiden Elektronen unkorreliert (d.h. voneinander unabha¨ngig):
PHF(ri, rj) = P (ri) · P (rj). (2.15)
Dies la¨sst sich unmittelbar aus dem Coulomb-Teil der HF-Energie ersehen: Hierin ist die
instantane Coulomb-Wechselwirkung durch ein gemitteltes Potential ersetzt, so dass die
Aufenthaltswahrscheinlichkeit eines Elektrons nicht mehr instantan mit der Position eines
bestimmten anderen Elektrons verknu¨pft ist. In diesem Sinne wird die Elektronenkorrela-
tion im Rahmen des HF-Ansatzes nicht erfasst.4
Nach Lo¨wdin [57] wird die Diﬀerenz zwischen der exakten (nichtrelativistischen) Energie
und der HF-Energie im Grenzfall einer (im Sinne der Sobolev-Norm [20]) vollsta¨ndigen
Basis als Korrelationsenergie Ecorr bezeichnet:
Ecorr = Eexakt − EHF (vollsta¨ndige Basis). (2.16)
4Bei genauerer Betrachtung wird nur die sogenannte Coulomb-Korrelation vernachla¨ssigt. Ein Teil der
Korrelation, die sogenannte Fermi-Korrelation zwischen Elektronen gleichen Spins, ist jedoch bereits im
HF-Ansatz enthalten. Entsprechend wird das sogenannte Austausch-Korrelationsloch zu einem gewissen
Maße beschrieben, wa¨hrend das Coulomb-Korrelationsloch vollsta¨ndig fehlt [22]. Auch bestimmte Korre-
lationen zwischen der Raum- und Spinsymmetrie des Systems werden erfasst [57].
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Hierbei hat es sich eingebu¨rgert, ebenfalls die Diﬀerenz zwischen der HF-Energie und der
innerhalb der jeweiligen Einteilchenbasis exakten Energie (also auch bei unvollsta¨ndigen
Basissa¨tzen) als Korrelationsenergie zu bezeichnen. Auch im Folgenden wird der Begriﬀ
der Korrelationsenergie meist in diesem erweiterten Sinne verwendet.
Die fehlende Beschreibung der Elektronenkorrelation durch die HF-Wellenfunktion kann
nachtra¨glich durch die Verwendung von sogenannten Korrelationsmethoden ausgeglichen
werden. Zum Versta¨ndnis der unterschiedlichen Ansa¨tze zur Behandlung der Elektronen-
korrelation ist es zweckma¨ßig, zwischen zwei Beitra¨gen zur Korrelationsenergie zu unter-
scheiden:
• Statische (oder langreichweitige) Korrelation
• Dynamische (oder kurzreichweitige) Korrelation.
Die statische Korrelation ist eng mit der Unzula¨nglichkeit einer einzelnen Slater-Deter-
minante bzw. Conﬁguration State Function (CSF) zur Beschreibung der exakten Wellen-
funktion verknu¨pft. Betrachtet man beispielsweise die Dissoziation eines H2-Moleku¨ls in
zwei unendlich entfernte H-Atome, so ist zu erwarten, dass die exakte Wellenfunktion nach
Dissoziation dem antisymmetrisierten Produkt der atomaren Wellenfunktionen entspricht.
Die Eindeterminantenwellenfunktion entha¨lt jedoch ebenfalls Anteile, die einer Dissoziati-
on in H− · · ·H+ (und dem spiegelbildlichen Fall) entspricht: Obwohl im vorliegenden Fall
keine Coulomb-Abstoßung zwischen den beiden Atomen auftritt (unendlicher Abstand),
entspricht der HF-Eindeterminantenansatz hier nicht der exakten Wellenfunktion. Viel-
mehr muss fu¨r eine auch nur qualitativ korrekte Beschreibung ein Mehrdeterminanten-
ansatz verwendet werden. Solche Fa¨lle treten ha¨uﬁg im Zusammenhang mit Eﬀekten der
Nahe-Entartung (near degeneracy) auf, bei denen mehrere Elektronenkonﬁgurationen mit
a¨hnlichen Energien signiﬁkant zur exakten Wellenfunktion beitragen.
Der Begriﬀ der dynamischen Elektronenkorrelation kann veranschaulicht werden, indem









Diese sogenannte Cusp-Bedingung (siehe beispielsweise Ref. [72]) zeigt, dass sich die Wel-
lenfunktion in der Umgebung von r12 = 0 linear zu r12 verha¨lt und ein sogenanntes
Coulomb-Loch am Koaleszenzpunkt aufweist. Wie vorangehend beschrieben wurde, ent-
ha¨lt die HF-Wellenfunktion jedoch keine Abha¨ngigkeit zwischen den Koordinaten einzelner
Elektronen, so dass kein Coulomb-Korrelationsloch beschrieben wird. Fu¨r die nachfolgend
beschriebene Entwicklung linear-skalierender Elektronenkorrelationsmethoden ist es wich-
tig zu bemerken, dass die dynamische Elektronenkorrelation ein lokaler Eﬀekt ist [72] (vgl.
Abschnitt 6.2).
Bei wellenfunktionsbasierten Korrelationsmethoden unterscheidet man zuna¨chst zwi-
schen Ansa¨tzen, die auf einer Eindeterminanten- oder einer Mehrdeterminantenwellenfunk-
tion als Referenz basieren (single reference, SR bzw. multi reference, MR). Weiter kann
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nach dem Verfahren diﬀerenziert werden, wie aus der Referenzwellenfunktion korrelierte
Wellenfunktionen erzeugt werden. Einige Beispiele sind die Møller-Plesset-Sto¨rungstheo-
rie (MPn bzw. Many-Body Perturbation Theory, MBPT), Conﬁguration Interaction (CI)
oder Coupled Cluster (CC) [20]. Neben wellenfunktionsbasierten Ansa¨tzen existieren dich-
tematrixbasierte Strategien, als deren prominentester Vertreter die Dichtefunktionaltheorie
(DFT) zu nennen ist [73].
Im Rahmen dieser Arbeit kommen DFT- und sto¨rungstheoretische Verfahren zum Ein-
satz bzw. werden weiterentwickelt, so dass auf sie im Folgenden kurz eingegangen wird.
2.3.1 Dichtefunktionaltheorie
Von zentraler Bedeutung fu¨r die Dichtefunktionaltheorie (DFT) [74] ist das Hohenberg-
Kohn-Theorem [75], welches (fu¨r Systeme im Grundzustand) einen eineindeutigen Zusam-
menhang zwischen der Elektronendichte ρ(r) und dem Hamiltonoperator besagt. Mit an-
deren Worten impliziert die Kenntnis der Elektronendichte, dass daraus sa¨mtliche Informa-
tionen gewonnen werden ko¨nnen, die auch aus der Wellenfunktion zuga¨nglich sind [73,74].
Daher kann die Suche nach wellenfunktionsbasierten Lo¨sungen der Schro¨dingerglei-







∣∣∣ Hˆ ∣∣∣Ψ˜〉 = min. (2.18)
Im Gegensatz zu wellenfunktionsbasierten Methoden muss hierbei lediglich u¨ber eine Elek-
tronenkoordinate (anstelle von Nel Koordinaten) integriert werden, was den Einsatz eﬃzi-
enter numerischer Integrationsmethoden ermo¨glicht [76–82].
Zwar ist die Existenz des exakten Energiefunktionals E [ρ(r)] bewiesen [83], doch ist
seine analytische Form bis heute nicht genau bekannt [73] und die Mo¨glichkeit zur pra-
xistauglichen Konstruktion des exakten Funktionals wird aus fundamentalen Erwa¨gungen
heraus sogar bezweifelt [84]. Trotzdem haben sich die DFT-Verfahren heute durch die
Verfu¨gbarkeit immer besserer Na¨herungen an das exakte Energiefunktional und den in der
Relation zu wellenfunktionsbasierten Methoden niedrigen Rechenaufwand zu einem in der
praktischen Anwendung popula¨ren und wichtigen Zweig der Quantenchemie entwickelt.
Ein großer Durchbruch fu¨r die Anwendbarkeit der DFT-Methoden wurde durch die
Ru¨ckbeziehung der Dichte auf die Orbitale erzielt, was im Gegensatz zur reinen dichte-
basierten Formulierung eine exakte Berechnung der kinetischen Energie ermo¨glicht. Auf













φi = εiφi, (2.19)
die formal den HF-Gleichungen entsprechen. Der Rechenaufwand fu¨r ein Ergebnis auf
korreliertem Niveau im Rahmen der KS-DFT entspricht weitgehend dem der HF-Methode
[86].
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ersetzt. Hierbei ist fxc das Austausch-Korrelations-Funktional, dessen Form von der jeweili-
gen Na¨herung an das unbekannte exakte Funktional abha¨ngt. Die Austausch-Korrelations-




fxc [ρ(r),∇ρ(r), τ(r)] dr, (2.21)
wobei τ(r) die kinetische Energiedichte bezeichnet.
Auf die Fu¨lle der unterschiedlichen Funktionale, angefangen bei lokalen u¨ber gradienten-
korrigierte Funktionale (Generalized Gradient Approach, GGA) bis hin zu meta-GGAs [87],
kann hier nicht eingegangen werden. Es sei nur angefu¨hrt, dass die Genauigkeit moderner
Funktionale in vielen Fa¨llen diejenige einfacherer wellenfunktionsbasierter Korrelationsme-
thoden u¨bertriﬀt [21,88,89]. Die Beschreibung bestimmter Eigenschaften wie Dispersions-
und Charge-Transfer-Eﬀekte mit DFT ist allerdings immer noch a¨ußerst problematisch (sie-
he beispielsweise Ref. [90–93]). Ein weiteres wichtiges Problem ist die sogenannte
”
Selbst-
wechselwirkung“ (self interaction), die der Ursprung einiger Unzula¨nglichkeiten der DFT-
Funktionale ist [94]. Zudem existiert im Rahmen der DFT keine systematisch verbesserbare
Methodenhierarchie, so dass nicht systematisch zum exakten Ergebnis extrapoliert werden
kann. In diesen Punkten sind wellenfunktionsbasierte Ansa¨tze von Vorteil.
2.3.2 Møller-Plesset-Sto¨rungstheorie
Die Møller-Plesset-Sto¨rungstheorie (MPn) [95] oder auch Many-Body Perturbation Theory
(MBPT) stellt eines der einfacheren wellenfunktionsbasierten Verfahren zur Beru¨cksichti-
gung von Korrelationseﬀekten dar. In der Møller-Plesset-Partitionierung der MBPT wird
die Elektronenkorrelation als Sto¨rung der HF-Lo¨sung behandelt [96,97]. Der exakte nicht-
relativistische elektronische Hamiltonoperator Hˆ wird dabei in den ungesto¨rten Hamilton-
operator Hˆ0 und den Sto¨roperator Vˆ (das sog. Fluktuationspotential) aufgeteilt:
Hˆ = Hˆ0 + λVˆ. (2.22)
Hierbei fungiert λ als Sto¨rparameter, mit dem die Sto¨rung ein- und ausgeschaltet werden
kann (λ = 1 bzw. λ = 0). Als ungesto¨rter Operator wird die Summe der Fock-Operatoren
Hˆ0 = Fˆ ≡
∑
i
fˆ(i) verwendet, dessen ungesto¨rte Lo¨sung die HF-Orbitale sind.
Die Wellenfunktion sowie die Energie werden in Potenzen des Sto¨rparameters λ ent-
wickelt und anschließend u¨ber den Formalismus der Rayleigh-Schro¨dinger-Sto¨rungstheorie
(RSPT) [98] nach den einzelnen Sto¨rordnungen bestimmt. Dabei liefern die Sto¨renergien
nullter und erster Ordnung das HF-Ergebnis: EHF = E
(0) +E(1). Korrekturen ergeben sich
ab der zweiten und ho¨heren Ordnungen, die man als MP2, MP3, . . . und allgemein MPn
bezeichnet.
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Auf die wohlbekannte [17,19,21,95] Herleitung der MP-Theorie im Rahmen des RSPT-
Formalismus wird hier nicht weiter eingegangen. Es sei lediglich der Ausdruck fu¨r die MP2-





(ia|jb) [2 (ia|jb)− (ib|ja)]
εa + εb − εi − εj . (2.23)
Hierbei stehen die Indices i, j fu¨r besetzte und a, b fu¨r virtuelle kanonische MOs. Die ε
bezeichnen die kanonischen MO-Energien.
Die Berechnung der Summe (2.23) skaliert formal mit Of (N4). Allerdings ist fu¨r ihre
Berechnung zuna¨chst die Transformation der Zweielektronenintegrale aus der AO- in die
MO-Basis no¨tig, die mit Of(N5) skaliert. Obwohl die MP2-Methode damit die niedrigst-
skalierende konventionelle wellenfunktionsbasierte Korrelationsmethode ist, werden der Re-
chenaufwand und der Speicherbedarf fu¨r gro¨ßere Moleku¨le prohibitiv hoch. Typischerweise
ko¨nnen Systeme in der Gro¨ßenordnung von ca. 50–100 Atomen behandelt werden [99]. In
spa¨teren Abschnitten dieser Arbeit werden daher Methoden zur Formulierung einer eﬃzi-
enten und linear-skalierenden MP2-Methode entwickelt (Kap. 6 und 7).
Ein Vorteil der MP-Theorie ist, dass die Gesamtenergie fu¨r die einzelnen Sto¨rordnun-
gen gro¨ßenkonsistent (size consistent) bzw. extensiv sind.5 Darunter versteht man, dass die
berechnete Energie von N nicht wechselwirkenden Systemen X unabha¨ngig davon ist, ob
diese Systeme gemeinsam oder einzeln berechnet werden:
E(N ·X) = N · E(X). (2.24)
Fu¨r die akkurate Beschreibung von Energiediﬀerenzen, wie beispielsweise von Reaktions-
oder Wechselwirkungsenergien, ist die Gro¨ßenkonsistenz der verwendeten Rechenmethode
unerla¨sslich.
Neben den Vorteilen des relativ geringen Skalenaufwands und der Gro¨ßenkonsistenz
weist die MP-Theorie auch einige Nachteile auf: Die MP-Energien sind nicht variationell,
stellen also keine oberen Schranken an die exakte Energie dar. Des Weiteren kann die
Reihenentwicklung der Sto¨renergie unter bestimmten Umsta¨nden langsam konvergieren,
oszillatorisches Verhalten aufweisen oder gar divergieren [20, 100–102].
Prototypische Indikatoren fu¨r das Auftreten von Divergenzen sind beispielsweise stark
mit der Referenz mischende niedrig-angeregte Zusta¨nde (Beispiel fu¨r einen front-door in-
truder [20, 100, 101]) oder stark koppelnde hoch-angeregte Zusta¨nde (sog. back-door in-
truder [20, 100, 101]).6 Der erste Fall ist eng mit dem Problem der Nahe-Entartung oder
auch der Symmetriebrechung verknu¨pft [57]. In solchen Fa¨llen ist die HF-Single-Reference-
Wellenfunktion nicht mehr als Ausgangspunkt einer Sto¨rentwicklung geeignet; eine Multi-
referenz-Beschreibung wa¨re dann angemessener. Der zweite Fall wird typischerweise mit der
5Diese beiden Begriffe werden im Folgenden als Synonyme behandelt. Fu¨r eine genauere Abgrenzung
siehe Ref. [96].
6Dies sind nur zwei ha¨ufig anzutreffende Beispiele fu¨r sog. Intruder-Zusta¨nde. Allgemeinere Kriterien zur
Konvergenz der Sto¨rentwicklung fu¨r lineare Operatoren wurden beispielsweise von Kato entwickelt [103].
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Kopplung von diﬀusen, mehrfach angeregten Zusta¨nden assoziiert. Auf Grund der mo¨gli-
chen Probleme mit der Konvergenz der Sto¨rreihe werden heute nur selten ho¨here Ord-
nungen als MP2 verwendet. Insbesondere fu¨r die praktische Anwendung an mittelgroßen
Systemen wird mit Hinblick auf den Rechenaufwand meist die MP2-Methode eingesetzt.
Trotz der vorangehend beschriebenen Probleme liefert die MP2-Theorie ha¨uﬁg nu¨tz-
liche Korrekturen zum HF-Ergebnis [104]. Insbesondere in den Gebieten, in denen die
DFT-Beschreibung problematisch ist (z.B. Charge-Transfer-Eﬀekte und Dispersion) stellt
sie einen wichtigen Baustein der quantenchemischen Methodenhierarchie dar. Zudem lie-
fert sie als relativ einfaches Modell Beitra¨ge zum fundamentalen Versta¨ndnis der Elektro-
nenkorrelation, die sich oft auch auf anspruchsvollere Korrelationsmethoden u¨bertragen
lassen. Dazu seien beispielsweise die perturbativen Konﬁgurations-Selektionsverfahren im
Rahmen von CI-Methoden [105] oder die Abscha¨tzung von Coupled-Cluster-Amplituden
genannt [106]. Auch fu¨r das Versta¨ndnis der Lokalisierung von Korrelationsbeitra¨gen liefert
die MP2-Theorie wichtige Beitra¨ge [2].
2.3.3 Coupled-Cluster-Sto¨rungstheorie
In diesem Abschnitt wird ein U¨berblick zur sto¨rungstheoretischen Behandlung der Elektro-
nenkorrelation im Rahmen der Coupled-Cluster-Sto¨rungstheorie (CCPT) gegeben [20]. Der
Vorteil der CCPT-Methoden gegenu¨ber der im vorangegangenen Abschnitt beschriebenen
herko¨mmlichen MPn-Formulierung liegt darin, dass man Ausdru¨cke fu¨r die Energie erha¨lt,
die nicht nur fu¨r jede Sto¨rordnung, sondern auch termweise gro¨ßenkonsistent sind. Diese
Formulierung ist insbesondere fu¨r die in dieser Arbeit verwendete und weiterentwickelte
symmetrieadaptierte intermolekulare Sto¨rungstheorie (SAPT) sehr vorteilhaft (Kap. 8.2).
Im Rahmen der SAPT-Methode ergeben sich wesentlich kompliziertere Terme als bei
der MP-Theorie vergleichbarer Ordnung im Fluktuationspotential. Eine explizite U¨ber-
pru¨fung der Gro¨ßenkonsistenz ist daher fu¨r ho¨here Ordnungen impraktikabel, so dass der
CCPT-Ansatz vorzuziehen ist. Die termweise Extensivita¨t hat zudem auch praktische Vor-
teile: In dieser Arbeit werden linear-skalierende Verfahren zur Bildung einzelner SAPT-
Terme entwickelt. Dabei kommen numerische Verfahren zum Einsatz, die je nach Term zu
unterschiedlichen numerischen Fehlern fu¨hren ko¨nnen. In einem nicht termweise gro¨ßen-
konsistenten Formalismus wird die Gro¨ßenkonsistenz der einzelnen Sto¨rordnungen durch
die Kompensation einzelner nicht-extensiver Terme erzielt. Numerische Fehler in den ein-
zelnen Termen kann zum Verlust dieser Kompensation fu¨hren; dieses Problem kann bei
termweise extensiven Verfahren nicht auftreten.
Der Einfachheit halber gehen wir zuna¨chst von einer HF-Referenzwellenfunktion |HF〉 in
der Spinorbitalbasis aus. Die innerhalb der vorgebenen Einteilchenbasis exakte Wellenfunk-
tion |Ψ〉 kann aus der Referenzwellenfunktion durch eine exponentielle Parametrisierung
erzeugt werden [107–111]:
|Ψ〉 = eTˆ |HF〉 . (2.25)
Der Anregungs- bzw. Clusteroperator Tˆ ist hierbei gegeben durch
Tˆ = Tˆ1 + Tˆ2 + . . .+ Tˆn, (2.26)
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wobei die Indices den jeweiligen Anregungsgrad bezeichnen. In zweiter Quantisierung [20]














c . . . aˆkaˆj aˆi. (2.27)
Die Amplituden tabc...ijk... werden mit Hilfe eines spa¨ter na¨her beschriebenen Projektionsver-
fahrens bestimmt.
Es kann gezeigt werden, dass die zur Wellenfunktion (2.25) geho¨rende Energie gegeben
ist durch [20]
E = 〈HF| HˆT |HF〉 , (2.28)
wobei HˆT = e−Tˆ HˆeTˆ der a¨hnlichkeitstransformierte Hamiltonoperator ist. Die Verwen-
dung der a¨hnlichkeitstransformierten Schro¨dingergleichung fu¨hrt zu den sogenannten ver-
knu¨pften (linked) Coupled-Cluster-Gleichungen, deren diagrammatische Darstellung nur
verknu¨pfte Diagramme (linked diagrams [112]) beinhaltet. Aus dem Linked Diagram Theo-
rem der MBPT [113,114] folgt dann, dass die aus Gl. (2.28) berechnete Energie termweise
gro¨ßenkonsistent ist.
Da eine Entwicklung der Wellenfunktion und der Energie in Ordnungen des Fluktuati-
onspotentials Vˆ angestrebt wird, ist es vorteilhaft, mit den kanonischen Coupled-Cluster-
Gleichungen zu arbeiten:
E = EHF + 〈HF| VˆT |HF〉+ Hˆnuc (2.29)
Hier bezeichnet VˆT = e−Tˆ VˆeTˆ das a¨hnlichkeitstransformierte Fluktuationspotential. Zur






τˆµ wird hierbei als Abku¨rzung fu¨r den Anregungsoperator verwendet, der den angeregten
Zustand |µ〉 aus der Referenz erzeugt.
Die Amplituden tµ erha¨lt man durch Projektion von Vˆ
T |HF〉 auf die einzelnen Anre-
gungsmannigfaltigkeiten 〈µ| = 〈S| , 〈D| , 〈T | , . . . (Einfach-, Zweifach-, Dreifach- und ho¨here
Anregungen),
εµtµ = −〈µ| VˆT |HF〉 . (2.31)
Dies sind die linked Coupled-Cluster-Amplitudengleichungen.
Der Clusteroperator und die Amplituden werden in Ordnungen des Sto¨roperators ent-
wickelt:






2t(2)µ + . . .
(2.32)
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Durch Einsetzen dieser Entwicklung in die Amplitudengleichungen und Baker-Campbell-
Hausdorﬀ-Entwicklung (BCH) des a¨hnlichkeitstransformierten Fluktuationspotentials er-
ha¨lt man fu¨r die einzelnen Ordnungen in λ die Amplitudengleichungen
εµt
(1)
µ = −〈µ| Vˆ |HF〉
εµt
(2)
µ = −〈µ| [Vˆ, Tˆ (1)] |HF〉
...
(2.33)
Daraus ergibt sich fu¨r die Wellenfunktion und die Energie ebenfalls eine Entwicklung in
Potenzen des Fluktuationspotentials,∣∣Ψ(n)〉 = [eTˆ](n) |HF〉 (2.34)
sowie
E(n)corr = 〈HF| [VˆT ](n) |HF〉 . (2.35)
Hierbei deutet [ ](n) den Term n-ter Ordnung im Fluktuationspotential an. Nach Einsetzen
der BCH-Entwicklung und expliziter Beru¨cksichtigung der Anregungsra¨nge der beteiligten
Operatoren erha¨lt man
E(n)corr = 〈HF| Vˆ(n) |HF〉+ 〈HF| [Vˆ, Tˆ2](n) |HF〉+
1
2
〈HF| [[Vˆ, Tˆ1]Tˆ1](n) |HF〉 (2.36)
fu¨r die Korrelationsenergie n-ter Ordnung. Zum Vergleich sei der allgemeine Ausdruck
fu¨r die Korrelationsenergie angefu¨hrt, der aus dem Linked Cluster Theorem fu¨r die sog.









Auf Grund des Brillouin-Theorems tragen die Einfachanregungen erst fu¨r n > 2 zur
Energie bei, so dass sich die Energie bis zur 2. Ordnung ergibt zu
E(1)corr = 〈HF| Vˆ |HF〉
E(2)corr = 〈HF| [Vˆ, Tˆ 1)2 ] |HF〉 .
(2.38)
Die termweise Gro¨ßenkonsistenz der Energieausdru¨cke fu¨r beliebige Ordnungen kann
aus der Form von Gl. (2.36) abgeleitet werden: Die Referenzwellenfunktion sei das antisym-
metrisierte Produkt der Wellenfunktionen zweier Moleku¨le A und B, |HF〉 = |ΨAΨB〉. Der
Sto¨roperator und der Cluster-Operator lassen sich additiv zerlegen, Vˆ = VˆA + VˆB sowie
Tˆ = TˆA + TˆB. Dann lassen sich ebenfalls alle Energieterme aus Gl. (2.36) in Ausdru¨cke
aufspalten, die sich nur auf Moleku¨l A bzw. B beziehen. Die Zerlegung des ersten Terms
ist trivial,
〈ΨAΨB| Vˆ |ΨAΨB〉 = 〈ΨA| VˆA |ΨA〉+ 〈ΨB| VˆB |ΨB〉 . (2.39)
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Fu¨r die beiden u¨brigen Terme in (2.36) wird ausgenutzt, dass sich die Kommutatoren
zwischen Vˆ und Tˆ ebenfalls zerlegen lassen,




B ] = [VˆA, Tˆ
(n)
A ] + [VˆB, Tˆ
(n)
B ]. (2.40)
Damit zerfa¨llt jeder einzelne Term der Korrelationsenergie fu¨r nicht-wechselwirkende Sys-
teme gema¨ß
〈ΨAΨB| [Vˆ, Tˆ2](n) |ΨAΨB〉 = 〈ΨA| [VˆA, Tˆ (n)2,A] |ΨA〉
+ 〈ΨB| [VˆB, Tˆ (n)2,B] |ΨB〉
(2.41)
und
〈ΨAΨB| [[Vˆ, Tˆ1], Tˆ1](n) |ΨAΨB〉 = 〈ΨA| [[VˆA, Tˆ1,A], Tˆ1,A](n) |ΨA〉
+ 〈ΨB| [[VˆB, Tˆ1,B], Tˆ1,B](n) |ΨB〉
(2.42)
in jeweils nur von Moleku¨l A bzw. B abha¨ngige Terme. Damit ist die CCPT-Energie
termweise gro¨ßenkonsistent,
Ecorr(A + B) = Ecorr(A) + Ecorr(B). (2.43)
Auf a¨hnliche Weise kann man ebenfalls zeigen [20, 96], dass die CCPT-Wellenfunktion
korrekt separiert:
|ΨAB〉 = |ΨA〉 ⊗ |ΨB〉 . (2.44)
2.4 Einige Grundlagen effizienter linear-skalierender
Methoden
Im vorliegenden Abschnitt werden einige Prinzipien zur Reduktion des Skalenverhaltens
und der eﬃzienten Implementierung vorgestellt, die fu¨r die folgenden Kapitel von grundle-
gender Bedeutung sind. Mit Blick auf den Umfang dieser Arbeit muss dabei auf die Wieder-
gabe der zahlreichen erfolgreichen Methoden und Ansa¨tze verzichtet werden, die im Laufe
vieler Jahrzehnte entwickelt wurden (siehe beispielsweise Ref. [115] fu¨r einen U¨berblick).
Vielmehr werden die Grundlagen der wichtigen Klasse der integral-direkten Methoden be-
handelt und am Beispiel der linear-skalierenden SCF-Methoden Techniken aufgezeigt, wie
man durch die Ausnutzung der natu¨rlichen Lokalisierung der Elektronenverteilungen und
geschickte Reformulierungen der konventionellen Methoden zu einem linearen Skalenver-
halten ohne Verlust an Genauigkeit gelangt. Als weiterfu¨hrende Lektu¨re sei auf einen in
Ku¨rze erscheinenden U¨bersichtsartikel von Ochsenfeld, Kussmann und Lambrecht [116]
sowie Referenzen [72, 115,117–119] (und die darin enthaltenen Referenzen) verwiesen.
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2.4.1 Definition des Skalenverhaltens
Im Vorangegangenen wurde bereits auf das Skalenverhalten einzelner Methoden Bezug
genommen und mehrfach darauf hingewiesen, dass die Reduktion des Skalenverhaltens
in ihrer Bedeutung fu¨r die Anwendbarkeit auf große Moleku¨le nicht u¨berscha¨tzt werden
kann. Hier soll nun zuna¨chst eine genaue Deﬁnition des Begriﬀes gegeben werden, wobei
im Folgenden drei Arten unterschieden werden sollen.
Unter dem asymptotischen Skalenverhalten O() einer Methode versteht man den An-
stieg der Rechenzeit t mit einer Potenz n der Moleku¨lgro¨ße M im Grenzfalle großer Mo-
leku¨le:
Skalenverhalten von O(Mn) ⇔ t ∝ a ·Mn fu¨r M→∞
Neben dem eigentlichen Skalenverhalten ist auch der Vorfaktor a wichtig, wie in Abb.
1.1(b) der Einleitung bereits dargestellt wurde. Von ihm ha¨ngt maßgeblich ab, bei welcher
Moleku¨lgro¨ße eine niedrig-skalierende Methode schneller als eine ho¨her-skalierende Metho-
de wird (break-even oder crossover point). Der praktische Nutzen einer linear-skalierenden
Methode wird daher auch durch den Vorfaktor bestimmt; erst wenn ein Verfahren bei der
mit heutiger Computertechnologie berechenbaren Moleku¨lgro¨ße einen deutlichen Geschwin-
digkeitsvorteil gegenu¨ber konventionellen Methoden bietet, ist es praxistauglich. Wenn im
Folgenden von eﬃzienten Verfahren gesprochen wird, ist damit ein kleiner Vorfaktor ge-
meint.
Als weiteres Kriterium fu¨r die Eﬃzienz eines Algorithmus wird das formale Skalenver-
halten Of () verwendet:
Formales Skalenverhalten von Of (Mn) ⇔ t ∝ a ·Mn fu¨r alle M
Hier ist die formale Abha¨ngigkeit der Rechenzeit von der Moleku¨lgro¨ße gemeint, die fu¨r
alle Moleku¨lgro¨ßen gu¨ltig ist.
Ein drittes in dieser Arbeit verwendetes Maß fu¨r die Eﬃzienz einer Methode ist das
eﬀektive Skalenverhalten M. Hiermit ist der Rechenzeitanstieg gemeint, der bei einer Be-
rechnung mit einer konkreten Menge von Moleku¨len
”
gemessen“ wird:
Eﬀektives Skalenverhalten von Mn ⇔ t ∝ a ·Mn fu¨r eine speziﬁsche Berechnung
Das eﬀektive Skalenverhalten ist daher ein Maß dafu¨r, welches Skalenverhalten eine be-
stimmte Methode bei einer konkreten Berechnung (deﬁniert u¨ber Moleku¨l, Basis, Methode,
Computersystem, etc.) aufweist. Es la¨sst sich als einziges der genannten Kriterien in der
Praxis direkt messen und liefert meist eine Superposition der Skalenverhalten verschie-
dener Schritte. So gibt das eﬀektive Skalenverhalten beispielsweise daru¨ber Aufschluss,
welcher Schritt bei einer bestimmten Anwendung rechenzeitbestimmend ist und wann das
(theoretische) asymptotische Skalenverhalten einsetzt.
Zuletzt sei noch angemerkt, dass keineswegs ein eindeutiges Maß fu¨r die Moleku¨lgro¨ße
M existiert. Man kann darunter beispielsweise die Anzahl an Atomen, Elektronen oder
Basisfunktionen verstehen. Fu¨r die Messung der Algorithmenkomplexita¨t wird am besten
diejenige Gro¨ße verwendet, die unmittelbar in den auftretenden Algorithmus eingeht.
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2.4.2 Integral-direkte Verfahren
Die klassische Herangehensweise zur Berechnung und Verwendung der Zweielektronenin-
tegrale war bis in die 1980er Jahre wie folgt:
1. Berechnung aller Zweielektronenintegrale (µν|λσ)
2. Speicherung der Integrale im Hauptspeicher (in core) oder auf der Festplatte
3. Weiterverarbeitung der Integrale (Kontraktion, Transformation etc.)
Da die Anzahl an ERIs formal mit der vierten Potenz der Anzahl an Basisfunktionen
ansteigt, Of (N4), stellt dieser sogenannte ”nicht-direkte“ Ansatz hohe Anforderungen an
den verfu¨gbaren Speicherplatz. Auch wird der Zeitaufwand fu¨r die Speicherung sowie das
Lesen der Integrale (input/output, I/O) mit steigender Anzahl an Basisfunktionen schnell
impraktikabel.
Almlo¨f et al. [120] stellten in ihrer richtungsweisenden Publikation fest, dass es vorteil-
haft ist, die Integrale nicht abzuspeichern, sondern immer dann wiederzuberechnen, wenn
sie beno¨tigt werden. Dieser sogenannte
”
direkte“ Ansatz umgeht nicht nur das Problem des
immensen Speicherbedarfs vollsta¨ndig, sondern es stellte sich heraus, dass er den bisherigen
Methoden hinsichtlich der Rechenzeit sogar u¨berlegen ist [121, 122].
Der Erfolg des direkten Ansatzes gegenu¨ber nicht-direkten Methoden liegt in den fol-
genden Vorteilen begru¨ndet: (1.) Durch die Umgehung der Abspeicherung von Integralen
wird das Problem des enormen Speicherplatzbedarfs vollsta¨ndig behoben. (2.) Dies hat
aber noch weitere positive Auswirkungen. Bei heutigen Computern sind die Zugriﬀszei-
ten und U¨bertragungsgeschwindigkeiten von Datentra¨gern deutlich langsamer als die Re-
chenarithmetik der Prozessoren. Zusammen mit den u¨ber Jahrzehnte hinweg aufwa¨ndig
optimierten Verfahren zur eﬃzienten Integralberechnung ist daher die Wiederberechnung
von Integralen ha¨uﬁg deutlich schneller als deren Abspeicherung und das anschließende
Wiedereinlesen. (3.) Ferner ist es wa¨hrend der direkten Bildung der Integrale mo¨glich, die
natu¨rliche Lokalisierung der Einteilchendichtematrix auszunutzen, was bei nicht-direkten
Verfahren unmo¨glich ist (siehe Diskussion im folgenden Abschnitt). Durch diese drei Ef-
fekte ko¨nnen der Speicher- und Rechenaufwand nicht nur so drastisch reduziert werden,
dass direkte Methoden fu¨r große Moleku¨le wesentlich eﬃzienter als nicht-direkte Verfahren
sind, sondern letztlich werden Berechnungen an großen Moleku¨len erst durch die direkten
Methoden mo¨glich.
Faktoren fu¨r die Effizienz integral-direkter Methoden
Wie aus der vorangegangenen Vorstellung integral-direkter Algorithmen deutlich wurde,
ha¨ngt deren Eﬃzienz maßgeblich von drei Faktoren ab: (1.) Der Anzahl an zu berechnenden
Integralen, (2.) der Geschwindigkeit der Integralberechnung und (3.) der Weiterverarbei-
tung dieser Integrale (z.B. Kontraktion zu den Coulomb- und Austauschmatrizen).
Aus dem Punkt (1.) folgt unmittelbar, dass die Anzahl an zu berechnenden Integralen
und die Zahl ihrer Wiederberechnungen mo¨glichst minimiert werden muss. Ein wichti-
ger Faktor fu¨r die Eﬃzienz direkter Methoden ist daher das sogenannte Integralscreening.
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Darunter versteht man, dass vor der eigentlichen Berechnung der Integrale ihre Gro¨ße ab-
gescha¨tzt wird und anschließend nur diejenigen Integrale berechnet werden, die auch wirk-
lich gro¨ßer als ein bestimmter numerischer Schwellenwert (Threshold) 10−ϑ sind. Nicht-
signiﬁkante Beitra¨ge werden verworfen, d.h. gar nicht erst berechnet. Im folgenden Ab-
schnitt wird ein Verfahren zum Integralscreening vorgestellt und gezeigt, wie durch Scree-
ning drastische Eﬃzienzsteigerungen und Reduktionen des Skalenverhaltens erzielt werden
ko¨nnen. Am Beispiel direkter SCF-Methoden wird daraufhin erkla¨rt, warum das Screening
im Rahmen direkter Methoden eine wesentlich gro¨ßere Auswirkung auf die Eﬃzienz als fu¨r
nicht-direkte Verfahren hat.
Zur Reduktion der Integralzahl geho¨rt ferner unter anderem auch, dass die Permuta-
tionssymmetrie (fu¨r reelle Basisfunktionen)
(µν|λσ) = (µν|σλ) = (νµ|λσ) = (νµ|σλ) = (λσ|µν) = (λσ|νµ) = (σλ|µν) = (σλ|νµ)
(2.45)
bei der Integralbildung ausgenutzt wird. Hierdurch reduziert sich der Rechenaufwand um
einen Faktor von ca. 8. Die Ausnutzung weiterer Symmetrien spielt in dieser Arbeit eine un-
tergeordnete Rolle, da die hier interessierenden sehr großen Moleku¨le meist unsymmetrisch
sind.
Die Entwicklung eﬃzienter Strategien fu¨r die Integralberechnung (Punkt (2.)) nahm
u¨ber viele Jahrzehnte eine zentrale Stellung ein. Heute sind eine Vielzahl zumeist rekur-
siver Algorithmen verfu¨gbar, mit denen sich die Zweielektronenintegrale sehr eﬃzient be-
rechnen lassen (siehe beispielsweise Referenzen [20, 123–136] und die darin enthaltenen
Referenzen). Aus Platzgru¨nden kann auf diese Algorithmen hier nicht na¨her eingegangen
werden. Es sei nur angemerkt, dass die Anzahl an Rechenoperationen (flop counts) zur Bil-
dung eines bestimmten Integrals je nach den Drehimpulsen der beteiligten Basisfunktionen
und ihrer Kontraktionsgrade zwischen den Algorithmen stark variiert. In heutigen schnel-
len Integralcodes werden daher mehrere verschiedene Integralrekursionen nebeneinander
verwendet. Die Konsequenzen, die sich aus der Kombination verschiedener Algorithmen
ergeben, werden kurz im Abschnitt u¨ber direkte SCF-Methoden erla¨utert.
Die genaue Form der Weiterverarbeitung der Integrale (Punkt (3.)) ha¨ngt stark von der
jeweiligen Anwendung ab. Beispielsweise werden sie im Rahmen von SCF-Berechnungen
mit der Dichtematrix zu den Elementen der Coulomb- und Austauschmatrizen kontra-
hiert. Bei Korrelationsmethoden folgt konventionell die Transformation von der AO- in
die MO-Basis oder a¨hnliche Transformationen. Die eﬃziente Durchfu¨hrung der Integral-
transformation war und ist ein weites und aktives Forschungsgebiet, so dass hierauf nur
exemplarisch eingegangen werden kann. Zur Konkretisierung werden die vorangehend be-
schriebenen Konzepte im Folgenden am Beispiel direkter SCF-Methoden diskutiert.
Integralscreening
Von den formal Of(N4) Zweielektronenintegralen skaliert die Anzahl an numerisch signi-
ﬁkanten Integralen im Grenzfall großer Moleku¨le wie O(N2) [137]. Dies kann einfach ver-
deutlicht werden, indem man das Gauß’sche Produkttheorem (hier fu¨r zwei s-Funktionen
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χµ und χν) betrachtet:
e−α(r−Rµ)
2 · e−β(r−Rν)2 = e− αβα+β (Rµ−Rν)2 · e−ζ(r−P)2 . (2.46)
Das Produkt zweier s-Gauß-Funktionen ergibt demnach wieder eine Gaußfunktion mit dem





Der Funktionswert ist dabei um den sogenannten Gauß-Faktor




erniedrigt (fu¨r ho¨here Drehimpulse ergeben sich analoge Exponentialterme). Daher nimmt
der Funktionswert der Integranden χµχν bzw. χλχσ und insgesamt auch das Zweielektro-
nenintegral exponentiell mit dem Quadrat der Absta¨nde Rµν bzw. Rλσ ab,
(µν|λσ) ∼ e− αβα+β (Rµ−Rν)2 · e− γδγ+δ (Rλ−Rσ)2 ∼ SµνSλσ, (2.49)
wobei S das jeweilige U¨berlappintegral bezeichnet.
In Abb. 2.1 ist die Auswirkung dieser exponentiellen Kopplung am Beispiel von s-
Funktionen mit Einheitsexponenten (α = β = 1) illustriert. Die obere Abbildung zeigt
den Wert des U¨berlappintegrals fu¨r eine Basisfunktion χµ an einem fest gewa¨hltem Ort
mit einer Funktion χν mit variablem Abstand. Darunter werden durch oﬀene Kreise die
Zentren von Basisfunktionen (numeriert mit 1-15) angedeutet. Mit der Basisfunktion µ = 8
u¨berlappen nur die Funktionen ν =4-12 so stark, dass das U¨berlappintegral gro¨ßer als
10−7 ist. Daraus kann geschlossen werden, dass nur die Basisfunktionspaare µ = 8, ν =4-12
Integrale ergeben, deren Wert in einer Gro¨ßenordnung von mehr als 10−7 liegen.
In der Verallgemeinerung bedeutet dies: Wegen des starken exponentiellen Abklingens
der U¨berlappfunktionen gibt es zu jeder beliebigen Basisfunktion µ stets nur eine konstante
Anzahl kµν an ν, die damit signiﬁkant u¨berlappen. Daher ist die Anzahl an sogenannten
”
signiﬁkanten Basisfunktionspaaren“ von der Ordnung O(kµνN) = O(N). Es kann daher
insgesamt nur O(N2) numerisch signiﬁkante Zweielektronenintegrale geben:∫






→ O(N2) . (2.50)
Bei der Durchfu¨hrung integral-direkter Berechnungen stellt sich nun das Problem, wie
die vorangehend beschriebene exponentielle Kopplung der Basisfunktionsindices in der Pra-
xis ausgenutzt werden kann, um die Berechnung numerisch nicht-signiﬁkanter Integrale
zu vermeiden. Da die Abscha¨tzung des Integralwertes mit Hilfe der U¨berlappintegrale nur
na¨herungsweise gilt, kann deren Verwendung zu unsystematischen Fehlern fu¨hren [138,139].
Vielmehr werden rigorose (d.h. in jedem Fall exakt gu¨ltige) Integralschranken beno¨tigt.











































Abbildung 2.1: Illustration der exponentiellen Kopplung der Basisfunktionen.
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Obwohl das asymptotische O(N2) Skalenverhalten der Zweielektronenintegrale spa¨tes-
tens seit den Arbeiten von Dyczmons aus dem Jahr 1973 [137] bekannt war,7 wurden
erst 1989 von Ha¨ser und Ahlrichs [138] rigorose, eﬃziente und heute allgemein akzeptierte
Integralschranken vorgeschlagen:
|(µν|λσ)| ≤ (µν|µν) 12 · (λσ|λσ)12 ≡ Qµν ·Qλσ (2.51)
Diese Schranken entsprechen einem Spezialfall der Schwarz’schen Ungleichung fu¨r semi-
deﬁnite Operatoren, wie sie bereits von John von Neumann formuliert wurde [37]. Der
Beweis fu¨r die Semideﬁnitheit des Coulomb-Operators wurde von Roothaan erbracht [50],
und Ha¨ser und Ahlrichs folgerten daraus die Anwendbarkeit der Schwarz’schen Unglei-
chung [138]. Auf Grund dieses Bezugs zur Schwarz’schen Ungleichung wird die Schranke




Die Integrale Qµν bzw. Qλσ sind einfach und eﬃzient zu berechnen, da ihre Anzahl
lediglich wie O(N) skaliert (und zudem die Integralrekursionen wegen der Gleichheit der
Bra- und Ket-Funktionen besonders einfach sind). Durch diese Schranken lassen sich Zwei-
elektronenintegrale, die kleiner als ein bestimmter Threshold sind, vernachla¨ssigen, so dass
sich der Aufwand fu¨r die Berechnung der Zweielektronenmatrix auf O(N2) reduziert. Diese
Mo¨glichkeit zur wohlkontrollierten Pra¨selektion signiﬁkanter Beitra¨ge war ein Durchbruch
fu¨r integral-direkte Methoden und erweiterte ihre Anwendbarkeit drastisch.
7Genauer gesagt wurde das Skalenverhalten des Rechenaufwands von Dyczmons fu¨r ein Modellsystem
auf O(N2 log2 N) abgescha¨tzt [137]. Von Ahlrichs wurde diese Abscha¨tzung spa¨ter auf O(N2 logN) ver-
bessert [140]. Erst in spa¨teren Publikationen findet sich das heute allgemein akzeptierte asymptotische
Skalenverhalten von O(N2) [120, 141].
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Direkte SCF-Methoden
Ein relativ einfacher Algorithmus zur integral-direkten Bildung der Coulomb- und Aus-
tauschmatrizen im Rahmen einer SCF-Rechnung, der die Permutationssymmetrie ausnutzt,
lautet wie folgt:
DO M = 1, NShell
DO N = 1, M
DO L = 1, M
DO S = 1, N or L (for L == M)
Calculate integrals in shell block (MN|LS)
Compute block of Coulomb matrix:
J(M,N) += 4*(MN|LS)*P(L,S)
J(L,S) += 4*(MN|LS)*P(M,N)









Hierbei werden alle Basisfunktionen eines Atoms, die den gleichen Drehimpuls sowie
gleiche Exponenten und Kontraktionskoeﬃzienten haben, zu einer sogenannten Schale
(shell) zusammengefasst. Beispielsweise bilden bei einem Kohlenstoﬀatom in einer Single-
Zeta-Basis die drei p-Funktionen (px, py, pz) eine P-Schale und in einer Double-Zeta-Basis
ergeben sich zwei P-Schalen. Ausnahmen bilden hier nur die Basen mit gemeinsamen Ex-
ponenten fu¨r Funktionen unterschiedlicher Drehimpulse (shared exponents). Beispielsweise
werden bei der 6-31G-Basis von Pople und Mitarbeitern [143,144] jeweils eine s- und drei
p-Funktionen zur sogenannten Shared-SP-Schale zusammengefasst.
Die Organisation der Basisfunktionen zu Schalen hat zweierlei Gru¨nde: Fu¨r alle Ba-
sisfunktionen µ einer Schale M (kurz µ ∈ M) sind bestimmte Gro¨ßen, die z.B. fu¨r die
Berechnung von Integralen beno¨tigt werden, gleich. Die Abspeicherung u¨ber Schalen fu¨hrt
daher zum einen zu einer starken Reduktion des Speicheraufwandes und vermeidet zum
anderen unno¨tige Mehrfachberechnung dieser Gro¨ßen.
Durch die
”
dreieckige“ Schleife (triangular loop) u¨ber die Schalenindices wird jedes
nach der Permutationssymmetrie ausgezeichnete Integral nur einmal berechnet und durch
Kontraktion mit verschiedenen Permutationen der Dichtematrix alle mo¨glichen Coulomb-
und Austauschmatrixelemente gebildet.
In der tatsa¨chlichen Implementierung ist die Integralbildung allerdings etwas kompli-
zierter strukturiert. Wie vorangehend beschrieben wurde, eignen sich die unterschiedlichen
Integralrekursionen unterschiedlich gut fu¨r Integrale verschiedenen Drehimpulses und Kon-
traktionsgrades. Daher werden Schalen-Quadrupel (MN |LS) des gleichen Drehimpulstyps
und Kontraktionsgrades der Basisfunktionen zu einer sogenannten Klasse von Integralen
zusammengefasst und alle Integrale einer Klasse mit demselben dafu¨r am besten geeigneten
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Algorithmus berechnet. Beispielsweise werden alle (ff |ff)-Integrale mit einem bestimmten
maximalen Kontraktionsgrad fu¨r jedes Schalenpaar zu einer Klasse zusammengefasst, al-
le (ss|ss)-Integrale mit einem bestimmten maximalem Kontraktionsgrad zu einer anderen
Klasse, und die beiden Klassen mit dem jeweils am besten geeigneten Algorithmus be-
rechnet. Die oben angegebene Schleifenstruktur wird in der tatsa¨chlichen Implementierung
daher dahingehend modiﬁziert, dass die Schleifen u¨ber die verschiedenen Integralklassen
laufen und verschiedene Algorithmen zur Erzeugung des jeweiligen Integralblocks einge-
setzt werden.
Mit dem obigen naiven Integralalgorithmus ist der Rechenaufwand zur Bildung der
Integrale von der Ordnung O(N4), da noch kein Integralscreening zum Einsatz kommt, also
sa¨mtliche Integrale berechnet werden. Mit dem oben beschriebenen Schwarz-Screening kann
die Anzahl an zu berechnenden Integralen auf O(N2) reduziert werden (hier der Einfachheit
halber nur fu¨r die Coulomb-Integrale gezeigt):
Berechne (MN |LS) genau dann, wenn PmaxLS ·QMNQLS ≥ 10−ϑ. (2.52)









{4 |Pλσ| , 4 |Pσλ|} . (2.54)
Hier zeigt sich ein weiterer gravierender Vorteil der direkten Methoden: Im Gegensatz zu
nicht-direkten Verfahren kann wa¨hrend des Screenings die Dichtematrix verwendet werden,
um den Beitrag eines Integrals zur Coulomb- bzw. Austauschmatrix abzuscha¨tzen. Dies
fu¨hrt zu einer drastischen Reduktion der zu berechnenden Anzahl, da beispielsweise auch
betragsma¨ßig große Integrale durch die Kopplung mit kleinen Dichtematrixelementen nur
wenig zur Gesamtenergie beitragen.
Das soeben formulierte Screening wu¨rde allerdings immer noch formal Of (NShell4)
Schleifendurchla¨ufe erfordern, was fu¨r große Systeme zu einem O(N4)-Verhalten (allerdings
mit reduziertem Vorfaktor) fu¨hren wu¨rde. Dieser Aufwand la¨sst sich weiter reduzieren,
indem allein u¨ber die O(NSig2) signiﬁkanten Schalenpaare gelaufen wird. So ergibt sich
insgesamt ein Algorithmus mit einem Skalenverhalten von O(N2), hier der Einfachheit
halber nur fu¨r den Coulombteil der Fockmatrix formuliert:
DO MN = 1, NSig
DO LS = 1, MN
IF PmaxLS ·QMNQLS ≥ 10−ϑ:
Calculate integrals in shell block (MN|LS)
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Fu¨r die Berechnung der Austauschmatrix la¨sst sich ein analoger Algorithmus formulie-
ren, bei dem sich sogar eine noch sta¨rke Kopplung u¨ber die Dichtematrix ausnutzen la¨sst.
Dieser Aspekt wird im Abschnitt u¨ber die linear-skalierende Bildung der Fock-Matrix na¨her
erla¨utert (Abschnitt 2.4.3).
Eine weitere Verbesserung des Integralscreenings kann erzielt werden, indem sogenannte
”
Diﬀerenzdichten“ verwendet werden. Die Fockmatrizen der Iterationen n und n−1 lassen
sich schreiben als
F(n) = h+P(n) · II
und F(n−1) = h+P(n−1) · II. (2.55)
Hierbei bezeichnet II die (Super-)Matrix der antisymmetrisierten Zweielektronenintegrale.
Anstatt die Fock-Matrix fu¨r jede Iteration neu zu konstruieren, kann ein rekursives Schema
verwendet werden,
F(n) = F(n−1) +∆P(n) · II, (2.56)
und in jeder Iteration nur die jeweilige A¨nderung ∆F der Fock-Matrix bzw. ∆P der
Dichtematrix bestimmt werden. Die Diﬀerenzdichte ist dabei deﬁniert als
∆P(n) = P(n) −P(n−1). (2.57)
In diesem sogenannten inkrementellen Verfahren ist der Beitrag eines einzelnen Zwei-
elektronenintegrals zur Coulomb-Matrix ∆Pλσ · (µν|λσ) (Austauschmatrix analog). Daher
ko¨nnen die Integrale hier u¨ber die Kontraktion mit der Diﬀerenzdichte gescreent werden:
Berechne (MN |LS) genau dann, wenn ∆PmaxLS ·QMNQLS ≥ 10−ϑ. (2.58)
Je weiter sich der SCF-Zyklus der Konvergenz na¨hert, desto kleiner wird die A¨nderung
∆P(n) der Dichtematrix. Deswegen werden vom Screening mit Diﬀerenzdichtematrizen
mehr Integrale aussortiert als beim nicht-inkrementellen Algorithmus. Eine weitere Verbes-
serung dieses Verfahrens, das auf der Minimierung der Norm der Diﬀerenzdichten beruht,
wurde von Ha¨ser und Ahlrichs vorgestellt [138].
2.4.3 Linear-skalierende Konstruktion der Fock-Matrix
Die vorangehend beschriebene konventionelle Konstruktion der Fock-Matrix skaliert mit
O(N2). Da der Vorfaktor dieses Schrittes sehr groß ist, dominiert er die Rechenzeit fu¨r
einen weiten Bereich der Moleku¨lgro¨ße. Nachfolgend werden zwei Methoden vorgestellt,
mit denen sich der Rechenaufwand auf O(N) reduzieren la¨sst: Die LinK-Methode fu¨r die
Berechnung der Austauschmatrix und die CFMM-Methode fu¨r die Coulomb-Matrix, auf
die beide spa¨ter noch zuru¨ckgegriﬀen wird. Gleichzeitig ergibt sich hier die Mo¨glichkeit,
einige allgemeingu¨ltige Grundlagen linear-skalierender Methoden zu erla¨utern.
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Lokalisation der Dichtematrix
Die Elektronendichte ρ(r, r′) ist, wie es von Kohn ausgedru¨ckt wurde [145],
”
kurzsich-
tig“ (nearsightedness principle). Damit ist gemeint, dass die Dichte nur von denjenigen
A¨nderungen des externen Potentials abha¨ngig ist, die in der unmittelbaren Umgebung
von r bzw. r′ stattﬁnden. Daraus folgt, dass zur Berechnung der Dichte ρ(r) an einem
Punkt r nur Informationen u¨ber benachbarte Gebiete beno¨tigt werden [145, 146]. Hieraus
folgerte Kohn die Mo¨glichkeit zur linear-skalierenden Konstruktion der Elektronendichte
im Rahmen der Dichtefunktionalmethoden [147].
Umgekehrt wurde von Ahlrichs et al. gezeigt [148,149], dass die Elektronendichte eines
Atoms mit dem Ionisationspotential IP fu¨r r → ∞ asymptotisch exponentiell mit dem
Abstand vom Zentrum abnimmt,
ρ(r) . e−2
√
2IP·r fu¨r r →∞. (2.59)
Hieraus la¨sst sich (in Umkehrung des Kohn’schen Resultats) schließen, dass die Elektro-
nendichte fern vom Zentrum nur wenig zu den Eigenschaften eines Systems beitra¨gt.
Wie diverse theoretische und numerische Studien belegen, ist auch fu¨r mehratomige
und inﬁnite Systeme mit ausreichend großer Bandlu¨cke (Isolatoren) bzw. HOMO-LUMO-
Gap (Energiediﬀerenz zwischen dem ho¨chsten besetzten und dem niedrigsten virtuellen
Orbital) ein exponentielles Abklingverhalten der Außerdiagonalenelemente der Dichte zu
ﬁnden (siehe beispielsweise Referenz [115,150] und die Referenzen darin). Die genaue Form
dieses Verhaltens ha¨ngt vom betrachteten System ab.
Cloizeaux bewies 1964 die allgemeine exponentielle Form des Abklingverhaltens [151,
152] fu¨r einen Isolator mit ﬁniter Bandlu¨cke ǫgap bei T = 0,
|ρ(r, r′)| ≤ Ce−γ|r−r′|, (2.60)
wobei die Konstanten C und γ von den weiteren Eigenschaften des Systems abha¨ngen. Fu¨r
einen Modellkristall konnte Kohn ebenfalls dieses exponentielle Abklingverhalten zeigen
[153] und postulierte spa¨ter, dass γ proportional zur Wurzel der Bandlu¨cke sei [154],
γ ∼ √ǫgap. (2.61)
Obwohl dieses Postulat weitgehend akzeptiert ist, werden fu¨r manche Systeme andere
Abha¨ngigkeiten fu¨r γ gefunden. Im sogenannten weak-binding limit (hier werden Bindungen
als Sto¨rungen des freien Elektronengases angesehen [115]) erha¨lt man beispielsweise [155]
γ ∼ ǫgap. (2.62)
Das exponentielle Abklingverhalten wurde fu¨r Isolatoren ebenfalls in einigen numeri-
schen Studien demonstriert, beispielsweise von Maslen et al. [156] im Rahmen von SCF-
Rechnungen an Alkanmoleku¨len mit Gauß-Basissa¨tzen oder von Ochsenfeld und Head-
Gordon [150]. Weitere Studien belegen dieses Verhalten auch fu¨r Rechnungen in der Basis
vonWannier-Funktionen an Silizium-Kristallen [157], kristallinen und ﬂu¨ssigen Kohlenstoﬀ-
Systemen [158], sowie Fullerenen [159].
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Aus dem Abklingverhalten der Dichte folgt fu¨r Systeme mit signiﬁkantem HOMO-
LUMO-Gap, dass auch die Elemente der Dichtematrix P ≡ (Pµν) asymptotisch exponen-






∣∣∣∣∣ ≤ Ce−γ|r−r′| ⇒ Pµν ∼ e−γ|Rµ−Rν | (2.63)
Die Dichtematrix ist daher fu¨r Isolatoren du¨nn besetzt (sparse), und die Anzahl an nume-
risch signiﬁkanten Elementen Pµν skaliert asymptotisch linear mit der Systemgro¨ße.
Linear-skalierende Konstruktion der Austauschmatrix





Pλσ (µσ|λν) , (2.64)
da fu¨r jedes der O(N) Elemente Kµν eine Summation u¨ber alle λσ (O(N)) ausgefu¨hrt
werden mu¨sste.
Fu¨r Systeme mit signiﬁkantem HOMO-LUMO-Gap nehmen die Elemente Pλσ der Dich-
tematrix allerdings exponentiell mit dem Abstand zwischen dem Zentrum der λ- und der
σ-Basisfunktionen ab. Daher gibt es zu einem λ nur eine konstante Anzahl von numerisch
signiﬁkanten σ und die Bra- bzw. Ket-Indices sind u¨ber die Elemente der Dichtematrix
gekoppelt,
Pλσ (µσ|λν)→ O(N) . (2.65)
Durch Ausnutzung dieser Kopplung kann die Berechnung der Austauschmatrix wie folgt
linear-skalierend reformuliert werden:
Loop over MN = 1, NSig2 → O(N)
Determine LSsig coupled to MN
by density matrix elements PNL (and permutations)
Loop over LSsig coupled to MN → O(1)
Integral screening
Calculate significant integrals of (MN|LSsig) block
End loop
KMS += PNL * (MN|LS) (and permutations)
End loop
Auf dieser (hier stark vereinfacht dargestellten) Schleifenstruktur basiert auch der
LinK-Algorithmus (linear scaling exchange) von Ochsenfeld et al. [160–162], mit dem die
Austauschmatrizen im Rahmen der Berechnung von Energie und Gradienten bei Hartree-
Fock- und Hybrid-Dichtefunktionalmethoden eﬃzient und linear-skalierend berechnet wer-
den ko¨nnen. Durch eine Vorsortierung von Dichtematrixelementen und den fu¨r das Scree-
ning beno¨tigten Integralen kann hierbei die exponentielle Kopplung rigoros und ohne An-
nahme eines bestimmten Verhaltens der Dichtematrix ausgenutzt werden [160] (vgl. hierzu
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weitere linear-skalierende Methoden, die zum Teil ein bestimmtes Verhalten der Dich-
tematrix voraussetzen [163–168]). Ebenso wird die Permutationssymmetrie der Integrale
gewahrt, was zur hohen Eﬃzienz der Methode beitra¨gt [161] (vgl. hierzu beispielsweise
Ref. [166, 169]).
Linear-skalierende Konstruktion der Coulomb-Matrix
Die vorangehend beschriebene Kopplung der Bra- und Ket-Indices bei der Berechnung der









Alle Bildungen der Coulomb-Matrix auf dem Wege der Kontraktion (2.66) skalieren daher
wie O(N2).
Eine linear-skalierende Alternative zur Berechnung der Coulomb-Matrix bieten soge-
nannte hierarchische Methoden bzw.
”
Baumalgorithmen“ (tree algorithms) [170], unter
denen mehrere Methoden zusammengefasst werden, die sich durch baumartige Daten-
strukturen auszeichnen (siehe beispielsweise Ref. [171–173] und Referenzen darin). Hier
soll nur kurz und stark vereinfacht auf die Fast Multipole Method (FMM) von Greengard
und Rokhlin [174, 175] bzw. genauer gesagt auf die Continuous Fast Multipole Method
(CFMM) von White, Johnson, Gill und Head-Gordon [176–178] eingegangen werden (ver-
gleiche auch Ref. [179, 180]). Eine ausfu¨hrliche Einfu¨hrung in diese Methoden ﬁndet sich
im U¨bersichtsartikel von Ochsenfeld, Kussmann und Lambrecht [116].
Der CFMM-Methode liegt eine Multipolentwicklung der Zweielektronenintegrale in
spha¨rischen Koordinaten zugrunde. Eine genauere Darstellung der Multipolentwicklung
folgt in Kapitel 3.3. Hier ist lediglich von Bedeutung, dass die ERIs u¨ber sogenannte wohl-
separierte µν und λσ (der Abstand zwischen Bra- und Ket-Ladungsverteilungen ist gro¨ßer










wobei die Indices (nm) und (lk) Multipolordnungen bezeichnen. In der Praxis zeigt sich,
dass Multipolordnungen von Lmax ≈ 15 Genauigkeiten in der Gesamtenergie im µHartree-
Bereich liefern [176]. Die Multipolentwicklung kann daher nach O(L4max) Termen abgebro-
chen werden.
Eine der Eigenschaften der Multipolentwicklung, die ein lineares Skalenverhalten er-
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Abbildung 2.2: Illustration der hierarchischen Box-Einteilung im Rahmen der (C)FMM-
Verfahren. Fu¨r dieses Beispiel wird ein Wohlsepariertheitskriterium von 2 angenommen,
d.h. multipol-entwickelbare Wechselwirkungen haben einen Abstand von mindestens zwei
Boxen.
beschreibt das von den λσ erzeugte multipol-entwickelte elektrostatische Potential, wie es
am Ort der Ladungsverteilung µν
”





das Potential aller λσ ∈ FF, wobei FF das sogenannte Fernfeld (far-field), d.h. alle von
µν wohlseparierten λσ bezeichnet. Folglich kann die Wechselwirkung eines µν mit allen







Der Aufwand fu¨r diese Berechnung skaliert lediglich mit O(L2maxN).
Der zentrale Punkt fu¨r ein lineares Skalenverhalten ist nun die Berechnung von V µν,FFnm .
Bei der naiven Berechnung u¨ber Gl. (2.69) betra¨gt der Skalenaufwand immer noch O(N2),
da fu¨r alle der O(N) µν-Paare u¨ber O(N) λσ-Paare summiert werden muss. Zur Umgehung
der quadratischen Schleife (2.69) wird das System in ein hierarchisches System von Boxen
aufgeteilt, wie im Folgenden der Einfachheit halber in einer Dimension (statt in dreien)
diskutiert wird (Abb. 2.2). Auf dem sogenannten Level 0 wird das gesamte Moleku¨l von
einer Box umschlossen, auf Level 1 sind dies zwei Boxen, Level 2 beinhaltet 22 = 4 Boxen,
bis auf dem tiefsten Level pro Box typischerweise 10–100 λσ-Paare enthalten sind.
Es kann nun gezeigt werden, dass die Vnm fu¨r alle Boxen durch die Verwendung des
sogenannten Multipol-Translationsoperators Xˆ mit einem Aufwand von O(N) berechnet
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werden ko¨nnen [175]. Dazu werden zuna¨chst die Multipolmomente aller Boxen A auf dem
niedrigsten Level berechnet (in der Abb. Level 3),




Die Multipolmomente fu¨r die Boxen auf ho¨heren Ebenenen ko¨nnen auf a¨hnliche Weise
berechnet werden (siehe beispielsweise [116]). Insgesamt skaliert dieser Schritt mit O(N),
da es O(N) Boxen gibt.
Um nun die Feldvektoren zu berechnen, geht man von der obersten Ebene zur untersten
Ebene vor. Zuna¨chst wird V FF fu¨r die Boxen des 2. Levels berechnet (auf den Ebenen 0
und 1 gibt es kein FF), wie beispielsweise in der Abbildung fu¨r die Box P (A) gezeigt ist,














Eltern-Box“ (parent box) P (A) nun an ihre
”









wobei hier der Translationsoperator X eingesetzt werden muss, da V
P (A)
nm das von P (A)
gespu¨rte Potential ist; mit XA←P (A) wird daraus das Potential fu¨r A gebildet. Der Auf-
wand fu¨r diese Translation skaliert mit O(L2max). Auf der na¨chsten Ebene (hier: Level 3)
wird derjenige Teil des FF hinzugefu¨gt, der noch nicht im Eltern-FF enthalten ist (siehe
Abbildung):





Der Feldvektor wird nun fu¨r alle Ebenenen von den Eltern-Boxen auf die jeweiligen Kind-
Boxen weitervererbt. Auf der untersten Ebene liegt dann der Feldvektor V FFnm fu¨r das FF
aller Eltern-Boxen mit einem Aufwand von O(L2maxN) vor. Die Wechselwirkung der Boxen











mit linear-skalierendem Aufwand zu berechnen.




Integralscreening ist von zentraler Bedeutung fu¨r sa¨mtliche direkte Methoden, sei es direk-
tes SCF in Form der HF- bzw. DFT-Methoden, oder aber direkte Korrelationsmethoden
(siehe Kap. 2.4). Mit dem Schwarz-Screening fu¨r Zweielektronenintegrale [138] wurde 1989
erstmals die rigorose Pra¨selektion von Zweielektronenintegralen mo¨glich, was letztlich zu
einem Durchbruch der direkten SCF-Methoden und zu einer enormen Steigerung ihrer An-
wendbarkeit fu¨hrte. War die Anwendung noch vor 10–20 Jahren auf kleine Systeme in der
Gro¨ßenordnung von 10–50 Atomen limitiert, so hat neben neuartigen linear-skalierenden
Methoden (fu¨r einen U¨berblick siehe beispielsweise Referenzen [115, 116, 181]) nicht zu-
letzt das Integralscreening dazu beigetragen, dass man heute Systeme mit 1000 und mehr
Atomen zuverla¨ssig auf Workstation-Computern berechnen kann.
Trotz dieses enormen Fortschritts in Bezug auf die berechenbare Moleku¨lgro¨ße ver-
wenden die meisten Quantenchemieprogramme immer noch das Schwarz-Screening, das
die 1/R-Abstandsabha¨ngigkeit zwischen den Bra- und Ket-Ladungsverteilungen der Zwei-
elektronenintegrale vo¨llig vernachla¨ssigt. Hier wird nun ein neuartiges rigoroses multipol-
basiertes Integralscreening vorgestellt, das die 1/R-Abha¨ngigkeit erstmalig beru¨cksichtigt.
Dieses Verfahren bietet nicht nur wichtige Vorteile bei der Konstruktion der Fock-Matrix
im Rahmen von HF- und DFT-Verfahren, sondern la¨sst sich generell auf quantenchemische
Verfahren anwenden, in denen Zweielektronenintegrale berechnet werden mu¨ssen. Insbe-
sondere sind hier linear-skalierende Reformulierungen von Elektronenkorrelationsmethoden
zu nennen, die ein besonders wichtiges und herausforderndes Forschungsgebiet der letzten
Jahrzente darstellen (siehe beispielsweise Ref. [72]). Mit der neuen multipol-basierten In-
tegralschranke (Multipole Based Integral Estimates, MBIE) ist hier erstmalig eine rigorose
Ausnutzung der 1/R4- und ho¨herer Abha¨ngigkeiten fu¨r transformierte Integralprodukte
im Rahmen der atomorbital-basierten MP2-Methode (AO-MP2) mo¨glich, so dass sich eine
linear-skalierende Anzahl von Integralen mit kleinem Vorfaktor ergibt. Als weitere wichtige
Anwendungen sind Geometrieoptimierungen und Dynamiksimulationen zu nennen, die mit
der MBIE-Schranke eﬃzient durchgefu¨hrt werden ko¨nnen.
Die nachfolgende Herleitung der MBIE-Integralschranken ist folgendermaßen gegliedert:
33
34 Kapitel 3. Multipol-basierte Integralschranken (MBIE)
Nach einer kurzen Besprechung der exakten asymptotischen Eigenschaften der Zweielek-
tronenintegrale wird an einigen numerischen Beispielen untersucht, inwiefern bestehende
Integralschranken verbesserungswu¨rdig sind. Danach wird die Notwendigkeit rigoroser im
Gegensatz zu nicht-rigorosen oder empirischen Integralschranken anhand theoretischer und
numerischer Argumente gekla¨rt. Es folgt eine kurze Darstellung der Multipolentwicklung
der Zweielektronenintegrale, von der ausgehend die multipol-basierten Integralschranken
hergeleitet werden. Schließlich werden diese neuen Schranken anhand einiger numerischen
Beispiele mit dem exakten Verhalten der Integrale verglichen.
3.1 Exaktes asymptotisches Verhalten der Zweielek-
tronenintegrale
Der Wert eines Zweielektronenintegrals in der Basis der Atomorbitale
(µν|λσ) =
∫∫
dr1dr2 χµ (r1)χν (r1)
1
r12
χλ (r2)χσ (r2) (3.1)
ha¨ngt allein von den relativen Positionen der Zentren A,B,C,D, den Exponenten α, β, γ, δ
und Kontraktionskoeﬃzienten der Basisfunktionen ab. Um diese Abha¨ngigkeit asympto-
tisch zu untersuchen, genu¨gt es zu bemerken, dass sich sa¨mtliche Zweielektronenintegrale
mit Hilfe der Obara-Saika-Rekursion [128] auf unterster Rekursionsebene auf Summen u¨ber
Hilfsintegrale vom Typ
(ss|ss)(n) = (ζ + η)− 12 K (α, β, A,B)K (γ, δ, C,D)Fn (T ) (3.2)
zuru¨ckfu¨hren lassen. Ein Integral u¨ber kontrahierte Basisfunktionen beliebigen Drehimpul-
ses lassen sich als Linearkombinationen dieser Hilfsintegrale darstellen.














Die Boys-Funktion Fn(T ) und ihr Argument T sind gegeben durch
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Aus den Pra¨faktoren K ist ersichtlich, dass der Betrag des Zweielektronenintegrals
asymptotisch exponentiell mit dem Abstand der Zentren A,B und C,D abnimmt:
(µν|λσ) ∼ e−ζR2AB e−ηR2CD (3.6)
Da die Exponentialfunktion schnell mit dem Abstand abfa¨llt, gibt es zu jeder Basisfunk-
tion am Zentrum A nur eine konstante (kleine) Anzahl von Funktionen am Zentrum B,
die signiﬁkante Integrale ergeben; Analoges gilt fu¨r die Zentren C,D. Aus diesem Grund
skaliert die Anzahl an signiﬁkanten Integralen fu¨r große Systeme wie O(N2).

















mit der unvollsta¨ndigen Gamma-Funktion (incomplete gamma function)











verwandt.1 Da der Integrand in (3.8) im Integrationsbereich streng monoton fa¨llt, gilt
wegen T > 0
P (n, T ) ≤ Γ (n) (3.9)
und damit (n = 0, 1, 2, . . .)




















wobei der exakte Wert der Gamma-Funktion fu¨r halbzahlige positive Argumente eingesetzt
wurde.2
1Herleitung: Substitution u = T t2 in Fn− 12 liefert unmittelbar






2Fu¨r halbzahlige positive Werte la¨sst sich die Γ-Funktion durch Konturintegration einfach berechnen












, n = 0, 1, 2, . . .
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(a) (b)


































Abbildung 3.1: Vergleich zwischen dem exaktem und dem vom Schwarz-Screening ab-
gescha¨tzten Verhalten der Zweielektronenintegrale. (a) Exponentielle Kopplung: Variation
des µ-ν-Abstandes bei konstantem λ-σ-Abstand im (µν|λσ)-Integral beim He2 in der 6-
31G** Basis. (b) 1/R-Kopplung: Variation des Bra-Ket-Abstandes beim HF · · ·HF in der
6-31G** Basis. Ebenfalls aufgetragen sind die Ergebnisse im Rahmen der im Folgenden
herzuleitendem MBIE-Integralschranken.











Im allgemeinen Fall von Integralen mit von Null verschiedenem Drehimpuls L ergibt sich
der Integralwert als Linearkombination verschiedener Terme mit Fn, n = 0, 1, . . . , L. In




Das exakte und vom Schwarz-Screening abgescha¨tzte Verhalten der Integrale ist fu¨r zwei
numerische Beispiele in Abb. 3.1 dargestellt. Wie man der Abbildung entnehmen kann, wird
die exponentielle Kopplung von der QQ-Schranke wie erwartet korrekt wiedergegeben. Die
1/R-Kopplung bleibt beim Schwarz-Screening vollsta¨ndig unberu¨cksichtigt.
Es ist unmittelbar einsichtig, dass die exponentielle Kopplung wesentlich schneller,
d.h. bereits bei geringeren Absta¨nden, zum Abklingen des Integralwertes fu¨hrt. Betrach-
tet man die Abstandsabha¨ngigkeit eines einzelnen Integrals, so wird deutlich, dass sehr
große Bra-Ket-Absta¨nde no¨tig sind, damit dieses allein auf Grund der 1/R-Abha¨ngigkeit
nicht-signiﬁkant wird. Deshalb ist bei der Beschreibung des Integralverhaltens durch eine
Schranke zuna¨chst die Beru¨cksichtigung der exponentiellen Kopplung von prima¨rer Bedeu-
tung. Dieses Argument hat wohl auch dazu gefu¨hrt, dass die 1/R-Kopplung in der Literatur





















Integralwert zwischen 10-t und 10-(t-1)
Abbildung 3.2: Gro¨ßenverteilung der fu¨r die Konstruktion der Austauschmatrix beno¨tig-
ten Zweielektronenintegrale beim (A− T)1-Basenpaar in der 6-31G* Basis. Fu¨r jeden
Threshold 10−ϑ ist die Anzahl an Integralen angegeben, deren Betragswert im Intervall
[10−ϑ, 10−(ϑ−1)] liegt. Die
”
Kumulante“ gibt die Anzahl aller Integrale an, deren Betrags-
wert gro¨ßer dem jeweiligen Threshold ist.
bislang als unwichtig eingestuft wurde [20]. Beim Integralscreening ist diese Betrachtungs-
weise jedoch irrefu¨hrend und muss sogar als falsch angesehen werden.
Dies sei am Beispiel der Gro¨ßendistribution der Integrale beim Adenin-Thymin-Basen-
paar (A− T)1 illustriert (Abb. 3.2). Bei diesem System sinkt die Anzahl an numerisch
signiﬁkanten Integralen sehr stark mit dem Integral-Threshold 10−ϑ: Die Integralzahl sinkt
beispielsweise von 16 · 108 bei einem Threshold von 1 · 10−6 auf 6 · 108 bei einem Thres-
hold von 5 · 10−6. Nimmt man einmal an, dass die Integralschranke den Wert der meisten
Integrale lediglich um einen Faktor von 2 u¨berscha¨tzt, dann wu¨rde dies im Vergleich zur
exakten Anzahl an signiﬁkanten Integralen zu einer ca. 2.7-fach ho¨heren Anzahl an zu be-
rechnenden Integralen fu¨hren! Numerische Untersuchungen zeigen, dass die U¨berscha¨tzung
des exakten Integralwerts im Mittel ha¨uﬁg einige Zehnerpotenzen betra¨gt. Hieraus wird
unmittelbar ersichtlich, dass auch scheinbar kleine Verbesserungen der Integralschranke
statistisch gesehen große Auswirkungen haben ko¨nnen.
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3.2 Notwendigkeit rigoroser Integralschranken
Eine Frage von fundamentaler Bedeutung ist die, ob man wirklich rigorose Integralschran-
ken beno¨tigt, d.h. Abscha¨tzungen die stets mathematisch strenge obere Schranken dar-
stellen. Diese Frage ru¨hrt in ihren Konsequenzen nicht zuletzt an den Grundfesten der
zahlreichen quantenchemischen Methoden, die sich des Integralscreenings bedienen. Bereits
Ha¨ser und Ahlrichs [138] konnten mit ihren Untersuchungen an direkten SCF-Methoden
demonstrierten, dass
”
nicht-rigorose Schranken praktisch nutzlos“ sind, weil der resultie-
rende numerische Fehler nicht wohlkontrollierbar ist [139].
Eine wichtige Zielsetzung dieser Arbeit ist die Entwicklung neuer Integralschranken
fu¨r Elektronenkorrelationsverfahren. Auch fu¨r diese war bislang kein rigoroses Screening
verfu¨gbar, das die 1/Rn-Abha¨ngigkeit (n ≥ 4) beru¨cksichtigt. In der Literatur wurden
daher einige nicht-rigorose und zum Teil empirische Verfahren vorgestellt, um die Ab-
standsabha¨ngigkeit der im Rahmen von Korrelationsmethoden auftretenden transformier-
ten Zweielektronenintegrale ausnutzen zu ko¨nnen (siehe z.B. Ref. [184,185]). Hier soll nun
an einigen Beispielen der Frage nachgegangen werden, inwiefern nicht-rigorose Integral-
schranken zuverla¨ssige Ergebnisse liefern ko¨nnen.
3.2.1 Methodik zum Vergleich von Integralschranken
Fu¨r die praktische Anwendbarkeit einer Integralschranke ist die Erfu¨llung der folgenden
Kriterien essentiell:
• Der numerische Fehler in der Gesamtenergie muss wohlkontrollierbar sein. Dies im-
pliziert insbesondere, dass der Fehler
– sich systematisch mit dem verwendeten Threshold verha¨lt und
– systematisch mit der Systemgro¨ße skaliert.
• Die Integralschranke muss allgemein anwendbar sein oder es mu¨ssen wohldeﬁnierte
Kriterien existieren, aus denen sich ihr Gu¨ltigkeitsbereich ableiten la¨sst. Relevante
Aspekte sind hier beispielsweise
– die Art des Systems (z.B. Sta¨rke der Bindungskonjugation und Delokalisierung)
– die ra¨umliche Struktur (z.B. verschiedene Konformere).
Im Folgenden wird an einigen numerischen Beispielen gezeigt, dass bereits die Erfu¨llung
des ersten Kriteriums bei der Verwendung nicht-rigoroser Schranken problematisch ist, was
zu großen numerischen Fehlern in den Ergebnissen fu¨hren kann. Fu¨r eine nicht-rigorose
Integralschranke ergibt sich bereits aus ihrer Deﬁnition, dass das zweite Kriterium umso
schwerer zu erfu¨llen ist.
Als rigorose Integralschranke RS sollen im Folgenden Schranken verstanden werden, die
immer streng gro¨ßer oder gleich dem exakten Integralwert sind:
(µν|λσ) ≤ RS(µν, λσ) (3.13)






Abbildung 3.3: Anschaulicher Vergleich rigoroser und nicht-rigoroser Schranken. Aufge-
tragen sind die mittleren Fehler (gefu¨llte Kreise) sowie minimale und maximale Fehler
(Fehlerbalken). Es sind je drei Fa¨lle beispielhaft dargestellt: (1) Kleiner mittlerer, mini-
maler und maximaler Fehler, (2) großer mittlerer Fehler bei kleiner Streuung der Fehler,
sowie (3) großer mittlerer Fehler und große Streuung.
Eine nicht-rigorose Schranke, oder vielmehr ein Scha¨tzwert SW, gibt eine Na¨herung an den
Integralwert:
(µν|λσ) ≈ SW(µν, λσ) (3.14)
Unter dem Mittelwert des Fehlers bzw. der Genauigkeit G einer Integralschranke IS soll im







|(µν|λσ)− IS(µν, λσ)| . (3.15)
Die Verteilung der Fehler um diesen Mittelwert beschreibt die Standardabweichung
σ =
1







, gi={µνλσ} ≡ (µν|λσ)− IS(µν, λσ). (3.16)
Damit ko¨nnen Integralschranken nach ihrer Rigorosita¨t, dem minimalen, maximalen und
mittleren Fehler, sowie der Standardabweichung klassiﬁziert werden, wie in Abb. 3.3 ex-
emplarisch dargestellt ist. Die statistische Verteilung der Abweichungen um den mittleren
Fehler soll als Fehlerverteilung bezeichnet werden.
Zuna¨chst einige U¨berlegungen zur Methodik:
40 Kapitel 3. Multipol-basierte Integralschranken (MBIE)
• Die Qualita¨t zweier Integralschranken la¨sst sich vergleichen, indem die Anzahl an
pra¨selektierten Integralen bei vergleichbarem numerischen Fehler oder der numeri-
sche Fehler bei vergleichbarer Integralzahl gegenu¨bergestellt werden. Aus der Anzahl
an Integralen bei einem vorgegebenem numerischen Threshold la¨sst sich nicht unmit-
telbar ein Vergleich ableiten.
• Durch die Vernachla¨ssigung von Integralen kommt es zu einem numerischen Fehler
in der Gesamtenergie. Bei der Addition der einzelnen Beitra¨ge zur Gesamtenergie
kann es durch Fehlerkompensation zu einem deutlich kleineren Gesamtfehler kom-
men als die Fehler fu¨r die einzelnen Terme erwarten lassen wu¨rden. Diese Fehler-
kompensation ha¨ngt stark von den Eigenschaften des jeweils betrachteten System
ab (z.B. positive/negative Elemente der Dichtematrix, Basissatz) und kann daher
nicht allgemeingu¨ltig vorhergesagt werden. Im Folgenden wird daher vom systema-
tischen numerischen Fehler gesprochen, womit der numerische Fehler ohne zufa¨llige
Fehlerkompensation gemeint ist.
3.2.2 Theoretischer Vergleich rigoroser
und nicht-rigoroser Schranken
Ein Vergleich rigoroser und nicht-rigoroser Integralschranken allein auf der Grundlage theo-
retischer Betrachtungen fa¨llt schwer, da es sich hier um ein statistisches Problem handelt,
dessen Parameter (Fehlerverteilung, Fehlerkompensation) nicht allgemein bekannt sind.
Dennoch lassen sich fu¨r einige Spezialfa¨lle hilfreiche Erkenntnisse gewinnen. Zuna¨chst wer-
den eine nicht-rigorose und eine rigorose Integralschranke mit vergleichbaren Fehlervertei-
lungen betrachtet:
• Bei der gleichen Anzahl von pra¨selektierten Integralen ist der systematische nume-
rische Fehler bei einer solchen rigorosen Integralschranke stets kleiner als bei ei-
ner nicht-rigorosen Schranke. Dies ergibt sich unmittelbar daraus, dass bei einer
nicht-rigorosen Abscha¨tzung auch numerisch signifikante Beitra¨ge mit einer gewissen
Wahrscheinlichkeit verworfen werden, wa¨hrend bei einem rigosen Verfahren stets nur
nicht-signifikante Terme wegfallen.
• Im Umkehrschluss bedeutet dies, dass die Anzahl an pra¨selektierten Integralen bei
gleichem systematischem numerischem Fehler und gleicher Fehlerverteilung fu¨r rigo-
rose Schranken in diesem Fall stets geringer ist.
• Die Qualita¨t der Integralschranken (deﬁniert u¨ber ihre Fehlerverteilungen) ist fu¨r
nicht-rigorose Schranken stets sta¨rker systemabha¨ngig als fu¨r rigorose Methoden,
d.h. sie variiert beispielsweise sta¨rker mit der Bindungsstruktur oder der Konfor-
mation. Dies folgt unmittelbar daraus, dass bei rigorosen Schranken auch bei einer
A¨nderung des Systems stets gewa¨hrleistet bleibt, dass die exakten Integralwerte nicht
unterscha¨tzt werden.
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Ein zweiter denkbarer Grenzfall ist der, dass die Fehlerverteilung der nicht-rigorosen
Schranke sehr viel enger ist als die der rigorosen Schranke. In einem solchen Fall mu¨sste
der numerische Threshold 10−ϑ fu¨r die rigorose Schranke sehr viel kleiner gewa¨hlt werden,
damit die gleiche Anzahl an Integralen erhalten wird. In einem solchen Fall wu¨rde die
U¨berlegenheit rigoroser Schranken nivelliert.
Beim dritten Grenzfall, na¨mlich einer sehr viel engeren Fehlerverteilung fu¨r die rigorose
Schranke, ist die U¨berlegenheit der rigorosen Schranke trivialerweise unmittelbar ersicht-
lich.
Aus diesen drei Grenzfallbetrachtungen la¨sst sich zu den eingangs aufgestellten Anfor-
derungen fu¨r Integralschranken noch Folgendes hinzufu¨gen:
• Die Fehlerverteilung der Integralschranke muss mo¨glichst eng sein.
In anderen Worten bedeutet dies, dass mo¨glichst viele Eigenschaften der exakten Integrale
beru¨cksichtigt werden sollten.
3.2.3 Numerische Beispiele
Ein umfassender und allgemeingu¨ltiger Vergleich rigoroser und nicht-rigoroser Schranken
ist nicht mo¨glich, da die Fehlerverteilung nicht a priori bekannt ist. Deshalb werden nun
einige numerische Beispiele betrachtet, um die vorangegangene Diskussion zu illustrieren.
Eine der einfachsten Mo¨glichkeiten zur Abscha¨tzung von Integralwerten ist die Verwen-




wie sie bereits von Almlo¨f vorgeschlagen wurde [186]. In a¨hnlicher Form, allerdings oh-
ne 1/R-Abha¨ngigkeit, wurden U¨berlappterme bereits zu Anfang der A¨ra direkter SCF-
Methoden fu¨r das Screening eingesetzt (siehe beispielsweise die Referenzen [120,122]).
Die Qualita¨t der MM0-Schranke sinkt drastisch mit steigendem Drehimpuls der be-
teiligten Ladungsverteilungen und kleine Bra-Ket-Absta¨nde. In der Praxis fu¨hrt dies zu
großen und schlecht kontrollierbaren numerischen Fehlern, wie die nachfolgenden Beispiele
zeigen. Eine in der Praxis nu¨tzlichere Integralabscha¨tzung kann durch die Kombination









Dieser im Folgenden als QQ/R bezeichnete Scha¨tzwert ist wegen QµνQλσ > |SµνSλσ| eine
obere Schranke zu MM0, aber nicht notwendigerweise fu¨r das exakte Zweielektronenin-
tegral. Die Verwendung der Schwarz-Integrale da¨mpft den Fehler der MM0-Schranke fu¨r
kleine Bra-Ket-Absta¨nde, da QQ/R fu¨r R ≤ 1 in die rigorose Schwarz-Schranke u¨bergeht.
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(a) (b)

















































Abbildung 3.4: Auftragung der Fehler in der Austauschenergie gegen den Faktor der Re-
duktion der Integralzahl (a) beim C20H42 und (b) beim (A− T)1-Basenpaar in der 6-31G*
Basis bei Integral-Thresholds von 10−9 bis 10−5.
Um die Qualita¨t der Integralschranken zu u¨berpru¨fen, werden zuna¨chst die Coulomb-
und Austauschmatrizen linearer Alkane und eines DNA-Basenpaares berechnet und die
Anzahl an berechneten Integralen sowie der Fehler in der Gesamtenergie relativ zum exak-
ten Ergebnis (QQ/10−10) verglichen. Dazu wird stets die selbe konvergierte Dichtematrix
verwendet (QQ-Screening, Integral- und SCF-Thresholds 10−10/10−7).
Bei gleichem Integralthreshold wird die Anzahl an Integralen sowohl beim MM0- als
auch QQ/R-Screening im Vergleich zum Schwarz-Screening deutlich reduziert. Wie die
Abb. 3.4 jedoch zeigt, liegt die Anzahl an Integralen bei vergleichbarem Fehler in der Ener-
gie in vergleichbaren Gro¨ßenordnungen. Bei MM0 ist der Fehler bei gleicher Reduktion der
Integralzahl sogar deutlich gro¨ßer als beim QQ-Screening, was die bereits von Ha¨ser und
Ahlrichs [138] gefundene Problematik unterstreicht: Bei nicht-rigorosen Schranken mu¨ssen
die numerischen Thresholds mitunter so weit gesenkt werden, dass sich kein praktischer
Vorteil mehr ergibt. Zum Vergleich sind ebenfalls die Ergebnisse fu¨r die nachfolgend herzu-
leitende MBIE-Schranke aufgetragen. Diese Schranke liefert fu¨r alle Testsysteme ein gutes
Verha¨ltnis zwischen numerischem Fehler und der Reduktion der Integralzahl.
Trotzdem ist dem QQ/R-Screening eine recht gute Performance zu attestieren, was eine
spa¨tere Weiterentwicklung dieser Schranke mo¨glich erscheinen la¨sst. Fu¨r die hier betrach-
teten Beispielsysteme bietet sie ebenfalls einen guten Kompromiss zwischen Fehler und Re-
duktion der Integralzahl. Dieses Ergebnis ist umso erstaunlicher, als das QQ/R-Screening
bei diesen Testsystemen bis zu 8% der numerisch signiﬁkanten Integrale verwirft. Dies legt
den Schluss nahe, dass hier eine zufa¨llige Fehlerkompensation auftritt.
Weiteren Aufschluss u¨ber die Systematik der Fehlerverteilung der einzelnen Integral-
schranken liefert das Skalenverhalten des Fehlers mit der Systemgro¨ße. Bei den rigorosen
Screening-Verfahren (Schwarz und MBIE) ﬁndet man ein sehr viel systematischeres Ver-
halten, wie in Abb. 3.5 dargestellt ist. Dies unterstu¨tzt ebenfalls die Vermutung, dass es
























Abbildung 3.5: Skalenverhalten des numerischen Fehlers mit der Systemgro¨ße bei linearen
Alkanen CnH2n+2 (n = 5, 10, 20) in der 6-31G* Basis (Threshold 10
−7).
beim QQ/R-Screening zu einer zufa¨lligen Fehlerkompensation kommt.
Bei der Berechnung von Energiediﬀerenzen wie beispielsweise bei der Berechnung von
Wechselwirkungs- oder Reaktionsenergien kann es bei einem unsystematischen Skalenver-
halten wie bei QQ/R zu einer Versta¨rkung des numerischen Fehlers kommen, wa¨hrend
es bei QQ zu einer sehr systematischen Fehlerauslo¨schung kommt. Zur Illustration die-
ses Eﬀekts wurde die Dimerisierungsenergie der Graphit-Moleku¨le C24H12 bzw. C54H18
im Schichtabstand von 4 A˚ mit QQ- und QQ/R-Screening berechnet und mit der
”
ex-
akten“ HF-Wechselwirkungsenergie von 4.4 bzw. 16.1 kcal/mol (QQ/10−10) verglichen.
Auf Grund des stark unsystematischen Skalenverhaltens der Fehlers bei QQ/R (siehe Tab.
3.1) ist der numerische Fehler 5.5- bis 24-mal gro¨ßer als beim QQ-Screening vergleichbarer
Integralzahlen und betra¨gt bis zu 25% der Wechselwirkungsenergie.
Mit diesen numerischen Beispielen wird zum einen nochmals bekra¨ftigt, dass die nume-
rischen Fehler nicht-rigoroser Schranken je nach der jeweiligen Fehlerverteilung dazu fu¨hren
ko¨nnen, dass die Schranken praktisch unbrauchbar werden. Zugleich wurde demonstriert,
welche (verheerende) Auswirkung ein unsystematisches Skalenverhalten des numerischen
Fehlers mit der Systemgro¨ße haben kann. Zumindest bei den gewa¨hlten Beispielen scheinen
nicht-rigorose Schranken besonders anfa¨llig fu¨r dieses Problem zu sein, was letztlich ver-
mutlich darauf zuru¨ckzufu¨hren ist, dass die Qualita¨t dieser Schranken stark vom Systemtyp
(Gro¨ße, Delokalisation, Konformation etc.) abha¨ngen. Es ist zu erwarten, dass dieses Ver-
halten bei einer Vera¨nderung der Systemeigenschaften wie beispielsweise dem Ausmaß der
Delokalisierung, die beispielsweise bei der Berechnung chemischer Reaktionen auftreten
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#intsa) Fehlerb)
ϑ QQ QQ/R QQ QQ/R
C24H12 8 424 330 1 2
7 343 231 74 22
6 259 167 632 878
2xC24H12 8 3392 2501 2 30
7 2675 1873 155 1804
6 1968 1318 1622 9791
C54H18 8 4888 3699 22 36
7 3715 2501 321 1380
6 2597 1911 1499 4331
2xC54H18 8 37149 26910 50 120
7 27863 18029 411 6567
6 19459 12038 3119 11055
a) Anzahl an Integralen in Millionen.
b) Fehler in der Gesamtenergie in µHartree.
Tabelle 3.1: Anzahl an Integralen und numerische Fehler fu¨r QQ- und QQ/R-Screening bei






Tabelle 3.2: Fehler in der Dimerisierungsenergie (in kcal/mol) fu¨r Graphitsysteme mit
einem Schichtabstand von 4A˚ (willku¨rlich gewa¨hlt). Die Thresholds wurden so gewa¨hlt,
dass vergleichbare Integralzahlen und Großenordnungen der numerischen Fehler resultieren.
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kann, oder bei Verwendung gro¨ßerer Basissa¨tze mit diﬀuseren Funktionen noch sta¨rker
ausgepra¨gt ist. Diese Abha¨ngigkeit ist bei rigorosen Schranken a¨hnlicher Fehlerverteilun-
gen zwangsla¨uﬁg geringer, da unabha¨ngig vom System garantiert ist, dass die Schranke
immer nur nach oben vom exakten Integralwert abweichen kann.
3.3 Multipolentwicklung der Zweielektronenintegrale
Wie eingangs dargelegt wurde, soll im Folgenden eine neue Integralschranke hergeleitet
werden, welche das 1/R-Verhalten der Zweielektronenintegrale rigoros beru¨cksichtigt. Da-
bei wird von einer Multipolentwicklung ausgegangen, u¨ber die nun ein kurzer U¨berblick
gegeben wird.
Das Zweielektronenintegral zweier Ladungsverteilungen Ωµν(r1) ≡ ΩA(r1) beziehungs-
weise Ωλσ(r2) ≡ ΩB(r2), die um die ZentrenA und B verteilt sind, beschreibt die Coulomb-
Abstoßung zwischen diesen beiden Verteilungen. Diese kann, wie aus der klassischen Elek-
trodynamik bekannt, in Beitra¨ge einzelner Multipol-Komponenten zerlegt werden [20,183,
187–194]. Dazu werden die Elektronenkoordinaten relativ zu den Zentren A und B
r1A = r1 −A
und r2B = r2 −B,
(3.19)
der Vektor des relativen interelektronischen Abstands
∆r12 = r1A − r2B, ∆r12 = |∆r12| (3.20)
und der Abstand zwischen den Zentren
R = A−B, R = |R| (3.21)
deﬁniert. Fu¨r nicht-u¨berlappende Ladungsverteilungen, d.h. fu¨r
∆r12 < R, (3.22)
kann der Coulomb-Operator dann wie folgt als Reihe in orthogonalen Funktionensystemen































46 Kapitel 3. Multipol-basierte Integralschranken (MBIE)
Dabei werden die Radial- und Winkelanteile der R- und ∆r12-Vektoren zuna¨chst durch
eine Expansion des zwischen den beiden Vektoren aufgespannten Winkels
θ = ∠(∆r12,R) (3.24)






(x2 − 1)n (3.25)
separiert. Danach folgt eine Separation der Winkelanteile von Kern- und Elektronenkoor-










Dadurch werden die Winkelanteile der Elektronen- und Kernkoordinaten separiert. Die
Radialteile sind bereits nach der Expansion in Kugelﬂa¨chenfunktionen entkoppelt.
Zur kompakteren Darstellung ist es praktisch, die regula¨ren und irregula¨ren Ko¨rper-




















Diese Formulierung der Multipolentwicklung ist fu¨r die folgende Herleitung der multipol-
basierten Integralschranken (MBIE) besonders geeignet.
Fu¨r die eﬃziente Implementierung zur Berechnung von Zweielektronenintegralen wen-
det man das Additionstheorem der Ko¨rperﬂa¨chenfunktionen an, um zur vollsta¨ndigen Se-











Hierbei wurde der sich ergebende Parita¨tsfaktor von (−1)l in den der spha¨rische Wechsel-
wirkungstensor (interaction tensor) absorbiert:
Θnm,lk(R) = (−1)lI∗n+l,m+k(R). (3.30)
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Einsetzen der Entwicklung fu¨r den Operator das Zweielektronenintegral liefert schließlich















Wie bereits in den theoretischen Grundlagen verwendet, lautet diese Entwicklung in Matrix-
Vektor-Form
(µν|λσ) = qA ·ΘAB · qB. (3.33)






































s+t+u[2(k + l +m)− 2s− 2t− 2u]!














Streng genommen u¨berlappen die in der Quantenchemie auftretenden kontinuierlichen
Ladungsverteilungen (z.B. Gauß-Produkte der Basisfunktionen) immer in einem gewis-
sen Maße. Daher ist das Konvergenzkriterium (3.22) der Multipolentwicklung nie streng
erfu¨llt. Man kann jedoch zeigen, dass der durch die Verwendung der Multipolentwicklung
verursachte Fehler in der Wechselwirkungsenergie fu¨r ein Zweielektronenintegral u¨ber s-
Funktionen kleiner als eine bestimmte relative Fehlerschranke 10−ϑ ist,
(µν|λσ)(exakt) = (µν|λσ)(Multipol) + Fehler
Fehler ≤ 10−ϑ · (µν|λσ)(Multipol) ,
(3.37)
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wenn der Abstand zwischen den Bra- und Ket-Ladungsverteilungen ΩA bzw. ΩB gema¨ß
R > RA +RB (3.38)
gro¨ßer als die Ausdehnungskriterien RA bzw. RB der Ladungsverteilungen ist. Die Aus-

















Fu¨r Funktionen ho¨herer Drehimpulse lassen sich ebenfalls Ausdehnungskriterien herlei-
ten [196] (siehe auch Kap. 3.4.4). Es la¨sst sich nochmals betonen, dass der exakte Wert der
Zweielektronenintegrale mit Hilfe der Multipolentwicklung, kombiniert mit einem wohl-
gewa¨hlten Ausdehnungskriterium, praktisch bis auf beliebige numerische Genauigkeit re-
produziert werden kann.
Auf eine detaillierte Herleitung und weiterfu¨hrende Diskussion der mathematischen Ei-
genschaften der Multipolentwicklung soll hier aus Platzgru¨nden nicht eingegangen werden.
Fu¨r eine didaktische Darstellung der Herleitung sei auf das Lehrbuch von Eyring, Walter
und Kimball [197] und den U¨bersichtsartikel von Ochsenfeld, Kussmann und Lambrecht
verwiesen [116]. Untersuchungen des Konvergenzverhaltens im Rahmen der intermolekula-
ren Wechselwirkung ﬁnden sich in den grundlegenden Arbeiten von Kutzelnigg und Mit-
arbeitern [198] sowie Ahlrichs [199]. Ein allgemeiner Konvergenzbeweis ist bei Sherbinin et
al. [200] zu ﬁnden. Interessante alternative Multipolentwicklungen mit erweitertem Kon-
vergenzbereich sind beispielsweise Ref. [201–203] zu entnehmen.
3.4 Herleitung der multipol-basierten Integralschran-
ken
Aus der Wechselwirkungsmatrix Θ bzw. dem kartesischen Multipoltensor T wird ersicht-
lich, dass die Terme der Multipolentwicklung der Ordnung ℓ = n + l (spha¨risch) bzw.
ℓ = k + l +m+ k′ + l′ +m′ (kartesisch) eine R−(ℓ+1)-Abha¨ngigkeit aufweisen. Daher wird
die Multipolentwicklung als Ausgangspunkt fu¨r die Entwicklung der multipol-basierten
Integralschranken (Multipole Based Integral Estimates, MBIE) verwendet. Unglu¨cklicher-
weise ist es rechentechnisch zu aufwendig, die Multipolentwicklung bis zu hohen Ordnungen
zu verwenden, nur um den Wert eines Integrals abzuscha¨tzen. Deshalb wird die Serie im
Folgenden derart (rigoros) vereinfacht, dass sie bis zu unendlicher Ordnung aufsummiert
werden kann und sich so einfache Ausdru¨cke als Schranken ergeben.
Um die Notation abzuku¨rzen, werden die einzelnen Terme der Multipolentwicklung von
der Ordnung ℓ im Folgenden (hier exemplarisch fu¨r die spha¨rische Multipolentwicklung)



















abgeku¨rzt. Es ist wohlbekannt [20], dass die Multipolentwicklung der Zweielektroneninte-
grale bei Wahl angemessener Ausdehnungskriterien fu¨r die Ladungsverteilungen innerhalb
der numerischen Genauigkeit konvergiert. Daher mu¨ssen die Betra¨ge der Multipolterme ab
einer bestimmten Ordnung ℓ0 sinken (man kann zeigen, dass die Reihe absolut konvergent
ist [200]):





Die Grundidee der MBIE-Schranken ist daher, alle Multipolterme ab einer bestimmten






















wobei die ca geeignete Koeﬃzienten sind. Wenn ℓ0 exakt bekannt ist, werden die Terme fu¨r
a = 1, 2, . . . ,∞ immer kleiner werden und die Reihe konvergiert, so dass sie durch ihren
Grenzwert ersetzt werden kann.
Diese Idee erinnert an eine einfache Methode, die Wechselwirkungsenergie von Punkt-
ladungen abzuscha¨tzen (wobei allerdings zu betonen ist, dass es sich hierbei lediglich
um eine sehr einfache intuitive Interpretation des Folgenden handelt!). Hier gilt wegen














Fu¨r nicht-u¨berlappende Verteilungen von Punktladungen (∆r12 < R bzw. |x| < 1) konver-
giert die Multipolentwicklung gegen das exakte Ergebnis. Die unendliche Summation kann
exakt ausgefu¨hrt werden3 und man erha¨lt:
r−112 ≤
1
R −∆r12 . (3.44)





1− x, |x| < 1
Die Konvergenzbedingung ist fu¨r nicht-u¨berlappende Ladungsverteilungen (∆r12 < R) stets erfu¨llt.
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A BR
RA
Abbildung 3.6: Abscha¨tzung der Wechselwirkungsenergie zweier Punktladungsverteilungen
(kleine oﬀene Kreise) {qi} und {qj}. Die Gesamtwechselwirkungsenergie zwischen {qi} und
{qj} kann nach oben abgescha¨tzt werden, wenn anstelle des exakten Abstandes R der
zwischen den Punktladungen minimal mo¨gliche Abstand R′ verwendet wird: R′ = R −
RA − RB.
Die Wechselwirkung zwischen zwei Punktladungen ist exakt durch diesen Ausdruck von
oben gebunden. Fu¨r zwei Mengen {qi} und {qj} von Einheitsladungen (siehe Abb. 3.6) ist
r1A maximal gleich der maximalen Entfernung einer Punktladung vom Zentrum A, also
der Ausdehnung RA (analog fu¨r RB). ∆r12 kann daher maximal gleich der Summe aus den
beiden Ausdehnungen sein,
∆rmax12 = RA +RB. (3.45)









Fu¨r kontinuierliche Ladungsverteilungen ist diese einfache Abscha¨tzung allerdings nicht
anwendbar, da weder die Ausdehnungen noch die Koeﬃzienten ca der Reihe (3.42) bekannt
sind. Im Folgenden wird jedoch ein Verfahren entwickelt, mit dem die Reihe (3.42) rigoros
aufsummiert werden kann.
Wenn es ebenfalls fu¨r kontinuierliche Ladungsverteilungen mo¨glich wa¨re, Multipolter-
me ho¨herer Ordnung auf einfache Weise durch Terme niedrigerer Ordnung abzuscha¨tzen,
dann ko¨nnte auch hier die Multipolentwicklung bis zur unendlichen Ordnung aufsummiert
werden, so dass eine rigorose und doch einfach zu berechnende Schranke erhalten wu¨rde. Im
Folgenden wird gezeigt, dass dies tatsa¨chlich auch fu¨r kontinuierliche Ladungsverteilungen
mo¨glich ist.
Abschnitt 3.4. Herleitung der multipol-basierten Integralschranken 51
3.4.1 Spha¨rische Multipolentwicklung
Nach dieser Darlegung der Grundidee zur Entwicklung einer rigorosen oberen Integral-
schranke fu¨r das Zweielektronenintegral werden nun die expliziten Ausdru¨cke hergeleitet.
Abzuscha¨tzen ist das Integral (A|B), wobei die Bra- und Ket-Ladungsverteilungen ΩA bzw.
ΩB eine Ausdehnung von R˜A bzw. R˜B haben. Fu¨r den Moment wird davon ausgegangen,
dass diese Ausdehnungen exakt bekannt seien. Dann ist bekannt, dass die Multipolentwick-
lung konvergiert, wenn der Abstand R zwischen den Bra- und Ket-Ladungsverteilungen
gro¨ßer als das Wohlsepariertheits- oder auch Nichtu¨berlappungskriterium R˜A+B ist,
R ≡ RAB > R˜A+B ≡ R˜A + R˜B. (3.47)
Da kontinuierliche Ladungsverteilungen stets in einem gewissen Maße u¨berlappen, konver-
giert die Multipolentwicklung streng genommen nur asymptotisch, d.h. wenn die Beitra¨ge
zum Integral in den divergenten Regionen der Integration vernachla¨ssigbar sind. Wenn nur
eine bestimmte numerische Genauigkeit beno¨tigt wird, kann die Reihe nach einer Ordnung
von nmax Termen abgebrochen werden.
An dieser Stelle ist es praktisch, die
”
absoluten spha¨rischen Multipolintegrale“ der
Ordnung n zu deﬁnieren:
M(n)A =
∫
r2dr |ΩA(r)rn| . (3.48)
Diese entsprechen mit Ausnahme einiger Normierungskonstanten dem Radialteil der spha¨ri-
schen Multipolintegrale u¨ber regula¨re Ko¨rperﬂa¨chenfunktionen, wobei allerdings der Ab-
solutwert der Integranden verwendet wird. Diese sind echte obere Schranken an die echten
Multipolintegrale der selben Ordnung:∣∣M (n)∣∣ ≤M(n). (3.49)
Jedes absolute Multipolintegral M(n) ﬁniter Ordnung n ist von oben gebunden durch ein
absolutes Multipolintegral M(k) multipliziert mit einer geeigneten Konstante cnk,
M(n) ≤ cnkM(k). (3.50)
Hierbei kann k auch eine niedrigere Multipolordnung sein, wenn cnk entsprechend gewa¨hlt
wird.
Um eine obere Schranke fu¨r die absoluten Multipolintegrale herzuleiten, wird folgen-
de wohlbekannte [188, 190, 204, 205] Integralungleichung nun ausgenutzt: Ist eine positive
Funktion |f(x)| in einem messbaren Integrationsgebiet X von oben gebunden durch eine
andere Funktion |g(x)|, so dass
∀x ∈ X : |f(x)| ≤ C · |g(x)| (3.51)
gilt, wobei C eine positive Konstante ist, dann ist auch das Integral gebunden:∫
X
dx |f(x)| ≤ C ·
∫
X
dx |g(x)| . (3.52)
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Da die funktionale Form der Integranden fu¨r die Multipolintegrale verschiedener Ord-
nungen n und k (im Folgenden wird n > k vorausgesetzt) a¨hnlich sind, ist der Quotient












Um eine obere Schranke zu erhalten, muss jedoch das Verhalten der Integranden in
einzelnen Integrationsbereichen betrachtet werden. Im Intervall [1, rmax] gilt stets
rmax∫
1
r2dr rn |ΩA(r)| > cnk ·
rmax∫
1
r2dr rk |ΩA(r)| , (3.55)
da der Polynomteil des Integrals ho¨herer Ordnung in diesem Bereich stets dominiert. Das




r2dr rn |ΩA(r)| <
1∫
0
r2dr rk |ΩA(r)| . (3.56)
Im restlichen Integrationsgebiet sind die beiden Integrale wegen des dominanten exponen-
tiellen Abklingverhaltens der Gaußfunktion anna¨hernd gleich,
∞∫
rmax
r2dr rn |ΩA(r)| ≈ cnk ·
∞∫
rmax
r2dr rk |ΩA(r)| (3.57)
Zur Erfu¨llung der Eigenschaft als obere Schranke ist daher die Untersuchung von Gl.
(3.55) der zentrale Punkt. Mit der oben angegebenen Wahl fu¨r cnk ist wegen Gl. (3.55) nicht
garantiert, dass ein Multipolintegral ho¨herer Ordnung rigoros nach oben abgescha¨tzt wird.
Dies kann jedoch wie folgt korrigiert werden: Die Unterscha¨tzung in (3.55) kann maximal
1
2
M(n) betragen, wie man aus einer Abscha¨tzung der Integration von 0 bis rmax bestimmen
kann (in der Praxis werden sogar nur Fehler in der Gro¨ßenordnung von 5% gefunden).
Die Unterscha¨tzung kann vermieden werden, indem die cnk nach obiger Deﬁnition fu¨r die
Abscha¨tzung eines Multipolintegrals der Ordnung (n − 1) verwendet werden. Solange fu¨r






wird dann auch im Integrationsgebiet [1, rmax] eine obere Schranke erhalten. Die Bedingung
(3.58) kann leicht eingehalten werden, da cnk eine konvexe Funktion von n ist, wie spa¨ter
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diskutiert wird.4 Im Fall, dass cnk
c(n−1)k
≤ 1 ist, wird sogar keine Konstante zur Skalierung
beno¨tigt, da dann stets M(n) ≤M(k) gilt.
Der Einfachheit halber werden zuna¨chst absolute spha¨rische Multipolintegrale u¨ber eine









































wobei cskk auf 1 gesetzt wird.















Fu¨r eine Ladungsverteilung beliebigen Drehimpulses l ﬁndet man daher
M(n)
M(k) ≤ cnk ≡












wobei wieder ckk als 1 gewa¨hlt wird.
Im Folgenden werden die Koeﬃzienten cnk stets so gebildet, dass sie immer gro¨ßer oder
gleich eins sind. Mit Hilfe dieser Konstanten kann man eine rigorose obere Schranke fu¨r
4Die Verwendung des Terms (n+1)-ter Ordnung fu¨r die Abscha¨tzung der cnk hat einen vernachla¨ssigba-
ren Effekt auf die Genauigkeit der Schranke, wie aus der nachfolgenden Herleitung deutlich wird. Alternativ
kann eine skalierte Gauß-Funktion zur Abscha¨tzung der Integranden herangezogen werden, was allerdings
zu einer eher ungenauen oberen Schranke fu¨hrt. Als dritte Alternative kann einfach die Norm aller Multi-
polintegrale bis zu einer bestimmten Ordnung gebildet werden, so dass die cnk fu¨r diese Ordnungen exakt
bestimmt werden ko¨nnen. Dieser Weg wird in Abschnitt 6.5.3 zur Herleitung optimierter Schranken fu¨r
Elektronenkorrelationsmethoden beschritten.
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die Multipolentwicklung formulieren. Dazu wird jeder Term n-ter Ordnung als Binominal-
Reihe entwickelt,∣∣∣∣∆rn12Rn+1Pn(cos θ)






























wobei die du¨nn gedruckten r fu¨r die Radialteile der in spha¨rischen Koordinaten aufge-
stellten relativen Elektronenkoordinaten stehen. Bei dieser Formulierung wurde die Be-
schra¨nktheit der Legendre-Polynome ausgenutzt. Es ist zu betonen, dass dies wegen der
Separierbarkeit der Multipolintegrale in Radial- und Winkelanteile ebenfalls im Operator-
sinne eine obere Schranke darstellt.
Durch Einsetzen dieser oberen Schranke und unter Verwendung der Deﬁnitionen fu¨r
absolute Multipolintegrale kann nun ein Multipolterm der Ordnung n rigoros auf eine
Ordnung k zuru¨ckbezogen werden. Die folgende Herleitung wird zur Vereinfachung der
Notation fu¨r k = 0 (u¨berlapp-artige Terme) durchgefu¨hrt. Eine Herleitung fu¨r ho¨here k ist
analog.
Man erha¨lt∣∣∣∣MM (n)Rn+1


































wobei die Indices A und B eingefu¨hrt wurden, um die Zugeho¨rigkeit der c’s zu den Bra- bzw.
Ket-Multipolen zu kennzeichnen. Symbolisch geschrieben kann mit der vorangegangenen






+ . . .
















+ . . . ,
(3.67)
wobei die c′ als Erinnerung dienen, dass dies nur eine vereinfachte symbolische Schreibweise
fu¨r die Summen u¨ber cAi c
B
j sind.
Nun wird gezeigt, dass man die c’s als geometrische Reihe in der Multipolordnung
formulieren kann, so dass sich die Reihe bis zur unendlichen Ordnung exakt aufsummieren







R− x · R (3.68)
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liefern. Es zeigt sich, dass es praktisch ist, einen neuen verringerten Bra-Ket-Abstand
R′ ≡ R−RA+B ≡ R− RA − RB (3.69)
zu deﬁnieren. Die Konstanten RA+B bzw. RA und RB werden entsprechend den c’s so
gewa¨hlt, dass der einfache Ausdruck fu¨r den Grenzwert eine obere Schranke darstellt.
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)
. (3.70)


















n fu¨r n→∞. (3.71)
Ferner wird zuna¨chst angenommen, dass alle ho¨heren Glieder der Multipolentwicklung
durch nur einen einzelnen Term MM
(0)
R′
nach oben abgescha¨tzt werden sollen. Eine obere

















































+ . . .
) (3.72)


















wobei dies (im hier betrachteten Grenzfall n → ∞) die Gu¨ltigkeit der Schranke bis zur
Ordnung n− 1 garantiert.
Nun wird die Schranke fu¨r den Fall n < ∞ hergeleitet und fu¨r jeden ho¨heren Multi-
polterm ein Term niedrigerer Ordnung verwendet. Die hierbei zu erfu¨llenden Bedingungen
fu¨r RA und RB sollten weniger restriktiv sein als im vorigen Fall.
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Wieder wird ein termweiser Vergleich der Ausdru¨cke gleicher Ordnung in R−1 durchgefu¨hrt.
Im Grenzfall n→∞ erha¨lt man
R−2 : RA+B ≥ cA1 cB0 + cA0 cB1 ,
R−3 : R2A+B + 2RA+B ≥ cA2 cB0 + cA0 cB2 ,
R−4 : R3A+B +
2 · 3
2!
R2A+B + 3RA+B ≥ cA3 cB0 + cA0 cB3 ,
(3.76)
so dass die bereits vorangehend hergeleitete Bedingung fu¨r RA und RB ausreicht.
Im allgemeinen Fall von ﬁnitem n mu¨ssen alle Terme der Binominalreihe beru¨cksich-
tigt werden. Wie bereits in der vorangegangenen Herleitung geschehen, wird auch hier
termweise in den Ordnungen von R−1 verglichen, und man erha¨lt
R−2 : RA+B ≥ cA1 cB0 + cA0 cB1 ,
R−3 : R2A+B + 2RA+B ≥ cA2 cB0 + 2cA1 cB1 + cA0 cB2 ,
R−4 : R3A+B +
2 · 3
2!
R2A+B + 3RA+B ≥ cA3 cB0 + 3cA2 cB1 + 3cA1 cB2 + cA0 cB3 ,
R−5 : R4A+B +




















mit analogen Ausdru¨cken fu¨r ho¨here Ordnungen. Da diese Gleichungen fu¨r den allgemeinen
Fall schwer zu lo¨sen sind, wurde fu¨r niedrigere Ordnungen analytisch sowie numerisch bis
zu hohen Ordnungen u¨berpru¨ft, ob Gl. (3.78) eine Lo¨sung fu¨r diese Gleichungen darstellt.
Es konnte gezeigt werden, dass dies der Fall ist.
Fu¨r eine rigorse obere Schranke der Multipolentwicklung bis zur Ordnung n muss daher
RA (und analog RB) so gewa¨hlt werden, dass





















gilt. Hierbei ist l der Drehimpuls der jeweiligen Ladungsverteilung ΩA (ΩB analog). In
Tab. 3.3 sind einige numerische Beispiel fu¨r verschiedene Drehimpulse und maximale Mul-
tipolordnungen gegeben. Da die hier hergeleiteten Schranken eher konservativ sind (siehe
beispielsweise Anmerkung zu Gl. (3.55)), liefern die Parameter aus Tab. 3.3 in der Praxis
auch fu¨r ho¨here Drehimpulse und Multipolordnungen obere Schranken.
In der vorangegangenen Herleitung wurden Multipolterme ho¨herer Ordnung auf u¨berlapp-
artige absolute Multipolterme MM(0) zuru¨ckgefu¨hrt (n0 = 0). In analoger Weise ko¨nnen
entsprechende Beziehungen fu¨r beliebige ho¨here n0 hergeleitet werden. Aus der Deﬁnition
(3.64) der Konstanten cnk wird deutlich, dass die Restriktionen fu¨r RA+B kleiner werden,
wenn ho¨here MultipoltermeMM(k) noch explizit in der Reihe beru¨cksichtigt werden. Die
Erfu¨llung der Gleichungen (3.78) und (3.79) garantiert daher auch fu¨r ho¨here n0 die Rigo-
rosita¨t der Schranke.











Tabelle 3.3: Werte fu¨r K (Gl. (3.79)) bei verschiedenen Maximalordnungen der Multi-
polentwicklung nmax und Drehimpulsen l der beteiligten Ladungsverteilungen (siehe auch
Diskussion im Text).
3.4.2 Kartesische Multipolentwicklung
Bevor die endgu¨ltigen Arbeitsgleichungen hergeleitet werden, soll nun kurz angedeutet
werden, wie analoge Gleichungen fu¨r die kartesische Multipolentwicklung hergeleitet wer-
den ko¨nnen. Das Vorgehen ist prinzipiell analog, wenn auch kompliziertere Gleichungen
erhalten werden. Fu¨r eine eindimensionale Gaußfunktion von s-Drehimpuls erha¨lt man
praktisch das selbe Ergebnis wie fu¨r den analogen spha¨rischen Radialteil. Fu¨r dreidimen-
sionale kartesische Integrale mit Multipolordnungen n = nx + ny + nz, k = kx + ky + kz
und kartesischen Drehimpulskomponenten lx, ly, lz erha¨lt man
ccartnxnynzkxkykz =
(nx + 1 + lx)
nx+1+lx
2 (ny + 1 + ly)
ny+1+ly





2 (ky + ly)
ky+ly











Durch Einsetzen in die kartesische Entwicklung, Beru¨cksichtigung aller Vorfaktoren durch
den kartesischen Multipoltensor, und Sammeln von Termen gleicher Ordnung in R−1, ge-















∣∣Tnx+n′x,ny+n′y,nz+n′z ∣∣ ccartn′xn′yn′zkxkykz . (3.81)
3.4.3 MBIE-Gleichungen
Vorangehend wurde gezeigt, dass es mo¨glich ist, Multipolterme ho¨herer Ordnung rigoros
durch Terme niedrigerer Multipolordnung abzuscha¨tzen, indem der Bra-Ket-Abstand R
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durch R′ = R−RA+B ersetzt wird. Werden alle Terme bis zur Ordnung n0 explizit beru¨ck-
sichtigt, dann vereinfacht sich die Multipolreihe dadurch wie folgt:












































Die jeweils letzten Terme dieser Ausdru¨cke stellen obere Schranken an die verbleibenden
Restglieder der Multipolentwicklung dar. Als geometrische Reihe ko¨nnen sie exakt bis zur
unendlichen Ordnung aufsummiert werden und man erha¨lt fu¨r n0 = 0, 1, 2, . . .


















































Die Nenner dieser Grenzwerte verhalten sich systematisch,











R′n0+1 − R′n0 , (3.84)
so dass sich die Schranken fu¨r beliebige Ordnungen einfach formulieren lassen. Einsetzen
dieser Grenzwerte in die Multipolreihe liefert schließlich die MBIE-Gleichungen der Ord-
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nung n0:




































Alle diese MBIE-Schranken sind rigorose obere Schranken fu¨r die Multipolentwicklung,
sofern die Bedingung (3.78) fu¨r RA und RB erfu¨llt ist. Da bekannt ist, dass die Multipol-
reihe fu¨r n = 15 − 20 numerisch das exakte Ergebnis reproduziert [176], erha¨lt man bei
Verwendung dieser Maximalordnungen in Gl. (3.78) eine rigorose obere Schranke fu¨r das
Zweielektronenintegral. Es ist zu betonen, dass mit der Ordnung n0 der MBIE-Gleichungen
lediglich gemeint ist, welche Multipolordnungen noch explizit beru¨cksichtigt werden, nicht
bis zu welcher Ordnung die Gleichungen gu¨ltig sind. Aus der Herleitung ist unmittelbar
ersichtlich, dass die Schranken um so genauer sind, je mehr Multipolordnungen explizit
beru¨cksichtigt werden.
3.4.4 Wohlsepariertheitskriterium
Der Bra-Ket-Abstand zwischen den Ladungsverteilungen muss gro¨ßer als die Summe der
Ausdehnungen sein, damit die Konvergenz der Multipolentwicklung (innerhalb der nu-
merischen Genauigkeit) garantiert ist. Bei den u¨blichen Einsatzgebieten wie beispielswei-
se CFMM genu¨gen relativ ungenaue Ausdehnungskriterien, da meist das Maximum aller
Primitiven in einem kontrahierten Schalenpaar bzw. das Maximum aller Schalenpaare in-
nerhalb einer Box verwendet wird. Die MBIE-Schranken sollen jedoch fu¨r beliebige (also
auch unkontrahierte) Basisfunktionen rigoros gelten. Gleichzeitig wu¨rden unno¨tig große
Ausdehnungen die Anwendbarkeit einschra¨nken. Daher ist eine genaue Bestimmung der
Ausdehnungen entscheidend fu¨r die Rigorosita¨t der Methode.
Die
”
ra¨umliche Ausdehnung“ R˜A einer Ladungsverteilung ΩA(rA) innerhalb eines nu-
merischen Thresholds ǫ wird hier deﬁniert durch
∀ |rA| ≥ R˜A : ΩA(rA) ≤ ǫ ≡ 10−η, (3.86)
wobei η im Folgenden als
”
Ausdehnungskriterium“ bezeichnet wird.
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Basierend auf dieser Deﬁnition wurde eine praktische Prozedur entwickelt, mit deren
Hilfe die numerische Konvergenz der Multipolreihe sichergestellt ist. Da im Kontext der
MBIE-Methode eine mo¨glichst akkurate Bestimmung von R˜A vonno¨ten ist, werden nicht
die u¨blichen empirischen bzw. approximativen Ausdehnungskriterien eingesetzt, sondern
ein numerisches Schema verwendet:
1. Eine Abscha¨tzung 0-ter Ordnung fu¨r die Ausdehnung R˜
(0)
A einer Ladungsverteilung
ΩA wird durch das Ausdehnungskriterium fu¨r eine Gauß-Funktion von s-Drehimpuls









Dieses Kriterium entspricht dem u¨blichen Ausdehnungskriterium von Gl. (3.39), wo-
bei das erste Glied der Taylor-Entwicklung fu¨r die inverse komplementa¨re Fehler-
funktion eingesetzt wird [206].
2. Die Ausdehnung 0-ter Ordnung wird dann verfeinert, indem mit Hilfe des Newton-
Raphson-Verfahrens die gro¨ßte Nullstelle der Funktion ǫ − |ΩA| gesucht wird. Zur
Steigerung der rechentechnischen Eﬃzienz und zur Vereinfachung der resultierenden
Gleichungen erfolgt diese Suche nur in der kartesischen Richtung mit dem ho¨chsten
Drehimpuls (da hier die Ausdehnung am gro¨ßten ist). Zusa¨tzlich wird angenommen,
dass beide Basisfunktionen χ der Verteilung ΩA = χµχν in die selbe Richtung weisen,
damit die gro¨ßtmo¨gliche Ausdehnung erfasst wird. Durch diese Schritte wird das













erhalten werden kann. Die Gesamtausdehnung einer kontrahierten Ladungsverteilung
wird dann als Maximum der Ausdehnungen aller primitiver Verteilungen deﬁniert.
Bei der Optimierung der Ausdehnungen fu¨r die primitiven Funktionen wird durch die
Beru¨cksichtigung der Kontraktionskoeﬃzienten und der Translationen der primitiven
Schalenpaare vom kontrahierten Zentrum darauf geachtet, dass das Wohlsepariert-
heitskriterium sowohl fu¨r alle Primitiven als auch Kontrahierte gilt.
Mit diesem Ausdehnungskriterium ist der durch die Verwendung der Multipolentwick-
lung verursachte Fehler fu¨r Ladungsverteilungen beliebigen Drehimpulses von der Gro¨ßen-
ordnung 10−η · (µν|λσ)(Multipol). Da die MBIE-Schranke auf dieser Entwicklung beruht, ist
der numerische Fehler in der Schranke ebenfalls von dieser Gro¨ßenordnung. Um also den
Betrag eines Integrals bei einem gewa¨hlten Threshold von 10−ϑ zuverla¨ssig abscha¨tzen zu
ko¨nnen, muss der Multipol-Fehler mindestens eine, besser noch zwei bis drei Gro¨ßenord-
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was in den folgenden numerischen Studien besta¨tigt wurde. Fu¨r die nachfolgenden Test-
rechnungen mit Integral-Thresholds von ϑ = 6− 10 wurde durchgehend η = 4 gesetzt.
Zuletzt erscheint es angebracht, noch einmal die Beziehung zwischen RA und R˜A zu be-
trachten. Beide Parameter ko¨nnen als Ausdehnungen interpretiert werden, allerdings nach
sehr unterschiedlichen Deﬁnitionen. R˜A ist derjenige Abstand vom Zentrum der Ladungs-
verteilung, nach dessen U¨berschreitung die Ladungsdichte stets kleiner als der gewa¨hlte
Threshold ist. RA wird hingegen allein aus dem Verha¨ltnis der Betra¨ge von absoluten
Multipolintegralen unterschiedlicher Ordnung berechnet. Wenn sich RA u¨berhaupt inter-
pretieren la¨sst, so entspricht es wohl einem Ausdehnungskriterium in der Coulomb-Metrik.
Einige der nachfolgenden Berechnungen verwenden der programmiertechnischen Ein-
fachheit halber durchgehend R˜A anstelle von RA. Es zeigt sich na¨mlich, dass R˜A mit der
vorangehend genannten Wahl fu¨r η stets a¨hnlich oder gro¨ßer als RA ist. Daher ist die
Verwendung des hier vorgestellten Ausdehnungskriteriums in der Praxis konservativ.
3.5 Numerische Untersuchung der Integralschranken
3.5.1 1/R-Abha¨ngigkeit
Um die numerische Genauigkeit der MBIE-0, MBIE-2 und QQ Integralschranken an ein-
zelnen Integralen zu untersuchen, wurden exemplarisch einige Zweielektronenintegrale der
Fluorwasserstoﬀ-Dimers HF · · ·HF fu¨r verschiedene intermolekulare Absta¨nde RF ···H in der
linearen Konformation berechnet. Die Integralschranken wurden fu¨r Absta¨nde zwischen 1
und 20 A˚ mit den exakten Integralwerten verglichen. Alle Berechnungen wurden in der
6-31G** Basis und mit einem Ausdehnungskriterium von η = 4 fu¨r MBIE durchgefu¨hrt.
Der schwierigste Test fu¨r MBIE sind diﬀuse Basisfunktionen, da fu¨r diese die Aus-
dehnung und damit die U¨berlappung der Ladungsverteilungen am gro¨ßten sind. Deshalb
werden hier die Integrale u¨ber Basisfunktionen mit dem kleinsten Exponenten betrachtet,
hier ein (dzzdzz|pzpz) und ein (pzpz|ss) Integral. Hierbei sind die Bra-Basisfunktionen auf
dem Fluoratom des ersten Monomers zentriert, und die Ket-Funktionen auf dem Wasser-
stoﬀatom des zweiten Monomers. Damit ist der Bra-Ket-Abstand gleich dem intermole-
kularen Abstand RFH . Die kontrahierten Basisfunktionen enthalten primitive Funktionen
mit Exponenten im Bereich von 6.401217 · 10−1 bis 1.344070.
Abb. 3.7 zeigt den Vergleich der Integralschranken mit den exakten Integralwerten.
Aus der Abbildung wird ersichtlich, dass die 1/R-Abha¨ngigkeit der exakten Integralwerte
bereits fu¨r kleine Absta¨nde RFH einsetzt und dass die exakten Integralwerte im betrach-
teten Abstandsintervall um u¨ber eine Gro¨ßenordnung variiert. Im Gegensatz dazu entha¨lt
das QQ-Integral u¨berhaupt keine Abstandsabha¨ngigkeit. Wa¨hrend der Fehler, um den die
Schwarz-Schranke den exakten Integralwert bei kleinen Absta¨nden u¨berscha¨tzt, moderat
ist (z.B. ein Faktor von 4.2–4.3 bei 3 A˚), wird er fu¨r gro¨ßere Absta¨nde mit einem Faktor
von 30–34 bei 20 A˚ sehr groß.
Die U¨berscha¨tzung des exakten Wertes mit der MBIE Methode ist deutlich geringer.
Bereits mit der MBIE-Schranke niedrigster Ordnung (MBIE-0) erha¨lt man Schranken, die
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Abbildung 3.7: Vergleich der MBIE-0, MBIE-1 und QQ Integralschranken mit dem
exakten 1/R-Verhalten ausgewa¨hlter Zweielektronenintegrale im Fluorwasserstoﬀ-Dimer
fu¨r (a) (dzzdzz|pzpz) mit kleinsten Exponenten von 8.000000 · 10−1 auf der Bra- und
6.401217 · 10−1 auf der Ket-Seite, sowie (b) (pzpz|ss) mit kleinsten Exponenten 1.344070
bzw. 6.401217 · 10−1 (entsprechend den diﬀusesten Funktionen der 6-31G** Basis).
das exakte Verhalten wesentlich besser beru¨cksichtigen. Bei einem Abstand von 20 A˚ ist der
Fehler auf einen Faktor von 2 reduziert, und auch bei kleineren Absta¨nden ist er geringer
(bei 3 A˚ liegt der Faktor beispielsweise bei 2.7–2.9).
Obwohl MBIE-0 bereits eine sifniﬁkante Verbesserung im Vergleich zum Schwarz-Scree-
ning liefert, verbessert die Beru¨cksichtigung der na¨chst-ho¨heren Multipolordnung das Er-
gebnis deutlich. Mit der MBIE-1 Methode wird der Fehler bei 20 A˚ auf unter 1% reduziert,
und auch bei 3 A˚ liegt die U¨berscha¨tzung des exakten Integralwertes bei einem Faktor von
lediglich 1.6. Mit anderen Worten: Beim U¨bergang von QQ zu MBIE-1 wird der Fehler um
einen Faktor von 30-34 bei 20 A˚ bzw. bei kleinen Absta¨nden von 3 A˚ um 2.7 reduziert.
Die Bedeutung dieses Resultates wird weiter unterstrichen, wenn man beachtet, dass die
hier betrachteten diﬀusesten Funktionen der Basis eine Art worst case Szenario fu¨r MBIE
darstellen. Ferner sei darauf hingewiesen, dass bei allen Testrechnungen dieses Abschnittes
noch einmal numerisch u¨berpru¨ft wurde, dass MBIE stets obere Schranken liefert. MBIE-1
liefert eine numerisch genaue Integralschranke, die das 1/R-Verhalten der exakten Integrale
beru¨cksichtigt. Gleichzeitig ist der Screening-Overhead (Berechnung der Multipolintegrale,
Translationen, Bookkeeping und inverse Absta¨nde) im Vergleich zu bestehenden Verfahren
gering.
3.5.2 Abha¨ngigkeit von den Basisfunktionsexponenten
Ein weiterer Vorteil der MBIE-Schranken wird deutlich, wenn man Integrale mit stark
unterschiedlichen Exponenten der Basisfunktionen auf der Bra- und Ket-Seite betrachtet.
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Wie beispielsweise aus der Arbeit von Gill et al. [207] bekannt ist, nimmt die Qualita¨t
der Schwarz-Schranken fu¨r solche Fa¨lle ab. Anschaulich kann dies wie folgt verstanden
werden: Ein Integral (cc|dd) zwischen kompakten Funktionen (c) auf der Bra-Seite und
diﬀusen Funktionen (d) auf der Ket-Seite wird u¨ber die Schwarz-Integrale der kompakten
Funktionen und der diﬀusen Funktionen abgescha¨tzt,
|(cc|dd)| ≤ (cc|cc)1/2 · (dd|dd)1/2 . (3.90)
sind nun die Exponenten der Bra- und Ket-Ladungsverteilungen sehr stark verschieden,
dann liefern vor allem die Integrale der kompakten Funktionen zu große Abstoßungsener-
gien, da sich die Elektronenverteilungen im Schwarz-Integral viel sta¨rker u¨berlappen als es
im eigentlichen Integral der Fall ist.
Einige Zahlenbeispiele machen den enormen Eﬀekt deutlich. Betracht man beispiels-
weise ein Integral u¨ber Funktionen mit Exponenten von 1000 auf der Bra- und mit 0.1 auf
der Ket-Seite, dann wird der exakte Integralwert von QQ bei einem Bra-Ket-Abstand von
3 A˚ um einen Faktor von 112 u¨berscha¨tzt, wobei dieser Faktor bei einem Abstand von 20
A˚ sogar auf 514 wa¨chst. Mit der MBIE-1 Methode liegen diese Faktoren lediglich bei 3.9
und 1.0 bei 3 A˚ bzw. 20 A˚. Ein weiteres eindrucksvolles Beispiel ﬁndet sich in Abb. 3.8.
3.5.3 Fehlerverteilung der Integralschranken
Die bessere Beru¨cksichtigung des exakten Verhaltens der Zweielektronenintegrale deutet
darauf hin, dass die Fehlerverteilungen der MBIE-Schranke enger ist als die des Schwarz-
Screenings. Zur genaueren Untersuchung wurden die Abweichungen zwischen den Integral-
schranken und dem exakten Wert der Integrale gegenu¨bergestellt (Tab. 3.4). Verglichen
wurden die mittleren und maximalen Abweichungen zwischen der jeweiligen Integralschran-







sowie deren Standardabweichung. Zur Untersuchung, welchen Einﬂuss die 1/R-Abha¨ngig-
keit und das verbesserte Verhalten fu¨r Exponenten unterschiedlicher Gro¨ße haben, wur-
den ebenfalls die Fehler fu¨r die MBIE-NR (
”
no R“) Methode ermittelt, bei der die 1/R-
Abha¨ngigkeit vernachla¨ssigt wird:
MBIE-NR : |(µν|λσ)| ≈ M(0)µνM(0)λσ +M(1)µνM(0)λσ +M(0)µνM(1)λσ (3.92)
Die MBIE-NR Ergebnisse geben daher Aufschluss u¨ber den Einﬂuss der Bra-Ket-Expo-
nenten.
Es ist festzustellen, dass der Faktor, um den der exakte Integralwert im Mittel u¨ber-
scha¨tzt wird, von MBIE um eine Zehnerpotenz reduziert wird. Ferner ergibt sich eine
Reduktion der logarithmischen Standardabweichung um bis zu 0.3. Dies entspricht einer
Reduktion der nicht logarithmischen Standardabweichung um einen Faktor bis zu 100.3 ≈ 2,
64 Kapitel 3. Multipol-basierte Integralschranken (MBIE)




















Abbildung 3.8: Vergleich der MBIE- und Schwarz-Integralschranken mit dem exakten In-
tegralwert fu¨r verschiedene Verha¨ltnisse der Bra- und Ket-Basisfunktionsexponenten ζA
bzw. ζB. Betrachtet wird das Integral (sAsA|sBsB), wobei der Abstand zwischen den Bra-
Ket-Zentren 1.5 A˚ betra¨gt.
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QQ MBIE-NRa) MBIE-1
System ǫ σ ǫmax ǫ σ ǫmax ǫ σ ǫmax
C10H22 3.1 2.1 5.8 2.7 2.0 3.9 2.1 1.8 3.2
C20H42 3.4 2.3 6.1 2.9 2.0 4.2 2.3 1.9 3.4
C30H62 3.5 2.3 6.2 3.0 2.0 4.3 2.4 2.0 3.4
C30H62-FF
b) 4.2 2.6 8.0 2.8 1.9 4.1 2.1 1.7 2.9
a) Keine 1/R-Abha¨ngigkeit beru¨cksichtigt.
b) Nur Far-Field-Integrale beru¨cksichtigt.
Tabelle 3.4: Maximaler und mittlerer Faktor (ǫmax bzw. ǫ) zwischen der Integralschran-





. Ebenfalls angegeben ist die Stan-
dardabweichung σ der ǫ-Werte. Betrachtet wurden diejenigen Zweielektronenintegrale, die
zur Bildung der Austauschmatrix verschiedener Systeme in der 6-31G* Basis bei einem
Integral-Threshold von 10−10 beno¨tigt werden.
d.h. die Fehlerverteilung der MBIE-Schranke ist deutlich enger. Besonders ausgepra¨gt ist
die Reduktion des maximalen Fehlers um bis zu drei Gro¨ßenordnungen. Diese eindeutige
U¨berlegenheit der MBIE-Fehlerverteilung ist noch eindrucksvoller, wenn man beru¨cksich-
tigt, dass fu¨r die Abscha¨tzung von Near-Field-Integralen auch im Rahmen der MBIE-
Methode auf das Schwarz-Screening zuru¨ckgegriﬀen wird. Die Fehlerverteilung der rein
mit der MBIE-Methode beschriebenen Far-Field-Integrale ist daher noch gu¨nstiger, was
die entsprechenden Daten der Tabelle 3.4 (siehe Eintrag C30H62-FF) belegen.
Ferner zeigt der Vergleich der mittleren Fehler bei MBIE-1 und MBIE-NR, dass die
Beru¨cksichtigung der 1/R-Abha¨ngigkeit einen deutlichen Anteil an der Reduktion des mitt-
leren Fehlers hat. Gleichzeitig la¨sst sich aus den maximalen Fehlern schließen, dass dieser
sehr stark durch die bessere Beru¨cksichtigung des exakten Verhaltens mit den Bra-Ket-
Exponenten reduziert wird. Interessanterweise ist also festzuhalten, dass beide Eﬀekte eine
positive Auswirkung auf z.T. unterschiedliche Aspekte der Fehlerverteilung haben.




Die SCF-Methoden nehmen trotz ihrer formalen Einfachheit in der quantenchemischen
Methodenhierarchie auch heute noch eine wichtige Stellung ein, sei es in Form der HF-
Methode als Ausgangspunkt aufwa¨ndigerer Verfahren zur Beschreibung der Elektronen-
korrelation oder in Form der Dichtefunktionaltheorie, die sich als Kompromiss zwischen
Genauigkeit und Rechenaufwand heute eine Vormachtsstellung auf dem Gebiet der prak-
tischen Anwendungen erobert hat. Daher sind Geschwindigkeitsvorteile durch eﬃzienteres
Integralscreening bei SCF-Methoden auch weiterhin von Bedeutung. Zieht man die in den
letzten Jahrzehnten auf dem Gebiet der Skalenreduktion von Post-HF-Methoden erzielten
bzw. in Reichweite erscheinenden Erfolge in Betracht, so ist es nicht abwegig, den SCF-
Schritt mittelfristig wieder als einen der zeitbestimmenden Faktoren zu bezeichnen [72].
Die im vorangegangenen Abschnitt hergeleitete und diskutierte neue MBIE-Integral-
schranke la¨sst sich unmittelbar auf untransformierte Zweielektronenintegrale, wie sie auch
im Rahmen der SCF-Methoden auftreten, anwenden. Im Folgenden wird nun gezeigt, wie
sich durch die erstmalige rigorose Beru¨cksichtigung der 1/R-Kopplung zwischen den La-
dungsverteilungen eine verbesserte Pra¨selektion numerisch signiﬁkanter Integrale erzielen
la¨sst. Dieses fu¨hrt sowohl bei HF- als auch den Hybridfunktionalen der DFT dazu, dass
die im Rahmen der SCF-Iterationen zu berechnende Anzahl an Integralen unter Erhalt der
numerischen Genauigkeit und Zuverla¨ssigkeit drastisch reduziert wird.
4.1 Implementierung
Die MBIE-0 und MBIE-1 Methoden wurden in eine Entwicklungsversion des Programm-
pakets Q-Chem (Version 2) implementiert [208]. Zuna¨chst werden alle beno¨tigten Auxiliar-
gro¨ßen wie Multipolintegrale, Ausdehnungsparamter und Zentren der kontrahierten Scha-
lenpaare (dienen als Zentren der Multipolentwicklung) vor der Bildung der Zweielektro-
nenintegralmatrizen berechnet. Die Ausdehnungen werden u¨ber den im vorigen Abschnitt
beschriebenen Algorithmus bestimmt. Die Zentren der Schalenpaare werden durch die Kon-
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traktion der Zentren der primitiven Schalen mit Kontraktionskoeﬃzienten der Basisfunk-
tionen berechnet. Da der Integralcode u¨ber Schalen angesprochen wird, werden fu¨r jeden






M (n)µν . (4.2)
Die Berechnung der Coulomb- und Austauschmatrizen im Rahmen eines direkten inte-
gral- bzw. dichtegetriebenen Algorithmus wurde bereits in Kap. 2 beschrieben. Zur Verwen-
dung der MBIE-Schranken sind nur unwesentliche A¨nderungen der Screening-Prozeduren
no¨tig. Der Einfachheit halber sei dies im folgenden Pseudocode fu¨r das Screening der
Coulomb-Integrale illustriert:
Loop over bra-shell pairs IJ
Loop over ket-shell pairs KL
Calculate bra-ket distance R
Calculate well-seperatedness distance RA+B





R−RA+B−1 + . . . or higher-order MBIE
Else perform Schwarz screening
Estimate = PIJPKLQIJQKL
Endif
If (Estimate ≥ Thresh) Store KL in MLIJ
End Loop over KL
∀µν ∈ IJ: ∀λσ ∈ MLIJ: Calculate all integrals (µν|λσ)
End Loop over IJ
Aus Eﬃzienzgru¨nden ist die tatsa¨chliche Implementierung im Rahmen der LinK- [160]
und CFMM-Methoden [176] aufwa¨ndiger.
4.2 Repra¨sentative Testsysteme
Um die Genauigkeit und Eﬃzienz des MBIE-Screenings gegenu¨ber dem Schwarz-Screening
zu etablieren, wurde ein Testsatz von Moleku¨len ausgewa¨hlt, der repra¨sentativ fu¨r eine
breite Menge von Anwendungen ist:
1. DNA Doppelstra¨nge (A− T)n (n = 1, 2, 4, 8, 16) repra¨sentieren typische relevante
Anwendungsbeispiele in der chemischen, biochemischen und biophysikalischen For-
schung. DNA16 als gro¨ßtes hier untersuchtes Testsystem umfasst 1052 Atome und
10674 Basisfunktionen in der 6-31G* Basis [143, 144].
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2. Lineare Alkane CnH2n+2 (n = 30, 60, 120)) sind Prototypen gestreckter Moleku¨le mit
großen interatomeren Absta¨nden. Als solche erscheint hier die 1/R-Abha¨ngigkeit auf
den ersten Blick als besonders wichtig, doch dies ist irrefu¨hrend: Die Dichtematrix P
dieser Systeme ist sehr du¨nn besetzt, so dass eine starke Kopplung der Bra- und Ket-
Ladungsverteilungen vorherrscht. Daher haben die Bra-Ket-Schalenpaare, die nicht
vom Integralscreening ausgesondert werden, recht geringe Absta¨nde.
3. Graphitlagen C6n2H6n (n = 2, 3, 4) stellen Moleku¨le mit dicht besetzten Dichtema-
trizen P dar, was dem ungu¨nstigsten Fall fu¨r dichtematrixbasierte linear-skalierende
Methoden entspricht. Beispielsweise geht hierbei der LinK-Algorithmus in eine qua-
dratisch-skalierende Methode u¨ber [160,161]. Die Ausnutzung der Abstandsabha¨ngig-
keit in den Integralen ist fu¨r diese Systeme daher sehr wichtig.
Als wichtige Vertreter sind DNA16 und die Graphit-Schicht C216H36 in Abb. 4.1 dargestellt.
Im Folgenden wird die Anzahl an abgescha¨tzten signiﬁkanten Integralen und die Re-
chenzeiten (CPU) fu¨r den Aufbau je einer Coulomb- und einer Austauschmatrix bei nume-
rischen Thresholds von ϑ = 6, 7, 8 aufgelistet. Sofern nicht anders erwa¨hnt, wird stets die
MBIE-1 Schranke verwendet. Um einen ausgewogenen Vergleich zu ermo¨glichen, wird im-
mer die konvergierte Dichtematrix (Energie- und Integralthresholds von 10−7 bzw. 10−10)
verwendet. Zur U¨berpru¨fung der Genauigkeit des MBIE-Screenings werden die numeri-
schen Fehler in der Coulomb- und Austauschenergie relativ zum QQ/(ϑ = 10) Wert an-
gegeben. Als weitere U¨berpru¨fung der Rigorosita¨t des MBIE-Screenings wurde fu¨r alle
Testrechnungen die Anzahl an exakt numerisch signiﬁkanten Integralen zwischen MBIE
und Schwarz-Screening verglichen; in keiner der Testrechnungen wurde ein Unterschied
festgestellt.
Auf Grund der Popularita¨t der Pople-Basen in praktischen SCF-Berechnungen vor al-
lem an großen Moleku¨len wurde durchgehend die 6-31G* Basis verwendet. Da hier lediglich
ein Vergleich zwischen QQ und MBIE Screening angestrebt wird, werden die Boxgro¨ßen
fu¨r CFMM mittels der
”
autograin“-Funktion innerhalb des Q-Chem-Pakets verwendet.
Fu¨r CFMM wurde eine Multipol-Maximalordnung von 15 verwendet, was in der Praxis
zuverla¨ssige Ergebnisse liefert [176].
Der MBIE Screening Overhead betra¨gt typischerweise 4% (CFMM) bzw. 7% (LinK)
der gesamten Screening-Zeit verglichen mit dem reinen Schwarz-Screening. Dies entspricht
weniger als 1% der Gesamtzeit fu¨r die Berechnung einer Austausch- oder Coulomb-Matrix
und ist daher vernachla¨ssigbar.
Die Berechnungen an linearen Alkanen und Graphiten wurden auf einem Workstation-
PC mit einem Intel Xeon EM64T 3.0 GHz Prozessor durchgefu¨hrt, die DNA-Timings auf
einem Workstation-PC mit einem Intel Xeon EM64T 3.6GHz Prozessor. Auf allen Maschi-
nen wurde eine aktuelle Linux-Version mit den Intel Fortran and C++ 8.0 Compilern und
der Intel Math Kernel Library 7.2 verwendet.
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(a) (b)
Abbildung 4.1: Testsysteme: (a) DNA16, (b) Graphit-Schicht C216H36.
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Abbildung 4.2: CPU-Zeiten fu¨r die Bildung (a) einer Austausch- und (b) einer Coulomb-
Matrix bei verschiedenen Integral-Thresholds fu¨r DNA-Moleku¨le unter Verwendung von
QQ- und MBIE-Screening innerhalb der LinK/CFMM-Methoden in der 6-31G* Basis.
4.2.1 DNA-Fragmente
In den Tabellen 4.1 und 4.2 werden die Resultate fu¨r die Anzahl der pra¨selektierten Zwei-
elektronenintegrale sowie die CPU-Zeit im Rahmen des MBIE- und des Schwarz-Screenings
gegenu¨bergestellt. Es werden jeweils die Daten fu¨r die Berechnung einer Austausch- (LinK)
bzw. Coulomb-Matrix (CFMM) verglichen. Die Ergebnisse zeigen, dass MBIE die numeri-
sche Genauigkeit bewahrt und keine numerisch signiﬁkanten Integrale verwirft (vergleiche
hierzu den einleitenden Kommentar des Abschnittes 3.2 auf Seite 38 sowie die Spalten mit
den exakten Integralzahlen in den Tabellen). Da der zusa¨tzliche Screening-Overhead mit
MBIE vernachla¨ssigbar ist, wird stets ein Zeitgewinn gegenu¨ber dem Schwarz-Screening
erzielt.
Fu¨r DNA16 und einem Threshold von 10
−7 werden innerhalb der LinK-Methode sowohl
die Anzahl an Integralen als auch die Rechenzeit um einen Faktor von 2.1 reduziert. Hier-
bei bleibt die numerische Genauigkeit mit 0.4 mHartree verglichen mit dem Wert von 0.2
mHartree fu¨r QQ erhalten. Ein genauerer Threshold von 10−8 fu¨hrt zu einer Genauigkeit
von 33 µHartree fu¨r MBIE und 38 µHartree fu¨r QQ, wobei die Anzahl von Integralen um
einen Faktor von 1.8 reduziert und ein Geschwindigkeitsgewinn um einen Faktor von 1.7
erzielt wird. Die Gesamtzeit fu¨r die Bildung des Austauschteils innerhalb von LinK/MBIE
ist 2117 bzw. 4587 s fu¨r die Thresholds 10−7 bzw. 10−8. Des Weiteren wird ein fru¨heres
Einsetzen des linearen Skalenverhaltens beobachtet, beispielsweise wird das Skalenverhal-
ten der Integralzahl durch MBIE beim U¨bergang von DNA2 zu DNA4 von N
1.7 auf N1.5
reduziert. Abb. 4.2 illustriert das reduzierte Skalenverhalten.
Fu¨r die Bildung der Austauschmatrix ist der Eﬃzienzgewinn durch die MBIE-Methode
groß. Der Vorteil ist innerhalb der CFMM-Methode geringer: Fu¨r das DNA16-System kann
ein Faktor von 1.3 fu¨r die Integralzahl und die CPU-Zeit gewonnen werden, wobei die
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Genauigkeit mit 69 µHartree gegenu¨ber 60 µHartree erhalten bleibt. Der geringere Ge-
schwindigkeitsvorteil ist erwartet, da MBIE im Rahmen von CFMM nur fu¨r die Near-Field-
Integrale angewendet werden kann, so dass die fehlende 1/R-Abha¨ngigkeit des konventio-
nellen Schwarz-Screenings weniger ins Gewicht fa¨llt. Fu¨r herko¨mmliche nicht-hierarchische
Methoden zur Bildung der Coulomb-Matrix wa¨re der Vorteil von MBIE natu¨rlich ho¨her,
da die CFMM-Boxeinteilung einen Teil der fehlenden 1/R-Abha¨ngigkeit kompensiert.
Der Rechenaufwand fu¨r die Bildung der Austauschmatrix ist typischerweise deutlich
gro¨ßer als fu¨r den Coulomb-Teil, sofern keine Diﬀerenzdichten verwendet werden. Obwohl
das MBIE-Screening zu erheblichen Geschwindigkeitsgewinnen um einen Faktor bis zu
2.1 fu¨hrt, betra¨gt der Anteil der Austauschmatrix-Berechnung immer noch 85% (ohne
MBIE) bzw. 80% (mit MBIE) der Gesamtrechenzeit (fu¨r eine SCF-Iteration fu¨r DNA16 bei
einem Threshold von 10−8). Zur eﬃzienteren Konstruktion der Fock-Matrix im Rahmen
von Hartree-Fock- und Hybrid-Dichtefunktionalmethoden muss daher bei der Bildung der
Austauschmatrix angesetzt werden. Letztlich sei darauf hingewiesen, dass die Bildung des
Austauschteils (LinK) sta¨rker von der Sparsity der Diﬀerenzdichtematrizen proﬁtieren
kann als CFMM.
Die vorangehend pra¨sentierten Timings illustrieren die Eﬃzienz der Kombination linear-
skalierender SCF-Methoden mit dem MBIE-Screening. Die Bedeutung einer Eﬃzienzstei-
gerung um einen Faktor von 2.1 innerhalb der LinK-Methode (bei einem Threshold von
10−7) kann durch die Tatsache verdeutlicht werden, dass damit unter Voraussetzung eines
Skalenverhaltens von N1.0 der Austausch fu¨r ein 2.1-mal gro¨ßeres Moleku¨l innerhalb der
selben Rechenzeit und ohne Verlust an Genauigkeit und Zuverla¨ssigkeit berechnet werden
kann.
Um zusa¨tzlich die Qualita¨t der MBIE-Schranken mit dem herko¨mmlichen QQ-Screening
zu vergleichen, wird die Anzahl an pra¨selektierten Integralen in Tab. 4.3 mit der exakten
Anzahl an numerisch signiﬁkanten Integralen verglichen. Fu¨r den Austauschteil u¨berscha¨tzt
QQ die Anzahl an Integralen um einen Faktor von 2.3 bzw. 2.0 (Thresholds 10−7 bzw. 10−8).
Die MBIE-Abscha¨tzung hingegen ist sowohl fu¨r den Coulomb- als auch den Austauschteil
nahezu optimal (Faktoren von 1.0 bis 1.1). Dies belegt, dass MBIE-1 als Integralschranke
fu¨r die im Rahmen der SCF-Methoden auftretenden Zweielektronenintegrale ausreichend


















Tabelle 4.1: DNA/LinK: Vergleich der mit QQ und MBIE abgescha¨tzten Integralzahlen, Rechenzeiten fu¨r die Bildung
einer Austauschmatrix innerhalb der LinK-Methode, und numerische Fehler in der Austauschenergie fu¨r DNA-Fragmente
in der 6-31G* Basis.
Moleku¨l Nbas ϑ #ints
a) tb) ∆Ec)
QQ MBIE Exakt QQ MBIE QQ MBIE
DNA1 579 6 470 323 298 25 15
DNA2 1252 6 2231 2.02 1238 1.74 1142 115 1.98 70 1.99 342 420
DNA4 2598 6 6887 1.54 3312 1.35 3024 361 1.57 186 1.34 723 904
DNA8 5290 6 16703 1.25 7503 1.15 6810 910 1.30 421 1.15 1163 2781
DNA16 10674 6 36389 1.11 15245 1.01 14383 2405 1.38 1093 1.36 3415 6750
DNA1 579 7 692 501 483 37 26
DNA2 1252 7 3848 2.22 2287 1.97 2237 200 2.19 121 1.99 14 30
DNA4 2598 7 13526 1.72 6973 1.53 6724 712 1.74 377 1.56 30 72
DNA8 5290 7 34688 1.32 16913 1.25 15852 1828 1.33 937 1.28 77 174
DNA16 10674 7 77170 1.14 36854 1.11 34112 4352 1.24 2117 1.16 159 352
DNA1 579 8 930 702 698 50 38
DNA2 1252 8 5859 2.39 3900 2.22 3786 302 2.33 225 2.31 3 4
DNA4 2598 8 22902 1.87 13651 1.72 12800 1188 1.88 732 1.62 7 7
DNA8 5290 8 62509 1.41 35019 1.32 31767 3280 1.43 1926 1.36 18 16
DNA16 10674 8 142203 1.17 77916 1.14 69705 7874 1.25 4587 1.24 38 33
a) Anzahl an perumtationssymmetrie-ausgezeichneten Zweielektronenintegralen (in Millionen)
und Skalenverhalten (Nx).
Anzahl an Integralen ist u¨ber Schalenquadrupel geza¨hlt.
b) Rechenzeit (in Sekunden) und Skalenverhalten (im Vergleich zum jeweils na¨chst kleineren System).
c) Fehler in der Austauschenergie (Alpha-Spin-Anteil) in µEh verglichen mit QQ/10
−10
DNA1: -113.1198268; DNA2: -265.2105670; DNA4: -569.3878987











































Tabelle 4.2: DNA/CFMM: Vergleich der mit QQ bzw. MBIE abgescha¨tzten Integralzahlen bei der Bildung einer Coulomb-
Matrix im Rahmen von CFMM. Ebenfalls angegeben sind die Rechenzeiten (in Sekunden) sowie die numerischen Fehler
fu¨r die Coulomb-Energie (in µHartree) bei DNA-Fragmenten in der 6-31G* Basis.
Moleku¨l N ϑ #intsa) tb) ∆Ec)
QQ MBIE Exakt QQ MBIE QQ MBIE
DNA1 579 6 26 22 20 8 7
DNA2 1252 6 136 2.15 103 2.00 96 34 1.88 26 1.70 33 36
DNA4 2598 6 384 1.42 280 1.37 269 102 1.50 75 1.45 67 72
DNA8 5290 6 880 1.17 676 1.24 607 267 1.35 206 1.42 105 120
DNA16 10674 6 2044 1.20 1423 1.06 1398 707 1.39 495 1.25 280 291
DNA1 579 7 35 32 28 9 8
DNA2 1252 7 190 2.19 155 2.05 142 46 2.12 38 2.02 8 14
DNA4 2598 7 546 1.45 430 1.40 407 145 1.57 116 1.53 14 20
DNA8 5290 7 1261 1.18 1005 1.19 932 384 1.37 307 1.37 28 35
DNA16 10674 7 2941 1.21 2244 1.14 2173 1018 1.39 777 1.32 60 69
DNA1 579 8 44 39 37 11 10
DNA2 1252 8 255 2.31 212 2.20 199 62 2.24 52 2.14 1 3
DNA4 2598 8 745 1.47 585 1.39 576 198 1.59 156 1.50 2 5
DNA8 5290 8 1731 1.19 1420 1.25 1330 545 1.43 447 1.48 5 9
DNA16 10674 8 4053 1.21 3256 1.18 3114 1419 1.36 1140 1.33 12 16
a) Anzahl an Zweielektronenintegralen (ausgezeichnet nach Permutationssymmetrie)
und Skalenverhalten (Nx).
Alle Integralzahlen wurden u¨ber Schalenquadrupel geza¨hlt.
b) Rechenzeit (in Sekunden) und Skalenverhalten.
c) Fehler in der Coulomb-Energie (in µEh) verglichen mit QQ/10
−10
DNA1: 4491.6718428; DNA2: 16881.8844722; DNA4: 56258.6134409;
DNA8: 173182.9337361; DNA16: 492547.4213505 (alle in Hartree)
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Moleku¨l N ϑ CFMM LinK
QQ MBIE Exakt QQ MBIE Exakt
DNA1 579 6 26 22 20 470 323 298
DNA2 1252 6 136 103 96 2231 1238 1142
DNA4 2598 6 394 280 269 6887 3312 3024
DNA8 5290 6 880 676 607 16703 7503 6810
DNA16 10674 6 2044 1423 1398 36389 15245 14383
DNA1 579 7 35 32 28 692 501 483
DNA2 1252 7 190 155 142 3848 2287 2237
DNA4 2598 7 546 430 407 13526 6973 6724
DNA8 5290 7 1261 1005 932 34688 16913 15852
DNA16 10674 7 2905 2244 2173 77170 36854 34112
DNA1 579 8 44 39 37 930 702 698
DNA2 1252 8 255 212 199 5859 3900 3786
DNA4 2598 8 745 585 576 22902 13651 12800
DNA8 5290 8 1731 1420 1330 62503 35019 31767
DNA16 10674 8 4053 3256 3114 142203 77916 69705
Tabelle 4.3: Vergleich der mit QQ und MBIE abgescha¨tzten Integralzahl (in Millionen) mit
der exakten Anzahl an signiﬁkanten Integralen fu¨r DNA-Fragmente in der 6-31G* Basis
(alle Zahlen wurden u¨ber Schalenquadrupel geza¨hlt).
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Abbildung 4.3: CPU-Zeiten fu¨r die Bildung der (a) Coulomb- bzw. (b) Austauschmatrix
bei linearen Alkanen CnH2n+2 mittels CFMM/LinK bei verschiedenen Integral-Thresholds
in der 6-31G* Basis.
4.2.2 Lineare Alkane
Wie bei den DNA-Systemen ist das MBIE-Screening auch fu¨r lineare Alkane sowohl fu¨r
Austausch- als auch Coulomb-Integrale praktisch optimal. Der Faktor zwischen der exakten
Anzahl an signiﬁkanten Integralen und der pra¨selektierten Integralzahl liegt zwischen 1.0
und 1.1. Wie eingangs bereits diskutiert wurde, ist MBIE fu¨r lineare Alkane weniger wich-
tig, da die beiden Ladungsdichten des Zweielektronenintegrals bereits durch die sehr du¨nn
besetzte Einelektronen-Dichtematrix gekoppelt sind. Die exponentielle Kopplung durch die
Dichtematrixelemente setzt fru¨h ein, so dass das 1/R-Verhalten u¨berkompensiert wird.
Trotzdem erha¨lt man einen Faktor von 1.5 als Eﬃzienzgewinn fu¨r C120H242 (siehe Tab.
4.4 und Abb. 4.3). Dabei a¨ndert sich die numerische Genauigkeit der Gesamtenergie kaum,
beispielsweise von 23 auf 46 µHartree bei einem Threshold von 10−7. Fu¨r den CFMM-
Coulomb-Anteil ist der MBIE-Geschwindigkeitsvorteil wegen der relativ niedrigen Anzahl



















Tabelle 4.4: Vergleich der mittels QQ bzw. MBIE abgescha¨tzten Anzahl an Integralen, Rechenzeiten fu¨r den Aufbau
einer Coulomb- bzw. Austauschmatrix im Rahmen der CFMM- bzw. LinK-Methoden und numerischer Fehler in der
Gesamtenergie fu¨r lineare Alkane CnH2n+2 (6-31G* Basis).
CFMM LinK Gesamt
n Nbas ϑ #ints
a) tb) #intsa) tb) ∆Ec)
QQ MBIE QQ MBIE QQ MBIE QQ MBIE QQ MBIE
30 574 6 16 13 7 6 209 143 18 13 833 1204
60 1144 32 1.01 26 1.01 15 1.11 13 1.12 462 1.15 301 1.08 39 1.12 26 1.01 2879 3670
120 2284 78 1.29 64 1.30 31 1.05 26 1.00 976 1.08 625 1.06 88 1.18 56 1.11 5535 8812
30 574 7 21 18 9 8 308 223 26 19 27 54
60 1144 42 1.01 36 1.01 19 1.08 17 1.09 705 1.20 483 1.12 60 1.21 41 1.12 6 23
120 2284 102 1.28 86 1.26 39 1.04 34 1.00 1508 1.10 991 1.04 136 1.18 89 1.12 23 46
30 574 8 27 24 10 9 413 315 36 27 3 5
60 1144 54 1.01 47 0.97 22 1.14 19 1.08 982 1.26 698 1.15 86 1.26 61 1.18 4 10
120 2284 128 1.25 115 1.29 47 1.10 42 1.15 2133 1.12 1378 0.98 193 1.17 119 0.97 9 15
a) Anzahl an permutationssymmetrie-ausgezeichneten Integralen in Millionen und deren Skalenverhalten Nx.
Fu¨r CFMM sind nur die Near-Field-Integrale aufgelistet. Alle Integralzahlen wurden u¨ber Schalenquadrupel geza¨hlt.
b) Rechenzeit in Sekunden und Skalenverhalten.
c) Numerischer Fehler in der Gesamtenergie (in µHartree) relativ zu QQ/10−10.
Referenzenergie: -1172.1655991, -2343.1664472, und -4685.1720781 a.u. fu¨r n = 30, 60, 120.
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Abbildung 4.4: Rechenzeiten zur Bildung einer Austauschmatrix fu¨r Graphitmoleku¨le
C6n2H6n mit MBIE- und Schwarz-Screening im Rahmen der LinK-Methode.
4.2.3 Graphit-Schichten
Tabelle 4.5 entha¨lt die Ergebnisse fu¨r Ausschnitte aus Graphit-Strukturen C6n2H6n, n =
2, 3, 4 sowie ausgewa¨hlte Daten fu¨r C216H36. Fu¨r Graphit fu¨hrt die dichte Besetzung der
Dichtematrix dazu, dass der LinK-Algorithmus quadratisch skaliert. Interessanterweise
wird mit MBIE fu¨r n = 3 to n = 4 ein sub-quadratisches Skalenverhalten beobachtet.
Die Anzahl an MBIE-pra¨selektierten Integralen ist verglichen zum konventionellen QQ
Screening um einen Faktor von 1.5 bzw. 1.3 reduziert (Thresholds von 10−7 bzw. 10−8).
Fu¨r C216H36 steigt der Geschwindigkeitsgewinn auf einen Faktor von 1.7 fu¨r einen Threshold
von 10−7. Wegen des geringen Near-Field-Anteils zeigt das MBIE-Screening im Rahmen
der CFMM-Methode keinen Vorteil gegenu¨ber dem regula¨ren QQ-Screening (daher werden
hier keine Daten fu¨r diesen Teil aufgelistet). Die Rechenzeiten sind in Abb. 4.4 visualisiert.
A¨hnlich zu den DNA-Fragmenten oder linearen Alkanen wird die Anzahl an signiﬁkan-
ten Integralen von MBIE bei den Graphit-Moleku¨len lediglich um einen Faktor von bis zu
1.1 u¨berscha¨tzt; auch hier wurde u¨berpru¨ft, dass keine signiﬁkanten Integrale aussortiert
werden. Im Gegensatz dazu u¨berscha¨tzt das QQ-Screening die Anzahl an Integralen mit
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Faktoren von 1.5 (10−8) bis 1.9 (10−6) beim C96H24 deutlich. Der Faktor von 1.1 bei MBIE
ist geringfu¨gig gro¨ßer als fu¨r lineare Alkane, was wahrscheinlich darauf zuru¨ckgefu¨hrt wer-
den kann, dass die Graphit-Strukturen zweidimensional sind, wohingegen die Alkane nahe-
zu als linear aufgefasst werden ko¨nnen. Da die Separation der Bra- und Ket-Schalenpaare
groß genug sein muss, um MBIE zur Abscha¨tzung anwenden zu ko¨nnen, fallen bei einer
niederdimensionalen Struktur weniger Integrale in den Bereich, in dem MBIE nicht ange-
wendet werden kann.
Die Tatsache, dass mittels MBIE ein sub-quadratisches Skalenverhalten und eine Re-
duktion der CPU-Zeit um bis zu 1.7 erzielt werden kann, ist auf den ersten Blick er-
staunlich, da die mittleren interatomaren Absta¨nde in den Graphit-Moleku¨len relativ klein
sind. Aus diesem Grunde wurden die mittleren Absta¨nde zwischen den Zentren derjenigen
Schalenpaare in linearen Alkanen und Graphiten verglichen, die vom konventionellen QQ-
Screening nicht aussortiert werden. Fu¨r einen Threshold von 10−7 wurde gefunden, dass
die Schalenpaarabsta¨nde mit 26 a.u. beim Graphit C96H24 gegenu¨ber 17 a.u. beim linea-
ren Alkan C120H242 deutlich gro¨ßer ist. Eine Erkla¨rung liefert die unterschiedliche Sparsity
der Dichtematrizen, die bei Graphiten sehr niedrig und bei Alkanen sehr hoch ist, so dass
die exponentielle Kopplung der Bra- und Ket-Ladungsverteilungen durch die Elemente
der Dichtematrix bei den Alkanen sehr viel sta¨rker ist. Es ist zu erwarten, dass die Ge-
schwindigkeitsgewinne bei den Graphit-Systemen mit der Moleku¨lgro¨ße weiter zunehmen,
da wegen der starken Delokalisierung immer gro¨ßere Bra-Ket-Absta¨nde auftreten.
4.3 Fazit
Im vorliegenden Abschnitt wurden die MBIE-Schranken im Rahmen linear-skalierender
SCF-Methoden eingesetzt. Es konnte gezeigt werden, dass die MBIE-Schranken fu¨r die
Bildung der HF-Austauschmatrix optimal sind, d.h. die exakte Anzahl an numerisch sig-
niﬁkanten Integralen nicht mehr u¨berscha¨tzt wird. Fu¨r diverse Testsysteme konnten Ge-
schwindigkeitsgewinne bei der Bildung der HF-Austauschmatrix mit Faktoren bis zu 2.1
(DNA16, 6-31G* Basis) gegenu¨ber den bisherigen Schwarz-Integralschranken bei vollem
Erhalt der numerischen Genauigkeit und Zuverla¨ssigkeit erzielt werden. Es ist zu erwar-














































Tabelle 4.5: Vergleich der mit QQ bzw. MBIE abgescha¨tzten Anzahl an Integralen, Rechenzeiten fu¨r die Bildung einer Aus-
tauschmatrix innerhalb der LinK-Methode, und numerischer Fehler in der Austauschenergie (in µHartree) fu¨r Ausschnitte
aus Graphit-Schichten (6-31G* Basis).
#intsa) tb) ∆Ec)
Moleku¨l Nbas ϑ QQ MBIE Exakt QQ MBIE QQ MBIE
C24H12 384 6 259 186 152 14 10 632 822
C54H18 846 6 2597 2.92 1745 2.83 1592 134 2.86 90 2.78 1499 2534
C96H24 1488 6 8064 2.01 4652 1.74 4175 414 2.00 259 1.87 2646 4343
C216H36 3294 6 35228 1.86 18295 1.72 – 1781 1.84 1086 1.80 – –
C24H12 384 7 343 273 239 20 16 74 100
C54H18 846 7 3715 3.02 2867 2.98 2594 200 2.92 154 2.87 321 545
C96H24 1488 7 12165 2.10 8120 1.84 7456 646 2.08 452 1.91 646 1242
C216H36 3294 7 57454 1.95 34672 1.83 – 3051 1.96 1930 1.83 – –
C24H12 384 8 424 355 326 24 20 1 4
C54H18 846 8 4888 3.10 4087 3.09 3761 261 3.02 218 3.02 22 10
C96H24 1488 8 16731 2.18 12654 2.00 11514 882 2.16 667 1.98 54 90
a) Anzahl an permutationssymmetrie-ausgezeichneten Integralen (in Millionen) und deren
Skalenverhalten Nx. Alle Integralzahlen wurden u¨ber Schalenquadrupel geza¨hlt.
b) Rechenzeit zur Bildung einer Austauschmatrix (in Sekunden) und Skalenverhalten.
c) Numerischer Fehler in der Austauschenergie (Alpha-Spin-Anteil) in µHartree verglichen mit QQ/10−10.





Stationa¨re Punkte und klassische Trajektorien auf Potentialhyperﬂa¨chen liefern vielfa¨lti-
ge Informationen u¨ber Struktur, Reaktivita¨t, Dynamik und Thermodynamik von Mo-
leku¨len [209–224]. Zu ihrer Bestimmung im Rahmen einer Geometrieoptimierung oder
Moleku¨ldynamiksimulation (MD) mu¨ssen die molekulare Energie und ihre Ableitungen
fu¨r eine große Anzahl von Punkten auf der Born-Oppenheimer-Hyperﬂa¨che ausgewertet
werden. Die Rechenzeit wird daher maßgeblich von der Evaluierung der Energie und ihrer
Ableitungen bestimmt [225].
Im Rahmen herko¨mmlicher Implementierungen muss im Verlauf von SCF-Schritten auf
der Born-Oppenheimer-Hyperﬂa¨che die Fock-Matrix in jeder SCF-Iteration zeitaufwa¨ndig
neu konstruiert werden (die Diagonalisierung ist fu¨r die hier betrachteten Systeme nicht
zeitbestimmend [226]). Eine bislang verfolgte Strategie ist daher die Reduktion der Anzahl
an SCF-Iterationen durch die Extrapolation der konvergierten Dichtematrizen [227] oder
der Fock-Matrix [226, 228] aus den vorausgegangenen Optimierungs- oder Zeitschritten.
Hier wird nun ein neuartiger Ansatz vorgestellt, bei dem im Gegensatz zu den voran-
gehend genannten Methoden der Aufwand fu¨r die Konstruktion der Fock-Matrix reduziert
wird. Dieser Ansatz basiert darauf, dass sich die meisten Zweielektronenintegrale von ei-
nem Punkt auf der Hyperﬂa¨che zum na¨chsten nur geringfu¨gig a¨ndern, wie in Abb. 5.1 fu¨r
eine Geometrieoptimierung am Benzol-Moleku¨l gezeigt wird. Anhand der Graﬁk ist zu se-
hen, dass sich beispielsweise nur 1/30-tel der Integrale um 10−4 und mehr a¨ndern. Wu¨rde
man sich auf die Berechnung allein dieses 1/30-tel der Integrale fu¨r den neuen Punkt
auf der Hyperﬂa¨che beschra¨nken, so wu¨rde der Fehler in der Gesamtenergie lediglich 190
µHartree oder 0.1 kcal/mol betragen.
Diese Beobachtung stellt letztlich die Grundlage und Motivation fu¨r die folgende neu-
artige Methode zur eﬃzienten Konstruktion der Fock-Matrix an konsekutiven Punkten
auf der Energiehyperﬂa¨che dar: Durch eine Erweiterung der bereits vorgestellten MBIE-
Methode wird die A¨nderung der Integrale von einem Punkt zum na¨chsten im Voraus ab-
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Abbildung 5.1: Redundanz der Zweielektronenintegrale bei der Geometrieoptimierung des
Benzol-Moleku¨ls in der 6-31G* Basis (RMS Gradient vor dem Schritt: 4.514E-02, nach dem
Schritt: 5.815E-03). Links: Anzahl an Integralen, deren A¨nderung zwischen zwei Punkten
auf der Energiehyperﬂa¨che gro¨ßer als der angegebene Threshold ist. Rechts: Fehler in der
Gesamtenergie, wenn nur die sich signiﬁkant a¨ndernden Integrale neu berechnet werden.
gescha¨tzt und diejenigen Integrale, die sich nur geringfu¨gig a¨ndern, werden abgespeichert.
Im Gegensatz zu den bisherigen Methoden mu¨ssen so nur die wenigen, sich sta¨rker a¨ndern-
den Integrale neu berechnet werden. Bei vernachla¨ssigbar kleinen numerischen Fehlern ist
so ein signiﬁkanter Geschwindigkeitsvorteil zu erwarten.
5.1 Ansa¨tze der Moleku¨ldynamiksimulation
Traditionell wurden zur Behandlung großer Moleku¨le aus Eﬃzienzgru¨nden analytische Po-
tentialﬂa¨chen, die durch
”
Fitten“ an experimentelle oder berechnete Daten erzeugt werden,
oder aber Kraftfeldmethoden bzw. semiempirische Methoden eingesetzt [225]. Fu¨r reaktive
Systeme, Strukturen entfernt von der Gleichgewichtsstruktur, sowie eine Vielzahl weiterer
Fa¨lle kann die Konstruktion solcher Hyperﬂa¨chen allerdings schwierig oder gar unmo¨glich
sein [229,230]. Universell einsetzbar sind allein die im Folgenden ausschließlich betrachteten
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Ab-Initio-Methoden.
Die Ab-Initio-Ansa¨tze der Moleku¨ldynamik (AIMD) [231] ko¨nnen grob in Born-Oppen-
heimer-Methoden (BO) und erweiterte Lagrange-Methoden (EL) unterteilt werden. Bei
Born-Oppenheimer-Moleku¨ldynamiksimulationen (BOMD) werden die Kerne gema¨ß den
klassischen Bewegungsgleichungen auf der Potentialhyperﬂa¨che bewegt, wobei die elek-
tronische Wellenfunktion bzw. Dichte fu¨r jeden Punkt auf der Hyperﬂa¨che konvergiert
wird. Bei der erweiterten Lagrange-Moleku¨ldynamik (ELMD) bzw. der Car-Parrinello-
Moleku¨ldynamik (CPMD) [232] als ihrem bekanntesten Vertreter werden die elektronischen
Freiheitsgrade hingegen propagiert anstatt optimiert, was die SCF-Iterationen einspart.
Daher nimmt man zur Zeit an, dass bestehende Implementierungen der ELMD gemessen
an der Rechenzeit pro simulierter Zeiteinheit eﬃzienter als BOMD sind [226, 233]. Aller-
dings ist die ELMD lediglich eine Na¨herung der echten klassischen Dynamik. Beispielsweise
ist bekannt, dass ELMD-Schwingungsfrequenzen große Fehler aufweisen ko¨nnen [234–236],
auch weitere Artefakte werden zur Zeit noch diskutiert [236–239]. Eine Formulierung der
BOMD, die hinsichtlich ihrer Geschwindigkeit mit ELMD bzw. CPMD konkurrieren kann,
wa¨re daher ein großer Fortschritt zur akkuraten Beschreibung dynamischer Eﬀekte in
großen Moleku¨len [233]. Im Folgenden wird daher ausschließlich die BOMD betrachtet.
Innerhalb der BOMD ist der Ausgangspunkt fu¨r die Bewegung der Kerne K auf ihren
klassischen Trajektorien RK(t) die klassische Newton’sche Bewegungsgleichung
MKR¨K(t) = −∇KEel, Eel = min
Ψ
〈Ψ| Hˆ |Ψ〉 , (5.1)
in die der Erwartungswert Eel der elektronischen Energie in das Potential eingeht, in wel-
chem sich die Kerne bewegen. Die Energieminimierung auf der rechten Seite soll hierbei
andeuten, dass die elektronische Wellenfunktion fu¨r jede Kerngeometrie neu optimiert wird.
Einfach betrachtet besteht ein BOMD-Zeitschritt aus der Berechnung des Potentials
−∇KEel fu¨r eine gegebene Kerngeometrie, der (numerischen) Integration der Bewegungs-
gleichung (5.1) fu¨r den aktuellen Zeitschritt und der Generierung der neuen Geometrie. Die
Dynamik ﬁndet daher auf der Zeitskala der Kerne statt, so dass im Vergleich zur CPMD
relativ lange Zeitschritte fu¨r die Integration verwendet werden ko¨nnen [233,240]. Nachteilig
ist dabei allerdings, wie bereits erwa¨hnt wurde, dass die elektronische Wellenfunktion fu¨r
jede neue Geometrie voll optimiert werden muss.
Fu¨r die nachfolgende Betrachtung genu¨gt es, eine BOMD-Simulation als Sequenz ver-
schiedener Kerngeometrien {RK}tn zu verschiedenen Zeitpunkten tn aufzufassen. Insofern
wird sie im Folgenden analog zu Geometrieoptimierungen auf der BO-Hyperﬂa¨che behan-
delt, da sie sich innerhalb dieser einfachen Betrachtungsweise lediglich bezu¨glich der Art,
wie die jeweils folgende Geometrie erzeugt wird, unterscheidet. Auf Grund dieser Analogie
lassen sich die im Folgenden entwickelten Methoden fu¨r beide Verfahren anwenden.
Beim U¨bergang von einer Geometrie {R}tn zur na¨chsten {R}tn+1 muss bei konventio-
nellen Verfahren der SCF-Zyklus ausgehend von der Startdichte wieder vollsta¨ndig durch-
laufen werden. Dabei bestimmen zwei Faktoren die Rechenzeit: (1.) die Anzahl an SCF-
Iterationen und (2.) der Aufwand fu¨r die Konstruktion der Fock-Matrix.
Die bisherigen Verfahren zur Eﬃzienzsteigerung setzen beim ersten Punkt an, der Re-
duktion der Iterationszahl. Beim einfachsten Ansatz wird die konvergierte Dichte des vo-
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rigen Zeitschrittes als Startdichte verwendet, was aber lediglich zu einer verha¨ltnisma¨ßig
geringen Reduktion der Iterationszahl fu¨hrt [241]. Ferner wurden aufwa¨ndigere Extrapola-
tionsverfahren fu¨r die Dichtematrix [227] sowie die Fock-Matrix [226, 228] entwickelt, mit
denen die Anzahl an SCF-Iterationen um 45 bis 50% reduziert werden kann [226].
In dieser Arbeit wird ein komplementa¨res Verfahren entwickelt, das beim zweiten Punkt
ansetzt, na¨mlich einem eﬃzienteren Aufbau der Fock-Matrix. Wie eingangs erwa¨hnt, be-
ruht der neue Ansatz auf der Vorabscha¨tzung der Integrala¨nderung zwischen den Zeit-
schritten und der Abspeicherung der sich nicht-signiﬁkant a¨ndernden Integrale, wodurch
die Neuberechnung einer großen Anzahl von Integralen vermieden wird. Vielversprechend
erscheint auch die Kombination beider Ansa¨tze, um so weitere Eﬃzienzsteigerungen zu
erzielen.
5.2 MBIE-MD: Dynamik-Simulationen mit MBIE
Fu¨r jeden Zeitschritt tn wird im Rahmen der konventionellen Methoden die Fock-Matrix
neu gebildet:
F[P(tn)] = h(tn) + 2J[P(tn)]−K[P(tn)] (5.2)
Hierbei stellt insbesondere die Berechnung der Zweielektronenintegralmatrizen und dar-
unter (bei Verwendung von CFMM) die Austauschmatrix den zeitbestimmenden Schritt
dar.
Wie in der Einleitung exemplarisch gezeigt wurde, a¨ndert sich ein großer Teil der Zwei-
elektronenintegrale beim U¨bergang zu einem neuen Zeitschritt tn+1 jedoch nur insigniﬁkant.
Die Abscha¨tzung, welche Integrale sich signiﬁkant a¨ndern, kann durch eine Modiﬁkation
der MBIE-Schranken durchgefu¨hrt werden.
Die A¨nderung ∆I eines Integrals beim U¨bergang zu einer neuen Geometrie kann im
Rahmen der Multipolentwicklung (fu¨r wohlseparierte Ladungsverteilungen) wie folgt be-
schrieben werden:


























+ . . . ,
(5.3)
wobei hier die A¨nderung des Bra-Ket-Abstandes als ∆R bezeichnet wurde.
Zur Abscha¨tzung dieser Integrala¨nderung ko¨nnen Erweiterungen der MBIE-Schranken
verwendet werden, die im Folgenden unter dem Begriﬀ MBIE-MD zusammengefasst werden
werden. Es werden die folgenden Fa¨lle unterschieden:
1. Der Wert des neuen Integrals steigt. Dies ist der Fall, wenn der Bra-Ket-Abstand R
verringert wird (∆R > 0), der Abstand zwischen den Bra- und Ket-Basisfunktionen
(Rµν bzw. Rλσ) sinkt, oder eine Kombination aus beiden Eﬀekten. Dann la¨sst sich die
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A¨nderung unmittelbar abscha¨tzen, indem die MBIE-Schranke fu¨r das neue Integral
und fu¨r das alte Integral der exakte Wert eingesetzt wird,
|∆I| ≤ MBIE(tn+1)− (µν|λσ) (tn). (5.4)
2. Das neue Integral ist betragsma¨ßig kleiner, beispielsweise weil R steigt oder Rµν bzw.
Rλσ vergro¨ßert werden. Dann muss das neue Integral durch eine untere Schranke
abgescha¨tzt werden. Diese erha¨lt man beispielsweise, indem in den MBIE-Schranken
die absoluten durch die herko¨mmlichen Multipolintegrale ersetzt werden und R′ =
R+RA+B anstelle von R
′ = R−RA+B verwendet wird. Einsetzen dieser im Folgenden
als MBIE-LB (MBIE lower bound) bezeichnete Schranke liefert
|∆I| ≤ (µν|λσ) (tn)−MBIE-LB(tn+1) (5.5)
als Schranke fu¨r die A¨nderung des Integralwertes.
3. Fu¨r gegenla¨uﬁge Kombinationen (z.B.: R steigt, aber Rµν sinkt) wird das Maximum
der beiden vorangehend genannten Schranken verwendet, da die A¨nderung nie gro¨ßer
werden kann als die Synergie der gleichgerichteten Eﬀekte.
Diese Integralschranken ko¨nnen zur rigorosen Vorauswahl der sich nicht-signiﬁkant a¨ndern-
den Integrale verwendet werden. Zur Speicherung der Integrale und Wiederverwendung fu¨r
den folgenden Zeitschritt tn+1 wurden zwei verschiedene Ansa¨tze getestet:
(1.) Derjenige Teil der neuen Fock-Matrix, der aus sich signiﬁkant a¨ndernden Integralen
berechnet wird, muss neu gebildet werden. Die nicht-signiﬁkanten Anteile der A¨nderung
ko¨nnen aus der alten Fock-Matrix Fnon−sig(tn) u¨bernommen werden (im Folgenden kurz




Dieser Ansatz bietet den Vorteil, dass der beno¨tigte Speicheraufwand und der Verwal-
tungs-Overhead gering sind, was die eﬃziente Implementierung sehr vereinfacht. Allerdings
beinhaltet die so aufgebaute Fock-Matrix bereits die mit der Dichtematrix kontrahierten
Zweielektronenintegrale. Bei einer A¨nderung der Dichtematrix z.B. im Verlauf der na¨chsten
SCF-Iterationen mu¨ssen aufwa¨ndige Techniken eingesetzt werden, um die neuen Kontrak-
tionen zu bilden.
Unabha¨ngig davon kann die Eﬃzienz gesteigert werden, indem kleine, aber signiﬁkante
A¨nderungen der Integrale mit einer Multipolentwicklung korrigiert werden (eine genaue





Bei dieser multipole corrected MBIE-MD (Fock) Methode (kurz MBIE-MD (mpc-Fock))
wird der Fehler in der Gesamtenergie bei praktisch gleichem Rechenaufwand nochmals
deutlich verringert.
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(2.) Die sich nicht-signiﬁkant a¨ndernden Integrale des alten Zeitschrittes werden gespei-
chert und fu¨r den na¨chsten Zeitschritt unvera¨ndert wiederverwendet,
Fµν(tn+1) = hµν +
∑
λσ




2Pλσ(tn+1) (µν|λσ)non−sig (tn)− Pλσ(tn+1) (µσ|λν)non−sig (tn),
(5.8)
wa¨hrend die sich signiﬁkant a¨ndernden Integrale neu berechnet werden (im Folgenden kurz
als MBIE-MD (Ints) bezeichnet). Auch hier kann eine Multipolkorrektur
∆F korrµν (tn+1) (5.9)
verwendet werden (MBIE-MD (mpc-Ints)), die zu einer Verringerung des Fehlers bei prak-
tisch gleichem Rechenaufwand fu¨hrt.
Ein Vorteil dieses Ansatzes ist, dass die Integrale in unkontrahierter Form abgespei-
chert werden. Auf diese Weise ko¨nnen sie auch bei A¨nderung der Dichtematrix im Verlauf
der na¨chsten SCF-Iterationen wiederverwendet werden. Die Abspeicherung setzt allerdings
einen großen und schnellen Speicher voraus und ist mit einem erheblichen organisatorischen
Overhead verbunden.
5.3 Ableitungen bis zur quadratischen Ordnung
Vorangehend wurde die MBIE-MD-Methode beschrieben, mit der sich die Integrala¨nde-
rungen im Rahmen von Geometrieoptimierungen bzw. Dynamik-Simulationen rigoros ab-
scha¨tzen lassen. Hier wird nun eine weitere Methode hergeleitet, die rigorose Schranken
fu¨r Gradienten und zweite Ableitungen der Integrale liefert. Diese kann man fu¨r die Be-
rechnung von Kra¨ften und Frequenzen einsetzen, wie sie im Rahmen von Geometrieopti-
mierungen und MD-Simulationen beno¨tigt werden. Zudem la¨sst sich mit diesen Schranken
die A¨nderung der Integralwerte (innerhalb einer quadratischen Na¨herung) ebenfalls sehr
genau abscha¨tzen.
Innerhalb der quadratischen Na¨herung ist die A¨nderung der Integralwerte u¨ber die



















Dieser Ausdruck wird zweckma¨ßigerweise umgeformt, indem die totalen Diﬀerentiale erster
und zweiter Ordnung in den Aufpunkten der Bra- und Ket-Ladungsverteilungen A,B
































Da im Rahmen der momentanen Implementierung die Moleku¨lgeometrie bzw. ihre
A¨nderung in kartesischen Koordinaten behandelt werden, wird hier nun ebenfalls mit
der kartesischen Multipolentwicklung weitergearbeitet. Analog den wohlbekannten Obara-
Saika-Rekursionsbeziehungen [128,129] fu¨r Zweielektronenintegrale erha¨lt man fu¨r die Dif-
ferentiation der Multipolintegrale nach den A,B eine Linearkombination von Integralen






= k ·m(k+1,l,m)a − 2ζm(k−1,l,m)a . (5.13)



















R−1 = TABk+1,l,m. (5.14)




































≡ IAdA+ IBdB+ IRdR.
(5.15)
Zur Vereinfachung der Notation wurden hier die Sammelindices k = {k, l,m} und l =
{k′, l′, m′} verwendet. Das Diﬀerential zweiter Ordnung ist in dieser Notation
d2I = IAAdAdA+ IABdAdB+ IARdAdR+ IBBdBdB+ IBRdBdR, (5.16)
wobei die IXY durch Verschachtelung der ersten Ableitungen erhalten werden.
Wie aus diesen expliziten multipol-basierten Ausdru¨cken fu¨r die totalen Diﬀerentiale
erster und zweiter Ordnung ersichtlich wird, stellen sie Multipolreihen dar, bei denen ein
oder zwei Indices um 1 bzw. 2 erniedrigt bzw. erho¨ht sind. Sie lassen sich daher durch die
modiﬁzierte MBIE-Schranken abscha¨tzen. Im Folgenden werden dazu die MBIE-0 Schran-
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und zur zweiten Ordnung
|IAAdAdA| ≤ 4ζ
2
AM(2)A M(0)B + 2ζAM(0)A M(0)B








R′2 − R′ |dAdR|
|IBBdBdB| ≤ 4ζ
2
BM(0)A M(2)B + 2ζBM(0)A M(0)B




R′2 − R′ |dBdR| .
(5.18)
Diese Schranken gelten rigoros bis zu quadratischen Ordnungen in den Geometriepa-
rametern und liefern eine numerisch genaue Abscha¨tzung fu¨r die Bildung von Gradienten
(MBIE-MD (force)) und zweiten Ableitungen (MBIE-MD (freq)).
5.4 Multipolkorrekturen
Vorangehend wurden Methoden hergeleitet, mit denen die A¨nderung von Zweielektronenin-
tegralen zwischen zwei Punkten auf der BO-Hyperﬂa¨che rigoros abgescha¨tzt werden kann.
Allerdings gibt es viele Integrale, deren A¨nderung zwar klein, aber dennoch (in ihrer Sum-
me) signiﬁkant ist. Fu¨r diese Integrale wurde daher eine Multipolkorrektur entwickelt, mit
der die Integrala¨nderungen beim U¨bergang zur neuen Geometrie eﬃzient bestimmt werden
ko¨nnen. Dazu wurde zuna¨chst eine eﬃziente Implementierung der Multipolentwicklung fu¨r
SCF-Single-Point-Berechnungen entwickelt, mit deren Techniken auch Integrala¨nderungen
im Rahmen von Geometrieoptimierungen oder MD-Simulationen eﬃzient erzeugt werden
ko¨nnen.
Da die Zielsetzung hier die Berechnung kleiner Integraldifferenzen beim U¨bergang zwi-
schen verschiedenen Geometrien ist, genu¨gt eine eﬃziente Implementierung der kartesi-
schen Multipolentwicklung in den Ordnungen 0 und 1. Fu¨r die Anwendung im Rahmen
von SCF-Single-Point-Berechnungen sind hingegen ho¨here Multipolordnungen no¨tig, um
die entsprechenden numerische Genauigkeit zu garantieren. An einer eﬃzienten Implemen-
tierung des multipolbeschleunigten HF-Austauschs mit ho¨heren Multipolordnungen wird
zur Zeit von Benedikt Schmitt gearbeitet [242, 243].
5.4.1 Multipol-beschleunigtes SCF
Es werden hier nur die Austauschintegrale betrachtet, da deren Berechnung im Rahmen
linear-skalierender HF-Methoden [160,176] ha¨uﬁg zeitbestimmend ist. Die Berechnung der
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wobei der Fernfeldteil mittels der Multipolentwicklung berechnet wird. Gegenu¨ber der kon-
ventionellen Berechnung der Zweielektronenintegrale auf demWege der bekannten Integral-
rekursionen [125–136] wirkt sich bei der MPE eﬃzienzsteigernd aus, dass die Matrixelemen-
te der Austauschmatrix bereits aus kontrahierten Integralen gebildet werden ko¨nnen. Sehr
vereinfacht betrachtet spart man durch die Multipolentwicklung die Integralkontraktion














erkennt man, dass die Bildung auf dem Wege der Multipolentwicklung vorteilhaft ist, wenn
der KontraktionsgradK4 der Basisfunktionen gro¨ßer ist als die Anzahl von Multipoltermen
n,m, l, k, u¨ber die summiert wird.
Wie Tab. 5.1 zeigt, lassen sich die Rechenzeiten fu¨r die Bildung der HF-Austausch-
matrix mittels einer Multipolentwicklung um Faktoren von bis zu 1.9 reduzieren, wobei
die numerischen Fehler fu¨r eine Entwicklung bis zur ersten Ordnung vertretbar sind.1
Der Geschwindigkeitsgewinn ist insofern bemerkenswert, als der Fernfeldanteil bei den
betrachteten Systemen maximal 53% betra¨gt. Fu¨r einen solchen FF-Anteil liegt die ma-
ximal mo¨gliche Eﬃzienzsteigerung bei einem Faktor von 2.1, was in anderen Worten be-
deutet, dass die Berechnung der FF-Integrale via Multipolentwicklung verglichen mit den
NF-Integralen praktisch kostenlos ist. Fu¨r die Bildung der Austauschmatrix wird der FF-
Anteil hauptsa¨chlich von der Sparsity der Dichtematrix bestimmt, da diese die Bra- und
Ket-Seiten der Integrale bei der Kontraktion zur Dichtematrix koppelt.
5.4.2 Multipol-Korrektur fu¨r Integraldifferenzen
Bei der MBIE-MD Methode unterteilen sich die Integrale trivialerweise in zwei Gruppen:
(1.) Diejenigen, deren A¨nderung nicht-signiﬁkant ist (∆I < 10−ϑ), und (2.) solche, deren
A¨nderung signiﬁkant ist (∆I > 10−ϑ). Wie vorangehend gezeigt wurde, ko¨nnen Integrale
mit der Multipolentwicklung niedriger Ordnung sehr eﬃzient berechnet werden. Anstel-
le die unvera¨nderten Integrale fu¨r den na¨chsten Zeitschritt zu u¨bernehmen, ist es daher
vorteilhaft, die A¨nderungen mit einer Multipolentwicklung abzuscha¨tzen:
(µν|λσ) (tn+1) = (µν|λσ) (tn) + ∆I, (5.21)
1Wie eingangs beschrieben, wird in diesem Abschnitt die Beschreibung von Integrala¨nderungen ange-
strebt. Fu¨r eine zuverla¨ssige Berechnungen des vollsta¨ndigen Integralwerts ist die Beru¨cksichtigung ho¨herer
Multipolterme unabdingbar.
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MP-1
System η ϑ tconv tMP−1 g err
C30H62/VDZ 10 8 67.3 62.1 1.1 0.0
8 8 58.2 1.2 0.1
6 8 49.8 1.4 0.3
4 8 42.0 1.6 0.6
C30H62/VTZ 10 8 441.1 432.9 1.0 0.0
8 8 367.6 1.2 0.2
6 8 294.1 1.5 0.5
4 8 259.5 1.7 0.7
DNA2/6-31G* 10 7 158.3 143.9 1.1 0.0
8 7 130.9 1.2 0.1
6 7 113.1 1.4 0.3
4 7 98.9 1.6 0.5
C54H18/VDZ 10 8 802.0 668.3 1.2 0.1
8 8 572.9 1.4 0.2
6 8 471.8 1.7 0.4
4 8 422.1 1.9 0.9
Tabelle 5.1: Rechenzeiten t (in Sekunden), Geschwindigkeitssteigerung g und numerischer
Fehler err (in mHartree) durch die Verwendung der Multipolentwicklung bis zur ersten
Ordnung (MP-1) im Vergleich zur konventionellen Methode (conv) bei der Berechnung der
Austauschmatrix. η bezeichnet das gewa¨hlte Wohlsepariertheits- bzw. Ausdehnungskrite-
rium fu¨r die Multipolentwicklung, und ϑ ist der Integralthreshold.
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Tabelle 5.2: Maximale Schrittla¨ngen bei Geometrieoptimierungen ausgehend von einer mit
einem kleinen Basissatz voroptimierten Struktur.
”
6-31G*//TZVPP“ steht beispielsweise















Im Rahmen der MBIE-MD (mpc-Ints) Methode werden direkt die korrigierten Integrale
abgespeichert. Beim MBIE-MD (mpc-Fock) Ansatz hingegen wird die zusa¨tzliche Abspei-
cherung der Integrale umgangen, indem die multipol-korrigierte Austauschmatrix ∆K aus





Diese Korrektur wird fu¨r alle Integrale durchgefu¨hrt, deren A¨nderung kleiner als 10−(ϑ−2)
ist.2 Da es sich hier um betragsma¨ßig sehr kleine Integrale handelt, genu¨gen niedrige Ord-
nungen in der Multipolentwicklung, wie die nachfolgenden Beispielrechnungen belegen.
5.5 Anwendungen
Zur U¨berpru¨fung der Eﬃzienz und der numerischen Genauigkeit der MBIE-MD Methoden
wurde Testrechnungen und Timings an verschiedenartigen Systemen und fu¨r verschiedene
Methoden durchgefu¨hrt. Sofern nicht anders vermerkt, wird die explizite Integralspeiche-
rung verwendet (MBIE-MD (Ints) bzw. (mpc-Ints)). Zur Vereinfachung der Parameter wird
ϑ = η gesetzt.
Zuna¨chst wurden typische Schrittweiten fu¨r Geometrieoptimierungen und Dynamik-
Simulationen bei verschiedenen Beispielsystemen ermittelt (Tabellen 5.2 und 5.3). Es zeigt
sich, dass die Geometriea¨nderungen mit maximal 0.005 A˚ sehr klein sind, was fu¨r die
Wiederverwendung der Integrale ideal ist.
Einen ersten Eindruck von der Leistungsfa¨higkeit von MBIE-MD liefert die Berech-
nung der Austauschmatrix fu¨r das Benzol-HF-System, bei dem das HF-Moleku¨l in einem
2Im Rahmen von numerischen Untersuchungen wurde gefunden, dass ein Threshold von 10−(ϑ−2) fu¨r
den Einsatz der Multipolkorrektur fu¨r die meisten Anwendungen gute Ergebnisse liefert. Zur Reduktion
der Anzahl an freien Parametern wird im Folgenden daher stets dieser Threshold verwendet.
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SD 1.5 fs SD 1.0 fs MD 1.5 fs
Min 0.000 0.000 0.000
Max 0.041 0.036 0.045
Mean 0.004 0.003 0.004
Tabelle 5.3: Minimale, maximale und mittlere Schrittweite (in a.u.) fu¨r stochastische Dy-
namik und Moleku¨ldynamik (SD/MD) [233] bei Zeitschritten von 1.5 bzw. 1.0 fs. Das
Beispielsystem ist DNA4, OPLS 2005 Kraftfeld, 300K, 1.0 ps Equilibrierung, Simulations-
zeit 10 ps. Simuliert wurde mithilfe des Programmpakets Macromodel [244].
bestimmten Abstand senkrecht auf der Ebene des Benzols steht. Tab. 5.4 zeigt die Reduk-
tion der Integralzahl, die sich durch die Wiederverwendung von Integralen fu¨r die neuen
Geometrien ergibt. Sogar fu¨r recht große Abstandsa¨nderungen von 0.4 A˚ kann hier ein Ge-
schwindigkeitsvorteil von 6.2 bei einem Fehler von lediglich 0.7 mEh erzielt werden. Diese
Anwendung ist exemplarisch fu¨r die Berechnung von intermolekularen Wechselwirkungs-
energien im Rahmen der SAPT-Methode (siehe Kap. 8.2).
Als weitere Anwendung wurde der Geschwindigkeitsgewinn bei Geometrieoptimierun-
gen des Benzol-Moleku¨ls untersucht (Tab. 5.5). Auch hier kann bei kleinen numerischen
Fehlern eine starke Reduktion der zu berechnenden Integralzahl und der Rechenzeit erzielt
werden, beispielsweise ergibt sich ein Speed-up von 9.5 bei einem numerischen Fehler von
87.3 µHartree.
Als letzte Anwendung wurden zwei auf einander folgende Zeitschritte aus einer Mo-
leku¨ldynamik-Simulation an verschiedenen DNA-Systemen gewa¨hlt. Wie Tab. 5.6 zeigt,
sind auch hier große Geschwindigkeitsgewinne bei kleinen numerischen Fehlern mo¨glich.
Bei DNA2 und einem Threshold von 10
−6 betra¨gt der erzielbare Eﬃzienzgewinn einen
Faktor von 6.1 bei einem numerischen Fehler von lediglich 0.1 mEh.
Bei diesem Beispiel werden allerdings auch die Grenzen der momentanen Implemen-
tierung deutlich. Da im MBIE-MD (Ints) Ansatz alle numerisch signiﬁkanten Integrale
im Speicher gehalten werden, ergeben sich fu¨r gro¨ßere Systeme sehr hohe Speicheranfor-
derungen, so dass momentan noch Daten auf der Festplatte ausgelagert werden mu¨ssen.
Dies fu¨hrt zu z.T. erheblichen I/O-Overheads. Ein weiterer, wenn auch nicht gravierender
Overhead ergibt sich aus der Notwendigkeit, die Integrale aus Gru¨nden des eﬃzienten Zu-
griﬀs wa¨hrend der Bildung der neuen Fock-Matrix in die fu¨r die neue Geometrie beno¨tigte
Sortierung zu bringen. Hinsichtlich der Speicheranforderungen wird, basierend auf Integral-
kompressionstechniken [245, 246], im Arbeitskreis an eﬃzienten Strategien zur Reduktion
von Speicheranforderungen und der Overheads gearbeitet [247, 248]. Hier sind bereits er-
hebliche Reduktionen des Speicheraufwands um Faktoren bis zu 6 erzielt worden [247], so
dass man durch die Kombination dieser Techniken auf eine Lo¨sung des Problems hoﬀen
kann.
Eine partielle Lo¨sung des Speicherplatz- und Overheadproblems bietet die MBIE-MD
(Fock) Methode, bei der die Fock-Matrix und nicht die Zweielektronenintegrale gespeichert
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Konv. MBIE-MD
(Ints) (mpc-Ints)
ϑ #ints speedup err speedup err
2.0 → 2.25A˚:
8 8171086 2.4 0.1 2.7 0.1
7 7590041 2.5 0.2 3.0 0.2
6 6890199 2.7 0.3 3.6 0.2
5 5726416 3.0 0.5 4.0 0.6
3.0 → 3.5A˚:
8 6784738 3.6 0.2 4.4 0.1
7 6349534 4.0 0.4 5.7 0.4
6 5674015 4.4 0.7 6.2 0.7
5 4906335 5.7 1.2 7.1 1.1
Tabelle 5.4: Reduktion der Integralzahl und der Rechenzeit (speedup) durch MBIE-MD
beim System Benzol · · ·HF fu¨r verschiedene Absta¨nde zwischen der Ebene des Benzolrings
und dem HF-Moleku¨l. Ebenfalls angegeben ist der Fehler in der berechneten Austausch-
energie (err) in mHartree.
Exakt MBIE-MD (mpc-Ints)
n(10−ϑ) N(10−ϑ) % speedup err [µEh] speedup err [µEh]
10−3 1756 1756 0.0 2020.9 10008.8 120.9 1103.0
10−4 115311 117067 3.3 30.3 190.0 9.5 87.3
10−5 369161 486228 13.7 7.3 16.1 4.1 6.7
10−6 451374 937602 26.4 3.8 0.7 2.0 1.3
10−7 338593 1276195 36.0 2.8 0.1 1.7 0.6
10−8 212792 1488987 42.0 2.4 0.0 1.2 0.2
10−9 124968 1613955 45.5 2.2 0.0 – –
10−10 1825962 3439917 96.9 1.0 0.0 – –
Tabelle 5.5: Diﬀerenz der exakten Zweielektronenintegrale zwischen zwei Zyklen bei der
Geometrieoptimierung eines Benzol-Moleku¨ls innerhalb der 6-31G* Basis (erster Schritt
nach Voroptimierung mit STO-3G-Basis). Hierbei bezeichnet n(10−ϑ) die exakte Anzahl
an Integralen, deren A¨nderung zwischen 10−ϑ und 10−(ϑ−1) liegt. N(10−ϑ) bezeichnet die
Anzahl aller Integrale, deren A¨nderung gro¨ßer als 10−ϑ ist. Mit % ist der Prozentsatz
von Integralen bezeichnet, deren A¨nderung gro¨ßer als der angegebene Threshold ist. Zum
Vergleich sind die Geschwindigkeitsgewinne und numerischen Fehler bei der Verwendung
der exakten Integrala¨nderungen sowie bei Abscha¨tzung mithilfe der MBIE-MD (mpc-Ints)
Methode angegeben.
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MBIE-MD (mpc-Ints)
Konv. Optimal CPU-Overhead I/O-Overhead
ϑ t t speedup tCPU speedup tI/O speedup err
DNA2:
8 302 54 5.6 36 3.4 320 0.7 0.003
7 200 36 5.6 28 3.1 33 2.1 0.03
6 115 19 6.1 21 2.9 – 2.9 0.1
DNA4:
8 1188 195 6.1 434 1.9 1107 0.7 0.008
7 712 110 6.5 312 1.7 751 0.6 0.05
6 361 51 7.1 240 1.2 376 0.5 0.2
Tabelle 5.6: Rechenzeiten der ersten Fockmatrixbildung nach einem MD-Schritt fu¨r DNA-
Systeme in der 6-31G* Basis. Angegeben sind die Rechenzeiten fu¨r die konventionelle
(Konv.) und die MBIE-MD (mpc-Ints) Methode sowie der mittels MBIE-MD erzielbare
Geschwindigkeitsgewinn (speedup). Zusa¨tzlich fallen in der momentanen Implementierung
Overheads fu¨r die Speicherung und Sortierung der Zweielektronenintegrale an, die ebenfalls
aufgelistet sind (CPU- bzw. I/O-Overhead). Der in der jeweiligen Spalte angegebene Speed-
up bezieht sich auf die Rechenzeit unter Einbeziehung des jeweiligen Overheads. Ebenfalls
angegeben ist der Fehler in der Gesamtenergie (err) in mEh bezogen auf das konventionelle
Ergebnis mit ϑ = 10 (nur numerisch signiﬁkante Zweielektronenintegrale beru¨cksichtigt).
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Konv. MBIE-MD (mpc-Fock)
ϑ Rechenzeit Speedup
tIt.1 tges It. 1 Gesamt It. 1 Gesamt err
DNA2:
8 65 302 7 244 9.2 1.2 0.001
7 52 200 5 153 10.4 1.3 0.03
6 39 115 3 79 13.0 1.5 0.07
DNA4:
8 220 1188 23 991 9.6 1.2 0.002
7 140 712 14 586 10.1 1.2 0.04
6 74 361 5 292 14.8 1.2 0.1
Tabelle 5.7: Rechenzeiten fu¨r die erste SCF-Iteration (It. 1) und den gesamten SCF-
Lauf (Gesamt) fu¨r DNA-Systeme nach einem MD-Schritt in der 6-31G* Basis. Angegeben
sind die Zeiten (in Sekunden) und der Geschwindigkeitsgewinn (Speedup) durch Verwen-
dung der MBIE-MD (mpc-Fock) Methode im Vergleich zum konventionellen Algorithmus.
Zusa¨tzlich ist der Fehler in der Gesamtenergie (err) angegeben (in mEh).
werden. Wie Tab. 5.7 zeigt, lassen sich durch die Wiederverwendung von Teilen der Fock-
Matrix Reduktionen der Rechenzeiten fu¨r den Aufbau der Fock-Matrix der 1. Iteration
um Faktoren bis zu 14.8 bei vernachla¨ssigbar kleinen numerischen Fehlern erzielen. Dieser
bessere Faktor als bei der MBIE-MD (Ints) Methode la¨sst sich unmittelbar auf das Weg-
fallen des mit der Integralspeicherung verbundenen Overheads zuru¨ckfu¨hren. Allerdings ist
der Gewinn in Hinblick auf die Gesamtzeit natu¨rlich deutlich geringer, da die MBIE-MD
(Fock) Methode nur fu¨r die erste Iteration verwendet werden kann.
5.6 Fazit
Mit der MBIE-MD Methode wurde ein eﬃzientes und rigoroses Verfahren zur Abscha¨tzung
von Integrala¨nderungen im Rahmen von Moleku¨ldynamik-Simulationen und Geometrieop-
timierungen entwickelt. Durch die Ausnutzung von Redundanzen in den Integralen zwi-
schen Punkten auf der Born-Oppenheimer-Hyperﬂa¨che und eine eﬃziente Multipolkorrek-
tur kann die Rechengeschwindigkeit fu¨r Schritte auf der BO-Hyperﬂa¨che bei einem nu-
merischen Fehler von unter einer kcal/mol um bis zu eine Gro¨ßenordnung erho¨ht werden.
Damit ero¨ﬀnen sich neue Mo¨glichkeiten fu¨r die Anwendung von Ab-Initio-Moleku¨ldyna-
mik-Simulationen zur Untersuchung großer Systeme.
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Kapitel 6
MBIE-Screening im Rahmen der
Møller-Plesset-Sto¨rungstheorie
In den vorangegangenen beiden Kapiteln wurden, basierend auf der neuen MBIE-Integral-
schranke, Screeningmethoden fu¨r Energie- und Dynamik-Berechnungen im Rahmen von
SCF-Methoden entwickelt. Bei der Vorhersage von Moleku¨leigenschaften ist jedoch ha¨uﬁg
die Beru¨cksichtigung von Korrelationseﬀekten fu¨r akkurate Resultate unabdingbar. Nur
zwei Beispiele von vielen sind die Berechnung von Reaktions- oder Wechselwirkungsener-
gien.
Auf Grund ihres relativ gu¨nstigen Skalenverhaltens ist die Møller-Plesset-Sto¨rungs-
theorie zweiter Ordnung (MP2) ein heute ha¨uﬁg eingesetzter Kompromiss zwischen Ge-
schwindigkeit und Genauigkeit zur Beru¨cksichtigung von Korrelationseﬀekten. Allerdings
wird der Rechenaufwand wegen des Skalenverhaltens konventioneller MP2-Methoden von
O(M5) bereits bei mittelgroßen Systemen prohibitiv hoch.
Als Ausweg wurden Formulierungen der MP2-Theorie entwickelt, in denen die Verwen-
dung der kanonischen (delokalisierten) MOs umgangen werden kann. Bei diesen Methoden
kann durch den Einsatz einer lokalen Basis, beispielsweise lokalisierten Moleku¨lorbitalen
(LMOs) oder Atomorbitalen, die Ausnutzung der Sparsity der resultierenden Gleichun-
gen, sowie Integralscreening das Skalenverhalten im Vergleich zu konventionellen Metho-
den reduziert werden. Hierzu za¨hlen die orbital-invariante Formulierung von Pulay und
Saebø [184, 249–255], die auf dem Pulay-Saebø-Ansatz basierenden lokalen Korrelations-
methoden von Werner, Schu¨tz und Mitarbeitern [185, 256–261], oder tensorbasierte For-
mulierungen in nicht-orthogonalen Basen von Head-Gordon und Mitarbeitern [262–267].
Ferner wurden von Friesner und Mitarbeitern Implementierungen lokaler Korrelationsme-
thoden unter Verwendung des Pseudospektral-Ansatzes (PS) vorgestellt [268–271]. Ein
weiterer Ansatz ist die Laplace-transformierte MP2 (LT-MP2) bzw. atomorbital-basierte
MP2 (AO-MP2) Theorie von Almlo¨f und Ha¨ser [142, 272, 273]. Ayala und Scuseria haben
vor kurzem eine O(M)-Implementierung dieser Methode vorgestellt [274, 275], die auf der
Aufteilung des Systems in Doma¨nen und der selektiven Vernachla¨ssigung von Doma¨nen-
Doma¨nen-Wechselwirkungen basiert.
In diesem Abschnitt soll ein Screeningverfahren entwickelt werden, das die Anzahl an
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zu berechnenden Integralen im Rahmen der AO-MP2-Theorie erstmalig rigoros abscha¨tzen
und so ihre Anzahl ohne Verlust an Genauigkeit auf O(M) reduzieren kann. Dieses Scree-
ning-Verfahren wurde im Rahmen der AO-MP2-Implementierung von Bernd Doser [276]
in das Programmpaket Q-Chem 2.0 [208] implementiert [2].
6.1 Grundlagen der atomorbital-basierten
Møller-Plesset-Sto¨rungstheorie





(ia|jb) [2 (ia|jb)− (ib|ja)]
ǫa + ǫb − ǫi − ǫj . (6.1)
Durch das Auftreten der kanonischen Orbitalenergien im Nenner gilt diese Formulierung
nur fu¨r kanonische MOs. Diese sind im Allgemeinen u¨ber das gesamte System delokalisiert,
so dass sich die MO-Integrale nicht eﬃzient
”
screenen“ lassen, weswegen die AO-MO-
Transformation konventionell O(M5) skaliert. Um die MP2-Energie in lokalen Orbitalen




εa + εb − εi − εj xq = Kollektivindex (6.2)












Die numerische Integration la¨uft u¨ber τ Quadraturpunkte tα mit Wichtungen wα. Eine
Anzahl von τ = 6 − 8 Integrationspunkten genu¨gt in der Regel, um Genauigkeiten von









(iαaα|jαbα) [2 (ia|jb)− (ib|ja)]
(6.4)
Hierbei deuten die Indices α an, dass der Exponentialfaktor e−xqtα und der Wichtungsfaktor
in die Integrale einbezogen wurde:
Besetzte Orbitale: |mα〉 = wαe−(εF−εm)tα |m〉
Virtuelle Orbitale: |mα〉 = wαe−(εm−εF )tα |m〉
(6.5)
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εF ist die Fermi-Energie, die im Folgenden als Mittelwert der HOMO- und LUMO-Energie
angesetzt wird: εF = (εHOMO − εLUMO)/2.
Durch die Eliminierung des Energienenners kann die MP2-Energie in beliebigen Or-
bitalen reformuliert werden, die durch unita¨re Transformation aus der kanonischen Basis







J − e(α)K (6.6)






















′ν ′|λ′σ′) Pλλ′Pσσ′ (6.9)
berechnen lassen. Zur Abku¨rzung der Notation wird hier und im Folgenden der Superskript
(α) weggelassen. Hierbei sind P und P besetzte bzw. virtuelle Pseudo-Dichtematrizen, die












Diese Matrizen besitzen a¨hnliche Eigenschaften wie die besetzte bzw. virtuelle Dichte im
Rahmen von SCF-Verfahren. Einige dieser Eigenschaften werden im folgenden Abschnitt
6.2 kurz erla¨utert.
Um die Vierfachtransformation (6.9) zu umgehen, kann eine zu (6.7) und (6.8) a¨qui-
valente Formulierung der MP-Energie in halbtransformierten Integralen gefunden wer-
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Es zeigt sich zudem, dass die Anzahl an signiﬁkanten halbtransformierten Coulomb- und
Austauschintegralen (im Folgenden HTJ bzw. HTK abgeku¨rzt) meist ca. 2-mal geringer
als die der volltransformierten Integrale ist. Deswegen wird im Folgen u¨berwiegend mit
halbtransformierten Ausdru¨cken gearbeitet.
Durch die Reformulierung der MP2-Energie in AOs wird die Verwendung der deloka-
lisierten MOs umgangen, so dass man bei der Bildung und Transformation der Integrale
das lokale Verhalten der Basis ausnutzen kann. Zur Abscha¨tzung der signiﬁkanten Inte-
gralbeitra¨ge wurde von Ha¨ser eine Verallgemeinerung der Schwarz’schen Integralschranken
fu¨r die transformierten Integrale entwickelt [142]:
Coulomb-Term:
(
µν|λσ) (µν|λσ) ≤ QµνQλσZµνZλσ
Austausch-Term:
(
µν|λσ) (µλ|νσ) ≤ XµνYλσXµνYλσ, (6.13)
wobeiQµν undQλσ die bereits bekannten Schwarz-Schranken fu¨r untransformierte Integrale








und Zµν erha¨lt man aus
Zµν =
(
µν|µν) 12 . (6.15)
Mit diesen Schranken la¨sst sich die Anzahl an zu bildenden transformierten Coulomb-
artigen Integralen (im Folgenden
”
transformierte Coulombintegrale“ = TJ genannt) auf
O(N2) und Austauschintegralen (
”
transformierte Austauschintegrale“ = TK) auf prinzipiell
O(N) reduzieren.
Allerdings beschreiben die Schwarz-Schranken das exakte Verhalten der transformier-
ten Integrale nicht vollsta¨ndig. Wie bei den untransformierten Integralen ﬁndet man auch
hier eine exponentielle Kopplung zwischen den Basisfunktionsindices. Diese wird von den
Schwarz-Schranken korrekt wiedergegeben. Zwischen den Ladungsverteilungen der Bra-
und Ket-Seite ﬁndet man bei den Produkten zweier Coulomb-artiger transformierter Inte-
grale ein 1/R4- und langreichweitig sogar ein 1/R6-Verhalten (siehe Diskussion im folgen-
den Abschnitt). Diese wird durch die Schwarz-Schranken nicht beschrieben, so dass fu¨r ein
subquadratisches Skalenverhalten neue Integralschranken no¨tig sind.1
6.2 Lokales Verhalten der dynamischen Korrelation
Spa¨testens seit den Pionierarbeiten von Pulay und Saebø ist bekannt [249, 277], dass die
dynamische Elektronenkorrelation ein lokaler Eﬀekt ist. Im Rahmen der AO-MP2-Theorie
1Bei den transformierten Austausch-artigen Integralen tritt eine exponentielle Kopplung der Bra- und
Ket-Seiten auf, die durch das Schwarz-Screening wiedergegeben wird. Eine zusa¨tzlich auftretende 1/R2-
Kopplung fu¨r einzelne Integrale bzw. 1/R4 fu¨r Integralprodukte wird jedoch nicht wiedergegeben.
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kann man dies an den fu¨hrenden Termen der Multipolentwicklung der transformierten
Integrale erkennen. Wir beschra¨nken uns zuna¨chst auf Coulomb-artige Integrale. Die MPE
fu¨r untransformierte Integrale lautet
|(µν|λσ)| ≤ R−1
∣∣∣M (0)µν M (0)λσ ∣∣∣
+ R−2
∣∣∣M (1)µν M (0)λσ −M (0)µν M (1)λσ ∣∣∣
+ R−3
∣∣∣M (2)µν M (0)λσ − 2M (1)µν M (1)λσ +M (0)µν M (2)λσ ∣∣∣
+ R−4
∣∣∣M (3)µν M (0)λσ − 3M (2)µν M (1)λσ + 3M (1)µν M (2)λσ −M (0)µν M (3)λσ ∣∣∣
+ O(R−5) .
(6.16)
A¨hnlich den untransformierten besetzten und virtuellen HF-Dichtematrizen sind die Pseudo-
Dichtematrizen orthogonal:
PSP = 0 (6.17)
Unter Beru¨cksichtigung dieser Orthogonalita¨t fallen in der MPE der halbtransformierten
Integrale die transformierten U¨berlappterme weg,
M
(0)
µν ≡ Sµν =
∑
µ′ν′
Pµµ′ Sµ′ν′ Pνν′ = 0. (6.18)
Daher ist der fu¨hrende Term der Multipolentwicklung transformierter Integrale von der
Ordnung 1/R3 im Bra-Ket-Abstand:∣∣(µν|λσ)∣∣ ≤ R−3 ∣∣∣−2M (1)µν M (1)λσ ∣∣∣
+ R−4
∣∣∣−3M (2)µν M (1)λσ + 3M (1)µν M (2)λσ ∣∣∣
+ O(R−5)
(6.19)
Zusammen mit dem 1/R-Verhalten der untransformierten Integrale ergibt sich in fu¨hrender
Ordnung ein 1/R4-Verhalten fu¨r das Produkt eines untransformierten mit einem transfor-
mierten Integral:∣∣(µν|λσ) (µν|λσ)∣∣ ≤2R˜−3R−1 ∣∣∣M (1)µν M (1)λσ ∣∣∣ · ∣∣∣M (0)µν M (0)λσ ∣∣∣
+ R˜−3R−2
∣∣∣M (1)µν M (1)λσ ∣∣∣ · ∣∣∣M (1)µν M (0)λσ −M (0)µν M (1)λσ ∣∣∣
+ R˜−4R−1
∣∣∣−3M (2)µν M (1)λσ + 3M (1)µν M (2)λσ ∣∣∣ · ∣∣∣M (0)µν M (0)λσ ∣∣∣
+O(R−6)
(6.20)
Hierbei wurde der Bra-Ket-Abstand der untransformierten Integrale mit R bezeichnet und
der transformierten Integrale mit R˜.
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Fu¨r noch weiter getrennte Ladungsverteilungen kann man erwarten, dass die Korrela-
tionsenergie analog zur Dispersionswechselwirkung zwischen zwei ungeladenen Systemen
wie 1/R6 skaliert, wie es beispielsweise im Rahmen der Pulay-Saebø-Implementierung der
LMP2-Methode zum (empirischen) Screening der Korrelationsbeitra¨ge verwendet wird. Bei
der AO-MP2-Formulierung erha¨lt man fu¨r gro¨ße Absta¨nde der Bra-Ket-Ladungsverteilun-








































Hier deuten die eckigen Klammern an, dass die transformierten Multipolmomente gebildet
werden ko¨nnen, indem entweder zuerst der zweite oder der erste Multipolterm transformiert
wird. Sind P und P in dem Raum, den die Basisfunktionen µν aufspannen, noch orthogonal
















der fu¨hrende 1/R4-Term der Entwicklung (6.20) weg. A¨hnliche Argumente gelten fu¨r die
1/R5-Terme, und die transformierten Integralprodukte verhalten sich in fu¨hrender Ordnung
wie 1/R6.
Wann sind nun P und P noch Projektoren? Dazu kann der Ausdruck fu¨r die AO-MP2-























+ . . . (6.23)
Werden diese Summationen u¨ber alle Basisfunktionsindices durchgefu¨hrt, dann ist oﬀen-
sichtlich, dass die Projektoreigenschaften erfu¨llt sind. Wenn aber nur u¨ber ausgewa¨hlte
Indices summiert wird (indem z.B. signiﬁkante Beitra¨ge durch Screening ermittelt wer-
den), dann ist die Orthogonalita¨t innerhalb eines numerischen Thresholds erfu¨llt, wenn
u¨ber alle µν summiert wird, die numerisch signiﬁkante Matrixelemente Pµµ′Pνν′ enthalten
(analog fu¨r λσ). Da die Indexpaare µµ′ und νν ′ u¨ber die Dichtematrix exponentiell ge-
koppelt sind, ist die Projektoreigenschaft nur fu¨r entfernte Bra-Ket-Ladungsverteilungen
erfu¨llt.
Der U¨bergang vom 1/R4- zum 1/R6-Verhalten ist nach der vorangehenden Betrachtung
eng an das Abklingverhalten der Dichtematrix geknu¨pft. Die Erfahrungen im Rahmen
der SCF-Methoden (Kap. 4) zeigen, dass die in der Einteilchendichtematrix auftretenden
Kopplungen relativ langreichweitig sind und daher erst mit einem spa¨ten Auftreten des
1/R6-Verhaltens zu rechnen ist. Dies mag vor dem Hintergrund des fru¨hen Einsetzens
linearen Skalenverhaltens im Rahmen von SCF-Austauschberechnungen u¨berraschen, doch
wirkt hier die Kontraktion der Dichtematrix mit den Integralen versta¨rkend (siehe z.B.
[160, 161]).
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Im Folgenden konzentrieren wir uns daher auf die Beschreibung des fru¨h einsetzenden
1/R4-Verhaltens, um diese Eigenschaft bereits bei kleinen Systemen ausnutzen zu ko¨nnen
und so ein insgesamt fru¨h einsetzendes lineares Skalenverhalten zu erzielen.
6.3 MBIE-Schranken fu¨r AO-MP2
Wie im vorangegangenen Abschnitt dargelegt wurde, weisen die Beitra¨ge zur Coulomb-
Korrelationsenergie im Rahmen der AO-MP2-Methode mindestens eine 1/R4-Kopplung
und die Austauschbeitra¨ge ein exponentielles Verhalten fu¨r den Bra-Ket-Abstand auf. Wie
bei den untransformierten Integralen beschreiben die Schwarz-Integralschranken die R-
Abha¨ngigkeit der Integrale nicht, so dass die Anzahl an Coulomb-artigen Integralen mit
Schwarz-Screening nicht unter O(M2) reduziert werden kann. Hier werden Modiﬁkationen
der MBIE-Schranken vorgestellt, mit denen sich die numerisch signiﬁkanten transformier-
ten Integrale unter Beru¨cksichtigung der 1/R4-Abha¨ngigkeit rigoros pra¨selektieren lassen.
Diese Selektion wird im Folgenden als externes Screening bezeichnet.
Ausgehend von der Multipolentwicklung der untransformierten und transformierten
Coulomb-Integrale Gl. (6.20) erha¨lt man MBIE-Schranken, indem die bereits bekannten






Hierbei mu¨ssen die Betra¨ge verwendet werden, damit die Eigenschaft der transformierten
Multipolmomente als obere Schranken gewahrt bleibt. Setzt man die MBIE-2-Schranken in































wobei die Tilde solche Gro¨ßen bezeichnet, die zu den transformierten Ladungsverteilungen
ΩA˜ und ΩB˜ geho¨ren; Ausdru¨cke ohne Tilde beziehen sich auf untransformierte Ladungs-
verteilungen. R′
A˜B˜
= RA˜B˜ − RA˜ − RB˜ ist der gema¨ß den MBIE-Kriterien (Gl. (3.78))
modiﬁzierte Abstand fu¨r die transformierten Ladungsverteilungen, und R′AB der modiﬁ-
zierte Abstand fu¨r die untransformierten Terme. Die Konstanten RX˜ werden berechnet,
indem das Maximum aller untransformierten Ausdehungen gebildet wird, wie in Abb. 6.1
dargestellt ist.
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R ~X
RX
Abbildung 6.1: Bestimmung des MBIE-Ausdehnungsparameters RX˜ fu¨r eine transformier-
te Ladungsverteilung ΩX˜ aus den untransformierten Parametern RX . Durch die Ersetzung
von R˜ durch R˜′ = R˜−RA˜−RB˜ in der Multipolentwicklung fu¨r transformierte Zweielektro-
nenintegrale wird sichergestellt, dass die MBIE-Schranken rigorose obere Schranken sind.
Der Ausdehnungsparameter fu¨r eine transformierte Ladungsverteilung wird so bestimmt,
dass die transformierte Ladungsverteilung alle untransformierten Verteilungen beinhaltet.
Abschnitt 6.4. Anwendungen 105



































































Diese MBIE-Schranken fu¨r volltransformierte austauschartige Integralprodukte beru¨cksich-
tigen sowohl die 1/R4- als auch die exponentielle Kopplung zwischen den Bra- und Ket-
Ladungsverteilungen.
6.4 Anwendungen
Die Eﬃzienz des MBIE-Screenings zur Pra¨selektion numerisch signiﬁkanter transformierter
Integralprodukte wird in den Tabellen 6.1 sowie 6.2 fu¨r lineare Alkane in der STO-3G und
6-31G* Basis illustriert.
Die Daten zeigen, dass die Pra¨selektion der signiﬁkanten Produkte mit der Schwarz-
Schranke zu einem asymptotischen O(N2) Skalenverhalten fu¨hrt. Das MBIE-Screening
hingegen reduziert dieses Skalenverhalten durch die Beru¨cksichtigung des starken 1/R4-
Verhaltens auf asymptotisch O(N). Beispielsweise fu¨r C20H42 auf C40H82 wird das eﬀektive
Skalenverhalten auf N1.2 bzw. N1.3 in der STO-3G bzw. 6-31G* Basis reduziert, wa¨hrend
QQZZ-Screening N2.2 bzw. N2.3 liefert. In beiden Fa¨llen werden bei einem numerischen
Threshold von 10−6 Genauigkeiten von 0.04 mEh und besser erzielt (siehe Tab. 6.3).
Fu¨r einen genaueren Threshold von 10−7 ist das Skalenverhalten auf C40H82 nur leicht
schlechter: N1.3 bzw. N1.5 bei STO-3G bzw. 6-31G*. Auch hier wurde in allen Fa¨llen u¨ber-
pru¨ft, dass MBIE keine signiﬁkanten Integrale vernachla¨ssigt. Bei einem Threshold von
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Moleku¨l ϑ QQZZ MBIE
(µν|λσ)(µν|λσ) Nxa) (µν|λσ)(µν|λσ) Nxa)
C5H12 5 566 — 547 —
C10H22 2592 2.29 1980 1.93
C20H42 11041 2.13 4939 1.35
C40H82 45520 2.06 10868 1.15
C80H162 184829 2.03 22740 1.07
C5H12 6 829 — 814 —
C10H22 4060 2.38 3516 2.20
C20H42 17807 2.18 9875 1.52
C40H82 74415 2.08 22616 1.21
C80H162 304422 2.04 48175 1.10
C5H12 7 1051 — 1046 —
C10H22 5392 2.47 4987 2.35
C20H42 24091 2.20 16667 1.78
C40H82 101549 2.10 40928 1.31
C80H162 417199 2.05 89605 1.14
C5H12 8 1242 — 1241 —
C10H22 6724 2.54 6416 2.47
C20H42 30691 2.24 25095 2.01
C40H82 130615 2.11 69558 1.49
C80H162 538954 2.06 159849 1.21
a Skalenverhalten Nx in Bezug auf das na¨chstkleinere Moleku¨l.
Tabelle 6.1: Anzahl (in Tausend) und Skalenverhalten (verglichen
mit dem jeweils na¨chstkleineren Moleku¨l) der signiﬁkanten halb-
transformierten Integralprodukte (STO-3G-Basis) mit QQZZ- und
MBIE-Screening fu¨r verschiedene Thresholds ϑ (erster Laplaceko-
eﬃzient).
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Moleku¨l ϑ QQZZ MBIE
(µν|λσ)(µν|λσ) Nxa) (µν|λσ)(µν|λσ) Nxa)
C5H12 5 25262 — 24732 —
C10H22 128883 2.42 102801 2.12
C20H42 617094 2.29 282325 1.48
C40H82 2753503 2.17 695608 1.31
C5H12 6 38066 — 37623 —
C10H22 199836 2.46 183571 2.36
C20H42 945619 2.28 571365 1.66
C40H82 4150402 2.15 1438641 1.34
C5H12 7 48816 — 48617 —
C10H22 265846 2.52 256968 2.47
C20H42 1256466 2.27 969412 1.94
C40H82 5503797 2.15 2635969 1.45
C5H12 8 57046 — 57040 —
C10H22 325192 2.59 318069 2.55
C20H42 1544957 2.28 1388952 2.16
C40H82 6819263 2.16 4363681 1.66
a Skalenverhalten Nx in Bezug auf das na¨chstkleinere Moleku¨l.
Tabelle 6.2: Anzahl (in Tausend) und Skalenverhalten (verglichen
mit dem jeweils na¨chstkleineren Moleku¨l) der signiﬁkanten halb-
transformierten Integralprodukte (6-31G* Basis) mit QQZZ- und
MBIE-Screening fu¨r verschiedene Thresholds ϑ (erster Laplaceko-
eﬃzient).
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Moleku¨l ϑ STO-3G 6-31G*
QQZZ MBIE QQZZ MBIE
Energiea ∆Eb Energiea ∆Eb Energiea ∆Eb Energiea ∆Eb
C5H12 10
−5 -0.044698 12 -0.044706 20 -0.094146 93 -0.094019 34
C10H22 -0.088199 7 -0.088220 28 -0.187482 131 -0.187261 90
C20H42 -0.175109 3 -0.175156 44 -0.374054 171 -0.373769 114
C40H82 -0.348887 23 -0.348981 71 -0.747097 241 -0.746766 90
C80H162 -0.696435 61 -0.696636 140 — —
C5H12 10
−6 -0.044688 2 -0.044689 3 -0.094045 8 -0.094022 31
C10H22 -0.088198 6 -0.088198 6 -0.187337 14 -0.187314 37
C20H42 -0.175125 13 -0.175125 13 -0.373865 18 -0.373848 35
C40H82 -0.348937 27 -0.348936 26 -0.746830 26 -0.746804 52
C80H162 -0.696552 56 -0.696551 55 — —
C5H12 10
−7 -0.044686 0 -0.044685 1 -0.094053 0 -0.094053 0
C10H22 -0.088192 0 -0.088191 1 -0.187352 1 -0.187352 1
C20H42 -0.175111 1 -0.175110 2 -0.373885 2 -0.373884 1
C40H82 -0.348908 2 -0.348906 4 -0.746860 4 -0.746862 6
C80H162 -0.696492 4 -0.696488 8 — —
C5H12 10
−8 -0.044686 -0.044686 0 -0.094053 -0.094053 0
C10H22 -0.088192 -0.088192 0 -0.187351 -0.187350 1
C20H42 -0.175112 -0.175112 0 -0.373883 -0.373883 0
C40H82 -0.348910 -0.348911 1 -0.746856 —
C80H162 -0.696496 -0.696498 2 — —
a Laplacekoeffizienten: STO-3G w(1) = 0.076, t(1) = 0.029; 6-31G* w(1) = 0.049, t(1) = 0.019.
b Fehler in der Coulombenergie relativ zum QQZZ-Screening (ϑ=10−8).
Tabelle 6.3: Coulombenergien fu¨r den ersten Laplacekoeﬃzienten (6-31G* Basis) fu¨r
das QQZZ- und MBIE-Screening der halbtransformierten Integrale bei verschiedenen
Thresholds ϑ. Zusa¨tzlich sind die Fehler ∆E (in µEh) im Vergleich zum Ergebnis mit
QQZZ/ϑ = 8 angegeben.
Abschnitt 6.5. Optimierung der Integralschranken 109
10−5 ist das Skalenverhalten bereits N1.5 von C10H22 zu C20H42, wobei die numerische
Genauigkeit der absoluten Energien in der Gro¨ßenordnung von 0.1 mHartree bleibt.
Das lineare Skalenverhalten der MBIE-selektierten Integrale ist in Abb. 6.2 fu¨r einen
Threshold von 10−5 illustriert, wobei mit der QQZZ-abgescha¨tzten und der exakten Inte-
gralzahl verglichen wird. Bei diesem Vergleich sind die numerischen Thresholds so gewa¨hlt,
dass die numerischen Fehler der verschiedenen Methoden in derselben Gro¨ßenordnung von
0.1 mHartree verglichen wird (Thresholds 10−5 fu¨r QQZZ und MBIE bzw. 10−8 fu¨r die
exakte Integralzahl). Fu¨r gleiche Thresholds ist der numerische Fehler bei den exakten
Integralzahlen deutlich gro¨ßer, was auf eine Fehlerkompensation durch die zuviel berech-
neten Integrale bei QQZZ und MBIE zuru¨ckzufu¨hren ist. A¨hnliche Fehlerkompensationen
wurden im Rahmen der MBIE-Untersuchungen an SCF-Theorien gefunden (vgl. Kap. 4).
Obwohl es mit der MBIE-Schranke erstmalig mo¨glich ist, das lineare Skalenverhalten
der exakten Integralprodukte rigoros abzuscha¨tzen, bleibt genug Raum fu¨r Verbesserun-
gen: Beispielsweise ist das Skalenverhalten der MBIE-abgescha¨tzten Produkte von C10H22
auf C20H42 in der 6-31G* Basis N
1.4, wa¨hrend das exakte Verhalten bereits N1.1 ist (Thres-
holds von 10−5 bzw. 10−8). Beim U¨bergang von DNA1 zu DNA2 liegt das exakte Ska-
lenverhalten der Coulomb-artigen Integralprodukte bereits bei N1.0 (Threshold 10−6); die
MBIE-abgescha¨tzte Integralzahl skaliert bei diesem System hingegen noch mit N2.1. Ferner
u¨berscha¨tzt MBIE die Anzahl an signiﬁkanten Produkten deutlich, z.B. um einen Faktor
von 9 beim C5H12. Dies steht in deutlichem Kontrast zum nahezu optimalen Verhalten von
MBIE im Rahmen von SCF-Theorien. Die Gru¨nde fu¨r die relativ niedrigere Qualita¨t von
MBIE bei AO-MP2 sind wie folgt:
• Transformierte Ladungsverteilungen haben eine gro¨ßere Ausdehnung als untransfor-
mierte Verteilungen, so dass die Multipolentwicklung und damit MBIE erst bei gro¨ße-
ren Bra-Ket-Absta¨nden eingesetzt werden kann.
• Bei der Transformation der absoluten Multipolintegrale mu¨ssen die Betragswerte der
Pseudo-Dichtematrizen eingesetzt werden, um obere Schranken zu erhalten. Dadurch
werden die MBIE-Schranken ku¨nstlich zu groß.
6.5 Optimierung der Integralschranken
6.5.1 Verbesserung der MBIE-Schranken: MBIEopt
Um die Abweichung der MBIE-Schranken vom exakten Wert der transformierten Produkte
weiter zu verbessern, wurden die Schranken optimiert. Dabei wurde an den vorangehend
genannten Verbesserungsmo¨glichkeiten angesetzt:
• Die Konvergenz der Multipolreihe ha¨ngt unter anderem auch von der geschickten
Wahl der Zentren der Reihenentwicklung ab. Um mo¨glichst kleine Ausdehnungen fu¨r
die transformierten Ladungsverteilungen zu erhalten, wurden die Zentren der Ent-
wicklung so optimiert, dass die transformierten Multipolmomente mo¨glichst gering
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Abbildung 6.2: Vergleich der Anzahl an signiﬁkanten Produkten von Coulombintegralen
(CnH2n+2/6-31G* Basis, Anzahl in Milliarden) fu¨r QQZZ- und MBIE-Screening (10
−5).
Zusa¨tzlich ist die exakte Anzahl an numerisch signiﬁkanten Integralen angegeben. Fu¨r
die exakten Integralzahlen wurde ein Threshold von 10−8 gewa¨hlt, um fu¨r alle Methoden
einen numerischen Fehler in der Gro¨ßenordnung von 0.1 mHartree zu erhalten. Die Daten
beziehen sich auf den ersten Laplacekoeﬃzienten.
sind. Dies wird erreicht, indem in die Bestimmung der Zentren nicht nur die Kon-
traktionskoeﬃzienten der primitiven Schalenpaare, sondern auch die Pseudodichte-
matrixelemente eingehen.
• Anstelle der Transformation mit Absolutwerten der Dichtematrix wird die Transfor-
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M(n)µ′ν′ Pµµ′Pνν′ > 0∣∣∣M (n)µ′ν′∣∣∣ Pµµ′Pνν′ ≤ 0
(6.28)
Dadurch mu¨ssen die negativen Blo¨cke nicht mehr ungu¨nstig durch die Addition von
Absolutwerten bestimmt werden. Durch die Verwendung der herko¨mmlichen Multi-
polintegrale fu¨r die negativen Blo¨cke wird weiterhin garantiert, dass die so erhaltenen
transformierten Multipolintegrale rigorose obere Schranken bleiben.
Durch diese einfachen Optimierungen kann die Abweichung der MBIE-Schranken von den
exakten Integralwerten bei vollem Erhalt der numerischen Genauigkeit drastisch reduziert
werden, wie die Beispielrechnungen in Abschnitt 6.5.4 belegen.
6.5.2 Screening u¨ber Dreizentrenintegrale
Die Transformation der fu¨r das Screening verwendeten Integrale kann weiter verbessert wer-
den. Bei der min/max-Transformation mu¨ssen immer noch die absoluten Multipolintegrale
als relativ lockere obere Schranken fu¨r die herko¨mmlichen Multipolintegrale verwendet wer-
den. Der hier vorgestellte Ansatz ermo¨glicht es, die Integrale exakt zu transformieren.
Die transformierten Vierzentren-Zweielektronenintegralen ko¨nnen durch Dreizentren-
Zweielektronenintegrale mit einer s-Funktion als drittes Zentrum abgescha¨tzt werden,∣∣(µν|λσ)∣∣ ≤ ∣∣(µν|s)∣∣ , (6.29)
sofern die Ausdehnung der s-Funktion im Sinne der Coulomb-Metrik gro¨ßer oder gleich
der Ausdehnung des λσ-Basisfunktionspaares ist:















Hierbei bezeichnet r ∈ µν die fu¨r das transformierte Basisfunktionspaar µν numerisch signi-
ﬁkanten Raumpunkte. Wegen der Abscha¨tzung u¨ber s-Hilfsintegrale wird diese Screening-
Variante im Folgenden als S-Screening bezeichnet.
Diese Bedingung la¨sst sich u¨ber die Wohlsepariertheitsbedingungen der Multipolent-
wicklung erfu¨llen. Beispielsweise garantiert die Separiertheitsbedingung Gl. (3.39), dass
zwei Ladungsverteilungen (von s-Drehimpuls) gleiche Ausdehnungen im Sinne der Coulomb-
Metrik haben, wenn ihre Multipol-Ausdehnungskriterien gleich sind.
Um Ket-Ladungsverteilungen λσ verschiedener Ausdehnungen beru¨cksichtigen zu ko¨n-
nen, werden s-Funktionen mit unterschiedlichen Exponenten α verwendet, z.B.(
µν|λσ) → (µν|sαi ) mit α = 10.0, 5.0, 2.5, 1.25, . . . (6.31)
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Fu¨r jedes µν wird zudem eine bestimmte Anzahl von s-Funktion so gewa¨hlt, dass verschie-
dene Bra-Ket-Absta¨nde beschrieben werden ko¨nnen, z.B.(
µν|si=1
)
: R = 1.5 a.u.(
µν|si=2
)
: R = 3.0 a.u.(
µν|si=3
)
: R = 4.5 a.u.
...
(6.32)
Hierbei bezeichnet i einen Abstandsindex. Das Integral
(
µν|λσ)mit einem Bra-Ket-Abstand




mit i = 1 und α = 1.25 (6.33)
abscha¨tzen.
Bei der soeben beschrieben Vorgehensweise wird fu¨r jedes transformierte Paar µν ein
eigener Satz von sαi gewa¨hlt. Dies erschwert allerdings die eﬃziente Bildung der Dreizen-
trenintegrale, da die Schalenzentren der si fu¨r jedes µν neu berechnet werden mu¨ssen.
Die Aufstellung der Dreizentrenintegralmatrix kann erheblich vereinfacht werden, indem
zuna¨chst von den untransformierten Dreizentrenintegralen
(µν|λσ) → (µν|sαi ) (6.34)
ausgegangen wird. Diese Integrale verhalten sich translationsinvariant, d.h. zwei Dreizen-
trenintegrale haben den gleichen Wert, wenn ihre Ladungsverteilungen durch Translatio-
nen ineinander u¨berfu¨hrt werden ko¨nnen. Durch die Beru¨cksichtigung dieser Symmetrie
vereinfacht sich die Berechnung der Dreizentren-Integralmatrix enorm: Anstatt die Hilfsin-
tegrale fu¨r alle untransformierten µν berechnen zu mu¨ssen, genu¨gt es, lediglich die nach
der Translationssymmetrie ausgezeichneten (µν|sαi ) zu berechnen. Deren Anzahl skaliert
asymptotisch wie O(1), also unabha¨ngig von der Moleku¨lgro¨ße. Im Gegensatz zu den vol-
len Vierzentrenintegralen ist daher der Aufwand bei der Berechnung und Speicherung der
Dreizentrenintegrale drastisch reduziert und skaliert asymptotisch wie O(M) (mit kleinem
Vorfaktor) mit der Systemgro¨ße.









′ν ′|sαi ) (6.35)
Hierbei deuten die Indices i˜ und α˜ an, dass die Bra-Ket-Absta¨nde und Ausdehnungen (bzw.
Exponenten) der auf diese Weise gewonnenen Dreizentrenintegrale durch die Transforma-
tion im Vergleich zu den untransformierten Integralen modiﬁziert sind. Diese lassen sich
aber leicht durch Kontraktion mit den Pseudodichten aus den untransformierten Gro¨ßen
berechnen.
Abschnitt 6.5. Optimierung der Integralschranken 113
Im Gegensatz zu sonstigen Screening-Verfahren mu¨ssen im Rahmen des S-Screenings
bei der Transformation keine Abscha¨tzungen verwendet werden. Daher folgt das 1/R4-
Verhalten der transformierten Integralprodukte direkt aus dem Verhalten der transfor-
mierten Dreizentrenintegrale ohne den Umweg der Multipolentwicklung. Dies fu¨hrt zu einer
praktisch optimalen Beru¨cksichtigung des exakten 1/R4-Verhaltens, wie die nachfolgenden
Benchmarks zeigen (Abschnitt 6.5.4).
6.5.3 Weitere Verbesserung der MBIE-Schranken fu¨r Korrela-
tionsmethoden: MBIEcorr
Eine weitere Mo¨glichkeit zur Optimierung der Transformation fu¨r die MBIE-Schranken
besteht darin, die exakten Multipolintegrale bis zu einer bestimmten Multipolordnung nmax
zu berechnen, und die MBIE-Parameter RA und RB daraus zu bestimmen (vgl. hierzu auch
Ref. [278] im Kontext einer Implementierung der Fast-Multipole-Methode):
1. Berechne alle Multipolintegrale M (n) bis zur Ordnung nmax.




3. Berechne aus cmaxnk = max (cnk) die optimalen Ausdehnungskriterien RA und RB.
4. Beim MBIE-Screening werden dann das optimale R′ und die gewo¨hnlichen (d.h.
nicht absoluten) Multipolintegrale verwendet. Insbesondere lassen sich die gewo¨hnli-










Dieses Screening-Verfahren liefert numerisch genauere Schranken fu¨r transformierte Inte-
grale als die herko¨mmlichen MBIE-Varianten und wird im Folgenden, sofern nicht explizit
bezeichnet (MBIEcorr), durchgehend und in Kombination mit dem S-Screening verwen-
det.
6.5.4 Benchmarks der optimierten Schranken
Um den Erfolg der vorangehend beschriebenen Optimierungen zu untersuchen, werden
hier Benchmark-Rechnungen an linearen Alkanen CnH2n+2 durchgefu¨hrt. Als langgestreck-
te Moleku¨le mit du¨nn besetzter Dichtematrix bieten diese Systeme ideale Bedingungen,
um die Eﬃzienz der abstands-abha¨ngigen Screening-Verfahren zu testen. Beispielrechnun-
gen an realistischeren Systemen und mit gro¨ßeren Basissa¨tzen werden auf die Timing-
Rechnungen des Kapitels 7 verschoben.
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Abbildung 6.3: Auftragung der maximalen Integralwerte fu¨r verschiedene Bra-Ket-
Absta¨nde.
Der Erfolg der Optimierungen ist in Abb. 6.3 dargestellt. Fu¨r C20H42 in der STO-
3G-Basis ist hier fu¨r verschiedene Bra-Ket-Absta¨nde der Maximalwert aller halbtransfor-
mierten Integrale
(
µν|λσ) aufgetragen. Es zeigt sich, dass die Verwendung von optimier-
ten Multipolzentren und min/max-Transformation der Multipolintegrale (MBIEopt) die
numerische Genauigkeit der Integralschranke um eine bis zwei Gro¨ßenordnungen verbes-
sert. Die Verwendung der exakten Transformation der Multipolintegrale in Kombination
mit S-Screening (MBIEcorr) liefert eine praktisch optimale Beru¨cksichtigung des 1/R
2-
Verhaltens der transformierten Integrale.2
Die Auswirkung der Optimierungen auf die Anzahl an zu berechnenden Integralen
wird in Tab. 6.4 und Abb. 6.4 demonstriert. Es kommt zu einem deutlich fru¨heren Ein-
setzen des linearen Skalenverhalten und einer Reduktion der Integralzahl um Faktoren bis
zu 3.5 (MBIEopt) bzw. 4.9 (MBIEcorr) bezu¨glich der unoptimierten MBIE-Schranke. Die
U¨berscha¨tzung der exakten Anzahl an Integralen wird durch die Optimierung von 12.4
auf 3.6 bzw. 2.5 reduziert. Gleichzeitig bleibt die numerische Genauigkeit mit Fehlern von
2Fu¨r gro¨ßere Basissa¨tze ergeben sich z.T. noch sta¨rkere Gewinne. Da die Erstellung der Integralstatis-
tiken jedoch sehr aufwa¨ndig ist, wurde hier auf die STO-3G-Basis zuru¨ckgegriffen.
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weniger als 0.01 mHartree erhalten.
Auch fu¨r die Anwendung auf realistischere Testsysteme wirkt sich die Optimierung
positiv aus. Unter Verwendung der optimierten Schranken skaliert beispielsweise die Anzahl
an signiﬁkanten Integralprodukten beim U¨bergang von DNA1 auf DNA2 (6-31G* Basis,
Threshold 10−6) bereits wie N1.48 bei einem Fehler von 0.3 mHartree (vergleiche hierzu
das Skalenverhalten der unoptimierten Schranke von N2.1). Beim U¨bergang von DNA2 auf
DNA4 skaliert die Integralzahl bereits wie N
1.23 mit einem numerischen Fehler von 0.6
mHartree.
6.6 Fazit
Durch die Erweiterung der MBIE-Integralschranken auf transformierte Integrale kann im
Rahmen der AO-MP2-Theorie erstmals rigoros die 1/R4-Abstandsabha¨ngigkeit transfor-
mierter Integralprodukte beru¨cksichtigt und so eine rigorose Vorselektion der numerisch
signiﬁkanten Beitra¨ge zur Korrelationsenergie durchgefu¨hrt werden. Dadurch wird das Ska-
lenverhalten der Anzahl an transformierten Integralprodukten im Rahmen der AO-MP2-
Methode auf O(M) reduziert, wobei die numerische Genauigkeit und Zuverla¨ssigkeit erhal-
ten bleiben. Die urspru¨nglichen MBIE-Schranken fu¨r untransformierte Integrale wurden
durch die Verbesserung der Transformation fu¨r den Einsatz an transformierten Integralen
im Rahmen der AO-MP2-Methode optimiert (MBIEcorr). Gegenu¨ber den unoptimierten
MBIE-Schranken konnten Verbesserungen in der Abscha¨tzung um Faktoren von bis zu 4.9
(lineare Alkane, 6-31G* Basis) erzielt werden. Dadurch skaliert beispielsweise die Anzahl
von numerisch signiﬁkanten Integralen beim U¨bergang von DNA2 zu DNA4 (6-31G* Basis,













































QQZZ MBIEoriginal MBIEopt MBIEcorr Exakt
#ints Nx err #ints Nx err #ints Nx err #ints Nx err #ints Nx err
C5H12 38 8 37 31 24 35 24 35 12 70
C10H22 200 2.47 14 182 2.37 37 71 1.61 40 61 1.38 44 27 1.21 96
C20H42 946 2.28 18 569 1.67 35 175 1.32 52 141 1.23 63 58 1.12 119
C40H82 4150 2.15 30 1435 1.34 56 412 1.24 65 295 1.07 77 116 1.01 –
Tabelle 6.4: Vergleich der unoptimierten und optimierten Integralschranken fu¨r lineare Alkane in der 6-31G* Basis. Auf-
gelistet sind die Zahlen an signiﬁkanten Coulomb-Integralprodukten (in Millionen), das Skalenverhalten Nx im Vergleich
zum na¨chstkleineren Moleku¨l, sowie der numerische Fehler relativ zum Ergebnis mit QQZZ/ϑ = 8 (in µHartree). Als
Screening-Thresholds wurden 10−6 fu¨r QQZZ und MBIE sowie 10−8 fu¨r die exakte Integralzahl verwendet, um vergleich-
bare numerische Fehler zu erhalten.
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Abbildung 6.4: Vergleich der mit QQZZ- und dem optimierten MBIE-Screening abgescha¨tz-
ten Integralprodukte und der exakten Integralzahl fu¨r lineare Alkane CnH2n+2 bei den
Thresholds 10−5 (QQZZ/MBIE) bzw. 10−8 (Exakt) bei vergleichbarer numerischer Genau-
igkeit von 0.1 mHartree.






Die Transformation der Zweielektronenintegrale stellt einen der aufwa¨ndigsten Rechen-
schritte im Rahmen der MP2-Methoden dar: Bei der konventionellen MP2-Methode [95]
dominiert die AO-MO-Transformation der ERIs bereits bei mittelgroßen Moleku¨len die Re-
chenzeit und das Skalenverhalten. Auch bei niedrig und linear skalierenden MP2-Verfahren
wie Diatomics in Molecules (DIMMP2) [264] oder Triatomics in Molecules (TRIMMP2)
[265], bei Verwendung des lokalen Ansatzes (LMP2) [249, 253], und bei der AO-MP2-Me-
thode [142, 272, 273] beherrscht die ERI-Transformation durch ihren großen Vorfaktor die
Rechenzeit. Daher kommt der Entwicklung eﬃzienter Strategien fu¨r die Integraltransforma-
tion eine große Bedeutung zu, wie sich in den zahlreichen Ansa¨tzen und Implementierungen
widerspiegelt [259,279,280]. Im vorliegenden Abschnitt wird ein Verfahren entwickelt, mit
dem die Coulomb-artigen halbtransformierten Integrale im Rahmen der AO-MP2-Methode
eﬃzient und mit hoher Genauigkeit generiert werden ko¨nnen. Die dabei entwickelte Metho-
de ist universell und la¨sst sich auch fu¨r die Bildung transformierter Integrale im Rahmen
anderer Korrelationsmethoden einsetzen.
7.1 Ansa¨tze fu¨r effiziente Integraltransformationen
Ein Ansatz zur Reduktion des Rechenaufwands fu¨r die Integraltransformation besteht in
der Entwicklung der Vierzentren-Zweielektronenintegrale in einem (idealerweise) vollsta¨ndi-
gen Funktionensystem {fi}. Durch diese Entwicklung werden die Zweielektronenintegrale
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im Rahmen von Korrelationsmethoden







Methoden, mit deren Hilfe die Zweielektronenintegrale in der obigen Weise aufgespalten
werden ko¨nnen, werden im Folgenden in Ermangelung einer besseren allgemeingu¨ltigen
Nomenklatur als Zerlegungsmethoden bezeichnet. In Gl. (7.1) stellt i den freien Index der
Funktion fi dar.A sowie B sind 3-Index-Matrizen, deren genaue Form von der eingesetzten
Zerlegungsmethode abha¨ngt (und auf die im Folgenden detailliert eingegangen wird). Als
Beispiele fu¨r Zerlegungsmethoden seien hier die in der quantenchemischen Anwendung
verbreiteten und etablierten Methoden der Resolution of the Identity (RI) [281–288] sowie
die Multipolentwicklung [193,194,197] genannt.
Durch die Zerlegung (7.1) kann die konventionelle 4-Index-Transformation durch eine
3-Index-Transformation ersetzt werden. Dies reduziert den formalen Aufwand der sequen-
tiellen Transformation von Of(N5) auf Of (NiN3). Verwendet man diese Zerlegung fu¨r die













so skaliert die Anzahl an µνλσ mithilfe des MBIE-Screenings linear mit der Systemgro¨ße.
Aurch Ausnutzung der Sparsity der Pseudodichten P und P bei Systemen mit signiﬁkan-
tem HOMO-LUMO-Gap und durch die exponentielle Kopplung der µν-Basisfunktionen
reduziert sich das asymptotische Skalenverhalten fu¨r die Transformation und die Bildung
der signiﬁkanten halbtransformierten Integrale weiter auf O(NiN). Desweiteren sind linear-
skalierende Reformulierungen mo¨glich, auf die spa¨ter genauer eingegangen wird.
Auch unter dem Aspekt der Implementierung auf modernen Vektorprozessoren sind
Zerlegungsmethoden vorteilhaft. Beispielsweise vereinfachen sich durch die Reduktion der
Dimension der Integralmatrizen von vier auf drei Indices die Speicheradressierung und
der -zugriﬀ. Desweiteren wird der Verwaltungs-Overhead verringert und letztlich ist eine
Vektorisierung einfacher [289]. Dadurch ist der Vorfaktor fu¨r die 3-Index-Transformation
deutlich kleiner als bei der 4-Index-Transformation. Beispielsweise werden in der Literatur
Reduktionen der Rechenzeit beim U¨bergang von MP2 zu RI-MP2 fu¨r mittelgroße Mo-
leku¨le von bis zu einer Gro¨ßenordnung diskutiert [99]. Fu¨r die Coulomb-artigen Integrale
lassen sich zudem durch eine Vorkontraktionen der transformierten Auxiliare (7.3) weitere
Eﬃzienzsteigerungen erzielen (siehe [290] und Referenzen darin). Letztlich sei angemerkt,
dass sich die Abha¨ngigkeit des Rechenaufwands von der Basissatzgro¨ße bei konstanter Mo-
leku¨lgro¨ße beispielsweise durch die RI-Methode von formal Of (N4) auf Of (N3) reduzieren
la¨sst [99], so dass sich gro¨ßere und genauere Basissa¨tze verwenden lassen.
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Neben diesen Vorteilen sollen hier noch zwei Nachteile der Zerlegungsmethoden an-
gesprochen werden: (1.) Die Reduktion des formalen Skalenverhaltens der Transformation
wird durch eine Verteuerung der Kontraktion zur Energie erkauft.1 (2.) Da im Allgemeinen
keine vollsta¨ndigen Auxiliarbasen gewa¨hlt werden ko¨nnen, ergeben sich numerische Feh-
ler. Bei RI oder Multipolmethoden verhalten sich diese aber sehr systematisch bzw. sind
wohlkontrollierbar, so dass relative Energien sowie Moleku¨leigenschaften nur unwesentlich
beeinﬂusst werden [99, 291].
Insgesamt u¨berwiegen mit Blick auf die Balance zwischen Eﬃzienz und Genauigkeit die
Vorteile der Zerlegungsmethoden bei der Bildung transformierter Integrale. Im Rahmen
dieser Arbeit wurde daher basierend auf dem Ansatz der 3-Index-Zerlegung eine eﬃziente
Strategie zur Bildung der transformierten Integrale innerhalb der AO-MP2-Methode entwi-
ckelt und implementiert. Dazu wurde die Fourier-Transform-Coulomb-Methode (FTC) von
Fu¨sti-Molnar und Pulay [3,292,293] fu¨r die Bildung von SCF-Coulombmatrizen fu¨r die Be-
rechnung transformierter Integrale erweitert. Im folgenden Abschnitt wird zur Einfu¨hrung
zuna¨chst die urspru¨ngliche SCF-Implementierung von Fu¨sti-Molnar und Pulay vorgestellt
und anschließend die no¨tigen Erweiterungen zum Einsatz im Rahmen der AO-MP2-Theorie
entwickelt. Zudem werden Unterschiede, Gemeinsamkeiten und mo¨gliche Synergien mit an-
deren Zerlegungsmethoden diskutiert.
7.2 Die Fourier-Transform-Coulomb-Methode
Bei der urspru¨nglichen Fourier-Transform-Coulomb-Methode (FTC) [3,292,293] von Fu¨sti-
Molnar und Pulay wird die SCF-Coulombenergie durch eine numerische Quadratur mit
insgesamt O(N log N) Aufwand bestimmt. Entscheidend fu¨r die Geschwindigkeit und das
vorteilhafte Skalenverhalten der Methode ist, dass zum einen die numerische Integration
mit O(N) Quadraturpunkten auskommt, zum anderen das Coulombpotential mithilfe der
Fast-Fourier-Transformation (FFT) [294] mit O(N logN) und sehr kleinem Vorfaktor ge-
bildet werden kann. Diese Herangehensweise an das Coulombproblem unterscheidet sich
von anderen Ansa¨tzen darin, dass zwar eine Transformation in den Fourierraum fu¨r die
Berechnung des Coulombpotentials durchgefu¨hrt wird, aber die eigentliche numerische In-
tegration im Ortsraum stattﬁndet, so dass die Lokalisierung der Dichte ausgenutzt werden
kann.2
Im Impulsraum nimmt der Coulomb-Operator v12(r1, r2) = r
−1
12 eine besonders einfa-
che Form an; er ist diagonal und separierbar, wie aus der folgenden Fourierdarstellung
1In der Regel u¨berwiegt allerdings der Effizienzgewinn durch die Umgehung der kostspieligen Transfor-
mation.
2Fu¨r eine U¨bersicht u¨ber andere Plane-Wave-Ansa¨tze und insbesondere die mit der FTC verwandten
Gaussian-Augmented-Plane-Wave-Methode (GAPW) [295,296] von Parinello und Mitarbeitern vergleiche
Ref. [297–299].
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⇒ v12(k) = 1
k2
(7.4)
Hierbei ist k der Wellenvektor, welcher u¨ber k = 2πp mit dem linearen Impulsvektor p
verknu¨pft ist. Man erkennt hierin sogleich eine Anwendung des Faltungstheorems (siehe
hierzu beispielsweise Referenzen [193,194]).
Aufgrund der einfachen Form des Coulomboperators kann das von einer Ladungsdichte
ρ(r) erzeugte elektrostatische Potential V (r) im Impulsraum sehr eﬃzient berechnet wer-
den. Dazu wird die Fouriertransformierte ρ(k) lediglich durch den Betrag des Wellenvektors










Hierbei wird bis zu einem maximalen Impuls kmax aufsummiert, der die Gro¨ße der Fourier-
basis bestimmt. Die Fourierkoeﬃzienten ρ(k) werden ermittelt, indem die Dichte an dis-
kreten Gitterpunkten {ri} im Ortsraum bestimmt wird und u¨ber eine diskrete FFT [300]
in den Impulsraum transformiert wird:
ρ(ri)→ ρ(k) (7.7)
Dazu wird das Moleku¨l in eine Box mit Seitenla¨nge L gelegt, so dass sa¨mtliche signiﬁkan-
te Ladungsdichte von der Box umschlossen ist. In jeder kartesischen Richtung wird ein
rechtwinkliges Gitter an den Punkten −L/2,−L/2 + h, . . . ,L/2− h,L/2 aufgespannt. Die
Dichte der Gitterpunkte je Einheitsla¨nge betra¨gt d = 2kmax/L; sie beschreibt die Anzahl
an ebenen Wellen, die je Einheitsla¨nge (a0) und kartesischer Richtung zur Entwicklung der
Dichte verwendet werden. Der Abstand zwischen den Gitterpunkten ist h = d−1. In der
Implementierung von Fu¨sti-Molnar [301] in das Programmpaket Q-Chem 3.0 [302] wird
das FFTW-Paket von Frigo und Johnson eingesetzt [294].
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Einsetzen der diskreten Fourier-Entwicklung (7.6) liefert die folgende diskrete Darstellung









Die Coulomb-Wechselwirkung erha¨lt man schließlich durch eine Quadratur u¨ber die








Da die Gitterpunkte gleichma¨ßig im Raum verteilt sind, haben die Quadraturwichtungen
wi fu¨r jeden Punkt den gleichen Betrag,
wi = h
3. (7.11)
Es sei an dieser Stelle besonders darauf hingewiesen, dass die Quadratur von Gl. (7.10)
exakt ist, sofern sich die Ladungsverteilung ρ2(r) oder ρ1(r) exakt durch die diskrete Fou-
riertransformation darstellen lassen. Bereits mit moderaten Griddichten von d = 4a−10 (158
Ry) betra¨gt der Fehler in der Coulombenergie weniger als 1 µHartree [292]. In der Praxis
treten allerdings zwei Komplikationen auf, das Problem der periodischen Artefakte (ghost
image problem) sowie Probleme bei der Fourierdarstellbarkeit kompakter Basisfunktionen.
Ebene Wellen sind periodisch und haben eine unendliche Ausdehnung. Daher ergeben
sich bei der direkten Verwendung von ebenen Wellen zur Darstellung von nichtperiodi-
schen Ladungsverteilungen Fehler durch periodische Artefakte. Dieser Fehler kann exakt
behoben werden, indem die Fouriertransformierte des abgeschnittenen Coulomb-Operators
(truncated Coulomb operator) verwendet wird [303]:
v12(r1, r2) =
{
r−112 r12 ≤ D
0 sonst
. (7.12)
Hierbei ist D die maximal mo¨gliche Distanz zwischen zwei wechselwirkenden Elektronen im
System; sie kann hier als Ausdehnung des Moleku¨ls angenommen werden. Im Impulsraum




(1− cos kD) (7.13)
an. Durch Verwendung dieses Operators anstelle von (7.4) kann das Problem der periodi-
schen Artefakte exakt behoben werden [3, 303].
Ein weiteres Problem entsteht durch die Verwendung kompakter Basisfunktionen, d.h.
Funktionen mit großen Exponenten. Zu ihrer genauen diskreten Darstellung im Fourier-
raum sind sehr hohe Impulse kmax no¨tig. Daher werden kompakte Funktionen in der Imple-
mentierung von Pulay und Fu¨sti-Molnar mit konventionellen Integralmethoden behandelt
124
Kapitel 7. Strategien fu¨r effiziente Integraltransformationen
im Rahmen von Korrelationsmethoden
und nur die diﬀusen Funktionen mittels FTC berechnet. Der Selektionsprozess zwischen
diﬀusen und kompakten Funktionen wird als
”
Filterung“ (filtering) bezeichnet [304].
Abschließend sei die Bestimmung der Coulombenergie bzw. der Coulombmatrix mittels
der FTC-Methode wie folgt zusammengefasst:





Dieser Schritt skaliert linear wegen der exponentiellen Kopplung der Basisfunktionen:
O(N).
2. Bestimmung der diskreten Fourier-Entwicklung von ρi durch diskrete Fouriertrans-
formation (FFTW): O(N log N)
ρi → ρk





4. Inverse diskrete Fouriertransformation (FFTW) des Potentials in den Ortsraum:
O(N logN)
V k → V i







Unter Ausnutzung der exponentiellen Kopplung der Basisfunktionen la¨sst sich dieser
Schritt wiederum mit O(N) Aufwand durchfu¨hren.
Insgesamt ermo¨glicht die FTC Methode die Berechnung der Coulombmatrix bzw. -energie
mit einem Skalenverhalten von O(N logN). Da die FFT-Schritte einen sehr kleinen Vor-
faktor haben, la¨sst sich in der Praxis ein lineares Verhalten mit kleinem Vorfaktor beob-
achten [292].
7.3 Zusammenhang mit Lo¨sungen der Poisson’schen
Gleichung
Die FTC-Methode nimmt bei erster Betrachtung eine Sonderstellung unter den Zerle-
gungsmethoden ein, da sie eine Kombination von Vorteilen aufweist, die (nach Wissen des
Autors) bei keiner anderen Zerlegungsmethode auftritt: (1.) Anwendbarkeit auf Near- und
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Far-Field-Integrale, (2.) Ausnutzung der Lokalisierung der Dichtematrix, und (3.) prinzi-
pielle Exaktheit. Dass diese Eigenschaften nicht bei allen Zerlegungsmethoden erfu¨llt sind,
zeigt ein Blick auf die prominenten Vertreter der anderen Zerlegungsmethoden: Die Mul-
tipolentwicklung beispielsweise ist ausschließlich auf Far-Field-Integrale anwendbar. Bei
den RI-Methoden in der Coulombmetrik tritt ein (artiﬁzieller) Verlust der Lokalisierung
auf [305], der beispielsweise durch empirische Maßnahmen wie dem abstandsabha¨ngigen
Abschneiden der RI-Entwicklung [260,306] kompensiert werden muss.
Es ist interessant zu bemerken, dass die FTC-Methode dennoch einen Verwandten
unter den Zerlegungsmethoden besitzt, na¨mlich die Poisson-RI-Methode (im Folgenden
kurz als PRI bezeichnet) von Manby und Knowles [307, 308]. Umso interessanter ist es,
dass die PRI-Methode im Gegensatz zur FTC-Methode nicht exakt ist. Wie im Folgenden
gezeigt wird, begru¨ndet sich die Verwandtschaft beider Methoden darin, dass sie Lo¨sungen
derselben Gleichung der klassischen Elektrodynamik erzeugen. Dabei unterscheiden sich
die beiden Ansa¨tze in den fu¨r die Lo¨sung verwendeten Funktionensystemen. Zusa¨tzlich
wird nachfolgend die Ursache fu¨r den Verlust der Exaktheit der PRI-Methode identiﬁziert.
Aus der klassischen Elektrodynamik ist wohlbekannt [193, 194,205], dass die Ladungs-
verteilung Ωµν(r) und das von ihr erzeugte Potential Vµν(r) u¨ber die Poisson’sche Gleichung
− 1
4π
∇2Vµν(r) = Ωµν(r) (7.14)






|r− r′| . (7.15)
Im Rahmen der PRI-Methode wird die Elektronendichte im Gegensatz zur u¨blichen
RI-Entwicklung in zweifach diﬀerenzierten Auxiliarfunktionen expandiert:3





wobei die {χi} z.B. einer gewo¨hnlichen RI-Basis entnommen werden ko¨nnen. Die Bestim-
mung der optimalen Entwicklungskoeﬃzienten ciµν wird spa¨ter beschrieben.
Ein Vergleich mit der Poisson’schen Gleichung zeigt, dass die {χi} eine Zerlegung des











ciµνχi(r) = Vµν(r). (7.17)
3Hier und im Folgenden wird Ωµν etwas salopp als Dichte bezeichnet. Strenggenommen weist diese
Funktion allerdings nicht die Eigenschaften einer Dichte auf, sondern ist lediglich das Produkt von Basis-
funktionen.
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Setzt man die obige PRI-Entwicklung fu¨r zwei Ladungsverteilungen Ωµν und Ωλσ in das






















Die PRI-Entwicklung des Coulombintegrals la¨sst sich vereinfachen, indem die folgende
Integralidentita¨t [193] verwendet wird:∫
dr′
∇2f(r′)
|r− r′| = −4πf(r) (7.19)
Diese Gleichung gilt fu¨r alle Funktionen f(r), die im Grenzfall r → ∞ schneller als 1/r
abklingen.
Durch die Anwendung obiger Integralidentita¨t auf den r-abha¨ngigen Teil des Integran-










Wie aus dem obigen Vergleich mit der Poisson’schen Gleichung deutlich wird, entspricht
dieser Ausdruck einer Entwicklung des Integrals zwischen dem durch Ωµν erzeugten Poten-
tial und der Ladungsverteilung Ωλσ in den Auxiliarfunktionen.
Die optimalen Fitting-Koeﬃzienten ko¨nnen bestimmt werden, indem die Selbstrepulsi-
on des Residuums
∆Ωµν(r) = Ωµν(r)− Ω˜µν(r) (7.21)





|r− r′| = min. (7.22)




dr Ωµν(r)χi(r) ≡ Siµν . (7.23)
Dadurch wird der Ausdruck fu¨r ein Coulombintegral zu einer einfachen Summe von U¨ber-






λσTij , Tij ≡ 〈χi|∇2 |χj〉 . (7.24)
Hierin sind die Indices i und j in Tij exponentiell gekoppelt, und die Indices µν/i sowie
λσ/j sind jeweils u¨ber die U¨berlappintegrale gekoppelt. Der Aufwand zur Bildung eines
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einzelnen Integrals ist daher unabha¨ngig von der Moleku¨lgro¨ße. Gl. (7.24) stellt die PRI-
Expansion fu¨r Coulombintegrale dar.
Die PRI-Methode ist fu¨r alle Ladungsdichten exakt, die keine Gesamtladung tragen.
Dies kann man an Gl. (7.19) erkennen, die nur dann exakt gilt, wenn das Potential schnel-
ler als 1/r abklingt. Diese Bedingung ist nur fu¨r Systeme mit verschwindender Gesamtla-
dung bzw. ladungslosen Anregungen erfu¨llt, also insbesondere nicht im vorliegenden Fall
einer AO-MP2-Formulierung oder z.B. SCF-Implementierungen. Zur Behandlung dieser
Fa¨lle mu¨ssen bei der praktischen Anwendung der PRI-Methode (nicht-exakte) Multipol-
Korrekturterme eingesetzt werden [308].
Fu¨hrt man eine Vorkontraktion der Terme u¨ber j durch und nutzt aus, dass sich die
Expansion (7.16) als Zerlegung des Potentials auﬀassen la¨sst, gelangt man zur folgenden














(λσj) (i| ∇2 |j) . (7.26)








Wa¨hrend sich die PRI-Methode einer Zerlegung in Auxiliarfunktionen bedient, stellt die
FTC-Methode eine Zerlegung des Coulombproblems in Quadraturpunkte (bzw. Delta-
Distributionen) dar. Hinsichtlich der erzielbaren Genauigkeit hat die FTC-Methode ge-
genu¨ber der PRI-Zerlegung jedoch den Vorteil der (prinzipiellen) Exaktheit, da zur Zer-
legung des Potentials kein Gebrauch von der fu¨r geladene Systeme nicht anwendbaren
Integralidentita¨t (7.19) gemacht wird.
7.4 Erweiterung der FTC-Methode auf transformier-
te Integrale
Die FTC-Methode kann zur Berechnung der Coulomb-Wechselwirkung zwischen beliebigen
Ladungsdichten verwendet werden, sofern diese durch eine diskrete Fourierentwicklung
darstellbar sind. Insbesondere lassen sich durch eine Erweiterung des FTC-Algorithmus
transformierte Integrale im Rahmen der AO-MP2-Theorie berechnen.
Wie vorangehend beschrieben wurde, la¨sst sich die Fourierdarstellbarkeit der Elektro-
nendichte im Rahmen der SCF-Methode durch die sogenannte Filterung, d.h. die Aufspal-
tung in diﬀuse und kompakte Basisfunktionen gewa¨hrleisten. Im Rahmen von Elektronen-
korrelationsmethoden ergibt sich eine noch einfachere Mo¨glichkeit, indem die Frozen-Core-
Na¨herung (frozen core approximation, FC) [309–314] eingesetzt wird. Hierbei werden nur
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die Valenzelektronen in die Korrelationsbehandlung einbezogen, wa¨hrend die Kernelektro-
nen (core electrons) unkorreliert bleiben.4
Durch den Einsatz der FC-Na¨herung wird die Verwendung der besonders kompakten
Kernfunktionen weitgehend umgangen, so dass sich eine deutlich geringere Variation der
Elektronendichte an den unterschiedlichen Raumpunkten ergibt. Abb. 7.1 illustriert dies
am Beispiel des Adeninmoleku¨ls, bei dem die FC-Elektronendichte deutlich homogener
als die Allelektronendichte ist. Auf diese Weise la¨sst sich die Anzahl an zu verwendenden
Quadraturpunkten drastisch reduzieren, ohne die zu erzielende Genauigkeit zu reduzieren.
Numerische Untersuchungen im Rahmen dieser Arbeit haben ergeben, dass Quadratur-
dichten von 4 a−10 pro kartesischer Richtung genu¨gen, um hohe numerische Genauigkeiten
zu erzielen. Daher wird im Folgenden stets mit dieser Griddichte gearbeitet.
Im Unterschied zur Berechnung der SCF-Coulomb-Wechselwirkung ergeben sich fu¨r
die Bildung der AO-MP2 Coulomb-Energie mehrere Ansa¨tze, die jeweils fu¨r bestimmte
Einsatzgebiete (abha¨ngig beispielsweise von Moleku¨l- und Basissatzgro¨ße) unterschiedlich
geeignet sind.
Der folgende unmittelbare Weg zur Bildung der transformierten Integrale wird im Fol-
genden als FTCii-Methode bezeichnet (der Doppelindex ii deutet hierbei an, dass die
Kontraktion zu den transformierten Integralen zuerst u¨ber die Gitterindices i la¨uft):
1. Berechnung der untransformierten Dichte5 an den Gitterpunkten {ri} – O(N):
ρiµν = χµ(ri)χν(ri) (7.28)





Bei Systemen mit signiﬁkantem HOMO-LUMO Gap la¨sst sich die transformierte
Dichte mit O(N) Aufwand berechnen.
3. Bestimmung der diskreten Fourier-Entwicklung von ρiλσ (mittels FFT [294]):
ρiλσ → ρkλσ (7.30)
Wegen des exponentiellen Abklingverhaltens der Dichte ρiλσ (linear-skalierende Pseu-
dodichten) tra¨gt nur eine konstante Anzahl an Punkten i zur Transformierten bei.
Die FFT skaliert daher O(N logN).
4Fu¨r Systeme mit energetisch wohlseparierten Kern- und Valenzelektronen liefert diese Na¨herung auf-
grund der weitgehenden Konstanz der Kernkorrelationsbeitra¨ge fu¨r eine Vielzahl von molekularen (Valenz-)
Eigenschaften Ergebnisse, die mit Allelektronenrechnungen vergleichbar sind [312–314]. Systeme wie bei-
spielsweise Alkalimetalle, bei denen die Frozen-Core-Na¨herung aufgrund starker Kern-Valenz-Korrelation
zusammenbricht [312–314], werden in dieser Arbeit nicht betrachtet.
5Es sei daran erinnert, dass hier und im Folgenden Ωµν etwas salopp als Dichte bezeichnet wird. Wie
bereits fru¨her erwa¨hnt wurde, weist diese Funktion strenggenommen nicht die Eigenschaften einer Dichte
auf, sondern ist lediglich als Produkt von Basisfunktionen zu bezeichnen.
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(a)
(b)
Abbildung 7.1: Elektronendichten beim Adenin-Moleku¨l (a) fu¨r Allelektronenrechnungen
sowie (b) innerhalb der Frozen-Core-Na¨herung. Zur Verdeutlichung der Kerngeometrie ist
am rechen unteren Bildrand jeweils die Strukturformel in der zugeho¨rigen Orientierung
angegeben.
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(1− cos kD)ρkλσ (7.31)
5. Inverse diskrete schnelle Fouriertransformation (FFT) des Potentials in den Ortsraum
– O(N log N)
V kλσ → V iλσ (7.32)










Wegen des exponentiellen Abklingverhaltens des Gaußprodukts µν tra¨gt nur eine
konstante Anzahl an i zur Summe bei. Die signiﬁkanten i lassen sich bestimmen,
indem das Quadraturgitter in Bereiche I unterteilt wird, und die numerisch signiﬁ-
kanten Bereiche nach ihrer wie folgt deﬁnierten Norm ausgewa¨hlt werden:

















Damit skaliert die Quadratur der halbtransformierten Coulomb-Integrale linear.6
Der Vorteil dieses Weges ist die formale Einfachheit und Analogie zur konventionellen
Transformation im Rahmen der AO-MP2-Theorie, so dass er sich sehr einfach in beste-
hende Implementierungen einfu¨gen la¨sst. Des weiteren ist eine Implementierung mit einem
Skalenverhalten von O(N log N) (bzw. eﬀektiv N) relativ einfach mo¨glich. Nachteilig wirkt
sich der relativ große Skalenvorfaktor aus, der daraus resultiert, dass bei der Bildung der
transformierten Integrale eine Vierfachschleife u¨ber alle signiﬁkanten µνλσ durchlaufen
werden muss. Daher ist die FTCii-Methode besonders fu¨r große Moleku¨le geeignet.
Fu¨r mittelgroße Moleku¨le la¨sst sich ein wesentlich eﬃzienterer Ansatz formulieren, wel-
cher die Mo¨glichkeit der Vorkontraktion von Auxiliargro¨ßen ausnutzt, wie sie beispielswei-
se auch bei RI-Methoden zum Einsatz kommt [290]. Dieser Weg wird im Folgenden als
FTCµµ-Methode bezeichnet (der doppelte Index µµ deutet hierbei an, dass zuna¨chst u¨ber
die Basisfunktionsindices µν und erst spa¨ter u¨ber die Hilfsfunktionen i kontrahiert wird).
6Fu¨r das Screening gema¨ß Gl. (7.34) ist in der momentanen Implementierung ein kleiner quadratischer
Overhead no¨tig. Prinzipiell la¨sst sich dieser Schritt jedoch ebenfalls analog zur LinK-Methode [160] linear-
skalierend reformulieren.
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Die Vorkontraktion (7.38) la¨sst sich auf Grund der exponentiellen Kopplung zwischen den
Basisfunktionsindices und den Auxiliarindices i und j mit einem Speicher- und Rechenauf-
wand vonO(N) durchfu¨hren Durch die Kopplung der Indices i an µν und von µν an j ergibt
sich ebenfalls eine Kopplung von i an j. Daru¨ber la¨sst sich eine O(N)-Implementierung er-
zielen (eine detaillierte Beschreibung folgt im Abschnitt 7.6).
Dabei hat sich die FTCµµ-Strategie fu¨r mittelgroße Moleku¨le als vorteilhaft herausge-
stellt, obwohl die Anzahl an Gitterpunkten V mitunter groß werden kann. Es ist insbesonde-
re darauf hinzuweisen, dass a¨hnliche Vorkontraktionen im Fourierraum wegen der fehlenden
Lokalisierung ineﬃzient wa¨ren (siehe beispielsweise Bemerkung in Ref. [3]). Im Vergleich
zum Einsatz des FTC-Ansatzes bei SCF-Methoden wirkt sich bei der Beschreibung der
Korrelation das sta¨rkere Abklingverhalten der Integrale (µν|λσ) bzw. des Potentials V iλσ
positiv auf die Sparsity aus.
7.5 Vergleich mit anderen Zerlegungsmethoden
Die FTC-Methode hat einige speziﬁsche Vor- und Nachteile im Vergleich zu anderen Zer-
legungsmethoden, die hier kurz diskutiert werden. Insbesondere soll gekla¨rt werden, fu¨r
welche Einsatzgebiete diese Methoden jeweils am besten geeignet sind und inwiefern sie
sich untereinander kombinieren lassen, um in einem mo¨glichst umfassenden Anwendungs-
gebiet gute Ergebnisse zu erzielen. Eine vereinfachte U¨bersicht zu Unterschieden sowie Vor-
und Nachteilen verschiedener Zerlegungsmethoden (RI, PS, MPE, FTC) liefert die Tabelle
7.5.
Im Gegensatz zur MPE und RI-Approximation beinhalten die PS- und FTC-Methoden
einen numerischen Integrationsschritt. Dabei wird zur Bildung eines Integrals u¨ber ei-
ne bestimmte Anzahl von Gitterpunkten (grid points) summiert, die im einfachsten Fall
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MPE RI PS FTC
Auxiliarbasisgro¨ße
Naux L
4 3-5 Na) 20 Na) 50 Na)
Naux/Atom
c) 95b) 400 1000
Skalenverhalten
Pro Integral Of (L4) Of (Naux) Of (Ngrid) Of (Ngrid)
Mit Basisgro¨ße Of (N2) Of (N3) Of (N3) Of(N3)
Mit Atomdichtee) –c) Of(N) Of (N) Of (1)
Mit Moleku¨lvolumen Vf) Of (1) Of (1) Of (1) Of (V)
Anwendbarkeit
Near-Field – + + +
Kompakte Funktionen + + + –
Diﬀuse Funktionen – +/– +/– +
Implementierung
Speicheradressierung + +/– +/– +
Sparsity + +/– + +
Speicherbedarf + +/– +/– –
Genauigkeit
Fehler/Atomg) < 1 µEh 6 µEh [99] 10 µEh [268] 3 µEh
d)
Fehler gesamth) 0.01 mEh 0.3 mEh 0.6 mEh 0.1 mEh
a) Relativ zu TZVPP-Basis Kohlenstoff (21 BF/Atom).
b) RI-TZVPP-Basis fu¨r Kohlenstoff ([8s6p4d3f1g] = 95 BF/Atom).
c) Keine Aufteilung nach Atomen mo¨glich.
d) Diese Arbeit.
e) Anzahl Atome pro Volumeneinheit.
f) Bei konstanter Anzahl an Atomen.
g) Kohlenstoffatome bei C20H42/TZVPP.
h) Gro¨ßenordnung des Fehlers fu¨r C20H42/TZVPP.
Tabelle 7.1: Vergleich einfacher Implementierungen der Multipolentwicklung (MPE), Re-
solution of the Identity (RI), Pseudospektral- (PS) sowie Fourier-Transform-Coulomb-
Methode (FTC) im Rahmen der MP2-Theorie. Alle Daten beziehen sich auf die Kohlen-
stoﬀatome in einer homologen Reihe von linearen Alkanen CnH2n+2. Zur Kennzeichnung
der Vor- und Nachteile der einzelnen Methoden werden folgende Symbole verwendet: + =
Vorteile u¨berwiegen, +/– = Vor- und Nachteile ausgewogen, – = Nachteile u¨berwiegen.
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proportional zum Integrationsvolumen Ngrid ∝ V skaliert [3, 315]. Hierbei ist das Integra-
tionsvolumen so zu wa¨hlen, dass alle signiﬁkanten Wechselwirkungen im Ortsraum (real
space) beru¨cksichtigt werden. Im einfachsten Fall wird u¨ber ein Parallelepiped integriert,
welches das Moleku¨l vollsta¨ndig umschließt. Bei RI hingegen wird bei der Berechnung ei-
nes Integrals u¨ber die Funktionen der Auxiliarbasis Naux summiert [99, 316], und bei der
MPE la¨uft die Summation u¨ber ∝ L4 Multipolterme [176]. Dadurch ergibt sich bei einer
linear-skalierenden Anzahl von transformierten Integralen ein Skalenverhalten der Rechen-
zeit von O(L4N) fu¨r die MPE, von O(NauxN) fu¨r RI, und von O(VN) fu¨r die FTC-Methode
bei einer Summation gema¨ß Gl. (7.1).
Die Gro¨ße der Auxiliarbasis betra¨gt typischerweise Naux ≈ 3− 5N , so dass sich fu¨r ei-
ne herko¨mmliche Implementierung der RI-Methode im Rahmen der AO-MP2 Theorie ein
Skalenverhalten von O(N2) ergibt. Der Rechenaufwand einer einfachen Implementierung
der FTC-Methode steigt hingegen mit dem Integrationsvolumen V an, so dass sich ein
Rechenaufwand von O(VN) ergibt. Steigt das Integrationsvolumen linear mit der Anzahl
an Atomen, so gelangt man auch hier zu einem quadratischen Anstieg der Rechenzeit mit
der Systemgro¨ße. Steigt hingegen die Anzahl an Atomen bei gleichbleibendem Integrati-
onsvolumen, so kann bereits die einfachste FTC-Implementierung mit O(N) skalieren.
Im Hinblick auf das Skalenverhalten ihrer naiven Implementierungen sind die MPE und
die FTC-Methode daher der RI-Methode vorzuziehen. Von den in Betracht gezogenen Me-
thoden fu¨hrt nur die MPE ohne weitergehende Entwicklungen zu einer linear-skalierenden
Methode. Da ihre Anwendung jedoch auf Far-Field-Integrale beschra¨nkt ist, kann sie zur
eﬃzienten Bildung eines großen Anteils der Integrale nicht herangezogen werden.
Daher bietet sich die Verwendung der FTC als Ausgangspunkt einer Methode zur ef-
ﬁzienten und linear-skalierenden Bildung der transformierten Integrale an. Fu¨r die RI-
Na¨herung sind Verfahren wie die Verwendung von Poisson-Funktionen [307], attenuierten
Coulomb-Metriken [305,317] oder lokalen Na¨herungen [260] bekannt, mittels derer sich das
Skalenverhalten auf O(N) reduzieren la¨sst. Vorangehend wurde eine allgemein anwendbare
und rigorose Methode vorgestellt, mithilfe derer sich das Skalenaufwand der FTC-AO-
MP2-Implementierung ebenfalls auf O(N) reduzieren la¨sst.
Einen ausgewogenen und fairen Vergleich der Genauigkeiten der einzelnen Zerlegungs-
methoden bei einem bestimmten Rechenaufwand zu ﬁnden, ist praktisch unmo¨glich. Dies
liegt hauptsa¨chlich daran, dass die optimalen Einsatzgebiete der einzelnen Methoden, wie
bereits kurz diskutiert, sehr unterschiedlich sind und daher ein direkter Vergleich schwierig
ist. Fu¨r die RI-MP2 Methode ko¨nnen im Zusammenhang mit optimierten Auxiliarbasen
Genauigkeiten in der Korrelationsenergie von 1 µHartree pro Atom erzielt werden [99].
Auch ergeben sich bei der Berechnung von relativen Energien oder Moleku¨leigenschaf-
ten wegen sehr vorteilhafter systematischer Fehlerkompensation meist Ergebnisse von der
selben Qualita¨t wie bei der konventionellen MP2-Methode [99, 291]. Mit der Multipolent-
wicklung sind Fehler in der Gesamtenergie von wenigen µHartree auch bei relativ niedri-
gen Multipolordnungen erzielbar. Pseudospektralmethoden liefern im Rahmen von LMP2-
Implementierungen [270,271] Genauigkeiten, die denen der RI-Methode vergleichbar sind.
Wie die nachfolgenden Anwendungen der FTC-AO-MP2-Methode belegen, lassen sich mit
dieser sogar noch ho¨here numerische Genauigkeiten bei hoher Eﬃzienz erzielen.
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7.6 Implementierung im Rahmen
der AO-MP2-Methode
Die vorangehend beschriebenen FTC-Varianten (FTCµµ und FTCii) wurden in eine Ent-
wicklungsversion des Q-Chem Programmpakets [208, 302] und darin in den AO-MP2-
Code [276] implementiert. Dabei konnten die FFTW-Bibliotheken einer bestehenden Im-
plementierung im Rahmen der SCF-Methode zuru¨ckgegriﬀen werden [294,301,315].
Fu¨r beide Varianten mu¨ssen zuna¨chst die Werte der Ladungsverteilungen Ωµν an den
Quadraturpunkten ermittelt werden. Dazu werden die Werte der Basisfunktionen an den
Quadraturpunkten bestimmt (χiµ) und in einer kleinen Matrix quadratisch abgespeichert.







Zur Abspeicherung wird hier bereits die Sparsity durch die exponentielle Kopplung zwi-
schen den Indices i und µν ausgenutzt. Die Bildung dieser Matrix verla¨uft in der momen-
tanen Implementierung noch quadratisch, aber mit sehr kleinem Vorfaktor. Eine linear-
skalierende Erweiterung ist ebenfalls mo¨glich.
Bei der Implementierung der FTCii-Methode werden die transformierten Integrale di-
rekt durch Summation u¨ber die Hilfsindices i gebildet:
Loop over µν → O(N)
Loop over λσ → O(1) (1/R4 coupling to µν)
Loop over i→ O(1) (exp. coupling to µν and λσ, respectively)




































Abschnitt 7.7. Benchmarks 135
Hierbei sind MN Schalenindices und I Quadraturbereiche. Die Quadraturpunkte werden
in Boxen I aufgeteilt, so dass in der Bildung der Integrale nur u¨ber die Boxen geloopt
werden muss, deren Beitrag zum Integral∣∣(MN |LS)∣∣
I
≤ ρIMNV ILS (7.41)
numerisch signiﬁkant ist. Die entsprechenden Normen werden ebenfalls fu¨r die Quadratur-
punkte j bzw. Quadraturbereiche J gebildet. In numerischen Tests wurde ermittelt, dass
fu¨r das Quadraturscreening ein Treshold von 10−(ϑ+2) zuverla¨ssige Ergebnisse liefert.
Im Rahmen der FTCµµ-Methode werden die vorangehend beschriebenen Normen ge-
nutzt, um den Vorkontraktionsloop der X- bzw. Y-Matrix auf O(V) (mit V als Integrati-
onsvolumen) zu reduzieren:
Loop over I → O(V)
Loop over M → O(1) (exp. coupling to I)
Loop over N → O(1) (exp. coupling to M, I)














In einem analogen Durchgang wird die Yij-Matrix gebildet und ebenfalls u¨ber signiﬁkante
ij abgespeichert. So kann die ﬁnale Kontraktion zur Energie sehr eﬃzient durchgefu¨hrt
werden:
Loop over significant ij → O(V)
EJ += X(ij) ∗ Y(ij)
End loop
Insgesamt ergibt sich ein Aufwand von O(V) fu¨r die Berechnung der AO-MP2-Coulomb-
Energie bei Verwendung der FTC-Integraltransformation und des MBIE-Screenings. Das
Integrationsvolumen kann bei konstanter Anzahl von Atomen pro Volumeneinheit propor-
tional zur Anzahl an Atomen gewa¨hlt werden, so dass sich ein Skalenverhalten von O(M)
ergibt.
7.7 Benchmarks
Die Geschwindigkeit und Genauigkeit der FTC-Methode wurde an einer Reihe von Test-
systemen untersucht, darunter lineare Alkane als ideale Systeme mit du¨nn besetzten Dich-
tematrizen, konjugierte Polyene zur Untersuchung des Skalenverhaltens bei Systemen mit
delokalisierten π-Elektronen und DNA-Basenpaare als praxisrelevante Anwendung.
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Abbildung 7.2: Rechenzeiten fu¨r die Integraltransformation (in Minuten) fu¨r (a) lineare
Alkane CnH2n+2 und (b) konjugierte Polyene CnHn+2 in der VDZ(d) Basis (alle Laplace-
Koeﬃzienten, Threshold 10−7). Zum Vergleich ist bei Polyenen ebenfalls die MO-MP2-
Rechenzeit angegeben (Threshold 10−5 fu¨r vergleichbare numerische Fehler).
Im Folgenden werden ausschließlich die Rechenzeiten, das Skalenverhalten und die nu-
merischen Fehler fu¨r Coulomb-Korrelationsenergien betrachtet, was durch Hinzufu¨gen des
Indexes J an den jeweiligen Methodennamen angedeutet wird (z.B. MO-MP2→MO-MP2J
oder AO-MP2 → AO-MP2J). Zur Abku¨rzung der Notation wird mit AO-MP2J stets die
AO-MP2-Implementierung mit MBIE-Screening und FTCµµ-Bildung der transformierten
Integrale bezeichnet. In abweichenden Fa¨llen wird die fu¨r die Bildung der Integrale ver-
wendete Methode in Klammern angegeben, also beispielsweise AO-MP2J (Konv.) fu¨r die
konventionelle Transformation oder AO-MP2J (FTCii) fu¨r die Transformation mithilfe der
FTCii-Methode.
Zuna¨chst werden die konventionelle Transformation und die FTCµµ-Bildung der trans-
formierten Coulomb-Integrale fu¨r lineare Alkane verglichen (Abb. 7.2 (a) fu¨r die VDZ(d)-
Basis [318] sowie Tabellen 7.2 und 7.3 fu¨r die 6-31G* Basis). Die Eﬃzienzsteigerung durch
die FTC-Methode ist signiﬁkant: Beim C40H82 wird die Rechenzeit fu¨r die Transformation
um einen Faktor von bis zu 16 reduziert, wobei der numerische Fehler mit 0.5 mHar-
tree gering bleibt. Ebenfalls ist zu beobachten, dass das lineare Skalenverhalten deutlich
schneller einsetzt, beispielsweise u¨berdecken die Overheads der konventionellen Implemen-
tierung die mithilfe des MBIE-Screenings bereits fru¨h linear-skalierende Integralzahl. Bei
AO-MP2J (FTC) ist das Skalenverhalten N
1.5 anstelle von N2.0 bei AO-MP2J (Konv.) beim
U¨bergang von C10H22 zu C20H42 und einem Threshold von 10
−6. Es la¨sst sich durchgehend
eine Reduktion der Transformationszeit um eine Gro¨ßenordnung bei kleinen numerischen
Fehlern in der Gro¨ßenordnung von 0.1 mHartree beobachten. Bei genaueren Thresholds
liegen die numerischen Fehler durch die Verwendung der FTC-Methode fu¨r die Transfor-
mation im µHartree-Bereich, wobei ebenfalls deutliche Eﬃzienzsteigerungen zu erzielen
sind.
Ebenfalls wurden konjugierte Polyene als Systeme mit sta¨rkerer Delokalisierung unter-
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10−5 10−6 10−7
conv FTC conv FTC conv FTC
t Nx t Nx t Nx t Nx t Nx t Nx
C5H10 2.4 0.3 3.6 0.4 4.7 0.6
C10H22 11.4 2.3 1.2 2.1 16.3 2.2 1.9 2.3 21.7 2.3 2.8 2.3
C20H42 48.8 2.1 3.5 1.6 64.2 2.0 5.4 1.5 81.1 1.9 8.2 1.6
C40H82 143.8 1.6 8.8 1.3 193.0 1.6 13.2 1.3 247.5 1.6 21.3 1.4
Tabelle 7.2: Gegenu¨berstellung der Rechenzeiten (in Minuten) fu¨r die Integraltransforma-
tion im Rahmen der AO-MP2-Methode bei konventioneller und FTCµµ-basierter Trans-
formation fu¨r verschiedene Thresholds bei linearen Alkanen in der 6-31G* Basis (erster
Laplace-Koeﬃzient).
10−5 10−6 10−7
C5H10 66 33 13
C10H22 130 64 26
C20H42 272 122 51
C40H82 531 242 105
Tabelle 7.3: Fehler (in µHartree) in der Coulomb-Korrelationsenergie beim FTC-Algorith-
mus verglichen mit der konventionellen Transformation gleichen Thresholds fu¨r lineare
Alkane in der 6-31G* Basis (erster Laplace-Koeﬃzient).
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sucht. Abb. 7.2 (b) und Tab. 7.4 enthalten Vergleiche der Rechenzeiten fu¨r die konven-
tionelle und die FTCµµ-basierte AO-MP2J-Integraltransformation in der VDZ(d) Basis.
Zum Vergleich ist auch die Rechenzeit fu¨r die Bildung der konventionellen MO-MP2J-
Korrelationsenergie (Threshold 10−6) angegeben. Auch hier la¨sst sich mit der FTC-Methode
ein Geschwindigkeitsvorteil von einer Gro¨ßenordnung bei numerischen Fehlern von maxi-
mal 0.4 mHartree erzielen. Interessanterweise ist das Skalenverhalten mit N1.7 (konv.) bzw.
N1.3 (FTC) trotz der Delokalisation beim U¨bergang vom C20H22 zum C30H32 wieder relativ
fru¨h linear.
Der große Geschwindigkeitsgewinn bei Verwendung der FTCµµ-Methode im Gegensatz
zur konventionellen Transformation wird von zwei Faktoren maßgeblich verursacht: (1.)
Der Zugriﬀ auf die Dreiindexgro¨ßen bei der FTCµµ-Methode la¨sst sich wesentlich eﬃzi-
enter implementieren: Die hohe Sparsity der bei FTCµµ auftretenden Matrizen durch die
Kopplung der Indices µν und i kann bei der Transformation ausgenutzt werden. Gleichzei-
tig wird der Verwaltungs-Overhead wegen der Aufteilung der Quadraturpunkte in Boxen I
mit stets der gleichen Anzahl an Punkten im Vergleich zur konventionellen Transformation
drastisch reduziert. (2.) Bei der momentanen Implementierung der konventionellen Imple-
mentierung werden Integrale auf die Festplatte ausgelagert. Dadurch kommt es zu teilweise
drastischen Eﬃzienzverlusten wegen des zusa¨tzlichen I/Os.7
Um die Eﬃzienz der FTC-Implementierung mit den schnellsten konventionellen MP2-
Methoden zu vergleichen, wurden die Rechenzeiten der Coulomb-Korrelationsenergien fu¨r
die MO-MP2J-, RI-MP2J-, SOS-MP2- [290] und AO-MP2J (FTCµµ) Methoden bei linearen
Alkanen in der VDZ-Basis verglichen (Tabellen 7.5 und 7.6).
Es zeigt sich, dass der Overhead der AO-MP2J (FTCµµ) Methode fu¨r kleine Moleku¨le
durch das fru¨h einsetzende lineare Skalenverhalten kompensiert wird, so dass bereits un-
gefa¨hr bei C30H62 der Break-Even-Point zum konventionellen MO-MP2J und bei C40H82 zu
RI-MP2J erreicht wird. Fu¨r gro¨ßere Systeme ist AO-MP2J (FTC) sehr viel eﬃzienter als die
konventionellen Methoden, beispielsweise bei C60H122 um Faktoren von 7.1 (MO-MP2J),
2.8 (RI-MP2J), und 4.0 (SOS-MP2). Beim gro¨ßten momentan mit AO-MP2J berechenba-
ren System, dem C120H242, liegen diese Faktoren sogar bei 56 (MO-MP2J), 22 (RI-MP2J)
und 32 (SOS-MP2). Gleichzeitig ist der numerische Fehler der AO-MP2 (FTCµµ) Metho-
de gering. Bei dem fu¨r diese Beispielrechnungen gewa¨hlten Threshold (10−7 fu¨r AO-MP2
und 10−5 fu¨r die anderen Methoden) ist der AO-MP2 (FTCµµ) Fehler von weniger als 0.6
mHartree sogar geringfu¨gig kleiner als die Fehler der RI-MP2J- und SOS-MP2-Varianten
(0.7 bzw. 0.8 mHartree). Ebenfalls wichtig zu bemerken ist, dass der Fehler pro Atom auch
bei AO-MP2J (FTCµµ) konstant bleibt.
Auch bei Testrechnungen in der VDZ(d)-Basis wurde die Eﬃzienz der AO-MP2J (FTC)
Methode besta¨tigt (siehe Abb. 7.3 und Tab. 7.7). Wieder setzt bei FTCµµ fru¨h ein linea-
res Skalenverhalten ein, so dass die Methode ungefa¨hr ab einer Moleku¨lgro¨ße von C40H82
schneller als RI-MP2J wird.
7Insofern wa¨re der Vergleich mit einer integral-direkten Implementierung der konventionellen AO-MP2J-
Transformation ausgewogener. Zum Zeitpunkt der Fertigstellung dieses Teils der Arbeit war ein solcher
allerdings noch nicht verfu¨gbar.





Moleku¨l Nbas t N
x t Nx t Nx errc)
C10H12 174 0.5 98.3 9.5 141
C20H22 344 6.5 3.8 372.5 2.0 30.3 1.7 279
C30H32 514 30.7 3.9 725.9 1.7 51.1 1.3 417
C40H42 684 96.3 4.0 – – 70.0 1.1 –
a) Threshold 10−7
b) Threshold 10−5
c) Fehler in µEh relativ zur konventionellen Transformation.
Tabelle 7.4: Rechenzeiten (in Minuten) der Coulomb-Korrelationsenergie fu¨r konjugierte
Polyene in der VDZ(d)-Basis.
Moleku¨l Nbas MO-MP2J RI-MP2J SOS-MP2 AO-MP2J
C5H12 69 0.5 0.4 1.2 49.3
C10H22 134 12.9 (4.9) 3.7 (3.4) 10.8 (3.3) 199.7 (2.1)
C20H42 264 164.8 (3.8) 52.9 (3.9) 118.7 (3.5) 600.4 (1.6)
C30H62 394 791.7 (3.9) 226.6 (3.6) 528.1 (3.7) 1003.7 (1.3)
C40H82 524 2508.4 (4.0) 1035.0 (5.3) 1569.0 (3.8) 1357.2 (1.1)
C60H122 784 14840.0 (4.4) 5772.3 (4.3) 8452.9 (4.2) 2098.8 (1.1)
C90H182 1174 74617.7
a) 29024.0 a) 42502.4 a) 3152.7 (1.0)
C120H242 1564 235026.3
a) 91418.0 a) 133871.5 a) 4201.1 (1.0)
a) Extrapoliert unter Annahme eines Skalenverhaltens von N4.
Tabelle 7.5: Rechenzeiten (in Sekunden) fu¨r die MP2-Coulomb-Korrelationsenergie bei li-
nearen Alkanen CnH2n+2 innerhalb der VDZ-Basis bei Thresholds von 10
−5 fu¨r die MO-
basierten Verfahren und 10−7 fu¨r AO-MP2J (FTCµµ). Das Skalenverhalten Nx der Rechen-
zeit in Bezug auf das na¨chst kleinere System ist jeweils in Klammern angegeben.
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Abbildung 7.3: Zeiten fu¨r die Berechnung der Coulomb-Korrelationsenergie (in Minuten)
fu¨r lineare Alkane CnH2n+2 in der VDZ(d) Basis.
Letztlich sei noch erwa¨hnt, dass das beobachtete Skalenverhalten der FTC-Methode in
der momentanen Implementierung fu¨r sehr große Systeme wieder gegen O(N2) strebt. Dies
liegt an der momentan noch quadratisch-skalierenden Berechnung der Dichteelemente an
den Quadraturpunkten. Dies la¨sst sich aber ebenfalls linear-skalierend reformulieren, ist
bei den momentan berechenbaren Moleku¨lgro¨ßen jedoch nicht der geschwindigkeitsbestim-
mende Schritt.
Als letzter Test der Eﬃzienz bei linearen Alkanen wurden die Rechenzeiten fu¨r die
VTZ(d)-Basis [319] verglichen (siehe Abb. 7.4 und Tab. 7.8). Hier ist der Eﬃzienzgewinn
durch die RI-Methode deutlich ho¨her als bei den kleineren Basissa¨tzen, und so liegt der
Break-Even-Point fu¨r AO-MP2J (FTCµµ) und RI-MP2J erst beim C60H122. Der Gewinn
gegenu¨ber der konventionellen MP2-Methode ist wieder signiﬁkant und der numerische
Fehler der FTCµµ Methode ist mit 0.8 mHartree kleiner als bei der RI- und LSOS-MP2
Methode (1.0 mEh bzw. 1.4 mEh). Abb. 7.4 ist ebenfalls ein Vergleich zwischen der FTCii-
und der FTCµµ-Methode zu entnehmen. Es zeigt sich, dass der Vorfaktor bei der direkten
Bildung der Integrale deutlich ho¨her ist als bei der vorkontrahierten FTCµµ-Variante.
Einen interessanten Verlauf zeigt das Skalenverhalten der Rechenzeit mit der Basis-
satzgro¨ße bei fester Moleku¨lgro¨ße. Beim U¨bergang von der VDZ(d)- in die VTZ(d)-Basis
(Tab. 7.9) skaliert MO-MP2 wie O(N6). Dieses Skalenverhalten ist bei RI-MP2 auf O(N3)
reduziert. Bei LSOS- und AO-MP2 hingegen ergibt sich eine geringere Reduktion des Ska-
lenverhaltens. Dies kann damit zusammenha¨ngen, dass sich die Lokalisation und Sparsity
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Moleku¨l MO-MP2J RI-MP2J SOS-MP2 AO-MP2J
ǫtot ǫatom ǫtot ǫatom ǫtot ǫatom ǫtot ǫFTC ǫatom
C5H12 4 0.2 88 5.2 110 6.5 63 62 3.6
C10H22 19 0.6 175 5.5 206 6.4 137 135 4.2
C20H42 47 0.8 348 5.6 400 6.5 285 280 4.5
C30H62 75 0.8 522 5.7 594 6.5 430 423 4.6
C40H82 102 0.8 695 5.7 787 6.5 573 561 4.6
Tabelle 7.6: Absoluter Fehler ǫtot in der MP2-Coulomb-Korrelationsenergie (in µHartree)
fu¨r lineare Alkane CnH2n+2 innerhalb der VDZ-Basis relativ zum kanonischen Ergebnis
(MO-MP2J/10
−10). Fu¨r die MO-basierten Verfahren wurde ein Threshold von 10−5 ver-
wendet, fu¨r AO-MP2J (FTCµµ) ein Threshold von 10
−7. ǫFTC bezeichnet den Fehler, der
durch die Verwendung der FTC-Methode verursacht wird. Ebenfalls angegeben ist der
Fehler ǫatom pro Atom.
MO-MP2J RI-MP2J AO-MP2J
Moleku¨l Nbas t N
x err t Nx err t Nx err
C20H42 384 9.1 75 3.0 1563 19.0 300
C30H62 574 45.1 (4.0) 117 15.1 (4.0) 2360 30.7 (1.2) 452
C40H82 764 137.1 (3.9) 151 51.4 (4.3) 3156 43.1 (1.2) 619
C60H122 1184 687.0 (4.0)
b) 239.4 (3.5) – 66.9 (1.0) –
C90H182 1794 3453.3
a) b) 1472.9 (4.3) – 102.7 (1.0) –
C120H242 2404 11134.8
a) b) 4749.2 a) – 145.6 (1.2)
C150H302 3014 27511.7
a) b) 11734.3 a) – 202.0 (1.4) –
a) Extrapoliert unter Annahme eines Skalenverhaltens von N4.
b) MO-MP2J/10
−10-Rechnung nicht mehr durchfu¨hrbar.
Tabelle 7.7: Rechenzeiten t (in Minuten) fu¨r die MP2-Coulomb-Korrelationsenergie bei li-
nearen Alkanen CnH2n+2 innerhalb der VDZ(d)-Basis. Das Skalenverhalten N
x der Rechen-
zeit in Bezug auf das na¨chst kleinere System ist jeweils in Klammern angegeben. Ebenfalls
angegeben ist der numerische Fehler (err) in µHartree im Vergleich zum MO-MP2J/10
−10
Ergebnis. Als Screening-Thresholds wurde 10−5 fu¨r die MO-basierten Methoden und 10−7
fu¨r AO-MP2J (FTCµµ) verwendet.
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Abbildung 7.4: Rechenzeiten (in Minuten) in Abha¨ngigkeit von der Anzahl an Basisfunk-
tionen fu¨r lineare Alkane CnH2n+2 in der VTZ(d) Basis.
MO-MP2J RI-MP2J AO-MP2J
Moleku¨l Nbas t N
x err t Nx err t Nx err
C10H22 276 3.0 38 0.5 888 20.4 335
C20H42 546 48.8 (4.1) 95 7.5 (4.0) 1728 85.5 (2.1) 523
C30H62 816 334.0 (4.8) 152 37.4 (4.0) 2562 169.3 (1.7) 711
C40H82 1086 1047.9 (4.0)
c) 117.3 (4.0) – 252.6 (1.4) –
C60H122 1626 5266.0
a) c) 589.5 a) – 410.0 (1.2) –
C90H182 2436 26528.2
a) c) 2969.7 a) – 639.6 b) –
a) Extrapoliert unter Annahme eines Skalenverhaltens von N4.
b) Rechnung mit Threshold 10−6, da mit 10−7 nicht mehr mo¨glich.
c) MO-MP2J/10
−10 Rechnung nicht mo¨glich.
Tabelle 7.8: Rechenzeiten t (in Minuten) fu¨r die MP2-Coulomb-Korrelationsenergie bei
linearen Alkanen CnH2n+2 in der VTZ(d)-Basis. Das Skalenverhalten N
x der Rechenzeit
in Bezug auf das na¨chst kleinere System ist jeweils in Klammern angegeben. Ebenfalls
angegeben sind die numerischen Fehler (err) in µHartree im Vergleich zur MO-MP2J/10
−10
Berechnung. Als Screening-Thresholds wurde 10−5 fu¨r die MO-basierten Methoden und
10−7 fu¨r AO-MP2J (FTCµµ) verwendet.
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Moleku¨l MO-MP2J RI-MP2J AO-MP2J (FTC)
C20H42 4.8 2.6 4.3
C30H62 5.7 2.6 4.9
C40H82 5.8 2.3 5.0
C60H122 6.4 2.8 5.7
Tabelle 7.9: Skalenverhalten der Rechenzeit bei gleicher Moleku¨lgro¨ße beim U¨bergang von
der VDZ(d)- in die VTZ(d)-Basis.
beim U¨bergang in eine gro¨ßere Basis verringern.
Zuletzt werden DNA-Basenpaare in der 6-31G* Basis als praxisnahes Testsystem be-
trachtet (siehe Abb. 7.5 und Tab. 7.10). Wie die Ergebnisse belegen, werden auch hier
die Rechenzeiten bei Verwendung der AO-MP2 (FTCµµ) Methode drastisch reduziert. Bei
DNA2 ergibt sich ein Geschwindigkeitsvorteil von 5.1 bei einem geringen numerischen Feh-
ler von lediglich 0.9 mHartree (entspricht 0.6 kcal/mol).
Es sei aber noch auf ein Problem der momentanen FTC-Implementierung hingewiesen.
Momentan beno¨tigt die DNA2-Rechnung 15 GB Hauptspeicher. Die Anwendbarkeit der
Methode auf noch gro¨ßere Systeme ha¨ngt daher von der Entwicklung eﬃzienter Strate-
gien fu¨r die Speicherung der Dreiindexgro¨ßen oder zur Reduktion der beno¨tigten Anzahl
an Quadraturpunkten ab. Hier erscheint eine Kombination von Multipol-, RI- und FTC-
Methoden sinnvoll, um die jeweiligen Sta¨rken der einzelnen Methoden zu kombinieren.
7.8 Fazit
Die Fourier-Transform-Coulomb-Methode wurde eingesetzt, um transformierte Zweielek-
tronenintegrale im Rahmen der AO-MP2J-Methode mit MBIE-Screening eﬃzient und
linear-skalierend zu berechnen. Im Vergleich zu anderen Zerlegungsmethoden bietet diese
im Kontext linear-skalierender Korrelationsmethoden wichtige Vorteile: (1.) Anwendbar-
keit auf Nah- und Fernfeldintegrale, (2.) Hohe Sparsity der Hilfsmatrizen, (3.) eﬃziente Be-
schreibung diﬀuser Ladungsverteilungen und (4.) prinzipielle Exaktheit. Gleichzeitig gibt es
Bereiche, in denen andere Zerlegungsmethoden von Vorteil sind, beispielsweise bei der Be-
schreibung kompakter Ladungsverteilungen. Daher ist die hier vorgestelle AO-MP2J (FTC)
Methode eine ideale Erga¨nzung fu¨r existierende Zerlegungsmethoden. Mit der momenta-
nen Implementierung konnten bei vergleichbaren numerischen Fehlern Geschwindigkeits-
gewinne von bis zu einer Gro¨ßenordnung bereits bei C60H122 (VDZ(d)-Basis) gegenu¨ber
MO-MP2J bzw. bei C90H182 gegenu¨ber RI-MP2J erzielt werden. Bei DNA2 in der 6-31G*
Basis liegt der Geschwindigkeitsgewinn gegenu¨ber MO-MP2J bei einem Faktor von 5.1 bei
einem numerischen Fehler von 0.9 mHartree (0.6 kcal/mol).
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Abbildung 7.5: Rechenzeiten der Coulomb-Korrelationsenergie (in Stunden) fu¨r DNA-Ba-
senpaare DNAn in der 6-31G* Basis.
MO-MP2J
a) AO-MP2b)
Moleku¨l Nbas t N
x t Nx errc)
DNA1 579 2.2 2.5 0.4
DNA2 1252 46.8 4.0 9.2 1.7 0.9
a) Threshold 10−5
b) Threshold 10−7
c) Fehler in mEh relativ zum MO-MP2J/10
−10 Ergebnis.
Tabelle 7.10: Vergleich der Rechenzeiten (in Stunden) der Coulomb-Korrelationsenergie fu¨r






Angesichts so prominenter wie vielfa¨ltiger Beispiele wie Proteinfaltung, DNA-Basenpaa-
rung und enzymatische Katalyse (um nur wenige zu nennen) kann die Bedeutung inter-
molekularer Wechselwirkungen nicht u¨berbetont werden. Allerdings ist die direkte experi-
mentelle Messung von Wechselwirkungsenergien insbesondere fu¨r gro¨ßere Systeme ha¨uﬁg
ein diﬃziles Unterfangen, so dass die akkurate quantenchemische Vorhersage wertvolle
Beitra¨ge leisten kann. Auch bei der Interpretation und Rationalisierung experimenteller
Daten liefert sie wichtige Hilfestellungen. So lassen sich Aussagen u¨ber die Art der Wech-
selwirkungsbeitra¨ge machen, beispielsweise ob die Bindung u¨ber Polarisations-, Induktions-
oder Dispersionseﬀekte erfolgt. Auch la¨sst sich ha¨uﬁg bestimmen, welche Moleku¨lfragmente
maßgeblich zur Wechselwirkung beitragen. Wa¨hrend heute die Berechnung vonWechselwir-
kungsenergien auf unkorreliertem Niveau (Hartree-Fock-Methoden) bzw. im Rahmen der
Dichtefunktionaltheorie selbst fu¨r große Moleku¨le mo¨glich ist, stellt die Berechnung von
Wechselwirkungsenergien auf korreliertem Niveau eine große und wichtige Herausforderung
dar. In diesem Abschnitt werden dichtematrixbasierte Methoden vorgestellt, welche die ef-
ﬁziente und linear-skalierende Berechnung von intermolekularen Wechselwirkungsenergien
auf korreliertem Niveau erlauben.
8.1 Ansa¨tze zur Berechnung von Wechselwirkungs-
energien
Die Ansa¨tze zur Berechnung von intermolekularen Wechselwirkungsenergien zwischen zwei
Atomen oder Moleku¨len A und B ko¨nnen in zwei Gruppen eingeteilt werden: supermole-
kulare und sto¨rungstheoretische Ansa¨tze. Der supermolekulare Ansatz ist hierbei die ein-
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fachste Methode. Man deﬁniert die Wechselwirkungsenergie als
Eint = EAB − EA − EB, (8.1)
wobei EX=AB,A,B die Energien des Supermoleku¨ls AB bzw. der Monomere A oder B sind.
Dabei werden die einzelnen Energien EX im Rahmen einer der u¨blichen quantenchemischen
Methoden wie z.B. MP2 oder CCSD(T) berechnet.
Die innerhalb des supermolekularen Ansatzes eingesetzten Elektronstrukturmethoden
sollten (trivialerweise) gro¨ßenkonsistent und extensiv sein. Des weiteren ist die Beru¨cksich-
tigung von Elektronenkorrelationseﬀekten wu¨nschenswert, da manche Beitra¨ge zur Wech-
selwirkung (z.B. Dispersion) reine Korrelationseﬀekte sind.
Obwohl der supermolekulare Ansatz in der Praxis ha¨uﬁg eingesetzt wird und oftmals
vernu¨nftige Werte liefert, bringt er zwei gravierende Probleme mit sich:
(1.) Zur Berechnung der Wechselwirkungsenergie gema¨ß Gl. (8.1) bildet man die Dif-
ferenz zweier großer Zahlen, den im Rahmen der jeweils verwendeten Elektronenstruktur-
methode angena¨herten Monomerenenergien. Dabei ist die Wechselwirkungsenergie in der
Regel um mehrere Gro¨ßenordnungen kleiner als die einzelnen Energien und meist sogar
kleiner als die Fehler in den Monomerenenergien. Als Beispiel sei die Bindungsenergie des
Wasserdimers genannt, die in der Gro¨ßenordnung von 5 kcal/mol liegt [320], wohingegen die
HF-Energie eines Monomers bei ca. -50000 kcal/mol liegt! Brauchbare Wechselwirkungs-
energien erha¨lt man daher nur durch die (zum Teil zufa¨llige) Kompensation der Fehler in
den Dimer- und Monomerenenergien.
Einige bekannte Eﬀekte, die im Rahmen supermolekularer Theorien zur unausgewo-
gegen Beschreibung der Energien fu¨hren ko¨nnen, sind unterschiedlich stark ausgepra¨gte
dynamische und statische Korrelation im Supermoleku¨l und den Monomeren, oder auch
Probleme bezu¨glich symmetriebrechenden Anregungen. Diese treten versta¨rkt im Rah-
men einfacherer Korrelationsmethoden wie z.B. der MP2-Theorie auf. Beispielsweise fehlt
hier die Mo¨glichkeit zur Orbitalrelaxationen (wie durch T1-Anregungen im Rahmen der
CC-Theorie), so dass den bei Dimeren und Monomeren oft unterschiedlich stark ausge-
pra¨gten Multireferenzeﬀekten nur unzureichend Rechnung getragen werden kann. Bei der
Beschreibung der hier im Mittelpunkt stehenden Dispersion ist bekannt, dass sie von der
MP2-Methode oft u¨berscha¨tzt wird, da die MP2-Energie oft artiﬁziell starke Beitra¨ge von
oﬀenschaligen Konﬁgurationen (Triplett-Anregungen) entha¨lt.
(2.) Des weiteren kommt es zu sogenannten Basissatzfehlern. Hierunter ist das bekann-
teste Beispiel der Basissatz-Superpositionsfehler (BSSE). Anschaulich kann man diesen so
interpretieren, dass die Qualita¨t der Basis fu¨r die Monomere und das Supermoleku¨l unter-
schiedlich ist. Rechnet man beispielsweise die Monomere A und B getrennt, wird die jewei-
lige Monomerenwellenfunktion durch die Basis des jeweiligen Monomers beschrieben (sog.
Monomer-zentrierte Basis, MCBS). Bei der supermolekularen Rechnung hingegen ko¨nnen
die Basisfunktionen des jeweils anderen Dimers genutzt werden, um die Wellenfunktion
des Monomers innerhalb des Dimers zu beschreiben. Dadurch ist die dimer-zentrierte Ba-
sis (DCBS) relativ zur MCBS gro¨ßer und die Dimerenenergie wird artiﬁziell niedriger.
Zur Behebung des BSSE existieren approximative Methoden wie zum Beispiel die
Counterpoise-Korrektur (CP) [321]. Hierbei werden die Monomeren in der dimer-zentrierten




Abbildung 8.1: Anregungsklassen lokaler Korrelationsmethoden im Rahmen supermoleku-
larer Berechnungen.
Basis berechnet, so dass die Basissatzqualita¨t der Monomeren und des Dimeren vergleich-
bar ist. Diese Korrektur eliminiert trotzdem nicht alle Basissatzfehler. Man kann zeigen,
dass der Basissatzfehler der Monomerenwellenfunktion (Basis Set Completeness Error,
BSCE [322]), d.h. der Fehler in der Wellenfunktion, der aus der Unvollsta¨ndigkeit des
Basissatzes resultiert, sto¨rungstheoretisch in erster Ordnung zur Wechselwirkungsenergie
beitra¨gt. Der durch die CP-Korrektur geminderte BSSE hingegen tra¨gt erst in zweiter
Ordnung zur Wechselwirkungsenergie bei, so dass nicht die fu¨hrende Ordnung in den Ba-
sissatzfehlern korrigiert wird. Von einigen Autoren wird sogar argumentiert, dass die CP-
Korrektur aus diesem Grund nicht notwendigerweise zu einer Verbesserung der Resultate
fu¨hrt [322]. In einigen Fa¨llen kommt es beispielsweise zu einer artiﬁziellen Bindung [20].
Neben der CP-Korrektur kann der BSSE auch im Rahmen von Korrelationsmethoden
reduziert werden, die auf lokale Orbitale (natu¨rliche oder erzwungene Lokalisation) zuru¨ck-
greifen, wie beispielsweise die bereits beschriebene AO-MP2-Theorie [142,272,273] oder die
lokale MP2-Methode (LMP2) [185, 252, 260, 262]. Dazu werden die in der Korrelationsbe-
schreibung beru¨cksichtigten Anregungen unterteilt je nachdem, ob Elektronen vollsta¨ndig
innerhalb eines Monomeren, vollsta¨ndig zwischen zwei Monomeren, oder gemischt angeregt
werden (siehe Abb. 8.1). Entsprechend der vorangehend geschilderten naiven Interpretati-
on kommt der BSSE hauptsa¨chlich durch die gleichzeitige Anregung von zwei Elektronen
eines Monomeren in Orbitale des anderen Monomeren zustande (sog. BSSE-Anregung und
Ladungspolarisation bzw. ionische Anregung vom Typ II). Indem diese Anregungsklassen
nicht zugelassen werden, kann der BSSE reduziert werden [323]. Dieses Vorgehen fu¨hrt
allerdings zu einer gewissen Willku¨hr: Es gibt ionische Anregungen, die einer echten Wech-
selwirkung entsprechen (man denke hier z.B. an Charge-Transfer-Eﬀekte). Zudem gibt es
in der supermolekularen Referenzwellenfunktion immer einen Ladungsu¨berlapp zwischen
den beiden Monomeren, so dass es keine ganz eindeutige Trennung der Monomerenorbita-
le und somit der Anregungsklassen gibt. Zuletzt ist der BSSE nur eine der Fehlerquellen
supermolekularer Rechnungen; der BSCE und das Problem der Diﬀerenzen großer Zahlen
bleiben [322].
Eine Gruppe von alternativen Ansa¨tzen zur Berechnung von Wechselwirkungsener-
gien sind sto¨rungstheoretischer Natur. Unter diesen Methoden ﬁndet sich die symmetrie-
adaptierte Sto¨rungstheorie (SAPT) und als einer ihrer Vertreter die symmetrisierte Rayleigh-
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Schro¨dinger-Sto¨rungstheorie (SRS), auf die im Folgenden ausschließlich eingegangen wird.
Die zentrale Idee der SAPT-Methode ist die direkte perturbative Berechnung der Wechsel-
wirkungsenergie ohne den Umweg u¨ber die Monomer- und Dimerenergien. Dieser Ansatz
umgeht das Problem der Energiediﬀerenzen (1.) vollsta¨ndig. Auch fu¨r die Korrektur der
Basissatzfehler (2.) ko¨nnen im Rahmen der SAPT akkurate und wohldeﬁnierte Strategien
entwickelt werden.
Eine weitere wertvolle Eigenschaft von SAPT ist, dass sich einzelne physikalisch inter-
pretierbare Terme fu¨r die Wechselwirkungsenergie ergeben. So la¨sst sich die Wechselwir-
kung zerlegen in Polarisations-, Induktions-, Dispersions- und ho¨here Eﬀekte sowie die zu-
geho¨rigen Austauschterme (die einzelnen Terme werden im folgenden Abschnitt erla¨utert).
Aus diesen lassen sich Aussagen u¨ber die Natur der Wechselwirkung und der maßgeb-
lich an der Wechselwirkung beteiligten Moleku¨lfragmente ableiten. Zur Entwicklung von
Kraftfeldern ist dies ebenfalls sehr hilfreich, da die jeweilige speziﬁsche funktionale Form
der Wechselwirkungsterme beim Fitten beru¨cksichtigt werden kann.
Es sei aber auch auf einige Probleme der SRS hingewiesen. Als sto¨rungstheoretischer
Ansatz unterliegt sie hinsichtlich der intramolekularen Korrelation a¨hnlichen Konvergenz-
bedingungen wie die Møller-Plesset-Sto¨rungstheorie (z.B. Intruder-State-Problem, siehe
Kap. 2.3.2). Da aber die Bildung von Energiediﬀerenzen vermieden wird, sind die Resul-
tate nicht ganz so anfa¨llig bezu¨glich der Qualita¨t der Referenzwellenfunktion. Bei sehr ho-
hen Sto¨rordnungen im intermolekularen Wechselwirkungspotential ko¨nnen sich allerdings
Probleme ergeben, die mit den Symmetrieeigenschaften der Referenzwellenfunktion zu-
sammenha¨ngen. Diese resultieren letztlich daraus, dass die SRS-Referenzwellenfunktion
einem unphysikalischen Zustand entspricht, der nicht exakt antisymmetrisch bezu¨glich
Teilchenvertauschung ist. Es wurde numerisch gezeigt, dass daraus ungefa¨hr ab der 30.
Sto¨rordnung Oszillationen oder gar Divergenzen entstehen ko¨nnen [324]. Fu¨r niedrige
Sto¨rordnungen (2. bis 3. Ordnung in der intermolekularen Wechselwirkung) ist die SRS-
Wechselwirkungsenergie in der Regel von a¨hnlich hoher Qualita¨t wie bei der aufwa¨ndigeren
CCSD(T)-Methode [325].
Da sich die MP2-Methode auf Grund des relativ gu¨nstigen Skalenverhaltens bei der Be-
rechnung von Wechselwirkungen großer Moleku¨le als Kompromiss zwischen Genauigkeit
und Rechenaufwand etabliert hat, muss sich die im Folgenden entwickelte SRS-basierte
Methode an ihr messen lassen. Im Vergleich zur supermolekularen MP2-Theorie a¨hnlicher
Sto¨rordnung im intermolekularen Wechselwirkungspotential ergeben sich bei der SRS for-
mal deutlich kompliziertere und zudem zahlreichere Terme. Dies ist darauf zuru¨ckzufu¨hren,
dass die ungesto¨rte SRS-Wellenfunktion keinerlei intermolekulare Wechselwirkung beinhal-
tet, auch nicht diejenige, die sich beim supermolekularen Ansatz bereits auf dem HF-Niveau
ergibt. Daher mu¨ssen ausgehend von der Referenzwellenfunktion Terme der ersten und
zweiten Ordnung genutzt werden, um die HF-Wechselwirkung zu beschreiben.
Bei der MP2-Theorie sind allerdings einige Deﬁzite des supermolekularen Ansatzes wie
vorangehend beschrieben besonders ausgepra¨gt, und so ist die SRS bei gleicher Ordnung im
Wechselwirkungspotential hinsichtlich der Qualita¨t der Ergebnisse in der Regel u¨berlegen.
Auch die formale Kompliziertheit und ho¨here Anzahl der SRS-Terme muss nicht unbedingt
einen Nachteil bedeuten. Das speziﬁsche Verhalten der einzelnen Terme kann bei der Im-
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plementierung und beim Screening besser beru¨cksichtigt werden. Beispielsweise kann man
im Rahmen eines supermolekularen AO-MP2-Ansatzes
”
lediglich“ ein 1/R4-Verhalten aus-
nutzen, wa¨hrend bei der SAPT-Formulierung vergleichbarer Ordnung im intermolekularen
Wechselwirkungspotential bereits ein 1/R6-Verhalten zu beobachten ist. Wie im Folgenden
gezeigt wird, lassen sich daher einzelne SAPT-Terme sehr eﬃzient (linear-skalierend und
mit kleinem Vorfaktor) implementieren.
8.2 Grundlagen der symmetrieadaptierten Sto¨rungs-
theorie
Die Grundidee der symmetrieadaptierten Sto¨rungstheorie ist die direkte sto¨rungstheore-
tische Berechnung der Wechselwirkungsenergie ohne den Umweg u¨ber die Dimeren- und
Monomerenergien. Dazu wird der vollsta¨ndige Hamiltonoperator des Dimers in die Ha-
miltonoperatoren der Monomere und den Operator der intermolekularen Wechselwirkung
VˆAB zerlegt:
HˆAB = HˆA + HˆB + VˆAB. (8.2)
Die jeweiligen Monomeren-Hamiltonoperatoren HˆA bzw. HˆB in der Born-Oppenheimer-Na¨-






























wobei X hier und im Folgenden abku¨rzend sowohl fu¨r Monomer A als auch Monomer B
stehen kann. Mit der Einschra¨nkung der Summation (i ∈ X bzw. α ∈ X) wird angedeutet,
dass die Summen allein u¨ber die Elektronen bzw. Kerne von Monomer X laufen.
Die Monomeren-Hamiltonoperatoren beschreiben ausschließlich die Intramonomeren-
wechselwirkung, d.h. diejenigen Wechselwirkungsterme, die innerhalb eines Monomers auf-































Die intermolekulare Wechselwirkung kann nun sto¨rungstheoretisch behandelt werden,
indem man von den isolierten Monomeren als ungesto¨rtem System ausgeht und den inter-
molekularen Wechselwirkungsoperator als Sto¨roperator verwendet:
HˆAB = Hˆ0 + ζVˆAB, Hˆ0 = HˆA + HˆB. (8.5)
Hierbei bezeichnet ζ einen Sto¨rparameter, mit dem sich die Sto¨rung an- oder ausschalten
la¨sst (ζ = 1 bzw. ζ = 0).
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Das Sto¨rproblem (8.5) ließe sich nun prinzipiell im Rahmen der bekannten Methoden
der Sto¨rungstheorie (siehe z.B. Abschnitte 2.3.2 und 2.3.3) durch eine Entwicklung der
exakten Wellenfunktion und Energie im Sto¨rparameter ζ lo¨sen. Im Falle der intermoleku-
laren Wechselwirkung treten allerdings einige Komplikationen auf, die mit der Wahl der
ungesto¨rten Wellenfunktion zusammenha¨ngen: Im einfachsten Fall setzt man die ungesto¨rte
Dimeren-Wellenfunktion |Ψ0〉 als Produkt der Monomerenfunktionen an,
|Ψ0〉 ≡ |ΨAΨB〉 ≡ |ΨA〉 ⊗ |ΨB〉 , (8.6)
und wendet wie gewohnt die RSPT zur Herleitung der Sto¨renergien an. Auf diesem Wege
gelangt man zur sogenannten Polarisationsna¨herung (polarization approximation) [326,327]
der Wechselwirkungsenergie, wie sie im na¨chsten Abschnitt noch eingehend besprochen
wird. Der Ansatz von Gl. (8.6) fu¨r die ungesto¨rte Wellenfunktion des Dimeren verletzt
allerdings das Pauli-Prinzip, nach dem sich die Wellenfunktion antisymmetrisch bezu¨glich
Teilchenvertauschung zwischen den Monomeren verhalten mu¨sste. Diese Nichtbeachtung
der Antisymmetrie bezu¨glich Teilchenvertauschung zwischen den Monomeren kann zu be-
tra¨chtlichen Fehlern in den berechneten Energien und zu erheblichen Problemen bezu¨glich
der Konvergenz oder gar vo¨lligem Versagen der Sto¨rentwicklung fu¨hren [328].
Es wurden daher verschiedene Ansa¨tze entwickelt, mit denen die Anstisymmetrie der
Wellenfunktion (zumindest na¨herungsweise) wiederhergestellt werden kann und die man
unter dem Begriﬀ der symmetrieadaptierten Sto¨rungstheorie zusammenfasst (fu¨r einen
U¨berblick siehe beispielsweise Ref. [328, 329]). Die SAPT-Ansa¨tze kann man danach un-
terteilen, ob die Antisymmetrie in sta¨rkerem oder schwa¨cheren Maße wiederhergestellt
wird (strong bzw. weak symmetry forcing).1 Eine der in der Praxis erfolgreichsten und
am ha¨uﬁgsten eingesetzten Methoden [328] ist die symmetrisierte Rayleigh-Schro¨dinger-
Sto¨rungstheorie (symmetrized Rayleigh-Schro¨dinger ansatz, SRS) von Jeziorski und Ko los
[330], die im Rahmen dieser Arbeit ausschließlich verwendet wird.
Um die recht aufwa¨ndige Herleitung der Arbeitsgleichungen der SRS-Methode leichter
versta¨ndlich zu machen, ist es zweckma¨ßig, schrittweise vorzugehen. Dazu wird zuna¨chst die
Polarisationsreihe als einfachste Herangehensweise an das Wechselwirkungsproblem bespro-
chen und ein fu¨r die nachfolgende Herleitung besonders geeigneter Formalismus vorgestellt
(Abschnitte 8.2.1 und 8.2.2). Anschließend werden die Grundlagen der SRS-Theorie mit
Blick auf die Antisymmetrisierung der Wellenfunktion eingefu¨hrt (Abschnitt 8.2.3). Bis zu
diesem Zeitpunkt wird die Elektronenkorrelation innerhalb der Monomere vernachla¨ssigt
und erst im Abschnitt 8.2.4 wieder explizit beru¨cksichtigt. In Abschnitt 8.2.5 wird die so-
genannte S2-Na¨herung kurz besprochen, welche zu einfacheren Arbeitsgleichungen fu¨hrt.
Die expliziten Arbeitsgleichungen der SRS-Methode und die im Rahmen dieser Arbeit ent-
wickelten dichtematrixbasierten Formulierungen werden schließlich in Abschnitt 8.3 vorge-
stellt.
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8.2.1 Die Polarisationsreihe
Die einfachste sto¨rungstheoretische Behandlung der Wechselwirkung besteht darin, die
Energie und Wellenfunktion ausgehend von der ungesto¨rten und nicht antisymmetrischen
Wellenfunktion |Ψ0〉 = |ΨAΨB〉 als Potenzreihe im Sto¨rparameter ζ zu entwickeln. Dazu
geht man zuna¨chst davon aus, dass die exakten Lo¨sungen der ungesto¨rten Monomeren-
Schro¨dingergleichungen bekannt sind,
HˆA |ΨA〉 = EA |ΨA〉
HˆB |ΨB〉 = EB |ΨB〉 ,
(8.7)
und die ungesto¨rte Dimeren-Wellenfunktion als Produkt der Monomerenfunktionen ange-
setzt wird:
|Ψ0〉 = |ΨAΨB〉 = |ΨA〉 ⊗ |ΨB〉 . (8.8)
In diesem Fall ergibt sich die ungesto¨rte Energie als Summe der Monomerenenergien,
E
(0)
0 = EA + EB. (8.9)
Die Sto¨renergien n-ter Ordnung lassen sich mit diesem Ansatz durch die Anwendung
der Rayleigh-Schro¨dinger-Sto¨rungstheorie herleiten. Auf diesem Wege gelangt man zur








wobei n die jeweilige Ordnung im intermolekularen Wechselwirkungspotential VˆAB bezeich-
net. Formal lassen sich die Polarisationsenergien E
(n)











Ein Vorteil der Polarisationsreihe ist die formale Einfachheit der resultierenden Glei-




















Es kann jedoch gezeigt werden, dass die Polarisationsreihe nicht immer gegen das exak-
te Ergebnis der Wechselwirkungsenergie konvergiert. Dies liegt daran, dass die im Rahmen
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der Polarisationsreihe gewa¨hlte ungesto¨rte Wellenfunktion |ΨAΨB〉 nicht antisymmetrisch
bezu¨glich Teilchenvertauschung zwischen den Monomeren ist und somit keine gu¨ltige ferm-
ionische Wellenfunktion darstellt. Daraus resultiert letztlich, dass die Sto¨rung VˆAB nicht
immer
”
klein“ [103] gegenu¨ber dem ungesto¨rten Hamiltonoperator Hˆ0 ist [328]. Dies kann
leicht am folgenden Beispiel illustriert werden: Betrachtet man die Wechselwirkung zwi-
schen zwei Heliumatomen, so wu¨rde die ungesto¨rte (unkorrelierte) Wellenfunktion im Rah-





Die korrekte antisymmetrische Wellenfunktion hingegen entspricht der Konﬁguration σ2gσ
2
u,
also einem vo¨llig anderem Zustand. Aus diesem einfachen Beispiel wird ersichtlich, dass
die A¨nderung der ungesto¨rten Wellenfunktion im Rahmen der Polarisationsna¨herung unter
dem Einﬂuss der intermolekularen Wechselwirkung sehr groß werden kann.
Umfangreiche theoretische und numerische Untersuchungen belegen, dass die Polari-
sationsreihe fu¨r Systeme mit zwei oder weniger Elektronen bestenfalls langsam gegen die
exakte Wechselwirkungsenergie konvergiert [324,331–333]. Fu¨r Systeme mit mehr als zwei
Elektronen kann sogar gezeigt werden, dass die Polarisationsreihe stets divergent ist [334],
so dass die praktische Anwendbarkeit des Polarisationsansatzes eher begrenzt ist.
8.2.2 Die Polarisationsreihe im Projektionsoperatorformalismus
Fu¨r die nachfolgende Beschreibung der symmetrisierten Rayleigh-Schro¨dinger-Theorie ist
es vorteilhaft, zu einem Formalismus zu wechseln, in dem die Wechselwirkungsenergien
in Form von Erwartungswerten u¨ber die ungesto¨rte Wellenfunktion ausgedru¨ckt werden
ko¨nnen. Diese erha¨lt man, indem die sogenannte Bloch-Form [335] der Schro¨dingergleichung
verwendet wird,
|Ψ〉 = |Ψ0〉+ Rˆ0
(
〈Ψ0| VˆAB |Ψ〉 − VˆAB
)
|Ψ〉 . (8.13)
Hierbei bezeichnet |Ψ〉 die exakte Wellenfunktion des Dimers, und mit Rˆ0 ist die reduzierte
Resolvente des ungesto¨rten Hamilton-Operators Hˆ0 gegeben,
Rˆ0 =
1− Pˆ0
Hˆ0 −E0 + iǫ
, (8.14)
welche die Inverse des spektral verschobenen, ungesto¨rten Hamiltonoperators darstellt
[103]. Der Projektionsoperator Pˆ0 = |Ψ0〉 〈Ψ0| liefert die Projektion auf die ungesto¨rte
Grundzustandsfunktion.
Die Schro¨dingergleichung (8.13) la¨sst sich iterativ lo¨sen [336], indem der reduzierte
Resolventenoperator sukzessive auf die gesto¨rte Wellenfunktion angewendet wird:∣∣Ψ[n]〉 = |Ψ0〉+ Rˆ0 (En − VˆAB) ∣∣Ψ[n−1]〉 , mit En = 〈Ψ0| VˆAB ∣∣Ψ[n−1]〉 . (8.15)
Diese Ausdru¨cke fu¨r die gesto¨rte Wellenfunktion und Energie enthalten alle Korrekturen
bis einschließlich der Ordnung n im intermolekularen Wechselwirkungspotential. Zusa¨tzlich
sind allerdings auch einige ho¨here Beitra¨ge enthalten, was durch die eckigen Klammern
(anstelle der u¨blichen runden Klammern) in den Iterationsgleichungen angedeutet wird.
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Um die gesto¨rte Wellenfunktion und Energie genau bis zu einer bestimmten Ordnung





∣∣Ψ(n)〉 , E(ζ) = ∞∑
n=1
ζnE(n) (8.16)
in den Iterationsformalismus (8.15) eingesetzt und die resultierenden Gleichungen nach
Ordnungen in ζ sortiert. Fu¨r die gesto¨rte Wellenfunktion n-ter Ordnung
∣∣Ψ(n)〉 und Wech-
selwirkungsenergie E(n) resultiert schließlich
E(n) ≡ E(n)pol = 〈Ψ0| VˆAB
∣∣Ψ(n−1)〉 (8.17)




wobei als ungesto¨rte Wellenfunktion das nicht antisymmetrisierte Produkt der ungesto¨rten
Monomerenwellenfunktionen
∣∣Ψ(0)〉 ≡ |Ψ0〉 und als ungesto¨rte Energie die Summe der
ungesto¨rten Monomerenenergien E(0) = EA + EB verwendet wird.
Mit diesem Projektionsoperatorformalismus lassen sich die Wechselwirkungsenergien




pol = 〈Ψ0| VˆAB |Ψ0〉
E
(2)
pol = −〈Ψ0| VˆABRˆ0VˆAB |Ψ0〉
E
(3)




Eine Verbesserung gegenu¨ber der Polarisationsreihe kann erzielt werden, indem die un-
gesto¨rte Wellenfunktion antisymmetrisiert wird (sog. Symmetrieerzwingung). Dazu werden
die Iterationsgleichungen zur Erzeugung der gesto¨rten Lo¨sungen verallgemeinert, indem






∣∣Ψ[n]〉 = ∣∣Ψ(0)〉 + Rˆ0(W [n] − VˆAB)Fˆ ∣∣Ψ[n−1]〉 . (8.21)





∣∣Ψ(n)〉 im Falle der Konvergenz (zumindest na¨herungsweise)
dem Pauli-Prinzip.
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Als Antisymmetrisierungsoperatoren ko¨nnen verschiedene Varianten gewa¨hlt werden,
so dass die Symmetrisierung mehr oder weniger strikt erzwungen wird (strong bzw. weak
symmetry forcing). Die einfachste SAPT-Methode mit Symmetrieerzwingung, die SRS-
Methode [337], beruht verblu¨ﬀenderweise auf der Wahl Fˆ = Gˆ = 1, d.h. die gesto¨rten
Wellenfunktionen entsprechen denen der Polarisationsreihe. Im Gegensatz zur Polarisati-
onsreihe werden hier allerdings die gesto¨rten Energien aus der antisymmetrisierten Wel-





beschreiben la¨sst. Auf diese Weise wird die Antisymmetrisierung der Dimerenwellenfunk-
tionen zumindest na¨herungsweise beru¨cksichtigt. Als explizite Konstruktionsvorschrift fu¨r














, N0 = 〈Ψ0| Aˆ |Ψ0〉−1 .
(8.23)
Fu¨r die niedrigsten drei Ordnungen im intermolekularen Wechselwirkungspotential las-
sen sich die SRS-Energien aus dem obigen Formalismus leicht als Erwartungswerte u¨ber
die ungesto¨rte Wellenfunktion ausdru¨cken:
E
(1)
SRS = N0 〈Ψ0| VˆABAˆ |Ψ0〉 (8.24)
E
(2)
SRS = −N0 〈Ψ0| VˆABAˆRˆ0VˆAB |Ψ0〉+N20 〈Ψ0| VˆABAˆ |Ψ0〉 〈Ψ0| AˆRˆ0VˆAB |Ψ0〉 (8.25)
E
(3)
SRS = N0 〈Ψ0| VˆABAˆRˆ0VˆABRˆ0VˆAB |Ψ0〉
−N0 〈Ψ0| VˆAB |Ψ0〉 〈Ψ0| VˆABAˆRˆ20VˆAB |Ψ0〉
−N0 〈Ψ0| VˆABAˆ |Ψ0〉 〈Ψ0| AˆRˆ0VˆABRˆ0VˆAB |Ψ0〉
+N0 〈Ψ0| VˆABAˆ |Ψ0〉 〈Ψ0| VˆAB |Ψ0〉 〈Ψ0| AˆVˆABRˆ20VˆAB |Ψ0〉
−N0 〈Ψ0| VˆABAˆRˆ0VˆAB |Ψ0〉 〈Ψ0| AˆRˆ0VˆAB |Ψ0〉
+N20 〈Ψ0| VˆABAˆ |Ψ0〉 〈Ψ0| AˆRˆ0VˆAB |Ψ0〉2 .
(8.26)
Durch die Antisymmetrisierung der Wellenfunktion ergeben sich im Vergleich zur Pola-
risationsreihe zusa¨tzlich Austauschterme. Fu¨r die physikalische Interpretation ist es sinn-










exch ≡ E(n)int − E(n)pol. (8.27)
Mithilfe dieser Aufspaltung sind alle klassischen Eﬀekte n-ter Ordnung in der jeweiligen
Polarisationsenergie E
(n)
pol zusammengefasst, wa¨hrend E
(n)
exch die Austauscheﬀekte als Quan-
tenpha¨nome beinhaltet.
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Im Vergleich zu SAPT-Methoden mit sta¨rkerer Symmetrieerzwingung liefert die SRS-
Methode recht einfache Arbeitsgleichungen, was wohl ihre Popularita¨t in der praktischen
Anwendung begru¨ndet [325]. Genauer betrachtet beseitigt die SRS-Entwicklung allerdings
die mit der fehlenden Antisymmetrie der ungesto¨rten Wellenfunktion verbundenen Proble-
me der Polarisationsreihe nicht vollsta¨ndig. Vielmehr entspricht auch hier die ungesto¨rte
Wellenfunktion einem unphysikalischen Zustand, der in einem Kontinuum von Pauli-ver-
botenen Zusta¨nden liegt [324,331–333,338], so dass auch hier die Reihe nicht immer gegen
das exakte Ergebnis konvergiert [328]. In der Praxis stellt die Verwendung niedrigerer
Ordnungen der SRS-Reihe allerdings einen guten Kompromiss zwischen Rechenaufwand
und Genauigkeit dar [325], bei dem die gravierendsten Probleme der Polarisationsreihe
gemildert sind. Im Folgenden wird daher ausschließlich mit der SRS-Variante der SAPT
gearbeitet.
8.2.4 Intermolekulare Wechselwirkungen als Vielteilchenproblem
Bei der vorangegangenen Behandlung der intermolekularen Wechselwirkung wurde davon
ausgegangen, dass die exakten Wellenfunktionen der isolierten Monomere bekannt seien.
Dies ist im Allgemeinen nicht der Fall, sondern man ist vielmehr darauf angewiesen, ge-
eignete Na¨herungen fu¨r die Monomerenwellenfunktionen zu ﬁnden. Geht man von den
Fockoperatoren der isolierten Monomere als exakt lo¨sbarem System aus, so lassen sich
die Elektronenkorrelation innerhalb der einzelnen Monomere (Intramonomerenkorrelation)
und die Korrelation zwischen den Monomeren (Intermonomerenkorrelation) als Sto¨rungen
beschreiben:
HˆAB = Hˆ0 + ζVˆAB + λAVˆA + λBVˆB, (8.28)
wobei das ungesto¨rte System durch den Fockoperator Hˆ0 = FˆA+FˆB beschrieben wird. Mit
VˆA und VˆB werden die Fluktuationspotentiale zur Beschreibung der jeweiligen Intramo-
nomerenkorrelation bezeichnet.
Als ungesto¨rte Wellenfunktion geht man nun vom Produkt der HF-Lo¨sungen fu¨r die
isolierten Monomere aus,∣∣Ψ(000)〉 ≡ |Φ0〉 = |ΦAΦB〉 = |ΦA〉 ⊗ |ΦB〉 , (8.29)
wobei mit
∣∣Ψ(nij)〉 die Wellenfunktion n-ter Ordnung in ζ , i-ter Ordnung in λA und j-
ter Ordnung in λB bezeichnet wird. Die ungesto¨rte Energie ergibt sich als Summe der
HF-Orbitalenergien der isolierten Monomere,2
E(000) = Eorb(A) + Eorb(B). (8.30)
2Wie bei der Møller-Plesset-Sto¨rungstheorie entspricht die HF-Energie der ungesto¨rten Monomeren der
Summe aus der Sto¨renergie nullter und erster Ordnung:
EHF(A) + EHF(B) = E
(000) + E(010) + E(001),
156
Kapitel 8. Effiziente und linear-skalierende Berechnung
der dispersiven intermolekularen Wechselwirkungsenergie














Wa¨hrend es bei der eindimensionalen Sto¨rentwicklung in ζ noch relativ einfach ist,
die entsprechenden Terme der Wechelwirkungsenergie bis zu ho¨heren Ordnungen im in-
termolekularen Wechselwirkungspotential herzuleiten, wird diese Vorgehensweise bei drei
Sto¨rparametern schnell unu¨bersichtlich. Des Weiteren fu¨hrt die Antisymmetrisierung der
Wellenfunktion im Rahmen der SAPT-Methoden zu zusa¨tzlichen Komplikationen. Mit Hil-
fe der CCPT kann jedoch ein Formalismus gefunden werden, mit dem sich die Sto¨renergien
fu¨r praktisch beliebige Ordnungen systematisch und termweise gro¨ßenkonsistent formulie-
ren lassen. Aus Gru¨nden der U¨bersichtlichkeit wird nun zuna¨chst der Formalismus fu¨r
eine nicht antisymmetrisierte Wellenfunktion, also die Polarisationsreihe, vorgestellt. An-
schließend werden die no¨tigen Erweiterungen diskutiert, mit denen auch antisymmetrisierte
Wellenfunktionen behandelt werden ko¨nnen.
Die Polarisationsreihe im Vielteilchenformalismus
In Verallgemeinerung der vorangehend beschriebenen Polarisationsreihe kann die Wech-
selwirkungsenergie durch eine dreidimensionale Sto¨rentwicklung in den Parametern ζ , λA
und λB beschrieben werden:





pol(ζ, λA, λB) (8.32)
E
(n)









pol (ζ, λA, λB) (8.33)
Hierbei lassen sich die Polarisationsenergien formal als Koeﬃzienten einer Taylorreihe in












Zur Beschreibung der Intramonomerenkorrelation wird der Coupled-Cluster-Ansatz
verwendet, wie er bereits in Kap. 2.3.3 eingefu¨hrt wurde:
|Ψ0〉 = eTˆ |Φ0〉 , mit |Φ0〉 = |ΦAΦB〉 . (8.35)
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Mit aˆ und bˆ sind hier die Anregungsoperatoren fu¨r Monomer A bzw. B bezeichnet, welche
Elektronen aus den Spinorbitalen α1 . . . αn (bzw. β1 . . . βm) vernichten und solche in den
Orbitalen ρ1 . . . ρn (bzw. σ1 . . . σm) erzeugen.
Wie in Kap. 2.3.3 bereits am Beispiel einer eindimensionalen Sto¨rentwicklung beschrie-
ben wurde, lassen sich mit Hilfe des CCPT-Ansatzes aus der CC-Schro¨dingergleichung
(Hˆ− E) |Ψ0〉 = 0 (8.38)




chung und die Amplitudengleichungen herleiten:
E(ζ, λA, λB) = E




∣∣ e−Tˆ (ζVˆAB +λAVˆA+λBVˆB)eTˆ |Φ〉 = 0, (8.40)
−εα1...αnβ1...βmρ1...ρnσ1...σm ≡ ερ1 + . . .+ ερn + εσ1 + . . .+ εσn − εα1 − . . .− εαn − εβ1 − . . .− εβn. (8.41)
Aus diesen Gleichungen ergeben sich die expliziten Ausdru¨cke fu¨r die Polarisationsenergi-
en verschiedener Ordnungen ganz analog zum eindimensionalen Fall von Gl. (2.38), indem
Terme der verschiedenen Ordnungen in den Sto¨rparametern ζ , λA und λB gesammelt wer-
den.
Dieses Vorgehen ist jedoch fu¨r antisymmetrisierte Referenz-Wellenfunktionen sehr mu¨h-
sam und fu¨r ho¨here Sto¨rordnungen praktisch nicht mehr durchfu¨hrbar. Vielmehr ist es vor-
teilhaft, die Sto¨renergien unterschiedlicher Ordnung aus den Erwartungswerten des Pro-
jektionsoperatorformalismus (Gl. (8.19) fu¨r die Polarisationsreihe) zu berechnen.3














∣∣∣ Xˆ |Φ〉 aˆρ1...ρnα1...αn bˆσ1...σmβ1...βm
εα1...αnβ1...βmρ1...ρnσ1...σm
. (8.43)
gefunden werden. Rˆ dru¨ckt (einfach gesagt) einen beliebigen Operator Xˆ (der auf dem durch die Eigenfunk-
tionen der Monomeren aufgespannten Hilbertraum HB⊗HB definiert ist) durch seine Spektraldarstellung
bezu¨glich der Projektion auf bestimmte Klassen von Anregungen aus. Mit Hilfe dieses Operators la¨sst sich
der supermolekulare Clusteroperator als Lo¨sung der Amplitudengleichung formal schreiben als
Tˆ = Rˆ
(




Da beide Seiten dieser Gleichung vom Clusteroperator abha¨ngen, muss sie iterativ gelo¨st werden:
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Dazu wird die CC-Wellenfunktion |Ψ0〉 = eTˆ |Φ0〉 anstelle der exakten Wellenfunktion
in die Erwartungswerte (8.19) eingesetzt. Um die Normierung der CC-Wellenfunktion zu
beru¨cksichtigen, wird noch der Nenner 〈Ψ0|Ψ0〉 eingefu¨gt, so dass sich die Polarisations-
energien aus Erwartungswerten der Art
〈Ψ0| Xˆ |Ψ0〉
〈Ψ0|Ψ0〉 (8.46)
berechnen lassen. Xˆ steht hierbei fu¨r einen beliebigen (auf dem Produkthilbertraum HA⊗
HB deﬁnierten) Operator.
Zur systematischen Berechnung von Polarisationsenergien beliebiger Ordnung mu¨ssen
daher zuna¨chst explizit verbundene Ausdru¨cke (explicitly connected terms) fu¨r die Erwar-
tungswerte beliebiger Operatoren Xˆ u¨ber die CC-Wellenfunktion gefunden werden. Aus
diesen ko¨nnen anschließend explizit verbundene Ausdru¨cke fu¨r die Wechselwirkungsener-
gien n-ter Ordnung hergeleitet werden.
Fu¨r einen beliebigen Operator Xˆ ist der Erwartungswert mit der Coupled-Cluster-




〈Φ0| eTˆ †XˆeTˆ |Φ0〉
〈Φ0| eTˆ †eTˆ |Φ0〉
. (8.47)
Die Auswertung dieses Ausdruckes ist jedoch in der Praxis problematisch, da die Entwick-
lung des transformierten Operators eTˆ
†
XˆeTˆ im Allgemeinen nicht nach einer ﬁniten Anzahl
von Termen abbricht (weitere Probleme werden beispielsweise im Artikel von Bartlett und
Mitarbeitern diskutiert [339]).
Der CC-Erwartungswert kann jedoch so umformuliert werden, dass man Entwicklun-
gen erha¨lt, die nach einer endlichen Anzahl von Termen abbrechen. Die im Rahmen der
SAPT-Formulierung verwendete Formulierung des Erwartungswertes von Moszynski, Je-
ziorski und Szalewicz [336, 340] beruht auf der Einfu¨hrung eines zweiten Satzes von Clus-
teroperatoren Sˆ, welche die Antwort der CC-Wellenfunktion bezu¨glich der Wirkung des




〈Φ0| eTˆ †eTˆ e−Tˆ XˆeTˆ |Φ0〉
〈Φ0| eTˆ †eTˆ |Φ〉0
= 〈Φ0| eSˆ†e−Tˆ XˆeTˆ |Φ0〉 ,
(8.48)





〈Φ0| eTˆ †eTˆ |Φ0〉
. (8.49)
Dieser iterative Ansatz entspricht Gl. (8.15) des Projektionsoperatorformalismus auf der Ebene der CC-
Parametrisierung der Wellenfunktion, oder, mit anderen Worten kann dies als CCPT-Formulierung des
Projektionsoperatorformalismus aufgefasst werden.
4Ein U¨berblick u¨ber weitere Ansa¨tze zur Bildung von CC-Erwartungswerten kann in Ref. [339,341–345]
gefunden werden. Der nachfolgend verwendete Ansatz weist einige A¨hnlichkeiten zur Extented-Coupled-
Cluster-Methode (ECCM) von Arponen et al. [346–348] auf.
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Wie nachfolgend kurz besprochen wird, fu¨hrt diese Reformulierung des Erwartungswertes
letztlich auf eine zweifache A¨hnlichkeitstransformation u¨ber Exponentialfunktionen der
Clusteroperatoren Sˆ und Tˆ . Durch eine BCH-Entwicklung beider A¨hnlichkeitstransforma-
tionen erha¨lt man eine finite Expansion des Erwartungswertes in voll kontrahierten Termen,
d.h. in explizit verbundenen Diagrammen, die termweise gro¨ßenkonsistent sind.
Zuna¨chst mu¨ssen jedoch explizite Ausdru¨cke fu¨r den zweiten Satz von Clusteropera-
toren Sˆ gefunden werden. Aus [TˆA, TˆB] = 0 folgt unmittelbar, dass auch die Sˆ separabel
sind:
Sˆ = SˆA + SˆB. (8.50)
























Durch Einsetzen dieser Parametrisierung in die CC-Schro¨dingergleichung, Einfu¨gen des






∣∣ e−Tˆ e−Tˆ †eSˆ aˆρρe−SˆeTˆ †eTˆ |Φ0〉 = 0. (8.52)
Durch eine BCH-Entwicklung lassen sich aus dieser Bedingung die Amplitudengleichun-
gen fu¨r die Sˆ herleiten, wodurch die Sˆ eindeutig u¨ber den Clusteroperator Tˆ bzw. den
adjungierten Operator Tˆ † ausgedru¨ckt werden ko¨nnen:〈
Φα1...αnρ1...ρn
∣∣ e−Tˆ e−Tˆ †[aˆρρ, Sˆ]eTˆ †eTˆ |Φ0〉 = 〈Φα1...αnρ1...ρn ∣∣ e−Tˆ e−Tˆ † aˆρρeTˆ †eTˆ |Φ0〉 (8.53)
Ausgehend von diesen Gleichungen ﬁndet man, dass der Sˆ-Operator bis zur dritten Ord-
nung in ζ identisch mit Tˆ ist:5
Sˆ(n) = Tˆ (n) fu¨r n = 0, 1, 2. (8.54)
5Als Referenz seien hier die allgemeinen Ausdru¨cke fu¨r Sˆ angegeben:





















Sˆ = Tˆ + Pˆ
(
[Tˆ †, Tˆ ] +
1
2
[[Tˆ †, Tˆ ], Tˆ ] +
1
2
[[Tˆ , Tˆ †], Tˆ †] + . . .
)
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Unter Verwendung der Deﬁnition des Sˆ-Operators (Gl. (8.49)) la¨sst sich schließlich der
Erwartungswert mit Hilfe einer zweifachen A¨hnlichkeitstransformation ausdru¨cken:6〈
Xˆ
〉
= 〈Φ0| eSˆ†e−Tˆ XˆeTˆ |Φ0〉
= 〈Φ0| eSˆ†e−Tˆ XˆeTˆ e−Sˆ† |Φ0〉
(8.55)
Die BCH-Entwicklung dieses Ausdruckes fu¨hrt schließlich zu einer verbundenen (connected)

















Damit sind explizit verbundene (connected) Ausdru¨cke fu¨r beliebige Ewartungswerte u¨ber
die CC-Wellenfunktionen hergeleitet. Diese lassen sich unmittelbar auf die Erwartungswer-
te fu¨r die Polarisationsenergie (Gl. (8.19)) anwenden. Da diese Energieterme im Rahmen
der SRS-Theorie wieder vorkommen, werden die expliziten Ausdru¨cke fu¨r die Polarisati-
onsenergien auch dort gegeben (siehe Abschnitte 8.3.1 und 8.3.2).
Die symmetrisierte Rayleigh-Schro¨dinger-Sto¨rungstheorie im Vielteilchenfor-
malismus
Zur Herleitung der Energieterme im Rahmen der SRS-Theorie muss in den vorangehend
hergeleiteten Ausdru¨cke fu¨r den Erwartungswert eines Operator Xˆ u¨ber die CC-Wellen-












〈Φ| (aˆα1...αnρ1...ρn )†Xˆ |Φ〉 aˆρ1...ρnα1...αn .
Analoge Gleichungen gelten fu¨r die Anregungsoperatoren des Monomers B. Die [ , ]k bezeichnen k-fach
verschachtelte Kommutatoren, d.h.
[ ˆ˜T †, Tˆ ]0 =
ˆ˜T †
[ ˆ˜T †, Tˆ ]k+1 = [[
ˆ˜T †, Tˆ ]k, Tˆ ].
Da die Ausdru¨cke fu¨r Sˆ ausschließlich Kommutatoren u¨ber die verbundenen (connected) Clusteropteratoren
Tˆ und Tˆ † entha¨lt, ist auch Sˆ verbunden.




/ 〈Φ0| eTˆ †eTˆ |Φ0〉 a¨ndert den Erwartungswert nicht, da die Wirkung
auf die Referenzwellenfunktion gleich bleibt,
eTˆ e−Sˆ
† |Φ0〉 = e
Tˆ e−Tˆ e−Tˆ
† |Φ0〉
〈Φ0| eTˆ †eTˆ |Φ0〉
= e−Tˆ
† |Φ0〉
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〈Φ0| eTˆ †XˆAˆeTˆ |Φ0〉
〈Φ0| eTˆ †AˆeTˆ |Φ0〉
. (8.57)
Dazu wird der Erwartungswert durch Einfu¨gen und Aufspalten von Einheitsoperatoren








= 〈Φ0| eSˆ†e−Tˆ XˆeTˆ e−Sˆ†eSˆ†e−Tˆ AˆeTˆ e−Sˆ† |Φ0〉 . (8.59)
Nach diesem Prinzip lassen sich bereits die voll verbundenen (fully connected) Ausdru¨cke
fu¨r die CC-Erwartungswerte der SRS-Wechselwirkungsenergien der verschiedenen Ordnun-
gen im intermolekularen Wechselwirkungspotential herleiten.
Wie in Gl. (8.27) dargelegt wurde, ist es jedoch vorteilhaft, die Wechselwirkungsenergie
in Polarisations- und Austauschanteile aufzuspalten. Um die antisymmetrisierten Erwar-
tungswerte (8.59) dieser Aufteilung zuga¨nglich zu machen, wird von der folgenden Opera-
toridentita¨t Gebrauch gemacht:




|µ〉 〈µ| den Projektionssuperoperator auf die angeregten Zusta¨nde |µ〉 be-
zeichnet. Durch diese Aufspaltung wird aus dem Erwartungswert eines beliebigen Operators
u¨ber die antisymmetrisierte CC-Wellenfunktion (Gl. (8.59))〈
XˆAˆ
〉
= 〈Φ0| eSˆ†e−Tˆ XˆeTˆ e−Sˆ† |Φ0〉 〈Φ0| eSˆ†e−Tˆ AˆeTˆ e−Sˆ† |Φ0〉
+ 〈Φ0| eSˆ†e−Tˆ XˆeTˆ e−Sˆ†PˆeSˆ†e−Tˆ AˆeTˆ e−Sˆ† |Φ0〉 .
(8.61)
Es la¨sst sich nun zeigen, dass Terme vom ersten (disconnected) Typ den Polarisations-
energien entsprechen, wa¨hrend Terme vom hinteren Typ die jeweiligen Austauschwechsel-
wirkungen beschreiben [329,340]. Die Aufspaltung mithilfe des Projektionsoperators la¨sst
sich unmittelbar auf die SRS-Energieterme anwenden, um explizit verbundene Ausdru¨cke
fu¨r die Wechselwirkungsenergie herzuleiten. Erwartungswerte ho¨herer Ordnung im inter-
molekularen Wechselwirkungspotential (z.B. Gleichungen (8.25) und (8.26)) ko¨nnen dabei
durch die mehrfache Anwendung von Gl. (8.60) erhalten werden.
8.2.5 Die S2-Na¨herung in zweiter Quantisierung
Die bisher beschriebene Behandlung der intermolekularen Wechselwirkung war im Rahmen
der SRS-Methode exakt. Aus der Verwendung des exakten Antisymmetrisierungsoperators
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Aˆ in den SRS-Gleichungen (8.24), (8.25) und (8.26) resultieren allerdings Ausdru¨cke, die
fu¨r die eﬃziente Implementierung in der Praxis zu kompliziert sind. Daher ist es u¨blich,
mit einem gena¨herten Antisymmetrisierungsoperator zu arbeiten, was zu einfacheren und
eﬃzienter implementierbaren Ausdru¨cken fu¨hrt [349]. Im Folgenden wird die sogenannte
S2-Na¨herung [349] eingefu¨hrt und anschließend durchgehend verwendet, wie dies auch bei
vielen praktischen Anwendungen der SAPT-Methoden u¨blich ist.7
Der exakte Antisymmetrisierungsoperator fu¨r die Dimerenwellenfunktion lautet
Aˆ = NA!NB!
(NA +NB)!
AˆAAˆB(1 + Pˆ1 + Pˆ2 + . . .), (8.62)
wobei der Permutationsoperator Pˆ1 ein Elektronenpaar zwischen den Monomeren permu-
tiert, Pˆ2 zwei Paare austauscht, usw. AˆA bzw. AˆB bezeichnet die exakten Antisymmetri-
sierungsoperatoren fu¨r die Monomeren A und B.
Eine genauere Analyse der SRS-Gleichungen zeigt [349], dass die Permutationsopera-
toren zu Austauschausdru¨cken fu¨hren, deren Betragswert asymptotisch exponentiell mit
dem Intermonomerenabstand sinkt. Beispielsweise resultieren aus den Termen mit Pˆ1 Aus-
dru¨cke, die quadratisch im U¨berlapp zwischen den Monomeren sind (S2), aus Pˆ2 leiten sich
S4-Terme ab, etc. Fu¨r genu¨gend große Intermonomerenabsta¨nde ist es daher ausreichend,
die Reihe nach dem Pˆ1-Operator abzubrechen:
Aˆ ≈ NA!NB!
(NA +NB)!






Da diese Na¨herung zu austauschartigen Gleichungen fu¨hrt, die maximal quadratisch im
Intermonomerenu¨berlapp S sind, wird sie als S2-Na¨herung bezeichnet.
Eine besonders vorteilhafte Reformulierung der Austauschterme in dichtematrixbasier-
ter Form la¨sst sich ﬁnden, indem der Permutationsoperator in zweiter Quantisierung und in
einer dimerzentrierten Basis (DCBS) aufgestellt wird [340,351,352].8 Es la¨sst sich na¨mlich
zeigen, dass der Permutationsoperator in dieser Basis die folgende einfache Form annimmt:9
Pˆ1 = −SlkSnm aˆkl bˆmn , (8.64)
7Weitere Mo¨glichkeiten zur genauen und zugleich effizienten Beru¨cksichtigung der Antisymmetrie wer-
den beispielsweise von Hesselmann diskutiert [350].
8Unter einer dimerzentrierten Basis wird im Rahmen der SAPT-Methoden die Vereinigung aus den
Monomerenbasen verstanden. Im Gegensatz dazu werden die Monomerenbasen als monomerzentrierte
Basen (MCBS) bezeichnet.
9Die besonders einfache Form (Gl. (8.64)) des Permutationsoperators in der dimerzentrierten Basis
begru¨ndet sich letztlich darin, dass die Hilbertra¨ume HA und HB der einzelnen Monomeren von dersel-
ben Hilbertbasis aufgespannt werden. Die Anwendung des Permutationsoperators Pˆ1 (ho¨here Permuta-
tionen analog) liefert letztlich Matrixelemente, bei denen zwei Indexpaare zwischen den Bra- und Ket-
Zustandsvektoren der Monomeren ausgetauscht sind. Gema¨ß den Slater-Condon-Regeln [353] bzw. dem
Wick’schen Theorem [354] fu¨hrt dies neben der Vertauschung in den Indexpaaren zu zusa¨tzlichen U¨ber-
lapptermen. Diese Argumentation gilt allerdings nur, wenn der Hilbertraum der Dimerenwellenfunktionen
HAB ⊂ HA ⊗ HB bezu¨glich Pˆ1 abgeschlossen ist, d.h. die Anwendung von Pˆ1 wieder ein Element aus
HAB liefert. Es la¨sst sich zeigen, dass der Produktraum bei einer monomerzentrierten Basis bezu¨glich der
Wirkung von Pˆ1 nicht stabil bzw. nicht abgeschlossen ist, so dass die Wirkung von Pˆ1 nicht durch die
obige einfache Form beschrieben werden kann [340].
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wobei kl beliebige MOs des Monomeren A und mn beliebige MOs von B bezeichnen.
Slk = 〈k|l〉 bezeichnet den U¨berlapp zwischen den MOs der beiden Monomeren.10
Die DCBS-Formulierung fu¨hrt zu Gleichungen, die sich leicht mit Hilfe der Dichtema-
trixelemente ausdru¨cken lassen [351,352] und wird daher im Folgenden fu¨r die Formulierung
der Austauschterme ausschließlich verwendet.
10Wie in der SAPT-Literatur u¨blich werden im Folgenden alle Ket-Vektoren u¨ber MOs |〉 als kontravari-
ante Tensoren (hochgestellte Indices) aufgefasst, Bra-Vektoren u¨ber MOs werden als kovariante Tensoren
(tiefgestellte Indices) behandelt. Es wu¨rde den Rahmen dieser Arbeit sprengen, auf die Grundlagen der
Tensoranalysis einzugehen. Eine hilfreiche Einfu¨hrung findet sich in Ref. [355]. Fortgeschrittene Anwen-
dungen in der Quantenmechanik werden im Buch von Schouten [356] behandelt. Weitere Anwendungen im
Rahmen der Quantenchemie ko¨nnen den Arbeiten von Head-Gordon und Mitarbeitern [266,267] entnom-
men werden. Auch der U¨bersichtsartikel von Ochsenfeld et al. [116] entha¨lt eine kurze Darstellung einiger
Grundlagen.
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8.3 Dichtematrixbasierte Reformulierung der inter-
molekularen Wechselwirkungsenergie
In den vorangegangenen Abschnitten wurden die Grundlagen der SRS-Theorie eingefu¨hrt,
mit deren Hilfe sich die intermolekulare Wechselwirkungsenergie sto¨rungstheoretisch be-
schreiben la¨sst. Auf dieser Basis werden im Folgenden die expliziten Arbeitsgleichungen in
Form von Ausdru¨cken u¨ber die Ein- und Zweielektronenintegrale vorgestellt. Dabei wird
zuna¨chst von den MO-basierten Ausdru¨cken [329] ausgegangen, aus denen erstmals eine
linear-skalierende dichtematrixbasierte Reformulierung entwickelt wird.
Da hier die eﬃziente Berechnung von Wechselwirkungsenergien großer Moleku¨le im Vor-
dergrund steht, werden hier hauptsa¨chlich die Energiebeitra¨ge E
(n0)
int unter Vernachla¨ssigung
der Intramonomerenkorrelation betrachtet.11 Diese liefern die fu¨hrenden Beitra¨ge zur jewei-
ligen physikalischen Komponente der Wechselwirkungsenergie, wa¨hrend die Intramonome-
renkorrelation Korrekturen zu diesen Termen ergibt, deren Beitrag zur Wechselwirkungs-
energie meist etwa eine Gro¨ßenordnung geringer ist. Ferner werden nur Wechselwirkungen
bis zur zweiten Ordnung im Wechselwirkungspotential VˆAB betrachtet, was (in Bezug auf
die Ordnung der Intermonomerenkorrelation) ungefa¨hr dem MP2-Niveau entspricht.









int + · · · =
〈Ψ| VˆABAˆ |Ψ〉
〈Ψ| Aˆ |Ψ〉 . (8.65)
Hierbei entspricht E
(10)
int der Wechselwirkung unter Vernachla¨ssigung der Intramonomeren-
korrelation, E
(11)




int bezeichnet die Korrelationskorrektur zweiter Ordnung, usw. Die Wechselwirkungs-





















exch entsprechen weitgehend der elektrostatischen
Wechselwirkung bzw. der zugeho¨rigen Austauschwechselwirkung auf HF-Niveau. Explizite




int wird hierbei die Energie n-ter Ordnung im intermolekularen Wechselwirkungspotential
und m-ter Ordnung in der Intramonomerenkorrelation bezeichnet.
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Die Terme der intermolekularen Wechselwirkungsenergie zweiter Ordnung ko¨nnen eben-









int + · · · =
〈Ψ| [VˆAB, Tˆ(1)2 ]Aˆ |Ψ〉
〈Ψ| Aˆ |Ψ〉 (8.68)
Hierbei ergibt sich der Clusteroperator erster Ordnung im intermolekularen Wechselwir-
kungspotential Tˆ
(1)
2 aus der iterativen Lo¨sung der Amplitudengleichungen (8.40).
Die Wechselwirkungsenergie zweiter Ordnung kann ferner in die sogenannten Induk-
















int ≈ E(20)ind + E(20)disp + E(20)exch−ind(S2) + E(20)exch−disp(S2). (8.70)
Die Induktionsterme entsprechen wiederum HF-artigen Beitra¨gen (Abschnitt 8.3.1). Im
Vordergrund dieser Arbeit steht die Berechnung der Dispersionswechselwirkung, die einem
intermolekularen Korrelationseﬀekt entspricht und in Abschnitt 8.3.2 beschrieben wird.
8.3.1 Hartree-Fock-Wechselwirkungsenergien
Die folgenden SRS-Wechselwirkungsenergien entsprechen ungefa¨hr der HF-Wechselwirkung:
Eint(HF) ≈ E(10)pol + E(10)exch(S2) + E(20)ind + E(20)exch−ind(S2) + δ(HF). (8.71)
In δ(HF) fasst man dabei Eﬀekte ho¨herer Ordnung im Austausch und Orbitaldeformati-
onseﬀekte zusammen [357]. Da die Berechnung dieser ho¨heren Korrekturen im Rahmen des
SAPT-Ansatzes sehr aufwa¨ndig wa¨re, wird in der Literatur diskutiert, diese Terme mithilfe
supermolekularer HF-Berechnungen zu ermitteln (siehe beispielsweise Ref. [329,350]). Dies
wu¨rde allerdings die im Folgenden beschriebenen Eﬃzienzvorteile gegenu¨ber den super-
molekularen Methoden nivellieren, so dass hier auf die Berechnung von δ(HF) verzichtet
wird.
Die nachfolgend vorgestellten Formulierungen der HF-artigen Terme der SRS-Methode
vermo¨gen die HF-Wechselwirkungsenergie zu ca. 80% und mehr wiederzugeben [357]. Ver-
besserte und nur unwesentlich aufwa¨ndigere SAPT-Formulierungen, die bis zu 96% der
HF-Energie reproduzieren, ko¨nnen ebenfalls hergeleitet werden [357].
Im Folgenden wird es no¨tig sein, Integrale u¨ber die MOs und AOs der einzelnen Mo-
nomere in kompakter Form zu notieren. Hierbei ist es vorteilhaft, in Abweichung von
der sonst ga¨ngigen quantenchemischen Nomenklatur die folgenden Bezeichnungen aus der
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SAPT-Literatur zu u¨bernehmen:
m,n = Beliebige MOs des Monomers A
k, l = Beliebige MOs des Monomers B
a, a′, a′′, . . . = Besetzte MOs des Monomers A
b, b′, b′′, . . . = Besetzte MOs des Monomers B
r, r′, r′′, . . . = Virtuelle MOs des Monomers A
s, s′, s′′, . . . = Virtuelle MOs des Monomers B
µ, ν, µ′, ν ′, . . . = AOs des Monomers A
λ, σ, λ′, σ′, . . . = AOs des Monomers B
(8.72)
Da die Zielsetzung dieser Arbeit die Formulierung einer eﬃzienten und bezu¨glich des
Wechselwirkungspotentials korrelierten Methode ist, werden die einzelnen HF-Terme nur
kurz in Hinblick auf ihre physikalische Bedeutung und die linear-skalierende Implemen-





Die Polarisationsenergie (auch elektrostatische oder Coulombenergie) E
(10)
pol beschreibt die
Coulombwechselwirkung zwischen den unkorrelierten (d.h. auf HF-Niveau beschriebenen)
statischen Ladungsverteilungen der Monomere. Fu¨r polare Systeme liefert E
(10)
pol einen der
sta¨rksten Beitra¨ge zur Bindungsenergie. Je nach der relativen Orientierung der Monomere
zueinander kann die Polarisationsenergie sowohl attraktiv als auch repulsiv sein.











wobei die zweite Zeile die dichtematrixbasierte Formulierung beschreibt. Die modiﬁzierten
Zweielektronenintegrale v˜ setzen sich zusammen aus den Zweielektronenintegralen
vabab = 〈ab|ab〉 , (8.74)
der Elektron-Kern-Anziehung (vA) bzw. (vB) zwischen den Elektronen des einen Monomers










































PA und PB bezeichnen die Dichtematrizen fu¨r den besetzten Subraum des jeweiligen Mono-
mers. Fu¨r die AO-basierten Ausdru¨cke wird hier die sogenannte
”
kovariante Integraldarstel-
lung“ (covariant integral representation) [267] verwendet, bei der die AO-Basisfunktionen
als kovariante Tensoren (tiefgestellte Indices) behandelt werden. Die Dichtematrizen trans-
formieren sich in dieser Darstellung wie kontravariante Tensoren, was durch hochgestellte
Indices angedeutet wird.
Der Coulomb-artige Term (8.73) kann unter Ausnutzung der exponentiellen Kopp-
lung zwischen den Basisfunktionsindices mit einem Aufwand von O(N2) berechnet wer-
den. Durch die Verwendung hierarchischer Methoden wie beispielsweise CFMM kann der




Die Austauschenergie (oder Austauschrepulsion) E
(10)
exch beschreibt die zu E
(10)
pol geho¨rige Aus-
tauschwechselwirkung, die aus dem Austausch von Elektronen zwischen den unkorrelierten
und ungesto¨rten Monomerenwellenfunktionen resultiert. Sie ist fu¨r polare Systeme neben
E
(10)
pol ein Hauptbeitrag zur Wechselwirkungsenergie und stets repulsiv.
Explizite Ausdru¨cke fu¨r die HF-Austauschrepulsion lassen sich leicht aus der allge-





2) = −2(ωB)raSbrSab − 2(ωA)sbSasSba − 2vrsabSbrSas . (8.78)
Wie sich aus dem Auftreten von quadratischen Termen im Intermonomerenu¨berlapp schlie-
ßen la¨sst, nimmt der Betrag der Austauschrepulsion exponentiell mit dem Intermonome-
renabstand ab. In Gl. (8.78) bezeichnet (ωX) das durch die Kerne und Elektronen des





































Hierbei bezeichnet PX die Dichtematrix des virtuellen Subraumes fu¨r MonomerX. Die Aus-
tauschrepulsion la¨sst sich wegen der exponentiellen Kopplung der Indices in den U¨berlapp-
und ω-Integralen sowie der Dichtematrixelemente linear-skalierend und mit kleinem Vor-
faktor berechnen [351,352].
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Die statischen Multipolmomente des Monomers B induzieren eine Umverteilung der La-
dungsdichte im Monomer A und umgekehrt induziert A eine Ladungsumverteilung in B.






ind (A← B) + E(20)ind (B ← A). (8.81)
Zur akkuraten Berechnung dieser wechselseitigen Induktion muss die Antwort der Mono-
merenwellenfunktionen (response) mithilfe der Coupled-Perturbed-Hartree-Fock-Methode
(CPHF, siehe beispielsweise Ref. [22]) iterativ bestimmt werden. Na¨herungsweise wird hier
von der sogenannten Finite-Field-Na¨herung ausgegangen, d.h. die Induktionsenergien wer-
den unter Annahme unrelaxierter Monomerenwellenfunktionen berechnet:
E
(20)

















Durch eine Laplacetransformation (analog zur AO-MP2-Theorie, Abschnitt 6) ko¨nnen diese
Gleichungen von der kanonischen MO-Basis in die AO-Basis umgeschrieben werden:
E
(20)















Da die Berechnung der Pseudodichten mit einem relativ großen Vorfaktor verbunden ist,










= gµν ≡ (S−1)µν , (8.84)
wobei gµν den kontravarianten metrischen Tensor und S−1 wie gewohnt die inverse U¨ber-
lappmatrix bezeichnet [116, 267].
Unter Ausnutzung der exponentiellen Kopplung der gestrichenen mit den jeweiligen
ungestrichenen Indices sowie der Dichtematrixkopplung kann die Induktionsenergie eben-
falls linear-skalierend und mit kleinem Vorfaktor berechnet werden [351]. Erweiterungen
fu¨r eine linear-skalierende Implementierung der Induktionsenergie unter Beru¨cksichtigung
der Wellenfunktionsantwort (E
(20)






exch−ind beschreibt den Austauschbeitrag zur Indukti-
onsenergie, die sich analog zu E
(20)






exch−ind(A← B) + E(20)exch−ind(B ← A). (8.85)
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Zur Vereinfachung der Notation wird hier auf die Kennzeichnung der S2-Na¨herung ver-
zichtet. Eine akkurate Berechnung von E
(20)
exch−ind wu¨rde wiederum die Lo¨sung der CPHF-
Gleichung erfordern, wobei hier aber wiederum von der Finite-Field-Na¨herung ausgegangen
wird. Da der Beitrag der Austausch-Induktionsenergie zur Wechselwirkungsenergie in der
Regel deutlich kleiner ist als der Induktionsbeitrag, ist diese Na¨herung hier unproblema-
tisch.







exch−ind(A← B) = −〈Φ0| (VˆAB − V)(Pˆ1 − P 1)SˆA |Φ0〉
E
(20)
exch−ind(B ← A) = −〈Φ0| (VˆAB − V)(Pˆ1 − P 1)SˆB |Φ0〉 ,
(8.86)
wobei mit Sˆ der in Abschnitt 8.2.4 eingefu¨hrte Clusteroperator bezeichnet ist. Mit V bzw.
P 1 ist der Erwartungswert von VˆAB bzw. Pˆ1 u¨ber die Referenzwellenfunktion gemeint.
Als MO-basierten Ausdruck fu¨r die Austausch-Induktionsenergie erha¨lt man
E
(20)






































































































































































εk − εl .
(8.88)
Aus der obigen konventionellen MO-basierten Formulierung ist leicht ersichtlich, dass der
konventionelle Aufwand zur Berechnung der Austausch-Induktionsenergie O(N5) betra¨gt.
Ausgehend von der zweitquantisierten Form des Permutationsoperators in der dimer-
zentrierten Basis wurde in Zusammenarbeit mit Matthias Beer eine MO-basierte Formu-
lierung hergeleitet, die eine dichtematrixbasierte Reformulierung erlaubt [352]. Auf diese
Weise la¨sst sich ebenfalls die Austausch-Induktionsenergie linear-skalierend berechnen.
Linear-skalierende Implementierung der HF-artigen Terme
Die vorangehend beschriebenen, dichtematrixbasierten Reformulierungen der HF-artigen
SRS-Wechselwirkungsterme bis zur zweiten Ordnung in der intermolekularen Wechselwir-
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kung wurden in Zusammenarbeit mit Matthias Beer entwickelt [351,352]. Gemeinsam wur-
den die no¨tigen Erweiterungen fu¨r das Programmpaket Q-Chem 2.0 [208] geschaﬀen, mit
denen wechselwirkende Systeme allgemein behandelt werden ko¨nnen (Basissa¨tze, Modiﬁ-
kationen in den Integralroutinen, etc.). Die Implementierung einiger HF-artiger Terme der
SRS-Wechselwirkungsenergie wurde von Matthias Beer im Rahmen seiner Diplomarbeit
durchgefu¨hrt [351].
Da die Berechnung der korrelierten Wechselwirkungsenergie im Vordergrund dieser Ar-
beit steht, wird hier nur ein kurzer U¨berblick u¨ber den momentanen Stand der Implemen-







exch) wurden AO-basierte Implementierungen geschaﬀen, deren Skalen-
verhalten und Rechenaufwand bereits auf dem momentanen Stand im Vergleich zu den
MO-basierten Formulierungen bzw. zu supermolekularen HF-Berechnungen sehr vorteil-
haft sind. Beispielsweise betra¨gt die supermolekulare Rechenzeit fu¨r einen (H2O)32-Cluster







exch bei gleichen Integral-Thresholds lediglich 51 Sekun-
den beno¨tigt. Der SCF-Zyklus fu¨r die Berechnung der Monomerenwellenfunktionen in der
dimerenzentrierten Basis beno¨tigt 553 Sekunden, so dass die SAPT-Berechnung insgesamt
ca. 600 Sekunden beno¨tigt.
Einen U¨berblick u¨ber das Skalenverhalten der momentanen Implementierung [351,352]
liefert die folgende Tabelle:
Term MO-basiert AO-basiert Momentaner Stand
E
(10)
pol O(N5) O(N) O(N2)
E
(20)
ind O(N5) O(N) O(N)+O(N3)
E
(10)
exch O(N5) O(N) O(N)
E
(20)
exch−ind O(N5) O(N) –
Verglichen wird hier das theoretische asymptotische Skalenverhalten der MO- und AO-
basierten Implementierungen sowie der momentane Stand: Fu¨r die linear-skalierende Be-
rechnung der Coulombintegrale von E
(10)
pol ist noch eine Anpassung der CFMM-Routinen
no¨tig. Bei E
(20)
ind entha¨lt die Bildung der virtuellen Pseudodichte mit der Bildung von S
−1
noch einen mit O(N3) skalierenden Schritt, der allerdings wegen seines geringen Vorfaktors
erst bei großen Systemen dominiert. Zur Umgehung dieses Schrittes ist die Konstruktion
der Pseudodichten mithilfe der von Surja´n [358] beschriebenen Methode geplant.
8.3.2 Intermolekulare Wechselwirkung auf korreliertem Niveau
Im Rahmen der vorliegenden Arbeit wurden eﬃziente Methoden zur Berechnung der in-
termolekularen Wechselwirkung auf korreliertem Niveau entwickelt. Als intermolekularer
Korrelationseﬀekt fu¨hrender Ordnung ist die Dispersionswechselwirkung zu nennen,
E
(2)
int(corr.) ≈ E(20)disp + E(20)exch−disp(S2). (8.89)
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Bezu¨glich der Ordnung in VˆAB entsprechen diese Terme der Wechselwirkung auf MP2-
Niveau. Allerdings la¨sst sich die Qualita¨t der berechneten Wechselwirkungsenergien nicht
unmittelbar aufgrund der Ordnung in der Intermonomerenkorrelation vergleichen: Beim
MP2-Ansatz treten die u¨blichen Probleme der supermolekularen Methoden auf (BSSE, Dif-
ferenz großer Zahlen), wa¨hrend bei den beiden genannten SRS-Termen hingegen beispiels-
weise Austauscheﬀekte ho¨herer Ordnung oder die Antwort der Monomerenwellenfunktion
auf die Sto¨rung durch das elektrostatische Feld durch das jeweils andere Monomer fehlen.
Aufgrund zahlreicher numerischer Studien (siehe beispielsweise Ref. [320,325,359–362])





exch−disp eine brauchbare Beschreibung der Wechselwirkungseﬀekte in großen Moleku¨len
erzielt werden kann. Die SAPT-Wechelwirkung bis einschließlich der zweiten Ordnung (in-
klusive Intramonomerenkorrelation und Response) werden heute generell als den MP2-







disp [363,364] beschreibt die Wechselwirkung zwischen den instan-
tanen Multipolmomenten der (unkorrelierten) Monomeren. Sie ist der Hauptbeitrag zu den
intermolekularen Korrelationseﬀekten. Der MO-basierte Ausdruck fu¨r die Dispersionsener-







εa + εb − εr − εs . (8.90)
Im Unterschied zur MP2-Methode laufen hier allerdings die Paare ar bzw. bs nur u¨ber die
MOs jeweils eines Monomeren.
Im Vergleich zur supermolekularen MP2-Coulombenergie ist bereits dieser MO-basierte
Ausdruck deutlich eﬃzienter zu berechnen. Dies kann illustriert werden, indem man den
Rechenaufwand fu¨r die dominierende erste Vierteltransformation ((µν|λσ) → (iν|λσ))
beider Methoden vergleicht. Als Beispiel wird hier von zwei gleichen Monomeren aus-
gegangen, d.h. die Anzahl an Basisfunktionen, besetzten bzw. virtuellen MOs ist gleich
(Nbas(A) = Nbas(B), oA = oB, vA = vB).
(1.) Bei der Berechnung der supermolekularen MP2-Coulombenergie sind drei MP2-
Berechnungen durchzufu¨hren (Dimer, Monomer A + Ghost, Monomer B + Ghost), bei
denen die erste Vierteltransformation wie folgt skaliert:
Supermoleku¨l O(oN4)
Monomer A + Ghost(B) O(oAN4) ≈ 12O(oN4)
Monomer B + Ghost(A) O(oBN4) ≈ 12O(oN4)
(8.91)
Hierbei bezeichnet N = Nbas(A)+Nbas(B) die Anzahl an Funktionen in der dimerzentrier-
ten Basis. Mit o ist die Anzahl an besetzten MOs des Dimeren bezeichnet, die (bei zwei
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gleichen Monomeren) dem Doppelten von oA bzw. oB entspricht. Insgesamt skalieren die
dominierenden Schritte dieser Berechnung wie 2×O(oN4).
(2.) Fu¨r die Bildung der SRS-Dispersionsenergie ist lediglich eine Berechnung no¨tig.
Die erste Vierteltransformation skaliert hier wie
SRS O(oAN4) ≈ 12O(oN4) . (8.92)
Aufgrund dieser (sehr vereinfachten) Argumentation kann erwartet werden, dass die Be-
rechnung der MO-basierten SRS-Dispersionsenergie bereits um einen Faktor von ca. 4
schneller zu bilden ist als die supermolekulare MP2-Coulombenergie.13
Fu¨r geschlossenschalige Systeme la¨sst sich analog zur Herleitung der AO-MP2-Methode












wobei durch die Indices A bzw. B angedeutet wird, dass hier die transformierten Integrale
im Gegensatz zur supermolekularen AO-MP2-Methode durch die Kontraktion mit den

















′ν ′|λ′σ′) Pλλ′B P
σσ′
B . (8.94)
Die SRS-Dispersionsenergie la¨sst sich in Analogie zur AO-MP2-Coulombenergie mithilfe
des MBIE-Screenings linear-skalierend berechnen. Eine genauere Diskussion des Screenings






exch−disp resultiert aus der Kopplung zwischen Aus-




exch−disp = −2 (v˜srab + hrsab + qrsab) tabrs, (8.95)







Hybrid-“ und Coulombintegrale zusammengefasst. In der konventionellen MO-
basierten Formulierungen treten bei der Berechnung von h bzw. q kompliziertere Terme auf,
an deren dichtematrixbasierter linear-skalierender Reformulierung zurzeit noch gearbeitet
wird. Da es sich hierbei jedoch meist um eine relativ kleine Korrektur zu E
(20)
disp handelt, ist
es vertretbar, diesen Term zuna¨chst zu vernachla¨ssigen.
13Das vorangegangene liefert lediglich einen groben Anhaltspunkt fu¨r den erzielbaren Effizienzvorteil,
da fu¨r eine genaue Analyse auch die anderen Vierteltransformationen und Faktoren wie die Ausnutzung
von Symmetrien beru¨cksichtigt werden mu¨ssen. In der momentanen Implementierung findet man einen
Geschwindigkeitsvorteil mit einem Faktor von ca. 2 (siehe Abschnitt 8.4.1)
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8.3.3 Effekte ho¨herer Ordnung:
Intramonomerenkorrelation und Response
Bei den vorausgehend behandelten Termen der intermolekularen Wechselwirkung wurde
die Intramonomerenkorrelation vernachla¨ssigt. Obwohl eine solche Herangehensweise nicht
zur hochgenauen Vorhersage von Wechselwirkungsenergien geeignet ist, genu¨gt sie bereits
zur Berechnung von intermolekularen Wechselwirkungsenergien bis zu Genauigkeiten von
wenigen kcal/mol.
Als Beispiel sei hier das System Uracil-Wasser genannt [365], bei dem die aus experi-
mentellen Werten extrapolierte Wechselwirkungsenergie -11.2 kcal/mol betra¨gt. Die vor-
angehend beschriebenen HF-artigen SRS-Wechselwirkungsterme sagen eine Bindung von
-9.8 kcal/mol voraus [360]. Die Dispersionsenergie betra¨gt E
(20)
disp = −3.1 kcal/mol bzw.
E
(20)
exch−disp = 0.3 kcal/mol, was insgesamt eine Wechselwirkungsenergie von -12.5 kcal/mol
ergibt [360]. Unter vollsta¨ndiger Vernachla¨ssigung der Intramonomerenkorrelation betra¨gt
die Abweichung der SRS-Wechselwirkungsenergie im Vergleich zu den experimentellen Wer-
ten bei diesem System also 1.3 kcal/mol. Wenngleich die Fehlerschranken der experimen-
tellen Werte in diesem Fall relativ groß sind, liefert dieses Beispiel doch einen Eindruck
von der zu erwartenden Qualita¨t der Ergebnisse.
Eine interessante Mo¨glichkeit zur Beru¨cksichtigung von Intramonomerenkorrelationsef-
fekten stellt die Kombination von SAPT- und DFT-Methoden dar (SAPT/DFT) [350]. Da
die Intramonomerenkorrelationseﬀekte fu¨r die hier interessierenden Systeme in der Regel
eher klein sind, erscheint es gerechtfertigt, die Intramonomerenkorrelation mithilfe eines
DFT-Ansatzes na¨herungsweise zu beschreiben. Auf diese Weise ko¨nnen auch ho¨here Kor-
relationseﬀekte eﬃzient (und prinzipiell ebenfalls linear-skalierend) beru¨cksichtigt werden.
Entsprechende Erweiterungen der hier vorgestellten Arbeiten stellen somit eine wichtige
Aufgabe dar und sind in Vorbereitung.
Beim hier vorgestellten Ansatz wurden ebenfalls Response-Effekte vollsta¨ndig vernach-





wurde, ist die Beru¨cksichtigung der Antwort der Monomerenwellenfunktion auf das Feld
des jeweils anderen Monomers fu¨r akkurate Berechnungen notwendig. Die Antwort der Mo-
nomerenwellenfunktion la¨sst sich (hier am Beispiel der Induktionswechselwirkung) beru¨ck-
sichtigen, indem die Wechselwirkungsenergie als Ableitung der Energie behandelt wird,
E
(20)







und die zugeho¨rigen CPHF-Gleichungen bis zur Selbstkonsistenz gelo¨st werden. Hierbei
beschreibt λ die Sta¨rke der Sto¨rung durch das elektrostatische Feld des anderen Monomers:




Eine eﬃziente und linear-skalierende Reformulierung dieser Gleichungen in dichtematrix-
basierter Form (D-CPSCF) wurde von Ochsenfeld und Head-Gordon vorgestellt [150] und
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von Kussmann und Ochsenfeld weiter optimiert [69, 366, 367]. Durch Erweiterungen die-
ser D-CPSCF-Formulierungen erscheint es daher mo¨glich, Response-Eﬀekte fu¨r die SRS-
Wechselwirkungsterme linear-skalierend zu beru¨cksichten.




Bei der Implementierung der SAPT-Dispersionsenergie kann auf dieselben Techniken wie
bei der AO-MP2J (FTC) Methode zuru¨ckgegriﬀen werden, da der AO-basierte Ausdruck












µν|λσ)(α) (µν|λσ) . (8.98)
Zu beachten ist hierbei, dass die Bra- und Ket-Seiten der transformierten Zweielektronen-
integrale mit unterschiedlichen Dichtematrizen gebildet werden,
(
µν|λσ) = Pµµ′A Pνν′A (µ′ν ′|λ′σ′) Pλλ′B Pσσ′B . (8.99)
Wie bereits in der Diskussion des langreichweitigen Verhaltens der Elektronenkorrela-
tion besprochen wurde (Abschnitt 6.2), fallen in der Multipolentwicklung dieser Integral-
produkte alle Terme bis zur Ordnung 1/R6 weg, wenn die Summationen u¨ber µν und µ′ν ′
sowie λσ und λ′σ′ alle Indices umfassen, so dass P und P Projektoren sind.
Bei der SAPT-Dispersionsenergie umfasst die Summation alle Indices µν und µ′ν ′, die
fu¨r eine Pseudo-Dichtematrix eines Monomeren numerisch signiﬁkant sind (λσ und λ′σ′
analog). Daher ist die Projektoreigenschaft der Pseudo-Dichtematrizen hier automatisch
erfu¨llt und der fu¨hrende Term der Multipolentwicklung fu¨r die transformierten Integralpro-
dukte ist von der Ordnung 1/R6, wie fu¨r die Dispersionsenergie von anderen Betrachtungen
her bekannt ist (siehe beispielsweise Ref. [362, 368]).
Aus diesem Grunde enthalten die MBIEcorr-Schranken fu¨r die Dispersionsenergie nur
den Term der Ordnung 1/R6 im Bra-Ket-Abstand. Die deutlich sta¨rkere Abstandsabha¨ngig-
keit ergibt ein wesentlich eﬃzienteres Integralscreening als bei der supermolekularen AO-
MP2 Methode, wie durch die in Abschnitt 8.4.1 vorgestellten Benchmarks-Rechnungen
verdeutlicht wird.
Zur eﬃzienten Berechnung der transformierten Integrale wird die in Abschnitt 7 vorge-
stellte und weiterentwickelte FTC-Methode eingesetzt. Im Rahmen der SAPT-Implemen-
tierung wird ausschließlich die FTCii-Methode verwendet. Bei der Bildung der Korrelati-









auf, wobei durch die Klammern angedeutet ist, dass die transformierten Gro¨ßen mithilfe
der Pseudodichtematrizen der jeweiligen Monomere A bzw. B berechnet werden. Im Ver-
gleich zur supermolekularen Berechnung ist hierbei die Sparsity der beteiligten V-Matrizen
deutlich ho¨her. Dies liegt zum einen daran, dass die Abstandsabha¨ngigkeit der Potential-
terme mit 1/R3 deutlich sta¨rker ist, zum anderen fu¨hrt die exponentielle Kopplung der
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Diese Arbeit
System Literatur MO-basiertc) AO-basiertc)
(H2O)2 -2.07
a) -2.07 -2.07
Uracil-Wasser -3.12b) -3.11 -3.09
a) [5s3p2d1f/3s2p1d] Basis; Ref. [329, 359]
b) [2s1p1d/1s1p] Basis; Ref. [329, 360,365]
c) Threshold 10−10
Tabelle 8.1: Vergleich der Dispersionsenergie E
(20)
disp fu¨r die SAPT-Implementierungen dieser
Arbeit mit Literaturwerten (alle in kcal/mol).
µν ∈ A mit den i zu einer deutlich verringerten Anzahl an numerisch signiﬁkanten Inte-
grationspunkten.
Um fu¨r alle Testrechnungen einen unmittelbaren Geschwindigkeits- und Genauigkeits-
vergleich zu konventionellen MO-basierten SAPT-Methoden zu ermo¨glichen, wurde eine se-
midirekte MO-basierte Variante der Dispersionsenergie implementiert (MO-SAPT), die auf
dem semidirekten MP2-Algorithmus von Frisch, Head-Gordon und Pople basiert [369]. Die
linear-skalierende AO-basierende Implementierung unter Verwendung von MBIE-Screening
und FTCii-Bildung der transformierten Integrale wird im Folgenden als AO-SAPT bezeich-
net.
8.4.1 Benchmarks
Zur U¨berpru¨fung der Zuverla¨ssigkeit und Genauigkeit der implementierten Varianten der
SAPT-Dispersionsenergie wurden zuna¨chst die mit den MO- und AO-basierten Implemen-
tierungen berechneten Dispersionsenergien mit Ergebnissen aus der Literatur verglichen.
Wie Tab. 8.1 zu entnehmen ist, stimmen die Ergebnisse auch fu¨r gro¨ßere Systeme bis auf
0.01 bzw. 0.03 kcal/mol u¨berein (MO-SAPT bzw. AO-SAPT).14
Fu¨r einen ersten Test der Eﬃzienz der AO-basierten SAPT-Implementierung wurden
lineare Ketten von Fluorwasserstoﬀmoleku¨len (HF)n (intermolekularer Abstand: 1.5 A˚) in
der 6-31G* Basis berechnet. Tab. 8.2 entha¨lt die Rechenzeiten, das Skalenverhalten und die
numerischen Fehler der MO- und AO-basierten Varianten im Vergleich. Es zeigt sich, dass
die Rechenzeit mit dem AO-basierten Algorithmus bei einem Threshold von 10−7 um einen
Faktor von 16 gegenu¨ber der MO-basierten Variante (Threshold 10−6) reduziert werden
kann (n = 32), wobei der numerische Fehler mit 0.8 kcal/mol gegenu¨ber der MO-SAPT-
Implementierung (Threshold 10−10) fu¨r (HF)32 moderat ist. Ferner ist zu bemerken, dass
das lineare Skalenverhalten der AO-SAPT Methode fru¨h einsetzt. Beispielsweise betra¨gt
14Die Abweichung bei der AO-SAPT-Implementierung kann darauf zuru¨ckgefu¨hrt werden, dass ledig-
lich fu¨nf Integrationspunkte fu¨r die Laplace-Transformation und ein Screening-Threshold von 10−7 fu¨r
das Screening im Rahmen der FTC-Integration verwendet wurden. Bei einer Anzahl von sieben Laplace-
Integrationspunkten und einem FTC-Screening-Threshold von 10−10 stimmen MO- und AO-basierte Er-
gebnisse u¨berein.
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System ϑ MO-basiert AO-basiert
t Mx err t Mx err
(HF)2 6 0.6 0.0 22.8 0.1
(HF)4 2.9 2.3 0.1 66.2 1.5 0.3
(HF)8 40.3 3.8 0.1 133.4 1.0 0.4
(HF)16 634.7 4.0 0.4 273.7 1.0 0.7
(HF)32 10088.2 4.0 0.8 546.0 1.0 1.5
(HF)2 7 0.8 0.0 25.2 0.0
(HF)4 4.0 2.3 0.0 72.1 1.5 0.1
(HF)8 53.9 3.8 0.1 157.1 1.1 0.2
(HF)16 834.5 4.0 0.3 321.0 1.0 0.5
(HF)32 13012.0 4.0 0.4 648.9 1.0 0.8
(HF)2 8 1.1 0.0 30.4 0.0
(HF)4 5.3 2.3 0.0 102.7 1.8 0.0
(HF)8 59.3 3.5 0.0 255.5 1.3 0.1
(HF)16 945.5 4.0 0.1 521.3 1.0 0.2
(HF)32 14902.1 4.0 0.2 1044.9 1.0 0.4
Tabelle 8.2: Rechenzeiten t (in Sekunden) fu¨r die Berechnung der Dispersionsenergie E
(20)
disp
fu¨r lineare Fluorwasserstoﬀketten (HF)n in der 6-31G* Basis mit der MO-basierten und
der AO-basierten SAPT-Implementierung dieser Arbeit. Ebenfalls notiert sind das eﬀek-
tive Skalenverhalten Mx und der Fehler (in kcal/mol) verglichen mit der MO-basierten
Berechnung mit Integralthreshold 10−ϑ=10.
es bereits bereits beim (HF)8 lediglich N
1.1. Der geringe Overhead fu¨r die AO-basierte
Methode ist eine Konsequenz der hohen Sparsity der Dichtematrizen fu¨r wechselwirkende
Systeme.
Auch fu¨r Rechnungen mit diﬀusen Funktionen (aug-cc-pVDZ und aug-cc-pVTZ Ba-
sen) werden drastische Geschwindigkeitssteigerungen um Faktoren von 10 und mehr er-
zielt (Threshold 10−7, n = 16), wie die Tabellen 8.3 und 8.4 belegen. Gleichzeitig sind die
numerischen Fehler mit 0.5 kcal/mol fu¨r (HF)16 wiederum moderat.
Interessanterweise wird das Skalenverhalten mit der Basissatzgro¨ße bei gleicher Mo-
leku¨lgro¨ße von ungefa¨hr O(N5) bei der MO-basierten Methode auf O(N3) bei AO-SAPT
(mit MBIE und FTC) verringert (Tab. 8.5). Diese Reduktion des Skalenverhaltens ist
beim Einsatz von Zerlegungsmethoden wie den RI- oder FTC-Methoden zu erwarten
(vgl. Abschnitt 7), wurde allerdings fu¨r die AO-MP2 (FTCµµ) Methode nicht beobach-
tet. Das vorteilhafte Skalenverhalten im Rahmen der AO-SAPT (FTCii) Implementie-
rung kann damit erkla¨rt werden, dass im Falle der supermolekularen AO-MP2 (FTCµµ)
Implementierung Eﬀekte auftreten, welche die Skalenreduktion u¨berlagern. Bei der AO-
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System ϑ MO-basiert AO-basiert
t Mx err t Mx err
(HF)2 6 3.5 0.0 46.2 0.0
(HF)4 39.7 3.5 0.1 177.9 1.9 0.2
(HF)8 635.9 4.0 0.2 451.0 1.3 0.4
(HF)16 10186.7 4.0 0.5 974.3 1.1 0.8
(HF)32 163092.1 4.0 –
a) 2069.5 1.1 –a)
(HF)2 7 4.6 0.0 51.6 0.0
(HF)4 56.2 3.6 0.0 222.4 2.1 0.1
(HF)8 901.7 4.0 0.1 630.9 1.5 0.3
(HF)16 14599.2 4.0 0.2 1452.3 1.2 0.5
(HF)32 233762.8 4.0 –
a) 3052.6 1.1 –a)
(HF)2 8 5.4 0.0 66.7 0.0
(HF)4 67.4 3.6 0.0 285.9 2.1 0.0
(HF)8 1080.4 4.0 0.0 990.3 1.8 0.1
(HF)16 17011.1 4.0 0.1 2540.2 1.4 0.3
(HF)32 299098.8 4.1 –
a) 5603.8 1.1 –a)
a) Referenzrechnung mit Threshold 10−10 nicht durchfu¨hrbar.
Tabelle 8.3: Zeiten t (in Sekunden) fu¨r die Berechnung der Dispersionsenergie E
(20)
disp fu¨r
lineare Fluorwasserstoﬀketten (HF)n in der aug-cc-pVDZ-Basis im Rahmen der MO- und
AO-basierten SAPT-Implementierungen dieser Arbeit. Ebenfalls notiert sind das eﬀektive
Skalenverhalten Mx und der Fehler (in kcal/mol) verglichen mit MO-SAPT bei einem
Integralthreshold von 10−ϑ=10.
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MO-basiert AO-basiert
System ϑ t Mx err t Mx err
(HF)2 6 103.6 0.0 145.5 0.0
(HF)4 1337.1 3.7 0.0 957.7 2.7 0.2
(HF)8 21410.9 4.0 0.1 3669.0 1.9 0.5
(HF)16 342965.7 4.0 –
a) 9152.8 1.3 –a)
(HF)32 5487450.5
b) 4.0b) –a) 19902.2 1.1 –a)
a) Referenzrechnung mit Threshold 10−10 nicht durchfu¨hrbar.
b) Extrapoliert.
Tabelle 8.4: Rechenzeiten t (in Sekunden) fu¨r die Berechnung der Dispersionsenergie E
(20)
disp in
der aug-cc-pVTZ-Basis fu¨r lineare Fluorwasserstoﬀketten (HF)n im Rahmen der MO- und
AO-basierten SAPT-Implementierungen dieser Arbeit. Ebenfalls notiert sind das eﬀektive








Tabelle 8.5: Skalenverhalten der Rechenzeit beim U¨bergang von der aug-cc-pVDZ- zur
aug-cc-pVTZ-Basis bei fester Moleku¨lgro¨ße (Threshold 10−6).
SAPT-Implementierung scheint diese U¨berlagerung vermutlich im Zusammenhang mit der
ho¨heren Sparsity bei wechselwirkenden Systemen nicht aufzutreten.
Als letztes anwendungsnahes Beispiel wurde die Wechselwirkungsenergie zwischen DNA-
Basenpaaren (A · · ·T)n (n = 1, 2, 3) in der 6-31G* Basis berechnet. In Tab. 8.6 sind die Re-
chenzeiten fu¨r die supermolekulare MP2-Coulomb-Wechselwirkungsenergien sowie die MO-
und AO-basierten SAPT-Dispersionsenergien aufgelistet. Da sich die Qualita¨t der super-
molekularen MP2-Rechnung und der SAPT-Berechnungen nicht unmittelbar vergleichen
la¨sst (siehe beispielsweise Abschnitt 8.3.2), dienen die MP2-Daten lediglich als Indikatoren
fu¨r die Eﬃzienz der AO-SAPT-Implementierung.
Wa¨hrend die konventionelle supermolekulare MP2-Rechnung bei DNA3 insgesamt mehr
als 300 Stunden beno¨tigt, wird dies in der MO-SAPT-Implementierung bereits auf ca. 150
Stunden reduziert. Mit der AO-basierten Implementierung betra¨gt die Rechenzeit lediglich
7.6 Stunden, was einer Reduktion um einen Faktor von 42 bzw. 20 bezu¨glich der supermo-
lekularen bzw. MO-basierten Rechnung entspricht. Gleichzeitig ist der numerische Fehler
(siehe Tab. 8.7) mit 0.9 kcal/mol bei DNA2 moderat. Die numerische Genauigkeit kann fu¨r
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das DNA3-System nicht mehr angegeben werden, da es fu¨r eine MO-basierte Berechnung
zu groß ist. Ein graphischer Vergleich der Rechenzeiten fu¨r die einzelnen Methoden ist in
Abb. 8.2 dargestellt.
DNA1 DNA2 DNA3
t t Nx t. Nx
MO-MP2:a)
Supermoleku¨l 2.2 46.8 4.0 265.0d) –
Monomer A 0.3 5.6 3.6 25.5 4.0
Monomer B 0.4 6.6 3.6 30.0 4.0
Gesamt 2.9 59.0 3.9 320.5d) –
SAPT: .
MO-basiertb) 1.5 33.3 4.0 152.4d) –
AO-basiertc) 1.8 4.8 1.3 7.6 1.2
a) Threshold 10−6
b) Threshold 10−6, Fehler 0.8 kcal/mol bei DNA2
c) Threshold 10−8, Fehler 0.9 kcal/mol bei DNA2
d) Extrapoliert mit N4.
Tabelle 8.6: Rechenzeiten t (in Stunden) fu¨r die Berechnung der Dispersionsenergie zwi-
schen DNA-Basen in der 6-31G* Basis im Rahmen des supermolekularen Ansatzes und der
SAPT-Implementierungen dieser Arbeit. Das Skalenverhalten Nx im Vergleich zum jeweils





DNA1 8 0.0 0.5
7 0.2 1.2
6 0.4 2.0
DNA2 8 0.1 0.9
7 0.5 2.4
6 0.8 3.6
Tabelle 8.7: Numerischer Fehler (in kcal/mol) in der Dispersionsenergie zwischen DNA-
Basenpaaren in der 6-31G* Basis verglichen mit der MO-SAPT-Implementierung und ei-
nem Threshold von 10−10.



















* Extrapoliert. Supermolekulare Rechenzeit: 320.5h
*
Abbildung 8.2: Zeiten fu¨r die Berechnung der Dispersionsenergie fu¨r DNA-Basenpaare
mittels MP2 sowie den konventionellen und linear-skalierenden SAPT-Implementierungen
dieser Arbeit in der 6-31G* Basis.
182
Kapitel 8. Effiziente und linear-skalierende Berechnung
der dispersiven intermolekularen Wechselwirkungsenergie
8.5 Fazit
Sto¨rungstheoretische Methoden liefern einen wertvollen Beitrag zur direkten Berechnung,
zum Versta¨ndnis und der Vorhersage intermolekularer Wechselwirkungen. Im vorliegenden
Abschnitt wurden linear-skalierende dichtematrixbasierte Reformulierungen der symme-
trisierten Rayleigh-Schro¨dinger-Sto¨rungstheorie entwickelt, mit denen sich HF-artige und
korrelierte Wechselwirkungsenergien eﬃzient und numerisch genau berechnen lassen. Das
im Rahmen dieser Arbeit entwickelte MBIE-Screening wurde fu¨r dispersive Wechselwir-
kungen erweitert und mithilfe der FTC-Methode wurde ein Programm entwickelt, mit dem
sich die Dispersionswechselwirkung auch fu¨r große Systeme eﬃzient berechnen la¨sst. Bei-
spielsweise reduziert sich der Rechenaufwand durch den Einsatz dieser neuen AO-basierten
Methode bei DNA3 um einen Faktor von 42 gegenu¨ber einer supermolekularen MO-MP2J-
Berechnung und um einen Faktor von 20 gegenu¨ber einer MO-SAPT-Implementierung.
Gleichzeitig bleibt der numerische Fehler mit 0.9 kcal/mol (DNA2) klein.
Die SAPT-Methoden bieten ein großes Potential fu¨r weitere Mo¨glichkeiten zur eﬃzi-
enten und genauen Behandlung von großen Systemen. Beispielsweise ist die Beru¨cksichti-
gung der Intramonomerenkorrelation durch Dichtefunktionalmethoden [350] oder die Be-
handlung der Monomeren-Response durch linear-skalierende D-CPSCF-Verfahren [150,366]
mo¨glich, so dass – verglichen mit konventionellen Methoden – noch ho¨here Genauigkeiten
bei geringem Rechenaufwand erzielbar sind.
Kapitel 9
Zusammenfassung und Ausblick
Quantenchemische Berechnungen nehmen heute eine wichtige Rolle beim Versta¨ndnis, der
Rationalisierung und der Vorhersage der Eigenschaften chemischer Systeme ein. Eine be-
sondere Aufgabe kommt hierbei den linear-skalierenden Methoden zu, mit deren Hilfe die
Beschreibung großer Moleku¨le u¨berhaupt erst mo¨glich wird. Als Beispiele fu¨r Gebiete von
zentraler Bedeutung fu¨r die Weiterentwicklung linear-skalierender Verfahren sind heute
die Bereiche der Elektronenkorrelation, Moleku¨ldynamik und intermolekularen Wechsel-
wirkungen zu nennen. Im Rahmen der vorliegenden Arbeit wurden neuartige Methoden
entwickelt, die erstmalig eine linear-skalierende und zugleich rigorose Beschreibung der
genannten Eﬀekte in großen System ermo¨glichen.
Mit der neu entwickelten MBIE-Integralschranke (Multipole Based Integral Estimates)
kann die 1/R-Abha¨ngigkeit der Ladungsverteilungen in Zweielektronenintegralen erstmals
rigoros beru¨cksichtigt werden. So lassen sich die numerisch signiﬁkanten Integralbeitra¨ge
unter Beru¨cksichtigung der 1/R-Abha¨ngigkeit vorauswa¨hlen, was den Aufwand der In-
tegralberechnung in quantenchemischen Methoden ohne Verlust an Genauigkeit und Zu-
verla¨ssigkeit reduziert.
Fu¨r die Berechnung der Austauschmatrizen im Rahmen von HF- und DFT-Methoden
konnten bei DNA-Systemen mithilfe des MBIE-Screenings Geschwindigkeitsgewinne von
Faktoren bis zu 2.1 bei gleicher numerischer Genauigkeit erzielt werden. Im Rahmen linear-
skalierender Methoden ermo¨glicht dies die Berechnung der Austauschanteile fu¨r 2-mal so
große Systeme in derselben Rechenzeit und mit derselben Genauigkeit.
Eine weitere wichtige Konsequenz des MBIE-Ansatzes ist die Mo¨glichkeit, die Eﬃzi-
enz fu¨r die Berechnung der Struktur und Dynamik von Moleku¨len zu steigern, indem die
A¨nderung von Integralen im Verlauf von Schritten auf der Born-Oppenheimer-Hyperﬂa¨che
rigoros abgescha¨tzt wird. Dadurch kann die Wiederberechnung von numerisch nicht-sig-
niﬁkanten Integrala¨nderungen vermieden und Geschwindigkeitsvorteile von bis zu einer
Gro¨ßenordnung bei numerischen Fehlern im µHartree-Bereich erzielt werden.
Die neuen MBIE-Schranken ero¨ﬀnen u¨berdies neue Mo¨glichkeiten zur Reduktion des
Skalenverhaltens von Elektronenkorrelationsmethoden, die fu¨r genaue Berechnungen be-
no¨tigt werden. Hier konnte im Rahmen der AO-MP2-Methode gezeigt werden, dass mit
Erweiterungen der MBIE-Schranken erstmalig die starke 1/R4-Abha¨ngigkeit von Produk-
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ten transformierter Zweielektronenintegrale rigoros ausgenutzt werden kann. Bereits fu¨r
kleine Systeme erha¨lt man durch diese starke Kopplung ein lineares Skalenverhalten der
Integralzahl, beispielsweise N1.4 beim U¨bergang von C5H12 zu C10H22 in der 6-31G* Ba-
sis bei einem numerischen Fehler von lediglich 0.04 mHartree (0.03 kcal/mol). Bei DNA-
Basenpaaren (A− T)2 bzw. (A− T)4 skaliert die Anzahl an Integralprodukten mit N1.5
bzw. N1.2 bei einem numerischen Fehler von lediglich 0.3 bzw. 0.6 mHartree (0.2 bzw. 0.4
kcal/mol).
Ferner wurden mit FTCµµ und FTCii neue Methoden zur eﬃzienten Berechnung und
Kontraktion transformierter Zweielektronenintegrale im Rahmen linear-skalierender Korre-
lationsmethoden entwickelt. Diese reduzieren den Rechenaufwand fu¨r die Transformation
der Zweielektronenintegrale um mehr als eine Gro¨ßenordnung bei geringen numerischen
Fehlern.
Es wurde eine Implementierung der AO-MP2-Theorie unter Einsatz der FTCii-Metho-
de vorgestellt, mit der sich die Coulomb-Korrelationsenergie sehr viel eﬃzienter als mit
konventionellen MO-basierten Methoden berechnen la¨sst. Beispielsweise ist die AO-MP2J
(FTCii) Methode bei C90H182 in der VTZ(d)-Basis 42-mal schneller als konventionelles
MO-MP2J und 5-mal schneller als RI-MP2J bei vergleichbaren numerischen Fehlern in der
Korrelationsenergie. Fu¨r DNA2 ergibt sich in der 6-31G* Basis ein Geschwindigkeitsvorteil
von 5.1 bezu¨glich konventionellem MO-MP2 bei einem numerischen Fehler von lediglich
0.6 kcal/mol.
Fu¨r die Berechnung korrelierter intermolekularer Wechselwirkungsenergien im Rahmen
der Symmetrie-adaptierten Sto¨rungstheorie konnten ebenfalls durch die Kombination von
MBIE-Screening und FTCµµ-Integralbildung drastische Geschwindigkeitsgewinne erzielt
werden. Beim DNA-Basenpaar (A · · ·T)3 in der 6-31G* Basis wird die Rechenzeit im Ver-
gleich zum konventionellen MO-basierten Ansatz um einen Faktor von 20 reduziert, wobei
die numerische Genauigkeit in der Gro¨ßenordnung von 1 kcal/mol und besser liegt.
Trotz dieser Fortschritte bleibt genu¨gend Raum fu¨r weitere Verbesserungen. Hier sind
insbesondere eﬃziente Strategien fu¨r die Speicherung, Kompression und Organisation von
Integralen fu¨r Moleku¨ldynamik-Simulationen zu nennen, die bei gro¨ßeren Systemen in der
momentanen Implementierung limitierend wirken ko¨nnen. Ferner erscheint eine Kombi-
nation der FTC-Methode mit anderen Zerlegungsmethoden sinnvoll, um die Sta¨rken der
verschiedenen Ansa¨tze zu kombinieren. Beispielsweise ko¨nnte die Beschreibung von Kern-
Kern- oder Kern-Valenz-Korrelation durch RI-Ansa¨tze u¨bernommen werden, was mit der
FTC-Methode momentan nur schwierig mo¨glich ist. Ferner sind fu¨r die praktische Anwend-
barkeit der AO-MP2 (FTC) Methode eﬃziente Erweiterungen auf die Austauschkorrela-
tionsenergie essentiell.
Insgesamt ero¨ﬀnen die im Rahmen dieser Arbeit entwickelten rigorosen, linear-ska-
lierenden und eﬃzienten Methoden neue Mo¨glichkeiten fu¨r viele quantenchemische An-
wendungen auf große Moleku¨le und verbessern so das Zusammenspiel von Theorie und
Experiment.
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