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ABSTRAK 
Fuzzy Radial Basis Function Neural Network (FRBFNN) adalah model 
penggabungan antara konsep logika fuzzy dengan Radial Basis Function Neural 
Network (RBFNN). Pada FRBFNN data input yang awalnya berupa nilai  crisp 
diubah ke nilai fuzzy, dan data output yang berupa nilai fuzzy diubah ke nilai crisp. 
Tujuan dari penelitian ini adalah untuk menjelaskan prosedur peramalan 
kebutuhan listrik dan meramalkan kebutuhan listrik di Provinsi Daerah Istimewa 
Yogyakarta. 
Prosedur pembentukan model FRBFNN yaitu (1) menentukan input 
dengan melihat lag yang signifikan pada plot autokorelasi, (2) membagi data 
menjadi 2 yaitu data training dan data testing, (3) fuzzifikasi, (4) menentukan 
nilai pusat dan jarak menggunakan metode K-Means clustering, (5) membangun 
model FRBFNN dengan melihat nilai MAPE (Mean Absolute Percent Error) dan 
MSE (Mean Squares Error) terkecil (6) menguji model yang terbentuk dengan uji 
white noise dengan melihat plot ACF (Autocorrelation Function) dan PACF 
(Partial Autocorrelation Function) data residual. 
Pada penelitian ini, data yang digunakan adalah data time series dari 
kebutuhan listrik di Provinsi Daerah Istimewa Yogyakarta bulan Januari 2007 
hingga Desember 2015. Fungsi keanggotaan yang digunakan adalah fungsi 
keanggotaan segitiga dengan 3 himpunan fuzzy. Arsitektur terbaik didapatkan 10 
input dan 6 neuron tersembunyi dengan fungsi aktivasi Gaussian. Pembagian data 
training dan data testing hingga didapatkan model terbaik dengan kombinasi 75% 
dan 25%. Hasil MAPE data training dan data testing pada model terbaik dari 
penelitian ini adalah 7,9426% dan 9,7347%.  
 
Kata Kunci: Fuzzy Neural Network, peramalan, kebutuhan listrik. 
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BAB I 
PENDAHULUAN 
A. Latar Belakang 
Peramalan (forecasting) adalah kegiatan untuk meramalkan apa yang akan 
terjadi pada masa yang akan datang. Sedangkan ramalan adalah suatu situasi atau 
kondisi yang akan diperkirakan akan terjadi pada masa yang akan datang.  
Teknik peramalan dibagi menjadi dua, yaitu model peramalan yang 
didasarkan pada model matematika statistik seperti, moving average, 
exponential smoothing, ARIMA, SARIMA dan regresi. Model kedua adalah 
model peramalan yang didasarkan pada kecerdasan buatan seperti neural 
network, algoritma genetika, dan klasifikasi. Dalam perkembangan selanjutnya 
digunakanlah metode soft computing. Metode soft computing ini sebagai 
pendekatan model time series yang tidak memerlukan asumsi pada model 
statistika dan lebih fleksibel. Arti fleksibel pada soft computing adalah model 
dapat berubah sesuai dengan keadaan pada saat digunakan. Beberapa asumsi 
model statistika yaitu uji normalitas, uji linearitas dan uji homogenitas. Metode 
soft computing adalah model pendekatan yang digunakan untuk komputasi 
dengan meniru kemampuan akal manusia untuk menalar dan belajar pada 
lingkungan yang penuh dengan ketidaktetapan dan ketidakpastian (Jang & 
Mizutani, 1997:1). Beberapa contoh dari metode soft computing adalah Neural 
Network (NN) , Genetic Algorithm dan sebagainya. 
Neural Network (NN) adalah sistem pemrosesan informasi yang memiliki 
karakteristik mirip dengan jaringan saraf biologis. Model NN efektif digunakan 
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untuk peramalan. Beberapa penelitian mengenai peramalan menggunakan NN 
sangatlah banyak, salah satunya adalah Hippert (2005). Dalam penelitiannya 
tersebut, Hippert (2005) menggunakan metode NN untuk meramalkan beban 
listrik di Kota Rio de Jeneiro, Brazil. Pada tahun 2007, Pao (2007) menggunakan 
NN untuk meramalkan harga pasar listrik di European Energy Exchange (EEX). 
Beberapa kelebihan dari pemodelan menggunakan NN adalah tidak 
memerlukan asumsi seperti normalitas pada data yang seringkali sulit dipenuhi, 
karena data dapat digunakan secara langsung dan mampu memberikan model 
yang mendekati sistem nyata. Salah satu contoh asumsi yang biasa digunakan 
adalah asumsi uji normalitas. Seiring dengan perkembangan ilmu pengetahuan, 
NN dikembangkan dalam bidang peramalan. Salah satu peramalan bertipe NN 
adalah model Radial Basis Function Neural Network (RBFNN). 
Model RBFNN terdiri atas lapisan masukan (input layer), lapisan 
tersembunyi (hidden layer) dan lapisan keluaran (output layer). Karakteristik 
khusus dari RBFNN yang pertama adalah hanya memiliki bobot pada jaringan 
yang terhubung dari lapisan tersembunyi ke lapisan output. Kedua, model 
RBFNN menggunakan pembelajaran hybrid atau penggabungan antara 
supervised learning (pembelajaran terawasi) dan unsupervised learning 
(pembelajaran tak terawasi). Ketiga, RBFNN hanya memiliki satu lapisan 
tersembunyi. Terdapat fungsi aktifitas pada lapisan hidden dan mengeluarkan 
nilai berupa persamaan nonlinear, sedangkan pada lapisan output atau akhir 
proses RBFNN mengeluarkan nilai berupa persamaan linear. RBFNN telah 
banyak digunakan dalam berbagai penelitian, misalnya Ferry Tan dkk (2012) 
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memprediksi harga saham menggunakan jaringan RBF dengan metode 
pembelajaran hybrid. Indrabayu dkk (2012) memprediksi curah hujan 
menggunakan metode RBFNN. Juliaristi (2014) meramalkan banyak kasus 
demam berdarah di Provinsi Daerah Istimewa Yogyakarta. 
Fi-John (2001) menggunakan RBFNN untuk membangun model 
peramalan curah hujan 3 jam kedepan guna meramalkan banjir. RBFNN 
menggunakan skema pembelajaran hybrid two stage. Pada tahap pertama, yakni 
pembelajaran tanpa pengawasan, klastering fuzzy max-min dikenalkan untuk 
menentukan karakter dari RBF nonlinear. Pada tahap kedua, pembelajaran 
dengan pengawasan regresi multivariat digunakan untuk menentukan bobot 
antara layer tersembunyi dan layer output.  
Hatziargyriou (2012) menggunakan RBFNN guna meramalkan kekuatan 
angin yang didasarkan pada ketidaktentuan informasi kekuatan angin yang akan 
datang menggunakan nilai yang telah ditetapkan. Model yang diusulkan 
menggunakan prediksi titik, model peramalan kekuatan angin dan 
ketidakpastian prediksi angka peramalan cuaca. 
Teori fuzzy pertama kali dipublikasikan oleh Zadeh (1965) dan Goguen 
(1967,1969) dan bertujuan untuk menggeneralisasikan gagasan klasik dari 
himpunan (Zimmermann, 2001). Dengan perkembangan zaman, teori fuzzy 
mulai diaplikasikan dengan berbagai teori yang lain.  
Salah satu aplikasi dari pengembangan NN adalah model Fuzzy Radial 
Basis Function Neural Network (FRBFNN) yang mengkombinasikan NN dan 
teori fuzzy. Data input yang digunakan dalam RBFNN diubah dari himpunan 
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crisp ke himpunan fuzzy melalui proses fuzzifikasi, kemudian dilanjutkan 
dengan proses pembentukan dan pembelajaran model. Setelah melalui proses 
pembentukan dan pembelajaran, hasil peramalan yang berupa himpunan fuzzy 
akan diubah kembali menjadi bentuk himpunan crisp melalui proses 
defuzzifikasi.  
Pengaplikasian teori fuzzy dalam model Radial Basis Function Neural 
Network (FRBFNN) digunakan oleh Chi (2001) untuk memprediksi kualitas 
kelipatan pengelasan busur plasma. Penelitian Chi didasarkan pada metode 
Taguchi yang meramalkan bahwa busur plasma dibagi menjadi 3 klasifikasi 
yaitu baik, buruk dan sangat buruk. Ayunda (2014) juga menggunakan Fuzzy 
Radial Basis Function Neural Network guna meramalkan nilai BOD (Biological 
Oxygen Demand) pada kali Surabaya. BOD adalah nilai yang menunjukkan 
jumlah oksigen yang dibutuhkan mikroorganisme untuk menguraikan zat 
organik terlarut di dalam air, atau dalam bahasa Indonesia disebut KOD 
(Kebutuhan Oksigen Biologis). Pada penelitian ini metode FRBFNN dapat 
digunakan untuk meramalkan nilai BOD di beberapa titik mendekati sebenarnya. 
Selain itu, penelitian ini juga membahas mengenai rendahnya kualitas air di Kali 
Surabaya yang memiliki tingkat BOD yang tinggi mencapai 5.03 mg/l melebihi 
ambang batas kelas B (3mg/l) yang telah ditetapkan.  
Salah satu masalah yang menarik untuk dikaji menggunakan metode 
peramalan adalah kebutuhan listrik. Listrik adalah daya atau kekuatan yang 
ditimbulkan oleh adanya pergesekan atau melalui proses kimia, yang dapat 
digunakan untuk menghasilkan panas, cahaya, atau untuk menjalankan mesin 
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(Penyusun, 2008). Dewasa ini listrik tidak hanya sebagai kebutuhan sekunder 
untuk umat manusia. Kebutuhan listrik dari hari kehari semakin meningkat 
dibandingkan dengan sebelum-sebelumnya. Kebutuhan ini dikarenakan listrik 
tidak hanya digunakan sebagai sumber penerangan tetapi juga digunakan 
sebagai alternatif pengganti minyak bumi. Peralihan sumber daya minyak ke 
listrik dikarenakan, polusi yang dihasilkan dari pembakaran minyak bumi 
menghasilkan pemanasan global yang merusak ozon. 
Sejalan dengan kemajuan zaman, banyak peralatan rumah tangga, industri 
rumahan, hingga pabrik besar menggunakan listrik sebagai sumber daya 
pengganti minyak. Penggunaan listrik pada industri atau pabrik dikarenakan 
dapat meminimalkan biaya produksi dan meningkatkan banyak barang yang 
diproduksi.  
Di Indonesia, Perusahaan Listrik Negara (PLN) selaku penyalur utama 
listrik ke masyarakat secara tidak langsung telah menjadi tulang punggung bagi 
perekonomian masyarakat Indonesia. Untuk memenuhi kebutuhan listrik di 
seluruh Indonesia, PLN menggunakan berbagai jenis pembangkit listrik, mulai 
dari pembangkit listrik berbahan dasar minyak bumi, panas bumi hingga 
pembangkit listrik bertenaga angin. (listrik.org, 2016) 
Seiring dengan peningkatan permintaan listrik, PLN perlu melakukan 
peramalan untuk memperkirakan pasokan listrik yang harus disediakan agar 
kebutuhan masyarakat dapat terpenuhi.  
Dari uraian latar belakang diatas, perlu dilakukan peramalan kebutuhan 
listrik di Provinsi Daerah Istimewa Yogyakarta dengan menggunakan model 
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Fuzzy Radial Basis Function Neural Network (FRBFNN), oleh karenanya skripsi 
ini diberi judul “Model Fuzzy Radial Basis Function Neural Network untuk 
Peramalan Kebutuhan Listrik di Provinsi Daerah Istimewa Yogyakarta”. Data 
yang digunakan adalah data listrik yang terjual di Provinsi Daerah Istimewa 
Yogyakarta setiap tahun dari tahun 2007-2015 yang diambil dari Buku DIY 
dalam Angka (BPS, 2007-2015). 
 
B. Rumusan Masalah 
Rumusan masalahnya adalah : 
1. Bagaimana prosedur aplikasi model Fuzzy Radial Basis Function 
Neural Network (FRBFNN) dalam meramalkan kebutuhan listrik di 
Provinsi Daerah Istimewa Yogyakarta? 
2. Bagaimana hasil peramalan kebutuhan listrik di Provinsi Daerah 
Istimewa Yogyakarta menggunakan model Fuzzy Radial Basis Function 
Neural Network (FRBFNN)? 
C. Tujuan Penelitian 
Sesuai rumusan masalah di atas, tujuan dari penelitian ini adalah : 
1. Menjelaskan prosedur model Fuzzy Radial Basis Function Neural 
Network (FRBFNN) untuk meramalkan kebutuhan listrik di Provinsi 
Daerah Istimewa Yogyakarta. 
2. Mendeskripsikan peramalan kebutuhan listrik di Provinsi Daerah 
Istimewa Yogyakarta menggunakan model Fuzzy Radial Basis Function 
Neural Network (FRBFNN). 
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D. Manfaat Penelitian 
Manfaat yang dapat diperoleh dari penelitian ini antara lain: 
1. Bagi penulis diharapkan dapat menambah dan memperkaya 
pengetahuan mengenai model Fuzzy Radial Basis Function Neural 
Network (FRBFNN) serta penerapannya pada peramalan data berkala. 
2. Bagi mahasiswa matematika, diharapkan dapat menambah pengetahuan 
mengenai aplikasi model Fuzzy Radial Basis Functin Neural Network 
(FRBFNN) dan sebagai alternatif untuk melakukan peramalan. 
3. Bagi PLN, penelitian ini diharapkan dapat digunakan sebagai bahan 
pertimbangan dalam penyediaan pasokan listrik di tahun yang akan 
datang sehingga permintaan pelanggan dapat terpenuhi. 
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BAB II 
KAJIAN PUSTAKA 
 
A. Peramalan 
Peramalan adalah suatu teknik untuk meramalkan keadaan di masa yang 
akan datang melalui pengujian keradaan di masa lalu. Pada dasarnya, 
meramalkan sama halnya dengan memprediksi atau memperkirakan suatu hal, 
kejadian atau peristiwa masa datang yang berdasaran pada masa lalu hingga 
saat ini. 
Berdasarkan periode waktunya, peramalan diklasifikasikan menjadi 3 
bentuk (Montgomery, et al, 2008:1-2): 
1. Jangka Pendek (Short Term) 
Peramalan jangka pendek adalah peramalan yang hanya mencakup kurang 
dari tiga bulan. Sebagai contoh peramalan jangka pendek adalah peramalan 
jumlah produksi atau penjualan suatu barang. Pada peramalan jangka pendek, 
data sebelumnya masih berhubungan untuk meramalkan di masa yang akan 
datang. 
2. Jangka Menengah (Medium Term) 
Perkiraan jangka menengah umumnya mencakup hitungan bulan hingga 
tiga tahun. Kegiatan peramalan dalam jangka menengah masih menggunakan 
metode kuantitatif dan kualitatif karena data historis masa lalu dianggap masih 
cukup relevan untu meramalkan masa datang. Contoh peramalan dalam jangka 
menengah adalah meramalkan anggaran penjualan atau produksi. 
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3. Jangka Panjang (Long Term) 
Peramalan jangka panjang adalah peramalan yang meliputi kurun waktu 
lebih dari tiga tahun. Peramalan jangka panjang digunakan untuk 
merencanakan produk baru, lokasi, serta penelitian dan pengembangan. 
 
B. Analisis Deret Berkala (Time Series) 
Deret berkala ( time series) adalah serangkaian pengamatan terhadap suatu 
peristiwa, kejadian, gejala atau peubah yang diambil dari waktu ke waktu, 
dicatat secara teliti menurut urutan waktu terjadinya dan kemudian disusun 
sebagai data statistik (Hanke & Wichern, 2005: 58). Time series ini digunakan 
untuk memperoleh gambaran dari kegiatan suatu keadaan atau sifat variabel di 
waktu yang lalu untuk peramalan dari nilai variabel itu pada periode yang akan 
datang. Berikut merupakan komponen-komponen time series yang harus 
diperhatikan (Hanke & Wichern, 2005:58-59). 
1. Gerakan horizontal 
Gerakan horizontal adalah suatu pergerakan data yang berfluktuasi di 
sekitar nilai konstan atau rata-rata yang membentuk garis horizontal. Data ini 
juga disebut data stasioner. Contoh gerakan horizontal dapat dilihat pada 
Gambar 2.1. yang merupakan plot data suatu penjualan. 
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(Sumber: Hanke & Wichern, 2005: 434) 
Gambar 2.1. Plot Contoh Pola Horizontal pada Data Penjualan 
 
2. Gerakan Trend 
Gerakan Trend adalah jika suatu data bergerak pada jangka waktu tertentu 
dan cenderung menuju ke satu arah baik naik atau turun. Contoh dari pola 
gerakan trend dapat dilihat pada gambar 2.2. yang merupakan plot dari data 
penyewaan kaset film sebuah perusahaan di Denver, Colorado. 
 
(Sumber: Hanke & Wichern, 2005: 111) 
Gambar 2.2. Plot Contoh Pola Trend pada Data Penyewaan Kaset 
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3. Gerakan Siklik 
Gerakan Siklik adalah gerakan naik atau turun secara siklik di sekitar tren 
atau kondisi normal. Data yang sering mengalami siklik antara lain data 
perdagangan, industri, dan keuangan. Pada gambar 2.3. menunjukkan pola 
data dengan pergerakan siklik pada data pajak perusahaan Sears Roebuck 
&Co. 
 
(Sumber: Hanke & Wichern, 2005: 70) 
Gambar 2.3. Plot Contoh Pola Siklik pada Data Pajak Perusahaan 
Sear 
 
4. Gerakan Musiman 
Gerakan Musiman merupakan gerakan yang berulang-ulang secara teratur 
selama kurang lebih satu tahun. Sebagai contoh pola yang berulang setiap 
minggu, bulan atau kuartalan. Pada kuartalan perulangan terjadi setiap empat 
bulan. Contoh pola data musiman adalah data penjualan Marine yang 
ditunjukkan pada gambar 2.4. 
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(Sumber: Hanke & Wichern, 2005: 73) 
Gambar 2.4. Plot Contoh Pola Musiman pada Data Penjualan 
 
5. Stasioner 
Stasioner adalah keadaan dimana tidak ada perubahan rata-rata (mean) dan 
varians dari waktu ke waktu atau keduanya selalu kontan (tidak terjadi 
pertumbuhan atau penurunan) setiap waktu (Popavic, 2005:38). 
Para peneliti sering mengamati pola pada plot data untuk memutuskan data 
yang diperoleh stasioner atau tidak stasioner. Jika plot data time series 
cenderung konstan atau tidak terdapat pertumbuhan atau penurunan maka data 
sudah stasioner.  
 
6. Autokorelasi 
a. Autocorrelation Function (ACF) 
Autokorelasi merupakan hubungan (korelasi) variabel dari sebuah data 
time series untuk selang waktu (lag) yang berlainan. Autokorelasi dapat 
digunakan untuk menentukan ada tidaknya faktor musiman (seasonality) 
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beserta panjang musim dalam deret tersebut (Makridakis et al, 1999: 512). 
Selain itu, autokorelasi dapat digunakan untuk menentukan kestasioneran suatu 
data. 
 Dalam suatu proses stasioner 𝑌𝑡, rata-rata 𝐸(𝑌𝑡) = 𝜇 dan 𝑣𝑎𝑟(𝑌𝑡) =
𝐸(𝑌𝑡 − 𝜇)
2 = 𝜎2 adalah konstan, dan kovarians 𝑐𝑜𝑣(𝑌𝑡, 𝑌𝑡+𝑘) antara 𝑌𝑡 dan 
nilainya pada periode waktu lain 𝑌𝑡+𝑘 disebut autokovarian pada lag k, 
didefinisikan sebagai (Wei, 2006: 10):  
𝛾𝑘 = 𝑐𝑜𝑣(𝑍𝑡 , 𝑍𝑡+𝑘) = 𝐸(𝑍𝑡 − 𝜇)(𝑍𝑡+𝑘 − 𝜇) 
Nilai-nilai 𝛾𝑘 pada saat k = 1,2,…. disebut fungsi autokovarian. Koefisien 
autokorelasi pada lag k (𝜌𝑘) antara pengamatan 𝑌𝑡 dan 𝑌𝑡+𝑘 pada populasi 
dinyatakan sebagai berikut (Montmogomery, Jennings & Kulahci, 2008:30):  
𝜌𝑘 =
[(𝑦𝑡 − 𝜇)(𝑦𝑡+𝑘 − 𝜇)]
√𝐸[(𝑦𝑡 − 𝜇)2]𝐸[(𝑦𝑡+𝑘 − 𝜇)2]
=
𝑐𝑜𝑣 (𝑦𝑡, 𝑦𝑡+𝑘)
𝑣𝑎𝑟 (𝑦𝑡)
=
𝛾𝑘
𝛾0
 
dengan  
𝛾𝑘  : autokovarians pada lag k  
𝜌𝑘  : autokorelasi pada lag k 
 t   : waktu pengamatan, t = 1,2,3,…  
𝑌𝑡  : pengamatan pada saat t  
𝑌𝑡+𝑘 : pengamatan pada saat t + k 
𝜇   : rata-rata seluruh pengamatan 
𝑣𝑎𝑟(𝑌𝑡+𝑘) = 𝑣𝑎𝑟(𝑌𝑡) = 𝛾0  
(2.1) 
(2.2) 
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Nilai-nilai 𝜌𝑘 (atau 𝑟𝑘) pada saat 𝑘 = 1, 2, 3, … disebut fungsi 
autokorelasi (ACF). Fungsi autokorelasi dapat diperkirakan dari fungsi 
autokorelasi sampel yang didefinisikan dengan (Montgomery et al 2008:30) 
𝑟𝑘 =
𝑐𝑘
𝑐0
 
dengan 𝑐𝑘 adalah perkiraan fungsi autokovarian sampel yang didefinisikan 
sebagai  
𝑐𝑘 =
1
𝑛
∑(𝑦𝑡 − ?̅?)(𝑦𝑡+𝑘 − ?̅?)
𝑛−𝑘
𝑡=1
 
dengan  
𝑟𝑘  : autokorelasi pada lag k  
𝑦𝑡  : pengamatan pada saat t  
𝑦𝑡+𝑘  : pengamatan pada saat t + k  
?̅?  : nilai rata–rata dari pengamatan  
Nilai autokorelasi berada pada interval -1 hingga 1. Ketika nilai 
autokorelasi tepat atau mendekati ±1, maka dapat disimpulkan bahwa terdapat 
hubungan yang erat antara data time series. Jika nilai autokorelasi bernilai 0 
maka tidak terdapat hubungan antara data time series. Untuk mengetahui suatu 
autokorelasi signifikan atau tidaknya dapat menggunakan suatu pengujian 
dengan hipotesis sebagai berikut:  
𝐻0: 𝜌𝑘 = 0 (koefisien autokorelasi lag k tidak berbeda signifikan dari nol)  
𝐻0 : 𝜌𝑘 ≠ 0 (koefisien autokorelasi lag k berbeda signifikan dari nol)  
Statistik uji yang digunakan adalah  
(2.3) 
(2.4) 
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𝑡ℎ𝑖𝑡𝑢𝑛𝑔 =
𝑟𝑘
𝑆𝐸(𝑟𝑘)
 
dengan SE adalah standart error yang didefinisikan (Hanke & Wichern, 2005: 
64)  
𝑆𝐸(𝑟𝑘) = √
1 + 2∑ 𝑟𝑖
2𝑘−1
𝑖=1
𝑛
 
dengan  
𝑆𝐸(𝑟𝑘) : standar error koefisien autokorelasi pada lag k  
𝑟𝑘  : autokorelasi pada lag k  
n  : banyak pengamatan.  
 
Kriteria keputusan dari pengujian ini adalah autokorelasi signifikan jika 
𝑡ℎ𝑖𝑡𝑢𝑛𝑔 > 𝑡𝛼 2⁄  dengan derajat bebas n-1.  
Signifikansi autokorelasi juga dapat dilihat dengan selang kepercayaan 𝑟𝑘 
dengan pusat 0. Selang kepercayaan 𝑟𝑘 dapat dihitung menggunakan rumus 
pada persamaan 2.7. 
0 ± 𝑡𝑛−1(𝛼/2) × 𝑆𝐸(𝑟𝑘) 
Selang kepercayaan 𝑟𝑘 dapat direpresentasikan dalam sebuah plot 
autokorelasi dengan bantuan program Minitab 17. Contoh plot autokorelasi 
dapat dilihat dari Gambar 2.5. Selang kepercayaan direpresentasikan dengan 
garis putus-putus merah. Kriteria autokorelasi pada suatu lag dikatakan 
signifikan jika nilai autokorelasi melewati garis putus-putus merah. Pada 
Gambar 2.5 plot contoh autokorelasi lag yang berbeda signifikan dari nol 
adalah lag 1 dan lag 24. 
(2.5) 
(2.6) 
(2.7) 
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Gambar 2.5. Plot Contoh Fungsi Autokorelasi pada Data Penjualan 
b. Partial Autocorrelation Function (PACF) 
Partial Autocorrelation Function (PACF) atau autokorelasi parsial 
digunakan untuk mengukur korelasi antara 𝑌𝑡 dengan 𝑌𝑡+𝑘 setelah 𝑌𝑡+1, 𝑌𝑡+2, … 
dan 𝑌𝑡+𝑘−1 dihilangkan. Autokorelasi parsial dinotasikan dengan ∅𝑘𝑘 dengan 
rumus (Montgomery, et al, 2008:250):  
∅𝑘𝑘 =
|𝜌𝑘|
|𝑃𝑘|
 
Rumus (2.8) didasarkan pada persamaan Yule-Walker  
𝑃𝑘∅𝑘𝑘 = 𝜌𝑘 
dengan  
𝜌𝑘 = [
𝜌1
𝜌2
⋮
𝜌𝑘
]  𝑑𝑎𝑛 ∅𝑘𝑘 = [
∅𝑘1
∅𝑘2
⋮
∅𝑘𝑘
] 
dan 
(2.8) 
(2.9) 
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𝑃𝑘 =
[
 
 
 
 
1    𝜌1       𝜌2  
𝜌1    1        𝜌1   
𝜌2    𝜌2      1
    
⋯   𝜌𝑘−1
⋯   𝜌𝑘−2
⋯   𝜌𝑘−3
⋮      ⋮         ⋮         
𝜌𝑘−1 𝜌𝑘−2 𝜌𝑘−3
   
⋱        ⋮
⋯ 1]
 
 
 
 
 
Untuk 𝑘 = 1, 2, 3, … diperoleh 
∅11 =
|𝜌1|
|𝑃1|
=
|𝜌1|
1
= |𝜌1| 
∅22 =
|𝜌2|
|𝑃2|
=
|
1 𝜌1
𝜌1 𝜌2
|
|
1 𝜌1
𝜌1 1
|
=
𝜌2 − 𝜌1
2
1 − 𝜌1
2  
⋮ 
∅𝑘𝑘 =
|
1
𝜌1
⋮
𝜌𝑘−1
   
𝜌1
1
⋮
𝜌𝑘−2
   
𝜌2
𝜌1
⋮
𝜌𝑘−3
   
⋯
⋯
⋯
⋯
   
𝜌𝑘−2
𝜌𝑘−3
⋮
𝜌1
   
𝜌1
𝜌2
⋮
𝜌2
|
|
1
𝜌1
⋮
𝜌𝑘−1
   
𝜌1
1
⋮
𝜌𝑘−2
   
𝜌2
𝜌1
⋮
𝜌𝑘−3
   
⋯
⋯
⋯
⋯
   
𝜌𝑘−2
𝜌𝑘−3
⋮
𝜌1
   
𝜌𝑘−1
𝜌𝑘−2
⋮
1
|
. 
∅𝑘𝑘 adalah fungsi dari k yang disebut fungsi autokorelasi parsial. Pengujian 
signifikasi autokorelasi parsial menggunakan hipotesis :  
𝐻0: ∅𝑘𝑘 = 0 (autokorelasi parsial pada 𝑙𝑎𝑔 𝑘 tidak berbeda signifikan dari nol) 
𝐻0: ∅𝑘𝑘 ≠ 0 (autokorelasi pasrial pada 𝑙𝑎𝑔 𝑘 berbeda signifikan dari nol) 
Uji signifikan ini menggunakan statistik uji :  
𝑡 =
∅̂𝑘𝑘
𝑆𝐸(∅𝑘𝑘)
 𝑑𝑒𝑛𝑔𝑎𝑛 𝑑𝑓 = 𝑛 − 1 
Standar error autokorelasi parsial menggunakan rumus (Wei, 2006:22) :  
𝑆𝐸(∅̂𝑘𝑘) = √
1
𝑛
 
dengan 
(2.11) 
(2.12) 
(2.10) 
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𝑆𝐸(∅̂𝑘𝑘)  : standar error autokorelasi parsial pada 𝑙𝑎𝑔 𝑘 
∅̂𝑘𝑘  : autokorelasi parsial pada 𝑙𝑎𝑔 𝑘 
𝑛   : banyak pengamatan 
Autokorelasi parsial dikatakan berbeda signifikan dari nol jika 𝐻0 ditolak 
dengan kriteria 𝑡ℎ𝑖𝑡𝑢𝑛𝑔 > 𝑡𝑛−1 (
𝛼
2
) atau 𝑡ℎ𝑖𝑡𝑢𝑛𝑔 < −𝑡𝑛−1 (
𝛼
2
). 
Signifikansi autokorelasi parsial dapat juga diketahui dengan melihat 
correlogram untuk autokorelasi parsial. Berikut pada gambar 2.6 dapat dilihat 
bahwa data penjualan berbeda signifikan dari nol pada 𝑙𝑎𝑔 1, 𝑙𝑎𝑔 2, 𝑙𝑎𝑔 3, 𝑙𝑎𝑔 
4, 𝑙𝑎𝑔 15, dan 𝑙𝑎𝑔 22. 
 
Gambar 2.6. Plot Contoh Fungsi Autokorelasi Parsial untuk data Penjualan. 
signifikansi autokorelasi dapat ditentukan dengan melihat correlogram  dengan 
fungsi autokorelasi parsial. Correlogram adalah plot antara lag k dengan ∅̂𝑘𝑘. 
Selang kepercayaan yang berpusat di ∅̂𝑘𝑘 = 0 dapat ditentukan dengan 
menggunakan rumus :  
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0 ± 𝑡𝑛−1 (
𝛼
2
) × 𝑆𝐸(∅̂𝑘𝑘) 
7. White Noise 
Suatu proses (𝑌𝑡) disebut white noise jika suatu variabel acak tidak 
berkorelasi dan berdistribusi tertentu dengan rata-rata tetap 𝐸(𝑌𝑡) = 0, variansi 
konstan 𝑣𝑎𝑟(𝑎𝑡) = 𝜎𝑎
2, 𝑑𝑎𝑛 𝑐𝑜𝑣(𝑎𝑡, 𝑎𝑡+𝑘) = 0 untuk 𝑘 ≠ 0. Proses white 
noise adalah stasioner dengan fungsi autokovarian sebagai berikut: 
𝛾𝑘 = {
𝜎2, 𝑘 = 0
0, 𝑘 ≠ 0
 
fungsi autokorelasi,  
𝜌1 = {
1, 𝑘 = 0
0, 𝑘 ≠ 0
 
dan fungsi autokorelasi parsial,  
𝜑𝑘𝑘 = {
1, 𝑘 = 0
0, 𝑘 ≠ 0
 
 Suatu proses white noise dapat diperoleh dengan melihat plot ACF dan 
PACF dengan nilai autokorelasi tidak melebihi garis signifikansi. Pada proses 
white noise, koefisien autokorelasi dan autokorelasi parsial tidak berbeda 
signifikan dari nol. 
8. Kriteria Model Terbaik 
Hasil peramalan atau hasil prediksi tidak dapat dipisahkan dengan 
ketidakpastian karena bukan hasil yang sebenarnya sehingga pasti ada 
kesalahan peramalan. Kesalahan peramalan dapat diukur dengan beberapa 
kriteria (Hanke & Wichern, 2005:79-80). Metode yang sering digunakan guna 
(2.13) 
(2.14) 
(2.15) 
(2.16) 
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perhitungan kesalahan dalam peramalan adalah Mean Absolute Percent Error 
(MAPE) dan Mean Squared Error (MSE). 
a. Means Absolute Percent Error (MAPE)  
Penentuan nilai MAPE menggunakan rumus : 
𝑀𝐴𝑃𝐸 =
1
𝑛
∑
|𝑌𝑡 − ?̂?𝑡|
𝑌𝑡
× 100%
𝑛
𝑡=1
 
dengan  
𝑌𝑡 : nilai pengamatan ke-t 
?̂?𝑡 : nilai peramalan pada waktu ke-t 
𝑛   : banyak pengamatan 
b. Mean Squared Error (MSE) 
Nilai MSE digunakan untuk mengukur ketepatan nilai dugaan model yang 
dinyatakan dalam rata-rata kuadrat dari kesalahan. Berikut ini rumus untuk 
menghitung nilai MSE :  
𝑀𝑆𝐸 =
1
𝑛
∑(𝑌𝑡 − ?̂?𝑡)
2
𝑛
𝑡=1
 
C. Model ARIMA (Autoregressive Integrated Moving Average) 
ARIMA (Autoregressive Integrates Moving Average) terdiri 
penggabungan dua metode menjadi satu, yaitu AR (Autoregressive) dan MA 
(Moving Average). Model ARIMA tidak cukup baik untuk peramalan jangka 
panjang dikarenakan peramalan yang dihasilkan cenderung mendatar/konstan. 
Model ARIMA umumnya dituliskan dengan notasi ARIMA(p,d,q). P adalah 
derajat proses AR, d adalah orde pembedaan dan q adalah derajat proses MA. 
(2.17) 
(2.18) 
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Langkah-langkah pembentukan model ARIMA sebagai berikut (Hanke 
& Wichern,2005:389): 
1. Identifikasi model 
Langkah pertama dalam identifikasi model adalah melihat apakah data 
sudah stasioner. Stasioneritas data dilihat berdasarkan plot data. Data tidak 
stasioner pada time series dilihat dari plot data yang mengalami kenaikan 
maupun penurunan jika data tidak stasioner maka dilakukan proses 
differencing. Tujuan dari differencing ini adalah untuk mengubah data yang 
mulanya tidak stasioner menjadi stasioner. Banyaknya differencing (pembeda) 
dinotasikan dengan d. Jika data telah stasioner setelah proses differencing 
pertama, maka nilai d=1 dan seterusnya. Tetapi jika data telah stasioner tanpa 
dilakukan differencing maka nilai d=0.  
Setelah data stasioner, maka dilakukan proses pemilihan model yang tepat. 
Proses pemilihan model yang tepat dilakukan dengan mengidentifikasi orde 
AR dan MA pada plot grafik ACF dan PACF. Tabel 2.1 menunjukkan pola plot 
ACF dan PACF. 
Tabel 2.1 Pola Plot ACF dan PACF 
No. Model ACF PACF 
1. AR (p) Menurun secara eksponensial Terputus setelah lag p 
2. MA (q) Terputus setelah lag k Menurun secara 
eksponensial 
3. ARMA 
(p,q) 
Menurun secara eksponensial 
setelah lag (k-p) 
Menurun secara 
eksponensial setelah lag 
(p-k) 
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2. Melakukan proses estimasi 
Proses estimasi merupakan proses pendugaan parameter untuk model 
ARIMA. Untuk mempermudah, proses eliminasi biasanya dilakukan dengan 
bantuan program, salah satunya dengan program MINITAB. 
3. Melakukan proses diagnosik 
Proses diagnosik yaitu mengevaluasi model apakah telah memnuhi syarat 
untuk digunakan. Evaluasi dilakukan dengan melihat apakah pada model 
terlihat autokorelasi dan residu sudah white noise atau bersifat acak. Untuk 
mengetahui apakah residu bersifat acak atau tidaknya, dapat dilakukan uji 
korelasi residu dengan melihat plot ACF dan PACF residu. Jika pada grafik 
ACF dan PACF tidak ada lag yang melebihi garis signifikansi, maka residu 
bersifat acak. 
4. Menggunakan model terpilih untuk peramalan. 
 
D. Himpunan Fuzzy 
Himpunan klasik secara umum didefinisikan sebagai kumpulan elemen 
atau objek 𝑥 ∈ 𝑋 yang dapat berupa finite, countable atau overcountable. 
Misalkan X adalah himpunan semesta dan 𝑥 ∈ 𝑋.  
Pada himpunan tegas (crisp), nilai keanggotaan suatu item x dalam suatu 
himpunan A yang biasa ditulis 𝜇𝐴(𝑥) memiliki 2 kemungkinan, yaitu: 
a. Satu (1), yang memiliki arti bahwa suatu item menjadi anggota dalam 
suatu himpunan, atau 
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b. Nol (0), yang memiliki arti bahwa suatu item yang tidak menjadi bagian 
dari suatu himpunan. 
Menurut Zimmermann (1991:11-12) jika X adalah kumpulan dari objek 
yang dinotasikan x, maka himpunan fuzzy A dalam X merupakan himpunan 
pasangan berurutan:  
𝐴 = {(𝑥, 𝜇𝐴(𝑥))| 𝑥 ∈ X} 
Dengan 𝜇𝐴(𝑥) adalah fungsi keanggotaan atau derajat keanggotaan dari x 
pada A yang memetakan X ke ruang anggota M yang terdapat pada interval 
[0,1].  
Contoh 2.1, Jika diketahui 𝑆 = [10, 20, 30, 40, 50, 60] dalam satuan ribu kwh 
adalah semesta pembicara, dan himpunan 𝐴 = [10, 20, 30] dan himpunan 𝐵 =
[30, 40, 50], maka dapat dinyataan menjadi 2 nilai keanggotaan pada 
himpunan A, 𝜇𝐴(20) = 1 karena 20 ∈ 𝐴 dan nilai keanggotaan 20 pada 
himpunan B, 𝜇𝐵(20) = 0 karena 20 ∉ 𝐴. 
Himpunan fuzzy memiliki 2 atribut, yaitu : 
a. Linguistik, yaitu penamaan sesuatu grup yang mewakili suatu keadaan 
atau kondisi tertentu dengan menggunakan bahasa alami, seperti: muda, 
tua, tinggi, rendah dll. 
b. Numeris, yaitu suatu nilai (angka) yang menunjukkan ukuran dari suatu 
variabel seperti, 10, 20, 30. 
Selain memiliki 2 atribut, himpunan fuzzy juga memiliki beberapa pengertian 
pada sistem fuzzy, yaitu: 
(2.19) 
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a. Variabel fuzzy, adalah variabel yang akan digunakan dan dibahas dalam 
suatu sistem fuzzy, seperti umur, temperatur, dll. 
b. Himpunan fuzzy, adalah grup yang mewakili kondisi atau keadaan 
tertentu dalam suatu variabel fuzzy. 
c. Semesta pembicara, adalah keseluruhan nilai yang diperbolehkan untuk 
digunakan dalam suatu variabel fuzzy. 
d. Domain, adalah daerah nilai yang diizinkan dan dapat dioperasikan 
dalam suatu himpunan fuzzy. 
E. Logika Fuzzy 
Logika fuzzy pertama kali diperkenalkan oleh Zadeh pada tahun 1965. 
Zadeh merupakan Profesor di bidang ilmu komputer, Universitas California, 
Berkeley. Zadeh beranggapan bahwa logika benar salah tidak dapat mewakili 
setiap pemikiran manusia. Perbedaan mendasar dari logika fuzzy dan logika 
crisp adalah keanggotaan elemen dalam suatu himpunan, jika dalam himpunan 
fuzzy, keanggotaan elemen berada pada selang [0,1]. Dan pada logika crisp 
keanggotaan elemen mempunyai dua pilihan, yaitu bernilai 1 untuk yang 
terdapat pada suatu himpunan dan bernilai 0 untuk yang tidak terdapat pada 
suatu himpunan (Kusumadewi & Purnomo, 2010:158). 
Logika fuzzy adalah suatu cara yang tepat untuk memetakan suatu ruang 
input ke dalam suatu ruang output. Dalam logika fuzzy terdapat beberapa proses 
yang ada seperti himpunan fuzzy, fungsi keanggotaan, operasi dasar himpunan 
fuzzy dan penalaran dalam himpunan fuzzy. Seiring dengan perkembangan 
jaman, logika fuzzy sangat diminati di berbagai bidang. Hal ini dikarenakan 
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logika fuzzy dapat mewakili setiap keadaan atau mewakili pemikiran manusia. 
Selain itu alasan lain digunakannya logika fuzzy adalah (Kusumadewi  
Purnomo, 2010:154): 
1. Konsep logika fuzzy mudah dimengerti. 
2. Logika fuzzy sangat fleksibel. 
3. Logika fuzzy memiliki toleransi terhadap data-data yang tidak tepat. 
4. Logika fuzzy mampu memodelkan fungsi-fungsi nonlinear yang 
sangat kompleks. 
5. Logika fuzzy dapat membangun dan mengaplikasikan pengalaman-
pengalaman para pakar secara langsung tanpa harus melalui proses 
pelatihan. 
6. Logika fuzzy dapat bekerjasama dengan teknik-teknik endala secara 
konvesional. 
7. Logika fuzzy didasarkan pada bahasa alami. 
F. Fungsi keanggotaan 
Fungsi keanggotaan adalah kurva yang menunjukan pemetaan titik-titik 
input data ke dalam nilai keanggotaannya (derajat keanggotaan) yang memiliki 
interval antara 0 sampai dengan 1. 
Pada fungsi keanggotaan, ada beberapa jenis fungsi yang digunakan, yaitu: 
a. Representasi linear 
Pada representasi linear terdapat 2 kemungkinan himpunan fuzzy linear, 
yaitu: 
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1. Representasi Linear Naik 
Kenaikan himpunan dimulai pada nilai domain yang memiliki derajat 
keanggotaan nol [0] bergerak ke kanan menuju nilai domain yang memiliki 
derajat keanggotaan lebih tinggi. Grafik representasi kurva linear naik 
ditunjukkan pada Gambar 2.7. 
 
Gambar 2.7. Grafik Representasi Linear Naik 
Fungsi keanggotaannya :  
𝜇[𝑥] = {
0; 𝑥 ≤ 𝑎
𝑥 − 𝑎
𝑏 − 𝑎
, 𝑎 ≤ 𝑥 ≤ 𝑏
1; 𝑥 > 𝑏
 
Contoh 2.2 Terdapat variabel kebutuhan listrik dengan semesta pembicara 0 
sampai 100 juta kwh. Terdapat suatu himpunan kebutuhan listrik TINGGI 
dengan domain antara 50 hingga 100 juta kwh. Maka representasi linear naik 
dapat dilihat pada Gambar 2.8. 
 
(2.20) 
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Gambar 2.8 Contoh Representasi Linear Naik 
Kemudian akan ditentukan derajat keanggotaan untuk nilai 𝑥 = 70, 
didapatkan 
𝜇 𝑇𝐼𝑁𝐺𝐺𝐼[70] =
70 − 50
100 − 70
=
20
30
= 0,6 
2. Representasi Linear Turun 
Garis lurus dimulai dari nilai domain dengan derajat keanggotaan 
tertinggi pada sisi kiri, kemudian bergerak menurun ke nilai domain yang 
memiliki derajat keanggotaan lebih rendah. Grafik representasi linear turun 
ditunjukkan pada Gambar 2.9. 
 
Gambar 2.9. Grafik Representasi Linear Turun 
Fungsi keanggotaan:  
𝜇[𝑥] = {
(𝑏 − 𝑥)
(𝑏 − 𝑎)
; 𝑎 < 𝑥 ≤ 𝑏
0; 𝑥 > 𝑏
1; 𝑥 ≤ 𝑎
 (2.21) 
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Contoh 2.3 Terdapat kebutuhan variabel listrik dengan semesta 
pembicara antara 30 juta hingga 100 juta kwh. Terdapat suatu himpunan 
kebutuhan listrik RENDAH dengan domain 50 juta hingga 100 juga kwh. 
Maka representasi linear turun dapat dilihat pada Gambar 2.10. 
 
Gambar 2.10 Contoh Representasi Linear Turun 
Kemudian akan ditentukan nilai derajat keanggotaan untuk 𝑥 = 50, 
menggunakan persamaan 2.20 didapatkan 
𝜇 𝑅𝐸𝑁𝐷𝐴𝐻[50] =
100 − 50
100 − 30
=
50
70
= 0,7 
 
b. Representasi segitiga 
Representasi segitiga merupakan gabungan dari dua garis linear, yaitu 
linear naik dan linear turun. Kurva segitiga hanya memiliki satu nilai x, 
dengan derajat keanggotaan tertinggi. Nilai 𝑥 memiliki nilai tersebut ketika 
𝑥 = 𝑏. Nilai tersebut tersebar dipersekitaran b dan memiliki perubahan 
derajat keanggotaan menurun dengan menjauhi 1. Grafik reprsentasi kurva 
segitiga ditunjukkan pada Gambar 2.11. 
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Gambar 2.11. Grafik Representasi Kurva Segitiga 
Fungsi keanggotaan :  
𝜇[𝑥] =
{
 
 
 
 
0; 𝑥 ≤ 𝑎 𝑑𝑎𝑛 𝑥 > 𝑐
(𝑥 − 𝑎)
(𝑏 − 𝑎)
; 𝑎 < 𝑥 ≤ 𝑏
(𝑐 − 𝑥)
(𝑐 − 𝑏)
; 𝑏 < 𝑥 ≤ 𝑐
 
Contoh 2.4 Terdapat suatu himpunan kebutuhan listrik NORMAL dengan 
domain 15 juta hingga 75 juga kwh. Maka representasi linear turun dapat dilihat 
pada Gambar 2.12. 
 
Gambar 2.12 Contoh Representasi Linear Segitiga 
Kemudian akan ditentukan derajat keanggotaan untuk 𝑥 = 40. Dengan 
menggunakan persamaan 2.21 didapatkan: 
𝜇 𝑁𝑂𝑅𝑀𝐴𝐿[40] =
40 − 15
56 − 26
=
25
30
= 0,8 
(2.22) 
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G. Operator-Operator pada Himpunan Fuzzy 
Terdapat dua model operator fuzzy yang sering digunakan, yaitu operator 
yang dikemukakan oleh Zadeh dan operator alternatif yang merupakan 
perkembangan konsep transformasi tertentu. 
Berikut merupakan beberapat operator dasar yang diciptakan oleh Zadeh 
(Kusumadewi & Hartati , 2010 : 175) yaitu: 
1. Operator AND 
Operator ini berhubungan dengan operator interseksi pada himpunan. 𝛼-
predikat sebagai hasil operasi dengan operator AND diperolah dengan 
mengambil nilai keanggotaan terkecil antar elemen pada himpunan-
himpunan bersangkutan 
𝜇𝐴∩𝐵 = min(𝜇𝐴[𝑥], 𝜇𝐵[𝑦]) 
 Contoh 2.5 Misalkan nilai keanggotaan 900 kwh pada himpunan RENDAH 
adalah 0,4 (𝜇𝑅𝐸𝑁𝐷𝐴𝐻[900] = 0,4), dan nilai keanggotaan Rp. 2.000,00 
pada himpunan harga listrik MURAH adalah 0,8 (𝜇 𝑀𝑈𝑅𝐴𝐻[2 × 100] =
0,7). Maka 𝛼-predikat untuk kebutuhan listrik RENDAH dan harga MURAH 
adalah: 
𝜇𝑅𝐸𝑁𝐷𝐴𝐻 ∩ 𝜇𝑀𝑈𝑅𝐴𝐻 = min(𝜇𝑅𝐸𝑁𝐷𝐴𝐻[900], 𝜇𝑀𝑈𝑅𝐴𝐻[2 × 100]) 
= min(0,4; 0,7) 
= 0,4 
2. Operator OR 
Operator OR berhubungan dengan gabungan pada himpunan. 𝛼-
predikat sebagai hasil operasi dengan operator OR diperoleh dengan 
(2.23) 
 31 
 
mengambil nilai keanggotaan terkecil antar elemen pada himpunan-
himpunan yang bersangkutan 
𝜇𝐴∪𝐵 = max (𝜇𝐴[𝑥], 𝜇𝐵[𝑦]) 
Contoh 2.6 Pada Contoh 2.5 sebelumnya dapat dihitung nilai 𝛼-predikat 
untuk kebutuhan listrik RENDAH atau harga listrik MURAH adalah: 
𝜇𝑅𝐸𝑁𝐷𝐴𝐻 ∪ 𝜇𝑀𝑈𝑅𝐴𝐻 = max(𝜇𝑅𝐸𝑁𝐷𝐴𝐻[900], 𝜇𝑀𝑈𝑅𝐴𝐻[2 × 100]) 
= max(0,4; 0,7) 
= 0,7 
3. Operator NOT 
Operator ini berhubungan dengan operator komplemen himpunan. 𝛼-
predikat sebagai hasil operasi dengan operator NOT diperoleh dengan 
mengurangkan nilai keanggotaan elemen pada himpunan yang 
bersangkutan dari 1. Operasi NOT didefinisikan sebagai berikut: 
𝜇𝐴 = 1 − 𝜇𝐴[𝑥] 
Contoh 2.7 Pada Contoh 2.5 dapat ditentukan nilai 𝛼-predikat untuk 
permintaan listrik TINGGI adalah: 
𝜇𝑇𝐼𝑁𝐺𝐺𝐼[900] = 1 − 𝜇𝑅𝐸𝑁𝐷𝐴𝐻[900] 
= 1 − 0,4 
= 0,4 
H. Defuzzifikasi (Penegasan) 
Input dari defuzzifikasi adalah suatu himpunan yang diperoleh dari 
komposisi aturan-aturan fuzzy, sedangkan output yang dihasilkan 
merupakan suatu bilangan pada domain himpunan fuzzy tersebut. 
(2.24) 
(2.25) 
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Pada proses defuzzifikasi ini terdapat beberapa metode yang dapat 
digunakan, yaitu: 
1. Metode Largest of Maximum (LOM) 
Solusi tegas didapatkan dengan mengambil nilai terbesar dari domain 
yang memiliki nilai keanggotaan maksimum. 
Contoh 2.5 Misal didapatkan hasil peramalan pada bulan Oktober 
2013 yaitu 𝑦92 = [0,3700559   0,5109261847   0,242147597], 
selanjutnya akan diambil nilai maksimum dari himpunan 𝑦92. Nilai 
0,5109261847 berada pada himpinan kedua. Fungsi keanggotaan 𝐴2 adalah 
𝜇𝐴2(𝑥) =
{
 
 
 
 
0                                  129489577,6 ≤ 𝑥
𝑥 − 129489577,6
37496463,43
      129489577,6 < 𝑥 ≤ 166986041
204482504,4 − 𝑥
37496463,43
       166986041 < 𝑐 ≤ 204482504,4
0                                𝑥 > 204482504,4
 
Untuk pengubahan dari bilangan fuzzy ke bilangan crips dapat dilakukan 
dengan mensubtitusikan hasil terbesar yang didapat yaitu 
0,5109261847 pada fungsi seperti yang diatas, didapatkan, 
𝜇𝐴2(𝑥) =
𝑥 − 129489577,6
37496463,43
 
0,5109261847 =
𝑥 − 129489577,6
37496463,43
 
𝑥 = 148647502,6 
dan 
𝜇𝐴2(𝑥) =
204482504,4 − 𝑥
37496463,43
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0,5109261847 =
204482504,4 − 𝑥
37496463,43
 
𝑥 = 185324579,4 
Dari perhitungan diatas terdapat 2 nilai crips yang dihasilkan. Pada 
metode defuzzifikasi Largest of Maximum Defuzzier maka hasil yang 
digunakan adalah 185324579,4 Kwh. 
2. Metode Smallest of Maximum (SOM) 
Solusi tegas didapatkan dengan mengambil nilai terkecil dari domain 
yang memiliki nilai keanggotaan maksimum. 
 Contoh 2.6 Sama dengan soal pada Contoh 2.5 hasil yang digunakan dari 
himpunan 𝑦92 adalah 0,242147597. Nilai 0,242147597 terletak pada 
himpunan 𝐴3, dengan fungsi keanggotaan: 
𝜇𝐴3(𝑥) =
{
 
 
 
 
0                                      157611925,1 ≤ 𝑥
𝑥 − 157611925,1
37496463,43
      157611925,1 < 𝑥 ≤ 195108388,6
232604852 − 𝑥
37496463,43
       195108388,6 < 𝑐 ≤ 232604852
0                                   𝑥 > 232604852
 
Untuk pengubahan dari bilangan fuzzy ke bilangan crips dapat dilakukan 
dengan mensubtitusikan hasil terbesar yang didapat yaitu 0,242147597 pada 
fungsi seperti yang diatas, didapatkan, 
𝜇𝐴3(𝑥) =
𝑥 − 157611925,1
37496463,43
 
0,242147597 =
𝑥 − 157611925,1
37496463,43
 
𝑥 = 204188067 
dan 
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𝜇𝐴3(𝑥) =
232604852 − 𝑥
37496463,43
 
0,242147597 =
232604852 − 𝑥
37496463,43
 
𝑥 = 223525173 
Dari perhitungan diatas terdapat 2 nilai crips yang dihasilkan. Pada metode 
defuzzifikasi Smallest of Maximum Defuzzier maka hasil yang digunakan 
adalah 204188067 Kwh. 
3. Metode Mean of Maximum (MOM) 
Solusi tegas didapatkan dengan mengambil nilai rata-rata domain fuzzy 
yang memiliki nilai keanggotaan maksimum. 
 Contoh 2.7 Pada contoh 2.5 didapatkan 2 nilai crisp yaitu 148647502,6 
dan 185324579,4. Pada metode Mean of Maximum maka nilai crisp yang 
digunakan adalah 
𝑥 =
148647502,6 + 185324579,4
2
= 166986041 𝑘𝑤ℎ 
.Jadi nilai penyelesaian berupa nilai crisp adalah 166986041 kwh 
I. Neural Network (NN) 
Neural Network adalah proses sistem informasi yang memiliki 
beberapa karakteristik mirip dengan jaringan saraf biologi. NN 
dikembangkan sebagai generalisasi model matematika dari jaringan saraf 
biologi, dengan asumsi bahwa (Fausett, 1994: 3): 
a. Proses informasi terjadi pada banyak elemen sederhana (neuron). 
b. Sinyal dikirimkan diantara neuron-neuron melalui penghubung-
penghubung. 
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c. Penghubung antara neuron memiliki bobot yang akan memperkuat atau 
memperlemah sinyal, dan 
d. Untuk menentukan output, setiap neuron menggunakan fungsi aktivasi 
yang dikenakan pada jumlahan input yang diterima. 
NN terdiri dari unsur-unsur sederhana yang beroperasi secara paralel. 
Jaringan ini dapat ditentukan dengan hubungan antar unsur-unsurnya. 
Umumnya jaringan dapat dilatih untuk melakukan fungsi tertentu dengan 
menyesuaikan nilai-nilai bobot antar unsur-unsurnya untuk mencapai 
output atau target tertentu (Demuth & Beale, 1992: 18). NN dapat 
diaplikasikan di berbagai bidang terutama pada analisis yang lebih komplek 
seperti masalah nonlinear atau suatu struktur paralel. NN digunakan untuk 
menyelesaikan masalah peramalan (Hu & Hwang, 2001:240). 
Pada NN, neuron-neuron akan dikumpulkan dalam lapisan-lapisan 
(layer) yang disebut lapisan neuron (neuron layer). Pada umunya, NN 
mempunyai tiga lapisan, yaitu (Yeung et al, 1998:3): 
a. Lapisan Input (Input Layer) 
Node-node di dalam lapisan input disebut neuron-neuron input. 
Neuron-neuron input menerima input berupa gambaran informasi atau 
permasalahan dari luar. 
b. Lapisan Tersembunyi (Hidden Layer) 
Node-node di dalam lapisan tersembunyi disebut neuron-neuron 
tersembunyi. Neuron-neuron pada lapisan tersembunyi ini berisi bobot yang 
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selanjutnya akan digunakan sebagai perhitungan untuk menentukan nilai 
output. 
c. Lapisan Output (Output Layer) 
Node-node di dalam lapisan output disebut neuron-neuron output. 
Keluaran dari lapisan ini merupakan hasil dari NN terhadap suatu 
permasalahan. 
1. Arsitektur Jaringan 
Pengaturan neuron dalam setiap lapisan dan pola hubungan antar 
lapisan disebut arsitektur jaringan saraf. Arsitektur NN diklasifikasikan 
menjadi 3, yaitu (Fausett, 1994: 12-14): 
a. Jaringan Lapisan Tunggal (Single Layer Net) 
Jaringan dengan lapisan tunggal memiliki satu lapisan dengan bobot-
bobot terhubung. Jaringan ini hanya menerima input kemudian secara 
langsung akan mengolahnya menjadi output tanpa harus melalui lapisan lain 
(lapisan tersembunyi). Dengan kata lain, ciri- ciri dari arsitektur jaringan 
saraf lapisan tunggal adalah hanya memiliki satu lapisan input dan satu 
lapisan output. Gambar 2.13 merupakan contoh dari jaringan lapisan 
tunggal. 
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Gambar 2.13. Contoh Jaringan Lapisan Tunggal 
(Sumber: Fausett, 1994: 13) 
b. Jaringan Banyak Lapisan (Multilayer Net) 
Jaringan dengan banyak lapisan memiliki satu atau lebih lapisan yang 
berada diantara lapisan input dan lapisan output (terdapat satu atau lebih 
lapisan tersembunyi). Jaringan dengan banyak lapisan ini dapat 
menyelesaikan permasalahan yang lebih sulit dibandingkan dengan lapisan 
tunggal. Gambar 2.14 menunjukan contoh jaringan banyak lapisan. 
 
Gambar 2.14. Contoh Jaringan Banyak Lapisan 
(Sumber: Fausett, 1994: 13) 
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c. Jaringan Lapisan Kompetitif (Competitive Layer Net) 
Pada jaringan ini, antar neuron dapat saling dihubungkan. Gambar 
2.15. menunjukkan contoh arsitektur jaringan lapisan kompetitif. 
 
Gambar 2.15. Contoh Jaringan Lapisan Kompetitif 
(Sumber: Fausett, 1994: 14) 
2. Fungsi Aktivasi 
Fungsi aktivasi adalah fungsi yang digunakan untuk menentukan 
keluaran suatu neuron. Fungsi aktivasi berguna untuk mengaktifkan atau 
menonaktifkan neuron yang digunakan pada jaringan. Terdapat beberapa 
fungsi aktivasi yang sering digunakan pada NN sebagai berikut. 
a. Fungsi linear memiliki nilai output yang sama dengan nilai inputnya. 
Fungsi linear ditunjukkan pada Gambar 2.16. Fungsi linear dirumuskan 
sebagai  berikut (Fausett, 1994: 17):  
𝑦 = 𝑥, untuk semua 𝑥 (2.26) 
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Gambar 2.16. Fungsi Aktivasi Linear 
b. Fungsi Undak Biner (Hard Limit) 
Jaringan dengan lapisan tunggal sering menggunakan fungsi undak 
(step function) untuk mengkonversikan input dari suatu variabel yang 
bernilai kontinu ke suatu output biner (0 atau 1). Fungsi undak biner (hard 
limit) dirumuskan sebagai berikut:  
𝑦 = 𝑓(𝑥) = {
0,   𝑗𝑖𝑘𝑎 𝑧 < 0
1,   𝑗𝑖𝑘𝑎 𝑥 ≥ 0
 
Grafik fungsi aktivasi undak biner terdapat pada Gambar 2.17. 
 
Gambar 2.17 Fungsi Aktivasi Undak Biner (Hard Limit) 
c. Fungsi Bipolar (Symetric Hard Limit) 
Fungsi bipolar mirip dnegan fungsi undak biner, perbedaannya terdapat 
pada nilai output yang dihasilkan. Nilai output bipolar berupa nilai 1 
dan -1. Fungsi bipolar dirumuskan sebagai berikut:  
(2.27) 
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𝑦 = 𝑓(𝑥) = {
−1,   𝑗𝑖𝑘𝑎 𝑧 < 0
1,   𝑗𝑖𝑘𝑎 𝑥 ≥ 0
 
Grafik fungsi bipolar terdapat pada Gambar 2.18 berikut. 
 
Gambar 2.18 Fungsi Aktivasi Bipolar (Symetric Hard Limit) 
3. Metode Pembelajaran (Learning Method) 
Salah satu bagian terpenting dari konsep NN adalah terjadinya proses 
pembelajaran. Tujuan utama dari proses pembelajaran adalah melakukan 
pengaturan terhadap bobot-bobot yang ada pada jaringan saraf, sehingga 
didapatkan bobot akhir yang tepat sesuai pola data yang dilatih. Pada 
dasarnya, metode pembelajaran dibagi menjadi 2, yaitu metode 
pembelajaran terawasi (supervised learning) dan metode pembelajaran 
tidak terawasi (unsupervised learning).  
a. Pembelajaran Terawasi (Supervised Learning). 
Pada proses pembelajaran ini, satu input yang telah diberikan pada satu 
neuron di lapisan input akan dijalankan sepanjang jaringan saraf sampai ke 
neuron pada lapisan output. Hasil yang diperoleh kemudian dicocokkan 
dengan target, jika terjadi perbedaan, maka akan muncul error. Jika error 
cukup besar, akan dilakukan pembelajaran yang lebih banyak lagi. Beberapa 
contoh supervised learning adalah Hebbian, Perceptron, Adaline, 
Boltzman, dan Backpropagation. 
(2.28) 
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b. Pembelajaran Tidak Terawasi (Unsupervised Learning) 
Pada proses pembelajaran ini, nilai bobot disusun dalam suatu interval 
atau range tertentu tergantung dari nilai input yang diberikan. Pembelajaran 
ini bertujuan mengelompokkan unit-unit yang hampir sama dalam suatu 
area tertentu. Beberapa contoh unsupervised learning adalah Competitive, 
Kohonen dan LVQ (learning Vector Quantization). 
J. Listrik 
Listrik adalah daya atau kekuatan yang ditimbulkan oleh adanya 
pergesekan atau melalui proses kimia, yang dapat digunakan untuk 
menghasilkan panas, cahaya, atau untuk menjalankan mesin. Pada awal 
ditemukannya, listrik hanyalah berasal dari batu ambar yang digosok-gosokkan 
kemudian dapat menarik bulu. Penemu ini ditemukan oleh Thales antara tahun 
546-640 M, tetapi pada awal ditemukannya Thales belum mengetahui bahwa 
yang ditemukannya adalah listrik. Kemudian dari penemuan tersebut 
dikembangkan oleh Willian Gilbert (1733) yang mengatakan bahwa peristiwa 
Thales merupakan elektrik. Kata elektrik diambil dari bahasa Yunani yaitu 
elektron atau batu ambar. Selanjutnya listrik dikembangkan terus menerus 
hingga pada masa Michael Faraday.  
Di Indonesia, PLN selaku penyalur utama listrik ke masyarakat secara 
tidak langsung telah menjadi tulang punggung bagi perkembangan 
perekonomian masyarakat. Kerangka perekonomian yang terdiri atas berbagai 
jenis lapisan masyarakat merupakan suatu variabel yang saling terkait dimana 
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satu bagiannya akan bergantung kepada bagian lainnya sehingga roda 
perekonomian tetap berjalan. 
Kebutuhan listrik dari hari ke-hari semakin bertambah dikarenakan 
listrik tidak hanya digunakan sebagai penerangan melainkan sebagai 
penggerak alat-alat pengganti tenaga manusia pada industri besar maupun 
industri kecil. Masing-masing konsumen tersebut memiliki jumlah kebutuhan 
listrik yang berbeda-beda dikarenakan tingkat kebutuhannya. Semisal pada 
industri rumahan menengah keatas, kebutuhan listrik terbilang lumayan besar 
dikarenakan listrik digunakan untuk menggerakkan peralatan mesin yang 
digunakan untuk produksi. 
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BAB III 
PEMBAHASAN 
 
Pada bab ini berisi mengenai FRBFNN, prosedur pembentukan model 
FRBFNN, Arsitektur FRBFNN, aplikasi FRBFNN untuk meramalkan kebutuhan 
listrik di D.I Yogyakarta. 
A. Radial Basis Function Neural Network (RBFNN) 
Model RBFNN terdiri dari 3 lapisan, yaitu lapisan input (input layer), 
lapisan tersembunyi (hidden layer), dan lapisan output (output layer). Lapisam 
input menerima suatu vektor input x yang kemudian dibawa ke lapisan tersembunyi 
yang selanjutnya akan memproses data input secara nonlinear dengan fungsi 
aktivasi. Output dari lapisan tersembunyi selanjutnya diproses di lapisan output 
secara linear. 
Pada model RBFNN terdapat beberapa fungsi aktivasi yang digunakan 
untuk menentukan bobot dari lapisan input menuju lapisan tersembunyi. Berikut 
merupakan beberapa fungsi radial basis (Andrew, 2002: 74): 
a. Fungsi multikuadratik 
𝜑(𝑥) = √(𝑥2 + 𝜎2) + 𝑟2 
b. Fungsi invers multikuadratik 
𝜑(𝑥) =
𝑟
√(𝑥2 + 𝜎2) + 𝑟2
 
c. Fungsi Gaussian 
𝜑(𝑥) = exp(
−(𝑥 − 𝑐)2
𝑟2
) 
(3.1) 
(3.2) 
(3.3) 
 44 
 
dengan  
𝑐   = nilai pusat cluster variabel input 
𝑥    = nilai input 
𝜑(𝑥)  = fungsi aktivasi neuron tersembunyi 
𝑟   = jarak maksimum variabel input ke pusat 
Arsitektur dari RBFNN dapat dilihat pada Gambar 3.1 
 
Gambar 3.1 Arsitektur RBFNN 
(Sumber: Orr, 1996:10) 
Pada gambar 3.1 terdapat p komponen vektor input x, m buah fungsi basis 
sebagai fungsi aktivasi neuron tersembunyi dan satu output. Output y yang 
dihasilkan dari model RBFNN merupakan kombinasi linear dari bobot (𝑤𝑗) dengan 
fungsi aktivasi 𝜑𝑗(𝑥) dan dirumuskan sebagai berikut (Orr. 1996:11):  
𝑦𝑡𝑠 =∑𝑤𝑗𝑠𝜇𝑗(𝒙𝒕) + 𝑤0𝑠
𝑚
𝑗=1
 
dengan  
(3.4) 
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𝑚   = banyak fungsi aktivasi neuron tersembunyi 
𝑤𝑗𝑠     = bobot dari neuron lapisan tersembunyi ke-j menuju neouron output 
ke-s 
𝜑𝑗(𝑥)  = fungsi aktivasi neuron tersembunyi ke-j 
𝒙𝒕   = [𝑥1  𝑥2    ⋯  𝑥𝑝] yang merupakan vektor input 
𝑤0𝑠  = bobot bias menuju neouron output ke-s 
Berdasarkan fungsi basis Gaussian diperoleh persamaan:  
𝜑𝑗(𝑥𝑡) = exp (−∑
(𝑥𝑖 − 𝑐𝑗𝑖)
2
𝑟𝑗
2
𝑑
𝑖=1
) 
dengan 
𝑥𝑖   = nilai variabel input ke-i 
𝑐𝑗𝑖   = nilai pusat cluster ke-j dari variabel input ke-i 
𝑟𝑗   = jarak maksimum data pusat cluster ke-j 
 
B. Fuzzy Radial Basis Function Neural Network (FRBFNN) 
Pada model FRBFNN merupakan penggabungan dari metode Radial Basis 
Function Neural Network dan logika Fuzzy. Penerapan logika fuzzy pada RBFNN 
terletak pada nilai input, bobot lapisan tersembunyi dan output. Dalam skripsi ini 
input dan output pada RBFNN berupa himpunan crisp diubah ke himpunan fuzzy 
dengan fungsi keanggotaan segitiga. Kemudian pada output, hasil perhitungan 
FRBFNN didefuzzifikasi menjadi bilangan crisp. Fungsi aktivasi yang digunakan 
sama dengan fungsi aktivasi pada RBFNN. 
(3.5) 
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Arsitektur yang digunakan pada tugas akhir ini terdiri dari 5 lapisan, yaitu 
lapisan pertama merupakan lapisan input, lapisan kedua merupakan lapisan input 
fuzzy, lapisan ketiga merupakan lapisan tersembunyi, lapisan keempat merupakan 
lapisan output fuzzy dan lapisan kelima merupakan lapisan output crisp. Arsitektur 
FRBFNN terdapat pada Gambar 3.2. 
 
Gambar 3.2 Gambar Arsitektur FRBFNN 
 
Pada lapisan input terdiri dari vektor input data asli yaitu 𝑥1, 𝑥2, ⋯ hingga 
variabel input ke-p (𝑥𝑝). Pada lapisan pertama menuju lapisan kedua terdapat 
proses fuzzifikasi untuk mendapatkan derajat keanggotaan input. Banyak neuron 
dari variabel input pada lapisan kedua ditentukan berdasarkan banyak himpunan 
fuzzy yang digunakan (𝑙 = 1,2,3, … , 𝑏). Pada lapisan kedua menuju lapisan ketiga 
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dilakukan proses pembelajaran tak terawasi (unsupervised learning). Pada lapisan 
ketiga menuju lapisan keempat dilakukan proses pembelajaran terawasi (supervised 
learning).  
Pada tugas akhir ini, fungsi aktivasi yang digunakan adalah fungsi Gaussian 
yaitu: 
𝜑𝑗[𝝁(𝒙)] = exp (−∑∑
(𝜇𝑙(𝑥𝑖) − 𝑐𝑗𝑖𝑙)
2
𝑟𝑗
2
𝑝
𝑖=1
𝑏
𝑙=1
) 
dengan 
𝜇𝑙(𝒙𝑖)  = derajat keanggotaan variabel input ke-i pada himpunan fuzzy ke-l 
𝑐𝑗𝑖𝑙  = nilai pusat cluster ke-j dari variabel input ke-i ke himpunan ke-l 
𝑟𝑗  = jarak maksimum cluster ke-j 
l  = 1, 2, 3, ... , b 
Output ke-s data ke-t (𝑦𝑡𝑠) dirumuskan sebagai berikut (Ali & Dale, 2003): 
𝑦𝑡𝑠 =∑𝑤𝑗𝑠𝜑𝑗[𝝁(𝑿)]𝑡 + 𝑤0𝑠
𝑝
𝑗=1
 
dengan  
𝑤𝑗𝑠        = bobot neuron lapisan tersembunyi ke-j menuju neuron output ke-s 
𝜑𝑗[𝝁(𝑿)]𝑡 = fungsi aktivasi neuron tersembunyi ke-j data ke-t 
𝑤0𝑠         = bobot bias menuju neuron output ke-s 
s         = 1, 2, 3, ... , q 
Algoritma pembelajaran pada FRBFNN juga hampir sama dengan RBFNN terbagi 
menjadi tiga bagian, yaitu (Andrew, 2002: 80): 
1. Menentukan pusat dan jarak pada setiap cluster.  
(3.6) 
(3.7) 
 48 
 
2. Menentukan banyak neuron pada lapisan tersembunyi dilakukan dengan 
metode trial dan error dari banyak clustering. 
3. Menentukan bobot antara neuron tersembunyi menuju neuron output.  
Pada model FRBFNN penentuan nilai pusat dan jarak dapat dilakukan dengan 
beberapa metode, salah satu metode yang digunakan pada skripsi ini adalah metode 
K-Means. Untuk penentuan bobot pada neuron tersembunyi menuju output 
dilakukan menggunakan metode globalRidge-regression. 
1. K-Means Cluster 
Salah satu ciri model RBFNN adalah pada fungsi aktivasi yang dalam 
perhitungannya membutuhkan nilai pusat dan varians neuron tersembunyi. 
Metode K-Means ini mengelompokkan data input menjadi beberapa cluster 
berdasarkan katagori yang ada dengan melihat pusat cluster. Pusat cluster adalah 
rata-rata (mean) kluster tersebut. 
Algoritma metode K-means terdiri sebagai berikut (Johnson & Winchern. 
2007: 696): 
1. Menentukan k kluster dengan k nilai pusat. 
2. Menempatkan setiap obyek pada kelompok yang mempunyai jarak 
terdekat dengan pusat. Perhitungan jarak menggunakan metode 
Euclidean Distance kemudian menghitung kembali nilai pusat baru.  
𝑑𝑒𝑢𝑐𝑙(𝑥𝑡, 𝑐𝑗𝑖) = √∑(𝑥𝑖𝑡 − 𝑐𝑗𝑖)
2
𝑑
𝑖=1
 
3. Mengulangi langkah ke-2 hingga nilai pusat lama sama dengan nilai 
pusat baru. 
(3.8) 
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Pada penelitian ini penggunaan K-Means sebagai penentu nilai pusat dan jarak 
pusat dikarenakan metode K-Means mudah untuk diimplementasikan dan 
dijalankan, selain itu waktu yang dibutuhkan untuk menjalankan pembelajaran 
relatif cepat. 
2. Metode Global Ridge-Regression 
Metode global ridge regression digunakan untuk mengestimasi bobot dengan 
menambahkan parameter regulasi yang bernilai positif pada SSE. Estimasi bobot 
terkecil didapatkan dari hasil akhir dengan nilai SSE terkecil. SSE dirumuskan 
sebagai berikut: 
𝑆𝑆𝐸 =∑∑(𝑦𝑡𝑠 − ?̂?𝒕𝒔)
2
𝑛
𝑡=1
𝑞
𝑠=1
 
Maka didapatkan fungsi dari metode global ridge-regression (Orr, 1996: 24):  
𝐶 =∑∑(𝑦𝑡𝑠 − ?̂?𝑡𝑠)
2
𝑛
𝑡=1
𝑞
𝑠=1
+ 𝜆∑∑𝑤𝑗𝑠
2
𝑝
𝑗=1
𝑞
𝑠=1
 
=∑∑(?̂?𝑡𝑠 − 𝑦𝑡𝑠)
2
𝑛
𝑡=1
𝑞
𝑠=1
+ 𝜆∑∑𝑤𝑗𝑠
2
𝑝
𝑗=1
𝑞
𝑠=1
 
dengan  
?̂?𝑡𝑠  = nilai prediksi variabel output ke-s data ke-t 
𝑦𝑡𝑠  = nilai variabel output ke-s data ke-t 
𝜆  = parameter regulasi 
𝑤𝑗𝑠  = bobot pada neuron tersembunyi ke-j menuju neuron output ke-s, 
dengan j=0 untuk bobot bias menuju neuron output ke-s 
𝑛  = banyak pengamatan 
(3.9) 
(3.10
) 
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Bobot optimum didapatkan dengan mendeferensialkan persamaan (3.8) dengan 
variabel bebas yang ada kemudian ditentukan penyelesaian untuk dideferensial 
sama dengan nol.  
𝜕𝐶
𝜕𝑤𝑗𝑠
= 2∑∑(?̂?𝑡𝑠 − 𝑦𝑡𝑠)
𝑛
𝑡=1
𝑞
𝑠=1
𝜕𝑦𝑡𝑠
𝜕𝑤𝑗𝑠
+ 2𝜆𝑤𝑗𝑠 
dengan mengasumsikan 
𝜕𝐶
𝜕𝑤𝑗𝑠
= 0, didapatkan 
∑∑?̂?𝑡𝑠
𝜕𝑦𝑡𝑠
𝜕𝑤𝑗𝑠
𝑛
𝑡=1
𝑞
𝑠=1
−∑∑𝑦𝑡𝑠
𝜕𝑦𝑡𝑠
𝜕𝑤𝑗𝑠𝑡
𝑛
𝑡=1
𝑞
𝑠=1
+ 𝜆𝑤𝑗𝑠 = 0 
∑∑?̂?𝑡𝑠
𝜕𝑦𝑡𝑠
𝜕𝑤𝑗𝑠
𝑛
𝑡=1
𝑞
𝑠=1
+ 𝜆𝑤𝑗𝑠 =∑∑𝑦𝑡𝑠
𝜕𝑦𝑡𝑠
𝜕𝑤𝑗𝑠𝑡
𝑛
𝑡=1
𝑞
𝑠=1
 
dengan 
𝜕𝑦𝑡𝑠
𝜕𝑤𝑗𝑠
= 𝜑𝑗[𝝁(𝒙)] pada persamaan (3.1) diperoleh, 
∑∑?̂?𝑡𝑠𝜑𝑗[𝝁(𝒙)]
𝑛
𝑡=1
𝑞
𝑠=1
+ 𝜆𝑤𝑗𝑠 =∑∑𝑦𝑡𝑠𝜑𝑗[𝝁(𝒙)]
𝑛
𝑡=1
𝑞
𝑠=1
 
Dan notasi dalam bentuk vektor adalah: 
𝜑𝑗
𝑇?̂? + 𝜆?̂?𝑗 = 𝜑𝑗
𝑇𝑦 
[
 
 
 
 
𝜑1
𝑇?̂?
𝜑2
𝑇?̂?
⋮
𝜑𝑞
𝑇?̂?
1 ]
 
 
 
 
+
[
 
 
 
 
𝜆?̂?1
𝜆?̂?1
⋮
𝜆?̂?𝑞
?̂?0 ]
 
 
 
 
=
[
 
 
 
 
𝜑1
𝑇𝑦
𝜑2
𝑇𝑦
⋮
𝜑𝑞
𝑇𝑦
1 ]
 
 
 
 
 
𝚽𝑻?̂? + 𝝀?̂?𝒋 = 𝚽
𝑻𝒚 
dengan,  
𝜆  = parameter regulasi 
?̂?  = vektor peramalan nilai output 
(3.10) (3.11) 
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𝑦  = vektor variabel input 
𝚽  = matriks desain dengan {𝜑𝑗}𝑗=1
𝑝
 sebagai kolom 
Φ = [𝜑1𝜑2⋯𝜑𝑝𝜑𝑏𝑖𝑎𝑠] 
𝚽 = [
Φ1
Φ2
⋮
Φ𝑛
] =
[
 
 
 𝜑1
[𝝁(𝒙)]1
𝜑1[𝝁(𝒙)]2
⋮
𝜑1[𝝁(𝒙)]𝑛
   
𝜑2[𝝁(𝒙)]1
𝜑2[𝝁(𝒙)]2
⋮
𝜑2[𝝁(𝒙)]𝑛
    
⋯
⋯
⋱
⋯
    
𝜑𝑝[𝝁(𝒙)]1
𝜑𝑝[𝝁(𝒙)]2
⋮
𝜑𝑝[𝝁(𝒙)]𝑛
     
1
1
⋮
1]
 
 
 
 
?̂?  = estimasi vektor bobot 
?̂? = [?̂?1 ?̂?2     ⋯ ?̂?𝑠] =
[
 
 
 
 
?̂?11
?̂?21
⋮
?̂?𝑝1
?̂?01
   
?̂?12
?̂?22
⋮
?̂?𝑝2
?̂?02
   
⋯
⋯
⋱
⋯
⋯
   
?̂?1𝑠
?̂?2𝑠
⋮
?̂?𝑝𝑠
?̂?𝑝𝑠]
 
 
 
 
 
Dan 𝑦𝑡𝑠 = perkalian matriks desain dan vektor bobot 
?̂?𝑡𝑠 =∑𝑤𝑗𝑠𝜑𝑗[𝝁(𝒙)]𝑡 + 𝑤0𝑠
𝑝
𝑗=1
 
= [𝜑1[𝝁(𝒙)]𝑡 𝜑2[𝝁(𝒙)]𝑡 ⋯    𝜑𝑝[𝝁(𝒙)]𝑡 1] ×
[
 
 
 
 
?̂?1𝑠
?̂?2𝑠
⋮
?̂?𝑝𝑠
?̂?0𝑠]
 
 
 
 
= 𝚽𝒕?̂?𝒔 
maka 
?̂? = [
𝑦11
𝑦11
⋮
𝑦𝑛1
  
𝑦12
𝑦22
⋮
𝑦1𝑛2
  
⋯
⋯
⋱
⋯
  
𝑦1𝑞
𝑦2𝑞
⋮
𝑦𝑛𝑞
] =
[
 
 
 Φ1?̂?1
Φ2?̂?1
⋮
Φ𝑛?̂?1
  
Φ1?̂?2
Φ2?̂?2
⋮
Φ𝑛?̂?2
  
⋯
⋯
⋱
⋯
  
Φ1?̂?𝑞
Φ2?̂?𝑞
⋮
Φ𝑛?̂?𝑞]
 
 
 
= 𝚽?̂? 
Matriks desain Φ pada RBFNN dapat dibentuk dengan bantuan aplikasi Matlab 
menggunakan program rbfDesign. Program rbfDesign digunakan untuk 
(3.12) 
(3.13) 
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membangkitkan matriks desain pada RBFNN dengan variabel input, pusat dan nilai 
variansi fungsi aktivasi dan tipe fungsi. Program rbfDesign adalah 
Function H = rbfDesign(X,C,R,option) 
dengan 
H   = Matriks desain RBFNN 
X   = Matriks input 
R   = Mariks jarak masing-masing input dengan pusat kluster 
C   = matriks pusat kluster 
option  = Tipe aktivasi fungsi basis 
Tipe aktifasi yang digunakan pada tugas akhir ini adalah fungsi Gaussian. Pada 
fungsi aktivasi Gaussian terdapat penambahan ‘b’ yaitu neuron bias pada jaringan 
sehingga matriks yang dihasilkan dari input akan mendapatkan tambahan satu 
kolom. 
Berdasarkan persamaan (3.1) dan persamaan (3.13), didapatkan persamaan 
sebagai berikut (Orr, 196: 21): 
𝚽𝑻𝒚 = 𝚽𝑻?̂? + 𝝀?̂?𝒋 
= 𝚽𝑻𝚽?̂? + 𝝀?̂? 
= (𝚽𝑻𝚽+ 𝝀𝑰𝒒)?̂? 
dengan 𝐼𝑝 adalah matriks identitas beukuran 𝑞 × 𝑞. Jadi didapatkan persamaan 
untuk estimasi bobot adalah: 
?̂? = (𝚽𝑻𝚽+ 𝝀𝑰𝒑)
−𝟏
𝚽𝑻𝒚 
pada beberapa kasus nilai invers dari 𝚽𝑻𝚽+ 𝝀𝑰𝒑 tidak dapat ditentukan karena 
𝚽𝑻𝚽+ 𝝀𝑰𝒑 merupakan matrik singular. Untuk menyelesaikan matrik singular ini 
(3.14) 
(3.15) 
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digunakan weigh-decay atau sama dengan ridge regression. Ridge regression 
yang digunakan pada skripsi ini adalah global ridge dengan parameter tunggal 
untuk semua fungsi aktivasi. Proses penentuan bobot dilakukan menggunakan 
metode global ridge-regression dengan bantuan aplikasi Matlab. Fungsi global-
ridge yaitu:  
lamb = globalRidge(H,T,0.05) 
dengan 
lamb  = parameter regulasi 
H   = matriks desain RBFNN 
T    = target data input training 
0.05  = nilai estimasi parameter regulasi 
Pada skripsi ini menggunakan metode global ridge-regression untuk 
mengestimasi bobot pada neuron tersembunyi dikarenakan proses pengerjaan yang 
sederhana dan menghasilkan error yang lebih kecil dibandingkan metode local 
ridge. Untuk script m-file rbfDesign dan global ridge regression dapat dilihat pada 
Lampiran 7 dan Lampiran 8. 
C. Prosedur Pembentukan Model FRBFNN 
Model FRBFNN adalah model pembelajaran terawasi (supervised learning) 
dan pembelajaran tak terawasi (unsupervised learing). Berikut merupakan proses 
pemodelan FRBFNN untuk peramalan kebutuhan listrik Di Provinsi Daerah 
Istimewa Yogyakarta sebagai berikut. 
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1. Penentuan Input 
Penentuan input dilakukan dengan cara melihat banyak lag yang 
keluar/melebihi dari garis signifikansi pada plot ACF (subbab 2.C.6). Banyak 
garis yang melalui garis signifikan akan digunakan sebagai banyak input untuk 
pembentukan model FRBFNN. Misalkan garis pada lag 1 melebihi garis 
signifikan maka input yang digunakan adalah 𝑥𝑡−1 dan seterusnya. 
2. Pembagian Data 
Data dibagi menjadi 2, yaitu data training dan data testing. Data training 
digunakan untuk mencari model terbaik, sedangkan data testing digunakan untuk 
menguji ketepatan model hasil data. 
Terdapat beberapa komposisi data training dan data testing yang sering 
digunakan (Hota & Singhai, 2013: 165), yaitu: 
a. 80% untuk data training dan 20% untuk data testing. 
b. 75% untuk data training dan 25% untuk data testing. 
c. 60% untuk data training dan 40% untuk data testing. 
3. Fuzzifikasi 
Pada tahap fuzzifikasi ini nilai–nilai input yang berupa bilangan crisp diubah 
menjadi bilangan fuzzy. Pengubahan ini dilakukan dengan cara menentukan 
derajat keanggotaan dalam semua himpunan fuzzy dengan menggunakan fungsi 
keanggotaan masing-masing himpunan fuzzy. Pada skripsi ini fungsi keanggotaan 
yang digunakan adalah fungsi keanggotaan segitiga seperti yang telah dijelaskan 
pada subbab 2.F.b. 
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4. Menentukan Nilai Jarak, Pusat dan Menentukan Jaringan Optimum 
Penentuan nilai pusat dan jarak dilakukan menggunakan metode K-Means. 
Metode K-Means adalah suatu pengelompokan data menjadi beberapa kelompok 
sesuai dengan karakteristik yang sama. Sedangkan untuk menentukan jarak antara 
pusat dengan data dilakukan dengan rumus Euclidean. Banyak kluster digunakan 
untuk menentukan banyak neuron tersembunyi pada model FRBFNN. 
Penentuan bobot dari neuron tersembunyi menuju output fuzzy didapatkan 
menggunakan metode Global Ridge Regression. Model terbaik yang didapatkan 
dengan metode trial dan error terhadap beberapa macam arsitektur yang mungkin 
dengan fungsi aktivasi gaussian. Penentuan model terbaik dilihat dari nilai MAPE 
dan MSE terkecil. 
5. Defuzzifikasi 
Defuzzifikasi memiliki tujuan untuk mengubah output yang masih berbentuk 
himpunan fuzzy ke dalam himpunan crisp. Metode defuzzifikasi yang digunakan 
pada skripsi ini adalah Largest of Maximum (subbab 2.H). 
6. Uji Kesesuaian Model 
Model dianggap baik jika nilai residual dari hasil pembelajaran data training 
bersifat acak atau white noise. Pengecekan uji kesesuaian model dapat dilihat pada 
plot ACF dan PACF residual yang dihasilkan. Model yang sudah baik ditunjukkan 
dengan tidak adanya lag-lag yang melebihi garis signifikan, sehingga nilai 
autokorelasi dan autokorelasi parsial tidak berbeda dari nol. 
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7. Diagram Alir Prosedur Pembentukan Model 
Berdasarkan prosedur pembentukan model FRBFNN maka dapat dibuat diagram 
alir seperti pada Gambar 3.3 berikut. 
 
Gambar 3.3 Prosedur Pembentukan Model FRBFNN 
 
D. Aplikasi FRBFNN untuk meramalkan Kebutuhan Listrik Di Provinsi 
Daerah Istimewa Yogyakarta 
Model FRBFNN adalah salah satu penggabungan model RBFNN dan logika 
fuzzy yang dapat digunakan untuk peramalan data time series. Pengaplikasian 
FRBFNN pada skripsi ini diterapkan guna meramalkan kebutuhan listrik di DIY. 
Data kebutuhan listrik di DIY merupakan data time series. Data ini 
didapatkan dari Badan Pusat Statistik (BPS) Provinsi Daerah Istimewa 
Yogyakarta yang merupakan data bulanan dari bulan Januari 2007 hingga 
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Desember 2015. Banyak data yang digunakan adalah 108 data (data selengkapnya 
terdapat pada Lampiran 1). Gambar 3.3 di bawah menunjukkan plot time series 
kebutuhan listrik di DIY. 
 
Gambar. 3.4 Plot Data Kebutuhan Listrik di DIY tahun 2007-2015 
Berdasarkan Gambar 3.4 di atas, dapat dilihat bahwa data cenderung 
mengalami kenaikan dari tahun ke tahun. Selanjutnya, berdasarkan prosedur, 
pengaplikasian FRBFNN pada peramalan kebutuhan listrik di DIY adalah 
1. Penentuan input 
Data input ditentukan menggunakan plot fungsi autokorelasi 
(Autocorrelation Function) kebutuhan listrik di DIY tahun 2007-2015. Pada 
Gambar 3.4, lag ditunjukkan dengan garis biru tegak, sedangkan garis lengkung 
merah menujukkan garis signifikan. Banyak garis biru yang melebihi garis 
signifikan menunjukkan banyaknnya variabel yang akan digunakan dalam 
membangun model.  
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Gambar 3.5 Plot Fungsi Autokorelasi (ACF) Kebutuhan Listrik di DIY. 
Berdasarkan Gambar 3.5 dapat dilihat bahwa lag yang signifikan adalah lag 
1, lag 2, lag 3, lag 4, lag 5, lag 6, lag 7, lag 8, lag 9 dan lag 10. Sehingga model 
yang akan dibangun menggunakan 10 input, yaitu 𝑥1 = 𝑦𝑡−1, 𝑥2 = 𝑦𝑡−2, 𝑥3 =
𝑦𝑡−3, 𝑥4 = 𝑦𝑡−4, 𝑥5 = 𝑦𝑡−5, 𝑥6 = 𝑦𝑡−6, 𝑥7 = 𝑦𝑡−7, 𝑥8 = 𝑦𝑡−8, 𝑥8 = 𝑦𝑡−9 dan 
𝑥9 = 𝑦𝑡−10. 
2. Pembagian Data 
Pada skripsi ini pembagian data dilakukan menggunakan 75% data training 
dan 25% data testing. 
3. Fuzzifikasi 
Pada tahap fuzzifikasi, input himpunan yang berupa bilangan crisp diubah ke 
dalam himpunan fuzzy. Dalam skripsi ini, penulis menggunakan fungsi 
keanggotaan segitiga. Langkah-langkah fuzzifikasi terdiri sebagai berikut: 
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a. Menentukan himpunan universal pada Input dan Output 
Himpunan universal adalah himpunan yang memuat semua nilai yang 
digunakan dalam variabel fuzzy. Pada skripsi ini, data yang digunakan sebanyak 
108 data kebutuhan listrik di DIY mulai dari Januari 2007 – Desember 2015. 
Dengan menggunakan trial dan error himpunan universal yang menghasilkan 
error yang terbaik adalah [101367230   232604852]. 
b. Menentukan himpunan fuzzy pada Input dan Output 
Pada skripsi ini banyak himpunan fuzzy dibagi menjadi 3 himpunan. 
Pembagian himpunan ini dilakukan dengan cara mencoba hingga memperoleh 
nilai error terbaik. Penentuan nilai error dilihat setelah dilakukan pembelajaran 
FRBFNN. Gambar 3.6 menunjukkan himpunan fuzzy pada input dan  output. 
 
Gambar 3.6 Grafik Fungsi Keanggotaan Input dan Output 
Berdasarkan trial dan error didapatkan himpunan fuzzy terbaik dengan 
fungsi keanggotaan segitiga dan 3 himpunan fuzzy yaitu: himpunan 
A1=[101367230  138863693,4  176360156,9], himpunan A2=[129489577,6 
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166986041 204482504,4], dan himpunan A3=[157611925,1 195108388,6 
232604852], maka fungsi keanggotaan yang dihasilkan menjadi:  
𝜇𝐴1(𝑥) =
{
 
 
 
 
0                                      101367230 ≤ 𝑥
𝑥 − 101367230
37496463,43
         101367230 < 𝑥 ≤ 138863693,4
176360156,9 − 𝑥
37496463,43
       138863693,4 < 𝑥 ≤ 176360159,9
0                                   𝑥 > 176360159,9 
 
𝜇𝐴2(𝑥) =
{
 
 
 
 
0                                     129489577,6 ≤ 𝑥
𝑥 − 129489577,6
37496463,43
       129489577,6 < 𝑥 ≤ 166986041 
204482504,4 − 𝑥
37496463,43
        166986041 < 𝑥 ≤ 204482504,4
0                                  𝑥 > 204482504,4
 
𝜇𝐴3(𝑥) =
{
 
 
 
 
0                                      101367230 ≤ 𝑥
𝑥 − 157611925,1
37496463,43
      157611925,1 < 𝑥 ≤ 195108388,6
232604852 − 𝑥
37496463,43
       195108388,6 < 𝑥 ≤ 232604852
0                                   𝑥 > 232604852
 
Untuk mendapatkan nilai dari hasil fuzzifikasi dapat dilakukan secara 
manual ataupun menggunakan program Matlab. Perintah yang dapat digunakan 
pada Matlab adalah trimf. Sebagai contoh fuzzifikasi untuk 𝑥1 = 127137861 
pada himpunan A1, A2, dan A3 dapat dituliskan 
data_listrik; 
y1=trimf(X0,[ 101367230  138863693.4  176360156.9]) 
y2=trimf(X0,[ 129458577.6  166986041  204482504.4]) 
y3=trimf(X0,[ 157611925.1  195108388.6  232604852]) 
 
Hasil fuzzifikasi input dan output data training (Lampiran 3) dan data testing 
(Lampiran 4) dapat dilihat pada Tabel 3.1. dan Tabel 3.2.  
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Tabel 3.1. Hasil Fuzzifikasi Input dan Output Data Training 
 
Tabel 3.2. Hasil Fuzzifikasi Input dan Output Data Testing 
 
4. Menentukan Nilai Pusat dan Jarak 
Setelah data didefuzzifikasi, dilanjutkan dengan penentuan nilai pusat dan 
jarak menggunakan metode K-Means. Penentuan nilai pusat menggunakan trial 
dan error dengan metode K-Means. Sedangkan penentuan nilai jarak dihitung 
menggunakan rumus Euclidean. Banyak cluster menunjukkan banyak neuron 
pada lapisan tersembunyi pada pemodelan FRBFNN. Hasil perhitungan nilai 
pusat dan jarak dari masing-masing cluster terdapat pada Lampiran 6. 
 
No
. 
Data Training 
𝑥1  𝑥10 𝑦𝑡  
𝐴1 𝐴2 𝐴3 ⋯ 𝐴1 𝐴2 𝐴3 𝐴1 𝐴2 𝐴3 
1 0,262 0 0 ⋯ 0,657 0 0 0,661 0 0 
2 0,476 0 0 ⋯ 0,661 0 0 0,687 0 0 
3 0,512 0 0 ⋯ 0,687 0 0 0,725 0 0 
4 0,528 0 0 ⋯ 0,725 0 0 0,753 0,003 0 
5 0,577 0 0 ⋯ 0,753 0,003 0 0,760 0,010 0 
⋮ ⋮  ⋮ ⋮   ⋮ ⋮ ⋮ ⋮ 
71 0,1240 0,874 0,375 ⋯ 0 0,503 0,746 0 0,498 0,751 
No
. 
Data Training 
𝑥1  𝑥10 𝑦𝑡  
𝐴1 𝐴2 𝐴3 ⋯ 𝐴1 𝐴2 𝐴3    
1 0 0,452 0,797 ⋯ 0 0,227 0,977 0 0,1565 0,906 
2 0 0,433 0,816 ⋯ 0 0,156 0,906 0 0,1027 0,852 
3 0 0,367 0,882 ⋯ 0 0,102 0,852 0 0,0785 0,828 
4 0 0,365 0,884 ⋯ 0 0,078 0,828 0 0,0733 0,823 
5 0 0,325 0,924 ⋯ 0 0,073 0,823 0 0,0593 0,809 
⋮ ⋮  ⋮ ⋮   ⋮ ⋮ ⋮ ⋮ 
17 0 0 0,746 ⋯ 0 0 0,272 0 0 0,266 
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5. Menentukan Jaringan Optimum 
Langkah pertama penentuan jaringan optimum bertujuan untuk menentukan 
banyak neuron tersembunyi. Penentuan banyak neuron tersembunyi ini 
menggunakan nilai MAPE dan MSE terkecil dari hasil penggolahan program 
rbfDesign dan globalRidge. Hasil pengolahan rbfDesign dan globalRidge 
terdapat pada Tabel 3.3 dan Tabel 3.4. Script m-file untuk program FRBFNN 
dengan 10 input dan 6 neuron tersembunyi dapat dilihat pada Lampiran 9. 
 
Tabel 3.3. Nilai MAPE penentuan banyak neuron tersembunyi untuk data 
training dan data testing. 
Banyak 
cluster 
Nilai MAPE 
Data training Data testing 
min max mean min max mean 
2 5,5584 8,6051 5,9908 5,8595 5,4781 5,6444 
3 7,345 7,7726 6,2827 35,5709 29,0378 32,3044 
4 7,2763 6,9392 5,9728 42,7451 21,8637 32,3044 
5 5,6603 8,6269 5,8628 28,6523 8,7642 18,5948 
6 5,9342 7,9426 5,8114 27,5353 9,7347 18,5948 
7 6,096 7,8006 5,9235 27,4804 9,7824 18,5948 
8 5,8514 8,4805 5,9071 41,5956 23,0132 32,3044 
9 5,6337 8,4246 5,9071 40,4498 24,159 32,3044 
10 5,885 8,5758 5,9071 40,0234 24,5853 32,3044 
 
Tabel 3.4. Nilai MSE penentuan banyak neuron tersembunyi untuk data 
training dan data testing. 
Banyak 
cluster 
Nilai MSE (× 1014) 
Data training Data testing 
min max mean min max mean 
2 1,5597 2,3925 1,264 2,2617 1,9949 2,1242 
3 2,6425 1,9129 1,5559 54,979 37,1 45,591 
4 2,4515 1,7202 1,2635 78,773 21,582 45,591 
5 1,4208 2,479 1,1873 36,149 4,261 15,949 
6 1,6378 2,2182 1,1672 33,485 5,139 15,949 
7 1,8625 2,1681 1,2174 33,357 5,185 15,949 
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8 1,6058 2,3978 1,2069 74,672 23,775 45,591 
9 1,5788 2,3763 1,2069 70,693 26,072 45,591 
10 1,6242 2,4531 1,2069 69,24 26,955 4,5591 
  
 Pada Tabel 3.3 dan Tabel 3.4 terlihat bahwa kemungkinan model dengan 
neuron terbaik adalah jaringan dengan 2, 6 dan 7 neuron. Tetapi setelah 
dilakukan uji kesesuaian model didapatkan 6 neuron yang memenuhi. Oleh 
karena itu, model FRBFNN yang terbentuk untuk peramalan banyaknya 
kebutuhan listrik di DIY memiliki arsitektur 10 input dan 6 neuron pada lapisan 
tersembunyi. 
 Sebagai perbandingan, penulis juga melakukan pengujian model RBFNN. 
Input model yang digunakan pada model RBFNN adalah data asli kebutuhan 
listrik di DIY. Nilai MAPE dan MSE untuk model RBFNN dapat dilihat pada 
Tabel 3.5 (Program RBFNN terdapat pada Lampiran 10). 
Tabel 3.5 Nilai MAPE dan MSE Model RBFNN 
cluster 
MAPE MSE 
training testing training testing 
2 4,0064 32,7525 0,9714 7,9635 
3 3,6705 23,6931 0,5626 4,2201 
4 2,4390 24,7635 0,5132 4,5998 
5 2,1547 21,1670 0,4259 3,3901 
6 3,1416 26,2494 0,4292 5,1542 
7 2,5623 32,1361 0,6084 7,6663 
8 2,6543 30,2863 0,6737 6,8235 
9 3,9616 18,4601 1,4096 2,6011 
10 9,2701 26,3348 4,0475 5,1775 
  
 Dari Tabel 3.5 diperoleh nilai MAPE minimum yaitu 2,1547 untuk data 
training dan 18,4601 untuk data testing. Terdapat dua kemungkinan model 
terbaik yaitu model dengan 5 neuron tersembunyi dan 9 neuron tersembunyi. 
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Setelah dilakukan uji kesesuaian model didapatkan model yang terbaik dengan 
5 neuron tersembunyi. (input untuk data testing dan data testing dapat dilihat 
pada Lampiran 2 dan Lampiran 3) 
 Dari dua model yang diuji, terlihat bahwa model FRBFNN menghasilkan 
nilai MAPE dan MSE lebih kecil dibandingkan dengan model RBFNN. Oleh 
karena itu, model yang digunakan untuk peramalan kebutuhan listrik di DIY 
adalah model FRBFNN dengan arsitektur 10 input dan 6 neuron tersembunyi. 
 Pada skripsi ini digunakan 3 metode defuzzifikasi yaitu, Min, Max, dan 
Mean. Pada Tabel 3.3 dan Tabel 3.4 didapatkan 3 nilai MAPE dan MSE untuk 
masing-masing cluster yang selanjutnya dipilih nilai terkecil. Terlihat pada 6 
cluster menghasilkan model terbaik dibandingkan dengan nilai cluster yang lain 
pada data training maupun data testing. Arti dari 6 cluster adalah neuron 
tersembunyi yang digunakan pada lapisan tersembunyi sebanyak 6 neuron. Oleh 
karena itu, model FRBFNN yang digunakan untuk peramalan kebutuhan listrik 
di DIY mempunyai arsitektur 10 input dan 6 neuron pada lapisan tersembunyi. 
6. Penentuan Output Jaringan 
Proses penentuan output menggunakan struktur jaringan terbaik yang 
didapatkan dari pengujian data training dan data testing dengan 10 input, 6 
neuron, 1 neuron tersembunyi dan 3 neuron output. Arsitektur FRBFNN dengan 
10 input, 6 neuron, 1 jaringan tersembunyi dan 3 neuron output untuk 
meramalkan kebutuhan listrik di DIY terdapat pada Gambar 3.6.   
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Gambar 3.7 Arsitektur FRBFNN 
Berdasarkan arsitektur pada Gambar 3.7 model FRBFNN yang terbentuk : 
𝑦𝑡 =∑ 𝑤𝑗𝜑𝑗[𝝁(𝑿)]𝑡 + 𝑤𝑜
6
𝑗=1
 
dengan s= 1, 2, 3 
Dari perhitungan menggunakan Matlab, diperoleh bobot-bobot hasil 
pembelajaran adalah  
𝒘 =
[
 
 
 
 
 
 
𝒘1
𝒘2
𝒘3
𝒘4
𝒘5
𝒘6
𝒘0]
 
 
 
 
 
 
=
[
 
 
 
 
 
 
−0,4896
−0,2640
0,0806
0,48311
0,2646
0,6155
0,3706
    
0,0083
0,5415
0,311
−0,5253
0,0823
−0,1253
0,5108
   
0,6157
0,1136
−0,1915
−,02655
−0,2543
−,028361
0,2413 ]
 
 
 
 
 
 
 
Misalkan, akan dicari output jaringan pada bulan Agustus 2014 (𝑋92). 
Nilai input yang digunakan adalah data dari bulan Oktober 2013 hingga Juli 
2014. Data input bulan Oktober 2013 hingga Juli 2014 terdapat pada Tabel 3.6. 
(3.19) 
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Tabel 3.6. Input bulan Oktober 2013 – Juli 2014 
Bulan   𝐴1 𝐴2 𝐴3 
Okt-13 0 0,452918 0,797082 
Nov-13 0 0,433969 0,816031 
Des-13 0 0,367412 0,882588 
Jan-14 0 0,36504 0,88496 
Feb-14 0 0,325002 0,924998 
Mar-14 0 0,272586 0,977414 
Apr-14 0 0,262459 0,987541 
Mei-14 0 0,261177 0,988823 
Jun-14 0 0,237565 0,987565 
Jul-14 0 0,227151 0,977151 
 
Berdasarkan model FRBFNN yang terbentuk, kemudian akan dilakukan 
perhitungan peramalan kebutuhan listrik di DIY pada bulan Agustus 2014 
sebagai berikut: 
𝑦𝑡𝑠 =∑𝑤𝑗𝑠𝜑𝑗[𝝁(𝒙)]𝑡 + 𝑤0𝑠
𝑝
𝑗=1
 
dengan s= 1, 2, 3 dan t= 109 
Perhitungan 𝜑𝑗[𝝁(𝑿)]𝑡, 𝑗 = 1,2,3, … , 6 sebagai berikut: 
𝜑𝑗[𝝁(𝑿)] = exp(−
‖𝜇𝑞.𝑙(𝑥𝑙) − 𝑐(𝑞.𝑙).𝑗‖
2
𝑟𝑗
2 ) 
= exp [− {(
𝜇1.1(𝑥1) − 𝑐(1.1).1
𝑟1
)
2
+ (
𝜇1.2(𝑥2) − 𝑐(1.2).2
𝑟2
)
2
+ ⋯
+ (
𝜇𝑏.𝑛(𝑥𝑛) − 𝑐𝑝
𝑟𝑝
)
2
}] 
𝜑1[𝝁(𝑿)] = exp (−
‖𝜇𝑞.𝑙(𝑥𝑙) − 𝑐(𝑞.𝑙).𝑗‖
2
𝑟1
2 ) 
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= exp [− {(
0,101663 − 0.1977
0.656
)
2
+⋯+ (
0,751623 − 0.6727
0.656
)
2
}] 
= exp(−6,67903379) = 0,001256992 
𝜑2[𝝁(𝑿)] = exp (−
‖𝜇𝑞.𝑙(𝑥𝑙) − 𝑐(𝑞.𝑙).𝑗‖
2
𝑟2
2 ) 
= exp [− {(
0,101663 − 0.3931
0.636
)
3
+⋯+ (
0,751623 − 0.3146
0.636
)
2
}] 
= exp(−10,3696) = 3,14 × 10−5 
𝜑3[𝝁(𝑿)] = exp (−
‖𝜇𝑞.𝑙(𝑥𝑙) − 𝑐(𝑞.𝑙).𝑗‖
2
𝑟3
2 ) 
= exp [− {(
0,101663 − 0,6135
0.559
)
2
+⋯+ (
0,751623 − 0,0522
0.559
)
2
}] 
= exp(−22,6084) = 1,52 × 10−10 
𝜑4[𝝁(𝑿)] = exp(−
‖𝜇4.𝑙(𝑥𝑙) − 𝑐(4.𝑙).𝑗‖
2
𝑟4
2 ) 
= exp [− {(
0,101663 − 0,6254
0,567
)
2
+⋯+ (
0,751623 − 0
0,567
)
2
}] 
= exp(−39,8096) = 5,14 × 10−18 
𝜑5[𝝁(𝑿)] = exp (−
‖𝜇𝑞.𝑙(𝑥𝑙) − 𝑐(𝑞.𝑙).𝑗‖
2
𝑟5
2 ) 
= exp [− {(
0,101663 − 0,8433
0,457
)
2
+⋯+ (
0,751623 − 0
0,457
)
2
}] 
= exp(−46,2846) = 7,92 × 10−21 
𝜑6[𝝁(𝑿)] = exp (−
‖𝜇𝑞.𝑙(𝑥𝑙) − 𝑐(𝑞.𝑙).𝑗‖
2
𝑟6
2 ) 
= exp [− {(
0 − 0,8959
0,554
)
2
+⋯+ (
0,751623 − 0
0,554
)
2
}] 
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= exp(−45,2244) = 2,29 × 10−20 
Maka perhitungan 𝑦𝑡𝑠 sebagai berikut:  
𝑦𝑡1 =∑ 𝑤𝑗𝜑𝑗[𝝁(𝑿)]𝑡 + 𝑤𝑜
6
𝑗=1
 
= 0,3706797 − 0,4896729𝜑1[𝝁(𝑿)] − 0,260765 𝜑2[𝝁(𝑿)]
+ 0,0805671𝜑3[𝝁(𝑿)] + 0,4831103𝜑4[𝝁(𝑿)]
+ 2646285 𝜑5[𝝁(𝑿)] + 0,61555569𝜑6[𝝁(𝑿)] 
= 0,3706797 − 0,4896729(0,001256992) − 0,260765 (3,14 × 10−5)
+ 0,0805671(1,52 × 10−10) + 0,4831103(5,14 × 10−18)
+ 2646285 (7,92 × 10−21) + 0,61555569(2,29 × 10−20) 
= 0,370055874 
𝑦𝑡2 =∑ 𝑤𝑗𝜑𝑗[𝝁(𝑿)]𝑡 + 𝑤𝑜
6
𝑗=1
 
= 0,510899 + 0,008328𝜑1(𝑥) + 0,541503𝜑2(𝑥) + 0,311011𝜑3(𝑥)
− 0,52531𝜑4(𝑥) + 0,082371 𝜑5(𝑥) − 0,12534𝜑6(𝑥) 
= 0,510899 + 0,00832𝜑1(0,001256992) + 0,541503 𝜑2(3,14 × 10
−5)
+ 0,311011𝜑3(1,52 × 10
−10) − 0,52531𝜑4(5,14 × 10
−18)
+ 0,082371  𝜑5(7,92 × 10
−21)
− 0,12534𝜑6(2,29 × 10
−20) 
= 0,510926 
𝑦𝑡3 =∑ 𝑤𝑗𝜑𝑗[𝝁(𝑿)]𝑡 + 𝑤𝑜
6
𝑗=1
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= 0,24137 + 0,615762𝜑1[𝝁(𝑿)] + 0,113688𝜑2[𝝁(𝑿)]
− 0,19154 𝜑3[𝝁(𝑿)] − 0,26553𝜑4[𝝁(𝑿)]
− 0,25433 𝜑5[𝝁(𝑿)] − 0,28361𝜑6[𝝁(𝑿)] 
= 0,24137 + 0,615762(0,001256992) + 0,113688 (3,14 × 10−5)
− 0,19154(1,52 × 10−10) − 0,26553(5,14 × 10−18)
− 0,25433(7,92 × 10−21) − 0,28361(2,29 × 10−20) 
= 0,242148 
Dari perhitungan didapatkan nilai 
𝑦92 = [0,3700559   0,5109261847   0,242147597] 
7. Defuzzifikasi 
Pada skripsi ini metode defuzzifikasi adalah Largest of Maximum 
Defuzzifier. Solusi yang dihasilkan berupa bilangan fuzzy kemudian diambil 
nilai terbesar dari domain yang memiliki derajat keanggotaan maksimum. 
Sebagai contoh, hasil prediksi pada bulan Agustus 2014 adalah 𝑦92 =
[0,3700559   0,5109261847   0,242147597], kemudian diambil nilai 
maksimum yaitu 0,510898715. Nilai 0,5109261847 berada pada himpunan 
fuzzy kedua, yaitu 𝐴2 dengan fungsi keanggotaannya 𝐴2 adalah 
𝜇𝐴2(𝑥) =
{
 
 
 
 
0                                  129489577,6 ≤ 𝑥
𝑥 − 129489577,6
37496463,43
      129489577,6 < 𝑥 ≤ 166986041
204482504,4 − 𝑥
37496463,43
       166986041 < 𝑐 ≤ 204482504,4
0                                𝑥 > 204482504,4
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Untuk pengubahan dari bilangan fuzzy ke bilangan crips dapat dilakukan 
dengan mensubtitusikan hasil terbesar yang didapat yaitu 
0,5109261847 pada fungsi seperti yang diatas, didapatkan, 
𝜇𝐴3(𝑥) =
𝑥 − 157611925,1
37496463,43
 
0,5109261847 =
𝑥 − 157611925,1
37496463,43
 
𝑥 = 148647502,6 
dan 
𝜇𝐴3(𝑥) =
232604852 − 𝑥
37496463,43
 
0,5109261847 =
232604852 − 𝑥
37496463,43
 
𝑥 = 185324579,4 
Dari perhitungan diatas terdapat 2 nilai crips yang dihasilkan. Pada 
skripsi ini metode defuzzifikasi yang digunakan adalah Largest of Maximum 
Defuzzier maka hasil yang digunakan adalah 185324579,4 Kwh. 
8. Uji Kesesuaian Model 
Selanjutnya, setelah mendapatkan model terbaik dengan 10 input dan 6 
neuron tersembunyi, langkah selanjutnya adalah pengecekan error pada 
model yang telah digunakan. Pengecekan ini dilakukan menggunakan plot 
ACF dan PACF dari data training dan data testing. Plot ACF dan PACF data 
training dapat dilihat pada Gambar 3.8 dan Gambar 3.9. dan plot ACF dan 
PACF data testing dapat dilihat pada Gambar 3.10 dan Gambar 3.11. 
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Gambar 3.8 Plot ACF untuk data training 
 
Gambar 3.9 Plot PACF untuk data training 
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Gambar 3.10 Plot ACF untuk data Testing 
 
Gambar 3.11 Plot PACF untuk data testing 
Dari plot ACF dan PACF data training dan data testing menunjukkan 
bahwa tidak ada lag yang melebihi garis kepercayaan. Dengan kata lain error 
bersifat acak atau white noise. Oleh karena itu, model FRBFNN dengan 
arsitektur 10 input dan 6 neuron pada jaringan tersembunyi dapat digunakan 
untuk meramalkan kebutuhan listrik di DIY. 
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 Gambar 3.12 dan Gambar 3.13 menunjukkan grafik data aktual dan 
hasil peramalan kebutuhan listrik di DIY untuk data training dan data testing. 
 
Gambar 3.12 Plot Data Aktual dan Hasil Peramalan pada data training. 
 
Gambar 3.13 Plot Data Aktual dan Hasil Peramalan data testing 
E. Hasil Peramalan Kebutuhan Listrik di Provinsi Daerah Istimewa 
Yogyakarta 
Setelah didapatkan model FRBFNN dan bobot yang optimal, 
selanjutnya akan dilakukan peramalan untuk kebutuhan listrik di Provinsi 
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Daerah Istimewa Yogyakarta pada periode Januari 2016 hingga Juni 2016. 
Nilai input yang digunakan selanjutnya difuzzifikasi seperti Tabel 3.5 pada 
subbab C. Kemudian menggunakan model FRBFNN yang telah didapatkan 
seperti contoh 3.1 pada subbab C dan penentuan bobot menggunakan 
persamaan 3.14. Berikut merupakan hasil dari peramalan kebutuhan listrik Di 
DIY. 
Tabel 3.7 Hasil Peramalan Kebutuhan Listrik di Provinsi Daerah 
Istimewa Yogyakarta 
Bulan Jumlah kebutuhan 
(kwh) 
Januari 2016 185325609,4 
Februari 2016 185325609 
Marer 2016 185325609 
April 2016 185325609 
Mei 2016 185325608,9 
Juni 2016 185325605,6 
 
 
Gambar 3.14 Plot Peramalan Kebutuhan Listrik di Provinsi Daerah 
Istimewa Yogyakarta 
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F. Hasil Peramalan Kebutuhan Listrik di DIY Menggunakan Metode 
ARIMA 
Sebagai perbandingan hasil peramalan, penulis menggunakan model 
ARIMA untuk meramalkan kebutuhan listrik di DIY. Model terbaik 
ARIMA yang terbentuk adalah ARIMA (2,1,4). Gambar 3.15 merupakan 
plot hasil peramalan data training dengan nilai MAPE dan MSE untuk data 
training  didapatkan adalah 2,904% dan 3,15018 × 1013. Gambar 3.16 
merupakan plot hasil peramalan data testing dengan nilai MAPE dan MSE 
data testing sebesar 3,6057% dan 9,16703 × 1013. 
 
Gambar 3.15 Plot Data Asli Training dengan Peramalan ARIMA(2,1,4) 
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Gambar 3.16 Plot Data Asli Testing dengan Peramalan ARIMA(1,1,1) 
Tabel 3.8 Perbandingan Nilai Error pada Metode FRBFNN, RBFNN, 
dan ARIMA 
Model 
Training Testing 
MAPE MSE MAPE MSE 
FRBFNN 7,9426 2,2182× 1014 9,7347 5,139× 1014 
RBFNN 2,1547 0,4259× 1014 21,1670 3,391× 1014 
ARIMA 2,904 3,1501× 1013 3,6057 9,167 × 1013 
 
Berdasarkan Tabel 3.8 dapat diketahui bahwa nilai MAPE dan MSE data 
training model RBFNN lebih kecil dibandingkan dengan model FRBFNN 
maupun ARIMA. Berlainan dengan hasil error data training, pada data 
testing nilai MAPE dan MSE terdapat pada model ARIMA.  
Hasil MAPE dan MSE yang didapatkan dipengaruhi oleh beberapa faktor. 
Hasil MAPE dan MSE pada ARIMA lebih kecil dibandingkan yang lain 
dikarenakan ARIMA merupakan metode peramalan yang paling sederhana 
dan tidak memerlukan banyak input. Input yang digunakan pada ARIMA 
hanya menggunakan data aktual. 
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Sedangkan pada RBFNN menggunakan intepretasi lain karena RBFNN 
menggunakan intepretasi input kedalam bentuk lain. Pada FRBFNN lebih 
rumit dibandingkan dengan RBFNN dikarenakan input yang awalnya berupa 
himpunan crisp diubah ke himpunan fuzzy. Selain itu faktor yang 
mempengaruhi adalah interval yang digunakan pada saat proses fuzzifikasi. 
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BAB IV 
PENUTUP 
 
A. Kesimpulan 
Berdasarkan pembahasan mengenai pembentukan model Fuzzy Radial Basis 
Function Neural Network (FRBRNN) untuk meramalkan kebutuhan listrik di DIY, 
maka dapat disimpulkan sebagai berikut: 
1. Prosedur pembentukan model FRBFNN adalah:  
a. Menentukan input model berdasarkan plot ACF 
Penentuan input dilakukan dengan cara melihat banyak lag yang keluar 
dari garis signifikansi pada plot ACF. 
b. Membagi data menjadi dua, yaitu data traning dan data testing  
Pada proses ini data dibagi menjadi dua, yaitu data training dan data 
testing. Komposisi pembagian data yang sering digunakan adalah 80% dan 
20%, 75% dan 25%, atau 60% dan 40%. 
c. Proses fuzzifikasi 
Proses fuzzifikasi terhadap data time series dengan menggunakan fungsi 
keanggotaan segitiga.  
d. Menentukan nilai pusat dan jarak maksimum kluster  
Penentuan nilai pusat dan jarak ditentukan menggunakan metode K-
Means. Metode ini mengelompokkan data menjadi beberapa kelompok atau 
kluster sehingga nilai pusat dan varian setiap kluster dapat dihitung. 
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e. Membangun model FRBRNN  
Membangun model FRBFNN dilakukan dengan melihat nilai terkecil 
pada MAPE dan MSE hasil pembelajaran menggunakan metode RBFNN. 
f. Defuzzifikasi  
Proses defuzzifikasi dilakukan untuk mengubah output yang berupa 
himpunan fuzzy ke dalam himpunan crisp. 
g. Uji kesesuaian model menggunakan uji white noise 
Model dianggap baik jika residual dari hasil pembelajaran data training 
dan data testing bersifat acak atau white noise terpenuhi. Pengecekan ini 
dapat dilihat dari plot ACF dan PACF data residual. 
2. Model FRBFNN diterapkan pada data kebutuhan listrik di DIY bulan 
Januari 2007 hingga Desember 2015. Model terbaik yang didapatkan adalah 
dengan arsitektur 10 variabel input dan 6 neuron tersembunyi dengan fungsi 
aktivasi Gaussian. Kombinasi pembagian data terdiri dari 75% data testing 
dan 25% data training. Hasil MAPE dan MSE berturut-turut dari penelitian 
ini adalah 7,9426% untuk data training dan 9,7347% untuk data testing dan 
2,1681 × 1014 untuk data training dan 5,139 × 1014 untuk data testing. 
Hasil peramalan untuk kebutuhan listrik di Provinsi Daerah Istimewa 
Yogyakarta pada bulan Januari sampai Juni 2016 adalah 185235609,4; 
185325609; 185325609; 185325609; 185325608,9; dan 185325605,6 Kwh. 
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B. Saran 
Penelitian pada tugas akhir ini menggunakan model Fuzzy Radial Basis 
Function Neural Network (FRBFNN). Dalam penentuan banyak variabel 
belum dilakukan eliminasi input. Diharapkan untuk penelitian selanjutnya 
dapat dilakukan eliminasi input agar model yang dihasilkan lebih baik.  
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LAMPIRAN 1 
Data asli 
No. Bulan 
Banyak Listtik 
(kwh) 
No. Bulan 
Banyak Listtik 
(kwh) 
1 Jan-07 127137861 55 Jul-11 154034504 
2 Feb-07 119356010 56 Agu-11 158146876 
3 Mar-07 111367230 57 Sep-11 144658264 
4 Apr-07 121193084 58 Okt-11 160737591 
5 Mei-07 120576726 59 Nov-11 167161958 
6 Jun-07 128583317 60 Des-11 167474179 
7 Jul-07 123027426 61 Jan-12 172548160 
8 Agu-07 126038039 62 Feb-12 164413059 
9 Sep-07 123617983 63 Mar-12 157921629 
10 Okt-07 124884979 64 Apr-12 171710458 
11 Nov-07 126188289 65 Mei-12 169559368 
12 Des-07 129602105 66 Jun-12 178056250 
13 Jan-08 130914216 67 Jul-12 169559368 
14 Feb-08 130345820 68 Agu-12 166707977 
15 Mar-08 124788038 69 Sep-12 160363223 
16 Apr-08 131086911 70 Okt-12 167654705 
17 Mei-08 131571538 71 Nov-12 182459315 
18 Jun-08 134188516 72 Des-12 182552042 
19 Jul-08 129892323 73 Jan-13 167157528 
20 Agu-08 129985848 74 Feb-13 165239156 
21 Sep-08 131359906 75 Mar-13 185586742 
22 Okt-08 133586328 76 Apr-13 185795124 
23 Nov-08 136066728 77 Mei-13 192296070 
24 Des-08 134666846 78 Jun-13 182303476 
25 Jan-09 137855086 79 Jul-13 187499684 
26 Feb-09 125291505 80 Agu-13 169507027 
27 Mar-09 142496055 81 Sep-13 184814942 
28 Apr-09 140097242 82 Okt-13 200630074 
29 Mei-09 145745453 83 Nov-13 190705858 
30 Jun-09 143646736 84 Des-13 194261493 
31 Jul-09 140564954 85 Jan-14 190794787 
32 Agu-09 140978265 86 Feb-14 174467574 
33 Sep-09 137230572 87 Mar-14 198614308 
34 Okt-09 150140315 88 Apr-14 195574654 
35 Nov-09 148719584 89 Mei-14 208639863 
36 Des-09 153175651 90 Jun-14 201732420 
37 Jan-10 153175651 91 Jul-14 188210188 
 85 
 
38 Feb-10 147837398 92 Agu-14 194689283 
39 Mar-10 137578066 93 Sep-14 195965138 
40 Apr-10 154648968 94 Okt-14 209553549 
41 Mei-10 151599081 95 Nov-14 206741641 
42 Jun-10 155255966 96 Des-14 204629308 
43 Jul-10 155056934 97 Jan-15 201535993 
44 Agu-10 140666373 98 Feb-15 184068578 
45 Sep-10 155364044 99 Mar-15 205282188 
46 Okt-10 147903798 100 Apr-15 205318231 
47 Nov-10 159262704 101 Mei-15 214008879 
48 Des-10 150673241 102 Jun-15 208853671 
49 Jan-11 154081841 103 Jul-15 194641206 
50 Feb-11 152276582 104 Agu-15 202453514 
51 Mar-11 139164409 105 Sep-15 202256263 
52 Apr-11 157728409 106 Okt-15 222370093 
53 Mei-11 154154912 107 Nov-15 222604852 
54 Jun-11 160149046 108 Des-15 220679915 
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LAMPIRAN 2 
Data testing asli 
No. Data Training 
x1 x2 x3 x4 x5 x6 
1 127137861 119356010 111367230 121193084 120576726 128583317 
2 119356010 111367230 121193084 120576726 128583317 123027426 
3 111367230 121193084 120576726 128583317 123027426 126038039 
4 121193084 120576726 128583317 123027426 126038039 123617983 
5 120576726 128583317 123027426 126038039 123617983 124884979 
6 128583317 123027426 126038039 123617983 124884979 126188289 
7 123027426 126038039 123617983 124884979 126188289 129602105 
8 126038039 123617983 124884979 126188289 129602105 130914216 
9 123617983 124884979 126188289 129602105 130914216 130345820 
10 124884979 126188289 129602105 130914216 130345820 124788038 
11 126188289 129602105 130914216 130345820 124788038 131086911 
12 129602105 130914216 130345820 124788038 131086911 131571538 
13 130914216 130345820 124788038 131086911 131571538 134188516 
14 130345820 124788038 131086911 131571538 134188516 129892323 
15 124788038 131086911 131571538 134188516 129892323 129985848 
16 131086911 131571538 134188516 129892323 129985848 131359906 
17 131571538 134188516 129892323 129985848 131359906 133586328 
18 134188516 129892323 129985848 131359906 133586328 136066728 
19 129892323 129985848 131359906 133586328 136066728 134666846 
20 129985848 131359906 133586328 136066728 134666846 137855086 
21 131359906 133586328 136066728 134666846 137855086 125291505 
22 133586328 136066728 134666846 137855086 125291505 142496055 
23 136066728 134666846 137855086 125291505 142496055 140097242 
24 134666846 137855086 125291505 142496055 140097242 145745453 
25 137855086 125291505 142496055 140097242 145745453 143646736 
26 125291505 142496055 140097242 145745453 143646736 140564954 
27 142496055 140097242 145745453 143646736 140564954 140978265 
28 140097242 145745453 143646736 140564954 140978265 137230572 
29 145745453 143646736 140564954 140978265 137230572 150140315 
30 143646736 140564954 140978265 137230572 150140315 148719584 
31 140564954 140978265 137230572 150140315 148719584 153175651 
32 140978265 137230572 150140315 148719584 153175651 153175651 
33 137230572 150140315 148719584 153175651 153175651 147837398 
34 150140315 148719584 153175651 153175651 147837398 137578066 
35 148719584 153175651 153175651 147837398 137578066 154648968 
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36 153175651 153175651 147837398 137578066 154648968 151599081 
37 153175651 147837398 137578066 154648968 151599081 155255966 
38 147837398 137578066 154648968 151599081 155255966 155056934 
39 137578066 154648968 151599081 155255966 155056934 140666373 
40 154648968 151599081 155255966 155056934 140666373 155364044 
41 151599081 155255966 155056934 140666373 155364044 147903798 
42 155255966 155056934 140666373 155364044 147903798 159262704 
43 155056934 140666373 155364044 147903798 159262704 150673241 
44 140666373 155364044 147903798 159262704 150673241 154081841 
45 155364044 147903798 159262704 150673241 154081841 152276582 
46 147903798 159262704 150673241 154081841 152276582 139164409 
47 159262704 150673241 154081841 152276582 139164409 157728409 
48 150673241 154081841 152276582 139164409 157728409 154154912 
49 154081841 152276582 139164409 157728409 154154912 160149046 
50 152276582 139164409 157728409 154154912 160149046 154034504 
51 139164409 157728409 154154912 160149046 154034504 158146876 
52 157728409 154154912 160149046 154034504 158146876 144658264 
53 154154912 160149046 154034504 158146876 144658264 160737591 
54 160149046 154034504 158146876 144658264 160737591 167161958 
55 154034504 158146876 144658264 160737591 167161958 167474179 
56 158146876 144658264 160737591 167161958 167474179 172548160 
57 144658264 160737591 167161958 167474179 172548160 164413059 
58 160737591 167161958 167474179 172548160 164413059 157921629 
59 167161958 167474179 172548160 164413059 157921629 171710458 
60 167474179 172548160 164413059 157921629 171710458 169559368 
61 172548160 164413059 157921629 171710458 169559368 178056250 
62 164413059 157921629 171710458 169559368 178056250 169559368 
63 157921629 171710458 169559368 178056250 169559368 166707977 
64 171710458 169559368 178056250 169559368 166707977 160363223 
65 169559368 178056250 169559368 166707977 160363223 167654705 
66 178056250 169559368 166707977 160363223 167654705 182459315 
67 169559368 166707977 160363223 167654705 182459315 182552042 
68 166707977 160363223 167654705 182459315 182552042 167157528 
69 160363223 167654705 182459315 182552042 167157528 165239156 
70 167654705 182459315 182552042 167157528 165239156 185586742 
71 182459315 182552042 167157528 165239156 185586742 185795124 
No. 
 
x7 x8 x9 x10 x11 
1 123027426 126038039 123617983 124884979 126188289 
2 126038039 123617983 124884979 126188289 129602105 
3 123617983 124884979 126188289 129602105 130914216 
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4 124884979 126188289 129602105 130914216 130345820 
5 126188289 129602105 130914216 130345820 124788038 
6 129602105 130914216 130345820 124788038 131086911 
7 130914216 130345820 124788038 131086911 131571538 
8 130345820 124788038 131086911 131571538 134188516 
9 124788038 131086911 131571538 134188516 129892323 
10 131086911 131571538 134188516 129892323 129985848 
11 131571538 134188516 129892323 129985848 131359906 
12 134188516 129892323 129985848 131359906 133586328 
13 129892323 129985848 131359906 133586328 136066728 
14 129985848 131359906 133586328 136066728 134666846 
15 131359906 133586328 136066728 134666846 137855086 
16 133586328 136066728 134666846 137855086 125291505 
17 136066728 134666846 137855086 125291505 142496055 
18 134666846 137855086 125291505 142496055 140097242 
19 137855086 125291505 142496055 140097242 145745453 
20 125291505 142496055 140097242 145745453 143646736 
21 142496055 140097242 145745453 143646736 140564954 
22 140097242 145745453 143646736 140564954 140978265 
23 145745453 143646736 140564954 140978265 137230572 
24 143646736 140564954 140978265 137230572 150140315 
25 140564954 140978265 137230572 150140315 148719584 
26 140978265 137230572 150140315 148719584 153175651 
27 137230572 150140315 148719584 153175651 153175651 
28 150140315 148719584 153175651 153175651 147837398 
29 148719584 153175651 153175651 147837398 137578066 
30 153175651 153175651 147837398 137578066 154648968 
31 153175651 147837398 137578066 154648968 151599081 
32 147837398 137578066 154648968 151599081 155255966 
33 137578066 154648968 151599081 155255966 155056934 
34 154648968 151599081 155255966 155056934 140666373 
35 151599081 155255966 155056934 140666373 155364044 
36 155255966 155056934 140666373 155364044 147903798 
37 155056934 140666373 155364044 147903798 159262704 
38 140666373 155364044 147903798 159262704 150673241 
39 155364044 147903798 159262704 150673241 154081841 
40 147903798 159262704 150673241 154081841 152276582 
41 159262704 150673241 154081841 152276582 139164409 
42 150673241 154081841 152276582 139164409 157728409 
43 154081841 152276582 139164409 157728409 154154912 
44 152276582 139164409 157728409 154154912 160149046 
 89 
 
45 139164409 157728409 154154912 160149046 154034504 
46 157728409 154154912 160149046 154034504 158146876 
47 154154912 160149046 154034504 158146876 144658264 
48 160149046 154034504 158146876 144658264 160737591 
49 154034504 158146876 144658264 160737591 167161958 
50 158146876 144658264 160737591 167161958 167474179 
51 144658264 160737591 167161958 167474179 172548160 
52 160737591 167161958 167474179 172548160 164413059 
53 167161958 167474179 172548160 164413059 157921629 
54 167474179 172548160 164413059 157921629 171710458 
55 172548160 164413059 157921629 171710458 169559368 
56 164413059 157921629 171710458 169559368 178056250 
57 157921629 171710458 169559368 178056250 169559368 
58 171710458 169559368 178056250 169559368 166707977 
59 169559368 178056250 169559368 166707977 160363223 
60 178056250 169559368 166707977 160363223 167654705 
61 169559368 166707977 160363223 167654705 182459315 
62 166707977 160363223 167654705 182459315 182552042 
63 160363223 167654705 182459315 182552042 167157528 
64 167654705 182459315 182552042 167157528 165239156 
65 182459315 182552042 167157528 165239156 185586742 
66 182552042 167157528 165239156 185586742 185795124 
67 167157528 165239156 185586742 185795124 192296070 
68 165239156 185586742 185795124 192296070 182303476 
69 185586742 185795124 192296070 182303476 187499684 
70 185795124 192296070 182303476 187499684 169507027 
71 192296070 182303476 187499684 169507027 184814942 
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LAMPIRAN 3 
Data training asli 
No. x1 x2 x3 x4 x5 x6 
1 200630074 190705858 194261493 190794787 174467574 198614308 
2 190705858 194261493 190794787 174467574 198614308 195574654 
3 194261493 190794787 174467574 198614308 195574654 208639863 
4 190794787 174467574 198614308 195574654 208639863 201732420 
5 174467574 198614308 195574654 208639863 201732420 188210188 
6 198614308 195574654 208639863 201732420 188210188 194689283 
7 195574654 208639863 201732420 188210188 194689283 195965138 
8 208639863 201732420 188210188 194689283 195965138 209553549 
9 201732420 188210188 194689283 195965138 209553549 206741641 
10 188210188 194689283 195965138 209553549 206741641 204629308 
11 194689283 195965138 209553549 206741641 204629308 201535993 
12 195965138 209553549 206741641 204629308 201535993 184068578 
13 209553549 206741641 204629308 201535993 184068578 205282188 
14 206741641 204629308 201535993 184068578 205282188 205318231 
15 204629308 201535993 184068578 205282188 205318231 214008879 
16 201535993 184068578 205282188 205318231 214008879 208853671 
17 184068578 205282188 205318231 214008879 208853671 194641206 
No. x7 x8 x9 x10 x11 
1 195574654 208639863 201732420 188210188 194689283 
2 208639863 201732420 188210188 194689283 195965138 
3 201732420 188210188 194689283 195965138 209553549 
4 188210188 194689283 195965138 209553549 206741641 
5 194689283 195965138 209553549 206741641 204629308 
6 195965138 209553549 206741641 204629308 201535993 
7 209553549 206741641 204629308 201535993 184068578 
8 206741641 204629308 201535993 184068578 205282188 
9 204629308 201535993 184068578 205282188 205318231 
10 201535993 184068578 205282188 205318231 214008879 
11 184068578 205282188 205318231 214008879 208853671 
12 205282188 205318231 214008879 208853671 194641206 
13 205318231 214008879 208853671 194641206 202453514 
14 214008879 208853671 194641206 202453514 202256263 
15 208853671 194641206 202453514 202256263 222370093 
16 194641206 202453514 202256263 222370093 222604852 
17 202453514 202256263 222370093 222604852 220679915 
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LAMPIRAN 4 
Hasil fuzzifikasi data training 
x1 x2 x3 x4 
A1 A2 A3 A1 A2 A3 A1 A2 A3 A1 A2 A3 
0,266692 0 0 0,479746 0 0 0,512302 0 0 0,528739 0 0 
0,479746 0 0 0,512302 0 0 0,528739 0 0 0,57766 0 0 
0,512302 0 0 0,528739 0 0 0,57766 0 0 0,593409 0 0 
0,528739 0 0 0,57766 0 0 0,593409 0 0 0,624614 0 0 
0,57766 0 0 0,593409 0 0 0,624614 0 0 0,627199 0 0 
0,593409 0 0 0,624614 0 0 0,627199 0 0 0,638041 0 0 
0,624614 0 0 0,627199 0 0 0,638041 0 0 0,65795 0 0 
0,627199 0 0 0,638041 0 0 0,65795 0 0 0,661957 0 0 
0,638041 0 0 0,65795 0 0 0,661957 0 0 0,687282 0 0 
0,65795 0 0 0,661957 0 0 0,687282 0 0 0,725831 0 0 
0,661957 0 0 0,687282 0 0 0,725831 0 0 0,753001 0,003001 0 
0,687282 0 0 0,725831 0 0 0,753001 0,003001 0 0,760741 0,010741 0 
0,725831 0 0 0,753001 0,003001 0 0,760741 0,010741 0 0,763235 0,013235 0 
0,753001 0,003001 0 0,760741 0,010741 0 0,763235 0,013235 0 0,772835 0,022835 0 
0,760741 0,010741 0 0,763235 0,013235 0 0,772835 0,022835 0 0,787994 0,037994 0 
0,763235 0,013235 0 0,772835 0,022835 0 0,787994 0,037994 0 0,7926 0,0426 0 
0,772835 0,022835 0 0,787994 0,037994 0 0,7926 0,0426 0 0,79988 0,04988 0 
0,787994 0,037994 0 0,7926 0,0426 0 0,79988 0,04988 0 0,805524 0,055524 0 
0,7926 0,0426 0 0,79988 0,04988 0 0,805524 0,055524 0 0,859257 0,109257 0 
0,79988 0,04988 0 0,805524 0,055524 0 0,859257 0,109257 0 0,875317 0,125317 0 
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0,805524 0,055524 0 0,859257 0,109257 0 0,875317 0,125317 0 0,888074 0,138074 0 
0,859257 0,109257 0 0,875317 0,125317 0 0,888074 0,138074 0 0,925407 0,175407 0 
0,875317 0,125317 0 0,888074 0,138074 0 0,925407 0,175407 0 0,956446 0,206446 0 
0,888074 0,138074 0 0,925407 0,175407 0 0,956446 0,206446 0 0,965713 0,215713 0 
0,925407 0,175407 0 0,956446 0,206446 0 0,965713 0,215713 0 0,973101 0,223101 0 
0,956446 0,206446 0 0,965713 0,215713 0 0,973101 0,223101 0 0,99198 0,25802 0 
0,965713 0,215713 0 0,973101 0,223101 0 0,99198 0,25802 0 0,967102 0,282898 0 
0,973101 0,223101 0 0,99198 0,25802 0 0,967102 0,282898 0 0,954629 0,295371 0 
0,99198 0,25802 0 0,967102 0,282898 0 0,954629 0,295371 0 0,951924 0,298076 0 
0,967102 0,282898 0 0,954629 0,295371 0 0,951924 0,298076 0 0,943606 0,306394 0 
0,954629 0,295371 0 0,951924 0,298076 0 0,943606 0,306394 0 0,903128 0,346872 0 
0,951924 0,298076 0 0,943606 0,306394 0 0,903128 0,346872 0 0,87244 0,37756 0 
0,943606 0,306394 0 0,903128 0,346872 0 0,87244 0,37756 0 0,845464 0,404536 0 
0,903128 0,346872 0 0,87244 0,37756 0 0,845464 0,404536 0 0,816469 0,433531 0 
0,87244 0,37756 0 0,845464 0,404536 0 0,816469 0,433531 0 0,760679 0,489321 0 
0,845464 0,404536 0 0,816469 0,433531 0 0,760679 0,489321 0 0,758908 0,491092 0 
0,816469 0,433531 0 0,760679 0,489321 0 0,758908 0,491092 0 0,737151 0,512849 0 
0,760679 0,489321 0 0,758908 0,491092 0 0,737151 0,512849 0 0,699262 0,550738 0 
0,758908 0,491092 0 0,737151 0,512849 0 0,699262 0,550738 0 0,685049 0,564951 0 
0,737151 0,512849 0 0,699262 0,550738 0 0,685049 0,564951 0 0,660358 0,589642 0 
0,699262 0,550738 0 0,685049 0,564951 0 0,660358 0,589642 0 0,642289 0,607711 0 
0,685049 0,564951 0 0,660358 0,589642 0 0,642289 0,607711 0 0,618312 0,631688 0 
0,660358 0,589642 0 0,642289 0,607711 0 0,618312 0,631688 0 0,618312 0,631688 0 
0,642289 0,607711 0 0,618312 0,631688 0 0,618312 0,631688 0 0,595407 0,654593 0 
0,618312 0,631688 0 0,618312 0,631688 0 0,595407 0,654593 0 0,594144 0,655856 0 
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0,618312 0,631688 0 0,595407 0,654593 0 0,594144 0,655856 0 0,592196 0,657804 0 
0,595407 0,654593 0 0,594144 0,655856 0 0,592196 0,657804 0 0,57902 0,67098 0 
0,594144 0,655856 0 0,592196 0,657804 0 0,57902 0,67098 0 0,56814 0,68186 0 
0,592196 0,657804 0 0,57902 0,67098 0 0,56814 0,68186 0 0,562832 0,687168 0 
0,57902 0,67098 0 0,56814 0,68186 0 0,562832 0,687168 0 0,559949 0,690051 0 
0,56814 0,68186 0 0,562832 0,687168 0 0,559949 0,690051 0 0,496893 0,753107 0,003107 
0,562832 0,687168 0 0,559949 0,690051 0 0,496893 0,753107 0,003107 0,49174 0,75826 0,00826 
0,559949 0,690051 0 0,496893 0,753107 0,003107 0,49174 0,75826 0,00826 0,485733 0,764267 0,014267 
0,496893 0,753107 0,003107 0,49174 0,75826 0,00826 0,485733 0,764267 0,014267 0,455975 0,794025 0,044025 
0,49174 0,75826 0,00826 0,485733 0,764267 0,014267 0,455975 0,794025 0,044025 0,432337 0,817663 0,067663 
0,485733 0,764267 0,014267 0,455975 0,794025 0,044025 0,432337 0,817663 0,067663 0,426625 0,823375 0,073375 
0,455975 0,794025 0,044025 0,432337 0,817663 0,067663 0,426625 0,823375 0,073375 0,416641 0,833359 0,083359 
0,432337 0,817663 0,067663 0,426625 0,823375 0,073375 0,416641 0,833359 0,083359 0,318619 0,931381 0,181381 
0,426625 0,823375 0,073375 0,416641 0,833359 0,083359 0,318619 0,931381 0,181381 0,296588 0,953412 0,203412 
0,416641 0,833359 0,083359 0,318619 0,931381 0,181381 0,296588 0,953412 0,203412 0,257416 0,992584 0,242584 
0,318619 0,931381 0,181381 0,296588 0,953412 0,203412 0,257416 0,992584 0,242584 0,245427 0,995427 0,254573 
0,296588 0,953412 0,203412 0,257416 0,992584 0,242584 0,245427 0,995427 0,254573 0,245308 0,995308 0,254692 
0,257416 0,992584 0,242584 0,245427 0,995427 0,254573 0,245308 0,995308 0,254692 0,236982 0,986982 0,263018 
0,245427 0,995427 0,254573 0,245308 0,995308 0,254692 0,236982 0,986982 0,263018 0,232167 0,982167 0,267833 
0,245308 0,995308 0,254692 0,236982 0,986982 0,263018 0,232167 0,982167 0,267833 0,182767 0,932767 0,317233 
0,236982 0,986982 0,263018 0,232167 0,982167 0,267833 0,182767 0,932767 0,317233 0,181371 0,931371 0,318629 
0,232167 0,982167 0,267833 0,182767 0,932767 0,317233 0,181371 0,931371 0,318629 0,181371 0,931371 0,318629 
0,182767 0,932767 0,317233 0,181371 0,931371 0,318629 0,181371 0,931371 0,318629 0,124004 0,874004 0,375996 
0,181371 0,931371 0,318629 0,181371 0,931371 0,318629 0,124004 0,874004 0,375996 0,101663 0,851663 0,398337 
0,181371 0,931371 0,318629 0,124004 0,874004 0,375996 0,101663 0,851663 0,398337 0,050474 0,800474 0,449526 
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0,124004 0,874004 0,375996 0,101663 0,851663 0,398337 0,050474 0,800474 0,449526 0 0,704767 0,545233 
x5 x6 x7 x8 
A1 A2 A3 A1 A2 A3 A1 A2 A3 A1 A2 A3 
0,57766 0 0 0,593409 0 0 0,624614 0 0 0,627199 0 0 
0,593409 0 0 0,624614 0 0 0,627199 0 0 0,638041 0 0 
0,624614 0 0 0,627199 0 0 0,638041 0 0 0,65795 0 0 
0,627199 0 0 0,638041 0 0 0,65795 0 0 0,661957 0 0 
0,638041 0 0 0,65795 0 0 0,661957 0 0 0,687282 0 0 
0,65795 0 0 0,661957 0 0 0,687282 0 0 0,725831 0 0 
0,661957 0 0 0,687282 0 0 0,725831 0 0 0,753001 0,003001 0 
0,687282 0 0 0,725831 0 0 0,753001 0,003001 0 0,760741 0,010741 0 
0,725831 0 0 0,753001 0,003001 0 0,760741 0,010741 0 0,763235 0,013235 0 
0,753001 0,003001 0 0,760741 0,010741 0 0,763235 0,013235 0 0,772835 0,022835 0 
0,760741 0,010741 0 0,763235 0,013235 0 0,772835 0,022835 0 0,787994 0,037994 0 
0,763235 0,013235 0 0,772835 0,022835 0 0,787994 0,037994 0 0,7926 0,0426 0 
0,772835 0,022835 0 0,787994 0,037994 0 0,7926 0,0426 0 0,79988 0,04988 0 
0,787994 0,037994 0 0,7926 0,0426 0 0,79988 0,04988 0 0,805524 0,055524 0 
0,7926 0,0426 0 0,79988 0,04988 0 0,805524 0,055524 0 0,859257 0,109257 0 
0,79988 0,04988 0 0,805524 0,055524 0 0,859257 0,109257 0 0,875317 0,125317 0 
0,805524 0,055524 0 0,859257 0,109257 0 0,875317 0,125317 0 0,888074 0,138074 0 
0,859257 0,109257 0 0,875317 0,125317 0 0,888074 0,138074 0 0,925407 0,175407 0 
0,875317 0,125317 0 0,888074 0,138074 0 0,925407 0,175407 0 0,956446 0,206446 0 
0,888074 0,138074 0 0,925407 0,175407 0 0,956446 0,206446 0 0,965713 0,215713 0 
0,925407 0,175407 0 0,956446 0,206446 0 0,965713 0,215713 0 0,973101 0,223101 0 
0,956446 0,206446 0 0,965713 0,215713 0 0,973101 0,223101 0 0,99198 0,25802 0 
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0,965713 0,215713 0 0,973101 0,223101 0 0,99198 0,25802 0 0,967102 0,282898 0 
0,973101 0,223101 0 0,99198 0,25802 0 0,967102 0,282898 0 0,954629 0,295371 0 
0,99198 0,25802 0 0,967102 0,282898 0 0,954629 0,295371 0 0,951924 0,298076 0 
0,967102 0,282898 0 0,954629 0,295371 0 0,951924 0,298076 0 0,943606 0,306394 0 
0,954629 0,295371 0 0,951924 0,298076 0 0,943606 0,306394 0 0,903128 0,346872 0 
0,951924 0,298076 0 0,943606 0,306394 0 0,903128 0,346872 0 0,87244 0,37756 0 
0,943606 0,306394 0 0,903128 0,346872 0 0,87244 0,37756 0 0,845464 0,404536 0 
0,903128 0,346872 0 0,87244 0,37756 0 0,845464 0,404536 0 0,816469 0,433531 0 
0,87244 0,37756 0 0,845464 0,404536 0 0,816469 0,433531 0 0,760679 0,489321 0 
0,845464 0,404536 0 0,816469 0,433531 0 0,760679 0,489321 0 0,758908 0,491092 0 
0,816469 0,433531 0 0,760679 0,489321 0 0,758908 0,491092 0 0,737151 0,512849 0 
0,760679 0,489321 0 0,758908 0,491092 0 0,737151 0,512849 0 0,699262 0,550738 0 
0,758908 0,491092 0 0,737151 0,512849 0 0,699262 0,550738 0 0,685049 0,564951 0 
0,737151 0,512849 0 0,699262 0,550738 0 0,685049 0,564951 0 0,660358 0,589642 0 
0,699262 0,550738 0 0,685049 0,564951 0 0,660358 0,589642 0 0,642289 0,607711 0 
0,685049 0,564951 0 0,660358 0,589642 0 0,642289 0,607711 0 0,618312 0,631688 0 
0,660358 0,589642 0 0,642289 0,607711 0 0,618312 0,631688 0 0,618312 0,631688 0 
0,642289 0,607711 0 0,618312 0,631688 0 0,618312 0,631688 0 0,595407 0,654593 0 
0,618312 0,631688 0 0,618312 0,631688 0 0,595407 0,654593 0 0,594144 0,655856 0 
0,618312 0,631688 0 0,595407 0,654593 0 0,594144 0,655856 0 0,592196 0,657804 0 
0,595407 0,654593 0 0,594144 0,655856 0 0,592196 0,657804 0 0,57902 0,67098 0 
0,594144 0,655856 0 0,592196 0,657804 0 0,57902 0,67098 0 0,56814 0,68186 0 
0,592196 0,657804 0 0,57902 0,67098 0 0,56814 0,68186 0 0,562832 0,687168 0 
0,57902 0,67098 0 0,56814 0,68186 0 0,562832 0,687168 0 0,559949 0,690051 0 
0,56814 0,68186 0 0,562832 0,687168 0 0,559949 0,690051 0 0,496893 0,753107 0,003107 
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0,562832 0,687168 0 0,559949 0,690051 0 0,496893 0,753107 0,003107 0,49174 0,75826 0,00826 
0,559949 0,690051 0 0,496893 0,753107 0,003107 0,49174 0,75826 0,00826 0,485733 0,764267 0,014267 
0,496893 0,753107 0,003107 0,49174 0,75826 0,00826 0,485733 0,764267 0,014267 0,455975 0,794025 0,044025 
0,49174 0,75826 0,00826 0,485733 0,764267 0,014267 0,455975 0,794025 0,044025 0,432337 0,817663 0,067663 
0,485733 0,764267 0,014267 0,455975 0,794025 0,044025 0,432337 0,817663 0,067663 0,426625 0,823375 0,073375 
0,455975 0,794025 0,044025 0,432337 0,817663 0,067663 0,426625 0,823375 0,073375 0,416641 0,833359 0,083359 
0,432337 0,817663 0,067663 0,426625 0,823375 0,073375 0,416641 0,833359 0,083359 0,318619 0,931381 0,181381 
0,426625 0,823375 0,073375 0,416641 0,833359 0,083359 0,318619 0,931381 0,181381 0,296588 0,953412 0,203412 
0,416641 0,833359 0,083359 0,318619 0,931381 0,181381 0,296588 0,953412 0,203412 0,257416 0,992584 0,242584 
0,318619 0,931381 0,181381 0,296588 0,953412 0,203412 0,257416 0,992584 0,242584 0,245427 0,995427 0,254573 
0,296588 0,953412 0,203412 0,257416 0,992584 0,242584 0,245427 0,995427 0,254573 0,245308 0,995308 0,254692 
0,257416 0,992584 0,242584 0,245427 0,995427 0,254573 0,245308 0,995308 0,254692 0,236982 0,986982 0,263018 
0,245427 0,995427 0,254573 0,245308 0,995308 0,254692 0,236982 0,986982 0,263018 0,232167 0,982167 0,267833 
0,245308 0,995308 0,254692 0,236982 0,986982 0,263018 0,232167 0,982167 0,267833 0,182767 0,932767 0,317233 
0,236982 0,986982 0,263018 0,232167 0,982167 0,267833 0,182767 0,932767 0,317233 0,181371 0,931371 0,318629 
0,232167 0,982167 0,267833 0,182767 0,932767 0,317233 0,181371 0,931371 0,318629 0,181371 0,931371 0,318629 
0,182767 0,932767 0,317233 0,181371 0,931371 0,318629 0,181371 0,931371 0,318629 0,124004 0,874004 0,375996 
0,181371 0,931371 0,318629 0,181371 0,931371 0,318629 0,124004 0,874004 0,375996 0,101663 0,851663 0,398337 
0,181371 0,931371 0,318629 0,124004 0,874004 0,375996 0,101663 0,851663 0,398337 0,050474 0,800474 0,449526 
0,124004 0,874004 0,375996 0,101663 0,851663 0,398337 0,050474 0,800474 0,449526 0 0,704767 0,545233 
0,101663 0,851663 0,398337 0,050474 0,800474 0,449526 0 0,704767 0,545233 0 0,591497 0,658503 
0,050474 0,800474 0,449526 0 0,704767 0,545233 0 0,591497 0,658503 0 0,58734 0,66266 
0 0,704767 0,545233 0 0,591497 0,658503 0 0,58734 0,66266 0 0,584867 0,665133 
0 0,591497 0,658503 0 0,58734 0,66266 0 0,584867 0,665133 0 0,544423 0,705577 
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x9 x10 target fuzzy target  data 
asli A1 A2 A3 A1 A2 A3 A1 A2 A3 
0,638041 0 0 0,65795 0 0 0,661957 0 0 126188289 
0,65795 0 0 0,661957 0 0 0,687282 0 0 129602105 
0,661957 0 0 0,687282 0 0 0,725831 0 0 130914216 
0,687282 0 0 0,725831 0 0 0,753001 0,003001 0 130345820 
0,725831 0 0 0,753001 0,003001 0 0,760741 0,010741 0 124788038 
0,753001 0,003001 0 0,760741 0,010741 0 0,763235 0,013235 0 131086911 
0,760741 0,010741 0 0,763235 0,013235 0 0,772835 0,022835 0 131571538 
0,763235 0,013235 0 0,772835 0,022835 0 0,787994 0,037994 0 134188516 
0,772835 0,022835 0 0,787994 0,037994 0 0,7926 0,0426 0 129892323 
0,787994 0,037994 0 0,7926 0,0426 0 0,79988 0,04988 0 129985848 
0,7926 0,0426 0 0,79988 0,04988 0 0,805524 0,055524 0 131359906 
0,79988 0,04988 0 0,805524 0,055524 0 0,859257 0,109257 0 133586328 
0,805524 0,055524 0 0,859257 0,109257 0 0,875317 0,125317 0 136066728 
0,859257 0,109257 0 0,875317 0,125317 0 0,888074 0,138074 0 134666846 
0,875317 0,125317 0 0,888074 0,138074 0 0,925407 0,175407 0 137855086 
0,888074 0,138074 0 0,925407 0,175407 0 0,956446 0,206446 0 125291505 
0,925407 0,175407 0 0,956446 0,206446 0 0,965713 0,215713 0 142496055 
0,956446 0,206446 0 0,965713 0,215713 0 0,973101 0,223101 0 140097242 
0,965713 0,215713 0 0,973101 0,223101 0 0,99198 0,25802 0 145745453 
0,973101 0,223101 0 0,99198 0,25802 0 0,967102 0,282898 0 143646736 
0,99198 0,25802 0 0,967102 0,282898 0 0,954629 0,295371 0 140564954 
0,967102 0,282898 0 0,954629 0,295371 0 0,951924 0,298076 0 140978265 
0,954629 0,295371 0 0,951924 0,298076 0 0,943606 0,306394 0 137230572 
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0,951924 0,298076 0 0,943606 0,306394 0 0,903128 0,346872 0 150140315 
0,943606 0,306394 0 0,903128 0,346872 0 0,87244 0,37756 0 148719584 
0,903128 0,346872 0 0,87244 0,37756 0 0,845464 0,404536 0 153175651 
0,87244 0,37756 0 0,845464 0,404536 0 0,816469 0,433531 0 153175651 
0,845464 0,404536 0 0,816469 0,433531 0 0,760679 0,489321 0 147837398 
0,816469 0,433531 0 0,760679 0,489321 0 0,758908 0,491092 0 137578066 
0,760679 0,489321 0 0,758908 0,491092 0 0,737151 0,512849 0 154648968 
0,758908 0,491092 0 0,737151 0,512849 0 0,699262 0,550738 0 151599081 
0,737151 0,512849 0 0,699262 0,550738 0 0,685049 0,564951 0 155255966 
0,699262 0,550738 0 0,685049 0,564951 0 0,660358 0,589642 0 155056934 
0,685049 0,564951 0 0,660358 0,589642 0 0,642289 0,607711 0 140666373 
0,660358 0,589642 0 0,642289 0,607711 0 0,618312 0,631688 0 155364044 
0,642289 0,607711 0 0,618312 0,631688 0 0,618312 0,631688 0 147903798 
0,618312 0,631688 0 0,618312 0,631688 0 0,595407 0,654593 0 159262704 
0,618312 0,631688 0 0,595407 0,654593 0 0,594144 0,655856 0 150673241 
0,595407 0,654593 0 0,594144 0,655856 0 0,592196 0,657804 0 154081841 
0,594144 0,655856 0 0,592196 0,657804 0 0,57902 0,67098 0 152276582 
0,592196 0,657804 0 0,57902 0,67098 0 0,56814 0,68186 0 139164409 
0,57902 0,67098 0 0,56814 0,68186 0 0,562832 0,687168 0 157728409 
0,56814 0,68186 0 0,562832 0,687168 0 0,559949 0,690051 0 154154912 
0,562832 0,687168 0 0,559949 0,690051 0 0,496893 0,753107 0,003107 160149046 
0,559949 0,690051 0 0,496893 0,753107 0,003107 0,49174 0,75826 0,00826 154034504 
0,496893 0,753107 0,003107 0,49174 0,75826 0,00826 0,485733 0,764267 0,014267 158146876 
0,49174 0,75826 0,00826 0,485733 0,764267 0,014267 0,455975 0,794025 0,044025 144658264 
0,485733 0,764267 0,014267 0,455975 0,794025 0,044025 0,432337 0,817663 0,067663 160737591 
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0,455975 0,794025 0,044025 0,432337 0,817663 0,067663 0,426625 0,823375 0,073375 167161958 
0,432337 0,817663 0,067663 0,426625 0,823375 0,073375 0,416641 0,833359 0,083359 167474179 
0,426625 0,823375 0,073375 0,416641 0,833359 0,083359 0,318619 0,931381 0,181381 172548160 
0,416641 0,833359 0,083359 0,318619 0,931381 0,181381 0,296588 0,953412 0,203412 164413059 
0,318619 0,931381 0,181381 0,296588 0,953412 0,203412 0,257416 0,992584 0,242584 157921629 
0,296588 0,953412 0,203412 0,257416 0,992584 0,242584 0,245427 0,995427 0,254573 171710458 
0,257416 0,992584 0,242584 0,245427 0,995427 0,254573 0,245308 0,995308 0,254692 169559368 
0,245427 0,995427 0,254573 0,245308 0,995308 0,254692 0,236982 0,986982 0,263018 178056250 
0,245308 0,995308 0,254692 0,236982 0,986982 0,263018 0,232167 0,982167 0,267833 169559368 
0,236982 0,986982 0,263018 0,232167 0,982167 0,267833 0,182767 0,932767 0,317233 166707977 
0,232167 0,982167 0,267833 0,182767 0,932767 0,317233 0,181371 0,931371 0,318629 160363223 
0,182767 0,932767 0,317233 0,181371 0,931371 0,318629 0,181371 0,931371 0,318629 167654705 
0,181371 0,931371 0,318629 0,181371 0,931371 0,318629 0,124004 0,874004 0,375996 182459315 
0,181371 0,931371 0,318629 0,124004 0,874004 0,375996 0,101663 0,851663 0,398337 182552042 
0,124004 0,874004 0,375996 0,101663 0,851663 0,398337 0,050474 0,800474 0,449526 167157528 
0,101663 0,851663 0,398337 0,050474 0,800474 0,449526 0 0,704767 0,545233 165239156 
0,050474 0,800474 0,449526 0 0,704767 0,545233 0 0,591497 0,658503 185586742 
0 0,704767 0,545233 0 0,591497 0,658503 0 0,58734 0,66266 185795124 
0 0,591497 0,658503 0 0,58734 0,66266 0 0,584867 0,665133 192296070 
0 0,58734 0,66266 0 0,584867 0,665133 0 0,544423 0,705577 182303476 
0 0,584867 0,665133 0 0,544423 0,705577 0 0,524518 0,725482 187499684 
0 0,544423 0,705577 0 0,524518 0,725482 0 0,503935 0,746065 169507027 
0 0,524518 0,725482 0 0,503935 0,746065 0 0,498377 0,751623 184814942 
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LAMPIRAN 5 
Hasil fuzzifikasi data testing 
x1 x2 x3 x4 
A1 A2 A3 A1 A2 A3 A1 A2 A3 A1 A2 A3 
0 0,452918 0,797082 0 0,433969 0,816031 0 0,367412 0,882588 0 0,36504 0,88496 
0 0,433969 0,816031 0 0,367412 0,882588 0 0,36504 0,88496 0 0,325002 0,924998 
0 0,367412 0,882588 0 0,36504 0,88496 0 0,325002 0,924998 0 0,272586 0,977414 
0 0,36504 0,88496 0 0,325002 0,924998 0 0,272586 0,977414 0 0,262459 0,987541 
0 0,325002 0,924998 0 0,272586 0,977414 0 0,262459 0,987541 0 0,261177 0,988823 
0 0,272586 0,977414 0 0,262459 0,987541 0 0,261177 0,988823 0 0,237565 0,987565 
0 0,262459 0,987541 0 0,261177 0,988823 0 0,237565 0,987565 0 0,227151 0,977151 
0 0,261177 0,988823 0 0,237565 0,987565 0 0,227151 0,977151 0 0,1565 0,9065 
0 0,237565 0,987565 0 0,227151 0,977151 0 0,1565 0,9065 0 0,102741 0,852741 
0 0,227151 0,977151 0 0,1565 0,9065 0 0,102741 0,852741 0 0,078581 0,828581 
0 0,1565 0,9065 0 0,102741 0,852741 0 0,078581 0,828581 0 0,073343 0,823343 
0 0,102741 0,852741 0 0,078581 0,828581 0 0,073343 0,823343 0 0,059372 0,809372 
0 0,078581 0,828581 0 0,073343 0,823343 0 0,059372 0,809372 0 0,054112 0,804112 
0 0,073343 0,823343 0 0,059372 0,809372 0 0,054112 0,804112 0 0 0,746085 
0 0,059372 0,809372 0 0,054112 0,804112 0 0 0,746085 0 0 0,728673 
0 0,054112 0,804112 0 0 0,746085 0 0 0,728673 0 0 0,727712 
0 0 0,746085 0 0 0,728673 0 0 0,727712 0 0 0,689751 
x5 x6 x7 x8 
A1 A2 A3 A1 A2 A3 A1 A2 A3 A1 A2 A3 
0 0,325002 0,924998 0 0,272586 0,977414 0 0,262459 0,987541 0 0,261177 0,988823 
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0 0,272586 0,977414 0 0,262459 0,987541 0 0,261177 0,988823 0 0,237565 0,987565 
0 0,262459 0,987541 0 0,261177 0,988823 0 0,237565 0,987565 0 0,227151 0,977151 
0 0,261177 0,988823 0 0,237565 0,987565 0 0,227151 0,977151 0 0,1565 0,9065 
0 0,237565 0,987565 0 0,227151 0,977151 0 0,1565 0,9065 0 0,102741 0,852741 
0 0,227151 0,977151 0 0,1565 0,9065 0 0,102741 0,852741 0 0,078581 0,828581 
0 0,1565 0,9065 0 0,102741 0,852741 0 0,078581 0,828581 0 0,073343 0,823343 
0 0,102741 0,852741 0 0,078581 0,828581 0 0,073343 0,823343 0 0,059372 0,809372 
0 0,078581 0,828581 0 0,073343 0,823343 0 0,059372 0,809372 0 0,054112 0,804112 
0 0,073343 0,823343 0 0,059372 0,809372 0 0,054112 0,804112 0 0 0,746085 
0 0,059372 0,809372 0 0,054112 0,804112 0 0 0,746085 0 0 0,728673 
0 0,054112 0,804112 0 0 0,746085 0 0 0,728673 0 0 0,727712 
0 0 0,746085 0 0 0,728673 0 0 0,727712 0 0 0,689751 
0 0 0,728673 0 0 0,727712 0 0 0,689751 0 0 0,639127 
0 0 0,727712 0 0 0,689751 0 0 0,639127 0 0 0,633425 
0 0 0,689751 0 0 0,639127 0 0 0,633425 0 0 0,614759 
0 0 0,639127 0 0 0,633425 0 0 0,614759 0 0 0,495939 
 
x9 x10 target fuzzy target  data 
asli A1 A2 A3 A1 A2 A3 A1 A2 A3 
0 0,237565 0,987565 0 0,227151 0,977151 0 0,1565 0,9065 194689283 
0 0,227151 0,977151 0 0,1565 0,9065 0 0,102741 0,852741 195965138 
0 0,1565 0,9065 0 0,102741 0,852741 0 0,078581 0,828581 209553549 
0 0,102741 0,852741 0 0,078581 0,828581 0 0,073343 0,823343 206741641 
0 0,078581 0,828581 0 0,073343 0,823343 0 0,059372 0,809372 204629308 
0 0,073343 0,823343 0 0,059372 0,809372 0 0,054112 0,804112 201535993 
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0 0,059372 0,809372 0 0,054112 0,804112 0 0 0,746085 184068578 
0 0,054112 0,804112 0 0 0,746085 0 0 0,728673 205282188 
0 0 0,746085 0 0 0,728673 0 0 0,727712 205318231 
0 0 0,728673 0 0 0,727712 0 0 0,689751 214008879 
0 0 0,727712 0 0 0,689751 0 0 0,639127 208853671 
0 0 0,689751 0 0 0,639127 0 0 0,633425 194641206 
0 0 0,639127 0 0 0,633425 0 0 0,614759 202453514 
0 0 0,633425 0 0 0,614759 0 0 0,495939 202256263 
0 0 0,614759 0 0 0,495939 0 0 0,318028 222370093 
0 0 0,495939 0 0 0,318028 0 0 0,272953 222604852 
0 0 0,318028 0 0 0,272953 0 0 0,266692 220679915 
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LAMPIRAN 6 
Nilai jarak dan pusat data cluster menggunakan metode K-Means 
banyak cluster cluster 1 cluster 2 cluster 3 cluster 4 cluster 5 cluster 6 
input 
X1 
0,1977 0,3931 0,6135 0,6254 0,8433 0,8959 
0,9477 0,8561 0,6365 0,0029 0,4067 0,1583 
0,3023 0,1069 0 0 0 0 
X2 
0,1772 0,3702 0,5979 0,656 0,8152 0,9076 
0,9272 0,8781 0,6521 0,0052 0,4348 0,1768 
0,3228 0,1298 0,0002 0 0 0 
X3 
0,1505 0,3471 0,583 0,6744 0,7865 0,9184 
0,9005 0,8989 0,667 0,0077 0,4635 0,1957 
0,3495 0,1529 0,0009 0 0 0 
X4 
0,1174 0,324 0,5696 0,6914 0,7595 0,9258 
0,8609 0,9187 0,6804 0,0106 0,4905 0,2169 
0,3891 0,176 0,002 0 0 0 
X5 
0,913 0,2992 0,5553 0,7076 0,734 0,9306 
0,8122 0,9313 0,6947 0,0139 0,516 0,2399 
0,4378 0,2008 0,0054 0 0 0 
X6 
0,654 0,2764 0,541 0,7242 0,7087 0,9296 
0,763 0,9416 0,709 0,0203 0,5413 0,261 
0,487 0,2236 0,0106 0 0 0 
X7 
0,394 0,2541 0,5262 0,7408 0,6867 0,9254 
0,7135 0,9515 0,7238 0,0277 0,5633 0,283 
0,5365 0,2459 0,0162 0 0 0 
X8 
0,217 0,2275 0,5125 0,7563 0,6683 0,9163 
0,6664 0,95552 0,7375 0,0358 0,5817 0,3081 
0,5836 0,2725 0,0226 0 0 0 
X9 
0,72 0,2077 0,4913 0,7738 0,65 0,9044 
0,6197 0,9479 0,7587 0,0461 0,6 0,3306 
0,6303 0,2923 0,0366 0 0 0 
X10 
0 0,7254 0,4685 0,7925 0,6339 0,8887 
0,5773 0,934 0,7815 0,0583 0,6161 0,3525 
0,6727 0,3146 0,0522 0 0 0 
Jarak Pusat 0,626 0,636 0,559 0,567 0,457 0,554 
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LAMPIRAN 7 
Script m-file untuk program rbfDesign 
function H = rbfDesign(X, C, R, options) 
% H = rbfDesign(X, C, R, options) 
% By M.J.Orr 
% Gets the design matrix from the input data, centre 
% positions and radii factors. 
% Input 
% X Input training data (n-by-p) 
% C List of centres (n-by-m) 
% R Scale factors: scalar, n-vector, or n-by-n matrix 
% opt Specifying basis function type ('g' for Gaussian, 
% 'c' for Cauchy) and whether bias unit is required 
% (if yes then 'b'). 
% Output 
% H Design matrix (p-by-m) 
% default function type 'g'=gaussian (0) 
% 'c'=cauchy (1) 
% 'm'=multiquadric (2) 
% 'i'=inverse multiquadric (3) 
type=0; 
% default bias 
bias=0; 
% process options 
if nargin > 3 
for option = options; 
if option =='g' 
type = 0; 
elseif option =='c' 
type = 1; 
elseif option =='m' 
type = 2; 
elseif option =='i' 
type = 3; 
elseif option =='b' 
bias = 1; 
else 
error('rbfDesign: illegal option') 
end 
end 
end 
% preliminary sizing 
  
[n,p] = size(X); 
[n1,m]=size(C); 
if n~=n1 
error('rbfDesign: mismatched X, C') 
end 
[rr,rc] = size(R); 
% determine scaling type 
if rr == 1 && rc == 1; 
SCALING_TYPE = 1; %same radius for each centre 
elseif rr == 1 
if rc == n 
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SCALING_TYPE = 2; %same diagonal metric for each centre 
R = R'; 
elseif rc == m 
SCALING_TYPE = 4; %different radius for each centre 
R = R'; 
else 
error('rbfDesign: mismatched C and row vector R') 
end 
elseif rc == 1 
if rr == n 
SCALING_TYPE = 2; %same diagonal metric for each centre 
elseif rr == m 
SCALING_TYPE = 4; %different radius for each centre 
else 
error('rbfDesign: mismatched C and row vector R') 
end 
elseif rr == n 
if rc == n 
SCALING_TYPE = 3; %same metric for each centre 
  
elseif rc == m 
SCALING_TYPE = 5; 
else 
error('rbfDesign: mismatched C and matrix R') 
end 
elseif rc == n 
if rr == m 
SCALING_TYPE = 5; %different diagonal metric for each centre 
R = R'; 
else 
error('rbfDesign: mismatched C and matrix R') 
end 
else 
error('rbfDesign: wrong size R') 
end 
% start constructing H 
H = zeros(p, m); 
for j = 1:m 
% get p difference vectors for this centre 
D = X - dupCol(C(:,j),p); 
% do metric calculation 
if SCALING_TYPE == 1 %same radius for each centre 
s = diagProduct(D',D)/R^2; 
elseif SCALING_TYPE == 2 %same diagonal metric for each centre 
DR = D./dupCol(R,p); 
s = diagProduct(DR',DR); 
elseif SCALING_TYPE == 3 %same metric for each centre 
DR = R\D; 
s = diagProduct(DR',DR); 
elseif SCALING_TYPE == 4 %different radius for each centre 
s = diagProduct(D',D)/R(j)^2; 
else %different diagonal metric for each centre 
DR = D./dupCol(R(:,j),p); 
s = diagProduct(DR',DR); 
end 
%apply basis function 
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if type == 0 %Gaussian (default) 
h = exp(-s); 
elseif type == 1 %cauchy 
h = 1./(s+1); 
elseif type == 2 %multiquadric 
h = sqrt(s+1); 
elseif type == 3 %inverse multiquadric 
h = 1./sqrt(s+1); 
end 
%insert result in H 
H(:,j) = h; 
end 
% add bias unit 
if bias 
H = [H ones(p,1)]; 
end 
function M = dupCol(v,n) 
% M = dupCol(v,n) 
% Duplicates v, a column vector, n times. Returns the 
% result as matrix M with n columns, each one a copy of v 
% Inputs 
% v a column vector (m-by-1) 
% n a positive integer 
% Output 
% M a matrix (m-by-n) matrix 
[~,c] = size(v); 
if c~=1 
error('dupCol: input vector must be column') 
end 
M = v(:, ones(1,n)); 
function d = diagProduct(X,Y) 
% d = diagProduct(X,Y) 
% Output the diagonal of the product of X and Y. 
% Faster than diag(X*Y). 
% Input 
% X matrix (m-by-n) 
% Y matrix (n-by-m) 
% Output 
% d vector (m-by-1) 
  
[m,n]=size(X); 
[p,q]=size(Y); 
if m~=q||n~=p 
error('diagProduct: bad dimensions') 
end 
% P - a column vector of the rows of X 
P = X'; 
P = P(:); 
% Q - a column vector of the columns of Y 
Q = Y(:); 
% Z - an [n,m] matrix containing the components of P.*Q 
Z = zeros(n,m); 
Z(:) = P.*Q; 
% d - the answer is the sum of the columns of Z 
d = colSum(Z)'; 
function s = colSum(X) 
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% s = colSum(X) 
% Output a row vector whose elements are the sums of the 
% columns of X. 
% Designed to get round the feature of the standard 
% routine (sum) of summing row vectors to a scalar. 
% If colSum is handed a row vector, the same vector is 
% given back. 
% Input 
% X matrix(m-by-n) 
% Output 
% s vector(1-by-n) 
[m,~] = size(X); 
if m > 1 
s = sum(X); 
else 
s = X; 
end 
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LAMPIRAN 8 
Script m-file untuk program global-ridge 
function [l, e, L] = globalRidge(H, Y, l) 
% [l, e, L] = globalRidge(H, Y, l) 
% Calculates the best global ridge regeression parameter 
% (l) and 
% the corresponding predicted error (e) using one of a 
% number of 
% prediction methods (UEV, FPE, GCV, or BIC). 
% Needs a design (H),the training set outputs (Y), 
% and an initial guess(l). 
% The termination criterion, maximum number of 
% iterations, 
% verbose output and the use of a non-standard weight 
% penalty 
% are controlled from the options string. The non- 
% standard 
% metric, if used, is given in the fifth argument (U). 
% L and E return the evolution of the regularisation 
% parameter and error 
% values from the iitial to final iterations. 
% If the input l is a vector (more than one guess), 
% a corresponding number of 
% answers will be returned, e will also be a vector and 
% L and E 
% will be matrices(with each row corresponding to the 
% iterations 
% resulting after each guess). 
% 
% Input 
% 
% H design matrix (p-by-m) 
% Y input training data (p-by-k) 
% l initial guess(es) at lambda 
% (vector length q)(default 0.05) 
% l final estimate(s) for lambda (1-by-q) 
% e final estimate(s) for model selection score 
% (1-by-q) 
% L list(s) of running lambda values (n-by-q) 
% defaults 
  
Verbose = 0; 
Flops = 0; 
Model = 'g'; 
Threshold = 1000; 
Hard = 100; 
Standard = 1; 
% process options 
if nargin > 3 
% initialise 
i = 1; 
[arg, i] = getNextArg(options, i); 
% scan through arguments 
while ~isempty(arg) 
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if strcmp(arg, '-v') 
% verbose output required 
Verbose = 1; 
elseif strcmp(arg, '-V') 
% verbose output required with compute cost 
reporting 
Verbose = 1; 
Flops = 1; 
elseif strcmp(arg, '-U') 
% non-standard penalty matrix 
Standard = 0; 
elseif strcmp(arg, '-h') 
% hard limit to specify 
[arg, i] = getNextArg(options, i); 
hl = str2double(arg); 
if ~isempty(hl) 
if hl > 1 
Hard = round(hl); 
else 
  
fprintf('globalRidge: hard limit should be positive\n') 
error('globalRidge: bad value in -h option') 
end 
else 
fprintf('globalRidge: value needed for hard limit\n') 
error('globalRidge: missing value in -h option') 
end 
elseif strcmp(arg, '-t') 
% termination criterion to specify 
[arg, i] = getNextArg(options, i); 
te = str2double(arg); 
if ~isempty(te) 
if te >= 1 
Threshold = round(te); 
elseif te > 0 
Threshold = te; 
else 
fprintf('globalRidge: threshold should be positive\n') 
error('globalRidge: bad value in -t option') 
end 
else 
fprintf('globalRidge: value needed for threshold\n') 
error('globalRidge: missing value in -t option') 
end 
elseif strcmpi(arg, 'uev') 
% use UEV (unbiased expected variance) 
Model = 'u'; 
elseif strcmpi(arg, 'fpe') 
% use FPE (final prediction error) 
  
Model = 'f'; 
elseif strcmpi(arg, 'gcv') 
% use GCV (generalised cross-validation) 
Model = 'g'; 
elseif strcmpi(arg, 'bic') 
% use BIC (Bayesian information criterion) 
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Model = 'b'; 
else 
fprintf('%s\n', options) 
for k = 1:i-length(arg)-1 
fprintf(' '); end 
for k = 1:length(arg) 
fprintf('^'); end 
fprintf('\n') 
error('globalRidge: unrecognised option') 
end 
% get next argument 
[arg, i] = getNextArg(options, i); 
end 
end 
if nargin < 3 
l = 0.01; % default initial guess 
end 
if ~Standard 
if nargin < 5 
fprintf('globalRidge: specify non-standard penalty matrix\n') 
error('globalRidge: -U option implies fifth argument') 
end 
else 
U = 1; 
end 
  
% initialise 
[~, m] = size(H); 
[p, ~] = size(Y); 
[q1, q2] = size (l); 
if q1 == 1 
q = q2; 
elseif q2 == 1 
q = q1; 
else 
error('globalRidge: list of guesses should be vector, not matrix') 
end 
[u1, u2] = size(U); 
if u1 == m && u2 == m 
%trnsform the problem - equivalent to U'*U metric 
H = H/U; 
elseif u1 ~= 1|| u2 ~= 1 
estr = sprintf('%d-by-%d', m, m); 
error(['globalRidge: U should be 1-by-1 or' estr]) 
end 
HH = H'*H; 
HY = H'*Y; 
e = zeros(1, q); 
if nargout > 2 
L = zeros(Hard+1, q); end 
if nargout > 3 
E = zeros(Hard+1, q); end 
maxcount = 1; 
if Verbose 
fprintf('\nglobalRidge\n') 
end 
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if Flops 
flops(0) 
end 
% loop through each guess 
for i = 1:q 
if Verbose 
fprintf('pass') 
fprintf(' lambda ') 
if Model == 'u' 
  
fprintf(' UEV ') 
elseif Model == 'f' 
fprintf(' FPE ') 
elseif Model == 'g' 
fprintf(' GCV ') 
else 
fprintf(' BIC ') 
end 
fprintf(' change ') 
if Flops 
fprintf(' flops\n') 
else 
fprintf('\n') 
end 
end 
notTooMany = 1; 
notDone = 1; 
count = 0; 
A = inv(HH+l(i)*eye(m)); 
g = m-l(i)*trace(A); 
PY = Y-H*((HH+l(i)*eye(m))\HY); 
YPY = trace(PY'* PY); 
if Model == 'u' 
psi = p/(p-g); 
elseif Model == 'f' 
psi = (p+g)/(p-g); 
elseif Model == 'g' 
psi = p^2/(p-g)^2; 
else 
psi = (p+(log(p)-1)*g)/(p-g); 
end 
e(i) = psi*YPY/p; 
if Verbose 
fprintf('%4d %9.3e %9.3e -',count, l(i), e(i)) 
if Flops 
fprintf('%9d\n', flops) 
else 
fprintf('\n') 
end 
end 
if nargout > 2 
L(1,i) = l(i); end 
if nargout > 3 
  
E(1,i) = e(i); end 
% re-estimate til convergence or exhaustion of iterations 
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while notDone && notTooMany 
% next iteration 
count = count+1; 
% get some needed quantities 
A2 = A^2; 
A3 = A*A2; 
% re-estimate lambda 
if Model =='u' 
eta = 1/(2*(p-g)); 
elseif Model == 'f' 
eta = p/((p-g)*(p+g)); 
elseif Model == 'g' 
eta = 1/(p-g); 
else 
eta = p*log(p)/(2*(p-g)*(p+(log(p)-1)*g)); 
end 
nl = eta*YPY*trace(A-l(i)*A2)/trace(HY'*A3*HY); 
% store result 
if nargout > 2 
L(count+1, i) = nl; end 
% calculate new model selection score 
A = inv(HH+nl*eye(m)); 
g = m-nl*trace(A); 
PY = Y-H*((HH+nl*eye(m))\HY); 
YPY = trace(PY'* PY); 
if Model == 'u' 
psi = p/(p-g); 
elseif Model == 'f' 
psi = (p+g)/(p-g); 
elseif Model == 'g' 
psi = p^2/(p-g)^2; 
else 
psi = (p+(log(p)-1)*g)/(p-g); 
end 
  
ns = psi*YPY/p; 
% store result 
if nargout > 3 
E(count+1, i) = ns; end 
% what's the change 
if Threshold >= 1 
% interpret threshold as one part in many 
change = round(abs(e(i)/(e(i)-ns))); 
else 
% interpret threshold as absolute difference 
change = abs(e(i)-ns); 
end 
% time to go home? 
if count >= Hard 
notTooMany = 0; 
elseif Threshold >= 1 
% interpret threshold as one part in many 
if change > Threshold 
notDone = 0; 
end 
else 
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% interpret threshold as absolute difference 
if change < Threshold 
notDone = 0; 
end 
end 
% get ready for next iteration (or end) 
l(i) = nl; 
e(i) = ns; 
  
if Verbose 
fprintf('%4d %9.3e %9.3e',count, l(i), e(i)) 
if Threshold >= 1 
fprintf('%7d',change) 
else 
fprintf('%7.1e',change) 
end 
if Flops 
fprintf('%9d\n',flops) 
else 
fprintf('\n') 
end 
end 
end 
if Verbose 
if ~notTooMany 
fprintf('hard limit reached\n') 
else 
if Threshold >= 1 
fprintf('relative') 
else 
fprintf('absolute') 
end 
fprintf('threshold in') 
end 
end 
end 
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LAMPIRAN 9 
Script m-file untuk program FRBFNN dengan 10 input dan 6 neuron tersembunyi 
clear all;clc;clear; 
% Program Model Jumlah Kasus Batam di DIY 
input_br; 
kmeans_br; 
%ambil data pusat kluster dan varians 
M=kluster_6(1:30,:); 
SD=kluster_6(31,:); 
  
% ambil data training n=90 
X=[X_training(:,1:30)]; 
Y=[X_training(:,31:33)]; 
  
% ambil data testing n=30 
[a,b]=size(X_testing); 
Xt=[X_testing(:,1:30)]; 
Yt=[X_testing(:,31:33)]; 
  
% ambil target data training 
Ta=[X_training(:,34)]; 
Tb=[X_testing(:,34)]; 
  
%ambil semua data 
Xs=[X_training(:,1:30);X_testing(:,1:30)]; 
Ts=[X_training(:,34);X_testing(:,34)]; 
Ys=[X_training(:,31:33);X_testing(:,31:33)]; 
Hs=rbfDesign(Xs',M,SD,'b'); 
  
% Peramalan Data Training 
H=rbfDesign(X',M,SD,'b');lamb=globalRidge(H, Y, 0.05); 
W=inv(H'*H+lamb*eye(7))*H'*Y; 
ft=H*W;ft1=ft'; 
  
% Peramalan Data Testing 
Hv=rbfDesign(Xt',M,SD,'b'); 
ftv=Hv*W;ftv1=ftv'; 
  
% defuzzifikasi data training 
for i=1:71 
    j=ft1(:,i); 
    M1=max(j); 
    v1(i)=0;v2(i)=0;v3(i)=0; 
    index=find(j>=M1); 
    if index==1; 
        v1(i)=(M1*(138863693.4-101367230))+101367230; 
        v2(i)=176360156.9-(M1*(176360156.9-138863693.4)); 
        v3(i)=(v1(i)+v2(i))/2; 
     else 
        if index==2; 
            v1(i)=(M1*(166986041-129489577.6))+129489577.6; 
            v2(i)=204482504.4-(M1*(204482504.4-166986041)); 
            v3(i)=(v1(i)+v2(i))/2; 
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        else 
            if index==3; 
                v1(i)=(M1*(195108388.6-157611925.1))+157611925.1; 
                v2(i)=232604852-(M1*(232604852-195108388.6)); 
                v3(i)=(v1(i)+v2(i))/2 ; 
            else 
                error('Anda salah'); 
            end 
        end 
    end 
end 
  
% perhitungan nilai MAPE 
mp1=[abs(((Ta-v1')./Ta).*100)]; 
MP1=sum(mp1)/71; 
mp2=[abs(((Ta-v2')./Ta).*100)]; 
MP2=sum(mp2)/71; 
mp3=[abs(((Ta-v3')./Ta).*100)]; 
MP3=sum(mp3)/71; 
nilai_MAPE_training=[MP1 MP2 MP3]' 
  
% perhitungan nilai MSE 
me1=(Ta-v1').^2; 
ME1=sum(me1)/71; 
me2=(Ta-v2').^2; 
ME2=sum(me2)/71; 
me3=(Ta-v3').^2; 
ME3=sum(me3)/71; 
nilai_MSE_training=[ME1 ME2 ME3]' 
  
% defuzzifikasi data testing 
for k=1:17 
l=ftv1(:,k); 
M2=max(l); 
index=find(l>=M2); 
z1(k)=0;z2(k)=0;Mean2(k)=0; 
    if index==1; 
        z1(k)=(M2*(138863693.4-101367230))+101367230; 
        z2(k)=176360156.9-(M2*(176360156.9-138863693.4)); 
        z3(k)=(z1(k)+z2(k))/2; 
    else 
        if index==2; 
            z1(k)=(M2*(166986041-129489577.6))+129489577.6; 
            z2(k)=204482504.4-(M2*(204482504.4-166986041)); 
            z3(k)=(z1(k)+z2(k))/2; 
         else 
            if index==3; 
                z1(k)=(M2*(195108388.6-157611925.1))+157611925.1; 
                z2(k)=232604852-(M2*(232604852-195108388.6)); 
                z3(k)=(z1(k)+z2(k))/2; 
            else 
                error('Anda salah'); 
            end 
        end 
    end 
end 
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% perhitungan nilai MAPE testing 
mp1v=[abs(((Tb-z1')./Tb).*100)]; 
MP1v=sum(mp1v)/17; 
mp2v=[abs(((Tb-z2')./Tb).*100)]; 
MP2v=sum(mp2v)/17; 
mp3v=[abs(((Tb-z3')./Tb).*100)]; 
MP3v=sum(mp3v)/17; 
nilai_MAPE_testing=[MP1v MP2v MP3v]' 
  
% perhitungan nilai MSE testing 
me1v=(Tb-z1').^2; 
ME1v=sum(me1v)/17; 
me2v=(Tb-z2').^2; 
ME2v=sum(me2v)/17; 
me3v=(Tb-z3').^2; 
ME3v=sum(me3v)/17; 
nilai_MSE_testing=[ME1v ME2v ME3v]' 
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LAMPIRAN 10 
Script m-file untuk program RBFNN dengan 10 input dan 5 neuron tersembunyi 
clc;clear; 
% Program Model Jumlah Kasus Demam Berdarah di DIY 
% Panggil data 
data_listrik 
kluster_RBF; 
  
M=kluster_5(1:10,:); 
SD=kluster_5(11,:); 
  
% ambil data training n=78 
Y=X0(11:81,:); 
X1=X0(10:80,:); 
X2=X0(9:79,:); 
X3=X0(8:78,:); 
X4=X0(7:77,:); 
X5=X0(6:76,:); 
X6=X0(5:75,:); 
X7=X0(4:74,:); 
X8=X0(3:73,:); 
X9=X0(2:72,:); 
X10=X0(1:71,:); 
X=[X1 X2 X3 X4 X5 X6 X7 X8 X9 X10]; 
  
% ambil data testing 
[a,b]=size(X0); 
Yt=X0(92:a,:); 
X1t=X0(91:a-1,:); 
X2t=X0(90:a-2,:); 
X3t=X0(89:a-3,:); 
X4t=X0(88:a-4,:); 
X5t=X0(87:a-5,:); 
X6t=X0(86:a-6,:); 
X7t=X0(85:a-7,:); 
X8t=X0(84:a-8,:); 
X9t=X0(83:a-9,:); 
X10t=X0(82:a-10,:); 
Xt=[X1t X2t X3t X4t X5t X6t X7t X8t X9t X10t] 
  
% ambil seluruh data 
Yu=X0(11:a,:); 
X1u=X0(10:a-1,:); 
X2u=X0(9:a-2,:); 
X3u=X0(8:a-3,:); 
X4u=X0(7:a-4,:); 
X5u=X0(6:a-5,:); 
X6u=X0(5:a-6,:); 
X7u=X0(4:a-7,:); 
X8u=X0(3:a-8,:); 
X9u=X0(2:a-9,:); 
X10u=X0(1:a-10,:); 
Xu=[X1u X2u X3u X4u X5u X6u X7u X8u X9u X10u]; 
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% Peramalan Data Training 
H=rbfDesign(X',M,SD,'b') 
lamb=globalRidge(H, Y, 0.05); 
W=inv(H'*H+lamb*eye(6))*H'*Y; 
ft=H*W; 
e=Y-ft; 
Jkt=(Y-mean(Y))'*(Y-mean(Y)); 
mpe=(mean(abs(e./Y))).*100; 
sse=e'*e;MS=sse/50; 
R2t=1-(sse/Jkt); 
  
% Peramalan Data Testing 
Hv=rbfDesign(Xt',M,SD,'b'); 
ftv=Hv*W; 
ev=Yt-ftv; 
Jkv=(Yt-mean(Yt))'*(Yt-mean(Yt)); 
mpev=(mean(abs(ev./Yt))).*100; 
ssev=ev'*ev; 
MSv=ssev/(a-7); 
R2v=1-(ssev/Jkv); 
  
% Peramalan Seluruh Data 
Hu=rbfDesign(Xu',M,SD,'b'); 
lamb=globalRidge(Hu, Yu,0.05); 
Wu=inv(Hu'*Hu+lamb*eye(6))*Hu'*Yu; 
ftu=Hu*Wu; 
eu=Yu-ftu; 
Jku=(Yu-mean(Yu))'*(Yu-mean(Yu)); 
mpeu=(mean(abs(eu./Yu))).*100; 
sseu=eu'*eu; 
MSu=sseu/(a-8); 
R2u=1-(sseu/Jku); 
  
% simpan hasil 
MAPE=[mpe mpev mpeu] 
SS=[sse ssev sseu]; 
MSt=[MS MSv MSu] 
R2=[R2t R2v R2u]; 
 
