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Abstract 
 
 
In the last 15 years, several Multivariate GARCH (MGARCH) models have appeared in 
the literature. The two most widely known and used are the Scalar BEKK model of 
Engle and Kroner (1995) and Ding and Engle (2001), and the DCC model of Engle 
(2002). Some recent research has begun to examine MGARCH specifications in terms 
of their out-of-sample forecasting performance. In this paper, we provide an empirical 
comparison of a set of MGARCH models, namely BEKK, DCC, Corrected DCC 
(cDCC) of Aeilli (2008), CCC of Bollerslev (1990), Exponentially Weighted Moving 
Average, and covariance shrinking of Ledoit and Wolf (2004), using the historical data 
of 89 US equities. Our methods follow some of the approach described in Patton and 
Sheppard (2009), and contribute to the literature in several directions. First, we consider 
a wide range of models, including the recent cDCC model and covariance shrinking. 
Second, we use a range of tests and approaches for direct and indirect model 
comparison, including the Weighted Likelihood Ratio test of Amisano and Giacomini 
(2007). Third, we examine how the model rankings are influenced by the cross-sectional 
dimension of the problem. 
 
 
Keywords: Covariance forecasting, model confidence set, model ranking, MGARCH, 
model comparison. 
 
JEL codes: C32, C53, C52. 
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1. Introduction 
 
Multivariate Volatility Models (MVM) have attracted a considerable interest over the 
last decade. This may be associated with the increased availability of financial data, the 
increased computational powers of computers, and the fact that the financial industry 
has begun to realize the possible advantages of these models. 
 
The recent literature on the topic has moved from the introduction of new models to the 
efficient estimation of existing models. Among the most highly cited topics are the 
“curse of dimensionality” and “feasible model estimation”. In fact, the feasibility of 
model estimation is now of central interest, with many studies proposing appropriate 
parameterizations of known models (Billio et al, 2006, Billio and Caporin, 2009, 
Franses and Hafner, 2009, Caporin and Paruolo, 2009, Bonato et al., 2009, Asai et al., 
2009), or focusing on special estimation methods (Engle and Kelly, 2008, Engle et al., 
2008, Fan et al., 2007). 
 
A second strand of the literature has focused on the statistical or asymptotic properties 
of the models and of the proposed estimators (Comte and Liebermann, 2003, Ling and 
McAleer, 2003, McAleer et al. 2008, Engle et al. 2008, Aielli, 2009, Caporin and 
McAleer, 2009, Hafner and Preminger, 2009). These studies point out that only in 
special cases the asymptotic properties are known under untestable moment restriction, 
or under unstated regularity conditions (see Caporin and McAleer (2009) for a detailed 
discussion). 
 
Despite the theoretical properties typically being assumed under unstated and untestable 
regularity conditions, many proposed models have been used widely in empirical 
financial studies. Within this framework, a different problem arises: How can we 
compare and rank models characterized by a different structure? Some research has 
recently appeared in the literature to tackle the problem of evaluating alternative 
covariance models (see Engle and Colacito (2006), Engle and Sheppard (2008), 
Clements et al. (2009), and Patton and Sheppard (2009)). These papers present limited 
comparisons across a small range of models. Engle and Colacito (2006) compare only 
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the DCC model of Engle (2002) against a constant correlation model, and in a datasets 
with a cross-sectional dimension equal to 2 (two stock market or bond indices) or 34 
(the same series used in Cappiello et al., 2006). Engle and Sheppard (2008) is a quite 
extensive study for the model considered, but uses a single cross-sectional dimension 
(50 sector indices defined within the perimeter of the S&P 500 index). Patton and 
Sheppard (2009) is a theoretical contribution on the approaches to be used for the 
evaluation of covariance forecasts, and does not include an empirical application (even 
with low cross-sectional dimensions) showing the arguments for and against the various 
methods. Clements et al. (2009) focus on dynamic correlation models, and present 
results for a cross-sectional dimension equal to 5 (five US based future contracts). 
Furthermore, all of the previous papers include the DCC model of Engle (2002), and are 
thereby exposed to the possible estimation (in)consistency problems (see, for example, 
Aielli (2009)). 
 
The methods of comparison used in the previous contributions could be viewed as two 
large classes (see Patton and Sheppard (2009)), namely the direct and indirect 
evaluation of volatility forecasts. The first group includes the Mincer-Zarnowitz 
regression (Mincer and Zarnowitz, 1969), Diebold-Mariano test (Diebold and Mariano, 
1996, and West, 1996, 2006), Reality Check of White (2000), Superior Predictive 
Ability (SPA) test of Hansen (2005), and the Model Confidence Set (MCS) approach of 
Hansen et al. (2005). The second group includes approaches based on the comparison of 
loss functions adapted to the needs of covariance forecasts. This is the case, for 
instance, of asset allocation and risk management, where loss functions could be 
defined as global minimum variance portfolios returns, such as in Engle and Colacito 
(2006) and Patton and Sheppard (2009), or within a Value-at-Risk framework, as in 
Ferreira and Lopez (2005). 
 
The tests directly comparing the covariance forecasts fit the general framework of loss-
function comparison, as discussed in Clements et al. (2009) and Patton and Sheppard 
(2009). The Diebold-Mariano and West approaches are valid for pairwise comparisons 
of the models, while Reality check and SPA require the identification of a benchmark 
model, whereas MCS does not require a benchmark specification. Overall, the MCS 
5 
 
approach seems to be the preferred one and the most appropriate as it provides a 
statistical test and a method for determining which models are statistically equivalent 
with respect to a given loss function. Despite the use of a bootstrap method for the 
evaluation of test statistic, MCS is computationally feasible, efficient and statistically 
robust. 
 
With respect to the indirect comparison of volatility forecasts, an interesting result has 
been shown in Clements et al. (2009), that illustrates how utility-based loss functions (in 
particular, quadratic utilities) make the impact of the covariance model very modest. 
The approach of Engle and Colacito (2006) should provide interesting results, even for 
large cross-sectional dimensions. 
 
In this paper we contribute to the literature on covariance forecast evaluation in several 
ways. First, our selection of models to be compared differs from those of previous 
studies. Similarly to the literature we consider the CCC model of Bollerslev (1990), 
DCC model of Engle (2002), Scalar BEKK model with targeting of Ding and Engle 
(2002), and the naïve Exponentially Weighted Moving Average approach. We 
complement this set by including the cDCC model of Aielli (2008), and the covariance 
shrinking approach of Ledoit and Wolf (2003, 2004). The introduction of the cDCC 
model allows evaluation of the impact of both the lack of consistency and the existence 
of bias in the estimated parameters of the DCC model of Engle (2002). Aielli (2008) 
shows that the bias depends on the persistence of the DCC dynamic parameters. We are 
interested in evaluating if DCC could be used, regardless of its inconsistency. This fact 
is of interest as DCC can be used with correlation targeting, whereas cDCC cannot be 
targeted, as discussed in Caporin and McAleer (2009). 
 
By including the covariance shrinking method, we evaluate its advantages in large 
cross-sectional dimensions. Covariance shrinking is computationally feasible and may 
also reduce the problems associated with the inversion of large covariance matrices, 
wherein inversion could be unstable due to the presence of small eigenvalues in the 
empirical covariances. 
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Furthermore, the presence in the model set of the Scalar BEKK allows determining if 
the separated estimation of variances and correlations (typical of CCC- and DCC-type 
models) has to be preferred to the joint estimation of the entire covariance (as in the 
BEKK-type models). This study could provide a confirmation of the result of Zumbach 
(2009) that show evidence of a preference for covariance models with respect to 
variance and correlation specifications. 
 
Second, we use the weighted likelihood ratio test of Amisano and Giacomini (2007), 
which is close to a loss-function based comparison of equal predictive ability based on a 
likelihood loss function. The test will be applied both in the direct evaluation of 
covariance forecasts and as an alternative to the Diebold-Mariano test. 
 
Third, we will evaluate and rank the alternative models over different cross-sectional 
dimensions, starting from two assets, and up to 89 assets, which we select from the 
S&P100 constituents (a similar dataset has been used in Engle et al., 2008). By this 
additional study, we will determine if the cross-sectional dimension has a role in 
determining the preference ordering across models. In other words, by comparing 
models over an increasing number of variables, we will examine if estimation error and 
model error play a role in the forecasts of conditional covariance models. The financial 
literature has discussed extensively the impact of estimation error for the mean returns, 
leading to results suggesting its strong impact, and making naïve allocations preferable 
to optimal allocations because of the reduced impact of estimation error (see De Miguel 
et al., 2009). We draw a parallel within the MGARCH model set, and attempt to answer 
the question: If the cross-sectional dimension is large, does estimation error affect 
model performance? If simple or naïve models are preferred, we could interpret this as 
preliminary evidence in this direction. 
 
We stress that we are comparing alternative feasible models for the evaluation of 
conditional covariance and/or correlation matrices. The models we consider all belong 
to the GARCH and Dynamic Conditional Correlation families, thereby excluding 
Multivariate Stochastic Volatility models. From our perspective, these models, despite 
being theoretically appealing, suffer for the curse of dimensionality in a stronger way 
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than MGARCH specifications, and their estimation in large cross-sectional dimensions 
is likely to be even more complicated than the models considered in this paper. For a 
survey of Multivariate Stochastic Volatility models, see Asai et al. (2006), and Chib et 
al. (2009). 
 
The paper shows that many models provide similar forecasting performance, both with 
direct and indirect evaluation methods. However, the set of preferred models is not 
stable over alternative approaches and sample periods. Furthermore, estimation errors 
for both model parameters and portfolio weights (for indirect model comparison) play a 
relevant role. Finally, we note a marginal preference for models separately capturing the 
variance and correlation dynamics with respect to models directly estimating the 
covariance dynamics. 
 
The paper proceeds as follow. Section 2 presents the model to motivate our choice, 
discuss the issue of covariance and correlation targeting and show the specifications we 
will estimate. Section 3 discusses the methods and approaches used to compare the 
models. Section 4 presents the dataset used and reports the empirical results. Section 5 
gives some concluding comments. 
 
2. Feasible covariance and correlation models for large cross-
sectional dimensions 
 
This section briefly introduces the models that will be compared in the empirical application. 
Let tx  denote a k-dimensional vector of financial variables (returns), t  represent the 
expected mean of tx  from a conditional mean model, and t  the mean innovation 
vector. The following relations hold: 
 
 
 
1
1
| ~ ,
| ~ 0,
t
t t t
t
t t t t
x I D
x I D

 



           (1) 
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where 1tI   is the information set at time t-1, D(.) denotes a multivariate density and t  
represents the covariance matrix determined conditionally on the information set at time 
t-1. 
 
In the following, we do not consider the effects of different mean specifications. The 
mean is fixed at the sample mean determined over the same sample used for the 
estimation of the parameters, such that 
1
1
1ˆ
1
t
t i
i
x
t
 

   . The mean could be based on a 
variety of time series or financial models, which are not the main concern in this paper. 
What is relevant is that, for each pair of covariance models compared, the mean models 
are identical. As a result, all forecast discrepancies are due to differences in the expected 
covariances, while all in-sample differences are due to differences in the estimated 
covariance models. 
 
2.1 Scalar BEKK 
 
The first model we estimate is the Scalar BEKK with targeting constraint (see Engle 
and Kroner, 1995; Ding and Engle, 2001; Caporin and McAleer, 2008, 2009, 2010). 
The fully parameterized  BEKK model with all orders set to 1 is given as 
 
1 1 1t t t tCC A A B B                  (2) 
 
where A and B are square parameter matrices, and C is lower triangular. In the scalar 
BEKK model without targeting, the parameter matrices A and B in (2) are replaced by 
½A I  and ½B I , where I is an identity matrix. When we introduce targeting, the 
intercept becomes an explicit function of the unconditional covariance matrix 
 't tE    , and the model becomes 
 
   1 1 1t t t t             .      (3) 
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Scalar BEKK in (3) is feasible even for very large cross-sectional dimensions as it 
contains only two parameters that must be estimated by maximum likelihood, namely 
the parameters driving the model dynamics. The parameters in the unconditional 
covariance matrix could be estimated by the sample estimator. Notably, the Scalar 
BEKK model has standard asymptotic properties, as shown in Jeantheau (1998), Comte 
and Lieberman (2003), and McAleer et al. (2009), under the existence of 8th order 
moments. 
 
Diagonal BEKK and VECH parameterizations are not considered as they are not 
feasible for large cross-sectional dimensions. Note that the VECH model adopted by 
Engle and Sheppard (2008) is equivalent to a scalar BEKK model. 
 
2.2 Variance and correlation models 
 
We will estimate three models based on a decomposition of the covariance matrices into 
variances and correlations. The first is the CCC model of Bollerslev (1990) which, 
starting from (1), assumes that the covariance matrix satisfies 
 
t t tD RD            (4) 
 
where  1, 2, ,, ,...t t t k tD diag     is a diagonal matrix of conditional standard deviations, 
and R is an unconditional correlation matrix (the operator diag(a) generates a diagonal 
matrix, with the vector a along the main diagonal). We assume that all the conditional 
variances follow a simple GARCH(1,1) process without asymmetry in order to make 
the model directly comparable with Scalar BEKK. The addition of an asymmetric term 
would require an asymmetric BEKK model for a fair comparison.  
 
In the CCC model, the correlation matrix R is determined using a traditional sample 
estimator. The model is estimated using a two-step approach, namely the conditional 
variances on each specific series, and then estimate the unconditional correlation matrix 
using the standardized residuals. This approach makes the model feasible, even with a 
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large number of assets. The CCC model is a special case of the VARMA-GARCH model of 
Ling and McAleer (2003). 
 
The DCC model of Engle (2002) was proposed as a generalization of the CCC model, 
and replaces the correlation matrix in (4) with a time-varying conditional correlation. 
The DCC is given as: 
 
t t t tD R D            (5) 
  ½1 1,      t t t t t tR Q Q Q Q diag dg Q         (6) 
   1 11 1 1 1 1t t t t t tQ S D D S Q S                  (7) 
 
where Dt is the same as for the CCC model, the operator dg(A) extracts the main 
diagonal from matrix A, S is the unconditional correlation matrix, and α and ß are the 
scalar parameters driving the model dynamics. Following Engle (2002), the model is 
estimated with a three-stage approach, namely estimate the conditional variance 
parameters and filter them, estimate S using the standardized residuals 1t tD   to obtain a 
sample estimator, and then conditionally on the previous estimates, maximize the 
conditional correlation log-likelihood with respect to the parameters driving the 
dynamics in (7). The introduction of a multi-step estimation method clearly reduces the 
efficiency, as shown in Engle and Sheppard (2001), but makes the model feasible with 
large cross-sectional dimensions. Note that the model in (5)-(7) includes targeting, as 
defined by Caporin and McAleer (2010). Without targeting, the model is inextricably 
exposed to the curse of dimensionality as the matrix S contains 0.5k(k-1) parameters to 
be jointly estimated with α and ß. 
 
Aielli (2008) shows that the sample estimator of S used in the second step of the DCC 
estimation method is inconsistent, thereby also affecting the consistency of the third 
step. In order to resolve this serious issue, Aielli (2008) introduces the cDCC model, 
which replaces (7) with 
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   
  
½ 1 1 ½
1 1 1 1 1 1 1
1 1
t t t t t t t t
t t
Q S Q D D Q S Q S
Q diag dg Q
          
 
    

 

    (8) 
 
where the parameter matrix S is symmetric, has unit elements over the main diagonal, 
and is now the covariance matrix of the innovations ½ 1t t tQ D  , which are not observable. 
The modification restores consistency, under unstated assumptions, but again exposes 
the model to the curse of dimensionality as the matrix S in (8) has to be estimated  (see 
Aielli (2008, 2009) for further details). As noted in Caporin and McAleer (2010), 
correlation targeting is excluded for the cDCC model as S is not a correlation matrix and 
is not estimated using the available sample information. Aielli (2008) suggests a 
feasible estimation method.  
 
For purposes of comparison with the other multivariate GARCH models examined, we 
will discuss briefly the estimation method of cDCC. Two steps are now required. In the 
first stage, we filter the conditional variances wherein the matrices tD  are estimated. 
The second step jointly determines the parameters driving the dynamics,   and  , and 
the parameters in S, by maximizing the likelihood of (8). The core of the method is in 
the steps for the evaluation of the log-likelihood. Assuming normality, the log-
likelihood of (8) is given as 
 
   1 1 1
1
1 1, , ln
2 2
T
t t t t t t
t
LogL S R D R D     

          (9) 
 
where the conditional correlation matrix, Rt, follows from (6) and (8), and the 
innovations are given by the standardized residuals 1t tD  . Generally, to evaluate (9) 
conditionally on a set of parameters  , , S  , we run the recursion associated with (8), 
determine the sequences of conditional correlation matrices Rt, and then compute the 
log-likelihood. A numerical optimization algorithm then iteratively evaluates (9) to 
determine the optimal estimates for  , , S  . 
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In order to resolve the curse of dimensionality caused by S, Aielli (2008) suggests the 
following alternative steps for the evaluation of the likelihood in (9): 
 
i) Conditionally 
on a set of parameters  ,  , run the recursions  
 
  2 2, , 1 , 1 , 1 , 11 ,       1, 2,...ii t ii t i t i t ii tq q q i k               
 
and compute the residuals ½ 1t t tQ D  ; 
 
ii) Evaluate S 
conditionally on the choice of  ,   using the sample estimator 
 
  ½ 1 1 ½
1
1ˆ ,
T
t t t t t t
t
S Q D D Q
T
    

    ; 
 
iii) Conditionally 
on  ,   and the estimate  ˆ ,S   , evaluate the recursions 
 
  ½ 1 1 ½, , 1 , 1 , 1 , 1 , 1 , 1 , 1ˆ1
, 1, 2,... ,   ;
ij t ij ii t i t i t j t j t jj t ij tq s q q q
i j k j i
                  
   
 
iv) Evaluate the 
likelihood in (9). 
 
Note that step i) does not depend on the elements in S as, by construction, S has unit 
elements along the main diagonal. Furthermore, the innovations ½ 1t t tQ D   do not 
depend, by construction, on the off-diagonal elements of tQ . The evaluation of the 
likelihood in (9) under the cDCC model requires the evaluation of a sample covariance, 
a limited additional effort with respect to the standard DCC model of Engle (2002). 
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Note that the estimator of S provided by maximizing (9) following steps i)-iv) is 
conditional on the optimal choice of  ,  . In order to determine the optimal 
parameter values, a numerical algorithm should maximize (9) with respect to the 
parameters  ,   and the recursions in steps i)-v). The estimation output provides the 
optimal values for  ,   and the estimate of S associated with the optimal parameters 
driving the model dynamics. The cDCC model uses a different targeting approach, 
which we may define as “implicit targeting”, as it uses a sample estimator conditional 
on a parameter choice within the evaluation of the log-likelihood function. 
 
Finally, Aielli (2008) shows that the lack of consistency of the three-step DCC 
estimator depends strictly on the persistence of the parameters driving the correlation 
dynamics and on the relevance of the innovations. The bias is an increasing function of 
both   and   . Not surprisingly, standard estimates obtained when fitting DCC 
models are small, and are close to 0 for   to 1 for   , thereby leading to an opposite 
effect on the size of the bias. Therefore, in this paper we will determine if the bias is 
relevant in practical applications as a commentary on the inconsistent estimates of the 
standard scalar DCC model. 
 
2.3 Naïve specifications 
 
The last two models considered are the Exponentially Weighted Moving Average model 
and the Covariance Shrinking approach of Ledoit and Wold (2003, 2004). The EWMA 
model provides a recursion for the evaluation of the conditional covariance matrix, 
which is based on a single parameter λ: 
 
  1 1 11t t t t                  (10) 
 
The covariance matrix in (10) could be represented in a companion form highlighting its 
relationship with exponentially weighted sums of past innovation cross-products. In the 
empirical application, contrary to standard practice, we estimate the parameter  λ, called 
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the smoothing coefficient, as it requires a limited computational effort. By construction, 
the EWMA is feasible even for very large cross-sectional dimensions. 
 
Finally, we consider the covariance shrinking approach of Ledoit and Wolf (2003, 
2004). The authors proposed a method that is designed to find a compromise between 
the large estimation errors in the sample covariance and the misspecification error in the 
estimators of the covariance. Ledoit and Wolf (2003) suggest determining a covariance 
by combining a sample estimator of the covariance and a single index covariance 
(Ledoit and Wolf, 2003), or a constant correlation covariance (Ledoit and Wolf, 2004). 
Following the covariance shrinking approach, we define the expected covariance for 
time t as follows: 
 
  1 11t t tS F              (11) 
 
where 1tS   is the sample covariance matrix determined up to time t-1, and 1tF   is a 
structured estimator determined using the information set to time t-1, and is called 
shrinkage target. The coefficient λ, the shrinkage constant, has to be estimated, and 
depends on the form of the shrinkage target (for further details, see Ledoit and Wolf 
(2003, 2004)). In the following, we will consider as the shrinkage target the covariance 
with constant correlation, as described in Ledoit and Wolf (2004). 
 
3. Comparing competing covariance and correlation models 
 
We will present briefly the approaches to be used in comparing the models described in 
the previous section. Before moving to the methods, we introduce some notation. 
 
It is assumed that the models are to be compared using out-of-sample forecasts, where 
forecasts are made one period ahead and for an evaluation period from T+1 to T+h. 
Information to time T is used to estimate the various models and to produce the 
conditional forecasts for time T+1. The estimation sample is rolled forward, and 
information from time 2 to T+1 is used to forecast the covariance matrix for time T+2, 
15 
 
and so on, to time T+h. In order to avoid any dependence on the mean dynamics, we fit 
the mean using its sample estimator across all models (the sample mean is estimated 
with the same rolling approach). The one-step-ahead covariance forecasts for time T+i 
are denoted by ˆ mT i , where m is the model index (m=1,2,…M). Note that, by 
construction, the forecasts are conditional on the information set at time T+i-1. The 
mean forecasts are denoted by ˆt , and do not depend on the model. For simplicity, we 
suppress the conditioning information set from the forecast notation. 
 
We follow Patton and Sheppard (2009) and consider separately the direct and indirect 
evaluation methods. Within the first group, we include two approaches based on 
common loss functions, namely the Diebold-Mariano test, and the MCS approach of 
Hansen et al. (2005), and the test proposed by Amisano and Giacomini (2007). 
 
For the Diebold-Mariano test, we consider the MSE loss functions (see Patton and 
Sheppard, 2009): 
 
   2, 21 ˆ ˆm mm T i T i T i T i T i T i T iklf vec e e vec e ek                1     (12) 
 
where ˆT i T i T ie x       (note that the observed time T+i return is used), and the time 
T+i true volatility is approximated by T i T ie e   . The MSE loss function belongs to the 
class of robust loss functions defined in Patton and Sheppard (2009) (see also Clements 
et al. (2009) and Laurent et al. (2009)). They also consider the QLIKE loss function of 
Patton (2010), but in the multivariate framework, as in Patton and Sheppard (2009), the 
QLIKE loss function is infeasible when the volatility proxy is the cross-product of 
realized returns. 
 
The test of equal predictive ability corresponds to checking the null hypothesis of zero 
loss function differentials, 0 : 0jlj lH E lf lf E LF         , where i and j are two 
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different model indices, ,
1
1 h
j m T i
i
lf lf
h 
  , and jl j lLF lf lf   The test statistic is given 
as 
 
   , 0,1jljl h jlh LFt Nh LF           (13) 
 
where  jlh LF  is the heteroskedasticity and autocorrelation (HAC) consistent 
estimate of the asymptotic variance of jlhLF . 
 
The Amisano-Giacomini (2007) is based on the logarithmic scores of two competing 
models over the forecast evaluation period. We first denote the model m log-scores as: 
 
  1, ˆ ˆlog log m mm T i T i T i T i T if e e        ,      (14) 
 
where all symbols have the same meaning as in (13). Amisano and Giacomini (2007) 
then consider the following quantity: 
 
 , , ,log logjl T i T i j T i l T iL w e f f             (15) 
 
where j and l represent two different models, and  T iw e   is a weighting function. The 
null hypothesis of equal predictive ability of the two models is 0 , ,: 0jl T hH E L    , 
where , , ,
1
1 h
jl T h jl T i
i
L L
h 
  , while the alternative hypothesis refers to different predictive 
ability.  
 
The test statistic is given as: 
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   , ,, , , 0,1/
jl T h
jl h
jl T h
L
t N
L h          (16) 
 
where  , ,jl T hL  is the heteroskedasticity and autocorrelation consistent estimate of the 
asymptotic variance , ,jl T hVar hL   . If the null hypothesis is rejected, the test statistic 
sign could be used to determine the model preference (positive values suggests a 
preference for model j (see equation (22)). Amisano and Giacomini (2007) introduce in 
(15) a weighting function which may be used to focus the test on a specific region of the 
forecast density, such as the tail area. Within the direct model evaluation framework, we 
consider equal weights for all points over the forecast horizon (   1T iw e h  ). Note that 
the quantity in (14) can be considered as a gain, so that positive values of the test 
statistic in (16) are associated with a preference for the first model. In considering the 
Diebold-Mariano test, positive values of the test statistic show evidence for a preference 
for the second model (that is, with smaller losses). 
 
The Diebold-Mariano and Amisano-Giacomini tests permit pairwise comparisons of 
models. However, the test outcomes do not ensure that an optimal test is clearly 
identified. For this reason, we consider the Model Confidence Set approach, which 
performs a joint forecast comparison across all models. The MCS performs an iterative 
selection procedure, testing at step j the null hypothesis of equal predicting ability of all 
models included in a set M  (the starting set 0M  contains all models) under a given loss 
function. The null hypothesis has the form 
 
0 : 0,    , ,jljl jlH E lf lf E LF j l j l            M      (17) 
 
where the notation is the same as for the Diebold-Mariano test in (12) and (13).  
 
Note that the same procedure, as well as all the subsequent statistics and tests, could 
also be used with the Amisano-Giacomini log-scores, with the caution of changing their 
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sign (thereby translating them from gains to losses). Hansen et al. (2005) propose two 
statistics to test the null hypothesis: 
 
 , ,max jlR h j l jlLFt s LF M         (18) 
 
 
2
,
, ,
jl
SQ h
j l j l jl
LFt
s LF 
      

M
        (19) 
 
where  jls LF  is a bootstrap estimate of the variance of jlLF , and the p-values of the 
test statistics are determined using a bootstrap approach. If the null hypothesis is 
rejected at a given confidence level, the worst performing model is excluded from the 
set. Such a model is identified as follows: 
 
1/ 2
arg max jl jlj
l l
j LF Var LF


 
                 M M M      (20) 
 
where the variance is computed again using a bootstrap method. In the empirical 
analysis given below, we will use both the Diebold-Mariano loss function in (12), as 
well as of the Amisano-Giacomini log-scores in (14) (minus the log-scores to transform 
them into losses) (see Hansen et al. (2005) for further details on MCS). 
 
For the indirect evaluation of the multivariate models, we consider an asset allocation 
framework and compare the impact of model choice by contrasting the performances of 
specific portfolios: (i) equally weighted portfolio, denoted as EW, which is not exposed 
to the asset return mean estimation error, and is superior to many other portfolios (see 
De Miguel et al. (2009)); and (ii) global minimum variance portfolio with and without 
short selling constraints, denoted as GMV and GMVB, respectively. The weights of the 
equally weighted portfolio are / kw 1 , where 1  is a k-dimensional vector of unit 
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elements. The GMV weights are time- and model-dependent, and are based on the 
covariance forecasts: 
 
 
 
1
1
ˆ
ˆ
m
T im
T i
m
T i


 


 
1
w
1 1
         (21) 
 
Finally, GMVB weights mT iw
  are determined by solving the optimum problem: 
 
ˆarg min  
s.t.  0,   1,2,...
and 1
m
T i
lw l k

 
 
w w w
w 1
        (22) 
 
for each forecast evaluation period and for each model. 
 
We then define the following quantities for the three portfolio strategies (based on the 
weights EW, GMV and GMVB, respectively): 
(a) realized portfolio returns:  
 
, ,T i EW T iR x  w , ,m mT i GMV T i T iR x   w , ,m mT i GMVB T i T iR x   w 1, 2,3... ,i h 1, 2,3,...m M ; 
 
(b) expected portfolio returns:  
 
,
ˆ ˆ ,T i EW T iR   w ,ˆ ˆ ,m mT i GMV T i T iR    w ,ˆ ˆ ,m mT i GMVB T i T iR    w 1, 2,3... ,i h 1, 2,3,...m M ; 
 
(c) realized portfolio variances:  
 
 2, ,T i EW T is x  w  2, ,m mT i GMV T i T is x   w  2, ,m mT i GMVB T i T is x   w 1, 2,3... ,i h
1, 2,3,...m M ; 
 
(d) expected portfolio variances:  
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,
ˆ ,m mT i EW T ih   w w , ˆ ,m m m mT i GMV T i T i T ih     w w , ˆ ,m m m mT i GMVB T i T i T ih     w w  1, 2,3... ,i h
1, 2,3,...m M . 
 
Given the portfolio mean and variance forecasts and the realized portfolio returns, we 
define the following logarithmic scores (recall that the vector T ix   contains the time T+i 
observed returns for the analyses assets): 
 
       2 1, , , , , , ,1 1 ˆlog ln2 2m mm EW T i T i EW T i EW T i EW T i EW T i EWf R h R R h            (23) 
 
where m is the model index, and the portfolio strategy is EW. Equation (23) represents 
the logarithmic score when mean and variances forecasts are made conditionally on 
time T+i-1. Note that the logarithmic score is evaluated at the true observed values at 
time T+i. Such a quantity can be evaluated only for the EW portfolio strategy, which is 
the only strategy that provides a ‘true’ value ,T i EWR  . In fact, the GMV and GMVB 
strategies allow a determination of the realized returns, but these are exposed to the 
estimation error implicit in the determination of portfolio weights. As a result, in order 
to avoid introducing distortions in the test statistics, we consider only the EW strategy. 
 
The second approach we apply for the indirect model evaluation uses the MSE and 
QLIKE univariate loss functions: 
 
 21, , , ,m mm p T i T i p T i plf h s            (24) 
 
    12, , , , ,log m m mm p T i T i p T i p T i plf h s h            (25) 
 
The indirect evaluation of the models then proceeds using the Diebold-Mariano-type 
tests desicussed previously. Similarly, the loss functions in (24) and (25) are also used 
for the indirect evaluation by the MCS approach. Note that we do not compare 
multivariate models indirectly by mean of utility-based loss functions because Clements 
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et al. (2009) show that these functions make the impact of the models very limited, 
thereby reducing the possibility of detecting discrepancies across models. 
 
Finally, in the indirect comparison we also consider some of the model comparison 
approaches suggested in Engle and Colacito (2006). In particular, we report the out-of-
sample averages of the expected variances mph  (with a preference for a lower average 
variance), and we also test the significance of the intercept of the regressions in: 
 
,
,
1
m
T i p
T im
T i p
s
h
  

            (26) 
 
where T i   is an innovation term, and robust HAC standard errors are required. If we 
consider (26), accurate models should have a zero intercept. Engle and Colacito (2006) 
also propose pairwise comparisons based on Diebold-Mariano type tests but, as they are 
closely related to the methods already described, we do not consider them in the 
empirical analysis below. 
 
4. Data description and selected models 
 
In order to compare the models presented in the previous sections, we have selected a 
dataset similar to that of Engle et al. (2009). We downloaded from Datastream the 
S&P100 constituents at the end of March 2009. Then we selected only those assets with 
total return indices available from the beginning of 1997 to the end of March 2009. The 
selected period contains 3194 daily returns. The list of the 89 selected stocks is reported 
in Appendix A. 
 
We fit the following models (acronyms are given in parentheses): Scalar BEKK with 
covariance targeting (BEKK); Scalar DCC with correlation targeting (DCC); Scalar 
cDCC with implicit correlation targeting (cDCC); exponentially weighted moving 
average, with calibrater smoothing coefficient set equal to 0.97 (EWMA); constant 
conditional correlation model (CCC); and covariance shrinking (SHR) with constant 
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correlation shrinkage target, as in Ledoit and Wolf (2004). The BEKK, DCC and cDCC 
models are estimated under both Multivariate Normal and Multivariate Student 
densities, using the Multivariate Student density adopted by Kawakatsu (2005), where 
the covariance forecast is not a function of the degrees of freedom. The covariance 
shrinking case and the EWMA with calibrated smoothing coefficient provide 
distribution-free covariance forecasts. Finally, in the CCC specification, the correlation 
matrix is, by construction, identical under both Multivariate Normality and Multivariate 
Student of Kawakatsu (2005), thereby providing identical covariance forecasts.  
 
For the Multivariate Student cases, the degrees of freedom are estimated jointly with the 
other model parameters. When Normal or Student densities are used, model acronyms 
will be matched with N or T. Overall, we consider 9 different specifications, namely 
EWMA, SHR, CCC, DCC(N), DCC(T), cDCC(N), cDCC(T), BEKK(N), and 
BEKK(T). In order to avoid dependence of the model comparison procedures with the 
mean return forecasts, these are always fixed at the sample mean. 
 
The previous 9 specifications are evaluated for different problem dimensions, such that 
each model is estimated for 2, 3, 4, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 60, 70, 80 and 
89 assets. In these empirical applications, assets are ordered alphabetically, and we 
progressively enlarge the number of variables used in the model estimation and 
evaluation steps. 
 
We estimate the models with a rolling approach, and then compare the out-of-sample 
forecasts for one year of daily observations. All models for all problem dimensions are 
estimated daily and are used to produce one-step-ahead forecasts. We consider two 
different out-of-sample evaluation periods. In the first, we focus on extreme market 
conditions and compare models for the period April 2008 – March 2009. This could be 
considered as a model stress-test to determine if more highly parameterized models are 
preferred to simpler or naïve specifications as they are not exposed to parameter 
uncertainty and instability. For this forecast range, we also perform a robustness check 
by inverting the asset order to verify the absence of distortions due to asset order. The 
second forecast evaluation period is for 2006, when the market was in a low volatility 
23 
 
state and was trending upward. This second comparison allows verification of whether 
the model ranking might be affected by overall market conditions. 
 
All the empirical results are reported in a set of tables and graphs in the following 
sections. Tables are summarized and reported in the paper, while the entire set of 
empirical results (Appendix B) is available from the authors upon request. 
 
4.1 Results for direct model comparisons 
 
The first result provided by the Diebold-Mariano and Amisano-Giacomini tests is the 
negative performance of the covariance shrinking approach over both evaluation periods 
(these results are confirmed by the robustness checks). For both tests and all problem 
dimensions, SHR always provides higher losses (lower log-scores) compared with the 
other models, apart from EWMA. In this last case, the tests are discordant: the Diebold-
Mariano test is always in favour of EWMA, while the Amisano-Giacomini test provides 
evidence of model equivalence for medium problem dimensions, and a preference for 
SHR for large problem dimensions. 
 
The previous finding is confirmed by MCS where, at the 5% level, the SHR model is 
included in the confidence set only for problem dimensions up to 5 during the crisis 
period, and are generally excluded in 2006 (unless differently specified results for MCS 
are equivalent under both test statistics). 
 
With respect to EWMA, we note a striking difference by comparing the results of the 
Diebold-Mariano test with those of the Amisano-Giacomini procedure. With the latter, 
EWMA provides larger losses than all the other models when the number of assets 
exceeds 10 (it is also worse than SHR when the number of assets exceeds 35), and this 
result holds for both evaluation periods. If we consider the MSE loss function, EWMA 
is always equivalent to all the other models, apart from SHR, which is outperformed for 
more than 5 assets, but only during the crisis period. During the 2006 evaluation 
sample, there is additional evidence of a preference for EWMA for medium problem 
dimensions. Such behavior is confirmed by the MCS results, where EWMA is excluded 
24 
 
from the confidence set at the 1% level under the Amisano-Giacomini loss function for 
more than 5 assets (for simplicity, when we refer to the Amisano-Giacomini loss 
function, this means minus the log-scores used in the Amisano-Giacomini test). For 
MSE loss, the confidence set always includes EWMA. 
 
Considering the non-naïve models, the Diebold-Mariano and Amisano-Giacomini test 
results are substantially similar, which leads to the following observations: 
 
i) All models are equivalent if we consider up to 10 assets when the models are 
compared over extreme market conditions, while up to 15 if we compare models 
over the year 2006; if we consider the 2006 evaluation period, many more models 
are statistically equivalent, even for medium problem dimensions; when the 
overall market volatility is lower, more parameterized specifications would seem 
to be equivalent to the naïve models; 
 
ii) Moving from the Normal to the Student density does not improve the forecast 
accuracy of the BEKK, DCC and cDCC specifications; 
 
iii) Scalar BEKK is always inferior to the CCC, DCC, and cDCC specifications, 
irrespective of the density; DCC and cDCC outperform CCC, even for smaller 
dimensions (from the 4 assets case); cDCC outperforms DCC under both Normal 
and Student densities over the extreme market condition case, while the reverse 
holds for the 2006 forecast evaluation period. 
 
These results are confirmed by the MCS approach, but only for the Amisano-Giacomini 
loss function. In fact, in this case and the crisis forecast range, the following results 
hold: the confidence set includes (at the 1% level) both DCC(N), cDCC(N), and 
cDCC(T) for large cross sectional dimensions (from 60 to 89); cDCC(T) is included in 
the confidence set only up to models with 25 assets, while DCC(T) is included only up 
to 10 assets. For the MSE loss function under the crisis forecast evaluation range, and at 
the 1% level, all models are substantially equivalent for all problem sizes. Some models 
are excluded only at the 5% level, in particular SHR, and BEKK(T).  
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If we compare models during the year 2006, results for the MSE and Amisano-
Giacomini loss functions are much closer: SHR is almost always excluded from the 
confidence set; EWMA and BEKK(T) are excluded for medium and large problem 
dimensions; for large problem dimensions, the set of equivalent models includes only 
DCC and cDCC for the Amisano-Giacomini loss function, while it contains DCC only 
for the MSE loss function. In comparing directly the model forecasts, the Diebold-
Mariano, Amisano-Giacomini, and MCS approaches provide interesting elements for 
model rankings.  
 
The main message is the equivalence across many models when the market is in a low 
volatility state, and the preference for dynamic conditional correlation models. 
Moreover, when the market is experiencing large and sudden changes in volatility, 
dynamic conditional correlation models may be preferred, but the results are not 
consistent across all model comparison methods. 
 
4.2 Results for indirect model comparisons 
 
As discussed in Section 3, we compare indirectly the fitted models by focusing on three 
portfolio allocation strategies, namely EW, GMV and GMVB. In particular, we evaluate 
the discrepancies between the expected and realized variances of portfolios managed 
using the three allocation strategies. 
 
We start by analyzing the results obtained using the quantities suggested by Engle and 
Colacito (2006). The average expected portfolio variance mph  is a measure of model 
appropriateness, such that the lower is the quantity, the better is the model. We use the 
values of mph  to rank models over several cross-sectional dimensions, and report in 
Table 2 the average rank of the models  over the problem dimension. 
 
We note a difference with respect to the direct comparisons: DCC and cDCC 
specifications have high ranks, while SHR and CCC are, respectively, the first and 
second most preferred models over the three portfolio strategies during the crisis period. 
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On the contrary, SHR is the worst model if we compare the results over the year 2006, 
while EWMA performs the best. Several checks have been made on the estimates and 
implementation of the models, which confirm these results. A common pattern is 
observed for CCC and DCC, which are associated with low ranks. 
 
If we consider the Diebold-Mariano tests, the results are somewhat similar to those 
obtained from the direct model comparisons (see Appendix A.2, tables A.1- A.8). First, 
during both the crisis and the 2006 out-of-sample periods, the SHR model 
underperforms all other specifications, even for small cross-sectional dimensions when 
we consider the QLIKE loss function (the result is slightly weaker for the GMV strategy 
and large problem dimensions). Such a finding is confirmed by the MSE loss function 
for the 2006 out-of-sample period, while during the crisis period, the underperformance 
of SHR is confirmed but only under the EW portfolio strategy. This is likely to be an 
outcome of the large increase in the variances during the 2008 financial crisis.  
 
In turn, this makes the estimation of portfolio weights extremely noisy, particularly 
affecting the results based on the MSE loss function. In support of this interpretation, 
we observe that the Diebold-Mariano test results for both loss functions for the GMV 
and GMVB strategies during the two different out-of-sample periods behave differently. 
With the exclusion of SHR and EWMA for the QLIKE loss functions, all models are 
equivalent when compared for April 2008-March 2009, while some statistically 
significant differences appear when the comparison is based on 2006 (with BEKK 
providing statistically greater losses than the other dynamic models). 
 
These results raise some doubts about the usefulness of dynamic covariance and 
correlation models of a relatively complex nature when they are used to determine 
portfolio weights. The joint effect of the estimation error on the model coefficients and 
of the estimation error of portfolio weights would seem to make complex models 
virtually equivalent to simple models, such that increasing the complexity of a model 
does not improve the efficiency of an allocation strategy. On the contrary, when one of 
the two sources of error is sterilized, by means of an EW strategy, some discrepancies  
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Table 1: Summary of results for direct model comparisons 
 
Forecast sample  
and comparison  
 
January to December 2006 April 2008 to March 2009 
DM test (MSE loss) Most models are equivalent up to 15 
asset dimension; 
SHR underperforms all models 
(EWMA excluded); 
EWMA outperforms in some cases; 
Student density does not improve over 
Normal; 
CCC outperforms BEKK; 
DCC outperforms BEKK and CCC; 
cDCC outperforms BEKK, CCC and 
DCC; 
Most models are equivalent up to 10 
asset dimension; 
SHR underperforms all models 
(EWMA excluded); 
EWMA is equivalent to most models; 
Student density does not improve over 
Normal; 
CCC outperforms BEKK; 
DCC outperforms BEKK and CCC; 
cDCC outperforms BEKK, CCC and 
DCC; 
 
AG  Most models are equivalent up to 15 
asset dimension; 
SHR underperforms all models 
(EWMA excluded); 
EWMA underperforms with more than 
10 assets; 
Student density does not improve over 
Normal; 
CCC outperforms BEKK; 
DCC outperforms BEKK and CCC; 
cDCC outperforms BEKK, CCC and 
DCC; 
Most models are equivalent up to 10 
asset dimension; 
SHR underperforms all models 
(EWMA excluded); 
EWMA underperforms with more than 
10 assets; 
Student density does not improve over 
Normal; 
CCC outperforms BEKK; 
DCC outperforms BEKK and CCC; 
cDCC outperforms BEKK, CCC and 
DCC; 
 
MCS with MSE loss SHR is not included (at the 1% level); 
EWMA is always included; 
DCC is the best model for larger 
problem dimensions; 
Many models equivalent for medium 
problem dimensions; 
 
SHR and BEKK(T) are included only 
for small problem dimensions (at the 
5% level); 
All models are equivalent at the 1% 
level; 
 
MCS with AG loss SHR is included only for small problem 
dimensions; 
EWMA is included only for small 
problem dimensions; 
DCC and cDCC are the best models for 
larger problem dimensions; 
Many models are equivalent for 
medium problem dimensions. 
 
All models are equivalent up to 5 
assets; 
DCC(N) and cDCC(N) are the best 
models for larger problem dimensios.; 
 
Notes: The first column reports the quantities used for the direct model comparisons. In 
the table, AG = Amisano-Giacomini, DM = Diebold-Mariano, MSC = Model 
Confidence Set, and MSE = Mean Squared Error. The second and third columns report 
a summary of results for the two out-of-sample periods. When the density is not 
reported for DCC, cDCC and BEKK, the comments refer to both densities. Comments 
in italics identify different behavior across samples or loss functions. 
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Table 2: Summary of results for model rankings based on average out-of-sample 
portfolio variances 
 
 EWMA SHR CCC DCC(N) cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T) 
Out-of-sample period: January to December 2006 
EW 1.00 9.00 6.29 3.35 4.41 5.71 3.35 5.24 6.65 
GMV 1.00 9.00 2.94 4.12 4.35 7.18 4.35 4.82 7.24 
GMVB 1.00 9.00 3.12 3.41 4.71 7.18 3.82 5.53 7.24 
Out-of-sample period: April 2008 to March 2009 
EW 9.00 1.00 3.00 6.06 7.53 4.59 4.59 6.35 2.88 
GMV 2.71 2.41 2.88 7.29 7.18 4.35 5.59 5.71 6.88 
GMVB 9.00 1.00 2.00 4.88 6.29 7.71 3.29 4.88 5.94 
Out-of-sample period: April 2008 to March 2009 (assets in reverse order) 
EW 9.00 1.00 2.76 5.59 7.06 6.00 4.53 5.88 3.18 
GMV 4.59 1.82 2.41 5.41 6.82 7.00 4.12 5.53 7.29 
GMVB 9.00 1.00 2.00 4.71 6.00 8.00 3.47 4.76 6.06 
 
Note: The first row reports the fitted models, while the first column reports the three portfolio  
strategies considered. Bold values denote lower rankings (first to third), with lower values  
associated with better models. 
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seem to appear: CCC and BEKK underperform DCC and cDCC; cDCC outperforms 
DCC for large problem dimensions during the crisis, while the opposite holds during 
2006 for the MSE loss function; the Multivariate Student-based models underperform 
Multivariate Normal-based models (this last finding is motivated by the aggregation of 
many variables (the assets) into a single element (the portfolio) by a weighted average, 
where a central limit theorem may play a role). 
 
Following the direct comparison, we determine the model confidence sets over several 
problem dimensions. For the crisis period (April 2008 to March 2009) and the EW 
strategy, the model confidence set includes all models at the 1% level for the MSE and 
QLIKE loss functions. Minor differences appear at the 5% level: for MSE, with only 
SHR marginally excluded; for QLIKE, the set of equivalent models includes only 
EWMA, cDCC(N), and DCC(N) (the last is marginally included in the confidence set). 
 
Considering the MCS results for both test statistics and for the GMV and GMVB 
strategies, all models are equivalent, apart from the exclusion of EWMA at the 5% level 
under the GMV allocation rule. This result confirms our earlierresults that models are 
equivalent when portfolio weights are estimated. 
 
We then analyze the results for the 2006 out-of-sample period. First, if we focus on both 
the GMV and GMVB strategies, we note the following: SHR is always excluded from 
the confidence set, apart for very small problem dimensions under MSE loss; EW and 
BEKK(T) are excluded from the confidence set for large problem dimensions; all other 
models are equivalent. Overall, the results confirm the previous findings that many 
models are equivalent for estimated portfolio weights. However, we presume that the 
greater flexibility in separately estimating variances and correlations provides some 
benefits over naïve and general covariance specifications, in particular, when the 
problem dimension is large. 
 
If we consider the EW portfolio strategy, the results are slightly different; first, we have 
a confirmation of the exclusion of the SHR and BEKK specifications; second, for 
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medium problem dimensions, EWMA seems to be the best model (at the 5% level), 
while for large problem dimensions, the confidence set also includes DCC and cDCC; 
and CCC is generally excluded from the confidence set for medium and large problem 
dimensions. 
 
We interpret the results as follows: for small and medium problem dimensions, the 
estimation error has a relevant role, making more complex covariance and correlation 
models almost equivalent, if not worse, than EWMA; when the number of variables is 
increased, the flexibility of DCC and cDCC models becomes even more relevant than 
the estimation error. 
 
In summary, the indirect comparisons suggest that model performances are affected by 
several sources of error. The estimation error of model parameters is always present. 
Estimation error of portfolio weights may play a relevant role during extreme market 
conditions, and be so relevant as to make many models statistically equivalent in terms 
of forecasts. Finally, the choice of the covariance proxy may also have a role, and may 
affect the results. However, since we compared models using the same proxy, namely 
the returns cross-product (which was the only one available), it has the same effect on 
all the results. However, additional studies evaluating the impact of the proxy could 
shed additional light on cases where many models have been labelled as equivalent (for 
instance, the model confidence set for the EW strategy). 
  
5. Concluding Remarks 
 
From the empirical point of view, Multivariate GARCH models suffer seriously from 
the so-called curse of dimensionality. For this reason, several simple specifications are 
typically used, including the CCC, DCC and Scalar BEKK models. Alternatively, naïve 
methods could be used, such as EWMA or the Covariance Shrinking approach. 
However, few studies have considered a detailed out-of-sample comparison of these 
models. This paper has shed light on this topic, but the outcome is far from conclusive. 
By using alternative evaluation methods, including the direct and indirect approaches,  
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Table 3: Summary of results of indirect model comparisons based on Diebold-Mariano 
and Model Confidence Set 
 
Forecast sample 
and comparison 
 
January to December 2006 April 2008 to March 2009 
DM test (MSE loss) SHR underperforms all models; 
BEKK underperforms under GMV and 
GMVB; 
DCC and cDCC outperform BEKK 
and CCC under EW; 
DCC outperforms cDCC under EW; 
Student density does not improve over 
Normal under EW; 
 
SHR underperforms all models under 
EW; 
Under GMV and GMVB all models 
are equivalent; 
DCC and cDCC outperform BEKK 
and CCC under EW; 
cDCC outperforms DCC under EW; 
Student density does not improve over 
Normal under EW; 
 
DM test (QLIKE loss) SHR underperforms all models; 
EWMA underperforms under GMV; 
BEKK models underperform under 
GMVB; 
DCC and cDCC outperform BEKK 
and CCC under EW; 
DCC outperforms cDCC under EW; 
Student density does not improve over 
Normal under EW; 
 
SHR underperforms all models; 
EWMA underperforms under GMV; 
Most models are equivalent under 
GMV and GMVB; 
DCC and cDCC outperform BEKK 
and CCC under EW; 
cDCC outperforms DCC under EW; 
Student density does not improve over 
Normal under EW; 
MCS (MSE loss) SHR is always excluded; 
EWMA and BEKK(T) are excluded for 
large problem dimensions under GMV 
and GMVB; 
BEKK and CCC are excluded under 
EW; 
EWMA, DCC and cDCC are included 
for large problem dimensions; 
 
All models are equivalent at the 1% 
level; 
At the 5% level under EW, SHR is 
excluded for large problem 
dimensions; 
MCS (QLIKE loss) SHR is always excluded; 
EWMA and BEKK(T) are excluded for 
large problem dimensions under GMV 
and GMVB; 
BEKK and CCC are excluded under 
EW; 
EWMA, DCC and cDCC are included 
for large problem dimensions. 
 
All models are equivalent at the 1% 
level; 
At the 5% level under EW, the set 
includes only EWMA, DCC(N) and 
cDCC(N). 
 
Notes: The first column reports the quantities used for the indirect model comparisons. 
In the table, DM = Diebold-Mariano, MSC = Model Confidence Set, MSE and QLIKE 
denote the two loss functions, while EW, GMV and GMVB identify the portfolio 
strategies considered. The second and third columns report a summary of results for the 
two out-of-sample periods. When the density is not reported for DCC, cDCC and 
BEKK, the comments refer to both densities. If portfolio strategies are not reported, the 
comments apply to all strategies. Comments in italics identify different behavior across 
samples or loss functions. 
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pairwise and multivariate methodologies, and different out-of-sample evaluation 
periods, the results are mixed. The only common finding is that covariance shrinking 
methods underperform the dynamic models, even for small cross-sectional dimensions, 
at least for the dataset and periods considered in the paper. Less common outcomes 
suggest, for small problem dimensions, there is a higher probability that alternative 
approaches will provide substantially equivalent covariance forecasts.  
 
This finding is less evident for large problem dimensions, where simple dynamic 
specifications, despite being highly restrictive, may be superior to naïve specifications 
based on calibrated coefficients. In this case, models separately capturing the variance 
and correlation dynamics are marginally preferred to pure covariance models. 
Furthermore, the impact of several sources of error, such as estimation error of the 
model parameters, estimation error of portfolio weights for indirect comparison, and 
errors associated with the choice of proxy, come into play and can affect the outcomes, 
thereby suggesting the need for further analysis. 
 
Finally, it should be emphasized that the main message from this analysis of the paper is 
that there is no optimal model. The best model must be chosen with respect to a sample 
period and by using selection criteria that match the purpose of the analysis. It is clear 
that direct and indirect evaluations can provide markedly different results. This may be 
read as further confirmation of the widely held view that “all models are wrong, but 
some are useful”, wherein usefulness may change over time and for different 
applications. 
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Appendix A: List of equities included in the empirical analysis 
 
The following list contains the names of the 89 companies whose stock total returns 
have been used in the empirical analysis of the paper. 
 
3M, ABBOTT LABORATORIES, ALCOA, ALLSTATE, ALTRIA GROUP, 
AMER.ELEC.PWR., AMERICAN EXPRESS, AMGEN, APPLE, AT&T, AVON 
PRODUCTS, BAKER HUGHES, BANK OF AMERICA, BANK OF NEW YORK MELLON, 
BAXTER INTL., BOEING, BRISTOL MYERS SQUIBB, BURL.NTHN.SANTA FE C, 
CAMPBELL SOUP, CAPITAL ONE FINL., CATERPILLAR, CHEVRON, CISCO 
SYSTEMS, CITIGROUP, COCA COLA, COLGATE-PALM., COMCAST 'A', 
CONOCOPHILLIPS, COSTCO WHOLESALE, CVS CAREMARK, DELL, DOW 
CHEMICAL, E I DU PONT DE NEMOURS, EMC, ENTERGY, EXELON, EXXON MOBIL, 
FEDEX, FORD MOTOR, GENERAL DYNAMICS, GENERAL ELECTRIC, GILEAD 
SCIENCES, HALLIBURTON, HEWLETT-PACKARD, HJ HEINZ, HOME DEPOT, 
HONEYWELL INTL., INTEL, INTERNATIONAL BUS.MCHS., JOHNSON & JOHNSON, 
JP MORGAN CHASE & CO., LOCKHEED MARTIN, LOWE'S COMPANIES, 
MCDONALDS, MEDTRONIC, MERCK & CO., MICROSOFT, MORGAN STANLEY, 
NATIONAL OILWELL VARCO, NIKE 'B', NORFOLK SOUTHERN, OCCIDENTAL PTL., 
ORACLE, PEPSICO, PFIZER, PROCTER & GAMBLE, QUALCOMM, RAYTHEON 'B', 
REGIONS FINL.NEW, SARA LEE, SCHERING-PLOUGH, SCHLUMBERGER, 
SOUTHERN, SPRINT NEXTEL, TARGET, TEXAS INSTS., TIME WARNER, UNITED 
TECHNOLOGIES, UNITEDHEALTH GP., US BANCORP, VERIZON 
COMMUNICATIONS, WAL MART STORES, WALGREEN, WALT DISNEY, WELLS 
FARGO & CO, WEYERHAEUSER, WILLIAMS COS., WYETH, XEROX 
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Appendix B: Tables for model comparison 
 
These appendices contain a set of tables reporting the results of several approaches for 
model comparison. It is intended as additional material for the paper to be made 
available on-line. 
Tables B.1 to B.23 contain results for the out-of-sample period including the financial 
market crisis (April 2008 to March 2009). with assets alphabetically ordered. 
Tables C.1 to C. 23 contain results for the out-of-sample period including the financial 
market crisis (April 2008 to March 2009). with assets in reverse alphabetic order. 
Tables D.1 to D.23 contain results for the out-of-sample period equal to 2006. 
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Table B.1: Diebold‐Mariano model comparison based on MSE loss function 
 
    2  3  4  5  10  15  20  25  30  35  40  45  50  60  70  80  89 
EWMA  SHR  ‐2.1  ‐2.5  ‐2.3  ‐2.1  ‐2.4  ‐3.3  ‐3.6  ‐3.5  ‐3.4  ‐3.3  ‐3.2  ‐3.1  ‐3.1  ‐2.8  ‐3.0  ‐2.8  ‐2.9 
EWMA  CCC  ‐0.7  ‐0.4  ‐1.0  ‐0.9  ‐1.1  ‐1.2  ‐1.4  ‐1.4  ‐1.5  ‐1.4  ‐1.4  ‐1.4  ‐1.4  ‐1.3  ‐1.3  ‐1.2  ‐1.3 
EWMA  DCC(N)  0.2  0.7  0.1  0.3  0.0  ‐0.5  ‐0.8  ‐0.7  ‐0.9  ‐0.9  ‐0.9  ‐1.0  ‐1.0  ‐1.0  ‐1.0  ‐1.0  ‐1.1 
EWMA  cDCC(N)  0.3  0.9  0.3  0.5  0.1  ‐0.4  ‐0.7  ‐0.7  ‐0.9  ‐0.9  ‐0.9  ‐1.0  ‐1.0  ‐1.0  ‐1.0  ‐1.0  ‐1.1 
EWMA  BEKK(N)  0.3  ‐1.0  ‐0.9  ‐0.9  ‐1.1  ‐1.7  ‐2.0  ‐2.1  ‐2.1  ‐2.1  ‐2.1  ‐2.1  ‐2.1  ‐2.0  ‐2.1  ‐2.1  ‐2.2 
EWMA  DCC(T)  0.3  0.8  0.2  0.3  0.0  ‐0.5  ‐0.8  ‐0.8  ‐0.9  ‐1.0  ‐0.9  ‐1.0  ‐1.1  ‐1.0  ‐1.1  ‐1.0  ‐1.1 
EWMA  cDCC(T)  0.8  1.0  0.4  0.7  0.1  ‐0.4  ‐0.7  ‐0.7  ‐0.9  ‐0.9  ‐0.9  ‐1.0  ‐1.0  ‐1.0  ‐1.0  ‐1.0  ‐1.1 
EWMA  BEKK(T)  ‐1.0  ‐1.1  ‐1.0  ‐1.0  ‐1.3  ‐1.9  ‐2.3  ‐2.4  ‐2.4  ‐2.5  ‐2.4  ‐2.4  ‐2.4  ‐2.3  ‐2.4  ‐2.4  ‐2.5 
SHR  CCC  2.6  2.7  2.4  2.4  2.9  4.0  4.3  4.0  4.0  4.0  3.9  3.9  3.9  3.5  3.8  3.8  3.9 
SHR  DCC(N)  2.4  2.6  2.3  2.3  2.8  3.9  4.2  3.9  3.9  3.9  3.9  3.8  3.8  3.5  3.7  3.7  3.8 
SHR  cDCC(N)  2.4  2.6  2.3  2.2  2.8  3.8  4.2  3.9  3.9  3.9  3.9  3.8  3.8  3.5  3.7  3.7  3.8 
SHR  BEKK(N)  2.4  2.8  2.5  2.4  2.9  4.0  4.3  4.3  4.3  4.3  4.4  4.4  4.4  4.3  4.5  4.4  4.5 
SHR  DCC(T)  2.5  2.6  2.3  2.3  2.8  3.9  4.2  3.9  3.9  4.0  3.9  3.8  3.8  3.5  3.7  3.7  3.8 
SHR  cDCC(T)  2.3  2.6  2.3  2.2  2.8  3.8  4.2  3.9  3.9  3.9  3.9  3.8  3.8  3.5  3.7  3.7  3.8 
SHR  BEKK(T)  2.4  2.8  2.7  2.6  3.2  4.2  4.6  4.5  4.5  4.6  4.6  4.6  4.6  4.5  4.7  4.6  4.7 
CCC  DCC(N)  1.7  1.6  1.7  1.6  2.2  2.6  3.0  2.9  3.0  2.9  2.9  2.9  2.9  2.8  2.9  2.8  2.8 
CCC  cDCC(N)  1.7  1.5  1.6  1.5  2.1  2.6  3.0  2.9  2.9  2.9  2.9  2.9  2.9  2.8  2.9  2.8  2.8 
CCC  BEKK(N)  1.4  ‐1.1  0.3  0.3  0.1  ‐1.0  ‐1.4  ‐2.1  ‐2.3  ‐2.5  ‐2.5  ‐2.6  ‐2.6  ‐2.3  ‐2.6  ‐2.8  ‐2.9 
CCC  DCC(T)  1.8  1.6  1.7  1.6  2.2  2.6  3.1  2.9  2.9  2.9  2.9  2.9  2.9  2.8  2.8  2.7  2.7 
CCC  cDCC(T)  1.3  1.5  1.6  1.6  2.1  2.6  3.1  2.9  3.0  3.0  2.9  2.9  2.9  2.8  2.8  2.7  2.7 
CCC  BEKK(T)  ‐0.1  ‐1.2  ‐0.4  ‐0.5  ‐0.9  ‐2.0  ‐2.6  ‐2.8  ‐2.9  ‐3.1  ‐3.1  ‐3.1  ‐3.2  ‐2.8  ‐3.1  ‐3.2  ‐3.4 
DCC(N)  cDCC(N)  0.9  1.0  1.1  1.0  1.3  2.0  2.6  2.4  2.5  2.5  2.6  2.6  2.7  2.6  2.7  2.8  2.9 
DCC(N)  BEKK(N)  ‐0.1  ‐1.5  ‐0.9  ‐1.0  ‐1.4  ‐1.8  ‐2.1  ‐2.4  ‐2.5  ‐2.6  ‐2.6  ‐2.7  ‐2.7  ‐2.4  ‐2.7  ‐2.8  ‐2.9 
DCC(N)  DCC(T)  0.9  1.3  1.6  1.3  ‐1.7  ‐2.3  ‐2.1  ‐2.9  ‐2.9  ‐2.9  ‐2.9  ‐3.0  ‐3.0  ‐2.6  ‐2.4  ‐0.5  ‐1.1 
DCC(N)  cDCC(T)  0.9  1.0  1.2  1.3  1.2  2.2  3.1  2.5  2.1  0.4  0.8  1.4  0.3  1.7  0.3  1.5  0.1 
DCC(N)  BEKK(T)  ‐1.1  ‐1.5  ‐1.0  ‐1.1  ‐1.6  ‐2.3  ‐2.8  ‐2.8  ‐2.9  ‐3.1  ‐3.1  ‐3.1  ‐3.2  ‐2.9  ‐3.1  ‐3.2  ‐3.4 
cDCC(N)  BEKK(N)  ‐0.3  ‐1.5  ‐0.9  ‐1.0  ‐1.5  ‐1.8  ‐2.1  ‐2.4  ‐2.5  ‐2.6  ‐2.6  ‐2.7  ‐2.7  ‐2.4  ‐2.7  ‐2.8  ‐2.9 
cDCC(N)  DCC(T)  0.0  ‐0.6  ‐0.9  ‐0.8  ‐1.4  ‐2.1  ‐2.6  ‐2.6  ‐2.7  ‐2.7  ‐2.8  ‐2.8  ‐2.9  ‐2.8  ‐2.7  ‐1.9  ‐1.7 
cDCC(N)  cDCC(T)  0.8  1.1  1.3  1.1  ‐1.3  0.4  ‐0.4  ‐1.5  ‐2.1  ‐2.3  ‐2.5  ‐2.7  ‐2.8  ‐2.0  ‐1.9  ‐0.1  ‐0.9 
cDCC(N)  BEKK(T)  ‐1.2  ‐1.5  ‐1.1  ‐1.2  ‐1.6  ‐2.3  ‐2.8  ‐2.8  ‐2.9  ‐3.1  ‐3.1  ‐3.1  ‐3.2  ‐2.9  ‐3.1  ‐3.2  ‐3.4 
BEKK(N)  DCC(T)  0.2  1.5  0.9  1.0  1.4  1.8  2.1  2.3  2.5  2.6  2.6  2.7  2.7  2.4  2.6  2.8  2.9 
BEKK(N)  cDCC(T)  0.7  1.4  0.9  1.1  1.5  1.8  2.1  2.4  2.5  2.6  2.6  2.7  2.7  2.4  2.6  2.8  2.9 
BEKK(N)  BEKK(T)  ‐1.5  ‐1.3  ‐1.2  ‐1.2  ‐1.5  ‐2.5  ‐3.2  ‐3.4  ‐3.5  ‐3.6  ‐3.7  ‐3.8  ‐3.8  ‐3.8  ‐4.1  ‐4.0  ‐4.1 
DCC(T)  cDCC(T)  0.8  0.9  1.1  1.3  1.3  2.3  2.9  2.9  3.0  3.0  2.8  2.8  2.8  2.7  2.9  2.8  2.9 
DCC(T)  BEKK(T)  ‐1.1  ‐1.5  ‐1.0  ‐1.2  ‐1.6  ‐2.3  ‐2.8  ‐2.8  ‐2.9  ‐3.1  ‐3.1  ‐3.1  ‐3.2  ‐2.8  ‐3.1  ‐3.2  ‐3.4 
cDCC(T)  BEKK(T)  ‐1.0  ‐1.5  ‐1.1  ‐1.2  ‐1.6  ‐2.3  ‐2.8  ‐2.8  ‐3.0  ‐3.1  ‐3.1  ‐3.1  ‐3.2  ‐2.9  ‐3.1  ‐3.2  ‐3.4 
 
The table reports in the first and second columns the compared models. The first row reports 
the  cross‐sectional dimension. Bold dark‐grey  shaded numbers  identify a preference  for  the 
first  model,  while  light‐grey  shaded  numbers  identify  a  preference  for  the  second  model. 
Numbers without shaded areas denote statistically equivalent models. 
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Table B.2: Amisano‐Giacomini test (entire distribution) 
 
    2  3  4  5  10  15  20  25  30  35  40  45  50  60  70  80  89 
EWMA  SHR  ‐2.9  ‐3.7  ‐3.9  ‐3.8  ‐4.0  ‐4.9  ‐3.7  ‐2.4  ‐0.5  1.0  2.4  3.4  4.3  5.5  5.9  6.7  6.8 
EWMA  CCC  ‐0.2  0.3  1.1  1.3  1.7  2.7  3.5  3.8  4.2  4.7  5.0  5.1  5.5  5.7  5.9  6.6  6.7 
EWMA  DCC(N)  0.8  1.8  1.8  2.0  2.2  3.0  3.7  4.0  4.3  4.8  5.1  5.2  5.5  5.8  5.9  6.6  6.7 
EWMA  cDCC(N)  0.8  1.9  1.8  2.1  2.2  3.0  3.7  4.0  4.3  4.8  5.1  5.2  5.5  5.8  5.9  6.6  6.7 
EWMA  BEKK(N)  0.9  ‐0.7  ‐1.1  ‐0.6  2.0  2.6  4.4  4.6  5.0  5.6  5.9  6.0  6.3  6.4  6.4  7.0  7.0 
EWMA  DCC(T)  0.6  1.9  1.8  2.0  2.2  3.0  3.7  4.0  4.3  4.8  5.1  5.2  5.5  5.8  5.9  6.6  6.7 
EWMA  cDCC(T)  1.1  2.0  1.8  2.1  2.2  3.0  3.7  4.0  4.3  4.8  5.1  5.2  5.5  5.8  5.9  6.6  6.7 
EWMA  BEKK(T)  ‐0.8  ‐0.9  ‐1.4  ‐1.2  1.2  2.0  3.7  4.0  4.5  5.0  5.4  5.6  5.9  6.2  6.2  6.8  6.9 
SHR  CCC  3.0  3.6  3.8  3.7  4.2  5.3  5.1  4.5  4.6  4.6  4.7  4.6  4.7  4.1  4.5  4.6  4.7 
SHR  DCC(N)  3.0  3.7  3.9  3.8  4.5  5.5  5.3  4.7  4.7  4.8  4.8  4.8  4.8  4.2  4.6  4.6  4.7 
SHR  cDCC(N)  3.0  3.7  3.9  3.8  4.5  5.5  5.3  4.7  4.7  4.8  4.8  4.8  4.8  4.2  4.6  4.6  4.7 
SHR  BEKK(N)  3.1  3.8  4.0  3.9  4.7  6.1  6.0  4.7  4.5  4.3  4.5  4.5  4.4  4.3  5.4  5.3  5.6 
SHR  DCC(T)  2.9  3.7  3.9  3.8  4.5  5.5  5.3  4.7  4.7  4.8  4.8  4.8  4.8  4.2  4.6  4.6  4.7 
SHR  cDCC(T)  2.9  3.7  3.9  3.8  4.5  5.5  5.3  4.7  4.7  4.8  4.8  4.8  4.8  4.2  4.6  4.6  4.7 
SHR  BEKK(T)  3.2  3.9  4.0  4.0  4.9  6.2  6.1  4.9  4.9  4.9  5.2  5.3  5.3  4.7  5.4  5.4  5.6 
CCC  DCC(N)  1.8  2.3  2.5  3.2  5.0  5.8  6.3  7.1  7.2  7.3  7.4  7.9  8.2  8.9  8.3  7.4  7.6 
CCC  cDCC(N)  1.7  2.0  2.3  2.9  4.8  5.7  6.2  6.9  7.1  7.2  7.4  7.8  8.1  8.7  8.1  7.3  7.5 
CCC  BEKK(N)  0.8  ‐0.5  ‐1.2  ‐1.3  ‐1.2  ‐2.1  ‐2.4  ‐2.6  ‐2.7  ‐2.9  ‐3.1  ‐3.1  ‐3.1  ‐3.1  ‐3.1  ‐3.4  ‐3.4 
CCC  DCC(T)  1.6  2.1  2.6  3.4  5.1  5.7  6.2  7.1  7.3  7.4  7.4  7.9  8.3  8.9  8.1  7.0  6.2 
CCC  cDCC(T)  1.6  1.8  2.3  3.1  4.8  5.6  6.2  7.1  7.2  7.4  7.5  7.9  8.2  8.7  7.9  6.9  6.2 
CCC  BEKK(T)  ‐0.3  ‐0.7  ‐1.3  ‐1.4  ‐1.3  ‐2.2  ‐2.5  ‐2.7  ‐2.8  ‐3.0  ‐3.1  ‐3.2  ‐3.3  ‐3.2  ‐3.4  ‐3.7  ‐3.8 
DCC(N)  cDCC(N)  0.7  0.2  0.7  1.0  1.4  2.7  3.6  3.7  4.2  3.3  3.4  3.2  3.6  3.5  3.1  3.4  3.3 
DCC(N)  BEKK(N)  ‐0.4  ‐1.7  ‐1.7  ‐1.8  ‐1.8  ‐2.5  ‐2.7  ‐2.9  ‐3.0  ‐3.1  ‐3.3  ‐3.3  ‐3.3  ‐3.2  ‐3.3  ‐3.5  ‐3.5 
DCC(N)  DCC(T)  ‐1.2  0.3  ‐0.3  ‐0.1  ‐2.3  ‐2.3  ‐2.4  ‐4.0  ‐4.9  ‐5.2  ‐4.4  ‐4.9  ‐5.0  ‐4.2  ‐4.7  ‐2.7  ‐3.7 
DCC(N)  cDCC(T)  1.1  0.2  0.2  1.6  ‐0.2  1.5  2.8  1.6  0.1  ‐0.9  ‐1.5  ‐1.7  ‐2.8  ‐0.3  ‐2.4  ‐0.5  ‐2.4 
DCC(N)  BEKK(T)  ‐1.0  ‐1.7  ‐1.7  ‐1.9  ‐1.8  ‐2.6  ‐2.9  ‐3.0  ‐3.1  ‐3.3  ‐3.4  ‐3.4  ‐3.5  ‐3.4  ‐3.6  ‐3.8  ‐3.9 
cDCC(N)  BEKK(N)  ‐0.5  ‐1.8  ‐1.7  ‐1.8  ‐1.8  ‐2.5  ‐2.7  ‐2.9  ‐3.0  ‐3.2  ‐3.3  ‐3.3  ‐3.3  ‐3.2  ‐3.3  ‐3.5  ‐3.5 
cDCC(N)  DCC(T)  ‐1.3  ‐0.1  ‐0.7  ‐0.7  ‐2.0  ‐3.4  ‐3.8  ‐4.2  ‐5.1  ‐4.8  ‐4.5  ‐4.5  ‐4.8  ‐4.4  ‐4.7  ‐3.8  ‐4.3 
cDCC(N)  cDCC(T)  1.1  0.0  ‐0.7  1.0  ‐2.3  ‐1.1  ‐0.1  ‐1.4  ‐3.0  ‐3.3  ‐4.0  ‐4.3  ‐4.6  ‐3.1  ‐3.9  ‐2.5  ‐3.5 
cDCC(N)  BEKK(T)  ‐1.0  ‐1.7  ‐1.8  ‐1.9  ‐1.8  ‐2.6  ‐2.9  ‐3.0  ‐3.1  ‐3.3  ‐3.4  ‐3.4  ‐3.5  ‐3.4  ‐3.6  ‐3.8  ‐3.9 
BEKK(N)  DCC(T)  0.2  1.7  1.7  1.8  1.7  2.4  2.7  2.9  3.0  3.1  3.3  3.3  3.3  3.2  3.3  3.5  3.5 
BEKK(N)  cDCC(T)  0.9  1.8  1.7  1.8  1.7  2.5  2.7  2.9  3.0  3.1  3.3  3.3  3.3  3.2  3.3  3.5  3.5 
BEKK(N)  BEKK(T)  ‐1.3  ‐1.0  ‐1.7  ‐1.9  ‐1.5  ‐1.6  ‐0.1  0.1  1.2  1.6  1.9  1.8  1.8  1.8  1.5  1.6  1.5 
DCC(T)  cDCC(T)  1.3  0.1  0.3  1.8  0.8  3.6  4.1  3.7  3.8  3.1  3.9  3.6  3.9  3.0  3.0  2.9  2.8 
DCC(T)  BEKK(T)  ‐0.9  ‐1.7  ‐1.7  ‐1.8  ‐1.8  ‐2.6  ‐2.9  ‐3.0  ‐3.1  ‐3.2  ‐3.4  ‐3.4  ‐3.5  ‐3.4  ‐3.5  ‐3.8  ‐3.8 
cDCC(T)  BEKK(T)  ‐1.1  ‐1.7  ‐1.7  ‐1.9  ‐1.8  ‐2.6  ‐2.9  ‐3.0  ‐3.1  ‐3.3  ‐3.4  ‐3.4  ‐3.5  ‐3.4  ‐3.5  ‐3.8  ‐3.8 
 
The table reports in the first and second columns the compared models. The first row reports 
the  cross‐sectional dimension. Bold dark‐grey  shaded numbers  identify a preference  for  the 
first  model,  while  light‐grey  shaded  numbers  identify  a  preference  for  the  second  model. 
Numbers without shaded areas denote statistically equivalent models. 
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Table B.3: Model confidence set – Amisano‐Giacomini loss function at the model level 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
  R statistic                 
2  0.547  0.102  0.434  0.653  0.653  0.653  0.560  1.000  0.518 
3  0.132  0.031  0.187  0.968  0.997  0.156  0.990  1.000  0.158 
4  0.073  0.020  0.073  0.749  1.000  0.073  0.749  0.749  0.073 
5  0.053  0.021  0.053  0.245  0.344  0.053  0.245  1.000  0.053 
10  0.007  0.003  0.007  0.236  1.000  0.007  0.069  0.166  0.007 
15  0.003  0.001  0.003  0.072  1.000  0.003  0.007  0.190  0.003 
20  0.001  0.000  0.001  0.011  1.000  0.001  0.003  0.840  0.001 
25  0.000  0.000  0.000  0.020  1.000  0.000  0.003  0.149  0.000 
30  0.000  0.000  0.000  0.002  1.000  0.000  0.000  0.005  0.000 
35  0.000  0.000  0.000  0.013  1.000  0.000  0.000  0.007  0.000 
40  0.000  0.000  0.000  0.010  1.000  0.000  0.000  0.001  0.000 
45  0.000  0.000  0.000  0.019  1.000  0.000  0.000  0.001  0.000 
50  0.000  0.000  0.000  0.008  1.000  0.000  0.000  0.000  0.000 
60  0.000  0.000  0.000  0.016  1.000  0.000  0.002  0.016  0.000 
70  0.000  0.000  0.000  0.024  1.000  0.000  0.000  0.003  0.000 
80  0.000  0.001  0.001  0.039  1.000  0.001  0.014  0.039  0.001 
89  0.000  0.001  0.001  0.015  1.000  0.001  0.004  0.011  0.001 
  SQ statistic               
2  0.547  0.102  0.434  0.653  0.653  0.653  0.560  1.000  0.518 
3  0.132  0.031  0.187  0.968  0.997  0.156  0.990  1.000  0.158 
4  0.073  0.020  0.073  0.749  1.000  0.073  0.749  0.749  0.073 
5  0.053  0.021  0.053  0.245  0.344  0.053  0.245  1.000  0.053 
10  0.007  0.003  0.007  0.236  1.000  0.007  0.069  0.166  0.007 
15  0.003  0.001  0.003  0.072  1.000  0.003  0.007  0.190  0.003 
20  0.001  0.000  0.001  0.011  1.000  0.001  0.003  0.840  0.001 
25  0.000  0.000  0.000  0.020  1.000  0.000  0.003  0.149  0.000 
30  0.000  0.000  0.000  0.002  1.000  0.000  0.000  0.005  0.000 
35  0.000  0.000  0.000  0.013  1.000  0.000  0.000  0.007  0.000 
40  0.000  0.000  0.000  0.010  1.000  0.000  0.000  0.001  0.000 
45  0.000  0.000  0.000  0.019  1.000  0.000  0.000  0.001  0.000 
50  0.000  0.000  0.000  0.008  1.000  0.000  0.000  0.000  0.000 
60  0.000  0.000  0.000  0.016  1.000  0.000  0.002  0.016  0.000 
70  0.000  0.000  0.000  0.024  1.000  0.000  0.000  0.003  0.000 
80  0.000  0.001  0.001  0.039  1.000  0.001  0.014  0.039  0.001 
89  0.000  0.001  0.001  0.015  1.000  0.001  0.004  0.011  0.001 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The two panels report  the p‐values  for  the construction of  the model confidence set  for  the 
statistics R and SQ. Bold dark grey shaded number over rows denotes models  included  in the 
confidence set at the 5% confidence level. Additional models included in the confidence set at 
the 1% confidence level are identified by light grey shades. 
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Table B.4: Model confidence set – MSE loss function at the model level 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
  R statistic                 
2  0.801  0.188  0.446  0.767  0.801  0.801  0.801  1.000  0.591 
3  0.457  0.117  0.319  0.457  0.457  0.267  0.457  1.000  0.238 
4  0.467  0.152  0.299  0.382  0.467  0.382  0.467  1.000  0.344 
5  0.433  0.156  0.308  0.433  0.433  0.401  0.433  1.000  0.342 
10  0.411  0.090  0.191  0.411  1.000  0.278  0.326  0.411  0.188 
15  1.000  0.023  0.078  0.252  0.882  0.115  0.139  0.882  0.063 
20  1.000  0.014  0.052  0.130  0.633  0.051  0.090  0.633  0.040 
25  1.000  0.010  0.042  0.130  0.587  0.036  0.071  0.375  0.026 
30  1.000  0.015  0.048  0.125  0.502  0.040  0.066  0.231  0.030 
35  1.000  0.015  0.056  0.193  0.497  0.045  0.083  0.216  0.031 
40  1.000  0.017  0.053  0.153  0.484  0.041  0.076  0.161  0.028 
45  1.000  0.017  0.060  0.150  0.452  0.047  0.083  0.153  0.032 
50  1.000  0.020  0.069  0.168  0.430  0.055  0.087  0.156  0.037 
60  1.000  0.024  0.066  0.176  0.425  0.056  0.094  0.237  0.039 
70  1.000  0.018  0.075  0.219  0.419  0.058  0.109  0.219  0.036 
80  1.000  0.022  0.112  0.269  0.642  0.069  0.211  0.642  0.044 
89  1.000  0.020  0.110  0.270  0.390  0.063  0.200  0.270  0.035 
  SQ statistic               
2  0.801  0.188  0.446  0.767  0.801  0.801  0.801  1.000  0.591 
3  0.457  0.117  0.319  0.457  0.457  0.267  0.457  1.000  0.238 
4  0.467  0.152  0.299  0.382  0.467  0.382  0.467  1.000  0.344 
5  0.433  0.156  0.308  0.433  0.433  0.401  0.433  1.000  0.342 
10  0.411  0.090  0.191  0.411  1.000  0.278  0.326  0.411  0.188 
15  1.000  0.023  0.078  0.252  0.882  0.115  0.139  0.882  0.063 
20  1.000  0.014  0.052  0.130  0.633  0.051  0.090  0.633  0.040 
25  1.000  0.010  0.042  0.130  0.587  0.036  0.071  0.375  0.026 
30  1.000  0.015  0.048  0.125  0.502  0.040  0.066  0.231  0.030 
35  1.000  0.015  0.056  0.193  0.497  0.045  0.083  0.216  0.031 
40  1.000  0.017  0.053  0.153  0.484  0.041  0.076  0.161  0.028 
45  1.000  0.017  0.060  0.150  0.452  0.047  0.083  0.153  0.032 
50  1.000  0.020  0.069  0.168  0.430  0.055  0.087  0.156  0.037 
60  1.000  0.024  0.066  0.176  0.425  0.056  0.094  0.237  0.039 
70  1.000  0.018  0.075  0.219  0.419  0.058  0.109  0.219  0.036 
80  1.000  0.022  0.112  0.269  0.642  0.069  0.211  0.642  0.044 
89  1.000  0.020  0.110  0.270  0.390  0.063  0.200  0.270  0.035 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The two panels report  the p‐values  for  the construction of  the model confidence set  for  the 
statistics R and SQ. Bold dark grey shaded number over rows denotes models  included  in the 
confidence set at the 5% confidence level. Additional models included in the confidence set at 
the 1% confidence level are identified by light grey shades. 
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Table B.5: Diebold‐Mariano model comparison based on MSE loss function for EW portfolios 
 
    2  3  4  5  10  15  20  25  30  35  40  45  50  60  70  80  89 
EWMA  SHR  ‐1.9 ‐2.2  ‐2.1  ‐1.8  ‐2.1 ‐2.5 ‐2.8 ‐2.9 ‐2.7 ‐2.7 ‐2.6 ‐2.6 ‐2.6 ‐2.5 ‐2.5  ‐2.5  ‐2.5 
EWMA  CCC  ‐0.4 ‐0.7  ‐0.1  ‐0.1  ‐0.8 ‐1.0 ‐1.3 ‐1.2 ‐1.3 ‐1.3 ‐1.4 ‐1.4 ‐1.4 ‐1.3 ‐1.3  ‐1.3  ‐1.4 
EWMA  DCC  0.5  ‐0.1  1.2  1.4  0.5  ‐0.1 ‐0.7 ‐0.6 ‐0.8 ‐0.9 ‐0.9 ‐1.0 ‐1.1 ‐1.1 ‐1.1  ‐1.1  ‐1.2 
EWMA  cDCC(N)  0.6  0.1  1.3  1.6  0.6  ‐0.1 ‐0.6 ‐0.6 ‐0.8 ‐0.9 ‐0.9 ‐1.0 ‐1.1 ‐1.0 ‐1.1  ‐1.1  ‐1.2 
EWMA  BEKK(N)  0.4  ‐0.8  ‐0.9  ‐0.8  ‐1.1 ‐1.4 ‐1.6 ‐1.7 ‐1.7 ‐1.7 ‐1.7 ‐1.8 ‐1.8 ‐1.8 ‐1.9  ‐1.9  ‐1.9 
EWMA  DCC(T)  0.6  0.1  1.2  1.4  0.4  ‐0.2 ‐0.7 ‐0.7 ‐0.9 ‐0.9 ‐1.0 ‐1.0 ‐1.1 ‐1.1 ‐1.1  ‐1.1  ‐1.2 
EWMA  cDCC(T)  1.1  0.3  1.3  1.6  0.5  ‐0.1 ‐0.6 ‐0.6 ‐0.8 ‐0.9 ‐0.9 ‐1.0 ‐1.1 ‐1.1 ‐1.1  ‐1.1  ‐1.2 
EWMA  BEKK(T)  ‐1.0 ‐1.0  ‐1.1  ‐1.0  ‐1.2 ‐1.5 ‐1.8 ‐1.9 ‐1.9 ‐2.0 ‐2.0 ‐2.0 ‐2.0 ‐2.1 ‐2.1  ‐2.1  ‐2.2 
SHR  CCC  2.5  2.7  2.5  2.3  2.7  3.1  3.4  3.5  3.4  3.4  3.3  3.3  3.3  3.2  3.2  3.3  3.3 
SHR  DCC(N)  2.3  2.5  2.4  2.1  2.5  3.0  3.3  3.4  3.3  3.3  3.2  3.2  3.2  3.2  3.2  3.2  3.3 
SHR  cDCC(N)  2.3  2.5  2.3  2.1  2.5  3.0  3.3  3.4  3.3  3.3  3.2  3.2  3.2  3.2  3.2  3.2  3.3 
SHR  BEKK(N)  2.2  2.5  2.4  2.1  2.4  3.2  3.7  3.8  3.8  3.8  3.8  3.8  3.8  3.9  3.9  3.9  4.0 
SHR  DCC(T)  2.3  2.5  2.4  2.1  2.5  3.0  3.3  3.4  3.3  3.3  3.2  3.2  3.2  3.2  3.2  3.2  3.3 
SHR  cDCC(T)  2.2  2.4  2.3  2.1  2.5  3.0  3.3  3.4  3.3  3.3  3.2  3.2  3.2  3.2  3.2  3.2  3.3 
SHR  BEKK(T)  2.2  2.5  2.5  2.2  2.7  3.5  4.0  4.1  4.1  4.1  4.1  4.1  4.1  4.1  4.2  4.1  4.2 
CCC  DCC(N)  1.3  1.4  1.4  1.3  2.0  2.3  2.7  2.7  2.7  2.7  2.7  2.7  2.7  2.7  2.8  2.7  2.7 
CCC  cDCC(N)  1.3  1.3  1.3  1.2  2.0  2.3  2.7  2.7  2.7  2.7  2.7  2.7  2.7  2.7  2.8  2.7  2.7 
CCC  BEKK(N)  0.9  0.2  ‐0.8  ‐0.8  ‐0.3 ‐0.7 ‐0.8 ‐1.3 ‐1.5 ‐1.7 ‐1.8 ‐1.9 ‐2.0 ‐2.1 ‐2.2  ‐2.3  ‐2.4 
CCC  DCC(T)  1.5  1.4  1.4  1.3  2.0  2.3  2.7  2.7  2.7  2.7  2.7  2.7  2.7  2.7  2.7  2.7  2.6 
CCC  cDCC(T)  1.3  1.3  1.3  1.3  2.0  2.3  2.7  2.7  2.7  2.7  2.7  2.7  2.7  2.7  2.7  2.7  2.6 
CCC  BEKK(T)  ‐0.6 ‐0.3  ‐1.2  ‐1.4  ‐1.1 ‐1.4 ‐1.7 ‐2.0 ‐2.1 ‐2.3 ‐2.4 ‐2.4 ‐2.5 ‐2.6 ‐2.6  ‐2.7  ‐2.8 
DCC(N)  cDCC(N)  0.9  0.9  0.7  0.6  0.9  1.7  2.4  2.3  2.4  2.5  2.5  2.5  2.6  2.6  2.7  2.7  2.8 
DCC(N)  BEKK(N)  ‐0.6 ‐1.4  ‐1.4  ‐1.6  ‐1.6 ‐1.5 ‐1.6 ‐1.8 ‐1.9 ‐2.0 ‐2.1 ‐2.1 ‐2.2 ‐2.2 ‐2.3  ‐2.4  ‐2.4 
DCC(N)  DCC(T)  1.4  1.2  1.3  0.4  ‐1.7 ‐1.8 ‐2.1 ‐2.5 ‐2.7 ‐2.7 ‐2.9 ‐2.9 ‐2.9 ‐2.8 ‐2.7  ‐0.9  ‐1.4 
DCC(N)  cDCC(T)  1.0  1.0  0.8  1.1  0.9  1.8  2.7  2.2  0.6  ‐1.6 0.2  0.7  ‐0.5 1.4  ‐0.2  1.3  ‐0.1 
DCC(N)  BEKK(T)  ‐1.4 ‐1.5  ‐1.5  ‐1.6  ‐1.7 ‐1.8 ‐2.0 ‐2.3 ‐2.3 ‐2.4 ‐2.5 ‐2.5 ‐2.6 ‐2.6 ‐2.7  ‐2.7  ‐2.8 
cDCC(N)  BEKK(N)  ‐0.8 ‐1.5  ‐1.4  ‐1.6  ‐1.7 ‐1.6 ‐1.6 ‐1.9 ‐1.9 ‐2.0 ‐2.1 ‐2.1 ‐2.2 ‐2.2 ‐2.3  ‐2.4  ‐2.4 
cDCC(N)  DCC(T)  0.5  ‐0.5  ‐0.6  ‐0.4  ‐1.2 ‐1.8 ‐2.3 ‐2.4 ‐2.6 ‐2.6 ‐2.7 ‐2.7 ‐2.8 ‐2.8 ‐2.9  ‐2.1  ‐2.0 
cDCC(N)  cDCC(T)  1.0  1.1  1.0  1.0  ‐0.8 0.5  ‐0.3 ‐2.0 ‐2.3 ‐2.5 ‐2.7 ‐2.8 ‐2.8 ‐2.1 ‐2.2  ‐0.3  ‐1.1 
cDCC(N)  BEKK(T)  ‐1.4 ‐1.5  ‐1.5  ‐1.6  ‐1.7 ‐1.8 ‐2.0 ‐2.3 ‐2.3 ‐2.4 ‐2.5 ‐2.5 ‐2.6 ‐2.6 ‐2.7  ‐2.7  ‐2.8 
BEKK(N)  DCC(T)  0.8  1.5  1.4  1.6  1.6  1.5  1.5  1.8  1.9  2.0  2.0  2.1  2.2  2.2  2.3  2.4  2.4 
BEKK(N)  cDCC(T)  1.0  1.4  1.4  1.5  1.7  1.5  1.6  1.8  1.9  2.0  2.1  2.1  2.2  2.2  2.3  2.4  2.4 
BEKK(N)  BEKK(T)  ‐1.6 ‐1.6  ‐1.3  ‐1.2  ‐1.4 ‐1.8 ‐2.5 ‐2.7 ‐2.8 ‐3.0 ‐3.1 ‐3.2 ‐3.3 ‐3.4 ‐3.5  ‐3.6  ‐3.7 
DCC(T)  cDCC(T)  1.0  0.9  0.7  1.1  1.2  1.9  2.6  2.6  2.7  2.7  2.5  2.6  2.6  2.6  2.7  2.6  2.7 
DCC(T)  BEKK(T)  ‐1.5 ‐1.5  ‐1.5  ‐1.6  ‐1.7 ‐1.8 ‐2.0 ‐2.2 ‐2.3 ‐2.4 ‐2.4 ‐2.5 ‐2.6 ‐2.6 ‐2.7  ‐2.7  ‐2.8 
cDCC(T)  BEKK(T)  ‐1.3 ‐1.5  ‐1.5  ‐1.5  ‐1.8 ‐1.8 ‐2.0 ‐2.3 ‐2.3 ‐2.4 ‐2.4 ‐2.5 ‐2.6 ‐2.6 ‐2.7  ‐2.7  ‐2.8 
 
The table reports in the first and second columns the compared models. The first row reports 
the  cross‐sectional dimension. Bold dark‐grey  shaded numbers  identify a preference  for  the 
first  model,  while  light‐grey  shaded  numbers  identify  a  preference  for  the  second  model. 
Numbers without shaded areas denote model statistically equivalent. 
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Table B.6: Diebold‐Mariano model comparison based on QLIKE loss function for EW portfolios 
 
    2  3  4  5  10  15  20  25  30  35  40  45  50  60  70  80  89 
EWMA  SHR  ‐2.5  ‐3.1  ‐3.1  ‐2.8  ‐3.0 ‐3.6 ‐3.9 ‐4.0 ‐3.8 ‐3.7 ‐3.6 ‐3.6 ‐3.6 ‐3.5 ‐3.6  ‐3.6  ‐3.6 
EWMA  CCC  ‐1.2  ‐1.6  ‐1.0  ‐1.3  ‐2.1 ‐2.0 ‐2.6 ‐2.5 ‐2.6 ‐2.6 ‐2.6 ‐2.5 ‐2.6 ‐2.6 ‐2.6  ‐2.5  ‐2.6 
EWMA  DCC(N)  ‐0.1  ‐1.0  0.9  1.0  0.0  ‐0.8 ‐1.6 ‐1.6 ‐1.9 ‐1.9 ‐2.0 ‐2.0 ‐2.2 ‐2.2 ‐2.2  ‐2.3  ‐2.4 
EWMA  cDCC(N)  0.0  ‐0.8  1.1  1.2  0.0  ‐0.7 ‐1.6 ‐1.5 ‐1.9 ‐1.9 ‐2.0 ‐2.0 ‐2.2 ‐2.2 ‐2.2  ‐2.2  ‐2.4 
EWMA  BEKK(N)  ‐0.1  ‐1.4  ‐1.5  ‐1.5  ‐1.7 ‐2.0 ‐2.1 ‐2.2 ‐2.3 ‐2.2 ‐2.2 ‐2.2 ‐2.3 ‐2.3 ‐2.4  ‐2.5  ‐2.5 
EWMA  DCC(T)  ‐0.1  ‐0.9  0.9  0.9  ‐0.1 ‐0.8 ‐1.6 ‐1.6 ‐2.0 ‐2.0 ‐2.1 ‐2.1 ‐2.2 ‐2.2 ‐2.3  ‐2.3  ‐2.4 
EWMA  cDCC(T)  1.0  ‐0.6  1.1  1.2  ‐0.1 ‐0.7 ‐1.6 ‐1.5 ‐1.9 ‐1.9 ‐2.0 ‐2.0 ‐2.2 ‐2.2 ‐2.3  ‐2.3  ‐2.4 
EWMA  BEKK(T)  ‐1.2  ‐1.4  ‐1.5  ‐1.5  ‐1.8 ‐2.1 ‐2.4 ‐2.5 ‐2.5 ‐2.5 ‐2.5 ‐2.5 ‐2.6 ‐2.6 ‐2.7  ‐2.8  ‐2.9 
SHR  CCC  2.6  3.1  3.1  2.8  3.0  3.6  3.9  4.0  3.8  3.8  3.7  3.6  3.6  3.6  3.6  3.6  3.7 
SHR  DCC(N)  2.6  3.1  3.1  2.8  3.1  3.7  3.9  4.0  3.8  3.8  3.7  3.6  3.6  3.6  3.6  3.6  3.7 
SHR  cDCC(N)  2.6  3.1  3.1  2.8  3.1  3.7  3.9  4.0  3.8  3.8  3.7  3.6  3.6  3.6  3.6  3.6  3.7 
SHR  BEKK(N)  2.6  3.2  3.2  2.9  3.1  3.8  4.1  4.2  4.0  4.0  3.9  3.9  3.9  3.9  4.0  3.9  4.0 
SHR  DCC(T)  2.6  3.1  3.1  2.8  3.1  3.7  3.9  4.0  3.8  3.8  3.7  3.6  3.6  3.6  3.6  3.6  3.7 
SHR  cDCC(T)  2.5  3.1  3.1  2.8  3.1  3.7  3.9  4.0  3.8  3.8  3.7  3.6  3.6  3.6  3.6  3.6  3.7 
SHR  BEKK(T)  2.7  3.2  3.2  2.9  3.2  3.8  4.2  4.3  4.1  4.1  4.0  4.0  4.0  4.0  4.0  4.0  4.1 
CCC  DCC(N)  2.0  2.1  2.5  2.2  3.0  3.4  3.9  3.8  3.8  3.7  3.7  3.6  3.6  3.6  3.7  3.4  3.4 
CCC  cDCC(N)  1.9  2.0  2.4  2.2  3.0  3.3  3.9  3.7  3.8  3.7  3.7  3.6  3.6  3.6  3.7  3.5  3.4 
CCC  BEKK(N)  1.7  0.1  ‐0.9  ‐0.8  ‐0.1 ‐1.0 ‐1.0 ‐1.5 ‐1.6 ‐1.7 ‐1.8 ‐1.9 ‐1.9 ‐2.0 ‐2.2  ‐2.3  ‐2.3 
CCC  DCC(T)  2.0  2.0  2.5  2.2  3.0  3.4  3.9  3.8  3.8  3.7  3.6  3.6  3.6  3.5  3.6  3.3  3.1 
CCC  cDCC(T)  1.5  2.0  2.4  2.1  3.0  3.3  3.9  3.8  3.8  3.7  3.6  3.6  3.6  3.5  3.6  3.3  3.1 
CCC  BEKK(T)  0.0  ‐0.3  ‐1.1  ‐1.1  ‐0.9 ‐1.6 ‐1.8 ‐2.1 ‐2.1 ‐2.3 ‐2.3 ‐2.4 ‐2.4 ‐2.5 ‐2.6  ‐2.7  ‐2.8 
DCC(N)  cDCC(N)  1.6  1.6  1.8  1.5  0.5  2.0  3.1  3.0  3.2  3.1  3.0  3.1  3.3  3.4  3.5  3.9  4.0 
DCC(N)  BEKK(N)  0.2  ‐1.3  ‐1.4  ‐1.5  ‐1.6 ‐1.7 ‐1.7 ‐1.9 ‐2.0 ‐2.1 ‐2.1 ‐2.1 ‐2.1 ‐2.2 ‐2.3  ‐2.3  ‐2.4 
DCC(N)  DCC(T)  0.4  1.4  ‐0.2  ‐0.8  ‐2.7 ‐1.7 ‐1.6 ‐2.7 ‐3.6 ‐3.7 ‐3.9 ‐3.7 ‐3.6 ‐3.1 ‐3.5  ‐1.4  ‐1.6 
DCC(N)  cDCC(T)  1.1  1.5  1.6  1.2  ‐0.4 1.3  3.3  1.7  ‐0.5 ‐1.6 ‐2.3 ‐1.4 ‐1.9 ‐0.2 ‐1.9  0.4  ‐0.5 
DCC(N)  BEKK(T)  ‐1.2  ‐1.3  ‐1.5  ‐1.5  ‐1.7 ‐2.0 ‐2.1 ‐2.3 ‐2.4 ‐2.4 ‐2.4 ‐2.5 ‐2.5 ‐2.6 ‐2.7  ‐2.8  ‐2.8 
cDCC(N)  BEKK(N)  ‐0.1  ‐1.4  ‐1.4  ‐1.5  ‐1.7 ‐1.8 ‐1.7 ‐2.0 ‐2.0 ‐2.1 ‐2.1 ‐2.1 ‐2.1 ‐2.2 ‐2.3  ‐2.4  ‐2.4 
cDCC(N)  DCC(T)  ‐0.6  ‐1.1  ‐1.8  ‐1.5  ‐1.9 ‐2.0 ‐2.7 ‐2.9 ‐3.5 ‐3.5 ‐3.7 ‐3.5 ‐3.5 ‐3.5 ‐3.7  ‐2.7  ‐2.4 
cDCC(N)  cDCC(T)  1.1  1.3  0.8  1.0  ‐1.7 ‐0.8 0.0  ‐1.2 ‐2.4 ‐2.8 ‐3.7 ‐3.5 ‐3.5 ‐2.7 ‐3.1  ‐1.3  ‐1.5 
cDCC(N)  BEKK(T)  ‐1.2  ‐1.3  ‐1.5  ‐1.5  ‐1.7 ‐2.0 ‐2.1 ‐2.3 ‐2.4 ‐2.4 ‐2.4 ‐2.5 ‐2.5 ‐2.6 ‐2.7  ‐2.8  ‐2.8 
BEKK(N)  DCC(T)  ‐0.1  1.3  1.4  1.5  1.6  1.7  1.7  1.9  2.0  2.0  2.0  2.1  2.1  2.2  2.2  2.3  2.4 
BEKK(N)  cDCC(T)  1.0  1.4  1.4  1.5  1.6  1.7  1.7  2.0  2.0  2.1  2.1  2.1  2.1  2.2  2.3  2.3  2.4 
BEKK(N)  BEKK(T)  ‐1.4  ‐1.2  ‐1.5  ‐1.5  ‐1.8 ‐2.4 ‐2.8 ‐3.0 ‐3.0 ‐3.0 ‐3.1 ‐3.1 ‐3.2 ‐3.3 ‐3.4  ‐3.5  ‐3.6 
DCC(T)  cDCC(T)  1.1  1.4  1.6  1.4  1.3  2.3  3.5  3.4  3.6  3.3  2.8  2.9  2.9  3.0  3.2  3.2  3.2 
DCC(T)  BEKK(T)  ‐1.2  ‐1.3  ‐1.5  ‐1.5  ‐1.7 ‐2.0 ‐2.1 ‐2.3 ‐2.3 ‐2.4 ‐2.4 ‐2.5 ‐2.5 ‐2.6 ‐2.7  ‐2.8  ‐2.8 
cDCC(T)  BEKK(T)  ‐1.2  ‐1.4  ‐1.5  ‐1.5  ‐1.7 ‐2.0 ‐2.1 ‐2.3 ‐2.4 ‐2.4 ‐2.4 ‐2.5 ‐2.5 ‐2.6 ‐2.7  ‐2.8  ‐2.8 
 
The table reports in the first and second columns the compared models. The first row reports 
the  cross‐sectional dimension. Bold dark‐grey  shaded numbers  identify a preference  for  the 
first  model,  while  light‐grey  shaded  numbers  identify  a  preference  for  the  second  model. 
Numbers without shaded areas denote model statistically equivalent. 
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Table B.7: Diebold‐Mariano model comparison based on MSE loss function for GMV portfolios 
 
    2  3  4  5  10  15  20  25  30  35  40  45  50  60  70  80  89 
EWMA  SHR  0.0  ‐1.4  ‐1.8  ‐1.6  ‐1.1 ‐1.3 ‐1.1 ‐0.8 0.0  0.6  0.7  0.6  ‐0.7 1.0  0.9  2.2  2.7 
EWMA  CCC  1.2  ‐0.6  ‐0.6  ‐0.9  ‐0.3 ‐0.7 ‐0.6 0.4  2.0  1.3  1.3  1.1  0.1  0.7  0.9  1.9  2.5 
EWMA  DCC(N)  1.3  ‐0.3  ‐0.1  ‐0.5  0.0  ‐0.5 ‐0.3 0.8  2.3  1.5  1.4  1.2  0.6  1.3  1.1  2.1  2.6 
EWMA  cDCC(N)  1.3  ‐0.2  0.0  ‐0.4  0.1  ‐0.5 ‐0.3 0.9  2.3  1.5  1.4  1.2  0.6  1.3  1.1  2.1  2.6 
EWMA  BEKK(N)  2.1  ‐0.1  ‐0.2  0.3  0.7  ‐0.3 0.8  1.5  2.5  1.7  1.6  1.6  2.0  3.0  2.2  3.1  2.9 
EWMA  DCC(T)  1.3  ‐0.2  0.0  ‐0.5  0.0  ‐0.5 ‐0.3 0.8  2.3  1.5  1.4  1.2  0.6  1.3  1.1  2.0  2.6 
EWMA  cDCC(T)  0.7  ‐0.1  0.1  ‐0.6  0.1  ‐0.5 ‐0.3 0.8  2.3  1.5  1.4  1.2  0.6  1.4  1.2  2.1  2.6 
EWMA  BEKK(T)  1.5  ‐0.4  ‐0.3  ‐0.1  0.4  ‐0.4 0.4  1.4  2.5  1.6  1.6  1.6  1.8  2.9  2.1  3.0  2.9 
SHR  CCC  1.6  2.0  2.1  1.8  1.7  1.7  1.5  1.5  1.5  1.6  1.6  1.9  1.8  ‐0.1 0.2  0.2  0.1 
SHR  DCC(N)  1.2  1.9  2.1  1.8  1.6  1.7  1.5  1.5  1.6  1.6  1.6  1.8  1.8  0.9  0.9  0.5  0.3 
SHR  cDCC(N)  1.1  1.8  2.1  1.8  1.6  1.7  1.5  1.5  1.6  1.6  1.6  1.8  1.8  0.9  0.9  0.6  0.3 
SHR  BEKK(N)  0.5  1.5  1.9  1.6  1.2  1.4  1.4  1.3  1.4  1.4  1.4  1.4  1.6  1.9  2.0  2.0  2.0 
SHR  DCC(T)  1.2  1.9  2.1  1.8  1.6  1.6  1.5  1.5  1.6  1.6  1.6  1.8  1.8  0.9  0.9  0.5  0.3 
SHR  cDCC(T)  0.5  1.8  2.1  1.8  1.6  1.7  1.5  1.5  1.6  1.6  1.6  1.8  1.8  1.0  1.0  0.6  0.4 
SHR  BEKK(T)  0.5  1.5  1.9  1.6  1.2  1.5  1.4  1.4  1.5  1.6  1.6  1.6  1.7  2.0  2.1  2.2  2.2 
CCC  DCC(N)  ‐0.7 1.4  1.5  1.4  1.1  1.5  1.3  1.3  1.6  1.8  1.9  1.6  1.6  1.8  1.8  1.7  1.5 
CCC  cDCC(N)  ‐0.7 1.2  1.4  1.4  1.1  1.5  1.4  1.4  1.6  1.8  1.9  1.6  1.6  1.9  1.8  1.8  1.5 
CCC  BEKK(N)  ‐0.8 0.7  0.6  0.9  0.5  0.9  1.0  0.9  1.0  1.0  0.7  1.0  1.4  1.6  1.5  1.5  1.4 
CCC  DCC(T)  ‐1.3 ‐0.8  ‐0.4  ‐0.6  ‐0.2 0.4  ‐0.4 0.3  ‐0.1 0.0  ‐0.3 0.2  0.2  ‐0.3 ‐0.9  ‐1.0  ‐0.9 
CCC  cDCC(T)  ‐1.1 1.1  1.4  1.5  1.1  1.5  1.4  1.4  1.6  1.8  1.9  1.6  1.6  1.8  1.8  1.6  1.4 
CCC  BEKK(T)  ‐0.9 0.7  0.6  0.9  0.5  0.9  1.0  1.1  1.3  1.4  1.3  1.3  1.5  1.7  1.6  1.5  1.5 
DCC(N)  cDCC(N)  ‐0.7 0.8  0.6  1.2  1.2  1.5  1.6  1.4  1.4  1.4  1.6  1.4  1.5  1.8  1.5  1.5  1.5 
DCC(N)  BEKK(N)  ‐0.8 0.4  0.0  0.6  0.1  0.6  0.7  0.5  0.5  0.6  0.3  0.8  1.3  1.5  1.4  1.4  1.3 
DCC(N)  DCC(T)  1.7  1.0  1.0  1.1  ‐0.4 0.0  ‐1.5 ‐1.3 ‐1.7 ‐1.9 ‐1.3 ‐2.1 ‐2.0 ‐1.3 0.3  0.4  0.7 
DCC(N)  cDCC(T)  ‐1.0 0.8  0.8  ‐0.8  1.2  ‐0.7 ‐0.8 ‐1.0 ‐0.1 ‐1.4 0.1  ‐1.4 ‐1.7 1.1  1.1  1.2  1.2 
DCC(N)  BEKK(T)  ‐1.0 0.3  ‐0.1  0.5  0.1  0.6  0.7  0.8  1.0  1.1  1.0  1.1  1.4  1.6  1.5  1.4  1.3 
cDCC(N)  BEKK(N)  ‐0.8 0.3  0.0  0.5  0.1  0.6  0.7  0.4  0.5  0.6  0.3  0.8  1.3  1.5  1.4  1.4  1.3 
cDCC(N)  DCC(T)  1.4  ‐0.4  ‐0.3  ‐1.1  ‐1.1 ‐1.8 ‐1.6 ‐1.4 ‐1.6 ‐1.7 ‐2.1 ‐1.7 ‐1.7 ‐1.9 ‐1.2  ‐1.1  ‐0.4 
cDCC(N)  cDCC(T)  ‐0.9 0.8  1.0  ‐1.0  ‐0.3 ‐1.1 ‐1.3 ‐1.2 ‐1.5 ‐1.7 ‐2.0 ‐1.7 ‐1.7 0.8  1.0  0.9  1.0 
cDCC(N)  BEKK(T)  ‐1.0 0.2  ‐0.1  0.4  0.1  0.5  0.7  0.8  0.9  1.1  0.9  1.1  1.4  1.6  1.5  1.4  1.3 
BEKK(N)  DCC(T)  0.8  ‐0.3  0.0  ‐0.5  ‐0.1 ‐0.6 ‐0.7 ‐0.5 ‐0.6 ‐0.6 ‐0.4 ‐0.8 ‐1.4 ‐1.5 ‐1.4  ‐1.4  ‐1.3 
BEKK(N)  cDCC(T)  ‐0.1 ‐0.2  0.1  ‐0.6  ‐0.1 ‐0.6 ‐0.7 ‐0.5 ‐0.5 ‐0.6 ‐0.3 ‐0.8 ‐1.4 ‐1.5 ‐1.4  ‐1.3  ‐1.2 
BEKK(N)  BEKK(T)  ‐0.2 ‐0.8  ‐0.5  ‐0.7  ‐0.1 ‐0.7 ‐0.6 0.4  0.9  0.8  0.8  0.8  ‐0.9 ‐0.2 ‐0.5  ‐1.0  ‐1.0 
DCC(T)  cDCC(T)  ‐1.1 0.7  0.7  ‐0.8  1.1  ‐0.6 0.6  ‐0.1 1.5  1.3  1.4  1.0  0.4  1.1  1.1  1.2  1.2 
DCC(T)  BEKK(T)  ‐1.1 0.2  ‐0.1  0.5  0.1  0.6  0.8  0.8  1.0  1.1  1.0  1.1  1.4  1.6  1.5  1.4  1.3 
cDCC(T)  BEKK(T)  0.0  0.0  ‐0.2  0.6  0.1  0.6  0.7  0.8  1.0  1.1  1.0  1.1  1.4  1.5  1.5  1.4  1.3 
 
The table reports in the first and second columns the compared models. The first row reports 
the  cross‐sectional dimension. Bold dark‐grey  shaded numbers  identify a preference  for  the 
first  model,  while  light‐grey  shaded  numbers  identify  a  preference  for  the  second  model. 
Numbers without shaded areas denote model statistically equivalent. 
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Table  B.8:  Diebold‐Mariano  model  comparison  based  on  QLIKE  loss  function  for  GMV 
portfolios 
 
    2  3  4  5  10  15  20  25  30  35  40  45  50  60  70  80  89 
EWMA  SHR  ‐2.7  ‐2.6  ‐2.9  ‐2.5  ‐2.1 ‐2.0 ‐1.2 ‐0.4 1.3  1.7  2.4  2.9  4.2  4.3  4.8  4.4  4.1 
EWMA  CCC  ‐1.8  ‐1.1  ‐1.3  ‐0.4  0.8  1.8  2.6  3.0  2.9  2.9  3.3  3.3  4.2  4.3  4.7  4.3  4.1 
EWMA  DCC(N)  ‐1.2  ‐0.3  0.0  1.1  1.8  2.5  3.0  3.2  3.1  3.1  3.5  3.4  4.2  4.3  4.8  4.3  4.1 
EWMA  cDCC(N)  ‐1.1  ‐0.2  0.1  1.3  1.8  2.6  3.0  3.2  3.1  3.1  3.4  3.4  4.2  4.3  4.7  4.3  4.1 
EWMA  BEKK(N)  0.5  ‐0.1  0.4  0.9  1.7  1.8  3.1  4.0  3.7  3.6  3.9  3.6  4.5  4.5  4.9  4.5  4.1 
EWMA  DCC(T)  ‐1.1  ‐0.2  0.0  1.1  1.8  2.5  3.0  3.2  3.0  3.1  3.4  3.4  4.2  4.3  4.7  4.3  4.1 
EWMA  cDCC(T)  ‐0.2  0.0  0.1  1.5  1.8  2.5  3.0  3.2  3.0  3.1  3.4  3.4  4.2  4.3  4.7  4.3  4.1 
EWMA  BEKK(T)  ‐0.7  ‐0.3  ‐0.2  ‐0.2  1.1  1.4  2.9  3.8  3.5  3.5  3.7  3.5  4.4  4.4  4.8  4.4  4.1 
SHR  CCC  2.7  2.8  2.9  2.6  2.4  2.5  2.5  2.2  2.1  2.0  2.1  2.2  2.3  1.9  2.1  1.7  1.5 
SHR  DCC(N)  2.7  2.8  3.0  2.6  2.5  2.6  2.6  2.3  2.2  2.2  2.3  2.4  2.4  2.2  2.4  2.0  1.9 
SHR  cDCC(N)  2.7  2.8  3.0  2.6  2.5  2.6  2.6  2.3  2.2  2.1  2.3  2.4  2.4  2.2  2.4  2.0  1.9 
SHR  BEKK(N)  2.8  2.7  2.9  2.5  2.4  2.7  2.6  2.3  2.2  2.1  2.2  2.3  2.4  2.6  2.8  2.8  2.8 
SHR  DCC(T)  2.7  2.8  3.0  2.6  2.5  2.6  2.6  2.2  2.2  2.1  2.2  2.4  2.4  2.2  2.4  2.0  1.8 
SHR  cDCC(T)  2.6  2.7  3.0  2.6  2.5  2.6  2.6  2.2  2.2  2.1  2.2  2.3  2.4  2.2  2.4  2.0  1.8 
SHR  BEKK(T)  2.9  2.7  3.0  2.5  2.5  2.8  2.8  2.4  2.4  2.4  2.6  2.6  2.6  2.9  3.1  3.1  3.2 
CCC  DCC(N)  1.8  1.9  2.3  2.4  2.7  3.0  3.3  3.3  3.3  3.4  3.8  3.1  3.1  3.9  3.5  3.8  3.6 
CCC  cDCC(N)  1.8  1.8  2.1  2.2  2.6  2.9  3.2  3.2  3.2  3.3  3.7  3.0  3.0  3.8  3.5  3.8  3.5 
CCC  BEKK(N)  2.5  1.2  1.5  0.8  ‐0.1 ‐0.6 ‐0.7 ‐0.8 ‐0.6 ‐0.3 ‐0.4 0.0  ‐0.2 0.9  0.6  0.9  0.8 
CCC  DCC(T)  1.9  1.8  2.4  2.4  2.7  2.6  2.9  3.0  3.0  3.1  3.4  2.9  2.8  3.5  3.1  3.4  2.9 
CCC  cDCC(T)  1.3  1.7  2.2  2.3  2.6  2.7  2.9  3.0  2.9  3.0  3.3  2.8  2.8  3.4  3.0  3.4  2.9 
CCC  BEKK(T)  1.3  1.1  1.2  0.4  ‐0.2 ‐0.6 ‐0.5 ‐0.5 ‐0.1 0.3  0.4  1.0  0.6  1.7  1.4  1.5  1.5 
DCC(N)  cDCC(N)  1.5  1.1  0.7  0.7  0.3  0.8  0.6  0.6  0.9  0.5  0.5  0.3  0.3  1.4  1.1  1.6  1.4 
DCC(N)  BEKK(N)  1.9  0.3  0.2  ‐0.7  ‐1.2 ‐1.3 ‐1.3 ‐1.4 ‐1.2 ‐1.0 ‐1.1 ‐1.0 ‐1.2 ‐0.2 ‐0.3  0.1  0.1 
DCC(N)  DCC(T)  0.6  1.2  0.5  0.5  ‐1.2 ‐1.3 ‐1.4 ‐1.8 ‐2.0 ‐2.2 ‐2.1 ‐2.2 ‐2.4 ‐2.2 ‐2.2  ‐1.2  ‐1.2 
DCC(N)  cDCC(T)  0.7  1.0  0.8  1.3  ‐0.3 ‐0.7 ‐1.0 ‐1.4 ‐1.3 ‐1.8 ‐1.8 ‐2.1 ‐2.3 ‐0.1 ‐0.4  0.2  0.0 
DCC(N)  BEKK(T)  0.0  0.1  ‐0.1  ‐1.2  ‐1.3 ‐1.2 ‐1.2 ‐1.2 ‐0.9 ‐0.5 ‐0.5 ‐0.3 ‐0.7 0.6  0.4  0.7  0.7 
cDCC(N)  BEKK(N)  1.8  0.2  0.1  ‐0.9  ‐1.2 ‐1.3 ‐1.3 ‐1.4 ‐1.2 ‐1.0 ‐1.1 ‐1.0 ‐1.2 ‐0.2 ‐0.3  0.1  0.1 
cDCC(N)  DCC(T)  ‐0.4  ‐0.7  ‐0.3  ‐0.3  ‐0.8 ‐1.4 ‐1.5 ‐1.8 ‐2.1 ‐2.2 ‐2.1 ‐2.1 ‐2.2 ‐2.5 ‐2.5  ‐2.1  ‐1.8 
cDCC(N)  cDCC(T)  0.6  0.7  0.5  1.1  ‐1.1 ‐0.9 ‐1.2 ‐1.6 ‐1.8 ‐2.1 ‐2.1 ‐2.3 ‐2.5 ‐0.9 ‐1.1  ‐0.5  ‐0.5 
cDCC(N)  BEKK(T)  ‐0.1  ‐0.1  ‐0.2  ‐1.4  ‐1.3 ‐1.2 ‐1.2 ‐1.2 ‐0.9 ‐0.5 ‐0.5 ‐0.3 ‐0.7 0.5  0.4  0.6  0.7 
BEKK(N)  DCC(T)  ‐1.7  ‐0.2  ‐0.2  0.8  1.2  1.3  1.2  1.3  1.2  0.9  1.0  0.9  1.1  0.1  0.2  ‐0.1  ‐0.2 
BEKK(N)  cDCC(T)  ‐0.4  0.0  ‐0.1  1.1  1.2  1.3  1.3  1.3  1.2  0.9  1.0  0.9  1.1  0.2  0.2  ‐0.1  ‐0.1 
BEKK(N)  BEKK(T)  ‐1.0  ‐0.9  ‐0.9  ‐1.5  ‐0.7 ‐0.3 1.0  1.6  1.8  1.8  1.7  1.8  1.6  1.4  1.5  1.3  1.2 
DCC(T)  cDCC(T)  0.6  0.8  0.6  1.3  0.3  1.8  1.1  1.0  1.2  0.4  0.3  0.0  0.0  1.2  1.1  1.3  1.2 
DCC(T)  BEKK(T)  ‐0.1  0.0  ‐0.2  ‐1.2  ‐1.2 ‐1.2 ‐1.1 ‐1.1 ‐0.8 ‐0.4 ‐0.4 ‐0.2 ‐0.6 0.7  0.5  0.7  0.8 
cDCC(T)  BEKK(T)  ‐0.3  ‐0.2  ‐0.3  ‐1.5  ‐1.2 ‐1.2 ‐1.1 ‐1.1 ‐0.8 ‐0.4 ‐0.5 ‐0.2 ‐0.6 0.6  0.5  0.7  0.7 
 
The table reports in the first and second columns the compared models. The first row reports 
the  cross‐sectional dimension. Bold dark‐grey  shaded numbers  identify a preference  for  the 
first  model,  while  light‐grey  shaded  numbers  identify  a  preference  for  the  second  model. 
Numbers without shaded areas denote model statistically equivalent. 
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Table  B.9:  Diebold‐Mariano  model  comparison  based  on  MSE  loss  function  for  GMVB 
portfolios 
 
    2  3  4  5  10  15  20  25  30  35  40  45  50  60  70  80  89 
EWMA  SHR  0.0  ‐1.7  ‐2.1  ‐1.9  ‐1.5 ‐1.5 ‐1.4 ‐1.4 ‐1.4 ‐1.3 ‐1.4 ‐1.4 ‐1.4 ‐1.5 ‐1.6  ‐1.5  ‐1.6 
EWMA  CCC  1.2  1.2  1.2  0.7  ‐0.6 ‐1.3 ‐1.0 ‐1.0 ‐0.7 ‐0.6 ‐0.6 ‐0.7 ‐0.5 ‐0.9 ‐0.9  ‐0.9  ‐0.9 
EWMA  DCC(N)  1.3  1.3  1.4  0.7  0.2  ‐1.3 ‐1.0 ‐1.0 ‐0.7 ‐0.6 ‐0.5 ‐0.6 ‐0.4 ‐0.8 ‐0.7  ‐0.7  ‐0.7 
EWMA  cDCC(N)  1.3  1.3  1.4  0.7  0.2  ‐1.4 ‐1.0 ‐1.0 ‐0.7 ‐0.6 ‐0.5 ‐0.6 ‐0.4 ‐0.8 ‐0.7  ‐0.7  ‐0.7 
EWMA  BEKK(N)  2.1  1.8  1.6  1.1  1.3  ‐1.3 ‐0.9 ‐1.1 ‐0.9 ‐0.8 ‐0.8 ‐1.0 ‐1.0 ‐1.0 ‐0.9  ‐0.9  ‐0.9 
EWMA  DCC(T)  1.3  1.3  1.4  0.8  0.2  ‐1.3 ‐1.0 ‐1.0 ‐0.7 ‐0.6 ‐0.5 ‐0.6 ‐0.4 ‐0.8 ‐0.7  ‐0.7  ‐0.7 
EWMA  cDCC(T)  0.7  1.4  1.4  0.4  0.2  ‐1.3 ‐1.0 ‐1.0 ‐0.7 ‐0.6 ‐0.5 ‐0.6 ‐0.4 ‐0.6 ‐0.6  ‐0.4  ‐0.5 
EWMA  BEKK(T)  1.5  1.6  1.4  1.0  1.1  ‐1.2 ‐0.9 ‐1.1 ‐0.9 ‐0.8 ‐0.9 ‐1.1 ‐1.0 ‐1.0 ‐1.0  ‐1.0  ‐1.1 
SHR  CCC  1.6  2.0  2.1  1.9  1.8  1.6  1.7  1.6  1.6  1.6  1.6  1.7  1.7  1.7  1.8  1.7  1.8 
SHR  DCC(N)  1.2  1.9  2.1  1.9  1.6  1.5  1.6  1.5  1.5  1.5  1.6  1.7  1.7  1.8  1.9  1.8  1.9 
SHR  cDCC(N)  1.1  1.9  2.1  1.9  1.6  1.5  1.6  1.5  1.5  1.5  1.6  1.7  1.7  1.8  1.9  1.9  1.9 
SHR  BEKK(N)  0.5  1.9  2.1  1.9  1.6  1.5  1.5  1.5  1.4  1.4  1.6  1.6  1.6  1.8  1.9  2.0  2.0 
SHR  DCC(T)  1.2  1.9  2.1  1.9  1.6  1.5  1.6  1.5  1.5  1.5  1.6  1.7  1.7  1.7  1.9  1.8  1.9 
SHR  cDCC(T)  0.5  1.9  2.1  1.9  1.6  1.5  1.6  1.5  1.5  1.5  1.6  1.7  1.7  1.8  1.9  1.9  1.9 
SHR  BEKK(T)  0.5  1.9  2.1  1.9  1.7  1.6  1.6  1.5  1.5  1.5  1.6  1.6  1.6  1.9  1.9  1.9  1.9 
CCC  DCC(N)  ‐0.7 ‐0.8  ‐0.3  0.0  0.8  1.3  1.0  1.0  0.8  0.8  0.4  0.8  0.9  0.6  0.9  1.4  1.4 
CCC  cDCC(N)  ‐0.7 ‐0.8  ‐0.4  0.0  0.8  1.2  1.0  1.0  0.8  0.8  0.4  0.8  0.9  0.7  0.9  1.4  1.4 
CCC  BEKK(N)  ‐0.8 ‐0.8  ‐0.9  0.1  1.3  1.3  1.0  0.7  0.2  0.1  ‐0.5 ‐0.9 ‐1.3 ‐0.6 ‐0.3  ‐0.4  ‐0.3 
CCC  DCC(T)  ‐0.5 ‐0.8  ‐0.3  0.2  0.9  1.2  1.0  1.0  0.8  0.8  0.5  0.8  0.9  0.6  1.0  1.5  1.5 
CCC  cDCC(T)  ‐1.1 ‐0.7  ‐0.3  ‐1.0  0.8  1.3  1.0  1.0  0.7  0.7  0.3  0.6  0.7  0.8  1.0  1.3  1.3 
CCC  BEKK(T)  ‐0.9 ‐0.9  ‐0.9  0.4  1.3  1.4  1.1  0.6  ‐0.2 ‐0.6 ‐1.0 ‐1.3 ‐1.6 ‐0.7 ‐0.6  ‐0.5  ‐0.5 
DCC(N)  cDCC(N)  ‐0.7 ‐0.8  ‐0.9  ‐0.8  ‐0.4 0.8  0.8  0.1  0.6  0.8  ‐0.4 ‐1.2 ‐0.9 0.7  0.7  0.9  0.9 
DCC(N)  BEKK(N)  ‐0.8 ‐0.7  ‐1.0  0.1  1.3  1.1  0.9  0.5  0.0  ‐0.3 ‐0.7 ‐1.1 ‐1.5 ‐0.8 ‐0.7  ‐0.8  ‐0.8 
DCC(N)  DCC(T)  1.7  ‐0.9  1.1  1.1  0.1  0.7  ‐1.1 ‐0.9 ‐0.5 ‐0.2 0.4  ‐0.4 ‐0.5 0.1  1.0  1.3  1.0 
DCC(N)  cDCC(T)  ‐1.0 ‐0.5  ‐0.1  ‐1.0  ‐0.2 ‐1.1 ‐1.1 ‐1.1 ‐1.4 ‐1.3 ‐1.1 ‐1.6 ‐1.5 1.0  1.1  1.2  1.2 
DCC(N)  BEKK(T)  ‐1.0 ‐0.9  ‐1.1  0.4  1.4  0.9  1.0  ‐0.1 ‐0.7 ‐1.2 ‐1.1 ‐1.4 ‐1.6 ‐1.0 ‐1.2  ‐1.2  ‐1.1 
cDCC(N)  BEKK(N)  ‐0.8 ‐0.7  ‐1.0  0.1  1.3  1.1  0.9  0.5  0.0  ‐0.3 ‐0.7 ‐1.1 ‐1.5 ‐0.9 ‐0.7  ‐0.9  ‐0.8 
cDCC(N)  DCC(T)  1.4  0.5  1.0  1.7  0.3  ‐0.8 ‐1.0 ‐0.7 ‐0.6 ‐0.7 0.5  0.3  0.1  ‐0.6 ‐0.1  0.2  0.3 
cDCC(N)  cDCC(T)  ‐0.9 ‐0.2  0.7  ‐1.0  0.4  ‐1.0 ‐1.0 ‐1.0 ‐1.1 ‐1.2 ‐0.7 ‐1.4 ‐1.4 1.0  1.1  1.1  1.1 
cDCC(N)  BEKK(T)  ‐1.0 ‐0.9  ‐1.1  0.4  1.4  0.7  1.0  ‐0.1 ‐0.7 ‐1.2 ‐1.1 ‐1.4 ‐1.6 ‐1.1 ‐1.3  ‐1.2  ‐1.2 
BEKK(N)  DCC(T)  0.8  0.7  1.0  0.0  ‐1.3 ‐1.1 ‐0.9 ‐0.5 0.0  0.3  0.7  1.1  1.5  0.8  0.7  0.8  0.8 
BEKK(N)  cDCC(T)  ‐0.1 0.7  1.1  ‐1.0  ‐1.3 ‐1.2 ‐0.9 ‐0.5 0.0  0.2  0.7  1.1  1.5  1.1  1.0  1.1  1.1 
BEKK(N)  BEKK(T)  ‐0.2 ‐1.6  0.5  0.7  0.5  ‐1.0 ‐0.5 ‐0.9 ‐0.8 ‐0.8 ‐0.6 ‐0.7 0.0  0.3  ‐0.1  0.1  0.0 
DCC(T)  cDCC(T)  ‐1.1 ‐0.3  ‐0.3  ‐1.1  ‐0.1 ‐1.0 ‐1.0 ‐1.1 ‐1.7 ‐1.3 ‐1.5 ‐1.5 ‐1.4 1.0  1.0  1.0  1.0 
DCC(T)  BEKK(T)  ‐1.1 ‐0.9  ‐1.1  0.3  1.4  0.8  1.0  0.0  ‐0.7 ‐1.2 ‐1.1 ‐1.4 ‐1.6 ‐1.0 ‐1.2  ‐1.2  ‐1.1 
cDCC(T)  BEKK(T)  0.0  ‐0.9  ‐1.2  1.0  1.3  1.0  1.0  0.1  ‐0.7 ‐1.1 ‐1.1 ‐1.4 ‐1.6 ‐1.3 ‐1.5  ‐1.4  ‐1.4 
 
The table reports in the first and second columns the compared models. The first row reports 
the  cross‐sectional dimension. Bold dark‐grey  shaded numbers  identify a preference  for  the 
first  model,  while  light‐grey  shaded  numbers  identify  a  preference  for  the  second  model. 
Numbers without shaded areas denote model statistically equivalent. 
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Table  B.10:  Diebold‐Mariano  model  comparison  based  on  QLIKE  loss  function  for  GMVB 
portfolios 
 
    2  3  4  5  10  15  20  25  30  35  40  45  50  60  70  80  89 
EWMA  SHR  ‐2.7  ‐2.7  ‐2.9  ‐2.5  ‐2.4 ‐2.6 ‐2.7 ‐2.6 ‐2.4 ‐2.3 ‐2.4 ‐2.5 ‐2.6 ‐2.6 ‐2.7  ‐2.6  ‐2.7 
EWMA  CCC  ‐1.8  ‐1.5  ‐1.8  ‐0.6  ‐1.6 ‐2.3 ‐2.1 ‐2.2 ‐1.4 ‐1.1 ‐1.3 ‐1.4 ‐1.3 ‐1.9 ‐2.2  ‐2.2  ‐2.2 
EWMA  DCC(N)  ‐1.2  ‐0.6  ‐0.4  1.0  ‐0.1 ‐1.5 ‐1.6 ‐1.6 ‐0.9 ‐0.6 ‐0.7 ‐0.8 ‐0.7 ‐1.3 ‐1.7  ‐1.8  ‐1.8 
EWMA  cDCC(N)  ‐1.1  ‐0.6  ‐0.3  1.0  ‐0.1 ‐1.5 ‐1.6 ‐1.6 ‐0.9 ‐0.5 ‐0.7 ‐0.8 ‐0.7 ‐1.3 ‐1.7  ‐1.8  ‐1.8 
EWMA  BEKK(N)  0.5  ‐0.3  ‐0.5  ‐0.3  ‐0.5 ‐1.6 ‐1.7 ‐1.6 ‐1.1 ‐1.0 ‐1.1 ‐1.1 ‐1.3 ‐1.4 ‐1.6  ‐1.5  ‐1.5 
EWMA  DCC(T)  ‐1.1  ‐0.5  ‐0.4  0.9  ‐0.2 ‐1.6 ‐1.7 ‐1.7 ‐1.0 ‐0.6 ‐0.8 ‐0.8 ‐0.8 ‐1.4 ‐1.8  ‐1.9  ‐1.9 
EWMA  cDCC(T)  ‐0.2  ‐0.6  ‐0.4  1.3  ‐0.2 ‐1.6 ‐1.7 ‐1.7 ‐0.9 ‐0.6 ‐0.8 ‐0.8 ‐0.8 ‐1.3 ‐1.8  ‐1.8  ‐1.8 
EWMA  BEKK(T)  ‐0.7  ‐0.5  ‐0.7  ‐0.9  ‐0.8 ‐1.6 ‐1.8 ‐1.7 ‐1.2 ‐1.1 ‐1.2 ‐1.4 ‐1.6 ‐1.8 ‐2.0  ‐1.9  ‐1.9 
SHR  CCC  2.7  2.8  2.9  2.6  2.4  2.5  2.7  2.5  2.4  2.4  2.6  2.6  2.7  2.7  2.7  2.6  2.6 
SHR  DCC(N)  2.7  2.8  2.9  2.6  2.5  2.6  2.7  2.6  2.5  2.5  2.6  2.7  2.8  2.8  2.8  2.7  2.7 
SHR  cDCC(N)  2.7  2.7  2.9  2.6  2.5  2.5  2.7  2.6  2.5  2.5  2.6  2.7  2.8  2.8  2.8  2.7  2.7 
SHR  BEKK(N)  2.8  2.9  3.0  2.6  2.5  2.6  2.9  2.7  2.7  2.6  2.8  3.0  3.1  3.2  3.3  3.3  3.3 
SHR  DCC(T)  2.7  2.7  2.9  2.6  2.5  2.5  2.7  2.6  2.5  2.5  2.6  2.6  2.8  2.8  2.8  2.6  2.7 
SHR  cDCC(T)  2.6  2.7  2.9  2.6  2.5  2.5  2.7  2.6  2.5  2.5  2.6  2.6  2.8  2.8  2.8  2.6  2.7 
SHR  BEKK(T)  2.9  2.9  3.1  2.6  2.6  2.7  3.0  2.8  2.8  2.7  2.9  3.0  3.1  3.2  3.2  3.2  3.2 
CCC  DCC(N)  1.8  1.7  2.6  2.0  2.7  3.0  3.1  3.5  3.6  3.6  3.9  3.6  3.7  3.9  3.8  3.5  3.5 
CCC  cDCC(N)  1.8  1.7  2.5  1.9  2.7  2.9  3.0  3.4  3.5  3.5  3.8  3.6  3.6  3.9  3.7  3.5  3.4 
CCC  BEKK(N)  2.5  1.8  1.7  0.6  1.8  1.5  0.8  0.1  0.0  ‐0.4 ‐0.4 ‐0.4 ‐1.0 ‐0.7 ‐0.8  ‐0.8  ‐0.8 
CCC  DCC(T)  1.9  1.7  2.6  2.0  2.7  2.7  2.8  3.2  3.2  3.2  3.4  3.2  3.3  3.5  3.2  3.1  2.9 
CCC  cDCC(T)  1.3  1.5  2.4  1.8  2.6  2.7  2.8  3.2  3.2  3.2  3.3  3.2  3.2  3.4  3.1  3.0  2.8 
CCC  BEKK(T)  1.3  1.2  0.6  ‐0.5  1.2  0.7  0.1  ‐0.5 ‐0.4 ‐0.8 ‐0.8 ‐1.0 ‐1.5 ‐1.3 ‐1.5  ‐1.4  ‐1.5 
DCC(N)  cDCC(N)  1.5  0.6  1.4  0.4  ‐0.2 0.9  1.0  0.9  1.2  1.0  1.2  0.8  1.2  2.0  1.9  1.9  1.8 
DCC(N)  BEKK(N)  1.9  0.1  ‐0.1  ‐1.2  ‐0.3 ‐0.5 ‐0.5 ‐0.9 ‐0.9 ‐1.2 ‐1.1 ‐1.0 ‐1.4 ‐1.2 ‐1.2  ‐1.1  ‐1.1 
DCC(N)  DCC(T)  0.6  0.7  ‐1.0  ‐0.5  ‐2.5 ‐1.3 ‐1.5 ‐1.9 ‐1.9 ‐2.0 ‐2.0 ‐1.9 ‐2.0 ‐1.9 ‐2.2  ‐1.3  ‐1.7 
DCC(N)  cDCC(T)  0.7  0.1  0.1  1.0  ‐1.6 ‐0.5 ‐0.7 ‐1.2 ‐1.4 ‐1.6 ‐1.5 ‐1.7 ‐1.7 0.3  0.1  0.7  0.4 
DCC(N)  BEKK(T)  0.0  ‐0.1  ‐0.6  ‐1.5  ‐0.7 ‐0.9 ‐1.0 ‐1.2 ‐1.2 ‐1.4 ‐1.4 ‐1.4 ‐1.8 ‐1.8 ‐1.8  ‐1.7  ‐1.7 
cDCC(N)  BEKK(N)  1.8  0.1  ‐0.2  ‐1.2  ‐0.3 ‐0.5 ‐0.5 ‐0.9 ‐0.9 ‐1.2 ‐1.1 ‐1.0 ‐1.4 ‐1.2 ‐1.2  ‐1.2  ‐1.1 
cDCC(N)  DCC(T)  ‐0.4  0.5  ‐1.6  ‐0.5  ‐1.2 ‐1.5 ‐1.7 ‐1.9 ‐2.1 ‐2.2 ‐2.2 ‐2.0 ‐2.2 ‐2.6 ‐2.8  ‐2.3  ‐2.6 
cDCC(N)  cDCC(T)  0.6  0.0  ‐0.3  1.0  ‐2.1 ‐0.8 ‐1.0 ‐1.5 ‐1.7 ‐1.9 ‐1.8 ‐1.9 ‐1.9 ‐0.4 ‐0.6  0.1  ‐0.2 
cDCC(N)  BEKK(T)  ‐0.1  ‐0.2  ‐0.6  ‐1.5  ‐0.7 ‐0.9 ‐1.0 ‐1.2 ‐1.2 ‐1.4 ‐1.4 ‐1.4 ‐1.9 ‐1.8 ‐1.8  ‐1.7  ‐1.7 
BEKK(N)  DCC(T)  ‐1.7  ‐0.1  0.1  1.1  0.2  0.4  0.4  0.8  0.8  1.1  1.0  1.0  1.3  1.1  1.1  1.1  1.1 
BEKK(N)  cDCC(T)  ‐0.4  ‐0.1  0.2  1.2  0.2  0.4  0.4  0.8  0.8  1.1  1.0  1.0  1.3  1.2  1.2  1.1  1.1 
BEKK(N)  BEKK(T)  ‐1.0  ‐1.0  ‐1.1  ‐1.7  ‐1.3 ‐1.5 ‐1.8 ‐1.8 ‐1.3 ‐1.3 ‐1.4 ‐1.8 ‐2.1 ‐2.3 ‐2.5  ‐2.7  ‐2.9 
DCC(T)  cDCC(T)  0.6  ‐0.1  0.3  1.0  ‐0.1 1.9  1.6  1.6  1.3  0.9  1.1  0.4  1.0  1.6  1.6  1.6  1.6 
DCC(T)  BEKK(T)  ‐0.1  ‐0.2  ‐0.5  ‐1.5  ‐0.6 ‐0.8 ‐0.9 ‐1.1 ‐1.1 ‐1.3 ‐1.3 ‐1.4 ‐1.8 ‐1.7 ‐1.7  ‐1.6  ‐1.7 
cDCC(T)  BEKK(T)  ‐0.3  ‐0.2  ‐0.6  ‐1.5  ‐0.6 ‐0.9 ‐0.9 ‐1.2 ‐1.1 ‐1.3 ‐1.3 ‐1.4 ‐1.8 ‐1.7 ‐1.8  ‐1.7  ‐1.7 
 
The table reports in the first and second columns the compared models. The first row reports 
the  cross‐sectional dimension. Bold dark‐grey  shaded numbers  identify a preference  for  the 
first  model,  while  light‐grey  shaded  numbers  identify  a  preference  for  the  second  model. 
Numbers without shaded areas denote model statistically equivalent. 
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Table B.11: Model confidence set – MSE loss function – EW portfolio  
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
  R statistic                 
2  0.521  0.177  0.407  0.521  0.535  0.521  0.535  1.000  0.356 
3  0.579  0.156  0.363  0.488  0.579  0.340  0.579  1.000  0.315 
4  0.317  0.118  0.268  0.317  0.359  0.255  0.359  1.000  0.231 
5  0.337  0.135  0.300  0.442  0.442  0.244  0.442  1.000  0.203 
10  0.401  0.128  0.248  0.420  1.000  0.228  0.401  0.468  0.210 
15  1.000  0.076  0.154  0.409  0.917  0.223  0.235  0.937  0.151 
20  1.000  0.050  0.097  0.199  0.754  0.139  0.139  0.754  0.093 
25  1.000  0.037  0.078  0.165  0.610  0.078  0.108  0.289  0.073 
30  1.000  0.049  0.090  0.216  0.528  0.116  0.120  0.222  0.085 
35  1.000  0.050  0.089  0.222  0.499  0.089  0.114  0.176  0.083 
40  1.000  0.046  0.077  0.206  0.473  0.077  0.100  0.178  0.070 
45  1.000  0.049  0.087  0.184  0.454  0.087  0.111  0.184  0.076 
50  1.000  0.046  0.079  0.185  0.396  0.079  0.095  0.162  0.067 
60  1.000  0.044  0.085  0.191  0.415  0.085  0.110  0.230  0.070 
70  1.000  0.052  0.087  0.215  0.407  0.087  0.112  0.215  0.074 
80  1.000  0.050  0.120  0.288  0.573  0.108  0.212  0.573  0.079 
89  1.000  0.048  0.121  0.277  0.348  0.108  0.204  0.277  0.075 
  SQ statistic               
2  0.521  0.177  0.407  0.521  0.535  0.521  0.535  1.000  0.356 
3  0.579  0.156  0.363  0.488  0.579  0.340  0.579  1.000  0.315 
4  0.317  0.118  0.268  0.317  0.359  0.255  0.359  1.000  0.231 
5  0.337  0.135  0.300  0.442  0.442  0.244  0.442  1.000  0.203 
10  0.401  0.128  0.248  0.420  1.000  0.228  0.401  0.468  0.210 
15  1.000  0.076  0.154  0.409  0.917  0.223  0.235  0.937  0.151 
20  1.000  0.050  0.097  0.199  0.754  0.139  0.139  0.754  0.093 
25  1.000  0.037  0.078  0.165  0.610  0.078  0.108  0.289  0.073 
30  1.000  0.049  0.090  0.216  0.528  0.116  0.120  0.222  0.085 
35  1.000  0.050  0.089  0.222  0.499  0.089  0.114  0.176  0.083 
40  1.000  0.046  0.077  0.206  0.473  0.077  0.100  0.178  0.070 
45  1.000  0.049  0.087  0.184  0.454  0.087  0.111  0.184  0.076 
50  1.000  0.046  0.079  0.185  0.396  0.079  0.095  0.162  0.067 
60  1.000  0.044  0.085  0.191  0.415  0.085  0.110  0.230  0.070 
70  1.000  0.052  0.087  0.215  0.407  0.087  0.112  0.215  0.074 
80  1.000  0.050  0.120  0.288  0.573  0.108  0.212  0.573  0.079 
89  1.000  0.048  0.121  0.277  0.348  0.108  0.204  0.277  0.075 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The two panels report  the p‐values  for  the construction of  the model confidence set  for  the 
statistics R and SQ. Bold dark grey shaded number over rows denotes models  included  in the 
confidence set at the 5% confidence level. Additional models included in the confidence set at 
the 1% confidence level are identified by light grey shades. 
 
 
 
 
 
50 
 
 
 
Table B.12: Model confidence set – QLIKE loss function – EW portfolio 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
  R statistic                 
2  0.757  0.132  0.350  0.696  0.757  0.757  0.757  1.000  0.558 
3  1.000  0.082  0.194  0.287  0.452  0.249  0.376  0.613  0.258 
4  0.232  0.052  0.121  0.232  0.439  0.211  0.232  1.000  0.121 
5  0.273  0.071  0.153  0.273  0.440  0.226  0.273  1.000  0.147 
10  1.000  0.054  0.118  0.940  0.995  0.290  0.368  0.736  0.227 
15  1.000  0.027  0.063  0.317  0.550  0.141  0.144  0.550  0.063 
20  1.000  0.016  0.025  0.041  0.283  0.034  0.034  0.283  0.025 
25  1.000  0.016  0.023  0.062  0.190  0.030  0.030  0.187  0.023 
30  1.000  0.016  0.024  0.056  0.126  0.024  0.024  0.065  0.024 
35  1.000  0.022  0.032  0.060  0.151  0.033  0.033  0.055  0.032 
40  1.000  0.020  0.027  0.064  0.138  0.027  0.027  0.027  0.027 
45  1.000  0.021  0.032  0.059  0.139  0.032  0.032  0.035  0.032 
50  1.000  0.022  0.030  0.051  0.112  0.030  0.030  0.030  0.030 
60  1.000  0.021  0.028  0.039  0.100  0.028  0.028  0.039  0.028 
70  1.000  0.016  0.021  0.035  0.094  0.021  0.021  0.021  0.021 
80  1.000  0.025  0.036  0.052  0.097  0.036  0.036  0.052  0.036 
89  1.000  0.028  0.038  0.044  0.082  0.038  0.038  0.044  0.037 
  SQ statistic               
2  0.757  0.132  0.350  0.696  0.757  0.757  0.757  1.000  0.558 
3  1.000  0.082  0.194  0.287  0.452  0.249  0.376  0.613  0.258 
4  0.232  0.052  0.121  0.232  0.439  0.211  0.232  1.000  0.121 
5  0.273  0.071  0.153  0.273  0.440  0.226  0.273  1.000  0.147 
10  1.000  0.054  0.118  0.940  0.995  0.290  0.368  0.736  0.227 
15  1.000  0.027  0.063  0.317  0.550  0.141  0.144  0.550  0.063 
20  1.000  0.016  0.025  0.041  0.283  0.034  0.034  0.283  0.025 
25  1.000  0.016  0.023  0.062  0.190  0.030  0.030  0.187  0.023 
30  1.000  0.016  0.024  0.056  0.126  0.024  0.024  0.065  0.024 
35  1.000  0.022  0.032  0.060  0.151  0.033  0.033  0.055  0.032 
40  1.000  0.020  0.027  0.064  0.138  0.027  0.027  0.027  0.027 
45  1.000  0.021  0.032  0.059  0.139  0.032  0.032  0.035  0.032 
50  1.000  0.022  0.030  0.051  0.112  0.030  0.030  0.030  0.030 
60  1.000  0.021  0.028  0.039  0.100  0.028  0.028  0.039  0.028 
70  1.000  0.016  0.021  0.035  0.094  0.021  0.021  0.021  0.021 
80  1.000  0.025  0.036  0.052  0.097  0.036  0.036  0.052  0.036 
89  1.000  0.028  0.038  0.044  0.082  0.038  0.038  0.044  0.037 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The two panels report  the p‐values  for  the construction of  the model confidence set  for  the 
statistics R and SQ. Bold dark grey shaded number over rows denotes models  included  in the 
confidence set at the 5% confidence level. Additional models included in the confidence set at 
the 1% confidence level are identified by light grey shades. 
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Table B.13: Model confidence set – MSE loss function – GMV portfolio 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
  R statistic                 
2  0.105  0.158  1.000  0.158  0.158  0.158  0.397  0.158  0.158 
3  1.000  0.353  0.519  0.647  0.719  0.937  0.719  0.937  0.725 
4  0.941  0.284  0.513  0.788  0.841  0.841  0.841  1.000  0.788 
5  0.632  0.255  0.346  0.477  0.632  1.000  0.559  0.477  0.632 
10  0.748  0.447  0.660  0.778  0.981  1.000  0.748  0.981  0.981 
15  1.000  0.319  0.442  0.542  0.643  0.766  0.511  0.511  0.643 
20  0.577  0.329  0.409  0.510  0.577  1.000  0.441  0.474  0.616 
25  0.326  0.272  0.377  0.474  0.617  0.667  0.433  0.434  1.000 
30  0.105  0.262  0.316  0.445  0.445  0.445  0.369  0.445  1.000 
35  0.149  0.212  0.235  0.399  0.449  0.449  0.269  0.316  1.000 
40  0.171  0.223  0.260  0.444  0.519  0.519  0.341  0.423  1.000 
45  0.157  0.168  0.216  0.385  0.433  0.491  0.238  0.283  1.000 
50  0.162  0.133  0.156  0.268  0.314  1.000  0.162  0.188  0.463 
60  0.126  0.145  0.145  0.235  0.304  1.000  0.150  0.342  0.834 
70  0.161  0.165  0.172  0.261  0.318  1.000  0.242  0.346  0.658 
80  0.059  0.145  0.145  0.201  0.242  1.000  0.183  0.266  0.408 
89  0.065  0.180  0.180  0.261  0.261  1.000  0.261  0.261  0.358 
  SQ statistic               
2  0.105  0.158  1.000  0.158  0.158  0.158  0.397  0.158  0.158 
3  1.000  0.353  0.519  0.647  0.719  0.937  0.719  0.937  0.725 
4  0.941  0.284  0.513  0.788  0.841  0.841  0.841  1.000  0.788 
5  0.632  0.255  0.346  0.477  0.632  1.000  0.559  0.477  0.632 
10  0.748  0.447  0.660  0.778  0.981  1.000  0.748  0.981  0.981 
15  1.000  0.319  0.442  0.542  0.643  0.766  0.511  0.511  0.643 
20  0.577  0.329  0.409  0.510  0.577  1.000  0.441  0.474  0.616 
25  0.326  0.272  0.377  0.474  0.617  0.667  0.433  0.434  1.000 
30  0.105  0.262  0.316  0.445  0.445  0.445  0.369  0.445  1.000 
35  0.149  0.212  0.235  0.399  0.449  0.449  0.269  0.316  1.000 
40  0.171  0.223  0.260  0.444  0.519  0.519  0.341  0.423  1.000 
45  0.157  0.168  0.216  0.385  0.433  0.491  0.238  0.283  1.000 
50  0.162  0.133  0.156  0.268  0.314  1.000  0.162  0.188  0.463 
60  0.126  0.145  0.145  0.235  0.304  1.000  0.150  0.342  0.834 
70  0.161  0.165  0.172  0.261  0.318  1.000  0.242  0.346  0.658 
80  0.059  0.145  0.145  0.201  0.242  1.000  0.183  0.266  0.408 
89  0.065  0.180  0.180  0.261  0.261  1.000  0.261  0.261  0.358 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The two panels report  the p‐values  for  the construction of  the model confidence set  for  the 
statistics R and SQ. Bold dark grey shaded number over rows denotes models  included  in the 
confidence set at the 5% confidence level. Additional models included in the confidence set at 
the 1% confidence level are identified by light grey shades. 
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Table B.14: Model confidence set – QLIKE loss function – GMV portfolio 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
  R statistic                 
2  0.912  0.113  0.249  0.420  0.512  1.000  0.591  0.912  0.768 
3  1.000  0.156  0.406  0.770  0.942  0.998  0.884  0.998  0.901 
4  0.971  0.099  0.345  0.946  0.971  1.000  0.971  0.971  0.946 
5  0.287  0.103  0.210  0.410  0.410  0.410  0.410  1.000  0.307 
10  0.108  0.075  0.172  0.779  1.000  0.327  0.575  0.618  0.408 
15  0.054  0.041  0.111  0.498  1.000  0.111  0.223  0.492  0.218 
20  0.023  0.059  0.088  0.611  1.000  0.088  0.237  0.352  0.237 
25  0.023  0.051  0.055  0.570  1.000  0.055  0.137  0.160  0.137 
30  0.025  0.055  0.056  0.415  1.000  0.056  0.120  0.120  0.120 
35  0.020  0.053  0.059  0.675  1.000  0.153  0.153  0.153  0.153 
40  0.014  0.048  0.051  0.682  1.000  0.177  0.177  0.177  0.177 
45  0.017  0.064  0.071  0.812  1.000  0.164  0.164  0.164  0.164 
50  0.014  0.060  0.068  0.793  1.000  0.131  0.131  0.131  0.131 
60  0.016  0.055  0.058  0.632  0.632  0.610  0.333  0.632  1.000 
70  0.013  0.066  0.087  0.693  0.693  0.320  0.320  0.693  1.000 
80  0.016  0.073  0.077  0.548  0.548  0.548  0.426  0.548  1.000 
89  0.032  0.110  0.122  0.633  0.639  0.639  0.472  0.639  1.000 
  SQ statistic               
2  0.912  0.113  0.249  0.420  0.512  1.000  0.591  0.912  0.768 
3  1.000  0.156  0.406  0.770  0.942  0.998  0.884  0.998  0.901 
4  0.971  0.099  0.345  0.946  0.971  1.000  0.971  0.971  0.946 
5  0.287  0.103  0.210  0.410  0.410  0.410  0.410  1.000  0.307 
10  0.108  0.075  0.172  0.779  1.000  0.327  0.575  0.618  0.408 
15  0.054  0.041  0.111  0.498  1.000  0.111  0.223  0.492  0.218 
20  0.023  0.059  0.088  0.611  1.000  0.088  0.237  0.352  0.237 
25  0.023  0.051  0.055  0.570  1.000  0.055  0.137  0.160  0.137 
30  0.025  0.055  0.056  0.415  1.000  0.056  0.120  0.120  0.120 
35  0.020  0.053  0.059  0.675  1.000  0.153  0.153  0.153  0.153 
40  0.014  0.048  0.051  0.682  1.000  0.177  0.177  0.177  0.177 
45  0.017  0.064  0.071  0.812  1.000  0.164  0.164  0.164  0.164 
50  0.014  0.060  0.068  0.793  1.000  0.131  0.131  0.131  0.131 
60  0.016  0.055  0.058  0.632  0.632  0.610  0.333  0.632  1.000 
70  0.013  0.066  0.087  0.693  0.693  0.320  0.320  0.693  1.000 
80  0.016  0.073  0.077  0.548  0.548  0.548  0.426  0.548  1.000 
89  0.032  0.110  0.122  0.633  0.639  0.639  0.472  0.639  1.000 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The two panels report  the p‐values  for  the construction of  the model confidence set  for  the 
statistics R and SQ. Bold dark grey shaded number over rows denotes models  included  in the 
confidence set at the 5% confidence level. Additional models included in the confidence set at 
the 1% confidence level are identified by light grey shades. 
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Table B.15: Model confidence set – MSE loss function – GMVB portfolio 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
  R statistic                 
2  0.112  0.162  1.000  0.162  0.162  0.162  0.398  0.162  0.162 
3  0.118  0.093  1.000  0.268  0.268  0.256  0.268  0.268  0.208 
4  0.111  0.078  1.000  0.612  0.414  0.232  0.792  0.792  0.181 
5  0.557  0.237  0.742  0.742  0.609  0.796  0.796  0.525  1.000 
10  0.409  0.276  0.407  0.409  0.409  0.470  0.409  0.409  1.000 
15  1.000  0.182  0.227  0.256  0.256  0.256  0.256  0.217  0.256 
20  1.000  0.178  0.255  0.314  0.309  0.367  0.285  0.274  0.367 
25  1.000  0.286  0.404  0.533  0.533  0.533  0.533  0.491  0.533 
30  1.000  0.326  0.488  0.679  0.679  0.679  0.672  0.488  0.488 
35  1.000  0.330  0.506  0.675  0.675  0.593  0.675  0.593  0.489 
40  1.000  0.316  0.535  0.679  0.679  0.535  0.679  0.535  0.510 
45  1.000  0.192  0.318  0.609  0.449  0.301  0.609  0.318  0.268 
50  1.000  0.160  0.364  0.610  0.610  0.217  0.610  0.412  0.254 
60  1.000  0.196  0.414  0.414  0.414  0.389  0.414  0.429  0.359 
70  1.000  0.201  0.372  0.410  0.463  0.371  0.463  0.488  0.315 
80  1.000  0.165  0.297  0.472  0.546  0.397  0.546  0.600  0.262 
89  1.000  0.168  0.307  0.461  0.519  0.420  0.519  0.570  0.277 
  SQ statistic               
2  0.112  0.162  1.000  0.162  0.162  0.162  0.398  0.162  0.162 
3  0.118  0.093  1.000  0.268  0.268  0.256  0.268  0.268  0.208 
4  0.111  0.078  1.000  0.612  0.414  0.232  0.792  0.792  0.181 
5  0.557  0.237  0.742  0.742  0.609  0.796  0.796  0.525  1.000 
10  0.409  0.276  0.407  0.409  0.409  0.470  0.409  0.409  1.000 
15  1.000  0.182  0.227  0.256  0.256  0.256  0.256  0.217  0.256 
20  1.000  0.178  0.255  0.314  0.309  0.367  0.285  0.274  0.367 
25  1.000  0.286  0.404  0.533  0.533  0.533  0.533  0.491  0.533 
30  1.000  0.326  0.488  0.679  0.679  0.679  0.672  0.488  0.488 
35  1.000  0.330  0.506  0.675  0.675  0.593  0.675  0.593  0.489 
40  1.000  0.316  0.535  0.679  0.679  0.535  0.679  0.535  0.510 
45  1.000  0.192  0.318  0.609  0.449  0.301  0.609  0.318  0.268 
50  1.000  0.160  0.364  0.610  0.610  0.217  0.610  0.412  0.254 
60  1.000  0.196  0.414  0.414  0.414  0.389  0.414  0.429  0.359 
70  1.000  0.201  0.372  0.410  0.463  0.371  0.463  0.488  0.315 
80  1.000  0.165  0.297  0.472  0.546  0.397  0.546  0.600  0.262 
89  1.000  0.168  0.307  0.461  0.519  0.420  0.519  0.570  0.277 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The two panels report  the p‐values  for  the construction of  the model confidence set  for  the 
statistics R and SQ. Bold dark grey shaded number over rows denotes models  included  in the 
confidence set at the 5% confidence level. Additional models included in the confidence set at 
the 1% confidence level are identified by light grey shades. 
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Table B.16: Model confidence set – QLIKE loss function – GMVB portfolio 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
  R statistic                 
2  0.915  0.102  0.236  0.416  0.516  1.000  0.599  0.915  0.774 
3  1.000  0.177  0.579  0.947  0.959  0.959  0.959  0.959  0.928 
4  1.000  0.100  0.308  0.885  0.885  0.885  0.846  0.885  0.795 
5  0.522  0.128  0.333  0.634  0.634  0.493  0.634  1.000  0.292 
10  1.000  0.139  0.242  0.976  0.976  0.494  0.494  0.494  0.494 
15  1.000  0.087  0.137  0.407  0.407  0.407  0.293  0.407  0.293 
20  1.000  0.066  0.110  0.308  0.308  0.308  0.229  0.308  0.229 
25  1.000  0.045  0.053  0.183  0.183  0.136  0.136  0.136  0.136 
30  1.000  0.069  0.089  0.379  0.430  0.241  0.241  0.241  0.241 
35  1.000  0.072  0.084  0.545  0.620  0.222  0.222  0.222  0.222 
40  1.000  0.061  0.073  0.443  0.534  0.217  0.217  0.217  0.217 
45  1.000  0.074  0.101  0.586  0.586  0.236  0.236  0.236  0.231 
50  1.000  0.047  0.062  0.467  0.525  0.174  0.174  0.222  0.061 
60  1.000  0.054  0.066  0.335  0.335  0.178  0.178  0.335  0.066 
70  1.000  0.056  0.070  0.230  0.230  0.123  0.123  0.230  0.070 
80  1.000  0.068  0.085  0.219  0.219  0.172  0.172  0.219  0.085 
89  1.000  0.064  0.082  0.226  0.226  0.155  0.155  0.226  0.082 
  SQ statistic               
2  0.915  0.102  0.236  0.416  0.516  1.000  0.599  0.915  0.774 
3  1.000  0.177  0.579  0.947  0.959  0.959  0.959  0.959  0.928 
4  1.000  0.100  0.308  0.885  0.885  0.885  0.846  0.885  0.795 
5  0.522  0.128  0.333  0.634  0.634  0.493  0.634  1.000  0.292 
10  1.000  0.139  0.242  0.976  0.976  0.494  0.494  0.494  0.494 
15  1.000  0.087  0.137  0.407  0.407  0.407  0.293  0.407  0.293 
20  1.000  0.066  0.110  0.308  0.308  0.308  0.229  0.308  0.229 
25  1.000  0.045  0.053  0.183  0.183  0.136  0.136  0.136  0.136 
30  1.000  0.069  0.089  0.379  0.430  0.241  0.241  0.241  0.241 
35  1.000  0.072  0.084  0.545  0.620  0.222  0.222  0.222  0.222 
40  1.000  0.061  0.073  0.443  0.534  0.217  0.217  0.217  0.217 
45  1.000  0.074  0.101  0.586  0.586  0.236  0.236  0.236  0.231 
50  1.000  0.047  0.062  0.467  0.525  0.174  0.174  0.222  0.061 
60  1.000  0.054  0.066  0.335  0.335  0.178  0.178  0.335  0.066 
70  1.000  0.056  0.070  0.230  0.230  0.123  0.123  0.230  0.070 
80  1.000  0.068  0.085  0.219  0.219  0.172  0.172  0.219  0.085 
89  1.000  0.064  0.082  0.226  0.226  0.155  0.155  0.226  0.082 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The two panels report  the p‐values  for  the construction of  the model confidence set  for  the 
statistics R and SQ. Bold dark grey shaded number over rows denotes models  included  in the 
confidence set at the 5% confidence level. Additional models included in the confidence set at 
the 1% confidence level are identified by light grey shades. 
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Table B.17: average model ranking over the cross‐sectional dimensions 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N)  BEKK(N)  DCC(T)  cDCC(T)  BEKK(T) 
EW  9.00  1.00  3.00  6.06  7.53  4.59  4.59  6.35  2.88 
GMV  2.71  2.41  2.88  7.29  7.18  4.35  5.59  5.71  6.88 
GMVB  9.00  1.00  2.00  4.88  6.29  7.71  3.29  4.88  5.94 
 
The  first  row  reports  the  fitted models while  the  first  column  the  three portfolio  strategies 
considered. Bold values denote lower rankings (first to third). Lower values are associated with 
better models. 
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Table B.18: Engle‐Colacito test of model adequacy – EW portfolio 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N)  BEKK(N)  DCC(T)  cDCC(T)  BEKK(T) 
2  1.35  2.94  2.28  1.82  1.77  1.51  1.91  1.89  1.51 
3  1.45  3.62  2.27  1.88  1.82  1.81  1.87  1.79  1.73 
4  1.58  3.60  2.77  2.18  2.10  1.79  2.21  2.09  1.84 
5  1.54  3.30  2.70  2.17  2.08  1.76  2.22  2.14  1.82 
10  1.56  3.66  3.47  2.63  2.59  1.97  2.67  2.62  2.14 
15  1.77  4.29  3.74  3.09  3.05  2.45  3.11  3.07  2.73 
20  1.91  4.66  4.36  3.78  3.74  2.82  3.79  3.75  3.19 
25  1.92  4.71  4.19  3.64  3.61  2.96  3.66  3.63  3.33 
30  1.86  4.54  4.20  3.71  3.68  2.97  3.75  3.72  3.32 
35  1.83  4.45  4.15  3.68  3.65  2.95  3.72  3.70  3.31 
40  1.77  4.35  4.11  3.68  3.66  2.95  3.72  3.71  3.33 
45  1.72  4.28  3.94  3.55  3.53  2.92  3.57  3.56  3.29 
50  1.71  4.28  4.01  3.66  3.64  2.98  3.69  3.68  3.37 
60  1.69  4.24  4.04  3.75  3.73  3.07  3.78  3.76  3.45 
70  1.68  4.31  4.12  3.86  3.85  3.16  3.91  3.90  3.53 
80  1.71  4.28  4.02  3.84  3.82  3.22  3.87  3.86  3.59 
89  1.74  4.34  4.08  3.95  3.93  3.30  4.01  4.00  3.68 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The  table  reports  the  test  statistic,  distributed  as  a  standardized  normal  under  the  null 
hypothesis of model adequacy. The grey shade denotes models which fail the test for a given 
cross‐sectional dimension. 
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Table B.19: Engle‐Colacito test of model adequacy – GMV portfolio 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N)  BEKK(N)  DCC(T)  cDCC(T)  BEKK(T) 
2  1.54  3.04  2.36  1.97  1.93  1.61  2.05  2.07  1.56 
3  2.09  3.05  2.33  1.88  1.90  1.94  1.90  1.91  1.93 
4  2.15  3.16  2.69  2.11  2.12  2.03  2.14  2.12  2.00 
5  2.27  2.79  2.50  2.07  2.07  2.07  2.11  2.13  2.05 
10  2.72  2.70  3.06  2.57  2.61  2.17  2.59  2.62  2.08 
15  2.97  2.59  2.83  2.44  2.45  1.88  2.50  2.49  1.78 
20  3.59  2.65  2.97  2.66  2.67  2.21  2.71  2.71  2.05 
25  3.57  2.38  2.89  2.58  2.59  2.10  2.62  2.63  1.94 
30  3.29  2.39  2.95  2.67  2.68  2.12  2.72  2.73  1.94 
35  3.45  2.40  3.02  2.75  2.76  2.13  2.80  2.81  1.90 
40  3.81  2.54  3.22  2.93  2.94  2.29  2.98  3.00  2.06 
45  3.60  2.61  2.96  2.78  2.79  2.40  2.82  2.83  2.20 
50  4.28  2.55  2.97  2.81  2.83  2.41  2.85  2.86  2.17 
60  4.53  2.82  3.54  3.34  3.34  2.71  3.38  3.37  2.49 
70  5.01  2.94  3.45  3.32  3.32  2.77  3.37  3.37  2.52 
80  4.61  2.94  3.73  3.60  3.59  2.78  3.65  3.64  2.54 
89  4.25  2.97  3.73  3.63  3.63  2.73  3.71  3.70  2.55 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The  table  reports  the  test  statistic,  distributed  as  a  standardized  normal  under  the  null 
hypothesis of model adequacy. The grey shade denotes models which fail the test for a given 
cross‐sectional dimension. 
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Table B.20: Engle‐Colacito test of model adequacy – GMVB portfolio 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N)  BEKK(N)  DCC(T)  cDCC(T)  BEKK(T) 
2  1.54  3.04  2.36  1.97  1.93  1.61  2.05  2.07  1.56 
3  1.62  3.05  2.37  1.94  1.92  1.62  1.94  1.90  1.61 
4  1.71  3.16  2.75  2.23  2.20  1.66  2.27  2.21  1.69 
5  1.79  2.79  2.53  2.12  2.09  1.66  2.17  2.17  1.71 
10  2.04  2.87  3.30  2.74  2.74  1.82  2.77  2.76  1.86 
15  1.99  2.87  3.30  2.88  2.88  1.83  2.95  2.93  1.90 
20  2.15  3.06  3.36  3.05  3.04  1.99  3.09  3.09  2.10 
25  2.15  2.82  3.18  2.83  2.83  1.91  2.88  2.88  1.98 
30  2.55  2.82  3.34  3.01  3.01  2.08  3.07  3.08  2.09 
35  2.74  2.81  3.32  3.00  3.00  2.11  3.06  3.06  2.14 
40  2.75  2.94  3.42  3.10  3.10  2.14  3.17  3.17  2.22 
45  2.43  2.93  3.28  3.00  3.00  1.99  3.05  3.05  2.15 
50  2.38  2.90  3.19  2.94  2.94  1.96  2.99  2.99  2.16 
60  2.41  2.99  3.52  3.26  3.24  2.04  3.31  3.28  2.30 
70  2.33  3.00  3.50  3.30  3.28  2.07  3.36  3.34  2.34 
80  2.36  2.96  3.57  3.43  3.41  2.08  3.48  3.46  2.35 
89  2.36  2.97  3.56  3.44  3.43  2.09  3.51  3.49  2.38 
 
The first row reports the fitted models while the first column the cross‐sectional dimension. 
The table reports the test statistic, distributed as a standardized normal under the null 
hypothesis of model adequacy. The grey shade denotes models which fail the test for a given 
cross‐sectional dimension. 
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Table B.21: Average out‐of‐sample expected EW portfolio variance 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N)  BEKK(N)  DCC(T)  cDCC(T)  BEKK(T) 
2  3.6359  1.7249  2.7657  3.1551  3.1946  3.2928  3.1020  3.2140  3.2960 
3  7.9449  1.9670  5.8001  6.7197  6.8924  6.6876  6.7947  6.9947  6.8073 
4  9.6660  1.8049  6.7141  8.1180  8.3435  8.3274  8.1179  8.4013  7.9009 
5  7.7959  1.5609  5.1292  6.3283  6.5226  6.6819  6.2779  6.5019  6.2824 
10  6.9331  1.5088  3.9649  5.1321  5.2034  5.6361  5.0937  5.1807  5.0333 
15  8.6388  1.5070  5.1290  6.1668  6.2451  6.3329  6.1428  6.2298  5.4145 
20  7.8716  1.4651  4.6410  5.4067  5.4605  5.3732  5.3900  5.4455  4.4126 
25  8.3093  1.4818  5.0488  5.8095  5.8560  5.3171  5.7745  5.8187  4.3444 
30  7.7237  1.4149  4.4402  5.0872  5.1278  4.6904  5.0419  5.0772  3.7733 
35  7.4165  1.4234  4.2024  4.7983  4.8329  4.3293  4.7532  4.7815  3.4340 
40  7.3364  1.3653  4.0562  4.6043  4.6350  4.0867  4.5643  4.5936  3.1966 
45  7.1613  1.3781  3.9170  4.4162  4.4438  3.8619  4.3869  4.4122  2.9997 
50  6.9405  1.3947  3.7605  4.2015  4.2262  3.6362  4.1712  4.1931  2.7935 
60  7.3111  1.4133  3.9466  4.3363  4.3582  3.5709  4.3121  4.3334  2.7154 
70  7.1991  1.3784  3.8456  4.1719  4.1884  3.3855  4.1366  4.1539  2.5946 
80  7.2842  1.3870  3.8561  4.1378  4.1525  3.2629  4.1148  4.1316  2.4838 
89  7.2845  1.3843  3.8423  4.0859  4.0985  3.1871  4.0465  4.0610  2.4100 
 
The  first  column  reports  the  cross‐sectional  dimension  while  the  first  row  the  compared 
models. Bold values identify the lowest average variance for each cross sectional dimension 
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Table B.22: Average out‐of‐sample expected GMV portfolio variance 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N)  BEKK(N)  DCC(T)  cDCC(T)  BEKK(T) 
2  3.3429  1.7113  2.6822  3.0423  3.0778  3.0886  2.9949  3.0743  3.0813 
3  2.6923  1.6660  2.6696  2.9298  2.8797  2.5471  2.9074  2.8604  2.5540 
4  2.5411  1.5578  2.5674  2.6894  2.6639  2.4521  2.6812  2.6675  2.4053 
5  2.3094  1.3822  2.1434  2.3351  2.3222  2.2280  2.3236  2.3207  2.1961 
10  1.8827  1.1726  1.6087  1.8318  1.8209  1.8985  1.8271  1.8227  1.8465 
15  1.3666  1.1023  1.3428  1.5272  1.5233  1.5158  1.5207  1.5208  1.4915 
20  1.0218  1.0179  1.1454  1.2387  1.2376  1.2074  1.2351  1.2344  1.2185 
25  0.8662  0.9403  1.0707  1.1709  1.1700  1.1018  1.1659  1.1654  1.1286 
30  0.7712  0.9040  0.9893  1.0803  1.0812  1.0374  1.0740  1.0744  1.0825 
35  0.6406  0.8714  0.9552  1.0336  1.0341  0.9797  1.0278  1.0278  1.0405 
40  0.5698  0.8385  0.9126  0.9886  0.9893  0.9469  0.9834  0.9846  1.0104 
45  0.4932  0.8002  0.8584  0.9366  0.9374  0.8948  0.9321  0.9331  0.9639 
50  0.3898  0.7661  0.8011  0.8667  0.8675  0.7886  0.8630  0.8641  0.8935 
60  0.2999  0.7167  0.7278  0.7859  0.7876  0.7168  0.7829  0.7851  0.8121 
70  0.2320  0.6997  0.6906  0.7438  0.7451  0.6914  0.7388  0.7409  0.7901 
80  0.1728  0.6627  0.6186  0.6604  0.6619  0.6462  0.6569  0.6590  0.7416 
89  0.1380  0.6508  0.5871  0.6235  0.6250  0.6401  0.6172  0.6194  0.7306 
 
The  first  column  reports  the  cross‐sectional  dimension  while  the  first  row  the  compared 
models. Bold values identify the lowest average variance for each cross sectional dimension. 
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Table B.23: Average out‐of‐sample expected GMVB portfolio variance 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N)  BEKK(N)  DCC(T)  cDCC(T)  BEKK(T) 
2  3.3429  1.7113  2.6822  3.0423  3.0778  3.0886  2.9949  3.0743  3.0813 
3  3.3321  1.6660  2.6800  3.0692  3.0944  3.0287  3.0806  3.1218  3.0377 
4  3.3089  1.5578  2.5973  2.9486  2.9768  3.0490  2.9350  2.9844  2.9445 
5  3.0281  1.3823  2.1863  2.5686  2.6061  2.7913  2.5437  2.5921  2.7099 
10  2.9421  1.1855  1.7957  2.2332  2.2494  2.6409  2.2192  2.2417  2.4675 
15  2.7682  1.1350  1.6206  1.9411  1.9553  2.4038  1.9304  1.9483  2.1990 
20  2.3642  1.0671  1.4499  1.6464  1.6567  1.9881  1.6405  1.6505  1.8034 
25  2.3094  1.0037  1.4256  1.6131  1.6214  1.8681  1.6035  1.6110  1.6945 
30  2.2603  0.9787  1.3564  1.5285  1.5371  1.7744  1.5154  1.5222  1.6083 
35  2.2501  0.9445  1.3306  1.4965  1.5039  1.7211  1.4829  1.4881  1.5480 
40  2.2475  0.9176  1.3098  1.4690  1.4757  1.6715  1.4565  1.4631  1.4971 
45  2.2132  0.8774  1.2692  1.4205  1.4265  1.6121  1.4107  1.4162  1.4322 
50  2.1689  0.8497  1.2033  1.3360  1.3416  1.5177  1.3270  1.3324  1.3475 
60  2.1542  0.8209  1.1461  1.2691  1.2753  1.4386  1.2617  1.2687  1.2667 
70  2.1387  0.8105  1.1231  1.2300  1.2350  1.3871  1.2186  1.2248  1.2308 
80  2.0970  0.7751  1.0687  1.1539  1.1583  1.3114  1.1467  1.1523  1.1410 
89  2.0797  0.7739  1.0626  1.1350  1.1392  1.2915  1.1227  1.1281  1.1189 
 
The  first  column  reports  the  cross‐sectional  dimension  while  the  first  row  the  compared 
models. Bold values identify the lowest average variance for each cross sectional dimension. 
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Table C.1: Diebold‐Mariano model comparison based on MSE loss function 
 
    2  3  4  5  10  15  20  25  30  35  40  45  50  60  70  80  89 
EWMA  SHR  ‐2.2  ‐2.0  ‐2.3  ‐3.7  ‐3.8  ‐3.5  ‐2.7  ‐3.1  ‐3.0  ‐2.6  ‐2.7  ‐2.7  ‐2.7  ‐2.6  ‐2.8  ‐3.0  ‐2.9 
EWMA  CCC  ‐1.1  ‐0.8  ‐1.3  ‐2.0  ‐1.8  ‐1.7  ‐1.2  ‐1.0  ‐1.2  ‐1.2  ‐1.2  ‐1.2  ‐1.3  ‐1.3  ‐1.3  ‐1.3  ‐1.3 
EWMA  DCC(N)  0.6  0.6  0.0  ‐1.0  ‐0.5  ‐0.8  ‐0.5  ‐0.4  ‐0.7  ‐0.8  ‐0.8  ‐0.9  ‐1.0  ‐1.0  ‐1.0  ‐1.1  ‐1.1 
EWMA  cDCC(N)  0.8  0.7  0.2  ‐0.8  ‐0.3  ‐0.7  ‐0.4  ‐0.4  ‐0.7  ‐0.7  ‐0.8  ‐0.9  ‐1.0  ‐1.0  ‐1.0  ‐1.1  ‐1.1 
EWMA  BEKK(N)  ‐0.9  2.8  ‐0.5  ‐1.7  ‐2.2  ‐2.0  ‐1.6  ‐1.8  ‐1.8  ‐1.6  ‐1.7  ‐1.8  ‐1.8  ‐1.8  ‐2.0  ‐2.1  ‐2.2 
EWMA  DCC(T)  0.3  0.7  0.1  ‐0.9  ‐0.6  ‐0.8  ‐0.5  ‐0.4  ‐0.8  ‐0.8  ‐0.9  ‐0.9  ‐1.0  ‐1.0  ‐1.0  ‐1.1  ‐1.1 
EWMA  cDCC(T)  0.2  0.9  0.5  ‐0.5  ‐0.5  ‐0.7  ‐0.5  ‐0.4  ‐0.7  ‐0.7  ‐0.8  ‐0.9  ‐1.0  ‐1.0  ‐1.0  ‐1.1  ‐1.1 
EWMA  BEKK(T)  ‐0.9  2.8  ‐1.0  ‐1.8  ‐2.4  ‐2.2  ‐1.7  ‐2.0  ‐2.0  ‐1.8  ‐2.0  ‐2.0  ‐2.0  ‐2.1  ‐2.3  ‐2.5  ‐2.5 
SHR  CCC  2.3  2.4  2.8  4.2  4.3  4.4  3.5  4.1  4.1  3.4  3.6  3.6  3.7  3.6  3.7  3.9  3.9 
SHR  DCC(N)  2.3  2.5  2.9  4.1  4.2  4.2  3.4  4.0  4.0  3.4  3.6  3.6  3.6  3.5  3.7  3.9  3.8 
SHR  cDCC(N)  2.3  2.5  2.8  4.1  4.2  4.2  3.4  4.0  4.0  3.4  3.6  3.6  3.6  3.5  3.7  3.9  3.8 
SHR  BEKK(N)  2.3  2.1  2.5  3.8  4.0  3.9  3.3  4.0  4.0  3.7  3.9  4.0  4.0  4.0  4.3  4.5  4.5 
SHR  DCC(T)  2.3  2.5  2.9  4.0  4.2  4.2  3.4  4.0  4.0  3.4  3.6  3.6  3.6  3.5  3.7  3.9  3.8 
SHR  cDCC(T)  2.3  2.5  2.8  4.0  4.1  4.2  3.4  4.0  4.0  3.4  3.6  3.6  3.6  3.5  3.7  3.9  3.8 
SHR  BEKK(T)  2.3  2.1  2.5  3.9  4.1  4.2  3.6  4.3  4.3  4.1  4.3  4.3  4.3  4.3  4.5  4.7  4.7 
CCC  DCC(N)  1.5  2.6  2.8  3.2  3.2  3.1  2.8  2.8  2.9  2.7  2.8  2.9  2.8  2.8  2.8  2.9  2.8 
CCC  cDCC(N)  1.4  2.5  2.7  3.1  3.1  3.1  2.7  2.8  2.9  2.7  2.8  2.8  2.8  2.8  2.8  2.9  2.8 
CCC  BEKK(N)  1.0  1.2  1.4  2.0  0.9  0.2  ‐1.7  ‐1.7  ‐2.0  ‐1.5  ‐1.8  ‐2.0  ‐2.2  ‐2.4  ‐2.7  ‐2.9  ‐2.9 
CCC  DCC(T)  1.6  2.6  2.7  2.9  3.0  3.1  2.8  2.8  2.9  2.7  2.8  2.8  2.8  2.7  2.7  2.8  2.7 
CCC  cDCC(T)  1.5  2.5  2.6  2.9  2.9  3.1  2.8  2.8  2.9  2.7  2.8  2.8  2.8  2.7  2.8  2.8  2.7 
CCC  BEKK(T)  1.0  1.1  1.3  1.9  ‐0.7  ‐2.3  ‐2.6  ‐2.6  ‐2.8  ‐2.1  ‐2.5  ‐2.6  ‐2.8  ‐2.9  ‐3.1  ‐3.4  ‐3.4 
DCC(N)  cDCC(N)  0.4  1.8  1.9  2.4  2.2  2.5  2.2  2.2  2.3  2.3  2.4  2.5  2.6  2.6  2.8  3.0  2.9 
DCC(N)  BEKK(N)  ‐1.7  ‐0.1  ‐0.1  0.4  ‐2.5  ‐3.2  ‐2.9  ‐2.6  ‐2.8  ‐2.0  ‐2.2  ‐2.3  ‐2.4  ‐2.5  ‐2.7  ‐2.9  ‐2.9 
DCC(N)  DCC(T)  ‐0.6  2.1  2.2  0.6  ‐1.3  ‐2.7  ‐2.5  ‐1.1  ‐2.0  ‐1.6  ‐2.0  ‐0.6  ‐0.5  ‐0.3  ‐0.7  ‐0.9  ‐0.9 
DCC(N)  cDCC(T)  ‐1.8  2.0  2.0  2.1  0.2  1.5  1.6  2.2  1.9  2.0  1.2  1.3  1.6  0.8  0.5  0.3  0.0 
DCC(N)  BEKK(T)  ‐1.6  ‐0.2  ‐0.6  ‐0.1  ‐3.3  ‐3.4  ‐2.7  ‐2.9  ‐3.1  ‐2.4  ‐2.6  ‐2.7  ‐2.8  ‐2.9  ‐3.1  ‐3.4  ‐3.4 
cDCC(N)  BEKK(N)  ‐1.6  ‐0.2  ‐0.4  0.2  ‐2.7  ‐3.3  ‐2.9  ‐2.7  ‐2.9  ‐2.0  ‐2.2  ‐2.3  ‐2.4  ‐2.5  ‐2.7  ‐2.9  ‐2.9 
cDCC(N)  DCC(T)  ‐0.6  ‐0.6  ‐1.1  ‐0.8  ‐2.2  ‐2.6  ‐2.3  ‐2.1  ‐2.4  ‐2.2  ‐2.4  ‐1.8  ‐2.0  ‐1.2  ‐1.5  ‐1.7  ‐1.7 
cDCC(N)  cDCC(T)  ‐1.0  2.2  2.0  1.9  ‐1.8  ‐0.3  ‐2.2  ‐0.2  ‐1.4  ‐1.3  ‐1.7  ‐0.4  ‐0.2  ‐0.2  ‐0.6  ‐0.8  ‐1.0 
cDCC(N)  BEKK(T)  ‐1.6  ‐0.4  ‐0.9  ‐0.4  ‐3.3  ‐3.4  ‐2.7  ‐2.9  ‐3.1  ‐2.4  ‐2.6  ‐2.7  ‐2.8  ‐2.9  ‐3.1  ‐3.4  ‐3.4 
BEKK(N)  DCC(T)  1.5  0.2  0.3  ‐0.3  2.0  3.1  2.9  2.6  2.8  2.0  2.2  2.3  2.4  2.5  2.7  2.9  2.9 
BEKK(N)  cDCC(T)  1.4  0.4  0.7  0.4  2.4  3.1  2.9  2.7  2.8  2.0  2.2  2.3  2.4  2.5  2.7  2.9  2.9 
BEKK(N)  BEKK(T)  ‐0.7  ‐1.5  ‐1.5  ‐2.1  ‐2.7  ‐2.5  ‐2.1  ‐2.6  ‐2.7  ‐2.6  ‐2.9  ‐3.1  ‐3.2  ‐3.4  ‐3.8  ‐4.1  ‐4.1 
DCC(T)  cDCC(T)  ‐0.5  1.7  1.9  2.7  1.4  2.0  2.4  2.2  2.5  2.4  2.5  2.6  2.6  2.7  2.7  2.9  2.8 
DCC(T)  BEKK(T)  ‐1.6  ‐0.3  ‐0.8  ‐0.2  ‐3.0  ‐3.4  ‐2.7  ‐2.9  ‐3.1  ‐2.4  ‐2.6  ‐2.7  ‐2.8  ‐2.9  ‐3.1  ‐3.4  ‐3.4 
cDCC(T)  BEKK(T)  ‐1.5  ‐0.6  ‐1.2  ‐1.0  ‐3.1  ‐3.3  ‐2.7  ‐2.9  ‐3.1  ‐2.4  ‐2.6  ‐2.7  ‐2.8  ‐2.9  ‐3.1  ‐3.4  ‐3.4 
 
The table reports in the first and second columns the compared models. The first row reports 
the  cross‐sectional dimension. Bold dark‐grey  shaded numbers  identify a preference  for  the 
first  model,  while  light‐grey  shaded  numbers  identify  a  preference  for  the  second  model. 
Numbers without shaded areas denote statistically equivalent models. 
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Table C.2: Amisano‐Giacomini test (entire distribution) 
 
    2  3  4  5  10  15  20  25  30  35  40  45  50  60  70  80  89 
EWMA  SHR  ‐2.7  ‐2.9  ‐3.9  ‐6.1  ‐5.2 ‐4.1 ‐3.7 ‐4.0 ‐2.0 ‐0.4 2.0  3.6  4.2  5.6  6.4  6.7  6.8 
EWMA  CCC  0.7  0.0  ‐0.4  0.6  1.9  2.8  3.4  4.1  3.8  4.4  4.8  4.7  4.8  5.6  6.4  6.7  6.7 
EWMA  DCC(N)  2.0  1.2  1.4  1.9  3.0  3.6  3.9  4.4  4.1  4.6  4.9  4.8  4.9  5.6  6.4  6.7  6.7 
EWMA  cDCC(N)  2.0  1.3  1.6  2.1  3.1  3.6  3.9  4.4  4.1  4.6  4.9  4.8  4.9  5.6  6.4  6.7  6.7 
EWMA  BEKK(N)  0.5  2.6  2.2  1.1  2.7  3.4  5.0  5.6  5.4  5.9  6.1  5.7  5.6  6.3  7.0  7.1  7.0 
EWMA  DCC(T)  2.0  1.2  1.5  2.1  3.0  3.5  3.8  4.4  4.0  4.5  4.9  4.8  4.9  5.6  6.4  6.7  6.7 
EWMA  cDCC(T)  1.9  1.4  1.7  2.3  3.1  3.5  3.9  4.4  4.1  4.5  4.9  4.8  4.9  5.6  6.4  6.7  6.7 
EWMA  BEKK(T)  0.6  2.5  1.6  0.6  1.5  2.9  4.4  5.0  5.0  5.4  5.8  5.4  5.3  6.0  6.7  6.9  6.9 
SHR  CCC  2.9  3.3  3.8  5.9  5.3  5.2  5.2  5.3  5.3  4.5  4.3  4.2  4.2  4.4  4.6  4.6  4.7 
SHR  DCC(N)  3.0  3.6  4.1  6.1  5.6  5.5  5.5  5.5  5.5  4.6  4.4  4.4  4.4  4.5  4.7  4.7  4.7 
SHR  cDCC(N)  3.1  3.6  4.2  6.1  5.6  5.5  5.5  5.5  5.5  4.7  4.4  4.4  4.4  4.5  4.7  4.7  4.7 
SHR  BEKK(N)  2.9  3.3  4.2  6.2  5.8  5.8  6.4  6.2  6.3  5.4  5.3  5.4  5.5  5.5  5.4  5.3  5.6 
SHR  DCC(T)  3.1  3.6  4.1  6.1  5.6  5.5  5.5  5.5  5.5  4.6  4.4  4.4  4.3  4.5  4.6  4.7  4.7 
SHR  cDCC(T)  3.1  3.7  4.2  6.1  5.6  5.5  5.5  5.6  5.5  4.6  4.4  4.4  4.4  4.5  4.7  4.7  4.7 
SHR  BEKK(T)  2.9  3.4  4.2  6.3  5.8  6.1  6.7  6.3  6.5  5.5  5.3  5.3  5.4  5.4  5.5  5.5  5.6 
CCC  DCC(N)  1.0  3.2  4.9  3.8  5.7  5.6  7.0  6.1  7.3  7.0  7.8  8.3  8.4  8.6  7.8  7.2  7.6 
CCC  cDCC(N)  0.9  3.1  4.8  3.7  5.4  5.6  6.9  5.9  7.2  6.8  7.5  8.0  8.1  8.3  7.6  7.1  7.6 
CCC  BEKK(N)  ‐0.6 0.9  1.1  ‐0.4  ‐1.2 ‐1.6 ‐1.8 ‐2.3 ‐2.1 ‐2.5 ‐2.6 ‐2.5 ‐2.5 ‐2.9 ‐3.2  ‐3.4  ‐3.4 
CCC  DCC(T)  1.3  3.2  5.1  4.7  6.4  5.8  7.2  6.1  7.4  6.9  7.7  7.9  8.0  7.5  6.8  6.0  6.2 
CCC  cDCC(T)  1.2  3.2  4.9  4.3  5.6  7.3  7.2  7.3  7.3  6.7  7.4  7.6  7.7  7.4  6.7  6.0  6.2 
CCC  BEKK(T)  ‐0.5 0.9  1.0  ‐0.5  ‐1.3 ‐1.5 ‐1.8 ‐2.3 ‐2.2 ‐2.5 ‐2.7 ‐2.6 ‐2.6 ‐3.1 ‐3.4  ‐3.6  ‐3.8 
DCC(N)  cDCC(N)  ‐0.3 1.3  2.8  1.8  2.6  3.9  3.5  2.8  3.3  2.9  2.9  3.3  3.4  3.0  2.1  2.6  2.2 
DCC(N)  BEKK(N)  ‐2.0 ‐0.3  ‐0.8  ‐1.6  ‐2.2 ‐2.3 ‐2.4 ‐2.7 ‐2.5 ‐2.7 ‐2.8 ‐2.7 ‐2.7 ‐3.1 ‐3.3  ‐3.5  ‐3.5 
DCC(N)  DCC(T)  1.1  1.9  3.2  1.9  0.2  ‐2.8 ‐3.9 ‐2.1 ‐4.0 ‐3.1 ‐4.2 ‐4.6 ‐3.9 ‐4.2 ‐3.9  ‐3.6  ‐3.5 
DCC(N)  cDCC(T)  0.4  2.3  3.5  2.2  1.8  1.6  ‐0.7 2.2  ‐2.4 ‐1.6 ‐3.1 ‐3.8 ‐2.5 ‐3.5 ‐3.1  ‐2.7  ‐2.8 
DCC(N)  BEKK(T)  ‐2.0 ‐0.4  ‐0.9  ‐1.7  ‐2.2 ‐2.2 ‐2.3 ‐2.8 ‐2.6 ‐2.8 ‐2.9 ‐2.8 ‐2.9 ‐3.3 ‐3.6  ‐3.7  ‐3.9 
cDCC(N)  BEKK(N)  ‐2.1 ‐0.5  ‐1.0  ‐1.8  ‐2.3 ‐2.4 ‐2.4 ‐2.8 ‐2.5 ‐2.8 ‐2.8 ‐2.7 ‐2.7 ‐3.1 ‐3.3  ‐3.5  ‐3.5 
cDCC(N)  DCC(T)  0.8  ‐0.3  ‐1.3  1.4  ‐0.8 ‐3.7 ‐4.1 ‐2.8 ‐4.2 ‐3.5 ‐4.2 ‐4.7 ‐4.2 ‐4.3 ‐3.8  ‐4.0  ‐3.8 
cDCC(N)  cDCC(T)  0.4  3.0  3.1  1.9  ‐1.6 0.3  ‐3.2 1.5  ‐3.7 ‐3.0 ‐3.9 ‐4.3 ‐3.6 ‐4.0 ‐3.3  ‐3.3  ‐3.2 
cDCC(N)  BEKK(T)  ‐2.0 ‐0.5  ‐1.1  ‐1.8  ‐2.3 ‐2.3 ‐2.4 ‐2.8 ‐2.6 ‐2.8 ‐3.0 ‐2.9 ‐2.9 ‐3.3 ‐3.6  ‐3.7  ‐3.9 
BEKK(N)  DCC(T)  2.0  0.4  0.9  1.8  2.1  2.3  2.3  2.7  2.4  2.7  2.8  2.7  2.7  3.1  3.3  3.5  3.5 
BEKK(N)  cDCC(T)  2.0  0.6  1.2  2.0  2.2  2.3  2.4  2.8  2.5  2.7  2.8  2.7  2.7  3.1  3.3  3.5  3.5 
BEKK(N)  BEKK(T)  0.9  ‐0.4  ‐0.8  ‐1.4  ‐1.7 0.1  ‐0.6 ‐0.6 0.4  0.6  0.6  1.2  1.3  1.7  1.7  1.7  1.5 
DCC(T)  cDCC(T)  ‐1.3 1.6  2.8  1.2  0.4  2.5  3.8  3.0  3.6  3.0  3.2  3.7  3.8  3.5  4.0  4.1  4.1 
DCC(T)  BEKK(T)  ‐2.0 ‐0.5  ‐1.0  ‐1.9  ‐2.2 ‐2.2 ‐2.3 ‐2.8 ‐2.5 ‐2.8 ‐2.9 ‐2.8 ‐2.8 ‐3.3 ‐3.5  ‐3.7  ‐3.8 
cDCC(T)  BEKK(T)  ‐1.9 ‐0.6  ‐1.3  ‐2.0  ‐2.2 ‐2.3 ‐2.3 ‐2.8 ‐2.5 ‐2.8 ‐2.9 ‐2.8 ‐2.9 ‐3.3 ‐3.5  ‐3.7  ‐3.8 
 
The table reports in the first and second columns the compared models. The first row reports 
the  cross‐sectional dimension. Bold dark‐grey  shaded numbers  identify a preference  for  the 
first  model,  while  light‐grey  shaded  numbers  identify  a  preference  for  the  second  model. 
Numbers without shaded areas denote statistically equivalent models. 
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Table C.3: Model confidence set – Amisano‐Giacomini loss function at the model level 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
  R statistic                 
2  0.143  0.034  0.335  0.448  0.448  0.083  1.000  0.448  0.099 
3  0.126  0.018  0.060  0.182  0.182  0.182  0.182  1.000  0.182 
4  0.023  0.002  0.004  0.023  0.023  0.023  0.023  1.000  0.023 
5  0.014  0.000  0.014  0.038  0.070  0.031  0.242  1.000  0.014 
10  0.006  0.000  0.006  0.183  1.000  0.006  0.357  0.357  0.006 
15  0.003  0.000  0.003  0.032  0.768  0.003  0.016  1.000  0.003 
20  0.001  0.000  0.001  0.013  1.000  0.001  0.006  0.013  0.001 
25  0.001  0.000  0.001  0.059  0.216  0.001  0.023  1.000  0.001 
30  0.002  0.001  0.002  0.028  1.000  0.002  0.002  0.002  0.002 
35  0.001  0.001  0.001  0.050  1.000  0.001  0.011  0.023  0.001 
40  0.000  0.000  0.000  0.045  1.000  0.000  0.001  0.001  0.000 
45  0.001  0.001  0.001  0.030  1.000  0.001  0.001  0.001  0.001 
50  0.001  0.001  0.001  0.025  1.000  0.001  0.003  0.008  0.001 
60  0.000  0.000  0.000  0.039  1.000  0.000  0.002  0.004  0.000 
70  0.000  0.001  0.001  0.079  1.000  0.001  0.006  0.022  0.001 
80  0.000  0.001  0.001  0.013  1.000  0.001  0.004  0.013  0.001 
89  0.000  0.001  0.001  0.037  1.000  0.001  0.007  0.020  0.001 
  SQ statistic               
2  0.143  0.034  0.335  0.448  0.448  0.083  1.000  0.448  0.099 
3  0.126  0.018  0.060  0.182  0.182  0.182  0.182  1.000  0.182 
4  0.023  0.002  0.004  0.023  0.023  0.023  0.023  1.000  0.023 
5  0.014  0.000  0.014  0.038  0.070  0.031  0.242  1.000  0.014 
10  0.006  0.000  0.006  0.183  1.000  0.006  0.357  0.357  0.006 
15  0.003  0.000  0.003  0.032  0.768  0.003  0.016  1.000  0.003 
20  0.001  0.000  0.001  0.013  1.000  0.001  0.006  0.013  0.001 
25  0.001  0.000  0.001  0.059  0.216  0.001  0.023  1.000  0.001 
30  0.002  0.001  0.002  0.028  1.000  0.002  0.002  0.002  0.002 
35  0.001  0.001  0.001  0.050  1.000  0.001  0.011  0.023  0.001 
40  0.000  0.000  0.000  0.045  1.000  0.000  0.001  0.001  0.000 
45  0.001  0.001  0.001  0.030  1.000  0.001  0.001  0.001  0.001 
50  0.001  0.001  0.001  0.025  1.000  0.001  0.003  0.008  0.001 
60  0.000  0.000  0.000  0.039  1.000  0.000  0.002  0.004  0.000 
70  0.000  0.001  0.001  0.079  1.000  0.001  0.006  0.022  0.001 
80  0.000  0.001  0.001  0.013  1.000  0.001  0.004  0.013  0.001 
89  0.000  0.001  0.001  0.037  1.000  0.001  0.007  0.020  0.001 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The two panels report  the p‐values  for  the construction of  the model confidence set  for  the 
statistics R and SQ. Bold dark grey shaded number over rows denotes models  included  in the 
confidence set at the 5% confidence level. Additional models included in the confidence set at 
the 1% confidence level are identified by light grey shades. 
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Table C.4: Model confidence set – MSE loss function at the model level 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
  R statistic                 
2  0.585  0.172  0.320  0.737  1.000  0.341  0.675  0.585  0.287 
3  0.262  0.129  0.191  0.318  0.345  0.345  0.345  1.000  0.318 
4  0.355  0.143  0.231  0.355  0.355  0.355  0.355  1.000  0.355 
5  1.000  0.038  0.130  0.273  0.389  0.439  0.295  0.722  0.273 
10  1.000  0.010  0.093  0.303  0.792  0.055  0.262  0.303  0.028 
15  1.000  0.013  0.078  0.281  0.791  0.040  0.151  0.791  0.026 
20  1.000  0.040  0.101  0.222  0.755  0.060  0.147  0.303  0.079 
25  1.000  0.014  0.113  0.284  0.903  0.054  0.220  0.903  0.036 
30  1.000  0.019  0.089  0.237  0.571  0.053  0.149  0.474  0.039 
35  1.000  0.034  0.100  0.242  0.573  0.082  0.167  0.511  0.069 
40  1.000  0.026  0.086  0.238  0.497  0.064  0.134  0.333  0.047 
45  1.000  0.031  0.124  0.341  0.683  0.088  0.277  0.683  0.061 
50  1.000  0.034  0.118  0.297  0.681  0.089  0.238  0.681  0.063 
60  1.000  0.033  0.138  0.351  0.657  0.098  0.306  0.657  0.064 
70  1.000  0.026  0.119  0.300  0.592  0.079  0.246  0.592  0.048 
80  1.000  0.017  0.107  0.258  0.508  0.061  0.198  0.508  0.036 
89  1.000  0.020  0.108  0.249  0.391  0.062  0.195  0.249  0.035 
  SQ statistic               
2  0.585  0.172  0.320  0.737  1.000  0.341  0.675  0.585  0.287 
3  0.262  0.129  0.191  0.318  0.345  0.345  0.345  1.000  0.318 
4  0.355  0.143  0.231  0.355  0.355  0.355  0.355  1.000  0.355 
5  1.000  0.038  0.130  0.273  0.389  0.439  0.295  0.722  0.273 
10  1.000  0.010  0.093  0.303  0.792  0.055  0.262  0.303  0.028 
15  1.000  0.013  0.078  0.281  0.791  0.040  0.151  0.791  0.026 
20  1.000  0.040  0.101  0.222  0.755  0.060  0.147  0.303  0.079 
25  1.000  0.014  0.113  0.284  0.903  0.054  0.220  0.903  0.036 
30  1.000  0.019  0.089  0.237  0.571  0.053  0.149  0.474  0.039 
35  1.000  0.034  0.100  0.242  0.573  0.082  0.167  0.511  0.069 
40  1.000  0.026  0.086  0.238  0.497  0.064  0.134  0.333  0.047 
45  1.000  0.031  0.124  0.341  0.683  0.088  0.277  0.683  0.061 
50  1.000  0.034  0.118  0.297  0.681  0.089  0.238  0.681  0.063 
60  1.000  0.033  0.138  0.351  0.657  0.098  0.306  0.657  0.064 
70  1.000  0.026  0.119  0.300  0.592  0.079  0.246  0.592  0.048 
80  1.000  0.017  0.107  0.258  0.508  0.061  0.198  0.508  0.036 
89  1.000  0.020  0.108  0.249  0.391  0.062  0.195  0.249  0.035 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The two panels report  the p‐values  for  the construction of  the model confidence set  for  the 
statistics R and SQ. Bold dark grey shaded number over rows denotes models  included  in the 
confidence set at the 5% confidence level. Additional models included in the confidence set at 
the 1% confidence level are identified by light grey shades. 
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Table C.5: Diebold‐Mariano model comparison based on MSE loss function for EW portfolios 
 
    2  3  4  5  10  15  20  25  30  35  40  45  50  60  70  80  89 
EWMA  SHR  ‐1.8 ‐1.9  ‐2.2  ‐3.1  ‐3.1 ‐2.8 ‐2.4 ‐2.6 ‐2.5 ‐2.4 ‐2.5 ‐2.5 ‐2.5 ‐2.5 ‐2.5  ‐2.6  ‐2.5 
EWMA  CCC  ‐0.8 0.1  ‐0.7  ‐1.3  ‐1.4 ‐1.5 ‐1.3 ‐1.2 ‐1.3 ‐1.2 ‐1.2 ‐1.3 ‐1.3 ‐1.4 ‐1.4  ‐1.4  ‐1.4 
EWMA  DCC(N)  ‐0.1 1.8  0.7  ‐0.5  ‐0.3 ‐0.7 ‐0.6 ‐0.6 ‐0.9 ‐0.8 ‐0.9 ‐1.0 ‐1.1 ‐1.1 ‐1.1  ‐1.2  ‐1.2 
EWMA  cDCC(N)  0.1  2.0  1.0  ‐0.3  ‐0.1 ‐0.6 ‐0.6 ‐0.6 ‐0.8 ‐0.8 ‐0.9 ‐0.9 ‐1.0 ‐1.1 ‐1.1  ‐1.2  ‐1.2 
EWMA  BEKK(N)  ‐0.8 2.7  ‐0.5  ‐1.2  ‐1.5 ‐1.6 ‐1.5 ‐1.6 ‐1.6 ‐1.6 ‐1.7 ‐1.7 ‐1.7 ‐1.8 ‐1.8  ‐1.9  ‐1.9 
EWMA  DCC(T)  ‐0.3 1.9  0.9  ‐0.3  ‐0.2 ‐0.7 ‐0.7 ‐0.6 ‐0.9 ‐0.8 ‐0.9 ‐1.0 ‐1.1 ‐1.1 ‐1.1  ‐1.2  ‐1.2 
EWMA  cDCC(T)  ‐0.3 2.2  1.3  0.1  ‐0.2 ‐0.6 ‐0.6 ‐0.6 ‐0.9 ‐0.8 ‐0.9 ‐1.0 ‐1.0 ‐1.1 ‐1.1  ‐1.2  ‐1.2 
EWMA  BEKK(T)  ‐0.9 2.7  ‐1.0  ‐1.3  ‐1.6 ‐1.7 ‐1.6 ‐1.7 ‐1.8 ‐1.8 ‐1.8 ‐1.9 ‐1.9 ‐2.0 ‐2.1  ‐2.2  ‐2.2 
SHR  CCC  2.1  2.6  2.9  3.9  4.0  3.7  3.3  3.5  3.4  3.2  3.3  3.3  3.3  3.2  3.3  3.4  3.3 
SHR  DCC(N)  1.8  2.5  2.7  3.6  3.7  3.5  3.2  3.4  3.3  3.2  3.2  3.2  3.2  3.2  3.2  3.3  3.3 
SHR  cDCC(N)  1.8  2.4  2.7  3.6  3.7  3.4  3.1  3.4  3.3  3.1  3.2  3.2  3.2  3.2  3.2  3.3  3.3 
SHR  BEKK(N)  1.8  2.0  2.3  3.2  3.4  3.3  3.0  3.3  3.3  3.3  3.4  3.5  3.6  3.6  3.8  4.0  4.0 
SHR  DCC(T)  1.9  2.5  2.7  3.6  3.7  3.5  3.2  3.4  3.3  3.2  3.2  3.2  3.2  3.2  3.2  3.3  3.3 
SHR  cDCC(T)  1.8  2.4  2.6  3.5  3.7  3.4  3.2  3.4  3.3  3.1  3.2  3.2  3.2  3.2  3.2  3.3  3.3 
SHR  BEKK(T)  1.8  2.0  2.3  3.3  3.6  3.6  3.4  3.6  3.7  3.6  3.8  3.9  3.9  4.0  4.1  4.2  4.2 
CCC  DCC(N)  1.0  1.7  2.1  2.5  2.6  2.7  2.6  2.7  2.8  2.7  2.8  2.8  2.8  2.8  2.7  2.8  2.7 
CCC  cDCC(N)  0.9  1.6  2.0  2.4  2.5  2.7  2.6  2.7  2.8  2.7  2.8  2.8  2.8  2.8  2.7  2.8  2.7 
CCC  BEKK(N)  0.8  0.2  0.7  1.3  0.9  0.3  ‐0.5 ‐1.2 ‐1.3 ‐1.6 ‐1.8 ‐1.9 ‐2.0 ‐2.1 ‐2.3  ‐2.3  ‐2.4 
CCC  DCC(T)  1.0  1.7  2.0  2.3  2.7  2.7  2.6  2.7  2.8  2.7  2.7  2.8  2.8  2.7  2.7  2.7  2.6 
CCC  cDCC(T)  0.9  1.6  1.9  2.3  2.5  2.7  2.6  2.7  2.8  2.7  2.7  2.7  2.8  2.7  2.7  2.7  2.6 
CCC  BEKK(T)  0.7  0.1  0.5  1.2  0.0  ‐1.1 ‐2.0 ‐2.2 ‐2.1 ‐2.1 ‐2.3 ‐2.4 ‐2.5 ‐2.6 ‐2.7  ‐2.8  ‐2.8 
DCC(N)  cDCC(N)  0.5  0.9  1.2  1.7  1.8  2.2  2.2  2.3  2.4  2.4  2.5  2.6  2.6  2.6  2.7  2.8  2.7 
DCC(N)  BEKK(N)  ‐1.4 ‐1.2  ‐1.1  0.0  ‐1.9 ‐2.1 ‐2.4 ‐2.4 ‐2.2 ‐2.1 ‐2.2 ‐2.2 ‐2.3 ‐2.3 ‐2.4  ‐2.4  ‐2.4 
DCC(N)  DCC(T)  ‐0.6 1.9  1.7  1.4  0.6  ‐2.4 ‐2.4 ‐0.8 ‐2.4 ‐2.1 ‐2.5 ‐1.7 ‐1.3 ‐1.0 ‐1.1  ‐1.2  ‐1.2 
DCC(N)  cDCC(T)  ‐1.6 1.2  1.4  1.8  1.5  1.4  0.2  2.2  1.6  1.6  0.2  0.5  1.2  0.3  0.2  0.0  ‐0.2 
DCC(N)  BEKK(T)  ‐1.7 ‐1.5  ‐1.8  ‐0.4  ‐2.4 ‐2.4 ‐2.4 ‐2.5 ‐2.5 ‐2.4 ‐2.5 ‐2.5 ‐2.6 ‐2.6 ‐2.7  ‐2.8  ‐2.8 
cDCC(N)  BEKK(N)  ‐1.3 ‐1.5  ‐1.5  ‐0.3  ‐2.1 ‐2.2 ‐2.5 ‐2.4 ‐2.3 ‐2.2 ‐2.2 ‐2.2 ‐2.3 ‐2.3 ‐2.4  ‐2.4  ‐2.4 
cDCC(N)  DCC(T)  ‐0.6 0.0  ‐0.5  0.6  ‐0.8 ‐2.3 ‐2.3 ‐2.1 ‐2.5 ‐2.4 ‐2.6 ‐2.3 ‐2.3 ‐1.8 ‐1.9  ‐2.1  ‐2.0 
cDCC(N)  cDCC(T)  ‐1.0 1.6  1.6  1.8  ‐1.3 ‐0.3 ‐2.3 ‐1.0 ‐1.9 ‐1.8 ‐2.3 ‐1.4 ‐0.9 ‐0.8 ‐1.0  ‐1.2  ‐1.3 
cDCC(N)  BEKK(T)  ‐1.4 ‐1.8  ‐2.2  ‐0.7  ‐2.5 ‐2.4 ‐2.4 ‐2.6 ‐2.5 ‐2.4 ‐2.5 ‐2.5 ‐2.6 ‐2.6 ‐2.7  ‐2.8  ‐2.8 
BEKK(N)  DCC(T)  1.2  1.4  1.4  0.3  1.8  2.1  2.4  2.3  2.2  2.1  2.2  2.2  2.2  2.3  2.3  2.4  2.4 
BEKK(N)  cDCC(T)  1.0  1.7  1.9  1.0  2.1  2.1  2.4  2.4  2.2  2.1  2.2  2.2  2.2  2.3  2.3  2.4  2.4 
BEKK(N)  BEKK(T)  ‐1.3 ‐1.5  ‐1.5  ‐1.4  ‐1.7 ‐1.9 ‐1.9 ‐2.1 ‐2.3 ‐2.3 ‐2.6 ‐2.7 ‐2.8 ‐3.0 ‐3.3  ‐3.6  ‐3.7 
DCC(T)  cDCC(T)  ‐0.2 0.9  1.3  2.0  0.6  1.9  2.2  2.2  2.5  2.5  2.5  2.6  2.6  2.7  2.7  2.8  2.8 
DCC(T)  BEKK(T)  ‐1.6 ‐1.7  ‐2.0  ‐0.8  ‐2.4 ‐2.3 ‐2.4 ‐2.5 ‐2.5 ‐2.4 ‐2.5 ‐2.5 ‐2.6 ‐2.6 ‐2.7  ‐2.8  ‐2.8 
cDCC(T)  BEKK(T)  ‐1.4 ‐2.0  ‐2.4  ‐1.4  ‐2.4 ‐2.3 ‐2.4 ‐2.5 ‐2.5 ‐2.4 ‐2.5 ‐2.5 ‐2.6 ‐2.6 ‐2.7  ‐2.8  ‐2.8 
 
The table reports in the first and second columns the compared models. The first row reports 
the  cross‐sectional dimension. Bold dark‐grey  shaded numbers  identify a preference  for  the 
first  model,  while  light‐grey  shaded  numbers  identify  a  preference  for  the  second  model. 
Numbers without shaded areas denote statistically equivalent models. 
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Table C.6: Diebold‐Mariano model comparison based on QLIKE loss function for EW portfolios 
 
    2  3  4  5  10  15  20  25  30  35  40  45  50  60  70  80  89 
EWMA  SHR  ‐2.6  ‐2.9  ‐3.3  ‐4.4  ‐4.4 ‐4.0 ‐3.7 ‐3.9 ‐3.8 ‐3.5 ‐3.7 ‐3.6 ‐3.6 ‐3.5 ‐3.6  ‐3.7  ‐3.6 
EWMA  CCC  ‐2.2 0.6  ‐1.2  ‐2.1  ‐2.3 ‐2.6 ‐2.3 ‐2.1 ‐2.4 ‐2.3 ‐2.3 ‐2.5 ‐2.5 ‐2.4 ‐2.5  ‐2.5  ‐2.6 
EWMA  DCC(N)  ‐1.6 2.0  1.0  ‐0.6  ‐0.8 ‐1.6 ‐1.5 ‐1.3 ‐1.7 ‐1.6 ‐1.8 ‐2.0 ‐2.1 ‐2.1 ‐2.2  ‐2.3  ‐2.4 
EWMA  cDCC(N)  ‐1.6 2.1  1.3  ‐0.4  ‐0.6 ‐1.5 ‐1.4 ‐1.3 ‐1.7 ‐1.6 ‐1.8 ‐2.0 ‐2.1 ‐2.1 ‐2.2  ‐2.3  ‐2.4 
EWMA  BEKK(N)  ‐1.0 2.4  ‐1.2  ‐2.1  ‐2.3 ‐2.2 ‐2.2 ‐2.3 ‐2.3 ‐2.2 ‐2.3 ‐2.4 ‐2.4 ‐2.4 ‐2.4  ‐2.5  ‐2.5 
EWMA  DCC(T)  ‐1.7 2.0  1.2  ‐0.3  ‐0.5 ‐1.6 ‐1.6 ‐1.3 ‐1.8 ‐1.7 ‐1.8 ‐2.1 ‐2.1 ‐2.2 ‐2.2  ‐2.3  ‐2.4 
EWMA  cDCC(T)  ‐1.9 2.2  1.7  0.2  ‐0.6 ‐1.4 ‐1.5 ‐1.3 ‐1.7 ‐1.6 ‐1.8 ‐2.0 ‐2.1 ‐2.1 ‐2.2  ‐2.3  ‐2.4 
EWMA  BEKK(T)  ‐1.1 2.1  ‐1.7  ‐2.2  ‐2.4 ‐2.4 ‐2.3 ‐2.5 ‐2.5 ‐2.4 ‐2.5 ‐2.6 ‐2.6 ‐2.6 ‐2.7  ‐2.8  ‐2.9 
SHR  CCC  2.4  3.3  3.4  4.5  4.5  4.0  3.8  4.0  3.8  3.6  3.7  3.7  3.7  3.6  3.7  3.7  3.7 
SHR  DCC(N)  2.6  3.2  3.4  4.5  4.5  4.0  3.8  4.0  3.9  3.6  3.7  3.7  3.7  3.6  3.7  3.7  3.7 
SHR  cDCC(N)  2.6  3.2  3.4  4.5  4.5  4.0  3.8  4.0  3.9  3.6  3.7  3.7  3.7  3.6  3.7  3.7  3.7 
SHR  BEKK(N)  2.6  3.0  3.3  4.4  4.4  4.1  3.8  4.0  3.9  3.7  3.8  3.9  3.9  3.8  3.9  4.0  4.0 
SHR  DCC(T)  2.6  3.2  3.4  4.5  4.5  4.0  3.8  4.0  3.9  3.6  3.7  3.7  3.7  3.6  3.7  3.7  3.7 
SHR  cDCC(T)  2.5  3.2  3.4  4.4  4.4  4.0  3.8  4.0  3.9  3.6  3.7  3.7  3.7  3.6  3.7  3.7  3.7 
SHR  BEKK(T)  2.6  3.0  3.3  4.4  4.5  4.1  3.9  4.1  4.0  3.8  3.9  4.0  4.0  3.9  4.0  4.1  4.1 
CCC  DCC(N)  2.2  2.1  2.8  3.3  3.5  3.6  3.4  3.6  3.8  3.6  3.7  3.8  3.7  3.5  3.4  3.4  3.4 
CCC  cDCC(N)  2.2  2.1  2.7  3.3  3.4  3.5  3.3  3.5  3.7  3.6  3.7  3.8  3.7  3.5  3.4  3.4  3.4 
CCC  BEKK(N)  2.3  0.0  1.0  1.6  0.9  0.2  ‐0.9 ‐1.6 ‐1.6 ‐1.7 ‐1.9 ‐1.9 ‐2.0 ‐2.1 ‐2.2  ‐2.3  ‐2.3 
CCC  DCC(T)  2.2  2.1  2.8  3.2  3.6  3.6  3.4  3.6  3.7  3.5  3.6  3.6  3.5  3.2  3.1  3.1  3.1 
CCC  cDCC(T)  2.2  2.1  2.7  3.2  3.4  3.5  3.3  3.4  3.7  3.5  3.6  3.6  3.5  3.2  3.1  3.2  3.1 
CCC  BEKK(T)  2.3  ‐0.2  0.6  1.2  ‐0.5 ‐1.2 ‐2.0 ‐2.3 ‐2.2 ‐2.2 ‐2.3 ‐2.4 ‐2.4 ‐2.5 ‐2.7  ‐2.8  ‐2.8 
DCC(N)  cDCC(N)  0.8  1.2  1.9  2.4  2.6  3.0  2.9  2.7  2.9  3.1  3.1  3.4  3.5  3.5  2.8  2.9  2.7 
DCC(N)  BEKK(N)  0.8  ‐1.6  ‐1.6  ‐0.5  ‐2.0 ‐2.0 ‐2.2 ‐2.3 ‐2.2 ‐2.1 ‐2.2 ‐2.2 ‐2.2 ‐2.3 ‐2.3  ‐2.4  ‐2.4 
DCC(N)  DCC(T)  ‐1.1 1.8  1.5  1.6  1.3  ‐2.8 ‐3.2 ‐1.5 ‐2.8 ‐2.7 ‐3.4 ‐2.8 ‐2.5 ‐1.9 ‐1.6  ‐1.6  ‐1.5 
DCC(N)  cDCC(T)  ‐2.0 1.7  1.9  2.2  2.1  2.1  ‐1.4 0.0  ‐0.5 ‐0.3 ‐2.0 ‐1.5 ‐0.4 ‐0.7 ‐0.3  ‐0.4  ‐0.5 
DCC(N)  BEKK(T)  0.1  ‐1.8  ‐2.1  ‐1.0  ‐2.5 ‐2.4 ‐2.5 ‐2.6 ‐2.5 ‐2.4 ‐2.5 ‐2.5 ‐2.6 ‐2.6 ‐2.7  ‐2.8  ‐2.8 
cDCC(N)  BEKK(N)  0.6  ‐1.8  ‐2.0  ‐0.8  ‐2.2 ‐2.1 ‐2.3 ‐2.3 ‐2.2 ‐2.1 ‐2.2 ‐2.2 ‐2.2 ‐2.3 ‐2.3  ‐2.4  ‐2.4 
cDCC(N)  DCC(T)  ‐1.2 0.6  ‐1.1  0.8  0.0  ‐3.0 ‐3.1 ‐2.7 ‐3.3 ‐3.2 ‐3.6 ‐3.3 ‐3.3 ‐2.6 ‐2.5  ‐2.6  ‐2.5 
cDCC(N)  cDCC(T)  ‐2.0 1.7  1.6  2.0  ‐1.9 0.8  ‐3.2 ‐0.9 ‐2.3 ‐2.5 ‐3.2 ‐2.6 ‐2.1 ‐1.7 ‐1.5  ‐1.6  ‐1.6 
cDCC(N)  BEKK(T)  ‐0.1 ‐2.0  ‐2.3  ‐1.3  ‐2.5 ‐2.4 ‐2.5 ‐2.6 ‐2.5 ‐2.4 ‐2.5 ‐2.5 ‐2.6 ‐2.6 ‐2.7  ‐2.8  ‐2.8 
BEKK(N)  DCC(T)  ‐1.2 1.7  1.8  0.9  2.0  2.0  2.2  2.3  2.2  2.1  2.2  2.2  2.2  2.2  2.3  2.4  2.4 
BEKK(N)  cDCC(T)  ‐1.4 1.9  2.2  1.3  2.1  2.1  2.2  2.3  2.2  2.1  2.2  2.2  2.2  2.2  2.3  2.4  2.4 
BEKK(N)  BEKK(T)  ‐1.6 ‐1.8  ‐2.1  ‐2.3  ‐2.6 ‐2.6 ‐2.6 ‐2.8 ‐2.8 ‐2.7 ‐2.9 ‐3.0 ‐3.0 ‐3.1 ‐3.3  ‐3.5  ‐3.6 
DCC(T)  cDCC(T)  ‐1.5 0.8  1.9  2.6  ‐0.3 2.4  2.9  0.4  3.2  3.1  3.3  3.5  3.5  3.6  3.8  3.9  3.9 
DCC(T)  BEKK(T)  0.5  ‐1.9  ‐2.2  ‐1.3  ‐2.4 ‐2.3 ‐2.4 ‐2.6 ‐2.5 ‐2.3 ‐2.5 ‐2.5 ‐2.5 ‐2.6 ‐2.7  ‐2.8  ‐2.8 
cDCC(T)  BEKK(T)  0.8  ‐2.1  ‐2.4  ‐1.7  ‐2.5 ‐2.4 ‐2.5 ‐2.6 ‐2.5 ‐2.4 ‐2.5 ‐2.5 ‐2.5 ‐2.6 ‐2.7  ‐2.8  ‐2.8 
 
The table reports in the first and second columns the compared models. The first row reports 
the  cross‐sectional dimension. Bold dark‐grey  shaded numbers  identify a preference  for  the 
first  model,  while  light‐grey  shaded  numbers  identify  a  preference  for  the  second  model. 
Numbers without shaded areas denote statistically equivalent models. 
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Table C.7: Diebold‐Mariano model comparison based on MSE loss function for GMV portfolios 
 
    2  3  4  5  10  15  20  25  30  35  40  45  50  60  70  80  89 
EWMA  SHR  0.4  ‐1.2  ‐1.8  ‐2.8  ‐1.3 ‐1.7 ‐1.1 ‐1.2 0.0  ‐0.6 ‐0.1 0.8  1.0  1.6  2.2  2.5  2.7 
EWMA  CCC  1.1  ‐0.8  ‐0.3  0.2  1.2  1.2  ‐0.1 0.1  0.8  ‐0.3 ‐0.1 0.7  1.0  1.5  1.8  2.5  2.5 
EWMA  DCC(N)  0.1  ‐1.3  ‐0.9  ‐0.6  1.3  1.6  0.2  0.3  0.9  ‐0.2 0.0  0.8  1.0  1.5  1.8  2.6  2.6 
EWMA  cDCC(N)  ‐0.3 ‐1.5  ‐1.1  ‐0.7  1.3  1.5  0.3  0.3  0.9  ‐0.1 0.0  0.8  1.0  1.5  1.8  2.6  2.6 
EWMA  BEKK(N)  1.1  0.2  0.5  0.5  1.3  2.2  1.5  2.0  1.2  1.5  1.9  1.6  1.5  2.2  2.5  2.8  2.9 
EWMA  DCC(T)  0.3  ‐1.3  ‐0.9  ‐0.7  1.3  1.5  0.2  0.3  0.9  ‐0.1 0.1  0.8  1.1  1.6  1.8  2.6  2.6 
EWMA  cDCC(T)  0.2  ‐1.4  ‐1.1  ‐1.0  1.3  1.6  0.2  0.3  0.9  ‐0.1 0.1  0.8  1.1  1.6  1.8  2.6  2.6 
EWMA  BEKK(T)  1.2  0.5  0.6  0.6  1.4  2.1  1.2  1.7  1.1  1.2  1.6  1.5  1.4  2.1  2.4  2.8  2.9 
SHR  CCC  0.2  1.0  1.9  3.3  2.3  2.7  1.9  1.8  1.8  0.7  0.2  ‐0.2 ‐0.2 0.2  0.0  0.6  0.1 
SHR  DCC(N)  ‐0.3 0.7  1.6  3.0  2.1  2.5  1.8  1.8  1.7  0.7  0.3  0.0  0.1  0.3  0.2  0.8  0.3 
SHR  cDCC(N)  ‐0.4 0.6  1.5  2.9  2.0  2.5  1.8  1.8  1.7  0.7  0.3  0.1  0.1  0.3  0.2  0.8  0.3 
SHR  BEKK(N)  ‐0.3 1.1  1.9  2.8  1.7  2.4  1.7  1.7  1.9  1.7  1.6  1.6  1.6  1.9  2.2  2.0  2.0 
SHR  DCC(T)  ‐0.3 0.7  1.6  2.9  2.1  2.5  1.8  1.7  1.7  0.7  0.4  0.1  0.2  0.4  0.2  0.8  0.4 
SHR  cDCC(T)  ‐0.3 0.6  1.5  2.8  2.0  2.5  1.8  1.8  1.8  0.7  0.4  0.1  0.2  0.4  0.2  0.8  0.4 
SHR  BEKK(T)  ‐0.3 1.2  2.0  2.8  1.8  2.5  1.8  1.8  2.0  1.8  1.8  1.8  1.8  2.1  2.3  2.2  2.2 
CCC  DCC(N)  ‐1.3 ‐0.4  ‐0.7  ‐1.4  1.1  1.7  1.4  1.0  0.4  0.7  0.8  1.2  1.7  1.0  1.2  1.5  1.5 
CCC  cDCC(N)  ‐1.3 ‐0.5  ‐0.8  ‐1.4  1.0  1.6  1.4  1.0  0.5  0.7  0.9  1.3  1.7  1.1  1.1  1.5  1.4 
CCC  BEKK(N)  ‐1.0 0.7  0.3  ‐0.1  ‐0.9 ‐0.1 0.9  0.9  1.5  1.5  1.4  1.5  1.5  1.4  1.4  1.3  1.4 
CCC  DCC(T)  ‐1.2 ‐0.3  ‐0.6  ‐1.3  1.3  1.7  1.4  0.9  0.5  0.8  0.9  1.1  1.5  1.2  1.2  1.4  1.4 
CCC  cDCC(T)  ‐1.2 ‐0.4  ‐0.7  ‐1.3  1.0  1.7  1.4  1.0  0.5  0.8  1.0  1.2  1.5  1.2  1.2  1.4  1.4 
CCC  BEKK(T)  ‐0.9 0.8  0.4  0.0  ‐0.9 0.1  1.0  1.0  1.5  1.5  1.5  1.5  1.6  1.4  1.4  1.3  1.4 
DCC(N)  cDCC(N)  ‐1.4 ‐1.0  ‐1.0  ‐1.3  0.0  0.3  1.2  1.3  1.6  1.6  1.8  1.8  1.9  2.1  ‐0.5  0.0  ‐0.6 
DCC(N)  BEKK(N)  0.3  1.2  1.0  0.7  ‐1.0 ‐0.9 0.5  0.5  1.3  1.3  1.3  1.4  1.4  1.3  1.3  1.2  1.3 
DCC(N)  DCC(T)  1.5  1.1  0.9  ‐0.5  1.6  ‐1.4 ‐1.6 ‐1.1 0.0  0.9  0.9  0.9  0.9  1.0  0.8  1.1  1.0 
DCC(N)  cDCC(T)  1.3  ‐0.4  ‐0.7  ‐1.2  0.1  0.9  ‐0.4 1.2  1.6  1.1  1.0  1.0  1.0  1.1  0.9  1.2  1.1 
DCC(N)  BEKK(T)  0.3  1.2  1.1  0.7  ‐1.0 ‐0.8 0.5  0.5  1.3  1.3  1.4  1.4  1.5  1.3  1.3  1.1  1.3 
cDCC(N)  BEKK(N)  0.5  1.4  1.2  0.8  ‐1.0 ‐0.9 0.4  0.5  1.3  1.3  1.3  1.4  1.4  1.3  1.3  1.2  1.3 
cDCC(N)  DCC(T)  1.5  1.4  1.2  0.0  1.7  ‐0.9 ‐1.4 ‐1.4 ‐1.4 0.7  0.7  0.7  0.8  0.9  0.9  1.1  1.1 
cDCC(N)  cDCC(T)  1.4  1.9  0.4  ‐1.2  0.4  1.0  ‐1.4 ‐0.9 0.0  0.9  0.9  0.9  1.0  1.0  1.0  1.2  1.2 
cDCC(N)  BEKK(T)  0.5  1.4  1.3  0.9  ‐0.9 ‐0.8 0.4  0.5  1.2  1.2  1.4  1.4  1.5  1.3  1.3  1.1  1.3 
BEKK(N)  DCC(T)  ‐0.1 ‐1.2  ‐1.0  ‐0.8  1.1  0.9  ‐0.5 ‐0.6 ‐1.3 ‐1.3 ‐1.3 ‐1.4 ‐1.4 ‐1.3 ‐1.3  ‐1.1  ‐1.2 
BEKK(N)  cDCC(T)  ‐0.1 ‐1.3  ‐1.1  ‐1.1  1.0  0.9  ‐0.5 ‐0.5 ‐1.3 ‐1.3 ‐1.3 ‐1.4 ‐1.4 ‐1.3 ‐1.3  ‐1.1  ‐1.2 
BEKK(N)  BEKK(T)  1.0  0.3  0.6  0.8  1.4  1.4  ‐0.3 ‐0.4 0.2  ‐0.4 ‐0.6 ‐0.6 ‐0.8 ‐1.3 ‐1.4  ‐1.1  ‐1.0 
DCC(T)  cDCC(T)  ‐0.8 ‐0.8  ‐0.9  ‐1.6  ‐1.7 1.2  1.4  1.3  1.7  1.5  1.7  1.6  1.8  1.9  1.9  1.9  1.7 
DCC(T)  BEKK(T)  0.1  1.2  1.1  0.9  ‐1.0 ‐0.8 0.5  0.6  1.3  1.2  1.3  1.4  1.5  1.3  1.2  1.1  1.3 
cDCC(T)  BEKK(T)  0.2  1.4  1.2  1.2  ‐0.9 ‐0.8 0.5  0.5  1.2  1.2  1.3  1.4  1.5  1.2  1.2  1.1  1.3 
 
The table reports in the first and second columns the compared models. The first row reports 
the  cross‐sectional dimension. Bold dark‐grey  shaded numbers  identify a preference  for  the 
first  model,  while  light‐grey  shaded  numbers  identify  a  preference  for  the  second  model. 
Numbers without shaded areas denote statistically equivalent models. 
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Table  C.8:  Diebold‐Mariano  model  comparison  based  on  QLIKE  loss  function  for  GMV 
portfolios 
 
    2  3  4  5  10  15  20  25  30  35  40  45  50  60  70  80  89 
EWMA  SHR  ‐2.4  ‐2.8  ‐3.8  ‐6.1  ‐4.2 ‐3.8 ‐2.1 ‐1.6 ‐0.6 0.5  1.5  2.5  3.0  4.1  4.2  3.9  4.1 
EWMA  CCC  ‐0.9 ‐1.4  ‐2.0  ‐1.3  1.2  0.9  1.7  2.5  2.1  3.0  3.2  3.4  3.5  4.1  4.1  3.9  4.1 
EWMA  DCC(N)  1.3  ‐0.5  ‐0.5  0.0  2.9  2.2  2.5  3.1  2.3  3.3  3.4  3.5  3.6  4.1  4.1  3.9  4.1 
EWMA  cDCC(N)  1.2  ‐0.4  ‐0.4  0.0  2.9  2.2  2.5  3.1  2.3  3.3  3.4  3.5  3.6  4.1  4.1  3.9  4.1 
EWMA  BEKK(N)  0.0  2.0  0.4  ‐0.6  1.3  1.8  2.2  3.4  2.7  3.9  3.8  3.9  3.9  4.3  4.2  4.0  4.1 
EWMA  DCC(T)  1.3  ‐0.4  ‐0.4  0.1  2.8  2.1  2.4  3.1  2.3  3.3  3.4  3.5  3.6  4.1  4.1  3.9  4.1 
EWMA  cDCC(T)  1.1  ‐0.3  ‐0.3  0.1  2.8  2.2  2.4  3.1  2.3  3.3  3.4  3.5  3.6  4.1  4.1  3.9  4.1 
EWMA  BEKK(T)  0.3  1.8  ‐0.5  ‐1.1  0.6  1.3  1.6  2.9  2.6  3.7  3.6  3.7  3.7  4.3  4.2  4.0  4.1 
SHR  CCC  2.4  2.9  3.8  6.1  4.6  4.1  2.6  2.5  2.4  2.4  2.4  2.3  2.2  2.2  2.0  1.9  1.5 
SHR  DCC(N)  2.5  3.0  3.8  6.1  4.6  4.1  2.7  2.6  2.5  2.6  2.7  2.6  2.5  2.4  2.3  2.2  1.9 
SHR  cDCC(N)  2.4  2.9  3.8  6.1  4.6  4.1  2.7  2.6  2.5  2.6  2.7  2.6  2.5  2.4  2.3  2.2  1.9 
SHR  BEKK(N)  2.4  3.0  3.8  6.1  4.5  4.4  2.9  2.8  2.7  2.8  2.8  2.8  2.7  3.1  3.0  3.0  2.8 
SHR  DCC(T)  2.5  3.0  3.8  6.1  4.6  4.1  2.7  2.6  2.5  2.6  2.7  2.5  2.5  2.4  2.2  2.1  1.8 
SHR  cDCC(T)  2.5  2.9  3.8  6.1  4.5  4.1  2.7  2.6  2.5  2.6  2.7  2.5  2.5  2.4  2.2  2.1  1.8 
SHR  BEKK(T)  2.5  3.0  3.8  6.1  4.6  4.5  3.0  3.0  2.9  3.1  3.1  3.2  3.2  3.5  3.2  3.4  3.2 
CCC  DCC(N)  1.7  2.4  3.3  3.2  3.3  3.6  3.5  3.3  3.9  3.9  4.2  4.1  3.6  3.9  3.7  3.5  3.6 
CCC  cDCC(N)  1.6  2.3  3.2  3.2  3.2  3.6  3.4  3.3  3.9  3.9  4.1  4.0  3.5  3.9  3.6  3.2  3.2 
CCC  BEKK(N)  1.0  2.1  2.4  1.3  ‐0.5 0.1  ‐0.5 ‐0.6 ‐0.7 ‐0.3 ‐0.4 ‐0.1 0.2  0.3  0.7  0.8  0.8 
CCC  DCC(T)  1.8  2.4  3.3  3.0  3.2  3.7  3.5  3.3  3.9  3.8  4.0  3.7  3.3  3.4  3.2  2.9  2.9 
CCC  cDCC(T)  1.7  2.3  3.2  2.9  3.1  3.3  3.5  3.1  3.9  3.7  3.9  3.7  3.3  3.3  3.2  2.8  2.9 
CCC  BEKK(T)  1.2  2.0  2.2  1.1  ‐0.7 ‐0.1 ‐0.6 ‐0.6 ‐0.6 ‐0.1 ‐0.3 0.3  0.7  0.9  1.2  1.3  1.5 
DCC(N)  cDCC(N)  0.0  0.7  1.4  0.8  ‐0.2 0.8  ‐0.4 ‐1.7 ‐1.1 1.2  1.2  1.4  1.5  1.1  ‐0.5  ‐1.3  ‐1.9 
DCC(N)  BEKK(N)  ‐1.1 1.5  0.7  ‐0.2  ‐2.0 ‐1.2 ‐1.5 ‐1.5 ‐1.4 ‐1.3 ‐1.5 ‐1.2 ‐0.9 ‐0.6 ‐0.2  0.0  0.1 
DCC(N)  DCC(T)  0.3  1.4  1.8  0.9  ‐0.2 ‐2.7 ‐2.8 ‐2.4 ‐3.6 ‐0.3 ‐0.7 ‐0.9 ‐0.3 ‐0.8 ‐0.5  ‐0.6  ‐0.5 
DCC(N)  cDCC(T)  ‐0.9 1.6  1.9  0.8  ‐1.1 ‐0.1 ‐2.7 ‐2.5 ‐1.6 0.1  ‐0.3 ‐0.5 0.1  ‐0.5 ‐0.1  ‐0.3  ‐0.3 
DCC(N)  BEKK(T)  ‐0.9 1.4  0.3  ‐0.5  ‐1.9 ‐1.2 ‐1.4 ‐1.3 ‐1.3 ‐1.1 ‐1.4 ‐0.9 ‐0.5 ‐0.1 0.3  0.4  0.7 
cDCC(N)  BEKK(N)  ‐1.0 1.5  0.6  ‐0.2  ‐2.0 ‐1.2 ‐1.5 ‐1.5 ‐1.4 ‐1.3 ‐1.6 ‐1.2 ‐0.9 ‐0.6 ‐0.2  0.0  0.2 
cDCC(N)  DCC(T)  0.2  0.3  ‐0.1  0.7  ‐0.1 ‐1.9 ‐2.0 ‐1.3 ‐2.6 ‐0.6 ‐1.0 ‐1.2 ‐0.5 ‐0.9 ‐0.3  0.1  0.4 
cDCC(N)  cDCC(T)  ‐0.6 2.0  1.7  0.7  ‐1.4 ‐0.4 ‐2.3 ‐1.9 ‐1.3 ‐0.2 ‐0.6 ‐0.8 ‐0.1 ‐0.6 0.0  0.4  0.6 
cDCC(N)  BEKK(T)  ‐0.9 1.3  0.2  ‐0.5  ‐1.9 ‐1.2 ‐1.4 ‐1.3 ‐1.3 ‐1.1 ‐1.4 ‐0.9 ‐0.5 ‐0.1 0.3  0.4  0.8 
BEKK(N)  DCC(T)  1.1  ‐1.5  ‐0.6  0.3  1.9  1.1  1.4  1.5  1.3  1.3  1.5  1.1  0.9  0.5  0.2  0.0  ‐0.1 
BEKK(N)  cDCC(T)  1.0  ‐1.4  ‐0.5  0.3  2.0  1.2  1.4  1.4  1.4  1.3  1.5  1.1  0.9  0.6  0.2  0.0  ‐0.1 
BEKK(N)  BEKK(T)  1.0  ‐1.5  ‐2.2  ‐2.3  ‐1.0 ‐0.8 ‐0.8 ‐0.3 0.7  0.6  0.4  0.7  0.8  1.3  1.2  0.7  1.2 
DCC(T)  cDCC(T)  ‐1.8 1.1  1.6  0.2  ‐0.4 0.6  0.4  ‐0.7 0.7  1.5  1.7  2.0  2.0  1.8  2.1  1.8  1.7 
DCC(T)  BEKK(T)  ‐1.0 1.3  0.2  ‐0.6  ‐1.9 ‐1.2 ‐1.4 ‐1.3 ‐1.2 ‐1.1 ‐1.4 ‐0.8 ‐0.5 0.0  0.3  0.4  0.7 
cDCC(T)  BEKK(T)  ‐0.8 1.2  0.0  ‐0.6  ‐1.9 ‐1.2 ‐1.4 ‐1.3 ‐1.3 ‐1.1 ‐1.4 ‐0.8 ‐0.5 0.0  0.3  0.4  0.7 
 
The table reports in the first and second columns the compared models. The first row reports 
the  cross‐sectional dimension. Bold dark‐grey  shaded numbers  identify a preference  for  the 
first  model,  while  light‐grey  shaded  numbers  identify  a  preference  for  the  second  model. 
Numbers without shaded areas denote statistically equivalent models. 
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Table  C.9:  Diebold‐Mariano  model  comparison  based  on  MSE  loss  function  for  GMVB 
portfolios 
 
    2  3  4  5  10  15  20  25  30  35  40  45  50  60  70  80  89 
EWMA  SHR  0.4  ‐0.6  ‐1.4  ‐3.2  ‐2.4 ‐2.6 ‐2.3 ‐2.5 ‐1.9 ‐1.9 ‐2.2 ‐2.0 ‐1.9 ‐1.9 ‐1.6  ‐1.6  ‐1.6 
EWMA  CCC  1.1  0.5  0.9  0.7  0.7  ‐0.8 ‐0.6 0.6  0.3  0.1  ‐0.4 ‐0.4 ‐0.5 ‐0.4 ‐0.4  ‐0.9  ‐0.9 
EWMA  DCC(N)  0.1  0.5  1.0  0.1  1.0  0.2  0.1  0.7  0.3  0.1  ‐0.4 ‐0.3 ‐0.5 ‐0.4 ‐0.3  ‐0.6  ‐0.7 
EWMA  cDCC(N)  ‐0.3 0.2  0.8  0.1  1.0  0.2  0.2  0.7  0.4  0.1  ‐0.4 ‐0.3 ‐0.5 ‐0.3 ‐0.3  ‐0.6  ‐0.7 
EWMA  BEKK(N)  1.1  ‐0.1  1.5  1.3  ‐0.7 ‐1.2 1.1  1.0  0.9  0.9  0.5  0.5  0.5  0.3  0.5  ‐0.9  ‐0.9 
EWMA  DCC(T)  0.3  0.6  1.0  0.1  1.0  0.1  0.1  0.6  0.3  0.1  ‐0.3 ‐0.2 ‐0.5 ‐0.2 ‐0.1  ‐0.5  ‐0.5 
EWMA  cDCC(T)  0.2  0.3  0.7  ‐0.2  1.0  0.2  0.2  0.7  0.4  0.2  ‐0.3 ‐0.2 ‐0.5 ‐0.2 ‐0.1  ‐0.4  ‐0.5 
EWMA  BEKK(T)  1.2  0.5  1.5  1.3  ‐0.1 ‐1.1 0.7  1.0  0.9  0.9  1.0  1.2  1.2  1.0  1.0  ‐1.0  ‐1.1 
SHR  CCC  0.2  1.0  1.9  3.5  2.8  2.7  1.9  2.0  2.0  1.9  1.3  1.0  0.8  1.1  1.2  1.9  1.8 
SHR  DCC(N)  ‐0.3 0.7  1.6  3.4  2.6  2.7  2.0  2.1  2.2  2.0  1.5  1.2  0.9  1.3  1.4  2.0  1.9 
SHR  cDCC(N)  ‐0.4 0.6  1.5  3.4  2.6  2.7  2.0  2.1  2.2  2.0  1.5  1.2  0.9  1.3  1.3  2.0  1.9 
SHR  BEKK(N)  ‐0.3 0.6  1.6  3.2  2.3  2.7  2.2  2.1  2.2  2.1  2.0  1.8  1.6  1.9  2.0  2.0  2.0 
SHR  DCC(T)  ‐0.3 0.7  1.6  3.3  2.6  2.7  2.0  2.1  2.1  2.0  1.6  1.3  1.0  1.4  1.4  2.0  1.9 
SHR  cDCC(T)  ‐0.3 0.7  1.5  3.3  2.6  2.7  2.0  2.1  2.2  2.0  1.6  1.3  1.0  1.4  1.4  2.0  1.9 
SHR  BEKK(T)  ‐0.3 0.7  1.7  3.3  2.6  2.7  2.1  2.1  2.2  2.1  2.0  2.0  2.0  2.1  1.9  1.9  1.9 
CCC  DCC(N)  ‐1.3 ‐0.4  ‐0.7  ‐1.2  1.5  2.0  1.6  0.5  0.3  0.2  0.3  0.4  ‐0.1 0.2  0.3  1.3  1.4 
CCC  cDCC(N)  ‐1.3 ‐0.5  ‐0.8  ‐1.1  1.6  2.1  1.7  0.9  0.6  0.5  0.5  0.6  0.0  0.4  0.3  1.3  1.4 
CCC  BEKK(N)  ‐1.0 ‐0.4  ‐0.8  ‐0.4  ‐0.8 0.0  1.0  0.3  0.9  1.2  0.4  0.4  0.5  0.4  0.5  ‐0.1  ‐0.3 
CCC  DCC(T)  ‐1.2 ‐0.3  ‐0.7  ‐1.0  1.6  2.0  1.6  0.3  0.3  0.5  0.6  0.8  0.4  0.8  0.9  1.3  1.3 
CCC  cDCC(T)  ‐1.2 ‐0.5  ‐0.8  ‐1.2  1.6  2.1  1.7  0.9  0.6  0.7  0.8  0.9  0.6  0.9  0.9  1.3  1.3 
CCC  BEKK(T)  ‐0.9 ‐0.4  ‐0.7  ‐0.3  ‐0.7 ‐0.1 1.0  0.5  1.1  1.3  0.6  0.7  0.8  0.7  0.8  ‐0.1  ‐0.5 
DCC(N)  cDCC(N)  ‐1.4 ‐1.0  ‐1.2  ‐0.8  1.2  1.8  1.5  1.7  1.8  1.9  1.9  1.8  1.6  1.8  0.0  0.6  0.2 
DCC(N)  BEKK(N)  0.3  ‐0.4  ‐0.7  0.2  ‐1.0 ‐0.7 0.3  0.1  0.8  1.1  0.4  0.4  0.5  0.4  0.5  ‐0.6  ‐0.8 
DCC(N)  DCC(T)  1.5  1.1  0.5  0.0  1.3  ‐2.3 ‐2.6 ‐0.9 ‐0.1 0.9  1.0  1.3  1.1  1.4  1.4  1.3  1.2 
DCC(N)  cDCC(T)  1.3  ‐0.7  ‐1.2  ‐1.1  1.2  1.5  1.1  1.7  1.6  1.3  1.3  1.5  1.3  1.5  1.4  1.3  1.2 
DCC(N)  BEKK(T)  0.3  ‐0.3  ‐0.4  0.4  ‐0.9 ‐0.7 0.2  0.3  0.9  1.2  0.6  0.7  0.8  0.7  0.8  ‐0.9  ‐1.2 
cDCC(N)  BEKK(N)  0.5  ‐0.2  ‐0.4  0.3  ‐1.0 ‐0.7 0.2  0.1  0.8  1.1  0.4  0.4  0.5  0.4  0.5  ‐0.6  ‐0.8 
cDCC(N)  DCC(T)  1.5  1.4  1.2  0.5  1.0  ‐2.1 ‐1.8 ‐1.5 ‐1.7 0.3  0.7  1.0  0.8  1.3  1.3  1.2  1.1 
cDCC(N)  cDCC(T)  1.4  1.7  ‐0.7  ‐1.2  ‐0.6 0.8  ‐2.2 0.4  ‐0.2 0.9  1.0  1.3  1.1  1.4  1.3  1.2  1.1 
cDCC(N)  BEKK(T)  0.5  ‐0.1  ‐0.1  0.5  ‐1.0 ‐0.8 0.2  0.2  0.9  1.1  0.6  0.6  0.8  0.7  0.8  ‐1.0  ‐1.2 
BEKK(N)  DCC(T)  ‐0.1 0.4  0.7  ‐0.2  1.0  0.7  ‐0.3 ‐0.2 ‐0.8 ‐1.1 ‐0.4 ‐0.4 ‐0.5 ‐0.3 ‐0.4  0.8  1.0 
BEKK(N)  cDCC(T)  ‐0.1 0.3  0.3  ‐0.5  1.0  0.7  ‐0.3 0.0  ‐0.8 ‐1.1 ‐0.4 ‐0.3 ‐0.5 ‐0.3 ‐0.4  0.8  1.1 
BEKK(N)  BEKK(T)  1.0  0.9  1.2  1.3  1.3  ‐0.7 ‐0.3 0.9  0.7  0.6  1.0  1.0  0.8  0.8  0.6  0.0  0.0 
DCC(T)  cDCC(T)  ‐0.8 ‐1.1  ‐1.3  ‐1.3  ‐1.0 1.8  1.6  1.6  1.8  1.9  1.9  1.9  1.8  1.9  1.9  1.2  0.9 
DCC(T)  BEKK(T)  0.1  ‐0.3  ‐0.4  0.4  ‐1.0 ‐0.7 0.2  0.3  0.9  1.1  0.6  0.6  0.8  0.7  0.7  ‐1.2  ‐1.3 
cDCC(T)  BEKK(T)  0.2  ‐0.1  0.0  0.7  ‐1.0 ‐0.8 0.2  0.2  0.9  1.1  0.6  0.6  0.8  0.7  0.7  ‐1.2  ‐1.4 
 
The table reports in the first and second columns the compared models. The first row reports 
the  cross‐sectional dimension. Bold dark‐grey  shaded numbers  identify a preference  for  the 
first  model,  while  light‐grey  shaded  numbers  identify  a  preference  for  the  second  model. 
Numbers without shaded areas denote statistically equivalent models. 
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Table  C.10:  Diebold‐Mariano  model  comparison  based  on  QLIKE  loss  function  for  GMVB 
portfolios 
 
    2  3  4  5  10  15  20  25  30  35  40  45  50  60  70  80  89 
EWMA  SHR  ‐2.4  ‐2.9  ‐3.8  ‐6.1  ‐4.2 ‐3.9 ‐2.8 ‐2.8 ‐2.8 ‐2.8 ‐2.8 ‐2.8 ‐2.8 ‐2.8 ‐2.7  ‐2.7  ‐2.7 
EWMA  CCC  ‐0.9 ‐1.2  ‐2.0  ‐2.0  ‐1.9 ‐2.9 ‐2.6 ‐2.4 ‐2.7 ‐2.9 ‐2.7 ‐2.3 ‐2.5 ‐2.6 ‐2.3  ‐2.2  ‐2.2 
EWMA  DCC(N)  1.3  ‐0.1  ‐0.4  ‐0.6  0.1  ‐1.7 ‐1.2 ‐1.1 ‐1.2 ‐1.7 ‐1.6 ‐1.2 ‐1.7 ‐1.8 ‐1.6  ‐1.7  ‐1.8 
EWMA  cDCC(N)  1.2  ‐0.1  ‐0.3  ‐0.5  0.1  ‐1.6 ‐1.1 ‐1.1 ‐1.2 ‐1.7 ‐1.5 ‐1.2 ‐1.7 ‐1.8 ‐1.6  ‐1.8  ‐1.8 
EWMA  BEKK(N)  0.0  2.0  0.1  ‐1.1  ‐1.1 ‐1.7 ‐1.7 ‐1.5 ‐1.6 ‐1.7 ‐1.6 ‐1.6 ‐1.7 ‐1.6 ‐1.6  ‐1.5  ‐1.5 
EWMA  DCC(T)  1.3  0.0  ‐0.3  ‐0.4  0.1  ‐1.7 ‐1.3 ‐1.2 ‐1.3 ‐1.8 ‐1.6 ‐1.3 ‐1.8 ‐1.9 ‐1.7  ‐1.8  ‐1.8 
EWMA  cDCC(T)  1.1  0.0  ‐0.2  ‐0.3  0.1  ‐1.7 ‐1.3 ‐1.2 ‐1.2 ‐1.7 ‐1.6 ‐1.2 ‐1.7 ‐1.9 ‐1.7  ‐1.8  ‐1.8 
EWMA  BEKK(T)  0.3  1.7  ‐0.9  ‐1.6  ‐1.3 ‐1.8 ‐1.8 ‐1.6 ‐1.7 ‐1.8 ‐1.8 ‐1.8 ‐2.0 ‐2.0 ‐1.9  ‐2.0  ‐1.9 
SHR  CCC  2.4  2.9  3.8  6.1  4.3  3.8  2.7  2.7  2.6  2.6  2.6  2.6  2.7  2.7  2.7  2.7  2.6 
SHR  DCC(N)  2.5  3.0  3.8  6.1  4.4  3.9  2.8  2.8  2.7  2.7  2.7  2.7  2.8  2.8  2.7  2.7  2.7 
SHR  cDCC(N)  2.4  2.9  3.8  6.1  4.4  3.9  2.8  2.8  2.7  2.7  2.7  2.7  2.8  2.8  2.7  2.7  2.7 
SHR  BEKK(N)  2.4  3.0  3.9  6.1  4.4  4.1  3.0  3.0  3.0  3.0  3.1  3.1  3.2  3.3  3.3  3.3  3.3 
SHR  DCC(T)  2.5  3.0  3.8  6.1  4.4  3.9  2.8  2.7  2.7  2.7  2.7  2.7  2.8  2.7  2.7  2.7  2.7 
SHR  cDCC(T)  2.5  2.9  3.8  6.1  4.3  3.9  2.8  2.7  2.7  2.7  2.7  2.7  2.8  2.7  2.7  2.7  2.7 
SHR  BEKK(T)  2.5  3.0  3.9  6.1  4.5  4.2  3.0  3.1  3.1  3.1  3.1  3.2  3.2  3.3  3.2  3.2  3.2 
CCC  DCC(N)  1.7  2.4  3.3  3.3  4.1  4.7  4.1  4.0  4.5  4.3  4.5  4.5  4.3  4.3  4.2  3.7  3.5 
CCC  cDCC(N)  1.6  2.3  3.2  3.3  3.9  4.6  4.0  4.0  4.5  4.3  4.5  4.5  4.3  4.3  4.2  3.5  3.2 
CCC  BEKK(N)  1.0  2.0  2.4  2.0  1.5  2.2  0.3  0.2  0.0  0.1  ‐0.3 ‐0.5 ‐0.5 ‐0.6 ‐0.7  ‐0.7  ‐0.8 
CCC  DCC(T)  1.8  2.4  3.3  3.2  4.1  4.7  4.1  4.0  4.5  4.1  4.2  4.1  4.0  3.8  3.6  3.0  2.8 
CCC  cDCC(T)  1.7  2.3  3.2  3.0  3.8  4.3  3.9  3.8  4.5  4.1  4.2  4.1  4.0  3.7  3.6  3.1  2.8 
CCC  BEKK(T)  1.2  1.9  2.2  1.8  0.9  1.5  ‐0.4 ‐0.5 ‐0.5 ‐0.4 ‐0.7 ‐1.0 ‐1.0 ‐1.1 ‐1.3  ‐1.5  ‐1.5 
DCC(N)  cDCC(N)  0.0  0.6  1.4  1.8  0.7  2.6  1.9  1.3  1.8  2.5  2.5  2.7  2.7  2.6  0.8  ‐0.9  ‐1.3 
DCC(N)  BEKK(N)  ‐1.1 1.2  0.5  0.2  ‐1.2 ‐0.1 ‐0.9 ‐1.0 ‐1.0 ‐0.9 ‐1.0 ‐1.1 ‐1.1 ‐1.1 ‐1.1  ‐1.1  ‐1.1 
DCC(N)  DCC(T)  0.0  1.3  1.7  1.4  ‐0.3 ‐3.9 ‐3.5 ‐2.6 ‐3.5 ‐0.2 ‐0.5 ‐0.4 0.2  ‐0.4 ‐0.1  ‐0.6  ‐0.2 
DCC(N)  cDCC(T)  ‐1.0 1.5  1.9  1.4  ‐0.5 0.5  ‐2.9 ‐1.4 ‐0.8 0.6  0.2  0.3  0.8  0.2  0.5  ‐0.1  0.1 
DCC(N)  BEKK(T)  ‐0.9 1.0  0.0  ‐0.2  ‐1.5 ‐0.7 ‐1.3 ‐1.3 ‐1.2 ‐1.2 ‐1.3 ‐1.5 ‐1.5 ‐1.6 ‐1.7  ‐1.8  ‐1.7 
cDCC(N)  BEKK(N)  ‐1.0 1.1  0.4  0.1  ‐1.2 ‐0.2 ‐0.9 ‐1.0 ‐1.0 ‐0.9 ‐1.0 ‐1.1 ‐1.1 ‐1.1 ‐1.1  ‐1.1  ‐1.1 
cDCC(N)  DCC(T)  0.0  0.3  ‐0.1  0.9  ‐0.5 ‐3.2 ‐3.1 ‐2.5 ‐3.9 ‐1.1 ‐1.2 ‐1.1 ‐0.4 ‐1.0 ‐0.3  0.0  0.5 
cDCC(N)  cDCC(T)  ‐0.6 1.9  1.5  1.2  ‐1.9 ‐0.8 ‐3.9 ‐2.7 ‐1.8 ‐0.2 ‐0.4 ‐0.3 0.3  ‐0.3 0.3  0.5  0.8 
cDCC(N)  BEKK(T)  ‐0.9 0.9  ‐0.1  ‐0.2  ‐1.5 ‐0.8 ‐1.3 ‐1.3 ‐1.2 ‐1.2 ‐1.4 ‐1.5 ‐1.5 ‐1.6 ‐1.7  ‐1.7  ‐1.7 
BEKK(N)  DCC(T)  1.1  ‐1.1  ‐0.4  0.0  1.1  0.0  0.9  0.9  0.9  0.9  1.0  1.1  1.1  1.0  1.1  1.1  1.1 
BEKK(N)  cDCC(T)  1.0  ‐1.0  ‐0.2  0.1  1.1  0.1  0.9  0.9  0.9  0.9  1.0  1.1  1.1  1.1  1.1  1.1  1.1 
BEKK(N)  BEKK(T)  1.0  ‐1.5  ‐2.3  ‐2.5  ‐1.7 ‐2.0 ‐1.9 ‐1.8 ‐1.9 ‐2.1 ‐2.3 ‐2.2 ‐2.3 ‐2.1 ‐2.2  ‐2.7  ‐2.9 
DCC(T)  cDCC(T)  ‐1.6 1.0  1.5  0.9  0.0  1.3  1.3  0.2  2.0  2.6  2.6  2.8  2.8  2.7  3.1  2.9  2.6 
DCC(T)  BEKK(T)  ‐0.9 0.9  ‐0.1  ‐0.4  ‐1.4 ‐0.6 ‐1.2 ‐1.3 ‐1.2 ‐1.2 ‐1.3 ‐1.4 ‐1.5 ‐1.5 ‐1.6  ‐1.7  ‐1.7 
cDCC(T)  BEKK(T)  ‐0.8 0.8  ‐0.2  ‐0.4  ‐1.4 ‐0.7 ‐1.2 ‐1.3 ‐1.2 ‐1.2 ‐1.3 ‐1.4 ‐1.5 ‐1.5 ‐1.7  ‐1.7  ‐1.7 
 
The table reports in the first and second columns the compared models. The first row reports 
the  cross‐sectional dimension. Bold dark‐grey  shaded numbers  identify a preference  for  the 
first  model,  while  light‐grey  shaded  numbers  identify  a  preference  for  the  second  model. 
Numbers without shaded areas denote statistically equivalent models. 
72 
 
 
Table C.11: Model confidence set – MSE loss function – EW portfolio  
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
  R statistic                 
2  0.971  0.334  0.575  0.924  1.000  0.605  0.866  0.702  0.487 
3  0.186  0.133  0.239  0.287  0.358  0.272  0.414  1.000  0.235 
4  0.324  0.155  0.257  0.324  0.324  0.324  0.324  1.000  0.235 
5  0.939  0.084  0.242  0.392  0.457  0.457  0.457  1.000  0.392 
10  1.000  0.057  0.170  0.455  0.918  0.280  0.573  0.573  0.146 
15  1.000  0.063  0.121  0.355  0.824  0.163  0.215  0.824  0.146 
20  1.000  0.074  0.135  0.300  0.665  0.114  0.199  0.292  0.114 
25  1.000  0.055  0.137  0.257  0.635  0.115  0.229  0.610  0.103 
30  1.000  0.059  0.098  0.239  0.525  0.098  0.147  0.312  0.098 
35  1.000  0.072  0.112  0.239  0.537  0.112  0.157  0.323  0.110 
40  1.000  0.057  0.091  0.226  0.503  0.089  0.122  0.226  0.086 
45  1.000  0.062  0.118  0.337  0.482  0.113  0.196  0.438  0.101 
50  1.000  0.057  0.111  0.284  0.504  0.111  0.189  0.504  0.097 
60  1.000  0.058  0.132  0.336  0.528  0.122  0.245  0.528  0.098 
70  1.000  0.061  0.141  0.313  0.477  0.127  0.233  0.477  0.095 
80  1.000  0.048  0.109  0.266  0.357  0.103  0.190  0.266  0.074 
89  1.000  0.047  0.119  0.264  0.349  0.105  0.200  0.264  0.074 
  SQ statistic               
2  0.971  0.334  0.575  0.924  1.000  0.605  0.866  0.702  0.487 
3  0.186  0.133  0.239  0.287  0.358  0.272  0.414  1.000  0.235 
4  0.324  0.155  0.257  0.324  0.324  0.324  0.324  1.000  0.235 
5  0.939  0.084  0.242  0.392  0.457  0.457  0.457  1.000  0.392 
10  1.000  0.057  0.170  0.455  0.918  0.280  0.573  0.573  0.146 
15  1.000  0.063  0.121  0.355  0.824  0.163  0.215  0.824  0.146 
20  1.000  0.074  0.135  0.300  0.665  0.114  0.199  0.292  0.114 
25  1.000  0.055  0.137  0.257  0.635  0.115  0.229  0.610  0.103 
30  1.000  0.059  0.098  0.239  0.525  0.098  0.147  0.312  0.098 
35  1.000  0.072  0.112  0.239  0.537  0.112  0.157  0.323  0.110 
40  1.000  0.057  0.091  0.226  0.503  0.089  0.122  0.226  0.086 
45  1.000  0.062  0.118  0.337  0.482  0.113  0.196  0.438  0.101 
50  1.000  0.057  0.111  0.284  0.504  0.111  0.189  0.504  0.097 
60  1.000  0.058  0.132  0.336  0.528  0.122  0.245  0.528  0.098 
70  1.000  0.061  0.141  0.313  0.477  0.127  0.233  0.477  0.095 
80  1.000  0.048  0.109  0.266  0.357  0.103  0.190  0.266  0.074 
89  1.000  0.047  0.119  0.264  0.349  0.105  0.200  0.264  0.074 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The two panels report  the p‐values  for  the construction of  the model confidence set  for  the 
statistics R and SQ. Bold dark grey shaded number over rows denotes models  included  in the 
confidence set at the 5% confidence level. Additional models included in the confidence set at 
the 1% confidence level are identified by light grey shades. 
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Table C.12: Model confidence set – QLIKE loss function – EW portfolio 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
  R statistic                 
2  1.000  0.113  0.201  0.513  0.513  0.513  0.486  0.333  0.513 
3  0.129  0.057  0.150  0.272  0.383  0.193  0.504  1.000  0.150 
4  0.214  0.056  0.115  0.214  0.222  0.186  0.218  1.000  0.149 
5  0.855  0.016  0.081  0.246  0.280  0.246  0.280  1.000  0.238 
10  1.000  0.015  0.050  0.230  0.843  0.149  0.843  0.436  0.100 
15  1.000  0.025  0.051  0.122  0.355  0.079  0.080  0.355  0.077 
20  1.000  0.029  0.046  0.116  0.290  0.060  0.062  0.092  0.060 
25  1.000  0.028  0.054  0.240  0.338  0.119  0.182  0.240  0.054 
30  1.000  0.025  0.036  0.090  0.215  0.047  0.047  0.090  0.036 
35  1.000  0.029  0.039  0.081  0.223  0.047  0.047  0.081  0.039 
40  1.000  0.020  0.026  0.064  0.170  0.026  0.026  0.027  0.026 
45  1.000  0.018  0.027  0.047  0.135  0.027  0.027  0.037  0.027 
50  1.000  0.025  0.036  0.058  0.128  0.036  0.036  0.058  0.036 
60  1.000  0.029  0.042  0.070  0.129  0.042  0.042  0.070  0.042 
70  1.000  0.025  0.037  0.098  0.108  0.037  0.047  0.098  0.035 
80  1.000  0.026  0.040  0.080  0.090  0.040  0.040  0.080  0.040 
89  1.000  0.028  0.040  0.081  0.082  0.040  0.043  0.081  0.038 
  SQ statistic               
2  1.000  0.113  0.201  0.513  0.513  0.513  0.486  0.333  0.513 
3  0.129  0.057  0.150  0.272  0.383  0.193  0.504  1.000  0.150 
4  0.214  0.056  0.115  0.214  0.222  0.186  0.218  1.000  0.149 
5  0.855  0.016  0.081  0.246  0.280  0.246  0.280  1.000  0.238 
10  1.000  0.015  0.050  0.230  0.843  0.149  0.843  0.436  0.100 
15  1.000  0.025  0.051  0.122  0.355  0.079  0.080  0.355  0.077 
20  1.000  0.029  0.046  0.116  0.290  0.060  0.062  0.092  0.060 
25  1.000  0.028  0.054  0.240  0.338  0.119  0.182  0.240  0.054 
30  1.000  0.025  0.036  0.090  0.215  0.047  0.047  0.090  0.036 
35  1.000  0.029  0.039  0.081  0.223  0.047  0.047  0.081  0.039 
40  1.000  0.020  0.026  0.064  0.170  0.026  0.026  0.027  0.026 
45  1.000  0.018  0.027  0.047  0.135  0.027  0.027  0.037  0.027 
50  1.000  0.025  0.036  0.058  0.128  0.036  0.036  0.058  0.036 
60  1.000  0.029  0.042  0.070  0.129  0.042  0.042  0.070  0.042 
70  1.000  0.025  0.037  0.098  0.108  0.037  0.047  0.098  0.035 
80  1.000  0.026  0.040  0.080  0.090  0.040  0.040  0.080  0.040 
89  1.000  0.028  0.040  0.081  0.082  0.040  0.043  0.081  0.038 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The two panels report  the p‐values  for  the construction of  the model confidence set  for  the 
statistics R and SQ. Bold dark grey shaded number over rows denotes models  included  in the 
confidence set at the 5% confidence level. Additional models included in the confidence set at 
the 1% confidence level are identified by light grey shades. 
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Table C.13: Model confidence set – MSE loss function – GMV portfolio 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
  R statistic                 
2  0.539  0.795  1.000  0.539  0.455  0.659  0.664  0.659  0.664 
3  0.794  0.425  0.687  0.426  0.363  0.810  0.504  0.425  1.000 
4  0.828  0.341  0.828  0.588  0.462  0.828  0.688  0.517  1.000 
5  0.760  0.035  1.000  0.592  0.430  0.760  0.430  0.302  0.961 
10  0.150  0.102  0.267  0.323  0.323  0.200  1.000  0.323  0.233 
15  0.211  0.115  0.317  0.399  0.399  0.337  0.399  1.000  0.399 
20  0.475  0.218  0.379  0.617  0.653  1.000  0.505  0.587  0.751 
25  0.336  0.194  0.298  0.512  0.559  1.000  0.486  0.546  0.681 
30  0.200  0.143  0.223  0.223  0.334  0.597  0.223  0.334  1.000 
35  0.216  0.205  0.209  0.216  0.216  1.000  0.216  0.359  0.634 
40  0.267  0.267  0.267  0.267  0.329  1.000  0.329  0.346  0.499 
45  0.228  0.282  0.228  0.282  0.371  1.000  0.326  0.371  0.565 
50  0.170  0.214  0.170  0.214  0.315  1.000  0.250  0.317  0.470 
60  0.171  0.171  0.171  0.184  0.251  1.000  0.251  0.305  0.331 
70  0.138  0.179  0.179  0.231  0.231  1.000  0.231  0.231  0.231 
80  0.057  0.145  0.172  0.311  0.311  1.000  0.311  0.311  0.326 
89  0.064  0.172  0.172  0.238  0.238  1.000  0.238  0.261  0.358 
  SQ statistic               
2  0.539  0.795  1.000  0.539  0.455  0.659  0.664  0.659  0.664 
3  0.794  0.425  0.687  0.426  0.363  0.810  0.504  0.425  1.000 
4  0.828  0.341  0.828  0.588  0.462  0.828  0.688  0.517  1.000 
5  0.760  0.035  1.000  0.592  0.430  0.760  0.430  0.302  0.961 
10  0.150  0.102  0.267  0.323  0.323  0.200  1.000  0.323  0.233 
15  0.211  0.115  0.317  0.399  0.399  0.337  0.399  1.000  0.399 
20  0.475  0.218  0.379  0.617  0.653  1.000  0.505  0.587  0.751 
25  0.336  0.194  0.298  0.512  0.559  1.000  0.486  0.546  0.681 
30  0.200  0.143  0.223  0.223  0.334  0.597  0.223  0.334  1.000 
35  0.216  0.205  0.209  0.216  0.216  1.000  0.216  0.359  0.634 
40  0.267  0.267  0.267  0.267  0.329  1.000  0.329  0.346  0.499 
45  0.228  0.282  0.228  0.282  0.371  1.000  0.326  0.371  0.565 
50  0.170  0.214  0.170  0.214  0.315  1.000  0.250  0.317  0.470 
60  0.171  0.171  0.171  0.184  0.251  1.000  0.251  0.305  0.331 
70  0.138  0.179  0.179  0.231  0.231  1.000  0.231  0.231  0.231 
80  0.057  0.145  0.172  0.311  0.311  1.000  0.311  0.311  0.326 
89  0.064  0.172  0.172  0.238  0.238  1.000  0.238  0.261  0.358 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The two panels report  the p‐values  for  the construction of  the model confidence set  for  the 
statistics R and SQ. Bold dark grey shaded number over rows denotes models  included  in the 
confidence set at the 5% confidence level. Additional models included in the confidence set at 
the 1% confidence level are identified by light grey shades. 
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Table C.14: Model confidence set – QLIKE loss function – GMV portfolio 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
  R statistic                 
2  0.547  0.251  0.461  0.968  0.968  0.561  1.000  0.658  0.628 
3  0.212  0.067  0.127  0.212  0.212  1.000  0.212  0.212  0.212 
4  0.857  0.044  0.156  0.488  0.579  1.000  0.579  0.857  0.579 
5  0.982  0.002  0.275  0.834  0.864  0.834  0.982  1.000  0.695 
10  0.050  0.016  0.091  1.000  0.965  0.160  0.965  0.552  0.243 
15  0.093  0.028  0.133  0.828  1.000  0.357  0.357  0.828  0.357 
20  0.041  0.041  0.055  1.000  0.741  0.129  0.129  0.129  0.129 
25  0.029  0.046  0.048  1.000  0.125  0.086  0.086  0.086  0.086 
30  0.028  0.033  0.033  1.000  0.353  0.033  0.060  0.246  0.060 
35  0.028  0.061  0.085  0.722  1.000  0.457  0.640  0.827  0.540 
40  0.034  0.055  0.063  0.630  1.000  0.337  0.470  0.630  0.380 
45  0.029  0.070  0.091  0.517  1.000  0.444  0.444  0.517  0.444 
50  0.035  0.095  0.141  0.652  1.000  0.592  0.612  0.910  0.612 
60  0.031  0.093  0.136  0.809  1.000  0.598  0.633  0.809  0.809 
70  0.036  0.107  0.147  0.936  0.907  0.729  0.732  0.936  1.000 
80  0.034  0.119  0.182  0.884  0.754  0.884  0.754  0.884  1.000 
89  0.033  0.118  0.132  0.655  0.513  0.655  0.620  0.655  1.000 
  SQ statistic               
2  0.547  0.251  0.461  0.968  0.968  0.561  1.000  0.658  0.628 
3  0.212  0.067  0.127  0.212  0.212  1.000  0.212  0.212  0.212 
4  0.857  0.044  0.156  0.488  0.579  1.000  0.579  0.857  0.579 
5  0.982  0.002  0.275  0.834  0.864  0.834  0.982  1.000  0.695 
10  0.050  0.016  0.091  1.000  0.965  0.160  0.965  0.552  0.243 
15  0.093  0.028  0.133  0.828  1.000  0.357  0.357  0.828  0.357 
20  0.041  0.041  0.055  1.000  0.741  0.129  0.129  0.129  0.129 
25  0.029  0.046  0.048  1.000  0.125  0.086  0.086  0.086  0.086 
30  0.028  0.033  0.033  1.000  0.353  0.033  0.060  0.246  0.060 
35  0.028  0.061  0.085  0.722  1.000  0.457  0.640  0.827  0.540 
40  0.034  0.055  0.063  0.630  1.000  0.337  0.470  0.630  0.380 
45  0.029  0.070  0.091  0.517  1.000  0.444  0.444  0.517  0.444 
50  0.035  0.095  0.141  0.652  1.000  0.592  0.612  0.910  0.612 
60  0.031  0.093  0.136  0.809  1.000  0.598  0.633  0.809  0.809 
70  0.036  0.107  0.147  0.936  0.907  0.729  0.732  0.936  1.000 
80  0.034  0.119  0.182  0.884  0.754  0.884  0.754  0.884  1.000 
89  0.033  0.118  0.132  0.655  0.513  0.655  0.620  0.655  1.000 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The two panels report  the p‐values  for  the construction of  the model confidence set  for  the 
statistics R and SQ. Bold dark grey shaded number over rows denotes models  included  in the 
confidence set at the 5% confidence level. Additional models included in the confidence set at 
the 1% confidence level are identified by light grey shades. 
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Table C.15: Model confidence set – MSE loss function – GMVB portfolio 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
  R statistic                 
2  0.536  0.794  1.000  0.536  0.449  0.666  0.675  0.666  0.675 
3  0.660  0.660  1.000  0.779  0.660  0.726  0.779  0.726  0.779 
4  0.414  0.355  1.000  0.759  0.600  0.513  0.759  0.513  0.759 
5  0.568  0.025  1.000  0.607  0.568  0.607  0.607  0.501  0.786 
10  0.178  0.085  0.178  0.272  0.331  0.178  1.000  0.331  0.216 
15  0.299  0.120  0.224  0.299  0.491  0.299  0.299  1.000  0.299 
20  0.274  0.156  0.223  0.315  0.756  1.000  0.274  0.326  0.756 
25  0.409  0.201  0.433  0.528  0.770  0.770  0.435  0.770  1.000 
30  0.401  0.172  0.401  0.401  0.507  0.507  0.401  0.507  1.000 
35  0.544  0.188  0.386  0.397  0.498  0.544  0.445  0.544  1.000 
40  0.578  0.238  0.557  0.557  0.578  0.578  0.578  0.578  1.000 
45  0.555  0.238  0.500  0.500  0.541  0.555  0.541  0.555  1.000 
50  0.584  0.302  0.584  0.533  0.584  0.584  0.584  0.584  1.000 
60  0.553  0.243  0.530  0.530  0.546  0.604  0.553  0.604  1.000 
70  0.584  0.274  0.584  0.584  0.584  0.645  0.584  0.645  1.000 
80  1.000  0.188  0.345  0.427  0.454  0.413  0.526  0.637  0.290 
89  1.000  0.169  0.302  0.469  0.469  0.389  0.576  0.576  0.262 
  SQ statistic               
2  0.536  0.794  1.000  0.536  0.449  0.666  0.675  0.666  0.675 
3  0.660  0.660  1.000  0.779  0.660  0.726  0.779  0.726  0.779 
4  0.414  0.355  1.000  0.759  0.600  0.513  0.759  0.513  0.759 
5  0.568  0.025  1.000  0.607  0.568  0.607  0.607  0.501  0.786 
10  0.178  0.085  0.178  0.272  0.331  0.178  1.000  0.331  0.216 
15  0.299  0.120  0.224  0.299  0.491  0.299  0.299  1.000  0.299 
20  0.274  0.156  0.223  0.315  0.756  1.000  0.274  0.326  0.756 
25  0.409  0.201  0.433  0.528  0.770  0.770  0.435  0.770  1.000 
30  0.401  0.172  0.401  0.401  0.507  0.507  0.401  0.507  1.000 
35  0.544  0.188  0.386  0.397  0.498  0.544  0.445  0.544  1.000 
40  0.578  0.238  0.557  0.557  0.578  0.578  0.578  0.578  1.000 
45  0.555  0.238  0.500  0.500  0.541  0.555  0.541  0.555  1.000 
50  0.584  0.302  0.584  0.533  0.584  0.584  0.584  0.584  1.000 
60  0.553  0.243  0.530  0.530  0.546  0.604  0.553  0.604  1.000 
70  0.584  0.274  0.584  0.584  0.584  0.645  0.584  0.645  1.000 
80  1.000  0.188  0.345  0.427  0.454  0.413  0.526  0.637  0.290 
89  1.000  0.169  0.302  0.469  0.469  0.389  0.576  0.576  0.262 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The two panels report  the p‐values  for  the construction of  the model confidence set  for  the 
statistics R and SQ. Bold dark grey shaded number over rows denotes models  included  in the 
confidence set at the 5% confidence level. Additional models included in the confidence set at 
the 1% confidence level are identified by light grey shades. 
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Table C.16: Model confidence set – QLIKE loss function – GMVB portfolio 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
  R statistic                 
2  0.539  0.242  0.459  0.999  0.999  0.560  1.000  0.677  0.635 
3  0.309  0.086  0.176  0.309  0.309  1.000  0.309  0.309  0.309 
4  0.971  0.052  0.165  0.529  0.730  1.000  0.724  0.971  0.620 
5  1.000  0.001  0.162  0.536  0.717  0.765  0.765  0.765  0.492 
10  0.759  0.024  0.118  0.797  1.000  0.622  0.797  0.759  0.469 
15  1.000  0.020  0.032  0.207  0.281  0.281  0.128  0.281  0.128 
20  1.000  0.039  0.039  0.193  0.293  0.064  0.064  0.064  0.064 
25  1.000  0.047  0.054  0.351  0.353  0.152  0.152  0.152  0.152 
30  1.000  0.032  0.032  0.206  0.279  0.082  0.082  0.206  0.082 
35  1.000  0.049  0.052  0.195  0.195  0.195  0.195  0.195  0.195 
40  1.000  0.044  0.046  0.200  0.200  0.200  0.200  0.200  0.184 
45  1.000  0.050  0.057  0.277  0.308  0.262  0.262  0.277  0.057 
50  1.000  0.047  0.054  0.197  0.197  0.197  0.197  0.197  0.169 
60  1.000  0.054  0.061  0.200  0.200  0.200  0.200  0.200  0.061 
70  1.000  0.064  0.076  0.324  0.324  0.303  0.303  0.324  0.076 
80  1.000  0.072  0.099  0.274  0.274  0.274  0.274  0.274  0.092 
89  1.000  0.076  0.116  0.271  0.271  0.271  0.271  0.271  0.106 
  SQ statistic               
2  0.539  0.242  0.459  0.999  0.999  0.560  1.000  0.677  0.635 
3  0.309  0.086  0.176  0.309  0.309  1.000  0.309  0.309  0.309 
4  0.971  0.052  0.165  0.529  0.730  1.000  0.724  0.971  0.620 
5  1.000  0.001  0.162  0.536  0.717  0.765  0.765  0.765  0.492 
10  0.759  0.024  0.118  0.797  1.000  0.622  0.797  0.759  0.469 
15  1.000  0.020  0.032  0.207  0.281  0.281  0.128  0.281  0.128 
20  1.000  0.039  0.039  0.193  0.293  0.064  0.064  0.064  0.064 
25  1.000  0.047  0.054  0.351  0.353  0.152  0.152  0.152  0.152 
30  1.000  0.032  0.032  0.206  0.279  0.082  0.082  0.206  0.082 
35  1.000  0.049  0.052  0.195  0.195  0.195  0.195  0.195  0.195 
40  1.000  0.044  0.046  0.200  0.200  0.200  0.200  0.200  0.184 
45  1.000  0.050  0.057  0.277  0.308  0.262  0.262  0.277  0.057 
50  1.000  0.047  0.054  0.197  0.197  0.197  0.197  0.197  0.169 
60  1.000  0.054  0.061  0.200  0.200  0.200  0.200  0.200  0.061 
70  1.000  0.064  0.076  0.324  0.324  0.303  0.303  0.324  0.076 
80  1.000  0.072  0.099  0.274  0.274  0.274  0.274  0.274  0.092 
89  1.000  0.076  0.116  0.271  0.271  0.271  0.271  0.271  0.106 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The two panels report  the p‐values  for  the construction of  the model confidence set  for  the 
statistics R and SQ. Bold dark grey shaded number over rows denotes models  included  in the 
confidence set at the 5% confidence level. Additional models included in the confidence set at 
the 1% confidence level are identified by light grey shades. 
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Table C.17: average model ranking over the cross‐sectional dimensions 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
EW  9.00  1.00  2.76  5.59  7.06 6.00 4.53 5.88 3.18
GMV  4.59  1.82  2.41  5.41  6.82 7.00 4.12 5.53 7.29
GMVB  9.00  1.00  2.00  4.71  6.00 8.00 3.47 4.76 6.06
 
The  first  row  reports  the  fitted models while  the  first  column  the  three portfolio  strategies 
considered. Bold values denote lower rankings (first to third). Lower values are associated with 
better models. 
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Table C.18: Engle‐Colacito test of model adequacy – EW portfolio 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N)  BEKK(N) DCC(T) cDCC(T) BEKK(T)
2  1.69  2.96  2.51 1.83  1.79  1.72  1.84  1.88  1.75 
3  1.74  2.97  2.79 1.87  1.79  1.61  1.80  1.76  1.61 
4  1.92  3.65  3.51 2.33  2.23  1.94  2.34  2.23  1.97 
5  2.25  5.07  3.86 2.81  2.73  2.46  2.74  2.61  2.56 
10  2.20  5.20  4.20 3.16  3.05  2.80  3.21  3.06  3.09 
15  2.12  4.79  4.31 3.52  3.43  2.90  3.56  3.51  3.18 
20  1.90  4.38  3.82 3.20  3.15  2.67  3.25  3.21  2.99 
25  1.90  4.63  3.94 3.33  3.30  2.86  3.36  3.38  3.21 
30  1.79  4.48  4.01 3.44  3.41  2.83  3.50  3.48  3.16 
35  1.68  4.21  3.82 3.35  3.32  2.73  3.40  3.37  3.02 
40  1.74  4.35  4.01 3.57  3.55  2.94  3.64  3.62  3.26 
45  1.74  4.36  4.11 3.73  3.70  3.02  3.81  3.79  3.34 
50  1.71  4.31  3.99 3.67  3.65  3.00  3.72  3.70  3.33 
60  1.68  4.23  3.95 3.68  3.67  3.03  3.79  3.77  3.36 
70  1.71  4.30  3.99 3.79  3.78  3.16  3.87  3.85  3.50 
80  1.75  4.39  4.10 3.93  3.92  3.30  4.00  3.98  3.66 
89  1.74  4.34  4.08 3.95  3.94  3.30  4.01  4.00  3.68 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The  table  reports  the  test  statistic,  distributed  as  a  standardized  normal  under  the  null 
hypothesis of model adequacy. The grey shade denotes models which fail the test for a given 
cross‐sectional dimension. 
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Table C.19: Engle‐Colacito test of model adequacy – GMV portfolio 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N)  BEKK(N) DCC(T) cDCC(T) BEKK(T)
2  1.26  2.65  2.04 1.38  1.36  1.20  1.38  1.42  1.22 
3  1.61  2.83  2.50 1.65  1.59  1.37  1.60  1.57  1.35 
4  1.83  3.99  3.07 1.94  1.87  1.66  1.94  1.87  1.65 
5  1.99  6.08  2.97 2.03  1.99  1.78  1.98  1.94  1.78 
10  2.67  4.37  3.02 2.34  2.31  2.02  2.43  2.36  1.97 
15  3.23  4.14  3.59 3.09  3.06  2.38  3.11  3.12  2.33 
20  3.46  3.01  3.61 3.14  3.14  2.32  3.17  3.16  2.23 
25  3.71  2.89  3.64 3.23  3.24  2.36  3.25  3.28  2.20 
30  2.77  2.75  3.55 3.10  3.10  2.14  3.14  3.13  2.06 
35  3.63  2.98  3.74 3.35  3.35  2.37  3.39  3.38  2.27 
40  3.74  2.98  3.78 3.41  3.41  2.55  3.45  3.45  2.44 
45  3.82  2.93  3.69 3.38  3.37  2.51  3.44  3.43  2.35 
50  3.87  2.89  3.39 3.17  3.17  2.47  3.21  3.21  2.32 
60  4.31  2.94  3.57 3.36  3.36  2.60  3.43  3.43  2.34 
70  4.32  2.94  3.60 3.45  3.46  2.72  3.52  3.51  2.50 
80  4.14  3.00  3.69 3.59  3.62  2.66  3.67  3.67  2.53 
89  4.25  2.97  3.72 3.63  3.66  2.73  3.70  3.70  2.55 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The  table  reports  the  test  statistic,  distributed  as  a  standardized  normal  under  the  null 
hypothesis of model adequacy. The grey shade denotes models which fail the test for a given 
cross‐sectional dimension. 
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Table C.20: Engle‐Colacito test of model adequacy – GMVB portfolio 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N)  BEKK(N) DCC(T) cDCC(T) BEKK(T)
2  1.26  2.65  2.04 1.38  1.36  1.20  1.39  1.42  1.22 
3  1.46  2.83  2.50 1.65  1.59  1.25  1.60  1.58  1.24 
4  1.61  3.99  3.08 1.94  1.88  1.50  1.95  1.88  1.52 
5  1.68  6.08  3.12 2.07  2.02  1.57  2.01  1.96  1.61 
10  1.90  4.38  3.33 2.42  2.37  1.76  2.52  2.43  1.83 
15  2.02  4.15  3.93 3.16  3.11  2.11  3.20  3.19  2.25 
20  1.75  3.13  3.56 3.00  2.99  1.81  3.04  3.04  1.98 
25  2.02  3.12  3.77 3.27  3.27  1.97  3.30  3.32  2.10 
30  1.88  3.00  3.69 3.18  3.18  1.85  3.23  3.22  1.98 
35  1.86  2.96  3.66 3.23  3.22  1.85  3.27  3.26  1.99 
40  1.97  2.99  3.80 3.40  3.39  1.88  3.44  3.44  2.04 
45  1.90  2.98  3.65 3.28  3.27  1.88  3.34  3.33  2.05 
50  1.87  2.99  3.52 3.22  3.21  1.89  3.25  3.25  2.10 
60  1.96  3.02  3.64 3.37  3.37  1.95  3.45  3.44  2.20 
70  2.14  2.97  3.54 3.33  3.33  2.00  3.40  3.39  2.27 
80  2.27  3.00  3.56 3.40  3.43  2.05  3.48  3.47  2.34 
89  2.36  2.97  3.55 3.43  3.46  2.09  3.50  3.49  2.38 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The  table  reports  the  test  statistic,  distributed  as  a  standardized  normal  under  the  null 
hypothesis of model adequacy. The grey shade denotes models which fail the test for a given 
cross‐sectional dimension. 
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Table C.21: Average out‐of‐sample expected EW portfolio variance 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N)  BEKK(N)  DCC(T)  cDCC(T)  BEKK(T) 
2  7.6046  4.2815  6.3117  7.3158 7.3969 7.3401 7.2820 7.2865 7.2758
3  9.7264  4.4863  6.8129  8.2934 8.4887 9.6408 8.3880 8.5903 9.5304
4  9.6603  3.3116  6.1148  7.8262 8.0543 9.2206 7.8971 8.1948 8.9882
5  11.3554  2.7352  7.8249  9.5343 9.7416 10.6431 9.8516 10.1589 10.3210
10  8.1087  1.7922  5.2740  6.6231 6.7837 6.8615 6.6428 6.7963 6.2340
15  7.7346  1.7889  4.5722  5.6663 5.7934 5.9325 5.6051 5.7421 5.2446
20  7.7262  1.5283  4.2246  5.1689 5.2545 5.5597 5.0993 5.1725 4.6526
25  7.5594  1.4742  4.2909  5.0445 5.0970 5.1664 5.0232 5.0691 4.2844
30  7.3353  1.4191  3.8976  4.5630 4.6033 4.7249 4.5189 4.5541 3.9009
35  7.9595  1.4700  4.1715  4.8173 4.8612 4.8267 4.7688 4.8105 3.9501
40  7.6724  1.4266  4.0711  4.6207 4.6533 4.4602 4.5659 4.5971 3.5577
45  7.3644  1.4335  3.8834  4.3607 4.3885 4.1352 4.3021 4.3298 3.2593
50  7.2353  1.4502  3.7977  4.2092 4.2337 3.9344 4.1711 4.1962 3.0953
60  7.0702  1.4184  3.6659  4.0263 4.0469 3.6151 3.9672 3.9878 2.8082
70  7.3512  1.4422  3.8723  4.1909 4.2089 3.5372 4.1405 4.1608 2.7364
80  7.3679  1.4048  3.9067  4.1890 4.2035 3.3619 4.1453 4.1630 2.5633
89  7.2845  1.3843  3.8425  4.0861 4.0971 3.1871 4.0469 4.0610 2.4100
 
The  first  column  reports  the  cross‐sectional  dimension  while  the  first  row  the  compared 
models. Bold values identify the lowest average variance for each cross sectional dimension 
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Table C.22: Average out‐of‐sample expected GMV portfolio variance 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N)  BEKK(N)  DCC(T)  cDCC(T)  BEKK(T) 
2  6.5966  3.7708  5.4176  6.2249 6.2851 6.4106 6.1849 6.1901 6.3336
3  5.7430  3.4406  4.8041  5.6762 5.7690 5.6812 5.7173 5.7863 5.6789
4  5.6943  2.4459  4.4821  5.5393 5.6446 5.6280 5.5563 5.6790 5.6055
5  5.5829  2.1232  4.4096  5.3451 5.4102 5.5592 5.4323 5.5372 5.5384
10  3.0565  1.5355  2.3615  2.8015 2.8308 3.0052 2.7241 2.8122 2.8919
15  2.5072  1.4333  2.0793  2.3526 2.3759 2.4991 2.3399 2.3657 2.3914
20  1.6946  0.9906  1.4313  1.6361 1.6440 1.7970 1.6245 1.6307 1.6931
25  1.4577  0.9353  1.1784  1.3846 1.3888 1.5790 1.3789 1.3842 1.4841
30  1.0372  0.8823  1.0888  1.2679 1.2704 1.3116 1.2568 1.2586 1.2670
35  0.8943  0.8294  0.9514  1.1056 1.1100 1.1781 1.0957 1.1003 1.1487
40  0.7489  0.7706  0.8608  0.9932 0.9965 1.0391 0.9828 0.9866 1.0219
45  0.5999  0.7359  0.8311  0.9401 0.9431 0.9032 0.9293 0.9330 0.9242
50  0.5175  0.7257  0.7806  0.8812 0.8842 0.8558 0.8734 0.8771 0.9037
60  0.3814  0.7176  0.7387  0.8217 0.8242 0.8037 0.8091 0.8124 0.8795
70  0.2601  0.6966  0.6974  0.7697 0.7715 0.7526 0.7594 0.7628 0.8402
80  0.1889  0.6756  0.6352  0.6851 0.6854 0.6924 0.6771 0.6793 0.7851
89  0.1380  0.6508  0.5878  0.6242 0.6241 0.6401 0.6182 0.6194 0.7306
 
The  first  column  reports  the  cross‐sectional  dimension  while  the  first  row  the  compared 
models. Bold values identify the lowest average variance for each cross sectional dimension. 
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Table C.23: Average out‐of‐sample expected GMVB portfolio variance 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N)  BEKK(N)  DCC(T)  cDCC(T)  BEKK(T) 
2  6.5966  3.7708  5.4176  6.2249 6.2852 6.4106 6.1854 6.1903 6.3336
3  6.2392  3.4406  4.8041  5.6786 5.7741 6.1494 5.7209 5.7964 6.1225
4  6.2115  2.4459  4.4822  5.5432 5.6511 6.0551 5.5626 5.6932 5.9884
5  6.1997  2.1232  4.4685  5.4319 5.5051 6.0496 5.5350 5.6534 5.9769
10  3.7301  1.5355  2.5841  3.1076 3.1628 3.4724 3.0390 3.1404 3.2847
15  3.6374  1.4464  2.3980  2.8326 2.8816 3.1615 2.8101 2.8611 2.9277
20  2.9687  1.0029  1.7324  2.0175 2.0334 2.4307 1.9979 2.0108 2.1494
25  2.8536  0.9492  1.5189  1.7953 1.8043 2.2194 1.7874 1.7963 1.9364
30  2.7171  0.9005  1.4334  1.6797 1.6860 2.0199 1.6635 1.6690 1.7563
35  2.6817  0.8886  1.3610  1.5900 1.5994 1.9207 1.5754 1.5850 1.6730
40  2.5906  0.8333  1.2514  1.4508 1.4577 1.7569 1.4348 1.4422 1.5066
45  2.5168  0.8014  1.2291  1.4022 1.4085 1.6622 1.3847 1.3922 1.4111
50  2.5070  0.7957  1.2060  1.3589 1.3651 1.6139 1.3479 1.3550 1.3735
60  2.4967  0.7911  1.1883  1.3234 1.3289 1.5324 1.3039 1.3104 1.3006
70  2.4901  0.7863  1.1681  1.2851 1.2889 1.4674 1.2691 1.2758 1.2496
80  2.1495  0.7823  1.0998  1.1870 1.1889 1.3417 1.1739 1.1788 1.1661
89  2.0797  0.7739  1.0642  1.1365 1.1374 1.2915 1.1245 1.1281 1.1189
 
The  first  column  reports  the  cross‐sectional  dimension  while  the  first  row  the  compared 
models. Bold values identify the lowest average variance for each cross sectional dimension. 
 
 
 
85 
 
 
Table D.1: Diebold‐Mariano model comparison based on MSE loss function 
 
    2  3  4  5  10  15  20  25  30  35  40  45  50  60  70  80  89 
EWMA  SHR  ‐5.1  ‐5.8  ‐8.1  ‐10.0 ‐12.1 ‐12.9 ‐13.0 ‐14.5 ‐15.0 ‐15.9 ‐15.4 ‐15.6  ‐15.8  ‐15.6  ‐16.0 ‐16.7 ‐16.4
EWMA  CCC  ‐1.8  ‐1.9  ‐1.5  ‐2.1  ‐3.2  ‐2.5  ‐2.6  ‐2.8  ‐2.6  ‐2.6  ‐2.5  ‐2.0  ‐2.1  ‐2.2  ‐1.8  ‐1.8  ‐1.5 
EWMA  DCC(N)  ‐1.8  ‐1.8  ‐1.5  ‐2.1  ‐3.3  ‐2.5  ‐2.5  ‐2.5  ‐2.3  ‐2.3  ‐2.1  ‐1.6  ‐1.7  ‐1.8  ‐1.5  ‐1.4  ‐1.2 
EWMA  cDCC(N)  ‐1.8  ‐1.8  ‐1.5  ‐2.1  ‐3.2  ‐2.5  ‐2.5  ‐2.5  ‐2.4  ‐2.3  ‐2.1  ‐1.6  ‐1.7  ‐1.8  ‐1.5  ‐1.4  ‐1.3 
EWMA  BEKK(N)  ‐1.1  ‐0.6  ‐0.1  ‐0.6  ‐0.5  0.0  ‐0.6  ‐0.2  ‐0.5  ‐1.3  ‐1.4  ‐2.0  ‐2.6  ‐3.7  ‐4.5  ‐5.8  ‐6.5 
EWMA  DCC(T)  ‐1.6  ‐1.6  ‐1.6  ‐2.2  ‐3.2  ‐2.5  ‐2.5  ‐2.5  ‐2.4  ‐2.3  ‐2.1  ‐1.6  ‐1.7  ‐1.8  ‐1.4  ‐1.4  ‐1.2 
EWMA  cDCC(T)  ‐1.7  ‐1.8  ‐1.9  ‐2.2  ‐3.0  ‐2.5  ‐2.5  ‐2.5  ‐2.4  ‐2.3  ‐2.2  ‐1.6  ‐1.7  ‐1.8  ‐1.5  ‐1.4  ‐1.2 
EWMA  BEKK(T)  0.7  0.2  0.1  ‐0.4  ‐1.7  ‐2.8  ‐4.9  ‐6.4  ‐7.9  ‐9.3  ‐9.9  ‐10.8  ‐11.7  ‐12.5  ‐13.4 ‐14.6 ‐14.6
SHR  CCC  3.7  5.3  8.2  10.0  10.1  9.6  10.2  12.7  13.7  15.2  14.8  15.3  15.8  15.6  16.2  17.0  16.7 
SHR  DCC(N)  3.7  5.3  8.1  9.9  10.1  9.6  10.2  12.7  13.8  15.2  14.9  15.4  15.9  15.8  16.3  17.2  16.8 
SHR  cDCC(N)  3.7  5.3  8.1  9.9  10.1  9.6  10.2  12.8  13.8  15.2  14.9  15.4  15.9  15.8  16.3  17.2  16.9 
SHR  BEKK(N)  5.9  6.9  9.3  11.5  13.9  15.1  15.3  16.7  17.3  18.2  18.0  18.3  18.9  19.2  20.3  21.8  21.8 
SHR  DCC(T)  3.4  5.2  7.7  9.4  10.2  9.6  10.2  12.7  13.8  15.2  14.9  15.4  15.9  15.8  16.4  17.2  16.8 
SHR  cDCC(T)  3.6  4.9  7.7  10.0  10.3  9.6  10.2  12.8  13.8  15.2  14.9  15.4  15.9  15.8  16.4  17.2  16.8 
SHR  BEKK(T)  5.8  6.7  9.3  11.6  14.9  17.1  18.4  20.9  22.3  23.8  23.8  24.4  25.3  25.1  26.0  26.8  26.3 
CCC  DCC(N)  ‐0.2  1.4  0.8  0.9  0.1  1.7  3.2  5.0  4.4  5.8  7.1  5.7  5.9  6.3  6.1  5.8  5.5 
CCC  cDCC(N)  ‐0.1  1.2  0.6  0.9  0.4  2.0  3.1  4.9  4.3  5.5  6.9  5.4  5.5  5.9  5.8  5.4  5.2 
CCC  BEKK(N)  1.2  1.2  1.3  1.5  2.7  2.2  1.8  2.1  1.8  1.2  1.0  ‐0.4  ‐1.4  ‐2.9  ‐4.2  ‐5.8  ‐6.6 
CCC  DCC(T)  ‐1.0  0.0  ‐1.0  ‐1.4  1.6  0.9  2.1  4.4  3.9  5.4  6.5  5.3  5.5  6.1  5.9  5.9  5.5 
CCC  cDCC(T)  ‐1.0  ‐1.1  ‐1.6  ‐0.1  1.9  1.0  2.2  4.4  3.7  5.1  6.2  4.9  5.1  5.7  5.5  5.5  5.2 
CCC  BEKK(T)  1.7  1.7  1.4  1.5  1.9  0.7  ‐1.5  ‐3.6  ‐5.9  ‐8.0  ‐8.9  ‐10.3  ‐11.7  ‐12.5  ‐13.6 ‐15.0 ‐14.9
DCC(N)  cDCC(N)  0.5  ‐2.5  ‐2.0  ‐1.2  2.0  1.1  ‐1.3  ‐2.5  ‐2.9  ‐4.7  ‐5.9  ‐5.6  ‐6.4  ‐7.0  ‐7.1  ‐5.8  ‐5.1 
DCC(N)  BEKK(N)  1.2  1.1  1.2  1.4  2.7  2.1  1.7  1.8  1.5  0.8  0.6  ‐0.8  ‐1.7  ‐3.2  ‐4.5  ‐6.0  ‐6.8 
DCC(N)  DCC(T)  ‐1.0  ‐0.5  ‐1.3  ‐1.7  1.9  ‐0.4  ‐0.6  ‐0.5  ‐0.5  ‐0.8  ‐0.5  ‐0.1  ‐0.1  0.4  1.0  2.1  0.7 
DCC(N)  cDCC(T)  ‐1.0  ‐1.5  ‐2.0  ‐0.6  1.9  0.1  ‐0.3  0.4  ‐1.0  ‐1.6  ‐1.6  ‐1.4  ‐1.6  ‐1.6  ‐1.0  0.4  ‐0.4 
DCC(N)  BEKK(T)  1.7  1.6  1.4  1.5  1.9  0.7  ‐1.6  ‐3.8  ‐6.0  ‐8.1  ‐9.0  ‐10.5  ‐11.8  ‐12.7  ‐13.8 ‐15.2 ‐15.0
cDCC(N)  BEKK(N)  1.2  1.1  1.3  1.5  2.7  2.1  1.7  1.8  1.5  0.9  0.6  ‐0.8  ‐1.7  ‐3.2  ‐4.4  ‐6.0  ‐6.8 
cDCC(N)  DCC(T)  ‐1.0  ‐0.4  ‐1.3  ‐1.7  1.7  ‐0.5  ‐0.4  ‐0.1  ‐0.1  0.1  0.6  1.1  1.3  2.4  3.0  3.4  1.5 
cDCC(N)  cDCC(T)  ‐1.0  ‐1.4  ‐2.0  ‐0.6  1.9  0.0  ‐0.2  0.6  ‐0.6  ‐0.8  ‐0.5  ‐0.2  ‐0.2  0.2  0.8  2.0  0.6 
cDCC(N)  BEKK(T)  1.7  1.6  1.4  1.5  1.9  0.7  ‐1.6  ‐3.8  ‐6.1  ‐8.1  ‐9.0  ‐10.5  ‐11.8  ‐12.7  ‐13.8 ‐15.2 ‐15.0
BEKK(N)  DCC(T)  ‐1.2  ‐1.0  ‐1.3  ‐1.6  ‐2.6  ‐2.1  ‐1.7  ‐1.9  ‐1.5  ‐0.8  ‐0.6  0.8  1.7  3.2  4.5  6.0  6.8 
BEKK(N)  cDCC(T)  ‐1.2  ‐1.3  ‐1.5  ‐1.6  ‐2.5  ‐2.1  ‐1.7  ‐1.8  ‐1.5  ‐0.9  ‐0.6  0.8  1.7  3.2  4.5  6.0  6.8 
BEKK(N)  BEKK(T)  2.1  2.3  1.9  1.3  ‐3.9  ‐5.7  ‐7.7  ‐9.2  ‐10.7 ‐11.8 ‐12.8 ‐13.8  ‐15.1  ‐16.2  ‐17.9 ‐19.8 ‐19.8
DCC(T)  cDCC(T)  0.8  ‐1.8  ‐0.6  1.6  1.3  0.5  0.7  1.0  ‐1.9  ‐5.0  ‐6.2  ‐5.9  ‐6.7  ‐7.5  ‐7.1  ‐5.6  ‐5.2 
DCC(T)  BEKK(T)  1.5  1.4  1.4  1.6  1.8  0.7  ‐1.6  ‐3.8  ‐6.0  ‐8.1  ‐9.0  ‐10.5  ‐11.8  ‐12.7  ‐13.8 ‐15.2 ‐15.0
cDCC(T)  BEKK(T)  1.6  1.6  1.6  1.6  1.6  0.7  ‐1.6  ‐3.8  ‐6.0  ‐8.1  ‐9.0  ‐10.5  ‐11.8  ‐12.7  ‐13.8 ‐15.2 ‐15.0
 
The table reports in the first and second columns the compared models. The first row reports 
the  cross‐sectional dimension. Bold dark‐grey  shaded numbers  identify a preference  for  the 
first  model,  while  light‐grey  shaded  numbers  identify  a  preference  for  the  second  model. 
Numbers without shaded areas denote statistically equivalent models. 
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Table D.2: Amisano‐Giacomini test (entire distribution) 
 
    2  3  4  5  10  15  20  25  30  35  40  45  50  60  70  80  89 
EWMA  SHR  ‐2.0  ‐1.2  ‐2.4  ‐2.4 ‐3.7  ‐1.2  ‐0.3  0.5  1.2  2.0  3.0  3.9  4.6  5.5  6.6  8.0  9.8 
EWMA  CCC  0.5  1.0  1.2  1.1  2.2  3.2  4.0  5.1  5.9  6.3  6.9  8.1  8.4  8.2  8.8  9.9  11.7 
EWMA  DCC(N)  0.5  0.9  1.2  1.1  2.3  3.3  4.0  5.2  6.0  6.3  7.0  8.1  8.4  8.2  8.8  9.9  11.7 
EWMA  cDCC(N)  0.5  0.9  1.2  1.1  2.3  3.3  4.0  5.2  6.0  6.3  7.0  8.1  8.4  8.2  8.8  9.9  11.7 
EWMA  BEKK(N)  0.3  0.7  0.8  0.8  1.9  2.6  3.3  4.4  5.1  5.6  6.2  7.2  7.4  7.3  8.0  9.1  10.8 
EWMA  DCC(T)  0.5  0.9  1.1  1.0  2.2  3.3  4.0  5.2  6.0  6.3  7.0  8.1  8.4  8.2  8.8  9.9  11.8 
EWMA  cDCC(T)  0.5  0.9  1.1  1.1  2.2  3.3  4.0  5.2  6.0  6.3  7.0  8.1  8.4  8.2  8.8  9.9  11.8 
EWMA  BEKK(T)  0.7  0.9  0.8  0.8  1.0  1.7  1.9  2.6  3.0  3.5  4.2  5.0  5.4  6.0  6.9  8.2  10.0 
SHR  CCC  3.7  3.6  5.4  5.6  9.2  5.5  6.1  6.5  7.4  7.7  8.0  9.1  9.4  7.3  8.1  8.9  9.9 
SHR  DCC(N)  3.5  3.2  5.2  5.3  9.0  5.5  6.2  6.5  7.4  7.8  8.1  9.3  9.6  7.5  8.2  9.0  9.9 
SHR  cDCC(N)  3.5  3.1  5.1  5.3  9.0  5.5  6.1  6.5  7.4  7.8  8.1  9.2  9.5  7.5  8.1  8.9  9.9 
SHR  BEKK(N)  3.3  2.7  4.4  4.9  9.2  8.1  9.0  9.4  10.7 10.7 11.5 13.4  14.4  14.7  15.7  16.6  18.7 
SHR  DCC(T)  3.8  4.0  5.8  5.6  9.2  5.6  6.2  6.5  7.4  7.8  8.1  9.2  9.5  7.5  8.1  8.9  9.9 
SHR  cDCC(T)  3.9  4.1  5.4  5.6  9.2  5.5  6.1  6.5  7.3  7.7  8.1  9.2  9.5  7.5  8.1  8.9  9.8 
SHR  BEKK(T)  2.7  2.5  4.5  5.2  11.4 11.8 14.3 15.6 18.0 17.9 19.4 22.1  23.7  23.4  23.1  23.3  25.7 
CCC  DCC(N)  ‐1.5  ‐1.4  ‐1.9  ‐1.7 ‐1.3  1.0  0.7  1.8  1.8  2.1  3.2  4.0  4.1  3.9  4.0  3.0  2.8 
CCC  cDCC(N)  ‐1.4  ‐1.3  ‐1.7  ‐1.6 ‐1.3  0.8  0.5  1.6  1.6  1.9  3.0  3.7  3.8  3.7  3.8  2.8  2.6 
CCC  BEKK(N)  ‐1.1  ‐1.4  ‐1.5  ‐1.4 ‐1.4  0.0  ‐0.5  ‐0.2  ‐0.4  ‐0.8  ‐0.8  ‐1.5  ‐1.7  ‐0.9  ‐1.9  ‐3.2  ‐4.2 
CCC  DCC(T)  0.1  0.4  0.2  ‐1.3 ‐0.3  0.8  0.6  1.9  1.8  2.2  3.0  3.7  4.0  3.7  3.4  2.2  1.6 
CCC  cDCC(T)  0.2  0.1  ‐0.6  ‐1.0 ‐0.6  0.7  0.5  1.1  1.4  1.9  2.7  3.4  3.6  3.5  3.1  2.1  1.5 
CCC  BEKK(T)  ‐0.4  ‐0.9  ‐1.3  ‐1.3 ‐2.4  ‐1.1  ‐2.4  ‐3.0  ‐4.1  ‐4.7  ‐5.3  ‐6.5  ‐7.1  ‐5.6  ‐6.6  ‐7.7  ‐8.6 
DCC(N)  cDCC(N)  1.6  ‐0.2  ‐0.2  ‐0.1 0.8  ‐1.2  ‐1.2  ‐1.9  ‐1.7  ‐2.4  ‐2.9  ‐3.3  ‐3.1  ‐3.2  ‐3.0  ‐2.6  ‐2.5 
DCC(N)  BEKK(N)  ‐0.8  ‐1.3  ‐1.3  ‐1.2 ‐1.3  ‐0.1  ‐0.6  ‐0.4  ‐0.6  ‐1.0  ‐1.1  ‐1.8  ‐2.0  ‐1.1  ‐2.0  ‐3.3  ‐4.2 
DCC(N)  DCC(T)  0.8  0.9  0.8  0.2  1.0  ‐0.1  0.0  0.4  0.2  0.1  ‐0.1  0.2  0.5  0.5  ‐0.2  0.0  ‐0.4 
DCC(N)  cDCC(T)  0.8  0.7  0.3  0.5  0.4  0.1  ‐0.2  ‐0.4  ‐0.2  ‐0.3  ‐0.6  ‐0.4  ‐0.1  ‐0.1  ‐0.6  ‐0.2  ‐0.5 
DCC(N)  BEKK(T)  ‐0.2  ‐0.7  ‐1.1  ‐1.0 ‐2.3  ‐1.2  ‐2.5  ‐3.0  ‐4.1  ‐4.8  ‐5.4  ‐6.7  ‐7.3  ‐5.8  ‐6.7  ‐7.7  ‐8.7 
cDCC(N)  BEKK(N)  ‐0.9  ‐1.3  ‐1.3  ‐1.2 ‐1.3  0.0  ‐0.6  ‐0.3  ‐0.6  ‐0.9  ‐1.1  ‐1.8  ‐1.9  ‐1.1  ‐2.0  ‐3.3  ‐4.2 
cDCC(N)  DCC(T)  0.7  0.9  0.7  0.2  1.0  0.2  0.2  0.8  0.5  0.6  0.4  0.8  1.1  1.1  0.3  0.3  ‐0.1 
cDCC(N)  cDCC(T)  0.7  0.7  0.3  0.5  0.4  0.3  0.0  ‐0.1  0.0  0.1  ‐0.1  0.2  0.4  0.4  ‐0.2  0.1  ‐0.3 
cDCC(N)  BEKK(T)  ‐0.2  ‐0.7  ‐1.1  ‐1.0 ‐2.3  ‐1.1  ‐2.5  ‐3.0  ‐4.1  ‐4.8  ‐5.4  ‐6.6  ‐7.3  ‐5.8  ‐6.7  ‐7.7  ‐8.7 
BEKK(N)  DCC(T)  1.0  1.2  1.2  1.0  1.3  0.1  0.6  0.4  0.6  1.0  1.1  1.8  2.0  1.1  2.0  3.3  4.2 
BEKK(N)  cDCC(T)  1.0  1.1  1.1  1.1  1.2  0.1  0.6  0.3  0.5  0.9  1.0  1.8  1.9  1.1  2.0  3.3  4.2 
BEKK(N)  BEKK(T)  0.3  0.6  1.9  0.8  ‐2.3  ‐2.6  ‐4.4  ‐5.3  ‐6.8  ‐7.2  ‐8.4  ‐10.4 ‐11.7  ‐12.4  ‐13.8  ‐15.0 ‐16.8
DCC(T)  cDCC(T)  0.3  ‐0.2  ‐0.8  1.3  ‐0.4  0.2  ‐0.7  ‐1.1  ‐1.1  ‐2.4  ‐2.8  ‐3.3  ‐3.1  ‐3.2  ‐2.9  ‐2.0  ‐1.6 
DCC(T)  BEKK(T)  ‐0.4  ‐0.8  ‐1.0  ‐0.9 ‐2.4  ‐1.2  ‐2.5  ‐3.0  ‐4.1  ‐4.8  ‐5.4  ‐6.6  ‐7.3  ‐5.8  ‐6.7  ‐7.7  ‐8.6 
cDCC(T)  BEKK(T)  ‐0.4  ‐0.7  ‐0.9  ‐1.0 ‐2.3  ‐1.2  ‐2.5  ‐3.0  ‐4.1  ‐4.8  ‐5.4  ‐6.6  ‐7.2  ‐5.8  ‐6.7  ‐7.7  ‐8.6 
 
The table reports in the first and second columns the compared models. The first row reports 
the  cross‐sectional dimension. Bold dark‐grey  shaded numbers  identify a preference  for  the 
first  model,  while  light‐grey  shaded  numbers  identify  a  preference  for  the  second  model. 
Numbers without shaded areas denote statistically equivalent models. 
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Table D.3: Model confidence set – Amisano‐Giacomini loss function at the model level 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
  R statistic                 
2  0.517  0.059  0.937  0.517  0.652  0.517  0.937  1.000  0.902 
3  0.415  0.066  0.914  0.415  0.642  0.291  1.000  0.914  0.448 
4  0.159  0.010  0.851  0.206  0.285  0.162  1.000  0.658  0.202 
5  0.229  0.005  1.000  0.229  0.229  0.229  0.229  0.338  0.229 
10  0.061  0.000  1.000  0.476  0.560  0.357  0.758  0.742  0.114 
15  0.039  0.000  0.895  0.972  0.908  0.908  0.972  1.000  0.442 
20  0.012  0.000  0.828  1.000  0.828  0.805  0.957  0.833  0.051 
25  0.000  0.000  0.393  0.567  0.393  0.393  1.000  0.525  0.009 
30  0.000  0.000  0.352  0.796  0.388  0.352  1.000  0.472  0.001 
35  0.000  0.000  0.099  0.918  0.131  0.099  1.000  0.141  0.000 
40  0.000  0.000  0.019  1.000  0.065  0.019  0.900  0.065  0.000 
45  0.000  0.000  0.002  0.776  0.023  0.002  1.000  0.025  0.000 
50  0.000  0.000  0.000  0.521  0.031  0.000  1.000  0.037  0.000 
60  0.000  0.000  0.001  0.559  0.015  0.001  1.000  0.020  0.000 
70  0.000  0.000  0.002  1.000  0.026  0.002  0.773  0.026  0.000 
80  0.000  0.000  0.024  0.997  0.110  0.003  1.000  0.166  0.000 
89  0.000  0.000  0.052  1.000  0.156  0.001  0.156  0.156  0.000 
  SQ statistic               
2  0.517  0.059  0.937  0.517  0.652  0.517  0.937  1.000  0.902 
3  0.415  0.066  0.914  0.415  0.642  0.291  1.000  0.914  0.448 
4  0.159  0.010  0.851  0.206  0.285  0.162  1.000  0.658  0.202 
5  0.229  0.005  1.000  0.229  0.229  0.229  0.229  0.338  0.229 
10  0.061  0.000  1.000  0.476  0.560  0.357  0.758  0.742  0.114 
15  0.039  0.000  0.895  0.972  0.908  0.908  0.972  1.000  0.442 
20  0.012  0.000  0.828  1.000  0.828  0.805  0.957  0.833  0.051 
25  0.000  0.000  0.393  0.567  0.393  0.393  1.000  0.525  0.009 
30  0.000  0.000  0.352  0.796  0.388  0.352  1.000  0.472  0.001 
35  0.000  0.000  0.099  0.918  0.131  0.099  1.000  0.141  0.000 
40  0.000  0.000  0.019  1.000  0.065  0.019  0.900  0.065  0.000 
45  0.000  0.000  0.002  0.776  0.023  0.002  1.000  0.025  0.000 
50  0.000  0.000  0.000  0.521  0.031  0.000  1.000  0.037  0.000 
60  0.000  0.000  0.001  0.559  0.015  0.001  1.000  0.020  0.000 
70  0.000  0.000  0.002  1.000  0.026  0.002  0.773  0.026  0.000 
80  0.000  0.000  0.024  0.997  0.110  0.003  1.000  0.166  0.000 
89  0.000  0.000  0.052  1.000  0.156  0.001  0.156  0.156  0.000 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The two panels report  the p‐values  for  the construction of  the model confidence set  for  the 
statistics R and SQ. Bold dark grey shaded number over rows denotes models  included  in the 
confidence set at the 5% confidence level. Additional models included in the confidence set at 
the 1% confidence level are identified by light grey shades. 
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Table D.4: Model confidence set – MSE loss function at the model level 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
  R statistic                 
2  0.543  0.019  0.138  0.138  0.138  0.138  0.138  0.138  1.000 
3  0.877  0.009  0.180  0.217  0.180  0.232  0.217  0.141  1.000 
4  0.899  0.001  0.323  0.342  0.276  0.448  0.229  0.147  1.000 
5  1.000  0.000  0.219  0.285  0.219  0.601  0.149  0.219  0.740 
10  1.000  0.000  0.009  0.006  0.007  0.699  0.012  0.015  0.045 
15  1.000  0.000  0.050  0.050  0.050  0.980  0.050  0.050  0.050 
20  1.000  0.000  0.036  0.108  0.108  0.618  0.108  0.108  0.016 
25  1.000  0.000  0.006  0.078  0.073  0.855  0.078  0.092  0.002 
30  1.000  0.000  0.008  0.102  0.063  0.653  0.088  0.060  0.000 
35  1.000  0.000  0.001  0.096  0.036  0.268  0.090  0.022  0.000 
40  1.000  0.000  0.000  0.135  0.018  0.224  0.135  0.008  0.000 
45  1.000  0.000  0.000  0.137  0.008  0.008  0.137  0.008  0.000 
50  1.000  0.000  0.000  0.096  0.001  0.000  0.096  0.000  0.000 
60  1.000  0.000  0.000  0.048  0.000  0.000  0.048  0.000  0.000 
70  1.000  0.000  0.000  0.075  0.000  0.000  0.075  0.000  0.000 
80  1.000  0.000  0.000  0.002  0.000  0.000  0.076  0.002  0.000 
89  1.000  0.000  0.000  0.157  0.004  0.000  0.157  0.008  0.000 
  SQ statistic               
2  0.543  0.019  0.138  0.138  0.138  0.138  0.138  0.138  1.000 
3  0.877  0.009  0.180  0.217  0.180  0.232  0.217  0.141  1.000 
4  0.899  0.001  0.323  0.342  0.276  0.448  0.229  0.147  1.000 
5  1.000  0.000  0.219  0.285  0.219  0.601  0.149  0.219  0.740 
10  1.000  0.000  0.009  0.006  0.007  0.699  0.012  0.015  0.045 
15  1.000  0.000  0.050  0.050  0.050  0.980  0.050  0.050  0.050 
20  1.000  0.000  0.036  0.108  0.108  0.618  0.108  0.108  0.016 
25  1.000  0.000  0.006  0.078  0.073  0.855  0.078  0.092  0.002 
30  1.000  0.000  0.008  0.102  0.063  0.653  0.088  0.060  0.000 
35  1.000  0.000  0.001  0.096  0.036  0.268  0.090  0.022  0.000 
40  1.000  0.000  0.000  0.135  0.018  0.224  0.135  0.008  0.000 
45  1.000  0.000  0.000  0.137  0.008  0.008  0.137  0.008  0.000 
50  1.000  0.000  0.000  0.096  0.001  0.000  0.096  0.000  0.000 
60  1.000  0.000  0.000  0.048  0.000  0.000  0.048  0.000  0.000 
70  1.000  0.000  0.000  0.075  0.000  0.000  0.075  0.000  0.000 
80  1.000  0.000  0.000  0.002  0.000  0.000  0.076  0.002  0.000 
89  1.000  0.000  0.000  0.157  0.004  0.000  0.157  0.008  0.000 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The two panels report  the p‐values  for  the construction of  the model confidence set  for  the 
statistics R and SQ. Bold dark grey shaded number over rows denotes models  included  in the 
confidence set at the 5% confidence level. Additional models included in the confidence set at 
the 1% confidence level are identified by light grey shades. 
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Table D.5: Diebold‐Mariano model comparison based on MSE loss function for EW portfolios 
 
    2  3  4  5  10  15  20  25  30  35  40  45  50  60  70  80  89 
EWMA  SHR  ‐5.3  ‐6.5  ‐8.0  ‐9.2  ‐11.0 ‐11.0 ‐10.3 ‐10.3 ‐10.2 ‐10.5 ‐9.9  ‐9.8  ‐10.4  ‐10.4  ‐10.1  ‐10.4 ‐10.4
EWMA  CCC  ‐2.8  ‐2.1  ‐1.5  ‐2.6  ‐2.6  ‐3.1  ‐3.0  ‐3.0  ‐3.1  ‐3.1  ‐3.0  ‐2.7  ‐2.5  ‐2.4  ‐2.2  ‐2.4  ‐2.2 
EWMA  DCC(N)  ‐2.7  ‐1.9  ‐1.4  ‐2.5  ‐2.6  ‐2.9  ‐2.8  ‐2.8  ‐3.0  ‐2.9  ‐2.8  ‐2.6  ‐2.4  ‐2.3  ‐2.1  ‐2.3  ‐2.1 
EWMA  cDCC(N)  ‐2.7  ‐2.0  ‐1.5  ‐2.5  ‐2.6  ‐2.9  ‐2.8  ‐2.8  ‐3.0  ‐3.0  ‐2.9  ‐2.6  ‐2.4  ‐2.3  ‐2.1  ‐2.3  ‐2.1 
EWMA  BEKK(N)  ‐1.5  ‐1.5  ‐1.3  ‐1.8  ‐2.0  ‐2.4  ‐2.7  ‐2.6  ‐2.9  ‐3.2  ‐3.1  ‐3.4  ‐3.5  ‐4.0  ‐4.1  ‐4.8  ‐5.1 
EWMA  DCC(T)  ‐2.4  ‐1.9  ‐1.5  ‐2.6  ‐2.7  ‐3.0  ‐2.9  ‐2.9  ‐3.0  ‐3.0  ‐2.9  ‐2.6  ‐2.4  ‐2.3  ‐2.1  ‐2.3  ‐2.1 
EWMA  cDCC(T)  ‐2.7  ‐2.1  ‐1.7  ‐2.5  ‐2.7  ‐3.0  ‐2.9  ‐3.0  ‐3.0  ‐3.0  ‐2.9  ‐2.6  ‐2.5  ‐2.3  ‐2.1  ‐2.3  ‐2.1 
EWMA  BEKK(T)  0.0  ‐0.9  ‐1.1  ‐1.7  ‐2.9  ‐4.0  ‐5.0  ‐5.4  ‐6.1  ‐6.7  ‐6.8  ‐7.2  ‐7.9  ‐8.4  ‐8.5  ‐9.2  ‐9.2 
SHR  CCC  4.5  6.6  8.8  9.9  11.8  11.5  10.8  10.8  10.7  11.0  10.5 10.4 11.1  11.1  10.8  11.1  11.0 
SHR  DCC(N)  4.6  6.7  8.7  9.8  11.9  11.5  10.8  10.8  10.7  11.0  10.5 10.4 11.1  11.1  10.8  11.1  11.1 
SHR  cDCC(N)  4.6  6.7  8.7  9.8  11.8  11.5  10.8  10.8  10.7  11.0  10.5 10.4 11.1  11.1  10.8  11.1  11.1 
SHR  BEKK(N)  6.0  7.5  8.9  10.3 12.2  12.1  11.4  11.3  11.3  11.7  11.3 11.4 12.3  12.6  12.7  13.5  13.7 
SHR  DCC(T)  4.5  6.6  8.6  9.7  11.8  11.4  10.7  10.8  10.7  11.0  10.5 10.4 11.1  11.1  10.8  11.1  11.1 
SHR  cDCC(T)  4.6  6.5  8.6  9.8  11.8  11.4  10.7  10.8  10.7  11.0  10.5 10.4 11.1  11.1  10.8  11.1  11.1 
SHR  BEKK(T)  5.8  7.3  8.9  10.4 12.9  13.5  13.6  13.9  14.3  15.1  14.7 14.8 16.1  16.4  16.1  16.6  16.6 
CCC  DCC(N)  2.2  2.7  2.1  2.9  0.5  2.3  2.8  3.1  2.9  3.1  3.6  2.9  2.9  3.2  3.1  3.6  3.5 
CCC  cDCC(N)  2.1  2.4  2.0  2.8  1.1  2.7  2.8  3.1  2.8  3.0  3.5  2.8  2.8  3.0  2.9  3.3  3.2 
CCC  BEKK(N)  1.4  1.2  1.1  2.1  1.3  1.4  0.3  ‐0.1  ‐0.9  ‐1.7  ‐2.0  ‐3.2  ‐3.7  ‐4.4  ‐4.6  ‐5.2  ‐5.6 
CCC  DCC(T)  0.3  2.3  1.0  0.5  0.4  1.6  2.0  2.7  2.5  2.8  3.2  2.6  2.6  2.9  3.1  3.5  3.0 
CCC  cDCC(T)  0.5  0.0  0.0  2.2  0.4  1.7  1.9  1.6  2.3  2.7  3.1  2.5  2.5  2.7  2.9  3.2  2.9 
CCC  BEKK(T)  2.5  1.9  1.2  2.0  ‐1.5  ‐2.9  ‐4.7  ‐5.7  ‐6.5  ‐7.0  ‐7.3  ‐7.7  ‐8.6  ‐9.2  ‐9.2  ‐9.9  ‐9.9 
DCC(N)  cDCC(N)  ‐2.7  ‐3.7  ‐3.1  ‐3.1  2.8  1.7  ‐3.3  ‐3.6  ‐4.0  ‐4.1  ‐4.2  ‐4.0  ‐3.7  ‐3.1  ‐3.0  ‐2.9  ‐2.6 
DCC(N)  BEKK(N)  1.3  0.7  0.7  1.6  1.3  1.1  0.0  ‐0.6  ‐1.3  ‐1.9  ‐2.3  ‐3.3  ‐3.8  ‐4.5  ‐4.7  ‐5.3  ‐5.6 
DCC(N)  DCC(T)  ‐0.7  ‐0.2  ‐1.2  ‐1.7  ‐0.1  ‐1.6  ‐1.7  ‐1.5  ‐1.5  ‐1.1  ‐1.1  ‐1.3  ‐1.1  ‐0.7  0.5  0.6  ‐0.1 
DCC(N)  cDCC(T)  ‐1.6  ‐2.0  ‐2.8  ‐0.9  ‐0.1  ‐1.4  ‐2.0  ‐3.2  ‐2.4  ‐1.7  ‐2.0  ‐2.2  ‐2.2  ‐2.3  ‐0.9  ‐0.5  ‐0.7 
DCC(N)  BEKK(T)  2.4  1.7  0.9  1.5  ‐1.6  ‐3.1  ‐4.8  ‐5.7  ‐6.5  ‐7.1  ‐7.4  ‐7.7  ‐8.7  ‐9.2  ‐9.2  ‐9.9  ‐9.9 
cDCC(N)  BEKK(N)  1.3  0.8  0.7  1.7  1.2  1.1  0.0  ‐0.5  ‐1.3  ‐1.9  ‐2.3  ‐3.3  ‐3.8  ‐4.5  ‐4.7  ‐5.3  ‐5.6 
cDCC(N)  DCC(T)  ‐0.7  0.5  ‐0.9  ‐1.5  ‐1.1  ‐2.1  ‐1.4  ‐1.1  ‐0.9  ‐0.5  ‐0.3  ‐0.4  ‐0.2  0.5  1.5  1.2  0.3 
cDCC(N)  cDCC(T)  ‐1.4  ‐1.7  ‐2.5  ‐0.6  ‐0.8  ‐1.9  ‐1.7  ‐2.9  ‐1.8  ‐1.2  ‐1.2  ‐1.3  ‐1.2  ‐0.9  0.3  0.5  ‐0.2 
cDCC(N)  BEKK(T)  2.4  1.7  0.9  1.5  ‐1.7  ‐3.1  ‐4.8  ‐5.7  ‐6.5  ‐7.1  ‐7.4  ‐7.7  ‐8.7  ‐9.2  ‐9.2  ‐9.9  ‐9.9 
BEKK(N)  DCC(T)  ‐1.3  ‐0.7  ‐0.8  ‐1.8  ‐1.3  ‐1.2  ‐0.1  0.5  1.2  1.9  2.3  3.2  3.8  4.5  4.7  5.3  5.6 
BEKK(N)  cDCC(T)  ‐1.4  ‐1.1  ‐1.1  ‐1.7  ‐1.3  ‐1.2  ‐0.1  0.3  1.2  1.9  2.2  3.2  3.8  4.5  4.7  5.3  5.6 
BEKK(N)  BEKK(T)  2.6  2.8  2.0  ‐0.3  ‐4.3  ‐5.2  ‐6.1  ‐6.4  ‐7.2  ‐7.8  ‐8.2  ‐8.7  ‐9.9  ‐10.7  ‐11.1  ‐12.3 ‐12.5
DCC(T)  cDCC(T)  0.0  ‐2.4  ‐1.5  1.5  ‐0.1  0.0  ‐1.8  ‐2.6  ‐2.4  ‐4.3  ‐4.3  ‐4.1  ‐3.5  ‐3.2  ‐3.1  ‐2.9  ‐2.6 
DCC(T)  BEKK(T)  2.2  1.6  1.0  1.7  ‐1.6  ‐3.0  ‐4.7  ‐5.7  ‐6.5  ‐7.1  ‐7.3  ‐7.7  ‐8.6  ‐9.2  ‐9.2  ‐9.9  ‐9.9 
cDCC(T)  BEKK(T)  2.4  1.9  1.3  1.6  ‐1.6  ‐3.0  ‐4.7  ‐5.6  ‐6.5  ‐7.1  ‐7.3  ‐7.7  ‐8.6  ‐9.2  ‐9.2  ‐9.9  ‐9.9 
 
The table reports in the first and second columns the compared models. The first row reports 
the  cross‐sectional dimension. Bold dark‐grey  shaded numbers  identify a preference  for  the 
first  model,  while  light‐grey  shaded  numbers  identify  a  preference  for  the  second  model. 
Numbers without shaded areas denote statistically equivalent models. 
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Table D.6: Diebold‐Mariano model comparison based on QLIKE loss function for EW portfolios 
 
    2  3  4  5  10  15  20  25  30  35  40  45  50  60  70  80  89 
EWMA  SHR  ‐3.3  ‐4.5  ‐5.1  ‐5.8 ‐6.8  ‐6.7  ‐6.5  ‐6.4  ‐6.5  ‐6.7  ‐6.4  ‐6.4  ‐6.6  ‐6.6  ‐6.4  ‐6.6  ‐6.6 
EWMA  CCC  ‐1.6  ‐1.3  ‐1.1  ‐2.1 ‐2.2  ‐2.2  ‐2.1  ‐2.0  ‐2.1  ‐2.1  ‐2.0  ‐1.9  ‐1.7  ‐1.6  ‐1.5  ‐1.7  ‐1.6 
EWMA  DCC(N)  ‐1.3  ‐1.0  ‐0.9  ‐2.0 ‐2.2  ‐2.1  ‐2.0  ‐1.9  ‐2.0  ‐2.0  ‐1.9  ‐1.9  ‐1.6  ‐1.6  ‐1.4  ‐1.6  ‐1.6 
EWMA  cDCC(N)  ‐1.3  ‐1.1  ‐1.0  ‐2.0 ‐2.1  ‐2.1  ‐2.0  ‐1.9  ‐2.0  ‐2.0  ‐2.0  ‐1.9  ‐1.7  ‐1.6  ‐1.4  ‐1.6  ‐1.6 
EWMA  BEKK(N)  ‐0.7  ‐1.1  ‐1.1  ‐1.7 ‐1.9  ‐1.8  ‐2.0  ‐1.9  ‐2.1  ‐2.4  ‐2.3  ‐2.6  ‐2.6  ‐3.0  ‐3.1  ‐3.6  ‐3.8 
EWMA  DCC(T)  ‐1.1  ‐1.0  ‐0.9  ‐2.0 ‐2.2  ‐2.2  ‐2.0  ‐1.9  ‐2.0  ‐2.0  ‐2.0  ‐1.9  ‐1.7  ‐1.6  ‐1.4  ‐1.6  ‐1.6 
EWMA  cDCC(T)  ‐1.1  ‐1.2  ‐1.1  ‐2.0 ‐2.2  ‐2.2  ‐2.0  ‐1.9  ‐2.0  ‐2.0  ‐2.0  ‐1.9  ‐1.7  ‐1.6  ‐1.4  ‐1.6  ‐1.6 
EWMA  BEKK(T)  0.2  ‐0.7  ‐1.0  ‐1.7 ‐2.6  ‐3.0  ‐3.7  ‐3.9  ‐4.4  ‐4.7  ‐4.8  ‐5.1  ‐5.4  ‐5.7  ‐5.6  ‐6.0  ‐6.0 
SHR  CCC  3.4  5.6  6.9  7.6  8.7  8.5  8.2  8.2  8.2  8.4  8.1  8.1  8.5  8.6  8.3  8.6  8.5 
SHR  DCC(N)  3.7  5.6  6.7  7.5  8.7  8.5  8.2  8.2  8.2  8.4  8.1  8.1  8.5  8.6  8.3  8.6  8.5 
SHR  cDCC(N)  3.7  5.6  6.8  7.5  8.7  8.5  8.2  8.2  8.2  8.4  8.1  8.1  8.5  8.6  8.3  8.6  8.5 
SHR  BEKK(N)  4.7  6.2  6.7  7.8  9.1  9.4  9.2  9.1  9.3  9.6  9.6  9.8  10.6 11.1  11.2  12.0  12.2 
SHR  DCC(T)  3.9  5.6  6.7  7.5  8.6  8.4  8.1  8.1  8.2  8.3  8.1  8.1  8.5  8.6  8.3  8.6  8.5 
SHR  cDCC(T)  3.9  5.6  6.7  7.5  8.6  8.4  8.1  8.1  8.2  8.3  8.1  8.1  8.5  8.6  8.3  8.6  8.5 
SHR  BEKK(T)  4.1  5.9  6.8  8.0  10.3 11.7 12.4 12.9 13.5 14.3 14.1 14.3 15.6 16.0  15.7  16.1  16.2 
CCC  DCC(N)  1.4  2.7  2.1  3.0  1.3  2.7  3.3  3.4  3.4  3.5  3.7  3.3  3.3  3.4  3.3  3.8  3.7 
CCC  cDCC(N)  1.3  2.6  2.0  3.0  1.8  2.9  3.3  3.4  3.4  3.5  3.7  3.3  3.2  3.3  3.2  3.6  3.5 
CCC  BEKK(N)  0.8  0.4  0.5  2.2  1.2  1.0  ‐0.6  ‐0.8  ‐1.4  ‐2.2  ‐2.3  ‐3.2  ‐3.6  ‐4.3  ‐4.4  ‐5.0  ‐5.2 
CCC  DCC(T)  1.1  2.7  2.0  1.7  0.9  2.2  2.7  3.2  3.2  3.5  3.5  3.1  3.1  3.3  3.4  3.6  3.1 
CCC  cDCC(T)  0.9  0.9  0.9  2.7  1.0  2.1  2.6  2.1  3.0  3.4  3.4  3.0  3.0  3.2  3.3  3.5  3.0 
CCC  BEKK(T)  3.0  1.7  0.6  2.0  ‐1.9  ‐3.2  ‐4.6  ‐5.1  ‐5.6  ‐6.0  ‐6.2  ‐6.5  ‐7.1  ‐7.5  ‐7.5  ‐7.9  ‐7.9 
DCC(N)  cDCC(N)  ‐2.9  ‐3.0  ‐2.6  ‐2.6 2.5  1.3  ‐3.0  ‐3.3  ‐3.5  ‐3.5  ‐3.6  ‐3.5  ‐3.4  ‐3.1  ‐3.0  ‐3.0  ‐2.7 
DCC(N)  BEKK(N)  0.6  ‐0.4  ‐0.2  1.5  1.1  0.5  ‐1.1  ‐1.4  ‐1.9  ‐2.5  ‐2.6  ‐3.3  ‐3.7  ‐4.3  ‐4.4  ‐5.0  ‐5.3 
DCC(N)  DCC(T)  0.8  1.5  ‐0.3  ‐1.3 ‐0.3  ‐1.4  ‐1.2  ‐1.0  ‐1.0  ‐0.4  ‐0.6  ‐0.8  ‐0.5  0.0  0.9  0.6  ‐0.4 
DCC(N)  cDCC(T)  0.3  ‐1.7  ‐2.1  ‐0.7 0.0  ‐1.2  ‐1.8  ‐3.1  ‐2.2  ‐1.1  ‐1.7  ‐2.0  ‐1.8  ‐1.9  ‐0.7  ‐0.5  ‐1.1 
DCC(N)  BEKK(T)  2.9  1.0  ‐0.1  1.1  ‐2.2  ‐3.4  ‐4.7  ‐5.1  ‐5.7  ‐6.1  ‐6.2  ‐6.5  ‐7.1  ‐7.5  ‐7.5  ‐7.9  ‐7.9 
cDCC(N)  BEKK(N)  0.6  ‐0.3  ‐0.1  1.6  1.0  0.5  ‐1.1  ‐1.3  ‐1.9  ‐2.5  ‐2.5  ‐3.3  ‐3.7  ‐4.3  ‐4.5  ‐5.0  ‐5.3 
cDCC(N)  DCC(T)  0.9  2.5  0.5  ‐1.1 ‐1.0  ‐1.7  ‐0.9  ‐0.4  ‐0.3  0.2  0.3  0.2  0.5  1.2  1.9  1.4  0.2 
cDCC(N)  cDCC(T)  0.5  ‐1.4  ‐1.8  ‐0.5 ‐0.4  ‐1.5  ‐1.5  ‐2.7  ‐1.5  ‐0.5  ‐0.7  ‐0.9  ‐0.5  ‐0.2  0.6  0.6  ‐0.4 
cDCC(N)  BEKK(T)  3.0  1.2  0.0  1.1  ‐2.2  ‐3.4  ‐4.7  ‐5.1  ‐5.7  ‐6.1  ‐6.2  ‐6.5  ‐7.1  ‐7.5  ‐7.5  ‐7.9  ‐7.9 
BEKK(N)  DCC(T)  ‐0.4  0.6  0.2  ‐1.7 ‐1.2  ‐0.6  1.0  1.3  1.8  2.4  2.5  3.3  3.7  4.3  4.5  5.0  5.3 
BEKK(N)  cDCC(T)  ‐0.6  ‐0.1  ‐0.2  ‐1.6 ‐1.1  ‐0.6  1.0  1.1  1.8  2.4  2.5  3.3  3.7  4.3  4.5  5.0  5.3 
BEKK(N)  BEKK(T)  1.7  2.6  1.1  ‐1.6 ‐4.2  ‐5.0  ‐5.7  ‐6.0  ‐6.7  ‐7.2  ‐7.6  ‐8.0  ‐9.0  ‐9.8  ‐10.1  ‐11.1 ‐11.3
DCC(T)  cDCC(T)  ‐1.0  ‐2.3  ‐1.9  1.2  0.4  ‐0.2  ‐1.6  ‐2.7  ‐1.8  ‐3.8  ‐3.7  ‐3.6  ‐3.2  ‐3.2  ‐3.1  ‐3.0  ‐2.6 
DCC(T)  BEKK(T)  2.5  0.9  0.0  1.3  ‐2.1  ‐3.3  ‐4.6  ‐5.1  ‐5.7  ‐6.0  ‐6.2  ‐6.5  ‐7.1  ‐7.5  ‐7.5  ‐7.9  ‐7.9 
cDCC(T)  BEKK(T)  2.6  1.5  0.4  1.2  ‐2.1  ‐3.3  ‐4.6  ‐5.0  ‐5.7  ‐6.1  ‐6.2  ‐6.5  ‐7.1  ‐7.5  ‐7.5  ‐7.9  ‐7.9 
 
The table reports in the first and second columns the compared models. The first row reports 
the  cross‐sectional dimension. Bold dark‐grey  shaded numbers  identify a preference  for  the 
first  model,  while  light‐grey  shaded  numbers  identify  a  preference  for  the  second  model. 
Numbers without shaded areas denote statistically equivalent models. 
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Table D.7: Diebold‐Mariano model comparison based on MSE loss function for GMV portfolios 
 
    2  3  4  5  10  15  20  25  30  35  40  45  50  60  70  80  89 
EWMA  SHR  ‐1.5 ‐2.9  ‐3.9  ‐8.1  ‐5.6  ‐1.4  ‐5.0  ‐1.6  ‐1.1  0.5  1.0  1.2  1.3  1.3  1.4  1.6  2.1 
EWMA  CCC  ‐0.8 1.1  0.7  1.4  1.1  1.4  2.2  1.1  1.2  2.1  2.3  2.9  4.2  1.7  1.6  2.0  2.7 
EWMA  DCC(N)  ‐0.8 1.1  0.4  1.2  1.3  1.4  2.4  1.3  1.4  2.3  2.3  2.9  4.3  1.7  1.6  2.1  2.7 
EWMA  cDCC(N)  ‐0.8 1.1  0.4  1.2  1.3  1.4  2.4  1.3  1.4  2.3  2.3  2.9  4.3  1.7  1.6  2.1  2.7 
EWMA  BEKK(N)  ‐0.8 ‐0.7  ‐0.2  0.4  1.1  1.3  2.0  1.9  2.2  2.6  2.4  2.7  4.0  1.8  1.7  2.2  2.8 
EWMA  DCC(T)  ‐0.2 1.1  0.5  1.2  1.3  1.4  2.4  1.3  1.4  2.3  2.3  2.9  4.3  1.7  1.6  2.1  2.7 
EWMA  cDCC(T)  ‐0.3 1.1  0.1  1.2  1.1  1.4  2.3  1.3  1.4  2.3  2.3  2.9  4.3  1.7  1.6  2.1  2.7 
EWMA  BEKK(T)  ‐1.0 ‐0.8  ‐0.2  0.4  0.6  1.1  0.3  1.0  1.2  1.8  1.8  2.0  2.5  1.5  1.5  1.8  2.3 
SHR  CCC  1.6  2.6  3.0  7.6  10.3 11.4 12.9 3.2  2.9  3.4  4.3  5.6  5.8  4.1  3.5  3.9  3.9 
SHR  DCC(N)  1.6  2.8  2.8  7.2  9.4  11.2 13.4 3.6  3.3  3.9  4.6  5.6  5.9  4.5  4.0  4.3  4.3 
SHR  cDCC(N)  1.6  2.8  2.8  7.2  9.5  11.3 13.4 3.6  3.3  3.9  4.5  5.6  5.9  4.4  3.9  4.3  4.3 
SHR  BEKK(N)  1.8  1.7  8.2  13.5  10.3 10.7 18.1 7.9  8.0  8.6  7.2  8.3  10.4 5.9  6.5  2.5  3.1 
SHR  DCC(T)  1.6  2.1  2.7  6.8  9.5  11.3 13.5 3.6  3.4  4.0  4.7  5.6  5.9  4.5  4.0  4.3  4.3 
SHR  cDCC(T)  1.6  2.2  2.5  6.9  9.2  11.3 13.5 3.6  3.3  3.9  4.6  5.6  5.9  4.4  4.0  4.3  4.3 
SHR  BEKK(T)  1.8  1.4  8.7  13.9  12.2 13.7 21.4 11.6 10.9 12.6 10.1 9.6  11.0 12.5  10.0  3.8  4.6 
CCC  DCC(N)  1.2  ‐0.9  ‐1.1  ‐1.5  ‐0.1  0.1  1.4  1.3  1.1  0.8  1.0  0.6  1.0  2.4  1.9  2.1  2.4 
CCC  cDCC(N)  1.2  ‐1.0  ‐1.1  ‐1.5  ‐0.1  0.2  1.3  1.3  1.1  0.8  1.0  0.5  1.0  2.5  1.8  2.0  2.4 
CCC  BEKK(N)  ‐0.6 ‐1.0  ‐0.5  ‐1.0  ‐0.4  ‐1.1  ‐0.4  1.0  1.3  1.3  1.7  0.5  0.3  0.3  0.6  ‐0.6  ‐0.7
CCC  DCC(T)  1.0  1.0  ‐0.1  ‐0.5  ‐0.1  0.2  1.5  1.4  1.2  0.9  1.3  0.7  1.2  2.5  2.0  1.9  2.3 
CCC  cDCC(T)  0.9  1.2  ‐1.1  ‐0.5  ‐0.6  0.2  1.4  1.9  1.2  0.8  1.2  0.6  1.1  2.7  2.0  1.9  2.3 
CCC  BEKK(T)  ‐0.9 ‐1.0  ‐0.5  ‐1.0  ‐0.9  ‐2.2  ‐3.7  ‐0.5  ‐0.5  ‐0.9  ‐1.8  ‐3.4 ‐3.7  ‐2.3  ‐2.1  ‐2.9  ‐3.0
DCC(N)  cDCC(N)  ‐2.0 ‐1.2  0.8  1.3  0.2  0.5  ‐1.5  ‐1.4  ‐1.4  ‐1.5  ‐1.4  ‐1.0 ‐0.9  ‐1.5  ‐1.6  ‐0.9  ‐1.2
DCC(N)  BEKK(N)  ‐0.7 ‐1.0  ‐0.3  ‐0.8  ‐0.5  ‐1.4  ‐0.8  0.9  1.3  1.4  1.6  0.5  0.3  0.1  0.4  ‐0.8  ‐0.9
DCC(N)  DCC(T)  1.0  1.0  1.1  1.2  1.0  0.3  ‐0.3  0.4  0.9  1.0  1.3  0.6  0.0  0.2  1.2  ‐0.7  ‐0.4
DCC(N)  cDCC(T)  0.9  1.1  ‐0.9  1.4  ‐1.7  0.2  0.0  1.3  0.3  0.0  0.7  0.2  ‐0.2  ‐0.8  0.2  ‐1.0  ‐0.8
DCC(N)  BEKK(T)  ‐0.9 ‐1.0  ‐0.3  ‐0.8  ‐0.9  ‐2.6  ‐4.2  ‐0.7  ‐0.7  ‐1.2  ‐2.1  ‐3.4 ‐3.8  ‐2.6  ‐2.5  ‐3.2  ‐3.4
cDCC(N)  BEKK(N)  ‐0.7 ‐1.0  ‐0.3  ‐0.8  ‐0.5  ‐1.4  ‐0.7  1.0  1.3  1.4  1.6  0.5  0.3  0.1  0.4  ‐0.8  ‐0.9
cDCC(N)  DCC(T)  1.0  1.0  1.1  1.0  1.0  0.0  0.6  1.6  1.4  1.8  1.9  1.0  0.5  1.4  1.7  ‐0.5  ‐0.2
cDCC(N)  cDCC(T)  0.9  1.1  ‐0.9  1.2  ‐2.0  0.0  0.5  2.0  1.3  1.0  1.3  0.5  0.1  0.1  1.1  ‐0.8  ‐0.6
cDCC(N)  BEKK(T)  ‐0.9 ‐1.0  ‐0.3  ‐0.8  ‐0.9  ‐2.6  ‐4.2  ‐0.7  ‐0.7  ‐1.1  ‐2.1  ‐3.4 ‐3.8  ‐2.6  ‐2.4  ‐3.2  ‐3.4
BEKK(N)  DCC(T)  0.8  1.0  0.4  0.9  0.5  1.4  0.8  ‐0.9  ‐1.3  ‐1.4  ‐1.5  ‐0.4 ‐0.3  ‐0.1  ‐0.4  0.8  0.9 
BEKK(N)  cDCC(T)  0.8  1.0  0.2  0.9  0.2  1.4  0.8  ‐0.9  ‐1.3  ‐1.4  ‐1.6  ‐0.4 ‐0.3  ‐0.1  ‐0.4  0.7  0.9 
BEKK(N)  BEKK(T)  ‐1.2 ‐1.1  ‐0.3  ‐0.1  ‐1.5  ‐2.2  ‐8.7  ‐3.7  ‐4.5  ‐4.9  ‐4.8  ‐6.1 ‐8.7  ‐3.8  ‐4.7  ‐2.0  ‐2.6
DCC(T)  cDCC(T)  ‐2.8  0.5  ‐1.8  0.8  ‐2.0  0.1  0.2  1.3  ‐0.4  ‐1.7  ‐1.7  ‐1.0 ‐0.8  ‐1.5  ‐1.8  ‐1.3  ‐1.4
DCC(T)  BEKK(T)  ‐1.0 ‐1.0  ‐0.4  ‐0.9  ‐1.0  ‐2.6  ‐4.3  ‐0.7  ‐0.8  ‐1.2  ‐2.1  ‐3.4 ‐3.8  ‐2.6  ‐2.5  ‐3.2  ‐3.4
cDCC(T)  BEKK(T)  ‐0.9 ‐1.0  ‐0.2  ‐0.9  ‐0.7  ‐2.6  ‐4.3  ‐0.7  ‐0.7  ‐1.2  ‐2.1  ‐3.4 ‐3.8  ‐2.6  ‐2.5  ‐3.2  ‐3.3
 
The table reports in the first and second columns the compared models. The first row reports 
the  cross‐sectional dimension. Bold dark‐grey  shaded numbers  identify a preference  for  the 
first  model,  while  light‐grey  shaded  numbers  identify  a  preference  for  the  second  model. 
Numbers without shaded areas denote statistically equivalent models. 
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Table  D.8:  Diebold‐Mariano  model  comparison  based  on  QLIKE  loss  function  for  GMV 
portfolios 
 
    2  3  4  5  10  15  20  25  30  35  40  45  50  60  70  80  89 
EWMA  SHR  ‐3.8  ‐2.6  ‐3.9  ‐4.4  ‐4.2  ‐1.3  ‐0.8  0.7  1.4  2.5  3.2  4.1  5.5  4.6  4.7  5.3  7.1 
EWMA  CCC  ‐0.8 0.4  0.9  0.1  0.4  1.8  2.3  2.8  3.3  4.0  4.3  5.4  6.8  4.9  4.9  5.5  7.3 
EWMA  DCC(N)  ‐0.7 0.4  0.9  0.2  0.6  2.1  2.5  2.9  3.4  4.0  4.4  5.5  6.9  5.0  5.0  5.5  7.4 
EWMA  cDCC(N)  ‐0.7 0.4  0.9  0.2  0.6  2.1  2.5  2.9  3.3  4.0  4.4  5.5  6.9  5.0  5.0  5.5  7.4 
EWMA  BEKK(N)  ‐0.2 0.5  0.1  ‐0.1  1.1  2.4  2.4  2.9  3.3  3.9  4.3  5.2  6.6  5.1  5.0  5.5  7.3 
EWMA  DCC(T)  ‐0.4 0.6  1.0  0.3  0.6  2.1  2.5  3.0  3.4  4.1  4.4  5.5  6.9  5.0  5.0  5.5  7.4 
EWMA  cDCC(T)  ‐0.5 0.5  0.7  0.3  0.4  2.1  2.5  3.0  3.4  4.0  4.4  5.5  6.9  5.0  5.0  5.5  7.4 
EWMA  BEKK(T)  ‐0.2 0.7  0.2  ‐0.1  0.3  1.4  1.1  1.9  2.4  3.1  3.6  4.5  5.8  4.7  4.8  5.3  7.2 
SHR  CCC  5.0  5.1  5.7  7.2  7.3  5.6  7.0  4.2  3.9  3.4  2.6  2.5  2.9  1.3  1.1  1.3  0.9 
SHR  DCC(N)  5.3  5.0  5.4  7.0  7.3  6.2  7.5  4.4  4.1  3.6  2.8  2.7  3.2  1.6  1.3  1.6  1.2 
SHR  cDCC(N)  5.3  5.0  5.4  7.0  7.3  6.1  7.4  4.4  4.0  3.5  2.8  2.7  3.2  1.6  1.3  1.6  1.2 
SHR  BEKK(N)  6.3  4.8  6.9  7.8  9.7  8.7  11.5 9.2  10.2 9.8  9.5  10.0 11.2 9.6  10.5  8.5  8.7 
SHR  DCC(T)  5.6  5.8  5.4  7.0  7.3  6.1  7.3  4.4  4.1  3.6  2.8  2.7  3.2  1.6  1.3  1.6  1.2 
SHR  cDCC(T)  5.5  6.0  5.1  7.1  7.0  5.9  7.3  4.5  4.1  3.5  2.8  2.7  3.2  1.6  1.3  1.6  1.2 
SHR  BEKK(T)  4.5  4.2  7.1  8.1  11.7 12.2 17.2 14.0 15.2 15.0 14.1 14.7 16.1 12.5  12.0  8.5  8.5 
CCC  DCC(N)  1.4  0.5  ‐0.2  0.5  1.0  1.7  1.7  0.9  0.8  0.4  0.7  1.5  2.1  2.7  2.8  3.0  3.1 
CCC  cDCC(N)  1.3  0.3  ‐0.3  0.5  1.0  1.7  1.6  0.8  0.6  0.2  0.7  1.5  2.1  2.7  2.8  3.0  3.1 
CCC  BEKK(N)  1.4  0.0  ‐0.7  ‐0.4  1.0  0.8  0.3  0.9  1.2  1.3  1.6  1.4  1.4  1.6  1.6  0.7  1.0 
CCC  DCC(T)  1.1  1.1  0.8  0.8  1.3  1.8  1.7  1.1  1.0  0.4  0.8  1.6  2.0  2.6  2.7  2.5  2.5 
CCC  cDCC(T)  0.7  0.8  ‐0.3  0.8  0.1  1.4  1.8  1.6  1.1  0.3  0.8  1.6  2.0  2.6  2.7  2.4  2.5 
CCC  BEKK(T)  0.8  0.1  ‐0.6  ‐0.4  ‐0.2  ‐0.7  ‐2.6  ‐1.5  ‐1.5  ‐1.4  ‐1.0  ‐1.1  ‐1.6  ‐0.5  ‐0.4  ‐0.8  ‐0.5
DCC(N)  cDCC(N)  ‐3.0  ‐1.5  ‐0.7  0.3  ‐0.9  ‐1.0  ‐2.1  ‐1.7  ‐1.9  ‐1.6  ‐1.1  ‐1.5  ‐1.2  ‐1.7  ‐1.3  ‐0.7  ‐1.1
DCC(N)  BEKK(N)  1.1  ‐0.1  ‐0.7  ‐0.5  0.8  0.5  0.0  0.9  1.2  1.3  1.5  1.3  1.2  1.5  1.4  0.5  0.8 
DCC(N)  DCC(T)  0.9  1.0  0.9  0.6  1.4  0.1  ‐0.4  0.7  1.2  0.4  0.5  0.7  0.1  ‐0.1  0.2  ‐0.5  ‐0.7
DCC(N)  cDCC(T)  0.3  0.7  ‐0.2  0.7  ‐1.7  ‐0.5  0.1  1.3  1.0  ‐0.2  0.1  0.2  ‐0.2  ‐0.7  ‐0.2  ‐0.6  ‐0.9
DCC(N)  BEKK(T)  0.6  0.1  ‐0.6  ‐0.5  ‐0.5  ‐1.2  ‐3.0  ‐1.7  ‐1.7  ‐1.5  ‐1.1  ‐1.3  ‐1.8  ‐0.8  ‐0.7  ‐1.1  ‐0.7
cDCC(N)  BEKK(N)  1.1  0.0  ‐0.7  ‐0.5  0.8  0.6  0.1  0.9  1.2  1.3  1.5  1.3  1.2  1.5  1.4  0.5  0.8 
cDCC(N)  DCC(T)  1.0  1.0  1.0  0.5  2.2  0.5  0.2  1.2  1.9  1.0  0.8  1.1  0.4  0.4  0.5  ‐0.4  ‐0.6
cDCC(N)  cDCC(T)  0.4  0.7  ‐0.2  0.7  ‐1.5  ‐0.4  0.5  1.6  1.4  0.4  0.4  0.6  0.1  ‐0.2  0.1  ‐0.6  ‐0.8
cDCC(N)  BEKK(T)  0.6  0.1  ‐0.6  ‐0.5  ‐0.4  ‐1.1  ‐3.0  ‐1.6  ‐1.6  ‐1.5  ‐1.1  ‐1.3  ‐1.8  ‐0.7  ‐0.6  ‐1.1  ‐0.7
BEKK(N)  DCC(T)  ‐0.3 0.5  0.8  0.5  ‐0.7  ‐0.5  0.0  ‐0.8  ‐1.2  ‐1.3  ‐1.5  ‐1.2  ‐1.2  ‐1.4  ‐1.4  ‐0.5  ‐0.8
BEKK(N)  cDCC(T)  ‐0.6 0.4  0.5  0.5  ‐1.0  ‐0.6  0.0  ‐0.7  ‐1.2  ‐1.3  ‐1.5  ‐1.3  ‐1.2  ‐1.5  ‐1.4  ‐0.5  ‐0.8
BEKK(N)  BEKK(T)  ‐0.1 0.6  1.6  ‐0.3  ‐3.5  ‐3.7  ‐6.7  ‐5.9  ‐7.2  ‐7.1  ‐7.1  ‐7.8  ‐9.1  ‐8.5  ‐9.7  ‐8.2  ‐8.4
DCC(T)  cDCC(T)  ‐2.5  ‐0.3  ‐1.3  0.0  ‐2.1  ‐0.6  0.5  1.3  0.5  ‐1.8  ‐1.3  ‐1.6  ‐1.2  ‐1.7  ‐1.5  ‐1.1  ‐1.0
DCC(T)  BEKK(T)  0.2  ‐0.4  ‐0.7  ‐0.5  ‐0.5  ‐1.2  ‐2.9  ‐1.7  ‐1.7  ‐1.5  ‐1.1  ‐1.3  ‐1.8  ‐0.8  ‐0.7  ‐1.1  ‐0.7
cDCC(T)  BEKK(T)  0.3  ‐0.3  ‐0.4  ‐0.6  ‐0.2  ‐1.0  ‐2.9  ‐1.8  ‐1.7  ‐1.5  ‐1.1  ‐1.3  ‐1.8  ‐0.7  ‐0.6  ‐1.1  ‐0.7
 
The table reports in the first and second columns the compared models. The first row reports 
the  cross‐sectional dimension. Bold dark‐grey  shaded numbers  identify a preference  for  the 
first  model,  while  light‐grey  shaded  numbers  identify  a  preference  for  the  second  model. 
Numbers without shaded areas denote statistically equivalent models. 
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Table  D.9:  Diebold‐Mariano  model  comparison  based  on  MSE  loss  function  for  GMVB 
portfolios 
 
    2  3  4  5  10  15  20  25  30  35  40  45  50  60  70  80  89 
EWMA  SHR  ‐1.5  ‐2.3  ‐3.2  ‐7.2  ‐5.9  ‐9.5  ‐10.0 ‐10.4 ‐8.4  ‐7.7  ‐5.7  ‐6.0  ‐6.0  ‐7.1  ‐8.9  ‐8.6  ‐7.5 
EWMA  CCC  ‐0.8  0.1  ‐0.4  1.4  1.1  1.0  0.4  0.9  0.7  0.7  0.9  1.4  1.7  0.9  0.6  0.9  1.4 
EWMA  DCC(N)  ‐0.8  ‐0.2  ‐0.7  1.0  1.4  1.1  0.5  1.0  0.8  0.8  1.0  1.5  1.8  0.9  0.7  1.0  1.5 
EWMA  cDCC(N)  ‐0.8  ‐0.3  ‐0.6  1.1  1.3  1.1  0.5  1.0  0.8  0.8  1.0  1.5  1.8  0.9  0.7  1.0  1.5 
EWMA  BEKK(N)  ‐0.8  ‐0.9  ‐0.4  0.2  1.2  0.5  0.5  0.5  0.8  0.8  0.9  0.8  0.5  0.0  ‐1.3  ‐2.8  ‐2.4 
EWMA  DCC(T)  ‐0.2  1.1  ‐0.3  1.2  1.4  1.2  0.6  1.1  0.8  0.8  1.1  1.5  1.8  0.9  0.7  1.0  1.4 
EWMA  cDCC(T)  ‐0.3  1.1  ‐0.8  1.2  1.2  1.2  0.6  1.2  0.8  0.8  1.1  1.5  1.8  0.9  0.7  1.0  1.4 
EWMA  BEKK(T)  ‐1.0  ‐0.9  ‐0.5  0.0  0.7  ‐1.2  ‐2.0  ‐3.1  ‐3.3  ‐3.4  ‐3.0  ‐3.5  ‐3.9  ‐4.8  ‐7.0  ‐7.5  ‐6.3 
SHR  CCC  1.6  2.6  3.0  7.6  9.4  11.6 15.4  13.9  13.3  12.7  9.7  9.6  11.1  10.3  11.1  8.9  8.6 
SHR  DCC(N)  1.6  2.8  2.8  7.1  9.2  11.3 15.1  14.1  13.2  12.7  9.7  9.3  10.8  10.2  11.2  9.1  8.7 
SHR  cDCC(N)  1.6  2.8  2.8  7.1  9.3  11.4 15.1  14.2  13.3  12.8  9.7  9.4  10.8  10.1  11.1  9.1  8.7 
SHR  BEKK(N)  1.8  2.5  6.3  11.4 10.9 11.8 22.0  19.8  17.7  17.8  11.8  13.3  13.8  15.1  14.3  10.9  11.4 
SHR  DCC(T)  1.6  2.1  2.7  6.8  9.3  11.4 15.3  14.3  13.4  12.9  9.7  9.3  10.7  10.1  11.1  9.1  8.7 
SHR  cDCC(T)  1.6  2.2  2.5  6.8  9.0  11.5 15.3  15.0  13.5  12.9  9.7  9.3  10.7  10.1  11.1  9.1  8.7 
SHR  BEKK(T)  1.8  2.1  7.2  12.8 12.8 14.0 24.7  23.9  16.2  17.3  12.4  12.1  13.2  16.7  12.4  10.2  10.5 
CCC  DCC(N)  1.2  ‐0.9  ‐1.0  ‐1.3  0.5  0.0  0.5  0.4  0.4  0.2  0.8  0.1  0.2  0.8  2.3  2.1  2.0 
CCC  cDCC(N)  1.2  ‐1.0  ‐1.0  ‐1.2  0.5  0.0  0.5  0.4  0.4  0.2  0.8  0.2  0.2  0.4  1.8  2.1  1.9 
CCC  BEKK(N)  ‐0.6  ‐1.0  ‐0.3  ‐1.0  0.2  ‐0.6  0.1  ‐0.3  0.5  0.4  0.2  ‐0.7  ‐2.0  ‐1.3  ‐2.2  ‐3.4  ‐3.8 
CCC  DCC(T)  1.0  1.0  ‐0.1  ‐0.4  0.6  0.1  0.5  0.6  0.7  0.6  1.0  0.1  0.1  0.4  1.8  1.9  1.5 
CCC  cDCC(T)  0.9  1.2  ‐1.1  ‐0.4  ‐0.2  0.3  0.6  2.2  0.7  0.6  1.0  0.2  0.1  0.1  1.4  1.8  1.4 
CCC  BEKK(T)  ‐0.9  ‐1.0  ‐0.3  ‐1.0  ‐0.2  ‐2.4  ‐3.8  ‐5.3  ‐6.8  ‐6.6  ‐6.4  ‐7.1  ‐9.0  ‐7.5  ‐8.9  ‐7.7  ‐7.4 
DCC(N)  cDCC(N)  ‐2.0  ‐1.2  1.1  1.6  0.0  1.0  ‐1.0  0.2  0.3  0.1  ‐0.2  0.8  0.7  ‐1.0  ‐1.2  ‐1.9  ‐2.1 
DCC(N)  BEKK(N)  ‐0.7  ‐1.0  ‐0.1  ‐0.6  0.1  ‐0.7  0.0  ‐0.4  0.4  0.4  0.1  ‐0.7  ‐2.0  ‐1.3  ‐2.4  ‐3.6  ‐3.9 
DCC(N)  DCC(T)  1.0  1.0  1.1  1.2  1.2  0.4  0.3  1.0  1.0  1.0  1.1  0.2  ‐0.3  ‐1.0  ‐0.8  0.1  ‐0.9 
DCC(N)  cDCC(T)  0.9  1.1  ‐1.0  1.4  ‐1.9  0.9  0.5  2.0  0.8  0.9  1.0  0.3  ‐0.1  ‐1.2  ‐1.4  ‐0.4  ‐1.3 
DCC(N)  BEKK(T)  ‐0.9  ‐1.0  ‐0.2  ‐0.7  ‐0.4  ‐2.5  ‐3.8  ‐5.5  ‐7.0  ‐6.8  ‐6.5  ‐6.9  ‐8.7  ‐7.5  ‐9.0  ‐7.9  ‐7.6 
cDCC(N)  BEKK(N)  ‐0.7  ‐1.0  ‐0.1  ‐0.7  0.1  ‐0.8  0.0  ‐0.4  0.4  0.4  0.1  ‐0.7  ‐2.0  ‐1.3  ‐2.3  ‐3.5  ‐3.9 
cDCC(N)  DCC(T)  1.0  1.0  1.1  1.0  1.8  0.2  0.4  1.1  1.0  1.1  1.2  0.0  ‐0.5  0.0  0.1  0.5  ‐0.4 
cDCC(N)  cDCC(T)  0.9  1.1  ‐1.0  1.2  ‐1.9  0.8  0.6  2.1  0.9  1.0  1.1  0.2  ‐0.3  ‐1.0  ‐0.8  0.1  ‐0.8 
cDCC(N)  BEKK(T)  ‐0.9  ‐1.0  ‐0.2  ‐0.7  ‐0.4  ‐2.6  ‐3.8  ‐5.5  ‐7.0  ‐6.8  ‐6.5  ‐6.9  ‐8.7  ‐7.4  ‐9.0  ‐7.9  ‐7.6 
BEKK(N)  DCC(T)  0.8  1.0  0.2  0.7  ‐0.1  0.8  0.0  0.4  ‐0.4  ‐0.3  0.0  0.7  2.0  1.3  2.3  3.6  3.9 
BEKK(N)  cDCC(T)  0.8  1.0  ‐0.1  0.8  ‐0.3  0.9  0.0  0.8  ‐0.4  ‐0.3  0.0  0.7  2.0  1.2  2.3  3.6  3.9 
BEKK(N)  BEKK(T)  ‐1.2  ‐1.0  ‐0.8  ‐0.9  ‐1.3  ‐3.5  ‐9.9  ‐9.4  ‐13.6 ‐13.0 ‐10.1 ‐13.1 ‐13.2  ‐12.8  ‐14.1  ‐10.2 ‐10.7
DCC(T)  cDCC(T)  ‐2.8  0.5  ‐1.8  0.9  ‐2.0  1.0  0.7  1.8  ‐0.2  0.0  ‐0.3  0.7  0.8  ‐1.0  ‐1.2  ‐1.6  ‐1.4 
DCC(T)  BEKK(T)  ‐1.0  ‐1.0  ‐0.3  ‐0.8  ‐0.4  ‐2.7  ‐3.9  ‐5.6  ‐7.2  ‐7.0  ‐6.6  ‐6.9  ‐8.6  ‐7.4  ‐8.9  ‐7.9  ‐7.6 
cDCC(T)  BEKK(T)  ‐0.9  ‐1.0  0.0  ‐0.8  ‐0.2  ‐2.7  ‐4.0  ‐6.2  ‐7.2  ‐7.0  ‐6.6  ‐6.9  ‐8.6  ‐7.3  ‐8.9  ‐7.9  ‐7.6 
 
The table reports in the first and second columns the compared models. The first row reports 
the  cross‐sectional dimension. Bold dark‐grey  shaded numbers  identify a preference  for  the 
first  model,  while  light‐grey  shaded  numbers  identify  a  preference  for  the  second  model. 
Numbers without shaded areas denote statistically equivalent models. 
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Table  D.10:  Diebold‐Mariano  model  comparison  based  on  QLIKE  loss  function  for  GMVB 
portfolios 
 
    2  3  4  5  10  15  20  25  30  35  40  45  50  60  70  80  89 
EWMA  SHR  ‐3.8  ‐3.4  ‐4.2  ‐5.1 ‐5.0  ‐4.4  ‐4.4  ‐3.5  ‐3.5  ‐2.7  ‐2.2  ‐2.2  ‐2.3  ‐2.2  ‐2.2  ‐2.2  ‐1.9 
EWMA  CCC  ‐0.8  ‐0.2  0.3  ‐0.4 ‐0.5  0.3  0.4  1.3  0.9  1.4  1.6  1.8  2.5  2.1  3.1  4.0  4.1 
EWMA  DCC(N)  ‐0.7  ‐0.2  0.4  ‐0.3 ‐0.3  0.5  0.5  1.4  1.0  1.5  1.7  1.9  2.6  2.2  3.2  4.0  4.1 
EWMA  cDCC(N)  ‐0.7  ‐0.2  0.3  ‐0.3 ‐0.3  0.5  0.5  1.4  1.0  1.5  1.7  1.9  2.5  2.2  3.2  4.0  4.1 
EWMA  BEKK(N)  ‐0.2  ‐0.2  ‐0.2  ‐0.5 0.4  0.7  0.4  1.0  1.1  1.4  1.5  1.4  1.5  1.4  1.3  0.6  0.6 
EWMA  DCC(T)  ‐0.4  0.3  0.7  ‐0.3 ‐0.3  0.5  0.5  1.4  1.0  1.5  1.7  1.9  2.6  2.2  3.2  4.0  4.1 
EWMA  cDCC(T)  ‐0.5  0.2  0.2  ‐0.3 ‐0.5  0.5  0.5  1.4  1.0  1.5  1.7  1.9  2.6  2.2  3.2  4.0  4.1 
EWMA  BEKK(T)  ‐0.2  ‐0.1  ‐0.2  ‐0.6 ‐0.5  ‐0.7  ‐1.5  ‐1.0  ‐1.3  ‐0.9  ‐0.8  ‐0.9  ‐1.2  ‐1.3  ‐1.4  ‐1.6  ‐1.3 
SHR  CCC  5.0  5.1  5.7  7.2  7.0  6.6  8.3  7.5  7.3  6.7  6.1  6.1  8.1  6.7  7.4  7.4  7.2 
SHR  DCC(N)  5.3  5.0  5.4  7.0  7.2  6.7  8.3  7.6  7.4  6.8  6.2  6.2  8.1  6.8  7.5  7.6  7.3 
SHR  cDCC(N)  5.3  5.0  5.4  7.0  7.2  6.7  8.3  7.6  7.4  6.8  6.2  6.2  8.1  6.8  7.5  7.6  7.3 
SHR  BEKK(N)  6.3  5.0  7.2  8.4  9.8  9.8  13.4 13.6 15.2  14.9  14.7  15.4  18.2  17.0  17.6  15.2  15.0 
SHR  DCC(T)  5.6  5.8  5.4  7.0  7.2  6.7  8.3  7.6  7.4  6.8  6.2  6.2  8.1  6.8  7.5  7.6  7.3 
SHR  cDCC(T)  5.5  6.0  5.1  7.1  6.9  6.6  8.3  7.8  7.4  6.8  6.2  6.2  8.1  6.8  7.5  7.6  7.3 
SHR  BEKK(T)  4.5  4.4  7.3  8.5  11.9 13.1 19.2 20.3 21.0  20.7  18.4  17.6  20.8  20.0  18.8  15.1  15.3 
CCC  DCC(N)  1.4  0.5  ‐0.1  0.7  1.5  1.2  1.5  0.6  0.9  0.5  0.8  1.4  1.2  1.8  1.4  1.1  0.8 
CCC  cDCC(N)  1.3  0.3  ‐0.1  0.8  1.5  1.3  1.5  0.6  0.8  0.5  0.8  1.4  1.3  1.6  1.3  1.1  0.8 
CCC  BEKK(N)  1.4  0.1  ‐0.6  ‐0.1 1.4  0.6  0.1  0.0  0.8  0.6  0.5  0.1  ‐1.0  ‐0.8  ‐2.1  ‐3.6  ‐3.7 
CCC  DCC(T)  1.1  1.1  0.8  0.8  1.8  1.3  1.5  0.8  1.1  0.6  0.9  1.4  1.2  1.7  1.1  0.9  0.4 
CCC  cDCC(T)  0.7  0.8  ‐0.2  0.9  0.3  0.8  1.7  1.7  1.1  0.6  0.9  1.4  1.3  1.6  1.0  0.9  0.4 
CCC  BEKK(T)  0.8  0.2  ‐0.5  ‐0.2 0.0  ‐1.4  ‐3.3  ‐3.5  ‐3.6  ‐3.6  ‐3.6  ‐4.1  ‐6.1  ‐5.2  ‐6.1  ‐6.6  ‐6.4 
DCC(N)  cDCC(N)  ‐3.0  ‐1.5  ‐0.3  0.4  ‐1.0  0.1  ‐1.0  ‐0.3  ‐1.0  ‐0.2  ‐0.1  0.2  0.3  ‐1.0  ‐1.0  ‐0.5  ‐0.4 
DCC(N)  BEKK(N)  1.1  0.0  ‐0.6  ‐0.3 1.1  0.5  ‐0.1  0.0  0.7  0.5  0.4  0.0  ‐1.1  ‐0.9  ‐2.2  ‐3.7  ‐3.8 
DCC(N)  DCC(T)  0.9  1.0  0.9  0.5  1.7  0.2  ‐0.1  0.8  1.2  0.8  0.7  0.4  0.3  0.3  ‐0.5  ‐0.3  ‐0.7 
DCC(N)  cDCC(T)  0.3  0.7  ‐0.3  0.6  ‐1.7  ‐0.2  0.4  1.2  0.6  0.6  0.5  0.4  0.4  ‐0.3  ‐0.9  ‐0.4  ‐0.8 
DCC(N)  BEKK(T)  0.6  0.2  ‐0.5  ‐0.4 ‐0.4  ‐1.6  ‐3.5  ‐3.6  ‐3.7  ‐3.7  ‐3.7  ‐4.1  ‐6.1  ‐5.3  ‐6.3  ‐6.7  ‐6.5 
cDCC(N)  BEKK(N)  1.1  0.1  ‐0.6  ‐0.3 1.1  0.5  ‐0.1  0.0  0.7  0.5  0.4  0.0  ‐1.1  ‐0.9  ‐2.2  ‐3.7  ‐3.8 
cDCC(N)  DCC(T)  1.0  1.0  0.9  0.5  2.8  0.2  0.1  0.8  1.5  0.8  0.7  0.4  0.2  0.8  0.0  ‐0.1  ‐0.6 
cDCC(N)  cDCC(T)  0.4  0.7  ‐0.2  0.6  ‐1.6  ‐0.2  0.6  1.3  1.0  0.7  0.6  0.4  0.3  0.3  ‐0.5  ‐0.2  ‐0.6 
cDCC(N)  BEKK(T)  0.6  0.2  ‐0.5  ‐0.4 ‐0.4  ‐1.6  ‐3.5  ‐3.6  ‐3.7  ‐3.7  ‐3.8  ‐4.1  ‐6.1  ‐5.3  ‐6.3  ‐6.7  ‐6.5 
BEKK(N)  DCC(T)  ‐0.3  0.5  0.7  0.4  ‐1.0  ‐0.5  0.1  0.1  ‐0.7  ‐0.5  ‐0.4  0.0  1.1  0.9  2.2  3.7  3.8 
BEKK(N)  cDCC(T)  ‐0.6  0.4  0.4  0.4  ‐1.3  ‐0.5  0.2  0.2  ‐0.7  ‐0.5  ‐0.4  0.0  1.1  0.9  2.2  3.7  3.8 
BEKK(N)  BEKK(T)  ‐0.1  0.6  0.5  ‐0.9 ‐3.5  ‐4.6  ‐7.9  ‐8.6  ‐10.7 ‐10.9 ‐11.9 ‐13.3 ‐16.1  ‐15.4  ‐16.2  ‐14.5 ‐14.1
DCC(T)  cDCC(T)  ‐2.5  ‐0.3  ‐1.3  0.1  ‐2.0  ‐0.3  0.8  1.0  ‐0.4  ‐0.3  ‐0.3  0.1  0.3  ‐1.0  ‐0.8  ‐0.2  0.0 
DCC(T)  BEKK(T)  0.2  ‐0.3  ‐0.7  ‐0.4 ‐0.4  ‐1.6  ‐3.5  ‐3.6  ‐3.7  ‐3.7  ‐3.8  ‐4.2  ‐6.1  ‐5.3  ‐6.2  ‐6.7  ‐6.5 
cDCC(T)  BEKK(T)  0.3  ‐0.2  ‐0.4  ‐0.5 ‐0.1  ‐1.5  ‐3.5  ‐3.8  ‐3.7  ‐3.7  ‐3.8  ‐4.2  ‐6.1  ‐5.3  ‐6.2  ‐6.7  ‐6.5 
 
The table reports in the first and second columns the compared models. The first row reports 
the  cross‐sectional dimension. Bold dark‐grey  shaded numbers  identify a preference  for  the 
first  model,  while  light‐grey  shaded  numbers  identify  a  preference  for  the  second  model. 
Numbers without shaded areas denote statistically equivalent models. 
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Table D.11: Model confidence set – MSE loss function – EW portfolio  
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
  R statistic                 
2  0.983  0.008  0.045  0.046  0.045  0.046  0.046  0.045  1.000 
3  1.000  0.001  0.061  0.133  0.078  0.133  0.133  0.056  0.409 
4  1.000  0.000  0.153  0.319  0.188  0.319  0.188  0.113  0.343 
5  1.000  0.000  0.043  0.140  0.057  0.215  0.050  0.057  0.215 
10  1.000  0.000  0.062  0.062  0.062  0.087  0.062  0.062  0.037 
15  1.000  0.000  0.017  0.029  0.029  0.033  0.022  0.022  0.006 
20  1.000  0.000  0.012  0.025  0.016  0.028  0.016  0.014  0.002 
25  1.000  0.000  0.005  0.023  0.016  0.023  0.016  0.005  0.000 
30  1.000  0.000  0.003  0.008  0.008  0.008  0.008  0.005  0.000 
35  1.000  0.000  0.006  0.008  0.008  0.008  0.008  0.008  0.000 
40  1.000  0.000  0.005  0.008  0.007  0.005  0.007  0.006  0.000 
45  1.000  0.000  0.005  0.016  0.013  0.004  0.013  0.009  0.000 
50  1.000  0.000  0.010  0.024  0.022  0.005  0.022  0.017  0.000 
60  1.000  0.000  0.008  0.046  0.046  0.003  0.046  0.032  0.000 
70  1.000  0.000  0.007  0.072  0.053  0.001  0.072  0.053  0.000 
80  1.000  0.000  0.002  0.053  0.051  0.001  0.053  0.051  0.000 
89  1.000  0.000  0.004  0.065  0.065  0.000  0.065  0.065  0.000 
  SQ statistic               
2  0.983  0.008  0.045  0.046  0.045  0.046  0.046  0.045  1.000 
3  1.000  0.001  0.061  0.133  0.078  0.133  0.133  0.056  0.409 
4  1.000  0.000  0.153  0.319  0.188  0.319  0.188  0.113  0.343 
5  1.000  0.000  0.043  0.140  0.057  0.215  0.050  0.057  0.215 
10  1.000  0.000  0.062  0.062  0.062  0.087  0.062  0.062  0.037 
15  1.000  0.000  0.017  0.029  0.029  0.033  0.022  0.022  0.006 
20  1.000  0.000  0.012  0.025  0.016  0.028  0.016  0.014  0.002 
25  1.000  0.000  0.005  0.023  0.016  0.023  0.016  0.005  0.000 
30  1.000  0.000  0.003  0.008  0.008  0.008  0.008  0.005  0.000 
35  1.000  0.000  0.006  0.008  0.008  0.008  0.008  0.008  0.000 
40  1.000  0.000  0.005  0.008  0.007  0.005  0.007  0.006  0.000 
45  1.000  0.000  0.005  0.016  0.013  0.004  0.013  0.009  0.000 
50  1.000  0.000  0.010  0.024  0.022  0.005  0.022  0.017  0.000 
60  1.000  0.000  0.008  0.046  0.046  0.003  0.046  0.032  0.000 
70  1.000  0.000  0.007  0.072  0.053  0.001  0.072  0.053  0.000 
80  1.000  0.000  0.002  0.053  0.051  0.001  0.053  0.051  0.000 
89  1.000  0.000  0.004  0.065  0.065  0.000  0.065  0.065  0.000 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The two panels report  the p‐values  for  the construction of  the model confidence set  for  the 
statistics R and SQ. Bold dark grey shaded number over rows denotes models  included  in the 
confidence set at the 5% confidence level. Additional models included in the confidence set at 
the 1% confidence level are identified by light grey shades. 
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Table D.12: Model confidence set – QLIKE loss function – EW portfolio 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
  R statistic                 
2  0.860  0.013  0.069  0.069  0.055  0.263  0.115  0.084  1.000 
3  1.000  0.001  0.062  0.227  0.088  0.205  0.526  0.083  0.531 
4  1.000  0.000  0.285  0.691  0.479  0.479  0.691  0.361  0.691 
5  1.000  0.000  0.087  0.195  0.141  0.195  0.141  0.141  0.195 
10  1.000  0.000  0.144  0.144  0.144  0.144  0.144  0.144  0.067 
15  1.000  0.000  0.019  0.069  0.069  0.069  0.060  0.058  0.007 
20  1.000  0.000  0.020  0.063  0.058  0.063  0.058  0.058  0.003 
25  1.000  0.000  0.012  0.075  0.061  0.075  0.061  0.026  0.002 
30  1.000  0.000  0.009  0.032  0.025  0.025  0.025  0.025  0.000 
35  1.000  0.000  0.006  0.033  0.028  0.006  0.028  0.023  0.000 
40  1.000  0.000  0.007  0.046  0.036  0.006  0.036  0.027  0.000 
45  1.000  0.000  0.009  0.046  0.039  0.008  0.039  0.027  0.000 
50  1.000  0.000  0.015  0.085  0.066  0.007  0.066  0.053  0.000 
60  1.000  0.000  0.011  0.160  0.080  0.005  0.160  0.057  0.001 
70  1.000  0.000  0.008  0.179  0.079  0.001  0.179  0.091  0.000 
80  1.000  0.000  0.003  0.140  0.074  0.001  0.140  0.078  0.000 
89  1.000  0.000  0.004  0.115  0.115  0.001  0.115  0.111  0.000 
  SQ statistic               
2  0.860  0.013  0.069  0.069  0.055  0.263  0.115  0.084  1.000 
3  1.000  0.001  0.062  0.227  0.088  0.205  0.526  0.083  0.531 
4  1.000  0.000  0.285  0.691  0.479  0.479  0.691  0.361  0.691 
5  1.000  0.000  0.087  0.195  0.141  0.195  0.141  0.141  0.195 
10  1.000  0.000  0.144  0.144  0.144  0.144  0.144  0.144  0.067 
15  1.000  0.000  0.019  0.069  0.069  0.069  0.060  0.058  0.007 
20  1.000  0.000  0.020  0.063  0.058  0.063  0.058  0.058  0.003 
25  1.000  0.000  0.012  0.075  0.061  0.075  0.061  0.026  0.002 
30  1.000  0.000  0.009  0.032  0.025  0.025  0.025  0.025  0.000 
35  1.000  0.000  0.006  0.033  0.028  0.006  0.028  0.023  0.000 
40  1.000  0.000  0.007  0.046  0.036  0.006  0.036  0.027  0.000 
45  1.000  0.000  0.009  0.046  0.039  0.008  0.039  0.027  0.000 
50  1.000  0.000  0.015  0.085  0.066  0.007  0.066  0.053  0.000 
60  1.000  0.000  0.011  0.160  0.080  0.005  0.160  0.057  0.001 
70  1.000  0.000  0.008  0.179  0.079  0.001  0.179  0.091  0.000 
80  1.000  0.000  0.003  0.140  0.074  0.001  0.140  0.078  0.000 
89  1.000  0.000  0.004  0.115  0.115  0.001  0.115  0.111  0.000 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The two panels report  the p‐values  for  the construction of  the model confidence set  for  the 
statistics R and SQ. Bold dark grey shaded number over rows denotes models  included  in the 
confidence set at the 5% confidence level. Additional models included in the confidence set at 
the 1% confidence level are identified by light grey shades. 
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Table D.13: Model confidence set – MSE loss function – GMV portfolio 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
  R statistic                 
2  1.000  0.097  0.276  0.276  0.276  0.276  0.867  0.276  0.244 
3  0.265  0.075  0.265  0.402  0.271  0.265  0.634  1.000  0.265 
4  0.530  0.007  1.000  0.530  0.530  0.530  0.924  0.530  0.530 
5  0.251  0.000  1.000  0.272  0.315  0.272  0.611  0.628  0.272 
10  0.368  0.000  1.000  0.793  0.793  0.793  0.956  0.429  0.421 
15  0.124  0.000  0.988  0.988  0.997  0.600  0.997  1.000  0.139 
20  0.069  0.000  0.422  1.000  0.687  0.422  0.933  0.962  0.000 
25  0.106  0.002  0.121  0.364  0.154  1.000  0.364  0.389  0.106 
30  0.084  0.003  0.227  0.227  0.156  1.000  0.227  0.227  0.084 
35  0.033  0.000  0.151  0.151  0.114  1.000  0.151  0.151  0.043 
40  0.017  0.000  0.072  0.081  0.072  1.000  0.092  0.077  0.017 
45  0.003  0.000  0.742  0.742  0.742  1.000  0.742  0.742  0.003 
50  0.000  0.000  0.667  0.950  0.852  1.000  0.950  0.884  0.001 
60  0.000  0.000  0.110  0.967  0.416  1.000  0.967  0.558  0.022 
70  0.000  0.000  0.096  0.414  0.272  1.000  0.657  0.414  0.020 
80  0.003  0.003  0.107  1.000  0.526  0.107  0.526  0.364  0.020 
89  0.001  0.002  0.047  1.000  0.495  0.047  0.495  0.380  0.008 
  SQ statistic               
2  1.000  0.097  0.276  0.276  0.276  0.276  0.867  0.276  0.244 
3  0.265  0.075  0.265  0.402  0.271  0.265  0.634  1.000  0.265 
4  0.530  0.007  1.000  0.530  0.530  0.530  0.924  0.530  0.530 
5  0.251  0.000  1.000  0.272  0.315  0.272  0.611  0.628  0.272 
10  0.368  0.000  1.000  0.793  0.793  0.793  0.956  0.429  0.421 
15  0.124  0.000  0.988  0.988  0.997  0.600  0.997  1.000  0.139 
20  0.069  0.000  0.422  1.000  0.687  0.422  0.933  0.962  0.000 
25  0.106  0.002  0.121  0.364  0.154  1.000  0.364  0.389  0.106 
30  0.084  0.003  0.227  0.227  0.156  1.000  0.227  0.227  0.084 
35  0.033  0.000  0.151  0.151  0.114  1.000  0.151  0.151  0.043 
40  0.017  0.000  0.072  0.081  0.072  1.000  0.092  0.077  0.017 
45  0.003  0.000  0.742  0.742  0.742  1.000  0.742  0.742  0.003 
50  0.000  0.000  0.667  0.950  0.852  1.000  0.950  0.884  0.001 
60  0.000  0.000  0.110  0.967  0.416  1.000  0.967  0.558  0.022 
70  0.000  0.000  0.096  0.414  0.272  1.000  0.657  0.414  0.020 
80  0.003  0.003  0.107  1.000  0.526  0.107  0.526  0.364  0.020 
89  0.001  0.002  0.047  1.000  0.495  0.047  0.495  0.380  0.008 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The two panels report  the p‐values  for  the construction of  the model confidence set  for  the 
statistics R and SQ. Bold dark grey shaded number over rows denotes models  included  in the 
confidence set at the 5% confidence level. Additional models included in the confidence set at 
the 1% confidence level are identified by light grey shades. 
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Table D.14: Model confidence set – QLIKE loss function – GMV portfolio 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
  R statistic                 
2  1.000  0.002  0.343  0.600  0.366  0.962  0.962  0.600  0.962 
3  0.741  0.010  0.795  0.820  0.741  0.871  1.000  0.899  0.899 
4  0.614  0.003  0.684  0.684  0.684  0.614  1.000  0.684  0.678 
5  0.906  0.000  0.906  0.906  0.906  0.900  0.980  1.000  0.906 
10  0.236  0.000  0.236  0.263  0.236  1.000  0.425  0.236  0.236 
15  0.132  0.000  0.421  0.836  0.807  1.000  0.836  0.826  0.247 
20  0.013  0.000  0.497  0.999  0.786  1.000  0.967  0.999  0.023 
25  0.008  0.000  0.310  0.347  0.262  1.000  0.347  0.442  0.021 
30  0.002  0.000  0.306  0.306  0.197  1.000  0.315  0.315  0.007 
35  0.000  0.000  0.316  0.316  0.316  1.000  0.316  0.316  0.014 
40  0.000  0.000  0.275  0.275  0.275  1.000  0.275  0.275  0.010 
45  0.000  0.000  0.173  0.208  0.207  1.000  0.208  0.208  0.005 
50  0.000  0.000  0.111  0.306  0.306  1.000  0.306  0.306  0.000 
60  0.000  0.000  0.048  0.231  0.195  1.000  0.231  0.195  0.008 
70  0.000  0.000  0.027  0.275  0.275  1.000  0.275  0.275  0.001 
80  0.000  0.000  0.027  0.791  0.791  1.000  0.791  0.694  0.004 
89  0.000  0.000  0.025  0.500  0.500  1.000  0.500  0.473  0.002 
  SQ statistic               
2  1.000  0.002  0.343  0.600  0.366  0.962  0.962  0.600  0.962 
3  0.741  0.010  0.795  0.820  0.741  0.871  1.000  0.899  0.899 
4  0.614  0.003  0.684  0.684  0.684  0.614  1.000  0.684  0.678 
5  0.906  0.000  0.906  0.906  0.906  0.900  0.980  1.000  0.906 
10  0.236  0.000  0.236  0.263  0.236  1.000  0.425  0.236  0.236 
15  0.132  0.000  0.421  0.836  0.807  1.000  0.836  0.826  0.247 
20  0.013  0.000  0.497  0.999  0.786  1.000  0.967  0.999  0.023 
25  0.008  0.000  0.310  0.347  0.262  1.000  0.347  0.442  0.021 
30  0.002  0.000  0.306  0.306  0.197  1.000  0.315  0.315  0.007 
35  0.000  0.000  0.316  0.316  0.316  1.000  0.316  0.316  0.014 
40  0.000  0.000  0.275  0.275  0.275  1.000  0.275  0.275  0.010 
45  0.000  0.000  0.173  0.208  0.207  1.000  0.208  0.208  0.005 
50  0.000  0.000  0.111  0.306  0.306  1.000  0.306  0.306  0.000 
60  0.000  0.000  0.048  0.231  0.195  1.000  0.231  0.195  0.008 
70  0.000  0.000  0.027  0.275  0.275  1.000  0.275  0.275  0.001 
80  0.000  0.000  0.027  0.791  0.791  1.000  0.791  0.694  0.004 
89  0.000  0.000  0.025  0.500  0.500  1.000  0.500  0.473  0.002 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The two panels report  the p‐values  for  the construction of  the model confidence set  for  the 
statistics R and SQ. Bold dark grey shaded number over rows denotes models  included  in the 
confidence set at the 5% confidence level. Additional models included in the confidence set at 
the 1% confidence level are identified by light grey shades. 
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Table D.15: Model confidence set – MSE loss function – GMVB portfolio 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
  R statistic                 
2  1.000  0.094  0.275  0.275  0.275  0.275  0.872  0.275  0.237 
3  0.394  0.068  0.396  0.394  0.394  0.328  0.629  1.000  0.302 
4  1.000  0.018  0.911  0.755  0.807  0.906  0.911  0.566  0.755 
5  0.281  0.000  1.000  0.298  0.379  0.298  0.619  0.706  0.298 
10  0.341  0.000  0.594  0.594  0.594  1.000  0.948  0.374  0.374 
15  0.575  0.000  0.776  0.714  0.776  0.707  0.776  1.000  0.114 
20  0.881  0.000  0.881  0.896  0.881  0.995  0.896  1.000  0.001 
25  0.244  0.000  0.244  0.244  0.244  0.244  0.244  1.000  0.000 
30  0.687  0.000  0.705  0.705  0.705  1.000  0.855  0.855  0.000 
35  0.723  0.000  0.740  0.733  0.740  1.000  0.913  0.913  0.000 
40  0.529  0.000  0.570  0.658  0.570  1.000  0.972  0.972  0.000 
45  0.424  0.000  0.906  0.906  0.906  0.870  0.906  1.000  0.000 
50  0.105  0.000  0.909  0.909  1.000  0.203  0.858  0.909  0.000 
60  0.479  0.000  0.538  1.000  0.538  0.411  0.538  0.479  0.000 
70  0.150  0.000  0.150  1.000  0.437  0.049  0.437  0.272  0.000 
80  0.118  0.000  0.118  0.924  0.307  0.003  1.000  0.389  0.000 
89  0.070  0.000  0.096  1.000  0.176  0.000  0.176  0.176  0.000 
  SQ statistic               
2  1.000  0.094  0.275  0.275  0.275  0.275  0.872  0.275  0.237 
3  0.394  0.068  0.396  0.394  0.394  0.328  0.629  1.000  0.302 
4  1.000  0.018  0.911  0.755  0.807  0.906  0.911  0.566  0.755 
5  0.281  0.000  1.000  0.298  0.379  0.298  0.619  0.706  0.298 
10  0.341  0.000  0.594  0.594  0.594  1.000  0.948  0.374  0.374 
15  0.575  0.000  0.776  0.714  0.776  0.707  0.776  1.000  0.114 
20  0.881  0.000  0.881  0.896  0.881  0.995  0.896  1.000  0.001 
25  0.244  0.000  0.244  0.244  0.244  0.244  0.244  1.000  0.000 
30  0.687  0.000  0.705  0.705  0.705  1.000  0.855  0.855  0.000 
35  0.723  0.000  0.740  0.733  0.740  1.000  0.913  0.913  0.000 
40  0.529  0.000  0.570  0.658  0.570  1.000  0.972  0.972  0.000 
45  0.424  0.000  0.906  0.906  0.906  0.870  0.906  1.000  0.000 
50  0.105  0.000  0.909  0.909  1.000  0.203  0.858  0.909  0.000 
60  0.479  0.000  0.538  1.000  0.538  0.411  0.538  0.479  0.000 
70  0.150  0.000  0.150  1.000  0.437  0.049  0.437  0.272  0.000 
80  0.118  0.000  0.118  0.924  0.307  0.003  1.000  0.389  0.000 
89  0.070  0.000  0.096  1.000  0.176  0.000  0.176  0.176  0.000 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The two panels report  the p‐values  for  the construction of  the model confidence set  for  the 
statistics R and SQ. Bold dark grey shaded number over rows denotes models  included  in the 
confidence set at the 5% confidence level. Additional models included in the confidence set at 
the 1% confidence level are identified by light grey shades. 
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Table D.16: Model confidence set – QLIKE loss function – GMVB portfolio 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
  R statistic                 
2  1.000  0.003  0.343  0.586  0.367  0.960  0.960  0.586  0.960 
3  0.968  0.006  0.890  0.915  0.831  0.940  1.000  0.968  0.968 
4  0.815  0.003  0.815  0.815  0.815  0.787  1.000  0.815  0.815 
5  1.000  0.000  0.927  0.927  0.927  0.927  0.963  0.963  0.913 
10  0.728  0.000  0.179  0.414  0.179  1.000  0.647  0.157  0.179 
15  0.827  0.000  0.827  0.962  0.962  1.000  0.962  0.962  0.335 
20  0.713  0.000  0.713  0.886  0.886  0.886  0.886  1.000  0.021 
25  0.306  0.000  0.470  0.470  0.470  0.470  0.470  1.000  0.002 
30  0.453  0.000  0.456  0.538  0.456  1.000  0.556  0.556  0.001 
35  0.516  0.000  0.849  0.849  0.849  1.000  0.849  0.849  0.001 
40  0.404  0.000  0.836  0.906  0.906  1.000  0.906  0.906  0.000 
45  0.190  0.000  0.645  0.966  0.966  0.966  0.966  1.000  0.000 
50  0.034  0.000  0.500  0.913  0.923  0.337  0.923  1.000  0.000 
60  0.049  0.000  0.162  0.748  0.571  0.162  1.000  0.600  0.000 
70  0.002  0.000  0.335  1.000  0.582  0.027  0.582  0.526  0.000 
80  0.000  0.000  0.555  1.000  0.886  0.001  0.886  0.886  0.000 
89  0.000  0.000  0.694  1.000  0.704  0.001  0.704  0.704  0.000 
  SQ statistic               
2  1.000  0.003  0.343  0.586  0.367  0.960  0.960  0.586  0.960 
3  0.968  0.006  0.890  0.915  0.831  0.940  1.000  0.968  0.968 
4  0.815  0.003  0.815  0.815  0.815  0.787  1.000  0.815  0.815 
5  1.000  0.000  0.927  0.927  0.927  0.927  0.963  0.963  0.913 
10  0.728  0.000  0.179  0.414  0.179  1.000  0.647  0.157  0.179 
15  0.827  0.000  0.827  0.962  0.962  1.000  0.962  0.962  0.335 
20  0.713  0.000  0.713  0.886  0.886  0.886  0.886  1.000  0.021 
25  0.306  0.000  0.470  0.470  0.470  0.470  0.470  1.000  0.002 
30  0.453  0.000  0.456  0.538  0.456  1.000  0.556  0.556  0.001 
35  0.516  0.000  0.849  0.849  0.849  1.000  0.849  0.849  0.001 
40  0.404  0.000  0.836  0.906  0.906  1.000  0.906  0.906  0.000 
45  0.190  0.000  0.645  0.966  0.966  0.966  0.966  1.000  0.000 
50  0.034  0.000  0.500  0.913  0.923  0.337  0.923  1.000  0.000 
60  0.049  0.000  0.162  0.748  0.571  0.162  1.000  0.600  0.000 
70  0.002  0.000  0.335  1.000  0.582  0.027  0.582  0.526  0.000 
80  0.000  0.000  0.555  1.000  0.886  0.001  0.886  0.886  0.000 
89  0.000  0.000  0.694  1.000  0.704  0.001  0.704  0.704  0.000 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The two panels report  the p‐values  for  the construction of  the model confidence set  for  the 
statistics R and SQ. Bold dark grey shaded number over rows denotes models  included  in the 
confidence set at the 5% confidence level. Additional models included in the confidence set at 
the 1% confidence level are identified by light grey shades. 
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Table D.17: average model ranking over the cross‐sectional dimensions 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
EW  1.00  9.00  6.29  3.35  4.41 5.71 3.35 5.24 6.65
GMV  1.00  9.00  2.94  4.12  4.35 7.18 4.35 4.82 7.24
GMVB  1.00  9.00  3.12  3.41  4.71 7.18 3.82 5.53 7.24
 
The  first  row  reports  the  fitted models while  the  first  column  the  three portfolio  strategies 
considered. Bold values denote lower rankings (first to third). Lower values are associated with 
better models. 
102 
 
 
 
Table D.18: Engle‐Colacito test of model adequacy – EW portfolio 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
2  ‐0.02  ‐11.12  ‐1.70  ‐1.77  ‐1.78  ‐2.15  ‐1.91  ‐1.94  ‐1.02 
3  0.07  ‐12.75  ‐2.68  ‐2.49  ‐2.55  ‐2.79  ‐2.52  ‐2.84  ‐1.96 
4  0.00  ‐15.92  ‐2.97  ‐2.59  ‐2.64  ‐2.33  ‐2.66  ‐2.87  ‐2.26 
5  ‐0.18  ‐17.56  ‐3.24  ‐3.07  ‐3.10  ‐3.11  ‐3.14  ‐3.15  ‐3.14 
10  ‐0.30  ‐20.70  ‐3.63  ‐3.76  ‐3.68  ‐3.71  ‐3.68  ‐3.73  ‐5.30 
15  ‐0.13  ‐20.29  ‐3.35  ‐3.35  ‐3.33  ‐3.62  ‐3.31  ‐3.31  ‐6.79 
20  ‐0.01  ‐19.22  ‐3.26  ‐3.22  ‐3.23  ‐3.66  ‐3.18  ‐3.17  ‐8.55 
25  0.06  ‐18.95  ‐2.95  ‐2.89  ‐2.90  ‐3.59  ‐2.87  ‐2.88  ‐9.46 
30  0.02  ‐18.57  ‐2.90  ‐2.88  ‐2.88  ‐3.90  ‐2.87  ‐2.87  ‐10.65 
35  0.01  ‐19.15  ‐2.84  ‐2.80  ‐2.81  ‐4.16  ‐2.79  ‐2.80  ‐11.60 
40  0.01  ‐18.20  ‐2.91  ‐2.86  ‐2.87  ‐4.49  ‐2.86  ‐2.86  ‐12.09 
45  ‐0.06  ‐17.89  ‐2.78  ‐2.74  ‐2.74  ‐4.90  ‐2.73  ‐2.73  ‐12.65 
50  0.03  ‐19.13  ‐2.89  ‐2.85  ‐2.86  ‐5.52  ‐2.84  ‐2.84  ‐14.36 
60  0.08  ‐19.10  ‐2.85  ‐2.81  ‐2.83  ‐6.28  ‐2.81  ‐2.82  ‐15.29 
70  0.09  ‐18.69  ‐2.67  ‐2.66  ‐2.67  ‐6.85  ‐2.66  ‐2.67  ‐15.59 
80  0.00  ‐19.26  ‐2.79  ‐2.79  ‐2.80  ‐8.10  ‐2.78  ‐2.79  ‐16.73 
89  0.00  ‐19.15  ‐2.67  ‐2.68  ‐2.69  ‐8.70  ‐2.67  ‐2.68  ‐16.78 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The  table  reports  the  test  statistic,  distributed  as  a  standardized  normal  under  the  null 
hypothesis of model adequacy. The grey shade denotes models which fail the test for a given 
cross‐sectional dimension. 
 
103 
 
 
Table D.19: Engle‐Colacito test of model adequacy – GMV portfolio 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
2  0.76  ‐8.64  ‐1.47  ‐1.55  ‐1.55  ‐1.95  ‐1.80  ‐1.81  ‐0.42 
3  1.15  ‐10.86  ‐1.63  ‐1.47  ‐1.49  ‐1.77  ‐1.94  ‐2.37  ‐1.03 
4  1.16  ‐15.40  ‐1.55  ‐1.28  ‐1.31  ‐2.01  ‐1.42  ‐1.41  ‐2.03 
5  1.20  ‐16.76  ‐1.88  ‐1.81  ‐1.83  ‐2.70  ‐1.91  ‐1.94  ‐2.88 
10  2.42  ‐21.97  ‐1.00  ‐1.11  ‐1.11  ‐3.28  ‐1.15  ‐1.10  ‐5.56 
15  3.87  ‐21.49  0.15  ‐0.22  ‐0.20  ‐3.11  ‐0.23  ‐0.20  ‐7.39 
20  4.46  ‐17.14  0.16  ‐0.14  ‐0.13  ‐4.16  ‐0.13  ‐0.16  ‐10.30 
25  4.85  ‐15.20  1.57  1.31  1.32  ‐3.69  1.29  1.18  ‐10.57 
30  5.33  ‐14.42  1.71  1.49  1.50  ‐4.59  1.47  1.45  ‐12.26 
35  5.60  ‐14.74  2.22  1.99  2.00  ‐4.82  1.98  1.99  ‐12.45 
40  5.99  ‐12.97  3.00  2.77  2.78  ‐4.90  2.76  2.77  ‐11.56 
45  6.99  ‐13.76  3.21  2.93  2.94  ‐5.77  2.92  2.93  ‐12.40 
50  8.78  ‐15.68  3.88  3.57  3.57  ‐7.20  3.56  3.56  ‐14.59 
60  6.40  ‐19.03  4.19  4.04  4.04  ‐7.96  4.03  4.03  ‐17.57 
70  6.01  ‐16.08  4.51  4.38  4.38  ‐8.61  4.38  4.38  ‐15.41 
80  6.34  ‐14.87  4.47  4.36  4.36  ‐7.69  4.36  4.36  ‐13.65 
89  8.30  ‐14.02  4.95  4.86  4.86  ‐7.85  4.86  4.87  ‐12.99 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The  table  reports  the  test  statistic,  distributed  as  a  standardized  normal  under  the  null 
hypothesis of model adequacy. The grey shade denotes models which fail the test for a given 
cross‐sectional dimension. 
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Table D.20: Engle‐Colacito test of model adequacy – GMVB portfolio 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
2  0.76  ‐8.64  ‐1.47  ‐1.55  ‐1.55  ‐1.95  ‐1.80  ‐1.81  ‐0.42 
3  1.07  ‐10.86  ‐1.63  ‐1.47  ‐1.49  ‐1.83  ‐1.94  ‐2.37  ‐1.08 
4  0.96  ‐15.40  ‐1.55  ‐1.29  ‐1.32  ‐2.16  ‐1.43  ‐1.41  ‐2.14 
5  1.06  ‐16.76  ‐1.87  ‐1.83  ‐1.85  ‐2.91  ‐1.92  ‐1.94  ‐3.03 
10  1.73  ‐22.43  ‐1.01  ‐1.21  ‐1.20  ‐3.57  ‐1.23  ‐1.17  ‐5.81 
15  2.80  ‐23.15  ‐0.59  ‐0.76  ‐0.76  ‐3.69  ‐0.78  ‐0.79  ‐7.99 
20  3.09  ‐19.18  ‐0.95  ‐1.03  ‐1.04  ‐4.96  ‐1.02  ‐1.06  ‐11.44 
25  3.52  ‐16.89  0.01  ‐0.10  ‐0.11  ‐5.19  ‐0.12  ‐0.26  ‐12.23 
30  3.74  ‐15.58  0.12  ‐0.01  ‐0.02  ‐6.31  ‐0.03  ‐0.03  ‐13.84 
35  3.96  ‐15.73  0.43  0.29  0.28  ‐6.53  0.28  0.28  ‐13.82 
40  4.28  ‐14.30  0.71  0.57  0.57  ‐6.87  0.56  0.56  ‐13.02 
45  4.43  ‐14.98  0.70  0.55  0.55  ‐7.59  0.54  0.54  ‐13.33 
50  4.81  ‐17.32  0.50  0.37  0.37  ‐9.77  0.37  0.36  ‐16.07 
60  5.48  ‐19.12  1.17  1.07  1.07  ‐11.27  1.06  1.06  ‐18.25 
70  5.80  ‐16.81  1.14  1.07  1.07  ‐11.40  1.08  1.08  ‐16.85 
80  5.42  ‐15.85  0.98  0.93  0.92  ‐10.71  0.93  0.92  ‐15.69 
89  5.42  ‐15.64  1.11  1.08  1.08  ‐10.97  1.09  1.08  ‐15.46 
 
The  first  row  reports  the  fitted models while  the  first column  the cross‐sectional dimension. 
The  table  reports  the  test  statistic,  distributed  as  a  standardized  normal  under  the  null 
hypothesis of model adequacy. The grey shade denotes models which fail the test for a given 
cross‐sectional dimension. 
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Table D.21: Average out‐of‐sample expected EW portfolio variance 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
2  0.732  1.812  0.947  0.942  0.943 0.937 0.948 0.954 0.816
3  0.812  1.853  1.027  1.006  1.011 1.017 1.007 1.033 0.953
4  0.603  1.622  0.771  0.748  0.751 0.735 0.753 0.765 0.729
5  0.495  1.429  0.654  0.641  0.642 0.630 0.647 0.645 0.633
10  0.452  1.380  0.591  0.592  0.590 0.580 0.591 0.591 0.652
15  0.414  1.301  0.552  0.548  0.547 0.548 0.548 0.548 0.686
20  0.419  1.280  0.556  0.551  0.551 0.566 0.551 0.551 0.782
25  0.417  1.282  0.545  0.539  0.539 0.567 0.539 0.540 0.829
30  0.406  1.236  0.528  0.523  0.524 0.565 0.524 0.524 0.863
35  0.402  1.258  0.521  0.516  0.516 0.575 0.516 0.517 0.905
40  0.399  1.186  0.518  0.513  0.514 0.581 0.513 0.514 0.908
45  0.409  1.214  0.520  0.516  0.516 0.614 0.516 0.516 0.964
50  0.403  1.247  0.518  0.515  0.515 0.634 0.515 0.515 1.025
60  0.399  1.249  0.512  0.509  0.509 0.668 0.508 0.509 1.069
70  0.395  1.213  0.499  0.497  0.497 0.685 0.497 0.498 1.067
80  0.388  1.222  0.494  0.492  0.492 0.726 0.492 0.492 1.102
89  0.383  1.220  0.483  0.481  0.482 0.750 0.481 0.482 1.107
 
The  first  column  reports  the  cross‐sectional  dimension  while  the  first  row  the  compared 
models. Bold values identify the lowest average variance for each cross sectional dimension 
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Table D.22: Average out‐of‐sample expected GMV portfolio variance 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
2  0.647  1.788  0.876  0.872  0.873 0.884 0.874 0.883 0.757
3  0.611  1.691  0.830  0.815  0.818 0.849 0.815 0.843 0.787
4  0.459  1.520  0.588  0.577  0.579 0.626 0.577 0.588 0.623
5  0.389  1.359  0.512  0.509  0.510 0.554 0.511 0.511 0.561
10  0.273  1.132  0.374  0.374  0.374 0.421 0.374 0.378 0.494
15  0.236  1.056  0.339  0.343  0.343 0.413 0.343 0.344 0.543
20  0.188  0.994  0.309  0.312  0.312 0.406 0.312 0.312 0.603
25  0.158  0.896  0.261  0.267  0.267 0.380 0.267 0.269 0.589
30  0.144  0.863  0.256  0.261  0.261 0.382 0.261 0.261 0.615
35  0.135  0.815  0.236  0.244  0.244 0.381 0.243 0.243 0.607
40  0.124  0.772  0.224  0.231  0.231 0.388 0.230 0.230 0.611
45  0.102  0.733  0.209  0.214  0.214 0.381 0.214 0.214 0.597
50  0.088  0.709  0.186  0.191  0.191 0.374 0.191 0.191 0.592
60  0.061  0.673  0.159  0.162  0.162 0.368 0.162 0.162 0.578
70  0.048  0.642  0.143  0.146  0.146 0.375 0.146 0.146 0.568
80  0.034  0.614  0.123  0.125  0.125 0.383 0.125 0.125 0.554
89  0.029  0.601  0.119  0.121  0.121 0.390 0.120 0.120 0.546
 
The  first  column  reports  the  cross‐sectional  dimension  while  the  first  row  the  compared 
models. Bold values identify the lowest average variance for each cross sectional dimension. 
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Table D.23: Average out‐of‐sample expected GMVB portfolio variance 
 
  EWMA  SHR  CCC  DCC(N)  cDCC(N) BEKK(N) DCC(T) cDCC(T) BEKK(T)
2  0.647  1.788  0.876  0.872  0.873 0.884 0.874 0.883 0.757
3  0.611  1.691  0.830  0.815  0.818 0.849 0.815 0.843 0.787
4  0.460  1.520  0.588  0.577  0.579 0.626 0.577 0.588 0.623
5  0.391  1.359  0.512  0.509  0.510 0.555 0.511 0.511 0.561
10  0.289  1.134  0.376  0.378  0.377 0.425 0.377 0.381 0.496
15  0.258  1.072  0.350  0.353  0.353 0.419 0.353 0.354 0.548
20  0.220  1.018  0.330  0.330  0.330 0.414 0.330 0.330 0.611
25  0.203  0.929  0.288  0.290  0.290 0.394 0.290 0.292 0.607
30  0.191  0.904  0.285  0.288  0.288 0.397 0.287 0.288 0.639
35  0.185  0.854  0.271  0.274  0.274 0.397 0.274 0.274 0.633
40  0.182  0.812  0.266  0.269  0.269 0.406 0.269 0.269 0.640
45  0.171  0.772  0.255  0.257  0.257 0.405 0.257 0.257 0.628
50  0.156  0.756  0.233  0.234  0.234 0.398 0.234 0.234 0.631
60  0.142  0.727  0.215  0.216  0.216 0.403 0.216 0.216 0.627
70  0.134  0.710  0.199  0.200  0.200 0.413 0.200 0.200 0.629
80  0.127  0.689  0.180  0.180  0.181 0.427 0.180 0.181 0.624
89  0.126  0.687  0.179  0.180  0.180 0.441 0.180 0.180 0.626
 
The  first  column  reports  the  cross‐sectional  dimension  while  the  first  row  the  compared 
models. Bold values identify the lowest average variance for each cross sectional dimension. 
 
 
 
 
