Abstract. Anomaly detection is one of the most important applications for hyperspectral imagery. However, some technical difficulties haven't been effectively solved so far, such as high data dimensionality and high-order correlation between spectral bands. In this paper, a new curvelet-based image fusion algorithm is proposed for effective anomaly detection in hyperspectral imagery. In the proposed algorithm, the original hyperspectral data are firstly partitioned into several subspaces according to the correlation between spectral bands. In each subspace, curvelet transform is used to decompose hyperspectral images at different resolution. The decomposed coefficients are transformed by kernel principal component (KPCA) at corresponding frequency range from different images of same subspace. Using those first principal components transformed by KPCA at different frequency range is to reconstruct the fused image. The same operation is performed in each subspace, and those fused images are obtained to used in final detection with RX detector. The experimental results show that the proposed algorithm modifies the performance of the conventional RX algorithm.
Introduction
Hyperspectral remote sensing exploits the fact that all materials reflect, absorb, and emit electromagnetic energy, at specific wavelengths, in distinctive patterns related to their molecular composition [1] . Thus, data exploitation of hyperspectral images makes it possible to identify ground materials of interest based on their spectral signatures, such as target recognition and anomaly detection [1] [2] . Relative to target detection, anomaly detector enables one to detect targets whose signatures are spectrally distinct from their surroundings with no a priori knowledge [3] .
Anomaly detection is a pattern recognition scheme that is used to detect objects that might be of military interest. In spectral anomaly detection algorithms, materials that have a significantly different spectral signature from their neighboring background clutter pixels are identified as spectral anomalies. Spectral anomaly detection algorithms could also use spectral signatures to detect anomalies embedded within background clutter with a very low signal-to-noise ratio (SNR) [2] [3] . A widely used anomaly detector for multispectral data, i.e., developed for sensors with a reduced number of spectral bands (ten or less) is the algorithm presented in [4] , commonly referred to as the RX algorithm, after the initials of its proponents, Reed and Xiaoli Yu. The RX algorithm is a likelihood ratio detector based on a number of simplifying assumptions. Extending the RX algorithm to hyperspectral imagery suffers from two major limitations [5] . In substance, these limitations are both caused by the high dimensionality of the hyperspectral images. In addition, image fusion methods have been used to reduce dimensionality and concentrate useful information for anomaly detection in hyperspectral imagery [7] [8] and those methods have obtained some good results. However, most image fusion methods adopt wavelet transform, which endure some limitations when it is used to represent images.
In this paper, a new multi-resolution image fusion algorithm based on curvelet transform is proposed for effective anomaly detection in hyperspectral imagery. In this algorithm, the whole hyperspectral data are firstly partitioned into several subspaces according to correlation between spectral bands. There is stronger correlation between those bands from same subspace. Then, curvelet transform is performed on each band image in every subspace respectively. After that, kernel principal component analysis (KPCA) is used to remove correlation between corresponding coefficients of the same layer. Finally, these coefficients that correspond to maximum eigenvalues at each layer are selected to reconstruct fused image. Same processing is performed in each subspace. Final anomaly detection with conventional RX detector is conducted on these images fused.
The Proposed Algorithm
This algorithm includes two key techniques: curvelet transform and KPCA. Relative to conventional wavelet, curvelet describes anisotropy of images more detailed and extracts more useful information of images. KPCA mines abundant information and removes high-order correlation between spectral bands very effectively. In the following paragraphs, subspace partition, curvelet transform, KPCA and RX detector are given respectively. The basic procedure of the proposed algorithm is shown in Fig.1 . In this figure, describes subspace partition, curvelet transform, KPCA, inverse curvelet transform, and RX detector.
Figure1. The framework of the proposed algorithm.
Subspace Partition
In order to reduce hyperspectral image dimensionality, it is necessary to partition whole data space. Full hyperspectral data space is partitioned into several subspaces in terms of correlation between hyperspectral bands. With reduction of subspace dimensionality, full data dimensionality is also reduced. Let s be l dimensionality data space. According to correlation between neighboring bands, a global threshold parameter is assigned and the s is partitioned into N subspaces s j with dimensionality Notice that different subspace has different number of dimensionality and similar spectral characteristics exist in bands of each subspace. After the full data space is partitioned, feature extraction and selection are required in the processing of each subspace in order to reduce dimensionality of full data space.
Curvelet Transform
Wavelet transform can efficiently analyze the 1-D piecewise continuous signal. To process 2-D image signals, the 2-D wavelet transform, composed of the tensor product of two 1-D wavelet basis functions, takes advantage of the separable transform kernels to realize the wavelet transform in horizontal firstly and then in vertical. Such kernels of the 2-D wavelet transform are isotropic, leading to that the local transform modulus maxima only reflect the positions of those maxima are across edge, instead of along edge. However, singularities in most of images are characterized by lines and curves, which seriously reduces the approximation efficiency of wavelet. In this circumstance, the traditional wavelet transform is limited in the field of image processing. To overcome this difficulty, Donoho et al. propose curvelet transform theory whose anisotropic feature is very helpful to effectively express the edges. Curvelet transform can sparsely characterize the high-dimensional signals which have line, curve or hyperplane singularities and the approximation efficiency is one magnitude order higher than wavelet transform [9] [10] .
The basic process of the digital realization for curvelet transform is given as follows.
(1) Subband Decomposition. We define a bank of filters P 0 ,( s ,s 0). The image ƒ is filtered into subbands with à trous algorithm
The different subbands s ƒ contain details about 2 -2s wide. (2) Smooth Partitioning. Each subband is smoothly windowed into "squares" of a appropriate scale ( )
where w Q is a collection of smooth window localized around dyadic squares
(3) Renormalization. Each resulting square is renormalized to unit scale
is a renormalization operator. (4) Ridgelet Analysis. Each square is analyzed in the orthonormal ridgelet system. This is a system of basis elements making an orthonormal basis for L 2 (R 2 ):
2.3. Kernel Principal Component Analysis KPCA has strong ability to process nonlinear data. In the proposed algorithm, KPCA is used to fully mine high-order correlation between spectral bands in subspaces. Notice that the subspace hyperspectral images are data cube. The data have to be firstly converted to two-dimensionality form before they are transformed. Each band of the hyperspectral images is viewed as a sample vector, and number of total samples for transform is equal to number of original bands. Thus, after these samples are centered and normalized, KPCA is performed on them to fully mine high-order correlation between samples (i.e. spectral bands). The detail about KPCA can be found in reference [11, 12] .
RX detector
In the conventional RX algorithm, two hypothesis are adopted as follow n x H : 0 and n s x H : 1 (7) where x is an observation test vector of single pixel target x, s is the spectral signature of the signal (target), and n is a vector that represents the background clutter noise process.
H 0 represents that target is absent from the local scene and the local scene follows Gaussian distribution with zero-mean. H 1 represents that target is present in the scene and the local scene follows Gaussian distribution with such mean as being equal to target gray. Thus, under H 0 , the data (local background clutter) are modeled as N(0, x ), and under H 1 the data are modeled as N(s, x ) . In practice, the target signature s and background covariance x are assumed to be unknown. In the conventional RX algorithm, it is assumed that the background and target have the same covariance matrix in the model as shown in (7). Generally, the conventional RX detector is given by
where ˆ is the estimated background clutter sample mean, x ˆ is the background covariance estimated from the local background clutter data, and is a detection threshold. If the detection result in the test pixel vector is bigger than or equal to , there is target in this pixel; else there is no target in this pixel.
Experiments
In order to verify the effectiveness of the proposed method for anomaly detection in hyperspectral imagery, the numerical experiments are performed on real hyperspectral data collected by AVIRIS.
Figure2 is a scene of 100×100 pixels selected for our experiments and Figure3 shows the positions of the 38 panels as anomalous targets for our detection. Figure 4 and Figure 5 provide the detection results of RX detector and the proposed algorithm respectively. To quantitatively evaluate the two algorithms, their receiver operation characteristics (ROC) were researched in the experiments. The ROC represents varying relationship of detection probability and false alarm rate, and can provide quantitative comparison of the detection performance. Figure6 shows the ROC comparison of the conventional RX algorithm and the proposed algorithm (curvelet-based). From figure6, it is easy to prove that the proposed algorithm greatly improves the detection performance of the conventional RX algorithm and has low false alarm rate.
