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RÉSUMÉ 
Cette thèse se compose de trois articles portant sur l'estimation des modèles dynamiques 
stochastiques d'équilibre général (DSGE). Le premier analyse les propriétés statistiques des 
fonctions de réponses dans les vecteurs autorégressifs structurels avec une variable hautement 
persistante (par exemple, les heures travaillées) . Le deuxième développe un test pour comparer 
deux modèles DSGE. Quant au troisième, il porte sur l'évaluation de l'impact de la politique 
monétaire sur la période dite de la grande modération. 
Dans le premier article, on étudie les propriétés statistiques des fonctions de réponses 
dans les vecteurs autorégressifs structurels (SVARs) avec une variable hautement persistante, 
telle que les heures travaillées, et des restrictions de long terme. La variable hautement per-
sistante est spécifiée comme un processus presque stationnaire. Ce type de processus semble 
particulièrement utile pour caractériser la dynamique des heures travaillées, puisqu ' il implique 
une racine unitaire en échantillon fini, mais est stationnaire et persistant de façon asymptotique. 
C' est habituellement le cas pour les heures travaillées per capita lesquelles sont inclues dans 
les SVARs. Les résultats théoriques dérivés de cette spécification nous permettent d'expliquer 
la plupart des faits empiriques obtenus avec les SV ARs qui incluent les heures travaillées U.S. 
Des simulations faites à partir d'un modèle DSGE confirment les résultats théoriques . 
Dans le deuxième article, on développe un test pour comparer les modèles DSGE. Ce 
test élargit celui développé par Hnatkovska, Marmer et Tang (2012), en relâchant certaines hy-
pothèses. Premièrement on utilise la méthode d'inférence indirecte, ce qui nous permet de ne 
pas avoir à faire d'hypothèse sur la convergence des estimateurs. En effet celle-ci est assurée 
de par notre condition d'englobement. Deuxièmement, notre méthode permet aussi l'utilisation 
de vecteur de paramètres instrumentaux différents pour chacun des modèles. Le principal ré-
sultat obtenu est que la distribution asymptotique du test est normale, que les modèles soient 
imbriqués ou non. On finit par appliquer notre test afin d' évaluer les modèles de Burnside et 
Eichenbaum (1996) et de Ambler, Guay et Phaneuf (2012), dans leur capacités à reproduire 
la dynamique des cycles réels aux États-Unis. On conclut que le modèle de Ambler, Guay et 
Phaneuf (20 12) prend mieux en compte cette dynamique de par 1' introduction des rigidités sa-
lariales et les coûts d'ajustement du travail. 
Dans le dernière article on utili ela courbe de Taylor dan le but d'analyser l' impact de 
la politique monétaire sur la stabilisation économique. Pour cela on utilise des techniques baye-
sienne pour estimer une version linéarisée du modèle DSGE standard utilisé par Castelnuovo 
(2006). Afin d'évaluer le changement dans la performance macroéconomique qui est due au 
changement dans la variabilité des chocs et celle qui est due au changement dans l'efficience 
de la politique, on s'appuie sur la méthodologie développée par Cecchetti , Flores-Lagunes et 
Krause (2006). Pour cela on construit trois mesures, une pour la performance macroécono-
ix 
mique, une pour les changements dans l'efficience de la politique et une pour les changements 
dans la variabilité des chocs d'offre. Le point clef de notre étude est le fait que l'on utilise la 
méthodologie bootstrap afin de prendre en compte l'incertitude entourant la courbe de Taylor, 
ainsi que celle des points de performances. Les principaux résultats sont que lorsque la per-
formance de la politique monétaire se déplace vers l'origine, on observe une amélioration de 
l'efficacité de la politique monétaire, ce qui se traduit par une diminution des pertes sociales. 
De plus, nos résultats montrent que la performance macroéconomique s'est améliorée, et que 
cette amélioration est due en grande partie (environs 62%) à l'amélioration de l'efficacité de la 
politique monétaire. 
Mots clés: SV ARs, heures travaillés, estimation modèle, Grande Modération. 
INTRODUCTION 
Aujourd'hui les modèles dynamiques stochastiques d'équilibre général (DSGE) sont 
l'outil de base de la nouvelle macroéconomie, avec pour arnibition de fournir des microfon-
dements structurels à la macroéconomie. Ainsi, cette thèse se compose de trois articles portant 
sur l'estimation des modèles DSGE. En effet, le premier article on étudie les propriétés sta-
tistiques des fonctions de réponses dans les vecteurs autorégressifs structurels (SVARs) avec 
une variable hautement persistante (par exemple, les heures travaillées) . Dans le deuxième, on 
développe un test pour comparer deux modèles DSGE. Enfin, dans le dernier article on utili se 
l'estimation Bayesienne pour estimer un modèle DSGE, dans le but d'évaluer l' impact de la 
politique monétaire sur la grande modération. 
Le première article a pour but d'expliquer le résultat controversé de la dynamique des 
heures travaillées suite à un choc technologique permanent identifié à partir des SVARs. Pour 
cela on développe un cadre statistique simple, mais qui a la force de pouvoir englober tous les 
résultats de la littérature comme des cas particuliers. Notre résultat clef est que les mouvements 
de basse fréquence dans les heures peuvent contaminer l'identification du choc technologique 
lorsque la productivité du travail est inclue dans les SV ARs. 
Pour cela on utilise différentes mesures de productivité, pour lesquelles on calcule la 
réponse dynamique des heures travaillées après une amélioration technologique. Les résultats 
principaux sont les suivants. Premièrement, lorsque l'on inclut dans les SV ARs la mesure «pu-
rifiée» du facteur de productivité total (TFP), la spécification des heures n'a pas d'importance 
pui que nou obtenons presque la même réponse dynamique : les heure décroi ent à court 
terme et présentent un comportement en cloche. Deuxièmement, lorsque la productivité du 
travail est utilisée, la réponse dynamique des heures avec le modèle LSVAR (les heures sont 
spécifiées en niveau) est positive, mais elle devient négative de façon persistante avec le modèle 
DSVAR (les heures sont spécifiées en première différence) et les deux diffèrent de celle obte-
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nue avec la mesure «purifiée» du facteur de productivité total. Troisièmement, les intervalles de 
confiance avec le modèle LSVAR sont assez grands et ne sont donc pas informatifs. 
Dans le deuxième article on construit une procédure en deux étapes pour des modèles 
mal spécifiés à l'aide d' un test asymptotique. Dans ce test, sous l'hypothèse nulle les deux mo-
dèles sont mal spécifiés et fournissent une approximation équivalente pour les données . Notre 
approche est principalement reliée au travaux de Vuong (1 989); Rivers et Vuong (2002); Hnat-
kovska, Marmer et Tang (201 2). Cette méthode en deux étapes nous permet d 'obtenir des esti-
mateurs convergents vers des paramètres structurels, et donc cela permet que la deuxième étape 
(1' étape de discrimination) ne soit pas contaminée par une mauvaise estimation. En effet, cela 
permet d ' estimer les paramètres de nos modèles sur des faits stylisés différents, et ensuite de 
les comparer sur le même ensemble de faits stylisés. De plus, comme le cadre est développé 
pour des méthodes d' estimations par simulation, cela nous permet de corriger le biais de petits 
échantillons lorsque 1' on estime les coefficients des modèles vectoriels autorégressifs dans la 
deuxième étape. Il est aussi important de souligner que comme on utilise une méthode d ' infé-
rence indirecte, nous n'avons pas à faire l'hypothèse très forte faite par Hnatkovska, Marmer 
et Tang (201 2), sur la convergence de leurs estimateurs. En effet, avec la méthode d' inférence 
indirecte et la condition d' englobement, on est assuré de la convergence de nos estimateurs. 
Le principal résultat que 1' on obtient est que la distribution asymptotique du test (obtenue 
à la deuxième étape) est normale, pour le cas où les modèles sont imbriqués ou non imbriqués. 
De plus l ' utilisation du test pour comparer le modèle de Burnside et Eichenbaum (1996) (mo-
dèle à rétention de main d 'oeuvre avec une utilisation variable du capital) et celui de Ambler, 
Guay et Phaneuf (2012) (modèle comportant des coûts d 'ajustements du travail et des contrats 
de salaires échelonnés) nous permet de conclure que les frictions introduites dans le modèle de 
Ambler, Guay et Phaneuf (20 12) permettent de prendre en compte la dynamique complète de 
la croissance de l'output et des heures travaillées. 
Enfin dans le dernier article on s' intéresse aux causes de la forte diminution de la volati-
lité de l'output et de l ' inflation depuis le milieu des années 1980, c'est-à-dire aux causes de la 
grande modération. En effet, pour expliquer cela, deux grands courants de pensées s'affrontent. 
3 
D ' un côté cela serait dû à la baisse des chocs macroéconomiques aléatoires ou «good luck», 
et d ' un autre côté ce la serait dû à des changements structurels au niveau de l'économie ainsi 
que des politiques monétaires suivies et/ou adoptées définies comme «good policy». Pour évi-
ter de sous-estimer Je rôle joué par la politique monétaire (voir Benati et Surico (2008)) nous 
utilisons un modèle standard DSGE. Pour analyser l'impact de la politique monétaire sur cette 
stabilisation économique, nous utilisons la courbe de Taylor, qui définit la relation d' arbitrage 
entre la variabilité de 1' inflation et de la production. Il est important de souligner que 1' on utilise 
la méthodologie bootstrap, ce qui nous permet de prendre en compte l' incertitude entourant la 
courbe de Taylor, ainsi que celle des points de performance. 
Ainsi le but de notre article est d ' analyser les sources de cette stabilité économique durant 
les dernières décennies. On se base sur une version linéarisé du modèle DSGE standard utilisé 
par Castelnuovo (2006). Pour analyser les différentes forces derrière ce changement, nous uti-
lisons la méthodologie développée par Cecchetti , Flores-Lagunes et Krause (2006), qui permet 
de diviser le changement dans la performance macroéconomique en une partie qui est due au 
changement dans la variabilité des chocs et la partie qui peut être attribuée au changement dans 
l'efficience de la politique. Pour cela on se base sur trois mesures, une pour la performance 
macroéconomique, une pour les changements dans l'effic ience de la politique et une pour les 
changements dans la variabilité des chocs d ' offre. 
Les principaux résultats sont les suivants. Premièrement l' arbitrage de la banque centrale 
s'est fortement amélioré durant la grande modération, ce qui se traduit par un déplacement de 
la courbe de Taylor vers 1' origine. Deuxièmement, comme on utilise la méthodologie bootstrap , 
on peut montrer que la politique monétaire est devenue efficiente durant la grande modération. 
Enfin la méthodologie nous permet de conclure que la performance macroéconomique s'est 
améliorée, et que cette amélioration est due en grande partie (62%) à l 'amélioration de l'effi ca-
cité de la politique monétaire. Ces résultats confirment donc que la stabilité observée, est due 
en grande partie à l'amélioration de l'efficacité de la politique monétaire, et dans une moindre 
partie à la réduction des chocs. 
CHAPITRE! 
COMPRENDRE LES EFFETS DES CHOCS TECHNOLOGIQUES DANS LES 
SVARS AVEC DES RESTRICTIONS DE LONG TERME 
1.1 Introduction 
La réponse dynamique des heures travaillées suite à un choc technologique permanent 
identifiée à partir des SV ARs est un problème controversé. La spécification des heures dans les 
SV ARs et la mesure de la productivité apparaissent cruciales dans l'explication de ces résultats 
conflictuels (voir e.g. Galf et Gertler (1999); Francis et Ramey (2005); Basu, Fernald et Kimball 
(2006); Christiano, Eichenbaum et Vigfusson (2004); Christiano, Eichenbaum et Evans (2005); 
Chari, Kehoe et McGrattan (2008) et Fève et Guay (2009)). Le but de l'article est d ' expliquer 
ces résultats conflictuels dans les SVARs en utilisant un cadre statistique simple où les heures 
travaillées sont modélisées comme un processus localement non stationnaire. La force de notre 
papier et que bien que notre modèle statistique soit simple, il permet de reproduire parfaitement 
tous les résultats de la littérature, on peut donc le voir comme un modèle général englobant les 
résultats de la littérature comme des cas particuliers. Notre résultat clef est que les mouvements 
de basse fréquence dans les heures peuvent contaminer l'identification du choc technologique 
lorsque la productivité du travail est incluse dans les SVARs. 
En utilisant différentes mesures de productivité, nous calculons la réponse dynamique 
des heures travaillées après une amélioration technologique. Les résultats principaux sont les 
suivants. Premièrement, lorsque l'on inclut dans les SV ARs la mesure «purifiée» du facteur de 
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productivité totale des facteurs (TFP) construite par Basu, Fernald et Kimball (2006) 1 la spé-
cification des heures n'a pas d ' importance puisque nous obtenons presque la même réponse 
dynamique : les heures décroissent à court terme et présentent un comportement en cloche. 
Deuxièmement, lorsque la productivité du travai l est utilisée, la réponse dynamique des heures 
avec le modèle LSVAR (les heures sont spécifiées en niveau) est positive, mais elle devient 
négative de façon persistante avec le modèle DSVAR (les heures sont spécifiées en première 
différence) et les deux diffèrent de celle obtenue avec la mesure «purifiée» du facteur de pro-
ductivité total. Troisièmement, les intervalles de confiance avec le modèle LSVAR sont assez 
grands et ne sont donc pas informatifs. 
Certains travaux existants ont proposé des explications de ces résultats conflictuels avec 
les modèles LSVAR et DSVAR. Christiano, Eichenbaum et Vigfusson (2004) et Gospodinov 
(2010) établissent que la grande incertitude échantillonnale avec le modèle LSVAR peut venir 
d ' un problème d' instrument faible lorsque la plus grande racine est unitaire ou proche de la 
fronti ère de non stationnarité (stationnaire en petit échantillon mais asymptotiquement non sta-
tionnaire). Un modèle LSVAR pour de tels processus mène ainsi à un estimateur non convergent 
du choc technologique. En utilisant aussi un SVAR presque non stationnaire, Gospodinov, May-
nard et Pesavento (2011) expliquent la différence dans les fonctions de réponses empiriques par 
des petits co mouvements à basse fréquence entre les heures travaillées et la croissance de la pro-
ductivité qui apparaissent dans la spécification LSVAR mais disparaissent dans la spécification 
DSVAR. Alors qu'un processus presque intégré (ou une racine unitaire) peut fournir une bonne 
approximation statistique en échantillon fini pour une variable hautement persistante, telle que 
les heures travaillées (voir Francis et Ramey (2005)), le nombre maximal d'heures qu ' une per-
sonne peut travailler dans une journée est borné et par conséquent son processus stochastique 
ne peut avoir une racine unitaire de façon asymptotique. 2 Aucun modèle qui prenne en compte 
1. Cette mesure <<purifiée» est une mesure agrégée des changements technologiques qui prend en compte 
l' utili sation variable du capital et du travail, la compétition imparfaite et les rendements d'échelles non constant, et 
les effets d'agrégation. 
2. Une représentation stochastique stat ionnaire ne permet pas d ' éviter le fait que les heures excéderont n'im-
porte quelle limite positive, mais le problème est encore plus important si il contient une racine unitaire. 
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cette contrainte physique ne peut aboutir à un processus à racine unitaire pour le logarithme des 
heures (voir Chari , Kehoe et McGrattan (2008), pour une discussion). Par conséquent, la non 
stationnarité asymptotique pour les heures ne peut être considérée comme une représentation 
adéquate. La caractérisation des heures travaillées comme un processus persistant localement 
non stationnaire mais asymptotiquement stationnaire semble plus compatible avec les résul-
tats empiriques et les implications théoriques. Les modèles SVAR avec une variable persistante 
presque non stationnaire semblent offrir une représentation plus appropriée pour l' étude des 
propriétés des estimateurs du SVAR et de la réponse dynamique associée dans une représenta-
tion incluant une variable hautement persistante, telle que les heures travaillées. Le processus 
persistant, presque non stationnaire, est aussi plus proche des modèles de cycle réels, dans les-
quels les heures travaillées sont stationnaires mais présentent une autocorrélation élevée (voir 
Erceg, Guen·ieri et Gust (2005); Christiano, Eichenbaum et Vigfusson (2006); Chari , Kehoe et 
McGrattan (2008); Fève et Guay (2009)). 3 
La deuxième partie de 1' article étudie les propriétés des estimateurs et des fonctions de 
réponses (IRF) suite à un choc permanent (i. e., un choc technologique), lorsque la variable non 
stationnaire (la mesure de la TFP ou productivité du travail) a exactement une racine unitaire 
de façon asymptotique et les autres variables (heures travaillées) suivent un processus persistant 
presque non stationnaire. Nous montrons que les réponses estimées à partir du modèle LSVAR 
sont biaisées en échantillon fini si la mesure de la productivité est contaminée par les mouve-
ments de basses fréquences dans les heures . Cependant, si les économètres utilisent une bonne 
mesure de la TFP, le biais disparaît. Nous dérivons aussi la distribution asymptotique pour les 
paramètres structurels du modèle LSVAR. Les estimateurs sont asymptotiquement convergents, 
mais présentent une dist:J.ibution limite non standard. Cela explique les grands intervalles de 
confiance pour les réponses dynamiques dans le cadre du LSVAR. Comme pour le modèle LS-
VAR, les réponses estimées obtenues du modèle DSVAR sont biaisées en échantillon fini si 
la mesure de productivité (i.e. , la productivité du travail) inclut les mouvements de basse fré-
3. Chang, Doh et Schorfheide (2007), considèrent un modèle DSGE avec les heures non stationnaires et 
monu·ent que la spécification en niveau des heures doit être préférée à la spécification en différence lorsque le 
modèle inclut des frictions réelles sous la forme de coût d'ajustement du travail. 
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quences dans les heures. Ce biais vient du fait que les deux chocs ont un effet permanent sur 
la productivité du travail en échantillon fini, violant le schéma d ' identification de long terme. 
C'est ce qui explique les grandes différences dans les IRF estimées entre les modèles LSVAR 
et DSVAR. Lorsque les économètres utilisent une mesure "purifiée" de la TFP au lieu de la 
productivité du travail , le DSVAR peut donner des estimateurs convergents. Dans ce cas, les 
restrictions de long terme sont valides, puisque les mouvements de basse fréquence dans les 
heures ne contaminent pas la mesure de productivité. Ce résultat explique les faits empiriques 
qui montrent que les modèles LSVAR et DSVAR donnent des réponses dynamiques des heures 
voisines lorsque la mesure "purifiée" de la TFP est inclue dans le modèle VAR. Notre cadre 
explique aussi pourquoi les réponses dynamiques du LSVAR et DSVAR avec une mesure "pu-
rifiée" diffèrent de celles identifiées avec le LSVAR et DSVAR utilisant la productivité du tra-
vail. Ces résultats théoriques révèlent que notre cadre statistique explique bien les trois faits 
empiriques discutés plus tôt à partir d ' un SVAR avec des données U.S. Comme explication 
alternative, Gospodinov, Maynard et Pesavento (2011) proposent un cadre SVAR avec des co-
mouvements à basses fréquences. Ces comouvements, qui sont présents dans la spécification 
en niveau, disparaissent dans le modèle DSVAR. Alors que ce cadre est utile pour expliquer 
pourquoi les modèles LSVAR et DSVAR produisent des résultats différents, ce cadre ne per-
met pas d'expliquer pourquoi la réponse dynamique estimée à partir du LSVAR et du DSVAR 
avec la productivité du travail est biaisée en petit échantillon comme le montrent les simulations 
(Chari, Kehoe et McGrattan (2008); Fève et Guay (2010)) et diffère de celle obtenue avec une 
mesure "purifiée" de la TFP. 4 Notre article complète aussi les leurs, en montrant que la variable 
qui a la racine unitaire doit contenir une petite portion du choc non technologique dans le but 
4. Christiane, Eichenbaum et Vigfusson (2006) obtiennent une réponse dynamique avec un petit biais pour 
le LSVAR en utilisant la productivité du travail. A première vue, cela pourrait apparaître à l' encontre de nos explica-
tions. Cependant, ce résultat peut être expliqué par la petite portion de la variance de la productivité du travai l générée 
par le choc non technologique grâce à la configuration de leur paramètre util isé pour effectuer les simulations. En 
fait, pour les va leurs des paramètres utilisées par Christiane, Eichenbaum et Vigfusson (2006), la productivité du 
travail résultant est proche d'être une mesure adéquate de la TFP. Ceci tient aussi pour certains résultats de Fève et 
Guay (20 10) (voir tableau 2, cas avec Px = .99) et a xfa x = .5) où les valeurs des paramètres sont proches de 
celles utilisées par Christiane, Eichenbaum et Vigfusson (2006). 
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d'obtenir des estimateurs précis des réponses dynamiques, comme souligné précédemment par 
Chari, Kehoe etMcGrattan (2008); Fève et Guay (2010). 
Nous effectuons aussi des simulations à partir d ' un modèle DSGE estimé en échantillon 
fini qui illustrent et confirment nos résultats asymptotiques. En particulier les mouvements de 
basse fréquence dans les heures contribuent de façon importante aux fluctuations des heures . 
Ces mouvements contaminent ensuite la productivité du travail et altèrent le schéma d' identi-
fication. Inversement, lorsque l'économètre peut observer la vraie TFP, les modèles LSVAR et 
DSVAR estiment de façon convergente la vraie réponse des heures suite à un choc technolo-
gique. Comme vérification additionnelle de notre cadre d ' analyse, on évalue la réponse dyna-
mique de la mesure de productivité suite à un choc technologique. Nos simulations valident nos 
résultats théoriques et montrent que les réponses estimées surestiment la vraie lorsqu'une me-
sure contaminée des heures (et ensuite de la productivité du travail) est incluse dans les SV ARs. 
Nous effectuons aussi des simulations à partir d ' un modèle DSGE estimé en échantillon 
fini qui illustre et supporte nos résultats asymptotiques. En particulier, nous obtenons que les 
mouvements de basse fréquence dans les heures contribuent de façon importantes aux fluctua-
tions des heures . Ces mouvements contaminent ensuite la productivité du travail et altèrent le 
schéma d ' identification. Inversement, lorsque l'économètre peut observer la vraie TFP, les mo-
dèles LSVAR et DSVAR estiment de façon convergente la vraie réponse des heures suite à un 
choc technologique. Comme vérification additionnelle de notre cadre d'analyse, on évalue la ré-
ponse dynamique de la mesure de productivité suite à un choc technologique. Nos simulations 
soutiennent nos résultats théoriques et montrent que les réponses estimées surestiment la vraie 
lorsqu ' une mesure contaminée des heures (et ensui te de la productivité du travaille) est inclus 
dans les SVARs. 
L'article est organisé comme suit. Dans la première section, nous rapportons les estimés 
des réponses dynamiques avec les données U.S. Dans la section 2 nous présentons le cadre sta-
tistique et un modèle économique pour motiver la spécification adoptée des heures travaillées. 
La section 3 analyse le comportement en échantillon fini et asymptotique des SV ARs avec un 
processus presque stationnaire. La section 4 présente des simulations faites à partir du modèle 
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DSGE. La dernière section conclut. Les preuves sont rapportées en appendice. 
1.2 Analyse avec les données U.S. 
Dans cette section, nous présentons quelques faits sur la réponse des heures à court 
termes dans différents SV ARs estimés avec des données U.S. Les SV ARs incluent trois mesures 
différentes de la productivité qui sont ensuite utilisées pour les restrictions de long terme. Dans 
chaque cas, ces variables sont supposées avoir une racine exactement unitaire. 5 Les variables 
de productivités considérées de façon successive sont les résidus de Solow, une mesure "puri-
fiée" de la TFP et la productivité du travail. Toutes les mesures de productivité sont spécifiées 
en logarithme et en première différence. Les données sont tirées de Basu, Fernald et Kimball 
(2006). La fréquence des données est annuelle et couvre la période 1979-1996. 6 Notre mesure 
des heures travaillées est le log des heures travaillées du secteur non manufacturier, divisé par 
la population de 16 ans et plus. Les données utilisées dans cette analyse empirique sont repré-
sentées dans la figure A.l . Les trois mesures de la productivité présentent des comportements 
cycliques similaires, mais la mesure "purifiée" est moins volatile que les deux autres. De plus, le 
résidu de Solow et la croissance de la productivité du travail sont imparfaitement corrélés avec 
la mesure "purifiée" (les coefficients de corrélation entre les taux de croissance sont 0.31 et 
0.57 respectivement) . Comme le montre le côté droit de la figure A.l , le log des heures présente 
des fluctuations persistantes durant la période échantillonnale. Les fonctions d ' autoconélation 
estimées suggèrent que les heures travaillées présentent une autocorrélation élevée. Nous effec-
tuons aussi un test de racine unitaire de Dickey Fuller augmenté (ADF). Nous régressons le taux 
de croissance des heures sur une constante, son niveau retardé, et deux retards de sa première 
différence. La statistique du test ADF est égale à -1.26 et l'hypothèse nulle de racine unitaire ne 
5. Ceci est confi rmé par les tests de racine unitaire sur chacune des mesures de producti vité. La racine unitaire 
sur le niveau de chaque mesure n'est pas rejetée. alors que la racine unitaire sur la première di fférence est rejetée au 
niveau de confiance habitue lle . 
6. Fernald (201 2) propose un version trimestrielle de ses mesures de technologie. Nous n'utilisons pas ces 
nouvelles données, pui squ ' elles ne prennent pas en compte des caractéristiques importantes (markups variant dans 
le temps et hétérogénéité) qui sont présentes dans les données annuelles de Basu, Fernald et Kimball (2006). 
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peut être rejetée à 5%. Ceci suggère que les heures sont non stationnaires et qu ' elles doivent par 
conséquent être spécifiées en première différence dans les SV ARs. Cependant, il est bien connu 
que les tests de racine unitaire ont une faible puissance en petit échantillon contre l' alternative 
de stationnarité, et donc les heures sont spécifiées en niveau ou en première différence dans les 
SV ARs. 
Les quatre SVARs (avec les heures en niveau et en première différence) utili sent des 
mesures directes de la TFP et correspondent à celles adoptées par Basu, Fernald et Kimball 
(2006); Christiano, Eichenbaum et Vigfusson (2004). Le modèle SVAR avec la croissance de 
la productivité et le log des heures en niveau est celui adopté par Christiano, Eichenbaum et 
Vigfusson (2003), alors que le SVAR avec le log des heures en niveau est celui adopté par 
Galf et Gertler (1 999) ; Galf et Rabanal (2004); Francis et Ramey (2005) . Dans tous les cas, on 
considère un modèle VAR bivarié et l 'on impose des restrictions de long terme à la Blanchard 
et Quah (1989) qui impliquent que le choc technologique est la seule variable qui peut avoir 
un effet permanent sur le résidu de Solow, la mesure "purifiée" de la TFP et la productivité du 
travail. Suivant Basu, Femald et Kimball (2006); Christiano, Eichenbaum et Vigfusson (2003), 
le nombre de retards pour chaque VAR est deux. Les résultats trouvés sont robustes à d 'autres 
choix du nombre de retards. L'intervalle de confiance est obtenu à partir de la technique de 
bootstrap avec 1000 réplications. Les résultats sont présentés dans les fi gures A.2 et A.3. A 
des fins de comparaison, on prend la même échelle pour chaque fonction de réponse estimée. 
On considère deux ensembles de réponses dynamiques . Premièrement, on se concentre sur la 
réponse dynamique des heures après une amélioration de la technologie. Deuxièmement, on 
analyse la réponse des trois mesures de productivité sui te à un choc technologique. 
Considérons premièrement la réponse dynamique des heures, puisqu 'elle consti tue le 
problème central (voir figure A.2). Lorsque le résidu de Solow et la mesure "purifiée" de la TFP 
sont inclus dans le modèle SVAR, la spécification des heures (en niveau ou en première diffé-
rence) n'a pas d'importance. A l'impact, les heures décroissent, mais après deux ans la réponse 
devient positive de façon persistante et présente un comportement en cloche. 7 Il est intéressant 
7. Voir Vigfusson (2004), pour des fa its empiriques similaires. 
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de noter que 1' écart entre les IRFs (entre la spécification en niveau et en première différence) est 
moins prononcé lorsque la mesure "purifiée" de la TFP est considérée à la place du résidu de 
Solow. Ce résultat signifie que lorsqu' une bonne mesure de la productivité est disponible, des 
estimateurs convergent de la réponse dynamique des heures travaillées peuvent être obtenus peu 
importe la spécification des heures. Lorsque le taux de croissance de la productivité est inclu 
dans le modèle SVAR, les choses changent de façon dramatique. En effet, les modèles LSVAR 
et DSVAR donnent des conclusions opposées sur la réponse dynamique des heures et pour les 
deux spécifications la réponse dynamique diffère de celle obtenue par la mesure "purifiée" de 
la TFP. A l'exception de l'impact, le modèle LSVAR présente une réponse positive en forme 
de cloche alors que le modèle DSVAR implique une diminution persistante des heures (voir 
Gall et Gertler (1999); Christiano, Eichenbaum et Vigfusson (2004); Francis et Ramey (2005)). 
Finalement, dans le cas de la spécification des heures en niveau, l'intervalle de confiance est 
alors si grand que les IRFs estimés des heures ne sont pas significativement différents de zéro 
pour tous les horizons. C'est plus spécialement vrai lorsque la croissance de la productivité est 
incluse dans le modèle LSVAR. On obtient aussi un intervalle de confiance assez grand avec 
des mesures directes de productivité. Lorsque les heures sont spécifiées en première différence, 
l ' intervalle de confiance reste assez large mais la réponse dynamique apparaît être estimée de 
façon plus précise, spécialement dans le très court terme. 8 
Considérons maintenant les réponses dynamiques estimées de chaque mesure de pro-
ductivité des améliorations technologiques. Les fonctions de réponses sont présentées dans la 
figure A.3. Les réponses sont comparables pour les trois mesures de productivité, puisque cha-
cune d'elle s'ajustera de façon permanente à long terme après un choc technologique permanent. 
La mesure "purifiée" de la TFP change presque immédiatement tandis que le résidu de Solow 
change après une période. Notons que la spécification des heures n'a pas d' importance, puisque 
8. On peut aussi compléter cette description en calculant la corrélation des innovations technologique iden-
tifiées à partir des modèles LSVAR et DSVAR, pour chaque mesure de productivité. La corrélation la plus élevée 
est obtenue dans le cas de la mesure "purifiée" de la TFP, 0.9860, et la plus basse est obtenue lorsque la productivité 
est inclue dans les SVARs, 0.9082. Le résidu de Solow donne des résultats intermédiaires avec une corrélation de 
0.9831. 
12 
la réponse dynamique avec ces deux mesures est très similaire. Ce résultat contraste avec ceux 
obtenus avec la productivité du travail. Les modèles LSVAR et DSVAR présentent différentes 
réponses à court terme. Le modèle DSVAR implique un ajustement rapide de la productivité du 
travail vers sa nouvelle valeur de long terme. Avec le modèle LSVAR, la productivité s'ajuste 
de façon graduelle et persistante. L'effet de long terme de la mesure de technologie peut être 
directement obtenu à partir d'une décomposition de Choleski de la matrice de covariance de 
long terme des variables. Les résultats sont présentés dans le tableau A.l. Pour chaque mesure, 
1' effet de long terme est assez similaire quelle que soit la spécification des heures . 9 Notons 
cependant, que la différence est plus prononcée dans le cas de la productivité du travail. Encore 
une fois, la mesure "purifiée" implique la plus petite différence et le résidu de Solow un résul-
tat intermédiaire. Un autre aspect important est la grande différence entre la mesure "purifiée" 
et la productivité du travail. Par exemple, avec la spécification DSVAR, l'effet de long terme 
est 1.39% avec la mesure "purifiée" et 2.32% avec la productivité du travail. En utili sant cette 
dernière variable on obtient des effets de long terme suite à une amélioration de la technologie. 
1.3 Le cadre statistique et le modèle économique 
Nous présentons premièrement une spécification du processus persistant stationnaire. 
Deuxièmement, nous relions ceci à la représentation dynamique des heures travaillées obtenues 
à partir d'un modèle RBC standard. 
1.3.1 SV ARs avec un processus persistant stationnaire 
Dans cette section nous présentons notre spécification du processus hautement persistant. 
Ceci est obtenu en le paramétrant comme un processus persistant stationnaire. Phillips (1987) ; 
Chan et Wei (1987), parmi d'autres, considèrent un processus presque racine unitaire pour ana-
lyser la puissance asymptotique des tests de racine unitaire sous une séquence d'alternatives 
locales. Puisque l'on s'intéresse à un processus hautement persistant qui est asymptotiquement 
9. Le modèle DSVAR donne des réponses de long terme plus grandes que le modèle LSVAR avec chaque 
mesure de productivité. 
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stationnaire, nous considérons des alternatives locales dont le processus est localement non sta-
tionnaire mais asymptotiquement stationnaire et persistant. 
Introduisons premièrement une paramétrisation du processus persistant presque station-
naire avec un exemple simple. À des fins d'exposition, supposons le processus univarié suivant 
(1- pL)6.x t =Ut- brUt-1 
8r = ( 1 - cf FT) , 
avec 0 < p < 1, c > 0 et Ut est un bruit blanc. Lorsque T augmente vers l'infini et pour de 
grandes valeurs de p (i.e 0.97 et plus), ce processus devient un processus persistant stationnaire, 
alors que, en échantillon fini , le processus est caractérisé par une racine unitaire. Ce processus 
est localement non stationnaire mais asymptotiquement stationnaire et persistant. Cette carac-
térisation du processus hautement persistant a deux avantages. Premièrement, elle représente 
bien le comportement de la série temporelle des variables pour lesquelles les tests de racines 
unitaire ne peuvent rejeter la non stalionnarité en petit échantillon. Deuxièmement, bien que 
hautement persistante, la variable est nécessairement caractérisée par un processus asymptoti-
quement stationnaire. Pan tula (1991); Perron et Ng (1996); Ng et Perron (200 1) considèrent une 
version simplifiée de ce processus avec p = 0 mais pour analyser la performance des tests de 
racine unitaire. 10 Il est important de comprendre que la spécification adoptée ici ne doit pas être 
interprétée comme la description littérale des données mais comme un outil pour approximer le 
comportement d' une variable hautement persistante en petit échantillon qui est nécessairement 
stationnaire de façon asymptotique. 
De manière générale, nous sommes intéressés par une représentation bivariée X t 
(6.X1t, X2t) pour t = 1, ... , T , où la variable Xlt contient une racine exactement unitaire et 
X2t est une variable hautement persistante. Les deux variables dans le vecteur X t sont asymp-
totiquement stationnaires du second ordre et elles admettent la décomposition de Wold suivante 
10. Bien sûr, la paramétrisation adoptée par ces auteurs n 'est pas applicable dans notre cas puisqu ' un tel 
processus est un bruit blanc de façon asymptotique. 
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de façon asymptotique 
(1.1) 
où C(L) = 2::~0 CjEt-j et Co = ]z, 2::~0 CJ < oo. Et est un vecteur de processus bruit 
blanc avec E(Et) = 0 et E(EtED = E. La partie déterministe est omise pour simplifier la 
représentation sans altérer les résultats. Considérons maintenant une représentation moyenne 
mobile structurelle (SMA) pour Xt 
Xt = A(L)ryt, (1.2) 
où A(L) = 2:~0 Aj el T)t = (T)lt , T)2t)' est le vecteur de choc structurel avec E(17t"7D = D est 
une matrice diagonale. Une hypothèse d' identification commune est n = h, la variance des 
chocs structurels est alors normalisée à 1. 
Étant donné la représentation (1.1) et (1.2), les termes d'eneur E1, de la forme réduite 
sont reliés aux termes d'erreurs structurelles 'r/t comme suit : Et = Ao'r/t ce qui implique que 
E = A0 A~. La représentation SMA est identifiée à partir de l' identification de la matrice Ao. 
Nous nous concentrons ici sur la stratégie d'identification basée sur les restrictions de long 
terme telles que proposées par Blanchard et Quah (1989). Le schéma d' identification utilise la 
matrice de covariance de long terme de la forme réduite (1.1) et de la forme structurelle (1.2) 
lesquelles sont reliées par C(1)EC(1)' = A(1)A(1)' et Ao = C(l)-1 A(1). Habituellement 
une structure diagonale par le bas est imposée pour la mattice d ' impact de long terme A(1) 
laquelle peut facilement être obtenue en utilisant une décomposition de Choleski de la matrice 
de covariance de long terme C(1)EC(1)'. Dans le cas où deux variables sont inclues dans Xt, 
la premier choc structurel est le seul choc qui peut avoir un effet permanent sur la première 
variable. 
Considérons maintenant pour un échantillon fini de T observations une caractérisation 
structurelle de la variable hautement persistante X2t comme un processus persistant presque 
stationnaire : 
6.X2t = a21 (L )6."71t + a22 (L) ( 1 - ( 1 - Jr) L) "72t 
= a21(L)6.'r/1t + a22,r(L)"72t, 
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où a22,r(L) = ( 1- ( 1- JrL)). Par la décomposition de Beveridge-Nelson, on peut ré-
écrire cela comme 
avec a22,r(1) = an(1) Jr et a22,r(L)(1 - L) = a22,r(L) - a22,r(1). Examinons plus en 
détail cette spécification. La représentation SMA bi variée contient un processus stationnaire en 
différence 6.X 1t et un processus hautement persistant tel que 
[
6.Xltl [ au(L ) 
6.X2t - a21(L)(1- L) 
a12(L)(1- L)l ['Tilt] ' 
a22 ,r(L) 'r/2t 
(1.3) 
et seul 'Tilt a un effet permanent sur la première variable. La deuxième variable X2t est asymp-
totiquement stationnaire mais localement non stationnaire pour des valeurs de c plus grandes 
que zéro . 11 La valeur de c contrôle l'amplitude de la non stationnarité locale. De plus, pour 
des valeurs appropriées de a21 ( L) et a22 ( L), le processus est asymptotiquement persistant mais 
stationnaire. Nous considérons aussi Je cas où le second choc peut avoir un effet permanent lo-
calement sur la première variable Xlt. Nous montrons en dessous que cela peut arriver lorsque 
la première variable est une combinaison linéaire de la variable persistante X2t· Pour un T fixe , 
la caractérisation correspondante de la première variable est 
6.X11, = au(L)'rflt + a12(L) ( 1- ( 1- .Jr) L) 'r/2t 
= au(L)'rflt + al2,r(L)'rf2t, 
où a12,r(L) = a12(L) (1 - ( 1- Jr.) L) et c est le même que dans la spécification de la 
variable X2t · Ici, Je schéma d' identification basé sur la restriction de long terme que seul le 
premier choc a un effet permanent est encore valide de façon asymptotique mais ne tient pas 
pour un T fini. La représentation SMA résultante est 
[





6.X2t a21 (L) (1 - L) a22,r(L) 
(1.4) 
11. Les cas où c est plus petit que zéro ne sont pas permis pour exclure les représentations non fondamentales 
de LJ. X 2t en échantillon fi ni. 
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Un modèle RBC permettant d ' illustrer la représentation SMA proposée (1.3) et (1.4) est pré-
senté en dessous. 
1.3 .2 Modèles de cycle réel (RBC) 
Les représentation SMA (1.3) et (1.4) incluent plusieurs modèles de cycle réel où la 
TFP contient une racine unitaire exacte. Pour voir cela, nous considérons le modèle dynamique 
simple suivant. La fonction d ' utilité intertemporelle espérée du ménage représentatif est donnée 
par 
00 
Et L )3i {log(Ct+i) + B(1 - Ht+i)}, 
i=O 
où B est un paramètre d 'échelle positif, /3 E (0, 1) représente le fac teur d 'escompte et Et 
est l' opérateur d 'espérance conditionnelle sur l' information disponible au temps t. Ct est la 
consommation au temps t et Ht représente 1' offre de travail du ménage. La dotation en temps 
est normalisée à l'unitaire. Pour faciliter les calculs de la solution, nous supposons que l' utilité 
est linéaire dans le loisir (voir Hansen (1985)). La firme représentative utilise le capital Kt et le 
travail Ht pour produire un bien homogène final yt. La technologie est présentée par la fonction 
de production Cobb-Douglas suivante à rendement d 'échelle constant 
où BE (0, 1). La TFP, représentée par Zt est supposée suivre un processus exogène de la forme 
log(Zt) = log(Zt-1) + (rz - 1) + ŒzrJzt, 
où rz > 1 est le taux de croissance de la TFP, Œ z > 0 et rJzt est iid avec une moyenne nulle et 
une variance unitaire. Le stock de capital évolue selon la loi de mouvement suivante 
Kt+l = (1 - o)Kt + ft , 
où o E (0, 1) est le taux de dépréciation constant et ft représente l' investissement. Finalement, 
le bien final peut être consommé ou investi 
yt =Ct+ ft. 
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La solution approximée du modèle est obtenue de la log-linéarisation des conditions d'équilibre 
stationnaire autour de 1' état stationnaire déterministe (voir l'Appendice A pour plus de détail s) . 
Cela donne l'équation suivante pour les heures : 
(1.5) 
où le chapeau représente la déviation relative par rapport à l'état stationnaire. Le paramètre v 
est positif et '1/J E (0, 1) est la racine stable de la version log-linéarisée du modèle. Les heures 
travaillées augmentent après une amélioration de la technologie et retournent graduellement 
vers leur état stationnaire . Notons que les heures peuvent présenter des fluctuations persistantes, 
mais elles sont stationnaires puisque '1/J < 1. 
Supposons maintenant que les heures travaillées { ht} i~[ sont observées par l' écono-
mètre pour un échantillon fini T donné. Les heures observées évoluent selon l' équation de 
mesure suivante 
(1.6) 
où h t est la réalisation observée des heures travaillées en log et en déviation par rapport à 
~ 
leur moyenne, ht est donné par l' équation (1.5) (la solution du modèle de cycle réel) et h [ 
représente une erreur de mesure de basse fréquence. Cette erreur de mesure de basse fréquence 
est supposée suivre un processus persistant presque stationnaire de la forme 
cjJ( L)6h~ = ( 1- ( 1 - :r) L) CJeflet 
= :r,CJeflet + ( 1 - :r) CJe6 flet, (1.7) 
où c > 0, cre > 0 et flet est iid avec une moyenne nulle et une variance unitaire. De plus, flet 
est supposé être orthogonal à flzt (de façon contemporaine et pour tous les retards ou "lead"). 
Le polynôme cjJ( L) a toutes ses racines en dehors du cercle unitaire. Pour T fini ht. contient une 
racine unitaire. Lorsque T tend vers l' infi ni pour un c positif donné, le processus ( 1. 7) se réduit 
à 
cjJ (L )h f = CJeflct · 
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Ainsi, en échantillon fini, les heures observées sont non stationnaires pour c > O. Cette carac-
térisation des mesures d'erreurs de basse fréquence essaie de capturer la difficulté d'estimer de 
façon convergente les propriétés de retour à la moyenne du processus sous-jacent lorsque l'on 
ne dispose pas de données assez longues. La série semble non stationnaire pour l'échantillon 
dont on dispose, alors que le processus sous-jacent est stationnaire comme les heures travaillées 
per capita. Cette spécification suppose que la composante hautement persistante qui est diffi-
cilement approximée en échantillon fini dépend d'un choc orthogonal au choc technologique 
(ex : un choc d'écart au travail) . Ceci peut aussi capturer les mouvements de basse fréquence 
dans la mesure standard des heures travaillées correspondant à un mouvement sectoriel dans 
les heures et le changement de la composition de la population en âge de travailler (Francis et 
Ramey (2009)). Selon ces auteurs, les comouvements de basse fréquence doivent être enlevés 
des séries de la croissance de la productivité du travail et des heures travaillées. 
En utilisant la solution du modèle (1.5), l'équation de mesure (1.6) et l'erreur de mesure 
(1.7), les heures en première différence admettent la représentation moyenne mobile suivante 
(1.8) 
(1.9) 
De (1. 9) , on obtient que le choc technologique n'a pas d'effet de long terme, alors que le choc 
de basse fréquence sur 1' erreur de mesure a un effet permanent sur les heures en échanti llon fini. 
En utilisant cette équation et les autres variables du modèle, on peut maintenant présenter 
certains exemples pour illustrer les représentation SMA (1.3) et (1.4) . Notant 'r/H = 'r/z t et 
'f/2t = 'T/ct. l'équation (1.9) peut être réécrite dans la forme du processus de X 2t, où 
Ce type de représentation pour X 2t sera toujours maintenu, i.e. les heures travaillées repré-
sentent la variable localement non stationnaire étudiée. La variable Xlt peut être interprétée de 
plusieurs façon, mais les exemples que l'on considère maintiennent l'hypothèse centrale que 
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Xlt contient une racine unitaire exacte. 
Exemple 1 : 6.X lt est Je taux de croissance de la TFP. Dans ce cas, Je processus pour X lt 
se réduit à an(L) = a z et a12(L) = O. Cependant, 6.Xlt peut être une mesure contaminée 
de la TFP, mais la contamination n' a pas d 'effet de long terme en échantillon fini. Ce cas peut 
être traité en imposant an (L) = a z et a12(L) = a~~), où a~~) est un scalaire non nul. Une 
formulation plus générale pour a12 (L) peut aussi être utile pour prendre en compte des effets 
de contamination durable. 
Exemple 2 : 6.X lt est la croissance de l'output. En utilisant la solution du modèle de cycle 
réel (voir appendice A) , la croissance de l'output est donnée par 
az6.'fJzt 
6.yt = az'T)zt -11 1 _ '1/J L , (1.10) 
où 11 est une constante. Cela implique que an (L ) = a z -11 O'i~;f) et a12 (L ). Notons que cette 
formulation très semblable peut être obtenue si J' on remplace la croissance de l'output par la 
consommation ou l'investissement. Les erreurs de mesures peuvent facilement être incluses en 
supposant que a12 (L) est non nul. L' hypothèse centrale que l' on maintient est que les erreurs 
de mesures n' ont pas d 'effet de long terme sur l'output en échantillon fini. Dans un modèle plus 
complexe, 6.yt peut être affecté par un choc permanent autre que le choc technologique (voir 
Galf et Gertler (1999)) . 
Exemple 3 : Un cas intéressant est lorsque la variable non stationnaire considérée dans le mo-
dèle SVAR est contaminée par une variable hautement persistante. Par exemple, la variable de 
productivité utilisée dans la plupart des VARs avec des restrictions de long terme est Je taux 
de croissance de la productivité du travail (voir Galf et Gertler (1999); Christiano, Eichenbaum 
et Vigfusson (2003) ; Francis et Ramey (2005)) . Pour illustrer cela, considérons le cas où J'éco-
nomètre construit une mesure de la croissance de la productivité en utilisant la croissance de 
l'output donnée par (1.10) et le changement observé dans les heures données par (1.9): 
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Dans ce cas, b.Xt = b.yt - b.ht avec 6 X2t = b.ht. Par conséquent, la productivité du travail 
est contaminée par la composante de basse fréquence des heures. En d' autres termes, la variable 
X lt est maintenant fonction du processus persistant presque stationnaire. Francis et Rame y 
(2009) ont déjà analysé ce problème en montrant que l'hypothèse d' identification de long terme 
utilisée dans les travaux empiriques est valide seulement lorsque la productivité du travail est 
définie en unitaire efficiente. Lorsque ce n' est pas le cas, la productivité du travail dépend de la 
TFP et du ratio des heures efficientes sur les heures agrégées. Dans notre cadre stati stique, les 
effets de ce ratio en échantillon fini sont capturés par les mesures d'erreurs presque stationnaires. 
Il est important de noter ici que la croissance de l'output ne partage pas les mouvements de basse 
fréquence des heures empêchant un lien de cointégration. 
1.4 Estimation et inférence 
On considère maintenant l 'estimation et l'inférence avec nos deux spécifications de mo-
dèle SVAR. En pratique, la représentation moyenne mobile de forme réduite est retrouvée en 
effectuant un VAR d' ordre fini sur les données. Supposons maintenant que la représentation 
moyenne mobile structurelle puisse être caractérisée ou approximée. en petit échantillon par un 
VAR fini d 'ordre p. 12 Considérons, la forme réduite du VAR(p) suivant : 
p 
D(L)Xt =Et où D(L) = I- LDiLi = 
i= 1 
'\'P d(i)L l 
- D i=1 12 i 
1 - '\'P d (i) Li 
D t=1 22 
[ 
1 -b(O)l 
En multipliant les deux côtés par la matrice Ba = (O) 12 = A01, on obtient le VAR 
- b21 1 
en fonction des chocs structurels comme suit : B(L)Xt = 'T/t avec B(L) = BoD(L). De façon 
12. En considérant un ordre p--+ oo (à un certain taux) et~ --+ 0, Lewis et Reinsel (1985) montrent qu'une 
autorégression multivariée infinie peut être approximée par un VAR fini d' ordre p. 
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plus explicite, la première variable est donnée par 
Imposer que la matrice structure de long terme A(l) est triangulaire par le bas implique que 
B0D(1) est aussi triangulaire par le bas par A(1) = D(1)-1 A0 . Le multiplicateur de long 
terme de la variable Xzt sur 2lXlt est alors zéro. Imposer cette contrainte donne 
LlX 1t ~ ( t d\'/ - b\~ t 4'/ Li) LlX 1t +b\~) LlX 21 + ~ b\~ L' LlX 21 + ryu 
= bn(L) 2lX1t-1 +bi~) 2lXzt-1 + 7J1t , 
avec bi~) = - d1z(l)/(1- d22(1)) et 'bi~ = - L J=i+1 ( dW- bi~) d(J) d~~) . La deuxième 
équation est : 
qui peut être réécrit comme 
X21 ~ (b~~ [1- t,d\1/L'] LlX~tL') LlX1t +b,(!)X21_, + ~b\~L'LlX,_, 
p-1 
-(i) . 
+ .2:::= b22 V 2lX2t + 7J2t 
i=1 
' b (1) - d (1) b(O )d (1) -b(i) - '('""'P b(j) - '('""'P (d(j) b(O)d(j)) ou 22 - 22 - 21 12 et 22 - - ûj=i+l 22 - - ûj=i+1 12 - 12 12 · 
1.4.1 Le modèle LSVAR 
Considérons premièrement la spécification LSVAR. Avec cette spécification, la deuxième 
variable X21 est incluse dans le VAR en niveau. Pour simplifier on suppose que la condition ini-




Pour un T fini et c > 0, le deuxième choc structurel a un effet permanent sur la variable X 2t . 
La mesure finie de l'élément (2 , 2) de la matrice A(l) est alors très sensible à la valeur du 
paramètre c. Pour Tallant vers l'infini et c > 0 le deuxième terme du côté droit de l'équation 
(1.12) ne disparaît pas de façon asymptotique mais converge vers un mouvement Brownien . 
Ainsi, 
où W (r) est un mouvement Brownien pour r E [0 , 1], t = [Tr ] et [·] signifie la partie entière. 
Par conséquent, bien que Jr -7 0 lorsque t tend vers l'infini, la variance de X 21 est encore 
fonction du deuxième terme et en particulier dépend de la valeur c. Nous montrerons plus tard 
que cela introduit une distribution asymptotique non standard pour les fonctions de réponses 
résultantes du LSVAR. Pour la première variable 6Xlt , lorsque la spécification (1.3) est vraie, 
la restriction de long terme que seul le premier choc structurel a un effet permanent sur la pre-
mière variable est valide pour tout T fini. Lorsque la première variable est contaminée par un 
processus hautement persistant X 2t comme la productivité du travail, la restriction est violée 
pour un T fini comme dans la spécification ( 1.4) laquelle introduit un biais potentiel d ' échan-
tillon fini de l'estimateur de la matrice de long terme A(l) . Ce biais de petit échantillon est 
transmis à l'estimateur de Ao et les fonctions de réponses résultantes de la relation suivante : 
A(O) = C(l) - 1 A(l ) et A(L ) = C(L)A(O). Cela explique pourquoi la réponse dynamique 
du LSVAR en utilisant la mesure "purifiée" de la TFP diffère de celle du LSVAR utilisant la 
productivité du travail et pourquoi cette dernière donne une réponse dynamique biaisée comme 
le montre les simulations de Chari , Kehoe et McGrattan (2008); Fève et Guay (2010). 
Examinons maintenant de façon plus précise les propriétés asymptotiques du LSVAR. 
Nous nous intéressons à l'estimation des équations suivantes : 
(1 .13) 
(1 .14) 
On réécrit le modèle comme la fonction de b~~) et b~~) dont les propriétés asymptotiques déter-
minent le comportement à la limite des fonctions de réponses à l' impact et b22 défini comme 
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b22 (1) - 1 lequel détermine les propriétés asymptotiques de la dynamique des fonctions de 
réponses. Ainsi, le modèle peut être réécrit à un terme op(1) près comme 
- (0) -6.Xu = b12 6.X2t + TJ1t 




où 6.Xu , 6.X2t et X2t-l sont définis comme les résidus de la projection de ces variables 
sur les variables prédéterminées Wt-1 = (6.Xu- 1, ... , 6.Xlt-p , 6.X2t-1 , ... , 6.X2t-p)' et 
b22 = b22 (1) - 1. Pour étudier les propriétés des fonctions de réponse, nous considérons l' esti-
mateur des VI du modèle SVAR proposé par Shapiro et Watson (1988). Christiano, Eichenbaum 
et Vigfusson (2006); Gospodinov (2010) emploient cet estimateur pour analyser le cas où la 
deuxième variable est stationnaire en différence ou un processus presque stationnaire, respecti-
vement. L'estimateur des VI de bi~) avec X2t- l comme instrument est donné par l'expression 
suivante : 
ou de façon équivalente 
(1.17) 
Considérons maintenant 1 'estimation du paramètre structurel b~~) dans l'équation (1.16). Puisque 
rJl t et T)2t sont orthogonaux, les résidus 'i/1t = 6.Xlt -'bi~) 6.X2t peuvent être utilisés comme 
instrument pour la variable endogène 6.X1t. Ainsi, f/1t = TJl t - (bi~) - bi~) ) 6.X2t · Définis-
sons Zt = (f/lt , X2t - d et Xt = ( 6.Xlt , X2t- l ) 1• L' estimateur des VI de ,8 = ( b~~) - bî2) 1 est 
donné par 7J = [ ~ Li=2 ZtX~ J -l [ ~ "I:,i=2 zt6.X2t] . Le théorème suivant donne les propriétés 
asymptotiques pour 1' estimateur des VI de bi~) , b~~) et bh . 
Théorème 1 Sous le modèle structurel ( 1.3) et ( 1.4) et les hypothèses du 1, l 'estimateur des VI 
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b~~) ~ b~~) et 7J ~ (3 converge vers la vraie valeur. A insi 
tm (~(o) (o)) L ( 'lj; ~:o26 + ~ 1 ) 
v 1 b12 - b12 ---+ (0) * - ' 
a22 b22'1/J2 
tm (~(o) (O) ) L 6 ( 'lj;~:o26 + ~ 1 ) 
v 1 b2l - b21 ---+ (ô) - (0) * - . 
au a22 b22'1/J2 
tm (&• _ b* ) L a~~) (I/J~:o26 + ~1 ) _ [ al~) bh _ '1/J~:~ l c ~2 
v 1 22 22 ---+ (0) (0) - ':.2 + - ' 
a11 'I/J2 a11 'l/J2 'I/J2 
où ~1 = a22( l )c j 01 W2(r)dW1(r), ~2 = a22(l)cj~1 W2(r)dW2(r) avec Ç = (6,6)' 
N(O, h), W1 (r) et W2(r) sont deux mouvements brownien et ;;;2 et 'lj;~:02 sont définis dans l 'ap-
pendice. 
Le théorème 1 établit que les estimateurs des VI de b~~), b~~) et b22 sont convergents. Ce 
résultat n'est pas surprenant puisque lorsque T tend vers 1' infi ni , X 2t est une variable station-
naire du second ordre. Le deuxième ensemble de résultats montre que la distribution asympto-
tique de If (&l~) - b~~) est une mixture de distribution gaussienne pour c plus grand que zéro. 
Le premier terme de la distribution asymptotique est la distribution asymptotique habituelle 
pour la vari able stationnaire X2t · Le terme ~1 a une distribution Gaussienne conditionnelle 
sur W2 (-) puisque W1 (-) est indépendant de W2 (-) . Cette composante donne des intervalles de 
confiance plus larges que ceux du cas standard avec une variable stationnaire en augmentant le 
terme c qui contrôle la non stationnari té locale. Le théorème 1 montre aussi que la distribution 
asymptotique de l' estimateur des VI de b~~) est une fo nction de la di stribution asymptotique de 
b~~) et donc partage les mêmes propriétés asymptotiques. Ceci est dû à l'utili sation d' un instru-
ment qui dépend de l'estimateur~~)· Finalement, la distribution asymptotique de l'estimateur 
des VI du paramètre de persistance b22 est non standard et dépend de ~ 1 et ~2 · Le terme ~2 est 
du type d'une distribution d ' une racine unitaire donnant des queues épaisses dans la distribution 
asymptotique. 
A la lumière des modèles de cycles réels, le théorème 1 établit que peu importe la va-
riable utilisée pour Xlt (TFP, output ou une bonne mesure de la productivité), le LSVAR donne 
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des estimateurs cohérents. La définition de X1t n'a pas beaucoup d'importance pour la distri-
bution asymptotique. Pour voir cela, considérons le cas où 6..X lt est le taux de croissance de 
la TFP, i.e. 6..X11. = 6.. zt . Ceci implique que a~~ = 0 et ainsi b~~) = O. Dans ce cas, les dis-
tributions limites de bl~ et b~~) sont laissées non affectées. La seule différence concerne bh 
pour laquelle la distribution limite n 'inclut pas la variable aléatoire 6 et '!9 1. Cependant, la dis-
tribution asymptotique est encore non standard puisqu'elle dépend de -82. Encore une fois , de 
grandes valeurs de c tendent à augmenter l ' intervalle de confiance pour bh. 
On examine maintenant le comportement asymptotique des fonctions de réponses suite 
à un choc permanent (e.g., '171t) . Selon la représentation SMA (2.13), soit ak~ = 8~~/1+ 1 la 
fonction de réponse l période en avant pour un choc structurel normalisé j sur la variable X k. 
Puisque les estimateurs de b~~) , b~~) et b22 sont convergents selon le théorème 1 et les autres 
paramètres dans le VAR sont aussi estimés de façon convergente, on peut montrer que les fonc-
tions de réponses a~] résultantes du VAR sont aussi convergentes. Cependant, leurs distributions 
asymptotiques sont non standard de part la non stationnarité locale de X 2t. Un exemple simple 
peut donner une intuition sur l' effet de la non stationnarité locale de la distribution asymptotique 
des fonctions de réponses . Considérons le modèle VAR(l) suivant 
6..X1t = bl~) 6..X2t + 77lt 
X2t = b~~) 6..X1t + b22X2t-1 + '172t · 
Par exemple, dans ce cas 1 'estimateur de la fonction de réponse du premier choc sur la deuxième 
variable X2t est donné par 
et b22 = b22 - 1. A l'impact (i .e., l = 0), la distribution asymptotique des paramètres b~~) et 
b~~) laquelle est une mixture de distribution Gaussienne dépendant de c. Pour la propagation des 
chocs (i .e., l > 0), la distribution asymptotique dépend seulement de la distribution asympto-
tique de b22 laquelle est une distribution de racine unitaire impliquant une distribution à queue 
épaisse pour les fonctions de réponses . Dans un cas plus spécifique où 6..Xlt est le taux de 
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croissance de la TFP, b~~) = 0, 1' estimateur de la fonction de réponse du premier choc sur la 
deuxième variable X 2t est donné par l 'expression suivante simple 
~(1 ) - î:(b 0) (~b* - 1) l 
a21 - 21 22 
1.4.2 Le modèle DSVAR 
Considérons maintenant la spécification DSVAR. De (1.4) , la mesure en échantillon fini 
de 1' impact de long terme est donnée par 
a12(1)c/ /Tl· 
a22( l )cj /T 
Lorsque la première variable .6.Xu n'est pas une fonction de la deuxième variable dans (1 .3), 
le terme a12 (1 )c/ /T est égal à zéro et la restriction de long terme que seul le premier choc a 
un effet permanent sur la première variable est valide. Dans ce cas, la première variable corres-
pond à la croissance de la productivité, puisque .6.Xu = .6.yt - .6.ht , et .6.X2t = .6.ht implique 
a12( l )c/ If' = - a22( l )c/ /f'. La dépendance linéaire entre la croissance de la productivité 
du travail et .6.ht implique un comouvement de basse fréquence négatif entre ces variables. 
Au contraire des petits comouvements de basse fréquence discutés dans Gospodinov (2010), 
Gospodinov, Maynard et Pesavento (2011) qui sont présent dans la spécification LSVAR mais 
di sparaissent dans la spécification DSVAR, les comouvements négatifs ici sont présents dans 
la spécification DSVAR. 13 En particulier, les comouvements de basse fréquence entre la pro-
ductivité du travail et les heures dans le DSVAR, lesquels sont absents dans le DSVAR incluant 
la TFP et les heures expliquent, la différence dans les fonctions de réponses estimées entre ces 
deux spécifications. 
Lorsque T --+ oo, la restriction de long terme mesurée par la matrice A(l) est violée 
13. En utili sant les paramètres estimés du DSVAR, on peut calculer les comouvements de basse fréquence 
entre la croissance de la productivité et les heures travai llées en différence qui utilisent les données du secteur non 
manufacturier pour un intervalle de fréquence donnée, et en particulier, pour des fréquences nulles et dans son 
voisinage. En fa it, il existe une corrélation négative de basse fréquence non négligeable entre la croissance de la 
productivité et les heures travaillées en différence. Ceci est cohérent avec notre spécification. 
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pour un T fini et cette matrice est triangulaire par le haut au lieu d 'être triangulaire par le bas. 
Tant que c > 0 et T fixé , deux chocs ont un effet de long terme sur Xlt, le choc permanent 
'r/lt et le non permanent 'r/2t · Supposons maintenant que l'on utilise, comme d'habitude, une 
schéma d ' identification de long terme pour trouver 'Tllt· Il s'en suit que l'effet de long terme de 
ry21 sur X lt sera attribué à 'r/lt.entraînant une sur-estimation de la contribution de 'Tllt· Notons 
que lorsque c augmente, i.e. lorsque la variable X21 devient de plus en plus persistante, l'effet 
de 'r/2t sur Xlt augmente, puisque la variable Xlt est contaminée par X2t· En effet, le deuxième 
choc 'r/2t aura un effet permanent sur X 2t en échantillon fini . Lorsque la taille de l'alternative de 
non stationnarité locale c augmente, le choc 'r/2t aura un effet permanent sur X21 en . Une fois de 
plus, puisque l'identification de long terme attribuera à 'Tllt de façon fausse 1' effet permanent sur 
X11 de 'r/2t. ce schéma d ' identification conclura que le choc 'Tllt aura un effet permanent sur X 2t 
dont le signe dépendra du signe de a12 (1). Notons aussi que lorsque T ---t oo, seul l'élément 
(1, 1) est différent de zéro et la matrice A00 (1) est singulière de par la sur-différenciation de 
X2 t · 
La prochaine proposition caractérise de façon plus précise la mesure en échantillon fini 
à la fréquence zéro lorsqu ' une structure triangulaire par le bas est imposée à la matrice Ar(1) 
pour le modèle DSVAR. 
Proposition 1 Considérons un modèle DSVAR avec les variables D.Xlt et D.X21 définies dans 
l'équation (1.4). La mesure en échantillon fini de l 'impact de long terme des chocs structurels 
obtenue en utilisant une décomposition de Choleski est donnée par la matrice diagonale par le 
bas suivante 
où chal() est la décomposition de choleski. 
En imposant que le deuxième choc n'a pas d' effet de long terme sur la variable Xlt im-
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plique que la fonction de réponse du choc permanent '~'/lt est biaisée. Le biais en échantillon fini 
introduit en imposant faussement que la matrice triangulaire par le bas dépend des paramètres 
a 12(1). Premièrement, la mesure en échantillon fini de l'impact de long terme du choc perma-
nent sur la première variable est exagérée puisque (au (1 )2 + a12 (1 )2c2 fT) 112 > au (1) pour 
a12(1) :S O. Deuxièmement, la mesure en échantillon fini de l 'impact de long terme du premier 
choc structurel 'f/lt sur la deuxième variable est du même signe que a22(1) . Pour des valeurs 
négatives de a12(1) = -a22(1) , qui correspondent au cas de la productivité du travail, la me-
sure en échantillon fini de l'impact de long terme est négative. La contamination de la mesure 
en échantillon fini de l' impact de long terme est alors transmise à l'estimateur de la matrice 
de relation Ao par 1' expression : Ao = C ( 1) - 1 A ( 1) . Ce résultat est important puisqu ' il établit 
que la non stationnarité locale des heures travaillées per capita peut mener à un biais à la baisse 
dans l'estimé de la réponse dynamique à partir du modèle DSVAR (lorsque a12(1) est négatif), 
malgré le fait que la spécification en première différence semble être adéquate en échantillon 
fini. 
On peut facilement traduire les résultats de la proposition au dessus en termes de modèle 
de cycle réel. Premièrement, considérons que .0.X 1t est la croissance de la productivité du travail 
donnée par ( 1.11) et que 1 'économètre estime un modèle VAR avec la spécification en différence 
pour les heures observées .0.ht. A partir des équations (1.11) et (1.9), la mesure en échantillon 
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La décomposition de Choleski de la matrice de covariance de long terme donne 
[
CYz 
chol (Ar(1)Ar(1)') = 
0 c</>(1~-1 ] · 
.jT CYc 
Les réponses de long terme de la TFP et des heures obtenues du modèle DSVAR sont conver-
gentes avec les modèles de cycles réels, même en échantillon fini . Le paramètre c n'affecte pas 
les estimés des réponses de long terme de la TFP et des heures suite à un choc technologique. 
Ce résultat est important puisqu ' il correspond au cas où bi~) = O. Comme montré en dessous, 
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dans ce cas, la réponse de court terme obtenue à partir du DSVAR est non biaisée et les réponses 
dynamiques peuvent présenter un peti t biais si un nombre suffisant de retards est inclus dans 
le modèle VAR. Couplés avec une réponse de long terme estimée, nos résultats indiquent que 
le DSVAR peut presque bien trouver les réponses dynamiques des heures travaillées lorsque 
l'économètre utilise un mesure parfaite de la TFP. 
Pour étudier plus en détailles propriétés des estimateurs résultants du DSVAR, les esti-
més de forme réduite conespondant obtenus du VAR(p) pour les deux variables en différence 
sont donnés par : 
D (L)Xt = Et, 
où le vecteur Xt est maintenant défini comme Xt = (~Xlt, ~X2t)' . En multipliant les deux 
cotés par Bo = [ \o) -b~~)l = A01, on obtient le VAR en fonction des chocs structurels : 
- b21 1 
B (L)Xt = rJt avec B (L) = B (O) D(L ). Imposer que la matrice d ' impact de long terme est 
triangulaire par le bas implique que BoD (l ) est aussi triangulaire par le bas. Le multiplicateur 
de long terme de la variable ~X2t sur ~Xlt est alors zéro. En imposant cette contrainte on 
obtient pour la première équation 
( 1.18) 
et pour la deuxième équation : 
~) - - 2 * ~X2t = b21 ~Xlt + b2 1 (L) ~X1t- 1 + b22( l ) ~X2t-1 + b22( l )~X2t- 1 + b22(L) ~ X2t- l + 'fJ2t · 
(1 .1 9) 
De façon asymptotique, le LSVAR est correctement spécifié alors que le DSVAR est mal spé-
cifié. Pour étudier les propriétés asymptotiques des estimateurs obtenues avec la spécification 
DSVAR, on réécrit l'équation (1.13) du L VAR correctement spécifiée telle que les variables 
X2t et ses retards apparaissent en deuxième différence comme une fonction d s paramètres b~~). 
Ainsi 
(0) -~Xlt = bn(L) ~Xlt-1 + b12 ~X2t + b1 2(L) ~X2t- 1 + 'fJ1t 
= bn(L) ~Xlt- 1 + b~~) ~2 X 2t + b12(L) ~2X2t- 1 + rJ~t, (1 .20) 
30 
avec 17Ît =-bi~ 6.X2t-1- b12(L) 6.X2t- 2 + 1Jlt· En comparant l'équation (1.18) avec l'équa-
tion (1.20), on voit que l'erreur 17Ît est une fonction des valeurs retardées de 6.X2t· En réécri-
vant aussi la deuxième équation du LSVAR, on peut comparer avec la deuxième équation du 
DSVAR. Ainsi, 
et en réécrivant en différence 
Comme on a procédé pour le LSVAR, la première équation du DSVAR peut être réécrite 
comme 
(1 .22) 
où 6.Xlt et 6.2 X2t sont définis comme les résidus de la projection des variables prédéter-
minées (6.X1 ,t-1, ... , 6.2 Xl,t-p , ... , 6.2 X2,t-p- 1). En utilisant 6.X2t-1 comme instrument, 
l'estimateur des VI de bi~) dans l' équation (1.22) est donné par l'expression suivante : 
1 T ~ 
[;(0)- T Lt=2 6.X2t- 16.Xlt 
12 - 1 '\'T AX A 2X-
'f ~t=2 L..l 2t-1 L..l 2t 
Puisque 6.X2t-1 et 1JÎt sont corrélés de par l' équation (1.20), l' estimateur DSVAR de bi~) es t 
asymptotiquement biaisé. Considérons maintenant l'estimation des paramètres de l' équation 
(1.19). Comme dans le cas LSVAR, on utilise les résidus Tht = 6.Xlt - "bi~) 6.2 X2t comme 
instrument pour la variable endogène 6.Xlt. Ainsi, Tht- (bi~) - b~2 ) 6. 2 X2t · L'estimateur est 
bien sûr asymptotiquement biaisé de par la corrélation entre 17Ît et 172t comme on peut le voir 
dans 1' expression dérivée au dessus. L'estimateur de b22 ( 1) est aussi non convergent de par la 
corrélation entre 6.X2t-1 et ''12t· 
Maintenant on suppose que le DSVAR est estimé avec une mesure de la TFP "purifiée". 
Dans ce cas, l' équation du DSVAR est donnée par: 
6.X1t = bu(L)6.X1t-1 + 7/Ît· 
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La première équation du DSVAR est maintenant la même que celle du LSVAR. L'estimateur 
des VI de 'bi~ défini au dessus est alors convergent et converge vers zéro puisque 'TIÎt = 'r/lt 
dans ce cas. Les résidus résultants 'TIÎt peuvent être utilisés comme instrument dans la deuxième 
équation pour l'estimation du paramètre b~~). Cela donne aussi un estimateur convergent de b~~) 
grâce à l'absence de corrélation entre 'TIÎt et 'Tlzt· Cependant l'estimateur de b22 (l ) est encore 
convergent. Le biais asymptotique de l'estimateur de b22 (1) est fonction du terme suivant : 
limr-+oo ~ t.X2t- l'Tizt · Une partie importante de ce biais viens de la présence d ' une racine 
unitaire dans le terme d'erreur 6.'r/2t résultant de la sur-différenciation de la deuxième équation 
du VAR. Ce biais peut être réduit en augmentant le nombre de retards dans le modèle DSVAR 
(voir Marcet (2006)) . 
1.5 Simulation à partir d ' un modèle DSGE avec frictions réelles 
Cette section présente les simulations à partir du modèle DSGE calibré et estimé avec 
des données U.S. 14 Le modèle utilisé pour les simulations étend celui de la section 1.3.2 en 
permettant des habitudes de consommation et des coûts d'ajustement d ' investissement. Les 
deux mécanismes ont montré leur utilité pour prendre en compte la dynamique des variables 
macroéconomiques en particulier pour ce qui est des propriétés de persistance (voir e.g. Beaudry 
et Guay (1996); Christiano, Bol drin et Fisher (2001); Christiano, Eichenbaum et Evans (2005)) . 
Les choix de consommation intertemporelle ne sont pas séparables dans le temps, et les flux de 
consommation de services sont une fonction linéaire des décisions de consommation courante 
et retardée. La fonction d ' utilité intertemporelle espérée du ménage représentatif est donnée par 
E, ~~i { log(Ct+i - bCt+i-d -7~~}, 
où v est l' inverse de l'élasticité de Frisch de l' offre de travail. Du coté de la technologie, nous 
adoptons exactement la même spécification que celle adoptée dans la section 1.3.2. Rappelons 
que la Pest supposée suivre un processus de marche aléatoire avec une dérive. Le bien homo-
gène produit yt peut être utilisé pour la consommation Ct et l'investissement h L' accumulation 
14. Voir Erceg, GueiTieri et Oust (2005) ; Chari, Kehoe et McGrattan (2008) ; Christiane, Eichenbaum et Yig-
fu sson (2006); Fève et Guay (2009, 2010) pour d' autres simulations. 
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du capital est gouvernée par le loi de mouvement suivante 
K t+l = (1 - b)Kt + [1 - S (l:~J] Vt lt, 
où 8 E (0, 1) est le taux de dépréciation constant et S(-) refl ète la présence des coûts d' ajus-
tement. On suppose que S(·) satisfait (i) S('Yz) = S'('Yz) = 0 et (ii) ( = S"('Yz)'".(; > O. 
Il suit que l'état stationnaire du modèle ne dépend pas du paramètre (alors que ses proprié-
tés asymptotiques oui . Dans Smets et Wouters (2007), la variable Vt représente la perturbation 
du processus de technologie spécifi que à l'investissement et il est supposé suivre un processus 
autorégressif du première ordre 
où IPv 1 < 1, CT v > 0 et '17v,t est iid avec une moyenne nulle et variance unitaire. 
Comme d ' habitude, le modèle est défl até pour la composante stochastique de tendance Zt 
et log linéarisé autour de 1' état stationnaire déterministe pour obtenir une représentation espace 
état. Soit \Il l' ensemble des paramètres du modèle. Les paramètres de la solution espace état 
du modèle dépendent d ' une fo nction compliquée non linéaire de \Il . Nous divisons \Il en deux 
vecteurs \Il 1 et \II2. Le premier vecteur \Il 1 = {.8, a, 8, v} inclut les paramètres qui sont calibrés 
pour l'économie U.S. avant l'estimation. Le taux d 'escompte .B est choisi tel que le rendement 
annuel du capital à l 'état stationnaire égale 3.6%. L'élas ticité de l'output par rapport au travail 
1 -a est égale à 0.67, ce qui con espond à la moyenne de la part du revenu du travail par rapport 
à l'output. Le taux de dépréciation du capital physique 8 est fixé à 0.01 53. La valeur de v = 2 
dans la fonction d 'utilité est fixée selon les estimés précédents avec les données U.S. (Smets 
et Wouters (2007)). Toutes les valeurs sont reportées dans le tableau A.2. Le deuxième vecteur 
\II2 = {b,(,')'z,CTz,Pv,av,Pc,C,ac} contient les paramètres qui résument les frictions réelles 
du modèle (habitude de consommation b et la dynamique des coûts d'ajustement (), la loi de 
mouvement des deux chocs structurels bz, CTz, Pv et CTv) et l'erreur de mesure. Comme dans 
notre modèle d' illustration, on suppose que les heures actuelles diffèrent de celles du modèle 
par une mesure d'eneur hf qui suit le processus 
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où !Pel < 1, !Je > 0 et TJet est iid avec une moyenne nulle et une variance unitaire. Lorsque 
c > 0, cette erreur de mesure est non stationnaire en petit échantillon (lorsque T est fixé) , mais 
stationnaire de façon asymptotique (lorsque T ---7 oo). 
De la représentation espace état résultant de la version log linéarisé du modèle et sous 
l'hypothèse de chocs Gaussien, la fonction de log-vraisemblance peut être évaluée. Les pa-
ramètres du vecteur 'li2 sont estimés en maximisant cette fonction. Nous utilisons des données 
trimestrielles couvrant la période 1948Tl-2007T4. Les variables observées sont le taux de crois-
sance du PIB réel, les dépenses de consommations réelles (services et non durable) et les heures 
totales travaillées (per capita). Les heures travaillées totales sont empruntées de Francis et Ra-
mey (2009). Les résultats de l'estimation sont présentés dans la deuxième colonne du tableau 
A.2. Les paramètres sont estimés de façon précises et sont en accord avec les estimations pré-
cédentes pour l'économie U.S. (voir Smets et Wouters (2007)). Le paramètre de persistance 
d' habitude b est positif et significatif. Le paramètre de coût d ' ajustement ( a une grande valeur. 
Ces estimateurs sont cruciaux dans la réplication des données U.S., spécialement l 'autocorré-
lation de la croissance de l'output et du log des heures. Par exemple, en fi xant b = 'lj; = 0 on 
réduit de façon très importante la log-vraisemblance et le ratio de vraisemblance rejette forte-
ment cette restriction. En d'autres termes, nos résultats d 'estimation favorisent la version du 
modèle avec un grand nombre de frictions réelles . Le choc d ' investissement présente une petite 
persistance mais son écart type est significativement plus haut que celui du choc de technologie 
permanent. Finalement, le paramètre estimé de l'erreur de mesure rejette la représentation de 
marche aléatoire pure. 
En utilisant les valeurs estimées, nous calculons la réponse dynamique des heures tra-
vaillées suite à un choc technologique impliqué par le modèle (voir le graphique A.4). Les 
heures travaillées diminuent à l'impact et leurs réponses deviennent positives de façon per-
sistante après un an. Ces résultats sont encore en accord avec ceux obtenus de l'estimation 
de modèle DSGE (voir Smets et Wouters (2007)), des modèles DSVAR (voir Galî et Gertler 
(1999); Francis et Ramey (2009)) et des mesures directes de la TFP (voir Basu, Fernald et Kim-
bali (2006)). Dans notre modèle cette réponse des heures est le résultat de l' interaction entre 
la persistance des habitudes dans la consommation et des coûts d 'ajustement sur l'investisse-
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ment. Comme souligné par Francis et Ramey (2005), des persistances d 'habitudes assez fortes 
impliquent une réponse de la consommation calme. Face à un choc de technologie positif, les 
ménages peuvent mettre les ressources excédentaires dans l'investissement. Cependant, un de-
gré élevé de coût d' aj ustement sur le capital implique que l' investi ssement additionnel est très 
coûteux. Par conséquent, les ménages choisissent de dépenser leur nouvelle richesse sur le seul 
choix restant, i.e. ils augmentent leurs loisirs . Nous utilisons aussi les estimés du modèle DSGE 
dans le but de calculer certaines statistiques qui résument le comportement des séries tem-
porelles des deux mesures des heures travaillées : la première, nommée heures contaminées, 
inclut les erreurs de mesures et la deuxième est directement obtenue du modèle DSGE estimé. 
Par conséquent, on obtient deux mesures de productivité du travail dépendant des mesures des 
heures travaillées. Nous évaluons la contribution du choc technologique sur la croissance de 
la productivité du travail et le changement des heures travaillées. Ce choc explique une peti te 
portion des fl uctuations des heures travaillées contaminées puisque il représente 12.43 % de leur 
variance. En revanche, le choc de technologie explique 51 .19% de la croissance de la producti-
vité du travail. Ceci est très différent du cas de la mesure des heures non contaminées . Dans ce 
cas, le choc de technologie explique 73.04% de la croissance de la productivité. Le calcul des 
fonctions d'autocorrélation des deux mesures des heures sont reportées dans la figure A.5. A 
des fi ns de comparaison ce graphique inclut les fonctions d'autocorrélations des heures totales 
et ajustées de Francis et Ramey (2009) . La fi gure montre clairement que la mesure contami-
née des heures présente plus de persistance que la mesure non contaminée, en accord avec les 
données réelles. 
On uti lise maintenant le modèle pour simuler des données artificielles, sur lesquelles 
nous répliquons les différents VARs utilisés dans la littérature pertinente et dans la partie empi-
rique de 1' article. Pour calculer les séries temporelles artificielles des variables d'intérêts, nous 
tirons S = 1000 réalisation indépendantes aléatoires de l'innovation de la TFP 'T/zt, de l'innova-
tion de la technologie spécifique à l'investissement 'T/vt et de l'innovation des erreurs de mesures 
'T/ct · En utilisant les paramètres du tableau A.2, on calculeS= 1000 sentiers d ' équilibre pour le 
taux de croissance de la productivité du travail et des heures travaillées. Dans toutes les expé-
riences, la taille de l'échantillon est égale à 240 trimestres, comme dans les données actuelles. 
35 
Dans le but de réduire l 'influence des conditions initiales, les échantillons simulés incluent 250 
points initiaux qui sont par la suite enlevés avant l'estimation des modèles VAR. Pour chacun 
des tirages, le nombre de retard dans les modèles VAR est fixé à 4, la valeur habituellement 
utilisée dans les études empiriques. Les résultats sont montrés dans les figures A.6-A.9 . 
Considérons premièrement les modèles SVAR qui incluent la productivité du travail et 
les heures travaillées (voir le haut des graphiques A.6 et A.7). Nos résultats principaux sont 
les suivants : Premièrement, la réponse des heures obtenue à partir du modèle DSVAR pré-
sente un biais à la baisse lorsque la mesure des heures est contaminée et ce biais tient à long 
terme. Ce biais décroît lorsque les mouvements de basse fréquence sont enlevés des heures 
travaillées. Deuxièmement, les mesures des heures (contaminées et non contaminées) dans le 
modèle LSVAR n'affectent pas les réponses estimées (le LSVAR sur-estime la vraie réponse) . 
Troisièmement, l'intervalle de confiance est plus petit et décroît lorsque l'horizon de la réponse 
augmente lorsque l'on utilise les heures non contaminées à la place de celles contaminées. Bien 
sûr, les heures non contaminées sont moins volatiles que celles contaminées, puisque ces der-
nières incluent les erreurs de mesures. Cependant, nous refaisons le même exercice en ajustant 
pour l'écart type du choc technologique et le choc d ' investissement, tel que la volatilité des 
heures non contaminées soit égale à la volatilité des heures contamjnées. On inclut alors cette 
nouvelle série dans le modèle LSVAR et on compare la réponse du LSVAR avec les heures 
contaminées, ce qui est présenté dans haut de la figure A.6. On obtient de grands intervalles de 
confiance pour les réponses estimées, mais ils diminuent avec 1' horizon de la réponse. Ceci est 
bien différent du cas avec les heures contaminées, pour lesquelles 1' intervalle de confiance ne 
diminue pas avec l'horizon. Nous analysons aussi le cas des erreurs de mesures stationnaires 
(on fixe c = 0) . On ajuste la volatilité du choc des erreurs de mesures (pour obtenir une va-
riance des heures similaires) et ensuite nous calculons les heures contaminées. Encore un fois, 
on obtient un intervalle de confiance qui diminue lorsque l'horizon diminue. Tous ces résultats 
confirment nos résultats analytiques. 
On considère maintenant le modèle SVAR qui inclut la TFP et les heures (voir le bas 
des figures A.6 et A.7) . Maintenant, la première variable que l'on utilise pour identifier le choc 
de technologie n'est pas polluée par les mouvements de basse fréquence dans les heures conta-
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minées. Dans ce cas (comme cela est montré dans la proposition 1 ), les mouvements de basse 
fréquence dans les heures contaminées sont seulement affectés par la variance de long terme 
des heures travaillées. Les figures montrent que lorsque l' économètre utilise une bonne me-
sure de la technologie, la spécification des heures dans le modèle VAR n'a pas d' importance. 
Chaque SVAR estime de façon convergente les effets dynamiques des chocs technologiques 
sur les heures. En même temps, les résultats précédents s'appliquent : on obtient un intervalle 
de confiance plus petit si les heures non contaminées sont inclues dans le modèle VAR et cet 
intervalle de confiance diminue avec l'horizon de la réponse. 
Finalement, nous analysons la réponse dynamique des mesures de productivités (produc-
tivité du travail, TFP) suite à une innovation technologique. Ceci est présenté dans les figures 
A.8 et A.9. Suivant la proposition 1, le modèle DSVAR utilisant la productivité du travail avec 
les heures contaminées doit impliquer une sur-estimation de la vraie réponse de long terme. 
Ceci est présenté dans le bas de la fi gure A.8. Comme nous l' avons mentionné précédemment, 
les deux chocs augmentent de faço n permanente la productivi té du travail (le choc technolo-
gique et les erreurs de mesures) et ceci corrompt la stratégie d'identi fication de long terme. 
Notons que les réponses de court terme estimées diffèrent de façon significative de la vraie ré-
ponse et l'impact de long terme est significativement sur-estimé comme attendu . Lorsque ces 
mouvements de basse fréquence sont enlevés des heures travaillées, le modèle DSVAR donne 
des réponses dynamiques proche de la vraie. La vraie réponse est maintenant dans l'intervalle 
de confiance de la réponse estimée. Les simulations avec le modèle LSVAR ne donnent pas de 
preuves vraiment claires . Il apparaît que la réponse estimée est moins biaisée que celle obtenue 
dans le modèle DSVAR et les résultats semblent moins sensibles aux mouvements de basses 
fréquences dans les heures travaillées. Lorsque la mesure de productivité dans le modèle VAR 
est maintenant la TFP, les modèles SYAR donnent une réponse dynamique plus précise. 
1.6 Conclusion 
Cet article étudie l'impact des propriétés statistiques des fonctions de réponses dans 
les SYARs avec une variable persistante comme les heures travaillées et des restrictions de 
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long terme. On montre que les fonctions de réponses estimées à partir des modèles LSVAR et 
DSVAR sont biaisées en échantillons finis si la mesure de productivité est contaminée par des 
mouvements de basses fréquences dans les heures. Cependant, si l'économètre utilise une bonne 
mesure de la TFP, le biais disparaît pour les spécifications LSVAR et DSVAR. Nous montrons 
aussi que les estimateurs du LSVAR sont asymptotiquement convergents, mais présentent une 
distribution limite non standard. Cela explique le grand intervalle de confiance pour la réponse 
dynamique dans Je cadre du LSVAR. L'estimation à partir des données U.S. et des simulations 
des modèles de cycle réels avec des frictions réelles confirment nos résultats théoriques. 
Nos résultats sont un guide pour améliorer la précision des modèles SVAR avec des 
restrictions de long terme. Premièrement, nos résultats empiriques et théoriques démontrent 
que davantage d'efforts doivent être faits pour obtenir de bonnes mesures de la TFP comme 
cela a été fait par Basu, Femald et Kimball (2006) à la fréquence annuelle, puisque inclure des 
variables hautement persistantes dans les modèles SVAR est moins problématique dans ce cas. 
Deuxièmement, nos résultats montrent qu ' une partie des mauvais résultats des SV ARs est due à 
la persistance élevée des heures. Certains articles précédents ont essayés de traiter ce problème. 
Francis et Ramey (2009) construisent une mesure correcte des heures travaillées per capita 
qui est ajustée pour les mouvements de basses fréquences dans l'emploi du gouvernement, 
la scolarité, et Je vieillissement de la population. Fève et Guay (20 1 0) proposent une méthode 
simple en deux étapes. Dans la première étape, un estimateur convergent du choc technologique 
est obtenu avec le SVAR en excluant les heures travaillées. La réponse des heures qui suit 
une amélioration technologique est estimée dans une deuxième étape en utilisant différentes 
projections linéaires sur les innovations technologiques estimées. Il est intéressant de noter, que 
ces trois articles montrent que les spécifications en niveau et en première différence donnent 
des réponses dynamiques très similaires dans les SV ARs, i.e. un déclin à court terme des heures 
suivi d' une réponses en forme de cloche. 
APPENDICE A 
FIGURES ET TABLEAUX 
Tableau A.! : Effet de long terme d'une amélioration technologique sur les mesures de produc-
tivité (en%) 
Modèle LSVAR Modèle DSVAR 
Résidus de Solow 1.51 1.63 
[0.90 ;2.93) [0.86 ;2.48) 
Mesure "purifiée" de la TFP 1.33 1.39 
[0.80;2. 18) [0.78 ;2.09) 
Productivité du travail 2.05 2.32 
[ 1.06 ;3 .92) (1.10 ;3.77) 
Notes : l'intervalle de confiance à 95% entre crochet est obtenu à partir de la 
technique Bootstrap classique avec l 000 réplications. 
Tableau A.2: Valeur des paramètre de \Il 
llr1 Calibré llr2 Estimé 
Paramètre Valeur Paramètre Valeur Écart-type 
(3 0.9950 b 0.4063 0.0380 
Œ 0.3300 ( 23.8476 2.6220 
0 0.0153 "Yz 1.0035 0.0008 
v 2.0000 az 0.01 28 0.0006 
Pv 0.3 131 0.0659 
av 0.6669 0.0743 
Pc 0.6893 0.11 38 
c 7.4 120 2.0615 
ac 0.007 1 0.0004 
Notes : Les données U.S. trimestrielle couvrent la période échantillonnale 
1948 :1-2007 :4. Le vecteur des données observées inclut le taux de croissance 
du PIB réel, les dépenses de consommations réelles (non durable et services) et 
les heures travaillées (par capita). 
Figure A.l : Données U.S. 
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Les données sont à une fréquence annuelle et couvrent la période 1949-1 996. 
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Figure A.2: IRFs des heures travaillées suite à une amélioration de la technologie 
TFP (Solow res idual) Purified TFP Labor Productivity 
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Notes : Le côté gauche du graphique présente les différentes mesures de productivité. La ligne pleine représente le 
résidu de Solow, la ligne en tirets la mesure de la TFP "purifiée" et la ligne en pointillés la productivité du travail. 
Toutes sont spécifiées en log et en première différence. Le côté droit présente le log des heures travaillées per capita. 
Les données sont à une fréquence annuelle et couvrent la période 1949-1996. 
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Figure A.3: IRFs des mesures de productivité suite à une amélioration technologique 
TFP (Solow residual) Purified TFP Labor Productivity 
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Notes : Les modèle DSVAR et LSVAR incluent de façon alternative le taux de croissance du résidu de Solow, une 
mesure "purifiée" de la TFP et la productivité du travail. Le modèle LSVAR inclut en plus de façon alternative le log 
des heures en niveau. La période échantillonnale est 1949-1996. Deux retards sont inclus dans chaque modèle VAR. 
On sélectionne un horizon de Il pour les IRFs. L' intervalle de confiance à 95% est obtenu à partir de la technique 
de bootstrap standard avec 1000 réplications. 
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Figure A.6: IRFs des mesures de technologie suite à une amélioration technologique 
Labor Produc:tivity and Hours 
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Notes : Le modèle DSVAR inclut la croissance de la productivité du travail ou la croissance de la TFP et le log 
des heures (contaminées et non contaminées) en première différence. Le modèle LSYAR inclut la croissance de 
la productivité du travail ou la croissance de la TFP et le log des heures (contaminées et non contaminées). On 
sélectionne un hori zon de 13 pour les IRFS . Le nombre de retards dans le modèle VAR est4. L' intervalle de confiance 
à 95 % est représenté. 
Figure A.7: IRFs des heures : Comparaisons des SVARs 
1 ( 
-0.2 ,... 1 
( 
-0.3 ' 
1 - - - True dynam1c response 
! -e-- LSVAR with contaminated hours 
--+-- LSVAA with uncontaminated hours ' 
- 9 - OSVAR with contaminated hours 
(. - • - OSVAR witn uncontaminated ~u~~J 
44 ~ ~ 
i ~ 
-O.S r 
' }'.}---o .~ ' ' -o. - - e _ _ 1 
1 
'E>-- -o- ~ 1 
- ·--..,-- - -o-- -cr--e - - e-- e -- -o 
-0.7 ' ' ' ' . 1 









P\~r îoo..ls after shock 
LSYARs anct O.') VARs (TFP/Hours) 
' 1 
--- -- -1 
- - - Truc dynamlc rcsponse 
-e- LSVAA wilh contamina\ed hours 
--+- LSVAR with uncontaminatcd hours 
- e - DSVAA with contaminated hours 
- • - DSVAA with uncontam1nated hours 
6 10 12 
PcriO<Is ::.fier shock 
Notes: Le modèle DSVAR inclut la croissance de la productivité ou la croissance 
de la TFP et le log des heures (contaminées et non contaminées) en première 
différence. Le modèle LSVAR inclut la croissance de la productivité du travai l ou 
la croissance de la TFP et le log des heures (contaminées et non contaminées). On 
sélectionne un horizon de 13 pour les IRFs. Le nombre de retards dans le modèle 
VARest4. 
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Figure A.8: IRF de la productivité 
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Notes: Le modèle DSVAR inclut la croissance de la productivité du travail et le log des heures (contaminées et non 
contaminées) en première différence. Le modèle LSVAR inclut la croissance de la productivité du travail et le log 
des heures (contaminées et non contaminées). On sélectionne un horizon de 13 pour les IRFS. Le nombre de retards 
dans le modèle VAR est 4 . L' intervalle de confiance à 95% est représenté. 
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Notes : Le modèle DSVAR inclut la croissance de la productivité ou la croissance 
de la TFP et le log des heures (contami nées et non contaminées) en première 
différence. Le modèle LSVAR inclut la croissance de la productivité du travail ou 
la croissance de la TFP et le log des heures (contaminées et non contaminées). On 
sélectionne un horizon de 13 pour les IRFs. Le nombre de retards dans le modèle 
VAR est 4. 
46 
APPENDICEB 
SOLUTION LOG-LINÉAIRE DU MODÈLE 
Les conditions d 'équilibre et d ' optimalité sont données par 
~ = iJ [1 _ 6 + e Yi+l ] _ 1_ 
Ct K t+l Ct+l 
Yi bHt = (1- e)-
Ct 
K t+ l = (1 - J) K t + K f( ZtHt) 1-e- Ct 
6log(Zt) = bz- 1) + O"zEz ,t· 
Dans ce modèle, le choc de technologie Zt inclut une tendance stochastique dans 1' output, la 
consommation, l'investissement et le capital. Ainsi, pour obtenir un équilibre stationnaire, on 
doit enlever la tendance de ces variables comme suit 
- Yi _ Ct 
Yt = Zt ' Ct = Zt' k
- _ K t+l 
t+l - -- . 
Zt 
Les conditions d'équilibre log-linéarisé autour de l'état stationnaire déterministe donnent 
~ (1- J) (~ ) y ~ c~ 
kt+l = -----::;;-- kt - 0" z'r/zt + k, Yt - kCt 
ht = ~t- tt 
~t = e (kt- Œz'r/zt ) + (1- B)ht 
~ ~ y ~ ~ 
Etct+l = Ct + af] kEt(Yt+l - kt+l - O"z'r/zt+l) , 




où y/ k = bz - f)(1- J) )/ (BtJ'Yz) et c/k = y/ k- bz + J - 1)hz· Après substitution de (B.2) 
dans (B .3), on obtient 
~ ~ 1- e~ 
Yt +kt= - O"z'r/zt - -e-Ct · 
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Maintenant, en utilisant 1' expression au-dessus, les équations (B .1) et (B .4) se réécrivent 
-:- -:- e"Yz 
EtCt+I = '!f;ct avec 'lj; = "Yz _ ,8(1 _ B)(1 _ <:5) E (0, 1) (B.5) 
~ ~ 
kt+I = vikt- VIazrJzt - v2tt (B.6) 
1 "Yz (1 - ,BB2 ) - ,8(1 - 8) (1 - B2 ) 
avec VI = ,B'!f; > 1 et v2 = B2.B"Yz (B.7) 
Comme VI > 1, (B.7) doit être résolue en itérant en avant 
~ ( ) T ( )i ( )T ~ - V2 . 1 -:- . 1 -kt= a zrJzt + - hm Et L - Ct+i + Inn Et - kt+T· 
VI T---too i=O VI T---too VI 
En excluant les sentiers explosifs, i.e., limr---too Et(1/qf kt+T = 0, et en utilisant (B.5), on 
obtient la règle de décision sur la consommation 
(B.8) 
Après substi tution de (B.8) dans (B.7) , la dy namique du capital est donnée par: 
(B.9) 
La propriété de persistance du modèle est donc gouvernée par le modèle 'lj; E (0, 1), ce qui 
correspond à la racine stable de la version log linéaire du modèle. La règle de décision des 
autres variables (sans tendances) sont similaires à l' équation (B.8). Les heures travaillées sont 
données par 
(B.l 0) 
où v = O!(vi - 'lj; - Bv2)/(Bv2) est un paramètre positif. La dernière expression montre que 
les heures travaillées (ou le ratio de la consommation sur l'output) suivent exactement le même 
processus stochastique (un processus autorégressif d'ordre 1) comme le capital sans tendance 
log(Kt/Zt-I) dans l'équation (B.9). 
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En utilisant 1' expression pour le taux de croissance de 1' output 




Lemme 1 Sous l'hypothèse que 2:~0 ila1tj l < oo pour k ,j = 1, 2 et que {r1t} est une sé-
quence de choc structurels i.i.d. à deux dimensions avec une moyenne nulle, un quatrième mo-
ment fini et E(1Jt17D = h on obtient par la proposition 18.1 dans Hamilton ( 1994, p. 548) 
1 L (i) 2 T ( oo ) VTt; akj(L)1Jj,t-11JH --4 N 0, ~ ( akj) , 
où W 1 ( r) et H/2 ( r) sont deux mouvements browniens standardisés indépendants l = 1, 2. 
C.l Preuve du théorème 1 
Commençons par donner la variance asymptotique de X2t avec c > 0 etc = O. Pour le 
cas où c > 0, on peut montrer que 
T oo oo 
. 1 "' "' 2 "' 2 ( )2 2 
'l/J2 = hm -T ~ X2t-1X2t-I = ~ a 22 + ~ a22 + a22 1 c , 
T-t oo 
t=2 i=O i=O 
qui dépend du paramètre c. On définit aussi 'l/J2 ,o comme la variance asymptotique de X2t mais 
avec c =O. 
Sous le modèle structurel (1.3) et (1.4), le numérateur de l'estimateur des VI de b~~) est 
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donné par 1 
où la somme partielle vérifie 
an( l )T 1: , 1,t, (t, 'h;-1) rylt-"+ O. 
Op(T) 
De façon asymptotique a;2,r(L) = a22(L) et par le lemme 1 ceci donne 
T 
1 ~-* ( ) p T ~ a22 L 'r/2,t -l'r/lt--'---+ 0, 
t=2 
ce qui implique 
(C.1) 
Examinons maintenant le dénominateur. En inversant les équations (1.15) et (1.16) en utilisant 
B01 = A0 , on obtient 
"X- (O)b* X- (0) (0) 
u 1t = a12 22 2t-1 + au 'r/lt + a 12 'r/2t 
" - (0) * - (0) (0) 





où J;2 = limr-+oo ~ "L,[=2 X 2,t-1X2,t -l· Puisque X 2t est stationnaire du second ordre de façon 
asymptotique et 1/J2 ~ 1/J2 par la propriété de projection 1/J2 est bornée. En combinant (C.1 ) et 
(C.4 ), on obtient le résultat que bl~ - bl~) O. 
1. Pour simplifier, on suppose ici que les valeurs initiales sont nulles. 
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Maintenant on établit la convergence en di stribution de bi~). Ainsi 
Pour le numérateur 
1 T 1 T [ t l J7T, L X2,t-1'/]1t = J7T, L a21(L )1Jl ,t-1 + a22(1) ~ L '/]2,j -1 + a22,y(L)1J2,t-1 1]1t · 
vT t=2 vT t=2 vT j=2 
En utilisant le lemme 1, l'équation (C.4) et en notant que a22,y(L) --t a22(L), on déduit que 
VT ('bi~)- bi~) ) ~ (O) 1* [a 22(1)c { 1 W2(r-)dW1(r-) + 'lj;~:026] , 
a22 b22 'lj;z .Jo 
où 6 est la distribution normale N(O, 1). 
Considérons maintenant l' estimateur /3 
Cela donne 
où de faço n plus explicite 
1 T 
T L Zt.T~ = 
1=2 
et 
T [ 1 ""T [ (~(0) (0)) - ] l 1 ~ r L..-t=2 1J1t - b12 - b12 6.X2t '/]2t T ~ Zt'/]2t = . 
t=2 ~X2,t-11J2t 
(C.5) 
Examinons maintenant le premier terme Gn,r, 
T T T 
1 ~ - (~(o) (O)) 1 ~ - - 1 ~ -Gn,T = T ~ 6.X1t1J1t- b12 - b12 T ~ 6.Xlt6.Xzt = T ~ 6.X1t1Jlt + op(1) , 
t=2 t=2 t=2 
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puisque (~~)-bi~) ~ 0 et ~ l:t=2 !:J. Xlt !:J. X2t = Op(1). En utilisant l'équation (C.2), 
1 d 1 "'T 1\X~ P (O) . . 1· G P (O) L G ce a onne T i..Jt=2 u 1t'T/1t --=--t au ce qm 1mp tque u ,T --=--t au . e terme 12,T = 
~ l:t=2 X 2,t-l !:J.5( lt ~ ai~ bh ;;;2 en utilisant 1' équation (C.2). Pour le terme dans le coin à 
droite, on obtient 
T T 
1 ~ ~ [ î(O) (0) ~ ] 1 ~ ~ Gl2,T = T 6 X2,t-l Tilt- (b12 - b12 )!:J.X2t = T 6 X2,t-l 'T/l t + Op(1), 
t=2 t=2 
et~ I:f=2 X2,t-l'T/1t 'T/lt ~ 0 par l ' équation (C.l). Finalement, G22,T = ~ I:T=2 X2,t- 1X2,t-1 ~ 
'I/J2. 
Examinons maintenant l'expression (C.S). On a les résultats suivants~ l:t=2 'T/lt'T/2t ~ 
0, (bi~) - bi~) )~ I:T=2 !:J.X2t'T/2t ~ 0 et ~ I:f=2 X2 ,t-1TJ2t ~ O. On peut maintenant 
~ p 
conclure que (3 - (3 --=--t O. 
Pour établir la convergence en distribution de bi~) et b22, on utili se l'expression suivante 
jf [~~) - b~~) l 1 [ G22,T -G12,Tl 
b22 _ b22 Gu ,tG22,T - G21 ,TG12 ,T -c21 ,T Gu ,T 
x [Jr I:t=2 [~lt -r(~~l - bi~l ) !:J.X2t] TJ2tl· cc.6) 
.jT l:t=2 x 2,t-l 'T/2t 
Maintenant on examine le premier terme du côté droit de l 'équation de (C.6). Des résultats 
dérivés plus haut, on obtient Gu ,rG22,T ~ ai~\&2 et G21,TG12,T ~ O. Pour le terme de 
(C.6), on a Jr l:t=2 T)lt'T/2t -..!:._., 6 où 6 "' N(O , 1) et 
r,;:, (~(0) (0)) 1 ~ ~ L 'l/J~ 1o2 V1 
v 1 b12 - bl2 T 6 !:J.X2tTJ2t ~ ~6 + -~- , 
t=2 bh 'I/J2 b22 'I/J2 
puisque ~l:i=2 f:J.X2tTJ2t ~a~~ avec 191 = a22(1)c j 01W2 (r)dW1(r) dérivé au dessus. 
M · l ' · 1 "'T X am tenant pour expressiOn .jT i..Jt=2 2,t-1 TJ2t. 
VTT 1 r [ Vct ~* l Tt; X2 ,t- l 'T/2t =Tt; T a21(L) TJ1,t-l + a22(1) JT [; TJ2,j-l + a22 ,r(L) TJ2,t- l 'T/2t · 
En utilisant le lemme 1, 
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En collectant ces résultats, on obtient que 
Maintenant pour b2z, on obtient 
1m (b* _ b* ) ~ a12 '1/J2,0 ç + al2 '!9t _ al2 b22 _ '1/J2,o ç + '!J2 (0) 1/2 (O) [ (0) * 1/2 ] V 1 22 22 (0) <,1 (0)- (O) - <,2 - ' 
an 'l/J2 a 11 'l/;2 a11 '1/J2 '1/J2 
où '!J2 = a22(1)c f01 W2(r)dW2 . 
C.2 Preuve de la proposition 1 
Selon la représentation structurelle (1.4 ), la mesure en échantillon fini de l'impact de 
long terme est donnée par :' 
[
an(1) a12( l )c/VT] Ar(1) = . 
0 a22 (1 )c/ FT 
Cette matrice n'est pas triangulaire par le bas comme imposé dans la procédure d'identification 
du SVAR. La matrice de covariance de long terme est alors 
1 [an (1)2 + a12(1) 2c2 /T a12 (1)a22(1)c2 /Tl Ar(l)Ar(1) = . 
a12(1)a22( l )c2 /T an(1)2c2 /T 
(C.7) 
Maintenant, on impose faussement une forme triangulaire par le bas en utilisant une décompo-




X O au (1) 2 +a~2(1)2c2 fT . 
Par une décomposition de Choleski de Ar(1)Ar(1) 1 on obtient une matrice triangulaire par le 
bas: 
1 r (an(1)
2 + at2(1)2c2/T) 112 
chol (Ar(1)Ar(1)) = ( ) ( ) 2/ T 
a12 1 a22 1 c 
CHAPITRE II 
COMPARAISON DE MODÈLES CALIBRÉS MAL SPÉCIFIÉS : UNE APPROCHE 
PAR L'INFÉRENCE INDIRECTE 
2 .1 IntroductioQ 
Aujourd'hui les modèles dynamiques stochastiques d 'équilibre général (DSGE) sont 
l'outil de base de la nouvelle macroéconomie, avec pour ambition de fournir des microfonde-
ments structurels à la macroéconomie. La plupart des macroéconomistes utilisent la calibration 
pour leur modèle, puisque comme le soulignent Dridi, Guay et Renault (2007) , personne ne 
croit que les modèles DSGE représentent une description réaliste du processus économique. En 
effet, pour ces macroéconomistes les erreurs de spécifications sont suffisamment grandes pour 
rendre les estimations et les tests sans valeur. Cependant croire cela, c'est se tromper sur l'éco-
nométrie puisque que comme le soulignent Kim et Pagan (1995), les économètres ne travaillent 
jamais sous 1' hypothèse que le modèle est le vrai. De plus les calibrationistes s'intéressent avant 
tout à savoir lequel des modèles en compétition s'ajuste le mieux aux données. 
Comme le souligne Guay (2009) la théorie économique donne rarement une structure de 
probabilité complète pour les variables d'intérêt. Ainsi comme le modèle économique ne décrit 
pas une distribution complètement paramétrique, le modèle est dit partiellement paramétrique. 
Dans ce cadre, des estimateurs convergents, des paramètres d ' intérêts peuvent être obtenus par 
la méthode des moments généralisés (GMM, Hansen (1982)) en choisissant des conditions de 
moments appropriées (Andrews (1999)) lorsqu ' une estimation directe est possible. Cependant, 
la complexité des modèles (forte non linéarité, ou modèle structurel dynamique) ne permet pas 
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les estimations directes. On doit donc avoir recours à l'utilisation de méthodes d'estimation 
basées sur les simulations (Gouriéroux, Monfort et Renault (1993) et Gouriéroux et Monfort 
(1997)). L' utili sation de simulations pour l' estimation va donc amplifier le problème de mau-
vaise spécification, puisque le modèle est utilisé pour simuler les sentiers. Le problème est donc 
que d ' un côté, on a besoin d' un modèle complètement paramétrique pour simuler des sentiers 
concordants, mais d 'un autre côté, cette spécification complètement paramétrique a de fortes 
chance d 'être mal spécifiée et ainsi de donner de faux simulateurs. Dans ce cas la, la seule fa-
çon d 'obtenir des estimateurs robustes et d 'évaluer le modèle malgré sa mauvaise spécification, 
consiste à analyser le modèle structurel à l' aide d' un modèle instrumental parcimonieux, lequel 
habituellement ne prend pas en compte ce qui va mal dans les sentiers simulés. C 'est le point 
que soulignent Dridi, Guay et Renault (2007), lorsqu ' ils disent que si l' on veut procéder sous 
l'hypothèse que le modèle n'est pas bien spécifié, on doit être parcimonieux par rapport aux 
nombres de moments à reproduire. 
Dans cet article, on propose une procédure en deux étapes pour discriminer deux modèles 
mal spécifiés. Cette méthode en deux étapes nous permet d 'obtenir des estimateurs convergents 
vers des paramètres structurels (en utilisant seulement les faits stylisés pour lesquels les modèles 
fo nt bien), et donc cela permet que la deuxième étape (l' étape de discrimination des modèles) 
ne soit pas contaminée par une mauvaise estimation. En effet, cela permet d 'estimer les para-
mètres de nos modèles sur des faits stylisés différents, et ensuite de les comparer sur le même 
ensemble de fai ts stylisés. De plus, le cadre est développé pour des méthodes d 'estimations par 
simulation. Là encore cela représente un avantage puisqu 'en utilisant une méthode d'estimation 
par simulation, on peut corriger le biais de petits échantillons, notamment dans notre deuxième 
étape, lorsque l'on uti lise les coefficients estimés d' un modèle vectoriel autorégressif. 
On considère donc l'estimation par inférence indirecte comme une approche rigoureuse 
de la calibration. On compare ensuite les deux modèles à l'aide d' un test asymptotique. Sous 
l' hypothèse nulle, les deux modèles sont mal spécifiés et donnent une approximation équiva-
lente des données. Notre approche est reliée de près à Vuong (1989), Rivers et Vuong (2002), 
et Hnatkovska, Marmer et Tang (2012). Vuong (1989) a proposé ce geme de test dans le cadre 
du maximum de vraisemblance ; Rivers et Vuong (2002) ont généralisé le test pour permettre 
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l'utilisation de modèles paramétrées de façon incomplète, l'utilisation d'un plus grand nombre 
de méthodes d'estimation (e.g. , GMM), ainsi que l'application aux modèles stochastiques non 
linéaires possiblement mal spécifiés. Hnatkovska, Marmer et Tang (2012) quant à eux, élar-
gissent le cadre d'utilisation du test au cas ou les modèles sont imbriqués où non imbriqués, 
ainsi que sur la question du choix des poids pour les caractéristiques de la forme réduite lorsque 
l'on compare les modèles. Ceci est relié de près à l'hypothèse d 'englobement, ce choix parci-
monieux signifie que le modèle structurel bien que mal spécifié englobe le modèle instrumental. 
La contribution de notre article par rapport à Hnatkovska, Marmer et Tang (2012) est 
comme suit. Premièrement Hnatkovska, Marmer et Tang (2012) utilisent dans leur première 
étape un estimateur de distance minimale classique pour calibrer les paramètres du modèle ; 
dans notre cas on utilise une méthode d 'inférence indirecte (ce qui est un cas spécifique de la 
méthode d'inférence indirecte séquentielle partielle de Dridi, Guay et Renault (2007)). Ainsi 
comme le soulignent Dridi, Guay et Renault (2007), cette méthode a comme atout de prendre 
les avantages de l'approche inférentielle (estimation, intervalle de confiance et test de spécifica-
tion) ainsi que les avantages de 1' approche calibrationniste. Ceci permet de ne pas avoir à faire 
l'hypothèse très forte faite par Hnatkovska, Marmer et Tang (2012), sur la convergence de leurs 
estimateurs. En effet avec la méthode d ' inférence indirecte, et la condition d 'englobement, on 
est assuré de la convergence de nos estimateurs. Deuxièmement dans leur étape d 'estimation 
Hnatkovska, Marmer et Tang (2012) utilisent le même vecteur de paramètres instrumentaux 
pour les deux modèles. Or cette hypothèse est très restrictive, puisque si 1' on veut utiliser les 
CPOs comme conditions de moments, il est très peu probable que les deux modèles donnent les 
mêmes CPOs. 
Le test que 1 'on développe, est un test qui s'effectue aussi en deux étapes. Dans notre pre-
mière étape on utilise comme procédure d'estimation une méthode d'inférence indirecte telle 
que développée par Dridi, Guay et Renault (2007). Cependant dans notre estimation on suppose 
que les deux modèles sont estimés à partir de deux vecteurs de paramètres instrumentaux diffé-
rents. Dans la deuxième étape on effectue la vérification du modèle, en évaluant sa capacité à 
reproduire certains moments d ' intérêts. 
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La méthode va donc consister à tester le modèle structurel de façon empirique en mesu-
rant sa capacité à reproduire certains faits stylisés d ' intérêts. 
Dans cet article, nous allons donc développer une méthode en deux étapes pour comparer 
des modèles mal spéci fi és à l' aide d ' un test asymptotique. Dans ce test, sous l'hypothèse nulle 
les deux modèles sont mal spécifiés et fournissent une approximation équivalente pour les don-
nées. Notre approche est principalement reliée au travaux de Yuong (1989)et Rivers et Vuong 
(2002) et Hnatkovska, Marmer et Tang (201 2) . 
Le principal résultat que 1' on obtient est que la di stribution asymptotique du test (obtenue 
à la deuxième étape) est normale, pour le cas où les modèles sont imbriqués ou non imbriqués 
(un résultat similaire à ce qu 'obtiennent Hnatkovska, Marmer et Tang (201 2)). De plus le fait 
d' utiliser une approche séquentielle de l'inférence indirecte partielle, permet de concilier non 
seulement l'étape de calibration mais aussi l' étape de vérification. 
Dans le but d 'appliquer notre test, on compare deux modèles RBC. Le premier est le 
modèle de Burnside et Eichenbaum (1996) qui est une évolution du modèle à rétention de main 
d 'œuvre de Burnside, Eichenbaum et Rebelo (1993). En effet, c'est une version modifiée qui 
permet une utilisation variable du capital, tout en gardant la possibilité de rétention de la main 
d'œuvre. Le deuxième modèle, est le modèle de Ambler, Guay et Phaneuf (2012) qui est un 
modèle comportant des coûts d 'ajustement du travail et des contrats de salaire échelonnés. On 
juge la qualité des modèles dans leurs capacités à reproduire la dynamique des cycles réels aux 
États-Unis. Ces deux modèles ont pour but d 'amplifier les mécanismes de propagation dans les 
RBC, dans le but de reproduire (entre autre) 1' autocorrélation du taux de croissance de l'output. 
Le premier introduit l'utilisation variable du capital et la rétention de la main d'œuvre, alors 
que le deuxième utilise le coût d'ajustement du travail et des contrats de salaire échelonnés. On 
évalue les modèles sur leurs capacités à reproduire la dynamique complète du taux de croissance 
de l'output ainsi que des heures travaillées tels que représentés par un modèle autorégressif 
vectoriel (VAR) comportant 4 retards. On trouve que l'hypothèse nulle selon laquelle les deux 
modèles ont la même capacité d'ajustement est rejetée en faveur de l'hypothèse selon laquelle 
le modèle de Ambler, Guay et Phaneuf (2012) s'ajuste mieux aux données US. On conclut donc 
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que les frictions introduites dans le modèle prennent en compte la dynamique complète (tel que 
représenté par le VAR) de la croissance de l' output et des heures travaillées. 
L'article est organisé comme suit. La deuxième section présente le cadre du test. La 
troisième section présente les conditions nécessaires pour une estimation convergente des pa-
ramètres. La quatrième section présente la dérivation de la distribution de l'estimateur de la 
première étape. Dans la cinquième section on présente notre test pour la comparaison de deux 
modèles en se basant sur une statistique de quasi-maximum de vraisemblance. Dans la sixième 
section on dérive la distribution de la statistique suggérée dans le cas où les modèles sont imbri-
qués, strictement non imbriqués et se chevauchent. Dans la septième section on applique notre 
test sur les deux modèles RBC. Et la dernière section conclut. 
2.2 Inférence indirecte dans un cadre semi-paramétrique 
On présente dans cette section le principe d' inférence indirecte tel que décrit dans Dridi, 
Guay et Renault (2007). Les données sont constituées des observations du processus stochas-
tique {yt, tE Z} pour t = 1, ... , T. On note par Po la vraie p.d.f inconnue de {yt, t E Z}. 
Hypothèse (Al) . 
(i) Po appartient à une famille de p.d.f P sur H. 2 . 
(ii) el est une application de P surjective sur une partie el = el (P) de !RP1 . 
(iii) e1 (P0 ) = e~, la vraie valeur inconnue du paramètre d'intérêt, appartient à l ' inté-
rieure~ de el. 
e(P) = e1 est un vecteur de paramètre d'intérêt. 
Dans le but d'obtenir un simulateur utile pour l'inférence indirecte (II) sur el , on plonge 
le modèle partiellement paramétrique défini par (Al) dans un modèle structurel qui est totale-
ment paramétrique et mal spécifié en général puisqu ' il introduit une hypothèse supplémentaire 
sur la loi de mouvement de y, laquelle n'est suggérée par aucune théorie économique. Cette 
hypothèse supplémentaire requiert un vecteur e2 de paramètre additionnel. Le vecteur e de 
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"paramètre structurel" est ainsi donné par B = (B~ , B~)'. On formule alors une hypothèse nomi-
nale (Me) pour spécifier un modèle structurel, même si on sait que (Me) est probablement non 
convergent avec le vrai PGD . 
Hypothèse nominale (Nie ). {Yt, t E Z } est un processus stationnaire concordant avec le mo-
dèle non linéaire simultané suivant 
B = ( B~ , B~)' E ( 8 1 X 8 2) = 8 un ensemble compact de JRPl +P2, 
- {Et , t E Z } est un bruit blanc avec une distribution connue P •. 
Alors, pour chaque valeur donnée du paramètre B, il est possible de simuler des valeurs 
{111 ( e' zo) ' ... ' YT( e' zo)} et pour des conditions initiales données zo = (yo' ua). Ceci est fait 
en simulant les valeurs {E1 , .. . , Zr} de P • . 
De même on peut définir le modèle en concurence M-y définit comme 
où "f = ("t~, "f2)' E (r 1 x r 2) = r un ensemble compact de 1Rr1 +r2 • Les variables Yt , Ut et Et 
ont les mêmes caractéristiques que pour le modèle d'intérêt Me. 
Définissons le modèle instrumental (ou auxiliaire) Nj lequel défini t la pseudo-vraie va-
leur du paramètre instrumental comme la limite en probabilité d'un certain estimateur associé à 
la minimisation de la fonction Qj,T(Yr, (3j ). On suppose que (3j E Bj est un ensemble compact 
JRqj et yr, dénote les valeurs retardées de Yt pour un nombre fixé de retards K . On définit 
l [lT ]'[lT l Qj,T(Yr, f3j) = 2 TL mj(Yt)- f3j TL mj(Yt)- f3j 
t=l t=l 
(2.1) 
où mj(Yt) sont les moments d'intérêts . 
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On définit l'estimateur 73j,T de /3.i comme 
(2.2) 
et sous les conditions habituelles de régularité on a Po limT-7oo73j,T = /3j( Po ) = /3.~· Pour le 
processus simulé {y~( e) zo)} r=l, l'estimateur du modèle instrumentale est défini par 
(2.3) 
où YT(e , zg) = {yf(B , zg) , yf_ 1 (e , zô) , ... , yr_g (B, zg)} pour H sentiers simulés h = 1, ... , H, 
associé à une valeur donnée e = ( e~, e; )' des paramètres structurels. On définit également 
- 1 ~ -h /3j,TH(el ,e2) = H 6 f31,T(el ,e2), 
h=l 
et sous les conditions habituelles de régularité, ceci définit ce que 1' on appelle la binding fonc-
tion 
Pour le modèle M'Y , le modèle instrumental correspondant est Ni lequel est caractérisé 
par 
Qi,T(YT , /3i) = ~ [~ t mi(Yt) - /3il 1 [~ t mi(yt) - /3il 
t=l t=l 
(2.4) 
où f3i E Bi est un sous-ensemble compact de JR.qi. Les estimateurs 73i ,T et 13i ('"y ) sont obtenus 
comme dans les équations (2.2) et (2.3) sauf que l'on remplace j pari ete par Î· 
Hypothèse (A2). 13(., . ) est "on-to-one". 
Selon la terminologie de Gouriéroux, Monfort et Renault (1 993), !3J est la vraie valeur 
du paramètre instrumental et 13j (., . ) est la binding fonction du modèle structurel vers le modèle 
instrumental. 
Des estimateurs II de e = (B~ , e;)' et Î = ('"y~ , Î~ ) peuvent être définis comme 
êTH = (ê~ TH> ê; TH)' = arg min [73)· T - 137· TH( el , e2)] 1 D)· T [731 T - 137 TH (el ) e2)] ) 
' ' (B1 ,B2)E8 1x8 2 ' · ' · ' ·' · ' 
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OÙ Oj,T et Oi,T sont des matrices symétriques aléatoires non négatives. 
2.3 Estimation indirecte semi-paramétrique 
Dans cette section on présente les principaux résultats nécessaires à la construction du 
test et à sa dérivation. Ces résultats proviennent de Dridi, Guay et Renault (2007). 
2.3 .1 Convergence de l'estimateur semi-paramétrique d'inférence indirecte 
Dans le but de dériver une condition nécessaire et suffisante pour la convergence de B1,rH 
vers e~, on définit ce que l'on appelle "l'inverse généralisé" 'iJ; de Î3i par 
(2.5) 
Dans notre cadre semi-paramétrique, on s'intéresse seulement à la projection de Î3j [.Bj(P)] sur 
l'ensemble 8 1 des paramètres d ' intérêt. On note par Q1 l'opérateur de projection 
On peut alors énoncer le critère de convergence suivant 
Proposition 2 Sous les hypothyèses (Al )-(A2), ~,TH est un estimateur convergent du para-
mètre d'intérêts e~ si et seulement si, pour tout p dans la famille p de p.d.f délimitée par le 
modèle (Al) 
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Preuve. Sous les hypothèses (Al)-(A2), êl ,TH(P) est un estimateur convergent de el (P) si et 
seulement si 
V PEP, P* lim êl ,TH(P) = B~(P) = e1(P), 
T-t oo 
= Q1 [arg~i§l[[!3j(P)- -gj (B1 , B2)llnJ , 
= Q1 [-gj(;3j(P ))] . 
• 
2.3.2 Une condition suffisante d'englobement pour la convergence 
Mizon et Richard (1986), Gouriéroux et Monfort (1995) ont utilisé le concept de binding 
fonction pour définir une définition formelle du principe d'englobement. Ce principe implique 
les notions de pseudo-vraie valeur et de binding fonction lesqelles sont fondées sur le critère 
d'information de Kullback Leibler (KLIC) comme critère de proximité. La caractéristique spé-
cifique de notre cadre d'analyse est que l'on considère un modèle paramétrique (Me) qui est 
mal spécifié, mais introduit un vecteur de paramètre inconnu ( B~ , B~)' dont les Pl premières 
composantes correspondent à certains paramètres structurels bien spécifiés (selon (Al)). Ainsi, 
on se concentre ici sur les pseudos-vraies valeurs de (Me) de la forme (B~' , ë~)' où e~ = e1 (Po) 
est la vraie valeur inconnue des paramètres d'intérêts. D ' un autre côté l'équation (2.2) définit 
la pseudo-vraie valeur ;3J du "modèle instrumental" Cfi0 ). Ainsi la fonction binding -gj (., .) est 
intérprétée comme la fonction reliant (Me) vers (Nj ). 
Définition 1 (Me) doté de la vraie valeur inconnue e~ englobe complètement (fi0) si il existe 
ë2 E 82 tel que 
(2.6) 
Dans ce cadre on peut faire la proposition suivante 
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Proposition 3 Sous les hypothèses (Al )-(A2) et si (Me) doté de la vraie valeur e~ englobe 
complètement (Nj), alors êl ,TH est un estimateur convergent des paramètres d 'intérêt 8~. 
Preuve. La proposition 3 est le corollaire direct de la proposition 2 puisque 
ce qui cmrespond au critère de la proposition 2. • 
2.4 Modèle structurel mal spécifié et inférence indirecte 
2.4.1 Distribution asymptotique de l'estimateur semi-paramétrique d'inférence in-
directe 
On considère ici les propriétés asymptotiques de l'estimateur d'inférence indirecte êrH 
(resp. 9rH) sous l'hypothèse d'englobement total He selon la définition 1. De plus on sup-
pose que les pseudo-vraies valeurs e~ (resp. 'Y~), et ë2 (resp. 12) utili sées pour la propriété 
d' englobement et la vraie valeur !3J (resp. f3 f ) sont à l'intérieur de l'ensemble correspondant: 
( B~', ë~)' E 8°, f3J E 13J (res p. (-y~' , -y~)' E f 0 , f3 f E 13f). On suppose de plus que 
Hypothèse (A3). 
J R 1. a
2QJ,T ( f3o ) j,O = 0 lill !:>(3. !:>(3' yy, j . (b) 
T -7oo u 1u j 
1. { rmy8Qj,T ( (30) rmy 8Qj,T ( - h(eo e- h) !30)} K T~ cov* v 1 a(3j yy , j , v 1 a(3j YT 1 , 2 , z0 , j = j ,o, (c) 
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et indépendante des valeurs initiales z8, h = 1, ... , H . 
.rr8iJ~T (:YTh(e~ ,1J2, z8), !32 ) rv N (O,IJ,o) (d) 
et indépendante des valeurs initiales z8, h = 1, ... , H. 
J * P 1. 8
2Q.i,T ( - h(eo 0- h) 13o) 
.i,O = * T~moo 0{3jof3j YT 1, 2, Zo , .i , (e) 
et indépendante des valeurs initiales z8, h = 1, ... , H . 
. { r,:;:,OQj,T ( - h(go 0- h) f3o) r,:;:,TOQj,T ( - l(go 0- l) f3o)} _ K* f~oocov* vT of3.i YT 1> 2, zo' j ,V l of3.i YT 1> 2 ,zo , .i - j ,O• 
(f) 
et indépendante des valeurs initiales z8, pour h -=/= l. 
H -h -
. 1 L of3j,T ( o - ) of3j ( o - ) P* hm H ~ B1 ,B2 = îl B1 ,B2 , T--t oo ua ua 
h=l 
(g) 
est de plein rang colonne (p). On peut définir les mêmes hypothèses pour le modèle i. 
Notons qu 'en général , h ,o -=/= l "k ,o· Jk ,O -=/= Jk_ ,o et Kk,O -=/= K"k ,o puisque le modèle 
structurel est mal spécifié. On peut établir la proposition suivante 
Proposition 4 Sous H e et les hypothèses (A l) -(A3), l 'estimateur optimal li de BrH est obtenu 
avec la matrice de poids ilj défini en dessous. Il est asymptotiquement normal, lorsque H est 
fixé et T tend vers l'infini 
r,:;:,T (~1 ,TH - g-1) ( ) v 1 __ -+d N 0, W(H, Dj) 
e2,TH- e2 
avec 
_ J*-1 K'- J-1 j,O J,O j,O (2.8) 
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Preuve. Voir Dridi, Guay et Renault (2007). 0 
Notons que dans le cas où le modèle structurel (Me) est bien spécifié, <Pj,0 (H ) se résume 
à (1 + if) Jj~J(Ij,o - Kj,o) Jj~o1 puisque Kj,O = K},o· Un résultat similaire peut être obtenu 
pour fii et 1r H. 
2.5 Inférence indirecte séquentielle 
Dans la section précédente on a montré comment une stratégie d ' estimation d ' inférence 
indirecte bien faite peut donner un estimateur convergent pour les paramètres d ' intérêt étant 
donné le paramètre de nuisance 82. Une fois cet estimateur obtenu, on peut maintenant évaluer 
le modèle à travers certaines dimensions additionnelles d' intérêt. Ces dimensions additionnelles 
sont résumées par un modèle instrumental N 'lj; , les paramètres 'ljJ sont caractéri sés par une es-
timation extremum définie comme la minimisation du critère Mr(Yr, 'lj;). Habituellement, ce 
critère est une fonction de perte utilisée pour vérifier dans une deuxième étape à quel point le 
modèle structurel est vrai par rapport aux faits stylisés ct ' intérêt, sous les hypothèses maintenues 
d 'estimations convergentes des paramètres d ' intérêt dans la première étape. 
Dans le cas de conditions de moment, le critère correspondant est défini comme 
l(l T )'(l T ) Mr (Yr,'1f; ) = 2 T ~g(yt)- '1f; T ~g(yt)- '1f; , 
où g( 0) sont les moments ct' intérêt. Les estimateurs ;;;T et .;rj,T H (el , e2) associés au critère sont 
Les mêmes estimateurs peuvent être obtenus pour le modèle M'Y en remplaçant j par i et e par 
ry. Sous les conditions habituelles de régularité, ces estimateurs convergent uniformément en 
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~ 0 Po lim 'l/Jr = 'lj; = 'lj;(Po ), 
T ---too 
On obtient les mêmes résultats pour le modèle M-y en remplaçant j par i et e par 1- On 
va définir une procédure de test pour l 'hypothèse nulle selon laquelle les deux modèles sont 
également faux 
(2.9) 
contre l 'alternative dans laquelle un des modèles donne une meilleure approximation. Le cali-
brationniste préfère le modèle (Me) si l'alternative suivante est vraie 
(2. 10) 
De le même façon, le calibrationniste préfère le modèle (M-y) lorsque 
(2.11) 
est vraie. 
Notons que les hypothèses sont analogues à Hnatkovska, Marmer et Tang (20 12), Vuong 
(1989), et Rivers et Vuong (2002), mais dans leur cas (sauf pour Hnatkovska, Marmer et Tang 
(201 2) la décision dépend de la matrice de pondération. 
Dans le but de tester l'hypothèse nulle dans (2.9), il est naturel de considérer la contrepar-
tie échantillonnale de la différence d 'ajustement entre les deux modèles en compétition laquelle 
est donnée par la statistique QLR suivante 
(2.12) 
2.6 Comparaison de modèle 
Comme dans Hnatkovska, Marmer et Tang (2012), et Ri vers et Vuong (2002), lorsque 
l'on considère l'estimation et l'évaluation à partir de différents ensembles de paramètres de 
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forme réduite, le comportement asymptotique de la statistique QLRr ne dépend pas du fait que 
les modèles soient imbriqués ou non. 
Proposition 5 Sous He et les hypothèses (Al)-(A4) , on a 
(a) Sous Ho dans (2.9), T 112QLRr (êrH /YrH) ----'td N ( 0, çpt·* ), où çpt ·* est défini en 
appendice. 
(b) Sous He dans (2. 10), T 112QLRr (êrH , 1rH) ----'t oo avec probabilité 1 ; sous l'alterna-
tive H 1 dans (2. 11), T 112QLRr (êrH , 1rH) ----'t -oo avec probabilité 1. 
Preuve. Voir appendice A. 0 
Selon la proposition 5, la statistique T 112QLRr a une distribution asymptotique normale 
sous l'hypothèse nulle. Ce résultat est similaire aux résultats de Hnatkovska, Marmer et Tang 
(2012) et Rivers et Vuong (2002). En effet comme le souligne Hnatkovska, Marmer et Tang 
(2012) la distribution de leur test dépend de la relation entre les modèles, plus précisément de 
si ils sont imbriqués, se chevauchent, ou sont non imbriqués. Dans les deux premiers cas le 
test suit une distribution chi-carrée, alors qu'il suit une distribution normale dans le dernier. 
En revanche lorsqu 'ils considèrent le cas où l'estimation et l'évaluation sont fai tes à partir de 
différents ensembles de forme réduites (Hnatkovska, Marmer et Tang (2012), la distribution de 
la statistique de test ne dépend plus de la relation entre les modèles. Comme ils le soulignent, 
ceci vient du fait que même lorsque les modèles sont imbriqués un plus grand modèle ne donne 
pas forcément un meilleur ajustement, puisque les paramètres structurels ne sont pas calibrés 
pour minimiser la distance entre les vrais paramètres et les paramètres du modèle utilisé pour 
l'évaluation. 
Soit <î>*•* l'estimateur "plu g-in" de <Pt •*. On rejette l'hypothèse nulle en faveur de H e 
lorsque T112 QLRr (ÔrH, 1rH )f<î>t·* > z1- a;2 , où Za est le a -ème quantite de la distribution 
normale standard. Si T 112QLRr (êrH , 1rH) ; <ï>t ·* < - z l -a/ 2• l'hypothèse nulle devrait être 
rejetée en faveur de H 1 . 
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2.7 Application 
Dans cette section on applique le test proposé à deux modèle RBC. Le premier modèle 
est celui de Burnside et Eichenbaum (1996) qui est une évolution du modèle à rétention de main 
d'oeuvre de Burnside, Eichenbaum et Rebelo (1993). En effet, c ' est une version modifiée qui 
permet une utilisation variable du capital, tout en gardant la possibilité de rétention de la main 
d'oeuvre. Le deuxième modèle, est le modèle de Ambler, Guay et Phaneuf (2012) qui est un 
modèle comportant des coûts d'ajustement du travail et des contrats de salaire échelonnés. On 
compare la qualité des deux modèles en se basant sur leur capacités à reproduire la dynamique 
complète du taux de croissance de 1' output ainsi que des heures travaillées tel que représenté 
par un VAR (i.e., ses coefficients) avec 4 retards. Ces coefficients sont représentées par 'lj; dans 
notre application. On obtient un estimateur convergent de 'lj;0 à partir du VAR pour la croissance 
du PIB. Pour les coefficients estimés à partir des modèles , on simule H sentiers à partir des 
modèles, et on estime le même VAR aux séries simulées. 
2.7.1 Modèle de Burnside et Eichenbaum (1996) 
Le modèle est une variante du modèle de travail indivisible de Hansen (1985), qui est 
modifié pour incorporer la rétention de facteur sous la forme d ' un taux d ' utilisation du capital 
variable ainsi que d'un effort de travail variable. Le modèle de l'économie est constitué par un 
grand nombre d'individus vivant indéfiniment. Pour aller travailler, un individu doit faire face à 
un coût fixe de Ç heures . Une fois au travail, l'individu travaille un nombre d'heure fixe f. 
L'output au temps t est produit selon 
(2.13) 
où 0 < a < 1, K t représente le stock de capital au début de la période t , Ut représente le taux 
d'utilisation du capital, Nt le nombre d'individus au travail pendant la période t, Wt le niveau 
d'effort à la période t, et Xt le niveau de technologie à la période t. 
Une utilisation du capital plus intensive est supposée augmenter le taux auquel le capital 
se déprécie. De façon spécifique, il est supposé que le taux de dépréciation du capital au temps 
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t, Ot est 
(2. 14) 
où 0 < J < 1 et cp > 1. Le stock de capital a comme loi de mouvement 
(2. 15) 
où f t dénote J'investissement brut en t. La loi de mouvement pour le niveau de technologie est 
Xt = Xt-1 exp(r + Vt), (2. 16) 
où Vt dénote un processus non corrélé avec une moyenne nulle et un écart type av. La contrainte 
de revenu agrégé est 
(2. 17) 
où Gt est la consommation du gouvernement au temps t. La loi de mouvement de Gt est 
(2. 18) 
où 9t a comme loi de mouvement 
9t = fL(l- p) + P9t - l +Et , (2. 19) 
où IL est un scalaire, IPI < 1, et Et est un processus non corrélé avec une moyenne nulle et un 
écart type af. L'objectif du ménage est donc de maximiser la fonction suivante 
(2.20) 
par choix de Ct, Kt+l· Nt, Ut, et Wt, soumis aux contraintes (2.13), (2.14), et (2.16)-(2.19). 
Pour la rétention de facteur, il est supposé que Nt doit être choisi avant que Xt et 9t ne 
soit choisi . Ceci traduit l'idée que les firmes doivent prendre leurs décisions conditionnellement 
à leur vue sur l'état futur de la demande et de la technologie, et ainsi la firme ne peut ajuster de 
façon instantanée le nombre d'employés suite à un choc affectant leur environnement. 
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Pour résoudre le modèle, on commence par transformer les variables en les divisant par 
le niveau de technologie X t . Ensuite on log-linéarise les conditions d'équilibre autour de l'état 
stationnaire et on résout le système linéaire d ' équations aux différences. On utilise la solution 
obtenue pour simuler H sentiers de chaque série, puis on obtient les fonctions de réponses du 
modèle à partir du SVAR. 
2.7.2 Modèle Ambler, Guay et Phaneuf (2012) 
Le cadre du modèle est un modèle à un secteur avec un travail variable et une accu-
mulation du capital endogène. La firme représentative produit un bien final en utilisant une 
technologie à rendement d'échelle constant et doit payer un certain coût pour faire varier son 
input de travail. Les ménages sont en compétition imparfaite par rapport à la qualité du tra-
vail. Ils achètent deux types de biens de consommation: un bien "cash" et un bien "crédit". La 
monnaie est détenue de par la contrainte de "cash in advance" pour chaque bien . Les ménages 
prêtent leur capital et leur force de travail à la firme représentative. Les salaires nominaux sont 
fixés par un contrat à la Calvo et les prix sont ré-optimisés à chaque période. 
La technologie de la firme représentative est la fonction de production suivante 
(2.21) 
où Yi est l'output final , Kt est le stock de capital final , Nt est le nombre total d'heures travaillées 
et At est le niveau de technologie. La loi de mouvement du stock de capital est 
(2.22) 
où {; est le taux de dépréciation du capital physique. Le log du progrès technologique est supposé 
suivre une marche aléatoire avec dérive, 
ln(At+d = ln(A) + ln(At) + Et+I, (2.23) 
où Et est un choc i.i.d. A chaque période la firme maximise ses profits donnés par 
(2.24) 
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sujet à la contrainte (2.2 1), en prenant le prix et le salaire comme données. Wt est le taux de 
salaire agrégé, Qt est le taux de rémunération réel du capital, Pt est le niveau de prix agrégé et 
Œn est le paramètre d' ajustement du travail. 
Le ménage doté d'aptitude ha comme préférence 
00 
Ef L (3i (w ln(Clt+i) + (1 - w) ln(C2t+i) + cp(1- N(h)t+i)) , (2.25) 
·i=O 
où Ef dénote l'opérateur d'espérance conditionnelle à l ' information disponible jusqu'en t, Clt 
est le bien cash et C2t et le bien de crédit, N(h)t dénote les heures travaillées par le ménage h, 
et le temps total disponible est normalisé à 1. 
Au début de la période t, le ménage h dispose d ' un montant de monnaie égal à Mt + 
(1 +Rt-l)+ B (h)t +Tt, où Mt est le stock de monnaie du ménage au début de la période, le 
deuxième terme est le principal plus les intérêts tirés de la détention de bons du gouvernement, 
B (h)t, et Tt est le transfert forfaitaire reçu par le ménage. Durant la période t, le ménage 
acquiert des bons, lesquels sont gardés jusqu'à la période suivante, B(h )t+l· Ainsi, l' achat de 
bien cash dans la période t doit satisfaire la contrainte de cash-in-advance suivante 
PtCu ::; Mt+ (1 + R t-l )B(h)t +Tt - B(h)t+l · (2.26) 
L'allocation des ménages doit satisfaire la séquence de contrainte budgétaire suivante 
Mt+i+l B(h) t+i+l W(h)t+i 
Cu+i + C2t+i + It+i + p + p ::; p N(h)t+i + Qt+iKt+i 
t+i t+i t+i 
Tt+i Mt+i (1 + Rt+i-dB(h)t+i + - + - - + 0 ::; i ::; oo, (2.27) 
Pt+i Pt+i Pt+i ' 
où It+i est l'investissement brut en t + i et W(h)t+i est le taux de salaire nominal du ménage 
h en t + i . Le ménage h maximise (2.25) sujet au contraintes (2.26) et (2.27), et à la contrainte 
de non négativité. 
L'offre de travail agrégée, Nt, est un composite de toutes les aptitudes de travail 
(2.28) 
73 
La fo nction de demande pour un travailleur ayant l 'aptitude h 
(
X t(h) ) - (l+Bw)/Bw 
N(h)t = --w;- Nt , (2.29) 
où (1 + Bw)/ Bw est l'élasticité de substitution entre des travailleurs d 'aptitudes différentes et le 
taux de salaire agrégé Wt est relié à W(h)t par 
Wt :::::: (fol W (h);l fB,., dh) -Bw (2.30) 
A chaque période, le ménage a une probabilité constante (1 - d) de réoptimiser son salaire 
nominal. La capacité de réoptimiser est indépendante dans le temps et à travers les ménages. Le 
taux de salaire optimal du ménage h au temps t satisfait la condition de première ordre suivante 
Et f (f3d) i (-1 le Wp(h)t Àt+i + V(H) N, t+i ) N (h) t+i = 0, i =O + w t+z 
(2.3 1) 
où Àt+i est l'utilité marginale de la consommation laquelle est identique à travers les ménages 
et où 
-cp 
V (h)N,t+i:::::: (l _ N (h)t+i) 
Une fois le salaire nominal fixé, le ménage h offre une quantité de travail égale à (2.29). 
(2.32) 
L' autorité monétaire transfère la balance de la monnaie aux ménages . Son flu x de contrainte 
budgétaire est 
(2.33) 
où Mt est le stock de monnaie per capita. Le taux de croissance de l' offre de monnaie est donné 
par 
ln(gt) = (1 - Pm)f-lm +Pm ln(gt-d + Vt, (2.34) 
où ln(g1) :::::: ln(Mt/ Mt-d, 0 < Pm < 1, f-lm est le taux de croissance de la monnaie à l 'état 
stationnaire, et v1 est le choc sur processus de croissance de la monnaie. 
Pour résoudre le modèle, on divise les vatiables réelles par le niveau de technologie et les 
variables nominales par le stock de monnaie. On effectue ensuite une log-linéarisation autour de 
1' équilibre stationnaire non stochastique. A partir de la solu tion obtenue on simule H sentiers 
de chaque série, et on obtient les fo nctions de réponses du modèle à partir du SVAR. 
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2.7 .3 Estimations des modèles et comparaisons des résultats 
On va maintenant appliquer la méthodologie de test développée dans les sections pré-
cédentes. Les données utilisées pour l'estimation des modèles proviennent toutes de la Federal 
Reserve Bank of St. Louis pour la période 1959 :Tl-2009 :T3. 
Dans la première étape on utilise une procédure GMM en deux étapes pour estimer les 
paramètres des modèles et vérifier leur convergence. On commence par choisir un ensemble de 
conditions de moment pour identifier les principaux paramètres structurels des modèles, les ré-
sultats sont résumés dans le tableau A.1. Ensuite, comme le nombre de conditions de moments 
est supérieur au nombre de paramètres à estimer on peut effectuer un test sur les restrictions suri-
dentifiées impliquées par le modèle. Pour les deux modèles le test de suridentification confirme 
le fait que les paramètres sont estimés de façon convergente (tableau A.l). Notons que dans 
notre cas, on se restreint au cas où l'on ne fait pas de simulation dans la première étape. On 
obtient un vecteur de paramètres estimés f3k,T (k = j, i) pour chaque modèle. 
A partir des vecteurs de paramètres estimés des modèles on simule 100 sentiers pour les 
séries du taux de croissance du PIB et des heures travaillées . On estime ensuite notre modèle 
VAR bivarié (taux de croissance du PIB et heures travaillées). Ceci nous permet donc d'obtenir 
les deux vecteurs de coefficients estimés '1/Jk,TH (k = j, i). De même on obtient les coefficients 
empiriques en utilisant les données réelles, i.e. le vecteur '1/Jr. 
Pour déterminer si ces résultats sont statistiquement significatifs, on applique notre pro-
cédure en deux étapes décrite dans la section 6. Dans la première étape on estime les paramètres 
des modèles par GMM. Dans la deuxième étape, on rejette l'hypothèse nulle selon laquelle les 
deux modèles sont équivalents en comparant T112QLRr (êrH , 1TH) ~~~·* avec les valeurs 
critiques d'une normale standard. La valeur obtenue pour la statistique de test est 3.79 (valeur-p 
de 0.000148), et donc le modèle Ambler, Guay et Phaneuf (2012) prend mieux en compte la 
dynamique du taux de croissance de l'output ainsi que celle des heures travaillées. Ceci nous 
permet de conclure que les rigidités salariales et les coûts d' ajustement du travail introduits dans 
le modèle sont de bons éléments pour reproduire la dynamique des ces deux séries. 
75 
2.8 Conclusion 
Dans notre article on développe un test pour comparer les modèles d'équilibre général 
stochastique. Notre test est relié de près à celui développé par Hnatkovska, Marmer et Tang 
(2012). Cependant le test développé permet d'étendre leur modèle en relâchant certaines hy-
pothèses. Premièrement nous utilisons la méthode d'inférence indirecte, ce qui nous permet de 
relâcher l' hypothèse forte faite par Hnatkovska, Marmer et Tang (2012) sur la convergence de 
leurs estimateurs. En effet dans notre cas de par la condition d' englobement, la convergence de 
nos estimateurs est assurée. Deuxièmement lors de notre estimation, on peut utiliser des vec-
teurs de paramètres instrumentaux différents pour chacun des modèles , ce qui n'était pas le cas 
pour le test de Hnatkovska, Marmer et Tang (2012). 
Le principal résultat que 1' on obtient est que la distribution asymptotique du test est 
normale, que les modèles soient imbriqués ou non. Pour présenter l' utilisation de notre test, 
nous l' appliquons pour comparer le modèle Burnside et Eichenbaum (1996) et le modèle de 
Ambler, Guay et Phaneuf (2012), afin de comparer leur capacités à reproduire la dynamique des 
cycles réels aux États-Unis. Notre résultat montre que le modèle de Ambler, Guay et Phaneuf 
(2012) prend mieux en compte cette dynamique, de par l'introduction des rigidités salariales et 
les coûts d'ajustement du travail. 
APPENDICE A 
PREUVES 
A.l Preuve proposition 5 
On peut réécrire le premier terme de l' équation (2.12), en effectuant une expansion de 
:;;j,TH(ÔrH) en ·J;j ,TH(B0), comme 
Il ~ - ~ 11 [ ~ - o â;fj ( o ~ o J 1 [ ~ - o a;Jj ( o ~ o J ( 1;2) 'lj;y- 1/Jj ,TH(OrH) E = 'lj;y- 1/Jj,TH(() ) - 7iO' 0) (()TH - 0) E 'lj;y- 1/Jj,TH(() ) - 7iO' 0) (Br H- 0) +Op r-
[ 
~ 0 - 0 - 0 â;Jj 0 ~ 0 0 - ] 1 
= 1/Jy- 'lj; - 1/Jj,TH(() ) + 1/Jj (ll )- fiO/ (B ) (OTH-0 )+ 1/J -1/Jj(IJo) E 
[ ~ 0 - 0 - 0 â;fj ( 0 ~ 0 0 - ] ( 1 /2 ) x 1/Jr- 'lj; - 1/Jj,TJ-I(() ) + 1/Jj (O ) - fiOi () ) (OrH - 1J ) + 'lj; - 1/Jj (Oo) + o11 r-
(A. I ) 
En effectuant une expansion de 8%~T ( YT, ;j;T) en 'ljJ0, on obtient 
de même pour le modèle structurel on obtient 
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On peut donc réécrire (A.l) comme 
~~~r - ~j ,TH (êrH )ll r: = 111/Jo- ~j(IJo)l l r: + 2 ( 1/Jo- ~j(IJo))' ~ [ ~T - 1/Jo- (~i,TH (IJo)- ~j(IJo)) 
-
8~~~~0 ) ( êrH -0°) ] +op (r-112 ) (A.2) 
= 111/Jo - ~i(IJo)l l r: +2 (1/Jo -~i(IJo))l ~ [- ( ~:~; (YT,1/Jo)) - 1 a~r (YT,1/Jo) 
+ ( ::';; (il~ (oo, zg ) , ~i (eo) )) -1 8:.t;r (il~ (eo, zS ), ~i (o0 )) 
- f)~j(IJO) W(H !1 /,ê'j (1J0)!1 (- r1 8Qj,T ( {30) 
[)1)1 ' J f)IJ J J,O [){3j '!!_T' J 
+r-12_ ..{!--. 8Qj,T (y-h(IJO Ô z") f30)) ] +o (r-1/2) J,O H~ 8{3 · - T' ' 2, o, J P 
h = l J 
On peut obtenir une expression similaire à (A.2) pour 11 -v;r- -J;i,TH (;:yrH ) II ~ où -J;j, B et No 
sont remplacés par ~i, 'Y et N'Y' Donc 
QLRr ( êrH, 9TH ) = -111/Jo- ~i(IJo )llr: + 111/Jo- ~;(·'ll l lr:- 2 ( 1/Jo- ~j(IJo) ) 1 ~ [~r -1/Jo- (~i TH(IJo) - ~j(IJo)) 
[)~j ( 6°) (- o) ] ( o - 0 ) 1 [ - o (- o - o ) 
- 6rH -IJ + 2 1/J - 1/J;('Y ) ~ 1/Jr -1/J - 1/J;,rHb ) -1/!;('y ) 
8~; ('Y0) c- 0) ] + (r-1 /2) 
- 'YT H -'Y Op 
= -111/Jo - ~J (6o) llr: + 11 1/Jo- ~;('Yo)llr: - 2 ( 1/Jo - ~o )' ~ [- (~j,TH (6o)- ~i(6o)) - [)~~~~o) (êrH - eo) 
( - o - o ) 8~;b0 ) - o ] ( -1 2) + 1/Ji ,THb ) -1/J;('Y ) + ('YTH- 'Y ) +Op T 1 
= -111/Jo- ~j(IJo)ll r: + 111/Jo- ~;('Yo) l lr: - 2 ( 1/Jo- ~0 )' ~ [ ( ::::~j (il~ (oo, zb'), ~i (0°))) -l 
x aMr (-h (oo z") .ï. . (Oo)) - [)~j(IJO) W(H !1) alJj (1Jo)!1 (-r-i DQj ,T ( f3o) 
a1/Ji Yr , o , '~'J [)IJI , J [)IJ J 1,o D{3i '!!_r · J 
+ r-12_ ~ aQ;,T (y-lt (-vO ;;;, zh) f30) )] + 0 (y-1/2) t,O H ~ 8{3 -T ,, , ,2, () , ' p 
h= l t 
(A.3) 
Notons que pour obtenir la deuxième égal ité on utilise le fait que sous Ho, on a ;p_i (Bo) 
-J;i ho) = -0° · 
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Définissons les vecteurs suivants 
où ( = (f3jJ3D', ( = ('lj;j, 'lj;~) ' , ex~ = ({:)~', ')'~')', &2 = (ë~, 1'~)', ( = ((', (',(') ' . On fait les 
hypothèses suivantes. 
Hypothèse (A4) 
VTâQr (m·,Ç) ~ N ([0], [Ij,o Iji,o]), 
Ô( - T-->oo 0 fij,O fi ,O 
(a) 
rmâê'Jr (-" o _ " ) d N ( [o] [Ij o 0 ] ) V l - YT(a1,a2,z0 ),( ~ , ' , Ô( - T-->oo 0 0 ! ~ 
•• o 
(b) 






Sous les hypothèse (A 1 )-(A4 ), 
est distribuée normalement de façon asymptotique avec une moyenne nulle et une matrice de 
covariance donnée par 
J1~5 Ij ,o J1~J Jj~J Iji,o Ji~o1 
Ji~~ Iij,O Jj~~ Ji~~ Ii, oJi~~ 






_!_J•-1 I * J• -1 
H j ,O j ,O j,O 
0 








-J•-Ic· B•-1 j ,O j ,O i ,O 
0 
_!_B• -I L* B*-1 







On peut donc réécrire le troisième et le quatrième terme (en les prémultipliant par VT) 
de (A.3) comme 
où 
A1 = 2 [ ( 1/;0 - ,P0 ) ' L:* ~~; (11? , B2)W(H , r2j) a~ (B?, B2)Slj] 
A2 = -2 [ (1f>0 - ,po)' E*~~~ ('yr . "i2}W(H,n;') ~ b?.i2)n:J 
A3 = 2 [ (1f>0 - ,P0)' r;·~~; (B~,B2 ) W(H, S1j) a~ (B~ , B2 )nj ] 
A 2 [ ( ,,,o .T.o)' "'* a,Pi ( o - )W(H ,....) ajj; ( o - )"'*] 4 = - 'Y - 'Y "-' a"Y' "il '"/2 '"i a"! "il '"/2 " i 
As = 2 ( 1/Jo - ,po) ' r;• 
A6 = -2 ( 1/Jo - ,po)' L:* 
(A.4) 
Ceci implique que la parti e gauche de (A.3) est distribuée normalement de faço n asymptotique 
avec une moyenne nulle et une matrice de covariance donnée par <!>~ · * ( H) 
<~>t ·*(H) = [A1 A2 A3 A4 As AG] A [A1 A2 A3 A4 As AG]' 
0 
A.2 Preuve exemple empirique 
Première étape: Estimation par GMM des paramètres du modèle. Notons que l'on se restreint 
au cas où l'on ne fait pas de simulation. 
On a le problème suivant 
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qui a pour solution, 
- 1 T 
f3j T = arg min Qj T = - L mj(Yt). 
' /3;EB; ' T t=l -
Pour le modèle on a 
- 1 T 
f3j,r(B) = arg min Qj,r(B) =- I: mj(l!!.(B)). 
/3; EB; T t=l 
On suppose que 
où 
Notons que puisque l'on ne fait pas de simulation dans notre première étape, pour un B donné 
il n'y a pas d' incertitude dans 8~J~(J~). De par la preuve on a 
' "'* J-11 J-l! 0 d ou '*' j,O = j ,O j,O j ,O . n a one 
<I>j,o = I j ,O 
Pour êr. on a 
Ôr = arg)l:}& [i3j,T- ,Bj,r(B)]' Ôj,T [i3j,T- ,Bj,r(B)] 
.fT(ê _go)= { a,Bj,T(()) rl (a,ê'j,r(B) ) '}-l a,8j,r(B)<I>~-l.fT(f3- -,ê'(B)) +o (1) 
r ae 1 •0 ae ae 1 •0 J,r 1 p. 
(()-) _ {a.Bj,r(B),..,._1 (a.Bj,r(B) )'} -
1 
var T - _8_8_ ..- j ,O _8_()_ 
8 1 
Deuxième étape] : Estimation de notre modèle VAR sur les données et les données simulées 
puis construction de la stati stique de test. 
Dans notre cas on estime le VAR(4) suivant 
Yt = 1-L + A1 Yt-l + A2Yt- 2 + A aYt-3 + A4Yt- 4 +ut, 
où 
Yt = (~PI Bt , Ht) 1 , A ; = [aiJ ab], Y = (y1, .. . ,yy) , 
2x 1 2x2 a;1 a;2 2xT 
Zt = [1 Yt Yt - 1 Yt -2 Yt-3 ] 1 , \li = vec( 'if; ), 
9x1 18x 1 
Avec cette notation on peut réécrire le modèle VAR(4) (A.S) comme 
Yt = 'if;Zt + ut 
vec(Yt) = vec('if;Zt) + vec(ut ) 
Yt = (z; 0 I2)vec('if;) +ut 
Yt = (z; 0 ! 2) \li +Ut· 
Dans notre cas la fonction objective est la suivante (on estime par MCO) 
T 
M y= 2: [Yt - (z; 0 h) w]' [Yt - (z; 0h) w] 
t= 1 
y = vec( Y ) . 
2Tx 1 
(AS) 
Dans notre cas ;j;T et .v;j,T H (êr) sont les coeffi cients estimés du VAR, on va construire notre 
statistique de test en se basant sur ces estimés. De la preuve on a 
ll,f;T- .f;j,T(êT)IIE = llvP - ~j(Bolii E + 2 ( w0 - ~1 (e0 ) ) 1 r: [ ( ::~;; (ii~ (eo, z~), ~1 (eo)) ) - 1 
x 8Mj,T (-yh (eo zh ) .ï. . (eo)) - Ô~j(eo) W(<I>* ) 8'tj (Oo)n 
aw1 _I_ ' 
0 
''l'] aw 1 •0 ae 1 
x ( - r1 vraQj,T (y f3o) + J ~-1 vr &Qj,T (y (e) f3o))] + o (r-1/2) 
J,O Ô(3j - T' J J ,O Ô(3j(O) - T ' .1 P 
où 
W(<I>* ) = { ô'tj,T q, ~- 1 ( 8'tj,T ) 1 } - 1 · 
1
•
0 ae 1 ·0 ae 
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On peut obtenir une expression similaire pour ll -$r- ~i,TH(1r ) liE où ~J ete sont remplacés 
par 'lj;i et J. Donc 
QLRr (êr,9r ) = -111/;0 - ~j(0°t:: + 111/;0 - ~;(-l) IIE- 2 ( 1/;0 - ~j(0°)) 1 E [ - (~j,TH(0°)- ~1(0°)) 
Ô~j(0°) (~ 0 ) ] ( o - o )' [ (- o - o) 
- ----aB/ OrH- 0 + 2 1/; - 1/;;(-y ) E - 1/Ji,TH (-y ) - 1/;;(-y ) 
ô~;('Y0 ) (~ o) ] + (r-1/2) 
- 'YT I-1- 'Y 01' 
=-li ,po- ~j(Oo)IIE +li ,po- ~;(-yo)IIE- 2 ( 1/Jo- ~j(Oo) ) ' E [ ( ~::i:; (v~· (oo, z~), ~1 (ou)) ) -1 
x ÔMj,T (:;--yh ( oo zh ) .ï.. (Oo)) _ Ô~j(0°) W(<I>~ )ô{jj (Oo)!1 ( _ rl.;TÔQj,T (y /30) )] Ô1/;j __I__ ' 0 ''~'J ôO' 1•0 ôO 1 1 ·0 Ô/3j - T' 1 
+ 2 ( 1/Jo _ ~;('Yo )) 1 E [ ( ~~";;J: (v~ (oo, z~ ), ~;(-yo) ) rl x Ô;~;T (v~ ( -yo, z~ ) , ;J;(-yo) ) 
_ ô~;('y0 )W(<I>~ )ôli:(-yo)n(-rl.;TôQ;,r(y f3o))] +o (r-1/2) Ô-y' t,O Ô-y ' t,O ô/3; - T' t P 
Sous les hypothèse (A l)-(A4), 
est di stribuée normalement de façon asymptotique avec une moyenne nulle et une matrice de 
covariance donnée par 
Jj~~ Ij,OJj~~ J1~~ Ij;,oJ;~d 0 0 
Ji~cJ l;j , oJj,~ J;~o1 l;,o J;~cJ 0 0 A= 
0 0 ls•-lL * s•-1 0 H j ,O j,O j,O 
0 0 0 ls·-1 L* s·-1 H i,O i,O i,O 
On cherche maintenant la variance de notre statistique de test. Pour cela on réécrit notre 
statistique comme 
Ceci implique que la partie gauche de (A.3) est distribuée normalement de façon asymp-
totique avec une moyenne nulle est une matrice de covariance donnée par tJ?t•* ( H) 
où 
0 
A =2 1/;0 - 1/;0 l;*-1 ( !i 0 0)W (H0*)-1 (!i0 0 ) 0 ~ [( - )' a;f alJ' J 1 89, 1 , 2 , 1 89 1 , 2 1 
A 2 [(.,,o .T.o) ' _. . a;f; ( o - )W (H " *) alJ; ( o - )" *] 2 = - 'l' - 'l' LJ 8-y' "'l , "12 ' "i 8-y "'l , "12 " i 
A3 = 2 ( 1/Jo - ;po)' E* 
A4 = -2 ( 1/;0 - ;f0 )' E* 
Tableau A.l: Résultats de l 'estimation GMM des paramètres 
Paramètres BE Paramètres AGP 
e 2.279 (0.1518) ln(A) 0.0048 (0.0003) 
a 0.681 (0.0313) a 0.4470 (0.0394) 
8 0.0182 (0.0095) 0 0.0301 (0.0069) 
'Y 0.0052 (0.0004) an 17.8 1 (7.413) 
O'v 0.0063 (0.0005) (3 0.9787 (0.0058) 
gj y 0.2006 (0.0041) cP 2.069 (0. 1998) 
J..L 2.446 (0.3660) 'Y 0.1310 (0.0223) 
Tg -0.0013 (0.00022) f..Lm 0.0089 (0.00 13) 
p 0.9683 (0.0148) Pm 0.7587 (0.0257) 
(J'f 0.0133 (0.0018) O'w 0.0163 (0.001 7) 
K1 0.2334 (0.0953) O'v 0.0072 (0.0003) 
Test J (valeur-p) 5.4558 (0.1413) Test J (valeur-p) 16.0269 (0.3 117) 
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CHAPITRE III 
LA GRANDE MODÉRATION : CHANCE OU AMÉLIORATION DE LA 
POLITIQUE MONÉTAIRE 
3.1 Introduction 
Depuis que les textes de Kim et Nelson (1999) et de McConnell et Quiros (2000) ont 
mis en évidence la forte diminution de la volatilité de l'output et l'inflation depuis le milieu 
des années 1980, et surtout depuis que Stock et Watson (2003a) ont nonuné cela la «grande 
modération», cette forte diminution des volatilités a fait l'objet de nombreuses études . En effet 
les volatilités de la production et de l'inflation ont fortement diminué (diminution des volatilités 
l/3 et 1/2 respectivement par rapport à la période 1966-79) depuis 1984. 
Pour expliquer cela, deux grands courants de pensée s'affrontent. D'un côté cela serait 
dû à la baisse des chocs macroéconomiques aléatoires ou «good luck», et d'un autre côté cela 
serait dû à des changements structurels au niveau de l'économie ainsi que des politiques mo-
nétaires suivies et/ou adoptées définies comme «good policy». Afin de valider l'une ou l'autre 
des explications bon nombre d'études utilisent des VAR structurels et elles concluent plutôt en 
faveur de «good luck». Cependant dans notre étude de de la grande modération, nous utilisons 
un modèle standard d'équilibre général dynamique et stochastique (DSGE). 
Dans le but d'analyser l'impact de la politique monétaire sur cette stabilisation écono-
mique, nous utilisons la courbe de Taylor (i.e., frontière d'efficience de la politique monétaire) , 
qui définit la relation d'arbitrage entre la variabilité de 1 'inflation et de la production. La courbe 
de Taylor est constituée d' un ensemble de différentes combinaisons optimales réalisables entre 
85 
la variabilité de l'inflation et celle de la production, ainsi chacune des combinaisons est un 
choix de politique monétaire que la banque centrale peut mettre en place. C'est pourquoi, cette 
courbe est considérée comme un barème pour mesurer l'optimalité de la politique de la banque 
centrale. 
Le but de notre article est d 'analyser les sources de cette stabilité économique durant les 
dernières décennies , nous nous basons sur une version linéarisée du modèle DSGE standard uti-
lisé par Castelnuovo (2006). Pour analyser les différentes forces derrière ce changement, nous 
utilisons la méthodologie développée par Cecchetti , Flores-Lagunes et Krause (2006), qui per-
met de diviser le changement dans la performance macroéconomique en une portion qui est dûe 
au changement dans la variabilité des chocs et la partie qui peut être attribuée au changement 
dans l'efficience de la politique. Pour cela nous construisons trois mesures, une pour la per-
formance macroéconomique, une pour les changements dans l'efficience de la politique et une 
pour les changements dans la variabilité des chocs d ' offre. 
Cependant contrairement aux études utilisant la courbe de Taylor pour analyser les forces 
derrière la grande modération, la nôtre se distingue par le fait que nous utilisons la méthodologie 
bootstrap pour prendre en compte l'incertitude entourant la courbe de Taylor, ainsi que celle 
des points de performance. En effet cela va nous permettre de conclure sur l' amélioration de 
1' efficience de la politique monétaire. 
Notre méthodologie est la suivante. Nous commençons par estimer un modèle DSGE à 
trois équations, les deux premières décrivant le cadre économique, et la troisième décrivant le 
comportement historique de la banque centrale (règle de Taylor) . Ceci nous permet d'estimer 
les paramètres des 2 autres équations afin de calculer une fonction de réaction optimale pour la 
banque centrale. Une fois les valeurs estimées de nos paramètres obtenus, nous définissons un 
problème d' optimisation à la Ramsey avec une fonction de perte quadratique et où la maximi-
sation est sujette aux contraintes données par l'équation IS dynamique et la courbe de Phillips 
néo-keynésienne. Une foi s obtenue la fonction de réaction optimale calculée, pour des diffé-
rentes valeurs du poids relatif sur la volatilité de l'output spécifié dans la fonction de perte de la 
banque centrale, et pour les valeurs estimées des paramètres des processus qui engendrent les 
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chocs exogènes, on construit la courbe de Taylor qui nous donne l' arbitrage entre la variabilité 
de J'infla tion et la variabili té de l'output. En utilisant la méthodologie bootstrap, nous pouvons 
tenir compte de l' incertitude concernant l'emplacement de la courbe de Taylor due, d 'une part 
à l'incerti tude concernant les valeurs des paramètres et d'autre part à l' incerti tude concernant 
la réalisation des chocs. Ceci nous permet ensuite d 'analyser s' il y a eu un déplacement vers 
l'origine de la courbe de Taylor durant la grande modération, qui supporterait la conclusion 
que celle-ci serait due à la «chance», à une meilleure configuration des chocs exogènes et à 
la structure de l' économie. Nous pouvons par la sui te comparer les «points de performance» 
(variabilités réalisées de J' inflation et de l'écart de l' output) avec les courbes de Taylor pour 
les deux sous-périodes (tout en tenant compte de l'incertitude concernant ces points de per-
formance) pour voir si celle-ci s'approche d 'avantage à la courbe de Taylor durant la grande 
modération, ce qui supporterait la conclusion que la grande modération est (en prutie) due à une 
amélioration de la conduite de la politique monétaire. 
Cette méthodologie permet de mettre en évidence plusieurs points. Premièrement l' ar-
bitrage de la banque centrale s 'est fortement amélioré durant la grande modération, ce qui se 
traduit par un déplacement de la courbe de Taylor vers l'origine. Le deuxième point repose 
sur l' utilisation du bootstrap qui nous permet de prendre en compte l' incertitude entourant la 
courbe de Taylor, ainsi que celles des points de performance, ce qui nous permet ainsi de mon-
trer que la politique monétaire est devenu efficiente durant la grande modération. En effet on 
observe que durant la grande modération, le point de performance est sur la courbe de Taylor 
(dans son intervalle de confiance), ce qui nous permet de conclure que la politique monétaire est 
devenue efficiente. Enfin la méthodologie utilisée nous permet de conclure que la performance 
macroéconomique s'est améliorée, et que cette amélioration est due en grande partie (environ 
62%) à l'amélioration de l'efficacité de la politique monétaire. Ces résultats confirment donc 
que la stabilité observée, est due en grande partie à l'amélioration de l'efficacité de la politique 
monétaire, et dans une moindre partie à la réduction des chocs frappant J'économie. 
L'article est organisé comme suit. La deuxième section présente le modèle utilisé. La 
troisième section présente la politique optimale sous engagement, les données, la méthode d'es-
timation, ainsi que la méthodologie pour la construction de la courbe de Taylor. La quatrième 
87 
section présente les principaux résultats de l'estimation, ainsi que des mesures utilisées pour 
évaluer l' efficience de la politique monétaire. Enfin la dernière section conclut. 
3.2 Le modèle 
Le modèle utilisé est un modèle standard d'équilibre général dynamique et stochastique 
fermé comportant des rigidités nominales sur les prix. Ce modèle est composé de trois équations 
qui déterminent l' équilibre du modèle ainsi que le comportement de la banque centrale. 
3.2.1 Le cadre économique 
Dans le but de construire et d'analyser la courbe de Taylor, on utilise une version linéa-
risée du modèle DSGE standard utilisé par (entre autres) Castelnuovo (2006). Ce modèle est 
composé de trois équations, les deux premières portent sur les conditions d' équilibre de 1' éco-
nomie alors que la dernière définit la fonction de réaction de la banque centrale. Le modèle est 
défini comme suit 




où X t et 1ft mesurent respectivement les déviations en pourcentage de le production de l'inflation 
par rapport à leurs cibles 1, Rt est la déviation du taux d'intérêt nominal en pourcentage, c7, E'f, 
cf sont des chocs structurels stochastiques i.i.d. avec une moyenne nulle et ayant respectivement 
des variances 0';,, O';x, O';M, et enfin où 5, 1/J, a , ,.,, p 1f, Px sont des paramètres du modèle . 
Ainsi les deux paramètres principaux de ce modèle sont "" et 'lj; . Le premier porte sur le 
degré d'arbitrage entre les déviations de l' inflation et celles de la production, ou encore sur la 
1. Notons que comme valeur cible de la production, on prend la production tendancielle déterminé au moyen 
d'un filtre HP, comme dans Taylor (1999); Cecchetti , Flores-Lagunes et Krause (2006) . De plus, on obtient des 
résultats simi laires lorsque l' on remplace la production tendancielle par la production potentielle du <<Congressional 
Budget Office» comme dans Castelnuovo (2006). 
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transmission des effets de la politique monétaire pour stabiliser l'économie. C'est-à-dire qu'une 
valeur positive de"' implique une réduction immédiate de l'inflation suite à un choc de politique 
monétaire. En revanche dans le cas où cette valeur est faible, les effets du choc vont s'accroître 
et donc cela va impliquer un meilleur arbitrage pour la banque centrale. Le deuxième paramètre 
quant à lui porte sur la transmission de la politique monétaire dans 1 'économie. Ainsi, une valeur 
faible du paramètre 'lj; implique que 1' écart de production est moins sensible aux taux d'intérêt 
et réduit par conséquent ces effets . 
Afin de permettre une description plus intuitive des équations, il est utile de définir nos 
paramètres en fonction des paramètres utilisés par Castelnuovo (2006) dans son modèle. Ainsi, 
nous avons les relations suivantes 
t5 = _1_ 
1 + b' 
1-b 
'lj; = 0"(1 + b)' 
(3 
a=---
1 + w(3 · 
L'équation (3.1) représente la courbe IS log linéarisée qui définit la demande agrégée. 
Elle provient du problème intertemporel des ménages dans lequel la consommation et la dé-
tention de bons sont les variables de contrôle. Elle définit la façon dont la production courante 
est influencée par ses valeurs passées ou futures anticipées ainsi que par l'effet contemporain 
du taux d' intérêt réel. Ainsi l'écart de production contemporain est influencé de façon positive 
par la variation de l'écart de production passée ou future anticipée, et de façon négative par la 
variation du taux d'intérêt. Le paramètre b représente l'importance des habitudes externes de 
consommation (i.e., leurs persistances 2) dans la fonction d'utilité des ménages, et le paramètre 
O" représente 1' inverse de l'élasticité de substitution de la consommation des ménages à travers 
les périodes. Ceci implique que lorsque la valeur de b ou O" est faible alors les ménages sont 
moins poussés à lisser leur consommation, ce qui en retour rend l'écart de production plus sen-
sible aux réactions des chocs de politique monétaires. Le paramètre (3 définit le taux d'escompte 
stochastique des ménages, Enfin le choc Ef peut être interprété comme un choc de demande, ou 
un choc de préférence des ménages. 
2. Le paramètre b ~ O. Ainsi une valeur élevée implique que les ménages ont des habitudes de consomma-
tions importantes et donc que la consommation (production) est persistante. 
r------------------------ - -
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L'équation (3 .2) représente la courbe de Phillips néo-keynésienne (NKPC) qui définit 
l'offre agrégée. Elle provient de l'équation d'Euler qui maximise les profits de la firme re-
présentative en compétition monopolistique. Les firmes sont supposées fixer leur prix par un 
mécanisme de Calvo, c'est-à-dire qu ' il y a une probabilité B pour que les firmes ne puissent 
pas ré-optimiser leurs prix à chaque période, et parmi celles qui ne peuvent pas ré-optimiser, 
il y a une proportion w qui ajuste automatiquement ses prix courants par rapport au niveau de 
l'inflation passée telle que, Pj,t = 1ft-1Pj,t - l, j représentant l'indice de la firme. Le paramètre 
mesurant le sensibilité de l'inflation due aux fluctuations de la production est r;, , et il dépend 
des paramètres structurels du modèle, i.e. r;, = ( <7 +7Ji l~~J;~ -O.B), où 17 est l'élasticité du travail 
des ménages. Notons que r;, est inversement lié à B, et donc lorsque les prix sont très rigides (B 
élevé), l'inflation est moins sensible aux déviations de la production. L'équation (3.2) implique 
donc que le niveau courant de l'inflation dépend de façon positive de l'inflation passée et future 
anticipée, ainsi que de l'écart de production courant. Comme cela est souligné dans la littéra-
ture 3 , cette spécification de la NKPC représente un élément fondamental pour la dynamique de 
l'inflation dans les modèles néo-keynésiens, puisqu'elle permet de prendre en compte laper-
sistance de l'inflation dans ces modèles. Enfin le choc Et peut être interprété comme un choc 
d'offre agrégée ou un choc par les coûts. 
L'équation (3.3) quant à elle représente la fonction de réaction de la banque centrale. 
C'est-à-dire qu'elle détermine la façon dont la banque centrale va modifier son taux d ' intérêt 
nominal suite à des déviations de l'inflation et de la production. Cette dernière contrainte est 
essentielle pour notre analyse puisqu'elle garantit l' existence d' une solution unique en évitant 
toute indétermination. En effet, comme le souligne Castelnuovo (2006), sous indétermination, 
la courbe d'efficience n'a pas la forme monotone convexe décrite par Taylor (1994). 
Il est important de souligner que bien que la règle monétaire que 1' on utilise soit simple, 
elle représente une bonne approximation de la politique monétaire aussi bien dans le cas d'in-
formation parfaite que dans le cas d' incertitude. En effet, comme le soulignent Srour (2003); 
Côté et al. (2002), ce genre de règles simples, se comportent mieux et sont plus performantes 
3. Voir Schortbeide (2008); Kurmann (2005) 
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que les règles monétaires plus complexes. 
3.2.2 Fonction de perte 
Dans le but d 'analyser le comportement de la banque centrale nous supposons qu'elle 
définit sa politique monétaire optimale en minimisant à chaque période t une somme pondérée 
escomptée des déviations de l'output et de 1' inflation de leurs cibles 
00 




où (3 est le taux d 'escompte, 0 < (3 ~ 1, Xt et 7rt mesurent respectivement les déviations en 
pourcentage de l'output et de l ' inflation par rapport à leur cible. Quant à À, il définit le poids 
relatif placé par la banque centrale sur les déviations de l' écart de production par rapport à 
celles de l'inflation. Plus la valeur de À est faible, plus la banque centrale considère importante 
les déviations de l'inflation, le cas où À = 0 correspondant au cas de ciblage strict de l'inflation 
selon Rudebusch et Svensson (1999). 
Notre fonction de perte (3.5) est celle utilisée par Srour (2003), et est similaire à celle 
défini e par Gertler, Galf et Clarida (1999); Woodford (2002). 
3.3 Politique optimale sous engagement 
La politique monétaire optimale est obtenue sous l'hypothèse de crédibilité parfaite et en 
utilisant l'algorithme développé par Dennis (2004a, 2007). Nous commençons par la politique 
optimale puis 1' impact des chocs (une dérivation détaillée est donnée dans 1' appendice A). 
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3.3.1 Équilibre du modèle 
Le problème de minimisation auquel la banque centrale fait face est décrit par l'équation 
(3.4) sujet aux contraintes (3. 1 )-(3 .2) 4 . On peut réécrire ce problème sous forme matricielle 
comme 
00 




où X t = [x~ 1r~ J 1 est le vecteur des variables endogènes, R t est la variable de contrôle, i.e. 
l'instrument de la politique monétaire de la banque centrale. Et = [ Ef' Ef' J' est le vecteur 
contenant les chocs structurels du modèle. Q est la matrice de poids relatifs accordée aux dévia-
tions de l'inflation et à celles de la production, Ao, A1 , A 2, et A 3 sont des matrices contenant 
les paramètres structurels des contraintes. On peut donc écrire le Lagrangien comme 
00 
L = Eo L f3t {X~QXt + 2J-Lt(AoXt - A1Xt-1 - A 2EtX t+1 - A 3Rt- Et)} , (3 .8) 
t=O 
où 1-Lt est le vecteur des multiplicateurs de Lagrange associé respectivement aux contraintes de 
la nouvelle courbe IS , et de la courbe NKPC. 
Sous l ' hypothèse de crédibilité parfaite de la banque centrale, Dennis (2007) montre que 
la solution du problème d'optimisation peut être définie par le système suivant (plus de détail 
est donné dans l' appendice A, et plus spécialement dans l' équation (A. 12)) 
(3.9) 
dont la forme réduite s'écrit 
(3.10) 
4. li est important de souligner que pour estimer les paramètres des équations (3.1 )-(3.2), nous utilisons la 
règle de rétroaction (3.3) car elle décrit bien le comportement de la banque centrale et parce qu'elle peut être presque 
optimale (Dennis, 2007). 
92 
où le vecteur Zt = [1-Lt Xt Rt J et N est la matrice de transition dont les racines doivent être 
stables. 5 
3.3.2 Politique monétaire optimale et impact des chocs 
Comme règle de politique monétaire optimale nous allons prendre la règle définie par 
Dennis (2004a) sous le nom de règle de Taylor retardée avec chocs, elle est définie par 
(3 .11) 
Selon Dennis (2007) cette règle monétaire est la "plus optimale" par rapport aux règles opéra-
tionnelles utilisées par les banques centrales. Cette optimalité se fonde sur trois points. Premiè-
rement, cette règle se base sur de l'information disponible (Xt_ 1) lors de la prise de décision de 
la banque centrale. Deuxièmement, elle dépend des multiplicateurs de Lagrange, J.Lt, qui repré-
sentent les coûts de la banque centrale associés au respect de son engagement. Troisièmement, 
comme la règle est stochastique, elle permet de prendre en compte 1' effet des chocs structurels 
courants, Et . Enfin, cette règle implique des pertes de bien être social plus petites. 
Par ailleurs, les fonctions de réponse des variables endogènes suite aux chocs structurels 
peuvent être facilement obtenues à partir de la forme réduite (3 .1 0). En effet les fonctions de 
réponse de Zt suite à des chocs Et sont définies par 
(3.12) 
où h est l' horizon de temps considéré. 
3.3.3 Échantillons et données utilisés 
Dans le but de mieux comprendre la grande modération, nous étudions la politique moné-
taire aux États-Unis durant les périodes 1966Tl-1979T3 et 1982T4-2007T2. Cette subdivision 
est assez classique dans la littérature sur l'étude des changements de régimes observés dans les 
5. Il s' agit de la condition de Blanchard et Kahn (1980) pour l' existence d' une solution unique. 
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politiques monétaires. On peut citer plus particulièrement les papiers de Clarida, Galf et Gertler 
(2000); Castelnuovo (2006); Stock et Watson (2003b). 
Ce choix de période représente les périodes avant et après 1' arrivée de Volcker à la tête 
de la banque centrale américaine. Le choix du début de la deuxième période est principalement 
fondé sur l'article de Stock et Watson (2003b) qui soutiennent que l'année 1984 est la date du 
début de la période de grande modération dans les économies les plus développées. 6 
Dans notre étude nous utilisons des données trimestrielles qui ont étés téléchargées à par-
tir de la Réserve fédérale de Saint-Louis. Il s'agit du taux d'inflation trimestrielle annualisé qui 
est obtenu à partir du déflateur du PIB, du PIB réel pour la production, et du taux de financement 
fédéral effectif. Dans le but d'assurer la stationnarité des séries , les variables sont exprimées en 
pourcentage de déviations par rapport à leurs niveaux de long terme. Pour cela, nous avons ef-
fectué une transformation logarithmique pour la production et les prix et la différence pour le 
taux d ' intérêt. Plus de détails sur les transformations sont données dans l'appendice B. 
Il est important de souligner qu'il existe une certaine incertitude sur la valeur à retenir 
quant aux choix de la cible d ' inflation. En effet, dans la littérature, on trouve soit une cible 
constante soit variable. Dans notre étude nous avons retenu comme cible le taux d'inflation de 
long terme (i.e., la moyenne). 
3.3.4 Procédure d'estimation et de construction de la courbe de Taylor 
Cette procédure est composée de deux étapes. Lors de la première étape nous commen-
çons par estimer les paramètres du modèle à l'aide de l'approche Bayesienne puis nous simu-
lons les variabilités observées et optimales de l'inflation et de la production (voir Adjemian 
et al. , 2013, pour plus de précisions). Pour les simulations nous avons recours à la méthode des 
perturbations décrite dans Juillard et Ocaktan (2007). 
Procédure d'estimation et simulations 
6. Canada, France, Italie, Japon, Allemagne, Royaume-Uni et les États-Unis. 
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Pour cette étape nous avons utilisé le logiciel Dynare (Adjemian et al., 20 13). Ce logiciel 
est un outil très puissant développé par Michel Julliard et son équipe. Dynare est une "toolbox" 
pour Matlab qui permet d'écrire les conditions d'équilibre d'un modèle DSGE de façon concise 
et intuitive et de trouver la solution du modèle à l'aide de la méthode des perturbations. Cette 
étape est constituée de trois parties. 
1. Estimation des paramètres structurels du modèle, 
2. calcul par simulation des variabilités réalisées de 1' inflation et de la production, 
3. estimation de la règle la plus optimale de la politique monétaire et calcul par simulation 
des variabilités optimales. 
Estimation des paramètres structurels 
Le modèle estimé est défini par le système d 'équations linéaires (3.1)-(3.3), et il com-
porte neuf paramètres à estimer. Le vecteur de paramètre à estimer est le suivant 8 = 
{5,a ,"lj;, p1T,px, CT€x, CT("• CTER}, tandis que le taux d 'escompte est fixé à f3 = 0.99. Cette es-
timation sera faite par l'approche Bayesienne, que nous allons brièvement décrire en se basant 
sur le guide de l'utilisateur de Dynare Adjemian et al. (2013). 
A son niveau le plus simple, l'estimation Bayesienne est un pont entre la calibration et le 
maximum de vraisemblance. La calibration du modèle est représentée par la spécification des 
a priori . Quant au maximum de vraisemblance il est représenté par le processus d 'estimation 
qui confronte le modèle aux données. Ainsi, les a priori peuvent être vus comme un poids sur 
la fonction de vraisemblance dans le but de mettre plus d'importance sur certaines surfaces du 
sous-ensemble des paramètres. 
Premièrement, les a priori sont définis par une fonction de densité de la forme 
où A dénote le modèle d'intérêt, 8 A représente les paramètres du modèle A, p(-) la fonction 
de densité de probabilité. 
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Deuxièmement la fonction de vraisemblance décrit la densité des données observées, 
étant donné le modèle et les paramètres : 
où Y T sont les observations jusqu'à la période T, et la vraisemblance est définie comme 
T 
v (Yt l8 A, A) =v (Yole A, A ) II v (Yt iYt-1 . e A , A). 
t= l 
On a donc d' un côté la densité a priori p(8 ) et de l'autre, la vraisemblance p(Y ri e). Ce que 
1' on cherche est la densité a posteriori p( 8 IY T). En utilisant le théorème de Bayes deux fois 
on obtient la densité des paramètres sachant les données. On a généralement 
(elY ) = p(8;Y r) p T p(Y r ) . 
On sait aussi que 
p(8 ·Y r) 
p(Y rl 8 ) = p(~ ) <=> p(8 ; Y T) = p(Y rl 8 ) x p(8 ). 
En utilisant ces identités, on peut combiner la densité a priori et la fonction de vraisemblance 
pour obtenir la densité a posteriori 
(e IY A)= p(Yr i8A,A)p(8A IA ) P A y , p(YriA) ' 
où p(Y riA ) est la densité marginale des données conditionnelles au modèle 
p(YriA ) = { p(8A ;Yr iA )d8A. Je A 
Finalement, le noyau a posteriori correspond au numérateur de la densité a posteriori 
C' est l'équation fondamentale qui nous permettra de reconstruire tous les moments d' intérêt a 
posteriori . La difficulté sera d'estimer la fonction de vraisemblance à partir du filtre de Kalman 
et ensuite de simuler le noyau a posteriori en utilisant une méthode de Monte-Carlo tel que 
l'algorithme de Metropolis-Hasting. 
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L'idée générale de l'algorithme de Metropolis-Hasting est de simuler la di stribution à 
posteriori. C'est un «algorithme d'échantillonage par rejet» utilisé pour générer une séquence 
d'échantillons (i.e., «la chaîne de Markov») à partir de la distribution qui est inconnue au début. 
Rappelons que tout ce que 1' on connaît est le mode à posteriori ; mais on s'intéresse plutôt 
à la moyenne et la variance des estimateurs de 8 . Pour faire cela, l' algorithme est construit 
sur le fait que sous des conditions générales la distribution des paramètres structurels sera 
asymptotiquement normale. Plus précisément, l'algorithme de Metropolis-Hasting implémente 
les étapes suivantes : 
1. Choisir un point de départ 8 °' qui est habituellement le mode a posteriori , et effectuer 
une boucle sur les étapes 2, 3, et 4. 
2. Tirer un 8 * proposé à partir de la distribution 
où Em est l'inverse du Hessien calculé au mode a posteriori . 
3. Calculer le ratio d'acceptation 
4. Finalement on accepte ou on rejette le 8 * proposé selon la règle suivante, et on met 
à jour la di stribution si nécessaire 
{ 
e · 8 t -
e t-1 
avec une probabilité min(r, 1) 
sinon. 
Dans l'étape 2, on choisit un paramètre candidat, 8 * à partir de la distribution normale, 
dont la moyenne a été fixée à 9t- 1. Dans l'étape 3, on calcule la valeur du noyau a posteriori 
pour le paramètre candidat, et on la compare à la valeur du noyau de la moyenne de la distri-
bution où l' on tire. Dans l'étape 4, on décide si l'on garde ou pas le paramètre candidat. Si le 
ratio d'acceptation est plus grand que un, alors on garde définitivement le candidat. Sinon, on 
reprend le candidat de la période précédente. Ensuite, on fait deux choses. On met à jour la 
moyenne de la distribution de notre tirage, et on note la valeur du paramètre que l'on retient. 
Après avoir répété ces étapes assez souvent, dans l' étape finale, on construit un histogramme 
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des valeurs retenues. Bien sûr, le point est que chaque intervalle ("bucket") de l'histogramme 
doit tendre vers zéro. Cet "histogramme lissé" sera éventuellement la distribution a posteriori 
après un nombre d' itération suffisante des étapes au dessus. 
Calcul des variabilités observées de l'inflation et de l'écart de production 
On obtient les variabilités observées de l'inflation ainsi que celles de 1' écart de produc-
tion à partir de la méthode des simulations stochastiques avec perturbations. Pour chacune des 
périodes nous simulons 20,000 fois le modèle macroéconomique défini par (3.1)-(3.3), calibré 
avec le vecteur de paramètres estimé à l'étape précédente, êi, et ce pour chacune des périodes. 
Nous obtenons ainsi une paire de variances réalisées non-conditionnelles (Œ;, Œ;) par période. 
Ces paires seront utilisées pour déterminer le point de performance de la politique monétaire 
pour chacune des périodes. 
Calcul des variabilités optimales et de la règle optimale de la politique monétaire 
Pour le calcul de la règle la plus optimale de la politique monétaire ainsi que des 
variabilités optimales de l' inflation et de la production, nous commençons par résoudre le 
problème de minimisation de la banque centrale (3.6) sujet à la contrainte (3 .7). Une fois que 
l'on obtient Rt, on estime les paramètres de notre règle de Taylor définie par (3.11 ). Une fois 
ces paramètres obtenus on procède comme dans l'étape précédente, i.e. on simule 20,000 fois 
le modèle défini par les équations (3 .1)-(3.2) et (3.11) (toujours avec le vecteur de paramètre 
estimé durant la première étape). On répète ces étapes pour chacun des niveaux de préférence 
de la banque centrale, À E [0.05 : 0.95] (notons que le pas d ' incrémentation de À est de 0.05). 
Ainsi pour chacune des valeurs de À on obtient une règle monétaire optimale et un couple 
de volatilités optimales non-conditionnelles ( Œ;*, Œ;*) de l ' inflation et de la production. On 
stocke les différents couples obtenus pour chacune des pétiodes. Ceci nous permet de construire 
la courbe de Taylor, et de déterminer à partir de notre fonction de perte (3.4), le niveau de perte 
associée à chacune des règles optimales de la politique monétaire. 
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Estimation par bootstrap 
Afin d'obtenir un intervalle de confiance pour les couples de variances réalisées non 
conditionnelles (a~ , a;), pour les couples de volatilités optimales (a~*, a;*), ainsi que pour la 
courbe de Taylor, nous effectuons une estimation par bootstrap. Plus précisément, nous construi-
sons 1,000 échantillons par bootstrap, et pour chacun de ces échantillons nous effectuons les 
trois étapes décrites précédemment. Ceci nous permet d'obtenir des intervalles de confiance 
pour chacun de nos estimés. Ces intervalles vont nous permettre de prendre en compte l'incer-
titude autour de nos points de performance ainsi que celle autour de la courbe de Taylor. 
3.3.5 Construction de la courbe de Taylor et analyse des sources des changements 
de performance 
Cette section se base principalement sur 1' article de Cecchetti , Flores-Lagunes et Kra use 
(2006). Nous commençons par construire la courbe de Taylor (i.e., la frontière d'effi cience) pour 
chacune des périodes, en minimisant notre fonction de perte définie par (3.5). Plus précisément, 
nous calculons la fonction de réaction de la banque centrale qui minimise les pertes, sujet aux 
contraintes de l 'économie (3.1)-(3.2). Pour une fonction de perte donnée, et pour une certaine 
pondération (À) sur les variabilités de l 'inflation et de l'output, on peut calculer un point de 
la frontière d'efficience. Ensuite en prenant différentes valeurs pour le poids, on construit la 
frontière d'efficience. Le calcul de ces points, ainsi que de la courbe de Taylor est décrit dans la 
section précédente. 
Comme le soulignent Cecchetti, Flores-Lagunes et Krause (2006) Je but de cette analyse 
est d'évaluer la part des changements dans la performance macroéconomique qui provient des 
changements dans la variabilité des chocs par rapport à celle qui provient des changements dans 
l'efficience de la politique monétaire. Cecchetti, Flores-Lagunes et Krause (2006) définissent 
pour cela trois types de mesures : une mesure de la performance macroéconomique, une mesure 
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de la variabilité des chocs d 'offre et une mesure d 'efficience de la politique monétaire. 
La première mesure est Pi, elle évalue la performance macroéconomique réalisée à cha-
cune des périodes. Elle permet de mesurer les mouvements réalisés en dehors de la frontière 
d'efficience. C'est une moyenne pondérée des variabilités réalisées de l'inflation et de la pro-
duction, elle est définie comme suit 
(3 .13) 
Le changement dans la performance macroéconomique est simplement le changement dans P 
d' une période à l'autre, c 'est-à-dire 
(3.14) 
Si 6.P est positif cela indique un gain de performance. Il est important de noter que la valeur 
de P dépend du choix de À (ainsi que nos autres mesures), c'est pour cela que nous analysons 
la sensibilité de cette (ainsi que des autres) mesure par rapport au choix de À dans la section 
suivante. 
La deuxième mesure porte sur la variabilité des chocs d 'offre et mesure le niveau des 
chocs d 'offre auquel l'économie a été confrontée. Elle permet d 'évaluer les mouvements de la 
frontière d'efficience puisque c'est le seul choc ayant un impact sur l'arbitrage entre l'infla-
tion et la production auquel fait face la banque centrale. Cette mesure de variabilité des chocs 
d'offre (Si ), est identifiée en mesurant les changements dans la somme pondérée des volatilités 
optimales de 1' écart de production et de 1' inflation. 
si= Àvar(xi )* + (1- À)var(rri)*, i = 1, 2, (3 .15) 
où var (rr;)* et var(yi)* représentent les variabilités de l' écart de l'inflation et de la production, 
pour chacune des périodes. La mesure utili sée pour mesurer le changement dans la variabilité 
des chocs d 'offre est la suivante 
(3.1 6) 
Notons que 6.Si est défini de façon inverse par rapport à celle de 6.Pi . Ainsi, une valeur 
négative de 6.Si implique une diminution des chocs d 'offres ayant frappé l'économie. 
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Enfin pour déterminer 1' efficience de la politique monétaire, nous utilisons la distance 
entre la performance actuelle observée et la performance optimale sur la courbe d 'efficience. 
Ainsi, l'inefficience de la politique monétaire (Ei) durant la période i est donnée par 
(3 .17) 
De par les définitions de g et Si on a 
(3 .18) 
Une valeur plus petite de Ei indique que la performance actuelle observée se rapproche du 
niveau optimal. La variation de l'efficience de la politique monétaire est mesurée par D..Ei = 
E i-l - Ei. Ainsi une valeur positive de D..Ei implique une augmentation dans l'efficience de la 
politique monétaire. Alors que lorsque 6.Ei < 0, cela suggère que la politique monétaire s'est 
détériorée lorsque l'économie s'est éloignée dela frontière d ' efficience. 
Finalement, on peut utiliser le rapport des deux composantes du changement de perfor-
mance pour calculer la proportion qui peut être dûe à l'amélioration de la politique monétaire. 
La mesure utilisée est donnée par le ratio suivant : 
(3.19) 
Une valeur positive de Q implique une amélioration de l'efficience de la politique monétaire, 
alors qu ' une valeur négative de Q implique que la politique est devenue moins efficiente. Par 
ailleurs, si au même moment on observe que la politique monétaire est devenue efficiente et que 
la variabilité des chocs d 'offre s'est réduite, alors Q sera entre 0 et l et peut donc s' interpréter 
comme la contribution relative d ' une politique monétaire plus efficiente pour la réalisation de 
gain de performance macroéconomique. 
Pour la calibration des paramètres, nous nous sommes principalement basés sur les va-
leurs prises par Castelnuovo (2006), ainsi que celles généralement utilisées dans la littérature 
suivante Rabanal (2007); Dennis (2004b); Fuhrer et Rudebusch (2004); Gaf, Gertler et Lopez-
Salido (2001). Pour ce qui est de la distribution a priori des paramètres, nous nous basons 
principalement sur l' étude de Smets et Wouters (2003). 
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3.4 Principaux résultats et analyses 
3.4.1 Paramètres estimés du modèle 
L'estimation des paramètres est faite suivant la méthode Bayesienne. Le tableau 3.1 pré-
sente les résultats des estimations des paramètres ainsi que leurs intervalles de confiance. 
Les valeurs estimées des paramètres sont conformes à celles obtenues dans la littérature 
(voir Schorfheide, 2008, pour un résumé des estimés de la courbe NKPC). Cependant, on 
remarque qu'il y a des variations importantes d'une période à l'autre. Ces variations suggèrent 
un changement de comportement des agents économiques, de la politique monétaire suivie 
ainsi que des chocs aléatoires enregistrés. Nous allons maintenant analyser les variations de ces 
paramètres en détail. 
On va commencer par analyser plus en détailles paramètres qui concernent 1' équilibre de 
l'économie, c'est-à-dire les paramètres structurels de la nouvelle courbe IS (8 , 'lj;) et ceux de la 
courbe de Phillips néo-keynésienne (NKPC) (a:, "'). On voit que les paramètres varient beaucoup 
à travers les périodes. En effet le paramètre 8 augmente en période calme (de facteur 1.25), et 
pour 'lj; , on observe le comportement inverse (de facteur 0.20). On observe un comportement 
similaire pour les paramètres a: , et "-· En effet a: augmente durant la deuxième période d'un 
facteur 1.22, alors que "' présente un comportement inverse, puisqu'il diminue fortement en 
deuxième période (de facteur 0.49) . 
Si on analyse de plus près l'équation de la nouvelle courbe IS qui détermine la demande 
agrégée, on remarque que le coefficient estimé de la production future anticipée 8 augmente en 
deuxième période. En effet, il est passé de 0.392 à 0.493. Cette dynamique suggère que dans un 
environnement macroéconomique relativement stable (i.e. , 1982T4-2007T2), la production ac-
tuelle dépend autant de son niveau passé que de son niveau futur anticipé. En revanche dans un 
environnement beaucoup plus volatile (i.e. , 1966Tl-1979T3), la production actuelle est beau-
coup plus influencée par son niveau retardé. Cette persistance de la production vient du fait que 
les ménages ont plus tendance à lisser leur consommation durant les périodes très volatiles, ce 
qui est beaucoup moins le cas lors de périodes plus calmes. 
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Tableau 3.1: Valeurs estimées des paramètres du modèle 
périodes 
paramètre 1966T 1-1979T3 1982T4-2007T2 
8 0.392 [0.356 ;0.420] 0.493 [0.471 ;0.512] 
a 0.421 [0.399 ;0.445] 0.513 [0.480 ;0.542] 
1/J 0.091 [0.064 ;0. 120] 0.018 [0.013 ;0.023] 
r;, 0.041 [0.034 ;0.049] 0.020 [0.015 ;0.027] 
P-rr 1.115 [1.048 ;1.190] 1.823 [ 1.709 ; 1.932] 
P x 0.423 [0.345 ;0.504] 0.241 [0.200 ;0.279] 
O'<x 0.635 [0.543 ;0.73 1] 0.293 [0.249 ;0.335] 
(J'< Tr 0.821 [0.658 ;0.992] 0.462 [0.400 ;0.523] 
O'<R 1.638 [1.378; 1.909] 2.647 [2.423 ;2.846] 
Pour le paramètre 'ljJ qui capte la sensibilité de la production courante aux variations du 
taux d'intérêt réel, les valeurs estimées pour deux périodes (0.091 et 0.018) sont significati-
vement différentes de zéro. Cette diminution très importante durant la deuxième période (de 
facteur 5) souligne le fait que l' écarc de production est devenu moins sensible aux variations 
du taux d'intérêt, ce qui a pour effet de réduire l' impact des effets réels des chocs monétaires 
sur la demande globale. Ceci peut être expliqué par deux phénomènes, d'un côté les ménages 
ont pu avoir plus tendance à lisser leur consommation (impact du paramètre b sur '1/J, le degré 
de persistance des habitudes de consommation) en accordant un poids élevé à leurs habitudes 
externes de consommation, et de l'autre à diminuer leur élasticité de substitution (impact du 
paramètre o- qui est l'inverse de l'élasticité substitution des ménages). 
Pour ce qui est de la courbe de Phillips néo-keynésienne (NKPC), la valeur estimée du 
paramètre a est relativement stable durant les deux périodes (0.421 et 0.513). Notons que durant 
les deux périodes il n'est jamais statistiquement différent de 0.48. Ce résultat nous indique que 
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1' inflation courante est aussi sensible à son inflation passée qu'à son inflation future anticipée. 
Avec des attentes d'inflation future presque nulles, les firmes sont de moins en moins incitées à 
réviser leur prix, ce qui a pour effet de rendre les prix rigides et de réduire de façon significative 
l'inflation. Comme le souligne Ragan (2007) , cet ancrage des attentes d' inflation est un élément 
fondamental pour le succès de la politique monétaire. Cette réduction du coefficient de l'infla-
tion retardée (1 - a ), confirme la baisse de la persistance de l'inflation, cependant cette baisse 
est beaucoup plus faible que celle observée pour les pays sous le régime de ciblage d ' inflation 
(Benati et Surico, 2008). 
En ce qui concerne l'élasticité de l'inflation par rapport à l'écart de production, "' 
(0.041, et 0.02) , elle est significativement positive pour les deux périodes et comprise à 95% 
de confiance entre 0.015 et 0.05, ce qui est cohérent avec la littérature (Galf et Gertler, 1999; 
Schorfheide, 2008). Ces valeurs positives de "' impliquent une baisse immédiate de l'inflation 
à la suite d ' un choc de politique monétaire. On constate que la baisse de"' entre les deux pre-
mières périodes est d 'environ 2 fois. Cette diminution significative a pour conséquence une 
augmentation de la stabilité des prix ainsi que la diminution des pressions inflationnistes de par 
le fait que l' inflation devient de moins en moins sensible aux déviations de la production. Ceci 
contribue d ' une part à l'amélioration de l'arbitrage auquel la banque centrale est confrontée, 
mais d'autre part, implique une augmentation des effets réels des chocs de politique monétaire 
par un ajustement moins rapide de la production à son niveau potentiel. 
Il est important de noter que la valeur très faible de "' dans la deuxième période implique 
que l' inflation est beaucoup moins sensible aux fluctuations de la production, ce qui a pour 
conséquence une stabilité accrue des prix de par le non-ajustement fréquent des prix par les 
firmes. Ceci offre un arbitrage favorable à la banque centrale, puisque une forte déviation de 
la production n'a qu ' un impact très faible sur Je niveau d'inflation. Ainsi cette amélioration de 
l'arbitrage avec en plus une persistance de l'inflation peu élevée ainsi qu'un engagement plus 
fort de la banque centrale à lutter contre l' inflation ont eu pour effet d ' améliorer les efforts de 
la politique monétaire suivie en augmentant ses effets avec comme résultat une forte réduction 
de l'inflation à partir des années 80 et la stabilisation macroéconomique. 
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En ce qui concerne les paramètres reliés à la politique monétaire, soit les paramètres Prr 
et Px définissant les degrés de réaction du taux d'intérêt nominal aux déviations de 1' inflation 
et à celles de la production. Les coefficients estimés sont significatifs et conformes au principe 
de Taylor tel que P1r > 1 et Px > O. Ces valeurs confirment que la banque centrale (FED) a 
suivi une politique monétaire agressive et stabilisatrice étant donné que le taux d'intérêt no-
minal réagit plus que proportionnellement aux déviations de 1' inflation par rapport à sa cible 
et fortement aux fluctuations (surtout dans la première période) de la production par rapport à 
son niveau potentiel. Selon les termes de Clarida, Galf et Gertler (2000), il s'agit donc d'une 
politique monétaire «active» et «non accommodante» à 1' inflation à travers les deux périodes. 
Il est important de noter que 1 'action de la politique monétaire sur J'inflation et devenue 
beaucoup "plus agressive" dans la deuxième période, ce qui montre bien J' intérêt de la banque 
centrale à diminuer l' inflation. Ceci a eu pour conséquence d'être plus tolérant sur les variations 
de la production en diminuant son agressivité à son égard. 
Enfin nous analysons les paramètres relatifs aux chocs exogènes du modèle mesurés par 
les trois déviations standard {a Ex, aErr ,aER} pour Je choc de demande, Je choc d'offre ainsi que 
Je choc de politique monétaire, respectivement. La dynamique observée des différents chocs 
n'est pas similaire. En effet la volatilité des chocs de demande et d'offre diminue très fortement 
durant la deuxième période. En revanche la volatilité des chocs monétaires augmente fortement 
durant la deuxième période. Les variations en proportion de la première période sont respecti-
vement de 0.46 pour les chocs de demande, de 0.56 pour les chocs d ' offre et de 1.62 pour les 
chocs monétaires. 
La réduction des volatilités des chocs de demandes et des chocs d 'offres durant la 
deuxième période souligne la baisse des perturbations aléatoires enregistrées depuis les années 
1980, impliquant un environnement macroéconomique plus stable. Cette diminution améliore 
la conjoncture économique, ce qui a un impact réel sur la politique de stabilisation de la pro-
duction par la banque centrale, en améliorant 1' arbitrage auquel la banque centrale doit faire 
face, impliquant des effets positifs sur le niveau d'inflation, les décisions de consommations et 
d'investissements . 
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Les résultats concernant le choc de politique monétaire sont bien différents, celui-ci ayant 
presque doublé durant la deuxième période. Cette augmentation peut s'expliquer par le fait que 
la banque centrale a eu recours à une politique monétaire "plus agressive" durant la deuxième 
période (comme le montre P1r ) . 
3.4.2 Analyse de l'efficience de la politique monétaire optimale 
Pour analyser l 'efficience de la politique monétaire de la banque centrale, on étudiera les 
mouvements des points de performance et de la courbe de Taylor (frontière d 'efficience) ainsi 
que leurs positions. Pour cela une politique est dite efficiente lorsque les points de performance 
et les courbes d' efficience se rapprochent de l'origine (Walsh, 1998). 
En effet comme le soulignent Cecchetti, Flores-Lagunes et Krause (2006), une augmen-
tation ou une diminution de la variabilité des chocs d'offre bouge cette frontière, alors que 
les mouvements qui rapprochent ou éloignent les points de performance de cet arbitrage pro-
viennent de 1' amélioration ou du déclin de l'efficience de la politique monétaire. 
La figure 3.1 montre les différents points de performance ainsi que les courbes d ' effi-
cience pour chacune des périodes. La figure fait ressortir deux caractéristiques importantes. La 
première porte sur la convexité des courbes et sur la pente négative qui implique la présence 
d' un arbitrage de long terme entre la volatilité de l' inflation et celle de la production. Ce résul-
tat indique (comme le souligne Castelnuovo, 2006), un régime de politique monétaire "actif' 
ou "agressif", par opposition à celles observées dans un régime monétaire passif. 
En regardant les pentes des courbes, on remarque un aplatissement entre les deux pé-
riodes, ce qui implique un coût de substitution plus faible entre les variabilités de l'inflation et 
celles de la production, ce qui en retour améliore le degré d'arbitrage de la banque centrale. En 
effet, celle-ci permet de réduire les déviations de l'inflation par une hausse moins importante 
des déviations de la production. 
La deuxième caractéristique porte sur les deux types de mouvement observés : le dépla-
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vers l'origine. Ceci nous indique que l'arbitrage de la banque centrale s'est grandement amé-
lioré pendant la grande modération. En effet sous la grande modération (1982T4-2007T2), le 
point de performance s'est déplacé vers sa courbe d' efficience qui elle-même s'est déplacé vers 
l'origine. Ceci a eu pour effet de réduire de façon simultanée les volatilités de l'inflation et de la 
production. De plus l'estimation par bootstrap nous permet de voir que la politique monétaire a 
été efficiente durant la grande modération, puisque le point de performance est dans 1' intervalle 
de confiance de la courbe de Taylor, contrairement à la première période. Ainsi le graphique 
nous permet de conclure que la politique monétaire de la banque centrale est devenue efficiente. 
Dans le but de qumttifier l'amplitude et la nature des forces dirigeant les différents 
mouvements observés, on 11tilise trois mesures de variations suggérées par Cecchetti, Flores-
Lagunes et Krause (2006), qui portent sur la performance macroéconomique, la variabilité des 
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chocs d'offre et sur l'efficience de la politique monétaire. Le tableau 3.2 présente ces mesures 
pour les mouvements enregistrés sur les points de performance et les courbes de Taylor entre 
les périodes. 
Tableau 3.2: Mesures de glissement des points de performance et des frontières d'efficience 
périodes variations (changements) 
1. Mesure de performance macroéconomique 
À pl p2 6.?2 % 6.?2 
0.20 8.36 2.57 5.79 73.0 
0.25 7.98 2.55 5.43 68.0 
0.50 7.10 2.48 4.62 65.1 
0.75 6.22 2.4 1 3.81 61.3 
2. Mesure de la frontière d ' efficience (ou de variabilité des chocs d' offre) 
À s1 s2 6.S2 6.S; < 0 
0.20 3.74 1.86 -1.88 moins de chocs 
0.25 3.97 1.95 -2.02 perturbant 
0.50 4.27 2.03 -2.23 l' économie 
0.75 3.47 1.64 -1. 83 
3. Mesure d'efficience de la politique monétaire 
À E1 E2 6.E2 
0.20 4.62 0.71 3.91 La politique monétaire : 
0.25 4.01 0.60 3.41 - 6.E; > 0 : t efficience 
0.50 2.83 0.45 2.39 - 6.E; < 0 : se détériore 
0.75 2.75 0.77 1.98 
4. Ratio de performance macroéconomique due à la politique monnétaire 
À Q 2 
0.20 0.68 La politique monétaire devient : 
0.25 0.63 - Q; > 0 : efficiente 
0.50 0.52 - Q; < 0 : moins efficiente 
0.75 0.52 
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L'analyse du tableau montre une relation négative entre l'efficience de la politique mo-
nétaire et l'ampleur des chocs d'offre. En effet durant la grande modération (1982T4-2007Tl) 
où l'intensité des chocs d'offre diminue (6.S2 S -1.83), l'amélioration de la performance est 
élevée (%6.?2 2 61.3). On note aussi une amélioration de l'efficience de la politique moné-
taire ( 6.E2 2 1. 98), ce qui explique une partie importante ( Q2 2 52%) de la performance 
macroéconomique réalisée. 
Il important de noter comme le soulignent Cecchetti, Flores-Lagunes et Krause (2006), 
que nos résultats dépendent du choix de À, on peut l'estimer ou prendre une valeur plausible 
dans la littérature voir (Cecchetti et Ehrmann, 2002; Dennis, 2001). En plus de présenter nos 
résultats pour des valeurs comprises entre .25 et .75, nous donnons aussi les résultats pour un 
À = .20 (ce qui correspond à la valeur choisie par Cecchetti, Flores-Lagunes et Krause (2006)). 
On voit que pour cette valeur les résultats sont encore meilleurs, puisque 1' amélioration de la 
performance est encore plus élevée, de l'ordre de 73%, la diminution des chocs d'offres semble 
un peu moins élevée, alors que 1' amélioration de 1 'efficience de la politique monétaire est encore 
plus élevée. Et donc ceci implique que l'amélioration de la performance macroéconomique 
due à la politique monétaire est encore plus élevée, de l'ordre de 68%. Ceci permet donc de 
confirmer la robustesse des résultats. 
3.4.3 Analyse de l'efficacité de la politique monétaire optimale 
On mesure l'efficacité de la politique monétaire par rapport aux pertes de bien-être social 
occasionnées par la banque centrale, sachant que son objectif est de minimiser les pertes liées 
aux déviations de la production et de l'inflation de leurs valeurs cibles. Dans notre cas nous 
allons comparer les fonctions de perte des deux périodes étant donné qu'une politique monétaire 
efficace est celle qui occasionne le moins de pertes. 
Pour cela, on suppose que le taux de préférences relatif de la banque centrale est inconnu, 
on a donc À E [0.05, 0.95] (avec un incrément de 0.05). Ceci permet de ne pas avoir à estimer 
ce paramètre, ce qui peut s'avérer difficile et parfois incertain 7. Pour cela, nous avons utilisé 
7. En effet dans leur étude Cecchetti et al. (2006) imposent un taux de préférence relatif pour l'aversion aux 
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les couples de variances ( CJ;, CJ;) calculés pour construire la courbe de Tay lor (présenté dans le 
tableau C.3) pour chaque À, puis nous avons calculé les pertes associées pour chaque période à 
partir de l'équation (3.5). 
La figure 3.2 8 nous permet de mettre en évidence l'existence d'une relation positive 
entre le degré d'arbitrage auquel la banque centrale est confrontée et les pertes résultantes de sa 
politique monétaire. Ainsi plus l'arbitrage de la banque centrale entre la variabilité de 1' inflation 
et celle de la production s'améliore, plus les pertes associées sont faibles et plus celles-ci sont 
proches de leur niveau optimal. Ainsi, durant la grande modération (1982T4-2007T2) la réduc-
tion des pertes réalisées est de 80% en moyenne (i.e. peu importe le degré d'aversion relative 
de la banque centrale. 
Notons aussi que l'impact du degré d'agressivité de la politique monétaire semble plus 
important en période agitée que durant les périodes plus calmes. Cependant en regardant de 
plus près nous voyons que le niveau de préférence de la banque centrale qui est le plus efficace 
a changé au cours des périodes. En effet, durant la première période, le taux de préférence le 
plus optimal était À = .50, alors que durant la grande modération ce taux passe à 0.25. 
3.4.4 Règle optimale de politique monétaire 
Nous allons maintenant examiner la structure des règles optimales de la politique moné-
taire ainsi que leur efficacité dans la réduction des pertes réalisées. Le tableau 3.3 montre les 
différentes règles optimales calculées en fonction des trois taux de préférences de la banque 
centrale par rapport aux déviations de la production, À = (0.25 , 0.50, 0.75), respectivement 
associées au cas où elle conduirait une politique de ciblage d'inflation, une politique neutre, ou 
de ciblage de la production. 
déviations de l' inflation de 0.80 (À = 0.20). En revanche dans son étude Srour (2003) souligne le fait que ceci est 
très incertain et montre que les taux de préférence relatifs estimés ne reflètent que rarement le comportement des 
banques centrales, et donc suggère de supposer ce taux inconnu. 
8. Les pertes mesurés sur l'axe des ordonnées sont obtenues par l' équation (3.5). 
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Les résultats présentés dans le tableau 3.3 montrent que certains choix de la banque 
centrale sont plus efficaces que d'autres dans leur effet à réduire les pertes de bien-être social. 
Lorsque l'on compare les pertes réalisées par rapport à leur niveau optimal, on observe trois 
points important dans les règles optimales observées. 
Premièrement, dans la première période la règle monétaire qui cible l'inflation autant 
que la production (À = 0.50) est optimale alors que durant la deuxième période c'est la règle 
monétaire qui cible l' inflation qui est la plus efficace. En effet durant la deuxième période, cette 
politique est celle qui permet d'obtenir le meilleur rapport de perte, c'est-à-dire que les pertes 
réalisées sont celles qui sont le plus proches de leur niveau optimal et donc procure le niveau de 
bien-être social le plus élevé. Plus précisément, la sous-performance (ratio de 2.80) réalisée lors 
de la première période s'explique par le fait que durant cette période, 1 'économie américaine 
faisait face à un niveau élevé d'inflation. En effet l'inflation entraîne une dispersion des prix 
Ill 
Tableau 3.3: Règles optimales de politique monétaire vs taux de préférence de la banque centrale 
(Rt = '1971'7ft-1 + '!9xXt-1 + ')'IEf + ')'2Ef) 
sous paramètres pertes 
À 
période 
f)'IT iJx ')'! ')'2 optimales réalisée rapport 
(") 
E-
0\ 0.25 8.73 5.65 10.32 14.45 3.97 12.47 3. 14 r-
0\ 
-;' 0.50 7. 17 7.0 1 9.85 10.24 4.26 11.95 2.80 
E-
\0 
3.46 3.30 \0 0.75 7.1 2 12. 18 10.17 9.09 11 .45 0\ 




0.50 2.87 1.92 49.96 20.27 2.03 2.76 1.36 
'<!' 
9. 13 12.99 47.56 26. 19 1.64 2.98 1.81 00 0.75 0\ 
et des salaires ainsi que des fluctuations dans les taux de marges des firmes , lesquelles ont des 
effets nuisibles et coûteux sur les décisions des agents économiques. 
Le deuxième point porte sur le degré de sensibilité du taux d ' intérêt nominal aux dé-
viations des différentes variables endogènes. De manière générale, on observe que la banque 
centrale réagit plus fortement aux déviations de l'inflation qu 'à celles de la production. En ef-
fet, lorsque la banque centrale réagit plus fortement aux déviations de la production plutôt qu 'à 
celles de l'inflation ('1971' < '!9 x ), les pertes réalisées sont toujours les plus élevées, ce qui signifie 
une baisse de l'efficacité de la politique monétaire. Cette baisse d'efficacité peut s' expliquer 
selon Ragan (2007), par le fait que la production n' est pas une variable sur laquelle les actions 
de banque centrale peuvent avoir un effet systématique et durable. Ce résultat met en avant le 
choix du ciblage de l'inflation par la plupart des banques centrales dans les pays développés. 
En effet lorsque la banque centrale s'engage à répondre de façon efficace à toute déviation de 
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l'inflation par rapport à sa cible, cela a pour impact de stabiliser la production. 
Le dernier point concerne l'importance que la règle optimale réponde aux chocs exo-
gènes. On voit que la banque centrale réagit fortement aux chocs d ' offre et de demande. Ceci 
vient du fait que la maîtrise des chocs de demande permet de garder la production près de son 
niveau potentiel, alors que la maîtiise des chocs d'offre stabilise les prix et ainsi améliore l'ar-
bitrage entre la variabilité de l'inflation et de la production. En effet de par l' incertitude de leur 
réalisation, ces chocs sont très importants pour la conduite de la politique monétaire. En effet 
les chocs de demande font fluctuer la demande globale et entraînent, comme les chocs d'offre, 
une dérive des prix. Donc, une meilleure anticipation et une bonne maîtrise de ces chocs per-
mettent de stabiliser la production et les prix et donc d 'accroître le bien être. En effet comme le 
souligne Dennis (2004a), une réponse non adéquate de la banque centrale due à une mauvaise 
appréciation de ces chocs implique des effet négatifs et donc une hausse des pertes. 
3.4.5 Dynamique des variables macroéconomiques : inflation, production et taux 
d'intérêt nominal 
Nous allons maintenant analyser la façon dont les trois principales variables macroéco-
nomiques, qui sont l'inflation, l'écart de la production et le taux d ' intérêt se comportent suite à 
un choc aléatoire de demande, d' offre et monétaire . Ce comportement va permettre à la banque 
centrale de savoir comment se comportent les variables de contrôle, ainsi que de déterminer 
l'horizon nécessaire à la transmission des chocs structurels sur l'économie et aussi de maîtriser 
la durée nécessaire pour stabiliser ces variables à leur niveau d' équilibre. 
Les figures D . l a à D.2c présentent les différents sentiers de réponse suite aux différents 
chocs structurels. Pour cela nous avons eu recours à l' approche utilisée par Schorfheide (2008) 
qui détermine les valeurs de pointe ainsi que les horizons pour les trois périodes. Le tableau 3.4 
donne l'intensité des effets de ces chocs, leur horizon maximal, ainsi que la durée nécessaire 
pour la stabilisation. 
Les résultats obtenus sont conformes à la littérature macroéconomique (Galf, 2008; Boi-
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vin et Giannoni , 2006) et nous permettent de conclure que le modèle est à même de reproduire 
les réponses de ces variables macroéconomiques. On note premièrement que durant la grande 
modération les effets des chocs se réduisent, ainsi que la durée pour que les variables retournent 
à leur état stationnaire. Deuxièmement on note que leurs délais de transmission restent presque 
identiques durant les deux périodes . 


















Taux d ' intérêt Infl ation Production 
peak h d peak h d peak h d 
170.00 0 19 35.00 19 293.00 0 5 
89.00 0 5 11 .00 0 5 160.00 0 4 
344.00 0 17 303.00 0 20 -60.00 20 
185.00 0 7 11 1.00 0 6 -35.00 0 6 
160.00 0 8 -3 .00 13 -22.00 0 5 
414.00 0 5 -4.00 0 6 -60.00 0 4 
Plus précisément lorsque l' on regarde de plus près on remarque que les chocs de demande 
et d'offre ont un plus petit impact sur l'output, l'inflation et le taux d'intérêt durant la grande 
modération. Ce résultat nous indique que la politique monétaire a mieux réussi à modérer les 
effets des chocs exogènes depuis le début des années 1980, en répondant plus fermement et de 
façon systématique aux fluctuations des conditions économiques (ce qui rejoint les résultats de 
Clarida, Galf et Gertler, 2000). 
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Ces résultats semblent confirmer le fait que les réponses de l'output, de 1' inflation et 
du taux d'intérêt sont beaucoup moins prononcées durant la deuxième période que durant la 
première. En effet la réponse suite aux chocs de demande est en moyenne deux fois moins 
élevée. La même chose s'observe aussi pour les chocs d 'offre. Ceci semble confirmer que la 
conduite de la politique monétaire durant cette période stabilise l' inflation, la production ainsi 
que le taux d ' intérêt suite aux chocs d'offre et de demande. 
Il faut aussi souligner que la durée de leur impact a fortement diminué (presque divisée 
par trois). Ainsi le temps de retour à leur valeur d 'équilibre est passé de plus de 15 trimestres 
à moins de 7 trimestres. Tous ces changements ont eu pour effet d'accélérer la stabilisation 
macroéconomique ainsi que d'améliorer la politique monétaire en la rendant de plus en plus 
souple et efficace. 
Tous ces résultats nous permettent de conclure que la politique monétaire a été de ma-
nière générale plus stabilisatrice depuis le début des années 80. 
3.5 Conclusion 
Dans le but d'analyser 1 'impact de la politique monétaire sur la stabilisation économique, 
nous avons utilisé la courbe de Taylor. En effet cette courbe est considérée comme un barème 
pour évaluer 1' optimalité de la politique de la banque centrale. Pour cela nous utilisons J' esti-
mation Bayesienne pour estimer une version linéarisée du modèle DSGE standard utilisé par 
Castelnuovo (2006). De plus nous nous appuyons sur la méthodologie développée par Cecchetti, 
Flores-Lagunes et Krause (2006), qui permet de diviser le changement dans la performance ma-
croéconomique en une portion due au changement dans la variabilité des chocs et la partie qui 
peut être attribuée au changement dans l'efficience de la politique. Pour cela nous construi-
sons trois mesures, une pour la performance macroéconomique, une pour les changements dans 
J'efficience de la politique et une pour les changements dans la variabilité des chocs d'offre. 
Il est important de souligner que contrairement aux études utilisant la courbe de Taylor 
pour analyser les forces derrière la grande modération, la nôtre se distingue par le fait que nous 
utilisons la méthodologie bootstrap pour prendre en compte l'incertitude entourant la courbe de 
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Taylor, ainsi que celle des points de performances. 
Notre étude nous permet de faire ressortir quelques résultats intéressants sur la conduite 
de la politique monétaire. Premièrement nous observons que les niveaux de performance de 
la politique monétaire se sont déplacés vers les courbes d' efficience qui se sont elles-mêmes 
déplacées vers l'origine. Ceci nous permet de conclure que lorsque la performance de la poli-
tique monétaire se déplace vers l'origine, nous observons une amélioration de l'efficacité de la 
politique monétaire, ce qui se traduit par une diminution des pertes sociales. Deuxièmement, 
nos résultats montrent que la performance macroéconomique s'est améliorée, et que cette amé-
lioration est due en grande partie (environs 62%) à l'amélioration de l'efficacité de la politique 
monétaire. 
Ces résultats confirment donc que la stabilité économique observée, est due en grande 
partie à 1' amélioration de l'efficacité de la politique monétaire, et dans une moindre partie à la 
réduction des chocs frappant l'économie. Il est aussi important de souligner que cette amélio-
ration de la politique monétaire, est due en grande partie au fait que la banque centrale a mené 
une politique monétaire active et crédible basée sur le ciblage de l'inflation durant la grande 
modération. 
Enfin, notre étude souligne l'importance de la politique monétaire, sur le bien-être social, 
et donc de l'importance de continuer à essayer de mieux la comprendre. Dans ce but il pourrait 
être intéressant d' étendre notre étude, à d'autres règles de Taylor, comme celles utilisées par 
Dennis (2007), ainsi que pour d'autres modèles DSGE plus raffinés. 
APPENDICE A 
SOLUTION DU MODÈLE 
Le problème de minimisation auquel la banque centrale fait face est le suivant 
00 
min Et L f)t [ Àxz + (1 - À)nz] ' 0 :::: À :::: 1 
Rt t=O 




On peut réécrire ce problème d'optimisation dynamique sous forme matricielle comme suit : 
00 
min Et L f)t {X~ QXt} (A.4) 
t=O 
(A.5) 
où X t = [x~ 1r~ J 1 est le vecteur des variables endogènes; Rt est la variable de contrôle, i.e. 
l'instrument de politique monétaire de la banque centrale ; et Et = [ Ef' Et'] 1 ,....., i.i.d. [0, !1] est 
le vecteur des chocs structurels du modèle; Q = [ "' 0 ] est la matrice de préférence de 
0 (1 -À) 
la banque centrale par rapport aux déviations de l'inflation. Enfin les matrices Ao, A1, A2, A3 
et A 4 contiennent les paramètres structurels du modèle, et sont définis comme suit 
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Le Lagrangien est donc 
00 
L (-) = E0 L .Bt {X~QXt + 2J..L t(AoXt- A 1X t-1- A 2EtX t+1- A3R t- Et)}. (A.6) 
t=O 
Sous l' hypothèse d' engagement de la banque centrale, les conditions de première ordre par 




(A. l ü) 
(A. ll ) 
Il est intéressant de noter que 1' équation (A.ll ), implique J..Lt = 0 pour t = 0 . Cela signifie donc 
que le coût supporté par la banque centrale lors de la mise en place de sa politique monétaire 
sous engagement (au temps t = 0) est nul. On peut représenter les équations (A.7)- (A.9) sous 
la forme matricielle comme suit : 





La forme canonique de ce système d'équations est 
(A.13) 
où Zt = [J..Lt Xt Rt] est le vecteur des variables endogènes; r o, r 1, et r 2 sont des matrices 
obéissant à certaines conditions. Ainsi o doit être positive définie et inversible. Ce système 
d'anticipation rationnelle peut être résolu par la méthode de coefficients indéterminés . Après 
résolution on obtient la loi de mouvement suivante : 
Zt = NZt-1 + GEt (A. l4) 
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où N est la matrice de transition dont les racines doivent être stables 1 
1. JI s'agi t de la condi tion de Blanchard et Kahn (1980) pour l'existence d'une solution unique. 
APPENDICEB 
SOURCES ET DESCRIPTION DES DONNÉES 
Les données utilisées sont trimestrielles et elles ont été téléchargées à partir de la réserve 
fédérale de Saint-Louis. 
Variable Numéros de série 
PIB réel (y) GDPC96 
Niveau des prix (p) GDPDEF 
Taux d' intérêt (R) FEDFUNDS 
Description 
Produit intérieur brut en millions de dollars, dollars en-
chaînés (2005), désaisonnalisés au taux annuel (u·imes-
triel). 
Déflateur implicite des prix (indice égale 100 en 2005), 
désaisonnalisées au taux annuel (trimestriel). 
Taux de financement fédérale effectif (mensuel). 
Dans le but de n'avoir que des variables stationnaires, nous avons effectué certaines 
transformations. Nous avons pris le logarithme de la production et des prix. Ensuite, nous avons 
pris chacune des variables en déviation par rapport à leurs valeurs cibles. Les transformations 
sont les suivantes : 
On définit l'écart de production comme suit 
Xt = 100 x (logyt - logy*), 
où Yt est le PIB réel et y* est le PJB de long terme défi ni à l'aide du filtre Hodrick-
Prescott avec le facteur de lissage (À = 1600) correspondant aux données trimes-
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triel! es. 
- Le taux d ' inflation est 
où nf = 100 x (log pt - log Pt- 1) est le taux d ' inflation en pourcentage défini comme 
la variation en pourcentage d ' un année à l' autre du déflateur implicite des prix. n; est 
la cible d' inflation de la banque centrale. Dans notre cas, cette cible est définie comme 
le taux d' inflation de long terme. 
- Le taux d ' intérêt est défini comme suit 
où Rf est le taux de financement effectif fédéral, et R't est le taux d' intérêt d' équi-
libre de long terme. Dans notre étude, ce taux est constant, et est déduit de la relation 
suivante 
1 
/3 = 1 + R*' 
où R* = 1.01, pour /3 = 0.99. 
APPENDICEC 
TABLEAUX 
Tableau C.l : Définition des paramètres du modèle linéaire 
Paramètre déscription 
f3 taux d'escompte des ménages 
À poids relatif accordé aux déviations de la production par rapport à celles de l' inflation 
8 degré de sensibilité de l' écart de production courante par rapport à son niveau futur anticipé 
a degré de sensibilité de l' inflation courante par rapport à son niveau futur anticipé 
1j; élasticité de l 'écart de production courante aux taux d' intérêt réel 
"" élasticité de 1' inflation à 1' écart de production 
p" degré de réaction du taux d'intérêt nominal aux déviations de 1' inflation 
Px degré de réaction du taux d' intérêt nominal à l'écart de production 
a <x écart-type du choc de demande 
a <w écart-type du choc d 'offre 
a . R écart-type du choc monétaire 
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Tableau C.2: Distribution à priori des paramètres du modèle 






6 [0.0, 1.0] be ta 0.40 0. 10 
a [0.0 , 1.0] beta 0.65 0.10 
1/J [O,+oo[ gamma 0.24 0. 10 
"' 
[O, +oo[ gamma 0.13 0.05 
p, ]1.0 , 2.0[ normal 1.50 0.20 
Px ]0.0 , 1.0] normal 0.50 0.1 0 
a ex JR+ inverse gamma 0.46 2.00 
cr <n JR+ inverse gamma 1.09 2.00 
cr, n JR+ inverse gamma 0.49 2.00 
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Tableau C.3: Variabilités optimales et réalisées de 1' inflation et de la production par sous-période 
1966T I-1 979T3 1982T4-2007T2 
À var(x) var( n) var(x) var( 7f) 
1. Variabilités optimales 
0.05 20.47 1.29 9.69 0.78 
0.10 13.00 1.85 6. 15 1.00 
0. 15 10.00 2.26 4.66 1.20 
0.20 8.23 2.62 3.79 1.37 
0.25 7.02 2.96 3.20 1.53 
0.30 6.11 3.29 2.76 1.69 
0.35 5.39 3.62 2.43 1.84 
0.40 4.79 3.95 2. 16 1.99 
0.45 4.21 4.35 1.93 2. 15 
0.50 3.84 4.69 1.74 2.32 
0.55 3.45 5.10 1.50 2.54 
0.60 3.08 5.57 1.38 2.78 
0.65 2.75 6. 10 1.25 3.02 
0.70 2.38 6.75 1.1 0 3.33 
0.75 2. 13 7.50 0.96 3.69 
0.80 1.79 8.48 0.82 4. 17 
0.85 1.52 9.9 1 0.68 4.82 
0.90 1.1 9 12. 18 0.54 5.88 
0.95 0.80 16.93 0.36 8.19 
2. Variabilités observées 
Obs 5.73 12.94 2.62 2.34 
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Cette thèse est composée de trois articles portant sur l'estimation des modèles DSGE. 
Le premier analyse les propliétés statistiques des fonctions de réponses dans les vecteurs au-
torégressifs structurels avec une variable hautement persistante (e.g., les heures travaillées) . Le 
deuxième développe un test pour comparer deux modèles DSGE. Quant au troisième, il porte 
sur l'évaluation de l'impact de la politique monétaire sur la grande modération. 
Dans Je première article on étudie 1 'impact des propriétés statistiques des fonctions de 
réponses dans les SVARs avec une variable persistante comme les heures travaillées et des res-
trictions de long terme. Nos résultats montrent que les fonctions de réponses estimées à partir 
des modèles LSVAR et DSYAR sont biaisées en échantillons finis si la mesure de productivité 
est contaminée par des mouvements de basses fréquences dans les heures. En revanche ce biais 
disparaît lorsque l 'économètre utilise une bonne mesure de la TFP. De plus nous montrons que 
les estimateurs du LSVAR sont asymptotiquement convergents, mais présentent une distribu-
tion limite standard, ce qui explique le grand intervalle de confiance pour la réponse dynamique. 
Ainsi nos conclusion peuvent servir de guide pour améliorer la précisions des modèles SVAR 
avec des restrictions de long terme. Premièrement, il est important de mettre d 'avantage d'ef-
forts pour obtenir une bonne mesure de la TFP comme cela a été fait par Basu, Fernald et 
Kimball (2006) à la fréquence annuelle, puisque 1' inclusion de variable hautement persistante 
est moins problématique dans ce cas. Deuxièmement, nos résultats montrent qu ' une partie des 
mauvais résultats des SVARs est due à la persistance élevée des heures . En effet lorsque l' on 
utilise une meilleure mesure des heure travaillées (e.g., Francis et Ramey (2009)), ou la mé-
thode à deux étapes de Fève et Guay (2010) pour obtenir un estimateur du choc technologique. 
Dans ces cas on obtient le même résultat que l'on utilise les heures en niveau ou en première 
différence dans le SVAR, i.e., un déclin à court terme des heures suivi d ' une réponses en forme 
de cloche. 
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Dans le deuxième article on développe un test pour comparer les modèles d 'équilibre 
général stochastique. Notre test est relié de près à celui développé par Hnatkovska, Marmer et 
Tang (2012). Cependant le test développé permet d 'étendre leur modèle en relâchant certaines 
hypothèses. Premièrement on utili se la méthode d' inférence indirecte, ce qui nous permet de 
relâcher l'hypothèse faite par Hnatkovska, Marmer et Tang (201 2) sur la convergence de leurs 
estimateurs. En effet, dans notre cas de par la condition d'englobement, la convergence de nos 
estimateurs est assurée. Deuxièmement lors de notre estimation, on peut utiliser des vecteurs 
de paramètres instrumentaux différents pour chacun des modèles, ce qui n' était pas le cas pour 
le test de Hnatkovska, Marmer et Tang (2012). Le principal résultat que l'on obtient est que 
la distribution asymptotique du test est normale, que les modèles soient imbriqués ou pas. En-
fin pour mettre en pratique notre test, on l'applique pour comparer le modèle de Burnside et 
Eichenbaum (1996) et le modèle de Ambler, Guay et Phaneuf (2012), afin de comparer leur 
capacité à reproduire la dynamique des cycles réels États-Unis. On conclut que le modèle de 
Ambler, Guay et Phaneuf (2012) prend mieux en compte cette dynamique de par l'introduction 
des rigidités salariales et les coûts d'ajustement du travail. 
Dans le troisième article on utilise la courbe de Taylor (souvent considérée comme un 
barème pour évaluer l' optimalité de la politique de la banque centrale) dans le but d'analyser 
l'impact de la politique monétaire sur la stabilisation économique. Pour cela on utilise l'estima-
tion Bayesienne pour estimer une version linéarisée du modèle DSGE standard utilisé pm· Cas-
telnuovo (2006) . Afin d 'évaluer le changement dans la performance macroéconomique qui est 
due au changement dans la variabilité des chocs et celle qui est due au changement dans l'effi-
cience de la politique on s'appuie sur la méthodologie développé par Cecchetti , Flores-Lagunes 
et Iüause (2006). Pour cela on construit trois mesures, une pour la performance macroécono-
mique, une pour les changements dans l'efficience de la politique et une pour les changements 
dans la variabilité des chocs d'offre. Le point clef de notre étude est le fait que l'on utilise lamé-
thodologie bootstrap afin de prendre en compte l'incertitude entourant la courbe de Taylor, ainsi 
que celle des points de performances. Les principaux résultats de notre études sont les suivants. 
Premièrement, on observe que les niveaux de performances de la politique monétaire se sont 
déplacés vers la courbe d'efficience qui se sont elles-mêmes déplacées vers l'origine. Ceci nous 
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permet de conclure que lorsque la performance de la politique monétaire se déplace vers l'ori-
gine, on observe une amélioration de 1' efficacité de la politique monétaire, ce qui se traduit par 
une diminution des pertes sociales. Deuxièmement, nos résultats montrent que la performance 
macroéconomique s'est améliorée, et que cette amélioration est due en grande partie (environ 
62%) à l'amélioration de l'efficacité de la politique monétaire. 
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