Abstract. The main goal of this paper is to characterize the Hilbert functions of all (artinian) codimension 4 Gorenstein algebras that have at least two independent relations of degree four. This includes all codimension 4 Gorenstein algebras whose initial relation is of degree at most 3. Our result shows that those Hilbert functions are exactly the so-called SI-sequences starting with (1, 4, h 2 , h 3 , ...), where h 4 ≤ 33. In particular, these Hilbert functions are all unimodal.
Introduction
Since the appearance of Bass's paper [2] "On the ubiquity of Gorenstein rings," its title has been amply justified. Indeed, Gorenstein structures are often involved in duality statements and they have found numerous applications in many areas of mathematicsincluding algebraic geometry, combinatorics, and complexity theory (see, e.g., [13] , [21] , [25] , [1] , [23] , [16] ).
Of particular importance is the case when the Gorenstein ring is a standard graded algebra A = k[A 1 ] over a field k. In this case, the dimensions of its graded components are basic invariants and of fundamental interest. They are comprised in the Hilbert function. It can be described by finitely many pieces of data using the fact that its generating function, the Hilbert series, is rational and can be uniquely written as:
The vector (h 0 , . . . , h e ) consists of positive integers, and is called the h-vector of A. By duality it is symmetric about the middle, and in particular h e = h 0 = 1. We call h 1 the codimension of A. A central problem is to put restrictions on, or even to characterize, the possible Gorenstein h-vectors. This is easy if h 1 ≤ 2 because then A is a complete intersection. In codimension 3 the classification is due to Stanley who showed in [22] (see also [28] ) that in this case the h-vectors are exactly the so-called SI-sequences with h 1 = 3. SI-sequences exist in every codimension and are defined by a simple numerical condition (see Section 2) . It is known (see [11] , [18] , or [8] ) that every SI-sequence is a Gorenstein h-vector. However, Stanley's Example 4.3 in [22] shows that the converse is not true. In fact, the h-vector in this example has codimension 13 and is not even unimodal.
Recall that an h-vector is said to be unimodal if it is never strictly increasing after a strict decrease. Later on, in each codimension ≥ 5, examples of h-vectors were found that are not unimodal (see [3] , [6] , [5] ). Since then the problem has been open whether non-unimodal Gorenstein h-vectors of codimension 4 exist (see, e.g., [3] , [14] , [20] , [27, Problem 2.19] , or [26, p. 66] ). Strengthening the assumption on the ring, the analogous question becomes meaningful in every codimension. Indeed, Stanley conjectured: Conjecture 1.1 (Stanley [24] ). If A is a standard graded Gorenstein domain, then its h-vector is unimodal.
This conjecture is wide open if the codimension is at least four.
The condition of being an SI-sequence is stronger than that of being unimodal. Thus an even more interesting question (especially if the answer is affirmative) is whether every codimension 4 Gorenstein h-vector is an SI-sequence. Recently, a partial result was obtained by Iarrobino and Srinivasan [15] . They showed that all Gorenstein h-vectors (1, 4, h 2 , . . .) with h 2 ≤ 7 are SI-sequences, so in particular unimodal. Thus their result covers Gorenstein algebras of codimension 4 with initial degree 2 and at least a 3-dimensional family of quadrics in the ideal.
The main result of this paper is a characterization of the Gorenstein codimension 4 h-vectors if the ideal contains enough forms of degree four:
. . , x 4 ] =: R be an artinian Gorenstein ideal where k is a field of characteristic zero. If I contains at least two independent quartics, then the h-vector of R/I is an SI-sequence.
Therefore, the h-vectors of Gorenstein algebras with h 1 ≤ 4 and h 4 ≤ 33 are exactly the corresponding SI-sequences.
The last past of the theorem follows because each SI-sequence arises as a Gorenstein h-vector.
Notice that Theorem 1.2 proves Stanley's conjecture for the case of initial degree 3 or less (and even slightly more), in codimension 4. In fact, we also prove a more general unimodality result, thus adding further evidence to this conjecture. It roughly says that if there is any value of s for which the h-vector in degree s is not too large compared to a specific function of s, then the h-vector is unimodal (see Theorem 3.3) .
In order to establish our results we introduce new techniques and also use the classical method of restricting to a general hyperplane, though with a new twist. In fact, Proposition 2.5 is a cornerstone of our approach. Though its statement is algebraic, the proof is geometric in essence because we translate the statement into a question on the number of conditions imposed by a certain zero-dimensional subscheme on a particular linear system. The proof also uses Bertini's theorem and is the only place where the characteristic zero assumption is used explicitly. After these preparations, developed in Section 2, we prove our unimodality results in Section 3. Using those, we finally establish the stronger result about SI-sequences in Section 4.
Preliminary results
In this section we establish some technical results that we need later on. Throughout this note, we will consider standard graded k-algebras. Such an algebra is of the form A = R/I where R = k[x 1 , . . . , x r ] is the polynomial ring over the field k, deg x i = 1, and I is a homogeneous ideal of R. Its Hilbert function is
To study it, we may and will assume that the field k is infinite. In fact, later we will assume that k has characteristic zero, but this is used explicitly only in the proof of Proposition 2.5. However, we use the conclusion of Proposition 2.5 in many of our arguments. It would be interesting to find a characteristic-free proof of this result.
If A is an artinian algebra, i.e. its Krull dimension is zero, then its Hilbert function has finite support and is captured in its h-vector h = h(A) = (h 0 , h 1 , . . . , h e ) where h i = h A (i) > 0 and e is the last index with this property. The integer e is called the socle degree of A (or of the h-vector h(A)). Moreover, abusing notation slightly, we call h 1 the codimension of A. The h-vector (h 0 , h 1 , . . . , h e ) is said to be a differentiable O-sequence up to degree j if its first difference through degree j, (h 0 , h 1 − h 0 , h 2 − h 1 , . . . , h j − h j−1 ), is an O-sequence in the sense of [17] or [22] .
Recall that the artinian k-algebra A is Gorenstein if its socle Soc(A) = {a ∈ A | a · (x 1 , . . . , x r ) = 0} is 1-dimensional, i.e. Soc(A) ∼ = k(−e). Its h-vector is symmetric, i.e.
In other words, the h-vector is a differentiable O-sequence up to degree ⌊ e 2 ⌋. We sometimes say that a Gorenstein algebra A has the Stanley-Iarrobino Property if its Hilbert function is an SI-sequence.
Let n and i be positive integers. The i-binomial expansion of n is
where n i > n i−1 > ... > n j ≥ j ≥ 1. The i-binomial expansion of n is unique (see, e.g., [7] , Lemma 4.2.6). Hence, we may define
where we set m q = 0 whenever m < q. Note that, for fixed i, n <i> and n <i> are both increasing functions in n. We first recall Macaulay's theorem (cf. [7] 
We are ready to state Green's Restriction Theorem. 
We now present further preparatory results.
Proof. This is well-known and follows easily by computing Soc(R/(I :
Thus it is harmless to assume dim k A 1 ≥ 2.
Lemma 2.4. Let A = R/I be a graded artinian algebra with dim k A 1 ≥ 2. Assume that Proof. Multiplication by F on A induces the exact sequence:
Since by assumption (I, F ) i = (F ) i if i ≤ t, we get for the Hilbert functions if i ≤ t:
which implies our first and second assertions. For (c), the assumption on B provides the existence of an ideal
Let G ∈ S be a form of degree d and consider the exact sequence
Its non-trivial modules have positive depth. Thus we conclude for all i that
Comparing the above calculation with Equation ( 
Hence we conclude by using part (c). ⊓ ⊔ If V is a vector space of forms (either a component of R or a component of a graded ideal, depending on the context), we say that a generic element of V has the property P if there is a Zariski-open subset of V (or of the projectivization of V ) with this property. We say that a generic choice of r elements of V has the property P if an open subset of the corresponding product of r copies of V has this property.
The following is a technical, but crucial, result that will be used in the next section. Its purpose is to study the possible behavior of a vector space of forms when we reduce modulo two generic linear forms to obtain a vector space of forms in a 2-dimensional polynomial ring.
Proposition 2.5. Assume that the field k has characteristic zero. Let
R = k[x 1 , x 2 , x 3 , x 4 ] and let J = (F, G 1 , G 2 ) ⊂ R be a
homogeneous ideal with three minimal generators, where
For any homogeneous polynomial A ∈ R, letĀ be the restriction toR, and similarly for an ideal J. So the desired dimensions can be expressed
We will use both formulations.
Observe
In any case it is clear that the indicated dimension is either a − 1 or a − 2.
First suppose that F,
have no GCD of positive degree. By taking general linear combinations, we may assume that no two of these polynomials have a non-trivial GCD. Note that deg G
and L 1 , L 2 being generic, we obtain that this dimension is 1 up to degree t = b − d − 1 = b − a, and 0 afterwards. Hence we have G
and note that this last module is equal toR/(D). Note also thatJ :
we will have completed the case where F, G 1 , G 2 have a GCD of degree ≤ a − 2.
So it remains to treat the case where F, G 1 , G 2 have no common non-trivial GCD, and in fact pairwise they have no GCD.
By the Weak Lefschetz Property (WLP) for complete intersections of codimension three (cf. [12] -here we need characteristic zero), the map (×L 2 ) has maximal rank. Since up to degree b − 1 the ideal J has at most one minimal generator, namely F , we compute
as desired. Case 2: Finally assume that the ideal (F, G 1 , G 2 ) has codimension two but we still assume that pairwise the generators are regular sequences. If J is the saturated ideal of an arithmetically Cohen-Macaulay curve in P 3 then L 1 , L 2 is a regular sequence on R/J and the result follows easily. So we may assume that depth R/J = 0 or 1. In any case, though, J ⊃ (F, G 1 ), which defines a complete intersection curve of degree ab. Since G 2 / ∈ (F, G 1 ), the curve defined by J must have degree strictly less than ab. (This comes by comparing the top-dimensional part of (F, G 1 , G 2 ) with the unmixed ideal (F, G 1 ).)
We want to show that
is the saturated ideal of a complete intersection zero-dimensional scheme in P 2 of degree ab. Furthermore, we claim that
in large degree agrees with the saturated ideal of a zero-dimensional scheme of degree < ab.
For simplicity, then, we rephrase the problem as follows. Let (
. By semicontinuity, it suffices to produce one L for which this is the case.
We begin with the ideal (
) and look for L shortly. This ideal defines a set of < ab points (but it is not necessarily saturated). Replacing G 
where L is still to be introduced) will be equivalent to showing that in k[x, y, z] there is no relation
where deg A = b − a, deg B = b − 1 and λ is a scalar. We will suppose otherwise and obtain a contradiction, i.e. we will suppose that no matter what L we use, there is a relation of this form. We may assume that the field k is algebraically closed. Now we consider the pencil of curves in P 2 spanned by G
We will abuse notation and refer to curves and defining polynomials by the same name. Let P be a point on F ′ away from the (finite) base locus of the pencil. There is a unique element, H, of the pencil vanishing at P . We will show that F ′ must divide H, thus obtaining a contradiction to the assumption that G
. To this end we distinguish several cases.
Case 2.1. Suppose that F
′ is reduced. We may assume that the point P has coordinates (0 : 0 : 1). Let Q = (α : β : γ) = P be any other point lying on F ′ . Then the linear form L = βx − αy is not zero, and P as well as Q lie on L. If, for this L, there is no Relation (2.2), then we are done. Otherwise, we evaluate this relation at P and conclude that H is in the saturated ideal (F ′ , L). (Note that this is also true if P and Q lie on the same linear component of
. It follows that Q lies on H. Since every point Q of F ′ lies on H and F ′ is reduced, this implies that F ′ divides H, which is the desired contradiction.
Case 2.2. Now suppose that F
′ is not reduced, but still has at least one non-linear component. Let P again be a point on F ′ , but not lying on any linear component. Consider an irreducible factor, g, of F ′ and denote by e ≥ 1 its multiplicity. Let L be the line through P and any point Q = P lying on g. Then the intersection multiplicity of L with F ′ at Q is at least e. Remembering that H is determined only by P , the argument in Case 2.1 shows that H vanishes with multiplicity at least e at each such point Q. It follows that g e divides H, thus so does F ′ .
Case 2.3.
If the support of F ′ is a union of (at least two) lines, we choose P such that it lies on exactly one of the components. Then the above argument applies to all components of F ′ but the line through P . Let P ′ be a point on F ′ that is not on this line.
Then P ′ also lies on the curve H determined by P . Hence the pencil of lines through P ′ can be used to fill in the missing component, and we again get that F ′ is contained in H.
Case 2.4. Finally, suppose that F ′ is supported on a line. Let P be any point on this line away from the base locus of the pencil (which, by our assumption, is a finite set of points, so the supporting line is not part of the base locus). There is a unique element of the pencil, H P , containing P . By assumption, if L is a generic line through P then H P contains the degree a intersection of L with F ′ (which is supported at P ). But this is true for infinitely such L containing P , and H P remains unchanged, which means that H P has a singular point of multiplicity at least a at P . There are infinitely many choices for P on L, and the same conclusion holds for each. This can mean one of two things. If H P remains constant as P varies on L then F ′ divides H P and we have a contradiction as above. If H P varies, then the general element of the pencil is singular away from the base locus, contradicting Bertini's theorem.
This completes the proof. ⊓ ⊔
Unimodality
We begin this section with a result that provides unimodality for artinian Gorenstein algebras with "small" initial degree. In order to use Proposition 2.5, we make throughout the remainder of this note the assumption that the base field k has characteristic zero. Proof. We will use induction on the socle degree. Certainly the claim is true when e = 1. Now assume to the contrary that R/I has the least socle degree e ≥ 2 among Gorenstein algebras whose h-vectors satisfy our assumption and are not unimodal. Let a := min{j ∈ Z | I j = 0} be the initial degree of I. Our assumption says, in particular, that a ≤ 4. By Stanley's Theorem 4.2 in [22] , the claim is true if h 1 ≤ 3. Thus, we may assume h 1 = 4 and 2 ≤ a ≤ 4. Let F ∈ I be a minimal generator of degree a. Note that if h 2 = 9 or h 3 = 19 then F is unique up to scalar multiples.
Let L 1 be a generic linear form and let b = (1, b 2 , b 3 , . . . ) be the h-vector of the Gorenstein algebra R/(I : L 1 ) (note that for the sake of the notation below, for each j we write b j for the Hilbert function in degree j − 1). Let c = (1, 3, c 2 , . . . ) be the h-vector of R/(I, L 1 ). For simplicity we assume that the socle degree, e, of R/I is even; the case of odd socle degree is similar. We have the computation: . . . We want to stress the following:
• The first and second rows are symmetric; specifically, we have h i = h e−i and b i = b e+1−i for all i.
• For all i we have both b i ≤ h i−1 and b i ≤ h i . Indeed, this follows from the exact sequence
• For all i, we have c i = h i − b i .
• As a result of the last observation, (I : L 1 ) has initial degree less than or equal to that of I. This, together with Stanley's theorem [22] , allows the induction to go forward. Since h is not unimodal, there is a least integer i ≤ e 2 − 1 such that h i > h i+1 . Note that we must have i + 1 ≥ a, thus e ≥ 2a. Moreover, by symmetry, h i > h i+1 is equivalent to h e−1−i < h e−i . Since by induction (b 1 , . . . , b e ) is unimodal, and since e − i ≥ We now consider the algebra R/(I, L 1 ) and another generic linear form L 2 . Even though R/(I, L 1 ) is not Gorenstein, we can still make the same computation: (1) For all j, if I has only one minimal generator, of degree a, in degrees ≤ j then f j = a. (2) Past degree a, {f j } is non-increasing, and in particular f e 2 +1 ≥ f e−i > 0. (3) Thanks to Green's theorem (Theorem 2.2), if I has at least two minimal generators in degrees ≤ j then f j ≤ a − 1. Furthermore, by Proposition 2.5, I j has a GCD of degree a − 1 if and only if f j = a − 1. What, then, may be the sequence {f j }? We distinguish three cases according to the initial degree a.
Certainly, as long as I is principal its h-vector is a differentiable O-sequence, hence unimodal. At some point j ≤ e 2 there is a second generator, causing f j ≤ 1. Since f e 2 +1 = 1, the sequence {f j } is of the form (1, 2, 2, . . . , 2, 1, 1, . . . , 1) . Since, by assumption of nonunimodality, the second generator comes in degree ≤ [9] or [4] ), it follows that (I, L 1 , L 2 ) has a GCD of degree 1 in degree e 2 + 1, so by the genericity of L 1 and L 2 , I does as well. Now we apply Lemma 2.4 (b). Let t = e 2 + 1. We have that I t has a GCD, D, of degree 1 and the h-vector of B = R/(I : D) is non-decreasing in degrees ≤ t − 1 (since it is Gorenstein of socle degree e − 1, using the induction hypothesis). Hence the h-vector of R/I is unimodal, contradicting our assumption.
Case 2: a = 3. Now the sequence {f j } begins (1, 2, 3, f 3 , . . . ) and f e−i ≥ 1 (recall e − i ≥ e 2 + 1). If we have a GCD in any degree, it has degree ≤ 2. We have the following possiblities for the pair (f e−i−1 , f e−i ):
• (3, 3), (3, 2) or (3, 1) . In any of these cases the second minimal generator for I comes in degree ≥ e 2 + 1, which is impossible if h is not unimodal.
• (2, 2) or (1, 1). Since e 2 ≥ a = 3, this again represents maximal growth of the Hilbert function of R/(I, L 1 , L 2 ), thus I has a GCD of degree 2 or 1, respectively, in degree e − i, and so also in degree e 2 + 1. Hence the same argument as in the case a = 2 gives unimodality.
• (2, 1). We consider two subcases:
+1. In this case the sequence (f e−i−2 , f e−i−1 , f e−i ) is either (3, 2, 1) or (2, 2, 1). In the first case, the second minimal generator of I comes in degree ≥ e 2 + 1, so unimodality follows immediately. In the latter case I has a GCD of degree 2 in degree e − i − 1 > , and thus is unimodal.
Case 3: a = 4.
Note that in this case we have h 3 = 20 and h 4 ≤ 33. Furthermore, note that Green's theorem, applied (twice) to degree 4, shows that f 4 ≤ 3, so it follows that f j ≤ 3 for j ≥ 4. Observe also that f j = 4 if and only if j = 3. In order to reduce the problem, we first assume that e − i > ≥ a = 4, we then get that f e−i−2 ≤ 3. Thus, the possible values for the tuple (f e−i−2 , f e−i−1 , f e−i ) now are
• (3, 3, 3), (3, 3, 2), (3, 3, 1), (3, 2, 2), (3, 1, 1), (2, 2, 2), (2, 2, 1), (2, 1, 1), (1, 1, 1) . In all these cases, there is a GCD in degree
, so Lemma 2.4 shows that h R/I is unimodal.
• (3, 2, 1) . In this case, Proposition 2.5 shows that either I e−i−1 has a GCD of degree 3 or else I has only two minimal generators up to degree e − i − 1 > e 2
. As we have seen, either of these forces h R/I to be unimodal. 
+1
. Returning to our analysis of the triples, which are now (f e 2 −1 , f e 2 , f e 2 +1 ), the same sort of arguments as above eliminates situations where the second entry is 3, or where two entries are equal. The only cases that we have to deal with are as follows:
• (4, 2, 1). As noted above, the 4 in the first entry implies that e 2 − 1 = 3, i.e. e = 8. Hence the Hilbert function of R/I is (1, 4, 10, 20, h 4 , 20, 10, 4, 1) . Nonunimodality forces h 4 < 20. But then Green's theorem implies that f 4 = f e 2 −1 ≤ 1, a contradiction.
• (3, 2, 1). The remainder of the proof will be devoted to eliminating this case.
We observe that 
Comparing with the Hilbert function of R/(I, L 1 , L 2 ), we conclude that in these degrees
Since A has degree 3, we get that, for all j ≥ 4,
Now applying Proposition 2.5 using A and two general forms in (I, A) of degree e 2
, we see that (I, A) either has a GCD of degree 2 in degree e 2 or else it has only two minimal generators up to degree e 2 . In the former case we get in particular that I has a GCD of degree 2 in degree e 2 , hence the above arguments (using Lemma 2.4) show that h R/I is unimodal. In the latter case, we obtain that the Hilbert function of R/(I, A) is nondecreasing up to degree e 2 . By our induction hypothesis, R/(I : A) has a unimodal h-vector. Given the relation between the Hilbert functions, this means that the Hilbert function of R/I is non-decreasing up to degree e 2 , and hence it is unimodal by symmetry. ⊓ ⊔ Remark 3.2.
(1) The statement of Theorem 3.1 is false in codimension five or more. Indeed, Example 2 of [3] has initial degree 2.
(2) Theorem 3.1 shows that Gorenstein ideals with initial degree ≤ 3 have quotient rings with unimodal h-vector, and nearly proves the same for initial degree 4; the only missing case is h 4 = 34.
The method of Theorem 3.1 can be extended to arbitrary initial degree, with some restrictions on the Hilbert function. We stress that the following theorem does not immediately include the case a = 4 above, because of the restriction s + 1 < e 2 . We were able to avoid this restriction in Theorem 3.1 by using Proposition 2.5 twice, but this relied on the initial degree being 4. But in any case note that when s = a = 4, the condition h s ≤ 2s 2 + 1 in the following theorem gives exactly h 4 ≤ 33. Proof. The proof follows the method used in Theorem 3.1, especially the case a = 4. By Theorem 3.1 we may assume s ≥ 5. Observe that
By Green's theorem (Theorem 2.2), the condition that h s ≤ 2s 2 + 1 says that when we restrict to R/(L 1 , L 2 ) we obtain f s ≤ 3. In this case we have no information about h j for j ≤ s − 1. However, the first part of Theorem 3.1 made no use of any assumption about the initial degree, so we still have that if the Hilbert function of R/I fails to be unimodal in degree e − i ≥ e 2 + 1 then f e−i > 0 (cf. (3.4) ). By the pigeonhole principle, this forces 1 ≤ f j = f j+1 ≤ 3 for some j satisfying 5 ≤ s ≤ e − i − 3 ≤ j ≤ e − i − 1. Thus I j+1 has a non-trivial GCD, D, of degree d ∈ {1, 2, 3}. We now proceed by induction. Suppose that R/I fails to be unimodal, and that its socle degree, e, is the smallest among the socle degrees of the non-unimodal Hilbert functions for which an integer s exists as in the statement of the theorem. − dim I s ≤ 2s 2 + 1, we have
A simple calculation then gives
Then one can check that h R/(I: , the only remaining possibility is j + 1 = e − i − 2 = e 2 − 1 and (f e−i−2 , f e−i−1 , f e−i ) = (3, 2, 1), where I e−i−2 has a GCD of degree 3. This is handled exactly as in the proof of Theorem 3.1. ⊓ ⊔ Remark 3.4. If one believes that it is possible to completely remove any assumption on the initial degree, i.e. that it is true that every Gorenstein algebra of codimension four has a unimodal h-vector, then an attempt to prove this based on our approach seems to require a suitable extension of Proposition 2.5.
The Stanley-Iarrobino property
We now show that a similar analysis can be used to show that all codimension 4 Gorenstein h-vectors with initial degree ≤ 3 are SI-sequences. Note that we cannot merge this proof with the preceding one because this proof assumes (thanks to Theorem 3.1) that the sequences are unimodal to begin with. The result is equivalent to Theorem 1.2 in the introduction. Proof. We may assume, by Theorem 3.1, that h is unimodal. Furthermore, as before, the case h 1 ≤ 3 is known, so we may assume that h 1 = 4. Our strategy will be very similar to that of Theorem 3.1: we restrict (separately) by two generic linear forms L 1 and L 2 , and make computations similar to those above (see (3.1) and (3.3) ). We show that the failure of h to be an SI-sequence again forces a non-zero entry in the f line, and work with that.
Suppose that h has socle degree e. We use the notation of the proof of Theorem 3.1. Assume that h is non-SI in degree t + 2. Since h is unimodal, this means that a + 1 ≤ t + 2 ≤ , and that the growth from (h t+1 − h t ) to (h t+2 − h t+1 ) exceeds maximal growth. In particular, we have
We make the following general observation:
Indeed, this follows immediately from the fact that d i ≤ c i−1 and f i = c i − d i . We now make some calculations, which we will analyze shortly.
Case 1:
Assume c e−t > c e−t−1 . In this case, by (4.2) we have that f e−t > 0. Since e − t ≥ e 2 + 2 ≥ t + 4, in particular we have f t+4 > 0. We first claim that f t+2 ≤ 3. In the proof of Theorem 3.1 we have seen that our assumption h 4 ≤ 33 provides f 4 ≤ 3. Hence f t+2 = 4 implies t + 2 = 3, so t = 1. But we have a + 1 ≤ t + 2,which in turn gives a ≤ 2. However, f 3 = 4 implies that a ≥ 4, a contradiction. We conclude that f t+2 ≤ 3, as claimed. Thus we have the following possibilities for (f t+2 , f t+3 , f t+4 ): (3, 3, 3), (3, 3, 2), (3, 3, 1), (3, 2, 2), (3, 2, 1), (3, 1, 1),  (2, 2, 2), (2, 2, 1), (2, 1, 1), (1, 1, 1 ).
Of these, the only one that does not immediately force I to have a non-trivial GCD in degree t + 3 is (3, 2, 1) . In this case a cannot be 2. If a = 3, then t + 2 ≥ a + 1 = 4, which provides f 3 = f 4 = · · · = f t+2 = 3. If a = 4, then t + 2 ≥ a + 1 = 5, which provides f 4 = f 5 = · · · = f t+2 = 3. Hence in both cases we see that I t+2 has a GCD of degree 3.
This shows that each of the above possibilities for (f t+2 , f t+3 , f t+4 ) leads to the conclusion that I t+2 has a non-trivial GCD. Therefore Lemma 2.4 shows that h must be a differentiable O-sequence up to degree t + 2, a contradiction to the choice of t + 2.
Case 2: Assume c e−t ≤ c e−t−1 . Then we have h e−t − b e−t ≤ h e−t−1 − b e−t−1 , so we obtain h e−t−1 − h e−t ≥ b e−t−1 − b e−t . By symmetry, we get
Combining (4.1) with (4.3), we have
which implies c t+2 > c t+1 . Hence by (4.2), we conclude
Recall that the "c" line corresponds to the Hilbert function of R/(I, L 1 ). We now claim that
Indeed, this is clear by Macaulay's growth condition if a = 2. Hence we may assume 3 ≤ a ≤ 4, thus t + 2 ≥ 4. By Green's theorem, h 4 ≤ 33 implies that c 4 ≤ 13 = Hence we get in either case that if c t+2 = c t+1 + 3, then I t+2 has a GCD of degree 3. But then h would not fail to be an SI-sequence in degree t + 2, by Lemma 2.4. This completes the proof of Estimate (4.6).
We now consider the situation when c t+2 = c t+1 + 2. If this represents maximal growth of the Hilbert function, then we get that (I, L 1 )/(L 1 ) has a GCD of degree 2 in degree t + 2, which, by Lemma 2.4, implies that h is a differentiable O-sequence up to degree t + 2, contradicting again our assumption. Under what circumstances does c t+2 = c t+1 + 2 not represent maximal growth? Certainly we must have a ≥ 3. Moreover, the identity 3j = c j ≥ 3j whenever j ≤ t + 1.
In subcase a., we have maximal growth on the "f " line from degree t + 1 to degree t + 2. This means that ((I, L 1 , L 2 )/(L 1 , L 2 )) t+2 has a non-trivial GCD, hence so has I t+1 , which is impossible by the above Claim.
Similarly, in subcase b., maximal growth implies that I t+1 has a non-trivial GCD, a contradiction.
The condition in subcase c. is equivalent to a = 4 and t = 3. Thus, (4.9) provides h 4 ≤ h 3 + 4 = 24.
Using Green's theorem twice, we get that f 4 ≤ 1. But f 5 = f t+2 > 0, so f 4 = f 5 = 1. It follows that I 5 has a GCD of degree 1, and we conclude as in subcase a. Finally, we turn to subcase d. We have a ∈ {3, 4}. Assume first that a = 3. Then by Proposition 2.5, either I has a GCD of degree 2 in degree t + 1 or else I has up to degree t + 1 exactly two minimal generators. This means that either I t+1 has a non-trivial GCD or I is up to degree t + 1 generated by a regular sequence of length two. The former case contradicts the above Claim. So the Hilbert function of R/I agrees with that of a complete intersection of height 2 through degree t + 1, and I possibly picks up new generators in degree t + 2. But then h must be below the Hilbert function of the complete intersection, contradicting the assumption that h t+2 was the value that violated the SI condition.
Second, assume a = 4. If t ≥ 5, then I t has a GCD of degree 3. If t = 4, then applying Proposition 2.5 we see that either I t has a GCD of degree 3 or I has up to degree t = 4 exactly two minimal generators of degree 4.
Let us start with considering the case where I t has a GCD, F , of degree 3. Then using the arguments in case a = 4 of the proof of Theorem 3.1, we conclude that (I, F ) t+1 has a GCD, D, of degree 2 or (I, F ) has only two minimal generators up to degree t + 1. In the former case, D is a common divisor of I t+1 , and we get a contradiction to the above claim. If in the latter case (I, F ) has a non-trivial GCD, we argue as above. Otherwise (I, F ) is up to degree t + 1 a complete intersection J of height two that is generated by forms of degree 2 and t + 1. Hence, an easy computation yields ∆h R/(I,F ) (t + 1) = ∆h R/J (t + 1) = 2t + 2 > t + 1.
This provides a contradiction to (4.9) as in the proof of the above claim.
It remains to discuss the case where a = t = 4 and I has exactly two minimal generators of degree 4. This implies c 4 = 13 and h 4 = 33. Using (4.9) we get h 5 ≤ 38, thus c 5 ≤ 11 by Green's theorem. But f 5 = 2 and Green's theorem provide c 5 ≥ 11. Hence we obtain c 5 = 11 < c 4 = 13.
Since t + 2 = 6 ≤ e 2 , we get e ≥ 12. Thus, the arguments at the beginning of Case 2 imply that f j+2 > 0 for some j ≥ 7. Since f 6 = 1, we get in particular f 6 = f 7 = 1, which implies that I 7 has a GCD of degree 1, and so does I 5 ; but this contradicts the above Claim.
The proof is now complete. ⊓ ⊔ At this point the reader might wonder whether it is possible to extend Theorem 3.3 to guarantee the SI-property. However, the methods of the previous proof are not enough to establish such an extension. Using the notation as in Theorem 3.3 and the above proof, its arguments in Case 1 and Case 2 extend to the more general situation, except when we have in Case 2 that t + 2 < s. In this situation a new argument seems to be needed.
