Three Dimensional Visualisation of Network and Security Log Data by Chernoglazov, Alexander
Three Dimensional Visualisation of Network and
Security Log Data
November 5, 2009
COSC460 Final Report by Alexander Chernoglazov
ach136@student.canterbury.ac.nz
Department of Computer Science and Software Engineering
University of Canterbury, Christchurch, New Zealand




This report explores the field of visualisation of network and security log data, specifically the various is-
sues surrounding the processing and graphical display of large quantities of information. A novel network
traffic and security alert visualisation technique is proposed along with a method of grouping data in mem-
ory based on network addresses and temporal division. An overview of common problems in the area of
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1 Introduction
Visualisation is an important area of research in
computer science. It enables human operators of
various computer systems to rapidly interpret infor-
mation that would otherwise be very difficult to anal-
yse. Examples of such information include software
metrics, network traffic and various scientific data
such as output from a set of electronic sensors. It
is known that when done properly, visualisation is
a powerful technique that speeds up the process of
analysis of large amounts of data [6, 22].
A significant amount of scientific work has been
dedicated to visualisation of information with the
aim of improving human-computer interaction and
providing a more natural means of display of data
that is easily interpretable by users. However, the
area of visualisation of network and security log data
has been neglected to a certain extent, resulting in
the low popularity of methods of graphical (in par-
ticular three-dimensional) display of information and
reliance on scripts and command-line based utilities
for processing of large volumes of log data.
For example, a paper by Papadopulous et al [19]
has highlighted a reality of the current state of net-
work and security log file processing: a survey of
network administrators has revealed that simple open
source tools such as tcpdump and snort are the pre-
ferred methods for log analysis in a large number of
cases. Graphical analysis was considered either too
costly or too limited, not being able to satisfy the re-
quirements of many companies. The same findings
have also been reported by Ball et al [1].
This research is motivated by the current lack of
inquiry into better methods of visual display of data
from log files from network equipment and security
software. The demand for high security in computer
systems in recent years can be in part satisfied by
the increased use of visualisation of network traffic
and alerts generated by firewall devices. Early iden-
tification of possible threats and anomalies such as
port scanning, denial of service attacks and intru-
sion attempts is becoming increasingly desirable in
corporate networks, as such detection enables rapid
deployment of effective countermeasures.
However, the issues faced by administrators of
a large network are serious and complex. The vol-
ume of data generated by modern computer systems
is enormous (for a single Class B IP network, a to-
tal of one terabyte a day could be generated [1]) and
in many cases this information is deposited into a
multitude of log files scattered over different folders.
Manually searching such a large quantity of data is
difficult and tedious and, as a result, log analysis of-
ten only occurs after a serious security breach, a net-
work node failure or a related network problem. Log
data visualisation software, especially applications
displaying information in real time, can be used to
diagnose a problem with greater ease and to prevent
a potentially serious security situation from becom-
ing catastrophic.
It is therefore very useful for a network adminis-
trator to be able to visualise the traffic going through
his or her network, and to be visually notified of
a suspected intrusion or another suspicious event.
There are various kinds of open-source and com-
mercial software aimed at simplifying log data anal-
ysis. However, the software available is generally
limited to displaying data in two dimensions, by way
of plots, charts and graphs.
In order to create better methods of graphically
representing log data, it is important to investigate
the use of 3D graphs, as they utilise the full poten-
tial of computer graphics and human visual percep-
tion. Since more than half of the human brain is
devoted to the various stages of processing of visual
information [9, 17], graphical and particularly 3D
methods (to take advantage of depth perception) of
representation of data should be researched.
As stated above, this research is focused on the
visualisation of network and security log data. In
practice this means combining network-oriented out-
put (number of packets and bytes, connections be-
tween machines) with data which is of interest from
a security point of view (ports and protocols used,
automatic alerts generated by firewall equipment).
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The two viewpoints overlap to an extent, and in or-
der to build up a complete picture of the current se-
curity situation, any security alert analysis must also
include underlying network traffic data.
Security alerts are by definition high-level events,
and must be caused by the contents of a certain packet
or a particular traffic pattern. Therefore, it only makes
sense to view these alerts in the context of network
traffic by linking the two together. Only then a co-
herent picture of the state of a network can be built
up. This research focuses on exploring this link,
attempting to investigate a novel three-dimensional
technique of network traffic and security alert visu-
alisation and create a prototype system to illustrate
the concepts behind visualisation of such data.
1.1 Report Structure
First of all, an extensive literature survey is con-
ducted in order to fully explain the current state of
research in the area of visualisation of network and
security log data. Various strategies and techniques,
along with their significance and impact are explored.
Next, a prototype log data visualisation system
designed during this research is described in detail.
Its design is analysed and its performance is tested.
The advantages and limitations of the system are de-
scribed and some potential research directions are
discussed.
Finally, a summary of issues in the field of net-
work and security log data visualisation is made along
with several suggestions on the possible solutions to
them.
2 Previous Work
In this section, previous scientific work is anal-
ysed and its importance to the research presented in
this report is explained. It should be noted that while
there has been a number of publications describ-
ing network and security visualisation concepts and
systems, the approaches they took were often com-
pletely different, and it may be beneficial to estab-
lish several common principles that apply to all such
systems. These principles are suggested in Section
4.2, while this section is concerned with highlight-
ing the background of this project and the works that
have influenced its direction.
2.1 Literature review
There have been multiple research papers published
in the area of network and security log visualisation,
but crucially none that bear significant similarity to
the proposed three-dimensional graphical represen-
tation technique. This section provides an overview
of previous work in the area of data visualisation,
with particular focus on its applications in the areas
of networking and security.
2.1.1 Perspective of Visualisation
Establishing the point of view for the data being vi-
sualised is extremely important for any system deal-
ing with network traffic. In practice, it means mak-
ing a choice regarding what view of the visualised
data is most useful for the users and what their prin-
cipal task is (whether it is finding trends in a large
data set, detecting attacks on a network, and so on).
In the area of visualisation of network traffic and
security-related events the obvious point of view is
that of a network administrator interested in keeping
his or her network secure. Therefore, they will be
interested primarily in the traffic patterns and occur-
rences of attacks and suspicious behaviour on their
own local network, and a visualisation system needs
to account for that by using this local network as a
point of reference.
Figure 2.1: RainStorm IDS showing a worm-
infected machine attempting to make connections
to a large number of remote IP addresses over the
course of several hours [6].
All events should be visualised based on their
relation to it, as the question of how a certain event
impacts the local network is what the system admin-
istrator cares most about. This special focus on the
local network during visualisation of network traf-
fic and security alerts will be referred to as the local
perspective in this report. Several successful sys-
tems that have been developed using this approach
are described below.
In 2006, Conti et al have developed an Intru-
sion Detection System (IDS) called RainStorm [6],
which extensively utilised temporal division of data
and aggregation of important information. It was
used to represent 2.5 Class B IP networks - around
164 thousand addresses in total - on one screen. This
was achieved by dividing the 2D graphical display
area into a series of rows and columns, with each
row of pixels showing alert data for 20 IP addresses.
In addition to that, all alerts over a 24-hour period
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Figure 2.2: VISUAL, a part of the Network Eye sys-
tem developed by Ball et al. 80 hours of network
traffic for a network of 1020 hosts are visualised in
this window [1]
were displayed as red dots on a black background,
which achieved a clear and simple presentation style.
By positioning the mouse over an IP address range,
the user could swiftly zoom in on a particular range
and only view data associated with it, which elimi-
nated the problem of information overload and screen
clutter.
RainStorm enabled operators to quickly identify
potentially compromised machines and find attack
patterns due to showing alerts and suspicious traf-
fic over an entire local network over a 24-hour pe-
riod. Conti’s paper was an important influence on
the direction of this research, as it demonstrated the
value of aggregation, presented techniques for dis-
playing large quantities of information on a single
screen and explained the importance of viewing data
from a local perspective.
Ma [16] has conducted work on the subject of
visualisation of port scans and probes that typically
precede an attack on a network. His approach was
quite similar to that employed by Conti et al and al-
lowed the analyst to see connections between hosts
on a local network and the external IP addresses that
they are communicating with. Depending on the
presence of fan-in or fan-out patterns in the visu-
alised data, conclusions could be drawn about the
type of probe conducted on the local network.
A paper by Ball, Fink and North [1] reinforces
the notion that it is essentially impossible (and im-
practical) to build up a picture of security informa-
tion from anything except the local perspective, and
every network administrator needs to concentrate on
managing the security of his or her own network.
This observation is consistent with that of Conti and
Ma, and the approach described in all of these pa-
pers is the most logical one to take when construct-
ing a network and security log data visualisation sys-
tem.
Ball, Fink and North’s system, Network Eye, dis-
played the local network as a grid and all external IP
addresses were marked by squares of various size.
Communication between external hosts and local ma-
chines was shown by lines connecting the grid squares
and the external squares. The size of a square rep-
resenting an external host determined the amount of
traffic exchanged. Users also had the ability to view
detailed information for each IP address and find the
types of traffic that were used and the ports used to
exchange information.
This paper differs from almost all other research
published in the same field by the fact that partici-
pative design was employed - end users were always
involved. A comprehensive user study was also con-
ducted, which highlighted the strengths of the sys-
tem - the ease with which unusual behaviour was
found, the external hosts that have exchanged the
most data with local machines and which protocols
were most used. Certain types of attacks were also
easily identified with the help of Network Eye - for
example an attacker performing a ping sweep over
the entire network caused a clearly visible pattern to
emerge in the visualised data.
2.1.2 Immersive Visualisation
While most researchers in the field of network and
security data visualisation propose using strictly graph-
ical methods to present information to the user, there
has been a paper arguing for greater use of sound in
order to create an immersive environment for data
analysis.
In 2004, Papadopulous et al [19] proposed a net-
work traffic and security alert visualisation system
called CyberSeer. The idea behind this system was
presenting network traffic flows as two dimensional
charts, overlaid on top of a three dimensional graph
of all nodes in a network. Next to each node (router
or switch) would be a graph of traffic currently going
through it (refer to Figure 2.3). This visual represen-
tation would also be accompanied by multi-channel
spatial sound. In fact, the majority of their paper is
devoted to finding the best way to synthesize sound
and present network traffic as different waveforms,
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Figure 2.3: A proposed visualisation technique for
CyberSeer, showing 2D traffic charts overlaid onto
a 3D map of a network. [19]
the frequencies and amplitude of which would con-
vey a certain meaning.
The advantages of a completely immersive sys-
tem that utilises spatial surround sound to relay in-
formation about network alerts and traffic conditions
are clear. Humans have a good ability to recognise
the physical position of a source of sound and orient
themselves accordingly [13]. Combined with a large
auto-stereoscopic display, this would have created a
very effective approach to real-time network traffic
analysis. While this immersive system was never
created and the authors merely argue the merits of
such a solution, the ideas contained in this paper are
nonetheless important.
2.1.3 Log Data Processing
As stated above, log files are generally quite large,
so appropriate techniques for handling them need to
be explored. The issues relating to processing large
amounts of data and strategies for visualising them
were studied by Shneiderman in his paper Extreme
Visualisation [23]. Shneiderman mentions that other
researchers have created systems for graphical ex-
ploration of databases of millions of records [4, 15],
and that visualisation of billions of entries will be
possible in the near future.
Various methods of aggregation and presenta-
tion of such vast quantities of data are discussed by
Shneiderman, including merging of related records
together, grouping a set of data nodes into so-called
metanodes (structures showing a more general, high-
level view of the data) and use of colour to represent
Figure 2.4: Example of a coarsened graph which
shows connections between clusters of nodes.
45480 nodes are condensed into 152. By Wong et
al [7]
outliers. The author notes that in most cases, a gen-
eralised view of data (where some precision and de-
tail is lost) is much more useful to the human oper-
ator than a full plot of the same data which does not
omit any details. Such representation, in fact, helps
by easing the visual load imposed on the user and al-
lowing him or her to identify trends in the displayed
data.
Principles similar to the ones above were also
suggested by Wong et al [7]. The ideas in this paper,
which is not specifically investigating network data
analysis, can nonetheless be adapted to the visuali-
sation of network structure and data flows. Wong et
al were concerned with reducing the level of detail
of data, for example turning a graph of a network
containing 46480 nodes into a coarsened graph con-
taining only 152 nodes. The end result was a much
clearer visualisation, showing a high-level overview
of a network, which showed connections between
nodes in a very clear and easily understandable way.
A similar approach, which was taken by Perer and
Shneiderman [20], involved computing community
structures, that is, finding a related group of nodes
and displaying them as a single metanode on the
coarsened graph.
2.1.4 Security Alert Visualisation
A serious problem with most log files is that each
entry is separate and physically unrelated. Any two
lines, even if they describe different stages of the
same event (for example two packets which are both
used to conduct an attack on a machine) are not linked
in any physical way to previous entries. Therefore,
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the ability to parse a log file and reconstruct the log-
ical links between its entries is crucial for a visuali-
sation system.
In practice this means categorising each mes-
sage according to a certain rule or metric and placing
the information it contains into a logical container
suited for the purpose of the application. For exam-
ple, information from an intrusion detection system
(IDS) could be categorised by IP address the alerts
are coming from, by alert type and so on. Secu-
rity alert visualisation systems are faced with this
issue, as they often have to collect information from
a range of network-based sensors.
In 2002, a client-server security information vi-
sualisation system called Tudumi was created by Tet-
suji Takada and Hideki Koike [24], which integrated
data from multiple sources such as network traffic,
user access and log-in logs. The system summarised
available information and graphically presented data
to the user in form of several layers of disks - the
topmost disk showing the most suspicious login at-
tempts (classified as such by interpreting user-defined
rule sets), the bottom disk representing normal ac-
tivity. The user could filter out uninteresting login
attempts and, by concentrating on only several spe-
cific connections between usernames and host ma-
chines, establish whether an unusual pattern of ac-
tivity on a network is indeed an intrusion.
The types of alerts that Tudumi was designed
to visualise were unusual login attempts (a user not
logging in from a machine which he or she normally
uses) and unexpected connection attempts (for ex-
ample a computer in another country trying to con-
nect to a host in a local computer laboratory). The
authors claim that their system was very successful
at prominently displaying such anomalies.
Graphically, the system was somewhat confus-
ing, with some visual clutter being present due to a
large amount of login attempts being visualised at
once. However, the authors have employed several
techniques to draw the user’s attention to specific de-
tails and visually differentiate between categories of
information. As mentioned above, suspicious be-
haviour was presented as nodes on the top layer, im-
mediately improving its visibility and occluding the
less important nodes describing normal behaviour.
Secondly, a variety of textures and colours was em-
ployed to create distinctive patterns for the events
visualised by Tudumi. Overall, the system presented
a very powerful interface to the user that was diffi-
cult to learn, but had the ability to show a variety of
security-related data.
A related approach was taken by Hertzog [10]
in 2006, who has created a security alert visuali-
sation system which tied individual machines and
users to the ports, protocols and applications used.
For example, all traffic on port 22 (SSH) was not
only looked at from a low level point of view (how
many bytes were sent or received), but the types of
applications that using this port were also examined.
A graph connecting users, local hosts, applica-
tions, ports and remote hosts was constructed, and
any anomalous traffic (such as an application not
connecting through a port which it normally uses)
stood out amongst the connections representing nor-
mal and legitimate traffic. This is similar to the idea
behind Tudumi, as the aim of both systems is to cre-
ate a visualisation that would give special promi-
nence and visibility to unexpected events and the
suppress the display of messages not considered im-
portant enough.
2.1.5 Geographical Visualisation
Geographical visualisations and their relationship to
analysis of network data have been explored by sev-
eral papers which have focused on creating graphs
showing data flows between physical locations. The
aim of geographic visualisation, in general, is to help
the user picture the adjacency of nodes in a network,
their spatial location and paths between them [23].
In 2005, Chang et al [2] created a Deployment
Analysis System (DAS) in order to improve the qual-
ity of monitoring of a network of field sensors de-
ployed in a real environment (a mountain reserve in
California, USA). The primary function of the DAS
was to help the user determine whether there exists
significant congestion in the sensor network, if some
routes between sensors are broken, whether a bat-
tery in a particular sensor is about to fail, and so on.
A topological map was generated by the system to
inform the user of spatial locations of sensors, their
status and the strength of connections between them.
This work has also described two other impor-
tant features that are highly relevant to the field of
network data processing. One such feature was the
display of information in relation to time (called tem-
poral replay by the authors), allowing the adminis-
trators to pinpoint at exactly which time a certain
route was chosen as a means of communication be-
tween two sensors, at which time a route became
unstable and was removed and so on. The second
feature is the modular structure of the DAS, with
the database being detached from the front-end pre-
sentation code and from the modules collecting data
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Figure 2.5: SeeNet3D by Cox et al [3], showing dif-
ferent views of network traffic flows over the entire
world.
from sensors. This greatly improves the extensibil-
ity of the system, allowing future addition of more
visualisation styles and support for a larger variety
of log file formats. Overall, the DAS has allowed its
users to fine-tune the sensor network, utilise more
efficient routing algorithms and even predict trends
by viewing the visualised data.
A similar topological approach was taken by Cox
et al [3] in a paper describing their attempt at vi-
sualising network traffic over the entire world. The
questions that their system, SeeNet3D, was designed
to answer were related to connectivity and traffic
flows. The amount of traffic exchanged between
countries was of interest and this paper explores sev-
eral ways of visualising it.
The ideas presented by Cox et al were largely
consistent with other research in this area: gather-
ing and categorising log entries was used to only
show relevant information and 3D visualisation of
traffic flows was employed to get rid of the clutter
of two dimensional charts. The system also allowed
drilling down, that is, zooming onto a particular re-
gion to get a more detailed set of statistics.
Another attempt to visualise network traffic flows
by constructing a virtual geographical map was made
by Koutsofios et al [12] in 1999. Their system was
called SWIFT-3D and was designed to graphically
display data from different telecommunications net-
work log files and visualise information such as tele-
phone call frequency, quality of service in different
areas and inspect the extent of overage provided by
various ISP’s across the United States of America.
Figure 2.6: An example of temporal granularity by
Shabtai et al [22]. The user is zooming in from a
low-resolution timeline showing a broad overview
of traffic onto a higher-resolution timeline showing
a specific time interval of interest.
SWIFT-3D was designed to be flexible and sup-
ported multiple log formats. The system parsed a
number of log files and aggregated the data into its
own internal format. Different visualisation tech-
niques were used, for example static and animated
2D and 3D displays. A very important observation
made by this paper is that visualisation is not a lin-
ear process: the user should be given the freedom to
explore the graphical representation and switch be-
tween different views. Overall, the system was suc-
cessfully used to establish trends in the frequency
of telephone calls, determine why there was a large
proportion of unsuccessful calls and disconnections
in certain cities at particular times of day, and visu-
alise the areas covered by different telecommunica-
tions companies.
2.1.6 Temporal Division
One way to group and generalise network traffic statis-
tics and security alert data is by using temporal di-
vision. The data that needs to be generalised and
aggregated is placed into categories according to the
time they’ve been recorded at. This results in a se-
ries of time intervals which are easier to visualise
than a large amount of ungrouped data.
Eick, Nelson and Schmidt [5] have been among
the first researchers to address the problem of sim-
plifying analysis of large quantities of textual data
by presenting it in a graphical format, and tempo-
ral division was among the techniques that they em-
ployed. In 1994, Eick et al have created SeeSoft,
a system for visually analysing output data from a
switch testing suite. The approach was to split lines
in a log file by hour, then only show error messages
(thus getting rid of log noise - unimportant messages
and information) and use colour coding to sort errors
into separate categories. The program turned out to
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be very helpful for the users and reduced the time it
took to analyse testing logs by 80%.
Another example of temporal division has been
demonstrated by Shabtai et al [22] during the cre-
ation of their visualisation and analysis tool, KNAVE-
II. Support for various granularities (such as days,
hours and minutes) is proposed, along with the abil-
ity to use an absolute timeline, using the calendar
and system clock as reference, or a timeline relative
to other events contained in a data set.
3 Log Data: Interpretation,
Parsing and Visualisation
This section first describes the aim and goals of
this research, then its setup, that is, the hardware and
software used. Next, a high level overview of the
developed application is presented, followed by an
in-depth analysis of each of its components and their
functionality.
3.1 Research Aim
After highlighting the background of this project,
the main research directions and goals of this re-
search are described. The idea behind the applica-
tion described in this section is that network and se-
curity data is connected, and that visualising any se-
curity alerts is meaningless if one does not also look
at the traffic data behind them.
The idea is to construct a prototype of a network
and security log data visualisation system which has
the ability to display multiple categories of informa-
tion from a network device on a set of axes in 3D
space. The visualisation performed is static, that is,
there is no real-time data processing capability. All
graphical analysis will be done from the perspec-
tive of the local network, meaning that all traffic and
alerts will be visualised in terms of their relation to
hosts on the local network, as this is the most logical
point of reference [6, 1].
Visualisation is best used to guide the user and
bring potentially important messages to his or her at-
tention [16], so the aim of the proposed system is not
to predict network activity or suggest what attacks
may be incoming in the near future. The goal of this
system is to provide a broad overview of condensed
information about network traffic and help its opera-
tor to recognise patterns by categorising and filtering
data.
Such a representation will, ideally, enable the
user to determine at a glance which computers on
a network are the most active and what types of traf-
fic are most used. Alerts can be presented visually,
indicating which machines are coming under attack,
at what point in time these attacks are happening and
what types of traffic are being used to conduct them.
Another capability of the proposed system in-
cludes displaying data over a period of time by way
of dynamically animating the graph that is displayed.
Since motion is a good way of attracting the user’s
attention to an area or object [30, 31], animation of
data will enable the operator to find out at which
times of day the network is most saturated and when
certain machines are most active. Animation was
also utilised by Ball et al and Chang et al [2, 1] in
their visualisation systems, and is considered a vi-
able way of reducing the cognitive load on the user
[26].
3.2 Hardware and Software
First of all, the hardware and software setup used
during this research will be briefly described.
An Intel Core 2 Quad Q8200 CPU was used,
along with 4GB of DDR2 RAM and an NVIDIA
GeForce 9500 GT graphics card. Microsoft Win-
dows XP was the underlying operating system. The
application created during this research was written
in the C++ programming language.
3.2.1 OpenGL and GLUI
OpenGL [8] was chosen as the graphical API used
to draw the visualised data. OpenGL was preferred
because of its cross-platform compatibility and ease
of use. GLUT [25], the OpenGL Utility Toolkit was
used to provide auxiliary functions such as those
used for window drawing and GUI callbacks (for
example, key presses and mouse movement).
One of the disadvantages of combining C++ and
OpenGL is the lack of a standard GUI API, which
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Figure 3.1: 2 lines from a firewall log data file used during this research
1 5 ;15 Apr2009 ; 2 3 : 4 6 : 3 2 ; 1 3 2 . 1 8 1 . 3 . 2 3 3 ; a c c o u n t ; a c c e p t ; ; e t h 0 ; inbound ; ; ;
D e f a u l t P r o t e c t i o n ; 1 5 Apr2009 2 3 : 4 5 : 5 2 ; 1 5 Apr2009
2 3 : 4 5 : 5 2 ; 0 : 0 0 : 0 0 ; 2 ; 8 8 ; 1 ; 1 ; 1 ; 1 ; 4 4 ; 4 4 ; 4 4 ; 4 4 ; e t h 0 ; e t h 0 ; e t h 1 ; e t h 1
; 1 3 2 . 1 8 1 . 0 . 5 ; 1 2 4 . 1 7 1 . 2 1 6 . 2 0 3 ; udp
; 1 5 1 3 ; 1 5 1 3 ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ;
2 6 ;15 Apr2009 ; 2 3 : 4 6 : 3 2 ; 1 3 2 . 1 8 1 . 3 . 2 3 3 ; a c c o u n t ; a c c e p t ; ; e t h 0 ; inbound ; ; ;
D e f a u l t P r o t e c t i o n ; 1 5 Apr2009 2 3 : 4 5 : 4 4 ; 1 5 Apr2009
2 3 : 4 5 : 4 4 ; 0 : 0 0 : 0 8 ; 4 ; 1 7 6 ; 2 ; 2 ; 2 ; 2 ; 8 8 ; 8 8 ; 8 8 ; 8 8 ; e t h 0 ; e t h 0 ; e t h 1 ; e t h 1
; 1 3 2 . 1 8 1 . 0 . 1 ; 6 0 . 2 4 2 . 1 7 2 . 7 5 ; udp
; 1 0 8 4 ; 1 5 1 3 ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ;
Figure 3.2: Part of the graphical user interface cre-
ated with GLUI for the visualisation system de-
scribed in this report. Buttons, text boxes, check
boxes and separators are visible. Refer to Figure
A.1 in the Appendix for a full view of the program’s
GUI.
would allow a program to have both an OpenGL
viewport where a scene might be rendered and a
standard user interface which could be be used to
control the display of the scene and issue commands.
Due to this lack of standardisation, custom libraries
must be used. GLUI [14], the OpenGL User Inter-
face Library, was the library selected to provide a
standard GUI to the user, with widgets such as but-
tons, text boxes and check boxes being present. Fig-
ure 3.2 illustrates some of GLUI’s capabilities.
In the application, GLUI managed both the visu-
alisation window and the GUI presented to the user.
This library was used to unify these two parts and
present a single coherent interface to the user.
3.2.2 Log Files
The log data files used during this research were
obtained from a CheckPoint firewall operating on
a Canterbury University computer network. These
files used contained all information that is expected
to be present in a firewall log file - entries such as
IP addresses of both communicating parties, amount
of bytes and packets exchanged, names of incoming
and outgoing interfaces, protocol types and so on.
The only information that was removed was the
sensitive user data, such as internal Canterbury Uni-
versity network user codes, each of which are unique
and can be tied a person, thus compromising pri-
vacy. The above restriction did not impact this re-
search in any way, as the main focus was very gen-
eral: developing a set of techniques for presenting
network traffic and security alert data in a three-
dimensional format.
The log files analysed were recorded over a 24-
hour period and contained highly detailed informa-
tion about the operation of a part of the Canterbury
University computer network. Therefore they were
deemed to be a highly realistic representation of a
real-world data set.
Not all data contained in the log files examined
was processed. Among the most relevant and useful
fields were: the source and destination IP addresses,
the protocol types (both low level such as TCP and
UDP and higher level such as HTTP and DNS), the
time the communication took place and the alert(s)
generated.
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Figure 3.3: High Level Architecture and Control Flow
3.3 High Level Architecture
The proposed visualisation system consists of a num-
ber of interconnected modules that each perform a
certain task. This section describes the general struc-
ture of the application and its overall functionality.
Figure 3.3 presents a general overview of the
structure of this application and its control flow. All
controls are issued by the user through the control
GUI panel. This panel is integrated with the main
visualisation screen. Any command sent through
the control GUI is processed by the main module
of the application. Here a decision process takes
place, classifying the request and taking appropriate
action.
The first type of request is that for loading a log
file. Once such a command is received, the parser is
called, which operates on a user-specified log data
file. During parsing, the aggregating function is called
which classifies and separates log data according to
certain parameters which will be discussed later. The
aggregating engine sorts the data received from the
parser and places it into a series of specialised struc-
tures held in RAM, as explained in Section 3.4.3.
Thus, a large in-memory database of all con-
tent deemed relevant for the purpose of this appli-
cation is built up. The idea behind this large set of
dynamically allocated container objects is to make
query execution significantly faster than would oth-
erwise be possible with the aid of a hard-drive based
database.
After the loading and aggregation processes are
complete, the user can issue commands through the
control GUI to query the in-memory database for as-
sorted information. The querying engine performs a
series of lookups in the storage structures and ex-
tracts relevant information. For the purposes of this
prototype application, which is intended as a proof
of concept, the types of queries that can be done are
restricted to a set of pre-defined requests, which are
described in detail in Section 3.4.3. After the appro-
priate look-ups are performed, the completed graph
is drawn in the visualisation window.
The above is, in general terms, a broad overview
of the system’s functionality. It has been designed
to be as fast and efficient as possible, handle large
amounts of input data (possibly totaling up to 2 GB)
and produce accurate and complete graphs accord-
ing to user queries.
3.4 Functionality
This section describes, in detail, the functionality
of the various components of the proposed system.
Their purpose and internal structure is analysed and
the concepts related to visualisation of network and
security data that are illustrated by these compo-
nents are explained.
3.4.1 Parsing
The parsing module of the proposed system was de-
signed to be modular, in theory allowing anyone with
access to source code to write a small class which
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can then be instantiated and used in place of the de-
fault one. Ideally, multiple parsers will be integrated
into the application to seamlessly provide required
information upon request from a user, although this
functionality has not been implemented in the cur-
rent iteration.
This approach was chosen with the purpose of
solving one of the most serious problems facing any
log visualisation application - the lack of compati-
bility between different log formats, as mentioned in
Section 2.1.3. Several papers [24, 12, 2] emphasise
the the need to support multiple log file formats and
to keep a custom internal database which combines
data from all sources.
Currently the parser reads the specified file line-
by-line and extracts information from it, breaking it
up into separate fields and sending the resulting data
back to the aggregator. Once a data structure con-
taining the extracted data from a single log message
is received, it is sorted according to the algorithm
described below.
3.4.2 Aggregation and Classification
The main grouping and sorting process takes place
at the same time as parsing, as the two functions are
logically linked - in order to make the program faster
and less resource intensive, simultaneous reading of
the log file and grouping has been implemented.
One pass of the aggregation algorithm is done
every time the function receives a data structure con-
taining all important information extracted from one
entry of a log file. The data structure is sent by
the parser and contains the exact time of the com-
munication, the source and destination IP addresses,
the alert generated (if any), the amount of bytes and
packets that passed between machines and the gen-
eral (layer 4) and specific (layers 5 and above) proto-
col types. This decision is based partly on the work
by Hertzog [10], which identified a set of <times-
tamp, user, source host, application, destination host,
destination port> to be the most pertinent informa-
tion for a security data visualisation system.
3.4.3 In-memory Data Structures, Query-
ing and Data Retrieval
The aggregating module groups information extracted
from log files according to certain principles which
have emerged as being the most logical ways of clas-
sifying information during the research.
Figure 3.4 shows the structure of the in-memory
data container used by the application. On a high
level, it can be described as a series of 4 hashtables,
traversal of which until the end node results in the
traversing function obtaining full information about
the communication between a local and a remote ad-
dress at a certain period in time, with the protocols
used in communication and other auxiliary informa-
tion (such as alerts) also becoming known.
Internally, there exists one large hashtable of all
local IP addresses, as viewing security-related data
is best done from a local perspective [6, 1]. A search
for an IP address in this table results in a data struc-
ture containing the local IP address and a hashtable
of all the time intervals when this machine has been
active being returned.
Variable-precision grouping is used in this ap-
plication, with the time interval being a flexible vari-
able, which can be changed according to the goals of
the visualisation. The idea of a time interval serves
as a simplifying measure, which aggregates all traf-
fic within a certain time period (for example, 6:00pm
to 6:15pm, 6:15pm to 6:30pm, and so on) into one
group in memory, decreasing storage requirements.
A similar approach has been used by Ma [16] and
Shabtai et al [22] for alert visualisation.
Naturally, when log messages that are precise to
within milliseconds are placed into much less spe-
cific containers, some data is lost, but that is nec-
essary for the balance between storage space and
precision to be achieved. Larger time intervals be-
ing used will reduce precision (that is, it will be-
come more difficult to establish at precisely which
point in time communication between two IP ad-
dresses occurred) while decreasing storage require-
ments, while smaller intervals will cause the reverse
to happen. Precision will improve as the length of
the interval is shortened, but at a cost of rapidly in-
creasing memory usage.
The hashtable of time intervals retrieved can then
be queried to find whether it contains an entry for
an IP address of interest. In case of a positive re-
sult, another data structure is returned, containing
the remote IP address, a Boolean variable set to true
if any alerts have been alerts generated for that IP
address, and a hashtable of all the different traffic
types used during communication with the local IP.
If this newly obtained hashtable of traffic types is
traversed, exact amounts of bytes exchanged using
different protocols can be looked up and the num-
ber of packets sent and received can be easily found
out. Alerts that may be generated by the firewall are
stored together with the amount and type of traffic,
so it is always possible to identify which traffic type
was used to attack a host on a local network.
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Figure 3.4: Structure of the hashtable-based in-
memory storage system. Local IP addresses are con-
tained in the first hashtable, with each address link-
ing to a table of time intervals. Each entry in a table
of time intervals links to a hashtable of remote IP
addresses which have communicated with this lo-
cal address during this time interval. Each remote
IP address links to a table of all traffic types used,
which contain detailed statistics about the packets
and bytes exchanged during communication along
with any alerts generated during it.
An example of the query process is provided be-
low. Suppose a local IP address 192.168.2.1 com-
municates with an external IP address 202.5.67.13
at 6:13pm. Their communication is made over the
TCP protocol; it uses 100 incoming packets, 100
outgoing packets and 100,000 bytes are transferred
each way. This exchange generates one alert. There-
fore, in the table of local IP addresses, 192.168.2.3
will be looked up, and this communication will be
recorded as being during the time interval between
6:00pm and 6:15 pm. Next, 202.5.67.13 will be in-
serted into the hashtable of all remote IP addresses
that have had contact with the local one during this
time interval. The TCP traffic type will be inserted
into the list of all traffic types used by 202.5.67.13,
and the incoming and outgoing packets and bytes
will be recorded, along with the single alert.
While the query process may appear complex,
in practice any IP address can be found with relative
ease, the speed of this process has been found to
be adequate, and, most importantly, traversal does
not consume any additional memory resources as
no significantly large data structures are created in
memory during querying and retrieval operations.
Its performance is analysed in Section 3.6.
The querying process should be specialised for
the purposes of the application being developed. In
this case, it has been decided that high performance
and low memory usage is more important than minute
detail, and therefore the interval has been fixed at 15
minutes, striking a reasonable balance between pre-
cision and storage requirements.
Querying itself is controlled through a GUI, which
is used to issue commands. There are three types
of queries currently supported by the system. The
first type displays all traffic and alert contained in
the database (that is, the sum of traffic over all time
intervals), the second retrieves all information and
divides it by time interval and the third is a query for
all traffic associated with a single local IP address.
Translated into tasks which may be carried out by
a network administrator, these functions might read,
respectively: ”show all log data for the local net-
work”, ”show log data for the local network between
time X and time Y”, and ”show all log data for local
IP Address Z”.
3.4.4 Visualisaton
In this section the most significant part of the pro-
posed application is described. As explained above,
the visualisation performed is three-dimensional and
does not use realtime data. Figures A.2-A.5 in Ap-
pendix A provide high-resolution screenshots of the
application and the types of visualisation it can per-
form.
General Structure
The basic structure of the 3D graph proposed in this
report is as follows. A number of vertical bars origi-
nating at the floor of the visualisation area is drawn.
The height of a bar represents the amount of network
traffic, and its spatial location indicates the type of
traffic and which IP address it originates from or is
addressed to. Refer to Figure 3.8 and to screenshots
in Appendix A for a full explanation of the proposed
technique.
In order to create a point of reference for the
user, a neutral-coloured grid has been placed on both
the bottom and the back of the visualisation area.
This grid clearly marks the floor which serves as a
base from which all bars representing network traf-
fic originate. The back of the visualisation area not
only serves to give a point of reference to the user,
just like the floor, but is also used to display informa-
tion. The back is used to display the total amount of
traffic sent or received over all traffic types for one
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Figure 3.5: Insertion of data about IP address 202.5.67.13 which communicated with local IP address
192.168.2.3 at 6.13pm using TCP traffic and generating one alert.
IP address, as shown in Figures 3.9 and A.2. This
way, the user is made aware of both the total amount
of traffic used by a host, and of the more precise us-
age data which is broken up by traffic type.
Navigation
An important aspect of any program which creates
a 3D scene is navigation. In general, navigation
in a 3D virtual world can be difficult and confus-
ing for the user who can get disoriented and lost
while browsing it [3]. A variety of control methods
is available, for example a free-form movable cam-
era, such as those used in aircraft simulators and first
person shooter video games. However, a scheme
like this is inappropriate in this case, as the aim of
the proposed application is to be accessible to all
personnel who come in contact with the manage-
ment of a computer network. No previous train-
ing or experience is assumed and thus the system’s
navigation and interaction paradigms have to be de-
signed accordingly.
To create a simple yet effective navigation method,
a system where the camera moves along a fixed path
has been implemented. The camera is fully rotat-
able using the mouse, which provides the user with
the ability to view the visualised data from multi-
ple viewpoints. The user moves the camera with the
help of arrow keys on the keyboard, with the presses
of specific keys being translated into corresponding
camera movements.
The camera can be moved both along the x and
the z-axis, to gain a better view of rows located fur-
ther away. However, as there is always a possibility
of disorientation in 3D space, to ease navigation and
to tie the camera to the ideal path, the notion of teth-
Figure 3.6: Proposed 3D visualisation technique. IP
addresses are located on the x-axis, with different
traffic types being placed along the z-axis. Bars are
drawn inside the squares on the floor grid, with bar
heights indicating the amount of packets or bytes
sent and received. The XZ plane is used to draw
the floor grid, the XY plane is used to draw the back
wall grid.
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Figure 3.7: The camera mostly moves along the
x-axis, with the camera path along that axis being
marked in red. This is the pre-defined path which
is best suitable for viewing data. Camera movement
along the z-axis is also possible, and is marked by
a green arrow. Should the camera move off the pre-
defined path, it will be pulled back after a timeout of
20 seconds.
ering is introduced. It involves dynamically pulling
the camera back onto the predefined path once the
user has stopped moving it, after a timeout of 20
seconds. This is done with the purpose of prevent-
ing the user from getting lost and being unable to
return to the path that is best suited for viewing the
visualised data. The user is able to toggle automatic
tethering on and off. Figure 3.7 explains the move-
ment of the camera.
Scaling
It is expected that traffic amounts will vary greatly
over the entire range of IP addresses being exam-
ined. It is not unusual to have a spike in the visu-
alised data which is larger than the surrounding data
by an order of magnitude. If such data is displayed
on the graph with no scaling, peaks will generally
not be visible. Therefore, in order to avoid such
visual discrepancies, scaling has been introduced,
where all bars’ heights are normalised using divi-
sion by the height of the tallest bar. Using this scal-
ing technique it is always possible to see the entire
height of a bar from any point on the standard cam-
era path.
Alert Visualisation and Colour Coding
Alert visualisation is done in the following manner:
bars representing time intervals during which alerts
have been received are indicated by a rapidly mor-
Figure 3.8: A bar representing an alert caused by
SMTP traffic, surrounded by normal traffic. Normal
traffic is also colour coded: green for outgoing and
orange for incoming.
phing colour pattern that is designed to contrast with
the constant shading of the bars representing normal
traffic.
The colour changes are specifically designed so
that a bar representing an alert appears to be pulsat-
ing. Rapid changes in colour or rapid emission of
pulses of light is already commonly used by emer-
gency services (for example, rotating emergency lights
on Police vehicles) and in industrial settings to warn
of danger. Therefore it is expected that users will be
able to apply their previous knowledge to a new do-
main and recognise a well known signal of danger.
Color coding has been used to differentiate not
only between traffic causing an alert and normal ac-
tivity, but also between outgoing and incoming traf-
fic. As shown in Figure 3.8, green is used for outgo-
ing traffic and orange for incoming traffic.
Filtering
As mentioned before, filtering is an essential com-
ponent in any visualisation application that is greatly
beneficial for reducing visual clutter and giving the
user control over the presented data. This system in-
corporates a simple filtering module that allows the
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Figure 3.9: An example of filtering and zooming
in on a specific IP address. Here all communica-
tion for one local IP address is shown, with several
traffic types (such as FTP, ICMP and SNMP) being
filtered out. It is clear that the most traffic was ex-
changed with 66.249.70.165, using the HTTP proto-
col. Around 5 megabytes was received and around
500 kilobytes was sent.
user to remove any type of traffic from the graph, as
shown in Figure 3.9.
It is also possible to view more precise and de-
tailed data by highlighting an IP address and per-
forming a specific IP address lookup. Detailed statis-
tics are then brought up in graphical form. These
statistics show the amount of traffic that has been
exchanged between the chosen local IP address and
all remote hosts it had contact with.
In addition to filtering by traffic type, the user
can choose to view alerts only (regardless of the type
of query performed), eliminating all IP addresses
for which no alerts have been generated. Only bars
which belong to an IP address which has an alert as-
sociated with it will be drawn on the screen. This
greatly reduces the number of objects displayed on
the screen at one time and immediately draws the
user’s attention to those local addresses that have
come under attack.
Animation
As noted above, animation is also utilised by this vi-
sualisation system. When a user performs a query
for full traffic and alert data separated by time in-
tervals, the bars representing traffic during each in-
terval are drawn dynamically and animated over the
course of several seconds. The user is able to adjust
the animation speed. Figure A.4 shows one such
query in progress.
3.5 Testing and Evaluation
In order to assess the performance of the system pro-
posed in this paper, a sample data set was loaded.
The file contained information about around 5 hours
of operation of a local network of 518 IP addresses.
The time it took for the log data file to be loaded
and processed was measured, along with the average
query times and average memory usage. Results are
described in Section 3.6.
A short informal evaluation has also been con-
ducted at the end of this research, attempting to dis-
cover the advantages and shortcomings of the pro-
posed three-dimensional visualisation method. The
conclusion was that while the application lacks some
desirable capabilities such as the ability to process
real-time data and does not have an option to select
sections of a graph for close-up viewing (it is only
possible to view data for an entire network or for
an individual IP addresses, but not for groups of IP
addresses), it is a sufficiently advanced system that
acts as a proof of concept, showing the viability of
the proposed 3D technique for network traffic and
security alert visualisation.
3.6 Results
The application’s performance and its average mem-
ory usage are analysed in this section.
3.6.1 Performance
The performance of the proposed system has been
evaluated (refer to Section 3.2 for test machine spec-
ifications) and the following results have been ob-
tained.
First of all, in order to perform parsing and ag-
gregation on a 220 MB log data file, the system took,
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on average, 303 seconds, or approximately 5 min-
utes. Secondly, a query for data separated by time
intervals took, on average, 1.77 seconds. Queries for
full data without separation by time intervals were
somewhat faster, with the average being 1.52 sec-
onds.
On the test machine, the system ran at 60 frames
per second most of the time, except during anima-
tions, during which a large number of objects was
constructed. This lead to a slow down in the frame
rate, which dropped to an average rate of 15 frames
per second.
3.6.2 Memory Usage
During testing, the following memory usage has been
observed. When a 220 MB log data file was loaded,
the average usage was close to 15 MB before load-
ing and 225 MB after loading. Therefore, around
210 MB of RAM was used to store information about
the traffic patterns and alerts over approximately 5
hours in a network of 518 machines. However, along
with the primary in-memory storage containers, some
space was taken up by the various supporting struc-
tures, such as the containers used to hold informa-
tion about the shape and appearance of objects drawn
on the screen.
It has also been observed that on average, for this
particular data set, each machine on a local network
had contact with 32.7 different IP addresses over a
15 minute period. Each machine was active, on av-
erage, for 9.27 15 minute intervals out a total of 23.
On average, 1.1 different traffic types were used to
communicate with each IP address. Therefore, in
this network
518 ·9.27 ·32.7 ·1.1 = 172723 (3.1)
data structures containing traffic and alert informa-
tion will be used.
In conclusion, at a certain point (depending on
the host computer’s resources) there will be a severe
strain on the resources of the machine this system
is running on. Currently, it is expected that log files
in excess of 1 GB in size can be analysed without
significant problems. However, in the future it is
hoped that increasing amounts and decreasing cost
of RAM will be able to counteract this problem.
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4 Discussion
This section discusses the results obtained over
the course of this research and explains some of the
limitations of the proposed visualisation system, mak-
ing note of possible enhancements and future re-
search directions. A summary of visualisation prin-
ciples and suggestions on issues to consider during
the creation of any network and security log data vi-
sualisation system is made. Finally, an overall con-
clusion is presented which briefly summarises the
findings and contributions of this project.
4.1 Limitations
First of all, the obvious problem of the absence of
a comprehensive user study is addressed. It was not
feasible to perform a large-scale analysis involving
a significant number of users during this research,
and therefore the evaluation was necessarily limited.
However, the system developed was a prototype and
not intended for any real-world use. Several exten-
sions and enhancements to it are proposed in Section
4.3.2.
This problem is in fact common in the area of
data visualisation where a wide variety of systems
have been designed, but very few user studies have
been performed. For example, a survey of program
and algorithm visualisations [28] has found that only
half of the systems described had any usability eval-
uation at all. Out of several papers on security alert
visualisation reviewed during the course of this re-
search, only one (by Ball et al [1]) had a formal user
study, which consisted of a group of only 8 partici-
pants.
The performance of the proposed visualisation
system tended to drop dramatically during animated
display of temporally divided data, which sometimes
made viewing and navigation difficult. Long load-
ing times were also unacceptable. Finally, another
limitation of the proposed system is its inability to
process arbitrary, user-defined queries. This can be
solved by removing the proposed custom in-memory
storage structures and substituting them with a hard-
drive based database. Connecting this application
to an SQL-based database will likely reduce perfor-
mance, but gain flexibility and circumvent the mem-
ory limitations that are currently present in this soft-
ware. This is a very good illustration of the trade-off
between speed and flexibility which must be dealt
with by any visualisation system.
4.2 Visualisation principles
A combination of findings from the literature review
and the research described in this report has been
used to determine the correct approach to take when
creating any network and security log data visual-
isation system. Several principles and issues that
should be considered during visualisation of such
data are suggested in this section.
These principles were gathered and summarised
based on previous research, setting out a basic set
of guidelines that it is hoped may be useful for a
designer of a network and security log data visuali-
sation system.
4.2.1 Log Data Processing and Aggrega-
tion
First of all, the issue that has received a large amount
of attention by previous researchers will be looked
at. It is the problem of processing immense quanti-
ties of textual data that is generated by various de-
vices. As the total amount of log files that may
need to be analysed in a large network is generally
expected to be of the order of gigabytes, a certain
amount of compression and loss of precision is tol-
erable, and in fact necessary in order to generate any
meaningful visualisation of this data.
The exact nature of this loss is dependent on the
data being processed and on the purpose of the visu-
alisation. A system providing a high-level, general
overview of a data set can generally afford to make
a number of simplifications and omissions with no
discernible negative impact. A good example of this
principle is presented in a paper by Eick et al [5],
which was mentioned in Section 2.1.6. All data was
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split into categories based on the hour of day. This
was necessary, and yet this obvious loss of precision
lead to no adverse effects, and, on the contrary, in-
creased the efficiency of analysing testing results by
80%.
The need for simplification of complicated log
data has also been observed by other researchers [19,
24, 23], as was the conclusion that sacrificing pre-
cision for the sake of clarity of visualisation was
highly beneficial in many circumstances. Trends were
presented much more clearly and connections be-
tween nodes or groups of nodes in a network were
more obvious than in a detailed graph which showed
a large amount of connections.
It must be noted that there will be situations where
access to the most accurate, verbose data is paramount
and where aggregation leading to loss of precision
is not tolerable. Certain network alerts such as exact
times when a machine came under attack may need
to be known with great accuracy in order to corre-
late them with intrusions and suspicious events that
happened elsewhere the same time.
The following conclusion must be drawn: any
visualisation system should be developed while keep-
ing in mind the general principles, but at all times
concentrating on the problem being solved (that is,
the data being processed and the purpose of its vi-
sualisation) and its unique constraints and require-
ments.
4.2.2 Precision Level and Filtering
Being able to change the level of precision of the
displayed data and dynamically include or exclude
certain types of data is important, as it allows the
user to interactively focus on only the important in-
formation, and assist him or her in making correct
decisions based on the visualisation. Changes in
level of precision may also help identify trends, as
some may be present at a high level (for example a
tendency for the general level of activity in a net-
work to decrease in early morning and increase dur-
ing the day) and some at a much lower level (for
example a specific machine coming under attack at
10 minute intervals).
As described above, any visualisation system must
maintain a certain balance between showing as much
relevant data as possible to the user and generalis-
ing and simplifying data. It is simply not possible
to show all the information that is contained in log
files due to the extremely large quantity of content,
most of which is highly likely to be unimportant to
the user.
For example, if an output file from a firewall de-
vice is being processed with the purpose of visu-
alising security alerts, certain details in it that are
present in every log message may be of lower impor-
tance, such as the interface on which traffic comes
in. While this information may be required if data
flows in a network or connections between networks
are being analysed, it is of lesser significance from a
security point of view, and therefore may be omitted
from a graph. Details like the IP addresses of ex-
ternal hosts that communicated with local machines
and ports and protocols used are of much greater in-
terest and should be focused on.
As visualisation can be thought of as an iterative
process [16, 27, 11], one where each successive it-
eration adds precision (in other words, zooms in on
a region), being able to change the level of detail is
absolutely vital in any visualisation system. A good
example of this principle is the Rainstorm IDS sys-
tem [6]. By default, the information was aggregated
into groups of 8 IP addresses each. This generali-
sation (which allowed around 164 000 IP addresses
to be shown on a single screen) was combined with
the ability to zoom in on areas of interest at any time
and view detailed information about security alerts
for each IP address.
This fusion of both high and low level views pro-
duced a very effective system that reduced the visual
load imposed on the user and yet allowed a high de-
gree of control over the information displayed. Cox
et al [3] have employed the same technique, where
a high level 3D overview of traffic over the entire
world was presented to the user, along with the op-
tion to drill down and zoom in on lower level nodes.
Filtering is also an obvious requirement to any
information visualisation system. The ability of the
user to choose what should be shown and what should
be omitted is vital for the proper functioning of any
application that handles a large amount of data and
graphically presents it to the user. Filtering can take
several forms, such as the removal of unnecessary
information while parsing log data, as described above,
excluding a certain category of data from the final
graph (for example, specific protocol types or port
numbers) or visually occluding part of the screen
containing irrelevant messages, relegating it to a poorly
visible area of the screen. In conclusion, the type of
filtering that should be implemented in a system is
entirely dependent on its intended uses.
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4.2.3 Visual Presentation
The issues behind visual presentation of data which
are relevant to fields of computer networking and
security will be examined here. As was mentioned
in previous sections, on a very basic level, it is im-
portant to decide what information will be extracted
from log files and presented, what sort of control
will be given to the user over its presentation and
how the data will be aggregated. The actual graph-
ical side of the visualisation needs to be given a lot
of consideration as well.
No single approach to visualisation of any kind
of data can be considered ”correct”, and all such sys-
tems must be examined in the context of the data be-
ing processed and the needs of their users. However,
there are some common ideas that appear in most
publications regarding network and security log vi-
sualisation. The most successful visualisation en-
gines were those that managed to present informa-
tion in a clear and concise way, without overloading
the user with unnecessary and unrelated messages
or alerts.
Many diverse styles of graphical presentation,
from 3D geographic network displays [3] to grid-
based 2D alert visualisation [1] to a 2D graph with
Chernoff Face glyphs for visualising DNS traffic [21]
have been attempted. All have their own merits and
disadvantages, such as the tendency of 2D charts to
get cluttered as more and more information is added
to them or the occlusion and navigation issues facing
3D graphs, where larger bars can cover up smaller
ones and prevent important features from being no-
ticed and where camera movement is not always nat-
ural.
The type of visualisation, whether it was con-
structing a topological map, presenting a set of 2D
charts or an interactive 3D display to the user is
not what determines whether a visualisation system
is useful or not. Instead, it the use of the chosen
style that is important because the decisions regard-
ing omission and generalisation of information are
crucial and must be done in any system, regardless
of the graphical style employed. Cognitive econ-
omy (minimising the load on the human cognitive
system) is an important principle, with less informa-
tion presented to the user often being more effective
than a large amount which tends to overload the user
[26].
A coherent visual style (that is, the application
behaving in an expected manner, no matter what
the query is) and ease of navigation are more im-
portant than the complexity of graphical presenta-
tion. Providing multiple views of the visualised data
is important along with dynamic feedback which is
clearly given to the user [18].
4.2.4 Compatibility and Extensibility
Among the issues to be considered during design
of a network and security log data visualisation ap-
plication is the important question of compatibility.
While there is significant number of commercially
available graphical analysis tools for firewalls and
other network and security equipment, they often
possess limited capabilities, only being able to pro-
cess a certain log file format that is generated by the
equipment produced by the same company.
In the real world, however, log data can come
from various devices that may each have a separate
and distinct way in which they format files. Thus
it is greatly advantageous for an application to be
able to open and read files of different formats, us-
ing a specialised parser for each one and gathering
the extracted data into a single internal collection,
the format of which can be tailored to suit the needs
of the application. Depending on the application,
performance may be important, or level of detail of
data, and so on. Several successful systems, such
as SWIFT-3D [12] and Tudumi [24] have taken this
approach.
Extensibility and modularity are the solutions to
the problem of compatibility. A single monolithic
program is not flexible enough to respond to chang-
ing conditions, such as emergence of new technolo-
gies or installation of new equipment on the network
(which may generate log files in a new, unknown
format). A good example of a visualisation applica-
tion that has been designed from the start to be mod-
ular is the DAS by Chang et al [2]. It relies on an ex-
tension system for its operation, namely on the input
extensions for providing data from log files and on
the output extensions for providing different means
of graphical display. As requirements change, more
input extensions can be created to supply the sys-
tem with log data and more output extensions can
be written to improve its visualisation capabilities.
In conclusion it is suggested that modularity is
the best approach to the design any visualisation sys-
tem. Instead of attempting to predict which log for-
mats might be used in the future, it is much better to
let the users plug their own parsing modules into the
visualisation application.
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4.2.5 Performance
Another area of interest to the field of network and
security log file analysis is the performance of a vi-
sualisation system. With the huge volumes of data
which could be processed daily, performance be-
comes a serious concern and ways of ensuring smooth
operation and rapid response times must be found.
There is no simple answer to that, but generalisation
of gathered data is the only real solution. Combin-
ing a large amount of highly detailed messages into
one more general meta-message not only improves
performance, but also enhances the ability of human
operators to recognise trends in data, as shown by
Shneiderman [23].
Some ways of increasing performance were sug-
gested by Koutsofios et al [12] who have designed a
system capable of processing several days’ worth of
information, with each day yielding around 15 GB
of data. Streaming data from the hard disk by mul-
tiple concurrent readers was utilised to improve per-
formance and on-the-fly compilation of user-defined
query expressions into C code was used to speed up
the process of filtering data from log files. This way,
due to queries being dynamically generated and data
being gathered from hard disk-based storage, no un-
needed information was kept in memory, and only
that which was relevant to the user’s request was re-
trieved.
As is the case with most other systems, the above
approach is not necessarily correct. In certain cases,
such as for processing of smaller amounts of data,
it may be possible and indeed desirable to keep as
much as possible in memory for rapid retrieval.
4.2.6 Summary of Principles
There have been many attempts at network and se-
curity log data visualisation, but there exists a num-
ber of common elements in most of them. Below a
summary of the most important points is presented.
• Splitting data into groups of related messages
with the purpose of reduction of overall com-
plexity is vital. This generalisation allows eas-
ier identification of trends by human opera-
tors and leads to reduction of visual clutter.
Grouping can be performed according to a va-
riety of rules, for example by local or remote
host address, traffic or alert type or time inter-
val.
• Modular design leads to extensibility, which
is a highly desirable attribute for any visuali-
sation system.
• Providing a way of dynamically interacting
with the system is crucial, as letting users ex-
plore the visualisation is the best way to en-
sure that trends will be noticed. Zooming in
and changing the level of detail is one such
technique and is a very important component
of any visualisation system.
• The graphical style (2D, 3D, 3D with 2D over-
lays and so on) is on the whole less important
than specific decisions made about its use. Any
style can be used effectively if proper human-
computer interaction and design principles are
followed. Animation can be used effectively,
but it is not essential.
• A network and security log data visualisation
system needs to be designed for a given task,
focusing on the particular problem that needs
to be solved and adapting known methods to
solve it. There is no single technique in the
field of data visualisation that is applicable in
all circumstances, and attempts to make a sys-
tem as generic as possible are likely to only
reduce the effectiveness of such a system.
All of these principles have the common aim of
helping the user of a visualisation system concen-
trate on only the most important information and de-
tect trends in it, which is precisely the idea behind
data visualisation. Since humans have an excep-
tional ability to recognise patterns in images [16],
visualisation is a good way to present large quanti-
ties of data and let human operators find potentially
interesting trends in it.
Overall, visualisation is a dynamic process and
the way users interact with the displayed data will
vary for each individual, which is why it is impor-
tant for a developer not to get attached to one mode
of thinking or presenting data, as it is unlikely that
all users of the system will also share this mentality.
The way the users are going to interact with the sys-
tem needs to be studied and the application needs to
be designed accordingly [29].
4.3 Conclusion and Future Work
Here, the overall summary of the findings of this
project are presented. In addition to that, several
future research directions and improvements to the
proposed system are suggested.
22 4. DISCUSSION
4.3.1 Conclusion
Overall, the issues in the field of network and se-
curity log data analysis and visualisation have been
explored in this report. Particular attention has been
paid to the design of a prototype 3D network traffic
and security alert visualisation system which utilises
a novel approach to the display of such data. The
visualisation application proposed here has been de-
scribed in detail and its limitations have been noted.
Finally, a set of guidelines for the design of any such
future system is suggested.
The research presented in this paper unifies sev-
eral aspects of previous works and combines dif-
ferent strategies for dealing with large amounts of
log data from network and security devices, their
processing and presentation. It presents a frame-
work for variable-precision grouping of network and
security log data in memory and explores a novel
three-dimensional network traffic and security alert
visualisation technique.
4.3.2 Future Work
Firstly, the need for sufficiently advanced visualisa-
tion systems is growing, and therefore it would be
practical to adapt the proposed system into a general-
purpose visualisation application, with the purpose
of extending the range of data that can be processed
and displayed, from purely network and security in-
formation to other scientific data.
Secondly, the most useful future research direc-
tion is the integration of the proposed system with
information from other sources such as other types
of firewall and router devices. This will enable vi-
sual mapping of links and relationships (for exam-
ple, between machines and network nodes) and im-
prove the likelihood of security alerts and intrusions
being detected. This ability to correlate and visually
display information from multiple sources would be
highly beneficial for many applications in the areas
of computer security and network traffic analysis,
and indeed such correlation ability is the basis of
many new commercial SIEM (Security Information
Event Management) systems.
Furthermore, addition of real-time data process-
ing capabilities to the proposed system has been con-
sidered. While it has not been implemented, the
ability to dynamically generate graphs based on real-
time information coming into the system is highly
valuable, turning a static log analysis application into
a very capable and helpful security and network anal-
ysis tool.
Finally, as described in Section 4.1, a compre-
hensive user study is desirable and would be of great
value to any continued research in the area of 3D
network traffic and security alert visualisation. The
most practical methods could be found and the less
efficient and unintuitive graphing techniques would
become known, so that their use can be avoided or
limited. This report proposes theoretical ways of
dealing with some common problems in the field of
network and security log data visualisation, but the
actual usefulness of such methods must be verified
by further research.
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A Appendix A - Screenshots
Figure A.1: Main program window with annotations
and explanations of UI elements.
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Figure A.2: Example of a full traffic query. IP addresses are located on the x-axis, the list of traffic types is
placed on the z-axis and the amount of bytes is shown by the bar height. The back wall displays the total
amount of traffic and incoming and outgoing traffic is colour coded. Light blue is being used to highlight
the IP address currently selected. One alert is shown, caused by SMTP traffic for IP address 132.181.0.8.
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Figure A.3: Different view of the same data. The graph is dynamically split in the middle in order to draw
the labels on the y-axis. Faraway bars are drawn with increased transarency. All bars are scaled according
to the highest bar.
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Figure A.4: Here a larger data set is shown. The traffic is separated by time intervals. Bars are being
drawn on top of one another, with the lowest bars representing the oldest traffic and those above them
showing more recent traffic. In the bottom left corner the current time interval is shown. All bars are drawn
dynamically and animated over several seconds.
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Figure A.5: Here all traffic for one local IP address is shown. The visualisation style is the same as when
a full traffic query for the local network is performed. However, in this case, instead of local IP addresses
being shown on the x-axis, all remote IP addresses that this particular local address had contact with are
shown.
