Social interest detection is a new computing paradigm which processes a great variety of large scale resources. Effective classification of these resources is necessary for the social interest detection. In this paper, we describe some concepts and principles about classification and present a novel classification algorithm based on nonuniform granularity. Clustering algorithm is used to generate a clustering pedigree chart. By using suitable classification cutting values to cut the chart, we can get different branches which are used as categories. The size of cutting value is vital to the performance and can be dynamically adapted in the proposed algorithm. Experiments results carried on the blog posts illustrate the effectiveness of the proposed algorithm. Furthermore, the results for comparing with Naive Bayes, k-nearest neighbor, and so forth validate the better classification performance of the proposed algorithm for large scale resources.
Introduction
Automatic classification of user interest from social media has gained much attention in recent years [1] . Users' social interest dataset consists of massive amount and various types of resource, such as video, audio, image, text, and blog posts. These social resources may reveal users' potential preferences, broaden the vision for user market mining, and improve the performance of online recommendation system. Moreover, the user information of these resources can also provide a deeper understanding of our social network architecture.
Nowadays a number of techniques have been used to mine and analyze these social resources, but the most widely accepted method is the classification for the resources. It is worth noting that existing classification approaches are mainly drawn from machine learning techniques such as Support Vector Machine (SVM), Naïve Bayes (NB), and k-nearest neighbor (KNN) classifiers [2] . Although these classification technologies are quite mature, research on granularity-based classification is still in its early stages. Hence, it is an open research question.
Granularity refers to "average measurement for particle size" in physics; however, in this paper it refers to "average measurement for information thickness" [3] . The idea of information granulation has been applied successfully in such fields as rough set theory, divide and conquer, machine learning, and cluster analysis databases, since it has been proposed by Zadeh in 1979 [4] . Granular computing is an essential part of information granularity, the basic ingredients of which are subsets, lasses, and clusters of a universe [4, 5] . There are some fundamental issues in granular computing, such as granulation of the universe, description of granules, expression of relationships between granules, and computation with granules. So granular computing can be studied mainly from two related aspects: the construction of granules and the computation with granules. The former deals with the formation, representation, and interpretation of granules, and the latter deals with the utilization of granules in problem solving, and we will concentrate on the former in this paper.
Classification refers to "the task of assigning sample data to one or more predefined categories." Classification is mainly based on a training sample set, and experts in the field indicate which samples belong to a class and which samples belong to another class. Due to the subjectivity for prior knowledge, it often uncoordinates with characteristic of space 2 Mathematical Problems in Engineering and similarity measure function. To avoid the incompatibility for classification, a novel classification approach based on nonuniform granularity is proposed to classify resources in social network. This paper is organized as follows: Section 2 describes some basic concepts of information granules and rough set. In Section 3 we introduce granularity principle in classification and clustering, framework, and specific process of the proposed classification algorithm. In Section 4 we propose a novel algorithm for classification. Experiments and results are provided in Section 5. Finally, Section 6 ends with the summary of conclusion and future work.
Related Work
Recently clustering and classification have drawn many researchers' attention. Although research on classification is quite mature, resources classification based on granularity in social network is still in early stages; hence, it is an open problem for research.
In recent years, much work has been done for classification especially for text classification [6] [7] [8] [9] . Using supervised learning technique Support Vector Machine (SVM), Joachims [7] proposed an approach to the text classification. Ng et al. [9] proposed an automated learning approach to text categorization based on perception learning and new feature selection metric called correlation coefficient and finally conducted a usability case study by comparing the performance of such an automated learning approach with traditional approach of text categorization. McCallum and Nigam [8] clarified the confusion between multivariate Bernoulli model and multinomial model in document classification and called both models "Naïve Bayes." By comparing classification performance on some corpora, including Web pages, UseNet articles, and Reuters newswire articles, it was showed that multivariate Bernoulli performs well with small vocabulary size, whereas the multinomial usually performs much better with large vocabulary size. Friedman et al. [6] introduced Bayesian Network Classifiers and proposed a new method called Tree Augmented Naive Bayes (TAN), which outperforms Naive Bayes.
The works mentioned above use machine learning techniques to classify resources. Although information granularity approach is rarely utilized on resources classification, it has been applied into many other fields, such as rough set theory, divide and conquer, machine learning, cluster analysis, and databases. We extend our previous work [10] by adopting a fast-start strategy proposed in [11] as the benchmark for adjusting the cutting granule dynamically. Furthermore, the experiment results prove that the proposed algorithm using granularity principle can achieve better classification performance for large scale resources.
Basic Concepts

Information Granules
Definition
Definition 1 (granular system). A Granular system can be defined in the following three-tuple forms [9] : = ( , , ) .
G is a set of object granules.
U is a finite nonempty set, which defines the object granules to be discussed.
D is a finite nonempty set, which is the description set of all object granules in U.
F defines the relationship between all the object granules in U.
Relationship between Different Granularity Worlds
Definition 2. If X and Y are two sets, then × is the product of sets and , and if ∈ × , we call one of the relations of × , for ∈ , ∈ , and we have .
Definition 3. if 1 ⇒ 2 , we call 1 more detailed than 2, marked as 1 ≤ 2.
Rough Set Theory.
Rough sets theory was proposed by Pawlak in 1982 [12] . It is a mathematic tool to deal with inaccurate, uncertain, or fuzzy knowledge in many branches of artificial intelligence. For the convenience of illustration, we only introduce some basic concepts of rough set theory [13] here.
Definition 4 (lower and upper approximation). We assume that consists of object sets, and a pair of approximation operators, apr, apr, are formally defined as follows:
The lower approximation apr( ) ∈ / is the greatest definable set contained in A, and the upper approximation apr( ) ∈ / is the least definable set containing .
Definition 5 (positive, negative, and boundary regions). POS( ) = apr( ), and it is the positive region of A. NEG( ) = −apr( ), and it denotes the negative region of . And BN( ) = apr( ) − apr( ), and it refers to the boundary region of . The positive region contains the objects that can be definitely described by object set . The negative region is the set of objects that cannot be defined by object set . The boundary region consists of objects that may be defined by object set A.
Principle and Algorithm for Classification
In this section, we will introduce granularity principles of clustering and classification in granule spaces. Incompatibility between them and corresponding treatment method will also be presented. Ultimately, we describe the framework and specific process of the proposed classification algorithm. points. Clustering results usually can be illustrated by clustering pedigree chart drawn according to similarity measure function. In this paper, we use the shortest distance method as similarity measure function to generate clustering pedigree chart. The specific process is summarized as follows, and we take the sample points in Figure 1 as an example:
Granularity Principles for
(1) Regarding every sample point as one class (2) Calculating the distance between the sample points (3) Merging the closest pair to be a new class, regarding the distance of the merged classes as the height of the new class, and recalculating the distance between the new class and other classes (4) According to the name and the distance of the merged sample points, marking them on corresponding location in clustering pedigree chart (5) Returning to (3), until all sample points can merge into one class.
According to the process above, clustering results of sample points in Figure 1 are shown as Figure 2 .
We assume classification threshold is named , and the given object set = { , , , , , }. The clustering pedigree chart for sample points in Figure 1 is showed in Figure 2 . We can see that when the value of decreases, different clustering results can be obtained. We can find that when varies, the corresponding classification results will differ greatly. Specifically, with a lager , these sample points will show us a "rough" outline, for some details are ignored, and slightly analogous points will also be clustered into the same class, while, with a smaller , some minor differences between sample points are portrayed clearly, and only extremely analogous sample points can be clustered into the same class.
Granularity Principle in Classification.
Classification is a data mining or machine learning technique used to predict category for data resources. The goal of the classification algorithm is to explore for the intrinsic quality of sample instances in each class.
Clustering tries to reflect the goal for "holding-together" nature between sample points as faithfully as possible. However, classification is actually a learning process, by which with the given sample points experts in the field classify the points into several category in terms of their prior knowledge. The ideal prior knowledge is the following situation: in feature space, heterogeneous sample points with clear distinction or a small similarity measure are classified into different categories; and sample points with a large similarity measure are gathered into one category.
However, in real life, clustering results are often incompatible with prior knowledge. Experts in the field think some points should be classified into one class, whereas in fact these points often have particularly far distance in feature space, or their similarity measure is very small. On the other hand, those points classified into different categories often have close distance, or their similarity measure is very large. Examples are shown as Figures 3 and 4 . Figure 3 shows that sample points of analogous curve shape are clustering into one class according to prior knowledge of experts. However, based on similarity measure There are two reasons contributing to this incompatibility. On the one hand, clustering is a process, attempting to objectively reflect the holding-together character of the sample points; once the feature space and similarity measure function are decided, clustering results are determined accordingly. On the other hand, prior knowledge of classification is subjectively extracted by experts; for the same samples, different experts may have different classification results. The inevitable difference between subjective and objective results is called incompatibility. The treatment method for the incompatibility is introduced in the following chapter.
Treatment for the Incompatibility between Prior
Knowledge and Similarity Measure. From the content above, classification threshold can have equal granularity in granular system to some extent. Considering the characteristics of rough set, we can use it to deal with the incompatibility between prior knowledge and similarity measure function. If the existing knowledge of rough set theory can precisely convey object set which is defined by prior knowledge, it means clustering results and prior knowledge are coordinated; that is, boundary is equal to zero. Otherwise, the incompatibility between them occurs.
The extent of this incompatibility can be quantitatively expressed by the boundary size of , expressed as boundary (A, R). Figure 5 shows the classification results for object set under uniform granularity.
We find that the usage of uniform partition granularity will lead to a big size of boundary, shown as the yellow parts in Figure 5 , indicating the incompatibility between clustering results and prior knowledge.
There are mainly three strategies to eliminate this incompatibility. One way is to transform the feature space, such as Support Vector Machine (SVM) theory proposed by Yao and Yaohua [14] . Another way is spherical projection algorithm proposed by Professor Zhang [15] . The third is a classification strategy based on granularity. This paper focuses on the third and does not concern the other two strategies.
The size of granularity reflects the number of equivalence classes. With coarse granularity, we can only get coarse equivalence classes, and the number of equivalence classes of will be smaller compared to finer granularity. But, in extreme case, when granularity size is particularly fine, each object will represent an equivalence class; in this situation, roughness of is equal to zero. However, the smallest granularity size is not what we really want, and for this kind granularity leads to invalid classification for . In fact, it is only a simple enumeration for , since we cannot get any useful information about .
So our goal is to find a new kind of knowledge. On the one hand, it can precisely express object set A, and on the other hand it can convey the regularity of the elements in . Based on the thought above, we give up the idea of uniform granularity and use the thought of nonuniform granularity.
For the given instance set and the equivalent relation k, the process and principle for the partition of nonuniform granularity are summarized below:
(1) For A, we first select a relatively coarse granularity 1 (referring to classification threshold when applying clustering algorithm) and calculate the upper approximation, lower approximation, and boundary about . Because the coarse granularity can make our process simple, we are more inclined to use it as our first selection. (2) We remove the lower approximation accurately expressed by 1, for the boundary, apply a much finer granularity than the former, and repeatedly calculate upper approximation, lower approximation, and boundary for the uncertain boundary, until the boundary equals zero. The zero boundary means the object set can be precisely expressed.
The purpose for the idea of nonuniform granularity is to divide object set into a number of subclasses, expressed as = 1∪ 2∪⋅ ⋅ ⋅∪ . Each of the subclasses is the maximum subset with an accurate expression under its corresponding granularity, and the number of connection symbols "∪" in the above formulation can quantitatively determine the degree of incompatibility between similarity measure function (or feature space) and prior knowledge. Specifically, if class has many connection symbols "∪," it shows the weaker compatibility and indicates that similarity measure function (or feature space) does not support prior knowledge; otherwise it indicates a good coordination between them.
The partition of object set with nonuniform granularity is shown as Figure 6 .
The Impact of Granularity on Classification.
Appropriate granularity is important to the classification for resources. When granularity is gradually increasing, the corresponding category varieties will decrease gradually. And, with the decreasing of granularity, classification will become fine, and the category varieties will increase. But when granularity is smaller than a certain value, it will lead to insignificance of the classification result, sample instances which have large similarity measure will be wrongly classified into different categories. Similarly, if granularity is too large, it will result in coarse classification, affecting the classification results, and some details are probably ignored, and various categories in sample instances will be classified into one class.
Examples are shown in Figures 7 and 8 . In Figure 7 , there are 3 classes: class , class , and class , respectively. Then the new sample instance is added to the sample set to be tested, represented by . If we use coarse granularity, then and are classified into one class, as shown in Figure 7 . Using the barycenter of and to represent new class , when we choose the distance between classes as similarity measure function, by calculating, we find that is closer to the barycenter of and C, and is misclassified into class . Nevertheless, when we use a fine granularity, as shown in Figure 8 , classes and become independent class, and, using the same similarity measure function, we find that is closer to than the other two classes, so we put it correctly in class . Hence, we can get the result that appropriate granularity is vital to the classification for resources.
Classification Based on Nonuniform Granularity in Social
Interest. In this paper, social interest resources mainly refer to video, audio, image, text, blog posts, and so forth, which are all widely used on the net. These resources can reflect user social interest, and their scale is large. Algorithm 1 aims to classify these resources.
Framework of the Algorithm.
Firstly, we execute clustering algorithm on the social interest resources, and the clustering pedigree chart can be obtained. By using certain classification cutting value to cut it, we can get different branches. Then, we repeat cutting it with finer cutting value (granularity) until stopping conditions are satisfied. Finally, we can get classification results. The framework of classification algorithm based on nonuniform granularity is shown as Figure 9 . While < and cut > do (6) Do Cutting operation to (7) Computer cutting ratio: , expected cluster ratio: ( ), current cluster ratio: (8) if (indivisible subset: in exists) (9) then { (10) = \ , = ∪ ; (11) Update Δ ; (12) } (13) Calculate cutting step value: ; (14) if > ( ) (15) then cut = cut − ; (16) else cut = cut + ; (17) End while (18) Ψ = ∪ ; (19) = ( ) + ( ); (20) Return Ψ, n Algorithm 1: Algorithm NGSID: a classification based on nonuniform granularity in social interest detection.
Social interest resources
Clustering operation 
Algorithm Description.
According to the features of social interest resources, we can get a granular system = ( , , ), where denotes resources pool, denotes all resources in the resources pool such as blog posts, news reports, and other Web texts, D is the description set of the resources, and defines the relationship between the resources.
Definition 6 (coarse cutting and fine cutting). According to the cutting ratio, we divide the whole cutting process into two stages: coarse cutting stage and fine cutting stage. During the former stage, the cutting granule is coarse enough so as to form a basic division of the resources. Correspondingly the latter stage uses fine cutting granule to get a more detailed division.
Let denote the ratio of progress of the cutting process, which is the remaining proportion of current cutting distance to initial maximum interclass distance.
Different from linear cutting process in which the cutting interval is fixed, our cutting process adopts nonuniform granularity-based cutting policy:
Mathematical Problems in Engineering (ii) 1/2 ≤ ≤ 1: fine cutting stage, in which the cutting value shrinks relatively slowly.
During the cutting operation, leaf nodes that only belong to one class may be obtained. For these branched, no further cutting is needed. We use a transitional set to store these clustered results. Ultimately, we have the final classification result set: Ψ = ∪ (see Notation Summary).
Definition 7.
The cutting operation conforms to the object function with fast-start strategy proposed in [11] :
Here, variable denotes the expected cluster ratio according to the current cutting progress, which acts as a baseline for analyzing the gap between expected cluster ratio and current cluster ratio.
According to the benchmark showed by the blue dash line (see Figure 10) , the cutting value cut adjusts dynamically: when cluster ratio is below the expectation value, the cutting distance cut will be added by a current step value in the next round; when the cluster ratio is above the expectation value, this cutting operation will do vice versa.
Definition 8.
In each stage, the cutting step value is in proportion to cutting boundary region Δ . According to the scenario of Figure 10 , the cutting step value is define as
Cutting boundary region is defined as In each round cutting boundary region adjusts dynamically in light of both cutting ratio and cutting result set. When new clustered subsets consisting of leaf nodes entirely are formed, these subsets are removed from the main set, then accordingly max , min may change. Cutting boundary region Δ will adjust correspondingly.
The size of cutting value cut represents granularity. Firstly we choose coarse granularity as much as possible when cutting, because if it can reflect the difference among the sample resources, there is no need to use fine granularity. Nevertheless, as for the elements in the boundary, their difference is not easy to be seen in large-grained world, and they are more likely to cause confusion with elements of other classes, so a relatively more fine granularity is needed, which can distinguish them clearly.
To illustrate the cutting process, we use the algorithm NGSID to deal with the classification of samples with clustering pedigree chart shown in Figure 2 . Assuming = 3, 0 = 0.2, 1 = 0.3, 2 = 0.8, 3 = 0.9, and 4 = 1.0, let classification threshold = 0.2, which rests with initial minimum interclass distance. Without loss of generality, the algorithm randomly chooses initial cutting value, which is slightly smaller than the maximum distance of the initial set and also bigger than ; for example, cut = 0.95. In the first round, after cutting the pedigree chart, two clustered sets are formed: = {{ , }}, and = {{ }, { }, { }, { }}. With the boundary region Δ shrinking from 0.8 to 0.7, the algorithm then adjusts the cutting step = 0.2 and gets a more fine cutting value cut = 0.75 for the next round. In the second round, using cutting value cut = 0.75 calculated by last iteration, three clustered sets are formed. Then we get the desired classification result set Ψ = {{ , }, { , }, { , }}, meeting the demand of classification number. The result is shown in Figure 11 , assuming that sample instances belonging to the same class are marked with the same color.
From Figure 11 , we find that when classification threshold cut is larger than a certain value, sample instances of red, Mathematical Problems in Engineering blue, and green color are all classified into one class, and it is clear that this kind of classification results is not appropriate, from which we cannot get any useful information. Whereas, with a slight small threshold cut , some minor differences between sample instances can be well portrayed. Sample instances of red color are classified into one class, and the rest are instances form another class, yet it is still not quite appropriate, because instances of green and blue color are classified into the same class. A much smaller threshold cut can classify the sample instances into three classes correctly, namely, green class, blue class, and red class.
Experiment
Experiment Setup.
Among the large scale resources of social interest such as video, audio, image, text, and blogs, we choose blogs widely used by people to do our experiments. There are two reasons to choose blogs: (1) the update frequency of blogs includes an indication of the writer's interest varying relatively fast and timely compared to other traditional media and, (2) in the meanwhile, its potential information structure reveals abundant semantic which provides an efficient way to detect bloggers' interest [16, 17] . In addition, recent automatic classification on blogs using NLP (Natural Language Processing) has drawn many researchers' attention and been proved to achieve a satisfied accuracy on social interest detection [18] [19] [20] . Due to its size and coverage, Wikipedia, a freely available online encyclopedia, can be utilized similar to an ontology or taxonomy to identify the topics discussed in a document. Based on the fact that Wikipedia is used in a large variety of research areas in Information Retrieval (IR) and Machine Learning, like categorization and clustering, NLP, machine translation, multimedia IR, entity search, and so forth [21] , we use category tree structure of Wikipedia, which mainly consists of 12 categories: Physics and Nature, Arts and Culture, Philosophy and Thinking, Geography and Geology, History and Events, Mathematics and Logics, Society and Social Sciences, Economics, Health and Fitness, Technology and Sciences, Military, and Sports.
Experiment setup is as follows.
Step 1. We choose blog posts retrieved from a public dataset (http://www.nlpir.org/), which consists of a large collection of 214544 blog posts, 40050 bloggers, extracted from two of the most fashionable platforms in online social networking domain (http://t.qq.com/, http://weibo.com/). To avoid the classification inaccuracy due to sparse text, we restrict the lower boundary of blog instance to 100 words. We randomly choose five days' blogs (e.g., from November 1, 2011, to November 5, 2011) and then get 2472 blog posts in total. To make analysis simple, we assume that each blog belongs to one category. We finally classify the dataset into 12 categories manually.
Step 2. To reduce the large amount of noise due to blogs' shortness, marks, and irregular words, we do conventional text preprocessing involving the following steps: online text cleaning, words segmentation, white space removal, stop words removal, tokenizing, low frequency words removal, and so forth.
Step 3. We select training set and test set according to [22] .
To improve the accuracy of training corpus, we use 12-fold cross-validation: the blog corpus above will be divided into 12 parts, one of which is selected as an open test set, and the remaining 11 parts are defined as training set and closed test set, making sure each of them can be an open test set turn by turn. Classification operation will be performed totally 12 times and the average accuracy for classification will be calculated.
Step 4. We use TFIDF as feature selection and construct VSM (Vector Space Model) to represent the feature of each blog and LSI (Latent Semantic Indexing) as feature extraction. Besides, distances between blog corpuses are measured by the cosine similarity.
Evaluation
Classification Effectiveness of the Algorithm.
The proposed algorithm (NGSID) is applied to the dataset mentioned in Algorithm 1. We adopt three parameters related to classification accuracy: precision, recall, and -Score to evaluate our algorithm's effectiveness. Table 1 shows NGSID's classification accuracy for the given taxonomy used in our experiments. As we can see, NGSID works efficiently from the perspective of precision: the total precision can achieve 83.79% at the sample scale of 2472. Due to accurate feature representation in mathematical specific field, Mathematics and Logics outperforms other categories in terms of precision. When it comes to recall ratio, Arts and Culture has the lowest value 73.40%. Actually, according to the clustered result, the blogs in Arts and Culture are mainly classified into three categories: Arts and Culture (181), Economics (22) , and Society and Social Sciences (27), where the latter two categories are mismatched.
The reason for NGSID accuracy performance lies in that, with fine granularity, it is beneficial for NGSID to embody the differences between categories. Subtle difference in similarity measure of sample instances will be reflected dedicatedly. Besides, we also attribute part of misclassification to the confusion caused by overlapping of correlative categories (e.g., certain concepts in Arts and Culture are overlapped in Society and Social Sciences), which will later induce additional manual classification work in common.
Comparisons with Other Algorithms.
To validate the performance of the proposed algorithm (NGSID), we also apply diverse classification algorithms (NB, KNN, and SVM) to make comparisons.
As shown from Figure 12 , the performance of SVM classifiers is better compared to the NB and KNN classifiers in almost all cases. But, for NGSID, at the beginning it performs worse than the other algorithms (NB, KNN, and SVM). That is, mainly relying on the case when granularity is too large, it will result in coarse classification, affecting the classification results, some details are probably ignored, and blog posts of various types will be classified into one class. Nevertheless, with the increasing scale of the dataset, its precision increases gradually with a higher increasing rate. At the scale of 1600, it achieves a better precision than NB and KNN, approximately equivalent precision to SVM. From then on, NGSID can achieve a better performance than SVM while still maintaining precision of 81.53% and above, benefiting from the dataset's gradually increasing scale. The reason is that as more blogs are continuously added to the dataset, more fine granularities are provided to make the cutting operations more precise.
While, at the scale range from 2000 to 2400, the classification precision of NGSID outperforms other algorisms, its increasing rate is steadily dropping with the trend of approaching a convergent value.
From the results of experiments, we can draw the following conclusions: by using NGSID we can get a better classification efficiency at a cost of larger sample scale. For the aspect of classification accuracy, NGSID's performance is sensitive to the size of granularity: with a coarse granularity formed by sparse sample instances, which will affect the classification results, some details are probably ignored, and blogs of various types are classified into one class by NGSID. It leads to the result that the performance of NGSID is worse than those of SVM, NB, and KNN. However, with a fine granularity formed by intensive sample instances, blogs of various types will be classified into their dedicated categories, and the category varieties will increase accordingly. Thus NGSID can achieve an equivalent or even better performance compared to SVM and other classifiers.
Conclusion and Future Work
For the classification problem of massive amount and various types of resources in social network, we present an efficient classification algorithm based on nonuniform granularity. Clustering algorithm is used to generate clustering pedigree chart. And most resources can be classified into the correct class by modifying cutting value cut (granularity) to cut the clustering pedigree chart. The size of cutting value is vital to the performance of the proposed algorithm. Through comparing with existing typical algorithms, we show that our proposed algorithm can improve the performance of classification.
NGSID is flexible and can be extended to medium-sized resource classification widely. Such application scenarios use similarity degree in common to weigh the comparability between resources. However, NGSID will meet its efficiency constraint when the resources' volume or quantity increases extremely fast, which will bring much more complex work in massive similarity calculation or clustering pedigree chart construction in pretreatment stage.
Our work will continue in the following directions. Firstly, the impact of the granularity size and initial cutting threshold on the classification performance will be analyzed. Furthermore, for large scaled resources, the impact of huge dimensions on accuracy also essentially needs to be addressed. Finally, with more social interest datasets continuously added (e.g., video, audio, and image), analyses and simulations will be further carried out to prove the algorithm's adaptability.
Notation Summary
: Currentstepvalue :
Cutting ratio :
Cluster ratio, which denotes the proportion of the number of clustered classes to the total class cut : Current cutting value : A hierarchy clustered set of social interest :
Clustered result set after cutting operation on :
An indivisible clustered set, consisting of leaf nodes entirely, with each branch only belonging to one class :
A transitional result set, storing the result set during cutting operation ( ): Number of clusters in ( ): Number of clusters in :
A predefined cutting threshold to avoid overcutting, referring to a minimum cutting distance between branches max : The maximum interclass distance min : The minimum interclass distance Δ : Cuttingboundaryregion : Required number of clusters.
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