Estudi i disseny de grans xarxes d'interconnexió: modularitat i comunicació by Dalfó Simó, Cristina
ESTUDI I DISSENY DE GRANS
XARXES D’INTERCONNEXIO´:
MODULARITAT I COMUNICACIO´
Cristina Dalfo´ Simo´
Directors de la tesi
Francesc de P. Comellas Padro´
Miquel A`ngel Fiol Mora
Programa de doctorat
Matema`tica Aplicada
Barcelona, desembre del 2007
A la memo`ria del meu germa`, Xavier Dalfo´ Simo´.
Agra¨ıments
Aquest treball es presenta com a tesi doctoral despre´s de cinc anys de feina al
Departament de Matema`tica Aplicada 4. Vull agrair l’ajuda que he rebut de
molta gent d’aquest departament. En primer lloc, el meu agra¨ıment als meus
directors de tesi, Francesc Comellas i Miquel A`ngel Fiol. Sense ells aquesta tesi
no hauria estat possible. A Francesc Comellas vull agrair-li que em fes confianc¸a
i em propose´s per a la beca FPI que va fer possible iniciar aquesta aventura. A
Miquel A`ngel Fiol li agraeixo que hagi confiat prou en mi i m’hagi donat la forc¸a
i les eines per fer aquesta tesi. Espero que, algun dia, podre´ passar fidelment el
mestratge que he rebut a algu´ que comenci a treballar en recerca matema`tica.
Tambe´ vull donar les gra`cies a Lali Barrie`re, amb qui he treballat intensament
(caps de setmana inclosos), pel seu suport i la seva ajuda. Sento un agra¨ıment
especial cap a Oriol Serra i Anna Llado´, que, malgrat no estar involucrats en
aquest treball, m’han ajudat en tots els entrebancs que comporta una tesi. Tambe´
vull donar les gra`cies a Josep Fa`brega per la seva ta`cita ajuda. Voldria agrair
l’ajuda de Pep Burillo, el meu tutor i la primera persona d’aquest departament
amb la qual em vaig posar en contacte. Un agra¨ıment tambe´ per a tota la gent
que en un moment o un altre m’han donat a`nims, especialment, a Anna de Mier i
So`nia P. Mansilla. Una salutacio´ especial als meus companys de despatx: Javier
Barajas, Amanda Montejano, Jordi Moragas i Marc Ca´mara.
A me´s a me´s, voldria agrair a la meva famı´lia tot el seu suport: als meus
pares, Isabel-Clara Simo´ i Xavier Dalfo´, i a la meva germana, Diana Dalfo´. Un
agra¨ıment a les meves nebodes, Ju´lia i Clara Dalfo´, per la seva alegria i simpatia.
Per acabar, dono les gra`cies a Carlo Lucchetti, perque` personalment m’ha
donat tant, i a les meves amigues Neus Jaumot, Emma Sallent, Raquel Simo´ i
Karen Smyth per la seva intel.ligent companyia.
Barcelona, 19 de desembre de 2007
v
I´ndex
Resum/Abstract 1
1 Introduccio´ 3
1.1 Definicions sobre grafs i digrafs i resultats coneguts . . . . . . . . 3
1.2 Resum de continguts . . . . . . . . . . . . . . . . . . . . . . . . . 6
2 Xarxes Manhattan multidimensionals 9
2.1 Propietats estructurals . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.1 Introduccio´ . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.2 Definicio´ i estructura . . . . . . . . . . . . . . . . . . . . . 11
2.1.3 L’estructura dels digrafs l´ınia . . . . . . . . . . . . . . . . 14
2.1.4 El grup d’automorfismes acolorits . . . . . . . . . . . . . . 17
2.1.5 Una definicio´ alternativa . . . . . . . . . . . . . . . . . . . 19
2.1.6 Els para`metres me`trics . . . . . . . . . . . . . . . . . . . . 20
2.1.7 Cicles hamiltonians . . . . . . . . . . . . . . . . . . . . . . 27
2.2 Esquemes de comunicacio´ . . . . . . . . . . . . . . . . . . . . . . 30
2.2.1 Enrutament . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2.2 Difusio´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3 Espectre de les xarxes Manhattan . . . . . . . . . . . . . . . . . . 35
2.3.1 Introduccio´ . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.3.2 Valors i vectors propis . . . . . . . . . . . . . . . . . . . . 37
3 El producte Manhattan de digrafs 49
3.1 Definicio´ i propietats ba`siques . . . . . . . . . . . . . . . . . . . . 49
3.2 Producte Manhattan vs. xarxes Manhattan . . . . . . . . . . . . 51
3.3 Simetries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.4 Cicles de Hamilton . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4 Xarxes jera`rquiques 57
4.1 Models deterministes . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.1.1 Introduccio´ . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.1.2 El graf jera`rquic Hn,k . . . . . . . . . . . . . . . . . . . . . 59
vii
viii I´ndex
4.1.3 Encaminament i dia`metre . . . . . . . . . . . . . . . . . . 62
4.1.4 Distribucions de graus i de clusterings . . . . . . . . . . . 69
4.1.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.2 El producte jera`rquic de grafs . . . . . . . . . . . . . . . . . . . . 76
4.2.1 Definicio´ i propietats ba`siques . . . . . . . . . . . . . . . . 77
4.2.2 Propietats me`triques . . . . . . . . . . . . . . . . . . . . . 80
4.2.3 Propietats espectrals . . . . . . . . . . . . . . . . . . . . . 84
4.2.4 El producte jera`rquic generalitzat . . . . . . . . . . . . . . 91
5 Hiperarbres i hiperarbres r-a`dics 95
5.1 Hiperarbres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.1.1 Introduccio´ . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.1.2 Definicio´ i propietats ba`siques . . . . . . . . . . . . . . . . 96
5.1.3 Propietats espectrals . . . . . . . . . . . . . . . . . . . . . 100
5.2 Hiperarbres r-a`dics . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.2.1 Introduccio´ . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.2.2 Algunes propietats espectrals . . . . . . . . . . . . . . . . 111
5.2.3 Definicio´ i propietats ba`siques de l’hiperarbre r-a`dic . . . . 116
5.2.4 Propietats espectrals de l’hiperarbre r-a`dic . . . . . . . . . 122
6 Xarxes Sierpinski 129
6.1 Introduccio´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
6.2 Grafs Sierpinski . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
6.2.1 Sierpinski Gasket . . . . . . . . . . . . . . . . . . . . . . . 133
6.2.2 Sierpinski Carpet . . . . . . . . . . . . . . . . . . . . . . . 135
6.2.3 Sierpinski Tetra . . . . . . . . . . . . . . . . . . . . . . . . 136
6.3 Grafs Sierpinski petit mo´n . . . . . . . . . . . . . . . . . . . . . . 138
6.3.1 Sierpinski Gasket petit mo´n . . . . . . . . . . . . . . . . . 138
6.3.2 Sierpinski Carpet petit mo´n . . . . . . . . . . . . . . . . . 140
6.3.3 Sierpinski Tetra petit mo´n . . . . . . . . . . . . . . . . . . 142
6.4 Grafs Sierpinski respecte a grafs Sierpinski petit mo´n . . . . . . . 144
6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
7 Conclusions/Conclusions 147
7.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
7.1.1 Xarxes Manhattan multidimensionals . . . . . . . . . . . . 147
7.1.2 Esquemes de comunicacio´ de les xarxes Manhattan . . . . 148
7.1.3 Espectre de les xarxes Manhattan . . . . . . . . . . . . . . 148
7.1.4 El producte Manhattan de digrafs . . . . . . . . . . . . . . 148
7.1.5 Xarxes jera`rquiques deterministes . . . . . . . . . . . . . . 149
7.1.6 El producte jera`rquic de grafs . . . . . . . . . . . . . . . . 149
I´ndex ix
7.1.7 Hiperarbres binaris . . . . . . . . . . . . . . . . . . . . . . 149
7.1.8 Hiperarbres r-a`dics . . . . . . . . . . . . . . . . . . . . . . 150
7.1.9 Xarxes Sierpinski . . . . . . . . . . . . . . . . . . . . . . . 150
7.2 Conclusions (English) . . . . . . . . . . . . . . . . . . . . . . . . . 151
7.2.1 Multidimensional Manhattan street networks . . . . . . . . 151
7.2.2 Comunication protocols of Manhattan street networks . . . 152
7.2.3 The spectra of Manhattan street networks . . . . . . . . . 152
7.2.4 The Manhattan product of digraphs . . . . . . . . . . . . 152
7.2.5 Deterministic hierarchical networks . . . . . . . . . . . . . 153
7.2.6 The hierarchical product of graphs . . . . . . . . . . . . . 153
7.2.7 Binary hypertrees . . . . . . . . . . . . . . . . . . . . . . . 153
7.2.8 r-adic hypertrees . . . . . . . . . . . . . . . . . . . . . . . 154
7.2.9 Sierpinski graphs . . . . . . . . . . . . . . . . . . . . . . . 154
I´ndex de figures 159
Bibliografia 161
Resum/Abstract
Resum
Normalment les grans xarxes d’interconnexio´ o de comunicacions estan dissenyades
utilitzant te`cniques de la teoria de grafs. Aquest treball presenta algunes con-
tribucions a aquest tema. Concretament, presentem dues noves operacions: el
“producte jera`rquic” de grafs i el “producte Manhattan” de digrafs. El primer
e´s una generalitzacio´ del producte cartesia` de grafs i ens permet construir al-
gunes famı´lies amb un alt grau de jerarquia, com l’arbre binomial, que e´s una
estructura de dades molt utilitzada en algor´ısmica. El segon do´na lloc a les
conegudes Manhattan street networks, les quals han estat extensament estudi-
ades i utilitzades per modelitzar alguns tipus de xarxes o`ptiques. En el nostre
treball, definim formalment i analitzem el cas multidimensional d’aquestes xarx-
es. Estudiem algunes propietats dels grafs o digrafs obtinguts mitjanc¸ant les dues
operacions esmentades, especialment: els para`metres estructurals (les propietats
de l’operacio´, els subdigrafs indu¨ıts, la distribucio´ de graus i l’estructura de di-
graf l´ınia), els para`metres me`trics (el dia`metre, el radi i la dista`ncia mitjana), la
simetria (els grups d’automorfismes i els digrafs de Cayley), l’estructura de cicles
(els cicles hamiltonians i la descomposicio´ en cicles hamiltonians arc-disjunts) i
les propietats espectrals (els valors i vectors propis). En el darrer cas, hem tro-
bat, per exemple, que la famı´lia dels arbres binomials tenen tots els seus valors
propis diferents i “omplen” tota la recta real. A me´s a me´s, mostrem la relacio´ del
seu conjunt de vectors propis amb els polinomis de Txebixev de segona espe`cie.
Tambe´ hem estudiat alguns protocols de comunicacio´, com els enrutaments locals i
els algorismes de difusio´. Finalment, presentem alguns models deterministes (com
les xarxes Sierpinski i d’altres), els quals presenten algunes propietats pro`pies de
les xarxes complexes de la vida real (com, per exemple, Internet).
Abstract (English)
Large interconnection or communication networks are usually designed and stud-
ied by using techniques from graph theory. This work presents some contributions
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to this subject. With this aim, two new operations are proposed: the “hierarchi-
cal product” of graphs and the “Manhattan product” of digraphs. The former
can be seen as a generalization of the Cartesian product of graphs and allows us
to construct some interesting families with a high degree of hierarchy, such as
the well-know binomial tree, which is a data structure very useful in the context
of Algorithmic Theory. The latter yields, in particular, the known topologies of
Manhattan street networks, which has been widely studied and used for modeling
some classes of light-wave networks. In this thesis, a multidimensional approach
is analyzed. Several properties of the graphs or digraphs obtained by both opera-
tions are dealt with, but special attention is paid to the study of their structural
parameters (operation properties, induced subdigraphs, degree distribution and
line digraph structure), metric parameters (diameter, radius and mean distance),
symmetry (automorphism groups and Cayley digraphs), cycle structure (Hamil-
ton cycles and arc-disjoint Hamiltonian decomposition) and spectral properties
(eigenvalues and eigenvectors). For instance, with respect to the last issue, it is
shown that some families of hypertrees have spectra with all different eigenval-
ues “filling up” all the real line. Moreover, we show the relationship between its
eigenvectors set and Chebyshev polynomials of the second kind. Also some pro-
tocols of communication, such as local routing and broadcasting algorithms, are
addressed. Finally, some deterministic models (Sierpinsky Networks and others)
having similar properties as some complex networks of the real-life world, such
as the Internet, are presented.
Cap´ıtol 1
Introduccio´
Un graf dirigit (o digraf) e´s una estructura combinato`ria que permet representar
qualsevol sistema discret amb una relacio´ bina`ria. Aquesta propietat tan general
explica que la teoria de grafs tingui moltes aplicacions en camps molt diferents i
es relacioni amb altres branques de la matema`tica (especialment, amb la teoria
de matrius). Una d’aquestes aplicacions e´s el disseny de xarxes d’interconnexio´
i de comunicacions, amb el qual es tracta de construir topologies per a aque-
stes xarxes que resultin o`ptimes donades unes certes condicions. Per modelitzar
aquestes topologies utilitzem un digraf o un graf (segons que les connexions siguin
unidireccionals o bidireccionals, respectivament). Contribuir a aquest estudi, des
d’un punt de vista matema`tic, ha estat l’objectiu principal d’aquesta tesi.
1.1 Definicions sobre grafs i digrafs i resultats
coneguts
Modelitzem xarxes utilitzant grafs o digrafs. Com que un graf es pot veure com
un cas particular de digraf, donem les segu¨ents definicions ba`siques per a digrafs.
Un graf dirigit o digraf G = (V,A) consisteix en un conjunt de ve`rtexs V de
cardinalitat |G| = |V | (ordre de G), juntament amb un conjunt d’arcs A de
cardinalitat ||G|| = |A| (mida de G), els quals poden ser entesos com a parells
ordenats de ve`rtexs diferents, A ⊂ V × V = {(u, v) : u, v ∈ V }. Normalment
representem un arc (u, v) com una fletxa amb un ve`rtex inicial u i un ve`rtex final
v, e´s a dir, u→ v. Aleshores, es diu que u e´s adjacent cap a v o que v e´s adjacent
des de u. Com de`iem, un graf es pot veure com un digraf sime`tric, en el qual
l’arc u→ v implica l’existe`ncia de l’arc v → u, que do´na lloc a l’aresta (o parell
no ordenat de ve`rtexs) {u, v}. El ve¨ınatge de sortida Γ+(u) (respectivament,
ve¨ınatge d’entrada Γ−(u)) d’un ve`rtex u e´s el conjunt de ve`rtexs adjacents des de
(respectivament, cap a) u. El grau de sortida d’un ve`rtex u e´s δ+(u) = |Γ+(u)|
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i el seu grau d’entrada e´s δ−(u) = |Γ−(u)|. Equivalentment, δ+(u) i δ−(u) so´n
els nombres d’arcs amb ve`rtex inicial i final u, respectivament. Aleshores, G e´s
δ-regular quan δ−(u) = δ+(u) = δ per a tot ve`rtex u ∈ V .
El digraf complet sime`tric e´s el digraf en el qual cada ve`rtex e´s adjacent a
tots els altres. S’anomena sime`tric perque` per a cada arc (u, v) hi ha l’arc (v, u).
Donat un digraf G = (V,A), el seu digraf convers G = (V,A) s’obte´ a partir
de G, canviant totes les orientacions dels arcs de A, e´s a dir, (u, v) ∈ A si i nome´s
si (v, u) ∈ A.
Donat un subdigraf G′ = (V ′, A′) ⊂ G, denotem per |G′| = |V ′| i ||G′|| = |A′|
el seu ordre i la seva mida, respectivament. Si G′ te´ el mateix nombre de ve`rtexs
que G, |V ′| = |V |, aleshores G′ e´s un subdigraf generador.
Un camı´ (dirigit) p e´s un subdigraf de la forma u0 → u1 → u2 → · · · → uℓ,
amb ve`rtex inicial u0, ve`rtex final uℓ i ve`rtexs interiors u1, u2, . . . uℓ−1. La longitud
de p es defineix com el nombre d’arcs: ‖p‖ = ℓ. Si p te´ el mı´nim nombre d’arcs,
la seva longitud e´s la dista`ncia dist(u0, uℓ) del ve`rtex inicial u0 al ve`rtex final uℓ.
Un digraf e´s fortament connex quan, per a cada parell de ve`rtexs u, v, hi ha
un camı´ dirigit de u a v. Observem que G e´s fortament connex si i nome´s si el
seu digraf convers G ho e´s.
L’excentricitat d’un ve`rtex u d’un digraf G = (V,A) e´s la ma`xima dista`ncia
des del ve`rtex u fins a tots els altres ve`rtexs v ∈ V , e´s a dir,
exc(u) = max{dist(u, v)|v ∈ V }.
Aleshores, el dia`metre, denotat per D = D(G), e´s la ma`xima excentricitat de tots
els ve`rtexs, i el radi, denotat per r = r(G), la mı´nima. Si G e´s fortament connex,
aleshores D(G) = D(G) i r(G) = r(G). La dista`ncia mitjana e´s la mitjana de les
dista`ncies entre tots els ve`rtexs del digraf G, e´s a dir,
d = 1|V |2
∑
u,v∈V dist(u, v),
encara que alguns autors en el ca`lcul anterior no consideren les dista`ncies nul.les
d’un ve`rtex a ell mateix i defineixen la dista`ncia mitjana com:
d = 1|V |(|V |−1)
∑
u,v∈V dist(u, v).
Un cicle e´s un camı´ en el qual el ve`rtex inicial i final coincideixen: u0 = uℓ.
Un cicle en el qual altres ve`rtexs coincideixen s’anomena circuit. Un subdigraf
e´s ac´ıclic quan no conte´ cap cicle. A me´s, si el graf subjacent (obtingut traient
totes les direccions dels arcs) tambe´ e´s ac´ıclic, aleshores el subdigraf s’anomena
arbre.
Un graf orientat G e´s un digraf sense “digons”, e´s a dir, la prese`ncia d’un arc
(u, v) exclou l’existe`ncia de l’arc (v, u). En aquest cas, G tambe´ s’anomena digraf
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Figura 1.1: El digraf de Cayley Cay(Z6, {1, 2}).
antisime`tric. En particular, una orientacio´ forta d’un graf e´s una orientacio´ que
do´na lloc a un digraf fortament connex.
Un graf G amb un conjunt de ve`rtexs V i dia`metre D e´s antipodal quan, per
a cada ve`rtex u, existeix un ve`rtex u′ a dista`ncia dist(u, u′) = D (el seu ve`rtex
antipodal) tal que
dist(u, v) + dist(v, u′) = D per a tot v ∈ V . (1.1)
Aleshores, els conjunts de ve`rtexs a dista`ncia 0, 1, 2, . . . , D de u (respectivament,
els conjunts de ve`rtexs a dista`ncia D,D−1, D−2, . . . , 0 de u′) constitueixen una
particio´ de V . Dos exemples ben coneguts de grafs antipodals so´n els cicles amb
un nombre parell de ve`rtexs i l’hipercub (o n-cub).
Una particio´ π = (C1, C2, . . . , Ck) d’un conjunt de ve`rtexs V e´s regular si, per
a tot i i j, el nombre de ve¨ıns (d’entrada o de sortida) que un ve`rtex de Ci te´ en
Cj nome´s depe`n de i i j (vegeu Godsil [58]).
Donat un grup Γ amb un conjunt generador (finit) ∆, el digraf de Cayley
Cay(Γ,∆) te´ ve`rtexs que representen els elements de Γ i arcs de la forma (g, hδ),
on g, h ∈ Γ i δ ∈ ∆. El digraf de Cayley Cay(Γ,∆) e´s un digraf regular fortament
connex i ve`rtex-transitiu. Com a exemple, la figura 1.1 mostra el digraf de Cayley
del grup c´ıclic Γ = Z6 amb el conjunt de generadors ∆ = {1, 2}.
La coneguda caracteritzacio´ de Sabidussi [83] afirma que un digraf e´s de Cayley
(per a algun parell Γ, ∆) si i nome´s si el seu grup d’automorfismes conte´ un
subgrup regular (e´s a dir, un subgrup en el qual per a cada parell de ve`rtexs u, v
existeix exactament un automorfisme que aplica u a v).
El digraf circulant d’ordre n i grau d amb passos A = {a1, a2 . . . , ad} ⊂ Zn,
G(n,A), e´s el digraf amb conjunt de ve`rtexs Zn i adjace`ncies donades pels passos,
de manera que i e´s adjacent a i+ aj per a tot i ∈ Zn i aj ∈ A, e´s a dir, G(n,A)
e´s el digraf de Cayley sobre Zn amb subconjunt generador A.
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Un homomorfisme ϕ d’un digraf G = (V,A) a un digraf H = (V ′, A′) e´s una
aplicacio´ de V a V ′ que conserva les adjace`ncies, e´s a dir, si (u, v) e´s un arc de G,
aleshores (ϕ(u), ϕ(v)) e´s un arc de H . A me´s, si els dos digrafs so´n arc-acolorits
(tots els arcs amb el mateix ve`rtex inicial o final tenen colors diferents) i ϕ con-
serva els colors, diem que ϕ e´s un homomorfisme acolorit o simplement que e´s
un homomorfisme que conserva el color. Un automorfisme (acolorit) d’un digraf
G e´s simplement un homomorfisme (acolorit) de G a ell mateix (en aquest cas,
l’aplicacio´ correspon a una permutacio´ dels ve`rtexs de G). El conjunt d’automor-
fismes (acolorits) de G forma un grup anomenat grup d’automorfismes (acolorits)
del digraf.
Altres definicions esta`ndard i alguns resultats ba`sics sobre grafs i digrafs es
poden trobar en els llibres de Bang-Jensen i Gutin [6], Chartrand i Lesniak [23]
i Matousˇek i Nesˇetrˇil [69].
1.2 Resum de continguts
Normalment les grans xarxes d’interconnexio´ o de comunicacions estan dissenyades
utilitzant te`cniques de la teoria de grafs, que, en el cas d’enllac¸os unidireccionals,
corresponen a grafs dirigits o digrafs. Aquest treball presenta algunes contribu-
cions a aquest tema. Concretament, presentem dues noves operacions: el “pro-
ducte Manhattan” de digrafs i el “producte jera`rquic” de grafs. Aquestes dues
operacions marquen els dos grans blocs d’aquesta tesi.
El producte Manhattan de digrafs do´na lloc, en particular, a les conegudes
Manhattan street networks, que denotem gene`ricament per Mn, les quals han es-
tat extensament estudiades i utilitzades per modelitzar algunes classes de xarxes
o`ptiques. En aquest treball, les definim formalment i analitzem el cas multidi-
mensional. Concretament, demostrem que Mn e´s un digraf de Cayley, que, en
el cas bidimensional, correspon a un subgrup normal del grup cristal.logra`fic pla
pgg. Aquest resultat indueix una nova definicio´ de Mn, la qual e´s u´til per dis-
senyar algorismes d’enrutament local (mitjanc¸ant camins geode`sics) i per estudiar
algunes propietats me`triques, com el dia`metre i la dista`ncia mitjana. A me´s a
me´s, demostrem que les xarxes Manhattan n-dimensionals so´n hamiltonianes i,
en el cas bidimensional, donem condicions suficients per descompondre-les en dos
cicles hamiltonians arc-disjunts.
El coneixement de l’espectre d’un (di)graf e´s important per trobar alguns
para`metres rellevants, els quals en general so´n molt dif´ıcils de trobar per altres
me`todes. En particular, l’espectre de la matriu d’adjace`ncia d’un graf conte´
informacio´ sobre les seves propietats d’expansio´, el nombre croma`tic i d’inde-
pende`ncia, la connectivitat i el dia`metre, entre altres para`metres. Nosaltres hem
calculat l’espectre de les xarxes Manhattan a partir de les seves propietats es-
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tructurals i mostrem que aquest espectre conte´ el dels hipercubs. En l’estudi
d’aquestes xarxes, caracteritzem el seu espectre per al cas bidimensional, amb
el ca`lcul dels seus valors i vectors propis. En particular, en aquest cas mostrem
que l’estructura de digraf l´ınia de la xarxa Manhattan imposa la prese`ncia del
valor propi 0 amb una elevada multiplicitat. Per al cas n-dimensional, redu¨ım
dra`sticament la complexitat dels ca`lculs per trobar l’espectre.
Acabem el tema de les xarxes Manhattan amb un algorisme de difusio´ o`ptim
per al cas bidimensional.
Algunes xarxes de la vida real presenten una estructura modular o jera`rquica.
Aquest e´s el cas, per exemple, de xarxes amb nodes amb un grau elevat, coneguts
com a hubs. En aquest context, proposem una famı´lia determinista de xarxes
jera`rquiques. D’aquest model destaca la modularitat i l’autosimilitud, carac-
ter´ıstiques que permeten la determinacio´ del dia`metre i la distribucio´ de graus i
de clustering.
El producte jera`rquic de grafs e´s una generalitzacio´ del producte cartesia` i
ens permet construir algunes famı´lies amb un alt grau de jerarquia, com l’arbre
binomial, que e´s una estructura de dades molt utilitzada en algor´ısmica. El
producte jera`rquic hereta algunes de les ben conegudes propietats del producte
cartesia`, com un dia`metre petit i algorismes d’enrutament simples. De fet, els
grafs obtinguts en fer el producte jera`rquic so´n subgrafs dels obtinguts en fer
el producte cartesia`. El nom que hem escollit per a aquesta nova operacio´ esta`
inspirat en la forta jerarquia dels ve`rtexs del graf resultant. En el nostre estudi,
definim formalment el producte jera`rquic i trobem algunes de les seves propietats
principals, com ara la jerarquia dels ve`rtexs i els principals para`metres me`trics:
l’excentricitat dels ve`rtexs, el radi, el dia`metre i la dista`ncia mitjana. A me´s a
me´s, mostrem que els esquemes de comunicacio´ va`lids per al producte cartesia`
tambe´ es poden utilitzar en el producte jera`rquic. En l’estudi d’aquestes con-
struccions, un tema que te´ una importa`ncia especial e´s el ca`lcul de l’espectre pels
motius ja esmentats. En particular, demostrem un resultat sobre el graf obtingut
amb el producte jera`rquic de dos grafs qualssevol i de la pote`ncia jera`rquica (com
a producte jera`rquic repetit) d’un graf donat. Concretament, estudiem l’espectre
de l’hiperarbre (o arbre binomial) Tm, que e´s el producte jera`rquic de diverses
co`pies del graf complet de dos ve`rtexs. L’hiperarbre resulta ser un bon exem-
ple de graf amb tots els seus valors propis diferents. A me´s a me´s, mostrem la
relacio´ del seu conjunt de vectors propis amb els polinomis de Txebixev de sego-
na espe`cie. Per acabar aquest tema, definim el producte jera`rquic generalitzat i
estudiem algunes de les seves propietats ba`siques.
Finalment, presentem alguns models deterministes, com les xarxes Sierpinski,
els quals tenen algunes propietats t´ıpiques de les xarxes complexes reals, com e´s
el cas d’Internet. Aquestes propietats so´n: l’efecte petit mo´n (dia`metre petit, de
l’ordre del logaritme del nombre de ve`rtexs, i clustering prou gran), l’efecte scale-
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free (distribucio´ potencial de graus) i la modularitat jera`rquica o autosimilitud.
Per a la famı´lia dels grafs Sierpinski, hem calculat una mesura de la fractalitat,
la dimensio´ box counting. A me´s a me´s, hem constru¨ıt uns grafs Sierpinski petit
mo´n, els quals conservant la dimensio´ box counting dels grafs Sierpinski, presenten
l’efecte petit mo´n, com el seu nom indica.
Cap´ıtol 2
Xarxes Manhattan
multidimensionals
Aquest cap´ıtol esta` dividit en tres seccions. A la primera seccio´, definim formal-
ment la xarxa Manhattan n-dimensional Mn, un cas especial de digraf n-regular,
i n’estudiem les propietats estructurals. Concretament, demostrem que Mn e´s un
digraf de Cayley que, en el cas bidimensional, correspon a un subgrup del grup
cristal.logra`fic pla pgg. Aquests resultats indueixen una nova presentacio´ de Mn,
la qual e´s u´til per dissenyar algorismes d’enrutament local (camins geode`sics) i
per estudiar algunes propietats me`triques, com el dia`metre i la dista`ncia mitjana.
A me´s a me´s, demostrem que les xarxes Manhattan n-dimensionals so´n hamiltoni-
anes i, en el cas bidimensional, donem condicions suficients per descompondre-les
en dos cicles hamiltonians arc-disjunts.
A la segona seccio´, trobem un algorisme de difusio´ o`ptim per a les xarxes
Manhattan bidimensionals.
Finalment, a la tercera seccio´, calculem l’espectre d’una xarxa Manhattan a
partir de les propietats estructurals, el qual conte´ l’espectre dels hipercubs. En
particular, en el cas bidimensional mostrem que l’estructura de digraf l´ınia de
la xarxa Manhattan imposa la prese`ncia del valor propi zero amb una elevada
multiplicitat.
Els nostres articles relacionats amb aquest cap´ıtol so´n [30, 31, 32, 33, 34, 35,
36, 37].
2.1 Propietats estructurals
2.1.1 Introduccio´
L’estudi d’un tipus de xarxes dirigides toro¨ıdals, conegudes en la literatura com
a Manhattan street networks, ha rebut forc¸a atencio´ des que van ser introdu¨ıdes
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independentment (en contextos diferents) per Morillo et al. [73] i Maxemchuk [70]
com una estructura en forma de malla regular unidireccional localment similar
a la topologia dels carrers i les avingudes de Manhattan (o de l’Eixample de
Barcelona), com es mostra en la figura 2.1. Me´s concretament, donats dos enters
parells Ni, i = 1, 2, la xarxa Manhattan bidimensional M2 = M(N1, N2) e´s
un digraf 2-regular amb ve`rtexs u = (u1, u2), ui ∈ ZNi , de manera que cada
ve`rtex u te´ dos arcs de sortida: un d’horitzontal (u1+(−1)u2 , u2) i l’altre vertical
(u1, u2 + (−1)u1).
No s’ha de confondre la xarxa coneguda amb el nom de Manhattan street
network (o xarxes Manhattan en aquest treball) amb la construccio´ anomenada
tambe´ xarxa Manhattan, que consisteix a, donat un conjunt de punts del pla,
donar un conjunt de segments paral.lels als eixos de coordenades, la unio´ dels quals
conte´ un camı´ x- i y-mono`ton per a cada parell de punts (vegeu, per exemple,
l’article de Benkert et al. [18]).
Tornant a les nostres xarxes Manhattan, Morillo et al. [73] han relacionat
aquestes xarxes amb tesel.lacions del pla, cosa que facilita l’estudi d’algunes
propietats me`triques. La major part de la recerca feta sobre xarxes Manhat-
tan s’ha dedicat al cas bidimensional, amb el ca`lcul de la dista`ncia mitjana
fet per Khasnabish [65] i Chung i Agrawal [27] i la generacio´ d’esquemes d’en-
rutament feta per Maxemchuck [70]. La dista`ncia mitjana de M(N1, N2), quan
N1, N2 = 0(mod 4), e´s
d = N1+N2
4
+ 1− 4
N1N2
. (2.1)
Aquests resultats normalment han estat inspirats per conjectures basades en
simulacions per ordinador. A me´s a me´s, l’estudi dels arbres generadors (fet per
Chung i Agrawal [27]) en la xarxa Manhattan M(N1, N2) ha perme`s el ca`lcul del
seu dia`metre
D =
{
N1
2
+ N2
2
+ 1, si N1 ≡ N2 ≡ 0 (mod 4),
N1
2
+ N2
2
, altrament,
(2.2)
i el disseny d’algorismes de difusio´ multiport. Me´s recentment, Varvarigos [94] ha
calculat de nou la dista`ncia mitjana entre els nodes d’una xarxa Manhattan, ha
donat un algorisme d’enrutament de camins geode`sics i ha descompost la xarxa
Manhattan bidimensional en dos cicles hamiltonians arc-disjunts quanN1 = N2 =
N .
La generalitzacio´ al cas multidimensional de les xarxes Manhattan ha estat
estudiada per Banerjee et al. [4, 5], amb el ca`lcul de la dista`ncia mitjana d’una
xarxa Manhattan tridimensionalM(N1, N2, N3), la qual en el cas Ni ≡ 0 (mod 4),
i = 1, 2, 3, e´s
d = N1+N2+N3
4
+ 1− 4
N1N2N3
, (2.3)
resultat que s’ha de comparar amb (2.1). Banerjee et al. tambe´ donen una
conjectura per a dimensions me´s grans, malgrat que ni en el cas tridimensional
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Figura 2.1: L’estructura local d’una xarxa Manhattan i dos exemples de la vida real:
els carrers de Manhattan i els de l’Eixample de Barcelona.
ni en el multidimensional no aporten cap definicio´ algebraica, nome´s una idea de
com haurien de ser les adjace`ncies.
Finalment, Chung i Agrawal [28] han estudiat el dia`metre i han donat es-
quemes d’enrutament per a construccions basades en una generalitzacio´ de les
xarxes Manhattan bidimensionals, malgrat que la xarxa resultant no e´s estricta-
ment una xarxa Manhattan tridimensional.
En aquest cap´ıtol donem una definicio´ formal d’una xarxa Manhattan multi-
dimensional Mn, juntament amb les seves propietats principals i alguns ca`lculs
anal´ıtics dels seus para`metres relacionats amb la dista`ncia, com el dia`metre. A
me´s a me´s, demostrem que Mn e´s un digraf de Cayley. Aquest resultat e´s u´til
per obtenir una nova definicio´ de Mn, la qual es pot aplicar per demostrar alguns
resultats, com el disseny d’un algorisme d’enrutament local de camins geode`sics.
Tambe´ presentem una demostracio´ que les xarxes Manhattan so´n hamiltoni-
anes. Per acabar la primera part del cap´ıtol, donem condicions suficients per
descompondre una xarxa Manhattan bidimensional en dos cicles hamiltonians
arc-disjunts.
2.1.2 Definicio´ i estructura
La xarxa Manhattan (Street) Network M(N1, N2) es defineix com un digraf
2-regular de la manera segu¨ent: cada ve`rtex esta` representat per dos enters
(u1, u2) = u, amb 0 ≤ ui ≤ Ni − 1, on Ni so´n enters parells, per a i = 1, 2.
Cada ve`rtex te´ dos arcs de sortida: un d’horitzontal (u1 ± 1, u2) i un de vertical
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(u1, u2± 1), on el signe depe`n de la paritat de l’altra component i l’aritme`tica ha
de ser sempre entesa mo`dul Ni. Concretament, un arc horitzontal apunta cap a
l’est (respectivament, oest) quan esta` en una fila parell (respectivament, senar).
De manera similar, un arc vertical apunta al nord (respectivament, sud) si esta`
en una columna parell (respectivament, senar).
Localment, l’estructura e´s la de la figura 2.1 i correspon al patro´ esta`ndard
de les direccions permeses al tra`nsit en alguns barris de les ciutats actuals, com
Manhattan o Barcelona, amb un sistema de carrers rectes i ortogonals. En la
majoria d’articles (com el de Maxemchuck [70], el de Chung i Agrawal [27] i
el de Comellas i Dalfo´ [32]) es considera la versio´ toro¨ıdal de M2, mentre que
en el treball de Morillo et al. [73] l’objectiu era construir una xarxa localment
Manhattan amb el ma`xim nombre de ve`rtexs per a un dia`metre donat.
Una definicio´ formal de la versio´ toro¨ıdal per al cas general n-dimensional e´s
la segu¨ent:
Definicio´ 2.1.1. Donats n enters positius parells N1, N2, . . . , Nn, la xarxa Man-
hattan n-dimensional Mn = M(N1, N2, . . . , Nn) e´s un digraf amb un conjunt de
ve`rtexs V (Mn) = ZN1 × ZN2 × . . . × ZNn. Cada ve`rtex esta` representat per un
n-vector u = (u1, u2, . . . , un), amb 0 ≤ ui ≤ Ni − 1, per a i = 1, 2, . . . , n. El
conjunt d’arcs A(Mn) esta` definit per les segu¨ents adjace`ncies (aqu´ı anomenades
i-arcs, per a 1 ≤ i ≤ n):
(u1, . . . , ui, . . . , un) → (u1, . . . , ui + (−1)
P
j 6=i uj , . . . , un). (2.4)
Aleshores, Mn e´s un digraf n-regular amb N =
∏n
i=1Ni ve`rtexs.
En el cas que Ni = 2, per a 1 ≤ i ≤ n, sempre tenim que (−1)
P
j 6=i uj = 1 i,
aleshores, les adjace`ncies so´n
(u1, . . . , ui, . . . , un) → (u1, . . . , ui + 1, . . . , un) (1 ≤ i ≤ n). (2.5)
En aquest cas, la xarxa Manhattan n-dimensional e´s isomorfa al digraf sime`tric
Q∗n, on Qn e´s l’hipercub de dimensio´ n o n-cub.
Algunes altres consequ¨e`ncies de la definicio´ deMn es donen en el lema segu¨ent:
Lema 2.1.2. La xarxa Manhattan n-dimensional Mn = M(N1, N2, . . . , Nn) sat-
isfa` les propietats segu¨ents:
(a) Donada qualsevol permutacio´ σ dels nombres N1, N2, . . . , Nn, diguem per
exemple P1, P2, . . . , Pn, les xarxes Mn i M
σ
n =M(P1, P2, . . . , Pn) so´n digrafs
isomorfs.
(b) Mn e´s isomorf al seu convers Mn.
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(c) Per a qualssevol n − k enters fixats xi ∈ ZNi, i = k + 1, k + 2, . . . , n, el
subdigraf de Mn indu¨ıt pels ve`rtexs de la forma (u1, u2, . . . , uk, xk+1, . . . , xn)
e´s o una xarxa Manhattan k-dimensional Mk =M(N1, N2, . . . , Nk) o el seu
conversMk, segons que α :=
∑n
i=k+1 xi sigui parell o senar, respectivament.
(d) Mn e´s un digraf bipartit i 2
n-partit.
(e) Existeix un homomorfisme de Mn al digraf sime`tric de l’hipercub Q
∗
n.
Demostracio´. El resultat de l’apartat (a) e´s clar ja que σ actua sobre les
components dels ve`rtexs de Mn. Per demostrar (b), cal observar que les ad-
jace`ncies del digraf convers Mn so´n, per a 1 ≤ i ≤ n,
(u1, . . . , ui, . . . , un) → (u1, . . . , ui − (−1)
P
j 6=i uj , . . . , un). (2.6)
Aleshores, es pot comprovar que l’aplicacio´ ϕ : V (Mn) → V (Mn) definida per
ϕ(u) = −u e´s l’isomorfisme demanat. El resultat de l’apartat (c) ve de les
“adjace`ncies converses” en (2.6) i del fet que (−1)
Pk
j=1,j 6=i ui+α = ±(−1)
Pk
j=1,j 6=i ui
depenent de la paritat de α. L’apartat (d) es verifica a partir del fet que Mn e´s
un digraf 2n-partit amb conjunts independents Vb, on b = (b1, b2, . . . , bn) denota
una cadena n-bina`ria. Un ve`rtex u = (u1, u2, · · · , un) pertany a Vb quan les
paritats de ui i bi coincideixen per a tot 1 ≤ i ≤ n. En particular, Mn e´s
bipartit amb conjunts independents de ve`rtexs V0 i V1 constitu¨ıts pels ve`rtexs, la
cadena bina`ria dels quals representa un nombre parell o senar, respectivament.
Finalment, l’homomorfisme de l’apartat (e) e´s simplement
(u1, . . . , ui, . . . , un) 7→ (π(u1), . . . , π(ui), . . . , π(un)) (1 ≤ i ≤ n), (2.7)
on la funcio´ paritat π pren els valors en {0, 1}. 2
Respecte a la propietat (d), cal tenir en compte que, en el treball de Morillo et
al. [73] l’estructura local d’una xarxa Manhattan bidimensional va ser introdu¨ıda
com un tipus de digraf 4-partit de la manera segu¨ent: sigui G = (V,A) un digraf
amb ordre N = |V | un mu´ltiple de 4, V = V0 ∪ V1 ∪ V2 ∪ V3, on
Vj = {i : 0 ≤ i ≤ N − 1, i ≡ j (mod 4)} (0 ≤ j ≤ 3), (2.8)
de manera que cada ve`rtex i e´s adjacent als ve`rtexs i+ aj, i+ bj (modN), per a
alguns enters donats aj ≡ 3 i bj ≡ 1 (mod 4) tals que satisfan
a0 + a1 + a2 + a3 ≡ 0 (modN),
b0 + b1 + b2 + b3 ≡ 0 (modN),
a0 + a2 ≡ b0 + b2 (modN),
14 2 Xarxes Manhattan multidimensionals
2
3 0 3
2 1 2
1 2
a2
a2 a2
b3 b3
b1
b1 b1
a0 a0
b1
a2
a3
a3
a1
a1
b2
b2
b2
b2
a3
a3
b0
b0
Figura 2.2: Una definicio´ alternativa a l’estructura local d’una xarxa Manhattan bidi-
mensional vista com un digraf 4-partit (tots els ve`rtexs en Vj estan denotats per j).
condicions que es poden expressar alternativament com a
a0 + a2 ≡ −a1 − a3 ≡ b0 + b2 ≡ −b1 − b3 (modN).
Vegeu la figura 2.2 per comprovar que aquestes condicions imposen una estructura
local Manhattan.
2.1.3 L’estructura dels digrafs l´ınia
En aquesta seccio´ mostrem que la xarxa Manhattan bidimensional M2 te´ l’estruc-
tura d’un digraf l´ınia. Pel que sabem, aquest fet prou rellevant no ha estat mai
publicat, tot i que s’esmenta en la tesi doctoral de J. Villar [96]. Per tant, doncs,
M2 es pot veure com el digraf l´ınia d’un digrafM
′
2, l’ordre del qual e´s la meitat de
l’ordre de M2, i, cosa que e´s me´s important, algunes propietats de M2 es poden
derivar de les de M ′2.
Recordem que, donat un digraf G = (V,A) amb n ve`rtexs i m arcs, el seu di-
graf l´ınia LG = (VL, AL) te´ ve`rtexs en lloc dels arcs de G. Per tant, identifiquem
cada ve`rtex ij ∈ VL amb l’arc (i, j) ∈ A. Les seves adjace`ncies estan naturalment
indu¨ıdes per les arc-adjace`ncies en G. Concretament, el ve`rtex ij ∈ VL e´s adja-
cent al ve`rtex jk, ja que l’arc (i, j) ∈ A te´ el mateix ve`rtex final que el ve`rtex
inicial de (j, k). Aleshores, l’ordre de LG e´s igual a la mida m de G i, si G e´s
δ-regular, aleshores LG tambe´ ho e´s i te´ δn ve`rtexs. A me´s a me´s, e´s prou conegut
que si G e´s un digraf (diferent del cicle dirigit) i te´ dia`metre D, aleshores el seu
digraf l´ınia LG te´ dia`metre D+1 (vegeu Fiol et al. [54]). Respecte a la dista`ncia
mitjana, si G te´ dista`ncia mitjana d, aleshores LG te´, com a ma`xim, dista`ncia
mitjana d+ 1. Algunes altres propietats dels digrafs l´ınia es poden trobar en els
treballs de Fiol et al. [54] i de Comellas et al. [39]. Entre aquestes propietats,
destacar´ıem que l’espectre del digraf l´ınia LG te´ els mateixos valors propis (difer-
ents de zero) que l’espectre de G, incloses les multiplicitats (algebraiques). De
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u =( , )u u1 2
v = ( , )v v1 2
w = ( +(-1) , ) =u u1 2
u v2 1( , +(-1) )v v1 2
w’ = ( , ) =u u1 2 ( +(-1) )v1
v2+(-1) ,
u1 v2
Figura 2.3: Ve`rtexs amb el mateix ve¨ınatge en M2.
fet, els conjunts de valors propis nome´s difereixen en el nombre de zeros, ja que
els seus polinomis caracter´ıstics corresponents, pLG i pG, satisfan (vegeu Balbuena
et al. [3] i Montserrat [72]):
pLG(x) = x
m−npG(x).
El segu¨ent resultat mostra que l’estructura de digraf l´ınia e´s inherent al cas
bidimensional:
Lema 2.1.3. Per a tot N1, N2, la xarxa Manhattan 2-dimensional M2 e´s un
digraf l´ınia.
Demostracio´. Nome´s cal comprovar la condicio´ d’Heuchenne [61], la qual
diu que un digraf e´s un digraf l´ınia si i nome´s si no te´ arcs mu´ltiples i els conjunts
de ve¨ıns de sortida (o d’entrada) de cada dos dels seus ve`rtexs so´n ide`ntics o
disjunts. Suposem, doncs, que dos ve`rtexs diferents u = (u1, u2) i v = (v1, v2)
tenen un ve´ı de sortida comu´ w. Aleshores, els arcs u→ w i v → w han de ser
de tipus diferents, e´s a dir, un ha de ser un 1-arc i l’altre un 2-arc. Si tots dos
fossin, per exemple, 1-arcs, tindr´ıem
w = (u1 + (−1)u2 , u2) = (v1 + (−1)v2 , v2),
cosa que portaria a u2 = v2 i u1 = v1 i, per tant, u = v, en contra de la hipo`tesi.
Arribem a la mateixa contradiccio´ si suposem que les dues adjace`ncies so´n 2-arcs.
Suposem, doncs, sense perdre generalitat, que u→ w e´s un 1-arc i v → w e´s un
2-arc. Aleshores,
w = (u1 + (−1)u2 , u2) = (v1, v2 + (−1)v1),
d’on
u1 = v1 − (−1)u2 = v1 − (−1)v2+(−1)v1 = v1 + (−1)v2 ,
v2 = u2 − (−1)v1 = u2 − (−1)u1+(−1)u2 = u2 + (−1)u1 ,
cosa que implica l’existe`ncia d’un altre ve´ı de sortida comu´ w′ de u i v, tal que
u→ w′ e´s un 2-arc i v → w′ e´s un 1-arc:
w′ = (u1, u2 + (−1)u1) = (v1 + (−1)v2 , v2),
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u=( , )a a
1 2
v=( 1, 1)a + a +
1 2
( 1, )a + a
1 2
( , 1)a a +
1 2
u=( , )a b
v=( , 1)a-1 b+ ( , 1)a b+
( 1, )a- b
Figura 2.4: Una xarxa Manhattan (amb les arestes fines i els ve`rtexs blancs), el digraf
l´ınia del qual prove´ (amb les arestes gruixudes i els ve`rtexs negres) i dos detalls de la
xarxa Manhattan amb les etiquetes dels ve`rtexs indicades.
amb la qual cosa arribem al resultat esperat (vegeu la figura 2.3). 2
Resumint, hem vist que dos ve`rtexs diferents u,v tenen el mateix ve¨ınatge de
sortida si i nome´s si so´n de la forma
u = (a, b), v = (a+ (−1)b, b+ (−1)a),
per a alguns enters a ∈ ZN1 i b ∈ ZN2 . Aleshores, d’acord amb la paritat de a i
b (igual “l” o diferent “n” a la figura 2.4), tenim les dues possibles situacions
que es mostren a l’esquerra de la figura. Observem que el digraf M ′2 d’on prove´
M2 (e´s a dir, M2 = LM
′
2) tambe´ e´s bipartit, amb conjunts independents {“l”}
i {“n”}. De fet, la xarxa infinita en l’estructura local de M ′2 correspon al grup
cristal.logra`fic pla anomenat p 4 (vegeu Coxeter i Moser [42] i Shutov [86]).
En general, les xarxes Manhattan amb dimensio´ me´s gran que 2 no compleixen
la propietat de ser digrafs l´ınia. Per exemple, la xarxa tridimensional M(8, 6, 10)
no compleix la condicio´ d’Heuchenne ja que els ve¨ınatges de sortida
Γ+((1, 1, 5)) = {(2, 1, 5), (1, 2, 5), (1, 1, 6)} i
Γ+((6, 1, 4)) = {(1, 1, 6), (2, 2, 6), (2, 1, 5)}
no so´n ni iguals ni disjunts.
Hi ha dues consequ¨e`ncies directes del lema 2.1.3. La primera e´s que M2 e´s
hamiltonia`, ja que e´s el digraf l´ınia d’un digraf 2-regular i, per tant, euleria` (vegeu,
per exemple, Chartrand i Lesniak [23]). De fet, en la seccio´ 2.1.7 mostrem que
les xarxes Manhattan n-dimensionals tambe´ so´n hamiltonianes. La segona con-
sequ¨e`ncia e´s que, com hem dit, dels treballs de Balbuena et al. [3] i de Fiol i
Mitjana [52], sabem que l’espectre de M2(N1, N2) te´ el valor propi 0 amb multi-
plicitat (geome`trica) almenys N1N2
2
, cosa que veurem amb me´s detall en la segona
part d’aquest cap´ıtol dedicada a l’espectre de les xarxes Manhattan.
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2.1.4 El grup d’automorfismes acolorits
Aqu´ı investiguem les simetries de les xarxes Manhattan.
Teorema 2.1.4. La xarxa Manhattan n-dimensional Mn e´s el graf de Cayley del
grup segu¨ent(amb el conjunt de generadors indicat):
Γ = 〈a1, a2, . . . , an | aNii = (aiaj)2 = (aia−1j )2 = 1, i, j = 1, . . . , n〉. (2.9)
Demostracio´. Demostrem que les aplicacions φj , per a 1 ≤ j ≤ n, definides
per
φj(u1, . . . , uj, . . . , un) = (−u1, . . . ,−uj−1, uj + 1,−uj+1, . . . ,−un) (2.10)
so´n totes isomorfismes de Mn de i-arcs a i-arcs. Amb aquest objectiu, denotem
com a γ+i u el ve`rtex adjacent al ve`rtex u = (u1, . . . , un) a trave´s de l’arc i.
Aleshores, suposem primer que j 6= i, diguem j < i,
φj(γ
+
i u) = φj(u1, . . . , uj, . . . , ui + (−1)
P
k 6=i uk , . . . , un)
= (−u1, . . . , uj + 1, . . . ,−ui + (−1)1+
P
k 6=i uk , . . . ,−un)
= γ+i (−u1, . . . , uj + 1, . . . ,−ui, . . . ,−un)
= γ+i φj(u).
D’altra banda, si j = i, tenim:
φi(γ
+
i u) = φi(u1, . . . , ui + (−1)
P
k 6=i uk , . . . , un)
= (−u1, . . . , ui + 1 + (−1)
P
k 6=i uk , . . . ,−un)
= γ+i (−u1, . . . , ui + 1, . . . ,−un)
= γ+i φi(u).
Aleshores, les aplicacions φj, per a 1 ≤ j ≤ n, so´n automorfismes acolorits
de Mn. Ara demostrem que el grup de permutacions 〈φi | 1 ≤ i ≤ n〉 actua
transitivament sobre el conjunt Z×Z× n· · · ×Z (i, per tant, tambe´ sobre el conjunt
de ve`rtexs deMn =M(N1, N2, . . . , Nn)). Per tant, nome´s cal veure que qualsevol
ve`rtex u = (u1, u2, . . . , un) pot tenir com a imatge el ve`rtex 0 = (0, 0, . . . , 0).
Comencem distingint els dos casos de un depenent del seu signe (els super´ındexs
dels isomorfismes indiquen el nombre de vegades que s’apliquen):
• un < 0:
(u1, u2, . . . , un)
φ
|un|
n−→ (±u1,±u2, . . . , 0);
• un > 0:
(u1, . . . , ui, . . . , un)
φi−→ (−u1, . . . , ui + 1, . . . ,−un)
φunn−→ (±u1, . . . ,±(ui + 1), . . . , 0),
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on i < n i, en tots dos casos, el signe ± depe`n de la paritat de un.
Aleshores, aplicant el mateix procediment n − 1 vegades, obtenim un ve`rtex
de la forma (v1, 0, . . . , 0). Des d’aquest ve`rtex, el camı´ desitjat s’obte´ considerant
els casos segu¨ents. Sigui k un enter no negatiu:
• v1 = −k:
(−k, 0, . . .) φ
k
1−→ (0, 0, . . .).
• v1 = 2k + 1:
(2k + 1, 0, . . .)
φ2−→ (−2k − 1, 1, . . .) φ
2k+1
1−→ (0,−1, . . .) φ2−→ (0, 0, . . .).
• v1 = 2k:
(2k, 0, . . .)
φ2−→ (−2k, 1, . . .) φ
2k
1−→ (0, 1, . . .) φ1−→ (1,−1, . . .)
φ2−→ (−1, 0, . . .) φ1−→ (0, 0, . . .).
Aleshores, el grup Γ = 〈φ1, . . . , φn〉 e´s un subgrup regular del grup d’automor-
fismes AutMn i Mn e´s un digraf de Cayley. Respecte a l’estructura de Γ, nome´s
cal veure que compleix la segona relacio´ definidora en (2.9), ja que les altres es
demostren de manera similar.
(φiφj)
2(u) = φiφjφiφj(u1, . . . , ui, . . . , uj, . . . , un)
= φiφjφi(−u1, . . . ,−ui, . . . , uj + 1, . . . ,−un)
= φiφj(u1, . . . ,−ui + 1, . . . ,−uj − 1, . . . , un)
= φi(−u1, . . . , ui − 1, . . . ,−uj, . . . ,−un)
= (u1, . . . , ui, . . . , uj, . . . , un) = u.
2
Aquest resultat estructural te´ algunes consequ¨e`ncies remarcables, la me´s im-
mediata de les quals e´s el segu¨ent corol.lari:
Corol.lari 2.1.5. La xarxa Manhattan n-dimensional Mn e´s un digraf ve`rtex-
sime`tric.
En canvi, es pot veure queMn no e´s arc-sime`tric, excepte en el cas N1 = N2 =
· · · = Nn.
En el cas bidimensional, la presentacio´ en (2.9) sense la primera relacio´ gen-
eradora aN11 = a
N2
2 = 1 correspon al grup cristal
.logra`fic pla pgg (vegeu, per
exemple, Coxeter i Moser [42] i Shutov [86]). En consequ¨e`ncia, tenim el resultat
segu¨ent:
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Figura 2.5: La xarxa Manhattan M(8, 2) i una representacio´ del seu grup die`dric (les
l´ınies sense fletxa representen els dos arcs de sentits oposats).
Corol.lari 2.1.6. La xarxa Manhattan bidimensionalM2, respecte a l’arc-coloracio´
definida en (2.4), e´s un digraf de Cayley d’un subgrup (normal) del grup cristal-
logra`fic pla pgg, que denotem per Γ(pgg).
D’altra banda, hem vist que M2 = LM
′
2, on M
′
2 e´s un digraf de Cayley d’un
subgrup del grup p4, que denotem per Γ(p4). Aleshores, a partir del resultat de
Fiol et al. [49], es pot afirmar que
Γ(pgg) ∼= Γ(p4) ⋊ S2,
on “⋊” indica el producte semidirecte (vegeu Brunat et al. [22]). De fet, aquest
isomorfisme e´s cert per als corresponents grups infinits pgg i p4.
En particular, per a N1 = n i N2 = 2, obtenim el grup die`dric Dn ∼= Zn ⋊ S2
(el grup de simetria en dues dimensions d’un pol´ıgon regular de n costats). A la
figura 2.5 es mostra el dibuix esta`ndard de M(8, 2) i el digraf de Cayley de D8.
2.1.5 Una definicio´ alternativa
Els darrers resultats porten a una definicio´ alternativa de les xarxes Manhattan.
Definicio´ 2.1.7. El conjunt de ve`rtexs de Mn = M(N1, N2, . . . , Nn) e´s, com
abans, ZN1 × . . .× ZNn i els (i-)arcs so´n ara (per a 1 ≤ i ≤ n):
(u1, . . . , ui, . . . , un) → (−u1, . . . ,−ui−1, ui + 1,−ui+1, . . . ,−un). (2.11)
Lema 2.1.8. Els grafs definits per (2.4) i (2.11) so´n isomorfs.
Demostracio´. Introdu¨ım l’isomorfisme de la definicio´ esta`ndard a la nova
definicio´ (1 ≤ i, j ≤ n):
Ψ(u1, . . . , ui, . . . , un)=((−1)
P
j 6=1 uju1, . . . , (−1)
P
j 6=i ujui, . . . , (−1)
P
j 6=n ujun).
(2.12)
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0,0
0,1
0,2
0,3
1,0
1,1
1,2
1,3
2,0
2,1
2,2
2,3
3,0
3,1
3,2
3,3
4,0
4,1
4,2
4,3
5,0
5,1
5,2
5,3
0,0 1,0 2,0 3,0 4,0 5,0
0,1 5,3 4,1 3,3 2,1 1,3
0,2 1,2 2,2 3,2 4,2 5,2
0,3 5,1 4,3 3,1 2,3 1,1
Figura 2.6: Els ve`rtexs amb les etiquetes esta`ndards i amb les indu¨ıdes per les aplica-
cions φj en la xarxa Manhattan M(6, 4).
Aquesta aplicacio´ conserva les adjace`ncies i els seus “colors”. De fet,
Ψ(u1, . . . , ui, . . . , un) = ((−1)
P
j 6=1 uju1, . . . , (−1)
P
j 6=i ujui, . . . , (−1)
P
j 6=n ujun) →
(−(−1)
P
j 6=1 uju1, . . . , (−1)
P
j 6=i ujui + 1, . . . ,−(−1)
P
j 6=n ujun) =
((−1)
P
j 6=1 uj+(−1)
P
j 6=i uj
u1, . . . , (−1)
P
j 6=i uj (ui + (−1)
P
j 6=i uj ), . . . ,
(−1)
P
j 6=n uj+(−1)
P
j 6=i uj
un) = Ψ(u1, . . . , ui + (−1)
P
j 6=i uj , . . . , un).
2
Com a exemple, la figura 2.6 mostra les dues definicions, l’esta`ndard i la
nova, de la xarxa Manhattan M(6, 4). Com e´s usual, la superf´ıcie del tor esta`
dibuixada de manera que les l´ınies discont´ınues representen la identificacio´ dels
costats paral.lels del rectangle.
Tal com suggereix aquest exemple, es pot comprovar fa`cilment que Ψ e´s invo-
lutiva i, per tant, l’aplicacio´ de la definicio´ alternativa a l’esta`ndard e´s simplement
Ψ−1 = Ψ.
2.1.6 Els para`metres me`trics
En el cas bidimensional, van ser Chung i Agrawal [27] els qui van donar, per
primer cop, el dia`metre d’una xarxa Manhattan M2. En el seu article, van cal-
cular el dia`metre utilitzant arbres generadors. Aquest resultat tambe´ es podria
trobar a partir dels resultats de Varvarigos [94], on es calcula la dista`ncia mit-
jana. Comellas i Dalfo´ [32] demostren aquest resultat a partir de la comparacio´
de la distribucio´ de les dista`ncies en M2 i en la corresponent malla toro¨ıdal no
dirigida. A me´s a me´s, com Varvarigos [94], donen la distribucio´ de ve`rtexs per
a cada valor de la dista`ncia, cosa que permet trobar una fo´rmula tancada per a
la dista`ncia mitjana d, que e´s la segu¨ent:
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(a) d = N1+N2
4
+ 1− 4
N1N2
, si N1 ≡ N2 ≡ 0 (mod 4),
(b) d = N1+N2
4
+ 1− 4
N1N2
− 1
N2
, si N1 ≡ 0 (mod 4) i N2 ≡ 2 (mod 4),
(c) d = N1+N2
4
+ 1− 4
N1N2
− 1
N1
, si N1 ≡ 0 (mod 4) i N2 ≡ 2 (mod 4),
(d) d = N1+N2
4
+ 1− 2
N1N2
− 1
N1
− 1
N2
, si N1 ≡ N2 ≡ 2 (mod 4).
En particular, en M2(N1, N2) per a valors grans de N1 i N2, el nombre de
ve`rtexs a dista`ncia k ≥ 4 des d’un ve`rtex donat, diguem 0, e´s 4k − 4 (vegeu
la figura 2.7 per als casos k = 7 i 8). Morillo et al. [73] tambe´ donen el nom-
bre de ve`rtexs a dista`ncia k ≥ 4 per a la xarxa Manhattan bidimensional (no
necessa`riament toro¨ıdal) amb el conjunt de ve`rtexs donats com en (2.8). A me´s
a me´s, en el mateix article, es mostra que considerant que el digraf Manhattan e´s
bipartit, si te´ dia`metre D(> 4), aleshores el seu ordre esta` fitat superiorment per
la fita segu¨ent, la qual e´s similar a la fita de Moore (vegeu Miller i Sˇiranˇ [71]):
N(2, D) =
{
2(D − 1)2, per a D senar,
2[(D − 1)2 + 1], per a D parell.
Per exemple, per als casos D = 7 i D = 8, il.lustrats a la figura 2.7, les fites so´n
N(2, 7) = 72 i N(2, 8) = 100, que corresponen al nombre de ve`rtexs que hi ha
dintre de les regions representades. Aquestes regions defineixen unes tessel.les, les
quals so´n conjunts de quadrats unitat associats als ve`rtexs els quals so´n a dista`ncia
menor que D (des del 0) i alguns a dista`ncia D (tambe´ des del 0), de manera que
cada conjunt independent del digraf bipartit tingui el mateix nombre de ve`rtexs.
Aleshores, si no imposem el tancament toro¨ıdal de la xarxa Manhattan, els valors
de les fites es poden assolir, ja que les corresponents tessel.les recobreixen el pla
perio`dicament (vegeu de nou la figura 2.7). Concretament, quan D e´s senar, els
“passos” (vegeu la figura 2.2) per assolir el ma`xim ordre so´n, per exemple,
a0 = 3, a1 = 2D − 3, a2 = −2D + 1, a3 = −1;
b0 = 1, b1 = −3, b2 = −2D + 3, b3 = 2D − 1;
mentre que, per a D parell, tenim:
a0 = −3, a1 = 2D + 1, a2 = −2D + 1, a3 = 1;
b0 = −1, b1 = 3, b2 = −2D − 1, b3 = 2D − 1.
En el cas toro¨ıdal que estudiem aqu´ı, i per a un nombre donat de ve`rtexs
N = N1N2, el dia`metre e´s molt me´s gran que l’obtingut me´s amunt. En aquest
cas, tenim el segu¨ent resultat (ja conegut en la literatura), que utilitzarem me´s
endavant en l’estudi del cas n-dimensional. Com hem dit abans, pel que sabem,
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Figura 2.7: Els ve`rtexs a dista`ncia 7 (quadrats blancs) i a dista`ncia 8 (quadrats negres)
des del ve`rtex origen (cercle blanc) i les tessel.lacions corresponents.
van ser Chung i Agrawal [27] els primers de demostrar aquest resultat i ho van fer
utilitzant arbres generadors. Aqu´ı fem una demostracio´ constructiva mostrant el
camı´ me´s curt de qualsevol ve`rtex al ve`rtex (0, 0), cosa que ens proporciona un
esquema d’enrutament local de camins geode`sics.
Teorema 2.1.9. El dia`metre de la xarxa Manhattan M(N1, N2) e´s
(a) D = N1
2
+ N2
2
+ 1, si N1 ≡ N2 ≡ 0 (mod 4);
(b) D = N1
2
+ N2
2
, altrament.
Demostracio´. La demostracio´ es basa en la definicio´ 2.1.7 (la definicio´ al-
ternativa) de les xarxes Manhattan. Siguin α, β un nombre parell i un senar,
respectivament, de l’interval [ 0, Ni
2
− 1], per a i = 1, 2, i sigui γ un nombre enter
de l’interval [ 0, Ni
2
− 1]. A causa de la simetria del digraf, nome´s cal considerar
un camı´ des d’un ve`rtex gene`ric u = (u1, u2) fins al ve`rtex 0 = (0, 0), la longitud
del qual mai no sera` superior als valors de D del teorema. Primer considerem els
casos amb alguna component ui igual a ±Ni2 (el signe e´s irrellevant ja que estem
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en ZNi amb Ni parell). Aqu´ı les fletxes i els nombres que hi ha a sobre representen
els camins seguits i les seves longituds.
(i) u1 =
N1
2
, u2 =
N2
2
:
(N1
2
, N2
2
)
+
N1
2−→ (0, N2
2
)
+
N2
2−→ (0, 0).
(ii) u1 =
N1
2
(parell), u2 = −γ:
(N1
2
,−γ) +
N1
2−→ (0,−γ) +γ−→ (0, 0).
(iii) u1 =
N1
2
(parell), u2 = α:
(N1
2
, α)
+1−→ (N1
2
+ 1,−α) +α−→ (N1
2
+ 1, 0)
+
N1
2
−1−→ (0, 0).
(iv) u1 =
N1
2
(parell), u2 = β:
(N1
2
, β)
+
N1
2−→ (0, β) +1−→ (1,−β) +β−→ (−1, 0) +1−→ (0, 0).
(v) u1 =
N1
2
(senar), u2 = γ:
(N1
2
, γ)
+
N1
2−→ (0,−γ) +γ−→ (0, 0).
(vi) u1 =
N1
2
(senar), u2 = −γ:
(N1
2
,−γ) +γ−→ (N1
2
, 0)
+
N1
2−→ (0, 0).
Observem que tots aquests camins tenen longitud dist(u, 0) ≤ N1
2
+N2
2
, excepte
en el cas (iv), on tenim
dist(u, 0) = N1
2
+ β + 2 ≤ N1
2
+ N2
2
+ 1. (2.13)
La igualtat s’assoleix quan β = N2
2
− 1 o en el cas sime`tric (iv′), obtingut
a partir de (iv) intercanviant els papers de u1 i u2, quan u1 = β =
N1
2
− 1 i
u2 =
N2
2
(parell). Observem que, en els dos casos, N1
2
i N2
2
han de ser parells, ja
que estem en el cas (a) del teorema. Quan β = N2
2
− 2, l’equacio´ (2.13) do´na
dist(u, 0) = N1
2
+ N2
2
(per a N1
2
parell i N2
2
senar) i el mateix passa en el cas
sime`tric u1 = β =
N1
2
− 2 i u2 = N22 (per a N12 senar i N22 parell). Aquests casos
corresponen al cas (b) del teorema.
A me´s a me´s, si cap dels ui e´s igual a
Ni
2
, hem de considerar els casos segu¨ents
(com abans, αi i βi representen un enter parell i un de senar, respectivament, en
l’interval [0, Ni − 1], i = 1, 2):
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(1) u1 = −α1, u2 = −α2:
(−α1,−α2) +α1−→ (0,−α2) +α2−→ (0, 0).
(2) u1 = −α, u2 = −β:
(−α,−β) +α−→ (0,−β) +β−→ (0, 0).
(3) u1 = −β1, u2 = −β2:
(−β1,−β2) +β1−→ (0, β2) +1−→ (1,−β2) +β2−→ (−1, 0) +1−→ (0, 0).
(4) u1 = −α, u2 = β:
(−α, β) +α−→ (0, β) +1−→ (1,−β) +β−→ (−1, 0) +1−→ (0, 0).
(5) u1 = −β, u2 = α:
(−β, α) +β−→ (0,−α) +α−→ (0, 0).
(6) u1 = −α1, u2 = α2:
(−α1, α2) +1−→ (−α1 + 1,−α2) +α2−→ (−α1 + 1, 0) +α1−1−→ (0, 0).
(7) u1 = −β1, u2 = β2:
(−β1, β2) +β1−→ (0,−β2) +β2−→ (0, 0).
(8a) u1 = α1 <
N1
2
− 1, u2 = α2:
(α1, α2)
+1−→ (α1 + 1,−α2) +α2−→ (α1 + 1, 0) +1−→
(−α1 − 1, 1) +α1+1−→ (0,−1) +1−→ (0, 0).
(8b) u1 = α1 =
N1
2
− 1, u2 = α2:
(α1, α2)
+1−→ (α1 + 1,−α2) = (N12 ,−α2)
+α2−→ (N1
2
, 0)
+
N1
2−→ (0, 0).
(9) u1 = α, u2 = β:
(α, β)
+1−→ (α + 1,−β) +β−→ (−α− 1, 0) α+1−→ (0, 0).
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(10) u1 = β1, u2 = β2:
(β1, β2)
+1−→ (β1 + 1,−β2) +β2−→ (−β1 − 1, 0) +β1+1−→ (0, 0).
Observem de nou que tots aquests camins tenen longitud dist(u, 0) < N1
2
+ N2
2
,
excepte en els casos (4), (8b) i (9), on tenim
dist(u, 0) = N1
2
+ N2
2
,
per a les diferents paritats de N1
2
i N2
2
. Per exemple, en el cas (8b) el ma`xim
s’assoleix quan α2 =
N1
2
−1, e´s a dir, per al ve`rtex (N1
2
−1, N2
2
−1), on N1 ≡ N2 ≡ 2
(mod 4). Aixo` completa la demostracio´. 2
D’aquesta demostracio´, obtenim que els ve`rtexs a dista`ncia ma`xima des del 0
so´n, depenent del cas (recordem que estem utilitzant la definicio´ alternativa):
(a) N1 ≡ N2 ≡ 0 (mod 4):
(iv): (N1
2
, N2
2
− 1), (N1
2
− 1, N2
2
);
(b1) N1 ≡ 0, N2 ≡ 2 (mod 4):
(i): (N1
2
, N2
2
),
(iv): (N1
2
, N2
2
− 2),
(4): (N1
2
− 1, N2
2
+ 1),
(9): (N1
2
− 1, N2
2
− 1);
(b2) N1 ≡ 2, N2 ≡ 0 (mod 4):
(i): (N1
2
, N2
2
),
(iv): (N1
2
− 2, N2
2
),
(4): (N1
2
+ 1, N2
2
− 1),
(9): (N1
2
− 1, N2
2
− 1);
(b3) N1 ≡ N2 ≡ 2 (mod 4):
(i): (N1
2
, N2
2
),
(8b): (N1
2
− 1, N2
2
− 1).
Per trobar el dia`metre de la xarxa Manhattan n-dimensional introdu¨ım la
notacio´ segu¨ent: donat N (parell) i 0 ≤ u ≤ N , sigui ‖u‖N la dista`ncia entre 0
i u en el cicle no dirigit CN , e´s a dir, ‖u‖N = min{u (modN),−u (modN)}, per
tant, 0 ≤ ‖u‖N ≤ N2 .
Lema 2.1.10. Per a n > 2, considerem els ve`rtexs 0 = (0, 0, . . . , 0) i u =
(u1, . . . , un−1, un) en Mn = (N1, . . . , Nn−1, Nn) i els ve`rtexs e1 = (1, 0, . . . , 0) i
u′ = (u1, . . . , un−1) en Mn−1 = (N1, . . . , Nn−1). Sigui α = (−1)un. Aleshores,
(a) distMn(u, 0) ≥
∑n
i=1 ‖ui‖Ni;
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(b) distMn(u, 0) ≤ distMn−1(αu′, 0) + ‖un‖Nn, si un ∈ [Nn2 , Nn];
(c) distMn(u, 0) ≤ distMn−1(α(u′ + e1), 0) + ‖un‖Nn + 1, si un ∈ [0, Nn2 − 1].
Demostracio´. La desigualtat de l’apartat (a) e´s una consequ¨e`ncia directa
del fet que el graf subjacent de Mn e´s el producte cartesia` dels cicles CNi, per a
1 ≤ i ≤ Ni.
Si Nn
2
≤ un ≤ Nn, hi ha un camı´ de longitud Nn − un = ‖un‖Nn des de
u a (αu1, . . . , αun−1, 0) en Mn. Des d’aquest ve`rtex, caldran com a ma`xim
distMn−1(αu
′, 0) passos per arribar a 0. Aixo` demostra l’apartat (b).
D’altra banda, quan 0 ≤ un ≤ Nn2 − 1, primer anem amb un sol pas des de
u a (u1+1,−u2, . . . ,−un−1,−un). Aleshores, des d’aquest ve`rtex tenim un camı´
de longitud un = ‖un‖Nn fins a (α(u1 + 1),−αu2, . . . ,−αun−1, 0). Aixo`, amb un
raonament similar a l’anterior, demostra l’apartat (c). 2
Com a consequ¨e`ncia, a causa de la simetria dels ve`rtexs de Mn, tenim:∑n
i=1
Ni
2
≤ excMn(0) ≤ excMn−1(0) + Nn2 ,
ja que, en el cas (c), ‖un‖Nn ≤ Nn2 − 1, i la mateixa fo´rmula e´s va`lida per als
dia`metres respectius: ∑n
i=1
Ni
2
≤ D(Mn) ≤ D(Mn−1) + Nn2 . (2.14)
Teorema 2.1.11. El dia`metre d’una xarxa Manhattan Mn = M(N1, . . . , Nn),
per a Ni > 4, i = 1, 2, . . . , n, e´s
(a) D(Mn) =
∑n
i=1
Ni
2
+ 1, si Ni ≡ 0 (mod 4);
(b) D(Mn) =
∑n
i=1
Ni
2
, altrament.
Demostracio´. Com que el lema 2.1.10 e´s va`lid per a dues components quals-
sevol del ve`rtex (u1, u2, . . . , un), el podem aplicar recursivament per tenir
D(Mn) ≤ D(M(Nj , Nk)) + 12
∑
i6=j,kNi (per a 1 ≤ j < k ≤ n). (2.15)
Aleshores, sota la hipo`tesi de l’apartat (b), hi ha alguns 1 ≤ j ≤ n tals que Nj 6≡ 0
(mod 4) i D(M(Nj , Nk)) =
Nj
2
+ Nk
2
a causa del teorema 2.1.9. Aixo`, juntament
amb la fita inferior en (2.14), demostra la igualtat de l’apartat (b).
D’altra banda, si Ni ≡ 0 (mod 4) per a 1 ≤ i ≤ n, el teorema 2.1.9 i l’equacio´
(2.15) donen
D(Mn) ≤ 12
∑n
i=1Ni + 1. (2.16)
Aleshores, per demostrar l’apartat (a) nome´s ens cal mostrar que la igualtat
s’assoleix per a algun ve`rtex. De fet, en aquest cas, els ve`rtexs a dista`ncia ma`xima
del 0 so´n:
ui = (
N1
2
, N2
2
, . . . , Ni
2
− 1, . . . , Nn
2
), (per a 1 ≤ i ≤ n)
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(compareu-ho amb l’apartat (a) del cas bidimensional en la llista dels ve`rtexs a
dista`ncia ma`xima, despre´s de la demostracio´ del teorema 2.1.9). Per exemple,
comprovem que dist(u1, 0) assoleix la fita superior en (2.16). Observem que la
primera component de u1,
N1
2
− 1, e´s senar, mentre que les altres, Ni
2
, per a
2 ≤ i ≤ n, so´n parells. A me´s a me´s, per a tot 1 ≤ i ≤ n, calen almenys Ni
2
passos
per portar la i-e`sima component al 0, cosa que do´na dist(u1, 0) ≥
∑n
i=1
Ni
2
. En
particular, aixo` requereix canviar, en algun pas, la primera component de N1
2
− 1
a −N1
2
+1 = N1
2
+1, cosa que s’acompleix quan el nombre, diguem-ne r, de passos
previs que van a trave´s de j-arcs,
(u1, . . . , uj, . . . , un) → (−u1, . . . , uj + 1, . . . ,−un) (per a 2 ≤ j ≤ n)
e´s senar. Aleshores, malgrat que haguem fet r passos en la direccio´ “correcta” cap
al 0, hi ha algun j tal que la primera i la j-e`sima components del ve`rtex assolit
u′, u′1 =
N1
2
+ 1 i u′j ∈ [Nj2 + 1, Nj − 1], so´n senars. Pero` ara, com en el cas (3)
de la demostracio´ del teorema 2.1.9, e´s impossible portar aquestes components
a 0 sense fer almenys ‖u′1‖ + ‖u′j‖ + 2 passos (no importa com siguin les altres
components). Per tant, tenim que dist(u1, 0) =
∑n
i=1
Ni
2
+ 1 i aixo` completa la
demostracio´. 2
Dels resultats i les demostracions dels teoremes 2.1.9 i 2.1.11 i del lema 2.1.10,
veiem que es pot enviar un missatge (globalment o localment) a trave´s del camı´, la
longitud del qual esta` fitada pel dia`metre de Mn. De fet, per anar des del ve`rtex
(u1, u2, . . . , un) fins al 0, primer anem al ve`rtex (0, . . . , ui, . . . , uj, . . . , 0) per a
alguns i, j apropiadament escollits (demostracio´ del lema 2.1.10) i seguim l’en-
rutament de la demostracio´ del teorema 2.1.9, com si estigue´ssim en M(Ni, Nj),
per arribar al ve`rtex destinacio´ 0.
2.1.7 Cicles hamiltonians
En aquesta seccio´ demostrem que les xarxes Manhattan Mn so´n digrafs hamilto-
nians i, en el cas bidimensional, donem condicions suficients per descompondre
M2 en dos cicles hamiltonians arc-disjunts.
Teorema 2.1.12. La xarxa Manhattan Mn e´s hamiltoniana.
Demostracio´. Utilitzant la definicio´ esta`ndard de la xarxa Manhattan, anomen-
em camı´ horari (respectivament, camı´ antihorari) un camı´ de i-arcs, en el qual
la suma
∑
j 6=i uj en (2.4) e´s parell (respectivament, senar). Procedim per in-
duccio´ sobre n. Per a n = 1, M1 e´s un cicle dirigit i e´s trivialment hamiltonia`
(tambe´ podr´ıem comenc¸ar des de n = 2 perque` ja sabem queM2 e´s hamiltonia` pel
lema 2.1.3). Ara suposem que existeix un cicle hamiltonia` per aMn−1. Aleshores,
constru¨ım un cicle hamiltonia` per a Mn unint adequadament Nn cicles hamilto-
nians (sense alguns arcs) dels seus Nn subdigrafs isomorfs a Mn−1 (recordem el
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Mn -1 Mn -1 Mn -1 Mn -1 Mn -1 Mn -1
( ,u1 ..., -1,0)Nn-1
( ,u1 ..., -1,1)Nn-1
( ,u1 ..., -1,2)Nn-1
( ,u1 ..., -1,3)Nn-1
( ,u1 ..., -1, -2)N Nn n-1 -1
( ,u1 ..., -1, -1)N Nn n-1 -1
( ,u1 ...,0, -1)Nn( ,u1 ...,0, -2)Nn( ,u1 ...,0,3)( ,u1 ...,0,2)( ,u1 ...,0,1)( ,u1 ...,0,0)
( ,u1 ...,1,1) ( ,u1 ...,1,2) ( ,u1 ...,1,3) ( ,u1 ...,1, -2)Nn
Figura 2.8: Cicle hamiltonia` en Mn.
Figura 2.9: Cicle hamiltonia` en M(8, 6).
lema 2.1.2(c)). Concretament, el cicle comenc¸a a, diguem, (u1, u2, . . . , un−2, 0, 0) i
va des d’aquest ve`rtex fins a (u1, u2, . . . , un−2, 0, 1), . . . , (u1, u2, . . . , un−2, 0, Nn−
1). En aquest darrer ve`rtex, fem un cicle hamiltonia` horari en un subdigraf Mn−1
(sense l’u´ltim pas) fins a (u1, u2, . . . , un−2, Nn−1 − 1, Nn − 1). Des d’aqu´ı, anem
a (u1, u2, . . . , un−2, Nn−1 − 1, Nn − 2). Aleshores, fem un cicle antihorari fins a
(u1, u2, . . . , un−2, 1, Nn− 2). Des d’aqu´ı, anem a (u1, u2, . . . , un−2, 1, Nn− 3). Ara
repetim aquest proce´s algunes vegades fins a arribar al cicle hamiltonia` antihorari
(sense l’u´ltim pas) del Mn−1 que acaba en (u1, u2, . . . , un−2, 0, 0) i aixo` tanca el
cicle hamiltonia` de Mn (vegeu la figura 2.8). 2
Com a exemple d’un cicle hamiltonia`, vegeu la il.lustracio´ de M(8, 6) en la
figura 2.9.
A me´s de la propietat hamiltoniana de les xarxes Manhattan, en algunes apli-
cacions e´s u´til tenir una descomposicio´ de la xarxa en dos (o me´s) cicles hamil-
tonians arc-disjunts. En aquest context, Varvarigos [94] va mostrar la prese`ncia
de dos cicles hamiltonians arc-disjunts en les xarxes Manhattan bidimension-
als “quadrades” M(N,N). Generalitzant el seu resultat, a continuacio´ donem
les condicions suficients perque` una xarxa Manhattan M(N1, N2) sigui descom-
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Figura 2.10: Cicle hamiltonia` en C6 ×C4.
Figura 2.11: Una descomposicio´ de M(12, 8) en dos cicles hamiltonians arc-disjunts.
ponible en dos cicles hamiltonians arc-disjunts.
Proposicio´ 2.1.13. SiguiM2 =M(N1, N2) una xarxa Manhattan bidimensional.
Si es compleixen les segu¨ents condicions:
(a) mcd{N1
2
, N2
2
} = s ≥ 2;
(b) Existeixen s1, s2 > 0, s1 + s2 = d, tals que
mcd{s1, N12 } = mcd{s2, N22 } = 1;
aleshores M2 conte´ dos cicles hamiltonians arc-disjunts.
Demostracio´. La demostracio´ es basa en un resultat de Trotter i Erdo˝s [93]
(vegeu tambe´ Fiol i Yebra [53]), els quals van demostrar que les condicions (a) i
(b) so´n suficients perque` el producte cartesia` de dos cicles dirigits CN1/2 × CN2/2
sigui hamiltonia`. Per exemple, aquestes condicions es compleixen amb N1
2
= 6 i
N2
2
= 4, ja que s = 2 i podem agafar s1 = s2 = 1, cosa que do´na el cicle hamiltonia`
de la figura 2.10. En general, per obtenir aquest cicle es repeteix perio`dicament
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un subcamı´ de s1 passos horitzontals i s2 passos verticals. A la figura 2.11, es
mostra que aquest cicle hamiltonia` en C6×C4 (amb arcs que van cap a l’est i cap
al nord) do´na el patro´ per construir un cicle hamiltonia` en M(12, 8), de manera
que cada arc del primer do´na lloc a un camı´ de longitud 2 (amb les components
dels ve`rtexs inicial i final parells) que segueix la mateixa direccio´ que l’arc. La
idea clau e´s que, abans de tancar el quasicicle (cicle sense algunes arestes) est-
nord—en negre a la figura—canvia el seu u´ltim pas de vertical a horitzontal i fa
un quasicicle oest-sud—en gris en la figura (ara amb camins de longitud 2 amb les
components dels ve`rtexs inicial i final senars). Aleshores, al final, canvia de nou
(el darrer pas de vertical a horitzontal) per connectar amb el primer quasicicle
i completar el cicle hamiltonia` en M2. Respecte a l’altre cicle arc-disjunt de
M(N1, N2), e´s el complement del primer. Alternativament, es podria veure com
un cicle hamiltonia` constru¨ıt de la mateixa manera que el primer, pero` sobre el
digraf de la xarxa Manhattan M(N2, N1) (vegeu de nou la figura 2.11 per als
detalls). 2
2.2 Esquemes de comunicacio´
En els esquemes de comunicacio´ s’estudien els enrutaments (globals o locals)
de camins geode`sics, la difusio´ (o broadcasting) i el gossiping. La difusio´ e´s el
proce´s de disseminar un missatge des d’un node d’una xarxa de comunicacions
fins a tots els altres nodes tan ra`pidament com sigui possible, mentre que en el
gossiping la informacio´ s’envia des de tots els nodes fins a tots els nodes. Aqu´ı
estudiem els enrutaments de camins geode`sics i la difusio´ en les xarxes Manhattan
bidimensionals.
2.2.1 Enrutament
L’intere`s principal de la demostracio´ del teorema 2.1.9 e´s que proporciona un en-
rutament (global o local) de camins geode`sics. De fet, per la simetria de la xarxa,
nome´s cal mostrar un camı´ des de cada ve`rtex fins al ve`rtex (0, 0). En efecte,
un camı´ entre dos ve`rtexs gene`rics (v1, v2) → · · · → (w1, w2), sota l’isomorfisme
φ
N1−(−1)w2w1
1 ◦ φN2−w22 , es transforma en el camı´ de la mateixa longitud
u = ((−1)w2[v1 − w1], (−1)w1[v2 − w2])→ · · · → (0, 0).
Aleshores, per a cada node u = (u1, u2) i segons els casos (i)–(vi) i (1)–(10) de
la demostracio´ del teorema 2.1.9, podem determinar quin e´s el camı´ me´s curt des
de u fins al (0, 0). Com a exemple, a la figura 2.12 es mostra la xarxa Manhattan
M(10, 8), on els nu´meros petits sobre cada ve`rtex indiquen el cas corresponent a
la demostracio´. Quan una de les components ui e´s zero, pot haver-hi dos casos
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Figura 2.12: Els camins me´s curts cap al ve`rtex (0, 0) en M(10, 8), d’acord amb la
demostracio´ del teorema 2.1.9.
equivalents. Quan una d’aquestes etiquetes porta un apo`strof es refereix al cas
sime`tric (obtingut intercanviant els papers de u1 i u2). Tant la figura com la
demostracio´ donen els enrutaments global i local. En un enrutament global, tot
el camı´ de u a (0, 0) s’obte´ a partir del cas al qual u pertany. Per exemple, el
ve`rtex (6, 1) pertany al cas (4), que ens do´na el segu¨ent camı´ (amb l´ınia gruixuda
a la figura 2.12):
(6, 1)→ (7, 7)→ (8, 1)→ (9, 7)→ (0, 1)→ (1, 7)→ (9, 0)→ (0, 0).
Si en algun pas hi ha me´s d’una opcio´, sempre agafem l’aresta horitzontal. Aquest
camı´ e´s consequ¨ent amb un enrutament local, on cada node u ha d’escollir quin
arc de sortida utilitza en el camı´ me´s curt cap al ve`rtex (0, 0). En l’exemple
anterior, el node (6, 1) pertany al cas (4), el qual ens diu que el segu¨ent pas ha
de ser horitzontal i ens porta al ve`rtex (7, 7), que pertany al cas (3), que ens diu
que el segu¨ent pas ha de ser de nou horitzontal per assolir el ve`rtex (8, 1), que
pertany als cas (4). Procedim aix´ı fins a arribar al ve`rtex (0, 0).
En la figura 2.12, els quatre ve`rtexs (5, 4), (3, 4), (6, 3) i (4, 3) que estan a
la dista`ncia ma`xima 9 des del (0, 0)—cas (b2) despre´s de la demostracio´—estan
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indicats en gris.
2.2.2 Difusio´
Donat un digrafG = (V,A) i un ve`rtex u ∈ V , la difusio´ e´s el proce´s de disseminar
una informacio´ des del ve`rtex u (anomenat origen) fins a tots els ve`rtexs de G en
unes determinades condicions. En el model de difusio´ que hem seguit, les regles
que s’han de complir so´n les segu¨ents:
• La transmissio´ de la informacio´ des d’un ve`rtex fins a un altre es fa en una
unitat de temps.
• Un ve`rtex pot informar nome´s els seus ve`rtexs adjacents.
• En una unitat de temps, un ve`rtex pot informar com a ma`xim un ve`rtex
adjacent.
• Totes les transmissions que tenen lloc en una unitat de temps donada es
produeixen simulta`niament.
El conjunt de transmissions utilitzades per enviar la informacio´ s’anomena pro-
tocol de difusio´. L’algorisme de difusio´ e´s el conjunt de regles que generen el
protocol.
Donat un digraf (connex) G i un ve`rtex u, el temps de difusio´ de u, de-
notat per b(u), e´s el mı´nim nombre d’unitats de temps necessa`ries per enviar
un missatge originat a u. El temps de difusio´ del (di)graf G es defineix com a
b(G) = max{b(u)|u ∈ G}. Per a qualsevol ve`rtex u en un (di)graf connex amb |V |
ve`rtexs, b(u) ≥ ⌈log2 |V |⌉, ja que per cada unitat de temps el nombre de ve`rtexs
informats pot ser com a ma`xim el doble. Per a un (di)graf ve`rtex-sime`tric, el seu
temps de difusio´ e´s igual al temps de difusio´ de qualsevol dels seus ve`rtexs.
En el cas de la malla bidimensional no dirigida N1, N2, se sap que el seu temps
de difusio´ e´s
b(N1, N2) = N1 +N2 − 2 = D,
on D e´s el dia`metre de la malla. En el cas del tor bidimensional no dirigit N1, N2,
si N1 i N2 so´n parells, aquest graf e´s antipodal i el seu temps de difusio´ e´s
b(N1, N2) =
N1
2
+ N2
2
= D,
on D e´s el dia`metre del tor. En els altres casos, el seu temps de difusio´ e´s
b(N1, N2) = ⌊N12 ⌋+ ⌊N22 ⌋+ 1 = D + 1.
Vegeu Fraigniaud i Lazard [56] per tenir me´s detalls sobre aquests resultats.
El segu¨ent lema sera` necessari per demostrar el nostre resultat sobre la difusio´
en les xarxes Manhattan multidimensionals.
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Figura 2.13: Arbre de difusio´ per a N1 ≡ N2 ≡ 0 (mod 4).
Lema 2.2.1. Per a un (di)graf G amb dia`metre D el temps de difusio´ satisfa`
b(G) ≥ D. A me´s a me´s, si existeix un ve`rtex u tal que el nombre de ve`rtexs
a dista`ncia D des de u e´s ND(u) >
(
D+k
k
)
, per a algun enter k ≥ 0, aleshores
b(G) > D + k.
Demostracio´. Denotem per ntr el nombre ma`xim de ve`rtexs a dista`ncia r
del ve`rtex origen, 0 ≤ r ≤ D, que poden ser informats a l’instant t ≥ r. Com
que aquests ve`rtexs nome´s poden ser informats pels ve`rtexs a dista`ncia r − 1
o r, es compleix ntr ≤ nt−1r−1 + nt−1r . A me´s, per recurre`ncia sobre t sabem que
nt0 = n
t
t = 1, per a tot t. Per tant, n
t
r ≤
(
t
r
)
. Aleshores, agafant t = D + k i
r = D, obtenim que el nombre ma`xim de ve`rtexs a dista`ncia D que poden ser
informats a l’instant D + k e´s nD+kD ≤
(
D+k
k
)
, cosa que implica el resultat del
lema. 2
En particular, observem que per a k = 0, el resultat anterior ens diu que, si a
dista`ncia D d’un ve`rtex donat hi ha almenys dos ve`rtexs, aleshores b(G) ≥ D+1.
Teorema 2.2.2. El temps de difusio´ per a una xarxa Manhattan bidimensional
M2 =M(N1, N2), per a N1, N2 > 4, e´s D+ 1. Aquest temps de difusio´ e´s o`ptim.
Demostracio´. El temps de difusio´ no pot ser D, ja que en les xarxes Man-
hattan bidimensional hi ha almenys 2 ve`rtexs a dista`nciaD de l’origen (despre´s de
la demostracio´ del teorema 2.1.9 hi ha la llista dels ve`rtexs a dista`ncia ma`xima).
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Figura 2.14: Arbre de difusio´ per a N1 ≡ 0, N2 ≡ 2 (mod 4).
Aquest temps de difusio´ e´s o`ptim perque` s’assoleix en aplicar un algorisme de
difusio´, que hem denominat c´ıclic. Aquest algorisme l’hem obtingut mitjanc¸ant
algorismes gene`tics (vegeu Koza [67] i Comellas i Dalfo´ [31]).
Algorisme c´ıclic:
1. A la primera ronda, el ve`rtex origen envia el missatge a trave´s de l’arc de
sortida horitzontal i a la segona ronda a trave´s de l’arc de sortida vertical.
2. Els ve`rtexs que reben el missatge a trave´s d’un arc d’entrada horitzontal
(respectivament, vertical), l’envien primer a trave´s d’un arc de sortida horit-
zontal (respectivament, vertical) i despre´s, a la ronda segu¨ent, a trave´s d’un
arc de sortida vertical (respectivament, horitzontal).
Com que la nostra xarxa Manhattan e´s toro¨ıdal, cal intercanviar l’ordre de l’al-
gorisme en els ve`rtexs segu¨ents (en la notacio´ de la definicio´ esta`ndard i partint
del ve`rtex origen):
• N1 ≡ N2 ≡ 0 (mod 4):
(N1
2
+ 1, 1), (0, N2
2
);
• N1 ≡ 0, N2 ≡ 2 (mod 4):
(N1
2
+ 1, 1), (0, N2
2
), (N1
2
− 1, 0), (N1
2
, N2
2
+ 1), (N1
2
− 1, N2
2
+ 1);
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Figura 2.15: Arbre de difusio´ per a N1 ≡ N2 ≡ 2 (mod 4).
• N1 ≡ 2, N2 ≡ 0 (mod 4):
(0, N2
2
− 1), (N1
2
+ 1, N2
2
), (N1
2
+ 1, N2
2
− 1), (N1
2
, 0), (1, N2
2
+ 1);
• N1 ≡ N2 ≡ 2 (mod 4):
(N1
2
+ 2, 1), (0, N2
2
), (N1
2
, 0).
Observem que, en els casos segon i tercer, els punts obtinguts so´n sime`trics in-
tercanviant els papers de N1 i N2. Aquest algorisme ens do´na el temps de difusio´
o`ptim D+1. A les figures 2.13, 2.14 i 2.15 s’il.lustren els arbres de difusio´ per als
casos N1 ≡ N2 ≡ 0 (mod 4), N1 ≡ 0, N2 ≡ 2 (mod 4) i N1 ≡ N2 ≡ 2 (mod 4) (el
cas N1 ≡ 2, N2 ≡ 0 (mod 4) e´s sime`tric al segon cas). 2
2.3 Espectre de les xarxes Manhattan
2.3.1 Introduccio´
En aquesta seccio´, calculem l’espectre de la xarxa Manhattan n-dimensional i
mostrem, entre altres coses, que contenen l’espectre de l’hipercub. El coneixement
de l’espectre d’un (di)graf e´s important per trobar alguns para`metres rellevants,
els quals en general so´n molt dif´ıcils de trobar per altres me`todes. En particular,
l’espectre de la matriu d’adjace`ncia d’un digraf conte´ informacio´ sobre les seves
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propietats d’expansio´. Tanner [92] va ser el primer de remarcar aquest fet. En
els articles de Sarnak [84] i en els de Chung et al. [24, 25, 26] s’han establert
relacions similars per a altres para`metres com, per exemple, el dia`metre.
En l’estudi de l’espectre de les xarxes Manhattan, caracteritzem l’espectre
per al cas bidimensional, e´s a dir, calculem els seus valors i vectors propis. Per
al cas n-dimensional, redu¨ım dra`sticament la complexitat dels ca`lculs per trobar
l’espectre.
Recordem alguns resultats sobre l’espectre de cicles dirigits CN , el producte
cartesia` de dos cicles CN12CN2 i el n-cub Qn.
Els valors propis del cicle CN so´n les N arrels de la unitat, ω
k = ei
2π
N
k, per
a 0 ≤ k ≤ N − 1, i φk = (1, ωk, ω2k, . . . , ω(N−1)k) e´s un vector propi de ωk. De
forma similar, els valors propis de CN12CN2 so´n ω
k + τ l = e
i 2π
N1
k
+ e
i 2π
N2
l
, per a
0 ≤ k ≤ N1 − 1 i 0 ≤ l ≤ N2 − 1. Els seus respectius vectors propis φ = φ(k,l)
tenen components φ(i,j) = ω
ikτ jl. E´s important notar que els conjunts de vectors
propis {φk}k i {φ(k,l)}k,l so´n les bases ortogonals involucrades en el ca`lcul de
la transformada discreta de Fourier (DFT) de dimensions 1 i 2, respectivament
(vegeu Briggs i Henson [21]).
A me´s a me´s, l’espectre del n-cub Qn e´s
spQn = {(n− 2k)(
n
k) : k = 0, 1, . . . , n},
on els super´ındexs denoten multiplicitats. En aquest cas, els vectors propis corre-
sponents tenen components±1 i estan definits me´s endavant (ja queMn(2, 2, . . . , 2)∼= Qn), vegeu, per exemple, Biggs [20].
Recordem tambe´ un resultat molt u´til en la teoria espectral de (di)grafs. Per
a un digraf, se sap que les components dels seus vectors propis es poden veure
com a ca`rregues en els ve`rtexs (vegeu Godsil [58] i Fiol i Mitjana [52]). Me´s
concretament, suposem que G = (V,A) e´s un digraf amb matriu d’adjace`ncia A
i λ-vector propi v. Aleshores, la ca`rrega d’un ve`rtex i ∈ V e´s la corresponent
component vi de v. L’equacio´ Av = λv ens do´na∑
i→j
vj = λvi per a tot i ∈ V. (2.17)
E´s a dir, cada ve`rtex “absorbeix” les ca`rregues del seus ve¨ıns de sortida per tenir
una ca`rrega final λ vegades la que tenia originalment.
Una consequ¨e`ncia directa del lema 2.1.3 i dels resultats de Fiol i Mitjana [52],
que so´n rellevants en el nostre estudi, e´s que l’espectre en el cas bidimensional
M(N1, N2) te´ el valor propi 0 amb multiplicitat almenys
N1N2
2
. Com a exemple, la
figura 2.16 il.lustra un 0-vector propi deM2(6, 4) com una distribucio´ de ca`rregues
±1 i 0 en els seus ve`rtexs. De fet, utilitzant (2.17), podem veure que cada ve`rtex
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Figura 2.16: Un 0-vector propi de M2(6, 4).
te´ ve¨ıns de sortida la ca`rrega total dels quals suma 0. Ana`logament, cadascun
dels altres N1N2
2
− 1 = 11 (linealment independents) 0-vectors propis s’obtindria
posant ca`rrega 1 en un dels dos ve`rtexs d’una diagonal puntejada, −1 en l’altre
i ca`rrega nul.la en la resta de ve`rtexs.
2.3.2 Valors i vectors propis
La segu¨ent proposicio´ mostra que l’espectre d’una xarxa Manhattan n-dimensional
conte´ l’espectre del n-cub Qn.
Proposicio´ 2.3.1. L’espectre d’una xarxa Manhattan n-dimensional
Mn = M(N1, N2, . . . , Nn) conte´ tots els valors propis (incloent-hi les multiplicitats)
del n-cub Qn:
spQn ⊆ spMn,
on la igualtat e´s va`lida quan Ni = 2, per a 1 ≤ i ≤ n.
A me´s a me´s, per a tot subconjunt Ik ⊂ {1, 2, . . . , n} de cardinalitat k, 0 ≤
k ≤ n, el vector w amb components wu =
∏
i∈Ik(−1)ui, on u = (u1, u2, . . . , un)
e´s un vector propi associat al valor propi λ = n− 2k.
Demostracio´. Els conjunts independents Vb, definits despre´s del lema 2.1.2,
constitueixen una particio´ regular π del conjunt de ve`rtexs de Mn. El correspo-
nent digraf quocient Mn/π e´s clarament isomorf al n-cub Qn. Aleshores, el poli-
nomi caracter´ıstic de Qn divideix el de Mn (vegeu Godsil [58, pa`g. 78]). A me´s,
quan Ni = 2 per a 1 ≤ i ≤ n, tenim la igualtat, ja que Mn(2, 2, . . . , 2) ∼= Qn.
Per trobar els vectors propis associats als valors propis, pensem en cada com-
ponent d’un λ-vector propi w com una “ca`rrega” en el corresponent ve`rtex.
Aleshores, la suma de les ca`rregues dels ve¨ıns de sortida d’un ve`rtex u e´s λ
vegades la ca`rrega del ve`rtex u (vegeu Fiol i Mitjana [52]). Si la ca`rrega del
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ve`rtex u e´s wu =
∏
i∈Ik(−1)ui, aleshores entre els seus n ve¨ıns de sortida, hi ha
(n− k) ve`rtexs amb ca`rrega wu (e´s a dir, aquells adjacents des de u a trave´s de
i-arcs, i 6∈ Ik) i k ve`rtexs amb ca`rrega −wu (aquells adjacents des de u a trave´s
de i-arcs, i ∈ Ik). Aleshores,
λwu = (n− k)wu − kwu = (n− 2k)wu.
Per completar la demostracio´, observem que, per a tot valor de k, les
(
n
k
)
eleccions
possibles de Ik donen el mateix nombre de vectors propis linealment independents
w. De fet, el pes wu del ve`rtex u = (u1, u2, . . . , un) nome´s depe`n de la paritat
de les components de Ik. Aleshores, els vectors w so´n tambe´ vectors propis del
n-cub Qn ∼= Mn(2, 2, . . . , 2). Per tant, la multiplicitat geome`trica del valor propi
λ = n − 2k e´s (n
k
)
, com espera`vem, ja que per a cada valor propi aquest e´s el
nombre de vectors propis linealment independents. 2
El cas bidimensional
L’espectre d’una xarxa Manhattan bidimensional M(N1, N2) es pot calcular a
partir dels valors propis dels cicles dirigits CNi, i = 1, 2.
Teorema 2.3.2. Els valors propis d’una xarxa Manhattan bidimensional M2 =
M(N1, N2) so´n
0,±
√
2 cos
(
4πk
N1
)
+ 2 cos
(
4πl
N2
)
per a 0 ≤ k ≤ N1
2
−1, 0 ≤ l ≤ N2
2
−1. (2.18)
A me´s a me´s, la multiplicitat geome`trica de cada valor propi no nul coincideix amb
el nombre de vegades que apareix en (2.18), mentre que la multiplicitat geome`trica
del valor propi zero satisfa` m(0) ≥ N1N2
2
. La igualtat es do´na quan Ni 6≡ 0
(mod 4), i = 1, 2.
Demostracio´. Sigui A la matriu d’adjace`ncia de la xarxa Manhattan bidi-
mensional M2 = M(N1, N2). Siguin λ1 = e
i 2π
N1
k
i λ2 = e
i 2π
N2
l
els valors propis
dels cicles CN1 i CN2, per a 0 ≤ k ≤ N1 − 1 i 0 ≤ l ≤ N2 − 1, respectivament.
Aleshores, a partir dels seus corresponents vectors propis
x = (x0, x1, . . . , xN1−1) = (1, λ1, λ
2
1, . . . , λ
N1−1
1 ),
y = (y0, y1, . . . , yN2−1) = (1, λ2, λ
2
2, . . . , λ
N2−1
2 ).
definim un λ-vector propi w de M2, les components del qual so´n de la forma:
w(i,j) = αxiyj + βx−iy−j + γxiy−j + δx−iyj, (2.19)
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per a algunes constants α, β, γ i δ a determinar. En termes dels vectors propis
del producte cartesia` CN12CN2 , aixo` correspon a agafar el vector
w = w(k,l) = αφ(k,l) + βφ(−k,−l) + γφ(k,−l) + δφ(−k,l). (2.20)
Aleshores, per construir w, utilitzem no nome´s x i y, sino´ tambe´ els seus vectors
conjugats x = (x0, x1, . . . , xN1−1) i y = (y0, y1, . . . , yN2−1), els quals corresponen
als valors propis λ1 = e
−i 2π
N1
k
i λ2 = e
−i 2π
N2
l
, respectivament. Per tant, sense
pe`rdua de generalitat, podem restringir-nos als rangs 0 ≤ k ≤ N1
2
i 0 ≤ l ≤ N2
2
.
Ara, interpretant de nou les components d’un vector propi com a ca`rregues
en els ve`rtexs, vegeu (2.17), es compleixen les equacions segu¨ents:
xi+1 = λ1xi, x−i = λ1x−i−1, i ∈ ZN1;
yj+1 = λ2yj, y−j = λ2y−j−1, j ∈ ZN2 .
A me´s, com que λ−1i = λi, les dues igualtats de la dreta es poden escriure com a:
x−i−1 = λ1x−i, i ∈ ZN1 ;
y−j−1 = λ2y−j, j ∈ ZN2 .
A causa de l’equacio´ (2.17), tenim que, per a tot ve`rtex (i, j) de M2,
(Aw)(i,j) =
∑
(i′,j′)←(i,j)
w(i′,j′) = λw(i,j).
Aleshores, tenint en compte que el ve`rtex (i, j) e´s adjacent als ve`rtexs (i+1,−j)
i (−i, j + 1) i utilitzant l’expressio´ de w(i,j) en (2.19), l’equacio´ anterior s’escriu:
w(i+1,−j) + w(−i,j+1) = αxi+1y−j + βx−i−1yj + γxi+1yj + δx−i−1y−j
+ αx−iyj+1 + βxiy−j−1 + γx−iy−j−1 + δxiyj+1
= λ(αxiyj + βx−iy−j + γxiy−j + δx−iyj),
d’on, per a tot i, j,
αλ1xiy−j +
β
λ1
x−iyj + γλ1xiyj + δλ1x−iy−j
+ αλ2x−iyj +
β
λ2
xiy−j +
γ
λ2
x−iy−j + δλ2xiyj
= (γλ1 + δλ2)xiyj +
(
δ
λ1
+ γ
λ2
)
x−iy−j +
(
αλ1 +
β
λ2
)
xiy−j
+
(
β
λ1
+ αλ2
)
x−iyj = λ(αxiyj + βx−iy−j + γxiy−j + δx−iyj)
o, en termes dels corresponents vectors propis,
(γλ1 + δλ2)φ
(k,l) +
(
δ
λ1
+ γ
λ2
)
φ(−k,−l) +
(
αλ1 +
β
λ2
)
φ(k,−l)
+
(
β
λ1
+ αλ2
)
φ(−k,l) (2.21)
= λαφ(k,l) + λβφ(−k,−l) + λγφ(k,−l) + λδφ(−k,l). (2.22)
Ara hem de distingir quatre casos, depenent dels valors de k i l:
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(a) Suposem que 0 < k < N1
2
i 0 < l < N2
2
. Aleshores, com que k 6= −k i l 6= −l,
els quatre vectors φ(±k,±l) so´n linealment independents i els seus respectius
coeficients han de ser iguals. Aleshores, (2.22) do´na l’equacio´ matricial:
0 0 λ1 λ2
0 0 1
λ2
1
λ1
λ1
1
λ2
0 0
λ2
1
λ1
0 0


α
β
γ
δ
 = λ

α
β
γ
δ
 . (2.23)
Per tant, λ e´s un valor propi d’aquesta matriu, el polinomi caracter´ıstic de
la qual e´s
p(x) = x4 − x2(λ21 + λ−21 + λ22 + λ−22 ), (2.24)
amb les arrels x = 0 (doble) i x = ±
√
λ21 + λ
−2
1 + λ
2
2 + λ
−2
2 . Els correspo-
nents vectors propis so´n les files de la matriu
B =

1 −λ1λ2 0 0
0 0 −λ1λ2 1
λλ2
1
λ2
1+λ2
1
λ2
2
λλ1
1+λ2
1
λ2
2
λ1λ2 1
− λλ21λ2
1+λ2
1
λ2
2
− λλ1
1+λ2
1
λ2
2
λ1λ2 1
 , (2.25)
on
λ =
√
λ21 + λ
−2
1 + λ
2
2 + λ
−2
2 =
√
2 cos
(
4πk
N1
)
+ 2 cos
(
4πl
N2
)
. (2.26)
Aleshores, per a cada parell de valors propis λ1 i λ2 dels cicles CN1 i CN2 , els
vectors propis del valor propi 0 (amb multiplicitat dos) i ±λ de M2(N1, N2)
so´n, respectivament,
w
(k,l)
1 = φ
(k,l) − λ1λ2φ(−k,−l),
w
(k,l)
2 = −λ1λ2φ(k,−l) + φ(−k,l),
w
(k,l)
3 =
λλ21λ2
1+λ2
1
λ2
2
φ(k,l) + λλ1
1+λ2
1
λ2
2
φ(−k,−l) + λ1λ2φ
(k,−l) + φ(−k,l),
w
(k,l)
4 = − λλ
2
1
λ2
1+λ2
1
λ2
2
φ(k,l) − λλ1
1+λ2
1
λ2
2
φ(−k,−l) + λ1λ2φ
(k,−l) + φ(−k,l). (2.27)
Com que els quatre vectors φ(±k,±l) so´n linealment independents (de fet,
so´n ortogonals), els dos vectors propis w
(k,l)
1 i w
(k,l)
2 , corresponents al valor
propi 0, tambe´ ho so´n. Aleshores, el valor propi zero te´ com a multiplicitat
el valor 2(N1
2
− 1)(N2
2
− 1).
A me´s a me´s, quan el valor de λ en (2.26) no e´s nul, tots els vectors propis
w
(k,l)
i , 1 ≤ i ≤ 4, so´n tambe´ linealment independents. Aixo` e´s degut a la
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independe`ncia lineal dels vectors φ(±k,±l) i al fet que el determinant de la
matriu en (2.25) e´s
detB =
2λ(λ21+λ
2
2)
λ2
.
Aix´ı, quan λ 6= 0, les files de la matriu so´n linealment independents.
Vegem ara que λ = 0 quan Ni ≡ 0 (mod 4), per a algun i = 1, 2. De fet,
de l’equacio´ (2.26), λ = 0 si i nome´s si cos(4πk
N1
) + cos(4πl
N2
) = 0, e´s a dir, o
els dos angles so´n iguals a un mu´ltiple senar de π
2
o ho so´n la seva suma o
difere`ncia.
En el primer cas, tenim λ21 + λ
2
2 = 0 i N1 ≡ N2 ≡ 0 (mod 4). En el segon
cas, λ4i + 1 = 0 i Ni ≡ 0 (mod 4) per a almenys un valor de i ∈ {1, 2}.
Finalment, si (k′, l′) 6= (k, l), tot vector w(k′,l′)i e´s ortogonal a w(k,l)i , per a
1 ≤ i ≤ 4.
Resumint, en el cas (a) tenim:
– El valor propi zero amb multiplicitat geome`trica 2(N1
2
− 1)(N2
2
− 1).
– Si Ni 6≡ 0 (mod 4), i = 1, 2, hi ha 2(N12 − 1)(N22 − 1) valors propis no
nuls, la suma de les multiplicitats geome`triques dels quals tambe´ e´s
2(N1
2
− 1)(N2
2
− 1).
(b) 0 < k < N1
2
, l ∈ {0, N2
2
}, e´s a dir, k 6= −k, λ2 = ±1. L’expressio´ del vector
en (2.20) e´s ara
w = αφ(k,l) + δφ(−k,l),
que correspon a agafar β = γ = 0 en l’equacio´ (2.22). En forma matricial,
obtenim dues equacions:(
λ1 ±1
±1 1
λ1
)(
α
δ
)
= λ
(
α
δ
)
, (2.28)
agafant el signe positiu o el negatiu. Les dues matrius tenen el mateix
polinomi caracter´ıstic
p(x) = x(x− λ1 − 1λ1 ). (2.29)
Aleshores, obtenim els valors propis 0 i
λ = λ1 + λ1 = 2 cos
(
2πk
N1
)
=
√
2 cos
(
4πk
N1
)
+ 2. (2.30)
Aquest darrer valor propi correspon a agafar l = 0 en (2.26).
Per tant, en aquest cas tenim el valor propi 0 amb multiplicitat geome`trica
2
(
N1
2
− 1) i un nombre igual de diferents λ a partir de (2.30).
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(c) k ∈ {0, N1
2
}, 0 < l < N2
2
, e´s a dir, λ1 = ±1, l 6= −l. Aquest cas e´s similar a
l’anterior amb els valors propis 0 i
λ = λ2 + λ2 = 2 cos
(
2πl
N2
)
=
√
2 cos
(
4πl
N2
)
+ 2. (2.31)
De nou, la multiplicitat geome`trica de 0 e´s 2
(
N2
2
− 1) i hi ha tambe´ 2 (N2
2
− 1)
valors propis a partir de (2.31).
(d) k ∈ {0, N1
2
}, l ∈ {0, N2
2
}, e´s a dir, λ1 = ±1, λ2 = ±1. Com que k = −k i
l = −l, l’expressio´ del vector (2.20) e´s ara w = αφ(k,l). Aixo` correspon a
agafar β = γ = δ = 0 en (2.20). Aleshores, l’equacio´ (2.22) es pot escriure
com
2αφ(0,0) = λαφ(0,0) per a λ1 = λ2 = 1,
0 = λαφ(0,
N2
2
) per a λ1 = 1, λ2 = −1,
0 = λαφ(
N1
2
,0) per a λ1 = −1, λ2 = 1,
−2αφ(N12 ,N22 ) = λαφ(N12 ,N22 ) per a λ1 = λ2 = −1,
d’on s’obtenen, respectivament, els valors propis λ = 2, λ = 0 (doble) i
λ = −2.
Finalment, la suma de tots els valors propis no nuls diferents e´s N1
2
+ N2
2
+ 2
i la mateixa quantitat per a λ = 0. Aleshores, juntament amb els valors propis
obtinguts quan k 6= −k, l 6= −l, arribem a la conclusio´ que la multiplicitat del
valor propi zero e´s almenys N1N2
2
, com vol´ıem demostrar. 2
Corol.lari 2.3.3. Si N1, N2 6≡ 0 (mod 4), aleshores l’espectre de la xarxa Man-
hattan bidimensional M2 = M(N1, N2) e´s
spM2 =
{
0
N1N2
2 ,±
√
2 cos
(
4πk
N1
)
+ 2 cos
(
4πl
N2
) ∣∣ 0 ≤ k < N1
2
, 0 ≤ l < N2
2
}
,
on el super´ındex denota multiplicitat. A me´s, les multiplicitats algebraica i ge-
ome`trica coincideixen.
En els resultats anteriors, hague´ssim pogut utilitzar que un λ-vector propi del
cicle CN e´s ω = (1, λ, λ
2, . . . , λN−1), pero` aixo` no hague´s simplificat els ca`lculs.
Alguns exemples dels espectres obtinguts a partir del resultat anterior so´n els
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segu¨ents:
spM(2, 2) = {02,±2},
spM(4, 2) = {06,±2},
spM(4, 4) = {012,±2,±2 i},
spM(4, 6) = {014,±2, (±1)2, (±
√
3 i)2},
spM(8, 4) = {020,±2, (±
√
2)2, (±
√
2i)2,±2 i},
spM(6, 6) = {018,±2, (±1)4, (±
√
2i)4},
spM(8, 6) = {026, (±1)2,±2, (±i)4, (±
√
3 i)2, (±
√
2)2},
spM(8, 8) = {046,±2, (±
√
2)4, (±
√
2 i)4,±2 i},
spM(6, 10) = {030,±2, (±1)2, (±2 cos(π
5
))2, (±2 cos(2π
5
) )2,
(±i√3− 4 cos2(π
5
) )4, (±i
√
3− 4 cos2(2π
5
))4}.
El cas tridimensional
Fent un raonament similar al fet pel cas bidimensional per a la xarxa Man-
hattan tridimensional M3 = M(N1, N2, N3), el qual es generalitzara` en el cas
n-dimensional, obtenim
0 λ1 λ2 λ3 0 0 0 0
λ1 0
1
λ3
1
λ2
0 0 0 0
λ2
1
λ3
0 1
λ1
0 0 0 0
λ3
1
λ2
1
λ1
0 0 0 0 0
0 0 0 0 0 1
λ3
1
λ2
1
λ1
0 0 0 0 1
λ3
0 λ1 λ2
0 0 0 0 1
λ2
λ1 0 λ3
0 0 0 0 1
λ1
λ2 λ3 0


α
β
γ
δ
ǫ
ζ
µ
τ

= λ

α
β
γ
δ
ǫ
ζ
µ
τ

, (2.32)
on λ1, λ2, λ3 so´n els valors propis dels cicles dirigits CN1, CN2 , CN3, respectivament.
Aleshores, podem simplificar l’estudi dels valors propis de l’expressio´ (2.32) al
ca`lcul dels zeros del polinomi caracter´ıstic de la matriu
0 λ1 λ2 λ3
λ1 0
1
λ3
1
λ2
λ2
1
λ3
0 1
λ1
λ3
1
λ2
1
λ1
0
 , (2.33)
el qual e´s
p3(x) = −x4 + Ax2 + 2Bx+ 3,
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on
A := λ21 + λ
2
2 + λ
2
3 +
1
λ2
1
+ 1
λ2
2
+ 1
λ2
3
,
B := λ1 λ2 λ3 +
λ1
λ2 λ3
+ λ2
λ1 λ3
+ λ3
λ1 λ2
.
Aleshores, com que 1 i −1 so´n sempre valors propis del N -cicle CN , hi ha dos
conjunts fixats de valors possibles dels coeficients A,B, que so´n A = 6, B = 4 i
A = 6, B = −4. En el primer cas, els valors propis de la xarxa Manhattan so´n
λ = 3,−1. Els seus oposats λ = −3, 1 corresponen al segon cas.
Altres possibles situacions que poden ajudar en el coneixement de l’espectre
so´n els segu¨ents:
• λ1 = λ2 = 1: p(x) = (x+ λ3)(x+ 1λ3 )(x2 − ( 1λ23 + 1)x− 3).
• λ1 = 1, λ2 = −1: p(x) = (x− λ3)(x− 1λ3 )(x2 + ( 1λ23 + 1)x− 3).
• Si N1 ≡ 0 (mod 4), aleshores λ1 = ±i:
◦ λ1 = ±i, λ2 = λ3 = ±1: p(x) = −(x2 + 1)(x2 − 3).
◦ λ1 = ±i, λ2 = ±1: p(x) = −x4 + (λ23 + λ−23 )x2 + 3.
• Si N1 ≡ N2 ≡ 0 (mod 4), aleshores λ1 = ±i, λ2 = ±i:
◦ λ1 = ±i, λ2 = ±i, λ3 = ±1: p(x) = −(x+ 1)(x− 1)(x2 + 3).
El cas n-dimensional
Per trobar l’espectre d’una xarxa Manhattan n-dimensional amb n > 3, hem de
tenir en compte l’espectre dels hipercubs i dels hipercubs plegats. Recordem la
definicio´ del darrer.
El (n + 1)-cub plegat, normalment denotat per Q˜n, s’obte´ de l’hipercub Qn
afegint una aresta entre cada parell de ve`rtexs antipodals, e´s a dir, x1x2 . . . xn ∼
x1x2 . . . xn. Aleshores, Q˜n e´s un graf (n + 1)-regular amb 2
n ve`rtexs, dia`metre
D = ⌊n+1
2
⌋ i valors propis diferents
ev Q˜n = {n + 1 > n− 3 > n− 7 > · · · }
(vegeu, per exemple, Biggs [20]). Una manera alternativa d’obtenir Q˜n e´s identi-
ficant els ve`rtexs antipodals de l’hipercub Qn+1.
El graf que anomenem n-cub conjugat, representat perQn, te´ el mateix conjunt
de ve`rtexs que l’hipercub, Zn2 , i dos ve`rtexs so´n adjacents quan les corresponents
etiquetes dels ve`rtexs difereixen en totes les components excepte una:
x1x2 . . . xi−1xixi+1 . . . xn ∼ x1x2 . . . xi−1xixi+1 . . . xn per a 1 ≤ i ≤ n.
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Aleshores, Qn e´s un graf n-regular, el qual, de fet, coincideix o amb l’hipercub o
amb l’hipercub plegat, depenent de la dimensio´, com mostra el resultat segu¨ent:
Lema 2.3.4. Sigui Qn l’hipercub conjugat de dimensio´ n. Aleshores,
(a) Qn
∼= Qn si n e´s parell.
(b) Qn
∼= Q˜n−1 ∪ Q˜n−1 si n e´s senar.
Demostracio´. (a) Si n e´s parell, podem obtenir Qn a partir de l’hipercub
Qn simplement conjugant tots els ve`rtexs el pes de Hamming dels quals sigui
senar. Aquests ve`rtexs constitueixen un conjunt independent en Qn (vist com a
graf bipartit). Aleshores, el graf obtingut te´ les mateixes adjace`ncies que Qn.
(b) Si n e´s senar, primer considerem el n-cub plegat Q˜n−1 obtingut identificant
els ve`rtexs antipodals de l’hipercub Qn (com hem comentat abans). Aleshores, els
ve`rtexs de Q˜n−1 es poden identificar amb els 2-conjunts {x1x2 . . . xn, x1x2 . . . xn}
i les adjace`ncies so´n:
{x1x2 . . . xi−1xixi+1 . . . xn, x1x2 . . . xi−1xixi+1 . . . xn}
∼ {x1x2 . . . xi−1xixi+1 . . . xn, x1x2 . . . xi−1xixi+1 . . . xn}.
Pero` aixo` correspon a les segu¨ents adjace`ncies en Qn (una en cada co`pia de Q˜n−1)
x1x2 . . . xi−1xixi+1 . . . xn ∼ x1x2 . . . xi−1xixi+1 . . . xn,
x1x2 . . . xi−1xixi+1 . . . xn ∼ x1x2 . . . xi−1xixi+1 . . . xn.
Observem que, en aquest cas, els 2n ve`rtexs de Qn es troben en dos conjunts
sense arestes entre ells, que so´n els conjunts de ve`rtexs de les dues co`pies de Q˜n−1.
Com que n e´s senar, els dos conjunts tenen la mateixa mida i contenen totes les
sequ¨e`ncies tals que el nombre de “1” tenen la mateixa paritat (parell o senar).
Aixo` completa la demostracio´. 2
Com a exemple, les figures 2.17 i 2.18 mostren Q3 i Q4 que corresponen als
casos (b) i (a), respectivament, del lema anterior.
El resultat segu¨ent redueix el ca`lcul dels valors propis de la xarxa Manhattan
n-dimensionalMn =M(N1, N2, . . . , Nn) a l’estudi de l’espectre de la matriu n×n
W , corresponent a la matriu d’adjace`ncia d’un n-cub conjugat amb pesos, definit
de la manera segu¨ent: siguin i0i1 . . . in−1 i j0j1 . . . jn−1 les expressions bina`ries dels
ve`rtexs i, j (fila i columna de W ). Aleshores, les components de W = (wij) so´n
wij =

λk , si im 6= jm per a tot m 6= k i ik = jk = 0,
λ−1k = λk , si im 6= jm per a tot m 6= k i ik = jk = 1,
0 , altrament,
(2.34)
on i, j ∈ {0, 1, . . . , n− 1} i λk e´s un valor propi del cicle CNk , per a k = 1, 2, . . . , n.
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Figura 2.17: L’hipercub conjugat Q3
∼= Q˜2 ∪ Q˜2.
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Figura 2.18: L’hipercub conjugat Q4
∼= Q4.
Teorema 2.3.5. Per a qualssevol n enters N1, N2, . . . , Nn, els valors propis difer-
ents de la xarxa Manhattan n-dimensionalMn = M(N1, N2, . . . , Nn) coincideixen
amb els valors propis diferents del n-cub conjugat amb pesos Q
∗
n:
evMn = evQ
∗
n. (2.35)
Demostracio´. Sigui uj = (uj0, u
j
1, . . . , u
j
Nj−1) un vector propi del cicle CNj ,
amb el corresponent valor propi λj . Aleshores, com s’ha dit abans, les seves
components satisfan ujk+1 = λj u
j
k i u
j
−k−1 =
1
λj
uj−k. Suposem que un vector propi
w de Mn, amb valor propi desconegut λ, te´ components (ca`rregues)
w(i1,i2,...,in) = α00...0u
1
i1
u2i2 . . . u
n
in + · · ·+ α11...1u1−i1u2−i2 . . . un−in
=
∑
x∈Zn
2
αx1x2...xn u
1
(−1)x1 i1u
2
(−1)x2 i2 . . . u
n
(−1)xn in, (2.36)
on x = x1x2 . . . xn ∈ Zn2 . Aleshores, com que el ve`rtex (i1, i2, . . . , ij, . . . , in) en
Mn e´s adjacent als ve`rtexs (−i1,−i2, . . . , ij + 1, . . . ,−in), per a j = 1, 2, . . . , n, i
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utilitzant un raonament equivalent al del teorema 2.3.2, obtenim el segu¨ent:
λw(i1,i2,...,in) =
∑
x∈Zn
2
λαx u
1
(−1)x1 i1u
2
(−1)x2 i2 . . . u
n
(−1)xn in
=
n∑
j=1
∑
y∈Zn
2
αy u
1
((−1)y1+1)i1u
2
((−1)y2+1)i2 . . . u
j
((−1)yj )(ij+1) . . . u
n
((−1)yn+1)in
=
∑
y∈Zn
2
n∑
j=1
αyu
1
((−1)y1+1)i1u
2
((−1)y2+1)i2 . . . λ
(−1)yj
j u
j
((−1)yj )ij . . . u
n
((−1)yn+1)in
=
∑
x∈Zn
2
n∑
j=1
αx1x2...xj ...xnu
1
((−1)x1+1)i1u
2
((−1)x2+1)i2 . . . λ
(−1)xj
j u
j
((−1)xj )ij . . . u
n
((−1)xn+1)in
=
∑
x∈Zn
2
n∑
j=1
λ
(−1)xj
j αx1x2...xj ...xnu
1
(−1)x1 i1u
2
(−1)x2 i2 . . . u
j
(−1)xj ij . . . u
n
(−1)xn in.
Aleshores, com que aquestes igualtats se satisfan per a qualsevol u1i1 , u
2
i2
, . . . , unin,
s’ha de complir la segu¨ent equacio´ matricial:
W

α00...0
α0...01
...
α11...1
 = λ

α00...0
α0...01
...
α11...1
 . (2.37)
En consequ¨e`ncia, λ e´s un valor propi del n-cub conjugat amb pesos Q
∗
n, com diu
el teorema. Observem que, en particular, quan λi = 1, per a i = 1, . . . , n, la
matriuW e´s la matriu d’adjace`ncia de Qn i retrobem els valors propis del n-cub.
2
Cap´ıtol 3
El producte Manhattan de
digrafs
En aquest cap´ıtol donem una definicio´ formal d’un nou producte de grafs bipar-
tits, el producte Manhattan, i estudiem algunes de les seves propietats principals.
A me´s a me´s, demostrem que, si tots els factors d’aquest producte so´n cicles (di-
rigits), el graf obtingut e´s una xarxa Manhattan. Tambe´ mostrem que el producte
Manhattan d’alguns digrafs comparteixen moltes propietats amb aquestes xarxes,
com les simetries i la prese`ncia de cicles hamiltonians.
3.1 Definicio´ i propietats ba`siques
En aquesta seccio´ presentem una nova operacio´ de digrafs (bipartits), la qual,
com un cas particular, do´na una xarxa Manhattan. Siguin Gi = (Vi, Ai), per
a i = 1, 2, . . . , n, n digrafs bipartits amb conjunts independents Vi = Vi0 ∪ Vi1,
Ni = |Vi|. Sigui π la funcio´ caracter´ıstica de Vi1 per a tot i, e´s a dir,
π(u) =
{
0 si u ∈ Vi0,
1 si u ∈ Vi1.
Aleshores, el producte Manhattan H = G1 ‖≡G2 ‖≡ · · · ‖≡ Gn e´s el digraf amb el
conjunt de ve`rtexs V (Mn) = V1 × V2 × · · · × Vn i cada ve`rtex (u1, . . . , ui, . . . , un)
e´s adjacent al ve`rtex (u1, . . . , vi, . . . , un), per a 1 ≤ i ≤ n, quan
• vi ∈ Γ+(ui) si
∑
j 6=i π(uj) e´s parell,
• vi ∈ Γ−(ui) si
∑
j 6=i π(uj) e´s senar.
La figura 3.1 mostra un exemple del producte Manhattan d’un digraf circulant
de 6 ve`rtexs i passos 1 i 3, Cay(Z6, {1, 3}), pel digraf sime`tric complet de 2 ve`rtexs,
K∗2 .
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Figura 3.1: El producte Manhattan H = Cay(Z6, {1, 3}) ‖≡ K∗2 (les l´ınies dibuixades
sense direccio´ representen dos arcs en direccions oposades).
Observem que l’ordre de H e´s N =
∏n
i=1Ni i, si tots els Gi so´n δi-regulars,
aleshores H e´s un digraf δ-regular, amb grau δ =
∑
δi.
Algunes propietats ba`siques del producte Manhattan que generalitzen les
propietats de les xarxes Manhattan donades en el lema 2.1.2 es presenten en
la proposicio´ segu¨ent:
Proposicio´ 3.1.1. El producte Manhattan H = G1 ‖≡G2 ‖≡ · · · ‖≡Gn satisfa` les
propietats segu¨ents:
(a) Les propietats associativa i commutativa.
(b) H e´s un digraf bipartit i 2n-partit.
(c) Per a qualssevol n − k ve`rtexs fixats xi ∈ Vi, i = k + 1, k + 2, . . . , n, el
subdigraf de H indu¨ıt pels ve`rtexs de la forma (u1, u2, . . . , uk, xk+1, . . . , xn)
e´s o el producte Manhattan Hk = G1 ‖≡G2 ‖≡ · · · ‖≡Gk o el seu convers Hk,
segons que α :=
∑n
i=k+1 π(xi) sigui parell o senar, respectivament.
(d) Existeix un homomorfisme de H al digraf sime`tric de l’hipercub Q∗n.
(e) Si Gi, i = 1, 2, . . . , n, so´n digrafs isomorfs als seus respectius conversos,
aleshores H tambe´ ho e´s.
Demostracio´. Nome´s demostrem l’u´ltima propietat, ja que les altres es de-
mostren de manera similar a les del lema 2.1.2. Com que el producte Manhat-
tan e´s associatiu, n’hi ha prou de fer la demostracio´ per al cas H = G1 ‖≡ G2.
Com que, per hipo`tesi, Gi ∼= Gi, aleshores existeixen isomorfismes ψi tals que
Γ±Gi(ψi(ui)) = ψi(Γ
∓
Gi
(ui)), per a tot ui ∈ Vi. Com que ψi e´s una aplicacio´ entre
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conjunts independents, la paritat π en Gi es pot definir de manera que π(ui) e´s
parell si i nome´s si π(ψi(ui)) ho e´s. Aleshores, l’aplicacio´ Ψ definida en H com a
Ψ(u1, u2) := (ψ1(u1), ψ2(u2))
e´s l’automorfisme entre H i el seu convers H. En efecte, suposant que, per
exemple, π(u1), π(u2) so´n parells, tenim
Ψ(Γ+H(u1, u2)) = Ψ(Γ
+
G1
(u1), u2) ∪Ψ(u1,Γ+G2(u2))
= (ψ1(Γ
+
G1
(u1)), ψ2(u2)) ∪ (ψ1(u1), ψ2(Γ+G2(u2)))
= (Γ−G1(ψ1(u1)), ψ2(u2)) ∪ (ψ1(u1),Γ−G2(ψ2(u2)))
= Γ−H(ψ1(u1), ψ2(u2))
= Γ−H(Ψ(u1, u2)).
Els altres casos, que depenen de la paritat de π(u1), π(u2), es demostren de manera
similar. 2
Com un exemple de l’apartat (e) d’aquesta proposicio´ vegeu, de nou, la figu-
ra 3.1, on H ∼= H .
3.2 Producte Manhattan vs. xarxes Manhattan
En aquesta seccio´ mostrem la relacio´ entre els digrafs obtinguts pel producte
Manhattan i les xarxes Manhattan.
Proposicio´ 3.2.1. El producte Manhattan de cicles dirigits amb un nombre parell
Ni de ve`rtexs e´s una xarxa Manhattan, e´s a dir, si Gi = CNi, aleshores
CN1 ‖≡CN2 ‖≡· · · ‖≡CNn ∼= M(N1, N2, . . . , Nn).
Demostracio´. Cada cicle CNi te´ com a conjunt de ve`rtexs Vi = ZNi amb
les adjace`ncies Γ+(ui) = {ui + 1 (modNi)} i Γ−(ui) = {ui − 1 (modNi)}, de
manera que Vi0 i Vi1 so´n els conjunts de ve`rtexs parells i senars, respectivament.
Per tant, el conjunt de ve`rtexs en el producte Manhattan de cicles dirigits e´s
ZN1 × ZN2 × . . . × ZNn , i cada ve`rtex (u1, . . . , ui, . . . , un) e´s adjacent als ve`rtexs
(u1, . . . , vi, . . . , un), per a 1 ≤ i ≤ n, quan
• vi = ui + 1 si i nome´s si
∑
j 6=i π(uj) e´s parell i, per tant,
∑
j 6=i uj tambe´ ho
e´s,
• vi = ui − 1 si i nome´s si
∑
j 6=i π(uj) e´s senar i, per tant,
∑
j 6=i uj tambe´ ho
e´s,
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cosa que correspon a la definicio´ de la xarxa Manhattan. 2
Un altre resultat esperat del producte Manhattan e´s el segu¨ent:
Proposicio´ 3.2.2. El producte Manhattan de dues xarxes Manhattan e´s una
xarxa Manhattan. E´s a dir, siM1=M(N11 , N
1
2 , . . . , N
1
n1) iM
2=M(N21 , N
2
2 , . . . , N
2
n2),
aleshores
M1 ‖≡M2 =M,
on M = M(N11 , N
1
2 , . . . , N
1
n1
, N21 , N
2
2 , . . . , N
2
n2
).
Demostracio´. M1 i M2 so´n digrafs bipartits amb conjunts de ve`rtexs V α =
ZNα
1
× ZNα
2
× · · · × ZNαnα , per a α = 1, 2, i M1 ‖≡M2 te´ el conjunt de ve`rtexs
V = V 1× V 2. Sigui V (M) el conjunt de ve`rtexs de M . Aleshores, l’aplicacio´ Ψ :
V → V (M), definida per Ψ(u1,u2) = (u11, . . . , u1n1, u21, . . . , u2n2), e´s un isomorfisme
entre els corresponents digrafs. Per demostrar aixo`, siguin V α0 i V
α
1 els conjunts
independents deMα, constitu¨ıts, respectivament, pels ve`rtexs uα = (uα1 , . . . , u
α
nα),
la suma de les components dels quals
∑nα
k=1 u
α
k e´s parell o senar. Amb aquesta
convencio´, cada ve`rtex (u1,u2) del producte ManhattanM1 ‖≡M2 e´s adjacent als
ve`rtexs (v1,u2) i (u1,v2), on
• v1 ∈ Γ+(u1) (en M1) si π(u2), i per tant ∑n2k=1 u2k e´s parell;
• v1 ∈ Γ−(u1) (en M1) si π(u2), i per tant ∑n2k=1 u2k e´s senar.
En el primer cas,
(v1,u2)
Ψ−→ (u11, . . . , u1i + (−1)
P
j 6=i u
1
j , . . . , u1n1, u
2
1, . . . , u
2
n2
)
= (u11, . . . , u
1
i + (−1)
P
j 6=i u
1
j+
Pn2
k=1
u2
k , . . . , u1n1, u
2
1, . . . , u
2
n2) (1 ≤ i ≤ n1).
Ana`logament, en el segon cas,
(v1,u2)
Ψ−→ (u11, . . . , u1i − (−1)
P
j 6=i u
1
j , . . . , u1n1, u
2
1, . . . , u
2
n2
)
= (u11, . . . , u
1
i + (−1)
P
j 6=i u
1
j+
Pn2
k=1
u2
k , . . . , u1n1, u
2
1, . . . , u
2
n2
) (1 ≤ i ≤ n1).
Amb aixo` obtenim els ve`rtexs adjacents a Ψ(u1,u2) = (u11, . . . , u
1
n1, u
2
1, . . . , u
2
n2)
en M (a trave´s de tots els i-arcs, 1 ≤ i ≤ n1). Les adjace`ncies a trave´s dels altres
i-arcs, n1 + 1 ≤ i ≤ n1 + n2, ve´nen dels ve`rtexs (u1,v2). 2
Observem que el resultat d’aquesta darrera proposicio´ es pot veure com un
corol.lari de la proposicio´ 3.2.1 i la propietat associativa. En efecte,
M1 ‖≡M2 = M(N11 , N12 , . . . , N1n1) ‖≡M(N21 , N22 , . . . , N2n2)
= (C1N1 ‖≡C1N2 ‖≡· · · ‖≡C1Nn1 ) ‖≡(C
2
N1 ‖≡C2N2 ‖≡· · · ‖≡C2Nn2 )
= C1N1 ‖≡C1N2 ‖≡· · · ‖≡C1Nn1 ‖≡C
2
N1 ‖≡C2N2 ‖≡· · · ‖≡C2Nn2
= M(N11 , N
1
2 , . . . , N
1
n1, N
2
1 , N
2
2 , . . . , N
2
n2) = M.
3.3 Simetries 53
3.3 Simetries
En aquesta seccio´ estudiem les simetries dels digrafs obtinguts amb el producte
Manhattan.
Proposicio´ 3.3.1. Siguin Gi, per a i = 1, 2, . . . , n, digrafs ve`rtex-sime`trics i
isomorfs als seus conversos. Aleshores, el producte Manhattan H = G1 ‖≡G2 ‖≡
· · · ‖≡Gn e´s ve`rtex-sime`tric.
Demostracio´. Com abans, siguin Gi = (Vi, Ai), per a i = 1, 2, . . . , n, n
digrafs amb Vi = Vi0 ∪ Vi1. Primer veiem que existeix un automorfisme Φ en
H , que transforma un ve`rtex (u1, u2, . . . , un) en un ve`rtex (v1, v2, . . . , vn), tals
que ui, vi ∈ Vij, per a cada i ∈ {1, 2, . . . , n} i alguns j ∈ {0, 1} (e´s a dir, les
dues components ui, vi estan en el mateix conjunt independent). Per hipo`tesi,
existeixen automorfismes φi en Gi, Γ
+
Gi
(φi(wi)) = φi(Γ
+
Gi
(wi)), per a tot wi ∈ Vi,
tals que φi(ui) = vi. Aleshores, definim
Φ(w1, w2, . . . , wn) := (φ1(w1), φ2(w2), . . . , φn(wn)).
Aleshores, suposant que
∑
j 6=i π(wj) e´s parell i que, per tant,
∑
j 6=i π(φj(wj))
tambe´ ho e´s, tenim
Φ(Γ+H(w1, . . . , wi, . . . , wn)) = Φ(w1, . . . ,Γ
+
Gi
(wi), . . . , wn)
= (φ1(w1), . . . , φi(Γ
+
Gi
(wi)), . . . , φn(wn))
= (φ1(w1), . . . ,Γ
+
Gi
(φi(wi)), . . . , φn(wn))
= Γ+H(φ1(w1), . . . , φi(wi), . . . , φn(wn))
= Γ+H(Φ(w1, . . . , wi, . . . , wn)),
cosa que demostra que Φ e´s un automorfisme. El cas
∑
j 6=i π(wj) senar es de-
mostra de manera similar, utilitzant Γ−Gi(φi(wi)) = φi(Γ
−
Gi
(wi)).
Ara cal trobar un automorfisme Ψ que transformi un ve`rtex (u1, . . . , ui, . . . , un)
en un ve`rtex (v1, . . . , vi, . . . , vn), tals que, per a k 6= i, uk, vk ∈ Vijk com abans,
mentre que ui i vi pertanyen a conjunts independents diferents, per exemple,
ui ∈ Vi0 i vi ∈ Vi1. En aquest cas, l’automorfisme Ψ es construeix de la manera
segu¨ent: com que cada Gi e´s isomorf al seu convers, existeixen automorfismes ψk,
amb k 6= i, de Gk a Gk, Γ+Gk(ψk(wk)) = ψk(Γ−Gk(wk)), per a tot wk ∈ Vk, tal que
ψk(uk) = vk i ψi = φi (com en el primer cas). Aleshores definim Ψ com a
Ψ(w1, . . . , wi, . . . , wn) := (ψ1(w1), . . . , ψi(wi), . . . , ψn(wn)).
Suposem que k 6= i, per exemple k = 1, i que ∑j 6=1 π(wj) e´s parell, per tant,
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Figura 3.2: Cicle Hamiltonia` en el producte Manhattan de G1 ‖≡G2.
π(φi(wi)) +
∑
j 6=1,i π(ψj(wj)) e´s senar. Aleshores, tenim
Ψ(Γ+H(w1, . . . , wi, . . . , wn)) = Ψ(Γ
+
G1
(w1), . . . , wi, . . . , wn)
= (ψ1(Γ
+
G1
(w1)), . . . , φi(wi), . . . , ψn(wn))
= (Γ−G1(ψ1(w1)), . . . , φi(wi), . . . , ψn(wn))
= Γ+H(ψ1(w1), . . . , φi(wi), . . . , ψn(wn))
= Γ+H(Ψ(w1, . . . , wi, . . . , wn)).
Per tant, Ψ e´s un automorfisme. Per al cas
∑
j 6=1 π(wj) senar, la demostracio´ e´s
similar, utilitzant Γ−Gk(ψk(wk)) = ψk(Γ
+
Gk
(wk)). D’altra banda, el cas k = i e´s
com abans, perque`, suposant que
∑
j 6=i π(wj) e´s parell, aleshores
∑
j 6=i π(ψj(wj))
tambe´ ho e´s. Aixo` completa la demostracio´. 2
3.4 Cicles de Hamilton
A continuacio´, donem un resultat sobre l’existe`ncia d’un cicle hamiltonia` en el
producte Manhattan de dos digrafs amb camins hamiltonians, com a general-
itzacio´ del teorema 2.1.12, que ens diu que la xarxa Manhattan e´s hamiltoniana.
Teorema 3.4.1. Si G1 i G2 tenen tots dos un camı´ hamiltonia`, aleshores el seu
producte Manhattan H = G1 ‖≡G2 e´s hamiltonia`.
Demostracio´. Seguim la idea de la demostracio´ del teorema 2.1.12, el qual
permet construir un cicle de Hamilton en H , a partir dels camins hamiltonians
en G1 i G2, diguem-ne 1 → 2 → · · · → N1 i 1′ → 2′ → · · · → N2, respectiva-
ment. Aleshores, unim adequadament N2 camins hamiltonians (alguns amb un
arc menys) de N2 subdigrafs isomorfs a G1 o G1 (vegeu la proposicio´ 3.1.1(c)).
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Aquests camins s’uneixen utilitzant tres co`pies del camı´ hamiltonia` (dos dels quals
amb un arc menys) de subdigrafs isomorfs a G2 o G2 (vegeu la figura autoexplica-
tiva 3.2). 2
Cap´ıtol 4
Xarxes jera`rquiques
Recentment s’ha pogut comprovar que la majoria de les xarxes complexes so´n
petit mo´n (e´s a dir, tenen un dia`metre petit i un clustering local gran), scale-free
(la distribucio´ dels graus e´s potencial) i presenten autosimilitud i sovint tambe´
modularitat (e´s a dir, so´n jera`rquiques). La majoria de la recerca feta en xarxes
complexes s’ha basat en me`todes estoca`stics. Tanmateix, s’ha comprovat que els
me`todes deterministes, amb la determinacio´ exacta dels principals para`metres de
les xarxes, so´n molt u´tils. De fet, aquests me`todes complementen els me`todes
probabil´ıstics i les te`cniques de simulacio´ i, per tant, aporten una millor com-
prensio´ dels sistemes modelitzats.
En aquest cap´ıtol estudiem primer una famı´lia de grafs jera`rquics, constru¨ıda
a partir del graf complet Kn, que presenta els efectes petit mo´n i scale-free i
que poden modelitzar algunes sistemes complexos de la vida real. En concret,
per a aquestes xarxes trobem el radi, el dia`metre, les distribucions de graus i
de clusterings i un algorisme d’encaminament. A me´s a me´s, introdu¨ım una
nova operacio´ de grafs, a la qual anomenem producte jera`rquic, que e´s una gen-
eralitzacio´ del producte cartesia` i que permet la construccio´ de famı´lies de grafs
jera`rquics. Com a consequ¨e`ncia, el producte jera`rquic hereta algunes de les ben
conegudes propietats del producte cartesia`, com presentar un dia`metre petit i
algorismes d’encaminament simples. Trobem les propietats espectrals dels grafs
obtinguts mitjanc¸ant el producte jera`rquic. Finalment, proposem una operacio´
que generalitza tant el producte jera`rquic com el producte cartesia`.
4.1 Models deterministes
4.1.1 Introduccio´
Amb la publicacio´ de l’article de Watts i Strogatz [97] sobre xarxes petit mo´n i
el de Baraba´si i Albert [7] sobre xarxes scale-free, hi ha hagut un intere`s renovat
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en l’estudi de les xarxes associades a sistemes complexos, els quals han rebut una
gran atencio´ com a tema interdisciplinari.
Moltes xarxes de la vida real, com les xarxes de transport i de comunica-
cions (incloent-hi la xarxa ele`ctrica i la xarxa telefo`nica), Internet (estudiada
pels germans Faloutsos [47]), la world wide web (estudiada per Albert et al. [2])
i algunes xarxes socials i biolo`giques (estudiades per Jeong et al. [62, 63] i per
Newman [77]), pertanyen a una classe de xarxes conegudes com a xarxes petit
mo´n scale-free. Per ser petit mo´n, aquestes xarxes tenen dues caracter´ıstiques
principals: un clustering local gran (els ve`rtexs tenen molts ve¨ıns mutus) i una
dista`ncia mitjana i un dia`metre petits. Una altra caracter´ıstica important e´s que
el nombre de connexions dels nodes segueix una distribucio´ potencial, e´s a dir,
so´n xarxes scale-free. Alguns autors han observat que en les xarxes jera`rquiques
es pot identificar l’estructura modular del sistema amb una distribucio´ espec´ıfica
de clustering, la qual depe`n del grau (vegeu l’article de Ravasz et al. [82], el de
Baraba´si et al. [8], el de Wuchty et al. [98] i el de Sole´ i Valverde [88]). A me´s a
me´s, amb la introduccio´ de noves te`cniques de mesura per a grafs, s’ha descobert
que moltes xarxes reals es poden considerar autosimilars (vegeu l’estudi de Song
et al. [89]).
En aquests estudis, els investigadors han desenvolupat diferents models (com
el d’Albert i Baraba´si [1], el de Dorogovtsev et al. [44, 45] i d’altres, citats per
Newman [78]) la majoria estoca`stics, els quals ajuden a comprendre i a predir
el comportament i les caracter´ıstiques de les xarxes reals. Tambe´ s’han intro-
du¨ıt nous models deterministes constru¨ıts amb me`todes recursius, basats en
l’existe`ncia de clics (vegeu l’article de Baraba´si et al. [10], el de Dorogovtsev
et al. [44], el de Jung et al. [64], el de Comellas et al. [38] i el de Zhang et
al. [99]). Aquests models deterministes tenen l’avantatge que permeten calcular
anal´ıticament algunes propietats rellevants i alguns para`metres, els quals es po-
den comparar amb dades extretes de les xarxes reals. Baraba´si et al. [10] van
introduir una famı´lia de xarxes jera`rquiques molt simples i van demostrar que
eren petit mo´n i scale-free. Tanmateix, tenen clustering nul, en contrast amb
moltes xarxes reals que tenen un clustering gran. Una altra famı´lia de xarxes va
ser proposada per Ravasz et al. [82], els quals combinen una estructura modular
amb una topologia scale-free per modelitzar xarxes metabo`liques de diferents ani-
mals i xarxes associades a organitzacions cel.lulars. Una petita variacio´ d’aquesta
xarxa jera`rquica es troba en un article de Ravasz i Baraba´si [81], on estudien
altres xarxes modulars, com la WWW, la xarxa d’actors de Hollywood, Internet
en l’a`mbit dels dominis, etc. Noh [80] ha fet una generalitzacio´ d’aquest model.
En aquesta seccio´ introdu¨ım una famı´lia de xarxes jera`rquiques deterministes
Hn,k caracteritzades pels para`metres n (ordre del graf complet inicial) i k (dimen-
sio´ o nombre d’iteracions), unint adequadament nk grafs isomorfs al graf complet
Kn, com es defineix formalment me´s endavant. De les propietats del nostre mod-
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el, destaquem la modularitat i l’autosimilitud, caracter´ıstiques que permeten la
determinacio´ del radi, el dia`metre i la distribucio´ de graus i de clusterings. A me´s
a me´s, donem un algorisme d’encaminament.
La nostra famı´lia de xarxes jera`rquiques generalitza la xarxa jera`rquica deter-
minista introdu¨ıda per Ravasz et al. [82] i tambe´ per Baraba´si i Oltvai [9] (que
correspon al particular H4,k de les nostres xarxes). Les xarxes jera`rquiques deter-
ministes introdu¨ıdes en un altre article de Ravasz i Baraba´si [81] i generalitzades
per Noh [80] constitueixen un subgraf de H5,k (malgrat que algunes arestes no hi
so´n).
4.1.2 El graf jera`rquic Hn,k
A continuacio´ donem una definicio´ formal recursiva de la famı´lia de grafs pro-
posada, la qual esta` caracteritzada pels para`metres n ≥ 2 (ordre del graf complet
inicial) i k ≥ 1 (nombre d’iteracions o dimensio´). Tambe´ donem una definicio´ di-
recta i trobem el nombre d’arestes (el radi i el dia`metre s’estudiaran en la propera
seccio´).
Definicio´ 4.1.1. Siguin n, k enters positius, n ≥ 2. El graf jera`rquic Hn,k te´ el
conjunt de ve`rtexs Vn,k, amb n
k ve`rtexs denotats per les k-sequ¨e`ncies x1x2x3 . . . xk,
xi ∈ Zn, 0 ≤ i ≤ k − 1, i el conjunt d’arestes En,k definit recursivament com
segueix:
• Hn,1 e´s el graf complet Kn.
• Per a k > 1, Hn,k s’obte´ de la unio´ de n co`pies de Hn,k−1, denotades per
Hαn,k−1, 0 ≤ α ≤ n− 1, i amb ve`rtexs xα2xα3 . . . xαk ≡ αx2x3 . . . xk, afegint les
arestes segu¨ents:
000 . . . 00 ∼ x1x2x3 . . . xk−1xk, xj 6= 0, 1 ≤ j ≤ k; (4.1)
x100 . . . 00 ∼ y100 . . . 00, x1, y1 6= 0, x1 6= y1. (4.2)
Alternativament, tenim una definicio´ directa del conjunt d’arestes En,k amb
les regles d’adjace`ncia segu¨ents:
x1x2 . . . xk ∼ x1x2 . . . xk−1yk, yk 6= xk; (4.3)
x1x2 . . . xi00 . . . 0 ∼ x1x2 . . . xixi+1xi+2 . . . xk,
xj 6= 0, i+ 1 ≤ j ≤ k, 0 ≤ i ≤ k − 2; (4.4)
x1x2 . . . xi00 . . . 0 ∼ x1x2 . . . xi−1yi00 . . . 0,
xi, yi 6= 0, yi 6= xi, 1 ≤ i ≤ k − 1. (4.5)
Les condicions (4.1) i (4.2) de la definicio´ recursiva corresponen a (4.4) amb i = 0
i (4.5) amb i = 1, respectivament.
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Figura 4.1: Grafs jera`rquics amb ordre inicial 4: (a) H4,1, (b) H4,2, (c) H4,3
Per il.lustrar la nostra construccio´, la figura 4.1 mostra els grafs jera`rquics
H4,k, per a k = 1, 2, 3.
El resultat segu¨ent do´na el nombre d’arestes de Hn,k, el qual es pot calcular
fa`cilment a partir de la definicio´ recursiva.
Proposicio´ 4.1.2. La mida de Hn,k e´s
|En,k| = 3
2
nk+1 − (n− 1)k+1 − 2nk − n
2
+ 1. (4.6)
Demostracio´. Quan constru¨ım Hn,k a partir de n co`pies de Hn−1,k, les ad-
jace`ncies (4.1) i (4.2) introdueixen (n− 1)k i (n−1
2
)
arestes noves, respectivament.
Aleshores,
|En,k| = n|En,k−1|+ (n− 1)k +
(
n− 1
2
)
.
Si apliquem recursivament aquesta fo´rmula i tenim en compte que |En,1| =
(
n
2
)
,
obtenim
|En,k| = nk−1
(
n
2
)
+
k∑
i=2
nk−i(n− 1)i +
(
n− 1
2
) k−2∑
i=0
ni, (4.7)
cosa que do´na el resultat. 2
De fet, els tres sumands en (4.7) corresponen al nombre d’arestes definits per
les adjace`ncies (4.3), (4.4) i (4.5), respectivament. En efecte,
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• Segons (4.3) tenim nk−1 subgrafs complets Kn, el nombre d’arestes dels
quals e´s
nk−1
(
n
2
)
= nk n−1
2
. (4.8)
• El nombre d’arestes introdu¨ıdes a partir de (4.4) e´s
∑k−2
i=0 n
i(n−1)k−i = n
k−2(n−1)2 n
n−1
−(n−1)k
n
n−1
−1 = (n−1)2nk−1−(n−1)k+1. (4.9)
• A partir de (4.5), per a i = 1, 2, . . . , k − 1, tenim ni−1 subgrafs isomorfs a
Kn−1 amb el nombre d’arestes segu¨ent:(
n−1
2
)∑k−1
i=1 n
i−1 = 1
2
(n− 2)(nk−1 − 1). (4.10)
Propietats jera`rquiques
Les propietats jera`rquiques dels grafs Hn,k estan resumides en els punts segu¨ents
i so´n consequ¨e`ncia directa de la definicio´:
(a) D’acord amb (4.3), per a cada sequ¨e`ncia de valors fixats αi ∈ Zn, 1 ≤ i ≤
k − 1, el conjunt de ve`rtexs {α1α2 . . . αk−1xk : xk ∈ Zn} indueix un subgraf
isomorf a Kn.
(b) El ve`rtex r := 00 . . . 0, el qual distingim i anomenem arrel, segons (4.4)
e´s adjacent als ve`rtexs x1x2 . . . xk, xi 6= 0, 1 ≤ i ≤ l, els quals anomenem
perife`rics.
(c) Per a tot i, 1 ≤ i ≤ k − 1, Hn,k es pot descomposar en ni subgrafs
ve`rtex-disjunts isomorfs a Hn,k−i. Cadascun d’aquests subgrafs es deno-
ta per Hαn,k−i i les etiquetes dels seus ve`rtexs so´n αxi+1xi+2 . . . xk, on α =
α1α2 . . . αi ∈ Zin e´s una sequ¨e`ncia fixada. En particular, per a i = 1, Hn,k te´
n subgrafs Hαn,k−1, α = 0, 1, . . . , n−1, com s’afirma en la definicio´ recursiva.
(d) L’arrel del subgrafHαn,k−i e´sα00 k−i. . . 0. Aleshores, el nombre total de ve`rtexs
arrel, l’arrel de Hn,k inclosa, e´s
1 + (n− 1)
k−1∑
i=1
ni−1 = nk−1, (4.11)
com s’esperava, ja que un ve`rtex donat x1x2 . . . xk e´s una arrel (d’algun
subgraf) si i nome´s si xk = 0.
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(e) Els ve`rtexs perife`rics del subgraf Hαn,k−i so´n de la forma αxi+1xi+2 . . . xk,
on xj 6= 0, i+ 1 ≤ j ≤ k. Aleshores, el nombre total de ve`rtexs perife`rics,
inclosos els de Hn,k (vegeu (b)) e´s
(n− 1)k + (n− 1)
k−1∑
i=1
ni−1(n− 1)k−i = nk−1(n− 1), (4.12)
com espera`vem, ja que x1x2 . . . xk e´s un ve`rtex perife`ric (d’algun subgraf)
si i nome´s si xk 6= 0. Observem que si sumem (4.11) i (4.12), obtenim
nk = |Vn,k|, de manera que cada ve`rtex de Hn,k e´s o una arrel o un ve`rtex
perife`ric d’algun subgraf isomorf a Hn,k′, amb 1 ≤ k′ ≤ k.
(f) Si col.lapsem en Hn,k cadascun dels n
i subgrafs Hαn,k−i, α ∈ Zin, en un ve`rtex
i totes les arestes mu´ltiples en una, obtenim un graf isomorf a Hn,i.
(g) D’acord amb (4.5), per a cada i fixada, 1 ≤ i ≤ k, i cada sequ¨e`ncia don-
ada α ∈ Zi−1n , existeixen totes les arestes possibles entre els n − 1 ve`rtexs
d’etiquetes αxi00 . . . 0, amb xi ∈ Z∗n = {1, 2, . . . , n− 1}, e´s a dir, les arrels
de Hαxin,k−i. Aleshores, aquestes arestes indueixen un graf complet isomorf a
Kn−1.
4.1.3 Encaminament i dia`metre
Encaminament
Considerem dos ve`rtexs de Hn,k, diguem x = x1x2 . . . xk i y = y1y2 . . . yk. Un
encaminament de x a y consisteix en els segu¨ents passos, on els s´ımbols amb un
asterisc com a super´ındex estan en Z∗n := Zn− 0 = {1, 2, . . . , n− 1}. La idea clau
e´s anar primer de x a l’arrel r i despre´s de r a y.
• Pas 1:
(a) Si xk−1 6= 0 i xk = 0, aleshores anem de x a x∗1 = x1x2 . . . xk−2x∗k−1x∗k;
si xk−1, xk 6= 0, aleshores simplement prenem x∗1 = x.
(b) Si xk−1 = 0 i xk 6= 0, aleshores anem de x a x01 = x1x2 . . . xk−200;
si xk−1 = xk = 0, aleshores simplement prenem x01 = x.
• Pas 2:
(a) Havent fet el pas 1(a), si xk−2 = 0, aleshores anem de x∗1 to x
0
2 =
x1x2 . . . xk−3000. Altrament, si xk−2 6= 0, aleshores prenem x∗2 = x∗1.
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(b) Havent fet el pas 1(b), si xk−2 6= 0, aleshores anem de x01 a x∗2 =
x1x2 . . . xk−3x∗k−2x
∗
k−1x
∗
k. Altrament, si xk−2 = 0, aleshores prenem
x∗2 = x
∗
1.
...
• Pas k − 1 (amb k senar, el cas k parell e´s similar):
(a) Havent fet el pas (k − 2)(a), si o x1 = 0 o x1, y1 6= 0, aleshores anem
de x∗k−2 = x1x
∗
2x
∗
3 . . . x
∗
k a x
0
k−1 = 000 . . . 0 = r. Altrament, si x1 6=
0, y1 = 0, aleshores prenem x
∗
k−1 = x
∗
k−2 = x
∗
1x
∗
2 . . . x
∗
k.
(b) Havent fet el pas (k − 2)(b),
(b1) si x1 6= 0 i y1 = 0, aleshores anem de x0k−2 = x100 . . . 0 a x∗k−1 =
x∗1x
∗
2 . . . x
∗
k,
(b2) si x1, y1 6= 0 i y1 6= x1, aleshores anem de x0k−2 a y∗k−2 := y100 . . . 0.
Altrament, si y1 = x1, aleshores prenem y
∗
k−2 = x
∗
k−2,
(b3) si x1 = 0, aleshores prenem x
0
k−1 = x
0
k−2 = r.
• Pas k:
(a) Havent fet el pas (k − 1)(a), si y1 6= 0, aleshores anem de x0k−1 = r a
y∗k−1 = y1y
∗
2y
∗
3 . . . y
∗
k, on y
∗
i = yi per a tot 2 ≤ i ≤ k tal que yi 6= 0.
Altrament, si y1 = 0, aleshores prenem y
0
k−1 = x
0
k−1 = r.
(b) Havent fet el pas (k − 1)(b),
(b1) si hem fet el pas (b1), on x1 6= 0, y1 = 0, aleshores anem de
x∗k−1 = x
∗
1x
∗
2 . . . x
∗
k a y
0
k−1 = 00 . . . 0 = r,
(b2) si hem fet el pas (b2), on x1, y1 6= 0, aleshores continuem a partir
de y∗k−2 := y100 . . . 0,
(b3) si hem fet el pas (b3), on x1 = 0, aleshores fem com en el cas (a).
• Passos k + 1, k + 2, . . . , 2k − 1:
Anem de r = 00 . . . 0, y∗k−2 := y100 . . . 0 o y
∗
k−1 = y1y
∗
2y
∗
3 . . . y
∗
k,
seguint els k passos anteriors en ordre invers, fins assolir el ve`rtex
y = y1y2 . . . yk.
Per comprendre millor el procediment anterior, la figura 4.2 mostra un diagra-
ma d’aquest algorisme per al cas k = 5. Les l´ınies cont´ınues corresponen a anar
a trave´s d’una aresta (e´s a dir, entre ve`rtexs adjacents), mentre que les l´ınies dis-
cont´ınues indiquen que ja som en el ve`rtex (e´s a dir, ve`rtexs ide`ntics). Observem
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Figura 4.2: L’algorisme d’encaminament en Hn,5.
que, com hem dit abans, tots els camins passen a trave´s de l’arrel r, excepte en
el cas del pas k − 1 (b2). Observem tambe´ que, de fet, podem assumir que x i y
no tenen cap prefix comu´, e´s a dir, x1 6= y1. Altrament, si x = αxi+1xi+2 . . . xk
i y = αyi+1yi+2 . . . yk, on α = x ∩ y i i = |α| > 0, som en el subgraf Hαn,k−i
(per la propietat (c) de la subseccio´ 4.1.2) i, aleshores, podem aplicar l’algorisme
d’encaminament als ve`rtexs x′ = xi+1xi+2 . . . xk i y′ = yi+1yi+2 . . . yk de Hn,k−i.
Mostrem exemples dels encaminaments obtinguts en els tres casos principals
a la figura 4.3 ((i) x1, y1 6= 0) i a la figura 4.4 ((ii) x1 = 0, y1 6= 0 i (iii) x1 6= 0,
y1 = 0). En cada cas hem suposat que els ve`rtexs x i y estan units per un camı´ de
longitud ma`xima o de ma`xim nombre d’arestes (l´ınies cont´ınues). Observem que,
segons l’etiqueta de x, la primera part del camı´ va cap a l’esquerra (comenc¸a en
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20000
11011
21100
21111
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10111
10100
21111
20000
20111
20100
20101
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11111
11000
11010 10101
21101
Figura 4.3: Cas (i): Algorisme d’encaminament en Hn,5 quan x1, y1 6= 0.
el pas 1(a)) o cap a la dreta (comenc¸ant en el pas 1(b)). E´s important remarcar
que els ve`rtexs i camins dels casos (ii) i (iii) so´n conjugats i sime`trics l’un de
l’altre.
Radi i dia`metre
Primer introdu¨ım la notacio´ que sera` u´til per trobar els para`metres me`trics de
Hn,k:
• distk(x,y): dista`ncia entre els ve`rtexs x,y ∈ Vn,k en Hn,k.
• distk(x, U) := minu∈U{dist(x,u)}.
• r: ve`rtex arrel de Hn,k.
• rα = 00 . . . 0: el ve`rtex arrel de Hαn,k−1, α ∈ Zn.
• P : conjunt de ve`rtexs perife`rics de Hn,k.
• P α (α ∈ Zn): conjunt de ve`rtexs perife`rics de Hαn,k−1.
Els resultats segu¨ents sobre els para`metres me`trics de Hn,k so´n consequ¨e`ncia
directa de l’algorisme d’encaminament proposat en la seccio´ anterior.
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Figura 4.4: Casos (ii) i (iii): Algorismes d’encaminament en Hn,5 quan x1 = 0, y1 6= 0
i x1 6= 0, y1 = 0.
Proposicio´ 4.1.3. Siguin rk, exck(r) i Dk, respectivament, el radi, l’excentricitat
de l’arrel r i el dia`metre de Hn,k. Aleshores,
(a) rk = exc(r) = k.
(b) Dk = 2k − 1.
A partir del resultat del dia`metre i de la propietat (c) de la seccio´ 4.1.2, tenim
que la dista`ncia entre dos ve`rtexs x, y de Hn,k, amb prefix comu´ ma`xim |x∩ y|,
satisfa`
dist(x,y) ≤ 2|x ∩ y| − 1.
Alternativament, aquests resultats es poden demostrar recursivament. Per
demostrar el resultat del dia`metre, primer donem el resultat segu¨ent que s’obte´
de la definicio´ recursiva de Hn,k:
Lema 4.1.4. Siguin x,y dos ve`rtexs de Hn,k, k > 1. Aleshores, segons a quin
dels subgrafs Hn,k−1 pertanyin aquests ve`rtexs, tindrem un dels tres casos segu¨ents:
(a) Si x,y ∈ αVn,k−1 per a algun α ∈ Zn, e´s a dir, x = αx′ i y = αy′, aleshores,
distk(x,y) = distk−1(x′,y′).
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(b) Si x ∈ 0Vn,k−1 i y ∈ αVn,k−1 per a algun α ∈ Z∗n, e´s a dir, x = 0x′, y = αy′,
aleshores,
distk(x,y) = distk−1(x′, r0) + 1 + distk−1(y′, P α).
(c) Si x ∈ αVn,k−1 i y ∈ βVn,k−1 per a alguns α, β ∈ Z∗n, α 6= β, e´s a dir,
x = αx′, y = βy′, aleshores,
distk(x,y) = min{distk−1(x′, P α) + 2 + distk−1(y′, P β),
distk−1(x′, rα) + 1 + distk−1(rβ,y′)}.
Lema 4.1.5. Per a tot ve`rtex x de Hn,k tenim:
distk(x, r) ≤
{
k − 1 si x = 0x′,
k altrament,
i distk(x, P ) ≤
{
k si x = 0x′,
k − 1 altrament.
Demostracio´. Per induccio´ sobre k.
Cas k = 1: Si x = 0 = r, aleshores dist1(x, r
0) = 0 i dist1(x, P ) = 1. Altrament,
x ∈ P = Z∗n, i aleshores dist1(x, r) = 1 i dist1(x, P ) = 0.
Cas k > 1: Observem que, de la definicio´ recursiva de Hn,k, tenim que
distk(x, r) =
{
distk−1(x′, r0) si x = 0x′,
distk−1(x′, P α) + 1 si x = αx′, α 6= 0,
i
distk(x, P ) =
{
distk−1(x′, r0) + 1 si x = 0x′,
distk−1(x′, P α) si x = αx′, α 6= 0.
Aleshores, per la hipo`tesi d’induccio´, es compleix el lema. 2
En el resultat segu¨ent, z01 = 0101 . . . i z10 = 1010 . . . denoten els ve`rtexs
x1x2 . . . xi . . . de Hn,k o Hn,k−1, on xi ≡ i + 1 (mod 2) i xi ≡ i (mod 2), respecti-
vament.
Lema 4.1.6. En Hn,k tenim les dista`ncies segu¨ents:
(a) distk(z
01, r) = distk(z
10, P ) = k − 1,
(b) distk(z
10, r) = distk(z
01, P ) = k.
Demostracio´. Per induccio´ sobre k.
Cas k = 1: Hn,k e´s el graf complet Kn i el resultat clarament es compleix.
Cas k > 1: Del lema 4.1.4 tenim:
(a) distk(z
01, r) = distk−1(z10, r0) = k − 1,
68 4 Xarxes jera`rquiques
distk(z
10, P ) = distk−1(z01, P 0) = k − 1;
(b) distk(z
10, r) = distk−1(z01, P 1) + 1 = k,
distk(z
01, P ) = distk−1(z10, r0) + 1 = k − 1 + 1 = k.
2
Ara podem donar el resultat sobre el dia`metre de Hn,k:
Proposicio´ 4.1.7. El dia`metre de Hn,k e´s Dk = 2k − 1.
Demostracio´. Primer provem per induccio´ sobre k que, per a qualsevol
parell de ve`rtexs de Hn,k, x i y, tenim que distk(x,y) ≤ 2k − 1.
Cas k = 1: El resultat es compleix trivialment ja que Hn,1 = Kn i D1 = 1.
Cas k > 1: Si considerem els tres casos del lema 4.1.4 i utilitzem la hipo`tesi
d’induccio´, tenim:
(a) Si x,y ∈ αVn,k−1 per a algun α ∈ Zn, aleshores,
distk(x,y) = distk−1(x′,y′) ≤ 2(k − 1)− 1 = 2k − 3 < 2k − 1.
(b) Si x ∈ 0Vn,k i y ∈ αVn,k−1 per a algun α ∈ Z∗n, aleshores,
distk(x,y) = distk−1(x′, r0) + 1 + distk−1(y′, P α) ≤ 2(k − 1) + 1 = 2k − 1
ja que, pel lema 4.1.5, distk−1(x′, r0) ≤ k − 1 i distk−1(y′, P α) ≤ k − 1.
(c) Si x ∈ αVn,k i y ∈ βVn,k−1 per a alguns α, β ∈ Z∗n, α 6= β, aleshores,
distk(x,y) = min{distk−1(x′, P α) + 2 + distk−1(y′, P β),
distk−1(x′, rα) + 1 + distk−1(rβ,y′)}
≤ 2(k − 1) + 1 = 2k − 1
ja que, pel lema 4.1.6, distk−1(x′, rα) ≤ k − 1 i distk−1(rβ,y′) ≤ k − 1.
Ara hem de demostrar que existeixen dos ve`rtexs en Hn,k a dista`ncia exac-
tament 2k − 1. Sigui x = z01 i y = z10. Dels lemes 4.1.4 i 4.1.6 s’obte´ que
distk(x,y) = 2k − 1 (vegeu la figura 4, cas (ii) esquerra). Aixo` completa la
demostracio´. 2
Observem que el dia`metre e´s proporcional al logaritme de l’ordre N = |Vn,k| =
nk: Dk =
2
logn
logN − 1. Aquesta propietat, juntament amb l’alt valor del clus-
tering (vegeu la seccio´ segu¨ent), mostra que Hn,k e´s una xarxa petit mo´n.
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4.1.4 Distribucions de graus i de clusterings
En aquesta seccio´ estudiem les distribucions de graus i de clusterings del graf
Hn,k. Obtenim la distribucio´ de graus directament de la definicio´ del graf.
Proposicio´ 4.1.8. La distribucio´ de graus en Hn,k e´s la segu¨ent:
(a) El ve`rtex arrel r de Hn,k te´ grau
δ(r) =
(n− 1)k+1 − (n− 1)
n− 2 .
(b) El grau de les arrels rαk−i de cadascun dels (n− 1)ni−1 subgrafs Hαn,k−i, amb
i = 1, 2, . . . , k − 1, α = α1α2 . . . αi ∈ Zin i αi 6= 0, e´s
δ(rαk−i) =
(n− 1)k−i+1 − (n− 1)
n− 2 + (n− 2).
(c) El grau dels (n− 1)k ve`rtexs perife`rics p de Hn,k e´s
δ(p) = n+ k − 2.
(d) El grau dels (n− 1)k−ini−1 ve`rtexs perife`rics pαk−i dels subgrafs Hαn,k−i, amb
i = 1, 2, . . . , k − 1, α = α1α2 . . . αi ∈ Zin i αi 6= 0, e´s
δ(pαk−i) = n+ k − i− 2.
Demostracio´. (a) De les condicions d’adjace`ncia (4.3) i (4.4), l’arrel de Hn,k
te´ grau
δ(r) =
∑k
i=1(n− 1)i = (n−1)
k+1−(n−1)
n−2 .
(b) L’arrel del subgraf Hαn,k−i, 1 ≤ i ≤ k − 1, αi 6= 0, e´s adjacent, segons (a), a
(n−1)k−i+1−n+1
n−2 ve`rtexs que pertanyen al mateix subgraf i tambe´, segons (4.5), a
n− 2 ve`rtexs els quals so´n les altres arrels “del mateix nivell”.
(c) Cada ve`rtex perife`ric de Hn,k e´s adjacent, segons (4.3), a n − 1 ve`rtexs i,
segons(4.4), a k − 1 ve`rtexs (els quals so´n arrels d’altres subgrafs).
(d) Cada ve`rtex perife`ric de Hαn,k−i, 1 ≤ i ≤ k − 1, αi 6= 0, e´s adjacent, segons
(4.3), a n − 1 ve`rtexs (del subgraf isomorf a Kn) i, segons (4.4), a k − i ve`rtexs
(arrels d’altres subgrafs). 2
Els resultats anteriors sobre la distribucio´ de graus de Hn,k estan resumits
a la taula 4.1. Observem que, d’aquesta distribucio´, podem obtenir, de nou, la
proposicio´ 4.1.2, ja que el nombre d’arestes es pot calcular a partir de
2|En,k| = δ(r) +
k−1∑
i=1
(n− 1)ni−1δ(rαk−i)+ (n− 1)kδ(p)+
k−1∑
i=1
(n− 1)k−ini−1δ(pαk−i),
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cosa que do´na (4.6). A me´s, utilitzant aquest resultat, el grau mitja` i el seu
comportament asimpto`tic, quan k →∞, e´s
δ =
2|En,k|
|Vn,k| =
3nk+1 − 4nk − 2(n− 1)k+1 − n + 2
nk
∼ 3n− 4.
De la distribucio´ de graus i per a k gran, veiem que el nombre de ve`rtexs
Nn,k(z) (amb un grau donat z) decreix com una pote`ncia del grau z i, per tant,
el graf e´s scale-free [7, 38, 45]. Com que la distribucio´ de graus e´s discreta, per
relacionar l’exponent d’aquesta distribucio´ discreta amb l’exponent esta`ndard γ
d’una distribucio´ cont´ınua per a xarxes scale-free aleato`ries, utilitzem una dis-
tribucio´ acumulativa
Pcum(z) ≡
∑
z′≥z
|Nn,k(z′)|/|Nn,k(z)| ∼ z1−γ ,
on z i z′ so´n punts de l’espectre discret de graus. Quan z = (n−1)
k−i+1−n+2
n−2 , hi ha
exactament (n − 1)ni−1 ve`rtexs amb grau z. El nombre de ve`rtexs amb aquest
grau o superior e´s
(n− 1)ni−1 + · · ·+ (n− 1)n+ (n− 1) + 1 = 1 + (n− 1)
i−1∑
j=0
nj = ni.
Aleshores, tenim z1−γ = ni/nk = ni−k. Per tant, per a k gran, ((n− 1)k−i)1−γ ∼
ni−k i
γ ∼ 1 + logn
log(n− 1) .
Per a n = 5, aixo` do´na el mateix valor de γ que en el cas de les xarxes jera`rquiques
introdu¨ıdes per Ravasz i Baraba´si [81]. Es pot obtenir la seva xarxa a partir de
H5,k esborrant les arestes que uneixen les arrels de H
j
5,k−i, j 6= 0, 1 ≤ i ≤ k − 2.
A continuacio´ trobem la distribucio´ de clusterings dels ve`rtexs deHn,k. El coe-
ficient de clustering d’un grafGmesura la seva “connectivitat”. Aquest para`metre
s’utilitza per caracteritzar les xarxes petit mo´n i scale-free. El coeficient de clus-
tering d’un ve`rtex va ser introdu¨ıt per Watts i Strogatz [97] per quantificar el
concepte segu¨ent: per a tot ve`rtex v ∈ V = V (G) amb grau δv = |Γ(v)|, el
seu clustering c(v) es defineix com la fraccio´ de les
(
δv
2
)
arestes possibles entre
els ve¨ıns de v que estan presents en G. Me´s precisament, si ǫv = ‖〈Γ(v)〉‖ e´s el
nombre d’arestes entre els δv ve`rtexs adjacents a v, el seu coeficient de clustering
e´s
c(v) =
2ǫv
δv(δv − 1) , (4.13)
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Taula 4.1: Distribucions de graus i de clusterings de Hn,k
Tipus de ve`rtex Nu´m. ve`rtexs Grau Clustering
Hn,k arrel 1
(n−1)k+1−(n−1)
n−2
(n−2)2
(n−1)k+1−2(n−1)+1
Hαn,k−i arrels (n− 1)ni−1 (n−1)
k−i+1−(n−1)
n−2
(n−2)2
(n−1)k−i+1+(n−1)2−3(n−1)+1
i = 1, 2, . . . , k − 1,
α ∈ Zi
n
, αi 6= 0
+n− 2
Hn,k perife`rics (n− 1)k n + k − 2 (n−1)
2+(2k−3)(n−1)+2−2k
(n+k−2)(n+k−3)
Hαn,k−i perife`rics (n− 1)k−ini−1 n+ k − i− 2 (n−1)
2+(2k−2i−3)(n−1)+2+2i−2k
(n+k−i−2)(n+k−i−3)
i = 1, 2, . . . , k − 1,
α ∈ Zi
n
, αi 6= 0
mentre que el coeficient de clustering de G, denotat per c(G), e´s la mitjana de
c(v) sobre tots els ve`rtexs v de G:
c(G) =
1
|V |
∑
v∈V
c(v). (4.14)
Newman et al. [79] van donar una altra definicio´ de coeficient de clustering
de G:
c′(G) =
3 T (G)
τ(G)
(4.15)
on τ(G) i T (G) so´n, respectivament, el nombre de triangles (subgrafs isomorfs
a K3) i el nombre de triples (subgrafs isomorfs al camı´ de 3 ve`rtexs) de G. Un
triple en un ve`rtex v e´s un 3-camı´ amb ve`rtex central v. Aleshores, el nombre de
triples a v e´s
τ(v) =
(
δv
2
)
=
δv(δv − 1)
2
. (4.16)
El nombre total de triples de G es denota per τ(G) =
∑
v∈V τ(v). Si utilitzem
aquests para`metres, el coeficient de clustering d’un ve`rtex v tambe´ es pot escriure
com c(v) = T (v)
τ(v)
, on T (v) =
(
δv
2
)
e´s el nombre de triangles de G que contenen el
ve`rtex v. D’aqu´ı obtenim que c(G) = c′(G) si i nome´s si
|V | =
∑
v∈V τ(v)∑
v∈V T (v)
∑
v∈V
T (v)
τ(v)
.
Aixo` es compleix per a grafs regulars o en grafs en els quals tots els ve`rtexs tenen
el mateix coeficient de clustering. De fet, c′(G) ja era conegut en el context de
xarxes socials com coeficient de transitivitat.
72 4 Xarxes jera`rquiques
Primer calculem el coeficient de clustering i despre´s el de transitivitat.
Proposicio´ 4.1.9. La distribucio´ de clusterings de Hn,k e´s la segu¨ent:
(a) L’arrel r de Hn,k te´ clustering
c(r) =
(n− 2)2
(n− 1)k+1 − 2n+ 3 .
(b) El clustering de les arrels rαk−i de cadascun dels (n−1)ni−1 subgrafs Hαn,k−i,
amb i = 1, 2, . . . , k − 1, α = α1α2 . . . αi ∈ Zin i αi 6= 0, e´s
c(rαk−i) =
(n− 2)2
(n− 1)nk−i+1 + (n− 1)2 − 3n+ 4 .
(c) El clustering dels (n− 1)k ve`rtexs perife`rics p de Hn,k e´s
c(p) =
(n− 1)2 + (2k − 3)(n− 1) + 2− 2k
(n+ k − 2)(n+ k − 3) .
(d) El clustering dels (n−1)k−ini−1 ve`rtexs perife`rics pαk−i dels subgrafs Hαn,k−i,
amb i = 1, 2, . . . , k − 1, α = α1α2 . . . αi ∈ Zin i αi 6= 0, e´s
c(pαk−i) =
(n− 1)2 + (2k − 2i− 3)(n− 1) + 2 + 2i− 2k
(n + k − i− 2)(n+ k − i− 3) .
Demostracio´. Demostrem nome´s tres dels casos, ja que la demostracio´ de
l’altre cas e´s similar.
(a) Com que l’arrel de Hn,k e´s adjacent a
∑k
i=1(n−1)i ve`rtexs amb grau n−2,
el seu clustering e´s
c(r) =
n−2
2
(n−1)k+1−n+1
n−2
1
2
(n−1)k+1−n+1
n−2
(
(n−1)k+1−n+1
n−2 − 1
) = (n− 2)2
(n− 1)k+1 − 2n+ 3 .
(b) Les arrels de Hαn,k−i (i = 1, 2, . . . , k − 1, αi 6= 0) tenen clustering
c(rαk−i) =
n−2
2
(n−1)k−i+1−n+1
n−2 +
(n−2)(n−3)
2
1
2
(
(n−1)k−i+1−n+1
n−2 + n− 2
)(
(n−1)k−i+1−n+1
n−2 + n− 3
)
=
(n− 2)2
(n− 1)k−i+1 + (n− 1)2 − 3n+ 4 .
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Figura 4.5: El coeficient de clustering de Hn,k per a n = 4, 6, . . . 20.
(d) El clustering dels ve`rtexs perife`rics de Hαn,k−i (i = 1, 2, . . . , k − 1, αi 6= 0),
e´s
c(pαk−i) =
(n−1)(n−2)
2
+ (n− 2)(k − i− 1)
1
2
(n+ k − i− 2)(n+ k − i− 3)
=
(n− 1)2 + (2k − 2i− 3)(n− 1) + 2 + 2i− 2k
(n+ k − i− 2)(n+ k − i− 3) .
En particular, observem que, per a i = k− 1, els ve`rtexs perife`rics de Hαn,1,
amb α 6= 0, tenen clustering (n−1)2−n+1
(n−1)n = 1.
2
Els resultats anteriors sobre la distribucio´ de clusterings estan resumits a la
taula 4.1. A partir d’aquests resultats podem calcular el coeficient de clustering
de Hn,k, el qual esta` representat a la figura 4.5.
Per a tots els graus, el clustering dels ve`rtexs corresponents e´s inversament
proporcional al grau. Aleshores, la distribucio´ de clusterings verifica c(z) ∼ z−1.
Segons Baraba´si i Oltvai [9], aixo` es considera la signatura de la modularitat
jera`rquica. Una altra caracter´ıstica rellevant del clustering de Hn,k e´s que, per
a k prou gran, tendeix a un valor constant amb k. Me´s concretament, per a n
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Figura 4.6: Comparacio´ entre el valor exacte del clustering de H60,k (l´ınia negra) i
l’aproximacio´ asimpto`tica (l´ınia gris).
gran, tendeix molt ra`pidament a un valor constant quan k →∞:
c(Hn,k) ∼ capp(Hn,k) = 1− 1
n
− 1
n
k∑
i=1
(
1− 1
n
)i(
i
n+ i
)2
.
Vegeu la figura 4.6. Aquest valor correspon a la contribucio´ dels ve`rtexs perife`rics
de Hαn,k−i (i = 1, 2, . . . , k − 1, α ∈ Zin, αi 6= 0), ja que la contribucio´ al clustering
de Hn,k dels altres ve`rtexs tendeix a zero quan n, k →∞.
Aquest valor constant del clustering (el qual e´s independent de l’ordre del
graf), juntament amb el valor de γ de la distribucio´ potencial de graus, e´s una
bona caracteritzacio´ de les xarxes jera`rquiques modulars. Algunes observacions en
xarxes metabo`liques de diferents organismes mostren que so´n altament modulars
i que tenen aquestes propietats (vegeu [9, 82]).
Per trobar el coeficient de transitivitat necessitem calcular el nombre de tri-
angles i el nombre de triples del graf.
Proposicio´ 4.1.10. El nombre de triangles Tn,k de Hn,k e´s:
Tn,k =
1
2
(n− 2)
(
1− n
3
− (n− 1)k+1 + 2
3
nk(2n− 3)
)
.
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Demostracio´. Quan constru¨ım Hn,k a partir de n co`pies de Hn−1,k, les ad-
jace`ncies (4.1) i (4.2) introdueixen (n− 1)k−1(n−1
2
)
i
(
n−1
3
)
nous triangles, respec-
tivament. Aleshores,
Tn,k = nTn,k−1 + (n− 1)k−1
(
n− 1
2
)
+
(
n− 1
3
)
.
Si apliquem recursivament aquesta fo´rmula i tenim en compte que Tn,1 =
(
n
3
)
,
obtenim el resultat. 2
A me´s a me´s, a partir dels resultats de la proposicio´ 4.1.8 (o la taula 1) sobre
el nombre de ve`rtexs de cada grau, tenim el resultat segu¨ent per al nombre de
triples (ometem explicitar la fo´rmula degut a la seva llarga`ria):
Proposicio´ 4.1.11. El nombre de triples τn,k de Hn,k e´s:
τn,k=
(
δ(r)
2
)
+(n−1)∑k−1i=1 ni−1(δ(rαk−i)2 )+(n−1)k(δ(p)2 )+∑k−1i=1 (n−1)k−ini−1(δ(pαk−i)2 ).
El coeficient de transitivitat s’obte´ dels dos resultats anteriors i, com mostra
la figura 4.7, tendeix ra`pidament a zero quan k →∞.
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4.1.5 Conclusions
En aquesta seccio´ hem presentat una famı´lia de grafs, la qual generalitza les
xarxes jera`rquiques introdu¨ıdes per Ravasz et al. [82]. La nostra famı´lia de grafs
combina una estructura modular amb una topologia scale-free per tal de mod-
elitzar les estructures modulars associades a organismes vius, xarxes socials i
xarxes te`cniques (com, per exemple, Internet). Per als grafs proposats, donem
un algorisme d’encaminament. A me´s a me´s, hem calculat el radi, el dia`metre i
les distribucions de graus i de clusterings. Hem vist que aquests grafs so´n scale-
free amb un exponent de la llei potencial que depe`n del graf complet inicial, que
la distribucio´ de clusterings c(z) e´s inversament proporcional al grau i que el co-
eficient de clustering no depe`n de l’ordre del graf, com passa en moltes xarxes
associades a sistemes reals [9, 81, 82]. Finalment, e´s important esmentar que la
nostra definicio´ de xarxa jera`rquica es pot generalitzar si agafem el conjunt de
ve`rtexs Zn1×Zn2×· · ·×Znk (en lloc de Zkn). En aquest cas, tots els resultats sobre
l’algorisme d’encaminament i els para`metres me`trics so´n va`lids sense canvis.
4.2 El producte jera`rquic de grafs
En aquesta seccio´ introdu¨ım una nova operacio´ de grafs, que anomenem producte
jera`rquic, que e´s una generalitzacio´ del producte cartesia` i que permet la construc-
cio´ de famı´lies de grafs que presenten jerarquia. Com a consequ¨e`ncia, el producte
jera`rquic hereta algunes de les ben conegudes propietats del producte cartesia`,
com presentar un dia`metre redu¨ıt i algorismes d’enrutament simples. El nom que
hem escollit per a aquesta nova operacio´ esta` inspirat en la forta jerarquia en el
grau dels ve`rtexs del graf resultant (vegeu la figura 4.9). Un exemple de producte
jera`rquic e´s l’arbre determin´ıstic de Jung et al. [64], el qual correspon al cas en
que` tots els factors so´n grafs estrella (vegeu la figura 4.8). Els grafs jera`rquics
proposats per Noh [80] i per Ravasz et al. [81, 82] tambe´ es poden relacionar amb
el producte jera`rquic de grafs complets.
En l’estudi d’aquestes construccions, un tema que te´ una importa`ncia especial
e´s el ca`lcul de l’espectre. El motiu e´s que el coneixement dels valors propis d’un
graf ens do´na informacio´ molt rellevant sobre alguns para`metres estructurals.
Una te`cnica molt utilitzada en aquest sentit e´s l’estudi de l’entrellac¸at dels valors
propis, problema que ha estat estudiat per Haemers [59] i Fiol [48], entre altres.
Aquesta seccio´ es divideix en tres parts. A la primera definim el producte
jera`rquic i n’estudiem les propietats principals, com ara la jerarquia dels ve`rtexs
i els principals para`metres me`trics (excentricitat, radi, dia`metre i dista`ncia mit-
jana). A la segona part estudiem algunes propietats algebraiques del producte
jera`rquic. En particular, demostrem un resultat sobre l’espectre del graf obtingut
amb el producte jera`rquic de dos grafs qualssevol i de la pote`ncia jera`rquica (com
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Figura 4.8: El producte jera`rquic S3 ⊓ S2 ⊓ S3.
a producte jera`rquic repetit) d’un graf donat. Concretament, estudiem l’espectre
de l’hiperarbre Tm (que e´s el producte jera`rquic de diverses co`pies del graf com-
plet de dos ve`rtexs), el qual e´s un bon exemple de graf amb tots els seus valors
propis diferents. A la darrera part definim el producte jera`rquic generalitzat i
trobem algunes de les seves propietats.
La nostra publicacio´ relacionada amb aquest tema e´s [13].
4.2.1 Definicio´ i propietats ba`siques
Siguin Gi = (Vi, Ei), per a i = 1, 2, . . . , N , N grafs amb conjunts de ve`rtexs
Vi, amb un ve`rtex distingit o arrel amb l’etiqueta 0. El producte jera`rquic H =
GN ⊓ · · · ⊓ G2 ⊓ G1 e´s el graf amb ve`rtexs xN . . . x3x2x1, per a xi ∈ Vi, i arestes
definides per les adjace`ncies segu¨ents:
xN . . . x3x2x1∼

xN . . . x3x2y1 si y1∼x1 en G1,
xN . . . x3y2x1 si y2∼x2 en G2 i x1 = 0,
xN . . . y3x2x1 si y3∼x3 en G3 i x1 = x2 = 0,
...
...
yN . . . x3x2x1 si yN∼xN en GN i x1 = · · · = xN−1 = 0.
(4.17)
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L’estructura del graf obtingut H depe`n fortament dels ve`rtexs arrel dels fac-
tors Gi. Com a exemple, la figura 4.9 mostra els productes jera`rquics de dues i
quatre co`pies del graf complet K2. L’ordre escollit dels factors, amb els sub´ındexs
en ordre decreixent, e´s degut al fet que, quan Vi = {0, 1, . . . , b − 1}, els ve`rtexs
xN . . . x3x2x1 de H representen els primers b
N nombres en base b. Observem que,
amb ni = |Vi| i mi = |Ei|, el nombre de ve`rtexs de H e´s nH = nN . . . n3n2n1. A
me´s a me´s, el nombre d’arestes de G2 ⊓G1 e´s m2 + n2m1 i el de G3 ⊓G2 ⊓G1 e´s
m3+ n3(m2 + n2m1) = m3+ n3m2+ n3n2m1. En general, el nombre d’arestes de
H e´s
mH = mN +
N−1∑
k=1
mknk+1 · · ·nN .
El producte jera`rquic GN ⊓ · · · ⊓G2 ⊓G1 e´s un subgraf del producte cartesia`
GN 2 · · · 2G2 2G1. Aquest fet ens ha suggerit fer servir la notacio´ “⊓” per al
producte jera`rquic. Malgrat que el producte cartesia` e´s commutatiu i associatiu,
el producte jera`rquic compleix la propietat associativa (amb els ve`rtexs arrel
convenientment escollits), pero` no la propietat commutativa. A me´s a me´s, el
producte jera`rquic e´s distributiu per la dreta respecte a la unio´ de grafs.
Lema 4.2.1. El producte jera`rquic de grafs satisfa` les propietats segu¨ents:
(a) Associativa: si el ve`rtex arrel de G2 ⊓G1 es defineix com a 00, aleshores
G3 ⊓G2 ⊓G1 = G3 ⊓ (G2 ⊓G1) = (G3 ⊓G2) ⊓G1. (4.18)
(b) Distributiva per la dreta:
(G3 ∪G2) ⊓G1 = (G3 ⊓G1) ∪ (G2 ⊓G1). (4.19)
(c) Semi-distributiva per l’esquerra: si escollim el ve`rtex arrel de G2 ∪ G1 en
G2, aleshores
G3 ⊓ (G2 ∪G1) = (G3 ⊓G2) ∪ n3G1, (4.20)
on n3G1 = Kn3 ⊓G1 e´s el graf constitu¨ıt per n3 co`pies de G1.
Demostracio´. Per demostrar la primera igualtat en (4.18) (l’altra es de-
mostra de manera similar), nome´s cal mostrar que el ve`rtex x3(x2x1) te´ els
mateixos ve`rtexs adjacents en G3 ⊓ (G2 ⊓ G1) que el ve`rtex x3x2x1 te´ en G3 ⊓
G2 ⊓G1. De fet,
x3(x2x1) ∼

x3(y2y1) si (y2y1) ∼ (x2x1) en G2 ⊓G1, e´s a dir,
si
{
y1 ∼ x1 en G1 i y2 = x2,
y2 ∼ x2 en G2 i y1 = x1 = 0,
y3(x2x1) si y3 ∼ x3 en G3 i (x2x1) = 0, e´s a dir, x2 = x1 = 0.
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Aleshores, l’isomorfisme e´s simplement x3(x2x1) 7→ x3x2x1. 2
Com a consequ¨e`ncia, i com que clarament K1 ⊓G = G ⊓K1 = G, el conjunt
de grafs amb l’operacio´ bina`ria ⊓ e´s un semigrup amb element identitat K1 (e´s a
dir, un monoide). Una consequ¨e`ncia directa de les condicions d’adjace`ncia (4.17)
i del paper que fa K1 e´s el lema segu¨ent:
Lema 4.2.2. Sigui H = GN ⊓ · · · ⊓ G2 ⊓ G1. Per a una cadena donada z de
longitud apropiada (per exemple, z = 0 = 0 . . . 0), denotem per H〈zxk . . . x1〉
el subgraf de H indu¨ıt pel conjunt de ve`rtexs {zxk . . . x1|xi ∈ Vi, 1 ≤ i ≤ k}.
Definim H〈xN . . . xkz〉 ana`logament. Aleshores,
(a) H〈zxk . . . x1〉 = Gk ⊓ · · · ⊓G1 per a qualsevol z donat.
(b) H〈xN . . . xk0〉 = GN ⊓ · · · ⊓Gk.
(c) H〈xN . . . xkz〉 = (nN . . . nk)K1 per a z 6= 0.
Algunes altres propietats ba`siques que so´n heretades pel producte jera`rquic
de grafs so´n l’estructura d’arbre, el fet de ser bipartits i la planaritat (les de-
mostracions so´n consequ¨e`ncia directa de la definicio´).
La jerarquia dels ve`rtexs
Amb el producte jera`rquic obtenim grafs amb una forta jerarquia entre els seus
ve`rtexs. Concretament, com me´s zeros consecutius hi hagi a la dreta en l’etiqueta
d’un ve`rtex, me´s ve¨ıns (e´s a dir, me´s ve`rtexs adjacents) tindra` aquest ve`rtex. En
el llenguatge de la teoria de xarxes diem que els ve`rtexs amb un grau alt actuen
com a hubs.
Siguin Gi, per a i = 1, 2, . . . , N , N grafs els ve`rtexs arrel dels quals tenen
graus δi = δGi(0). Aleshores, un ve`rtex gene`ric del graf resultant del producte
jera`rquic H = GN ⊓ · · · ⊓ G1, que anomenem x = xNxN−1 . . . xk00 . . . 0, amb
xk 6= 0, te´ grau
δH(x) = δGk(xk) +
k−1∑
i=1
δi, (4.21)
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i hi ha (nk − 1)
∏N
i=k+1 ni ve`rtexs d’aquest tipus. A me´s a me´s, el grau del ve`rtex
arrel 0 = 00 . . . 0 en H e´s
δH(0) =
N∑
i=1
δi. (4.22)
En particular, si Gi = G i δi = δ per a tot i = 1, 2, . . . , N , aleshores H e´s el
graf pote`ncia jera`rquica GN = G ⊓ G ⊓ · · · ⊓ G, un graf de nN ve`rtexs els graus
del qual segueixen una llei de distribucio´ exponencial (vegeu la figura 4.10 com
un exemple amb G = K3 i N = 3). E´s a dir, la probabilitat que un ve`rtex escollit
aleato`riament tingui grau k e´s P(k) = γ−k, on γ e´s una constant. De fet, si G te´
ordre n, per a k = 1, . . . , N − 1, el graf pote`ncia GN te´ (n− 1)nN−k ve`rtexs amb
grau kδ i n ve`rtexs amb grau Nδ.
Per exemple, si G = K2, el producte jera`rquic Tm = K
m
2 , que anomenem
hiperarbre om-arbre (i que en algor´ısmica es coneix amb el nom d’arbre binomial)
te´ 2m−k ve`rtexs de grau k = 1, . . . , m− 1 i dos ve`rtexs de grau m (vegeu de nou
la figura 4.9(b) per al cas m = 4).
Ara demostrem que, si eliminem el ve`rtex arrel, el graf esdeve´ un graf no
connex, el nombre de components del qual creix amb el nombre de zeros.
Lema 4.2.3. Donat un producte jera`rquic de grafs, H = GN ⊓ · · · ⊓ G1, amb
N ≥ 2, denotem per H∗ = H−0 el graf H que s’obte´ despre´s d’eliminar el ve`rtex
arrel 0 = 00 . . . 0. Aleshores,
(GN ⊓ · · · ⊓G2 ⊓G1)∗ =
N⋃
k=1
(G∗k ⊓Gk−1 ⊓ · · · ⊓G1).
En particular, si Gi = K2, per a 1 ≤ i ≤ N , tenim
(KN2 )
∗ =
N−1⋃
k=0
Kk2
on, per conveni, K02 = K1.
Demostracio´. Per demostrar la primera igualtat, simplement apliquem re-
cursivament la fo´rmula (H2 ⊓ H1)∗ = (H∗2 ⊓ H1) ∪ H∗1 utilitzant la propietat
associativa del producte, segons el lema 4.2.2(a). Aleshores, la fo´rmula del graf
pote`ncia KN2 ve del paper que fa K
∗
2 = K1 com a element identitat. 2
4.2.2 Propietats me`triques
En aquesta seccio´ estudiem els para`metres me`trics me´s rellevants del producte
jera`rquic de grafs, e´s a dir, el radi, el dia`metre i la dista`ncia mitjana. Siguin
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Figura 4.10: Dues perspectives de la pote`ncia jera`rquica K33 .
Gi = (Vi, Ei), per a 1 ≤ i ≤ N , N grafs i siguin εi := excGi(0) les excentricitats
dels seus ve`rtexs arrel. Aleshores, l’excentricitat del ve`rtex arrel 0 = 00 . . . 0 de
H e´s
excH(0) =
N∑
i=1
εi. (4.23)
Respecte al dia`metre i el radi del producte jera`rquic H , tenim els resultats
segu¨ents:
Proposicio´ 4.2.4. Donat qualsevol conjunt de camins geode`sics ρi en Gi, per a
i = 1, . . . , N , existeix un camı´ geode`sic indu¨ıt ρ en H = GN ⊓ · · · ⊓G1. A me´s a
me´s, si el graf GN te´ radi rN i dia`metre DN , aleshores el radi i el dia`metre de H
so´n, respectivament,
rH = rN +
N−1∑
i=1
εi, (4.24)
DH = DN + 2
N−1∑
i=1
εi. (4.25)
Demostracio´. Suposem que tenim els camins geode`sics ρi de Gi, per a
i = 1, . . . , N . Aleshores, per als ve`rtexs vN , vN−1, . . . , vi+1, podem estendre ρi
al subgraf de H indu¨ıt pel subconjunt de ve`rtexs {vNvN−1 . . . vi+1xi0 . . . 0 | xi ∈
Vi} ⊂ VH . Per simplicitat, tambe´ anomenem ρi aquestes extensions.
Donats dos ve`rtexs arbitraris x,y de H , sigui z = xN . . . xk+1 el seu ma`xim
prefix comu´ (si k = N , aleshores z e´s la cadena buida). Aleshores, tenim x =
zxk . . . x1 i y = zyk . . . y1 amb xk 6= yk.
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Aixo` ens permet definir el segu¨ent camı´ geode`sic de x a y, on el s´ımbol ◦
denota concatenacio´ de camins:
ρ(x,y) = ρ1(zxk . . . x2x1, zxk . . . x20) ◦ ρ2(zxk . . . x20, zxk . . . 00) ◦ · · ·
· · · ◦ ρk(zxk0 . . . 0, zyk0 . . . 0) ◦ ρk−1(zyk0 . . . 0, zykyk−1 . . . 0) ◦ · · ·
· · · ◦ ρ1(zyk . . . y20, zyk . . . y2y1).
Observem que alguns d’aquests subcamins podrien ser buits. Aquesta darrera
expressio´ en termes de dista`ncies do´na lloc a
distH(x,y) = distGk(xk, yk) +
k−1∑
i=1
(distGi(xi, 0) + distGi(0, yi)). (4.26)
Per tant, aquest algorisme do´na el camı´ geode`sic ρ i una demostracio´ con-
structiva dels resultats del radi i del dia`metre. De fet, per a un ve`rtex fixat x, e´s
clar degut a (4.26) que existeix un ve`rtex y amb yN 6= xN (k = N) tal que
excH(x) = distH(x,y) = excGN (xN) +
N−1∑
i=1
(distGi(xi, 0) + εi). (4.27)
Aleshores, l’excentricitat mı´nima (el radi) s’assoleix quan x = xN00 . . . 0 i
excGN (xN ) = rN (aquests ve`rtexs constitueixen el centre de H), cosa que de-
mostra (4.24). L’excentricitat ma`xima (el dia`metre) s’assoleix per a qualsevol
ve`rtex xNxN−1 . . . x1 que satisfaci excGN (xN) = DN i distGi(xi, 0) = εi, per a
1 ≤ i ≤ N − 1, cosa que demostra (4.25). 2
Respecte a la dista`ncia mitjana del producte jera`rquic, per simplicitat donem
un resultat per al cas de dos factors. El cas de me´s factors es pot resoldre aplicant
recursivament aquest resultat a causa de la propietat associativa (4.18). Primer
introdu¨ım la notacio´ segu¨ent: per a un graf donat G = (V,E) amb ordre n i un
ve`rtex arrel, diguem-ne 0, d0G denota la dista`ncia mitjana entre 0 i tots els altres
ve`rtexs de G (incloent-hi el mateix 0), e´s a dir, d0G =
1
n
∑
v∈V distG(0, v).
Proposicio´ 4.2.5. Siguin G1, G2 dos grafs amb ordres ni = |Vi|, ve`rtex arrel 0,
dista`ncia mitjana local (des del 0) d0i = d
0
Gi
i dista`ncia mitjana (esta`ndard global)
di, per a i = 1, 2. Aleshores, el seu producte jera`rquic H = G2 ⊓ G1, amb ordre
n = n1n2 i ve`rtex arrel 00, te´ els para`metres segu¨ents:
d00H = d
0
1 + d
0
2, (4.28)
dH =
1
n− 1
[
(n1 − 1)d1 + n1(n2 − 1)(d2 + 2d01)
]
. (4.29)
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Demostracio´. En el ca`lcul de les dista`ncies enH , distingim dos casos, segons
que els dos ve`rtexs estiguin o no en la mateixa co`pia de Gk, per a k = 1, 2.
Aleshores, utilitzant (4.26) tenim:
dH =
1(
n
2
) (∑
x2
∑
x1,y1
distH(x2x1, x2y1) +
∑
x2 6=y2
∑
x1,y1
distH(x2x1, y2y1)
)
=
1(
n
2
)n2 ∑
x1 6=y1
distG1(x1, y1)
+
1(
n
2
) ∑
x2 6=y2
∑
x1,y1
[distG2(x2, y2) + distG1(x1, 0) + distG1(0, y1)]
=
1(
n
2
) (n2(n1
2
)
d1+
∑
x2 6=y2
n21 distG2(x2, y2)+
∑
x1,y1
[distG1(x1, 0)+distG1(0, y1)]
)
=
1(
n
2
) (n2(n1
2
)
d1+ n
2
1
(
n2
2
)
d2+
(
n2
2
)∑
x1
[n1 distG1(x1, 0)+
∑
y1
distG1(0, y1)]
)
=
1(
n
2
) (n2(n1
2
)
d1 + n
2
1
(
n2
2
)
d2 +
(
n2
2
)
n21d
0
1 +
(
n2
2
)∑
x1
n1 distG1(0, y1)
)
=
1(
n
2
) (n2(n1
2
)
d1 + n
2
1
(
n2
2
)
d2 + 2
(
n2
2
)
n21d
0
1
)
,
cosa que do´na (4.29). 2
Com a corol.lari, donem el segu¨ent resultat respecte a la N -e`sima pote`ncia
jera`rquica GN = G ⊓G⊓ N· · · ⊓G.
Corol.lari 4.2.6. Sigui G un graf amb n ve`rtexs, ve`rtex arrel 0 amb excentricitat
ε i dista`ncia mitjana local d0. Siguin r, D i d, el radi, el dia`metre i la dista`ncia
mitjana de G, respectivament. Aleshores, la N-e`sima pote`ncia jera`rquica GN ,
per a N ≥ 2, amb ve`rtex arrel 0, te´ els para`metres segu¨ents:
(a) Excentricitat i dista`ncia mitjana local:
excN (0) = Nε; d
0
N = Nd
0;
(b) Radi i dia`metre:
rN = r + (N − 1)ε; DN = D + 2(N − 1)ε;
(c) Dista`ncia mitjana:
dN = d+ 2
(
(N − 1)nN + 1
nN − 1 −
1
n− 1
)
d0.
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Demostracio´. La primera igualtat de l’apartat (a) i els resultats de l’apartat
(b) so´n consequ¨e`ncies directes de l’equacio´ (4.23) i de la proposicio´ 4.2.4. La
segona igualtat de l’apartat (a) s’obte´ fa`cilment aplicant (4.28) recursivament i
utilitzant la llei associativa. Finalment, la mateixa te`cnica es pot utilitzar per
demostrar l’apartat (c) a partir de l’equacio´ (4.29). De fet, ja que GN = GN−1⊓G,
l’equacio´ (4.29) do´na la segu¨ent fo´rmula recursiva (on d1 = d i d
0
1 = d
0):
dN =
n(nN−1 − 1)
nN − 1 dN−1 +
n− 1
nN − 1d1 +
n(nN−1 − 1)
nN − 1 2d
0
1
=
n(nN−1 − 1)
nN − 1
(
n(nN−2 − 1)
nN−1 − 1 dN−2 +
n− 1
nN−1 − 1d1 +
n(nN−2 − 1)
nN−1 − 1 2d
0
1
)
+
n− 1
nN − 1d1 +
n(nN−1 − 1)
nN − 1 2d
0
1 = · · ·
=
nN−1(n− 1)
nN − 1 d1 +
nN−1 − 1
nN − 1 d1
+
1
nN − 1
(
(N − 1)nN − nN−1 − nN−2 − · · · − n) 2d01
= d1 +
(
(N − 1)nN + 1
nN − 1 −
1
n− 1
)
2d01.
2
En particular, observem que, quan N augmenta, la dista`ncia mitjana del graf
pote`ncia N -e`sima e´s
dN ∼ d+ 2d0
(
N − n
n− 1
)
cosa que, per a valors grans de n, do´na una dista`ncia mitjana de l’ordre de
dN ∼ d+ 2Nd0.
Exemple 4.2.7. El graf complet K2 te´ radi i dia`metre r = D = 1, dista`ncia
mitjana local d0 = 1
2
i dista`ncia mitjana d = 1. Aleshores, l’hiperarbre Tm = K
m
2 ,
amb ordre 2m i ve`rtex arrel 0, te´ els para`metres segu¨ents:
(a) excm(0) = m; d
0
m =
m
2
;
(b) rm = m; Dm = 2m− 1;
(c) dm =
m2m
2m−1 − 1 ∼ m− 1.
4.2.3 Propietats espectrals
En aquesta seccio´ estudiem algunes propietats algebraiques del producte jera`rquic
en termes de les propietats dels grafs que formen el producte. En particular,
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trobem alguns resultats sobre l’espectre d’alguns productes jera`rquics de dos grafs
diferents i sobre la pote`ncia jera`rquica (com a producte repetit) d’un graf donat.
Comencem recordant que el producte de Kronecker de dues matrius A =
(aij) i B, normalment denotat per A ⊗B, e´s la matriu obtinguda reemplac¸ant
cada entrada aij per la matriu aijB per a tot i i j. Recordem tambe´ que el
producte de Kronecker, en general, no e´s commutatiu. Tanmateix, si A i B
so´n matrius “quadrades”, A ⊗ B i B ⊗ A so´n permutacio´ similar, cosa que
s’escriu A ⊗ B ∼= B ⊗ A; e´s a dir, que existeix una matriu permutacio´ P tal
que A ⊗B = P (B ⊗A)P⊤. En el llenguatge de grafs, si les dues matrius so´n
matrius d’adjace`ncia, diem que els grafs corresponents so´n isomorfs. El producte
de Kronecker ens permet donar la matriu d’adjace`ncia del producte jera`rquic de
dos grafs en el lema segu¨ent:
Lema 4.2.8. Siguin G1, G2 dos grafs amb ni ve`rtexs i amb matrius d’adjace`ncia
Ai, per a i = 1, 2. Aleshores, la matriu d’adjace`ncia del producte jera`rquic
H = G2 ⊓G1, amb un etiquetatge apropiat dels seus ve`rtexs, es pot escriure com
a
AH = A2 ⊗D1 + I2 ⊗A1 (4.30)
∼= D1 ⊗A2 +A1 ⊗ I2 (4.31)
on D1 = diag(1, 0, . . . , 0) i I2 (la matriu identitat) tenen mida n1×n1 i n2×n2,
respectivament.
Per exemple, sigui G un graf d’ordre N i considerem el producte H = G⊓Kn.
Aleshores,
AH = D1 ⊗AG +AKn ⊗ IN =

AG IN · · · IN
IN 0 · · · IN
...
...
...
IN IN · · · 0
 , (4.32)
on AH e´s una matriu n× n de N ×N blocs.
En el nostre estudi utilitzem el segu¨ent resultat de Silvester [87]:
Teorema 4.2.9. Sigui R un subanell commutatiu de F n×n, el conjunt de totes
les matrius n × n sobre un cos F (o anell commutatiu), i sigui M ∈ Rm×m.
Aleshores,
detF M = detF (detRM),
(el sub´ındex indica on es calcula el determinant).
Aixo` ens permet calcular el determinant d’una matriu de 2× 2 blocs:
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Corol.lari 4.2.10. Sigui M =
(
A B
C D
)
una matriu en blocs, on A,B,C,D
so´n matrius n× n en un cos en el qual commuten dos a dos. Aleshores,
detM = det(AD −BC).
Propietats espectrals de G ⊓Kℓ2
Aqu´ı estudiem el polinomi caracter´ıstic i l’espectre de G ⊓Kℓ2. Comencem amb
H = G⊓K2. Si G te´ ordre n i matriu d’adjace`ncia A, la matriu d’adjace`ncia de
H e´s
AH =
(
A In
In 0
)
, (4.33)
amb polinomi caracter´ıstic
φH(x) = det(xI2n −AH) = det
(
xIn −A −In
−In xIn
)
.
Aleshores, utilitzant el corol.lari 4.2.10, tenim
φH(x) = det((x
2 − 1)In − xA)
= det(x[(x− 1
x
)In −A])
= xnφG(x− 1x), (4.34)
on φG e´s el polinomi caracter´ıstic de G. De fet, aquest resultat correspon al cas
particular (r = 2) d’un teorema de Cvetkovic et al. [43], que do´na el polinomi
caracter´ıstic del graf corresponent al nostre producte jera`rquic G⊓Sr, amb Sr =
K1,r−1 (el graf estrella de r ve`rtexs).
Tornant al nostre cas, com que φG e´s un polinomi mo`nic de grau n, el coeficient
de 1
xn
en φG(x − 1x) e´s 1 i, per tant, el terme constant de φH(x) tambe´ e´s 1. En
consequ¨e`ncia, 0 mai no sera` un valor propi de H . A me´s a me´s, obtenim el
resultat segu¨ent:
Proposicio´ 4.2.11. Sigui G un graf amb n ve`rtexs, amb espectre
spG = {λm00 , λm11 , . . . , λmdd }
on els super´ındexs denoten les multiplicitats (m0 = 1 si G e´s connex ) i λ0 < λ1 <
· · · < λd. Aleshores, l’espectre del producte jera`rquic H = G ⊓K2 e´s
spH = {λm000 , λm110 , . . . , λmdd0 , λm001 , λm111 , . . . , λmdd1 },
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Figura 4.11: Valors propis de G en funcio´ dels valors propis de H = G ⊓K2.
on
λ0i = f0(λi) =
λi−
√
λ2i+4
2
, λ1i = f1(λi) =
λi+
√
λ2i+4
2
(0 ≤ i ≤ d), (4.35)
i
λ00 < λ01 < · · · < λ0d < 0 < λ10 < λ11 < · · · < λ1d. (4.36)
Demostracio´. A partir de (4.34) i dels comentaris posteriors, tenim les im-
plicacions segu¨ents:
λ ∈ spH ⇔ φH(λ) = λnφG(λ− 1λ) = 0⇔ λ− 1λ ∈ spG.
Aleshores, per a cada λi ∈ spG obtenim dos valors propis de H , els quals so´n les
solucions λi0 = f0(λi) i λi1 = f1(λi) de l’equacio´ de segon grau λ
2 − λiλ− 1 = 0
(que prove´ de λi = λ− 1λ), que satisfan
λ0i =
λi−
√
λ2i+4
2
< 0 <
λi+
√
λ2i+4
2
= λ1i. (4.37)
A me´s a me´s, observem que λi < λi+1 implica que λ0i < λ0,i+1 i λ1i < λ1,i+1
(vegeu la figura 4.11 per a una “demostracio´ sense paraules” a l’estil del llibre de
Nelsen [75]). 2
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En particular, si G e´s bipartit, el seu espectre e´s sime`tric respecte al 0: λi =
−λd−i, i = 0, 1, . . . , ⌊d2⌋ (vegeu, per exemple, Biggs [20]), com passa amb H =
G ⊓K2 que te´ els valors propis
λ0i =
λi−
√
λ2i+4
2
=
−λd−i−
√
λ2
d−i+4
2
= −λ1,d−i (0 ≤ i ≤ ⌊d2⌋). (4.38)
Considerem ara el cas del producte mu´ltiple Hm = G ⊓Km2 , amb m ≥ 0, on,
per conveni, H0 = G. Pel lema 4.2.1, Hm = Hm−1 ⊓K2 i podem tractar aquest
cas recursivament, aplicant m vegades (4.34) o la proposicio´ 4.2.11.
Tanmateix, a partir d’una consequ¨e`ncia del teorema 4.2.9 (vegeu el lema
segu¨ent) podem obtenir alternativament la recurre`ncia per trobar el polinomi
caracter´ıstic φm de Hm.
Lema 4.2.12. Si p i q so´n polinomis arbitraris, aleshores
det
(
pIn − qA −qIn
−qIn pIn
)
= det((p2 − q2)In − p qA).
Aixo` ens do´na una doble relacio´ de recurre`ncia per a φm(x), obtinguda aplicant
recursivament el lema 4.2.12. La matriu d’adjace`ncia de Hm e´s
Am =
(
Am−1 Im−1
Im−1 0
)
(4.39)
per a m ≥ 1, on A0 = A e´s la matriu d’adjace`ncia de H0 = G i on Im denota la
matriu identitat de mida n2m × n2m (la mateixa mida que Am).
Proposicio´ 4.2.13. Sigui {pi, qi}i≥0 la famı´lia de polinomis que satisfan les rela-
cions de recurre`ncia
pi = p
2
i−1 − q2i−1 , (4.40)
qi = pi−1 qi−1 , (4.41)
amb condicions inicials p0 = x i q0 = 1. Aleshores, per a m ≥ 0, el polinomi
caracter´ıstic de Hm = G ⊓Km2 e´s
φm(x) = (qm(x))
n φ0
(
pm(x)
qm(x)
)
,
on φ0 e´s el polinomi caracter´ıstic de G.
Demostracio´. Com que q0(x) = 1 i p0(x) = x, el resultat es compleix
o`bviament per a m = 0. Sigui m ≥ 1. Primer provem que, per a tot i, 0 ≤ i ≤ m,
φm = det(piIm−i − qiAm−i). (4.42)
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La demostracio´ e´s per induccio´ sobre i. Per definicio´ del polinomi caracter´ıstic,
φm = det(xIm −Am) = det(p0Im−1 − q0Am−1)
i podem veure que (4.42) es compleix per a i = 0. Aleshores, suposem que es
compleix per a i− 1. Considerant l’estructura de Am en (4.39), tenim
φm = det(pi−1Im−i+1 − qi−1Am−i+1)
= det
(
pi−1Im−i+1 − qi−1
(
Am−i Im−i
Im−i 0
))
= det
(
pi−1Im−i − qi−1Am−i −qi−1Im−i
−qi−1Im−i pi−1Im−i
)
= det((p2i−1 − q2i−1)Im−i − pi−1qi−1Am−i)
= det(piIm−i − qiAm−i),
on hem utilitzat el lema 4.2.12 i les relacions de recurre`ncia de pi i qi.
En particular, el cas i = m do´na
φm(x) = det(pm(x)I0 − qm(x)A0)
= det
(
qm(x)
(
pm(x)
qm(x)
I0 −A0
))
= (qm(x))
n φ0
(
pm(x)
qm(x)
)
.
Aixo` completa la demostracio´. 2
L’espectre del producte gene`ric de dos termes
Teorema 4.2.14. Siguin G1 i G2 dos grafs amb ni ve`rtexs, matrius d’adjace`ncia
Ai i polinomis caracter´ıstics φi(x), i = 1, 2. Suposem que G1 te´ el ve`rtex arrel
0 i considerem el graf G∗1 = G1 − 0, amb matriu d’adjace`ncia A∗1 i polinomi
caracter´ıstic φ∗1. Aleshores, el polinomi caracter´ıstic φH(x) del producte jera`rquic
H = G2 ⊓G1 e´s:
φH(x) = (φ
∗
1(x))
n2φ2
(
φ1(x)
φ∗1(x)
)
. (4.43)
Demostracio´. Sense perdre generalitat, podem indexar les files (i columnes)
de Ai com a 0, 1, 2, . . . i suposar que els ve`rtexs adjacents al ve`rtex arrel 0 en G1,
amb grau δ, so´n 1, 2, . . . , δ. Aleshores, utilitzant (4.31), la matriu d’adjace`ncia de
H es pot escriure com una matriu n1× n1 en blocs, on cada bloc te´ mida n2× n2
(compareu la segu¨ent matriu d’adjace`ncia amb (4.33)):
AH =D1 ⊗A2 +A1 ⊗ I2 =
(
A2 B
B⊤ A∗1 ⊗ I2
)
,
90 4 Xarxes jera`rquiques
on
B =
(
I2
(δ)· · · · · · I2 0 0 · · · · · · 0
)
.
Aleshores, el polinomi caracter´ıstic de H e´s
φH(x) = det(xI −AH) = det
(
xI2 −A2 −B
−B⊤ (xI∗1 −A∗1)⊗ I2
)
,
on els n21 blocs so´n de tres tipus: un e´s del tipus xI2 −A2, n1 − 1 so´n del tipus
xI2 i m1 so´n del tipus −I2, on m1 e´s el nombre d’arestes de G1. Per tant, podem
aplicar el teorema 4.2.9 (ja que tots els blocs commuten dos a dos) i obtenim φH
calculant el determinant en Rn2×n2 expandint per la primera fila els blocs de B:
φH(x) = det([xI2 −A2]φ∗1(x)I2 + φ1(x)I2 − xI2φ∗1(x))
= det(φ1(x)I2 − φ∗1(x)A2)
= det
(
φ∗1(x)
[
φ1(x)
φ∗1(x)
I2 −A2
])
= (φ∗1(x))
n2φ2
(
φ1(x)
φ∗1(x)
)
,
com vol´ıem demostrar. 2
De fet, Schwenk [85] va donar una demostracio´ molt me´s llarga d’aquest re-
sultat en un altre context, sense esmentar l’operacio´ subjacent de grafs.
Tenim un cas particular interessant quan G1 e´s un graf camı´-regular (vegeu
Godsil [58]), perque` l’anomenada funcio´ caracter´ıstica local (vegeu l’article de
Fiol i Mitjana [51]) e´s la mateixa per a cada ve`rtex i
φ∗1(x) =
1
n1
φ′1(x),
on, com e´s usual, la prima indica derivacio´.
Corol.lari 4.2.15. Amb la mateixa notacio´, si G1 e´s un graf camı´-regular, tenim
φH(x) =
(
φ′1(x)
n1
)n2
φ2
(
n1φ1(x)
φ′1(x)
)
. (4.44)
Alguns exemples ben coneguts de grafs camı´-regular so´n els grafs ve`rtex-
transitius i els grafs dista`ncia-regulars. Un cas particular interessant el trobem
quan G2 e´s el graf complet Kn.
Corol.lari 4.2.16. Sigui G un graf d’ordre n2 = N i polinomi caracter´ıstic φG.
Aleshores el polinomi caracter´ıstic de H = G ⊓Kn e´s:
φH(x) = (x+ 1)
N(n−2)(x− n + 2)NφG
(
(x+ 1)(x− n+ 1)
(x− n+ 2)
)
.
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Figura 4.12: Dues perspectives del producte jera`rquic generalitzat K33 amb U1 = U2 =
{0, 1}.
Demostracio´. Apliquem l’equacio´ (4.44) amb n1 = n, el polinomi carac-
ter´ıstic de Kn
φ1 = (x− n + 1)(x+ 1)n−1
amb
φ′1 = (x+ 1)
n−1 + (n− 1)(x− n+ 1)(x+ 1)n−2.
2
4.2.4 El producte jera`rquic generalitzat
Una generalitzacio´ natural del producte jera`rquic e´s la segu¨ent: donats N grafs
Gi = (Vi, Ei) i uns subconjunts (no buits) de ve`rtexs Ui ⊆ Vi, i = 1, 2, . . . , N − 1,
el producte jera`rquic generalitzat H = GN ⊓ · · · ⊓ G2(U2) ⊓ G1(U1) e´s el graf
amb conjunt de ve`rtexs VN × · · · × V2 × V1, com abans, i adjace`ncies (vegeu la
figura 4.12):
xN . . . x3x2x1∼

xN . . . x3x2y1 si y1∼x1 en G1,
xN . . . x3y2x1 si y2∼x2 en G2 i x1 ∈ U1
xN . . . y3x2x1 si y3∼x3 en G3 i xi ∈ Ui, i = 1, 2
...
...
yN . . . x3x2x1 si yN∼xN en GN i xi ∈ Ui, i = 1, 2, . . . , N− 1.
En particular, els dos casos extrems so´n els segu¨ents:
• Si tots els Ui so´n singletons (grafs d’un sol ve`rtex), per a tot 1 ≤ i ≤ N−1,
aleshores el graf resultant e´s el producte jera`rquic (esta`ndard), en el qual
els singletons corresponen a les arrels dels diferents factors.
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Figura 4.13: Cicle hamiltonia` en H = G2 ⊓G1(U1) a trave´s de tres co`pies de G2 i n2
co`pies de G1.
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Figura 4.14: Cicle hamiltonia` en H = G2 ⊓G1(U1) a trave´s de dues co`pies de G2 i n2
co`pies de G1 quan n2 e´s parell.
• Si Ui = Vi per a tot 1 ≤ i ≤ N−1, aleshores, el graf resultant e´s el producte
cartesia` de Gi.
Altres possibles generalitzacions del producte jera`rquic s’obtenen utilitzant
una factoritzacio´ apropiada dels grafs Gi. D’aquesta manera, es poden obtenir
productes jera`rquics amb algunes propietats determinades, com una alta connec-
tivitat o una distribucio´ de graus espec´ıfica (per exemple, scale-free).
Observem que el producte jera`rquic pot definir-se tambe´ per a grafs infinits i
per a digrafs.
Cicles hamiltonians
E´s ben conegut que el producte cartesia` de grafs hamiltonians G = G12G2 e´s
tambe´ hamiltonia` (vegeu, per exemple, Bermond [19]). Com hem dit abans,
aquest producte correspon al nostre producte jera`rquic G2⊓G1(U1) quan U1 = V1.
Aqu´ı demostrem que un resultat similar val en condicions molt menys restrictives
relatives als subconjunts Ui.
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Proposicio´ 4.2.17. Si els grafs Gi = (Vi, Ei), i = 1, 2, so´n hamiltonians i el graf
indu¨ıt pels ve`rtexs en U1 ⊂ V1 te´ un camı´ P3 contingut en el cicle hamiltonia` de
G1, aleshores el producte jera`rquic generalitzat H = G2 ⊓G1(U1) e´s hamiltonia`.
Demostracio´. La construccio´ d’un cicle hamiltonia` en H a partir de cicles
hamiltonians en G1 i G2 no e´s res me´s que la versio´ per a grafs de la utilitzada en
la demostracio´ dels teoremes 2.1.12 i 3.4.1. Concretament, un cicle hamiltonia` en
H es construeix unint adequadament n2 quasicicles hamiltonians de subgrafs iso-
morfs a G1 amb 3 quasicicles hamiltonians de subgrafs isomorfs a G2 (anomenem
quasicicle un cicle menys algunes arestes), segons es mostra a la figura 4.13. 2
De fet, si n2 e´s parell tambe´ es compleix el segu¨ent resultat, la demostracio´
del qual ometem perque` e´s molt semblant a l’anterior (vegeu la figura 4.14).
Proposicio´ 4.2.18. Si els grafs Gi = (Vi, Ei), i = 1, 2, so´n hamiltonians, n2 =
|V2| e´s parell i el graf indu¨ıt pels ve`rtexs en U1 ⊂ V1 te´ una aresta continguda
en el cicle hamiltonia` de G1. Aleshores, el producte jera`rquic generalitzat H =
G2 ⊓G1(U1) e´s hamiltonia`.
Cap´ıtol 5
Hiperarbres i hiperarbres r-a`dics
En aquest cap´ıtol estudiem les propietats ba`siques i les espectrals d’una famı´lia
d’arbres, que hem anomenat hiperarbres, amb dues caracter´ıstiques destacables:
so´n subgrafs generadors de l’hipercub i els seus ve`rtexs presenten una forta jer-
arquia en les seves connexions. Els hiperarbres es poden definir recursivament a
partir de l’anomenat producte jera`rquic de grafs complets de dos ve`rtexs.
A la segona part del cap´ıtol estudiem els hiperarbres r-a`dics, que so´n una
generalitzacio´ dels hiperarbres. Aquests arbres s’obtenen a partir del producte
jera`rquic de camins de r ve`rtexs. En aquest cas, es tracta de subgrafs generadors
de la malla r-dimensional. Com en el cas dels hiperarbres, els seus ve`rtexs tambe´
presenten una forta jerarquia.
Els nostres articles relacionats amb aquest cap´ıtol so´n [14, 15].
5.1 Hiperarbres
5.1.1 Introduccio´
A la primera part del cap´ıtol estudiem les propietats ba`siques i les propietats
espectrals dels anomenats hiperarbres o arbres binomials, en el llenguatge que
s’utilitza en algor´ısmica (vegeu Cormen et al. [41]).
Definim l’hiperarbre de dimensio´ m Tm com el producte jera`rquic de m co`pies
de K2.
Entre altres propietats, l’hiperarbre e´s un bon exemple de graf amb tots
els seus valors propis diferents. Aquest fet comporta algunes consequ¨e`ncies es-
tructurals, com ara que el seu grup d’automorfismes sigui abelia` (vegeu Mow-
showitz [74]). De fet, mostrem que el grup d’automorfismes de Tm e´s el grup
sime`tric S2. Aixo`, juntament amb l’alt grau de jerarquia que presenta aquesta
famı´lia d’arbres, comporta propietats interessants en el seu espectre.
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Me´s concretament, a causa de la relacio´ de recurre`ncia que satisfa` el polinomi
caracter´ıstic de Tm, cada valor propi d’un hiperarbre d’una determinada dimensio´
do´na lloc a dos valors propis en l’hiperarbre de la dimensio´ segu¨ent. Per tant, hi
ha una forta relacio´ entre els valors propis (i els vectors propis) d’hiperarbres de
dimensions diferents.
A me´s de trobar els valors propis de Tm, estudiem el seu comportament
asimpto`tic i com estan distribu¨ıts en intervals definits pels valors propis de Tm′ ,
per a m′ < m.
Finalment, calculem els vectors propis de Tm, utilitzant te`cniques de Fiol
i Mitjana [50] i de Godsil [58], que es basen en l’obtencio´ d’una distribucio´ de
ca`rregues en els ve`rtexs de Tm a partir de la distribucio´ de ca`rregues en els ve`rtexs
de Tm−1.
5.1.2 Definicio´ i propietats ba`siques
Comencem el nostre estudi de l’hiperarbre donant-ne la definicio´.
Definicio´ 5.1.1. Donat un enter m > 0, l’hiperarbre Tm e´s l’arbre arrelat amb
el conjunt de ve`rtexs Zm2 i amb les adjace`ncies definides per la regla segu¨ent: dos
ve`rtexs so´n adjacents si i nome´s si les seves etiquetes difereixen en exactament
un d´ıgit i el ma`xim sufix comu´ e´s buit o conte´ nome´s zeros. El ve`rtex arrel de
Tm e´s 0 = 00 . . . 0.
De fet, aquesta definicio´ e´s equivalent a considerar el producte jera`rquic de
m co`pies de K2. E´s a dir, Tm = K
m
2 = K2⊓
m· · · ⊓K2, on l’operador “⊓ ” indica
aquest tipus de producte, el qual esta` definit en el cap´ıtol anterior. Per conveni,
considerem T0 = K1.
Com a exemple, la figura 5.1 mostra el producte jera`rquic de dos, quatre i sis
grafs isomorfs al graf complet K2.
Com que els grafs obtinguts del producte jera`rquic so´n subgrafs generadors
del corresponent producte cartesia`, tenim que Tm e´s un subgraf generador de
l’hipercub Qm. Recordem que Qm te´ el conjunt de ve`rtexs Z
m
2 i que dos ve`rtexs
so´n adjacents si i nome´s si difereixen exactament en un d´ıgit.
Notacio´ 5.1.2. Cada i = im−1 . . . i1i0 ∈ Zm2 pot ser vist com l’expressio´ en base
dos, de longitud m, de i =
∑m−1
k=0 ik2
k, amb i ∈ {0, 1, . . . , 2m− 1}. En particular,
considerem els ve`rtexs de Tm etiquetats amb els nombres del conjunt anterior. En
aquest sentit, fem u´s de la identificacio´ i = i, ja que m esta` fixat. Per conveni,
considerem Z02 = {∅}, on ∅ representa la sequ¨e`ncia buida.
Vegem ara algunes propietats ba`siques de l’hiperarbre Tm, les quals es de-
dueixen del cap´ıtol anterior sobre el producte jera`rquic.
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0000
0010
0001
0011
0100
0101
0110
0111
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1001
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1100
1101
1110
1111
(a) (b)
(c)
000000
000010
000001
000011
000100
000101
000110
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001010
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010000
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010011
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010101
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010111
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011011
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011101
011110
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100010
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100011
100100
100101
100110
100111
101000
101010
101001
101011
101100
101101
101110
101111
110000
110010
110001
110011
110100
110101
110110
110111
111000
111010
111001
111011
111100
111101
111110
111111
Figura 5.1: Els hiperarbres T2 = K
2
2 , T4 = K
4
2 i T6 = K
6
2 .
• Per a m ≥ 0, l’hiperarbre Tm te´ ordre n = 2m i mida 2m − 1.
• Tm = Tm−1 ⊓K2 (ja que el producte jera`rquic compleix la propietat asso-
ciativa).
• T ∗m := Tm − 0 =
⋃m−1
k=0 Tk.
• Tm − e, on e e´s l’aresta {0, 10 m−1. . . 0}, e´s isomorf a la unio´ disjunta de dues
co`pies de Tm−1. De fet, aquestes co`pies de Tm−1 so´n els subgrafs indu¨ıts
pels conjunts de ve`rtexs V0 = {0w|w ∈ Zm−12 } i V1 = {1w|w ∈ Zm−12 }.
• Tm te´ 2 ve`rtexs de grau m i 2m−j ve`rtexs de grau j, per a 1 ≤ j ≤ m − 1.
E´s a dir,
– δ(0) = δ(10 m−1. . . 0) = m;
– δ(w100 j−1. . . 0) = j, per a tot w ∈ Zm−j2 i per a 1 ≤ j ≤ m− 1.
Com mostra el segu¨ent resultat, l’hiperarbre Tm e´s un cas particular de la
xarxa jera`rquica Hn,k, que hem vist en el cap´ıtol anterior. En efecte, per les
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condicions (4.3), (4.4) i (4.5), les adjace`ncies de la xarxa jera`rquica H2,m, amb el
mateix conjunt de ve`rtexs que Tm, so´n
x1x2 . . . xiαα . . .
(j)
α α . . . α ∼ x1x2 . . . xiαα . . .
(j)
α α . . . α, (5.1)
on α = α + 1 (mod 2), 0 ≤ i ≤ m− 1, i+ 1 ≤ j ≤ m.
Vegeu la figura 5.2, en la qual s’entreveu el resultat segu¨ent:
Proposicio´ 5.1.3. L’hiperarbre de dimensio´ m e´s isomorf a la xarxa jera`rquica
H2,m:
Tm ∼= H2,m.
Demostracio´. Comprovem que l’aplicacio´ Φ : V (H2,m) → V (Tm), definida
per
Φ(x1x2 . . . xm) = x1(x1 + x2)(x2 + x3) . . . (xm−1 + xm),
on l’aritme`tica e´s mo`dul 2, e´s un isomorfisme de H2,m a Tm. En efecte, les imatges
de dos ve`rtexs qualssevol adjacents en H2,m, segons (5.1), so´n tambe´ adjacents
en Tm, com es mostra a continuacio´:
Φ(x1x2 . . . xiαα . . .
(j)
α α . . . α)
= x1(x1 + x2) . . . (xi−1 + xi)(xi + α)2α . . .
(j)
2α 2α . . . 2α
= x1(x1 + x2) . . . (xi−1 + xi)(xi + α)0 . . .
(j)
0 0 . . . 0
∼ x1(x1 + x2) . . . (xi−1 + xi)(xi + α)0 . . .
(j)
1 0 . . . 0
= x1(x1 + x2) . . . (xi−1 + xi)(xi + α)2α . . .
(j)
(α + α) 2α . . . 2α
= Φ(x1x2 . . . xiαα . . .
(j)
α α . . . α).
2
De fet, es pot comprovar fa`cilment que l’aplicacio´ inversa Φ−1 : V (Tm) →
V (H2,m) e´s
Φ−1(x1x2 . . . xm) = x1(x1 + x2)(x1 + x2 + x3) . . . (x1 + x2 + · · ·+ xm).
Respecte a les simetries de l’hiperarbre, tenim el resultat segu¨ent:
Proposicio´ 5.1.4. Per a m ≥ 1, el grup d’automorfismes de l’hiperarbre Tm e´s
S2.
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0000 0000?
0001 0001?
0010 0011?
0011 0010?
0100 0110?
0101 0111?
0110 0101?
0111 0100?
1000 1100?
1001 1101?
1010 1111?
1011 1110?
1100 1010?
1101 1011?
1110 1001?
1111 1000?
H T2,4 4
Figura 5.2: H2,4 ∼= T4 = K42 .
Demostracio´. Sigui φ : Tm → Tm definit per φ(0i) = 1i i φ(1i) = 0i.
Aleshores, afirmem que Aut(Tm) = {Id, φ}. Per tant, hem de demostrar que φ
e´s l’u´nic automorfisme no trivial de Tm.
Primer mostrem que φ e´s un automorfisme de Tm. De la seva definicio´, queda
clar que φ e´s una bijeccio´ involutiva, e´s a dir, φ(φ(v)) = v per a tot ve`rtex v de
Tm. Ara siguin u i v dos ve`rtexs de Tm. Hem de veure que si u ∼ v, aleshores
φ(u) ∼ φ(v). Suposem, sense pe`rdua de generalitat, que u comenc¸a per zero.
Si u = 0 i v = 10 m−1. . . 0, aleshores φ(u) = v i φ(v) = u.
Altrament, v comenc¸a tambe´ per zero. Per simetria, podem considerar u =
0w0 j. . . 0 i v = 0w10 j−1. . . 0. En aquest cas, φ(u) = 1w0 j. . . 0 i φ(v) = 1w10 j−1. . . 0,
els quals so´n clarament adjacents en Tm.
Finalment, demostrem per induccio´ sobre m que φ e´s l’u´nic automorfisme no
trivial de Tm.
Per a m = 1, T1 = K2 i Aut(K2) = S2. Sigui ara m > 1. Com s’ha dit abans,
V0 = {0w|w ∈ Zm−12 } i V1 = {1w|w ∈ Zm−12 } indueixen dos subgrafs disjunts de
Tm, isomorfs a Tm−1. Denotem aquests subgrafs per G0 = G[V0] i G1 = G[V1].
Suposem que Aut(Tm−1) = {Id, φ} i sigui γ un automorfisme de Tm. A causa de
la sequ¨e`ncia de graus de Tm, tenim un dels dos casos segu¨ents:
• γ(0) = 0 i γ(10 m−1. . . 0) = 10 m−1. . . 0,
• γ(0) = 10 m−1. . . 0 i γ(10 m−1. . . 0) = 0.
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En el primer cas, γ e´s una aplicacio´ que fixa G0 i G1. A me´s a me´s, l’auto-
morfisme indu¨ıt deixa l’arrel fixa. Aleshores, per la hipo`tesi d’induccio´, γ = Id.
En el segon cas, γ e´s una aplicacio´ de G0 a G1 i de G1 a G0. Per a tot i ∈ Zm−12 ,
definim γ0 i γ1 de la manera segu¨ent:
• si γ(0i) = 1v, aleshores γ0(i) = v;
• si γ(1i) = 0w, aleshores γ1(i) = w.
Es pot comprovar fa`cilment que γ0 i γ1 so´n automorfismes de Tm−1 que deixen
l’arrel fixa. Per la hipo`tesi d’induccio´, γ0 = γ1 = Id. Aixo` implica que γ = φ,
cosa que completa la demostracio´. 2
5.1.3 Propietats espectrals
En aquesta seccio´, estudiem les propietats espectrals dels hiperarbres, en partic-
ular els valors propis (i el seu comportament asimpto`tic) i els vectors propis.
Valors propis
Denotem perAm i φm la matriu d’adjace`ncia i el polinomi caracter´ıstic de l’hiper-
arbre Tm. Aleshores, com que Tm = Tm−1 ⊓K2, l’equacio´ (4.33) (del cap´ıtol del
producte jera`rquic) es pot escriure com:
Am =
(
Am−1 I
I 0
)
, (5.2)
on la dimensio´ de cada bloc e´s 2m−1 × 2m−1, mentre que l’equacio´ (4.34) do´na la
segu¨ent fo´rmula de recurre`ncia:
φm(x) = x
2m−1φm−1(x− 1x). (5.3)
Per tant, resseguint el contingut i la demostracio´ de la proposicio´ 4.2.11, la relacio´
de recurre`ncia anterior implica que, si λi ∈ ev Tm−1, i ∈ Zm−12 , aleshores les dues
solucions de x− 1
x
= λi, e´s a dir, de
x2 − λi x− 1 = 0 (5.4)
pertanyen a ev Tm. Com s’ha esmentat en el cap´ıtol anterior, una notacio´ u´til per
a aquestes dues solucions e´s λ
0i i λ1i, ja que, utilitzant les funcions
f0(λ) :=
1
2
(λ−
√
λ2 + 4), f1(λ) :=
1
2
(λ+
√
λ2 + 4), (5.5)
es poden calcular com a λ
0i = f0(λi) i λ1i = f1(λi).
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m =0
m = 1
m = 2
m = 3
m = 4
m = 5
m = 6
0
-1 1
-1.618
-2.095
-2.496
1.618
2.095
2.496
-2.847 2.847
-3.163 3.163
Figura 5.3: El conjunt de valors propis de Tm per a 0 ≤ m ≤ 6.
A me´s a me´s, aplicant recursivament aquestes funcions comenc¸ant amb λ∅ :=
0, obtenim el conjunt complet dels valors propis ev Tm = {λi | i ∈ Zm2 } on, si
i = im−1im−2 . . . i0, aleshores
λi = (fim−1 ◦ · · · ◦ fi1 ◦ fi0)(0). (5.6)
Aquesta presentacio´ do´na un ordre natural, de manera que com me´s gran sigui el
nombre i, me´s gran sera` el valor propi λi. Per tant, tots els 2
m valors propis so´n
diferents, propietat que te´ consequ¨e`ncies de llarg abast. En particular, se sap que
en aquestes condicions tot automorfisme de Tm e´s involutiu i que el seu grup ha de
ser abelia` (vegeu Mowshowitz [74]). De fet, recordem que en la proposicio´ 5.1.4
hem demostrat Aut(Tm) = S2.
Tambe´, com que Tm e´s trivialment bipartit, el seu conjunt de valors propis e´s
sime`tric (vegeu Biggs [20]) i, aleshores, per a tot i ∈ Zm2 ,
λi = −λi, (5.7)
on i(= n − 1 − i) denota el complement de i (e´s a dir, l’operacio´ NOT d´ıgit a
d´ıgit). Per exemple, la figura 5.3 mostra l’espectre dels hiperarbres Tm per als
casos 0 ≤ m ≤ 6, i que cada valor propi en Tm−1 do´na lloc a dos valors propis en
Tm.
Com a resum de les propietats anteriors tenim el resultat segu¨ent, on hem
utilitzat la notacio´ decimal per als sub´ındexs.
Proposicio´ 5.1.5. L’hiperarbre Tm, per a m > 1, te´ tots els valors propis difer-
ents λm0 < λ
m
1 < · · · < λmn−1, amb n = 2m, els quals satisfan la relacio´ de
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recurre`ncia i la propietat de simetria segu¨ents:
λmn
2
+i =
λm−1i +
√
(λm−1i )
2+4
2
, (5.8)
λmi = −λmn−1−i, (5.9)
per a i = 0, 1, . . . , n
2
− 1.
En el cas de l’hiperarbre, els polinomis pi i qi de la proposicio´ 5.1.6 resulten
ser tambe´ polinomis caracter´ıstics, com explicitem en el resultat segu¨ent:
Proposicio´ 5.1.6. Sigui {pi, qi}i≥0 la famı´lia de polinomis obtinguda de les rela-
cions de recurre`ncia de la proposicio´ 4.2.13. Aleshores, els polinomis carac-
ter´ıstics de l’hiperarbre Tm, m ≥ 0 (amb T0 = K1) i del graf T ∗m = Tm − 0,
(amb m ≥ 1 i 0 = 00 . . . 0) so´n, respectivament,
φTm(x) = pm(x), (5.10)
φT ∗m(x) = qm(x). (5.11)
Demostracio´. Per demostrar (5.10), simplement apliquem la proposicio´ 4.2.13
amb G = K1, cosa que implica n = 1, φ0 = x, i
φTm(x) = (qm(x))
nφ0
(
pm(x)
qm(x)
)
= pm(x).
Aleshores, la igualtat (5.11) ve d’aquesta darrera expressio´ i del fet que, aplicant
recursivament (4.41), tenim
qm(x) =
m−1∏
i=0
pi(x).
Observem que, a partir del lema 4.2.3, tenim que T ∗m =
⋃m−1
i=0 Ti. 2
El segu¨ent resultat ve del fet que λ
0i i λ1i so´n les arrels del polinomi quadra`tic
x2 − λi x− 1 = 0 (5.4).
Lema 5.1.7. Per a tot α ∈ Z2 i i ∈ Zm−12 ,
λ
0i + λ1i = λi, (5.12)
λ
0iλ1i = −1, (5.13)
λ
αiλαi
= 1, (5.14)
λ
αi = λαi
+ λi. (5.15)
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Figura 5.4: El digraf dels valors propis de Tm per a 0 ≤ m ≤ 3.
Demostracio´. Les dues igualtats (5.12) i (5.13) s’obtenen directament de
(5.4). La igualtat (5.14) e´s una consequ¨e`ncia de (5.13) i de la “propietat de
simetria” (5.7). Finalment, (5.12)–(5.14) impliquen (5.15), ja que
λi = λ0i − 1λ
0i
= λ
0i − λ0i ⇒ λ0i = λ0i + λi ,
λi = λ1i − 1λ
1i
= λ
1i − λ1i ⇒ λ1i = λ1i + λi .
2
Com una il.lustracio´ de la igualtat (5.12), vegeu la figura 5.4 (que s’ha de
comparar amb la figura 5.3).
En particular, per a (5.14), el ma`xim ρm = λ11...1 i el mı´nim σm = λ10...0 (tots
dos en valor absolut) en ev Tm so´n un l’invers de l’altre, e´s a dir, ρmσm = 1,
d’acord amb l’equacio´ (5.19) que hi ha me´s endavant.
A me´s a me´s, aplicant recursivament (5.15), tenim que la suma dels primers
m valors propis mı´nims positius do´na el radi espectral de Tm:
ρm = λ111...1
= λ100...0 + λ11...1
= λ100...0 + λ10...0 + λ11...1
...
= σm + σm−1 + · · ·+ σ1.
En general, tenim el segu¨ent esquema per a la descomposicio´ de λi, amb
i = im−1im−2im−3 . . . i1i0:
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im−1 im−2 im−3 · · · i1 i0 λi = λim−1im−2im−3 . . . i1i0
im−2 im−3 · · · i1 i0 +λim−2im−3 . . . i1i0
im−3 · · · i1 i0 +λim−3 . . . i1i0
. . .
...
...
...
i1 i0 +λi1i0
i0 +λi0
Observem que, en el diagrama de l’esquerra, la sequ¨e`ncia im−1im−2im−3 . . . i1i0
apareix a la diagonal principal i els elements de cada columna per sobre seu so´n
els conjugats dels elements de la diagonal. En el diagrama de la dreta, tenim la
suma dels valors propis de la descomposicio´, els sub´ındexs dels quals s’obtenen
llegint per files el diagrama de l’esquerra. Un altre cas particular seria, per
exemple,
λ10110 = λ11001 + λ0001 + λ101 + λ11 + λ0.
Ara estudiem la distribucio´ dels valors propis de Tm respecte als intervals
definits pels valors propis de Tm′ , per a m
′ < m.
Comencem demostrant que tots els valors propis so´n diferents, fins i tot si
pertanyen a hiperarbres de dimensions diferents.
Lema 5.1.8. Per a tot parell de sequ¨e`ncies bina`ries i ∈ Zr2, j ∈ Zs2, es compleix
que
i = j ⇐⇒ λi = λj . (5.16)
Demostracio´. La suficie`ncia e´s trivial per (5.6). Respecte a la necessitat,
suposem que tenim λi = λj , per a i = ir−1ir−2 . . . i1i0 i j = js−1js−2 . . . j1j0.
Aleshores,
fir−1(fir−2 ◦ · · · ◦ fi1 ◦ fi0(0)) = fjs−1(fjs−2 ◦ · · · ◦ fj1 ◦ fj0(0)). (5.17)
Com que f0(x) =
1
2
(x − √x2 + 4) < 0 i f1(x) = 12(x +
√
x2 + 4) > 0 per a
qualsevol x, ha de ser ir−1 = js−1 i, per tant, fir−2◦· · ·◦fi1◦fi0(0) = fjs−2◦· · ·◦fj1◦
fj0(0). Seguint el mateix raonament, tenim ir−2 = js−2 i fir−3 ◦ · · · ◦ fi1 ◦ fi0(0) =
fjs−3 ◦ · · · ◦ fj1 ◦ fj0(0), etc. Ara nome´s ens cal demostrar que r = s. Suposem,
sense pe`rdua de generalitat, que r > s. Aleshores, repetint s vegades el proce´s,
tenim ir−1 = js−1, ir−2 = js−2,. . . , ir−s = j0 i fir−s−1 ◦ · · · ◦ fi1 ◦ fi0(0) = 0, cosa
que contradiu el fet que, per a tot x i i = 0, 1, fi(x) 6= 0. Aixo` completa la
demostracio´. 2
Per estudiar els valors propis dels hiperarbres de totes les dimensions, hem de
considerar la unio´ de Zm2 per a tot m (o el conjunt de totes les sequ¨e`ncies sobre
Z2), que denotem per Z
∗
2.
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Figura 5.5: La distribucio´ dels valors propis de Tm, per a m = 0, . . . , 9.
Definicio´ 5.1.9. Siguin i, j ∈ Z∗2 i sigui w el seu ma`xim prefix comu´ (que pot ser
buit). Diem que i <T j si i nome´s si es compleix una de les condicions segu¨ents:
(i) i = w0i1 i j = w1j1;
(ii) i = w i j = w1j1;
(iii) i = w0i1 i j = w,
on i1 i j1 tambe´ poden ser sequ¨e`ncies buides. Diem que i ≤T j si i nome´s si
i <T j o i = j.
Observem que dues sequ¨e`ncies bina`ries diferents podrien representar el mateix
nombre natural. Per tant, la relacio´ <T , que e´s d’ordre total en Z
∗
2, no e´s equiv-
alent a l’ordre natural.
Definicio´ 5.1.10. Per a qualsevol ℓ ≥ 0 i w ∈ Zℓ2, la w-translacio´, τw, e´s la
funcio´
τw = fwℓ−1 ◦ · · · ◦ fw1 ◦ fw0,
on w = wℓ−1 . . . w1w0.
Les funcions f0 i f1 so´n totes dues mono`tones creixents. Aixo` implica que τw
e´s mono`tona creixent, per a tot w. D’altra banda, e´s important esmentar que,
com que τw no conserva les dista`ncies, no e´s una translacio´ en el sentit geome`tric.
A me´s a me´s, tenim el lema segu¨ent:
Lema 5.1.11. Per a tot i = 0, 1 i x, y arbitraris, es compleix
|fi(x)− fi(y)| < |x− y|. (5.18)
Demostracio´. Per a i = 1, podem suposar sense pe`rdua de generalitat que
x < y. Aleshores,
f1(x) < f1(y) i f1(y)− f1(x) = 1
2
(
y +
√
y2 + 4− x−
√
x2 + 4
)
.
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Ara nome´s ens cal observar que
√
y2 + 4−√x2 + 4 < y − x, perque`
(
√
y2 + 4−
√
x2 + 4)(
√
y2 + 4 +
√
x2 + 4) = (y − x)(y + x)
< (y − x)(
√
y2 + 4 +
√
x2 + 4).
Aixo` implica que |f1(x) − f1(y)| < |x − y|. Amb un raonament similar, tenim
|f0(x)− f0(y)| < |x− y|. 2
Ara utilitzem les w-translacions i el lema 5.1.11 per demostrar el resultat
segu¨ent:
Teorema 5.1.12. El conjunt de tots els valors propis
∞⋃
m=0
ev Tm = {λi | i ∈ Z∗2}
satisfa` les propietats segu¨ents:
(a) Per a tot i, j ∈ Z∗2, i <T j si i nome´s si λi < λj .
(b) L’interval determinat per dos valors propis consecutius de Tm conte´ exac-
tament 2k valors propis consecutius de Tm+k, per a k ≥ 1.
(c) Les dues successions {λw100 k...0}k>0 i {λw011 k...1}k>0 tenen el mateix l´ımit
λw.
Demostracio´. La translacio´ τw, que va del conjunt
{λi | i ∈ Z∗2} = {λ∅, λ0, λ1, λ00, . . . }
al conjunt
{λwi | i ∈ Z∗2} = {λw, λw0, λw1, λw00, . . . },
conserva l’ordre. Aixo` implica que, en (a), podem suposar que i i j no tenen cap
prefix comu´. Aixo`, juntament amb el lema 5.1.11, implica que, en (c), podem
suposar que w = ∅.
(a) Si i i j no tenen cap prefix comu´. Aleshores i <T j si i nome´s si es
compleix una de les condicions segu¨ents:
• i = 0i1 i j = 1j1;
• i = ∅ i j = 1j1;
• i = 0i1 i j = ∅;
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on i1 i j1 poden ser sequ¨e`ncies buides. La primera condicio´ e´s equivalent a λi < 0
i λj > 0. La segona condicio´ equival a λi = 0 i λj > 0. Finalment, la tercera e´s
equivalent a λi < 0 i λj = 0. Per tant, tenim que, si i i j no tenen cap prefix
comu´, aleshores i <T j si i nome´s si λi < λj .
(b) Sigui i ∈ Zm2 i j = i+1 ∈ Zm2 . Utilitzant 5.1.12, nome´s hem de demostrar
que
|{w ∈ Zm+k2 | i <T w <T j}| = 2k.
Per definicio´ de <T ,
{w ∈ Zm+k2 | i <T w <T j} = {i1i1 | i1 ∈ Zk−12 } ∪ {j0j1 | j1 ∈ Zk−12 },
la cardinalitat del qual e´s 2k−1 + 2k−1 = 2k.
(c) El resultat e´s una consequ¨e`ncia directa de (5.19) i del fet que λ100 k...0 = σk,
el valor propi positiu me´s petit de Tk, i λ011 k...1 = −σk. 2
Comportament asimpto`tic
Tornant en la figura 5.3, observem que el valor propi me´s gran (en valor absolut)
augmenta sense l´ımit amb m, mentre que el valor propi me´s petit (tambe´ en valor
absolut) tendeix a zero. Concretament, tenim el resultat segu¨ent:
Proposicio´ 5.1.13. Els comportaments asimpto`tics, quan k → ∞, del valor
propi me´s gran λk (radi espectral) i el valor propi me´s petit σk (tots dos en valor
absolut) de l’hiperarbre Tk so´n:
λk ∼
√
2k, σk ∼ 1√
2k
. (5.19)
Demostracio´. D’acord amb l’equacio´ (5.6), els valors propis esmentats cor-
responen a:
λk = λ111...1, σk = λ10...00. (5.20)
Aleshores, per a k > 1 el valor propi me´s gran λk verifica la relacio´ de re-
curre`ncia
λk+1 = f1(λk) =
1
2
(
λk +
√
λ2k + 4
)
.
Aquesta funcio´ tendeix a una llei potencial λk = αk
β per a k → ∞ i algunes
constants α i β. De fet, si posem aquesta expressio´ de λk en l’equacio´ anterior,
obtenim:
α(k + 1)β ∼ αk
β +
√
α2k2β + 4
2
⇒ α2(k + 1)β[(k + 1)β − kβ ] ∼ 1
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m
Figura 5.6: Els dos valors propis me´s grans de Tm per a 1 ≤ m ≤ 128.
i e´s fa`cil comprovar que λk =
√
2k e´s una solucio´ quan k →∞, ja que
2(k + 1)
1
2 [(k + 1)
1
2 − k 12 ] = 2(k + 1)
1
2
(k + 1)
1
2 + k
1
2
→ 1.
Aquesta solucio´ correspon a α =
√
2 i β = 1
2
. El comportament de σk es pot
demostrar de manera similar o be´ observant que, d’acord amb les equacions (5.13)
i (5.20), λkσk = 1. 2
En la figura 5.6 representem λm i θm (el segon valor propi me´s gran) en
termes de m per a tot Tm, amb 1 ≤ m ≤ 128. Les dues escales so´n logar´ıtmiques
i l’as´ımptota e´s, en els dos casos, y = 1
2
log 2+ 1
2
log x. El comportament asimpto`tic
de θm suggereix el segu¨ent estudi:
Considerem ara els valors propis de Tm en ordre decreixent:
λ(0)m > λ
(1)
m > λ
(2)
m > · · · .
E´s a dir, el primer valor propi (el nu´mero 0) e´s λ
(0)
m = λ111...1(= ρm), el segon
(el nu´mero 1) e´s λ
(1)
m = λ111...10, etc. En general, per a tot enter fixat r ≥ 0,
considerem el valor propi r-e`sim me´s gran λ
(r)
m de Tm, amb m ≥ k = ⌈log2(r+1)⌉.
Sigui r la representacio´ bina`ria de r. Aleshores, k e´s la longitud de r i λ
(r)
m =
λ111m−k... 1r . En aquest context, com en el cas del radi espectral, ens preguntem
sobre el comportament asimpto`tic de la sequ¨e`ncia {λ(r)m = λ111m−k... 1r}m≥k.
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αui
Tm-1
T
m
ui
Figura 5.7: Construccio´ dels vectors propis de Tm a partir dels vectors propis de Tm−1.
Proposicio´ 5.1.14. Per a tot r > 1 fixat, sigui γm el valor propi r-e`sim me´s
gran de Tm, e´s a dir, λ
(r)
m = γm. Aleshores, el comportament asimpto`tic de γm e´s:
γm ∼
√
2m.
Demostracio´. La demostracio´ e´s la mateixa que la de la proposicio´ per al
valor propi me´s gran, ja que, per a m ≥ k, γm+1 = f1(γm) = 12(γm +
√
γ2m + 4),
que e´s la mateixa recurre`ncia que abans. 2
Vectors propis
Per a qualsevol (di)graf, e´s prou conegut que les components d’un vector propi
v es poden considerar com a ca`rregues en els ve`rtexs, mentre que l’aplicacio´
definida per la matriu d’adjace`ncia v 7→ Av equival a un cert desplac¸ament de
les ca`rregues (vegeu l’article de Fiol i Mitjana [50] i el llibre de Godsil [58]).
Me´s concretament, suposem que G = (V,A) e´s un digraf (com ja s’ha dit, es pot
considerar que un graf e´s un digraf sime`tric on cada aresta {i, j} esta` representada
per dos arcs oposats (i, j) i (j, i)) amb matriu d’adjace`ncia A i λ-vectors propis
v. Aleshores, la ca`rrega d’un ve`rtex i ∈ V e´s la corresponent component vi de v.
L’equacio´ Av = λv s’ente´n com a∑
i→j
vj = λvi per a tot i ∈ V. (5.21)
E´s a dir, cada ve`rtex “absorbeix” les ca`rregues dels seus ve¨ıns de sortida per
aconseguir una ca`rrega final λ vegades la que tenia originalment.
Aquesta interpretacio´ ens permet calcular els vectors propis de Tm a partir
dels vectors propis de Tm−1, com mostra el segu¨ent resultat:
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Proposicio´ 5.1.15. Cada λi-vector propi ui de l’hiperarbre Tm−1 do´na lloc als
segu¨ents vectors propis de Tm:
u
0i = (ui, α0iui)
⊤, u
1i = (ui, α1iui)
⊤, (5.22)
on α
0i = f0(−λi) i α1i = f1(−λi), amb els corresponents valors propis λ0i = α−10i
i λ
1i = α
−1
1i
.
Demostracio´. La idea ba`sica d’aquesta demostracio´ es mostra a la figu-
ra 5.7. A partir del vector propi u de Tm−1, constru¨ım el vector propi u′ =
(u, αu)⊤ de Tm, per a algun α per determinar. Formalment, sigui A la matriu
d’adjace`ncia de l’hiperarbre Tm−1, de manera que Au = λiu. Aleshores, el valor
propi λ′
i
de Tm corresponent al vector propi satisfa`(
A I
I 0
)(
u
αu
)
=
(
Au+ αu
u
)
=
(
(λi + α)u
u
)
= λ′i
(
u
αu
)
(5.23)
d’on
λi + α =
1
α
⇒ α− 1
α
= −λi . (5.24)
Observem que la darrera equacio´ en (5.24) i la primera en (5.4) coincideixen
excepte en el signe de λi. En consequ¨e`ncia, els possibles valors de α, denotats
per α
0i i α1i, s’obtenen aplicant, respectivament, les funcions f0 i f1 a −λi en
(5.5). 2
Notem que aquesta demostracio´ es basa en l’obtencio´ d’una distribucio´ de
ca`rregues en Tm a partir d’una distribucio´ de ca`rregues en Tm−1. Aleshores, la
primera equacio´ en (5.24) correspon a les dues maneres (segons el tipus de ve`rtex
considerat) de calcular el nou valor propi λ′
i
utilitzant (5.21).
Com a exemple, la figura 5.8 mostra com es poden obtenir els vectors propis
de l’hiperarbre Tm per a m = 0, 1, 2.
5.2 Hiperarbres r-a`dics
5.2.1 Introduccio´
En aquesta seccio´, proposem una generalitzacio´ de l’hiperarbre (o arbre bino-
mial), que anomenem hiperarbre r-a`dic (m-dimensional) Tmr , i n’estudiem les
propietats principals. Aquesta estructura te´ dues caracter´ıstiques principals: e´s
un subgraf generador de la malla r-dimensional i els seus ve`rtexs tenen un alt
grau de jerarquia en les seves connexions. A causa de les relacions entre els poli-
nomis caracter´ıstics de Tm−1r i T
m
r , cada valor propi del primer do´na lloc a r valors
propis del segon. Per tant, hi ha una forta relacio´ entre els valors (i els vectors
propis) dels hiperarbres r-a`dics de dimensions diferents.
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λ1 =1
-1 1
1 1
λ0 = -1
-1 1
-0.6180.618
1 1
-1.618-1.618
-1 1
1.618-1.618
1 1
0.6180.618
1
T0
T1
T2
λ0 =0
α0 0= (0)f α1 1= f (0)
α00 0= (1)f α01 0= (-1)f α10 1= (1)f α11 1= (-1)f
λ00 = -1.618 λ01 = -0.618 λ10 = 0.618 λ11 = 1.618
Figura 5.8: Els vectors propis dels hiperarbres T0, T1 i T2.
5.2.2 Algunes propietats espectrals
A la primera part d’aquest cap´ıtol hem vist que l’hiperarbre te´ tots els seus valors
propis diferents. De fet, aquest e´s un cas particular de la proposicio´ segu¨ent, la
qual mostra com es pot obtenir un graf amb aquesta propietat espectral mit-
janc¸ant el producte jera`rquic.
Primer, recordem que el polinomi caracter´ıstic φr del graf camı´ Pr (amb r
ve`rtexs i de longitud r − 1) satisfa` la recurre`ncia
φr(x) = xφr−1(x)− φr−2(x) (r ≥ 2), (5.25)
amb φ0(x) = 1 i φ1(x) = x. En consequ¨e`ncia, φr(x) = Ur(
r
2
), on Ur e´s el polinomi
de Txebixev de segona espe`cie de grau r (vegeu Szego¨ [91]). Com que aquests
polinomi te´ zeros en xi = cos(
iπ
r+1
), i = 1, 2, . . . , r, els valors propis de Pr es poden
escriure com a
λk = −2 cos
(
(k+1)π
r+1
)
, k = 0, 1, . . . , r − 1,
amb λ0 < λ1 < · · · < λr−1 i λk = −λr−1−k. Vegeu, per exemple, Biggs [20] i
Cvetkovic et al. [43].
Com hem esmentat abans, el segu¨ent resultat mostra com es pot utilitzar el
producte jera`rquic per obtenir una famı´lia de grafs amb tots els seus valors propis
diferents.
Proposicio´ 5.2.1. Sigui G un graf amb n ve`rtexs amb tots els valors propis
diferents, λ1 < λ2 < · · · < λn. Aleshores, tots els valors propis del producte
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jera`rquic H = G⊓Pr, amb nr ve`rtexs, so´n tambe´ diferents si s’agafa com a arrel
del camı´ Pr un dels seus dos ve`rtexs de grau 1. A me´s a me´s, cada valor propi λi
de G do´na lloc a r valors propis de H, λ0i < λ1i < · · · < λ(r−1)i, h = 0, 1, . . . , r−1,
els quals so´n les solucions de l’equacio´
φr(x)− λiφr−1(x) = 0, (5.26)
de manera que λi > λj implica λhi > λhj.
Demostracio´. Amb la notacio´ indicada i utilitzant (4.43), el polinomi car-
acter´ıstic de H e´s
φH(x) = (φr−1(x))nφG
(
φr(x)
φr−1(x)
)
,
ja que hem escollit l’arrel de Pr com un dels dos ve`rtexs de grau 1 i, per tant,
P ∗r = Pr − 0 = Pr−1 i φ∗r(x) = φr−1(x).
Aleshores, tenim les implicacions segu¨ents:
λ ∈ spH ⇔ φH(λ) = 0⇔ Φr(λ) ∈ spG, (5.27)
on Φr(λ) :=
φr(λ)
φr−1(λ)
. Observem que els zeros de φr−1(x) no so´n zeros de φH(x)
perque` φG(x) e´s un polinomi de grau n. Aleshores, cada λi ∈ spG do´na lloc a r
valors propis de H , denotats per λhi, per a h = 0, 1, . . . , r − 1, els quals so´n les
solucions de l’equacio´ Φr(x) = λi corresponent a (5.26). Per estudiar aquestes
solucions ens cal cone`ixer el comportament de Φr(x). Primer, veiem que aquesta
funcio´ racional e´s estrictament creixent en el seu domini. De fet, per (5.25) tenim
que Φr satisfa` la segu¨ent relacio´ de recurre`ncia:
Φr(x) =
φr(x)
φr−1(x)
= x− φr−2(x)
φr−1(x)
= x− 1
Φr−1(x)
(r > 2) (5.28)
amb Φ1(x) =
φ1(x)
φ0(x)
= x estrictament creixent. Per induccio´, el fet que Φr−1(x)
sigui estrictament creixent implica que Φr(x) tambe´ ho sigui, perque` e´s la suma
de dues funcions que ho so´n.
A me´s a me´s, la funcio´ Φr(x) te´ els mateixos zeros que φr, xk = −2 cos
(
(k+1)π
r+1
)
,
per a k = 0, 1, . . . , r − 1, i as´ımptotes en x˜ℓ = −2 cos( ℓπr ), per a ℓ = 1, . . . , r − 1,
les quals s’entrellacen amb els zeros, e´s a dir,
x0 < x˜1 < x1 < x˜2 < x2 < · · · < xr−2 < x˜r−1 < xr−1, (5.29)
cosa que e´s una propietat ben coneguda de tota sequ¨e`ncia de polinomis ortog-
onals (notem que x˜ℓ so´n els zeros de φr−1). Per a les propietats dels polinomis
ortogonals, vegeu Godsil [58] (en relacio´ amb les seves aplicacions en grafs) i
Szego¨ [91].
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Φ3(x) =
(x2 − 2)x
(x2 − 1)
· · · · · ·
· · ·
...
λ01
λ11
λ21
λ02
λ12
λ22
λ03
λ13 λ23
λ0n
λ1n λ2n
λ1
λ2
λ3
λn
Figura 5.9: Valors propis de G ⊓ P3 en funcio´ dels valors propis de G.
En consequ¨e`ncia, si r e´s parell, aleshores cada λi ∈ spG do´na, en H , r2 valors
propis positius
0 < λ r
2
,i < λ r
2
+1,i < · · · < λr−1,i
i r
2
valors propis negatius
λ0,i < λ1,i < · · · < λ r
2
−1,i < 0.
D’altra banda, si r e´s senar, aleshores per a tot valor propi positiu (respecti-
vament, negatiu) λi ∈ spG do´na, en H , r+12 (respectivament, r−12 ) valors propis
positius i r−1
2
(respectivament, r+1
2
) valors propis negatius. A me´s a me´s, si
0 ∈ spG, aleshores tenim en H el valor propi 0, r−1
2
valors propis positius i el
mateix nombre de valors propis negatius. Finalment, la condicio´ en l’ordre dels
valors propis obtinguts e´s deguda al cara`cter creixent de la funcio´. 2
Com a exemple, en la figura 5.9 es mostra que cada valor propi de G do´na
tres valors propis de G ⊓ P3.
Observem que els valors propis de H estan distribu¨ıts en els intervals fitats
per les as´ımptotes de la manera segu¨ent: per a tot i0, i1, . . . , ir−1 en {1, 2, . . . , n}
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tenim
λ0i0 < x˜1 < λ1i1 < x˜2 < λ2i2 < · · · < λ(r−2)ir−2 < x˜r−1 < λ(r−1)ir−1
(que s’ha de comparar amb (5.29)). Me´s concretament, existeixen funcions fh,
per a h = 0, 1, . . . , r − 1, tals que, avaluades en cada λi ∈ spG, donen els valors
propis λhi ∈ sp(G ⊓ Pr), els quals so´n les solucions de (5.26), que satisfan
λ0i = f0(λi) ∈ I0 = (−∞, x˜1),
λhi = fh(λi) ∈ Ih = (x˜h, x˜h+1), h = 1, 2, . . . , r − 2, (5.30)
λ(r−1)i = fr−1(λi) ∈ Ir−1 = (x˜r−1,∞).
Per exemple, com s’ha vist en el cas dels hiperarbres, quan r = 2 l’equacio´
que cal resoldre e´s Φ2(x) =
x2−1
x
= λi i, aleshores, les funcions que s’obtenen so´n
f0(λi) =
λi−
√
λ2i+4
2
< 0, f1(λi) =
λi+
√
λ2i+4
2
> 0.
Una altra consequ¨e`ncia de la proposicio´ anterior e´s el resultat segu¨ent:
Corol.lari 5.2.2. Si λ e´s un valor propi no nul de G i 1
λ
e´s un valor propi de
Pr+1, aleshores λ tambe´ e´s un valor propi de G ⊓ Pr.
Demostracio´. De la hipo`tesi, tenim φr+1
(
1
λ
)
= 0 i, utilitzant (5.25), tenim
que
1
λ
φr
(
1
λ
)− φr−1 ( 1λ) = 0.
Aleshores, 1
λ
e´s una solucio´ de (5.26), amb λi =
1
λ
i la proposicio´ 5.2.1 ens do´na
el resultat esperat. 2
Com a exemple, G = P4 te´ els valors propis λ0 < λ1 < λ2 < λ3, que satisfan
λ0 = λ
−1
1 = −2 cos
(
π
5
)
= −1+
√
5
2
, λ3 = λ
−1
2 = 2 cos
(
π
5
)
= 1+
√
5
2
.
Aleshores, del corol.lari anterior tenim que spP4 ⊂ sp(P4 ⊓ P3).
Una altra manera de trobar els valors propis de G⊓ Pr e´s mitjanc¸ant els seus
respectius vectors propis, com mostra el resultat segu¨ent:
Proposicio´ 5.2.3. Sigui λ un valor propi de G amb el corresponent vector propi
u. Considerem la matriu (sime`trica) r × r
A(λ) =

λ 1 0 · · · 0 0
1 0 1 · · · 0 0
0 1 0 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 0 1
0 0 0 · · · 1 0

, (5.31)
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amb els valors propis λ0, λ1, . . . , λr−1 i els corresponents vectors propis w0, w1,
. . . , wr−1. Aleshores, el producte jera`rquic H = G ⊓ Pr te´ els mateixos valors
propis amb els corresponents vectors propis w0 ⊗ u,w1 ⊗ u, . . . ,wr−1 ⊗ u (els
vectors columna s’entenen com a matrius r × 1).
Demostracio´. De la hipo`tesi, tenim que AGu = λu. A me´s a me´s, per a
tot h, 0 ≤ h ≤ r − 1, sigui wh = (wh(r−1), wh(r−2), . . . , wh0)⊤ el vector propi de
A(λ), que satisfa` A(λ)wh = λhwh, cosa que correspon a les equacions
λwh(r−1) + wh(r−2) = λhwh(r−1),
wh(r−1) + wh(r−3) = λhwh(r−2),
wh(r−2) + wh(r−4) = λhwh(r−3), (5.32)
...
wh2 + wh0 = λhwh1,
wh1 = λhwh0.
Aleshores,
AH(wh ⊗ u) =

AG IN 0 · · · 0 0
IN 0 IN · · · 0 0
0 IN 0 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 0 IN
0 0 0 · · · IN 0


wh(r−1)u
wh(r−2)u
wh(r−3)u
...
wh1u
wh0u

=

wh(r−1)λu+ wh(r−2)u
wh(r−1)u+ wh(r−3)u
wh(r−2)u+ wh(r−4)u
...
wh2u+ wh0u
wh1u

= λh

wh(r−1)u
wh(r−2)u
wh(r−3)u
...
wh1u
wh0u

= λh(wh ⊗ u),
com vol´ıem demostrar. 2
Notem que, d’aquest resultat, el polinomi caracter´ıstic de A(λ) coincideix
amb el polinomi de (5.26), e´s a dir,
φA(λ)(x) = φr(x)− λφr−1(x).
Observem que, com queA(λ) diagonalitza, els vectors propisw0,w1, . . . ,wr−1
so´n linealment independents i, per tant, ho so´n els vectors propis w0⊗u, w1⊗u,
. . . , wr−1 ⊗ u. De fet, per a cada valor propi λh de A(λ), es pot calcular el seu
corresponent vector propi avaluant a λh el polinomi caracter´ıstic φi del camı´ Pi,
per a i = r − 1, r − 2, . . . , 0, com mostra el lema segu¨ent:
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Lema 5.2.4. Si la matriu A(λ) te´ el valor propi λh, aleshores el seu corresponent
vector propi e´s
wh = (wh(r−1), wh(r−2), . . . , wh0)
⊤ = (φr−1(λh), φr−2(λh), . . . , φ0(λh))⊤. (5.33)
Demostracio´. Substituint whi per φi(λh), per a i = r − 1, . . . , 0, en (5.32),
obtenim les equacions segu¨ents:
λφr−1(λh) + φr−2(λh) = λhφr−1(λh)
φr−1(λh) + φr−3(λh) = λhφr−2(λh)
φr−2(λh) + φr−4(λh) = λhφr−3(λh) (5.34)
...
φ2(λh) + φ0(λh) = λhφ1(λh)
φ1(λh) = λhφ0(λh).
Aleshores, la primera equacio´ es compleix ja que, utilitzant (5.25),
λhφr−1(λh)− φr−2(λh)− λφr−1(λh) = φr(λh)− λφr−1(λh) = φA(λ)(λh) = 0
Passa el mateix passa en les segu¨ents r − 2 equacions de (5.25) amb x = λh,
mentre que la darrera equacio´ es compleix perque` φ0(x) = 1 i φ1(x) = x. 2
5.2.3 Definicio´ i propietats ba`siques de l’hiperarbre r-a`dic
Com una generalitzacio´ de l’hiperarbre Tm = K
m
2 = K2⊓K2⊓
m· · · ⊓K2 (definit a
la primera part del cap´ıtol), proposem l’hiperarbre r-a`dic (de dimensio´m) denotat
i definit com a
Tmr := P
m
r = Pr ⊓ Pr⊓
m· · · ⊓Pr,
on Pr e´s el graf camı´. Per conveni, T
0
r = K1. Per a r = 2, observem que T
m
2
correspon a l’hiperarbre (o arbre binomial) Tm. Com a exemple, en la figura 5.10
es mostra l’hiperarbre 3-a`dic T 33 .
Algunes de les propietats ba`siques de l’hiperarbre r-a`dic so´n:
• L’ordre i la mida so´n |Tmr | = rm i ‖Tmr ‖ = rm − 1.
• Tmr = Tm−1r ⊓ Pr (ja que el producte jera`rquic compleix la propietat asso-
ciativa).
• Tmr e´s un subgraf generador de la malla m-dimensional Pr2Pr2
m· · · 2Pr.
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Figura 5.10: L’hiperarbre 3-a`dic tridimensional T 33 .
• Sigui E el conjunt d’arestes {{00, 10}, {10, 20}, . . . , {(r − 2)0, (r − 1)0}}.
Aleshores, Tmr − E e´s isomorf a la unio´ disjunta de r co`pies de Tm−1r . De
fet, aquestes co`pies de Tm−1r so´n els subgrafs de T
m
r indu¨ıts pels conjunts
de ve`rtexs
Vα = {αw|w ∈ Zm−1r },
per a 0 ≤ α ≤ r − 1 (lema 4.2.2(a) amb z = α).
• La distribucio´ de graus dels ve`rtexs de Tmr e´s la segu¨ent:
1. δ(α0) = m+ 1, per a α 6= 0, r − 1;
2. δ(00) = δ((r − 1)0) = m;
3. δ(wα00 i−1. . . 0) = i+ 1, per a α 6= 0, r − 1 i 1 ≤ i ≤ m− 1;
4. δ(w(r − 1)00 i−1. . . 0) = i, per a 1 ≤ i ≤ m− 1.
Aixo` do´na:
– r − 2 ve`rtexs de grau m+ 1 (cas 1);
– r(r − 2) + 2 ve`rtexs de grau m (cas 2 i cas 3 amb i = m− 1);
– rj + rj+1(r − 2) ve`rtexs de grau m − j, per a 1 ≤ j ≤ m − 2 (cas 3
amb i = m− j − 1 i cas 4 amb i = m− j);
– rm−1 ve`rtexs de grau 1 (cas 4 amb i = 1).
• Considerem un ve`rtex gene`ric u = um−1um−2 . . . u0 de Tmr , amb ui ∈ Zr.
Aleshores, la seva dista`ncia a l’arrel 0 = 00 . . . 0 e´s
dist(0,u) =
m−1∑
i=0
ui.
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• Per trobar l’encaminament geode`sic u→ 0, disminu¨ım successivament tots
els d´ıgits de u a 0 de dreta a esquerra. Per exemple, si u = 3102 ∈ V (T 44 ),
el seu camı´ geode`sic al 0 e´s
u = 3102→ 3101→ 3100→ 3000→ 2000→ 1000→ 0000 = 0.
Aquest camı´ e´s u´nic, ja que Tmr e´s un arbre.
• L’excentricitat de l’arrel e´s
exc(0) = (r − 1)m, (5.35)
amb un sol ve`rtex a dista`ncia ma`xima, (r − 1)(r − 1) . . . (r − 1).
• El radi (mı´nima excentricitat) de Tmr e´s
r(Tmr ) = (r − 1)(m− 1) +
⌊r
2
⌋
.
Si r e´s senar, hi ha exactament un ve`rtex central, r−1
2
0 . . . 0, amb dos ve`rtexs
a dista`ncia ma`xima, 0(r − 1) . . . (r − 1) and (r − 1)(r − 1) . . . (r − 1). Si r
e´s parell, hi ha dos ve`rtexs centrals:
– r−2
2
0 . . . 0, amb un u´nic ve`rtex a dista`ncia ma`xima, (r−1)(r−1) . . . (r−
1) i
– r
2
0 . . . 0, amb un u´nic ve`rtex a dista`ncia ma`xima, 0(r − 1) . . . (r − 1).
• Com que Tmr = Pr⊓Tm−1r , el dia`metre de Tmr satisfa` la recurre`ncia segu¨ent:
D(Tmr ) = 2(r − 1) +D(Tm−1r ),
la qual, com que D(T 1r ) = D(Pr) = r − 1, do´na
D(Tmr ) = (r − 1)(2m− 1).
Sigui Γmr (k) el conjunt de ve`rtexs de T
m
r que estan a dista`ncia k de l’arrel 0,
amb cardinalitat Nmr (k) := |Γmr (k)|. Per a r = 2, se sap que Nm2 (k) =
(
m
k
)
, ja que
els ve`rtexs a dista`ncia k des del 0 tenen exactament un nombre k de s´ımbols 1.
En general, Nmr (k) e´s el nombre de paraules de longitud m sobre l’alfabet de r
s´ımbols {0, 1, . . . , r − 1}, tals que sumen k. Aleshores, el segu¨ent resultat es pot
veure com la generalitzacio´ de les corresponents propietats de l’hiperarbre.
Proposicio´ 5.2.5. El nombre Nmr (k) de ve`rtexs a dista`ncia k de l’arrel 0 en
l’hiperarbre r-a`dic Tmr satisfa`:
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Figura 5.11: La propietat de recurre`ncia de Nm3 mostrada com una generalitzacio´ del
triangle de Pascal.
(a) Propietat de simetria: sigui ε = exc(0). Aleshores,
Nmr (k) = N
m
r (ε− k),
per a 0 ≤ k ≤ ε.
(b) Propietat de recurre`ncia:
– Si k < r − 1, aleshores
Nmr (k) = N
m−1
r (0) +N
m−1
r (1) + · · ·+Nm−1r (k).
– Si r − 1 ≤ k < ε
2
, aleshores
Nmr (k) = N
m−1
r (k − r + 1) +Nm−1r (k − r + 2) + · · ·+Nm−1r (k).
Demostracio´. (a) L’aplicacio´ ψ : V (Tmr )→ V (Tmr ) definida per
ψ(u) = ψ(um−1um−2 . . . u0) = u = um−1um−2 . . . u0,
on ui := r − 1− ui, e´s una bijeccio´ de V (Tmr ) a ell mateix i porta un ve`rtex u a
dista`ncia k (des del 0) a un ve`rtex u a dista`ncia ε− k (tambe´ des del 0). De fet,
si dist(0,u) = k, aleshores
dist(0,u) =
m−1∑
i=0
ui =
m−1∑
i=0
(r − 1− ui) = m(r − 1)− k = ε− k,
on hem utilitzat (5.35). Per tant, ψ e´s una bijeccio´ de Γmr (k) a Γ
m
r (ε− k).
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(b) Suposem que r− 1 ≤ k < ε
2
(la demostracio´ de l’altre cas e´s ba`sicament la
mateixa). Considerem el conjunt Γmr (k) en particions de r subconjunts obtinguts
fixant el valor u0 = j, 0 ≤ j ≤ r − 1, e´s a dir,
Γmr (k) =
r−1⋃
j=0
Γm−1r (k − j)j,
on Γm−1r (k − j)j = {um−1 . . . u1j|
∑m−1
i=1 ui = k − j}. Aleshores, el resultat s’obte´
de considerar les respectives cardinalitats. 2
Noteu que la propietat (b) de la proposicio´ do´na lloc a una generalitzacio´ del
triangle de Pascal, com es veu a la figura 5.11 per al cas r = 3.
Observem que Nmr e´s el nombre de composicions de k en m parts, cada una
de les quals en {0, 1, . . . , r − 1}. Aixo` e´s equivalent a considerar el nombre de
composicions de k +m en m parts, on cada part pren valors en {1, 2, . . . , r}. La
funcio´ generadora per aquests nombres e´s
Gmr (z) =
(r−1)m∑
k=0
Nmr (k)z
k+m =
(
z
1− zr
1− z
)m
(vegeu Flajolet i Sedgewick [55] per a me´s detalls). Per exemple, per al cas
r = m = 3, tenim(
z
1− z3
1− z
)3
= z3 + 3z4 + 6z5 + 7z6 + 6z7 + 3z8 + z9,
on els coeficients d’aquest polinomi corresponen a la quarta fila de la figura 5.11.
En particular, N33 (2) = N
3
3 (4) = 6, com es veu en la figura 5.12.
Grup d’automorfismes
Respecte a la simetria dels hiperarbres r-a`dics, observem que, de la proposi-
cio´ 5.2.1, tots els valors propis de Tmr so´n diferents. Com mostra Mowshowitz [74],
aquesta propietat te´ algunes consequ¨e`ncies estructurals, com que el grup d’au-
tomorfismes sigui abelia`. De fet, demostrem que el grup d’automorfismes de
Tmr no depe`n de r i trobem que e´s el grup sime`tric S2. Aquest resultat e´s una
generalitzacio´ del cas r = 2 que hem vist a la primera seccio´ del cap´ıtol.
Proposicio´ 5.2.6. Per a m ≥ 1, el grup d’automorfismes de Tmr e´s el grup
sime`tric S2.
Demostracio´. Sigui φ : Tmr → Tmr definit per φ(um−1w) = um−1w per a tot
w ∈ Zm−1r (recordem que um−1 := r− 1−um). Afirmem que Aut(Tmr ) = {Id, φ},
de manera que φ e´s l’u´nic automorfisme no trivial de Tmr .
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Figura 5.12: Dista`ncies dels ve`rtexs (des del 0) en T 33 (les l´ınies discont´ınues uneixen
els ve`rtexs a dista`ncia 2 i a dista`ncia 4).
Primer mostrem que φ e´s un automorfisme. De la seva definicio´, queda clar
que φ e´s una bijeccio´ involutiva, e´s a dir, φ(φ(u)) = u per a tot ve`rtex u de Tm.
Ara siguin u i v dos ve`rtexs de Tm. Hem de mostrar que, si u ∼ v, aleshores
φ(u) ∼ φ(v). Per tant, suposem, sense pe`rdua de generalitat, que u e´s de la
forma u = wα0 . . . 0, on les sequ¨e`ncies w o 0 . . . 0 poden ser buides i 0 ≤ α < r
2
.
Aleshores, distingim dos casos:
• Si u = w0 . . . 0 (α = 0) i v = w10 . . . 0, aleshores
φ(u) = w(r − 1)0 . . . 0 ∼ w(r − 2)0 . . . 0 = φ(v).
• Si u = wα0 . . . 0 (α 6= 0) i v = w(α± 1)0 . . . 0, aleshores
φ(u) = w(r − 1− α)0 . . . 0 ∼ w(r − 1− α∓ 1)0 . . . 0 = φ(v).
Ara demostrem que φ e´s l’u´nic automorfisme no trivial de Tmr per induccio´
sobre m. Per a m = 1, Tmr = Pr i Aut(Pr) = S2. Sigui ara m > 1. Com hem
esmentat abans (lema 4.2.2), el conjunt de ve`rtexs Vβ = {βw|w ∈ Zm−12 }, per a
β = 0, 1, . . . r−1, indueix r subgrafs disjunts Gβ = G[Vβ] de Tmr isomorfs a Tm−1r .
Suposem que Aut(Tm−1r ) = {Id, φ} i sigui γ un automorfisme de Tmr . A causa de
la sequ¨e`ncia de graus de Tmr , es compleix un dels dos casos segu¨ents:
• γ(β0 m−1. . . 0) = β0 m−1. . . 0,
• γ(β0 m−1. . . 0) = β0 m−1. . . 0,
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per a 0 ≤ β ≤ r − 1. En el primer cas, γ va d’un subgraf Gβ a ell mateix. A
me´s a me´s, l’automorfisme indu¨ıt deixa fixa l’arrel. Aleshores, per la hipo`tesi
d’induccio´, γ = Id. En el segon cas, γ va de Gβ a Gβ. Per a tot w ∈ Zm−1r ,
definim les aplicacions γβ de la manera segu¨ent:
• Si γ(βw) = βz aleshores γβ(w) = z.
Com que γ(β0) = β0, tenim que γβ(0) = 0 i, per tant, γβ e´s un automorfisme de
Tm−1r que deixa l’arrel fixada. Aleshores, per la hipo`tesi d’induccio´, γβ = Id, que
implica que γ = φ. Aixo` completa la demostracio´. 2
5.2.4 Propietats espectrals de l’hiperarbre r-a`dic
En aquesta seccio´ estudiem les propietats espectrals, e´s a dir, els valors i vectors
propis de l’hiperarbre r-a`dic. Els resultats obtinguts generalitzen els obtinguts
per a l’hiperarbre.
Valors propis
En l’estudi de l’espectre de l’hiperarbre r-a`dic, hem de distingir els casos r senar
i r parell. En el primer cas trobem que l’espectre de Tmr conte´ tots els altres
espectres de T µr per a µ < m, com mostra el segu¨ent resultat:
Lema 5.2.7. Si r e´s senar, el conjunt de valors propis de Tmr esta` contingut en
Tm+1r :
spTmr ⊂ sp Tm+1r ,
per a m ≥ 0.
Demostracio´. Procedim per induccio´ sobre m. Per a m = 0, T 0r = K1 te´
nome´s el valor propi 0 i T 1r = K1⊓Pr = Pr te´ tambe´ aquest valor propi perque` r e´s
senar. Suposem que, per a un m donat, es compleix sp Tmr ⊂ spTm+1r . Aleshores,
utilitzant (5.27), tenim les implicacions segu¨ents:
λ ∈ sp Tm+1r ⇔ Φr(λ) ∈ spTmr ⇒ Φr(λ) ∈ spTm+1r ⇔ λ ∈ spTm+2r ,
cosa que completa la demostracio´. 2
En el cas r parell, els conjunts {spTmr |m ≥ 0} so´n disjunts dos a dos. E´s
a dir, els valors propis dels hiperarbres r-a`dics de totes les dimensions so´n tots
diferents, com mostra el lema segu¨ent:
Lema 5.2.8. Si r e´s parell, aleshores per a qualsevol parell de sequ¨e`ncies i ∈ Zsr,
j ∈ Ztr,
i = j ⇐⇒ λi = λj .
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Figura 5.13: Distribucio´ dels valors propis de Pm3 per a 0 ≤ m ≤ 3.
Demostracio´. Sent r parell, la suficie`ncia e´s evident. Respecte a la necessi-
tat, suposem que tenim λi = λj , per a i = is−1is−2 . . . i1i0 i j = jt−1jt−2 . . . j1j0.
Per tant,
fis−1(fis−2 ◦ · · · ◦ fi1 ◦ fi0(0)) = fjt−1(fjt−2 ◦ · · · ◦ fj1 ◦ fj0(0)). (5.36)
Aleshores, d’acord amb (5.30), fh(x) ∈ Ih per a qualsevol h ∈ {0, 1, . . . , r − 1} i
x ∈ R, s’ha de complir is−1 = jt−1 i, per tant, fis−2◦· · ·◦fi1◦fi0(0) = fjt−2◦· · ·◦fj1◦
fj0(0). Seguint el mateix raonament, obtenim is−2 = jt−2 i fis−3 ◦· · ·◦fi1 ◦fi0(0) =
fjt−3 ◦ · · · ◦ fj1 ◦ fj0(0), etc.
En consequ¨e`ncia, nome´s cal demostrar que s = t. Suposem, sense pe`rdua de
generalitat, que s > t. Aleshores, repetint t vegades el proce´s anterior, obtenim
is−1 = jt−1, is−2 = jt−2, . . . , is−t = j0 i fis−t−1 ◦ · · · ◦ fi1 ◦ fi0(0) = 0, cosa que
contradiu el fet que, per a r parell i per a tot h i x, fh(x) 6= 0. Aixo` completa la
demostracio´. 2
Observem que el lema 5.2.7 implica que el lema anterior no se satisfa` per a r
senar.
Com que Tmr e´s clarament bipartit, el seu conjunt de valors propis e´s sime`tric
(vegeu Biggs [20]) i, per tant, per a tot i ∈ Zmr ,
λi = −λi, (5.37)
on, com abans, i = im−1 . . . i1i0. Per exemple, la figura 5.13 mostra l’espectre de
l’hiperarbre 3-a`dic Tm3 , per a 0 ≤ m ≤ 3, i com cada valor propi de Tm−13 do´na
lloc a tres valors propis de Tm3 .
En els dos resultats segu¨ents estudiem el comportament asimpto`tic dels valors
propis positius ma`xim i mı´nim de Tmr quan m→∞. Mostrem que, mentre que el
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valor propi ma`xim sempre te´ el mateix comportament (independentment de r), el
decreixement asimpto`tic del mı´nim valor propi positiu segueix una llei potencial
si r e´s parell i una llei exponencial si r e´s senar. Vegeu la figura 5.14 per a una
representacio´ dels dos valors propis positius me´s grans i el mı´nim valor propi
positiu.
Proposicio´ 5.2.9. Per a tot k ≥ 1 fixat, sigui λrm−k el valor propi k-e`sim me´s
gran de Tmr . Aleshores, el seu comportament asimpto`tic e´s
λrm−k ∼
√
2m
per a tot valor de r.
Demostracio´. Per simplificar la notacio´, sigui λ[m] = λrm−k. Aleshores,
d’acord amb la demostracio´ de la proposicio´ 5.2.1, λ[m] e´s la solucio´ me´s gran de
l’equacio´ Φr(x) = λ[m − 1] (vegeu de nou la figura 5.14). Tanmateix, utilitzant
(5.28), el comportament asimpto`tic de Φr(x), quan x→∞, e´s
Φr(x) = x− φr−2(x)
φr−1(x)
∼ x− 1
x
,
ja que tots els polinomis caracter´ıstics d’aquesta equacio´ so´n mo`nics. Per tant,
tenim que x ∼ λ[m] si i nome´s si x − 1
x
∼ λ[m − 1]. Aleshores, nome´s ens cal
comprovar que, quan m→∞, x = √2m satisfa`
x− 1
x
∼√2(m− 1).
De fet, (√
2m− 1√
2m
)2
= 2m− 2 + 1
2m
∼ 2(m− 1).
2
Proposicio´ 5.2.10. El comportament asimpto`tic del valor propi positiu me´s petit
de Tmr e´s
λ rm+1
2
∼
(
r + 1
2
)−m
(r senar), (5.38)
λ rm
2
∼ r
√
2√
m
(r parell). (5.39)
Demostracio´. Primer, sigui Φr(x) = a0,r + a1,rx+ a2,rx
2 + · · · , on els coefi-
cients a0,r, a1,r, a2,r, . . . , es poden calcular mitjanc¸ant (5.25) i resulten ser
a0,r = (−1) r2 , a2,r = (−1) r−22 r
2 + 2r
8
(r parell); (5.40)
a1,r = (−1) r−12 r + 1
2
(r senar). (5.41)
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(a)
(b)
Figura 5.14: Els dos valors propis positius me´s grans i el mı´nim valor propi positiu
amb (a) r parell i (b) r senar.
Els altres coeficients so´n nuls.
Per a r senar, λ{m} = λ rm+1
2
e´s el valor propi positiu me´s petit de l’equacio´
Φr(x) = λ{m− 1} (figura 5.14(b)). El comportament de Φr(x), quan x→ 0, e´s
Φr(x) =
φr(x)
φr−1(x)
∼ a1,rx
a0,r
,
cosa que, utilitzant (5.40) i (5.41), do´na
Φr(x) ∼
(−1) r−12 r+1
2
x
(−1) r−12
=
r + 1
2
x.
Per tant, tenim que x ∼ λ{m} si i nome´s si r+1
2
x ∼ λm−1. Aixo` implica
x ∼ λm ∼
(
r + 1
2
)−m
,
com afirma`vem en (5.38).
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Per a r parell, λ{m} = λ rm
2
e´s ara la solucio´ positiva me´s petita de l’equacio´
Φr(x) = −λ[m−1] (figura 5.14(a)). A me´s, el comportament asimpto`tic de Φr(x),
quan x→ 0, e´s
Φr(x) =
φr(x)
φr−1(x)
∼ a2,rx
2 + a0,r
a1,r−1x
.
Aleshores, utilitzant de nou (5.40) i (5.41), obtenim l’equacio´
(−1) r−22 r2+2r
8
x2 + (−1) r2
(−1) r−22 r
2
x
= −λ[m− 1] ∼ −
√
2(m− 1).
E´s a dir,
(r2 + 2r)x2 + 4r
√
2(m− 1)x− 8 ∼ 0.
Resolent per a x, la solucio´ positiva e´s (despre´s d’algunes simplificacions)
x ∼ 2
√
2√
r2m+ 2r + r
√
m+ 1
∼
√
2
r
√
m
,
com de`iem en (5.39). 2
El segu¨ent resultat e´s una consequ¨e`ncia del fet que λ
αi, α = 0, 1, . . . , r − 1,
so´n les arrels del polinomi (de grau r) pr(x) = φr(x)− λiφr−1(x) = 0.
Lema 5.2.11. Per a tot i ∈ Zm−1r , tenim
r−1∑
α=0
λ
αi = λi, (5.42)
r−1∏
α=0
λ
αi =
{
(−1) r2 (r parell),
(−1) r−12 λi (r senar).
(5.43)
Demostracio´. Recordem que els polinomis de Txebixev so´n parells (respec-
tivament, senars) si r e´s parell (respectivament, senar). Aleshores, el coeficient
de xr−1 en pr(x) e´s λi i aixo` do´na (5.42).
A me´s a me´s, el terme constant de pr(x) e´s
pr(0) = φr(0)− λiφr−1(0) = (−1)r
r−1∏
α=0
λ
αi, (5.44)
on φ0(0) = 1, φ1(0) = 0 i φr(0) = −φr−2(0), per a r ≥ 2, a causa de (5.25). Aixo`
do´na φr(0) = (−1) r2 per a r parell i φr(0) = 0 per a r senar, com espera`vem.
Aleshores, substituint aquests valors en (5.44), obtenim (5.43). 2
Per a tot i ∈ Zm−1r , tenim el segu¨ent corol.lari:
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Corol.lari 5.2.12. Els valors propis de l’hiperarbre r-a`dic satisfan les propietats
segu¨ents: ∑
i∈Zmr
λ
αi =
∑
i∈Zm−1r
λ
αi = · · · = 0, (5.45)
∑
i∈Zm−1r
r−1∏
α=0
λ
αi =
{
(−1) r2 rm−1 (r parell),
0 (r senar).
(5.46)
Vectors propis
Els valors propis de Tmr es poden calcular recursivament utilitzant la proposi-
cio´ 5.2.3. Per exemple, per a r = 3, podem comenc¸ar a partir de T 03 = K1, amb
el valor propi 0 i el vector propi u = 1. Aleshores, ens cal considerar els vectors
propis de la matriu
A(0) =
 0 1 01 0 1
0 1 0
 ,
(observem que correspon a la matriu d’adjace`ncia del camı´ P3), amb els valors
propis λ0 = −
√
2, λ1 = 0 i λ2 =
√
2. Aleshores, per (5.33), els seus vectors propis
respectius so´n:
w00 = (φ2(λ0), φ1(λ0), φ0(λ0))
⊤ = (1,−
√
2, 1)⊤,
w01 = (φ2(λ1), φ1(λ1), φ0(λ1))
⊤ = (−1, 0, 1)⊤,
w02 = (φ2(λ2), φ1(λ2), φ0(λ2))
⊤ = (1,
√
2, 1)⊤,
ja que φ2 = x
2 − 1, φ1 = x i φ0 = 1. De la proposicio´ anterior, aquests so´n
precisament els vectors propis de T 13 = P3, ja que w
0
h ⊗u = w0h, per a h = 0, 1, 2
(com espera`vem). En general, tenim el resultat segu¨ent:
Proposicio´ 5.2.13. Per a tota sequ¨e`ncia i = im−1im−2 . . . i0 ∈ Zmr , l’hiperarbre
r-a`dic Tmr te´ el valor propi
λi = fim−1 ◦ fim−2 ◦ · · · ◦ fi0(0)
amb el corresponent vector propi
ui = uim−1im−2...i1i0
= wim−1im−2...i1i0 ⊗wim−2im−3...i1i0 ⊗ · · · ⊗wi1i0 ⊗wi0
on, per a 0 ≤ s ≤ m − 1, els vectors wj = wis−1is−2...i1i0 so´n matrius r × 1 i es
calculen d’acord amb (5.33), e´s a dir,
wj = (φr−1(λj), φr−2(λj), . . . , φ1(λj), φ0(λj))
⊤.
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Demostracio´. Com que Tmr = T
m−1
r ⊓ Pr, el resultat ve d’aplicar recursiva-
ment la proposicio´ 5.2.3. 2
Per exemple, l’hiperarbre T 23 te´ els valors propis segu¨ents (donats amb tres
decimals):
λ00 = −2.052, λ01 = −1.414, λ02 = −1.208, λ10 = −0.569, λ11 = 0,
λ12 = 0.569, λ20 = 1.208, λ21 = −1.414, λ22 = 2.053.
amb els vectors propis respectius
ui1i0 = wi1i0 ⊗wi0 =

φ2(λi1i0)φ2(λi0)
φ2(λi1i0)φ1(λi0)
φ2(λi1i0)φ0(λi0)
φ1(λi1i0)φ2(λi0)
φ1(λi1i0)φ1(λi0)
φ1(λi1i0)φ0(λi0)
φ0(λi1i0)φ2(λi0)
φ0(λi1i0)φ1(λi0)
φ0(λi1i0)φ0(λi0)

,
on i1, i0 ∈ Z3 i, recordant que els valors propis de T 13 = P3 so´n λ0 = −
√
2, λ1 = 0
i λ2 =
√
2.
Cap´ıtol 6
Xarxes Sierpinski
Malgrat que moltes xarxes reals tenen autosimilitud, no hi ha cap definicio´
esta`ndard de fractalitat per a grafs. D’altra banda, l’efecte petit mo´n e´s una
de les propietats me´s importants i comunes de les xarxes reals. En aquest cap´ıtol
intentem relacionar aquestes dues propietats, l’autosimilitud i l’efecte petit mo´n,
en la famı´lia dels grafs Sierpinski.
Per a aquesta famı´lia de grafs, el Sierpinski Gasket, el Sierpinski Carpet i el
Sierpinski Tetra, donem les seves propietats ba`siques i calculem la dimensio´ box
counting com una mesura de la seva fractalitat.
A me´s a me´s, definim una famı´lia determinista de grafs, que anomenem grafs
Sierpinski petit mo´n. Demostrem que la nostra construccio´ conserva l’estructura
dels grafs Sierpinski, incloent-hi la seva dimensio´ box counting, mentre es do´na
l’efecte petit mo´n. Per tant, en aquesta famı´lia de grafs, la fractalitat i l’efecte
petit mo´n hi so´n presents simulta`niament.
Les nostres publicacions relacionades amb aquest cap´ıtol so´n [11, 12].
6.1 Introduccio´
En els darrers deu anys, les xarxes complexes han merescut l’atencio´ d’inves-
tigadors d’a`rees diferents. L’habilitat de capturar, emmagatzemar i processar
enormes quantitats d’informacio´ permet l’ana`lisi quantitativa de grans sistemes
aparentment aleatoris i impredictibles. Moltes xarxes biolo`giques, socials, econo`mi-
ques, de comunicacions, Internet i WWW, igual que altres sistemes artificials, com
les xarxes d’arquitectura de software, estan ben lluny de ser aleato`ries i com-
parteixen algunes propietats interessants (vegeu l’article d’Albert i Baraba´si [1],
el de Dorogovtsev i Mendes [45] i el de Newman [78]).
Les propietats efecte petit mo´n, distribucio´ scale-free i modularitat jera`rquica
constitueixen la base de la comprensio´ de les xarxes reals. Una xarxa mo´n petit
e´s una xarxa amb una dista`ncia mitjana petita (o dia`metre petit), de l’ordre del
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logaritme del nombre de ve`rtexs. La distribucio´ scale-free e´s una distribucio´ de
graus potencial, e´s a dir, amb un alt grau d’heterogene¨ıtat en la connectivitat
dels ve`rtexs. A me´s a me´s, algunes xarxes tenen una organitzacio´ a gran escala
caracteritzada per una modularitat jera`rquica. Com es podia esperar, alguns
investigadors han estudiat com es relacionen aquestes propietats. Per exemple,
la relacio´ entre l’organitzacio´ a gran escala (e´s a dir, modularitat jera`rquica i
scale-free) i la densitat local ha estat estudiada per Va´zquez et al. [95]. Cohen i
Havlin [29] han demostrat que els efectes petit mo´n i scale-free no so´n indepen-
dents.
Song et al. [89] han obert una nova perspectiva amb l’estudi de l’autosimil-
itud d’algunes topologies i han mostrat que, en algunes xarxes complexes no
homoge`nies, es pot calcular una mesura de fractalitat amb una adaptacio´ per a
grafs del me`tode cla`ssic del box counting.
Molts investigadors han estudiat xarxes petit mo´n, des que van ser introdu¨ıdes
per Watts i Strogatz [97], i han descobert l’estructura petit mo´n de xarxes re-
als espec´ıfiques o han proposat models matema`tics per a les xarxes petit mo´n.
Newman [76] ha fet una ana`lisi detallada d’aquestes xarxes. Els models usuals
es basen en l’existe`ncia d’una estructura subjacent amb algunes arestes extra,
afegides segons un cert proce´s d’augmentacio´. Comellas et al. [40] donen una
manera de construir xarxes mo´n petit deterministes. Des d’un punt de vista al-
gor´ısmic, un graf petit mo´n es pot veure com un graf en el qual es poden trobar
molts camins geode`sics entre els nodes, sense que calgui un coneixement global
del graf (vegeu l’article de Barrie`re et al. [17], el de Duchon et al. [46] i el de
Kleinberg [66]).
D’altra banda, els conceptes de fractalitat i autosimilitud estan relacionats
amb el concepte de dimensio´, el qual no e´s fa`cil de definir per a grafs. Kron [68]
do´na una definicio´ matema`tica de graf autosimilar. Pel que en sabem, no hi ha
una definicio´ esta`ndard de fractalitat per a grafs. A me´s a me´s, a part de la
recerca en fractalitat en xarxes de tra`nsit, es troben molts pocs articles sobre
fractalitat en xarxes. Cal esmentar el recent estudi de Goh et al. [57], on es
relaciona la fractalitat en grafs amb un arbre generador anomenat esquelet.
Per estudiar una possible relacio´ entre l’efecte petit mo´n i la fractalitat, men-
tre cerquem com es pot comprendre millor la topologia fractal, basem el nostre
estudi en la famı´lia de grafs Sierpinski. Aquests grafs, els quals es deriven del tri-
angle Sierpinski (vegeu Stewart [90]), han estat estudiats des d’un punt de vista
probabil´ıstic. En particular, el problema de camins aleatoris en grafs Sierpinski
ha estat estudiat extensament (vegeu les refere`ncies en l’article de Kron [68]).
Aqu´ı fem un enfocament combinatori.
En aquest cap´ıtol presentem les propietats ba`siques de tres famı´lies de grafs
Sierpinski: el Sierpinski Gasket SGn, el Sierpinski Carpet SCn i el Sierpinski
Tetra STn, on n ∈ N+. A me´s a me´s, constru¨ım determin´ısticament tres famı´lies
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Figura 6.1: La construccio´ recursiva de SGn, amb totes les identificacions de nodes.
La construccio´ recursiva de SCn, amb totes les identificacions de camins.
de grafs Sierpinski petit mo´n: SWSGn,m, SWSCn,m i SWSTn,m, per a n ≥ 3 i
2 ≤ m ≤ n− 1.
En tots dos casos, el dels grafs Sierpinski i el dels grafs Sierpinski petit mo´n,
calculem el dia`metre, el clustering i la dimensio´ box counting. El clustering d’un
node u es defineix com a
Cu =
||〈Γ(u)〉||(|Γ(u)|
2
) ,
on |Γ(u)| e´s el grau del node i ||〈Γ(u)〉|| e´s la mida del subgraf indu¨ıt pels seus
ve¨ıns, i el clustering Cn d’un graf d’ordre n e´s la mitjana del clustering de tots
els nodes.
Per al ca`lcul de la dimensio´ box counting, utilitzem el me`tode del mateix nom,
el qual esta` explicat en detall en l’article de Song et al. [89]. En tots els casos,
els grafs Sierpinski petit mo´n tenen la mateixa dimensio´ box counting que els
corresponents grafs Sierpinski originals.
A me´s, demostrem que, en els grafs Sierpinski petit mo´n, constru¨ıts afegint un
nou ve`rtex i algunes arestes als grafs Sierpinski, el seu dia`metre D e´s logar´ıtmic
en l’ordre N , cosa que justifica el seu nom.
Finalment, demostrem que la construccio´ dels grafs Sierpinski petit mo´n a
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partir dels grafs Sierpinski originals no implica un gran canvi en l’estructura
d’aquests grafs, e´s a dir, que el nombre d’arestes afegides e´s petit respecte al
nombre d’arestes dels grafs originals, com ho e´s el canvi en el clustering.
6.2 Grafs Sierpinski
En aquesta seccio´ presentem les propietats ba`siques dels grafs Sierpinski. Aquesta
famı´lia de grafs ve del Sierpinski Gasket, el ben conegut objecte fractal introdu¨ıt
per Sierpinski el 1915, com explica Stewart [90]. Aquesta famı´lia de grafs inclou
el Sierpinski Gasket (figura 6.2), el Sierpinski Carpet (figura 6.4) i el Sierpinski
Tetra (figura 6.6). Tots aquests grafs poden considerar-se indu¨ıts per la frontera
del seu objecte fractal original. El nostre estudi es basa en les seves propietats
com a models per a xarxes.
Els grafs Sierpinski es construeixen recursivament, a partir d’un bloc ba`sic.
En el cas del Sierpinski Gasket, comencem amb un triangle, SG1 = K3 amb nodes
denotats per vT , vL i vR (T , L i R corresponen a “dalt”, “esquerra” i “dreta”,
segons es mostra en la figura 6.1). El graf SG2 s’obte´ a partir de tres co`pies
de SG1, denotades per BT , BL i BR, que identifiquen tres parells de nodes que
denotem per vLT ≡ vTL, vRT ≡ vTR i vLR ≡ vRL. En la representacio´ plana de
SG2 podem distingir tres nodes, els ve`rtexs del triangle exterior, denotats per
vTT , vLL i vRR. Ana`logament, per a n ≥ 2, el graf SGn es construeix a partir de
tres co`pies de SGn−1, que identifiquen tres parells de nodes distingits, denotats
per vLTT ...T ≡ vTLL...L, vRTT ...T ≡ vTRR...R i vLRR...R ≡ vRLL...L. De nou, SGn
te´ una representacio´ plana i tres nodes distingits en el triangle exterior, vTT ...T ,
vLL...L i vRR...R.
Fem construccions recursives similars per al Sierpinski Carpet i el Sierpinski
Tetra. En el cas del Sierpinski Carpet, el bloc ba`sic e´s un quadrat. SCn ve de 8
co`pies de SCn−1, unides segons una malla 3× 3 sense element central. Els blocs
ve¨ıns comparteixen un camı´. SCn te´ una representacio´ plana amb quatre nodes
distingits en els ve`rtexs del quadrat exterior. Per al Sierpinski Tetra, el bloc
ba`sic e´s un tetraedre i, per tant, ens cal una representacio´ tridimensional. STn
ve de quatre co`pies de STn−1, en aquest cas unides per quatre nodes, de manera
ana`loga a la construccio´ de SGn. Els quatre nodes distingits so´n els nodes que
hi ha en els ve`rtexs del tetraedre en R3, en el qual el graf esta` inscrit.
Vegeu la figura 6.1 per a una representacio´ gra`fica de la construccio´ del Sier-
pinski Gasket i el Sierpinski Carpet, i les figures 6.2, 6.4, i 6.6 per a les tres
famı´lies de grafs en els casos n = 1, 2, 3, 4.
A continuacio´ estudiem les propietats ba`siques de totes tres famı´lies.
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Figura 6.2: SG1, SG2, SG3 i SG4.
Figura 6.3: Caixes en SG5 amb ℓB = 3 (dia`metre=2) i ℓB = 5 (dia`metre=4).
6.2.1 Sierpinski Gasket
Proposicio´ 6.2.1. El Sierpinski Gasket, SGn, satisfa` les propietats segu¨ents:
1. L’ordre i la mida de SGn so´n |Vn| = 3n+32 i |En| = 3n.
2. El dia`metre de SGn e´s Dn = 2
n−1.
3. El clustering de SGn e´s Cn =
4·3n−2+5
3n+3
∼ 4
9
.
Demostracio´. Siguin an i bn, respectivament, |Vn| i |En|. Per construccio´
de SGn, per a n ≥ 2, an = 3 an−1 − 3 i bn = 3 bn−1. A me´s, a1 = 3 i b1 = 3.
Resolent les equacions de recurre`ncia obtenim an =
3n+3
2
i bn = 3
n.
A partir de la definicio´ recursiva tenim que Dn = 2Dn−1. Com que D1 = 1,
el dia`metre e´s Dn = 2
n−1. Observem que, de fet, SGn e´s 3-antipodal, e´s a dir, te´
tres nodes a dista`ncia mu´tua el valor del dia`metre, que so´n els ve`rtexs del triangle
exterior.
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Respecte al punt 3 de la proposicio´, els tres nodes en els ve`rtexs del triangle
exterior tenen grau 2 i clustering 1. Per a n ≥ 2, tots els altres nodes tenen grau
4 i el clustering e´s 1
2
o 1
3
. En SGn, siguin xn el nombre de nodes amb clustering
1
2
i yn el nombre de nodes amb clustering
1
3
. La construccio´ recursiva de SGn ens
permet trobar les equacions de recurre`ncia segu¨ents:
xn = 3 xn−1, x2 = 3
yn = 3 yn−1 + 3, y2 = 0,
La solucio´ de les quals e´s xn = 3
n−1 i yn = 3
n−1−3
2
. Aixo` ens permet calcular el
valor del clustering:
Cn =
3 + 1
3
3n−1−3
2
+ 1
2
3n−1
3n+3
2
=
4 · 3n−2 + 5
3n + 3
,
el l´ımit del qual, per a n→∞, e´s 4
9
. 2
Proposicio´ 6.2.2. La dimensio´ box counting de SGn e´s
dB =
ln 3
ln 2
≈ 1.585.
Demostracio´. Segons el me`tode box counting, la dimensio´ box counting dB
ve donada per NB ∼ KℓB−dB , on NB e´s el nombre mı´nim de caixes disjuntes de
dia`metre ℓB − 1 necessa`ries per recobrir el graf.
El graf SGn te´ 3
n−m subgrafs isomorfs a SGm, per am = n−1, n−2, . . . , 1. Ca-
da un d’aquests subgrafs te´ 3 nodes a dista`ncia mu´tua el seu dia`metreDm = 2
m−1,
que s’identifiquen per parelles (exceptuant els tres ve`rtexs del triangle exterior
de SGn) en la construccio´ d’aquest graf. Per tant, el nombre total de nodes
a dista`ncia mu´tua me´s gran o igual que Dm e´s:
3n−m+1−3
2
+ 3 = 3
n−m+1+3
2
. Si
recobrim el graf amb caixes de dia`metre me´s petit que Dm, cada caixa pot con-
tenir com a ma`xim un d’aquests nodes. Per tant, el nombre mı´nim de caixes de
dia`metre Dm − 1 e´s NB ≥ 3n−m+1+32 .
Substituint els valors anteriors a la fo´rmulaNB ∼ Kℓ−dbB , onK e´s una constant
que depe`n del graf i ℓB = Dm = 2
m−1, obtenim que
dB ∼ lnK − lnNB
ln ℓB
≤ lnK − [ln(3
n−m+1 + 3)− ln 2]
(m− 1) ln 2
∼ lnK − (n−m) ln 3
m ln 2
∼ ln 3
ln 2
,
per a m prou gran i on el valor de K en aquest graf e´s 3n.
Per veure que aquest darrer valor s’assoleix tornem a considerar els 3n−m
subgrafs isomorfs a SGm continguts a SGn. Com que cada un dels nodes d’unio´
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Figura 6.4: SC1, SC2, SC3 i SC4.
(extrems de dia`metre) pot ser assignat a qualsevol de les dues co`pies a les quals
pertany, ara el nombre de caixes compleix NB ≤ 3n−m, per a lB = Dm + 1 =
2m−1 + 1. Com a exemple, vegeu la figura 6.3, per a n = 5 i m = 2, 3. Aleshores
tenim que
dB ∼ lnK − lnNB
ln ℓB
≥ lnK − ln 3
n−m
ln(2m−1 + 1)
∼ lnK − n ln 3 +m ln 3
m ln 2
∼ ln 3
ln 2
,
amb el mateix valor de K que abans. Aixo` demostra el resultat.
2
6.2.2 Sierpinski Carpet
Proposicio´ 6.2.3. El Sierpinski Carpet, SCn, satisfa` les propietats segu¨ents:
1. L’ordre i la mida de SCn so´n
|Vn| = 11708n + 853n−1 + 87 i |En| = 3108n + 853n−1.
2. El dia`metre de SCn e´s Dn = 2 · 3n−1.
3. Tots els nodes en SCn tenen clustering 0.
Demostracio´. Siguin an i bn, respectivament, |Vn| i |En| i sigui ℓn la longitud
del costat del quadrat exterior de SCn.
Per construccio´ de SCn, es compleixen les equacions de recurre`ncia segu¨ents:
ℓn = 3 ℓn−1, ℓ1 = 1
an = 8 (an−1 − ℓn−1 − 1), a1 = 4
bn = 8 (bn−1 − ℓn−1), b1 = 4.
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Figura 6.5: Caixes en SC4 amb ℓB = 7 (dia`metre= 6) i ℓB = 19 (dia`metre= 18).
Resolent aquestes equacions obtenim ℓn = 3
n−1, an = 11708
n + 8
5
3n−1 + 8
7
i bn =
3
10
8n + 8
5
3n−1.
Ara el dia`metre Dn e´s el doble de la longitud del costat del quadrat exterior,
e´s a dir, Dn = 2 ℓn = 2 · 3n−1.
Com que SCn no te´ triangles, el clustering e´s 0. 2
Proposicio´ 6.2.4. La dimensio´ box counting de SCn e´s
dB =
ln 8
ln 3
≈ 1.8928.
Demostracio´. Ana`logament a la demostracio´ de la proposicio´ 6.2.2, ens
basem ara en el fet que SCn conte´ 8
n−m subgrafs isomorfs a SCm, per am = n−1,
n−2,. . . ,1, amb alguns camins d’unio´ entre ells. Aixo` implica l’existe`ncia d’un re-
cobriment del graf amb un nombre de caixesNB ≤ 8n−r i ℓB = Dm+1 = 2·3m−1+1
(vegeu la figura 6.5 amb n = 4 i m = 2, 3). El valor obtingut de la dimensio´ box
counting e´s dB ≈ 1.8928. 2
6.2.3 Sierpinski Tetra
Proposicio´ 6.2.5. El Sierpinski Tetra, STn, satisfa` les propietats segu¨ents:
1. L’ordre i la mida de STn so´n |Vn| = 2 (4n−1 + 1) i |En| = 6 · 4n−1.
2. El dia`metre de STn e´s Dn = 2
n−1.
3. El clustering de STn e´s Cn =
5·4n−1+16
10 (4n−1+1)
∼ 1
2
.
Demostracio´. Siguin an i bn, respectivament, |Vn| i |En|. Per construccio´
de STn, per a n ≥ 2, an = 4 an−1− 6 i bn = 4 bn−1. A me´s a me´s, a1 = 4 i b1 = 6.
Resolent les equacions obtenim an = 2 (4
n−1 + 1) i bn = 6 · 4n−1.
6.2 Grafs Sierpinski 137
Figura 6.6: ST1, ST2, ST3 i ST4.
Figura 6.7: Caixes en ST3 amb ℓB = 3 (dia`metre=2).
Com hem mostrat per al Sierpinski Gasket, Dn = 2Dn−1. Com que D1 = 1,
tenim Dn = 2
n−1.
Els u´nics nodes de grau 3 so´n els 4 ve`rtexs del tetraedre exterior. Aquests
quatre nodes tenen clustering 1. Per a n ≥ 2, el clustering e´s 8
15
o 6
15
. En STn
sigui xn el nombre de nodes en STn amb clustering
8
15
i sigui yn el nombre de
nodes amb clustering 6
15
. La construccio´ recursiva de STn ens permet trobar les
segu¨ents equacions de recurre`ncia.
xn = 4 xn−1, x2 = 6
yn = 4 yn−1 + 6, y2 = 0.
La solucio´ d’aquest sistema e´s xn = 6 · 4n−2 i yn = 2 (4n−2− 1). Aixo` implica que
el clustering e´s
Cn =
4 + 6
15
· 2 (4n−2 − 1) + 8
15
· 6 · 4n−2
2 (4n−1 + 1)
=
5 · 4n−1 + 16
10 (4n−1 + 1)
,
el l´ımit del qual, per a n→∞, e´s 1
2
. 2
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Figura 6.8: SWSG4,2.
Proposicio´ 6.2.6. La dimensio´ box counting STn e´s dB = 2.
Demostracio´. Raonant com en la demostracio´ de la proposicio´ 6.2.2, i tenint
en compte que STn conte´ 4
n−m subgrafs isomorfs a STm amb dia`metre Dm =
2m−1, per a m = n− 1, n− 2, . . . , 1, amb alguns nodes d’unio´ entre ells (vegeu la
figura 6.7 amb n = 3 i m = 2). El valor obtingut de la dimensio´ box counting e´s
dB = 2. 2
6.3 Grafs Sierpinski petit mo´n
En aquesta seccio´, constru¨ım els grafs Sierpinski mo´n petit. El nostre objectiu e´s
reduir prou el dia`metre per assolir un dia`metre logar´ıtmic (en l’ordre) mantenint
l’estructura original del graf. Per a aquestes tres famı´lies de grafs Sierpinski,
proposem unes construccions similars en les quals hem afegit un node unit a un
cert conjunt de nodes del graf original.
Com mostrarem a la seccio´ 6.4, el nombre d’arestes afegides i la variacio´ de
clustering so´n raonablement petits.
6.3.1 Sierpinski Gasket petit mo´n
Com ja hem dit, per a n ≥ 3 i m = 2, . . . , n − 1, es pot veure SGn com a 3n−m
co`pies de SGm fent algunes identificacions de nodes. El Sierpinski Gasket petit
mo´n, SWSGn,m, e´s el graf obtingut unint un nou node a cada ve`rtex del triangle
extern de cada co`pia de SGm (vegeu la figura 6.8). El nombre de noves arestes
e´s exactament el nombre de ve`rtexs de SGn−m+1.
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El dia`metre d’aquest nou graf depe`n del valor de m. Me´s endavant mostrarem
que, per a alguns valors dem,D(SWSGn,m) = O(log |V (SWSGn,m)|). Aleshores,
aquesta construccio´ ens do´na un graf fractal petit mo´n.
A continuacio´ donem les propietats de SWSG:
Proposicio´ 6.3.1. El Sierpinski Gasket petit mo´n, SWSGn,m, satisfa` les propi-
etats segu¨ents (vegeu la figura 6.8):
1. L’ordre i la mida de SWSGn,m so´n:
|Vn,m| = 3n+52 i |En,m| = 3n + 3
n−m+1+3
2
.
2. El dia`metre de SWSGn,m e´s Dn,m = 2
m−1 + 2.
3. El clustering de SWSGn,m e´s Cn,m =
20·3n−2−2·3n−m+7
5 (3n+5)
∼ 4
9
.
Demostracio´. L’ordre de SWSGn,m e´s una unitat me´s que l’ordre de SGn.
La mida de SWSGn,m e´s la mida de SGn me´s el nombre d’arestes afegides.
Com que el nombre d’arestes afegides e´s l’ordre de SGn−m+1, d’acord amb la
proposicio´ 6.2.1, tenim
|Vn,m| = 3n+32 + 1 = 3
n+5
2
, |En,m| = 3n + 3n−m+1+32 .
Denotem perD(SGk) el dia`metre de SGk i perDn,m el dia`metre de SWSGn,m.
Per calcularDn,m nome´s ens cal observar que, en SGm, cada node e´s com a ma`xim
a dista`ncia D(SGm)
2
del conjunt de ve`rtexs del triangle exterior. Una fita superior
de Dn,m e´s D(SGm) + 2 = 2
m−1 + 2. Es pot comprovar fa`cilment que tambe´ e´s
una fita inferior. Aleshores, Dn,m = 2
m−1 + 2.
El nou node te´ clustering 0. Els nodes que estan en els ve`rtexs del triangle
exterior so´n els u´nics nodes de grau 3. Aquests tres nodes tenen clustering 1
3
. La
resta dels nodes tenen grau 4 o 5.
Per als nodes de grau 4, el clustering e´s 1
2
o 1
3
. Siguin xn el nombre de nodes
de grau 4 amb clustering 1
2
i yn el nombre de nodes de grau 4 amb clustering
1
3
.
Per construccio´ de SWSGn,m i per la proposicio´ 6.2.1 tenim
xn = 3
n−1 i
yn =
3n−1−3
2
− 3n−m+1−3
2
= 3
n−1−3n−m+1
2
.
Els altres 3
n−m+1−3
2
nodes tenen grau 5 i clustering 1
5
.
Aixo` ens do´na el valor del clustering
Cn =
1
3
3 + 1
2
3n−1 + 1
3
3n−1−3n−m+1
2
+ 1
5
3n−m+1−3
2
3n+5
2
=
= 20·3
n−2−2·3n−m+7
5 (3n+5)
∼ 4
9
.
2
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Figura 6.9: SWSC4,3.
Corol.lari 6.3.2. Denotem per N i D l’ordre i el dia`metre de SWSGn,m, respec-
tivament. Si m ≤ log2 n, aleshores D = O(logN).
Demostracio´. Segons la proposicio´ 6.3.1, D = 2m−1 + 2 i N = 3
n+5
2
. Si
m ≤ log2 n, aleshores D ≤ n2 + 2 = O(logN). 2
Proposicio´ 6.3.3. La dimensio´ box counting de SWSGn,m e´s igual que la di-
mensio´ box counting de SGn, e´s a dir, dB =
ln 3
ln 2
≈ 1.585.
Demostracio´. Podem recobrir SWSGn,m amb caixes de mida ℓB de la mateixa
manera que hem recobert SGn (vegeu la proposicio´ 6.2.2 i la figura 6.3). Nome´s
ens cal afegir el nou node a una de les caixes que no estan del tot plenes. Obten-
im exactament el mateix nombre de caixes per a cada valor de ℓB. Per tant, la
dimensio´ box counting de SWSGn,m i SGn so´n iguals. 2
6.3.2 Sierpinski Carpet petit mo´n
Com s’ha esmentat, per a n ≥ 3 i m = 2, . . . , n−1, es pot veure SCn com a 8n−m
co`pies de SGm fent algunes identificacions de camins. El Sierpinski Carpet petit
mo´n, SWSCn,m, e´s el graf obtingut unint un nou node als nodes que es troben
en els ve`rtexs del quadrat exterior de cada co`pia de SCm (vegeu la figura 6.9).
El nombre de noves arestes e´s exactament el nombre de nodes de SCn−m+1.
El dia`metre d’aquest nou graf depe`n del valor de m. Demostrarem que, per
a alguns valors de m, D(SWSCn,m) ≈ ln |V (SWSCn,m)|. Aleshores, aquesta
construccio´ e´s un graf fractal petit mo´n.
Aquesta definicio´ e´s ana`loga a la definicio´ de SWSGn,m (vegeu la seccio´ 6.3.1).
A continuacio´ donem les propietats de SWSC:
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Proposicio´ 6.3.4. El Sierpinski Carpet petit mo´n, SWSCn,m, satisfa` les propi-
etats segu¨ents:
1. L’ordre i la mida de SWSCn,m so´n
|Vn,m| = 11708n+ 853n−1+ 157 i |En,m| = 3108n+ 853n−1+ 11708n−m+1+ 853n−m+ 87 .
2. El dia`metre de SWSCn,m e´s Dn,m = 5 · 3m−2 + 1.
3. Tots els nodes de SWSCn,m tenen clustering 0.
Demostracio´. L’ordre de SWSCn,m e´s l’ordre de SCn me´s una unitat. La
mida de SWSCn,m e´s la mida de SCn me´s el nombre d’arestes afegides. Com que
aquest nombre e´s l’ordre de SCn−m+1, segons la proposicio´ 6.2.3 tenim
|Vn,m| = 11708n + 853n−1 + 87 + 1 = 11708n + 853n−1 + 157
i
|En,m| = 3108n + 853n−1 + 11708n−m+1 + 853n−m + 87 .
Denotem per ℓk = 3
k−1 la longitud del costat del quadrat exterior de SCk
(vegeu la demostracio´ de la proposicio´ 6.2.3) i per Dn,m el dia`metre de SWSCn,m.
Per calcular Dn,m nome´s ens cal observar que, en SCm, cada node e´s a dista`ncia
com a ma`xim 2 ℓm−1 +
ℓm−1−1
2
= 5 ℓm−1−1
2
per al conjunt de nodes corresponents
als ve`rtexs del quadrat exterior. Una fita superior de Dn,m e´s 5 ℓm−1 − 1 + 2 =
5 ℓm−1 + 1 = 5 · 3m−2 + 1. Es pot veure fa`cilment que tambe´ e´s una fita inferior.
Aleshores, Dn,m = 5 · 3m−2 + 1.
Com que SWSCn,m no te´ triangles, el clustering e´s 0. 2
Corol.lari 6.3.5. Denotem per N i D l’ordre i el dia`metre de SWSCn,m, respec-
tivament. Si m ≤ log3 n, aleshores D = O(logN).
Demostracio´. De la proposicio´ 6.3.4, tenim que D = 5 · 3m−2 + 1. Si m ≤
log3 n, aleshores D ≤ 59n+ 1 = O(logN). 2
Proposicio´ 6.3.6. La dimensio´ box counting de SWSCn,m e´s igual a la dimensio´
box counting del SC, e´s a dir, dB =
ln 8
ln 3
≈ 1.892.
Demostracio´. La demostracio´ e´s ana`loga a la de la proposicio´ 6.3.3 (vegeu
la figura 6.5). 2
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Figura 6.10: SWST3,2.
6.3.3 Sierpinski Tetra petit mo´n
Com hem dit anteriorment, per a n ≥ 3 i m = 2, . . . , n− 1, STn pot ser vist com
4n−m co`pies de STm fent algunes identificacions de nodes. El Sierpinski Tetra
petit mo´n, SWSTn,m, e´s el graf obtingut unint un nou node a tots els nodes
corresponents als ve`rtexs del tetraedre exterior de cada co`pia de STm (vegeu
la figura 6.10). El nombre d’arestes noves e´s exactament el nombre de nodes
corresponents als ve`rtexs de STn−m+1.
El dia`metre d’aquest nou graf depe`n del valor dem. Me´s endavant demostrem
que, per a alguns valors de m, D(SWSTn,m) ≈ ln |V (SWSTn,m)|. Aleshores,
aquesta construccio´ ens do´na un graf fractal petit mo´n.
A continuacio´ donem les propietats de SWST :
Proposicio´ 6.3.7. El Sierpinski Tetra petit mo´n, SWSTn,m, satisfa` les propietats
segu¨ents:
1. L’ordre i la mida de SWSTn,m so´n
|Vn,m| = 2 · 4n−1 + 3 i |En,m| = 6 · 4n−1 + 2 · 4n−m + 2.
2. El dia`metre de SWSTn,m e´s Dn,m = 2
m−1 + 2.
3. El clustering de SWSTn,m e´s Cn,m =
35·4n−1−8·4n−m−50
35 (2·4n−1+3) ∼ 12 .
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Demostracio´. L’ordre de SWSTn,m e´s una unitat me´s que l’ordre de STn.
La mida de SWSTn,m e´s la mida de STn me´s el nombre d’arestes afegides. Com
que aquest nombre e´s l’ordre de STn−m+1, d’acord amb la proposicio´ 6.2.5 tenim
|Vn,m| = 2 (4n−1 + 1) + 1 = 2 · 4n−1 + 3, |En,m| = 6 · 4n−1 + 2 · 4n−m + 2.
Denotem per D(STk) el dia`metre de STk i per Dn,m el dia`metre de SWSTn,m.
Per calcular Dn,m nome´s ens cal observar que, en STm, cada node e´s a dista`ncia
com a ma`xim D(STm)
2
per al conjunt de ve`rtexs del tetraedre exterior. Una fita
superior de Dn,m e´s D(STm) + 2 = 2
m−1 + 2. Es pot veure fa`cilment que tambe´
e´s una fita inferior. Aleshores, Dn,m = 2
m−1 + 2.
El nou node te´ clustering 0. Els nodes corresponents als ve`rtexs del tetraedre
exterior so´n els u´nics nodes amb grau 4. Aquests (quatre) nodes tenen clustering
1
2
. La resta de nodes tenen grau 6 o 7.
Per als nodes de grau 6, el clustering e´s 8
15
o 6
15
. Siguin xn el nombre de nodes
de grau 6 amb clustering 8
15
i yn el nombre de nodes de grau 6 amb clustering
6
15
.
Per construccio´ de SWSTn,m, i segons la proposicio´ 6.2.5, tenim:
xn = 6 · 4n−2 i
yn = 2 (4
n−2 − 1)− 2 (4n−m − 1) = 2 (4n−2 − 4n−m).
Els restants 2 (4n−m − 1) nodes tenen grau 7 i clustering 6
21
.
Aixo` ens do´na el valor per al clustering:
Cn =
1
2
4 + 8
15
6 · 4n−2 + 6
15
2 (4n−2 − 4n−m) + 6
21
2 (4n−m − 1)
2 · 4n−1 + 3 =
= 35·4
n−1−8·4n−m−50
35 (2·4n−1+3) ∼ 12 .
2
Corol.lari 6.3.8. Denotem per N i D l’ordre i el dia`metre de SWSTn,m, respec-
tivament. Si m ≤ log2 n, aleshores D = O(logN).
Demostracio´. D’acord amb la proposicio´ 6.3.7, tenim que D = 2m−1 + 2 i
N = 2 · 4n−1 + 3. Si m ≤ log2 n, aleshores D ≤ n2 + 2 = O(logN). 2
Proposicio´ 6.3.9. La dimensio´ box counting de SWSTn,m e´s igual a la dimensio´
box counting de STn, e´s a dir, dB = 2.
Demostracio´. La demostracio´ e´s ana`loga a la de la proposicio´ 6.3.3 (vegeu
la figura 6.7). 2
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6.4 Grafs Sierpinski respecte a grafs Sierpinski
petit mo´n
A la seccio´ anterior, hem proposat la construccio´ de grafs petit mo´n per a tres
famı´lies de grafs, el Sierpinski Gasket, el Sierpinski Carpet i el Sierpinski Tetra.
Hem demostrat que aquestes tres famı´lies de grafs so´n fractals i tenen dia`metre
logar´ıtmic en l’ordre. Per recapitular, tenim els tres casos segu¨ents:
• El Sierpinski Gasket petit mo´n, SWSGn,m, s’obte´ del Sierpinski Gasket,
SGn, afegint
3n−m+1+3
2
arestes. La seva dimensio´ box counting e´s ln 3
ln 2
≈ 1.585
i el seu dia`metre e´s O(logN), per a 2 ≤ m ≤ log2 n.
• El Sierpinski Carpet petit mo´n, SWSCn,m, s’obte´ del Sierpinski Carpet,
SCn, afegint
11
70
8n−m+1 + 8
5
3n−m + 8
7
arestes. La seva dimensio´ box counting
e´s ln 8
ln 3
≈ 1.892 i el seu dia`metre e´s O(logN), per a 2 ≤ m ≤ log3 n.
• El Sierpinski Tetra petit mo´n, SWSTn,m, s’obte´ del Sierpinski Tetra, STn,
afegint 2 · 4n−m + 2 arestes. La seva dimensio´ box counting e´s 2 i el seu
dia`metre e´s O(logN), per a 2 ≤ m ≤ log2 n.
Com a mesura de com l’estructura subjacent es conserva en la construccio´
dels grafs Sierpinski petit mo´n, podem avaluar el nombre d’arestes afegides i la
variacio´ de clustering. En aquest sentit, la nostra construccio´ e´s millor per a
grans valors de m, entre els valors permesos pel dia`metre O(logN).
A continuacio´ mostrem que el nombre d’arestes afegides i la variacio´ de clus-
tering so´n raonablement petits. Concretament, per a les tres famı´lies, els valors
o`ptims dem satisfan que el nombre d’arestes afegides i la variacio´ de clustering re-
specte al corresponent graf Sierpinski so´n O
(
N
logN
)
i O
(
1
logN
)
, respectivament,
on N denota l’ordre del graf. Per simplicitat, restringim els nostres ca`lculs a
valors espec´ıfics de m.
Corol.lari 6.4.1. Si m = log3 n, aleshores les variacions en la mida i en el
clustering entre SGn i SWSGn,m so´n O
(
N
logN
)
i O
(
1
logN
)
, respectivament, on
N denota l’ordre de SGn.
Demostracio´. D’acord amb la proposicio´ 6.2.1, l’ordre de SGn e´s N =
3n+3
2
.
A me´s a me´s, la seva mida e´s E = 3n i el seu clustering e´s C = 4·3
n−2+5
3n+3
.
D’acord amb la proposicio´ 6.3.1, la mida de SWSGn,m e´s E
′ = 3n+ 3
n−m+1+3
2
i el seu clustering e´s C ′ = 20·3
n−2−2·3n−m+7
5 (3n+5)
.
Fent uns ca`lculs fa`cils tenim que
E ′ −E = 3n−m+1+3
2
,
6.4 Grafs Sierpinski respecte a grafs Sierpinski petit mo´n 145
C − C ′ = 4 · 3
n−2 + 5
3n + 3
− 20 · 3
n−2 − 2 · 3n−m + 7
5 (3n + 5)
=
=
8 · 3n−2 + 25
(3n + 3)(3n + 5)
+
2 · 3n−m
5 (3n + 5)
− 7
5 (3n + 5)
.
Si m = log3 n, aleshores 3
n−m = 3
n
n
, cosa que implica que el nombre d’arestes
afegides e´s E ′ − E = O
(
N
logN
)
i el decreixement del clustering e´s C − C ′ =
O
(
1
logN
)
. 2
Corol.lari 6.4.2. Si m = log3 n, aleshores la variacio´ en la mida entre SCn i
SWSCn,m e´s O
(
N
logN
)
, on N denota l’ordre de SCn.
Demostracio´. D’acord amb la proposicio´ 6.2.3, l’ordre de SCn e´s N =
11
70
8n + 8
5
3n−1 + 8
7
i la seva mida e´s E = 3
10
8n + 8
5
3n−1.
D’acord amb la proposicio´ 6.3.4, la mida de SWSGn,m e´s E
′ = 3
10
8n+ 8
5
3n−1+
11
70
8n−m+1 + 8
5
3n−m + 8
7
.
Fent uns ca`lculs fa`cils tenim que
E ′ −E = 11
70
8n−m+1 + 8
5
3n−m + 8
7
.
Si m = log3 n, aleshores 3
n−m = 3
n
n
i 8n−m < 8
n
n
, cosa que implica que el
nombre d’arestes afegides e´s E ′ − E = O
(
N
logN
)
. 2
En aquest cas, la discussio´ sobre el clustering no e´s necessa`ria, ja que el seu
valor e´s nul per als dos grafs SCn i SWSCn,m.
Corol.lari 6.4.3. Si m = log4 n, aleshores les variacions en la mida i en el
clustering entre STn i SWSTn,m so´n O
(
N
logN
)
i O
(
1
logN
)
, respectivament, on N
denota l’ordre de STn.
Demostracio´. D’acord amb la proposicio´ 6.2.5, l’ordre de STn e´s N =
2 (4n−1 + 1). A me´s a me´s, la seva mida e´s E = 6 · 4n−1 i el seu clustering
e´s C = 5·4
n−1+16
10 (4n−1+1)
.
D’acord amb la proposicio´ 6.3.7, tenim que la mida de SWSGn,m e´s E
′ =
6 · 4n−1 + 2 · 4n−m + 2 i el seu clustering e´s C ′ = 35·4n−1−8·4n−m−50
35 (2·4n−1+3) .
Fent uns ca`lculs fa`acils tenim que
E ′ −E = 2 · 4n−m + 2,
C − C ′ = 5 · 4
n−1 + 16
10 (4n−1 + 1)
− 35 · 4
n−1 − 8 · 4n−m − 50
35 (2 · 4n−1 + 3) =
=
37 · 4n−1 + 48
10 (4n−1 + 1)(2 · 4n−1 + 3) +
8 · 4n−m
35 (2 · 4n−1 + 3) +
+
10
7 (2 · 4n−1 + 3) .
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Si m = log4 n, aleshores 4
n−m = 4
n
n
, cosa que implica que el nombre d’arestes
afegides e´s E ′ − E = O
(
N
logN
)
i el decreixement del clustering e´s C − C ′ =
O
(
1
logN
)
. 2
6.5 Conclusions
Hem presentat les propietats dels grafs Sierpinski, incloent-hi el clustering i la
fractalitat. Tambe´ hem proposat una construccio´ determinista dels grafs Sierpin-
ski petit mo´n i n’hem estudiat les propietats.
Hem aplicat te`cniques combinato`ries per mostrar que l’estructura dels grafs
Sierpinski es conserva, incloent-hi la dimensio´ box counting, mentre es produeix
l’efecte petit mo´n.
En les nostres construccions petit mo´n, el node afegit actua clarament com
un hub. En xarxes de comunicacions caldria millorar aixo`. Tanmateix, el nostre
objectiu era mostrar que, el me`tode del box counting, que ha estat adaptat per
a grafs per Song et al. [89], funciona fins i tot en xarxes petit mo´n. En aquest
sentit, podem dir que hem trobat una famı´lia de grafs fractals petit mo´n.
D’altra banda, pensem que la definicio´ de fractalitat per a grafs s’hauria d’e-
standarditzar.
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7.1 Conclusions
Com a conclusions d’aquesta tesi presentem les nostres contribucions a cada tema
i les publicacions que han originat. A me´s a me´s, enunciem les qu¨estions que
queden obertes.
7.1.1 Xarxes Manhattan multidimensionals
Contribucions [33, 34]
• Dues definicions rigoroses per al cas n-dimensional.
• Mn e´s un graf bipartit i 2n-partit.
• Existeix un homomorfisme entre Mn i el digraf sime`tric de l’hipercub.
• M2 e´s un digraf l´ınia.
• Mn e´s un digraf de Cayley.
• M2 i M ′2 corresponen als digrafs de Cayley de subgrups normals dels grups
cristal.logra`fics plans pgg i p4, respectivament.
• Dia`metre de Mn.
• Mn e´s hamiltonia`.
• Condicions suficients per a descompondre M2 en dos cicles hamiltonians
arc-disjunts.
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Problemes oberts
• Connectivitat i superconnectivitat de Mn.
• Estudi dels digrafs de Cayley d’altres grups cristal.logra`fics.
• Descomposicio´ de Mn en n cicles de Hamilton arc-disjunts.
7.1.2 Esquemes de comunicacio´ de les xarxes Manhattan
Contribucions [30, 31, 32]
• Algorisme d’encaminament local per a Mn.
• Difusio´ o`ptima en M2 a partir d’un algorisme gene`tic.
7.1.3 Espectre de les xarxes Manhattan
Contribucions [36, 37]
• L’espectre de Mn conte´ tots els valors propis (incloent les multiplicitats) de
l’hipercub n-dimensional Qn.
• Els valors propis de M2 i les seves multiplicitats.
• Definicions de l’hipercub conjugat Qn i l’hipercub conjugat amb pesos Q ∗n i
les seves relacions amb l’hipercub plegat Q˜n.
• Els valors propis de Mn coincideixen amb els de l’hipercub conjugat amb
pesos Q
∗
n .
7.1.4 El producte Manhattan de digrafs
Contribucions [35]
• Definicio´ i propietats ba`siques.
• El producte Manhattan de cicles dirigits (d’ordre parell) e´s una xarxa Man-
hattan.
• El producte Manhattan de dues xarxes Manhattan e´s una xarxa Manhattan.
• El producte Manhattan de dos digrafs ve`rtex-sime`trics (isomorfs als seus
conversos) e´s un digraf ve`rtex-sime`tric.
• El producte Manhattan de digrafs, cadascun d’ells amb un camı´ hamiltonia`,
e´s un digraf hamiltonia`.
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Problemes oberts
• Definicio´ alternativa de producte Manhattan.
• Caracteritzacio´ dels digrafs de Cayley provinents d’un producte Manhattan
de digrafs de Cayley.
7.1.5 Xarxes jera`rquiques deterministes
Contribucions [16]
• Definicio´ i propietats estructurals de Hn,k.
• Encaminament en Hn,k.
• Dia`metre, radi i excentricitat del ve`rtex arrel de Hn,k.
• Distribucions de graus i de clusterings i grau mitja` de Hn,k.
Problemes oberts
• Estudi del producte subjacent que do´na Hn,k.
7.1.6 El producte jera`rquic de grafs
Contribucions [13]
• Definicio´ i propietats me`triques del producte jera`rquic de grafs.
• Polinomis caracter´ıstics i valors propis del producte jera`rquic de dos grafs.
• Definicio´ i condicions d’hamiltonicitat del producte jera`rquic generalitzat
de grafs.
Problemes oberts
• Espectre del producte jera`rquic generalitzat de grafs.
7.1.7 Hiperarbres binaris
Contribucions [14]
• Definicio´ i propietats ba`siques dels hiperarbres binaris Tm.
• El grup d’automorfismes de Tm e´s S2.
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• Espectre de l’hiperarbre: matriu d’adjace`ncia, polinomi caracter´ıstic i valors
propis de Tm.
• Els valors propis de Tm so´n tots diferents per a tot m > 1.
• Comportament asimpto`tic dels valors propis de Tm.
Problemes oberts
• Densitat a R del conjunt de valors propis dels hiperarbres binaris.
7.1.8 Hiperarbres r-a`dics
Contribucions [15]
• Definicio´ de Tmr i les propietats principals (grau, excentricitat de l’arrel,
dia`metre).
• El grup d’automorfismes de Tmr e´s S2.
• Si G e´s un graf amb tots els valors propis diferents, aleshores els valors
propis de H = G ⊓ Pr so´n tambe´ tots diferents.
• Els valors propis de Tmr i el seu comportament asimpto`tic.
• Els vectors propis de Tmr i la seva relacio´ amb els polinomis de Txebixev de
segona espe`cie.
Problemes oberts
• Densitat a R del conjunt de valors propis dels hiperarbres r-a`dics.
7.1.9 Xarxes Sierpinski
Contribucions [11, 12]
• Propietats del grafs Sierpinski Gasket, Sierpinski Carpet i Sierpinski Tetra.
• Construccio´ dels grafs Sierpinski Gasket petit mo´n, Sierpinski Carpet pe-
tit mo´n i Sierpinski Tetra petit mo´n, els quals so´n petit mo´n i fractals
simulta`niament.
• Propietats dels grafs Sierpinski Gasket petit mo´n, Sierpinski Carpet petit
mo´n i Sierpinski Tetra petit mo´n.
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Problemes oberts
• Noves mesures de clustering.
• Definir formalment fractalitat i autosimilitud per a grafs.
• Espectre dels grafs Sierpinski.
7.2 Conclusions (English)
As a conclusion of this thesis, we present our contributions to each subject and
the publications which have given rise to. Moreover, we some open problems are
proposed.
7.2.1 Multidimensional Manhattan street networks
Contributions [33, 34]
• Two formal definitions of multidimensional Manhattan street networks Mn.
• Mn is a bipartite and 2n-partite digraph.
• There exist an homomorphism from Mn to the symmetric digraph of the
hypercube.
• M2 is a line digraph.
• Mn is a Cayley digraph.
• M2 and M ′2 correspond to the Cayley digraph of some normal subgroups of
the planar crystallographic groups pgg and p4, respectively.
• Diameter of Mn.
• Mn is Hamiltonian.
• Sufficient conditions to decompose M2 into two arc-disjoint Hamiltonian
cycles.
Open problems
• Connectivity and superconnectivity of Mn.
• Cayley digraphs of other crystallographic groups.
• Decomposition of Mn into n arc-disjoint Hamiltonian cycles.
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7.2.2 Comunication protocols of Manhattan street net-
works
Contributions [30, 31, 32]
• Local routing algorithm for Mn.
• Optimal broadcasting in M2 from a genetic algorithm.
Open problems
• Optimal broadcasting in Mn.
7.2.3 The spectra of Manhattan street networks
Contributions [36, 37]
• The spectrum of Mn contains all the eigenvalues (including multiplicities)
of the n-dim hypercube Qn.
• Eigenvalues of M2 and their multiplicities.
• Definitions of the conjugate hypercube Qn, the weighted conjugate hyper-
cube Q
∗
n and their relation to the folded hypercube Q˜n.
• The eigenvalues of Mn coincide with the eigenvalues of Q ∗n .
7.2.4 The Manhattan product of digraphs
Contributions [35]
• Definition and main properties.
• The Manhattan product of directed cycles (with even order) is a MSN.
• The Manhattan product of two MSN is a MSN.
• The Manhattan product of two vertex-symmetric digraphs (isomorphic to
their converses) is a vertex-symmetric digraph.
• The Manhattan product of two digraphs, each of them with a Hamiltonian
path, is a Hamiltonian digraph.
7.2 Conclusions (English) 153
Open problems
• Alternative definition of the Manhattan product.
• Characterization of the Manhattan product of Cayley digraphs.
7.2.5 Deterministic hierarchical networks
Contributions [16]
• Definition and structural properties of Hn,k.
• Routing in Hn,k.
• Diameter, radius and eccentricity of the root vertex of Hn,k.
• Degree and clustering distributions, and mean degree of Hn,k.
Open problems
• Study of the underlying product giving Hn,k.
7.2.6 The hierarchical product of graphs
Contributions [13]
• Definition and metric properties of the hierarchical product of graphs.
• Characteristic polynomials and eigenvalues of the hierarchical product of
two graphs.
• Definition and conditions of Hamiltonicity of the generalized hierarchical
product of graphs.
Open problems
• Spectrum of the generalized hierarchical product of graphs.
7.2.7 Binary hypertrees
Contributions [14]
• Definition and main properties of the binary hypertrees Tm.
• The automorphism group of Tm is S2.
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• Spectra of hypertrees: adjacency matrix, characteristic polynomial and
eigenvalues of Tm.
• The eigenvalues of Tm are different for all m > 1.
• Asymptotic behavior of the eigenvalues of Tm.
Open problems
• Density in R of the eigenvalue set of the hypertrees.
7.2.8 r-adic hypertrees
Contributions [15]
• Definition of Tmr and its main properties (degree, eccentricity of the root,
radius, diameter).
• The automorphism group of Tmr is S2.
• If G is a graph with all its eigenvalues different, then the eigenvalues of
H = G ⊓ Pr are also all different.
• The eigenvalues of Tmr and their asymptotic behavior.
• The eigenvectors of Tmr and their relation to the Chebyshev polynomials of
the second kind.
Open problems
• Density in R of the eigenvalue set of the r-adic hypertrees.
7.2.9 Sierpinski graphs
Contributions [11, 12]
• Properties of SGn, SCn and STn.
• Construction of SWSGn,m, SWSCn,m and SWSTn,m, which are small-
world and fractal simultaneously.
• Properties of SWSGn,m, SWSCn,m and SWSTn,m.
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Open problems
• New measures of clustering.
• Formal definition of fractality and auto-similarity for graphs.
• Spectra of Sierpinski graphs.
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