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Abstract
Noise adaptive training (NAT) is an effective approach to nor-
malise the environmental distortions in the training data. This
paper investigates the model-based NAT scheme using joint un-
certainty decoding (JUD) for subspace Gaussian mixture mod-
els (SGMMs). A typical SGMM acoustic model has much
larger number of surface Gaussian components, which makes
it computationally infeasible to compensate each Gaussian ex-
plicitly. JUD tackles the problem by sharing the compensation
parameters among the Gaussians and hence reduces the com-
putational and memory demands. For noise adaptive training,
JUD is reformulated into a generative model, which leads to
an efficient expectation-maximisation (EM) based algorithm to
update the SGMM acoustic model parameters. We evaluated
the SGMMs with NAT on the Aurora 4 database, and obtained
higher recognition accuracy compared to systems without adap-
tive training.
Index Terms: adaptive training, noise robustness, joint uncer-
tainty decoding, subspace Gaussian mixture models
1. Introduction
Modern state-of-the-art automatic speech recognition (ASR)
systems are normally trained on large amount of, but heteroge-
neous acoustic data which are recorded from different speakers
and in various environmental conditions. This induces nuisance
variability in the acoustic data which is irrelevant to the task of
speech recognition, and hence reduces the recognition accuracy
of an ASR system. Adaptive training is an effective technique
to normalise such kind of variability in the canonical acoustic
model. A typical example is speaker adaptive training (SAT)
[1], in which speaker-dependent transformations are introduced
during the model training process to account for the speaker re-
lated variability. Similar adaptive training scheme has also been
proposed to normalise the variability induced by the environ-
mental noise, which is referred as noise adaptive training (NAT)
[2, 3], including some variants such as irrelevant variability nor-
malisation (IVN) [4] and joint adaptive training (JAT) [5].
The application of NAT depends on a particular choice of
the noise compensation algorithms that may be used in either
feature- or model-domain. Recent work has proposed numer-
ous such kind of algorithms for noise robust ASR with both
strengths and weaknesses. For instance, vector Taylor series
(VTS) [6] and model-based joint uncertainty decoding (JUD)
[7] rely on the mismatch function that models the relationship
between clean and noise corrupted speech. Using the mismatch
function has the advantage that the amount of adaptation data
can be small, which is suitable for rapid adaptation. But it also
has the strict requirement of acoustic features to be used, which
limits its application domains. SPLICE [2, 8] and front-end
JUD [9] get rid of the constraint of the mismatch function by
learning the mapping between clean and noisy speech from the
stereo training data. However, such kind of data is normally
hard to be obtained, and it may not generalise well to unseen
noise conditions. Noisy constrained maximum likelihood lin-
ear regression (NCMLLR) [10], which is a purely data-driven
method, is more flexible from this perspective. It relies on
neither the mismatch function as VTS or JUD, nor the stereo
training data as SPLICE, but estimates the noise compensation
transformations by maximum likelihood criterion for each ho-
mogeneous block of acoustic data. However, it requires larger
amount of training data to achieve good performance, and hence
not suitable for rapid adaptation.
While most of the research on noise robustness are based on
the GMM-based acoustic models, we have previously shown
in [12, 13] that state-of-the-art performance can be achieved
using the recently proposed subspace Gaussian mixture mod-
els (SGMMs) [11]. Using a compact model representation,
an SGMM acoustic model usually has much larger number of
surface Gaussians. For noise compensation, JUD was used to
compromise between the accuracy and computational cost [13].
In this paper, we study the application of NAT to the SGMMs
based on JUD transformations. The adaptive training algorithm
is derived from the generative nature of the JUD transforma-
tion as in [10], which leads to an efficient EM-based algorithm
to update the acoustic model parameters. We experimented the
NAT algorithm on the Aurora 4 dataset and demonstrated the
effectiveness of the propose approach.
2. Joint uncertainty decoding
In joint uncertainty decoding (JUD) [9], the likelihood of a
noisy speech observation yt at time frame t given the model
component m is obtained by marginalising out the latent clean
speech variable xt as
p(yt | m) =
∫
p(xt,yt | m)dxt (1)
≈
∫
p(yt | xt, r)p(xt | m)dxt (2)
where equation (2) is obtained by using the approximation of
p(yt|xt,m) ≈ p(yt|xt, r), and r denotes the regression class
that component m belongs to. By using smaller number of re-
gression classes, this approximation can significantly reduce the
computational cost at the expense of slightly worse recognition
accuracy [7].
By assuming the joint distribution of xt and yt being Gaus-
sian, the analytical form of the marginal likelihood is given as
p(yt | m) ≈ |A(r)| N
(
A(r)yt + b
(r);µm,Σm + Σ
(r)
b
)
.
(3)
Here, T =
[(
A(r),b(r),Σ
(r)
b
)
, r = 1, . . . , R
]
are referred
as the JUD transformation parameters, which is computed for
each regression class, and R is the total number of regression
classes. These parameters were originally estimated using the
stereo training data as SPLICE [9], but it was later replaced by
using the VTS style scheme [14, 7], which uses the similar mis-
match function as that is used in the standard VTS based noise
compensation [6, 15]. Following [16, 17], we used the extended
mismatch function which introduces the phase factor to capture
the correlations between the noise and clean speech when ap-
plying JUD to an SGMM acoustic model [12, 13], which can
be expressed as
y
(s)
t = x
(s)
t + ht + C log
[
1 + exp
(
C−1(nt − x(s)t − ht)
)
+ 2α • exp
(
C−1(nt − x(s)t − ht)/2
) ]
, (4)
where the subscript (s) corresponds to the static coefficients,
1 is the unit vector, log(·), exp(·) and • denote the element-
wise logarithm, exponentiation and multiplication. nt and ht
are static additive and convolutional noise, respectively. C is
the truncated discrete cosine transform (DCT) matrix, and C−1
indicates its pseudoinverse. α denotes the phase factor [16, 17].
2.1. Reformulation as a generative model
In nature, JUD can be represented by a generative model for
each regression class r as [10]
yt = H
(r)xt + g
(r) + n
(r)
t , n
(r)
t ∼ N
(
0,Φ(r)
)
(5)
where H(r) is a linear transform, g(r) denote the bias term and
n
(r)
t is a Gaussian additive noise. From equation (5), the condi-
tional distribution of yt given xt for each regression class can
be obtained as
p(yt|xt, r) = N
(
yt; H
(r)xt + g
(r),Φ(r)
)
. (6)
Given this distribution, the original JUD likelihood function
(3) can be obtained by substituting equation (6) into (2) by
setting the JUD transformation parameters to be A(r) =
H(r)−1,b(r) = −H(r)−1g(r) and Σ(r)b = A(r)Φ(r)A(r)T .
The generative view of JUD is particularly useful, since
it makes it possible to estimate the JUD transforms in a data-
driven fashion. It is more flexible as it gets rid of the mismatch
function (4). For instance, a successful example can be found
in [10] which is also known as Noisy-CMLLR. Meanwhile, an
EM algorithm can also be derived to update the acoustic model
parameter for adaptive training as in [10, 18]. This algorithm
will be used in this paper for noise adaptive training of SGMMs
which will be further discussed in section 3.
2.2. Compensation of SGMMs
The SGMM acoustic model is proposed by Povey et. al [11],
in which the GMM parameters of each HMM state are derived
from low-dimensional model subspace. It has obtained success
in standard telephone speech transcription [11] as well as in the
cross-lingual and multilingual settings [19, 20]. For noise com-
pensation with JUD [12, 13], one of the key configurations is
using the universal background model (UBM) in the SGMM
as the regression model for JUD which enjoys particular ad-
vantages in implementation simplicity and computational effi-
ciency. This will result in the likelihood function for the HMM
state j as
p(yt | j, T ) =
Kj∑
k=1
cjk
I∑
i=1
wjki |A(r)|
× N
(
A(r)yt + b
(r); µjki,Σi + Σ
(r)
b
)
(7)
where cjk and wjki are the sub-state and Gaussian component
weights, I denotes the number of Gaussians in the UBM and
Kj is the number of sub-states for state j. Σi is the covariance
matrix that is state-independent. The Gaussian mean and weight
are derived from
µjki = Mivjk, wjki =
exp wTi vjk∑I
i′=1 exp w
T
i′vjk
. (8)
Here, Mi and wi are the mean and weight projections, and
vjk is the state vector which is normally low dimensional. The
regression class index r will be replaced by the UBM compo-
nent index i if using the UBM as the regression model for JUD
[13]. As the usual practice [3, 17], noise compensation was em-
ployed on the per-utterance basis in which the noise condition
is assumed to be the same. This means that the JUD transfor-
mation T will depend on the utterance index. For clarity, we
do not introduce an additional notation for the utterance index
without causing confusions. In the following, we will further
referM the SGMM acoustic model parameters.
3. Noise adaptive training
Noise adaptive training (NAT) of the acoustic model involves
joint optimisation of the acoustic model parametersM and the
transformation parameters T . For an SGMM acoustic model,
the objective function for NAT can be expressed as
Q
(
M˜, T˜ ;M, T
)
=
∑
jkit
γjki(t) log |A(r)|
× N
(
A(r)yt + b
(r); µjki,Σi + Σ
(r)
b
)
(9)
where γjki(t) is the posterior probability for frame t, M˜ and T˜
denote the new estimate of the model and transformation param-
eters. Note that this objective function is for a particular training
utterance that the transformation parameters T depends on. The
overall objective function for the total training utterances can be
obtained by summing equation (9) with the corresponding T .
Directly optimising the parameters in both of theM and T
is normally infeasible, especially for an SGMM acoustic model
since the objective function is more complex. Analogous to
SAT [1], a common practice is to interleave the update of M
and T one after another [3, 5]. In this paper, we adopt the same
principle for adaptive training of SGMMs. The estimation of
T given M has been detailed in [13], whereas in this paper,
we focus on the estimation of the acoustic model parameterM
given the estimate of T .
3.1. Optimisation
In literature, there are two optimisation approaches to update
the acoustic model parametersM for NAT. The first one is the
second-order gradient-based approach, in which, a particular set
of parameters θ inM is updated by
θ˜ = θ − ζ
(
∂2Q(·)
∂2θ
)−1(
∂Q(·)
∂θ
)
(10)
where θ˜ is the new value of θ, ζ is the learning rate and Q(·)
denotes the objective function (9). Typical examples of its ap-
plications are [5] for JUD-GMM system and [3] for VTS-GMM
system. Depending on the form of Hessian it used, it may yield
faster convergence. However, the drawbacks of this approach
are that the computation of the gradient and Hessian terms in
(10) can be complex, especially for the SGMM-based acoustic
models due to the compact model representation. Furthermore,
the discriminative criteria may not be simply applied with this
type of optimisation as discussed in [18].
The second type of optimisation is based on the EM algo-
rithm, which is derived from the generative perspective of JUD
transformation as equation (5). The essence of this method is to
estimate the sufficient statistics of the expected “pseudo-clean”
speech feature xt. It is obtained by computing its conditional
distribution which depends on the component m as
p(xt|yt, r,m) = p(yt|xt, r)p(xt|m)∫
p(yt|xt, r)p(xt|m)dxt . (11)
As shown in [10], an analytical solution can be obtained from
equation (6), which gives the conditional expectations as
E[xt|yt, r,m] = x˜(rm)t (12)
E[xtxTt |y, r,m] = Σ˜(rm)x + x˜(rm)t x˜(rm)Tt (13)
where
x˜
(rm)
t = A˜
(rm)yt + b˜
(rm)
Σ˜
(rm)
x =
(
Σ(m)−1x + Σ
(r)−1
b
)−1
A˜(rm) = Σ˜
(rm)
x Σ
(r)−1
b A
(r)
b˜(rm) = Σ˜
(rm)
x
(
Σ(m)−1x µ
(m)
x + Σ
(r)−1
b b
(r)
)
where µ(m)x and Σ
(m)
x are the mean and covariance of Gaus-
sian component m. Given the expectations, the statistics can be
accumulated in the standard fashion to re-estimate the acous-
tic model parameters. This method makes the implementation
much simpler and hence has been used in this work.
3.2. Model update
Using the EM-based algorithm as aforementioned, it only in-
volves minor changes in the original model estimation formula
of the SGMMs presented in [11]. Taking the estimation of the
Gaussian mean projection Mi for instance, the auxiliary func-
tion is
Q(Mi) = tr
(
MTi Σ
−1
i Yi
)
− 1
2
tr
(
MTi Σ
−1
i MiQi
)
(14)
where the sufficient statistics Yi and Qi will be obtained as
Yi =
∑
jkt
γjki(t)E[xt|yt, r,m]vTjk (15)
Qi =
∑
jkt
γjki(t)vjkv
T
jk (16)
Note that in an SGMM, the Gaussian component index m will
be replaced by jki as in equation (7), and the regression class
index r is replaced by i. It also worths emphasising that the pos-
teriori probability γjki(t) should be computed using the noisy
feature vector yt by the likelihood function (7) in the adaptive
training scheme.
Likewise, other types of SGMM acoustic model parame-
ters such as vjk and Σi can be estimated in the same fashion
using the expectations of the “pseudo-clean” feature vectors.
The EM-based algorithm for NAT is similar to some feature en-
hancement methods which also estimate xt given yt, e.g. [6].
However, a fundamental difference is that the conditional ex-
pectations directly relate to the acoustic model structure as in
(12) and (13), while for feature enhancement they are normally
derived using a frond-end GMM. Due to the more close match
to the acoustic model, NAT was found to outperform its feature
enhancement counterpart in [21].
Finally, it is worthwhile to point out that the UBM that as-
sociated with the SGMM acoustic model needs also be updated
during the adaptive training. This is because that the UBM is
used as a clustering of the Gaussian components in the SGMM
when applying JUD [13]. After NAT, the SGMM is based on
“pseudo-clean” feature space which is different from that the
UBM is originally trained on. In this work, the UBM is updated
using the weighted average of the corresponding Gaussian com-
ponent in the SGMM as
Σubmi = Σi (17)
wubmi =
∑
jkt γjki(t)∑
jkit γjki(t)
(18)
µubmi =
∑
jkt
γjki(t)Mivjk (19)
where wubmi , µ
ubm
i and Σ
ubm
i are the weight, mean and covari-
ance matrix for component i in the UBM respectively. Updating
the UBM was found to improve the recognition accuracy of the
NAT system.
3.3. Training recipe
To sum up, the NAT recipe for an SGMM acoustic model used
in this paper is as follows.
1. Initialise the acoustic model M by the standard maxi-
mum likelihood training.
2. For each training utterance, initialise the noise model pa-
rameters for nt and ht in (4).
3. Re-estimate the noise model parameters givenM.
4. Obtain the JUD transformation parameters T .
5. Given M and T , compute the posterior probability
γjki(t) using equation (7).
6. Accumulate the statistics using the conditional expecta-
tions (12) (13) and updateM.
7. Go to step 4 until convergence.
8. Update the UBM using equations (17) - (19).
9. Go to step 1 until the number of iterations is reached.
While this paper focuses on the NAT algorithm for the SGMMs,
more details about noise model and JUD transform estimation
used in step 2 to step 4 can be found in [13].
4. Experiments
The experiments were performed using the Aurora 4 corpus,
which is derived from the Wall Street Journal (WSJ0) 5,000-
word (5k) closed vocabulary transcription task. The clean train-
ing set contains about 15 hours of audio, and Aurora 4 provides
a noisy version of the training set which is contaminated by
Table 1: Word error rates (WERs) of SGMM systems with and
without noise adaptive training.
Methods A B C D Avg
Clean model 5.2 58.2 50.7 72.1 59.9
+JUD 5.1 13.1 12.0 23.2 16.8
MST model 6.8 15.2 18.6 32.3 22.2
+JUD 7.4 13.3 14.7 24.1 17.6
NAT model 6.5 20.3 19.8 39.7 27.6
+JUD 6.1 11.3 11.9 22.4 15.7
the artificial noise in different conditions. This training set en-
ables the multi-style training (MST) as well as noise adaptive
training (NAT) of the acoustic models. The test set has 300 ut-
terances from 8 speakers. The first test set, set A (test01),
was recorded using a close talking microphone, similar to the
clean training data. The data comprising set B (test02 to
test07) was obtained by adding six different types of noise,
with randomly selected signal-to-noise ratios ranging from 5dB
to 15dB, to set A. Set C (test08) was recording using a desk-
mounted secondary microphone and the same type of noise used
for set B was added to this test set to form set D (test09 to
test14).
In the following experiments, we used 39 dimensional fea-
ture vectors which is derived from 12th order mel frequency
cepstral coefficients, plus the zeroth order coefficient (C0), with
delta and acceleration features. We used the standard WSJ0
5k bigram language model [22]. The SGMM systems have
about 3900 tied triphone states, 16,000 sub-states, and we used
I = 400 in the UBM, which results in 6.4 million surface Gaus-
sians. As mentioned before, the phase-sensitive mismatch func-
tion (4) was used for estimating the JUD transforms. Based on
the previous findings in [13], all the entries in α were empiri-
cally set to be 2.5 in both training and decoding stages unless
otherwise specified.
4.1. Results
The experimental results are given in Table 1 using the clean,
MST and NAT acoustic models. The NAT system was trained
following the recipe in section 3.3, where we performed 4 itera-
tions in step 7 which yielded convergence, and only 1 iterations
in step 9. As expected, the MST system significantly outper-
forms the clean trained system without JUD compensation since
the mismatch between the training and testing data is reduced.
However, with JUD compensation we observe the opposite re-
sults with WER as 17.6% (MST) vs. 16.8% (Clean). This may
due to that the MST model captures much noise related variabil-
ity from the training data which makes it not suitable for rapid
adaptation towards to a particular noise condition using the lim-
ited adaptation data. The NAT system, on the other hand, nor-
malises the irrelevant variability in the training data using noise
dependent JUD transforms. Without JUD in the decoding stage,
this model results in higher WER since it does not match the
testing data well. With JUD adaptation, it significantly outper-
forms the MST and clean system with WER at 15.7%, which is
slightly better that 16.0% by the adaptive trained GMM system
using VTS on the same dataset [23].
Our results are based on the phase-sensitive mismatch func-
tion. Previous work on the phase factor α in equation (4) has
shown that it is able to bring significant gains in both VTS and
JUD based noise robust speech recognition systems [16, 17, 13].
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Figure 1: Results of tuning the value of phase factor α in the
decoding stage.
Though the theoretical values of elements in α should be in the
range of [−1, 1] [16], empirical studies demonstrated that better
results can be obtained by setting the value ofα out of this range
[17, 13]. A good explanation for this is that α can be viewed as
additional model parameters whose value can be tuned to mit-
igate the mismatch between the training and testing data [24].
While previous studies regarding to this issue are mainly based
on systems training on clean data [17, 13], we obtain further
insight based on our MST and NAT systems. Figure 1 shows
the WER of the systems using the three models by empirically
tuning the values of α in the decoding stage as in [17, 13]. It
shows that tuning the value ofα results in gains for all the three
systems, e.g. 15.5% (α = 2.0) vs. 17.0% (α = 0) for NAT
system. However, the improvement is much less for MST and
NAT systems that trained on multi-condition data compared to
that trained on the clean data. These results support the previ-
ous argument stating thatα can be tuned to account for the mis-
match between the training and testing conditions. Note that,
the results were obtained by tuning α in the decoding phase
only, future work will be on the investigation of its effect on the
training stage for NAT system.
5. Conclusions
This paper studies the noise adaptive training (NAT) algorithm
for an SGMM acoustic model using multi-condition training
data. Our method is based the joint uncertainty decoding (JUD)
noise compensation technique. For adaptive training, the EM-
based optimisation algorithm is employed which is derived
from reformulating JUD adaptation into a generative model.
This algorithm is proven to be simple for implementation, and
effective in terms of recognition accuracy. Evaluation was car-
ried out on the Aurora 4 dataset, and with NAT, the SGMM sys-
tem achieved the lowest WER at 15.5% which is state-of-the-art
on this task. The experiments are also helpful to understand the
effect of phase factor in the mismatch function. Future work
will be on applying the discriminative criterion to the adaptive
trained system that has been found effective with GMM based
systems [18, 24].
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