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Abstract
We introduce a method for studying monotonicity of the speed of excited random
walks in high dimensions, based on a formula for the speed obtained via cut-times and
Girsanov’s transform. While the method gives rise to similar results as have been or
can be obtained via the expansion method of van der Hofstad and Holmes, it may be
more palatable to a general probabilistic audience. We also revisit the law of large
numbers for stationary cookie environments. In particular, we introduce a new notion
of e1−exchangeable cookie environment and prove the law of large numbers for this
case.
1 Introduction
1.1 Excited random walk with random cookies (ERWRC)
Excited random walks (ERW) were introduced in [2] by I. Benjamini and D. Wilson.
After that, M. Zerner generalized ERW when he introduced in [12], [13] cookie random
walks, which are also called multi-excited random walks. In our paper, we consider a model
of random walk called the excited random walk with m random cookies which we denote by
ERWRC orm-ERWRC when more explicitly needed. This is a generalisation of multi-excited
random walk and also a particular case of the excited random walk in random environment
introduced and considered in [10] and [9].
Let us describe m−ERWRC. Let m be a positive integer or m = +∞. We place m cookies
on every site of the lattice Zd. Moreover, m random variables (βk(y))16k6m with values in
[−1, 1] are attached to each site y of Zd. The process β := {(βk(y))16k6m}y∈Zd serves as
a random environment whose law is denoted by Q. Let B := ([−1, 1]m)Z
d
be the set of
random environments. The excited random walk with m cookies β = {(βk(y))16k6m}y∈Zd is
a discrete time nearest neighbor random walk (Yn)n>0 on the lattice Z
d obeying the following
rule: when the walk visits y for the k-th time, 1 6 k 6 m, then it eats one cookie and jumps
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with probability (1 + βk(y))/2d to the right, probability (1 − βk(y))/2d to the left, and
probability 1/(2d) to the other nearest neighbor sites. On the other hand, when the walk is
at a site y where there is no more cookie, then it jumps uniformly at random with probability
1/(2d) to one of the 2d neighboring sites. When m = 1 and the environment β is constant,
we recover the excited random walk.
Throughout this paper, we denote by {Yn /∈
k} the event that Yn has been visited fewer
than k times before time n and denote by {Yn ∈
k} the complement of {Yn /∈
k}. When k = 1
we also use the notations {Yn /∈} := {Yn /∈
1} and {Yn ∈} := {Yn ∈
1}. Moreover, the event
that Yn has been exactly visited k − 1 times before time n is denoted by {Yn /∈k} and its
complement is denoted by {Yn ∈k}.
From the description of m−ERWRC, when β is fixed, the “quenched” law Pβ of excited
random walk with m random cookies β is the probability on the path space (Zd)N, defined
by:
• Pβ(Y0 = 0) = 1,
• Pβ[Yn+1 − Yn = ±ei|Y0, ..., Yn] =
1
2d
for 2 6 i 6 d,
• if Yn has been visited exactly k − 1 times before time n, i.e. on the event {Yn /∈k}
Pβ[Yn+1 − Yn = ±e1|Y0, ..., Yn] =
{
1±βk(Yn)
2d
for 1 6 k 6 m,
1
2d
for k > m.
The “annealed” law P is then defined as the semi-direct product on B× (Zd)N: P = Q⊗Pβ .
We say that the cookies are “identical” if
∀k such that 1 6 k 6 m, ∀y ∈ Zd , βk(y) = β(y) . (IDEN)
In this model, the random cookie environment β = {β(y)}y∈Zd is assumed to be:
• stationary: β(y + ·)
law
= β for any y in Zd,
• e1-exchangeable: to define this notion, we consider a family ∆ = {δz}z∈Zd−1 of bijective
mappings from Z to Z. The mapping σ∆ : Z
d → Zd defined by σ∆(x, z) = (δz(x), z) for
all x ∈ Z, z ∈ Zd−1, is then a bijection from Zd to Zd, acting on the set B of environ-
ments by σ∆(β)(y) = β(σ∆(y)). The environment is said to be e1-exchangeable if and
only if σ∆(β)
law
= β for any family ∆. In other words, an environment is e1-exchangeable
if its law does not change when performing permutations of the environment on each
horizontal line.
An i.i.d. cookie environment is of course stationary and e1-exchangeable. Another simple
example is provided by a stationary environment not depending on the horizontal component:
for all y = (x, z) ∈ Z× Zd−1, β(y) = β(z), where (β(z))z∈Zd−1 is stationary.
To describe our main result about this model, we introduce a partial ordering on the laws
of environments. Generally speaking, let Q1, Q2 be two probability measures on a partially
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ordered set (E,6). We say that a probability measure Q on E × E is a monotone coupling
of Q1 and Q2, if when denoting by l1 and l2 the coordinate maps from E × E to E:
for i = 1, 2 , for all B events of E , Q(li ∈ B) = Qi(B) and Q(l1 6 l2) = 1 .
When such a monotone coupling exist, we say that Q1 ≺ Q2.
The set B of environment is provided with the partial ordering:
β1 6 β2 if and only if β1,k(y) 6 β2,k(y) , 1 6 k 6 m, y ∈ Z
d .
Let (Zn)n>0 (resp. (Xn)n>0) be the vertical (resp. horizontal) component of m−ERWRC
(Yn)n>0:
Zn := (Yn · e2, ..., Yn · ed) , Xn := Yn · e1 .
Then (Zn)n>0 is a simple random walk on Z
d−1. We can extend this simple random walk
to times integer to obtain the simple random walk (Zn)n∈Z (see (3) in Section 2.1). For
d − 1 > 5, E. Bolthausen, A-S. Sznitman and O. Zeitouni [4] proved the existence of cut
times, i.e. times splitting the trajectory into two non-intersecting paths. Moreover, these
cut times are integrable for d− 1 > 5. Let D be the set of cut times, write D = {... < T−2 <
T−1 < T0 6 0 < T1 < T2 < ...}. We denote T := T1 and Pˆ = P (·|0 ∈ D). Our main result
reads then as follows:
Theorem 1.1. Let Y = (Yn) be m−ERWRC, assume that the random cookie environment
is stationary and e1-exchangeable. We denote Xn = Yn ·e1 the projection of the random walk
on the first coordinate.
• Law of large numbers:
For d > 6, Xn
n
converges P−a.s. to a random variable V , whose expectation under Pˆ
is denoted by v(Q) satisfying v(Q) = Eˆ[V ] = Eˆ(XT )
Eˆ(T )
. In the particular case that the
cookie environment is i.i.d. then V is constant and V = v(Q).
• Monotonicity:
1. If the cookies are identical i.e. ∀y ∈ Zd , β1(y) = β2(y) = ... = βm(y) = β(y) then
there exists d0 ∈ N
∗ such that v(Q) is increasing w.r.t. Q for d > d0 (w.r.t. the
partial ordering ≺).
2. If the cookies are identical, there exists σ0 ∈ (0, 1) such that for any d > 10, v(Q)
is increasing w.r.t. Q on the set {Q such that Q(0 6 |β(y)| 6 σ0, ∀y ∈ Z
d) = 1}.
About the law of large numbers (LLN):
To prove the law of large numbers, we use the technique of cut times as in [4], [8], [7]. Our
contribution is to use it for e1−exchangeable stationary environment. In the i.i.d. setting,
the LLN of Theorem 1.1 is a consequence of Theorem 1.1 of [8]. However, the proof of the
LLN for i.i.d. setting in our paper is not totally the same as in [4], [8] (see Section 2.3.2).
The formula v(Q) = Eˆ(XT )
Eˆ(T )
obtained in our proof is different from the formula of the speed in
[4]. To use cut times, the dimension d is required to be not smaller than 6. This implies the
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existence of cut times of the projection Z of the random walk Y on the d1 last coordinates
(d1 = d− 1 > 5). In [9], the LLN of Theorems 4.6 and 4.8 is proved for all dimension d > 1
using renewal structure. However, to use this technique, the conditions of uniform ellipticity
of the cookie environment and the transience of the random walk in some direction l ∈ Rd
are needed.
About the monotonicity of the speed:
Our result is to prove for the case of e1−exchangeable and stationary cookie environment.
For the i.i.d. setting, M. Holmes and R. Sun [8] considered random walks in partially random
environment which is similar to random walks with an infinite number of identical random
cookies, m = +∞. In this model the probability of stepping in d1 last coordinates is random
(i.e. this probability depends on the cookie environment) and d0 = d−d1 > 1. The question
of monotonicity is considered under the assumption that there is an explicit coupling of two
laws of the random environments. In this case, the laws of the random environments are
allowed to take two values, say ν1 and ν2 with probabilities β and 1−β (where β is a constant
in [0, 1]). They proved the monotonicity of the speed with respect to β.
In the paper, we prove the monotonicity for all 1 6 m 6 +∞. In fact, there is an
intersection between our model and the model used in [8] that the projected random walk
on Zd1 is a simple random walk, m = +∞ and d0 = 1. In this case, the monotonicity can
be easily proved by coupling argument for stochastic domination (see [8], page 5).
About the methodology, for the case of the probability of stepping in d1 last coordinates
is not random, with the method cut times and Girsanov’s transform, the explicit coupling of
the laws of random environments used in [8] is not needed in our proof. We notice that the
lace expansion method can be applied to prove the monotonicity of the speed of Theorem 1.1.
More precisely, using the stationary coupling βt = (1− t)β1+ tβ2, we can prove the existence
of the speed by the law of large numbers. Together with boundedness and convergence of
the lace expansion series, the lace expansion formula for the expectation of the speed then
follows. These techniques can be found in [8].
In [7], M. Holmes asked about monotonicity of the speed with respect to stochastic domi-
nation. He considered the model with 1 6 m 6 +∞, d0 = 1 and the probability of stepping
in d1 last coordinates is not random. The author proved the following result:
Theorem (Theorem 2.3, [7]). Set δi := E[βi(0)]. Let A be a finite set of integers A ⊂ N .
If βi(o) is independent of (βj(o))j 6=i for each i ∈ A, then for each fixed joint distribution of
βAc(o) = (βi(o))i/∈A, the annealed speed v in dimension d is a continuous function of (δi)i∈A
when d > 6 and is differentiable in δi for each i ∈ A when d > 8. If 1 ∈ A, then v is strictly
increasing in δ1 when d > 12.
Under the conditions of this theorem, for i ∈ A and i > 0, the speed depends on the βi
via the mean δi = E[βi(x)] where x ∈ Z
d. This means that the law of the random walk does
not change when we replace βi, i ∈ A by the constant δi. Here the speed is monotone in the
first drift δ1 when the i-th cookie is independent of the others for i ∈ A and 1 ∈ A. This is a
special case of stochastic domination. The model in our paper is quite similar to the model
in [7] except the conditions of the random cookie environment. We prove the monotonicity
of the speed with respect to the law of the random cookie environment Q for the special case
of m identical random cookies.
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1.2 Excited random walk with m identical deterministic cookies
(m-ERW)
This model is a partial model of m−ERWRC when the cookie environment is not random
and identical, i.e. the cookies are the same for every site:
∀k such that 1 6 k 6 m, ∀y ∈ Zd , βk(y) = β ,
for some real number β ∈ [0, 1]. We see that the m−ERW is also a partial model of the
model called multi-excited random walk which was introduced in [12]. Let Pm,β denote the
law of m-ERW. As m is large, the m-ERW is more and more like a simple random walk with
bias β. Let v(m, β) be the speed of the m-ERW whose existence is proven for d > 2 in [3],
[10], [9]. We prove in Section 4 the following result:
Theorem 1.2. For d > 8, the speed v(m, β) is differentiable w.r.t β in [0, 1). Moreover, the
derivative converges to 1
d
, uniformly in β on compact subsets of [0, 1): for any β0 ∈ [0, 1),
lim
m→∞
sup
β∈[0,β0]
∣∣∣∣ ∂∂β v(m, β)− 1d
∣∣∣∣ = 0 .
Hence, there exists m(β0) such that for m > m(β0) the speed of the m-ERW is increasing in
β on [0, β0].
The differentiability of the speed was proved in [7] Theorem 2.3. The rest could also be
obtained by minor modification of the proof of Theorem 2.3 of [7].
1.3 Excited random walk
Excited random walk is introduced in [2], this model is a partial case of m−ERW when
m = 1. Our main result for the excited random walk is the following:
Theorem 1.3. Let v(β) be the speed of ERW with bias β.
1. v(β) is differentiable in β ∈ [0, 1) for d > 8. For d > 6, the derivative at the critical
point 0 exists, is positive and satisfies :
lim
β→0
v(β)
β
=
1
d
R(0) ,
where R(0) := limn→∞(Rn/n), Rn is the number of points visited at time n by the
symmetric simple random walk on Zd.
2. There exist d0 ∈ N
∗, β0 ∈ (0, 1) such that the speed of the excited random walk is
strictly increasing in β ∈ [0, 1] for d > d0 and strictly increasing in β ∈ [0, β0) for
d > 8.
For the monotonicity of the speed in a neighborhood of 0, we need d > 10 in Theorem
1.1, but in Theorem 1.3 here, we need only d > 8. In the point 1 of Theorem 1.3, the
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differentiability of v(β) on [0, 1) for d > 8 is contained in Theorem 2.3 of [8]. However, we
add the differentiability at the critical point 0 for d > 6. The point 2 is proved in [6] for
d0 = 9 by the lace expansion method.
In our paper, we prove the results by using cut times and Girsanov’s transform. Our
proof is based on two ingredients:
• Using stationary properties, it is possible to express the expectation of the speed in
the direction e1 as follows:
v(Q) =
QEβ(XT |0 ∈ D)
Eβ(T |0 ∈ D)
, (1)
where Eβ is the expectation under the “quenched” law Pβ of ERWRC, D is the set of
cut times, and XT = YT · e1. In the case of i.i.d. cookies, v(Q) is also the speed when
the speed is deterministic.
• Starting from (1), we consider two random cookies β1 and β2, and a stationary coupling
βt = (1− t)β1 + tβ2, t ∈ [0, 1]. We get the expectation of the speed for random cookies
βt (see (22)) as follows:
f(t) :=
QEβt(XT 10∈D)
E(T 10∈D)
. (2)
Where, E is the expectation w.r.t. P . We use Girsanov’s transforms to make the
dependence of f(t) w.r.t to t more explicit. This enables us to compute the derivative
of f(t) when d > 8 and to prove that this derivative is positive for d high enough or if
random cookie is small enough to 0.
All results of differentiability and monotonicity in [6], [7], [8] were proved by using the
lace expansion. We do not use this method in this paper. In [8], the authors used cut times
to prove the law of large numbers. The existence of the speed and the convergence of the
lace expansion series allow to express the speed by the lace expansion formula. This formula
was used in calculating the derivative and showing that the derivative is positive. In this
paper, to prove the law of large number we also use the cut times. However, with different
arguments, we obtain the formulas of the speed (see (1) and (2)), which are more explicit
than the formulas in the previous works.
In other to prove the monotonicity of the speed, we do not use the lace expansion formula,
we use directly the formulas (1) and (2) of the speed via cut time T . These formulas have
the advantage that the denominator Eβ(T |0 ∈ D) does not depend on random cookie β.
Girsanov’s transform gives an expression of the derivative ∂f
∂t
(t) via the cut time T (see (25)).
Using this formula, we estimate the derivative of the speed and obtain that the derivative is
positive when d large enough depending on the moments of T . Here, the condition d > 6 is
needed for the existence of cut time, and we have supd>6 EˆT = supd>6
1
P (0∈D)
< +∞.
In the proof of the monotonicity in Theorem 1.1, in the estimation of the derivative, there
is the appearance of the third moment of cut time T (see (32)). Therefore, we need d > 10
to get supd>10 Eˆ(T
3) < +∞. For the particular case of ERW, the second moment of cut
time T appears (see (33)). Hence, we need d > 8 to have that supd>8 Eˆ(T
2) < +∞.
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Notice that the constant d0 in our method depends on the moments of T . While by using
lace expansion method, M. Holmes and co-authors gave a explicit integer d0, example in [6]
d0 = 9, in Theorem 2.3 of [7] d0 = 12.
The paper is organized as follows: in Section 2, we prove Theorem 1.1. First we give
a construction of m−ERWRC. We then prove the law of large numbers and obtain an
expression of the speed by using cut times for stationary and e1−exchangeable cookies. In
the particular case of i.i.d. cookies, we prove that the speed is deterministic. Using Girsanov’s
transforms, we get the derivative of the speed and estimate it to obtain the differentiability
and monotonicity of the speed. Section 3 is devoted to the proof of Theorem 1.3 based on
that of Theorem 1.1. In Section 4, we prove Theorem 1.2. The key of the proof is Lemma
4.1. We use this lemma to show that the derivative of the speed tends uniformly in the drift
β to a positive constant when the number of cookies tends to the infinity.
2 Proof of Theorem 1.1
2.1 A construction of m−ERWRC
We begin this section by constructing the m−ERWRC from some independent sequences
of random variables. This plays an important role to prove the monotonicity. Fix β(y) =
(β1(y), β2(y), ..., βm(y)), y ∈ Z
d. First, we consider a simple random walk (SRW) {Z˜n}n∈Z
on Zd−1 where Z˜0 := 0. Let three sequences of random variables and random vectors
{ηi}i>0,{ξi}i>0 and {ζ1(y), ..., ζm(y)}y∈Zd such that every random variable in these sequences
is independent of each other, independent of Z˜ and having distribution
ηi ∼ Ber
(
1
d
)
, ξi ∼ Ber
(
1
2
)
, ζk(y) ∼ Ber ((βk(y) + 1)/2) where 1 6 k 6 m.
{Z˜n}n>0 will give the sequence of vertical moves of the excited random walk, ηi = +1 will
mean that at time i, the excited random walk performs an horizontal move. The direction
of this move is given by ξi when the m−ERWRC is at a site that has been visited more
than m− 1 times before the time i , and by ζk(y), k ∈ {1, 2, ..., m}, y ∈ Z
d otherwise. More
precisely, set Ani := {
∑n−1
j=0 (1− ηj) = i}, (0 6 i 6 n) for n > 0 and A
0
0 := Ω. Then for every
n > 0, we have
⋃n
i=0A
n
i = Ω and A
n
i
⋂
Anj = ∅ for i 6= j. We define the vertical component
Z of Y by:
∀n ∈ Z, Zn =


Z˜0 if n = 0 ,
Z˜∑n−1
i=0 (1−ηi)
if n > 0 ,
Z˜−
∑−1
i=n(1−ηi)
if n < 0 .
(3)
We now construct the horizontal component X of Y . Set Y0 := 0 and assume that (Yj, 0 6
j 6 i) are constructed. Let us define Yi+1. On the event Yi /∈k i.e. Yi has been exactly
visited k − 1 times before time i, set
Ei :=
{
(2ζk(Yi)− 1) 1Iηi=1 if 1 6 k 6 m,
(2ξi − 1) 1Iηi=1 if k > m .
We then set Xi+1 := Xi + Ei, and Yi+1 := (Xi+1, Zi+1). With this construction, we obtain:
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Lemma 2.1. Y is a m−ERWRC of the quenched law Pβ.
Proof. For the proof of Lemma 2.1, we need the following lemma:
Lemma 2.2. Let F and G be two sigma-algebras and C ∈ F ∩ G such that F|C := {A ∩
C with A ∈ F} ⊂ G. For any integrable random variable V , we get
E(V 1C |F) = E [E(V 1C|G)|F ] .
The proof of Lemma 2.2 is easy. Now, we return to the proof of Lemma 2.1. Set
FYn := σ(Yj, 0 6 j 6 n)
Fn := σ(Zj, 0 6 j 6 n, ηj, ξj, ζk(y), 0 6 j 6 n− 1, 1 6 k 6 m, y ∈ Z
d)
Gni := σ(Z˜j, 0 6 j 6 i, ξj, ηj , ζk(y), 0 6 j 6 n− 1, 1 6 k 6 m, y ∈ Z
d)
It is clear that FYn ⊂ Fn and A
n
i ∈ Fn ∩ Gni. Moreover, Fn|Ani ⊂ Gni. Now, using Lemma
2.2, we have for j > 2,
P(Yn+1 − Yn = ±ej |F
Y
n )
=
n∑
i=0
P
(
Z˜i+1 − Z˜i = ±ej , A
n
i , ηn = 0|F
Y
n
)
=
n∑
i=0
P
[
P
(
Z˜i+1 − Z˜i = ±ej , A
n
i , ηn = 0|Fn
)
|FYn
]
=
n∑
i=0
P
[
P
(
Z˜i+1 − Z˜i = ±ej , A
n
i , ηn = 0|Gni
)
|FYn
]
=
n∑
i=0
P(Z˜i+1 − Z˜i = ±ej)P(ηn = 0)P(A
n
i |F
Y
n )
= P(Z˜i+1 − Z˜i = ±ej)P(ηn = 0) =
1
2(d− 1)
.
(
1−
1
d
)
=
1
2d
.
For the case ej = e1, on the event Yn /∈k where k 6 m,
P(Yn+1 − Yn = +e1|F
Y
n ) = P(ηn = 1, En = 1|F
Y
n )
=P(ηn = 1, ζk(Yn) = 1|F
Y
n ) = P(ηn = 1).P(ζk(Yn) = 1|F
Y
n )
=
1
d
.
1 + βk(Yn)
2
=
1 + βk(Yn)
2d
.
The cases ej = −e1 and k > m are treated similarly. Lemma 2.1 is now proved.
Now, set D := {n ∈ Z such that Z(−∞,n) ∩ Z[n,+∞) = ∅} to be the set of cut times of Z
and similarly let D˜ be the set of cut times of Z˜. The sequence of cut times of Z is then
defined by induction:
T1 := inf{n > 0 such that n ∈ D},
Ti+1 := inf{n > Ti such that n ∈ D} , for i > 1,
Ti−1 := sup{n < Ti such that n ∈ D}, for i 6 1.
8
By construction, T0 6 0 < T1 and we set T := T1. We define similarly T˜i and T˜ for Z˜.
Observe that the laws of T and T˜ do not depend on the environment β, since they depend
only on Z and Z˜. Moreover, it follows from (3) that
T˜ =
T−1∑
i=0
(1− ηi) , and {T > k} =
{
T˜ >
k−1∑
i=0
(1− ηi)
}
. (4)
We consider W := {ω ∈ Ω : ∀j , Tj(ω) < ∞}. E. Bolthausen, A-S. Sznitman and O.
Zeitouni [4] proved that P(W ) = 1 and P(0 ∈ D) > 0 for d− 1 > 5. Let Pˆ := P(.|0 ∈ D) be
the Palm measure.
Exactly in the same way, we can prove (see Lemma 1.1 of [4]) the following lemma:
Lemma 2.3. Let f be a non-negative measurable function, for d > 6 we have
∫
fdP =
∫ ∑T−1
k=0 f ◦ θk dPˆ∫
TdPˆ
(5)
with convention that one of two sides equals to +∞ so the other equals to +∞. A simple
instance of this formula is to take f = 1I0∈D, so that
∑T−1
k=0 f ◦ θk = 1, leading to
P(0 ∈ D) = (EˆT )−1 and E[T10∈D] = 1. (6)
Proof. Indeed, by Lemma 1.1 of [4], (5) is true for f.1f6c for some positive constant c. Take
c to tend to +∞ we get (5).
It is proved in [4] that EˆT = 1/P(0 ∈ D) < ∞ for d > 6, ET < +∞ when d > 8 and
E(T 2) < +∞ when d > 10. Hence we can take f = T in (5). Observe that T ◦ θk = T − k
for k ∈ {0, 1, 2, ..., T − 1}, (5) reads
EˆT ET =
∫
[T + (T − 1)...+ 1)] dPˆ = Eˆ
(
T 2 + T
2
)
. (7)
Now, we take f = T 2, observe that T 2 ◦ θk = (T − k)
2 for k ∈ {0, 1, 2, ..., T − 1}, (5) reads
EˆT E(T 2) =
∫ [
T 2 + (T − 1)2... + 12)
]
dPˆ = Eˆ
[
T (T + 1)(2T + 1)
6
]
. (8)
Therefore,
Eˆ(T 2) < +∞ for d > 8, Eˆ(T 3) < +∞ for d > 10. (9)
Actually, Lemma 2.4 asserts the stronger result that
c1 := sup
d>8
Eˆ(T 2) < +∞.
To prove monotonicity of the speed, we need the moments of T are bounded as in the
following lemma:
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Lemma 2.4.
c1 := sup
d>8
Eˆ
(
T 2
)
< +∞
and
c2 := sup
d>10
Eˆ(T 3) < +∞
Proof. From (7), we have
Eˆ(T 2) = 2ET EˆT − EˆT =
2ET − 1
P(0 ∈ D)
.
Because limd→+∞ P(0 ∈ D˜) = 1 and P(0 ∈ D) =
d−1
d
P(0 ∈ D˜) (see [5], remark 3, page 248),
to show that c1 < +∞ (resp. c2 < +∞), it is enough to prove that supd>8 E(T ) < +∞
(resp. supd>10 E(T
2) < +∞).
Choose ε such that 0 < ε < 1. We consider a simple random walk Zε on Zd−1such that:
P
(
Zεn+1 − Z
ε
n = e|F
Zε
n
)
=
ε
2(d− 1)
, for e ∈ {±e2,±e2, ...,±ed},
P
(
Zεn+1 − Z
ε
n = 0|F
Zε
n
)
= 1− ε. (10)
Note that, we can construct Zε from the sequences (Z˜n)n∈Z, (η
ε
n)n∈Z, where η
ε
n ∼ Ber(1− ε)
as in the construction of Z. Set J := {n such that Zεn 6= Z
ε
n−1} and write J = {... < j−1 <
j0 6 0 < j1 < ...}. Set µn := jn − jn−1 for n > 1 and µ1 := j1. Then, the (µn)n>0 are i.i.d. ,
Geometric(ε) random variables. We call {T εn}n∈Z the cut times of Z
ε, T ε := T ε1 and D
ε is the
set of cut times. Then P(0 ∈ Dε) = εP(0 ∈ D˜) converges to ε when d → ∞ and P(0 ∈ Dε)
is bounded by ε. We also have T ε =
∑T˜
i=1 µi. Then
E(T ε) =
∑
k>1
E(
k∑
i=1
µi)P[T˜ = k]
=
∑
k>1
k
ε
P[T˜ = k]
=
ET˜
ε
. (11)
We compute similarly and get that
E[(T ε)2] =
E(T˜ 2) + (1− ε)E(T˜ )
ε2
.
T is T ε with ε = d−1
d
then ET = d
d−1
ET˜ , so that ET = dε
d−1
E(T ε). Therefore, in order
to prove that supd>8 ET < +∞ (resp. supd>10 E(T
2) < +∞), it is enough to prove that
supd>8 E(T
ε) < +∞ (resp. supd>10 E[(T
ε)2] < +∞) for some fixed ε.
Now, repeating the proof of (1.12) in [4], we obtain for kj = 1 + Lj, j > 0 (L > 1, J > 1
are two fixed integers),
P (T ε > k2J) 6 P(0 ∈ D
ε)J + (2J + 1)
∑
k>L
kP (Zεk = 0)
6 εJ + (2J + 1)
∑
k>L
kP (Zεk = 0) . (12)
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Using the fact that P (Zεn = 0) decreases with d > 2 (we delay the proof to the end), let
D > 6, we have
P[T ε > k2J ] (with d > D) 6 ε
J + (2J + 1)
∑
k>L
kP (Zεk = 0) (when d = D)
6 εJ + (2J + 1) const L−
D−5
2 . (13)
Choosing a large enough γ depending on ε, and setting J = [γ logn], L = [ n
3J
] then
P[T ε > n] 6 c(logn)1+
D−5
2 n−
D−5
2 , n > 1, d > D, (14)
and
nP[T ε > n] 6 c(logn)1+
D−5
2 n−
D−7
2 , n > 1, d > D, (15)
where c depends only on D and ε. This implies that choosing D = 8 we get supd>8 ET
ε <∞
and choose D = 10 we get supd>10 E[(T
ε)2] <∞.
Now, in order to finish the proof of Lemma 2.4, we have to prove that P[Zεn = 0] decreases
with d > 2.
Remark that for n odd P[Zεn = 0] = 0, so we consider n even. Using characteristic functions,
we obtain
P(Zεn = 0) =
1
(2pi)d−1
pi∫
−pi
...
pi∫
−pi
(
ε
d− 1
d−1∑
i=1
cos θi + 1− ε
)n
dθ1...dθd−1
=
1
(2pi)d−1
pi∫
−pi
...
pi∫
−pi
(
ε
d− 1
d−1∑
i=1
(
cos θi +
1− ε
ε
))n
dθ1...dθd−1
= E
[(
1
d− 1
d−1∑
i=1
(ε cosΘi + 1− ε)
)n]
. (16)
where we consider a sequence {Θi}
d−1
i=1 of i.i.d. random variables having uniform distribution
U [−pi, pi]. Now, we consider the function f(x) = xn, n is even, f is a convex function on R
and
f
(
x1 + x2 + ... + xd
d
)
6
f(x1) + f(x2) + ...+ f(xd)
d
, ∀x1, x2, ..., xd ∈ R.
For a1, a2, ..., ad ∈ R, choose
x1 =
a1 + a2 + ... + ad−1
d− 1
, x2 =
a2 + a3 + ... + ad
d− 1
, ..., xd =
ad + a1 + ...+ ad−2
d− 1
,
then we get(
a1 + a2 + ... + ad
d
)n
6
1
d
{(
a1 + a2 + ...+ ad−1
d− 1
)n
+
(
a2 + a3 + ... + ad
d− 1
)n
+ ...+
(
ad + a1 + ...+ a1
d− 1
)n}
.
(17)
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Now, take ai = ε cosΘi + 1− ε for i = 1, · · · , d and take the expectation. It comes
E
[(
1
d
d∑
i=1
(ε cosΘi + 1− ε)
)n]
6 E
[(
1
d− 1
d−1∑
i=1
(ε cosΘi + 1− ε)
)n]
. (18)
It means that P[Zεn = 0] decreases with d > 2.
2.2 Girsanov’s transform
This section is devoted to the Girsanov’s transform connecting Pβ and P0 where β =
{(β1, β2, ..., βm)(y)}y∈Zd is fixed environment. We begin by introducing several σ-algebras.
For n ∈ Z, let FZn = σ(Zk, k 6 n). For n > 0, let F
Y
n = σ(Yk, 0 6 k 6 n), Fn =
σ(FZn ,F
Y
n ) = σ(F
Z
−1,F
Y
n ), and Gn = σ(F
Y
n , σ(Zk, k ∈ Z)). We get Fn ⊂ Gn. Moreover T is
not a (Fn)-stopping time, but is obviously a (Gn)-stopping time, so that we can define the
σ-algebra GT of the events prior to T . Recall that Ej = (Yj+1 − Yj).e1 and {Yj /∈k} means
that Yj has been visited exactly k times at time j. We define for n > 0, and β ∈ ([−1, 1]
m)Z
d
:
Mn(β) =
n−1∏
j=0
m∏
k=1
[
1 + Ejβk(Yj)1Yj /∈k
]
,
with the convention the product
∏n−1
j=0 (...) = 1 and Mn(β) = 1 for n = 0.
Lemma 2.5. For any β ∈ ([−1, 1]m)Z
d
, d > 6, n > 0,
Mn(β) =
dPβ|Fn
dP0|Fn
, Mn(β) =
dPβ|Gn
dP0|Gn
, MT (β) =
dPβ|GT
dP0|GT
.
Proof. Since Fn ⊂ Gn, Mn(β) is Fn-measurable, and T is a finite (Gn)-stopping time, it is
enough to prove that Mn(β) =
dPβ |Gn
dP0|Gn
. Let A ∈ FZ−1, y1, ..., yn ∈ (Z
d)n, and B ∈ σ(Zn+k −
Zn, k > 0) be fixed. Since (Zn+· − Zn) is independent from Fn, we get:
Pβ(A, Y0 = 0, Y1 = y1, ..., Yn = yn, B) = Pβ(A, Y0 = 0, Y1 = y1, ..., Yn = yn)Pβ(B).
Note that the law of Z does not depend on β, so that Pβ(B) = P0(B). Now by the definition
of m−ERWRC,
Pβ [Yn = yn |A, Y0 = 0, Y1 = y1, ..., Yn−1 = yn−1 ] =
1
2d
m∏
k=1
[
1 + εn−1βk(yn−1)1yn−1 /∈k
]
,
where εn−1 = (yn − yn−1).e1. Then we get by induction that for any β ∈ ([−1, 1]
m)Z
d
,
Pβ[A, Y0 = 0, Y1 = y1, ..., Yn = yn] =
(
1
2d
)n n−1∏
j=0
m∏
k=1
[
1 + εjβk(yj)1yj /∈k
]
Pβ [A]
=
(
1
2d
)n n−1∏
j=0
m∏
k=1
[
1 + εjβk(yj)1yj /∈k
]
P0[A] ,
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where the last equality comes from the fact that A ∈ FZ−1. Hence,
Pβ[A, Y0 = 0, Y1 = y1, ..., Yn = yn, B]
P0[A, Y0 = 0, Y1 = y1, ..., Yn = yn, B]
=
n−1∏
j=0
m∏
k=1
[
1 + εjβ(yj)1yj /∈k
]
.
We have just proved that for all A ∈ FZ−1, y1, ..., yn ∈ (Z
d)n, and B ∈ σ(Zn+k − Zn, k > 0),
Pβ[A, Y0 = 0, Y1 = y1, ..., Yn = yn, B] = E0[1A 1Y0=0,Y1=y1,..,Yn=yn 1BMn(β)].
The result follows since Gn = σ(F
Z
−1,F
Y
n , σ(Zn+k − Zn, k > 0)).
2.3 Existence of the speed.
2.3.1 e1− exchangeable and stationary environment
We begin with some notations used throughout the section. For z ∈ (Zd−1)Z, and k, l ∈
Z, k 6 l, z[k,l] := (zk, zk+1, · · · , zl). The expectation w.r.t. the law Q of the environment is
still denoted by Q. We also use the notation Pˆ (·) = P (·|0 ∈ D), and for β fixed, Pˆβ(·) =
Pβ(·|0 ∈ D). Since Pβ(0 ∈ D) does not depend on β, we get Pˆ (·) = Q(Pˆβ(·)). Let A be any
Borel set of (Zd)N, then
Pˆ (YT+. − YT ∈ A) = Q[Pˆβ(YT+. − YT ∈ A)]
=
∑
k>1
∑
z[1,k]
∑
x∈Z
Q[Pˆβ(Yk+. − Yk ∈ A|T = k, Z[1,k] = z[1,k], Xk = x)
× Pˆβ(Xk = x|T = k, Z[1,k] = z[1,k])]Pˆ (T = k, Z[1,k] = z[1,k]) .
(19)
Note that by the definition of the cut times, the trajectory of Y between Tn and Tn+1− 1
does not intersect the trajectory of Y before Tn. Hence Pˆβ(Yk+. − Yk ∈ A|T = k, Z[1,k] =
z[1,k], Xk = x) depends only on {β(., z)}z /∈z[1,k], while Pˆβ(Xk = x|T = k, Z[1,k] = z[1,k]) depends
only on {β(., z)}z∈z[1,k]. z[1,k] and x ∈ Z being given, we consider the mapping δ : Z
d → Zd
defined by:
∀(u, v) ∈ Z× Zd−1, δ(u, v) =
{
(u, v) if v ∈ z[1,k] ,
(u− x, v) if v /∈ z[1,k] .
It follows from the preceding remark that:
Pˆδβ(Yk+. − Yk ∈ A|T = k, Z[1,k] = z[1,k], Xk = x)
= Pˆθ(−x,0)β(Yk+. − Yk ∈ A|T = k, Z[1,k] = z[1,k], Xk = x)
= Pˆθ(0,zk)β(Y. ∈ A|T−1 = −k, Z[−k,−1] = z[−k,−1]) ,
where θ(x,z)β(u, v) = β(u+ x, v + z), and z[−k,−1] = (−zk, z1 − zk, · · · , zk−1 − zk). Moreover,
Pˆδβ(Xk = x|T = k, Z[1,k] = z[1,k]) = Pˆβ(Xk = x|T = k, Z[1,k] = z[1,k]) .
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The random environment being e1-exchangeable, δ(β) has the same law as β. Hence,
Pˆ (YT+. − YT ∈ A)
=
∑
k>1
∑
z[1,k]
∑
x∈Z
Q[Pˆδβ(Yk+. − Yk ∈ A|T = k, Z[1,k] = z[1,k], Xk = x)
× Pˆδβ(Xk = x|T = k, Z[1,k] = z[1,k])]Pˆ (T = k, Z[1,k] = z[1,k])
=
∑
k>1
∑
z[1,k]
∑
x∈Z
Q[Pˆθ(0,zk)β(Y. ∈ A|T−1 = −k, Z[−k,−1] = z[−k,−1])
× Pˆβ(Xk = x|T = k, Z[1,k] = z[1,k])]Pˆ (T = k, Z[1,k] = z[1,k])
=
∑
k>1
∑
z[1,k]
Q[Pˆθ(0,zk)β(Y. ∈ A|T−1 = −k, Z[−k,−1] = z[−k,−1])]Pˆ (T = k, Z[1,k] = z[1,k]). (20)
Using the stationarity of the environment, we get then
Pˆ (YT+. − YT ∈ A)
=
∑
k>1
∑
z[1,k]
Q[Pˆβ(Y. ∈ A|T−1 = −k, Z[−k,−1] = z[−k,−1])]Pˆ (T−1 = −k, Z[−k,−1] = z[−k,−1])
= Pˆ (Y. ∈ A). (21)
Now, set Hn = XTn − XTn−1 for n > 1. We have just seen that the sequence {Hn}n>1 is
stationary under Pˆ . Furthermore, Eˆ|Hn| 6 EˆT < ∞ for d > 6. By the ergodic theorem,
Pˆ − a.s.
lim
n→∞
H1 +H2 + ... +Hn
n
= Eˆ(H1|FH),
where FH is the σ-algebra generated by the invariant sets of the sequence {Hn}. Therefore
limn→∞
XTn
n
= Eˆ(XT |FH). On the other hand, we also have Pˆ − as limn→∞
Tn
n
= Eˆ(T ), so
that Pˆ − as, V := limn→∞
Xn
n
exists for d > 6, and
V =
Eˆ(XT |FH)
Eˆ(T )
.
2.3.2 i.i.d random environment.
We consider now the case of an i.i.d environment with m cookies. In this situation, we can
prove that the speed is deterministic. To this end, we construct an ergodic dynamical system
on which the m−ERWRC is defined. Let µ be the law of β = (β1, β2, ..., βm)(0) ∈ [−1, 1]
m.
We consider the probability space
W := Γ× (Zd−1)Z × {0, 1}Z × {{0, 1}m}Z where Γ = ([−1, 1]m)Z,
endowed with the probability semi-product Ps := Qs × Pγ, where Qs = µ
⊗Z and for γ ∈ Γ,
Pγ = q
⊗Z ⊗ p⊗Z1 ⊗
⊗
n∈Z
⊗
16k6m
pkn(γ) ,
where
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• q is the law of the increments of Z,
• p1 is a Bernoulli distribution of parameter 1/2,
• pkn(γ) is a Bernoulli distribution with pkn{1} =
1+γn(k)
2
, pkn{0} =
1−γn(k)
2
.
Now, we take w = (γ, u, l, h) ∈ W with γ ∈ Γ, u ∈ (Zd−1)
Z
, l ∈ {0, 1}Z, h ∈ {{0, 1}m}Z. For
n ∈ Z, let (βn, In, ζn, ξn) be the canonical process on W :
βn(w) = γn ∈ [−1, 1]
m , In(w) = un ∈ Z
d−1 , ζn(w) = ln ∈ {0, 1} , ξn,j(w) = hn,j ∈ {0, 1} .
From (In)n∈Z, we define Z, Z˜ as follows:
Zk =


I1 + ...+ Ik if k > 0 ,
0 if k = 0 ,
−(Ik+1 + ...+ I0) if k < 0 ,
ηk := 1Zk=Zk+1.
Set U(k) := inf{n,
∑n−1
i=0 (1 − ηi) = k} and Z˜k := ZU(k). It is clear that this definition of
Z, Z˜ satisfies (3). Once Z is defined, we construct the horizontal part’s increment Ei =
Xi+1 − Xi ∈ {−1, 0, 1} for i > 0, as follows. Set Y0 = 0 and assume that (Y0, ..., Yi) have
been constructed. Then,
• On the event {Yi /∈k} (1 6 k 6 m) (i.e. Yi has been exactly visited k times at time i),
Ei = (2ξn1(Y0,...,Yi),k − 1) 1Zi=Zi+1 ,
where n1(Y0, ..., Yi) = inf{n 6 i, such that Yn = Yi}.
• On the event {Yi ∈
m} (i.e. Yi has been visited more than m times at time i),
Ei = (2ζi − 1) 1Zi=Zi+1 .
It is proved similarly as in Section 2.1 about the construction m−ERWRC to have that the
construction of Y above satisfies,
Pγ(Yn+1 − Yn = ±e1|F
Y
n , Yn /∈k) =
1± γk(n1(Y0, ..., Yn))
2d
for k 6 m,
Pγ(Yn+1 − Yn = ±ei|F
Y
n , Yn /∈k) =
1
2d
for i > 1 or k > m.
Lemma 2.6. Under P , the sequence (Yn)n>0 is an m-ERWRC with i.i.d environment β =
(β(y))y∈Zd of common law µ.
Proof. We begin with giving an expression for the law of the m-ERWRC with i.i.d envi-
ronment β. Fix y0 = 0, y1, ..., yn ∈ Z
d and set εi = (yi+1 − yi).e1 ∈ {0,±1}. Then, for an
m-ERWRC with i.i.d environment β, we have
QPβ [Y0 = y0, Y1 = y1, ..., Yn = yn]
= Q
[(
1
2d
)n n−1∏
i=0
m∏
k=1
(1 + βk(yi)εi 1yi /∈k)
]
.
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We decompose the first product according to the value of the first visit to yi.
QPβ[Y0 = y0, Y1 = y1, ..., Yn = yn]
=
(
1
2d
)n
Q
{
n−1∏
n1=0
m∏
k=1
n−1∏
j=n1
[
1 + 1yn1 /∈ βk(yn1) εj 1yj=yn1 1yj /∈k
]}
=
(
1
2d
)n n−1∏
n1=0
Q
{
m∏
k=1
n−1∏
j=n1
[
1 + 1yn1 /∈ βk(yn1) εj 1yj=yn1 1yj /∈k
]}
.
The last equation comes from the independence of the random variables βk(yi) for yi /∈ . On
the other hand, using the construction above,
Ps[Y0 = y0, Y1 = y1, ..., Yn = yn] = QsPγ[Y0 = y0, Y1 = y1, ..., Yn = yn]
=
(
1
2d
)n
Qs
{
n−1∏
n1=0
m∏
k=1
n−1∏
j=n1
[
1 + 1yn1 /∈γk(n1) εi 1yj=yi 1yi∈k
]}
=
(
1
2d
)n n−1∏
n1=0
Qs
{
m∏
k=1
n−1∏
j=n1
[
1 + 1yi /∈ γk(n1) εi 1yj=yi 1yi∈k
]}
.
This finishes the proof of Lemma 2.6 since {1yn1 /∈β(yn1)}n1=0,...,n−1 and {1yn1 /∈γ(n1)}n1=0,...,n−1
are two sequences of i.i.d. random vectors with common law µ.
Now, we denote by (θk)k∈Z the canonical shift on W , i.e. θk(w.) = (wk+.). We set
Wˆ = Γ×
[
(Zd−1)Z ∩ {0 ∈ D}
]
× {0, 1}Z × ({0, 1}m)Z .
On Wˆ we define θˆ := θˆ1 = θT and Pˆs(·) = Ps(·|0 ∈ D).
Lemma 2.7. (W, θ, Ps) is an ergodic system. As a consequence, (Wˆ , θˆ, Pˆs) is also an ergodic
system.
Proof. The idea of proof comes from [4]. Firstly, we prove that θ is a measure-preserving
transformation. Consider a measurable set A× B of W , where A ⊂ Γ, and B ⊂ (Zd−1)Z ×
{0, 1}Z × ({0, 1}m)Z . We have that
θk ◦ Ps(A×B) = Ps(θ
−1
k A× θ
−1
k B)
=
∫
θ−1
k
A
Pγ(θ
−1
k B)dQ =
∫
θ−1
k
A
Pθkγ(B)dQs
=
∫
A
Pγ(B) (θ
−1
k Qs)(dγ) =
∫
A
Pγ(B)Qs(dγ)
= Ps(A×B).
Now, we prove that θ is ergodic. Let A be a measurable subset of W, invariant under θ
and ε > 0. There exists an integer mε > 0 and a measurable subset Aε depending only on
(wm)|m|6mε such that
|EPs[1A − 1Aε ]| 6 ε.
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Then, for L > 0,
Ps(A) = EPs[1A1A ◦ θL] = EPs [1Aε1Aε ◦ θL] + cε,
with |cε| 6 2ε.
Because that pkn(γ) depends only on γn, we prove that the sequence (γn, In, ζn, ξn)n∈Z
is the sequence of independent variables under Ps. Indeed, let i < j, i, j ∈ Z, we take two
measurable sets Ai × Bi and Aj × Bj, where Ai, Aj ⊂ [0, 1]
m, and Bi, Bj ⊂ Z
d−1 × {0, 1} ×
{0, 1}m. We have
Ps
{
[(γi, Ii, ζi, ξi) ∈ Ai × Bi]
⋂
[(γj, Ij , ζj, ξj) ∈ Aj ×Bj ]
}
=
∫
Γ
Qs(dγ)1γi(γ)∈Ai,γj(γ)∈AjPγ
{
[(Ii, ζi, ξi) ∈ Bi]
⋂
[(Ij, ζj, ξj) ∈ Bj]
}
=
∫
Γ
Qs(dγ)1γi(γ)∈Ai,γj(γ)∈AjPγ {(Ii, ζi, ξi) ∈ Bi}Pγ {[(Ij, ζj, ξj) ∈ Bj}
=
∫
Γ
Qs(dγ)1γi(γ)∈AiPγ {(Ii, ζi, ξi) ∈ Bi} .
∫
Γ
Qs(dγ)1γj(γ)∈AjPγ {(Ij, ζj, ξj) ∈ Bj}
= Ps {[(γi, Ii, ζi, ξi) ∈ Ai ×Bi]} .Ps {[(γj, Ij , ζj, ξj) ∈ Aj ×Bj ]}
So, for L > 2mε, we get EPs[1Aε1Aε ◦ θL] = Ps(Aε)Ps(Aε ◦ θL) = Ps(Aε)
2. Therefore
|Ps(A)− Ps(A)
2| 6 |Ps(A)− Ps(Aε)
2|+ 2ε 6 4ε.
Letting ε tend to 0, we have that Ps(A) = 0 or 1.
Lemma 2.8. Let Y is a m−ERWRC such that the environment cookie is i.i.d., X is the
horizontal component Xn = Yn · e1. For any d > 6 then P −as, limn→∞
Xn
n
= v(Q) := Eˆ(XT )
Eˆ(T )
.
Proof. The existence of the limit, the fact that it is deterministic and the expression of v(Q)
for d > 6 follow from the ergodicity of (Wˆ , θˆ, Pˆs), and the integrability of T w.r.t Pˆs when
d > 6.
2.4 Monotonicity and differentiability of the speed.
Now, we prove that the expectation v(Q) = Eˆ[V ] = Eˆ(XT )
Eˆ(T )
is increasing in Q.
Consider β1 = {β1(y)}y∈Zd, β2 = {β2(y)}y∈Zd defined on (Ω,A, Q) → B = ([−1, 1]
m)Z
d
such
that Q(β1 6 β2) = 1. It is proved in D. Aldous and R. Lyons [1], that if there exists a
monotone coupling of Q1 and Q2, then there also exists a stationary monotone coupling of
Q1 and Q2, as soon as Q1 and Q2 are stationary.
Therefore we can suppose that {(β1, β2)(y)}y∈Zd is stationary. Set βt(y) = (1− t)β1(y) +
tβ2(y) for t ∈ [0, 1]. βt = {βt(y)}y∈Zd is a stationary environment . Consider
f(t) :=
QEβt(XT 10∈D)
E(T 10∈D)
. (22)
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Note that βt is not necessarily exchangeable, so that we can not assert that f(t) is the mean
of the speed of the ERW in the random environment βt. Nevertheless, β1 and β2 being
exchangeable, we get f(0) = v(Q1), f(1) = v(Q2), so that it is enough to prove that f(t) is
increasing in t. First of all, we need the Girsanov’s transform. We have
Mn(βt) =
n−1∏
j=0
[1 + Ejβt(Yj)1Yj /∈m ] ,
where Yj /∈
m denotes the event that Yj has not been visited more than m − 1 times before
time j. As in section 2.2, we have Girsanov’s transforms:
dPβt|Fn
dP0|Fn
=
dPβt|Gn
dP0|Gn
= Mn(βt) ,
dPβt|GT
dP0|GT
= MT (βt) .
2.4.1 Differentiability of f(t).
We begin by giving another expression of the numerator in (22).
Lemma 2.9. For n > 1, then
Eβt(XT10∈D) = Eβt
[
T−1∑
j=0
βt(Yj) 10∈D 1Yj /∈m 1Zj=Zj+1
]
= E0
[
T−1∑
j=0
βt(Yj) 10∈D 1Yj /∈m 1Zj=Zj+1 MT (βt)
]
. (23)
Proof. Observe that
Pβt[Ej = ±1|Gj] =
1± βt(Yj)
2
1Yj /∈m1Zj=Zj+1 +
1
2
1Yj∈m1Zj=Zj+1
=
(
1
2
±
βt(Yj)
2
1Yj /∈m
)
1Zj=Zj+1 . (24)
Hence,
Eβt(XT10∈D) = Eβt(
+∞∑
j=0
Ej1T>j10∈D) =
+∞∑
j=0
Eβt(Ej1T>j10∈D) ,
where the last equality follows from the integrability of T w.r.t Pˆ for d > 6. Note that
{0 ∈ D} and {T > j} belong to Gj . Therefore,
Eβt(Ej1T>j10∈D)
= Eβt [1T>j 10∈D Pβt(Ej = 1|Gj)]− Eβt [1T>j 10∈D Pβt(Ej = −1|Gj)]
= Eβt
[
1 + βt(Yj)
2
1T>j10∈D1Yj /∈m1Zj=Zj+1
]
− Eβt
[
1− βt(Yj)
2
1T>j10∈D1Yj /∈m1Zj=Zj+1
]
= Eβt
[
βt(Yj) 1T>j 10∈D 1Yj /∈m 1Zj=Zj+1
]
.
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Thus,
Eβt(XT10∈D) =
+∞∑
j=0
Eβt
[
βt(Yj) 1T>j10∈D 1Yj /∈m 1Zj=Zj+1
]
= Eβt
[
T−1∑
j=0
βt(Yj) 10∈D 1Yj /∈m 1Zj=Zj+1
]
= E0
[
T−1∑
j=0
βt(Yj) 10∈D 1Yj /∈m 1Zj=Zj+1 MT (βt)
]
.
This proves the first equality. The second one follows from the fact that
∑T−1
j=0 βt(Yj)
10∈D 1Yj /∈m 1Zj=Zj+1 is GT -measurable, and Lemma 2.5.
We turn now to the derivative of f(t). We study now the sign of the derivative on the set
of bounded environment, and from now on we assume that for i = 1, 2, |βi(y)| 6 σ < 1 a.s.
for any y of Zd where σ is a constant in (0, 1).
Lemma 2.10. For d > 8, the function t ∈ [0, 1]→ Q[Eβt(XT 10∈D)] is differentiable and,
E(T10∈D).
∂f
∂t
(t) =
∂
∂t
Q[Eβt(XT10∈D)]
= QEβt
[
T−1∑
j=0
(β2 − β1)(Yj) 10∈D 1Yj /∈m 1Zj=Zj+1
]
+QEβt
[
T−1∑
j=0
βt(Yj) 10∈D 1Yj /∈m 1Zj=Zj+1
T−1∑
i=1
(β2 − β1)(Yi)Ei1Yi /∈m
1 + βt(Yi)Ei
1Zi=Zi+1
]
. (25)
Proof. We have MT (βt) =
∏T−1
j=0
[
1 + Ejβt(Yj)1Yj /∈m
]
then
∂
∂t
MT (βt) =
(
T−1∑
j=0
(β2 − β1)(Yj)Ej
1 + βt(Yj)Ej
1Yj /∈m
)
MT (βt)
=
(
T−1∑
j=0
(β2 − β1)(Yj)Ej
1 + βt(Yj)Ej
1Yj /∈m1Zj=Zj+1
)
MT (βt)
the last equality is followed by the fact that Zj = Zj+1 when Ej 6= 0. Set
NT (t) :=
T−1∑
j=0
βt(Yj) 10∈D 1Yj /∈m 1Zj=Zj+1.
Then
∂
∂t
NT (t) =
T−1∑
j=0
(β2 − β1)(Yj) 10∈D 1Yj /∈m 1Zj=Zj+1.
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and
UT (βt) : =
∂
∂t
[NT (t)MT (βt)] =
∂
∂t
NT (t)MT (βt) +NT (t)
∂
∂t
MT (βt)
=
T−1∑
j=0
(β2 − β1)(Yj) 10∈D 1Yj /∈m 1Zj=Zj+1MT (βt)
+NT (t)
(
T−1∑
j=0
(β2 − β1)(Yj)Ej
1 + βt(Yj)Ej
1Yj /∈m1Zj=Zj+1
)
MT (βt). (26)
We have
QE0 [NT (t)MT (βt)] = QE0[NT (0)MT (β0)] +QE0

 t∫
0
UT (βx)dx

 . (27)
Since NT (t) 6 T10∈D,
∂
∂t
NT (t) 6 2T10∈D and
∣∣∣ Ej1+xEj
∣∣∣ 6 11−σ , ∀x 6 σ, we get
t∫
0
QE0|UT (βx)|dx 6 2
t∫
0
QE0(T10∈DMT (βx))dx+
2σ
1− σ
t∫
0
QE0(T
210∈DMT (βx))dx
= 2
t∫
0
Eˆ0(T )dx+
2σ
1− σ
t∫
0
QEβx(T
210∈D)dx = 2
t∫
0
Eˆ0(T )dx+
2σ
1− σ
t∫
0
QE0(T
210∈D)dx,
( since T and {0 ∈ D} belong to σ(Z), then they do not depend on x)
= 2tEˆ0T +
2tσ
1− σ
Eˆ0(T
2) < +∞ when Eˆ0(T
2) < +∞.
It follows from Lemma 2.4 that Eˆ0(T
2) < +∞ for d > 8. Fubini’s theorem leads then to
QE0 [NT (t)MT (βt)] = QE0[NT (0)MT (β0)] +
t∫
0
QE0 [UT (βx)] dx. (28)
Now, we prove that QE0 [UT (βx)] is continuous in x ∈ [0, 1]. To this end, we recall a general
result about uniform integrability of positive random variables (see for instance Theorem 5
page 189 in Shiryaev [11]).
Lemma 2.11. Let J be an interval of R, and (X(β), β ∈ J) be a family of positive integrable
random variables. Assume that {X(β)}β∈J is a.s. continuous in β. Then, the function
ϕ(β) = E[X(β)] is continuous in β if only if the family {X(β)}β∈J is uniformly integrable.
Observe from (26) that
|UT (βx)| 6 2σTMT (βx) 10∈D +
2σ
1− σ
T 2MT (βx) 10∈D 6
4
1− σ
T 2MT (βx) 10∈D. (29)
For x0 ∈ [0, 1], we have:
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1. limx→x0 T
2MT (βx)10∈D = T
2MT (βx0)10∈D a.s.,
2. T 2MT (βx)10∈D > 0,
3. ∀x, QE0[T
2MT (βx) 10∈D] = QEβx(T
2 10∈D) = E0(T
2 10∈D) < +∞, since Eˆ0(T
2) < +∞
for d > 8.
It follows then from Lemma 2.11 that the family {T 2MT (βx)10∈D}x∈[0,1] is uniformly inte-
grable. By (29), this is also true for the family {UT (βx)}x→x0 in a neighborhood of x0 ∈ [0, 1].
Therefore, we obtain,
lim
x→x0
QE0(UT (βx)) = QE0(UT (βx0)) i.e. QE0(UT (βx)) is continuous.
Then, we get
∂
∂t
QE0 [NT (t)MT (βt)] = QE0 [UT (βt)] .
This finishes the proof of Lemma 2.10.
2.4.2 Monotonicity of the speed
We remind the reader that Z˜ is defined as the walk Z when it moves, and D˜ denotes
the cut times of Z˜. Since T > 1, the first term is bounded from below by its first item
corresponding to j = 0.
QEβt
[
T−1∑
j=0
(β2 − β1)(Yj) 10∈D 1Yj /∈m 1Zj=Zj+1
]
> Q [(β2 − β1)(0)]P (0 ∈ D, Z0 = Z1)
=
1
d
Q [(β2 − β1)(0)]P (0 ∈ D). (30)
The equality (30) follows, since D := {n ∈ Z such that Z(−∞,n)∩Z[n,+∞) = ∅} and, therefor,
{0 ∈ D} = {Z−1 6= Z0, 0 ∈ D˜} = {η−1 = 0, 0 ∈ D˜}. So we have P (0 ∈ D, Z0 = Z1) = P (0 ∈
D˜, η0 = 1, η−1 = 0) = P (0 ∈ D˜, η−1 = 0).P (η0 = 1) =
1
d
P (0 ∈ D).
Now, we focus on the second term. Since Eβt [Ek1Yk /∈m/(1 + βt(Yk)Ek)|Gk] = 0, then
QEβt
[ ∑
06j6i6T−1
βt(Yj) 10∈D 1Yj /∈m1Zj=Zj+1
(β2 − β1)(Yi)Ei
1 + βt(Yi)Ei
1Yi /∈m1Zi=Zi+1
]
=
QEβt
[ ∑
06j6i6T−1
βt(Yj) 10∈D 1Yj /∈m1Zj=Zj+1(β2 − β1)(Yi)1Zi=Zi+1Eβt
(
Ei1Yi /∈m
1 + βt(Yi)Ei
|Gi
)]
= 0. (31)
Then the second term of (25) is equal to:
QEβt
[ ∑
06i<j6T−1
βt(Yj) 10∈D 1Yj /∈m1Zj=Zj+1
(β2 − β1)(Yi)Ei
1 + βt(Yi)Ei
1Yi /∈m1Zi=Zi+1
]
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> −σQEβt
[ ∑
06i<j6T−1
10∈D 1Zj=Zj+1(β2 − β1)(Yi)Eβt
(
|Ei|
1 + βt(Yi)Ei
|Gi
)
1Yi /∈m1Zi=Zi+1
]
( since |βt| 6 σ)
> −σQEβt
[ ∑
06i<j6T−1
10∈D 1Zj=Zj+1(β2 − β1)(Yi)1Zi=Zi+11Yi /∈m1Zi=Zi+1
]
> −σQEβt
[∑
06i<j
(β2 − β1)(Yi)1Zj=Zj+11Zi=Zi+110∈D1T>j
]
,
> −σQEβt
[∑
06i<j
(β2 − β1)(Yi)1ηj=11ηi=110∈D˜1T˜>∑j−1
k=0(1−ηk)
]
> −σQEβt
[∑
06i<j
(β2 − β1)(Yi)1ηj=11ηi=110∈D˜1T˜>∑j−1
k=0,k 6=i(1−ηk)
]
= −
σ
d2
QEβt
[∑
06i<j
(β2 − β1)(Yi)10∈D1T˜>∑j−1
k=0,k 6=i(1−ηk)
]
since ηj is independent of Z˜,F
Y
i , η1, ..., ηj−1 and ηi is independent of Z˜,F
Y
i , {ηk}k 6=i ,
= −
σ
d2
QEβt
[∑
06i<j
(β2 − β1)(Yi)10∈D1T˜>∑j−2
k=0(1−ηk)
]
with the convention that the sum over an empty set equals to 0
= −
σ
d2
QEβt
[∑
06i<j
(β2 − β1)(Yi)10∈D1T>j−1
]
, (EQ)
= −
σ
d2
+∞∑
i=1
QEβt [(β2 − β1)(Yi)(T − i)1T>i10∈D] ,
= −
σ
d2
+∞∑
i=1
QEβt
[ ∑
z∈Zd−1
∑
x∈Z
(β2 − β1)(y)
d2
1Zi=z1Xi=x(T − i)1T>i10∈D
]
with y = (x, z) ,
= −
σ
d2
∑
i>1
Q
[
(β2 − β1)(0)
∑
z∈Zd−1
∑
x∈Z
Eθyβt(1Yi=y(T − i)1T>i10∈D)
]
because β is stationary,
> −
σ
d2
∑
i>1
Q
{
(β2 − β1)(0)
∑
z∈Zd−1
Eθyβt [(2i+ 1)(1Zi=z(T − i)1T>i10∈D)]
}
for Xi = x⇒ |x| 6 i ,
> −
σ
d2
∑
i>1
Q
{
(β2 − β1)(0)
∑
z∈Zd−1
E0[(2T + 1)1Zi=z(T − i)1T>i10∈D)]
}
,
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> −
σ
d2
Q [(β2 − β1)(0)]E0
[
(2T + 1)T (T + 1)
2
10∈D
]
.
Therefore, we get
Eˆ(T )
∂
∂t
f(t) >
1
d
Q[(β2 − β1)(0)]
[
1−
1
d
σEˆ
[
(2T + 1)T (T + 1)
2
]]
.
This implies that ∂
∂t
f(t) > 0 when d > σEˆ
[
(2T+1)T (T+1)
2
]
. Lemma 2.4 asserts that
d0 := max
{⌊
sup
d>10
Eˆ
[
(2T + 1)T (T + 1)
2
]⌋
+ 1, 10
}
< +∞. (32)
Then, for d > d0 > σd0, we have (∂/∂t)f(t) > 0, which implies that f(0) 6 f(1) so
that v(Qβ1) 6 v(Qβ2) on the set of probability measures on bounded environment. Choose
σ0 =
10
d0
, then we have the monotonicity for environments bounded by σ0 for any d > 10.
For d > d0, we have proved the monotonicity on the set of environments bounded by σ < 1,
take σ tending to 1, this finishes the proof.
3 Proof of Theorem 1.3.
The proof of Theorem 1.3 is based on that of Theorem 1.1.
3.1 The differentiability of the speed v(β)
In the proof of Theorem 1.1, Section 2.4.1 about the differentiability of f(t) for d > 8, we
consider m = 1, β1(y) = 0, β2(y) = β2, βt = tβ2, t ∈ [0, 1] for all y ∈ Z
d and β2 is constant
in (0, 1). The function f(t) is difined by the couple of the environments β1, β2 so we denote
fc(t) to be the function defined by β1 = 0, β2 = c for some constant c ∈ [0, 1). Then we
have v(β) = fβ2(
β
β2
), moreover f(t) is differentiable in t ∈ [0, 1], this implies that v(β) is
differentiable in β ∈ [0, β2) for all β2 < 1 i.e. it is differentiable in [0,1) when d > 8.
We are now interested in proving the existence and computing the derivative at the critical
point 0. By Lemma 2.9, with Nn := d
∑n−1
j=0 1Yj /∈1Zj=Zj+1, we get
v(β)
β
=
1
d
E0(NT10∈DMT (β))
E0(T10∈D)
=
1
d
E0(NT 10∈DMT (β)).
Note that
• T10∈DMT (β) > 0,
• limβ→0(T10∈DMT (β)) = T10∈D,
• E0(T10∈DMT (β)) = Eβ(T10∈D) = E0(T10∈D) = 1 for d > 6.
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Therefore, by Lemma 2.11, {T10∈DMT (β)}β is uniformly integrable in a neighborhood of 0.
This is also true for {NT10∈DMT (β)}β→0 since NT 6 dT . Therefore, we get
lim
β→0
E0(NT10∈DMT (β)) = E0(NT10∈D).
On the other hand, with Rn is the range of the simple symmetric random walk on Z
d and
denote {Yi /∈} := {Yi /∈ {Y0, Y1, ..., Yi−1}} then
R(0) : = lim
n→∞
Rn
n
= lim
n→∞
RTn
Tn
= lim
n→∞
RT1 + (RT2 − RT1) + ... + (RTn −RTn−1)
Tn
= lim
n→∞
(1Y0 /∈ + ...+ 1YT1−1 /∈) + (1YT1 /∈ + ...+ 1YT2−1 /∈) + ...+ (1YTn−1 /∈ + ...+ 1YTn−1 /∈)
Tn
=
E0(RT10∈D)
E0(T10∈D)
= E0(RT10∈D), (because E0(T10∈D) = Eˆ0(T )P0(0 ∈ D) = 1).
Similarly, with Nn = d
∑n−1
j=0 1Yj /∈1Zj=Zj+1 then
lim
n→∞
Nn
n
=
E0(NT10∈D)
E0(T10∈D)
= E0(NT10∈D).
Note that
E0(Nn) = d
n−1∑
j=0
E0(1Yj /∈1Zj=Zj+1) = d
n−1∑
j=0
E0(1Yj /∈)P0(Zj = Zj+1) = E0
(
n−1∑
j=0
1Yj /∈
)
= E0(Rn).
Therefore
R(0) := lim
n→∞
Rn
n
= lim
n→∞
E0
(
Rn
n
)
= lim
n→∞
E0
(
Nn
n
)
= E0(NT10∈D).
3.2 Monotonicity of v(β)
In Section 2.4.2, we consider the particular case m = 1 and β1(y) = β1, β2(y) = β2 for all
y ∈ Zd, where β1 and β2 are two constants in [0, 1) such that β1 6 β2 6 σ < 1. By (30) and
(EQ) we get that
Eˆ(T )
∂
∂t
f(t) >
1
d
(β2 − β1)
[
P (0 ∈ D)−
σ
d
QEβt
(∑
j>1
j10∈D1T>j−1
)]
>
1
d
(β2 − β1)
[
P (0 ∈ D)−
σ
d
E
(∑
j>1
j10∈D1T>j−1
)]
>
1
d
(β2 − β1)
[
1−
σ
d
Eˆ
(
T 2 + T
2
)]
. (33)
Set d0 := max
{⌊
supd>8 Eˆ
(
T 2+T
2
)⌋
+ 1, 8
}
then ∂
∂t
f(t) > 0 i.e. f(t) is increasing in t ∈ [0, 1]
and v(β) is increasing in β ∈ [0, 1] when d > d0 or σ 6
8
d0
for all d > 8.
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4 Proof of Theorem 1.2
For m−ERW, we denote the function f(t) by fc(m, t) in the case of the couple environ-
ments such that β1 = 0, β2 = c where c is a constant in [0, 1) and βt = tc, t ∈ [0, 1].
Set
Nmn = d
n−1∑
j=0
1Yj /∈m1Zj=Zj+1 .
Then, from the formula (23) we get
Em,β(XT 10∈D) =
β
d
Em,β(N
m
T 10∈D).
m−ERW is the particular case of m−ERW with i.i.d. random cookies, then the law of large
numbers gives the following formula of the speed when d > 6:
v(m, β) =
Em,β(XT 10∈D)
Em,β(T 10∈D)
=
β
d
E0(N
m
T 10∈D)
E0(T 10∈D)
. (34)
We see that v(m, β) = fc(m,
β
c
) (where t = β
c
), then
∂v
∂β
(m, β) =
∂fc
∂t
(m,
β
c
).
1
c
,
and combine with the formula (25) we obtain the derivative of the speed:
∂v
∂β
(m, β) =
1
d
E0[N
m
T M
m
T (β) 10∈D]
E0(T 10∈D)
+
β
d
E0[N
m
T M
m
T (β)U
m
T (β) 10∈D]
E0(T 10∈D)
, for β ∈ [0, 1) (35)
where
UmT (β) =
T−1∑
j=0
Ej
1 + βEj
1Yj /∈m{Y0,...Yj−1}1Zj=Zj+1 ,
MmT (β) =
T−1∏
j=0
[
1 + εjβ1Yj /∈m{Y0,...Yj−1}
]
.
In order to prove the uniform convergence of (∂v/∂β)(m, β) as m goes to +∞, we use the
following lemma, whose proof is given below:
Lemma 4.1. Let J be an interval of R, and {Xn(β)}β∈J,n>1, {X(β)}β∈J be families of
non-negative random variables. Assume that
1. for every n, {Xn(β)}β∈J is uniformly integrable,
2. {X(β)}β∈J is uniformly integrable,
3. Xn(β) converges in probability to X(β), uniformly in β: for any ε > 0,
lim
n→+∞
sup
β∈J
P(|Xn(β)−X(β)| > ε) = 0 .
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Then, limn→+∞ supβ∈J |E(Xn(β))− E(X(β))| = 0 if and only if {Xn(β)}n∈N,β∈J is uniformly
integrable.
Set
N∞T = d
T−1∑
j=0
1Zj=Zj+1 , U
∞
T (β) =
T−1∑
j=0
Ej
1 + βEj
1Zj=Zj+1 , M
∞
T (β) =
T−1∏
j=0
(1 + εjβ) .
One can check that the following inequalities hold: ∀m ∈ N∪ {+∞} , ∀β ∈ [0, β0) (β0 < 1),
NmT 6 dT , M
m
T (β) 6 2
T , V mT (β) 6
T
1− β0
,
|NmT −N
∞
T | 6 d(T −m)+ ,
sup
β∈[0,1]
|MmT (β)−M
∞
T (β)| 6 2
T (T −m)+ ,
sup
β∈[0,β0]
|V mT (β)− V
∞
T (β)| 6
1
1− β0
(T −m)+ .
We deduce from these inequalities that supβ∈[0,1] |N
m
T M
m
T (β)−N
∞
T M
∞
T (β)| converges a.s. to
0 when m tends to ∞. The same is true for
sup
β∈[0,β0]
|NmT M
m
T (β)V
m
T (β)−N
∞
T M
∞
T (β)V
∞
T (β)| .
Using Lemma 2.11, we can also show that for every m > 1 the family {TMmT (β)10∈D}β∈[0,1]
is uniformly integrable w.r.t. index β for d > 6. Indeed, it is a.s. continuous in β for every
m > 1, and for d > 6,
E0(TM
m
T (β) 10∈D) = Em,β(T 10∈D) = E0(T10∈D) = 1.
Since NmT 6 dT , for every m > 1 the family {N
m
T M
m
T (β)10∈D}β∈[0,1] is uniformly integrable
for d > 6.
In the same way, Lemma 2.11 implies that for every m > 1 the family {T 2MmT (β) 10∈D}
β∈[0,1] is uniformly integrable for d > 8. Since N
m
T 6 T and V
m
T (β) 6
1
1−β0
T for 0 6
β 6 β0 < 1, for every m > 1 the family {N
m
T V
m
T (β)M
m
T (β)10∈D}β∈[0,β0] is also uniformly
integrable. To apply Lemma 4.1, it remains to prove that {N∞T M
∞
T (β)10∈D}β∈[0,1], (resp.
{N∞T M
∞
T (β)V
∞
T (β)10∈D}β∈[0,1]) are uniformly integrable. This is true for d > 6 (resp. d > 8)
using again Lemma 2.11.
By Lemma 4.1, we conclude that for d > 8, and 0 6 β0 < 1,
lim
m→+∞
sup
β∈[0,β0]
∣∣∣∣∂v∂β (m, β)− ∂v∂β (∞, β)
∣∣∣∣ = 0 .
Note that P∞,β is the law of simple random walk with drift β. Therefore, v(∞, β) = β/d
and (∂v/∂β)(∞, β) = 1/d, leading to the statement in Theorem 1.2. This in turn implies
that for d > 8, for all β0 ∈ [0, 1) there exists m(β0) such that for m > m(β0) the speed of
ERW with m cookies is increasing in β on [0, β0].
To finish the proof of Theorem 1.2, we prove Lemma 4.1.
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Proof of Lemma 4.1.
(⇐) We prove the sufficiency. Since {Xn(β)}n,β and {X(β)}β are uniformly integrable,
for all ε > 0, there exists c0 such that for all c > c0, we have:
sup
n,β
E[Xn(β)1Xn(β)>c] < ε , sup
β
E[X(β)1X(β)>c] < ε .
Therefore
|E[Xn(β)]− E[X(β)]| (36)
6 ε+ E[|Xn(β)|1|Xn(β)−X(β)|>ε] + E[|X(β)|1|Xn(β)−X(β)|>ε]
6 ε+ E[Xn(β)1Xn(β)>c0 ] + E[Xn(β)1Xn(β)<c01|Xn(β)−X(β)|>ε]
+ E[X(β)1X(β)>c0 ] + E[X(β)1X(β)<c01|Xn(β)−X(β)|>ε]
6 3ε+ 2c0 sup
β
P[|Xn(β)−X(β)| > ε]. (37)
By assumption 3, we get that for all ε > 0,
lim sup
n→+∞
sup
β
|E[Xn(β)]− E[X(β)]| 6 3ε .
(⇒) We prove now the necessity. For any C > 0,
E(Xn(β) 1Xn(β)>C)
= E(Xn(β)−X(β)) + E(X(β) 1X(β)>C−1) + E(X(β) 1X(β)<C−1 −Xn(β) 1Xn(β)<C) .
Using the positivity of Xn(β), for any ε ∈ (0, 1),
X(β) 1X(β)<C−1 −Xn(β) 1Xn(β)<C
6 [X(β)−Xn(β)]1X(β)<C−1,Xn(β)<C +X(β) 1X(β)<C−11|Xn(β)−X(β)|>ε
6 ε+ 2C1|Xn(β)−X(β)|>ε .
Therefore, for any C > 0 and any ε ∈ (0, 1),
sup
β
E[Xn(β) 1Xn(β)>C ]
6 sup
β
|E[Xn(β)−X(β)]|+ sup
β
E[X(β) 1X(β)>C−1] + ε+ 2C sup
β
P(|Xn(β)−X(β)| > ε) .
Taking the limit n→∞, then ε→ 0 leads to
lim sup
n→∞
sup
β
E[Xn(β) 1Xn(β)>C ] 6 sup
β
E[X(β) 1X(β)>C−1] . (38)
Let ε > 0. Using the uniform integrability of the family {X(β)}β, one can find C0(ε) such
that supβ E[X(β) 1X(β)>C0(ε)−1] 6 ε. By (38), there exists n0(ε) such that for all n > n0(ε),
sup
β
E[Xn(β) 1Xn(β)>C0(ε)] 6 2ε .
For n < n0(ε), we use the uniform integrability of the family {Xn(β)}β to get C1(ε)
such that for any C > C1(ε), supn6n0(ε),β E[Xn(β)1Xn(β)>C ] < ε. Now, choosing C2(ε) =
max{C0(ε), C1(ε)}, we get supn,β E[Xn(β)1Xn(β)>C ] < 2ε for all C > C2(ε) .
27
Acknowledgments
I would like to thank my Ph.D. advisors Pierre Mathieu, and Fabienne Castell for sug-
gesting this problem. This research was supported by the French ANR project MEMEMO2
2010 BLAN 0125.
28
References
[1] D. Aldous and R. Lyons. Processes on unimodular random networks. Electron. J.
Probab, 12:1454–1508, 2007.
[2] I. Benjamini and D. Wilson. Excited random walk. Electron. Commun. Probab., 8:no.
9, 86–92, 2003.
[3] J. Be´rard and A. Ramı´rez. Central limit theorem for the excited random walk in
dimension d > 2. Electron. Commun. Probab., 12:no. 30, 303–314, 2007.
[4] E. Bolthausen, A.-S. Sznitman, and O. Zeitouni. Cut points and diffusive random walks
in random environment. In Annales de l’Institut Henri Poincare (B) Probability and
Statistics, volume 39, pages 527–555. Elsevier, 2003.
[5] P. Erdo¨s and S.J. Taylor. Some intersection properties of random walk paths. Acta
Mathematica Hungarica, 11(3):231–248, 1960.
[6] R.v.d. Hofstad and M. Holmes. Monotonicity for excited random walk in high dimen-
sions. Probability theory and related fields, 147(1-2):333–348, 2010.
[7] M. Holmes. Excited against the tide: A random walk with competing drifts. In Annales
de l’Institut Henri Poincare´, Probabilite´s et Statistiques, volume 48, pages 745–773.
Institut Henri Poincare´, 2012.
[8] M. Holmes and R. Sun. A monotonicity property for random walk in a partially random
environment. Stochastic Processes and their Applications, 122(4):1369–1396, 2012.
[9] E. Kosygina and M. Zerner. Excited random walks: results, methods, open problems.
Electr. J. Prob, 19(25):1–25, 2014.
[10] M. Menshikov, S. Popov, A.F. Ramı´rez, and M. Vachkovskaia. On a general many-
dimensional excited random walk. The Annals of Probability, 40(5):2106–2130, 2012.
[11] A. N. Shiriaev. Probability, volume 2. Springer, 1996.
[12] M. Zerner. Multi-excited random walks on integers. Probability theory and related fields,
133(1):98–122, 2005.
[13] M. Zerner. Recurrence and transience of excited random walks on Zd and strips. Elec-
tron. Comm. Probab, 11(12):118–128, 2006.
