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Computationally-guided material discovery is being increasingly employed using a descriptor-
based screening through the calculation of a few properties of interest. A precise understanding of
the uncertainty associated with first principles density functional theory calculated property val-
ues is important for the success of descriptor-based screening. Bayesian error estimation approach
has been built-in to several recently developed exchange-correlation functionals, which allows an
estimate of the uncertainty associated with properties related to the ground state energy, for e.g.
adsorption energies. Here, we propose a robust and computationally efficient method for quanti-
fying uncertainty in mechanical properties, which depends on the derivatives of the energy. The
procedure involves calculating the energy around the equilibrium cell volume with different strains
and fitting the obtained energies to the corresponding energy-strain relationship. At each strain, we
use instead of a single energy, an ensemble of energies, giving us an ensemble of fits and thereby, an
ensemble of mechanical properties associated with each fit, whose spread can be used to quantify
its uncertainty. The generation of ensemble of energies is only a post-processing step involving a
perturbation of parameters of the exchange-correlation functional and solving for the energy non-self
consistently. The proposed method is computationally efficient and provides a more robust uncer-
tainty estimate compared to the approach of self-consistent calculations employing several different
exchange-correlation functionals. We demonstrate the method by calculating the uncertainty bounds
for Si using the developed method. We show that the calculated uncertainty bounds the property
values obtained using three different GGA functionals: PBE, PBEsol and RPBE. Finally, we apply
the approach to calculate the uncertainty associated with the DFT-calculated elastic properties for
solid state Li-ion and Na-ion conductors.
PACS numbers: 62.20.-x, 71.15.Nc, 46.25.-y
I. INTRODUCTION
Material innovation is at the heart of developing new
tools and technologies to address the societal needs for
clean energy and human health.1 First-principles den-
sity functional theory (DFT) calculations have played
a crucial role in accelerating material innovation by al-
lowing the prediction of chemical,2,3 mechanical,4–6 and
electrical6,7 properties of materials. DFT calculations
have been employed to identify new battery electrodes,8
photovoltaics,9 catalysts10, thermoelectrics11 etc. An ap-
proach to computationally-guided material discovery is
to employ a descriptor-based search where materials are
screened for a few properties like band gap,12 adsorp-
tion energy,13 HOMO levels,14 and the identified candi-
dates are synthesized, characterized and tested for their
functionality. Given the time and resource consumed for
experimental testing and validation, there is a growing
realization that it is crucial to quantify the uncertainty
associated with the DFT-predicted property values.
The reliability of DFT calculations is typically esti-
mated through comparisons to experiments or to data
sets of higher-level calculations.15–17 Studies using differ-
ent exchange-correlation functionals have shown consid-
erable variation in properties like adsorption energy,18
crystal structure of water,19 elastic constants,20 vibra-
tional frequencies,21 thermal conductivity22, infrared
spectrum23 etc. It is therefore of great interest to iso-
late the error associated with the exchange-correlation
functional when comparing DFT-predicted values with
experimental values. A recently developed exchange-
correlation functional, Bayesian error estimation func-
tional with van der Waals correlation (BEEF-vdW)
possesses built-in error estimation capabilities.24 The
Bayesian error estimation25 within the functional is de-
signed to reproduce known energetic errors by map-
ping the uncertainties on the exchange-correlation pa-
rameters. This capability has been exploited to esti-
mate the uncertainty in adsorption energies and thereby
the reliability of calculated catalytic rates for ammonia
synthesis26 and electrocatalytic oxygen reduction.27
The calculation of uncertainties within the Bayesian
error estimation approach has been limited to quantities
that are directly related to the ground-state energy.28–31
In this work, we propose a method to calculate the uncer-
tainty in properties that involve the derivatives of energy,
for e.g., mechanical properties. Specifically, we demon-
strate the method to estimate the uncertainty associated
with the calculated elastic properties for solids. This
is done by performing an ensemble of energy-strain fits
around equilibrium. The elastic constants for each fit can
be calculated in terms of the fitting parameters, and the
2spread of their distribution can be used to quantify the
uncertainty associated with the elastic constants.
We use the developed method to calculate the me-
chanical properties with uncertainty for candidate solid
ion conductors for Li and Na-ion batteries. It has been
shown that solid ion conductors that possess a sufficient
modulus can suppress the formation of dendrites at the
metal anode.32 Here, we focus on four important classes
of solid ion conductors: thiophosphate, halide, antiper-
ovskite and glass. We use the ensemble of obtained me-
chanical property values to determine other properties of
interest like the Pugh’s modulus ratio with uncertainty
bounds.
II. METHODS
A. Property Calculation
The elastic constants of a material can be obtained by
computing a set of energies for its unit cell at different
strains using DFT calculations. The calculated energies
can be fit to the energy-strain relationship and the elastic
constants can be extracted from the fitting parameters.
Several choices exist regarding the strains to be applied.
We outline the procedure used in this section.
We assume the undeformed coordinates of a point in
the material as X = (X1, X2, X3)
T , where T denotes the
transpose. The coordinates are transformed on applying
a homogeneous deformation F such that the new coor-
dinates x = (x1, x2, x3)
T are given by x = FX. From
the deformation matrix F , we get the Lagrangian strain
tensor, η, given by
η =
1
2
(F
T
F − I). (1)
The energy E of the unit cell having a volume V on
applying a Lagrangian strain η can be expressed in terms
of the elastic constants Cijkl as
E(η) = E0 +
V
2
∑
ijkl
Cijklηijηkl +O(η
3
ij), (2)
where E0 denotes the energy at equilibrium or zero
strain. Since all energy calculations using DFT are per-
formed at 0 K, all elastic constants in Eq. (2) are isother-
mal constants at 0 K:
Cijkl(T=0 K) =
1
V
∂2E
∂ηij∂ηkl
∣∣∣∣
η=0
. (3)
Using the Voigt notation for indices33 (11→ 1, 22→ 2,
33 → 3, 32 or 23→ 4, 13 or 31 → 5, 12 or 21 → 6), the
4th order elastic tensor can be written in a contracted
form as a 2nd order 6×6 tensor. The deformation matrix
we choose is of the form, F = I+ǫ, where ǫ is a symmetric
matrix with six independent components:34
ǫ =

 e1 e6/2 e5/2e6/2 e2 e4/2
e5/2 e4/2 e3

 . (4)
For crystals having cubic symmetry, the elastic tensor
has only three independent components: C11, C12 and
C44, and only three independent strains are required. On
applying a volume-conserving orthorhombic strain34
e1 = −e2 = x, e3 =
x2
1− x2
, e4 = e5 = e6 = 0, (5)
the energy expansion calculated using Eq. (2) is
E(x) = E0 + V (C11 − C12)x
2 +O(x4), (6)
which can be used to obtain the elastic constant C11 −
C12. Similarly, the energy change due to a volume-
conserving monoclinic strain34
e6 = x, e3 =
x2
4− x2
, e1 = e2 = e4 = e5 = 0, (7)
can be calculated as
E(x) = E0 +
V
2
C44x
2 +O(x4). (8)
This gives the elastic constant C44. Further, a uniform
strain in all three directions can be used to calculate the
bulk modulus B = (C11 + 2C12)/3 and lattice constant
by fitting the energies to the Birch-Murnaghan equation
of state.35
For lower symmetry crystals, more strain-energy calcu-
lations are required.34,36–38 Since the only lower symme-
try crystal in our calculations has tetragonal symmetry,
we show the strains used for this case in Table I.
We used the Voigt-Reuss-Hill approximation39 to re-
late the polycrystalline bulk, shear and Young’s modulus
to the single crystal elastic constants. The Voigt and
Reuss approximations for bulk modulus of a cubic poly-
crystal are the same: B = (C11 + 2C12)/2 whereas the
TABLE I. Strains used determine the elastic constants of crys-
tals with tetragonal symmetry
Strain Non-zero ei Energy change E(x)− E0
1 e1 = e2 = x V (C11 +C12)x
2 +O(x3)
2 e1 = e2 = x, (C11 + C12 + 2C13 − 4C33)x
2
e3 =
−x(2+x)
(1+x)2
+O(x3)
3 e3 = x C33x
2/2 +O(x3)
4 e1 = [(1 + x)/(1− x)]
1/2
− 1, (C11 − C12)x
2 +O(x4)
e2 = [(1− x)/(1 + x)]
1/2
− 1
5 e4 = e5 = x, e3 = x
2/4 C44x
2 +O(x4)
6 e6 = x, C66x
2/2 +O(x4)
e1 = e2 = (1 + x
2/4)1/2 − 1
3shear modulus is given by40
GV =
C11 − C12
5
+
3C44
5
, (9a)
GR =
5(C11 − C12)
4C44 + 3(C11 − C12)
. (9b)
The bulk and shear modulus of a tetragonal crystal under
the Voigt and Reuss approximations can be calculated
using41
BV =
1
9
(2C11 + C33 + 2C12 + 4C13), (10a)
BR =
(C11 + C12)C33 − 2C
2
13
C11 + C12 + 2C33 − 4C13
. (10b)
GV =
1
30
[4(C11 − C13) + 2(C33 − C12)
+6(C66 + 2C44)] ,
(11a)
GR =
30
4
[
2(C11 + C12) + C33 + 4C13
(C11 + C12)C33 − 2C213
+
3
C11 − C12
+
3
2C66
+
3
C44
]
−1
.
(11b)
The average of the Voigt and Reuss limits was used as
the polycrystalline bulk and shear modulus.
B =
BV +BR
2
, (12a)
G =
GV +GR
2
. (12b)
The Young’s modulus Y and Poisson’s ratio ν can be
calculated from the bulk and shear modulus using
Y =
9BG
3B +G
, (13)
ν =
3B − 2G
2(3B +G)
. (14)
B. Computational Details
Self consistent density functional calculations were
performed in the real-space projector-augmented wave
(PAW) method42,43 as implemented in GPAW.44,45 We em-
ployed the BEEF-vdW exchange-correlation functional24
with 2000 ensembles for all calculations. A real space
grid spacing of 0.14 A˚ and Monkhorst Pack46 scheme for
sampling the Brillouin zone was used. All calculations
were converged to energy < 0.1 meV for the unit cell
and force < 0.01 eV/A˚. The k-point density was op-
timized for individual structures to achieve the desired
energy convergence. The strain parameter x was varied
between -5 to 5% and all energy-strain fittings were per-
formed such that the fitting parameters were converged
with respect to the maximum value of x used in the fit.
The degree of the polynomial used for fitting was three
or four depending on the energy-strain relationship.
C. Bayesian Error Estimation
The Bayesian error estimation functional with van der
Waals correlation (BEEF-vdW)24 provides a convenient
and systematic way of performing realistic error esti-
mates on the energies obtained from DFT calculations
within the generalized gradient approximation (GGA).
The functional is built upon a combination of the re-
ductionist and empiricist approaches. The exchange en-
hancement factor Fx(s) in the GGA exchange energy
density, ǫGGAx (n,∇n) = ǫ
LDA
x Fx(s[n,∇n)]) is given by
an expansion in terms of Legendre polynomials Bm
24
FGGAx (s) =
∑
m
amBm[t(s)] , t(s) =
2s2
4 + s2
, (15)
where am are the expansion coefficients which are fit-
ted using training datasets of quantities quantities repre-
senting chemistry, solid state physics, surface chemistry,
and van der Waals interactions. Overfitting of properties
from datasets is avoided by regularization of the GGA
exchange expansion. Another parameter in the BEEF-
vdW functional αc arises in the correlation energy Ec
which has LDA, PBE and non-local contributions:
Ec = αcE
LDA−c + (1 − αc)E
PBE−c + Enl−c. (16)
To obtain uncertainty estimates on the DFT predicted
energies, an ensemble of functionals around the opti-
mum BEEF-vdW functional is used to calculate the en-
ergies non-self consistently. The ensemble of function-
als is generated by creating a probability distribution for
the model parameters am and αc such that the spread
of the ensemble model predictions on the training data
reproduces the errors obtained on using BEEF-vdW self-
consistently.
For calculating the elastic constants, we fit the energies
to the energy-strain relationship as discussed in section
IIA. Likewise, propagating uncertainty to the elastic con-
stants would involve performing an ensemble of fits using
the ensemble of energies generated at each point. The
procedure is illustrated in Fig. 1. The strain type is
a uniform strain in all three directions that enables the
computation of the unit cell volume and the bulk modu-
lus. From the ensemble of energies generated at different
values of the unit cell volume, we can bracket the minima
for each such ensemble. This can be used to determine
the unit cell volume (lattice constant) and bulk modulus
for the corresponding density functional.
The procedure can be summarized as follows:
1. Choose the values ζ = ζ1, ζ2, . . . , ζn of the inde-
pendent variable (strain parameter x or unit cell
volume V ) to be used for fitting. Compute the
transformation matrix F for each case.
2. Apply the homogeneous transformation F to the
unit cell in each case. Relax the internal coordi-
nates until the force is lower than the maximum
allowed force, and calculate the energy.
4Unit Cell Volume (A˚3)
140 150 160 170 180 190
E
k
−
E
k m
in
(e
V
)
0
0.5
1
1.5
2
2.5
3
s
0 2 4
F
x
(s
)
0
2
4
FIG. 1. Ensemble of energy curves for Si obtained on apply-
ing a uniform strain in all three directions. The value of unit
cell volume at the minima corresponds to the equilibrium vol-
ume for that ensemble. The inset shows an ensemble of 100
exchange enhancement factors Fx(s) obtained on perturbing
the values of coefficients am of the Legendre polynomial Bm in
the exchange expansion. The optimum BEEF-vdW exchange
enhancement factor is also shown (in dark) for comparison
3. Generate an ensemble of m energies at each ζ
using BEEF-vdW and perform the fitting using
the relationship between energy and ζ. For the
kth ensemble, the fitting can be performed us-
ing the array of energies of that ensemble E
k
=
[Ek(ζ1), E
k(ζ2), · · · , E
k(ζn)].
4. Calculate the values of the fitting parameters
ck1 , c
k
2 , · · · c
k
l for the k
th ensemble using the E − ζ
relationship and use them to calculate the elastic
constants for the kth ensemble.
5. Repeat the process over all m ensembles and gen-
erate the ensemble of elastic constants Cij .
It should be noted that the generation of ensembles
for the energies and elastic constants is only a post-
processing step consuming minimum time. The proposed
method has a distinct computational advantage over the
approach of carrying out self-consistent energy calcula-
tions with several exchange-correlation functionals. The
values of m and n need to be chosen carefully to get
the correct uncertainty estimates. The value of m, the
number of ensemble functionals used, should be chosen
such that the uncertainty estimate is well-converged. The
value of n should be chosen such that the values of the
fitting parameters are converged and the extreme values
of ζ are able to provide a good fit for each of the ensem-
bles, so that the minima for all ensembles falls within the
extreme values of ζ.
FIG. 2. Distribution of values for the elastic constant C11 of Si
obtained using our method. The distribution has a standard
deviation of 12.9 GPa and is a measure of the uncertainty in
C11.
III. RESULTS AND DISCUSSION
We begin by demonstrating our method using silicon
as a material that has received considerable attention
in experimental and DFT studies. We, then apply our
method to a problem of current interest in the battery
community.
A. Test Case: Si
In order to test whether our developed method indeed
predicts the uncertainty associated with the elastic con-
stants, we performed two sets of calculations for Si. First,
using our method, we calculate the elastic constants and
the associated uncertainty. Second, using a few different
GGA exchange-correlation functionals, we calculate the
elastic constants. The robustness of the uncertainty es-
timate is determined by its ability to bound the range
of calculated elastic constants. Using BEEF-vdW, we
obtained an ensemble of values for each of the elastic
constants of Si. The distribution of values obtained for
the elastic constant C11 using the developed method is
shown in Fig. 2.
Table II shows the values of unit cell volume and the
elastic constants of Si calculated using BEEF-vdW and
three GGA functionals: PBE,47 PBEsol48 and RPBE.49
We used the standard deviation of the distribution of the
property values as a measure of the uncertainty. From the
table, it is clear that the uncertainty values obtained us-
ing the developed method accurately depict the variation
in properties due to the choice of exchange-correlation
functional. We would also like to emphasize that the
uncertainty obtained through the developed method is
5quite tight in all cases.
B. Application: Solid ion Conductors
Next, we proceed to apply the developed method to
the calculation of mechanical properties of solid ion con-
ductors. The mechanical properties of a solid ion con-
ductor used in a Li-ion or Na-ion battery are important
for its robust functioning and performance under the
strains encountered during cycling. These strains typi-
cally arise due to volumetric expansion of the electrodes
during intercalation. During such strains, the solid ion
conductor should be able to maintain contact with the
electrodes without substantial mechanical degradation.
Another potential application of a solid ion conductor is
to enable Li and Na metal anode by suppressing den-
drites at its interface with the electrode. The suppres-
sion of dendrites has been linked to the shear modulus
of the solid ion conductor. It has been found theoret-
ically that a solid ion conductor with a shear modulus
roughly twice that of Li at a Poisson’s ratio of 0.33 can
suppress Li dendrites.32. Further, dendritic growth has
also been shown to be affected by the Young’s modulus
of the solid ion conductor.50 Stress generated at the solid
ion conductor due to dendrite growth, higher than the
yield strength of Li can result in suppression of Li den-
drites through plastic deformation and flattening of the
Li metal anode.
We computed the elastic constants of solid ion conduc-
tors belonging to four different classes: thiophospahate,
antiperovskite, glass and halide. The results of the cal-
culations are tabulated in Table III. Most of the prop-
erty values predicted using BEEF-vdW are in reasonable
agreement with previous DFT calculations on solid ion
conductors whenever available.20,51 In many cases, sig-
nificant uncertainty exists in the elastic moduli due to
the exchange-correlation functional. Further, we prop-
agated these uncertainties to a property of interest in
solid ion conductors for batteries. The shear modulus
is plotted against the bulk modulus in Figure 3 along
with constant Pugh’s modulus ratio (G/B) lines. The
TABLE II. Elastic constants and equilibrium unit cell vol-
ume of Si using our method and different GGA exchange-
correlation functionals. The uncertainty estimate used is the
standard deviation associated with the elastic constant dis-
tribution. The values predicted by different GGA exchange-
correlation functionals clearly lie within the uncertainty esti-
mates.
Property Present work PBE PBEsol RPBE
Volume (A˚3) 164.3 ± 6.7 164.2 160.9 167.1
B (GPa) 89.5± 9.0 88.7 93.8 94.6
C11 (GPa) 155.1 ± 12.9 152.8 156.0 148.5
C12 (GPa) 56.7± 7.8 56.7 62.7 52.7
C44 (GPa) 77.1± 4.0 75.8 73.9 75.0
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FIG. 3. A plot of shear modulus vs. bulk modulus with
uncertainties for different solid ion conductors. The straight
lines represent points with constant Pugh’s modulus ratios.
Pugh’s modulus ratio is a measure of the brittleness of
the material.52 Among the solid ion conductors we stud-
ied, Li2S has the highest Pugh’s modulus ratio and lies
in the brittle regime. However, the uncertainty in the
Pugh’s modulus ratio predicted from DFT deserves at-
tention due to the nature of the bounds which, in most
cases cross the critical Pugh’s modulus ratio of 0.571.52.
Another property of interest for a solid ion conductor
is its ability to resist formation of dendrites or smoothen
the roghness at the anode due to uneven deposition of
Li. We calculated the Poisson’s ratio and shear modu-
lus of potential materials for solid ion conductors (Table
III) which can be used to determine the dendrite sup-
pressing ability of the material.32 We believe that the
developed method of quantifying uncertainty will play a
crucial role in large scale screening studies for desired
mechanical properties. In particular, this method will be
critical for the identification of a solid state Li-ion or Na-
ion conductor that can mechanically suppress dendrites.
IV. SUMMARY AND CONCLUSIONS
We have developed a method for obtaining uncer-
tainty estimates on the mechanical properties predicted
by first-principles calculations. We have demonstrated
that the uncertainty estimates obtained through this
method bound the property values calculated using sev-
eral GGA functionals for Si. This allows us to isolate the
error in DFT calculations due to the choice of exchange-
correlation functional. We applied this method to com-
pute the mechanical properties of different classes of solid
ion conductors with uncertainty. The advantage of our
6TABLE III. Calculated elastic constants, bulk, shear, Young’s moduli and Poisson’s ratio for different classes of solid ion
conductors. The uncertainty estimates used are the standard deviations associated with the distribution.
Material Volume (A˚3) Cij (GPa) B (GPa) G (GPa) Y (GPa) ν
Li10GeP2S12
Thiophosphate
(Li10MP2S12)
979.8 ± 43.2
C11 : 46.5± 5.6
C12 : 29.6± 4.3
C13 : 13.6± 5.0
C33 : 49.5± 6.6
C44 : 12.1± 7.2
C66 : 12.5± 1.7
28.3± 4.4 12.6± 3.0 32.8± 6.9 0.31 ± 0.05
Na3PS4 − I43m
Thiophosphate
(Na-ion)
350.9 ± 21.2
C11 : 50.2± 9.1
C12 : 13.3± 7.1
C44 : 20.9± 9.4
25.6± 7.5 19.9± 4.7 47.4± 9.3 0.19 ± 0.10
LiI
Halide
220.8 ± 13.2
C11 : 33.1± 13.7
C12 : 15.8± 6.3
C44 : 16.5± 1.7
21.6± 5.8 12.8± 3.0 32.0± 7.2 0.25 ± 0.06
Na3OCl
Antiperovskite
95.6 ± 5.7
C11 : 70.0± 12.9
C12 : 15.2± 8.0
C44 : 15.8± 1.3
33.1± 8.5 19.6± 2.0 49.0± 5.5 0.25 ± 0.07
Li2S
Glass
187.7 ± 12.3
C11 : 90.8± 14.4
C12 : 20.0± 12.4
C44 : 40.7± 3.2
43.6 ± 13.0 38.5± 2.0 89.2± 8.2 0.16 ± 0.08
method is that different properties of practical interest
can be predicted with the confidence that their value will
lie within the uncertainty bounds, thereby avoiding mul-
tiple self-consistent calculations using several exchange-
correlation functionals. We believe that the uncertainty
estimation capability will dramatically increase the suc-
cess of large-scale screening studies for desired mechani-
cal properties.
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