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Mechanistic insights into photoinduced damage of
DNA and RNA nucleobases in the gas phase and in
bulk solution.†
Pratip Chakraborty,a Tolga N.V. Karsili,∗a Barbara Marchetti,b and Spiridoula Matsika∗a
DNA/RNA photohydrates represent a class of well-known biomolecular lesion formed by the ab-
sorption of near- to mid- UV light. They are formed via a photo-induced nucleophilic hydrolysis
reaction in which water is split (via nucleobase sensitisation) into H + OH radicals. These nascent
radicals can then add across C5=C6 - forming a saturation of the preexisting double bond. If
un-repaired, such lesions can lead to mutagenic carcinogenesis - which is responsible for several
forms of cancer. Using high-level electronic structure theory (CASPT2), we map the key excited
state reaction paths associated with the reactivity of DNA (guanine and thymine) and RNA (uracil)
nucleobases with water. At the outset, we consider the intrinsic reactivity in the isolated gas
phase - in which the water (cluster) + chromophore complex is free from environmental pertur-
bations. We then extrapolate the thymine nucleobase to the bulk DNA environment in aqueous
solution in order to ascertain the relative importance for hydrate formation in a more complex
biological environment. In this latter study we use high-level mixed quantum/classical (QM/MM:
CASPT2/AMBER) methods.
1 Introduction
The photophysics and photochemistry of DNA/RNA nucleobases
have been the focus of extensive experimental and theoretical
studies in the past two decades.1–6 Such nucleobases are pi-
conjugated systems which absorb light in the near-UV region.
Upon UV-irradiation, the nascent excited electronic state can cre-
ate harmful photoproducts that may result in photocarcinogene-
sis. Such processes are usually minimised by nature - ensuring
nucleobase photostability. In the present context, the well-known
photostability of canonical nucleobases is defined by their inher-
ently short-lived excited states characterised by the low fluores-
cence quantum yields.1,2,6 Such short excited-state lifetimes are
manifestations of non-radiative relaxation via internal conversion
(IC) to the ground electronic state. The excess vibrational en-
ergy is thereby dissipated as heat - which in the cellular environ-
ment is transferred to the bulk. Such ultrafast processes are now
well-understood to involve conical intersections (CIs) between
excited/excited and excited/ground states.3,7–9
In addition to non-radiative decay, CIs are now recognised
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as mediators of many of the other ultrafast processes observed
in molecular photochemistry. Photophysical investigations have
found a variety of mechanisms through which chemical evolution
has ensured photostability. These include (but are not limited to)
out-of-plane ring-deformations about C=C and C=N bonds, bond
stretches along piσ* states and electron-driven H-atom transfer
in nucleotides and base-pairs. In many of these cases, the pho-
toexcited nuclear wavepacket on the excited state surface evolves
towards a CI characterised by one of the aforementioned mecha-
nisms, to revert back to its ground electronic state in an ultrafast
manner. The excess energy is usually partitioned as heat which,
in the bulk, is dissipated to the surrounding environment.3,9,10
Notwithstanding, prolonged exposure to harsh mid- to deep-
UV irradiation can lead to deleterious photoproducts - which are
commonly referred to as photo-lesions. The associated quan-
tum yields of such photo-lesions is typically < 1%,11,12 but
can nonetheless have profound consequences such as cancers
if formed. The most common form of photo-lesion is the cy-
clobutane pyrimidine dimer (CPD). CPDs form via a photoin-
duced [2+2] cycloaddition between the C5=C6 bonds of adja-
cent pyrimidine bases. The subsequent adducts can alter the
structure of bulk DNA/RNA and are known to interfere with the
functions of polymerases. Fortunately such adducts are usually
repaired by nucleotide excision repair but rare cases can cause
mutations which lead to photo carcinogenesis.5 In addition to UV-
light, analogous lesions can be formed by the oxidative addition
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of radicals to DNA/RNA. The well-known lesion, 8-oxoguanine
(8-OG) is formed via the oxidation of guanine which contains a
lower redox potential than its canonical counterparts enabling it
to form base-pairs with adenine that can lead to harmful mu-
tations. Recent experiments by Ravanat and co-workers have
evidenced the photo-induced formation of 8-OG following near-
UV excitation of guanosine in aqueous solution.13 The authors
speculate that photoexcitation of the guanine nucleobase leads
to photoionisation, the nascent cation of which reacts with the
surrounding water solution to form 8-OG.
Another class of lesions involves the formation of photohydrate
adducts of the aforementioned DNA/RNA nucleobases in an aque-
ous environment.14–18 UV-induced photohydrate adducts form
when a water molecule adds across the C=C/C=N double bond
of the pyrimidine/purine ring in a so-called nucleophilic hydrol-
ysis reaction. Remsen et al. have shown that uridine photohy-
drates are formed following UV-irradiation of a single stranded
R17-RNA.16 Synonymous chemistry occurs in aqueous solutions
of uracil and thymine. In both cases, the nascent hydrate adducts
are stable at 37 ◦C in neutral aqueous solution.17 In comparison,
cytosine hydrate is highly unstable and reverts back to cytosine
in neutral aqueous solution.18 The formations of photohydrates
have been speculated to be attributable to ultrafast IC and sub-
sequent reactivity of the vibrationally excited ground state nucle-
obase, but this assumption has not been verified, and our work
will show that it is not necessary.19
In the cellular environment, the formation of such hydrate
adducts represents nucleic acid damage - which is facilitated by
removal of the bases from DNA via glycosylic activity.18 If un-
repaired, the nascent lesions can lead to deleterious mutations
and interfere with transcription. The thymine hydrate also par-
tially inhibits the activity of DNA polymerase I which could lead
to lethal mutations.20 Though clearly an important lesion, a de-
tailed mechanistic study of the formation of such harmful photo-
hydrates is still lacking. In this work, we present high-level single-
and multi- reference electronic structure calculations that detail a
given nucleobase + water photoreaction in order to ascertain the
extent to which such lesion processes compete with intrisic non-
radiative decay of a given nucleobase. We start by outlining the
reaction of guanine in a small model cluster of water molecules
in an attempt at understanding the first-order effects for form-
ing 8-oxoguanine via UV-irradiation. We then extend such water
reactivity to uracil and thymine in order to characterise the ex-
perimentally observed uracil and thymine hydrates. Finally, we
extend the thymine + water photoreaction to the bulk DNA en-
vironment in order to ascertain the extent to which UV-induced
photohydrate lesions persist in the bulk.
2 Results and Discussion
2.1 The gas phase guanine + water photoreaction
This section will highlight the details of mechanism associated
with the Guanine (henceforth G; structure shown in fig. 1(a)) +
water photoreaction - to devise a plausible path for forming 8-
oxoguanine (henceforth 8-OG - structure shown in fig. 1(c)). In
so doing, a full quantum chemical description of solute-solvent
Table 1 Vertical excitation energies (with oscillator strengths in
parenthesis) and state characters associated with the lowest three
excited states of the G + water complex.
Transition Excitation energy / eV Character
S1-S0 5.00 (0.1406) pipi∗
S2-S0 5.52 (0.0030) npi∗
S3-S0 5.65 (0.3232) pipi∗
interactions is required. To this end, a reduced solute-solvent
model, comprising the G chromophore complexed to five prox-
imal water molecule (fig. 1(a)), was constructed in order to
reduce the computational expense whilst ensuring an adequate
description of the dominant solute interactions with the proxi-
mal solvent water molecules. Our solute-solvent model cluster
size and orientation was motivated by the elementary first step in
forming 8-OG - which is widely accepted to proceed via a molec-
ular rearrangement of the guanine photohydrate (8-hydroxy-7H-
guanine, henceforth 8-HG). The optimised geometry of 8-HG is
displayed in fig 1(b) which shows an OH moiety bound to the
C8 position at an instinctive perpendicular angle with respect
to the plane of the G molecule. It is therefore intuitive that at
least one of the cluster water molecules be bound dispersively
above the plane defined by G (G-1H2O). Through previous stud-
ies on analogous systems,21–24 five solvent water molecules are
deemed sufficient to qualitatively describe all significant orbital
interactions - ensuring that all solvent molecules are optimally
aligned for an accurate description of the ensuing G + H2O reac-
tion whilst maintaining a reasonable computational expense. The
forthcoming description is therefore steered towards the excited-
state chemistry of G in a cluster of five proximal solvent water
molecules (henceforth simply G-H2O) - the ground state mini-
mum energy geometry of which is displayed in fig.1(a). The as-
signed atomic numberings will be used henceforth when describ-
ing the relevant atom motions. Fig. 1 shows that the optimised
geometry of G-H2O comprises two terminal water molecules each
of which contains hydrogen bonding to either N4 or N1-H. The re-
turned HO17H—N4 and H2O26—H-N1 hydrogen bond distances
of, respectively, 2.2 Å and 2.5 Å are typical of such chromophores
- reinforcing our cluster size choice. In the presently optimised
configuration a water-wire extends from H2O26 to H2O17 and
positions H2O29 in an optimal C2 position so as to form a disper-
sive interaction with the pi-system of G.
Table 1 lists the Vertical Excitation Energies (VEEs) and oscilla-
tor strengths accompanying the first three excited states of the G-
H2O complex. The orbital promotions associated with the prepa-
ration of the various excited states are given in fig. 2 - which
shows that the lowest three vertically excited singlet states in-
volve orbitals localised exclusively on the G chromophore. States
arising from such chromophore localised orbitals are commonly
(and will henceforth be) referred to as locally excited (LE) states.
The S1 and S3 states are both of pipi∗ character, the participating
orbitals of which contain substantially large spatial overlap - man-
ifesting in a large oscillator strength. In contrast, the S2 state is
best characterised as an 1npi∗ state; its dominant orbital transition
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Fig. 1 Molecular structures associated with a) the parent guanine + water complex, b) the photohydrate adduct intermediate and c) the 8-oxoguanine
product. The numbers in a) represent the assigned atomic numbering that we henceforth use when describing the atomic positions at which the
reactivity is localised.
Fig. 2 Orbitals and orbital promotions associated with electronic
transition to the lowest three excited states of the G + water complex.
involves a pi∗ ← n(O 2PY ) electron promotion. The characteris-
tically weak oscillator strength of the S2 (1npi*) state is a mani-
festation of the poor spatial overlap between the participating n
and pi∗ orbitals. The returned near-UV electronic configurations
and energetic orderings listed in Table 1 are analogous to those
of isolate G.3
Scheme 1
The ensuing reactivity for forming 8-OG via the G + H2O pho-
toreaction is presented in a two-step sequential process (summa-
rized in scheme 1) in which the initial step leads to the forma-
tion of the 8-HG intermediate followed by H2 elimination from
8-HG to yield 8-OG. The potential energy (PE) profiles associated
with each step are presented in, respectively, figs. 3(a) and 3(b).
The first step is predicted to involve a two-step sub-path in which
a solvent-to-chromophore electron-driven proton-transfer (EDPT
- middle panel in fig 3(a)) initiates the photoreaction from the
O17-H18 donor to the N4 acceptor. We note that as well as N4
there are other hydrogen-bond acceptors (e.g. N and CO) and
donors (e.g. NH and NH2) localised around the G chromophore.
Our focus on EDPT at N4 is however motivated by the 8-OG end-
product, which shows a hydrogenated N4 position. The inher-
ent EDPT process is mediated by water-chromophore hydrogen-
bonding and proceeds via an initial excitation to either the S1 or
S2 LE states and is often referred to as proton-coupled electron
transfer (PCET). Such LE states are then likely to couple to near-
lying charge-transfer (CT) states - so characterised by electronic
configurations in which an electron is promoted from a 2PY oxy-
gen lone pair local to a proximal solvent water to a pi* orbital of
the G chromophore. The S1 relaxed PE profile along RO17−H18
(middle panel in fig 3(a)) captures one such electronic configu-
ration. A linear interpolation in internal coordinates (LIIC - left-
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Fig. 3 CASPT2 potential energy profiles of the lowest three singlet states associated with the G + water photoreaction. The reader is directed to the
main text for a fuller description of the details of the various profiles. The S0, S1 and S2 states are, respectively, the black, red and blue curves.
most panel in fig 3(a)) shows the way in which the S1(LE) config-
uration connects adiabatically to the S1(CT) configuration. The
returned LIIC shows a barrier height of 1.5 eV from the Franck-
Condon (FC) geometry which necessarily represents an upper
limit. The ’true’ barrier height connecting the S1(LE) to S1(CT)
was optimised (red triangle on the left-most panel of fig. 3(a))
and shown to reduce the barrier height by 0.3 eV. Such a relax-
ation in the barrier height, coupled with the recognition that the
dominant nuclear motion is a H-atom migration, may lead to tun-
nelling beneath this barrier. Once populated, fig. 3(a) reveals that
the S1(CT) state is reactive with respect to O17-H18 bond elonga-
tion, representing proton-transfer from the O17-H18 hydrogen-
bond donor to the N4 hydrogen-bond acceptor. The equivalent
coordinate on S0 is however unfavourable and shows a gradual
increase in PE as a function of O17-H18 bond elongation. This
favourable reaction on the S1(CT) can be understood by recog-
nising that the initial solvent-to-chromophore electron transfer
creates a charge-separation between the donor water molecule
and the acceptor G chromophore (i.e. creating G− + H2O+). Mi-
gration of H+ from H2O+ to G− leads to a neutralisation of this
charge separation - manifesting in a stabilisation of S1(CT) as a
function of RO17−H18. In contrast, the closed-shell stable config-
uration of S0 leads to an instability of the system upon O17-H18
bond elongation - manifesting in a rise in PE as a function of
RO17−H18. This subsequent rise and decline of PE in, respectively,
the S0 and S1(CT) states inevitably leads to an energy crossing
at RO17−H18 ~1.7 Å. Such crossings between states of a common
spin-symmetry comprise CIs and are therefore likely to mediate
nonadiabatic transitions of the excited state population back to
the S0 PE surface via IC. If IC prevails at this long-range RO17−H18
crossing, the system retains an excess energy of ~4 eV - which is
nominally above many reaction barriers to various isomeric prod-
ucts on the ground state. We focus on two such reactions that
may lead to the 8-OG - as outlined in reactions 1 and 2 in scheme
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1. The first is the initial formation of 8-HG (reaction 1 in scheme
1) - which is predicted to contain a barrierless PE profile upon lin-
ear interpolation from the crossing geometry at RO17−H18 ~1.7 Å
to the hydrate product - as displayed in the right hand panel of fig
3(a). The subsequent formation of 8-OG from 8-HG requires an
elimination of H2 as outlined in reaction 2 in scheme 1. Fig 3(b)
shows the minimum-energy PE profile connecting 8-HG to 8-OG
through an optimised transition state. It is noteworthy that this
transition state is energetically below the crossing at RO17−H18
~1.7 Å as well as in the near-UV excitation wavelength range.
Recent experiments by Ravanat and co-workers have evidenced
the formation of 8-OG following near-UV excitation of guanosine
in aqueous solution.13 The authors speculate that photoexcitation
of the guanine nucleobase leads to ionisation, the nascent cation
of which reacts with the surrounding water solution to form 8-OG.
In the present contribution, we show that it is indeed possible to
form 8-OG via a one-photon (near-UV excitation) induced neutral
photochemical path without the necessity for preparing a cationic
form of G.
2.2 The gas phase uracil/thymine + water photoreaction
In this forthcoming section, we extend the above chromophore-
water reactivity to that of uracil (U) and thymine (T) - in an
attempt at understanding the mechanisms underlying the UV-
induced formations of U- and T- hydrate products measured
experimentally. Our initial structures comprise U and T chro-
mophores complexed to a single water (H2O) molecule - giv-
ing rise to dispersively bound uracil-water (U-H2O) and thymine-
water (T-H2O) complexes. Our choice of a single water molecule
is motivated by the need to describe the first-order water-
chromophore reactivity without the bulk cluster effect. More
specifically, the hydration reaction occurs via a nucleophilic hy-
drolysis reaction of a single water molecule, in which the nascent
hydroxyl (-OH) and hydrogen (H) radical intermediates add
across the C5=C6 double bond of the pyrimidine ring to form
the 5-Hydroxy-6H-uracil (henceforth 5-HU), 6-Hydroxy-5H-uracil
(henceforth 6-HU), 5-Hydroxy-6H-thymine (henceforth 5-HT) or
6-Hydroxy-5H-thymine (henceforth 6-HT) adducts as shown in
fig. 4 (structures A, B, C and D, respectively). In order to ascer-
tain the most stable hydrate adducts, the ground state geometries
of structures A, B, C and D were optimised - the outcomes of
which return 6-HU and 6-HT as lower energy adducts when com-
pared to their C5-substituted analogues. This can be understood
by considering the step-wise addition of H+ and OH− in which
H+ initially adds to either C5 or C6 via pi electron-pair donation
localised along C5=C6. Addition of H+ to C6 delocalises the par-
tial positive charge to C5 - rendering it electrophilic. The adjacent
CO acceptor is a net pi withdrawing group and thus destabilises
the nascent C5-centred carbocation intermediate. In contrast, ad-
dition of H+ at C5 renders C6 electrophilic - with a partial posi-
tive charge. The adjacent NH donor moiety serves to stabilise this
electrophilic site via resonances - thus stabilising the C6-centred
carbocation intermediate. The more stable C6-centred carboca-
tion intermediate thus contains an enhanced rate and Boltzmann
population. Charge recombination then leads to the OH− to add
to the C6-centre. This agrees with experimental results which
show that 6-HU/6-HT are the observed products.16,19,25 With
these stabilising effects and energetics in mind, the forthcoming
text therefore focuses on the U/T - H2O reactivity in which the
nascent hydrate products are 6-HU and 6-HT. Working back from
these products, we then located a transition state (TS) on the elec-
tronic ground state - connecting 6-HU/6-HT to the corresponding
dispersively bound chromophore-water reactant (see structure E
in fig. 4). The eigenvectors associated with the single imaginary
normal mode eigenvalue (see fig. S1 of the ESI) confirmed that
the optimised TS involves the hydrolysis and subsequent addition
of water across C5=C6 of U/T. The minimum energy TS was then
used as the starting configuration for the construction of an IRC
path - revealing the minimum energy reaction path connecting
the possible reactants to the hydrate products. In so doing, the
IRC path naturally reveals the possible lowest energy dispersively
bound reactant structure from which we can tentatively start our
studies on the excited-state chemistry associated with the U/T +
H2O photoreaction. Such initial reactant configurations are given
in structures F and G in fig. 4. Whilst these do not represent the
global minimum energy geometry returned from the IRC, they are
the lowest energy dispersively bound structures that contain the
optimal configurations for an ideal description of the dominant
orbital interactions required for an excited state-nucleophilic hy-
drolysis reaction. The global minimum energy structures are how-
ever displayed alongside structures F and G in fig. 4 (F’ and G’),
are ~0.2 eV more stable than F and G and represent a configu-
ration in which the lone water molecules is hydrogen bonded to
the N-H donor and CO acceptor sites. Though intuitively lower
in energy, in solution such hydrogen-bonded configurations will
co-exist with the dispersively bound configurations. The small en-
ergy difference between the minimum energy geometries and the
orbital favoured geometries also serves to reinforce our choice for
initiating our studies from structures F and G rather than from F’
and G’.
Table 2 lists the VEEs to, and oscillator strengths associated
with, the first two singlet electronically excited states of the U-
H2O and T-H2O complexes. These agree well with previous stud-
ies on complexes of uracil with water.26 VEEs of more states, in
addition to more levels of theory, can be found in ESI. The orbital
promotions associated with the preparation of the lowest two sin-
glet excited states of U-H2O are shown in fig. 5. The CASSCF
(and subsequent CASPT2) energies reveal that the lowest two ex-
cited states absorb in the near-UV and are analogous to those of
isolated U. The S1 and S2 states are of 1npi∗ and 1pipi∗ character,
respectively. The 1npi∗ state involves an orbital promotion from
the 2PY carbonyl O-centred lone pair to a ring-centred pi∗ orbital
and thus contains a characteristically weak oscillator strength on
account of the poor spatial overlap of the participating orbitals.
In contrast, the S2 (1pipi*) state contains a characteristically large
oscillator strength manifesting from the appreciable spatial over-
lap between the participating ring-centred pi and pi∗ orbitals. This
strongly absorbing state is predicted to be the initially populated
state leading to the photohydrate.
Armed with the knowledge of electronic state characters and
associated energetics, we now describe the ensuing excited state
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Fig. 4 Molecular structure associated with the various isomers and
products of the uracil/thymine + water complex. The top two molecules
depict the isolated uracil and thymine nucleobases; the assigned atomic
numberings will be henceforth used in the main text.
Table 2 Vertical excitation energies (with oscillator strengths in
parenthesis) and state characters associated with the lowest two excited
states of the T/U + Water complex at the CASPT2(20,14)/6-31G(d) level.
Transition Excitation energy / eV Character
Uracil
S1-S0 4.96 (0.0007) npi*
S2-S0 5.20 (0.2309) pipi*
Thymine
S1-S0 5.00 (0.0007) npi*
S2-S0 5.12 (0.2241) pipi*
Fig. 5 Orbitals and orbital promotions associated with the lowest two
excited electronic states of the uracil-water complex.
Fig. 6 CASPT2 PE profiles associated with the uracil/thymine + water
photoreaction. The filled coloured circles represent the ab initio points
associated with the uracil + water reaction whilst the open circles
represent analogous points for various optimised points for the thymine
+ water reaction. The S0, S1 and S2 states are, respectively, the black,
red and blue curves.
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reaction path for forming 6-HU from U-H2O (henceforth Qhydrate).
Fig. 6 depicts the CASPT2 PE profiles associated with the lowest
three singlet states, as a function of Qhydrate. Equivalent PE pro-
files, calculated at the TDDFT levels of theory are displayed in
fig. S2 of the ESI and are qualitatively similar to those obtained
with CASPT2. For conciseness, we divide the description of the
PE profiles along Qhydrate into two parts such that part 1) rep-
resents an initial LIIC path connecting the U-H2O reactants to a
minimum energy CI at Qhydrate ≥ 0.8 (henceforth LIIC1) and part
2) which represents a second LIIC path connecting CI to the 6-
HU hydrate adduct (henceforth LIIC2). The dominant nuclear
motions associated with LIIC1 involve the migration of the water
centred H-atom to C5 whilst those of LIIC2 comprise the subse-
quent addition of the OH radical intermediate to C6. The profiles
associated with LIIC1 reveal that at small displacements from the
U-H2O reactant (i.e. Qhydrate = 0 - 0.4), all states are bound and
thus show no reactivity with respect to Qhydrate. At intermediate
to long-range geometries (corresponding to 0.4 ≥ Qhydrate ≥ 0.8)
the S1 and S2 states become reactive with respect to Qhydrate -
implied by the decrease in PE as a function of Qhydrate. The ini-
tial rise and subsequent decline in PE leads to a local maximum
on S1 and S2 at Qhydrate = 0.4 represents a change of electronic
configuration from LE to CT character and is reminiscent of the
aforementioned G + H2O reaction. The S1 and S2 CT states are
analogous in character such that both contain an electronic con-
figuration in which an electron is promoted to a common ring-
centred pi orbital from either the O 2PY or O 2PX orbital of water,
respectively. Such an electronic configuration represents an in-
herent long-range charge-transfer which manifests in weak oscil-
lator strengths for the S1(CT) and S2(CT) states. Notwithstand-
ing, non-adiabatic coupling to the near-lying symmetry equiva-
lent LE states can promote internal conversion from LE to CT. At
near-threshold excitations to S1, such couplings would need to
surmount the aforementioned energy barrier at Qhydrate = 0.4 -
which at first glance appears restrictive but merely represents an
upper bound to the true energy at which such a transition would
occur. Test optimisations of this local maximum were performed
using TDDFT/B3LYP/6-31G(d) and by fixing the O-H distance of
water at the value returned by the LIIC point at Qhydrate = 0.4 and
allowing the remainder of the nuclear framework to relaxed to
their respective minima on S1. A LIIC path connecting the ground
state minimum energy geometry to the returned relaxed geome-
try at Qhydrate = 0.4 (see fig. S3 of the ESI) reveals a 0.8 eV relax-
ation of this barrier (which now has a value of about 0.9 eV). Such
an energy relaxation, coupled with the knowledge that LIIC1 pre-
dominantly represents PT motion, may indicate that this barrier
may be surmounted by H-atom tunnelling. Any nascent popula-
tion on S1(CT) will then evolve towards the minimum energy CI
and most likely undergo internal conversion to S0 via nonadia-
batic coupling at this CI. The profile associated with LIIC2 shows
that states beyond (and including) S1 show a rise in PE as a func-
tion of Qhydrate. In contrast, the S0 state continues to decline in
PE in the range 0.8 > Qhydrate > 1.4 - the final geometry of which
represents the 6-HU hydrate adduct (the actual 6-HU product is
point Qhydrate=1.5 but this could not be converged with CASPT2.
see ESI for pathways including that point). Therefore, following
internal conversion at the CI and in the limit of the 1-dimensional
PE profile given in fig. 6, the evolving population may bifur-
cate and form nascent 6-HU products or reform the ground state
molecule - but we recognise that in reality an excess of 5 eV
following IC at this CI may surmount reaction barrier associated
with orthogonal nuclear motions to alternative reactions.
Equivalent CASPT2 PE profiles of the ground and various ex-
cited states associated with the T + water reaction were also con-
structed. The returned profiles are analogous in topography to
those of the U + water reaction and are therefore displayed in
fig. S4 of the ESI. The energies associated with the FC geometry,
as well as the energy of the equivalent S1/S0 CI are displayed as
open points in fig. 6. As evident in fig. 6, the FC transitions are
largely analogous in energy to that of U + water, whereas the CI
is 0.3 eV less stable in T + water when compared to that of U
+ water. Such a destabilisation in the CI associated with the T +
water reaction can be understood by considering that the initial
PT reaction yields an electrophilic C6 position. The +I inductive
effect associated with the methyl group at C5 serves to destabilise
the biradical intermediate when compared to the analogous null
inductive effect of H at the C5 position in the CI associated with
U + water.
2.3 The thymine + water photoreaction in bulk DNA solu-
tion
In the forthcoming section we extend the above isolate gas-phase
study to a somewhat complex biological environment. In so do-
ing we use a model of double helix DNA solvated in bulk aque-
ous solution. The DNA model comprises strands of deoxyribose-
adenine and thymine in which each strand comprises a common
nucleobase - the equilibrium ensemble structure of which is de-
picted in fig. 7. Since we are interested in DNA, the mechanism
will comprise T + H2O in this section.
As with the gas phase, the state characters associated with the
S1, S2 and S3 are, respectively, npi*, pipi* and pipi*. The returned
states contain analogous orbital promotions to those of the gas-
phase U/T + water complex.
The above studies on the T/U + water photoreaction show an
initial path to a low energy CI - motion towards which predom-
inantly involves H atom migration from water to C5-U/T. The
ensuing reaction from the CI involves the addition of the nascent
OH radical to C6-T/U - forming the photohydrate adduct. Given
this two step reaction, two PE profiles were computed follow-
ing ground state DFT/AMBER optimisations - which is outlined
in more detail in the methodology. Briefly, the first comprises a
relaxed scan in which the O-H stretch coordinate of water (hence-
forth ROH) is varied, fixed at various values and the remainder of
the nuclear framework allowed to relax (at the (TD)DFT/AMBER
level - see methodology) to their respective minima on S0 and
S1. This coordinate represents proton-transfer from the water
molecule to T. The second step is modelled by varying the C6-OH
stretch distance (henceforth RC6−OH), and again fixing at various
values and allowing the remaining nuclear degrees-of-freedom to
relax (at the (TD)DFT/AMBER level - see methodology, ((TD)DFT
denotes DFT or TDDFT)) to their respective minima. The re-
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Fig. 7 Equilibrated starting structure of bulk DNA
Fig. 8 CASPT2 PE profile for the T + water reaction in bulk solution.
The S0, S1, S2 and S3 states are, respectively, the black, red, blue and
green curves.
turned PE profiles associated with ROH and RC6−OH are presented
in fig. 8. As shown, the profiles in the bulk biological environ-
ment bare certain resemblances (in topography and electronic
state character) to those obtained in the gas phase (fig. 6 above)
- reinforcing the ideology that the above description of gas-phase
photoreaction is active in the bulk. As before, the ground state
shows a sharp rise in PE as a function of ROH - indicating a lack
in driving force for PT from water to T. In the range 1.0 > ROH
> 1.3 Å, the S1, S2 and S3 states also show a rise in energy as a
function of ROH but become progressively reactive with respect to
proton transfer at ROH > 1.3 Å. This initial rise and then decline
in PE, at respectively, ROH < 1.3 Å and ROH > 1.3 Å, is again
a manifestation of the change in electronic state character from
LE to CT. As before, the LE state contains orbital promotions that
are intrinsic to the T chromophore whereas the CT states arises
via an electron promotion from one of two O 2P orbitals localised
on the water molecule to a pi* orbital local to T. The returned
barrier top at ROH = 1.3 Å (which again necessarily represents
an upper limit) is 1 eV above that of the S1 FC geometry. As
with the aforementioned gas phase reaction, we note that S1 is a
dark npi* state, whilst the vertical S2 state is a bright pipi* state.
The return maximum along the S1 adiabatic path is approximately
0.2 eV above that of the vertical geometry of the bright S2 state,
showing a significantly smaller energy gap compared with that
of the gas phase. Additionally, given that this inherent motion
is an H atom motion, the long-range CT state may be populated
by tunnelling from the LE state at near-threshold excitations. As
before, the subsequent decline and rise in PE of, respectively, the
S1 and S0 states inevitably manifests in a low-energy CI. From
this low energy crossing point, the remainder of the PE profiles
(right panel in fig. 8) shows a gradual decline in PE as a function
of progressive shortening of C6-OH, whereas S1 shows a net rise
in PE. The ground state optimised structure of the photohydrate
(right-most point in the right panel in fig. 8) is 1.9 eV less sta-
ble than the dispersively bound T + water complex. This is in
contrast to the gas phase reactivity outlined in section 2.2, which
shows that the relative stabilities of the photohydrate and the dis-
persively bound T/U + water complex are nigh on isoenergetic.
This destabilisation in bulk solution may be a manifestion of the
greater steric hinderance arising via the puckered ring geometry
in the double-helix DNA environment.
Having constructed the reactivity of the T + water photore-
action in bulk DNA, future studies will compare and contrast
the above described bulk T + H2O photoreaction with those of
the photocycloaddition reaction between adjacent T nucleobases.
This is the sole reason for choosing DNA strands that contain com-
mon nucleobases on a single strand. In any future study we also
expect to extrapolate the above QM/MM studies to U + H2O.
3 General Discussion and Conclusions
Using high-level electronic structure calculations we have de-
tailed the reaction between a given DNA/RNA nucleobase and
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proximal water molecules - in an attempt at understanding the
ways in which photo-induced nucleophilic hydrolysis reactions
lead to harmful hydrate adducts. Within this class of photoreac-
tion, the chosen nucleobases - G and T/U - represent well-known
experimental cases in which G forms 8-OG and U/T form hydrate
adducts. In the case of the G + water photoreaction we have
shown that the well-known formation of 8-OG adducts can be
formed via an initial photo-induced splitting of water - initiated
via an EDPT from water to the N4 acceptor of G. The proton-
transfer reaction leads to a protonated guanine + OH biradical
which represents a low-energy crossing between the S1 and S0
states. IC at this crossing, followed by subsequent population of
S0, is predicted to give rise to a vibrationally-hot ground state bi-
radical, with an energy in excess of 5 eV. We have shown that
such an energy is in excess of the reaction barrier associated with
the ultimate formation of 8-OG - which is predicted to proceed
via an 8-HG intermediate formed via the addition of the nascent
OH radical to the C2 position. As mentioned above, our theo-
retical studies complement the work of Ravanat and co-workers
who have shown experimental evidence for the formation of 8-
OG via a photoreaction of G with water.13 Such a photoreaction
also shows the capability of G to behave as a sensitiser for the
initial step to water splitting in near- to mid- UV. In a prebiotic,
ozone-free earth, an abundance of hard tropospheric UV radia-
tion may have initiated the important first steps to photosynthe-
sis via DNA/RNA nucleobase sensitisation. The well-known pho-
torepair properties of 8-OG (coupled with the presently described
labile photoreaction for forming 8-OG in the mid-UV) may have
also been important in preserving the canonical DNA/RNA nucle-
obases in such a prebiotic environment.
Such photoreactions also extrapolate to U and T - both of which
show a diverse range of differences and similarities to that of G.
An important difference is the addition of H and OH across ad-
jacent C-atoms in which the initial protonation occurs at C5. In
the equivalent G + water reaction, the initial protoatation step
is predicted to occur via proton-transfer to an N-acceptor local
to G. Despite the differences in the nature of the acceptor atom,
the potential energy landscape and the S1/S0 CI and state char-
acters associated with the initial EDPT reaction are analogous to
G + water. In all cases, the nascent protonated GH/UH/TH +
OH biradical exhibits a ’downhill’ ground-state energy profile as a
function of the addition of OH to C6/N4. In the case of 8-HG, we
have shown that H2 elimination leads to the formation of 8-OG -
the profile of which displays an energy barrier of approximately 3
eV. An equivalent H2 elimination reaction is also expected follow-
ing the formation of the UOH and TOH hydrate adducts. Such
reactions have not been detailed experimentally thus are beyond
the scope of this theoretical study.
In comparing the exited-state chemistry of U + water with T
+ water we note that the S1/S0 CI, associated with the TH +
OH biradical, is less stable than that of the UH + OH biradi-
cal. This suggests a less stable CT state which likely manifests
in the experimentally measured lower yield of thymine hydrate
adducts when compared to uracil hydrate adducts.15 Instead, it
is well-known that photoinduced [2+2] cycloaddition reactions,
between stacked adjacent thymine nucleobases, lead to the for-
mation of thymine-thymine CPD lesion adducts. The equivalent
photoreaction in stacked uracil nucleobases occurs with a sig-
nificantly lower yield.12 This observation may be reinforced by
the presently obtained energetics which show a more favourable
driving force for hydrate formation in U as compared to T. The
expected larger quantum yield for uracil-hydrate adducts may
quench the formation of U-U cycloadducts. In a fuller future
study, we aim to compare and contrast the competition between
cyclo- and hydrate- adduct formations in bulk DNA and RNA. Our
present model DNA system is ideal for such a comparison since
the thymine nucleobases are common to a single strand and are
ideally positioned for a given [2+2]-cycloadddition study. In the
present study, we use this bulk DNA model to compare the T +
water reaction in a bulk environment to that of the gas phase. It
should be noted that the quantum calculations in the gas phase
and bulk environment are not equivalent (as will be discussed in
the Methods section the active space in bulk is smaller for com-
putational reasons), so an exact quantitative comparison is not
appropriate. We can make qualitative comparisons however. In
comparing the gas and condensed phase reactivity of the T + wa-
ter reaction we note that the PE profiles between the two phases
are qualitatively similar. Both show an adiabatic S1 PE profile that
contains a net reactivity with respect to proton-transfer whilst
that of S0 shows no net reactivity. The S1/S0 CI at long range
R0H is also structurally similar in both the gas phase and in bulk
solution. In contrast, two key energetic differences are noted.
The first is the relative stability of the hydrate-adduct, which in
the bulk environment, is predicted to be approximately 1.9 eV less
stable than in the gas phase. The second is the noteworthy energy
difference, between the bright S2 state and the local maximum on
the S1 adiabatic profile, which is significantly smaller in the bulk
DNA environment compared with that of the gas phase. In bulk
solution, this smaller energy difference leads to an enhancement
in the competition between the photohydrate forming reaction
and the non-radiative (nucleobase preserving) decay paths that
are intrinsic to the T nucleobase.
With the above discussion in mind, detailed studies of this class
of water-chromophore reaction in the gas phase - in which the un-
perturbed chromophore-complex intrinsic excited-state reactivity
is qualified - is an important stepping stone for extrapolation into
the bulk. In so doing, our present study shows that despite the mi-
nor energetic differences, the excited-state reaction is equally as
active in a complex bulk environment as is in the gas phase leav-
ing the door open for possible experiments of nucleobases water
clusters in the gas phase. Such experiments are already showing
promise on related chromophore-water clusters27. In conclusion
we have shown that such hydrate adducts can compete with other
well-known lesion-forming adducts and more importantly, with
the photostabilising non-radiative decay paths.
4 Methods
4.1 The Guanine + Water reaction
The 9H-guanine molecule was clustered in an ensemble of five
solvent water molecules. The five cluster molecules of water
were selected in order to optimally describe the significant dis-
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persive and hydrogen-bonding effects required for the ultimate
formation of a hydrate adduct in which the OH adds to C2.
Such a cluster is also motivated from previous studies on anal-
ogous systems.23,24,28 Five water molecules also represent the
limit at which we can obtain a detailed qualitative description
of the excited-state energetics, intrinsic to this specific class of
water-chromophore reaction, whilst maintaining a decent com-
putational expense. Relaxed geometries, as a function of the
ROH driving coordinate of a H2O-N7 centred hydrogen-bond,
were obtained by fixing ROH at various values and optimising the
remaining internal degrees-of-freedom using RI-ADC(2)29/cc-
pVDZ30 and RI-MP231/cc-pVDZ30 for, respectively, the S1 and
S0 states. The final energies associated with returned relaxed
MP2/ADC(2) profiles were computed using the complete ac-
tive space with second-order perturbation theory32,33 (CASPT2)
based on a state-averaged complete acitve space self-consistent
field reference wavefunction34 (SA4-CASSCF). The active space
was carefully chosen to strike a balance between an adequate de-
scription of the excited-state chemistry and a reasonable compu-
tational expense. After careful test, an optimal active space of ten
electrons in ten orbitals (3 pi, 3 pi*, 2 O(2P lone-pair, 2σ* orbitals)
was used. An imaginary level shift of 0.5 EH was used to aid
convergence and to mitigate the involvement of intruder states.
All ADC(2) and MP2 calculations were undertaken in Turbomole
v2.235 whilst all CASPT2/CASSCF calculations were undertaken
in Molpro 2015.136.
4.2 The uracil/thymine + water reaction in gas phase
The ground state minimum energy geometry of the uracil-water
complex, thymine-water complex and the uracil and thymine hy-
drate adducts were optimised using the Becke 3-parameter Lee-
Yang-Parr functional37–40 of Density Functional Theory, coupled
to the 6-31G(d) Pople basis set41 (DFT/B3LYP/6-31G(d)). The
subsequent real 3N-6 normal-mode wavenumbers confirmed that
all optimised structures were at true minima. Transition states,
connecting the uracil/thymine + water complex to the hydrate
adducts, were optimised using the Synchronous Transit-Guided
Quasi-Newton method42 at the DFT/B3LYP/6-31G(d) level of
theory. The returned transition state was used to compute an
intrinsic reaction path (IRC) in order to obtain the minimum
energy path connecting the reactions to the products. CIs be-
tween the S0 and S1 state were located for both uracil/water
and thymine/water, using the SA3-CASSCF method, coupled to
a 6-31G(d) Pople basis set. The CIs so derived were com-
puted using an active space of six electrons in six orbitals. The
PE profile connecting the ground state minimum energy ge-
ometries to the minimum energy CIs were obtained by means
of LIIC and thus necessarily represent an upper bound to the
true energetic.The energies along the LIIC were obtained with
CASPT2, based on an SA6-CASSCF reference wavefunction and
a full-valence active space of twenty electrons in fourteen or-
bitals. As with the guanine + water reaction, an imaginary
level shift of 0.5 EH was used in all CASPT2 calculations. En-
ergies along the LIIC were also computed using Time-Dependent
Density Functional Theory43–45 (TDDFT/B3LYP/6-31G(d) in or-
der to qualitatively compare the topography of the PE profile
to that returned by CASPT2/CASSCF(20,14)/6-31G(d). The re-
actant and product excitation energies were also calculated us-
ing the Equation-of-motion Coupled Cluster Singles and Double
method46,47 (EOM-EE-CCSD), coupled to a 6-311G(d) Pople ba-
sis set. The (TD)DFT and EOM-EE-CCSD calculations were per-
formed in Q-Chem48. The CIs were located using Columbus
7.049–53 and the CASPT2/CASSCF(20,14) single point calcula-
tions were performed using Molpro 2015.136. The transition
state optimisations and the subsequent IRC were obtained using
Gaussian 0954.
4.3 QM/MM methods for the T + water photoreaction
Using AmberTools v1655, a double-helix structure of B-DNA,
comprising ten deoxyriboseadenine and deoxyribosethymine (in
which each strand contained a common nucleoside) was con-
structed and solvated with a TIP3P ensemble of solvent water
molecules in a truncated octahedron box. Na+ counter ions were
used to neutralise the net negative charge provided by the phos-
phate moieties. The AMBER ff99 parameter set56 (in combina-
tion with ff99bsc0 corrections57 was adopted in the present study
and has been shown to work well in analogous systems.58,59 Us-
ing the Sander module in Amber 16,60 the subsequent structure
was minimised for 2,500 steps in order to mitigate any steric
clashes and then gradually annealed from 0 K to 298 K for 20,000
steps with a time step of 1 fs. Positional restraints with the force
constant of 25 kcal mol−1 Ang−2 were applied on the solute dur-
ing heating. At 298 K, the applied restraint was gradually re-
moved in 5 increments. A Langevin thermostat, with a collisional
frequency of 5 ps−1, was used in order to maintain a constant
temperature. A constant pressure of 1 bar was maintained by
applying a weak-coupling algorithm with a relaxation time of
1 ps. A particle mesh Ewald summation method was used for
calculating long-range electrostatic interactions. The SHAKE al-
gorithm was used to constrain all degrees-of-freedom associated
with hydrogen-atom motions. The system was equilibrated for 1
ns prior to the QM/MM calculations.
The mixed quantum and classical (QM/MM) calculations were
performed using our in-house QutELa (Quantum Electronic struc-
ture with Layered molecular mechanics) programme in which
Gaussian or Molpro (for the quantum QM region) and Amber 16
(for the classical MM region) were coupled in order to obtain
QM/MM minima and associated energetics. The QM region com-
prised a single thymine molecule at the end of the strand and the
’nearest-neighbour’ water molecule returned from the equilibra-
tion. The remaining residues and water molecules made up the
classical MM region. A standard additive QM/MM Hamiltonian,
as displayed in equation 1, is solved in order to determine the to-
tal energy of the bulk system. The terms in equation 1 represent
the isolated QM part (HQM) describing the QM atoms, an isolated
MM part (HMM) describing the MM atoms and a coupling term
(HQM/MM) describing the intrinsic coupling between the QM and
MM regions. In the present case HQM/MM is introduced by aug-
menting the zero-order electronic Hamiltonian HQM of the QM
region with an additional potential energy term as given in equa-
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tion 2. The first term in equation 2 represents the electrostatic
effect that an atom M with charge QM at RM (in the MM region)
has on the electronic coordinates ri of the solute. The second term
represents the electrostatic interaction between an atom N with
charge ZN at RN (in the QM region) with a point charge QM at RM .
Polarisability and Van der Waals terms are ignored in HQM/MM as
the former has been shown to introduce minor effects upon the
returned energetics in related systems whilst the latter is inde-
pendent of the electronic coordinates of the solute represented
by the QM region.61,62 A link hydrogen atom, connecting the QM
and MM regions, was introduced in the QM region in order to
maintain valency. The point charge associated with the MM atom
associated with the link-atom was set to zero in order to prevent
over-polarisation.







For the initial proton transfer step, relaxed geometries along
the S0 and S1 states were obtained by using the ROH coordinate
of the proximal water molecule (of the thymine + water com-
plex) as the driving coordinate; in which ROH was fixed at var-
ious values and the remainder of the nuclear framework associ-
ated with the QM and MM regions were allowed to relax at the
(TD)DFT/ωB97XD/6-31G(d):AMBER level of theory (coupling
Gaussian 09 with Amber v16.0). This relaxation was performed
by using the well-known micro-optimisation method for the MM
region. The ωB97XD63 functional was chosen since the present
system requires the optimal description of short- and long- range
correlation as well as dispersion interactions. This same pro-
cedure was repeated for the second reaction step in which the
nascent OH radical adds to C6 but this time by using RC−OH as
the driving coordinate. Single-point energies associated returned
relaxed geometries along ROH and RC−OH were then recomputed
using CASPT2. The CASPT2 calculations were performed based
on a SA4-CASSCF reference wavefunction and comprised an ac-
tive space of ten electrons in ten orbitals (3 pi, 3 pi∗, 2 σ∗ and 2
O(2PY )). An imaginary level shift of 0.5 EH was used.
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