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A SHARPENED SCHWARZ-PICK OPERATORIAL INEQUALITY
FOR NILPOTENT OPERATORS
HAYKEL GAAYA
Abstract. Let denote by S(φ) the extremal operator defined by the com-
pression of the unilateral shift S to the model subspace H(φ) = H2 ⊖ φ H2 as
the following S(φ)f(z) = P (zf(z)), where P denotes the orthogonal projection
from H2 onto H(φ) and φ is an inner function on the unit disc. In this math-
ematical notes, we give an explicit formula of the numerical radius of S(φ) in
the particular case where φ is a finite Blaschke product with unique zero and
an estimate on the general case. We establish also a sharpened Schwarz-Pick
operatorial inequality generalizing a U. Haagerup and P. de la Harpe result for
nilpotent operators [16].
1. Introduction
Let H be a complex separable Hilbert space and B(H) the collection of all
bounded linear operators on H. The numerical range of an operators T in B(H) is
the subset
W (T ) = {< Tx, x >∈ C;x ∈ H, ‖x‖= 1}
of the plane, where < ., . > denotes the inner product in H and the numerical radius
of T is defined by
ω2(T ) = sup {|z|; z ∈ W (T )} .
Re(T ) is the self-adjoint operator defined by
Re(T ) =
1
2
(T + T ∗).
We denote by S the unilateral shift acting on the Hardy space H2 of the square
summable analytic functions and by S∗ its adjoint:
S : H2 → H2
f 7→ zf(z)
S∗ : H2 → H2
f 7→
f(z)− f(0)
z
.
Beurling’s theorem implies that the non zero invariant subspaces of S are of the
forme φ H2, where φ is some inner function . Let S(φ) denote the compression of
S to the model subspace H(φ) = H2 ⊖ φ H2 defined by:
S(φ)f(z) = P (zf(z)),
where P denotes the orthogonal projection from H2 onto H(φ). We denote by
S∗(φ) the adjoint of S(φ):
S∗(φ) = S(φ)∗ = S∗|H(φ) = S
∗
|Ker(φ(S)∗) .
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The model operator S(φ) has many properties (See [30] and [2]) and it was
studied intensively in the 1960s and ’70s. For example, it has norm 1 (for dim
H(φ) > 1) and it is cyclic. The function φ is the minimal function of S(φ) meaning
that φ(S(φ)) = 0 and φ divides any function ψ in H∞ with ψ(S(φ)) = 0. The
space H(φ) is finite-dimensional exactly when φ is a finite Blaschke product:
φ(z) =
n∏
j=1
z − αj
1− αjz
.
In this case the polynomial p(z) =
∏n
j=1(z − αj) is both the minimal and
characteristic polynomial of S(φ) and (αj)16j6n are its eigenvalues. In particular,
if φ(z) = zn then S(φ) is unitarily equivalent to Sn where
Sn =

0
1
. . .
. . .
. . .
1 0
 .
Note that if φ is a finite Blaschke product, S(φ) is in a special class of operator
introduced in [13] by H. -L. Gau and P. Y. Wu that we will denote by Υn and
which consists of all completely nonunitary contractions T on a n-dimensional space
(‖T ‖ ≤ 1 and T has non eigenvalue of modulus 1) with a rank (I−T ∗T ) = 1. They
also proved in [13] with B. Mirman [22] separately that if T is in Υn then ∂W (T )
satisfies the so-called n+ 1-Poncelet property. Recall that for n ≥ 3 we say that a
curve Γ satisfies the n-Poncelet property if for every λ on the unit circle there is
an n-gone which circumscribes about Γ , inscribes in the unit circle and has λ as a
vertex.
Theorem 1.1 ([12] Theorem 5.1 or [13] Theorem 2.1 ). For any matrix T in Υn
and any point λ with |λ| = 1; there is a unique (n+1)-gon which circumscribes about
∂W (T ); inscribes in the unit circle and has λ as a vertex. In fact; such (n + 1)-
gons P are in one-to-one correspondence with the (unitary-equivalence classes of)
unitary dilations U of A on an (n+ 1)- dimensional space; under which the n+ 1
vertices of P are exactly the eigenvalues of the corresponding U.
Theorem 1.1 yields additional properties for the numerical ranges of matrices in
Υn.
Corollary 1.2 (Corollary 5.2 [13]). Let T be a matrix in Υn. Then
(1) W (T ) is contained in no m-gon inscribed in the unit circle for m ≤ n.
(2) w2(T ) > cos(pi/n).
(3) Re(T ) and Im(T ) have simple eigenvalues.
(4) The boundary of W (T ) contains no line segment and is an algebraic curve.
The reader may consult [17] chapter 22 for properties of numerical ranges of oper-
ators in general, [19] chapter 1 for those of finite dimensional operators and partic-
ularly [13] for the geometric properties of the numerical range of S(φ).
The numerical radius and the numerical range of of the model operator S(φ)
seems to be important and have many applications. In [10], the author showed
that there is relationship between numerical radius of S(φ) and Taylor coefficients
of positive rational functions on the torus which extends a previous result of C.
Badea and G. Cassier ([1] Theorem 5.1). This result is formulated as the following:
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Theorem 1.3 ([10] Theorem 2.1). Let F = P/Q be a rational function which is
positive on the torus, where P and Q are coprime. Denote by
φ(z) =
p∏
j=1
(
z − αj
1− αjz
)mj
and
ψ(z) =
q∏
j=1
(
z − βj
1− βjz
)dj
the respectively finite Blaschke products formed by the nonzero roots of P and Q in
the open disc, let m =
∑p
j=1mj and d =
∑q
j=1 dj. Then the Taylor coefficient ck
of order k of F satisfies the following inequality:
|ck|6 c0 ω2(S
∗k(ϕ)), where ϕ(z) = zmax(0,m−d+1)ψ(z).
However, the evaluation of the numerical radius of S(φ) under an explicit form is
always an open problem. Which explain the motivation of our first main result. In
the section 3.2, we give an explicit formula of the numerical radius of S(φ) in the
particular case where φ is a finite Blaschke product with unique zero α in the unit
disc:
φ(z) = φα(z) =
(
z − α
1− αz
)n
.
Our result, officially stated as Theorem 3.3, is:
ω2(S(φ)) =
−(1 + |α|2) cos t
(n)
n + 2|α|
1− 2|α| cos t
(n)
n + |α|2
=
1− |α|2
2α
(
− P|α|(e
it(n)n ) +
1 + |α|2
1− |α|2
)
.
Here P|α|(e
it) =
∑
k∈Z |α|
|k|eikt is the Poisson kernel and t
(n)
n is a precise point in the
interval ] (n−1)pi
n+1 ,
(n)pi
n+1 ]. In the section 3.1, we shall see how the celebrated Toeplitz
matrix of Kac, Murdokh and Szegö (the Toeplitz matrix with the Poisson kernel
as symbol) will play an important role to obtain this result. We defer the proof of
Theorem 3.3 to the section 3.2., preferring to devote the remainder of Section 3 to
its corollaries. In the general case where φ is an arbitrary finite Blaschke product,
an estimate of the numerical radius is given in section 5.
A celebrated inequality due to von Neumann [29] asserts that for
‖p(T )‖ ≤‖p‖∞,
for all polynomial p ∈ C[X ]. The same inequality holds for functions in the disc
algebra A(D). More general, if T is a completely non-unitary (c.n.u) contraction,
this result extends to bounded analytic functions f ∈ H∞ [26]. Ptak and Young
has also proved:
Theorem 1.4 ([31]). Suppose that p and q are arbitrary analytic polynomials and
T be a Hilbert space contraction in B(H) such that the spectral radius r(T ) < 1
and q(T ) = 0. Then
‖p(T )‖ ≤‖p(S∗|Ker q(S∗))‖.
The condition r(T ) < 1 is not indispensable and the following generalisation was
given by Sz.-Nagy
Theorem 1.5 ([28]). Let f and g be two functions in H∞ and T be a c.n.u con-
traction in B(H) such that g(T ) = 0. Then
‖f(T )‖ ≤‖f(S∗|Ker g(S∗))‖.
In 1992, U. Haagerup and P. de la Harpe proved, using solely elementary methods
(positive definite Kernels) that:
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Theorem 1.6 ([16]). Let T be a Hilbert space contraction in B(H) such that
T n = 0 for some n ≥ 2. One has:
ω2(T ) 6 ‖T ‖ω2(Sn) = ‖T ‖cos
pi
n+ 1
.
Further ω2(T ) = ‖T ‖cos
pi
n+1 when T is unitarily equivalent to Sn.
Apparently, there is not a relationship between the Haagerup and de la Harpe result
and the von Neumann inequalities. But, their inequality states that if un(z) = z
n
and un(T ) = 0, then ω2(T ) ≤ w2(S
∗|Ker un(S
∗)). In [1], C. Badea and G. Cassier
obtained constrained von Neumann inequalities which allow to see the previous
result as a corollary. Here is a simplified version of a constrained von Neumann
inequality that we find in their article [1].
Theorem 1.7 ([1]). Let T ∈ B(H) be a contraction of class C0 with u(T ) = 0,
where u be an inner function and let f be in A(D). Then
wρ(f(T )) ≤ wρ(f(S(u))).
Here wρ(T ) denote the ρ-numerical radius of an operator T . Moreover, we shall
use this version later in section 4 to give the second main result (Theorem 4.3) of
this paper which consists on a sharpened Schwarz-Pick operatorial inequality for
nilpotent operators.
Before proceeding further, I would like to express my gratitude to Gilles Cassier
for his help, suggestions and his good advices.
2. The numerical radius of the truncated Shift S(φ) where φ is a
Blaschke product with unique zero
2.1. Preliminary. For any n-by-n matrix T and real θ ∈ [0, 2pi[ let L be the
supporting line of the convex set W (T ) perpendicular to the ray which emanates
from the origin and forms angle θ from the positive x-axis and let λ = λ(θ) be
the signed distance from the origin to the line L. It is easily seen that λ(θ) is the
largest eigenvalue of the Hermitian matrix Re(e−iθT ) :
Dn(λ, θ) = det(Re(e
−iθT − λIn)) = 0.
Note that λ(θ) is taken with “+” if the origin is not separated from ∂W (T ) by the
line, and taken with “−” otherwise.
The equation of the boundary ∂W (T ) of the numerical range of T is defined by the
maximum eigenvalue λ = λ(θ) of
Dn(λ, θ) = det(Re(e
−iθT − λIn)) = 0.
Namely, let the points (x(θ), y(θ)) of ∂W (T ) be parametrised by the angles 0 ≤
θ < 2pi between the straight lines of support L and x-axis (See Figures 1 and 2).
∂W (T ) is the envelope of chords x(θ) cos θ + y(θ) sin θ = λ(θ). Then [23], [21]:
x = x(θ) = λ(θ) cos θ − λ′(θ) sin θ
and
y = y(θ) = λ(θ) sin θ + λ′(θ) cos θ
The derivative λ′(θ) is determined for the so-called"regular arcs" of ∂W (T ) . If
(x(θ), y(θ)) is a point of a regular arc, then λ′′(θ) + λ′(θ) is the radius of curvature
of the arc at this point. A regular arc of ∂W (T ) contains neither corner points nor
straight line segments.
Theorem 2.1. If T is in Υn, then ∂W (T ) is a regular arc and λ(θ) is differentiable
for all θ ∈ [0.2pi[.
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We will prove Theorem 2.1 through a series of lemmas and propositions, the first
of which concerns a property of a regular arc.
Proposition 2.2 ([22] Proposition 2). If a connected subset of ∂W (T ) does not
contain corner points and, for all points of this subset, λ(θ) is a simple eigenvalue
of Re(e−iθT ), then this subset is a regular arc of ∂W (T ).
Lemma 2.3 ([19] pp. 50-51). If the boundary of the numerical range of a matrix
T contains a corner point λ =< Tu, u >, then λ is a normal eigenvalue of T :
Tu = λu and T ∗u = λu.
Lemma 2.4 ([22] Lemma 1). If U is an (n + 1) × (n + 1) unitary matrix with
distinct eigenvalues, Q = In+1 − w ⊗ w, ‖w‖ = 1, n > 1 and T = QUQ then the
following assertions are equivalent.
(1) w2(T ) < 1.
(2) If λ is an eigenvalue of T , then |λ| < 1.
(3) < w, u > 6= 0 for any eigenvector u of U .
(4) The subspace L = QHn+1 contains no eigenvectors of U .
(5) T does not have normal eigenvalues.
Proof of Theorem 2.1. Let T in B(H) and dimH = n. If T is in Υn, so is e
−iθT
for any real θ. Hence the eigenvalues of Re(e−iθT ) are all distinct by Corollary 1.2.
Let U an (n+1)× (n+1) unitary dilatation of T on a the space Hn+1 of dimension
n+1 which contains H, there is an orthonormal basis {e1, . . . , en+1} of Hn+1 such
that {e1, . . . , en} forms a basis of H. let U have this matrix representation with
respect to the basis {e1, . . . , en+1}:(
T a
b c
)
,
where a, b ∈ Cn and c ∈ C. By Theorem 1.1, the n + 1 eigenvalues of U are
distinct. On the other hand, we can easily check that if Q = In+1 − en+1 ⊗ en+1,
then QUQ = T . An application of Proposition 2.2, Lemma 2.3 and Lemma 2.4
completes the proof of the theorem. 
Proposition 2.5. Let T ∈ B(H) with a regular boundary arc. One has:
ω2(T ) = sup{λ(θ), 0 ≤ θ < 2pi}.
Proof. Recall that for any T ∈ B(H) we have
ω2(T ) = sup{‖Re(e
−iθT )‖, 0 ≤ θ < 2pi}.
If ∂W (T ) is a regular arc then
ω2(T ) = sup{|λ(θ)|, 0 ≤ θ < 2pi}.
Now, when the numerical radius is attained, the origin is not separated from ∂W (T )
by the line L and necessarily λ(θ) is positive. 
2.2. Relationship between numerical radius of S(φ) and Re(S(φ)). First,
we notice some properties for the general case where φ is a finite Blaschke product:
φ(z) =
n∏
j=1
z − αj
1− αjz
.
For each λ in the unit disc, we define the evaluation functional kλ ∈ H
2 by the
requirement that f(λ) =< f, kλ >. Thus
kλ(z) =
1
1− λz
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and {e1, . . . , en} the collection of functions of H(φ) defined as follows :
e1(z) =
(
1− |α1|
2
) 1
2
1
1− α1z
and
ek(z) =
(
1− |αk|
2
) 1
2
1
1− αkz
k−1∏
j=1
z − αj
1− αjz
for any k = 2, ..., n.
It is known that {e1, . . . , en} is an orthonormal basis of H(φ) and with respect to
this basis the matrice of S∗(φ) is given by [alk], where
alk =

αl if l = k
σlσl+1 if k = l + 1
σlσk
∏k−1
j=l+1(−αj) if k > l + 1
0 unless
and σk =
(
1− |αk|
2
) 1
2 , for each 1 6 k 6 n. In the sequel of the paper, φ denotes
the finite Blaschke product with unique zero α:
φ(z) = φα(z) =
(
z − α
1− αz
)n
.
S∗(φα) gets the following matricial representation:
α σ −σα · · · · · · σ(−α)n−2
0 α σ
. . .
...
...
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . . −σα
...
. . . α σ
0 . . . . . . . . . 0 α

where σ = 1− |α|2.
Proposition 2.6. For α ∈ C and |α|< 1, one has:
(1) S∗(φα) = (S
∗
n + αIn)(In + αS
∗
n)
−1.
(2) W (S∗(φα)) = e
−i arg(α)W (S∗(φ|α|)).
(3) The numerical radius of S∗(φα) is independent from the argument of α and
for 0 6 α < 1 the numerical range of S∗(φα) is symmetric with respect to
the real axis.
Proof. Here (1) is due to the fact that
S∗(φα) = αIn + σ
n−2∑
k=0
(−α)kS∗n
k
= αIn + σ
∞∑
k=0
(−α)kS∗n
k
= αIn + σ(In + αS
∗
n)
−1S∗n
= (S∗n + αIn)(In + αS
∗
n)
−1.
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The assumption (2) is a consequence of the fact that S∗(φα) is the n-Toeplitz
matrix associated to the Toeplitz form
e−it + α
1 + αe−it
. For u = (u0, . . . , un−1) in C
n
with ‖u‖2 = 1, we have
< S∗(φα)u, u > =
∫ pi
−pi
e−it + α
1 + αe−it
∣∣∣ n−1∑
k=0
uke
ikt
∣∣∣2 dt
2pi
= e−i arg(α)
∫ pi
−pi
e−it + |α|
1 + |α|e−it
∣∣∣ n−1∑
k=0
vke
ikt
∣∣∣2 dt
2pi
= e−i arg(α) < S∗(φ|α|)v, v >,
with vk = e
ik arg(α)uk and v = (v0, . . . , vn−1).
(3) is in [10]. 
So, from Proposition 2.6, the study of the numerical radius of S∗(φα) is independent
from the argument of α, and that, more generally, the numerical radius of S∗(φα)
should be connected with the numerical radius of its real part. In the sequel, we
will show that this intuition is correct.
For all n ≥ 2, we denote by Dn(λ, θ) the characteristic polynomial of S
∗(φ−α)
where 0 ≤ α < 1.
Lemma 2.7. For all n ≥ 2, one has
Dn(λ, θ) =
(1− λ2)−
1
2
2n
Re
(((
1− λ2
) 1
2 + iλ
)
(
−2α cos θ − (1 + α2)λ + i(1− α2)(1 − λ2)
1
2
)n)
.
Proof. For all n ≥ 2, we have
Dn(λ, θ) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−α cos θ − λ
σ
2
e−iθ
ασ
2
e−iθ · · ·
αn−2σ
2
e−iθ
σ
2
eiθ −α cos θ − λ
σ
2
e−iθ · · ·
αn−3σ
2
e−iθ
ασ
2
eiθ
σ
2
eiθ −α cos θ − λ · · ·
αn−4σ
2
e−iθ
· · · · · · · · · · · · · · ·
αn−2σ
2
eiθ
αn−3σ
2
eiθ
αn−4σ
2
eiθ · · · −α cos θ − λ
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Multiplying the second row of this determinant by α and subtracting it from the
first we obtain
Dn(λ, θ) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a(λ, θ) c(λ, θ) 0 · · · 0
σ
2
eiθ −α cos θ − λ
σ
2
e−iθ · · ·
αn−3σ
2
e−iθ
ασ
2
eiθ
σ
2
eiθ −α cos θ − λ · · ·
αn−4σ
2
e−iθ
· · · · · · · · · · · · · · ·
αn−2σ
2
eiθ
αn−3σ
2
eiθ
αn−4σ
2
eiθ · · · −α cos θ − λ
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
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with a(λ, θ) = −α cos θ−λ−
ασ
2
eiθ and c(λ, θ) =
σ
2
e−iθ+α2 cos θ+αλ. Performing
a similar operation with the columns, we find
Dn(λ, θ) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
b(λ, θ) c(λ, θ) 0 · · · 0
c(λ, θ) −α cos θ − λ
σ
2
e−iθ · · ·
αn−3σ
2
e−iθ
0
σ
2
eiθ −α cos θ − λ · · ·
αn−4σ
2
e−iθ
· · · · · · · · · · · · · · ·
0
αn−3σ
2
eiθ
αn−4σ
2
eiθ · · · −α cos θ − λ
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
with b(λ, θ) = −2α cos θ − λ(1 + α2). Which implies that for n ≥ 3, we have
Dn(λ, θ) =
(
−2α cos θ−λ(1+α2)
)
Dn−1(λ, θ)−
∣∣∣∣σ2 eiθ+α2 cos θ+αλ
∣∣∣∣2Dn−2(λ, θ).
This recurrence relation holds also for n = 2 provided we put D0(λ, θ) = 1 and
form the equation
ρ2 = −
(
2α cos θ + λ(1 + α2)
)
ρ−
∣∣∣∣σ2 eiθ + α2 cos θ + αλ
∣∣∣∣2
with discriminant
∆ =
(
∓ i(1− α2)(1 − λ2)
1
2
)2
.
The roots are
ρ1 =
−2α cos θ − λ(1 + α2)− i(1− α2)(1− λ2)
1
2
2
and
ρ2 =
−2α cos θ − λ(1 + α2) + i(1− α2)(1 − λ2)
1
2
2
.
So that
Dn(λ, θ) = Aρ1
n +Bρ2
n,
where the constants A, B can be determined from the “initial conditions“
D0(λ, θ) = 1 = A+B
and
D1(λ, θ) = −α cos θ − λ = Aρ1 +Bρ2.
This yields that
A =
(1− λ2)
1
2 − iλ
2(1− λ2)
1
2
, B =
(1− λ2)
1
2 + iλ
2(1− λ2)
1
2
which establishes the desired formula. 
Using this Lemma, we obtain the following result.
Proposition 2.8. One has:
ω2(S
∗(φ−α)) = ω2(Re(S
∗(φ−α))).
Proof. Let consider the applications:
Φn : [0, pi] −→ R
θ −→ Dn(λ(θ), θ)
Ψn : R
2 −→ R
(x, y) −→ Dn(x, y)
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and
Ω : [0, pi] −→ R2
θ −→ (λ(θ), θ)
.
Now, since λ(θ) is an eigenvalue of Re(e−iθS∗(φ−α)) thus Φn(θ) = Ψn ◦ Ω(θ) = 0
for all θ ∈ [0, pi] which implies that
Φ′n(θ) = DΨn(Ωn(θ))(λ
′(θ), 1) = d′(θ)
∂Ψn
∂x
(λ(θ), θ) +
∂Ψn
∂y
(λ(θ), θ) = 0.
Recall that from Proposition 2.6, W (S∗(φ−α)) is symmetric with respect to the
real axis. Therefore, using Proposition 2.5,
ω2(S
∗(φ−α)) = sup{λ(θ), 0 ≤ θ ≤ pi}.
Assume that there exists θ0 ∈]0, pi[ such that d
′(θ0) = 0 then
∂Ψn
∂y
(d(θ0), θ0) = 0.
Therefore
2αn sin θ0Φn−1(θ0) = 0
Now since sin θ0 6= 0 then Dn−1(d(θ0), θ0) = 0 which is impossible. Otherwise
1 = D0(d(θ0), θ0) = 0. Hence, λ(θ) is a monotonic function and its maximum is
attained for θ = 0 or pi. This concludes the proof. 
3. An explicit formula of the numerical radius of S(φ) where φ is a
finite Blaschke product with unique zero.
3.1. Preliminaries. Toeplitz matrices are found in several areas of mathematics
such complex and harmonic analysis. One of these matrices is of particular interest
in these areas. It is about the Kac, Murdokh and Szegö matrix [24]:
Kn(α) =

1 α · · · αn−1
α
. . .
. . .
...
...
. . .
. . . α
αn−1 · · · α 1
 = (α|r−s|)nr,s=1
with 0 6 α < 1.
The spectral decomposition of this matrix is very well understood in the compu-
tational sense. For this reason, these matrices are often used as test matrices.
It’s shown in [14] page 69–72 that Kn(α) is a Toeplitz matrix associated with the
Poisson kernel Pα(e
it) = (1 − α2/|1− αeit|
2
and its eigenvalues are:
λ
(n)
k = Pα(e
it
(n)
k ) , 1 ≤ k ≤ n
where t
(n)
k are the solutions of
(3.1) pn(cos t) =
sin(n+ 1)t− 2α sinnt+ α2 sin(n− 1)t
sin t
= 0.
The expression pn(cos t) is a polynomial of degree n in cos t and it has n real distinct
zeros cos t
(n)
k for 1 6 k 6 n where :
0 < t
(n)
1 < t
(n)
2 < t
(n)
3 < · · · < t
(n)
n < pi .
This implies that
1 + α
1− α
> λ
(n)
1 > λ
(n)
2 > λ
(n)
3 > · · · > λ
(n)
n >
1− α
1 + α
.
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The evaluation of the zeros t
(n)
k in explicit terms seems to be out of end. However,
it is easy to show that they are separated by the quantities xk =
kpi
n+ 1
, 1 ≤ k ≤ n.
Indeed, for 1 6 k 6 n
pn(cos xk) = (−1)
k2α(1− α cosxk)
and
sgn pn(cosxk) = (−1)
k .
Also we see by direct substitution that the latter equation holds for k = 0, so that
0 < t
(n)
1 6 x1 < t
(n)
2 6 x2 < · · · < t
(n)
n 6 xn < pi .
Remark 3.1. In the case where α = 0 we have t
(n)
k = xk.
Proposition 3.1. For all 1 ≤ k ≤ n, we have
t
(n)
k is the unique solution of
{
cos (n+1)t2 − α cos
(n−1)t
2 if k is odd
sin (n+1)t2 − α sin
(n−1)t
2 if k is even.
in the interval ] (k−1)pi
k+1 ,
kpi
k+1 ].
Proof. First of all, we observe that
pn(cos t) =
2
sin t
(
sin
(n+ 1)t
2
− α sin
(n− 1)t
2
)(
cos
(n+ 1)t
2
− α cos
(n− 1)t
2
)
.
Note that for all 1 ≤ k ≤ n, we have
(k − 1)pi
k + 1
≤ t
(n)
k ≤
kpi
k + 1
Then
(k − 1)
pi
2
≤
n+ 1
2
t
(n)
k ≤
k
2
pi.
We consider two cases:
If k is even:
Then k = 2p with p ∈ N∗ and
(p−
1
2
)pi ≤
n+ 1
2
t
(n)
k ≤ ppi
which implies that
cos
(n+ 1)t
(n)
k
2
sin
(n+ 1)t
(n)
k
2
≤ 0.
If t
(n)
k is a solution of the equation cos
(n+1)t
2 = α cos
(n−1)t
2 . Therefore
α
(
cos
(n+ 1)t
(n)
k
2
cos t
(n)
k + sin
(n+ 1)t
(n)
k
2
sin t
(n)
k
)
= cos
(n+ 1)t
(n)
k
2
Thus
(3.2) cos
(n+ 1)t
(n)
k
2
(
1− α cos t
(n)
k
)
= α sin
(n+ 1)t
(n)
k
2
sin t
(n)
k
Since 1 − α cos t
(n)
k and sin t
(n)
k are both positive then from (3.2), cos
(n+ 1)t
(n)
k
2
and sin
(n+ 1)t
(n)
k
2
have inevitably the same sign which is absurd.
If k is odd:
We have
ppi ≤
n+ 1
2
t
(n)
k ≤ (p+
1
2
)pi
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Thus
cos
(n+ 1)t
(n)
k
2
sin
(n+ 1)t
(n)
k
2
≥ 0.
If t
(n)
k is a solution of the equation sin
(n+1)t
2 = α sin
(n−1)t
2 . Then
α
(
sin
(n+ 1)t
(n)
k
2
cos t
(n)
k − cos
(n+ 1)t
(n)
k
2
sin t
(n)
k
)
= sin
(n+ 1)t
(n)
k
2
Thus
(3.3) sin
(n+ 1)t
(n)
k
2
(
α cos t
(n)
k − 1
)
= α cos
(n+ 1)t
(n)
k
2
sin t
(n)
k
Since α cos t
(n)
k − 1 ≤ 0 and sin t
(n)
k ≥ 0 then
cos
(n+ 1)t
(n)
k
2
sin
(n+ 1)t
(n)
k
2
≤ 0
which is impossible.

Proposition 3.2. For 0 6 α < 1, we have
ω2(Re(S
∗(φ−α))) =
−(1 + α2) cos t
(n)
n + 2α
1− 2α cos t
(n)
n + α2
.
Proof. First, notice that where α = 0, then
Re(S∗(φ−α)) =
1
2

0 1 0 0 . . .
1 0 1 0 . . .
0 1 0 1 . . .
0 0 1 0 . . .
. . . . . . . . . . . . . . .
 .
In this case the eigenvalues are cos
kpi
n+ 1
, for k = 1, . . . , n. For the proof there
are many references, we refer the reader for example to [14] page 67 or [4] page 35,
therefore
ω2(Re(S
∗(φ−α))) = cos
pi
n+ 1
.
Hence using Remark 3.1, we observe that the Proposition 3.2 is satisfied in the
particular case where α = 0. Then we can limit our study to the case α 6= 0.
Notice that
Re(S∗(φ−α)) =
1− α2
2α

−
2α2
1− α2
α · · · αn−1
α
. . .
. . .
...
...
. . .
. . . α
αn−1 · · · α −
2α2
1− α2

.
Here Re(S∗(φ−α)) is the Toeplitz matrix associated with the Toeplitz form:
1− α2
2α
(
Pα(e
it)−
1 + α2
1− α2
)
=
(1 + α2) cos t− 2α
1− 2α cos t+ α2
= h(t).
Let v = (v0, v1, · · · vn−1) an unit vector in C
n where the numerical radius of
Re(S∗(φ−α)) is attained. That is < Re(S
∗(φ−α))v, v > λ and ω2(Re(S
∗(φ−α))) =
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|λ|. Thus
< Re(S∗(φ−α))v, v > =
∫ pi
−pi
1− α2
2α
(Pα(e
it)−
1 + α2
1− α2
)
∣∣∣ n−1∑
l=0
vle
ilt
∣∣∣2 dt
2pi
=
∫ pi
−pi
1− α2
2α
(Pα(e
it)−
1 + α2
1− α2
)
∣∣∣ n−1∑
l=0
vle
ilt
∣∣∣2 dt
2pi
= < Re(S∗(φ−α))v, v >
where v = (v0, v1, · · · vn−1). According to Corollary 1.2 (3), λ is a simple eigenvalue
of Re(S∗(φ−α)) then there exists a real γ such that v = e
iγv. Hence we may assume,
by replacing v by e−i
γ
2 v, that v = v. Then the numerical radius of Re(S∗(φ−α)) is
attained for a unit vector v with real coefficients. Consequently, we obtain
< Re(S∗(φ−α))v, v > =
1− α2
2α
(
n−1∑
l,m=0
α|l−m|vlvm −
1 + α2
1− α2
)
=
1− α2
2α
{ ∑
0≤l,m≤n−1,l−m even
α|l−m|vlvm −
1 + α2
1− α2
+
∑
0≤l,m≤n−1,l−m odd
α|l−m|vlvm
}
.
Besides, we observe that
0 ≤
∑
0≤l,m≤n−1,l−m even
α|l−m|vlvm =
∫ pi
−pi
Pα2(e
2it)
∣∣∣ n−1∑
l=0
vle
ilt
∣∣∣2 dt
2pi
≤
1 + α2
1− α2
.
This clearly forces
| < Re(S∗(φ−α))v, v > | ≤
1− α2
2α
{1 + α2
1− α2
−
∑
0≤l,m≤n−1,l−m even
α|l−m|vlvm
+
∑
0≤l,m≤n−1,l−m odd
α|l−m||vl||vm|
}
.
Consider v˜ = (v˜0, v˜1, v˜2, · · · , v˜n−1) = (|v0|,−|v1|, |v2|, · · · , (−1)
n−1|vn−1|). Then
< Re(S∗(φ−α))v˜, v˜ > =
1− α2
2α
{ ∑
0≤l,m≤n−1,l−m even
α|l−m||vl||vm| −
1 + α2
1− α2
−
∑
0≤l,m≤n−1,l−m odd
α|l−m||vl||vm|
}
.
and hence
| < Re(S∗(φ−α))v˜, v˜ > | =
1− α2
2α
{1 + α2
1− α2
−
∑
0≤l,m≤n−1,l−m even
α|l−m||vl||vm|
+
∑
0≤l,m≤n−1,l−m odd
α|l−m||vl||vm|
}
=
1− α2
2α
{1 + α2
1− α2
−
∑
0≤l,m≤n−1,l−m even
α|l−m|v˜lv˜m
+
∑
0≤l,m≤n−1,l−m odd
α|l−m||v˜l||v˜m|
}
.
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It follows that the numerical radius of Re(S∗(φ−α)) is attained at v˜ in the negative
x-axis. Then
ω2(Re(S
∗(φ−α))) = −λ
where λ is the infimum of the eigenvalues of Re(S∗(φ−α)). To complete the proof
of the proposition, a straightforward argument, based on the fact that if a and b
are arbitrary real number and f(x) a Toeplitz form with γnk as eigenvalues then
the eigenvalues of a + bf(x) will be a + bγnk . This shows that the eigenvalues of
Re(S∗(φ−α)) are the (λ
(n)
k )1≤k≤n with
λ
(n)
k =
1− α2
2α
(Pα(e
it
(n)
k )−
1 + α2
1− α2
) =
(1 + α2) cos t
(n)
k − 2α
1− 2α cos t
(n)
k + α
2
.
Now, since h(t) is monotonic on [0, pi], we may assume that:
ω2(Re(S
∗(φ−α))) =
−(1 + α2) cos t
(n)
n + 2α
1− 2α cos t
(n)
n + α2
.
This ends the proof. 
3.2. The first main result. In view of this last result, is not surprising that there
is a a connection the numerical radius of S(φ) and the eigenvalues of the KMS
matrix. We can now, under Propositions 2.8 and 3.2, express the numerical radius
of the truncated shift S(φ) where φ is a finite Blaschke product with unique zero.
Theorem 3.3. Let φ(z) =
(
z − α
1− αz
)n
with α ∈ C and |α|< 1.Then
ω2(S(φ)) =
−(1 + |α|2) cos t
(n)
n + 2|α|
1− 2|α| cos t
(n)
n + |α|2
.
We conclude this section by giving some illustrating corollaries showing the impor-
tance of Theorem 3.3.
Corollary 3.4. Let φ(z) =
(
z − α
1− αz
)2
with α ∈ C and |α| < 1. Then
ω2(S(φ)) =
1 + 2|α| − |α|2
2
.
Proof. We can assume that 0 6 α < 1. This result is known, but it is interesting
to notice that this result can also be obtained by using Theorem 3.3. This follows
from the fact that p2(cos t) = 4 cos
2 t− 4α cos t+ α2 − 1 and cos t
(2)
2 =
α− 1
2
. 
Corollary 3.5. Let φ(z) =
(
z − α
1− αz
)3
with α ∈ C and |α| < 1. Thus
ω2(S(φ)) =
7|α| − |α|3 + (1 + |α|2)(|α|2 + 8)
1
2
4 + 2|α|2 + 2|α|(|α|2 + 8)
1
2
.
Proof. For 0 6 α < 1 observe that
p3(cos t) =
2
sin t
(
sin(2t)− α sin t
)(
cos(2t)− α cos t
)
.
Under the Proposition 3.1, we know that cos t
(3)
3 is the unique solution of cos(2t)−
α cos t = 0 on ]
pi
2
,
3pi
4
[. Thus a straightforward calculation shows that
cos t
(3)
3 =
α− (α2 + 8)
1
2
4
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and the result follows. 
Corollary 3.6. Let φ(z) =
(
z − α
1− αz
)4
with α ∈ C and |α| < 1. One has:
ω2(S(φ)) =
−|α|3 + |α|2 + 7|α|+ 1 +
(
1 + |α|2
) (
|α|2 + 2|α|+ 5
)1
2
2|α|2 + 2|α|+ 4 + 2|α| (|α|2 + 2|α|+ 5)
1
2
.
Proof. We assume that α is positive. We know that t
(4)
4 is the unique solution of
α sin
3t
2
= sin
5t
2
on the interval ] 3pi5 ,
4pi
5 ]. Using the identities sin(3x) = 3 sinx −
4 sin3 x, cos(3x) = −3 cosx+ 4 cos3 x,and cos(2x) = 2 cos2 x− 1,, we obtain
cos(t
(4)
4 ) =
α+ 3− (α2 + 2α+ 5)
1
2
4
− 1.
The desired equality follows immediately. 
4. Application : A sharpened Schwarz-Pick operatorial inequality
for nilpotent operator
For any ρ > 0, we denote by Cρ(H) the set of all operator T on B(H) which
admit a unitary ρ-dilation in the sens of Nagy-Foias [26], [27]. This means that
there exists a Hilbert space K ⊇ H and an unitary operator U acting on K such
that
T n = ρ prH(U
n).
It is known that C1(H) consists of all contractions on H, and that T ∈ C2(H)
if and only if the numerical range of T is contained in the closed unit disc [3].
According to J. Holbrook [18] and J. Williams [33] we define the ρ-numerical radius
of an operator T in B(H) by the formula
wρ(T ) = inf{1/r : r > 0 et rT ∈ Cρ}.
Obviously, an operator T belongs to Cρ(H) if and only if wρ(T ) ≤ 1. Consequently,
the operators in Cρ(H) are contractions with respect to the ρ-numerical radius, and
according to this fact, any operator T ∈ Cρ(H) will be called a ρ-contraction on
H (See for instance [5], [7], [8], [9], [11] where we can find recent results about the
ρ-numerical radius.). Recall that w1(T ) =‖T ‖ and w2(T ) is the classical numerical
radius of T . In [6], G. Cassier and N. Suciu proved the following sharpened von
Neumann inequality.
Theorem 4.1 ([6]). Let f be a non-constant analytic self map of the unit disc D,
and let α ∈ D and m be the order of multiplicity of the zero α for the function
f − f(α). Then for every operator T ∈ B(H) with wρ(T ) < 1 for some ρ > 0, we
have
wρ(α)
[(
f(α)I − f(T )
)(
I − f(α)f(T )
)−1]
≤
(
wρ(α)
[(
αI − T
)(
I − αT
)−1])m
,
where
ρ(α) =

1 + (ρ− 1)
1− |α|
1 + |α|
if ρ ≤ 1
1 + (ρ− 1)
1 + |α|
1− |α|
if ρ ≥ 1
.
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In particular, notice that for ρ = 1 +
1− |α|
1 + |α|
≥ 1 we have ρ(α) = 2. According to
Theorem 4.1, it becomes easily to obtain the following Corollary
Corollary 4.2. Let α ∈ D and T ∈ Cρ with ρ = 1 +
1− |α|
1 + |α|
. Let f be a non-
constant analytic self map of the unit disc D and m be the order of multiplicity of
the zero α for the function f − f(α). Then
w2
[(
f(α)I − f(T )
)(
I − f(α)f(T )
)−1]
≤
(
w2
[(
αI − T
)(
I − αT
)−1])m
.
The next result, which is the main goal of this paper, give a Schwarz-Pick operatorial
inequality for nilpotent operators.
Theorem 4.3. Let T ∈ B(H) be a nilpotent contraction satisfying T n = 0 and
α ∈ D. Let f ∈ A(D) be a non-constant analytic self map of the unit disc D and m
be the order of multiplicity of the zero α for the function f − f(α). Then
w2
[(
f(α)I − f(T )
)(
I − f(α)f(T )
)−1]
≤
(
−(1 + |α2|) cos t
(n)
n + 2|α|
1− 2|α| cos t
(n)
n + |α|2
)m
.
Proof. Let T ∈ B(H) such that T n = 0 for some n ≥ 2. Under Theorem 1.7,
Corollary 4.2 and Theorem 2.6 on obtain successively
w2
[(
f(α)I − f(T )
)(
I − f(α)f(T )
)−1]
≤ w2
[(
f(α)I − f(S∗n)
)(
I − f(α)f(S∗n)
)−1]
(4.1)
≤ w2
[(
αI − S∗n
)(
I − αS∗n
)−1]m
(4.2)
=
(
w2(S
∗(φ))
)m
(4.3)
with φ(z) =
(
z − α
1− αz
)n
. This allows to establish the desired inequality. 
Remark 4.1. As mentioned in the introduction, the Haagerup and de la Harpe
Theorem 1.6 is the special case f(z) = z and α = 0 of Theorem 4.3.
5. An estimate of the numerical radius of S(φ) where φ is a finite
Blaschke product
In this section we give an estimate of the numerical radius of S(φ) in the general
case where φ is a finite Blaschke product with different zeros. To state it, we need
some results established by N. Nikolski and V. Vasyunin [30].
Definition 5.1. Let ϕ be an inner function and let µϕ = µs + µB, where µs is the
singular measure associated to the singular part of ϕ and µB the measure defined
by
dµB(ξ) =
1
2
∑
λ∈ϕ−1(0)
kϕ(ξ)(1 − |ξ|
2)dδλ(ξ).
Here kϕ(ξ) denotes the order of multiplicity of the zero ξ for the function ϕ (with
the understanding that kϕ(ξ) = 0 if ξ is not zero of ϕ). We say that µϕ is the
representing measure of ϕ.
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Theorem 5.1 ([30]). For i = 1, 2, let ϕi be inner functions with the representing
measure µi, i = 1, 2. Then
sin 〈H(ϕ1), H(ϕ2)〉 ≥ exp
4
∫
D
∫
D
log
∣∣∣∣ ζ − ξ1− ζξ
∣∣∣∣
(1− |ζ|2)(1− |ξ|2)
dµ1(ζ)dµ2(ξ)

= F (ϕ1, ϕ2).
Note that in the special case where ϕi, i=1,2 are Blaschke products with unique
zero defined by defined by φi =
(
z − αi
1− αiz
)ni
, we have
F (ϕ1, ϕ2) =
∣∣∣∣ α1 − α21− α1α2
∣∣∣∣2n1n2 .
In the sequel of this manuscript, we will denote by
φi =
(
z − αi
1− αiz
)ni
for 1 ≤ i ≤ p , δ = max{w2(S
∗(φi)), 1 ≤ i ≤ p} and ρ = max{cos θi,j , 1 ≤ i < j ≤
p} where θij denote the angle between the model subspaces H(φi) and H(φj).
Theorem 5.2. Let φ =
∏p
i=1 φi with p ≥ 2. If ρ <
1− δ
2(p− 1)
, then
w2(S(φ)) ≤
δ + ρ(p− 1)
1− ρ(p− 1)
= G(ρ, δ).
In the beginning, we need the following lemmas which are easily verified. The
proofs are left for the reader.
Lemma 5.3. Let (xn) a sequence of real numbers. Then for any integer p ≥ 2 we
have ∑
1≤i<j≤p
(xi + xj) = (p− 1)
∑
1≤k≤p
xk
Lemma 5.4. Let n ≥ 2 and consider B the n× n matrix defined by
B =

0 1 1 . . . 1
1 0 1 · · · 1
1 1 0 · · · 1
· · · · · · · · · · · ·
1 1 1 · · · 0
 .
B have two eigenvalues -1 and n− 1. Here n− 1 is a simple eigenvalue.
Proof. Let f ∈ H(φ). There exists f1, f2, . . . , fp belonging respectively in
H(φ1), H(φ2), . . . , H(φp) such that f =
∑p
i=1 fi. Therefore
< S∗(φ)f, f > =
( p∑
k=1
‖fk‖
2
){ p∑
i=1
‖fi‖
2∑p
k=1‖fk‖
2
<
S∗(φi)fi
‖fi‖
,
fi
‖fi‖
>
+
∑
1≤i6=j≤p
‖S∗(φi)fi‖‖fj‖∑p
k=1‖fk‖
2
<
S∗(φi)fi
‖S∗(φi)fi‖
,
fj
‖fj‖
>
}
.
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Which implies that
| < S∗(φ)f, f > | ≤
( p∑
k=1
‖fk‖
2
){ p∑
i=1
‖fi‖
2∑p
k=1‖fk‖
2
w2(S
∗(φi))
+
∑
1≤i6=j≤p
‖fi‖‖fj‖∑p
k=1‖fk‖
2
cos θij
}
.
Hence
| < S∗(φ)f, f > | ≤
( p∑
k=1
‖fk‖
2
){ p∑
i=1
‖fi‖
2∑p
k=1‖fk‖
2
δ
+
∑
1≤i6=j≤p
‖fi‖‖fj‖∑p
k=1‖fk‖
2
ρ
}
.
That is
| < S∗(φ)f, f > | ≤
( p∑
k=1
‖fk‖
2
)
< AX,X >
with
A =

δ ρ ρ . . . ρ
ρ δ ρ · · · ρ
ρ ρ δ · · · ρ
· · · · · · · · · · · ·
ρ ρ ρ · · · δ

and X the unit vector defined by
X =
1(∑p
k=1‖fk‖
2
) 1
2

‖f1‖
‖f2‖
...
...
‖fp‖
 .
Note that
p∑
k=1
‖fk‖
2 = 1−
∑
1≤i6=j≤p
< fi, fj >
≤ 1 + 2
∑
1≤i<j≤p
‖fi‖‖fj‖ cos θi,j
≤ 1 + ρ
∑
1≤i<j≤p
2‖fi‖‖fj‖,
≤ 1 + ρ
∑
1≤i<j≤p
(
‖fi‖
2+‖fj‖
2
)
= 1 + (p− 1)ρ
p∑
k=1
‖fk‖
2.(5.1)
Here the equality (5.1) is due to Lemma 5.3. Now, since
ρ <
1− δ
2(p− 1)
<
1
p− 1
,
then
p∑
k=1
‖fk‖
2 ≤
1
1− ρ(p− 1)
.
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So, under Lemma 5.4
w2(S
∗(φ)) ≤
1
1− ρ(p− 1)
w2(A)
=
δ + ρ(p− 1)
1− ρ(p− 1)
< 1.

Remark 5.1. The estimate in Theorem 5.2 is optimal when ρ is small enough. In
such case G(ρ, δ) tends to δ which is completely natural because S∗(φ) tends to the
orthogonal sum of the S∗(φi) for 1 ≤ i ≤ p. Consequently the numerical range
tends to become the convex hull of the numerical range of the S∗(φi) for 1 ≤ i ≤ p.
We close this section by deriving an estimate of the numerical radius of S(φ) in the
case where φ is finite Blaschke product with two different zeros.
Corollary 5.5. Let φi =
(
z − αi
1− αiz
)ni
for i = 1, 2 with αi ∈ C and |αi| < 1. Let
φ = φ1φ2 and δ = max{w2(S
∗(φi)), i = 1, 2}. If(
1−
∣∣∣∣ α1 − α21− α1α2
∣∣∣∣2n1n2
) 1
2
<
1− δ
2
,
then
w2(S(φ)) ≤
δ +
(
1−
∣∣∣∣ α1 − α21− α1α2
∣∣∣∣2n1n2
) 1
2
1−
(
1−
∣∣∣∣ α1 − α21− α1α2
∣∣∣∣2n1n2
) 1
2
.
Proof. The proof is an immediate consequence of the previous theorem and Theo-
rem 5.1 of N. Nikolski and V. Vasyunin on angles between the model subspaces. 
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