Abstract. We associate with a matrix over an arbitrary field an infinite family of matrices whose sizes vary from one to infinity; their entries are traces of powers of the original matrix. We explicitly evaluate the determinants of matrices in our family. The work is motivated by applications to graph spectra.
A two-parameter family of matrices
Let K be a field, and let G be a square matrix of arbitrary finite size, with entries in K. We will denote by tr A the trace of a square matrix. Let t ≥ 1 and l ≥ 0 be any integers. Set
If A is a matrix, we will denote by [A] j i the matrix entry in the ith row and jth column. In this notation we have (2) [M t,l (G)] j i = tr G i+j+l−2 : 1 ≤ i, j ≤ t.
Matrices similar to these arise in the study of graph spectra [2, 7] . The purpose of this note is to evaluate the determinants det M t,l .
Evaluation of determinants
We will denote byK the algebraic closure of K. Let t ≥ 1, and let z 1 , . . . , z t ∈K be arbitrary numbers. We denote by V (z 1 , . . . , z t ) the Vandermonde matrix:
By the multiplicity of its eigenvalue λ ∈K we will always mean the algebraic multiplicity. Theorem 1. Let G : K n → K n be a square matrix of any size. Let λ 1 , . . . , λ m ∈K be the distinct eigenvalues of G. Let p 1 , . . . , p m ∈ N be their respective multiplicities.
. . , m} be a nonempty subset and let 0 < t ≤ m be its cardinality. If T = {i 1 < · · · < i t }, we set
Then for t ≤ m we have
Proof. Let λ be an arbitrary number, and let t > 0. Set
For any scalar c the notation c λ has the usual meaning. We will in particular use this notation when c = λ s , 0 ≤ s, yielding vectors λ s λ. We will often view a t × t matrix as a collection of t column vectors, and use the corresponding notation. For instance,
For any k ≥ 0, we have
Hence, in our notation,
We expand det M t,l over the columns. Let i 1 , . . . , i t be t arbitrary indices between 1 and m. We denote by i = (i 1 , . . . , i t ) the corresponding multi-index. Then, by equation (5) det
If not all indices i 1 , . . . , i t are distinct, the matrix λ i 1 , λ i 2 , . . . , λ it is degenerate; thus, the corresponding contribution to det M t,l is zero. When m < t, then the indices i 1 , . . . , i t cannot be all distinct. This proves our first claim.
From now on 1 ≤ t ≤ m. Let I = {(i 1 , . . . , i t )} be the set of distinct multi-indices. The preceding observation yields (6) det
Every subset T ⊂ {1, . . . , m} of cardinality t determines t! multi-indices in I. Precisely one of them goes in the increasing order: i 1 (T ) < · · · < i t (T ); we will denote this multi-index by i(T ). On the other hand, any multi-index i = (i 1 , . . . , i t ) ∈ I determines a subset T = T ( i) = {i 1 , . . . , i t } of cardinality t and a one-to-one mapping w = w( i) : T → T defined by
We will denote by (−1) w the usual sign function on permutations.
Using these relationships, we rewrite the above expansion for det M t,l as a repeated sum: the former summation is over the sets T ⊂ {1, . . . , m} of cardinality t, while the latter is over the t! permutations of T . Moreover, we identify the set Iso(T ) of permutations of elements in T with the symmetric group S t as follows. Let i 1 (T ) < · · · < i t (T ) be the elements of T in the increasing order, and let i ∈ T be arbitrary. Then there is a unique 1 ≤ s = o(i) ≤ t such that i = i s (T ). We say that s is the order of i in T . The order function i → o(i) identifies T with {1, . . . , t}, and hence Iso(T ) with S t . Let w ∈ Iso(T ) be given by equation (7) and letw ∈ S t be the corresponding permutation. Theñ
Equation (6) yields (8) det
We recall the well known formula
Using this identity and the preceding identification of S t and Iso(T ), we obtain
Thus, we have evaluated the second sum in equation (8) . Now we rewrite the expansion equation (8) as
which is a short form for equation (3).
Examples and corollaries
In order to illustrate Theorem 1, we will now consider matrices with very small numbers of eigenvalues. Example 1. i) Let G be a matrix with one eigenvalue, say λ. This is the special case m = 1 in equation (3) . Then the multiplicity, say p, of λ coincides with the size of G. We have
This matrix is nondegenerate only if t = 1, yielding det M 1,l = pλ l and det M t,l = 0 for t > 1.
ii) Let G be a matrix with two eigenvalues, say λ and µ. We denote by p and q their respective multiplicities. We have
This corresponds to t = 1, 2 in equation (3). For t > 2 the above matrix is degenerate.
For applications of Theorem 1, we are especially interested in the case when G is a real valued symmetric matrix. Then the eigenvalues of G are real. Moreover, the algebraic multiplicities of eigenvalues of G coincide with their geometric multiplicities [3, 8] . By M t = M t (G) we will mean the matrix M t,0 (G). Since λ 1 , . . . , λ m ∈ R, for any set T in equation (11) the number v(T ) 2 = det 2 λ i 1 , . . . , λ it is positive. Our first claim follows. The other claim is contained in Theorem 1.
Definition 1. Let G be a square matrix of any size with entries in an arbitrary field. The spectral size of G is the number of its distinct eigenvalues.
We will use Theorem 1 to characterize matrices with a particular spectral size.
Corollary 2. Let K be a field and let G be a square matrix with entries in K. Then the following holds. 1. The spectral size of G is equal to m iff det M m (G) = 0 and det M t (G) = 0 for t > m. 
We have shown already that det M m = 0. Hence det M m,l = 0 iff zero is an eigenvalue of G. Claim two follows.
Let G be a square matrix over a field K. Let λ 1 , . . . , λ m ∈K be its distinct eigenvalues. Let p 1 , . . . , p m be their respective multiplicities. The monic polynomial
We have P char (G) = 0. The monic polynomial P min of minimal degree satisfying P min (G) = 0 is the minimal polynomial of G [3] . We set P spec (λ) = m i=1 (λ − λ i ); we call P spec (λ) the spectral polynomial of G.
1
We will use the notation I for the identity matrix of any size. The size of a particular identity matrix should be clear from the context. Corollary 3. Let G be an arbitrary square matrix over a field K. Then
If G is a symmetric square matrix over R, then the polynomial in the right hand side of equation (13) is the minimal polynomial of G.
Proof. Consider the matrices λI −G, λ ∈ K. The eigenvalues of λI −G are λ − λ 1 , . . . , λ − λ m ; their multiplicities do not depend on λ. Thus, by Theorem 1, for all t we have the identities
Our first claim now follows from equation (3) . By definition, the minimal polynomial of G divides the characteristic polynomial, and the spectral polynomial divides the minimal polynomial of G. Moreover, the minimal polynomial coincides with the spectral polynomial iff the matrix G is semi-simple [3, 8] . Since real symmetric matrices are semi-simple, our second claim follows from the first. Remark 1. Let c ∈ K, c = 0, and set G 1 = cG. Then the eigenvalues and their multiplicities satisfy
Concluding remarks and amplifications
Let G 1 , G 2 be the adjacency matrices of finite rooted graphs. Let Γ be their free product.
2 The Green function of Γ can be expressed in terms of the spectra of G 1 , G 2 [6] . This expression yields some information about the spectrum of Γ [6] . Complete information about the spectrum of Γ can be obtained this way if G 1 , G 2 have sufficiently small spectra. The present work will be used to analyze free products of graphs with small numbers of eigenvalues [7] .
Besides applications to graph spectra, we feel that the matrices in equation (1) are of interest on their own. In particular, it seems natural to extend the preceding material to arbitrary reflection groups. See [1, 9] and [4] . The analysis of matrices in equation (1) is based, in a certain sense, on the symmetric group, which is the standard example of a reflection group. Note that there are other examples of matrix families naturally associated with reflection groups [4] .
