research that was taken from the field of communications is the need for the rerouting of units from an origin, that is, the routing representation of a lost routing unit or, in the case of telecommunication networks, information packets.
Stochastic Shortest-Path Problems
Deterministic shortest-path problems seek a path or sequence of nodes that minimizes the generalized cost of traveling between a given origin and destination. Stochastic shortest-path problems introduce uncertainty in the problem parameters so that the stochastic nature of such parameters can be modeled.
In the classical deterministic shortest-path problem, all problem parameters are constant and no negative cost cycles exist. In this specific case, it can be shown that at least one deterministic policy exists (1) . Several variations of the problem have been developed since the original work by Dijkstra, including stochastic (2-7), time-dependent (5, 8, 9) , and recourse-based (10, 11) problems.
Frank considered one of the earliest versions of a stochastic shortest path (7) . The focus of the research was to establish the probability distribution of the length of the shortest path in a network in which link costs are stochastic. Further work that focused on measures of performance on the basis of probabilistic statements includes that of Sigal et al. (2) , Kulkarni (6) , and Corea and Kulkarni (3, 4) .
Stochastic shortest-path problems in which the objective is to minimize a given utility function of flows have received considerable attention in the research of Loui (12), Eiger et al. (13) , Mirchandani and Soroush (14) , Murthy and Sarkar (15) , and Mirchandani (16) .
Bertsekas and Tsitsiklis first considered a Markovian decision process (MDP) approach to the case of a stochastic shortest path and used classic results from the MDP literature to establish the existence of an optimal stochastic policy, as well as a policy iteration solution methodology (17) . Although the approach is mathematically sound, the concern with the modeling of network problems as MDPs is the size of the state and policy spaces. Because of the combinatorial nature of routing problems, enumeration of all possible states is computationally expensive, and as such, classical MDP methods
Finding Minimum-Cost Dynamic Routing Policies in Stochastic-State Networks with Link Failures
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The focus of this research is to develop minimum-cost dynamic routing policies that can identify connecting paths between nodes in a stochasticstate network. In this context, the stochastic element of the network is the network structure, that is, the set of links that exist under each realization of the network state. It is assumed that information about the true network state can be gathered only endogenously through the routing decisions themselves. As such, the objective becomes finding a dynamic policy that accounts for information gathered en route that minimizes the cost of detection of a viable path between a given origin and destination. An exact solution method, based on a Markovian decision process, is presented, and then a heuristic based on an aggregating function of the network is developed.
Link failures in the context of networks imply a disconnection or a lack of connectivity between two previously connected components. On the basis of the context of the problem, this may involve physical or virtual failures. In the context of transportation networks, a link failure may represent the structural failure of a bridge or the blockage of a road segment because of an accident. In the context of communications networks, a link failure may represent the inability of two points in the network to send and receive information because of weather or technical difficulties.
The motivation for this research arises from the field of emergency routing. Although in regular routing operations the network topology is assumed to be known a priori, in circumstances in which the topology of the network may be affected in stochastic ways, for example, in the case of natural or human-caused disasters, algorithms that can account for this uncertainty in network structure must be developed. Furthermore, when the routing in question is of a sensitive type, for example, routing involving injured individuals or emergency resources, the time savings that can be obtained from proper exploitation of knowledge of the probability distributions governing the failure of links could be significant.
A secondary source of motivation for this problem came from the field of telecommunications, in which link failures are much more common and proper planning of information routing policies is necessary in many cases to maintain connectivity throughout the network. One main assumption in the problem presented in this such as policy and value iteration are usually not computationally tractable for realistically sized routing problems. The problem considered in this research exploits the solution structure to reduce the set of decisions that needs to be considered at each stage to develop a more efficient solution procedure to the problem.
Shortest-Path Problems with recourse
Shortest-path problems with recourse introduce a sequence of decision-making stages into the routing process during which information acquired up to that point can be used to make such a decision.
Although the literature on shortest-paths algorithms is extensive, the focus of this section is on shortest-path problems in which the desired solution is not a single route per se but, rather, a routing policy. The need for a routing policy arises in general as a result of introduction of stochasticity into the problem, whether it be in the link costs, link existence, or link travel times (in the case in which travel costs are different from link travel times).
Pretolani examined a shortest-path problem in which link costs are both stochastic and time dependent (9) . The problem is reformulated in a time-expanded hypergraph in which the objective becomes to find the hyperpath (that is, a family of paths connecting two nodes) of least cost. Waller and Ziliaskopoulos (10) and Polychronopoulos and Tsitsiklis (11) consider versions of the shortest-path problem in which recourse is available on the basis of information gathered en route; that is, the routing policy is dependent on the particular realization of link costs that are encountered. Polychronopoulos and Tsitsiklis (11) assume that once a link cost is observed, it does not subsequently change, whereas Waller and Ziliaskopoulos (10) assume that each visit to a link is a new random trial. Fu and Rilett consider a dynamic and stochastic shortest-path problem in which the link costs are modeled as continuous-time stochastic processes (18) .
Stochastic Shortest-Path Problems with Link Failures
The field of routing in the presence of link failures has received increasing attention as the requirements for the maintenance of large networks that are connected has increased in the telecommunications industry. Development of restoration procedures, that is, rerouting of information in the presence of random link failures, is an active area of research, as previously discussed. This section focuses on the literature on shortest paths under probabilistic link failures, which differ from those discussed earlier in that they explicitly account for the risk of link failure rather than just being a reaction to the failure of links.
Zhang et al. use a multiplication-to-summation method to transform failure probabilities into additive link cost functions by taking the logarithm of the link failure probabilities (19) . Using this technique, Zhang et al. identify, on the basis of a minimum threshold of availability probability, which paths must be protected from failure (19) . Modiano and Lee attempt to determine sets of disjointed paths with the lowest joint probability of failure in networks in which link failures are probabilistic and potentially correlated (20) . Andreatta and Romeo consider a problem in which links have an explicit probability of failure (21) . Link failures are learned when the upstream node is reached and the route must be continued to the destination.
Contribution
The majority of work on shortest-path problems in the presence of link failures has focused on detection of sets of paths that have an acceptable probability of inclusion of at least one path not affected by failures. The problem presented in this research focuses on the issue of routing in a network in which an available path is guaranteed to exist; however, as routing costs must be accounted for, a balance between the cost of a path and its survivability must be established. Intuitively, a path with a very high cost and a low probability of failure may be preferred over a path that is cheaper and yet has a very high probability of failure. Furthermore, the problem is not chance constrained in nature: detection of a path is not sought in a certain fraction of problem instances but in every instance of the problem.
Although MDP formulations for shortest-path problems have been explored in the literature, the formulation for the problem presented in this research uses structural properties of the problem to reduce its complexity. In particular, deterministic shortest-path procedures are used to identify the set of paths that needs to be considered to identify nontrivial transitions. A heuristic procedure based on identification of feasible paths for aggregated network states is also proposed to generate feasible solutions in an efficient manner.
ProbLem DeFinition
The objective of this section is to provide an informal definition of the problem at hand, including the objective, decisions, and constraints of the problem, and a small illustrative example that helps motivate the problem, which leads to the formal definition of the problem later in the paper.
The problem addressed in this section is the following: given a single vehicle, determine the optimal a priori routing policy that guarantees detection of a feasible route between a given origin and destination with minimum routing cost in a stochastic-state network (SSN) in which the stochastic parameter is the binary variable representing the availability of each link and routing must restart from the origin if a link failure is encountered as part of a chosen path.
The requirement that units must be rerouted from the origin can be interpreted in several ways within specific application contexts:
• Loss of routing unit. Interpretation of loss of the routing unit is relevant to routing operations in which the unit is lost or destroyed if it encounters a link failure. Examples are routing of units in military operations and routing of information in telecommunication networks.
• Unit-based service of link. Interpretation of the unit-based service of a link is relevant to routing operations in which, in addition to establishment of connectivity, it is also desirable to repair network elements to restore the original state of the network.
• Lack of availability of rerouting mechanisms. The interpretation that rerouting mechanisms are unavailable is relevant to routing operations in which the routing units used do not have an available rerouting mechanism or in which communication of such a rerouting decision is not possible. Examples are routing of units with artificial intelligence not prepared to deal with the failure of paths or cases in which information about the system is available to a central planning unit but not the individual routing units.
An "online policy" is defined to be the set of routing decisions conditional on the information acquired at each stage of the problem.
mathematiCaL FormuLation
To define the problem mathematically in a thorough manner, the network characteristics are first defined and the dynamic programming formulation is provided.
Stochastic-State network
Define an SSN, SSN A (Ω A , P), where the set Ω A is a finite set of elements ω equal to (N, A, c, d); where N is the set of nodes; A is the set of available links under scenario ω; c is the link cost vector; and d is the demand vector, which is equal to 1 for the source node and −1 for the destination node; and P is probability. Assume that N, c, and d are the same across all network states. The subscript A is meant to indicate stochasticity in the set of links only; that is, only the link set changes from state to state.
Given an origin r and destination t, further assume that for every scenario ω ∈ Ω at least one path exists between r and t; that is, ρ ω (r, t) ≠ ∅, where ρ ω (r, t) is the set of paths between nodes r and t in scenario ω. Furthermore, define ρ H (r, t) for a set of scenarios H ⊆ Ω. ρ H (r, t) is equal to ∩ ∀ω∈H ρ ω (r, t), that is, the set of paths between nodes r and t that exists under all network states ω ∈ H. Further define c(ρ) to be equal to ∑ ∀(i,j)∈ρ c(i, j) as the cost of path ρ.
markovian Decision Process
To model this routing problem as an MDP, four main concepts are defined: state, control policies, decisions, and transition costs. The problem can be defined as an MDP because of the stochastic-state network setup: it is such that, for a given control policy, the problem reduces to a Markov chain with absorbing states defined by the routing unit being positioned at the destination.
State
Define a state s k , which is equal to (i k , Ω s k), where i k is the current location of the routing unit and Ω s k ⊆ Ω is the set of possible scenarios in state s k . Once again, the distinction between a state in the MDP formulation of the problem and a network state, which refers to the SSN representation of the network, is emphasized. This definition of state is such that the transition probabilities from state to state can be defined a priori for a given control policy and such that the events that occurred prior to the current state that are relevant to the decision process are all accounted for in the definition of the state itself. It is not necessary to know the path taken to the current node; only the implications of the survivability of the path taken for the set of remaining network states need to be known.
Control Policies
Define a control policy µ k to be a mapping from s k into a path between i k and t, where µ s k is the path to be followed under state s 
Transition Costs and Probabilities
For a generic state s k and control policy µ: such that µ(s k ) = (i, j), transitions to two different states are possible. These transitions correspond to whether link (i, j) has failed under each of the network states in Ω s k. Let A ω 0 and A ω f be the set of links that exist in network states ω 0 and ω f , respectively: 
), where 
Problem Formulation
Given the states, control policies, transition costs, and transition probabilities defined above, the problem can be formulated given the following recursive function:
where
The beginning recursion is the recursive function evaluated when the routing vehicle is at the origin and the full set of network states Ω is possible. The recursive function consists of three terms: the transition cost, which is equal to the link cost; the cost of rerouting of a unit from the origin in the case in which a link failure is encountered, weighted by the probability of such an event; and the cost of routing of a unit to the origin from the next node, in the case in which the link has not failed, weighted by the probability of such an event.
The terminal states for which the recursive function value is 0 are defined by the location variable being equal to the destination and Ω f , which is the set of network states under which the path followed is valid. This set Ω f can be any set of network states. Given this formulation, the solution method is developed in the next section.
SoLution aLgorithm
An algorithm for the problem defined in this paper is present on the basis of the development of upper and lower bounds based on the properties outlined in the previous section within a dynamic programming framework. To provide a formal definition of the algorithm, the recursive function presented above is again used: ( )+ Ω ( ) ( )
The main concept used in the development of the algorithm is the fact that a subset of links is transition links, that is, links that will partition the set of network states, and as such, an encounter with any particular transition link requires the solution of two subproblems corresponding to the outcomes of a link failure and a link survival. A formal definition of a transition link is provided as follows: The definition is motivated by the fact that a nontransition link transitions into a single state with a probability of 1 as either P(Ω f k+1 ) or P(Ω o k+1 ) will be equal to 0. The transition that occurs when a nontransition link is chosen as a trivial transition is further defined. A sequence of trivial transitions beginning at state s k comprises a deterministic path between i k and the tail node of either a transition link or a link that arrives at the destination. As such, all outgoing links at a particular state do not need to be considered; rather, the focus can be on the least-cost paths that lead to either a transition link or the destination. This set of paths is defined as follows: The CTPS can be found efficiently by running of a shortest-path algorithm in a network consisting only of links that exist in all possible network states, that is, nontransition links. The resulting solution will be a set of paths to each node that is reachable. The cost to reach each transition link will be equal to the cost required to reach its head node. Equation 4 is reformulated to account for the fact that, at every state, only paths in CTPS need to be considered:
where c(µ) is the cost of path µ, where µ ∈ CTPS(s k ). To provide an interpretation of the formulation, at each state the optimal decision can be either (a) a path to a transition link such that the routing cost to and including that transition link plus the expected cost of the resulting states is minimized or (b) the leastcost path between the current node and the destination that uses only nontransition links. Because the path followed to a transition link (i, j) ∈ CTPS(Ω k ) is of no importance because, by definition, it cannot include any transition links, only the shortest path to each such transition link must be considered.
An outline of the general algorithm is provided next.
Main recursion: V(i k
, Ω) Inputs: current node, current set of link-failure scenarios, optimal value: z* ← ∞, optimal solution: µ* find closest transition path set = CTPS for all µ ∈ CTPS do if
During each iteration, the set of reachable transition links is identified, and for each transition link, the value of the recursive function is calculated. The worst-case complexity of the algorithm can be determined with consideration of the fact that at most |Ω| − 1 transition links will need to be visited in any one instance of the problem to establish the true network state, and as such, the depth of the recursion will be O(|Ω|). Because the set of reachable transition links will need to be calculated within each iteration, for a procedure that has complexity O(n 2 ) and a set of at most m recursive function evaluations, the overall complexity of the algorithm will be O(m
heuriStiC This section presents a heuristic developed for the problem that allows tractability in much larger networks. The heuristic is based on the concept of determination of sets of network states under which a single-path strategy is feasible.
Definition 3. Define a set of states T = {ω 1 , ω 2 , ω 3 , . . . , ω γ } to be consistent if, for a source r and sink t, ρ T (r, t) ≠ ∅, that is, if at least one path connects r and t in all scenarios in T.
The heuristic presented in this section focuses on the use of consistent subsets of network states in a sequential aggregation procedure and by use of guaranteed paths in such subsets to obtain feasible solutions.
An intuitive view of the main concept behind the heuristic and then a rigorous definition of the algorithm are provided.
motivation
The main idea behind the heuristic is that, for a given set of network states Ω, a feasible solution is a family of paths such that for each possible network state, at least one such path is feasible. As such, any feasible solution can be thought of as a partitioning of the set of possible scenarios into consistent subsets, with one path being assigned to each partition and the paths being followed in a specific order. The critical issue is how both the sequence of paths and the partitions are determined.
The MDP formulation presented in this section seeks the sequence of paths that minimizes the expected cost but addresses the partitioning only implicitly: the paths effect the partition. The main concept behind this heuristic is use of the procedure in the exact opposite way: the partitions are first determined, and then path policies are created to generate feasible solutions. The issue then becomes systematic generation of these partitions so that (a) the generation of partitions is efficient and (b) the generation of paths given the partitions is efficient. The focus of the heuristic presented in this section is to choose the partitions so that the paths can be generated according to a simple shortest-path procedure. To guarantee this, the way in which the set of feasible network states is chosen to be partitioned is important. Specifically, the objective is to generate partitions such that the individual partitions form consistent sets, which allows the determination of simple paths by use of a shortest-path procedure.
Rather than an evaluation of possible families of paths that result in a feasible solution, the focus is on the family of static partitions (that is, partitions that do not depend on the path followed) that can be generated. Each partitioning implies that one path that is feasible for each partition will be determined and that the paths will be followed in the order of the partitions if link failures are encountered. Although this is not optimal, this procedure provides feasible solutions.
heuristic algorithm
This section describes the elements of the heuristic on the basis of the concepts described in the previous section and builds toward the full heuristic algorithm.
The algorithm can be divided into three parts: the state-partitioning algorithm, the path sequencing procedure, and the reoptimization of the path sequence algorithm. Because this is a heuristic and, as such, is meant to be significantly more tractable that the optimal algorithm, this focus is on a state-partitioning procedure that is computationally simple but that produces good results.
State Partitioning and Path Generation
The procedure developed to generate the state partitioning is a greedy, sampling-based algorithm that attempts to generate consistent subsets by sequential use of an aggregated network. The procedure starts with a subset consisting of a randomly chosen, feasible network state; other feasible network states are randomly added; and an aggregated network state is generated by use of an aggregating function. To ensure that a consistent subset is maintained, a check that a path exists in such a network state is performed. If no network state can be added such that the subset remains consistent, a new subset is constructed and this procedure is repeated until every feasible network state belongs to one subset. This ensures that the subsequent path-generating procedure will generate a feasible path for each network state.
With formalization of the procedure, the algorithm is described below. , where ∪ ∀k q k = Ω and q i ∩ q j = ∅, and an associated feasible path for such a partition. Once this sequence of partitions and paths is available, the sequence in which these paths will be followed must then be determined.
Path Sequencing
The three main properties of each partition are as follows:
1. Cardinality of the partition. In intuitive terms, a partition that has a large cardinality will provide a feasible path in a larger number of network states and will thus have a lower probability of route failure.
2. Failure profile of the associated path. Define the failure profile of path θ k as the frequency with which each link in the path will be the first to fail under scenarios that are not q k . A path in which its earlier links are the first to fail more frequently is desirable, as a shorter portion of the path will need to be traveled before it is recognized that a rerouting from the origin will be needed.
3. Path cost. Because the objective is to minimize expected costs, paths of lower cost are preferred.
The path sequencing heuristic presented in this section attempts to account for these three factors in the determination of a sequence of partitions and paths. The heuristic is based on estimation of the cost of a route failure on the basis of the cost of alternative paths and number of partitions, and then the path with the lowest cost of route completion plus route failure is chosen. When this procedure is performed one routing stage at a time, a path sequence can be developed.
Consider a routing stage u and an associated list of candidate partitions and paths Q u such that the set of feasible network states in Ω u ⊆ Ω, as some network states may have been ruled out in earlier routing stages. The estimate of the failure cost of each path is used as the cost of the worst-case scenario, that is, the sum of the costs of all other paths in the list of possible paths. This represents the event such that if a route failure is encountered, each subsequent path will be followed until its last link before a failure, which constitutes an upper bound, is encountered.
To determine the failure profile of a path θ k , create a set Γ i of network states corresponding to all network states in which link θ i k will be reached. To calculate this set for each i, initialize the set Γ 0 = Ω; and in each iteration, record the magnitude of Γ i , weight it by the cost of the link c(θ i k ), and determine the set Γ i+1 by removal of the network states in which link θ i k does not exist. The sum of all these terms divided by the magnitude of Ω u gives an expected cost of routing before failure over all states. An example of this procedure is shown in Figure 1 .
An estimate of the cost of each path can now be generated, and as such, the partition-path combination with the minimum heuristic cost, η(u), can be chosen:
The formulation presented above is rewritten to provide a clearer picture of the terms:
The first term in the expression in Equation 6 is the cost of the path weighted by the probability that the path will be successfully traversed. The second term represents an upper bound on the remaining cost of routing, weighted by the probability that a link failure will be encountered. The final term represents the expected cost of routing before a link failure is encountered.
Start with u equal to 0 and Ω 0 equal to Ω. Then, calculate this value for each stage, fix the path, and then perform the same procedure on the next stage with a reduced number of partitions and paths. In the worst case, this will take |Ω| iterations, in which each iteration can be performed with polynomial worst-case complexity.
The formal algorithm is as follows:
Path sequencing: PS(Ω, Q, Θ) Inputs: network states Ω, partitions Q, and paths
end if end for end for Output: ordered Q and Θ Once this sequence of paths has been determined, the last step of the heuristic, namely, the reoptimization of the path sequence with an accounting for the real transitions given a specific path sequence, can be performed.
Path Sequence Reoptimization
To further optimize the previously developed path sequence, path sequence reoptimization is used with the aim to remove unnecessary paths from the sequence, that is, paths corresponding to partitions that will not be reached under the sequence of link failures established by the path sequence chosen. The reoptimization procedure is a recursive function that determines which links along each path will result in transitions and ensures that only paths with a positive probability of completion are used. An illustrative example is presented in Figure 2 .
This step is required because the sequencing of paths presented in the previous section allows earlier paths to be feasible in more network states than just the partition for which the path was determined. The original partition-path combinations are sequenced in an order such that earlier paths cannot be feasible for network states in later partitions; but as this order is changed, this property no longer If link {0,1} has failed, then the probability of being in partition 2 is 0. Therefore, path θ 2 is skipped, and path θ 3 is followed instead. holds and a possibility to improve the solution by elimination of paths that have a success probability of 0 (that is, paths that were meant for a specific partition, the network states for all of which are no longer feasible) exists. The algorithm is shown below:
Path sequencing reoptimization: PSRO(s, Q, Θ, π) Inputs: input state s = (Ω, ι), network states Ω, Inputs: partitions Q, paths Θ, current partition π 
Full Algorithm
The advantage of the heuristic algorithm proposed here is that it can be implemented as a subroutine within the original MDP formulation. As the heuristic provides both an upper bound and a feasible solution to the problem, the authors chose to approximate both the solution vector and the value of the recursive function at any point in time by the value of the heuristic.
The full heuristic consists of performance of a predetermined number of iterations of the cycle of procedures listed in this section in which each iteration corresponds to a specific partition. Because the partitions are developed by use of a random choice of nodes, each iteration can potentially yield a new partition, a partition that may result in a better solution. The full algorithm is presented below: The heuristic procedure developed in the previous section can easily be implemented within the MDP-based algorithm developed earlier. This can be done by determination of a specific number of transitions α before the evaluation of future recursions is stopped and instead an upper bound and policy generated by use of the heuristic are used. This variation of the algorithm is presented below:
Main recursion: V(s k , lev) Inputs: current node, current set of link-failure scenarios, optimalValue: z* ← ∞, optimalSolution: µ* if lev < α do find closest transition path set = CTPS for all µ ∈ CTPS do if
A comparison of numerical results is shown for three sets of randomly generated networks:
• N = 25 and |Ω| = 10, • N = 25 and |Ω| = 15, and • N = 50 and |Ω| = 5.
The networks were randomly generated by use of a probability of 0.2 that a link exists between any two nodes and a probability of 0.2 that each link will exist under each particular scenario. The results for each network are shown in Table 1 and Figure 3 . The number of iterations used for the heuristic was set at the number of feasible network states squared. The number of new partitions developed after that number was found to decrease significantly and did not improve the results significantly.
The numerical results confirm that the heuristic not only requires significantly shorter computational times but also can provide extremely accurate results for relatively low values of the number of steps used in the heuristic. In particular, when the number of steps of the heuristic, α, is set at values of 2 or higher, the percentage from optimality approaches 0 in most cases.
DiSCuSSion oF reSuLtS anD ConCLuSionS
The focus of this paper was to develop an MDP-based formulation for a shortest-path problem with link failures to show that specific properties of the SSN formulation allow a more efficient solution procedure. The paper presents a heuristic based on aggregation of network states to solve problems of more realistic size.
The numerical results show that the heuristic does indeed perform well and much more efficiently than exact solution of the dynamic programming formulation. Furthermore, a hybrid version of the algorithm, in which the heuristic is used to bound evaluation of subproblems along the dynamic program, can be adjusted to provide increasing levels of accuracy while still performing more efficiently than the exact method.
Through the development of the research presented in this paper, it became apparent that several natural extensions of the problem could pose interesting research problems.
This research assumed the availability of routing units such that no decision on the number of routing units to be deployed or the number of units to be allowed to fail from a cost standpoint must be made. A more realistic scenario is one in which a fixed cost is used to add a unit to the routing procedure and one in which an associated cost is used with a vehicle experiencing a link failure.
This research assumes a sequential routing of vehicles. A more complex, though interesting, problem is the parallel routing of multiple units. Although an MDP formulation of the problem can be seen to be an extension of that presented in this paper, the problem quickly becomes intractable. Whether variations of the heuristic presented in this paper are suitable for the multivehicle setting is an interesting research question. 
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