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Abstract
In this work we consider systems of two smooth vector fields on the three-dimensional torus associated
to a closed 1-form. We prove that, for such systems, the global solvability in the space of smooth functions
is characterized by the property of all the sublevel and superlevel sets of a certain primitive of the 1-form
being connected.
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1. Introduction
Let b be a smooth, real, closed 1-form defined on the two-dimensional torus T2 and consider
the line sub-bundle, T ′, of the complexified cotangent bundle C⊗T ∗(T3) spanned by the 1-form
dx − ib ∈∧1 C∞(T3), where x denotes the variable in S1. The orthogonal bundle V = (T ′)⊥ is
then a vector sub-bundle of C ⊗ T (T3) whose fibers have dimension two. The sub-bundle V is
spanned by the vector fields
Lj = ∂
∂tj
+ ibj (t) ∂
∂x
, j = 1,2,
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With this definition, V is a locally integrable structure of codimension one over T3 (see [18]).
We consider the differential complex
0 →D′(T3) L0−→∧1D′(T3) L1−→∧2D′(T3)→ 0,
with L0 :D′(T3) →∧1D′(T3) and L1 :∧1D′(T3) →∧2D′(T3) being defined by the expres-
sion
L
j = dt + ib(t)∧ ∂x, j = 0,1, (1.1)
where dt is the exterior derivative in T2t and ∂x = ∂/∂x.
In [17], Treves proved that the semi-global solvability of L0 is closely related to the connect-
edness of the superlevel and sublevel sets of a local primitive of the 1-form b. In [12], it was
shown that when b is an exact form, the global solvability of L0 is equivalent to the condition of
connected sublevel and superlevel sets of a global primitive of b.
We are interested in studying the global solvability of L0 in the case where the periods
b10 =
2π∫
0
b1(τ1,0) dτ1 and b20 =
2π∫
0
b2(0, τ2) dτ2 (1.2)
are rationally independent, that is, incommensurable. In this case, b has no primitive defined
on T2; we will use instead a primitive of pull-back of b by means the universal covering (see
Theorem 1.2).
In order to state our main result, we begin by presenting conditions which are necessary for the
equation L0u = f to have solutions u ∈ D′(T2), when f ∈∧1C∞(T3). Clearly f must satisfy
L
1f = 0 and also
2π∫
0
2π∫
0
f1(t1,0, x) dt1 dx = 0 and
2π∫
0
2π∫
0
f2(0, t2, x) dt2 dx = 0. (1.3)
Let us introduce the following notation:
E=
{
f ∈∧1C∞(T3); L1f = 0 and (1.3) holds}. (1.4)
Definition 1.1. We say that the differential operator L0 is globally solvable if, for every f ∈ E,
there exists u ∈D′(T3), such that L0u= f .
Theorem 1.2. Let b ∈∧1C∞(T2) be a closed 1-form with incommensurable periods and set
B(t)
.= ∫ t0 ∗b, where  :R2 → R is the universal covering and ∗b is the pull-back of b. The
operator L0 = dt + ib(t) ∧ ∂x is globally solvable if and only if the sublevels Ωr = {τ ∈ R2;
B(τ) < r} and the superlevels Ωr = {τ ∈R2; B(τ) > r} are connected, for every r ∈R.
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sufficient for the validity of global solvability.
In [10], under the assumption that the coefficients are real analytic, a necessary condition for
the global solvability of L0 was presented. At the end of Section 4.4 we will compare this condi-
tion with ours. Other works dealing with global properties such as solvability and hypoellipticity
of vector fields are [2–8,11,15,16].
The proof of our main theorem is divided in several parts. The sufficiency is dealt with in
Section 2 and the necessity in Section 3 (the model case) and Section 5 (reduction to the model
case). The main results proved in Sections 2 and 5 depend on the existence of a curve which
is transversal to the unbounded connected components of level sets of B , as well as a good
knowledge of the behavior of all the level sets of B; this study is contained in Section 4.
2. Sufficiency
In this section we prove that a sufficient condition for L0 to be globally solvable is that all
sublevels Ωr and all superlevels Ωr of B are connected.
In order to obtain an expression for the Fourier coefficients of the solution we seek, suppose
for the moment that, given f ∈ E, there is a solution, u ∈ D′(T3), to L0u = f . Taking the x-
Fourier series in this equation, we obtain
(
dt − ξb(t)∧
)
uˆ(t, ξ)= fˆ (t, ξ), (t, ξ) ∈R2 ×Z. (2.1)
For each ξ ∈ Z, the general solution, defined on R2, to this equation is
uˆ(t, ξ)=
t∫
t0
e−ξ [B(τ)−B(t)]fˆ (τ, ξ) dτ +KξeξB(t), with Kξ ∈C. (2.2)
Since this integral does not depend on the path of integration, we may choose, for each
t0 ∈ [0,2π]2, a path γ : [0,2π] → R2 beginning at t0 and ending at t0 + (2π,0), whose projec-
tion on the 2-torus is a smooth closed curve which is non-homologous to zero. In this situation,
we obtain the following solution to Eq. (2.1), when ξ 
= 0:
uˆ
(
γ (s), ξ
)=
s∫
0
ωdσ + 1
e−ξb10 − 1
2π∫
0
ωdσ, (2.3)
where
ω(σ, ξ)= e−ξ [B(γ (σ ))−B(γ (s))]fˆ (γ (σ ), ξ)γ ′(σ ), ∀σ ∈ [0,2π].
When ξ = 0 and ∫ 2π0 fˆ (γ (σ ),0)γ ′(σ ) dσ = 0, we integrate (2.2) over γ obtaining the fol-
lowing solution to (2.1):
uˆ
(
γ (s),0
)=
s∫
fˆ
(
γ (σ ),0
)
γ ′(σ ) dσ +K0. (2.4)0
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t0 − (2π,0), whose projection on the 2-torus is again a smooth closed curve, which is non-
homologous to zero. For this curve, the expression (2.3) is still valid with γ replaced by λ and
the denominator of the fraction replaced by e+ξb10 − 1.
2.1. Integration paths
For each t ∈ R2, we use the notation F(t) for the level set of B , with level B(t), that is,
F(t)= B−1({B(t)}). Observe that since b is a closed, continuous 1-form defined on the 2-torus
and b20 
= 0, each F(t) is contained in a non-vertical strip St = {αt  b0 · τ  βt } in R2.
By compactness, there is a non-vertical strip S = {τ ; |b0 ·τ | ν} ⊂R2 containing all the level
sets F(t) with t ∈ [−2π,4π] × [0,2π]. Therefore, the half-plane {b0 · τ < −ν} is contained
in each of the sublevel sets ΩB(t), and the half-plane {b0 · τ > ν} is contained in each of the
superlevel sets ΩB(t), for all t ∈ [−2π,4π] × [0,2π].
Remark 2.1. Throughout this article we will assume that the periods b10 and b20 satisfy
b20 < b10 < 0. Note that there is no loss of generality in doing this. Indeed, since b10 
= 0 and
b20 
= 0, if b10 > 0 we use the diffeomorphism (t1, t2) → (−t1, t2) and if b20 > 0 we use the
diffeomorphism (t1, t2) → (t1,−t2). Finally, if b20 > b10 we exchange t1 and t2.
Lemma 2.2. Let b be a continuous, closed 1-form defined on the 2-torus with incommensurable
periods and b20 < 0. Suppose also that, for each r ∈R, the sublevel set Ωr = {τ ; B(τ) < r} and
the superlevel set Ωr = {τ ; B(τ) > r} are connected, where B = ∫ t0 ∗b. Then the sets
Kr
.=Ωr ∩
([−2π,4π] ×R)∩ S and Kr .=Ωr ∩ ([−2π,4π] ×R)∩ S
are bounded and path-connected.
Proof. Since the strip [−2π,4π] × R is not parallel to S = {|b0 · τ | ν}, the sets Kr e Kr are
bounded.
In order to prove that Kr is path-connected, let P,Q ∈Kr and take a path γ ⊂Ωr connecting
them. If γ is contained in Kr , then there is nothing to prove; if not, then we modify this path, by
using the following facts: (i) the function B is decreasing along the lines t1 = −2π and t1 = 4π
(see Theorem 4.30); (ii) the line {b0 · τ = −ν} is contained in Ωr .
For instance, if γ reaches points on the left side of the line t1 = −2π , we pick the first point
P0 = γ (p0) and the last point Q0 = γ (q0) where γ intersects this line. Next, we replace the
piece γ ([p0, q0]) of γ by the segment [P0,Q0] ⊂ Ωr , obtaining a new path that does not reach
points on the left side of the line t1 = −2π . The proof for Kr is similar. 
The next proposition tells us how to choose the integration paths to be used in formula (2.3).
The statement and the proof have been inspired by reference [17] of Treves (see also the lecture
notes with the same title as [17], published by Universidade Federal de Pernambuco, Brazil).
Proposition 2.3. Under the same hypotheses of Lemma 2.2, there exists a constant M > 0, such
that ∀t ∈ [0,2π]2 and ∀ξ ∈ Z, there exists a piecewise linear path γ (t, ξ) joining t e t + (2π,0)
with the following properties:
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1 + |ξ | , ∀τ ∈ γ (t, ξ); (2.5)
(ii) The length of ∣∣γ (t, ξ)∣∣<M(1 + |ξ |). (2.6)
Proof. Let D0 be the collection of all closed squares in R2 with side-length 2π and vertices
in 2πZ2. For any j ∈N, we denote by Dj the image of D0 under the contraction t → 2−j t .
Given t ∈ [0,2π]2 and ξ ∈ Z, set r = B(t)+ 12(1+|ξ |) and consider the sets
Ajr = {Q ∈Dj ; Q∩Kr 
= ∅} and Vjr =
⋃
Q∈Ajr
Q.
Observe that any point s ∈ Vjr is contained in a square of diagonal π
√
2/2j−1, which inter-
sects Kr at a point s′, hence
B(s)
∣∣B(s)−B(s′)∣∣+B(s′) ‖b‖∞|s − s′| + r  ‖b‖∞π
√
2
2j−1
+ r.
Now we take j ∈N so that
2j−1 < 4π
√
2
(
1 + |ξ |)‖b‖∞  2j . (2.7)
With this choice, we have
B(s) ‖b‖∞π
√
2
2j−1
+ r  1
2(1 + |ξ |) + r = B(t)+
1
1 + |ξ | , ∀s ∈ Vjr .
By Lemma 2.2, Kr is path-connected, hence so is Vjr . We claim that we can join the points t and
t + (0,2π) by means of a piecewise linear path γ (t, ξ) which is contained in Vjr , and intersects
each square in Vjr at most once. To see this, take a path γ joining t to t + (0,2π) and detect the
first and the last intersection points of γ with each square in Vjr . Then replace the piece of γ
between these two points by the line segment whose end points are exactly these two points.
If N is the number of squares in D0 intersecting Kr , then the number of squares in Dj inter-
secting Kr is at most 4jN . Since the diagonal of each square in Vjr is π
√
2/2j−1, we have
∣∣γ (t, ξ)∣∣ π
√
2
2j−1
4jN <
(
4π
√
2
)2
N‖b‖∞
(
1 + |ξ |)=M(1 + |ξ |). 
The next result is the analogue of the last proposition for superlevels, and the inequalities
therein will be used when ξ > 0.
Proposition 2.4. Under the same hypotheses of Lemma 2.2, there exists a constant M > 0,
such that ∀t ∈ [0,2π]2 and ∀ξ ∈ Z, there exists a piecewise linear path γ (t, ξ) joining t and
t − (2π,0) with the following properties:
(i) B(τ) B(t)− 1
1 + |ξ | , ∀τ ∈ γ (t, ξ); (2.8)
(ii) The length of ∣∣γ (t, ξ)∣∣<M(1 + |ξ |). (2.9)
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2.2. Construction of the solution
Our aim is to show that, given f ∈ E, the equation L0u= f has a solution. In order to do this,
we prove that the formal series u(t, x)=∑ uˆ(t, ξ)eiξx , with partial Fourier coefficients obtained
in (2.3) is, in fact, a C∞ solution to this equation. For this, we need to prove that uˆ(t, ξ) and all
its derivatives decrease faster than all negative powers of ξ 
= 0, uniformly with respect to t .
The proof of the next lemma will be omitted because it is simply a matter of using the formula
∂j
( t∫
t0
ωdτ
)
= ξbj (t)
( t∫
t0
ωdτ
)
+ fˆj (t, ξ)
and proceeding by induction on the order of differentiation.
Lemma 2.6. For each pair (α,β) of nonnegative integers, with α + β  1 and for each ξ 
= 0,
we have
∂(α,β)
( t∫
t0
ωdτ
)
= ξα+βF(α,β)
( t∫
t0
ωdτ
)
+ ξα+β−1G(α,β),
where
F(p,q)+ej =
{
bj if p + q = 0,
bjF(p,q) + 1ξ ∂jF(p,q) if p + q  1
and
G(p,q)+ej =
{
fˆj if p + q = 0,
fˆjF(p,q) + 1ξ ∂jG(p,q) if p + q  1.
Observe that F(α,β) depends only on the derivatives of bj (of order less than α + β) and on
nonpositive powers of ξ , therefore F(α,β) is bounded over R2.
Moreover, G(α,β) is a finite sum, each summand being uniformly bounded, and depending on
the derivatives of bj and fˆj (of order less than α + β) and on nonpositive powers of ξ . Thus,
given (α,β) ∈ Z2+ and N > 0, we obtain a constant C(α,β) such that
|G(α,β)| C(α,β)
(1 + |ξ |)N . (2.10)
Lemma 2.7. For every N ∈N, there exists a constant C > 0 such that∣∣∣∣
∫
ω
∣∣∣∣ C(1 + |ξ |)N , (2.11)
γ (t,ξ)
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(this choice depends only on the sign of ξ ).
Proof. If ξ < 0, Proposition 2.3 implies that −ξ(B(τ)−B(t))−ξ 11+|ξ | , hence
∣∣∣∣∣
t∫
0
ωdτ
∣∣∣∣∣ supτ∈γ (t,ξ)
∣∣e−ξ 11+|ξ | fˆ (τ, ξ)∣∣C(1 + |ξ |)
 eC′
(
1 + |ξ |)−(N+1)C(1 + |ξ |) C(1 + |ξ |)−N.
If ξ > 0, we use Proposition 2.4 to obtain ξ(B(τ)−B(t)) ξ 11+|ξ | , and again (2.11) holds. The
case ξ = 0 is trivial. 
Definition 2.8. We say that the operator L0 is globally solvable in the C∞ sense if, for each f ∈ E,
there exists a solution u ∈ C∞(T3) to the equation L0u= f .
Proposition 2.9. Let b be a smooth, closed 1-form defined on the two-dimensional torus with
incommensurable periods b20 < b10 < 0. Suppose also that, for each r ∈ R, the sublevel Ωr =
{τ ; B(τ) < r} and the superlevel Ωr = {τ ; B(τ) > r} are connected, where B = ∫ t0 ∗b. Then
the operator L0 = dt + ib(t) ∧ ∂x is globally solvable in the C∞ sense, and in particular, L0 is
globally solvable, in the sense of Definition 1.1.
Proof. Since b10 < 0, there is a constant C0 > 0 such that
C−10 
∣∣ e±ξb10 − 1∣∣ C0, ∀ξ ∈ Z, with ± ξ > 0.
By Lemma 2.7 we have |uˆ(γ (s),0)| C and
∣∣uˆ(t, ξ)∣∣
∣∣∣∣∣
t∫
t0
ωdτ
∣∣∣∣∣+ 1|e±ξb10 − 1|
∣∣∣∣∣
t0±(2π,0)∫
t0
ωdτ
∣∣∣∣∣ C
′
(1 + |ξ |)N , for ± ξ > 0.
Also, when α + β  1, it follows from Lemma 2.6 that
∣∣∂(α,β)uˆ(t, ξ)∣∣ |ξ |α+β C(α,β),N
(1 + |ξ |)N+α+β C
′
(α,β) + |ξ |α+β−1
C′′(α,β),N
(1 + |ξ |)N+α+β−1
thus |∂(α,β)uˆ(t, ξ)| C
(1+|ξ |)N , ∀ξ 
= 0, t ∈ [0,2π]2 and N > 0. 
The proof of the sufficiency in Theorem 1.2 is complete; in fact, we have obtained smooth
solutions.
610 A.P. Bergamasco, A. Kirilov / Journal of Functional Analysis 252 (2007) 603–6293. Necessity: the model case
The idea is to show that, in a special situation, called the model case, we are able to construct
an f ∈ E for which the equation L0u= f has no solution u ∈D′(T3).
In Section 5, we show that the general case (when some sublevel or superlevel of B is not
connected) can be reduced to the model case by diffeomorphisms of the torus.
These results were inspired by the references [9] and [10].
We will call the model case the case when the operator L0 has the following properties:
b20 < b10 < 0, b(0,0) = 0, (0,0) ∈ −1() and the maximum of the pseudoperiodic function
B(t) = ∫ t0 ∗b over [0,2π]2 is not attained at the boundary. Note that under these assumptions
there exist disconnected sublevels or superlevels (see Proposition 4.28).
In order to construct an f ∈ E such that the equation L0u = f has no solution u ∈ D′(T3),
we need to make sure that the following compatibility condition is satisfied: L1f = 0, or equiv-
alently L1f2 = L2f1. That the compatibility condition is satisfied will be a consequence of our
procedure: we start from the x-Fourier coefficients of a specific function h ∈ C∞(T3) and use the
relations
L1f2 = L2f1 = h (3.1)
to find the x-Fourier coefficients of the functions f1, f2 ∈ C∞(T3). Next, supposing that the
equation L0u= f has a solution u ∈D′(T3), we find the x-Fourier coefficients of u. The contra-
diction will appear when we show that this sequence of coefficients of u does not correspond to
any distribution defined over T3.
Remark 3.1. From now on we will restrict ourselves to the frequencies ξ  1.
We begin by substituting the formal series
h(t, x)= 1
2π
∞∑
ξ=1
hˆ(t, ξ)eiξx and fj (t, x)= 12π
∞∑
ξ=1
fˆj (t, ξ)e
iξx, j = 1,2,
in the equations L1f2 = h and L2f1 = h. We obtain, for each ξ ∈N, the equations
(∂1 − ξb1)fˆ2 = hˆ, and (∂2 − ξb2) fˆ1 = hˆ,
where ∂j = ∂∂tj , j = 1,2.
Since b10 
= 0, b20 
= 0 and ξ 
= 0, each one of these equations has exactly one 2π -periodic
solution given by
fˆ1(t, ξ)= d2ξ
2π∫
0
eξ{B(t)−B(t1,t2−s2)}hˆ(t1, t2 − s2, ξ) ds2, (3.2)
fˆ2(t, ξ)= d1ξ
2π∫
0
eξ{B(t)−B(t1−s1,t2)}hˆ(t1 − s1, t2, ξ) ds1, (3.3)
where djξ = 12πξb , j = 1,2.1−e j0
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∑
ξ∈N uˆ(t, ξ)eiξx in Lju= fj we obtain
the equations (∂j − ξbj )uˆ= fˆj , with j = 1,2, which have exactly one solution, for each ξ ∈ N,
given by
uˆ(t, ξ)= d1ξ d2ξ
2π∫
0
2π∫
0
eξ{B(t)−B(t−s)}hˆ(t − s, ξ) ds1 ds2. (3.4)
Now we will define some auxiliary functions which will help us in the construction of the func-
tion h. First, we will choose a function χε ∈ C∞c (R2) such that:
χε(t)= 1 if t ∈Qε,
χε(t)= 0 if t ∈R2 \Q2ε,
0 χε(t) 1, ∀t ∈R2,
where Qε = {τ ∈ R2; |τj | < ε, j = 1,2} is the square with side-length equal to 2ε, centered at
the origin, and 0 < ε < π/4 is sufficiently small so that
∣∣B(t)∣∣ M
2
, ∀t ∈Q2ε; (3.5)
here, M is the maximum of B over [0,2π]2, and we have also used the fact that B(0,0) = 0.
Since we are supposing that the maximum does not occur at the boundary of [0,2π]2, there is
t∗ ∈ (0,2π)2 such that
B
(
t∗
)= max
t∈[0,2π]2
B(t)=M > 0. (3.6)
Now, we define two smooth, 2π -periodic functions by
p(t)
.=
∑
η∈2πZ2
B(t − η) · χε(t − η), ∀t ∈R2; (3.7)
q(t)
.=
∑
η∈2πZ2
(|t − η|2 − 1) · χε(t − η)+ 1, ∀t ∈R2. (3.8)
Finally we define
hˆ(t, ξ)
.=
{
e−ξ{Kq(t)−p(t)+M−λ}, if ξ ∈ Z and ξ  1,
0, if ξ ∈ Z and ξ  0, (3.9)
where λ > 0 and K > 0 will be chosen later on.
Substituting the coefficients hˆ(t, ξ) defined above into the formulas (3.2)–(3.4), we obtain, for
each ξ  1,
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2π∫
0
eξ{ϕ(t1,t2,0,s2)+λ} ds2, (3.10)
fˆ2(t, ξ)= d1ξ
2π∫
0
eξ{ϕ(t1,t2,s1,0)+λ} ds1, (3.11)
uˆ(t, ξ)= d1ξ d2ξ
2π∫
0
2π∫
0
eξ{ϕ(t,s)+λ} ds1ds2, (3.12)
where
ϕ(t, s)
.= B(t)−B(t − s)−Kq(t − s)+ p(t − s)−M.
Remark 3.2. Since hˆ(·, ξ), fˆ1(·, ξ) and fˆ2(·, ξ) are smooth periodic functions in R2, it is enough
to study their behavior on any square with side-length 2π . We will do this in the square
Q∗ = −1
2
t∗ + [0,2π]2.
If necessary, we take a smaller ε in order to have Q2ε ⊂ intQ∗.
In the square Q∗ the functions p and q become simply
p(t)= B(t) · χε(t), ∀t ∈Q∗, (3.13)
q(t)= (|t |2 − 1) · χε(t)+ 1, ∀t ∈Q∗. (3.14)
Proposition 3.3. h ∈ C∞(T3).
Proof. Since Kq(t) − p(t) + M M/2, ∀t ∈ Q∗, if we take λ < M/4, we obtain ξ{Kq(t) −
p(t)+M − λ}> ξM/4, when ξ  1 and then
∣∣hˆ(t, ξ)∣∣= e−ξ{Kq(t)−p(t)+M−λ} < e−ξ M4 , ∀t ∈Q∗ and ξ ∈N.
Now, ifα,β ∈ Z+, then ∂(α,β)hˆ(t, ξ) = hˆ(t, ξ)P (ξ,α,β), where P(ξ,α,β) is a polynomial ex-
pression involving only powers of ξ (powers less than α + β) and derivatives of ψ (which are
bounded on Q∗). Thus, there exists Cα,β > 0 such that∣∣P(ξ,α,β)∣∣ Cα,βξα+β, ∀ξ ∈N.
Therefore ∣∣∂(α,β)hˆ(t, ξ)∣∣= ∣∣hˆ(t, ξ)∣∣∣∣P(ξ,α,β)∣∣ Cα,βξα+βe−ξ M4
for all ξ ∈N and t ∈Q∗. We conclude that h ∈ C∞(T3). 
Proposition 3.4. f1, f2 ∈ C∞(T3).
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boundary of [0,2π]2 and that the maximum, M , of B over [0,2π]2 is not attained at points on
the boundary.
Thus
0M ′′ <M, where M ′′ .= max
t2∈[0,2π]
B(0, t2).
In the exponent appearing in the expression (3.10) we have
ϕ(t1, t2,0, s2)= B(t1, t2)−B(t1, t2 − s2)−M −Kq(t1, t2 − s2)+ p(t1, t2 − s2).
Note that q(t1, t2 − s2)= 0 ⇔ t1 = 0, s2 = t2 and when this happens we have
ϕ(0, t2,0, t2)= B(0, t2)−M M ′′ −M < 12 (M
′′ −M).
Since X .= {(0, t2,0, t2); (0, t2) ∈ Q∗} is compact, there is an open neighborhood U of X, con-
tained in (Q∗ ×Q∗)∩ {s1 = 0}, such that
ϕ(t1, t2,0, s2) <
1
2
(M ′′ −M), ∀(t1, t2,0, s2) ∈ U .
If δ > 0 is the minimum of the function (t1, t2,0, s2) → q(t1, t2 − s2) over the compact W .=
((Q∗ ×Q∗)∩ {s1 = 0}) \ U , then
ϕ(t1, t2,0, s2)N −Kδ, ∀(t1, t2,0, s2) ∈ V,
where N = maxW |B(t1, t2)−B(t1, t2 − s2)−M + p(t1, t2 − s2)|.
Next, if necessary, we take a larger K to obtain N −Kδ < 12 (M ′′ −M), hence
ϕ(t1, t2,0, s2) <
1
2
(M ′′ −M), (3.15)
for all t1, t2, s2 such that (t1, t2), (0, s2) ∈Q∗.
Going back to the expression (3.10), we have
∣∣fˆ1(t, ξ)∣∣ |d2ξ |
2π∫
0
eξ{ϕ(t1,t2,0,s2)+λ} ds2
 C
2π∫
0
eξ{
1
2 (M
′′−M)+λ} ds2  C2πeξ{
1
2 (M
′′−M)+λ},
where C > 0 is chosen so that
C−1 < |djξ |<C, for all ξ ∈N and j = 1,2. (3.16)
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∣∣fˆ1(t, ξ)∣∣ 2kπeξ M ′′−M4 , ∀ξ ∈N and t ∈Q∗.
Finally
∣∣∂(α,β)fˆ1(t, ξ)∣∣C
2π∫
0
eξ{ϕ(t1,t2,0,s2)+λ}
∣∣P(ξ,α,β)∣∣ds2,
where P(ξ,α,β) is a polynomial expression involving only powers of ξ (powers less than
α + β) and derivatives of ϕ (which are bounded on Q∗). Thus, there exists Cα,β > 0 such that
|P(ξ,α,β)| Cα,βξα+β , ∀ξ ∈N, and
∣∣∂(α,β)fˆ1(t, ξ)∣∣ CCα,β ξα+β
2π∫
0
eξ{ϕ(t1,t2,0,s2)+λ} ds2
 2πCCα,βξα+β eξ
M ′′−M
4
for all ξ ∈N and t ∈Q∗. We conclude that f1 ∈ C∞(T3).
By using similar arguments and taking a larger K , if necessary, it is possible to prove that, for
all t1, t2, s1 such that (t1, t2), (s1,0) ∈Q∗, we have
ϕ(t1, t2, s1,0) <
1
2
(M ′ −M), where M ′ .= max
t1∈[0,2π]
B(t1,0). (3.17)
Next, we take a smaller λ so that λ < 14 (M −M ′) and we obtain
∣∣fˆ2(t, ξ)∣∣ 2kπeξ M ′′−M4 , ∀ξ ∈N and t ∈Q∗.
Repeating the arguments used above, we conclude that f2 ∈ C∞(T3). 
Proposition 3.5. There is no periodic distribution whose sequence of x-Fourier coefficients is
the sequence {uˆ(t, ξ)} defined in (3.12).
Proof. To prove this result, we will analyze the behavior of uˆ(t∗, ξ). We start by rewriting the
expression (3.12) in the following form
uˆ(t∗, ξ)= d1ξ d2ξ (Iξ + Jξ ), (3.18)
where
Iξ =
∫ ∫
∗
eξ{ϕ(t∗,s)+λ} ds1 ds2 and Jξ =
∫ ∫
∗
eξ{ϕ(t∗,s)+λ} ds1 ds2.
|t −s|<ε |t −s|ε
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ϕ(t∗, s)= −B(t∗ − s)−K|t∗ − s|2 − p(t∗ − s)−m−Kε2.
Now, if necessary, we take a larger K and take a smaller λ to obtain m + Kε2 > 0 and λ <
1
2 (m+Kε2), hence
0 Jξ  4π2e
1
2 ξ{−m−Kε2}, ∀ξ ∈N. (3.19)
Thus, to prove Proposition 3.5, we will not need to worry about Jξ , that is, all the information
that we need is concentrated in the region |t∗ − s| < ε, where χε(t∗ − s) = 1 and ϕ(t∗, s) =
−K|t∗ − s|2, hence
Iξ = eξλ
∫ ∫
|t∗−s|<ε
e−ξK|t∗−s|2 ds1 ds2.
If we make the change of variables σ = √ξK(t∗ − s), we obtain
Iξ = C(ξ) eξλ 1
ξK
, where C(ξ) .=
∫ ∫
|σ |<ε√ξK
e−|σ |2 dσ1 dσ2.
Since ε
√
K  ε
√
ξK,∀ξ  1, the sequence {C(ξ)} is increasing and
C(1)=
∫ ∫
|σ |<ε√K
e−|σ |2 dσ1 dσ2  C(ξ)
∫ ∫
R2
e−|σ |2 dσ1 dσ2 = π
thus
C(1) eξλ
1
ξK
 Iξ  πeξλ
1
ξK
. (3.20)
Now, we take ξ0  1 such that C(1)(ξK)−1 exp(ξ λ2 ) 1,∀ξ  ξ0, to obtain
Iξ  eξ
λ
2 , ∀ξ  ξ0.
It follows from this and from the expressions (3.16), (3.18) and (3.19) that
uˆ(t∗, ξ)= d1ξ d2ξ (Iξ + Jξ ) C−2Iξ  C−2eξ λ2 , ∀ξ  ξ0.
Therefore, the sequence {uˆ(t, ξ)}, defined in (3.12), does not correspond to any periodic distrib-
ution. 
Thus we proved that, in the model case, the operator L0 is not globally solvable, which implies
the necessity in Theorem 1.2 (in the model case). In Section 5 we show that, if B has some
disconnected sublevel or superlevel then, by using diffeomorphisms of the torus, we can reduce
the general situation to the model case.
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In this work, a transversal curve is a smooth loop σ : [0,1] → T2 which is non-homologous to
zero and lies outside the set of critical points of the 1-form b, and, moreover, its lift σ˜ :R → R2
is transverse to each unbounded connected component of the level sets of B(t)= ∫ t
t0
∗b.
The inspiration for our construction of this curve comes from the work of Arnold [1], where
a transversal is constructed when the function B is smooth, pseudoperiodic, has no degenerate
critical points and has all critical values distinct. The construction of a transversal when B is
pseudoperiodic and real-analytic was obtained by Bergamasco, Nunes and Zani (see [10]).
In order to construct a transversal in the C∞ case, we make a detailed study of the level sets
of a smooth pseudoperiodic function. We divide this construction into five subsections. First,
we consider a curve introduced by Arnold, which, after a change of variables, has many of the
properties that we need. In the second subsection we analyze the regular level sets of B and
modify the Arnold curve making it transversal to each unbounded connected component of these
regular level sets. In the third and fourth subsections we study the critical level sets and their
properties. Finally, in the fifth subsection we show how to make the Arnold curve transverse to
all unbounded level sets of B .
4.1. The Arnold curve
Let b ∈∧1C∞(T2) be a closed 1-form with incommensurable periods b10 and b20, and con-
sider the function B :R2 →R defined by B(t)= ∫ t0 ∗b.
For each t ∈ R2, we denote by F(t) the level set of B , with level B(t), that is, F(t) =
B−1({B(t)}), and by F ′(t) the connected component of F(t) that contains the point t .
In p. 606, we remarked that each one of these level sets is contained in a non-vertical strip St =
{αt  b0 · τ  βt } in R2, and as an immediate consequence, each sublevel and each superlevel
of B contains a half-plane. In fact, Arnold proved that each sublevel and each superlevel of B
has exactly one unbounded connected component, which furthermore contains a half-plane (see
[1, p. 85, Theorem 2]).
Definition 4.1. A function H :R2 → R is said to be pseudoperiodic, in the sense of Arnold, if
H(t + τ)=H(t)+ω(τ), for all t ∈R2 and τ ∈ Z2, where ω :Z2 →R is a monomorphism.
Observe that the function B(t)= ∫ t
t0
∗b is pseudoperiodic, because the periods of the 1-form
b are incommensurable.
Definition 4.2. We say that the real number r is a regular value of the function B when there
are no critical points of B in the level r , that is, if B(t)= r implies that ∇B(t) 
= 0. When r is a
regular value we say that the corresponding level set is a regular level. If there exists some critical
point of B in the level r , we say that r is a critical level. We denote the set of critical points of B
by  = {τ ;dtB(τ)= 0}.
The next result is due to Arnold (see [1, Lemma 5 and proof of Lemma 3]).
Proposition 4.3. There exists a smooth curve γ connecting a point P ∈R2 with one of its trans-
lates P + 2π(m,n), where (m,n) ∈ Z2 \ {(0,0)}, with γ lying outside of  = {τ ; b(τ) = 0}.
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∣∣
γ
has only finitely many
singular points (maxima and minima). A curve such as this will be called an Arnold curve.
Proposition 4.4. If γ is an Arnold curve, then there is a change of variables such that
−1
(
(γ )
)= ⋃
k∈Z
{t1 = 2kπ},
where  :R2 → T2 is the universal covering.
Proof. If γ starts at t0 and ends at t0+2π(m,n), where (m,n) ∈ Z2 \{(0,0)}, then the translation
t → t − t0 sends these points to the points (0,0) e 2π(m,n), respectively.
Take p,q ∈ Z relatively prime such that pm + qn = 0, and r, s ∈ Z such that pr + qs = 1.
Then (
t1
t2
)
→
(
t ′1
t ′2
)
.=
(
p q
−s r
)(
t1
t2
)
is a diffeomorphism of T2 with inverse given by
(
t ′1
t ′2
)
→
(
t1
t2
)
=
(
r −q
s p
)(
t ′1
t ′2
)
.
This diffeomorphism transforms γ into a smooth curve γ˜ with endpoints (0,0) and (0,2πd),
where d is the greatest common divisor of m and n, and the function β˜ .= dt B˜|γ˜ still has only
finitely many singular points (maxima and minima).
If d = 1, the curve γ˜ connects the points (0,0) and (0,2π). If now d > 1, then by considering
the union of all translates of γ˜ by integral multiples of (0,2π) it is easy to find a new curve
connecting the points (0,0) and (0,2π) with the same properties of γ˜ .
The projection (γ˜ ) will be a smooth, closed curve homotopic to the 1-cycle σ2. It fol-
lows from Baer’s lemma (see Epstein [13]) that homotopic arcs are isotopic and, by Hirsch [14,
p. 180], we conclude that (γ˜ ) is diffeotopic to the 1-cycle σ2, that is, there exists a smooth
diffeomorphism of the torus T2 which sends (γ˜ ) onto σ2, which concludes the proof. 
Proposition 4.5. For each t ∈ R2, the level set F(t) intersects all the lines t1 = 2kπ , with k ∈ Z
(which are Arnold curves). Also the number of intersection points of F(t) with each such line is
finite.
Proof. Since β = B|t1=2kπ is surjective (because b20 < 0), the level set F(t) intersects all lines
t1 = 2kπ, k ∈ Z. Now, if F(t) intersects some line t1 = 2kπ more than once, then by Rolle’s
theorem, there is a singularity of β between any two such intersection points. The conclusion
follows from the fact that the number of singularities of β over [0,2π] is finite. 
Up to this point, having started with the Arnold curve, we made changes of variables so that,
in the new variables, the lines t1 = 2kπ are transverse to all level sets of B , except for a finite
number of points of tangency on each compact segment of such lines. We will construct the
transversal curve by deforming these lines conveniently.
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= 0,∀t2 ∈ [0,2π] we obtain, by continuity, a tubular neighborhood
(−δ, δ) × [0,2π] in which dtB(τ) 
= 0. Using the pseudoperiodicity of B , we can extend this
tubular neighborhood to a union of strips containing each one of the lines t1 = 2kπ , with k ∈ Z.
4.2. The regular levels
The regular levels play a fundamental role in our work, because of their simple characteriza-
tion and because of Sard’s lemma, which we now state for future reference.
Lemma 4.7 (Sard). If f :Rp → Rq is smooth and surjective then the set of critical values of f
has Lebesgue measure zero. In particular, the set of regular values of f is dense in Rq .
When B(t0) is a regular value (see definition on p. 616), F(t0) is an embedded 1-manifold
in R2, therefore each connected component of F(t0) is diffeomorphic to either R or S1. The
following result gives a more precise characterization of these sets.
Proposition 4.8. If B(t0) is a regular value of a pseudoperiodic smooth function and F(t0) is the
corresponding regular level set then its connected components can only be of the following two
forms:
(i) Bounded and diffeomorphic to S1: in this case there is a neighborhood of F ′(t0) diffeomor-
phic to an annulus in R2, which is formed only by regular level sets, each one of these being
diffeomorphic to S1 and each one in a different level;
(ii) Unbounded and diffeomorphic to R: in this case R2 \ F ′(t0) has exactly two unbounded
connected components, each one containing a half-plane; these curves will be called normal
curves.
Proof. The case of a component F ′(t0) which is diffeomorphic to S1 follows from the smooth-
ness of B and the compactness of S1.
In the remaining case, it is well known that F ′(t0) must leave any fixed compact set. We
use the fact that the whole level set F(t0) is contained in a non-vertical strip in R2, and use an
increasing sequence of compact sets, to conclude that the curve F ′(t0) goes to infinity inside this
strip. Moreover, by Proposition 4.5, F ′(t0) must go to infinity in opposite directions. 
Now we will show that normal curves do exist and that, after a convenient change of variables,
we can suppose that these curves will intersect each one of the Arnold curves (which at this point
are vertical lines) only once and in a transversal way.
Proposition 4.9. Each regular level set of a pseudoperiodic smooth function has exactly one
normal curve.
Proof. If some regular level F(t0) does not contain any normal curve then F(t0) consists only
of bounded curves. By Proposition 4.5, the line t1 = 0 intersects only finitely many connected
components of F(t0). From here, it is not difficult to see that is possible to construct a path con-
necting a point of ΩB(t0) to a point of ΩB(t0), bypassing each bounded component and hence not
attaining the value B(t0) , producing a contradiction. The uniqueness is proved in [1, Lemma 7,
p. 87]. 
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the period b20 < 0 then, in the plane, the normal curve F ′(t0) lies above another normal curve
F ′(t) if, and only if, B(t0) < B(t).
Several results of this chapter were inspired in the work [10], in particular, the technique used
in the proof of the next proposition.
Lemma 4.11. There exists a normal curve that intersects the Arnold curve {t1 = 0} exactly once,
and it does so transversally.
Proof. Let t ∈ σ .= {t1 = 0} such that F ′(t) is a normal curve. If F ′(t) intersects σ exactly once,
then there is nothing to prove. Suppose now F ′(t) intersects σ more than once. By Proposi-
tion 4.5, F ′(t) intersects the line σ only finitely many times.
By Proposition 4.8, there exists a diffeomorphism ϕ :R → F ′(t), which induces a natural
orientation in F ′(t). Let P1 = ϕ(r1),P2 = ϕ(r2), . . . ,PN = ϕ(rN) be the intersection points
of F ′(t) and σ ; here r1 < r2 < · · · < rN . We will denote by γ ∗ the compact piece of F ′(t)
between P1 and PN .
We will divide the proof in three cases. In second and third cases our goal will be to reduce
them to the first case.
First case. γ ∗ is contained in the vertical strip {|t1| < 2π} and the intersection points are cor-
rectly ordered on the line t1 = 0.
We say that the points P1,P2, . . . ,PN are correctly ordered on the line t1 = 0 when either
|P1|> |P2|> · · ·> |PN | or |P1|< |P2|< · · ·< |PN |.
In this case we replace the piece [P1,PN ] ⊂ σ by the regular arc γ ∗ obtaining a new curve σ˜
which is piecewise smooth.
Since all points in the compact set γ ∗ are regular points of B , we can choose a small neigh-
borhood V of γ ∗, foliated by regular level curves, each one in a different level, so that V consists
of regular points of B .
As in Arnold [1, Fig. 4, p. 89], we perform a small modification in σ˜ , obtaining a new curve
˜˜σ transversal to every level set contained in V . Finally, making a convenient change of variables,
we can suppose that ˜˜σ is the line σ = {t1 = 0}.
It is important to observe that each time we apply this process the corresponding normal curve
will intersect σ exactly once, and also the number of critical points of β = B|σ decreases by at
least two units.
Second case. γ ∗ is contained in the strip {|t1|< 2π} but the intersection points are not correctly
ordered on the line t1 = 0.
Here we will work to eliminate the points that are out of order and reduce our problem to
the previous case. For the sake of simplicity, let us suppose that P2 is not between P1 and PN .
Depending on the way that γ ∗ intersects σ we will proceed in a different way. There are two
possibilities: either γ ∗ is tangent to σ at P2 or else γ ∗ intersects σ transversally at P2.
In the first situation, when P2 is a point of tangency, we take a small neighborhood V of P2
consisting only of regular points and foliated by level curves of B , all in different levels.
Now we choose two regular compact pieces of the setsF ′(Q) andF ′(R), lying aboveF ′(P2),
which intersect σ at the points Q+,Q−,R+,R− ∈ V , such that the pieces of F ′(Q) between
620 A.P. Bergamasco, A. Kirilov / Journal of Functional Analysis 252 (2007) 603–629Q+ and Q− and of F ′(R) between R+ and R− are contained in V . Therefore |Q−| < |R−| <
|R+|< |Q+|.
Next, we modify σ by replacing the line segment [R−,R+] by the piece of F ′(R) between
these two points, obtaining a curve σ˜ . Now, we make use of the same argument of Arnold as
above, we utilize the other piece of regular curve, between Q− and Q+ to modify σ˜ in order for
the new curve ˜˜σ to be transverse to all level sets between F ′(Q) and F ′(R), except for a unique
level where a point of tangency will occur, and moreover this level is different from F ′(P2), by
construction. Hence the point P2 does not belong to the Arnold curve ˜˜σ . Note that the number of
critical points of β does not increase.
Before proceeding to second situation, we repeat the above process and eliminate all points
of tangency in γ ∗.
In the second situation, when γ ∗ meets σ transversally at P2 and let us concentrate on the
piece γ ∗∗ ⊂ γ ∗ between P2 and P3. Similarly to what we did before, we take a small neigh-
borhood V of γ ∗∗ consisting only of regular points and foliated by level curves, all in different
levels, and modify σ by replacing the segment [P2,P3] by γ ∗∗, thus obtaining a new curve σ˜ ,
which in turn will be modified in the region between two regular curves so that σ˜ will be trans-
verse to all levels, except for a unique level where a point of tangency will occur; note that, by
construction, such a point is not in F ′(P2).
In this process we eliminate at least two points that were out of order: P2 and P3 and the
number of critical points of β does not increase. Proceeding in this way, we will eliminate all the
points that are out of order and reach the situation of the first case.
Third case. γ ∗ is not contained in the strip {|t1|< 2π}.
In a few words, what we do here is to determine the largest k > 0 such that γ ∗ ∩ {|t1| =
2kπ} 
= ∅. Next, we determine all the points P kj , j = 1,2, . . . , νk in this intersection. If these
points are correctly ordered, in the sense of the first case, we use the ideas of the first case to
eliminate them. If there are points out of order we use the second case to eliminate such points
and we are back in the first case.
When we succeed in eliminating all the points in γ ∗ ∩ {|t1| = 2kπ}, we do the same for k− 1,
then k − 2 and so on. Doing the same for k < 0, we reduce this case to either the second or first
case, and the number of critical points of β does not increase.
Summing up, each time that we use the process of the first case, the number of critical points
of β = B|σ decreases by at least two units, while if we use the process of either the second or the
third case the number of critical points does not increase.
Since β has only a finite number of critical points, after we repeat this process finitely many
times, our normal curve F ′(t) will intersect the Arnold curve exactly once, and it will do so
transversally. 
Proposition 4.12. It is possible to modify the Arnold curve so that each normal curve intersects
it exactly once, and it does so transversally.
Proof. By Lemma 4.11, there exists a point t0 ∈ {t1 = 0} such that the normal curve F ′(t0)
intersects the Arnold curve {t1 = 0} exactly once, and it does so transversally.
After the translation t → t − t0, the normal curves F ′(0,0) and F ′(0,2π) intersect the seg-
ment λ = [(0,0), (0,2π)] exactly once. Therefore, if some normal curve intersects λ more that
once, then all the points of intersection will be contained in this segment. It follows from the
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the segment λ.
If some normal curve intersects λ more than once, we use the procedure described in proof
of Lemma 4.11 to obtain a system of coordinates in which our normal curve intersects the new
Arnold curve only once. In the new coordinates the number of critical points of the function
β = B|λ is at least two less than the initial number (recall that, by Proposition 4.3, the number of
critical points of β is finite).
By repeating this procedure a finite number of times, we reach the situation in which each
normal curve intersects λ exactly once. 
In the special situation where B has no singular points, that is,  = ∅, all level sets of B will
be normal curves. It follows from Proposition 4.8, Corollary 4.10 and Remark 4.6 that the lines
t1 = 2kπ , with k ∈ Z, are the transversal curves desired.
4.3. The critical levels
Up to this point, we have obtained a smooth curve γ ⊂ R2 \  (in fact the line t1 = 2kπ ,
k ∈ Z), whose projection on the 2-torus is not homologous to zero. We have also shown that
β = B|γ has just a finite number of isolated singularities (maxima e minima) on each compact
piece of γ and, furthermore, γ intersects each normal curve exactly once, and it does so transver-
sally.
The level sets of a given smooth function can be quite complicated. Our strategy will be to
use the regular levels and their properties to obtain some properties of the critical levels.
Definition 4.13. If F ′(t) is a normal curve, we will call Γ −t the connected component
of R2 \F ′(t) lying above F ′(t) and Γ +t the connected component lying below F ′(t). If B(t0) is
a critical value, define
F
±
t0
.= {t; F ′(t) is a normal curve and ±B(t) >±B(t0)},
Γ +t0
.=
⋃
t∈F+t0
Γ +t and Γ −t0
.=
⋃
t∈F−t0
Γ −t .
With the next results we aim at giving a description of the boundary of Γ +t0 and of Γ
−
t0 and
exhibiting the relationship between these boundaries.
Proposition 4.14. Γ +t0 and Γ
−
t0 are nonempty, open, unbounded and contain a half-plane.
Proof. By Sard’s lemma, the set of regular values of B is dense in R. If t ∈ F+t0 , then it follows
from Propositions 4.8 and 4.9, that Γ +t is nonempty, unbounded, open and contains a half-plane;
by definition, Γ +t0 has the same properties. 
Proposition 4.15. There are sequences {uj } ⊂ F+t0 and {vj } ⊂ F−t0 such that
Γ +t0 =
∞⋃
j=1
Γ +uj and Γ
−
t0 =
∞⋃
j=1
Γ −vj
satisfying Γ +u ⊂ Γ +u and Γ −v ⊂ Γ −v , for all j ∈N.j j+1 j j+1
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value and B(t0) < B(uj ) < B(t0)+ 1j . Moreover, Proposition 4.9 allows us to suppose that each
F ′(uj ) is a normal curve. By Corollary 4.10 we may assume that {B(uj )} is decreasing and that
Γ +uj ⊂ Γ +uj+1 .
Clearly
⋃
j∈N Γ +uj ⊆ Γ +t0 . Now, if τ ∈ F+t0 , then B(τ) > B(t0). We choose j ∈ N such that
j−1 <B(τ)−B(t0); it follows that B(t0) < B(uj ) < B(t0)+ j−1 <B(τ), hence Γ +τ ⊆ Γ +uj and
Γ +t0 ⊆ ∪k∈NΓ +uk .
By a similar argument, we find a sequence {vj } ⊂ F−t0 with the stated properties. 
Proposition 4.16. ∂Γ +t0 and ∂Γ
−
t0 are unbounded.
Proof. We start by observing that Γ +t0 ∩Γ −t0 = ∅; this is a consequence of Corollary 4.10 and of
the definition of these sets.
Now, we choose arbitrary points P ∈ F+t0 and Q ∈ F−t0 . The normal curves F ′(P ) and F ′(Q)
intersect the lines {t1 = 2kπ} exactly once hence, for each k ∈ Z, there is a unique point Pk ∈
F ′(P )∩{t1 = 2kπ} and a unique point Qk ∈F ′(Q)∩{t1 = 2kπ}. Next, for each k ∈ Z, consider
the line segment [Pk,Qk] ⊂ {t1 = 2kπ}, since Γ +t0 ∩Γ −t0 = ∅,Pk ∈ Γ +t0 and Qk ∈ Γ −t0 , then there
exist points t+k ∈ [Pk,Qk] ∩ ∂Γ +t0 and t−k ∈ [Pk,Qk] ∩ ∂Γ −t0 . It follows that ∂Γ +t0 and ∂Γ −t0 are
unbounded. 
Proposition 4.17. The function B is constant over ∂Γ +t0 and over ∂Γ −t0 .
Proof. Given two distinct points P,Q ∈ ∂Γ +t0 , take Pk,Qk ∈ Γ +t0 such that |Pk − P |< 1/k and|Qk −Q|< 1/k, ∀k ∈N.
By Proposition 4.15, we may find jk ∈ N such that Pk,Qk ∈ Γ +ujk . Since ∂Γ
+
ujk
= F ′(ujk )
is a normal curve contained in Γ +t0 , the line segments [Pk,P ] and [Qk,Q] intersect F ′(ujk ),
hence we can choose points P ′k and Q′k in these intersections. Therefore P ′k → P,Q′k → Q and
B(P ′k)= B(Q′k).
It follows from the continuity of B that B(P ) = B(Q). We proceed in a similar way to show
that B is constant on the boundary of Γ −t0 . 
Proposition 4.18. ∂Γ +t0 and ∂Γ
−
t0 are connected.
Proof. Suppose that there are nonempty open sets U,V ⊂R2, with U ∩ V = ∅, such that
U ′ ∪ V ′ = ∂Γ +t0 , where U ′ =U ∩ ∂Γ +t0 , V ′ = V ∩ ∂Γ +t0 .
By using the same notation and a similar procedure of the proof of the last proposition, given
two points P ∈ U ′ and Q ∈ V ′, we construct sequences of elements P ′k ∈ U ′ and Q′k ∈ V ′, such
that P ′k → P,Q′k →Q and B(P ′k)= B(Q′k).
For each k ∈ N, the normal curve F ′(ujk ) is connected, hence we can construct a third se-
quence {R′k} with R′k ∈ F ′(ujk ) \ (U ′ ∪ V ′),∀k ∈ N. Moreover, we may suppose that each R′k
belongs to the piece of F ′(ujk ) between P ′k and Q′k , because this piece is connected.
Recalling that |Pk − P | < 1/k and |Qk − Q| < 1/k, we see that all level sets F(ujk ), with
k ∈ N, and F(t0) are contained in a non-vertical strip {α  |b0 · t0| β}, and taking r ∈ N such
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in the vertical strip {|t0|  2πr}. Thus, the sequence {R′k} is contained in the compact K .=
({α  |b0 · t0|  β} ∩ {|t0|  2πr}) \ (U ∩ V ). Therefore {R′k} has a convergent subsequence
R′kl →R′ ∈K .
However B(R′kl )= B(P ′kl ),∀l ∈ N, thus B(R′)= B(t0) and R′ ∈ ∂Γ +t0 , which contradicts the
statement R′ ∈K . 
Proposition 4.19. ∂Γ +t0 and ∂Γ
−
t0 are contained in the same connected component of F(t0).
Moreover, every critical level F(t0) has a unique unbounded connected component.
Proof. Since ∂Γ +t0 and ∂Γ
−
t0 are connected, unbounded, tend to infinity inside a non-vertical
strip (in the two directions) and ∂Γ +t0 , ∂Γ −t0 ⊆ F(t0), the critical level set F(t0) has at least one
unbounded connected component. The uniqueness is a consequence of Proposition 4.5. 
Thence, if B(t) is a critical level, the level set F(t) can be complicated, but some properties
of the regular levels are preserved. Let us collect these properties in a proposition.
Proposition 4.20. If F(t) is a critical level set, that is, B(t) is a critical value, then:
(i) F(t) has exactly one unbounded component F ′(t0), which tends to infinity in both directions
inside a strip {α  b0 · τ  β};
(ii) R2 \F ′(t0) has exactly two unbounded components, namely, Γ +t0 and Γ −t0 .
In particular, distinct unbounded connected components are in distinct levels.
The main difference between regular and critical levels is that in the latter case there is the
possibility that the set R2 \F ′(t0) may contain more components (besides the unbounded com-
ponents Γ +t0 and Γ
−
t0 ). These components will be bounded and will be called traps, as in [1].
4.4. The traps
Let F ′(t0) be the unbounded connected component of the critical level B(t0) and write
R
2 \F ′(t0)= Γ +t0 ∪ Γ −t0 ∪
(⋃
j∈J
Γ
j
t0
)
,
where Γ +t0 and Γ
−
t0 are the two unbounded components (see Proposition 4.20) and each Γ
j
t0 , is a
bounded component with J is countable (it may finite or even empty).
Definition 4.21. Let F ′(t0) be the unbounded component of the critical level B(t0). Each
bounded component of R2 \F ′(t0), if it exists, will be called a trap.
Notation 4.22. Let F ′(t∗) be a bounded component of a level set and define the sets
G
±
t∗
.= {t; F ′(t) is a normal curve and F ′(t∗)⊂ Γ ∓t },
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.=
⋃
t∈G+
t∗
Γ +t and Γ˜ −t∗
.=
⋃
t∈G−
t∗
Γ −t .
Proposition 4.23. There are sequences {uj } ⊂G+t∗ and {vj } ⊂G−t∗ such that:
Γ˜ +t∗ =
∞⋃
j=1
Γ +uj and Γ˜
−
t∗ =
∞⋃
j=1
Γ −vj
satisfying Γ +uj ⊂ Γ +uj+1 and Γ −vj ⊂ Γ −vj+1 , for all j ∈N.
Proof. All normal curves F ′(t) intersect the line t1 = 0, hence
Γ˜ +t∗ =
⋃
t2∈H+
Γ +(0,t2), where H
+ =G+t∗ ∩ {t1 = 0}.
Let t+ = (0, t+2 ) be the point such that t+2 = supH+, and note that t2 ∈H → B(0, t2) is strictly
decreasing and continuous, hence inft2∈HB(0, t2)= B(t+).
By Sard’s lemma, for each j ∈ N, we obtain uj = (0, uj2) ∈H such that B(t+) < B(uj ) <
B(t+) + 1
j
. Since t2 ∈ H → B(0, t2) is strictly decreasing, we may suppose that t+2 < uj2 <
t+2 + 1j . Thus, we obtain a sequence {uj } ⊂H+ such that limuj = t+, and reordering (if nec-
essary) we may suppose that {B(uj )} is decreasing. By using Proposition 4.10, we obtain
Γ +uj ⊂ Γ +uj+1 .
The proof of Γ˜ +t∗ =
⋃
j∈N Γ +uj is similar to the proof of 4.15. A similar argument yields the
sequence {vj }. 
This proposition corresponds to Proposition 4.15 proved for Γ ±t∗ , and this characterization is
basically what we need to repeat the statements and proofs, for Γ˜ ±t∗ , of the analogous results in
Propositions 4.16, 4.17 and 4.18, and for this reason we state the following proposition without
proof.
Proposition 4.24. If F ′(t∗) is a bounded connected component of the level set F(t∗), then:
(i) Γ˜ +t∗ and Γ˜ −t∗ are open, unbounded and contain a half-plane;
(ii) B is constant over ∂Γ˜ +t∗ and over ∂Γ˜ −t∗ ;
(iii) ∂Γ˜ +t∗ and ∂Γ˜ −t∗ are unbounded and connected.
Proposition 4.25. F ′(t+) ≡ F ′(t−), where t+ and t− are chosen so that
t+ ∈ ∂Γ˜ +t∗ ∩ {t = 0} and t− ∈ ∂Γ˜ −t∗ ∩ {t1 = 0}. Also, ∂Γ˜ +t∗ ⊂F ′(t+) and ∂Γ˜ −t0 ⊂F ′(t−).
Proof. If we had F ′(t+) 
= F ′(t−), then B(t−) 
= B(t+) and by Sard theorem, there would be
a normal curve between F ′(t+) and F ′(t−) contradicting the fact that all normal curves are
in G+t∗ ∪G−t∗ . 
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component F ′(t+) such that F ′(t∗) is neither in Γ +
t+ nor in Γ
−
t+ , hence F ′(t∗) is in a trap defined
by F ′(t+). This proves the following result:
Proposition 4.26. Each bounded component of a level set of B is contained in some trap.
The unbounded component of a critical level may intersect the Arnold curves t1 = 2kπ in
two different ways: either at a unique point (which belongs to a regular piece of level curve,
with transversal intersection), or at several different points (contained in the boundary of traps
determined by this level set). In this last case, each arc passing through one of the intersecting
points may be transverse or tangent to the Arnold curves.
Proposition 4.27. Each critical point of β = B|{t1=0} belongs to the closure of a trap.
Proof. Let t0 be a critical point of β . If F ′(t0) is bounded, the result follows from the last
proposition, hence we may suppose that F ′(t0) is the unbounded component of the critical level
B(t0) (there are no critical points of β over normal curves, because normal curves are transverse
to {t1 = 0}).
Since the critical points (maxima and minima) are isolated, there is ε > 0 such that t0 is the
unique critical point of β over the line segment [t0 − (0, ε), t0 + (0, ε)].
If [t0 − (0, ε1), t0 + (0, ε1)] \ {t0} were contained in Γ +t0 (or in Γ −t0 ) for some 0 < ε1 < ε, it
would be possible (by Proposition 4.15) to find a point uj0 ∈ [t0 − (0, ε1), t0 + (0, ε1)] \ {t0} such
that F ′(uj0) is a normal curve intersecting this segment in two distinct points, which contradicts
Proposition 4.12. Therefore, for all 0 < ε1 < ε, either [t0 − (0, ε1), t0] \ {t0} or [t0, t0 + (0, ε1)] \
{t0} intersects some trap; it follows that t0 belongs to the boundary of this trap. 
Proposition 4.28. A smooth pseudoperiodic function B has traps if, and only if, B has either
disconnected sublevels or disconnected superlevels.
Proof. Suppose that B has a disconnected superlevel Ωr = {τ ;b(τ) > r}. Every superlevel set
has a unique unbounded component, hence Ωr must have a bounded component U . Now, if
t∗ ∈ U then F ′(t∗) is a bounded component of level set, and B(t∗) > r . It follows from Proposi-
tion 4.26 that F ′(t∗) is contained in a trap. A similar argument implies that there is a trap when
B has a disconnected sublevel.
On the other hand, if T is a trap of B and t0 ∈ ∂T , by definition of trap we obtain: (i) F ′(t0) is
the unbounded component of the level B(t0); (ii) T ⊂ R2 \F ′(t0); and (iii) there is τ ∈ T such
that B(τ) 
= B(t0). Therefore T contains either a bounded superlevel or a bounded sublevel. It
follows that either ΩB(t0) or ΩB(t0) is disconnected. 
Remark 4.29. We are now in a position to compare the necessity result of [10] with our charac-
terization of global solvability.
In [10] it was proved, under the assumption of real analyticity, that condition () below is
necessary for the global solvability of L0.
() Each connected component of the critical set  .= {t ∈ T2;b(t)= 0} has a point at which the
local primitives of b are open maps.
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connectedness of all sublevel and superlevel sets. Indeed, assume that some sublevel or some
superlevel is disconnected. Then, by Proposition 4.28, there is a trap; inside the trap there is a
connected component of level set over which B attains its maximum (or minimum) value over
the closure of the trap. It follows that B is not open at any point of such a component, and the
projection of this component on the torus is a connected component of the critical set , hence
condition () does not hold. The converse is a consequence of Proposition 4.28 together with the
remark after Definition 2.2 in [10]. The proof of the claim is complete.
4.5. The transversal
We start by observing that, when  = ∅, all the level sets are regular and F(t) is a nor-
mal curve, ∀t ∈ R2. Since normal curves intersect the lines t1 = 2kπ only once and they do so
transversally, each of these lines is already a transversal curve.
Another situation is when  
= ∅, and either there are no traps or else there are traps, but
none of them intersects the Arnold curves t1 = 2kπ . Here only unbounded components of level
sets can intersect the Arnold curves and, using Proposition 4.15, it is simple to verify that all
these unbounded components of level sets intersect the Arnold curve only once and they do so
transversally.
The remaining case is when there are traps intersecting the line {t1 = 0}. In this case β has
critical points in the interval [0,2π], namely P1,P2, . . . ,P2N where
|P1|< |P2|< · · ·< |P2N |.
By Proposition 4.27, there exists a trap Γ1 whose closure contains P1. Now we choose a point
Q1 ∈ ∂Γ1. Thus F ′(Q1) is the unbounded component of the critical level set B(Q1). It is not
difficult to see that both P1 = (0,P1,2) and P2 = (0,P2,2) are contained in traps T1 and T2 defined
by F ′(Q1) (we may have either T1 = T2 or T1 
= T2).
Since F ′(Q1) intersects the line t1 = 0 only finitely many times, we can determine the points
Q−1 and Q
+
1 of smallest and largest absolute value in this intersection.
If necessary, we can repeat this procedure (at most N − 1 times) and find all unbounded
components of level sets whose traps contain the critical points of β . Next, we rename these
components as F ′ ,F ′ , . . . ,F ′η , hence the points Q−,Q+ ∈ F ′ ∩ {t1 = 0} are the points of1 2 j j j
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min0jN |Q−j+1 −Q+j |, where we take Q+0 = (0,0) and Q−N+1 = (0,2π).
We claim that for each unbounded component of a critical level F ′(t0) the number of vertical
lines t1 = 2kπ intersected by F ′(t0) more than once is finite. Indeed, each time that F ′(t0)
intersects a line more than once, it produces a trap; a translation of this trap has to coincide with
one of the traps intersecting the line segment [(0,0); (0,2π)]. Since the number of such traps is
finite, the proof of the claim is complete.
Hence, for each j = 1,2, . . . ,N , we obtain an integer | kj | 2N +1 such that the intersection
of F ′j with the line t1 = 2kjπ contains a unique point Xj . Now, it is enough to choose two points
R−j ,R
+
j ∈ {t1 = 0} satisfying:
(i) F ′(R−j ) and F ′(R+j ) are normal curves;
(ii) R−j lies below Q−j and |R−j −Q−j |< 13λ;
(iii) R+j lies above Q+j and |R+j −Q+j |< 13λ.
Let X−j and X
+
j be, respectively, the points of intersection of F ′(R−j ) and F ′(R+j ) with the
line {t1 = 2kjπ}. We call σ−j the piece of normal curve F ′(R−j ) between R−j and X−j and σ+j
the piece of F ′(R+j ) between X+j and R+j . The next step is to substitute each of the segments
[R−j ,R+j ] of the Arnold curve {t1 = 0} by the path σ−j ∪ [X−j ,X+j ] ∪ σ+j .
We obtain a new curve σ joining the point (0,0) to its translation (0,2π), which is transversal
to all the unbounded connected components of B , except for a finite number of normal curves
F ′(R−j ) and F ′(R+j ). Each of these normal curves has a whole piece coinciding with σ−j e σ+j
respectively. Next, we make a small modification in a neighborhood of these curves to obtain σ
transverse to all unbounded components that intersect this curve.
Finally, by [14], we may assume that σ is the segment [(0,0), (0,2π)], hence {t1 = 0} is
transverse to all unbounded components of level of B .
This proves the following theorem.
Theorem 4.30. Given a pseudoperiodic function B :R2 → R, there exists a 1-cycle
σ : [0,2π] → T2 non-homologous to zero such that the lift σ˜ :R → R2 does not intersect
Σ = {τ ; dtB(τ) = 0} and σ˜ is transverse to all unbounded components of level sets of B .
In fact, there are coordinates such that σ˜ is the vertical line t1 = 0, and moreover, B is strictly
decreasing along each line t1 = 2kπ , with k ∈ Z.
5. Necessity: the reduction to the model case
The goal of this section is, starting from the assumption of the existence of a disconnected
sublevel or superlevel set of B(t) = ∫ t0 ∗b, to find a smooth diffeomorphism of T2 so that the
new equation fits the model case of Section 3. In order to achieve this we will rely on the notation
and results of Section 4.
Since B has some disconnected sublevel or superlevel, Proposition 4.28 implies that B has
traps. If T is a trap of B and t0 ∈ ∂T is an arbitrary point, then by definition of trap, F ′(t0) is
the unbounded component of the critical level set F(t0), ∂T ⊂ F ′(t0) and T ⊂ R2 \ F ′(t0).
Furthermore we may assume that T is contained in the strip {δ < t1 < 2π − δ}.
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there is t ∈ T such that either B(t) > B(t0) or B(t) < B(t0).
When B(t) > B(t0), the superlevel set ΩB(t0) = {τ ;B(τ) > B(t0)} is disconnected and there
is t ∈ T such that B(t)= maxT B(t) > B(t0) (Note that t /∈ ∂T , because ∂T ⊂F ′(t0).)
In the second case, where B(t) < B(t0), we make the change of variable (x, t) → (−x,−t),
which takes us back to the first case.
Let us denote by t ′ and t ′′ the points where F ′(t0) intersects respectively the lines {t1 = 0}
and {t1 = 2π}. After performing the translation t → t − t ′, the unbounded component F ′(t0)
intersects {t1 = 0} exactly at the point (0,0).
All diffeomorphisms used in this section preserve the negative values of the periods
(b20 < b10 < 0) and, in order to keep our notation light, after we make a change of variables
we will revert back to the notation (t1, t2) for the coordinates on the torus; we will also use the
same notation (t1, t2) for the coordinates in the plane.
Thus we have t ′ = (0,0), t ′′ = (2π, t ′′2 ) and, assuming B(0,0)= 0, we will have t ′′2 ∈ (−2π,0),
because B is strictly decreasing over the lines t1 = 2kπ and B(2π,0) = 2πb10 < 0 =
B(2π, t ′′2 ) < 2π(b10 − b20)= B(2π,−2π).
We claim that there is a critical point of B belonging to ∂Γ +t0 ∩ Sδ/2, where Sδ/2
.= {δ/2 <
t1 < 2π − δ/2}. Indeed, by Proposition 4.18, ∂Γ +t0 is connected, and by Proposition 4.19,
∂Γ +t0 ⊂F ′(t0). Clearly ∂Γ +t0 ∩ Sδ/2 and F ′(t0) ∩ Sδ/2 are connected. Now, if all points of
∂Γ +t0 ∩ Sδ/2 were regular points, it would follow that ∂Γ +t0 ∩ Sδ/2 = F ′(t0) ∩ Sδ/2 and there
would be no trap of F ′(t0) inside this strip, which proves the claim.
Let P ∈ Γ +t0 ∩ Sδ/2 be a critical point of B; then B(P ) = 0 and we may take ε > 0 such that
B(t) <M/2, for all t belonging to the open disc D(P, ε).
By Proposition 4.15, we obtain a normal curveF ′(uj ) which intersects the open disc D(P, ε).
Let Pα and Pω be the first and the last points where F ′(uj ) meets the boundary of D(P, ε); here
these points are determined by considering the natural orientation induced by the diffeomorphism
between F ′(uj ) and R.
We construct a new curve λ, from (0,0) to (2π,0), in the following way: λ begins at the
origin; follows horizontally until it reaches the point (0, δ/2); goes down vertically until reach-
ing the point Q = F ′(uj ) ∩ {t1 = δ/2}; follows F ′(uj ) from Q to Pα; next moves along the
line segments [Pα, t0] and [t0,Pω] (rays of the disc D(P, ε)); follows F ′(uj ) from Pω to
R = F ′(uj ) ∩ {t1 = 2π − δ/2}; goes up vertically until reaching the point (2π − δ/2,0); and
follows horizontally ending at (2π,0).
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the point P . The projection (λ) of this curve on T2 is a 1-cycle homotopic to the canonic
1-cycle σ1, and coincides with σ1 near the origin.
By [14, Chapter 8, Theorem 1.4], there is a diffeomorphism Φ of the torus that transforms
(λ) into σ1 and coincides with the identity in a tubular neighborhood (of width δ) of σ2; in
particular, transversality at t1 = 2kπ is preserved.
In the new coordinates, we obtain δ2 > 0 such that B(t) < M2 , for all t ∈ [0,2π] × (−δ2, δ2).
Note that there is δ3 such that B|t1=α is decreasing, ∀α ∈ (−δ3, δ3).
Now, we take a 2π -periodic smooth function θ : R → R such that θ(0)= p, where
P = (p,0), and θ(t2) ∈ [0,p] when t2 ∈ [0, δ2] ∪ [2π − δ2,2π] and finally θ(t2) ∈ [−δ3, δ3],
for t2 ∈ [δ2,2π − δ2].
Thus the graph of the function θ |[0,2π] is contained in the union of the rectangles ([0,2π] ×
[0, δ2]) ∪ ([−δ3, δ3] × [0, δ2]) ∪ ([0,2π] × [2π − δ2,2π]) and the diffeomorphism ψ(t1, t2) =
(t1 − θ(t2), t2) sends P = (p,0) into the origin and sends the graph of (θ) onto σ2. Hence B
has a local maximum at t and B(t) < B(t)/2, ∀t ∈ ∂[0,2π]2. It follows that the maximum of B
over [0,2π]2 is not attained at the boundary.
The reduction to the model case is complete.
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