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Abstract 
Any mature field of research in psychology – such as short-term/working memory – is 
characterized by a wealth of empirical findings. It is currently unrealistic to expect a theory to explain 
them all; theorists must satisfice with explaining a subset of findings. The aim of the present article is 
to make the choice of that subset less arbitrary and idiosyncratic than is current practice. We propose 
criteria for identifying benchmark findings that every theory in a field should be able to explain: 
Benchmarks should be reproducible, generalize across materials and methodological variations, and be 
theoretically informative. We propose a set of benchmarks for theories and computational models of 
short-term and working memory. The benchmarks are described in as theory-neutral a way as possible, 
so that they can serve as empirical common ground for competing theoretical approaches. Benchmarks 
are rated on three levels according to their priority for explanation. Selection and ratings of the 
benchmarks is based on consensus among the authors, who jointly represent a broad range of 
theoretical perspectives on working memory, and they are supported by a survey among other experts 
on working memory. The article is accompanied by a web page providing an open forum for 
discussion; a site for submitting proposals for new benchmarks; and a repository for reference data 
sets for each benchmark.  
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Public Significance Statement 
Working memory – the system for holding information in mind and working on it – is central 
for cognition. The authors identify a set of findings about working memory that are well established, 
general, and theoretically informative. These benchmark findings should be explained with high 
priority by theories of working memory. The set of benchmark findings will facilitate building theories 
and comparing competing theories, and thereby advance our understanding of human cognition.   
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Benchmarks for Models of Short-Term and Working Memory 
Since G. A. Miller, Galanter, and Pribram (1960) introduced the term “working memory“ to 
refer to a temporary store for action-relevant information, about 11,600 articles have been written with 
“working memory” in their title1. Research on the topic has received a boost by the seminal paper 
entitled “working memory” by Baddeley and Hitch (1974), who proposed a multi-component system 
to replace the “short-term store” in earlier memory models. Today it is generally accepted in cognitive 
psychology that working memory (WM) plays a central role in all deliberative cognition, from 
language comprehension and mental arithmetic to reasoning and planning. A multitude of theories has 
emerged to characterize WM and explain phenomena related to it (for an early review see Miyake & 
Shah, 1999). Although there is no agreed-upon definition of “working memory”, there is a core 
meaning of the term identifiable in most, if not all theories of it: WM refers to a system, or a set of 
processes, holding mental representations temporarily available for use in thought and action (Cowan, 
in press). We use this characterization as our working definition, chosen deliberately to be broad, 
including also what some researchers refer to as "short-term memory".   
The extensive literature on WM reports a vast number of findings. Although this empirical 
richness means that, in some sense, we know a lot about WM, it raises an enormous challenge for 
theoretical progress: No theory can hope to get even close to explaining all existing findings. 
Therefore, theorists must decide which findings their theory should explain with highest priority. Our 
observation is that theorists —including some of us – have often made these decisions in an ad hoc 
and idiosyncratic fashion, prioritizing the findings they were most familiar with (often because they 
have emerged from their own empirical work), or those that their theory happens to be able to explain. 
The challenge of choosing findings to explain comes into particularly sharp focus when theories are 
formalized as computational models. Whereas verbally formulated theories can leave many details 
unspecified, giving them a high degree of flexibility for post-hoc adjustments to accommodate many 
                                                          
1 Web of Science, search on November 18, 2017, using keyword „working memory“ in the title, including 
Psychology, Neurosciences, and neighboring disciplines.  
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findings, computational models are much less flexible: All assumptions must be made explicit, and 
predictions are derived from them through computation, leaving little ambiguity as to what a model 
predicts (Farrell & Lewandowsky, 2010). Extending a computational model to a new finding requires 
adding assumptions, or at least changing parameter values, which risks destroying the model’s 
previous explanatory success. Therefore, computational modelers are forced to acknowledge the 
limited scope of their models more explicitly than proponents of not-formalized theories, and they 
must decide more explicitly which findings to prioritize as targets for explanation.  
The question of which findings to prioritize is even more pressing when it comes to theory 
competition: Given two theories A and B that explain the sets of findings a and b, respectively, how 
can we decide which theory is a better theory of “working memory” when the sets a and b overlap 
only partially, or not at all? It might be tempting at this point to reject the question as ill posed: Neither 
A nor B are complete theories of WM; rather, A is a theory of all empirical phenomena in set a, and B 
is a theory of all findings in set b. This approach is unsatisfactory when A and B make mutually 
incompatible assumptions. For instance, A might include the assumption that WM consists of multiple 
subsystems with separate stores, whereas B includes the assumption that the system has only a single 
store (and another theory C denies that there is any dedicated store of WM at all). In such a case, 
accepting both A and B as valid theories in their own domain is acceptable as a temporary solution at 
best, because holding mutually contradictory beliefs opens the door to mutually contradictory 
predictions.  
In the field of computational modeling, much recent research has focused on the problem of 
model comparison. There is by now a highly sophisticated body of work on how to adjudicate between 
two formal models that make predictions for the same data set (Pitt, Myung, & Zhang, 2002). At the 
same time, hardly any consideration is given to the question of which data set (or sets) should be 
chosen for the comparison between two models. The decision on which data to test a model against 
involves "researcher degrees of freedom" (Simmons, Nelson, & Simonsohn, 2011) that are not 
accounted for by model comparison techniques.  
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The aim of the present article is to offer a first proposal for addressing this question in one 
field of research, WM. As a stepping stone towards theoretical progress, researchers need an agreed-
upon set of benchmarks for theories and models of WM, that is, a set of phenomena that every theory 
or model in that field should strive to explain. The purpose of a set of benchmarks is to provide 
common empirical ground for assessing theories and models: Any theory of WM can be measured 
against the benchmarks as a common yardstick to determine the theory’s explanatory power and its 
limitations. Competing theories can be compared by examining how well they fare in explaining the 
benchmark phenomena. Modelers can use the benchmarks as a well-defined set of phenomena that 
they can aim to explain.  
In this article we propose an initial set of benchmarks for theories and models of WM. We 
think of it as a starting point for a discussion that, we hope, will eventually lead to a consensus on a set 
of benchmark findings that are empirically robust and theoretically incisive, so that they can be relied 
upon as the common empirical constraints for competing theories and models. This would enable 
theorists to reduce their researcher degrees of freedom in selecting the findings that they evaluate their 
model against: They could start their efforts by aiming to model the benchmark findings with first 
priority.  
Although considerably smaller than the set of all published findings, our proposed set of 
benchmarks is still large – probably too large for any model to explain them all in the foreseeable 
future. Therefore, we classified the benchmarks into three levels of priority (A, B, and C), so that 
modelers could initially pay more attention to explaining priority-A benchmarks before turning to 
those with B and C ratings. 
To serve its purpose, the set of benchmarks needs to be as unbiased and theory-neutral as 
possible. This is why the present article is not a traditional review: We abstain as much as possible 
from theoretical interpretation of the phenomena we propose as benchmarks, and we will draw no 
theoretical conclusions from them. To be theory-neutral does not mean to be theory-free. There is 
arguably no theory-free language for describing empirical findings. Yet, we can reasonably aim for a 
description of each benchmark that is not biased in favor or against one contemporary theoretical 
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view, so that theorists from different perspectives can agree on the description of a benchmark while 
disagreeing on its explanation. This aim is the reason why our endeavor could only be accomplished 
by a large team of researchers reflecting a broad range of theoretical perspectives and fields of 
specialization (as is reflected in the long list of authors of this article). To build the set of benchmarks 
on an even broader foundation, we invited scholars in the field to contribute to the development of the 
benchmarks through an online survey.  
Methods 
This section describes the process of collectively generating the set of benchmarks and of 
finding a consensus on their selection and their ratings.  
Procedure 
Initial Workshop. In October 2013 two of us (SL and KO) invited 26 researchers on human 
WM to a workshop with the purpose of developing benchmarks for models of WM. We selected 
invitees to represent the full diversity in the field with respect to theoretical views, areas of expertise, 
age and seniority, and geographical region. The majority of those invited – the present authors – 
accepted and formed the Benchmarks Team (those who declined did so primarily because of 
conflicting commitments). The organizers asked each member of the Team to be responsible for 
coverage of one subfield of WM research in which they specialized. At the workshop each Team 
member proposed between one and three phenomena as benchmarks, which we discussed in plenary 
and small-group meetings. During these discussions we developed a consensus on criteria for 
benchmarks, and on how to delimit the scope of findings that we regard as reflecting WM. The main 
result of the workshop was a preliminary set of benchmark candidates.  
The candidate set was put together with a heuristic of inclusiveness: If the Team could not 
agree whether or not a finding should be a benchmark, it was included in the candidate list. The 
candidate list was a structured list that reflected the relations between phenomena: Groups of findings 
were clustered together because they pertain to a common theme, or appear to be instances of a more 
general phenomenon. Moreover, the candidate list consisted of main and subordinate findings. Main 
findings are those that we regarded as informative and important on their own, whereas subordinate 
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findings derive their importance from their role in specifying the exact nature of a main finding, for 
instance by revealing its boundary conditions or by characterizing it in more detail.  
We formulated each benchmark candidate in a way that is as theory neutral as possible, 
limiting the statement to a generalized description of the finding and avoiding potentially controversial 
interpretations. We did not aim for completely theory-free formulations, because we are not convinced 
that the description of observations can be completely divorced from theoretical concepts and ideas: 
Theoretical considerations influence which experiments we run, and they influence how we generalize 
findings across individual studies. We encountered the limits of theory-free descriptions particularly 
clearly in cases where the observation of benchmark findings depends on measurement procedures that 
rely on theoretical assumptions about (working) memory. This is the case, for instance, when 
measuring the maximum number of chunks that a person can hold in WM (benchmark 1.3): Efforts to 
obtain a pure estimate of the number of chunks held in WM involve methods to determine what is a 
chunk, and measures to control for extraneous factors influencing performance, both of which are 
informed by theoretical considerations. In these (few) cases we formulated a conditional benchmark of 
the form: "If measurement methods X, Y, and/or Z are applied, finding A is regularly obtained", 
making explicit the theoretical assumptions entering the choice of the measurement methods. 
Theorists who disagree with the premises of the measurement methods can and should still aim to 
explain the conditional benchmark, for instance by simulating data from a computational model and 
showing that, after applying the relevant measurement methods to the simulated data, the benchmark 
can be reproduced (for an example of this approach see van den Berg & Ma, 2014).   
Expert Surveys. Subsequent to the workshop, all members of the Benchmarks Team 
independently rated every finding on the candidate list on a four-point scale: A (highest priority), B 
(intermediate priority), C (low priority), and “not a benchmark”. Contrary to our expectation, none of 
the candidates received a majority rating of “not a benchmark”, so we did not exclude any candidate at 
this stage.  
To further reduce the chance of accidentally ignoring a potential benchmark, and to counteract 
any inadvertent bias in the selection and rating of benchmarks, in a further step we invited more than 
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200 researchers on human WM to take part in an online survey on the benchmark candidates; 81 of 
them responded. The set of researchers invited consisted of all participants of the International 
Conference on WM 2014 whose email addresses were available online, supplemented by authors of 
articles on WM in the literature data base of the first author. The survey was implemented with 
Qualtrics and hosted by the University of Western Australia. We also posted the link to the survey on 
the web page of the Psychonomic Society and circulated it through the newsletter of the European 
Society of Cognitive Psychology (ESCoP), with an open invitation to participate. The survey 
instruction included a brief description of the project’s purpose and the three criteria for benchmarks 
explained in the next section. Because of the large number of benchmark candidates, each respondent 
was presented a randomly selected subset of 71 items. The random selection was performed for each 
participant by Qualtrics, subject to two constraints: (1) Subordinate findings were not presented 
without the corresponding main findings, because they would be difficult to interpret in the absence of 
that context, and (2) findings that received highly variable ratings from the members of the 
Benchmarks Team were always included in the survey, because we needed more information on these 
candidates than on the ones on which we had already achieved a high degree of consensus. In addition 
to rating the benchmark candidates, respondents had the opportunity to add further proposals in a free-
text form at the end of the survey. Results from the expert survey are reported in Appendix A.  
Follow-Up Workshop. The final set of benchmarks was developed by the Benchmarks Team 
during a follow-up workshop in the summer of 2015, by which time the survey results had become 
available. The ratings of benchmarks according to their priority (A, B, or C) was also agreed on at the 
workshop. The survey data were taken as one piece of information in these decisions, alongside the 
Team’s judgments on the criteria for benchmarks, as outlined in the next section. Minor refinements of 
the selections and ratings were made through subsequent discussions.   
Criteria and Scope of Benchmarks 
We used the following criteria, agreed upon during the first workshop, to determine whether a 
finding represents a benchmark: (1) A benchmark must be reproducible, that is, there should be 
published replications, preferably from different labs. (2) A benchmark must generalize; the 
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importance ranking that a benchmark deserves should increase with its breadth of generalization 
across several dimensions: Details of the testing method (e.g., presentation duration, presentation 
modality), experimental paradigm (e.g., serial recall, probed recall, recognition), material (e.g., words, 
digits, spatial locations), and population (e.g., individuals of different ages and educational 
backgrounds). (3) A benchmark must have theoretical leverage. That is, benchmarks must be 
informative for theoretical questions by distinguishing between theoretical proposals that are 
compatible with those benchmarks and others that are not. This third criterion is clearly the most 
difficult to ascertain because it is difficult to determine whether a theory or hypothesis is compatible 
with a finding, and because there is no way to map out the space of possible theories. Therefore, we 
had to rely on a criterion for theoretical leverage that is tied to the historical context of the theoretical 
discussion in the field: We regarded a finding as theoretically informative if it has been used to make a 
case in favor or against a theoretical proposal.  
During the follow-up workshop we also refined our definition for the three priority levels as 
follows:  
Rating A: The benchmark is general across paradigms and content domains. No theory must 
contradict it because it is a fundamental fact of WM. It should be addressed by theories with high 
priority insofar as it falls into the intended explanatory scope of the theory.  
Rating B: The benchmark applies to a narrower set of tasks or paradigms than an A 
benchmark. It need not be addressed by general theories of WM with high priority, but theories 
focusing on the specific domain or paradigm for which the benchmark has been established must 
accommodate it. 
Rating C: The benchmark finding is specialized, and diagnostic in a narrow domain for a 
specific theoretical question only. Robust findings that qualify a more general finding, for instance by 
an interaction, often received the C rating. We also assigned a C rating to relatively novel findings that 
are of high theoretical leverage but for which robustness or generality still need to be ascertained. 
Our endeavor also necessitated a decision on the scope of the set of benchmarks: We had to 
determine which findings belong to the field of WM. One plausible way of delineating the scope of the 
field might be to start from a definition of WM. This path was closed to us because we decided to steer 
Benchmarks for Working Memory 10 
 
 
clear of theoretical commitments as much as possible, and definitions of scientific concepts are closely 
tied to theories of that concept. We therefore took the pragmatic route, including into the scope of our 
endeavor every finding that researchers in the field regard as being informative about WM. This 
pragmatic decision implies that in many regards we preferred to err on the over-inclusive side. For 
instance, some theories define WM as different from short-term memory, characterizing the latter as 
involving mere maintenance of information, whereas the former includes some form of processing 
(other than that required for a memory test). Other theories define WM in a more inclusive way, also 
encompassing mere maintenance (Cowan, in press). We included findings from tasks requiring only 
maintenance because excluding them would introduce a bias against the more inclusive theories and 
definitions of WM. In contrast, including them gives theorists the choice to define a broader or 
narrower scope for their model (an issue we will return to in the Discussion).  
There are two instances where we could have made the scope even broader but decided 
against it. First, although many theorists see WM as closely aligned to executive functions, we did not 
include findings speaking primarily to executive functions (e.g., findings on Stroop interference, task 
switching, or verbal fluency) because research on executive functions has become a field of its own, 
with theories and models largely separate from theorizing on WM (Botvinick, Braver, Barch, Carter, 
& Cohen, 2001; J. W. Brown, Reynolds, & Braver, 2007). We maintain that a good theory of WM 
should not presently aim, with high priority, to explain the Stroop effect, task-switching phenomena, 
and other findings on executive control. Second, we did not include experimental findings on how 
WM contributes to a host of cognitive tasks, from language comprehension (Just & Carpenter, 1992; 
Lewis, Vasishth, & van Dyke, 2006) to mental arithmetic (Hecht, 2002; Logie, Gilhooly, & Wynn, 
1994) to reasoning (Barrouillet & Lecas, 1999; Cho, Holyoak, & Cannon, 2007; Handley, Capon, 
Copp, & Harper, 2002), because explaining these findings relies at least as much on a model of the 
domain of application (e.g., a model of syntactic parsing, or of deductive reasoning) as on a model of 
WM. That said, we did include correlations between measures of WM capacity and performance in 
some other cognitive tasks insofar as these correlations are informative for theories about WM without 
requiring detailed theories about those other tasks (see Benchmarks 12.6 and 12.7).    
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Updating and Use of the Benchmarks 
The present article can at best provide a snapshot of benchmarks for WM models at its time of 
writing. Empirical research in the field will make progress by which new important findings will 
emerge, and findings that we propose as benchmarks today might be viewed as much less important or 
general in light of future discoveries. Therefore, we put in place a mechanism for continuous 
discussion and periodical revision of the benchmarks. Specifically, we set up a web page2 with (1) the 
current set of benchmarks, (2) a forum for general comments open to everyone, and (3) a second 
forum specifically dedicated to proposals of new benchmarks. We invite all researchers on WM to 
propose new benchmarks that meet the criteria outlined above.3 We plan to prepare a revised version 
of the present set of benchmarks within 4 to 5 years. We want that revision to be as representative as 
possible of the perspective of all researchers in the field, and therefore we invite all scholars of WM to 
join the Benchmarks Team for preparing the revision.4   
We are aware that there is typically more to a phenomenon than can be put into a brief verbal 
description. The ultimate aim of theories and computational models should not be to reproduce our 
verbal description of the benchmark phenomena but to reproduce data that reflect these phenomena. 
To facilitate that, we have started to put together a set of reference data for each of the phenomena on 
the benchmarks list. These data are available for download from a public repository.5 We invite all 
researchers to contribute further data sets that are representative for one or several benchmark 
findings. Our long-term goal is to provide reference data sets for all benchmarks that meet the 
following criteria: (1) They use large samples of participants and trials to provide the basis for precise 
estimates of model parameters (i.e., effect sizes in statistical models, and estimates of latent variables 
in theoretical models). (2) They cover a broad range of methodological variants to establish the 
generality (or lack thereof) of the benchmark in question. (3) They are pre-registered replications of 
benchmark findings; such replications are desirable because, despite our efforts to ensure that all 
                                                          
2 URL: https://wmbenchmarks.wordpress.com/ 
3 Proposals should be backed by references and a representative, ideally pre-registered, data set.  
4 For an expression of interest, send an email to the first or the second author: k.oberauer@psychologie.uzh.ch, 
or stephan.lewandowsky@bristol.ac.uk 
5 URL: https://github.com/oberauer/BenchmarksWM.git, and https://osf.io/g49c6/ 
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benchmarks are robust and replicable, we cannot rule out that the available evidence is compromised 
by publication bias. Some members of the Benchmark Team plan to carry out such pre-registered 
replications, and we encourage all researchers in the field to contribute to that effort. 
In the remainder of this article we describe each benchmark, and justify its selection and its 
rating. To limit the article's length, we describe benchmarks with A and B ratings in the main text, and 
those with C ratings in Appendix B.  Where we describe individual studies in detail, or plot illustrative 
data, we chose them to be representative (i.e., using a typical experimental paradigm and typical 
materials) and comprehensive (i.e., covering a broad range of experimental conditions relevant to the 
benchmark). When we illustrate benchmark findings with figures, we produced them, where possible, 
from raw data available to us. In these cases, error bars reflect 95% confidence intervals for within-
subjects comparisons (Bakeman & McArthur, 1996), which give an indication of the variability of 
within-subjects effects (but not of individual data points).   
Table 1: Brief Descriptions of Experimental Paradigms for Studying Working Memory 
Name Description 
Serial Recall (SR) Reproduction of a sequentially presented list of items in the order of 
presentation 
Free Recall (FR) Reproduction of a list of items in free order 
Probed Recall (PR) Recall of items in response to a retrieval cue uniquely identifying that item 
(e.g., its ordinal list position, or its spatial location) 
Reconstruction of 
order (ROO) 
Reproduction of the order of presentation of a list of items by placing each 
item in its correct ordinal list position (e.g., by moving the item with the 
mouse into a spatial place-holder for its list position) 
Complex Span (CS) Presentation of a list of items is interleaved with brief episodes of a distractor 
processing task; at the end the items have to be recalled (usually in serial 
order) 
Brown-Peterson (BP) Recall of a short list of items after a retention interval filled with a distractor 
processing task 
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Change Detection 
(CD) 
An array of objects with simple visual features (e.g., colors, orientations) is 
presented briefly; after a brief delay the entire array is presented again, and 
the person decides whether or not one feature has been changed. Sometimes 
only one object is presented at test in the location of one original array object.   
Continuous 
reproduction (a.k.a. 
delayed estimation) 
(CR) 
An array of objects with simple visual features (e.g., colors, orientations) is 
presented briefly.  After a brief delay one object is marked (usually by its 
location), and the person reproduces its feature on a continuous response 
scale (e.g., selecting its color on a color wheel), enabling the measure of 
memory precision on a continuous scale 
N-Back (NB) A long series of stimuli is presented sequentially, and the person decides for 
each stimulus whether it matches the one presented n steps back.  
Running memory 
span (RM) 
A series of stimuli of unpredictable length is remembered, and when it stops, 
the person is asked to recall the last n list elements, or as many list elements 
as possible from the end of the list.  
Item Recognition 
(IRec) 
A sequentially presented list, or simultaneously presented array of items is 
remembered briefly, followed by a single probe; the person decides whether 
that probe was contained in the memory set.  
Relational 
Recognition (a.k.a. 
Local Recognition) 
(RRec) 
Each item of a memory set is presented in a unique location, or in a relation 
with another unique stimulus, such as color. At test, a probe is presented in 
one of the locations (or in conjunction with one of the unique stimuli), and 
the person decides whether the probe matches the memory item in that 
location (or with that unique stimulus).  
Memory Updating 
(MU) 
Presentation of a set of initial items (e.g., digits, spatial locations of objects) 
is followed by instructions to update individual items, either through 
transformation (e.g., adding or subtracting some value from a digit, or 
shifting an object to a new spatial location) or through replacement (e.g., 
presenting a new digit, or presenting an object in a new location). 
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Note: Each paradigm name is accompanied by the acronym that this paradigm is given in the reference 
tables in Appendices C and D.  
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Figure 1: Schematic illustrations of paradigms for investigating WM, with flow of events from 
left to right. The examples show visual presentation and mostly oral responses, but the modality of 
presentation and response varies across experiments. A: Immediate serial recall (a.k.a. simple span): 
A list of items (e.g., digits, letters, words, spatial locations) is presented sequentially, typically at a 
rate of 0.5 to 1 s per item. Immediately after the last item, participants attempt to recall the list in 
forward order of presentation. A variant of this paradigm, backward recall (not shown) requires 
recall in the reverse order of presentation. B: Complex span: Brief episodes of distractor processing 
are interleaved with presentation of items for immediate recall. C: Running Memory Span: A list of 
unpredictable length is presented sequentially. When the list stops, participants try to recall the last N 
items. D: Probed recall: After sequential presentation of a list of items, one item selected at random is 
probed for recall, for instance by a cue to its spatial position in a row from left to right, or by 
presenting one list item and asking participants to recall the next item. E: WM updating: Starting 
values (e.g., digits) are presented across a set of boxes, and are updated according to a series of 
operations (e.g., additions and subtractions) displayed in individual boxes. After several updating 
operations the final values in each box are tested. F: Item recognition: After presentation of a list of 
items, a single item probe is presented, and participants decide whether that item is an element of the 
list. G: N-back: A series of stimuli is presented, and participants decide for each stimulus whether it 
matches the one presented N steps back (the example is for N=2). H: Change-detection: An observer 
reports whether or not a change occurred between study and test, either in a single probed item or in 
any item in a whole array. Variants of this paradigm (not shown) ask for identifying the direction of 
change (e.g., whether the changed bar was rotated clockwise or counter-clockwise) or the location of 
change (i.e., which of the items has changed). I: Continuous reproduction (a.k.a. delayed estimation): 
An observer reproduces the feature of a target item in the array – marked here by the thick white 
outline in the test display – on a continuous response scale, for instance by selecting the target color 
on a color wheel.  
We document the generality of each benchmark across experimental paradigms, content 
domains, and populations through two reference tables. Appendix C presents a table with all 
benchmarks, with references to supporting studies, organized by paradigm and content domain. 
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Appendix D presents an analogous table, organized by paradigm and age group. As studies with 
children and older adults typically enroll a broader range of educational levels than studies with young 
adults (i.e., mostly university students), generality across age groups also goes some way towards 
demonstrating generality across educational background.  
1: Set-Size Effects 
Benchmarks 1.1: Set-Size Effects on Accuracy (Rating: A).  
On every test of WM, accuracy declines as the set size increases. The set size refers to the 
number of elements in the set that participants are asked to hold in WM. These elements can be 
linguistic units such as digits, letters, and words (Crannell & Parrish, 1957; Guilford & Dallenbach, 
1925), spatial locations (Cortis, Dent, Kennett, & Ward, 2015; Glahn et al., 2002), features or 
conjunctions of features of visual stimuli (Luck & Vogel, 1997; Shah & Miyake, 1996), and many 
others. The set-size effect on accuracy has been observed across a broad range of paradigms for 
studying WM (see Table 1 and Figure 1 for an overview of paradigms): Serial and free recall of verbal 
and spatial lists (Cortis et al., 2015; Grenfell-Essam & Ward, 2012; Woods, Wyma, Herron, & Yund, 
2016), complex span for verbal and visual-spatial materials (Shah & Miyake, 1996; Unsworth & 
Engle, 2006a), probed recall (Murdock, 1968a), running memory span (Bunting, Cowan, & Saults, 
2006; Pollack, Johnson, & Knaff, 1959), working-memory updating (Oberauer & Kliegl, 2001), item 
recognition (McElree & Dosher, 1989; R. E. Morin, DeRosa, & Ulm, 1967), n-back (Jonides et al., 
1997; Verhaeghen, Cerella, & Basak, 2004), change detection (Luck & Vogel, 1997; Morey, Morey, 
van der Reijden, & Holweg, 2013), and change discrimination (J. Palmer, 1990). When participants 
are asked to reproduce a visual feature varying on a continuous dimension (e.g., its orientation or 
color), their mean absolute deviation from the true feature value increases with set size (Wilken & Ma, 
2004; c.f. Benchmark 4.5). Representative data from six paradigms are shown in Figure 2.  
The set size effect on accuracy is a highly robust and general phenomenon. Moreover, it 
reflects a core feature of WM: people's ability to hold information available for processing is severely 
limited. Therefore, we assign this benchmark the highest level of priority (A), in agreement with the 
majority of survey respondents (50/81) (see Appendix A for the full survey data).   
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Figure 2: Representative findings demonstrating the set-size effect on accuracy. A: Serial 
recall in simple and complex span tests with verbal materials (Unsworth & Engle, 2006a). B: Running 
memory span (Bunting et al., 2006). C: Item recognition (McElree & Dosher, 1989). D: Standard N-
back (Jonides et al., 1997), and a version of N-back in which subsequent stimuli are presented across 
N columns, such that each stimulus appears in the same column as the one N steps back (Verhaeghen 
& Basak, 2005), E: WM updating with digits and arithmetic operations (Oberauer & Kliegl, 2001), F: 
Change detection with arrays of colored squares (Adam, Mance, Fukuda, & Vogel, 2015). 
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Boundary Conditions. There is no paradigm used for studying WM that does not show a set-
size effect on accuracy, but there are conditions under which the set-size effect is strongly mitigated, 
such that people can remember much larger sets than is typically observed. This occurs when the 
person can bring to bear long-term knowledge of relations between elements in a memory set. For 
example, a rich retrieval structure permits people to remember a much larger set of items over the 
short term than when the memory set does not afford applying that specialized knowledge (see 
Benchmark 1.3). These are mostly conditions giving rise to chunking (see Benchmark 11.1). The set-
size effect was also much reduced in an item-recognition task when stimuli were used only once 
throughout the experiment (Endress & Potter, 2014).  
Benchmark 1.2: Set-Size Effects on Retrieval Latency (A) 
Across all types of WM tasks, it is generally true that responses drawing on information in 
WM become slower as there are more things to remember. The benchmark we propose here is a 
monotonic increase in response time as the size of the memory set increases. This pattern emerges 
across a range of WM tasks, including recognition, serial and free recall, WM updating, as well as 
change-detection tasks. The result is robust, has been replicated often, and has been informative for 
theorizing about access to WM since the early days of cognitive psychology (Sternberg, 1966, 1969), 
and hence we give it an A rating. This rating is in line with the most frequent rating in the survey 
(39/77).  
Recognition. Perhaps the most famous early demonstration of the effect of set size on 
response latency was Sternberg’s (1966) work using the short-term memory scanning task. Sternberg 
presented participants with up to six digits (0-9), each for 1.2 s, followed by a delay of 2 s. At test, 
participants were asked to indicate whether a digit was either part of the study list, or old, or was not 
studied, or new. The seminal result was that the time to recognize both new and old items increased 
with the size of the study list. Though Sternberg found that set-size was linearly related to response 
time, this result is not observed in all experiments, and therefore our benchmark is that the relationship 
is monotonic. Moreover, to obtain a more complete picture, the set-size effect needs to be further 
decomposed. Monsell (1978) found that there was no impact of set-size on the time to recognize old 
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items, above and beyond the effect of serial position. Rather, old items in earlier serial positions – with 
a longer lag between study and test – were recognized more slowly than those in later positions. 
Longer lists yielded slower responses on average because they contained more items with a larger 
study-test lag. Donkin and Nosofsky (2012b) found that the timing of the task moderates whether set 
size has an influence on the time to recognize old items. The average response times from Donkin and 
Nosofsky (2012b) are plotted in Figure 3. When study items were presented relatively quickly (500 ms 
per item), and with relatively little delay between study and test (500 ms), recognition response times 
for old items were driven primarily by serial position. However, when Sternberg’s slower timings 
were used, there was a distinct influence of set size, and almost no role of serial position.  
One boundary condition of the set-size effect on recognition latency has been observed in a 
local-recognition task, in which probes are presented in the locations of list items, to be compared only 
to the item in the same location. When each location is tested one by one in the order of presentation, 
the set-size effect disappears (Lange, Cerella, & Verhaeghen, 2011). 
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Figure 3: The effects of set size and serial position on response times in the Sternberg item-
recognition paradigm, for fast presentation rate and short retention interval (left), and for slower 
presentation rate, longer retention interval, and serial recall of the list following the recognition 
decision (right) (Donkin & Nosofsky, 2012b). Response times for positive probes are plotted by their 
list position; those for new probes have no list position. Error bars are 95% confidence intervals for 
within-subjects comparisons (Bakeman & McArthur, 1996).  
 
Recall. Effects of set size on response latencies have also been observed in recall tasks. For 
example, using a serial recall task, Maybery, Parmentier, and Jones (2002) had participants remember 
lists of between 3 to 6 items, and found that the time taken to produce the first response increased with 
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set size. The time between each response also increased with set size. That is, when there were more 
items to remember, all responses were slowed by a roughly constant amount. This pattern has also 
been observed for complex span tasks (Towse, Cowan, Hitch, & Horton, 2008). In a free recall task, 
Rohrer (1996) showed that the time taken to recall items increased substantially when the number of 
items in the study list increased from 8 to 16 words. Further, participants were slower to recall words 
from longer lists, even when the same total number of words were recalled (i.e., the time to recall 5 
words from an 8-item list was shorter than recalling 5 words from a 16-item list).  
Other Tasks. Increasing the number of items to be remembered also increases response time 
in other WM tasks. In a working-memory updating task, updating an individual item is slower when  
participants have to hold more items in WM (Oberauer & Kliegl, 2001; Oberauer, Wendland, & 
Kliegl, 2003). Finally, more recent work in the area of visual WM has reported a monotonic increase 
in response time as a function of set size in change-detection tasks (Donkin, Nosofsky, Gold, & 
Shiffrin, 2013; Gilchrist & Cowan, 2014).  
Benchmark 1.3: Number of Items Recalled or Recognized (B) 
Probably the most basic folk question about WM concerns the number of items that can be 
remembered and then immediately reproduced, often referred to as memory span. We next consider 
the evidence speaking to this question, and what benchmarks can be distilled from it and from related 
recognition procedures. 
Upper bounds on performance. A first benchmark states that in any test of WM using 
simple, highly discriminable stimuli, young adults can reliably recall or recognize across many trials 
no more than 3 to 5 separate units (Broadbent, 1975; Cowan, 2001). This is the number of units up to 
which accuracy remains very close to ceiling. Cardozo and Leopold (1963) showed virtually error-free 
serial recall of digits and letters up to 5 items. Crannell and Parrish (1957) showed nearly perfect serial 
recall of up to 5 digits, and 4 letters. Oberauer and Kliegl (2001) found perfect performance in 
arithmetically updating boxes containing numbers for a memory demand of no more than three boxes 
(Figure 2E). When recognition of simple visual objects is the measure, for brief arrays to be 
recognized there is ceiling-level performance with 3 or fewer items (Luck & Vogel, 1997; cf. Figure 
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2F). A similar limit on the number of items recalled is observed in free recall (Ward, 2002): With 
increasing list length, the number of words recalled increases less and less, reaching a level within 
Miller’s range for span. 
A related second benchmark pertains to the number of separate units that participants can 
reproduce on 50% of their trials – the classic definition of memory span. The famous paper by G. A. 
Miller (1956) suggested that healthy young adults have a span of about 7 separate, familiar items (e.g., 
letters, digits, or words), give or take a few. This generalization is based on a large number of memory 
span tasks administered across the years. Although there is variability in the span for different 
materials and testing procedures, the observed span limits for serial recall are sufficiently informative 
to qualify as a benchmark: Virtually all healthy adults have a span of more than 4 items in the serial 
recall of familiar verbal materials, and almost none have a span of more than 10 items.  
 Under many circumstances estimates of span fall considerably below 7 to 10. Inspired by 
Broadbent (1975), Cowan (2001) reviewed a large variety of situations in which the smaller limit of 3 
to 5 items is the mean rather than the point of perfect performance. This is the case, for example, when 
the endpoint of the list is unpredictable, as in running memory span (Pollack et al., 1959), or when 
items are presented in a brief array (Sperling, 1960). Cowan’s proposal was that there is a limit in span 
of 3 or 4 that can be overcome with the use of strategies such as grouping, chunking, and rehearsal 
unless the task prohibits such strategies. This limit was shown to range in adults between 2 and 6 items 
on average, and between 3 and 5 items in most of them. For one example, memory for spoken digit 
lists that were unattended when presented, see Cowan (2001, Figures 3-4, pp. 97-98); for another 
example, running span with a fast, 4/s presentation rate, see Figure 2B. Based on that proposal, we 
propose a further, conditional benchmark, outlined next.  
A stronger benchmark of items in WM?  Whereas the observed item limits vary 
substantially between materials and testing procedures, it is possible that there is an underlying 
invariant (cf. Rouder, Speckman, Sun, & Morey, 2009) – a relatively constant item limit that 
generalizes across materials and situations and predicts lower as well as upper bounds. To identify 
such an invariant, one must make several critical theoretical assumptions about cognitive processes 
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that influence the observed item limits for specific materials and test situations, thereby explaining the 
variability on the surface. The rationale of this endeavor is analogous to the identification of constants 
in natural sciences. For instance, the constant of gravity holds despite variability in the observed rates 
of acceleration of falling bodies because the latter can be explained through auxiliary assumptions 
(e.g., assumptions about variability in air resistance; see Cowan, 2001). Following this rationale, we 
propose as a conditional benchmark that young adults can hold in WM about 3 to 4 chunks (Cowan, 
2001). This benchmark is conditional because observation of the supporting evidence depends on 
measurement processes that rely on substantive assumptions, most notably about the nature of chunks 
in WM. We next make these assumptions explicit. 
Chunking and structuring assumptions and their application to apparent exceptions to 
the item-limit benchmarks. As Miller (1956) proposed, the memory of sets of items is assisted by the 
recognition of item groups with strong inter-item associations, or chunks. This point is probably 
generally accepted in cognitive psychology (see Benchmark 11.1).  For example, it is easier to 
remember a sequence of nine random letters if they can be grouped to form three known acronyms 
(which serve as chunks) such as IRS, CIA, and FBI. A more controversial tenet is that it is possible to 
identify chunks in a wide variety of situations, based on the following assumptions: 
(1) Boundaries between chunks can sometimes be identified by long temporal gaps in recall 
sequences or changes in intonation at the end of a recalled chunk. With the help of this assumption, 
several studies have observed that people can recall about 3 to 4 chunks when reproducing the 
placement of chess pieces on a board (Chase & Simon, 1973b; Gobet & Simon, 1996).  
(2) When people are free to rehearse verbal materials, or when they have a chance to group 
materials (see Benchmark 9.2), then they can use these processes to integrate several familiar items 
(e.g., several digits or words) into a chunk. Therefore, researchers must prevent rehearsal and grouping 
processes so that each presented, familiar item remains an individual chunk (Broadbent, 1975; Cowan, 
2001).  One way of doing so is to present spoken items and ask for serial recall during concurrent 
articulation.  With this procedure, young adults can recall about 3 or 4 items (for a review see Cowan, 
2001, Table 2).   
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(3) Conversely, for some complex materials a single nominal item might have to be 
represented by more than one chunk if the elements cannot be easily integrated. For example, a multi-
syllable non-word is arguably represented not as one chunk, but as several chunks (e.g., one for each 
syllable). Consequently, for complex materials the number of items that can be recalled or recognized 
may fall substantially below 3. Therefore, to measure the chunk limit, researchers must use simple 
items that are unambiguously familiar to participants as single units, so that they can encode each item 
as a single chunk. Alternatively, researchers can use some means to ascertain that separate elements 
have been successfully combined to form larger chunks, as explained next.  
(4) Chunks can be identified by presenting materials consisting of several elements that people 
have learned to integrate into units, such as known proverbs, so that each long unit can be assumed or 
shown to act as a single chunk (Glanzer & Razel, 1974; Simon, 1974; Tulving & Patkau, 1962).  
(5) Chunks can also be identified by creating them experimentally, for instance by teaching 
inter-item associations to create new chunks, possibly assessing the integrity of these chunks with a 
cued-recall test. With this method it was again found that young adults can recall or recognize about 3 
to 4 chunks (Chen & Cowan, 2009; concurrent-articulation condition shown in Figure 4; Cowan, 
Chen, & Rouder, 2004; Cowan, Rouder, Blume, & Saults, 2012).   
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Figure 4: Number of chunks recalled (regardless of serial order) in the experiment of Chen 
and Cowan (2009). Condition labels indicate the number of chunks presented, followed by the 
condition: New single words (n), single words presented during pre-training (s), and word-pairs 
learned as chunks during pre-training (p_Chks); in the word-pairs condition each pair counts as one 
chunk. Error bars are 95% confidence intervals for within-subjects comparisons (Bakeman & 
McArthur, 1996). 
The item limit we propose as conditional Benchmark 1.3 builds on evidence from several 
paradigms and materials, and it is of central importance for theorizing about the nature of the capacity 
limit of WM. At the same time, because of its conditional nature its status is less certain than that of 
other benchmarks that are less dependent on measurement assumptions. Therefore, in agreement with 
the modal rating of survey respondents for most of the instances of this benchmark, we rate it as B.  
Boundary Conditions. Experts in forming chunks of a certain kind can learn to recall lists of 
many more items than the usual 7 or so, e.g., 80 digits or more in a list (Ericsson et al., 1980, 2004; 
Wilding 2001). This kind of finding has been explained not completely on the basis of simple 
chunking, but with the further assumption of a hierarchical organization in which chunks of 3 to 5 
items are organized within about 3 to 5 super-chunks, and so on (see also Benchmark 11.1). There is 
good support for the first-order chunks, in the form of pauses in recall between chunks, and super-
chunks, in the form of falling intonation at the end of a super-chunk (Ericsson, Chase, & Faloon, 
1980). However, whereas the formation of chunks of digits (e.g., by replacing short sequences of 
digits by known athletic record times) is well explained, it is not clear what long-term memory 
information allowed the formation of super-chunks. 
One additional condition for observing an upper bound of 3 to 4 chunks reliably across trials is 
that the items should be from a common category; the proposed benchmark might not apply, for 
example, in the recall or recognition of stimulus sets that include verbal and nonverbal items together. 
Memory for these sets might exceed the limit for more uniform sets, presumably because some 
mechanism helps to keep the subsets of items separate and limit interference between different item 
types (Baddeley & Hitch, 1974; Cowan, Saults, & Blume, 2014). This situation might be considered 
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another one in which chunking and structure contribute to performance by allowing fewer chunks than 
the number of stimuli. 
2: The Effects of Retention Interval and Presentation Duration 
Most memories are eventually forgotten. However, the time course of forgetting over the short 
term is contested and as yet unclear. The effects of retention interval turn out to differ for different 
types of material. Our benchmarks pertaining to retention interval are therefore nominated separately 
for verbal materials (such as letters, digits, or words; Benchmarks 2.1, 2.2, 2.3) and for visual or 
spatial materials (such as colored shapes; Benchmark 2.4).  
 
Figure 5: Forgetting (i.e., loss of memory accuracy) as a function of the duration of, and the events in, 
the retention interval. A: Forgetting as a function of the duration of a filled retention interval in the 
Brown-Peterson paradigm; data for a group of younger and a group of older adults (Floden, Stuss, & 
Craik, 2000, Exp. 2) B: Forgetting in serial recall as a function of distractor processes interleaved 
between encoding of items: none (Quiet), reading a single word (1 distractor), reading the same word 
three times (3 identical distr.) or reading three different words (3 different distr.) (Lewandowsky, 
Geiger, Morrell, & Oberauer, 2010, Exp. 2).  
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Benchmark 2.1: The effects of filled retention intervals with verbal material (A) 
When list presentation is followed by retention intervals of varying lengths during which 
people engage in a distracting activity that prevents rehearsal, performance typically declines as the 
retention interval is increased. The effect is particularly robust and pervasive for verbal materials.   
 The classic studies of J. Brown (1958) and Peterson and Peterson (1959) show that recall 
performance declines over time when people engage in a distractor task that involves constantly-
changing materials, such as counting backwards from a random number. In most instances, steep 
forgetting is observed for the first 15-18 seconds of distracting activity, followed by a performance 
plateau during which forgetting is considerably slower or even absent (see Figure 5A). A decline of 
memory over time is also observed when the time between list items at encoding or the time between 
retrievals of individual items is increased, as long as that time is filled with a distractor task involving 
changing materials (Lewandowsky et al., 2010; Lewandowsky, Geiger, & Oberauer, 2008). This effect 
is a classic, well-replicated finding that has played a major role in the discussion about the causes of 
forgetting in working memory (for reviews see Oberauer, Farrell, Jarrold, & Lewandowsky, 2016; 
Ricker, Vergauwe, & Cowan, 2016).  
For visual-spatial materials, there is also evidence that memory performance declines as a 
distractor- filled retention interval is increased. For example, Ricker and Cowan (2010) showed that 
memory for unconventional symbols (e.g., ג, ℑ) that defy verbalization decreases as people spend 
more time on a verbal distracting activity (e.g., determining whether a spoken digit is odd or even) 
after list presentation. Similarly, Kopelman and Stanhope (1997) found a decline in Corsi-block 
performance when a distractor-filled retention interval was extended from 5s to 15s, and Meudell 
(1977) found that memory for matrix patterns declines over a retention interval filled with backward 
counting. There is, however, at least one exception to this general pattern: Christie and Phillips (1979) 
reported a study in which participants had to memorize random matrix patterns. Although a distractor 
task during the retention interval (counting backwards by 3’s from a random number) lowered 
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performance overall compared to an unfilled control, the duration of the distractor task had no effect 
on performance. However, we are not aware of any replications of this result. 
When considered across both stimulus domains and across the preponderance of results, the 
effects of filled retention intervals are sufficiently clear and robust for us to rate it as A, in agreement 
with the majority of survey respondents (19/34).   
By contrast, we do not consider the results with unfilled retention intervals (i.e., intervals 
during which the participant is not engaged in any experimenter-directed activity) sufficiently 
consistent and unambiguous to warrant a benchmark. Although extending an unfilled retention interval 
after study of verbal material generally does not lead to a reduction in performance (e.g., Oberauer & 
Lewandowsky, 2016; Ricker & Cowan, 2010; Vallar & Baddeley, 1982; but see Ricker, Spiegel, & 
Cowan, 2014), the pattern is considerably more ambiguous with visual and spatial information (e.g., 
colored shapes). On the one hand, extending an unfilled retention interval leads to a further decline in 
performance (e.g., Mercer & Duffy, 2015; Ricker & Cowan, 2010; Ricker, Spiegel, & Cowan, 2014; 
Sakai & Inui, 2002). On the other hand, there is a substantial number of reports in which no decline of 
performance with additional unfilled retention time is observed (Burke, Poyser, & Schiessl, 2015; 
Gorgoraptis, Catalao, Bays, & Husain, 2011; Kahana & Sekuler, 2002; Smyth, Hay, Hitch, & Horton, 
2005), or a decline is observed in one condition and not in another (Lilienthal, Hale, & Myerson, 
2014). Because there is still much uncertainty about the conditions under which memory for visual and 
spatial materials does or does not decline over an unfilled retention interval, we do not believe that the 
effects of unfilled retention intervals can be described as a benchmark result.  
Benchmark 2.2: The interaction of retention interval with proactive interference (B) 
The effects of retention interval are much attenuated when proactive interference (PI)6 is 
absent, as for example on a participant’s first trial in a distractor task (e.g., Keppel & Underwood, 
1962; Loess, 1964; Meudell, 1977). However, when studies are sufficiently powerful, small but 
                                                          
6 Proactive interference refers to the finding that memory declines over successive trials in which materials 
from the same category are studied; after a change of category, release from proactive interference is 
observed (Gardiner, Craik, & Birtwistle, 1972) 
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significant forgetting during a retention interval exceeding 3 seconds can be observed even in the 
absence of proactive interference (Baddeley & Scott, 1971). As the attenuation of time-based 
forgetting in the absence of PI qualifies Benchmark 2.1, and has been observed only with one 
paradigm and primarily with verbal materials, we rate it as B. This was also the modal rating in the 
survey (14/30). 
Benchmark 2.3: The interaction of forgetting with the type of distractor material (B) 
There is considerable evidence that extending the duration of a retention interval has little or 
no effect on performance when no new information is processed during the retention interval. That is, 
the time-dependent forgetting captured by Benchmarks 2.1 and 2.2 only applies when the distractor 
task involves changing-state material such as counting backwards from a random number. When the 
distractor-task material remains unchanged, distraction still impairs verbal memory (see Benchmark 
5.2), but the amount of forgetting does not increase with a longer retention interval. For example, 
Vallar and Baddeley (1982) showed that recitation of the word “the” for 15 s after presentation of a 
trigram of consonants had little effect on memory. Similar results have been reported by Longoni, 
Richardson, and Aiello (1993), Phaf and Wolters (1993), and Humphreys et al. (2010). Likewise, 
repetition aloud of the same word in between recall attempts does not impair performance appreciably, 
even if an additional 12 s has elapsed during retrieval of a list (Lewandowsky, Duncan, & Brown, 
2004; Lewandowsky, Geiger, et al., 2008). Performance remains unaffected by retention interval even 
when a speeded choice task has to be performed in addition to repeating a constant distractor out loud 
(Oberauer & Lewandowsky, 2008). A parallel pattern of results is obtained when distractor tasks are 
inserted in between items at encoding (Lewandowsky et al., 2010; Oberauer & Lewandowsky, 2008, 
2013). This finding, illustrated in Figure 5B, qualifies Benchmark 2.1. It has been replicated with 
several variants of the serial-recall paradigm, but is currently limited to verbal materials; hence we rate 
it as B. Survey respondents mostly agreed with this assessment (21/63 B ratings, and about equally 
many A and C ratings).   
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Benchmark 2.4: The effects of presentation duration (B) 
For simple visual materials such as colors or orientations, performance increases across a very 
narrow and brief range of presentation durations. No further increases of accuracy are observed 
beyond a presentation duration of around 50-100 ms per item (Bays, Gorgoraptis, Wee, Marshall, & 
Husain, 2011; Vogel, Woodman, & Luck, 2006); see Figure 6 (left panel).  
With verbal material, the effects of presentation duration are also positive for free recall 
(Glanzer & Cunitz, 1966; Roberts, 1972), albeit over a longer range of times than for visual material. 
With serial recall, the presentation modality matters. There is ample evidence that slower presentations 
give rise to better serial-recall performance for visually presented lists of verbal items (Dornbush, 
1968a, 1968b, 1969; Fell & Laugherty, 1969; Mackworth, 1962, 1964; D. J. Murray, 1965, 1966; 
Norman, 1966; Tan & Ward, 2008). For example, Tan and Ward (2008) observed that when 
presentation duration is extended from 1 s/word to 5 s/word, serial-recall performance for a 6-item list 
increased by about 20 percentage points for all but the first item (Figure 6, right panel). 
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Figure 6: Effects of presentation time on short-term retention. Left: Precision of reproduction 
of colors from an array as a function of presentation time between onset of the array and onset of a 
mask, and set size (Bays et al., 2011). Right: Accuracy of serial recall of words as a function of 
presentation rate and serial position (Tan & Ward, 2008).  
 
With auditory presentation, by contrast, no clear summary is possible because every possible 
outcome has been observed. In some cases, slower presentation has improved performance (e.g., Fell 
& Laugherty, 1969; Gerver, 1969), in some cases a null effect of presentation duration has been 
observed  (e.g.,D. J. Murray & Roberts, 1968), and in other instances performance declined as 
presentation was slowed (e.g.,Dornbush, 1969; Mackworth, 1964). 
In sum, the beneficial effect of increasing presentation duration is sufficiently robust and 
general to deserve benchmark status; at the same time the effect varies considerably across materials 
and is qualified by presentation modality; therefore, we assigned it only intermediate priority (B).  
3: Effects of Serial Position in Lists 
Benchmark 3.1: Primacy and Recency Effects on Accuracy (A) 
The relationship between accuracy of retrieval for an item and its position in the 
experimenter’s list is known as the serial position curve. For lists long enough so that accuracy is less 
than perfect, there are recall advantages for those items presented at the start of the list, called the 
primacy effect, and at the end of the list, called the recency effect.  
Primacy effects and recency effects can be found in most, if not all, immediate memory tasks 
(for some examples see Figure 7).  Considering first the recall of verbal lists, both effects are observed 
in immediate free recall (Murdock, 1962), immediate serial recall (Drewnowski & Murdock, 1980; 
Murdock, 1968a), backward serial recall (Madigan, 1971) and probed serial recall using either the 
serial position or the prior item as probe (Murdock, 1968a). Primacy and recency effects are also 
observed in recognition tests (Oberauer, 2003b) when participants are asked to identify whether a 
probe item has been presented in a particular list position (local recognition) or in a particular list 
Benchmarks for Working Memory 33 
 
 
(global recognition). Finally, they are observed in the reconstruction of order task (see Table 1), in 
which participants are simultaneously re-presented at test with all the list items (in a new visuo-spatial 
arrangement), and must select the items in the correct serial order (Lewandowsky, Nimmo, & Brown, 
2008; Nairne, Neath, & Serra, 1997).  
 
Figure 7: Serial position curves from forward and backward serial recall (Madigan, 1971; data for 
visual presentation modality), and from item and relational recognition (Oberauer, 2003b; random 
presentation order) 
The relative strength of primacy and recency is strongly modulated by output order (Grenfell-
Essam & Ward, 2012; Madigan, 1971; Ward, Tan, & Grenfell-Essam, 2010). Items are more likely to 
be recalled correctly if their retrieval is attempted early in the recall period (see Benchmark 3.4.1 on 
output order effects). Yet, primacy and recency effects in recall and recognition are found across input 
positions even when the output order is controlled (Cowan, Saults, Elliott, & Moreno, 2002; Oberauer, 
2003b).  
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Recency but not primacy in free recall is eliminated by a filled distractor at the end of the list 
(Glanzer & Cunitz, 1966; Postman & Phillips, 1965). However, both primacy and recency effects are 
observed when a period of distractor activity is interleaved between each and every list item in the 
continual distractor free recall task (Bjork & Whitten, 1974) or the complex span task (Unsworth & 
Engle, 2006b).  
Primacy and recency effects are also observed with non-verbal materials (for a review see 
Hurlstone, Hitch, & Baddeley, 2014): They have been obtained in the immediate serial recall (Jones, 
Farrand, Stuart, & Morris, 1995) and immediate free recall (Cortis et al., 2015) of visuo-spatial 
locations, and in the reconstruction-of-order task for non-verbal items such as block matrices or 
unfamiliar faces (Avons, 1998; Smyth et al., 2005).  
We rated this benchmark as A because its high degree of generality, and because it is highly 
diagnostic for theories of WM. Serial-position effects have long been accepted as benchmarks by 
theorists. Because all contemporary models of list recall explain it at least qualitatively (Farrell & 
Lewandowsky, 2004), it does not serve to adjudicate between competing models but rather represents 
a minimum requirement: Any comprehensive model that fails to predict primacy and recency effects is 
not viable from the start. The Benchmark A status for primacy and recency effects is echoed by the 
majority (13) of the 19 ratings in the survey. 
Moderators of Primacy and Recency. In addition to distractor tasks (Benchmark 3.1), output 
order (Benchmark 3.4), and presentation modality (Benchmark 3.2), a number of other variables have 
been observed to affect the relative strength of primacy and recency: Instructions inducing test 
expectancy, list length, and scoring method. Because none of these findings is sufficiently general, 
well established, and theoretically informative, we do not assign them benchmark status but rather 
mention them as moderators of Benchmark 3.1.  
Instructing participants before list presentation about how they will be tested has sometimes 
been found to affect the serial-position curve (for forward recall vs. recognition instructions see 
Duncan & Murdock, 2000; for forward vs. backward recall instructions see Neath & Crowder, 1996). 
In contrast, the serial-position curves of forward serial recall and free recall are hardly affected by 
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whether participants are informed before list presentation which of these two recall tasks they will 
have to do on a given list (Bhatarah, Ward, & Tan, 2008).   
The effects of list length have been examined in a series of experiments using immediate free 
recall, variants of immediate serial recall, and the reconstruction of order tasks (Grenfell-Essam & Ward, 
2012; Ward et al., 2010). Increasing the list length reduced the magnitude of the primacy effect but had 
little effect on the magnitude of the recency effect.  
Benchmark 3.2: The Modality Effect and its Interaction with Recency (B) 
There are enhanced recency effects in many immediate verbal memory tasks with spoken 
stimuli relative to silently read visual stimuli (Conrad & Hull, 1968; Gardiner & Gregg, 1979; 
Murdock & Walker, 1969; Watkins, Watkins, & Crowder, 1974), a finding known as the modality 
effect (see Figure 8). The modality effect is mostly limited to verbal materials, although there is one 
study showing elevated recency (and poorer memory in earlier list positions) in serial-order memory 
for spatial locations (Tremblay, Parmentier, Guérard, Nicholls, & Jones, 2006). The modality effect is 
observed across a wide range of immediate memory tasks (Penney, 1989), including immediate free 
recall (Murdock & Walker, 1969), reconstruction of order (Neath, 1997), and continuous-distractor 
free recall (Gardiner & Gregg, 1979; Glenberg, 1984). The modality effect is reduced when recall is 
spoken compared to when it is written (Harvey & Beaman, 2007).  
Modality effects have long played an important role in some, though not all, theories of 
working memory. Some theorists attribute them to the output of a separate, pre-categorical acoustic 
store (Crowder & Morton, 1969; C. Frankish, 2008) or an echoic memory (Cowan, 1999). Other 
theorists attribute modality effects to differences in item coding (Nairne, 1990; Neath, 2000) or 
differences in perceptual, attentional, and speech motor processing (Jones, 1993; Macken, Taylor, 
Kozlov, Hughes, & Jones, 2016). Still others argue that modality effects lie outside of the scope of 
working memory (Baddeley, 1986). It is perhaps not surprising that survey respondents were split 
between rating it as A (8/19) or C (6/19). Because the modality effect has substantial theoretical 
leverage for many, though not all, theories of working memory, and it is limited mostly, though not 
exclusively, to verbal materials, we consider it as a benchmark B.  
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Figure 8: Modality Effect: Serial position curves for forward serial recall of words or numbers 
presented visually or auditorily, with written or spoken response modality (Harvey & Beaman, 2007) 
 
3.3: Effects of Serial Position on Retrieval Latency 
Benchmarks 3.3.1. Serial-Position Effects on Recognition Latencies (B). Recency effects 
are strong in short-term recognition tasks, such that observers are quicker to identify a match between 
more recently presented study items and a test item. For this reason, response times are often plotted 
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as a function of the lag between the study and test item, where the most recently presented item has a 
lag of 1. In general, response times become slower with increasing lag between study and test items 
(Corballis, 1967; Forrin & Morin, 1969; McElree & Dosher, 1989; Monsell, 1978). However, the 
benchmark result is not a monotonic decrease in response time with study-test lag. Rather, there are 
usually small primacy effects, such that the first and second study items are usually responded to more 
quickly than would be expected if only recency were operating (Donkin & Nosofsky, 2012a). The left 
panel of Figure 3 is representative of the typical serial-position (or study-test lag) effect on mean 
response time. The serial-position effects on recognition latencies are well replicated, and they have 
theoretical leverage because they question the serial-scanning model of Sternberg (1969). At the same 
time, they have so far been found only with verbal materials, and they are observed only for relatively 
fast timing conditions (see Benchmark 1.2); due to their limited generality we rate them as B.   
Benchmark 3.3.2: Particularly Fast Access to the Last List Item (C).  This benchmark is 
described in Appendix B.  
Benchmark 3.3.3. Serial-Position Effects on Recall Latencies (C). This benchmark is 
described in Appendix B.  
3.4: Effects of Output Order   
We rated this set of benchmarks as B throughout. Although we consider these benchmarks to 
be potentially diagnostic, they have not received the extensive theoretical treatment we felt was 
necessary to be classed as an A benchmark. Our rating agrees with the majority ratings in the survey 
(see Appendix A).  
Benchmark 3.4.1: Effects of Output Order on Accuracy (B). Complementary to the effect 
of input serial position on accuracy (Benchmark 3.1), output order is also found to systematically 
affect accuracy. Generally, accuracy monotonically declines across output positions. In order to 
deconfound input and output position in serial recall, Cowan et al. (2002) used a ‘wrap-around’ 
procedure, where participants were retrospectively cued to serially recall starting at position N, and 
then to serially recall from the beginning of the list up to position N-1. For a fixed input position, 
performance was found to decline as a function of the number of items already recalled, particularly 
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for visually presented items. A decrease in accuracy across output position has also been observed 
when dissociating input and output order in probed recall (Oberauer, 2003b), cued recall using paired 
associates (Tulving & Arbuckle, 1966), and item recognition (Oberauer, 2003b). In free recall, asking 
people to begin their recall with a target portion of the list impairs later free recall of the remaining list 
items (Dalezman, 1976). 
Benchmark 3.4.2: Effects of Output Order on Retrieval Latency (B). In probed recall, 
latencies decrease over output position (Oberauer, 2003b). The same trend is found in local 
recognition (Lange et al., 2011; Oberauer, 2003b). In contrast, free recall typically produces latencies 
that increase in an accelerating fashion across output positions (Murdock & Okada, 1970), well fit by a 
hyperbolic function (Rohrer & Wixted, 1994).  
Benchmark 3.4.3: Effects of Output Contiguity (B). Many WM tasks have revealed a 
benefit of probing items in the order in which they have been encoded. In probed recall, the recall of 
item N is facilitated by the preceding recall of an item at an input position preceding N, particularly 
item N-1 (Nairne, Ceo, & Reysen, 2007), and recall is more accurate if items are probed in the same 
order as the original presentation (Oberauer, 2003b). In local recognition, RTs are faster when items 
are probed in forward order than when probed in random order, and in addition, probing in forward 
order eliminates the set-size effect on recognition latencies (Lange et al., 2011).  
Free recall shows contiguity effects on people’s preferred output order. The lag-recency effect 
(Kahana, 1996) refers to the observation that having recalled an item from serial position N, people are 
most likely to recall a nearby item next, typically item N+1. Analysis of the lag-recency effect takes 
into account the more numerous opportunities to make transitions over smaller distances. This effect is 
also observed in free reconstruction of order (Lewandowsky, Brown, & Thomas, 2009). In addition, 
latencies in free recall are shortest for transitions from item N to N+1 (Kahana, 1996). 
3.5: Self-Chosen Output Order in Free Recall 
Benchmark 3.5.1: First-Recall Probability and Its Interaction with Serial-Position 
Effects (B). When participants are free to recall a list in any order, they tend to initiate recall of short 
lists with the first list item (Grenfell-Essam & Ward, 2012; Ward et al., 2010). However, as the list 
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length increases, participants tend to initiate recall with one of the last four list items (Hogan, 1975; 
Howard & Kahana, 1999; Laming, 1999); see Figure 9. The choice of where to initiate recall has 
consequences for the serial-position curve: When recall is initiated with the first list word, there is 
elevated recall of the early list items and a reduced recency effect, whereas when recall is initiated 
with one of the last four words, there is an extended recency effect and a greatly reduced primacy 
effect (Grenfell-Essam & Ward, 2012; Ward et al., 2010). The relationship between first recall, list 
length, and serial position was ranked as B because it is a robust finding that qualifies the theoretically 
highly informative serial-position effects, but at the same time it is limited to the free-recall paradigm. 
Survey data on this benchmark are sparse but supportive (4/7 for A).  
 
Figure 9: Probability of first recall in free recall of words: The probability that the first recalled word 
comes from the beginning of the list (Start), from the last four presented words (Last 4), from another 
list position (Other), or of being an extra-list intrusion (Error), as a function of list length. Recall 
method (free vs. serial) was cued before list presentation (left panel) or after list presentation (right 
panel) (Grenfell-Essam & Ward, 2012)  
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Benchmark 3.5.2: Semantic Clustering in Free Recall (C). This benchmark is described in 
Appendix B.  
4: Characteristics of Errors 
The analysis of recall errors has long been recognized as a particularly diagnostic approach. For 
example, in serial recall error analyses have proven fruitful in adjudicating between competing 
mechanisms for the representation of serial order, which are prone to generating different types of error 
profiles (e.g., Henson, 1998b). 
Benchmark 4.1. Confusions of target item with other items in memory set (A) 
In various WM tasks, errors often involve the confusion of the target item with other items in 
the memory set. In serial recall (Aaronson, 1968; Guérard & Tremblay, 2008; Henson, Norris, Page, & 
Baddeley, 1996; Smyth et al., 2005) and probed recall (Fuchs, 1969), these errors take the form of 
transpositions, which are items from the study sequence recalled in wrong positions. In local recognition 
(Oberauer, 2003b) and change detection (Donkin, Tran, & Pelley, 2015; Wilken & Ma, 2004) tasks (see 
Table 1), these errors occur in the form of increased false alarm rates, and slowed rejection latencies, to 
lure probes that match non-target items from the memory set, compared to lures not matching any item 
in the memory set. In the continuous-reproduction task confusion errors are represented by a tendency 
to respond with the feature of a non-target item from the current array (Bays, Catalao, & Husain, 2009).  
Benchmark 4.1.1. Locality constraint on transpositions (A). In serial recall, most 
transpositions are movements of items to positions adjacent to their target position. The left panel of 
Figure 10 plots the proportion of transpositions as a function of absolute distance between an item's 
correct position and the position in which it was erroneously reported. The figure shows the typical 
transposition gradient, characterized by a decrease in transpositions as distance between output position 
and input position of the recalled item increases. This tendency for transpositions to cluster around their 
correct positions is known as the locality constraint (Henson et al., 1996; Hurlstone & Hitch, 2015; Lee 
& Estes, 1977; Nairne, 1991; Smyth et al., 2005). The locality constraint also manifests in the probed 
recall task (Fuchs, 1969), and in the n-back task in the form of increased false alarms to n-1 and n+1 
lure probes (Szmalec, Verbruggen, Kemps, & Vandierendonck, 2011). A locality constraint over the 
spatial—as opposed to temporal—distance between items has been witnessed in visual WM tasks (Bays, 
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2016; Emrich & Ferber, 2012; Rerko, Oberauer, & Lin, 2014), a probed recall task (Hitch, 1974), and a 
reconstruction of order task for sound-specified locations (Groeger, Banks, & Simpson, 2008); the 
spatial transposition gradient is illustrated in the right panel of Figure 10. In sum, the locality constraint 
generalizes across several paradigms and materials, and has been identified as a key finding that any 
model of serial-order memory must predict (G. D. A. Brown, Preece, & Hulme, 2000; Henson, 1998b; 
Page & Norris, 1998). Therefore, we rate it as A. Survey responses were broadly distributed (10/30 for 
A, 9/30 for B, 7/30 for C).  This benchmark is qualified by Benchmark 4.1.2 (Appendix B).  
 
Figure 10: The locality constraint. Left: Transposition errors in serial recall are more likely for shorter 
transposition distances, after correcting for the different numbers of opportunities for different 
transposition distances (Farrell & Lewandowsky, 2004; No interference = immediate recall; 
Interference = recall after reading aloud four distractor digits). Right: The probability of selecting a 
non-target color in probed recall of color arrays decreases with the Euclidean distance between the 
target and the non-target in the array. Euclidean distances were sorted into six bins, with bin boundaries 
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(red vertical bars) chosen such that error frequencies would be equal across bins if non-targets were 
selected at random. Observed error probabilities are plotted for each bin. (Rerko et al., 2014) 
 
Benchmark 4.1.2. Fill-in effect in serial recall (C). This benchmark is described in Appendix 
B.  
Benchmark 4.2. Serial position effects on error-types in serial recall (C).   
This benchmark is described in Appendix B.  
Benchmark 4.3. Intrusions from previous memory sets (B) 
Tests of immediate memory are subject to intrusions from previous memory sets. In recognition 
tests negative probes that have been memory items on recent trials (so-called recent negative probes) 
are slower and harder to reject than negative probes that have last been included in less recent trials 
(Atkinson, Herrmann, & Wescourt, 1974; Berman, Jonides, & Lewis, 2009; Jonides, Smith, Marshuetz, 
Koeppe, & Reuter-Lorenz, 1998). The effect is strongest for negative probes from the immediately 
preceding trial and gradually decreases in strength as negative probes are taken from temporally more 
distant trials (Berman et al., 2009; Hartshorne, 2008).  
In immediate serial recall there is a tendency of erroneously recalling items from lists of recent 
earlier trials. These so-called protrusions tend to be recalled in the same list position in which they had 
been presented on the earlier list, or in a close-by list position (Drewnowski & Murdock, 1980; Fischer-
Baum & McCloskey, 2015; Quinlan, Neath, & Surprenant, 2015).  
Intrusion errors from previous trials are a benchmark because they are robust, generalize across 
paradigms, and are theoretically informative: They speak to the mechanisms of interference in WM, and 
because they reflect how long information encoded into WM remains in some form of memory even 
when no longer needed. That said, with the exception of Hartshorne (2008), the effect has only been 
demonstrated for verbal materials. Therefore, we rate this benchmark as B, in agreement with the survey 
ratings (recent-negative probes: 2/8; protrusions: 21/60).  
Benchmark 4.4. Ranschburg effect in serial recall (C).  
This benchmark is described in Appendix B.  
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Benchmark 4.5. Error distributions on continuous response scales (B) 
The adaptation by Wilken and Ma (2004) of the psychophysical method of adjustment 
(Gescheider, 1997; Prinzmetal, Amiri, Allen, & Edwards, 1998) to the study of WM is known as 
continuous reproduction or delayed estimation (see Table 1 and Figure 1I). In this paradigm, the 
observer adjusts a feature value of an item until it matches the corresponding feature value of a 
remembered item. 
Data from delayed-estimation experiments consist of empirical distributions of the estimation 
error (measured, for example, as the circular difference between an estimated orientation and the true 
orientation), and their moments. Many studies have fitted quantitative models to these error distributions 
(Fougnie, Suchow, & Alvarez, 2012; Sims, 2015; Van den Berg, Awh, & Ma, 2014; Van den Berg, 
Shin, Chou, George, & Ma, 2012; Zhang & Luck, 2008). These studies agree that the error distribution 
(a) is more heavy-tailed than a Von Mises (circular normal) distribution; and (b) is wider at higher set 
sizes (see Figure 11). These findings are theoretically important because they have played a role in 
attempts to distinguish theories that assume an upper limit on the number of items stored in WM (Zhang 
& Luck, 2008) from theories based on the notion that memory precision is variable (Fougnie et al., 2012; 
Van den Berg et al., 2014; Van den Berg et al., 2012). At the same time, the finding is specific to one 
paradigm in one domain (visual WM). Therefore, we rated it as B, which also reflects the broad 
distribution of survey responses to this benchmark.   
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Figure 11: Error distributions in the continuous-reproduction (or delayed-estimation) paradigm for 
four levels of memory set size (Van den Berg et al., 2012).  
 
5: Effects of Combining Multiple Demands 
Many studies have asked participants to meet multiple demands on their WM simultaneously, 
such as holding in memory two or more sets of items, or carrying out a processing task while 
maintaining a memory set. These multiple-demand studies have revealed patterns of mutual 
impairment of the simultaneous demands, which have been highly informative for theories of WM.  
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5.1: Multiple Memory-Set Effects 
Benchmark 5.1.1. Effects Within and Across Domains (A). Increased variability among the 
to-be-remembered items increases overall memory for these items. If one must hold in mind two 
memory sets of items from differing domains (e.g., one set of verbal and one set of spatial items), 
memory performance is superior compared to a situation in which two sets of items from the same 
domain are held. Regardless of the contents of the two sets, however, memory for two sets is generally 
poorer than memory for a single set when measured by the proportion of items recalled (see Figure 
12). This benchmark has been rated A because it has been observed consistently and has appeared with 
a variety of task combinations, including verbal serial recall combined with visual recognition (Cowan 
& Morey, 2007), verbal item recognition with visual recognition (Fougnie & Marois, 2006), verbal 
recall with spatial recall (Sanders & Schroots, 1969), spatial pattern memory when combined with 
verbal serial recall that does or does not make use of a visual-spatial heuristic (Logie, Zucco, & 
Baddeley, 1990), and memory for action sequences combined with spatial locations (Smyth & 
Pendleton, 1990). The diversity of stimulus combinations that show this effect and its replicability 
justify it as a benchmark for WM models, and indeed, this particular finding has already been a key 
driver of WM theory (Baddeley, 2012; Barrouillet & Camos, 2015; Logie, 2011). Most survey 
respondents who rated this benchmark assigned it A (4/16) or B (8/16). This benchmark is further 
qualified by Benchmark 5.1.3 (Appendix B).  
Benchmark 5.1.2. Effects of Heterogeneity Within a Domain (B). Notably, it is not 
necessary for memory sets to rely on different domains for this pattern to emerge: the same principle 
likewise applies to within-domain similarity. Memory for two sets is superior when they come from 
different categories of stimuli within either the verbal domain (Sanders & Schroots, 1969) or the visual 
domain (e.g., Delvenne & Bruyer, 2004). Sanders and Schroots required participants to simultaneously 
maintain two sets of consonants, or alternatively two sets of decreasing similarity: for instance, a set of 
consonants and a set of digits, a set of consonants and a set of tones, or a set of consonants and a set of 
spatial positions. Better recall was observed for sets as their similarity decreased, even for within-
domain sets. A parallel finding occurs in visual recognition memory. Delvenne and Bruyer observed 
better recognition accuracy for mixed displays including elements from two visual feature dimensions 
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than for displays including the same number of elements from a single feature dimension. A majority 
of survey respondents ranked this benchmark as one of the top two priority categories (5/14 for A, 
6/14 for B). We rated this benchmark as a “B” because it is a modifier of the primary benchmark that 
cross-domain sets are maintained with less cost than within-domain sets (5.1.1).   
 
Figure 12: Accuracy of remembering a set of verbal or visual stimuli when holding in memory 
only the tested set (Single), or together with a second set from the other content domain (Cross) or a 
second set from the same domain (Within) (Cowan & Morey, 2007; data collapsed across post-cue 
conditions) 
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 Benchmark 5.1.3. Asymmetric Effects Between Verbal and Spatial Sets (C).   
 This benchmark is described in Appendix B.  
5.2 Multiple-Task Effects 
Performing a secondary processing task during retention impairs memory. Memory is 
disrupted when a processing task needs to be performed throughout study and/or test, in the delay 
between study and test, or in between the presentation of the memoranda.  
Benchmark 5.2.1. Disruption of memory by processing in the same domain (A). It is 
typically observed that the disruption of memory caused by concurrent processing of distractors is 
substantial when the memory items and distractors come from the same content domain (see Figure 
13). Distractor processing can involve concurrent articulation of unrelated verbal material, often 
referred to as "articulatory suppression" (e.g., Baddeley, Lewis, & Vallar, 1984, in a serial-recall 
paradigm; Camos, Lagner, & Barrouillet, 2009, in a complex-span paradigm; Meiser & Klauer, 1999, 
in a Brown-Peterson paradigm), or another form of processing, such as mental arithmetic (e.g., 
Barrouillet, Bernardin, & Camos, 2004) or spatial judgments (e.g., Vergauwe, Barrouillet, & Camos, 
2009). This benchmark has been rated A because it has been observed consistently in different WM 
domains and across a variety of paradigms. This benchmark has been observed when memory and 
processing items come from the verbal domain (Chein, Moore, & Conway, 2011; Hale, Myerson, 
Rhee, Weiss, & Abrams, 1996; Jarrold, Tam, Baddeley, & Harvey, 2010; Logie et al., 1990; Shah & 
Miyake, 1996), the spatial domain (Chein et al., 2011; Hale et al., 1996; Klauer & Zhao, 2004; Shah & 
Miyake, 1996) or the visual domain (Klauer & Zhao, 2004; Tresch, Sinnamon, & Seamon, 1993). 
Furthermore, it has been observed in the following paradigms (see Table 1): complex span (Chein et 
al., 2011; Shah & Miyake, 1996), serial recall (Hale et al., 1996) and Brown-Peterson (Jarrold et al., 
2010; Klauer & Zhao, 2004; Logie et al., 1990; Tresch et al., 1993).  
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Figure 13: Accuracy of serial recall of letters or of spatial locations without concurrent 
distractor processing, or in conjunction with a verbal (lexical decision) or spatial (symmetry decision) 
distractor task (Chein et al., 2011) 
 
Benchmark 5.2.2. Disruption of memory by processing in another domain (A). The 
disruption of memory caused by concurrent processing of distractors is less serious, but still present, 
when the memory items and distractors come from different domains (see Figure 13). This has been 
observed across the verbal and visuo-spatial domains (Chein et al., 2011; Jarrold, Tam, Baddeley, & 
Harvey, 2011; Makovski, 2012; Vergauwe, Barrouillet, & Camos, 2010; Vergauwe, Dewaele, 
Langerock, & Barrouillet, 2012) as well as across the visual and spatial domains (Vergauwe et al., 
2009). Whereas this benchmark has mainly been observed in complex-span tasks (Chein et al., 2011; 
Jarrold et al., 2011; Vergauwe et al., 2010, 2012), it has also been observed in Brown-Peterson tasks 
(Jarrold et al., 2011; Vergauwe et al., 2009) and in a change detection task (Makovski, 2012). The 
observation of more severe memory disruption when memory and processing items pertain to the same 
domain, together with the observation of memory disruption even when processing pertains to another 
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domain, is theoretically relevant for resource theories of WM (e.g., supporting the existence of 
domain-specific vs. domain-general resources) and for competing explanations of the mutual 
impairment of concurrent storage and processing (e.g., competition for central attention vs. 
representation-based interference between processing and storage; Baddeley & Logie, 1999; 
Barrouillet & Camos, 2015; Oberauer, Lewandowsky, Farrell, Jarrold, & Greaves, 2012).  Most 
survey respondents (87.5%) rated this benchmark A (6/16) or B (8/16). Because of its theoretical 
leverage and because it has been observed across different domains of WM and across several 
experimental paradigms, we assigned it an A rating.  
Benchmark 5.2.3. Processing of material from same or different category as the memory 
materials (C). 
This benchmark is described in Appendix B.  
Benchmark 5.2.4. Effect of cognitive load of the processing demand (A). Another 
important benchmark is the cognitive-load effect of concurrent processing on memory performance, 
illustrated in Figure 14. Memory performance decreases with the increasing ratio between the time 
needed for attention-demanding processing and the time available for processing. This benchmark has 
been observed across a variety of task combinations: verbal storage and verbal processing (Barrouillet 
et al., 2004; Barrouillet, Bernardin, Portrat, Vergauwe, & Camos, 2007; Barrouillet, Portrat, & Camos, 
2011; Hudjetz & Oberauer, 2007), verbal storage and visuo-spatial processing (Barrouillet et al., 2007; 
Vergauwe et al., 2010; Vergauwe et al., 2012), visuo-spatial storage and visuo-spatial processing 
(Vergauwe et al., 2009, 2010), and visuo-spatial storage and verbal processing (Ricker & Cowan, 
2010; Vergauwe et al., 2010; Vergauwe et al., 2012). Increasing the cognitive load of a more domain-
neutral processing task such as tone discrimination also disrupts verbal and visuo-spatial memory 
performance (Langerock, Vergauwe, & Barrouillet, 2014; Vergauwe, Langerock, & Barrouillet, 2014). 
In the same vein, processing tasks that require more executive control lead to poorer memory 
performance (Kiyonaga & Egner, 2014; Szmalec, Vandierendonck, & Kemps, 2005). In particular, the 
additional need for response selection (Barrouillet et al., 2007; Barrouillet et al., 2011), task switching 
(Liefooghe, Barrouillet, Vandierendonck, & Camos, 2008), inhibition (Barrouillet et al., 2011), or 
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updating (Barrouillet et al., 2011) in such processing tasks yields a drop in memory performance that 
is commensurate with the respective increase in the time needed for processing. 
While the cognitive-load effect has mainly appeared in serial recall tasks such as complex 
span tasks (Barrouillet et al., 2004, 2007, 2011; Vergauwe et al., 2009, 2010, 2012) and Brown-
Peterson tasks (Liefooghe et al., 2008), it has also been obtained in single-item recall or local 
recognition tests (Ricker & Cowan, 2010; Vergauwe et al., 2009; Vergauwe, Hartstra, Barrouillet, & 
Brass, 2015) and change detection tasks (Vergauwe et al., 2014).  
 
Figure 14: The effect of cognitive load on performance in a complex span task. Cognitive load 
was estimated by the ratio of total processing time on the parity or location judgments (i.e., the sum of 
response times) to total time (i.e., the sum of the time intervals for each judgment). (Barrouillet et al., 
2007) 
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experimental paradigms. This rating is further justified by its theoretical leverage. Indeed, the 
cognitive load effect is directly relevant for the theoretical debate concerning the causes of forgetting 
from WM (i.e., decay vs. interference) and the mechanisms that can counteract that forgetting (i.e., 
rehearsal, refreshing, consolidation, removal of distractors) (Barrouillet & Camos, 2015; Oberauer et 
al., 2012). 
Benchmark 5.2.5. Effect of concurrent processing on memory for features and bindings 
(B). Finally, memory for individual features (e.g., color or shape) and memory for bindings between 
features (e.g., information about which color is associated with which shape in a set of colored shapes) 
are equally impaired by attention-demanding secondary tasks (Allen, Baddeley, & Hitch, 2006; Allen, 
Hitch, & Baddeley, 2009; Morey & Bieler, 2013; Vergauwe et al., 2014); though see L. A. Brown and 
Brockmole (2010) for an exception. The question of whether memory for bindings is more impaired 
by concurrent attention-demanding processing than memory for features is central for the question of 
whether attention is required to establish and/or maintain bindings in WM. We rated this benchmark as 
B because, even though it is not general enough to be rated as A, it is one of the most general and 
well-replicated findings from research on binding, and must be addressed with quite high priority by 
theories of binding in WM. 
6: Auditory distraction effects 
On tests of verbal WM, performance declines as a function of auditory distraction during 
study, retention, or retrieval. Two types of auditory distraction can be distinguished: (1) the negative 
impact of to-be-ignored speech or sound on serial recall of (mostly) visually presented verbal items, 
known as the irrelevant speech effect (Salamé & Baddeley, 1982) or irrelevant sound effect (Beaman 
& Jones, 1998) and (2) the negative impact of a deviant auditory distractor during visual presentation 
of verbal lists (Hughes, Vachon, & Jones, 2007; Sörqvist, 2010).  
Benchmark 6.1 Irrelevant sound effect (B).  
The irrelevant sound effect is observed when participants read and memorize a list of items 
(e.g., digits, letters, or words). Serial recall of the list is poorer when during encoding or during the 
retention interval participants are exposed to auditory material that they are supposed to ignore (e.g., 
Miles, Jones, & Madden, 1991). Since the effect was first shown with to-be-ignored spoken language 
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(e.g., Salamé & Baddeley, 1982), it is also known as irrelevant speech effect, but it has also been 
observed with non-speech sounds such as tones (Jones & Macken, 1993) or instrumental music (e.g., 
Klatte, Kilcher, & Hellbrück, 1995; Salamé & Baddeley, 1989; Schlittmeier, Weißgerber, Kerber, 
Fastl, & Hellbrück, 2012). The irrelevant sound effect has been predominantly observed with verbal 
memory materials, and of these mostly with visually presented ones, although there are also a few 
studies demonstrating it with auditory presentation of verbal items (Campbell, Beaman, & Berry, 
2002) and in a visuo-spatial WM task (Jones et al., 1995; Tremblay, Macken, & Jones, 2001). 
This classic finding has been rated as a benchmark because it has been observed consistently 
and has stimulated theoretical discussion about models of verbal WM (e.g., Baddeley, 2000b; Jones & 
Tremblay, 2000; Neath, 2000). In the survey, this benchmark was mostly rated as A (10/24) or B 
(6/24). The Benchmarks Team rated it as a moderate-priority benchmark (B) because its replicability 
and robustness hold, so far, only for verbal WM tasks with a strong serial-order component. 
Boundary conditions. There are strong irrelevant-sound effects on tasks that rely heavily on 
memory for serial order, such as serial recall and serial-order reconstruction, whereas the effect on free 
recall is smaller (Salamé & Baddeley, 1990) – unless participants are encouraged to use a serial 
rehearsal strategy (Beaman & Jones, 1998). It is also smaller when participants’ task is to identify an 
item missing from a well-known set (Beaman & Jones, 1997). 
Irrelevant sound effects are particularly large with speech or speech-like sounds characterized 
by changes in temporal and spectral structure (e.g., backward speech or music, for an overview see 
Ellermeier & Zimmer, 2014). However, meaningfulness of the distractors as well as similarity 
between the to-be-recalled and the to-be-ignored materials do not affect the magnitude of the effect 
(e.g., phonologically similar distractors interfere as much as phonologically dissimilar ones, Jones & 
Macken, 1995; speech in a language unknown to the participants interferes as much as speech in the 
same language as the to-be-recalled materials, Jones, Miles, & Page, 1990). The irrelevant sound 
effect is, however, stronger when the distractor items are identical to the target items but occur in a 
different order (Bell, Mund, & Buchner, 2011; Salamé & Baddeley, 1982). 
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Benchmark 6.2 Changing-state effect (B)  
The most investigated moderator of the irrelevant sound effect concerns variation in the 
acoustic characteristics of the to-be-ignored sound. Sound that changes acoustically from one token to 
the next (i.e., changing-state sound) is more disruptive to serial recall than repetitive, steady-state 
sound (Jones & Macken, 1993; Jones, Madden, & Miles, 1992; Meiser & Klauer, 1999). This is the 
case both for speech as irrelevant sound (e.g., a sequence of different digits vs. repetition of the same 
digit) and for non-speech sounds (e.g., staccato music vs. legato music; Klatte et al., 1995). This 
finding is illustrated in Figure 15.    
Like the irrelevant sound effect, the changing-state effect has been observed repeatedly and 
has driven theory development in the domain of verbal WM. In the survey, most participants rated it 
as B (7/28) or C (11/28). We assigned it a B rating because of its strong theoretical leverage but under-
specification regarding the acoustic factors that do or do not result in a changing-state effect. 
Boundary conditions. In contrast to serial recall and serial order reconstruction, changing-
state sound is no more disruptive than steady-state sound for free recall (Jones & Macken, 1993). 
Concerning serial recall, not every acoustic variation causes stronger impairment than steady-state 
sound. Whereas there are robust effects of pitch variation (Jones, Alford, Bridges, Tremblay, & 
Macken, 1999), sounds changing in intensity do not impair serial recall more than sounds of the same 
intensity (Tremblay & Jones, 1999). 
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Figure 15: Irrelevant-speech and irrelevant-sound effects: Serial-position curves for serial recall of 
nine-digit lists presented visually, in quiet or accompanied by to-be-ignored acoustic input. Left: 
Irrelevant speech sounds are presented in steady-state or changing-state mode. Right: Irrelevant 
legato or staccato music is played (data from two studies reported in Schlittmeier et al., 2012)  
 
Benchmark 6.3 Auditory deviant effect (C)  
 This benchmark is described in Appendix B.  
Benchmark 7. Syllable-Based Word Length Effect in Serial and Free Recall (B).  
Performance in verbal WM tasks decreases with increasing length of the items on a list. This 
word-length effect is robust when word length is manipulated through the number of syllables. For 
instance, participants correctly recall more items when a list consists of monosyllabic words compared 
to a list of three-syllable words. This effect is observed in serial recall (Baddeley, Thomson, & 
Buchanan, 1975; Mackworth, 1963) and in free recall (Bhatarah, Ward, Smith, & Hayes, 2009; 
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Watkins, 1972) as well as – of smaller magnitude – in probed recall (Avons, Wright, & Pammer, 
1994). The syllable-based word-length effect is a key finding for theories of verbal WM and has been 
observed consistently in various languages. Given its restriction to the verbal domain, the rating 
proposed by the Benchmarks Team is a B. In the survey most of the respondents rated it as A (24/53) 
or B (14/53). 
Boundary conditions. Word length interacts with presentation modality and articulatory 
suppression. For one, the word length effect is stronger for visually presented than for auditory lists 
(Baddeley et al., 1975; Watkins & Watkins, 1973). In addition, articulatory suppression during 
presentation reduces or eliminates the word length effect with visual presentation but not with auditory 
presentation (Baddeley et al., 1984; Baddeley et al., 1975; Bhatarah et al., 2009; LaPointe & Engle, 
1990) – unless articulatory suppression also occurs during recall (Baddeley et al., 1984). 
8: Effects of Similarity 
8.1 Effects of within-set similarity 
Benchmark 8.1.1. Phonological similarity (A). Increasing the phonological similarity 
between memoranda leads to worse serial recall performance (Conrad & Hull, 1964; Farrell & 
Lewandowsky, 2003). An example is shown Figure 16A. The phonological similarity effect is 
observed regardless of whether memoranda are presented visually or auditorily (Peterson & Johnson, 
1971). This suggests that phonology is a preferred form of representation for verbal WM. The finding 
that the effect is abolished by instructing participants to encode list items semantically (Campoy & 
Baddeley, 2008) argues against the necessity of phonological coding. Phonological similarity also 
affects whole and partial report from arrays of visually presented letters (Sperling & Speelman, 1970), 
and recognition of serial order (Nimmo & Roodenrys, 2005). The phonological-similarity effect 
generalizes beyond "short-term memory tasks": A detrimental effect of phonological similarity has 
been observed in a memory-updating paradigm (Oberauer & Kliegl, 2006). However, with complex-
span tasks, a beneficial effect of phonological similarity (i.e., rhyming words) is often observed 
(Chow, Macnamara, & Conway, 2016; Copeland & Radvansky, 2001; Macnamara, Moore, & 
Conway, 2011).  
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Figure 16: Phonological similarity effect. A: Serial-position curves from serial recall of lists 
of dissimilar or similar letters (Farrell & Lewandowsky, 2003, Exp. 1). B: Phonological similarity 
effect (i.e., difference in recall accuracy between dissimilar and similar condition) as a function of 
children's age, and combinations of modality of encoding with modality of retrieval (Jarrold & 
Citroën, 2013). 
Closer examination has revealed that although phonological similarity detrimentally affects 
memory for the order of items (as measured by scoring order accuracy for those items from the list 
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that were recalled), it can sometimes benefit recall of the identity of items (Wickelgren, 1965). This 
benefit applies to lists of rhyming items, whereas an item memory benefit is not observed for lists of 
similar items that do not rhyme (Fallon, Groves, & Tehan, 1999).  
The detrimental effect of phonological similarity on order memory has been well replicated. It 
is a cornerstone of the phonological loop theory (Baddeley & Hitch, 1974), and it has informed several 
computational models of serial recall (Burgess & Hitch, 1999; Henson, 1998b; Lewandowsky & 
Farrell, 2008). Its limitation to verbal materials is partially overcome by the observation of analogous 
effects of visual similarity (Benchmark 8.1.4). For these reasons, we regard the effect of phonological 
similarity on order memory as a category A benchmark. 
Benchmark 8.1.2. Mixed list effect of phonological similarity (B). Some studies have 
examined the consequences of mixing together phonologically similar and dissimilar items on memory 
lists (Baddeley, 1968; Farrell & Lewandowsky, 2003; Henson et al., 1996), for example, by alternating 
rhyming and non-rhyming letters (e.g., RBLVKC). The detrimental effect of similarity is restricted to 
the similar items, with dissimilar items being remembered as well as items on control lists composed 
only of dissimilar items (Baddelely, 1968; Henson et al., 1996). Indeed, when examining ordering 
accuracy independent of item memory, Farrell and Lewandowsky, (2003) observed that the presence 
of similar items improved ordering accuracy of dissimilar items on the same list. The mixed-list 
similarity effect is a benchmark because of its strong theoretical leverage: Mixed list effects have 
provided a strong test of item chaining models of serial-order memory (Lewandowsky & Murdock, 
1989): The “immunity” of dissimilar items to surrounding similar items implies that the similar items 
are not acting as recall cues to the dissimilar items. At the same time, the effect qualifies benchmark 
8.1.1, and it is limited to the serial-recall paradigm; hence we assigned it a B rating, in agreement with 
the survey results (22/55 B ratings).  
Benchmark 8.1.3. Phonological similarity interacts with concurrent articulation (B). 
Although the phonological similarity effect is usually observed irrespective of whether items are 
presented visually or auditorily (Benchmark 8.1.1), a modulating factor is concurrent articulation. 
Having participants perform concurrent articulation of irrelevant material reduces or abolishes the 
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phonological similarity effect for visually presented materials, but not for information presented 
auditorily (Baddeley et al., 1984; Peterson & Johnson, 1971). This three-way interaction has been 
interpreted as evidence supporting the phonological loop model, according to which rehearsal is 
needed to recode visual information into a phonological representation, and this rehearsal is blocked 
by concurrent articulation (Baddeley et al., 1984). As such, we found it of sufficient theoretical 
importance to propose it as a category B benchmark. Most survey responses were split between A and 
C (5/15 each). 
Benchmark 8.1.4. Development of phonological similarity effect (C). This benchmark is 
described in Appendix B.  
Benchmark 8.1.5. Effect of visual similarity on serial recall (C). This benchmark is 
described in Appendix B.  
Benchmark 8.2. Effects of Item-Probe Similarity in Recognition and Change Detection (C) 
This benchmark is described in Appendix B.  
9: Effects of Distinctiveness and of Grouping 
According to Hunt and Worthen (2006), more than 2000 articles on distinctiveness effects in 
memory have been published. Distinctiveness can be viewed as the inverse of similarity; “distinctive” 
memories are ones that are different from, and hence unlikely to get confused with, other memories 
(see G. D. A. Brown, 2015, for different notions of distinctiveness). We refer to grouping and isolation 
effects to follow existing literature, while noting that the same effects may be taken as evidence for 
either grouping or temporal isolation mechanisms by different authors (Farrell, 2012; Farrell, Wise, & 
Lelièvre, 2011; Hartley, Hurlstone, & Hitch, 2016). 
9.1. Effects of Distinctiveness 
Benchmark 9.1.1: Temporal isolation effect (B). Distinctiveness effects are often studied by 
varying the temporal isolation of items. Items are isolated by surrounding them with relatively large 
temporal gaps at the time of learning; this leads to better memory for the isolated item. This temporal 
isolation effect is found in both recognition and free recall tasks (C. Morin, Brown, & Lewandowsky, 
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2010), and in running memory tasks when list length is unpredictable (Geiger & Lewandowsky, 
2008). The temporal-isolation effect is also found in tasks that measure memory for serial order when 
order of item recall is unconstrained (Lewandowsky, Nimmo, et al., 2008).  
We note two boundary conditions. First, Polyn, Kragel, McClurey, and Burke (2016) isolated 
items using longer temporal intervals than Morin et al. (2010) did, and found that temporally isolated 
items were less well remembered in free recall. Second, temporal isolation experiments have typically 
used verbal material. When non-verbal material is used, the temporal isolation effect is sometimes 
found (Guérard, Neath, Surprenant, & Tremblay, 2010; Shipstead & Engle, 2013) and sometimes 
absent (e.g., Parmentier, King, & Dennis, 2006). 
We consider the temporal-isolation effect a benchmark because of its generality across many 
paradigms, and because it informs the debate on whether items in working memory are distinguished 
on a psychological dimension of time (G. D. A. Brown et al., 2000; Lewandowsky et al., 2004). 
Models of WM focusing on memory for sequentially experienced events should account for the 
temporal-isolation effect. At the same time, there are important boundary conditions (see also 9.1.2), 
so that the success of a model cannot be said to stand or fall with whether it predicts this effect. On 
balance, we rated this benchmark as B. This agrees with the survey, where responses were about 
evenly distributed between A, B, and C. This benchmark is qualified by Benchmark 9.1.2 (Appendix 
B).  
Benchmark 9.1.2. Absence of temporal isolation effects in forward serial recall (C). This 
benchmark is described in Appendix B.  
Benchmark 9.1.3. Isolation along non-temporal dimensions influences memory (B).   The 
well-established von Restorff phenomenon occurs when a single item in a to-be-remembered list that is 
distinctive along any dimension is better remembered (for reviews, see Hunt, 1995; Wallace, 1965).  
The effect is illustrated in Figure 17 using data from Lippman (1980). The solid line represents 
performance in a task in which participants were required to estimate the ordinal position of each of a 
set of 12 items (trigrams) which had been presented at the rate of two seconds per item. The dotted 
line shows performance in an otherwise-identical condition in which the seventh item was surrounded 
by a colored rectangle at presentation: The distinctiveness induced by the highlighting rectangle leads 
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to better memory. We consider this finding a benchmark because it  is found in a wide variety of 
paradigms including serial recall (M. H. Smith & Stearns, 1949), probed recall (Calkins, 1894), 
recognition (von Restorff, 1933), free recall (Bireta, Surprenant, & Neath, 2008; Elhalal, Davelaar, & 
Usher, 2014; Welch & Burnett, 1924) and order reconstruction (Lippman, 1980). That said, recent 
theorizing on WM has not been influenced much by the von Restorff effect; therefore, we rate this 
benchmark as B. Survey responses support this benchmark, with ratings concentrated on A (20/52) 
and B (19/52).  
 
Figure 17: Probability of correctly recalling the ordinal position of CVC trigrams. In the isolated 
condition, the CVC in position seven was uniquely surrounded by a red rectangle (Lippman, 1980).  
 
9.2. Grouping 
At an empirical level grouping effects are closely related to distinctiveness and isolation 
effects, in that all involve manipulations that mark out an item or group of items. Thus, although 
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grouping and isolation effects often receive different theoretical interpretations, we treat them together 
here.  
Benchmark 9.2.1. Grouped lists are better recalled (A). Grouping has been most widely 
examined in memory for serial order. Consider presentation of a list of nine items in which, after each 
three items, a longer temporal gap is introduced (although a number of different manipulations may 
induce grouping).  Our first benchmark finding is that memory performance is better, overall, when 
lists are grouped than when they are ungrouped (C. R. Frankish, 1989; Hartley et al., 2016; Hitch, 
Burgess, Towse, & Culpin, 1996; Ng & Maybery, 2002; Ryan, 1969). The improvement is primarily 
due to a reduction of order errors (Ryan, 1969). The basic effect is illustrated in the left-hand panel of 
Figure 18, which shows grouping effects for a visually presented nine-item list. Grouping benefits 
have also been observed for serial recall of visual (Hurlstone & Hitch, 2017) and spatial materials 
(Hurlstone & Hitch, 2015; Parmentier, Maybery, & Jones, 2004). Grouping effects appear to be largest 
when the group size is three (Wickelgren, 1967), and effects of grouping are typically larger when 
auditory rather than visual presentation of verbal materials is used (C. R. Frankish, 1989, 1995; Hitch 
et al., 1996).  
Grouping effects have been highly informative for models of serial-order memory in which 
list items are assumed to be associated to a temporal or positional context (J. R. Anderson & Matessa, 
1997; G. D. A. Brown et al., 2000; Burgess & Hitch, 1999), and therefore we consider them as a 
benchmark of highest priority (A), in agreement with most survey responses (29/54).  
Benchmark 9.2.2. Primacy and recency effects within groups (B). Other benchmarks (e.g., 
3.1) involve serial position effects: Small primacy and recency effects are typically found within 
groups as well as at the level of whole lists (Hitch et al., 1996; Ryan, 1969). The within-group recency 
effects are typically much larger when presentation is auditory rather than visual (C. R. Frankish, 
1989), and this effect is illustrated in the left-hand panel of Figure 18.  
Benchmark 9.2.3 Interposition errors (B).  Our next benchmark finding concerns order 
errors that preserve within-group position. For example, consider a nine-item list organized into three 
groups of three. Order errors such that the fourth item is recalled in the seventh position, or vice versa, 
occur with relatively greater frequency in grouped as opposed to ungrouped lists. These interposition 
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errors are seen whether presentation of verbal materials is visual (Henson, 1999) or auditory (Ryan, 
1969). They have not been found, however, with visual or spatial materials (Hurlstone & Hitch, 2015, 
2017). 
Benchmark 9.2.4. Effects of grouping on recall latency (B). Our final grouping benchmark 
concerns recall latencies. Latencies preceding recall of an item are longer when that item is the first in 
a group, compared to items in later group positions (J. R. Anderson & Matessa, 1997; Maybery et al., 
2002).  
Benchmarks 9.2.2 to 9.2.4 are qualifications of the main effect of grouping (9.2.1) that add 
details informing theories of the (temporal) context of lists in WM; as such we rate them as B, which 
was also the modal response in the survey for these findings.   
 
 
Figure 18: Serial-position curves for ungrouped lists, and lists grouped into groups of three by 
temporal gaps of varying length, for auditory and visual presentation modality (C. R. Frankish, 1989).  
 
10: Prioritization of Information in WM 
Individual items or subsets of information in WM can be temporarily prioritized without 
complete loss of not-prioritized information.  
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Benchmark 10.1. Effects of Retro-Cues to Individual Items in Visual WM (B).  
Individual items in visual WM can be prioritized by so-called retro-cues during the retention 
interval (Griffin & Nobre, 2003; Landman, Spekreijse, & Lamme, 2003). In a typical retro-cue 
experiment, participants encode a simultaneously presented array of visual stimuli. The cue presented 
during the retention interval indicates one of the stimuli as the one most likely to be tested. When 
memory for the cued item is tested, response speed and accuracy are increased compared to a 
condition without a cue, or with a non-informative cue (Figure 19). The retro-cue is effective for 
delays of more than 1 s after offset of the memory array, so that its effect cannot be attributed to iconic 
memory, which does not last that long (Sperling, 1960). The retro-cue benefit has been observed 
across a broad range of methods for testing visual WM, including change detection (Landman et al., 
2003), change discrimination (A. M. Murray, Nobre, Clark, Cravo, & Stokes, 2013), item recognition 
(Griffin & Nobre, 2003), and continuous reproduction, or delayed estimation (Pertzov, Bays, Joseph, 
& Husain, 2013; Souza, Rerko, Lin, & Oberauer, 2014). In most experiments the retro-cue highlights 
the spatial location of the cued item in the original memory array, but the retro-cue effect has also been 
demonstrated with cues identifying an item by its color or shape (Q. Li & Saiki, 2015; Pertzov, Bays, 
et al., 2013), or by verbal labels (Hollingworth & Maxcey-Richard, 2013). The beneficial effect of the 
retro-cue for the cued item comes at a small cost for not-cued items: When a not-cued item is tested, 
accuracy is slightly reduced compared to a control condition without an informative cue (Astle, 
Summerfield, Griffin, & Nobre, 2012; Gressmann & Janczyk, 2016). Yet, accuracy for testing not-
cued items is usually much above chance, implying that not-cued items are not entirely forgotten. 
Moreover, items not cued by a first retro-cue can be prioritized later by a second retro-cue (Landman 
et al., 2003; Rerko & Oberauer, 2013).  
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Figure 19: The beneficial effect of a retro-cue on accuracy in change detection. The 
effectiveness of the retro cue increases with the delay between cue and test probe (Souza, Rerko, & 
Oberauer, 2014)  
 
The beneficial effect of retro-cues to single items in visual WM has been replicated numerous 
times, and has been found with all experimental paradigms used to study visual WM. The effect has 
been very informative for theories on the role of attention in WM (Gazzaley & Nobre, 2012; Sligte, 
Scholte, & Lamme, 2008). However, it is presently not clear whether the effects of retro-cues to single 
items are limited to WM for visual stimuli, as little research has been conducted with non-visual 
materials. Therefore, we rate this benchmark as B. Most survey responses were about evenly 
distributed between A (6/15) and B (5/15).  
Benchmark 10.2. Item-Switch Effects (A) 
Prioritization of individual items in WM has also been demonstrated with tasks involving a 
sequence of cognitive operations, each of which requires access to one particular item in a set held in 
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WM. For instance, participants could be asked to hold a small set of digits in WM, and work through a 
sequence of addition and subtraction tasks, each of which uses one digit from the memory set as an 
addend or subtrahend (Oberauer, 2003a). After access to one item in the memory set, access to the 
same item for the immediately following operation is faster than access to a different item (Garavan, 
1998; Gehring, Bryck, Jonides, Albin, & Badre, 2003). The item-switch cost has been observed for 
verbal WM (Garavan, 1998; Oberauer, 2003a) and spatial WM (Hedge & Leonards, 2013; Kübler, 
Murphy, Kaufman, Stein, & Garavan, 2003), and for several kinds of operations on the selected item, 
including arithmetic (Garavan, 1998; Oberauer, 2003a), updating (Oberauer, 2003a), and local 
recognition (Oberauer, 2006). The switch cost increases with memory set size (Oberauer, Wendland, 
et al., 2003). It is reduced but not eliminated by practice (Garavan, 1998; Oberauer, 2006).  
The item-switch cost is a robust effect, observed with verbal and spatial materials and several 
methods for testing memory. Moreover, it has been informative for theories of attention to the contents 
of WM (Oberauer & Hein, 2012). Therefore, we rate this benchmark as A. The most frequent rating in 
the survey was A (23/59), followed by B (16/59).  
11: Effects of Knowledge 
Knowledge from past experience has pervasive and substantial effects on performance in WM 
tasks. The existence of these effects continues to fuel the overarching theoretical debate as to whether 
WM and long-term memory are distinctly separate systems (e.g., Baddeley, 2000a) or merely different 
aspects of the same system. In the latter case WM is usually conceptualized as a small currently 
activated region of long-term memory (Cowan, 1999).  However, there are many different ways in 
which knowledge affects WM performance, suggesting that satisfactory explanations will require 
richer and more detailed theoretical accounts. In what follows we give brief descriptions of the most 
well-established of these effects.  
Benchmark 11.1 Effects of Chunking (A) 
One of the principal effects of past knowledge on WM is the enhanced retention of material 
containing patterns encountered in previous experience. For example, immediate memory for word 
lists increases with their sequential redundancy measured by order of approximation to English (G. A. 
Miller & Selfridge, 1950). Similarly, immediate memory for letter sequences increases with the 
Benchmarks for Working Memory 66 
 
 
frequency of the letter bigrams in the language (Baddeley, 1964). Serial recall of letters in a complex-
span task improves when the list contains known acronyms, in particular early in the list (Figure 20; 
Portrat, Guida, Phénix, & Lemaire, 2016). In his classic paper on our capacity to process information, 
G. A. Miller (1956) observed that memory span for a given type of materials can be markedly 
increased by becoming familiar with the patterns they contain, which he referred to as chunks. He used 
this to arrive at the important insight that memory span is limited in terms of number of chunks rather 
than number of individual items. According to Miller, span is approximately seven plus or minus two 
chunks (c.f. Benchmark 1.3). Thus, whereas span for binary digits is typically about the same as for 
decimal integers, an individual who knew how to recode from binary to decimal had a dramatically 
higher span of about 40 binary digits (but nevertheless about seven chunks). Similarly, a regular 
jogger was able to increase his digit span to the vast length of 80 items by learning to recode 
sequences into chunks corresponding to familiar running times for various distances (Ericsson et al., 
1980). At the same time there was no improvement in his letter span, consistent with the specificity of 
the relationship between chunking and prior learning. 
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Figure 20: Performance in a complex-span task involving serial recall of letters containing no 
acronym (Condition 0) or an acronym starting in list position 1, 3, or 5, for fast and slow pace of 
distractor processing (Portrat et al., 2016).  
Two further features of chunking are worth noting briefly. One is that chunking is often 
entirely spontaneous. For example, immediate recall of a temporally grouped sequence of letters is 
better when the group boundaries parse the list into known acronyms (e.g. YMCA FBI PHD TV) than 
when they break them up (Bower & Springston, 1970). This suggests a perceptual component to the 
effectiveness of chunking. Secondly, chunking is by no means confined to verbal materials. For 
example, immediate visual memory for colored objects increases when spatially grouped pairs of 
colors co-occur frequently across trials (Brady, Konkle, & Alvarez, 2009). In another visual memory 
task in which pieces on a chessboard are recalled immediately following a brief exposure, chess 
experts are able to recall substantially more pieces than novices and achieve this by encoding larger 
chunks (Chase & Simon, 1973b). This advantage depends on the distribution of pieces coming from a 
real game of chess. When the pieces are randomly distributed the difference between experts and 
novices is greatly reduced, consistent with the dependence of chunking on specific knowledge. 
Subsequent research has confirmed these findings and developed improved methods for identifying 
the chunks used in chess (Gong, Ericsson, & Moxley, 2015).  
The beneficial effect of chunking is robust and general, and has theoretical leverage in at least 
two regards. First, it reflects the influence of long-term knowledge on performance in tests of WM. 
Second, it provides the basis for contemporary estimates of WM capacity in terms of the number of 
chunks that can be remembered. Reappraisal of evidence from a variety of sources suggests that 
capacity is significantly lower than Miller’s (1956) original estimate of seven, being limited to just 
three or perhaps four chunks (Broadbent, 1975; Cowan, 2001); we consider evidence pertaining to the 
chunk capacity limit above (Benchmark 1.3). The central role of the chunking effect for theories of 
WM justifies its status as a high-priority (A) benchmark.  
Benchmark 11.2 Sentence superiority effect (C) 
This benchmark is described in Appendix B.  
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Benchmark 11.3 Effects of Lexicality, Word Frequency, and Phonotactic Frequency (B) 
A somewhat different effect of knowledge concerns the extent to which the immediate recall 
of individual items benefits from prior learning of these items. This benefit is most evident in the 
lexicality effect, whereby memory span for known words is one or two items higher than span for 
pronounceable nonwords (Hulme, Maughan, & Brown, 1991). Subtler effects are observed as a 
function of word frequency, a typical finding being that span for words with a high frequency of 
occurrence is about half an item higher than span for low frequency words (Hulme et al., 1997). 
Importantly for theoretical accounts, the effect of word frequency cannot be attributed to potential 
confounding variables such as articulation rate and age of acquisition (Roodenrys, Hulme, Alban, 
Ellis, & Brown, 1994) and persists under concurrent articulation (Gregg, Freedman, & Smith, 1989), 
though there is probably some contribution from articulatory fluency (Woodward, Macken, & Jones, 
2008). 
Knowledge at the sublexical level can also affect verbal short-term memory, as in the effect of 
phonotactic frequency. This is the finding that nonwords constructed from high-frequency pairs of 
phonemes are better recalled than those containing low-frequency phoneme pairs (Gathercole, 
Frankish, Pickering, & Peaker, 1999; Majerus & Van der Linden, 2003; Thorn, Gathercole, & 
Frankish, 2005). A further sublexical effect is the finding that errors in the immediate recall of 
nonwords reflect linguistic consonant-rime syllable structure (Treiman & Danis, 1988). In general, 
short-term memory for nonwords appears to be influenced by a combination of sublexical and lexical 
knowledge, the latter being reflected in effects of lexical neighborhood size (i.e. the number of words 
that differ from a nonword by altering one of its phonemes). Nonwords that are more word-like on this 
measure are better recalled (Thorn & Frankish, 2005). This finding has been very influential on 
theorizing about the relation between WM and LTM, and the majority of survey respondents rated it 
as A (17/26). However, because this benchmark is necessarily limited to verbal material, we gave it a 
B rating.  
Benchmark 11.4. Regularization (C)  
This benchmark is described in Appendix B.  
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Benchmark 11.5. Hebb Repetition Effect (A) 
Hebb (1961) studied an immediate serial recall task in which the same list was used on 
multiple trials, without informing participants, and found that recall of the repeated list improved as a 
function of number of repetitions (Figure 21). Hebb took this as evidence that there is long-term 
learning of information even when it is held only briefly in short-term memory. However, the 
repetition effect can equally be regarded as a further instance of the effect of prior learning on 
immediate recall. The repetition effect has a visuo-spatial analogue that has similar characteristics 
(Couture & Tremblay, 2006; Horton, Hay, & Smyth, 2008; Turcotte, Gagnon, & Poirier, 2005), 
suggesting that the underlying mechanism is very general. There is, nevertheless, evidence that the 
Hebb repetition effect may serve a specific role in the verbal domain, namely that of learning novel 
phonological sequences and thereby adding new words to the lexicon (Szmalec, Duyck, 
Vandierendonck, Mata, & Page, 2009). 
Benchmarks for Working Memory 70 
 
 
 
Figure 21: The Hebb repetition effect in standard conditions (Silent) and with concurrent articulation: 
Serial recall of letter lists improves over repetitions of the same list across trials, whereas 
performance on filler lists, which are new on each trial, does not improve (Page, Cumming, Norris, 
Hitch, & McNeill, 2006, Exp. 1).  
An important characteristic of the verbal Hebb repetition effect is its dependence on the 
rhythm and timing of the repeated sequence. Thus, learning is reduced when the temporal grouping 
pattern of a sequence changes across repetitions (Bower & Winzenz, 1969; Hitch, Flude, & Burgess, 
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2009). There is also evidence that the learning effect builds from the beginning of a repeated sequence 
(Bower & Winzenz, 1969; Hitch, Fastame, & Flude, 2005). 
The Hebb effect is a highly general phenomenon of memory for serial order, and it has been 
an explanatory target of several computational models (Burgess & Hitch, 1999, 2006; Page & Norris, 
2009). For these reasons, and in agreement with the majority of survey responses (30/55), we regard it 
as a benchmark of high priority (A).  
12: Individual Differences 
Benchmark 12.1. Positive Manifold (A).  
With respect to research on individual differences in WM capacity, a fundamental benchmark 
is that performance on WM tasks correlates positively for all kinds of tasks and materials (Engle, 
Tuholski, Laughlin, & Conway, 1999; Kane et al., 2004; Kyllonen & Christal, 1990; Oberauer, Süß, 
Wilhelm, & Wittman, 2003; Unsworth, Fukuda, Awh, & Vogel, 2014). For example, scores on 
complex span tasks with verbal stimuli are positively correlated with scores on complex span tasks 
with visual/spatial stimuli (Kane et al., 2004; Shah & Miyake, 1996) and scores on complex span tasks 
are positively correlated with scores on other types of WM tasks, such as simple span tasks (Engle et 
al., 1999), change detection tasks (Unsworth et al., 2014), n-back tasks (Chuderski, 2014; Kane, 
Conway, Miura, & Colflesh, 2007), and updating tasks (Engle et al., 1999; Oberauer, Süß, Schulze, 
Wilhelm, & Wittmann, 2000). As this finding is fundamental to establish the notion of general 
working-memory capacity as an individual-differences construct, we regard it as a benchmark of 
highest priority (A). The survey data support this assessment, with A as the modal response (12/27).  
Benchmark 12.2. Higher Correlations Within Domains (B). 
Among this pattern of positive correlations, a second benchmark finding is that correlations 
tend to be higher within than across domains, and correlations tend to be higher within the same types 
of task than across different task types. For example, correlations within the verbal domain and within 
the spatial domain are higher than correlations across the verbal/spatial domains (Bayliss, Jarrold, 
Gunn, & Baddeley, 2003; Kane et al., 2004; Shah & Miyake, 1996). Because benchmark 12.2 is a 
qualification of benchmark 12.1, we rated it as B, in agreement with the modal survey response 
(10/24). 
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Benchmark 12.3. Higher Correlations among Complex than among Simple Spans (B).  
Cross-domain correlations are higher for complex span tasks than for simple span tasks in 
adults (Kane et al., 2004) and in children (Alloway, Gathercole, & Pickering, 2006; Bayliss et al., 
2003). More specifically, correlations between verbal and spatial complex span tasks are higher than 
correlations between verbal and spatial simple span tasks. Yet, consistent with Benchmark 12.1, all 
correlations are positive. This pattern of correlations is considered a benchmark but was rated to have 
only intermediate priority (B) because it is specific to one pair of WM paradigms (i.e., simple and 
complex span tasks). In addition, whereas this particular empirical pattern has been repeatedly 
observed, other findings call into question whether separate factors can be established for simple and 
complex span (for a review see Unsworth & Engle, 2007b). The modal survey response was also a B 
(23/55). 
Benchmark 12.4. Separation of Primary and Secondary Memory (B). 
When estimates from several WM tasks are subjected to factor analysis, a factorial separation 
of indicators of “primary memory” and “secondary memory” has been observed (Unsworth & Engle, 
2007a; Unsworth, Spillers, & Brewer, 2010). For example, Unsworth et al. (2010) had subjects 
perform an immediate serial recall task, and they extracted measures of primary memory (PM) and 
secondary memory (SM) based on the method developed by Tulving and Colotla (1970). They found 
that both PM and SM correlated with WM capacity, and PM and SM each accounted for unique 
variance in WM capacity. We propose this result as a conditional benchmark because the 
measurement of PM and SM is based on a theoretical assumption about the underlying structure of 
memory, and on additional assumptions underlying the methods of measuring PM and SM separately. 
In agreement with the modal survey response (17/55) we rated it as B.  
WM task performance is correlated with several measures of “component processes” of WM, 
that is, processes that have been proposed to contribute to performance in WM tasks. We identified 
correlations with indicators of two such component processes as benchmarks (12.5 and 12.6). 
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 Benchmark 12.5. Correlation Between Verbal WM and Measures of Articulation and Retrieval 
Speed (B).  
Measures of WM capacity correlate with articulation speed (Cowan et al., 1994; Nicolson, 
1981), and retrieval speed in children (Cowan, 1992). This benchmark is robust and has theoretical 
leverage because it is predicted by theories that assign articulatory rehearsal and retrieval the role of a 
component process in WM. At the same time its relevance is limited to the verbal domain, therefore 
we assign it rating B, in agreement with the most frequent survey response (21/50). 
Benchmark 12.6. Correlation Between WM and Attention Indicators (A).   
WM task performance is positively correlated with measures of attention that place 
minimal demands on memory. By “minimal demands on memory” we mean tasks that require 
maintenance of task instructions, task goals, and response rules, but not multiple stimuli, as in 
WM tasks. For example, the Stroop task requires maintenance of instructions, a goal, and 
perhaps response mappings but there is not a memory load per se, because none of the 
presented words needs to be remembered. Correlations between WM task performance and 
such attention measures are considered a benchmark because of their theoretical leverage – 
they are predicted by theories assuming a relation between WM and controlled attention 
(Kane & Engle, 2002; Unsworth & Engle, 2007a). In addition, the finding generalizes over 
several indicators of controlled attention.  
The evidence for correlations of WMC with three indicators of attention is sufficiently 
strong and replicable to warrant benchmark status: (1) WM task performance is correlated 
negatively with the size of the Stroop effect. This correlation is consistently found if the 
majority of trials is congruent and only a minority is incongruent, but not when congruent and 
incongruent trials occur equally often (Chuderski, Taraday, Nęcka, & Smoleń, 2012; 
Hutchison, 2011; Kane & Engle, 2003; Meier & Kane, 2013; Morey et al., 2012). (2) WMC is 
correlated with accuracy in the anti-saccade task (Chuderski, 2014, 2015; Kane, Bleckley, 
Conway, & Engle, 2001; Meier, Smeekens, Silvia, Kwapil, & Kane, 2018; Redick et al., 
2016; Shipstead, Lindsey, Marshall, & Engle, 2014; Unsworth et al., 2014; Unsworth & 
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Spillers, 2010). (3) WMC is negatively correlated with the prevalence of mind wandering 
during longer periods of working on a cognitive task, assessed with thought probes 
interspersed at random times during task performance, or through post-task questionnaires 
(McVay & Kane, 2009, 2012); a meta-analysis estimated a correlation of r = .12 (Randall, 
Oswald, & Beier, 2014).  
For other indicators of controlled attention (i.e., the flanker effect and the Simon 
effect), some studies have found a correlation with WMC (e.g., Heitz & Engle, 2007) but 
others did not (e.g., Wilhelm, Hildebrandt, & Oberauer, 2013); therefore we regard them to be 
insufficiently robust for being a benchmark.  
Taken together, this benchmark is well established; it generalizes across several 
indicators of controlled attention and of WM capacity, and it has substantial theoretical 
leverage. Therefore, we assign it rating A.  
Benchmark 12.7. Correlation of WM with Fluid Intelligence (A).  
 Finally, the seventh benchmark finding on individual differences is that WM task 
performance is strongly correlated with measures of general fluid intelligence. Two meta-analyses of 
latent variable studies investigating the relationship between WM capacity and fluid intelligence found 
that the two constructs are correlated somewhere between r = .71 (Kane, Hambrick, & Conway, 2005) 
and r = .85 (Oberauer, Schulze, Wilhelm, & Süß, 2005). These results have recently been corroborated 
by a large sample study (N = 2200) demonstrating a correlation between WM and fluid intelligence of 
r = .77 (Gignac, 2014). This finding is considered a high-priority (A) benchmark because, as noted, it 
is supported by two meta-analyses and a recent large sample study, and because it links research on 
individual differences in WM capacity to the broader field of intelligence. At the same time, we 
acknowledge that a theory or model of WM could legitimately focus first on explaining how WM 
works, before turning to the relation of WM to other constructs. 
13: Neuroscience 
Neuroscience offers architectural constraints and mechanistic insight that provide important 
considerations for models of WM.  First, revealing the neural substrates of WM phenomena enable 
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inferences based on the observed regional dependencies of those phenomena.  If distinct neural regions 
or processes are associated with different phenomena, this provides evidence that those phenomena are 
dissociable suggesting that such phenomena should be considered distinct aspects of a model of WM.  
Second, the nature of the neural code underlying information representation and processing indicate 
the mechanisms by which the brain instantiates cognitive functions commonly ascribed to WM.  For 
example, sustained firing of neurons during delay intervals (Fuster & Alexander, 1971; Kubota & 
Niki, 1971) is widely considered the neural basis of short-term retention, but other codes may yet be 
just as important (e.g. Stokes, 2015).  Such data provide knowledge of the coding scheme used by the 
brain that may be essential for reproducing the benchmark findings of WM.  Given the wealth of 
neuroscience literature, we will consider only the most essential and replicable findings here.  
Furthermore, for the sake of synergy with the rest of the benchmarks, we will consider mostly human 
findings, using animal models largely as a backdrop for analogous human findings. 
Benchmark 13.1. Dissociable Neural Substrates of Different Content Domains (A) 
One of the key contributions of neuroscience is the demonstration that dissociable neural 
networks are associated with the retention of different types of information.  Goldman-Rakic (1987) 
marshalled an impressive collection of non-human primate data from single-unit recordings, lesion-
induced behavioral impairments, and neuroanatomical projections to put forward the view that distinct 
circuits subserve the retention of spatial and identity-based information, respectively.  Courtney and 
colleagues first using PET (Courtney, Ungerleider, Keil, & Haxby, 1996) and then fMRI (Courtney, 
Petit, Maisog, Ungerleider, & Haxby, 1998) provided human evidence consistent with these findings.  
These results revealed that dorsal areas of cortex including the superior frontal sulcus and parietal 
cortex support spatial WM, while ventral areas of cortex including the inferior frontal gyrus and 
temporal cortex support object WM.  Furthermore, a wealth of human neuroimaging evidence 
implicates left inferior frontal areas (i.e. Broca’s area) and peri-sylvian areas in the short-term 
retention of verbal information (Awh et al., 1996; Chein & Fiez, 2001; Cohen et al., 1997; Fiez et al., 
1996; Paulesu, Frith, & Frackowiak, 1993; Postle, Berger, & D'Esposito, 1999; E. E. Smith, Jonides, 
& Koeppe, 1996).  These broad networks have been further substantiated through meta-analysis of the 
numerous neuroimaging studies conducted on human WM (Nee et al., 2013; Owen, McMillan, Laird, 
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& Bullmore, 2005; Rottschy et al., 2012; Wager & Smith, 2003).  Similar conclusions have been 
reached on the basis of lesion (D'Esposito & Postle, 1999; Muller & Knight, 2006) and transcranial 
magnetic stimulation data (Mottaghy, Gangitano, Sparing, Krause, & Pascual-Leone, 2002).   
There have been suggestions that the prefrontal parts of these networks are particularly 
important when storage is accompanied by additional processing demands (D'Esposito & Postle, 1999; 
Wager & Smith, 2003). However, that dissociable networks are involved in representing different 
forms of content for WM has been evidenced in a wide-variety of tasks including those involving 
simple retention (e.g. item-recognition), as well as those involving more complex demands (Rottschy 
et al., 2012). Collectively, these data suggest that distinct representational bases exist for broad classes 
of information (i.e. verbal, spatial, object). This benchmark has broad empirical support, and it speaks 
to the much debated question whether there are domain-specific working-memory mechanisms, and 
how they should be conceptualized (Baddeley, 1986; Depoorter & Vandierendonck, 2009; Vergauwe 
et al., 2010). Therefore, we rated this benchmark as high priority (A), although survey responses were 
about evenly distributed between A, B, and C.  
Benchmark 13.2. Preserved WM in Amnesia (A) 
Whereas the above data indicate that WM is sub-divided by information domain, other data 
indicate that WM is distinct from other forms of memory.  The most often cited finding in this regard 
is that damage to the medial temporal lobe (MTL) produces a profound impairment in the ability to 
form new long-term memories, while relatively sparing many aspects of WM (Baddeley & 
Warrington, 1970; Cave & Squire, 1992; Scoville & Milner, 1957).  For example, digit span, a 
measure of verbal WM capacity, is intact in patients with MTL damage.  Although a growing 
literature has demonstrated that MTL damage does impair some forms of WM especially for novel or 
relational information (Finke et al., 2008; Hannula, Tranel, & Cohen, 2006; Olson, Page, Moore, 
Chatterjee, & Verfaellie, 2006; Pertzov, Miller, et al., 2013; Ranganath & Blumenfeld, 2005), the 
impact on long-term memory, or on short-term memory tests exceeding the capacity of WM, is 
unquestionably more severe (Jeneson & Squire, 2012).  
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The relative preservation of short-term maintenance after MTL damage is well replicated, and 
has been foundational for the concepts of short-term and WM, and we therefore rate it as a high-
priority (A) benchmark. This rating is also supported by the survey, with A as the modal rating 
(12/24).  
Benchmark 13. 3 Measures of Neural Activity Track Amount of Information in WM (A) 
Another popular distinction between long-term and WM is the nature of the neural code for 
storage.  For long-term memory, lasting synaptic changes (e.g. long-term potentiation) are thought to 
provide a mechanism for retention. WM, on the other hand, is presumed to be related to more transient 
phenomena (Goldman-Rakic, 1995). As alluded to above, active neural firing is the most widely 
accepted view of how information is retained in WM (Fuster & Alexander, 1971; Kubota & Niki, 
1971).  Whereas direct neural recordings in humans are rare, the BOLD signal measured with fMRI 
and electrical signal measured with EEG are related to underlying neural activity (Logothetis, 2003).  
Both measures yield signals that reflect the load on WM during the retention interval (Cowan et al., 
2011; Manoach et al., 1997; Veltman, Rombouts, & Dolan, 2003). 
A particularly tight connection between BOLD and EEG signals and an estimate of the 
number of items retained has been established for visual WM (Todd & Marois, 2004, 2005; Vogel & 
Machizawa, 2004; Vogel, McCollough, & Machizawa, 2005; Xu & Chun, 2006). In the examined 
paradigms, the number of visual objects to-be-retained in visual WM (i.e., the memory set size) is 
varied, and the number of items retained is estimated from a person’s accuracy at different set sizes. 
Typical estimates for young adults are 3 to 4 items (see Benchmarks 1.3). Both BOLD and EEG 
signals in posterior cortical areas reach a plateau at set size 3 to 4 when averaged across participants. 
The change in BOLD activity evoked by the storage of a single item and BOLD activity evoked by 
storage of an individual’s maximum capacity has been shown to correlate with working memory 
capacity; however, a caveat for this result is that it has only been observed in a single study (Todd & 
Marois, 2005). A much larger body of evidence has linked contralateral delay activity (CDA) in 
posterior EEG electrodes with individual differences in WM capacity. A meta-analysis of 12 samples 
(286 subjects) across 11 studies revealed a robust correlation between the increase in CDA amplitude 
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with increasing numbers of items stored and behavioral measures of WM capacity (Luria, Balaban, 
Awh, & Vogel, 2016).  
Likewise, multiple studies have shown that CDA activity provides a sensitive index of 
“irrelevant storage” during tasks in which observers attempt to store target items that are presented 
amongst irrelevant distractors; a meta-analysis of 9 samples (200 subjects) across 7 studies revealed a 
strong correlation between behavioral estimates of filtering efficiency and a CDA measure of 
irrelevant storage  (Luria et al., 2016). Finally, in line with the known links between WM capacity and 
intelligence, a latent variable analysis showed that CDA amplitude is a robust predictor of fluid 
intelligence and attentional control (Unsworth et al., 2014). Thus, a large body of evidence suggests 
that CDA activity taps into core aspects of WM ability as well as other constructs that have been 
linked with WM capacity via analyses of individual variations in cognitive ability.  
These findings also motivate basic questions about which aspects of memory load are tracked 
by these neural measures of WM storage, because increases in the number of items stored in WM are 
often confounded with increases in the number of physical elements on the screen and the total amount 
of information that is contained within the memory array. There is some evidence separating these 
aspects: When multiple stimuli in a display are perceived as a single object based on Gestalt grouping 
cues, the amplitude of both BOLD and EEG signals is determined by the number of perceived objects, 
not the number of physical stimuli or the total amount of information contained within each perceived 
object (Balaban & Luria, 2015; Xu & Chun, 2006).  
This benchmark has so far been best established for the visual domain; whether a similarly 
tight connection between neural signals and the estimated number of items holds in verbal and purely 
spatial WM has been less carefully studied and is presently unclear.  Nevertheless, we rated 
benchmark 13.3 as high priority (A) because it is replicable, it generalizes across different methods 
(i.e., EEG and BOLD signals), and it is of high theoretical importance. The ramping activity up to a 
person’s estimated item limit for visual WM provides important constraints for the mechanisms of 
capacity limits. For instance, it could reflect a mechanism that is weakly deployed at low loads, and 
strongly deployed up to a limit at high loads. This empirical pattern challenges models that assert a full 
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distribution of all available mnemonic resources regardless of the number of memoranda (e.g., Van 
den Berg et al., 2012; Wilken & Ma, 2004; Zhang & Luck, 2008). The A rating is supported by modal 
response in the survey (20/51 for A).  
Benchmark 13. 4 Short-Term Retention Without Measurable Neurally Active Representations 
(C) 
This benchmark is described in Appendix B.  
Discussion 
In an ideal scientific world, the accumulation of empirical evidence on a subject gradually 
leads us towards a better theoretical understanding of that subject. In the long run, we hope to arrive at 
a single unified theory that explains all extant findings. Looking back on half a century of research on 
WM leaves us with the impression that such a scenario will not come to pass unaided. Empirical 
knowledge is accumulating at an impressive pace. Our theoretical understanding of WM, however – 
though arguably also making progress – is lagging more and more behind: The rate at which new 
empirical phenomena are established outpaces the rate at which we provide explanations for them 
within a unified theory. As a consequence, we observe a proliferation of theories which, rather than 
competing for the best explanation of all empirical findings about WM, live side by side in their 
respective explanatory niches: Each theory defines its own set of supporting findings on which it 
thrives. Efforts towards building a unified theory are discouraged by the fact that any such theory, if 
formulated precisely enough to be testable, immediately clashes with dozens, if not hundreds of 
findings.  
The present work is motivated by our conviction that we can hope to make progress toward a 
unified theory of WM, if two conditions are met. First, we need to acknowledge that, for the 
foreseeable future, the expectation that such a theory explains all empirical phenomena in the field is 
unrealistic. Second, as a consequence, we need to work towards a rational way of prioritizing 
phenomena as targets for explanation. This means that we need criteria for judging how important it is 
for a theory to explain a given phenomenon. These criteria can be used to define a set of benchmark 
findings that every theory that intends to provide a comprehensive account of WM should strive to 
Benchmarks for Working Memory 80 
 
 
explain. With this article we aim to initiate a discussion about the criteria for benchmark findings, and 
about the question which findings, in light of our current knowledge, should be regarded as 
benchmarks.    
 In this article we proposed criteria for benchmarks, and presented a set of benchmarks rated 
by priority. We took several steps to facilitate consensus in the field about these proposals. First, we 
ensured that the Benchmarks Team consists of a diverse set of researchers with heterogeneous 
theoretical views on WM. Second, we made an effort to formulate each benchmark in a theory-neutral 
way. Third, we conducted an informal survey among experts of WM to ensure that we did not 
inadvertently overlook important findings, or overrate the importance of some findings.  
Notwithstanding these efforts, we cannot be fully confident that our selection and our ratings 
of benchmark findings is free from bias. The best way to eliminate any remaining bias is through an 
open discussion among all experts in the field, and subsequent revision of the set of benchmarks. To 
that end we established an online forum for discussion of the benchmarks, and we invite all scholars of 
WM to join the Benchmarks Team for preparing a revised set of benchmarks in four to five years7.  
We believe that a set of benchmarks can be useful for a field in several ways. First, on a purely 
descriptive level benchmarks provide a snapshot of the state of empirical knowledge in the field, 
concentrated on findings that are robust and reasonably general. As such, it can help students and 
researchers to navigate the wealth of empirical results and give them information on how well 
supported and general each finding is. Benchmarks also reveals gaps in our knowledge: Even a 
cursory glance at the overview tables in Appendix C and D shows that a large number of benchmarks 
is so far established only in one content domain (primarily the verbal domain) and only in young 
adults, and many benchmarks have been studied only with a limited set of experimental paradigms. 
Researchers could use benchmarks as a guide to systematically extend the generality of findings they 
consider to be of theoretical importance.  
A second use of benchmarks is to serve as a sanity check for theoretical efforts. Any new 
theory in a field should endeavor not to contradict benchmark findings. Obviously, we want much 
                                                          
7 The online forum is here: https://wmbenchmarks.wordpress.com/ 
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more from a good theory than an account of existing, well established findings: Theories should offer 
a compelling mechanistic explanation that help us understand the phenomena, and they should imply 
new predictions. Therefore, it is important that the rapid accumulation of empirical findings does not 
unduly tie down theoretical innovations: A new theoretical proposal should not be rejected just 
because there exists an empirical result that contradicts it. If theoretical progress is not to be stifled by 
empirical constraints, theorists must be allowed to ignore some findings, at least for a while. An 
agreed-upon set of benchmarks therefore has a liberating effect on theory building: It limits the 
number of empirical findings that a theorist should aim to not contradict, and provides guidance on 
their priority. We suggest that a theory that handles benchmark results, but is contradicted by other 
more “niche” results, must be accorded greater credit than a theory that fails to handle benchmarks but 
accounts for some other results that are arguably of lesser importance.  
A third, arguably most ambitious use of benchmarks is as basis for the development of 
increasingly comprehensive theories, that is, theories that can explain a larger proportion of empirical 
findings relevant for a topic such as WM. Benchmarks facilitate this development in two ways. First, 
they provide well-defined explanatory targets for theorists who aim to develop a new unified theory or 
improve an existing one. Second, they provide a common empirical ground for evaluating theories. 
Evaluating theories against an entire set of diverse findings, such as the present set of benchmarks, 
raises a number of challenges: How do we measure the goodness of a theory or computational model 
in explaining a set of benchmark findings? There has been much progress in measuring the goodness 
of fit of formal models to individual data sets (for an overview see Lewandowsky & Farrell, 2011; 
Shiffrin, Lee, Kim, & Wagenmakers, 2008), but these methods do not easily generalize to the problem 
of evaluating theories against an entire set of findings from different paradigms, with different 
dependent variables, each of which is represented by multiple data sets.  
A related problem concerns what it means for a theory to explain a benchmark. Many theories 
and models of WM are highly flexible, such that they are compatible with many findings but do not 
predict these findings – they are equally compatible with the absence of the effect in question, or even 
with an effect in the opposite direction. This flexibility is to some extent inherent in verbal theories 
because they are often formulated vaguely, leaving much room for interpretation. Computational 
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models avoid this vagueness, but they do not entirely escape the problem of flexibility: Most 
computational models have free parameters that can enable them to be compatible with an effect, its 
absence, and its opposite. This flexibility is substantially reduced when we aspire for a model to 
account for several benchmark findings with a common set of parameter values. Our proposed set of 
benchmarks should facilitate efforts towards more comprehensive computational models. We hope 
that our proposal for benchmarks will, among other things, instigate a discussion on how to evaluate 
and compare the empirical adequacy of models across a broad range of findings from different 
experimental paradigms.  
A good starting point for such a discussion could be the proposal of Wills and Pothos (2012) 
for how to assess the adequacy of computational models across several experiments. They propose as 
a criterion the number, or the proportion, of ordinal, irreversible, and penetrable successes of a model 
in explaining the findings. An ordinal success is defined as the accurate prediction of the ordinal 
pattern of dependent variables across experimental conditions, that is, getting the direction of the 
experimental effects right. A model's success is irreversible if the modelers commit to holding 
parameter values constant across multiple applications of a model to different experiments and 
different phenomena, so that the model's explanatory success cannot be undone by a later change in 
parameter values (e.g., when fitting the model to a new data set). A model is penetrable to the degree 
that it is easy to apply, and explained in psychological terms, so that in addition to predicting the data, 
it also advances our understanding of the phenomena.  
Successful theories and models of WM are likely to differ in their scope, either because the 
theory implies that certain benchmarks are not relevant (e.g., when a theory ascribes some benchmarks 
to episodic long-term memory rather than to WM), or because the theorist decides to "start small" and 
aim for a detailed explanation of a coherent subset of WM benchmarks (e.g., only findings on serial 
recall). To accommodate scope differences, Wills and Pothos (2012) propose to evaluate models not 
only by the absolute number of successes, but also by the proportion of successes within their scope. 
One prerequisite for that criterion is that a theory or model includes a clear definition of its scope. In 
addition, we argue that the scope of a model should also be well justified, rather than 
"gerrymandering" benchmarks out of a model's scope simply because the model cannot account for 
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them. For instance, limiting a model's scope to serial recall is convincing to the extent that benchmark 
findings from serial-recall tests differ in important ways from those obtained with other paradigms 
(Bhatarah et al., 2009), and limiting a model's scope to verbal materials is convincing to the extent that 
benchmarks differ between WM for verbal and non-verbal contents (Hurlstone et al., 2014).  
In closing, we wish to emphasize that the set of benchmarks we proposed here is not intended 
as a definitive summary of our empirical knowledge about WM. Rather, we see it as a first proposal of 
how to organize and prioritize the wealth of data that we have accumulated so far; it will prove useful 
to the degree that researchers use it to guide and evaluate theoretical efforts; it is subject to revision, 
and it will obviously have to be updated in light of new empirical discoveries. We also do not wish to 
constrain theory development to address only those findings that we identified as benchmarks. A good 
theory should not only explain as much as possible of what we already know but also make new 
predictions. Tests of these predictions generate new findings that, once they are firmly established, 
become future benchmarks.   
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Appendix A – Survey Results 
The overall battery of survey questions comprised 110 candidate benchmarks identified during the 
2014 meeting of the Benchmarks Team. Each participant received a random subset of 71 of those 
items, subject to the following constraints: (1) Subordinate findings were always presented together 
with their corresponding main finding. For example, the superordinate potential benchmark 
“Monotonic decrease of accuracy with increasing set size (list length)” would be presented together 
with one randomly chosen item out of 3 further subordinate candidates (e.g., “Set-size effect is found 
in change detection (Luck & Vogel 1997), change localization (van den Berg et al., 2008)”). There 
were 23 such clusters of items. (2) Candidates that received particularly variable ratings by the 
Benchmark Team were presented to all participants. (3) Respondents could add further proposals in 
free-text form. (4) A single competence item was included for all participants that queried “who 
introduced the magical number seven, ‘plus or minus two’, into the literature”? (All respondents who 
completed the item answered it correctly). 
For each candidate item, participants chose one of 4 response options, corresponding to the three 
levels of benchmark (A, B, or C), plus the “not a benchmark” option. 
There were 156 participants who contributed to the survey, of whom 51 were complete. Because the 
incompletes also contained useful data, we report the analysis on the full set of participants. Owing to 
the random sampling of items and the large number of incompletes, the total number of responses 
differed considerably across items, ranging from 6 to 81, with a mean of 36.88 (median 50). 
The table below reports the data for the 74 items that received 20 or more responses, in descending 
order of their endorsement (in percentages) as benchmark of type A. The second column gives the 
number of the benchmark in the text and the reference table; survey items not included in the final list 
of benchmarks are marked "N"; when a survey item was subsumed under a benchmark as a special 
case or qualification, we set the benchmark number in parentheses. Frequencies of responses are given 
as numbers out of N responses to a given item, and as percentages of that N.  
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 BM 
number 
Candidate benchmark A B C  Not 
BM 
 N  %A  %B  %C  %Not 
BM 
1 11.3 
Lexicality, word frequency, and 
bigram/phonotactic frequency 
have effects on recall accuracy. 
17 4 4 1 26 0.65 0.15 0.15 0.04 
2 1.1 
Monotonic decrease of 
accuracy with increasing set 
size (list length). 
50 17 9 5 81 0.62 0.21 0.11 0.06 
3 5.1 + 5.2 
Dual-task studies show some 
domain-general and some 
domain-specific mutual 
impairment of two concurrently 
maintained memory sets, or of 
maintenance and a concurrent 
processing task 
37 10 8 5 60 0.62 0.17 0.13 0.08 
4 2.1 
Gradual forgetting of small sets 
of items over increasing 
retention interval filled with 
interpolated activity in the 
same domain 
19 6 4 5 34 0.56 0.18 0.12 0.15 
5 (1.1) 
Set-size effect is found in 
change detection and  change 
localization 
16 4 7 2 29 0.55 0.14 0.24 0.07 
6 11.5 
Immediate serial recall 
improves if the same list is 
used on multiple trials (Hebb, 
1961) 
30 13 7 5 55 0.55 0.24 0.13 0.09 
7 9.2.1 
Grouping enhances recall 
relative to ungrouped lists  
29 15 7 3 54 0.54 0.28 0.13 0.06 
8 1.2 
Monotonic increase of mean 
RT with set size 
39 24 9 5 77 0.51 0.31 0.12 0.06 
9 11.2 
Sentence superiority: lists of 
words forming a sentence are 
recalled better than lists of 
random words, or jumbled 
sentences 
13 4 5 4 26 0.5 0.15 0.19 0.15 
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 BM 
number 
Candidate benchmark A B C  Not 
BM 
 N  %A  %B  %C  %Not 
BM 
10 
 
13.2 
 
Performance in some short-
term memory tasks is preserved 
even when brain damage has 
caused profound amnesia in 
other forms of memory 
12 7 3 2 24 0.5 0.29 0.12 0.08 
11 1.3 
The number of items recalled in 
serial recall of verbal lists 
under articulatory suppression 
is about four 
33 21 10 6 70 0.47 0.3 0.14 0.09 
12 7 
Lists of words with more 
syllables are recalled worse 
than lists of words with fewer 
syllables  
24 14 8 7 53 0.45 0.26 0.15 0.13 
13 12.1 
Performance on WM tasks (and 
in memory tasks in general) 
correlates positively for all 
kinds of tasks and materials 
12 9 4 2 27 0.44 0.33 0.15 0.07 
14 4.3 
Intrusions of currently (or 
permanently) irrelevant 
memory contents occur in 
various paradigms. 
26 17 10 7 60 0.43 0.28 0.17 0.12 
15 (3.1) 
With output order controlled, 
there tend to be equal amounts 
of primacy and recency and the 
overall curve tends to be 
symmetric 
24 17 8 8 57 0.42 0.3 0.14 0.14 
16 6.1 
To-be-ignored speech or tones 
during visual presentation of 
verbal  lists for serial recall (or 
during the retention interval) 
impair recall 
10 6 5 3 24 0.42 0.25 0.21 0.12 
17 N 
Memory sets of more complex 
items are recalled worse than 
sets of simpler items 
22 16 10 5 53 0.42 0.3 0.19 0.09 
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 BM 
number 
Candidate benchmark A B C  Not 
BM 
 N  %A  %B  %C  %Not 
BM 
18 13.3 
Parietal BOLD signal and 
contralateral delay activity 
(CDA) track memory set size 
up to about 3 to 4 simple items 
and then reach a plateau 
20 14 7 10 51 0.39 0.27 0.14 0.2 
19 10.2 
Item-switch cost in tasks 
requiring multiple successive 
retrievals of individual items: 
Latency of access to a new item 
in a memory set takes longer 
than repeated access to the 
same item 
23 16 10 10 59 0.39 0.27 0.17 0.17 
20 9.1.3 
Non-temporal sources of 
saliency (e.g., an item in a 
unique color) improve recall of 
the salient item 
20 19 7 6 52 0.38 0.37 0.13 0.12 
21 1.1 
Set-size effect is found for 
proportion correct in serial 
recall, complex span, WM 
updating, immediate free recall, 
and probed recall 
9 10 4 2 25 0.36 0.4 0.16 0.08 
22 (13.3) 
The plateau [of the CDA] is 
reached at smaller set sizes in 
individuals with  worse 
memory performance. 
18 12 8 13 51 0.35 0.24 0.16 0.25 
23 5.2.4 
Cognitive-load effect of 
distractor processing in the 
retention interval: Performance 
on serial-recall tasks and 
single-item recall and 
recognition tasks declines with 
increasing ratio of time needed 
for distractor task to time 
available 
20 19 13 7 59 0.34 0.32 0.22 0.12 
24 4.1.1 
Transposition gradients obey 
the locality constraint (over a 
wide range of scales): 
transpositions with close 
10 9 7 4 30 0.33 0.3 0.23 0.13 
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 BM 
number 
Candidate benchmark A B C  Not 
BM 
 N  %A  %B  %C  %Not 
BM 
neighbors are more likely than 
with more distant neighbors 
25 13.4 
There are both activation-based 
and non-activation-based 
neural signatures of WM. 
16 14 10 11 51 0.31 0.27 0.2 0.22 
26 N 
Change detection: Hit rate 
decreases monotonically with 
set size, false-alarm rate 
increases monotonically with 
set size 
8 8 5 5 26 0.31 0.31 0.19 0.19 
27 9.2.2 
There are primacy and recency 
effects within groups  
16 21 13 4 54 0.3 0.39 0.24 0.07 
28 9.1.1 
Temporal isolation effects are 
found in most list-recall 
paradigms: isolated items are 
recalled better 
8 9 7 4 28 0.29 0.32 0.25 0.14 
29 2.3 
No forgetting of sequentially 
presented verbal lists over 
retention interval filled with 
repetitive activity 
18 21 14 10 63 0.29 0.33 0.22 0.16 
30 (4.3) 
Serial recall: some errors are 
protrusions (i.e., intrusions of 
items from preceding list); they 
tend to come from the 
corresponding serial position of 
the recalled sequence of the 
preceding trial 
17 21 18 4 60 0.28 0.35 0.3 0.07 
31 (8.1.1) 
Phonological similarity 
dominates over visual 
similarity whenever the 
material is nameable. 
15 21 8 11 55 0.27 0.38 0.15 0.2 
32 4.5 
Distributions of errors in 
continuous recall are distinctly 
non-normal, e.g. they are more 
peaked and have fatter tails 
14 14 13 11 52 0.27 0.27 0.25 0.21 
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 BM 
number 
Candidate benchmark A B C  Not 
BM 
 N  %A  %B  %C  %Not 
BM 
than a normal (von-Mises) 
distribution 
33 (2.1) 
Partial forgetting over some 
seconds even with no 
interpolated activity if visual 
stimuli are presented briefly in 
arrays or in a rapid sequence 
17 28 13 6 64 0.27 0.44 0.2 0.09 
34 12.4 
In factor analyses of memory 
tests there is a factorial 
separation of “primary 
memory” and “secondary 
memory" 
13 17 10 10 50 0.26 0.34 0.2 0.2 
35 N 
Attentional capture (of visual 
search, of eye movements) by 
contents of WM  
13 14 17 7 51 0.25 0.27 0.33 0.14 
36 12.3 
Correlations between tests with 
materials from different content 
domains (verbal vs. visual-
spatial) are larger in complex 
span than simple span 
13 23 7 8 51 0.25 0.45 0.14 0.16 
37 N 
Change detection for changes 
within a category of stimuli is 
harder than between categories 
(Awh, Barton, & Vogel, 2007) 
13 18 13 8 52 0.25 0.35 0.25 0.15 
38 3.5.2 
Semantic clustering during 
output: When words on a list 
can be grouped into semantic 
categories, people tend to recall 
words from the same category 
together 
13 28 8 4 53 0.25 0.53 0.15 0.08 
39 4.4 
Ranschburg effect: in forward 
serial recall people struggle to 
recall an item twice even 
though it was repeated in the 
list 
6 9 5 5 25 0.24 0.36 0.2 0.2 
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 BM 
number 
Candidate benchmark A B C  Not 
BM 
 N  %A  %B  %C  %Not 
BM 
40 13.1 
Dissociable sensory and 
association networks are 
recruited by broad classes 
(domains) of WM content: 
Dorsal frontal-dorsal parietal 
for spatial; ventral frontal-
ventral temporal for object; 
ventral frontal-dorsal 
temporal/ventral parietal for 
verbal materials 
6 8 8 5 27 0.22 0.3 0.3 0.19 
41 9.2.3 
Tendency to confuse items in 
same within-group positions 
(“interpositions”) (Ryan, 1969). 
12 22 14 6 54 0.22 0.41 0.26 0.11 
42 (1.1) 
Deviation of response from 
target feature in continuous 
recall: Distribution gets wider 
with increasing set size, 
including an increasing 
proportion of responses very 
far from the target...  
17 20 30 11 78 0.22 0.26 0.38 0.14 
43 (12.2) 
A factorial differentiation 
between verbal and visual-
spatial WM tasks, and between 
simple and complex span tasks, 
has been found in children 
11 17 12 11 51 0.22 0.33 0.24 0.22 
44 13.4 
Short-term retention is possible 
in the absence of measurable 
neurally active representation. 
11 14 9 17 51 0.22 0.27 0.18 0.33 
45 11.4 
Serial recall of lists tends to 
reproduce well-learned 
transition probabilities between 
items 
12 17 19 9 57 0.21 0.3 0.33 0.16 
46 N 
Regularity in the memory set, 
or links to knowledge, enable 
the representation of abstract 
summaries ("gist"), while more 
detailed information is lost 
12 25 9 11 57 0.21 0.44 0.16 0.19 
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 BM 
number 
Candidate benchmark A B C  Not 
BM 
 N  %A  %B  %C  %Not 
BM 
47 1.3 
People can remember about 
three individual words and/or 
learned word-pairs under 
articulatory suppression in 
serial recall under non-serial 
scoring 
14 27 19 9 69 0.2 0.39 0.28 0.13 
48 8.1.2 
Phonologically dissimilar items 
on mixed lists are recalled as 
well as or better than on purely 
dissimilar lists 
11 22 12 10 55 0.2 0.4 0.22 0.18 
49 2.2 
Forgetting over filled retention 
interval is much diminished 
(Keppel & Underwood, 1962) 
but perhaps not entirely 
eliminated (Baddeley & Scott, 
1971) when proactive 
interference is minimized 
6 14 6 4 30 0.2 0.47 0.2 0.13 
50 9.2.4 
Effect of grouping on recall 
latency: longer recall time for 
first item in a group 
10 19 17 8 54 0.19 0.35 0.31 0.15 
51 N 
In factor analyses of data form 
the continuous-recall paradigm 
for visual working memory, 
there is a factorial separation of 
"probability of recall" and 
"precision parameters 
(measured through the mixture 
model of Zhang & Luck, 2008) 
9 17 7 17 50 0.18 0.34 0.14 0.34 
52 N 
In factor analyses of working 
memory tests, there is more 
factorial differentiation at the 
higher end of the ability 
distribution 
9 8 18 16 51 0.18 0.16 0.35 0.31 
53 8.2 
Accuracy in change detection 
decreases with smaller 
magnitudes of change  
9 16 22 5 52 0.17 0.31 0.42 0.1 
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 BM 
number 
Candidate benchmark A B C  Not 
BM 
 N  %A  %B  %C  %Not 
BM 
54 N 
A recency effect is also 
observed in continuous-
distractor free recall, although 
on a lower level than in 
immediate free recall 
9 19 14 11 53 0.17 0.36 0.26 0.21 
55 (9.2.1) 
Group sizes of 3 result in best 
performance  
9 23 17 5 54 0.17 0.43 0.31 0.09 
56 12.2 
Correlations between tests of 
working memory tend to be 
higher within than between 
domains (verbal vs. visual-
spatial) 
4 10 6 4 24 0.17 0.42 0.25 0.17 
57 (8.1.1) 
Sometimes phonological 
similarity is beneficial for item 
memory (boundary conditions 
to be established) 
9 19 16 11 55 0.16 0.35 0.29 0.2 
58 12.5 
There is a correlation between 
(verbal) memory span and both 
articulation speed and retrieval 
speed in children, older adults, 
and normal young adults that 
helps explain both individual 
differences and developmental 
differences in memory span 
8 21 15 6 50 0.16 0.42 0.3 0.12 
59 N 
Mean of the features of a group 
or ensemble of objects in a 
visual array biases the 
estimation of the features of 
individual elements towards 
that mean 
9 21 17 10 57 0.16 0.37 0.3 0.18 
60 N 
Trial-to-trial confidence in 
continuous recall is predictive 
of memory performance 
(Rademaker et al., 2012) 
8 11 13 20 52 0.15 0.21 0.25 0.38 
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 BM 
number 
Candidate benchmark A B C  Not 
BM 
 N  %A  %B  %C  %Not 
BM 
61 (11.5) 
Hebb effect is reduced when 
temporal grouping changes 
across repetitions 
7 23 16 9 55 0.13 0.42 0.29 0.16 
62 9.1.2 
Temporal isolation effects are 
absent in forward serial recall  
3 7 6 8 24 0.12 0.29 0.25 0.33 
63 4.1.2 
Ratio of fill-in errors to in-fill 
errors (given a list ABC, 
recalling ACB is a fill-in error, 
and ACD is an in-fill error): 
Fill-in errors outweigh in-fill 
errors, and the ratio tends to be 
2:1 
6 16 21 12 55 0.11 0.29 0.38 0.22 
64 6.2 
Changing-state irrelevant sound 
(sequence of different tones) is 
more disruptive for serial recall 
than steady-state sound 
(repetition of the same tone) 
3 7 11 7 28 0.11 0.25 0.39 0.25 
65 5.1.3 
Spatial memory is more 
susceptible to disruption by an 
added verbal memory set than 
vice versa 
6 26 21 7 60 0.1 0.43 0.35 0.12 
66 N 
“Probability of recall” [from 
the Zhang & Luck mixture 
model] forms a general factor 
but “precision” does  not. 
5 11 13 21 50 0.1 0.22 0.26 0.42 
67 N 
The CDA is (largely) 
insensitive to stimulus 
complexity, with the exception 
of polygons... 
5 13 13 20 51 0.1 0.25 0.25 0.39 
68 (9.2.1) 
Grouping effects are amplified 
with auditory presentation. 
5 15 24 10 54 0.09 0.28 0.44 0.19 
69 N 
Relative distribution of 
transpositions, intrusions, 
omissions, repetitions, 
5 19 15 16 55 0.09 0.35 0.27 0.29 
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 BM 
number 
Candidate benchmark A B C  Not 
BM 
 N  %A  %B  %C  %Not 
BM 
protrusions: tend to depend on 
stimulus material 
70 N 
People maintain item-by-item 
memory of small arrays of 
objects, and statistical 
properties of larger arrays 
5 21 19 12 57 0.09 0.37 0.33 0.21 
71 N 
Retention of verbatim 
information for last clause in a 
sentence, but only meaning of 
previous clauses, ... 
5 13 19 20 57 0.09 0.23 0.33 0.35 
72 8.1.4 
Adults and older children show 
primarily phonological 
similarity effects on serial-
order memory for pictures of 
nameable objects, whereas 
children younger than 6 years 
show only visual similarity 
effects 
4 18 14 14 50 0.08 0.36 0.28 0.28 
73 N 
Effects of grouping are 
observed not only when group 
boundaries are marked by 
longer pauses, but also when 
group boundaries are marked 
by pitch or by voice (male vs. 
female) 
3 17 15 19 54 0.06 0.31 0.28 0.35 
74 (1.3) 
In serial recall, number of items 
recalled in correct position 
increases to about three, then 
decreases again with increasing 
list length 
1 7 7 6 21 0.05 0.33 0.33 0.29 
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Appendix B: Benchmarks with C Ratings 
Benchmark 3.3.2: Particularly Fast Access to the Last List Item (C).  There is some 
indication that the most recently presented item in a study list is identified much faster than other 
items. For example, by systematically varying the time at which participants were asked to respond, 
Wickelgren, Corbett, and Dosher (1980) found that participants were sooner able to match the most 
recent study item to the test item than study items presented earlier in the list (Figure A1; for a more 
comprehensive review see McElree, 2006). This finding qualifies as benchmark because of its 
replicability, and because it plays an important role in the case for a focus of attention in working 
memory (McElree, 2006; Oberauer & Hein, 2012; Vergauwe et al., 2016). Because it has limited 
generality, and qualifies benchmark 3.3.1, we assign it a low priority (C), although survey participants 
tended more towards a B rating (7/15).  
 
Figure A1: Speed-accuracy trade-off curves for item recognition: Accuracy of matching probes in 
different serial positions (SP) is plotted as a function of decision time until the response deadline 
(Öztekin & McElree, 2010) 
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Benchmark 3.3.3. Serial-Position Effects on Recall Latencies (C). Recall latency is 
measured as the time between successive keypresses in recalling digits or letters (e.g., Farrell & 
Lewandowsky, 2004), inter-item pauses in spoken recall (e.g., Murdock & Okada, 1970), or times 
between successive onsets or offsets in typed recall (Thomas, Milner, & Haberlandt, 2003). Latency 
patterns show regularities for particular tasks, but do vary across tasks (see Figure A2). In the case of 
serial recall, an extended pause is left before outputting the first item in response to the recall cue, and 
latencies then follow an inverse U-shaped function, with responses slowing and then speeding across 
successive serial positions (Maybery et al., 2002). Probed recall shows a similar inverse-U shape when 
latencies are plotted by input position (Sanders & Willemsen, 1978). These effects are replicable and 
show some generality across paradigms, but they have played only a minor role in theorizing about 
serial recall so far; therefore, we propose them as a low-priority benchmark (C).  
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Figure A2: Serial-position effect on recall latencies for immediate forward serial recall (No 
interference) and for forward serial recall after reading aloud four distractor digits (Interference) 
(Farrell & Lewandowsky, 2004, Exp. 2) 
 
Benchmark 3.5.2: Semantic Clustering in Free Recall (C). In addition to the tendency to 
recall items in forward order (Benchmark 3.4.3), participants tend to cluster semantically related items 
together at output in free-recall tasks (Bousfield, 1953; Jenkins & Russell, 1952). In addition, people 
subjectively organize lists of words during encoding, and this organization is reflected in their patterns 
of retrieval (Mandler, 1967; Tulving, 1962). Semantic relatedness effects have also been observed in 
the retrieval of lists of ostensibly unrelated items (Howard & Kahana, 2002): Semantically more 
similar pairs of words are more likely to be recalled in immediate succession. Semantic clustering 
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effects are informative for theories of free recall (e.g., Healey & Kahana, 2014), but as they are limited 
to free recall of words, we ranked this benchmark as C, although the most frequent survey response 
was B (28/53). 
Benchmark 4.1.2. Fill-in effect in serial recall (C). Transposition errors in serial recall 
(including complex span) exhibit a systematic pattern of sequential dependency: If an item i is recalled 
a position too early (e.g., when given sequence ABC, starting recall with B instead of A), recall of item 
i-1 (e.g., BA; a fill-in error) is more likely at the next output position than item i+1 (e.g., BC; an infill 
error). Available data show that fill-in errors outweigh infill errors by a ratio of approximately 2:1—a 
result dubbed the fill-in effect  (Farrell, Hurlstone, & Lewandowsky, 2013; Guérard & Tremblay, 2008; 
Henson, 1996; Surprenant, Kelley, Farley, & Neath, 2005). This finding has been important in informing 
theories of how serial order is represented. At the same time, it is specific to forward serial recall, and 
has been firmly established only for verbal materials (for a potential boundary condition see Osth & 
Dennis, 2015). Therefore, we rate it as C, in agreement with the modal survey response (21/55).   
Benchmark 4.2. Serial position effects on error-types in serial recall (C).  
Errors in serial recall sometimes involve the loss of item information. These item errors can be 
divided into intrusions (reporting items not part of the study sequence), omissions (failure to report any 
item in a position), and repetitions (incorrect report of an item already produced). The frequency of item 
and transposition errors varies according to serial position: item errors increase with serial position, 
whereas transpositions increase initially, but decrease thereafter (Avons & Mason, 1999; Guérard & 
Tremblay, 2008; Henson et al., 1996). This finding places constraints on models of memory for serial 
order, but it is specific to forward serial recall; hence we rate it as C.  
Benchmark 4.4. Ranschburg effect in serial recall (C).  
In serial recall, people tend to fail to report an item twice when it was repeated in a sequence—
the Ranschburg effect. This effect occurs when serial recall is compared under two conditions: In the 
repetition condition, study sequences contain two occurrences of the same item separated by several 
intervening items, whilst in the control condition sequences always contain unique items. The typical 
finding is that recall of the second occurrence of a repeated item is impaired, relative to items in 
corresponding positions in the control condition (Crowder, 1968; Henson, 1998a; Jahnke, 1969). We 
Benchmarks for Working Memory 100 
 
 
regard this finding a benchmark because it is replicable and forms a key piece of evidence for the 
assumption of response suppression in serial recall (Henson, 1998a). At the same time, its generality is 
limited to (verbal) serial recall; so we assigned it rating C, although survey respondents were leaning 
more towards B (9/25).  
Benchmark 5.1.3. Asymmetric Effects Between Verbal and Spatial Sets (C).  This 
benchmark qualifies benchmark 5.1.1:  Visual-spatial memories are more susceptible to disruption by 
an added verbal memory set than vice versa. Morey and colleagues (Morey et al., 2013) paired various 
visual and verbal memory sets and measured decreases in capacity estimates from a single-set baseline 
as the number of items in the simultaneously-held cross-domain set increased. Whereas visual memory 
capacity reliably shrank as verbal memory load increased, verbal memory capacity was far less 
impaired by the concurrent visual memory load. This pattern has been replicated for serial verbal and 
spatial memory tasks (Morey & Mall, 2012; Morey & Miron, 2016). We rated this emerging finding 
as a C benchmark because its consistency and generalizability are still under consideration. This rating 
was further justified by the survey respondents, who endorsed ratings of B (26/60) and C (21/60) at 
similar rates. 
Benchmark 5.2.3. Processing of material from same or different category as the memory 
materials (C). It is typically found that, when the memory items and processing items come from the 
same domain, the disruption is attenuated when the memory items and processing items come from 
different categories within that domain (Conlin & Gathercole, 2006; Conlin, Gathercole, & Adams, 
2005; Turner & Engle, 1989). In complex span tasks, memory for words is better when numbers are 
processed concurrently than when words are processed concurrently and, in the same way, memory for 
numbers is better when words are processed concurrently than when numbers are processed 
concurrently (Conlin et al., 2005; Turner & Engle, 1989). Survey respondents rated this benchmark 
equally often B and C (6/15 of the respondents for each rating), but because the finding is quite 
specialized and has only been studied in a limited set of experimental paradigms, we rated this 
benchmark as C. 
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Benchmark 6.3 Auditory deviant effect (C)  
The irrelevant sound effect (Benchmarks 6.1 and 6.2) has been contrasted with the finding that 
a deviant auditory distractor during visual presentation of verbal lists impairs memory (Hughes et al., 
2007; Lange, 2005; Sörqvist, 2010). Participants read a list of items for recall whilst ignoring an 
irrelevant sound sequence. Serial recall is impaired when, in a few trials, one token in the sequence is 
unexpectedly spoken in a different voice, or is out of rhythm (e.g., Hughes et al., 2007; Sörqvist, 
2010). In contrast to the changing-state effect, the disruptive effect of a deviant does not only occur in 
serial recall, but also in a missing-item task (Hughes et al., 2007). We assigned this benchmark a C 
rating because the auditory deviant effect constitutes a relatively novel finding in the WM literature 
that is of high theoretical leverage but for which robustness and generality still need to be ascertained. 
Benchmark 8.1.4. Development of phonological similarity effect (C). Phonological 
similarity effects are subject to a developmental trend. Whereas adults and older children show 
phonological similarity effects on serial-order memory for pictures of nameable objects, this effect 
only emerges around age 7, and is not observed in younger children (Hayes & Schulze, 1977; Hitch, 
Woodin, & Baker, 1989; S. Palmer, 2000). Rather, younger children’s recall is primarily dominated by 
visual confusions (Hayes & Schulze, 1977; Hitch, Woodin, et al., 1989). This finding is a benchmark 
because it is well replicated, and it is theoretically important because it has been taken as reflecting the 
development of the use of verbal rehearsal, although a recent analysis (Jarrold & Citroen, 2013) calls 
this interpretation into question. We assigned this benchmark a lower priority (C) because it qualifies 
the more general benchmark 8.1, and because theories of WM need to explain this finding only if they 
aim to explain the development of WM. In agreement with this assessment, survey responses were 
about evenly distributed between B (18/50), C (14/50) and "not a benchmark" (14/50).  
Benchmark 8.1.5. Effect of visual similarity on serial recall (C). Visual similarity also has 
detrimental effect on serial-order memory of visual stimuli. A visual similarity effect has been found 
for words varying in orthographic similarity (Logie, Della Sala, Wynn, & Baddeley, 2000; Saito, 
Logie, Morita, & Law, 2008), visual patterns (Avons & Mason, 1999), and faces (Smyth et al., 2005). 
Jalbert, Saint-Aubin, and Tremblay (2008) varied the similarity of colored squares in a serial 
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reconstruction task, and found that similarity in color hindered memory for both order and location.   
The nature of visual stimuli does not easily permit the separate examination of item and order memory 
as in phonological memory (Benchmark 8.1.1). Nonetheless, Saito et al. (2008) found that the visual 
similarity of Kanji characters primarily affected ordering errors, with no significant effect on item 
errors. We nominate the visual-similarity effect as a benchmark because it generalizes the theoretically 
highly important phonological-similarity effect. At the same time, we assign it lower priority (C) 
because there are only a few studies demonstrating the effect, and it is limited to serial-order 
paradigms. We have only sparse survey data on this benchmark, with B (5/12) the most frequent 
response.  
Benchmark 8.2. Effects of Item-Probe Similarity in Recognition and Change Detection (C) 
In the change-detection test of visual WM, an observer reports whether or not a change occurred 
either in a single probed item or in a whole array (see Figure 1H). Until recently, it was common to use 
highly distinguishable items as stimuli, such as colors deliberately chosen to be far separated in color 
space. More recent studies have instead varied the magnitude of the change in order to obtain a richer 
characterization of behavior (Bays et al., 2009; Devkar, Wright, & Ma, 2015; Keshvari, Van den Berg, 
& Ma, 2012; Keshvari, Van den Berg, & Ma, 2013; Lara & Wallis, 2012; Van den Berg et al., 2012). 
At a qualitative level, these studies have universally found that accuracy decreases smoothly with 
decreasing magnitude of change (increasing similarity), not only in change detection but also in change 
localization (Van den Berg et al., 2012), and across species (Devkar et al., 2015; Heyselaar, Johnston, 
& Pare, 2011; Lara & Wallis, 2012). Beyond this qualitative finding, the theoretical importance of this 
benchmark lies in the quantitative shapes of the psychometric curves (see Figure A3): The behavioral 
richness obtained by varying both set size and change magnitude can be effectively exploited for 
comparing models of WM, such as slot models and noise-based models (Devkar et al., 2015; Keshvari 
et al., 2013). We regard this finding as a category C benchmark: So far, evidence for it is limited to one 
paradigm and one content domain, but models aiming at explaining visual change detection must get it 
right.  
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Figure A3: Probability of detecting a change as a function of memory set size (N) and the size of the 
change in a change-detection task (Van den Berg et al., 2012).  
Benchmark 9.1.2. Absence of temporal isolation effects in forward serial recall (C). Early 
experiments on temporal distinctiveness (Benchmark 9.1.1) examined memory for serial order. Studies 
using predictable presentation schedules found an advantage for more isolated items (Neath & 
Crowder, 1990, 1996). Several subsequent studies found that the apparent effect of temporal isolation 
disappears when random presentation schedules are used (Lewandowsky, Brown, Wright, & Nimmo, 
2006; Nimmo & Lewandowsky, 2005, 2006). As this finding qualifies benchmark 9.1.1, we rate it as 
C. In support, most survey respondents rated this finding as B (7/24), C (6/24) or "not a benchmark" 
(8/24).  
Benchmark 11.2 Sentence superiority effect (C) 
0.0 0.5 1.0 1.5
0
.0
0
.2
0
.4
0
.6
0
.8
1
.0
Size of Change (rad)
P
('
c
h
a
n
g
e
')
0
.0
0
.2
0
.4
0
.6
0
.8
1
.0
P
('
c
h
a
n
g
e
')
0
.0
0
.2
0
.4
0
.6
0
.8
1
.0
P
('
c
h
a
n
g
e
')
0
.0
0
.2
0
.4
0
.6
0
.8
1
.0
P
('
c
h
a
n
g
e
')
N=1
N=2
N=4
N=8
Benchmarks for Working Memory 104 
 
 
One phenomenon reflecting the effect of knowledge is the observation that immediate 
memory for a series of words is greatly enhanced when they form a sentence. For example, Brener 
(1940) estimated that span was more than ten words when they were presented in sentences as 
compared with less than six when they were ordered randomly. Baddeley, Hitch, and Allen (2009) 
showed that the sentence superiority effect is observed with strictly controlled materials and persists 
when participants are required to perform concurrent articulation or even a more demanding 
concurrent task. Sentence recall clearly benefits from knowledge of syntactic and semantic 
information. This effect may be different from the chunking benefit (11.1) in that it does not rest on 
participant’s familiarity with the specific sentences presented, but with more general linguistic 
knowledge. The sentence-superiority effect is a benchmark because it informs theories on how general 
long-term knowledge assists memory for order; at the same time it is limited to verbal materials, and 
to memory for serial order, hence we rate it as C, although the most frequent rating in the survey was 
A (13/26).   
Benchmark 11.4. Regularization (C)   
Another observation associated with prior learning is the occurrence of what can be termed 
regularization errors in immediate recall.  In general terms these are cases where the content of errors 
is biased in the direction of increasing the familiarity of what is recalled. Bartlett (1932) first drew 
attention to distortions of this type in long-term episodic memory, and they are also found in short-
term memory, though this is much less well documented. For example, errors in the immediate recall 
of nonwords often involve the production of real words (Jefferies, Frankish, & Lambon Ralph, 2006), 
and extensive experience of recalling sequences of nonwords obeying an artificial grammar results in 
errors biased towards respecting the learned grammar (Botvinick & Bylsma, 2005). Regularization 
effects have been informative for computational models of serial recall (Botvinick & Plaut, 2006), but 
their empirical foundation is still relatively thin, so that we rate it as C, although the most frequent 
survey response was B (25/57).  
Benchmark 13. 4 Short-Term Retention Without Measurable Neurally Active Representations 
(C) 
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Correlates of active neural firing provide the most direct means to measure WM-related 
phenomena in the brain.  However, there is mounting evidence that information can be retained in the 
short-term in the absence of detectable neural activity related to the retained information.  Strong 
evidence for this comes from a pair of studies that used machine learning algorithms to track items in 
WM while attention was endogenously shifted between the items (LaRocque, Lewis-Peacock, 
Drysdale, Oberauer, & Postle, 2013; Lewis-Peacock, Drysdale, Oberauer, & Postle, 2011).  In both 
BOLD and EEG signals, attended items were well tracked by these algorithms, but unattended items 
could not be identified. Critically, if attention was switched to an initially unattended item, the newly 
attended item could suddenly be detected. These data demonstrate that unattended items are not lost, 
they are simply not detectable through correlates of neural activity. Data from single-unit recordings 
provide evidence that such phenomena may not be due to limits of non-invasive human recording 
techniques. For example, neural activity related to WM can disappear during the start of a retention 
interval, only to ramp up near the time that that information is needed for a decision (Barak, Tsodyks, 
& Romo, 2010; E. K. Miller, Erickson, & Desimone, 1996; Romo, Brody, Hernandez, & Lemus, 
1999). The observed sustained activity related to WM can be an artifact of averaging over trials, each 
of which show only intermittent bursts of stimulus-related neural activity (Lundqvist et al., 2016).  
Taken together, this research suggests that information can be retained in the short-term without 
measurable sustained neural firing (Stokes, 2015). These findings are theoretically informative 
because they support a growing body of computational models that suggest that short-term retention is 
at least partly mediated by short-lived synaptic plasticity (Barak & Tsodyks, 2007; Lundqvist, 
Herman, & Lansner, 2011; Mongillo, Barak, & Tsodyks, 2008; Sugase-Miyamoto, Liu, Wiener, 
Optican, & Richmond, 2008).  
The circumstances under which short-term retention is supported by different neural codes 
(e.g. sustained neural firing, activity-silent mechanisms) remain to be elucidated. Considering the 
various forms of neural codes will be important to provide neural plausibility to any model of WM and 
its interaction with attention and long-term memory, and to explain findings that cannot be readily 
accommodated by a single representational coding scheme. Nevertheless, given that the lion’s share of 
neural data have examined correlates of active neural firing, additional research into activity-silent 
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mechanisms is needed to understand their properties and generalizability. Therefore, we consider 
activity-silent mechanisms a lower priority benchmark (C). This rating also receives some support 
from the survey, where the most frequent ratings were B (14/51) and "not a benchmark" (17/51).  
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Appendix C: Cross-Reference Table 
Benchmark 
(Rating) 
Verbal Visual Spatial 
1.1. Set-size 
effect on accuracy 
(A) 
FR: Grenfell-Essam and Ward 
(2012) 
SR: Crannell and Parrish (1957) 
CS: Unsworth and Engle 
(2006a) 
PR: Murdock (1968b) 
MU: Oberauer and Kliegl 
(2001) 
NB: Jonides et al. (1997) 
IRec: R. E. Morin et al. (1967) 
CD: Luck and 
Vogel (1997) 
CR: Wilken and 
Ma (2004) 
SR: Jones et al. 
(1995); Woods et al. 
(2016) 
CS: Shah and 
Miyake (1996) 
FR: Cortis et al. 
(2015) 
MU: Oberauer and 
Kliegl (2006) 
1.2. Set-size 
effect on RT (A) 
IRec: Donkin and Nosofsky 
(2012b); Monsell (1978); 
Sternberg (1966, 1969) 
SR: Maybery et al. (2002) 
CS: Towse et al. (2008) 
FR: Rohrer (1996) 
NB: (Oberauer, 2006);  
Verhaeghen et al. (2004); 
Jaeggi, Schmid, Buschkuehl, 
and Perrig (2008) 
MU: Kessler and Meiran 
(2008); Oberauer, Wendland, et 
al. (2003) 
CD: Donkin et al. 
(2013); Gilchrist 
and Cowan (2014); 
Pearson, 
Raškevičius, Bays, 
Pertzov, and 
Husain (2014); 
Souza, Rerko, and 
Oberauer (2014) 
MU: Kessler and 
Meiran (2008)  
MU: Oberauer and 
Kliegl (2006); 
NB: Jaeggi et al. 
(2008) 
1.3. Number of 
chunks 
remembered (B) 
SR: Broadbent (1975);  
SRI: Chen and Cowan (2005, 
2009); Cowan et al. (2004);  
IRec: Cowan et al. (2012);  
PR:  Sperling (1960) 
FR: Chase and 
Simon (1973a); 
Gobet and 
Clarkson (2004); 
Gobet and Simon 
(1998);  
CD: Luck and 
Vogel (1997) 
CR: (Adam, Vogel, 
& Awh, 2017) 
PR: Cleeremans and 
McClelland (1991); 
also, visual 
references involve 
the spatial placement 
of visually distinct 
items.   
2.1. (A) : Effect 
of filled (verbal, 
spatial) or 
unfilled (visual) 
retention interval  
BP: J. Brown (1958); Peterson 
and Peterson (1959) 
FR: Glanzer, Gianutsos, and 
Dubin (1969) 
CD: Mercer and 
Duffy (2015); 
Phillips (1974) 
CR: Pertzov, Bays, 
et al. (2013) 
IRec: (Kerr, Avons, 
& Ward, 1999); 
Ricker and Cowan 
(2010); Sakai and 
Inui (2002) 
BP: Kopelman and 
Stanhope (1997) 
BP: Meudell (1977) 
 
2.2. Effect of RI 
reduced in 
absence of PI (B) 
BP: Baddeley and Scott (1971); 
Keppel and Underwood (1962) 
CD: Shipstead and 
Engle (2013) 
CR: Souza and 
Oberauer (2015) 
IRec: Mercer 
(2014) 
FR: Meudell (1977) 
2.3. No effect of 
RI when filled 
SR: Lewandowsky et al. (2004); 
Lewandowsky, Geiger, et al. 
(2008); Phaf and Wolters 
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with constant 
distractor (B) 
(1993); Vallar and Baddeley 
(1982) 
CS: Lewandowsky et al. (2010) 
2.4. Presentation 
duration effects 
(B) 
SR: Matthews and Henderson 
(1970); Tan and Ward (2008) 
FR: Glanzer and Cunitz (1966); 
Roberts (1972) 
IRec: Ratcliff and Murdock 
(1976) 
SR: Smyth et al. 
(2005) 
CD: Bays et al. 
(2011); Vogel et al. 
(2006) 
 
 
3.1. Primacy and 
recency effect on 
accuracy (A) 
SR: Drewnowski and Murdock 
(1980); Madigan (1971) 
SR-B: Guérard, Saint-Aubin, 
Burns, and Chamberland (2012); 
S. C. Li and Lewandowsky 
(1993); Madigan (1971) 
SRI: Drewnowski and Murdock 
(1980) 
FR: Murdock (1962) 
PR: Murdock (1968a) 
ROO: Ward et al. (2010)  
CS: Unsworth and Engle 
(2006b) 
IRec: Monsell (1978); Oberauer 
(2003b) 
RRec: Oberauer (2003b) 
 
 
ROO: Avons 
(1998); Guérard 
and Tremblay 
(2008);  
Ward, Avons, and 
Melling (2005) 
IRec: Ward et al. 
(2005) 
 
 
 
 
 
SR: Jones et al. 
(1995);  
Smyth and Scholey 
(1996) 
SR-B: Farrand and 
Jones (1996)  
FR: Cortis et al. 
(2015)  
3.2. Modality and 
its interaction 
with recency (B) 
SR: Conrad and Hull (1964); 
Watkins et al. (1974);  
(Beaman, 2002).  
SR-B: Madigan (1971) 
FR:Watkins et al. (1974)  
SRI: Watkins et al. (1974) 
PR: Murdock and vom Saal 
(1967); Murdock (1967)  
 ROO: (Tremblay et 
al., 2006) 
3.3.1. Serial 
position effects 
on recognition 
latencies (B) 
IRec: Corballis (1967);  
Donkin and Nosofsky (2012b); 
Forrin and Morin (1969); 
McElree and Dosher (1989) 
RRec: Oberauer (2003b) 
RRec: Nosofsky 
and Donkin (2016) 
 
3.3.2. Fast access 
to last item (C) 
IRec: McElree and Dosher 
(1989); Öztekin and McElree 
(2010); Wickelgren et al. (1980) 
  
3.3.3. Serial 
position effects 
on recall latencies 
(C) 
SR: Maybery et al. (2002) 
PR: Sanders and Willemsen 
(1978) 
ROO: Hurlstone 
and Hitch (2017) 
ROO: Hurlstone and 
Hitch (2015) 
3.4.1. Effects of 
Output Order on 
Accuracy (B) 
SR: Cowan et al. (2002); (Tan & 
Ward, 2007) 
PR: Oberauer (2003b) 
Tulving and Arbuckle (1966) 
IRec: Oberauer (2003b) 
FR: Dalezman (1976) 
  
3.4.2. Effects of 
Output Order on 
PR: Oberauer (2003b) 
RRec: Lange et al. (2011); 
Oberauer (2003b) 
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Retrieval Latency 
(B) 
FR: Murdock and Okada (1970) 
3.4.3. Effects of 
output contiguity 
(B) 
PR: Nairne et al. (2007);  
RRec: Lange et al. (2011) 
FR: Kahana (1996) 
ROO: Lewandowsky et al. 
(2009) 
  
3.5.1 Self-chosen 
start of recall (B) 
SR: Grenfell-Essam and Ward 
(2012); Ward et al. (2010) 
FR: Grenfell-Essam and Ward 
(2012); Ward et al. (2010) 
OR: Ward et al. (2010) 
ROO: Ward et al. (2010)  
 FR: Cortis et al. 
(2015) 
 
3.5.2 Semantic 
clustering of 
recall (C) 
FR: Bousfield (1953);  
Golomb, Peelle, Addis, Kahana, 
and Wingfield (2008)  
Jenkins and Russell (1952)  
SR: Golomb et al. (2008)  
  
4.1. Confusions 
of target item 
with other items 
in memory set (A) 
SR:  Henson et al. (1996) 
PR: Fuchs (1969) 
RRec: Oberauer (2005) 
 
CD: Donkin et al. 
(2015); Wilken and 
Ma (2004) 
CR: Bays et al. 
(2009) 
ROO: Smyth et al. 
(2005) 
 
SR & ROO: Guérard 
and Tremblay (2008) 
4.1.1. Locality 
constraint on 
transposition 
errors (A) 
SR: Henson et al. (1996) 
ROO: Surprenant et al. (2005)   
PR: Fuchs (1969) 
CS: Oberauer et al. (2012) 
NB:  Szmalec et al. (2011)  
ROO: Smyth et al. 
(2005) 
CD, PR: (Rerko et 
al., 2014) 
NB: McCabe and 
Hartman (2008) 
ROO: Hurlstone and 
Hitch (2015)  
4.1.2. Fill-in 
effect in serial 
recall (C) 
SR, CS: Farrell et al. (2013)  
ROO: Surprenant et al. (2005)   
SR: Miozzo, 
Petrov, Fischer-
Baum, and 
Peressotti (2016) 
SR & ROO: Guérard 
and Tremblay (2008) 
4.2. Serial 
position effects 
on error types in 
serial recall (C) 
SR & ROO: Guérard and 
Tremblay (2008) 
CS: Oberauer et al. (2012) 
 
ROO: Avons and 
Mason (1999)  
SR & ROO: Guérard 
and Tremblay (2008) 
4.3. Intrusions 
from previous 
memory sets (B) 
SR: Drewnowski and Murdock 
(1980); Fischer-Baum and 
McCloskey (2015) 
BP: Quinlan et al. (2015) 
IRec: Atkinson et al. (1974); 
Berman et al. (2009); Jonides et 
al. (1998) 
RRec: Hartshorne 
(2008) 
 
4.4. Ranschburg 
effect in serial 
recall (C) 
SR: Henson (1998a); Jahnke 
(1969) 
  
4.5. Error 
distributions on 
continuous 
response scales 
(B) 
 CR: Zhang and 
Luck (2008); Van 
den Berg et al. 
(2012); (Adam et 
al., 2017); Bays 
(2016) 
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5.1.1. Multiple-
set effects 
between domains 
(A) 
IRec: Fougnie and Marois 
(2006) 
PR Morey et al. (2013) 
SR: Allen et al. (2006); Cowan 
and Morey (2007); Logie et al. 
(1990);  
Morey and Cowan (2005); 
Sanders and Schroots (1969) 
ROO: Morey and Mall (2012); 
Morey and Miron (2016) 
CD: Cowan and 
Morey (2007); 
Cowan et al. 
(2014);  
Morey and Cowan 
(2004, 2005); 
Morey et al. 
(2013);  
van Lamsweerde, 
Beck, and Elliott 
(2015) 
IRec: Allen et al. 
(2006) 
IRec: Depoorter and 
Vandierendonck 
(2009) 
RRec: Depoorter and 
Vandierendonck 
(2009); Logie et al. 
(1990);  
Vandierendonck 
(2015).  
ROO: Morey and 
Mall (2012), Morey 
and Miron (2016); 
Vandierendonck 
(2015).  
 
5.1.2 Multiple-set 
effects within 
domains (B) 
SR: Cowan and Morey (2007); 
Logie et al. (1990); Sanders and 
Schroots (1969) 
 
CD: Cowan and 
Morey (2007); 
Delvenne and 
Bruyer (2004); 
Fougnie and 
Marois (2006); 
Fougnie and 
Marois (2009) 
SR: Smyth and 
Pendleton (1990) 
IRec: Depoorter and 
Vandierendonck 
(2009)  
RRec: Depoorter and 
Vandierendonck 
(2009) 
5.1.3 Asymmetric 
effects between 
verbal and spatial 
sets (C) 
PR: Morey et al. (2013) 
ROO: Morey and Mall (2012); 
Morey and Miron (2016) 
see column 
"verbal" 
see column "verbal" 
5.2.1 Processing 
impairs memory 
in same domain 
(A) 
Concurrent articulation: 
SR: Baddeley et al. (1984) 
CS: Camos et al. (2009) 
BP: Meiser and Klauer (1999) 
ROO, FR: Camos, Lagner, and 
Loaiza (2016) 
Rrec: Lange et al. (2011) 
Other forms of processing: 
CS: Chein et al. (2011); Shah 
and Miyake (1996) 
SR: Hale et al. (1996) 
BP: Jarrold et al. (2010); Logie 
et al. (1990)  
ROO, FR: Camos et al. (2016) 
 
BP: Klauer and 
Zhao (2004); Della 
Sala, Gray, 
Baddeley, 
Allamano, and 
Wilson (1999); 
Logie and 
Marchetti (1991); 
Tresch et al. (1993) 
CS: Chein et al. 
(2011); Shah and 
Miyake (1996) 
SR: Hale et al. (1996) 
BP: Della Sala et al. 
(1999); Klauer and 
Zhao (2004) 
 
5.2.2. Processing 
impairs memory 
across domains 
(A) (references 
are listed by the 
domain of the 
memory task) 
CS: Chein et al. (2011); Jarrold 
et al. (2011); Vergauwe et al. 
(2010); Vergauwe et al. (2012) 
BP: Jarrold et al. (2011) 
CD: Makovski (2012) 
CS: Vergauwe et 
al. (2009) 
BP & IRec: 
Vergauwe et al. 
(2009) 
CS: Vergauwe et al. 
(2009) 
BP & IRec: 
Vergauwe et al. 
(2009) 
5.2.3. Processing 
effect within 
domain less 
serious when 
CS: Conlin et al. (2005); Conlin 
and Gathercole (2006); Turner 
and Engle (1989) 
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different 
categories (C) 
5.2.4 Effect of 
cognitive load (A) 
CS: Barrouillet et al. (2004); 
Barrouillet et al. (2007); 
Barrouillet et al. (2011); Camos 
et al. (2009); Hudjetz and 
Oberauer (2007); Liefooghe et 
al. (2008); Plancher and 
Barrouillet (2013); Vergauwe et 
al. (2010) 
BP & SR: Liefooghe et al. 
(2008) 
BP & LRec: Vergauwe et al. 
(2015) 
CS: Vergauwe et 
al. (2009) 
BP & IRec: 
Vergauwe et al. 
(2009) 
 
CS: Vergauwe et al. 
(2009); Vergauwe et 
al. (2010) 
BP & IRec: 
Vergauwe et al. 
(2009) 
BP & RRec: 
Vergauwe et al. 
(2015) 
 
5.2.5 Effect of 
secondary task on 
items and 
bindings (B) 
 CD & BP: Allen et 
al. (2006); Allen et 
al. (2009); Morey 
and Bieler (2013); 
Vergauwe et al. 
(2014) 
 
6.1. Irrelevant-
sound effect (B) 
SR: Colle and Welsh (1976); 
Miles et al. (1991); Salamé and 
Baddeley (1982) 
FR: Beaman and Jones (1998); 
(Salamé & Baddeley, 1990);  
ROO: Tremblay, Parmentier, 
Hodgetts, Hughes, and Jones 
(2012); Tremblay, Macken, and 
Jones (2000) 
IRec: LeCompte (1994); Bell, 
Röer, and Buchner (2013) 
PR: Beaman and Jones (1997); 
LeCompte (1994) 
 
 ROO: Jones et al. 
(1995); Tremblay et 
al. (2012) 
6.2. Changing-
state modulation 
of IS effect (B) 
SR: Jones et al. (1992); Meiser 
and Klauer (1999) 
ROO: Hughes, Hurlstone, 
Marsh, Vachon, and Jones 
(2013); Schlittmeier, Weisz, and 
Bertrand (2011) 
SRec: Gisselgård, Uddén, 
Ingvar, and Peterson (2007) 
 ROO: Tremblay et al. 
(2001) 
6.3. Auditory 
deviant effect (C) 
SR: Hughes et al. (2007); 
Hughes et al. (2013); Lange 
(2005) 
  
7. Syllable-based 
word-length 
effect (B) 
SR: Baddeley et al. (1975); 
Mackworth (1963)  
SR-SPAN: Baddeley, Chincotta, 
Stafford, and Turk (2002); 
LaPointe and Engle (1990) 
SR-B: Cowan et al. (1992); 
Guérard et al. (2012) 
FR: Bhatarah et al. (2009); 
Watkins (1972) 
PR: Avons et al. (1994) 
N.A. N.A. 
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ROO: Nairne et al. (1997); 
Tehan and Tolan (2005) 
CS: LaPointe and Engle (1990); 
Tehan, Hendry, and Kocinski 
(2001) 
Serial recognition: Baddeley et 
al. (2002) 
8.1.1 
Phonological 
similarity effect 
(A) 
SR: Conrad and Hull (1964); 
Farrell and Lewandowsky 
(2003);  
Wickelgren (1965) 
FR: Sperling and Speelman 
(1970) 
PR: Sperling and Speelman 
(1970) 
SRec: Nimmo and Roodenrys 
(2005) 
MU: Oberauer and Kliegl 
(2006) 
CS, often not observed: Chow et 
al. (2016); Macnamara et al. 
(2011) 
N.A. N.A. 
8.1.2. Mixed list 
effect of 
phonological or 
visual similarity 
(B) 
SR: Henson et al. (1996); 
Baddeley (1968); Farrell and 
Lewandowsky (2003) 
SR: Logie, Saito, 
Morita, Varma, and 
Norris (2016) 
 
8.1.3. 
Phonological 
similarity 
interacts with 
articulatory 
suppression (B) 
SR: Larsen and Baddeley 
(2003); D. J. Murray (1968)  
N.A. N.A. 
8.1.4. 
Development of 
phonological and 
visual similarity 
effects (C) 
SR: Hayes and Schulze (1977); 
Hitch, Woodin, et al. (1989) 
  
8.1.5. Effects of 
visual similarity 
on serial recall 
(C) 
SR: Logie et al. (2000); Saito et 
al. (2008) 
 
ROO: Avons and 
Mason (1999)  
 
 
8.2. Effect of size 
of change on 
recognition and 
change detection 
(C) 
 IRec: Kahana, 
Zhou, Geller, and 
Sekuler (2007) 
CD: Van den Berg 
et al. (2012) 
 
9.1.1 Temporal 
isolation effects 
in most list-recall 
paradigms: 
isolated items are 
recalled better 
(B).  
FR: G. D. A. Brown, Morin, and 
Lewandowsky (2006) 
Running memory span: Geiger 
and Lewandowsky (2008) 
IRec: C. Morin et al. (2010) 
ROO: Lewandowsky et al. 
(2006) 
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9.1.2. No 
temporal isolation 
effects in forward 
serial recall and 
serial recognition 
(C)  
SR: Nimmo and Lewandowsky 
(2005); Nimmo and 
Lewandowsky (2006) 
SRec: Farrell and McLaughlin 
(2007)  
 
SR: Peteranderl 
and Oberauer 
(2017) 
SR: Parmentier, 
King, et al. (2006) 
 
9.1.3 Non-
temporal isolation 
effects (B) 
SR: Smith & Stearns (1949) 
(anticipation method) 
IRec: von Restorff (1933)/ Hunt 
(1995) 
PR: Calkins (1894) 
FR: Bireta et al. (2008); Welch 
and Burnett (1924) 
ROO: Lippman (1980); 
Lippman and Lippman (1978) 
Experiments with 
verbal material 
usually involve 
manipulations of 
visual 
distinctiveness 
SR: Guérard, 
Hughes, & Tremblay 
(2008) 
9.2.1. Grouping 
enhances recall 
relative to 
ungrouped lists 
(A) 
SR: Wickelgren (1964) 
PR: Farrell, Wise, and Lelievre 
(2011)    
FR: Sometimes for recency 
items; negative effect for early-
list items: Gianutsos (1972); 
Tzeng and Hung (1973) 
 
ROO: Hurlstone 
and Hitch (2017) 
SR: Parmentier et al. 
(2004)  
 
9.2.2. Primacy 
and recency 
within groups (B) 
SR: Ryan (1969); C. R. Frankish 
(1995) 
PR: G. D. A. Brown, Vousden, 
and McCormack (2009) 
ROO: Hurlstone 
and Hitch (2017) 
SR: Parmentier, 
Andrés, Elford, and 
Jones (2006) 
9.2.3 Tendency to 
confuse items in 
same within-
group positions 
(interpositions) 
(B) 
SR: Farrell and Lelièvre (2009); 
Henson (1999); Wickelgren 
(1964) 
  
9.2.4. Effect on 
recall latency: 
longer recall time 
for first item in 
group (B) 
 
SR, temporally-induced 
grouping: (Maybery et al., 2002) 
SR, spatially-induced grouping: 
J. R. Anderson and Matessa 
(1997) 
PR: Farrell, Wise, and Lelievre 
(2011) 
ROO: Hurlstone 
and Hitch (2017) 
SR (temporally-
induced grouping: 
Parmentier et al. 
(2004) 
SR (spatially and 
voice-induced 
grouping): 
Parmentier and 
Maybery (2008): 
10.1. Retro-cue 
effects: item cues 
(B) 
 CD: Landman et al. 
(2003) 
RRec: Griffin and 
Nobre (2003); 
Makovski, 
Sussman, and Jiang 
(2008) 
IRec: Lepsien, 
Griffin, Devlin, and 
Nobre (2005) 
CR: Pertzov, Bays, 
et al. (2013); 
Souza, Rerko, Lin, 
et al. (2014) 
RRec: Q. Li and 
Saiki (2015) 
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10.2. Item-switch 
costs (B) 
MU: Garavan (1998); Oberauer 
(2003a) 
NB: Oberauer (2006) 
 MU: Hedge and 
Leonards (2013); 
Hedge, Oberauer, 
and Leonards (2015); 
Kübler et al. (2003) 
11.1. Chunking 
benefit (A) 
OR: Baddeley (1964); Bower 
and Springston (1970) 
SRI: G. A. Miller and Selfridge 
(1950) 
SPAN: G. A. Miller (1956) 
Ericsson et al. (1980) 
FR: Chen and Cowan (2005) 
SR: Chen and Cowan (2005, 
2009); Mathy and Feldman 
(2012) 
CS: (Portrat et al., 2016) 
PR: Brady et al. 
(2009)  
CD: Gao, Gao, 
Tang, Shui, and 
Shen (2015) 
ROL: (Chase & 
Simon, 1973b)  
Gong et al. (2015) 
11.2. Sentence-
superiority effect 
(C) 
SPAN: Brener (1940) 
SR: Baddeley et al. (2009) 
N.A. N.A. 
11.3. Lexicality, 
frequency, and 
phonotactic 
effects (B) 
SPAN: Gregg et al. (1989); 
Hulme et al. (1991); Hulme et 
al. (1997);  Roodenrys et al. 
(1994) 
SR: Gathercole et al. (1999);  
Gregg et al. (1989); Hulme et al. 
(1997);  Majerus and Van der 
Linden (2003); Thorn and 
Frankish (2005); Thorn et al. 
(2005); Treiman and Danis 
(1988); Woodward et al. (2008) 
CS: Conlin and Gathercole 
(2006) 
CD, familiarity: 
Buttle and 
Raymond (2003); 
Jackson and 
Raymond (2008) 
 
11.4. 
Regularization 
(C) 
SR: Botvinick and Bylsma 
(2005); Jefferies et al. (2006)  
  
11.5. Hebb effect 
(A) 
SR: Bower and Winzenz (1969); 
Hebb (1961); Hitch et al. 
(2005); Hitch et al. (2009)  
ROO: Szmalec et al. (2009) 
CS: Oberauer, Jones, and 
Lewandowsky (2015) 
ROO: Horton et al. 
(2008); Page et al. 
(2006) 
 
ROO: Couture and 
Tremblay (2006); 
Turcotte et al. (2005) 
12.1. Positive 
intercorrelation of 
WM tasks (A) 
CS, SR: Engle et al. (1999) 
CS, SR: Kane et al. (2004) 
MU, ROO, SR: Kyllonen and 
Christal (1990) 
CS, MU, SR:  
Oberauer, Süß, et al. (2003) 
CS: Unsworth et al. (2014) 
CD, CR: Chow and 
Conway (2015); 
Unsworth et al. 
(2014) 
CS, SR: (Engle et al., 
1999) 
CS, SR: Kane et al. 
(2004) 
CS, MU, SR: 
Oberauer, Süß, et al. 
(2003) 
CS: Unsworth et al. 
(2014) 
12.2. Correlations 
higher within than 
between domains 
(B) 
CS, SR: Bayliss et al. (2003) 
CS, SR: Kane et al. (2004) 
CS: Shah and Miyake (1996) 
 CS, SR: Bayliss et al. 
(2003) 
CS, SR: Kane et al. 
(2004) 
CS: Shah and 
Miyake (1996) 
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12.3. Correlations 
between domains 
larger for 
complex span (B) 
CS, SR, SR-B: Alloway et al. 
(2006) 
CS, SR: Bayliss et al. (2003) 
CS, SR: Kane et al. (2004) 
 CS, SR: Alloway et 
al. (2006) 
CS, SR: Bayliss et al. 
(2003) 
CS, SR: Kane et al. 
(2004) 
12.4. Separate 
factors for 
primary and 
secondary 
memory (B) 
CS, FR: Unsworth and Engle 
(2007a); Unsworth et al. (2010) 
 CS: Unsworth et al. 
(2010) 
12.5. Correlation 
of WM with 
articulation and 
retrieval speed 
(B) 
SR: Cowan (1992) 
SR: Cowan et al. (1994) 
SR: Nicolson (1981) 
  
12.6. Correlation 
of WM with 
measures of 
attention (A) 
CS, Stroop: Kane and Engle 
(2003) 
CS, anti-saccade: Chuderski 
(2014); Kane et al. (2001); Kane 
et al. (2016) 
NB, anti-saccade: Chuderski 
(2015) 
CS, mind-wandering: McVay 
and Kane (2009, 2012) 
CD, Stroop & anti-
saccade: Chuderski 
et al. (2012)  
CD, anti-saccade: 
Chuderski (2015) 
CD, mind-
wandering: 
Unsworth and 
Robison (2016) 
CS, anti-saccade: 
Chuderski (2014); 
McVay and Kane 
(2012) 
NB, anti-saccade: 
Chuderski (2015) 
12.7. Correlation 
of WM with fluid 
intelligence (A) 
ROO, SR, SR-B: Gignac (2014) 
CS, MU, ROO, SR-B: Kane et 
al. (2005) 
CS, MU, ROO, SR-B: Oberauer 
et al. (2005) 
CD, CR: Chow and 
Conway (2015); 
Unsworth et al. 
(2014) 
CS, MU, ROO, SR-
B: Kane et al. (2005) 
CS, MU, ROO, SR-
B: Oberauer et al. 
(2005) 
13.1. Separate 
neural networks 
for different 
content domains 
(A) 
IRec: Awh et al. (1996); Gruber 
and von Cramon (2003); 
Paulesu et al. (1993); E. E. 
Smith et al. (1996) 
SR: Chein and Fiez (2001) 
FR: Fiez et al. (1996) 
NB: Cohen et al. (1997) 
Lesion meta-analysis: 
D'Esposito and Postle (1999) 
Voxel-based meta-analysis: Nee 
et al. (2013); Owen et al. (2005); 
Rottschy et al. (2012) 
 
IRec: Courtney et 
al. (1998); 
Courtney et al. 
(1996); Mohr, 
Goebel, and Linden 
(2006); Mottaghy 
et al. (2002); Sala 
and Courtney 
(2007); Sala, 
Rama, and 
Courtney (2003) 
Voxel-based meta-
analysis: Nee et al. 
(2013); Owen et al. 
(2005); Rottschy et 
al. (2012) 
 
IRec: Courtney et al. 
(1998); Courtney et 
al. (1996); Gruber 
and von Cramon 
(2003); Mohr et al. 
(2006); Mottaghy et 
al. (2002); Rama et 
al. (2004); Sala and 
Courtney (2007); 
Sala et al. (2003); E. 
E. Smith et al. (1996) 
Lesion meta-analysis: 
D'Esposito and Postle 
(1999) 
Voxel-based meta-
analysis: Nee et al. 
(2013); Owen et al. 
(2005); Rottschy et 
al. (2012) 
 
 
13.2. Preserved 
short-term 
memory in 
amnesia (A) 
SR: Baddeley and Warrington 
(1970) 
FR: Baddeley and Warrington 
(1970); Carlesimo, Marfia, 
Loasses, and Caltagirone (1996) 
IRec: Baddeley, 
Allen, and Vargha-
Khadem (2010) 
CR: Warrington and 
Baddeley (1974) 
ROO: Cave and 
Squire (1992); 
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BP: Baddeley and Warrington 
(1970)   
Jeneson, Mauldin, 
and Squire (2010) 
13.3. Parietal 
BOLD and CDA 
track set size up 
to about 3 or 4 
items (A) 
IRec: (Cowan et al., 2011); 
Manoach et al. (1997); Veltman 
et al. (2003) 
NB: Cohen et al. (1997); 
Veltman et al. (2003) 
CD: Todd and 
Marois (2004, 
2005); Vogel and 
Machizawa (2004); 
Xu and Chun 
(2006) 
 
13.4. Activation-
based and non-
activation-based 
neural signatures 
(C) 
PC: LaRocque et al. (2013); 
Lewis-Peacock et al. (2011) 
PC: Wolff, Ding, 
Myers, and Stokes 
(2015); LaRocque 
et al. (2013); 
Lewis-Peacock et 
al. (2011) 
CR: Sprague, Ester, 
and Serences (2016)  
 
Acronyms (paradigms involving processing in addition to maintenance are printed in bold): 
SR – serial recall (SR-B for backward serial recall, SPAN for span measure from serial recall) 
SRI – serial recall, item-memory scoring (ignoring order) 
FR – free recall 
PR – probed recall 
OR – ordered recall (recall the items in any order, placing them in the correct ordinal list position) 
ROO – reconstruction of order (assign a given set of items to their correct ordinal list position) 
ROL - reconstruction of (spatial) location (assign a given set of items to their correct spatial location) 
CD – change detection/change discrimination 
CR – continuous reproduction (a.k.a. delayed estimation) 
IRec – Item recognition 
RRec – relational recognition (e.g., recognizing an item in a spatial location, or a conjunction of two 
words or two visual features).  
SRec – serial-order recognition (i.e., deciding whether the order of a test list matches that of a memory 
list) 
PC – Probe comparison (comparing a probe to an item on a given feature dimension) 
CS – complex span 
BP – Brown-Peterson  
NB – N-back 
MU – Working memory updating 
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Appendix D: Reference Table for Benchmarks in Children and Old Adults 
 
Benchmark (Rating) Children (age range in years) Old Adults 
1.1. Set-size effect on 
accuracy (A) 
IR, CS, CD (9, 11): Cowan et al. 
(2005) 
CD (5, 7, 10): Riggs, 
McTaggart, Simpson, and 
Freeman (2006) 
CS: Camos and Barrouillet 
(2011) 
NB (7-13): Pelegrina et al. 
(2015) 
 
ROO: Burke et al. (2015) 
CD: Duarte et al. (2013) 
MU: Oberauer and Kliegl 
(2001) 
NB: Verhaeghen and Basak 
(2005) 
1.2. Set-size effect on RT (A) IRec (9, 13): Hoving, Morin, 
and Konick (1970); Keating and 
Bobbitt (1978) 
IRec (5, 9, 11): Spitzer (1976) 
IRec: Ferraro and Balota (1999); 
Lange and Verhaeghen (2009) 
MU: Oberauer, Wendland, et al. 
(2003) 
NB: Jaeggi et al. (2008) 
1.3. Number of chunks 
remembered (B) 
  
2.1.: Effect of filled retention 
interval on verbal and spatial 
memory (A) 
BP (8-17): Towse, Hitch, and 
Hutton (2002) 
BP: Floden et al. (2000); 
Puckett and Lawson (1989) 
2.2. Effect of RI reduced in 
absence of PI (B) 
BP (9-13): Kail (2002) BP: Puckett and Lawson (1989) 
2.3. No effect of RI when 
filled with constant distractor 
(B) 
  
2.4. Presentation duration 
effects (B) 
SR, presentation duration effect 
with 10 but not 7 years: D. J. 
Murray and Roberts (1968) 
CD: Sander, Werkle-Bergner, 
and Lindenberger (2011a) 
FR, SR: Golomb et al. (2008) 
 
3.1. Primacy and recency 
effect on accuracy (A) 
IRec (0.5): Cornell and 
Bergstrom (1983) 
IRec (5, 9, 11): Spitzer (1976) 
SR (7, 9, 11): McCormack, 
Brown, Vousden, and Henson 
(2000); (5, 8): Pickering, 
Gathercole, and Peaker (1998) 
ROO (5-12): Koppenol-
Gonzalez, Bouwmeester, and 
Vermunt (2014); (Morey, 
Mareva, Lelonkiewicz, & 
Chevalier, 2017) 
FR (7, 9, 14): Recency 
independent of age, primacy 
only for age 9, 14: Cole, 
Frankel, and Sharp (1971); 
Jarrold et al. (2015) 
SR, SR-B: Elliott et al. (2011); 
Maylor, Vousden, and Brown 
(1999) 
ROO: Korsnes and Magnusson 
(1996) 
FR: Golomb et al. (2008) 
3.2. Modality and its 
interaction with recency (B) 
SR (7-10): D. J. Murray and 
Roberts (1968) 
FR (9+): Dempster and Rowher 
(1983) 
SR: Manning and Geenhut-
Wertz (1990); (Maylor et al., 
1999) 
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3.3.1. Serial position effects 
on recognition latencies (B) 
IRec (5, 9, 11): Spitzer (1976) IRec: Lange and Verhaeghen 
(2009) 
3.3.2. Fast access to last item 
(C) 
 IRec: Öztekin, Güngör, and 
Badre (2012) 
3.3.3. Serial position effects 
on recall latencies (C) 
SR (4), no serial position effect: 
(Cowan, 1992) 
ROO: Korsnes and Magnusson 
(1996) 
3.4.1. Effects of Output 
Order on Accuracy (B) 
  
3.4.2. Effects of Output 
Order on Retrieval Latency 
(B) 
  
3.4.3. Effects of output 
contiguity (B) 
FR (5-8): Jarrold et al. (2015) FR, reduced contiguity effect: 
Golomb et al. (2008) 
3.5.1 Self-chosen start of 
recall (B) 
  
3.5.2 Semantic clustering of 
recall (C) 
FR (9-12): Cole et al. (1971) 
FR; clustering tendency 
increasing with age (4,6,10): 
Wingard (1980)  
FR, reduced but still present in 
old age: Denney (1974); 
Taconnat et al. (2009); Wingard 
(1980) 
4.1. Confusions of target 
item with other items in 
memory set (A) 
SR (7, 9, 11): McCormack et al. 
(2000) 
 
SR: Maylor et al. (1999) 
RRec: Oberauer (2005) 
CR: Peich, Husain, and Bays 
(2013) 
4.1.1. Locality constraint on 
transposition errors (A) 
SR (7, 9, 11): McCormack et al. 
(2000); (5, 8): Pickering et al. 
(1998) 
SR: Maylor et al. (1999) 
NB: McCabe and Hartman 
(2008) 
4.1.2. Fill-in effect in serial 
recall (C) 
  
4.2. Serial position effects on 
error types in serial recall (C) 
SR (7, 9, 11): McCormack et al. 
(2000) 
SR: Maylor et al. (1999) 
4.3. Intrusions from previous 
memory sets (B) 
IRec (8-10): Loosli, Rahm, 
Unterrainer, Weiller, and Kaller 
(2014) 
IRec: Loosli et al. (2014) 
CS: Zeintl and Kliegel (2010) 
4.4. Ranschburg effect in 
serial recall (C) 
SR (7, 9, 11): McCormack et al. 
(2000) 
SR: Maylor and Henson (2000) 
4.5. Error distributions on 
continuous response scales 
(B) 
CR (7-12): Sarigiannidis, 
Crickmore, and Astle (2016) 
CR: Peich et al. (2013) 
5.1.1. Multiple-set effects 
between domains (A) 
  
5.1.2 Multiple-set effects 
within domains (B) 
  
5.1.3 Asymmetric effects 
between verbal and spatial 
sets (C) 
  
5.2.1 Processing impairs 
memory in same domain (A) 
SR (5, 8): Rattat (2010) 
CS (8, 10): Hale, Bronik, and 
Fry (1997) 
BP (6, 8): S. Miller, McCulloch, 
and Jarrold (2015); Tam, 
Jarrold, Baddeley, and Sabatos-
DeVito (2010) 
CS: Myerson, Hale, Rhee, and 
Jenkins (1999) 
BP: (Puckett & Stockburger, 
1988) 
5.2.2. Processing impairs 
memory across domains (A)  
SR (7-9): M. Anderson, Bucks, 
Bayliss, and Della Sala (2011); 
Bayliss et al. (2003) 
SR: M. Anderson et al. (2011) 
BP: Puckett and Stockburger 
(1988) 
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5.2.3. Processing effect 
within domain less serious 
when different categories (C) 
CS (9-10): Conlin and 
Gathercole (2006); Conlin et al. 
(2005) 
CS: K. Z. H. Li (1999) 
5.2.4 Effect of cognitive load 
(A) 
CS, effect of cognitive load at 
age 7 and older but not at age 5:  
Barrouillet, Gavens, Vergauwe, 
Gaillard, and Camos (2009); 
Camos and Barrouillet (2011); 
Portrat, Camos, and Barrouillet 
(2009) 
CS: Baumans, Adam, and Seron 
(2012) 
5.2.5 Effect of secondary 
task on items and bindings 
(B) 
  
6.1. Irrelevant-sound effect 
(B) 
SR (7+): Elliott (2002); Elliott et 
al. (2016); Klatte, Lachmann, 
Schlittmeier, and Hellbruck 
(2010) 
SR: Rouleau and Belleville 
(1996) 
6.2. Changing-state 
modulation of IS effect (B) 
SR (7+): Elliott (2002); Elliott et 
al. (2016) 
SR: Röer, Bell, Marsh, and 
Buchner (2015) 
6.3. Auditory deviant effect 
(C) 
 SR: Röer et al. (2015) 
7. Syllable-based word-
length effect (B) 
SR, spoken words (4+): (Cowan 
et al., 1994); Hitch, Halliday, 
Dodd, and Littler (1989); 
Hulme, Thomson, Muir, and 
Lawrence (1984); Hulme and 
Tordoff (1989) 
PR, WLE at 7 but not 4 years: 
Henry (2007) 
SR: Bireta, Fine, and 
VanWormer (2013); Collette, 
Van der Linden, Bechet, and 
Salmond (1999) 
8.1.1 Phonological similarity 
effect in recall (A) 
SR, no effect with 3 years, effect 
potentially with 4-5 years, 
certainly with 7 years and older: 
Conrad (1971); Henry (1991); 
Hulme and Tordoff (1989) 
SRec (5-9): Jarrold, Cocksey, 
and Dockerill (2008) 
BP (5-8): Tam et al. (2010) 
SR: Bireta et al. (2013); Collette 
et al. (1999) 
8.1.2. Mixed list effect of 
phonological or visual 
similarity (B) 
  
8.1.3. Phonological similarity 
interacts with articulatory 
suppression (B) 
SR (7, 10): Halliday, Hitch, 
Lennon, and Pettipher (1990); 
Hasselhorn and Grube (2003) 
SR: Bireta et al. (2013) 
8.1.4. Development of 
phonological and visual 
similarity effects (C) 
N.A. N.A. 
8.1.5. Effects of visual 
similarity on serial recall (C) 
SR, visual-similarity effect in 5 
but not 10 year olds: (Hitch, 
Halliday, Schaafstal, & 
Schraagen, 1988) 
 
8.2. Effect of size of change 
on recognition and change 
detection (C) 
  
9.1.1 Temporal isolation 
effects in most list-recall 
  
Benchmarks for Working Memory 120 
 
 
paradigms: isolated items are 
recalled better (B).  
9.1.2. No temporal isolation 
effects in forward serial 
recall and serial recognition 
(C)  
  
9.1.3 Non-temporal isolation 
effects (B) 
 FR: Bireta et al. (2008); Vitali et 
al. (2006) 
9.2.1. Grouping enhances 
recall relative to ungrouped 
lists (A) 
SR, Grouping benefit at age 8 
and older but not younger: 
Harris and Burke (1972); 
Towse, Hitch, and Skeates 
(1999) 
 
9.2.2. Primacy and recency 
within groups (B) 
SR: Harris and Burke (1972)  
9.2.3 Tendency to confuse 
items in same within-group 
positions (interpositions) (B) 
  
9.2.4. Effect on recall 
latency: longer recall time 
for first item in group (B) 
 
  
10.1. Retro-cue effects: item 
cues (B) 
CD (7, 10): Astle, Nobre, and 
Scerif (2012); Shimi and Scerif 
(2017) 
CR: Souza (2016) 
CD, no retro-cue effect in old 
adults: Duarte et al. (2013); 
Newsome et al. (2015) 
10.2. Item-switch costs (B) MU (7-11): Magimairaj and 
Montgomery (2012) 
MU: Oberauer, Wendland, et al. 
(2003); Verhaeghen and Basak 
(2005) 
11.1. Chunking benefit (A) SR (8, 10): Cowan et al. (2010) 
SR (10, 12, 14): Burtis (1982) 
SR: Naveh-Benjamin, Cowan, 
Kilb, and Chen (2007) 
11.2. Sentence-superiority 
effect (C) 
  
11.3. Lexicality, frequency, 
and phonotactic effects (B) 
PR, SRec: Jarrold et al. (2008) 
 
 
11.4. Regularization (C)   
11.5. Hebb effect (A) SR (5-8): Majerus et al. (2009); 
Mosse and Jarrold (2008) 
SR, Hebb effect for verbal but 
not spatial materials: Turcotte et 
al. (2005) 
12.1. Positive 
intercorrelation of WM tasks 
(A) 
CS, SR, SR-B, SPAN (4-15): 
Alloway et al. (2006); Bayliss et 
al. (2003); Gathercole, 
Pickering, Ambridge, and 
Wearing (2004) 
CS, SR: Hale et al. (2011); Park 
et al. (2002) 
12.2. Correlations higher 
within than between domains 
(B) 
CS, SR, SR-B, SPAN (4-11): 
Alloway et al. (2006); 
Gathercole et al. (2004) 
CS, SR: Hale et al. (2011); Park 
et al. (2002) 
12.3. Correlations between 
domains larger for complex 
span (B) 
CS, SR (4-11): Alloway et al. 
(2006) 
 
12.4. Separate factors for 
primary and secondary 
memory (B) 
  
Benchmarks for Working Memory 121 
 
 
12.5. Correlation of WM 
with articulation and retrieval 
speed (B) 
SR (7-11): Cowan et al. (1998); 
(1989) 
SR: Correlation with articulation 
speed Collette et al. (1999) 
12.6. Correlation of WM 
with measures of attention 
(B) 
 CS, Stroop: Aschenbrenner and 
Balota (2015) 
12.7. Correlation of WM 
with fluid intelligence (A) 
SR, SR-B, CS, ROO (4): 
Gustafsson and Wolff (2015) 
SR, SR-B, CS (8, 12): Engel de 
Abreu, Conway, and Gathercole 
(2010); Shahabi, Abad, and 
Colom (2014) 
CS: Hertzog, Dixon, Hultsch, 
and MacDonald (2003) 
13.1. Separate neural 
networks for different 
content domains (A) 
  
13.2. Preserved short-term 
memory in amnesia (A) 
  
13.3. Parietal BOLD and 
CDA track set size up to 
about 3 or 4 items (A) 
IRec: Klingberg, Forssberg, and 
Westerberg (2002) 
CD, CDA: Jost, Bryck, Vogel, 
and Mayr (2010); Sander, 
Werkle-Bergner, and 
Lindenberger (2011b) 
13.4. Activation-based and 
non-activation-based neural 
signatures (C) 
  
 
Acronyms (paradigms involving processing in addition to maintenance are printed in bold):SR – serial 
recall (SR-B for backward serial recall, SPAN for span measure from serial recall) 
SRI – serial recall, item-memory scoring (ignoring order) 
FR – free recall 
PR – probed recall 
OR – ordered recall (recall the items in any order, placing them in the correct ordinal list position) 
ROO – reconstruction of order (assign a given set of items to their correct ordinal list position) 
ROL - reconstruction of (spatial) location (assign a given set of items to their correct spatial location) 
CD – change detection/change discrimination 
CR – continuous reproduction (a.k.a. delayed estimation) 
IRec – Item recognition 
RRec – relational recognition (e.g., recognizing an item in a spatial location, or a conjunction of two 
words or two visual features).  
SRec – serial-order recognition (i.e., deciding whether the order of a test list matches that of a memory 
list) 
PC – Probe comparison (comparing a probe to an item on a given feature dimension) 
CS – complex span 
BP – Brown-Peterson  
NB – N-back 
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MU – Working memory updating 
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Table 1: Brief Descriptions of Experimental Paradigms for Studying Working Memory 
Name Description 
Serial Recall (SR) Reproduction of a sequentially presented list of items in the order of 
presentation 
Free Recall (FR) Reproduction of a list of items in free order 
Probed Recall (PR) Recall of items in response to a retrieval cue uniquely identifying that item 
(e.g., its ordinal list position, or its spatial location) 
Reconstruction of 
order (ROO) 
Reproduction of the order of presentation of a list of items by placing each 
item in its correct ordinal list position (e.g., by moving the item with the 
mouse into a spatial place-holder for its list position) 
Complex Span (CS) Presentation of a list of items is interleaved with brief episodes of a distractor 
processing task; at the end the items have to be recalled (usually in serial 
order) 
Brown-Peterson (BP) Recall of a short list of items after a retention interval filled with a distractor 
processing task 
Change Detection 
(CD) 
An array of objects with simple visual features (e.g., colors, orientations) is 
presented briefly; after a brief delay the entire array is presented again, and 
the person decides whether or not one feature has been changed. Sometimes 
only one object is presented at test in the location of one original array object.   
Continuous 
reproduction (a.k.a. 
delayed estimation) 
(CR) 
An array of objects with simple visual features (e.g., colors, orientations) is 
presented briefly.  After a brief delay one object is marked (usually by its 
location), and the person reproduces its feature on a continuous response 
scale (e.g., selecting its color on a color wheel), enabling the measure of 
memory precision on a continuous scale 
N-Back (NB) A long series of stimuli is presented sequentially, and the person decides for 
each stimulus whether it matches the one presented n steps back.  
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Running memory 
span (RM) 
A series of stimuli of unpredictable length is remembered, and when it stops, 
the person is asked to recall the last n list elements, or as many list elements 
as possible from the end of the list.  
Item Recognition 
(IRec) 
A sequentially presented list, or simultaneously presented array of items is 
remembered briefly, followed by a single probe; the person decides whether 
that probe was contained in the memory set.  
Relational 
Recognition (a.k.a. 
Local Recognition) 
(RRec) 
Each item of a memory set is presented in a unique location, or in a relation 
with another unique stimulus, such as color. At test, a probe is presented in 
one of the locations (or in conjunction with one of the unique stimuli), and 
the person decides whether the probe matches the memory item in that 
location (or with that unique stimulus).  
Memory Updating 
(MU) 
Presentation of a set of initial items (e.g., digits, spatial locations of objects) 
is followed by instructions to update individual items, either through 
transformation (e.g., adding or subtracting some value from a digit, or 
shifting an object to a new spatial location) or through replacement (e.g., 
presenting a new digit, or presenting an object in a new location). 
 
Note: Each paradigm name is accompanied by the acronym that this paradigm is given in the reference 
table in Appendix C.  
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Figure Captions 
Figure 1: Schematic illustrations of paradigms for investigating WM, with flow of events from 
left to right. The examples show visual presentation and mostly oral responses, but the modality of 
presentation and response varies across experiments. A: Immediate serial recall (a.k.a. simple span): 
A list of items (e.g., digits, letters, words, spatial locations) is presented sequentially, typically at a 
rate of 0.5 to 1 s per item. Immediately after the last item, participants attempt to recall the list in 
forward order of presentation. A variant of this paradigm, backward recall (not shown) requires 
recall in the reverse order of presentation. B: Complex span: Brief episodes of distractor processing 
are interleaved with presentation of items for immediate recall. C: Running Memory Span: A list of 
unpredictable length is presented sequentially. When the list stops, participants try to recall the last N 
items. D: Probed recall: After sequential presentation of a list of items, one item selected at random is 
probed for recall, for instance by a cue to its spatial position in a row from left to right, or by 
presenting one list item and asking participants to recall the next item. E: WM updating: Starting 
values (e.g., digits) are presented across a set of boxes, and are updated according to a series of 
operations (e.g., additions and subtractions) displayed in individual boxes. After several updating 
operations the final values in each box are tested. F: Item recognition: After presentation of a list of 
items, a single item probe is presented, and participants decide whether that item is an element of the 
list. G: N-back: A series of stimuli is presented, and participants decide for each stimulus whether it 
matches the one presented N steps back (the example is for N=2). H: Change-detection: An observer 
reports whether or not a change occurred between study and test, either in a single probed item or in 
any item in a whole array. Variants of this paradigm (not shown) ask for identifying the direction of 
change (e.g., whether the changed bar deviated was rotated clockwise or counter-clockwise) or the 
location of change (i.e., which of the items has changed). I: Continuous reproduction (a.k.a. delayed 
estimation): An observer reproduces the feature of a target item in the array – marked here by the 
thick white outline in the test display – on a continuous response scale, for instance by selecting the 
target color on a color wheel.  
Benchmarks for Working Memory 157 
 
 
Figure 2: Representative findings demonstrating the set-size effect on accuracy. A: Serial 
recall in simple and complex span tests with verbal materials (Unsworth & Engle, 2006a). B: Running 
memory span (Bunting et al., 2006). C: Item recognition (McElree & Dosher, 1989). D: Standard N-
back (Jonides et al., 1997) and a version of N-back in which subsequent stimuli are presented across 
N columns, such that each stimulus appears in the same column as the one N steps back (Verhaeghen 
& Basak, 2005), E: WM updating with digits and arithmetic operations (Oberauer & Kliegl, 2001), F: 
Change detection with arrays of colored squares (Adam et al., 2015). 
Figure 3: The effects of set size and serial position on response times in the Sternberg item-
recognition paradigm, for fast presentation rate and short retention interval (left), and for slower 
presentation rate, longer retention interval, and serial recall of the list following the recognition 
decision (right) (Donkin & Nosofsky, 2012b). Response times for positive probes are plotted by their 
list position; those for new probes have no list position. Error bars are 95% confidence intervals for 
within-subjects comparisons (Bakeman & McArthur, 1996).  
Figure 4: Number of chunks recalled (regardless of serial order) in the experiment of Chen 
and Cowan (2009). Condition labels indicate the number of chunks presented, followed by the 
condition: New single words (n), single words presented during pre-training (s), and word-pairs 
learned as chunks during pre-training (Chks); in the word-pairs condition each pair counts as one 
chunk. Error bars are 95% confidence intervals for within-subjects comparisons (Bakeman & 
McArthur, 1996). 
Figure 5: Forgetting (i.e., loss of memory accuracy) as a function of the duration of, and the 
events in, the retention interval. A: Forgetting as a function of the duration of a filled retention 
interval in the Brown-Peterson paradigm; data for a group of younger and a group of older adults 
(Floden et al., 2000, Exp. 2) B: Forgetting in serial recall as a function of distractor processes 
interleaved between encoding of items: none (Quiet), reading a single word (1 distractor), reading the 
same word three times (3 identical distr.) or reading three different words (3 different distr.) 
(Lewandowsky et al., 2010, Exp. 2). C: Recognition of unfamiliar characters as a function of the 
duration of an unfilled retention interval, for three levels of inter-trial interval represented by the 
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three separate lines (Ricker et al., 2014, Exp. 1) 
Figure 6: Effects of presentation time on short-term retention. Left: Precision of reproduction 
of colors from an array as a function of presentation time between onset of the array and onset of a 
mask, and set size (Bays et al., 2011). Right: Accuracy of serial recall of words as a function of 
presentation rate and serial position (Tan & Ward, 2008).  
Figure 7: Serial position curves from forward and backward serial recall (Madigan, 1971; 
data for visual presentation modality), and from item and relational recognition (Oberauer, 2003b; 
random presentation order) 
Figure 8: Modality Effect: Serial position curves for forward serial recall of words or 
numbers presented visually or auditorily, with written or spoken response modality (Harvey & 
Beaman, 2007) 
Figure 9: Probability of first recall in free recall of words: The probability that the first 
recalled word comes from the beginning of the list (Start), from the last four presented words (Last 4), 
from another list position (Other), or of being an extra-list intrusion (Error), as a function of list 
length. Recall method (free vs. serial) was cued before list presentation (left panel) or after list 
presentation (right panel) (Grenfell-Essam & Ward, 2012)  
Figure 10: The locality constraint. Left: Transposition errors in serial recall are more likely for 
shorter transposition distances, after correcting for the different numbers of opportunities for different 
transposition distances (Farrell & Lewandowsky, 2004; No interference = immediate recall; 
Interference = recall after reading aloud four distractor digits). Right: The probability of selecting a 
non-target color in probed recall of color arrays decreases with the Euclidean distance between the 
target and the non-target in the array.  Probabilities of errors are plotted for six distance bins; the bin 
boundaries (red vertical bars) are set so that error frequencies would be equal if non-targets were 
selected at random (Rerko et al., 2014) 
Figure 11: Error distributions in the continuous-reproduction (or delayed-estimation) 
paradigm for four levels of memory set size (Van den Berg et al., 2012).  
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Figure 12: Accuracy of remembering a set of verbal or visual stimuli when holding in memory 
only the tested set (Single), or together with a second set from the other content domain (Cross) or a 
second set from the same domain (Within) (Cowan & Morey, 2007; data collapsed across post-cue 
conditions) 
Figure 13: Accuracy of serial recall of letters or of spatial locations without concurrent 
distractor processing, or in conjunction with a verbal (lexical decision) or spatial (symmetry decision) 
distractor task (Chein et al., 2011) 
Figure 14: The effect of cognitive load on performance in a complex span task. Cognitive load 
was estimated by the ratio of total processing time on the parity or location judgments (i.e., the sum of 
response times) to total time (i.e., the sum of the time intervals for each judgment). (Barrouillet et al., 
2007) 
Figure 15: Irrelevant-speech and irrelevant-sound effects: Serial-position curves for serial 
recall of nine-digit lists presented visually, in quite or accompanied by to-be-ignored acoustic input. 
Left: Irrelevant speech sounds are presented in steady-state or changing-state mode. Right: Irrelevant 
legato or staccato music is played (data from two studies reported in Schlittmeier et al., 2012)  
Figure 16: Phonological similarity effect. A: Serial-position curves from serial recall of lists 
of dissimilar or similar letters (Farrell & Lewandowsky, 2003, Exp. 1). B: Phonological similarity 
effect (i.e., difference in recall accuracy between dissimilar and similar condition) as a function of 
children's age, and combinations of modality of encoding with modality of retrieval (Jarrold & 
Citroën, 2013). 
Figure 17: Probability of correctly recalling the ordinal position of CVC trigrams. In the 
isolated condition, the CVC in position seven was uniquely surrounded by a red rectangle (Lippman, 
1980).  
Figure 18: Serial-position curves for ungrouped lists, and lists grouped into groups of three 
by temporal gaps of varying length, for auditory and visual presentation modality (C. R. Frankish, 
1989).  
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Figure 19: The beneficial effect of a retro-cue on accuracy in change detection. The 
effectiveness of the retro cue increases with the delay between cue and test probe (Souza, Rerko, & 
Oberauer, 2014)  
Figure 20: Performance in a complex-span task involving serial recall of letters containing no 
acronym (Condition 0) or an acronym starting in list position 1, 3, or 5, for fast and slow pace of 
distractor processing (Portrat et al., 2016).  
Figure 21: The Hebb repetition effect in standard conditions (Silent) and with concurrent 
articulation: Serial recall of letter lists improves over repetitions of the same list across trials, 
whereas performance on filler lists, which are new on each trial, does not improve (Page et al., 2006, 
Exp. 1).  
Figure A1: Speed-accuracy trade-off curves for item recognition: Accuracy of matching 
probes in different serial positions (SP) is plotted as a function of decision time until the response 
deadline (Öztekin & McElree, 2010) 
Figure A2: Serial-position effect on recall latencies for immediate forward serial recall (No 
interference) and for forward serial recall after reading aloud four distractor digits (Interference) 
(Farrell & Lewandowsky, 2004, Exp. 2) 
Figure A3: Probability of detecting a change as a function of memory set size (N) and the size 
of the change in a change-detection task (Van den Berg et al., 2012).  
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