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Low Complexity Algorithms for Robust Multigroup Multicast
Beamforming
Guangda Zang, Hei Victor Cheng, Ying Cui, Wei Liu, Feng Yang, Lianghui Ding, and Hui Liu
Abstract—Existing methods for robust multigroup multicast
beamforming obtain feasible points using semidefinite relaxation
(SDR) and Gaussian randomization, and have high computational
complexity. In this letter, we consider the robust multigroup
multicast beamforming design to minimize the sum power (SP) or
per-antenna power (PAP) under the signal-to-interference-plus-
noise ratio (SINR) constraints and to maximize the worst-case
SINR under the SP constraint or PAP constraints, respectively.
The resulting optimization problems are challenging non-convex
problems with infinitely many constraints. For each problem,
using the majorization-minimization (MM) approach, we propose
an iterative algorithm to obtain a feasible solution which is shown
to be a stationary point under certain conditions. We also show
that the proposed algorithms have much lower computational
complexity than existing SDR-based algorithms.
Index Terms—Robust multigroup multicasting, majorization-
minimization, power minimization, max-min fair optimization.
I. INTRODUCTION
W ITH multiple antennas equipped at the base station(BS), multicasting to different users in the form of
beamforming is a promising way of increasing the throughput
of a multicast system. The single group multicast beamforming
problem was first proposed and shown to be NP-hard in [1].
A semidefinite relaxation (SDR)-based method together with
Gaussian randomization was proposed to obtain a feasible
solution. Later in [2] the technique was extended to the
multigroup case. SDR-based methods suffer from high compu-
tational complexity, prohibiting their applications in real sys-
tems. To reduce the computational complexity, majorization-
minimization (MM)-based methods were then proposed in [3]
and [4].
A common limitation of the aforementioned works is the
perfect channel state information (CSI) assumption. In prac-
tice, channel estimates are noisy versions of the true channels.
Thus, designing multicast beamforming under channel mis-
match is of practical importance. Worst-case robust multigroup
multiuser beamforming was considered in [5] under the sum
power (SP) constraint and in [6] under the per-antenna power
(PAP) constraints. However, both [5] and [6] apply SDR-based
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methods to obtain feasible solutions, with high computational
complexity.
To the best of our knowledge, low complexity solutions
for the worst-case robust multigroup multicast beamforming
problems are still unknown, and this work aims to fill this
gap. Our contribution lies in extending the MM-based methods
for the perfect CSI case in [3], [4] to the case of channel
uncertainty. Specifically, we consider the robust multigroup
multicast beamforming design to minimize the SP or PAP
under the signal-to-interference-plus-noise ratio (SINR) con-
straints and to maximize the worst-case SINR under the SP
constraint or PAP constraints, respectively. For each problem,
using the MM approach [7], we develop an algorithm to
obtain a feasible point which is shown to be a stationary
point under certain conditions. We also show that the proposed
algorithms have much lower computational complexity than
the existing SDR-based methods [5], [6]. Numerical results
demonstrate the advantages of the proposed algorithms over
existing methods.
II. SYSTEM MODEL
We consider a MIMO multicast system where a BS with
M (≥ 1) antennas is serving G (≥ 1) multicast groups of
single-antenna users. Assume that every user belongs to only
one (multicast) group. Let Ng denote the set of indices of the
users in group g∈G,{1, . . . , G}. Let Ng , |Ng| denote the
number of users in group g ∈ G and let Nu ,
∑
g∈G Ng
denote the total number of users. Denote by sg ∈ C the
unit power data symbol intended for group g, and denote
by wg ∈ CM×1 the beamforming vector applied to sg . Let
w , (wg)g∈G . The received signal of user i ∈ Ng, g ∈ G is:
yig = h
H
igwgsg +
∑
l∈G,l 6=g
h
H
igwlsl + nig, (1)
where nig ∼ CN (0, σ2ig) represents the independent additive
white Gaussian noise (AWGN), hHig ∈ C1×M denotes the
complex channel vector between the BS and user i∈Ng , g∈G,
and [ · ]H denotes the Hermitian transpose of the argument.
In practice, only a noisy estimate of the true channel, denoted
as hˆig , is available at the BS, and the mismatch can be
modeled as hig = hˆig + eig , where eig ∈ CM×1 denotes
the corresponding error. Denote e , (eig)i∈Ng ,g∈G . Here we
consider the widely used elliptic bounded error model, i.e.,
e
H
igCigeig ≤ 1, where Cig ∈ SM is a Hermitian positive
definite matrix which specifies the size and shape of the
ellipsoid bound [5], [6]. Denote Sig , {eig | eHigCigeig ≤ 1}.
Assuming that each user decodes its requested data by treating
interference as noise, the SINR at user i ∈ Ng, g ∈ G is:
SINRig(w, e) =
∣∣wHg (hˆig + eig)∣∣2∑
l∈G,l 6=g
∣∣wHl (hˆig + eig)∣∣2 + σ2ig
. (2)
2Two commonly used metrics for power consumption of beam-
forming schemes are the SP radiated by the entire antenna
array, Ps(w) ,
∑
g∈G w
H
g wg , and the PAP radiated by each
antenna, Pm(w) =
[∑
g∈G wgw
H
g
]
mm
, m = 1, . . . ,M ,
where [ · ]mm denotes the m-th diagonal element of the
argument. In the following, we shall study robust multigroup
multicast beamforming design under imperfect CSI at the BS,
considering the two power consumption metrics. It will be
seen that the proposed solution framework can handle both
metrics.
III. POWER MINIMIZATION WITH SINR CONSTRAINTS
In this section, we consider the robust multigroup multicast
beamforming design to minimize the SP or PAP under the
SINR constraints. Specifically, we have:
PPM :min
r,w
r
s.t. SINRig(w, e) ≥ τg, eig∈ Sig , i∈ Ng, g ∈ G, (3)
Ps(w) ≤ r (or Pm(w) ≤ r,m = 1, . . . ,M). (4)
Here, τg represents the minimum SINR requirement of
group g. Note that under perfect CSI, i.e., Si,g = {0}, i ∈
Ng, g ∈ G, Problem PPM has been shown to be NP-hard [1].
Under imperfect CSI, Problem PPM is even more challenging,
as there are infinitely many constraints in (3). Problem PPM
can be infeasible under certain τg, g ∈ G. In this letter, we
focus on the case that Problem PPM is feasible.
Existing methods for Problem PPM obtain feasible points
using SDR and Gaussian randomization, and have high
computational complexity [5], [6]. Specifically, the com-
putational complexities of each iteration of an interior-
point method used for solving one relaxed semidefinite
programming for the SP minimization [5] and for the
PAP minimization [6] are O(max{G3M6, G2M4Nu}) and
O(max{G3M6, G2M4(Nu+M)}), respectively. The worst-
case computational complexity of each Gaussian randomiza-
tion is O(G3.5), and usually 100 Gaussian randomizations
have to be conducted to obtain a feasible solution with promis-
ing performance. In the following, we develop an algorithm
of much lower computational complexity to obtain feasible
solutions of Problem PPM with desirable performance, which
can be shown to be stationary points under certain conditions.
Specifically, to tackle the challenge caused by (3), we first
have the following result.
Lemma 1: For all G ≥ 1 and all Cig ∈ SM , i ∈ Ng, g ∈ G,
if w satisfies
ζ(w, τg)−
∣∣wHg hˆig∣∣ ≤ 0, i ∈ Ng, g ∈ G, (5)
then it satisfies (3), where ζ(w, τg) , εig
∥∥wg∥∥2 +√
τg
√ ∑
l∈G,l 6=g
(∣∣wHl hˆig∣∣+ εig∥∥wl∥∥2
)2
+ σ2ig . Furthermore,
for G = 1 and Ci1 = 1/µ
2
IM ,
1 where µ is a positive
constant and IM denotes the M ×M identity matrix, if w
satisfies (3), then it satisfies (5).
Proof: Using triangle inequality, we have:∣∣wHg hˆig +wHg eig∣∣ ≥ ∣∣wHg hˆig∣∣− ∣∣wHg eig∣∣, (6)∣∣wHg hˆig +wHg eig∣∣ ≤ ∣∣wHg hˆig∣∣+ ∣∣wHg eig∣∣. (7)
1Note that Ci1 = 1/µ2IM corresponds to the sphere bounded error model
with radius µ, which is also widely used [8].
By eHigCigeig ≤ 1 and Cauchy-Schwarz inequality, we have:∣∣wHg eig∣∣≤∥∥wg∥∥2
∥∥eig∥∥2≤
∥∥wg∥∥2√
R(Cig, eig)
≤
∥∥wg∥∥2√
λmin(Cig)
, (8)
where R(Cig , eig) , e
H
igCigeig
/
e
H
igeig is the Rayleigh quo-
tient and λmin(Cig) denotes the smallest eigenvalue of Cig .
Letting εig , 1
/√
λmin(Cig) and by (6), (7) and (8), we have:∣∣wHg hˆig +wHg eig∣∣ ≥ ∣∣wHg hˆig∣∣ − εig∥∥wg∥∥2, (9)∣∣wHg hˆig +wHg eig∣∣ ≤ ∣∣wHg hˆig|+ εig∥∥wg∥∥2. (10)
Taking square root on both sides of (3), and by (9) and (10), we
have (5). Furthermore, when G = 1 and Ci1 = 1/µ
2
IM , we
have εi1 = µ and the error bounds become ‖ei1‖22 ≤ µ2, i ∈
N1. It can be verified that
∣∣wH1 hˆi1 + wH1 ei1∣∣ = ∣∣wH1 hˆi1∣∣ −
εi1
∥∥w1∥∥2, i ∈ N1, if ei1 = −εi1ej∠wH1 hˆi1 · w1
/∥∥w1∥∥2 [8].
Thus, (5) is equivalent to (3).
In addition, we introduce slack variables s , (sig)i∈Ng ,g∈G
and add a penalty term in the objective to force s toward 0.
Then, we obtain an approximate problem of Problem PPM:
PApp-PM : min
r,w,s
r +
∑
i∈Ng ,g∈G
sig
s.t. ζ(w, τg)−
∣∣wHg hˆig∣∣ ≤ sig, i ∈ Ng, g ∈ G, (11)
sig ≥ 0, i ∈ Ng, g ∈ G, (12)
(4).
Observe that Problem PApp-PM is always feasible. If (r,w,0)
is a feasible solution of Problem PApp-PM, then (r,w) is also
a feasible solution of Problem PPM. Besides, the optimal
value of Problem PApp-PM is generally no smaller than that
of Problem PPM, and when G = 1 and Ci1 = 1/µ2IM , the
optimal values of Problem PApp-PM and Problem PPM are the
same. In the following, we focus on solving Problem PApp-PM
which has a simpler form than Problem PPM.
Problem PApp-PM is non-convex due to the non-convexity
of (5). We develop an algorithm (Algorithm 1) to obtain a
stationary point of Problem PApp-PM using the MM approach
in [7]. The main idea here is to successively solve a sequence
of convex approximations of Problem PApp-PM. Specifically,
the approximate problem at iteration k is Problem PMM-PM1
when s(k−1) 6= 0 and is Problem PMM-PM2 when s(k−1) = 0:
PMM-PM1 :
(
w
(k)
, r
(k)
, s
(k))
, arg min
r,w,s
r +
∑
i∈Ng ,g∈G
sig
s.t. ζ(w, τg)−
Re
(
(w
(k−1)
g )
H
hˆighˆ
H
igwg
)
∣∣(w(k−1)g )Hhˆig
∣∣ ≤ sig, i∈Ng, g∈G, (13)
sig ≥ 0, i ∈ Ng, g ∈ G, (14)
(4),
PMM-PM2 :
(
w
(k)
, r
(k)
, s
(k))
, arg min
r,w,s
r
s.t. ζ(w, τg)−
Re
(
(w
(k−1)
g )
H
hˆighˆ
H
igwg
)
∣∣(w(k−1)g )Hhˆig
∣∣ ≤ 0, i∈Ng, g∈G, (15)
sig = 0, i ∈ Ng, g ∈ G, (16)
(4),
where w(k−1) is an optimal solution of Problem PMM-PM1
(Problem PMM-PM2) at iteration k − 1.
Lemma 2: The constraints in (15) are convex.
Proof: For any given complex vector u, we
have [7]
∣∣wHg hˆig∣∣ ≥ Re(uH hˆighˆHigwg)
/∣∣uH hˆig∣∣. Define
3Algorithm 1 Algorithm for Power Minimization Problem
Initialization: Set k = 0, and choose any s
(0)
ig > 0, i ∈ Ng, g ∈ G
and w
(0)
g ∈ C
M×1, g ∈ G. Choose a threshold ξ > 0.
1: repeat
2: Givenw(k), obtain
(
w
(k+1), r(k+1), s(k+1)
)
by solving Prob-
lem PMM-PM1 when s
(k) 6= 0 or Problem PMM-PM2 when
s
(k) = 0 using interior-point methods;
3: k ← k + 1;
4: until
∣∣r(k) − r(k−1)
∣∣ ≤ ξ.
vig,[qig(w1), . . . , qig(wg−1), qig(wg+1), . . . , qig(wG), σig ]
T
,
where qig(wl)=
(∣∣wHl hˆig∣∣ + εig∥∥wl∥∥2
)
. ‖ · ‖2 is convex and
non-decreasing in every argument, and qig( · ) is a convex
function. By vector composition rule, ‖vig‖2 is convex in
wg . Since εig ‖wg‖2 is convex in wg , εig
∥∥wg∥∥2+√τg
∥∥vig∥∥2
is convex in wg .
Now, we analyze the convergence behavior of Algorithm 1.
Theorem 1: For any initial point, Algorithm 1 converges to
a stationary point of Problem PApp-PM, which corresponds to a
stationary point of Problem PPM when G = 1, Ci1 = 1/µ2IM
and s = 0.
Proof: Let functions f¯ig(w;w
(k−1)) and fig(w) denote
the left hand sides of (15) and (5), respectively. It can
be verified that f¯ig(w
(k−1);w(k−1)) = fig(w
(k−1)) and
f¯ig(w;w
(k−1)) ≥ fig(w), for all w. Thus, f¯ig(w;w(k−1))
is a global upper bound of fig(w), and touches it at w
(k−1).
By [7], we can show that Algorithm 1 converges to a sta-
tionary point of Problem PApp-PM. Moreover, when G = 1,
Ci1 = 1/µ
2
IM and s = 0, by Lemma 1, we can show
that a stationary point of Problem PApp-PM corresponds to a
stationary point of Problem PPM.
Next, we analyze the computational complexity of Al-
gorithm 1. The computational complexities of each itera-
tion of an interior-point method in Step 2 used for solv-
ing Problem PMM-PM for the SP minimization and for
the PAP minimization are O(max{G3M3, G2M2Nu}) and
O(max{G3M3, G2M2(Nu + M)}), respectively. Although
the number of iterations of Algorithm 1 cannot be analyti-
cally characterized, numerical results show that Algorithm 1
terminates in a few iterations. Therefore, we can conclude that
Algorithm 1 has much lower computational complexity than
the SDR-based methods in [5], [6], especially for large M .
IV. MAX-MIN FAIR PROBLEM WITH POWER
CONSTRAINTS
In this section, we consider the robust multigroup multicast
beamforming design to maximize the worst-case SINR under
the SP constraint or PAP constraints. In particular, we have:
PMMF : max
t,w
min
i∈Ng ,g∈G
min
eig∈Sig
SINRig(w, e)
s.t. Ps(w) ≤ γ (or Pm(w) ≤ γ,m = 1, . . . ,M), (17)
where γ represents the power limit.
Problem PMMF is always feasible and can be transformed
to an epigraph form problem by introducing an auxiliary
variable and infinitely many inequality constraints. Existing
methods for Problem PMMF [5], [6] obtain feasible solutions
using bisection, with SDR and Gaussian randomization in
each bisection step. The computational complexities of each
bisection step for the SP constraint and PAP constraints are
the same as those for the SP minimization in [5] and PAP
minimization in [6]. Therefore, the existing SDR-based meth-
ods [5], [6] for Problem PMMF also have high computational
complexity. In the following, we develop an algorithm of much
lower computational complexity to obtain feasible solutions
of Problem PMMF with desirable performance, which can be
shown to be stationary points under certain conditions.
Specifically, by introducing an auxiliary variable t, imposing
constraints SINRig(w, e) ≥ t, eig ∈ Sig, i ∈ Ng, g ∈ G, and
then using Lemma 1, we obtain an approximate problem of
Problem PMMF:
PApp-MMF : max
t,w
t
s.t. ζ(w, t) − ∣∣wHg hˆig∣∣ ≤ 0, i ∈ Ng, g ∈ G, (18)
(17).
Similarly, any feasible point of Problem PApp-MMF is also a
feasible point of Problem PMMF. Besides, the optimal value
of Problem PApp-MMF is in general no larger than that of
Problem PMMF, and when G = 1 and Ci1 = 1/µ2IM , the
optimal values of Problem PApp-MMF and Problem PMMF are
same. Thus, we solve Problem PApp-MMF which has a simpler
form than Problem PMMF.
Problem PApp-MMF is non-convex. We develop an algorithm
(Algorithm 2) of two loops to obtain a stationary point of
Problem PApp-MMF. Specifically, in the outer loop, we adopt the
MM approach [7]. The approximation of Problem PApp-MMF
at iteration k is:
PMM-MMF :
(
w
(k)
, t
(k)
)
, argmax
t,w
t
s.t. ζ(w, t)−
Re
(
(w
(k−1)
g )
H
hˆighˆ
H
igwg
)
∣∣(w(k−1)g )Hhˆig
∣∣ ≤0, i ∈ Ng, g ∈ G, (19)
(17),
where w(k−1) is an optimal solution of Problem PMM-MMF
at iteration k − 1. The inequalities in (19) are convex in
t and wg, respectively, but not in both simultaneously. In
fact, the sets defined by (19) are quasi-convex. Thus, different
from Problem PMM-PM which is convex, Problem PMM-MMF is
quasi-convex. In the inner loop, we solve Problem PMM-MMF
using bisection, where a convex feasibility problem is solved
at each bisection step. Note that w(0) in Algorithm 2 is a
feasible solution of Problem PFeasibility. Following the proof
for Theorem 1, we now analyze the convergence behavior of
Algorithm 2.
Theorem 2: For any feasible initial point, Algorithm 2
converges to a stationary point of Problem PApp-MMF, which
is also a stationary point of Problem PMMF when G = 1 and
Ci1 = 1/µ
2
IM .
Next, we analyze the computational complexity of Al-
gorithm 2. Numerical results show that the outer loop
of Algorithm 2 terminates in a few iterations. There are⌈
log2
(
(tU−tL)/ξ1
)⌉
bisection steps in the inner loop,
where ⌈ · ⌉ denotes the ceiling function. In addition, in
each bisection step, the computational complexities of
each iteration of an interior-point method used for solv-
ing Problem PFeasibility under the SP constraint and under
the PAP constraints are O(max{G3M3, G2M2Nu}) and
4Algorithm 2 Algorithm for Max-Min Fair Problem
Initialization: Set k = 0 and choose any w˜g ∈ C
M×1, g ∈ G. Set
w
(0)
g =
√
γ√
G
w˜g
‖w˜g‖2 for the SP constraint or w
(0)
g =
√
γ√
G
w˜g
‖w˜g‖∞
for the PAP constraints, g ∈ G. Choose thresholds ξ1 > 0 and
ξ2 > 0. Choose tL ≥ 0 and tU > tL.
1: repeat
2: repeat
3: t := (tL + tU )
/
2 and for given w(k), solve
PFeasibility : find w s.t. (19), (17),
using interior-point methods;
4: if Problem PFeasibility is feasible, tL := t; else tU := t;
5: until tU − tL ≤ ξ1.
6: Set w(k+1) = w and t(k+1) = t;
7: k ← k + 1;
8: until
∣∣t(k) − t(k−1)
∣∣ ≤ ξ2.
O(max{G3M3, G2M2(Nu + M)}), respectively. Therefore,
we know that the computational complexity of Algorithm 2 is
much lower than those of the SDR-based methods in [5], [6].
V. NUMERICAL RESULTS
In this section, we show the performance of Algorithm 2
for Problem PMMF under the SP constraint and the PAP
constraints, respectively. As the key step of Algorithm 1 is
similar to Step 3 of Algorithm 2, the performance evaluation
of Algorithm 1 is omitted here due to space limitation. We
assume channels are i.i.d. Gaussian variables with zero mean
and unit variance. We generate 100 channel realizations and
show the performance in terms of the average worst-case user
rate, which is a more meaningful metric than the average
worst-case SINR [6]. Assume that Ng, g ∈ G are equal.
We choose ξ1 = 10
−3, ξ2 = 10
−3, Cig = 1/µ
2
IM and
σ2ig = 1, i ∈ Ng, g ∈ G, γ = M Watt in the SP constraints,
γ = 1 Watt in the PAP constraints. We consider three baseline
schemes, i.e., the non-robust MM-based method (which treats
the estimated channel as the true channel when designing the
beamformer) by extending the method in [4] and the SDR-
based method in [5] in the case of SP or in [6] in the case
of PAP with the number of Gaussian randomizations Nrand
being 20 and 100, respectively. It is difficult to obtain the
worst-case minimum user rate for the non-robust MM-based
method which requires solving a non-convex problem with
infinitely many constraints eig ∈ Sig, i ∈ Ng, g ∈ G. Thus
for fair comparison, we generate 1000 error realizations for
each channel realization and choose the minimum user rate
over these error realizations as the worst-case user rate for all
schemes, as in [6].
Fig. 1(a) and Fig. 1(b) illustrate the average worst-case
user rate versus the number of users per group Ng under the
SP constraint and versus the CSI error µ2 under the PAP
constraints, respectively. We can observe that Algorithm 2
outperforms the robust SDR-based method and the non-robust
MM-based method. The gain of Algorithm 2 over the non-
robust MM-based method reveals the importance of robust
beamforming design at the presence of CSI errors. The gain of
Algorithm 2 over the robust SDR-based method demonstrates
the value of effective algorithm design for robust optimization.
Fig. 2 illustrates the simulation time (reflecting computational
complexity) versus the number of users per group Ng. The
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(a) Ng under SP constraint.
µ2=0.25.
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(b) µ2 under PAP constraints. Ng=2.
Fig. 1. Average worst-case user rate versus Ng and µ2. M = 4 and G = 2.
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(a) SP constraint.
       	

	
	

	

	

	



















	
 
 !"  # 	
 !"  # 		
$ ! %% !"
(b) PAP constraints.
Fig. 2. Average simulation time versus Ng . M=4, G=2 and µ2=0.25.
computational complexity of Algorithm 2 is much lower than
that of the SDR-based method with Nrand = 100, and is com-
parable to those of the SDR-based method withNrand = 20 and
the non-robust MM-based method. In addition, in all of our
experiments, the outer loop of Algorithm 2 terminates within
10 iterations. Therefore, the numerical results demonstrate the
advantages of the proposed Algorithm 2 in terms of both the
SINR (user rate) and computational complexity.
VI. CONCLUSION
In this letter, we considered the robust multigroup mul-
ticast beamforming optimizations. The proposed MM-based
algorithms can obtain feasible solutions with performance
guarantee under certain conditions and low computational
complexity. Numerical results demonstrate the advantages of
the proposed ones over existing SDR-based methods.
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