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Construction of Weighted Temporal Association Rules in Data Mining
ZHU Jian-ping, LE Yan-bo  
(Department of Planning and Statistics, College of Economics, Xiamen University, Xiamen 361005) 
【Abstract】The fitness of time is seldom illustrated by traditional association rules. Temporal association rules are improved by regarding every
association rule with valid time area. Weighted temporal association rule is presented in this paper based on these researches, which can reflect the
time value of data and the time tendency of discovered rules, and the results of different association rules mining on the same data are also compared
and achieve a fine performance. 
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定义 1 设 { }1 2, , , mI i i i= 是项目的集合，时态数据可表
示为 { }1 2, , , nD D D D= ，其中， , ,i iD tid itemset T= 〈 〉 ， tid 是
事务的标识， itemset I⊆ ， iT 是事务发生的时刻
[5]。 
定义 2 设项集 X I⊆ ， X 在 D 内从最初出现到最后出
现的时间区域为 [ ]1 2,T T ， 1 2T T< ，称 [ ]1 2,X T T 为事件 X 的生
命周期。 [ ]1 2,X T T 为 [ ]1 2,T T 时间段上包含事件 X 的个数。




域太小，因此设立时态阈值 τ 以剔除无实用价值的规则。 
若项集 X 和 Y 成立的有效时间区域分别为 [ ]1 2,T T 和
' '
1 2,T T⎡ ⎤⎣ ⎦ ，令 Z X Y= ∪ ，则项集 Z 成立的时间区域是 
[ ] ' '1 2 1 2, ,T T T T⎡ ⎤⎣ ⎦∩   
定义 3 项集 X 的支持度为 
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简写为 ( )S X 。 
规则 X Y⇒ 的支持度为 
( ) ( ) ( ) ( ) ( )
1 2 1 2
' ' ' '
1 2 1 2, , , ,Support X Y X Y T T T T D T T T T⎡ ⎤ ⎡ ⎤∪ = ∪ ∩ ∩⎣ ⎦ ⎣ ⎦     
信任度 ( )C X Y⇒ 为 
( ) ( ) ( ) ( ) ( )
1 2 1 2
' ' ' '
1 2 1 2, , , ,Confidence X Y X Y T T T T X T T T T⎡ ⎤ ⎡ ⎤∪ = ∪ ∩ ∩⎣ ⎦ ⎣ ⎦    
定义 4 给定最小支持度 σ 、最小信任度 ε 、时态阈值 τ ，




1 2 2, ,T T T T⎡ ⎤⎣ ⎦∩ 上， S σ≥ , C ε≥ , [ ] 1
' '
1 2 2, ,T T T T τ⎡ ⎤⎣ ⎦∩ ≥ 。 
在给定 , ,D σ ε  和 τ 的情形下，时态关联规则挖掘就是在
时态数据库 D 中找出所有的强时态关联规则，与经典的




间顺序排列。设定最小支持度 σ =0.6，最小信任度 ε =0.6，
时态阈值 τ =3。以定义 1~定义 4 为基础，采用文献[6]的时态
关联规则挖掘算法，挖掘结果如图 1 所示。 
表 1  交易数据库 D 
T tid item set 
1 100 ABCE 
2 200 ACDF 
3 300 CD 
4 400 AC 
5 500 BCDE 
6 600 ADF 
 





























A 0.67 [1,6] A 0.67 [1,6] AC 0.60 [1,5] AC 0.60 [1,5] ∅
B 0.40 [1,5] C 1.00 [1,5] AD 0.40 [2,6] CD 0.75 [2,5]
C 1.00 [1,5] D 0.80 [2,6] CD 0.75 [2,5]  
D 0.80 [2,6] 
E 0.40 [1,5] 
F 0.40 [2,6] 
 
 
图 1  时态关联规则挖掘结果 
图 1 中各项举例说明如下：如项集 A 的生命周期为 [ ]1,6 ，
在该时间范围内，A 事务出现次数为 4，总事务数为 6，因此，
( )A 4 6 0.67S = = 。以此类推可得事务 A~事务 F 的支持度，
如图 1 中 C1 项所列。在给定最小支持度 0.6 的条件下，可从
C1 即一阶候选频繁项集中选出 L1，一阶频繁项集 A, C, D，
依照经典的 Apriori 算法，这 3 个项目 { } { }A, C , A, D 和 { }C, D
组合成候选二阶频繁项集 C2。考察 { }A, C 这条规则，A 的生
命周期为 [ ]1,6 ，C 的生命周期为 [ ]1,5 ，则 { }A, C 的生命周期
取其交集为 [ ]1,5 ，有 ( )A C 3 5 0.6S ⇒ = = ，其他同理可得。
在给定最小支持度 0.6 的基础上，得出 L2 即二阶频繁项集
{ }A, C , { }C, D 。因为 { }A, C, D  中的一个子集 { }A, D 不在 L2
中，所以 { }A, C 和 { }C, D 不能组成三阶频繁项集 C3，算法到
此结束。最后得到 2 条时态关联规则 { }A, C 和 { }C, D ，分别
计算其信任度： 
( ) [ ] [ ]A C A C 1,5 A 1,5 3 3 1C ⇒ = ⇒ = =  
 ( ) [ ] [ ]C D C D 2,5 C 2,5 3 4 0.75C ⇒ = ⇒ = =  
它们都满足最低信任度的要求，因此，都是有效的时态关联
规则。 








生的事务时刻标志为 T，分别给予权重 iW ，其中，
1 2 i TW W W W< < < < < 。因此，对数据库作如下新定义： 
定义 5 设 { }1 2, , , mI i i i= 是项目的集合，时态数据可表
示为 { }1 2, , , nD D D D= ，其中， , , ,i i iD tid itemset T W= 〈    〉 ， tid





[ ],m nT T ，其权重区间为 [ ],m nW W ，其中必有 Wm<…<Wi<…
<Wn，发生 A 事件的时刻为 jT , ( ),j m n∈ ，权重为 jW ，则事






j m n i m
S W W
∈ =
= ∑ ∑  
表 2 仍延续表 1 的结构，最后一列是给予不同项目集的
权重，并按时间顺序递增。 
表 2  带加权的交易数据库 
T tid item set Wi 
1 100 ABCE 0.1 
2 200 ACDF 0.2 
3 300 CD 0.3 
4 400 AC 0.4 
5 500 BCDE 0.5 






0.1 0.2 0.4 0.6A 0.62




= = =∑ ∑
+ + + + +
 
则规则 A C⇒ 的支持度 ( )A C 0.467S ⇒ = 。依此类推，得到
如图 2 所示的挖掘结果。 
 































A 0.620 [1,6] A 0.620 [1,6] AC 0.476 [1,5] CD 0.714 [2,5] ∅
B 0.400 [1,5] C 1.000 [1,5] AD 0.400 [2,6] 


























前述过程挖掘了其中前 6 条事务中的规则，现在挖掘前 5 条
事务中的规则，得到如图 3 所示的挖掘结果。 
 































A 0.700 [1,4] A 0.700 [1,4] AC 0.700 [1,4] AC 0.700 [1,4] ∅
B 0.400 [1,5] C 1.000 [1,5] AD 0.220 [2,4] CD 0.714 [2,5]
C 1.000 [1,5] D 0.714 [2,5] CD 0.714 [2,5]  
D 0.714 [2,5] 
E 0.400 [1,5] 
F 1.000 [2,2] 
图 3  不同时段的加权时态关联规则挖掘结果 
其中，项目 F 虽然支持度较高但由于时态阈值的限制应
被舍去；时态规则 { }A D⇒ 由于支持度小于阈值也被舍去，
最后得到 2 条规则： { }A C⇒ 和 { }C D⇒ ，且有 ( )A C 0.7S ⇒ = ，
( )C D 0.714S ⇒ = ，都高于最小支持度，计算得 ( )A C 1C ⇒ = ，
( )C D 0.714C ⇒ = 。 
比较图 2 和图 3 的挖掘结果可以发现，在 5 项事务的数
据库中，挖掘出支持度分别为 0.7 和 0.714 的 2 条规则：
{ }A C⇒ 和 { }C D⇒ 。增加了一项事务后再次挖掘，发现
{ }A C⇒ 的支持度降低，{ }C D⇒ 的支持度不变。最后只挖掘
出了一条符合要求的规则 { }C D⇒ ，该规则是当时最有时间
价值的规则。从 { }A C⇒ , { }C D⇒ 到 { }C D⇒ 的结果说明规
则 { }A C⇒ 在数据库中的重要性逐渐降低。因此，频繁挖掘
加权时态关联规则，不仅不会遗漏重要的关联规则，而且能
体现规则的变化趋势，提供决策依据。 











C1 L1 C2 L2 
项集 支持度 项集 支持度 项集 支持度 项集
A 0.67(4/6) A 0.67 AC 0.50(3/6) ∅  
B 0.33(2/6) C 0.83 AD 0.33(2/6)






图 4  传统的时态关联规则挖掘结果 
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