Abstract. In this paper, partial inverse problems for the quadratic pencil of Sturm-Liouville operators on a graph with a loop were studied. These problems consist in recovering the pencil coefficients on one edge of the graph (a boundary edge or the loop) from spectral characteristics, while the coefficients on the other edges are known a priori. We obtain uniqueness theorems and constructive solutions for the partial inverse problems.
Introduction
This paper concerns inverse spectral problems for differential operators on geometrical graphs. Such operators model wave propagation in thin structures and are also called quantum graphs. Differential operators on graphs have applications in organic chemistry, nanotechnology, waveguide theory, mesoscopic physics, electronics and other fields of science and engineering (see [1, 2] ).
Inverse problems of spectral analysis consist in recovering operators from their spectral characteristics. A good survey of inverse problems for differential operators on graphs is provided in [3] . Differential pencils contain a nonlinear dependence on the spectral parameter, and therefore inverse problems for them are more difficult for investigation than inverse problems for Sturm-Liouville operators. Inverse problems for quadratic pencils on a finite interval were studied in [4] [5] [6] [7] [8] , however, some questions still remain open. In recent years, inverse spectral problems for differential pencils on graphs have attracted much attention [9] [10] [11] [12] [13] [14] .
In general, recovering a differential operator or a pencil on a graph requires much spectral data (for example, several spectra, corresponding to different boundary conditions, see [9] ). In this paper, we focus on partial inverse problems which consist in determination of the pencil coefficients on a part of the graph while the coefficients on the other part are known a priori. Such problems generalize the famous Hochstadt-Lieberman problem [15] on a finite interval (see also [16] [17] [18] [19] ). Partial inverse problems usually require less spectral data. In particular, it has been shown in [20] [21] [22] [23] that one needs only a fractional part of a spectrum to reconstruct the Sturm-Liouville potential on one edge or on a part of an edge of the star-shaped graph with equal edge lengths if the potentials are given on all the other edges. Some more general partial inverse problems for differential operators on graphs were studied in [24] [25] [26] [27] . For partial inverse problems for differential pencils on graphs, paper [14] is the only literature we know.
In this paper, we investigate partial inverse problems for the quadratic Sturm-Liouville pencil on a graph with a loop. The purpose of this research is to recover pencil coefficients on a boundary edge or on the loop by using a part of the spectrum. At first we study a sufficient condition for a subspectrum, which can uniquely reconstruct the pencil, in terms of eigenvalue asymptotics. Secondly, we present the main results of the paper those are uniqueness theorems and constructive algorithms for solving partial inverse problems. Although the graph of a particular structure is studied (see Figure 1 ) in this paper, we note that our results could be generalized for differential pencils on arbitrary graphs with cycles. We choose the graph with one loop to illustrate our main ideas in order to simplify the asymptotic analysis of the spectrum, since for pencils on graphs with cycles this analysis is rather complicated. Our approach to partial inverse problems is based on construction of special functional systems in a suitable Hilbert space, and investigation of the completeness and the Riesz-basis property of these systems.
Main Results
Consider a compact graph G with the vertices {v j } m j=1 and the edges {e j } m j=1 , where e j = (v j , v m ), j = 1, m, so e m is a loop containing the only vertex v m (see Figure 1) . Thus {v j } m−1 j=1
are boundary vertices and v m is the internal vertex. Let all the edges {e j } m j=1 have equal lengths π. For each edge e j , we introduce a parameter x j ∈ [0, π] in such a way, that for j = 1, m, the end x j = 0 corresponds to the vertex v j , and the end x j = π corresponds to v m . For j = m, the both ends correspond to the vertex v m . A function on the graph G is a vector function
e m−1 e m Figure 1 . Graph G Consider the following boundary value problem L on the graph G:
Here (1)- (4) is a differential pencil with the nonlinear dependence on the spectral parameter
(the class of absolutely continuous functions) and q j ∈ L(0, π), j = 1, m. We have the Dirichlet boundary conditions (2) in the boundary vertices and the standard matching conditions (3)-(4) in the internal vertex. The relations (3) are continuity conditions on the function y, and the relation (4) is called the Kirchhoff's condition, since it expresses Kirchhoff's law in electrical circuits. One can also study boundary and matching conditions in a more general form (see [10] ).
Define
Below we will say that assumption (A) holds, if the following conditions (i)-(iii) are fulfilled:
Our first result is the following theorem, which describes asymptotic behavior of the eigenvalues of L. Theorem 1. Suppose that assumption (A) holds. Then the boundary value problem L has a countable set of eigenvalues, which can be numbered as {λ nk } (n,k)∈I , counting with their multiplicities, and satisfy the following asymptotic behavior
where β k ∈ (−1, 1) are distinct numbers for k = 1, 2m − 1, β 2m = 0, β k ≡ α j (mod 1), k = 1, 2m, j = 1, m − 1, and
We will prove Theorem 1 in Section 3. Note that even if the vector-functions p and q are real-valued, the problem L may have multiple and/or complex eigenvalues. Condition (iii) is nonrestrictive, since it can be easily achieved by a shift of the problem as following:
is imposed for simplicity. The case, when (ii) is violated, requires some technical modifications.
Let us introduce the characteristic function of the problem L. For each fixed j = 1, m, let S j (x j , λ) and C j (x j , λ) be the solutions of equation (1) under the initial conditions
Define the function
Using the standard methods (see, for example, [24, 28] ), one can show that the eigenvalues of the boundary value problem L coincide with the zeros of the analytic characteristic function
counting with their multiplicities. Let Λ = {λ θ } θ∈Θ be a subset of the spectrum of the problem L, possibly containing multiple values. Here Θ is some countable set of indices. For example, one can consider Θ = N , where N is defined in (8) . Denote m θ the multiplicity of the value λ θ in Λ, i.e. m θ equals to the number of such indices τ ∈ Θ that λ τ = λ θ . We assume that m θ is less or equal to the multiplicity of the eigenvalue λ θ in the spectrum.
Suppose Λ = {λ θ } θ∈Θ satisfies the following assumption (B).
(B) The set Θ can be divided into two subsets: Θ = Θ 1 ∪ Θ 2 with the following properties.
(ii) For each θ ∈ Θ 2 there exists an index j θ ∈ {2, . . . , m}, such that S j θ (π, λ θ ) = 0 and
Note that the values S(π, λ) and S ′ (π, λ) can not be simultaneously equal zero for every λ, and ∆(λ θ ) = 0 for θ ∈ Θ. Consequently, in view of (7), we have S 1 (π, λ θ ) = 0 for θ ∈ Θ 1 and S 1 (π, λ θ ) = 0 for θ ∈ Θ 2 .
We consider the following partial inverse problem on the graph G.
Inverse Problem 1. Given the functions {p j } m j=2 , {q j } m j=2 and a subspectrum Λ, satisfying (B), find p 1 and q 1 .
Inverse Problem 1 consists in recovering the pencil coefficients on a boundary edge. Below we provide conditions on the choice of a subspectrum Λ, which is sufficient for Inverse Problem 1 to be uniquely solvable. Moreover we shall show a constructive solution. Let
where the numbers λ nk obey the asymptotic relation (5) with β k satisfying the claim of Theorem 1. Note that the numeration of the eigenvalues in Theorem 1 is not unique. Any finite number of the first eigenvalues in the set {λ nk } can stay in an arbitrary order, and the order of the numbers {β k } 2m k=1 is also not fixed. So, roughly speaking, we choose any four subsequences {λ nk } n∈Z , satisfying (5) with distinct β k , and exclude one value.
Along with L we consider another boundary value problemL of the same form (1)- (4), but
. We agree that if a symbol γ denotes an object, related to L, the symbolγ with tilde denotes the analogous object, related toL. Now we are ready to formulate the uniqueness theorem for the solution of Inverse Problem 1. We shall prove Theorem 2 in Section 4 and develop a constructive algorithm for solving Inverse Problem 1 in Section 5.
We are also interested in recovering the coefficients p m and q m of the considered pencil on the loop e m . For that purpose, together with a subspectrum, we need some additional data associated with the periodic inverse problem for the pencil on the loop. That problem has been studied in [29] . Let us briefly describe its results. Let {ν n } n∈Z be the zeros of the analytic function
The following condition (C) ω n = 0 for all n ∈ Z, will play a crucial role in the remaining of this section. At first we have This lemma will be proved in Section 6. Put Ω := {ω n } n∈Z . The following inverse problem has been studied in [29] .
and Ω, construct p m and q m .
The results of [29] imply the following uniqueness theorem and a constructive algorithm for solving Inverse Problem 2. Let us return to our problem. We say the subspectrum Λ = {λ θ } θ∈Θ satisfies assumption (D) if (D) The set Θ can be divided into two subsets: Θ = Θ 1 ∪ Θ 2 with the following properties.
(ii) For each θ ∈ Θ 2 there exists an index j θ ∈ {1, . . . , m − 1}, such that S j θ (π, λ θ ) = 0 and
Recall that ∆(λ θ ) = 0 for θ ∈ Θ, and S j (π, λ) do not have common zeros with S ′ j (π, λ) for all j = 1, m. Consequently, in view of (7), assumption (C) and Lemma 1, we have S m (π, λ θ ) = 0 for θ ∈ Θ 1 and S m (π, λ θ ) = 0 for θ ∈ Θ 2 .
Next, we consider the following partial inverse problem of recovering the coefficients of the pencil on the loop.
Inverse Problem 3. Let the functions {p
, Ω and a subspectrum Λ which satisfies assumptions (C) and (D) be given. Find p m and q m .
In Section 5, we will reduce Inverse Problem 3 to the periodic Inverse Problem 2 and prove the following uniqueness theorem. 
Asymptotic Behavior of the Eigenvalues
This section is devoted to the proof of Theorem 1. Using the transformation operators [4, 30] , one can obtain the relations
where K j , N j and L j are some absolutely continuous functions on [−π, π], j = 1, m. In particular, relations (9)-(11) yield the asymptotic formulas
as |λ| → ∞. Substituting the formulas (12) and (13) into (7), we get
where
Lemma 2. Under assumption (A), the set of zeros of the function d(λ) is described as follows:
where β k ∈ (−1, 1) are distinct real numbers for k = 1, 2m − 1, and β 2m = 0.
Proof. Clearly, the function d(λ) is 2-periodic, so it is sufficient to study its zeros in [−1, 1). Without loss of generality, we assume that 0 
One can easily check that the function κ 1 (λ) is strictly decreasing on the intervals
and
the function κ 2 (λ) strictly increases on (−1, 1), κ 2 (−1 + 0) = −∞ and κ 2 (1 − 0) = +∞. Consequently, the equation κ 1 (λ) = κ 2 (λ) has exactly one root β k in each of the 2m−1 intervals (17) . Adding the zero λ = 0 and using 2-periodicity of d(λ), we show that the function d(λ) has zeros in the form (16) . Let us prove that there exist no other zeros. Define the function
Clearly, the function
is entire. Using (15) and (18), we obtain the estimates
for some positive constants λ * and ε. Consequently, the entire function
is bounded in the sectors {λ ∈ C : ε < | arg λ| < π−ε}. Here and below we use the symbol C for various constants, not depending on λ. Applying Phragmen-Lindelöf's and Liouville's theorems (see [31] ), we 
Uniqueness Theorem for Inverse Problem 1
In this section, we shall prove Theorem 2. Rewrite the relation (7) in the form
Substituting (9) and (10) for j = 1 into (19) and multiplying the result by λ, we get
Here "1" denotes the connection with the inverse problem, that consists in recovering the pencil coefficients on the edge e 1 . Denote H = L 2 (−π, π) ⊕ L 2 (−π, π) the complex Hilbert space. The scalar product and the norm in H are defined as follows.
Define the vector-functions
where the functions K 1 and N 1 are as there in (9) and (10) . Consequently, f 1 ∈ H. Obviously, h 1 (t, λ) and its derivatives with respect to λ also belong to H for each fixed λ ∈ C. Therefore the relation (21) can be rewritten in the the form
Let Λ = {λ θ } θ∈Θ be a subspectrum of the problem L which satisfies assumption (B). Note that λ θ is a zero of the function ∆(λ) of multiplicity at least m θ . For θ ∈ Θ 1 we have S 1 (π, λ θ ) = 0 and B 1 (λ θ ) = 0. Consequently, for θ ∈ Θ 1 , the relations (19) and (24) imply
For θ ∈ Θ 2 we have S 1 (π, λ θ ) = 0 and B 1 (λ θ ) = 0, but S ′ 1 (π, λ θ ) = 0 and A 1 (λ θ ) = 0. In this case, it follows from the relations (19) and (24) , that
For definiteness, we assume that 0 ∈ Λ and 0 ∈ Θ. Denote Θ 0 = Θ ∪ {0}, λ 0 := 0, m 0 := 1. One can deal with the case 0 ∈ Λ, by applying a shift of the spectrum and minor technical modifications.
Since the function S 1 (π, λ) is entire, the relation (9) yields
Combining the relations (26), (28) and (29) together, we arrive at the following result
Thus, we have derived the relations (30) which are crucial for solving Inverse Problem 1. The vector function f 1 , containing K 1 and N 1 , will be unknown while the vector functions h 1,θj (t) and the right-hand sides G 1,θj , as we will see below, can be constructed by using the known data.
Denote
Then the left-hand side of (30) contains Fourier coefficients of f 1 with respect to the system H 1 (Λ). Now we are ready to prove the following abstract uniqueness theorem. In contrast to the uniqueness Theorem 2, the statement of Theorem 5 contains the completeness condition for H 1 (Λ) and has no requirements on asymptotic behavior of the subspectrum.
Proof of Theorem 5.
Consider boundary value problems L andL and their subspectra Λ and Λ, respectively, satisfying the conditions of the theorem. By the assumptions, we we have S j (x, λ) ≡S j (x, λ) for j = 2, m. In view of (20) , this yields A 1 (λ) ≡Ã 1 (λ) and B 1 (λ) ≡B 1 (λ). Consequently, h 1 (t, λ) ≡h 1 (t, λ). Taking the equality α 1 =α 1 into account, we also conclude that G 1 (λ) ≡G 1 (λ). Since Λ =Λ, we have H 1 (Λ) =H 1 (Λ), G 1 (Λ) =G 1 (Λ). Hence along with the relations (30), we obtain
Subtracting (32) from (30), we see that the difference f 1 −f 1 is orthogonal in H to all the elements of the system H 1 (Λ), which is complete. Therefore f 1 =f 1 , so (9) and (10) 
is the Weyl function of the boundary value problem on a finite interval (0, π):
It has been proved in [6] , that the functions p 1 ∈ AC[0, π] and q 1 ∈ L(0, π) are uniquely specified by the Weyl function, and can be constructed by the method of spectral mappings.
Suppose that the system of vector-functions H 1 (Λ) is an unconditional basis in H, i.e. the normalized system {h 1,θj (t)/ , the subspectrum Λ and the number α 1 are given, and assumption (B) holds.
1. Find the solutions S j (x j , λ) of equations (1) for j = 2, m, satisfying the initial conditions (6).
2. Construct the functions A 1 (λ) and B 1 (λ) by (20) .
3. Find the functions h 1 (t, λ) and G 1 (λ) by (23) and (22), and then use them together with the given subspectrum Λ to construct H 1 (Λ) and G 1 (Λ) (see (31)).
4. Determine the vector-function f 1 (t), using its coordinates in the Riesz basis (see (30)), i.e. find K 1 (t) and N 1 (t).
5. Find S 1 (π, λ) and S ′ 1 (π, λ) by (9) and (10). 6. Recover the coefficients p 1 and q 1 of the boundary value problem (33) from the Weyl
, solving the inverse problem on a finite interval by the method of spectral mappings (see [6] ).
We will show that the assumptions in Theorem 2 imply the completeness of the system H 1 (Λ), and then derive Theorem 2 as a corollary of Theorem 5. First we investigate the system of vector-functions V (Λ) := {v θj (t)} θ∈Θ 0 , j=0,m θ −1 , where
Lemma 3. Denote by Λ a subspectrum of the boundary value problem L which satisfies assumption (B). Then the system H 1 (Λ) is complete in H if and only if so is the system V (Λ).
Proof. Consider the relations
for some w ∈ H. The system H 1 (Λ) is complete in H if and only if the relations (35) imply w = 0. Let w(t) = [w 1 (t), w 2 (t)] T . Then (35) can be rewritten in the form
for all θ ∈ Θ 0 , j = 0, m θ − 1. In view of (25) and (27) , the relations (36) and (37) are equivalent to the following ones:
Recall that S 1 (π, λ θ ) = 0 for θ ∈ Θ 1 and S ′ 1 (π, λ θ ) = 0 for θ ∈ Θ 2 . Consequently, the relations (35) are equivalent to the relations
that imply w = 0 if and only if the system V (Λ) is complete.
Lemma 4. Denote by Λ a subspectrum of the boundary value problem L which satisfies (8) and condition (B). Then the corresponding system H 1 (Λ) is complete in H.
Proof. In view of Lemma 3 and the assumptions of this lemma, it is sufficient to show that the system V (Λ) is complete. Suppose that the relations (38) hold for some w ∈ H, w = [w 1 , w 2 ] T . Then the entire function
has the zeros {λ θ } θ∈Θ 0 , counting with multiplicities. Taking (9) and (10) into account, we obtain the estimate
Moreover,
Since Λ has the form (8), we can construct the following function
Relying on [32, Lemma 2] and [26, Appendix B], one can show that
where κ k (λ) are entire functions of exponential type not greater than π 2 for k = 1, 4. Consequently, the following estimate holds
for some positive ε and λ * .
Obviously, the function
is entire. The estimates (40) and (44) imply that W (λ) D(λ) is bounded in the sectors {λ ∈ C : ε < | arg λ| < π − ε}. Applying Phragmen-Lindelöf's and Liouville's theorems [31] , that (42) and (43) into account, we have
Without loss of generality, we assume that S 1 (π, 0) = 0 and S ′ 1 (π, 0) = 0. Those conditions can be achieved by a shift of the spectrum. Then it follows from (39) and W (λ) ≡ 0, that the function
has zeros at λ = 0 and all the zeros of S 1 (π, λ), counting with their multiplicities. Therefore
is an entire function. Applying similar arguments as above, we can show W 1 (λ) ≡ 0 and consequently w 1 = 0 in L 2 (−π, π). In view of (39) and W (λ) ≡ 0, we also have w 2 = 0 in L 2 (−π, π). Thus we have proved that the relations (38) imply w = 0, so the systems V (Λ) and
Proof of Theorem 2. Suppose that the boundary value problems L andL together with their subspectra Λ andΛ satisfy the conditions of Theorem 2. It follows from the proof of Lemma 2 that {β k } 2m−1 k=1 are the roots of the equation
Thus, the number (α 1 mod 1) can be found from (45) by substituting λ = β k Since p j =p j and q j =q j for j = 2, m, we have S j (x j , λ) ≡S j (x j , λ) for j = 2, m. Consequently, α j =α j for j = 2, m. The equality Λ =Λ together with (8) imply β k =β k , k = 1, 4. Therefore (45) yields α 1 ≡α 1 (mod 1).
There are two possible cases:
In the case (i), the relation (22) implies G 1 (λ) ≡G 1 (λ). Together with (29) , this yields G 1 (Λ) =G 1 (Λ). The completeness of the system H 1 (Λ) follows from Lemma 4, so we can proceed the proof of Theorem 5.
In the case (ii), we have
. Using (30) and the similar relation forL, we conclude that
The relations (9) and (10) imply
. Hence p 1 =p 1 , q 1 =q 1 and α 1 =α 1 , that leads to the contradiction, so the case (ii) is impossible. 
Constructive Solution of Inverse Problem 1
In this section, we obtain a constructive procedure for solving Inverse Problem 1 of recovering the pencil coefficients on the boundary edge. The key role in our algorithm will be played by the relations (30) . First we will prove the following theorem. Proof. In order to show that a system is a Riesz basis in a Hilbert space, it is sufficient to prove, that this system is complete and quadratically close to another Riesz basis (see [28, Section 1.8.5] ). The assumptions of this theorem and Lemma 4 imply the system H 1 (Λ) is complete.
Since Λ satisfies (8) , where the numbers {β k } 4 k=1 are distinct, there may be only a finite number of multiple values in Λ in view of the asymptotics (5). Therefore for θ = (n, k) ∈ Θ with sufficiently large |n|, we have m θ = m nk = 1. By virtue of (25), (27) and (34), we have h 1,θ0 (t) = c θ v θ0 (t) for θ ∈ Θ and some nonzero constants c θ . Consequently, in order to prove the claim of the theorem, it remains to show that the system V (Λ) is quadratically close to a Riesz basis.
In view of (34), we have
The asymptotic relations for λ nk , S 1 (π, λ) and S ′ 1 (π, λ) (formulas (5), (12) and (13)) yield
Thus, the system V (Λ) is quadratically close to the system V 0 := {v 0 nk (t)} n∈Z, k=1,4 in H:
The following Lemma 5 finishes the proof of the theorem. Proof. The completeness of the system V 0 can be easily shown by the standard methods (see, for example, the proof of Lemma 4). Denote J := {(n, k) : n ∈ Z, k = 1, 4}. Let {c nj } (n,j)∈J be an arbitrary complex sequence in l 2 , and let
We will prove that there exist positive constants M 1 and M 2 , such that
This implies V 0 is a Riesz basis. Indeed, using (47) and (46), one can easily get
Note that
i.e. the coefficients (v 0 nj , v 0 kl ) H of the quadratic form (48) equal to (e nj , e kl ) L 2 (−π,π) , where e nj := exp(i(4n + 2β j )t), (n, j) ∈ J . Thus, the system V 0 is a Riesz basis in H if and only if the system E := {e nj } (n,j)∈J is a Riesz basis in L 2 (−π, π). In order to investigate the Riesz-basicity of the exponent system, we use the following theorem.
Theorem 7 (Levin and Ljubarskiȋ [33] ). The system of functions {exp(iλ k t)}, where {λ k } is the set of zeros of a sine-type function S(λ), is a Riesz basis in L 2 (−π, π). An entire function of exponential type S(λ) is called the sine-type function, if for some constants c, C and K, depending on S(λ), the following inequality is valid:
Clearly, the numbers (4n + 2β j ), (n, j) ∈ J , are the zeros of the sine-type function
, so by virtue of Theorem 7, the system E is a Riesz basis. Hence V 0 is also a Riesz basis.
In view of Theorem 6, if a subspectrum Λ satisfies (8) and assumption (B), one can solve Inverse Problem 1 by using the following algorithm. Now let us derive the main equations for Inverse Problem 3. Rewrite the relation (7) in the form
For simplicity, we assume that α m = 0. Using (10) and (11) for j = m, we conclude that
Using (10), (51) and (52), we obtain the relation
The index m denotes the connection with the inverse problem, that consists in recovering the pencil coefficients on the edge e m , i.e. on the loop. Define the vector functions
Since the functions K m and T m are continuous on [−π, π], we have f m ∈ H. Clearly, the vector function h m (t, λ) and its derivatives with respect to λ also belong to H for each fixed λ ∈ C. Therefore the relation (53) can be rewritten in the form (f m (t), h m (t, λ)) H = G m (λ) + λ∆(λ).
Suppose assumption (C) is fulfilled for the problem L. Let Λ = {λ θ } θ∈Θ be a subspectrum L which satisfies assumption (D). Recall that λ θ is a zero of the function ∆(λ) of multiplicity at least m θ . For θ ∈ Θ 1 we have S m (π, λ θ ) = 0 and B m (λ θ ) = 0. For θ ∈ Θ 2 we have S m (π, λ θ ) = 0 and B m (λ θ ) = 0, but in view of (C), d m (λ θ ) = 0 and A m (λ θ ) = 0. For simplicity, we also assume that 0 ∈ Λ, 0 ∈ Θ, and Θ 0 := Θ ∪ {0}, λ 0 := 0, m 0 := 1. The relation (10) for j = m and the equality α m = 0 yield
Thus, according to the mentioned facts, we arrive at the following main equations (f m , h m,θj (t, µ)) H = G m,θj , θ ∈ Θ 0 , j = 0, m θ − 1, 
The following theorem is analogous to Theorem 5. 
