Abstract. Sequentiable structures are a subclass of monoids that generalise the free monoids and the monoid of non-negative real numbers with addition. In this paper we consider functions f : Σ * → M and define the Myhill-Nerode relation for these functions. We prove that a function of finite index, n, can be represented with a subsequential transducer with n states.
Introduction
Finite-state automata and transducer are widely used in many areas and applications of computer science [3] . Subsequential finite-state transducers are highly computationally efficient for language modelling and text processing tasks, and thus provide a very desirable technique in computational linguistics [4, 5, 7] .
Sequentail structures were introduced in [2] . They generalise the notion of free monoids and non-negative real numbers with addition. In [2] we characterised the subsequential rational functions that map words to sequentiable monoids. In this paper we study the theoretical foundations for the minimisation of subsequential rational functions over sequentiable structures. We generalise the notion of Myhill-Nerode relation for rational structures over free monoids and real numbers, [6] , to the case of sequentiable structures. Our main contribution is Theorem 1 which proves that rational functions of finite index are sequentiable. 
The generalised transition output function function λ * is the inclusion-wise least function on Q × Σ * → M with the following closure properties:
-for all q ∈ Q we have λ * (q, ε) = e. -For all q ∈ Q, α ∈ Σ * and a ∈ Σ :
The output function represented by the subsequential finite-state transducer 
holds for all a, b, c, d ∈ M \ {e}.
In case of sequentiable structures we additionally get the right cancellation property and Levy-like lemma:
•, e, ⊓, . be a sequentiable structure.
Proof. 1. Let m = a ⊓ b. We prove that m = a. Indeed, a = ma 1 and b = mb 1 .
By the left cancellation property, we have that 
Myhill-Nerode Relation
In this section we extend in a natural way the definition of the Nerode-Myhill relation for rational functions over free monoids, [6] , to arbitrary sequentiable functions.
The Myhill-Nerode relation for subsequential finite-state transducers
Note that R f acts on the full set Σ * × Σ * despite of the fact that f can be partial.
function. Then the Myhill-Nerode relation for f is a right invariant equivalence relation.
Proof. Clearly R f is an equivalence relation. Let u R f v and z ∈ Σ * . In order to prove that u · z R f v · z we have to show that there exist u
In this section we prove that the converse is also true. That is we have the following theorem:
there is a subsequential transducer with initial output, T , with n states such that
First we note some simple properties of the relation ≡ R f . 1. dom(s) = {w | αw ∈ dom(f )}, and 2. for each w ∈ Σ * s.t. αw ∈ dom(f ):
. . , n be all the equivalence classes of ≡ R f . Then there are partial functions s i : Σ * → M with the following two properties:
2. for any i, j ≤ n and character a ∈ Σ with α i a ≡ R f α j there is a monoid element m i,a,j ∈ M with:
First we show how the Nerode-Myhill-like Theorem 1 follows from Lemma 1:
. . , n be all the equivalence classes of ≡ R f . Let s i and m i,a,j satisfy the conclusion of Lemma 1. W.l.o.g. we assume that C 1 = [ε] ≡R f . If dom(f ) = ∅ then clearly n = 1 and one can construct a trivial subsequential transducer representing f .
Alternatively, let w ∈ dom(f ). By the properties of s 1 there is a witness m 1 , m ε , s 1 for α 1 ≡ R f ε. We define T as:
by induction on |u|. For |u| = 0, we have that m 1 , m ε , s 1 is a witness for α 1 ≡ R f ε. Since w ∈ dom(f ) we conclude that f (w) = m ε s 1 (w) = m ε s 1 (w). For the induction step, let w = uv = uav ′ where a ∈ Σ. Let C i = δ * (C 1 , u) and C j = δ(C i , a). By the induction hypothesis we have:
where the last equality follows by the properties of s i , s j , and m i,a,j . The last equality is equivalent to:
This concludes the induction. In the special case where v = ε we obtain:
where
In the sequel we prove Lemma 1. The proof below assumes that all α i are fessential. However, it can be easily amended to handle the general case. We add a remark on this after the proof. We start with the following simple lemma: Next, we proceed stepwise to define the required functions, s i , for all the equivalence classes C i . The idea is to start with big enough, but finite, subsets of each of the classes and greedily define a uniform witness-function s i for the selected finite part of C i . Next, we shall use the right invariance of the equivalence relation, R f , and consider the functions s i in ensemble. Finally, using the properties of the norm and Lemma 2, we shall prove that appropriate s i can be defined as s i (w) = s j (z i w).
We start by noting that since ≡ R f is right-invariant and has index n, each equivalence class C i contains a representative of length less than n. Indeed, consider the deterministic automaton with states C i and transitions δ(C i , a) = C j if and only if C i a ⊆ C j . Clearly, α ∈ C i if and only if:
Since the sets C i are nonempty, any C i can be reached from [ε] ≡R f via a simple path, in particular, it contains a word of length less than n. Thus, we can and we do assume that α i ∈ C i are representatives of C i with |α i | < n for each i ≤ n. Let:
In particular, α i ∈ A i .
Lemma 3. Consider words
Proof. Since α is f -essential there is some w s.t. f (αw) is defined. Since ≡ R f is right-invariant and α ≡ R f αβ we conclude that for every integer n α ≡ R f αβ n . In particular αβ n w ∈ dom(f ) for each n. Since m 1 , m 2 , s is a witness for α ≡ R f αβ we deduce that for each n > 0:
Therefore, by the properties of the norm, we get that for each n > 0:
Summing up this equalities for n = 1, 2, . . . , N we obtain:
In particular,
Since s(β N w) ≥ 0 for each N and s(w) is constant we must have that m 1 ≤ m 2 . Finally, since:
it must be that either m 1 ≤ M m 2 , or m 2 < M m 1 . However the latter is incompatible with m 1 ≤ m 2 . Hence,
For each i ≤ n we pick a word w i ∈ dom(s i ). Since, we assume that all α i are f -essential such words exist. Next, we define a subsequential transducer over
The crucial property of G is the following.
Claim. Let i, j ≤ n, and z, w ∈ Σ * be such that δ * R (C i , z) = C j and α j w ∈ dom(f ). Then:
Proof. The statement is obvious if z = ε. Let us consider the special case z = a ∈ Σ. Then, α i a ∈ C j and since |α i | < n we get that |α i a| ≤ n ≤ 2n. Hence α i a ∈ A j . Therefore there is a witness m, m ′′ j , s j for α i a ≡ R f α j . Therefore for any w s.t. α j w ∈ dom(f ):
On the other hand we have that f (α i aw) = m ′′ i s i (aw). This shows that for every α j w ∈ dom(f ):
In the special case where w = w j we get:
for all w with α j w ∈ dom(f ). Now the conclusion follows by straightforward induction on the length of z. For z = ε there is nothing to prove. Let z = z ′ a and δ *
Therefore by the induction hypothesis we have:
Now by the special case we considered above, we get:
Summing up we obtain:
Proof. Assume that the statement were not true. Then, there is a negative cycle in G. Therefore there is also a simple negative cycle in G. Since G has n states, there is some z ∈ Σ ≤n and C i such that λ * R (C i , z) < 0. Now we have that α i ∈ C i and |α i | < n. Hence α i z ∈ C i and |α i z| < 2n. Therefore α i z ∈ A i . By the construction of s i , there is a witness m, m Hence s i (zw) ≥ s i (w) . But by the claim above we have that:
Thus, λ * (C i , z) is not negative contradicting the assumption for a negative cycle in G.
⊓ ⊔ Now we are ready to prove Lemma 1
Proof (Lemma 1). Let α i , A i , s i , and G be as above. For each i we define:
Since G contains no negative cycles all the pairs j i , z i are well defined. By the same argument all the minima are attained also for words z ′ i ∈ Σ <n . Thus, we can and we do assume that |z i | < n for all i. Note that by the Claim for G we have that if δ * (C j , z) = C i , then:
for any α i w ∈ dom(f ). Thus if α i w ∈ dom(f ), minimising λ * R (C j , z) subject to δ
