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POSITIVE SPEED SELF-AVOIDING WALKS ON GRAPHS WITH
MORE THAN ONE END
ZHONGYANG LI
Abstract. A self-avoiding walk (SAW) is a path on a graph that visits each vertex
at most once. The mean square displacement of an n-step SAW is the expected
value of the square of the distance between its ending point and starting point,
where the expectation is taken with respect to the uniform measure on n-step SAWs
starting from a fixed vertex. It is conjectured that the mean square displacement
of an n-step SAW is asymptotically n2ν , where ν is a constant. Computing the
exact values of the exponent ν on various graphs has been a challenging problem
in mathematical and scientific research for long.
In this paper we show that on any locally finite Cayley graph of an infinite,
finitely-generated group with more than two ends, the number of SAWs whose
end-to-end distances are linear in lengths has the same exponential growth rate as
the number of all the SAWs. We also prove that for any infinite, finitely-generated
group with more than one end, there exists a locally finite Cayley graph on which
SAWs have positive speed - this implies that the mean square displacement expo-
nent ν = 1 on such graphs.
These results are obtained by proving more general theorems for SAWs on quasi-
transitive graphs with more than one end, which make use of a variation of Kesten’s
pattern theorem in a surprising way, as well as the Stalling’s splitting theorem.
Applications include proving that SAWs have positive speed on the square grid
in an infinite cylinder, and on the infinite free product graph of two connected,
quasi-transitive graphs.
1. Introduction
Self-avoiding walks, which are paths on graphs visiting no vertex more than once,
were first introduced as a model for long-chain polymers in chemistry ([9], see also
[25]). The theory of SAWs impinges on several areas of science including combina-
torics, probability, and statistical mechanics. Each of these areas poses its charac-
teristic questions concerning counting and geometry. Despite the simple definition,
SAWs have been notoriously difficult to to study due to the fact that SAWs are, in
general, non-Markovian.
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The most natural SAW models are defined on regular graphs, such as the square-
grid, the hexagonal lattice, etc; SAWs on these graphs have been studied extensively.
In this paper, we consider SAWs on the general quasi-transitive graphs. Let G =
(V,E) be an infinite, connected graph, and let Aut(G) be the automorphism group
for G. We say that G is quasi-transitive, if there exists a subgroup Γ of Aut(G)
acting quasi-transitively on G, i.e. the action of Γ on V has only finitely many orbits.
More precisely, there exist a finite set of vertices W ⊂ V , |W | < ∞, such that for
any v ∈ V , there exist w ∈ W and γ ∈ Γ with w = γv. The set W is called a
fundamental domain. A graph is called locally finite, if every vertex has finite
degree, i.e., incident to finitely many edges. A subset of vertices U ⊆ V is called
connected, if for any p, q ∈ U , there exists u0(= p), u1, . . . , un−1, un(= q) ∈ U
such that for 1 ≤ i ≤ n, ui−1 and ui are adjacent vertices (two vertices joined by an
edge).
The connective constant is a fundamental quantity concerning counting the
number of SAWs starting from a fixed vertex, and this is the starting point of a rich
theory of geometry and phase transition. It is defined, on a quasi-transitive graph,
to be the exponential growth rate of the number of n-step SAWs starting from a
fixed vertex. More precisely, let cn(v) be the number of n-step SAWs starting from
a fixed vertex v ∈ V , the connective constant µ is defined to be
µ := lim
n→∞
[supv∈V cn(v)]
1
n(1.1)
The limit on the right hand side of (1.1) is known to exist by a sub-additivity ar-
gument. It is proved in [21] that the connective constant µ defined in (1.1), can be
expressed as follows
µ = lim
n→∞
cn(v)
1
n , ∀v ∈ V.(1.2)
Although the definition of the SAW is quite simple, a lot of fundamental questions
concerning SAWs remain unknown. For example, it is still an open problem to
compute the exact value of the connective constant for the 2-dimensional square
grid. A recent breakthrough is a proof of the fact that the connective constant
of the hexagonal lattice is
√
2 +
√
2; see [7]. See [17, 16, 19, 12, 15] for results
concerning bounds of connective constants on quasi-transitive graphs; [20, 18] for
results concerning the dependence of connective constants on local structures of
graphs; [14] for the continuous dependence of connective constants of weighted SAWs
on edge weights of the graph; and [13] for the changes of the connective constant of
SAWs under local transformations of the underlying graph.
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Another important quantity relating to SAWs is the mean square displacement
exponent ν. Let pivn be an n-step SAW on G starting from a fixed vertex v, and let
‖pivn‖ = distG(pi(n), pi(0)),
where distG(·, ·) is the graph distance on G. Let 〈·〉 be the expectation taken with
respect to the uniform probability measure for n-step SAWs on G starting from a
fixed vertex. The mean square displacement exponent ν for SAWs, defined by
〈‖pivn‖2〉 ∼ n2ν ,
has been an interesting topic to mathematicians and scientists for long. Here “∼”
means that there exist constants C1, C2 > 0, independent of n, such that C1n
2ν ≤
〈‖pivn‖2〉 ≤ C2n2ν .
Although the connective constant depends on the local structure of the graph, the
mean square displacement exponent ν is believed to be universal in the sense that
it depends only on the dimension of the space where the graph is embedded, but
independent of the graph. It is conjectured that ν = 3
4
for SAWs on graphs embedded
in the 2-dimensional Euclidean plane (in particular, this means that the square grid,
the hexagonal lattice and the triangular lattice share the same exponent ν = 3
4
,
although they obviously have distinct connective constants), ν = 1
2
for SAWs on Zd
with d ≥ 4, and that ν = 1 for SAWs on a non-amenable graph with bounded vertex
degree. See [13] for the invariance of SAW components under local transformations
of cubic (valent-3) graphs.
The conjecture that ν = 1
2
when d ≥ 5 was proved in [5, 22]. See [2] for related
results when d = 4, and [6] for related results for d ≥ 2.
It is proved in [28] that if a non-amenable Cayley graph satisfies
(∆− 1)ρµ−1 < 1,(1.3)
then SAWs have positive speed. Here ∆ is the vertex degree, ρ is the spectral radius
for the transition matrix of the simple random walk on the graph, and µ is the
connective constant as defined in (1.1). Combining with the results in [27, 4, 29], it
is known that for any finitely generated non-amenable group, there exists a locally
finite Cayley graph on which SAWs have positive speed.
It is proved in [26] that SAWs have positive speed for certain regular tilings of the
hyperbolic plane. An upper bound of the spectral radius for a planar graph with
given maximal degree is proved in [8], which, combining with (1.3), can be used to
show that SAWs have positive speed on a large class of planar graphs. It is shown
in [3] that SAWs on the 7-regular infinite planar triangulation has linear expected
displacement.
4 ZHONGYANG LI
The main goal of this paper is to study the mean square displacement exponent ν
for SAWs on quasi-transitive graphs with more than one end. The number of ends
of a connected graph is the supremum over its finite subgraphs of the number of
infinite components that remain after removing the subgraph.
Let G = (V,E) be an infinite, connected, locally finite, quasi-transitive graph with
more than one end. Let Γ ⊆ Aut(G) be a subgroup of the automorphism group of
G acting quasi-transitively on G. Since G has more than one end, there exists a
finite subset of V (which is called a “cut set”), such that after removing all the
vertices as well as incident edges of the set, the remaining graph has at least two
infinite components. If distinct components of the remaining graph have certain
“symmetry” under the action of Γ, one may map certain portions of an SAW from
one component to another component of the remaining graph and form a new SAW,
such that the end-to-end distance of the new SAW is linear in its length. Then the
number of n-step SAWs with end-to-end distance linear in n, when n is large, may
be compared with the total number of n-step SAWs. To that end, we may make
the following assumptions on the graph G concerning the “symmetry” of different
components after removing the finite “cut set”.
Assumption 1.1. There exist a finite set of vertices S, S ⊂ V and |S| < ∞, such
that
(1) S is connected;
(2) G \ S (the graph obtained from G by removing all the vertices in S and their
incident edges) has at least two infinite components;
(3) for any component A of G \S, let ∂AS be the set consisting of all the vertices
in S incident to a vertex in A. There exists an infinite component B of G\S
and a graph automorphism γ ∈ Γ, such that B ∩ A = ∅, γA ⊆ B; for any
v ∈ ∂AS, γv ∈ ∂BS∪B, v and γv are joined by a path in G\ (A∪γA), whose
length is bounded above by a constant N independent of A, v. Denote γ by
φ(S,A) := γ.
See Figure 1.1.
Assumption 1.2. There exist a finite set of vertices S, S ⊂ V and |S| < ∞
satisfying Assumption 1.1. Moreover, assume that
• there exist a finite set of vertices S ′, such that S ⊆ S ′. Let ∂S ′ be the set
consisting of all the vertices in S ′ incident to a vertex in G \ S ′. For any
two distinct vertices u, v ∈ ∂S ′, there exists an SAW luv joining u and v and
visiting every vertex in S.
See Figure 1.2.
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Here are the main results of the paper.
Theorem 1.3. Let G = (V,E) be an infinite, connected, locally finite, quasi-transitive
graph with more than one end. Let µ be the connective constant of G. Let pivn be an
n-step SAW on G starting from a fixed vertex v.
A. If G satisfies Assumption 1.1, then there exists a ∈ (0, 1]
lim sup
n→∞
sup
v∈V
|{pivn : ‖pivn‖ ≥ an}|
1
n = µ.
B. If G satisfies Assumption 1.2, then pivn has positive speed, i.e., there exist
constants C, α, β > 0, such that
Pn(‖pivn‖ ≤ αn) ≤ Ce−nβ.
where Pn is the uniform measure on the set of n-step SAWs on G starting
from a fixed vertex.
A BS∂AS ∂BS
φ(S,A)A ⊆ B
φ(S,A)∂AS ⊆ ∂BS ∪B
Figure 1.1. Assumption 1.1
A BSS′
u
v`uv
Figure 1.2. Assumption 1.2
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For a graph satisfying Assumption 1.2, Theorem 1.3 implies that the mean square
displacement of SAWs on the graph is of the order n2, i.e.
〈‖pivn‖2〉 ∼ n2.
The approach to prove Theorem 1.3 is to consider a finite “cut set” S as given by
Assumption 1.1, such that SAWs, once crossing this “cut set”, will move to another
component of G \ S and most of them may never come back again. The analysis
involves arguments and technical details inspired by the pattern theorem ([23]), see
also ([25, 6, 16, 32, 1]). The proofs of Part A. and Part B. are similar; note that
under the stronger assumption 1.2, not only the the number of n-step SAWs whose
end-to-end distance is linear in n has the same exponential growth rate as the total
number of n-step SAWs starting from a fixed vertex, but the number of of n-step
SAWs whose end-to-end distance is not linear in n is actually exponential small
compared to the total number of n-step SAWs starting from a fixed vertex.
Applications of Theorem 1.3 include a proof that SAWs on an infinite cylindrical
square grid have positive speed, and that SAWs on an infinite free product graph of
two quasi-transitive, connected graphs have positive speed.
Example 1.4. (Cylinder) Consider the quotient graph of the square grid Z2, Z×Zl,
where l is a positive integer. This is a graph with two ends. We can choose S =
{0} × Zl and S ′ = {−1, 0, 1} × Z. Then Assumption 1.2 is satisfied and SAWs have
positive speed. See also [10] for discussions about SAWs on a cylinder.
Definition 1.5. (Free product of graphs) Let G1 = (V1, E1, o1), G2 = (V2, E2, o2) be
two connected, locally finite, quasi-transitive, rooted graphs with vertex sets V1, V2;
edge sets E1, E2 and roots o1 ∈ V1, o2 ∈ V2, respectively. For i ∈ {1, 2}, assume that
(1) |Vi| ≥ 2; and
(2) V ×i = Vi \ {oi}; and
(3) I(x) = i if x ∈ V ×i .
Define
V := V1 ∗ V2 = {x1x2 . . . xn|n ∈ N, xk ∈ V ×1 ∪ V ×2 , I(xk) 6= I(xk+1)} ∪ {o}
We define an edge set E for the vertex set V as follows: if i ∈ {1, 2} and x, y ∈ Vi,
and (x, y) ∈ Ei, then (wx,wy) ∈ E for all w ∈ V . See [11] for discussions of SAWs
on free product graphs of quasi-transitive graphs.
Theorem 1.6. Let G = (V,E) be the free product graph of two connected, locally
finite, quasi-transitive, rooted graphs G1 = (V1, E1, o1) and G2 = (V2, E2, o2) with
|Vi| ≥ 2, for i = 1, 2, as defined in 1.5. Then SAWs on G have positive speed.
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The ends of a finitely generated group are defined to be the ends of the
corresponding Cayley graph; this definition is insensitive to the choice of the finite
generating set. It is well known that every finite-generated infinite group has either
1, 2, or infinitely many ends. Concerning groups with more than one end, Theorem
1.3 also has the following corollaries.
Theorem 1.7. Let Γ be an infinite, finitely-generated group with more than two
ends. Let G = (V,E) be a locally finite Cayley graph of Γ. For v ∈ V Let pivn be an
n-step SAW on G starting from v. Then
lim sup
n→∞
|{pivn : ‖pivn‖ ≥ an}|
1
n = µ.
Theorem 1.8. Let Γ be an infinite, finitely-generated group with more than one end.
There exists a locally finite Cayley graph G = (V,E) of Γ, such that SAWs on G have
positive speed.
The proofs of Theorems 1.7 and 1.8 make use of the Stalling’s splitting theorem
(see [30]), which gives explicit presentations for groups with more than one end; as
well as constructions of sets S and S ′ satisfying Assumptions 1.1 and 1.2.
The organization of the paper is as follows. In Section 2, we prove Theorem 1.3 A.
In Section 3, we prove Theorem 1.3 B. Theorems 1.7 and 1.8 are proved in Section
4. In Section 5, we prove Theorem 1.6.
2. Proof of Theorem 1.3 A.
This section is devoted to prove Theorem 1.3 A.
Let G = (V,E) be a graph satisfying the assumption of Theorem 1.3. Let S
be a finite set of vertices satisfying Assumption 1.1. Recall that Γ is a subset of
Aut(G) acting quasi-transitively on G. Let ΓS be the set of images of S under Γ.
By quasi-transitivity of G, for each γ ∈ Γ, γS still satisfies Assumption 1.1.
We shall next introduce events E∗, Ek and E˜k and their restrictions to a length-2m
sub-walks E∗(m), Ek(m) and E˜k(m), where m is a fixed postive integer. In the proof
of Theorem 1.3, we shall modify an n-step SAW to a new SAW such that these events
appear at least an times in the new SAW; for some 0 < a < 1; moreover, we may
choose δn of the an occurrences of these events for some 0 < δ < a and map part of
the SAW there by a graph automorphism to a different component of the remaining
graph after removing the “cut set”, this way, we construct a new SAW whose end-to-
end distance is linear in n since it crosses the “cut set” at least δn times. Different
choices of locations of these events for the modifications and mappings to construct
new SAWs will give an exponential factor strictly greater than 1 on the number of
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SAWs whose end-to-end distances are linear in n, compared to the number of those
SAWs whose end-to-end distances are not.
Let pi be an n-step SAW on G. We say that E∗ occurs at the jth step of pi if there
exists γS ∈ ΓS such that pi(j) ∈ γS, and all the vertices of γS are visited by pi. For
k ≥ 1, we say that Ek occurs at the jth step of pi, if there exists γS ∈ ΓS, such that
pi(j) ∈ γS, and at least k vertices of γS are visited by pi. We say that E˜k occurs at
the jth step of pi if E∗ or Ek (or both) occur there.
In the following, we will use E to denote any of E∗, Ek or E˜k. If m is a positive
integer, we say that E(m) occurs at the jth step of pi if E occurs at the mth step
of the 2m-step subwalk (pi(j −m), . . . , pi(j +m)). (If j −m < 0 or j +m > n, then
an obvious modification must be made in this definition: for j − m < 0, it means
that E occurs at the jth step of (pi(0), . . . , pi(j + m)); for j + m > n, it means that
E occurs at the mth step of (pi(j −m), . . . , pi(n))). In particular, if E(m) occurs at
the jth step of pi, then E occurs at the jth step of pi.
Let cn(v) be the number of n-step SAWs on G starting from a fixed vertex v. For
r ≥ 0, let cvn(r, E) (resp. cvn(r, E(m))) be the number of n-step SAWs starting from
v for which E (resp. E(m)) occurs at no more than r different steps.
Let
cn = supv∈V cn(v);
cn(r, E) = supv∈V c
v
n(r, E);
λ(E) = lim sup
n→∞
cn(0, E)
1
n .
Let µ be the connective constant of G as defined in (1.1). We have that λ(E) < µ if
and only if
there exist  > 0,M ∈ N, such that cm(0, E) < [µ(1− )]m, for m ≥M.(2.1)
Lemma 2.1. Suppose that
λ(E) < µ.(2.2)
Let ,M satisfy (2.1), and let m ≥M satisfy
cm ≤ [µ(1 + )]m.(2.3)
Then there exist a = a(,m) and R = R(,m) ∈ (0, 1), such that
lim sup
n→∞
cn(an,E(m))
1
n < Rµ.
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Proof. Assume that (2.2) holds. Let ,m satisfy (2.3). Since cm(0, E) = cm(0, E(m)),
by (2.1) we have
cm(0, E(m)) < [µ(1− )]m.
Let pi be an n-step SAW on G and L =
⌊
n
m
⌋
. If E(m) occurs in no more than r steps
of pi, then E(m) occurs at no more than r of the m-step subwalks
(pi((j − 1)m), pi((j − 1)m+ 1), . . . , pi(jm)), 1 ≤ j ≤ L.
Counting the number of ways in which r or fewer of these subwalks can contain
an occurrence of E(m), we have that
cn(r, E(m)) ≤
r∑
i=1
(
L
i
)
cim[cm(0, E(m))]
L−icn−Lm
≤ µLmcn−Lm
r∑
i=1
(
L
i
)
(1 + )im(1− )(L−i)m
For ξ small and positive, we have
ξL∑
i=0
(
L
i
)
(1 + )im(1− )(L−i)m
≤ (ξL+ 1)
(
L
ξL
)(
1 + 
1− 
)ξLm
(1− )Lm
The Lth root of the right hand side converges as L→∞ to
f(ξ) =
1
ξξ(1− ξ)1−ξ
(
1 + 
1− 
)ξm
(1− )m,
which is strictly less than 1 for 0 < ξ < ξ0, and some ξ0 = ξ0(,m) > 0. Therefore
when 0 < a < ξ
m
, and R = f(ξ)
1
m , we have
cn(an,E(m))
1
n < Rµ,
and the proof is complete. 
Lemma 2.2. Let G1 = (V (G1), E(G1)) be a component of G \ ΓS. There exists a
subgroup Γ1 of Γ acting quasi-transitively on G1.
Proof. Since Γ acts on G quasi-transitively, V has finitely many orbits under the
action of Γ. Let W1 be the subset of V (G1) consisting of one representative in each
orbit of V under the action of Γ, such that the intersection of the orbit with V (G1)
is nonempty, then |W1| <∞.
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Let
Γ1 = {γ ∈ Γ : ∀w ∈ W1, γw ∈ V (G1)}.
Then it is straightforward to check that Γ1 is a subgroup of Γ, and that Γ1 acts on
G1 quasi-transitively. 
Lemma 2.3. There exists a component G1 = (V (G1), E(G1)) of G \ ΓS, such that
λ(E˜1) is the connective constant of G1, i.e.
λ(E˜1) = lim
n→∞
sup
v∈V (G1)
c˜n(v)
1
n(2.4)
= lim
n→∞
c˜n(v)
1
n , ∀v ∈ V (G1)(2.5)
where c˜n(v) is the number of n-step SAWs on G1 starting from v.
Proof. By definition of λ(E˜1), we have
λ(E˜1) = lim
n→∞
sup
v∈V \ΓS
cn(v)
1
n ,
where cn(v) is the number of n-step SAWs starting from v on the component of
G \ ΓS including v.
By the quasi-transitivity of G\ΓS under the action of Γ, there exists v1 ∈ G\ΓS,
such that
λ(E˜1) = lim sup
n→∞
cn(v1)
1
n .
Let G1 be the component of G \ ΓS containing v1, then
λ(E˜1) = lim sup
n→∞
cn(v1)
1
n ≤ lim
n→∞
sup
v∈V (G1)
cn(v)
1
n ≤ lim
n→∞
sup
v∈V \ΓS
cn(v)
1
n = λ(E˜1).
Therefore λ(E˜1) is the connective constant for G1, and (2.4) follows. The identity
(2.5) follows from Lemma 2.2 and (1.1), (1.2). 
Lemma 2.4. λ(E˜1) < µ.
Proof. The main idea to prove the lemma is to “lift” an SAW on a component to
G\ΓS to SAWs on G; there are multiple ways of doing this. Different ways of lifting
one SAW on a component of G \ ΓS to multiple SAWs on G will give a nontrivial
exponential factor on the number of SAWs on these two graphs; and therefore a
strict inequality on the corresponding connective constants.
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Since Γ acts on G quasi-transitively, let W be a fundamental domain such that
|W | <∞. Let
N0 = max
w1,w2∈W
distG(w1, w2).
For any v ∈ V , let
BG(v,N0) = {u ∈ V : distG(v, u) ≤ N0}.
It is not hard to see that for any v ∈ V , BG(v,N0) contains a vertex in each orbit of
V under the action of Γ. Therefore for any v ∈ V , there exists γS ∈ ΓS, such that
BG(v,N0) ∩ γS 6= ∅.
Let G1 be a component of G \ ΓS, such that λ(E˜1) is the connective constant of
G1. The existence of G1 is guaranteed by Lemma 2.3. Let Tn(v) be the set of all
n-step SAWs on G1 starting from the vertex v. For each pi ∈ Tn(v), find indices
j1, . . . , ju, such that for i 6= l, we have
distG1(pi(ji), pi(jl)) ≥ 8(N0 + |S|) +N,(2.6)
here N is given by Assumption 1.1 (3).
We may assume that u = κn. For each BG(pi(ji), N0), there exists γjiS ∈ ΓS, such
that
BG(pi(ji), N0) ∩ γjiS 6= ∅.(2.7)
Let pi(ti) be a closest vertex on pi, in graph distance of G, to γjiS. By (2.7), we have
distG(pi(ti), γjiS) ≤ N0.(2.8)
Then
distG(pi(ji), pi(ti)) ≤ distG(pi(ji), γjiS) + distG(γjiS, pi(ti)) + |S|(2.9)
≤ 2N0 + |S|.
By rearrangements if necessary, we may assume that
t1 < t2 < . . . < tκn.
We choose a subset of indices H ⊂ {t1, t2, . . . , tκn} to perform a manipulation,
which will be described later. Assume that H = {h1, . . . , hδn}, where 0 < δ < κ, and
ha < hb if a < b. For each hl ∈ H with hl = ti, let Sl = γjiS.
We construct a new SAW pi1 as follows
• let α1 be the subwalk of pi from pi(0) to pi(h1);
• use a shortest path to join pi(h1) and S1, denoted by ω1;
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• let A1 be the component of G \ S1 containing pi(h1); use φ(S1, A1) to map
the concatenation of the reversed ω1 and pi(h1), pi(h1 +1), . . . , pi(n) to another
component of G \ S1, and denote the image of the concatenation of the two
subwalks under φ(S1, A1) by θ1 - Here φ(S1, A1) is given as in Assumption
1.1 (3);
• use an SAW β1 in G \ [A1 ∪ φ(S1, A1)A1] to join the last vertex of ω1 and
its image under φ(S1, A1) (note that the existence of β1 is guaranteed by
Assumption 1.1);
• let pi1 be the concatenation of α1, ω1, β1 and θ1.
It is not hard to check that pi1 is indeed an SAW. See Figure 2.1. Note that α1 is
A1 BS1∂A1S1 ∂BS1
α1
ω1
β1
θ1
φ(S1, A1)(ω1 ∪ [pi \ α1]) = θ1
Figure 2.1.
a subwalk of both pi and pi1; and the subwalk pi \ α1 is mapped, by φ(S1, A1) to a
subwalk of θ1. Let h
1
1 = h1, and let h
1
i (2 ≤ i ≤ δn) be the step in pi1 of the image
of pi(hi) under φ(S1, A1); i.e.,
φ(S1, A1)[pi(hi)] = pi1(h
1
i ).(2.10)
We now prove the following lemma
Lemma 2.5. For 2 ≤ i ≤ δn, pi1(h1i ) is a closest vertex on pi1 to φ(S1, A1)Si.
Proof. First of all, since pi1(h
1
2−h2+h1), . . . , pi1(n+h12−h2) is the image of pi(h1), . . . , pi(n)
under φ(S1, A1), we have that for 2 ≤ i ≤ δn, pi1(h1i ) is a closest vertex on the sub-
walk pi1(h
1
1 − h2 + h1), . . . , pi1(n − h2 + h12) to φ(S1, A1)Si. Moreover, by (2.8) and
(2.10), we have
distG(pi1(h
1
i ), φ(S1, A1)Si) ≤ N0, for 2 ≤ i ≤ δn.
However, for any vertex v on the subwalk pi(0), . . . , pi1(h
1
2 − h2 + h1), we have
distG(v, φ(S1, A1)Si) > N0, for 2 ≤ i ≤ δn.(2.11)
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To see why (2.11) is true, assume Si = γjkS and h1 = tl; note that from (2.6), (2.7),
(2.9), we have
distG(pi1(h
1
2 − h2 + h1), φ(S1, A1)Si)
= distG(φ(S1, A1)pi(h1), φ(S1, A1)Si)
= distG(pi(h1), Si)
≥ distG(pi(jk), pi(jl))− distG(pi(jk), Si)− distG(pi(jl), pi(tl))
≥ 8(N0 + |S|) +N −N0 − 2N0 − |S|
≥ 5N0 + 7|S|+N.
For any u ∈ β1 ∪ [θ1 \ (pi1(h12 − h2 + h1), . . . , pi1(n− h2 + h12))] ∪ ω1, we have
distG(u, pi1(h
1
2 − h2 + h1)) ≤ 2|ω1|+ |β1| ≤ 2N0 +N.
Then
distG(u, φ(S1, A1)Si) ≥ distG(pi1(h12 − h2 + h1), φ(S1, A1)Si)− distG(u, pi1(h12 − h2 + h1))
≥ 3N0 + 7|S|.
For any u ∈ α1 ⊆ pi, since pi is an n-step SAW on G1, and G1 is a component of
G \ ΓS, we deduce that u ∈ A1 and pi(hi) ∈ A1. Hence
pi1(h
1
i ) = φ(S1, A1)[pi(hi)] ∈ B1.
Since any path joining u and pi1(h
1
i ) must cross S1, we obtain
distG(u, φ(S1, A1)Si) ≥ distG(u, pi1(h1i ))− distG(pi1(h1i ), φ(S1, A1)Si)
≥ distG(u, S1) + distG(pi1(h1i ), S1)− distG(pi1(h1i ), φ(S1, A1)Si)
≥ 2N0 −N0 = N0.
This way we obtain (2.11), and the lemma follows. 
Let
pi0 := pi, h
0
i = hi,
for 1 ≤ i ≤ δn. Assume that we have constructed SAWs pi1, . . . , pis, where 1 ≤ s < δn.
Assume that αs = (pis−1(0), . . . , pis−1(hs−1s )) is a subwalk of both pis−1 and pis, and
that pis−1 \ αs is mapped by a graph automorphism φs ∈ Γ to a subwalk of pis. Let
hsi = h
s−1
i , for 1 ≤ i ≤ s, and let hsi (s+ 1 ≤ i ≤ δn) be the step in pis of the image of
pis−1(hs−1i ) under the graph automorphism φs. Assume also that pis(h
s
q) is the closest
vertex, in graph distance, on pis to φs . . . φ1Sq for s+ 1 ≤ q ≤ δn.
Now we construct an SAW pis+1, following the procedure below.
• let αs+1 be the subwalk of pis from pis(0) to pis(hss+1);
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• use a shortest path ωs+1 to join pis(hss+1) and S˜s+1 := φs . . . φ1Ss+1;
• let As+1 be the component of G \ S˜s+1 containing pis(hss+1); use φs+1 :=
φ(S˜s+1, As+1) to map the concatenation of the reversed ωs+1 and pis(h
s
s+1), . . . , pis(n+
hss+1 − hs+1) to another component of G \ S˜s+1, and denote the image of the
concatenation of the two subwalks under φ(S˜s+1, As+1) by θs+1;
• use an SAW βs+1 in G \ [As+1 ∪ φ(S˜s+1, As+1)As+1] to join the last vertex of
ωs+1 and its image under φs+1 (note that the existence of βs+1 is guaranteed
by Assumption 1.1);
• let pis+1 be the concatenation of αs+1, ωs+1, βs+1 and θs+1.
We can check that pis+1 is indeed an SAW. See Figure 2.2.
As+1 S˜s+1
αs+1
ωs+1
βs+1
θs+1
φ(S˜s+1, As+1)(ωs+1 ∪ [piw \ αs+1]) = θs+1
Figure 2.2.
We can also show that that pis+1(h
s+1
p ) is a closest vertex on pis+1 to φs+1 . . . φ1Sp,
for s + 2 ≤ p ≤ δn, where pis+1(hs+1p ) = φs+1(pis(hsp)), by similar arguments as in
the proof of Lemma 2.5. We repeat the above induction process until we construct
the SAW piδn. Note that piδn is an SAW whose length is at least n and at most
n+ δn(N + 2N0).
We consider the number of pairs (pi,H), and obtain
|(pi,H)| ≥ cn(v)
(
κn
δn
)
.(2.12)
Moreover,
|(pi,H)| ≤
n+δn(N+2N0)∑
t=n
ct(v)
[d|S||S|(2N0 +N)4]2δn(2.13)
where d is the maximal vertex degree of G; d is obviously finite since G is quasi-
transitive and locally finite. Taking nth root of (2.12), (2.13), and letting n → ∞,
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we have
λ(E˜1)
κκ
δδ(κ− δ)κ−δ ≤ µ
(
d|S||S|(2N0 +N)4
)2δ
.(2.14)
Then the proof is completed by the following lemma:
Lemma 2.6. If (2.14) holds, we have λ(E˜) < µ.
Proof. We claim that (2.14) cannot hold when λ(E˜1) = µ, and
δ
κ
> 0 and is suffi-
ciently small. That is because
lim
δ→0
κκ
δδ(κ− δ)κ−δ = 1.
lim
δ→0
(
d|S||S|(2N0 +N)4
)2δ
= 1.
Let
f1(δ) = κ log κ− δ log δ − (κ− δ) log(κ− δ)
f2(δ) = 2δ log[d
|S||S|(2N0 +N)4]
Then
f ′1(δ) = log
κ− δ
δ
; f ′2(δ) = 2 log[d
|S||S|(2N0 +N)4]
Hence
lim
δ→0
f ′1(δ) = +∞; lim
δ→0
f ′2(δ) = 2 log[d
|S||S|(2N0 +N)4] < +∞.
Then when δ is sufficiently small, we have
κκ
δδ(κ− δ)κ−δ >
(
d|S||S|(2N0 +N)4
)2δ
;
which contradicts (2.14). Therefore we have λ(E˜1) < µ. 

To prove Theorem 1.3, we will analyze both the case λ(E∗) = µ and the case
λ(E∗) < µ.
Lemma 2.7. (1) If
λ(E∗) = µ;(2.15)
then there exists an integer k with 1 ≤ k < |S|, such that
(a) there exists a vertex v0 such that
lim sup
n→∞
cv0n (0, E˜k+1)
1
n = µ.(2.16)
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(b) for any vertex v0 of G,
lim sup
n→∞
cv0n (an, E˜k(m))
1
n < µ,(2.17)
where a,m satisfy (2.21).
(2) If
λ(E∗) < µ;(2.18)
for any vertex v0 of G,
lim sup
n→∞
cv0n (an,E
∗(m))
1
n < µ.(2.19)
Proof. We first assume (2.15). Let 1 ≤ k ≤ |S|. We make the following observations.
First, cn(0, E˜k) is a non-decreasing function of k; secondly, if E
∗ does not occur on
a given walk, then E|S| cannot occur. Therefore
cn(0, E
∗) ≤ cn(0, E˜|S|) ≤ cn.
As a result, (2.15) implies
lim sup
n→∞
cn(0, E˜|S|)
1
n = µ.
By Lemma 2.4, λ(E˜1) < µ. We may choose k with 1 ≤ k < |S|, such that
λ(E˜k) < µ, λ(E˜k+1) = µ(2.20)
Let ,m satisfy (2.1) and let m ≥ M satisfy (2.3). By Lemma 2.1, there exists
a = a(,m) > 0, such that
lim sup
n→∞
cn(an, E˜k(m))
1
n < µ.(2.21)
By quasi-transitivity of G, λ(E˜k+1) = µ implies (2.16).
Moreover, λ(E˜k) < µ implies (2.17).
Now assume that (2.18), by quasi-transitivity of G, (1.2) and Lemma 2.1, for any
vertex v0 of G,
lim sup
n→∞
cv0n (an,E
∗(m))
1
n < lim
n→∞
cn(v0)
1
n = µ.(2.22)

Let pi be an n-step SAW on G. We say that F occurs at the jth step of pi when
one of the following two cases occur:
(a) if λ(E∗) < µ, then
• E∗(m) occurs at the jth step of pi; and
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• assume that pi(j) ∈ γS, γ ∈ Γ and the subwalk (pi(j−m), . . . , pi(j+m))
visits all the vertices of γS. Let pi(α) (α ≥ j −m) be the first vertex of
γS visited by pi, and let pi(β) (α < β ≤ j + m) be the last vertex of γS
visited by pi. Then pi(α− 1) and pi(β + 1) are in distinct components of
G \ γS.
(b) if λ(E∗) = µ, let k be as in (2.20), then
• E˜k(m) occurs at the jth step, and E˜k+1 does not occur at the jth step;
and
• assume that pi(j) ∈ γS, γ ∈ Γ and pi visits exactly k vertices of γS. Let
pi(α) (α ≥ j − m) be the first vertex of γS visited by pi, and let pi(β)
(α < β ≤ j + m) be the last vertex of γS visited by pi. Then pi(α − 1)
and pi(β + 1) are in distinct components of G \ γS.
For r ≥ 0, and v ∈ V
• if λ(E∗) < µ, let bvn(r, F ) be the number of n-step SAWs on G starting from
v, such that E∗(m) occurs at least an times, and F occurs no more than r
steps;
• if λ(E∗) = µ, let bvn(r, F ) be the number of n-step SAWs on G starting from
v, such that E˜k(m) occurs at least an times, Ek+1 never occurs, and F occurs
in no more than r steps.
Lemma 2.8. (a) If λ(E∗) < µ, then for any v ∈ V , we have
lim sup
n→∞
bvn(0, F )
1
n < µ.
(b) If λ(E∗) = µ, let v be a vertex satisfying (2.16), then
lim sup
n→∞
bvn(0, F )
1
n < µ.
Proof. Let v be a vertex satisfying the assumptions of the lemma. Assume that
lim sup
n→∞
bvn(0, F )
1
n = µ;(2.23)
we will obtain a contradiction. The idea is to modify those SAWs where F never
occurs to SAWs where F occurs δN(0 < δ < 1) times; different ways of modifications
give a nontrivial exponential factor to the total number of n-step SAWs compared
to bvn(0, F ). Therefore if (2.23) holds, then the connective constant must be strictly
greater than µ.
We define a set Un of SAWs as follows
• If λ(E∗) < µ, let Un be the set consisting of all the n-step SAWs on G starting
from v such that E∗(m) occurs at least an times, and F never occurs. .
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• If λ(E∗) = µ, let k be given as in (2.20) and let Un be the set consisting of
all the n-step SAWs on G starting from v, such that E˜k(m) occurs at least
an times, and E˜k+1 never occurs, and F never occurs.
Let pi ∈ Un. Let j1, . . . , ju be the indices of the SAW pi such that one of the
following is true
• E∗(m) occurs at j1, . . . , ju if λ(E∗) < µ; or
• Ek(m) occurs if λ(E∗) = µ.
Moreover, assume that for any 1 ≤ i < l ≤ u,
distG(pi(ji), pi(jl)) ≥ 4(2m+ 1)|S|.(2.24)
We may assume u = κn such that (2.24) holds. We choose a subset
H = {t1, . . . , tδn} ⊂ {j1, . . . , jκn},
where 0 < δ < κ, ti < tj when i < j, to perform the following inductive manipula-
tions.
For 1 ≤ i ≤ δn, let γiS be the copy of S (where γi ∈ Γ) such that pi(ti) ∈ γiS, and
all the vertices of γiS are visited by pi and by the subwalk (pi(ti−m), . . . , pi(ti+m)) if
λ(E∗) < µ (exactly k vertices of γiS are visited by the subwalk (pi(ti−m), . . . , pi(ti+
m)) if λ(E∗) = µ). Let pi(αi) (αi ≥ ti −m) be the first vertex of γiS visited by pi,
and let pi(βi) (αi < βi ≤ ti +m) be the last vertex of γiS visited by pi. Since pi ∈ Un,
F never occurs in pi; therefore pi(αi− 1) and pi(βi + 1) are in the same component of
G \ γiS.
Let Ai be the component of G \ γiS containing pi(αi − 1) and pi(βi + 1), and
let φ(γiS,Ai) be as described in Assumption 1.1 (3) and φ(γiS,Ai)Ai ⊆ Bi. We
construct a new SAW pi1 from pi as follows.
• The subwalk (pi1(0), . . . , pi1(α1)) is the same as the subwalk (pi(0), . . . , pi(α1)).
• We map (pi(β1 + 1), . . . , pi(n)), as an SAW in A1, to an SAW θ1 in B1 by
φ(γ1S,A1), as described in Assumption 1.1 (3).
• we use an SAW ω1 in G \ [A1 ∪ φ(γ1S,A1)A1] joining pi(α1) and the vertex
φ(γ1S,A1)pi(β1). This is possible since S is connected by Assumption 1.1 (1),
and γ1S is an identical copy of S.
• Let pi1 be the concatenation of (pi1(0), . . . , pi1(α1)), ω1 and θ1.
See Figure 2.3.
Let
pi0 := pi, α
0
i := αi, β
0
i := βi, φ1 := φ(γ1S,A1).
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for 1 ≤ i ≤ δn. We make the following induction hypothesis: assume that we have
constructed SAWs pi1, . . . , pik, and graph automorphisms φ1, . . . , φk, where 1 ≤ k <
δn such that
• for 1 ≤ i ≤ k, ηi = (pii−1(0), . . . , pii−1(αi−1i )) is a subwalk of both pii−1 and pii;
and
• for 1 ≤ i ≤ k, S˜i = φi−1 . . . φ1Si; and
•
αli = α
l−1
i , for 1 ≤ i ≤ l ≤ k − 1;
βlj = β
l−1
j , for 1 ≤ j < l ≤ k − 1;
and for 1 ≤ l ≤ k−1, αli (l+1 ≤ i ≤ δn) (resp. βlj (l ≤ j ≤ δn)) is the step in
pil of the image of pil−1(αl−1i ) (resp. pil−1(β
l−1
j )) under the graph isomorphism
φl; and
• for 1 ≤ i ≤ k, (pii−1(βi−1i ), pii−1(βi−1i + 1), . . . , pii−1(|pii−1|)) is mapped by the
graph automorphism φk ∈ Γ to a subwalk of pii.
Let
αki = α
k−1
i , for 1 ≤ i ≤ k;
βkj = β
k−1
j , for 1 ≤ j ≤ k − 1.
Let αki (k + 1 ≤ i ≤ δn) (resp. βkj (k ≤ j ≤ δn)) be the step in pik of the image of
pik−1(αk−1i ) (resp. pik−1(β
k−1
j )) under the graph isomorphism φk. .
Now we construct an SAW pik+1, following the procedure below.
• Let ηk+1 be the subwalk of pik from pik(0) to pik(αkk+1).
A1 B1S1
pi(α1 − 1)
pi(β1 + 1)
pi(α1)
pi(β1) θ1
ω1
Figure 2.3. The self-avoiding walk pi is represented by the green
curve; θ1 = φ(γ1S,A1)(pi(β1 + 1), . . . , pi(n)); pi1 = (pi(0), . . . , pi(α1)) ∪
ω1 ∪ θ1
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• Let S˜k+1 := φk . . . φ1Sk+1. Let Ak+1 be the component of G \ S˜k+1 containing
pik(α
k
k+1); use φk+1 := φ(S˜k+1, Ak+1) to map the subwalk pik(β
k
k+1), . . . , pik(n−
βk+1 + β
k
k+1) to an SAW θk+1 in another component of G \ S˜k+1.
• Use an SAW ωk+1 in G \ [Ak+1 ∪ φk+1(S˜k+1, Ak+1)Ak+1] to join pik(αkk+1) and
φk+1(pik(β
k
k+1)) (note that the existence of such an SAW is guaranteed by
Assumption 1.1);
• let pik+1 be the concatenation of ηk+1, ωk+1 and θk+1.
We can check that pik+1 is indeed an SAW. See Figure 2.4.
Ak+1 S˜k+1
pik(α
k
k+1)
pik(β
k
k+1) θk+1
ωk+1
Figure 2.4. The self-avoiding walk pik is represented by the green
curve; θk+1 = φ(S˜k+1, Ak+1)(pik(β
k
k+1 + 1), . . . , pik(|pik|)); pik+1 =
(pik(0), . . . , pik(α
k
k+1)) ∪ ωk+1 ∪ θk+1
We claim that
[φk . . . φ1Sk+1] ∩ [φk+1 . . . φ1Sk+2] = ∅.(2.25)
To see why (2.25) is true, note that by (2.24), we have
distG(Sk+1, Sk+2) ≥ 2|S|.
Since φi (1 ≤ i ≤ k)’s are automorphisms of G, we have
distG(φk . . . φ1Sk+1, φk . . . φ1Sk+2) ≥ 2|S|.
This implies
[φk . . . φ1Sk+1] ∩ [φk . . . φ1Sk+2] = ∅.
Since φk+1 maps φk . . . φ1Sk+2 from one component of G \ [φk . . . φ1Sk+1] to another
component of of G \ [φk . . . φ1Sk+1], (2.25) follows.
We continue the above construction process until we have already constructed the
SAW piδn. Note that the length of piδn satisfies
|piδn| ≤ n+ nδN ;
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since the length of ωi(1 ≤ i ≤ δn) satisfies |ωi| ≤ N by Assumption 1.1(3).
Counting the number of pairs |(pi,H)|, we have
|(pi,H)| ≥ |Un|
(
κn
δn
)
,
and
|(pi,H)| ≤
(
n+δnN∑
i=1
ci
)(
2m∑
i=1
cid
|S||S|(N + d|S|)3
)δn
.
We have
lim sup
n→∞
|Un| 1n ≤ δ
δ(κ− δ)κ−δ
κκ
µ1+2Nδ
[
2m∑
i=1
cid
|S||S|(N + d|S|)3
]δ
:= g(δ)
Note that
g(0) = µ, g′(0) = −∞.
Hence for 0 < δ ≤ δ0, g(δ) < µ. Therefore we have
lim sup
n→∞
|Un| 1n < µ,
and the proof is complete. 
Lemma 2.9. For r ≥ 0, let
bn(r, F ) = sup
v∈G
bvn(r, F ).
Then
lim sup
n→∞
bn(0, F )
1
n < µ.(2.26)
Proof. If λ(E∗) < µ, then (2.26) follows from Part (a) of Lemma 2.8, and the quasi-
transitivity of G under the action of Γ.
Now assume that λ(E∗) = µ. Let k be a positive integer satisfying (2.20). We
consider the following cases
A. The starting vertex v of SAWs satisfy
lim sup
n→∞
cvn(0, E˜k+1)
1
n = µ.
B. The starting vertex v of SAWs satisfy
lim sup
n→∞
cvn(0, E˜k+1)
1
n < µ.(2.27)
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In Case A., (2.26) follows from Part (b) of Lemma 2.8. In Case B., (2.26) follows
from (2.27) and the following fact
bvn(0, F ) ≤ cvn(0, E˜k+1).

Lemma 2.10. There exist a′, R′ ∈ (0, 1), such that
lim sup
n→∞
bn(a
′n, F )
1
n < R′µ.
Proof. Let us consider the number of n-step SAWs on G starting from a fixed vertex,
such that F occurs less than ξn times, where ξ is a small positive number.
Let ,m satisfy (2.3). If F occurs in less than ξn times, then it occurs in less than
ξn of the L =
⌊
n
m
⌋
m-step subwalks
(pi(im+ 1), . . . , pi((i+ 1)m)), for 0 ≤ i ≤ n.
By enumerating all the m-step subwalks where F occurs, we obtain
bn(ξn, F ) ≤
ξn∑
i=1
(
L
i
)
[µ(1− )]Nm−im(µ(1 + ))imcn−Nm.(2.28)
Note that by Lemma 2.9, we have
• When λ(E∗) < µ, [µ(1− )]m gives an upper bound for the number of m-step
SAWs starting from a fixed vertex, such that one of the followings holds
– E∗(m) occurs less than am times; or
– E∗(m) occurs at least am times, and F never occurs,
where a,m satisfies (2.22).
• When λ(E∗) = µ, [µ(1− )]m gives an upper bound for the number of m-step
SAWs starting from a fixed vertex such that
– E˜k(m) occurs less than am times; or
– E˜k(m) occurs at least am times, Ek+1 never occurs, and F never occurs.
Here k satisfies (2.20), and a,m satisfies (2.21).
Taking nth roots of 2.28 and letting n → ∞, we obtain that when ξ is sufficiently
small
lim sup
n→∞
bn(ξn, F )
1
n < µ,
and the lemma follows. 
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Proof of Theorem 1.3 A. If λ(E∗) < µ, let dvn be the number of n-step SAWs in
G starting from v such that E∗(m) occurs at least an times, and F occurs at least
a′n times, where a is given by (2.22) and a′ is given by Lemma 2.10. Then we have
lim sup
n→∞
dvn = µ.(2.29)
Now assume that λ(E∗) = µ. Let v be a vertex of G satisfying (2.16). Let a > 0
be given by (2.17), and a′ > 0 be given by Lemma 2.10. Let dvn be the number of
n-step SAWs in G such that Ek+1 never occurs, Ek(m) occurs at least an times, and
F occurs at least a′n times. Then
lim sup
n→∞
dvn = µ.(2.30)
Note that in an SAW pi, if F occurs at least a′n times, then ‖pi‖ ≥ a′n. The
theorem follows from (2.29) and (2.30). 
3. Proof of Theorem 1.3 B.
We prove Theorem 1.3 B. in this section. Let G = (V,E) be a graph satisfying
Assumption 1.2. Since any graph satisfying Assumption 1.2 must satisfy Assump-
tion 1.1 as well, all the results proved in Section 2 also apply to graphs satisfying
Assumption 1.2.
Let pi be an n-step SAW on G. Recall that E∗ occurs at the jth step of pi if there
exists γS ∈ ΓS such that pi(j) ∈ γS, and all the vertices of γS are visited by pi. For
k ≥ 1, we say that Ek occurs at the jth step of pi, if there exists γS ′ ∈ ΓS ′, such that
pi(j) ∈ γS ′, and at least k vertices of γS ′ are visited by pi, where S ′ containing S is
given as in Assumption 1.2. We say that E˜k occurs at the jth step of pi if E∗ or Ek
(or both) occur there.
In the following, we will use E to denote any of E∗, Ek or E˜k. If m is a positive
integer, we say that E(m) occurs at the jth step of pi if E occurs at the mth step of
the 2m-step subwalk (pi(j −m), . . . , pi(j +m)).
For r ≥ 0 and v ∈ G, let cvn(r, E) (resp. cvn(r, E(m))) be the number of n-step SAWs
starting from v for which E (resp. E(m)) occurs at no more than r different steps.
Let
cn(r, E) = sup
v∈V
cvn(r, E)
cn(r, E(m)) = sup
v∈V
cvn(r, E(m))
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Let
λ(E) = lim sup
n→∞
cn(0, E) 1n .
Let µ be the connective constant of G. We have that λ(E) < µ if and only if
there exist  > 0,M ∈ N, such that cm(0, E) < [µ(1− )]m, for m ≥M.(3.1)
The proof of Theorem 1.3 B. is similar to that of Theorem 1.3 A.; both of which
are inspired by the proof of the pattern theorem by Kesten ([23]), and obtained by
modifying local configurations of SAWs on δn(0 < δ < 1) disjoint locations to create
a nontrivial exponential factor on the total number of SAWs. The difference lies in
that under the stronger Assumption 1.2, we obtain the stronger Lemma 3.3 (recall
that if we only have Assumption 1.1, we always discuss two cases λ(E∗) < µ and
λ(E∗) = µ). With Lemma 3.3, we can prove the stronger result that SAWs on such
a graph actually have positive speed. More precisely, not only that the exponential
growth rate of the number of n-step SAWs whose end-to-end distance is linear in
n is the same as the connective constant; but the number of n-step SAWs whose
end-to-end distance is not linear in n is indeed exponentially small compared to the
number of all the n-step SAWs.
Lemma 3.1. Let k satisfy 1 ≤ k ≤ |S|, and
λ(E) < µ.(3.2)
Let ,M satisfy (3.1), and let m ≥M satisfy
cm ≤ [µ(1 + )]m.(3.3)
Then there exist a = a(,m) and R = R(,m) ∈ (0, 1), such that
lim sup
n→∞
cn(an, E(m)) 1n < Rµ.
Proof. Same as the proof of Lemma 2.1. 
Lemma 3.2. λ(E˜1) < µ.
Proof. The lemma follows from Lemma 2.4 and the fact that λ(E˜1) < λ(E˜1). 
Lemma 3.3. λ(E∗) < µ.
Proof. Assume that
λ(E∗) = µ;(3.4)
we will obtain a contradiction.
POSITIVE SPEED SELF-AVOIDING WALKS 25
We make the following observations. First, cn(0, E˜k) is a non-decreasing function of
k; secondly, if E∗ does not occur on a given walk, then E|S′| cannot occur. Therefore
cn(0, E∗) ≤ cn(0, E˜|S′|) ≤ cn.
As a result, (3.4) implies
lim sup
n→∞
cn(0, E˜|S′|) 1n = µ.
By Lemma 4.20, λ(E˜1) < µ. We may choose k with 1 ≤ k < |S|, such that
λ(E˜k) < µ, λ(E˜k+1) = µ.(3.5)
Let ,m satisfy (3.1) and let m ≥ M satisfy (3.3). By Lemma 4.19, there exists
a = a(,m) > 0, such that
lim sup
n→∞
cn(an, E˜k(m)) 1n < µ.(3.6)
By (3.5) and (3.6) and the quasi-transitivity of G, there exists a vertex v0 of G,
such that
lim sup
n→∞
cv0n (0, E˜k+1)
1
n = µ;(3.7)
and for any v ∈ V ,
lim sup
n→∞
cvn(an, E˜k(m))
1
n < µ.(3.8)
Let Tn be the set consisting of all the n-step SAWs starting from v0 for which Ek+1
never occurs, but E˜k(m) occurs at least an times. We have that
|Tn| ≥ cv0n (0, E˜k+1)− cv0n (an, E˜k(m)).
By (3.7) and (3.8), we have
lim sup
n→∞
|Tn| 1n = µ.(3.9)
The rest of the proof is devoted to show the existence of t < 1, such that
lim sup
n→∞
|Tn| 1n < tµ.
This contradicts (3.9), and the lemma follows.
Let d be the maximal vertex degree of G. Let pi ∈ Tn, so that pi contains at least
an occurrences of E˜k(m). We can find j1 < . . . < ju with u = bκnc − 2, where
κ =
a
(2m+ 2)d4|S′|
,(3.10)
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such that
E˜k(m) occurs at the j1th, j2th, . . . , juth steps of pi,
(and perhaps other steps as well), and in addition,
• 0 < j1 −m, ju +m < n,
• jt +m < jt+1 −m;
• for any γ1, γ2 ∈ Γ, such that pi(ji) ∈ γ1S ′ and pi(jl) ∈ γ2S ′, i 6= l, γ1S ′ and
γ2S
′ are disjoint.
Such jt’s may be found by the following iterative construction. First j1 is the small-
est j > m such that Ek(m) occurs at the jth step of pi. Having found j1, j2, . . . , jr,
let jr+1 be the smallest j such that
(a) jr +m < jr+1 −m;
(b) E˜k(m) occurs at the jth step of pi;
(c) for any γ1, γ2 ∈ Γ, such that pi(ji) ∈ γ1S ′ (i ≤ r), and pi(jr+1) ∈ γ2S ′, we
have γ1S
′ ∩ γ2S ′ = ∅.
Condition (a) gives rise to the factor (2m + 2) in the denominator of (3.10), and
Condition (c) gives rise to the factor d4|S
′|.
Let t ∈ {1, 2, . . . , u}. Since E˜k(m) but not E˜k+1 occurs at the jtth step, pi visits at
most k vertices in each γS containing pi(jt). Let Ψt be the set consisting of all the
copies γS ′ of S ′ in ΓS ′, such that pi(jt) ∈ γS ′, pi visits exactly k vertices of γS ′, and
these k vertices lie between pi(jt −m) and pi(jt + m) on pi. Choose γtS ∈ Ψt. For
t = 1, 2, . . . , u, let
αt = min{i : pi(i) ∈ γtS ′}, βt = max{i : pi(i) ∈ γtS ′},
so that
jt −m ≤ αt ≤ jt ≤ βt ≤ jt +m.
We next describe the strategy for the replacement of the subwalk (pi(αt), pi(αt +
1), . . . , pi(βt)). Starting from pi(αt), the walk follows an SAW in γtS joining pi(αt)
and pi(βt), and visits every vertex in γtS. Such an SAW exists by Assumption 1.2.
Let δ satisfy 0 < δ < κ, to be chosen later, and set s = δn. Let H = (h1, . . . , hs)
be an oriented subset of {j1, . . . , ju}. We shall make an appropriate substitution in
the neighborhood of each pi(ht) to obtain an SAW pi
∗ = (pi,H).
We estimate the number of pairs (pi,H) as follows. First, the number |(pi,H)| is
at least the cardinality of Tn multiplied by the minimum number of possible choices
of H as pi ranges over Tn. Any subset of {j1, . . . , ju} with cardinality s = δn may be
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chosen for H, whence
|(pi,H)| ≥ |Tn|
(
κn− 2
δn
)
(3.11)
We bound (pi,H) above by counting the number of SAWs pi∗ of G with length not
exceeding n + |S ′|δn, and multiplying by an upper bound for the number of pairs
(pi,H) giving rise to a particular pi∗.
The number of possible choices of pi∗ is no greater than
∑n+|S′|δn
i=0 ci. A given pi∗
contains |H| = δn occurrences of visits to all the vertices of some copy of S ′ under
Γ. At the tth such occurrence, pi(ht) is a point on γtS
′ and there are no more than
|S ′| different choices of pi(ht). For given pi∗ and (pi(ht) : t = 1, 2, . . . , s), there are at
most [
∑2m
i=1 ci]
δn corresponding SAWs pi of G. Therefore
|(pi,H)| ≤
(
d|S
′||S ′|2
2m∑
i=1
ci
)δnn+|S′|δn∑
i=0
ci
(3.12)
We combine (3.11) and (3.12), take nth root and the limit as n→∞, we obtain,
by the fact that c
1
n
n → µ,
µ
κκ
δδ(κ− δ)κ−δ ≤
(
d|S
′||S ′|2
2m∑
i=1
ci
)δ
µ1+|S
′|δ.
There exists Z = Z(,m, d, |S|), such that
d|S
′||S ′|2µ|S′|
2m∑
i=1
ci ≤ Z,
therefore
µ ≤ f(η)κµ,
where f(η) = Zηηη(1− η)1−η, and η = δ
κ
. Since
lim
η→0
f(η) = 1, lim
η→0
f ′(η) = −∞,
we have f(η) < 1 for sufficiently small η = η(Z) > 0. The contradiction implies the
lemma. 
Proof of Theorem 1.3 B. By Lemma 3.3, λ(E∗) < µ. Let σn be the number of
n-step SAWs on G starting from a fixed vertex such that one of the followings holds
• E∗(m) occurs less than an times; or
• E∗(m) occurs at least an times, and F occurs less than a′n times
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where a satisfies (2.22) and a′ satisfies Lemma 2.10. We have
lim sup
n→∞
σn < µ.
For any n-step SAW pi on G starting from a fixed vertex not counted in σn, F occurs
at least a′n times, and therefore ‖pi‖ ≥ a′n. This implies that SAWs on G have
positive speed. 
4. Groups with more than one end
In this section, we prove Theorem 1.7. The proof is based on the stalling’s splitting
theorem, and an explicit construction of the set S satisfying Assumption 1.1.
Lemma 4.1. Let G = (V,E) be an infinite, connected, locally finite graph. Let
A,B ⊆ V be two finite set of vertices of G satisfying A ⊆ B. Let G\A (resp. G\B)
be the subgraph of G obtained from G by removing all the vertices in A (resp. B) as
well as their incident edges. If G\A has at least two infinite components, then G\B
has at least two infinite components. Moreover, each infinite component of G \ A
contains at least one infinite component of G \B.
Proof. Since G is a locally finite graph, we may assume that G has maximal vertex
degree d, where 1 ≤ d < ∞ is a positive integer. Let R1 and R2 be two infinite
components of G \A. We will show that each one of R1 \B and R2 \B has at least
one infinite component.
Since R1 \ B can be obtained from R1 by removing finitely many vertices and
edges, if R1 \ B has no infinite components, then R1 \ B has infinitely many finite
components. Moreover, since each vertex of G is incident to at most d edges, for
any connected subgraph of G, removing one vertex of the subgraph as well as all its
incident edges can split the subgraph into at most d connected components. Since
|B| <∞, it is not possible that R1 \ B has infinitely many finite components. As a
result, R1 \B has at least one infinite component. The fact that R2 \B has at least
one infinite component can be proved similarly. 
Now we prove Theorem 1.7. By Stalling’s splitting theorem ([30, 31]), a group Γ
has more than one end if and only if one of the followings holds.
(1) the group Γ is an amalgated free product, i.e.
Γ = H ∗C K,
where H,K are groups, and C is a finite group such that C 6= H and C 6= K.
More precisely, there exist group homomorphisms φ : C → H and ψ : C → K,
such that H ∗C K can be obtained from the free product H ∗ K by adding
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relations φ(c)ψ−1(c) for every c ∈ C. For simplicity, we shall identify c, φ(c)
and ψ(c) in all the remaining parts of the paper.
(2) There exists a group H, two finite subgroups F1, F2 of H, and a group
isomorphism φ : F1 → F2, such that Γ is the following HNN extension
Γ = 〈H, t|t−1f1t = φ(f1), ∀f1 ∈ F1〉
We will prove Theorem 1.7 for Case (1) and Case (2), in the subsections below.
4.1. Proof of Theorem 1.7 when Γ is an amalgamated free product. In this
section, we prove Theorem 1.7 when the group Γ is a free product with amalgamation,
as described in Case (1). We start with the following standard result concerning
members in a amalgamated free product.
Lemma 4.2. (Normal form for amalgamated free product [24]) Every element in
H ∗C K which is not in the image of C can be written in the normal form
v1 · . . . · vn
where the terms vi lie in H \C or K \C and alternate between two sets. The length
n is uniquely determined and two such expressions v1 · . . . · vn give the same element
in H ∗C K if and only if there are elements c1, . . . , cn ∈ C, so that
wk = ck−1vkc−1k ,
where c0 = cn = 1.
Assume that Γ is a free product with amalgamation as described in Case (1). Let
GH (resp. GK) be a locally finite Cayley graph for H (resp. K) with respect to a
finite set of generators TH (resp. TK). Let G0 be a locally finite Cayley graph of Γ
constructed from GH and GK as follows.
(a) Construct the free product graph GH ∗ GK of GH and GK . In other words
GH ∗GK is the Cayley graph for the free product H ∗K with respect to the
generator set TH ∪ TK .
(b) Glue vertices u ∈ GH ∗ GK and w ∈ GH ∗ GK if there exists a vertex v ∈
GH ∗GK such that v−1u = v−1w ∈ C.
Let E0 denote the edge set of G0.
Let 1Γ be the identity element of the group Γ. Let G be a locally finite Cayley
graph of Γ with respect to the generator set T such that |T | < ∞, T = T−1 and
1Γ /∈ T . Let
D0 = max
t∈T,v∈Γ
distG0(v, vt),(4.1)
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where distG0(·, ·) is the graph distance in G0.
Let
C1 = {v ∈ Γ, distG0(v, C) ≤ D0 + 1}.(4.2)
Then C ⊆ C1, and |C1| < ∞. Let C2 be a finite set of vertices containing C1, such
that C2 is connected in G in the sense defined as in Section 1.
Lemma 4.3. Assume that u ∈ Γ has normal form starting from a term in H \ C;
and that v ∈ Γ has normal form starting from a term in K \C, then any path in G0
joining 1Γ and u
−1v must visit a point in u−1C.
Proof. Since u ∈ Γ has a normal form starting from a term in H \ C, and v ∈ Γ
has a normal form starting from a term in K \C, then the concatenation of normal
forms of u−1 and v gives us a normal form of u−1v, denoted by z1 · . . . · zn. This
normal form gives rise to a path τu−1v in G0 joining 1Γ and u
−1v. More precisely,
τu−1v is the concatenation of n paths τi, 1 ≤ i ≤ n, such that τi is the shortest path
in z1 · . . . ·zi−1H (resp. z1 · . . . ·zi−1K) consisting of edges of G0 and joining z1 · . . . ·zi−1
and z1 · . . . · zi, if zi ∈ H \C (resp. zi ∈ K \C). We can see that the path τu−1v visits
the vertex u−1.
Assume that lu−1v is an arbitrary path in G0 joining 1Γ and u
−1v. Then lu−1v gives
rise to a sequence x1, . . . , xm, such that
(a) for 1 ≤ i ≤ m, lu−1v visits every vertex in {x1 · . . . · xi}1≤i≤m;
(b) for 1 ≤ i ≤ m, xi ∈ H \ C or xi ∈ K \ C;
(c) for 1 ≤ i ≤ m− 1, if xi ∈ H \ C, then xi+1 ∈ K \ C;
(d) u−1v = x1 · . . . · xmc, where c ∈ C.
Indeed x1, . . . , xm can be found by the following induction process. Let {y1, . . . , yl}
be all the vertices incident to an edge in [H \ C] ∩ E0 along lu−1v or an edge in
[K \ C] ∩ E0 along lu−1v, and assume that starting from 1Γ and traversing along
lu−1v, one visits y1, . . . , yl in order. Let y0 = 1Γ. From {y1, . . . , yl}, we perform the
following manipulations.
A. Remove all the yi’s such that y
−1
i−1yi ∈ C; let {y(1)1 , . . . , y(1)l1 } be the remaining
set of vertices;
B. Remove all the y
(1)
i ’s such that either both [y
(1)
i−1]
−1y(1)i and [y
(1)
i ]
−1y(1)i+1 are
in H or both [y
(1)
i−1]
−1y(1)i and [y
(1)
i ]
−1y(1)i+1 are in K; let {y(2)1 , . . . , y(2)l2 } be the
remaining set of vertices.
Once we have constructed {y(2j)1 , . . . , y(2j)l2j }, for j ≥ 1, we perform the following
manipulations.
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A. Remove all the yi’s such that [y
(2j)
i−1 ]
−1y(2j)i ∈ C; let {y(2j+1)1 , . . . , y(2j+1)l1 } be
the remaining set of vertices;
B. Remove all the y
(1)
i ’s such that either both [y
(2j+1)
i−1 ]
−1y(2j+1)i and [y
(2j+1)
i ]
−1y(2j+1)i+1
are inH or both [y
(2j+1)
i−1 ]
−1y(2j+1)i and [y
(2j+1)
i ]
−1y(2j+1)i+1 are inK; let {y(2j+2)1 , . . . , y(2j+2)l2j+2 }
be the remaining set of vertices.
We repeat the process above until we end up with a set of vertices {y(2k)1 , . . . , y(2k)l2k }
satisfying
(a) for 1 ≤ i ≤ l2k, [y(2k)i−1 ]−1y(2k)i ∈ H \ C or [y(2k)i−1 ]−1y(2k)i ∈ K \ C;
(b) for 1 ≤ i ≤ l2k − 1, if [y(2k)i−1 ]−1y(2k)i ∈ H \ C, then [y(2k)i ]−1y(2k)i+1 ∈ K \ C;
(c) for 1 ≤ i ≤ l2k − 1, if [y(2k)i−1 ]−1y(2k)i ∈ K \ C, then [y(2k)i ]−1y(2k)i+1 ∈ H \ C;
(d) u−1v = y(2k)l2k c, where c ∈ C.
Obviously the process above will terminate in finitely many steps. Let x1 = y
(2k)
1 ,
for 2 ≤ i ≤ l2k, xi = [y(2k)i−1 ]−1y(2k)i . Then
x1 · x2 · . . . · [xl2kc]
gives another normal form for u−1v. By the uniqueness of normal form Lemma 4.2,
we have l2k = m = n, and
zk = c
−1
k−1xkck.
where ck ∈ C. Since lu−1v visits every vertex in {x1 · . . . · xi}, 1 ≤ i ≤ n, lu−1v visits
a vertex in u−1C. 
Lemma 4.4. Let u ∈ Γ have normal form starting from a term in H \ C; and let
v ∈ Γ have normal form starting from a term in K \ C. If the lengths of normal
forms for u and v exceed the maximal length of normal forms of vertices in C1 (resp.
C2), u and v are in two distinct infinite components of G \ C1 (resp. G \ C2).
In particular, G \ C1 (resp. G \ C2) has at least two distinct infinite components.
Proof. By Lemma 4.3, any path in G0 joining 1Γ and u
−1v must visit a point in
u−1C.
Assume that there exists a path luv joining u and v in G \ C1. Then for any edge
〈p, q〉 along luv, p and q can be joined by a path in G0 which does not pass through
any vertex in C. That is because distG0(p, q) ≤ D0 by (4.1), and distG0(p, C) ≥ D0+2
and distG0(q, C) ≥ D0 + 2, by (4.2) and the fact that p, q ∈ G \ C1. Consider the
shortest path in G0 joining p and q, the length of this path is at most D0. If this
path passes through a vertex in C, then the length of this path is at least 2D0 + 4.
The contradiction implies that the shortest path in G0 joining p and q does not pass
through any vertex in C.
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By replacing each edge 〈p, q〉 along luv with a path in G0 joining p and q that does
not pass through any vertex in C, we obtain a path in G0 joining u and v without
passing through any vertex in C. This implies that there exists a path in G0 joining
1Γ and u
−1v which does not visit any vertex of u−1C, by the vertex-transitivity of
G0. This is a contradiction.
As a result, any path in G joining u and v must visit a vertex in C1. Since C1
is finite, the lengths of normal forms for vertices in C1 have a maximum M0. If the
lengths of normal forms for u and v exceed M0, then u ∈ G\C1 and v ∈ G\C1. This
means that u and v are in two distinct components of G \C1. Moreover, we can find
a singly-infinite path lu (resp. lv) on G starting from u (resp. v), such that moving
along the path from u, the length of normal forms along the path is non-decreasing.
Therefore all the vertices along lu (resp. lv) are in G \ C1. As a result, u and v are
in two distinct infinite component of G \C1. Similar arguments applies if we replace
C1 by C2. 
Let Ωn be the set of n-step SAWs on G starting from the identity vertex 1Γ. We
make the following assumptions
Assumption 4.5. (1) Let r1 ∈ Γ have a normal form starting from a term in
H \ C, and ending in a term in H \ C.
(2) Let r2 ∈ Γ have a normal form starting from a term in K \ C and ending at
a term in K \ C.
(3) The lengths of normal forms of r1 and r2 are strictly greater than the maximal
length of normal forms of elements in C2.
(4)
distG(r1, C2) ≥ |C2|+ 1;(4.3)
distG(r2, C2) ≥ |C2|+ 1.(4.4)
Let A (resp. B) be the collection of elements in Γ with a normal form starting
from an element in H \ C (resp. K \ C). Let
S = C2,(4.5)
then by the construction of C2 it is obvious that S is connected. The graph G \ S
has at least two distinct infinite components by Lemma 4.4, C1 ⊂ C2 and Lemma
4.1. Let A1 ⊆ A be a component of G \ S, define φ(S,A1) = r2; i.e. φ(S,A1) is the
graph automorphism such that for any x ∈ Γ, φ(S,A1)x = r2x. Let Q1 ⊆ B be a
component of G \ S, define φ(S,Q1) = r1.
Lemma 4.6. r2A1 ∩ S = ∅.
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Proof. Recall that A1 is a component of G \ S such that all the elements in A1 have
a normal form starting from a term in H \C. For each v ∈ A1, since r2 has a normal
form ending in a term in K \ C, and v has a normal from starting from a term in
H \ C, the concatenation of normal forms of r2 and v gives us a normal form of
r2v. Under Assumption 4.5 (3), the length of the normal form of r2v is also strictly
greater than the maximal length of normal forms of elements in S, we have r2v /∈ S.
Since v is an arbitrary point in A1. By Lemma 4.4 we obtain r2A1 ∩ S = ∅. 
Lemma 4.7. r2A1 is in a connected component of G \ S different from A1.
Proof. For any two vertices u, v ∈ A1, by the connectivity of A1, there exists a path
luv joining u and v and consisting of vertices in A1. Then r2luv is a path joining
r2u and r2v which does not intersect S, since any vertex along r2luv is in r2A1, and
r2A1 ∩ S = ∅ by Lemma 4.6. Therefore all the vertices in r2A1 are in the same
component B1 of G \ S.
Moreover, for each w ∈ A1, r2w has a normal form starting from a term in K \ C
by Assumption 4.5 (2), and all the elements in A1 have a normal form starting from
a term in H \ C, we have r2A1 ∩ A1 = ∅. By Assumption 4.5(3), the length of
normal form of each element in r2A1 exceeds the maximal length of normal forms
of elements in C2. By Lemma 4.4, r2A1 and A1 are in two distinct components of
G \ C2 = G \ S. 
Lemma 4.8. Assumption 1.1 (3) holds with the choice of S as given by (4.5).
Proof. For each component of G \ S, either all the elements in the component have
a normal form starting from a term in H \ C, or all the elements in the component
have a normal form starting from a term in K \ C, by Lemma 4.4. Recall that A1
is an arbitrary component of G \ S such that all the elements in A1 have a normal
form starting from a term in H \ C; and B1 is the component of G \ S containing
r2A1.
As in Assumption 1.1 (3), let ∂A1S be the set consisting of all the vertices in
S incident to a vertex in A1. Let u ∈ A1, w ∈ ∂A1S, and e be the edge of G with
endpoints u and w. By Lemmas 4.6 and 4.7, it suffices to show that r2w ∈ ∂B1S∪B1,
w and r2w are joined by a path in G \ [A1 ∪ r2A1], whose length is bounded above
by a constant N independent of A1 and w.
Since r2u ∈ B1, we have r2w ∈ B1 ∪ ∂B1S, since r2u and r2w are adjacent vertices
in G. Let lw,r2w be a path in G joining w and r2w, starting from w and ending in
r2w. Let p be the last vertex of S visited by lw,r2w, and let q be the first vertex of
r2S visited by lw,r2w. Then lw,r2w is divided by p and q into 3 portions: lwp, lpq and
lq,r2w.
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By the connectivity of S, there exists a path Lwp joining w and p and consisting
of vertices of S; also, there exists a path Lq,r2w joining q and r2w and consisting of
vertices of r2S. We shall prove the following lemmas concerning Lwp, Lq,r2w and lpq.
Lemma 4.9. Lwp ∈ G \ [A1 ∪ r2A1]; Lq,r2w ∈ G \ [A1 ∪ r2A1].
Proof. Since Lwp ∈ S, r2A1 ⊂ B1, and A1 and B1 are two distinct connected compo-
nents of G \ S, we have Lwp ∈ G \ [A1 ∪ r2A1].
By (4.4), r2S ∩ S = ∅. Since r2 ∈ r2S and r2 /∈ A1, the connectivity of r2S
implies that r2S is in a component of G \ S different from A1; in particular r2S ∩
A1 = ∅. Moreover, since r2w ∈ r2S, r2w ∈ B1 ∪ ∂B1S, we have r2S ⊂ B1. Hence
Lq,r2w ⊂ r2S ⊂ B1 ⊂ G \ A1. Since S ∩ A1 = ∅, r2S ∩ r2A1 = ∅, we obtain that
Lq,r2w ⊂ r2S ⊂ G \ [A1 ∪ r2A1]. 
Lemma 4.10. [lpq \ {p, q}] ∈ [G \ [A1 ∪ r2A1]].
Proof. Recall that lpq be the portion of lw,r2w between p and q. All the vertices along
lpq except p are outside S, hence they are in the same component of G \ S. Since
q ∈ r2S ⊂ B1, all the vertices along lpq except p are in B1. Since B1 ∩ A1 = ∅, we
have
[lpq \ {p}] ⊂ [G \ (A1)](4.6)
Similarly, all the vertices along lpq except q are outside r2S, hence they are in the
same component of G \ r2S. Under the assumption that the length of the normal
form of r2 is strictly greater than the maximal length of normal forms of elements
in C2(:= S), we have r2A1 ∩ S = ∅. Since p ∈ S, p /∈ r2A1. Note that r2A1 is a
connected component of G \ r2S. Hence
[lpq \ {q}] ⊂ [G \ (r2A1)](4.7)
By (4.6) and (4.7), no vertices in lpq except p and q are in A1 ∪ r2A1. 
Let Lw,r2w = Lwp ∪ lpq ∪ Lq,r2w; then Lw,r2w is a path joining w and r2w in G \
[A1 ∪ r2A1] by Lemmas 4.9 and 4.10. 
4.2. Proof of Theorem 1.8 when Γ is an amalgamated free product. In this
section, we prove Theorem 1.8 when Γ is an amalgamated free product. Let Γ be
a finitely generated, infinite group which is a free product with amalgamation as
described in (1). It suffices to construct a locally finite Cayley graph G of Γ such
that SAWs on G have positive speed.
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Choose a Cayley graph GH (resp. GK) for H (resp. K) such that any two vertices in
C (resp. C) are joined by an edge. Let G be the graph obtained from the free product
graph GH ∗GK by gluing the vertices u ∈ GH ∗GK and w ∈ GH ∗GK satisfying the
condition that there exists a vertex v ∈ GH ∗GK such that v−1u = v−1w ∈ C.
Let
S ′ = S = C
It is not hard to check that for the locally finite Cayley graph G of Γ constructed
above with the finite set of vertices S, Assumption 1.2 is satisfied and SAWs on G
have positive speed.
4.3. HNN extension. In this section, we prove Theorems 1.7 and 1.8 when Γ is an
HNN extension as described by Part (2) of the Stalling’s splitting theorem. Again
we shall explicitly construct the “cut sets” S and S ′ satisfying Assumptions 1.1 and
1.2 based on the structures of the group.
Let F1 and F2 be the two finite subgroups of H as in Part (2) of the Stalling’s
splitting theorem. Choose a set R1 of representatives of the right cosets of F1 in
H, and a set R2 of representatives of the right cosets of F2 in H. We shall assume
that the identity element 1 of H is in both R1 and R2. In particular, R1 (resp. R2)
is a subset of H whose elements are in 1-1 correspondence with right cosets of F1
(resp. F2) in H. The choice of coset representatives is to be fixed to the rest of the
discussion.
Definition 4.11. (Normal form for HNN extension [24]) Let Γ be the HNN extension
with a presentation
Γ = 〈H, t|t−1f1t = φ(f1), ∀f1 ∈ F1〉.
where H is a group, F1, F2 are two finite subgroups of H, and φ : F1 → F2 is a group
isomorphism. A normal form is a sequence g0, t
1 , g1, t
2 , . . . , tn−1 , gn−1, tn , gn(n ≥ 0)
where
• g0 is an arbitrary element of Γ;
• for 1 ≤ i ≤ n, if i = −1, then gi ∈ R1;
• for 1 ≤ i ≤ n, if i = 1, then gi ∈ R2; and
• there is no consecutive subsequence t, 1, t−.
Theorem 4.12. (Uniqueness of normal form [24])Every element w of Γ with a
presentation as in (2) has a unique representation as
w = g0t
1 · . . . · tngn,
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where g0, t
1 , . . . , tn , gn is a normal form. Let n be the length of the normal form of
w.
4.3.1. Proof of Theorem 1.7 when Γ is an HNN extension. Let Γ be an infinite,
finitely generated group, which is an HNN extension as described in Part (2) of the
Stalling’s splitting theorem. Let GH be a locally finite Cayley graph for H with
respect to a finite set of generators TH satisfying |TH | <∞, TH = T−1H and 1 /∈ TH .
Let G0 be the Cayley graph of the HNN extension Γ with respect to the generator
set TH ∪ {t, t−1}. Let G be a locally finite Cayley graph of Γ with respect to a finite
generator set T satisfying T = T−1, |T | <∞ and 1 /∈ T .
Let
D0 = max
v∈Γ,s∈T
distG0(v, vs);(4.8)
S0 =
{
w ∈ Γ, distG0(w,F1 ∪ F2) ≤
D0
2
}
(4.9)
Obviously S0 is finite since both F1 and F2 are finite.
Lemma 4.13. Let u, v ∈ Γ such that one of the followings hold
(a) v has a normal form with 1 = 1, g0 ∈ F1; and u has a normal form with
1 = −1; or
(b) v has a normal form with 1 = −1, g0 ∈ F2; and u has a normal form with
1 = 1; or
(c) v has a normal form with 1 = 1, g0 ∈ F1; and u has a normal form with
1 = 1, g0 ∈ H \ F1; or
(d) v has a normal form with 1 = −1, g0 ∈ F2; and u has a normal form with
1 = −1, g0 ∈ H \ F2;
Then any path in G0 joining 1Γ and u
−1v must visit a vertex in u−1[F1 ∪ F2].
Proof. It suffices to prove that any self-avoiding path in G0 joining 1Γ and u
−1v must
visit a vertex in u−1[F1 ∪ F2].
Let lu−1v be an arbitrary self-avoiding path in G0 joining 1Γ and u
−1v. Let
y1, . . . , ym be all the vertices along lu−1v such that one of the followings holds
A. both edges incident to yi along lu−1v are t or t
−1; or
B. one edge incident to yi along lu−1v is t or t
−1; the other edge incident to yi
along lu−1v is an edge of GH .
Count each vertex in Case A. twice in {y1, . . . , ym}, and count each vertex in Case
B. once in {y1, . . . , ym}. More precisely, if x is a vertex along lu−1v such that both
edges incident to x along lu−1v are t or t
−1, then there exists 1 ≤ i ≤ m − 1, such
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that yi = yi+1 = x. Moreover, if z is a vertex along lu−1v such that one edge incident
to z along lu−1v is t or t
−1; the other edge incident to z along lu−1v is an edge of GH ,
then there exists exactly one i ∈ {1, 2, . . . ,m}, such that yi = z.
We perform the following manipulations on the set {y1, . . . , ym}.
(1) For all i’s satisfying y−1i−1yi = t
−1, y−1i yi+1 ∈ F1, and y−1i+1yi+2 = t, remove
yi−1, yi, yi+1, yi+2 from {y1, . . . , ym}, and let {y(1)1 , . . . , y(1)n1 } be the new se-
quence;
(2) For all i’s satisfying [y
(1)
i−1]
−1y(1)i = t, [y
(1)
i ]
−1y(1)i+1 ∈ F2, and [y(1)i+1]−1y(1)i+2 = t−1,
remove y
(1)
i−1, y
(1)
i , y
(1)
i+1, y
(1)
i+2 from {y(1)1 , . . . , y(1)n1 }, and let {y(2)1 , . . . , y(2)n2 } be the
new sequence;
Assume we have obtained {y(2j)1 , . . . , y(2j)n2j }, then we perform the following inductive
manipulations
(1) For all i’s satisfying [y
(2j)
i−1 ]
−1y(2j)i = t
−1, [y(2j)i ]
−1y(2j)i+1 ∈ F1, and [y(2j)i+1 ]−1y(2j)i+2 =
t, remove y
(2j)
i−1 , y
(2j)
i , y
(2j)
i+1 , y
(2j)
i+2 from {y(2j)1 , . . . , y(2j)n2j }, and let {y(2j+1)1 , . . . , y(2j+1)n2j+1 }
be the new sequence;
(2) For all i’s satisfying [y
(2j+1)
i−1 ]
−1y(2j+1)i = t, [y
(2j+1)
i ]
−1y(2j+1)i+1 ∈ F2, and [y(2j+1)i+1 ]−1y(2j+1)i+2 =
t−1, remove y(2j+1)i−1 , y
(2j+1)
i , y
(2j+1)
i+1 , y
(2j+1)
i+2 from {y(2j+1)1 , . . . , y(2j+1)n2j+1 }, and let
{y(2j+2)1 , . . . , y(2j+2)n2j+2 } be the new sequence.
We continue the above process until we obtain {y(2k)1 , . . . , y(2k)n2k } such that
(i) There are no i’s satisfying [y
(2k)
i−1 ]
−1y(2k)i = t
−1, [y(2k)i ]
−1y(2k)i+1 ∈ F1, and [y(2k)i+1 ]−1y(2k)i+2 =
t; and
(ii) There are no i’s satisfying [y
(2k)
i−1 ]
−1y(2k)i = t, [y
(2k)
i ]
−1y(2k)i+1 ∈ F2, and [y(2k)i+1 ]−1y(2k)i+2 =
t−1.
Obviously the above inductive process will terminate after finitely many steps. Then
we have
y
(2k)
1 = η0; y
(2k)
2 = η0t
ξ1 ; y
(2k)
3 = η0t
ξ1η1; . . . ;
y(2k)n2k = η0t
ξ1 . . . tξn ; u−1v = y(2k)n2k ηn.
where ηi ∈ H. Since {y(2k)1 , . . . , y(2k)n2k } ⊂ {y1, . . . , ym}, all the vertices in {y(2k)1 , . . . , y(2k)n2k }
are visited by lu−1v. Working from the right to the left of η0t
ξ1 . . . tξnηn, we can change
it to a normal form θ0t
ξ1 . . . tξnθn, such that for 1 ≤ i ≤ n, θi ∈ R1 (resp. θi ∈ R2)
if ξi = −1 (resp. ξi = 1), as explained in Definition 4.11. More precisely, we find
θ1, . . . , θn in the following way
(1) • If ξn = −1, choose θn ∈ R1, such that F1θn = F1ηn. Then
t−1ηn = [t−1ηnθ−1n t]t
−1θn;
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where t−1ηnθ−1n t ∈ F2. Let qn := t−1ηnθ−1n t.
• If ξn = 1, choose θn ∈ R2, such that F2θn = F2ηn. Then
tηn = [tηnθ
−1
n t
−1]tθn;
where tηnθ
−1
n t
−1 ∈ F1. Let qn := tηnθ−1n t−1.
(2) Let 1 ≤ i ≤ n− 1. Assume we have determined θn, . . . , θi+1 and qn, . . . , qi+1.
Then
• If ξi = −1, choose θi ∈ R1 such that F1θi = F1ηiqi+1, then
t−1ηiqi+1 = [t−1ηiqi+1θ−1i t]t
−1θi
where t−1ηiqi+1θ−1i t = F2. Let qi := t
−1ηiqi+1θ−1i t.
• If ξi = 1, choose θi ∈ R1 such that F2θi = F2ηiqi+1, then
tηiqi+1 = [tηiqi+1θ
−1
i t
−1]tθi
where tηiqi+1θ
−1
i t
−1 = F1. Let qi := tηiqi+1θ−1i t
−1.
(3) Let θ0 = η0q1.
The proof of Lemma 4.13 makes use of the following two lemmas.
Lemma 4.14. Assume that u and v satisfy one of (a),(b),(c),(d) as in the statement
of the Lemma 4.13. The normal form θ0t
ξ1 . . . tξnθn of u
−1v gives rise to a path by
using a path τi (0 ≤ i ≤ n) in θ0tξ1 . . . tξiH to join θ0tξ1 . . . tξi and θ0tξ1 . . . tξiθi, and
concatenating these path as well as the t-edge or t−1-edge joining them. Then the
path must visit a vertex in u−1[F1 ∪ F2].
Proof. It is straightforward to check that if u and v satisfy one of (a), (b), (c), (d)
as in the statement of Lemma 4.13, then the concatenation of normal forms of u−1
and v gives rise to a normal form of u−1v. By the uniqueness of the normal form as
stated in Lemma 4.12, the concatenation of normal forms of u−1 and v is exactly the
normal form θ0t
ξ1 . . . tξnθn of u
−1v, and they give rise to the same path in G0. Note
that in Cases (a)(c) of Lemma 4.13, the path visits a vertex in u−1F1; while in Cases
(b) (d) of Lemma 4.13, the path visits a vertex in u−1F2. 
Lemma 4.15. One vertex in {y(2k)1 , . . . , y(2k)n2k } is in u−1[F1 ∪ F2].
Proof. Reviewing the process of constructing the normal form θ0t
ξ1 . . . tξnθn from
{y(2k)1 , . . . , y(2k)n2k }, one can find that for 1 ≤ i ≤ n,
θ0t
ξ1 . . . tξiθi = η0t
ξ1 . . . tξiηiqi+1.
where qn+1 := 1. We consider the following cases
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• In Cases (a)(c) of Lemma 4.13, since v has a normal form with 1 = 1 and
g0 ∈ F1, there exists 1 ≤ j ≤ i− 1, such that
θ0t
ξ1 . . . tξjθj ∈ u−1F1
with ξj+1 = 1. Hence qj+1 ∈ F1, and therefore
η0t
ξ1 . . . tξjηj = θ0t
ξ1 . . . tξjθjq
−1
j+1 ∈ u−1F1.
• In Cases (b)(d) of Lemma 4.13, since v has a normal form with 1 = −1 and
g0 ∈ F2, there exists 1 ≤ j ≤ i− 1, such that
θ0t
ξ1 . . . tξjθj ∈ u−1F2
with ξj+1 = −1. Hence qj+1 ∈ F2, and therefore
η0t
ξ1 . . . tξjηj = θ0t
ξ1 . . . tξjθjq
−1
j+1 ∈ u−1F2.
Then the lemma follows. 
Since lu−1v visits every vertex in {y(2k)1 , . . . , y(2k)n2k }, it must visit a vertex in u−1[F1∪
F2]. Then the proof is complete. 
Lemma 4.16. Let S0 be defined as in (4.9). Let G \ S0 be the subgraph obtained
from G by removing all the vertices in S0 as well as their incident edges. For any
u, v ∈ G \S0 one of (a) (b) (c) (d) in Lemma 4.13 holds, u and v are in two distinct
components of G \ S0. Moreover, G \ S0 has at least two infinite components.
Proof. To show that u and v are in two distinct components of G \ S0, it suffices to
show that any path in G joining u and v must visit a vertex in S0.
Let luv be a path in G joining u and v. Assume that luv visits no vertices in S0.
From (4.8) we see that for any edge e = 〈p, q〉 ∈ luv, p and q can be joined by a path
τpq in G0 whose length does not exceed D0. By replacing each edge 〈p, q〉 by the
path τpq in luv, we obtain a path l
0
pq in G0 joining u and v and visiting no vertices in
F1∪F2 by the definition of S0 in (4.9). This is equivalent to the condition that there
exists a path in G0 joining 1Γ and u
−1v, which visits no vertices in u−1[F1∪F2]. But
this is a contradiction to Lemma 4.13.
For u and v satisfying the condition of the theorem, assume the lengths of the
normal forms of u and v are strictly greater than the maximal lengths of normal
forms of elements in S0. Assume the normal form of u (resp. v) has length n1 (resp.
n2). Let n1(u) (resp. n2(v)) be the exponent of the n1th (resp. n2th) t in the normal
form of u (resp. v). Then {utn1 (u)k}∞k=1 and {vtn2 (v)k}∞k=1 are in two distinct infinite
components of G \ S0. 
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Let S1 be a finite, connected set of vertices in G containing S0. By Lemmas 4.1
and 4.16, the fact that G \ S0 has at least two distinct infinite components implies
that G \ S has at least two distinct infinite components.
4.3.2. F1 = F2 = H. In this section, we consider the case when the group Γ is an
HNN extension, as in Definition 4.11, with F1 = F2 = H.
Lemma 4.17. Assume that the group Γ is a finitely generated HNN extension, as
in Definition 4.11, such that F1 = F2 = H. Then any locally finite Cayley graph G
of Γ has two ends.
Proof. It is a well-known fact that the number of ends of locally finite Cayley graphs
of a finitely generated group do not depend on the choices of finite generating set.
Therefore it suffices to prove the theorem for a specific choice of generating set.
Let G be the Cayley graph with respect to the generating set H ∪ {t, t−1}. It is
straightforward to check that G has two ends. 
4.3.3. |F1| = |F2| < |H|. Now we prove Theorem 1.7 when the group Γ is a finitely
generated HNN extension, as in Definition 4.11, such that F1 is a proper subset
of H. Since F1 is finite and F1 and F2 are isomorphic groups, this implies that
|F1| = |F2| < |H|, and therefore F2 is also a proper subset of H.
Lemma 4.18. When the group Γ is a finitely generated HNN extension, as in Def-
inition 4.11, such that F1 is a proper subset of H, then there exists a ∈ (0, 1], such
that
lim sup
n→∞
|{pin : ‖pin‖ ≥ an}| 1n = µ,
where pin is an n-step SAW starting from 1Γ, and µ is the connective constant.
Proof. It suffices to check Assumption 1.1, then the lemma follows from Theorem 1.3
A.
Let S0 be defined as in (4.9). Let S be a finite set of vertices including S0 such
that S is connected.
Let v ∈ S be incident to w ∈ G\S. Let Aw be the component of G\S including w.
Let k be an integer which is strictly greater than the maximal length of normal forms
of elements in S. The we define the graph automorphism φ(S,Aw) in Assumption
1.1 according to the normal form of w as follows.
A. If w has a normal form with g0 ∈ H \ [F2 ∪ F1], let φ(S,Aw) = t−2k;
B. If w has a normal form with g0 ∈ F1, 1 = 1, let φ(S,Aw) = t−2kr1, where
r1 ∈ H \ F1;
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C. If w has a normal form with g0 ∈ F1 \ F2, 1 = −1, and Aw contains no
vertices satisfying Case A.; let φ(S,Aw) = t
2k;
D. If w has a normal form with g0 ∈ F2, 1 = −1, let φ(S,Aw) = r2t−2k, where
r2 ∈ H \ F2;
E. If w has a normal form with g0 ∈ F2 \F1, 1 = 1, and Aw contains no vertices
satisfying Case A. or Case C.; let φ(S,Aw) = t
−2k.
Lemma 4.19. In Case A., φ(S,Aw)Aw is in a component of G \ S different from
Aw.
Proof. Assume Case A. occurs. Let u be an arbitrary vertex in Aw, then one of the
following 3 cases must occur
(i) u has a normal form with g0 ∈ H \ [F2 ∪ F1]
(ii) u has a normal form with g0 ∈ F1 \ F2, 1 = −1;
(iii) u has a normal form with g0 ∈ F2 \ F1, 1 = 1.
To see why that is true, let us look at Cases (a)-(d) of Lemma 4.13. First of all, note
that the vertex w ∈ Aw satisfies Case (i), therefore Aw does contain vertices in Case
(i).
Now we consider vertices in Aw whose normal form has g0 ∈ [F1 ∪ F2]. The
following cases might occur
• If w has a normal form with 1 = −1, then by Cases (a) and (d) of Lemma 4.13
and Lemma 4.16, for any vertex u in Aw whose normal form has g0 ∈ [F1∪F2],
either u has a normal form with 1 = 1 and g0 ∈ F2 \ F1, or u has a normal
form with 1 = −1 and g0 ∈ F1 \ F2, because otherwise u and w are in two
distinct components of G \ S; or one of them is in S.
• If w has a normal form with 1 = 1, then by Cases (b) and (c) of Lemma 4.13
and Lemma 4.16, for any vertex u in Aw whose normal form has g0 ∈ [F1∪F2],
either u has a normal form with 1 = 1 and g0 ∈ F2 \ F1, or u has a normal
form with 1 = −1 and g0 ∈ F1 \ F2, because otherwise u and w are in two
distinct components of G \ S; or one of them is in S.
For Case (i), φ(S,Aw)u and u are in distinct components of G \ S by (b)(d) of
Lemma 4.13. For all the Cases (i) (ii) and (iii), if φ(S,Aw)u ∈ S, then u ∈ t2kS, then
u has normal form with g0 ∈ F1, 1 = 1, but this is possible in none of Cases (i), (ii)
and (iii). Therefore φ(S,Aw)Aw is in a component of G \ S different from Aw. 
Lemma 4.20. In Case B., φ(S,Aw)Aw is in a component of G \ S different from
Aw.
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Proof. For Case B. φ(S,Aw)w and w are in distinct components of G \ S by (b) of
Lemma 4.13. Note that any vertex in Aw has a normal form with g0 ∈ F1, 1 = 1 by
(a) (c) of Lemma 4.13. Therefore φ(S,Aw)Aw is in a component of G \ S different
from Aw. 
Lemma 4.21. In Case C., φ(S,Aw)Aw is in a component of G \ S different from
Aw.
Proof. For Case C. φ(S,Aw)w and w are in distinct components of G \ S by (a) of
Lemma 4.13. Let u be an arbitrary vertex in Aw, then by Cases (a) (d) of Lemma
4.13 u must have a normal form satisfying one of the following two conditions
(1) g0 ∈ H \ F1, 1 = 1; or
(2) g0 ∈ H \ F2, 1 = −1.
If φ(S,Aw)u ∈ S, then u ∈ t−2kS. But this is not possible since in this case the
normal form of u satisfies 1 = −1 and g0 ∈ F2. Therefore φ(S,Aw)Aw is in a
component of G \ S different from Aw. 
Lemma 4.22. In Case D., φ(S,Aw)Aw is in a component of G \ S different from
Aw.
Proof. For Case D. φ(S,Aw)w and w are in distinct components of G \ S by (d) of
Lemma 4.13. Note that any vertex in Aw has a normal form with g0 ∈ F2, 1 = −1
by Cases (b) (d) of Lemma 4.13. Then if φ(S,Aw)u ∈ S, u ∈ t2kr−12 S has a normal
form with 1 = 1, which is impossible. Therefore φ(S,Aw)Aw is in a component of
G \ S different from Aw. 
Lemma 4.23. In Case E., φ(S,Aw)Aw is in a component of G \ S different from
Aw.
Proof. For Case E. φ(S,Aw)w and w are in distinct components of G \ S by (b) of
Lemma 4.13. By (b) (c) of Lemma 4.13, any vertex u in Aw has a normal form
satisfying one of the following conditions
(1) g0 ∈ H \ F1, 1 = 1; or
(2) g0 ∈ H \ F2, 1 = −1.
If φ(S,Aw)u ∈ S, then u ∈ t2kS. Then u has a normal form with 1 = 1 and
g0 = 1 ∈ F1, but this is a contradiction to Cases (1) and (2). Therefore φ(S,Aw)Aw
is in a component of G \ S different from Aw. 
Let Bw be the component of G \ S containing φ(S,Aw)Aw. By the construction
above, we have
φ(S,Aw)S ∩ S = ∅,
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since for each element in φ(S,Aw)S, its normal form has a length strictly greater than
the length of the normal form of any element in S. Therefore, φ(S,Aw)Aw ⊂ Bw
implies
φ(S,Aw)S ⊂ Bw.(4.10)
Lemma 4.24. In Cases A.-E. that Aw and φ(S,Aw)Aw are in two distinct compo-
nents of G \ [φ(S,Aw)S].
Proof. It suffices to show that in Cases A.-E., Aw and φ(S,Aw)
−1Aw are in two
distinct components of G \ S. Then the lemma follows from similar arguments as in
the proofs of Lemmas 4.19-4.23. 
For each v ∈ ∂AwS, we can construct a path lv joining v and φ(S,Aw)v as follows
1. use a path l1 in S to join v and a vertex u in ∂BwS - this is possible by the
connectivity of S;
2. use a shortest path l2 in Bw to join u and φ(S,Aw)S; let x be the endpoint
of l2;
3. use a path l3 in φ(S,Aw)S to join x and φ(S,Aw)v.
Let lv be the concatenation of l1, l2, and l3.
Lemma 4.25. lv ∈ G \ [Aw ∪ φ(S,Aw)Aw].
Proof. Since lv = l1 ∪ l2 ∪ l3, it suffices to show that for 1 ≤ i ≤ 3, li ∈ G \ [Aw ∪
φ(S,Aw)Aw].
The path l1 ⊂ S, S ∩ Aw = ∅ and S ∩ φ(S,Aw)Aw = ∅. Therefore l1 ∈ G \ [Aw ∪
φ(S,Aw)Aw].
The path l3 ∈ φ(S,Aw)S; φ(S,Aw)S ∩ φ(S,Aw)Aw = ∅ since S ∩ Aw = ∅;
φ(S,Aw)S ∩ Aw = ∅ by (4.10) and the fact that Bw ∩ Aw = ∅. Therefore l3 ∈
G \ [Aw ∪ φ(S,Aw)Aw].
The path l2 ∈ Bw, hence l2 ∩ Aw = ∅. Since [l1 ∪ l2 \ {x}] ∩ φ(S,Aw)S = ∅; and
v is in the same component of G \ [φ(S,Aw)S] as Aw, we obtain that l1 ∪ l2 \ {x}
are in in the same component of G \ [φ(S,Aw)S] as Aw. By Lemma 4.24, we have
[l1 ∪ l2 \ {x}] ∩ φ(S,Aw)Aw = ∅. Therefore l2 ∈ G \ [Aw ∪ φ(S,Aw)Aw]. 
The lengths of l1 and l3 are bounded above by |S|. We can make the length of
l2 to be bounded above by the distance of ∂BwS and φ(S,Aw)S, which is bounded
above by the graph distance in G if 1Γ and φ(S,Aw)1Γ. The latter is bounded by
2k + max{distG(1Γ, r1), distG(1Γ, r2)}. Hence if we choose
N = 2|S|+ 2k + max{distG(1Γ, r1), distG(1Γ, r2)},
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then Assumption 1.1(3) is satisfied.
Therefore Theorem 1.7 when Γ is an HNN extension with |F1| = |F2| < H follows
from Theorem 1.3 A. 
4.3.4. Proof of Theorem 1.8 when Γ is an HNN extension. Let Γ be an infinite,
finitely generated graph which is an HNN extension as described by (2). It suffices
to construct a locally finite Cayley graph G of Γ on which SAWs have positive speed.
First we consider the case when F1 = F2 = H. Let G be the Cayley graph of of Γ
with respect to generator set H ∪ {t, t−1}; i.e. any elements in H corresponds to an
edge in G. Let S ′ = S = H. Note that φ \ S has two distinct infinite components.
For any component A of G\S, let φ(S,A) be the mapping from Γ to Γ changing each
t in the normal form to t−1 and each t−1 in the normal form to t. Then Theorem 1.8
in this case follows from Theorem 1.3 B.
Now we consider the case when F1 is a proper subset of H. Let TH be a finite
generator set of H satisfying TH = T
−1
H , 1 /∈ TH , |TH | <∞, and [F1∪F2]\{1Γ} ⊂ TH .
Let G be a Cayley graph of Γ with respect to the set of generators TH ∪ {t, t−1}.
Let S be defined as in Section 4.3.3, and let S ′ = S. Then Theorem 1.8 in this case
follows from Theorem 1.3 B.
5. Free product graph of two quasi-transitive graphs
In this section, we prove Theorem 1.6.
Proof. Obviously G is an infinite, connected, quasi-transitive graph. Let S = {o} ∈
V . Then G \ S has at least two infinite components. Indeed, Let x, y ∈ V satisfy
x = x1 . . . xn;(5.1)
y = y1 . . . ym;(5.2)
where m,n ≥ 1, xi, yj ∈ V ×1 ∪V ×2 , I(xi) 6= I(xi+1), I(yj) 6= I(yj+1) (see Definition 1.5
for notations). If x1 ∈ V ×1 and y1 ∈ V ×2 , then x and y are in two distinct components
of G \ S.
Let A (resp. B) be a component of G \ S, such that for any x ∈ A (resp. y ∈ B),
x (resp. y) has the form (5.1) (resp. (5.2)) with x1 ∈ V ×1 (resp. y1 ∈ V ×2 ). Let
u ∈ V ×2 (resp. w ∈ V ×2 ), and define φ(S,A)x = ux (resp. φ(S,B) = vy). Then it
is straightforward to verify Assumption 1.2 with S chosen as above. Therefore the
theorem follows from Theorem 1.8. 
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