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In this paper a new approach is taken to analyze stabilization of a general 
nonlinear system with a dither input. Given the original system with a control, 
an autonomous relaxed system is constructed. It is shown that if the relaxed 
system is stable, then the original system with dither control would be stable 
in the finite time. An algorithm is given for constructing the dither control. 
The technique used here is general and does not have the limitations of the 
Dual Input Describing Function technique. Furthermore, in many cases it is 
possible to guarantee global contractive stability as well. Two examples are 
solved in detail using computer simulations for demonstration of the technique. 
I. INTRODUCTION 
The Dual Input Describing Function has been used to find conditions for 
stability of nonlinear systems with a dither control (Ref. 1). The system was 
assumed, in general, to consist of a single loop with negative feedback and 
with only one nonlinearity. The stability of a general nonlinear system with 
an input can, in principle, be analyzed for example by the method of 
equivalent quasilinearization or by Liapunov’s direct method. However, 
these methods are in most cases very cumbersome and thus are of a very 
limited practical use. 
In this paper a different and general approach is taken to analyze stability 
of a nonlinear system with a dither input. A new system, called the relaxed 
system, is defined. It is shown that if the relaxed system is stable, then the 
original system with the dither control would also be stable in finite time, as 
defined later. 
An algorithm is given for constructing the dither control for the original 
system, using the controls of the relaxed system. It is demonstrated by exam- 
ples how to construct the relaxed system and the dither stabilizing signal 
for the original system. 
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II. STATEMENT OF THE PROBLEM 
We consider the system of equations 
R =f(x, t, u) 
with initial conditions 
x(0) = x, 
(1) 
(2) 
where x is an n-vector 
x = col[x1(t>, x&>,..., X&l] 
f is an n-vector, and u(t) is a scalar function of time, out of an arbitrary set, 
u E U. It is desired to find a scalar valued function u(t), called the control, 
such that any initial point x0 is transferred by system (1) to a neighborhood 
of the origin, x = 0, in a finite time t = T. 
We shall make the following continuity and boundedness assumptions. 
There exists an open set V in Euclidean n-space E,, , a closed set A C Y and, 
for all u in U and 0 < t < T, the following conditions hold: 
(I) f (x, t, U) is continuous in t uniformly in x and u for all x in V; 
(II) Ijf(x, t, u) -f(y, t, 2011 < k 11 x - y (1 for all X, y in I’, where 
double bars indicate Euclidean norm; 
(III) there exists a positive constant M such that /If(x, t, u)II < M 
for all x in V, 
(IV) f (x, t, U) is continuous in (x, t) uniformly in u for all x in A; and 
(V) f (x, t, 24) is continuous in u for all x in V. 
III. THE RELAXED SYSTEM 
The problem stated above will be called the original problem. Define the 
relaxed system of equations 
2 = c ai( (x, t, Ui) (3) 
i=l 
where ui(t) E U and q(t) satisfy 
7Z+1 
0 < 4) < 1, ,r; 4) = 1 
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with the same initial conditions as for the original problem, 
%1(O) = 4) (4) 
The scalar controls ai and ui(t), i = l,..., tl + 1, are to be found such that 
the relaxed system is stable. We seek a relationship between the original system 
and the relaxed system so that stability of the relaxed system would imply 
stability of the original system in finite time. Such a relationship is presented 
here and is based on the following theorem by Warga. 
THEOREM (WARGA, Ref. 2). If the erector function f (x, t, u) satisjies condi- 
tions (I-V) stated above, then every absoZuteZy continuous curve x&t) satisfying 
Eqs. (3, 4) is the uniform limit of curves xrv(t), N = 1,2,..., satisfying the dif- 
ferential equations (1,2) and such that ~~(0) = x(O), N = 1,2,... . 
An algorithm for construction of the sequence XN(t) follows. 
IV. ALGORITHM FOR CONSTRUCTING THE DITHER CONTROL 
The algorithm used in this work is similar to the one given by Gamkrelidze 
(Ref. 3) and is described here. 
The control for the original problem is constructed as follows. Divide the 
time interval [0, T] into an arbitrary number N of equal subintervals. Denote 
the beginning of the first interval by to , the end of the first interval by t, , 
the end of the second interval by t, , and the end of the Nth interval by tN . 
Every interval [tk , t,,,] is divided into n + 1 subintervals; the length of the 
jth subinterval shall be aj(tk) [tk+l - tk] for j = l,..., a + 1. At the jth 
subinterval, the control t+(t,) is applied. As N approaches infinity, the trajec- 
tory described by the original system will approach the trajectory of the 
relaxed system. 
V. STABILITY PROPERTIES OF THE ORIGINAL SYSTEM 
IN THE FINITE TIME T 
If the relaxed system can be shown to be stable, then for each initial condi- 
tion x0 there would exist a trajectory of the relaxed system x(t), starting at 
x0 and ending in a neighborhood of the origin after some finite time t = T. 
Using the algorithm and the controls ai and ui(t) that stabilized the relaxed 
system one can construct a control u(t) for the original system that will cause 
the trajectory of the original system which starts at x0 to be as close as desired 
to the trajectory of the relaxed system. This means that for any initial condi- 
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tions x0 , u(t) will cause the system to approach a neighborhood E of the 
origin in a finite time T. 
It should be realized that Warga’s theorem and the algorithm stated earlier 
hold for a finite time interval [0, T]. Therefore we consider finite time stability 
for the original system. This is done by investigation of stability of the 
relaxed system in finite or infinite time interval. 
The following definitions of stability are used here. 
DEFINITION 1 (HAHN, Ref. 4). Stability in the sense of Liapunov is 
defined, as follows. The equilibrium of the differential equation 
k =f(x, t), t > to, f@, t> = 0 
is called stable if for each E > 0 there exists a S > 0 such that the norm of 
the solution p(t, x,, , to) is bounded as follows: 
II PC4 x0 P to)11 < 6 
for t > to, whenever 11 x0 11 < 6. If in addition 
$+t II I+? x0 9 to)ll--+ 0 
the equilibrium is asymptotically stable. 
Stability properties in the finite time interval are defined according to 
Weiss and Infante (Ref. 5) as follows. 
Let X be the state space for Eq. (1). 
DEFINITION 2 (WEISS, Ref. 5). A system is stable with respect to the set 
((Y, /3, 0, T, II x \I), CY < p if for any trajectory x(t) the conditions // x(0)1] < 01, 
imply 1) x(t)11 < /3 for t E [0, T]. 
DEFINITION 3 (WEISS, Ref. 5). A system is contractively stable with 
respect to (01, /3, y, 0, T, 11 x II), /I < 01 < y, if for any trajectory x(t) the 
conditions 11 x(O)11 < 01, imply 
(a) stability with respect to ((Y, y, 0, T, 11 x iI>, 
(b) There exists t, E (0, T) such that // x // < ,d for all t E (tl , T). 
Using these definitions we prove the following theorem. 
THEOREM. (a) If the relaxed system is stable in the sense of Liapunov, then 
the original system is stable with respect to (01, /3,0, T, I/ x 11). 
(b) If the relaxed system is asymptotically stable then the original system 
is contractively stabZe with respect to (OL, /3, y, 0, T, j/ x 11). 
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Proof. (a) The algorithm cited earlier provides a means by which the 
solutions x(t) of the original system and x(t) of the relaxed system satisfy 
Thus for a certain N we have 
II &m(t) - %&)ll -=z El . (5) 
Let the origin of the relaxed system be stable in the sense of Liapunov, i.e. 
for each E, defined in definition 1, it is possible to find a 6 such that for 
11 x,,l(O)li < 6 we have II xrel(t)lj < E for t > 0. Thus from Eq. (5) 
II xor(t)ll G 6 + 9 for 0 < t < T. 
By taking 01 = 6, p = E + or stability with respect to (01, p, 0, T, Jj x 11) is 
proven. 
(b) Let the relaxed system be asymptotically stable in the sense of 
Liapunov. One may select a T large enough so that for a time t, , 0 < t, < T, 
we have in addition to the stability properties proven in (a), /I x,,l(t)ll < l 2 
for t E [tl , T], where E* is arbitrarily small. 
Choosing 
6 = 01, Y=E+El 
and 
it follows that the original system is contractively stable with respect to 
(a, B, Y, 0, T, II x II). 
In this paper we limit ourselves to stabilization of nonlinear systems with a 
square wave. Thus, we always allow only two nonzero 01~ in Eq. 3. It is 
conceivable that in certain cases it might be necessary to use additional non- 
zero 01’s. 
In the examples that follow, the original systems considered are time inva- 
riant. Also, ai and q(t) for the relaxed system are chosen to be constants. 
VI. EXAMPLE I 
Consider the following system representing a closed loop negative feedback 
system shown in Fig. 1. 
The system equations are 
$1 = x3 (6) 
.kJ = 3x, - 2x, + (24 - Xl)". (7) 
278 STEINBERG AND KADUSHIN 
The unforced system can be easily shown to be unstable at least in a 
neighborhood of the origin. This can be seen by considering the open loop 
linear part which contains a pole in the Right Half Plane in the complex 
plane. 
We try to find a stabilizing signal for this nonlinear system in the form of a 
symmetrical square wave. 
~-y-p-p..~]~, 
FIG. 1. Block diagram of the system discussed in Example 1. 
The relaxed system for equations (6,7) is 
$1 = x, 
$2 = 3x, - 2% + 4 (%W - d3 + 49 (u2W - xJ3 
where 
Choose 
ct.&) = 1 - or(t). 
a&) = a&) = 0.5 
where a is a constant. 
Thus one gets 
R, = x.2 
and z+(t) = - z&(t) = a 
4 = 3x, - 2x, + l/2@ - x1)3 + l/2( - a - XI)” 
and after expansion 
$1 = x2 
$2 = - 2x, + (3 - 3a2) x, - x,3 
Equations (13, 14) can be written as 
R + 2* + (3a2 - 3) x + x3 = 0 
where x = x1 . 
(8) 
(9) 
(10) 
(11) 
(12) 
(13) 
(14) 
(15) 
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The sufficient conditions for global asymptotic stability for Lienard’s 
equation 
f + k3i* + g(x) = 0 (16) 
are (Ref. 6) 
I. for all x (17) 
II. g(x) dx = co. (18) 
In our example 
Condition I is 
k=2 
g(x) = (3u2 - 3) x + x9. 
(19) 
(20) 
(38 - 3) x2 + x’ > 0 (21) 
and is satisfied if a2 > 1. 
Condition II is 
,l$ym Jo= [(3a2 - 3) x + x3] dx = co 
and is obviously satisfied for the same condition a2 > 1. 
Thus, by the algorithm stated earlier, the stabilizing signal for the original 
system may be a symmetrical square wave with amplitude greater than one. 
This example was simulated on an IBM 370 digital computer using CSMP 
simulation language. The results of the simulation are shown in Fig. 2. The 
-1 t 
-.- ORIGINAL, U i 0 
----- ORIGINAL, W= 1ORADlSEC 
00 000 ORIGINAL, w=iC0RAo/sEc 
- RELAXED 
FIG. 2. Relaxed trajectory and original trajectory for chattering frequencies 10 
and 100 rad/sec for Example 1. 
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initial conditions for the system were x,(O) = 1 and x%(O) = 0. A stabilizing 
square wave of amplitude 2.0 was used. It is seen that for a chattering fre- 
quency of 100 rad/sec the trajectory of the original system is closer to the 
trajectory of the relaxed system than the original system trajectory with a 
chattering frequency of 10 rad/sec. 
The symmetrical square wave of amplitude 2.0 is not the only possible 
way to stabilize this system. The general problem of stabilizing this system 
by other combinations of ui , uz , o~i and 01~ is next considered. 
Assume constant 01~ and ui . The relaxed equations corresponding to 
equations (6) and (7) are 
2, = x2 (23) 
R, = 3(1 - a1u12 - q&“) x1 + 3(oI,u, + azuz) x12 - x13 - 2X2 
+ (%U13 + a2ua3). 
(24) 
The relaxed system has to satisfy the following conditions: 
(a) the condition that the origin (0,O) is an equilibrium point, 
I. a1u13 + a2u23 = 0 
(b) The conditions on 01~ , 
II. 011 + a2 = 1 
III. O<%<l, O<(II,<l. 
(25) 
(26) 
(27) 
Using the conditions I and II the 01~ can be expressed in terms of ui as follows: 
011 = 
- u23 U13 
Ul 3 - u23 ’ 
ci2 = 
u13 - u23 
The case ui = u2 > 0 or ui = u2 < 0 are not considered here since equation 
(25) has to be satisfied. If ui = u2 = 0, the relaxed system would be identical 
to the original system. 
The criteria for global asymptotic stability given by equations (17, 18) are 
3(%%2 + a2u2 2 - 1) Xi2 - 3(ol,u, + oL2u2) X13 + Xi4 > 0 (2% 
and 
,Ji,ym {1.5(v12 + a2u22) xl2 - (01& + a2u2) Xl3 + 1/4x,4} = co. (30) 1 
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The second criterion (Eq. 30) is satisfied since x4 is the dominant term in 
this expression. The first condition (Eq. 29) is satisfied in the parameter 
plane (ui , u2) as the cli are expressible in terms of ui and us (Eq. 28). This 
parameter plane for the system (23, 24) is shown on Fig. 3. 
I 1 2 3 Ul 
I I I 
t 
UNSTABLE 
-1 
-2 
-3 
U2 
FIG. 3. Stability regions for Example 1 in u1 versus u2 plane. 
VII. EXAMPLE 2 
Consider the following system described by 
2 + 2% + 52 - hf(u - x) = 0 (31) 
where K is a constant gain and f is a nonlinear function (see Fig. 4). 
We try to determine whether a given nonlinear function, f, may provide a 
stable system when a stabilizing signal is used. 
The relaxed system can be written as follows: 
2 + 2% + 2 - k[ct,f(u, - x) + a2f(us - x)] = 0 
where ur , ua , 01~ and ~1~ are chosen to be constants. 
f f (u-x) k X 
S(S+1)2 
1 
FIG. 4. Block diagram of the system discussed in Example 2. 
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Define a function g(x) 
‘Y(x) = - hf(% - 4 + Nzf(U2 - 41. (33) 
Thus one gets from equation (32) 
j;: + 2% + k + kg(x) = 0. (34) 
For a third order nonlinear system of the form 
2 + af + bee + kg(x) = 0 (35) 
the following sufficient conditions for global asymptotic stability are known 
(Ref. 6). 
I. kg(x) * x > 0 (36) 
II. ab - k dg(4 -F’O (37) 
III. ,l& qx, 4 = al (38) 
where 
// x 11 = (22 + xy (39) 
and 
W(x, ji) = a Jo= kg(x) dx + kg(x) .A? + ; (~2)~. W) 
The first condition (Eq. 36) implies that g(x) is in the first and third 
quadrants. The second condition (Eq. 37) implies in our example 
dg(x)<2 
dx k’ (41) 
The third condition may be written as follows: 
w(x, 4 3 2 lo= k(x) dx + !J I * I2 - k I g(x)l I 9 I 
(42) 
zzr 2 I ’ kg(x) dx + & I ff I [I ff I - 2k I &>I]. 0 
The following conditions satisfy condition III (Eq. 38) 
(b) g(x) is bounded 
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A function g(x) that satisfies these last two conditions, guarantees global 
asymptotic stability of the relaxed system. 
The technique for constructing the nonlinearity for the relaxed system from 
the nonlinearity of the original system is shown in Fig. 5. The nonlinearity 
of the original system is shown in Fig. 5a. For the relaxed system the controls 
ur = 2, ua = - 1, 01~ = 0.5 and CQ = 0.5 are selected.f(2 - X) versus --x is 
shown in Fig. 5b. f(2 - ) x versus x is shown in Fig. 5c and -f(2 - x) 
versus x is shown in Fig. 5d. Similarly - f(- 1 - x) versus x is constructed 
and shown in Fig. 5e. Finally, the nonlinearity of the relaxed system is shown 
in Fig. 5f according to equation (33). 
If K = 3.0 in equation (31), then the origin of the original system is unstable, 
but the origin of the relaxed system is globally asymptotically stable since 
(b) 
I 
(d) 
FIG. 5. Construction of nonlinearity for relaxed system from nonlinearity of the 
original system. 
409/43/I-19 
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the nonlinearity of the relaxed system satisfies the sufficient conditions (Eqs. 
36-38). Using the algorithm one may construct a stabilizing signal for the 
original system. The original system will then be contractively stable. 
VIII. CONCLUSIONS 
A new technique was presented for stabilization of nonlinear systems with 
a dither control. This technique is general and does not have the limitations 
of the Dual Input Describing Function. There are no requirements on 
bandwidth of linear parts of the system and no specific configuration of the 
system has to be assumed. In many cases stability in the large may be guaran- 
teed for the system as demonstrated by the examples. 
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