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conoce como estimador naive. La expresión anterior puede
ser escrita de la siguiente forma
1 n 1 x – xi
ˆf (x) =  — Σ — w  (—) siendo w(x) = n i = 1 h h
Podemos pensar que este estimador es un intento de cons-
truir un histograma donde cada punto es el centro de su res-
pectiva clase, logrando así que no dependa tanto de la elec-
ción del origen. La elección de la amplitud de cada clase
depende del parámetro h, que controla el valor mediante el
cual los datos son suavizados. La generalización del estimador
naive es el estimador kernel. Sustituyendo la función w por
la función kernel K, el estimador kernel se define como
1 n x – xi
ˆf (x) = —Σ (—) nh i = 1 h
donde h es el parámetro de alisamiento. La función K deter-
mina la forma de estas funciones mientras que el parámetro
h determina su amplitud. Pero así como la elección de la fun-
ción K (rectangular, triangular, Gaussiana o Epanechinkov) no
influye de manera sustancial3, la adecuada elección del pará-
metro h es muy importante. Si elegimos un valor muy peque-
ño de h, introducimos ruido inherente al sistema (figura 1d)
pero si lo elegimos demasiado grande, entonces el estima-
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1dor kernel será demasiado suavizado y características impor-
tantes, como la multimodalidad de los datos, podrían quedar
ocultadas (figura 1f). Es por ello que la elección del paráme-
tro h siempre involucra un balance comparativo entre estas
dos consideraciones3, 4 (figura 1e).
Como conclusión, el histograma suavizado evita algunos
de los problemas más frecuentes que se encuentran con los
histogramas tradicionales, representando con mayor claridad
la naturaleza continua de los datos. Su construcción con el
software actual resulta tan sencilla como la del histograma tra-
dicional, en especial con el paquete estadístico STATA5, 6. Sin
embargo su forma final todavía se ve afectada, aunque en
menor medida respecto al histograma tradicional, por dos deci-
siones relativamente arbitrarias, la elección de la función ker-
nel y del parámetro de alisamiento.
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