We present a two-layer neural network for processing of three-dimensional (3D) images that are obtained by digital holography. The network is trained with a real 3D object to compute the weights of the layers. Experiments are presented to illustrate the system performance. The system is designed to detect a 3D object in the presence of various distortions. As an example, experiments are presented to illustrate how the system is able to recognize a 3D object with 360 ± out-of-plane rotation.
Optical correlation has been investigated extensively for two-dimensional (2D) pattern recognition. 1, 2 More recently, there has been growing interest in threedimensional (3D) object recognition. 3 -5 One suggested approach is to use digital holography for this purpose. 5 Holograms contain information about the three dimensions of an object and are therefore suitable for recording and comparing volume information on different objects. 6 Composite correlation f ilters 7 and their variations using nonlinear filtering 8, 9 can be used to achieve distortion tolerance such as limited rotation tolerance. However, composite filters cannot be generalized to complex distortions such as large rotation angles. If the filter is synthesized with too many different distortions, it will not be discriminant at all. In this Letter we propose a neural network architecture for recognition of 3D objects. Neural networks have been used for 2D pattern recognition. 2, 10, 11 Some attempts have been made to recognize 3D objects from a single 2D picture, 11 two stereo views, 12 a temporal sequence of views, 13 a set of tomograms, 14 or range images. 15, 16 However, all these methods basically use sets of 2D images. To our knowledge, no attempt to use neural networks 17 to recognize 3D objects with digital holograms has been made. In this Letter we describe how we use a two-layer neural network to process data obtained from digital holograms to recognize 3D objects. There has been much activity in the domain of neural networks for classif ication lately. We believe that the present work will be of interest to the neural network community for generalization of their systems to handle 3D objects.
The experimental setup used to acquire holograms of a 3D object is presented in Fig. 1(a) . The beam of an argon-ion laser is divided into two beams, both of which are spatially filtered and expanded to yield uniform plane waves. The object beam illuminates the object; the reference beam passes through a quarter-wave plate and a half-wave plate that allow its phase to be modif ied. A CCD camera records the interference pattern obtained by the addition of the reference beam and the light scattered by the object. We use a phase-shift technique to recover the complex amplitude of the object beam in the plane of the camera. 18, 19 This amplitude contains the magnitude and phase information, and it permits reconstruction of the complex amplitude of the beam in the plane of the 3D object. 5 We thus obtain a view of the 3D object, but this view is cluttered by a speckle pattern. To obtain a less noisy image, we dismiss the phase and filter the magnitude by averaging the pixel values and applying a median f ilter. 20 An example of such a reconstructed view is shown in Fig. 1 
(b).
Since different regions of the hologram contain different perspectives of the object, we can reconstruct the latter with different angles. We do this by using only a part of the hologram (a "window") 5 for the reconstruction and by moving this window inside the whole hologram, as shown in Fig. 2 . In our experiment the window is half the size of the hologram. The maximum lateral shift of the window is L 9 mm, and the reference object is at a distance d 350 mm from the camera, which allows us to change the angle of view by a L͞d 1.5 ± . We use three windows to reconstruct three perspectives of the object, with a regular angle change of 0.75 ± . Our experiments indicate that a tolerance of a few degrees against out-of-plane rotation can be achieved by use of a composite f ilter 8 made from these three images and a nonlinear correlation factor k 0.1.
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This high nonlinearity is intended to improve the discrimination capability of the system. The input image is also a view of the object reconstructed from the hologram.
Our objective is to generalize the recognition of the object to any arbitrary rotation and, in addition, to classify the out-of-plane orientation of the object. We use a die as our 3D reference object, and we consider out-of-plane rotation around the vertical axis only. However, our approach can be generalized to any axis of rotation. The case of a die is diff icult because the global shape of the die remains the same after 90 ± rotation, and only the number of dots on the sides changes. This property provides a strong correlation between the corresponding views and makes it diff icult to determine the correct orientation.
To be able to deal with a 360 ± rotation of the object, we record 36 holograms of the die with a 10 ± rotation step. With these holograms, we synthesize a bank of composite f ilters as described above. 10 This bank of filters is the f irst layer of the neural network because each composite f ilter can actually be seen as the weights of a "generalized neuron." Indeed, the weights are compared with the input image through a correlation, and we def ine the output of the corresponding "neuron" as the maximum of the correlation plane. This operation allows us to take advantage of the shift invariance of correlation.
Because of the rotation tolerance of the filters, we can detect the presence of the reference object with different rotation angles. However, it is difficult to know the orientation of the object because of the similarity of the shape of the die after rotation. For instance, Fig. 3 provides the values of the correlation peaks for the 36 filters when a die is presented in a particular position. It can be seen that, besides the correct f ilter (filter 15), other filters tend to give a significant correlation peak, especially f ilters 6, 24, and 33, which correspond to rotations of 290 ± ,
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± and 1180 ± , respectively. Because of this, and as the height of the correlation peak varies with different input holograms, it is diff icult to determine a threshold value to decide whether one particular f ilter gives a correct detection. For instance, we used as a test 20 holograms of the die with various orientations and also seven different objects that should not be detected at all. Figure 4 shows the error rates (nondetections and false alarms) versus the threshold applied to all the f ilters. When the orientation of the die is intermediate between the orientations of the training sets of two f ilters, we consider the result correct if at least one of the filters gives a peak greater than the threshold. In Fig. 4 , it appears that the minimum error rate is ϳ5%.
To improve the classification, we add a second layer of neurons that is composed of 36 linear neurons. These output neurons have as inputs the 36 outputs of the f irst layer (Fig. 5) . Our aim is that these neurons correspond to the different orientations of the die (with a 10 ± step) and that each particular neuron respond only when the presented image has the correct orientation. To determine the weights of this layer, we provide 144 training images with the corresponding desired results. The training images are views of the die reconstructed from the same 36 holograms we used to make the composite filters. We actually construct 4 images from each hologram, using windows that are different from the ones that we used for the composite filters. The responses that we desired for these input images are 1 for the output neuron corresponding to the correct orientation and 0 for the other neurons. We can compute the values of the correlation peaks provided by the f ilters for every image. This gives us the training input vectors for the second layer. Knowing these training vectors and the desired outputs, we can directly compute the weights and the biases that minimize the mean-square error. Once the network is designed, we present as inputs the same 27 reconstructed test images that we used when testing the f irst layer. Figure 6 shows the error rates of the classif ication versus the threshold value. The minimum error is now less than 1%.
In summary, we have proposed a two-layer neural network for recognition of real 3D objects. The network processes reconstructed images obtained from phase-shift digital holograms to detect the presence and orientation of a 3D reference object. To our knowledge, this is the first time that a neural network has been applied to recognition of 3D objects from digital holograms. The first layer of our network is made with a bank of nonlinear composite correlation filters to provide partial rotation tolerance and thus reduce the number of filters used. The construction of these f ilters takes advantage of the possibility of obtaining several angles of view with one single hologram. 20 The second layer is constructed with output neurons and improves recognition significantly with respect to that of a system with only one layer. For the 3D object used in our experiments, the system is able to classify -with good accuracy-the presence of the 3D object with different orientations. Moreover, the system is able to recognize this orientation despite the very similar aspect of the object in different positions. This ability implies that the neural network-based system can be very discriminant. It can be trained to classify 3D objects that are strongly correlated.
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