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Abstract
It is shown that the notion of linkage of algebraic varieties, introduced by Peskine and Szpiro, can
be generalized to finitely generated modules over non-commutative noetherian semiperfect rings.
Besides greater generality, the module-theoretic approach brings about new invariants of linkage
and yields improved results and simpler proofs even in the traditional settings of commutative
algebraic geometry and local algebra. Connections with Auslander–Reiten sequences, singularity
theory, derived categories, local cohomology, Buchsbaum modules, and maximal Cohen–Macaulay
approximations are discussed.
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1. Introduction
The starting point of this paper is the classical notion of linkage (or liaison) of algebraic
varieties. It goes back to the late 19th and early 20th century, when M. Noether, Halphen,
and Severi used it to study algebraic curves in P3. Linkage allows to pass from a given
curve to another curve, related in a geometric way to the original one. Iterating the
procedure one obtains a whole series of curves in the same “linkage class”. The usefulness
of this technique is explained by two observations: (a) certain properties of the curve are
preserved under linkage, and (b) the resulting curves may be simpler, and thus easier to
handle, than the original one.
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straddling the second world war, significant contributions were made by Dubreil, Apéry,
and Gaeta. The breakthrough however came with the 1974 paper [18]. Using sheaves,
duality, and homological tools, Peskine and Szpiro reduced general linkage to algebraic
questions about certain ideals of regular local rings and thus put linkage theory on a sound
algebraic footing. Since then, a great deal of further work has been done by algebraic
geometers and commutative algebraists alike. As a short and lucid introduction to a few
basic ideas of the subject, we recommend Ulrich’s lectures [22] at the ICTP.1 For a very
quick glimpse of linkage, see Section 21.10 of [8]. The monograph [16] covers a lot of
material, much of it quite recent.
The goal of the present paper is to show that the notion of linkage of algebraic
varieties, as expounded by Peskine and Szpiro [18], is part of a much more general
and fundamental formalism which extends to arbitrary finitely generated modules over
arbitrary (in particular, non-commutative) noetherian semiperfect rings. The new module-
theoretic approach brings about more general and more precise results, sometimes
providing simpler proofs of what is already known. Perhaps even more important is the
new conceptual perspective. It clearly demonstrates that linkage is a combination of two
ring-theoretic operations, forward and backward change of the ring, and a module-theoretic
construct, which we call horizontal linkage. The latter offers possibilities for sweeping
generalizations, whereas the former almost equally well limit such possibilities. As a
consequence, the proposed approach immediately identifies the source of difficulties in any
attempt to generalize classical linkage. Figuratively speaking, the horizontal component of
linkage, which operates on the abelian argument—the module—is linear, whereas the two
vertical components of linkage, which, in addition, operate on the non-abelian argument—
the ring—are non-linear. To further justify our point of view, let us mention two standard
facts which become almost evident in the new language: even linkage preserves more
properties than odd, and the Gorenstein condition is hand in glove with linkage.
What would we like this paper to accomplish? It seems probable that development of
linkage theory over non-commutative noetherian semiperfect rings will offer new insights.
For instance, for a group ring of a finite group over p-adic integers, one would expect ties
with representation theory rather than geometry. On the other hand, for algebraic geometers
it may be advantageous to start using module-theoretic techniques and fit some of their
fundamental results into our framework.2 This should yield transparent proofs of more
general statements, and distinguish these from more specifically geometric considerations.
The paper is broken down into sections as follows. In Section 2 we reformulate
the classical definition of Gorenstein linkage to make it amenable to module-theoretic
techniques. The operation λ :=Ω Tr comes to the forefront.
After recalling some facts about semiperfect rings in Section 3, we give a definition
of linkage for arbitrary finitely generated modules over noetherian semiperfect rings and
establish basic properties of such linkage.
1 As is stated on the front page of the ICTP printout, “these are preliminary lecture notes, intended only for
distribution to participants”. The reader may want to contact the author for further inquiries.
2 For these readers we emphasize that our linkage generalizes and extends the algebraic linkage of Peskine
and Szpiro. Their more restrictive geometric linkage awaits further work.
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compact proofs of several basic results on linkage and of their generalizations to modules.
In Section 5 we establish a criterion for horizontal linkage: a module is horizontally
linked if and only if it is 1-torsion-free and is stable; the latter means that the module has no
projective summands. Thus linkage theory is subsumed into the theory of “cohomological”
torsion. The key ingredient here is a very simple calculation of the image of the bidual of
a projective cover or, which is the same, the image of the canonical evaluation map. For a
finitely generated stable module, it coincides with the result of applying λ2 to the module.
In Section 6 we show that, over each non-Gorenstein complete Cohen–Macaulay
isolated singularity of dimension two, there exists a reflexive (equivalently, maximal
Cohen–Macaulay) module whose direct horizontal link is not reflexive (equivalently, not
mCM). In fact the same is true for any reflexive module which admits a nontrivial extension
by the ring.
In Section 7 we show that, over a Kleinian singularity, every stable maximal Cohen–
Macaulay (mCM for short) module is horizontally self-linked. As a consequence,
horizontal linkage fixes the non-projective vertices of the Auslander–Reiten quiver of the
category of mCM modules. The presented approach is conceptual and completely avoids
calculations. The main tool used in the argument is the existence of almost split sequences
together with the McKay correspondence.
In Section 8 we determine the action of λ on the mCM approximations of Cohen–
Macaulay modules over a Gorenstein commutative local ring, which leads to intriguing
duality patterns for mCM approximations. As a consequence, when dimR is odd, the stable
part of a minimal mCM approximation of the degree (dimR − 1)/2 syzygy module of a
self-dual CM module (e.g., the residue field) is horizontally self-linked.
In Section 9 we give a derived-categoric criterion of linkage of modules. This generali-
zes a theorem of Schenzel. In fact, it gives a more precise result even in the original setting.
Extending Schenzel’s definition, for a module A over a noetherian semiperfect ring Λ of
finite injective dimension a complex JA is defined. It is obtained by the soft truncation
of RHomΛ(A,Λ). It turns out that there is always a morphism RHomΛop(JA,Λ)→ JλA
(defined already at the level of complexes) and this morphism is an isomorphism in the
bounded derived categoryDb(Λ) if and only if A is horizontally linked. Unlike Schenzel’s
approach, where an injective resolution of Λ was used in the definition of JA, we use a
projective resolution of A, which results in a very transparent construction of the morphism
above. To incorporate non-horizontal linkage one needs to make further assumptions on the
ring (see below).
In Section 10 we relate the local cohomology of a module A over a Gorenstein local
ring to the local cohomology of λA, assuming that the homology of JA is of finite length.
In particular we show that a linked module is Buchsbaum if an only if its link is. Again,
these are generalizations of results of Schenzel for ideals.
In Section 11 we generalize a result of J. Herzog and M. Kühl on Bourbaki sequences.
The correct conceptual framework for that result is the theory of mCM approximations
and we show that even linkage over Gorenstein rings by Gorenstein ideals of finite
projective dimension preserves the stable equivalence class of the maximal Cohen–
Macaulay approximation. As a consequence, even linkage preserves projective dimension.
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linkage over not necessarily Gorenstein local rings.
2. Horizontal linkage
All rings in this paper are assumed to be noetherian on both sides and all modules
are finitely generated left modules. Right modules will be viewed as left modules over the
opposite ring. The symbol∼= will be used to denote a natural isomorphism. A commutative
ring is said to be Gorenstein if it is of finite injective dimension when viewed as a module
over itself. An ideal is said to be Gorenstein if the corresponding factor ring is Gorenstein.
For ideals p and q of a ring R the symbol p :q denotes the ideal of all elements x of R such
that xq⊂ p.
We begin by recalling the definition of (Gorenstein) linkage. Let (R,m, k) be a
commutative Gorenstein local ring with maximal ideal m and residue field k.
Definition 1. Ideals a and b of R are (algebraically) linked by a Gorenstein ideal c if
(a) c⊂ a∩ b, and
(b) a= c :b and b= c :a.
The following result is immediate.
Lemma 1. Under the above assumptions, a and b are linked by c if and only if the ideals
a/c and b/c of R/c are linked by the zero ideal of R/c.
As a consequence, linkage of ideals by an ideal can always be replaced by linkage by
the zero ideal. More pedantically, to check whether or not a and b are linked by c, one
can extend these ideals along the ring homomorphism R→ R/c, check the linkage of the
extended ideals by the zero ideal, and contract the extended ideals back to R. To simplify
the language, we introduce
Definition 2. Two ideals in a Gorenstein ring are said to be horizontally linked if they are
linked by the zero ideal.
The preceding discussion shows that general linkage can informally be thought of as
a three-step procedure consisting of an extension of an ideal, horizontal linkage, and the
contraction of an ideal. It is our next goal to show that all three components of this sequence
can be defined for arbitrary finitely-generated modules. To this end, we first recall two
module-theoretic operations: the syzygy and the transpose.
Let Λ be an associative ring, M a (left) Λ-module, and P →M an epimorphism such
that P is a projective. The kernel of this epimorphism is denoted ΩM and is called the
syzygy module ofM . By Schanuel’s lemma, the projective equivalence class of this module
is uniquely defined. However, if Λ admits projective covers, ΩM can be defined uniquely
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to the contrary, this assumption will always be made.
Assume now that M is a finitely presented Λ-module and let P1 → P0 →M be a finite
projective presentation of M . The transpose TrM of M is defined by the exact sequence
0→M∗ → P ∗0 → P ∗1 → TrM→ 0
obtained from the presentation above by applying the functor (−)∗ := HomΛ(−,Λ).
Again, the transpose is defined only up to projective equivalence (over the opposite ring
Λop). However, if we assume the existence of projective covers and that the presentation of
M above is minimal, then TrM is defined uniquely up to isomorphism. Unless explicitly
stated to the contrary, this minimality assumption will always be made. In particular,
assuming that the ring is commutative local, that the presentation of M above is minimal,
and that M has no projective summands, it can easily be shown then P ∗0 → P ∗1 →
TrM → 0 will be a minimal projective presentation of TrM . In addition, the transpose
of a projective module will be isomorphic to the zero module.
As a first step toward generalizing horizontal linkage, we pass from ideals to modules.
The naive way of viewing an ideal as a module is not suitable for our purposes (it also has
a drawback that different ideals may be isomorphic as modules). A much better way is to
pass from an ideal to the corresponding cyclic module. The precise meaning of this claim
is captured in the following obvious statement:
Lemma 2. Two ideals in a commutative ring are equal if and only if the corresponding
cyclic modules are isomorphic.
Proof. Indeed, an ideal in a commutative ring can be recovered as the annihilator of the
corresponding cyclic module. ✷
It is immediate, that, in terms of the corresponding cyclic modules, the vertical
components of linkage are nothing but the extension of scalars and, respectively, the
restriction of scalars. Now, to describe the horizontal component of linkage, we want give
a module-theoretic description of the passage from an ideal to its annihilator. It will be
formulated in terms of the syzygy and the transpose operators.
Lemma 3. Let a and b 	= R be ideals in a commutative local ring R. Then a= 0 :b if and
only if R/a is isomorphic to Ω TrR/b.
Proof. If b = 0, then the statement is clear. Assume now that b 	= 0 and let Rn → b be
a projective cover. Obviously, R/b has no projective summands. Therefore, dualizing
a minimal (since b 	= R) projective presentation Rn → R → R/b → 0 we have an
exact sequence 0→ (R/b,R)→ (R,R)→ (Rn,R)→ TrR/b→ 0 of R-modules whose
middle terms are a minimal projective presentation of TrR/b. (Here (−,R) denotes
HomR(−,R).) As a consequence, we have the exact sequence 0→ (R/b,R)→ (R,R)→
Ω TrR/b→ 0. Under the canonical isomorphism (R,R)→ R : f 
→ f (1) the module
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isomorphic if and only if a= 0 :b. ✷
Returning to linkage over a Gorenstein commutative local ring R we have, as a
consequence,
Proposition 1. Non-zero ideals a and b of R are horizontally linked if and only if
R/aΩ TrR/b and R/bΩ TrR/a.
The just proved proposition indicates the importance of the operation Ω Tr. It first
appeared in the Auslander and Bridger treatise [3] on stable module theory, where it was
denoted by D1. Nowadays, this symbol has acquired a variety of other meanings, and we
shall denote this operation by the symbol λ.
If a and b are horizontally linked, then each of the two ideals is uniquely determined by
the other as its annihilator. It therefore makes sense to say that the ideal a is horizontally
linked. In this terminology we have
Corollary 1. A proper ideal a of R is horizontally linked if and only if R/a is isomorphic
to λ2(R/a).
3. Linkage of modules: definitions and basic properties
In view of the last two results in the previous section, horizontal linkage can be defined
for arbitrary finitely generated modules over commutative local rings. Moreover, to have
the operation λ well-defined the only condition on the ring that we needed was the
existence of projective covers. All that points to the possibility of working with rings
Λ for which every finitely generated left module has a projective cover. Such rings are
called semiperfect rings. (See [9, Chapters 18 and 22] or [14, Chapter 8] for details.)
They possess the same property for right modules. They are not necessarily noetherian
but, in keeping with our convention, we shall always mean “semiperfect” to include the
noetherian property on both sides. noetherian local rings are semiperfect and, in particular,
the commutative ones, over which the (non-graded version of) linkage of ideals has been
exclusively studied. Before we give a new definition of linkage, we shall recall a basic
property of finitely presented modules over semiperfect rings (see [1, Theorem 32.13]).
Proposition 2. Let Λ be a semiperfect ring, M a stable finitely presented Λ-module, and
P1 → P0 → M a minimal projective presentation of M . Then P ∗0 → P ∗1 → TrM is a
minimal projective presentation of TrM . In particular, M∗ is isomorphic to Ω2 TrM .
At this point we are ready to depart from the classical setting and give a new
Definition 3. Let Λ be a (noetherian) semiperfect ring. A finitely generated Λ-module
M and a Λop-module N are said to be horizontally linked if M  λN and N  λM .
Equivalently, M is horizontally linked (to λM) if and only if M  λ2M .
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from this definition that a projective module is linked if and only if it is isomorphic to the
zero module. Indeed, the transpose of a projective is zero and therefore λ of a projective is
also zero. In fact, we can say more.
Proposition 3. A horizontally linked Λ-module is stable.
Proof. Suppose M is horizontally linked and M M ′  P , where M ′ is stable and P
is a projective. If P0 → M ′ is a projective cover then, by the definition of λ, there is a
projective precover P ∗0 → λM (in fact, since M ′ is stable, this is a projective cover). Using
the definition of λ again, we have a projective precover P0 ∼= P ∗∗0 → λ2M M M ′ P .
Thus the projective cover Q of λ2M is a summand of P0 which is a proper summand of
P0  P . Projecting P0  P onto P0 and then onto Q we have a surjective endomorphism
(since λ2M M) of a noetherian module. Then it must be an isomorphism. On the other
hand, the kernel of this endomorphism contains P , whence P is null. ✷
As another immediate consequence of the definition, we have
Proposition 4. Suppose M is horizontally linked. Then λM is also horizontally linked and,
in particular, λM is stable.
Proof. Since M is linked, M  λ2M . Therefore, λ2(λM) λ(λ2M) λM . ✷
The proof also shows that horizontal linkage is symmetric in the sense that M is linked
to λM if and only if λM is linked to M .
Having defined horizontal linkage for modules, we can now define general linkage for
modules. Let Λ be a semiperfect ring.
Definition 4. A finitely generated Λ-module M is said to be linked to a finitely generated
Λop-module N by a two-sided ideal c contained in the annihilators of M and N if M and
N are horizontally linked as modules over Λ/c and, respectively, over (Λ/c)op ∼=Λop/c.
The just defined linkage is also called direct linkage.3 By varying the ideals c, one can
build chains of linked modules thus providing the transitive closure for the direct linkage.
Abusing the language, we say that the modules in the same chain are also linked. Over
a non-commutative ring, modules related by a chain of odd length are in the opposite
categories, whereas modules related by a chain of even length are in the same module
category. This points, once again, to the special significance of even linkage classes,
originally observed in the commutative setting.
3 Notice that a variant of the traditional definition of linkage of ideals (e.g., [19]) requires that the ideals be
of pure height. Over a Gorenstein ring, ideals (and, as we shall see later, modules) linked by Gorenstein ideals
are necessarily unmixed. In our definition we have dispensed with that requirement. The purists, who find the
omission of purity intolerable, are welcome to complement the given definition with any additional condition of
their own.
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of ring, horizontal linkage, and a backward change of ring. Each change of ring is along
the ring homomorphism Λ→ Λ/c, and it will be colloquially referred to as a vertical
component of linkage. As we shall see in Section 9, when the ring and the ideal are both
Gorenstein, it becomes much easier to transfer information vertically.
Remark. Yoshino and Isogawa [23] have recently proposed the following definition of
linkage for Cohen–Macaulay modules over Gorenstein commutative rings: if M is a
maximal Cohen–Macaulay module over a Gorenstein ring R, then the link of M is (ΩM)∗.
This is the same definition that had been given earlier [20] by the second author. (For a non-
maximal Cohen–Macaulay modules, one first divides by a maximal regular sequence in
the annihilator.) To compare it with our definition, let 0→ΩM→ P0 →M→ 0 be exact
with the last map being a projective cover. Dualizing into R we have an exact sequence
0→M∗ → P ∗0 → (ΩM)∗ → Ext1R(M,R)→ 0
and therefore an exact sequence
0→ λM→ (ΩM)∗ → Ext1R(M,R)→ 0.
The latter shows that for Cohen–Macaulay modules the definition of Yoshino and Isogawa
coincides with our definition but, otherwise, it disagrees even with the traditional definition
of linkage for ideals.
4. First examples
The classical analogs (i.e., assuming that the modules in question are cyclic) of the
results in the previous section are obviously trivial. We shall now provide a non-trivial,
although simple, result admitting a generalization to modules. First recall that a module is
said to be unmixed if all of its associated primes are of the same height. The following is
well-known.
Proposition 5. Let R be a commutative ring, b an ideal of R and a := Annb. Then
Ass(R/a)⊆Ass(R). If R is unmixed and b=Anna, then
Ass(R/a)∪Ass(R/b)= Ass(R).
Proof. If b = 0, the assertion is trivial. If not, let b = (j1, . . . , jn). The kernel of the
map [j1, . . . , jn]t :R→ Rn equals Annb and, therefore, R/Annb embeds in Rn. The first
assertion now follows. Now let p be an associated prime of R. Since ab= 0, p must contain
either a or b. By the unmixedness assumption, p is minimal and hence is minimal among
the primes containing a or b. Thus p is an associated prime of R/a or R/b. ✷
A generalization of this result to modules can be stated as follows.
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R-module. Then Ass(λM)⊆ Ass(R). If R is unmixed and M is nonzero and horizontally
linked, then
Ass(M)∪Ass(λM)=Ass(R).
Proof. The first assertion is immediate because λM is a syzygy module. Let p be an asso-
ciated prime of R and P1 → P0 →M→ 0 a minimal projective (and hence free) presenta-
tion of M. The latter gives rise to an exact sequence 0→M∗ → (P0)∗ → λM→ 0. Under
the assumption that p /∈ SuppM ∪ SuppλM , the end terms and, therefore, the middle term
of that sequence would localize to 0 at p. This is impossible because (P0)∗ is a nonzero
free module (since M is nonzero). Hence p is in the support of either M or λM . If R is
unmixed, then p is a minimal prime and, therefore, an associated prime of one of the two
modules. Finally, if M is linked, then M  λ(λM) and Ass(M)⊆Ass(R). ✷
The next result gives a large class of horizontally linked modules. To state it, we need
to recall the definition of Gorenstein (or G-) dimension (see [3, Proposition 3.8]).
Definition 5. Let Λ be a two-sided noetherian ring. A nonzero finitely generated
Λ-module M is said to be of G-dimension zero if
(1) ExtiΛ(M,Λ) 0 for all i  1,
(2) ExtiΛop(M∗,Λ) 0 for all i  1, and
(3) M is reflexive.
Classical examples of modules of G-dimension zero are finitely generated projectives
over arbitrary rings and arbitrary finitely generated modules over self-injective rings. Over
a Gorenstein commutative local ring, modules of G-dimension zero are exactly maximal
Cohen–Macaulay modules.
Theorem 1. Let Λ be a semiperfect noetherian ring and M a stable Λ-module of
G-dimension zero. Then M is horizontally linked and its link is a stable Λop-module of
G-dimension zero.
Proof. It follows from the definition that the Λ-dual of a minimal projective resolution
· · ·→Q1 ∂1−→Q0 ∂0−→M∗ → 0 of M∗
is a minimal projective coresolution of M . Splicing it with a minimal projective resolution
· · ·→ P1 d1−→P0 d0−→M→ 0
of M , we have a doubly infinite exact complex of projectives,
· · ·→ P1 d1−→P0
∂∗0 eMd0−−−−→Q∗0
∂∗1−→Q∗1 →·· · ,
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construction and since M has no projective summands, the entire complete resolution
is minimal. All this makes the operation Ω invertible on M up to non-canonical
isomorphisms: one defines Ω−iM as the image of ∂∗i . It is not difficult to show, using
the definition of G-dimension zero given above, that M∗ is also of G-dimension zero. It
can easily be checked now that (ΩM)∗ Ω−1M∗ and that TrM Ω−2M∗. Moreover, it
is also not difficult to see that a nontrivial syzygy module of a module of G-dimension
zero is again of G-dimension zero. Therefore λ2M = Ω TrΩ TrM  Ω TrΩ−1M∗ 
Ω Tr(ΩM)∗  Ω−1(ΩM)∗∗  Ω−1ΩM M . The assertion that λM is stable follows
from Proposition 4 on p. 593. ✷
Corollary 2. Let R be a Gorenstein commutative local ring and M a stable mCM
R-module. Then M is horizontally linked and its link is again a stable mCM module.
We shall use this corollary to generalize the following basic result of Peskine and Szpiro
[18, Proposition 1.3].
Proposition 7. Let R be a Gorenstein local ring and a1 a nonzero ideal such that
dimR/a1 = dimR. Let a2 be the annihilator of a1. The following conditions are
equivalent:
(i) R/a1 is Cohen–Macaulay.
(ii) R/a2 is Cohen–Macaulay and R/a1 is unmixed.
Under these conditions, a1 is the annihilator of a2 and dimR/a2 = dimR.
Remark. In Proposition 1.3 of [18], we find in (ii) the condition “. . . R/a1 has no
embedded components.” That this condition is too weak and has to be replaced can be
seen from the following example. Let S be the ring k[|X,Y,Z|] of formal power series in
three variables over a field k and R := S/(XZ). The latter is a two-dimensional Gorenstein
ring. In that ring, let a1 := (yz). This is a nonzero ideal consisting entirely of zerodivisors.
Let a2 :=Anna1. It is immediate that a2 = (x). The ring R/a2 is two-dimensional regular.
In particular it is Cohen–Macaulay. The associated primes of R/a1 are (z) and (x, y) and,
therefore, R/a1 has no embedded components. Since these primes are of different heights,
R/a1 is not Cohen–Macaulay. Thus (ii) would not imply (i) under the weaker condition.
Furthermore, the annihilator of a2 is (z) 	= a1.
In the proposed generalization, we shall replace R/a1 with a finitely generated stable
R-module M and R/a2 with λM .
Proposition 8. Let R be a Gorenstein local ring and M a stable finitely generated
R-module with dimM = dimR. Then the following conditions are equivalent:
(i) M is maximal Cohen–Macaulay.
(ii) λM is maximal Cohen–Macaulay and M is unmixed.
Under these conditions, M is horizontally linked.
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(ii) ⇒ (i). Since M is stable, M∗ is isomorphic to ΩλM and is mCM unless M∗  0.
Thus M∗∗ is also either mCM or the zero module. The cokernel of the canonical
evaluation map eM :M →M∗∗ is isomorphic to Ext2(TrM,R)= Ext1(λM,R) (see (5.1)
in Section 5). Thus, since λM is mCM, eM is an epimorphism. Since dimM = dimR
and M is unmixed, the associated primes of M are minimal primes of R. Then the same
is true for ker eM . If p ∈ Ass(ker eM), then Rp is a zero-dimensional Gorenstein ring
and, therefore, Mp is reflexive. Therefore, (ker eM)p ∼= ker eMp = 0. Hence eM is also a
monomorphism and M is isomorphic to M∗∗. Since dimR = dimM , this implies that
M∗∗ 	= 0 and M is mCM. ✷
The last result we want to generalize in this section is due to Ferrand [18, Proposi-
tion 2.6]. We recall it now.
Proposition 9. Let R be a regular local ring, a an ideal of R such that R/a is a Cohen–
Macaulay ring of codimension d , and f = (f1, . . . , fd) an ideal generated by a regular
sequence contained in a. Let F1 (respectively, F ) be a projective resolution of R/a
(respectively, R/f ) and α :F → F1 a morphism of complexes lifting the canonical map
R/f → R/a. Then the mapping cone of α∗ :F ∗1 → F ∗ is a projective resolution of the link
of a with respect to f .
Our generalization will be stated under slightly more general assumptions. The proof
however is identical to the original one. It will be given here since it will be needed
later in Section 12. We begin by recalling the notion of perfect module. Let R be a
commutative ring and M an R-module. The grade of M , denoted gradeM , is defined as
min{i | ExtiR(M,R) 	= 0}.
Definition 6. The module M is said to be perfect if M is of finite projective dimension and
gradeM = projdimM .
Notice that: (a) the grade of a nonzero module never exceeds the projective dimension of
the module, (b) any perfect module, being of finite projective dimension, must be nonzero
(as the projective dimension of the zero module is −∞), and (c) if M is a perfect module,
then ExtgradeMR (M,R) is the only nonzero module among all Ext
i
R(M,R). We can now
generalize Ferrand’s result.
Proposition 10. Let R be a Gorenstein local ring, M a perfect R-module of projective
dimension g linked by a Gorenstein ideal I , also of finite projective dimension g, and let
R := R/I . Let P→M be a minimal projective resolution of M and Q → P0 a projective
resolution of P0 := P0/IP0 of length g. Let ϕ : Q → P be a lifting of the reduction
modulo I of the chosen projective cover P0 →M . Then the mapping cone Con(ϕ∗) is an
R-projective resolution of λ M .R
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0→Q∗ →Con(ϕ∗)→ P∗[−1]→ 0.
The corresponding long cohomology exact sequence degenerates into
0→ ExtgR(M,R)→ ExtgR
(
P 0,R
)→Hg(Con(ϕ∗))→ 0. (4.1)
Using the functorial isomorphism ExtgR(−,R)→HomR(−,R) defined on the category of
R-modules, we have an exact sequence
0→HomR
(
M,R
)→HomR(P0,R)→Hg(Con(ϕ∗))→ 0,
where the first map is the R-dual of the R-projective cover P0 → M . This shows that
Hg(Con(ϕ∗)) is isomorphic to λRM . ✷
5. Criteria for horizontal linkage
Throughout this section Λ is a semiperfect ring and all modules are finitely generated.
Our next task is to characterize horizontally linked modules. To state the result, we recall
(see [3]) the exact sequence
0→ Ext1Λop(TrM,Λ)→M eM−→M∗∗ → Ext2Λop(TrM,Λ)→ 0, (5.1)
where M is a finitely generated (left) Λ-module and eM is the canonical evaluation
map. The (left) Λ-module Ext1Λop(TrM,Λ) is called the 1-torsion submodule of M .
When Λ is a commutative domain, the 1-torsion is the usual torsion submodule of M .
If Ext1Λop(TrM,Λ) = 0, i.e., the canonical map eM is a monomorphism, we shall say,
following the terminology of [3], that M is 1-torsion-free.4 Every submodule of such a
module is also 1-torsion-free, as one easily deduces from the naturality of the evaluation
map.
The following is well-known.
Proposition 11. A Λ-module is 1-torsion-free if and only if it can be embedded in a direct
product of copies of Λ.
Corollary 3. A submodule of a projective module is 1-torsion-free.
The next result can be found in [3, pp. 141, 142].
Lemma 4. Let M be a finitely generated stable Λ-module. Then the image of the canonical
evaluation map eM is isomorphic to λ2M .
4 Some authors will vehemently insist on calling such modules torsionless.
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commutative diagram
P0
∼= eP0
ϕ
M
eM
P ∗∗0
ϕ∗∗
M∗∗
(5.2)
shows that im(eM)= im(ϕ∗∗). Applying the functor (−,Λ) to the minimal presentation of
M we have the exact sequences
0→M∗ ϕ
∗
−→P ∗0 → P ∗1 → TrM→ 0 and 0→M∗
ϕ∗−→P ∗0 → λM→ 0.
Let Q0
ψ−→M∗ → 0 be a projective cover and α := ϕ∗ψ . Since M has no projective
summands, the sequence Q0
α−→P ∗0 → λM → 0 is a minimal projective presentation.
Dualizing it into Λ we have a commutative diagram with exact row
0 (λM)∗ P ∗∗0
ϕ∗∗
α∗
Q∗0 Tr(λM) 0
M∗∗
ψ∗
By construction, im(α∗)  Ω Tr(λM) = λ2M . On the other hand, since ψ∗ is a
monomorphism, im(α∗) im(ϕ∗∗), the latter being isomorphic to im(eM). ✷
As a consequence of the lemma, for a stable M there is a short exact sequence
0→ Ext1Λop(TrM,Λ)→M→ λ2M→ 0.
We can now characterize horizontally linked modules.
Theorem 2. A finitely generated Λ-module M is horizontally linked if and only if it is
stable and is 1-torsion-free, i.e., M has no projective summands and Ext1Λop(TrM,Λ)= 0.
Proof. If M is horizontally linked, then M  λ2M and M is stable by Proposition 3 on
p. 593. By the preceding lemma, the canonical evaluation map induces a surjection of M
onto λ2M . Thus we have a surjective endomorphism of a noetherian module, which then
must be an isomorphism (this is true without any assumption on the ring). Therefore M is
1-torsion-free. The other direction is an immediate consequence of Lemma 4 on p. 598. ✷
Over a Gorenstein commutative local ring, the transpose of an mCM module is again
mCM and the higher Ext-groups of such a module with coefficients in the ring vanish.
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such rings are horizontally linked.
Corollary 4. A module over a (semiperfect) commutative domain is horizontally linked if
and only if it is stable and torsion-free.
Remark. A commutative ring R is semiperfect if and only if it is a finite direct product of
commutative local rings. (See, for example, [14, Theorem 23.11].)
Corollary 5. Any stable reflexive module is horizontally linked.
We shall now give an alternative description of horizontally linked modules.
Corollary 6. A finitely generated Λ-module M is horizontally linked if and only if M is a
stable syzygy module (i.e., M is a stable submodule of a projective).
Proof. If M is linked, then it is stable and M  λ2M =Ω TrΩ TrM , showing that M is a
syzygy module. The converse follows from Corollary 3 on p. 598 and Theorem 2. ✷
Corollary 7. Suppose that Rp is Gorenstein for every minimal prime p ∈ Ass(R). Then
any stable unmixed R-module M with dimM = dimR is horizontally linked.
Proof. We need to show that the kernel of the canonical evaluation map eM :M →M∗∗
is zero. The assumptions on M guarantee that its associated primes are minimal primes
of R. The same is true for ker eM . Thus Rp is a zero-dimensional Gorenstein ring for any
associated prime p of ker eM . Over such a ring any module is reflexive and, therefore,
(ker eM)p ∼= ker eMp = 0. Thus kereM = 0. ✷
If M is a syzygy module over a commutative local ring R, then Ass(M)⊂Ass(R). The
following reformulation of a well-known result gives a partial converse.
Corollary 8. Suppose R is generically Gorenstein, i.e., Rp is Gorenstein for every prime
p ∈ Ass(R). An R-module M is a syzygy module if and only if Ass(M) ⊆ Ass(R). Thus
such a module is horizontally linked if and only if it is stable.
Proof. The last assertion follows at once from Corollary 6. The “only if” part is obvious.
To prove the “if” part, we need to show that the kernel of eM :M →M∗∗ is zero. It is
enough to show that (ker eM)p = 0 for any associated prime p of ker eM . Any such prime
is an associated prime of M , and hence of R and, therefore, Rp is Gorenstein. Since
AssRp(Mp) ⊆ AssRp(Rp), the associated primes of the Rp-module Mp are all of height
zero. The proof of the previous corollary shows now that kereMp = 0. ✷
As an easy consequence of the just established criteria for horizontal linkage we can
now describe a class of modules that can be linked by nonzero ideals.
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R/AnnM-module. Suppose that dimM = dimR/p for every p ∈ AssM . Let c ⊆ AnnM
be an ideal such that dimR/c= dimM . If R/c is generically Gorenstein, then M is linked
by c. If, in addition, R/c is Gorenstein and M is a CM R-module, then the link of M is CM
of the same dimension.
Proof. Let p be an associated prime of M . Then p is minimal among primes containing
c because dim R/c = dimM = dimR/p. Thus AssR/cM ⊆ AssR/c. The first claim
now follows from the previous corollary. The second claim follows from Corollary 2 on
p. 596. ✷
6. Examples of (non-)invariance under horizontal linkage
Let R be a Gorenstein commutative local ring and M a horizontally linked R-module.
Corollary 2 on p. 596 shows that M is mCM if and only if λM is mCM. Thus over a
Gorenstein ring horizontal linkage preserves and reflects the property of a module to be
mCM.
As to be expected and as will be now shown, over non-Gorenstein rings mCM’s need
not be preserved under horizontal linkage. The example we are about to construct will
also show that reflexivity of a module need not be preserved. Both facts are known in
the traditional setting of linkage of ideals. However the existing examples are based on
calculations with explicitly given ideals. Our example, in the spirit of this paper, is based on
a conceptual approach and completely avoids calculations. Moreover we actually produce
infinitely many examples.
We begin with the following simple observation.
Lemma 5. Let M be a finitely presented Λ-module such that the canonical evaluation map
eM :M→M∗∗ is onto. Then Ext1(λM,Λ)= 0.
Proof. Ext1(λM,Λ)∼= Ext2(TrM,Λ)= 0, by the exact sequence (5.1) on p. 598. ✷
We are now ready to describe the promised example.
Example. Let R be a commutative two-dimensional complete normal domain which
is a quotient of a formal power series ring over a field. In particular R is local. By
Serre’s criterion, R is a Cohen–Macaulay ring with an isolated singularity. Moreover,
the category of mCM modules coincides with the category Ref(R) of reflexive modules.
Assume furthermore that R is not Gorenstein. Let M be any mCM module such that
Exti (M,R) 	= 0. Such modules do exist because if Exti (N,R)= 0 for each positive integer
i and for each mCM R-module N , then R would be of finite injective dimension (because
the second syzygy module of any module is mCM or zero), contrary to the assumption
that R is not Gorenstein. Without loss of generality we may assume that M is stable.
Being also reflexive, M is horizontally linked. If λM were reflexive, then, Ext1(M,R)
Ext1(λ2M,R) would vanish by the previous lemma, a contradiction. Thus the link of any
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reflexive (respectively, mCM).
7. The operator λ and Kleinian singularities
On a horizontally linked module the operation λ is, by definition, an involution. When
the ring is commutative it is of interest, therefore, to ask whether there are modules which
are fixed by λ itself. Let R be a commutative local ring.
Definition 7. A finitely generated R-module M is said to be horizontally self-linked if
M  λM .
Lemma 6. If M is horizontally self-linked, then ΩM M∗. If R is Gorenstein and M is a
stable mCM, then the converse holds.
Proof. Suppose M is horizontally self-linked. Then it has no projective summands and,
therefore, M∗  Ω2 TrM  ΩλM  ΩM . Suppose now that R is Gorenstein and M
is a stable mCM. Then, as we already saw, Ω is invertible on M and the isomorphisms
ΩM M∗ Ω2 TrM imply that M  λM . ✷
For the rest of this section we shall assume that R is a complete Kleinian singularity.
Equivalently,R is the complete two-dimensional hypersurface ringC[|x, y, z|]/(f ), where
f is one of Arnold’s simple singularities. Recall that such singularities are indexed by the
Dynkin diagrams of types A,D, and E:
An f = x2 + y2 + zn+1, n 1,
Dn f = x2 + y2z+ zn−1, n 4,
E6 f = x2 + y3 + z4,
E7 f = x2 + y3 + yz3,
E8 f = x2 + y3 + z5.
The category of mCM modules over R coincides with the category of reflexive modules.
An important fact is that this category admits almost split sequences (also known as
Auslander–Reiten sequences), a notion we shall now recall. This will be done for
the category mCM(R) of maximal Cohen–Macaulay modules over a complete Cohen–
Macaulay singularity R. A short exact sequence
0→A→B→C→ 0
of mCM R-modules is said to be almost split if the following three conditions are satisfied:
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(2) Any map X→ C which is not a splittable epimorphism with X an indecomposable
mCM can be lifted to B .
(3) Any map A→ Y which is not a splittable monomorphism with Y an indecomposable
mCM can be extended to B .
If such a sequence exists, then the end terms are both indecomposable and each
one determines the other up to isomorphism. One says that the category of mCM R-
modules has almost split sequences if for each indecomposable mCM module A, which
is not isomorphic to the dualizing module ωR of R, there is an almost split sequence in
mCM(R) that starts with A. Equivalently, mCM(R) has almost split sequences if for each
indecomposable mCM module C, which is not isomorphic to R, there is an almost split
sequence in mCM(R) that ends with C.
Returning to the Kleinian singularities, in any almost split sequence, the first and the last
terms are isomorphic. Recall also that the (isoclasses of) indecomposable non-projective
mCM modules over such a singularity are in one-to-one correspondence with the vertices
of the underlying Dynkin diagram. It can be deduced from [15] and [2] that the rank of
such a module is equal to the coefficient of the corresponding vertex in the maximal root,
as is shown below (see [6, Tables I, IV, and V–VII]):
•
•
1
•
1
•
1
· · · •
1
•
1 1
•
•
1
•
•
2
•
2
· · · •
2
•
1
1
2
• •
•
1
•
2
•
3
2
•
2 1
•
•
•
• •
2
•
3
•
4
2
•
3
•
2 1
•
•
•
2
•
4
•
6
3
•
5
•
4
•
3
•
2
•
•
Dynkin diagrams of types A ,D ,E ,E , and E .n n 6 7 8
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Theorem 3. Let R be a complete Kleinian singularity. Then any indecomposable non-
projective mCM module is horizontally self-linked.
Proof. Let c(M) denote the divisor of a stable reflexive R-module M and β(M) the
minimal number of generators of M . Since the multiplicity of a simple Arnold singularity
is two, a result of Herzog and Kühl [13, Corollary 1.3], shows that β(M) = 2 rankM .
Therefore the exact sequence 0 → ΩM → Rβ(M) → M → 0 shows that rankΩM =
rankM and therefore rankΩM = rankM∗ = rankM . Since R is Gorenstein, M is
indecomposable if and only if ΩM is. As a consequence, if M is the only indecomposable
reflexive of a given rank, then M is horizontally self-linked by the previous lemma. We
also have (see [5, Chapter VII, §4, Ex. 8.d]), that c(ΩM) = −c(M) = c(M∗) (the first
equality holds by the additivity of the divisor). In particular, if rankM = 1 then, since ΩM
and M∗ are both reflexive of rank one and since such modules are uniquely determined
up to isomorphism by their divisors, we conclude that ΩM M∗. Thus, by the previous
lemma, any rank one reflexive is horizontally self-linked.
Now suppose that M is an indecomposable non-projective reflexive module which is
horizontally self-linked. Let
0→M→N →M→ 0 (7.1)
be an almost split sequence ending with M . The module N need not be indecomposable,
it may even have a projective summand. Decomposing N into a direct sum of a stable
module and a projective we claim that the stable part is horizontally self-linked. This will
be proved in three steps.
Step 1. We want to show that the dual sequence
0→M∗ →N∗ →M∗ → 0 (7.2)
is almost split. Because all the modules in question are reflexive, it is clear that the
dualized sequence is not split. To show that the lifting problem for non-isomorphisms from
indecomposable reflexives to the contravariant copy of M∗ has a solution, we dualize the
new sequence into R. It then turns back into the original almost split sequence and the
lifting problem becomes the extension problem for non-isomorphisms from the covariant
copy ofM into indecomposable reflexives. Solving this problem and dualizing the solution,
we have a solution for the lifting problem. A similar argument shows that the extension
problem is also solvable. Thus the dual of the almost split sequence is almost split.
Step 2. Using a minimal projective resolution of M and the Horse–Shoe Lemma, we apply
Ω to (7.1). The result can be written as
0→ΩM→Ω ′N γ
′
−→ΩM→ 0, (7.3)
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is also almost split. First of all we have to show that it is not split. Suppose it is. Then
Ω ′N is isomorphic to ΩM ΩM . The latter module is stable and therefore Ω ′N ΩN .
Since Ω is invertible on stable mCM’s and since M is stable, the stable part of N is
isomorphic to M M . Since rank is additive, the original almost split sequence shows
that N itself is isomorphic to M M . A result of Miyata [17, Theorem 1] then shows that
sequence (7.1) is split, contrary to the assumption. Now we have to show that the lifting
problem for non-isomorphisms from an indecomposable reflexive X to the contravariant
copy of ΩM has a solution. If X is projective, we have nothing to prove. Suppose X
is not projective. Then any non-isomorphism α′ :X→ ΩM can be realized as a lifting,
along the corresponding projective resolutions, of a non-isomorphismΩ−1X→M , where
Ω−1X is again indecomposable. This non-isomorphism can be lifted to N and the result
can then be lifted along the projective resolutions to a morphism β ′ :X→Ω ′N . A tedious
but straightforward diagram chase shows that this morphism differs from a solution to the
original lifting problem by a map factoring through a projective coverQ of Ω−1X. In other
words, there are maps ϕ′ and τ , shown in the diagram below,
X
β ′
α′
ϕ′
Q
τ
Ω ′N
γ ′
ΩM
such that α′ = γ ′β ′ + τϕ′. Since Q is projective, there exists a map δ :Q→ Ω ′N such
that τ = γ ′δ. Then α′ = γ ′(β ′ + δϕ′). This solves the lifting problem. A similar argument
applies to the extension problem. Thus sequence (7.3) is almost split.
Step 3. Having started with the almost split sequence (7.1), we have two new almost
split sequences 0 → M∗ → N∗ → M∗ → 0 and 0 → ΩM → Ω ′N → ΩM → 0. We
have also assumed that M is self-linked. Hence ΩM and M∗ are isomorphic. But the
isomorphism class of an almost split sequence is uniquely determined by any of its end
terms and therefore Ω ′N is isomorphic to N∗. Using the Krull–Remak–Schmidt Theorem,
we deduce that the stable part of N is horizontally self-linked.
Now we can finish the proof of the theorem by examining the ranks of the
indecomposable mCM’s. Since all indecomposable reflexives over An are of rank one,
we are done in this case. To deal with the remaining cases, we need one more fact about
almost split sequences for mCM’s over a rational double point. Namely, the middle term
of an almost split sequence ending with M is the direct sum of the modules corresponding
to the vertices adjacent to the vertex corresponding to M in the extended Dynkin diagram
of R with the extra vertex corresponding to R (see [2]). In the case of Dn, we start with
the almost split sequences ending with the rank one modules and move to the adjacent
modules until we cover all modules. In the case E6 the same method shows that all
indecomposables, except, possibly, the rank two module A adjacent to the extra vertex,
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dualization into R are involutions on the isomorphism classes of stable reflexives. In the
case E7 we start with the unique rank one module and show that the four modules on the
long arm of the diagram are horizontally self-linked. Examining the almost split sequence
ending with the rank four module, we deduce that the direct sum of the adjacent modules
is self-linked. Their ranks are 3, 2, and 3. The first module is on the long arm, and is
therefore horizontally self-linked. Since the remaining modules have different ranks, the
Krull–Remak–Schmidt Theorem shows that each one of them is also horizontally self-
linked. Finally, to treat the case of E8, we notice that the rank six module, being the
only module of this rank, must be horizontally self-linked. The adjacent vertices are all
of different ranks and thus are also self-linked. The remaining modules can be reached,
one by one, by almost split sequences. ✷
Corollary 10. The operation λ fixes the non-projective vertices of the Auslander–Reiten
quiver of the category of mCM R-modules.
8. The operator λ and mCM approximations of CM modules
Throughout this section R will be a Gorenstein commutative local ring. We begin
by recalling the definition of mCM approximations introduced by Auslander and
Buchweitz [4]. An mCM approximation of a finitely generatedR-moduleC is a short exact
sequence 0→ YC →XC f−→C→ 0, where XC is mCM and YC is of finite injective (i.e.,
finite projective) dimension. It is said to be minimal if any endomorphism h :XC → XC
such that f = f h is necessarily an automorphism.
In the beginning of this paper we saw that a stable mCM R-module is horizontally
linked and its link is again mCM. Trivially, since an mCM module is its own mCM
approximation, this can be interpreted as a result about the link of an mCM approximation.
Thus we can pose a more general question: what happens with mCM approximations of
arbitrary modules under horizontal linkage? In this section we shall answer this question
for non-maximal Cohen–Macaulay modules and for their arbitrary syzygy modules.
Let A be a CM R-module of codepth n := depthR − depthA 1 and
(P,d) : · · · d2−→P1 d1−→P0 →A→ 0
a minimal projective resolution of A. By the duality for CM modules, the groups
ExtiR(A,R) vanish for all i 	= n. In particular, A∗ = 0 and the sequence 0→ P ∗0 → P ∗1 →
TrA→ 0 is exact. Hence λA  P ∗0 is projective and, by Proposition 4, p. 593, A itself
is not horizontally linked. However we can ask the more meaningful question of what
happens with mCM approximations of A and of its syzygy modulesΩiA, i = 1, . . . , n−1,
under λ. For i = n the corresponding syzygy module is mCM and we have already
answered the question above.
Our main technical tool for answering that question will be the gluing construction for
CM modules of Herzog and Martsinkovsky [12]. We briefly recall the relevant basic facts.
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(Q, ∂) : · · · ∂2−→Q1 ∂1−→Q0 →A∨ → 0
be a minimal projective resolution of it. By the duality for CM modules, A∨ is a CM
module of codepth n. Hence the homology of (Q∗, ∂∗) is concentrated in degree −n.
Consequently,


λ(Ωi(A∨)) im(∂∗i+1) ker(∂∗i+2) for i 	= n− 1,
proj dimim(∂∗i+1)= i for i = 0, . . . , n− 1,
ker(∂∗i+1) is mCM for i  n.
(8.1)
Recall also that, by the duality for CM modules, A∨∨ is isomorphic to A. As a
consequence, dualizing Q into R and shifting it n steps to the left, we can find a quism5
ν : P→Q∗[−n] (called a gluing for A):
· · · Pn+1
dn+1
Pn
dn
Pn−1
dn−1 · · · d2 P1
d1
P0
Q∗0
∂∗1
Q∗1
∂∗2 · · ·
∂∗n−1
Q∗n−1
∂∗n
Q∗n
∂∗n+1
Q∗n+1 · · ·
Its mapping cone, which we denote Con(ν), is an exact complex of projectives. Thus the
homology of any truncation of Con(ν), being an infinite syzygy module, is mCM. Since
mCM’s have trivial higher Ext-modules with coefficients in R, we conclude that Con(ν) is
in fact a complete resolution, i.e., besides being exact, it also remains exact when dualized
into R. Associated with ν is the corresponding cone-cylinder diagram
0 Q∗[−n]
α
Con(ν)
=
P[−1] 0
0 P
=
Cyl(ν)
β
Con(ν) 0
P Q∗[−n]
where the top and the middle rows are exact, and α and β are homotopy inverses of each
other. Applying to the top row the degree i + 1 truncation functor τi+1 we have an exact
sequence
0→ τi+1Q∗[−n]→ τi+1Con(ν)→ τi+1P[−1]→ 0
5 Henceforth, the term quism will be used in place of the term quasiisomorphism.
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degenerates into a short exact sequence which is a minimal mCM approximation of ΩiA.
In view of the first isomorphism in the first line of (8.1), which holds for all i , this
approximation can be written as
0→ λ(Ωn−i−1(A∨))→XΩiA→ΩiA→ 0,
where XΩiA is isomorphic to im
[−di 0
νi ∂
∗
n−i
]
, i = 0, . . . , n− 1. Replacing A by A∨ and i by
n− i − 1 we have, for i = 0, . . . , n− 1, the exact sequences
0→ λ(ΩiA)→XΩn−i−1(A∨)→Ωn−i−1(A∨)→ 0.
These approximations are obtained by the gluing construction for A∨. Since the complete
resolution Con(ν) remains exact when dualized into R, the chain map ν∗[n] : Q→ P∗[−n]
is a gluing for A∨. Taking the appropriate truncation of Con(ν∗[n]) we obtain a projective
resolution of XΩn−i−1(A∨). Notice that this resolution is not, in general, minimal. (Its
deviation from minimality is measured by Auslander’s deltas.) If we compute λ (i.e.,
both Ω and Tr) with this non-minimal resolution, then we find that λXΩn−i−1A∨ is
isomorphic to im
[−di 0
νi ∂
∗
n−i
]
, i.e., to XΩiA. By symmetry, using the truncations of the (in
general, non-minimal) complete resolution Con(ν) we have that λXΩiA is isomorphic to
XΩn−i−1(A∨). Returning to minimal resolution we have that the obtained isomorphisms
should be replaced by stable isomorphisms. As a result, we have proved the following
Theorem 4. Let R be a Gorenstein commutative local ring and A a Cohen–Macaulay
module of codepth n 1. Let
0→ YΩiA→XΩiA→ΩiA→ 0
and
0→ YΩn−i−1A∨ →XΩn−i−1A∨ →Ωn−i−1
(
A∨
)→ 0,
where i = 0, . . . , n − 1, be minimal mCM approximations. Then λ(ΩiA)  YΩn−i−1(A∨)
and λXΩiA is isomorphic to the stable part of XΩn−i−1(A∨) for i = 0, . . . , n − 1. If
i = 0, . . . , n− 2, then λ(YΩiA)Ωn−i−1(A∨). If λ is computed using the truncations of
the not necessarily minimal complete resolution Con(ν) forA, then λXΩiA andXΩn−i−1A∨
are isomorphic.
Corollary 11. Under the assumptions of the theorem, suppose A is a self-dual CM module
(e.g., the residue field) of codepth at least one. Then λXΩiA is isomorphic to the stable
part of XΩn−i−1A for i = 0, . . . , n− 1. If λ is computed using the truncations of the (non-
minimal) complete resolution Con(ν) for A, then λXΩiA and XΩn−i−1A are isomorphic. In
particular, if n is odd, then the stable part of XΩ(n−1)/2A is a horizontally self-linked mCM
module.
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(2) Using a very compact, if not ambiguous, notation it is possible to prove the
statement of Theorem 4 regarding the approximating mCM module in just a couple
of lines. Namely, let D denote the duality for CM modules and X the operation of
taking an mCM approximation. Then the statement of the theorem can be encoded as
Ω−1DXΩiA  XΩn−i−1DA. The gluing construction shows that Ω and D commute
with X and that Ωn−iD equals DΩi . The desired result now follows after straightforward
manipulations. The details are left to the reader.
9. The operator λ and the bounded derived category
Let R be a Gorenstein commutative local ring. Our goal is to generalize a theorem of
Schenzel which gives an invariant of linkage with values in the derived category of R. We
begin by recalling that result.
Let a be an ideal of R of pure height g and ER a minimal injective resolution of R as an
R-module. Of primary importance to us is the dualizing complex for R/a, defined as (see
[11, Chapter V])
Ia :=HomR(R/a,ER),
whose homology is, by definition, Ext∗R(R/a,R). In the derived category of R, this
complex is isomorphic to RHomR(R/a,R). It is well known that Ia is concentrated
between (upper) degrees g and dimR. The first non-vanishing cohomology module
ExtgR(R/a,R) is the canonical module Ka for R/a. Viewing Ka[−g] as a subcomplex
of Ia we have a short exact sequence of complexes
0→Ka[−g]→ Ia→ Ja→ 0.
By construction,
Hi(Ja)
{
Hi(Ia) if i 	= g,
0 if i = g.
We can now state the theorem of Schenzel [19, Theorem 3.1].
Theorem 5. Let a and b be ideals of R linked by a Gorenstein ideal c of height g. Then
there exists a canonical isomorphism
Jb[g] ∼=RHomR(Ja,R)
in the derived category of R.
Thus the truncated dualizing complexes of linked ideals are isomorphic up to a shift
and duality. The generalization of this theorem will be accomplished in two steps. First
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injective dimension and then for general linkage over Gorenstein rings. Moreover, not only
shall we generalize the above theorem, but we shall also give a more precise statement,
turning, in particular, our result into a derived-categoric criterion for linkage. We shall also
see that the horizontal component of linkage is responsible for the duality, whereas the
vertical components are responsible for the shift.
Let Λ be a noetherian semiperfect ring of finite injective dimension, A a finitely
generated Λ-module (this is the analog of R/a), and
· · ·→ P1 d1−→P0 ϕ−→A→ 0
a minimal projective resolution of A. Similar to the case of ideals, we define a complex IA
as the Λ-dual of the projective resolution of A:
IA := 0→ P ∗0 → P ∗1 → ·· · .
As above, this complex is isomorphic to RHomΛ(A,Λ) in the bounded derived category
Db(Λop). Notice however that we are using a projective resolution of the contravariant
argument rather than an injective resolution of the covariant argument. The degree zero
homology of this complex is isomorphic to A∗. Viewing it as a subcomplex of IA
concentrated in degree zero, we have a short exact sequence of complexes
0→A∗ → IA→ JA→ 0,
where JA is isomorphic to the complex
0→ λA→ P ∗1 → P ∗2 →·· · ,
with λA in degree zero. By construction, JA is exact in degree zero and, since Λ is of finite
injective dimension, this complex has bounded homology.
Before we state the first theorem we need the following auxiliary results:
Lemma 7 [7, Proposition 5.2.4]. Let u : C′ → C be a quism,6 P a complex of projectives,
and E a complex of injectives.
(a) If P is bounded on the right or if both C and C′ are bounded on the right, then
HomΛ(1, u) : HomΛ(P,C′)→HomΛ(P,C) is also a quism.
(b) If E is bounded on the left or if both C and C′ are bounded on the left, then
HomΛ(u,1) : HomΛ(C,E)→HomΛ(C′,E) is also a quism.
Lemma 8. Let Λ be a ring of finite injective dimension, ι :Λ → I a finite injective
resolution of Λ, and π : P → C a quism, where P is a complex of projective Λ-modules.
Then HomΛ(C, I) is quasiisomorphic to HomΛ(P,Λ).
6 See the footnote on p. 607.
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I are bounded, Lemma 7(a), shows that HomΛ(P, I) quasiisomorphic to HomΛ(P,Λ). ✷
The just proved lemma shows that for rings Λ of finite injective dimension, one can use
unbounded projective complexes as contravariant arguments of RHomΛ(−,Λ).
Now we can state and prove the promised criterion for horizontal linkage.
Theorem 6. Let Λ be a noetherian semiperfect ring of finite injective dimension and A a
finitely generated stable Λ-module. Then there is a morphism
τ :RHomΛop(JA,Λ)→ JλA
in Db(Λ) which induces an isomorphism on homology in degrees different from zero.
Moreover the following are equivalent:
(i) A is horizontally linked.
(ii) τ is an isomorphism in Db(Λ).
(iii) RHomΛop(JA,Λ) and JλA are isomorphic in Db(Λ).
Proof. We begin by constructing the morphism τ . Let
· · ·→Q1 ∂1−→Q0 ψ−→A∗ → 0
be a minimal projective resolution of A∗. Splicing it with 0 → A∗ ϕ
∗
−→P ∗0
d∗1−→P ∗1 → ·· ·
we have a complex
· · ·→Q1 ∂1−→Q0 ϕ
∗ψ−→P ∗0
d∗1−→P ∗1 →·· ·
which we identify with the mapping cone Con(α) of α := ϕ∗ψ (this is the map which we
have already encountered in the proof of Lemma 4 on p. 598. There is also an obvious
quism Con(α)→ JA given by the commutative diagram
· · · Q0
α=ϕ∗ψ
P ∗0
d∗1
P ∗1
=
P ∗2
=
· · ·
0 λA P ∗1 P ∗2 · · ·
where the left-most vertical map is the image of d∗1 . Dualizing the top row into Λ we have
a complex
· · ·→ P ∗∗1 → P ∗∗0 α
∗−→Q∗0 →Q∗1 → ·· · .
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RHomΛop(JA,Λ). Since Λ is of finite injective dimension, this quism is an isomorphism,
call it ρ, in Db(Λ).
Switching to λA, we compute
JλA  0→ λ2A→Q∗0 →Q∗1 → ·· ·
(thus λ2A is in degree 0 and Q∗0 is in degree −1) and define a morphism τ :=
ςρ :RHomΛ(JA,Λ) → JλA by composing the just defined isomorphism ρ with the
morphism
ς : Con
(
ψ∗ϕ∗∗
)[1]→ JλA (9.1)
given by the commutative diagram
· · · P ∗∗1 P ∗∗0
ϕ∗∗
α∗=ψ∗ϕ∗∗
Q∗0
=
∂∗1
Q∗1
=
· · ·
0 λ2A
ψ∗
Q∗0
∂∗1
Q∗1 · · ·
where the degree zero map, abusively denoted ϕ∗∗, is obtained from ϕ∗∗ by restricting the
codomain to λ2A. Because A is assumed to be stable, Lemma 4 on p. 598 shows that this
map, being the image of ϕ∗∗, is well-defined. Similarly, the degree 0 part of the differential
of JλA, abusively denoted ψ∗, should be understood as the restriction of ψ∗ :A∗∗ →Q∗0 to
λ2A. Again, by Lemma 4 on p. 598, this map is well-defined.
It is immediate that τ induces an isomorphism on homology in each degree except,
possibly, in degree zero. Since JλA is exact in degree zero, τ is an isomorphism in the
derived category if and only if the top complex is also exact in degree zero. Thus conditions
(ii) and (iii) are equivalent. It remains to show that conditions (i) and (ii) are also equivalent.
Because ψ∗ is a monomorphism, kerψ∗ϕ∗∗ = kerϕ∗∗. Since finitely generated projectives
are reflexive, ϕ∗∗ can be written as the composition
P0
ϕ−→A eA−→A∗∗.
But P1 → P0 ϕ−→A is exact at P0 and therefore P1 → P0 ϕ
∗∗
−→A∗∗ is exact at P0 if and
only if the canonical evaluation map eA :A→ A∗∗ is a monomorphism. Since A is stable
by assumption, we are done by Theorem 2 on p. 599. ✷
As a consequence of the proof of the theorem we have an immediate
Corollary 12. Under the assumption of the theorem, the following are equivalent:
(i) A is horizontally linked.
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(iii) RHomΛop(JA,Λ) and JλA have isomorphic homology in degree zero.
Remarks. (1) If Λ is not of finite injective dimension, then both the theorem and the
corollary remain true if Db(Λ) is replaced by the category of complexes of Λ modules,
RHomΛop(JA,Λ) is replaced by Con(ψ∗ϕ∗∗)[1], and isomorphisms are replaced by
quisms.
(2) Using the homotopy uniqueness of a projective resolution of a module, it is easy
to see that the homotopy types of complexes Con(ϕ∗ψ) and JA, and therefore of the
complexes Con(ψ∗ϕ∗∗)[1] and JλA, are uniquely determined. It is equally straightforward
to check that the morphism ς : Con(ψ∗ϕ∗∗)[1] → JλA is canonical in the homotopy
category of complexes.
We already mentioned in the proof of the theorem that τ is a quism if and only if it
induces an isomorphism on the degree zero homology groups. But JλA is exact in degree
zero. As a consequence, it suffices to check only the degree zero homology of the complex
· · ·→ P ∗∗1 → P ∗∗0 α
∗−→Q∗0 →Q∗1 →·· · .
And, of course, we no longer need the finiteness assumption on the injective dimension
of Λ. This is summarized in
Theorem 7. Let Λ be a noetherian semiperfect ring and A a finitely generated Λ-module.
Then A is horizontally linked if and only if the complex
· · ·→ P ∗∗1 → P ∗∗0 α
∗−→Q∗0 →Q∗1 → ·· ·
is exact in degree zero (i.e., at P ∗∗0 ∼= P0).
Now we shall treat the case of non-horizontal linkage. First we want to recall some
preparatory results. By a soft truncation σnK of a complex
K · · ·→Kn dn−→Kn−1 → ·· ·
of modules we shall understand the complex
0→ imdn→Kn−1 →Kn−2 → ·· ·
obtained from K by replacing dn by the inclusion of its image in Kn−1, replacing each Ki
for i  n+ 1 by the zero module, and leaving all other components unchanged. Extending
this definition to chain maps in an obvious way, one easily checks that σn becomes an
endofunctor on the category of complexes. Notice that for any complex K the complex
σnK is exact in degree n. The commutation relation between truncation and shift functors
is given by
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In the rest of this section we shall work over a Gorenstein commutative local ring R.
Let c be a Gorenstein ideal of R of height g,R :=R/c, and A an R-module. The next two
results are well-known.
Lemma 10. RHomR(R,R) is isomorphic to R[g].
Lemma 11. Let K be a complex of R-modules. Then RHomR(K,R) is isomorphic to
RHomR(K,R)[g].
Proof.
RHomR(K,R)∼=RHomR
(
K ⊗L
R
R,R
)∼=RHomR(K,RHomR(R,R)).
By the previous lemma, the last complex is isomorphic to RHomR(K,R)[g]. ✷
Recalling the complex IA constructed earlier, we shall refer to it as RHomR(A,R). We
then define JA as σ−gRHomR(A,R).7 Because of the presence of two rings R and R,
we need a more precise notation and we shall denote the above complexes as IRA and JRA,
respectively. Similarly, we define IRA as RHomR(A,R) and JRA as σ0RHomR(A,R).
Lemma 12. In Db(R), there is an isomorphism
RHomR
(
σ0RHomR
(
A,R
)
,R
)∼=RHomR(σ−gRHomR(A,R),R).
Proof.
RHomR
(
σ0RHomR
(
A,R
)
,R
)
∼=RHomR
(
σ0RHomR
(
A,R
)
,R
)[−g] (by Lemma 11)
∼=RHomR
(
σ0
(
RHomR(A,R)[−g]
)
,R
)[−g] (by Lemma 11)
∼=RHomR
(
σ−gRHomR(A,R)[−g],R
)[−g] (by Lemma 9)
∼=RHomR
(
σ−gRHomR(A,R),R
)
. ✷
In the next lemma we shall make use of the operation λ over the ring R applied to A.
To avoid confusion, we denote the result by λRA.
Lemma 13. There is an isomorphism of complexes of R-modules
σ0RHomR
(
λRA,R
)∼= (σ−gRHomR(λRA,R))[−g].
7 Thus JA depends not only on A but on the non-negative integer g.
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σ0RHomR(λRA,R) ∼= σ0(RHomR(λRA,R)[−g]). By Lemma 9, the last module is
isomorphic to (σ−gRHomR(λRA,R))[−g]. ✷
Combining Theorem 6 on p. 611 and the last two lemmas we have
Theorem 8. Let R be a Gorenstein commutative local ring, c a Gorenstein ideal of R
of height g, R := R/c, and A a finitely generated stable R-module. Then there exists a
morphism
χ :RHomR
(
σ−gRHomR(A,R),R
)→ (σ−gRHomR(λRA,R))[−g]
in Db(R) which induces an isomorphism on homology in degrees different from zero.
Moreover the following are equivalent:
(i) A is linked by c (i.e., A is horizontally linked over R ).
(ii) χ is an isomorphism in Db(R).
(iii) RHomR(σ−gRHomR(A,R),R) and (σ−gRHomR(λRA,R))[−g] are isomorphic in
Db(R).
Proof. We can construct χ as the composition of the following maps:
RHomR
(
σ−gRHomR(A,R),R
)
−→RHomR
(
σ0RHomR
(
A,R
)
,R
) (by Lemma 12)
=−→RHomR
(
JRA,R
) (
by the definition of JRA
)
τ−→JRλRA (by Theorem 6 on p. 611)
=−→σ0RHomR
(
λRA,R
) (
by the definition of JRλRA
)
−→ (σ−gRHomR(λRA,R))[−g] (by Lemma 13).
Now the theorem trivially follows from Theorem 6 on p. 611 and from the fact that, by
definition, A is linked by c if and only if A is horizontally linked over R. ✷
Corollary 13. Under the assumptions of the theorem, the following are equivalent:
(i) A is linked by c.
(ii) RHomR(σ−gRHomR(A,R),R) and (σ−gRHomR(λRA,R))[−g] have isomorphic
homology.
(iii) RHomR(σ−gRHomR(A,R),R) and (σ−gRHomR(λRA,R))[−g] have isomorphic
homology in degree zero.
The following result is based on Theorem 7 on p. 613.
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RHomR(σ−gRHomR(A,R),R) is exact in degree zero.
Remark. The theorems proved in this section illustrate the difference between the
horizontal and vertical components of linkage. The former is module-theoretic in nature
and is amenable to a variety of techniques, thus making possible a high level of generality
(semi-perfectness). The latter, a change of ring, is essentially ring-theoretic which makes
it much harder to transfer information, whence much more stringent restrictions on the
rings (Gorenstein commutative local). The difference between vertical and horizontal
components is similar to the one between linear and non-linear phenomena.
We conclude this section by recording the following simple observations the first two
of which will be used later.
Lemma 14. Let (R,m, k) be a Gorenstein local ring, c a Gorenstein ideal, and A an
R-module linked by c. Then the height of c equals the grade of A, i.e., the smallest number
g such that ExtgR(A,R) 	= 0. In particular, the height of c is uniquely determined by A.
Proof. Let R := R/c. By Lemma 11 on p. 614, Exti+ht(c)R (A,R) is isomorphic to
Exti
R
(A,R) for all integers i . Thus it suffices to show that HomR(A,R) 	= 0. Suppose
this is not true. Since A is horizontally linked over R, it has no projective summands
and therefore HomR(A,R) is the first syzygy module of λRA, which, under our
assumption would mean that λRA is projective. But λRA is horizontally linked to A, a
contradiction. ✷
The just proved lemma has an immediate consequence for G-dimension. Recall [3,
(4.13)] that over a Gorenstein ring the G-dimension of a module equals its grade. Whence
Corollary 14. Over Gorenstein rings, G-dimension is preserved under linkage.
Remark. When the projective dimension of a module is finite, it is equal to the
G-dimension. However, in contrast with G-dimension, projective dimension need not, as
we saw in Theorem 4 on p. 608, be preserved already under horizontal linkage. At the same
time we shall see later that an even number of links by Gorenstein ideals of finite projective
dimension does preserve the projective dimension.
As another consequence of the just proved results we have
Corollary 15. Under the assumptions of Lemma 14, the module A is Cohen–Macaulay of
codepth g if and only if its link is Cohen–Macaulay of codepth g.
Proof. The lemma shows that A is Cohen–Macaulay if and only if A is maximal Cohen–
Macaulay over R/c. Now the result follows from Corollary 2 on p. 596 and the fact that
the codepth of a Cohen–Macaulay module equals it grade. ✷
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Our next goal is to relate local cohomology of the modules A and λA over a
Gorenstein commutative local ring R. This can be done under the additional assumption
that the homology of JA is of finite length. Then we shall extend the obtained results by
incorporating vertical operations (i.e., change of rings). The motivation comes from a result
of Schenzel [19, Corollary 3.3] which can be formulated as follows:
Proposition 12. Let (R,m, k) be a Gorenstein local ring, a and b ideals of R linked by a
Gorenstein ideal c, and E an injective envelope of k. Suppose that the homology of Ja is
of finite length. Then there are canonical isomorphisms
Him(R/b)
∼=HomR
(
Hn−im (R/a),E
)
,
where i = 1, . . . , n− 1 and n= dimR/a= dimR/b (assuming n 2).
While our proof follows the idea of Schenzel’s proof, the specialization of our result to
the case of ideals yields a more precise statement: the above modules are isomorphic when
b is the annihilator of a, even without linkage.
First we need to recall the local duality (see [11]).
Proposition 13. Let (R,m, k) be a commutative local ring which is a factor ring of a
Gorenstein local ring S of dimension n. Let A be a finitely generated R-module and
E the injective envelope of the R-module k. Then, for each integer i , there is a natural
isomorphism
Him(A)
∼=−→ HomR
(
Extn−iS (A,S),E
)
,
where the S-module structure on A is induced by the homomorphism S→R.
The above proposition is a particular case of the local duality for complexes, which we
shall now state. First recall [21, Corollary 3.3] that if a ring R has a dualizing complex,
then it has a dualizing complex D with
Di 
∐
p∈SpecR
dimR/p=−i
E(R/p),
where E(R/p) is an injective envelope of R/p. Also recall that, for a module M and
ideal a of R, the symbol Γa(M) denotes the submodule of M of all elements that can
be annihilated by various powers of a. It is immediate that Γa(−) is a subfunctor of the
identity functor and is thus left-exact. The right-derived functors of Γa(−) are denoted
RΓa(M). The resulting values are known the local cohomology functors of M at a. This
construction can be adapted to a bounded below complex X in place of the module M .
To this end, choose a quism X → E, where E is a bounded below complex of injective
modules, and define RΓa(X) as Γa(E).
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dualizing complex D as above, E an injective envelope of the R-module k, and X a
bounded below complex with finitely generated homology modules. Then there exists a
quism
RΓm(X)→HomR
(
HomR(X,D),E
)
.
We also need the following trivial observation.
Lemma 15. Let A be a finitely generated module and π : IA→ JA the canonical surjection
(i.e., π is the identity map in negative degrees). Then, for any module M , the induced map
(π,M) : (JA,M)→ (IA,M) gives rise to an isomorphism on homology in positive degrees.
Proof. Apply the functor (−,M) to the exact sequence 0→A∗ → IA→ JA→ 0 and use
the fact that the induced sequence in degree zero is left-exact. ✷
Now we can state the main result of this section.
Theorem 10. Let (R,m, k) be a Gorenstein commutative local ring of dimension n  2,
A a finitely generated stable R-module such that the homology of JA is of finite length, and
E an injective envelope of k. Then, for each i = 1, . . . , n− 1 there is an isomorphism
Him(λA)
∼=−→ HomR
(
Hn−im (A),E
)
.
Proof. Under the above assumptions, Theorem 6 on p. 611 yields a morphism
τ = ςρ :RHomR(JA,R)→ JλA.
The explicit construction of ς shows that τ is a homology isomorphism in each degree
except, possibly, zero. Since E is injective, the same is true for the map
(τ,E) : HomR(JλA,E)→HomR
(
RHomR(JA,R),E
)
.
The assertion of the theorem will be proved by identifying the local cohomology modules
with the homology of the two complexes.
Let D be the normalized dualizing complex of R. Then R is isomorphic to D[n] and
therefore HomR(RHomΛ(JA,R),E) ∼= HomR(RHomΛ(JA,D),E)[−n]. By the local
duality for complexes, the latter is isomorphic to RΓm(JA)[−n]. Since the homology of
JA is, by assumption, of finite length, this complex is isomorphic in Db(R) to JA[−n]. As
a result,
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HomR
(
RHomΛ(JA,R),E
))∼=Hi−n(JA)=
{
Extn−iR (A,R) for i = 1, . . . , n− 1,
0 for i = n.
By the local duality for modules these groups are isomorphic HomR(H im(A),E) and 0,
respectively. On the other hand, since E is injective,
Hi
(
HomR(JλA,E)
)∼=HomR(HiJλA,E)∼=HomR(ExtiR(λA,R),E) for i = 1, . . . , n.
(If i = 0, the corresponding group is zero.) Using local duality again, we have that the
homology in question is isomorphic to Hn−im (λA). Interchanging i and n− i , we have the
desired assertion. ✷
Now we can extend the just proved result to include a change of ring.
Theorem 11. Let (R,m, k) be a Gorenstein commutative local ring, c a Gorenstein ideal
of R of height g, R := R/c, d := dimR, A a finitely generated stable R-module such that
the homology of JA is of finite length, and E an injective envelope of k. Assume that d  2.
Then, for each i = 1, . . . , d − 1 there is an isomorphism
Him(λRA)
∼=−→ HomR
(
Hd−im (A),E
)
.
The proof of this theorem is similar to the proof of its horizontal prototype except that
one starts with the morphism χ of Theorem 8 on p. 615. The details are left to the reader.
Remark. Specializing to the case of the ideals we have an improvement of Schenzel’s
result mentioned at the beginning of this section. In colloquial terms, under the assumptions
of the theorem the local cohomology modules of an ideal and its annihilator are dual to each
other.
Corollary 16. Under the assumptions of the theorem, suppose that Him(A) is of finite
length for i = 0,1, . . . , d − 1. Then the same is true for Him(λRA).
Proof. Since λRA is a first syzygy module, H 0m(λRA)= 0. For the remaining values of i
the result follows from the theorem and Matlis duality. ✷
Recall that a noetherian module of positive dimension is said to be Buchsbaum if its
local cohomology modules in degrees from 0 to d−1 are k-vector spaces. As an immediate
consequence of the theorem we have
Corollary 17. Under the assumptions of the theorem, suppose that A is a Buchsbaum
module. Then λRA is also Buchsbaum.
620 A. Martsinkovsky, J.R. Strooker / Journal of Algebra 271 (2004) 587–62611. Even linkage classes
We keep the notation of the previous section. Thus (R,m, k) is a Gorenstein local ring.
Recall that two R-modules M and M ′ are said to be in the same even linkage class, or
evenly linked, if there is a chain of linked modules of even length that starts with M and
ends with M ′.
In [13], Herzog and Kühl proved the following result (Theorem 2.1).
Theorem 12. Let R be a local Gorenstein domain with infinite residue field k. Let
0→ F ′ →M ′ → I ′ → 0 and 0 → F ′′ →M ′′ → I ′′ → 0 be any two Bourbaki sequences
(i.e., F ′ and F ′′ are free, M ′ and M ′′ are maximal Cohen–Macaulay modules, and I ′
and I ′′ are Cohen–Macaulay ideals of codimension 2). Then the following statements are
equivalent:
(i) M ′ and M ′′ are stably isomorphic.
(ii) I ′ and I ′′ are evenly linked by complete intersections.
In the present day terminology, a Bourbaki sequence is just a particular case of an mCM
approximation. Thus a natural question arises whether the theorem above is a particular
case of a more general result. The main goal of this section is to show that the implication
(ii) ⇒ (i) is true for arbitrary modules, without any assumption on the modules being
Cohen–Macaulay and on their codimensions, and without any assumption on the residue
field. Here is the precise statement.
Theorem 13. Let (R,m, k) be a Gorenstein local ring, c1 and c2 Gorenstein ideals of finite
projective dimension, and A1,A, and A2 R-modules such that A1 is linked to A by c1 and
A is linked to A2 by c2. Then the mCM approximations ofA1 andA2 are stably isomorphic.
Proof. Let R1 := R/c1 and R2 := R/c2. By the assumption, the R-modules R1 and
R2 are of finite projective dimension. By Lemma 14 on p. 616, ht (c1) = ht (c2). Call
this number g. We begin with the claim that the first syzygy modules Ω1R1A1 and
Ω1R2A2, computed, respectively, over the rings R1 and R2, are isomorphic over R. Indeed,
Ω1R1A1 =Ω1R1λR1A= HomR1(A,R1), the latter, by virtue of Lemma 11 on p. 614, being
isomorphic ExtgR(A,R). The same argument applies to Ω
1
R2
A2. The claim is proved. To
simplify notation, we shall use the symbol Ω1 to denote either of the two isomorphic
modules.
Now we want to construct an mCM approximation of A1 as an R-module. Let Rn →A
be a projective cover of A as an R-module. By Nakayama’s lemma, the extension Rn1 →A
of this map to R1 is a projective cover of A as an R1-module. As the definition of λ
shows, the projective cover of A1 = λR1A, being the R1-dual of Rn1 , is isomorphic (non-
canonically) to Rn. Thus we have an exact sequence1
A. Martsinkovsky, J.R. Strooker / Journal of Algebra 271 (2004) 587–626 6210→Ω1 → Rn1 →A1 → 0
of R1-modules which we want to view as a sequence of R-modules. Let
0→Ω1 → YΩ1 →XΩ1 → 0
be a hull of finite projective dimension of Ω1 over R. This means that YΩ1 is of finite
projective dimension and XΩ1 is mCM. Taking the push-out of the two maps from Ω1 we
have a commutative diagram
0 0
0 Ω1 Rn1 A1 0
0 YΩ1 T A1 0
XΩ
1
XΩ
1
0 0
of R-modules with exact rows and columns. Since Rn1 is of finite projective dimension over
R and XΩ1 is an mCM, the middle column is split and, therefore, T  XΩ1  Rn1 . Thus
the middle row can be rewritten as
0→ YΩ1 →XΩ1 Rn1 →A1 → 0.
The exact sequence
0→Ω1RRn1 → Rn π−→Rn1 → 0,
where the last map is the canonical surjection with kernel of finite projective dimension,
gives rise to the exact sequence
0→Ω1RRn→XΩ
1 Rn
2 3
1 0
4 5
0 π−−−−→XΩ1 Rn → 0.1 1
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Rn1 we have another commutative diagram
0 0
Ω1RR
n
1 Ω
1
RR
n
1
0 L XΩ1 Rn A1 0
0 YΩ1 XΩ
1 Rn1 A1 0
0 0
The usual properties of the pull-back and the Snake Lemma show that the rows and
columns of this diagram are exact. Since L is an extension of modules of finite projective
dimension, it is itself of finite projective dimension. Therefore the middle row is an mCM
approximation of A1. But the approximating module XΩ
1 Rn depends only on A. Since
an mCM approximation is defined up to stable equivalence, we are done. ✷
Corollary 18. Under the assumptions of the theorem, A1 is of finite projective dimension
if and only if A2 is.
Proof. A module is of finite projective dimension if and only if its mCM approximation is
projective. ✷
Now we want to strengthen the last corollary.
Proposition 15. Under the assumptions of Theorem 13 on p. 620, projdimA1 =
projdimA2.
Proof. By the preceding corollary, we may assume that both dimensions are finite. Then
they coincide with the respective Gorenstein dimensions, which are preserved under
linkage by Corollary 14 on p. 616. ✷
Remarks. (1) Thus even linkage over Gorenstein rings by Gorenstein ideals of finite
projective dimension preserves projective dimension. Also notice that direct linkage over
Gorenstein rings by arbitrary Gorenstein ideals preserves the property of being Cohen–
Macaulay. Indeed any CM R-module linked by a Gorenstein ideal c is necessarily a
maximal CM R/c-module (as its grade over R/c must be zero) and this property is
preserved under horizontal linkage.
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p. 620 was proved in [23, Corollary 1.6]. See the remark at the end of Section 3 for the
definition of linkage used in that paper.
We conclude this section with three questions.
Question 1. Is there a generalization of the implication (1) ⇒ (2) in the Herzog–Kühl
theorem? In other words, under what conditions the stable equivalence of the mCM
approximations of two modules would imply that the modules are evenly linked? An
obvious necessary condition is that the modules have the same grade. Another invariant
of even linkage by Gorenstein ideals is given by
Proposition 16. Let (R,m, k) be a Gorenstein local ring, c1 and c2 Gorenstein ideals, and
A1,A, and A2 R-modules such that A1 is linked to A by c1 and A is linked to A2 by c2.
Then the R-modules ExtiR1(A1,R1) and Ext
i
R2
(A2,R2) are isomorphic for each positive
integer i .
Proof. Let g be the common height of the ideals c1 and c2. For each i > 0 we have
ExtiR1(A1,R1)= Ext
i+g
R (A1,R)=Hi
((
σ−gRHomR(λR1A,R)[−g]
))
.
By Theorem 8, the latter module is isomorphic to Hi(RHomR(σ−gRHomR(A,R),R))
and this expression depends only on A and g. ✷
Question 2. Under what assumptions can stable isomorphism of the mCM approximations
in Theorem 13 on p. 620 be replaced by isomorphism? When the approximating mCM
modules are isomorphic, Auslander’s delta-invariant of the evenly linked modules are
equal. Of critical importance, since this situation occurs in a great variety of applications,
is the case when the delta-invariant vanishes.
Question 3. Does Theorem 13 on p. 620 generalize further to linkage by Gorenstein ideals?
12. A generalization of a theorem of Golod
The goal of this section is to provide a module-theoretic generalization of the following
result of Golod [10].
Theorem 14. Let R be a commutative noetherian local ring and K a perfect ideal of grade
n such that ExtnR(R/K,R) is cyclic. Let I ⊇K be another perfect ideal of grade n. Then
J :=K :R I is a perfect ideal of grade n and K :R J = I .
Before proving the theorem, Golod proves three lemmas which we shall also need. They
are already stated in the language of modules. However the proof of Golod’s theorem itself
only works for cyclic modules, and it is not clear if it can be modified to accommodate
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on the Proposition 10 on p. 597, which works for any module. As always, all modules are
assumed to be finitely generated.
We begin by recalling the auxiliary results from [10].
Lemma 16. Let M be a perfect R-module of grade n. Then ExtnR(M,R) is also a perfect
R-module of grade n, and ExtnR(ExtnR(M,R),R)M . In particular, AnnR ExtnR(M,R)=
AnnRM .
Corollary 19. If K is a perfect ideal of grade n such that ExtnR(R/K,R) is cyclic, then
ExtnR(R/K,R)=R/K .
Lemma 17. Let I be an ideal of grade n and M an R-module with AnnRM ⊇ I . Then
there is a functorial in M isomorphism
ExtnR(M,R)∼=HomR
(
M,ExtnR(R/I,R)
)
Lemma 18. Let M be a perfect R-module of grade n and I an ideal of grade n such that
AnnRM ⊇ I . Then the canonical map
e :M→HomR
(
HomR
(
M,ExtnR(R/I,R)
)
,ExtnR(R/I,R)
)
is bijective. In particular, if I is perfect and ExtnR(R/I,R) is cyclic, then M is a reflexive
R/I -module.
We are now ready to state and prove the promised generalization.
Theorem 15. Let R be a commutative noetherian local ring, I a perfect ideal of grade n
such that ExtnR(R/I,R) is cyclic, and R = R/I . Let M be a perfect R-module of grade n
such that AnnR M ⊇ I . Assume that M , as an R-module, is stable. Then:
(1) M is linked by I .
(2) The mapping cone Con(ϕ∗) constructed in Proposition 10 on p. 597 is a projective
resolution of λRM .
(3) λRM is perfect of grade n.
Proof. Since M is R-stable, the first assertion follows immediately from Lemma 18 on
p. 624. Lemma 17 on p. 624 and the proof of Proposition 10 on p. 597 show that, in the
notation of that proposition, Con(ϕ∗) is a projective resolution of λRM , thus proving the
second assertion. It now follows that proj dim λRM  n+ 1. Since the map ϕ0 :Q0 → P0
is an isomorphism, the last differential in Con(ϕ∗) is a split monomorphism and therefore
proj dim λRM  n. Now to prove the last assertion it suffices to show that the grade of
λRM is n. Notice that HomR(Con(ϕ∗),R) ∼= Con(ϕ)[n+ 1]. The long homology exact
sequence corresponding to the short exact sequence
0→ P→Con(ϕ)→Q[−1]→ 0
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syzygy module of M over R, is in lower degree 1. It is indeed nonzero since M is assumed
stable over R. This means that the first non-vanishing homology HomR(Con(ϕ∗),R) is in
upper degree n. In other words, gradeλRM = n. This finishes the proof of the theorem. ✷
Acknowledgments
The question of whether linkage can be defined for modules was, to the best of our
knowledge, first raised by Peter Schenzel in a private conversation with the second author
who, shortly thereafter, succeeded in defining linkage for maximal Cohen–Macaulay
modules over Gorenstein commutative local rings [20]. Our work on the present paper
started as an attempt to deconstruct Schenzel’s paper [19] on liaison and duality. His
approach to linkage was of great help to us. Thanks are also due to Ragnar-Olaf Buchweitz,
Hans-Bjørn Foxby, and Jürgen Herzog for helpful discussions. Finally, we thank the referee
for his/her careful reading of the manuscript and very useful comments on the style of the
exposition.
Most of the results of this paper were obtained in the fall semester of 1996 which the
first author spent at Utrecht University as a Visiting Fellow of the Dutch Research Council
NWO. The work continued during visits of the second author to Northeastern University in
March 1998 and of the first author to Utrecht University in March 1999. All these sojourns
were partly supported by the hosting Departments. It is our pleasure to thank all three
institutions for their help.
References
[1] F.W. Anderson, K.R. Fuller, Rings and Categories of Modules, 2nd Edition, Springer-Verlag, Berlin, 1992.
[2] M. Auslander, Rational singularities and almost split sequences, Trans. Amer. Math. Soc. 293 (1986) 511–
531.
[3] M. Auslander, M. Bridger, Stable Module Theory, in: Mem. Amer. Math. Soc., Vol. 94, Amer. Math. Soc.,
Providence, RI, 1967.
[4] M. Auslander, R.-O. Buchweitz, Homological theory of Cohen–Macaulay approximations, Mém. Soc. Math.
France 38 (1989) 5–37.
[5] N. Bourbaki, Algèbre Commutative, Chapitre 7, Hermann, Paris, 1965.
[6] N. Bourbaki, Groupes et Algèbres de Lie, Chapitres IV–VI, Hermann, Paris, 1968.
[7] N. Bourbaki, Algèbre, Chapitre X, Masson, Paris, 1980.
[8] D. Eisenbud, Commutative Algebra with a View toward Algebraic Geometry, Corrected 3rd Printing,
Springer, Berlin, 1999.
[9] C. Faith, Algebra II, Ring Theory, Springer-Verlag, Berlin, 1976.
[10] E.S. Golod, A note on perfect ideals, in: A.I. Kostrikin (Ed.), Algebra Collection, Nauka, Moscow, 1980,
pp. 37–39.
[11] R. Hartshorne, Residues and Duality, in: Lecture Notes in Math., Vol. 20, Springer-Verlag, Berlin–
Heidelberg–New York, 1966.
[12] J. Herzog, A. Martsinkovsky, Gluing Cohen–Macaulay modules with applications to quasihomogeneous
complete intersections with isolated singularities, Comment. Math. Helv. 68 (1993) 365–384.
[13] J. Herzog, M. Kühl, Maximal Cohen–Macaulay modules over Gorenstein rings and Bourbaki-sequences,
Adv. Stud. Pure Math. 11 (1987) 65–92.
[14] T.Y. Lam, A First Course in Noncommutative Rings, Springer-Verlag, Berlin, 1991.
626 A. Martsinkovsky, J.R. Strooker / Journal of Algebra 271 (2004) 587–626[15] J. McKay, Graphs, singularities, and finite groups, Proc. Symp. Pure Math. 37 (1980) 183–186.
[16] J.C. Migliore, Introduction to Liaison Theory and Deficiency Modules, in: Progr. Math., Vol. 165,
Birkhäuser, Boston, 1998.
[17] T. Miyata, A note on direct summands of modules, J. Math. Kyoto Univ. 7 (1) (1967) 65–69.
[18] C. Peskine, L. Szpiro, Liaison des variétés algébriques. I, Invent. Math. 26 (1974) 271–302.
[19] P. Schenzel, Notes on liaison and duality, J. Math. Kyoto Univ. 22 (3) (1982) 485–498.
[20] J.R. Strooker, Linkage for maximal Cohen–Macaulay modules, Informal note, 1996.
[21] J. Stückrad, W. Vogel, Buchsbaum Rings and Applications, Springer-Verlag, Berlin, 1986.
[22] B. Ulrich, Lectures on linkage and deformation, in: Workshop on Commutative Algebra, ICTP, Trieste,
1992.
[23] Y. Yoshino, S. Isogawa, Linkage of Cohen–Macaulay modules over a Gorenstein ring, J. Pure Appl.
Algebra 149 (2000) 305–318.
