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Abstract
We investigate the extremal behavior of a special class of autoregressive processes with
ARCH(1) errors given by the stochastic dierence equation
Xn = Xn−1 +
q
 + X 2n−1n; n2N;
where (n)n2N are i.i.d. random variables. The extremes of such processes occur typically in
clusters. We give an explicit formula for the extremal index and the probabilities for the length
of a cluster. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Random recurrence equations have been used in numerous elds of applied prob-
ability. We refer, for instance, to Kesten (1973), Vervaat (1979) and Embrechts and
Goldie (1994). Stochastic models in nance are an important eld of application for
random recurrence equations. Over the last years a variety of these models have been
suggested as appropriate models for nancial time series (see e.g. Priestley, 1988; Tong,
1990; Taylor, 1986). Due to the random recurrence structure, many of these models
possess the property that their conditional variance depends on the past information
(conditional heteroscedasticity). Empirical work has conrmed that such models t
quite many types of nancial data. The most known examples of volatility models in
nance with random recurrence structure are autoregressive conditionally heteroscedas-
tic (ARCH) processes and generalized ARCH (GARCH) processes. These models were
introduced by Engle (1982) and Bollerslev (1986), respectively. They serve as special
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exchange rate or asset price models and are very popular in econometrics. In a series
of papers, the ARCH and GARCH models have been analyzed and generalized, see for
instance the survey article by Bollerslev et al. (1992) and the statistical review paper
by Shephard (1996).
The class of autoregressive (AR) models with (G)ARCH errors proposed rst by
Weiss (1984) are a natural extension of ARCH and GARCH processes. They are
dened by the random recurrence equation
Xn = f(Xn−1; : : : ; Xn−k) + nn; n>k; (1.1)
where f is a linear function in its arguments, the innovations (n)n2N are i.i.d. sym-
metric random variables with mean zero and n is given by
2n = 0 +
pX
j=1
jX 2n−j +
qX
l=1
l2n−l; (1.2)
where 0> 0; 1; : : : ; p>0; p > 0; 1; : : : ; q>0; q > 0 for some p>1 and q>0
with the convention that
P0
l=1 l
2
n−l=0. These models combine the advantages of AR
models which target more on the conditional mean of Xn given the past and ARCH
and GARCH models which concentrate on the conditional variance of Xn (given the
past). Autoregressive models with (G)ARCH errors capture the structure of nancial
data quite well, i.e. the tendency of volatility clustering and the fact that unconditional
price and return distributions tend to have fatter tails than the normal distribution.
Statistical and=or probabilistic properties of such models have been investigated, for
instance, by Weiss (1984), Diebolt and Guegan (1990), Maercker (1997) and Borkovec
and Kluppelberg (1998).
In the present paper we study the extremal behavior of autoregressive processes of
order 1 with ARCH(1) errors, i.e. f(Xn−1; : : : ; Xn−k) = Xn−1 for some 2R and n
is given in (1.2) with p=1 and q=0. This Markovian model is analytically tractable
and serves as a prototype for the larger class of models (1.1). In particular, the results
in this paper can be seen as a step towards the theoretical description of the extremal
behavior of GARCH-type models which are more successful in practice. Note that in
the special case =0 we get just the ARCH(1) model of Engle (1982) and hence our
results for the extremes are an extension of the results in de Haan et al. (1989).
Extremal behavior of a Markov process (Xn)n2N is, for instance, manifested in the
asymptotic behavior of the maxima
Mn = max
16k6n
Xk ; n>1:
The limit behavior of Mn is a well-studied problem in extreme value theory. Two
review paper on this and related problems are Rootzen (1988) and Perfekt (1994). For
a general overview of extremes of Markov processes, see also Leadbetter et al. (1983)
and the references therein. Loosly speaking, under quite general mixing conditions, one
can show that for n and x large
P(Mn6x)  Fn(x); (1.3)
where F is the stationary distribution function of (Xn)n2N and 2 [0; 1] is a constant
called extremal index. A natural interpretation of  is that of the reciprocal of mean
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cluster size (see e.g. Embrechts et al. (1997, Chapter 6) and the references therein). The
practical implication of (1.3) is that dependence in data does often not invalidate the
application of classical extreme value theory. There are many methods for determing
the extremal index. However, most are very technical and often useless in practice. An
alternative is then to estimate  from the data.
For the AR(1) process with ARCH(1) errors, we derive an explicit formula for
the extremal index. Moreover, we investigate the point process of exceedances of
a high threshold u of (Xn)n2N which characterizes the extremal behavior of the process
in detail. This point process converges in distribution to a compound Poisson pro-
cess with a well-specied intensity and a well-specied distribution of the size of the
jumps.
The paper is organized as follows: in Section 2 we present the model and introduce
the required assumptions on the innovations (n)n2N. The conditions are the same as
in Borkovec and Kluppelberg (1998), namely the so-called general conditions and the
technical conditions (D.1){(D.3). The general conditions guarantee the existence of
a stationary version of (Xn)n2N whereas (D.1){(D.3) allow us to describe the tail
behavior of the stationary distribution. Furthermore, we present in Theorem 2.1 some
results on the AR(1) process with ARCH(1) errors (Xn)n2N which were basically
proved in Borkovec and Kluppelberg (1998). In particular, the stationary distribution
of (Xn)n2N has a Pareto-like tail. Later, we construct an auxiliary process (Zn)n2N
which has the same law in distribution as the process (ln(X 2n ))n2N. It turns out that
the process (Zn)n2N is the key to the description of the extremal behavior of (Xn)n2N.
The main reason for the process is Lemma 2.3 where we show that (Zn)n2N behaves
above a high threshold asymptotically as a random walk with negative drift. Section 3
contains the main results (Theorem 3.1) concerning the extremal behavior of (Xn)n2N.
We interprete these results and present some simulations. We conclude the paper in
Section 4 with the proof of Theorem 3.1.
2. Preliminaries
We consider an autoregressive model of order 1 with autoregressive conditional
heteroscedastic errors of order 1 (AR(1) model with ARCH(1) errors) which is dened
by the stochastic dierence equation
Xn = Xn−1 +
q
 + X 2n−1n; n2N; (2.1)
where (n)n2N are i.i.d. random variables, 2R; ; > 0 and the parameters  and 
satisfy in addition the inequality
E(lnj+
p
j)< 0: (2.2)
This condition is required to guarantee the existence and uniqueness of a station-
ary distribution. Here  is a generic random variable with the same distribution as
n. Throughout this paper, we assume the same conditions for  as in Borkovec and
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Kluppelberg (1998). These are the so-called general conditions:
 is symmetric with continuous Lebesgue density p(x);
 has full support R;
the second moment of  exists;
(2.3)
and the technical conditions (D.1){(D.3):
(D.1) p(x)>p(x0) for any 06x<x0.
(D.2) For any c>0 there exists a constant q = q(c)2 (0; 1) and functions f+(c; );
f−(c; ) with f+(c; x); f−(c; x) ! 1 as x ! 1 such that for any x> 0 and
t > xq
p
 
x + c + tp
 + t2
!
>p
 
x + tp
 + t2
!
f+(c; x);
p
 
x + c − tp
 + t2
!
>p
 
x − tp
 + t2
!
f−(c; x):
(D.3) There exists a constant > 0 such that
p(x) = o(x−(N+1++3q)=(1−q)) as x !1;
where N := inffu>0; E(jpju)> 2g and q is the constant in (D.2).
There exists a wide class of distributions which satisfy these assumptions. Examples
are the normal distribution, the Laplace distribution or the Students distribution. Con-
ditions (D.1){(D.3) are necessary for determing the tail of the stationary distribution.
For further details concerning the conditions and examples we refer to Borkovec and
Kluppelberg (1998). Note that the process (Xn)n2N is evidently a homogeneous Markov
chain with state space R equipped with the Borel -algebra. The transition kernel
density is given by
P(X1 2 dy jX0 = x) = 1p
 + x2
p
 
y − xp
 + x2
!
dy: (2.4)
The next theorem collects some results on (Xn)n2N from Borkovec and Kluppelberg
(1998).
Theorem 2.1. Consider the process (Xn)n2N in (2:1) with (n)n2N satisfying the gen-
eral conditions (2:3) and with parameters  and  satisfying (2:2). Then the following
assertions hold:
(a) Let  be the normalized Lebesgue-measure () := ( \ [−M;M ])=([−M;M ]).
Then (Xn)n2N is an aperiodic positive -recurrent Harris chain with regeneration
set [−M;M ] for M large enough. In particular; there exists a constant C 2 (0; 1)
such that for any Borel-measurable set B and x2 [−M;M ]
P(X1 2B jX0 = x)>C(B): (2.5)
(b) (Xn)n2N is geometric ergodic. In particular; (Xn)n2N has a unique stationary
distribution and satises the strong mixing condition with geometric rate of
convergence. The stationary df is continuous and symmetric.
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(c) Let F(x)=P(X >x); x>0; be the right tail of the stationary df and conditions
(D:1){(D:3) are in addition fullled. Then
F(x)  cx−; x !1; (2.6)
where
c =
1
2
E(jjX j+
p
 + X 2j − j(+p)jX jj)
E(j+pjlnj+pj) (2.7)
and  is given as the unique positive solution to
E(j+
p
j) = 1: (2.8)
Furthermore; the unique positive solution  is less than 2 if and only if 2 +
E(2)> 1.
Remark 2.2. (a) Note that E(j+pj) is a function of ;  and . It can be shown
that for xed , the exponent  is decreasing in jj. This means that the distribu-
tion of X gets heavier tails when jj increases. In particular, the AR(1) process with
ARCH(1) errors has for  6= 0 heavier tails than the ARCH(1) process (see also Table
3 in Borkovec and Kluppelberg, 1998).
(b) Theorem 2.1 is crucial for investigating the extremal behavior of (Xn)n2N. The
strong mixing property includes automatically that the sequence (Xn)n2N satises the
conditions D(un) and (un). The condition D(un) is a frequently used mixing condi-
tion due to Leadbetter et al. (1983) whereas the slightly stronger condition (un) was
introduced by Hsing (1984). Loosly speaking, D(un) and (un) give the \degree of
independence" of extremes situated far apart from each other. This property together
with (2.6) implies that the maximum of the process (Xn)n2N belongs to the domain of
attraction of a Frechet distribution. We will specify the normalizing constants of the
maxima and the limit distribution in Section 3.
In order to investigate the extremal behavior of (Xn)n2N and (X 2n )n2N we dene two
auxiliary processes (Yn)n2N and (Zn)n2N as follows: let (Yn)n2N be the process given
by the random recurrence equation
Yn = jYn−1 +
q
 + Y 2n−1nj; n2N; (2.9)
where the notation is the same as in (2.1) and Y0 equals jX0j a.s. Because of the
symmetry of (n)n2N, the independence of n and Xn−1 in (2.1) and the homogeneous
Markov structure of (Xn)n2N and (Yn)n2N it is readily seen that (Yn)n2N
d= (jXnj)n2N.
Set now (Zn)n2N = (ln(Y 2n ))n2N. Since (Yn)n2N follows (2.9) the process (Zn)n2N
satises the stochastic dierence equation
Zn = Zn−1 + ln((+
p
 e−Zn−1 + n)2); n2N; (2.10)
where Z0 equals ln(X 20 ) a.s. Note that (Zn)n2N
d=(ln(X 2n ))n2N and thus the process
(Zn)n2N is again regenerative and strongly mixing. Moreover, (Zn)n2N does not depend
on the sign of the parameter  since n is symmetric. In the following, we assume
therefore that >0. We will see that (Zn)n2N can be bounded by two random walks
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(S l; an )n2N and (S
u; a
n )n2N from below and above, respectively. This result together with
(Zn)n2N
d= (ln(X 2n ))n2N appears to be the key to the description of the extremal behavior
of (Xn)n2N. Via results for (Zn)n2N, we prove for instance that the regenerative process
(Xn)n2N has nite mean recurrence times which allow us to consider only the extremal
behavior of the stationary process (Xn)n2N. The process (Zn)n2N is also important in
the proof of Lemma 4.1.
For the construction of the two random walks (S l; an )n2N and (S
u; a
n )n2N we need some
more denitions. With the same notation as before, let
Aa() :=
(
!
 −p e−a + −p e−a=2 6(!)6
−p
 e−a + +
p
 e−a=2
)
;
(2.11)
p(a; ; ; ; ) := ln((+
p
 e−a +  )2);
q(a; ; ; ; ) := ln
 
1− 2
p
e−a=2
(+
p
 e−a +  )2
1f<0g
!
; (2.12)
r(a; ; ; ; ) := ln
 
1− 
2e−a
(+
p
 e−a +  )2
1f<0g
!
:
Note that q(a; ; ; ; ); r(a; ; ; ; )! 0 a.s. for a!1. Now dene
S l; an :=
nX
j=1
Uaj and S
u;a
n :=
nX
j=1
Vaj ; n2N; (2.13)
where
Uaj := −1  1Aa() + (p(a; ; ; ; j) + r(a; ; ; ; j))  1Aa()c\fj<0g
+ ln(+
p
j)2  1fj>0g (2.14)
and
Vaj := p(a; ; ; ; j) + q(a; ; ; ; j) (2.15)
for some a>0. The following lemma shows that the random walks dened in
(2.13){(2.15) are really upper and lower bounds for (Zn)n2N above a high level.
Lemma 2.3. Let a be large enough; Na := inffj>1 jZj6ag and Z0>a. Then
Z0 + S
l; a
k 6Zk6Z0 + S
u; a
k for any k6Na a:s: (2.16)
Proof. We prove only the lower bound. The proof of the upper bound is similar but
easier. Let x>a be arbitrary. If >0 it is obvious that
(+
p
e−x + )2>(+
p
)2: (2.17)
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Consider now < 0, then
(+
p
e−x + )2 − (+
p
e−a + )2
=2(−)(
p
e−a + −
p
e−x + )− (e−a − e−x)2
>−e−a2: (2.18)
Note that we have a non-trivial lower bound for (+
p
e−x + )2 if and only if
(+
p
e−a + )2 − e−a2> 0: (2.19)
It is straightforward that (2.19) is equivalent to
>
−p
e−a + +
p
e−a=2
or <
−p
e−a + −pe−a=2 : (2.20)
From (2.17), (2.18) and (2.20), we obtain
(+
p
e−x + (!))2
>
8>><
>>:
(+
p
(!))2; !2f>0g;
(+
p
e−a + (!))2 − e−a(!)2; !2Aa()c \ f< 0g;
0; !2Aa():
(2.21)
Now take logarithms and use the additive structure (2.10) of (Zn)n2N.
Remark 2.4. (a) If a is large enough then Su; an and S
l; a
n are random walks with negative
drift.
Proof. Note that
E(Va1 ) = E(p(a; ; ; ; 1) + q(a; ; ; ; 1))
= E(ln((+
p
e−a + 1)2 + 2
p
e−a=2(−1)1f1<0g))
! E(ln(+
p
1)2)< 0 as a!1;
where we used the dominated convergence theorem and (2.2) in the last step. Hence
for a large enough the statement follows.
(b) Let (Sn)n2N := (
Pn
j=1 ln((+
p
j)2))n2N. For a " 1 we have
S l; ak
P! Sk and Su; ak
a:s:! Sk (2.22)
for any k 2N, i.e. both random walks converge at least in probability to the same
random walk. Furthermore,
sup
k>1
S l; ak
d! sup
k>1
Sk and sup
k>1
Su; ak
a:s:! sup
k>1
Sk : (2.23)
Proof. The a.s. convergence of (Su; an )n2N and supk>1 S
u; a
k is straightforward since p; q
and r converge a.s. Consider therefore the lower random walk (S l; an )n2N. Note that for
a " 1
P(Aa())! 0
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and hence
1Aa()c\f<0g
P! 1f<0g and 1Aa()\f<0g P! 0: (2.24)
Moreover,
p(a; ; ; ; 1) + r(a; ; ; ; 1)
a:s:! ln((+
p
1)2); (2.25)
and therefore (2.22) holds. Finally, we note that
Emax(0; U a1 ) = Emax(0; (p(a; ; ; ; 1) + r(a; ; ; ; 1))1Aa()c\f1<0g)
+Emax(0; ln(+
p
1)21f1>0g)
! Emax(0; ln(+
p
1)2) as a!1; (2.26)
where we used (2.24), (2.25) and the dominated convergence theorem. By Borovkov
(1976, Theorem 22, p. 53), (2.22) and (2.26) we derive that
sup
k>1
S l; ak
d! sup
k>1
Sk :
Lemma 2.3 characterizes the behavior of the process (Zn)n2N above a high thre-
shold a and hence also the behavior of (X 2n )n2N. This is the key to what follows: the
process (Sn)n2N will determine completely the extremal behavior of (X 2n ). Recall from
Theorem 2.1 that (Xn)n2N is Harris recurrent with regeneration set [ −ea=2; ea=2] for
a large enough. Thus there exists in particular a renewal point process T0; T1; T2; : : :
which describes the regenerative structure of (Xn)n2N.
Corollary 2.5. The renewal point process (Tn)n2N0 which describes the regenerative
structure of (Xn)n2N is aperiodic and has nite mean recurrence times C0 = T0 and
C1 = T1 − T0.
Proof. Since (Zn)n2N
d= (ln(X 2n ))n2N it is sucient to investigate the regenerative struc-
ture of (Zn)n2N. Note that (Zn)n2N is Harris recurrent with regeneration set (−1; a].
The renewal process can be constructed in the following way (see e.g. Asmussen
(1987), Section VI.3 for some background on regenerative Markov processes):
Dene
1 := inffk>1 jZk6ag= Na
and i+1 := inffk >i jZk6ag for i = 1; 2; 3; : : : . Since, above level a, (Zn)n2N is
dominated by the random walk with negative drift (Su; an )n2N and
sup
x2(−1; a]
E(max(0; Z1) jZ0 = x)<1; (2.27)
it follows that 1; 2; 3; : : : are well dened and have nite expectations. Now let
M1 := inffi>1 j Ii=1g and Mj+1 := inffi>Mj j Ii=1g for j=1; 2; 3; : : : with P(I1=
1) = 1− P(I1 = 0) = C and independent of (Xn)n2N where C is the constant in (2.5).
Note that
P(Mj −Mj−1 = i) = C(1− C)i−1 for i; j = 1; 2; : : : and M0 = 0: (2.28)
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From Asmussen (1987, p. 151) and (2.5), the renewal process (Tn)n>0 is now
given by
Tn := Mn+1 + 1; n>0;
and hence, by (2.28)
E(C0) = E(T0)6E(M1+1)6 const: E(M1 + 1)<1:
Similar calculation shows that E(C1)<1 as well. Since the transition density of
(Zn)n2N is positive and continuous it follows nally that C1 is aperiodic.
As a consequence of Corollary 2.5 we may suppose in the following that the process
(Xn)n2N is stationary. It can be shown by a coupling argument that for any probability
measure  and any sequence (un)n2NP

max
16k6n
Xk6un

− P

max
16k6n
Xk6un
! 0 as n!1;
where P denotes the probability law for (Xn)n2N when X0 starts with distribution 
and  is the stationary distribution. For the coupling argument one needs explicitly that
the process (Xn)n2N is regenerative and that the embedded renewal process is aperiodic
and has nite mean recurrence time. We refer to Lindvall (1992, Chapters II and III)
for further details.
3. Extremal behavior of the AR(1) process with ARCH(1) errors
In this section we present the main results concerning the extremal behavior of the
AR(1) process with ARCH(1) errors and the related squared process. Let (X^ n)n2N be
the associated independent process of (Xn)n2N, i.e. X^ 1; X^ 2; : : : are i.i.d. random variables
with the stationary distribution function of (Xn)n2N. From (2.6) and classical extreme
value theory we obtain
lim
n!1 P

n−1= max
16k6n
X^ k6x

= exp(−cx−); x>0: (3.1)
Hence the maximum of the associated independent process (X^ n)n2N belongs to the
domain of attraction of a Frechet distribution. In the dependent case we prove a similar
result. The limit distribution is still a Frechet distribution but a constant  occurs in
the exponent.  is called the extremal index of the process (Xn)n2N and is a measure
of local dependence amongst the exceedances over a high threshold by the process
(Xn)n2N. It has a natural interpretation as the reciprocal of the mean cluster size.
In order to describe the extremes in more detail, we also consider the point process
(Nn)n2N of exceedances of an appropriately high chosen threshold un given by
Nn() := #fk=n2  jXk >un; k 2f1; : : : ; ngg (3.2)
and show that this point process converges to a compound Poisson process N . We
derive the intensity and the distribution of the jumps which we denote by (k)k2N.
Note that in the extreme value theory for strong mixing processes the jumps equal the
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lengths of clusters of exceedances. For further background we refer to Leadbetter et al.
(1983), Rootzen (1988) or Embrechts et al. (1997, Section 8.1). For the ARCH(1)
process it was convenient to investigate rst the squared process (see de Haan et al.,
1989; Hooghiemstra and Meester, 1995). This is not possible for our model since we
have a dierent structure due to the autoregressive part of (Xn)n2N. Nevertheless, only
for the squared process (X 2n )n2N a comparison with results in the ARCH(1) case is
feasible. The following theorem collects our results.
Theorem 3.1. (a) Suppose (Xn)n2N is given by Eq. (2:1) with (n)n2N satisfying the
general conditions (2:3) and (D:1){(D:3) with parameters  and  satisfying (2:2)
and X0  . Then
lim
n!1 P


n−1= max
16j6n
Xj6x

= exp(−cx−); x>0; (3.3)
where P denotes the law for (Xn)n2N when X0 starts with the distribution ;  solves
the equation E(j+pj) = 1; c is dened by (2:7) and
= 
Z 1
1
P
 
sup
k>1
kY
i=1
(+
p
i)6y−1
!
y−−1 dy:
For x2R; let Nn be the point process of exceedances of the threshold un = n1=x by
X1; : : : ; Xn given by (3:2). Then
Nn
d! N; n!1;
where N is a compound Poisson process with intensity cx− and cluster probabilities
k =
k − k+1

; k 2N; (3.4)
where
k = 
Z 1
1
P
 
#
(
j>1

jY
i=1
(+
p
i)>y−1
)
= k − 1
!
y−−1 dy; k 2N:
In particular; 1 = .
(b) Let (Xn)n2N be the AR(1) process with ARCH(1) errors in (a) and (X 2n )n2N
the squared process. Then
lim
n!1 P


n−2= max
16j6n
X 2j6x

= exp(−2c (2)x−=2); x>0; (3.5)
where ; c are the same constants as in (a) and
 (2) =

2
Z 1
1
P
 
sup
k>1
kY
i=1
(+
p
i)26y−1
!
y−(=2)−1 dy:
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For x2R; let N (2)n be the point process of exceedances of the threshold un= n2=x by
X 21 ; : : : ; X
2
n . Then
N (2)n
d! N (2); n!1;
where N (2) is a compound Poisson process with intensity 2c (2)x−=2 and cluster
probabilities
(2)k =
(2)k − (2)k+1
 (2)
; k 2N; (3.6)
where
(2)k =

2
Z 1
1
P
 
#
(
j>1

jY
i=1
(+
p
i)2>y−1
)
= k − 1
!
y−(=2)−1 dy;
k 2N:
In particular; (2)1 = 
(2).
Remark 3.2. (a) Theorem 3.1 is a generalization of the result of de Haan et al. (1989)
in the ARCH(1) case (i.e. =0). They use a dierent approach which does not extend
to the general case because of the autoregressive part of (Xn)n2N.
(b) Note that for the squared process one can describe the extremal index and the
cluster probabilities by the random walk (Sn)n2N, namely
(2)k =

2
Z 1
0
P(#fj>1 j Sj >− xg= k − 1)e−(=2)x dx; k 2N:
The description of the extremal behavior of (X 2n )n2N by the random walk (Sn)n2N is to
be expected since by Lemma 2.3 and Remark 2.4 the process (Zn)n2N (
d= (ln(X 2n ))n2N)
behaves above a high threshold asymptotically like (Sn)n2N. Unfortunately, this link
fails for (Xn)n2N. Another possibility for proving statement (b) is to follow the work
of Hooghiemstra and Meester (1995) using the regenerative structure of (Zn)n2N,
Lemma 2.3, Corollary 2.5 and Remark 2.4(b).
(c) Analogous to de Haan et al. (1989) we may construct \estimators" for the
extremal indices  (2) and (2)k of (X
2
n )n2N, respectively, by
^
(2)
=
1
N
NX
i=1
1fsup16j6m S(i)j 6−E(i)=2g
and
^
(2)
k =
1
N
NX
i=1
1fmj=11fS(i)
j
>−E(i)
=2
g=k−1g for k 2N;
where N denotes the number of simulated sample paths of (Sn)n2N; E
(i)
=2 are i.i.d.
exponential random variables with intensity =2 and m is chosen large enough. These
estimators can be studied as in the case =0 and   N(0; 1) in de Haan et al. (1989).
In particular,
 (2) − ^ (2)
( (2)(1−  (2))=N )1=2
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Table 1
Numerical tail index  and \estimated" extremal index  and cluster probabilities (k)16k66 of (Xn)n2N
dependent on  and  in the case   N(0; 1). We chose N = m = 2000. Note that the extremal index for
> 0 is much larger than for < 0
    1 2 3 4 5 6
0 0.2 12.85 0.974 0.973 0.027 0.000 0.000 0.000 0.000
0 0.6 3.82 0.781 0.799 0.147 0.036 0.012 0.005 0.001
0 1 1.99 0.549 0.607 0.188 0.107 0.036 0.034 0.017
−0.4 0.2 8.12 0.962 0.962 0.037 0.001 0.000 0.000 0.000
0.4 0.2 8.12 0.853 0.867 0.103 0.026 0.002 0.002 0.000
−0.4 0.6 2.87 0.715 0.747 0.168 0.048 0.026 0.006 0.002
0.4 0.6 2.87 0.624 0.676 0.182 0.066 0.040 0.019 0.012
−0.4 1 1.61 0.497 0.540 0.210 0.115 0.075 0.040 0.004
0.4 1 1.61 0.445 0.533 0.185 0.080 0.109 0.032 0.017
−0.8 0.2 3.00 0.572 0.626 0.185 0.111 0.026 0.033 0.001
0.8 0.2 3.00 0.386 0.470 0.172 0.148 0.062 0.068 0.006
−0.8 0.6 1.37 0.414 0.520 0.159 0.134 0.072 0.043 0.016
0.8 0.6 1.37 0.314 0.443 0.156 0.110 0.087 0.073 0.041
−0.8 1 0.85 0.273 0.429 0.137 0.126 0.106 0.016 0.012
0.8 1 0.85 0.224 0.346 0.132 0.114 0.129 0.045 0.004
is approximately N(0; 1) distributed. Because of Remark 3.2(b) this approach is not
possible for (Xn)n2N. We choose as \estimators" for  and k for (Xn)n2N
^=
1
N
NX
i=1
1fsup16j6m jl=1(+
p
l)61=P
(i)
 g (3.7)
and
^k =
1
N
NX
i=1
1n
mj=11f j
l=1
(+
p
l) >1=P
(i)
 g
=k−1
o for k 2N; (3.8)
where N denotes the number of simulated paths of (
Qn
l=1( +
p
l))n2N; P
(i)
 are
i.i.d. Pareto-distributed random variables with intensity , i.e. with distribution func-
tion G(x) = 1 − x−, x>1, and m is large enough. These are suggestive estimators
since
Qn
l=1(+
p
l)! 0 a.s. as n!1 because of assumption (2.2).
(d) Note that the extremal index  of (Xn)n2N is not symmetric in the parameter 
(see also Table 1). This observation is intuitively obvious since for > 0 the clustering
is stronger by the autoregressive part than for < 0.
4. The proof of Theorem 3.1
The proof of Theorem 3.1 will be an application of results in Perfekt (1994). In order
to apply these results we need to check some assumptions. The next lemma provides
a technical property for the squared AR(1) process with ARCH(1) errors (X 2n )n2N. It
is the most restrictive assumption in Perfekt (1994).
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Fig. 1. Simulated sample path of (Xn)n2N with parameters =0:8; =1; =0:2 (top), with
= − 0:8; =1; =0:2 (middle) and with =0; =1; =0:2 (bottom) in the case N(0; 1). All
simulations are based on the same simulated noise sequence (n)n2N. The pictures demonstrate the tendency
of clustering and conrm our comments in Remarks 2:2(a) and 3:2(d).
Lemma 4.1. Let (pn)n2N be an increasing sequence such that
pn
n
! 0 and n(
p
pn)
pn
! 0 as n!1; (4.1)
where  is the mixing function of (Xn)n2N; i.e. for any m2N
(m) = supfjP(A \ B)− P(A)P(B)j: A2 (Xj; 16j6k);
B2 (Xj; j>k + m); k 2Ng:
Then for un = n2=x
lim
p!1 lim supn!1
P

max
p6j6pn
X 2j >un jX 20 >un

= 0: (4.2)
Remark 4.2. (a) The strong mixing condition is a property of the underlying -eld
of a process. Hence  is also the mixing function of (X 2n )n2N and (Zn)n2N and we
may work in all these cases with the same sequence (pn)n2N. Note that because of
Theorem 2.1(b) there exist constants 2 (0; 1) and c> 0 such that (m)6cm for any
m2N (Fig. 1).
(b) In the case of a strong mixing process, conditions (4.1) are sucient to guar-
antee that (pn)n2N is a (un)-separating sequence. This is a straightforward
consequence of the fact that (fXj6ung; 16j6k) (Xj; 16j6k); (fXj6ung;
j>ln+k) (Xj; j>ln+k) and choosing additionally ln=ppn. The notion of a (un)-
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separating sequence was rst introduced by O’Brien (1987) and describes some-
how the interval length needed to accomplish asymptotic independence of extremal
events over a high level un in separate intervals. For a denition see also Perfekt
(1994). Note that (pn)n2N is in the case of a strong mixing process independent of
(un)n2N.
Proof. Note that
P

max
p6j6pn
X 2j >un jX 20 >un

=P

Na<p; max
p6j6pn
X 2j >un jX 20 >un

+P

p6Na<pn; max
p6j6pn
X 2j >un jX 20 >un

+P

Na>pn; max
p6j6pn
X 2j >un jX 20 >un

=: I1 + I2 + I3; (4.3)
where Na = inffj>1 jZj6ag = inffj>1 jX 2j6eag as in Lemma 2.3. In order to get
upper bounds of I1; I2 and I3 we show rst that there exist constants C> 0 and N 2N
such that for any n>N; x2 [e−n; ea] and k 2N
nP(X 2k >un jX 20 = x)6C: (4.4)
Assume that (4.4) does not hold. Choose C; N > 0 arbitrary and > 0 small. Because
of the continuity of the transition probability (i.e. equicontinuity on compact sets), there
exist n>N; x2 [e−n; ea]; k 2N and =()> 0 such that for any y2 (x−; x+)\
[e−n; ea]
nP(X 2k >un jX 20 = y)>C − : (4.5)
Let FX 2 denote the stationary df of (X 2n )n2N. By Theorem 2.1 we have that
lim
n!1 n
FX 2 (un) = 2cx
−=2; (4.6)
where c is given by the formula in (2:7) and  is the solution of (2.8). Furthermore,
by (4.5) we have
n FX 2 (un) =
Z
(−1;1)
nP(X 2k >un jX 20 = y) dFX 2 (y)
>
Z
(x−; x+)\[e−n; ea]
nP(X 2k >un jX 20 = y) dFX 2 (y)
> (C − )P(X 20 2 (x − ; x + ) \ [e−n; ea])
> (C − )D;
where D := inf z2[0; ea](FX 2 (z+)−FX 2 (z))> 0 because FX 2 is continuous. Since C> 0
is arbitrary this is a contradiction to (4.6).
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Now we estimate (4.3).
I16
p−1X
l=1
P

Na = l; max
p6j6pn
X 2j >un jX 20 >un

6
p−1X
l=1
pnX
j=l+1
P(Na = l; X 2j >un jX 20 >un)
=
p−1X
l=1
pnX
j=l+1
E(1fNa=lg P(X
2
j >un jX 2l )jX 20 >un)
=
p−1X
l=1
pnX
j=l+1
E(1fNa=lg 1fX 2l >e−ngP(X
2
j >un jX 2l )jX 20 >un)
+
p−1X
l=1
pnX
j=l+1
E(1fNa=lg1fX 2l <e−ngP(X
2
j >un jX 2l )jX 20 >un)
=: J1 + J2: (4.7)
Furthermore, by (4:4),
J16
p−1X
l=1
pnX
j=l+1
1
n
E(1fNa=lg 1fX 2l >e−ngnP(X
2
j >un jX 2l ) jX 20 >un)
6
p−1X
l=1
pnX
j=l+1
C
n
E(1fNa=lg 1fX 2l >e−ng jX
2
0 >un)
6
pnX
j=1
C
n
P(Na<p jX 20 >un)
6C
pn
n
! 0 as n!1; (4.8)
since pn = o(n). Similarly, with Bl := fX 21 > ea; : : : ; X 2l−1> eag for any l = 2; 3; 4; : : :
and B1 = 
, we obtain
J26
p−1X
l=1
pnX
j=l+1
E(1fNa=lg 1fX 2l <e−ng jX
2
0 >un)
=
p−1X
l=1
pnX
j=l+1
E(1Bl P(X
2
l < e
−n jX 2l−1) jX 20 >un)
=
p−1X
l=1
pnX
j=l+1
E(1Bl P((Xl−1 +
q
 + X 2l−1 l)
2< e−n jX 2l−1) jX 20 >un)
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=
p−1X
l=1
pnX
j=l+1
E
0
@1Bl\fXl−1>0g P
0
@−e−n=2=Xl−1 − q
=X 2l−1 + 
<l
<
e−n=2=Xl−1 − q
=X 2l−1 + 
1
A
X 20 >un
1
A
+
p−1X
l=1
pnX
j=l+1
E
0
@1Bl\fXl−1<0gP
0
@e−n=2=Xl−1 + q
=X 2l−1 + 
<l
<
−e−n=2=Xl−1 + q
=X 2l−1 + 
1
A
X 20 >un
1
A
=
p−1X
l=1
pnX
j=l+1
E
 
1Bl\fXl−1>0gP
−e−n=2−a=2 − p

<l
<
e−n=2−a=2 − p

X 20 >un
!
+
p−1X
l=1
pnX
j=l+1
E
 
1Bl\fXl−1<0gP
−e−n=2−a=2 + p

<l
<
e−n=2−a=2 + p

X 20 >un
!
6 2 const: ppne−n=2−a=2
! 0 as n!1
and therefore with (4.8) I1 ! 0 as n!1.
Now we estimate lim supn!1 I3. Note rst that by the Markov inequality
P

max
p6j6pn
Su; aj >− z

6
pnX
j=p
P

e(=4)S
u; a
j > e−(=4)z

=
pnX
j=p
P
 jY
m=1
((+
p
e−a +  m)2 − 2
p
e−a=2m1fm<0g)
=4> e−(=4)z
!
6e(=4)z
pnX
j=p
E

((+
p
 e−a +  1)2 − 2
p
e−a=211f1<0g)
=4
 j
6e(=4)z
pnX
j=p
j; (4.9)
where < 1 such that E((( +
p
 e−a +  1)2 − 2
p
e−a=211f1<0g)
=4)6 for a
large enough. This is possible because of (2.2) which implies that E(j+p 1ju)< 1
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for all u2 (0; ) and the fact that
E

((+
p
 exp(−a) +  1)2 − 2
p
e−a=211f1<0g)
=4

! E(j+
p
 1j=2); a!1
by the dominated convergence theorem. Thus from Theorem 2.1, Lemma 2.3, (4:9)
and a large enough,
lim sup
n!1
I36 lim sup
n!1
P

Na>pn; max
p6j6pn
Z0 + S
u; a
j > ln un jZ0> ln un

6 lim sup
n!1
P

max
p6j6pn
Z0 + S
u; a
j > ln un jZ0> ln un

= lim sup
n!1
Z 1
0
P

max
p6j6pn
Su; aj >− z


2
e−(=2)z dz
6 2
1X
j=p
j = 2
p−1
1−  : (4.10)
Finally, note that
I26 P

p6Na<pn; max
Na<j6pn
X 2j >un jX 20 >un

+P

p6Na<pn; max
p6j6Na
X 2j >un jX 20 >un

=:K1 + K2:
Similarly as for I1 and I3, respectively, we derive that
lim sup
n!1
K1 = 0 and lim sup
n!1
K2 = 2
p−1
1−  :
Now plugging all together and letting p!1 the statement follows.
Corollary 4.3. Let (pn)n2N be the same sequence as in Lemma 4:1. Then (pn)n2N is
also a (un)-separating sequence for (Xn)n2N; where un=n1=x and x2R arbitrary and
lim
p!1 lim supn!1
P

max
p6j6pn
Xj >un jX0>un

= 0: (4.11)
Proof. Because of Remark 4.2(a) and (b), it is straightforward that (pn)n2N is a
(un)-separating sequence for (Xn)n2N. Note furthermore that
P

max
p6j6pn
X 2j >u
2
n jX 20 >u2n

=
P(maxp6j6pn X
2
j >u
2
n; X
2
0 >u
2
n)
P(X 20 >u2n)
>
P(maxp6j6pn Xj >un; X0>un)
P(X0>un) + P(X0<− un)
=
1
2
P

max
p6j6pn
Xj >un jX0>un

and hence the statement follows using Lemma 4.1.
Now we are nally able to prove Theorem 3.1.
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Proof of Theorem 3.1. The proof is an application of a result of Perfekt (1994,
p. 543) which is basically an extension of Theorem 3:2 in the same paper. We prove
only statement (a), statement (b) follows along the same lines using Theorem 3:2 in
Perfekt (1994). As stated already we may assume w.l.o.g. that (Xn)n2N is stationary.
Let x2R be arbitrary. Note that
lim
u!1
P(X0>u+ 1u x)
P(X0>u)
=
(
1; 1 + 1 x60
(1 + 1 x)
−; 1 + 1 x> 0
and
lim
u!1P

X1
u
6x jX0 = u

= P(+
p
 6x):
By Corollary 4.3 and the strong mixing property of (Xn)n2N all assumptions of Perfekt’s
result are fullled and we have that the extremal index  is given by
=
Z 1
1
P
 
#
(
j>1

 jY
i=1
(+
p
 i)
!
Y0> 1
)
= 0
 Y0 = y
!
y−−1 dy
=
Z 1
1
P
 
max
j>1
 jY
i=1
(+
p
 i)6y−1
!
y−−1 dy :
The cluster probabilities can be determined in the same way and hence the statement
follows.
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