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SOMMAIRE
Pour un groupe fini agissant sur une variété affine réelle, l’objectif de ce mé
moire est de décrire l’espace d’orbites à l’aide d’inégalités. Ce travail s’inspire
grandement d’un article de C. Procesi and G. Schwarz j23] dans lequel ils ob
tiennent ce résultat pour le cas d’un groupe compact agissant linéairement sur un
espace vectoriel réel. En prenant un groupe fini, beaucoup de simplifications sout
possibles pour alléger le travail requis pour la démonstration du théorème. On
donnera aussi une démonstration d’un résultat qui affirme que pour un groupe
fini agissant linéairement sur un espace vectoriel réel, si l’espace d’orbites est
homéomorphe à un espace vectoriel, alors le groupe est généré par des pseudo
réfiections. Tel que mentionné dans j 18], ce résultat apparaît dans un article de O.
V. Shvartsman [26] qu’il nous est impossible de trouver. Nous avons donc fourni
une preuve et nous ne savons pas si elle coïncide avec celle de $hvartsman.
Mots clés espace d’orbites, groupe fini, représentation, géométrie algébrique,
groupe de transformations, quotient algébrique, stratification.
iv
$UMMARY
Given a finite group acting on a real afflue variety, the objective of this master
thesis is to describe the orbit space with iiiequalities. This work is mainly based
ou a paper by C. Procesi and G. Schwarz [23], in which they obtain the resuit for
a compact group acting linearly on a real vector space. By taking a finite group,
this allows for many simplifications in the work needed to prove the theorem. We
also give a proof of a resuit which states that, for a fuite group actillg linearly on
a real vector space, if the orbit space is homeomorphic to the vector space, then
the group is generated by pseudo-refiections. As mentionned in [18j, this resuit
appeared in a paper of O.V. Shvartsman [26], but it was impossible for us to get
a hold of it. We provided our own proof and we do not know if it is the same as
Shvartsman’s.
Keywords orbit space, finite group, representation, algebraic geometry, trans
formation group, algebraic quotient, stratification.
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INTRODUCTION
Soit un groupe fini G qui agit de façon linéaire sur un espace vectoriel réel
W de dimension finie. C’est-à-dire que l’on a une action de G sur W (voir défi
nition 1.1.1) telle que pour chaque g e G, u. y e W et , u E R, g (u + zv) =
• u) + ti(g y). On considère les orbites des points de W par l’action de G.
Pour un point w de W, une G-orbite. notée Gw, est formée de tous les points
de la forme g • w où g e G. L’ensemble de toutes les G-orbites de 1V forme ce
que l’on appellera 1’ espace d’orbites, noté W/G. Le résultat principal de ce mé
moire nous fournira une méthode permettant de décrire l’espace d’orbites à l’aide
d’inégalités.
0.1. THÉoRÈME DE $YLVEsTER
L’exemple suivant sert de prototype au résultat que l’on se propose de trouver.
Soit f(x) = x2 + bx + c un polynôme avec des coefficients réels. On sait que f a
toutes ses racines réelles si et seulement si b2 — 1c > O. Le théorème de Sylvester
(voir j22]) généralise ce fait.
Soit j(x) = — b1x’ + ... + (—1)71b un polynôme à coefficients réels et ses
racines c, 2’ ..., c. Alors
f(x) (x — o)(x — 2)...(x
—
=
—
(ùl + 2 + ... + ).rni_l + ... + (1)n()
et les coefficients b sont donnés par b = u(1, ù2, ..., ) pour chaque j =
1, 2 n, avec les polynômes symétriques élémentaires
Ui(Xi,.C2
=
il<J2<..<ii
3pour chaque (xi, .r2 ,...,x) R et j = 1.2, •••, n. A partir de ces racines, on y
définit les matrices de Vandermonde
Van := (c1)
et le Bezoutien
Bez := Van VanL = (+i2(Ù1, 2
OU Tk(X1, 12
=
pour chaque (11,X2 R et k N.
En considérant l’action naturelle du groupe de permutations Si,, qui agit sur
R en permutant les coordonnées, les {uj = 1, 2, ..., n} sont en fait des géné
rateurs de l’anneau des polynômes Sa-invariants sur W. On peut donc écrire les
polynômes Tk, qui sont laissés invariants par l’action de Si,, comme des polynômes
en nj. Les formules de Newton-Girard (voir j31j), nous donnent ces polynômes.
Ainsi, les coefficients de la matrice Bez sont en fait des expressions polynomiales
en les b = ui(ai,a2,...,fl) pour j = 1,2,...,n.
Par exemple pour n = 2, b1
= i + cr2, b2 = cic2 et b12 — 2b2 = (cri + 2)2 —
2n1ù2 = n12 + n2, d’où
(1+1 ù1+n2 (2 b1
Bez=I 1=1
I 2 I I 2
1 + 2 1 + n2 b1 b1 — 2b2
On écrit alors Bez (b1, b2, ..., b) pour désigner le Bezoutien d’un polynôme ex
primé à l’aide de ses coefficients h.
Théorème 0.1.1 (Sylvester). Le polynôme à coefficients réels f(x) .r —
b1xTt_l + ... + (—1)7b a toutes ses racines réelles si et seulement si ta matrice
Bez(bi, b2 b) est semi-définie positive.
DÉMoNsTRATIoN. Voir chapitre 4. 0
Pour n = 2, la matrice Bez est semi-définie positive si et seulement si
det Bez = b — 4b2 O. On obtient le critère du discriminant qui permet de
déterminer si les racines d’un polynôme de degré deux sont réelles.
Soit l’application polynomiale o = (1, o2 W ‘ W d’image X =
Imu. On observe que (b1, b2 b) = u(ni, n2, ..., n) e X avec (ni, n9, ..., n) e
1R si et seulement si le polynôme J(x) = — b1x’ + ... + (1)1’b, a toutes
ses racines réelles. Par le théorème de Sylvester, ceci est équivalent à ce que
Bez (b’, b2 b) 0. Donc X = {(b,, b2 b) e R’ Bez (b1, b2 b) > 01.
Du fait que les polynômes symétriques élémentaires {uj I i = 1, 2, ..., n} sont
des générateurs de l’anneau des polynômes constants sur les $)-orbites de R, on
obtiendra un homéomorphisme 6- entre l’espace d’orbites R’/S et X. Pour ce
faire, on factorise l’application u W —* X Ç W par l’application n W
R’1/S qui envoit un point sur son orbite. On obtient le diagramme commutatif
suivant
W
g
I I
I —in /
I / -g
Ri / S.,
et que l’espace d’orbites W/S, X = {z e W I Bez (z) 01. On verra aussi
que la matrice Bez (z) est semi-définie positive si et seulement si les déterminants
de ses mineurs principaux {Mi(z) I {1, 2, ..., n}} sont 0. Il est alors possible
de définir l’espace d’orbites W/S avec l’ensemble X donné par des inégalités
X = {z e W detMi(z) >0,1 {1,2,...,n}}
Pour cet exemple, on obtient que l’espace d’orbites est déterminé par des
inégalités provenant du Bezoutien. On cherche à généraliser ce résultat.
0.2. OBJEcTIFs
Le but de ce mémoire est de décrire l’espace d’orbites d’un groupe fini G
agissant linéairement sur un espace vectoriel réel W, comme un sous-ensemble de
Rtm défini par des inégalités. Soit {pl,p2, -..,Pm} un ensemble de générateurs de
l’algèbre des polynômes sur W invariants pour l’action du groupe G et I l’idéal
des relations algébriques entre ces polynômes générateurs. Pour l’application po
lynomiale p
= (P1,P2 Pm) : W Rm, on note son image X := Imp et
l’ensemble des zéros de l’idéal I < R{yi. Y2 y71], W//G ç Rtm. De plus, on
appellera Grad l’unique fonction matricielle sur W//G telle que Grad (p(w)) =
((k
-) (w)) pour chaque w e W et avec {,ri, .v2 une base de
l’espace vectoriel W. On verra en fait que l’on peut supposer que G est un sous-
groupe de O(n, R). On formule ainsi le résultat de Procesi-Schwarz
Théorème 0.2.1 (Procesi-Schwarz). Soit G un groupe fini et W un RG-’modute
de type fini. Alors t’espace d’orbites W/G est homéomorphe à t’ensembte
X := {z E W//GIGrad(z) > 0}
où W//G C Rtm est te quotient algébrique et Grad (z) est une fonction rnatTi
cielle sur I///G, l’ensemble des zéros de l’idéal des relations d’un ensemble de
générateurs de l’algèbre des polynômes sur W invariants pour l’action du groupe
G.
DÉMONSTRATION. Voir chapitre 4. 0
L’idée de ces inégalités définissant l’espace d’orbites fut d’abord introduite
dans un article de Abud et Sartori [1, 21. C’est Procesi et Schwarz j23] qui don
nèrent par contre une démonstration adéquate pour le cas d’un groupe compact
agissant linéairement sur un espace vectoriel réel.
Bien sûr, la démonstration du cas compact reste valide pour le cas fini. Ce
pendant, lors du passage au cas fini, plusieurs simplifications sont possibles per
mettant ainsi d’obtenir une démonstration plus appropriée. En effet, l’utilisation
de plusieurs résultats est alors remplacée par des arguments de nature élémen
taire. Par exemple, les résultats de Dadok-Kac, Kempf-Ness et Luna ne sont plus
nécessaires ou s’obtiennent beaucoup plus facilement.
On généralisera ce résultat en considérant les actions d’un groupe fini sur une
sous-variété affine X C IV R’. On obtiendra que l’espace d’orbites X/G est
déterminé par les inégalités de l’espace d’orbites W/G X Ç R” et les égalités
du quotient algébrique X//G C Rtm, qui est une sous-variété affine.
0.3. ExEMPLEs
Afin d’illustrer ce que l’on cherche à faire, on présente quelques exemples
simples qui nous permettent d’obtenir naturellement de telles illégalités.
61. On considère sur l’espace vectoriel W = R2 l’action naturelle du groupe
G = {+1} qui multiplie les coordonnées par ±1
+1 (x,y) = ±(x, y)
pour chaque (x, y) e R2 .Avec cette action. l’orbite d’un point p
=
(x, y) e R2 est
Gp= {p,—p}.
On considère l’espace d’orbites R2/G comme étant l’ensemble des G-orbites
de R2 Intuitivement, on obtient l’espace d’orbites en identifiant p à
—? dans R2.
Tel qu’indiqué par la figure suivante, ceci est obtenu à partir du demi-plan en
-*
“collant’T (dans R3) les demi-droites Op et O(—p).
p
-
FIG. 0.1
Le demi-plan de R2 devient alors un cône de R3 qui lui est homéomorphe au
plan R2 via la projection sur les deux premières coordonnées (x, y, z) (x, y).
On obtient maintenant cette description de l’espace d’orbites avec des argu
ments de nature algébrique. Considérons l’application polynomiale
f: R2 —*R3
(x, y) xy, 7(x2 — y2) (r2 + y2)
On montre que l’image de cette application correspond à l’ensemble suivant donné
par des inégalités,
X
=
{(u,v,w) e R3 I w O et u2 +e2 = w2}
qui correspond au cône de la figure 0.1. En effet, pour tout (x, y) R2, f(x, y) =
(r2 — y2) (.r2 + y2)) dont la dernière coordonnée est (r2 + y2)
0. De plus, (y)2 + ((x2 — p2)) = (x4 + y1) + r2y2 = ((.2 + y2)) et
7donc Irrt f C X. Inversement, pour chaque (‘u, e, w) e X, w O et u2 + e2 = w2
donc en particulier ‘u, e < w. Ainsi, en prenant
siu>O
(x,
= (e + w), — (w — e)) si u <o
on a que f(x, y) = (u, e, w). En fait, la préimage de (u, e, w) e X est l’orbite du
point (x, y) trouvé
u = ‘/xy u v”xy
f() (u,e,w) e (x2 _2 i2
I o °
w
=
(x + y) y -(w — e)
+ V(e+w)(w_e)) si u o
(x,y)=
+ (e + w), —(w — e)) si u < o
Donc, pour chaque (u,e,w) e X, la préimage f’’(’u,e,w) est l’orbite d’un point
(ï, y) e R2 tel que f(x. y) (u, e, w). En associant une orbite à un point de X, on
obtient une correspondance bijective entre l’espace d’orbites R2/G et l’ensemble
X de R3 donné par des inégalités.
De cette identification, on observe la particularité de la singularité au point O
du cône. On remarque que ce point, qui est l’image de l’origine de R2, correspond
au seul point qui est laissé fixe par l’action du groupe. L’ensemble des points
différents de l’origine de R2 possèdent tous des orbites composées de deux points,
tandis que l’orbite de l’origine est formée d’un seul point. Ainsi l’espace d’orbites,
soit le cône, est formé de deux composantes géométriques correspondant chacune
à un type d’orbites différent.
On utilise maintenant le résultat de Procesi-Schwarz pour obtenir ces in
égalités. Les polynômes pi(x,g) = v’y, p(x,y) = *(12
—
y2) et p3(x,y) =
+ y2) sont en fait des générateurs de l’algèbre des polynômes sur R2 inva
riants pour la multiplication par —1. De plus, l’idéal des relations est engendré
par une seule relation p + p = p. On obtient donc comme zéros de cet idéal
sTV//G {(u, e, w) e R3 w2 — u2 u2 = O}. La matrice Grad sur U//G est alors
donnée par
Grad(u.e,w)
= O 2vw 2V’e
2Ve 2Vw
Le résultat de Procesi-Schwarz dit alors que l’espace d’orbites est homéo
morphe à
{(u, e, w) e W//G Grad (u, e, w) O}
Or GraU (u, e, w) est semi-définie positive si et seulement si les déterminants
de ses mineurs principaux sont positifs. En notant D1 avec I C {1, 2 n}, le
déterminant du mineur principal de GraU (u, e, w) formé des lignes et colonnes
de l’ensemble I. Ainsi, pour (u, e, w) e W//G, GraU (u, e, w) O si et seulement
si
D1=wO4wO
D2=D3=2vw0w0
D12 = 2w2 > O
D13=2w2—2u2>Ow2—u2>0
D93=8w2—8e2>Ow2—e2O
D123 = 4\/w(w2
— — u2) O
Sur W//G, seul la première inégalité n’est pas redondante. On trouve donc
que l’espace d’orbite est homéomorphe à
{(u, t’, w) e W//G GraU (u, e, w) > O} {(u, e, w) e R3 w 0, w2—u2—e2 0}
ce qui correspond au cône que l’on a obtenu précédemment.
2. On considère le groupe D4 des isométries du carré et son action naturelle
sur R2. Le groupe D4 est alors composé de l’identité, des quatre réflexions du
plan R2 selon les quatre axes de symétrie c, /3, ‘y et du carré et des rotations
de , n et autour de l’origine (figure 0.2).
9FIG. 0.2
Ainsi, le groupe D4 agit sur le plan R2 via ces huit transformations. Pour
un point générique (x, y) R2, l’orbite est alors donnée par les huit points
{(+x, ±y)} U {(+y, +x)} (figure 0.3). On remarque également que sur les axes de
FIG. 0.3
symétrie, les points différents de l’origine possèdent des orbites de quatre points
(figure 0.4).
FIG. 0.4
Si l’on considère l’espace d’orbites comme étant l’ensemble des D4-orbites des
points de R2, on obtient en identifiant les points d’une orbite à un point de la
région illustrée dans la figure 0.5, une correspondance bijective entre les points
de cette région et les D4-orbites. En effet, chaque orbite contient exactement un
unique point dans la région, qui est ici un domaine fondamental.
D’après cette identification de l’espace d’orbites au domaine fondamental,
l’image des dclx types d’orbites illustrés par la figure 0.1 correspond aux deux
10
FIG. 0.5
demi-droites délimitant le domaine fondamental. De même, l’origine, qui a une
orbite d’un seul point, est envoyée sur la prnnte de la région fondamentale. Pour
le reste de R2, i.e. les points cjui ne sont pas sur des axes de symétrie, ils sont
tous envoyés dans l’intérieur de cette région. On obtient ainsi une stratification de
l’espace d’orbites en strates ayant des orbites de même type, qui se décrit géomé
triquement par les composantes de dimension 0, 1 et 2 du domaine fondamental
soit l’origine, les deux demi-droites et l’intérieur de la région fondamentale. Ces
quatre composantes sont en fait des variétés lisses de dimension 0, 1 et 2.
Tel que présenté au premier exemple, on tente d’obtenir une description de
l’espace d’orbites à l’aide d’outils algébriques. On considère l’application polyno
miale
J:R2—R2
2 ‘(“y) I” (I +y,xy)
On prétend que l’image de cette application est égale à l’ensemble
X = {(n,v) e R2 u,u >0 et u2 — 4e >01
et que ces ensembles correspondent de façon bijective à l’espace d’orbites R2/D4.
Tout d’abord, pour chaque (x,y) e R2, f(r) = (r2 + y2,x2y2) et 2 +
9 99 9 99 99 4 99 4 9 99y, xy > 0. De plus, (x + y — 4(y) =1 — 2Xy + y = (x — t O et
donc 1m f X. Pour chaque (u, u) e X, i.e. que u, u > O et ii2 — 1v 0, alors
O > —4e u2 > 2 — 4v u> Vu2 — 4v > 0. Donc en choisissant
(x.y) = (2_4 u+u2_1v) alors f(x,y) = (u,v). En fait, la préimage
11
de (u, e) E X est l’orbite de ce point (x, y)
2 9 2Iu=x +y- y =tt—x(u,v)
=
J(i,y)
I 99 99 9 4pse x-y- t, = x-y- = ux- — X
= u+V’u2—1’
u+v’u2—4v{ =
y
Donc,
( ) = (+ u+u24u
ou
(r ) = (+ u_Vu2_4v +yv2_)
9 4
—ux+x =0
f(x,y) = (u,v)
Comme l’orbite d’un point (x, y) E R2 est donnée par les points {(±x, ±y)} U
{(+y, +x)}, f(x, y) = f(s, t) si et seulement si (x, y) et (s, t) sont sur la même
orbite. D’où la correspondance bijective entre X et l’espace d’orbites.
On remarque évidemment l’homéomorphisme entre X donné par la figure
suivante et le domaine fondamental trouvé précédemment.
2 u B 12
FIG. 0.6
Pour chaque (x, y) E R2 tel que O x +y, f(x, y) = (2x2, 4) E X et
donc les points non nuls sur les axes de symétrie 3 et de la figure 0.3 sont
envoyés sur la frontière supérieure de X. De même, pour chaque (x, y) E R2 tel
que x = O ou y = 0, f(x, y) (x2, 0) ou (y2, 0) et donc les points des axes de
symétrie et sont envoyés sur la frontière inférieure de X. Les autres points
12
de R2 qui ne sont pas sur les axes de symétrie sont envoyés dans l’intérieur de X.
On retrouve donc la stratification de l’ensemble X qui se décompose en quatre
strates correspondant aux différents types d’orbites de l’action de D4 sur R2
On utilise maintenant le résultat de Procesi-$chwarz pour obtenir ces méga
lités. Tout d’abord, les polynômes pi(x,y) = x2 + y2 et p2(’y) = i2j2 sont
des générateurs de l’algèbre des polynômes D4-invariants sur R2 qui n’ont pas
de relations algébriques entre eux. Ainsi, I4//G R2 et on obtient la matrice
Grad (u, e) pour (u, e) E R2
(4u 8e
GradQu,v) I
\8Ll 4fl
Le théorème de Procesi-Schwarz dit alors que l’espace d’orbites R2/D4 est ho
méomorphe à
{(n.e) e R2 I Grad(u,e) 0}
Or, Grad (u, e) > 0 si et seulement si les déterminants de ses mineurs principaux
sont positifs, i.e.
D1 = 4u 0
D = 4’ue > 0
D12 = 16e(u2
— ) > O
L’espace d’orbites est donc homéomorphe à la région de R2 définie par des inéga
lités
{(u, e) R2 n, e> t) et n2 — 4e > O}
qui est exactement la région que l’on a trouvé précédemment.
Ainsi, comme on le voit pour ces exemples, pour l’action d’un groupe fini sur
un espace vectoriel réel, on a obtenu des inégalités qui définissent une certaiiie
région de R qui correspond à l’espace d’orbites. Bien sûr, pour les exemples
présentés ici, ces inégalités s’obtenaient de façon intuitive. Or en général, ce n’est
pas nécessairement le cas. Le résultat que l’on se propose d’obtenir nous donnera
une méthode algébrique nous permettant de trouver ce genre d’inégalités pour
tout groupe fini agissant sur un espace vectoriel réel donné. Il est à noter que
les polynômes que l’on a utilisés pour trouver les inégalités sont des générateurs
13
de l’anneau (les polynômes invariants pour l’action du groupe. La théorie des
invariants nous donne en fait des outils pour obtenir ces générateurs. On montrera
qu’avec de tels générateurs, il est possible d’obtenir les inégalités.
0.4. CoNTENu DU MÉMOIRE
Dans le premier chapitre, il sera question de la notion d’espace d’orbites. Cette
définition sera introduite dans un contexte purement topologique. On y considè
rera en effet une action continue d’un groupe fini sur un espace topologique. Une
telle action définira une stratification de l’espace topologique et de l’espace d’or
bites. Ces espaces seront donc partitionnés en strates contenant les points avec
des orbites de même type. On y montrera aussi l’existence des slices.
Dans le second chapitre, on introduit les outils algébriques. Comme on a vu
avec les exemples, la construction des inégalités dépend d’un choix de généra
teurs de l’anneau des polynômes invariants pour l’action du groupe. Il sera donc
nécessaire de donner quelques notions de la théorie des invariants. De pius, afin
d’obtenir le quotient algébrique, nous aurons besoin d’éléments de la géométrie
algébrique.
Le troisième chapitre est consacré à l’étude des espaces d’orbites d’un point
de vue de la géométrie différentielle. En effet, pour calculer le rang de la matrice
Grad, il sera nécessaire de considérer les espaces tangents aux strates.
On montre finalement le résultat principal dans le quatrième chapitre. On y
présentera ensuite quelques cas particuliers, notamment le cas où l’espace d’or
bites est égal au quotient algébrique et celui où l’espace d’orbites est homéo
morphe à un espace vectoriel. Ce dernier cas est donné par les résultats de M.A.
Mikhaïlova jlSj et O.V. Shvartsman 1261.
Dans le dernier chapitre, on présente quelques exemples où l’on trouve des
inégalités définissant des espaces d’orbites avec le résultat de Procesi et Schwarz.
Chapitre Ï
ESPACES D’ORBITES
Dans la première section, on introduit la notion d’espace «orbites. On consi
dère alors l’espace d’orbites comme espace topologique muni de la topologie quo
tient provenant de la projection qui envoie un point sur son orbite. De cette
définition de nature topologique découleront quelques propriétés topologiques de
l’espace d’orbites. Dans la deuxième section, nous discuterons de la stratification
que l’action du groupe entraîne sur l’espace topologique ainsi que sur l’espace
d’orbites. L’action du groupe permettra en effet de stratifier l’espace en strates
contenant les orbites de même type. Dans la troisième section, il sera question
de l’existence de slices pour le cas d’un groupe fini agissant sur un espace topo
logique Hausdorff. Ces voisinages ouverts des orbites seront utiles pour étudier
le comportement local de l’espace d’orbites. Dans la dernière section, on traite le
cas particulier où le groupe agit de façon linéaire sur un espace vectoriel. Avec cet
ajout de structure algébrique, il sera possible de définir la topologie de Zariski.
Ensuite, nous serons en mesure de passer au chapitre suivant, où nous utiliserons
cette structure algébrique pour étudier l’espace d’orbites.
1.1. EsPAcEs D’ORBITES
Avant de donner une définition d’espace d’orbites, on définit ce que l’on entend
par une action d’un groupe sur un espace topologique.
Définition 1.1.1. Soit X un espace topologique et G un groupe fini. Une action
de G sur X est une apptication p. : G x X ‘ X tette que pour chaque g, g’ e G
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et r E X.
i(g.x) E X
tLteG, r) = x
et
• g’). x) = (g, tc’ ‘))
Pour chaque g E G, on note l’action de cet élément sur r E X par g x :=
ttg.’)• On peut alors considérer pour chaque g E G la multiplication à gauche
19 : X —* X donnée par 19(x) := g• x, avec x E X.
Comme on travaille avec des espaces topologiques, on s’intéresse à des actions
continues.
Définition 1.1.2. Soit X un espace topologique et G un groupe fini. Une action
continue i : G x X ‘ X de G sur X est une action qui est continue pour ta
topologie pToduzt de G x X avec ta topologie discrète de G.
Définition 1.1.3. Lorsque G, un groupe fini, agit sur un espace topologique X
de façon continue, on dit que X est un G-espace. Si X et Y sont deux G-espaces,
une application f X Y est dite G-équivariante si
f(g.x)=g.f(x)
pour chaque g E G et x E X. On appelle une application continue et G-équivariante
un G-mmphisme.
Lemme 1.1.1. L’action ji G x X — X est continue si et seulement si pour
chaque g E G, la multiplication l X —* X est un homéomorphisme.
DÉMONSTRATION. Supposons que pour chaque g E G, l’application 19 X ‘ X
est continue. Alors pour U C X un ouvert, la préirnage p,’(U) est un ensemble
V Ç G xX tel que pour chaciue (g, r) E V, ji(g. u) = g•v E U. Qua donc que V =
U9G{gI x V pour des ensembles C X. Or, pour chaque g E G, V = lf’(U)
est un ouvert par la continuité des l. Donc, l’union finie V
= U9G{g} x ‘Ç1 est
un ouvert et j est continue.
Supposons maintenant que l’action $ G x X X est continue. En considérant
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pour chaque g G l’application l : X ,‘ X et l’inclusion t X {y} x X
G x X qui envoie ; e X sur (gr) e G z X. on obtient le diagramme commutatif:
G z
Soit alors un ouvert U C X. On a donc que l’(U) = t’(t’(U)) est un ouvert
puisque l’inclusion t et l’action p sont continues. Donc tg est continue. De plus,
(i o t_i)(r) = lg(lg_i(;)) = 19(g’ ‘;) = g’ g’ ‘;= x
et
(lgi 0 tg)(x) = l9-i(19(x)) = i9-i(g.;) = g’ g. .r
donc lJ
=
est aussi continue et chaque 1g est un homéomorphisme. D
Remarque 1.1.1. En particulier, pour U un ouvert de X et F un fermé. g ‘U =
(Ïg_i)’(U) pour chaque g E G. Donc g’ U est la préimage d’un ouvert par une
application continue et donc est ouvert. De même, g F est ta préimage de F par
l’application continue i9_ donc est fermé.
Définition 1.1.4. Soit G un groupe fini et X un G-espace. On définit t’espace
d’orbites, que l’on note X/G, comme étant t’espace quotient X/ avec la relation
d ‘équivatence
xyG•x=G’y
avecG’x={g’.vgeG}.
On remarque que pour un groupe fini G, G ï G y est équivalent à dire
qu’ il existe un g E G tel que x = g’ y. Ainsi, un élément de X/G se trouve à être
une G-orbite de X. On note G; e X/G pour désigner l’orbite de r E X. De plus,
on muni X/G de la topologie quotient provenant de la projection canonique
ir: X —*X/G
ï I» G;
On a donc que U C X/G est un ouvert (U) est un ouvert de X.
On rappelle quelques propriétés de nature topologique.
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Définition 1.1.5. Pour X un espace topotogique Hausdorff on dit que X est
compact si tout recouvrement d ouverts de X admet un sons-recouvrement fini.
Définition 1.1.6. Soit X et Y deux espaces topologiques et f X ‘ Y une
application continue. On dit que f est propre si ta préimage de chaque compact
est compacte.
Proposition 1.1.1. Soit X un G-espace.
(i) La projection ir : X X/G est une application ouverte et fermée.
(ii) X est Hausdorff implique que X/G est Hausdorff
(iii,) Pour X Hausdorff ta projection n : X ,‘ X/G est une application propre.
(iv) Soit X un espace Hausdorff alors X est compact X/G est compact.
(y) Si X est connexe par arcs, alors X/G est connexe par arcs.
DÉMONSTRATION. (i) On montre que l’application n est ouverte. Soit U Ç X un
ouvert. Alors ir’(ir(U)) = G(U) = Jg(U). Comme l’action d’un élément de
G est un homéomorphisme, les g(U) sont ouverts et on a une union finie d’ouverts
qui est ouverte. Ainsi par la définition de la topologie quotient de X/G, 7r(U) est
ouvert et l’application est ouverte.
Soit A X un fermé. Alors ir’(n(A)) = G(A) = U9g(A). Les g(A) sont
fermés et donc l’union finie des fermés est aussi fermée. Ainsi, ir(A) est fermé et
l’application est fermée.
(ii) Soit X un G-espace Hausdorff et Gx Gg e X/G. Comme l’espace X est
Hausdorff, pour chaque i de l’orbite de yo = y E X, G y = {y j E I}, il
existe des ouverts U et V de X tels que x E U, y E V et U n V = O pour
chaque i E I. En prenant U := flU et V LJ V, on a que x E U, chaque Yi
est dans V et les ouverts U et V sont disjoints. Avec ‘‘ gEG gV V, U et
sont deux ouverts disjoints qui contiennent respectivement x et G
.
y. En effet,
U n ‘ Ç U n V = O. Donc n(U) et sont des ouverts disjoints de X/G. Sinon,
soit Gz E n(U) n n(). Alors z = g g’• e pour g,g’ E G, u E U et e E V.
Ainsi, u g’g’ . e E U n V = O ce qui est une contradiction. Puisque n(U) et
n(’) contiennent respectivement Gx et Gy, X/G est Hausdorff.
(iii) Pour montrer que l’application est propre, comme elle est continue, surjective
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et fermée, il suffit de montrer que la préirnage d’un point est compacte (voir par
exemple t1511 p. 216, théorème Or, pour Gx E X/G, la préirnage est un
nombre fini de points et donc est compacte. L’application est donc propre.
(iv)Supposors que X, un espace Hausdorff, est compact. Soit {UÀ} un recou
vrement d’ouverts de X/G. Alors la préimage de ce recouvrement est un recou
vrement d’ouverts de X. Comme X est compact, ce recouvrement admet un
sous-recouvrement fini. Soit {U} un tel sous-recouvrement. Alors {rr(U)} est tin
recouvrement fini de X/G. Donc X/G est compact. Si X/G est compact, alors
comme n est propre et que X = n(X/G), X étant la préimage d’un compact,
il est aussi compact.
(y) Soit X un G-espace connexe par arcs et Gx Gy E X/G. Pour i e n’(Gx)
et y E n’(Gy), soit ct : [0, 1] — X un chemin continu de .v vers y. Alors
n o ct [0, 1] —* X/G est une application continue telle que (n o ct)(0) Gx et
(n o a)(1) = Gy. Donc X/G est connexe par arcs. E
L’espace d’orbites possède la propriété universelle suivante
Proposition 1.1.2. Soit une application continue f X Y entre X un
G-espace et Y un espace topologique telle que f est G-invariante, i.e. que pour
chaque g e G et x e X, f(g x)
=
f(x). Alors il existe une unique application
continue f : X/G —f Y qui fait commuter te diagramme
X
I / /
X/G
DÉMONSTRATION. Soit l’application Ï(Gx) = f(n(x)) = (f o n)(x) := f(x).
Cette application est correctement définie car si Gx = Gy, alors il existe un
g E G tel que ï
= g y et ainsi f(Gx) = f(x) = f(g . y) = f(g) = f(Gy).
Elle est aussi l’unique application à faire commuter ce diagramme. Supposons
que l’application h : X/G —f Y fait aussi commuter le diagramme. Alors on
a que h(Gx) = (h o n)(x)
=
f(x) = f(Gx) donc h
= f. On montre que f est
continue. Soit U un ouvert de Y. On doit montrer que la préimage de U par f
est un ouvert. Comme l’application n est ouverte et que f est continue, il suffit
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de montrer ciue = ir(L’(U)). Soit Gi E irc’(U)), i.e qu’il existe un
x’ E G. x tel que x’ E f-’(U). Alors J(Gi) = j(i’) E U et donc Gi E 1’(U). Si
maintenant Gi E J—’(U). Alors pour x E ir’(Gx), j(x) = f(Gi) E U et donc
Gi E ir(J’(U)) et on a l’égalité. Ainsi, cette appplication est continue. D
Il y a donc une correspondance bijective entre les applications continues de X
vers Y qui sont G-invariantes et les applications continues sur X/G vers Y.
1.2. STRATIFIcATION
On considère l’action d’un groupe fini G sur un espace topologique X. On
s’intéresse ici aux types d’orbites que l’on peut retrouver parmi les G-orbites de
X.
Définition 1.2.1. Soit X un G-espace. Pour chaque x E X, on note Gr te groupe
d’isotropie de x, i.e.
G1={gEGg.x=x}
On observe que le nombre de points d’une orbite est déterminé par les groupes
d’isotropies des points qui la composent.
Proposition 1.2.1. Sozt X un G-espace. Pour chaque r E X, il y a une bijection
: G/G1 Gx
gG1 g x
DÉMONSTRATION. Soit x E X et considérons l’application
: G/G1 —* Gx
gG.1 —*g.x
qui est correctement définie t si gG, = g’G, alors g’’ g E G et ainsi (g’’ .g).r =
x et g’ = g . x. Donc (g’G.1) = g’ x = g . .r = 91(gG;1). Cette application
est injective. Si .1(g’G,1) = b1(gG1), alors g . .r = g’ r donc g’ . g’ E G,1 et
ainsi gG.1 = g’G. Elle est aussi surjective. Soit g• r E Gi. Alors gG,1 E G/G1, et
= g r. D
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Avec le résultat suivant, les groupes d’isotropies des points d’une même orbite
sont tous conjugués. Pour H G un sous-groupe, on appelle le normatisateur de
H dans G
N0(H) := {g E G gHg’ H}
Lemme 1.2.1. Soit X un G-espace et x E X. Alors pour tout g E G,
G91 = gG1g’
En particulier, G91 = G1 si et seulement si g E NG(G.).
DÉMONSTRATION. Soit h E G91, alors (kg) x = h (g x) g• x et g’hg =x
donc g’hg E G1. Ainsi, h = g(g1hg)g’ E gG:rg’. Soit h E G1, pour chaque
g E G, (ghg’) (g. x) = g (h c) = g •x donc ghg’ E G91. D’où l’égalité. D
Définition 1.2.2. Soiti E X et G1 te groupe d’isotropie de x. On dénote par
(G1) := {gG1g1g E G}
la classe de conjuguaison de Par te lemme précédent, en chaque point d’une
orbite Gx, te groupe d’isotropie G91 gG1g’ est un élément de (G). On dénote
alors le type d’orbite de Gi par (G1).
Définition 1.2.3. Soit H G un sous-groupe de G. On définit la strate de type
(H), notée comme étant l’ensemble des points de X tels que leur groupe
d’isotropie est conjugué à H
Soit n : X — X/G la projection canonique qui envoie ï sur Gx. On appelle
t’image de X(H) parn ta strate de type (H) de X/G, que l’on dénote par (X/G)(’).
On note également
{x E X h •x = ï Vh E H}
X<H>
= {x E X G = H}
et (X/G)H pour désigner l’image de X<H> par l’application n et (X/G)<’> celte
de X’1.
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SoitKetHdeuxsous-groupesdeG.Onditque(K)(H)siKestconjugué
àunsous-çoupedeH.Onnotera(K)=(H)pourdfrequeKestconjuguéà
H. Cette relation d’ordre nous sera utile pour décrire la stratification des espaces
d’orbites.
Remarque 1.2.1. (i) Soit K Ç H deux sous-groupes de G. Alors X” Ç
(ii) Soit z E X et (J son groupe d’isotropia Alors
= U X<> = U g . = U X<#rl> = Û
(H)=(G.) gEC gEC SEG/No(Ga)
où la dernière réunion est une réunion disjointe.
(iii) Soit H un sous-groupe de G. Alors
X”
=
X<H’>
HQH
On illustre ces définitions avec quelques exemples.
(i) Soit S2= (e, a} qui agit sur W en permutant les coordonnées. On considère les
sous-ensembles de R2, Y1 = {(x,z) E R2) et son complément Y = R2\Y1. Pour
chaque p = (x,x) E Y1, on a que G,, = 82 car ct (z,z) = (x,x). Pour chaque
p = (x1y) E Y2, i.e. z Ø y, on a que G,, = (e) car a (z,y) = (y,z) Ø (x,y).
Ainsi, l’espace R2 poesède deux strates pour cette action de 8.2 : R2 = Yi et
R2(t) =
En identifiant (z, y) à (y, z) dans R2, l’espace d’orbites R2/1% est homéo
morphe à X := {(z, y) E R21z
—
y O}. Par cette identification, on obtient
(R2/82)(82) = ,r(Yi) = {(x,z) E X) et (R2/%)(e) = w(Y2) = ((z,y) E X I z Ø y}
(figure 1.1).
FIG. 1.1
99
(ii) Soit Faction naturelle de G = D4 sur R2. On a vu que le groupe est généré
par les rotations de ir/2 autour de l’origine et les réftexiolls selon les axes
et (figure 1.2).
FIG. 1.2
Pour l’origine de R2, le groupe d’isotropie est G0 D4. Pour tout point
O p e R2 sur l’un des axes de réflexion u, , ‘ ou , par exemple u, alors
G = G := {e, a} où a est la réflexion selon l’axe u. On note de même
:= {e, u}, G7 := {e, u7} et G6 := {e, u6}. Puisque u = u, u est
conjugué à o et donc (Go) (G7). De même, on obtient que (Gb) = (G6).
Pour le reste, i.e. pour tout point p e R2 qui n’est pas sur un axe de réflexion,
G = {e}. Ainsi, pour cette action, R2 possède quatre strates
FIG. 1.3. De gauche à droite respectivement: R21), R2), R2
et R2.
Avec R2<> = u \ {O}, R2<G3> = \ {O}, R2<> = \ {O} et R2<G>
\ {O}, étant les axes de symétrie moins l’origine, on remarque que
R2( = R2(° = R2<G0> u R2<>
et
R2( = R2(O = R2<G3> u
Avec l’identification faite dans l’introduction (figure 0.5), on obtient l’image
de ces strates
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z N
FIG. 1.4. Les quatre strates de (R2/S2) (R2/39)(D4), (R2/S9)(G)
(R2/S)(G3) et (R2/S2)(e).
1.3. SUcEs
Dans cette section nous obtiendrons le théorème de suces. Cet outil jouera
un rôle très important pour la suite. En effet, ce résultat permet de trouver
un voisinage des orbites c1ui possède des propriétés intéressantes. On introduit
d’abord la notion de produit tordu.
Définition 1.3.1. Soit G un groupe fini, H C G un sous-groupe et X un H-
espace. On considère te H-espace G x X dont l’action de H est donnée par
H x (GxX)—*GxX
/ f —1 —h . (g,x)(g.h ,h.X)
On appelle te produit tordu de G et X au-dessus de H, que l’on note G *H X,
t’espace d’orbites (G x X)/H. On note [g, x] la classe d’équivalence de (g, x) dans
G*HX=(GxX)/H.
On observe que [g, x] = [g’, g] E G *H X si et seulement s’il existe un h E H
tel que g’ = gh’ et y = h .x
G *H X est aussi un G-espace en considérant l’action
G x (G*HX)—G*HX
g, [g’, ] I” [gg’, r]
On donne une définition de slice à l’aide du produit tordu.
Définition 1.3.2. Soit X un G-espace et .r E X. Soit S Ç X un ouvert tel que
r E S et G.(S) = S. On dit que S est une slice en x si l’application
: G*GSG(S)
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[g, s] i’ g• s
est un homéomorphisme G-équivariant avec G(S) qui est un voisinage ouvert de
G(x).
Si l’espace X est Hausdorff, alors on obtient l’existence des suces par le théo
rème suivant.
Théorème 1.3.1. Soit G un groupe fini et X un G-espace Hausdorff Pour
chaque x e X et H G1, il existe un voisinage de .r, S X, tel que G(S) = S
et l’application
: G *H S — G(S)
[g, s] i’ g• s
est un homéomorphisme G-équivariant vers G(S) un voisinage ouvert de Gx dans
X.
DÉMoNsTRATIoN. Soit x e X et H = G1 son groupe d’isotropie. Comme X est
Hausdorff, soit U un ouvert de X contenant x tel que UnG x = {.r}. Pour ce faire,
soit {x,x1,x2 r} les points distincts de l’orbite Gx. Comme X est Hausdorff,
pour chaque x1 il existe des ouverts disjoints U1 et V tels que x E U1, x e V
et U1 n V1 0. En prenant U = fl1U1, un ouvert qui contient x, on obtient que
U n Gx = {x}. En fait, in Gi = {.r} où 7 dénote la fermeture de U. Supposons
au contraire que x
=
g ; e i pour un g e G \ G1, alors pour chaque voisinage
ouvert W de g x, W n U O. En particulier pour V1 qui contient x = g r,
V n U O ce qui contredit la construction de U. Donc n Gx = {x}.
Soit G \ H {g,g g}. On pose V U \ (U1g1U) qui est un ouvert
contenant x. En effet, si au contraire c e gji, alors x = g1n pour un n e et
donc n = g1 x x ce qui contradit le fait que n G.r = {x}. Cet ouvert V a
la propriété que pour g e G et r e V, si g r e V alors g e G, = H.
On pose finalement S gV C eV = V. Cet ouvert contient x et donc
est non vide. On montre que cet ouvert satisfait les propriétés d’une slice. Tout
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d’abord, par construction, il est H-stable car pour chaque h E H,
Ïi.8=h.(flV)=fl(h)V= fl g’V=S
gaH gEH g’=hgEH
On montre maintenant que l’application
: G*HS —÷ G(S)
[g, s] i g s
est un homéomorphisme G-équivariant. Pour chaque g E G et [g’, s] e G *H
S, g. ([g’,s]) = g• (g’ s) = (gg’) s = ([gg’,s]) = (g [g’,s]) et donc
l’application est G-équivariante. Cette application est surjective car pour chaque
g s E G(S), ([g, s]) = g s avec [g, s] E G *H S. On montre qu’elle est injective.
Soit [g’, s’], [g, s] E G *H S tels que g s = ([g. s]) = ([g’, s’]) = g’ s’. Alors
s’ = g’’g-s E S et donc par construction de S, on doit avoir que g’’g E H. Ainsi
[g, s] = [g(g’’g)1, (g’’g) . s] = [g’, s’] et l’application et injective. Pour montrer
que l’application est continue, on remarque que fait commuter le diagramme
suivant
GxS G(S)
WH
G*HS
avec l’action à gauche de G, un homéomorphisme H-invariant : G x S * G(S)
donné par t(g, s) lg(s) = g.s et tel que p(h. (g, s)) = z(g. h-’, h s) = g•s =
jc(ç, s). Or, par la propriété universelle de la proposition 1.1.2, est la seule telle
application et elle est continue. Pour chaque ouvert U C G*HS, (U)
est un ouvert. En effet, soit G’ = {g E G I s E S avec (g, s) E r’(U)}. Alors
(U) = p(ir’(U))
= U9G’ tg(7r’(U)) et comme les tg, les multiplications à
gauche par g E G, sont des homéomorphismes et que 7t est continue, c’est un
ouvert. L’application est donc un homéomorphisme. Puisque Gx Ç G(S), G(S)
est un voisinage ouvert de Gi et ainsi S est une slice en x. E
On obtient alors quelques propriétés d’une slice.
Proposition 1.3.1. Soit X un G-espace, x E X avec H = G. et S une stice en
x. Alors
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(i) Il existe un G-morphisme qui est une rétraction f : G(S) G(x), i.e que
f o t = Iti pour t’inctusion t G(x) — G(8), tel que f’(x) = S.
(ii) Four g e G, si g S n S O, alors g e H.
DÉMONSTRATION. (j) On définit l’application f: G(S) « G(x) par f(g• s) =
g . x pour chaque g s e G(S). Cette application continue est G-équivariante car
pour chaque g’ e G et g.s e G(S), g’.f(g.s) = g’.(g.x) = (g’g).x f((g’g).s) =
•f(g’ (g . s)). Avec l’inclusion t : G(x) G(S) donnée par t(g
.
j) = g .
(f o t)(g. x) = f(g . x) g x = Ido()(g .1) pour chaque g . x e G(x) et donc f
est une rétraction. Finalement, on note que f(g. s) = x si et seulement si g e H
si et seulement si g s e G(S) = S. Donc f’(x) = S.
(ii) Soitg e Get s eStelsqueg•s egSnS. Alorsg•seSimpliquequepour
la rétraction f de (i), = f(g. s) = g . f(s) g x et donc g e H = G. D
Corollaire 1.3.1. Soit X un G-espace, Y X une suce en x e Y avec H = G.
AÏ0TS il existe un homéomorphisme /‘ : Y/H —* G(Y)/G qui fait commuter te
diagramme
G*ff Y >G(Y)
7r
Y/H— — —
où n2 : G*ff Y —* Y/H est ta projection n2([g, y]) Hy et où n est la restriction
den:X—X/G àG(Y).
DÉMoNSTRATION. On vérifie d’abord que la projection n2 : G *H Y ‘ Y/H
est correctement définie. Si [g. y] [g’, y’], alors il existe un h e H tel que
y’ = h.y et donc n2([g, y]) = Hy = Hy’ = n2([g’, y’]). On définit donc l’application
Y/H — G(Y)/G pour chaque Hy e Y/H par
(Hy) = (K2([C, y]))
= (‘ o n)([e, y]) := (no )([e, y]) = n(y) = Gy
Cette application est correctement définie car Hy = Hg’ implique qu’il existe
un h e H Ç G tel que g’ = h . y et donc ;(Hy) = Gy Gg’ = L’(Hg’).
Pour la surjectivité, on remarque que pour chaque Gy e G(Y)/G, Hy e Y/H et
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p(Hy) = Gy. On montre que cette application est injective. Soit Hy. Hy’ E Y/H
tels que ‘(Hy)
= ‘tg’). On a donc que Gy = Gy’ et ainsi il existe un g E G
tel que y’ = g y E Y. Or, par la proposition 1.3.1 (ii). cela implique que g E H
et ainsi Hg = Hg’. Puisque est un homéornorphisme et que n est ouverte
(proposition 1.1.1 (i)). il suffit de montrer que l’application n2 est ouverte pour
avoir que c’ et. son inverse sont continues. Soit [K. U] un ouvert de G * Y. Alors
n2([A, U]) H . U. Or, U est un ouvert de Y implique que H(U) = nn’(H U)
est un ouvert de Y et donc H U est un ouvert de Y/H. Ainsi, l’application n2
est ouverte et on obtient que ‘p est un homéornorphisme. D
Corollaire 1.3.2. Soit X un G-espace avec x E X tel que G.r = {e}. Alors pour
S une suce en x, S G(S)/G.
DÉMONSTRATION. Par le corollaire précédent., S/G1 G(S)/G. Or, Gr = {e}
nous donne que S S/G1 G(S)/G. D
Corollaire 1.3.3. Soit X un G-espace avec Y C X un sons-ensembe G-stable
pour lequel chaque y E Y possède un groupe disotropie triviale. i.e. que pour
chaque y E Y, G = {e}. Alors njy Y .. Y/G est un hornéomoiphisme local.
DÉMoNsTRATIoN. Pour chaque y E Y, soit S une slice en y. En prenaiit U =
S n Y, un ouvert qui contient y, on prétend que nu t U ‘ n(U) est un homéo
morphisme. Si w et g• w E U, alors la proposition 1.3.1 donne que g E G = {e}
et l’application est injective. Comme l’application nlu est surjective, continue et
ouverte, elle est un homéomorphisme. D’où le résultat. D
Pour .r E X un G-espace avec H = G, on remarque que l’action du norma
lisateur N(H) sur X<hl> nous donne une action de NG(H)/H sur X<> via
gH ï = g ï pour chaque gH E NG(H)/H et ï E X<”>. En effet, cette action
est correctement définie puisque gH = g’H si et seulement si g’’g E H si et
seulement si g ï = g’ ï.
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Proposition 1.3.2. Soit X un G-espace avec x e X et H = G. L’application
: G/H *N0(H)/ff X<H> X
[gH,x] g x
est un homéomoTphisme.
DÉMONSTRATION. On montre que l’application suivante est un homéomorphisme:
: G/H *NG(H)/H X<H> G(X<’>) = X
[gH, xj g x
On vérifie d’abord que cette application est injective. Soit [gH, xi, [g’H, x’] e
G/H*NG(H)/HX<H> tels que g•x = ii’([gH,x]) /‘([g’H,x’]) g’.x’. Ainsi x’ =
g1g x et on remarque que H G1 (g’’g)G.(g’’g)’ = (g’’g)H(g’’g)’
donc g’g e NG(H). Alors, {gH,x] = [gH(g’ g)’H,g’gH
.
xj = [g’,x’] et
l’application est injective. Pour montrer la surjectivité, soit x e X’1). Puisque
(G) = (H), il existe un g e G tel que G = gHg’. Alors. Gg-i.r = g1G,g =
ggHg’g H donc gx e X<> et /‘([gH,g’ x]) = s. Pour montrer que
cette application est continue, on observe qu’elle fait commuter le diagramme
GxX >G(X)
(GxX)/H
Par la propriété universelle, elle est alors continue. On montre que l’inverse est
continue. Soit [KH,Uj un ouvert de G/H *NG(H)/H X<>. Comme pour chaque
élément du groupe, l’action est un homéomorphisme, y({KH,U]) K(U) est un
ouvert de X(H). On a donc un hornéomorphisme b : G/H *r(H)/H X<H>
G(X<H>)
=
Corollaire 1.3.4. L ‘ho’mo’morphisrne de ta proposition prcdente nous donne
un hornéo’niorphisme local
tocat
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DÉMONSTRATION. La proposition nous dit en fait que un N0(H)/H-
espace, est uiie suce en i e X<> C XH. Comme pour chaque x e
gH .x
=
g x = ï si et seulement si g e H si et seulement si gH = H. Donc
= H et ainsi chaque point de X<H> possède un groupe d’isotropie
trivial. En appliquant le corollaire 1.3.3, X<H> ‘ X<H>/(NG(H)/H). D
1.4. ACTIONS LINÉAIRES SUR DES ESPACES VECTORIELS
Maintenant, on veut ajouter une structure algébrique à notre espace topolo
gique. On considère alors V un espace vectoriel de dimension finie sur un corps
K = R ou C. De plus, par une action d’un groupe fini G sur V nous entendrons
une action linéaire sur V, i.e. une action qui est K-linéaire : pour tout .), ji e K
et u, e e V, alors pour chaque g e G
g• (u + tv) = À(g . u) + ji(g . e)
En terme de la théorie des représentations, on dit que V est une représentation
de G ou que V est un KG-module de type fini.
Pour une action linéaire de G sur un K-espace vectoriel V, on obtient na
turellement une action sur son dual V*. Soit {X1,12. une base de V et
,...,x} la base duale de V* telle que x(x) 6j. De l’action linéaire de
G sur V on obtient une action linéaire de G sur V* qui est donnée par
g = o g’ e V*
pour chaque g e G et x e V*. En effet, on a que pour g,g’ e G et 1* e V*,
(gg’) .r* = o (gg’)’ = o (g’1g’) = (x o g’’) o g’ = (g’ . x*) o g’
=
Cette action est linéaire car pour chaque g e G, x, y* e V* et Q, ,8 e K,
g• (Qx* + 3y*) = (* + i3g*) o g’ = o g’) + i3(y* g1)
= Q(g . x) + d(g
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1.4.1. Topologie de Zariski
Pour un espace vectoriel V K” avec K = R ou C. on sait que V possède
en particulier la topologie usuelle de R” ou C’1. Or. la structure algébrique de
l’espace vectoriel nous permet d’y définir une autre topologie.
Soit V K” avec K = R ou C un espace vectoriel réel ou complexe. Pour
I K[xi,x9 ,,j un idéal de l’anneau des polynômes K[xy,x2 .....x]. on note
alors la sous-variété affine associée par
V(I)={veVIf(v)=OVJeI}
Définition 1.4.1. Soit V K” un K-espace vectoriel (K = R ou C). On définit
ta topologie de Zariski sur V en prenant comme fermés pour cette topologie tes
sous-variétés affines.
Proposition 1.4.1. Ceci définit une topologie sur V K” (K = R ou C). On
vérzfie que
(i) O et K” sont des ouverts.
(ii,) U1 U, est ouvert pour chaque U,.. ouvert.
(iii) fl1 U est ouvert pour chaque U,\ ouvert.
DÉMoNsTRATIoN. (i) On considère les idéaux de l’anneau de polynômes O e
K{xi, 12 ‘r,,] et I = K[xi, 12 j. Alors V(0) = K” et V(I) = O sont des
fermés. En passant au complément, ou a que O et K” sont des ouverts.
(ii) Soit les ouverts U, pour chaque e A. On pose alors pour chaque,\ e A U,\c =
= V(IÀ), avec 1À des idéaux de K[V]. Pour montrer que UÀ1-& est ouvert, on
montre que tUÀU,\)° = flÀ V, est fermé. Ou note que flÀ V(IÀ) V( 1)•
En effet, soit r C fl V(IÀ), i.e. r e V(I,) pour chaque \ A. Donc, pour
chaque ) e A, f(v) = O pour tout f E I,\. Ainsi, pour tout f = Z fÀ E Z I,
[(e) f,(v) = O et clone e e V(ZÀ I,\). Pour montrer l’autre inclusion, soit
r e V(ZÀ lÀ). Pour chaque \ e A, alors pour tout f e I Ç I, f(v) = O et
donc y e V(IÀ). On obtient que e e flÀV(IÀ) d’où l’égalité. (UÀUÀ)’ est donc
un fermé.
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(iii) Soit les ouverts U pour j 1,2, ..., s. On note = = V(I) les fermés
pour chaque i avec i des idéaux de K[11,19 ....,x]. On montre que (fl1U1)c est
fermé en vérifiant que (fl1M
= U V(11) = V (R Ii). Soit e V(I). Pour
e E V(Ik), alors pour chaque f e R I Ç ‘k f(v) = O et donc e E V (R Ii). Soit
u e V (fl I) et supposons que u V(Ik) pour chaque k 1,2 ,...,s—1. On montre
que u e V(13). Or u V(Ik) signifie que pour chaque k = 1, 2..... s — 1, il existe un
fk E ‘k tel que fk(v) O. Donc, pour chaque f5 E 15, f := f1f2...f5—1f, e fl I
et ainsi O = f(v) fi(v).f2(u).....f3_i(v).f5(v). Puisqu’aucun des s—1 premiers
termes n’est égal à O, f5(u) = O et ainsi u e V(15). Donc, (flU)C est fèrmé et on
a le résultat. D
Remarque 1.4.1. (i,) Pour K1’ avec K = R ou C, tes fermés pour cette topologie
sont tes ensembles de ta forme
V(f1,f2,...,f5)
=
{x E K I (x) = O Vi = 1,2,...,s}
où tes f sont des polynômes de K[xi, 12 ,...,i,]. En effet, comme l’anneau de po
lynômes K[xi, 12 x] est noethérzen, tout idéal est généré par un nombre fini
de polynômes.
(j) cette topologie, on remarque que tes applications polynomiales f
—f K” sont continues. Soit U c K un ouvert. Alors V = U est un fermé
donc V = V(I) avec I K[xi. 12 1m]. Puisque K[x,, 12, m] est noethé
rien, soit h,, h2, ..., h5 des générateurs de I, i.e. que I =< h,, /12, ..., h >. Pour
W := f’(V), on montre que W = V(h, o f, h2 o f, ..., h5 o f) Soit w E W.
Alors f(w) e V = V(I) et donc pour chaque i, (h o f)(.r) = hj(f(x)) = O et ainsi
w e V(h1of, h9of, ..., h5of). Soit maintenant w e V(h,of, 1120f h9of). Pour
chaque i, O = (h o f)(w) = h,c(w)) donc f(w) e V et ainsi w e W f’(V).
On a donc que W = f—’(V) (f_l(U))c est un fermé au sens de Zariski et ainsi
f—‘(U) est ouvert. Donc l’application polynomiale est continue.
(iii,) La topologie usuelle d’un K-espace vectoriel est plus fine que ta topologie
de Zariski, i.e que si U t un ouvert pour la topologie de Zariski, alors U est
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un ouvert pour ta topologie usuelle. En effet, soit U un ouvert de K pour ta
topologie de Zariski. Alors W UC est un fermé et donc W = V(f1, f2,
..., J)
avec tes L e K{xi, 12, ...,xj. Soit {Ij} C W une suite qui converge (pour ta
topologie usuelle) vers x e fr11. Alors pour chaque k et i, fk(x) O et donc
fktx) f(x) = O pour chaque k. Ainsi, x e W et W est fermé donc U est
=0
ouvert pour ta topologie usuelle.
On s’intéresse aux types de strates d’un G-espace V, où V est un espace
vectoriel réel ou complexe de dimension finie muni de la topologie de Zariski.
Proposition 1.4.2. Soit y e V avec H =
(i) VH est fermé pour la topologie de Zariski.
(ii) V<H> est ouvert dans VH pour la topologie de Zariski.
(iii)
(V/G)(H)Z
= U (V/G)(H)
(H,)> (H)
où (V/G)(H)Z désigne la fermeture au sens de Zariski.
DÉMoNsTRATION. (i) On a que VH C V est un sous-espace vectoriel de V. Pour
chaque h e H, h . O = O e et pour tout a, b e VH, pour chaque h e H,
h ta — b) = h. a — h• b = a — b e VH. Ou a donc un sous-espace vectoriel de V.
Soit alors {xi, 12 rn} une base du sous-espace vectoriel VH que l’on complète
pour avoir une base de V avec {lm+i, .rrn+2, ..., x}. En considérant le polynôme
f (il, 12, ..., ii,) Z=m+1 x e K[xi, 12 xv], alors f(;) = O si et seulement si
i = (I,12 x) e VH. Donc VH = V(f) et est un fermé pour la topologie de
Zariski.
(ii) Bien sûr par définition on a que V<H> C VH .Avec la remarque 1.2.1 (iii), le
complément de V<H> dans 7H est donné par
(V<H>)c = V\V<H>
= U 17H’
H’
Or, les sous-espaces VH’ sont fermés par (i) et en nombre fini car il y a un nombre
fini de tels sous-groupes H’. Leur union est un fermé et ainsi (V<F>)c est fermé
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donc V<> est ouvert.
r(lI’ ‘H(iii) Pour chaque (H) > (H). on a que C 1 donc
(V/G)’t (tH)) (V(H)) = (V/G)(H)
On peut ainsi prendre l’union
U (V/G)’ C (I7G) C (V/G)tH)Z
t [I’)>(H)
On montre maintenant que si (V/G)<> est dans la fermeture de (V/G)(H), alors
(G,) (H). En effet, nous avons que
= U V<H’> ç U VH’ ç J Vt1’
(H’)=(H) (H’)=(H) (H’)<(H)
Or, les V<I’> sont ouverts par (ii) et donc leur union, qui est finie, est aussi
ouverte. De plus, les V” sont fermés et ainsi leur union lest aussi. Puisque l’ap
plication ir est fermée, on a que (V/G)( est indu dans le fermé U(HI)=(H)(/G)
(V/G)(H) Ç U (V/G)H’ Ç U (V/G)H’
(H’)=(H) (H’)<(H)
On a donc que la fermeture de (V/G)(”). qui est le plus petit fermé qui le
contient, est indu dans
(V/G)(H)Z Ç U (V/G)”’ Ç U (V/G)’
(H’)=(H) (H’)<(H)
Donc, si (V/G)<°’> est dans la fermeture de (V/G), alors (G,) > (H).
On a donc que
(V/G)<°’> = r (V<°’>) ç (G) C (VH)
= U (V/G)’)
(H’) (H)
D
011 obtient un résultat équivalent pour la topologie usuelle de V.
Proposition 1.4.3. Soit y V avec H = G.
(i) VH est fermé ponr la topologie nsuette de V.
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(ii) V<H> est ouvert dans VH pour ta topologie usuelle de V.
(iiz)
(V/G)(H)
= U (V/G)’)
(H’)> (H)
où (V/G)(”) désigne ta fermeture au sens de ta topologie ‘usuelle de V.
DÉMONSTRATION. (i) et (ii) sont obtenus de la proposition L-1.2 et du fait qu’un
ouvert U C V pour la topologie de Zariski est un ouvert pour la topologie
usuelle de V 1Q1. On montre (iii) en reprenant la démonstration de la pro
position 1.4.2(iii). D
Soit H0 le noyau de G pour l’action sur V, i.e que h• y = u pour chaque
h e H0 et u e V. Ce sous-groupe est indu dans tout groupe d’isotropie G, pour
chaque u e V. Donc (e) (H0) (G1) pour chaque u C V. On dit que (H0) est
le type d’orbite minimal de G pour la relation
.
Proposition 1.4.4. Soit G un groupe fini. V un KG-module de type fini et
H C G un sous-groupe. Les conditions suivantes sont équivalentes
(i) (H) est minimat pour <.
(ii) V est Zariski-dense dans V.
(iii) V(H) est ouvert pour ta topologie de Zariski.
DÉMONSTRATION. On montre que (i) est équivalent à (ii). Soit H un sous-groupe
de G qui est minimal pour la relation d’ordre <, i.e que pour chaque groupe
d’isotropie H’, (H) < (H’). Alors V(H)Z PropL1.2c) U(H’)(H) ,(H’) = V et V(H)
est dense. Soit maintenant V” qui est dense et supposons au contraire que H
n’est pas minimal pour la relation d’ordre <. Soit alors (H’) < (H). On a donc
que V(H’) n’est pas indu dans V(M)Z
= U()>(ff) i(H) Mais V(H)Z = V ce qui
est une contradiction. Donc (i) est équivalent à (ii).
On montre que (i) est équivalent à (iii). Soit H un sous-groupe de G qui est
minimal pour la relation d’ordre <. Alors
=
T/(H’)
= U 1/(H’) = U tr(H’) =
(H’)#(H) (H’)>(H) (H’)>(H)
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Donc V()c est fermé et ainsi est ouvert. Supposons maintenant que
est ouvert et que H0 soit un élément minimal. Alors
V( V(’) ( U V(H1)) ( u VH’)(H’)#(H) (ffo)<(H’)<(H) (H’)>(H)
=
IJ V’=V
(Ho) <(H’)
Dollc V(H) est dense et donc H est minimal. D
Par un argument similaire et avec le fait que la topologie usuelle est plus fine
que celle de Zariski, on a que
Corollaire 1.4.1. Soit G un groupe fini, V un KG-module de type fini et H C G
un sous-groupe. Les conditions suivantes sont équivalentes
(i) (H) est minimal pour .
(ii) est dense dans V pour ta topotogie usuelle.
(iii) V(H) est ouvert pour ta topologie usuelle de V.
D
On reformule donc avec ces propriétés une notion de stratification des G-
espaces et des espaces d’orbites associés.
Corollaire 1.4.2. Soit G un groupe fini qui agit sur un K-espace vectoriel V avec
K = R ou C. Alors pour H0, H1,... et H5 les sous-groupes d’isotropie distincts
de G,
(i) V V’’ avec les V” tous disjoints.
(ii) Pour i j, Vj fl adh (V(”i)) O si et seulement si (Hi) > (Hi) si et
seulement si V’ C adh (V’i)).
DÉvIONSTRATION. Il ne reste qu’à vérifier (ii). En fait, V” fladh (V(’a)) # O si
et seulement si il existe un x e n adh (Va), si et seulement si (G) = (Hi)
et (G) > (Hi) car adh (V)) = V(Hj) \ = U(H’)>(H) V(H’) \ V(HJ) =
U(H’)>(H) Ainsi, ceci est équivalent à (Hi) > (Hi), ce qui équivaut à
V’’ Ç U(H’)>(H3) ,-(H’) = aclh (V(”a)). D
De même, on obtient le résultat suivant.
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Corollaire 1.4.3. Soit G un groupe fini qui tigit sur un K-espace vectoret V avec
K = R ou C. Alors pour H0. H1.... et H3 tes sous-grOupes dzsotropze distincts
de G.
(i) V/G = U(V/G)t” avec tes (V/G)tH) tons disjoints.
(ii) Four i j, (V/G)(”) n adh ((V/G)b)) 0 si et seutement si (Hi) > (Hi)
si et seulement si (V/G)”) adh ((V/G)’i)).
D
Par exemple, pour l’action naturelle de D4 sur R2, on avait obtenu les types
d’orbites (figure 1.5) dont les inclusions donnent la stratification de l’espace d’or
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Chapitre 2
POLYNÔMES INVARIANTS ET QUOTIENT
ALGÉBRIQUE
Dans le chapitre précédent, nous avons défini l’espace d’orbites pour l’action
d’un groupe fini sur un espace topologique. Maintenant, nous aimerions y ajouter
une structure algébrique. Nous considérerons les actions linéaires d’un groupe
fini sur une sous-variété afflue d’un espace vectoriel réel ou complexe. En fait,
on montrera que si l’action n’est pas linéaire, alors on peut choisir un nouvel
espace vectoriel où l’action est linéaire, dans lequel se trouve la sous-variété afflue
à isomorphisme près. Le but de ce chapitre est de définir la notion de quotient
algébrique. Ce quotient, qui sera de nature algébrique, nous donnera un moyen
de réaliser l’espace d’orbites comme sous-ensemble semi-algébrique d’une variété
affine. Nous pourrons donc utiliser la structure semi-algébrique induite de cette
variété affine pour travailler sur l’espace d’orbites.
Dans la première section, on introduit quelques notions de géométrie algé
brique. En particulier, on établiera le lien entre les morphismes de variétés affines
et les homomorphismes des anneaux de coordonnées associés. Dans la seconde
section, on s’intéresse à l’anneau des polynômes qui sont invariants pour l’action
du groupe. On verra entre autres que cet anneau est généré par un nombre fini
de polynômes homogènes et qu’il est un anneau de coordonnées. La variété af
fine associée à cet anneau de coordonnées sera le quotient algébrique. De plus,
on utilisera les générateurs de cet anneau pour réaliser l’espace d’orbites comme
sous-ensemble du quotient algébrique. Dans les sections suivantes, on traitera
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séparément le cas où l’espace vectoriel est complexe puis réel. On y verra eu
particulier que pour le cas complexe, l’espace d’orbites est égal au quotient algé
brique. Pour le cas réel, l’espace d’orbites sera un sous-ensemble semi-algébrique
du quotient algébrique. Ainsi, les inégalités définissant l’espace d’orbites seront
les inégalités qui définissent cette région semi-algébrique du quotient algébrique.
On y construira aussi un produit scalaire invariant pour l’action du groupe, ce qui
permettera de le voir comme un sous-groupe de O(n, R). Dans la dernière section,
on construira la complexification du cas réel. Ceci permettra en fait d’avoir un
espace d’orbites complexe contenant l’espace d’orbites réel qui nous intéresse.
2.1. ELÉMENTS DE GÉOMÉTRIE ALGÉBRIQUE
Soit K = R ou C. On introduit quelques notions de géométrie algébrique.
2.1.1. Variétés affines et anneaux de coordonnées
Définition 2.1.1. Soit I K[xi, x2 un idéal de polynômes. On note alors
la variété affine associée par
V(I)={xeKlf(x)=OVfI}
Pour un sous-ensemble X C K’, on définit l’idéal des polynômes qui s’annulent
sur X par
I(X)={feK[xi,x2,...,x]If(x)=OVxeX}
On définit les applications entres des variétés affines de la façon suivante
Définition 2.1.2. Soient X C K” et Y C Ktm deux variétés affines. Une appli
cation f : X —* Y est un morphisme de variétés affines si elle est la restriction
d’une application polynomiale F : K’ —+ IQ”, c’est-à-dire que f FIN, de ta
forme f(x) = (.fi(.c), f2(x), ..., f(x)) avec les f e K[.ri, ï2 et telle que
f(X)Cy.
Définition 2.1.3. Un morphisme de variétés affines f : X — Y est un isomor
phisme s’il existe un morphisme de variétés affines g: Y X tel que fog
=
et g o f = 1x. On dit alors que tes variétés affines X et Y sont isomorphes et on
te note par X Y.
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Définition 2.1.4. Four X C K” une variété affine et 1(X) l’idéal associé. on
définit l’anneau de coordonnées K[Xj par
K[X] K[x1, 12, ..., 1,] /1(X)
Soit f : X —÷ K une application polynomiale. On a donc que f(x) = FIx’(x)
pour un F e K[ii, X2,
...,
;]. Or f, G e K[xi, 12, ;,,] définissent la même ap
plication sur X si et seulement si F(x) — G(x) = O pour chaque x e X ce qui re
vient à dire que F—G e 1(X). Ainsi, on peut voir K[X] = K[xi,.r2, x]/I(X)
comme l’anneau des fonctions polynomiales sur X à valeurs dans K.
On observe le lien entre les morphismes de variétés affines et les homomor
phismes entre les anneaux de coordonnées associés.
Théorème 2.1.1. Four K = R ou C. Soit X C K” et Y C Ktm des variétés
affines.
(i) Le morphisme f: X
— Y induit un homomorphisme de K-algèbres
f K[Y] K[Xj
g gof
(ii) Un homomorphisme de K-algèbres : K[Y] — K[X] est de la forme f
pour un unique morphisme de variétés affines f : X — Y.
DÉMoNsTRATIoN. (j) On vérifie que cette application polynomiale est un homo
morphisme de K-algèbres. Soit g, h e K))] et .\ e K.
= of
f*(g+Ï)=(g+h)of=gof+hof=f*(g)+f*(h)
f*(g.h,)=(g.lI)Qf=(gof).(hof)=f*(g).f*(h,)
f*(,\.g)= (.g)of.(gof) =À.f*(g)
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Donc, on a un homomorphisme de K-algèbres.
(ii) Soit : K[Y] K{X] un homomorphisme de N-algèbres. Avec K[Yj =
K{yi, Y2 ym]/I(Y) et K[X] = K[.ri, ‘2 ..., x]/I(X), on pose ! ‘) pour
chaque e K[yi, Y2, ..., yrn]/I(Y) K[Y] OÙ j représente la classe d’équiva
lence de y dans K[Y]. Soit pour chaque i = 1,2, ..., ni, f e K[x1, 2 ,...,x,j un
représentant des classes d’équivalences des j; e K[X]. On définit l’application
polynomiale
f: X —*
x (fit’), f(’) fm(’))
On prétend que l’image de X par f est dans Y. Pour cela il suffit de montrer que
f(X) C V(I(Y)) = Y. Soit g e 1(Y). On a que pour chaque x e X
g(x)) = g(fi(x), f2(’) fm(x)) = g (5(y’)(.r), Ç(y2)(.r), ...,
(g)(x)
Or, g e 1(Y) signifie que sa classe d’équivalence dans K[Y] = K[yi, Y2 ym]/I(Y)
est nulle. L’application étant un homomorphisme d’algèbres, i5(g) est égal à zéro
donc O = (g)(x) = g(f(x)) et ainsi f(i) est dans Y.
Finalement, il reste à vérifier que notre application f : X
— Y vérifie f =
et qu’elle est unique. Or, par construction, on a que pour chaque g e K{y],
(g) = g@(yl), (y) (y)) = g(Ji. f2. “, 1m)
gof=f*(g)
Donc f* = . Supposons que h : X
•‘ Y soit une autre application polynomiale
telle que 1i = . Alors pour chaque i, y o h = h*(yj) = 5(y) y: o f et donc les
polynômes sur chaque coordonnées de f et h sont les mêmes et ainsi f = h. D
Il y a donc par ce résultat une bijection entre les morphismes de variétés affines
X et Y et les homomorphismes de K-algèbres de K[Y] à K[Xj. On note de plus
la fonctorialité de cette construction.
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Proposition 2.1.1. Soit W C K1, X C Ktm et Y C K’ des variétés affines et
f : W X, g: X Y des morphisines et Id : Y Y l’identité. Alors
(g f)* = f*
et
ITd \* T
‘ Y) ‘ KYJ
DÉMONSTRATION. Soit p E K[y1, alors
(f*og*)(p) = f*(pog)
=(pog)of=po(gof) = (gof)*(p)
et
(Idy)*(?)
°
Idy
= p = IdK[y](p)
D
Cela nous donne le théorème suivant.
Théorème 2.1.2. Soit X C Ktm et Y C KT deux variétés affines. Alors X y
K[X] K[y].
DÉMONSTRATION. Supposons que X Y. Alors il existe des morphismes f
X
—f Y et g : Y — X tels que fog = IdY et gof Id. Par la proposition pré
cédente, g*of*
= (f og)* = (Idy)* IdK{y1 et f*og* = (gof)* = (Idx)* IdK[].
Donc g* et f* sont des inverses et ainsi on a un isomorphisme de K-algèbres entre
K [X] et K [Y].
Supposons maintenant que K[X] K[Y]. Soit : K[Y] —* K{X] un isomor
phisme entre les K-algèbres. Alors on a que çb o = IdK[x] et o IdK[y1.
Soit f : X —+ Y et g: Y — X les morphismes tels que f* et g* = On
a donc que (g o f)* = g* = = IdK[v1 (Id.)* et (f o g)* g* f* =
o = IdJYj (Id,)*. Or par unicité, (f o g) = Id et (g o f) Idv. Ainsi
Xy. D
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Ainsi, pour montrer que deux variétés afflues sont isomorphes, il suffit de
montrer que les anneaux de coordonnées sont isomorphes et vice versa. Une variété
affine est donc déterminée, à isomorphisme près, par son anneau de coordonnées.
Proposition 2.1.2. Soit f X — Y un morphisme de variétés affines et f
K[Y] —* K[X] t’homornorphisme d’algèbres associé. Alors f* est injective
f(X) est Zariski-dense dans Y.
DÉMoNsTRATION. Supposons que f* est injective mais qu’au contraire f(X)Z
Y. Comme f(X)Z est un fermé pour la topologie de Zariski, soit O I un idéal
tel que f(X)Z = V(I). On a donc que f(X) f(X)Z = V(I). Soit O g e I,
alors pour chaque x E X,
O = g(f(x)) = (go f)(x) = f*(g)(x)
et ainsi f*(g) O donc g e Ker f* ce qui contradit l’hypothèse que f* est
injective. Donc f (X)Z = Y et f(X) est Zariski-dense.
Supposons maintenallt que f(X) est dense dans Y pour la topologie de Zariski
mais que f* ne soit pas injective. Soit alors O g E Ker f• Ainsi, pour chaque
ï e X,
O = f(g)(r) = (go f)(.v) = g(f(x))
et donc f(X) V(g). Alors f(X)Z Ç V(g) ce qui contradit le fait que f(X)Z =
Y. E
2.1.2. G-variétés affines
Soit G un groupe fini et W un KG-module avec K = R ou C. On note la
K-algèbre des polynômes sur W à valeurs dans K par K[W]. De l’action de G
sur W, on obtient uiw action naturelle de G sur K[W] via
g• f = f o g’
pour chaque g e G et f e K[W]. En effet, on a alors que g•(g’•f) = g.(jog’’) =
(f o g’-’) o g’ = f o (gg’)-’ = (gg’) . f.
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Définition 2.1.5. Pour un poÏynôrrle f E K[W], on dit que f est G-invariant si
pour chaque g E G.
f(g. w) = f(w)
On note la K-algèbre des polynômes G-invariants sur W par K[W]G. En
identifiant W à Kv’, on obtient un isomorphisme K[11] K[ui. .r2,..., x] et de
même on a que K[TV]G K[xi,x2
Définition 2.1.6. Soit W un KG-module de type fini et X C W K11 une
variété affine. On dira que X est G-stable si l’action de G sur IV induit une
action sur X, i.e. que g ‘I E X pour chaque g E G eti E X. On appelle une
variété affine G-stable une G-variété affine.
Définition 2.1.7. Soit X une G-variété affine, on définit t’espace d’orbites X/G
comme étant 7r(X) pour l’application ir 1V W/G qui envoit un point sur son
orbite.
Comme on a fait pour 117G, 011 munit X/G de la topologie quotient provenant
de l’application îr.
Bien que l’on ait supposé jusqu’à présent que l’action du groupe est linéaire,
on nlontre avec la proposition suivante que si un groupe fini agit sur une variété
affine, il existe une variété affine isomorphe sur laquelle le groupe agit de façon
linéaire.
Proposition 2.1.3. Soit G un groupe fini agissant sur une G-variété affine X C
Kv’. Alors il existe un isomorphisme de variétés affines : X — avec une
variété affine Y dans un KG-module de type fini.
DÉMONSTRATION. Soit R = K[X] l’anneau de coordonnées de la variété affine
X. Soit {f .f2.... f.9} un ensemble de générateurs de cette algèbre et l’ensemble
{h1, ‘2 h11} = {g
. fi I g E G et 1 = 1,2 s}. Ainsi R K[h1. 12, .... Ï’m]’
Soit 1’ homomorphisme d’algèbres
K[yï.y2 Yrnl K[h1, /l2 ..., km] R
y1 h
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de noyau I, l’idéal des relations des {h}=1,2
.rn. Comme l’application est surjec
tive, on obtient un isomorphisme d’anneaux de coordonnées
A{yy,y2,...,ym]/I ,‘ K[Ïii,h9....,hrn]
F—*
qui induit un isomorphisme sur les variétés affines X et Y = V(I). En fait, cet iso
morphisme est l’application : X —* Y donnée par (x) = (h1 (x), h2 (x) hrn (i))
pour chaque ï e X et d’inverse : Y - X telle que pour tout y E Y,
= (yi(y), y2(y), Ynt(Y)) (voir théorème 2.1.1(u)).
De la construction des {h j = 1,2, ..., rn}, l’action de G sur < h1, h2,
...,
h >K
est linéaire. Soit pour chaque g E G, g• h = Z[g]jhj avec la matrice [g] = ([g]jj)
à coefficients dans K. On définit une action linéaire de G sur <
,
>K
par
‘
pourchaquegeGeti=1,2,...,rn.
Cette action permet de définir sur Y une action linéaire de G donnée par
g y = g t1(Y)’2(Y), ...,rn(y)) := ((g. )(y), (g. 2)(y), ..., (g 1)(y))
= ([g]ijj(y),[g]2ji(y)
1 (Y)
Y2 (y)
= [g]•
jm(Y)
pour chacjue g E G et g
= (i(y), g2(y) (y)) E Y. E
2.2. POLYNÔMEs INVARIANTS
Comme on le verra à la fin de cette section, pour G un groupe fini et W un
KG-module de type fini avec K = R ou C, le quotient algébrique W//G peut
être défini à l’aide de l’algèbre des polynômes G-invariants sur W à valeurs clans
K. Dans cette section, nous étudierons la structure de cette algèbre. On débute
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en introduisant l’opérateur de moyenne, qui se veut une projection de K[W] sur
K[I’V]°. On utilisera cet opérateur entre autres pour le théorème de finitude de
Hilbert, qui nous assure que l’algèbre des polynômes G-invariants est générée par
un nombre fini de polynômes homogènes. Ensuite, on montrera que cette algèbre
est en fait un anneau de coordonnées pour un idéal bien particulier. La variété
affine déterminée par cet idéal sera ce que l’on appellera quotient algébrique.
2.2.1. Opérateur de moyenne
On rappelle que l’on travaille avec K R ou C. Soit G un groupe fini et W un
KG-module de type fini. Le fait que G soit un groupe fini nous permet de prendre
la “moyenne” d’un polynôme. Ce processus très utile permet de construire à partir
de polynômes quelconques des polynômes G-invariants. On utilise ce principe pour
obtenir l’opérateur de moyenne.
Définition 2.2.1. On définit t’opératenT de moyenne comme étant l’application
p: K [W] K [W] G
f -(fog)
geG
On remarque que pour chaque f E K[W], l’image p(f) est bien un polynôme
G-invariant. En effet, pour g G et w E W,
=
(g.w))
EG eG
= f (g’ . w) = p(f)(w)
De plus, cette application est égale à l’identité lorsque restreinte sur K[W]G. Si
f E K[IV]G, alors pour chaque w E W
p(f)(w) = f (g w) = f (w) = f(w)
gEG geG
Cet opérateur est en fait une projection de K[W] sur i[i1r]G De plus, il préserve
la structure de KG-module et de K[W]G_rnodule de K[W].
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Lemme 2.2.1. Pour chaque p, q E K[W]. r E K{1V]°
,
g E G et,\ E K. on u
que
p(À.p)=À.p(p)
p(r •p) = r p(p)
p(p + q)
=
p(p) + p(q)
et
p(gp) p(p) = g p(p)
DÉMONSTRATION. Pour chaque w E T1,
• p)Qw) = ( p(g• w)) = (p(g w)) = p(p)(w)
gCG geC
P(T . i))(t’) = (r(g • w)
•
p(g • w)) r(w) . p(g. w)
gEG geG
= T(w) p(g• w)) r(w) . p(p)(w)
geG
p(p+q)(w) = (p+q)(g.w)=p(g•w)+q(g.w)
YEG gEG
= p(g.w)+q(g.w)
gEG
= p(p)(w) + p(q)(w)
p(g . p)(w) = (g• p)(g’ w) = p((g’g’)
•
w)
g’EG g’EG
= j)( u’) = p(p)(w) = (g p(p))(w)
=g ‘g’CG
E
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2.2.2. Générateurs de K[Xj°
Soit G un groupe fini et IV un KG-module. Le théorème suivant est très
important. Il nous garantit en effet que l’algèbre des polynômes G-invariants sur
IV. ou une sous-G-variété affine, est générée par un nombre fini de polynômes
homogènes.
Théorème 2.2.1. (Théorème de finitude de Hitbert) Soit X 1V une G-variété
affine. L ‘algèbre K[XJG possède un nombre fini de générateurs homogènes en tant
que K-algèbre.
DÉMoNsTRATIoN. Soit K[Xld et K[X] l’ensemble des polynômes homogènes
de degré d de K[X] et K[X]G respectivement. Soit
‘d l’idéal de K[X]G généré par
K[X]. Ainsi ‘d ‘d+1 Posons ‘d := K[X] ‘ A[X].
On remarque que si ‘d ‘d alors ‘d Ïd±l. En effet, supposons que l’on ait
Id ‘d+l et que ‘d = ‘d+l. Alors pour f E ‘d+l’ on a que f é ‘d+l Ç ‘d+l = ‘d.
Donc f s’écrit comme f = s,’t avec s é K[X] et t e K[X]. Ainsi, comme
f e K[X1°, l’opérateur de moyenne donne que
f = p(f) =p(sj .t) = p(s ‘E ‘d
CJd
Donc I1 ‘d et ‘d+l = ‘d, ce qui est une contradiction. Ainsi, ‘d ‘d+Ï implique
que ‘d ‘d+l, ce qui équivaut à dire que = I, implique que ‘d ‘d+l car
Par le théorème ‘Bassisatz” de Hilbert (voir par exemple [101) , on a que K
est noethérien donc K[i’1, .C2 ,...,r1 K[IVj est aussi noethérien. Il en est donc
tic même pour le quotient K[X] K[W]/I(X). Ainsi, la chaîne d’idéaux de K[X]
I ç ç L ç . . . I ç
est stationnaire, i.e. il existe un m E N tel que ‘d = ‘m Vd rn. Par l’argument
précédent, la chaîne
i ç I ç 12 ç .. . 1m ç
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est aussi stationnaire. Il existe donc un nombre fini de ‘d et alors K[X]G est généré
par ‘m
Soit G un groupe fini et W un KG-module de type fini avec K R ou C.
Soit X W une G-variété affine, K[X]G l’algèbre des polynômes G-invariants
et {P1,P2, “,?m} les générateurs homogènes de cette algèbre. Nous noterons
K[X]G Kp1,p2,
...‘pm] pour dire que K[X]G est généré par {pl,p2, ...,Pm}
en tant que K-algèbre.
Soit {f1, f, ..., f} Ç K[xi, 12 x71] un ensemble de polynômes. On appelle
idéal de relations de {fi, f2 f8} l’idéal I K[y1, y2 ..., y] tel que pour h E
hEIÏi(f1,f9 f3)O
Pour X W une G-variété affine, soit alors {Pi P2, ..., p } des générateurs
homogènes de K[X]G. On considère l’application polynomiale
P = (?1’P2’ ...,Pm) : X
w
‘ (pi(w),p2(w),...,pm(w))
cette application p : X —* K est constante sur les G-orbites de X. Pour
chaqueweXetgeG,
p(g w) (pi(g .w),p2(g w), ...,p(g . w)) = (pi(w),p2(w), ...,pm(w)) = p(w)
Soit I 1 K[y1,y2,
...,y] l’idéal des relations des {p1,p2, ...,p}, on définit la
variété affine
Z:=V(I)={zEK I Ïi(z)=OVhEI}
et
X := Imp Ç K
On note que X Z. En effet, soit x e X, i.e. ï = p(w) = (pi (w),p2 (w), ...,p,(w))
pour un w e X. Or, pour chaque h e I, O = h(p(w)) = h(.r) et donc ï e V(I) =
Z.
19
Avec la propriété universelle de la proposition 1.1.2, de notre application po
lynomiale p X K, on peut y construire l’application continue (pour la
topologie usuelle et Zariski)
: X/G —* Ktm
qui fait commuter le diagramme
p
X
X/G
en posant
(Gw) = j5(ir(w))
= ( o ir)(w) p(w)
Le théorème suivant est la clé pour l’obtention du résultat cherché t il nous
donne un homéomorphisme entre l’espace d’orbites et l’image de X par p, X C
KT.
Théorème 2.2.2. Soit G un groupe fini, W un KG-module de type fini avec
K = R ou C et X C W une G-variété affine. L ‘application X/G ‘ X est
un homéomorphisme.
DÉMoNsTRATIoN. De la propriété universelle de la construction de , cette ap
plication est continue. On montre maintenant que est bijective. Tout d’abord
elle est surjective t pour chaque x e X = Imp, il existe un w e X tel que
p(w) = x et ainsi j5(Gu’) = p(w) = x. Pour l’injectivité, soit G.r Gy e X/G. Il
ne peut donc y avoir de g e G tel que x = g . y. On note les éléments de G par
G = {e g8} et on pose
pour chacun des points de l’orbite de i pour un choix de base du K-espace
vectoriel W. De même, on note les points de l’orbite de y par y := gj• y. Soit le
polynôme à valeurs positives sur X
.50
SiKR
lite) = h(ei, e2 . e7) = fl(ei — .r)2 + (e2 — T)2 + ... + (e — x)2
Si K = C
s
h(e) = h (ei, e2, ..., e)
= [J e — x 2
où e désigne le module de e.
Alors pour chaque ï = 1, 2, ..., s, h(xt) O car le i-ème terme du produit est
égal à 0. De plus, comme y Ïi(y) > O pour chaque y. En prenant la
moyenne de h, i.e. en y appliquant l’opérateur de moyenne, on obtient le polynôme
G-invariant
h(e) = p(h)(e) = h(g . e)
gG
qui s’annule sur Gx
7i(irrr
géG
=
et non sur Gy
yhg.y)>0
gEG >
Dollc î e K[XJG. Comme {p1,p2’ ...,prn} sont les générateurs de K[X]G, il existe
un q e K[yi. Y2 Yrn] tel que h = q(p,p, ...,?m). Or, on a que Gx Gy et
on veut montrer que p(x) = 75(Gx) j5(Gy) = p(y). Supposons au contraire que
p(x) p(y) i.e pj(x) = pj(y) Vi = 1.2, ..., rn. On a doiw que
O (x) = q(pi(x),p2(x),
...,prrz(’)) = q(pi(y).p2(y), ...,p(y)) = (y) > O
et on a une contradiction. Donc 5 est injective et ainsi elle est bijective.
On montre que j5 est propre. Pour chaque x e X = 1m p, il existe un w E X
tel ciue p(w) = x. Il suffit de montrer que j5’(x) {Gw}. En effet, 5(Gw) =
p(w) = x donc {Gw} C (x). Si Gw’ E ‘(.r), alors (Gw) = x = (Gw’). Or
est injective donc Gw’ Gw donc ‘(.r) Ç {Gw} et on obtient l’égalité.
On a donc que l’application X/G — X est propre et bijective. Pour
montrer qu’elle est un homéomorphisme, on montre que ji est une application
fermée.
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Soit F C X/G un fermé et {‘k} C (F) une suite convergente vers x E X. On
veut montrer que x e (F). Or Y := {x} U {rk} est un compact de X. Comme
est propre, ‘(Y) est compact. Soit alors {Yk} Ç Fn’(Y) tel que (Yk) xk
pour chaque k. La suite {y} étant dans un compact, il existe une sous-suite
convergente {y, } telle que Yk —* y E F car f est fermé. Par la continuité de
on a que f(y) = lirn_ f(yk,) = lirn_ 1k, = i. Donc r e 15(F) et est fermée.
Ainsi, est bijective, continue et fermée donc un homéomorphisme. E
2.2.3. Structure de K[X]G et quotient algébrique
Avec le théorème 2.2.2, l’espace d’orbites X/G est homéomorphe à l’ensemble
X = imp qui est indu dans la variété affine Z Ç Ktm. On peut alors voir X/G
comme sous-ensemble de Z C K. Ainsi, pour le cas réel, les inégalités que l’on
se propose de trouver sont des inégalités de Rtm qui délimiteront X dans Z, Pour
le cas complexe, on verra que X = Z.
Les propriétés suivantes nous donnent la structure de l’algèbre des polynômes
G-invariants sur X. On voit que K[X]° est un anneau de coordonnées.
Proposition 2.2.1. Soit G un groupe fini agissant sur W un K-espace vectoriel
de dimension ri et X C W une G-variété affine. Soit K{X]G = K[pi,p2,
.«,Pm]
avec {P1,P2’ .“,PmI des générateurs homogènes et 1< K[y1,y2, ...,y] t’idéat des
retations des {pl,p2, ...,p}. Alors
K[g, iJ2
...
DÉMoNsTRATIoN. On définit l’application:
: K[y1, Y2
h h(pi,p2,
...,?m)
pour h un représentant de ï. En effet, pour chaque g e G, .r e X C W
e K[yi,y Ym]/I,
= h(pi(g’x),p2(g.x),...,p(g.x)) = h(py(x),p2(x) pm(’)) =
et ainsi b() e K[X]°.
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Cette application est correctement définie car
=JEK[yi,y2 y1]/Ih—fEI(h—f)(p1,p2
ht?1,I)2, ...,pm) f(p1,p2, ...,prn) ) (J)
On vérifie que est un homomorphisme d’algèbres. Pour chaque j 7 e
K[yi,y2, ...,7fl]/I, e K et x E K on a que
= \(pi,p p) =
(J)=(f)(pi,p2,...,prn)=(f(pi,p2 pm))(Ï)
+ )(x) = )(x)
= (f + h)(pi (x), p2(.r) p, (ï))
= f(p1(’).p2(’) ?m(’)) + h(pi(x),p2(x) prn(’))
= (J)(x) +
(f. h)(x) = (f. h)(x) = (f. h)(pi(x),p2(x)
= f(pi(x),p2(x) Pm(X)) h(pi(x),p2(x),
=
(J)(x) )(x)
Donc est un homomorphisme d’algèbres. On montre que c’est en plus
un isomorphisme. Soit f, h E A[yi, Y2 ym]/I tels que (f) = q5(h). Alors
f(?1,?2 ?m) h(pi,p2, ...,p), ce qui implique que (f—h)(pi,p2 p) O et
donc f — h E I. Ainsi Ï = et est injective. Soit f E K[X]° = K[p1,p2
alors f = h(pi,p2, ...,pr) pour un certain h E K[y1, Y2 Ym]. Ainsi () = f et
est surjective et est un isomorphisme. D
Proposition 2.2.2. Soit G un groupe fini et W un KG-modute de type fini. Four
X C W une G-variété affine et K[X] = K[W]/I, alors
K[X]G =
où I = I n K[W]G.
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DÉMONSTRATION. Soit K[W]
= el>O K[W]d, avec les K[W]d, les KG-modules
des polynômes de degré d. Ainsi,
K[X] = K[tv]/I
= (K[W]€/) /1 K[TV]d/IddO d>O
avec = I fl K[W]-. Par le théorème de Maschke (voir [24]), pour chacun
des KG-modules K[W]d, il existe des KG-modules complémentaires Md tels que
K[IV]u K[W]7 Alors
(K[iv] M) /] I[W]7/I
avec I
= ‘d n K[W]G et Ïd = ‘d fl Md. On a donc de l’opérateur de moyenne p,
une projection sur la composante G-invariante, que
K{X] = (K[117]d/Id)G
=
p (K[IV]d/Id) = I([W]/I
Avec le théorème de Maschke, il y a des KG-modules complémentaires Nd tels
que K[X]d = K[X] N pour chaque d O. Ainsi,
= P(K[X1d)
d>O dO d>O
= I[UT]G/IG
D
Proposition 2.2.3. Soit G un groupe fini agissant sur W un K-espace vectoriel
de dimension n et X W une G-variété affine. Soit K[X]G = Kp1,p2, ...,p,,]
avec {p1,p2 p} des générateurs homogènes et I K[yi,g2, ...,ym] l’idéal des
relations des {p1,p2 ...,j)rn}. Soit
Z:=V(I)={,rEK”’ f(x)=OVfeI}
Alors
(i) I = 1(Z) := {f E K[gi, Y2, g:3, ..., Yrn] I f(x) = O Vi E Z}
(ii) K[Z] K[X]° où K{Z] est l’anneau des coordonnées défini par K[Z] :=
Y2, Y3 y,]/I(Z)
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DÉMONSTRATION. (ï) Soit f E I, alors f(.r) = O polir tout .c E Z = V(I)
donc f E 1(Z) et I 1(Z). Soit f E 1(Z). Pour chaque x e X W K”,
(Pi(X),p9(X),...,Prn(X)) E X Z et donc f(pi(x),p2(x) ,...,p1(x)) = O, ce qui
veut dire que f E I, d’où l’égalité.
(ï) Prop 2.2.1
(ii) K[Z1 K[yi, Y2 Y3, , Ym]/I(Z) K[yi, Y2 t3 K[XJG
Ainsi, K[X]G K[y1, Y2 y3, ..., ym]/I(Z) K[Z] est l’anneau de coordonnées
de la variété affine Z = V(I), avec I l’idéal des relations des {pl’p2 ?m}.
On donne alors la définition de quotient algébrique
Définition 2.2.2. Soit K = R ou C un corps, G un groupe fini, W un KG-
module de type fini et X ç W une G-variété affine. On définit te quotient
atgébrz que X//G comme étant ta variété affine Z = V(I) ayant comme an
neau de coordonnées K[X//G] := K[Z] = K[X]G K[yï,y2, ...,y]/I(Z) =
K[yi,y2,...,y]/I.
Le quotient possède la même propriété universelle que l’espace d’orbites.
Proposition 2.2.4. Soit X et Y deux variétés affines et f t X —* Y un mor
phisme de variétés affines G-invariant. Alors il existe un unique morphisme de
variétés affines J X//G
— Y qui fait commuter te diagramme suivant
f
X >Y
PI /
/ j
X/G
avec p = (P1,P2, .“,Pm) : X —* IQ”, l’application donnée par des générateurs de
K[X]°.
DÉMONSTRATION. On a obtenu à la proposition 2.2.1 un isomorphisme
: K[X//G] = K[y1,y2, ...,yrn]/I ,S K[X]G
= Ïi + I i’ h o p
avec I l’idéal des relations des {p1,p2, ...‘?rn}. Ainsi, pour chaque morphisme G
invariant de variétés affines f = (fi, f2 h) : X .- Y, chacun des ft E
pour i = 1,2 s, s’écrit comme f = h o p pour un h E K[y1, Y2 Ym]
Comme h o p = h’ o p si et seulement si h = h’ E K[X//G]. une telle appli
cation f = (fi’ f8) est uniquement déterminée par J (h1, h2, ..., liS)
X//G
‘ Y où les h = h + I e K[X//G1 K[1, Y2, .... yrn]/I sont tels que
= h op. On a donc pour chaque w E W que f(w) = (fi, f2(w), ..., f8(w))
(h1 (p(w)), h2(p(w)), ..., h5(p(w))) (f o p)(w). D
2.3. EsPAcE D’ORBITES COMPLEXE
Dans cette section on s’intéresse au cas où K = C. On y verra entre autres
que pour ce cas, l’espace d’orbites est en fait égal au cyuotient algébrique. Ainsi,
l’espace d’orbites est une variété affine donc déterminé par des égalités.
Soit donc W un CG-module de type fini et X Ç W une G-variété affine.
Pour {qi, q2, ..., q} un ensemble de générateurs homogènes de C[XjG. On a défini
l’application
q=(qi,q2 q): X —Cm
e (qi(v), q2(e) qyn(e))
qui nous donne le diagramme commutatif:
X7rj,
/ q
X/G
avec l’homéomorphisme : X/G — q(X) défini par (Gv) = (o ir)(v) := qQL’).
Pour le cas complexe, l’espace d’orbites X/G est identifié à la variété affine
X//G. On montre comment voir cela.
Pour K un corps algébriquement clos, par exemple pour C, nous avons le
résultat suivant.
Théorème 2.3.1. (NuÏtsteiÏensatz, Soit K un corps algébriquement clos
(i) Tout idéal maximal de K[.ri,x2 ,...,x] est de la forme ma =< x1 — (1,•2 —
u2 ,...,x
— a, > pour un point u = (ai, 0.2 (1v) e K.
(ii,) Soit I < K[xi, X2 un idéal. Alors I K[x1, 2 V(I) $ O.
(iii,) Soit I 1 K[.ri. 12, ...,Xnj un idéal. Alors
I(V(I)) =
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où \/7 est l’idéal TadzcaÏ de I. i.e. f e il existe un in e N tel que fmn e I.
DÉMONSTRATION. On retrouve ces résultats dans tout bon livre de géométrie
algébrique. Par exemple [10]. E
La partie (iii) de ce résultat nous donne une correspondance bijective entre
{ idéaux radicaux de C[xi, 12 {variétés afflues de C’}
V(I)
et la partie (i) nous donne une correspondance bijective entre
{points de C11} ÷— {idéaux maximaux de C[xi,x2, ...,
a=(ay,a2,...,a) —* ma=<x1—al,x2—a2
Cette correspondance entre les points de C et les idéaux maximaux de
C[xi,x2 nous permet de voir d’une nouvelle façon la construction que l’on
a fait au théorème 2.1.1 pour les morphismes de variétés affines et les homomor
phismes entre les anneaux de coordonnées.
Proposition 2.3.1. Soit X et Y deux variétés affines complexes, un morphisme
de variétés affines f : X — Y et : C[Y] —f C[X] l’homomorphisme de C-
algèbres tel que
= f. Pour a e X et ïha C[X] l’idéal maximal associé, alors
= avec l’idéal maximal rh, donné par te point b = f(a).
DÉI’.I0NSTRATI0N. Soit l’application polynomiale f : X
—÷ Y dol1née par f(x) =
(fi(x), f2(’) fm(x)) telle que = f*• Soit M < C[XJ = C[x1, 2
un idéal maximal de C[X]. Par le Nullstellensatz, l’idéal M est de la forme
= ma modulo 1(X) avec ma =< Xi — a1, s2 — a2 — a > pour un
point a = (a1, a2, ..., a7) e C. On a que ‘(ia) est un idéal maximal de C[Y].
En effet, on considère la composée de avec la projection C[X] C[X]/iha
que l’on notera /‘
C[Y] C[X]
o’
Conime iii est un idéal maximal, le quotient C[X]/r7i(, est un corps isomorphe à
C. Or C))] contient une copie de C qui est envoyée sur C C[X1/dia et donc
l’application p est surjective. Ainsi, C[Yj/Ker C et donc Ker/’
est un idéal maximal. Encore par le Nullstellensatz, cet idéal maximal est de
la forme ‘dis donné par l’idéal mb =< Y1 — b1, Y2 — h9, ..., Ym — bm > JOliT Ull
point b = (b1, b2 brn) E C. On montre qu’en fait, ce point se trouve à être
J(a) = (fi(a),f2(a) fm(a)). Pour chaque i = 1,2 ru, on a pour chacun des
j E C[y1,y2 ym]/I(Y)
- f(a)) ç5)
-
fi(a) = L(ui .r2 r) - f(a)
Or f(x1,x2 ,...,x,) — f1(a) E< Xi — a1,x2 — a2, — a71 >= ma. En effet, en
divisant successivement f(xi,xa par Il — a1, ;2—a2 jusqu’à x — a, on
obtient
f(x, 12 x) = q1(11 — a1) + q2(i2 — a2) + ... + Qn(X — a) + T
où les ji sont des polynômes de C[xi, £2 ,...,i] et r, le reste qui ne contient aucun
des xj, est de degré O donc une constante. En évaluant cette expression au point
a = (ai,a2,...,a), on a que
f(a)=r
Donc l’expression nous donne que
f(xi, £2 ,...,x) — f(a) = qi(ii — a1) + q2(x2 — a2) + ... + qn(I — a) E ma
Ainsi, l’idéal maximal m < i — fi(ci) rn — fm(a) > est dans la préimage
de ma que l’on avait noté mb. On a donc que in mb. De la maximalité de m,
ni = m et ainsi b (fi(a), f2(a) f(a)) J(a). D
Avant de montrer que l’espace d’orbites est une variété affine complexe, on a
besoin des résultats suivants.
Définition 2.3.1. Soit R un anneau et S une R-algèbre. Four s E S, on dit
qi s est entier s’il existe un polynôme à coefficient dominant égal à 1, p, tel que
p(s) O. Si tout étément de S est entier, on dit que S est entière.
Proposition 2.3.2. Soit W un CG-module de type fini avec G un groupe fini et
X C W une G-variété affine. L ‘extension C[X]G C C[X] est entière.
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DÉMONSTRATION. Soit f’, f2, ..., f des générateurs de l’algèbre C[X]. Pour i =
1,2.....n,onpose
s(t) := fl(t-g.f)
g6G
On remarque que les polynômes s sont G-invariants car pour chaque g’ e G,
g’.si(t)=fl(t—(g’.g).f)= fl (t-..f)=s(t)
qEG =g’•gEG
Soit A C C{X]G C C[X] la sous-algèbre générée par les s. On a donc que chaque
f e C[X] est entier sur A car s(f) = O. Ainsi on a que C[X] est entier sur
A C C[X]G et donc sur C[X]G.
Théorème 2.3.2. Soit R C S une extension entière d’anneaux. Soit P < R un
idéal premier, alors il existe un idéal premier Q S tel que P
= Q fl R.
DÉMONSTRATION. Voir théorème 4.15 p. 129 de jlO]. D
Théorème 2.3.3. Soit S une R-algèbre entière et P < S un idéal premier, alors
P est maximal P fl R est un idéal maximal de R.
DÉMONSTRATION. Voir corollaire 4.18 p. 131 de [10]. D
Théorème 2.3.4. Pour G un groupe fini et W un CG-module et X C W une G-
variété affine, l’espace d’orbites X/G est homéomorphe à ta variété affine X//G.
DÉMoNsTRATIoN. On considère l’inclusion de C-algèbres t : C[X]G —* C[X].
On a vu que C[X//G] = C[X]G C[y,, Y2 yT]/I où I est l’idéal des relations
des générateurs {qï, (12 qj} de C[X]°. Ainsi, on a que l’application t envoie
chaque générateur i e C[y,, Y2 sur q.j
t: C[yi, Y2 g,J/I C[X]G C[X]
—* q F—
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Et donc le morphisme induit sur les variétés affines est donné par
ï: X —X//G
w ‘- (qi(w),q2(w),.... qTnQ))
On montre alors que l’application ij est surjective. Soit b e X//G. Par le Null
stellensatz, ce point correspond à tin idéal maximal de C[X//G] que l’on note
donné par mb =< yi — b, ..., — bm >. Or cet idéal est maximal donc pre
mier. Ainsi par le théorème 2.3.2, il existe un idéal premier P C[X] tel que
mb = P n C[X]°. Or par le théorème 2.3.3, mb est maximal donc P est maxi
mal. L’idéal P est alors de la forme ma =< xi — ai ,...,x — a > pour un point
a E X. De l’inclusion t et du fait que mb ma n C[X]G, c(mb) C ma et donc
mb Ç c(ma). Or de la maximalité de mb on a que mb r’(ma). Par la proposi
tion 2.3.1, cela veut dire que 7](a) = b. Donc 7] est surjective. Or on a déja obtenu
un homéomorphisme entre X/G et X cliii était l’image de X par l’application
q=(qi,q2,...,cjrn). Comme7]=q,onaqueX/GImq=Im7]=X//G D
2.4. ESPACE D’ORBITES RÉEL
On s’intéresse maintenant au cas où W est un espace vectoriel réel. Contrai
rement au cas complexe, il n’est pas vrai en général que l’espace d’orbites est égal
au quotient algébrique. La raison est que la correspondance entre les idéaux maxi
maux et les points que l’on a utilisée pour le cas complexe n’est plus valide. En fait,
on montrera au chapitre 4 que l’espace d’orbites est égal au quotient algébrique
si et seulement si le groupe est d’ordre impair et la représentation est fidèle. Ce
pendant, pour le cas réel, l’espace d’orbites, vu comme sous-ensemble du quotient
algébrique, est un ensemble semi-algébrique dont la fermeture pour la topologie
de Zariski est le quotient algébrique. Ainsi, on aura donc ciue l’espace d’orbites est
défini par des inégalités qui déterminent cet ensemble semi-algébrique. On mon
trera également que pour une G-variété affine, les inégalités définissant l’espace
d’orbites sont celles provenant de l’espace d’orbites de l’espace vectoriel ambiant
en plus des égalités données par la G-variété affine.
On commence par définir ce qu’est un ensemble semi-aÏgbrique.
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Définition 2.4.1. Un ensemble semi-algébrique étémentazre de W’ est un sous-
ensemble qui est défini par un ensemble d “inégalités et d égatités algébriques réelles.
Un ensemble semi-algébrique est une union finie d’ensembles semi-atgébriques élé
mentaires. De façon équivalente, les ensembles semi-atgébriques de W forment ta
ptus petite collection de parties de R’ contenant toutes tes parties de ta forme
{x e W f(x) > 0}, où f R[xi ,....x,], et stable par intersection finie, réunion
finie et passage au comptémentaire.
Par exemple, toute variété affine de R’ est un ensemble serni-algébrique. En ef
fet,onaqueV(J)=V(fi,f2,...,f)={xeWIfi(x)=O,f9(x)=0,...,f8(x)=
0, } pour f’. f2’...,f5 des générateurs de I.
Soit W un RG-module de type fini et X C W une G-variété affine. Pour
{P1,P2, ...,Pm} des générateurs homogènes de R[XJ°, on a l’application polyno
miale
P = (PiP2, ?m) : X — Rtm
w ‘ (pi(w),p2(w),
Soit I 1 R[y,, Y2,
.... gm] l’idéal des relations des {pl,p2 Pm} et la variété
affine
X//G=Z=V(I)={zER11Hh(z)=OVheI}
et
X Imp C Rtm
Comme on l’a fait plus tôt, de notre application p X —* W1 on obtient
l’application continue
: X/GRm
qui fait commuter le diagramme
X >Rmn
X/G
en posant
j5(Git’) = j3(ir(w))
= ( ° ir)(w) p(w)
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Avec le théorème suivant on peut montrer que l’espace d’orbites est homéo
morphe à un ensemble semi-algébrique.
Théorème 2.4.1. (Tarski-Seidenberg) L ‘image d’un ensemble semz-atgébrzque
par une apptzcatzon polynomiale est serai-algébrique.
DÉMONSTRATION. Voir [5]. D
Corollaire 2.4.1. L ‘espace d’orbites X/G est homéomorphe à un ensemble serai-
algébrique.
DÉMONSTRATION. On a que X/G est hornéomorphe à X qui est l’image d’une va
riété affine par une application polynomiale. Or une variété affine est un ensemble
semi-algébrique et donc par le résultat précédent, X est semi-algébrique. D
Corollaire 2.4.2. Les strates W<H>, 7(H) et (W/G)(H) sont serai-algébriques.
DÉMoNsTRATIoN. Soit {H0, H2 H8 = G} les sous-groupes d’isotropie dis
tincts de G. Pour tout i = 0, 1,2 s, soit H = G, H2,
...,
Hi,, = H les
sous-groupes d’isotropie distincts qui contiennent H1. On montre par récurrence
sur t que lV<> est semi-algébrique. Si t = 1, alors H G et avec WH =
U rDH W<H>, 1yG rd;<G> est un espace-vectoriel, donc un ensemble serni
algébrique. Supposons alors le résultat vrai pour tout t 1 et montrons que
c’est vrai pour t + 1. Soit H,,, G, H, H,,,, H,,,, = H les sous-groupes
d’isotropie qui contiennent H. Alors l’V’
= u W<j> et donc 1V<hi> =
11;H \ (if fTT<HJ>) qui est le complément d’un ensemble semi-algébrique,
donc semi-algébrique. Ainsi, les lV<> sont semi-algébriques, les strates TVt1
U tH)=(H) TdT<H> sont semi-algébriques et leur image par l’application polynomiale
p, les (W/G)(”), sont aussi semi-algébriques. D
Ainsi, en voyant X/G comme X C Z C R”, on a que X/G est déterminé par
les inégalités qui définissent l’ensemble semi-algébrique X dans R”. Le résultat
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de Procesi-Schwarz nous donne donc une méthode pour trouver ces inégalités. On
peut aussi montrer que X est Zariski-dense dans Z.
Proposition 2.4.1. Soit G un groupe fini et W un RG-moduÏe de type fini avec
X C W une G-variété affine. Avec t ‘application polynomiale p: X ‘ Rtm donnée
par des générateurs de R[X1°, on pose X := Imp qui est homéomorphe à t’espace
d’orbites X/G. Alors = Z.
DÉMONSTRATION. Soit l’inclusion t : R[X//G] = R[X]° R[X]. De cet homo
morphisme de R-algèbres, on a l’application induite de variétés affines f: X
X//G telle que f* = t qui est donnée par f(w) = (pi(w),p2(w) p,n(W)) tel
que l’on a fait dans dans la démonstration du théorème 2.3.4. En fait f = p. Par
la proposition 2.1.2, t = p est injective donc X p(X) est Zariski-dense dans
X//G=Z. D
Maintenant que l’on sait que les espace d’orbites X/G et W/G sont semi
algébriques, on peut se demander quelles sont les égalités et/ou les inégalités qui
définissent X/G dans W/G pour X C W.
Proposition 2.4.2. Soit G un groupe fini et X = V(J) une G-variété affine de
l’espace vectoriel réel W sur lequel G agit de façon linéaire. Alors
X/G5(X/G)=X n X//G
pour l’homéomorphisme : W/G —* X du théorème 2.2.2 avec X C W//G C
Rtm. Donc l’espace d’orbites X/G est donné par les inégalités de W/G X C Rtm
et les égalités de la variété affine X//G C Rtm.
DÉMONSTRATION. Soit X C W une G-variété affine .Avec l’application 7t
W ‘ W/G on obtient le diagramme commutatif
X > 1V
‘r
X/G W/G
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De l’homéomorphisme : W/G —f X, on note k = 75(X/G). Par définition de
l’anneau de coordonnées et avec la proposition 2.2.2, on a que
R[X//G] = R[X]G (R[W]/I(X))G R[11n]G/I(X)G
et X//G V(I(X)G).
Avec {pl’p2 p,} un ensemble de générateurs homogènes de [W]G et I
l’idéal des relations, on a R[T/17]G
•..
yTnl/I et des projections
R[yi,g2,
..., g] R[yi, Y2 ‘ R[T’V] R[TV]G/I(X)G
on prend le noyau J R[yi, Y2 y,,], i.e. la préimage de O+I(X)G E R[W]G/I(X)G.
On peut alors voir la variété affine X//G comme X//G V(J) C RT. Avec
X/G k C X//G et I’V/G X C W//G C Rtm, on a le diagramme commutatif
Xc > w
wotl 1w
X/G W/G
X//GC W//G >Rm
On veut montrer que
k=XnX//G
Or bien sûr on voit par le diagramme que 0 k C X n X//G. On montre
donc l’autre inclusion X n X//G C k. Soit E W/G n V (;(X)G) X n
X//G. Alors ir’() est une orbite Gw de W et chaque w’ E Gw est un élément
de V (I(X)G . R[T’V]). On vérifie alors que V (I(X)G . R[T’V]) = X. Or 1(X)°.
R[W] C 1(X) donc V (I(X)G . R[W]) D V(I(X)) = X. Soit f E 1(X). On
considère alors le polynôme
F(t)
= ll(t — g . f) = t” + a1t’ + a2t”2 + ... + n7,
9EG
où n GI, les coefficients a sont des polynômes de I(X)G et f(f) = O. On a
donc que
frt = —aif”’ — 09fT’ 2 — — a E I(X)G . R[IV]
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Donc pour {J, f2. f,} un ensemble de générateurs de l’idéal 1(X), i.e. tel que
1(X)
= (fi, f. f3), on obtient par l’argument précédent que (f, f,..., f) C
I(X)G.R[W]C(f1,f2 f8)=I(X).OrV(f,f
X et donc V (I(X)G . R[W]) Ç V(f1, J’ f’) = X. On obtient donc l’égalité
et ainsi tout w’ E Gw est dans X et = 7r(w’) e X/G. On a donc le résultat
cherché. E
2.4.1. Produits scalaires
Soit W un RG-module de type fini et G un groupe fini. Le fait que G soit
tin groupe fini nous permet d’utiliser le principe de la “moyenne”. On niontre
comment à partir d’un produit scalaire sur W on peut construire un produit
scalaire G-invariant, i.e. tel que
(g.v,g.’w)=(v,w)
pour chaque u, w e W et g e G.
Proposition 2.4.3. Soit < .,. > un produit scalaire sur te R-espace vectoriel W
de dimension finie. Alors
(u,v) = <g.U,g.e>
gEG
définit un produit scalaire G-invariant sur 117.
DÉMONSTRATION. En effet, pour chaque u, u, w e W et \ e R, on a que
(u,u) =
geG geG
= <g.(Àu),g.v> <g.Îi,g.v>
gEG gEG
= (u,u)
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(u,u) = g u.g u> O
gEG
et (‘u, u) O si et seulement si < gu, g•u >= O pour chaque g e G si et seulement
si u = O.
(g.u,g.e) = <g •(g.u),g (g.e) >= <(gg).’u,(gg).e>
g’EG g’eG
=
=g’gEG
Donc, (.,.) est un produit scalaire G-invariant sur W D
De plus, comme le produit scalaire (.,.) est G-invariant, cela permet de voir G
comme un sous-groupe de O(n, R), les matrices orthogonales réelles ‘n par ‘n. En
effet, en prenant une base orthonormale de W par rapport à ce produit scalaire,
comme G préserve ce même produit scalaire, G est un sous-groupe de O(n,R).
De ce produit scalaire G-invariant sur W, on en obtient un de façon naturelle
sur l’espace dual T,V*.
Proposition 2.4.4. Soit(.,.) un produit scalaire G-invariant sur W et{xi,x2, ...,x}
une base orthonormate. On obtient un produit scalaire G-invariant sur W* en po
sant
(4, 4) = (xi, xj) =
pour chaque élément de ta base {4,x ,...,%} de TV* où 4(j) = 6 pour chaque
i,j = 1,2,...,n.
DÉMONSTRATION. Soit x ii = b4 et
=
e4 e W* ainsi
que , e R,
(*g*)
= (Z aux* Zbr*) = ab = ba = (Zbj4,Zaj4) = (q*,x*)
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(*
+
y* z*)
= ( a4 + b4, cx7) ((a + b)4, c4)
= + b)c = ac + bc
= ( a4, c4) + ( b4, c4) = (*, z*) + (y*, *)
y*) (.) cqc’ b:4)
=
((\ a:)4, b,%)
= ?‘.Zajbj = ,• (Zai4,Zbj4) = ).. (ry’)
(x*,x*)=aO
et (;*, 1*) = O si et seulement si a O pour chaque ï si et seulement si r* = O.
Pour montrer que ce produit scalaire est G-invariant, soit [g] la matrice or
thogonale de l’action de g e G sur W, i.e. pour ‘w
=
ax e W, g w =
Zk(ZJ[g]kc’J)’i. Alors pour chaque g e G,
(g = 4(g’
. = , ([9’]Jkxk) = [g’]ji
et ainsi g 4 Z[g’]%. Puisque la base {x. x2 ,...,x} est orthonormale, on
a que [g’Ï = [g]’ [g]t et donc [g’jjj = [g]jj pour chaque entrée. Ainsi,
(g. 4, g . x) = ([9_1]kiX [_‘]ki4) = [g’1k[g’1k =
qui est égal au produit scalaire des rangées i et j de la matrice orthogonale [g].
Donc,
(g 4,g. 4) = = (4%)
et on obtient sur W* un produit scalaire G-invariant.
On sait qu’il y a un isomorphisme d’espaces vectoriels W 1,17*. Avec un
produit scalaire G-invariant sur W, on obtient un isomorphisme de RG-modules.
Proposition 2.4.5. Soit G un groupe fini agissant sur un espace vectoriel réel W
et (.,.) un produit scalaire G-invariant. Il existe un isomorphisme de RG-modutes
14/ 117* De plus, soit H un sous-groupe de G. Alors w E W est H-invariant
si et seutement si (w) est H-invariant.
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DÉMONSTRATION. On définit l’application p : W W donnée par (w) :=
(w,.) pour chaque w E IV. On montre qu’elle est G-équivariante. Pour g E G et
w E W,
w)(e) (g w, e) (w, g’ . y) = (w)(g’ . e) = (g.
pour tout e E 1V et donc l’application est G-équivariante. Cette application est
linéaire. Pour chaciue E R et u, w,; E W,
• e)(;)
= ( . e,x) XC,;) = .
(e + w)(;) (e + w,;) = (e,;) + (w,;) = ((e) + (w))(;)
On montre que est injective. Soit e et w E W tels que (e) = (w), i.e. pour
chaque ; E W, (e, x) = (v)(;) = (w)(;) = (w,;) (e — w,;) = O pour tout
X E W . Comme le produit scalaire est non-dégénéré, ceci implique que e — w = O
donc que e = w et que 5 est injective. On montre la surjectivité. Soit w* E 117*
et {wi, w2, ..., w} une base orthonormée de W par rapport à (., .). On définit
= w*(wj) E R pour chaque j = 1,2 n et on pose w • w E W. Alors
pour chaque ;
=
w E W,
=
—
. w(w) = w*(t3 . w) = w*(;)
Donc ç5(w) w et est surjective. On obtient le premier énoncé.
Soit e E W qui est H-invariant, i.e. que pour tout h E H, h . e e e e.
Alors y E TV pour tout w E W et h E H,
(e)(w) = (e, w) = (h—’ . y, h . w) = (e, h’ . y) (e)(h’ . w)
= ((e) o h’)(w) = (h.
ç5(e) E IV*H
De plus, avec (.,.) un produit scalaire G-invariant, il est possible de définir une
distance G-invariante sur IV par dQu, u) = /‘(u — e, u — e) pour chaque u, e E W.
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Proposition 2.4.6. Soit w E W. Alors il existe une boule de rayon e centrée en,
w, 3(w, e), tel que G. G,1 pour chaque e E B(w. e).
DÉMONSTRATION. Soit w E W et S : mzn9G{d( ,g. ‘w) g . w w}. En
posant e = , alors pour chaque e E B(w, e), G, G,. En effet, si l’on suppose
le contraire, i.e. qu’il existe un h E G, qui n’est pas dans G, alors h . w ‘w et
donc
S< d(w,h.’w) <d(’w,h.v)+d(h.e,h.w) 2d(w,e) <2e= <S
ce (lui est une contradiction. Ainsi G,, C G, pour chaque e E B(’w, e). D
Une distance G-invariante permet aussi d’obtenir l’existence de slices.
Proposition 2.4.7. Soit G un groupe fini et W un RG-modute muni d’une dis
tance G-invariante U. Alors pour chaque w E TV. la boule de rayon e centrée en
w de la proposition 2..6 est une suce en ‘w.
DÉMONSTRATION. Soit w E W et B(w, e) une boule de rayon e centrée en w où
e = avec S := min0G{d(w.g . w) g w w}. On montre que B(w,e) est
G,-stable. Supposons au contraire qu’il existe un e E B(w, e) et g e G tels que
g e B(w,e). Alors, e < d(w,g. e) = d(g’ . ‘w,e) = d(w,e) < e, ce qui est une
contradiction. Ainsi, B(w, e) est G-stable.
On montre que l’application G-équivariante
: G *G, 3(w, e) G(3(’w, e))
[g, e] g . e
est un homéomorphisme. Cette application est surjective car pour chaque g i E
G(B(’w, e)), [g, e] E G *G11, 3(w, e) et ([g. e]) = g . e. Pour montrer l’injectivité,
on vérifie d’abord que u E B(w, e) et g e E B(’w, e) implique que g E G,0. Si l’on
suppose le contraire, alors
S < d(w, g1 w) <d(’u, w) + d(e, g . w) = d(w, e) + d(w, g e) <2e =
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ce clui est une contradiction. Ainsi, y e 3(w. e) et g t’ e B(w, e) impliciue que
g
Soit [g, i et [g’, V’i e G*G B, e) tels que gv = ([g, vi) = ( [g’, t”]) = g’• y’.
Alors, u = g’g’ u’ et comme u et u’ sont dans BQw, e), l’argument précédent
donne que g’g’ e G. Ainsi, [g’, u’] = [g’ g’’g. g’g’ u’] = [g, y] et est
injective. La continuité de et son inverse s’obtiennent de la même manière que
dans la démonstration de la proposition 1.3.2. D
2.5. C0MPLExIFIcATION
On a vu que pour le cas complexe, l’espace d’orbites est égal au quotient
algébrique. Comme ce n’est pas le cas pour le cas réel, il sera utile de consi
dérer la complexification du cas réel afin de bénéficier de cette particularité du
cas contplexe. Il sera donc question de considérer l’action du groupe G sur la
complexification de l’espace vectoriel réel TV. On définit d’abord ce que l’on veut
dire par complexification et on y présente la structure des objets ainsi obtenus en
complexifiant le cas réel.
Soit G un groupe fini et lV une représentation réelle de dimension finie. On
appellera la comptexification de W l’espace vectoriel complexe
W = W ® C
Soit {wi, ‘w2, ..., w} une R-base de W. Alors l’ensemble {wy ® 1, w2 ® 1, ..., 0 1}
est une C-base de W. Pour chaque u
=
u 0 c e W = W OR C, avec
v
= Zk ak k e W et les a e R , on a que
u
=
(‘k ai))twk ® 1)
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On obtient alors la représentation naturelle de G sur l’espace vectoriel com
plexe Wc = W ® C que l’on définit sur les générateurs par
g (w ® 1) = (g w) ®1
E W
pour tout j = 1,2,...,n. Pour chaque g e Get u E Wc de la forme v=
avec v
= Zk ak w e W avec les ak e R,
g y = g• ( ( ta ai)) (Wk ® 1)) = ( (a ai)) (g wk 0 1)
Comme on l’a fait plus tôt, pour Wc = W OR C la complexification de W,
on peut y considérer les polynômes sur W à valeurs dans C que l’on note par
C[Wc]. On a la propriété suivante
Proposition 2.5.1. Il existe un isomorphisme d’algèbres
C [W] R [W] ® C
DÉMoNsTRATIoN. Soit {w1, W9, ..., w} une R-base de W et {v1, u2, ..., v} la C-
base de 114v associée, i.e vj = ‘w 0 1 pour tout i. On construit l’application
çb: C[Wc] — R[l’V] OR C
f (u) —* wÀ ®
pour chaque f(v)
=
a ‘ e C[T1], où l’on utilise la notation e =
Cette application est un homomorphisme d’algèbres
Pour chaque f(v) = a , g(v) = e’ e C[Wc], a e C et y e W, 011
a que
çb(a) = 1 0 a
= . a\)vÀ) = v ® (a . a) = a (w ® a)
= a.(f(u))
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(f(t’) ± gte)) = ((a + bÀ) = wÀ ® (o + bÀ)
= ®a + wÀ ®bÀ = 5(f(c)) + (g(v))
(f(v) gQ)) = (a vi’)
= ( ,, avec = .À+/1tJ
w”®y =wÀ®aÀ.w®b = (f(v)) •(g(v))
Ainsi est un homomorphisme d’algèbres.
On montre maintenant que est en plus un isomorphisme. Soit f(v) =
Z\aÀ •v” E Ker. Ainsi pour chaque y E 1te (f(v)) = ÀwÀ ® aÀ = O
= O pour tout f(v) O et donc est injective.
Soit f = f,’, ® a), E R[W] ® C avec fÀ(w) = w1 E :[W] pour
tout À. Alors pour ZÀ Z(b a>jv e C[W],
((b aÀ)vÀ) = ® (15)À À j
= w’ 0 a)
À I1À
= ( . w) ® a5 = f(w)
Donc 5 est aussi surjective et ainsi elle est un isomorphisme d’algèbres. D
On s’intéresse maintenant à la structure de C[lTrjG.
Lemme 2.5.1. Soit G un groupe fini agissant R-linéairement sur V un R-espace
vectoriel et V = V ® C sa comptexification. Alors
V = ® c
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DÉI’vIONSTRATION. Soit {xi, £2 ,...,i une R-base de V et {gi. Y2. y} la C-
base de V associée, i.e g = x ® 1 pour chaque i. Alors pour chaque yj de la base
de Vc et g E G,
y EV (g.x)®1g.y =j=Ij®l
0= (gxi—xi)®l
g•x—x=0
g = x E
Ainsi, comme tout élément est combinaison linéaire des éléments de la base, on
a le résultat. D
Corollaire 2.5.1. Soit G un groupe fini agissant SUT IV un R-espace vectoriel et
= W ® C sa comptexification. Alors
C[W]° R[TV] ® e
DÉMONSTRATION. On a par la propositon 2.5.1 que C[Wc] R[W] ® C. En
considérant les sous-espaces vectoriels de C[W] et R[W1 ®R C respectivement,
C[Wcjk et R[W]k ® C, les polynômes de degré k, on a alors par le lemme 2.5.1
que pour tout k
C[IV] R[1V] ®R C
Comme
C[Wr]G
= C[TVcj?
k>O
et
k>O
On obtient que
C[Il]G
= C[W] (R[T’VJ ® C)
k>O k>O
(R[TT7]) ® = R[W]G ® Ck>O
D
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2.5.1. Quotient algébrique de la complexification
Soit G un groupe fini, 11 un G-module de type fini et ll sa complexification.
Si {pl’p2. ....pm} sont des générateurs homogènes de R[W]°, alors {qi,q2 q}
avec qj = p, ® 1 forment un ensemble (le générateurs homogènes de C[Wc]G. On
définit alors l’application
q = (ql,q2, ...,q) : IV ,‘
y I) (qi(v), q2(v), ..., q(v))
de laquelle on obtient l’hornéomorphisme : W/G —* q(Wc) = W//G défini
par cj(Gv)
=
( o 7r)(v) := q(v) qui fait commuter le diagramme
q
Ctm
ir
t- q
Wy/G
On montre maintenant le lien entre le quotient algébrique W//G et celui de
la cornplexification W//G. On a I R[yi. Y2 Ym] l’idéal des relations des
{P1,P2 pm}, des générateurs de R[W]° et W//G = Z = V(I) C R”. On vérifie
d’abord la proposition suivante.
Proposition 2.5.2. Soit G un groupe fini, IV un RG-inodute de type fini et W
sa comptexification. Alors
C[Wc//G] = C[W]° C[yi,y2,...,y]/(I®C)
DÉMoNSTRATION. Soit la suite exacte
O I R[yi, Y2 y,] R[yi. Y2 O
En appliquant le foncteur
— ® C à cette suite, on obtient la suite exacte
O I Ø C R[yj, Y2 1 ® C (R[y1. Y2 y1]/I) ® C O
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Ainsi,
C[TV]G (R[g1, Y2. yrn]/I) ® C (R[y1, y2. ..., y] ® C)/(I ®R C)
E
On a donc de ce résultat que W0//G Y(I ®R C) On montre niainte
nant la propriété qui motive la complexification de notre cas réel.
Proposition 2.5.3. Soit G un groupe fini, 11/ un RG-ïnodute de type fini et Wc
sa cornptexificat’ion.
W//G = tT’//G n Rtm
DÉMoNsTRATIoN. Soit z e W//G = V(I). Alors pour chaque h®a E I®C,
( ïi ® ai) (z) = hi(z)®a = O
et donc z E W//G n Rtm.
Soit maintenant z E Wc//G n RT. Alors pour chaque h e I,
h(z) = Ïi(z) ® 1 = (h ® 1)(z) = O
donc z E lV//G. E
On termine avec une propriété qui nous sera utile par la suite.
Lemme 2.5.2. Soit z E Z = W//G et e E W tels que q(e) = z, alors il existe
un k E G tel que
= k. e = k1 . e
DÉMONSTRATION. Soit {p1’p2 ...,p} des générateurs homogènes de R[W]° et
{qi, q,
...,
q} les générateurs de C{lTc]G tels que q = p ® 1. Comme les poiy
nômes qj sont réels et que q(v) = z E Z = cj(W) n Rtm, q() = = = z =
cj(e). Ainsi
cj(Gv) = o r(e) = q(v) = q(P) = o ir(é) =
De l’injectivité de cj on a que Gv Gê et donc e et ê sont sur la même orbite.
Ainsi il existe un k E G tel que T = k•v. Soit e = w1 +iw2 E Wc W ilV, alors
= k.v tc’1—i’w9 = k.(wi+iw2) = (k.wi)+i(k.wo) w1 = kw1 et —w9 = kw9
= k’•w1 et —w2 = k’w2 w1—iw2 k•(wi+uL’2) = k’•e. D
2.5.2. Forme bilinéaire, symétriqne, non- dégénérée et G-invariante
Au chapitre précédent, on a trouvé un produit scalaire G-invariant sur W. On
montre comment à partir de ce produit scalaire, on obtieut une forme bilinéaire,
symétrique, non-dégénérée et G-invariante sur la coniplexification IVe.
Proposition 2.5.4. Soit f.,.) un produit scalaire G-invariant de W et {Xi,
une base orthonormate. Pour {xi 01,X201 ,...,.r, ®1} comme C-buse de t’espace
vectoriel IVe, on définit sur TVc une forme hitinéaire, symétrique, non-dégénérée
et G-invariante par
(x O l,x 01) = (x,x)
=
DÉMoNsTRATIoN. Pour u
=
x O a, e
=
x. 0 b et w = O c e iVe,
À e C, on a que
(u, e) ( x O u1, c1 O b) = ab ba
= ( x. O b, x1 O u) = (e, u)
(n+e,w) = (xjOaj+xjObj,xjOcj)=>(oj+bj)cj
=
= (xjOaj,Zxj®cj)+(xjObi,ZXjOc)
= (u, w) + (t, w)
(À . u, e)
= ( x1 O (À u1), x1 O b1) = Àa1 b1 = À a, b1 = À(u, e)
Pour u i O a1, si O = (u, e) = a1b1 pour chaque e
=
x O b1 e W,
alors (u, x 0 1) = u1 = O pour tout i et ainsi u = O et f.,.) est non-dégénérée.
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On montre finalement que (.,.) est G-invariante.
(g. u,g u) = ((g .i) ®a,(g.x) Øb) = a1b(g •xj,g• x)
= Za1bj(x,1j) = Z ab = (n’y)
D
De même que pour le cas réel, il y a un isomorphisme d’espaces vectoriels
(T,V)*
= (1V ®R C)* f7* ® C W ® C = Wc
Or la forme bilinéaire, symétrique, non-dégénérée et G-invariante sur Wc que l’on
vient de définir nous permet de reprendre la proposition 2.4.5 pour la complexi
fication W
Proposition 2.5.5. Soit W un IRG-modute de type fini et Wc sa comptexification.
Soit (.,.) une forme bitinéaire, symétrzque. non-dégénérée et G-invariante sur W.
Alors Ï ‘application
: T1 , (W)
w ‘‘ (w,
.)
est un isomorphisme de CG-modules. De plus, soit H un sous-groupe de G. Alors
w e Wc est H-invariant (w) est H-invariant.
DÉMONsTRATIoN. On reprend la démonstration de la proposition 2.4.5. D
Chapitre 3
GÉOMÉTRIE DE L’ESPACE D’ORBITES
Pour G un groupe fini et W un RG-module de type fini, ou s’intéresse dans ce
chapitre à l’origine de la matrice Grad de laquelle on y trouvera les inégalités qui
définiront l’espace d’orbites. Avec {x. 12 x} une base de l’espace vectoriel
réel W et {p1,p2 Pm} des générateurs homogènes de R[W]G, on définit pour
chaque w ù W la matrice Jocobzenne de p à w.
où pour chaque i et (9Pz(W) désigne la dérivée partielle de ?j par rapport à
au point w. On obtient alors la matrice symétrique suivante, que l’on appelle
Grad (p(w)):
(9))i (u) ap, ttu) ùP2 (tu)
Oc, On Or j
3p (u’) 0m (w) 0P2 t w)
d.r2 d.r2
Op,, t w) Op 1 (w) Op (t.)
ac,, au,,
(u’)
Op,, (u)
•
c).c
Op,,, tu)
Ox’t
8Pm t ut)
Or,,
3p1 tu’) Opi t u’) 0p (w)
an au2 Ox,,
0P2 t W) 0p2(w) 0P2 t u.)
J(w) = Ou 0x2
0P’ tut) 0J7,,, t u.) 0Pm (w)
Oct 0x2 an,,
Grad(p(w)) = J(w)Jt(w)
Dpi(w) Opi(w)
au, O.c2
dP2tw) 0P2t11’)
= Ou, 0x2
Op,,, ) w) Op,,, (u’)
Oui Dx
— ((apap
—
d0IkÛ,r?,
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On verra que chaque entrée de cette matrice se trouve à être lin polynôme de
R[WyG Or, cet anneau est l’anneau de coordonnées de la variété affine Z = TV//G.
Ainsi, les entrées de cette matrice correspondent à des fonctions polynomiales sur
le quotient algébrique W//G.
Définition 3.0.1. Soit M(R) t’ensembte des matrices ‘réelles de taille n, par n.
On dit qu ‘une matrice A E M(R) est semi-définie positive si xtAx O pour
chaque x E R.
Proposition 3.0.6. La matrice Grad (p(w)) est semi-définie positive pour diaque
w E W.
DÉvIONsTRATION. Pour tout x e Rtm,
xtGrad(p(w))x = xt(J(w)J(w)t)x = (x J(w))(xt I(w)) O
D
On montrera donc que la fonction matricielle Grad sur Z est semi-définie
positive seulement sur les points de Z correspondant à ceux de l’espace d’orbites.
Or une matrice symétrique est semi-définie positive si et seulement si les déter
minants des mineurs principaux sont non négatifs (théorème 4.1.1). Ainsi, ces
inégalités définieront l’espace d’orbites I’V/G dans W//G.
Mais avant, on observera que la matrice J(w) se trouve à être l’application
tangente de l’application p (Pi,P2 p,,) : W —* Rtm avec {x1.x2,
comme base du R-espace vectoriel W. Pour cela, nous avons besoin d’une notion
d’espace tangent, ce que l’on fera dans la première section. Comme nous n’utili
serons que des espaces vectoriels, nous opterons pour une version algébrique qui
correspond à la définition standard d’espace tangent à uiie variété différentiable
pour le cas où elle est composée d’une seule carte. Dans la seconde section, on
utilisera ces constructions pour étudier l’espace d’orbites réel. Ceci nous permet
tra de voir entre autres les strates de l’espace d’orbites comme des variétés lisses.
Dans la dernière section, on utilisera ces résultats pour la complexification du cas
réel.
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3.1. ESPACEs TANGENTS ET APPLICATIONS TANGENTES
Pour TV uii espace vectoriel réel de dimension finie. 011 veut donner une défi
nition d’espace tangent. Soit {x1, .r2 une R-base de W. Pour f W R
une fonction différentiable au point w E W R’, on note
Df(u’)
.f(w + t.t1) — f(w)(Djf),L,
= t
la dérivée partielle de f en w par rapport â x pour chaque i = 1, 2 n. On note
donc
(Df), ((D1f),,,, (Df)) e R”
le vecteur gradient donné par les dérivées partielles de f en w.
On donne un exemple qui motive notre définition d’espace tangent. Pour un
vecteur r (r1, 1)9, ..., v) E R’, on obtient une application linéaire sur
l’ensemble des fonctions réelles sur TV différentiables en w, via
= (Df),. =
.
Cette application est linéaire car pour chaque f, g E C,(IV) et dl, 8 E R,
c)(nf + !3g) = D(nf + 8g),1 v = v. D(nf + i3g),
= v (c(Df), + /3(Dg)1,,)
= ne
.(Df) +Zv. .(Djg) =n
de plus, on a que
e(fg) = D(fg), v . D1(fg), = L’ (f(w),g), + g(w)(Df),)
= f(w) t’ (Dg) + g(w) y . (D1f),,, = f(w)
.
c,(f) + go . v,(g)
Ainsi, le vecteur r agit sur une fonction différentiable comme dérivée direc
tionnelle. On en tire une définition d’espace tangent à un ouvert U C W.
Définition 3.1.1. Soit un espace vectoriel réel de dzmension finie. Pour w E
U C TV un ouvert. on définit t ‘espace tangent à U an poznt w. noté T,U, comme
80
étant t’espace vectoriel réel des applications linéaires i: C,(U) - R telles qu.e
pour chaque f, g e C(U)
v(f g) v(f) g(w) + f(w). vw(g)
De telles fonctions sont appelées des dérivations.
Ou remarque que cette condition implique que v(À) = 0 pour chaque À e R
et u e T,M. En effet, vIL(1) = v(1’ 1) = v(1) 1 + 1 v3(1), ce qui implique que
v(1) = 2v,(1) et donc vt(1) 0. Par linéarité, v0(À) = O pour chaque À e R.
La structure d’espace vectoriel de T,U est donnée par les opérations
(y + v’)(f) = v(f) + v,(f)
et
(ov)0(f) =
.
v(f)
pour chaque e, e’ e T,0U et f e c,(U).
La proposition suivante nous dit que le plan tangent à un ouvert est égal au
plan tangent à l’espace vectoriel ambiant.
Proposition 3.1.1. Soit IV un espace vectoriel réel et w e W. Pour un voisinage
ouvert U C W de w. on u que
1,U = TW
DÉMONSTRATION, On montre cyue l’inclusion t U .‘ W donne un isomor
phisme
: Tt1 — TlV
L, I”
tel que pour chaque f e G(W), ù(f) = v(f) = eL’(f o t). Cette application
est linéaire car pour chaque e, e’ e IU et o, /3 e R,
(av + /3v’),(f) = (ûv + de’),L,(fI)
.
v(fu) + t’jf)
= (v)([) + /3’
$1
De plus elle est injective car si (c’) (c’), pour chaque f
r.(fI) = = =
et donc e e’. Comme pour chaque é E T,,IV. i est une application linéaire de
C,,(U) — R. (é) = é et ainsi l’application est surjective. On obtient donc un
isomorphisme entre deux espaces vectoriels dont l’un est indu dans l’autre, d’où
Fégalité.
Proposition 3.1.2. Soit {x1, 12 ,...,x} une base de t’espace vectoriel réel W.
A tors
a a a
T,T1/ <
___I,, ..., -—-—-L >0xi aI2 dx,,
DÉMoNsTRATIoN. Voir 130] proposition 3.1 page 7. D
Définition 3.1.2. Soit V et W des espaces vectoriels réels. Pour f V W
une application différentiable. on note te putt-bach
f C’(V) C’(V)
Ø F—4 of
et l’application tangente en e E V, : 1’V Tf()W, qui est donnée par
(df,,D)() = D(f*) = D@ ° f)
pour chaque D,, E T,,V et C’(W).
Proposition 3.1.3. Soit V et W des espaces vectoriels réels avec bases respec
tives {.vl.12 ,.....m} et {yl’y2 y,,}. Four f = (fl,f2,.... f,) : V —+ W une
application drfférentiabte, la matrice de t ‘appticatzon tangente dans ces bases est
dfi(z) dfit) dfi(r)
du, dc2 dx,,
df2(r) df(r) 02(r)
df, — dx, du2 dx,,
0f,, (r) 0f,, (r) 0f,, (r)
dx, 0x2 dx,,,
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DÉMONSTRATION. Par la propositioii 3.1.2, {-I I i 1, 2...., m} et I
j = 1, 2, ..., n} sont des bases pour les espaces vectoriels I,V et Tf()W. Pour
chaque i = 1,2,.., met E 01(W),
df,,(ç) = t)
=
° f) =
- t0L(L’) 3
— \Zd a. if(e) (Q5)
Ainsi, pour tout E TL,V,
= = ( Hf(v)@))
=
(: (a€) If(v)) (q5)
Donc.
(tf : TV —i Tf()TT
Of () fi (t) Of f)
Oxj d.r •
8f2(tr) 8f2(e) (b
3. Ùi2
af(u) af(tr) f (i,)
axi a2 a
Crn
D
On note la fonctorialité de l’application tangente.
Proposition 31.4. Soit f : R1 —* R’ et g : JR deux applications
différentiabtes en U C R1 et V Ç Rtm respectivemeft avec f(U) Ç V . Alors pour
u E U,
d(g o f) = dgf() O df11
et pour l’identité id: R1 , d(id),, = idz.
DÉMoNsTRATIoN. Pour la première partie, soit D E TRt et o E C’(g(V)). Alors
((tgf() O (f)D(Q5) = dfD(çb og) = D(e5 ogo f) = D(b o (go f)) = d(g o f)D(ç5)
83
Pour la deuxième, la matrice de ci(id) est l’identité, d’où le résultat. D
3.1.1. Structure de RG-modu1e sur TDTV
Soit W un RG-moclule de type fini. On montre que les espaces tangents T,,IV
sont mllnis naturellement cFune structure de RGmodules.
Soit {x1, .r9 une base de IV. Alors pour w
=
a.c1 E IV, Faction
de g E G sur w E W est donnée par g w = g ci)
=
a1(g .r1) =
c,( [g]jja:j) = ( ci1 {g]) i. En considérant l’action dun élément g E
G sur W comme un automorphisme sur W, on écrit donc g = (g,g g1)
W ,‘ W où les fonctions gj W * R sont données par gj(y, Ù2 c) =
ci[g]i. Alors, pour tout w E TV,
=
[g] pour chaque k = 1,2, ..., n.
Ainsi, l’application tangente dg : T0TV — Tg,Ti7 est donnée par la matrice
[g] = ([g]ij).
Pour le sous-groupe d’isotropie G, G, on obtient donc une action sur T,TV
en posant
g• D dgD
pour tout D E T,W. En effet, l’application tangente d’un g E est alors une
application linéaire inversible Ïg71, T3IV — TT17 donnée par la matrice [g].
Cette action définit alors une structure de RG-modules sur TW.
Avec la proposition 3.1.2, nous avons un isomorphisme d’espaces vectoriels
T0W R W W*. Mais avec la structure (le RG-modules donnée par
cette action. il y a en fait un isomorphisme de RG-modules Ilt’ W W.
Proposition 3.1.5. Soit {;. r2 r} nue base de IV. Pour tout w E IV, t’ap
p tication
T,IV —
8
i’Û’,
définit un isomorphisme de RG,-moduies.
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DÉMONSTRATION. On vérifie que cette application est G-équivariante. Pour
tout g e G et e T,,W,
g . ( ai—w) = g ( = i(g .r)
= (iii) =a ([]iY(Hu,))
= c’ (aa ([Y]iw)) (ai (g -i))
=
Donc, elle est G1,-équivariante.
Cette application est aussi injective. Si o (z = Z? flj/’ (i) =
alors a = O pour chaque i = L 2, n et donc ‘ est injective. Soit
ar e W. alors e TlV et
‘ =
ax donc ‘ est surjec
tive. On obtient donc un isomorphisme de G-rnodules. D
Corollaire 3.1.1. Pour tout u’ e W, il y a un isomorphisme de RG?L,-modutes
TW W.
DÉMONSTRATION .Avec {Ii. 19 ,...,x} une base de W orthonormée pour un pro
duit scalaire G-invariant, il suffit de prendre j : T?L,W ,y W égal à rj o
avec les isomorphismes de G?V-rnodules des propositions 2.1.5 et 3.1.5. D
De cet isomorphisme de RG?V-modules. avec {ii .12 une base de W
orthonormée po’ir un produit scalaire G-invariant, il est alors possible rIe voir les
comme des éléments de W*, soit des fonctionnelles linéaires W * R
telles que
-I??(’j) =
.
On considère donc pour ,f e C’(W) (Df), =
comme un élément de 117*, i.e. que pour chaque : = e 1V,
(Df)(.v) = (ztDf)I) (r) = (Dif)w (iw(.i))
=
$5
Lemme 3.1.1. Soit w E V, f E C’(W) et g E G, alors
(g’ (Df)) (r) = (Df)(g
pour chaque x E W.
DÉMONSTRATION. Soit {x1,12 ,...,x} une base de W orthonormée pour un pro
duit scalaire G-invariant. Alors, pour g E < O(n, R) et x = E W,
g’ (Df)(x) = (g’ (x) = ((Dif)w1 w) (r)
= ((Df) ([g 1])) (x)
=
(z (z(Dif)w{ ‘i) (r)
(z(Dif)w[h1ii)
€j = (z(DiJ)w[]ii)
€
(Df) (z[]iici) = (z(Dif)wIw) (z (ZkicJ) xk)
(Df),(g. ï)
D
Lemme 3.1.2. Soit ‘w E 1V et g E G. Pour q E R[W]G, alors
(Dq)(g. ï) = (Dq)9-a.,(i)
pour chaque ï E TV.
DÉMONSTRATION. Soit {x, ï2. une base de 1V ainsi que w = wx et
ï = a’ï E W. Pour q E R[W]°, alors pour chaque w E W, q(w) = q(g w)
$6
(q o g)(w) et donc = pour tout k 1, 2., n. Ainsi.
(Dq)(g
.x) = 8C) (Iu . x)) = (A.[]ik)
=
()ck[g]Jk) w))
( 8q(w) 3g(g’ w) 3(q o g)(g1 . w)= 3k kk j k
3(qo g)(g’ . w) / 8
= k
8
8.Ck
D
=
q(g. w)
= (Dq)9-i,(x)
E
3.2. ESPACES TANGENTS AUX STRATES
Soit W un RG-module de type fini avec G un groupe fini. Dans cette section,
on s’intéresse aux plans tangents des strates de W ainsi qu’à l’application tangente
(le l’application polynomiale p donnée par les générateurs homogènes de l’anneau
des invariants.
Soit alors l’application polynomiale p = (pl,p2 p) t W — Rtm. L’appli
cation tangente à un point w e W
dp0 : TW
—
est donnée par la matrice
Opi(w) 6pi(w) 8pi (w)
ax2 a
Op-2(w) 6p2(W) ap2(w)
(Jp =
=
J(w)
Ûp, (c) Op,,, (D) O7) (îv)
dx2 ar
Pour w e W et H = l1 est un sous-espace vectoriel H-stable de W. De
plus, on a vu à la proposition 1.4.2 ciue W<f> est ouvert dans TVH. On considère
alors la restriction de p à cet ouvert de lV’.
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Proposition 3.2.1. Soit 11 ‘un LRG-module de type fini. w W et H G,.
On note : (H) ‘ R’° ta composztzon de t inctusion t : il1
‘ W avec
lapplication p, i.e.
=
pIu(n). Alors l’application est un difféomoTphisme local
sur son image.
DÉMONsTRATIoN. On a montré à la proposition 1.3.2 que l’on a un homéomor
phisme
L’ : G/H X’uc(H)/H 1,-<H> ,, = G(W<H>)
[g. w] I» g w
Ainsi, pour chaque w e IV(’, avec H = G 117<H> est une suce en w et donc
W<’>/(NG(H)/H) est homéomorphe à Wt’)/G pa.r le corollaire 1.3.1. Comme
pour chaque w e lV<, le groupe d’isotropie pour l’action de NG(H)/H est tri
vial, i.e. (N0(H)/H)0, = eH, le corollaire 1.3.3 nous donne un homéomorphisme
local W<H>
local
H W)/G p(W<H>) Ainsi, il existe
u c 1y<H> un voisinage de w pour lequel l’application Iu : U p(U) est
un homéomorphisme. Comme l’application p est polynomiale, elle est en fait un
difféomorphisme sur cet ouvert. Donc. est un difféomorphisme local. D
Corollaire 3.2.1. L ‘application tangente d0 : « TRm est injective
et donc
di;n TW” rg d0 chm 1H
DÉMONSTRATIoN. Soit U Ç j1’<H> ç WH un voisinage ouvert rIe w tel que
U « p(U) est 1111 difféomorphisme. Alors, l’inverse : p(U) ‘ U est
différentiahie en p(w) et ainsi, on a que
o d, = d(’ o ) , d(id) ,
est injective et donc d0 est injective. L’application dçb : T0U =
est injective signifie que le rang de la matrice d&, est égal à la dimension
de l’espace vectoriel Tll (TVH)* 1H D
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De ce résultat nous avons que le rang de la matrice c1ç,, en chaque point
w IF(H) est égal à la dimension des espaces vectoriels T,ITT() = 1,W’
W” R5. En fait, les strates iVt’’ sont des vaTzts tisses. i.e. qu’en chaque
point, ils ont un espace tangent isomorphe à R5 1-H Or. la proposition 3.2.1
donne également que les st.rates de l’espace d’orbites sont lisses.
Corollaire 3.2.2. Les strates de W/G sont tisses.
DÉMONSTRATION. Par la proposition précédente, pour chaque w 1/<H>, il
existe un voisinage ouvert M de w tel que Phd : M ‘ p(M) est un difféomorphisme.
Ainsi, on obtient un isomorphisme d’espaces tangents dpu, : T,,M Tp(w)P(U).
Comme TM W’ R5, il en est de même pour Tp(LV)p(M) Tc(WtH)/G).
Donc. T(W/G) R5 et ainsi. Wt”/G est lisse. D
Maintenant, on regarde ce quil arrive si Fon considêre l’application tangente
de W Rtm sur l’espace W en entier. On verra que la matrice de est
de rang égal à la dimension de LVG et ce. méme si à priori la taille de la matrice
est plus grande.
Proposition 3.2.2. Soit tappt’ication potynomiate p: W — Rtm, w e W et H =
G. Soit {‘, 19 une base de WH et ta comptétion {;cj, .r9 ‘S’ S+1 ,...,‘n}
qui forme une base de IV. Ators ta matrice de dp0 : TW 1r)(u,)Rm est dans
ces bases de ta forme
iJpi (w) )p’ (w) 3pi (w) o o012 0
0p2(lt’) 0p2(u’) 0p2(w) o oOui OT2 OC3
0p3 ( u’) OJ), t t’) Oj t o oOr1 012 Ox,
Op, (w) Op,, t u) Op t ii’)
Or, 0X2 )
où = O pour chaque j > s. De ptus, ette est de rang égat à s = dini
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DÉMONSTRATION. Soit w E TV, H = G,, et {Ii,12. une base de TVH
l’on complète pour avoir une base de W, {xi,;9 ,...,x}. Pour
pi)w = Z=1 e TW W via l’identification
‘j» 4 des
bases canoniques associées, l’action de G est donnée par g• (Dp) (D?)(g_1.w)
pour chacjue g e G. Ainsi, pour h e H = GL,, h (Dpj) = (Dp)(h-1.) = (Dp)
et donc (Dp)1. e (W*)H (IVH)* Alors (Dp),
=
ce qui
revient à dire que w) = O pour tout k> s. Ainsi dp est égale à
dpi(w) dpi(w) dpi(w) o odx1 de2 dis
dp2 (w) dp2 (w) dp2 (w) o odx1 dx2 au5
dp(w) 8p(w) dp(w) o odxi de2 dx
dprn(w) dp,,(w) dp,(w) o ode1 dx2 dx5
où la partie non nulle de la matrice est égale à la matrice de d de rang s =
dimWH. D’où le second énoncé. D
On peut alors reformuler la proposition comme suit
Corollaire 3.2.3. Sons tes conditions de ta proposition précédente, on a que
<(Dp1), (Dp2), ..., (Dpm)w > W WGW
où (Dp) = ((D1p), (D2p)50, ..., (Dp)1,) =
____
d(w) dw))
e W qui
correspond à ta i-ème tigne de ta matrice dp pour ce choix de base.
D
On obtient donc pour chaque w E W, avec un choix de base approprié, que
la matrice Grad (p(w)) est
(dçl)t O
Grad (j(w)) dp,. (dp)t =
o o
où d,b0 est la matrice de taille s x s de l’application tangente de : +
avec s = dima ii°
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3.3. COMPLExIFIcATI0N
On regarde maintenant ce que cela nous apporte comme information sur la
cornplexification de W. Soit W = W ®R C la complexification du RG-module W
et {qi, q2,
...,
q} les générateurs homogènes de C[WcIG donnés par qj = j®l pour
chaque j = 1,2 in. où les {pl,p2 Pm} génèrent R[lvjG Si {il, 12 ,...,x} est
une base de W, alors {zi, z2 z}, avec z = ; 0 1, est une C-base de W.
Tel que l’on a fait pour le cas réel, on note pour f TV — C, une fonction
complexe différentiable en e e flT, les dérivées partielles
(Df), af(e) = lim f(e + —
pour chaque j = 1, 2, ..., n. De même, on note le vecteur gradient
(Df) = < >c C’
En tant qu’espaces vectoriels complexes, de l’isomorphisme I’Vc Wc*, on consi
dère (Df) comme une fonctionnelle linéaire sur Wc, qui agit comme dérivée
directionnelle via
(Df)(x) Dfa
pour chaque x
=
az E Wz.
Comme on a fait pour le cas réel, on obtient la propriété suivante.
Lemme 3.3.1. Soit e E TVc et g E G. Pour q un polynôme G-invariant 5UT
alors
(Dq),(g x) = (Dq)9-i.(x)
pour chaque iE W.
DÉMoNsTRATIoN. Voir la démonstration pour le cas réel au lemme 3.1.2. D
Proposition 3.3.1. Soit fVc ta comptexification d’en RG-modete W et {qi, q
tes générateurs homogènes de C[Wc]G donnés par q
=
pØl où les {p1p2, .,prn}
génèrent R[W]°. Alors, il y a un isomorphisme d’espaces vectoriels
<(Dq1),,, (Dq2). ..., (Dq) >c C8
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DÉMONSTRATION. Soit r E W et H = G,,. Comme TVcH TVH ® C, on a que
dimç yH = dirnr WH = rg dd,
pour w E 117H et Pw<>• Or, pour {1i, 12, une base de IVH et
{zy, z2,
..., z} avec z = r ® 1 comme base de l,VcH, puisque les coefficients des
polyllômes sont réels,
8pi(w) 8pi(w) Opi(w) 8qi(e) 8qi(v) Oqi(v)
8x2 8z2 “
81)2(W) 01)2(W) 81)2(W) 8q2(v) 0q(v) 0q2(V)
8x2
::. = rg
8:, 8:2 2” 8
8Prn (w) (w) 8pm (w) Oqm (t’) 8qm (z’) 8qm (V)
8X1 8x2 0x 8Z1 0z2 “ 8z3
De plus, le rang de ces matrices est égal à la dimension de l’espace vectoriel
complexe engendré par les lignes de cette matrice, {(Dqi), (Dq2), ..., (Dq,)}.
Alors, dimc Wc = dimc < (Dq1),, (Dq.), (DqJ, >c d’où le résultat. D
Proposition 3.3.2. Soit r E H G et D(v) = {(Df)L, f é C[TVc1G}. It
y o 7fl isornoiphisme d’espaces vectoriels
(W*)H D(v)
DÉMONSTRATION. Soit f é C[Wc]°. Comme {qi, q2 q} sont des générateurs
de cette algèbre, il existe un h E C[y1, Y2,
...,
y] tel que f = h(qi, q,
...,
q). Ainsi,
pour e E W, on a par la règle de dérivation en chaîne que
(Df) = D(h(qi,q2 q))
= (h’fl iv
n) / n)
Z 8h(cj(v)) 0qj(v) 86z, 0z1”j=1 J
— j 8Ïi(q(e))
— j=1 ]
Donc D(v) =< (Dq1),,, (Dq2)2,, ..., (Dq,,,),, > et on a que
(Wc*)H H C5 < (Dcji),,, (Dq2), (Dq,,,),, >= D(v)
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D
Définition 3.3.1. Soit z e Z = e e Wc. H = G, et k e G tels que
q(e) = z et ù = k e = k’ e comme on a fait au lemme 2.5.P. Pour (.,.) une
forme bztznéazre. symétrique, non-dégénérée et G-invariante, on pose
= { e (11T*)H o k M
où est donnée par (.
.), si \ (e..) pour un e e W.
On montre que (e) est en fait Fespace vectoriel réel généré par les gradients
{(Dqi),, (Dq2), ..., (Dqm)}.
Proposition 3.3.3. Sous tes hypothèses de ta définition précédente,
R(e) =< (Dq1),, (Dq2),, ..., (Dq,), >
pour {ql,q2,...,qm} des générateurs de C[W]°.
DÉMoNsTRATIoN. Soit e e Wc et k e G tels que dans le lemme précédent. Pour
chaque i = 1, 2, ..., ni et x e l47, puisque les polynômes qi ont des coefficients réels
(de même que pour leurs dérivés partielles), q(P)
= pour chaque e E 117c.
Ainsi, on montre que chaque (Dq) est dans (e).
(Dq,)(k . x) (Dq)-1.,(x) = (Dq)(x) = ‘) .
6) (i
.x)
= (Dq),(x)
Donc <(Dqi),, (Dq2),, ..., (Dqm)v >Ç (e).
On montre ensuite que L(e) c< (Dqi),. (Dq2), (Dq1), >R. Par la pro
position 3.3.2, (TVc*)I D(e). On définit l’application ‘: (I,Vc*)H (T/V*)H
par /‘2’) = Xok pour chaque ) e (lVc*)hJ. Cette application est conjuguée-linéaire
car pour chaque n e C , \,ji e (1Vc*)fn et w e W0,
(ok) (w)
= () (k.w) = JX(k.w) =
‘(/\ + )(w) = (t + t) 0k) (w) = (\ + t)(k w) = ( + )(k w)
= (k w) + (k. w) = (À)(w) + ‘()(w)
= (‘() + ‘(fl(w)
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De plus, cette application admet une inverse (Wc*)H (Wc*)H avec
= o k’ qui est aussi conjuguée-linéaire (en prenant k—’ au lieu de k
dans l’argument précédent). Er effet,
(p-’ o ‘)(À) = ‘Q(À)) = o k) o k o k’ = o k o k’ =
et
(‘ o ‘(‘(À)) i( o k’) = o k-’ o k = o k’ o k = À
On a donc un isomorphisme p : (ll4c*)F (14*)H De plus, on remarque que
pour À (11/*)H ‘(À) = À À o k = À o k À E (v). Soit
alors À A(v) C (Wc*) = D(v). On a donc que À = c(Dq)1, avec les
=
x + iy E C. Comme X o k = (À) À, on a que
x(Dq(w) + i (Y(DQi)(w)) = ( iti)v) (w) = À(w) = (k w)
= (x(Dq(k . w) + i ( y(Dq)(k w)))
= ( xitDi)(k_1.v)tw)) + (YitDi)(k1.v)tw))
=
(z xi(D(w)) + j (y(Dq(w))
= (zxt(w)) +j (zYi(w))
= zx,(w)+i (z(w))
L oIR
= z x(Dq)(w) — 1 (z Yi(Di)u(W))
donc yj = O pour chaque i et ainsi À ZLi(Dq), E< (Dqi), (Dq2), , (Dq), >R.
On a donc que (v) C < (Dq,),, (Dq2),..., (Dqm), >1R D
Chapitre 4
RÉSULTATS PRINCIPAUX
Dans ce chapitre, on démontre finalement le résultat de Procesi-$chwarz. On
rappellera en fait le résultat d’algèbre linéaire qui affirme qu’une matrice est semi
définie positive si et seulement si les déterminants de ses mineurs principaux sont
O. Comme on a déjà vérifié qu’en chaque point w de W, la matrice GTad (p(w))
est semi-définie positive, on verra que la matrice Grad (z) est une fonction matri
cielle sur Z W//G qui est semi-définie positive seulement si z est un élément de
X C Z. Dans un deuxième temps, on traitera deux cas particuliers, notamment
celui où l’espace d’orbites est égal au quotient algébrique et celui où il est homéo
morphe à un espace d’orbites. 011 utilisera aussi le théorème de Procesi-Schwarz
pour donner une démonstration du théorème de Sylvester.
4.1. THÉoRÈME DE PROCESI-$CHWARZ
On rappelle le résultat d’algèbre linéaire qui nous donne des inégalités pour
une matrice symétrique serni-définie positive.
Définition 4.1.1. Soit A M71(I) une matrice donnée par A = (a)i<t,<. On
appette mineurs principaux tes sous-matrices
A1 (ajj)jjj
pour I C {1, 2, ..., n} non vide.
Théorème 4.1.1. Une matrice symétrique A e IlI,1(R) est semi-définie positive
si et seulement si tes déterminants des mineurs principaux sont O.
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DÉMONSTRATION. Voir j2Zj page 257. D
On a défini dans la section précédente la matrice Grad(p(w)) pour tout w e TV
par
GraÏ (13(w)) =
où la matrice J(w) est l’application tangente de p = (pl.p2 Prn) : W ‘
donnée par
Dpj (w) Dp (w) Dpi (w)
3x1 0x2 Dx
0p2(w) 3p2(w)
________
J(w) = 3x1 3x2 3x,
3p,, (u) Op,, ( w) Dp,, (w)
Dxj 3x2
pour {xi, £2, ..., x4 une hase de l’espace vectoriel réel W. On montre qu’en fait,
la matrice Grad est une fonction matricielle de Z = W//G.
Proposition 4.1.1. Ii existe une un2 que fonction matricielle Grad Z
M1(R) telle que Grad (p( )) = J(w)Jt(w) pour tout w E TV.
DÉIoNsTRATIoN. Soit les vecteurs gradients des p,
(DP) ((D1p), (D2p,)w, ..., (Dp e ]R
avec les (Dkp) = 0(w) et (.,.) le produit scalaire usuel de R. On remarque
que chaque entrée (i, J) de la matrice Grad (p(w)) est
(J(w) Jt(n,)) = = ((Dp), (Dp))
Soit {x1, c ,...,x7j une base orthonormée de W pour un produit scalaire G
invariant. Alors,
( 3p1(w) ap(w) — 3p(g’ w) ap(g’ . w)g
k 3Xk ack ) — k 0.rk
= (g. (Dp), g (Dp)) ((Dp1).. (Dp)11)
—
3pw) 3j)(w)
k dxk
et ainsi chaque entrée de la matrice Grad(p(w)) = 3(w)Jt(w) est un poly
nôme G-invariant de W. Par la propriété universelle du quotient algébrique de la
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proposition 2.2.1, l’application matricielle Grad (p(w)) correspond à une unique
application matricielle définie sur Z = W//G dont chaque entrée est une fonction
polynomiale sur Z. D
Avant de démontrer le résultat principal, on construit \ un élément particulier
de R(e). Soit (.,.) un produit scalaire G-invariant sur W, un RG-rnodule de type
fini et Wc sa complexification. On note aussi (.,.) pour désigner la forme bilinéaire,
symétrique, non-dégénérée et G-invariante induite sur W et lY.
Lemme 4.1.1. Soit z E W//G, k E G et e E W tels que q(z) e et 2 k e =
k—’ e comme dans te lemme 2.5.2. Pour ce e E Wc, soit les formes t’inéaires
‘2, : Wc « C définies par
:= (e’, )
et
/\9(e) := (e’, e)
pour chaque e’ E Wc. Alors.
:= (2 — i)
est un élément de R(e).
DÉMONsTRATIoN. On note que À, et À2 sont Go-invariantes. En effet, pour tout
g E G, et e’ E Wc, À,(g e’) = (g. e’,1) (e’,g’ 2) (e’,L) = Ài(e’) et
\2(gv’) (g•e’, e) = (e’, g’.e) (e’, e) = À2(e’). Donc, À, et À2 E A(e) = D(e).
Ainsi, comme (e) est un espace vectoriel, À := (À9
— À,) E (e) = D(e). Si
e = w1 + iw2 avec w1 et w E W, on observe que
À(e’) = (À2(e’) — Ài(e’)) = ((e’, e)
— (e’, )) = ((e’, w + 1w2) — (e’, w — iw2))
= ((e ,w,) + (e , 1w2) — (e’, w,) + (e’, iw9)) = (e’, tU2)
Donc, À (iw2,.) E TV et pour k E G tel que k•e = P donné par le lemme 2.5.2,
pour chaciue e’ E TV,
(À o k)(e’) = (iw9. k e’) = (k’ . (iwo), e’) = (—iwo, e’)
97
De l’isomorphisme de la proposition 2.5.5,
et donc, \ E R(V). D
Nous sommes maintenant prêts pour démontrer le résultat principal.
Théorème 4.1.2 (Procesi-Schwarz). Soit G un groupe fini, W un RG-moduÏe
de type fini et {p1.?2 prn} un ensemble de générateurs de R[W]G. Alors t’es
pace d’orbites W/G est homéomorphe à t’ensembte {z E Z Grad(z) 0} où
Z = W//G est ta variété affine associée à l’idéal des relations des polynômes
générateurs de l’anneau R[WIG et Giad est l’unique fonction matricielle sur
Z telle que Grad (p(w))
= (Zk ) pour chaque w E W et pour
{xi,x2,...,x} une base de W.
DÉMoNsTRATIoN. Soit {pl,p2 p} un ensemble de polynômes G-invariants
homogènes qui génèrent l’anneau R[W]G. On note l’application polynomiale p =
(P1,P2 Pm) : W Rtm, son image X et Z = V(I) = W//G pour I l’idéal des
relations des {P1,p2, ...,p}. On note de plus Wc la complexification de I’T/. Par
le théorème 2.2.2, W/G X. On montre alors que X = {z E Z Grad(z) 0}.
Soit z p(w) E X C Z. Alors par la proposition 3.0.6, la matrice Grad (p(w))
est semi-définie positive et donc X C {z E Z GraU (z) > 0}. Soit maintenant
z E Z tel ciue GraU (z) > 0. Puisque Z = q(Wc) n RT”, z = q(v) avec y =
w1 + iw2 E W. Soit (.,.) un produit scalaire de Di(v) C R” et À = (iw2,.) E
Da(v) = a(v) tel que définie au lemme 4.1.1. Alors
O (À, À) (iw2, zw2) = —(w, w2) < O
d’où w2 = O et ainsi z = p(v) = p(wi) E X. E
Une fois que l’on a les inégalités qui définissent l’espace d’orbites d’un groupe
fini agissant linéairement sur un espace vectoriel réel, on obtient les inégalités clui
définissent l’espace d’orbites pour une sous-G-variété affine de l’espace vectoriel.
Corollaire 4.1.1. Soit G un groupe fini et IV un RG-modute de type fini. Pour
X C W une G-variété affine, l’espace d’orbites X/G est donné par les inégalités
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de lijG X Rtm obtenus par te théorème de Procesi-Schwarz et tes égct.Ïités
définissant te quotient algébrique X//G
DÉMONSTRATION. Par la propositiOn 2.1.2. X/G X n X//G Rtm. Lespace
d’orbites est alors donné par les inégalités de X W/G dans Rtm et les égalités
de la variété affine X//G e Rtm. E
4.2. CAs PARTIcuLIERs
Soit G un groupe fini. W un RG-module de type fini et Wc sa complexifi
cation. Pour {pl,p2, ...,Pm} un ensemble de polynômes générateurs de R[W]G,
on note X = Tmp pour p = (pl.p2 Prn) W ‘ Rtm et Z = U//G le quo
tient algébrique. On veut déterminer quand l’espace d’orbites W/G correspond
au quotient algébrique W//G. i.e. lorsque 117G X = Z W//G.
Proposition 4.2.1. Avec ces notations, X Z si et seulement s’il n’existe pas
déléments g e G avec une valeur propre égale à —1 sur W.
DÉI’vIONSTRATION. Supposons que X Z et soit z e Z \ X. Par le lemme 2.5.2,
soit u w1 + iw2 e 1V tel que p(v) = z et k• e = . Comme z X, w2 O et
donc k u2 =
Soit maintenant X Z et supposons qu’il existe un g e G et w e W tel que
g•w = —w. Soit une base orthonormale de TV pour un produit scalaire G-invariant
(., .). On pose alors f(x) = (x, r) Z4 qui est un polynôme homogène de degré
2 G-invariant sur W. Sans perte de généralité, on peut supposer que f = p, le
premier générateur homogène de l’application p = (Pi.P2 Prn). Pour chacun
des p. pj(W) = p(k w) = pj(—w) et donc si p est de degré impair. =
pj(—w) = —pj(w) = O. De plus, pour chaque p de degré l)air, si le degré est un
multiple de 4. alors p(iw) p(w) E Rtm et sinon pj(iw) = _pj(W) e W’. Ainsi,
p(iw) = (—piCw). ±p2(w) +pm(w)) e p(V) fl 1W0P2.3J Z X et donc il
existe un w’ E 1V tel que p(w’) p(iw). Or, O < p (w’) = Pi (iw) = —Pi (w) < O
donc Pi (w’) = O et ainsi w’ = O, ce qui irnpliciue que w = O. E
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Corollaire 4.2.1. Si W est une représentation fidèle de G, alors X = Z si et
seulement si G est un groupe dordre impair.
DÉMONSTRATION. Soit X = Z et supposons au contraire que l’ordre de G est
pair. Il existe alors g un élément d’ordre 2 et g2 w = w pour chaque w e W. Avec
un choix de base de W, on obtient la matrice [g] de l’action de g sur W. Comme
la représentation est fidèle, [g2] = Id et donc la matrice [g] a pour polynôme
minimal x2 — 1 car [g]2 — Id = [g2] — Id 0. Puisque ce polynôme minimal divise
le polynôme caractéristique de la matrice [gj, cette dernière possède une valeur
propre égale à —1. Par la proposition précédente, ceci implique que X Z, une
contradiction.
Soit maintenant IGI 2k + 1 et supposons au contraire qu’il existe un g e G et
w e W tel que g . w = —w. Alors g a un ordre pair. En effèt, soit {Xi, £2
une base de W avec Xi w. La matrice de l’action de g dans cette base est alors
de la forme
f—1 o[g]=
03
pour une matrice B e M_1(R). Or, pour tout entier impair 2k + 1 C N,
[g2k+i] = [g]2k+1 = (_i o Id
O 32k±iJ
Donc, l’ordre de g ne peut être impair. Puisque l’ordre de g, qui est pair, doit
diviser l’ordre du groupe G, (lui est impair, on a une contradiction.
On illustre ce cas particulier avec un exemple.
Soit G le groupe des rotations du plan R2 d’ordre 3 autour de l’origine. Ce
groupe est généré par
(-1/2 /2
-1/2
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et possède 3 élémellts. CII trouve avec MAGMA comme générateurs de R[.e, jG
les polynômes
pi(x.y) — r2 + y2
p2(x, y) — — 3xy2
0 13
p3(X,y)
=
y—g
ainsi que la relation
—
— p. On a donc que
Z={(u,v,w)ER3I u3_e2_w2=0}
et on obtient la matrice Grad sur X
‘ 3 0 1 ‘34(x- + y) 6(x — 3;y) 6(x-y
—
Grud (p(x. y)) = 6(x3 — 3xy2) 9(2 + y2)2 O
6(x2y
— y3) O (2 + y2)2
qui après substitution nous donne celle sur Z
4u 6v 6w
Grad(u,v,w) 6v 9’u2 O
6w 0 u2
L’ensemble X est alors donné par les points (u, e, w) E Z satisfaisant les inéga
lités suivailtes données par les déterminants des mineurs principaux de Grad (u, e, w)
D1 = 4u> O
D9 9u2 O
D = 3)2 O
D12 = 36(u3 — e2) O
D13 = 4(u3 — 92) O
D23 = 9u4 O
D193 36u2(u3 — ,2
— 9u’2) > O
En particulier, comme
— e2 — 9w2 = O sur Z, u = çY,2 + 9w2 O et la pre
mière inégalité est redondante. De même, sur Z on a que u3 — 1,2 = 9w2 O et
‘o’
— 9,2 O. La dernière inégalité et toujours nulle sur Z et ces inégalités
sont donc toutes redondantes. Ainsi, X = Z tel que le corollaire le suggère.
On traite maintenant le cas particulier où l’espace d’orbites W/G est homéo
morphe à TV. On verra que c’est le cas si et seulement si le groupe G est généré
par des pseudo-réfiexions.
Lorsque le groupe fini G est un groupe engendré par des réflexions, on a le
théorème suivant
Théorème 4.2.1 (Shephard-Todd). Soit G un groupe fini engendré par des ré
flexions de V = C’. Alors l’algèbre des polynômes G-invariants C{V]G est générée
par n générateurs algébriquement indépendants.
DÉMONSTRATION. Voir j8j.
Définition 4.2.1. On appelle une pseudo-réflexion une application tinéai’re dont
te sous-espace des vecteurs invariants par cette application est de codimension 2.
On niontre d’abord le lemme suivant
Lemme 4.2.1. Soit W une représentation réelle (de dimension fini) d’un groupe
fini G. Soit u E G une réflexion et T E G une pseudo-réflexion. Alors pour chaque
g E G, g u g’ est une réflexion et g T g1 est une pseudo-réfiexion.
DÉMONSTRATION. Soit A la représentation matricielle de u E G et B celle de g.
Comme u est une réflexion, la matrice A possède une seule valeur propre égale
à —1. Alors la représentation matricielle de g u g’ est donnée par la matrice
B A. B’ qui a comme valeurs propres celles de A car
det(BAB’ — I) = det(BAB’ — . (BB’)) = det(B(A — . I)B’)
cletB .clet(A— À.I) •cletB’ =det(A—.I)
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Donc elle possède aussi une seule valeur propre égale à —1.
De même, la représentation matricielle de r E G possède deux valeurs propres
égales à —1 et donc aussi celle de g• r• g1 qui est donc une pseudo-réflexion. E
Proposition 4.2.2. Soit G un groupe fini et W un RG-modute de dimension
n. Si t’espace d’orbites 117G est une variété tisse, ators G ne contient pas de
réflexion.
DÉMoNsTRATIoN. Supposons au contraire que u E G est une réflexion et soit
W R’1. Pour un point générique w E W° avec groupe d’isotropie G =
{ e, u}, soit S une suce en w qui est une boule de rayon e centrée en w obtenue à
la proposition 2.4.7. Par le corollaire 1.3.1, S/G,,, est homéomorphe à un voisinage
ouvert de l’orbite G’w E W/G. En prenant un choix de base approprié, on a que
S {(xl, 12 r) E R’ I Z x < e} et l’action de u sur un point de S
correspond à la multiplication par —1 de la première coordonnée. L’ouvert S/G
est alors homéornorphe àla demi-boule {(X1,12 ,...,x) E R” Xi > O et <
}. Ceci est en contradiction avec le fait que l’espace d’orbites est lisse, car alors
chaque point doit posséder un voisinage ouvert homéomorphe à une boule de
R”’. E
Théorème 4.2.2 (Shvartsman). Soit W un RG-modute de dimension n 3
avec G un groupe fini. Si t’espace d’orbites U’7G est homéomorphe à un espace
vectoriet, ators G est un groupe généré par des pseudo-réflexions.
DÉMoNsTRATIoN. Supposons que W/G est un espace vectoriel. Soit H le sous-
groupe de G généré par les réflexions et les pseudo-réflexions de G. On suppose
par l’absurde que H G. Par le lemme précédent, H est un sous-groupe normal
de G. Soit ii0 : W —+ I’T’7G et 7rH W — W/H les applications qui envoient
un point sur son orbite. Comme Hw = H’w’ implique que Gte = Gw’, par la
propriété universelle, il y a une unique apphcation continue W/H W/G
103
qui fait commuter le diagramme
“>U7G
W/H
Soit le complément dans W des sous-espaces vectoriels de codimension > 3 inva
riants pour des éléments de G
‘= ( ucodimwu3
On considère alors le diagramme commutatif
___7rff1
17HC >V/H
I17G >I/G
Puisque pour chaque g E G. l1 est un fermé. 1V est un ouvert, tout comme
117/H = rH(117) et 117/G = 7rG(ll’). De plus, comme est connexe par arcs, la.
proposition 1.1.1(v) donne que 117/H est aussi connexe par arcs.
On remarque que pour chaque w’ e 117, G’ = H11,. Bien sûr, G.1,.
Supposons au contraire qu’il existe un g e G0 \ H’. On a donc que w’ û
Or, comme g n’est pas dans H, codim W9 3, ce qui est une contradiction car
w’ û p17. Donc G,0 =
On a donc pour chaque Gw’ E 1Ï7/G que
/ Gl GI HI GI /Gw
= 1G = H I =
H w
et pour chaque Gw’ E 117/G, 3’(Gw’)I = IGI> 1.
On montre que le groupe fondamental de 11’/G est trivial, i.e. que w1(117/G) =
{ 0}. On commence par montrer que tout lacet de 1/G qui est la frontière «un
disque est contractible. Soit a un tel lacet de W/G et D tin disque dans Fespace
W/G (but la frontière est c ..vee le théorème A.0., on peut alors déplacer et
déformer le disque D (bans IV/G de façon à ce quil soit transverse aux strates
de W/G de codimension 3 (définition A.0.9). On veut montrer que ce disque
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n’intersecte aucune strate de codimension > 3. Si au contraire, D n V 0 pour
une strate V de codirnension 3, alors pourx E DflV, 1D+IV =
Or, si dim1(IV/G) = n, dim7V <n —3 et dimTD 2, donc TD + 7V
2 + n — 3 < n = IE(W/G), ce qui contradit la transversalité de D et V. Ainsi,
le disque D nintersecte aucune strate de codimension 3 et on obtient que tout
lacet qui est la frontière d’un disque est contractible dans I7/G. On considère
maintenant le cas où le lacet n’est pas la frontière d’un disque. Si le lacet est
un noeud iion trivial sans intersection, il suffit de partitionner le lacet en un
nombre fini de sections et de choisir pour chacune de ces sections un disque de
W/G dont la frontière contient cette section du lacet ainsi qu’un point commun
10 E i/G à tous ces disques. Pour ce faire, on partitionne le lacet en un nombre
fini d’arcs et on choisit un point arbitraire x e I7/G. Puisque IV/G R’, il
est possible de joindre les extrémités des sections du lacet au point 10 par des
arcs de W/G. On obtient donc des disques contenant 10 dont les sections du
lacet sont contenues dans les frontières. Par le théorème A.0.6, il est possible de
déformer chaque disque de façon à ce qu’il soit transverse aux strates de W/G de
codimension 3 tout en laissant fixe les sections du lacet ainsi que le point 10. Par
l’argument précédent, on voit alors qu’aucune strate de codirnension 3 ne peut
intersecter les disques, qui sont donc dans l//G. Ainsi, chacun de ces disques est
contractible au poilit r0 dans 17/G. Le lacet initial est alors hornotope au chemin
trivial en 10. Si maintenant le lacet possède un nombre fini d’intersections, il suffit
de considérer successivement les boucles fermées du lacet. Ces boucles sont soit
des lacets simples ou des noeuds sans intersection. Puisque chacune de ces sections
est contractible, l’ensemble de ces lacets est aussi contractible. Ainsi, tout lacet
de W/G est contractible et donc le groupe fondamental de l/G est trivial.
Or, 7ri(T7/G) = {0} est une contradiction car on a ainsi un revêtement non
ramifié à feuilles : l1/H ,‘ lÏ7/G avec ni(lI7/G) = {0} (voir j19]). On
doit donc avoir que H = G. Cependant, puisque l’espace d’orbites est une variété
lisse, par la proposition précédente, il ne peut y avoir de réflexion. G est donc
généré par des pseudo-réfiexions. D
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Avec une classificatioll des groupes finis générés par des pseudo-réfiexions, on
obtient la réciproque de ce résultat. Puisque cette approche est laborieuse, on
omettra la preuve qui se trouve dans l’article de Mikhaïlova [18].
Théorème 4.2.3 (Mikhaïlova). Soit W un RG-modute de dimension n > 3
avec G un groupe fini. Si te groupe G est généré par des pseudo-réflea ions, alors
W/G W.
DÉMONSTRATION. Voir j18]. D
4.2.1. Théorème de Sylvester
On utilise le résultat de Procesi-Schwarz pour donner une démonstration du
théorème de Sylvester. On considère le groupe des permutations de n éléments
S, qui agit sur W via l’action naturelle qui consiste à permuter les coordonnées.
Pour cette action, l’algèbre des polynômes Sa-invariants est générée par les
polynômes symétriques élémentaires
=
J1<J2<...<J
pouri=1,2,...,n:
12 x) = xi + £2 + 13 + ... + X
u2(rï,c2,...,r)iii2+.rii3+... +IIIn+12X3+...+Xn_1Xr
u3(xi, ï2 xv,) = 11121:3 + 1112X4 +
... + I71_21r?_1,Crj
=
On peut aussi trouver un autre ensemble de générateurs donnés par
=
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pour chaque i = 1,2. n
TitI1, x1) = Xi + 12 + +3 + ... + I
9 2 9
3(X1, 12 = + x + .c + ... + x
D’ailleurs, les formules de Newton-Girard (voir [31]) iious permettent d’écrire
ces polynômes en fonction des polynômes symétriques élémentaires. Par exemple,
r1 = u1, r2 = — 2u2 et - = — 3u1u2 + 3u3. De plus, les polynômes {Ti, ..., r}
sont algébriquement indépendants. Ainsi, R[x1, 12 = R[ry, ..., T,7] et en
prenant l’application p(xi, 12 .r,,) (r1(x1, r2, •..,x,,), ..., r7(x1, 12 ru)), on
obtient la matrice Grad définie sur X
Grad(p(xi r,7)) =
1 1 1 1 1 2x 3x
9 n—12x 2.r2 2x3 2x,, 1 2x9 3x ru;2
0 0 0 7 0 n—13x 3x 3xj 3x; 1 2x3 3xj nx.3
nx nx1 nx? 1 2x 3x nx
,) 2r(x ) ... nr,_1(x1 n)
2r1(xi ....,x,) 4r2(xl ) ... 2nr,(x ,...,x)
n (x i;) 2ii T (Ii, ...,x) . 2 2_2(1
= (J +J_2(.r1
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avec la notation r(x;, 12 ....,i)
= Z1 .c pour j = 0, 1, 2. 2n — 2. Or cette
matrice est semi-définie positive si et seulement si la matrice suivante est senii
définie positive
r) r1(x1 x)
) T(Xl fl) ... ..., x)Bez(p(xi :=
) T71(il, ...
qui est appelée le Bezoutien de P(1i ,...,x).
On a donc du théorème principal que
X
=
{y E R’1Bez (y) 0}
Avec ce résultat, on donne une démonstration du théorème de Sylvester
Théorème 4.2.4 (Sylvester). Soit f(x) un polynôme
à coefficients réels avec racines {di a}. Les racines de f sont tontes réelles
si et seulement si Bez (b1, b2, ..., b) > 0.
DÉMONSTRATION. Soit f(i) = (x — cvi) (x — 2) (x — un polynôme à
coefficients réels avec {ai,a2 c} comme racines. Alors
+ (12 + ... + + ... + (1)T?(n 2
=
.v’
— u1(ù1, ..., )1n_1 + j2(1, ..., )x’2 + ... + (—1)u(ù1, ..., c)
et les coefficients de f, à signes près, sont b, = 2, ..., a) pour i = 1,2, ..., n.
Avec l’application polynomiale p = (r’, r2 r) et Imp = X = {y E WBez (y)
0}, les racines de f sont toutes réelles si et seulement si
j)(di, 2 c) E X Bez a)) = Bez(bi, b2 b) > O
D
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Par exemple, pour n = 2, le polynôme J(x) .r2 — bx + c a toutes ses racines
réelles si et seulement si
(To(Qi,Q2) Ti(Q1,Q2)
Bez(b. c) =
Ty(Qi, Q2) r2(Qi, Q2)
/2 b N
= I 1>0
b 1)2 — 2c)
D1=20
D2=b2—2cO
D12 = b2 — 4c 0
Or
f b2 > 2c>O sic> 0
b2—4cO= — — —
— b2—2c0
1b2 0> 2c si c <0
On obtient donc le discriminant A = b2 — 4c d’un polynôme de degré deux qui
permet de détecter si ses racines sont toutes réelles.
Chapitre 5
EXEMPLES
Dans l’introduction nous avons présenté quelques exemples d’espaces d’orbites
donnés par des inégalités. Maintenant, on utilise le théorème de Procesi-Schwarz
pour obtenir ces inégalités. Pour utiliser ce résultat, nous devons d’abord trouver
des polynômes générateurs de l’anneau des polynômes invariants. Pour ce faire,
on utilise ici le logiciel MAGMA qui nous permet en plus de trouver les relations
entre ces générateurs. Bien que l’utilisation de ce logiciel soit transparente dans
cet exposé, un exemple d’utilisation du logiciel est fait en annexe B qui montre
comment obtenir ces générateurs ainsi que leurs relations.
Exemple 1 : R2/$2
On considère l’action du groupe des permutations de deux éléments, $2 sur
le plan réel R2. Soit $2 {e, } avec e l’identité. On définit l’action de c sur un
point (x, y) e R2 par
c. ( ) ( .r)
Avec le logiciel MAGMA, on obtient les générateurs homogènes de l’algèbre
des polynômes $2-invariants sur R2, p(x, y) = .r + y et p2(x, y) xy. Ainsi,
R[r, yjS2 R[x + y,
et l’application p(x, y)
=
(x + y, iy) nous donne le diagramme commutatif
R2_‘
R2/S2
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Leusemh1e X dollué par des inégalités que Fou se propose de déterminer.
est homéomorphe à Fespace d’orbites R2/S2. On construit rilaintenant la matrice
Grod
(x.y) pi (.r.y) 8pi (x.y) p1 (ry)
Grad (p(x
,)) = Or Oy ÙxOp(x.y) 0P2(’.Y) 0p2(.ry) 0p2(r.y)
ar Or
= (i i . (i
\y r) \i x
(2 x+y
—
x+g c2+y2
Comme Pi et P2 sont algébriquement indépendants, i.e. ciu’il n’y a pas de
relations algébriques entre eux, l’idéal des relations I < R[y1, y2] est trivial et
alors Z V(I) = V(0) = R2 .Avec la substitution
u
ii := p2(x, ) =
On obtient la matrice Grad pour chaque (u, y) e Z R2
(2 u
Grad(u,e)= I
u2—9v
Ainsi, ijar le théorème 4.1.2, l’espace d’orbites R2/32 est homéornorphe à
X
= { (u, e) R2 GraU (u, e) > 0}
Or GraU (u, e) > O si et seulement si det(Grad (u, r)) = 2u2 — 1v
— u2 = u2 — 1v >
0. Donc l’espace d’orbites R2/S2 est homéomorphe à
X = {(u. e) e R2u2 — 4v 0}
Comme (y. e) û. tx. y) = (.r. y) si et seulement si .r = y. on obtient les deux
strates de R2 pour cette action
(R2)ts2)
= A = {(.r,x) e R2}
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/
j 4
FIG. 3.1
(R2)(e) {(1, g) E R2 x g}
On remarque que l’image par p de la diagonale A est la frontière de X, soit
la courbe y u2. En effet, p(r, x) = (2x. x2) pour tout (y, x) E A. Donc
(R2/S(S2) {( y) E R2 4v = u2}
Quant au complément de la diagonale, il est envoyé dans l’intérieur de X. En
effet, si I g. alors p(.c. g)
=
(x + g. .ry) et O < (x
—
g)2 r2 + g2
—
2.ry
mg < r2+y2 4 < = (x+y)2. Donc (R2/S2)(e) {(v) e R2
4v < u2}. On obtient alors des strates de l’espace d’orbites qui sont des variétés
lisses de dimension 1 et 2.
Exemple 2 R3/S
On considère maintenant l’action du groupe 53 sur R3 (lui permute les coor
données. Pour o E 53 et (xi,x2,.r:3) E R3,
(, 1, I3) = (1—1(i), 1u’(2)’ I_1(3))
Par exemple, la permutation (1 23) E 3:3 agit sur R3 comme
(123) .(i,g,z) = (z.x.g)
Pour cette action. des générateurs homogènes de l’algèbre des polynômes S3-
invariants R[x. g, z]9 sont donnés par
y. z) = ry + .rz + yz
p3(d’. g. z) = .vgz
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Puisque ces éléments sont algébricuement indépendants, Z = V(O)
Avec 1 application polynomiale
y. z) (pi(’. y. z).p2(c, y. z),p:r, y. z)) (i+ y + z. .ry + iz + yz. xyz)
on obtient la matrice Grtid définie sur X
1 1 1 1 y+z yz
+y 1 x+z ‘z
uz Iz xy 1 ï + y xy
u
= ?2(’. y. z) = ;y + rz + yz
w := p3(l, y, z) = xyz
On obtient la matrice Grad définie sur Z = R3
3
Graci (‘u. e, w) = 2’u
V
L’
ttv — 3w
12
— 2’luc’
Ainsi, les points de X sont les points (u. e. w) de R3 tels que la matrice
Grad (u, ‘e, w) est semi—cléfinie positive, i.e.
3
G’rad (u, e, ‘w) = 2u
e
it’e
— 3w O
— 2e w
G’rad
(p(x.
y, z))
3 2.r+2y+2z
= 2ï+2y+2z (x+y)2+(ï+z)2+(y+z)2
9 9 9 9 9 9
xy+xz+yz 1y+ïy+yz+zy+1z+zx
En effectuant la substitution
‘u
xy + ïz + ‘yz
9 9 2 9 9 9ïy+ïy+y z+zy+xz+z-i
9 9 9 9 9 9
ï-y- + i-z- + y-z-
2 u
211,2
— 2e
‘11V — 3w
2e
2iz2
— 2e
‘uV — 3w
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si et seulement si, pour D1 le déterminant du mineur principaux M de Grud (u. ‘. u’).
D1=3>0
D9 = 2(u2
— L’) >0 — L’ O
D î —2vw O
D12 =2(u—3t’) >0’u,2—3v0
D13 = 2(v2 — 3uu’) > O y2 — 3vw O
3 3D9:3 = u-v — lu w — 2v + lOvu’w — 9w- > O
2 ‘3 3D193 = uv — 4u w — 4v — 27w- + 1$uvw O
L’espace d’orbites R3/$3 est donc homéomorphe aux points (u, y, w) e R3 tels
que
3, > O
t’2 — 3uw > O
u2y2 — 4u3w — 2v3 + l0vuw — 9w2 > O
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‘3 3 9
— 1w w — 1v + l8uvw — 27u’ > O
Cette action stratifie l’espace R3 en trois strates. Soit X1 = {(ï, y, z) e R3
ï, y et z tous distincts}. Alors ($3)p = {e} pour chaque p e X,. Soit X2 =
{(ï,ï, y) e R ï y}. Pour chaque point p e X2, G1 := ($3)p = {e, (1 2)}.
De même, pour X3 = {(ï, y, x) e R3 x y} et X4 = {(y, ï, ï) e R3 I
on trouve les groupes d’isotropies respectifs G2 := {e, (1 3)} et G3 := {e, (2 3)}.
Finalement, pour X,5 = {(x, ï, ï) R:l}, le groupe d’isotropie associé est $3
Comme (13). (12). (13)—’ = (23) et (23). (12). (23)—’ = (13), les trois groupes
G1, G2 et G:i sont conjugués et ainsi (G,) (G2) (G:3). Il y a donc trois types
de strates : (R:l)(e) = V (R3)tct) = 19 U 13 U X4 et (R3)t5’ X5.
Pour chaque (ï. ï. ï) e X5. son image par p est p(ï, r, ï) = (3.r. 3,,:2 r3)
Ainsi, l’image de 15 par p est une variété lisse de dimension 1 donnée par
p(X5) = {(ï, ï2. ï3) e R I ï E R}. Donc. (R:l/S:3)(83) p(X5). De même.
l’image par p d’un point de X2UX:3UX4 est de la forme (2ï+g, ï2+2ïy .2g) e R3.
La strate de 12 U X3 U X1 au niveau de l’espace d’orbites est donc (R3/$:i)’
{(2ï+y, ï2+2ïy. r2y) e R3 ï. y E R}, une variété de dimension 2. Finalement, la
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{ (2x+g, x2+2xy, i2y) e R3 I x.: e R}, une variété de dimension 2. Finalement, la
strate ouverte et dense de R3/$3 est (R3/S:3) X\(p(X5) Up(X2 U X3 U X4)).
Exemple 3 M2(R)/D4
Soit D4 le groupe des isométries du carré. Cette fois-ci, on le fait agir sur
M2(R), l’espace vectoriel des matrices 2 x 2 à coefficients réels, par conjuguaison.
Ainsi, pour chacïue A e D4 et M E
Avec la base de M9(R)
A• ii AMA
(‘o” (o”\ (00
e1 I,e2 I I,e:3= I
\00) \00J
‘Q0
que l’on identifie à la base canonique (le R4 via
to o
,e4=
t\0 1
1
o
e1
o
o
o
1
eo
o
o
o
o
e3
1
o
o
o
e4
o
1
l’action des éléments de D4
(1 o’\ (O 1” ., (—1 0
•
(o —1
e= ,p I I ‘P= I I ,P = I
\.0 1) —1 O) \0 —1) ‘Q O
(1 0 (o i\ (-1 o\ (0 -1
Jrr l’t3I L°-I
O —1) \\1 O) kO 1) \\1 O
sur if (R) correspond à la multiplication matricielle des éléments respectifs sui
vants sur R4
1000 0001 1000 0001
0100 00 —10 0100 00 —10
0 0 1 0 0 —1 0 0 0 0 1 0 0 —1 0 0
0001 1000 0001 1000
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10 00 0001 10 00 0001
0—100 0010 0—100 0010
O 0 —1 0 0 1 0 0 0 0 —1 0 ‘ 0 1 0 0
00 01 1000 00 01 1000
Par exemple,
ta b\ (cl (3
t I •p’=p•(aei+be2+ce3+de4)p’=
\,cd]
où les entrées sont données par
Cl 0 0 0 1 (t
/3 = 0 0 —1 0 b
6 0—100 c
1 0 0 0 tI
Avec MAGMA, 011 obtient pour l’algèbre R[x, y, z, w]1 les générateurs
y z, w) = x + w
p2(.r, y. z, w) = r2 + w2
p3(vgw)=y2+2
p4(x, y, z, w) = yz
p5(x, y, z. w) = xg2 + wz2
qui, cette fois-ci. ne sont pas algébriquement indépendants car
— + PP + PiP;P
—
+ — 2pp O
Or. ceci est la seule relation entre les générateurs et donc
I =< —yy + yy + yy3y5
— y, + — 2y2y > R[y1, y Y5]
et
Z V(I) = {(yl,y2,y3,y1,y5) e R5 = 01
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On obtient la matrice Gïad sur X
1 0 0 1
1 2x O O y
2x 0 0 2w
O O 2y z 2xy
Grfld (p(i, y, z, w)) = O 2’y 2z O
O O 2z y 2zw
O z y O
2 9 9, 2
1 2g O O z2
y xy zw
2 2(x+w) O O y2+z2
2(x+w) 4(x2+w2) O O 2(xy2+tvz2)
O O -I(y2 + z2) 4yz 1(xy2 + wz2)
O O 1yz y2 + z2 2(xyz ± yzw)
‘) ‘)
-1 ‘J •i ‘J ‘)y + z 2(xy + wz) 1(.ry ± wzj 2(zyz ± yzw) y + 4ry ± 1zu + z
En posant y = j(X. y, z, w), on obtient la matrice Grad définie sur Z
2 2y O O Y:3
2y 4Y2 O O
Grcl,ct(yl,y2....,y5)
= O O 4y3 44
O O 4j 2Y1YI
2y 1y 2Y1YI y — 2y + 1yiy — 2yy3 + 2Y2y:3
Soit D1 le déterminant du mineur principal M1 de la matrice Grad(yi, Y2 y3 gI, ys).
Alors pour (yi, Y2
...,
y5) Z, il y a maintenant 31 inégalités provenant des 31
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déterminants D, pour ØØI Ç {1, 2. 5}, qui définissent rsemb1e X.
(
D1=2O.D2=4yO.D3=4ysOD4=y3O
D5=y-2yj+4y1p5-2yy3+2y2flO
D12 =8pj-4y?O, D=8y3O, D14=2y3O
D15=y-4y+8y1yjs-4yy3+4yflmO
Dn=16yO, Dj=4p2y3O, DM=4y3-l6yjO
D1j=32y2y3-16yy3O. Dj=8y2y3-4yfr3O, D1M=8y-32yjO
-474y+8y-16yy5+8yy3 O
D234=4y2(434—l6yj)O
D= 16p4-32l4pjy+64 y5-32y +32yy-64y2yg-16y3yg O
O
D = 16y2y - 64jfy2y3 + 128yy3y1y5
-
96yayÇ’y + 64yy3 - 128y2y - 32ysy
O
D1 = 424 - l6yjy2y3 + 327ay3y1y5 - 24p.ay?y! +1644 - 32vwM
-
8ys4
-44x4 + 8yayft4 - l6ysyfy5 + 8h44 + 16x44 + 8y3y1y5 O
D15=44-3244+324fl-16y4+16y4+324+644-644yy3-32y3% O
= 16y2y - 96zj44 + 6424y1y5 - 32y2yf4 +3244 + 64y3y4
+128y2y - 12844 - 642y4 -1644+6444 O
D1 = 32y1y54 + 128y24y1y5 + 256yy3y
-
128y1y5y34 + 16jy +6444
+256yw1 - 3244 + 128y4 - 256yj%y
-
128ijj44
- 96y2y4 - 128pjy34
-6444 -6424% + 64yfys4 -1644+3244
- 1284y + 9644% O
“s
On s’intéresse maintenant à la stratification de cet espace d’orbites. Tout
d’abord, on voit que pour une matrice générique de M2(R), sou orbite est coin-
posée de quatre points
ta b\ f d -b f a -b fd
II 1.1 letI
\c d) \-c a) -c d] b
ta b
Il suffit en effet de faire agir sur la matrice ( I les éléments du groupe p,
\C dJ
o et o respectivement. IDe plus, on voit que le groupe d’isotropie minimal est
composé de deux éléments qui agissent de manière triviale sur 1112(R) t e et p2.
Ensuite, les ensembles
a b
e M2(R) a,b eR}
—b aj
a O
eA12(R)Ia,UCR}
\\O ci)
_( b E]I2(R)a,béR}
\b a)
sont invariants pour les groupes respectifs G1 {e, p, p2. p3}, G2 = {e, p2,
et G:3 = {e, p2, d, u,s}. Comme ces groupes ne sont pas conjugués entre eux, on ob
tient les strates de A19(R) t Af(R)(G1) = ]f()(G2) = X2 et M2(R)() = X3.
Avec l’origine, qui est la strate M2(R)(D1) et M2(R)(e) R2\({o} u X1 u X2 u X3),
il y a donc cinq strates de M2(R).
Pour avoir les strates au niveau de l’espace d’orbites, on regarde l’image de
X1, X2 et X3 par p
p(X1) = {(2a, 2a2, 2b2, _2, 2ab2) e R a, b e R}
p(X2) = {(a+d,ci2+d2,O,O,O) E R5 a,dR}
p(X:3) = {(2a2a2,2b2,b2,2ab2) E R5 a,b E R}
Donc, (M2(R)/D4)(D4) = {O}, (M(R)/D4)(G1) p(Xi), (A12(R)/D4)(G2)
(M2(R)/D4)t03 et (DI2(R)/D4)( X\ ({O} Up(Xi) Up(X2) Up(X3)).
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Exemple 4 :
On fait maintemant agir D4 sur l’algèbre de Lie [2(R) par conjuguaison. En
effet,
ta b[2(R) { f J a,b,c R}
\C —C]
est l’espace vectoriel de dimension 3 formé fies matrices à trace nulle ayant comme
R-base
t’ o\ (Do
=
e e3
= f
\O1J \O0) \j0
Pour ces bases, la représentation matricielle de l’action des éléments de D4 sur
9(R) que l’on identifie à R3 devient
100 —10 0 100 —10 0
e= 0 1 0 ,p= 0 0 —1 ,p= 0 1 0 ,p3= 0 0 —1
001 0—10 001 0—10
10 0 —100 10 0 —100
u= 0—1 0 ,o,= 0 01 ,o= o—Ï o etu4= 0 01
00—1 010 00—1 010
Les générateurs de l’algèbre des polynômes D4-invariants sont
pi(x, z) = r2
p2(.r,y,z) =
, z) =
p4(X, y, z) = .ry2 — xz2
qui sont liés par la relation
h(py,p2,p:3,p4)
= PiP
— 4pp
—
= O
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Donc. Z = V(< h >) C R4 est mie surface de R1. La matrice Grad définie sur
X est donnée par
2.c O O
O 2g 2z
2x O O y2—z2
Grad (p(i, y, z)) O 2y z 2xy
O z y
O 2z y —2iz
— z 2iy —2xz
4.2 O O 2(iy2 — xz2)
O 4(y2 + .2) lyz 4(2 — z2)
•) 9O lyz z±y- O
‘ ‘) 9 4 4 ‘ 2 0 92(y—iz) 4(.y—iz) O y +z —2y+4i’(y+zj
rec les substitutions
u := ?i(X, y, z)
t’ := po(I, y, z)
w p3(x, y. z)
s p4(x. y, z)
On obtient la matrice Grad définie sur Z
lu O O 2s
O 4v 1w 4s
Grad(uv,w,s) =
O 4w t’ O
0 92s 45 0 v — 4w + luv
Avec D1 désignant le déterminant mineur principal Iii1 de Grad (u. y, w. s), il
y a maintenant 15 inégalités provenant de ces déterminants. En voici quelques-
unes
D1 = lu> O
D2 = 4v O
D12 = 1611v > O
D12:3 = 161L(t2
— lie2) O
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Il est à noter que [2(R), les matrices de trace mille, est en fait la variété affine
de M2(R) donnée par V(;1 +14). Ainsi, par la proposition 2.4.2, on s’attend à ce
que s2(R)/D4 M2(R)/D4 fl V(xi + xi). Or, avec xi + ii O, le premier des
polynômes générateurs de R[M2(R)]D1 que l’on a trouvé, pi(xÏ,12, x;, 11) ii +
14, est identiquement nul. Avec la contrainte additionnelle y = O, les inégalités
que l’on a donné servant à définir l’espace d’orbites iI2(R)/D4 deviennent
4u O
D 4j O
D2
—
$ O
D03 32Y:3Y2 > O
9 9D1234 32y2(y — 4) O
Avec g ‘u, y3 y et y = w, on retrouve des inégalité équivalentes à ceux
énumérés pour l’espace d’orbites s[2(R)/D4.
On détermine maintenant les types d’orbites de cette action sur [2(R). Tout
d’abord, on voit que les éléments du groupe e et p2 agissent trivialement sur
[2(R). Aussi, l’orbite d’une matrice générique de [2(R) est composée de quatre
points
ta b t-a -c t a -b t-a
I I I I . et
\c _aj \—b a) —c _a] b u
en appliquant respectivement p, o et u.
Or,
ta b\ ta b
n’t J=I
V _aJ \c —a
si et seulement si (Z = O et b —e.
ta b ta b
1=1
\\C _a) \c —a
si et seulement si b = e = O. Et
ta b\ ta b
1=1
\c _a] V —a
si et seulement si a = O et b = e.
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On obtient donc pour G1 {e, p, p2, p3} , G9 = {e, p, u, u} et G3
{ e, p. u, o}, les strates de dimension 1
X1 = ([2(R))°)
=
O b
b e }
—b O
ta 0
X2 = (s(R))(G2)
= { b e R}
0 -aj
([(R))(
=
(o Ï)
b e R}
\b O)
Avec les strates (sr9(R))(’) = {O} et (s[2(R))(eP) = [2(R)\({0} u X1 u X2 u X:3),
on obtient donc cinq strates de [2(R) .Avec l’application polynomiale p(a, b, c) =
(a2, b2 + e2, bc, ab2 — ac2), on obtient les strates de l’espace d’orbites
(sl(R)/D)(G1) {o}
p(X1) = {(O, 2b2, b2, 0) e R4 lb E R}
(t2(R)/D4)(2) p(X) = {(a2. 0,0,0) e R1 a R}
p(X) {(O, 2b2, —b2, 0) e R4 b e R}
([2(R)/D4)(eP) Z\ ({0} Up(Xi) Up(X2) up(X3))
Exemple 5 R2/D
On considère l’action sur R2 du groupe dihédral D27,, soit le groupe des ré
flexions et rotations d’un 2n-gone régulier dans R2. Comme on a vu pour D4, ce
groupe est généré par la réflexion et la rotation
t \ t r1 cos(-) sin(—)
o _i)
‘ k\—sin() cos()
Un système de générateurs de l’anneau des invariants est donné par
pi(x,y) = e2 + 2
p2(’.y)
=
(‘)(_1)i.27_2i2J
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qui sont cieux polynômes sans relations algébriques (voir par exemple [7J). On
obtient la matrice Grad sur X
GraU (p(x,y)) =
— ( 2x
— Zd () (2n - 2j)(-1)Jx22J’y2] () (2j)(-1)x223y2’
• (21; ()(2n - 9j)(_1)3x2n2y2i
2y () (2j) (— 1)ix27t_2]y23_l
— ( 4(r2 + y2) 1n ()(_1)]x2T_2]y2])
— 4n (0 () (_1)312n_2Jy2J) 4n2(r2 + y2)2fl_l
et donc en substituant par
n := pi(x, y, z)
r := P2(1, y, z)
on obtient la matrice GraU sur Z
t 4uGraU (u,v) = I
t\4nv 4n2u21
Par le théorème principal, (u, r) E X si et seulement si
4u > O
> o
16n2(u2 — U2) O
Ainsi.
R2/D9 X = {(u, r) E R2 u > O et u2fl — r2 > O}
Exemple 6 :
On considère l’action du groupe G = O,, des rotations du cube sur R3. Ce
groupe, formé de 24 éléments, est généré par les éléments suivants
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—100 —100 10 0 010
0—10, 0100—10.—100,
0 01 00—1 00—1 001
00—1 100 010 00—1
010 ,001,001,—100
100 0—10 100 010
Pour plus de détails sur ce groupe et cette représentation, on réfère le lecteur
à j13J. On obtient pour cette action sur R3 les polynômes générateurs de l’anneau
des invariants
p1(x,y. z) = + y2 + z2
P2(1, y, z) = + y1 + z4
?:3(X, y, z) = r6 + y6 + z6
y, z) x5y3z — 15yz3 — y5z + 13yz5 + 1y5z3 — xy3z5
Ces polynômes sont liés via une seule relation algébrique
19 1- 59
l(?1,P2,P3,Pd) = —?i + — PiP3 —
134 1133 1739 25),
+ PiP2P3 +
—
1p1p — PPP3
—
+ + pP3
— —
= O
Donc, Z = V(< h >) = {(yl,y2,y3,y4) R4 h(y1,y2.y3,y4) = 0} et la
matrice GraU sur X est
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2r 2g 2z
2x C
4x3 43 4z3
Grad(p(x,y,z)) - - - 2y 4g3 6g561D 6g 6z
2z 4z3 6z5 y
c
2(x2+y2+z2) 8(;4+y4+zt) 12(x6+y6+z6) 186
— 8(x + y1 + z4) 16(x6 + y6 + 6) 24(x8 + y8 + z8) 20e
— 12(x6 + y6 + 6) 24(x8 + g8 + z8) 36(x’° + y’° + z’°) 6
186 20e 6 g
où
5x4y3z
— 5xtyz3 — 3.r2y5z + 3x2yz5 + y5z3 — y3z5
= 3x5y2z
— x5z3 — 5x3y4z + x3z5 + 5xy4z3 — 3xy2z5
7 x5y — 3x5gz2 — x3y5 + 5a*3yz4 + 3xy5z2 — 5xy3z4
6 = y3 z — x5yz3 — y5z + x3yz5 + 1y5z3 — xy3z5
e iTy3z
— 7yz3 — y73z + y7xz3 + zTi3y — z7xy3
= 5(iy3z
— x9gz3 — y9x3z + y9xz3 + z9x3y — z9xy3)
+ 3(—x7y5z + 17yz5 + y7 z — g7xz5 — z7xy + z7xy5)
g = —30x4y4z8 + 3xty’°z2 + 3x2g10z4 + 12y8z6 + 3x4y2z’°
+ x2y6z8 + 3x2y4z1° + x8y6z2 — 30x8y4z4 + x6y8z2
+ 22x6y4z6 — 30x4y8z4 + 22x4y6z6 + 18y2z6 + 22a6y6z4
+ x6y2z8 + x6y’° + .c’°y6 — 2x8y8 + .r6z10 + x10z6 — 2x8z8
+ y6z’° + y’°z6 — 2y8z8 + 3x’°g2z4 + 3x’°y4z2
0f,
8 8 8 14 4 1(x + y + z ) = + pip3 — PjP2 + P2
10 W 10 1 r 5 5 5(x +g +z
e
=
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p1 +
Q = — PP2 + ?P3 + — 7pp2p3 — 1Opp
+ + 14ppp
— ?2P
—
Donc, en subsituant par
u := p1(.r. g. z)
y := ?2(. . z)
w :=p3(i.y,z)
s :=p1(x,g,z)
on obtient la matrice Grad sur Z
2u 8v 12w 1$s
8v 16w 1(u4 + $uw — 6u2v + 3v2) 2Ous
12w 1(u4 + 8uw — 6v2v + 3v2) 6(u5 + 5u2w — 5ub’ + 5t’rt’) 6(u2s + 1vs)
1$s 2Ous 6(zr2s + -frs)
où
=
— j6y
+ +
—
— 10u2e3
+ u2w2 + 14uv2w — vw2 —
Voici quelques inégalités provenant des déterminants des mineurs principaux
de Giad (u, t’. w. s).
D1 = 2ii. O u > O
D9 = 32(uw
— 2v2) > O uw — 2v2 O
D123 32(—lOu6w — 34u3w2 + 90u4vw + 222uvtc’2 — u9 + l2uTv — 5+u5v2
— 252u2v2 w + 96IL:lvl — 9v + 12wv3 — 72w1) o
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D1234 $(2920u8vw3 — 18026w16L’4 — 7788u7L’2w2
— 1800u°s2e + 936wu5s2
+ 719872e3 w3u2 + 1244u9vw2 + 16026wu4e5 — 25040u3w2e4 — 732n2 wv6
— 12692u4w3v2 + 266wu’2 e + 3072u3w4e + 8560wu8v3 — 2100wu’°e2
+ 222 16u5w2e3 + 612ut’5w2 + 2592u4v2s2 + 1296w2vs2 — 144w2u2s2
4 3 ‘) 11 ) 14 8 3
— 8028uew — 1512wu se — 1728uwvs
— i6u w — l4wu — 228îi w
— 356u5w4 + 2$8u8s2 + 22u’5e — 208u’3v2 + 1084n”e3 — 3284n9v4
+ 5502u7v5 — 4O92u5L’6 + 264u3e7 + 9îzv8 — H4v4w3 — 12v7w + 72e4s2
— u17 — 144u2w5 + 1296vw5) O
Pour déterminer les types de strates, on se réfère au tableau suivant qui re
groupe les élérnent.s du groupe des rotations du cube ainsi que leur action sur un
point (x. y, z) e R3 par classes de conjuguaisons
C1 {gi (r,y,z) (.y,z)
(‘,y,z) = (—x,—y,z)
C2 g3 (x,y,z) (—x,y,—z)
g4• (.v, y. z)
=,
(x,
—y, —z)
g5 (x, y, z) = (—g.i, z)
g• (.ry,z) = (y,—x.z)
C,
g7• (x,y,z) = (z,y,—x)
g8 (x,y,z) = (—z,y,x)
g9 .(x,y,z) = (x,—z,g)
g10 (x’g. z) = (x.z, —y)
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91i (.r,y.z) = (—.r.z.y)
g12.(x,y,z)=(—z,—y,—.c)
g13
.
(x, y, z) = (y. i. —z)
gi (.r, y, z) = (—y. —.r. —z)
915• (x, y, z) = (—c, —z. —)
916 (i, y, z) (z, —y. x)
gir (x,y, z) (—z, —x, y)
9is (x, y, z) = (z, ï, y)
919 (ï, y, z) = (—y, z, —ï)
g2o (ï, y. z) = (y, —z, —ï)
9i (ï.y,z) (—z.ï. —y)
g22 (ï, y. z) = (z. —.z. —y)
g2(c,y.z)=(y.z,x)
924rn (x,y.z) = (—y.—zc)
En notant les sous-groupes suivants G1
= {gl,g2.g5,g6}, G2 = {gl,g3,gz,gs}
et G3 = {gi, g, g9, gio}’ n voit du tableau que
(R3)<°’> {(0,0,x) E R3 o ï E R}
(R3)<G2>
— {(OxO) E R 0 ïE R}
(R3)<G3>
= {(x.0.0) e R3 0 ï e R}
Or, ces trois groupes sont congugués. ils forment donc une même strate
X1 (R3)’ {(0. 0. ï), (0.ï. 0). (x.0.0) R O .r e R}
Ces strates correspondent en fait aux axes de rotations ï. y et z de R3.
La seconde strate est composée des six axes de rotations selon les axes reliant
les milieux d’arêtes opposés du cube. Ou observe en fait que
(R1)” = {(0,ï,ï) E R3 I O ï E R}
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(R:3)91
— {(i,0,—.r) e R3 ce R}
(R3)9’ = {(.r. r. 0) e R3 0 c e R}
(R3)911
= {( —r O) e R3 O .c e R}
= {(0, .r, —r) e R3 O x e R}
(R3)’°
=
{(x, 0,x) e R3 0 x e R}
Or, CCS S1X éléments 911, 912, 916 d’ordre deux sont tous conjugués et donc
X2 =
{(0,x,x),(x,0.—x),(x.x,O),(x,—x,0),(0,x,—x),(.r,0,x) e R3 0 .rE R}
Pour les éléments 917 à 924, seulement gi et g3 ont des points non nuls de R3
(lui sont laissés invariants par l’action du groupe. Ainsi,
X3 = (3)t91s.Y23)
= {(i,i,i) e O .rc R}
Avec la strate correspondant à l’origine et celle ouverte et dense dans R3 corres
pondant à (R)), il y a donc cinq strates de R3 pour cette action.
Avec l’application polynomiale
y = (r2+y2+z2 r1+g1+z4 r6+y6+z6 x5y3z1.5yz3r3y5zx3yz5+Iy5z3cy3z5)
on obtient l’image des strates (le R3
p(X1) = {(x2.x1,x6,O) e R4 0 x e R}
p(X2) = {(2x2, 2.r1. 2x6, O) e R4 I O x e R}
p(X:3) {(3r23.c43c60) e R4 O .rC R}
Donc,
(R3/G)tG) {0}
p(X1)
(R3/G)(91
(Rl/G)(d18923) p(X3)
(R3/G) Z \ {{O} UJ)(X1) Up(X2) Up(X)}
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Armexe A
ENSEMBLES STRATIFIÉS ABSTRAITS ET
TRAN$VER$ALITÉ
Dans cette section, nous introduisons des outils qui sont nécessaires pour
la démonstration du théorème de Shvartsman. On retrouve l’ensemble de cette
section dans [20].
Définition A.0.2. Une stratification d’un espace topologique A est une partition
localement finie Z de A en variétés connexes C’, appelées tes strates de Z, qui
satisfont ta condition de frontière : si X et Y sont deux strates disjointes de Z
telles que X intersecte ta fermeture de Y, adh Y, ators X adh Y, que l’on note
X<Y.
La paire X = (A, Z) est appelée un espace stratifié. L ‘union des strates de dimen
sion < k est appelée le k-squelette, dénoté par Ak, induisant un espace stratifié
X’ = (A,Z,4k).
Définition A.0.3. Soit X (A, Z) un espace stratifié. Un objet sous-stratifié de
X est un espace stratifié W = (W, Z), où W est un sous-ensemble de A, tel que
chaque strate de Z est contenue dans une seule strate de X.
Définition A.0.4. Une applzcation stratifiée f : X — X’ entre deux espaces
stratifiés X = (A, Z) et X’ = (B. Z’) est une application continue f : A — B qui
envoie chaque strate X de X dans une unique strate X’ de X’, telle que la restric
tion f Ix : X X’ est lisse. L ‘application f : A —* B est un homéomorphisme
stratifié si f est un homéomorphisme et si chaque •f Ix est un difféomorphisme.
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Définition A.0.5. Soit X = (A. Z) un espace stratifié. On dira qu ‘une famille
F {(nx, Px, I)}xE est un système de données contrôlant pour X si pour
chaque strate X e Z
(i) T est un voisinage ouvert de X dans A (appelé voisinage tubutazre de X).
(ii) ltx I — X est une rétraction continue de I sur X (appelée project2on
sur X).
(iii px [Oœ) est une fonction continue telle que X = p’(O) (appelée
fonction de distance de X).
De plus, pour chaque paire de strates telle que X < Y, en considérant tes restrzc
tions nxy = irxH et pxY = sur Tyy = I n Ty, on a:
(iv) L ‘application (nxy, PxY) : Tyy X x [O, oc) est une immersion tisse.
(u) Pour chaque strate Z de X telle que Z > Y > X et pour chaque z e TyzflIz,
les conditions de contrôle suivantes sont satisfaites
(a) nxy o nyz(z) = xz(z)
(b) pxY o yz(z) = pxz(z)
Définition A.0.6. Soit X = (A, Z) un espace stratifié et F un système de don
nées contrôlant pour X. Si A est Hausdorff localement compact et admet une base
dénombrable pour sa topologie, on appelle la paire (X, F) un ensemble stratifié
abstrait.
Remarque A.0.1. Soit G un groupe fini et W un RG-module de type fini. La
stratification par types d’orbites de T/G satisfait les conditions a) et b) de Whit
ney (voir j21][théorème 4%6, p.1651 pour la démonstration et voir [211, [111
et [291 pour la définition des conditions de Whitney). De plus, la condition b)
de Whitney implique la c)-régularité de Bekka, qui elle, est suffisante pour être
un ensemble stratifié abstrait (voir 120], [3] et [4]). La stratification par types
d’orbites de W/G y détermine alors un ensemble stratifié abstrait.
Définition A.0.Z. Soit X = (A, Z) un espace stratifié. Une isotopie stratifiée
de X, H : A x I A, est une application stratifiée telle que pour chaque
t e I = [0, 1], l’appplication au temps t, H : A —* A, est un homéomorphisme
stratifié de A.
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Définition A.O.8. Soit W = (TV Z) et W’ (W’. Z1) deux objets sous-
stratifiés d’un espace stratifié X = (A, Z). On dit que W’ est une déformation par
isotopie de W dans A s ‘il existe une isotopie stratifiée H : A x I -‘ A telle que
H0 = Id4 et W’ = H1 (W).
Définition A.O.9. Soit X = (A, Z) un espace stratifié et deux objets sous-
stratifiés V = (V Zv) et W = (W, Z,,:). On dit que V et W sont transverses
si pour chaque strate S E Z, les restrictions T/ et 1T/ sont transverses dans S,
i.e pour chaque s e Vs n Ws, T5V5 + T3W9 = T3A.
Théorème A.O.5. Soit X = (A, Z) un ensemble stratifié abstrait et V un objet
sous-stratifié de X. Pour diaque objet sous-stratifié W = (W, Zw) de X et chaque
voisinage ouvert U de W dans A, il existe une déformation par isotopie W’
(W’ Z,47i) de W. transverse à V dans X, telle que TV’ C U.
DÉMoNsTRATIoN. Voir [20]jThéorème 3.8, p.48871. D
Théorème A.O.6. Avec les hypothèses et notations du théorème précédent, si Z
est un sous-ensemble fermé de A tel qu’en chaque point W est tranversal à V,
on peut alors obtenir que la déformation par isotopie H A x I —* A satisfait
= Id pour chaque t E I, ainsi W’ fl Z = W n Z.
DÉMoNsTRATIoN. Voir [20]jlhéorèrne 3.9, p.4890].
Anilexe B
EXEMPLE D’UTILISATION DE MAGMA
On donne un exemple de l’utilisation du logiciel MAGMA pour trouver des
générateurs de l’anneau des polynômes invariants ainsi que leurs relations algé
briques. On présente ici l’exemple du groupe des rotations du cube agissant sur
R3.
Tout d’abord, on travaille avec le corps des nombres rationnels
>Q RationalField()
> Q;
Rational Field
Ensuite, on construit le groupe matriciel 11,13(Q)
> gi := GeneralLinearGroup(3,Q)
> gi
GL(3, RationalFieldO)
On construit le groupe des rotations du dilbe à l’aide des éléments générateurs
suivants
G : sub< gi I E 1,0,0, 0,1,0, 0,0,1 ],
[ —1,0,0, 0,—1,0, 0,0,1 1, E —1,0,0, 0,1,0, 0,0,—1 1,
L 1,0,0, 0,—1,0, 0,0,—1 ], [ 0,1,0, —1,0,0, 0,0,1 1,
L 0,0,—1, 0,1,0, 1,0,0 1, E 1,0,0, 0,0,1, 0,—1,0 ],
[0,—1,0, 0,0,1, —1,0,0], [0,1,0, 0,0,1, 1,0,0],
[0,0,—1, —1,0,0, 0,1,0 ] >;
> G;
MatrixGroup(3, Rational field)
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Generators
[-1 0 0 ]
C 0 -1 0 1
[001]
[-1 0 0 1
[010]
[ 0 0 -1 1
[100]
0 -1 0
[ 0 0 -1 1
[010]
[-1 0 0 1
[001]
E 0 0 -1]
[010]
[100]
[100]
[001]
[0 -1 0]
E 0 -1 0 1
[001]
[-1 0 0 1
[010]
[001]
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[100]
E 0 0 -1 1
[-1 0 0 ]
[010]
Coefficient ring
Rational field
On obtient l’anneau des invariants avec la fonction InvariantRing
>1 InvariantRing(G)
Puis les générateurs avec
> Fundamentallnvariants(I)
E
x12 + x22 ÷ x32,
x1’4 + x24 ÷ x34,
x16 + x26 + x36,
x15*x2’3*x3
- x15*x2*x33
- x13*x25*x3 ÷ x1’3*x2*x35
+ x1*x25*x33
- x1*x23*x35
]
et les relations
> Relations(I)
E
-1/36*f19 ÷ 1/3*frz*f2
- 5/18*f16*f3
- 4/3*f15*f22
+ 13/6*f14*f2*f3 + 11/6*f13*f23
- 17/18*f13*f32
- 25/6*f12*f2’2*f3
- ;/4*f1*f24 + 7/2*f1*f2*f32 + 1/6*f23*f3
- f33
- h12
I
