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ABSTRACT
The surface impedance of tin at 24,000 Mc/sec has been investigated
in the range of temperatures from 2K to 300°K, including both the super-
conducting and normal states, by means of a resonant-cavity technique. The
experimental techniques are described and the data for the normal state
discussed in terms of the theory of the anomalous skin effect given by
Reuter and Sondheimer. Agreement is found between the general features of
the theory and the data, although numerical estimates for the number of
free electrons appear too low. An alternative derivation of the Reuter and
Sondheimer integral equations is given. The superconducting data are
analyzed in terms of a theory which combines the London and the Reuter and
Sondheimer theories. The variation of penetration depth, , with tempera-
ture is found to be in agreement with other determinations. The best value
for No is estimated at 10-5 cm.
* This paper is based on a thesis submitted in partial fulfillment of the Degree of
Doctor of Philosophy at M.I.T.
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SURFACE IMPEDANCE OF NORMAL AND SUPERCONDUCTORS
AT 24,000 MEGACYCLES PER SECOND
I. INTRODUCTION
The work reported here represents part of a general program of investi-
gation of the conductivity of metals at low temperatures and microwave fre-
quencies, which was initiated in the Research Laboratory of Electronics at
M.I.T. in November, 1945. Preliminary reports of some phases of this work
have already been given elsewhere (1)(2)(3). The purpose of the present
paper is to present a coordinated picture of some of the work which has been
done and the results which have been accumulated to date.
There were originally two main points of interest. One of these was
to obtain data on the behavior of superconductors in the microwave range to
see if the superconducting properties persisted down to wavelengths of the
order of a centimeter. An experiment of London (4) in 1940, at a frequency
of 1500 Me/sec had clearly indicated that the superconducting properties
existed at that frequency. However, measurements at optical and infrared
frequencies (5) had not shown any evidence of superconducting properties.
It was felt that the range of wavelengths of the order of 1 to 10 centimeters
might be a sort of "twilight" region for superconductivity and well worth
investigation.
The program was initiated while the Collins Liquid Helium Cryostat (6)
was under development at M.I.T., and the apparatus was designed around the
peculiar requirements of the Collins Cryostat. The initial experiments
were done at 3 cm, an especially convenient region from the microwave point
of view. It was decided to work with lead in the first trials, largely
because the experiments were to be performed in the first developmental
cryostat whose operating characteristics were as yet unknown. It was felt
that the initial probability of success would be greater with a material
having a high transition temperature which could be reached without helium
liquefaction. This factor was considered more important in the preliminary
work than the convenience of working in the liquid-helium region.
Superconductivity in lead at 3 cm was successfully observed in early
1946. Later that year the bulk of the effort was shifted to 1.25 cm. Also,
since lead was not an ideal material on which to work because of its incon-
veniently high transition temperature, attention was shifted from it to tin.
Although the initial interest was largely in the superconducting prop-
erties, it became clear by the early part of 1947 that there was a pronounced
anomaly in the r-f conductivity at low temperatures. This had, of course,
been noted by London (4) at 1500 Mc/sec but at 24,000 Mc/sec the effect was
literally huge.
-1-
Coincidentally, work in this same field, at 1200 Me/sec, was in progress
at the Royal Society Mond Laboratory in Cambridge, and has already been
reported by Pippard (7). Some measurements at 3 cm were also in progress
by Fairbank at Yale, although his results have not yet appeared in published
form.
Following Pippard's observations of the anomalous r-f conductivity,
Reuter and Sondheimer developed their theory of this effect. A preliminary
version of their paper was kindly made available to us in manuscript form
in the fall of 1947, and it has now appeared in print (8). It was soon
realized that their theory could be used to derive values for the number of
free electrons per atom by comparison with experimental data, and could also
be applied to the behavior of the normal electrons in superconductors in the
London theory. Some preliminary results of these analyses have already been
reported (2).
II. THE SURFACE IMPEDANCE OF A METAL
At high frequencies, the most useful way of characterizing the effect
of a metal surface on an electromagnetic field is by means of the surface
impedance. As pointed out by Pippard (7), this is particularly important
at low temperatures where anomalous effects enter because the conductivity
is no longer a precise concept. The current at a point in the metal is no
longer proportional just to the field strength at that point, but is given
by an integral over the entire field distribution in the metal, although
still a linear expression in the field amplitude. Thus the usual exponen-
tial forms for the field in the metal, or more generally, wave-equation
solutions which can be matched at the surface to the outside field, cannot
be used to determine the effect of the metal on the radiation field, as in
the usual skin-depth theory. Rather, we must use the surface impedance as
giving the boundary condition at the metal surface. Because the field in
the metal is so highly damped, this same simple boundary condition applies
to a good approximation for arbitrary external fields. To illustrate the
physical significance of the surface impedance, we shall give the attenua-
tion and phase-velocity shift of a wave traveling between parallel metal
plates in terms of the surface resistance R and reactance X of the metal,
respectively. Finally, equations necessary to analyze the data give the Q
and frequency shift of a resonant metal cavity in terms of R and X of the
walls. The parallel-plate case is a special case of the cavity, but can
be treated much more simply and used to define the useful concepts of a
resistance and an inductive skin depth in terms of the surface impedance.
A. Definition of Surface Impedance
The extension of the concept of impedance to general radiation fields
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is now well known (9), hence requires no detailed discussion. To define
the surface impedance, consider a general radiation field at a metal surface.
Assuming the field to be very strongly damped as we go into the metal (say
in the z-direction), so that the z-derivative in the metal is much larger
than the x- and y-derivatives, it can be shown that the field in the metal
has essentially just tangential E and H components, E perpendicular to H.
The only important field components are, then, say Ex and H . The
surface impedance may be defined as a ratio of tangential fields at the
metal surface:
Z R + ix-~ = 4 Ex E, (1)
Z=O J (z)dz -azzofo
where k = w/c. Since the x- and y-variations are slow compared to the
z-variation, the former may be ignored in determining the field and Z from
the intrinsic properties of the metal; one has merely to treat the normal
incidence of a plane wave on an infinite plane conducting surface.
In free space, Ex and Hy in Gaussian units have the same magnitude;
hence the wave impedance in the direction of propagation is
Z Gaussian units = 120 w ohms (2)
(the conversion factor is 9 x loll; the ohm is the smaller unit).
For a metal with conductivity a
Ex(z) = Ex(O)e i(wt - Kz)
Hy(z) = Hy(O)e i(wt -Kz) (3
K 2 TriW (1i ) 2 2 1/2cK 2 = _ Ad (__& ,where 6 = (m-)
hence
Z 1 . k = w (1 ( + ) (4)c K a- 2 g-
III. ATTENUATION AND PHASE-VELOCITY SHIFT FOR A WAVE
BETWEEN PARALLEL METAL PLATES OF ARBITRARY Z
We illustrate by a direct simple calculation the relation of R to
attenuation, and X to the phase velocity of a wave traveling in the Z direc-
tion between parallel metal surfaces (normal to the Y direction) as a simple
special case of the calculation of Q and frequency shift of a resonant cavity
in terms of R and X of the walls. The latter relations are needed to find
R and X from the data. This is the analogue, in high-frequency language,
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of Pippard's discussion of a parallel-plate transmission line by low-
frequency methods (7) (i.e., capacitance and inductance per unit length).
Analogous definitions of "inductive skin depth" and "resistive skin depth"
can be given.
The field components of the traveling wave between the walls are Ey,
Ez and Hx and are combinations of
(-iKzz T i + it)
e
(where K 2 +K2 = k2 ), and are slightly perturbed from the plane wave which
y z
would exist with perfectly conducting walls. For simplicity, we assume no
variation in the x-direction. Hx is then symmetric and E antisymmetric
about an origin midway between the walls. The boundary condition at the
walls is satisfied by matching impedances in the y-direction,
With
Ez = Eo sin Kyy eKI 
At z 7y ,(5)
ik (-il~ + i.)Hx = K; E z° cos K yy e
- KyZO yP
Hl y= tan Z (6)
d
Now K z - k, hence K << k; further kd n- 1 for the microwave region and
Kyd << 1. It follows then that
2 icZ k (7)Ky 3 If (7)
and
k(l (x - i) + .. (8)
The wave attenuation is equal to
Im(Kz) c (9)
Equation (9) also follows from the general formula for power flow into the
walls, using the Poynting vector. The phase velocity is given by
ph velocity = c( (a)phase velocity = -k + TcW7 (Xoa)
The inductive skin depth 6' has been defined (7) as the distance the
walls should be set back (and considered perfectly conducting) in calculating
the inductance between them, for the purpose of determining the wave velocity
from the inductance and capacitance per unit length. (The capacitance is
calculated using the original spacing.) The treatment of the previous para-
graph may be extended to obtain the idea of an inductive skin depth without
resorting to the concepts of inductance and capacitance. Thus we may replace
a layer of the metal, of thickness 6', by a layer of high-dielectric material
having zero conductivity. The tangential magnetic field can penetrate this
layer but not the normal electric field. We set up fields in 6' like those
of Eq.(5), replacing k by krJ, match impedances at the surface y = d/2.
We then find
K 2 2k26 (lob)
y a
analogous to (7), and
6'
z = (1 + ) (loo)
analogous to (8). Comparing Eq.(lOc) with Eq.(lOa) we obtain
Xc2 (lod)
6' = w4- '
Another approach would be to define 6' such that the magnetic energy
stored in a layer of thickness 6' (between the plates) is equal to the
magnetic energy stored in the metal. It is easily verified that this defini-
tion also leads to Eq.(lOd).
The resistive skin depth 6 is the usual skin depth when the ordinary
conductivity theory can be used, hence is given by Eq.(4), namely
c2 R
6 may also be defined as the depth of a layer in which the mean-square total
current in the metal J2 = 1/21cHta 2/4r 2 flows uniformly and which has
a conductivity related to the given surface resistance R by the usual rela-
tion Eq.(4)
R =
2 2
such that the d-c losses in the layer (J2/66 per cm2 of wall) are the same
as the high-frequency losses.
In practice, the surface impedance is not measured directly, but may
be calculated from the directly observable parameters of the resonant cavity,
namely the Q and the resonant frequency. The Q to which we refer is the
unloaded Q, which is defined as
Q = W Energy Stored in the Cavity
Energy Dissipated in the Walls/Second
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The Q is inversely proportional to the surface resistance of the cavity
resonator. The resonant frequency, on the other hand, depends primarily on
the geometry and only to a second order on the surface reactance. Such
information as we can get on the surface reactance depends upon the observa-
tion of a second-order effect and is, therefore, more difficult to obtain.
The analysis of a given cavity to yield the characteristic modes and
frequencies, and the effect of a perturbation of the ideal boundary condi-
tions on the characteristic frequencies, is given by Slater (10) (pp. 473-
475, especially III-59). Generalizing III-56 and III-59 for arbitrary sur-
face impedance (and changing units) gives
- -2i Wda , (11)
- -
where
wa = the unperturbed resonant frequency,
Ha = the magnetic field of the mode with volume integral
over the cavity normalized to unity,
Aw is the frequency shift or perturbation due to the
finite surface reactance and the integral is over
the surface area of the cavity.
The integral Hda is a constant for a given cavity geometry and a
given mode. Knowing what this constant is, we may evaluate R from the Q,
and in principle we could evaluate X from the dimensions of the cavity
(which would give w ) and the measured value of w (which is the perturbed
frequency). In practice this is difficult because it involves knowing the
cavity dimensions very accurately, including those of the coupling orifice.
It is also difficult to evaluate changes in X with temperature (which would
be sufficient, since at room temperatures R and X should be equal) and it
is possible only below about 20°K, where the frequency shift due to thermal
contraction is very small and does not mask the effect due to changing sur-
face reactance. This means that the only information on surface reactance
which can be readily obtained is the change which occurs in the supercon-
ducting state. The absolute value is not evaluated by direct measurement.
IV. EXPERIMENTAL DETAILS
The experiments were carried out in the Collins Helium Cryostat (6)
and the characteristics of the cryostat strongly influenced the design and
limitations of the experiments. The experimental chamber in the cryostat
is a circular cylinder approximately four inches in diameter and four feet
deep. The liquid helium accumulates at the bottom of the chamber and the
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experimental apparatus must be designed to project into the liquid. In
operation, the temperature in the experimental chamber starts at room tem-
perature and falls continuously until the liquefaction point is reached.
This made it possible to make measurements continuously over this temperature
interval but, since no temperature-stabilization apparatus was available,
these were made while the temperature was falling at the rate of one or two
degrees K per minute, and there was a lag of the order of 2K between the
readings of the thermometer and the temperature of the cavity. In the
liquid-helium range, temperatures between 1.8°K and 4.2eK could be easily
obtained and stabilized by maintaining the vapor pressure at the desired
value. Temperature measurements in this range were made with a helium-
vapor-pressure thermometer using the 1937 Leiden scale. Temperatures be-
tween room temperature and liquid helium were measured by means of a constant-
volume gas thermometer.
Some of the preliminary work was done on lead cavities.* Because of
the fact that the transition temperature for lead is 7.20K, it was not possi-
ble to obtain any accurate data on the transition curve itself, although
the initial and final values of the surface resistance were measured. The
later work was done on tin at liquid-helium temperatures which made it
possible to get much more accurate detail on the transition./
A maximum of about 5 liters of liquid helium could be produced which,
because of the relatively large heat leaks present, would last for about
three hours. For this reason there was some emphasis on speed of measure-
ment in the design of the experiments, so that the maximum amount of data
could be obtained per run. It was customary to take data on two cavities
simultaneously, each fed from its own waveguide, with duplicate sets of
accessory equipment. Since the cavities had to rest on the bottom of the
cryostat they were fed through waveguides approximately four feet long.
This arrangement imposed a number of limitations on the accuracy of measure-
ment; these will be mentioned later.
When the engines of the cryostat were in operation, a considerable
amount of vibration was produced. This necessitated shock-mounting of
various kinds and materially increased the difficulty of measurement.
The cavities used were rectangular cavities operating in the TE102
mode. These cavities were formed by cold-pressing two identical halves with
a steel die. These halves were then fastened together and to the waveguide.
The parting plane occurred along a section of no transverse current flow
* These measurements were made by Dr. J. B. Garrison and we are indebted to him for the
use of his data. It is understood that a complete account of his work is in prepara-
tion and should appear in print shortly.
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which eliminated contact difficulties. Coupling between the cavity and the
waveguide was effected by a small symmetrical inductive iris which was
pressed out in the original forming operation and cut down to provide the
proper degree of coupling.
The two halves of the cavity were soldered together, and to the wave-
guide, by soft soldering around the outside oint, in such a way that the
solder did not penetrate to the interior of the cavity. A certain amount
of soldering flux inevitably did get in and although the interior was sub-
sequently flushed out with hot water and degreased, some contaminating
material may have remained.
The cavities were continuously evacuated to about 10- 5mm Hg during
operation. This was done by pumping through the waveguide which was sealed
off by means of a mica disc and rubber gasket. Reflections from the disc
were ellminated either by introducing auxiliary tuning screws to cancel
out the reflection or by inserting an inductive iris directly over the disc
to tune out the reflection. This iris was either a piece of metal foil,
or was painted on the mica with silver paint. The iris technique was found
to be substantially reflectionless (VSWR -1.01-1.02) over a band of a few
hundred megacycles.
A. Methods of Measurement
The surface resistance as a function of temperature was found from
Q measurements, while the change in surface reactance in the superconducting
state was found by measuring the shift of the resonant frequency of the
cavity.
Both relative and absolute types of Q measurement were made. In the
relative type of measurement, we determine only the ratio of (the window
Q) to Qo (the unloaded Q). In the absolute method we determine the absolute
value of QO. The relative measurements could be made very rapidly, and were
consequently extremely useful because of the peculiar experimental conditions.
Measurements at temperatures between room temperature and liquid-helium
temperature had, of necessity, to be rapid because the temperature was
changing continuously at an average rate of 1-2 degrees/min. Between room
temperature and 20°K, the resonant frequency of the cavity changed at the
rate of approximately 0.6 Mc/sec/sec due to the thermal contraction. This
precluded making any detailed measurements of the resonance curve of the
cavity in this region. The technique used was to frequency-modulate the
klystron oscillator and observe the variation with frequency of reflected
power from the cavity by means of a magic T bridge, crystal rectifier, and
cathode-ray oscilloscope. There are two ways of using the magic T bridge.
In one scheme, we measure the reflection from the cavity by using a matched
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load in the opposite arm of the bridge. This is called the unbalanced
bridge. The second method is a null method in which the cavity reflection
is compared with a known and variable impedance so as to produce a null.
The unbalanced bridge is hown in the schematics of Figures 1 and 2.
MATCHED
KLYSTRON LOAD
OSCILLATOR AGIC T DETECTOR
PUMPING LEAD
TO
VACUUM
PUMP
WAVE GUIDE -
LIQUID_
HELIUM
CAVITY
RESONATOR
. =,- 'XTAL
-VACUUM
SEAL
-COLLINS LIQUID
HELIUM CRYOSTAT
.VACUUM
JACKET Fig. 1 Schematic diagram of the experiment.
Fig. 2 Details of microwave plumbing for unbalanced bridge.
The type of pattern observed on the oscilloscope screen is shown in Figure 3.
The klystron is frequency-modulated by impressing a 60-cycle sine voltage
on the reflector, while a voltage from the same source, properly phased, is
put on the horizontal deflecting plates of the oscilloscope. The dotted
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curve is substantially the curve of power output vs. frequency for the
klystron off resonance. This is modified by the cavity absorption, as shown
by the solid line, when the klystron is swept past the resonant frequency
of the cavity. The quantity observed is the ratio of hl/h2 which is the
power-reflection coefficient of the cavity at resonance provided the crystal
obeys a square law. In any case, if the crystal law is known, the VSWR on
resonance may be easily calculated.
While h2 is not observed directly, it can either be estimated if the
resonance absorption dip is sharp enough, or it can be determined by de-
tuning slightly to either side of resonance and observing the mode height.
Under proper operating conditions, the height will not vary rapidly with
frequency. An important consideration for proper operation is that the
mismatch looking into the magic T from the cavity arm be kept quite low.
Fig. 3 Oscilloscope deflection pattern
for unbalanced bridge. Vertical coordinate
is amplitude; horizontal coordinate is
frequency.
This is necessary for two reasons. First, the cavity and magic T are sep-
arated by some 80 wavelengths of line, which makes for rapid fluctuation
with frequency of the power out of arm 2 (Figure 1) of the T. This means
that h2 as observed in Figure 3 will be a rapid function of frequency and
therefore difficult to estimate accurately. The other consideration has
to do with whether the cavity is overcoupled or undercoupled. Normally we
would start with a cavity which is undercoupled at room temperature and
consequently would have a small absorption dip in Figure 3. As the tempera-
ture falls, the cavity Q would increase, which would mean stronger coupling,
and the depth of the dip would increase until the cavity became matched and
the dip came down to the baseline. Finally, the cavity would become over-
coupled and mismatched and the dip would start to decrease in depth. In
the undercoupled cavity, the phase of the reflection is the same on reso-
nance and far-off resonance, whereas in the overcoupled case there is a
180° phase difference for these two conditions. Consequently, a relatively
small mismatch of the T may result in large errors if the cavity is over-
coupled but is usually not important if the cavity is undercoupled. A mis-
match of 1 + A in VSWR may produce a fractional error of 2 in the voltage-
reflection coefficient if the cavity is overcoupled. This means that if
we wish to use overcoupled cavities, the magic T should be matched to about
1.01 or 1.02. As the temperature falls from room temperature to 200K, the
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resonant frequency of the cavity shifts by about 100 Mc/sec. With the magic
T's used, it was not possible to maintain the VSWR down to 1.01 or 1.02 over
the entire frequency interval and consequently the cavities were arranged so
as to be undercoupled in this region. Once the frequency of the cavity ceases
to increase (at about 200°K where the coefficient of linear expansion becomes
vanishingly small), the cavity may be overcoupled, provided that the T has
been matched up for this final frequency. However, at higher temperatures
where the T will be mismatched, the long-line effect may be a nuisance in
that it may distort the mode shape of Figure 3 and make it difficult to
measure h2.
The balanced bridge has the advantage of being independent of the T
mismatch. This scheme is a null method and merely requires that the T be
symmetrical. It is convenient to use the frequency-modulated klystron as
the power source and to observe the crystal output on the oscilloscope. The
impedance in the arm opposite the cavity is adjusted until a null is observed
at resonance. The variable calibrated impedance takes the form of a matched
variable attenuator backed by a sliding plunger fitted with a micrometer
adjustment.
When using the balanced bridge arrangement, a correction must be made
for the attenuation in the waveguide connecting the cavity and magic T. This
is done by detuning the klystron off resonance and balancing the bridge, by
adjusting the variable attenuator and plunger. This attenuator setting (in
db) is then subtracted from the attenuator setting for balance on resonance.
In the unbalanced bridge method, no explicit correction is made for guide
attenuation since this enters equally in both h and h2.
One would like to be able to measure a given cavity in both the normal
and superconducting states. In the normal state, the total change in Q for
tin and lead at 24,000 Mc/sec is about 7 or 8 to 1 from 3000K to 40K. For
tin in the superconducting state, there is a further change of 10 to 1 be-
tween 3.70 K, and 2.20 K while for lead it is about 70 to 1 (between 7.20°K
and 2K).
Using the unbalanced bridge, one can measure a change of about 70 to 1
if the cavity is allowed to go from a strongly undercoupled to a strongly
overcoupled condition. The precision of measurement is poor, however, in
the region where the cavity is nearly matched. The optimum range of VSWR
for this technique is between about 2 and 15. With the balanced-bridge
technique, on the other hand, the optimum range is between 1 and 3 (over-
coupled or undercoupled). The limitation in this case is set by the cor-
rection for the waveguide attenuation.
The measurements on tin were carried out with the unbalanced bridge
exclusively. A cavity which was strongly undercoupled at room temperature
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with a VSWR of about 10 had a VSWR of about 1.4 at 4K. In going through
the superconducting transition, the cavity went from an undercoupled to an
overcoupled condition ending up with a VSWR of about 7. However, the steep
part of the transition occurred just about where the cavity was matched and
the precision poor. For accurately mapping out the transition region, it
is better to use a cavity which does not go through a match. One with an
initial VSWR of 10 gives good precision on the steep part of the curve. The
data on tin were taken with one cavity of the first kind in both the normal
and superconducting regions, and two of the second kind for measurements in
the superconducting region only.
The measurements on lead were carried out using an unbalanced bridge
for the measurements between 2K and 200K, and the balanced bridge between
200K and 3000K. For the first-mentioned temperature interval, the cavities
were strongly undercoupled to start with and ended up strongly overcoupled.
No attempt was made to take any data on the steep part of the transition
curve, due to the lack of adequate temperature control. The cavities used
for measurements in the normal state started out undercoupled with a VSWR
of about 3 and ended up just above the transition overcoupled with about the
same mismatch.
The above-mentioned measurements gave the VSWR or /Qo as a function
of temperature. Qw is constant with temperature, provided that the cavity
undergoes no deformation in the temperature-cycling process. In order to
determine the absolute value of Q at all temperatures, the absolute value
was determined by taking complete resonance curves at one or two convenient
fixed temperatures. In particular, room temperature and 4.2°K were the two
fixed points used. This technique required that the oscillator be stabilized
and that its frequency be variable in small increments. The scheme of
Figure 4 was used to achieve these ends. A 2K-33 was stabilized to a reso-
nant cavity and the working oscillator, which was a 2K-50, was tied to the
2K-33 by means of an i-f link which consisted of a commercial Hallicrafter
VHF receiver. The operating frequency of the 2K-50 was conveniently varied
by tuning the VF receiver. The frequency stability of this arrangement was
essentially that of the master oscillator. In these experiments, this was
estimated as about 50 kc.
Measurements were made using the unbalanced magic T bridge at 4.20K and
a slotted section at room temperature. This gave two points which established
the absolute values for the curve obtained from the relative measurements.
The arrangement of master and slave oscillators described above was
used to measure the change in surface reactance as the cavity went super-
conducting. The quantity observed was the shift in resonant frequency rela-
tive to the resonant frequency at the transition temperature. This shift
-12-
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Fig. 4 Block diagram of master and slave
oscillator arrangement.
was observed continuously as the temperature was lowered.
The nature of these experiments does not warrant any sophisticated
analysis of precision indices but we may give the following estimates of
the uncertainties in the measurements, based on some approximate considera-
tions.* For the unbalanced-bridge method of measuring VSWR in the normal
state, these range from 10 percent at a VSWR of 10 to about 6 percent at
a VSWR of 1.5. For normalized VSWR in the superconducting state (ratio of
VSWR to VSWR ust above the transition temperature), these are of the order
of 9 percent at 3.70K and 20 percent at 2.1°K.
V. THE NORMAL STATE
The results of the measurements on tin and lead** are given in
Figure 5. These figures compare the measured value of the surface resist-
ance at 24,000 Mc/sec with the value calculated from the classical formula
using the measured value of the d-c resistivity. It is seen that even at
room temperatures there is a divergence of 10 or 15 percent between the
measured and the calculated values. This sort of behavior has been observed
before and is presumably due to a condition of surface roughness. Down to
about 30'K the two curves continue parallel, but below 30°K anomalous
behavior sets in rapidly. This phenomenon is, of course, the mean-free-
path effect.
The first suggestion that consideration of electron mean free paths
would modify the surface resistance properly was made by H. London (4).
* Cf. E. Maxwell, Ph.D thesis, M.I.T., 1948 (Appendix). Cf. J. B.' Garrison, Ph.D
thesis, M.I.T., 1947.
** Pb from M.I.T. Ph.D. thesis, J. B. Garrison, 1947.
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Fig. 5 Surface resistance of Sn and
Pb in the normal state. Pb data by
J. B. Garrison.
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A. B. Pippard (7) made use of this idea in an approximate way which revealed
most of the general physical behavior. Finally G. E. H. Reuter and E. H.
Sondheimer (8) derived the integro-differential equation for the field
which follows precisely for this model and solved two limiting cases rigor-
ously. This work made use of the Boltzmann equation for the electron-
distribution function which was solved using boundary conditions at the
metal surface and infinity (to first-order terms in the field), and applied
it to calculate the current in terms of the field. Pippard mentions a
kinetic derivation of an integral equation which differs slightly from that
of Reuter and Sondheimer and also is not in simplest form for solution by
Fourier Integral methods. He makes little use of it except in a qualita-
tive way, but bases his calculations on his "effectiveness concept". In
this country, B. Serin (11) attempted to use a distribution-function,
Boltzmann-equation approach to describe the electron behavior, and R. J.
Harrison (12), at M.I.T. independently developed a kinetic approach. Both
of these men attempted to find equivalent conductivities, rather than to
solve an integral equation for the field, and they did not make use of the
very fruitful description in terms of the surface impedance. Serin's re-
sults on the distribution function were shown to be incorrect (11) since
they do not satisfy the boundary conditions at the metal surface. When
the English work appeared, it became evident that the kinetic approach of
Harrison or Pippard could be used to derive the integral equation.
The kinetic approach is given in Appendix I as a useful alternative
to the distribution-function approach because it gives a clearer physical
picture of the origin of the various contributions to the current at a
point in the metal. This derivation now has more significance than when
-14-
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Pippard indicated the problem could be approached this way (without giving
details) since the integral equation has been solved. We shall obtain the
integral equation in precisely the form of Reuter and Sondheimer and point
out why Pippard's form is different.
The calculations made here are based on the familiar simple model of
the electrons in a metal as forming a degenerate Fermi gas. Equilibrium
is maintained by collisions with the lattice of positive ions (actually,
lattice vibrations and irregularities). The energy of an electron is pro-
portional to the velocity squared, but the mass is not necessarily the
free-electron mass. In the presence of an electric field, electrons acquire
small drift velocities in the direction of the field between collisions.
The average drift velocity at a point determines the electric current there.
Two basic constants will determine electron behavior, n the number of free
electrons per cm3, and the mean-free path for electrons at the edge of
the Fermi distribution; = TvM where vM is the maximum velocity of the
Fermi distribution, T is the mean time between collisions, and the relaxa-
tion time of the electron distribution.
We shall derive the expression which follows from the free-electron
model for the current in a metal in terms of the electric field, and com-
bine it with Maxwell's equations to yield an integro-differential equation
for the field. The solution of this equation yields the field in the metal,
and the derivative at the surface yields the surface impedance of the metal.
In the low-temperature region, the surface resistance at high frequencies
will deviate from the predictions of ordinary skin-depth theory in the
observed manner.
In the theory of Reuter and Sondheimer and in the equivalent treat-
ment of Appendix I, the expression for the surface impedance is given
finally in the form
z 2 - '(O) , (12a)
where f(x) gives the field distribution in the metal and f'(x) its deriva-
tive. Only the values of these functions at the surface are involved. In
addition to n, , vM and , it is useful to introduce the following par-
ameters:
C 2 2rl/3 2/3 (1)
.. 4/3 32/3 2 2/3
hce
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35/18 21/6 5/ 4 hl/ 3 w2 /3 n-2 /9
c4 /3 2/3
47rw 8t 2rw al/6
c 31/6 h / 2
6 = c 3l/6 hl/2c 1
2TwO"" ;-73 ' 1?P3 1/2
(15)
(16)
where a- and 6 are the ordinary d-c conductivity and classical skin depth,
respectively, e is the electronic charge, h and c have their customary
meanings.
In terms of these other parameters, Z may be written as
z- Aa/3 f()
Y3 f'(o)
(12b)
Reuter and Sondheimer show the form of this function in Figure 1 of their
paper (8). In Figure 6(b) we have re-plotted the function R/A to logarith-
mic coordinates. The two cases p = 0 and p = 1 correspond, respectively,
to
Fig. 6(a) Surface resistance data for
Sn plotted in form for comparison with
theory.
to diffuse and specular reflection
Appendix I for details). For very
forms
Fig. 6(b) Surface resistance as func-
tion of parameter a following Reuter and
Sondheimer theory.
at the surface of the conductor (see
low temperatures, Z takes the limiting
z 0.4291A(1 + 53 i)
z = 0.4827A(l + i)
· p= 0
p=l 1
(17a)
(17b)
At room temperatures, Z is given by the classical formula
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Z = 2 (1 + i) = Aa-1/6 (1 + i) (18)
good for both p = 0 and p = 1.
One expects to depend on the temperature T, increasing as T decreases
until the region of residual resistance is reached, but n should be inde-
pendent of T. At a given frequency, A depends only on n, hence should not
depend on T.
The data consist of o(T), R(T) (surface resistance, ReZ) at known
frequency. Equation (13) then gives a relation between n and ; Eq.(17a)
or Eq.(17b) gives A from the limiting low-temperature value of R, hence
a value of n from Eq.(13). Thus n and t(T) may be deduced without using
a value for the electron mass m, or, equivalently, the maximum Fermi veloc-
ity v. The latter is required to deduce the relaxation time T.
The theory predicts the dependence of R/A on a. Hence, plotting
1/R vs. j--on a log-log scale gives an experimental curve of the same shape
but displaced from the universal curve of A/R vs. al/6 (which is propor-
tional to 1/2). Thus an overall check of the theory can be obtained. The
best position of fit of the two curves gives an average value of n from
the displacement of the scales. (Relation (18), R = 2'rw/c 2must hold
between R and F at high temperatures.)
It is possible that the theory is accurate at high temperatures (classi-
cal region) and at very low temperatures in the residual-resistance region,
in both of which the idea of a mean-free path is valid, but is not accurate
at intermediate temperatures. Only these regions can be expected to match
then, and we can determine n essentially only from the limiting value of
R, as mentioned above.
In Figure 6(a), the data for tin have been plotted in the form of
1/R vss. (/300)1/2 in logarithmic coordinates. These are to be compared
with Figure 6(b), the theoretical curves of Reuter and Sondheimer. The
experimental and theoretical curves are of generally similar shape but, of
course, any theory which predicts that the surface resistance at low temper-
atures becomes independent of the d-c resistivity, will give a curve of
the same shape.
As mentioned above, by matching the experimental to the theoretical
curves we should be able to derive a value for n, the number of free elec-
trons. In practice, this amounts to simultaneously superposing the asymp-
totic and the initial linear portions of the curves, inasmuch as the curves
do not match very well in the bends (probably due to the reasons quoted
above). This procedure demands that the measured surface resistivity and
d-c conductivity be consistent at room temperature or, in other words, that
the curves of Figure 6(a) and 6(b) coincide at room temperature. The
-17-
procedure adopted here has been to decrease the measured surface-resistance
data so as to bring them into agreement, at room temperature, with the
figure computed from the d-c conductivity. This seems more reasonable than
the opposite procedure, since the microscopic parameters of the metal which
we seek to determine by this process are related to the true d-c conductiv-
ity and not to geometrical form of the surface.
The results of this analysis of our data, and of Pippard's (7), are
given in the following table.
Number of Free Electrons per Atom
Calculated from Surface Resistance
n (per atom)
Metal Authority Frequency p = 0 p = 1
Mc/sec
Sn Pippard 1200 1.1 0.67
Sn Our data 24000 0.20 0.12
Pb Our data 24000 0.19 0.12
Hg Pippard 1200 0.57
Al Pippard 1200 0.70 0.41
Cu Pippard 1200 0.11 0.07
Ag Pippard 1200 0.066 0.038
Au Pippard 1200 0.021 0.011
Two facts are at once apparent. First, our data for Sn gives results
which are considerably lower than Pippard's. Second, most of the values
given are low. One would expect n to be of the order of one. With the
exception of the figures derived from Pippard's data for Sn, Hg, and Al,
the numbers are considerably smaller than 1. The numbers for Au, Ag, and
Cu are especially low. For these metals, Mott and Jones (16) give an esti-
mate of about 0.8 free electrons per atom.
It should be noted also that the number obtained by the fitting pro-
cess is sensitive to very small changes in the fitting (apart from the
uncertainty in p), due to the fact that the constants evaluated in the
matching process have to be raised to the 9/2 power in the calculation pro-
cess. These uncertainties, however, hardly seem adequate to account for
the discrepancies noted; even after taking this into account, the numbers
seem low.
A possible explanation for the low values of n may be that at low
temperatures the surface roughness is more important than at high tempera-
tures.* At low temperatures the mean free path (in bulk metal) may be
* Some recent results of W. B. Nowak of this Laboratory indicate that it is possible to
obtain different values of n by altering the surface roughness.
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considerably larger than the surface irregularities. Hence the latter may
reduce the effective mean free path. This effect would reduce the values
of n obtained.
Another aspect of this discrepancy hinges on the value of the d-c
resistivity. The resistivity of our tin as determined by measurements on
extruded wires, was 13.7 x 10 - 6 ohm cm as compared with the figure of
11.5 x 10-6 ohm cm given by Onnes and Tuyn for pure tin in the International
Critical Tables. The reason for our high resistivity is not known, but it
was checked on a number of different annealed samples. Pippard apparently
did not measure the absolute resistivity of his samples, but assumed the
values given in the tables. Furthermore, he used these values to establish
the proportionality between Q and the surface resistance of his resonators.
However, even making full allowance for this difference in the d-c resistiv-
ities, this could, at most, account for a factor of about 2, whereas the
actual discrepancy is about 5.
It is interesting, further, to compare the asymptotic values of the
surface resistance reached at low temperatures in our experiments with those
found by Pippard. The surface resistance of Sn was 0.0175 ohms at 23910
Mc/sec as against 0.00147 at 1190 Mc/sec in Pippard's case. According to
the Reuter and Sondheimer theory, this quantity should go as w2/3, and con-
sequently the surface resistance should be 7.4 times as great at the higher
frequency. The actual ratio is 11.9. Part of this discrepancy may be due
to the difference in the d-c resistivities at room temperature discussed in
the previous paragraph. To eliminate this factor, we can multiply our
figure of 11.9 by (11.5/13.7)1/2, which has the effect of making our room-
temperature surface resistance consistent with those of Pippard and brings
the ratio down to 10. The discrepancy is still large.
The corrections for relaxation effects, according to the Reuter and
Sondheimer theory, are quite small, as previously noted. For the case of
tine, the theoretical value of the asymptotic surface resistance should be
decreased by about 5 percent in our case, which is, incidentally, in the
wrong direction to rectify the discrepancies noted in the values found for
n, and in the frequency dependence of the low-temperature surface resistance.
VI. SURFACE RESISTANCE
A. Superconducting State
The variation of surface resistance with temperature for the tin cavi-
ties is shown in Figure 7. This figure includes three separate runs on
Cavity L as well as points from successful runs on Cavities M and H. A set
of smoothed values of R/Rt is given in Table IV. The transition temperature,
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Fig. 7 Surface resistance of Sn in the superconducting state.
as nearly as can be judged, is 3.751lK. This is somewhat higher than that
reported by others and may be due to residual strains.
The surface resistance is still appreciable at 2.1eK, the lowest
temperature reached, and apparently is not headed for 0 at 0K, but ap-
proaches a value of about 0.09. This same sort of behavior was noted by
Pippard (7) at 1200 Mc/sec. The numerical value of R/Rt at 2.1'K reported
by him was 0.009. Later work of Pippard's at 9200 Mc/sec, does seem to
indicate, however, that the surface resistance may approach 0 at O1, so
these discrepancies are still to be resolved.
The residual surface resistance may result from two separate mecha-
nisms. First, the presence of impurities in the cavity may increase the
apparent loss over the true value. Secondly, there is a possibility that
a new type of absorption effect enters at these high frequencies, such
that the electromagnetic quanta are large enough to induce some electronic
transitions from the superconducting to the normal state. This would sub-
stitute normal for superconducting electrons and thus introduce losses by
absorbing energy for the transition and by creating additional normal elec-
trons which could lose energy to the lattice by collisions. This "photo-
electric" absorption would, of course, be more effective at higher fre-
quencies.
Either or both of these mechanisms may be operative in these experi-
ments. In Pippard's 1200-Mc/sec experiments, he used dielectric spacers
to support his resonator wires, and although he made corrections for the
dielectric loss, it is conceivable that it was not entirely accounted for.
The report of his work at 9200 Mc/sec contains no reference to such
-20-
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corrections, so we do not know if they played any part in those experiments.
In our experiments, no foreign bodies were deliberately inserted in the
cavity, but it is possible that some contamination of the metal may have
occurred in the process of fabrication.
Such absorption effects, whether by the pure metal itself or by normal
inclusions within the cavity, are not included in the theories presented
earlier in this chapter; and for the purpose of reducing the data by the
techniques described, these effects should be subtracted. If the absorp-
tion effects are due to foreign bodies, the corrections are simple to make
and can be done by merely subtracting the value of R/Rt approached at 0K,
together with an appropriate change of scale. If the absorption is caused
by electronic transitions, then it is not clear how to make this correc-
tion, since the number of transitions per second may depend on the tempera-
ture. Since no other way of making the correction appears to be clearly
indicated, we have subtracted the constant amount of 0.09 from R/Rt for
the purpose of making our calculations.
Further experiments are evidently necessary to decide whether or not
the finite residual resistance is really due to the edge of an absorption
band. These experiments should be extended to include measurements at
higher frequencies, lower temperatures, and to other materials, and should
include control of the specimen purity. It is of some interest to compare
the behavior of these tin cavities with some earlier results* obtained
with Hillger lead cavities in this Laboratory, also at a frequency of
24,000 Mc/sec. In those experiments, it was not possible to observe the
transition region with accuracy, due to the fact that the transition occurs
at 7.2°K, just above the liquid-helium range. Between 4.2° and 2.0°K,
however, measurements were possible, and, of course, the surface resistance
could be determined fairly well just above the transition temperature.
These measurements indicate a total change in surface resistance for lead
of about 70 to 1 between 7.20K and 2K, about seven times as great as was
observed with tin. This conforms to the expectation that the metal with
the lower transition temperature should have an absorption band extending
to lower frequencies.
B. Shift in Resonant Frequency of Cavity
The shift of resonant frequency of the cavity as a function of tempera-
ture is plotted in Figure 8 for two different cavities. The reason for
the differences in the two curves is not known. For purposes of calcula-
tion the two curves were averaged.
* Due to J. B. Garrison.
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Fig. 8 Shift in resonant frequency of Sn cavity
as a function of temperature.
C. Interpretation
The usual way of treating a superconductor in which normal as well as
superconducting electrons are present is to consider the total current as
consisting of two components which are separately identified with the two
kinds of electrons. The superconducting electron current density is re-
lated to the electric field strength by the London theory and the normal
electron density by either Ohm's law or whatever modification is deemed
appropriate. Thus H. London (4) assumed the validity of Ohm's law in his
treatment but used an effective value for the a-c conductivity much lower
than the d-c conductivity; Pippard (7) used the "ineffectiveness concept".
In our treatment, however, we use the theory of Reuter and Sondheimer to
give the relation between the normal current density and the electric field.
The Reuter and Sondheimer treatment is then modified by the addition of a
term for the super current and the integral equations may be solved by the
same general techniques. The surface resistance and reactance of the
superconductor may then be expressed in terms of three parameters, et' the
resistive skin depth just above the transition, (T), the static field
penetration depth, and the fraction of normal electrons at any temperature,
fN(T). If we assume a relation between fN(T) and A(T), such,for example,
that the sum of normal and superconducting electrons is constant, then we
can determine both. They may both be related to = A(O). By combining
the information given by both the surface resistance measurements and the
shift in resonant frequency of the cavity (which is related to the surface
reactance) A0 is evaluated.
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The details of this treatment are given in Appendix II. We have also
derived the formulas given by London and Pippard in terms of the same three
parameters in order to exhibit the differences among these three modes of
handling the problem.
D. Initial Slopes
According to the theory given in Appendix II the initial slope of the
R/Rt curve should go as w 2/3. Figure 9 is a logarithmic plot of the
initial slope d/dT (R/Rt) vs. the frequency, on which we have plotted
Pippard's results at 1200 and 9200 Mc/sec and ours at 23910 Mc/sec,and
fitted the best straight line. It is seen that the observed frequency
variation is more nearly w -0 4 8 or w- 1/2 rather than w-2/3.
t
Er
.1.
9I
t
U
E
Fig. 9 Data on initial
slopes of transition curves
as a function of frequency.
FREQUENCY M/S
Equation (77) of the Appendix II for the initial slope of the induc-
tive skin depth indicates an initial negative slope. Further, since the
inductive skin depth approaches No as the temperature goes toward zero, the
curve must have a maximum in the neighborhood of T - Tt. However, the data
are not good enough to detect any detailed structure in this region.
E. Penetration Depths
In Figure 10 we have plotted curves of vs. T for our data on tin,
calculated according to the data reduction techniques described in Appen-
dix II. Taking No - 10-5 cm, two curves are shown for the cases p - 0 and
p - 1, using the extended R.S. method as herein expounded. For No =
7.5 x 10-6 cm, we show three curves, one for the extended R.S. method using
p 1, one for Pippard's method, and one for London's method. It is seen
that the three methods are in fair agreement at lower temperatures, and
-23-
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that London's and Pippard's methods are in good agreement near the transi-
tion temperature. However, these two methods yield a greater slope near
the transition temperature than does the extended Reuter and Sondheimer
theory.
The best choice of N0 is determined by comparing the curves A', and
the change in inductive skin depth, as determined from the shift in cavity
resonant frequency, with these calculated from the R/Rt curve for different
o '. The calculated curves for 7.5 x 10 - 6 and No - 10 - 5 are given
in Figure 11 together with that obtained from the frequency shift data.
It is seen that No 10-5 cm provides a fairly good fit. Pippard's best
determination of No, on the other hand, was 7.5 x 106 .
In Figure 12 we compare our results for with those found by other
experimenters. The comparison is made on the basis of AN, the change in
penetration depth referred to 2.10K. Pippard's data are derived from his
1200 Mc/sec frequency shift data while the other two sets of data were
obtained from magnetic susceptibility measurements (13)(14). Our results
appear to agree fairly well with Desirant and Shoenberg and Laurmann and
Shoenberg at "high" temperatures and are somewhat closer to Pippard's at
i
'O
a
I
2.500 .0002.500 3.000
I K.
Fig. 12 Comparison of our data for AX, the change
in penetration depth referred to 2.1'K
with other determinations.
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low temperatures. Within the specified limits of error of the data they
are consistent with Desirant and Shoenberg's results over the entire range.
No precision indices are available for Pippard's and Laurmann and Shoenberg's
measurements.
Our data for A as determined from R/Rt are consistent with the calcu-
lations of AXs determined from the cavity resonant frequency shift and
therefore may be regarded as calculated directly from the frequency shift.
From Eqs. (37) and (43) of Appendix II it is seen that this involves prin-
cipally assuming the London Theory with the theory for the normal electrons
entering as a second order correction. Thus, as has been pointed out (15),
high frequency measurements do not furnish information about independently
of some assumption concerning the London equations.
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APPENDIX I
Kinetic Derivation of Integral Formula for Current
in the Normal State
The drift velocity acquired by an electron of velocity v, , (the
polar angle and azimuth give the direction of motion) in moving from
zo to z in the field Ex(z,t) E(z)eiWt arriving at time t is:
A (iW(Q-z) )
- eiwt v c s E() v co ' -1)
Z
dt/v cos is the time taken to traverse d (along z axis); the field acting
on the electron during this time is
' iw(t- - ,, )
E(t)e
which allows for the change of field during the transit time of the elec-
tron. Such relaxation effects will later be shown negligible for cases of
interest, and will be omitted in the formulas. Equation (I-1) holds for
0o 8 e < r; v is assumed constant during the motion, the change due to drift
velocity being neglected.
The current at z due to electrons v,,O, coming from all distances re-
quires integration over z, taking account of collision losses. If dt/T
is the probability of a collision in time dt for an electron (v,e,#) then
dz/t co0s is the probability of collision in traveling dz along the z axis
where vT. Let Ano be the electrons (v,e,e) leaving zo at to, and An
the survivors which arrive at z at time t, then since
-d(An) =n dt nCos 
we have
t-t 0 (z-z o )
An = Ane noe = oe c  (I-2)
Evidently T may be called the relaxation time for electrons of velocity v,
and from Eq.(I-2) one easily shows T to be the mean time between collisions,
t the mean free path between collisions.
In the steady state let Ano electrons v,e,, leave and enter each volume
element dxdydzo per unit time; Anodzo/ cos 8 suffer collisions within the
element, hence must be replaced by electrons thrown into v,9,* by other
collisions. Of these electrons which originate at zo
-27-
An dz o (z-z0)
I cos Cos 
C cos e
get to dz at z. We can easily check that integrating over zo from - to
z gives a total of Ano entering dz.
The average drift velocity of electrons v, 8, entering dz is found by
integrating over zo the drift velocities of electrons which originate in
dz and accelerate from z to z, then dividing by Ano, the total number.
For < /2 electrons may originate between z and the wall or electrons
may come from the wall, either specularly reflected (fraction p or diffuse-
ly reflected (fraction 1 - p)). The former accelerate over the entire
path, the latter only from the wall to z. These are respectively the terms
in Eq.(I-3). By reflecting the metal in the plane z 0, and putting
E(-z) - E(z) reflected electrons may be considered to originate in the half
space z < O. Thus
n ~ ~ ~~~~" z
@~dit 1 -4)iWt IB 0 0(X)drift 0os LE 
averageo o zo
./z
iwT(C-f)
( )T cos C dV Cos
+ po
(Z-Zo) ) oo d Z
· I c oe cos
Z0
i( (; -s 
I(C)e g Co
- 'zcos-z Anodo
+ ( - p) q I0s cos 
(z-z) r
(X)drift (-)iW I C
average z 
Integration by parts and cancellation gives
ljff o (l+iw') Z
(X)rift - .-- e i t e cos e
average CoB 0 ) o
+ ds e cos e (l+iwT) E(zo
dz l Cos (l+iu) E(z )
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dt
V COs 0
iuwr(t-) ] ZE(t)e t cos d;
o _
(I-3)
la,( -. )
E(v)e co s , dz
v Co0 e '
I _
___z ( l+lWT) z 0
(X)drift - my cos e e 
average
It can be shown that E(zo) for the evaluation of Eq.(I-4) is well
represented by an exponential E(O)e iKz where the penetration depth
1/Im(K) - I/al/3. The relaxation terms in Eq.(I-4) then enter in coeffi-
cients of the form
t Cos 9
Zo(l+ wT- IK cos )
hence if
wT << K al/3 (1-5)
the wT may be dropped. This we shall do since for tin at 24 x 109 cycles/
see, al/3 440, wt - 45.
Integrate over the entire distribution, using Eq.(I-4), to obtain the
total current in the metal. For the degenerate Fermi distribution, con-
sisting of a completely filled sphere in momentum space, the above analysis
of the effect of the field holds only for the electrons on the surface of
the sphere.
Interior electrons are not scattered freely because the Pauli exclu-
sion principle prevents them from going into filled states of the same
momentum. The Pauli principle says that overall the interior electrons
will ust fill out the momentum states enclosed by the surface electron
states, hence their contribution to the current is easily found. ince
(X)drift average in Eq.(1-4) is independent of all surface electrons in
a zone on the Fermi sphere in momentum space and the interior electrons
will move so as to keep the zone solidly filled. The contribution to the
current of the interior electrons may then be calculated as if they had
a equal to that of the surface electrons (the corresponding would
decrease as v decreases) and the same effective mass (since the shift is
so small that the surface electrons remain in states of the same effec-
tive mass). This gives all electrons in a zone the same (X)drift average
since the latter then depends only on vz v cos 8.
The total current is then:
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J,(Z,t) 
0
r(v1M sin ) 2vM sin d 0
-3 n. Xdrift
1"k N average
sinede - cos -
cos e e
sin3 de e t coo e
coOs 
,Z Zo
dz' e0 c0 E(0o)0
dzoet Cos E(zo )
0 1
where now - VMT.
Transform the integrals over (interchanging order of
in Eq.(I-6)).*
[/2
e sin3 cooe 8 d8(- e-sU 1(U)
where s - s e and in general
E (u) . ,n d - E(-u)
Eq.(I-6) becomes
2 l LEt (zo)k( - Z)
ix(z,t) - 2 t do.E(z0)k( P1UVM I t . +( 
Combine Eq.(I-9) with
integration
- Bi (u) k(u)
(I-7)
(-8)
I 0 E"Z - Z0 j
dzoE(Zo)k( t '
0 1
(I-9)
2 Ez)eUt Triu- J (z,t)
aLz ' ( -
to give the integro-differential equation for E(z)
70@i(W) Pc
a 2 E i 1 )
ae ZTLi 7
z- z
dzoE(zo)k( Z0) + (1 - P) dzoE( zo)k(
cO
*In this equation k(u) is not to be confused with the wave number k used previously in
the body of the paper.
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eiWt
-013
+ P
r/2
(I-6)
(I-1o)
B~·· )
I
1
or
f"(x) -ai (y)k(x - y)d + (f()k(x - y)d y (I-ll)
where
26 c (I-12)
and
f(x) - E(z) E(Ux) (I-13)
Eqs.(I-9), (I-10) and (I-ll) agree with the equations deduced by Reuter
and Sondheimer.
If all electrons are assumed to have the same velocity v, hence lie
on the surface of a sphere in momentum space, then the current is, using
Eq. (I-3).
ix(zt) 2vsin idae (-1)
' -r 2 nXdrift averagei'
2 -( I 
Wd ' - ' dz o / E(C)d + p dzo
if:z Z-Z Wm 0
-/ 0 ~~~~~~zk
o (o ) 
+ (1 - p) dzo E(e)d 
0
L.- , - I
sw~~~~~_D~~~~ a~_ a ~-n1
e () e | E()dj
£ -
J Z
O 
(1-15)
where the integration over has been done in Eq,(I-15). Equation (I-15)
is Pippard's Eq.(7) p. 393 if we put - zol v, l/e -. , z - x and com-
bine terms in p.
Another form of Eq.(I-15) is obtained by integration by parts which
is comparable with Eq.(I-9).
It is of interest that the force of the magnetic field on the electron
is much greater than that of the electric field. The ratio of forces is
(making use of the space dependence e-iKz for the fields) as in Eq.(5)
of the main body of this paper.
evH
Magnetic field force c v K electron velocity
Electric field force '= e- = = phase velocity o
wave in the metal
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3W ,
A
a /3 1 A >> 1 (I-17)
on substituting for K from Eq.(I-5) of this appendix. The first order
effect of the magnetic field forces is merely to rotate the distribution
without producing a net current, and so can be neglected.
A. Application to Direct Current Case
Equation (I-9) must apply down to the d-c case w 0O. In this case
E(zo) is constant, the integrals can be evaluated, using Eq.(I-7), to give
J, (z·t) J s [1- i( - p) Ei(T E(Z) ( I-18)
where
2
a neVM (I-19)
Equation (I-18) corresponds to Fuchs' result (17) for mean free path
effects in thin films, applied here to a semi-infinite metal. For z w,
0 or p 1, the conductivity given by Eq.(I-18) reduces to the ordinary
bulk conductivity for direct current.
B. Expressions for the Field and Surface Impedance
Equation (I-10) has been solved (6) for the special cases p 0 and
p 1 by methods involving the theory of Fourier Integrals. The results
are given here since they will be needed for applications. (Appendix II,
Eqs.(II-10)-(II-15) gives a brief outline of the simpler method applied to
an extension of Eq.(I-10) to superconductors.) For p = 1
A"f'(0) cosxt * x - £ (I-20)E(z) o f(x) -co xt (-20)
43f(O dt (1-21)
t2 + iaK(t)
K(t) (1 + t2) tan-1 t (I-22)
Now
z. 1ri w (o) /3 (o) (I-23)
f'(0) 3 f'(O)
where Eq.(I-23) defines A.
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For a >> 1, Eq.(I-21) can be expanded in powers of 1/a1 /3 , the coeffi-
cients are integrals which can be evaluated (see Appendix II, Eqs.(II-18)
and (II-26)). Putting the expansion in Eq.(I-23) gives (compare Appendix II,
Eq.(II-27)) in the case p 1
z - 2A (1 + 81 + + (I-24)91. Y.5 3w (raa / 3 (,) 1/
o 0.4291A(1 + F i) (1-25)
A table of values of Z as a function of a has been computed by Reuter
and Sondhelmer by numerical integration of Eq.(I-21) and is given in Table I.
At high temperatures, Z is given by the classical formula
Z 2mwb (1 + i) Aa-1/6 (1+ i) . (I-26)
Eq.(I-26) holds for both p = 1 and p 0.
For p 0 an expression for E(z) or f(x) is not available in simple
form, but
f(0) , _ 1 1 ln t 2 K(t)) dt (I-27)
f'(0) + 1 t + 1
Again Eq.(I-26) may be expanded in powers of 1/a1 /3 for large a, and sub-
stituting in Eq.(I-23) gives the limiting form
Z -- /~ (1 + 3 i) . 0.4827A (1 + F i) ; p 0. (I-28)
This is 9/8 of the value of Z for p = 1.
Thus far the basic constants used are n, , m, vM; in terms of these
(and w) we have expressed , a, 6, a, A. A further relation exists which
expresses the momentum mvM in terms of n. Since only the combination mvM
appears in , , a or A (but not in ), these may be expressed as functions
of n and alone.
The relation is (mv)3
which puts all electron states in one cm3 out to maximum momentum, equal to
the total number of electrons per m3, allowing for two spin directions.
Then
= -,1/3 2/31 (I-29)r- 
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a 2r4/3 on 23n2 (I-30)
he
5/18 21/6 T5/9 hl/3 w2/3 n-2/9
A - 4/3 2/3 (-
ew1/2 L1 (1-31)
= 
/ 6 (I-3AXIS2 w"' hI/3 J 1 / 2 (-33)
IZo 8
r I
XD,"
X AXIS
Z
Fig. 13 Coordinate scheme.
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APPENDIX II
The Surface Impedance of Metals in the Superconducting State
The measurements of surface resistance and change of surface reactance -
obtained from the Q curve and resonant frequency shift of the cavity
respectively - are related to the physical characteristics of the super-
conducting state by introducing the current of superconducting electrons
(London current) into the electro-dynamic equations of Appendix I. A cer-
tain number of normal electrons are assumed to be present at each tempera-
ture. The normal electrons in the superconductor contribute to the current
according to Eq.(I-6) of Appendix I, the supercurrent adds a term to this.
Maxwell's equations yield a new integral equation for the field which is
solved in the same way as above. The surface resistance and reactance then
depend on three parameters - the resistive skin depth just above the transi-
tion Set and two quantities characteristic of the superconducting state,
the static field penetration depth (T) and the fraction of normal elec-
trons which remain at any temperature, fN(T). Assumptions about the rela-
tion between the latter two parameters lead to their evaluation from the
data. In particular they may both be related to single constant to (0).
The best value of 0 is found by computing the expected change in surface
reactance from the surface resistance curve as a function of T, and choosing
Ao to give best agreement with observed values of the reactance change.
It is also of interest to reduce the formulas used by London and those
used by Pippard to depend on the same three parameters and thus exhibit
their differences. The normal electrons were treated by different physical
assumptions in their work, hence comparison of the calculated values of
A(T) on each theory reveals the validity of their assumptions insofar as
they approximate to the more accurate and more elaborate treatment given
here.
A. Electrodynamic Equations for Superconductors
The field equations lead (in this one dimensional case) to the electric
field-current equation
a2E 0
a Ex ,7 (II-1)Caz2 c
J = JN + Js (neglecting displacement currents) (II-2)
J total current at depth in the metal
JN = current of normal electrons
Js = current of superconducting electrons.
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Put 2
o cEx (II-)
and
J- i te it p E(t)k(z t) dt + (1 - p) E(t)k( 1 t) dt
(II-4)
where
Ex(z,t) = E(z)ei Wt (II-5)
and k(u) is defined in Appendix I, Eq.(I-7).
A(T) is the static magnetic field penetration depth into the supercon-
ductor. Equation (II-3) may be interpreted as an acceleration equation for
the superconducting electrons which do not collide with the lattice but
accelerate under the action of the electric field in the metal at a rate
determined by their inertia. When a static magnetic field is introduced,
the induced electric field does the accelerating leaving behind a permanent
eddy current when the steady static value is reached. This picture leads
to
2
2 msc
X = - O .
but Eq.(II-3) is assumed to be more general than this specific model in
which the mass and number of electrons m s and n are uncertain.
Eq.(II-4) treats the normal electrons in the same way as the normal
metal treatment of Appendix I, but Iod, the equivalent d-c conductivity
associated with the normal electrons will take account of the temperature
dependence of the number of normal electrons.
From Eq.(II-29) of Appendix II we have
nNe' e2 2l113 2/3t (II-6)
oN f vM - nN . (II-6)
Putting Eqs.(II-2),(II-3), and (II-4) in Eq.(II-1) and replacing E(z)
by f(x) where x = z/t gives the integro-differential equation for the field
involving three parameters a, a', p,
f"(x) - aNi PJ f(y)k(x - y) dy + (1 - p) k(x - y)dy + a'f(x)
0o j~(II-7)
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4 . 6 a= (II-8)
2
a'* (II-9)
Equation (II-7) can be solved in the two limiting cases p = 1 and
p 0 by a slight variation of the procedure in Appendix I. The steps are
briefly outlined here; fuller discussion appears in Reuter's and Sondheimer's
paper (8).
Case p 1
f(x) = iaN ()k(x - y) dy + a'f(y) . (II-lO)
Take the Fourier transform of Eq.(II-10) with respect to x, employing the
Faltung theorem, on the product of Fourier transforms and introduce a dis-
continuity in f'(x) at x O; f'(x) has been taken even in x.
-- 2~- t2 *(t) iaNo(t)K(t) + a'*(t) (II-ll)
where
= f' (+0) = -f' (-0) (II-12)
(t) = f(x) eixt dx (II-13)
K (t) = k(x) e- ixt dx (1 + t2) tan t t (II-14)}
Eq.(II-11) gives
*(t) = t2 + -2+'.
Inverting the Fourier transform; using Eq. (II-14)
f(x) = (t)e tcos xt dt (-15)(J) (t)eixt dt =' 't2+ a' + ia K(t)
The surface impedance of the superconductor is given by
Z - 8 A41 1 3 ) D _ ( II-16)
f,(o) c f'(o)
where Eq.(II-15) gives
f(O) - dt
f'(O) t + a + iaK(t (1117)
Since aN is very large at superconducting temperatures (106 to 108), it is
-37-
useful to develop Eq.(II-17) in inverse powers of a, (actually aN1/3).
The first two terms are:
ydy + 41
7 + P + I. r(ra)1/ ) r dz_ , , _-(y, + y +0
a '(Tmm)~~
+ o(L)
(I-18)
(II-19)
The integrals in Eq.(II-18) are evaluated by partial fraction expan-
sions to give
I, ()
ys + + i
ar
1+ 2a3{T
+ i(; in a
+ i(; In a
1 + 2
-a· ta
1 1
+ a3
- In
I - Jy 3
-l
-1 1 a 4 1 / 3
v a
a > 41/3
(II-20)
where a is the largest root of the cubic x3 - P - 1
explicitly in terms of by:
a = cos cos (1)3/2
a = cosh cosh-1 1 )3/2J
- 0, and is given
t; F>i = 1.89
; 1 2. 1.89
(II-21)
The next order term in Eq.(II-18) is given by
I 
= (1 + d
o Y + + 
where
I-() 0
J 
= a i1n a + 3 Iny+ 1 +2 2
1 2a3 ~ -- 1
- a 3 In a + ..3 tan 1 , 1 Ir 
1 a ia
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f(0)
(o)
-2 F
L
where
-f
(II-22)
a3 4
(II-23)
I,(e)~~~G
-6a3 1IO() ia a2 3 tn  - 1 ; |3 a4
(1 + 2a) 2 (1 + 2a3)2 _a 3 + a( 3 - 1) ta j; a 
a (II-24)
-6a3 Io(P)· 3 Fa3- 1 +
· ( )2-(a)1..,, _ 3) , s - in
(1 + 2a3) (1 + 2a3) -4 21 2 1-
"&-ai-
a3 >,, 4
and qa.(II-16), (-18) give
16 I2() .. (11-25)
At the transition temperature, 7 . , - 0, a = 1 and from Eqs.(II-20),
(II-24)
Il(0) =- (l- ); I2(0) 2(1 + ) lo(O) (11-26)
; i 4I7 8 ) i{ + (II-27)
which agrees with results of Reference 8 and Eq.(I-24) of Appendix I.
As T 0, if all electrons become superconducting, i.e. n ' 0, then
N + 0, , a * m, aN- 0. Approximations to the limiting forms of Re
and X may be obtained from the first term of Eq.(II-25). This gives
R 4o 2-' (3 n - ) (II-29)
x, -7 + ) (II-.0)
Equation (II-30) gives the correct limiting form of X as T 0 if all elec-
trons become superconducting.
Putting 2wwb
Rt et (11-31)
where Eq.(II-27)gives*
* It is asstued that a 1t/3>> 1 and hence the second order terms in Eq.(II-27) may be
dropped.
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6e t -etwa t . 33r 1'3
(effective resistive
skin depth at the (II-32)
transition temperature)
and using
aN nN2/3 2/3
at 7 nt ' -
so that Eqs.(II-31),(II-32) give
a N 64 fN2/3
7= 383 63et
and
2B hZT 3r
(II-33)
(II-35)
52
t27 et
16 2fN4/9
then Eqs.(II-29), (II-30) become, using (II-32) and (II-34), as T 0,
R t~A4f, 2/3 2 N2fN 4/9 >
_ 0,2904 n g - 1 - n (II-36)
et et
X s ( 1 _ 6 + ) )et * (II-37)
81r tet 3 e
More generally note that Eq.(II-25) gives:
Rs 1 ImIl(p)
' fN2 Iml (No2 (II-38)
Xs 1 Xs 1 ReIl()
' Tt- = 3 'R -t= fN 2/9 eilku)
Similar expressions will now be derived for the case p -
London's and Pippard's treatments.
Case p = 0
f"(x) + aNi f(y) k(x - y) dy + a'f(x)
O
O and for
(II-39)
The more complicated manipulation which leads to a solution of this
Wiener-Hopf type integral equation is given by Reuter and Sondheimer and
is too long to outline here. The procedure, which follows that of Wiener
and Hopf, introduces a function equal to the difference of the two sides of
Eq.(II-39) for X < 0, but zero for X > 0, takes the Laplace Transform of
this function again using the Faltung theorem, discusses the regions of
existence of the various transforms and separates the transform equation
into a side which is regular in the left half plane and a side regular in
the right half plane with an overlapping region of regularity. The two
sides therefore determine an integral function; determining the asymptotic
behavior of this integral function identifies the integral function and
thence the transform of f(x). The ratio f(O)/f'(O) is then expressed in
terms of the transform and found explicitly. The modification introduced
by the term af'(x) in Eq.(II-39) is to alter the characteristic equation
whose roots must be located to separate the transform equation properly.
We now find for a' > 1, the characteristic equation has no roots in the
strip -1 < Res < 1 for all X, s is the transform variable,
F(s) = exs f(x) dx
We finally find the quantity of interest in the form
- in d (i-4o)f(0) = -1 ; -D w Jn (t2 + a' + ia (t) ) II-4
f'(O) + 1
where
K(t) =2 (1 + t2) tan-1 t t (II-41)
Integrate Eq.(II-40) by parts, put K(t)- ' and get,
+ 1 T .... N dt (II- -42)
o t + at + i-5-
Tr o + y + i - raN + by + i
a ii a) /3 [Io(p) 2 Il(p)] I
From Eqs.(II-16),(II-40),(II-42) we get
8=4r t 3 r 1 (II-43)
Equation (II-43) corresponds to the first term of Eq.(II-25).
At T = Tt, P = 0, using Eq.(II-26), Eq.(II-43) becomes
___ _1_1 __11_--1
Zt 7 rw (1 + i ) (P ) (II-44)
Again as in the case of Eqs.(II-29) and (II-30), as T 0, B * -
in i r i (II-45)
Then Eq.(II-45) in Eq.(II-43) with Eqs.(II-19 and (II-9) give, as T 0,
4Z w v__ t 1 = 4riw t 1 4riw)
c TcR'lz ) *- ((I-46)
which agrees with Eq.(II-30).
Note that Eqs.(II-44) and (II-32) lead to
6et > A (II- 7)
t
hence as in Eq.(II-35), using Eq.(II-33)
2 §e2
1 jT· \ 3·;4e (p O) (11-48)
and, as in Eq.(II-34),
t 2wl3 bet
N ~ _fN'
Pippard' s Treatment
This differs from the above in treating the current due to the normal
electrons by means of an effective conductivity derived from the ineffective-
ness concept.
Z -4 ri(O (equivalent to (-16)) . (11-50)
az
From Eqs.(II-l),(II-2)
= Js + JR = wN + * (11-51)
The effective conductivity
6
se - t Oi (II-52)
is assumed to be a fraction 6s/I smaller than the d-c conductivity of the
normal electrons (using the "ineffectiveness concept"). Here 6 is the
-42-
_ 
__. __
penetration depth of the field into the superconductor.
Since J(z) is now proportional to E(z)(for harmonic time dependence
ei"t), Eq.(II-51) leads to a wave equation for E. Putting
E(z) Eoe'iKz (II-53)
K2 _ + )- _ + (II-54)
Therefore
K =Kr + iKi
Kr 1 & i 
(11-55)
q 1 + 
e
From Eqs. (II-50),(II-53),(II-55)
Zs = 1 = r + i
ve et NI et 1 (I-57)
This assumes ~ is constant, i.e. the d-c conductivity in presence of
a magnetic field greater than critical is constant. Hence using Eq.(II-55)
f , 1 1 =i 1 q 
et e e
or (11-58)
et
As T -* 0, q - 1, and Eq.(II-58) may be solved for q as an expansion in
powers of
2X6 f N
et
Then any function o q may be expanded smilarly. Thus
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R- 
8 2q (11-59)
t7 1-3(T) f/3+ 64( )'8/3 )
et et et et
Noting
2w et
Rt ' c 2 (II-60)
Rs 2 fN 2/31 3AfN 2/ 9 6 3(X f2/912
t §et etet
,- ~ 2/9)18
- 6 et ·
x = tl / + 1
5 'Tc 2q2
4,wx 3 x f 2/9)6 + ( f 2/9)12 4,4( x 2/9 18
- Tb f 1i 3-6 t N)a et et et
It is of interest to compare Eq.(II-61) with the approximate expression
obtained by Pippard
Rs 2( ) fN/
i+ 6fN i
2( W) fn /3 3 X 2/9)6 2 ; X 2/91 2
et L/ _- t e et
Also the correction factor for normal electrons in Eq.(II-62), which
Pippard evaluates in terms of the ratio r R/Rt, may be rigorously
expanded in terms of r and f'
1- 0.5304 fN1/3r/2-- 0.1094 f2/3r 3 . . .
Pippard takes fN 1, since the terms in r are small when fN p 1, but near
the transition where the correction factor differs from 1, fN 1. Note
that fN here differs from Pippard because he takes the conductivity pro-
portional to nN whereas we use nN2/3 corresponding to a degenerate Fermi
gas of electrons.
London's Treatment
The normal electrons are now treated as having an effective a-c
'.'
(II-61)
(II-62)
)
(II-63)
T)etN135, 2/9 18 1
(II-64)
conductivity (smaller than the d-c conductivity) which is assumed to vary
as nN2/3 but not with the penetration depth of the field (i.e. no "ineffec-
tiveness concept" is used). As in Pippard's treatment Eqs.(II-50),(II-51),
(II-53),(II-54),(II-55),(II-56) hold but not (II-52) or (II-57). Instead
we have
2e t 1 (II-65)
6et Oe fs
Hence
q . + 4 4/3 (II-66)
e et
,3.f 2/3 ~ / 
Xs 2 =- 1 _ (X£1) + ( 1 . (II-68)
c 2q c et et
1. Calculation Procedures
The experimental data consist of Rs/Rt as a function of T, the absolute
value of Rt, and the change in X from the transition temperature down.
The theory can be applied to the data in several ways. can be found as
a function of T if fN is known, or if a relation is assumed between fN
and . The most reasonable relation in the light of present theories
relates fN and X but introduces the constant o, the value of when all
electrons are superconducting. By using the AX8(T) data also, to can then
be fixed. In addition the theory gives some simple quantitative relations
which can be checked on the data; namely the frequency dependence of the
initial slope of the resistance curve and of the resistance at temperatures
well below the transition, and the slope of the reactance curve (or induc-
tive skin depth curve) at Tt.
To relate fN and , put
nN + n = no (11-69)
(where n is number of normal electrons at the transition temperature).
2 no2 n (11-70)
0 5
'-' s 
Equations (II-69) and (II-70) give
ns o2
f - - I = 1 - -N n0 n 
0i 0 i 
(II-71)
Equation (-69) is part of the "two fluid" assumption about electrons in
superconductors, the constant total is divided between superconducting and
normal electrons which behave independently. Equation (II-70) is based on
the acceleration picture of superconducting electrons with inertia but no
resistance; then 2
2 ms,
The mass ms is unknown; even though superconducting electrons do not inter-
act with lattice vibrations there is no reason to think the potential field
of the crystal does not affect the mass.
Calculation of (T) using the extended theory of Reuter and Sondheimer
to treat the normal electrons is then based on the equations
p 1
Rs 1 ImI(3)
2
32 et
Xo2
; fN =1-- v
I1(P ) is given in Eqs. (II-20,(II-21)
e 2 c2Rt
bet = Em (II-72)
c2
wX t et 
The procedure is to choose No, calculate f(X), (N), using the known
value of Rt to find 6ets R/Rt() using tables of ImI(), hence from
R8/Rt(T) find (T). From tables of ReIl(p), the inductive skin depth
c2 X (X)
is found, hence
c2X8(T)
4Trw
from A(T).
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02X F-3 ReI (P)
4,w w- 6et 2 " .
The values of
Xs(T - t)]
are compared with experimental values found from the frequency shift of the
cavity. A0 is adjusted for best fit of the reactance data.
Case p - 0
Rs l ReI(1) I (0) 2
E M 2v9 ReIcto) 23 )
; I() Io -3 (P)
624 et
c2Rt
6et 2rw
c 2 Xa b1 o ImI d I (0)u2
8 - et 3| 
Calculations based on Pippard's equations use:
(II-73)
s k 2(q - 1) X -
t et q
2 1+ 8 6 fN14/ 1
Pq 12 + N6 +q% 1
et
As above Ao is chosen, fN() found, q(W) found by solving the cubic
for q using the known value of 6et' Hence we find R/Rt(N) and then from
Rs/Rt(T), (T) is found. The (T) and q(N) then lead to c2Xs/4rw. The
cubic in q is quickly solved by tabulating or plotting the root as a func-
tion of the single parameter, Newton's rule can be used to improve a first
guess. (The desired root is unity when fN = 0.) Various o's may then be
tried to fit the reactance data best.
Calculations on London's equations use the same equations as above
except for the one giving q. This becomes
(II-75)
r
q j
1+4
1 64t 4 
6et
4/
2. Initial Slopes
Rs
The frequency dependence of the initial slope of R (T) is found from
Eqs.(II-38),(II-20),(II-35), (for the case p ). t
d R (T)]
L 't T=Tt
; -2 t" 1 d _ImIl( )
§ Tt Sf WFT +<I - 5-ImIlT(O) Ttt~~ 7
(II-76)
usig
2
d No 1 dn
7 N W !T
and
The 2/9 term in Eq.(II-76) is only a few percent of the other term in
the case of interest and since
dn
vr~< 0, d ~R(T) > 0
t
Moreover, since
etf' zand a 2 e 2wn2/33 6 et 7 173 c71/3 2
3r3 t h
J
the frequency dependence of the initial slope is closely 1/w2/ .
The initial slope of the inductive skin depth c 2Xs/4w is similarly
found to be d 02X 6 L diI-
which is negative. Since c2Xs/4w at lower temperatures decreases to o,
the curve goes through a maximum near Tt. At higher frequencies, however,
we may have 6et < hO and the character of the curve will change.
Well below the transition, the limiting value of Rs/Rt has the form
given by Eq.(II-36).
I - -
= - 4 7 2 -0 -a
NO TWTff
d 0h2
dT - M $ 2 / d 2 2 dP(
APPENDIX III
Table of Nomenclature
Ex(z,t) = electric field in x direction
E(z) space amplitude of E (z,t)
J,Jx total current in metal
JN ' current carried by normal electrons
Js current carried by superconducting electrons
Z R + iX surface impedance of metal
R surface resistance (a A in Pippard's notation)
X - surface reactance
Zt, Rt, X t values of Z,R,X at transition temperature
Zs, Rs, X = values of Z,R,X in superconducting state
or, A = d-c conductivity of normal electrons (above transition use )
E effective a-c conductivity
6, 6 = c classical penetration depth from d-c conductivity of
,N 2TwRN normal electrons (above transition use 6)
c2R
6et '- ' = effective value of resistive skin depth
6 = penetration depth of field in superconductor (= - in Pippard's
or London's treatments) Ki
X(T) = penetration depth of static magnetic field
k = = propagation constant for free space
c
K Kr + iKi propagation constant of field in superconductor
t mean free path of electrons
p = fraction of electrons specularly reflected at the surface
fN(T) = fraction of electrons which are normal in the superconductor
ns = number of superconducting electrons per cc.
m s = mass of superconducting electrons
n, nN number of normal electrons per cc. (above transition use n)
a, aN - ; = dimensionless constant characterising normal and super-
5N conducting states (above transition use a)
-I- -I-I - - ---- I - II ---- - -~
a' = - dimensionless constant characterizing superconducting state
132 3 / 2/3
A,A N = (-) 1/3 N2 (above transition use A)
v = electron velocity
vM = maximum velocity of Fermi distribution
T = mean time between collisions
Xdrift = drift velocity in x direction acquired by electron
o o
drift average average  value of ()drift for electrons from all directions
q = parameter used in Pippard and London treatment (Pippard uses m)
TI( ) y P ids
o 3 + BY + i
I2(P) I()- dy
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APPENDIX IV
NUMERICAL TABLES
Table I
Surface Impedance as a Function of a
(Reuter and Sondheimer)
A/R A/X
p=1 p 0 p 1 p = O
0.01 --- 0.464 --- 0.452
0.25 0.804 0.782 0.773 0.703
3 1.222 1.117 1.038 0.885
20 1.585 1.374 1.177 0.991
100 1.845 1.562 1.247 1.056
700 2.062 1.741 1.294 1.110
4 x 103 2.177 1.852 1.317 1.141
5 x 104 2.264 1.956 1.333 1.169
3 x 105 2.296 2.000 1.339 1.180
2.330 2.071 1.345 1.196
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Table III
Smoothed Values of the Surface Resistance of Sn
In The Normal State at 24,000 Mc/sec.
T R (ohms)
300 0.1217
200 . 0995
140 0.08014
100 0.0636
80 0.0532
70 0.0478
60 0.0420
50 0.0358
40 0.0293
35 0.0260
30 0.0227
25 0.0198
20 0.0180
15 0.0175
10 0.0175
5 0.0175
4.2 0.0175
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Table IV
Smoothed Values of R/Rt - Normalized Surface Resistance of Sn
in Superconducting State at 24,000 Mc/sec
T °K R/Rt
3.751 1.000
3.740 0.932
3.730 0.860
3.720 0.806
3.710 0.749
3.700 0.702
3.680 0.627
3.660 0.569
3.630 0.498
3.600 0.444
3.500 0.319
3.400 0.247
3.300 0.198
3.200 0.171
3.000 0.142
2.800 0.120
2.600 0.109
2.400 0.103
2.100 0,.097
-- --- 
--II I
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