Hartree-Fock based diagonalization: an efficient method for simulating
  disordered interacting electrons by Vojta, Thomas et al.
ar
X
iv
:c
on
d-
m
at
/9
80
91
71
v1
  [
co
nd
-m
at.
me
s-h
all
]  
12
 Se
p 1
99
8
Hartree-Fock based diagonalization: an efficient
method for simulating disordered interacting
electrons
Thomas Vojta, Frank Epperlein and Michael Schreiber
Institut fu¨r Physik, Technische Universita¨t, D-09107 Chemnitz, Germany
version August 31, compiled January 14, 2014
Abstract
We present an efficient numerical method for simulating the low-
energy properties of disordered many-particle systems. The method
which is based on the quantum-chemical configuration interaction ap-
proach consists in diagonalizing the Hamiltonian in an energetically
truncated basis build of the low-energy states of the corresponding
Hartree-Fock Hamiltonian. As an example we investigate the quan-
tum Coulomb glass, a model of spinless electrons in a random poten-
tial interacting via long-range Coulomb interaction. We find that the
Coulomb interaction increases the conductance of strongly disordered
systems but reduces the conductance of weakly disordered systems.
The numerical simulation of disordered many-particle systems is one of
the most complicated problems in computational condensed matter physics.
First, the size of the Hilbert space to be considered grows exponentially with
the system size. Second, the presence of disorder requires the simulation of
many samples with different disorder configurations in order to obtain aver-
ages or distribution functions of physical quantities. In the case of disordered
interacting electrons the problem is made worse by the long-range character
of the Coulomb interaction which has to be retained, at least for a correct
description of the insulating phase.
The simulation methods applied to disordered many-particle systems
can be roughly divided into two classes. On the one hand, methods like
Hartree-Fock [1, 2] have been used to reduce the system to an effective
single-particle system. This overcomes the problem of the Hilbert space
growing exponentially with system size. The resulting methods permit the
simulation of rather large systems (> 103 sites) but the approximations
involved are uncontrolled and can usually not be improved systematically.
On the other hand, there are several methods which give numerically ex-
act results or which can be taken, at least in principle, to arbitrary accuracy.
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However, most of these methods are severely restricted when simulating dis-
ordered interacting electrons. Exact diagonalization [3, 4] works only for
very small systems (with up to about 4×4 lattice sites). For one-dimensional
systems the density-matrix renormalization group method [5] is a very effi-
cient tool to obtain the low-energy properties. It is, however, less effective
in higher dimensions; and it is also not capable of handling the long-range
Coulomb interaction which is important in the insulating phase. Quantum
Monte-Carlo [6] methods are another means of simulating disordered many-
particle systems. They are very effective for Bosons at finite temperatures.
Very low temperatures are, however, hard to reach. Moreover, simulations
of Fermions suffer from the notorious sign problem (although this turned
out to be less severe in the presence of disorder).
In this paper we present an alternative method for simulating disordered
interacting electrons which we call the Hartree-Fock based diagonalization
(HFD). It is based on the quantum chemical configuration interaction [7]
approach adapted for disordered lattice models. The main idea is to diag-
onalize the Hamiltonian in a subspace of the Hilbert space spanned by the
low-energy eigenstates of the Hartree-Fock approximation of the Hamilto-
nian. The HFD method consists of 3 steps: (i) solve the Hartree-Fock ap-
proximation of the Hamiltonian which is still a non-trivial disordered single-
particle problem, (ii) use a Monte-Carlo algorithm to find the low-energy
many-particle Hartree-Fock states, and (iii) diagonalize the Hamiltonian in
the basis formed by these states and calculate the observables. The efficiency
of the HFD method is due to the fact that the Hartree-Fock states are com-
paratively close in character to the exact eigenstates in the entire parameter
space. Thus it works well for all parameters while related methods based on
non-interacting or classical eigenstates [9, 10] instead of Hartree-Fock states
are restricted to small parameter regions.
In the following we will illustrate the application of the HFD method on
the example of the quantum Coulomb glass, a model of interacting spinless
electrons in a random potential. It is defined on a regular hypercubic lattice
with M = Ld (d is the spatial dimensionality) sites occupied by N = KM
electrons (0<K<1). To ensure charge neutrality each lattice site carries a
compensating positive charge of Ke. The Hamiltonian is given by
H = −t
∑
〈ij〉
(c†i cj + c
†
jci) +
∑
i
ϕini +
1
2
∑
i 6=j
(ni −K)(nj −K)Uij (1)
where c†i and ci are the electron creation and annihilation operators at site
i, respectively, and 〈ij〉 denotes all pairs of nearest neighbor sites. t denotes
the strength of the hopping term and ni is the occupation number of site
i. Uij = e
2/rij denotes the Coulomb interaction which we parametrize by
its value U between nearest neighbor sites. For a correct description of the
insulating phase the Coulomb interaction has to be kept long-ranged, since
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screening breaks down in the insulator. The random potential values ϕi are
chosen independently from a box distribution of width 2W0 and zero mean.
For Uij = 0 the quantum Coulomb glass becomes identical to the Anderson
model of localization and for t = 0 it turns into the classical Coulomb glass.
We now turn to a more detailed description of the HFD method for
the quantum Coulomb glass. For each disorder configuration the first step
consists of numerically diagonalizing the Hartree-Fock approximation
HHF = −t
∑
〈ij〉
(c†i cj + c
†
jci) +
∑
i
ϕini
+
∑
i 6=j
ni Uij〈nj −K〉 −
∑
i,j
c†i cj Uij〈c
†
jci〉, (2)
of the Hamiltonian as described in Ref. [2]. Here 〈. . .〉 represents the expec-
tation value with respect to the Hartree-Fock ground state which has to be
determined self-consistently. This calculation results in an orthonormal set
of single-particle Hartree-Fock states |ψν〉 = b
†
ν |0〉 =
∑
i Sνic
†
i |0〉
In the second step of the method we construct many-particle states, i.e.
Slater determinants,
|{ν}〉 = b†ν1 . . . b
†
νN
|0〉 . (3)
Note that for the two limiting cases mentioned above, i.e for the Anderson
model of localization and for the classical Coulomb glass, these states are
also eigenstates of the full Hamiltonian (1). We then determine which of the
many-particle states (3) have the lowest expectation values 〈{ν}|HHF |{ν}〉
of the energy. Since the total number of states is too high for a complete
enumeration we employ a Monte-Carlo method. It is based on the thermal
cycling method [8] in which the system is repeatedly heated and cooled.
In addition, at the end of each cycle a systematic local search around the
current configuration is performed. The low-energy many-particle states
found in this way span the sub-space of the Hilbert space relevant for the low-
energy properties. Its dimension B determines the accuracy of the results.
The third step consists of transforming the Hamiltonian from the orig-
inal site-representation to the Hartree-Fock-representation by means of the
unitary transformation b†ν =
∑
i Sνic
†
i and calculating the matrix elements
〈{ν}|H|{µ}〉. The resulting Hamiltonian matrix H{ν}{µ} of dimension B×B
is then diagonalized using standard library routines. Note that H{ν}{µ} is
usually not very sparse: if |{ν}〉 and |{µ}〉 differ in the occupation of at most
4 single-particle states, the matrix element is non-zero. Moreover, number
and position of the non-zero matrix elements differ between different dis-
order configurations. Thus, specialized codes for sparse matrices will not
increase the performance significantly. In order to investigate physical ob-
servables we transform their operators to the Hartree-Fock representation.
This is usually faster than transforming the states back to site or momentum
representation.
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Figure 1: Dependence of the ground state energy EB0 and its error (E
B
0 −
E0)/E0 on the size B of the basis used for a system of 8 electrons on 16 sites,
W = 1, t = 0.1, U = 1. The solid line in the inset is a fit to an exponential
law.
In order to test the method and to check the dependence of the results
on the size B of the basis we carried out extensive simulations for systems
with 4× 4 sites and compared the results to those of exact diagonalizations
which are not too time-consuming for spinless electrons at this size. We
first investigated the dependence of the ground state energy EB0 on B and
compared it to the exact result E0. A typical result is presented in Fig. 1.
As usual the ground state energy is not very sensitive to the accuracy of the
approximation. Already the relative energy error of Hartree-Fock is as low
as 10−4. Keeping a basis size of 300 within the HFD method reduces the
error by a factor of 10. Further increasing the basis size to 1000 (which is
still less than 10% of the total Hilbert space) gives a relative error of less
than 10−6. Since knowing the energy is not sufficient to judge the quality of
the ground state we also studied the overlap between approximate and exact
ground state as well as several ground state expectation values. Fig. 2 shows
the convergence of the occupation numbers as a function of basis size B for
the same system as in Fig. 1. While some of the occupation numbers have
significant errors within Hartree-Fock approximation, the HFD method with
a basis size of 100 gives all occupation numbers with a satisfactory accuracy
of better than 10−2.
After having established the method we now show calculations of the
transport properties. We consider the question whether the electron-electron
interactions lead to an enhancement or to a reduction of the conductance
in a system of disordered electrons. This question has reattracted a lot of
4
0 100 200 300
B
0.0
0.2
0.4
0.6
0.8
1.0
n5
0 100 200 300
B
0.0
0.2
0.4
0.6
0.8
1.0
n9
0 100 200 300
B
0.0
0.2
0.4
0.6
0.8
1.0
n12
0 100 200 300
B
0.0
0.2
0.4
0.6
0.8
1.0
n14
Figure 2: Occupation numbers 〈ni〉 vs. basis size B for the system of Fig.
1.
attention after experiments revealed indications of an unexpected metal-
insulator transition in two dimensions [11].
The conductance is calculated from the Kubo-Greenwood formula [12]
which relates it to the current-current correlation function in the ground
state. Using the spectral representation of the correlation function the real
(dissipative) part of the conductance (in units of the quantum conductance
e2/h) is obtained as
ℜ Gxx(ω) =
2pi2
ω
Ld−2
∑
α
|〈0|jx|α〉|2δ(ω + E0 − Eα) (4)
where jx is the x component of the current operator and α denotes the
eigenstates of the Hamiltonian. The finite life time τ of the eigenstates in
a real d.c. transport experiment results in an inhomogeneous broadening
γ = 1/τ of the δ functions in the Kubo-Greenwood formula. Here we have
chosen γ = 0.05 which is of the order of the single-particle level spacing.
According to eq. (4) the accuracy of the conductance depends not only on
the accuracy of the ground state but also on those of the excited states.
We therefore also carried out convergence tests on the conductance itself,
following the lines discussed above.
We now discuss the main results for the d.c. conductance of two-dimen-
sional systems. In Fig. 3 we show the extrapolated d.c. conductances for
systems of 5 × 5 lattice sites containing 12 electrons for different values of
kinetic energy and interaction strength. The data show that weak electron-
electron interactions enhance the conductance for the case of very small
kinetic energy (i.e. large disorder). In this regime the dominant effect of the
interactions is that electron-electron scattering destroys the phase coherence
responsible for Anderson localization. In contrast, for higher kinetic energy
or sufficiently strong interactions the dominant effects of the interactions
are a reduction of the charge fluctuations and an increase in the effective
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Figure 3: Logarithmically averaged (400 samples) d.c. conductance for sys-
tems of 5×5 lattice sites and 12 electrons for different U and t. The disorder
strength is fixed to 1. The basis size within the HFD method was B = 500.
random potential both of which lead to a reduction of the conductance.
Analogous simulations with different system size and filling factor show the
same qualitative dependence of the conductance on the interaction strength.
To summarize, we have presented an effective method, the Hartree-Fock
based diagonalization (HFD), for the numerical simulation of disordered
many-particle systems. As an example we have applied it to the calculation
of transport properties in the quantum Coulomb glass model of interact-
ing electrons in a random potential. Further results obtained by the HFD
method on the transport properties of the quantum Coulomb glass in one,
two and three dimensions can be found in Refs. [13, 14, 15].
This work was supported in part by the German Research Foundation.
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