We prove that if Cay(G; S) is a connected Cayley graph with n vertices, and the prime factorization of n is very small, then Cay(G; S) has a hamiltonian cycle. More precisely, if p, q, and r are distinct primes, then n can be of the form kp with 24 = k < 32, or of the form kpq with k ≤ 5, or of the form pqr, or of the form kp 2 with k ≤ 4, or of the form kp 3 with k ≤ 2.
1 Introduction Definition 1.1. Let S be a subset of a finite group G. The Cayley graph Cay(G; S) is the graph whose vertices are the elements of G, with an edge joining g and gs, for every g ∈ G and s ∈ S.
It was conjectured in the early 1970's that every connected Cayley graph has a hamiltonian cycle, but we are still nowhere near a resolution of this problem. (See the surveys [6, 21, 26] for discussions of the progress that has been made.) One of the purposes of this paper is to provide some evidence for the conjecture, by establishing that all Cayley graphs on groups of small order have hamiltonian cycles. Our results are summarized in the following theorem: Theorem 1.2. Let G be a finite group. Every connected Cayley graph on G has a hamiltonian cycle if |G| has any of the following forms (where p, q, and r are distinct primes):
This work began in the 1980's as an undergraduate research project by D. Jungreis and E. Friedman at the University of Minnesota, Duluth, under the supervision of J. A. Gallian, but their results [14] were never published. (This paper is a revision and extension of the students' work; we include statements and proofs of their main results.) We consider only Cayley graphs in this paper; see [17] for references to analogous work on hamiltonian cycles in more general vertex-transitive graphs with a small number of vertices.
It was originally expected that the numerous available methods would easily prove that every Cayley graph on any group of order less than, say, 100 has a hamiltonian cycle. Unfortunately, a major lesson of this work is that such an expectation is wildly incorrect. Namely, although the results here were not obtained easily, they do not even include all of the orders up to 75. More precisely, as can be seen from Fig. 1 , combining Theorem 1.2 with Remark 1.3 deals with all orders less than 120, except:
• 72 = 2 3 · 3 2 = 8p 2 or 24p,
• 96 = 2 5 · 3 = 32p,
• 108 = 2 2 · 3 3 = 36p or 4p 3 ,
• 120 = 2 3 · 3 · 5 = 24p.
In fact, the situation is even worse than this list would seem to indicate, because the cases k = 16, k = 27, and k = 30 of Theorem 1.2(1) are not proved here: they were treated in the separate papers [7, 9, 10] after a preprint of this paper was released.
Outline of the paper.
Most of the cases of Theorem 1.2 are known (including all of the cases where k = 1). For example, C. C. Chen and N. Quimpo [5] proved that Cayley graphs of order pq are hamiltonian (in fact, edgehamiltonian), and D. Li [18] proved that Cayley graphs of order pqr are hamiltonian. (However, the latter result is in Chinese, so we provide a proof.) The following list of the paper's sections Here is a description of how the results of this paper combine to prove Theorem 1.2.
(1) If k ∈ {2, 3, 5, 6, 7, 10, 11, 13, 14, 17, 19, 22, 23, 26, 29 , 31}, then k is either prime or twice a prime, so kp is of the form pq, 2pq, p 2 , or 2p 2 . These cases are treated below, in (2a), (2b), (4a), and (4b), respectively, so we need only consider the other values of k. Also, we note that the proofs of (2)-(5) make no use of (1), other than the cases 4p and 8p, so we are free to employ any and all other parts of the theorem in establishing the cases of (1) (other than 4p and 8p).
1p: Groups of prime order are abelian, so Lemma 2.1 applies. 4p: See Corollary 2.17. 8p: See Proposition 3.2. 9p: Corollary 2.3 applies unless p = 2. If p = 2, then |G| is of the form 2p 2 .
12p: |G| is of the form 8p (if p = 2) or 4p 2 (if p = 3) or 4pq (if p > 3).
15p: |G| is of the form 3p 2 (if p = 5) or 3pq (otherwise).
16p: See [7] . 18p: See Proposition 9.1. 20p: |G| is of the form 4p 2 (if p = 5) or 4pq (otherwise).
21p: |G| is of the form 3p 2 (if p = 7) or 3pq (otherwise).
25p: Corollary 2.3 applies unless p ∈ {2, 3}. In the exceptional cases, |G| is of the form kp 2 with 1 ≤ k ≤ 4. 27p: See [9] . 28p: |G| is of the form 4p 2 (if p = 7) or 4pq (otherwise).
30p: See [10] .
(2) Assume |G| = kpq with 1 ≤ k ≤ 5. 
2B Some basic results on Cayley graphs of small order
It is very easy to see that Cayley graphs on abelian groups are hamiltonian (in fact, they are edgehamiltonian [5] and are usually hamiltonian connected [4] ):
Lemma 2.1 ( [4] ). If G is abelian, then every connected Cayley graph on G has a hamiltonian cycle.
The following generalization handles many groups of small order:
Theorem 2.2 (Keating-Witte [15] ). If the commutator subgroup [G, G] of G is a cyclic p-group, then every connected Cayley graph on G has a hamiltonian cycle.
For ease of reference, we record a well-known (and easy) consequence of this theorem.
Corollary 2.3. If |G| = p 2 q, where p and q are primes with p 2 ≡ 1 (mod q), then every connected Cayley graph on G has a hamiltonian cycle.
Proof. We may assume p = q, for otherwise |G| = p 3 is a prime power, so Remark 1.3 applies. Let Q be a Sylow q-subgroup of G. From Sylow's Theorem (2.33), we know that Q is normal in G. The quotient group G/Q, being of order p 2 , must be abelian. Therefore [G, G] ⊂ Q is cyclic of order q or 1, so Theorem 2.2 applies.
The proof of Remark 1.3 actually yields the following stronger result:
Corollary 2.4 ([20, Cor. 3.3]). Suppose
• S is a generating set of G,
• N is a normal p-subgroup of G, and
• st −1 ∈ N , for all s, t ∈ S.
Then Cay(G; S) has a hamiltonian cycle.
2C Factor Group Lemma
When proving the various parts of Theorem 1.2, we will implicitly assume, by induction on |G|, that if N is any nontrivial, normal subgroup of G, then every connected Cayley graph on G/N has a hamiltonian cycle. (Similarly, we also assume that if H is any proper subgroup of G, then every connected Cayley graph on H has a hamiltonian cycle.) Thus it is very useful to know when we can lift hamiltonian cycles from a quotient graph to the original Cayley graph. Here are a few well-known results of this type. Also,
• (s 1 , s 2 , s 3 , . . . , s n ) k denotes the walk that is obtained from the concatenation of k copies of (s 1 , s 2 , s 3 , . . . , s n ), and
• (s 1 , s 2 , s 3 , . . . , s n )# denotes the walk (s 1 , s 2 , s 3 , . . . , s n−1 ) that is obtained by deleting the last term of the sequence.
The following observation is elementary.
Lemma 2.6. Suppose
• H is a cyclic subgroup of G, with index |G : H| = n,
• s 1 , s 2 , . . . , s n is a sequence of n elements of S ∪ S −1 , such that
• the elements e, s 1 , s 1 s 2 , s 1 s 2 s 3 , . . . , s 1 s 2 · · · s n−1 are all in different right cosets of H, and • the product s 1 s 2 s 3 · · · s n is a generator of H.
|H| is a hamiltonian cycle in Cay(G; S).
The assumptions on the sequence s 1 , s 2 , . . . , s n can also be expressed by saying that a certain quotient multigraph has a hamiltonian cycle: Definition 2.7. If H is any subgroup of G, then H\Cay(G; S) denotes the multigraph in which:
• the vertices are the right cosets of H, and
• there is an edge joining Hg 1 and Hg 2 for each s ∈ S ∪ S −1 , such that g 1 s ∈ Hg 2 .
Thus, if there are two different elements s 1 and s 2 of S ∪ S −1 , such that g 1 s 1 and g 1 s 2 are both in Hg 2 , then the vertices Hg 1 and Hg 2 are joined by a double edge.
When the cyclic subgroup H is normal, we have the following well-known special case:
• N is a cyclic, normal subgroup of G,
• (s 1 N, . . . , s n N ) is a hamiltonian cycle in Cay(G/N ; S), and
|N | is a hamiltonian cycle in Cay(G; S).
When |H| (or |N |) is prime, it is generated by any of its nontrivial elements. So, in order to know that there is a hamiltonian cycle for which the product s 1 s 2 · · · s n generates H, it suffices to know that there are two hamiltonian cycles that differ in only one edge:
• H is a subgroup of G, such that |H| is prime,
• the quotient multigraph H\Cay(G; S) has a hamiltonian cycle C, and
• C uses some double edge of H\Cay(G; S).
Then there is a hamiltonian cycle in Cay(G; S). Definition 2.10. We say that a generating set S of a group G is minimal if no proper subset of S generates G.
Corollary 2.11. Suppose
• N is a normal subgroup of G, such that |N | is prime,
• the image of S in G/N is a minimal generating set of G/N ,
• there is a hamiltonian cycle in Cay(G/N ; S), and
• s ≡ t (mod N ) for some s, t ∈ S ∪ S −1 with s = t.
Then there is a hamiltonian cycle in Cay(G; S).
We will also use the following generalization of Lemma 2.6:
• (s 1 , s 2 , . . . , s n ) is a hamiltonian cycle in the quotient H\Cay(G; S), and 
• N is a normal subgroup of G,
• |N | is prime, and
• for some k, Cay(G/N ; S) is isomorphic to either
• Cay Z 4k ; {1, 2k} (a non-bipartite Möbius ladder), or
• Cay Z 2k × Z 2 ; {(1, 0), (0, 1)} (a bipartite prism), with 2k ≡ 1 (mod |N |).
Then some hamiltonian cycle in Cay(G/N ; S) lifts to a hamiltonian cycle in Cay(G; S).
2D Applications of Lemma 2.6
For future reference, we record some special cases of Lemma 2.6. Although the hypotheses of these results are very restrictive (and rather complicated), they will be used many times.
Lemma 2.14 (Jungreis-Friedman [14, Lem. 6.1]). Let {s 1 , s 2 } generate the group G. If
• [s 1 , s 2 ] ∩ s 1 = {e}, and
then Cay G; {s 1 , s 2 } has a hamiltonian cycle.
So (2.15) implies that none of the elements of s 1 are in the same right coset as any element of s
Lemma 2.14 will be used many times; here is an example.
, for some k ∈ Z + , then every connected Cayley graph on G has a hamiltonian cycle.
Proof. We may assume Z 3 k acts nontrivially on Z 2 × Z 2 , for otherwise G is abelian, so Theorem 2.2 applies. Then #S = 2, and some element s 1 of S generates (a conjugate of) Z 3 k . The other element s 2 of S is of the form s i 1 y with y ∈ Z 2 × Z 2 , so we have
so it is easy to verify the hypotheses of Lemma 2.14.
Corollary 2.17. If |G| = 4p, where p is prime, then every connected Cayley graph on G has a hamiltonian cycle.
Proof. Corollary 2.3 applies unless p = 3. However, if p = 3, then either the Sylow 3-subgroup is normal, so the argument of Corollary 2.3 applies, or . Let S be a minimal generating set for the group G. If there exist two distinct generators s 1 , s 2 ∈ S such that:
• there is a hamiltonian cycle in Cay S − {s 1 } ; S − {s 1 } , then there is a hamiltonian cycle in Cay(G; S).
be a hamiltonian cycle in Cay S − {s 1 } ; S − {s 1 } . Since S is a minimal generating set for G, we know that s 2 or its inverse must appear somewhere in this cycle, and by choosing a different starting point if necessary, and reversing the cycle if necessary, we can assume without loss of generality that t n = s −1 2 . Then t 1 t 2 . . . t n−1 = s 2 . Since s 1 s 2 ∩ S − {s 1 } = {e}, conjugating by s −1 2 tells us that s 2 s 1 ∩ S − {s 1 } is also trivial. So the elements of S −{s 1 } are all in different right cosets of s 2 s 1 . Therefore Lemma 2.6 tells us that
is a hamiltonian cycle in Cay(G; S).
Corollary 2.19. Let S be a minimal generating set for the group G. If there exist two distinct generators s 1 , s 2 ∈ S, such that
• Cay S − {s 1 } ; S − {s 1 } has a hamiltonian cycle, and
then there is a hamiltonian cycle in Cay(G; S).
Proof. In order to apply Lemma 2.18, we need only show that s 1 s 2 ∩ S − {s 1 } = {e}. Suppose, to the contrary, that S − {s 1 } contains a nontrivial element of s 1 s 2 . Since |s 1 s 2 | is prime, this implies that s 1 s 2 ∈ S − {s 1 } . But, since s 1 and s 2 are distinct, we also have s 2 ∈ S − {s 1 } . Therefore s 1 ∈ S − {s 1 } , contradicting the minimality of S.
2E Groups of dihedral type
Notation 2.20. We use D 2n and Q 4n to denote the dihedral group of order 2n and the generalized quaternion group of order 4n, respectively. That is,
and
Definition 2.21.
• A group G is of dihedral type if it has
• an abelian subgroup A of index 2, and • an element f of order 2 (with f / ∈ A), such that f inverts every element of A (i.e., f −1 af = a −1 for all a ∈ A).
• A group G is of quaternion type if it has
• an abelian subgroup A of index 2, and • an element f of order 4, such that f inverts every element of A.
Thus, dihedral groups are the groups of dihedral type in which A is cyclic, while generalized quaternion groups are the groups of quaternion type in which A is cyclic.
It is not very difficult to show that Cayley graphs on dihedral groups of small order are hamiltonian:
Lemma 2.22 (Witte [24, Prop. 5.5] ). If n has at most three distinct prime factors, then every connected Cayley graph on D 2n has a hamiltonian cycle.
A similar argument also yields a result for other groups of dihedral type: Proposition 2.23 (Jungreis-Friedman [14, Thm. 5.4] ). If G = Z 2 A is of dihedral type, and |A| is the product of at most three primes (not necessarily distinct), then every connected Cayley graph on G has a hamiltonian cycle.
Proof. Let S be a minimal generating set of G. Since every element of f A inverts A, it is easy to see that we may assume S ∩ A = ∅ (cf. [24, Thm. 5.3] ), and that f ∈ S.
• If A is a p-group, then Corollary 2.4 applies.
• If A is cyclic, then G is dihedral, so Lemma 2.22 applies.
Thus, we may assume A = Z p × Z p × Z q , where p and q are distinct primes.
Note that f S − {e} must be a minimal generating set of A. 
]).
If n is the product of at most three primes (not necessarily distinct), then every connected Cayley graph on any group of quaternion type of order 4n has a hamiltonian cycle.
Proof. Let Cay(G; S) be such a Cayley graph, and assume, without loss of generality, that S is a minimal generating set for G. Let A be an abelian subgroup of index 2 in G, and let f ∈ S, with f / ∈ A. Then f 2 is a normal subgroup of order 2 in G. Furthermore, G/ f 2 is of dihedral type, so Proposition 2.23 implies there is a hamiltonian cycle in Cay G/ f 2 ; S . Therefore, Corollary 2.11 applies with s = f = t −1 .
Remark 2.26. If G is a group of dihedral type, and |G| is divisible by 4, then B. Alspach, C. C. Chen, and M. Dean [3] have shown that every connected Cayley graph on G has a hamiltonian cycle. In fact, the Cayley graphs are hamiltonian connected (or hamiltonian laceable when they are bipartite).
2F Generator in a cyclic, normal subgroup
The following observation is well known.
Lemma 2.27. Let S generate G and let s ∈ S, such that s G. If
• Cay G/ s ; S has a hamiltonian cycle, and
then Cay(G; S) has a hamiltonian cycle.
Proof. Let (s 1 , s 2 , . . . , s n ) be a hamiltonian cycle in Cay G/ s ; S , and let
, it is easy to see that Cay(G; S) contains a spanning subgraph isomorphic to the Cartesian product P n × C |s| of a path with n vertices and a cycle with |s| vertices. Since it is easy to see that this Cartesian product is hamiltonian [4, Cor. on p. 29], we conclude that Cay(G; S) has a hamiltonian cycle.
(2) Let m = |G|/(nk). We claim that
= s i+1 , and note that, since (s 1 , s 2 , . . . , s n ) is a hamiltonian cycle, we know that {1, g 1 , g 2 , . . . , g n−1 } is a complete set of coset representatives for s in G.
Then, for any h ∈ G, {h, g 1 h, g 2 h, . . . , g n−1 h} is also a set of coset representatives. Also, since s is abelian, we know that if x and y are elements in the same coset of s , then s x = s y . Thus, for any t ∈ s , we have
because both products have exactly the same factors (but possibly in a different order). Since the right-hand product is (tt g1 t g2 · · · t gn−1 ) h , and h is an arbitrary element of G, we conclude that tt g1 t g2 · · · t gn−1 ∈ Z(G). Since Z(G) has trivial intersection with s , this implies that
so the walk is closed. Furthermore, since m = | s / g n |, it is clear that the walk visits every element of s , and it is similarly easy to see that it visits every element of all of the other cosets. So it visits every element of G.
Since it is also a closed walk of the correct length, we conclude that it is a hamiltonian cycle. (3) Since |s| is prime, either (1) or (2) must apply.
The following related result is much less obvious.
• s G,
• |G : s | is odd, and
• Cay G/ s ; S has a hamiltonian cycle.
A well-known theorem of B. Alspach [1] describes exactly which generalized Petersen graphs have a hamiltonian cycle. We need only the following consequence of this very precise result.
Theorem 2.29 (B. Alspach [1] ). Suppose X is a generalized Petersen graph that is connected, and has 2n vertices. If n ≡ 0 (mod 4) and n ≡ 5 (mod 6), then X has a hamiltonian cycle.
2G A few small groups
For future reference, we record the existence of hamiltonian cycles in every connected Cayley graph on the groups S 4 , A 4 × Z 2 , A 4 × Z 3 , and A 5 . Only a few non-isomorphic Cayley graphs arise on each group, and a computer search could quickly find a hamiltonian cycle in each of them, so, for brevity, we omit some details of the proofs. Proof. Suppose S is a minimal generating set of S 4 . Note that S must contain an odd permutation; that is, S contains either a 2-cycle or 4-cycle.
If a is a 4-cycle, then we may assume a = (1, 2, 3, 4) and b ∈ {(1, 2), (1, 2, 3), (1, 2, 4, 3)}.
In each case, Lemma 2.14 provides a hamiltonian cycle in Cay(S 4 ; S).
Now suppose S contains no 4-cycles.
Then we may assume a = (1, 2) and b = (2, 3, 4) . In this case, a hamiltonian cycle is given by (a,
Case 2. Assume #S ≥ 3. Since S is minimal, it is easy to see that #S = 3; write S = {a, b, c}.
Subcase 2.1. Assume a = (1, 2) (3, 4) . Let N be the normal subgroup of order 4 that contains a. Then, since S = S 4 , we have b, c N = S 4 . Furthermore, since the action of S 4 /N on N is irreducible, the minimality of S implies b, c ∩ N is trivial. So b, c ∼ = S 4 /N ∼ = S 3 . Then, conjugating by a power of (1, 3, 2, 4) (which centralizes a), there is no harm in assuming that b, c = S 3 . So we may assume {b, c} is either
If (2, 3) ∈ S, then Lemma 2.18 applies with s 1 = (1, 2)(3, 4) and s 2 = (2, 3). In the remaining case, let b = (1, 2, 3) and c = (1, 2), and let L be any hamiltonian path in Cay A 4 ; {a, b} from e to b. Then (L, c)
2 is a hamiltonian cycle in Cay(S 4 ; S).
Subcase 2.2. Assume S does not contain any even permutation of order 2. Then, since S is a 3-element, minimal generating set, it is not difficult to see that S cannot contain a 4-cycle. So S consists entirely of 2-cycles and 3-cycles. However, it is known that there is a hamiltonian cycle in Cay(S n : S) whenever S consists entirely of 2-cycles (see the discussion and references on p. 622 of [22] ), so we may assume that S contains at least one 3-cycle. Then, up to automorphism, we have
, and c = (1, 2), and let L be any hamiltonian path in Cay A 4 ; {a, b} from e to b. Then (L, c)
We actually need only the cases p = 2 and p = 3 of the following result, but the general case is no more difficult to prove. Proof. Suppose S is a minimal generating set for the group A 4 × Z p , and let z be a generator of Z p . Note that every minimal generating set of A 4 is of the form {(1, 2, 3), (1, 2, 4)} or {(1, 2, 3), (1, 2)(3, 4)} (up to automorphism), so S has either 2 or 3 elements. Case 1. Assume #S = 2. Write S = {a, b}. Subcase 1.1. Assume a = (1, 2)(3, 4)z. We may assume p = 2, for otherwise Corollary 2.11 applies with N = Z p . Let b be the second element of S; we may assume b is either (1, 2, 3) or (1, 2, 3)z.
•
is a hamiltonian cycle.
2 is a hamiltonian cycle.
We may assume (1, 2, 3)z ∈ S. Then we may assume p = 3, for otherwise it is not difficult to verify that Lemma 2.14 applies with s 1 = (1, 2, 3)z.
Let a = (1, 2, 3)z, and let b be the other element of S. Since {(1, 2, 3)z, (1, 2)(3, 4) = A 4 ×Z 3 , we must have b = (1, 2, 4)z i for some i. By applying an automorphism, we may assume i = 0. Then a hamiltonian cycle is given by
Case 2. Assume #S = 3. We may assume S ∩ Z p = ∅, for otherwise Lemma 2.27(1) applies. Then, from the minimality of S, it is not difficult to see that we must have p = 3 and (after applying an automorphism) S contains both (1, 2, 3) and (1, 2, 3)z, so Corollary 2.11 applies (with N = Z p ).
Our proof [16] of the following result consists of two pages of unilluminating case-by-case analysis, so we omit it.
Lemma 2.32 ( [16] ). Every connected Cayley graph on the alternating group A 5 has a hamiltonian cycle.
2H Some facts from group theory
The following well-known consequence of Sylow's Theorems will be used several times.
Lemma 2.33 ([8, Thm. 25.1]).
Suppose G is a finite group, p is a prime number, and P is a Sylow
We recall a few basic facts about the Frattini subgroup. . Let S be a minimal generating set of a finite group G. Then:
3. S is a minimal generating set of G/Φ(G).
And we also recall some very basic facts about Hall subgroups. 
.1(i)]). Let
• G be a finite group that is solvable, and
• k be a divisor of |G|, such that k is relatively prime to |G|/k.
Then G has a Hall subgroup whose order is precisely k.
Groups of order 8p
We begin with a special case:
, where p is prime, and the Sylow p-subgroups are not normal, then every connected Cayley graph on G has a hamiltonian cycle.
Proof. Let P be a Sylow p-subgroup of G. Sylow's Theorem (2.33) implies p is either 3 or 7.
Letting G act on the cosets of N G (P ) by translation yields a homomorphism from G to S 4 . Then either G = S 4 (so Lemma 2.30 applies), or N G (P ) contains a normal subgroup N of G, which must be of order 2, and thus N ⊆ Z(G).
Since |G/N | = 12, and the Sylow 3-subgroup is not normal, we have G/N ∼ = A 4 . We may assume G ∼ = A 4 × Z 2 (otherwise Lemma 2.31 applies), so it is easy to see that
, the proof of Corollary 2.16 tells us that (s
2 . This generates N (because the square of any element of Q 8 − {±1} is nontrivial), so the Factor Group Lemma (2.8) provides a hamiltonian cycle in Cay(G; S).
3 . Let x and y be nontrivial elements of Z 7 and (Z 2 ) 3 , respectively. Then, up to automorphism (and replacing generators by their inverses), it is clear that every minimal generating is of the form {x,
, an automorphism carries the generating set {x, x 4 y} to {x, x 2 y}; so we may assume i = 4. Here are hamiltonian cycles for the three remaining cases.
, where p is prime, then every connected Cayley graph on G has a hamiltonian cycle.
Proof. Let S be a minimal generating set of G. We may assume p > 2, for otherwise |G| = 16 is a prime power, so Remark 1.3 applies. We may also assume G has a normal Sylow p-subgroup, for otherwise Lemma 3.1 applies. Hence, G = P 2 Z p where P 2 is a Sylow 2-subgroup of G. We assume the commutator subgroup of G is not cyclic of prime order (otherwise Theorem 2.2 applies). Hence, P 2 is nonabelian, and acts nontrivially on Z p . The only nonabelian groups of order 8 are D 8 and Q 8 .
Since Aut Z p is cyclic, and the only nontrivial cyclic quotient of Q 8 is Z 2 , it must be the case that the kernel of the action of Q 8 on Z p is a subgroup of order 4. The subgroups of order 4 in Q 8 are cyclic, so it is easy to see that G is of quaternion type. Hence, Corollary 2.25 applies. Henceforth, we assume the kernel is not cyclic, so
Note that, by Lemma 2.27, we may assume S does not contain any element of z . Note that:
• x 2 is an element of order 2 in Z(G), so x 2 belongs to every Sylow 2-subgroup, and
• x 2 is in the Frattini subgroup of D 8 ∼ = G/ z , so x 2 also belongs to every maximal subgroup that contains z .
Since every maximal subgroup of G either is a Sylow 2-subgroup or contains z , we conclude that x 2 ∈ Φ(G). Since S is minimal, this tells us that S is a minimal generating set of G/ x 2 . Therefore, we may assume S does not contain any element s such that s 2 = x 2 . (Otherwise, Corollary 2.11 applies with t = s −1 .) This means that S does not contain any element of the form x ±1 z n . Then, since S must generate G/ x 2 , z , we conclude that S (or S −1 ) contains elements of the form f xz and f x 2m z n . We may assume:
• = 0 (conjugating by a power of z),
• m = 0 (because we can conjugate by a power of x and replace x with x −1 if necessary), and
• n = 0 (otherwise, we may apply Corollary 2.11 with N = z and t
Thus, S contains both f and f x. Now, in order to generate z, the set S must contain either x 2 z or f x i z, for some i (up to replacing z with one of its powers).
We must have S = {f, f x, x 2 z} and Lemma 2.6 shows that
, and the vertices e, f x, f x · f = x 3 , and
are all in different right cosets of f, z .
Subcase 2.2. Assume there is no element of the form x 2 z i in S. Then f x i z ∈ S. Note that i must be odd, for otherwise z ⊂ f x i z , so f x, f x i z = G, contradicting the minimality of S. Thus, we have S = {f, f x, f xz} or S = {f, f x, f x 3 z}.
In the former case, Corollary 2.11 applies (letting s = f x, t = f xz, and N = z ). We may now assume S = {f, f x, f x 3 z}. Because we have G/Z p ∼ = D 8 , it is easy to check that
is a hamiltonian cycle in Cay(G/Z p ; S), and we have
If p ≥ 5, this product generates Z p , so the Factor Group Lemma (2.8) tells us there is a hamiltonian cycle in Cay(G; S). If p = 3, a hamiltonian cycle is given by Proof. Let S be a minimal generating set of G, and let P be a Sylow p-subgroup of G. We may assume p ≥ 5, for otherwise either |G| = 12 is of the form 4p, so Corollary 2.17 applies, or |G| = 3 3 is a prime power, so Remark 1.3 applies. Hence, Sylow's Theorem (2.33) tells us P G. Note that
Case 1. Assume |S| = 3. Write S = {s, t, u}. We may assume s / ∈ Z p × Z p , so |s| = 3. Because S is minimal, we see that s, t and s, u each have order 3p. Let N be the unique subgroup of order p in s, t , and note that N is normal in G (because it is normalized both by s and by the abelian group Z p × Z p ).
• If t ∈ N , then Theorem 2.28 applies.
• If t / ∈ N , then we may assume s ≡ t (mod N ) (by replacing t with t −1 , if necessary). So Corollary 2.11 applies.
Case 2. Assume |S| = 2. Write S = {s, t}.
If s and t both have order 3, then we may assume s ≡ t (mod Z p × Z p ) (by replacing t with t −1 , if necessary). Then st −1 is contained in the normal p-subgroup Z p × Z p , so Corollary 2.4 applies. We may now assume |s| = 3 and |t| = p. Let us determine the action of s on Z p × Z p .
• Define a linear transformation T on Z p × Z p by T (v) = s −1 vs,
• let m(x) be the minimal polynomial of T , and
Note that:
• Because |s| = 3, we know
• Since |[G, G]| = p 2 , we know that 1 is not an eigenvalue of T .
• Because s, t = G, we know u = T (t) / ∈ t , so the minimal polynomial of T has degree 2 (and {t, u} is a basis of Z p × Z p ).
We conclude that the minimal polynomial of T is x 2 + x + 1. Thus, with respect to the basis {t, u}
The quotient multigraph s \Cay(G; S) has the following properties:
• it has p 2 vertices;
• it is regular of valency 4;
• the vertices are the ordered pairs (i, j), where
and
• the vertex (i, j) is adjacent to:
where calculations are performed modulo p (see 4. 2).
Furthermore, we observe that for any prime p, there are precisely two multiple edges:
• If p = 3k + 1, then, with j = k and i = 2j, we have
and, with j = −k and i = 2j, we have
• If p = 3k + 2, then, with j = k + 1 and i = 2j, we have
and, with j = −(k + 1) and i = 2j, we have
We now construct a hamiltonian cycle in the multigraph. Beginning at the vertex (1, 1), we proceed along the following sequence of edges (where {n} denotes the remainder when n is divided by p, so 0 ≤ {n} < p):
Here s * indicates s unless j = −k − 1 and p = 3k + 1, in which case it indicates s −1 . We make a few observations that will aid the reader in verifying that this is indeed a hamiltonian cycle. We will see that each portion enclosed within square brackets traverses all of the vertices in some row of the multigraph, and passes on to the next row; the parameter j represents the row being traversed. For convenience, we will use n to denote the integer congruent to n modulo p that is between −(p − 1)/2 and (p − 1)/2 (inclusive). In the first portion enclosed within square brackets, we begin each row at a vertex of the form (2j − 1, j). The t −1 edges cover every vertex between this and (−j, j), moving leftwards; s −1 takes us to the vertex (2j, j), and the t edges cover every vertex between this and (−j − 1, j), completing the row. The s −1 edge then takes us to (2j + 1, j + 1), which has the required form to continue this pattern. In this way, we cover all of the vertices from rows 1 through (p − 3)/2.
Then, the second portion enclosed within square brackets covers the vertices of row (p − 1)/2 in the same way, except that it ends with an s-edge, taking us from (p − 1)/2, (p − 1)/2 to −(p − 1)/2, 0 .
The third portion enclosed within square brackets takes us through the vertices of row 0, ending at (p − 1)/2, 0 , and to vertex −(p − 1)/2, −(p − 1)/2 , which has the form (−j + 1, j).
In the fourth portion enclosed within square brackets, we use the same pattern on rows −(p−1)/2 through −k − 1 that we used on rows k + 1 through (p − 1)/2, rotated by 180 degrees. So in each row we begin at a vertex of the form (−j + 1, j), move right until we reach (2j, j), then jump to (−j, j), move left to the vertex (2j + 1, j) (completing the row), and pass to vertex (−j, j + 1) in the next row, which again has the required form to continue. The s * edge ends this portion at the vertex (k + 1, −k) if p = 3k + 2, and at (k, 2k + 1) if p = 3k + 1; both of these are equal to (−2k − 1, −k). This has the form (2j − 1, j) again. Now the fifth portion uses the same pattern we began with, to cover the vertices in rows −k through −2.
The final portion covers row −1, using the same pattern, finishing at the vertex (0, −1). Now edge s takes us to (1, 1), completing the hamiltonian cycle.
Notice that in each row (except row 0), this cycle traversed the unique s-edge whose endpoints were both in that row. In particular, this cycle traversed each of the multi-edges noted above. So Corollary 2.9 implies there is a hamiltonian cycle in Cay(G; S).
Groups of order
Notice that the elements of S cannot consist exclusively of pairs of nontrivial reflections, together with pairs of (possibly trivial) rotations, since such a set cannot generate the element (f, e) of D 2p × D 2p (for any reflection f ). This is because getting f in the first coordinate requires taking the product of an odd number of elements that are pairs of nontrivial reflections, while getting e in the second coordinate requires taking the product of an even number of such elements. Therefore, as S must contain an element with a reflection in its first coordinate, we may assume that either (f, e) ∈ S or (f, x ) ∈ S, for some reflection f and some nontrivial rotation x . Case 1. Assume |S| = 2. In order to generate the entire group, S must include either two reflections, or a reflection and a rotation, within each of the dihedral factors. Up to automorphism, there are only two generating sets that satisfy this condition:
We now verify that each of the above generating sets satisfies the conditions of Lemma 2.14, so that by that lemma, Cay(G; S) does indeed have a hamiltonian cycle.
So
• 2|s 1 ||γ| = 2(2p)(p) = 4p 2 = |G|.
i, j ∈ Z , which never has f in the first coordinate, so s 2 is not in this set.
. Therefore, γ ∩ s 1 = {e}.
• If
, which never has f in the second coordinate, so s 2 is not in this set.
• If γ i = s j 1 for some i, j, then x 2i = f j 1 , so we must have x 2i = e, so i ≡ 0 (mod p). But then (x ) −2i = e, so γ i = (e, e). Therefore, γ ∩ s 1 = {e}.
−2i = e, so γ i = (e, e). Therefore, γ ∩ (s
Case 2. Assume |S| = 3. In what follows, we will be applying Corollary 2.19 repeatedly. We will verify some of its conditions here, so that only one condition will need to be checked each time we use it below. Namely, we already know that S is minimal and |S| ≥ 3. Furthermore, we assume, by induction on |G|, that Cay S − {s 1 } ; S − {s 1 } has a hamiltonian cycle, for any s 1 ∈ S. Thus, in order to apply the corollary, all that remains is to verify that there exist two distinct generators s 1 , s 2 ∈ S such that |s 1 s 2 | = |G|/| S − {s 1 } | is prime.
Subcase 2.1. Assume S is disjoint from D 2p × {e} and {e} × D 2p . The discussion preceding Case 1 implies that we may assume s = (f, x ) ∈ S, for some reflection f and some nontrivial rotation x .
The generating set S must also be an element whose second coordinate is a reflection. By the assumption of this subcase, the first coordinate cannot be trivial. And it also cannot be a nontrivial rotation (because S is minimal and |S| = 3). Therefore, it is a reflection. From the minimality of S, we conclude that it is f : that is, s 1 = (f, f ) ∈ S, for some reflection f . Now, let s 2 = (y, y ) be the third element of S. To generate G, we must have y = f . (And y is nontrivial, from the assumption of this subcase.) Note that if y is a reflection, then either s 2 , s = G or s 2 , s 1 = G, depending on whether y is a rotation or a reflection. Thus, the minimality of S implies that y is a rotation x . Then, since s, (x, f ) = G for any rotation f , the minimality of S implies that y is a rotation. Thus, s 2 = (x, x ) ∈ S, for some nontrivial rotations x and x . Then |s 1 s 2 | = |(f x, f x )| = 2 and S − {s 1 } = D 2p × Z p has index 2, so Corollary 2.19 provides a hamiltonian cycle in Cay(G; S). Subcase 2.2. Assume (f, e) ∈ S. As there must be a reflection in the second coordinate of some element of S, we have either (x, f ) ∈ S, or (e, f ) ∈ S, or (f 1 , f ) ∈ S. Subsubcase 2.2.1. Assume (x, f ) ∈ S, with |x| = p. Then (x, f ) generates a subgroup of G of order 2p. Let s 1 = (f, e). Since
we know that s 1 normalizes S−{s 1 } , so G = s 1 S−{s 1 } . Furthermore, because S is a minimal generating set, we know s 1 / ∈ S − {s 1 } . Since |s 1 | = 2 is prime, this implies s 1 ∩ S − {s 1 } = {e}, so |G| = | s 1 | · | S − {s 1 } |. Therefore |G|/| S − {s 1 } | = 2. Also, with s 2 = (x, f ), we have |s 1 s 2 | = 2. So Corollary 2.19 tells us that Cay(G; S) is hamiltonian. Subsubcase 2.2.2. Assume either (e, f ) ∈ S, or (f, f ) ∈ S. Let r 1 = (f, e) and let r 2 be either (e, f ) or (f, f ), the other element that we know to be in S. Note that, because |r 1 r 2 | = 2, if either S − {r 1 } or S − {r 2 } has index 2 in G, then Corollary 2.19 tells us Cay(G; S) is hamiltonian.
(5.2)
We claim that we may assume no element of S consists of a nontrivial rotation in one coordinate together with a reflection in the other. To see this, observe, first of all, that we are not in Subsubcase 2.2.1, so the reflection cannot be in the second coordinate. Thus, we suppose S contains some (f 1 , x ). Since S is minimal and contains (f, e), we must have f 1 = f . Therefore (f 1 , x ), (f, f ) = G, so combining the minimality of S with the definition of r 2 tells us that r 2 = (e, f ). Thus, Subsubcase 2.2.1 applies, after interchanging the two factors of G.
If the third element of S is of the form (x, x ), then S − {r 2 } has index 2 in G, so Cay(G; S) has a hamiltonian cycle by (5.2). Thus, from the preceding paragraph, we may assume that the third element of S is of the form (f 1 , e), (e, f 1 ), or (f 1 , f 1 ) . However, only the last of these can generate all of G when combined with r 1 and r 2 . Therefore
Furthermore, we must have f 1 = f and 
is a hamiltonian cycle. To verify this, we first calculate that:
The conclusion that we have a hamiltonian cycle now follows easily from Lemma 2.6. If the third element of S is of the form (f 2 , x ), then x must be nontrivial (or else S would not generate G), so f 2 = f 1 ; otherwise, (f, e) is redundant. Then, since |(f 1 , x )(f, e)| = p and | (f, e), (f 1 , f ) | = 4p, the conditions of Corollary 2.19 are satisfied.
If the third element of S is of the form (e, x ), then, since |x | = p, Lemma 2.27 provides a hamiltonian cycle in Cay(G; S).
Finally, since we are not in Subsubcase 2.2.1 or 2.2.2, we may now assume the third element of S is of the form (x, x ), with x and x nontrivial. Let s 1 = (f, e) and s 2 = (f 1 , f ). We have |s 1 s 2 | = 2p, and | (x, x ), (f 1 , f ) | = 2p. Furthermore, s 1 s 2 = (x, e), (e, f ) . The intersection of this group with (x, x ), (f 1 , f ) is clearly trivial, so Lemma 2.18 applies.
Case 3. Assume |S| = 4. Because S generates G/(Z p × Z p ), we know that it contains an element of the form (f, e) or (e, f ). Let us assume (f, e) ∈ S.
We may assume that x and x are both nontrivial, for otherwise (x, x ) G, so Lemma 2.27 applies. But then (f, e), (x, x ) has index 2 in G, which contradicts the fact that |S| = 4. Subcase 3.2. Assume S ∩ (Z p × Z p ) = ∅. We may assume S contains an element of the form (f 1 , f ) with f 1 and f nontrivial, for otherwise Cay(G; S) is isomorphic to a Cartesian product Cay(D 2p ; S 1 ) × Cay(D 2p ; S 1 ), and the Cartesian product of hamiltonian graphs is hamiltonian.
We must have f 1 = f , for otherwise (f, e), (f 1 , f ) has index p in G, contradicting the fact that |S| = 4. So (f, f ) ∈ S.
In order to generate D 2p × {e}, S must contain an element whose first coordinate is not f . The second coordinate must be trivial (for otherwise combining it with (f, e) generates a subgroup of index p). That is, we have (f 2 , e) ∈ S, with f 2 = f . But then (f 2 , e), (f, f ) generates a subgroup of index p, contradicting the fact that |S| = 4.
Proposition 5.3. If |G| = 4p
2 , where p is a prime, then every connected Cayley graph on G has a hamiltonian cycle.
Proof. Let S be a minimal generating set of G. Clearly we can assume that p ≥ 3, for otherwise |G| is a prime power, so Remark 1.3 applies. Let P denote a Sylow p-subgroup of G, and let P 2 be a Sylow 2-subgroup. Case 1. Assume P G. Then by Sylow's theorem (2.33) we have p = 3 and |G : N G (P )| = 4, so N G (P ) = P . Since P is Abelian we thus have P = Z N G (P ) and Burnside's theorem on normal p-complements [11, Thm. 7.4.3] implies that P 2 G. Since [G, G] ≤ P 2 we can assume [G, G] = P 2 ∼ = Z 2 × Z 2 for otherwise Theorem 2.2 applies. The kernel of the action of P on Z 2 × Z 2 is thus of order 3 and the only groups to consider are Z 9 (Z 2 × Z 2 ) and A 4 × Z 3 , which are covered in Corollary 2.16 and Lemma 2.31, respectively. Case 2. Assume P G. Since P 2 is Abelian we have [G, G] ≤ P and we can assume [G, G] = P ∼ = Z p × Z p for otherwise Theorem 2.2 applies.
If P 2 ∼ = Z 2 × Z 2 then either there is a nonidentity element of P 2 acting trivially on P , in which case G is of dihedral type and Proposition 2.23 applies, or all three nonidentity elements of P 2 act nontrivially on P and G ∼ = D 2p × D 2p which is covered by Lemma 5.1.
We can thus assume that P 2 ∼ = Z 4 . Denote a generator of Z 4 by f and the generators of Z p × Z p by x and y. Note that since [G, G] = P , we know f cannot act trivially on any nonidentity element of P .
Because S generates G/(Z p × Z p ), it has to contain an element of the form f x i y j or its inverse. Conjugating by an appropriate power of x and y, we can thus assume f ∈ S.
Also, in order to generate P , the set S must have at least one element of the form f i x j y k , with either j or k nonzero.
Also, since (f 2 ) 2 = e, we know that 1 and −1 are the only possible eigenvalues of the linear transformation defined by f 2 on the vector space Z p × Z p . Thus, by choosing x and y to be eigenvectors of f 2 , we may assume x f 2 ∈ {x ±1 } and y f 2 ∈ {y ±1 }.
Subcase 2.1. Assume f 2 acts trivially on Z p × Z p . This means that f acts by an automorphism of order 2. Since the automorphism does not fix any nontrivial element of Z p × Z p , this implies that
Hence G is of quaternion type, so Corollary 2.25 applies.
Subcase 2.2. Assume |S| = 2 (and f 2 is nontrivial on Z p × Z p ). Write S = { f, f k z}, with z ∈ x, y . We may assume 0 ≤ k ≤ 2. Note that we must have z f / ∈ z , because S generates G.
• every element of Z p × Z p has a unique representation of the form [z, f ] i z j with 0 ≤ i, j < p − 1, and
• every element of f −1 z has a unique representation of the form
Therefore the vertices visited by the path
, so Lemma 2.6 tells us that
is a hamiltonian path in the subgraph of Cay G; {f, f z} induced by z f . Letting
, we have g / ∈ z , so the vertices in the path are all in different right cosets of g . Therefore, Lemma 2.6 tells us that
is a hamiltonian cycle in Cay(G; S). 
To see this, we first calculate the product
Now, we calculate the vertices (g 0 , g 1 , g 2 , . . . , g 4p−1 ) visited by the walk
in the quotient graph z \Cay(G; S). Letting y = z f , and noting that each vertex of the quotient has a unique representative in y f , we calculate that if
• 0 ≤ i < (p − 1)/2 and 0 ≤ j < 8, or
All of these are distinct, so Lemma 2.6 tells us we have a hamiltonian cycle. . So x f ∈ x and y f ∈ y . So x f = x r , where r 2 ≡ −1 (mod p), and y f = y −1 . Since |S| = 3, we know that S does not contain any element of the form f x i y j with i and j both nonzero, so we can clearly assume that S = {f, f 1 x, f 2 y}. We may also assume 0 ≤ 1 , 2 ≤ 2 (after replacing generators by their inverses, if necessary).
• If 2 = 0, then Lemma 2.27 applies since y G.
• If 2 = 1, then Corollary 2.11 applies since f y ≡ f (mod y ) and y G.
• If 2 = 2, then Corollary 2.11 applies since (f 2 y) 2 = y 2 and y 2 = y G.
We may assume S = {f, f 1 x, f 2 y}. Since |S| = 3, we must have x f ∈ x and y t ∈ y . Therefore x f = x a and y f = y b , where a and b are square roots of −1 in the field Z p .
If either 1 or 2 is equal to 0, 1, or 3, then we may apply Lemma 2.27 or Corollary 2.11, because x and y are both normal subgroups of G. We are therefore left with S = {f, f 2 x, f 2 y}. Take s 1 = f 2 x and s 2 = f 2 y. Then s 1 s 2 = x −1 y is of order p and since | f, f 2 y | = 4p and s 1 s 2 / ∈ f, f 2 y , we see that Lemma 2.18 applies.
6 Groups of order pqr Proposition 6.1. If |G| = 2pq, where p and q are prime, then every connected Cayley graph on G has a hamiltonian cycle.
Proof. Let S be a minimal generating set of G.
We may assume p and q are distinct, for otherwise |G| = 2p 2 , so Corollary 2.24 applies. Thus, there is no harm in assuming that p < q. We may also assume that p, q ≥ 3, for otherwise |G| is of the form 4p, so Corollary 2.17 applies.
Let Q be a Sylow q-subgroup of G. Because |G| = 2pq = 2 × odd, it is well known that G has a (unique) normal subgroup of order pq [23, Thm. 4.6]. Since p < q, Sylow's Theorem (2.33) tells us that Q is normal in this subgroup. Then, being characteristic, Q is normal in G.
The quotient group G/Q is of order 2p. We may assume it is nonabelian, for otherwise [G, G] = Q is cyclic of prime order, so Theorem 2.2 applies. Therefore
× is abelian, we know that the commutator subgroup of D 2p centralizes Q. Lemma 2.22 applies) or [G, G] has prime order (so Theorem 2.2 applies). [18] ). If |G| = pqr, where p, q, and r are distinct primes, then every connected Cayley graph on G has a hamiltonian cycle.
Proposition 6.2 (D. Li
Proof. The case where |G| = 2pq has been discussed in Proposition 6.1, so let us assume |G| is odd.
Also assume p is the smallest of p, q and r. Because |G| is square-free, it is well known (and not difficult to prove) that [G, G] must be cyclic of some order dividing |G|/p [13, Cor. 9.4.1]. (In particular, G is solvable.) We may assume |[G, G]| is not prime, so we conclude that
Thus, G is a semidirect product: up to isomorphism, we have
where Z p acts nontrivially on both Z q and Z r . Now, let S be a minimal generating set of G. Since (Z q × Z r ) ∩ Z(G) = ∅, Lemma 2.27 tells us that we may assume S ∩ (Z q × Z r ) = ∅. Thus, every element of S has order p. Case 1. Assume |S| = 2. We may write S = {s, t}. We have t = xs k for some generator x of Z q × Z r ) and some integer k with 1 ≤ k < p. Then
is a generator of Z q × Z r (because s, being of odd order, cannot invert either Z q or Z r ). So Corollary 2.8 tells us that (t, s
qr is a hamiltonian cycle in Cay(G; S).
Case 2. Assume |S| = 3. We may write S = {s, t, u}. The minimality of S, together with the fact that S ∩ (Z q × Z r ) = ∅, implies t = s i x and u = s j y, where x and y are generators of Z q and Z r , respectively, and 1 ≤ i, j < p. Then t, u = G, which contradicts the fact that the generating set S is minimal. 
Proof. Note that:
• We may assume p, q ≥ 3, for otherwise |G| is of the form 2pq or 2p 2 so Proposition 6.1 or Corollary 2.24 applies.
• We may assume p = q, for otherwise |G| = 3p 2 , so Proposition 4.1 applies.
• We may assume p, q > 3, for otherwise |G| is of the form p 2 q with p ≡ 1 (mod q), so Corollary 2.3 applies.
Thus, |G| is the product of three distinct primes, so Proposition 6.2 applies.
Corollary 6.4. If |G| = 5pq, where p and q are distinct primes, then every connected Cayley graph on G has a hamiltonian cycle.
• We may assume p, q ≥ 5, for otherwise |G| is of the form 2pq or 2p 2 or 3pq or 3p 2 , so Proposition 6.1 or Corollary 2.24 or Corollary 6.3 or Proposition 4.1 applies.
• Then we may assume p, q = 5, for otherwise |G| is of the form p 3 or p 2 q with p 2 ≡ 1 (mod q), so Remark 1.3 or Corollary 2.3 applies.
Groups of order 4pq
We start by considering a special case.
Proposition 7.1. If G = P 2 Z pq is a semidirect product of a group P 2 of order 4 and a cyclic group Z pq of order pq, where p and q are distinct odd primes, then every connected Cayley graph on G has a hamiltonian cycle.
Proof. Let S be a minimal generating set of G. We may assume [G, G] = Z pq (otherwise Theorem 2.2 applies).
Let f be a generator of Z 4 and let x and y be generators of Z p and Z q , respectively. There exists r ∈ Z, such that x f = x r and y f = y r . We have r 4 ≡ 1 (mod pq), because |f | = 4. Note that in view of Lemma 2.27 and the fact that Z(G) ∩ (Z p × Z q ) = {e}, we can assume that no element of the form x j y k is in S. Since S clearly contains at least one element of the form f i x j y k , where i ∈ {1, 3}, we can assume f ∈ S. 
Thus, it is easy to see from Corollary 2.8 that (f, s, f −1 , s −1 ) pq is a hamiltonian cycle in Cay(G; S). Subsubcase 1.2.2. Assume all elements of S − {f } are of the form f i x j y k where i ∈ {1, 2} and precisely one of j, k is nonzero. Clearly, S = {f, f i x, f j y} (perhaps after replacing x and y by their powers). Since (f x)
, and thus f x, f 2 y = G. Since S is minimal, there are thus only two possibilities for S. First if s 1 = f 2 x, s 2 = f y ∈ S, then s 1 f −1 s 1 s 2 = x r−1 y is of order pq and thus Corollary 2.8 tells us (
pq is a hamiltonian cycle in Cay(G; S). Finally, if s 1 = f 2 x and s 2 = f 2 y, then f s 1 f −1 s 2 = x r y is of order pq, so Corollary 2.8 tells us (f,
pq is a hamiltonian cycle in Cay(G; S).
Thus Lemma 2.27 applies.
Henceforth, we assume S ∩ Z pq = ∅. Also, we consider G to be D 2p × D 2q . Let us consider the possibility that f x ∈ S, where f is a reflection in D 2p , and x is a nontrivial rotation in D 2q (so x generates Z q ). We may assume that S − {f x } generates G/Z q (otherwise, Corollary 2.11 applies with N = Z q ). Furthermore, it is easy to see that the only proper subgroups of G that properly contain f x are D 2p × Z q and f × D 2q . It is therefore not difficult to see that (up to isomorphism) the only possible Cayley graph is:
Note that (f x, f x ) is obviously a hamiltonian cycle in
is a hamiltonian path in Cay f, x, x ; {f x, f x } . Therefore, all of the vertices of this path are in different right cosets of f x . So Lemma 2.6 tells us that
is a hamiltonian cycle in Cay(G; S). We may now assume there is no double edge in Cay(G/Z p ; S) or Cay(G/Z q ; S). (That is, if s ∈ S, and s represents an element of order 2 in G/Z p or G/Z q , then s has order 2 in G.) This implies that S consists entirely of elements of order 2.
If S has four (or more) elements, it is clear from the minimality of S that S has the form S = {f, f x, f , f x } (with f, x = D 2p × {e} and f , x = {e} × D 2q . This means that Cay(G; S) is isomorphic to the Cartesian product C 2p × C 2q of two cycles, which obviously has a hamiltonian cycle [4, Cor. on p. 29].
We now assume that S = {s, t, u} consists of precisely three elements of order 2.
Since {t, u} generates G/Z p , and Cay G/Z p ; {t, u} is a 4q-cycle, we see that Cay(G/Z p ; S) is isomorphic to Cay Z 4q ; {1, 2q} . So Theorem 2.13 implies that some hamiltonian cycle in Cay(G/Z p ; S) lifts to a hamiltonian cycle in Cay(G; S).
is an ordered pair. Also, since {t, u} generates G/D 2p , we know that neither t nor u belongs to D 2p (and, by assumption, they do not belong to D 2q ), so t ≡ u (mod Z pq ). Therefore, we may write
where f and f are reflections, x and x are nontrivial rotations, and k ∈ Z.
Subsubsubcase 2.2.3.1. Assume k ≡ 2 (mod p). Since (s, t, s, u) is a hamiltonian cycle in Cay G/(Z p × Z q ); S , and
pq is a hamiltonian cycle in Cay(G; S). Subsubsubcase 2.2.3.2. Assume k ≡ 2 (mod p). We claim that Cay(G; S) is a generalized Petersen graph. To see this, begin by letting
i and x 2i+1 = (ut) i u for 0 ≤ i < pq and y j = sx j for 0 ≤ j < 2pq.
Then every vertex of Cay G; {t, u} is in the union of the two disjoint 2pq-cycles (x 0 , x 1 , x 2 , . . . , x 2pq−1 , x 2pq ) and (y 0 , y 1 , y 2 , . . . , y 2pq−1 , y 2pq ).
Now, write (x 2 , e) = (ut) r with 1 ≤ r < pq. Then
so, by induction on i, we see that
which means there is an s-edge from x i to y (2r+1)i . Therefore, Cay G; {s, t, u} is a generalized Petersen graph, as claimed. Now, if we let n = 2pq, then:
• The number of vertices of Cay(G; S) is 2n.
• Since pq is odd, we know that n = 2pq ≡ 0 (mod 4).
• Since 2pq is even, we know n = 2pq ≡ 5 (mod 6).
Therefore Theorem 2.29 tells us that Cay(G; S) has a hamiltonian cycle.
Proposition 7.2. If |G| = 4pq, where p and q are prime, then every connected Cayley graph on G has a hamiltonian cycle.
Proof. Let S be a minimal generating set of G. We may assume p and q are distinct (for otherwise |G| = 4p 2 , so Proposition 5.3 applies). Furthermore, we may assume p, q ≥ 3, for otherwise |G| is of the form 8p, so Proposition 3.2 applies. We also assume G ∼ = A 5 (since Cayley graphs on that group are covered in Lemma 2.32). It then follows easily from Burnside's Theorem on normal p-complements that G is solvable.
Let P 2 be a Sylow 2-subgroup of G. Because G is solvable, Proposition 2.37 tells us there are Hall subgroups H pq and H 4q of order pq and 4q, respectively.
There is no harm in assuming that p > q (so p ≥ 5). This implies the Sylow p-subgroup
Case 1. Assume H 4q has a normal Sylow q-subgroup. We may assume H 4q is not abelian (otherwise Theorem 2.2 applies). This implies the commutator subgroup of H 4q must be a Sylow qsubgroup Z q . Because Aut(Z p ) is abelian, this implies that Z q centralizes Z p . So G = P 2 (Z p × Z q ) ∼ = P 2 Z pq . Therefore Proposition 7.1 applies. Case 2. Assume the Sylow q-subgroups of H 4q are not normal. Since H 4q is of order 4q, Sylow's Theorem (2.33) tells us there is a divisor of 4 that is congruent to 1 modulo q. Clearly, we must have q = 3. Thus, H 4q is a group of order 4 · 3 = 12, in which the Sylow 3-subgroups are not normal. The only such group is
We may assume S ∩ Z p = ∅, for otherwise Lemma 2.27 applies.
We let f be a generator of Z 3 , x and y be generators of Z 2 × Z 2 and z be a generator of Z p where x f = xy, y f = x and z f = z r for some r ∈ Z such that r 3 ≡ 1 (mod p).
Subcase 2.1. Assume Z 3 acts nontrivially on Z p . Since S must contain an element of G − x, y, z , and all of these elements have order 3, we can assume f ∈ S.
Subsubcase 2.1.1. Assume |S| = 2. Let S = {f, s}.
The generator s gives a double edge in G/Z p (and {f, s} is a minimal generating set of G/Z p ), so Corollary 2.11 applies.
Since S generates G, we cannot have i = j = 0 or k = 0, so we can assume s = f xz.
We show that f and s satisfy the conditions of Lemma 2.14. We have
Since f acts nontrivially on Z p , we know r ≡ 1 (mod p), so |[f, s]| = 2p. Also, we have
The other two conditions are clearly satisfied.
Subsubcase 2.1.2. Assume |S| = 3. We may assume S = {f, f i x, f j z}, and i, j ∈ {0, 1}. Since S ∩ Z p = ∅, we have j = 1, for otherwise Lemma 2.27 applies. But then {f, f z} gives a double edge in Cay(G/Z p ; S) (and S−{f z} is a minimal generating set of G/Z p ), so Corollary 2.11 applies.
Subcase 2.2. Assume Z 3 centralizes Z p . This means r = 1, and we have G ∼ = A 4 × Z p . Recalling that S ∩ Z p = ∅, we know that no element of S has order p.
Let s be an element of S whose order is divisible by p. Note that s contains a nontrivial subgroup of G/Z p ∼ = Z 3 (Z 2 × Z 2 ). Either this subgroup is maximal (of order 3) or we have s, t = G for any t ∈ S with 3 | |t|. Therefore |S| = 2, so we may write S = {s, t}. We may assume s / ∈ (Z 2 ×Z 2 )×Z p , for otherwise {s, s −1 } gives a double edge in Cay(G/Z p ; S), so Corollary 2.11 applies. Therefore, we may assume s = f z.
We show that f z and t satisfy the conditions of Lemma 2.14. Since f z, t = G, we may assume
Since all nonidentity elements of f z are in f z , we see that t / ∈ f z [s, t] , and the remaining conditions are also clearly satisfied. 3 , where p is prime, then every connected Cayley graph on G has a hamiltonian cycle.
We may assume p ≥ 3. (Otherwise, |G| = 2 4 is a prime power, so Remark 1.3 applies.) Let P be a Sylow p-subgroup of G, so G = Z 2 P , and let f be a generator of Z 2 .
We may assume S ⊂ f P (for otherwise Corollary 2.4 applies). Thus, there exists s ∈ S ∩ P .
Case 1. Assume s G. Note that if |s| = p, then Lemma 2.27 applies. Also, if |s| = p 3 , then
is cyclic of p-power order, so Theorem 2.2 applies. Thus, we may assume |s| = p 2 . Also, we may assume s ∩ Z(G) is nontrivial (else Lemma 2.27 applies), so it is clear that f does not invert s . Since |f | = 2, we conclude that f centralizes s. Since we may assume that |[G, G]| = p (else Theorem 2.2 applies), this implies that we may assume P is nonabelian. Now, for any x ∈ P , we have
so f centralizes x, modulo C P (s) = s . Thus, f centralizes both P/ s and s . Since |f | = 2 is relatively prime to |P |, this implies that f centralizes P (see [11, Thm. 5.3.2] ).
Case 2. Assume s G. There is an element a of S with |a| even. 
is the direct product of a group of dihedral type with a cyclic group of order p. Also note that, because a 2 is in the elementary abelian group P , we have |a 2 | ∈ {1, p}. Since any two elements of order 2 always generate a dihedral group, it is easy to see that G/Z(G) has no 2-element generating set. Therefore |S| ≥ 3.
Subsubcase 2.2.1. Assume a 2 = e. We know a 2 is in Z(G) (because it is centralized by both a and the abelian group P ), so we conclude that a 2 = Z(G) is normal in G. Also, since a has index p 2 in G, we know that |S| ≤ 3. Then, since G/Z(G) has no 2-element generating set, we conclude that S is a minimal generating set of G/ a 2 . Thus, Corollary 2.11 (with N = a 2 and s = a = t −1 ) provides a hamiltonian cycle in Cay(G; S).
Subsubcase 2.2.2. Assume a 2 = e. We may assume f ∈ S. Since s G, we must have | f, s | > 2p. Therefore, the minimality of S implies |S| ≤ 3. Since we already have the opposite inequality, we conclude that |S| = 3; write S = {f, s, t}.
• Suppose t / ∈ P . Then we may assume t 2 = e (otherwise Subsubcase 2.2.1 applies), so f t is inverted by f , so it generates a normal subgroup of G. Since f ≡ t (mod f t ), the multigraph Cay G/ f t ; S has double edges, and it is clear that all of its hamiltonian cycles use at least one of these double edges (since f t, s = G). Therefore Corollary 2.9 applies.
• Suppose t ∈ P (and t G, so Case 1 does not apply). We may assume s = xz and t = yz k for some k ≡ 0 (mod p) (because s and t are not normal). We have (t 
Since [P, P ], y is the unique elementary abelian subgroup of order p 2 in G, it must be normalized by f . Thus, y must be in an eigenspace of the action of f on P/[P, P ], so we may assume y f ∈ {y ±1 }. Also, by choosing x to also be in an eigenspace, we may assume x f ∈ x . Since Aut x is abelian, and y acts nontrivially on x , we know that y is not in the commutator subgroup of f, y . So f cannot invert y. Therefore f centralizes y. Thus,
is cyclic of prime-power order, so Theorem 2.2 applies. Subcase 2.4. Assume P is nonabelian of exponent p. We have
We may assume S ∩ z = ∅, for otherwise Lemma 2.27 applies.
Subsubcase 2.4.1. Assume |S| = 2. We have S = {a, s}.
Subsubsubcase 2.4.1.1. Assume a 2 = e. We may assume a 2 / ∈ [P, P ] (otherwise Corollary 2.11 applies), so there is no harm in assuming a 2 = y 2 (and a obviously centralizes a 2 = y ). Note that, since a ∈ f P , the elements a and f have the same action on P/[P, P ], and they have the same action on Z(P ).
Since f acts as an automorphism of order 2 on P/[P, P ], and does not centralize P , it must act nontrivially on P/[P, P ], so −1 must be an eigenvalue of this action. Thus, we may assume
so f inverts z . Since x f ∈ x −1 z (and x, z is abelian), this implies that f inverts x, z .
(So x f = x −1 , y f = y, and z f = z −1 .) Therefore, replacing a by an appropriate conjugate, we may assume a = f y.
• If s a ∈ s −1 [P, P ], then we may assume s = x. Also, since [x, y] = z ∈ Z(P ), we see that
generates z . Hence, the path
visits all of the elements of x, z ∪ a −1 x, z , so all of the vertices in this path are in different right cosets of y . Then, since a −2 = y −1 generates y , Lemma 2.6 tells us that
• If s a / ∈ s −1 [P, P ], then we may write s = xy with ≡ 0 (mod p), and we may assume ≡ 1 (mod p), by replacing a and y with their inverses if necessary.
Since s ≡ x (mod y, z ), and a inverts x (mod y, z ), it is clear that (s p−1 , a) 2 is a hamiltonian cycle in Cay G/ y, z ; S . Then, since the product (s p−1 a) 2 = y 2−2 z −1 generates y, z / y , Lemma 2.12 tells us that (s p−1 , a) 2p is a hamiltonian cycle in the quotient y \Cay(G; S). But
so the final edge of this hamiltonian cycle is a multiple edge in the quotient. Thus, Corollary 2.9 provides a hamiltonian cycle in Cay(G; S).
Subsubsubcase 2.4.1.2. Assume a 2 = e. We may assume a = f . Since s, s
, which implies that the action of f on P/[P, P ] has two distinct eigenvalues (both 1 and −1), and that s is not in either of these eigenspaces. Thus, we may assume s = xy with x f = x −1 and y f = y. Note that, from the calculation of (8.2), we also know z
is a hamiltonian cycle in Cay(G; S). This walk is obviously of the correct length, and is closed (because P has exponent p), so we need only show that it visits all of the elements of G. We have
so the walk visits all vertices of the form (y
That is, it visits all of the vertices in P . Also, note that the first vertex of f P visited is s p−1 f , and we have
is a hamiltonian cycle in yx −1 \Cay(G; S). Then, since y ∈ yx −1 x, the first edge of the hamiltonian cycle is doubled in the quotient multigraph, so Corollary 2.9 provides a hamiltonian cycle in Cay(G; S). Subsubsubcase 2.4.2.2. Assume t / ∈ P . This is very similar to the preceding argument. Write t = f y, so S = {f, f y, x}.
From the argument at the start of Subsubcase 2.4.2, we see that we may assume (f y) 2 = e. Therefore f inverts y, so y, [P, P ] G.
Also, since the minimality of S tells us f, x = G, we know x f ∈ x, [P, P ] , so there exists ∈ {±1} such that x f ∈ x [P, P ]. Then it is easy to see that (f,
) is a hamiltonian cycle in Cay G/ y, z ; {f, x} . For
we have
) generates y, [P, P ] / y , depending on whether z 1 is trivial or not. Hence, either
is a hamiltonian cycle in y \Cay G; {f, f y, x} . Then, since f y ∈ y f (recall that f inverts y), the first edge of the hamiltonian cycle is doubled in the quotient multigraph, so Corollary 2.9 provides a hamiltonian cycle in Cay(G; S).
Groups of order 18p
Proposition 9.1. If |G| = 18p, where p is prime, then every connected Cayley graph on G has a hamiltonian cycle.
Proof. Let S be a minimal generating set of G. We may assume p ≥ 5. (Otherwise either |G| = 36 = 4 · 3 2 , so Proposition 5.3 applies, or |G| = 54 = 2 · 3 3 , so Proposition 8.1 applies.) Note that G is solvable (for example, this follows from the fact that |G| = 2 × odd, but can be proved quite easily), so Proposition 2.37 tells us G has a Hall subgroup H 18 of order 18, and also has a Hall subgroup H 9p of order 9p. Now H 9p , being of index two, is normal in G. Also, from Sylow's Theorem (2.33), we see that the Sylow p-subgroup Z p is normal (hence, characteristic) in
We may assume H 18 is nonabelian (otherwise Theorem 2.2 applies), so H 18 is either
is of dihedral type. We may assume G is not of dihedral type (otherwise Proposition 2.23 applies), so G = H 18 × Z p . Let s be an element of S whose order is divisible by p. Subcase 2.1. Assume |s| = p. Then s ∈ Z p = Z(G), so Lemma 2.27 applies. Subcase 2.2. Assume |s| = 2p. Since |G| is the product of only four primes, and |s| is divisible by two of them, it is clear that |S| ≤ 3. On the other hand, it is clear that G/Z p ∼ = H 18 has no 2-element generating set (because two elements of order 2 always generate a dihedral group). Therefore S is a minimal generating set of G/Z p . Then, since s and s −1 give a double edge in Cay(G/Z p ; S), Corollary 2.11 applies. Subcase 2.3. Assume |s| = 3p. Let f be a generator of Z 2 , x and y be generators of Z 3 × Z 3 and z be a generator of Z p . We may assume S does not contain any elements of order p or 2p (otherwise, a preceding case applies). We may also assume S does not contain any elements of order 3 (else Lemma 2.27 applies with N = Z p ). Thus, each element of S has order 2 or 3p, so there are only two cases to consider: Subsubcase 2.3.1. Assume S = {f, f x, yz}. Since e, yz and (yz) 2 are in different right cosets of (yz) 2 f = f y, z , Lemma 2.6 tells us that
is a hamiltonian path in the subgraph induced by f y, z . Therefore, all of the vertices of this path are in different right cosets of x . So Lemma 2.6 tells us that
We may assume k ≡ 3 (mod p) (by replacing xz k with its inverse, if necessary). Since G/ xy
is a hamiltonian cycle in Cay G/ xy −1 , z ; S . Then, since
generates xy −1 , z , Corollary 2.8 tells us that
We let f and x generate D 6 , where f 2 = x 3 = e and x f = x −1 . We let y generate Z 3 and we let z generate Z p . Note that y f = y x = y, and that z x = z (since x is in the commutator subgroup of H). We may assume H 18 does not centralize Z p (otherwise Theorem 2.2 applies). This implies that
, so there are three possibilities for G:
, where D 6 and Z 3 both act nontrivially on Z p .
In each case, since Z(G) ∩ x, z = {e}, we may assume S ∩ x, z = ∅ (else Lemma 2.27 applies).
There exists an element of the form f x i y j z k in S.
Subsubcase 3.1.1. Assume there exists an element of the form f x i yz k in S. Conjugating by powers of x and z, we can assume f y ∈ S. Now (f y) 2 = y 2 and thus, since y G, either Corollary 2.11 applies or S − {f y} generates G/ y . Assume the latter. This clearly implies that another element of the form f x i y j z k is in S and that |S| ≥ 3. Since the index of f y is 3p, which has only two prime factors, we conclude that |S| = 3. Thus, the minimality of S implies that precisely one of i and k must be zero.
Since the minimality of S implies no element of the form xy j z is in S, and since neither {f xy j , y j z} nor {f y j z, xy j } generates G/ y , it follows that S = {f y, f xy j , f y j z}. But since S is minimal, we must have j = j = 0. Thus S = {f y, f x, f z}. Now
3p # is a hamiltonian path in Cay f, x, z ; {f z, f x} , so all the vertices in this path are obviously in different right cosets of x −1 y , and
• (f z)(f x) 3p (f x) −1 (f y) = x −1 y obviously generates x −1 y , so Lemma 2.6 implies that (f z, f x) 3p #, f y 3 is a hamiltonian cycle in Cay(G; S).
Subsubcase 3.1.2. Assume that S does not contain any element of the form f x i y j z k with j ≡ 0 (mod 3). Then we can assume f ∈ S. There must be an element of the form x i yz k in S. Note that we can assume that at least one of i and k is nonzero for otherwise Lemma 2.27 applies. Subsubsubcase 3.1.2.1. Assume i and k are both nonzero. Then we can assume S = {f, xyz}. Since (xyz) 3p−1 is a hamiltonian path in Cay xy, z ; {xyz} , it is clear that all of the vertices in this path are in different right cosets of f xz, y = (xyz) 3p−1 f . So Corollary 2.8 tells us that (xyz) 3p−1 , f 6 is a hamiltonian cycle in Cay(G; S).
Subsubsubcase 3.1.2.2. Assume i = 0 and k = 0. We can assume xy ∈ S. Then, since S ∩ x, z = ∅, the only candidates for the third element of S are yz and f x i z.
• Suppose yz ∈ S. Note that every element of the abelian group x, y, z can be written uniquely in the form (yz) i (xy) −j , where 0 ≤ i < 3p and 0 ≤ j < 3, so it is easy to see that .2) and the fact that S ∩ x, z = ∅) we may assume f ∈ S. There must be an element whose projection to both D 6 and Z 3 Z p is nontrivial. Since by assumption S does not contain any element of the form f x i z k with k = 0, we are left with two possibilities.
• Assume f xy ∈ S. Because S generates G, the third element of S must be of the form f x i yz (or its inverse). Since S is minimal, this element must either be yz or f xyz. Thus, S is either {f, f xy, yz} or {f, f xy, f xyz}. In either case, taking s 1 = f and s 2 = f xy we get that s 1 s 2 = xy is of order 3 and S − {s 1 } = f x, y, z is of order 6p, so clearly Lemma 2.18 applies.
• Assume xy ∈ S. Since S generates G, the third element of S must be of the form f x i yz (or its inverse). Since S is minimal, we must have = 0. There are three Cayley graphs to consider:
• Suppose S = {f, xy, yz}. Taking s 1 = (xy) −1 = x 2 y 2 and s 2 = yz, we see that s 1 s 2 = x 2 z is of order 3p and clearly | S − {s −1 1 } | = 6. So Lemma 2.18 applies.
• Suppose S = {f, xy, xyz}. Taking s 1 = (xy) −1 = x 2 y 2 and s 2 = xyz, we see that s 1 s 2 = z is of order p, and S − {s −1 1 } = f, x, yz has order 18. So Lemma 2.18 applies.
• Suppose S = {f, xy, x 2 yz}. Since G/ x, z is abelian, it is easy to see that f, (xy) −2 , f, xy, x 2 yz is a hamiltonian cycle in Cay G/ x, z ; S . Therefore, since (f )(xy) −2 (f )(xy)(x 2 yz) = x 2 z generates xz , Corollary 2.8 tells us that f, (xy) −2 , f, xy, x 2 yz 3p is a hamiltonian cycle in Cay(G; S).
Subsubsubcase 3.2.2.2. Assume S ∩ D 6 × Z p = ∅. We must have an element of the form f x i yz k in S, so we can assume f y ∈ S.
In order to generate D 6 , the set S must also contain an element of the form f xy j z k or xy j z k . Furthermore, the assumption of this paragraph implies j = 0, so we may assume j = 1, by passing to the inverse if necessary.
• Suppose f xyz k ∈ S. Since S is minimal and |S| = 3, we must have k = 0; that is, f xy ∈ S. Then, because S generates G, the third element of S must be of the form f x i yz. If i = 0, then f y, f x i yz = G, while if i = 0 and = 1, then f xy, f yz = G. These conclusions contradict the minimality of S, so there is only one Cayley graph to consider: we have S = {f y, f xy, yz}. Taking s 1 = f xy and s 2 = (f y) −1 = f y 2 , we get that s 1 s 2 = x 2 is of order 3, and S − {s 1 } = f, y, z is clearly of order 6p. So Lemma 2.18 applies.
• Suppose xyz k ∈ S. Since S is minimal and |S| = 3 we must have k = 0, so xy ∈ S. Then, because S generates G, the third element of S must be of the form f x i yz. If i = 0, then f y, f x i yz = G, while if i = 0 and = 1, then xy, f yz = G. So there is only one Cayley graph to consider: we have S = {f y, xy, yz}. Taking s 1 = f y and s 2 = (xy) −1 = x 2 y 2 , we get that s 1 s 2 = f x 2 is of order 2 and S − {s 1 } = x, y, z is of order 9p. So Lemma 2.18 applies.
Subsubcase 3.2.3. Assume |S| = 4. Since |G| = 18p is the product of only four prime factors, the order of the subgroup generated by any two elements of S must be the product of only two prime factors. It is easy to see that this implies every element of S belongs to either D 6 × {e} or {e} × (Z 3 Z p ). Therefore, Cay(G; S) is isomorphic to Cay(D 6 ; S 1 ) × Cay(Z 3 Z p ; S 2 ).
Since the Cartesian product of hamiltonian graphs is hamiltonian, we conclude that Cay(G; S) has a hamiltonian cycle. Subsubsubcase 3.3.1.1. Assume S ∩ f, x, z = ∅. The generating set S must contain an element of the form f x i y j z k . By assumption, we must have j = 0, so we may assume j = 1. Then, conjugating by an element of x, z , we may assume f y ∈ S.
To generate G, the second element of S must be of the form f xy j z. By assumption, we must have j = 0, so we may assume j = 1. Therefore, there are only two possibilities, and we discuss each of them individually:
• Suppose S = {f y, xyz}. Since (f y) −1 , (xyz) −2 , f y, (xyz) 2 is a hamiltonian cycle in Cay G/ x, z ; S , and (f y) −1 (xyz) −2 (f y)(xyz) 2 = xz c. Suppose xy ∈ S. The third generator must involve z. However, xy, f x i y j z = G, and f, x i yz is also equal to G if i = 0. Since there is no element of the form x i z k in S, this implies that the only possibility for the third generator is yz, so S = {f, xy, yz}, but this generating set was already considered in the preceding paragraph. Subsubcase 3.3.3. Assume |S| = 4. Some 3-element subset S of S must generate G/Z p . Then, because S is minimal, we must have S = D 6 × Z 3 (or a conjugate). Since S must be minimal, and S ∩ x = ∅, we must have S = {f, f x, y}. Now the final element of S must be of the form f x i y j z. Since S ∩ x, z = ∅, we know that and j cannot both be 0.
• If = 0, then either f x, y, f x i y j z = G, or f, y, f x i y j z = G, depending on whether i is 0 or not.
• If j = 0, then f, f x, f x i y j z = G.
These conclusions contradict the minimality of S, so there are no Cayley graphs to consider in this case.
