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Resumen
Hoy tenemos certeza de que los planetas se forman dentro de estructuras con
forma de disco, denominadas discos protoplanetarios. Estos discos esta´n com-
puestos principalmente por gas y una pequen˜a fraccio´n de polvo. Cuando los
protoplanetas alcanzan un taman˜o suficiente como para que su gravedad pertur-
be al medio gaseoso, como una reaccio´n inevitable a la fuerza ejercida comenzara´
a sentir los efectos de la gravedad del disco. Es en esta etapa donde comienzan
las interacciones de tipo planeta-disco.
Sabemos que estas interacciones generan estructuras asime´tricas en el gas las
cuales ejercen una fuerza neta y sostenida sobre el embrio´n en formacio´n, cuyo
efecto es generarle un torque, y por ende transferirle momento angular. El torque
causa dos efectos, por un lado el planeta amortigua ra´pidamente cualquier ex-
centricidad o inclinacio´n que pudiese haber adquirido por medios externos. Por
otro, el planeta altera su distancia a la estrella de forma drama´tica, un proce-
so conocido como migracio´n planetaria. Segu´n resultados recientes, en general el
planeta es empujado o migra hacia la estrella central. Calculando las escalas de
tiempo tı´picas para esta migracio´n, se observa que son mucho ma´s pequen˜as (al
menos un orden de magnitud) que la vida media de los discos de gas. Adema´s,
no es fa´cil reconciliar estas escalas temporales con los tiempos en los que se cree
que ocurre la formacio´n planetaria.
De acuerdo a los condicionamientos impuestos por las observaciones de sis-
temas planetarios alrededor de otras estrellas, hoy creemos que debe existir una
forma robusta de detener o retardar esta migracio´n. Ası´, diversos mecanismos
han sido propuestos en la u´ltima de´cada. Sin embargo, ninguno de ellos ha podi-
do convertirse en un mecanismo lo suficientemente general como para retardar
la migracio´n sobre un rango de distancias suficientemente grande.
Si bien hubo avances teo´ricos en el problema, los mayores progresos fueron
hechos mediante la exploracio´n nume´rica utilizando co´digos hidrodina´micos. En
general estas exploraciones son muy costosas computacionalmente, en parte de-
bido al amplio rango de para´metros disponibles. La necesidad de co´digos nume´ri-
cos eficientes surge ası´ de forma natural, en particular aquellos que sean capaces
de explotar recursos de computacio´n de alto rendimiento, como ser clusters de
CPU’s o de GPU’s.
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Al momento de escribir esta tesis no existı´a ningu´n co´digo nume´rico pu´blico,
adaptado al problema de interacciones planeta-disco y que fuese capaz de explo-
tar las u´ltimas tecnologı´as de su´per co´mputo, como ser un cluster de GPU’s. Por
esta razo´n, y dada la necesidad de contar con un co´digo de estas caracterı´sticas,
un primer y gran objetivo de nuestro trabajo fue abordar el desarrollo de este
co´digo. El resultado fue un nuevo co´digo magnetohidrodina´mico multiplatafor-
ma paralelo y versa´til, al que denominamos FARGO3D, el cual fue liberado de
forma temprana a la comunidad (http://fargo.in2p3.fr/).
Posteriormente, en una segunda etapa, utilizamos este co´digo para abordar
diferentes problemas fı´sicos relacionados con las interacciones planeta disco, co-
mo ser, el ca´lculo del torque en discos radiativos y en discos magnetizados, en
la bu´squeda de mecanismos que pudiesen disminuir la tasa de migracio´n experi-
mentada por planetas en formacio´n. Adema´s, con la intensio´n de desarrollar una
nueva metodologı´a de trabajo para el estudio de estas interacciones en sistemas
dina´micos ma´s complejos, abordamos el estudio de la optimizacio´n del tiempo
de co´mputo en simulaciones de gran escala.
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Abstract
Today we are sure that planets form inside disk-shaped structures, called pro-
toplanetary disks. These structures are mainly composed by gas and a small frac-
tion of dust. When a protoplanet reaches a large enough size to exert a significant
gravitational force onto the gas, it will feel the reaction of that force produced by
the disk, starting a process usually known as planet-disk interaction.
We know that these interactions generate asymmetric structures on gas which
exert a net and sustained force onto the forming embryo. This force ultimately
exert a net torque onto the protoplanet and hence transferring angular momen-
tum between these two components. The torque produces two main effects, first
any eccentricity and or inclination gained by the planet is quickly damped. Se-
condly, the planet dramatically changes its distance to the star, a process called
planetary migration. According recent results, in general the planet is pushed onto
the central star. By computing the typical time scales for migration, it can be pro-
ved that these time scales are shorter (at least by one order of magnitude) than
the mean life time for disks. Furthermore it is not easy to reconcile these time
scales with the typical ones for forming a planet.
According to observations of planetary systems around other stars, we belie-
ve that there must be a robust way to slow down this migration. Thus, in the last
decade, different mechanisms have been proposed to alleviate this problem. Ho-
wever, these mechanisms have not been good enough to slow down the migration
rate over large regions of the disk.
While there was theoretical progresses on this problem, the major ones we-
re done by numerical exploration using hydrodynamical codes. Generally, these
explorations are computationally very expensive but also many parameters are
involved in the problem. Thus, the needed of efficient numerical codes naturally
appears, and particularly the needed of those capable to exploit the newest high
performance computational resources, like CPU’s or GPU’s clusters.
When I started to develop this thesis there was not any public numerical code
adapted to the planet-disk interactions problem and capable to exploit the latest
super computing technologies, like a GPU’s cluster. For this reason, our first and
big goal was to develop this code. The result was a new multiplatform, parallel
and versatile magnetohydrodynamic code, called FARGO3D. It was early relea-
viii
sed to the community (http://fargo.in2p3.fr/).
We have successfully used this code to study different physical problems re-
lated with planet-disk interactions. In this work, aimed by the searching of diffe-
rent mechanism able to slow down or stopping planetary migration, we measure
the torque in radiative disks and in magnetized disks. Additionally, we develop
a new technique to dramatically optimize the computational cost of large-scale
hydrodynamical simulations, allowing to efficiently study long-term and large-
scale planetary migration in complex dynamical systems.
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Organización del trabajo
Los capı´tulos 1 y 2 esta´n dedicados al contexto astrofı´sico del problema tra-
tado a lo largo de todo el trabajo. Se realiza una presentacio´n y descripcio´n del
problema, en donde se explica la importancia de las interacciones planeta-disco
durante el proceso de formacio´n planetaria, para luego ahondar en su descrip-
cio´n, remarcando la necesidad de la utilizacio´n de co´digos nume´ricos para avan-
zar en su entendimiento.
Posteriormente, en el capı´tulo 3, presentamos todos los algoritmos y me´todos
utilizados en la versio´n esta´ndar del co´digo nume´rico desarrollado a lo largo de
esta tesis.
En el capı´tulo 4 mostramos resultados obtenidos de la resolucio´n de diver-
sos problemas sencillos con el co´digo nume´rico desarrollado. Estos ejemplos son
las pruebas o tests utilizados para demostrar que la implementacio´n de todos los
me´todos descriptos en el capı´tulo 3 es correcta. Una vez demostrada la validez
de la implementacio´n, los siguientes tres capı´tulos son aplicaciones y extensio-
nes del mismo a problemas astrofı´sicos concretos, todos relacionados con la pro-
blema´tica de las interacciones planeta-disco.
En el capı´tulo 5 se presenta el estudio de la migracio´n de planetas en creci-
miento sumergidos en discos de gas radiativos. En este capı´tulo calculamos el
impacto que tiene la emisio´n de calor por parte de un embrio´n planetario sobre
su tasa de migracio´n.
Posteriormente, en el capı´tulo 6, atacamos el problema de la migracio´n en dis-
cos tridimensionales magnetizados y turbulentos, presentando una te´cnica para
realizar mediciones suficientemente limpias de la dina´mica en estos sistemas tan
cao´ticos. En base a un gran nu´mero de simulaciones nume´ricas calculamos el tor-
que efectivo al que esta´ sujeto el embrio´n en estas condiciones fı´sicas.
En el capı´tulo 7, motivados por la creciente necesidad de simular sistemas
dina´micos ma´s complejos para contrastar resultados con observaciones, aborda-
mos el desarrollo de una nueva te´cnica nume´rica para el estudio de las interac-
ciones planeta-disco.
Finalmente, en el capı´tulo 8 realizamos una discusio´n global de los logros ob-
tenidos a lo largo de este trabajo, y los interrogantes que au´n subsisten. Haremos
un especial e´nfasis en los nuevos caminos de investigacio´n que se desprenden de
ii
forma natural a partir de nuestro trabajo.
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A lo largo de esta tesis hemos publicado diferentes artı´culos relacionados con
ella:
FARGO3D: A new GPU-oriented MHD code. Benı´tez-Llambay, Pablo; Mas-
set, F. 2016, Aceptado para publicacio´n en ApJS. PDF
Horseshoe Drag in Three-dimensional Globally Isothermal Disks. Mas-
set, F., Benı´tez-Llambay, Pablo. 2016, ApJ, 817, 1, 19. - PDF
Planet heating prevents inward migration of planetary cores. Benı´tez-
Llambay, Pablo; Masset, F., Koenigsberger, G., Szula´gyi, J., 2015, Nature,
520, 63–65. - PDF
Low-mass planet in nearly inviscid disks: numerical treatment.. Kley, W.,
Mu¨ller, T. W. A.; Kolb, S. M., Benı´tez-Llambay, Pablo; Masset, F. 2012, A&A,
546, A99 - PDF
Origin and detectability of co-orbital planets from radial velocity data.
Giuppone, C.A., Benı´tez-Llambay, Pablo; Beauge´, C. 2012, MNRAS, 421,
356-368 - PDF
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ward migration of planetary cores. –
Los resultados del capı´tulo 6 sera´n publicados en los pro´ximos meses.
El capı´tulo 7 esta´ en proceso de referato en la revista ApJ.
A todo esto, debe sumarse la existencia del proyecto FARGO3D, que contiene
los resultados de todo el esfuerzo realizado en el desarrollo del co´digo nume´ri-
co. Se recomienda visitar la pa´gina http://fargo.in2p3.fr/ para obtener detalles
concretos sobre la forma en que se aplica el co´digo en los casos pra´cticos. En
particular, redactamos un documento en extenso que contiene gran cantidad de
detalles importantes sobre la utilizacio´n y extensio´n del co´digo y es un buen ma-
terial complementario para la lectura de esta tesis:
http://fargo.in2p3.fr/manuals/FARGO3DUserGuide.pdf.
1Sistemas planetarios
1.1. Preliminares
Hace tan solo 20 an˜os se estaba descubriendo el primer planeta orbitando
alrededor de una estrella diferente al Sol.
Durante la mayor parte de la historia del hombre, habı´amos sido capaces de
conocer acerca de la existencia de 5 cuerpos planetarios en nuestra bo´veda celes-
te, que ordenados por distancia al Sol, hoy los llamamos: Mercurio, Venus, Marte,
Ju´piter y Saturno. De forma tardı´a, con instrumental ma´s avanzado, fuimos ca-
paces de descubrir la existencia de Urano y Neptuno. Todos estos cuerpos tienen
un conjunto de propiedades muy significativas, que vistas de forma aislada no
parecerı´an dar pistas sobre su proceso de formacio´n o la razo´n por la que se en-
cuentran en su posicio´n actual.
Sin embargo, las propiedades ma´s notables, como ser la direccio´n y el plano
de rotacio´n de estos cuerpos, llevo´ a grandes pensadores del siglo XVIII, como
Kant y Laplace, a desarrollar teorı´as sobre su formacio´n, como la famosa Hipo´tesis
Nebular sobre la formacio´n de los planetas del Sistema Solar. Ası´, se comenzaron
a esbozar las ideas primigenias y fundamentales sobre nuestro entendimiento
moderno acerca del proceso de formacio´n planetaria.
Si bien nuestro Sistema Solar es un ejemplo de un sistema planetario en el
universo, explicar un posible origen para sus componentes, no necesariamente
tiene que ver con estar yendo en la direccio´n correcta. Esto quedo´ muy claro desde
el descubrimiento del primer exoplaneta alrededor de otra estrella, por Mayor
y Queloz (1995). En este trabajo, los autores reportaron el descubrimiento de
un planeta con una masa similar a la de Ju´piter, movie´ndose alrededor de una
o´rbita muy cercana a la estrella central, a una distancia de tan so´lo 8 millones de
kilo´metros, lo cual es una o´rbita ma´s pequen˜a que la de Mercurio.
Este cuerpo era el primero de una larga serie de otros similares que fueron
descubiertos con posterioridad. Esta serie de descubrimientos forzo´ a una revi-
sio´n y reconsideracio´n de los mecanismos de formacio´n planetaria propuestos
hasta entonces. En particular, se revalorizo´ la idea de migracio´n planetaria por in-
teracciones con el disco de gas primordial (Lin et al., 1996), cuyo estudio es el eje
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Figura 1.1: Aspecto cualitativo de nuestro Sistema Solar que muestra la gran diversidad de ta-
man˜os presente. Imagen modificada. Original: IAU/Martin Kornmesser.
central de este trabajo.
1.2. El Sistema Solar
Una de las preguntas ma´s importantes, aunque quiza´s carezca de sentido
pra´ctico, es ¿Que´ es el Sistema Solar? Cualitativamente se puede decir que es
un conjunto de cuerpos (planetas) que se mueven alrededor de un cuerpo ex-
tremadamente masivo (Sol), a distancias relativamente cercanas. Este conjunto o
sistema, se representa de forma cualitativa en la Fig. 1.1, donde se muestra con
claridad la forma, la textura y la proporcio´n de taman˜o de los cuerpos que con-
forman dicho conjunto. No´tese que este sistema es el u´nico sistema planetario del
cual tenemos un alto nivel de detalle.
Ahora bien, desde un punto de vista ma´s acade´mico, el Sistema Solar es uno de
los laboratorios por excelencia para poner a prueba las implicaciones de los mo-
delos de formacio´n planetaria desarrollados. Esto se debe, principalmente, a que
podemos observarlo de forma muy detallada, ya sea a trave´s de telescopios o son-
das robotizadas, y a que disponemos de datos geolo´gicos y quı´micos de muchas
de sus componentes. Adema´s, disponemos de informacio´n recolectada durante
un gran perı´odo de tiempo, por lo que conocemos muy bien su dina´mica.
Nuestro Sistema Solar presenta una diversidad asombrosa. Por ejemplo, desde
un punto de vista de sus componentes, presenta cuerpos en un espectro de esca-
las impresionante, desde planetas gigantes gaseosos, como son Ju´piter, Saturno,
Urano y Neptuno, pasando por planetas rocosos, como Mercurio, Venus, Tierra y
Marte, hasta planetas enanos, como ser Ceres y Pluto´n. Adema´s, existen cuerpos
menores, como asteroides y cometas, localizados en estructuras muy interesantes,
como ser el cinturo´n de asteroides, de Kuiper y la nube de Oort.
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Tambie´n, dentro de nuestro Sistema Solar existen Sistemas Solares en miniatu-
ra, como son el caso de los sistemas de lunas presentes alrededor de los planetas
gigantes, que son laboratorios excelentes para poner a prueba modelos de estruc-
tura de interiores planetarios y dina´mica orbital. Incluso, existe la posibilidad
de estudiar la dina´mica de los sistemas de anillos de Saturno, la cual nos ensen˜a
propiedades muy interesantes de las interacciones entre un sistema continuo de
partı´culas (a modo de partı´culas de prueba) y un perturbador masivo, como son
las Lunas de este planeta.
Estudios detallados de algunas caracterı´sticas del Sistema Solar, como ser la
distribucio´n de masa de los planetas, y en particular la baja masa de alguna de
sus componentes, la cantidad de asteroides en el cinturo´n principal, algunos ras-
gos presentes en la Luna, entre otros, conducen a la idea de que en realidad los
planetas de nuestro Sistema Solar no se formaron do´nde realmente los vemos hoy.
Es comu´n aceptar que los planetas experimentaron migraciones. Estas migracio-
nes podrı´an deberse a dos mecanismos diferentes. Por un lado esta´ la conocida
migracio´n por dispersio´n de planetesimales, la cual consiste en la inyeccio´n o
expulsio´n de masa so´lida del sistema por parte de alguna de sus componentes
y puede ocurrir en etapas tardı´as de la formacio´n, al menos en el marco del co-
nocido modelo de Niza (Levison et al., 2011). Por otro lado, esta´ la migracio´n por
interaccio´n con la nebulosa primordial, la cual ocurre en el proceso mismo de la
formacio´n de los primeros nu´cleos planetarios.
Si bien el Sistema Solar sirve como u´ltimo laboratorio para aplicar las teorı´as
de formacio´n planetaria y tratar de discernir entre ellas a partir de observables de
alta calidad, sabemos que la variedad de condiciones astrofı´sicas de un sistema
a otro, en las etapas primordiales, es demasiado grande. Por lo tanto, contar con
tan so´lo un ejemplo de sistema planetario probablemente no sea la mejor opcio´n
para desarrollar un modelo satisfactorio y realista del proceso de formacio´n.
Desarrollar un modelo que explique ciertas caracterı´sticas de un sistema de-
masiado particular, como lo es nuestro propio Sistema Solar, no necesariamente
significa que estemos yendo en la direccio´n correcta. Por el contrario, entender
y explicar cua´les son los mecanismos fundamentales en el modelado de muchas
de las propiedades observacionales de los exoplanetas conocidos hasta ahora, y
luego aplicar estos resultados a un sistema mucho ma´s particular, como nues-
tro propio Sistema Solar, probablemente conduzca a modelos ma´s cercanos a la
realidad.
El estudio de la formacio´n misma del Sistema Solar, y en particular, la forma-
cio´n de un sistema planetario gene´rico, requiere de una gran cantidad de datos
observacionales. En este sentido, los u´ltimos 20 an˜os han sido una verdadera re-
volucio´n en el campo del descubrimiento de planetas girando alrededor de otras
estrellas. Por medio de la utilizacio´n de los datos recolectados, que cada dı´a mejo-
ran en calidad (y tambie´n en cantidad), seremos capaces en un futuro pro´ximo de
comenzar a develar los mecanismos fundamentales de la formacio´n de sistemas
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Figura 1.2: Histograma que muestra la cantidad de planetas descubiertos con el correr de los
an˜os. La frecuencia de descubrimientos se incrementa con el correr del tiempo, y en particular,
entre el an˜o 2013 y 2014, un gran nu´mero de ellos han sido descubiertos por el sate´lite Kepler,
mediante la te´cnica fotome´trica de tra´nsito. Datos del Open Exoplanet Catalogue (Diciembre de
2015).
planetarios gene´ricos, y en particular, de nuestro propio Sistema Solar.
1.3. Exoplanetas, nuevos Sistemas Solares
En los u´ltimos 20 an˜os, la cantidad de planetas descubiertos se ha incremen-
tado considerablemente. Adema´s, tambie´n lo hizo el ritmo al cual se agregan a
la lista de descubiertos. En la Fig. 1.2 se observa un histograma que muestra el
nu´mero de planetas descubiertos en funcio´n del tiempo. La suma de todos los ele-
mentos del histograma arroja el asombroso nu´mero de 2061 planetas orbitando
alrededor de otras estrellas, descubiertos en tan so´lo dos de´cadas.
A pesar de conocer una gran cantidad de planetas, los para´metros fı´sicos que
podemos obtener de la mayorı´a de ellos no dista mucho del conocimiento que
tenı´amos de los planetas de nuestro propio Sistema Solar en el siglo XIX. De
hecho, lo que conocemos con mayor precisio´n para la mayorı´a son sus perı´odos
orbitales. Ası´, en principio, podrı´amos estudiar de forma precisa la dina´mica or-
bital de estos sistemas, pero lamentablemente, sus masas tambie´n se encuentran
pobremente determinadas.
No obstante, la gran cantidad de informacio´n que tenemos de ellos nos brinda
por primera vez en la historia la posibilidad de ver que los sistemas planetarios
no son una rareza del universo. Adema´s, comenzamos a comprender que en gene-
ral son bastante diferentes al nuestro y nos permite comenzar a entender cua´les
mecanismos podrı´an permitir su formacio´n y, ma´s importante quiza´s, cua´les me-
canismos no son compatibles con las observaciones. Una discusio´n al respecto se
hace en la seccio´n 1.4.
1.3. EXOPLANETAS, NUEVOS SISTEMAS SOLARES 5
Figura 1.3: Imagen en la banda Ks tomada por VLT del sistema GQ Lupi. La separacio´n entre las
componentes A y b es ∼ 100 UA, y su separacio´n angular es 0.73 segundos de arco (Neua¨huser et
al., 2005). Imagen de ESO.
Por completitud, para comprender de do´nde provienen los datos que se uti-
lizan cuando se habla de un determinado para´metro de un exoplaneta, haremos
un breve resumen de los me´todos comu´nmente utilizados para su deteccio´n.
1.3.1. Imagen directa
El me´todo de imagen directa esta´ basado en la te´cnica que sirvio´ para detectar
todos los planetas que componen nuestro Sistema Solar, es decir, la observacio´n
directa. Sin embargo, lo que parecerı´a ser tan simple, en la pra´ctica es una de las
te´cnicas ma´s difı´ciles de implementar en sistemas exoplanetarios.
Esto se debe a dos motivos: por un lado, la gran distancia a la que se encuen-
tran las estrellas de nosotros produce que la separacio´n angular entre la estrella
central y el exoplaneta sea extremadamente pequen˜a. Por ejemplo, en la Fig. 1.3
se observa la imagen directa del sistema planetario GQ Lupi, donde la separacio´n
angular entre sus componentes es de tan solo 0.73 segundos de arco, au´n estando
separadas por 100 UA entre ellas.
Por otro lado, la gran diferencia entre el brillo de la estrella central y la luz
reflejada por el exoplaneta hacen necesario un gran contraste dina´mico en la ima-
gen, o la utilizacio´n de te´cnicas que permitan enmascarar el brillo estelar.
En la Fig. 1.4 mostramos todos los exoplanetas descubiertos con esta te´cnica.
Vemos que el nu´mero es bastante pequen˜o. Por otro lado, la mayorı´a de los cuer-
pos detectados son masivos y localizados a una distancia muy grande respecto de
la estrella central.
A partir de esta te´cnica es posible obtener elementos orbitales precisos, si la
distancia a la estrella central es conocida y se tienen ima´genes en e´pocas significa-
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Figura 1.4: Exoplanetas detectados por el me´todo de imagen directa. En rojo se muestra la posi-
cio´n del exoplaneta GQ Lupi b, el cual se muestra a modo de ejemplo en la figura. 1.3. Datos de
exoplanets.eu.
tivamente separadas. Ya que los planetas se localizan en regiones tan exteriores,
los tiempos dina´micos son muy largos. Ası´, en la pra´ctica, ni los perı´odos ni las
masas se pueden determinar de forma precisa, lo cual es importante y deseable
en sistemas de planetas mu´ltiples.
Por u´ltimo, este me´todo es prometedor en la deteccio´n de los planetas que
puedan ser formados por el mecanismo de inestabilidad gravitacional (ver sec-
cio´n 1.5.2), los cuales deberı´an localizarse lejos de la estrella central y ser muy
masivos.
1.3.2. Me´todo de velocidad radial
El me´todo por excelencia para la deteccio´n de exoplanetas, hasta la llegada
del sate´lite Kepler, fue el me´todo de velocidad radial.
Este me´todo no necesita de una visio´n directa del exoplaneta, sino que esta´
basado en la medicio´n del desplazamiento de las lı´neas espectrales estelares a
causa del movimiento radial de la estrella inducido por el/los cuerpos planetarios
que la orbitan. Ası´, los exoplanetas son detectados de forma indirecta. El efecto
fı´sico involucrado detra´s es el efecto Doppler.
Este me´todo es muy eficiente cuando es aplicado a estrellas de baja masa, en
donde las perturbaciones radiales de los planetas generan una mayor acelera-
cio´n en la estrella. Naturalmente, movimientos radiales ma´s grandes sera´n ma´s
simples de ser detectados. Por otro lado, ya que estas estrellas suelen ser rota-
doras lentas (Lovis y Fischer, 2010), la medicio´n mejora sustancialmente. Esto es
ası´ porque una alta rotacio´n da como resultado un ensanchamiento de las lı´neas
espectrales (Shajn y Struve, 1929), y conduce a una degradacio´n de la medicio´n.
La forma general de la semi amplitud para la velocidad radial observada en el
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Figura 1.5: Ejemplo de curva de velocidad radial del sistema HD108874, un sistema de dos exo-
planetas resonantes. Los puntos corresponden con mediciones, mientras que la curva negra es el
ajuste orbital que minimiza los residuos. Imagen adaptada de Hollis et al. (2012).
problema de dos cuerpos general, puede ser calculada de forma analı´tica (Marcy
y Butler, 1998), y viene dada por:
K =
(
2piG
P
)1/3 mp sin i(
M∗ +mp
)2/3 1√1− e2 , (1.1)
donde G es la constante de gravitacio´n universal, mp es la masa del planeta, M∗
es la masa de la estrella central, e es la excentricidad de su o´rbita y P el perı´odo
orbital, que puede ser escrito en te´rminos de la masa a partir de la tercer ley
de Kepler. i es la inclinacio´n de la o´rbita respecto del plano del cielo. Ası´, la
variacio´n de velocidad radial sera´ ∆vr = Kg(t), con g(t) una funcio´n oscilatoria.
En la pra´ctica la forma de la curva es bastante ma´s complicada, y deben realizarse
complejas te´cnicas de ajuste para la obtencio´n de los para´metros orbitales (ver
Giuppone, 2011).
Hay que notar que esta te´cnica so´lo permite estimar una cota inferior para la
masa del planeta (mp sin i). Sin embargo, esta indeterminacio´n desaparece cuando
la inclinacio´n puede determinarse a trave´s de un me´todo alternativo, por ejem-
plo, el me´todo de tra´nsito.
No´tese que la amplitud K es proporcional a la masa del planeta, e inversa-
mente proporcional a la raı´z cu´bica del perı´odo. Por este motivo, el me´todo de
velocidad radial tendra´ un sesgo para masas grandes y perı´odos pequen˜os, lı´mi-
tes que incrementan la relacio´n sen˜al-ruido de la medicio´n de esta cantidad.
En la Fig.1.5 vemos un ejemplo de esta te´cnica aplicada al sistema HD108874,
el cual corresponde a un sistema de dos planetas alrededor de la estrella central.
Los puntos rojos, con sus bandas de error, corresponden con mediciones del co-
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Figura 1.6: Tra´nsito planetario por delante de una estrella. Cuando el planeta se interpone entre la
lı´nea que une al observador con la estrella, se produce una disminucio´n en la luz detectada, cuya
duracio´n, forma y profundidad esta´n relacionadas con los para´metros geome´tricos del planeta.
rrimiento de las lı´neas espectrales de la estrella, mientras que la curva continua
negra corresponde al ajuste de la funcio´n Kg(t), que en este caso, por tratarse de
un sistema de dos planetas, tendra´ una forma no trivial.
1.3.3. Me´todo de Tra´nsito
El me´todo de tra´nsito, o tra´nsito fotome´trico es aquel en el cual la deteccio´n
del planeta se hace de forma indirecta, a trave´s del monitoreo del brillo de la
estrella. Con la aparicio´n del sate´lite Kepler, este me´todo ha sido el ma´s fructı´fero
detectando planetas alrededor de otras estrellas.
Si el a´ngulo respecto de la visual es el adecuado (tan i < a/R∗, con i la incli-
nacio´n de la o´rbita respecto del plano del cielo, a el semieje del planeta y R∗ el
radio estelar), el planeta eclipsara´ a la estrella cuando pase delante de e´sta, y sera´
ocultado en la otra mitad de su o´rbita.
Este comportamiento produce curvas de luz muy caracterı´sticas, como la re-
presentada en la Fig. 1.6. En esta figura vemos la imagen de la estrella y un plane-
ta que pasa delante de ella. Cuando el planeta no pasa por delante de la estrella,
la curva de luz permanece constante. Un decaimiento de dicha curva se observa
cuando el planeta se interpone entre la estrella y el observador. En la pra´ctica, el
poder resolvente de los telescopios no permite observar el disco estelar como se
lo muestra en la Fig. 1.6, por lo que so´lo se puede inferir la existencia del planeta
por medio de mediciones fotome´tricas precisas de la variacio´n del brillo estelar.
Adema´s del perı´odo del planeta, esta te´cnica permite inferir radios planeta-
rios e inclinacio´n del plano orbital, lo cual junto a la te´cnica de la velocidad radial,
permite precisar un valor efectivo para la masa, y como consecuencia, permite de-
terminar la densidad del planeta. Ası´, con la combinacio´n de ambos me´todos, es
posible diferenciar entre planetas rocosos y gaseosos.
A primer orden (estrella de brillo uniforme y planeta no radiante), la variacio´n
ma´xima del flujo estelar esta´ asociada con la superficie del planeta proyectada
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sobre la superficie de la estrella. Por lo tanto la variacio´n de flujo es:
∆Fmax
F
=
(
Rp
R∗
)2
, (1.2)
Ası´, con conocer el radio estelar, se puede determinar el radio planetario.
Un aspecto interesante del me´todo es que, si se mide el tra´nsito en diversos
filtros, se pueden obtener datos sobre la composicio´n de la atmo´sfera de los exo-
planetas Charbonneau et al. (2002).
Naturalmente, el me´todo esta´ limitado por la precisio´n fotome´trica que se
pueda alcanzar. Planetas gigantes pueden ser detectados desde tierra y, reciente-
mente, planetas similares a la Tierra han sido descubiertos por medio de obser-
vaciones realizadas desde el espacio, por el sate´lite Kepler.
La te´cnica de tra´nsito sumada a la determinacio´n precisa de los momentos
de tra´nsito, a partir de ajustes orbitales previos y mediante observaciones pos-
teriores, permite determinar variaciones en el tiempo de tra´nsito esperado. Es-
ta te´cnica es conocida en ingle´s como Transit timing variations (TTV) (Miralda-
Escude´, 2002), y es una te´cnica ampliamente utilizada para la deteccio´n de siste-
mas mu´ltiples.
1.3.4. Me´todo de microlente
El me´todo de microlente se basa en la utilizacio´n de una estrella de fondo
como fuente de luz de referencia, y la amplificacio´n de e´sta por una estrella in-
termedia, la cual actu´a como lente gravitacional.
Si la estrella que transita posee un planeta, e´ste contribuira´ al efecto de lente,
pudiendo ser detectado midiendo alteraciones en la curva de luz observada. Para
que esto ocurra, debe producirse un alineamiento casi exacto entre el observador
y ambas estrellas.
Este efecto tiene dos propiedades importantes: por un lado, es un efecto sime´tri-
co con respecto al ma´ximo de la curva de luz. Por otro, es perfectamente acroma´ti-
co, ya que se debe a efectos gravitatorios. Ası´, ambas propiedades permiten dis-
cernir entre observaciones de lentes y otro tipo de variaciones.
Una caracterı´stica de este feno´meno es que es irrepetible, en el sentido de que
el tra´nsito jama´s volvera´ a ocurrir. Estadı´sticamente, es ma´s probable observar
una microlente hacia el centro gala´ctico, donde la cantidad de estrellas de fondo
es muy grande.
En la Fig. 1.7 se muestra una curva caracterı´stica de esta clase de feno´menos,
en donde la existencia de un planeta genera una alteracio´n notable en la curva de
luz esperada.
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Figura 1.7: Curva de luz de una microlente. La lı´nea a trazos roja corresponde a la curva de luz
observada cuando una estrella pasa por delante de otra, asumiendo una fuente de luz puntual.
Cuando un planeta esta´ presente, la sen˜al observada presenta un amplificacio´n de muy corta
duracio´n. Imagen adaptada de Fischer et al. (2014).
1.3.5. Cambios en la rotacio´n de un pulsar (timing)
El me´todo que sirvio´ para la deteccio´n del primer planeta alrededor de un
objeto masivo (el pu´lsar PSR 1257+12, Wolszczan, 1994) es el me´todo de timing,
que consiste en la medicio´n del cambio en la frecuencia de rotacio´n de un pulsar
Un pulsar es un objeto residual, producto de la explosio´n de una estrella,
muy compacto y un rotado ra´pido. Si el objeto posee un campo magne´tico y el eje
magne´tico no coincide con el momento angular del objeto, y adema´s, por casuali-
dad, nos encontramos en la lı´nea de visio´n de la radiacio´n emitida por este objeto,
observaremos pulsos regulares provenientes de e´l. La rotacio´n de estos objetos es
extremadamente regular, por lo que una perturbacio´n, como por ejemplo la de
un planeta alrededor de e´l, sera´ detectable muy fa´cilmente.
Los planetas ası´ detectados carecen de un intere´s popular ya que se encuen-
tran en un ambiente muy hostil, y por lo tanto, las condiciones para albergar
vida serı´an desfavorables. Por otro lado, ya que esta clase de objetos es muy rara,
la cantidad de planetas conocidos alrededor de ellos, tambie´n es pequen˜a.
1.4. Algunas propiedades de los exoplanetas
La lista de todos los exoplanetas descubiertos presenta una gran diversidad
en muchos aspectos diferentes. Referirnos a cada caracterı´stica particular serı´a
demasiado extenso, por lo que en esta seccio´n so´lo presentaremos aquellas que
consideramos como una motivacio´n importante para nuestro estudio, y que en
algunos casos, podra´n ser contrastadas con los resultados obtenidos de nuestro
trabajo.
Desde el nu´mero de cuerpos presentes en el sistema hasta propiedades dina´mi-
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Figura 1.8: Distribucio´n de excentricidades de los exoplanetas conocidos. Se observa que si bien
un gran nu´mero de ellos se encuentran en o´rbita circular, un nu´mero significativo (∼ 70% de la
muestra) se aparta de la circularidad. El histograma incluye 970 exoplanetas tomados del Open
Exoplanet Catalogue.
cas sensibles al propio proceso de formacio´n, los exoplanetas abarcan un rango
amplı´simo de propiedades diferentes.
Cada una de las caracterı´sticas presentes, posiblemente guarde una relacio´n
estrecha con los mecanismos actuantes durante la etapa de formacio´n. De hecho,
que el mecanismo de formacio´n deje una huella profunda en la posterior estruc-
tura del sistema formado es altamente deseable, ya que permitirı´a distinguir en-
tre diferentes modelos de formacio´n. Un ejemplo claro de esta diversidad es la
distribucio´n de excentricidades observada. Esta distribucio´n podrı´a pasar desaper-
cibida si no fuera que, como se vera´ en el capı´tulo siguiente, los planetas durante
su formacio´n deberı´an experimentar una gran disipacio´n orbital. Por esto nos re-
ferimos a que los planetas deberı´an tender a la circularidad, y a un decaimiento
en el semieje (ver capı´tulo 2). Sin embargo, esto no es precisamente lo que se
observa en todos los casos.
En la Fig. 1.8 vemos un histograma que muestra la distribucio´n de excentri-
cidades para todos los exoplanetas con datos disponibles (970). Existe una gran
cantidad de cuerpos con excentricidad nula, en buen acuerdo con lo esperado
segu´n el proceso de formacio´n en un disco de gas. Sin embargo, una gran canti-
dad se halla en o´rbitas exce´ntricas, y algunos, en o´rbitas, de hecho, muy exce´ntri-
cas y quiza´s clasificables como cometarias. Esta distribucio´n, por ejemplo, es un
rasgo observacional notable que probablemente nos este´ dando pistas importan-
tes sobre que´ ocurre en un sistema planetario cuando la formacio´n esta´ en sus
etapas tardı´as. Se observa que una gran fraccio´n de los exoplanetas no se encuen-
tran en o´rbitas circulares, como serı´a esperable en un escenario de formacio´n
dentro de una nube de gas. Por otro lado, esta distribucio´n podrı´a ser evidencia
de mecanismos de formacio´n alternativos, o la existencia de efectos importantes
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posteriores a la disipacio´n del gas. Este es un efecto que puede ser explicado fa´cil-
mente a partir de la excitacio´n en excentricidad por medio de una componente
masiva en el sistema, efectos seculares o binarias cercanas, y posterior circulari-
zacio´n por efectos tidales, pero constantemente despreciando la interaccio´n con
el gas (Ford, 2014). Comprender en detalle esta distribucio´n particular, con vista
a los procesos fı´sicos que gobiernan las interacciones con el gas, incluyendo por
ejemplo, procesos turbulentos o estudiando inestabilidades que puedan aparecer,
podrı´a ser relevante a la hora de explicar, en alguna medida, la excentricidad de
estos cuerpos (ver por ejemplo la seccio´n 5.8).
Otra propiedad interesante es la distribucio´n de distancias. Los exoplanetas,
no se localizan al azar, sino que hay regiones privilegiadas en las que prefieren
estar y otras en las que no. Benı´tez-Llambay et al. (2011) mostraron que algunas
caracterı´sticas presentes en la distribucio´n espacial de los planetas podrı´a guar-
dar relacio´n con su proceso de formacio´n. Por ejemplo, la frecuencia de planetas
gigantes a distancias grandes, como Ju´piter en nuestro Sistema Solar, no puede
ser explicada sin la ayuda de mecanismos que reduzcan la tasa de migracio´n en
las etapas iniciales (Cossou et al., 2014), estrechamente relacionado con nuestra
investigacio´n en los capı´tulos 5 y 6.
Otro aspecto muy curioso es la frecuencia de aparicio´n de planetas respecto
de algunas propiedades estelares. En particular, hay una relacio´n empı´rica llama-
da correlacio´n planeta-metalicidad, la cual muestra que la ocurrencia de planetas
gigantes alrededor de estrellas meta´licas es mucho ma´s alta respecto de su ocu-
rrencia en estrellas normales (Fischer y Valenti, 2005). Es ma´s, Wang y Fischer
(2013) encontraron que esta dependencia serı´a universal, por lo que la incidencia
de planetas serı´a ma´s alta con la metalicidad, aunque significativamente mayor
para planetas gigantes. Esta caracterı´stica importante ciertamente nos esta´ di-
ciendo algo respecto de la formacio´n de los sistemas planetarios. Por ejemplo,
Johnson et al. (2010) argumentan que esto podrı´a ser una evidencia a favor del
modelo de formacio´n por acrecio´n de nu´cleos. Nosotros proponemos un meca-
nismo para explicar esta caracterı´stica en el capı´tulo 5.
Por u´ltimo, otra propiedad destacable es la distribucio´n de resonancias de
los sistemas exoplanetarios mu´ltiples detectados por el sate´lite Kepler. En la Fig.
1.9 vemos el histograma generado con el cociente de periodos calculados para
todos los exoplanetas mu´ltiples de 2, 3, 4 y 5 planetas (Goldreich y Schlichting,
2014). Quiza´s la caracterı´stica ma´s sobresaliente de esta figura sea el hueco en
torno a la resonancia de movimientos medios 2:1. Se sabe que esta resonancia
es estable, y que cuerpos en migracio´n deben converger hacia ella. Sin embargo,
es notable co´mo la acumulacio´n de cuerpos se produce levemente por fuera de la
posicio´n nominal. Lo mismo se observa para la resonancia 3:2, y en menor medida
para las dema´s. Esta cualidad distintiva podrı´a ser evidencia importante sobre los
mecanismos de formacio´n de tales sistemas. Inspirados en este problema, en el
capı´tulo 7 presentaremos una te´cnica para estudiarlo.
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Figura 1.9: Histograma que muestra la distribucio´n de los cocientes de perı´odos de todos los
sistemas mu´ltiples de 2, 3, 4 y 5 planetas descubiertos por la misio´n Kepler. Las lı´neas azules a
trazos se corresponden con resonancias de movimientos medios entre los diferentes pares. Imagen
adaptada de Goldreich y Schlichting (2014).
Ası´, vemos que estudiar en detalle caracterı´sticas observacionales de planetas
alrededor de otras estrellas puede darnos informacio´n muy u´til sobre los proce-
sos de formacio´n. En particular, nos muestra que estudiar el proceso de migracio´n
planetaria, incluyendo el estudio de los procesos disipativos y el ritmo de migra-
cio´n en diferentes condiciones fı´sicas, es crucial para la correcta interpretacio´n
de las propiedades observacionales de los exoplanetas.
1.5. Modelos de formacio´n
Los planetas son un residuo del proceso de formacio´n estelar. E´stos crecen en
nubes de gas con forma de disco, y no hay motivos para creer que la composicio´n
de los planetas sera´ diferente a la composicio´n de la nube de gas, que a su vez
comparte las misma composicio´n que la estrella central (Lissauer, 1993).
La estrellas se forman a partir de una nube de gas de gran escala, la cual es gra-
vitatoriamente inestable. A medida que el material colapsa, por conservacio´n de
momento angular, la nube cada vez tiende a girar ma´s ra´pido. Habra´ partes que
tengan el momento angular suficiente para soportar la caı´da radial a la estrella,
pero otras se transformara´n en el material que alimente a la estrella en formacio´n.
Cuando el material que desciende a trave´s de los polos estelares se encuentre en
el plano ecuatorial, se producira´n choques entre ambos frentes y esto, al cabo de
no mucho tiempo, terminara´ disipando la energı´a cine´tica vertical, permitiendo
alcanzar un equilibrio hidrosta´tico vertical, y una estructura con forma de disco.
Una revisio´n completa del proceso de formacio´n estelar puede encontrarse en el
famoso trabajo de Shu et al. (1987).
De forma resumida, podemos decir que el proceso de la formacio´n y desapari-
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cio´n del proceso de formacio´n planetaria tiene 5 etapas, y que durante las u´ltimas
tres, los planetas deben lograr alcanzar los taman˜os que tendra´n durante toda su
vida. Ası´, entender en do´nde se forman los planetas implica un estudio detallado
previo de cua´les son las condiciones en las que una estrella puede nacer.
Segu´n el modelo esta´ndar de formacio´n estelar, las estrellas nacen del colap-
so gravitatorio de una nube de gas gigante en rotacio´n (etapa 1). Este colapso se
produce cuando la nube de gas gigante es suficientemente masiva como para que
la gravedad supere a las fuerzas repulsivas del medio, a saber, presio´n te´rmica,
presio´n magne´tica y fuerza centrı´fuga. El resultado de este proceso es una nube
de gas en contraccio´n, en la que la temperatura y la presio´n aumentan de forma
significativa a medida que su taman˜o efectivo se va reduciendo. Una condicio´n
fundamental en esta etapa es que la nube pierda su soporte magne´tico, el cual
puede superar hasta en un factor 10 al soporte te´rmico y rotacional. Hay eviden-
cia de que el mecanismo de remocio´n de campo magne´tico es la difusio´n ambipo-
lar (Crutcher, 1999), un efecto resistivo debido a colisiones entre iones y neutros.
Si la nube presenta una densidad suficiente, podra´ vencer a la energı´a te´rmica
(criterio de Jeans), y podra´ formar un objeto central con las caracterı´sticas de una
estrella. Por la ley de conservacio´n de la energı´a, la energı´a potencial perdida du-
rante el colapso se transformara´ en calor, y a partir de un determinado momento,
la proto estrella comenzara´ a producir energı´a por medio de reacciones nucleares
(etapa 2). La formacio´n de la estrella, y de forma simulta´nea, del disco, ocurre en
escalas de tan so´lo 105 an˜os, lo cual es el orden de magnitud del tiempo de caı´da
libre de la nube primordial. En las primeras etapas de la formacio´n del disco la
masa contenida en forma de so´lidos es considerable, pero el taman˜o medio de las
partı´culas es demasiado pequen˜o como para formar un planeta. Ası´, el camino
hacia la etapa 3 es el de crecimiento de planetesimales mientras la envoltura de
escombros del disco primordial se limpia. En la etapa 4, el disco se hace o´ptica-
mente visible, y la estrella es reconocible como una estrella de tipo T Tauri. Es en
esta etapa en donde los primeros nu´cleos planetarios se formara´n. Finalmente,
en una quinta y u´ltima etapa, el disco desaparece por los efectos del viento es-
telar y la fotoevaporacio´n, dejando un disco poblado por los objetos planetarios
recientemente formados y por escombros.
A pesar de entender de forma global el mecanismo que da origen a las es-
trellas y a los discos protoplanetarios, los mecanismos que podrı´an dar origen a
los planetas au´n siguen sin poder ser elucidados de forma precisa, principalmen-
te debido a la falta de observaciones. Sin embargo, mediante experimentacio´n
nume´rica, se han realizado avances considerables.
Actualmente hay dos lı´neas de investigacio´n predominantes en cuanto al posi-
ble origen de cuerpos planetarios masivos. Por un lado esta´ el modelo de acrecio´n
de nu´cleos (Pollack et al., 1996) y, de forma alternativa, esta´ el modelo de inestabi-
lidad gravitacional (Boss, 1997; Mayer et al., 2002).
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1.5.1. Modelo de acrecio´n de nu´cleos
Este modelo postula que los planetas gigantes se forman por la creacio´n de
planetesimales (fragmentos de polvo y roca de taman˜o considerable) y nu´cleos
de taman˜o creciente, por colisiones sucesivas. Una vez que el nu´cleo alcanza una
masa entre 10 y 15 M⊕, comienza una fase de acrecio´n de gas, la cual es muy
eficiente y permite que el planeta gane la masa necesaria en tiempos comparables
a la vida media de los discos de gas.
El proceso de acrecio´n de nu´cleos puede separarse en tres etapas principales.
Inicialmente, un nu´cleo poco masivo se encuentra en formacio´n, el cual no po-
see envoltura gaseosa ya que su gravedad no es lo suficientemente fuerte como
para mantener alguna especie de equilibrio hidrosta´tico. A medida que el nu´cleo
crece en masa por la acrecio´n de planetesimales, llega un punto en el que es posi-
ble mantener una envoltura gaseosa en equilibrio hidrosta´tico. Este equilibrio es
el producto del balance entre la radiacio´n te´rmica y el calentamiento producido
por el bombardeo. El nu´cleo continuara´ creciendo hasta que se alcance una masa
crı´tica, para la cual el equilibrio ya no puede mantenerse, y la atmo´sfera del pla-
neta se contrae. A partir de esta masa crı´tica ocurre una ra´pida acrecio´n de gas,
la cual provee de la mayor parte de la masa al planeta en formacio´n. Esta etapa
de ra´pido crecimiento ocurre para masas entre 10M⊕ y 15M⊕. El proceso finali-
za cuando el suministro de gas se agota, lo cual puede ocurrir porque el planeta
adquiera una masa suficiente como para limpiar completamente su o´rbita o que
el disco de gas se disperse. Un aspecto importante es que la masa crı´tica depende
pobremente de las propiedades del disco protoplanetario (Armitage, 2007; Papa-
loizou y Terquem, 1999). Sin embargo, crecimientos ma´s ra´pidos son esperados
en las regiones ma´s densas del disco, como por ejemplo, ma´s alla´ de la llamada
lı´nea del hielo, lugar en do´nde la mayor cantidad de los materiales vola´tiles del
disco se encuentran en estado so´lido.
Probablemente este sea el mecanismo principal para explicar la formacio´n
de la mayorı´a de los exoplanetas observados, aunque una densidad suficiente
de so´lidos es necesaria para compensar los tiempos de migracio´n en las etapas
primordiales y los tiempos de vida media de los discos de gas (∼ 1,10 Millones
de an˜os).
1.5.2. Modelo de inestabilidad gravitacional
Otro modelo de formacio´n es el de inestabilidad gravitacional, el cual postu-
la la creacio´n de grandes planetas gaseosos por medio de inestabilidades dentro
del disco de gas primordial (Boss, 1997; Mayer et al., 2002). Estas inestabilida-
des fragmentarı´an el disco generando grumos densos y frı´os, los cuales serı´an los
nu´cleos de los planetas gigantes. Una ventaja de este me´todo respecto del me´to-
do de acrecio´n de nu´cleos son los tiempos caracterı´sticos involucrados. Mientras
que este u´ltimo requiere tiempos del orden de la vida media de los discos, la
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inestabilidad gravitacional actu´a en muy pocos tiempos dina´micos. La condicio´n
necesaria para la aparicio´n de esta inestabilidad es que el para´metro de ToomreQ
(Toomre, 1964) sea del orden de la unidad. Este para´metro mide la relacio´n entre
la dispersio´n de velocidad local y la fuerza gravitatoria, razo´n por la cual es espe-
rable que dependa fuertemente de la temperatura del medio. En otras palabras,
la aparicio´n y eficiencia de este mecanismo es fuertemente dependiente de la efi-
ciencia de enfriamiento del gas, a fin de permitir la aglomeracio´n de material. Por
lo tanto, la eficiencia del mecanismo es tambie´n una funcio´n de la distancia.
Podrı´a ser el mecanismo predilecto para la formacio´n de planetas gigantes
muy lejos de la estrella, con tal de que la escala de tiempo del gas no sea mucho
mayor al tiempo dina´mico del mismo. De lo contrario, aparecen en un primer
lugar brazos espirales (por inestabilidad gravitacional), que calientan el gas e
inhiben la aparicio´n de grumos gravitacionalmente inestables.
1.6. Conclusiones
En este capı´tulo discutimos el contexto astrofı´sico en el cual se encuentra in-
merso el problema que trataremos a lo largo de este trabajo. Vimos que el Sistema
Solar, si bien es una fuente de informacio´n muy valiosa, y de calidad muy supe-
rior a la obtenida para los exoplanetas, no puede ser el sistema de referencia para
el desarrollo de los modelos de formacio´n; aunque esto no significa que los mo-
delos desarrollados no deban ser compatibles con nuestro propio sistema.
Presentamos algunos aspectos relevantes referidos a los exoplanetas detec-
tados, incluyendo sus principales te´cnicas de deteccio´n, algunas de sus carac-
terı´sticas ma´s notables y discutimos cua´les podrı´an haber sido sus mecanismos
de formacio´n. En estas discusiones, nunca contemplamos los efectos producidos
por la nube de gas sobre los cuerpos en formacio´n. Se sabe que esta interaccio´n
es extremadamente importante en las primeras etapas de crecimiento, por lo que
no puede ser ignorada. Ası´, en el siguiente capı´tulo, nos concentraremos en un
aspecto ma´s especı´fico que se corresponde con la motivacio´n verdadera de esta
tesis.
2Interacciones planeta-disco
2.1. Introduccio´n
En el capı´tulo anterior vimos que, sin importar cual sea el modelo de forma-
cio´n planetaria adoptado, el cual puede ser objeto de debate, no hay discrepancias
frente a la idea de que los planetas se forman dentro de un disco de gas. Las in-
teracciones que ocurran dentro del entorno gaseoso, ciertamente moldeara´n la
estructura final de los sistemas planetarios. Sin embargo, au´n existe discrepancia
respecto de cuales de todas las interacciones posibles dentro de un disco de gas
son dominantes y capaces de esculpir un sistema planetario con las caracterı´sti-
cas observadas.
Como se vio en el capı´tulo 1, los planetas son resultado del proceso de forma-
cio´n estelar, y nacen dentro de una estructura de gas y polvo con forma de disco.
La interaccio´n gravitatoria entre el planeta en formacio´n y el polvo y gas del disco
es, como veremos en este capı´tulo, muy compleja, y la consecuencia es un proce-
so conocido como migracio´n planetaria. Esta migracio´n es el resultado de torques
actuantes sobre el planeta, generados por estructuras asime´tricas excitadas en el
disco de gas por el planeta en formacio´n.
2.2. Motivacio´n observacional
De forma temprana, en el trabajo cla´sico de Goldreich y Tremaine (1979), se
demostro´ que una masa en o´rbita fija alrededor de un objeto central y sumergido
en un disco gaseoso esta´ sujeto a fuerzas que son capaces de cambiar su distancia
de forma considerable. Este hecho no cobro´ importancia sino hasta despue´s del
descubrimiento del primer exoplaneta, 51 Pegasi (Mayor y Queloz, 1995), el cual
se encuentra muy pro´ximo a la estrella. A partir de este ejemplo, Lin et al. (1996)
propusieron que debido a que la formacio´n in-situ de este sistema es improbable,
deberı´a haberse formado en regiones distantes y migrar a trave´s del mecanismo
de Goldreich y Tremaine (1979).
Una sucesio´n de descubrimientos posteriores, como por ejemplo, la existencia
de sistemas planetarios resonantes (Marcy et al., 2001), pusieron en evidencia
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que procesos disipativos deben ocurrir durante la formacio´n de los planetas, y
que probablemente las interacciones entre un protoplaneta y el disco podrı´an ser
relevantes para explicar las observaciones.
En la actualidad existen otros mecanismos propuestos que pueden dar cuenta
de algunas caracterı´sticas importantes de los exoplanetas, como por ejemplo la
distribucio´n de excentricidades. Estos mecanismos adema´s son capaces de pre-
decir cambios impresionantes en sus o´rbitas, logrando producir migraciones de
gran escala. Una de tales propuestas es la llamada dispersio´n planetaria (Juric´ y
Tremaine, 2008), en donde la interaccio´n gravitatoria de dos o ma´s componentes
del sistema genera un crecimiento de excentricidad (y posiblemente inclinacio´n)
la cual finalmente, por torques con la estrella (favorecidos por un periastro cer-
cano a la estrella), se amortigua y el semieje se modifica. Este me´todo es uno de
los predilectos para explicar la distribucio´n de excentricidad observada en los
sistemas de exoplanetas (Chatterjee et al., 2008).
Por otro lado, perturbaciones seculares (como la resonancia de Kozai), ejer-
cidas por alguna componente masiva lejana e inclinada tambie´n podrı´a explicar
la existencia de planetas exce´ntricos y retro´grados (Wu y Murray, 2003; Naoz et
al., 2011). Estos mecanismos combinados podrı´an dar cuenta de la existencia de
planetas gigantes cercanos a la estrella central (Fabrycky y Tremaine, 2007).
Tambie´n existen muchos ejemplos de exoplanetas suficientemente lejos de la
estrella (p.ej. Fig. 1.4). Todas estas evidencias parecerı´an indicar que la migracio´n
por interacciones planeta-disco parecerı´a no jugar un papel importante.
Sin embargo, hay una serie de hechos que no pueden ser ignorados. Por un
lado, las teorı´as cla´sicas predicen que un planeta con una masa similar a la de la
Tierra deberı´a caer hasta la estrella central en ∼ 105 an˜os (Tanaka et al., 2002), lo
cual es un tiempo al menos un orden de magnitud menor que el tiempo de vida
media de los discos de gas (Mamajek, 2009).
Ası´, si consideramos que los mecanismos mencionados anteriormente son ca-
paces de explicar ciertas caracterı´sticas observacionales, y que no presentan el
problema con las escalas de tiempo de la migracio´n por interacciones planeta-
disco, quiza´s los exoplanetas nos este´n diciendo algo importante acerca de la efi-
ciencia de la migracio´n planeta-disco. Sin embargo, estamos casi seguros de que
no hay forma de esquivar el proceso de interaccio´n gravitatoria en el disco de
gas, por lo que probablemente nos estamos perdiendo una parte importante del
proceso de formacio´n y migracio´n planetaria.
En la Fig. 2.1 podemos ver una imagen reciente tomada por el radio inter-
fero´metro ALMA, en la cual puede verse el disco progenitor de la estrella HL Tau,
con unas interesantes estructuras en forma de anillos y surcos, los cuales podrı´an
ser la evidencia de planetas en formacio´n. Esto adema´s serı´a una evidencia ob-
servacional de que los planetas no pueden esquivar el proceso de interaccio´n con
su disco.
Los motivos expuestos son ma´s que suficiente para continuar esta lı´nea de in-
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Figura 2.1: Imagen tomada con el radio interfero´metro ALMA de la estrella joven HL Tau con
su disco de gas. Se observan un gran nu´mero de anillos y surcos, lo cual podrı´a ser la evidencia
de mu´ltiples planetas en formacio´n. Imagen de ALMA (NRAO/ESO/NAOJ), C. Brogan, B. Saxton
(NRAO/AUI/NSF).
vestigacio´n y avanzar en el entendimiento de que´ factores son dominantes en las
interacciones planeta-disco. En u´ltima instancia, lo que descubramos aquı´, cier-
tamente pondra´ restricciones al proceso mismo de formacio´n. A fin de avanzar
en esta investigacio´n, se hace cada vez ma´s necesario comprender de forma de-
tallada la dina´mica y estructura de los discos en los cuales se forman. Es crucial
distinguir y caracterizar cua´les son los procesos fı´sicos fundamentales que do-
minan en ellos ya que, en u´ltima instancia, sera´n los que gobiernen el tipo de
interacciones que el planeta pueda sufrir.
Hoy creemos que la migracio´n de tipo I, el nombre que recibe la migracio´n
descripta por Goldreich y Tremaine (1979), no ocurre de forma estricta durante
la formacio´n de los planetas, y los mayores esfuerzos se centran en el estudio de
una regio´n muy pequen˜a en los discos, que se corresponde con la regio´n coorbital
del planeta. Hoy sabemos, y lo veremos a lo largo de este capı´tulo, que esta regio´n
puede ejercer un torque significativo y positivo, pudiendo contrarrestar la migra-
cio´n, o incluso revertirla. Ası´, las lı´neas de investigacio´n actuales se enfocan en
caracterizar con cada vez ma´s detalle e´sta regio´n tan pequen˜a en torno a la o´rbita
del planeta.
Es comu´n dividir a la migracio´n planetaria por interacciones planeta-disco en
tres regı´menes diferentes: migracio´n de tipo I, de tipo II y de tipo III, ı´ntimamente
relacionados con la masa del cuerpo considerado en el proceso de migracio´n, y
sera´n explicados posteriormente.
2.3. Modelo de disco de gas
Para estudiar las interacciones de planetas con un disco de gas, primero debe
realizarse un modelo de disco, que sera´ el objeto base sobre el cual se formara´n
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los planetas.
Sabemos que los discos en los cuales se forman los planetas se encuentran
alrededor de lo que se denominan estrellas de tipo T Tauri, un tipo de estrella
temprana de pre-secuencia principal. La composicio´n del disco es la misma que
la composicio´n estelar, y so´lo el 1% de su masa total se encuentra en forma de
polvo. El resto es mayoritariamente hidro´geno y helio, con una poca cantidad
de elementos ma´s pesados. La masa de los discos ronda entre 0,1-0,001M (Wi-
lliams y Cieza, 2011) siendo por lo general poco masivos. En nuestro estudio,
nos centraremos en los discos de baja masa para poder despreciar los efectos de
su autogravedad1. Tambie´n sabemos que son estructuras extendidas en radio, en
escalas de ∼ 100 UA.
La ecuacio´n de estado comu´nmente utilizada para el estudio de estos discos
es la ecuacio´n de los gases ideales isoterma, dada por:
P = c2s ρ, (2.1)
con cs la velocidad del sonido, calculada a partir de la ecuacio´n de estado de los
gases ideales c2s = kBT /µmH , con kB la constante de Boltzmann, mH la masa del
a´tomo de hidro´geno y µ el peso molecular medio. Pude verse fa´cilmente que la
ecuacio´n de equilibrio hidrosta´tico vertical (considerando el equilibrio entre las
fuerzas de presio´n, la gravedad, y la ecuacio´n de estado isoterma) conduce, en el
caso de disco delgado (z r), a una distribucio´n de masa de la forma:
ρ(r,z) =
Σ(r)√
2piH
exp
(
− z
2
2H2
)
, (2.2)
lo cual muestra que, en equilibrio hidrosta´tico, la densidad decrece exponencial-
mente con el cuadrado de la altura, en una escala tı´pica H . Σ(r) es la densidad en
el plano ecuatorial.
Observacionalmente, se verifica que los discos son estructuras de poca exten-
sio´n vertical, es decir, baja altura. La altura del disco respecto de la distancia al
centro, comu´nmente conocida como relacio´n de aspecto, y denotada por h =H/r,
puede ser funcio´n de la distancia, y varı´a entre ∼ 0,03 y 0,1. Ya que la fuerza
gravitatoria actuante sobre un elemento de fluido en movimiento circular se re-
laciona directamente con su velocidad de rotacio´n2, a trave´s de la ecuacio´n de
estado surge una propiedad fundamental para estos discos. Esta propiedad es la
relacio´n entre la escala de altura, la frecuencia orbital y la temperatura del gas:
H =
cs
Ωk
. (2.3)
Los discos protoplanetarios son discos de acrecio´n, es decir, son discos que
1Fuerza de gravedad ejercida por el gas sobre e´l mismo.
2Fuerza gravitatoria igual a la fuerza centrı´peta.
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entregan material a la estrella central. Las tasas tı´picas son del orden de 10−8,
10−9 M/an˜o. El motivo por el que esto ocurre es la existencia de una viscosidad
efectiva que genera torques internos. Sin importar el origen de esta viscosidad
(en el capı´tulo 6 hacemos una discusio´n al respecto), la viscosidad suele incluirse,
por simplicidad, como un para´metro ad-hoc salvo que se considere, por ejemplo,
turbulencia.
La acrecio´n es modelada generalmente de dos formas diferentes. Por un lado
se puede utilizar una viscosidad cinema´tica ν constante, ajustada a partir de ob-
servaciones. Por otro, y quiza´s el me´todo ma´s extendido, se puede utilizar una
viscosidad de tipo αν (Shakura y Sunyaev, 1973), la cual se define en te´rmino de
las variables dina´micas fundamentales del disco:
ν = ανcsH. (2.4)
En este caso, lo que se ajusta a partir de las observaciones (o simulaciones) es αν ,
lo cual es un para´metro adimensional.
Las ecuaciones de evolucio´n para el disco de gas son las ecuaciones de Navier-
Stokes. Una aproximacio´n muy frecuente que se hace sobre estas ecuaciones es
promediarlas en la direccio´n vertical. El resultado de estos promedios son ecua-
ciones bidimensionales para la evolucio´n sobre el plano.
El modelo ma´s extendido para el estudio de migracio´n de planetas en discos
de gas es aquel que asume leyes de potencia para las cantidades fundamentales,
las cuales son el perfil de densidad:
d logΣ
d logr
= −σ, (2.5)
y la relacio´n de aspecto del disco:
d logh
dlogr
= f , (2.6)
con lo cual se puede deducir la temperatura del disco o la velocidad del sonido
del medio. Por ejemplo, por la ecuacio´n de estado de los gases ideales (T ∝ c2s ∝ P )
y utilizando (2.3) y (2.6) se obtiene una ley de potencia para la temperatura, con
ı´ndice β = 2f − 1.
La utilizacio´n de la relacio´n de aspecto por sobre la temperatura tiene sus
ventajas a la hora de desarrollar una idea geome´trica de la estructura del disco.
En efecto, el ı´ndice f mide la forma del disco. Si f > 0 entonces la altura H cre-
cera´ aceleradamente con R, por lo que el disco sera´ co´ncavo para arriba. Por el
contrario, si f < 0, el disco sera´ convexo o co´ncavo para abajo. El caso f = 0 se
corresponde con un disco que presenta una relacio´n de aspecto constante, por
lo que su altura crece linealmente con el radio. En la Fig. 2.2 puede verse un
esquema sencillo de estas cualidades.
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f>0 f=0 f<0
Figura 2.2: Representacio´n de la forma de los discos en funcio´n del ı´ndice f de la relacio´n de
aspecto. f > 0 es un disco co´ncavo para arriba, f = 0 es el modelo de disco plano, y el caso f < 0,
el disco co´ncavo para abajo, el cual puede proyectarse sombra a sı´ mismo.
La velocidad radial para estos sistemas viene dada por la velocidad de evolu-
cio´n viscosa, la cual es funcio´n de los para´metros del disco. Una discusio´n sobre
esta caracterı´stica se hace en la seccio´n 7.3.3. Por ahora sera´ suficiente con decir
que los tiempos de evolucio´n viscosa de los discos de gas son muy lentos com-
parados con los tiempos dina´micos del sistema y que considerarla como nula, al
menos para un modelo inicial, no es una aproximacio´n incorrecta.
La velocidad de rotacio´n para estos discos es pra´cticamente Kepleriana, sin
embargo, presenta un leve apartamiento por causa de los gradientes de presio´n,
los cuales son un factor correctivo del orden del 1% respecto de este valor. La
velocidad de rotacio´n puede escribirse como:
vϕ = vk
√
1− h2 (1 + σ − 2f ), (2.7)
que es el resultado de calcular el equilibrio rotacional del sistema utilizando las
leyes de potencia descriptas anteriormente.
Si bien el apartamiento de la rotacio´n Kepleriana estricta puede parecer pe-
quen˜a, es el que tendra´ un impacto profundo sobre la posterior evolucio´n de los
planetas, como se vera´ en las secciones siguientes.
El nu´mero de Mach3 en los discos de acrecio´n es muy grande (∼ h−1), por lo
que son extremadamente superso´nicos4.
Los u´ltimos ajustes necesarios del modelo provienen, como siempre, de las
observaciones. Los para´metros libres del modelo de disco adoptado son tan so´lo
cuatro: una constante para la relacio´n de aspecto del disco (que es equivalente a
conocer la temperatura en alguna posicio´n), la densidad superficial de gas, que
tambie´n alcanza con conocerla en alguna regio´n particular y las pendientes para
las leyes de potencia.
Una suposicio´n aceptada es considerar los valores de la Nebulosa Solar de Ma-
3Relacio´n entre la velocidad del fluido respecto de la velocidad del sonido
4Sin embargo, un planeta sumergido en el disco corrota localmente con el gas, y respecto de
su velocidad, el flujo del gas es subso´nico.
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sa Mı´nima5 necesaria para formar los planetas del Sistema Solar si e´stos hubieran
estado siempre donde los observamos (Hayashi, 1981). Los valores tı´picos en este
caso son Σ(r =1UA) = 1700 g/cm2 y T (r = 1UA) = 280 K. Adema´s, segu´n este mo-
delo σ = 1,5, aunque en la pra´ctica se utilizan exponentes en el rango σ ∈ [0;1,5],
y para el perfil de temperatura en el rango β ∈ [−1;0].
En las secciones siguientes, siempre asumiendo un modelo con las caracterı´sti-
cas presentadas, veremos con detalle los mecanismos de migracio´n planetaria.
2.4. Migracio´n a partir de un torque
La migracio´n planetaria, es decir, el movimiento radial de un planeta en un
disco, ocurre como consecuencia de torques.
Consideremos un planeta en o´rbita circular a una distancia rp de la estrella. El
momento angular del planeta es L(rp) =mpr2pΩ(rp), con Ω la frecuencia orbital.
El torque ejercido sobre un planeta se relaciona directamente con la acelera-
cio´n angular en la direccio´n del torque. Ası´, una fuerza sobre el plano orbital y
no radial ejercera´ un torque no nulo que tendra´ un impacto sobre la velocidad de
traslacio´n del planeta.
La tasa de variacio´n del momento angular del planeta, que se corresponde con
el torque Γ ejercido sobre e´ste es:
Γ =
dLp
dt
= 2mprr˙
[
Ω(r) +
r
2
dΩ
dr
]
, (2.8)
donde el te´rmino entre corchetes es la segunda constante de Oort (B), y en el caso
Kepleriano es igual aΩk/4. El signo del torque ejercido tiene relacio´n directa con
el signo de r˙, es decir, el sentido de la migracio´n.
El tiempo caracterı´stico de migracio´n se define como rp|drp/dt|−1, que por me-
dio de la ecuacio´n 2.8, se puede escribir como:
τmig =
2r2pmpB
|Γ | . (2.9)
En el caso Kepleriano (Ω =Ωk), se tiene que:
τmig =
Lp
2|Γ | , (2.10)
con Lp el momento angular orbital del planeta y perpendicular a su o´rbita.
Por u´ltimo, una migracio´n del planeta requiere de una fuerza, que a su vez,
por las leyes de conservacio´n de momento, requiere de un soporte para ejercerla.
En efecto, el movimiento radial del planeta debido a un torque (o pe´rdida de
momento angular) implica que una contraparte sienta un torque positivo ejercido
5Minimum Mass Solar Nebulae (MMSN) en ingle´s.
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por el planeta, por lo que el proceso de migracio´n puede entenderse en te´rminos
de una transferencia de momento angular entre dos partes. De forma resumida,
por la ley de conservacio´n del momento angular total, si el planeta recibe un
torque positivo por parte del disco, el disco recibe un torque negativo por parte
del planeta y viceversa.
2.5. Migracio´n planetaria
Un planeta sumergido en un disco de gas axisime´trico excita estructuras asime´-
tricas que conducen a la aparicio´n de torques. Como consecuencia de estos tor-
ques, el planeta experimenta una migracio´n, la cual esta´ gobernada, en parte, por
los mecanismos fı´sicos dominantes en el disco de gas.
Como ya mencionamos, hay tres regı´menes de migracio´n bien determinados:
la migracio´n de tipo I, que ocurre para planetas de baja masa, la migracio´n de tipo
II, que ocurre para masas planetarias suficientemente grandes, y la migracio´n de
tipo III, la cual ocurre para planetas de masa intermedia, pero inmersos en discos
suficientemente masivos.
Caracterizar estas migraciones de forma precisa, y entender la fı´sica subya-
cente es crucial para intentar conciliar estos resultados con algunas de las pro-
piedades observacionales que describimos en el capı´tulo 1.
2.5.1. Migracio´n de tipo I
La migracio´n de tipo I fue descubierta por Goldreich y Tremaine (1979). Las
conclusiones ba´sicas de su trabajo son:
El potencial externo (planeta) ejerce un torque sobre el disco so´lo en las
resonancias de Lindblad y en las resonancias de corrotacio´n.
El torque es positivo en las resonancias de Lindblad externas, mientras que
es negativo en las internas.
El torque de corrotacio´n tiene un signo igual al gradiente de vortensidad6 y
tiene el mismo orden de magnitud que el torque de Lindblad.
Una de las hipo´tesis fundamentales de su trabajo es la suposicio´n de que un ana´li-
sis lineal de las ecuaciones hidrodina´micas es va´lido. Esto es cierto para el torque
de Lindblad en planetas de baja masa sin embargo, como se vera´ posteriormente,
no puede ser extendido completamente al caso de la regio´n de corrotacio´n, el cual
es un proceso no lineal en esencia (Paardekooper y Papaloizou, 2009).
El potencial gravitatorio de un planeta es:
Φp(~r, ~rp, t) = −
Gmp
|~r − ~rp(t)| , (2.11)
6Tambie´n llamada vorticidad potencial o vorticidad dividida por la densidad.
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que puede ser expandido en su serie de Fourier como:
Φp(r,ϕ, t) =
∞∑
m=0
φm(r)cos
{
m
[
ϕ −ϕp(t)
]}
, (2.12)
do´nde φm es la amplitud correspondiente a cada modo acimutalm (ver por ejem-
plo Meyer-Vernet y Sicardy, 1987) y ϕp(t) es la posicio´n angular del planeta.
Torque en las resonancias de Lindblad
Para un planeta en o´rbita circular, la posicio´n angular del planetaϕp(t) esΩkt,
con Ωk la frecuencia orbital Kepleriana. Goldreich y Tremaine (1979) demostra-
ron que el torque se ejerce en las resonancias de Lindblad, que son un caso parti-
cular de resonancias de movimientos medios entre el potencial perturbador y el
gas. En una resonancia de Lindblad la relacio´n de movimientos medios es igual
a la frecuencia de epiciclo κ del gas7. Ası´, las resonancias de Lindblad ocurren
cuando la velocidad angular relativa de cada modo acimutal m del perturbador
coincide con la frecuencia de epiciclo, es decir:
ω ≡m
[
Ω(r)−Ωp
]
= ±κ. (2.13)
Por lo tanto, la posicio´n de las resonancias de Lindblad vienen dadas, de forma
implı´cita, por:
Ω(rm) =Ωk(rp)± κ(r)m , (2.14)
con rm la posicio´n nominal de la resonancia.
La frecuencia de epiciclo (κ2 ≡ 4Ω2 + dΩ2/d lnr) en un disco Kepleriano es
κ =Ωk, por lo que:
Ω(rm) =
( m
m± 1
)
Ωk(rp). (2.15)
A priori, no es posible obtener la localizacio´n exacta de las resonancias de
Lindblad si no conocemos la frecuencia orbital del disco en el cual esta´ sumergido
el perturbador. Si la rotacio´n es estrictamente Kepleriana la localizacio´n de las
resonancias de Lindblad es:
r±m =
( m
m± 1
)2/3
rp. (2.16)
Se observa que las resonancias ma´s alejadas se encuentran para m = 1 (en el
caso de las resonancias externas) y m = 2 (para las resonancias internas). Esto
significa que las resonancias de Lindblad ma´s externas al planeta orbitan a una
frecuencia igual al doble o a la mitad de la frecuencia orbital del planeta, es decir,
esta´n en una resonancia de movimientos medios 2:1 o 1:2.
7Es decir, la frecuencia de oscilacio´n de una partı´cula del disco a la cual se le aplica una
pequen˜a perturbacio´n.
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Otro aspecto interesante es que el cocientem/(m±1) tiende a 1 por izquierda y
por derecha a medida quem→∞, por lo que el torque cerca del planeta puede ser
susceptible de diverger8. Sin embargo, esto no ocurre en la pra´ctica al considerar
los efectos de la presio´n.
Cuando la presio´n del disco es tenida en cuenta, la posicio´n nominal de las
resonancias se modifica (Kley y Nelson, 2012), de forma que:
m
(
Ω−Ωp
)
= ±
√
κ2 (1 + ξ2), (2.17)
con ξ = mcs/(Ωr). Esta expresio´n corregida tiende a una constante para grandes
valores de m (m→∞), la cual depende so´lo de la altura del disco:
rL = rp ± 2H3 , (2.18)
con rL la posicio´n de acumulacio´n de las resonancias.
Ası´, las posibles divergencias en el torque desaparecen. Adema´s, el efecto de
la acumulacio´n de las resonancias de Lindblad permite un decrecimiento expo-
nencial para el torque a medida que m aumenta, feno´meno conocido como cut-off
del torque (Artymowicz, 1993).
Ward (1997) calculo´ de forma detallada la expresio´n correspondiente para el
torque neto sobre las resonancias aisladas de Lindblad, y encontro´ que9:
Γ ±m = ±43q
2Σr4pΩ
2
p
m2(r/rp)3/2ψ2√
1 + ξ2 (1 + 4ξ2)
, (2.19)
con
ψ =
pi
2
( 1
m
∣∣∣dbm1/2(r/rp)∣∣∣+ 2√1 + ξ2b1/2m (r/rp)) , (2.20)
donde q =mp/M∗, con mp la masa del planeta, M∗ la masa de la estrella central y
ξ = mcs/κr. Los subı´ndices p representan evaluacio´n en la posicio´n del planeta.
bm1/2 son los coeficientes de Laplace (Izsak, 1963), que pueden escribirse de forma
simplificada, en te´rmino de las funcio´n modificada de Bessel K0:
bm1/2 '
2
pi
K0(η)√
r/rp
, (2.21)
con η = (m|(r/rp)− 1|)/
√
(r/rp).
En la Fig. 2.3 mostramos una evaluacio´n de esta expresio´n para las resonan-
cias externas e internas para diferentes valores de la relacio´n de aspecto del dis-
co. Se observa co´mo el ma´ximo se alcanza para valores intermedios de m (5-30) y
co´mo la contribucio´n de cada modo tiende a cero ra´pidamente a medida que las
8La distancia a la resonancia tiende a cero.
9Por simplicidad so´lo consideramos el caso f = 0.
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Figura 2.3: Valor absoluto del torque evaluado para cada modo acimutal m. El torque fue norma-
lizado por el valor de referencia Γ0 = piq2Σpr4pΩ
2
ph
−3.
resonancias se vuelven ma´s pro´ximas al planeta (m→∞). En esta figura tambie´n
puede verse un comportamiento que es sistema´tico: si definimos como torque
diferencial de Lindblad a la suma del torque externo y el interno para cada m,
entonces, el torque total es la suma sobre todos los modos del torque diferencial
de Lindblad. De la figura queda claro que el torque diferencial de Lindblad es
una cantidad negativa para todos los modos. De hecho, este comportamiento no
es casual. El torque total sera´ siempre una cantidad negativa.
Ward (1997) hizo una observacio´n importante al respecto del valor del torque
diferencial de Lindblad. La diferencia entre el torque externo y el interno no pro-
viene de una diferencia de densidad entre las resonancias internas y externas. En
efecto, el gradiente de densidad en el disco no impacta en el valor del torque di-
ferencial de Lindblad. Curiosamente, un incremento en el gradiente de densidad
trae asociado un cambio en el perfil de rotacio´n del disco. Ambos efectos esta´n
relacionados y trabajan de forma opuesta. Mientras valores ma´s grandes para σ
son utilizados el contraste de densidad (o derivada de la densidad) incrementa la
fuerza del torque que pueden producir las resonancias internas (ya que son ma´s
masivas) sin embargo, el gradiente de presio´n asociado con este cambio genera
una rotacio´n ma´s lenta (ver ecuacio´n 2.7), alejando a las resonancias internas for-
talecidas e incrementando la fuerza relativa de las exteriores. Lo mismo es va´lido
en el caso opuesto. Este efecto es denominado Pressure buffer.
Meyer-Vernet y Sicardy (1987) mostraron que el valor del torque producido
es independiente de los procesos fı´sicos que ocurran en el disco. Sin embargo,
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el momento angular quitado al planeta durante el proceso de migracio´n se de-
be transferir hacia otra regio´n, y no so´lo permanecer sobre las resonancias de
Lindblad. Puede verse que diferentes procesos pueden dar cuenta del traspaso
de momento angular desde las resonancias de Lindblad hacia el disco. Estos efec-
tos pueden ser la presio´n, fuerzas viscosas o autogravedad. Con estos mecanismos
en funcionamiento, es posible asegurar un estado estacionario para el torque.
Un propiedad muy importante del torque diferencial de Lindblad es que du-
rante una simulacio´n se establece hacia su valor de referencia de forma muy ra´pi-
da (∼ 1 o´rbita) (Meyer-Vernet y Sicardy, 1987), por lo que variaciones observadas
en el comportamiento del torque no podra´n ser atribuidos al torque de Lindblad
(a no ser que varı´en los perfiles medios del disco).
Las perturbaciones de densidad que producen el torque neto adoptan la forma
de una estela espiral, la cual es la reaccio´n natural del disco al potencial gravita-
torio del planeta (ver seccio´n 2.5.1).
Torque diferencial de Lindblad
Si bien la expresio´n provista por Ward (1997) dice mucho acerca del proceso
de migracio´n de tipo I, Tanaka et al. (2002) por medio de desarrollos semianalı´ti-
cos da una expresio´n para el torque total en el caso globalmente isotermo y en
re´gimen lineal. El torque total, que tambie´n suele llamarse torque diferencial de
Lindblad, se corresponde con la suma del torque diferencial para todas las re-
sonancias. Tanaka et al. (2002) dan una expresio´n para el torque diferencial de
Lindblad, al igual que Ward (1997), en el caso bidimensional, pero lo extienden
tambie´n al caso 3D:
Γ 3DL = − (2,34− 0,099σ )Γ0 (2.22)
Γ 2DL = − (3,2 + 1,468σ )Γ0, (2.23)
con Γ0 = q2ΣΩ2pr
4
ph
−2. σ es el exponente de la ley de densidad (ver ec. 2.5).
Fo´rmulas ma´s precisas fueron dadas con posterioridad. Por ejemplo, Paarde-
kooper et al. (2010) proveen una fo´rmula para el torque en el caso bidimensional
no isotermo, donde la temperatura es ∝ r−β :
ΓL
Γ0
= −(2,5 + 1,7β − 0,1α)
( 0,4
ε/H
)0,71
. (2.24)
En esta ecuacio´n aparece un para´metro que es fundamental en cualquier estudio
de migracio´n en discos bidimensionales. Es sabido que para obtener valores de
torque comparables con el caso tridimensional es necesario suavizar el potencial
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gravitatorio del planeta, de la forma:
φp = −
Gmp√
|r − rp|2 + ε2
. (2.25)
Otros estudios del torque diferencial de Lindblad fueron realizados en otras
situaciones fı´sicas, como por ejemplo Masset (2011), quien calculo´ una fo´rmula
para el torque diferencial de Lindblad cerca de transiciones de opacidad en el
disco (gradientes de temperatura). Otro ejemplo es el trabajo de Terquem (2003),
que incluye los campos magne´ticos. En este caso particular, encuentra que las
resonancias de Lindblad se desplazan por efectos de la presio´n magne´tica, y que
el torque se verı´a disminuido respecto del caso esta´ndar. El mecanismo so´lo serı´a
posible en discos tridimensionales, en donde el momento angular acumulado en
las resonancias magne´ticas puede ser transportado por ondas de Alfve´n. Otro
ejemplo ma´s reciente es el de Tsang (2011), quien estudia los efectos de ondas
reflejadas en la frontera interna del disco.
Ası´, el estudio del torque diferencial de Lindblad, si bien ha alcanzado un
estado de maduracio´n, au´n es necesario poder describirlo en casos fı´sicamente
realistas. Determinar si es tan grande como predicen las teorı´as simplificadas au´n
es un tema importante de investigacio´n. Por este motivo, la exploracio´n nume´rica
en este campo es muy necesaria.
Torque de corrotacio´n
Otro conjunto de resonancias importantes son las resonancias corrotacionales,
es decir, aquellos lugares del disco en los que el gas y el planeta esta´n fijos uno
respecto del otro.
Esta regio´n presenta un especial intere´s, en parte porque los procesos fı´sicos
que aquı´ ocurren son bastante diferentes a los relacionados con las resonancias
de Lindblad. Una caracterı´stica muy importante es que en esta regio´n so´lo pue-
den existir ondas de densidad evanescentes, por lo que no se puede transportar
momento angular a trave´s de ellas (Goldreich y Tremaine, 1979).
Cuando se calcula de forma analı´tica en la aproximacio´n lineal, el torque de
corrotacio´n tambie´n se calcula para cada modo m posible. Tanaka et al. (2002)
derivaron una expresio´n para este torque producido por ondas en el plano en el
caso globalmente isotermo:
ΓC,m =
pi2m
2

∣∣∣ηm +φm∣∣∣2
dΩ/dr
d(Σ/B)
dr

rc
, (2.26)
do´nde ηm es la m-e´sima componente de la perturbacio´n de entalpı´a10 y B es la se-
10Definida como dη = dP /Σ, que en el caso isotermo es c2s logΣ+C.
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gunda constante de Oort (ver ec. 2.8). La expresio´n debe ser evaluada en el radio
de corrotacio´n rc el cual, como ya se dijo con anterioridad, no se corresponde con
la posicio´n nominal del planeta debido al gradiente de presio´n del disco.
El torque de corrotacio´n tiene el mismo factor de dependencia Γ0 que el torque
de Lindblad, aunque esto no sea explı´cito en la forma de (2.26). La constante de
Oort es igual a la mitad de la vorticidad del fluido en la direccio´n vertical11,
por lo que el torque de corrotacio´n es proporcional al gradiente de la vortensidad
(vorticidad dividida por la densidad).
El torque de corrotacio´n total, sumado sobre todos los modos, es una cantidad
positiva y ma´s pequen˜a que el torque de Lindblad. En particular, para un perfil
de densidad Σ ∝ B, el torque de corrotacio´n se anula. En el caso Kepleriano se
tiene que B ∝ r−3/2, por lo que un perfil de densidad con exponente σ = 3/2 anula
esta componente de torque.
Tanaka et al. (2002) da una expresio´n para el torque total en el caso 2D y 3D:
Γ 3DL = 0,64
(3
2
− σ
)
Γ0 (2.27)
Γ 2DL = 1,36
(3
2
− σ
)
Γ0, (2.28)
donde se ve de forma explı´cita la anulacio´n del torque para σ = 3/2.
El resultado del torque de corrotacio´n en re´gimen lineal fue cuestionado re-
cientemente por Paardekooper y Papaloizou (2008), quienes dicen que el torque
de corrotacio´n serı´a un torque no lineal, sin importar el valor de la masa consi-
derada para el perturbador. La razo´n de esto proviene del concepto de horseshoe
drag, el cual es el torque que se calcula al considerar partı´culas en o´rbitas de
herradura en torno a la regio´n coorbital (Ward, 1991), y el problema radica en
que tales o´rbitas no existen en un re´gimen lineal. Ward (1991) demostro´ que el
horseshoe drag es:
ΓHSC =
3
4
(3
2
− σ
)
x4sΣpΩ
2
p, (2.29)
con xs el ancho de la regio´n de herradura.
Utilizando que xs ∝ rp
√
q/h (Masset et al., 2006a), se tiene que x4sΣpΩ
2
p = Γ0,
con lo que el horseshoe drag y el torque de corrotacio´n lineal escalan de la misma
forma. Esto es un hecho notable considerando que ambos provienen de procesos
fı´sicos diferentes. Ambos son positivos y el horseshoe drag es de mayor intensi-
dad.
A diferencia del torque de Lindblad, en el cual el momento angular puede ser
extraı´do de las resonancias por ondas, en la regio´n coorbital este mecanismo no
funciona (Goldreich y Tremaine, 1979). En un sistema cerrado, como lo es el sis-
tema compuesto por las o´rbitas de herradura y el planeta, en ausencia de algu´n
mecanismo de transporte de momento angular de o hacia la regio´n, inevitable-
11(∇× ~v) ·~ez.
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Figura 2.4: Esquema del mecanismo de saturacio´n. Inicialmente a) las partı´culas esta´n distribui-
das con un cierto gradiente de una propiedad, por ejemplo vortensidad. Al cabo de un cierto
tiempo b), por los distintos tiempos de libracio´n, empieza a mezclarse. Luego de varios tiempos
de libracio´n c), el conjunto estara´ completamente mezclado y no habra´ rastro del gradiente inicial
de la propiedad.
mente el torque neto, en promedio sera´ cero. Esto es lo que se llama saturacio´n
del torque.
Una forma de entender esto es con la vortensidad, lo cual es una cantidad que
se conserva a lo largo de las lı´neas del fluido en discos barotro´picos (p.ej. global-
mente isotermos) y no viscosos. Ya dijimos que el torque de corrotacio´n depende
del gradiente de vortensidad radial. Por otro lado, o´rbitas a diferente radio tienen
una frecuencia orbital diferente, la cual varı´a de forma continua. El tiempo de ca-
da una de estas o´rbitas se denomina tiempo de libracio´n. Ası´, al cabo de algunos
tiempos de libracio´n de las o´rbitas que ma´s contribuyen al torque, todas las otras
o´rbitas se habra´n mezclado (conservando su propia vortensidad inicial), produ-
ciendo una vortensidad plana en la regio´n (Balmforth y Korycansky, 2001). Ası´,
el gradiente de vortensidad es nulo, y el torque de corrotacio´n (y el horseshoe
drag) desaparecen (Ward, 1991). En la Fig. 2.4 puede verse un esquema simplifi-
cado del efecto de saturacio´n.
El mecanismo para evitar la saturacio´n es la viscosidad, la cual por medio de
torques sobre la regio´n de herradura inyecta momento angular adicional sobre la
regio´n, a la vez que sostiene el gradiente de vortensidad. La condicio´n necesaria
para evitar la saturacio´n es que el tiempo de difusio´n a trave´s de la regio´n de
herradura sea menor a los tiempos caracterı´sticos de libracio´n de las o´rbitas de la
regio´n.
Este tiempo se puede obtener mediante una estimacio´n expandiendo la rota-
cio´n Kepleriana en torno a la escala tı´pica de esta regio´n xs y considerando que el
perı´odo en este caso equivale a un desplazamiento de 4pi (una ida y una vuelta
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completa). Entonces, el tiempo de libracio´n viene dado por:
τlib ' 4pixs|dΩk/dr |p =
8pirp
3Ωpxs
. (2.30)
Utilizando que xs ' 1,2rp
√
q/h (Masset et al., 2006a), finalmente el tiempo de
libracio´n es:
τlib ∼
(
1,1
√
h/q
)
2piΩ−1p , (2.31)
que para planetas de baja masa es del orden de 100 o´rbitas.
Avances significativos se hicieron en los u´ltimos an˜os respecto de este pro-
blema. Paardekooper y Papaloizou (2009) encontraron que el horseshoe drag en
re´gimen no saturado corresponde ide´nticamente con el torque de corrotacio´n
completo en re´gimen no lineal, por lo que una distincio´n entre ambos no serı´a
adecuada (ver tambie´n Casoli y Masset, 2009). En el caso localmente isotermo,
Masset y Casoli (2010) encontraron que el torque presenta una componente adi-
cional que escala como el gradiente local de temperatura.
Adema´s, Paardekooper y Mellema (2006) encontraron que el torque en dis-
cos radiativos tridimensionales es muy sensible a la eficiencia radiativa del dis-
co, pudiendo en algunos casos, producirse una migracio´n en el sentido opuesto,
mostrando que el torque de la regio´n coorbital es el responsable de tal comporta-
miento.
Baruteau y Masset (2008a) mostraron mediante simulaciones bidimensionales
que el torque de corrotacio´n tambie´n es sensible a los gradientes de entropı´a, y
que en este caso, la difusio´n te´rmica es la responsable de mantener la componente
entro´pica del torque no saturada.
En todos los casos observados, el torque de corrotacio´n proviene de la distri-
bucio´n de vortensidad en la regio´n de herradura. Las contribuciones adicionales
al torque provienen de la creacio´n de vortensidad por los gradientes de tempera-
tura y entropı´a en la regio´n (Baruteau y Masset, 2013).
Forma de la estela
Rafikov (2002) y Ogilvie y Lubow (2002), linealizando las ecuaciones hidro-
dina´micas (ver cap. 3), mostraron que la estela espiral es el resultado de la in-
terferencia constructiva de todos los modos excitados por el planeta, y que su
localizacio´n en el disco puede ser escrita como:
ϕ = 
2
3
( rrp
)3/2
− 3
2
ln
(
r
rp
)
− 1
h−1, (2.32)
donde rp corresponde con la posicio´n del perturbador.  toma el valor 1 para r < rp
y -1 para r > rp. En la Fig. 2.5 puede verse una comparacio´n de esta expresio´n con
una simulacio´n realizada con el co´digo que desarrollamos en este trabajo (ver
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Figura 2.5: Forma de estela espiral generada por un planeta en una simulacio´n hidrodina´mica
contrastada con la prediccio´n de la teorı´a de Ogilvie y Lubow (2002). En el panel superior iz-
quierdo se presenta el campo de densidad perturbado de una simulacio´n. En el panel inferior
izquierdo se muestra la prediccio´n analı´tica. En el panel derecho se muestra una comparacio´n
directa entre la simulacio´n y la teorı´a. La curva negra continua se construyo´ con los puntos que
resultan de calcular el ma´ximo de densidad en la simulacio´n. La curva a trazos es el modelo
analı´tico. Observamos la misma desviacio´n de la estela que en el trabajo de Duffell y MacFadyen
(2012).
capı´tulo 3). El acuerdo entre la teorı´a y la simulacio´n es notable, aunque existe
un pequen˜o apartamiento sistema´tico, que a grandes radios es corregido (ver p.ej.
Dong et al., 2011; Duffell y MacFadyen, 2012).
2.5.2. Migracio´n de tipo II
Los resultados descriptos en la seccio´n anterior se aplican a casos en los que
la perturbacio´n del cuerpo planetario es suficientemente pequen˜a como para no
alterar de forma significativa el perfil radial de densidad.
Cuando la masa del perturbador crece lo suficiente, las perturbaciones gene-
radas sobre el gas circundante causa la formacio´n de un surco alrededor de su
o´rbita. En la Fig. 2.6 puede verse el mecanismo en proceso.
En el re´gimen lineal, todo el momento angular quitado (o entregado) al pla-
neta por el disco es transportado por diversos mecanismos, por ejemplo ondas,
como se describio´ en la seccio´n anterior. Estas ondas terminan cediendo su mo-
mento angular al medio a trave´s de procesos disipativos, los cuales pueden ser
disipacio´n viscosa, o por ejemplo, la evolucio´n lineal de estas ondas hacia su es-
tado no lineal (choque) lejos del planeta (Goodman y Rafikov, 2001).
Sin embargo, cuando el ritmo de transferencia de momento angular sobre las
diferentes resonancias es superior al ritmo con el cual e´ste puede ser evacuado,
inevitablemente la materia comenzara´ a desplazarse en su o´rbita, no permitiendo
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Figura 2.6: Apertura de un gap en un disco localmente isotermo. La relacio´n de masa entre el
planeta y la estrella central es q = 10−3. Los tiempos son: 1) 10, 2) 30, 3) 80, 4) 100 o´rbitas.
un estado estacionario inicialmente. El torque ejercido por el planeta sobre la
regio´n externa es positivo, por lo que empuja al gas hacia afuera. Por el contrario,
en la regio´n interna es negativo, por lo que empuja al gas hacia adentro. Ası´, el
resultado de este proceso sera´ la expulsio´n de la materia de las resonancias que
son capaces de ejercer un torque neto sobre e´ste.
Esto implica que el gas circundante al planeta terminara´ o bien en una o´rbita
exterior o bien en una interior. Esto conducira´ a una situacio´n estacionaria en la
que, en ausencia del algu´n mecanismo que reocupe la regio´n vaciada, la regio´n
coorbital del planeta quedara´ completamente limpia de materia.
En general, el estado estacionario que se pueda alcanzar al cabo del centenar
de o´rbitas dependera´ de la viscosidad del disco, la cual tiende a llenar el surco
nuevamente, y la masa del planeta, la cual transfiere el momento angular al gas.
Por lo tanto, la formacio´n del gap es una competencia entre el torque que puede
ejercer el planeta sobre el gas y el torque viscoso del disco. Sin embargo, tambie´n
debe ser considerado el efecto de la presio´n. Para que la perturbacio´n del planeta
sea en efecto no lineal, se debe satisfacer la condicio´n te´rmica rH & H , con rH el
radio de Hill y H la escala de altura del disco (Ward, 1997).
Crida et al. (2006) dan un criterio que combina ambos efectos. Segu´n estos
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Figura 2.7: Relacio´n de masa mı´nima q necesaria para la apertura del surco en funcio´n de la
relacio´n de aspecto h y de la viscosidad, en sus dos variantes: cinema´tica ν y viscosidad α. La
masa se calculo´ utilizando la ecuacio´n (2.33). Las curvas negras a trazos se corresponden con
isocontornos de q.
autores, la condicio´n para la apertura del gap es:
3
4
H
rH
+
50ν
qa2pΩp
≤ 1, (2.33)
do´nde q = mp/M∗. En la Fig. 2.7 puede verse una representacio´n gra´fica de este
criterio.
La expresio´n para el criterio de apertura del surco ha sido contrastada con
simulaciones, estando en muy buen acuerdo con ellas (Kley y Nelson, 2012). Un
aspecto importante a tener en cuenta es que el criterio asume que el disco es
viscoso, y que en ausencia de viscosidad incluso un planeta de baja masa sera´
capaz de cavar un surco en la regio´n coorbital.
En el caso de migracio´n de tipo II, donde existe un vaciamiento de masa sig-
nificativo en la regio´n coorbital, el torque en la regio´n de corrotacio´n disminuye
considerablemente, volvie´ndose irrelevante en esta clase de estudios. Por otro la-
do, a medida que el surco va creciendo en profundidad y en radio, las diferentes
resonancias de Lindblad van quedando en su interior, provocando una disminu-
cio´n de su efecto sobre la dina´mica del planeta y anulando el torque diferencial
de Lindblad, en los te´rminos escritos anteriormente.
Ası´, en un esquema ideal, el planeta deja de experimentar un torque neto y su
migracio´n se detiene. Si el disco es un disco de acrecio´n, a medida que la frontera
externa del disco migre, le ejercera´ un torque negativo al planeta, empuja´ndolo
hacia adentro. Por este motivo el planeta migrara´ al tiempo que lo haga el disco
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de gas, siempre dentro del surco. En este caso, el tiempo de migracio´n del pla-
neta sera´ el tiempo viscoso τν ∝ r2p /ν. Por lo tanto, estudiar esta migracio´n de
forma precisa requiere de modelos de discos de acrecio´n, los cuales no pueden
ser locales.
Trabajos recientes (Duffell et al., 2014; Du¨rmann y Kley, 2015) cuestionan la
idea de que el planeta permanezca atado a la cavidad, y que sea la evolucio´n
viscosa del disco la que gobierne su dina´mica. En particular, encuentran que el
planeta puede migrar a tasas superiores o inferiores al ritmo cla´sico de la migra-
cio´n de tipo II, y que el torque no depende de la velocidad de caı´da del gas hacia
la estrella. Adema´s, muestran que la idea de un disco interior y uno exterior, des-
conectados a trave´s del surco, no es adecuada y que el gas puede cruzar de un
lugar a otro.
2.5.3. Migracio´n de tipo III
Los resultados anteriores sobre migracio´n de tipo I y tipo II valen incluso
cuando un planeta permanece en una o´rbita fija, y el valor del torque neto no
depende de que se este´ moviendo en el disco o no. La migracio´n de tipo III, por
el contrario, es una migracio´n debida a un torque cuyo valor es funcio´n de la tasa
de migracio´n misma, y en algunas circunstancias particulares puede conducir a
migraciones extremadamente ra´pidas (Masset y Papaloizou, 2003).
La idea general de este mecanismo es la siguiente. Consideremos un elemento
localizado a una distancia xs (la extensio´n de la o´rbita de herradura), el cual le
entrega momento angular al planeta. Cada vez que un elemento de fluido de la
regio´n de herradura le entrega momento angular al planeta, la cantidad entrega-
da es δj =Ωr2pxs, es decir, el momento angular especı´fico de la partı´cula relativo
a la o´rbita del planeta. Por otro lado, cuando el planeta se encuentra migrando,
la masa que atraviesa a lo largo de su o´rbita es M˙ = 2pirpΣr˙p. Ası´, el torque neto
que puede sufrir el planeta por toda la masa que atraviesa cerca de su o´rbita es:
Γ = 2piΣΩr3pxs r˙p. (2.34)
Mientras el planeta migra en el disco arrastra material atrapado en las regiones
de libracio´n y en su esfera de Hill. Por lo tanto, el planeta debe ejercer un torque
negativo sobre este material para continuar su migracio´n. Ası´, la tasa de migra-
cio´n del planeta se relaciona con el torque de Lindblad que actu´a sobre el planeta
y el torque por el flujo de masa (ver ecuacio´n 2.8):
MΩp r˙prp = (4pir
2
pxsΣ)r˙pΩprp + 2ΓL, (2.35)
con M la suma de la masa del planeta, la masa de la regio´n de herradura (mHS)
y la masa contenida en la esfera de Hill del planeta. Considerando al planeta y a
su esfera de Hill como un u´nico sistema fı´sico de masa mph, y calculando la masa
efectiva δm que ejerce torque sobre el planeta (δm = 4pir2pxsΣs −mHS), la tasa de
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migracio´n viene dada por:
r˙p =
2ΓL
Ωprp(mph − δm) . (2.36)
Ası´, si δm ∼ mp, la migracio´n puede ser extremadamente ra´pida. Cuando δm >
mp, se tiene que considerar el retraso con el cual el material que atraviesa la re-
gio´n de herradura actu´a sobre el planeta, y se encuentra que la tasa de migracio´n
aumenta exponencialmente con el tiempo (hacia adentro o hacia afuera) y que
posteriormente satura a un valor elevado.
2.6. Tiempos de migracio´n
Lo ma´s importante a partir de los torques calculados en las secciones anterio-
res es determinar las escalas de tiempo tı´picas sobre las cuales actu´an. El tiempo
de migracio´n, como se vio al comienzo de este capı´tulo, esta´ definido como:
τI =
mpr
2
pΩ
2|Γ | , (2.37)
con Γ el torque actuante. Aplicando esta definicio´n al torque total (Lindblad +
corrotacional), el tiempo caracterı´stico encontrado por Tanaka et al. (2002), en el
caso 3D, es:
τI = (2,7 + 1,1σ )
M∗
mp
M∗
Σpr
2
p
(
cs
rΩp
)
Ω−1p , (2.38)
mientras que en el caso 2D, es:
τI = (2,32 + 5,7σ )
M∗
mp
M∗
Σpr
2
p
h2Ω−1p . (2.39)
Estos tiempos son ∼ 105 an˜os para planetas de baja masa, pero por la dependencia
con la masa del planeta, decrece cuandomp crece. Ası´, estos tiempos son bastante
ma´s cortos que el tiempo de vida media de los discos de gas.
En el caso de la migracio´n de tipo II, asumiendo que la tasa de migracio´n es
el tiempo viscoso del disco:
τII ' τν = r |vr |−1, (2.40)
con vr la velocidad radial de deriva del disco, que en el caso estacionario y acre-
tante (νΣ = c, ver seccio´n 7.3.3), se reduce a vr = −3/2ν/r.
Por lo tanto,
τII ' 2r
2
3ν
=
2
3
α−1ν h−2Ω−1p , (2.41)
donde se utilizo´ la viscosidad αν = ν/(H2Ω). Para un disco esta´ndar αν ∼ 10−3
y h ∼ 5 × 10−2, por lo que el tiempo de migracio´n es del orden de 3 × 105 an˜os.
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A diferencia del caso de la migracio´n de tipo I, este tiempo no depende ni de
la masa del planeta ni de la densidad, lo cual obviamente es un resultado de la
hipo´tesis de no interactuar con el disco.
En el caso de la migracio´n de tipo III es ma´s difı´cil determinar un tiempo
caracterı´stico de migracio´n, debido a que necesitamos una estimacio´n de la can-
tidad δm. Simulaciones nume´ricas muestran que en casos con δm >> mp, el semi-
eje mayor puede decrecer a la mitad en tan so´lo 50 o´rbitas Masset y Papaloizou
(2003).
2.7. Posibles mecanismos para detener la migracio´n
planetaria
Luego de estudiar los tiempos caracterı´sticos de migracio´n, parece difı´cil re-
conciliar, de forma adecuada, los resultados de las interacciones planeta-disco
con las observaciones de los exoplanetas. En particular, hay una gran cantidad de
exoplanetas gigantes y distantes de la estrella que durante su etapa de formacio´n
que, de acuerdo a la teorı´a presentada, deberı´an haber migrado hacia la estrella
cuando sus nu´cleos se estaban formando.
Por otro lado, trabajos de sı´ntesis de poblaciones planetarias que incluyen
los efectos de las interacciones planeta-disco, como migraciones ad hoc, no son
capaces de obtener la frecuencia de sistemas planetarios observados (Cossou et
al., 2014).
El problema radica en que en la mayorı´a de los estudios realizados hasta aho-
ra, el torque de corrotacio´n escala igual que el torque diferencial de Lindblad,
siendo en la mayorı´a de los casos pra´cticos, positivo el primero y negativo el se-
gundo. Por otro lado, el torque de corrotacio´n suele ser sistema´ticamente menor
que el de Lindblad, por lo que la migracio´n no puede ser detenida.
Uno de los mayores retos de los estudios de migracio´n planetaria consiste en
hallar mecanismos que sean capaces de retardar de forma significativa la tasa de
migracio´n, o si es posible, de revertirla. En los u´ltimos 15 an˜os ha habido una
serie de trabajos que atacaron este problema de diversas formas.
Por ejemplo, Nelson y Papaloizou (2004) mostraron que, cuando se realizan
simulaciones turbulentas, la cual es generada por la inestabilidad magnetorota-
cional en un disco magnetizado tridimensional (ver seccio´n 6.2), el torque sobre
el planeta puede ser de gran magnitud y estoca´stico, quiza´s posibilitando migra-
cio´n hacia afuera en forma de un random walk. En el capı´tulo 6 atacamos este
problema y mostramos que puede existir una componente adicional para el tor-
que en el caso turbulento.
Posteriormente, Masset et al. (2006b) mostraron que el torque de corrotacio´n
puede incrementarse significativamente al considerar perfiles de densidad con
gradientes importantes, como por ejemplo un disco con una cavidad interna.
Mostraron que el salto en densidad tiene dos consecuencias principales: si el disco
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esta vacı´o por la regio´n interna, el torque diferencial de Lindblad se transforma
enteramente en el torque negativo externo, sin embargo, el torque de corrota-
cio´n, que depende fuertemente del gradiente de densidad, puede tornarse posi-
tivo y muy intenso si el salto en densidad ocurre en algunas escalas de altura del
disco. Este mecanismo ha sido descripto como trampa planetaria, y ha sido am-
pliamente utilizado como receta para detener la migracio´n en simulaciones que
consideran la migracio´n de tipo I.
Paardekooper y Mellema (2006) encontraron que el signo del torque es muy
sensible a la habilidad que tiene el disco de radiar la energı´a generada en las
inmediaciones del planeta. En el caso de discos de alta opacidad, correspondiente
a regiones densas en el interior de los discos protoplanetarios, la migracio´n es
divergente, y es un efecto proveniente de la regio´n coorbital.
Trabajos de Baruteau y Masset (2008a) y Paardekooper y Papaloizou (2008)
mostraron que el torque presenta una componente que depende sensiblemente
del gradiente radial de entropı´a. Un gradiente de entropı´a negativo genera un
torque de corrotacio´n positivo y no lineal producido por material en o´rbitas de
herradura con entropı´a constante. Este torque puede ser suficientemente fuerte
como para generar una migracio´n divergente bajo ciertas condiciones, como lo
son altas difusividades te´rmicas en el medio y una baja viscosidad cinema´tica.
Ma´s recientemente Benı´tez-Llambay et al. (2015) mostraron que la conside-
racio´n del calor liberado por un planeta bombardeado por planetesimales puede
tener un impacto importante en la estructura del gas circundante al planeta, po-
sibilitando la aparicio´n de una nueva componente del torque. Este mecanismo se
explica en detalle en el capı´tulo 5.
Por u´ltimo, Ogihara et al. (2015) mostraron que cambios producidos por vien-
tos en el perfil de densidad del disco pueden resultar en una alteracio´n significa-
tiva de las tasas de migracio´n en el disco, posibilitando una migracio´n lenta en
regiones interiores a 1 UA (si el viento es suficientemente fuerte).
2.8. Discusiones finales
A lo largo de este capı´tulo describimos el proceso de formacio´n planetaria y
vimos que obtener mediciones del torque de corrotacio´n en casos que incluyan
fı´sica ma´s realista puede alterar de forma significativa la magnitud y el signo del
torque de corrotacio´n. E´ste, al presentar una componente no lineal importante
en casos fı´sicamente ma´s realistas, difı´cilmente pueda ser estudiado con el me´to-
do lineal, al estilo de los trabajos de Goldreich y Tremaine (1979) o Tanaka et
al. (2002). Por lo tanto, las posibilidades de estudio puramente analı´tico de este
efecto pueden ser bastante limitadas o, al menos, muy desafiantes.
Como se vio en la seccio´n 2.7, todos los trabajos que encontraron componen-
tes adicionales para contrarrestar el conocido torque diferencial de Lindblad se
basaron en exploraciones nume´ricas considerando diferentes efectos fı´sicos, y en
base a estas exploraciones, buscaron explicaciones a partir del modelado de los
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efectos encontrados.
Por toda la evidencia recolectada a lo largo de los u´ltimos 15 an˜os, y los mo-
tivos expuestos hasta aquı´, creemos que para avanzar en el entendimiento de los
procesos de migracio´n planetaria, una gran inversio´n de esfuerzo debe ser pues-
ta en la experimentacio´n nume´rica y, en particular, en el desarrollo de te´cnicas
nume´ricas que permitan avanzar en la sofisticacio´n y calidad de las simulaciones.
Este tipo de estudios requiere de co´digos hidrodina´micos o magnetohidrodina´mi-
cos que en general utilizan grandes recursos computacionales, como ser grandes
centros de co´mputo con nodos interconectados entre sı´.
Sin embargo, los co´digos desarrollados hasta el momento no son capaces de
utilizar los u´ltimos recursos computacionales disponibles, como ser la compu-
tacio´n sobre placas de video o GPU’s, las cuales han demostrado ser una herra-
mienta muy potente para estudios de hidrodina´mica en general.
Con esto en mente, un primer objetivo fue el desarrollo de un co´digo mag-
netohidrodina´mico, al que llamamos FARGO3D, para explotar las u´ltimas tec-
nologı´as de superco´mputo, en particular, las de co´mputo sobre clusters de GPU’s.
Este co´digo luego sera´ utilizado en las secciones finales de este trabajo para la
investigacio´n de diferentes regı´menes de migracio´n planetaria, los cuales pueden
conducir a una mejor descripcio´n de las observaciones dentro del esquema de las
interacciones planeta-disco.
En la siguiente seccio´n detallamos la implementacio´n ba´sica de este nuevo
co´digo nume´rico.
3Solución numérica:FARGO3D
3.1. Introduccio´n y motivacio´n
Como vimos en la seccio´n anterior, si bien hay una gran variedad de resul-
tados teo´ricos interesantes que arrojan gran cantidad de informacio´n relevante
al problema de las interacciones entre un planeta y un disco de gas, e´stos gene-
ralmente esta´n limitados debido a la complejidad que presentan las ecuaciones
involucradas. Ma´s alla´ del re´gimen lineal, es muy difı´cil obtener algu´n avance
teo´rico u´til.
En la u´ltima de´cada, gran cantidad de resultados han sido obtenidos median-
te la exploracio´n nume´rica del espacio de para´metros del problema. En particu-
lar, una gran cantidad de estudios fueron realizados mediante la utilizacio´n de
co´digos hidrodina´micos especialmente adaptados al problema de discos Keple-
rianos con rotacio´n diferencial. Algunos co´digos que han sido utilizados por la
comunidad son: GENESIS (de Val-Borro et al., 2006), RAMSES (Teyssier, 2002),
NIRVANA (Ziegler, 2008), FARGO Masset (2000), ATHENA (Stone et al., 2008),
ZEUS (Stone y Norman, 1992a), entre otros.
Los co´digos mencionados anteriormente datan, en promedio, de hace 10 an˜os,
y no son capaces de explotar las u´ltimas tecnologı´as disponibles en materia de su-
perco´mputo, como son los nuevos procesadores Xeon Phi de Intel, o los procesa-
dores gra´ficos, entre los cuales destacan los desarrollados por la empresa Nvidia
por su facilidad de uso.
En particular, los procesadores gra´ficos presentan caracterı´sticas que son muy
interesantes, en especial al tratar con problemas computacionalmente intensivos
y altamente paralelizables, como lo son los problemas hidrodina´micos.
Aunque las simulaciones bidimensionales son un recurso muy valioso en el
estudio de los problemas de interacciones entre un planeta y un disco de gas,
no deja de ser una sobre simplificacio´n del problema, y muchos de los resulta-
dos actuales son tridimensionales. Por otro lado, el rol del campo magne´tico, y
en particular de la magnetohidrodina´mica (MHD), puede ser crucial en la eta-
pa de formacio´n planetaria, y su inclusio´n puede cambiar de forma dra´stica los
mecanismos que hoy creemos dominantes. Por su naturaleza, en la mayorı´a de
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los casos, la MHD no puede reducirse a un simple tratamiento bidimensional,
por lo que simulaciones tridimensionales son requeridas. En estos casos el costo
computacional crece de forma considerable.
El desarrollo del lenguaje de programacio´n CUDA ha permitido el floreci-
miento de una nueva rama de superco´mputo, llamada computacio´n de propo´sito
general sobre GPU’s, que en ingle´s suele denominarse GPGPU computing. Esta
nueva herramienta permite desarrollar co´digos con un rendimiento notable res-
pecto del mismo co´digo ejecutado en una CPU normal. Se estima que la mejora
en rendimiento de una GPU de alta gama ronda un factor ∼ 40 respecto de una
CPU de la misma generacio´n. De hecho es el valor que nosotros observamos en
las simulaciones realizadas a lo largo de este trabajo.
En muchos problemas de discos astrofı´sicos, la resolucio´n necesaria en la di-
reccio´n vertical es ∼ 40, por lo que disponer de un co´digo con el rendimiento
propuesto permite realizar simulaciones tridimensionales al mismo costo que
tendrı´a una simulacio´n bidimensional sobre una CPU. Ası´, la utilizacio´n de esta
tecnologı´a nos permite atacar problemas de gran costo computacional en tiempos
razonablemente cortos.
Con estas ideas y comparaciones en mente es que decidimos comenzar el pro-
yecto del desarrollo de un co´digo magnetohidrodina´mico especializado al caso
planetario y que sea capaz de explotar esta nueva tecnologı´a. Sin embargo, co-
mo veremos a lo largo de este capı´tulo, el resultado fue un co´digo de propo´sito
general, el cual puede ser aplicado a diversos tipos de problemas astrofı´sicos.
3.2. Por que´ desarrollar un nuevo co´digo?
Vimos, en la introduccio´n, que existe una gran variedad de co´digos nume´ri-
cos para tratar problemas astrofı´sicos. Muchos de estos co´digos son descendientes
ma´s o menos directos de otros co´digos escritos con anterioridad, y so´lo una frac-
cio´n muy pequen˜a de ellos hacen uso de las GPU’s, lo cual es sorprendente siendo
que ya ha habido tiempo suficiente para su desarrollo.
Entre los co´digos que pudimos encontrar en la literatura se destacan dos: EN-
ZO Y GAMER. El co´digo de malla adaptativa ENZO (Bryan et al., 2014) contiene
ciertas partes escritas en CUDA. Estos autores utilizan a las GPU’s como un ace-
lerador para ciertas partes crı´ticas, como ser el algoritmo para la resolucio´n de la
MHD o el me´todo utilizado para calcular los flujos de ciertas cantidades a trave´s
de las celdas. El co´digo GAMER (Schive et al., 2010) tambie´n es de malla adap-
tativa, con partes implementadas en GPU. Ambos co´digos esta´n principalmen-
te orientados a cosmologı´a, aunque tambie´n pueden ser utilizados fuera de esta
a´rea. Ya que estos co´digos no utilizan las GPU’s para la resolucio´n completa del
problema, en general estara´n lejos de alcanzar la aceleracio´n que mencionamos
en la introduccio´n de esta seccio´n.
Recientemente se desarrollo´ el co´digo CHOLLA (Schneider y Robertson, 2015),
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el cual es un co´digo tipo Godunov1 de alto orden y escrito en CUDA, el cual no es
pu´blico. Otro co´digo no pu´blico desarrollado recientemente es PEnGUIn (Fung
et al., 2014), un co´digo desarrollado para funcionar en GPU’s, el cual esta´ escrito
en C y CUDA.
Ası´, vemos que de los co´digos existentes y que sean pu´blicos, ninguno reu´ne
las caracterı´sticas deseadas, y los que se aproximan a nuestro objetivo fueron
desarrollados muy recientemente y no se encuentran disponibles para su utili-
zacio´n de forma libre. Estas razones por si solas ya justifican invertir un tiempo
considerable en desarrollar una herramienta de trabajo nueva. Otra justificacio´n,
la cual suele ser implı´cita la mayorı´a de las veces, es que desarrollar un co´digo
nume´rico para resolver un problema en particular brinda todo el conocimiento
necesario para poder adaptarlo a diversos problemas fı´sicos que se presenten, no
estando limitados al trabajo de otras personas. En particular, nos permite conocer
a fondo como se hacen las cosas y en base a esto podemos disen˜ar nuevos me´todos
para resolver problemas ma´s complicados.
Ahora bien, ya que la memoria de las GPU’s y de las CPU’s esta´n en espa-
cios fı´sicos diferentes, y los nodos de co´mputo por lo general disponen de una
cantidad de RAM en CPU muy superior a la disponible sobres las GPU’s, los
co´digos por lo general deben estar transfiriendo constantemente memoria entre
la GPU y la CPU. Este proceso es muy costoso en general (y es uno de los grandes
problemas cuando se programa en GPU), por lo que en la pra´ctica, comunica-
ciones ası´ncronas deben realizarse a fin de ocultar los tiempos de transferencia,
comu´nmente llamado latencia en la jerga computacional.
Ya que los problemas en los que estamos interesados no son demasiado gran-
des en memoria, sino ma´s bien esta´n limitados por la velocidad de procesamiento,
nuestro objetivo es desarrollar un co´digo que evite al ma´ximo las transferencias
entre la GPU y la CPU. Esto implica que nuestros problemas deben adaptarse pa-
ra llenar completamente la memoria RAM de la GPU para ası´, alcanzar la ma´xima
eficiencia posible.
Por otro lado, la programacio´n sobre GPU’s involucra ciertas destrezas con
las que uno no quiere lidiar generalmente. Las rutinas programadas en CUDA
requieren que quien las modifique sepa programar en este lenguaje. La pra´ctica
nos ensen˜a que la comunidad de usuarios de este tipo de co´digos no esta´ acos-
tumbrada al uso de este lenguaje, por lo que un co´digo de estas caracterı´sticas es
muy difı´cil de modificar o mejorar. Por este motivo, y con vistas hacia un uso por
parte de una amplia comunidad de usuarios, hemos desarrollado una nueva y
novedosa forma de trabajo, que involucra programacio´n esta´ndar, en un lenguaje
de programacio´n bien conocido como es C.
Desarrollamos algunas reglas sinta´cticas estrictas para las rutinas ma´s costo-
sas, que exponen el paralelismo de forma explı´cita, y cierta informacio´n relevan-
1Me´todo hidrodina´mico que resuelve las ecuaciones en forma conservativa por medio de la
solucio´n exacta o aproximada de problemas de Riemann para cada interface de celda.
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te en forma de comentarios, que luego puede utilizarse para traducir el co´digo a
CUDA de forma automa´tica, por medio de un programa externo. En este trabajo
no detallaremos mucho ma´s al respecto de este tema, ya que es ma´s bien te´cnico
y no relacionado con los problemas aquı´ tratados, pero hay una breve exposicio´n
en el ape´ndice A y mayor informacio´n puede encontrarse en la documentacio´n
oficial del co´digo: http://fargo.in2p3.fr/Documentation.
3.3. FARGO3D
El co´digo que desarrollamos se llama FARGO3D, y es el sucesor del co´digo
FARGO (Masset, 2000), un co´digo bien conocido en la comunidad, dedicado al
estudio de las interacciones planeta-disco.
FARGO3D, al igual que FARGO, esta´ basado en el co´digo ZEUS (Stone y Nor-
man, 1992a). Esta clase de co´digo es comu´nmente llamado co´digo de diferencias
finitas, para diferenciarlos de los co´digos de volu´menes finitos y los co´digos tipo
Godunov o los llamados Riemann Solvers, los cuales aparecieron en la comunidad
astrofı´sica en los u´ltimos 20 an˜os.
En principio, los co´digos de diferencias finitas, tienen propiedades de con-
servacio´n ma´s deficientes respecto de los de tipo Godunov, por lo que ciertas
comunidades en astrofı´sica suelen desestimarlos. Sin embargo, como veremos en
las siguientes secciones, muchas operaciones dentro de nuestro co´digo se hacen
directamente sobre los elementos de volumen. Esto tiene ciertas implicancias, co-
mo ser la conservacio´n de la masa y el momento (lineal y angular) a precisio´n de
ma´quina.
Nuestro desarrollo esta´ basado en el co´digo pu´blico FARGO, el cual fue am-
pliamente utilizado en problemas de interacciones entre planetas sumergidos en
discos de acrecio´n, en un extenso rango de masas para los perturbadores, desde
cuerpos de muy baja masa, en los cuales son necesarias condiciones de equilibrio
rotacional y adveccio´n de entropı´a muy precisas, hasta problemas que involucran
planetas gigantes, de masa considerable. Estos u´ltimos inducen la propagacio´n de
ondas de choque en la vecindad del planeta, y se ha visto mediante comparacio-
nes que los co´digos Godunov, los cuales resuelven de forma precisa estos choques,
obtienen resultados comparables a los que se pueden obtener con co´digos de di-
ferencias finitas como FARGO3D.
En la siguiente seccio´n presentamos el sistema de ecuaciones que se desea
resolver.
3.4. Ecuaciones de la magnetohidrodina´mica
El co´digo que disen˜amos resuelve un conjunto muy particular de ecuaciones.
Estas son las ecuaciones de la MHD ideal2, que en un sistema de coordenadas
2Aunque te´rminos no ideales han sido implementados como te´rminos fuente, ver Krapp y
Benı´tez Llambay (2015).
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arbitrario se escriben como:
• La ecuacio´n de continuidad:
∂ρ
∂t
+∇. (ρ~v) = 0, (3.1)
donde ρ es la densidad de masa y ~v es la velocidad del fluido.
• La ecuacio´n de momento o de Navier-Stokes:
ρ
(
∂~v
∂t
+ ~v.∇~v
)
= −∇P + 1
µ0
(
∇× ~B
)
× ~B+∇.~T + ~Fext (3.2)
−[2~Ω× ~v + ~Ω×
(
~Ω×~r
)
+ ~˙Ω×~r]ρ,
donde P es la presio´n te´rmica del gas, µ0 es la permeabilidad magne´tica del vacı´o,
~B es el campo magne´tico, ~Fext es cualquier fuerza (por unidad de volumen) exter-
na al sistema (p.ej. gravedad). El te´rmino que involucra al campo magne´tico es
conocido como fuerza de Lorentz, y solo se encuentra presente en el caso MHD.
En la ecuacio´n (3.2) se incluyen explı´citamente te´rminos no inerciales (acele-
racio´n de Coriolis, centrı´fuga y tangencial) que permiten la descripcio´n del pro-
blema desde un marco de referencia que rota aceleradamente, con velocidad an-
gular ~Ω. Esta propiedad sera´ de importancia para el problema planetario. ~T es el
tensor viscoso, y viene dado por:
~T = ρν
[
∇~v + (∇~v)T − 2
3
(∇.~v)~I
]
, (3.3)
do´nde ν es la viscosidad cinema´tica del gas. ~I es el tensor identidad de rango
igual a ∇~v. En vez de la ecuacio´n de energı´a total, utilizamos (ver seccio´n 3.3) la
ecuacio´n para la energı´a interna (por unidad de volumen):
∂te+∇ · (e~v) = −P∇.~v. (3.4)
Cuando se incluye la MHD, adema´s debe resolverse la ecuacio´n de evolucio´n
para el campo magne´tico ~B, conocida como ecuacio´n de induccio´n magne´tica:
∂~B
∂t
= ∇×
(
~v × ~B− η∇× ~B
)
, (3.5)
donde η es conocida como resistividad o´hmica. Si bien este te´rmino difusivo no
forma parte de la MHD ideal, por ahora lo incluimos porque nos ayudara´ a ex-
plicar los algoritmos que utilizaremos para su posterior inclusio´n, de forma ma´s
general (ver seccio´n 3.17.4).
El sistema de ecuaciones hasta aquı´ presentado contiene ma´s inco´gnitas que
ecuaciones. Para cerrar el sistema es necesario incluir lo que se conoce como ecua-
cio´n de estado, la cual establece una relacio´n entre la energı´a interna (o tem-
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peratura), la densidad y la presio´n. Las ecuaciones de estado ma´s comu´nmente
utilizadas en el a´rea de interacciones planeta-disco son:
P = c2s ρ, (3.6)
y
P = (γ − 1)e, (3.7)
donde cs es la velocidad del sonido en el medio (tambie´n llamada velocidad del
sonido isoterma), y γ es el cociente entre el calor especı´fico del gas a presio´n y
volumen constante.
La ecuacio´n (3.6) es comu´nmente llamada ecuacio´n de estado isoterma ya que
es utilizada cuando se fija el campo cs (~r) a una constante en el tiempo. En efec-
to, por la ecuacio´n de estado de los gases ideales, la temperatura T ∝ c2s , por lo
que fijar, o bien la velocidad del sonido, o bien la temperatura, es equivalente.
En este caso, una consecuencia importante es que la ecuacio´n de evolucio´n pa-
ra la energı´a interna queda desacoplada del sistema, por lo que no es necesario
resolverla.
La ecuacio´n (3.7), es conocida como ecuacio´n de estado adiaba´tica, y es re-
suelta en la mayorı´a de los casos en los que la ecuacio´n de la energı´a debe ser
incluida.
A lo largo de este trabajo asumiremos un gas ideal, por lo que la relacio´n entre
la presio´n y la temperatura vendra´n dadas por:
c2s =
kBT
µmH
, (3.8)
con kB la constante de Boltzmann,mH la masa del a´tomo de hidro´geno y µ el peso
molecular medio.
Otras ecuaciones de estado son fa´cilmente aplicables, como por ejemplo la
ecuacio´n de estado politro´pica, la cual establece que P ∝ ργ , do´nde γ en este
caso es conocido como ı´ndice politro´pico. Si bien no detallaremos sobre la im-
plementacio´n de esta ecuacio´n particular, es trivial luego de los desarrollos que
mostraremos.
Por u´ltimo, es necesario que para todo tiempo se satisfaga la propiedad de
divergencia nula para el campo magne´tico:
∇ · ~B = 0. (3.9)
Adema´s del sistema de ecuaciones presentado hasta aquı´, se ha implemen-
tado un mo´dulo para resolver la transferencia radiativa, el cual es brevemente
descripto en la seccio´n 5.2.
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3.5. Discretizacio´n del dominio
Para resolver las ecuaciones de la MHD, es necesario discretizar el dominio
de alguna forma. En la aproximacio´n que nosotros utilizamos, la discretizacio´n
se hace sobre una malla euleriana, en la que las cantidades se definen en ciertas
regiones particulares de los cubos elementales que la componen.
Algunas ecuaciones se discretizan en su forma diferencial, mientras que otras
se discretizan en su forma volume´trica o integrada. En general, una discretizacio´n
arbitraria tendra´ la forma:
∂a
∂t
=
∂f (a, t)
dx
−→
an+1i+1/2,j,k − ani+1/2,j,k
tn+1 − tn =
f n+1/2i+1,j,k − f n+1/2i,j,k
xi+1 − xi , (3.10)
donde se asume que el ı´ndice i se corresponde con la direccio´n x, y que el resulta-
do de una diferencia centrada pertenece a la mitad del intervalo (tanto en tiempo
como en espacio).
Una vez discretizado el dominio en esta forma, hallar el valor de la cantidad
a en el tiempo avanzado se hace mediante una operacio´n algebraica sencilla.
3.5.1. Localizacio´n de las cantidades fı´sicas
Para completar la discretizacio´n, es necesario adoptar alguna convencio´n so-
bre do´nde se localizan las cantidades dentro de la malla, lo cual es mostrado en
la Fig. 3.1. Las cantidades vectoriales se centran en las caras del cubo. Siempre
la componente j-e´sima del vector estara´ ubicada en las caras de la direccio´n j
correspondiente. Por otro lado, las cantidades escalares se definen en los centros
de la celda. Excepciones a esta regla son las fuerzas electromotrices (ver seccio´n
3.17.1) y las componentes del tensor viscoso.
A lo largo de este trabajo, adoptaremos la notacio´n de ı´ndice mitad para las
cantidades localizadas en las caras correspondientes, mientras que ı´ndices ente-
ros representan los centros.
Cuando una cantidad Q se encuentra en el centro de la celda i, j,k, represen-
taremos el valor de esa cantidad con la notacio´n Qijk. Por el contrario, cuando la
cantidad Q se encuentre en la cara posterior a la celda i, es decir, entre la celda i
e i + 1, y centrada en las otras direcciones, su valor vendra´ dado por Qi+1/2jk.
3.6. Sistemas de coordenadas
Tres aproximaciones son comu´nmente utilizadas para el estudio de las inter-
acciones planeta-disco y los efectos MHD en discos de acrecio´n.
Cuando las simulaciones involucran un disco completo y el potencial gravita-
torio es estratificado, es decir varı´a con la altura, la geometrı´a ma´s natural para su
tratamiento es la esfe´rica. Por otro lado, cuando el potencial no es estratificado,
o bien la simulacio´n es bidimensional, la descripcio´n ma´s natural es utilizando
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Figura 3.1: Aspecto de una celda cu´bica utilizada para la resolucio´n de las ecuaciones. Las com-
ponentes vectoriales Vx,Vy ,Vz,Bx,By ,Bz, esta´n definidas en las caras del cubo y las cantidades
escalares e, ρ se localizan en el centro. Las fuerzas electromotrices  se definen en el medio de
las aristas (ver seccio´n 3.17.1). Tambie´n se incluyen en la figura las longitudes de la celda (∆X,
∆Y , ∆Z), las cuales son cantidades geome´tricas utilizadas en el proceso de discretizacio´n. Estas
cantidades en general son funcio´n de la posicio´n, por lo que incluyen el correspondiente ı´ndice,
relacionado con la arista a la cual corresponden.
una geometrı´a cilı´ndrica.
Por estos motivos, el desarrollo de un co´digo para el estudio de esta clase de
problemas debe incluir la posibilidad de resolver las ecuaciones en diversos sis-
temas de coordenadas. Nuestra implementacio´n fue realizada en estos sistemas
de coordenadas:
Sistema cartesiano.
Sistema cilı´ndrico.
Sistema esfe´rico.
3.7. Construccio´n de la malla
La discretizacio´n del dominio puede ser realizada de formas diferentes. Noso-
tros adoptamos la utilizacio´n de mallas regulares, en las cuales las coordenadas
de la malla tridimensional se producen mediante el producto cartesiano de tres
vectores unidimensionales, cada uno con las coordenadas correspondientes a ca-
da direccio´n.
Esto tiene ventajas importantes en cuanto a la forma en que puede ser almace-
nada la informacio´n geome´trica del co´digo. En particular, esta eleccio´n permite
que las coordenadas puedan ser almacenadas como arreglos monodimensionales
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Figura 3.2: Malla polar representada en una base cartesiana. El espaciamiento angular siempre
es constante y el radial puede adoptar un espaciamiento uniforme a), un espaciamiento uniforme
en el logaritmo b) o un espaciamiento arbitrario c).
que ocupan muy poco espacio en memoria, a saber, 3N en vez de N 3, con N el
nu´mero medio de celdas por direccio´n.
Es importante notar que aunque la malla sea regular, no necesariamente es
equiespaciada, por lo que en principio con nuestra implementacio´n es posible
construir geometrı´as no triviales para beneficiar la precisio´n de la solucio´n en
ciertos lugares estrate´gicos.
Esta cualidad no aplica a la direccio´n acimutal, ya que por el algoritmo de
adveccio´n utilizado, una hipo´tesis fundamental es que el espaciamiento de la
malla sea regular y uniforme (ver seccio´n 3.16).
En la versio´n actual del co´digo, esta´n implementados los espaciamientos:
Uniforme
Logarı´tmico
Libre
En la Fig. 3.2 se muestran ejemplos de los espaciamientos posibles en una
simulacio´n en coordenadas cilı´ndricas bidimensional. La divisio´n en acimut es
uniforme y regular, al igual que la radial en el panel a). Sin embargo, en la di-
reccio´n radial, esta condicio´n puede ser relajada para obtener distribuciones de
celdas ma´s interesantes y u´tiles a ciertos problemas (ejemplos b y c).
En la Fig. 3.3, se muestra la misma representacio´n pero para una malla carte-
siana (tambie´n vale para una cilı´ndrica en el plano rz o esfe´rica en el plano rθ),
en la cual es posible aplicar un espaciamiento no uniforme en dos direcciones
simulta´neas.
3.8. Te´cnica del operador splitting
Antes de explicar en detalle los me´todos que utilizamos para la resolucio´n de
las ecuaciones de la MHD, explicaremos la esencia de la te´cnica conocida como
operador splitting u operador de separacio´n o particio´n en espan˜ol.
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Figura 3.3: Ejemplo de una malla cartesiana en el plano yz o cilı´ndrica en el plano rz o esfe´rica
en el plano rθ. El espaciamiento en estas direcciones puede ser uniforme a), un uniforme en el
logaritmo b) o un espaciamiento arbitrario c).
Esta es una te´cnica que permite simplificar un problema de condicio´n inicial,
separa´ndolo en sub problemas independientes, los cuales se asume que pueden
ser resueltos de forma separada.
Supongamos que se busca la solucio´n del siguiente problema de valor inicial:
df
dt
+A(f ) = 0, f (0) = f0, (3.11)
donde A es un operador arbitrario que aplica sobre f .
Si por alguna razo´n el operador A se puede descomponer como una superpo-
sicio´n lineal de operadores ma´s sencillos, es decir, A = A1 +A2 + ...+An, resolver
(3.11) sera´ equivalente a resolver:
df
dt
+
n∑
j=1
Aj(f ) = 0, f (0) = f0. (3.12)
Este problema puede descomponerse en n problemas ma´s sencillos:
df j
dt
+Aj(f
j) = 0 para j=1,..,n, (3.13)
donde el supra ı´ndice j se utilizo´ para remarcar que la solucio´n f hallada es
dependiente de j. Finalmente, la solucio´n del problema vendra´ dada por la suma
de las soluciones de estos n problemas ma´s simples.
En la siguiente seccio´n veremos que las ecuaciones de la hidrodina´mica in-
volucran la resolucio´n de ecuaciones que tienen un te´rmino advectivo y otros
te´rminos que dan cuenta de posibles fuentes o sumideros para las cantidades
involucradas.
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En general, las ecuaciones de la hidrodina´mica se pueden escribir como:
∂Q
∂t
+∇. (Q~v)− S(Q,~v, t) = 0. (3.14)
En este caso, aplicar la te´cnica del operador splitting es directa:
A1 = −S(Q,~v, t), (3.15)
A2 = ∇.(Q~v). (3.16)
Ası´, la solucio´n completa de una ecuacio´n hidrodina´mica por medio de este
me´todo involucrara´ dos pasos:
1. Una actualizacio´n parcial de la cantidad Q, de un paso Q(t0) =Q0 hacia Q1,
por el operador A1.
2. Una actualizacio´n parcial desde el estadoQ1 hacia un estadoQ2 =Q(t0+∆t),
realizada en el paso del transporte, donde la adveccio´n es resuelta.
Eventualmente, un paso adicional debe incluirse cuando consideramos la ecua-
cio´n de induccio´n en el caso MHD, pero esto sera´ tratado en la seccio´n 3.17.
3.9. MPI - Descomposicio´n de dominio
El co´digo fue disen˜ado para poder funcionar en paralelo, incluyendo la po-
sibilidad de fraccionar el problema y repartirlo en mu´ltiples procesadores. Para
lograr esto es necesario desarrollar alguna estrategia para dividir el problema
antes de asignarlo a cada procesador.
En nuestra implementacio´n, adoptamos la posibilidad de dividir nuestro cubo
de datos a lo largo de dos direcciones, las cuales llamaremos Y y Z. La direccio´n
X en general no se divide ya que estamos interesados en problemas con geometrı´a
perio´dica en una direccio´n (a´ngulo acimutal) y utilizamos un algoritmo muy par-
ticular para el ca´lculo del transporte en esta direccio´n (ver seccio´n 3.16), por lo
que una subdivisio´n en esta direccio´n podrı´a llegar a degradar el rendimiento. De
todos modos, lo que explicaremos a continuacio´n es igualmente aplicable para la
direccio´n X.
En el razonamiento que sigue, obviaremos siempre la direccio´n X, ya que a
fines de la divisio´n sera´ una direccio´n muda.
Supongamos que disponemos de n procesadores para realizar una simulacio´n
de una malla que contiene Ny ×Nz celdas. El problema que queremos resolver es:
¿Cua´l es el fraccionamiento o´ptimo de la malla en n partes similares?
Aquı´, lo importante es el significado de o´ptimo en este problema. En nuestro pro-
blema definimos como divisio´n o´ptima a la divisio´n que minimiza la superficie
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Figura 3.4: Esquema de las comunicaciones realizadas entre dos nodos consecutivos. La condicio´n
de contorno de un nodo es actualizada con una porcio´n de malla activa del otro, y viceversa.
de contacto total entre las porciones de malla dividida. Esto es ası´ porque el cos-
to del paralelismo viene dado por las comunicaciones que hay que realizar entre
los diferentes nodos de co´mputo y las comunicaciones deben ser realizadas por
medio de celdas de malla vecinas, ya que el problema debe ser continuo.
Al pedir una superficie de contacto mı´nima entre las caras, estamos diciendo
que queremos minimizar la cantidad de datos que deben ser transmitidos en-
tre todos los nodos, los cuales son necesarios para actualizar las condiciones de
contorno del problema tratado por cada nodo de forma independiente.
En la Fig. 3.4 se muestra un esquema muy sencillo con la estrategia utilizada
por dos nodos vecinos para actualizar sus condiciones de contorno y mantenerse
sincronizados de un paso de tiempo al otro.
El costo de las comunicaciones puede ser calculado como el perı´metro total
de las interfaces entre los procesadores. Suponiendo que separamos el problema
de Ny ×Nz celdas en n procesadores, cada uno de los cuales se organiza en una
malla de taman˜o ny ×nz, el costo sera´:
costo ∝Ny ×nz +Nz ×ny , (3.17)
con la condicio´n n = ny ×nz. El mı´nimo de este costo puede calcularse derivando
e igualando a cero:
n2z =
Nz
Ny
n, (3.18)
y, ny puede determinarse de forma unı´voca.
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Figura 3.5: Divisio´n de una malla de 25x20 celdas en 12 partes. Para este ejemplo hay 5 divisiones
posibles: 1× 12, 2× 6, 3× 4, 4× 3, 6× 2 y 12× 1, de las cuales mostramos so´lo tres.
En la pra´ctica, sin embargo, la expresio´n anterior no puede ser utilizada de
forma directa ya que el nu´mero de procesadores es un nu´mero fijo, y Nz × n no
es, en general, un mu´ltiplo de Ny o, en caso de serlo, no suele ser un cuadrado
perfecto.
Por este motivo, nosotros adoptamos el siguiente algoritmo:
Descomponemos en factores primos el nu´mero de procesadores.
Calculamos el costo de las comunicaciones para las posibles combinaciones
de estos factores.
Dividimos la malla de acuerdo a la combinacio´n de ny , nz que minimiza el
costo.
Un ejemplo de las posibles opciones para dividir una malla de 25× 20 celdas
con 12 procesadores se muestra en la Fig. 3.5. En ella pueden verse las posibili-
dades no redundantes de fraccionamiento posible cuando n, Ny y Nz son dados.
Para decidir cua´l de las posibilidades es o´ptima en el sentido que minimice la
cantidad de bytes (o celdas) comunicados, necesitamos calcular la funcio´n costo,
dada por la ecuacio´n (3.17). En la Fig. 3.6 puede verse la forma de la funcio´n
costo para el ejemplo de la Fig. 3.5.
El costo como funcio´n de ny o nz (ecuacio´n 3.17) es mostrado en el panel de
la izquierda de la Fig. 3.6. Por haber considerado un ejemplo asime´trico, la curva
negra y roja difieren. Los valores discretos que son utilizables en la pra´ctica son:
(ny ,nz)=(12,1), (6,2), (4,3), (3,4), (2,6), (1,12).
En este caso particular, puede verse que considerando la combinacio´n (4,3), el
costo alcanza un valor muy cercano al mı´nimo ideal sobre la curva, aunque una
solucio´n igualmente buena podrı´a ser la combinacio´n (3,4).
En el panel de la derecha de la Fig. 3.6 se observa la misma funcio´n, pero
utilizando ny ,nz como variables independientes. La funcio´n costo, normalizada,
se gra´fica como un mapa de color. Adema´s, se incluyen sus curvas de nivel, con
su correspondiente valor asociado.
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Figura 3.6: Funcio´n de costo para una malla de taman˜o ny × nz = 25 × 20. En el gra´fico de la iz-
quierda puede verse la funcio´n de costo, evaluada en funcio´n de ny o nz. Como se espera de la
asimetrı´a del problema, el mı´nimo ideal (asumiendo n continuo) se alcanza en lugares diferentes
segu´n sea el caso. En el panel de la derecha se observa la funcio´n costo como una funcio´n bidi-
mensional. El problema de la divisio´n de la malla puede entenderse como la minimizacio´n de esta
funcio´n sujeta a la condicio´n impuesta por la curva continua negra (n = ny ×nz). En lı´neas a trazos
se observan las curvas de nivel de la funcio´n costo normalizada. En verde, se marcan los pun-
tos correspondientes a las soluciones posibles cuando n = 16, es decir, todas las factorizaciones
posibles de n = ny ×nz.
El problema consiste en hallar el mı´nimo sobre este espacio, restringido a la
curva negra continua, la cual es la condicio´n de restriccio´n n = nynz. Los puntos
verdes representan todas las combinaciones de ny ,nz cuyo producto es igual a
n. Puede verse que el mı´nimo valor posible sobre esta curva se alcanza en (4,3),
para un costo normalizado ∼ 0,2. Otra solucio´n posible es la combinacio´n (3,4),
aunque su valor es levemente superior debido a la asimetrı´a natural de la malla.
En nuestra implementacio´n, esta descomposicio´n de dominio se hace de forma
exclusiva en dos direcciones, las cuales dependen del sistema de coordenadas
utilizado:
Cartesianas: y,z.
Cilı´ndricas: r,z.
Esfe´ricas: r,θ.
3.10. Operador Splitting en la pra´ctica
En la seccio´n 3.8 vimos que una te´cnica para resolver ecuaciones de la forma
(3.14) es el me´todo del operador splitting. En esta seccio´n describiremos como
hacemos en la pra´ctica para realizar esta separacio´n en las ecuaciones de la hi-
drodina´mica reales.
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Como vimos en la seccio´n 3.4, las ecuaciones de evolucio´n para las cantidades
hidrodina´micas son: la ecuacio´n de continuidad, la ecuacio´n de momento, y la
ecuacio´n de la energı´a interna, las cuales deben ser escritas de forma adecuada
para poder descomponerlas en los te´rminos de fuentes y transporte respectiva-
mente.
Antes de proceder, una decisio´n importante debe ser tomada. El operador
splitting se basa en la eleccio´n adecuada de una cantidad que debera´ ser inte-
grada mediante la resolucio´n de una ecuacio´n de adveccio´n, la cual proviene de
considerar so´lo A2 en la seccio´n 3.8. De forma gene´rica, la ecuacio´n a resolver es:
∂tQ+∇ · (Q~v) = 0. (3.19)
Integrando en el volumen de referencia, puede escribirse como:
Qn+1i −Qni
∆t
= Fxn+1/2i−1/2 −Fxn+1/2i+1/2 , (3.20)
donde, por simplicidad consideramos el flujo a lo largo de la direccio´n X. Q =∫
QdV y Fx = QvxS, con S la superficie con vector normal en la direccio´n de X.
Si suponemos que el dominio esta´ formado por N celdas, sumando sobre todas
ellas, se tiene que:
1
∆t
N−1∑
i=0
Qn+1i −
N−1∑
i=0
Qni
 = (Fx−1/2 −FxN+1/2) . (3.21)
Por lo tanto, si el flujo de Q es nulo por las fronteras de la malla, la cantidad Q
sera´ conservada a precisio´n de ma´quina.
Esto nos ensen˜a que la eleccio´n de la cantidad a advectar sera´ muy importante.
En general, la eleccio´n de cantidades que tengan que ver con el momento (lineal
o angular), lo cual es una cantidad fı´sicamente conservada, tendra´ importantes
consecuencias sobre las leyes de conservacio´n del sistema fı´sico resuelto. Por este
motivo, elegimos advectar siempre los momentos del sistema, ya sean lineales o
angulares.
Para explicar el procedimiento, debemos referirnos a un sistema de coordena-
das particular. De forma anticipada, anunciamos que los te´rminos que aparezcan
en color, debera´n ser considerados como te´rminos fuente (te´rmino A1 en el me´to-
do del operador splitting).
Es importante notar que no incluiremos los te´rminos magne´ticos y viscosos
en esta seccio´n porque ellos sera´n tratados posteriormente. De todos modos, los
me´todos aquı´ presentados no pierden validez en esos casos.
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3.10.1. Coordenadas cartesianas
En coordenadas cartesianas, por razones geome´tricas, no incluimos la posibi-
lidad de un marco de referencia rotante, por lo que Ω = 0. Una forma de escribir
la ecuacio´n de momento en coordenadas cartesianas es:
Dt~v = −∇Pρ −∇Φ . (3.22)
Utilizando la ecuacio´n de continuidad, se tiene que:
∂t(ρ~v) +∇ · (ρ~v~v) = −∇P − ρ∇Φ . (3.23)
Ası´, llegamos a una ecuacio´n de adveccio´n (o transporte) para los momentos li-
neales ρ~v. Claramente, el miembro de la derecha, en color, debe ser considerado
como te´rminos fuente.
3.10.2. Coordenadas cilı´ndricas
La ecuacio´n de momento en coordenadas cilı´ndricas, puede ser escrita com-
ponente a componente como:
Dtvr =
(
vφ +Ωr
)2
r
− ∂rP
ρ
−∂rΦ , (3.24)
Dtvφ = −
vrvφ
r
− Ω˙r − 2Ωvr − 1ρ
∂φP
r
− ∂φΦ
r
(3.25)
Dtvz = −∂zPρ −∂zΦ . (3.26)
En este sistema de coordenadas, la derivada Lagrangiana Dt se define como:
Dt ≡ ∂t +∂r + 1r ∂φ+∂z. (3.27)
Las ecuaciones anteriores pueden ser reescritas de forma ma´s conveniente por
medio de la ecuacio´n de continuidad. La ecuacio´n radial, en te´rminos del momen-
to lineal, puede ser escrita como:
∂t (ρvr) +∇ · (ρvr~v) = ρ
(vtφ)
2
r
−∂rP − ρ∂rΦ , (3.28)
con vtφ = vφ + rΩ, que es la velocidad acimutal en el marco de referencia iner-
cial. Los te´rminos en color, nuevamente son los que deben ser considerados como
te´rminos fuente. En este caso particular, a diferencia del caso cartesiano, aparece
un te´rmino geome´trico asociado con la fuerza centrı´fuga.
La ecuacio´n acimutal, escrita en te´rminos del momento angular j = rvφ + r2Ω
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es:
∂t(ρj) +∇.(ρj~v) = −∂φ, P − ρ∂φΦ , (3.29)
lo cual es equivalente al caso de la adveccio´n de momento en coordenadas car-
tesianas. Esta es una propiedad muy interesante. En este esquema, el momento
angular especı´fico se comporta de la misma forma que el momento lineal en un
sistema de coordenadas cartesiano.
Por u´ltimo, la ecuacio´n para el momento lineal z tiene la misma forma que la
componente z de la ecuacio´n (3.23) del caso cartesiano.
3.10.3. Coordenadas esfe´ricas
En coordenadas esfe´ricas, la ecuacio´n de momento puede ser escrita compo-
nente a componente como:
Dtvr =
v2θ + (vφ + r sinθΩf )
2
r
− ∂rP
ρ
−∂rΦ , (3.30)
Dtvφ = −r sinθΩ˙f −
vrvφ + vθvφ cotθ
r
(3.31)
−2Ωf (vr sinθ + vθ cosθ)−
∂φP
r sinθρ
− ∂φΦ
r sinθ
,
Dtvθ = −vrvθr +
(vφ + r sinθΩf )2
r
cotθ − ∂θP
rρ
− ∂θΦ
r
, (3.32)
donde la derivada Lagrangiana o total Dt se define como:
Dt ≡ ∂t + vr∂r +
vφ
r sinθ
∂φ +
vθ
r
∂θ. (3.33)
Al igual que en las otras geometrı´as, las ecuaciones anteriores pueden ser re-
escritas de forma ma´s conveniente utilizando la ecuacio´n de continuidad.
La ecuacio´n para el momento radial es:
∂t(ρvr) +∇.(ρvr~v) = ρ
v2θ + (v
t
φ)
2
r
−∂rP − ρ∂rΦ , (3.34)
donde definimos vtφ = vφ+r sinθΩf , que es la velocidad acimutal en un marco de
referencia no rotante. Del mismo modo, definiendo j = r sinθvφ + r2 sin
2θΩf , lo
cual es el momento angular especı´fico en este sistema, la ecuacio´n (3.31) puede
ser reescrita como:
∂t(ρj) +∇.(ρj~v) = −∂φP − ρ∂φΦ . (3.35)
Lo que es ana´logo al resultado obtenido en el caso cilı´ndrico. Por u´ltimo, en la
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coordenada polar, si definimos el momento angular meridional especı´fico como
rvθ, se tiene que:
∂t(ρrvθ) +∇.(ρrvθ~v) = ρ(vtφ)2 cotθ +∂θP + ρ∂θΦ . (3.36)
Ası´, las ecuaciones (3.34), (3.35) y (3.36) ya esta´n en la forma deseada para aplicar
el operador splitting. Los te´rminos en color, al igual que en los casos previos,
corresponden a los te´rminos fuente, que sera´n utilizados para el avance parcial
de la velocidad.
3.10.4. Densidad y energı´a
Al conjunto anterior de ecuaciones, se le debe agregar la ecuacio´n de evolu-
cio´n de la energı´a:
∂te+∇.(e~v) = −P∇.~v, (3.37)
y la ecuacio´n de continuidad:
∂tρ+∇.(ρ~v) = 0, (3.38)
la cual no presenta te´rmino fuente alguno. Ambas ecuaciones ya esta´n en la forma
adecuada y son va´lidas para cualquier sistema de coordenadas.
3.10.5. Resumen
En esta seccio´n hemos visto de forma explı´cita cuales son los te´rminos hidro-
dina´micos que deben ser incluidos en el avance parcial debido a las fuentes al
aplicar el me´todo del operador splitting. Por completitud, colocamos todos los
resultados juntos:
Avance parcial por transporte:
Coordenadas cartesianas:
∂t (ρvx) +∇.(ρvx~v) = 0,
∂t
(
ρvy
)
+∇.(ρvy~v) = 0,
∂t (ρvz) +∇.(ρvz~v) = 0,
donde los te´rminos en azul se corresponden con el momento lineal en cada direc-
cio´n.
Coordenadas cilı´ndricas:
∂t (ρvr) +∇.(ρvr~v) = 0,
∂t
[
ρr
(
vφ + rΩ
)]
+∇.
[
ρr
(
vφ + rΩ
)
~v
]
= 0,
∂t (ρvz) +∇.(ρvz~v) = 0,
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donde los te´rminos en azul se corresponden con el momento lineal radial, el mo-
mento angular acimutal y el momento lineal vertical.
Coordenadas esfe´ricas:
∂t (ρvr) +∇.(ρvr~v) = 0,
∂t
[
ρr sinθ
(
vφ + r sinθΩ
)]
+∇.
[
ρr sinθ
(
vφ + r sinθΩ
)
~v
]
= 0,
∂t (ρrvθ) +∇.(ρrvθ~v) = 0,
donde los te´rminos en azul se corresponden con el momento lineal radial, el mo-
mento angular acimutal y el momento angular meridional.
A estas cantidades hay que agregar el transporte de la densidad (ecuacio´n de
continuidad), y la ecuacio´n para el transporte de la energı´a:
∂tρ+∇. (ρ~v) = 0 (3.39)
∂te+∇. (e~v) = 0 (3.40)
Avance parcial por fuentes:
Coordenadas cartesianas:
∂vx
∂t
= −∂xP
ρ
−∂xΦ , (3.41)
∂vy
∂t
= −∂yP
ρ
−∂yΦ , (3.42)
∂vz
∂t
= −∂zP
ρ
−∂zΦ . (3.43)
Coordenadas cilı´ndricas:
∂vφ
∂t
= −1
ρ
∂φP
r
− ∂φΦ
r
(3.44)
∂vr
∂t
= −∂rP
ρ
−∂rΦ +
(
vtφ
)2
r
(3.45)
∂vz
∂t
= −∂zP
ρ
−∂zΦ (3.46)
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Coordendas esfe´ricas:
∂vφ
∂t
= −1
ρ
∂φP
r sinθ
− ∂φΦ
r sinθ
(3.47)
∂vr
∂t
= −∂rP
ρ
−∂rΦ +
(
vtφ
)2
+ v2θ
r
(3.48)
∂vθ
∂t
= −1
ρ
∂θP
rρ
− ∂θΦ
r
+
(
vtφ
)2
cotθ
r
(3.49)
do´nde en todos los casos, los te´rminos de la derecha corresponden con los te´rmi-
nos que aparecen en color magenta en las pa´ginas anteriores, adecuados a la ecua-
cio´n original con los factores geome´tricos correspondientes. Finalmente, agrega-
mos el trabajo de la presio´n, como fuente para la energı´a:
∂e
∂t
= −P∇.~v. (3.50)
Esta ecuacio´n es va´lida en todas las geometrı´as.
Es interesante notar que con la implementacio´n escogida, la fuerza de Coriolis
y todas las fuentes que involucran el producto de diferentes componentes de la
velocidad esta´n tenidas en cuenta en el transporte. Esto es importante en proble-
mas relacionados con planetas en discos de gas. Por ejemplo, Kley (1998) mostro´
que la inclusio´n de la fuerza de Coriolis en una forma no conservativa puede
conducir a errores en la densidad superficial de surcos abiertos por planetas.
3.11. Incorporando las fuentes nume´ricamente
Los te´rminos fuente vistos en la seccio´n anterior pueden ser aplicados direc-
tamente a cada componente de la velocidad. Por la definicio´n del centrado de las
velocidades y de los campos escalares, el ca´lculo del gradiente de la presio´n y del
potencial (gradiente de dos cantidades centradas), esta´ correctamente centrado.
En efecto, en coordenadas cilı´ndricas, por ejemplo, el cambio de velocidad radial
por el gradiente de presio´n radial es:
∂vr ij+ 12k
∂t
= −Pij+1k − Pijk
rj+1 − rj , (3.51)
donde el te´rmino a izquierda tiene el mismo centrado que el te´rmino a derecha
(i, j + 1/2, k). Lo mismo puede probarse para todas las dema´s componentes y geo-
metrı´as. De hecho, esta es una propiedad de cualquier fuerza conservativa que se
derive de una cantidad centrada en la malla.
Sin embargo, los dema´s te´rminos fuente (y factores) deben ser centrados co-
rrectamente antes de poder realizar la actualizacio´n correspondiente de la velo-
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cidad. Por ejemplo, la velocidad acimutal, utilizada como te´rmino fuente para la
velocidad radial, se centra de la siguiente forma:
vtφij− 12k
=
1
4
[
vtφi+ 12 j−1k
+ vtφi− 12 j−1k
+ vtφi− 12 ,j,k
+ vtφi+ 12 ,j,k
]
. (3.52)
lo cual es el promedio de los cuatro vecinos ma´s pro´ximos:
Por otro lado, para la actualizacio´n de la velocidad, tambie´n es necesario di-
vidir por la densidad de masa ρ, cuyo centrado es diferente respecto del de la
velocidad. En este caso, con un simple promedio aritme´tico del vecino ma´s cer-
cano hacia atra´s es suficiente:
ρij− 12k =
1
2
(
ρijk + ρij−1k
)
. (3.53)
El mismo procedimiento debe realizarse con los te´rminos restantes.
Como ejemplo, consideremos la adicio´n de un te´rmino fuente en la ecua-
cio´n de momento. Salvo procedimientos de centrado, la implementacio´n de un
te´rmino fuente gene´rico S en la ecuacio´n de momento en la direccio´n x sera´:
ρ
dvx
dt
= S, (3.54)
se hace como:
vx
n+1
i+1/2,j,k = vx
n
i+1/2,j,k +
2∆t
ρni+1jk + ρ
n
ijk
Sni+1/2,jk , (3.55)
con Si+1/2,j,k el te´rmino fuente correctamente centrado en la posicio´n (i+1/2, j,k).
Notar que el centrado de la densidad sera´ una caracterı´stica comu´n en todos los
casos.
De forma resumida, la incorporacio´n de las fuentes involucra tres pasos inter-
medios:
1. Actualizar la velocidad por la fuerza de la presio´n, fuerzas gravitatorias
externas y fuerzas viscosas. Aquı´ tambie´n incluimos la fuerza ejercida por
la presio´n magne´tica (ver seccio´n 3.17).
2. An˜adir una viscosidad artificial, llamada de von Neumann-Richtmyer y su
correspondiente te´rmino de calentamiento en la misma forma en la que lo
hacen Stone y Norman (1992a) (ver seccio´n 3.11.1).
3. An˜adir el trabajo de la presio´n, el trabajo de la fuerza viscosa y te´rminos de
calentamiento provenientes de la MHD.
3.11.1. Viscosidad artificial
En regiones de discontinuidades, las ecuaciones de la hidrodina´mica en di-
ferencias finitas no son bien comportadas. Esto se puede solucionar mediante la
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adicio´n de una viscosidad artificial. E´sta tiene por objetivo suavizar las regio-
nes en donde existen discontinuidades o saltos grandes de las cantidades hidro-
dina´micas, es decir, choques. La idea es esparcir estos saltos sobre un nu´mero
suficiente de celdas para asegurar un comportamiento adecuado.
La viscosidad utilizada es implementada en la forma de una presio´n viscosa, la
cual actu´a so´lo bajo compresio´n, lo cual resulta en un correcto salto de la entropı´a
a trave´s del choque.
La viscosidad de Neumann & Richtmyer se define como un te´rmino fuente de
la forma:
Dt~v = −1ρ∇ · ~Q, (3.56)
y se implementa de forma independiente en cada direccio´n, por lo que el tensor
~Q es diagonal. En la direccio´n x se define como:
qx =
{
l2ρ(∂vx/∂x)2 si ∂vx/∂x < 0
0 c.c.
donde l determina la intensidad de la viscosidad. Una forma usual de reescribir
esta expresio´n en diferencias finitas es:
qx =
{
C2ρ(vxi+1 − vxi)2 si vxi+1 − vxi < 0
0 c.c.
con C = l/∆x. C2 mide sobre que´ nu´mero de celdas se esparcira´ el choque. En
nuestra implementacio´n, utilizamos C2 ∼ 2. La extensio´n hacia las otras coorde-
nadas es directa.
Por u´ltimo, an˜adir el trabajo de esta pseudo presio´n en la ecuacio´n de la energı´a
es totalmente ana´logo al trabajo de la presio´n te´rmica:
∂te = −qx∇ · ~v − qy∇ · ~v − qz∇ · ~v. (3.57)
La inclusio´n de esta viscosidad artificial asegura que se satisfagan las rela-
ciones de Rankine - Hugoniot3 en torno al choque, por lo que la fı´sica estara´
correctamente resuelta, como ası´ tambie´n la velocidad del choque . Sin embar-
go, la extensio´n del choque sera´ finita (Stone et al., 1992), por lo que estudiar su
estructura detallada no es posible.
A pesar de todas estas consideraciones realizadas, en los problemas que estu-
diamos a lo largo de este trabajo, nunca fue vista una diferencia significativa al
activar o desactivar esta viscosidad.
3Relaciones entre estados a izquierda y derecha en un choque. Son expresiones ana´logas a la
conservacio´n de la masa, la energı´a y el momento a trave´s de un choque.
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3.11.2. Conservacio´n del momento
En esta seccio´n mostraremos que el momento se conserva en ausencia de fuer-
zas externas, aunque consideremos la presio´n P como un te´rmino fuente.
Asumiendo un problema monodimensional, durante el paso de fuentes se tie-
ne que:
vy
n+1
j
= vy
n
j
− 2∆t
ρnj+1 + ρ
n
j
P nj+1 − P nj
yj+1 − yj . (3.58)
Definiendo el momento como Mj = vyj < ρ >≡ vyj
(
ρj+1 + ρj
)
/2, lo cual es una
cantidad definida en la interface de la celda, el momento total del dominio en el
tiempo avanzado sera´:
Mn+1 =
N−1∑
j=0
Mj
(
yj+1 − yj
)
, (3.59)
que puede ser reescrito como:
Mn+1 = 1
2
N−1∑
j=0
vy
n+1
j
(
ρn+1j+1 + ρ
n+1
j
)(
yj+1 − yj
)
=
1
2
N−1∑
j=0
vynj − 2∆tρnj+1 + ρnj
P nj+1 − P nj
yj+1 − yj
(ρnj+1 + ρnj )(yj+1 − yj)
= Mn −∆t
N−1∑
j=0
(
P nj+1 − P nj
)
= Mn −∆t (P nN+1 − P n0 ) .
Por lo tanto el momento lineal se conservara´ en caso de que las condiciones de
borde lo permitan. En el caso perio´dico, esto se satisface ide´nticamente. El u´nico
requisito para esta demostracio´n fue el hecho de que la presio´n es una cantidad
centrada y que la densidad aparece en el denominador, por lo que el resultado
encontrado aplica para cualquier fuerza conservativa que se derive de un campo
escalar centrado y se dividida por la densidad. La consecuencia del ana´lisis rea-
lizado es que el momento angular (en el caso cilı´ndrico y esfe´rico) se conservara´
a precisio´n de ma´quina durante la etapa de adicio´n de te´rminos fuente, ya que la
actualizacio´n de la velocidad no incluye te´rminos fuente distintos a los aquı´ tra-
tados. Otra consecuencia es que en coordenadas cartesianas, el momento lineal
se conservara´ en todas las direcciones.
Notar que este resultado, sumado a la conservacio´n del momento en la advec-
cio´n conservativa (ver seccio´n 3.10), asegura la conservacio´n del momento angu-
lar a precisio´n de ma´quina.
Es importante notar que la conservacio´n del momento implica que las con-
diciones de Rankine-Hugoniot se satisfagan en el caso isotermo, por lo que los
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choques son correctamente descriptos con esta implementacio´n (ve´ase arriba).
3.12. Transportando las cantidades
En la seccio´n 3.8 vimos que para resolver las ecuaciones de la hidrodina´mica
hay que resolver la ecuacio´n de adveccio´n con te´rminos fuente. La parte referida a
las fuentes fue tratada en la seccio´n anterior. Aquı´, se vera´ en detalle como deben
tratarse la etapa denominada de transporte.
Nos interesa resolver la ecuacio´n:
∂tQ+∇. (Q~v) = 0, (3.60)
lo cual es una ecuacio´n de conservacio´n. La forma integral de esta ecuacio´n es:
∂
∂t
∫ ∫ ∫
V
QdV +
∫ ∫
∂V
Q~v.d~S = 0, (3.61)
donde asumimos que el volumen de control no tiene una dependencia explı´cita
con el tiempo y hemos utilizado el teorema de la divergencia de Gauss. Una forma
en la que suele enunciarse (3.61) es que la variacio´n de Q dentro del volumen V
esta´ dada por el flujo de esa cantidad a trave´s de la superficie que rodea a dicho
volumen, es decir, la cantidad Q no se crea ni desaparece, sino que viene o va
hacia algu´n lugar.
En diferencias finitas, esta ecuacio´n es:
Qn+1ijk −Qnijk
∆t
V = −
[
FXi+ 12 jk −FXi− 12 jk
+ FY ij+ 12k −FY ij− 12k (3.62)
+ FZijk+ 12 −FZijk− 12
]n+1/2
,
donde V es el volumen de la celda y F es el flujo de Q a trave´s de la cara de la
celda. Los flujos se definen como:
FXn+1/2ij+ 12k = [vXQS]
n+1/2
ij+ 12k
FY n+1/2ij+ 12k = [vYQS]
n+1/2
ij+ 12k
(3.63)
FZn+1/2ijk+ 12 = [vZQS]
n+1/2
ijk+ 12
.
En el caso de adveccio´n multidimensional, el problema puede separarse en
tres problemas de adveccio´n monodimensionales a lo largo de cada eje. Ası´, pue-
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de realizarse una actualizacio´n parcial de las cantidad Q:[
Qn+aijk −Qnijk
]
Vijk = −∆t
[
FXi+ 12 jk −FXi− 12 jk
]n+1/2
(3.64)[
Qn+bijk −Qn+aijk
]
Vijk = −∆t
[
FY ij+ 12k −FY ij− 12k
]n+1/2
(3.65)[
Qn+1ijk −Qn+bijk
]
Vijk = −∆t
[
FZijk+ 12 −FZijk− 12
]n+1/2
. (3.66)
Es importante notar que los flujos en la expresio´n anterior esta´n evaluados en
pasos intermedios, llamados a,b y c. Ası´, la ecuacio´n (3.65) permite obtener Q
en el paso de tiempo intermedio n + a, y de la misma forma, la (3.66), permite
obtener Q en el tiempo n + b a partir del estado parcial anterior. Al final de la
adveccio´n en la tercer dimensio´n, se tiene una representacio´n de la cantidad Q
luego del transporte completo.
En principio, la solucio´n depende del orden en el cual se realizan los pa-
sos intermedios anteriores, lo cual es una caracterı´stica de este tipo de esquema
nume´rico (Stone y Norman, 1992a), aunque no se espera un cambio en la fı´sica
resuelta.
En la pra´ctica, el ca´lculo del flujo se hace utilizando un me´todo upwind (co-
rriente arriba en espan˜ol), el cual permite estimar el valor de la cantidad Q en
la interface donde debe ser computado el flujo. A diferencia de un me´todo de
Riemann, el cual calcula los flujos a trave´s de un problema de Riemann local, no-
sotros utilizamos el hecho de tener un campo de velocidad alternado y asumimos,
al igual que Stone y Norman (1992a), que la cantidadQ se advecta sobre una sola
caracterı´stica4 a velocidad v, la cual coincide con la velocidad en la interface en
el tiempo tn. La Fig. 3.7 y su leyenda, complementan esta explicacio´n.
En otras palabras, el flujo puede ser expresado como:
FXn+1/2i+1/2jk = vXni+1/2jkQ∗xi+1/2jkSi+1/2jk , (3.67)
donde el subı´ndice X representa la direccio´n normal a la cara de la celda por la
cual fluye Q y Q∗xi+1/2 es el valor de Q interpolado en x hacia la posicio´n de la cara
i + 1/2 en la mitad del paso de tiempo, extrapolado temporalmente utilizando la
propagacio´n a lo largo de la caracterı´stica v.
Para encontrar su valor, es necesario encontrar el lugar preciso de donde pro-
viene el campo Qn+1/2. En otras palabras, es necesario encontrar la posicio´n x∗ tal
que:
xi+ 12
= x∗ + vXni+ 12
∆t
2
(3.68)
Ası´, el valor final de Q∗x vendra´ dado por una adecuada representacio´n de
Q(x∗), lo cual es funcio´n exclusivamente de las variables en el tiempo n. Ya que
esta cantidad en general no pertenece a la discretizacio´n efectuada, una interpo-
4Direccio´n de propagacio´n de la sen˜al en un diagrama espacio-tiempo
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Figura 3.7: Esquema del procedimiento empleado para el ca´lculo de una cantidad avanzada en el
tiempo y desplazada en espacio mediante la utilizacio´n de un me´todo upwind. Por simplicidad, se
muestra gra´ficamente el me´todo upwind de ma´s bajo orden, llamado donor cell, el cual considera
que la cantidad buscada es simplemente el valor de esta cantidad en la celda vecina al lugar
desde donde parte la curva caracterı´stica. La eleccio´n del vecino a derecha o a izquierda depende
de hacia donde sea llevada la informacio´n por el campo de velocidad v. En gris claro se muestra
el caso para una velocidad con el signo opuesto.
lacio´n es requerida. Nosotros adoptamos tres clases de interpolaciones diferentes:
Me´todo donor cell.
Me´todo de van Leer.
Me´todo PPA.
3.12.1. Me´todo de donor cell
El me´todo de donor cell es el ma´s sencillo de todos, y destaca por su estabili-
dad. Sin embargo, es un me´todo altamente difusivo. Segu´n este me´todo, el valor
de Qx∗ se calcula como:
Q∗xi+1/2 =
{
Qi si vxi+1/2 ≥ 0
Qi+1 si vxi+1/2 < 0,
Este me´todo en la pra´ctica no es utilizado debido a su alta difusividad, aunque
su alta estabilidad fue de mucha utilidad en la etapa de desarrollo.
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3.12.2. Me´todo de van Leer
El me´todo de van Leer (1977) consiste en encontrar la cantidad Q∗ con una
interpolacio´n lineal de la forma:
Q∗xi+1/2 =
 Qi + ai
(
∆Xi − vxi+1/2∆t
)
/2 si vxi+1/2 ≥ 0
Qi+1 − ai+1
(
∆Xi + vxi+1/2∆t
)
/2 si vxi+1/2 < 0,
donde ai son las pendientes de van Leer, dadas por:
ai =

0 si∆Qi+1/2∆Qi−1/2 < 0
2
∆Qi+1/2∆Qi−1/2
∆Qi+1/2 +∆Qi−1/2
c.c.
con ∆Qi+1/2 =
Qi+1 −Qi
∆Xi
.
Esta es la reconstruccio´n que utilizamos para la mayorı´a de los pasos. Sin em-
bargo, para parte del transporte acimutal decidimos incrementar el orden, uti-
lizando el me´todo PPA, a fin de ganar en precisio´n y disminuir la difusio´n en
problemas dominados rotacio´n, como son los discos de acrecio´n.
3.12.3. Me´todo PPA
El me´todo PPA o me´todo de adveccio´n parabo´lica, se basa en las mismas ideas
discutidas anteriormente, pero la interpolacio´n en vez de ser lineal es para´bo-
lica. Cuando el espaciamiento de la malla es uniforme, los ca´lculos se simplifi-
can notablemente respecto del caso general, adema´s de verse reducido el costo
computacional. Los valores de Q se obtienen como:
Q∗xi+1/2 =

QR,i + ξ
(
Qi −QR,i)
+ξ (1− ξ)(2Qi −QR,i −QL,i) si vxi+1/2 ≥ 0
QL,i+1 + ξ
(
Qi+1 −QL,i+1)
+ξ (1− ξ)(2Qi+1 −QR,i+1 −QL,i+1) si vxi+1/2 < 0
donde ξ = vi+1/2∆t/∆x, yQL/R son los valores a izquierda y derecha (monotoniza-
dos) de Q, que se calculan como:
Con δQi = (Qi+1−Qi−1)/2, se definen las pendientes monotonizadas centradas
sobre cada celda:
δmQi =
{
0 si(Qi+1 −Qi)(Qi −Qi−1) ≤ 0
mı´n(2|Qi −Qi−1|,2|Qi+1 −Qi |, |δQi |)× sgn(δQi) c.c.,
Este procedimiento corresponde al mismo realizado por Colella y Woodward
(1984) con un taman˜o de celda uniforme en la direccio´n deseada. En una segunda
etapa, la interpolacio´n parabo´lica es utilizada para reconstruir la cantidad en las
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Figura 3.8: Adveccio´n pura de un perfil monodimensional cuadrado. Puede verse como la difu-
sio´n nume´rica disminuye a medida que se incluyen reconstructores de mayor orden. La condicio´n
de contorno es perio´dica y se muestra el resultado de la adveccio´n luego de una unidad de tiempo.
La simulacio´n se realizo´ con 100 celdas uniformemente espaciadas. Comparamos los me´todos de
Donor cell, van Leer y PPA. El me´todo PPA es el mejor de todos, sin embargo el me´todo de van
Leer presenta un parecido muy bueno a menor costo computacional.
interfaces:
QLi+1 =Q
R
i =Qi +
1
2
(Qi+1 −Qi)− 16(δmQi+1 − δmQi), (3.69)
y unas comprobaciones finales son necesarias para remover la existencia de posi-
bles extremos que se hayan creado con el me´todo:
QLi =Q
R
i =Qi si(Qi+1 −Qi)(Qi −Qi−1) ≤ 0
QLi = 3Qi − 2QRi si∆iCi > ∆2i /6
QRi = 3Qi − 2QLi si−∆2i /6 > ∆iCi ,
do´nde ∆i =Q
R
i −QLi y Ci =Qi − (QLi +QRi )/2. La utilizacio´n de este me´todo requie-
re ma´s celdas adicionales que el me´todo de van Leer presentado en la seccio´n
anterior.
En nuestra implementacio´n, lo utilizamos de forma exclusiva para el avance
de la velocidad residual fraccionaria durante el paso de adveccio´n orbital (ver
seccio´n 3.17.5), de la misma forma que se hace en el trabajo de Mignone et al.
(2012).
Tambie´n hemos utilizado la versio´n steepened del me´todo PPA, como es des-
crito en Colella y Woodward (1984), (ecuaciones 1.15 a 1.17). Este me´todo no es
adecuado para discos Keplerianos, donde se observa la aparicio´n de vo´rtices de
pequen˜a escala.
3.12.4. Transporte consistente
Norman et al. (1980) sen˜alaron que transportar cantidades, como por ejemplo
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el momento angular, de forma desacoplada al flujo de masa, conduce a incon-
sistencias, las cuales producen soluciones erro´neas (ver Norman, 1980; Stone y
Norman, 1992a). Este problema puede solucionarse fa´cilmente si el flujo de mo-
mento angular se calcula por medio del flujo de masa. Para esto, hay que obtener
una estimacio´n del flujo de momento angular especı´fico, para luego multiplicar-
lo por el flujo neto de masa. De esta forma, se obtiene consistencia entre ambos
flujos.
En nuestra implementacio´n utilizamos la nocio´n de transporte consistente pa-
ra todas las cantidades transportadas. Esta se lleva a cabo dividiendo a todas las
cantidades por la densidad, antes de evaluar su valor utilizando los me´todos up-
wind descriptos anteriormente.
3.12.5. Adveccio´n del momento
Es importante notar que toda la discusio´n realizada anteriormente asume que
la cantidad que se interpola sobre la interface es Q, la cual es una cantidad cen-
trada. Por lo tanto, hay dos formas posibles para transportar el momento: o bien
interpolarlo hacia el centro de una celda y transportarlo como se hizo anterior-
mente, o bien desarrollar un me´todo alternativo para esta cantidad. Aquı´ opta-
mos por la segunda opcio´n.
En coordenadas cartesianas, transportamos las siguientes cantidades:
Π−i = ρivi
Π+i = ρivi+1, (3.70)
las cuales esta´n asociadas con el momento a izquierda y el momento a derecha de
una celda en particular (lo mismo debe hacerse para el resto de las direcciones),
y declaramos a estas cantidades como centradas en la celda, por lo que podemos
aplicar sobre ellas todo el mecanismo de transporte ya desarrollado.
Una vez concluido el transporte, la velocidad actualizada se calcula como:
vn+1i =
Π+i−1
n+1 +Π−i
n+1
ρn+1i−1 + ρ
n+1
i
, (3.71)
Notar que esta definicio´n es consistente en el sentido que si aplicamos las defini-
ciones (3.70) a las cantidades sin transportar, recuperamos la velocidad original:
vni =
Π+i−1
n +Π−i
n
ρni−1 + ρ
n
i
=
ρni−1v
n
i + ρ
n
i v
n
i
ρni−1 + ρ
n
i
=
ρni−1 + ρ
n
i
ρni−1 + ρ
n
i
vni = v
n
i (3.72)
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En los otros sistemas de coordenadas, transportamos los momentos como ya
han sido definidos en la seccio´n 3.10, los cuales incluimos aquı´ por completitud:
Coordenadas cilı´ndricas:
Momento en X:
Πx
−
ijk = ρijkyj
(
vxijk +Ωyj
)
Πx
+
ijk = ρijkyj
(
vxi+1jk +Ωf yj
)
,
Momento en Y:
Πy
−
ijk
= ρijkvyijk
Πy
+
ijk
= ρijkvyij+1k ,
Momento en Z:
Πz
−
ijk = ρijkvzijk
Πz
+
ijk = ρijkvzijk+1,
Coordenadas esfe´ricas:
Momento en X:
Πx
−
ijk = ρijkyj sinθk
(
vxijk + yj sinθkΩ
)
Πx
+
ijk = ρijkyj sinθk
(
vxi+1jk + yj sinθkΩ
)
,
Momento en Y:
Πy
−
ijk
= ρijkvyijk
Πy
+
ijk
= ρijkvyij+1k ,
Momento en Z:
Πz
−
ijk = ρijkyjvzijk
Πz
+
ijk = ρijkyjvzijk+1,
Como ya fue discutido con anterioridad, durante el transporte se conservan
las cantidades Π+ y Π−, por lo que su promedio aritme´tico tambie´n se conserva:
Mi =
Π+i +Π
−
i
2
= ρi
vi + vi+1
2
(3.73)
lo cual es el momento centrado de la celda.
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3.12.6. Velocidad del marco de referencia
La velocidad del marco de referencia debe ser actualizada de un paso de tiem-
po a otro. En nuestra implementacio´n, ya que utilizamos la velocidad en el marco
no inercial, calculamos variaciones en la velocidad angular como δΩ =Ω+ −Ω−,
donde Ω+ es la nueva velocidad y Ω− la anterior, y actualizamos la velocidad
acimutal debido a este cambio en la velocidad de rotacio´n:
v+φ = v
−
φ − |δ~Ω×~r |, (3.74)
donde v+φ es la velocidad en el nuevo marco de referencia, actualizada a partir de
la velocidad original v−φ.
De esta definicio´n vemos que si δΩ > 0, es decir, el marco de referencia se
acelera, la velocidad acimutal disminuye en valor absoluto.
Ya que la actualizacio´n es una operacio´n axisime´trica, conserva el momento
angular intacto.
3.13. Condicio´n CFL
La solucio´n explı´cita de las ecuaciones de la MHD implica ciertas restricciones
sobre el paso de tiempo a utilizar. En general, e´ste debe ser limitado para asegurar
la estabilidad de la solucio´n.
La condicio´n de estabilidad es conocida como condicio´n de Courant-Friedrichs-
Levy o simplemente condicio´n CFL. Esta condicio´n puede ser interpretada fı´sica-
mente como que la informacio´n proveniente de una celda de la malla no puede
atravesar ma´s de una celda por un paso de tiempo.
El paso de tiempo deben ser determinado para cada tipo de proceso que ocu-
rra dentro del problema, por lo que para cada proceso fı´sico se debera´ determinar
un paso de tiempo que permita resolverlo de forma estable. En la pra´ctica, este
paso de tiempo se obtiene a partir de un ana´lisis de estabilidad de von Neumann.
En nuestra implementacio´n utilizamos el me´todo sugerido por Stone y Nor-
man (1992a), el cual puede ser escrito como:
∆t = Cmin

∑
i
∆t−2i
−1/2
 , (3.75)
donde C es un para´metro real, menor que la unidad, llamado nu´mero de Courant.
El mı´nimo debe calcularse sobre todo el dominio hidrodina´mico. Nosotros adop-
tamos C=0.44 como un valor que mantiene un buen compromiso entre longitud
del paso de tiempo y estabilidad para los problemas de intere´s.
Los diferentes ∆ti corresponden al lı´mite del paso de tiempo permitido por
diferentes procesos fı´sicos, los cuales limitan de forma individual el paso de tiem-
po global. Aquı´ incluimos una lista de los posibles procesos fı´sicos que aparecen
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dentro de nuestra implementacio´n.
En la siguiente lista, el ı´ndice j representa cada direccio´n de la malla (xyz,ϕrz,
ϕrθ), o un subconjunto de ellas en dimensiones menores. En el caso multidimen-
sional, se tiene que ∆ti = minj
{
∆ti,j
}
.
Los lı´mites en el paso de tiempo se deben a:
1. Ondas de sonido o magnetoso´nicas: ∆t1 = ∆j /Cw, donde Cw es la velocidad
ma´xima de las ondas que se pueden propagar en el medio. En el caso MHD,
esta es la onda magnetoso´nica ra´pida C2w = C
2
s +v
2
A, donde Cs es la velocidad
del sonido en el medio y vA es la velocidad de Alfve´n, definida como v
2
A =
B2/(µ0ρ). En el caso hidrodina´mico puro Cw = Cs.
2. Movimiento del fluido: ∆t2 = ∆j / |Vj |.
3. Viscosidad artificial: ∆t3 = C2|∆j /∆vj |, donde elegimos el valor C2 = 4
√
2.
∆vj es la diferencia entre los valores adyacentes en la celda a lo largo de la
direccio´n j (e.g. ∆vx = vxi+1/2 − vxi−1/2).
4. Viscosidad: ∆t4 = ∆
2
j /(4ν), con ν la viscosidad cinema´tica.
5. Resistividad: ∆t5 = ∆
2
j /(4η), con η la resistividad.
En la pra´ctica, cada nuevo mo´dulo fı´sico que se agregue al co´digo debera´ in-
cluir su correspondiente restriccio´n en el criterio CFL.
3.14. Integrador orbital
Ya que el co´digo FARGO3D fue escrito principalmente para el tratamiento de
problemas relacionados con planetas en o´rbita, incluye un integrador orbital, con
la posibilidad de simular un sistema de n cuerpos.
Para avanzar los sistemas planetarios, utilizamos un integrador de orden 5,
conocido como el me´todo de Cash-Karp (Cash y Karp, 1990). Este integrador se
basa en un me´todo de Runge-Kutta con paso de tiempo fijo, el cual esta´ gobernado
por la condicio´n CFL. Ya que la eleccio´n del paso de tiempo esta´ desacoplada de
la interaccio´n gravitatoria entre los cuerpos (o de la aceleracio´n intrı´nseca de
cada uno de ellos), este me´todo no puede ser adecuado para el tratamiento de
encuentros cercanos entre cuerpos, y en general la solucio´n obtenida para esta
clase de casos no sera´ buena.
Sin embargo, este integrador, y las soluciones alcanzadas, sera´n suficiente-
mente buenas para planetas suficientemente aislados, en los cuales las interac-
ciones de corto alcance no sean dominantes.
De todos modos, en caso de ser necesaria una mayor precisio´n durante un
encuentro cercano, se puede realizar un refinamiento del paso de tiempo, des-
acoplado de la condicio´n CFL, para capturar de forma ma´s adecuada las interac-
ciones gravitatorias entre los cuerpos.
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Tabla 3.1: Tabla de Butcher para el me´todo de Cash-Karp.
0
1/5 1/5
3/10 3/40 9/40
3/5 3/10 −9/10 6/5
1 −11/54 5/2 −70/27 35/27
7/8 1631/55296 175/512 575/13824 44275/110592 253/4096
37/378 0 250/621 125/594 0 512/1771
El mo´dulo de integracio´n orbital esta´ pra´cticamente desacoplado del resto del
co´digo, por lo que en caso de ser necesario, fa´cilmente se puede implementar otro
integrador.
Debajo detallamos el algoritmo utilizado para la construccio´n del integrador
orbital. La ecuacio´n diferencial que dicta la evolucio´n del sistema puede ser es-
crita como:
d~y
dt
= ~f (t, ~y), (3.76)
donde ~y es el vector de 6N componentes (N planetas con tres componentes de
velocidad y tres de posicio´n). La solucio´n aproximada al problema utilizando el
me´todo de Cash-Karp es:
~yn+1 = ~yn + h
6∑
i
bi~ki (3.77)
con ~ki = ~f
tn + cih,~yn + h 6∑
j=1
aij ~kj
, donde los coeficientes pueden encontrarse en
la tabla (3.1).
La fuerza ejercida por el gas sobre los planetas es evaluada una vez por paso
de tiempo hidrodina´mico, y es utilizada para actualizar las velocidades de los
planetas. Esta es evaluada de dos formas:
Por suma directa de la fuerza ejercida sobre todas las celdas
Removiendo antes de la suma, la parte axisime´trica de la densidad, obteni-
da luego de un promedio acimutal. Detalles sobre este punto pueden verse
en la seccio´n 7.3.4.
3.15. Suavizado de perfiles
Para algunos ca´lculos se hace necesaria la inclusio´n de funciones de corte, o
suavizado. En nuestra implementacio´n utilizamos esta clase de funciones en dos
circunstancias:
1. Crecimiento suave de la masa planetaria a fin de evitar perturbaciones fuer-
tes inicialmente.
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Figura 3.9: Rendimiento del integrador orbital para un paso de tiempo ∆t = 10−3Ω−1. Este es el
orden de magnitud del paso de tiempo devuelto por la condicio´n CFL para resoluciones mode-
radas (∼ 5122) y una extensio´n radial que incluya las resonancias de movimientos medios 1:2,2:1
con el planeta. Puede verse que el error relativo cometido es bastante bajo, por lo que es espe-
rable una solucio´n razonablemente buena para el problema orbital, sobre todo si la variacio´n de
energı´a debida a los torques del disco es o´rdenes de magnitud ma´s grande.
2. Exclusio´n de la fuerza gravitatoria de una determinada regio´n alrededor del
planeta, conocida como radio de Hill o lo´bulo de Roche.
En todos los casos decidimos utilizar funciones trigonome´tricas que unieran
los estados inicial y final de forma suave y con derivada continua nula.
El primero de los items anteriores es importante en el sentido de que permi-
te obtener resultados bastante ma´s limpios sin necesidad de esperar a que las
fuerzas disipativas, como la viscosidad, suavicen las perturbaciones transitorias
generadas por un planeta masivo. Para minimizar este efecto, utilizamos una fun-
cio´n de la forma:
Mp(t) =

1
2
[
1− cos
(
pit
τm
)]
si t < τm
1 si t ≥ τm
El segundo de los items es importante cuando la masa del disco circumplane-
tario es significativa y no es considerada la autogravedad. En estos casos, aparece
una discrepancia entre la fuerza neta que deberı´a sentir el sistema planeta+disco
circumplanetario, los cuales son un sistema ligado, y la que realmente siente. Ası´,
este es un problema de inconsistencia en el tratamiento de las fuerzas.
Para mitigar esta discrepancia sin necesidad de utilizar autogravedad, una
funcio´n de corte debe aplicarse en torno al planeta, que limite la fuerza que hace
el gas que forma parte del disco circumplanetario sobre el mismo planeta (Crida
et al., 2009). Se calcula que excluir la masa contenida dentro de ∼ 0,5rH , con rH el
radio de Hill del planeta5, permite obtener resultados satisfactorios. En nuestra
5Definido como rH = rp
(
mp/3M∗
)1/3
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Figura 3.10: Gra´fico de las funciones de suavizado o corte utilizadas en nuestra implementacio´n.
En rojo se ve la gra´fica de la funcio´n y en azul se observa la derivada nume´rica de dicha funcio´n.
Puede verse que ambas tienen derivada bien definida en todo el intervalo, es decir, son funciones
suaves.
implementacio´n, la funcio´n de corte utilizada es:
f (|~r − ~rp|) =

0 si |~r − ~rp| < rH /2
sin2
[
pi
( |~r − ~rp|
rH
− 1
2
)]
si rH /2 ≤ |~r − ~rp| < rH
1 si rH /2 ≤ |~r − ~rp| ≥ rH
con rp es la posicio´n del planeta.
En la Fig. 3.10 puede verse la forma de las funciones de corte utilizadas, con
su derivada nume´rica incluida. En ambos casos se ve que las funciones utilizadas
son suaves y derivables en todo el dominio. En la Fig. 3.11 se observa una com-
paracio´n entre dos simulaciones de un planeta embebido en un disco de gas. En
el panel de la izquierda se coloca al planeta con su masa final, igual a la masa de
Ju´piter, como condicio´n inicial, mientras que en el panel de la derecha vemos lo
mismo pero con un planeta que aumenta su masa gradualmente.
3.16. Algoritmo FARGO y adveccio´n orbital
En esta seccio´n presentaremos un algoritmo que permite incrementar de for-
ma significativa el paso de tiempo en una simulacio´n hidrodina´mica de un disco
protoplanetario.
Durante la fase de transporte, se presentan dos problemas importantes:
1. Una velocidad de fondo uniforme y grande, sobre la cual se pueden desa-
rrollan perturbaciones, limita el paso de tiempo permitido de forma consi-
derable (ver seccio´n 3.13).
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τm =0 τm =20pi
Figura 3.11: Simulacio´n de un planeta de masa igual a la masa de Ju´piter en un disco de gas. En la
mitad izquierda se observa una simulacio´n en la que el planeta es depositado instanta´neamente
en el disco. En la mitad derecha, se observa una imagen en el mismo instante de tiempo (t =
20piΩ−1 = 10 o´rbitas) pero con un crecimiento suave de la masa. Las diferencias sos importantes,
siendo mucho ma´s limpia la simulacio´n en la que la masa crece suavemente.
2. Los errores de truncamiento dependen del marco de referencia (Robertson
et al., 2010).
El primer problema, radica en el hecho de que el criterio CFL presenta una
condicio´n de la forma ∆t < ∆/ |V + Cs|, lo cual es un requisito para evitar que
ondas propaga´ndose en el medio a la velocidad del fluido atraviesen mas de una
celda en un paso de tiempo, lo cual parece inevitable si no estamos en un marco
de referencia comovil con el fluido.
El segundo problema guarda una relacio´n con el primero. Los errores nume´ri-
cos que se producen al resolver las ecuaciones, dependen del nu´mero de actua-
lizaciones que se realizan. Ası´, de dos simulaciones con un paso de tiempo dife-
rente, la que tenga el paso ma´s pequen˜o realizara´ una nu´mero mayor de actuali-
zaciones para llegar a un tiempo determinado.
En la Fig. 3.12 se muestra un ejemplo de los problemas mencionados. La si-
mulacio´n corresponde con el desarrollo de una inestabilidad conocida como ines-
tabilidad de Kelvin-Helmholtz (ver capı´tulo 4 para detalles). En el panel a, se
muestra el perfil de densidad a un cierto tiempo. La simulacio´n para este caso
se realizo´ en una caja en reposo respecto del observador. En el panel b, se mues-
tra la misma simulacio´n, en el mismo instante de tiempo, pero realizada en una
caja con una gran velocidad hacia la derecha. El tiempo necesario para resolver
el panel b fue muy superior al necesario para el a. De hecho, si la velocidad de
fondo tiende a infinito, el tiempo de integracio´n tambie´n lo hara´, ya que el paso
de tiempo tiende a cero. Adema´s, se observa el reconocible efecto de los errores
de truncamiento, expresados en forma de difusio´n nume´rica. Claramente existe
una diferencia en la calidad de los detalles entre el panel a y b, au´n cuando el
sistema fı´sico es el mismo.
Masset (2000) mostro´ que ambos problemas pueden ser resueltos de forma
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Figura 3.12: Simulacio´n de la inestabilidad de Kelvin-Helmholtz para el caso de una caja en repo-
so (a), una caja en movimiento hacia la derecha a una gran velocidad (b), y la misma simulacio´n
b, pero utilizando el algoritmo de adveccio´n orbital FARGO (c). Los errores de truncamiento,
traducidos en difusio´n nume´rica, son evidentes en la simulacio´n (b).
muy sencilla si se descompone a la velocidad en una parte uniforme, llamada
velocidad de fondo, y una velocidad residual.
Para simplificar la presentacio´n del me´todo, consideremos la ecuacio´n de ad-
veccio´n monodimensional a lo largo de la direccio´n x:
∂Q
∂t
+
∂ (Qv)
∂x
= 0, (3.78)
donde v es la velocidad del fluido. Realicemos la descomposicio´n de v en dos
te´rminos, de la forma:
v(x) = v0 + δv(x), (3.79)
donde δv(x) es todo apartamiento de v respecto de v0, la cual asumimos como
constante6. Con esta descomposicio´n (3.78) puede ser escrita como:
∂Q
∂t
+ v0
∂Q
∂x
+
∂ (Qδv)
∂x
= 0. (3.80)
Utilizando la te´cnica del operador splitting (ver seccio´n 3.8), es posible resolver
(3.80) en dos pasos:
∂Q
∂t
+ v0
∂Q
∂x
= 0 (3.81)
∂Q
∂t
+
∂ (Qδv)
∂x
= 0. (3.82)
La ecuacio´n (3.82) se resuelve utilizando los me´todos vistos anteriormente pa-
ra adveccio´n no lineal (ver seccio´n 3.12). La ecuacio´n (3.82) es una ecuacio´n de
6Notar que esto no es una eleccio´n particular.
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Figura 3.13: Esquema de adveccio´n lineal, en el cual un perfil inicial se propaga de forma inalte-
rada una cantidad v0∆t.
adveccio´n con velocidad constante, la cual tiene solucio´n analı´tica exacta:
Q(x, t +∆t) =Q(x − v0∆t, t), (3.83)
lo cual significa que la cantidad Q avanzada en el tiempo es Q en el tiempo an-
terior, pero en otra posicio´n. Es decir, para avanzar la cantidad Q en el tiempo,
alcanza con realizar un simple corrimiento de e´sta en el espacio (ver Fig. 3.13).
En la pra´ctica, la cantidad v0∆t no es una cantidad entera de celdas, por lo
que el corrimiento debe hacerse en dos partes. Primero, se determina el nu´mero
entero de celdas que hay que desplazar la solucio´n:
N = parte entera de
(
v0∆t
∆x
+
1
2
)
, (3.84)
lo cual es el entero ma´s pro´ximo al nu´mero continuo de celdas a desplazar. La
velocidad asociada a este desplazamiento es:
vshift =
N∆x
∆t
(3.85)
Ası´, la solucio´n para Q debido al corrimiento sera´:
Qn+1i =Q
n(xi − vshift∆t) =Qn(xi −N∆x) =Qni−N , (3.86)
lo cual si Q es perio´dico, corresponde con una simple permutacio´n.
Luego, se define la velocidad residual como:
δvshift = v
0 − vshift = v0 −N ∆X∆t , (3.87)
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y se resuelve
∂Q
∂t
+
∂ (Qδvshift)
∂x
= 0, (3.88)
utilizando los me´todos de adveccio´n ya presentados.
Hasta aquı´ parecerı´a que no se gano´ nada. Sin embargo, hay que observar que
el corrimiento del perfil se hace de forma exacta, por lo que no se introducen
errores nume´ricos.
La u´nica fuente de error en este algoritmo proviene de los pasos de advec-
cio´n no constante. Por otro lado, y lo ma´s importante, es que hacer un simple
corrimiento no requiere condicio´n de estabilidad alguna.
Por este motivo, ya que la velocidad de fondo era la velocidad dominante en el
problema, luego de la descomposicio´n y adveccio´n lineal, la velocidad que debe
ser considerada para el criterio CFL es ma´s pequen˜a. Por construccio´n, δvshift∆t <
1/2, por lo esta velocidad tampoco debe ser tenida en cuenta para el criterio de
estabilidad.
Por lo tanto, la velocidad que se utiliza para evaluar la condicio´n de estabili-
dad es δv, la cual en la mayorı´a de los casos pra´cticos es mucho menor que v. En
el panel c de la Fig. 3.12 puede verse la ganancia con este me´todo.
En particular, en el caso planetario, v corresponde con la velocidad acimutal,
pra´cticamente Kepleriana. Dada la velocidad v, hay muchos me´todos posibles
para calcular v0. Matema´ticamente, la solucio´n o´ptima es la que minimiza la dis-
tancia ma´xima, dada por:
v0jk =
1
2
[
max(vijk)−min(vijk)
]
, (3.89)
donde el ma´ximo y el mı´nimo deben ser considerados sobre todo i para j,k fijos,
con i, j,k los ı´ndices de la malla. Otra eleccio´n posible para la velocidad v0 es el
promedio aritme´tico de la v, el cual es el me´todo que utilizan todas las imple-
mentaciones de este algoritmo hasta la fecha (Masset, 2000; Mignone et al., 2012;
Kley et al., 2009; Stone y Gardiner, 2010)
v0jk =
1
N
N∑
i=0
vijk . (3.90)
Por u´ltimo, si el disco no esta´ demasiado perturbado, adoptar la velocidad
Kepleriana corregida por el gradiente de presio´n como v0 tambie´n serı´a una po-
sibilidad (ver ecuacio´n 2.7).
3.16.1. Correccio´n al criterio CFL
En el caso de discos keplerianos delgados, en los que el nu´mero de Mach es
muy grande, o dicho de otro modo, h = cs/vK  1, la gran velocidad orbital es la
que limita el paso de tiempo, por medio de la condicio´n CFL. Por lo tanto, con la
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te´cnica de adveccio´n orbital, el paso de tiempo puede incrementarse en un factor
h−1 ∼ 10 para perturbaciones pequen˜as.
Sin embargo, una condicio´n limitante adicional debe ser considerada a fin de
mantener la consistencia entre celdas de anillos conce´ntricos vecinos. Esta con-
dicio´n consiste en evitar que dos celdas vecinas correspondientes a anillos conti-
guos se desconecten fı´sicamente de un paso de tiempo al siguiente como motivo
de una adveccio´n lineal descontrolada.
Una celda localizada a un radio r, por la adveccio´n, en un paso de tiempo se
desplaza una cantidad angular δϕ(r) = vφ(r)δt/r. Por lo tanto, la condicio´n de
que dos celdas vecinas radialmente se mantengan conectadas luego de un paso
de tiempo es:
|δϕ(r + dr)− δϕ(r)| < ∆ϕ, (3.91)
con∆ϕ la separacio´n angular entre todas las celdas de la malla. En forma discreta,
el criterio es:
∆t
∣∣∣∣∣∣vφjrj −
vφj+1
rj+1
∣∣∣∣∣∣ < ∆ϕ. (3.92)
Por lo tanto, el criterio de conectividad entre celdas es:
∆tf = C
∣∣∣∣∣∣ vφj∆ϕrj −
vφj+1
∆ϕrj+1
∣∣∣∣∣∣−1 , (3.93)
con C una constante menor que la unidad.
En un disco Kepleriano, la velocidad limitante luego de la implementacio´n
de la adveccio´n orbital es la velocidad del sonido, con paso de tiempo asociado
∆tcs = r∆ϕ/cs.
Veamos en que caso el paso de tiempo encontrado es inferior al lı´mite im-
puesto por la velocidad del sonido. La ecuacio´n (3.93) es equivalente a su versio´n
diferencial, en la forma:
∆tf = C
∣∣∣∣∣dΩ(r)∆ϕ
∣∣∣∣∣−1 = C ∣∣∣∣∣ 3Ω2r∆ϕdr
∣∣∣∣∣−1 , (3.94)
por lo tanto, para que el tiempo encontrado sea inferior al tiempo impuesto por
la velocidad del sonido (∆tf < ∆tcs), debe satisfacerse:
∆r >
2
3
H, (3.95)
lo cual, como se vio en el capı´tulo 2, es la escala de presio´n del disco, funda-
mental para el estudio de las resonancias de Lindblad. Ası´, esta longitud siempre
debera´ estar resuelta con un nu´mero suficiente de celdas. Por lo tanto, en los casos
pra´cticos, esta condicio´n no es un limitante para el paso de tiempo.
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3.17. MagnetoHidrodina´mica
En esta seccio´n explicaremos los algoritmos utilizados para la implementa-
cio´n de la MHD.
Para evolucionar el campo magne´tico es necesario resolver la ecuacio´n de in-
duccio´n, aunque tambie´n debe considerarse el acople del campo magne´tico con
el fluido a trave´s de la Fuerza de Lorentz.
El primer requisito del me´todo a utilizar es que debe mantener la divergencia
del campo magne´tico nula durante todo el tiempo de integracio´n. Hay muchos
me´todos que permiten esto, por ejemplo, resolviendo para el potencial vector A
en vez del campo magne´tico en si mismo. Otro me´todo popular es agregar una
correccio´n luego de cada paso de tiempo (o cada algunos) que se encargue de
limpiar los excesos de divergencia que pudieran crearse.
Nosotros adoptamos el Me´todo de caracterı´sticas (CT) desarrollado por Evans y
Hawley (1988), el cual asegura que la divergencia del campo magne´tico se man-
tenga constante a precisio´n de ma´quina a lo largo del tiempo de integracio´n.
Otra dificultad que surge al considerar el campo magne´tico es la existencia de
una nueva familia de ondas a considerar. En efecto, el campo magne´tico es capaz
de soportar ondas transversales incompresibles, las cuales son muy diferentes al
caso hidrodina´mico, en donde so´lo existen las ondas compresivas.
Estas nueva familia de ondas podrı´an ser resueltas utilizando los mismos al-
goritmos que utilizamos para la hidrodina´mica, sin embargo Stone y Norman
(1992b) mostraron que los algoritmos esta´ndar de la hidrodina´mica producen
errores grandes en la relacio´n de dispersio´n para estas ondas.
A fin de resolver este inconveniente, Stone y Norman (1992b) desarrollaron un
me´todo de caracterı´sticas ma´s sofisticado (MOC7), el cual utiliza la informacio´n
de la propagacio´n de las ondas de Alfve´n (a lo largo de las curvas caracterı´sticas
de estas ondas) para reconstruir las cantidades por medio de un me´todo upwind
o corriente arriba, ana´logo al caso hidrodina´mico (ver seccio´n 3.12).
La forma de conectar ambos me´todos, CT+MOC, es detallada en extenso por
Hawley y Stone (1995), y es el me´todo que seguiremos en nuestra implementa-
cio´n.
3.17.1. Transporte restringido (CT)
La idea del me´todo CT de Evans y Hawley (1988) es asegurar que la divergen-
cia del campo magne´tico se mantenga constante a lo largo del tiempo a precisio´n
de ma´quina, por medio de una formulacio´n conservativa para su flujo.
Para lograr esto, se utilizan las fuerzas electromotrices como campos auxilia-
res intermedios.
7Method of characteristics
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La forma integral de la ecuacio´n de induccio´n es:
∂F B
∂t
=
∫
∂S
(
~v × ~B− η∇× ~B
)
.d~l, (3.96)
donde F B es el flujo magne´tico a trave´s de la superficie S limitada por ∂S. Una
aproximacio´n discreta para el flujo a lo largo de cada direccio´n es:
F BX i+1/2jk = BXi+1/2jkSi+1/2jk
F BY ij+1/2k = BY ij+1/2kSij+1/2k
F BZ ijk+1/2 = BZijk+1/2Sijk+1/2. (3.97)
El me´todo para satisfacer la conservacio´n del flujo esta´ basado en el ca´lculo
de la variacio´n temporal del flujo mismo, a partir de las fuerzas electromotrices
(EMF), definidas como ~ε = ~v × ~B.
Las componentesX, Y y Z de las EMF esta´n definida en el medio de las aristas,
a lo largo de la direccio´n X, Y y Z (ver Fig. 3.1):
εXij+1/2k+1/2 = − (vYBZ − vZBY )∗ij+1/2k+1/2∆Xij+1/2k+1/2
εYi+1/2jk+1/2 = − (vZBX − vXBZ)∗i+1/2jk+1/2∆Y i+1/2jk+1/2 (3.98)
εZi+1/2j+1/2k = − (vXBY − vYBX)∗i+1/2j+1/2k∆Zi+1/2j+1/2k ,
donde el sı´mbolo ∗ significa que el interior del pare´ntesis debe estar correctamen-
te centrado en espacio y tiempo, al igual que se hizo en el ca´lculo de los flujos en
la etapa del transporte hidrodina´mico (ver seccio´n 3.12), lo cual se discutira´ ma´s
adelante (ver seccio´n 3.17.2).
Con estas definiciones, la evolucio´n del flujo puede calcularse:
F BX n+1i+1/2jk −F BX
n
i+1/2jk
∆t
= εYi+1/2jk+1/2∆Yi+1/2jk+1/2 (3.99)
− εYi+1/2jk−1/2∆Yi+1/2jk−1/2
− εZi+1/2j+1/2k∆Zi+1/2j+1/2k
+ εZi+1/2j−1/2k∆Zi+1/2j−1/2k .
El resto de relaciones se puede obtener por permutacio´n circular de los ı´ndices:
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X→ Y → Z→ X, i→ j→ k→ i:
F BY n+1ij+1/2k −F BY
n
ij+1/2k
∆t
= − εXij+1/2k+1/2∆Xij+1/2k+1/2 (3.100)
+ εXij+1/2k−1/2∆Xij+1/2k−1/2
+ εZi+1/2j+1/2k∆Zi+1/2j+1/2k
− εZi−1/2j+1/2k∆Zi−1/2j+1/2k
F BZ n+1ijk+1/2 −F BZ
n
ijk+1/2
∆t
= − εYi+1/2jk+1/2∆Y i+1/2jk+1/2 (3.101)
+ εYi−1/2jk+1/2∆Y i−1/2jk+1/2
+ εXij+1/2k+1/2∆Xij+1/2k+1/2
− εXij−1/2k+1/2∆Xij−1/2k+1/2.
La conservacio´n de la divergencia de B es:
d
dt
∇.~B = 0 −→ dF
B
dt
= 0, (3.102)
Ası´, sumando (3.99), (3.100) y (3.101), se prueba que la divergencia de B se con-
serva para todo t. Por lo tanto, si la divergencia del campo inicial es nula, esta se
mantendra´ nula para todo tiempo futuro.
Si bien este me´todo asegura la conservacio´n de ∇.~B, en la demostracio´n nunca
se especifico´ algu´n me´todo para el ca´lculo de las EMF. Por lo que en principio,
podrı´amos utilizar cualquier valor para actualizar B y su divergencia seguirı´a
siendo nula. Por lo tanto, una aclaracio´n importante debe hacerse: so´lo mantener
la divergencia del campo magne´tico en niveles nulos o razonables, no implica en
absoluto que la MHD sea bien resuelta.
El capı´tulo que sigue trata sobre el me´todo para estimar de forma apropiada
y suficientemente precisa las EMF’s.
3.17.2. Me´todo de caracterı´sticas
En la seccio´n anterior vimos que para el ca´lculo de flujo magne´tico, es necesa-
rio calcular las EMFs centradas en el tiempo n+1/2, por lo que una extrapolacio´n
debe hacerse para v,B. Por otro lado, debido a que el centrado de las EMFs no
coincide con el de los campos involucrados en su ca´lculo, una interpolacio´n es-
pacial tambie´n es necesaria.
Ambos procedimientos bien podrı´an ser realizados, como ya se discutio´ en la
seccio´n 3.12, mediante un me´todo upwind como los utilizados en hidrodina´mica,
sin embargo, es sabido que esto no arroja resultados satisfactorios ma´s alla´ de
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problemas dominados principalmente por adveccio´n Stone y Norman (1992b).
El me´todo de las caracterı´sticas, entonces, consiste en extrapolar en tiempo
los campos a lo largo de las caracterı´sticas de de Alfve´n a fin de reconstruir las
cantidades deseadas. Para ello, se utiliza informacio´n de las ondas generadas en
cada celda. Para la formulacio´n de este me´todo se desprecian los te´rminos resis-
tivos en la ecuacio´n de induccio´n, los cuales no contribuyen a la propagacio´n de
ondas.
En el formalismo del MOC, el operador ∗ se distribuye hacia todas las compo-
nentes:
εZ
n+1/2
i+1/2j+1/2k = −
(
v∗Xi+1/2j+1/2kB
∗
Y i+1/2j+1/2k − v∗Y i+1/2j+1/2kB∗Xi+1/2j+1/2k
)
,
donde los valores ∗ se calculan utilizando un me´todo corriente arriba con veloci-
dad de propagacio´n dada por las caracterı´sticas de Alfve´n.
Para encontrar estas nuevas caracterı´sticas, las cuales son propias de ondas
transversales incompresibles, escribimos las ecuaciones que deben satisfacer en
el caso ma´s sencillo 1.5D (considerando solo XY ).
Ası´, solo consideramos la ecuacio´n de momento con u´nico te´rmino fuente
igual a la fuerza de Lorentz, y la ecuacio´n de induccio´n. Aquı´ detallaremos los
ca´lculos para la componente Y , aunque lo mismo se hace para la componente X.
La ecuacio´n de momento e induccio´n juntas son:
∂vY
∂t
+ vX
∂vY
∂X
=
BX
µ0ρ
∂BY
∂X
, (3.103)
∂BY
∂t
+ vX
∂BY
∂X
= BX
∂vY
∂X
. (3.104)
Sumando y restando (µ0ρ)−1/2 veces la ecuacio´n (3.104) a la ecuacio´n (3.103), se
puede escribir al sistema como:
∂tψ± +C±∂Xψ± = 0, (3.105)
donde C± es la velocidad caracterı´stica, definida por:
C± = vX ∓ BX√µ0ρ , (3.106)
y donde el autovalor ψ± es:
ψ± = vY ± BY√µ0ρ . (3.107)
Es interesante notar que los autovalores ψ+ y ψ− se conservan a lo largo de las
caracterı´sticas C±.
La ecuacio´n (3.105) es conocida como la ecuacio´n de las caracterı´sticas de
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VYi VYi+1
V∗Yi+1/ 2
V−Y V+Y
BYi BYi+1
B∗Yi+1/ 2
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Figura 3.14: Diagrama espacio tiempo que muestra las caracterı´sticas de Alfve´n utilizadas para
extrapolar las componentes de la EMF, para el caso BX > 0, en particular, el campo magne´tico en
la direccio´n Y . En gris claro, a fin de evitar confusiones, se muestra el mismo procedimiento para
el campo de velocidad en la direccio´n Y . Ambos procedimientos son independientes.
Alfve´n. Una forma muy atractiva para escribir esta ecuacio´n es:
DvY
Dt
± 1√
4piρ
DBY
Dt
= 0, (3.108)
donde D/Dt se define como:
D
Dt
=
∂
∂t
+
vX ∓ BX√4piρ
 ∂∂X
Una vez encontrada la ecuacio´n de las caracterı´sticas, es posible obtener el valor
de ψ± en el tiempo n + 1/2, proyecta´ndolo hacia atra´s a lo largo de esta curva e
interpolando, de forma totalmente ana´loga a lo que se ilustro´ en la Fig 3.7, y con
los mismos me´todos que fueron utilizados en hidrodina´mica. La mayor diferencia
es que la velocidad caracterı´stica ya no es simplemente v y que ahora deben ser
consideradas dos de ellas para cada valor deseado.
Al igual que en hidrodina´mica, utilizamos el me´todo de van Leer para la MHD
(ver seccio´n 3.12.2). Este procedimiento se ilustra en la Fig. 3.14, lo cual es un caso
ma´s general de la Fig. 3.7.
Lo que se observa en esta figura, formalmente puede calcularse diferenciando
(3.108):
∆v ± 1√
µ0ρ
∆B = 0 (3.109)
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lo cual conduce a un par de ecuaciones para los valores ∗ buscados:
v∗ − v+ + 1√
µ0ρ
(B∗ −B+) = 0
v∗ − v− − 1√
µ0ρ
(B∗ −B−) = 0,
los sı´mbolos ± representan el valor del campo en el lugar desde donde los campos
parten, siguiendo la correspondiente caracterı´stica ±8.
Resolviendo el sistema de ecuaciones para las cantidades ∗, se tiene que:
v∗Y =
1
2
(ψ+ +ψ−) =
1
2
(
v+Y + v
−
Y +
B+Y −B−Y√
µ0ρ
)
(3.110)
B∗Y =
√
µ0ρ
2
(ψ+ −ψ−) = 12
[
B+Y +B
−
Y +
√
µ0ρ(v
+
Y − v−Y )
]
. (3.111)
En nuestras pruebas vimos que utilizar un reconstructor de bajo orden (por
ejemplo Donor cell) para los campos ± conduce a un suavizado excesivo del cam-
po magne´tico, por lo que me´todos de alto orden deben ser utilizados.
Por u´ltimo, a fin de evitar EMFs ano´malas cerca de discontinuidades rotacio-
nales del campo magne´tico, utilizamos los valores ∗ so´lo con los te´rminos que son
consistentes con ellos, los cuales son obtenidos por medio de un me´todo corriente
arriba, o estimacio´n advectada (Hawley y Stone, 1995).
Ası´, por ejemplo, la fuerza electromotriz Z es:
εZ =
1
2
(
v∗XBuY +B
∗
Y v
u
X − v∗YBuX −B∗XvuY
)
. (3.112)
donde u significa que el valor es obtenido mediante un me´todo corriente arriba.
Finalmente, el campo magne´tico es calculado sumando las EMF’s correspon-
dientes, multiplica´ndolas por el paso de tiempo correspondiente y dividiendo por
la superficie utilizada para calcular los flujos.
3.17.3. Te´rminos fuente
Para completar la actualizacio´n del campo magne´tico, hay que an˜adir la fuer-
za de Lorentz. Esta puede ser separada en dos te´rminos de naturaleza diferente.
Por ejemplo, para la actualizacio´n de vX en coordenadas cartesianas, se tiene que:
∂tvX =
1
µ0ρ
(BY∂YBX +BZ∂ZBX −BY∂XBY −BZ∂XBZ), (3.113)
en donde el te´rmino de tensio´n BX∂XBX que proviene de ~B.∇BX se cancelo´ con
un te´rmino de presio´n similar, proveniente de −∂XB2/2.
8Nota: ana´logo a la cantidad Q(x∗), inmediatamente posterior a la ecuacio´n 3.68.
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Los u´ltimos dos te´rminos del miembro derecho corresponden a la presio´n
magne´tica, y son agregados de la misma forma que la presio´n te´rmica, ya que
su comportamiento y efectos es pra´cticamente el mismo.
Un especial cuidado debe tenerse con los dos primeros. Nuevamente, para
evaluar estos te´rminos hay que centrarlos en tiempo y en espacio hacia lugares en
los cuales no esta´n definidos. Esto debe hacerse con especial cuidado para estos
te´rminos porque son los que introducen la fı´sica transversal al problema, y son
la razo´n de toda la complicacio´n adicional existente en los algoritmos para la
resolucio´n de la MHD.
Esto se hace utilizando nuevamente el me´todo de las caracterı´sticas:
vcXi−1/2jk − vbXi−1/2jk
∆t
=
2
ρijk + ρi−1jk
× (3.114)BY B∗Xi−1/2j+1/2k −B∗Xi−1/2j−1/2k∆Yi−1/2k +
BZ
B∗Xi−1/2jk+1/2 −B∗Xi−1/2jk−1/2
∆Zi−1/2j
 ,
donde se puso de forma explı´cita el hecho de que la actualizacio´n de la velocidad
es parcial, de b→ c. Para el caso de la actualizacio´n del momento, no es necesario
calcular el valor del campo magne´tico BY y BZ mediante un me´todo corriente
arriba, ya que en esta etapa no ocurren actualizaciones cruzadas. Por esta razo´n,
simplemente alcanza con calcular el promedio aritme´tico de cuatro cantidades
adyacentes.
Para el me´todo de caracterı´sticas empleado en esta parte, una u´ltima consi-
deracio´n debe hacerse. La actualizacio´n de la velocidad en la forma dada por
la ecuacio´n 3.114 es en el marco de referencia comovil con el fluido (ya que es
un paso independiente al transporte), por lo que la velocidad caracterı´stica es
simplemente ±BX/√µ0ρ (se quito´ la velocidad del fluido). Esto es lo que en la
literatura se define como un paso lagrangiano (Hawley y Stone, 1995).
Cuando la geometrı´a no es cartesiana, aparecen nuevos te´rminos fuente que
deben ser tenidos en cuanta, como se hizo con los te´rminos geome´tricos para la
velocidad en el caso hidrodina´mico.
Estos son:
Caso cilı´ndrico:
∂tvφ =
1
µ0ρ
BrBφ
r
(3.115)
∂tvr = − 1µ0ρ
B2φ
r
(3.116)
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Caso esfe´rico:
∂tvφ =
1
µ0ρ
BrBφ +BθBφ cotθ
r
(3.117)
∂tvr = − 1µ0ρ
B2φ +B
2
θ
r
(3.118)
∂tvθ =
1
µ0ρ
BrBθ −B2φ cotθ
r
(3.119)
Estos te´rminos son completamente ana´logos a los te´rminos de curvatura que apa-
recen al expandir el operador (~v · ∇) en las ecuaciones de Euler.
3.17.4. Te´rminos resistivos
Agregar el te´rmino resistivo correspondiente a la difusio´n O´hmica es muy
sencillo.
Una vez realizado el ca´lculo del te´rmino ~v×~B para obtener las EMFs, se agrega
de forma directa el te´rmino η∇ × ~B, donde ~B es el campo original (ver ecuacio´n
3.5).
∇×B debe ser calculado en cada sistema de coordenadas, y un cuidado especial
debe tenerse al an˜adir dichos te´rminos en nuestro co´digo. La orientacio´n de las
ternas de coordenadas no es constante de un sistema de coordenadas a otro.
En coordenadas cartesianas, la terna es derecha, en cilı´ndricas es a izquierda
y en esfe´ricas, por una doble permutacio´n de las componentes es nuevamente
derecha.
Krapp y Benı´tez Llambay (2015) implementaron te´rminos no ideales conoci-
dos como efecto Hall y difusio´n ambipolar en el co´digo, los cuales son dos efectos
que aparecen al considerar la fuerza de arrastre en electrones, iones y neutros.
La ecuacio´n de induccio´n incluyendo todos los te´rminos resistivos es:
∂~B
∂t
= ∇×
(
~v × ~B
)
−∇×
(
ηO~J + ηH~J × Bˆ+ ηA~J⊥
)
, (3.120)
donde ~J =
1
µ0
∇× ~B y ~J⊥ es la corriente perpendicular a ~B. Ası´, la EMF correspon-
diente a los te´rminos resistivos es:
ε = ηO~J + ηH~J × Bˆ+ ηA~J⊥, (3.121)
lo cual puede sumarse de forma directa a la EMF correspondiente al te´rmino ~v×~B.
Para todos los casos se observo´ que una aproximacio´n muy simple en diferen-
cias finitas es suficiente, aunque un especial cuidado debe tenerse con el te´rmino
de Hall, el cual es inestable con esta implementacio´n. Sin embargo, mediante la
utilizacio´n de un me´todo semi-implı´cito descrito por Bai (2014) se obtuvieron
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resultados satisfactorios.
3.17.5. Adveccio´n orbital del campo magne´tico
En esta seccio´n discutiremos la implementacio´n del algoritmo de adveccio´n
orbital (ver seccio´n 3.16) a la ecuacio´n de induccio´n magne´tica.
La generalizacio´n de este algoritmo a la MHD fue realizada en una primer
instancia por Johnson et al. (2008). Posteriormente, un me´todo que generaliza el
me´todo CT fue realizado por Stone y Gardiner (2010).
Como en hidrodina´mica, el algoritmo de adveccio´n orbital para la MHD con-
siste en separar las ecuaciones en su versio´n dependiente de δv y de v0, que en el
caso Kepleriano, corresponde con la velocidad orbital, la cual tiene componente
exclusivamente acimutal y es axisime´trica.
Los te´rminos correspondientes a δv se resuelven de la forma esta´ndar, como
se explico´ en las secciones anteriores.
Luego de la separacio´n, la ecuacio´n de induccio´n que debe resolverse es:
∂t~B−∇× (~v0 × ~B) = 0, (3.122)
En el caso bidimensional cartesiano, la ecuacio´n (3.122) es:
∂tBX + v0∂XBX = qBY (3.123)
∂tBY + v0∂XBY = 0,
donde q = ∂Y v0 y donde se utilizo´ el hecho ∇ · ~B = 0 en la primer ecuacio´n.
La solucio´n de este sistema puede ser escrita como:
BX(x, t) = BX(x − v0t,0) +
∫ t
0
q(t′)BY (x, t′)dt′ (3.124)
BY (x, t) = BY (x − v0t,0), (3.125)
Utilizando (3.125) y que q(t) es constante durante un paso de tiempo, puede es-
cribirse que:
BX(x, t) = BX(x − v0t,0) + qtBY (x − v0t,0) (3.126)
BY (x, t) = BY (x − v0t,0). (3.127)
Para cualquier intervalo de tiempo ∆t, se define el siguiente promedio:
Ez(x, t,∆t) =
1
∆x
∫ x
x−v0∆t
v0BY (s, t)ds, (3.128)
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donde ∆x = v0∆t. Derivando (3.128) respecto de x, se tiene que:
∂xEz(x, t,∆t) =
1
∆x
v0
[
By(x, t)−By(x − vo∆t, t)
]
, (3.129)
lo cual puede ser reescrito utilizando la ecuacio´n (3.125) como:
∂xEz(x, t,∆t) = − 1∆t
[
By(x, t +∆t)−By(x, t)
]
. (3.130)
De forma similar:
∂yEz(x, t,∆t) =
1
∆x
∫ x
x−v0∆t
qBy(s, t)ds − 1∆t [Bx(x, t)−Bx(x −∆x, t)] , (3.131)
donde se utilizo´ ∇· ~B = 0. Utilizando la ecuacio´n (3.124), este resultado puede ser
escrito como:
∂yEz(x, t,∆t) =
1
∆x
∫ x
x−∆x
q(t)By(s, t)ds+
1
∆t
∫ t+∆t
t
q(t′)By(x, t′)dt′
+
1
∆t
[Bx(x, t +∆t)−Bx(x, t)] . (3.132)
Es simple demostrar que las integrales cancelan durante un paso de tiempo, en
donde q(t) es constante:
1
∆t
∫ t+∆t
t
q(t′)By(x, t′)dt′ =
q
∆t
∫ t+∆t
t
By(x − v0t′, t)dt′
= − q
∆tv0
∫ x
x−v0∆t
By(s, t)ds
= − q
∆x
∫ x
x−∆x
By(s, t)ds (3.133)
Ası´, en un paso de tiempo, el promedio espacial de las cantidades corriente
arriba coincide con el promedio temporal de la misma cantidad:
1
∆x
∫ x−∆x
x
By(s, t)ds =
1
∆t
∫ t+∆t
t
By(x, t
′)dt′, (3.134)
por lo que:
∂yEz(x, t,∆t) =
1
∆t
[Bx(x, t +∆t)−Bx(x, t)] . (3.135)
Ası´, las ecuaciones (3.130) y (3.135) dicen que el promedio de las EMFs puede
ser utilizado para obtener el valor exacto de la variacio´n del campo magne´tico,
sin importar que tan grande sea ∆t. Por lo tanto, calcular la integral (3.128) sobre
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Factor Cartesiano Cilı´ndrico Esfe´rico
s
j
x(j) Ymax −Ymin Ymax −Ymin 12 (Y 2max −Y 2min)
skx(k) Zmax −Zmin Zmax −Zmin Zmax −Zmin
s
j
y(j) 1 Ymin∆x Y
2
min∆x
sky(k) ∆x(Zmax −Zmin) Zmax −Zmin cos(Zmin)− cos(Zmax)
s
j
z(j) ∆x(Ymax −Ymin) 12∆x(Y 2max −Y 2min) 12∆x(Y 2max −Y 2min)
skz (k) 1 1 sin(Zmin)
Vj (j)−1 (Ymax −Ymin)−1 2/[(Y 2max −Y 2min)∆x] 3/[(Y 3max −Y 3min)∆x]
Tabla 3.2: Coeficientes utilizados para los ca´lculos geome´tricos en las tres geometrı´as implemen-
tadas. El significado de las coordenadas X, Y y Z esta´ de acuerdo a las convenciones especificadas
a lo largo de este capı´tulo.
la longitud ∆X = v0∆t permite obtener la variacio´n del campo magne´tico.
Solo las componentes Y y Z del campo magne´tico no se anulan. Ya que v0 no
esta´ centrada en la misma posicio´n, un promedio es necesario.
A diferencia de la adveccio´n orbital hidrodina´mica, en este caso es necesario
calcular los promedios. La mayorı´a de ellos se cancelan, lo cual produce un sim-
ple corrimiento de ı´ndices. En los casos donde el corrimiento no representa un
nu´mero entero de ı´ndices, la EMF sobre el arco residual se evalu´a utilizando el
me´todo PPA (ver seccio´n 3.12.3).
3.18. Coeficientes geome´tricos
A lo largo de las integraciones nume´ricas se hace necesaria la utilizacio´n de
cantidades geome´tricas, como ser longitudes, superficies y volu´menes. A fin de
controlar el consumo de memoria de esta informacio´n, lo cual es muy importante
en la versio´n GPU del co´digo, definimos unos arreglos monodimensionales con
informacio´n geome´trica relevante y utilizamos el producto de ellos para obtener
superficies y volu´menes. A continuacio´n describimos como se calculan las super-
ficies a partir de los arreglos mostrados en la Tabla 3.2
Superficies
Sx(j,k) = s
j
x(j)skx(k) (3.136)
Sy(j,k) = s
j
y(j)sky(k) (3.137)
Sz(j,k) = s
j
z(j)skz (k), (3.138)
donde SA(j,k) es la superficie en la cara inferior de la celda con ı´ndices (i, j,k),
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perpendicular a la direccio´n A, para todo ı´ndice i.
Volumen
V −1(j,k) =
Vj(j)−1
sky(k)
, (3.139)
donde V es el volumen de la celda.
3.19. Tensor viscoso
Por completitud incluimos la expresio´n expandida del tensor viscoso en las
tres geometrı´as utilizadas (ver Tassoul, 1978).
Coordenadas cartesianas:
τij = −ρν
(
∂ivj +∂jvi − 23δij∇ · ~v
)
.
Coordenadas cilı´ndricas:
τφφ = −ρν
[
2
(1
r
∂φvφ +
ur
r
)
− 2
3
∇ · ~v
]
τrr = −ρν
(
2∂rvr − 23∇ · ~v
)
τzz = −ρν
(
2∂zvz − 23∇ · ~v
)
τφr = τrφ = −ρν
(
∂rvφ −
vφ
r
+
1
r
∂φvr
)
τrz = τzr = −ρν (∂rvz +∂zvr)
τφz = τzφ = −ρν
(
∂zvφ +
1
r
∂φvz
)
.
Coordenadas esfe´ricas:
τrr = −ρν
(
2∂rvr − 23∇ · ~v
)
τφφ = −ρν
[
2
( 1
r sinθ
∂φvφ +
vr
r
+
vθ cotθ
r
)
− 2
3
∇ · ~v
]
τθθ = −ρν
[
2
(1
r
∂θvθ +
vr
r
)
− 2
3
∇ · ~v
]
τφr = τrφ = −ρν
( 1
r sinθ
∂φvr +∂rvφ −
vφ
r
)
τrθ = τθr = −ρν
(
∂rvθ − vθr +
1
r
∂θvr
)
τφθ = τθφ = −ρν
[sinθ
r
∂θ
( vφ
sinθ
)
+
1
r sinθ
∂φvθ
]
.
Las componentes del tensor esta´n posicionadas en diferentes lugares. Los te´rmi-
nos diagonales se encuentran en los centros de celda, mientras que los te´rminos
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Figura 3.15: Posicio´n de las diferentes componentes del tensor viscoso.
cruzados esta´n en diferentes aristas. La posicio´n de cada te´rmino se muestra en
la Fig. 3.15.
Estas componentes se utilizan para actualizar la velocidad, al igual que se hizo
con los dema´s te´rminos fuente, como la presio´n y gravedad. La forma en que esto
se realiza se describe a continuacio´n:
Coordendas cartesianas:
∂tvi = −∂jτij .
Coordenadas cilı´ndricas:
∂tvφ = −1ρ
[ 1
r2
∂r(r
2τφr) +
1
r
∂φτφφ +∂zτφz
]
∂tvr = −1ρ
[1
r
∂r(rτrr) +
1
r
∂φτrφ −
τφφ
r
+∂zτrz
]
∂tvz = −1ρ
[1
r
∂r(rτrz) +
1
r
∂φτφz +∂zτzz
]
.
Coordenadas esfe´ricas:
∂tvφ = −1ρ
[ 1
r2
∂r(r
2τφr) +
1
r
∂θτφθ +
1
r sinθ
∂φτφφ +
τrφ
r
+
2τθφ cotθ
r
]
∂tvr = −1ρ
[ 1
r2
∂r(r
2τrr) +
1
r sinθ
∂θ(τrθ sinθ) +
1
r sinθ
∂φτrφ −
τθθ + τφφ
r
]
∂tvθ = −1ρ
[ 1
r3
∂r(r
3τrθ) +
1
r sinθ
∂θ(τθθ sinθ) +
1
r sinθ
∂φτθφ −
τφφ cotθ
r
]
.
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3.20. Diagrama de flujo
En esta seccio´n incluimos un diagrama de flujo del co´digo en su estado actual,
el cual permite entender de forma simple co´mo se relacionan las diferentes partes
de los algoritmos explicados durante todo este capı´tulo.
Por simplicidad y por motivos de espacio, el diagrama se divide en dos. En
la Fig. 3.16 se muestra el diagrama de flujo correspondiente al sector de inicia-
lizacio´n del co´digo, mientras que en la Fig. 3.17 se muestra el diagrama corres-
pondiente a lo que denominamos una actualizacio´n completa, es decir, un lazo
magnetohidrodina´mico completo, desde que entran los campos iniciales, hasta
que salen avanzados en un tiempo t + dt.
3.20.1. Inicializacio´n
Describimos la Fig. 3.16. El co´digo comienza con una etapa de inicializacio´n,
en do´nde se interpretan todas las caracterı´sticas que el usuario desea del co´digo y
las condiciones iniciales del problema. En particular, en una etapa temprana de la
ejecucio´n, se obtienen todos los para´metros fı´sicos correspondientes al problema
deseado, se realiza la particio´n de la malla mediante el algoritmo descripto en la
seccio´n 3.9 y se reserva toda la memoria necesaria para el problema.
Posteriormente se toma una decisio´n. Si se desea resimular una simulacio´n
previa. En caso positivo, se leen los datos del disco duro; caso contrario, se gene-
ran condiciones iniciales a partir de los archivos de configuracio´n del problema
en cuestio´n. Una vez que esta´ todo el problema iniciado, se realiza una comuni-
cacio´n, la cual corresponde con una sincronizacio´n con datos actualizados entre
todas las CPU’s de los nodos vecinos.
Luego de la sincronizacio´n, se escribe en disco toda la informacio´n del pro-
blema, incluyendo los campos hidrodina´micos primitivos y cantidades auxiliares
que se calculen en tiempo de ejecucio´n, como por ejemplo, el torque sufrido por
algu´n planeta, la magnitud del tensor de Maxwell, etc. Una vez completada esta
etapa, se decide si continuar con la simulacio´n o no. En caso de continuar, se pasa
directamente a la Fig. 3.17.
3.20.2. Actualizacio´n completa
La actualizacio´n completa corresponde, en la pra´ctica, con el lazo principal
dentro del co´digo, y es donde se actualizan todas las cantidades ingresadas en el
tiempo t hacia su valor nuevo en el tiempo t + dt.
El primer paso consiste en calcular la velocidad media acimutal, la cual sera´
utilizada para el paso de adveccio´n lineal mediante el algoritmo FARGO (ver
seccio´n 3.16). Posteriormente, de forma independiente, se calcula la presio´n y el
potencial gravitatorio, el cual, si bien no considera la autogravedad del gas, debe
ser calculado a cada paso de tiempo, porque los planetas esta´n en movimiento
con respecto al gas.
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Figura 3.16: Diagrama de flujo que muestra la forma en la que se inicializa todo el co´digo antes
de comenzar a resolver el problema fı´sico.
96 CAPI´TULO 3. SOLUCIO´N NUME´RICA: FARGO3D
SUBSTEP1
SUBSTEP2
SUBSTEP3
CALCULAR CAMPO 
DE VELOCIDAD MEDIA
PARA EL ALGORITMO
FARGO
CALCULAR LA PRESIÓN
CALCULAR 
EL POTENCIAL
CFL CONDITION
(Computing dt)
FUERZAS VISCOSAS
COMUNICAR
ACTUALIZAR CAMPOS
MAGNÉTICOS
INTERPOLAR 
VELOCIDADES 
Y CAMPOS
MAGNÉTICOS
CON MOC
CALCULAR EMF'S
CALCULAR Y APLICAR
TÉRMINOS RESISTIVOS
CALCULAR Y APLICAR
LA FUERZA DE
LORENTZ
ONDICIÓN CFL
álculo de
AÑADIR FUENTES
ALGORITMOS MHD
ADVECCIÓN ORBITAL DE
CAMPOS MAGNÉTICOS
CALCULAR 
MOMENTOS
APLICAR MÉTODOS
UPWIND
ADVECTAR 
CAMPOS
ACTUALIZAR
VELOCIDADES
Todos los campos 
se encuentran 
actualizados
al tiempo t+dt
COMUNICAR
CALCULAR 
TRANSPORTE
Hacia *
Desde **
1)
2)
3)
4)
5)
6)
7)
8)
9)
10)
11)
a)
b)
c)
d)
a)
b)
c)
d)
a)
b)
c)
d)
Figura 3.17: Diagrama de flujo para el nu´cleo del co´digo, donde se resuelven las ecuaciones la
MHD completas. Se realizaron anotaciones sobre cada elemento individual para simplificar la
explicacio´n en el texto.
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Posteriormente, en el paso 3 se calcula el paso de tiempo o´ptimo mediante
la receta vista en la seccio´n 3.13. Con este paso de tiempo, se pasa directamente
a incrementar el campo de velocidad por medio de las funciones fuentes (ver
3.10.5). Aquı´ dentro, en substep1 se incorporan los te´rminos de presio´n te´rmica,
magne´tica, el potencial gravitatorio y te´rminos fuente de curvatura, tanto para el
campo de velocidad como para el campo magne´tico. Posteriormente, en substep2
incorporamos los te´rminos de viscosidad artificial y su correspondiente aporte a
la energı´a interna. En substep3 incorporamos el trabajo de la presio´n en la energı´a,
y toda otra fuente de calor externa. Finalmente, an˜adimos las fuerzas viscosas.
Luego ingresamos en el nu´cleo del mo´dulo que resuelve la magnetohidro-
dina´mica. Aquı´, como primer tarea se calculan las velocidades y los campos mag-
ne´ticos en sus correspondientes posiciones ∗ y avanzados medio paso en tiempo,
mediante el me´todo de caracterı´sticas (ver seccio´n 3.17.2). Con estos campos in-
terpolados se calculan las EMF’s, a las cuales posteriormente se le an˜aden los
te´rminos resistivos. Finalmente, se calcula la fuerza de Lorentz, (nuevamente por
medio del me´todo de caracterı´sticas) y se la aplica al campo de velocidad como
una fuente adicional.
Antes de calcular los campos magne´ticos nuevos a partir de las EMF’s calcula-
das en el paso anterior, es necesario sincronizar las fronteras de cada procesador,
por lo que se envı´a y solicita informacio´n de borde a todos los vecinos. Con todas
las mallas de cada proceso actualizadas, se procede al ca´lculo del campo magne´ti-
co a partir de las EMF’s.
Posteriormente, de forma independiente, se procede a advectar el campo mag-
ne´tico con la velocidad de fondo no considerada hasta aquı´.
Ahora es el momento de calcular el transporte de las cantidades, lo que co-
rresponde con el segundo paso del operador splitting. Aquı´ calculamos los mo-
mentos que sera´n advectados, los cuales son funciones de las variables primitivas
del co´digo. Una vez calculados, se procede a advectarlos mediante las te´cnicas
upwind descriptas en este capı´tulo. La densidad y energı´a se actualizan de forma
trivial, ya que son las variables primitivas utilizadas, y luego de advectar los mo-
mentos, se reconstruyen las velocidades, con lo que se tiene disponible una nueva
condicio´n avanzada para repetir el ciclo desde el principio nuevamente.
Antes del pro´ximo paso de tiempo, es necesaria nuevamente una comunica-
cio´n entre los procesadores vecinos para compartir la informacio´n de las fronte-
ras, al igual que se hizo en la etapa de inicializacio´n, antes de ingresar al lazo de
la actualizacio´n completa.
3.21. Conclusiones
En este capı´tulo hemos presentado todos los algoritmos necesarios para la
resolucio´n de las ecuaciones de la magnetohidrodina´mica mediante me´todos de
malla explı´citos, y se explica en cada caso co´mo se realiza su implementacio´n.
Aquı´ incluimos algunas de las caracterı´sticas principales de nuestro co´digo y
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ventajas respecto de otras aproximaciones:
Hacemos un avance de forma separada en cada dimensio´n espacial. Esto
tiene grandes consecuencias en cuanto a la utilizacio´n de memoria, ya que
no necesitamos almacenar una gran cantidad de datos antes de actualizar
los campos completamente.
A diferencia de los co´digos tipo Godunov, nuestra implementacio´n, la cual
utiliza mallas alternadas, no presenta grandes dificultades para construir
condiciones estacionarias para flujos con te´rminos fuente adicionales. Esto
es de importancia en nuestro problema, en el cual el equilibrio rotacional
estricto es muy importante para cierta clase de mediciones (p. ej. medicio´n
de flujos de masa o momento angular). Otro ejemplo es la obtencio´n de
equilibrios hidrosta´ticos verticales en simulaciones tridimensionales.
El costo computacional de un paso de tiempo es significativamente menor al
utilizado en un co´digo de tipo Godunov, ya que no se resuelve el problema
de Riemann para cada interface.
Los co´digos de tipo Godunov utilizan la energı´a total en su formulacio´n,
asegurando una estricta conservacio´n a lo largo del tiempo para esta can-
tidad. Nosotros, sin embargo, utilizamos la energı´a interna, la cual no se
conserva, y por consiguiente no podemos asegurar tampoco la conserva-
cio´n de la energı´a total. Si bien esto puede ser visto como una desventaja
frente a los co´digos Godunov, no lo es. En efecto, en los discos de acrecio´n
la velocidad de rotacio´n es muy superior a la velocidad del sonido en el me-
dio, lo que implica nu´meros de Mach muy grandes (ver por ejemplo 2.3).
Ası´, la energı´a cine´tica es o´rdenes de magnitud ma´s grande que la energı´a
interna del gas. Por lo tanto, errores de truncamiento en la energı´a cine´tica
se propagan muy ra´pido hacia la energı´a interna del gas. Esto es conocido
como el problema de nu´mero de Mach grande (Ryu et al., 1993; Trac y Pen,
2004). Como vimos en el capı´tulo 2, un correcto tratamiento de la entropı´a
en la regio´n coorbital es necesario.
A diferencia de los co´digos tipo Godunov, en los que por cada te´rmino fı´sico
nuevo hay que reescribir el mo´dulo para hallar la solucio´n al problema de
Riemann correspondiente, en nuestro caso an˜adir fı´sica nueva es pra´ctica-
mente trivial. En la mayorı´a de los casos probablemente so´lo alcance con
an˜adirse un te´rmino fuente nuevo.
Hemos demostrado a lo largo de las secciones que el momento es una can-
tidad que se conserva mediante las te´cnicas utilizadas, y que en particular,
el momento angular de los discos se conservara´ a precisio´n de ma´quina, lo
cual es una propiedad necesaria para la correcta resolucio´n de la dina´mica
de estos sistemas.
3.21. CONCLUSIONES 99
De forma adicional, como la velocidad de propagacio´n de los choques es
bien resuelta por los me´todos utilizados, podemos asegurar que las con-
diciones de Rankine-Hugoniot se satisfacen, por lo que las caracterı´sticas
dina´micas importantes en torno al choque son resueltas, aunque el choque
en si mismo no sea resuelto.
El me´todo utilizado para la actualizacio´n del campo magne´tico a trave´s de
las EMF’s permite mantener la divergencia del campo constante para todo
tiempo a precisio´n de ma´quina, por lo que si es inicialmente nula, se man-
tendra´ ası´.
En el capı´tulo siguiente se vera´n todas estas caracterı´sticas en accio´n, por me-
dio de diferentes pruebas hidrodina´micas y magnetohidrodina´micas llevadas a
cabo con el objetivo de validar nuestra implementacio´n.
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4Pruebas
4.1. Introduccio´n
Con el objetivo de validar la implementacio´n del co´digo nume´rico que desa-
rrollamos, en este capı´tulo presentamos una serie de pruebas nume´ricas.
Estas pruebas consisten en la resolucio´n de problemas muy sencillos, algunos
de los cuales ya han sido resueltos con muchos otros co´digos hidrodina´micos y
magnetohidrodina´micos, por lo que disponemos de material de comparacio´n.
El capı´tulo se organiza de la siguiente forma. Las pruebas presentadas se di-
viden en dos. Por un lado presentamos pruebas puramente hidrodina´micas, y
posteriormente introducimos las pruebas que incluyen campos magne´ticos, que
permiten validar nuestra implementacio´n de la magnetohidrodina´mica.
4.2. Prueba de Sod
La prueba de Sod, o comu´nmente conocida como Sod Shock Tube test, es una
prueba cla´sica que consiste en resolver un problema de Riemann a lo largo de
una direccio´n (Sod, 1978). Esta prueba permite medir la capacidad del co´digo de
resolver discontinuidades en el fluido.
Otra caracterı´stica interesante de esta prueba es que permite estudiar que´ tan
bien comportados son los algoritmos empleados para la solucio´n del transpor-
te y las fuentes, a partir de una comparacio´n directa entre una solucio´n exacta
conocida y la obtenida de forma nume´rica.
El problema consiste en definir una discontinuidad inicial entre dos estados,
localizada en algu´n lugar del dominio. Los estados, los cuales llamaremos a iz-
quierda y derecha, deben ser uniformes en todas sus cantidades, pero no iguales
entre ellos.
El dominio de la malla es 0 ≤ z ≤ 10 y utilizamos 300 celdas uniformemente
distribuidas.
La condicio´n inicial es:
P =
{
1 z ≤ 5
0,1 z > 5
(4.1)
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Figura 4.1: Prueba de Sod, utilizando 300 celdas en un dominio espacial de 10 unidades. La
solucio´n corresponde a un tiempo t = 2. El choque, localizado en torno a z = 8,5 es resuelto por
∼ 3 celdas, mientras que la discontinuidad de contacto en torno a z = 7 es resuelta con 7 celdas.
La linea negra continua es la solucio´n exacta.
ρ =
{
1 z ≤ 5
0,125 z > 5
(4.2)
La velocidad inicial es nula para todo el espacio. Utilizamos la ecuacio´n de
estado adiaba´tica (ver ecuacio´n 3.7), por lo para iniciar el problema debemos
calcular la energı´a interna correspondiente con la presio´n dada por (4.1). El factor
γ en este caso es γ = 1,4.
La solucio´n para t = 2 puede verse en la Fig. 4.1, la cual es contrastada con la
solucio´n exacta calculada con el programa HE-E1RPEXACT (Toro, 1999).
La solucio´n muestra la tı´pica onda de choque localizada en Z ∼ 8,5, seguido
por una onda discontinuidad de contacto, centrada en Z ∼ 7, y finalmente se
observa la onda de rarefaccio´n.
A pesar de obtener pequen˜as desviaciones para el valor de la energı´a especı´fi-
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ca en el intervalo 7 < Z < 9, el comportamiento de la solucio´n es muy bueno en
todo el dominio. Esta desviacio´n en la energı´a fue interpretada por Stone y Nor-
man (1992a) como un problema del tipo de variables fundamentales utilizadas
para la actualizacio´n de los campos. Este feno´meno ocurre por el hecho de que
las variables naturales para este problema son la densidad y la presio´n, mientras
que en nuestro co´digo estamos resolviendo para la densidad y la energı´a interna
especı´fica.
Esta prueba puede ser comparada directamente con la figura 11 de Stone
y Norman (1992a), y los resultados son pra´cticamente indiscernibles. Con esta
prueba tambie´n se demuestra la habilidad del co´digo para tratar los choques.
4.3. Difusio´n de un anillo gas
Una prueba para verificar la validez de nuestra implementacio´n del tensor
viscoso es el problema de la difusio´n de un anillo de gas (ver Pringle, 1981; Speith
y Riffert, 1999).
Un disco delgado axisime´trico orbitando alrededor de un potencial central,
experimenta una deriva radial como consecuencia de la fuerza viscosa. En coor-
denadas cilı´ndricas, integrando las ecuaciones de la hidrodina´mica en Z y des-
preciando fuerzas de presio´n, la ecuacio´n de evolucio´n para la densidad es:
∂Σ
∂t
=
3
r
∂
∂r
[√
r
∂
∂r
(
ν
√
rΣ
)]
. (4.3)
Ya que la presio´n es despreciada, el perfil de rotacio´n del disco es Kepleriano,
mientras que la velocidad radial es:
rΣvr = −3
√
R
∂
∂r
(
ν
√
rΣ
)
. (4.4)
Lynden-Bell y Pringle (1974) encontraron que si la condicio´n inicial es de la for-
ma:
Σ(r, t = 0) =
M
2piR0
δ(r −R0), (4.5)
y si la viscosidad ν es una constante, entonces la densidad superficial Σ evolucio-
na como:
Σ(r, t) =
M
piR20
1
τu1/4
In
(2u
τ
)
exp
(
−1 +u
2
τ
)
, (4.6)
A partir de este resultado, la velocidad radial evoluciona como:
vr(r, t) =
6ν
τ
[
r − In−1(2u/τ)
In(2u/τ)
]
, (4.7)
donde u = r/R0 y τ = 12ν0t/R
2
0.
Para probar que somos capaces de obtener la solucio´n dada por la ecuacio´n
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Figura 4.2: Prueba de difusio´n de un anillo de gas Kepleriano por accio´n de la viscosidad. Se
muestra el perfil de densidad superficial. La lineas de color corresponden con diferentes instantes
de tiempo, los cuales pueden leerse en la leyenda de la figura. La curva negra se corresponde con
la solucio´n analı´tica en t = 1100, mientras que los puntos rojos muestran la solucio´n calculada
con FARGO3D en el mismo instante temporal. El parecido entre ambas soluciones es notable.
(4.6), iniciamos un disco Kepleriano delgado y axisime´trico, con perfiles de den-
sidad superficial y velocidad radial dados por las fo´rmulas (4.6) y (4.7), evaluadas
en t = 100. De este modo nos aseguramos una inicializacio´n suficientemente sua-
ve, esparcida sobre un gran numero de celdas.
La viscosidad adoptada es ν0 = 10−5. La extensio´n radial de la simulacio´n es
0,1 ≤ r ≤ 1,6 y utilizamos 512 celdas uniformemente distribuidas en el dominio.
La geometrı´a de la malla es cilı´ndrica, y las condiciones de contorno se eligen
como de gradiente cero sobre la densidad y las velocidades.
En la Fig. 4.2 mostramos el perfil de densidad a medida evoluciona el tiempo.
El acuerdo entre la solucio´n analı´tica y la nume´rica es muy bueno.
La conclusio´n de esta prueba es que la implementacio´n del tensor viscoso es
correcta y que tiene la habilidad de reproducir la dina´mica difusiva de los discos
de acrecio´n. En la Fig. 7.4 puede verse una extensio´n de esta prueba para el caso
de deriva viscosa de un disco Kepleriano completo, la cual no reproducimos aquı´
para evitar redundancia.
4.4. Inestabilidad de Kelvin-Helmholtz
La inestabilidad de Kelvin-Helmholtz es una inestabilidad que ocurre cuando
hay una diferencia de velocidad relativa entre dos capas de fluido con densidades
diferentes.
La presencia de imperfecciones en la interface entre los fluidos es amplificada
y transformada en un movimiento rotacional (vorticidad).
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En esta prueba inicializamos el mismo problema realizado por McNally et
al. (2012). Este trabajo en particular es muy interesante ya que realiza de forma
homoge´nea una comparacio´n sistema´tica de este problema para diversos co´digos
hidrodina´micos, tanto de mayor como de menor orden al co´digo que nosotros
desarrollamos en nuestro trabajo.
Segu´n McNally et al. (2012), la condicio´n inicial para el problema vienen dada
por:
ρ =

ρ1 − ρm exp
(
y − 1/4
s
)
1/4 > y ≥ 0
ρ2 + ρm exp
(−y + 1/4
s
)
1/2 > y ≥ 1/4
ρ2 + ρm exp
(−(3/4− y)
s
)
3/4 > y ≥ 1/2
ρ1 − ρm exp
(−(y − 3/4)
s
)
1 > y ≥ 3/4
(4.8)
do´nde ρm = (ρ1 − ρ2)/2. ρ1 y ρ2 son las densidades de cada estado, y son iniciali-
zadas con valor ρ1 = 1,0, ρ2 = 2,0. De la misma forma, se define la velocidad a lo
largo de la direccio´n X:
vx =

vx1 − vm exp
(
y − 1/4
s
)
1/4 > y ≥ 0
vx2 + vm exp
(−y + 1/4
s
)
1/2 > y ≥ 1/4
vx2 + vm exp
(−(3/4− y)
s
)
3/4 > y ≥ 1/2
vx1 − vm exp
(−(y − 3/4)
s
)
1 > y ≥ 3/4
(4.9)
do´nde vm = (vx1 − vx2)/2.
Las velocidades de cada estado son vx1 = 0,5, vx2 = −0,5. s es un para´metro de
suavizado, que es elegido como s = 0,025 para todo el problema.
La perturbacio´n inicial es una velocidad armo´nica en la direccio´n vertical, de
la forma:
Vy = 0,01sin(4pix). (4.10)
En la Fig. 4.3 se puede observar la evolucio´n temporal de la densidad, a inter-
valos de tiempo constante.
El aspecto de la inestabilidad puede ser comparado con las figuras 2, 9 y 12 de
McNally et al. (2012). A tiempos tempranos, la inestabilidad, au´n no desarrollada,
comienza a exhibir el patro´n caracterı´stico de esta inestabilidad, y posteriormen-
te, con un crecimiento acelerado, se forman los cuatro vo´rtices correspondientes
al nu´mero de onda utilizado para iniciar esta prueba.
Cada vo´rtice, con el correr del tiempo, se enrolla en si mismo, hasta que en
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Figura 4.3: Aspecto de la evolucio´n temporal para la prueba bidimensional de la inestabilidad
de Kelvin-Helmholtz sobre una malla cartesiana. En los paneles se muestra el campo de den-
sidad para diferentes instantes de tiempo. Puede verse como a tiempos tempranos la densidad
perturbada comienza a desarrollar un movimiento rotatorio, el cual desencadena en vo´rtices que
van creciendo en taman˜o, hasta que los mismos vo´rtices desarrollan la misma inestabilidad en
estructuras menores.
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Figura 4.4: Amplitud del modo inestable (panel izquierdo) y tasa de crecimiento de dicho modo
(panel derecho) en funcio´n del tiempo. Se realiza el ca´lculo para 5 resoluciones diferentes, las
cuales difieren una de otra en un factor 2. Vemos que se alcanza una convergencia muy buena
para resoluciones superiores a 1282, lo cual es levemente inferior a la alcanzada por el co´digo
PENCIL, el cual es de muy alto orden. La comparacio´n con el resto de co´digos nos muestra que
las propiedades difusivas de nuestro co´digo son muy buenas, y que somos capaces de resolver la
inestabilidad de forma comparable al resto de co´digos, en iguales condiciones.
un cierto punto, se desarrollan sub inestabilidades de Kelvin-Helmholtz en el
interior de cada uno de ellos.
Otro aspecto interesante de ser calculado y comparado con el trabajo de McNally
et al. (2012) es la amplitud del modo inestable en funcio´n del tiempo y tu tasa de
crecimiento.
La amplitud del modo inestable se calcula como:
M = 2
√(∑N
i=1 si∑N
i=1di
)2
+
(∑N
i=1 ci∑N
i=1di
)2
, (4.11)
donde la suma es sobre todas las celdas de la malla, y s, c y d vienen dados por:
si =
{
Vy sin(4pix)exp(−4pi|y − 0,25|) y < 0,5
Vy sin(4pix)exp(−4pi|(1− y)− 0,25|) y ≥ 0,5
ci =
{
Vy cos(4pix)exp(−4pi|y − 0,25|) y < 0,5
Vy cos(4pix)exp(−4pi|(1− y)− 0,25|) y ≥ 0,5
di =
{
exp(−4pi|y − 0,25|) y < 0,5
exp(−4pi|(1− y)− 0,25|) y ≥ 0,5
En el panel izquierdo de la Fig. 4.4 se muestra el resultado del ca´lculo de la
amplitud M del modo inestable. Adema´s, en el panel derecho de la misma figura
se muestra la tasa de crecimiento de M, definida simplemente como la derivada
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temporal de M(t).
La comparacio´n con la Fig. 7 de McNally et al. (2012) muestra que la inestabi-
lidad es bien resuelta a resoluciones moderadas. A diferencia de co´digos de ma´s
alto orden, como por ejemplo PENCIL, la convergencia con la resolucio´n es ma´s
pobre en nuestro caso, aunque se alcanza un muy buen valor de convergencia a
resoluciones moderadas.
Tambie´n utilizamos esta prueba para demostrar la ventaja del algoritmo FAR-
GO, utilizado para la adveccio´n orbital, la cual puede verse en la Fig. 3.12.
4.5. Problema de Riemann MHD
El problema de Riemann MHD, conocido como el problema del tubo de cho-
que de Brio y Wu (Brio y Wu, 1988) es un tubo de choque esta´ndar, similar al
problema de Sod (1978), donde los efectos de una discontinuidad en el campo
magne´tico transversal son estudiados. Por experiencia, vimos que este test es de
mucha ayuda para detectar problemas de implementacio´n en la MHD.
Stone y Norman (1992b) dan una discusio´n interesante sobre la utilidad de
esta prueba. Ellos argumentan que los flujos MHD pueden tener ondas compues-
tas, las cuales pueden incluir una onda de rarefaccio´n atada a una onda de choque
de la misma familia, y dan como ejemplo, una onda de rarefaccio´n atada a una
onda de choque, por lo que comportamientos muy diferentes respecto del caso
hidrodina´mico puro pueden esperarse.
En esta seccio´n realizamos la versio´n 1.5D de esta prueba, a lo largo de la
direccio´n Z, utilizando las mismas condiciones iniciales y resolucio´n que Stone y
Norman (1992b).
La prueba de Brio y Wu se inicia a partir de dos estados uniformes (− & +),
separados por una discontinuidad entre ellos.
El dominio del problema es 0 ≤ z ≤ 800 y la discontinuidad se localiza en
z = 400. En t = 0 iniciamos las dema´s cantidades como:
P =
{
1 z ≤ 400
0,1 z > 400
(4.12)
ρ =
{
1 z ≤ 400
0,1 z > 400
(4.13)
By =
{
1 z ≤ 400
−1 z > 400 (4.14)
Bz = 0,75 para todo el dominio.
Utilizamos la ecuacio´n de estado adiaba´tica con ı´ndice γ = 2,0 y 800 celdas
uniformemente espaciadas. La condicio´n de contorno adoptada es reflectante en
ambas fronteras.
En la Fig. 4.5 se observan las cantidades fundamentales para t = 80:
4.5. PROBLEMA DE RIEMANN MHD 109
choque lento
rarefacción lenta
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Figura 4.5: Problema de Riemann MHD. Esta figura puede ser comparada con la figura 6 de Stone
y Norman (1992b) y la figura 2 de Brio y Wu (1988).
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Lo que se observa en esta prueba, al igual que en la prueba de Sod, es la exis-
tencia de ondas que viajan a izquierda y derecha respectivamente. Las que van
hacia la izquierda son una onda de rarefaccio´n ra´pida y una onda compuesta len-
ta, formada por una rarefaccio´n lenta combinada con un choque lento (marcados
en la figura). Las ondas que viajan a derecha son, una discontinuidad de contacto,
un choque lento y una rarefaccio´n ra´pida.
A pesar de unas pequen˜as oscilaciones en torno a Z ∼ 600 para la velocidad en
z, el comportamiento de la solucio´n es el esperado e indiscernible a simple vista
con la prueba presentada en la figura 6 de Stone y Norman (1992b).
4.6. Difusio´n de una hoja de corriente
Al igual que lo hicimos con el mo´dulo viscoso, el mo´dulo resistivo tambie´n
debe ser verificado para asegurar que los tiempos difusivos son los esperados.
Para esto, estudiamos la difusio´n de una hoja de corriente. Este es un proceso
gobernado exclusivamente por el te´rmino resistivo, por lo que es una prueba ideal
para nuestro propo´sito.
El problema es 1.5 dimensional, y se define formalmente como:
By(z) =
{
B0 z > 0
−B0 z < 0,
Bz,vy ,vz son nulos para todo el dominio. La condicio´n anterior equivale a una
δ de Dirac en la corriente, razo´n por la cual se la llama hoja de corriente1. La
resistividad η se asume constante.
Si se desprecia la fuerza de Lorentz, el campo magne´tico se desacopla de la
materia, por lo que so´lo debe resolverse la ecuacio´n de induccio´n magne´tica. La
presio´n inicial para la prueba es uniforme e igual a la unidad, por lo que la velo-
cidad se mantendra´ nula durante toda la integracio´n.
Ya que la velocidad es nula, la ecuacio´n de induccio´n se reduce a una ecuacio´n
de difusio´n para la corriente, y su solucio´n sera´:
By(z, t) = B0erf
 x√4ηt
 . (4.15)
Para resolver este problema utilizamos una malla con 512 celdas uniforme-
mente espaciadas sobre un dominio espacial definido como −1 ≤ z ≤ 1. Conside-
ramos un campo magne´tico inicial B0 = 1 y un valor para la resistividad η = 0,25.
Con el objetivo de obtener una solucio´n suficientemente suave, al igual que
en la prueba del anillo de gas, en vez de iniciar una δ de Dirac en la corriente,
utilizamos un perfil suave para el campo magne´tico, dado por la ecuacio´n (4.15)
evaluada en t0 = (5∆z/2)2, con ∆z el taman˜o de una celda y obtenemos By . Esta
1La corriente se define como ~J = ∇× ~B/µ0.
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Figura 4.6: Prueba de la difusio´n de una hoja de corriente bajo los efectos de la resistividad
magne´tica η. En el panel de la izquierda se muestra la evolucio´n del campo magne´tico mientras
que en el de la izquierda se muestra la corriente, definida como JX = ∂ZBY . Las lineas a trazos
negras corresponden con la condicio´n inicial. Los puntos rojos son la solucio´n nume´rica obtenida
a tiempo t = 30t0. La solucio´n analı´tica esperada, dada por la ecuacio´n (4.15) se muestra con un
lı´nea so´lida azul. Notar la similitud entre la solucio´n nume´rica y la analı´tica.
prescripcio´n suaviza el perfil de By sobre 10 celdas.
En la Fig. 4.6 mostramos una comparacio´n entre la solucio´n nume´rica y analı´ti-
ca en un tiempo igual a t = 30t0, tanto para el campo magne´tico BY como para su
derivada, la cual define a la corriente JX .
La similitud entre la solucio´n nume´rica y el ca´lculo analı´tico es notable. Esta
prueba fue de gran ayuda durante el desarrollo y algunas simulaciones realizadas
para descartar la existencia de problemas en el mo´dulo resistivo. Por ejemplo,
esto es de importancia en las simulaciones realizadas en el capı´tulo 6.
4.7. Cilindro magne´tico rotante
En este apartado realizamos la prueba sugerida por Balsara y Spicer (1999),
conocida como MHD rotor test o prueba del cilindro magne´tico rotante.
Esta prueba fue disen˜ada para verificar la propagacio´n de ondas torcionales
de Alfve´n, las cuales son de importancia en problemas de formacio´n estelar Bal-
sara y Spicer (1999). La prueba consiste en generar un cilindro de materia que
rote ra´pidamente en torno a su centro, sumergido en un ambiente de fondo poco
denso. Por la simetrı´a del problema, esta prueba es una gran oportunidad para
comparar dos geometrı´as diferentes resolviendo el mismo problema, como son,
la geometrı´a cilı´ndrica y la cartesiana.
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Figura 4.7: Resultado de la prueba del cilindro magne´tico rotante en t = 0,15. Las lı´neas so´lidas
se corresponden con la lı´neas de campo magne´tic, mientras que el color de fondo representa el
campo de densidad.
En coordenadas cartesianas, la condicio´n inicial para este problema es:
ρ(y,z) =

1 r < r0
10 r0 ≤ r ≤ r1
1 + 9f (r) r1 < r < r2
1 r ≥ r2
vy(y,z) =

0 r < r0
−v0 (z − 0,5) /r1 r0 ≤ r ≤ r1
−f (r)v0 (z − 0,5) /r1 r1 < r < r2
0 r ≥ r2
vz(y,z) =

0 r < r0
v0 (y − 0,5) /r1 r ≤ r1
f (r)v0 (y − 0,5) /r1 r1 < r < r2
0 r ≥ r2
,
donde r =
√
(y − 1/2)2 + (z − 1/2)2 y la funcio´n de suavizado f se define como
f (r) = (r1 − r)/(r1 − r0). Nosotros fijamos r0 = 0,1, r1 = 0,115, v0 = 2, γ = 1,4, una
presio´n uniforme P = 1,0 un campo magne´tico inicial uniforme, cuyo valor es
By = 5/
√
4pi y Bz = 0. Para esta prueba utilizamos una malla con 5122 celdas uni-
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formemente distribuidas sobre un dominio espacial Y ∈ [−0,5,0,5],Z ∈ [−0,5,0,5].
Para la versio´n cilı´ndrica de esta prueba, la condicio´n inicial que utilizamos es
la misma para la densidad; la velocidad radial se define nula en todo el dominio,
y la velocidad acimutal vϕ es:
vϕ(r) =

0 r < r0
v0r/r1 r ≤ r1
f (r)v0r/r1 r1 < r < r2
0 r ≥ r2
,
Utilizamos una malla con 256 celdas en radio y 1024 celdas en acimut, ambas
uniformemente distribuidas sobre una malla polar con dominio r ∈ [0,01,0,5],ϕ ∈
[0,2pi].
En ambos casos, cartesiano como cilı´ndrico, las condiciones de contorno son
reflectantes, y la ecuacio´n de estado utilizada es adiaba´tica.
Un primer resultado es mostrado para la prueba cartesiana en la Fig. 4.7, en
donde escogio´ una paleta de alto contraste para poder observar con detalle la
estructura de la regio´n comprimida. En lı´neas negras tambie´n se observan las
lineas de campo magne´tico, las cuales fueron refractas por la rotacio´n del fluido
y alteradas con la propagacio´n los frentes de onda de color gris oscuro. Esta figura
puede ser comparada con la figura 2 de Balsara y Spicer (1999).
Una comparacio´n entre el caso cilı´ndrico y cartesiano puede verse en la Fig.
4.8. Una comparacio´n entre ambos paneles de dicha figura nos permite concluir
que la implementacio´n de la MHD en ambos sistemas de coordenadas es total-
mente comparable.
Hay que notar que en nuestra versio´n de esta prueba hemos introducido un
cambio respecto de la literatura, y consistio´ en agregar un hueco en la regio´n
interna del cilindro para aliviar posibles problemas en la frontera interna en el
caso cilı´ndrico.
Por u´ltimo, una comparacio´n precisa de nuestros resultados, a pesar del hueco
central, puede hacerse con el resultado obtenido para esta prueba por los desa-
rrolladores del co´digo FLASH, ya que nosotros utilizamos la misma condicio´n
inicial. (http://flash.uchicago.edu).
4.8. Vo´rtice de Orszag-Tang
Aquı´ realizamos la famosa prueba MHD conocida como vo´rtice de Orszag-
Tang (Orszag y Tang, 1979). Esta prueba se convirtio´ en una prueba esta´ndar pa-
ra co´digos MHD, por lo que hay una gran cantidad de material de comparacio´n
disponible. La condicio´n inicial se transforma, con el correr del tiempo, en un
vo´rtice inestable, el cual es un punto inestable y muy sensible a cualquier pertur-
bacio´n, por lo que al cabo de un cierto tiempo, termina salie´ndose de su posicio´n
inicial en el centro de la malla.
114 CAPI´TULO 4. PRUEBAS
Cartesiano Cilíndrico
Figura 4.8: Comparacio´n entre el resultado cartesiano y cilı´ndrico de la prueba (representado
sobre una base cartesiana). Con lı´neas so´lidas negras se demarca el lı´mite del dominio hidro-
dina´mico en la simulacio´n cilı´ndrica. Ambos paneles se encuentran en muy buen acuerdo.
Otra propiedad interesante de la prueba es que segu´n sea el grado del me´todo
utilizado para resolver las ecuaciones, o dicho de otra forma, segu´n sean las pro-
piedades difusivas del co´digo, aparecera´n un nu´mero diferente de sub vo´rtices,
los cuales tienen una vida media muy corta comparada con la del vo´rtice cen-
tral de la simulacio´n. Ası´, esta prueba puede permitir comparar las propiedades
difusivas de los diversos me´todos existentes para resolver la MHD.
El problema se define sobre un dominio fı´sico 0 ≤ y ≤ 1, 0 ≤ z ≤ 1, y la condi-
cio´n inicial es:
vy(z) = −sin(2piz)
vz(z) = sin(2piy)
By = −B0 sin(2piz) (4.16)
Bz = B0 sin(4piy)
P = 5/(12pi),
con B0 = (4pi)−1/2.
La presio´n y la densidad se inician uniformes en todo el dominio, con valor
25/(36pi) y 5/(12pi).
Para este test utilizamos una ecuacio´n de estado adiaba´tica, con ı´ndice γ =
5/3. La Fig. 4.9 puede ser comparada de forma directa con las figuras 10 y 11 de
Londrillo y Del Zanna (2000). Observamos un acuerdo excelente para esta prueba
respecto de la solucio´n encontrada por otros autores. Por otro lado, observamos
una buena tendencia hacia la convergencia con la resolucio´n en el panel inferior
de la Fig. 4.9.
Como u´ltimo comentario diremos que esta prueba fue crucial durante el desa-
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Figura 4.9: Prueba de Orszag-Tang a t=0.5. El panel superior izquierdo muestra la densidad, en
do´nde se incluyen las lı´neas de campo magne´tico. El panel superior de la derecha muestra los
contornos de presio´n te´rmica (sin incluir presio´n magne´tica). El panel inferior muestra el valor
de la presio´n a lo largo de la curva a trazos roja del panel superior derecho, localizada a una
altura z = 0,4277. Este corte es hecho por varios autores en la misma posicio´n, por lo que sirve de
comparacio´n.
rrollo del co´digo. Observamos que esta prueba es extremadamente sensible a los
errores de programacio´n, y nos permitio´ encontrar muchos de ellos, pequen˜os
pero suficientemente importantes.
4.9. Lazo magne´tico
Esta es una prueba bidimensional, propuesta por Gardiner y Stone (2005) y
basada en la adveccio´n pura de un lazo magne´tico cerrado sobre un fondo de
densidad y velocidad uniformes.
La prueba se realiza en el lı´mite β  12, donde la presio´n magne´tica es des-
preciable respecto de la presio´n del gas, por lo que el lazo magne´tico debe ser
advectado de forma pura y sin distorsiones por el campo de velocidad de fondo.
Ası´, se dice que el lazo debe ser un trazador pasivo del flujo.
La condicio´n inicial que utilizamos es similar a realizada por Gardiner y Stone
(2005) y Fromang et al. (2006).
Para iniciar un campo magne´tico no divergente, utilizamos el potencial vector
2β = PG/PM
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~A. Como el problema es en el plano YZ, el potencial vector se reduce al caso
escalar:
Ax(r) =
{
A0 (R− r) si r < R
0 c.c.
con A0 = 10−3, R = 0,3 y r =
√
y2 + z2.
Utilizamos una malla cartesiana sobre el dominio −1 ≤ y ≤ 1, −0,5 ≤ z ≤ 0,5,
con 128 celdas en la direccio´n y y 64 celdas en la direccio´n z. Las condiciones de
contorno utilizadas son perio´dicas en las dos direcciones.
Para esta prueba realizamos dos simulaciones, una de ellas con vy =
√
(5)/2,
vz = 0 y la segunda vy = 1,0, vz = 0,5, lo cual permite probar el caso de advec-
cio´n a lo largo de un eje y, la adveccio´n compuesta, a lo largo de ambos ejes en
simulta´neo.
En la figura 4.10 mostramos la evolucio´n de la energı´a magne´tica media de
la malla y la forma que adquiere el lazo (inicialmente circular) luego de una ad-
veccio´n completa sobre el dominio para ambos casos. El decaimiento de energı´a
magne´tica para el caso horizontal puede ser comparado de forma directa con
la figura 5 de Fromang et al. (2006). Ya que estos autores poseen una velocidad
Figura 4.10: El panel principal muestra la evolucio´n temporal de la energı´a magne´tica el lazo
magne´tico mientras es advectado por el campo de velocidad de fondo, y nos permite entender las
propiedades difusivas del co´digo. En los paneles de la derecha mostramos la forma que tienen
los lazos magne´ticos (a trave´s de sus lı´neas de campo magne´tico). El panel a) se corresponde con
una instanta´nea del lazo luego de hacer el primer recorrido completo por la malla, para el caso
de adveccio´n horizontal pura. Lo mismo es mostrado pero para el caso de adveccio´n oblicua en el
panel b).
4.10. HOJA DE CORRIENTE 117
igual al doble que la utilizada por nosotros, la comparacio´n debe realizarse en
un tiempo t = 2. En nuestro caso. (Em ≈ 1,235 · 10−7), mientras que ellos a t = 1
miden Em ≈ 1,225 · 10−7 para el me´todo de Roe y Em ≈ 1,19 · 10−7 para el me´todo
de Lax-Friedrichs.
Esta prueba demuestra que los me´todos de adveccio´n que implementamos son
comparables con el me´todo de Roe para el caso magne´tico.
4.10. Hoja de corriente
Una prueba que permite observar las propiedades difusivas de la implemen-
tacio´n realizada para la resolucio´n de la MHD es la prueba conocida como current
sheet (hoja de corriente en espan˜ol).
Este es un problema bidimensional en el cual se consideran estados iniciales
discontinuos para el campo magne´tico, los cuales crean hojas de corriente.
Los detalles de esta prueba se encuentran en Gardiner y Stone (2005), aun-
que esta prueba ha sido realizada tambie´n por otros autores, como por ejemplo
Fromang et al. (2006).
En este caso, a diferencia de la prueba presentada en la seccio´n 4.6, no inclui-
mos resistividad, por lo que la evolucio´n de las hojas de corriente estara´ goberna-
da por la resistividad nume´rica, o tambie´n llamada, difusio´n nume´rica.
Utilizamos exactamente la misma configuracio´n de Gardiner y Stone (2005) y
Fromang et al. (2006). El dominio de la malla es 0 ≤ y ≤ 2, 0 ≤ z ≤ 2 y utilizamos
256 celdas en cada direccio´n. La densidad inicial es uniforme, con valor ρ = 1,
la presio´n tambie´n se inicia de forma uniforme, con valor P = 0,1 y el campo
magne´tico es nulo para sus componentes x e y.
Bz se inicia como:
Bz(y) =
{
+1 si |y − 1| < 0.
−1 si |y − 1| ≥ 0.
La velocidad inicial vertical es nula para toda la malla y la velocidad horizon-
tal es iniciada como vy = v0 sin(piz). Consideramos el valor v0 = 0,1. La ecuacio´n
de estado utilizada es la adiaba´tica, con ı´ndice γ = 5/3.
En la Fig. 4.11 se observa el resultado de esta prueba para diferentes instantes
de tiempo. Los contornos negros son las lineas de campo magne´tico.
El comportamiento observado es muy similar al reportado por Fromang et al.
(2006). A gran tiempo (t > 2,5), se forman cuatro islas magne´ticas sobre lo que
inicialmente era una discontinuidad en el campo.
En el caso de la prueba de Gardiner y Stone (2005), ellos observan so´lo dos
islas. Algo remarcable de nuestra implementacio´n es que conserva la simetrı´a
central respecto de los nodos de velocidad, al igual que el co´digo RAMSES (Fro-
mang et al., 2006). Esto no ocurre para Gardiner y Stone (2005).
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Figura 4.11: Se muestran las lı´neas de campo magne´tico para el problema de las hojas de corrien-
te en diferentes instantes de tiempo. Una de las principales caracterı´sticas de esta figura es la
conservacio´n de la simetrı´a para todo tiempo, lo cual no es una caracterı´stica comu´n a todos los
co´digos.
4.11. MRI en discos no estratificados
En esta seccio´n, como una prueba tridimensional con campos magne´ticos,
mostramos algunas propiedades de nuestro co´digo para resolver la inestabilidad
magnetorotacional en coordenadas cilı´ndricas.
Realizamos una implementacio´n muy similar a la realizada por Baruteau et
al. (2011), en la cual no se consideran fuerzas en la direccio´n Z. Consideramos
el caso isotermo, por lo que no evolucionamos la ecuacio´n de la energı´a inter-
na. La velocidad del sonido es iniciada como cs(r) = 0,1vk(r), con vk(r) la veloci-
dad de rotacio´n Kepleriana y utilizamos una malla cilı´ndrica con una extensio´n
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radial r ∈ [1,8], una extensio´n vertical z ∈ [−0,3,0,3], y una extensio´n acimutal
ϕ ∈ [0,pi]. La densidad es iniciada como una ley de potencia con ı´ndice −0,5 El
campo magne´tico inicial es puramente toroidal, y su intensidad es tal que su pre-
sio´n es 50 veces menor que la presio´n te´rmica (β = 50).
Para desarrollar la inestabilidad, introducimos ruido en la componente radial
y vertical de la velocidad, con una amplitud del 5% de la velocidad del sonido.
Las condiciones de contorno son perio´dicas en Z y reflectantes en r. Para mi-
nimizar efectos de borde con el campo magne´tico, implementamos zonas de alta
resistividad en anillos cercanos a las fronteras. (r = 1 a r = 2 y r = 7 a r = 8).
Utilizamos un marco de referencia corrotante con r = 3.
La duracio´n total de la simulacio´n es de 300 o´rbitas a r=1.
En la Fig. 4.12 mostramos el valor del para´metro α de Shakura y Sunyaev
(1973), en funcio´n del radio y promediado entre la o´rbita 120 y 300 del radio
interno. α se calcula como:
α(r, t) = αReynolds(r, t) +αMaxwell(r, t), (4.17)
con,
αReynolds(r, t) =
∫ ∫
ρδvrδvφdφdz
c2s (r)
∫ ∫
ρdφdz
, (4.18)
αMaxwell(r, t) = −
∫ ∫
BrBφdφdz
µ0c
2
s (r)
∫ ∫
ρdφdz
. (4.19)
donde δvr y δvφ son las fluctuaciones de la velocidad respecto del campo de ve-
locidad medio a cada radio.
Vemos en dicha figura que el valor de alpha es sistema´ticamente menor para
el caso de adveccio´n esta´ndar salvo en el radio de corrotacio´n, en donde al tener
campos de velocidad de magnitud ma´s pequen˜a, la difusio´n nume´rica es menor.
En el panel izquierdo (a) de la Fig. 4.13 mostramos la evolucio´n temporal de
α, en do´nde se obtuvo a partir de promediarlo desde r = 2,1 a r = 6,5. Como se
evidenciaba en la figura anterior, el valor de α es menor en el caso esta´ndar ya
que presenta mayores propiedades difusivas. Esta figura puede ser comparada de
forma directa con la figura 6 de Baruteau et al. (2011), en particular con la curva
que muestra el resultado obtenido con el co´digo NIRVANA. Nuestro resultado
muestra un valor de α significativamente ma´s plano, pero al no considerar resis-
tividad en las fronteras, la saturacio´n de la turbulencia se sostiene durante ma´s
tiempo.
En el panel central de (b) la Fig. 4.13 mostramos el valor promedio θB del
a´ngulo de inclinacio´n del campo magne´tico, definido por Sorathia et al. (2012) o
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Figura 4.12: Valor del para´metro α de Shakura y Sunyaev (1973) en funcio´n de la distancia para el
caso en el que se utiliza la adveccio´n orbital (FARGO-MHD), representado por la curva continua
azul, y el caso esta´ndar, representado por una curva a trazos roja. La caı´da del para´metro se debe
a regiones de alta resistividad colocadas con el objetivo de minimizar efectos de borde sobre la
regio´n central.
Mignone et al. (2012) como:
sin2θB =
|BφBr |
Pmag
. (4.20)
Este valor converge hacia un valor oscilatorio alrededor alrededor de los 15◦ en
el caso que considera el me´todo de adveccio´n orbital y levemente inferior para el
caso esta´ndar, evidenciando mayores propiedades difusivas.
Por u´ltimo, en el tercer panel (c) de la Fig. 4.13 mostramos el espectro de
la componente acimutal del campo magne´tico, tanto para el caso de adveccio´n
orbital como esta´ndar, para dos casos diferentes. Por un lado consideramos un
anillo sobre la corrotacio´n, y en el otro, uno localizado hacia afuera en el disco.
El espectro se define como:
mBφ(m) =m
Nz−1∑
k=0
jmax∑
j=jmin
∣∣∣∣∣∣∣∣
Nφ−1∑
i=0
Bijke
√−1 2piNφ im
∣∣∣∣∣∣∣∣ , (4.21)
donde jmin y jmax son los ı´ndices de los bordes de las regiones radiales conside-
radas para el ca´lculo de cada espectro. En ambos espectros se observa de forma
sistema´tica que la adveccio´n orbital muestra mayor sen˜al para modos acimutales
altos, evidenciando nuevamente las mejores propiedades difusivas del algoritmo
utilizado.
De esta serie de pruebas, concluimos que nuestra implementacio´n del algo-
ritmo de adveccio´n orbital permite obtener resultados de turbulencia con una
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Figura 4.13: Propiedades El panel a muestra el valor del para´metro α en funcio´n del tiempo
para el caso de adveccio´n orbital (curva azul), y para el caso esta´ndar (curva roja). El panel b
muestra la evolucio´n temporal del a´ngulo de inclinacio´n del campo magne´tico (en grados). Se
compara el caso con adveccio´n orbital (curva azul) con el caso esta´ndar (curva roja). En el panel
c se muestra el espectro la componente acimutal del campo magne´tico en funcio´n del nu´mero
de onda m. Las lı´neas so´lidas se calculan considerando la adveccio´n orbital, mientras que las
lı´neas de puntos utilizan el algoritmo esta´ndar. Las curvas verdes se corresponden con un anillo
delgado que abarca la regio´n de corrotacio´n (r = 2,76 a r = 3,24) mientras que las curvas violetas
corresponden a un anillo externo (r = 6,00 a r = 6,48). Ambos espectros son calculados a un
tiempo t=100 o´rbitas del borde interno de la malla.
menor difusio´n nume´rica.
4.12. Vo´rtice en un disco Kepleriano
En esta seccio´n realizaremos el test descripto por Mignone et al. (2012), en el
cual estudian la evolucio´n dina´mica de un vo´rtice sumergido en un disco Keple-
riano, en coordenadas polares.
La condicio´n inicial se caracteriza por tener una densidad constante de fon-
do, igual a ρ = 1 y una presio´n uniforme, calculada como P =M−2/γ , conM el
nu´mero de Mach, cuyo valor es igual a 10. El disco es Kepleriano (Ω ∝ r−3/2) y
rota alrededor de una estrella de masa unitaria.
El dominio abarca r ∈ [0,4,2], ϕ ∈ [0,2pi] y se utiliza una malla uniforme en
ambas direcciones, pero de taman˜o variable segu´n la prueba realizada (los deta-
lles esta´n en las leyendas de las figuras).
Se inicia un vo´rtice sumergido en el disco, mediante la expresio´n: δvRδvφ
 = κexp(−x2 + y2h2
) cosφ sinφ−sinφ cosφ

 −yx
 , (4.22)
do´nde h = H0/2, es el taman˜o del vo´rtice en funcio´n de la altura del disco a R =
R0 = 1, que para esta prueba se fija en H0 = 1. κ = −1 es la amplitud del vo´rtice.
x = Rcosφ−R0 cosφ0 e y = Rsinφ−R0 sinφ0 son las coordenadas cartesianas del
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Figura 4.14: En el panel de la izquierda se muestra el decaimiento de la vortensidad mı´nima como
funcio´n del tiempo para dos resoluciones diferentes. Las lı´neas continuas representan resultados
obtenidos utilizando la adveccio´n orbital, mientras que las lı´neas a trazos representan los resulta-
dos del me´todo esta´ndar. En el panel de la derecha se observa lo mismo, pero a mayor resolucio´n,
y comparada con el resultado obtenido con otro co´digo (PLUTO). Las curvas rojas representan los
resultados obtenidos con nuestro co´digo, y la verde con el co´digo de comparacio´n.
vo´rtice medidas desde el centro del vo´rtice, inicialmente localizado en r = 1.
La prueba consiste en medir el decaimiento de la vortensidad mı´nima en el
tiempo, lo cual nos da una idea de las propiedades disipativas de los algoritmos
utilizados.
Los resultados de la prueba se muestran en la Fig. 4.14. Se observa que nuestro
co´digo, al igual que el co´digo de referencia utilizado, mejoran de forma conside-
rable la conservacio´n de la vortensidad mediante la utilizacio´n del algoritmo de
adveccio´n orbital, y esto ocurre para todas las resoluciones utilizadas.
4.13. Conclusiones
A lo largo de este capı´tulo hemos realizado diversas pruebas para demostrar la
validez de la implementacio´n de los diferentes me´todos para resolver las ecuacio-
nes de la magnetohidrodina´mica. En particular, realizamos pruebas en mu´ltiples
dimensiones y considerando diferentes algoritmos y efectos fı´sicos. Las compa-
raciones de cada prueba con las soluciones encontradas por otros autores nos
muestra que nuestra implementacio´n es correcta.
Hemos visto que las propiedades conservativas de nuestro esquema son su-
ficientemente buenas, y mostramos que nuestro co´digo puede atacar una gran
variedad de problemas, alcanzando soluciones adecuadas para cada uno de ellos.
Estas pruebas, adema´s de habernos permitido encontrar diversas fallas que
se introducen de forma involuntaria durante el proceso de programacio´n, nos
permitieron avanzar sobre terreno firme durante la posterior aplicacio´n del co´digo
a problemas concretos.
5Migración de planetascalientes
5.1. Introduccio´n
Como se introdujo en el Capı´tulo 1, los planetas son un subproducto del pro-
ceso de formacio´n estelar. Ellos se forman a partir de la aglomeracio´n de frag-
mentos de roca y polvo, presentes en el disco de gas primordial. A medida que
los fragmentos van ganando en taman˜o, la gravedad comienza a ser una fuerza
significativa, y la acrecio´n se ve incluso ma´s favorecida (Safronov, 1972).
Cuando los planetas adquieren un taman˜o considerable, la fuerza gravitatoria
que ejerce sobre el gas es tal que genera estructuras de gran escala en el disco, las
cuales impactan de forma profunda en la posterior evolucio´n de estos cuerpos
(ver capı´tulo 2). Como se discutio´ en los primeros capı´tulos, tanto la teorı´a co-
mo las simulaciones nume´ricas predicen para estos cuerpos tasas de migracio´n
extremadamente ra´pidas, en particular para masas comprendidas en el rango de
algunas masas terrestres (Tanaka et al., 2002). Trabajos previos de modelos de
sı´ntesis de poblaciones planetarias (por ejemplo Levison et al., 2010; Cossou et
al., 2014) muestran que la formacio´n de planetas gigantes a distancias suficien-
temente grandes es poco probable, y argumentan que para obtener resultados
comparables con las observaciones, algu´n mecanismo de reduccio´n para la tasa
de migracio´n deberı´a ser encontrado.
Por otro lado, como ya vimos en el capı´tulo 2, estudios de migracio´n en discos
adiaba´ticos encontraron una componente de torque que es sensible a los gradien-
tes de entropı´a en la regio´n coorbital (Paardekooper y Papaloizou, 2008; Baruteau
y Masset, 2008a). Ası´, algu´n mecanismo que fuese capaz de alterar de forma sig-
nificativa la entropı´a de la regio´n coorbital podrı´a, en principio, producir una
nueva componente para el torque. Un ejemplo de tal mecanismo es el calenta-
miento por radiacio´n.
Durante la etapa de formacio´n, los planetas adquieren su masa a trave´s de un
proceso de acrecio´n de so´lidos (Pollack et al., 1996), y esto conlleva un proceso de
transformacio´n de energı´a. Las partı´culas so´lidas, que contienen una cierta canti-
dad de energı´a cine´tica y potencial respecto del planeta en formacio´n, durante el
proceso de acrecio´n transformara´n su energı´a en calor. Este calor sera´ irradiado
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desde la superficie del protoplaneta y podra´, ası´, calentar el gas circundante. De-
pendiendo de la magnitud del calor generado, la variacio´n de entropı´a en dicha
regio´n sera´ ma´s o menos significativa, pudiendo alterar la tasa de migracio´n del
planeta.
Basados en estas ideas, en este capı´tulo estudiamos el impacto que tiene la
acrecio´n de so´lidos sobre la tasa de migracio´n de un embrio´n planetario en for-
macio´n. Para esto, desarrollamos un modelo muy sencillo de la acrecio´n sobre un
planeta. E´sta es modelada como una energı´a radiativa que emerge desde la su-
perficie del planeta e inyecta una determinada cantidad de energı´a te´rmica en el
medio circundante.
Un aspecto importante a tener en cuenta en esta clase de estudios es el im-
pacto de la tasa de absorcio´n y emisio´n de energı´a del gas circundante. Ası´, la
efectividad de transferencia de energı´a entre el planeta en formacio´n y el gas cir-
cundante sera´ dependiente de la opacidad del gas en las longitudes de onda de
los fotones emergentes. Para calcular estas absorciones y emisiones de forma pre-
cisa, se desarrollo´ un mo´dulo de transferencia radiativa en el co´digo, el cual es
brevemente descripto en la siguiente seccio´n.
5.2. Transferencia radiativa
El mo´dulo de transferencia radiativa se desarrollo´ siguiendo el trabajo de
Bitsch et al. (2013). Las ecuaciones se resuelven en la aproximacio´n de dos tem-
peraturas. Las ecuaciones de evolucio´n involucradas son:
∂ER
∂t
+∇ · ~F = ρκP (B− cER) (5.1)
∂
∂t
+ (~v · ∇) = −P∇ · ~v − ρκP (B− cER) +Q+, (5.2)
donde ER es la energı´a radiativa, y se evoluciona a partir de la energı´a te´rmica
de forma independiente. El vı´nculo entre la energı´a te´rmica y radiativa viene a
trave´s de la funcio´n de Planck B ≡ B(T ) = 4σT 4, con T la temperatura y σ la
constante de Stefan-Boltzmann. κP es la opacidad de Planck, la cual es constante
en nuestra implementacio´n. La energı´a te´rmica  se calcula como  = ρcvT , con
cv el calor especı´fico a volumen constante (asumido constante en nuestra imple-
mentacio´n). ~v es la velocidad del gas y P la presio´n te´rmica. Q+ corresponde con
la funcio´n de calentamiento viscoso, la cual se calcula de forma ana´loga a como
se calculo´ el trabajo de la fuerza de presio´n. ~F es el flujo radiativo. A fin de no
considerar una ecuacio´n adicional para la evolucio´n de F, se utiliza la aproxima-
cio´n conocida como difusio´n de flujo limitada, la cual permite cerrar el sistema.
Esta aproximacio´n proviene del desarrollo de una teorı´a difusiva para la radia-
cio´n, y el flujo esta´ limitado al no permitirse una magnitud para e´ste mayor que
el producto de la densidad por la ma´xima velocidad de transporte (Levermore y
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Pomraning, 1981). ~F adopta la forma:
~F = −D∇ER, (5.3)
conD el coeficiente de difusio´n, definido comoD =
λc
ρκR
. κR es la opacidad media
de Rosseland, la cual tambie´n asumimos constante e igual a la opacidad de Planck
(ver Fig. 1 de Bitsch et al., 2013). λ es el llamado limitador de flujo (Levermore y
Pomraning, 1981), y viene definido por (Kley, 1989):
λ =

2
3 +
√
9 + 10R2
si R ≤ 2,0
10
10R+ 9 +
√
81 + 180R
si R > 2,0
(5.4)
donde R se define como:
R =
1
ρκR
|∇ER|
ER
. (5.5)
La aproximacio´n de difusio´n de flujo limitada permite estudiar de forma si-
multa´nea gas o´pticamente grueso y delgado, reproduciendo correctamente los
comportamientos lı´mite en ambos extremos (Dobbs-Dixon et al., 2010), por lo
que es una aproximacio´n razonable para el estudio de discos protoplanetarios.
En este estudio despreciamos el calentamiento por irradiacio´n estelar, el cual
es una fuente de calor adicional en la ecuacio´n 5.1.
La implementacio´n en diferencias finitas para la resolucio´n de las ecuaciones
(5.1) y (5.2) se hace siguiendo la implementacio´n de Bitsch et al. (2013), quie-
nes dan el me´todo de forma implı´cita. Aquı´ reproducimos las ideas ba´sicas, pero
mayores detalles pueden encontrarse en el trabajo original.
La ecuacio´n de evolucio´n para la energı´a radiativa, en diferencias finitas y en
la aproximacio´n implı´cita, se escribe como:
En+1R −EnR
∆t
= G(En+1R ,T
n+1), (5.6)
con G la expansio´n del te´rmino difusivo en diferencias finitas, avanzado en el
tiempo y que depende de los coeficientes de difusio´n correctamente centrados
sobre las celdas de la malla. G depende de la temperatura como su cuarta po-
tencia, por lo que no puede ser despejada directamente para construir el me´todo
implı´cito. Asumiendo que la temperatura varı´a poco de un paso de tiempo al
siguiente, puede ser desarrollada en serie (Commerc¸on et al., 2011):(
T n+1
)4 ' 4(T n)3T n+1 − 3(T n)4. (5.7)
Con esta expresio´n, utilizando el operador splitting (ver seccio´n 3.8) para la ecua-
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cio´n de la energı´a te´rmica, sin considerar el transporte y el calentamiento por
compresio´n (ver ecuacio´n 3.50), se obtiene una expresio´n para la temperatura:
T n+1 = η1 + η2E
n+1
R . (5.8)
con
η1 =
T n + 12∆t
κP
cV
σ (T n)4 +
∆tS
ρcV
+
∆tQ+
ρcV
1 + 16∆t
κP
cV
σ (T n)3
(5.9)
η2 =
∆t
κP
cV
c
1 + 16∆t
κP
cV
σ (T n)3
. (5.10)
Finalmente, combinando todo esto en la ecuacio´n (5.6) y resolviendo para ER,
se obtiene un sistema matricial de la forma:
β1,i,j,kER,i+1,j,k + β2,i,j,kER,i−1,j,k + β3,i,j,kER,i,j+1,k + β4,i,j,kER,i,j−1,k
+β5,i,j,kER,i,j,k+1 + β6,i,j,kER,i,j,k−1 + Γi,j,kER,i,j,k = Ri,j,k ,
con todo el miembro izquierdo evaluado en n+ 1. Este problema puede ser in-
vertido mediante un me´todo iterativo, con lo que se obtiene la energı´a radiativa
del problema. Una vez obtenida ER, se calcula la temperatura utilizando 5.8 y
finalmente se calcula la energı´a te´rmica  = ρcvT .
5.3. Descripcio´n del modelo
Este estudio es realizado utilizando coordenadas esfe´ricas tridimensionales y
con el mo´dulo de transferencia radiativa descripto en la seccio´n anterior activado.
Por simplicidad, la radiacio´n estelar no es incluida1.
Para la densidad de masa, se adopto´ una fo´rmula para el equilibrio hidrosta´ti-
co vertical: Masset y Benı´tez-Llambay (2015):
ρ(r,θ) =
Σ0
R0h0
√
2pi
(
r
R0
)−ξ
sin−(ξ+β) (θ)exp
(
1− sin−2f θ
2f h2(r)
)
, (5.11)
con β = 1− 2f , y ξ = 1 + σ + f . σ , como de costumbre, es el exponente de la den-
sidad superficial Σ, y f el ı´ndice de flare, el cual corresponde con el exponente
de la relacio´n de aspecto del disco (ver Fig. 2.2), y no podra´ ser determinado de
forma precisa debido a las propiedades termodina´micas del modelo que conside-
1Como se vera´ ma´s adelante, por la propiedad diferencial de este estudio, incluir o no la ra-
diacio´n de la estrella no deberı´a ser significativo
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raremos2 (ver ecuacio´n 5.20).
La velocidad radial y vertical (colatitud) son nulas inicialmente y la velocidad
de rotacio´n es:
vφ(r,θ) =Ωkr
[
sin−2f (θ)− (β + ξ)h2(r)
]1/2 −Ωf r sinθ, (5.12)
dondeΩf es la velocidad angular del marco de referencia, el cual en esta investi-
gacio´n es rotante, con frecuencia igual a la frecuencia Kepleriana del planeta.
La energı´a interna inicial del modelo se calcula a partir de la velocidad del so-
nido isoterma (P = c2s ρ), con cs = hvk, utilizando la ecuacio´n de estado adiaba´tica
(ver seccio´n 2.3 y 3.4):
e (r,θ) =
ρc2s
γ − 1 =
ρh2v2k
γ − 1 ; (5.13)
La energı´a radiativa se inicializa de forma aproximada a trave´s de la fo´rmula
de Planck, con el objetivo de anular inicialmente los te´rminos radiativos de las
ecuaciones (5.1) y (5.2):
Er =
4σ
c
T 4, (5.14)
donde σ es la constante de Stefan-Boltzmann, c es la velocidad de la luz en el
vacı´o y T es la temperatura del gas, calculada a partir de la energı´a te´rmica:
T =
(
γ − 1
ρR
)
µe, (5.15)
conR la constante de los gases ideales y µ el peso molecular medio de la nube de
gas.
Para este problema asumimos que el embrio´n planetario se encuentra en su
etapa de crecimiento, y que acreta masa a un ritmo M˙. Ası´, si asumimos que toda
la energı´a acretada es liberada en forma de energı´a te´rmica, la tasa de liberacio´n
de energı´a del planeta se calcula como:
dE
dt
=
GMp
Rp
dMp
dt
. (5.16)
Esta expresio´n puede ser escrita en funcio´n del tiempo caracterı´stico de creci-
miento de la masa, definido como:
τ =
(
1
Mp
dMp
dt
)−1
. (5.17)
Este tiempo es exactamente el tiempo en el que el cuerpo duplica su masa. En
2En general sera´ funcio´n de r (ver Fig. 5.1).
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efecto, si asumimos una tasa de acrecio´n constante:
M(t0 + τ) =Mp +
dMp
dt
τ = 2Mp, (5.18)
y despejando τ se obtiene (5.17). Por este motivo nos referiremos a τ como el
tiempo en el que el cuerpo duplica su masa o tiempo de doblamiento de la masa.
Ası´, (5.16) es:
dE
dt
=
1
τ
GM2p
Rp
. (5.19)
Por u´ltimo, una receta adicional se utilizo´ con el objetivo de acelerar la con-
vergencia hacia un estado de equilibrio nume´rico. La relacio´n de aspecto h del
disco no puede ser forzada por fuera, ya que el disco debe alcanzar su equilibrio
te´rmico, el cual refleja el balance entre el enfriamiento radiativo y el te´rmino de
calentamiento viscoso. Bitsch et al. (2013) prueban que el balance entre ambos
produce:
h(r) =
[
9
32
Σ20κν
R4
µ4
1
G3M3?σ
]1/8
r(1−2s)/8 (5.20)
En la pra´ctica, como no sabemos si e´sta es la solucio´n de equilibrio nume´rica,
es decir, el equilibrio al que convergera´ el me´todo empleado para la resolucio´n
de las ecuaciones con los para´metros usados, utilizamos un valor un poco mayor
para la relacio´n de aspecto, pero cercano. A medida que la simulacio´n avance, el
disco se enfriara´ y tendera´ de forma asinto´tica hacia el equilibrio te´rmico. En la
Fig. 5.1, puede verse la tendencia de h a converger hacia dicho equilibrio.
5.3.1. Condicio´n inicial
En la Fig. 5.2 puede verse la evolucio´n del modelo analı´tico (panel izquierdo)
hacia un estado de cercano al equilibrio te´rmico, luego de una decena de o´rbitas
(panel derecho).
Una vez alcanzado el estado de equilibrio te´rmico para el disco, utilizamos es-
te estado para realizar el resto de las simulaciones, las cuales incluyen un planeta
en su interior, como se describira´ posteriormente.
En la siguiente seccio´n se dan detalles ma´s globales sobre la implementacio´n.
5.4. Planteo del problema y metodologı´a
El torque actuante sobre un planeta es algo que depende de los procesos fı´si-
cos involucrados. En este capı´tulo, estamos interesados en estudiar co´mo puede
ser afectada la tasa de migracio´n cuando es considerado el calentamiento del gas
circundante debido al calor emanado por un cuerpo, el cual es calentado como
consecuencia de la acrecio´n de so´lidos sobre su superficie. Con el objetivo de
aislar una nueva componente del torque, procederemos a utilizar un me´todo de
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Figura 5.1: Relacio´n de aspecto del disco en funcio´n del tiempo. El exponente para el perfil de
densidad en este caso se eligio´ σ = 0,5, por lo que inicialmente, y de acuerdo con la ecuacio´n
(5.20), es un perfil plano. Con el correr del tiempo, este perfil adopta una forma que tiende hacia
el equilibrio te´rmico del co´digo, cercano al valor inicial considerado. Aunque no se haya alcanza-
do una convergencia absoluta, es suficiente para las mediciones que realizaremos en este trabajo.
comparacio´n, y calcularemos una cantidad a la cual llamaremos exceso de torque
(ver ecuacio´n 5.23).
El exceso de torque, se define como la diferencia entre el torque calculado con
una cierta caracterı´stica fı´sica nueva (el calor liberado por el planeta) y un caso de
referencia (el cual para nosotros sera´ una simulacio´n que no incluya este efecto).
Es importante que ambas simulaciones utilizadas para medir el exceso de torque
sean ide´nticas a excepcio´n de la nueva contribucio´n.
La simulacio´n de referencia se corresponde con una simulacio´n adiaba´tica que
incluye calentamiento viscoso y transferencia radiativa, pero no el calor generado
por el planeta. La segunda simulacio´n corresponde al caso radiativo completo, en
donde se incluye adema´s la energı´a te´rmica irradiada por el planeta.
Con el objetivo de realizar una medicio´n suficientemente limpia del proceso,
y cerca de un caso estacionario y en equilibrio, utilizamos como condicio´n inicial
un disco muy cerca del equilibrio hidrosta´tico y te´rmico, tal cual fue descripto
en la seccio´n anterior. Como en la pra´ctica es difı´cil obtener estados de equi-
librio precisos de forma nume´rica, partimos de la condicional inicial descripta
y realizamos una simulacio´n bidimensional (axisime´trica sobre un plano meri-
dional), dejando que el disco evolucione en el tiempo, durante algunas o´rbitas.
Luego de un cierto tiempo, el cual tampoco puede ser demasiado grande por res-
tricciones de tiempo computacional, controlamos su estado, y lo utilizamos como
condicio´n inicial para las simulaciones tridimensionales completas. En las simu-
laciones aquı´ presentadas, vimos que 10 o´rbitas es un tiempo razonable para esta
inicializacio´n.
Antes de poder utilizar estas simulaciones como condiciones iniciales en un
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Figura 5.2: Evolucio´n del modelo de disco descripto en 5.3. La diferencia temporal entre los pa-
neles de la izquierda y derecha es de 10 o´rbitas. Puede verse un cambio significativo para todos
los campos. Si bien los cambios en o´rdenes de magnitud no son importantes, los perfiles inicia-
les se encontraban lejos del equilibrio nume´rico. Los campos obtenidos en el perfil de la derecha
(incluyendo los campos de velocidad, que aquı´ se omiten), son expandidos en acimut y utilizados
como condicio´n inicial para el resto del estudio. Este proceso debe ser llevado a cabo para cada
uno de los para´metros que se varı´e. Las unidades para las cantidades esta´n en el sistema cgs.
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Figura 5.3: Esquema que muestra la forma en la que se deposita calor en la malla. El planeta,
representado en este esquema por un cı´rculo azul, se inicializa en un ve´rtice rodeado por 8 celdas
cu´bicas (en realidad 4 al usar reflexio´n en Z), y la energı´a te´rmica es liberada a una tasa constante
desde los puntos marcados con cruces rojas, posiciones correspondientes a sus vecinos ma´s cer-
canos, representados por celdas grises. Un especial cuidado es tenido durante toda la simulacio´n
para que el planeta no se mueva de forma significativa respecto de este ve´rtice.
caso tridimensional, es necesario expandir la malla en acimut y generar la grilla
tridimensional completa.
5.5. Liberacio´n de energı´a en la malla
La liberacio´n de energı´a sobre la malla debe hacerse de forma muy cuidadosa.
Un defecto en el procedimiento utilizado puede inducir asimetrı´as en torno al
planeta, y esto puede conducir a un efecto espurio sobre el torque neto sufrido
por e´ste.
En este trabajo optamos por realizar la liberacio´n de energı´a de forma cu´bica,
y utilizando los vecinos ma´s cercanos a un ve´rtice de celda. Ası´, el planeta es
localizado sobre este ve´rtice.
En la Fig. 5.3 se observa un esquema de la configuracio´n utilizada sobre la
malla. El planeta se localiza en el ve´rtice demarcado por un cı´rculo azul, y el
calor es depositado a una tasa constante en la posicio´n demarcada por las cruces
rojas, que se corresponden con los centros de las celdas grises.
El ca´lculo de la tasa de calentamiento se hace a partir del para´metro de dobla-
miento de la masa, con lo cual se obtiene E˙. Una vez calculado este para´metro,
se procede a calcular la posicio´n del planeta sobre la malla, se determinan los
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vecinos y se an˜ade directamente el calor en la forma:
En+1 = En +
E˙/8
Vijk
∆t, (5.21)
do´nde el factor 8 proviene de desparramar la energı´a en los ocho vecinos ma´s
cercanos y Vijk es el volumen de la celda ijk.
5.6. Simulacio´n de referencia
Con el objetivo de establecer un punto de referencia para la exploracio´n del
espacio de para´metros, definimos un conjunto de para´metros base o fiducial, el
cual sera´ el punto pivote para la exploracio´n posterior.
Los para´metros utilizados son medianamente conservativos respecto de las
condiciones fı´sicas en las regiones en donde se espera que los planetas sean for-
mados (ver por ejemplo Pollack et al., 1996). El conjunto de para´metros se lista
en la tabla 5.1, y la nomenclatura utilizada para cada uno de ellos es la misma
que la descripta en la seccio´n 5.3.
A lo largo de todas las simulaciones hemos utilizados un conjunto de para´me-
tros que permanecieron constantes, por lo que sera´n obviados en las descripcio-
nes de las secciones siguientes. Los para´metros fijos son: longitud de suavizado
 para el potencial gravitatorio (ver ecuacio´n 2.25), el factor γ , los bordes de la
malla Rmin, Rmax, el nu´mero de celdas utilizadas Nr ,Nφ,Nθ (a menos que se espe-
cifique lo contrario).
En la Fig. 5.4 mostramos la medicio´n de torque efectuada para el caso de refe-
rencia. En lı´nea roja vemos el torque que sufre un planeta cuando la acrecio´n de
planetesimales (es decir, la liberacio´n de calor) es considerada. En azul, podemos
ver la misma medicio´n pero para el caso sin acrecio´n. Adema´s, se observan dos
tipos de curvas, unas continuas, y otras a trazos. En lı´nea continua, se muestra
el torque medido sin excluir el 50% de la esfera de Hill en el ca´lculo, es decir
considerando las fuerzas en las proximidades del planeta, mientras que en lı´nea
a trazos, se muestra el resultado con la exclusio´n. La diferencia entre ambas exis-
te, pero a lo largo del trabajo se vio que considerar o no esta exclusio´n, no afecta
de forma sustancial a los resultados. Es notable el hecho de que la inclusio´n de
energı´a en una vecindad del planeta genere un efecto tan dra´stico en la fuerza
neta que e´ste siente. Motivados por este resultado, en las secciones siguientes
realizaremos un estudio del espacio de para´metros para caracterizar de forma
ma´s detalla a este efecto.
Una cantidad fundamental que mediremos en las secciones siguientes es el ex-
ceso de torque, el cual es marcado de forma cualitativa (e instanta´nea) con flechas,
para ambos casos. Este exceso, como se introdujo anteriormente, se define como
la diferencia de torque existente entre el caso con y sin calentamiento, siempre
manteniendo los mismos para´metros fı´sicos.
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Figura 5.4: Torque medido en la simulacio´n de referencia. En lı´nea roja se observa el torque
medido en el caso que incluye liberacio´n de energı´a en el entorno del planeta, mientras que en
lı´nea azul, el caso sin esta propiedad. En lı´nea continua, se muestra el torque medido sin excluir
el 50% de la esfera de Hill en el ca´lculo, mientras que en lı´nea a trazos, se muestra el resultado
con la exclusio´n. La diferencia entre ambas existe, pero a lo largo del trabajo se vio que considerar
o no esta exclusio´n, no afecta de forma sustancial a los resultados. El exceso de torque es marcado
de forma cualitativa con flechas, para ambos casos.
Tabla 5.1: Conjunto de para´metros para la simulacio´n fiducial. En color se marcan aquellos que
sera´n variados lo largo de toda la exploracio´n.
Para´metro Valor
Σ0 200 g cm−2
σ 0,5
ν 1015 cm2 s−1
Mp 3 M⊕
τ 105 an˜os
κ 1.0 cm2 g−1
R0 5.2 UA
 0,1H
Para´metro Valor
Nφ 1024
Nr 512
Nθ 64
Rmin 0.5 R0
Rmax 1.5 R0
θmin 1.44
θmax pi/2
γ 1.4
Para compactar los resultados que presentaremos en las secciones siguientes,
directamente mostraremos el exceso de torque, el cual sera´ calculado como el
promedio del torque en una ventana temporal, de la forma:
∆Γe =
1
T
∫ t0+T
t0
∆Γ (t)dt, (5.22)
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con t0 un tiempo de referencia inicial, y T la cantidad de tiempo sobre la cual se
realiza el promedio. ∆Γe representa el exceso de torque, y ∆Γ (t) se define como:
∆Γ (t) = ΓC(t)− ΓNC(t), (5.23)
es la diferencia entre el torque medido en el caso con calentamiento y el caso
esta´ndar.
En este trabajo, el tiempo total de las simulaciones que incluyen un planeta es
de 10 o´rbitas, y los promedios se hara´n desde la o´rbita 5 hasta la o´rbita 10, por lo
que T = 5 o´rbitas.
En la seccio´n siguiente, estudiaremos la dependencia de este exceso con dife-
rentes para´metros del disco.
5.7. Exploracio´n del espacio de para´metros
Con el objetivo de caracterizar el nuevo efecto encontrado, estudiamos con de-
talle el espacio de para´metros, realizando un barrido sistema´tico y restringie´ndo-
nos a aquellos relevantes para el torque.
Variamos la viscosidad desde 4×1014 cm2/s hasta 4×1015 cm2/s. La densidad
superficial se explora en el rango 100 g/cm2 a 1000 g/cm2, el tiempo de dobla-
miento para la masa se mueve desde 3× 104 a 3× 105 an˜os y la opacidad se varı´a
entre 0,1 cm2/g y 10 cm2/g. La masa del planeta adopta valores comprendidos
entre 1/3M⊕ a 7M⊕, y el exponente σ de la ley de densidad se considera en el
rango de -2 a 1.5.
5.7.1. Dependencia con el tiempo de doblamiento de la masa
Uno de los para´metros fundamentales de este nuevo efecto, como se vera´ en
esta seccio´n, es el tiempo de doblamiento de la masa del planeta o tasa de acre-
cio´n de so´lidos. De hecho, esta es la causa que produce el efecto observado, ya que
la cantidad de calor que se genera en un entorno depende directamente de este
tiempo (ver ecuacio´n 5.19). Es decir, este para´metro es el encargado de definir
cuanto calor es irradiado al medio. El valor adoptado en nuestra simulacio´n de
referencia es conservativo pero razonable. Realizamos cinco simulaciones, man-
teniendo todos los para´metros de referencia fijos, y variando τ desde un valor de
3×104 an˜os hasta 3×105 an˜os. Estos valores nos permiten estudiar el nuevo efecto
en condiciones muy favorables para la formacio´n de un nu´cleo planetario como
ası´ tambie´n, en aquellas condiciones ma´s conservadoras (Fig. 5.5).
5.7.2. Dependencia con la densidad superficial
En esta seccio´n estudiamos como depende el exceso de torque con la densidad
superficial de masa.
En la Fig. 5.6 mostramos la dependencia del exceso de torque en funcio´n de la
densidad superficial considerada. El exceso de torque no depende sensiblemente
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Figura 5.5: Exceso de torque normalizado para diferentes tiempos de doblamiento de la masa
o tasas de acrecio´n. La curva roja corresponde con la medicio´n del torque medio sin excluir la
vecindad del planeta en el ca´lculo de la fuerza, mientras que la curva verde si la excluye. En lı´nea
azul a trazos se muestra el valor de este para´metro en la simulacio´n de referencia. Se observa una
gran dependencia del exceso de torque con la tasa de acrecio´n impuesta, escalando linealmente
para tiempos de doblamiento de la masa suficientemente pequen˜os.
de este para´metro, aunque sı´ el valor absoluto del torque sobre el planeta, los
cuales curiosamente se compensan bastante bien para arrojar una curva pra´cti-
camente plana.
5.7.3. Dependencia con la masa del planeta
Estudiamos la dependencia del exceso de torque con la masa considerada para
el planeta. La masa del planeta es la responsable de cambiar entre diferentes
regı´menes las perturbaciones generadas en el disco. Por este motivo, es esperable
observar una dependencia significativa con ella.
En la Fig. 5.7 vemos las curvas de exceso de torque para esta exploracio´n. El
exceso de torque alcanza un ma´ximo para masas 2M⊕, para luego decrecer hacia
masas mas altas. A masas grandes observamos la aparicio´n de una inestabilidad
en el torque (ver seccio´n 5.8).
Esta dependencia muestra que un planeta en crecimiento experimentara´ un
ma´ximo en el frenado de su tasa de migracio´n, lo cual puede traducirse en una
migracio´n hacia afuera en caso de que los dema´s para´metros del modelo lo per-
mitan.
5.7.4. Dependencia con el perfil de densidad
La dependencia con el perfil de densidad es importante porque permite es-
tudiar la relacio´n existente entre el nuevo mecanismo y la distancia a la corrota-
cio´n. La corrotacio´n, como se discutio´ en la el capı´tulo 2, es la regio´n del espacio
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Figura 5.6: Exceso de torque normalizado para diferentes densidades superficiales. La curva roja
corresponde con la medicio´n del torque medio sin excluir la vecindad del planeta en el ca´lculo de
la fuerza, mientras que la curva verde si la excluye. En lı´nea azul a trazos se muestra el valor de
este para´metro en la simulacio´n de referencia. No se observa una dependencia significativa del
exceso de torque con la densidad superficial.
100 101
Mp /M⊕
0.0
0.5
1.0
1.5
∆
Γ
/|Γ
N
C
|
-1.0
-0.5
0.0
0.5
Γ
/|Γ
N
C
|
Figura 5.7: Exceso de torque normalizado para diferentes masas planetarias consideradas. La
curva roja se corresponde con la medicio´n del torque medio realizada sin excluir la vecindad del
planeta en el ca´lculo de la fuerza. La curva verde, por el contrario, corresponde a la medicio´n
que resulta de excluir tal regio´n. En lı´nea azul a trazos se marca el valor de este para´metro en
la simulacio´n de referencia. El ma´ximo se observa para masas alrededor de 2 M⊕, para luego
decrecer. Para masas mayores a 4 M⊕ aparecen signos de una inestabilidad (ver 5.8), por lo que el
valor medido posee un error significativo.
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Figura 5.8: Exceso de torque normalizado para diferentes exponentes para el perfil de densidad
inicial. La curva roja se corresponde con la medicio´n del torque medio realizada sin excluir la
vecindad del planeta en el ca´lculo de la fuerza. La curva verde, por el contrario, corresponde
a la medicio´n que resulta de excluir tal regio´n. En lı´nea azul a trazos se marca el valor de este
para´metro en la simulacio´n de referencia. La curva a trazos anaranjada representa el lugar en
donde el exceso de torque invierte su signo, lo cual se produce en el caso su´per Kepleriano. Para
perfiles de densidad suficientemente grandes, el exceso se torna superior al valor esta´ndar. El
recuadro gris denota una regio´n en donde no nos fue posible realizar una medicio´n precisa del
torque normalizado debido a que el torque medio de referencia era muy pro´ximo a cero, por lo
que preferimos excluirlo de la figura (aunque su valor es negativo)
en donde el gas se mueve a la misma velocidad que el planeta. Como el disco
presenta un gradiente radial de presio´n, es decir, una fuerza radial adicional que
el planeta no siente, la posicio´n de la corrotacio´n en general no esta´ en la o´rbita
del planeta.
En la Fig. 5.8 se muestra el exceso de torque para diferentes exponentes del
perfil de densidad. Vemos como el efecto escala de forma sistema´tica con la dis-
tancia a la corrotacio´n (o variaciones de σ ), invirtiendo su signo para perfiles de
densidad que crecen con la distancia (σ < 0), lo cual es un caso no realista. Esto
nos permite concluir que el exceso se produce por la distancia relativa entre el ca-
lor emanado por el planeta de forma sime´trica respecto de su o´rbita y la asimetrı´a
inducida por el movimiento sime´trico del gas en torno a la corrotacio´n.
5.7.5. Dependencia con la opacidad
Realizamos un estudio sistema´tico de la dependencia del exceso con la opa-
cidad del gas. Este para´metro se relaciona directamente con la transparencia del
medio a la radiacio´n, por lo que gobierna la cantidad de fotones que podra´n ser
absorbidos por el gas. Un disco de opacidad nula serı´a equivalente a una simu-
lacio´n sin transferencia radiativa, mientras que uno muy opaco no permitirı´a el
paso de los fotones a trave´s de e´l.
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Figura 5.9: Exceso de torque normalizado para diferentes opacidades del gas. La curva roja co-
rresponde con la medicio´n del torque medio sin excluir la vecindad del planeta en el ca´lculo de la
fuerza, mientras que la curva verde si la excluye. En lı´nea azul a trazos se muestra el valor de este
para´metro en la simulacio´n de referencia. La dependencia del exceso de torque con la opacidad es
notable. Opacidades moderadas a altas posibilitan una migracio´n hacia afuera extremadamente
veloz del planeta en formacio´n
En la Fig. 5.9 vemos la dependencia del exceso de torque con la opacidad del
gas. El exceso de torque depende fuertemente de la opacidad del medio, gene-
rando un exceso extremadamente grande para discos suficientemente opacos. La
simulacio´n de referencia se realizo´ con un valor de opacidad en el medio de los
valores considerados en esta exploracio´n, y adema´s es un valor conservativo.
En algunos casos fı´sicos realistas, la opacidad puede ser tan grande como 10
cm2/g, por lo que el exceso de torque podrı´a ser el mecanismo dominante para la
migracio´n temprana.
5.7.6. Dependencia con la viscosidad
Tambie´n realizamos una exploracio´n del espacio de para´metros variando la
viscosidad del gas, cuyos resultados se observan en la Fig. 5.10. En este caso, es
interesante como el exceso de torque depende de forma muy leve a cambios en
las propiedades difusivas del medio. Esto muestra que el exceso de torque no es
una propiedad que tenga una relacio´n directa con las propiedades difusivas de la
materia. Aunque pobre, la dependencia presenta un comportamiento interesante
al posibilitar el crecimiento de la nueva componente de torque al incrementarse
la viscosidad.
5.8. Inestabilidad
En los casos analizados anteriormente, para algunos para´metros, encontramos
un comportamiento oscilatorio y creciente para el torque, el cual presenta carac-
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Figura 5.10: Exceso de torque normalizado para diferentes viscosidad consideradas. La curva roja
corresponde con la medicio´n del torque medio sin excluir la vecindad del planeta en el ca´lculo
de la fuerza, mientras que la curva verde, por el contrario, si la incluye. En lı´nea azul a trazos se
muestra el valor de este para´metro considerado en la simulacio´n de referencia. El exceso de tor-
que depende muy pobremente de la viscosidad. Para viscosidades menores al valor considerado
como valor de referencia, la curva oscila debido a la aparicio´n de una inestabilidad (ver 5.8). Es
interesante el leve incremento del exceso de torque a viscosidades un poco ma´s grandes respeto
de la simulacio´n de referencia.
terı´sticas compatibles con una inestabilidad. Los para´metros que favorecı´an la
aparicio´n de tal inestabilidad fueron (siempre sobre la simulacio´n de referencia),
opacidades menores 0.17 cm2/g, masas planetarias mayores a 4M⊕ y viscosidades
inferiores a ∼ 1015 cm2/s.
En la Fig. 5.11, se muestra un ejemplo de este comportamiento a baja visco-
sidad. El comportamiento inestable es evidente a partir del crecimiento expo-
nencial del torque medido. Por otro lado, al tener una simulacio´n de referencia,
podemos descartar que se deba a un error de implementacio´n. Observando las di-
ferentes curvas obtenidas para el torque (no incluidas en este trabajo), se observa
que la velocidad de crecimiento de la inestabilidad es funcio´n de los para´metros
utilizados, y una vez encontrado el para´metro crı´tico, por ejemplo la viscosidad
νc a la cual aparece este comportamiento, para ν < νc, la inestabilidad no hara´
ma´s que incrementar su ritmo de crecimiento.
Lamentablemente no disponemos de un muestreo temporal suficiente para
los campos hidrodina´micos, por lo que no podemos estudiar el crecimiento de
este feno´meno con detalle. Sin embargo, al observar el campo de velocidad, hay
indicios de que este comportamiento puede estar relacionado con el movimiento
del punto de acrecio´n observado en la seccio´n 5.11.
Entender la fuente real de esta inestabilidad y comprender si es un artificio
nume´rico o realmente tiene causas fı´sicas, podrı´a abrir la puerta hacia una po-
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tente fuente de excentricidad (y posiblemente de inclinacio´n) para los cuerpos
planetarios en formacio´n dentro de un disco de gas. Este efecto podrı´a tambie´n
alterar las tasas de amortiguacio´n para la excentricidad, lo cual podrı´a tener im-
pactos sustanciales en la forma en la que se acoplan mu´ltiples cuerpos en forma-
cio´n. El estudio detallado de este efecto supera a los objetivos de este trabajo, y
quedara´ como un objetivo futuro.
~2 órbitas 
planetarias
órbita del 
planeta
Figura 5.11: Torque medido en la exploracio´n de para´metros de la viscosidad ν. Estas curvas
se corresponden con el caso ν ' 9 × 1014cm2/s. Las lı´neas so´lidas corresponden con el torque
medido considerando toda la contribucio´n del disco. Las curvas a trazos consideran so´lo el disco
ma´s alla´ del 50% del radio de Hill. En azul se muestra el torque para el caso esta´ndar, es decir,
sin calentamiento del medio por parte del planeta. En rojo, se muestra el caso con calentamiento
incluido. Se observan dos frecuencias muy claras en la sen˜al del torque; por un lado, la curva
roja presenta una oscilacio´n creciente, y una frecuencia principal asociada con el doble de la
frecuencia orbital del planeta, la cual es claramente distinguible sobre la curva azul.
5.9. Integracio´n de largo perı´odo
Con el objetivo de asegurar que nuestros resultados no son un efecto transi-
torio en el disco, realizamos una integracio´n adicional por una gran cantidad de
o´rbitas. Los para´metros para esta simulacio´n se dan en la tabla 5.2. La metodo-
logı´a utilizada es la misma que ya se describio´ en las secciones anteriores.
El resultado de la integracio´n a largo tiempo puede verse en la Fig. 5.12.
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Tabla 5.2: Conjunto de para´metros para la simulacio´n a largo plazo.
Para´metro Valor
Σ0 197,2 g cm−2
σ 0,5
ν 1015 cm2 s−1
Mp 3,3 M⊕
 0,1H
κ 1.0 cm2 g−1
τ 7× 105 an˜os
Para´metro Valor
Nφ 512
Nr 256
Nθ 32
Rmin 0,5R0
Rmax 1,5R0
θmin 1.44
θmax pi/2
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Figura 5.12: Simulacio´n a largo plazo similar a la simulacio´n fiducial considerada a lo largo de
este capı´tulo. Puede verse una oscilacio´n de largo perı´odo, tı´pica para el tiempo de libracio´n
en la regio´n de herradura. Se observa de forma clara que el exceso de torque respecto del caso
esta´ndar es una caracterı´stica robusta, que se mantiene durante todo el tiempo de la simulacio´n.
La lı´nea negra a trazos marca el tiempo de integracio´n de la exploracio´n sistema´tica del espacio
de para´metros. Si bien el valor del torque neto es oscilatorio en el tiempo, el exceso de torque es
una cantidad que se mantiene pra´cticamente constante en el tiempo, lo cual es una caracterı´stica
notable, y muestra que el efecto encontrado no es un feno´meno transitorio en el disco.
Vemos que la diferencia entre la curva roja superior y la azul inferior se man-
tiene pra´cticamente constante durante todo el tiempo de integracio´n, mostrando
que el exceso de torque no es una caracterı´stica transitoria. Incluso mantienen en
comu´n la oscilacio´n de largo periodo, asociada al tiempo de libracio´n de la regio´n
de herradura.
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5.10. Densidad de torque
Una cantidad frecuentemente calculada en la literatura es el torque generado
por los diferentes anillos de materia del disco de gas. Esta cantidad, comu´nmente
denominada densidad de torque o distribucio´n radial de torque, permite estudiar de
do´nde proviene la mayor contribucio´n al torque neto y comprender, por ejemplo,
si el torque observado es una caracterı´stica local o es debido a la estela generada
por el planeta.
La distribucio´n de torque se define a partir de la contribucio´n diferencial de
e´ste al torque total:
Γtotal =
∫ r1
r0
dΓrdr, (5.24)
dΓr es la densidad o distribucio´n de torque, dada por:
dΓr =
∫ ∞
−∞
∫ 2pi
0
dΓ rdϕdz, (5.25)
con dΓ el torque ejercido por un elemento de volumen sobre el planeta.
Supongamos que calculamos el torque en cada celda de la malla, y que lo
representamos por la cantidad ∆Γijk, igual al torque que ejerce cada celda de ma-
sa mijk = ρijkVijk sobre el planeta3. Por construccio´n, el torque total sobre el el
planeta sera´:
Γtotal =
∑
j
∑
k
∑
i
∆Γijk . (5.26)
Ahora bien, para compatibilizar esta definicio´n con la dada por (5.24), escribi-
mos:
Γtotal =
∑
j
∑
k
∑
i
∆Γijk
∆r
∆r, (5.27)
con lo que la densidad de torque nume´rica sera´:
∆Γr j =
1
∆r
∑
k
∑
i
∆Γijk

j
, (5.28)
donde se resalto´ la dependencia con el ı´ndice j. A partir de esta definicio´n, el
torque total calculado nume´ricamente es:
Γtotal =
nr−1∑
j=0
∆Γr j∆r, (5.29)
lo cual es la versio´n discreta de (5.25).
3i es el ı´ndice acimutal, j el radial y k el polar
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Figura 5.13: Densidad de torque calculada de forma nume´rica para la simulacio´n de referencia.
En rojo se muestra la densidad de torque para la simulacio´n que incluye calentamiento por parte
del planeta. En azul, se muestra el torque en el caso esta´ndar, sin incluir el calor liberado por el
planeta. En verde, se muestra la diferencia entre ambas curvas, cuya integral es igual al exceso de
torque. En un recuadro gris se marca de forma cualitativa la regio´n correspondiente a la regio´n
coorbital del planeta. Se ve que las mayores alteraciones del torque provienen de esta regio´n. El
torque de Lindblad es producido por las regiones exteriores a la regio´n coorbital y se debe a la
fuerza producida por la estela generada por el planeta. El planeta se localiza en r=5.2 UA.
En la Fig. 5.13 se muestra el resultado de la medicio´n realizada para la den-
sidad de torque con los para´metros de referencia. En rojo, se observa la densidad
de torque para el caso en el que el planeta libera calor al medio, y en azul el caso
esta´ndar El exceso de torque instanta´neo, correspondiente a la diferencia entre
ambas curvas e integrado en r, claramente es una funcio´n positiva. La mayor
contribucio´n al torque se produce en las cercanı´as de la regio´n coorbital, mien-
tras que hay una leve modificacio´n en radios exteriores, aunque no demasiado
significativa.
El estudio de la densidad de torque nos permite concluir que los cambios en
la magnitud del torque provienen de la regio´n coorbital. Por otro lado, el torque
producido por la estela espiral pra´cticamente no cambia su magnitud.
5.11. Lı´neas de corriente y lo´bulos de densidad
Realizamos un u´ltimo estudio para obtener ideas de cual podrı´a ser el origen
de esta nueva componente de torque descubierta. En la Fig. 5.14 mostramos la
perturbacio´n de densidad para la simulacio´n de referencia, al cabo de 20 o´rbitas.
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Figura 5.14: Representacio´n cartesiana de la perturbacio´n del campo de densidad en el plano
ecuatorial para la simulacio´n de referencia, considerando calentamiento. Con lı´neas blancas se
muestra el campo de velocidad asociado. Se distinguen dos regı´menes bien diferentes. En lı´nea a
trazos se dibujan las lı´neas de corriente de la regio´n de circulacio´n, es decir, o´rbitas 2pi-perio´dicas.
La regio´n sombreada, entre las curvas blancas continuas corresponde con las o´rbitas del material
atrapado en la regio´n coorbital.
La razo´n para mostrar el campo de densidad es que en u´ltima instancia, es el
responsable de ejercer fuerza sobre el planeta por medio de su fuerza gravitatoria.
En esta figura se encuentran marcadas ciertas cantidades dina´micamente im-
portantes, como ser las o´rbitas de circulacio´n (lı´neas a trazos), de herradura (som-
breada) y curva de corrotacio´n (lı´nea verde). Las o´rbitas de circulacio´n son aque-
llas que describe el gas cuando se encuentra suficientemente lejos de las pertur-
baciones del planeta, y son pra´cticamente Keplerianas, a excepcio´n de una ligera
correccio´n por el gradiente de presio´n (ver por ejemplo 5.7.4). Las o´rbitas de la
regio´n de herradura (que en este caso particular es un poco ma´s compleja que
las o´rbitas de herradura del problema restricto de los tres cuerpos), son aquellas
que se encuentran fuertemente perturbadas por la presencia del planeta, y po-
seen una amplitud radial significativa. Por u´ltimo, la curva de corrotacio´n es la
regio´n del disco de velocidad rotacional nula del gas en el marco de referencia
corrotante con el planeta. Ası´, esta curva es el lugar del disco que efectivamente
corrota con el planeta.
Dos caracterı´sticas notables aparecen al observar la Fig. 5.14. Por un lado, hay
dos regiones subdensas claramente visibles, y quiza´s lo ma´s importante de to-
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do, son asime´tricas en su profundidad absoluta, aunque su distribucio´n respecto
de la corrotacio´n es sime´trica. Ya que el planeta libera energı´a te´rmica de forma
sime´trica respecto de su posicio´n, pero no respecto de la corrotacio´n, habra´ ma-
terial calentado de forma asime´trica en el disco. El material ma´s alejado respecto
del planeta recibira´ menor cantidad de calor a lo largo de una o´rbita, por lo que
se expandira´ menos que su contraparte ma´s cercana, por lo que sera´ ma´s denso.
Esto es lo que ocurre en el lo´bulo de la izquierda de la Fig. 5.14, el cual es ma´s
frı´o y denso que aquel localizado a la derecha del planeta.
El balance neto de las fuerzas ejercidas por ambos lo´bulos apunta claramen-
te hacia la izquierda, al ser el lo´bulo allı´ localizado ma´s denso. Esta direccio´n
coincide con la direccio´n de movimiento, por lo que el efecto de esta fuerza es
aumentar el momento angular neto sobre el planeta. El resultado de esta fuer-
za sera´ entonces, en u´ltima instancia, una disminucio´n o inversio´n de la tasa de
migracio´n.
Por motivos de comparacio´n, realizamos un gra´fico similar para el caso es-
ta´ndar, en el cual no es considerado el calentamiento de la vecindad del planeta.
Como se puede ver claramente en la Fig. 5.15, la ausencia de liberacio´n de calor
impide la formacio´n de los lo´bulos subdensos en este caso. Adema´s, se puede
observar claramente la estela generada por el planeta.
Las o´rbitas de circulacio´n son pra´cticamente ide´nticas entre ambos casos, sin
embargo en la regio´n de herradura hay diferencias importantes. La diferencia que
ma´s se destaca es la aparicio´n de un punto con forma de espiral en el caso con
calentamiento, completamente ausente en el caso esta´ndar. Este es un punto de
acrecio´n de materia, y no disponemos de suficiente informacio´n como para deter-
minar si es una estructura estable o es un punto transitorio del fluido. Al observar
de forma muy superficial algunas simulaciones que presentaban la inestabilidad
mostrada en la seccio´n 5.8, parecerı´a haber indicios de que la inestabilidad podrı´a
estar provocada por movimientos de este punto notable en torno al planeta, as-
pecto que debe ser estudiado con ma´s detalle.
5.12. Conclusiones
En esta seccio´n hemos presentado mediciones del exceso de torque en el caso
de planetas en discos radiativos bajo la consideracio´n del calor emanado por el
cuerpo como consecuencia de la acrecio´n de planetesimales.
Encontramos que el exceso de torque con respecto al caso esta´ndar no radia-
tivo es sistema´ticamente positivo, invirtiendo su signo so´lo en casos en los que el
perfil de densidad adopta pendientes irrealistas.
Demostramos mediante medicio´n de la densidad de torque que el efecto pro-
viene de la regio´n de corrotacio´n, y mediante una inspeccio´n gra´fica vimos que
la causa es la aparicio´n de lo´bulos subdensos alrededor del planeta.
Tambie´n realizamos comprobaciones para descartar que el efecto encontrado
se deba a un posible estado transitorio en el disco, las cuales mostraron que el
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Figura 5.15: Representacio´n cartesiana de la perturbacio´n del campo de densidad en el plano
ecuatorial para la simulacio´n de referencia sin considerar el calentamiento. Con lı´neas blancas se
muestra el campo de velocidad asociado. Al igual que en la Fig. 5.14, en lı´nea a trazos se dibujan
las lı´neas de corriente de la regio´n de circulacio´n, y con lı´neas blancas gruesas se delimita la regio´n
de herradura. La curva verde corresponde con la regio´n de velocidad acimutal cero (donde el gas
efectivamente corrota con el planeta). La estela espiral generada por el planeta es claramente
visible.
efecto se sostiene a lo largo del tiempo.
En el caso de tasas de acrecio´n suficientemente altas encontramos que la nue-
va componente del torque es proporcional a la tasa de acrecio´n, y domina sobre
cualquier otra componente del torque. Ya que la tasa de migracio´n depende li-
nealmente con el torque, y este a su vez es proporcional a la tasa de acrecio´n,
necesariamente la posicio´n final del planeta sera´ funcio´n de la masa que este
acrete.
La alta dependencia de la nueva componente del torque con la tasa de acre-
cio´n puede arrojar pistas sobre el origen de la correlacio´n entre la frecuencia de
planetas con la metalicidad estelar. En efecto, ya que la nueva componente de
torque escala con la tasa de acrecio´n, y e´sta a su vez escala con la cantidad de
contenido so´lido en la nebulosa, discos ma´s meta´licos (ma´s densos) podrı´an, en
principio, favorecer la eficiencia de este mecanismo, posibilitando ası´, por ejem-
plo, la formacio´n de planetas gigantes y distantes a la estrella central.
Por otro lado, en ambientes de baja metalicidad, la eficiencia de este meca-
nismo deberı´a verse reducida, por lo que los planetas no podrı´an detener su mi-
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gracio´n. Ası´, la formacio´n de planetas gigantes se verı´a desfavorecida y podrı´an
quedar como resultado un mayor nu´mero de planetas del tipo su´per tierras, los
cuales, de acuerdo a este razonamiento, podrı´an ser ma´s frecuentes alrededor de
estrellas pobres en metales.
Un hecho notable debe ser remarcado. En principio, el torque que encontra-
mos no guarda ninguna relacio´n aparente con el torque ejercido por la estela del
planeta o por el horseshoe drag. Es una funcio´n solamente de la opacidad del gas
y de la tasa de acrecio´n, mientras que el torque esta´ndar depende de la densidad
superficial del disco y la temperatura. El hecho de que ambos torques sean de la
misma magnitud es muy sorprendente, y ma´s que lo sean para para´metros fı´sicos
conservativos como los utilizados en este trabajo.
Finalmente, hemos encontrado una fuente de inestabilidad para el torque, la
cual deberı´a ser estudiada en detalle en el futuro. Esta inestabilidad, en caso de
tratarse de una inestabilidad fı´sica, podrı´a ser el camino hacia posibles excitacio-
nes de inclinacio´n y excentricidad en sistemas altamente disipativos.
Todas estas caracterı´sticas en conjunto podrı´an contribuir de forma significa-
tiva a la reconciliacio´n entre los modelos de migracio´n por interacciones planeta-
disco y la baja frecuencia de planetas formados mediante la utilizacio´n de mo-
delos de sı´ntesis de poblaciones planetarias. En particular, hemos encontrado un
mecanismo suficientemente robusto para disminuir, detener o revertir la tasa de
migracio´n en las etapas en la que los nu´cleos se esta´n formando. De esta forma
relajamos la necesidad de formar planetas de forma extremadamente ra´pida, a la
vez que posibilitamos la aparicio´n de dos familias de exoplanetas diferentes.
Por u´ltimo, ciertamente este efecto pone en evidencia la sensibilidad existente
en la regio´n coorbital frente a efectos fı´sicos nunca antes considerados, por lo
que las posibilidades de encontrar efectos capaces de competir con la migracio´n
cla´sica podrı´an ser significativas.
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6Migración en discosmagnetizados
6.1. Introduccio´n
Observacionalmente, sabemos que los discos en donde deberı´an estar forma´n-
dose los planetas son discos de acrecio´n. Adema´s, es posible determinar con un
alto grado de precisio´n el valor para la tasa de acrecio´n. Ası´, un problema de
relevancia en la astrofı´sica actual consiste en explicar cual es el mecanismo que
hace posible el transporte de masa (y momento angular) dentro de estos discos.
Hoy en dı´a es comu´n explicar la acrecio´n observada a partir del efecto des-
cripto por Balbus y Hawley (1991) y Balbus y Hawley (1998). Estos autores des-
cribieron una inestabilidad muy potente generada por los campos magne´ticos
presentes en un disco con rotacio´n diferencial, conocida como Inestabilidad Mag-
netoRotacional (MRI).
La manifestacio´n ma´s importante de esta inestabilidad es el desarrollo de tur-
bulencia en todas las magnitudes fı´sicas del disco, incluyendo, entre otras, a la
distribucio´n de masa. Estos movimientos turbulentos de masa obviamente alte-
rara´n a la dina´mica de un planeta en formacio´n y, entender co´mo se distribuye
esta masa en el disco, y en particular, como se distribuye alrededor de los plane-
tas en formacio´n, es crucial para comprender la dina´mica del sistema, y al fin de
cuentas, explicar su proceso de formacio´n.
Como se describio´ en los capı´tulos 1 y 2, la migracio´n planetaria se debe al ba-
lance delicado entre diferentes mecanismos que compiten entre sı´, y entenderlos
y describirlos adecuadamente en un estado turbulento es una tarea desafiante.
Dos problemas fundamentales aparecen al considerar este tipo de estudios:
Por la naturaleza tridimensional de la MRI, las simulaciones deben ser, en
efecto, tridimensionales, por lo que el costo computacional es muy elevado.
Por la naturaleza estoca´stica del proceso, para obtener mediciones con una
sen˜al considerable, se requiere de la realizacio´n de promedios temporales.
Para relajar la primera condicio´n, autores previos optaron por simular la tur-
bulencia a trave´s de potenciales estoca´sticos (en espacio y en tiempo), los cuales
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son an˜adidos de forma ad hoc sobre simulaciones hidrodina´micas bidimensiona-
les y laminares (Laughlin et al., 2004; Baruteau y Lin, 2010). En estos casos se
encuentra que el torque ejercido por la regio´n coorbital (ver seccio´n 2.5.1) puede
ser sostenido debido a la difusio´n producida por los movimientos turbulentos y
estoca´sticos. Sin embargo, esta afirmacio´n depende, naturalmente, de la inten-
sidad de la turbulencia involucrada. Ası´, esto permitirı´a, en principio, explicar
una reduccio´n de la tasa de migracio´n en un caso turbulento respecto de uno
no viscoso y laminar, en donde el torque de corrotacio´n satura y ra´pidamente
desaparece.
Nelson y Papaloizou (2004) realizaron el primer estudio sistema´tico del im-
pacto de la turbulencia MRI sobre un planeta, y encontraron que en todos los
casos, el torque presenta fluctuaciones importantes, las cuales oscilan para gene-
rar torques positivos o negativos, en escalas temporales de tan so´lo una o´rbita. El
proceso serı´a similar a una caminata aleatoria. Adema´s, por medio de promedios
temporales, estos autores encontraron que el torque medio al que se encuentra
sometido un planeta en formacio´n dentro de un disco turbulento serı´a algo dife-
rente al torque ejercido en el caso laminar. Sin embargo, el ruido presente en sus
simulaciones no permite obtener convergencia de los resultados.
Ma´s recientemente, Uribe et al. (2011) mostraron mediante simulaciones tri-
dimensionales estratificadas que puede existir una componente de torque de co-
rrotacio´n no saturada en tales casos.
Por medio de simulaciones bidimensionales Guilet et al. (2013) mostraron que
el torque se modifica de forma drama´tica por medio de la inclusio´n de un campo
magne´tico acimutal de´bil, y que el signo del exceso de torque dependerı´a del
signo del acimut (respecto del planeta) de un punto muy particular en el fluido,
conocido como punto de velocidad cero o stagnation point en ingle´s.
Posteriormente Uribe et al. (2015) concluyeron mediante simulaciones nume´ri-
cas bidimensionales, tridimensionales y un ana´lisis lineal que en el torque ejer-
cido en el caso magne´tico existirı´a una componente de torque asociada con el
ejercido en el caso no magnetizado, la cual retarda la migracio´n, pero en ningu´n
caso puede revertirla.
La mayor dificultad para comparar el torque en el caso 3D turbulento respecto
del caso laminar bidimensional es que las simulaciones turbulentas no alcanzan
nunca un estado estacionario en el tiempo, por lo que los perfiles nunca dejan de
variar. Esta es una diferencia enorme a la hora de calcular lo mismo en el caso
laminar.
En esta seccio´n nosotros utilizaremos el co´digo nume´rico que desarrollamos
para intentar atacar este problema haciendo uso de la potencia de un cluster de
GPU’s. Realizaremos cientos de simulaciones tridimensionales de discos magne-
tizados y turbulentos, con el objetivo de incrementar la sen˜al y poder obtener una
medicio´n suficientemente convergida para el torque. Incrementando la sen˜al lo
suficiente, podremos realizar una comparacio´n suficientemente limpia entre un
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caso turbulento y un caso laminar.
6.2. Inestabilidad MagnetoRotacional
En esta seccio´n, por completitud, se introducira´ de forma muy breve una ex-
plicacio´n del mecanismo responsable de la inestabilidad magnetorotacional. En-
tender correctamente las bases del mecanismo, y la forma en la e´ste actu´a sera´ de
utilidad para el posterior desarrollo de las simulaciones.
Para entender el funcionamiento del mecanismo fundamental de la MRI se-
guiremos los desarrollos de Balbus y Hawley (1998).
Partimos de la ecuacio´n de induccio´n:
∂B
∂t
= ∇
(
~v × ~B
)
. (6.1)
En el caso no resistivo, las lı´neas de campo magne´tico y del campo de velo-
cidad son paralelas entre sı´, por lo que si el campo magne´tico tiene divergencia
nula, lo mismo ocurre para el campo de velocidad (incompresible). Adema´s, su-
pongamos que B es uniforme. Por lo tanto:
∇
(
~v × ~B
)
=
(
~B · ∇
)
~v. (6.2)
Supongamos que la velocidad esta´ perturbada en Z, y puede descomponerse
en sus modos fundamentales verticales. Considerando un modo aislado y asu-
miendo ~B uniforme en la direccio´n Z, se tiene que:
∂~B
∂t
= B∂z~v = ik~vB −→ δ~B = ikB~vδt, (6.3)
lo cual da una expresio´n para calcular la perturbacio´n de campo magne´tico (en
el plano) debido a las perturbaciones de la velocidad, o de forma ma´s precisa,
debido a pequen˜os desplazamientos ~∆ = ~vδt:
La fuerza de Lorentz, la cual acopla al campo magne´tico con la materia, y
despreciando la presio´n magne´tica, es:
~FL =
(
~B · ∇
)
~B
µ0ρ
, (6.4)
que a primer orden en δ~B es:
~FL =
(
~B · ∇
)
δ~B
µ0ρ
(6.5)
= −k
2B2
µ0ρ
~∆ (6.6)
(6.7)
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Ası´, en este caso tan simplificado, la fuerza de Lorentz se reduce a la ecuacio´n
de un oscilador armo´nico.
Ahora calculemos el desplazamiento sufrido por un elemento de fluido, ini-
cialmente en o´rbita circular, a una distancia rp del origen, sometido a la fuerza
magne´tica FL. Las ecuaciones del movimiento para este elemento de fluido, en el
marco corrotante son:
d2x
dt2
− 2Ωpdydt = r
(
Ω2p −Ω(r)2
)
+Flx (6.8)
d2y
dt2
+ 2Ωp
dx
dt
= Fly (6.9)
Donde se asume que x apunta en la direccio´n radial e y en la direccio´n acimutal
creciente. Los te´rminos de la derecha se corresponden, de izquierda a derecha,
con la fuerza centrı´fuga y centrı´peta respectivamente.
Para un pequen˜o desplazamiento ~∆ = (∆x,∆y) respecto de la o´rbita circular
inicial, las ecuaciones de movimiento, a primer orden en ∆, son:
d2∆x
dt2
− 2Ωp
d∆y
dt
= −
(
dΩ2
d lnr
+ k2v2a
)
∆x, (6.10)
d2∆y
dt2
+ 2Ωp
d∆x
dt
= −k2v2a∆y , (6.11)
donde va es la velocidad de Alfve´n, definida como va = B/
√
µ0ρ.
La relacio´n de dispersio´n que satisfacen estas ecuaciones es (suponiendo ~∆ ∝
e−iωt):
ω4 −ω2
(
κ2 + 2K2
)
+K2
[
K2 + dΩ
2
d lnr
]
= 0, (6.12)
con κ = 4Ω2+dΩ2/d lnr la frecuencia de oscilacio´n para pequen˜os desplazamien-
tos en el caso el caso no magnetizado (frecuencia de epiciclo), y K = kva.
(6.12) es una para´bola en ω2, y la raı´z negativa se corresponde con la inesta-
bilidad magnetorotacional:
ω2mri =
κ2 + 2K2 −√κ4 + 16K2Ω2
2
(6.13)
Ası´, la inestabilidad se produce cuando el tercer te´rmino supera a los otros dos:
K2 + dΩ
2
d lnr
< 0, (6.14)
Ya que el nu´mero de onda puede elegirse arbitrariamente pequen˜o, la condicio´n
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Figura 6.1: Relacio´n de dispersio´n dada por la ecuacio´n (6.13) (normalizada). Con una cruz, se
marca la posicio´n de la frecuencia de ma´ximo crecimiento. Tambie´n, se observa la existencia de
una frecuencia de corte, la cual viene dada por un cero del numerador de (6.13).
de estabilidad suele escribirse como:
dΩ2
d lnr
< 0. (6.15)
El ma´ximo de la ecuacio´n (6.13), se produce en:
K2max = −
(
1
4
+
κ2
16Ω2
)
dΩ2
d lnr
, (6.16)
que se corresponde con una frecuencia de oscilacio´n:
ω2max =
1
2
∣∣∣∣∣ dΩd lnr
∣∣∣∣∣ (6.17)
En el caso Kepleriano, κ = Ω, por lo que ωmax = 3/4Ω, y ocurre en Kmax =√
15/4Ω, lo cual significa que la inestabilidad crece exponencialmente en escalas
de tan solo una o´rbita.
En la Fig. 6.1, se muestra una representacio´n de la relacio´n de dispersio´n (nor-
malizada por la frecuencia de rotacio´n) para el caso Kepleriano. Se observa clara-
mente la existencia de una frecuencia de ma´ximo crecimiento, como ası´ tambie´n
la existencia de una frecuencia de corte.
6.3. Estrategia de trabajo
Asumiendo que la turbulencia que se genera a partir de la MRI es un proceso
estoca´stico, debe existir un tiempo finito de descorrelacio´n para dos simulaciones
que parten de condiciones iniciales similares.
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Ası´, con el objetivo de realizar mediciones instanta´neas del torque sufrido
por un planeta en un disco tridimensional turbulento, realizaremos cientos de
simulaciones y posteriormente las promediaremos.
Para ello, debemos asegurarnos de promediar simulaciones descorrelaciona-
das, con el fin de incrementar efectivamente la relacio´n sen˜al-ruido. E´ste sera´ el
objetivo de las siguientes secciones.
6.4. Implementacio´n nume´rica
Para el estudio llevado a cabo en este capı´tulo se utilizo´ el co´digo en su versio´n
cilı´ndrica, y se resuelven las ecuaciones de la MHD completas, tal cual fueron
presentadas en el capı´tulo 3.
Utilizamos una malla cilı´ndrica de taman˜o (Nr ,Nφ,Nz) = (450,210,40). La
estrella es modelada por medio de un potencial puntual en el origen, de masa
M∗ = 1M0, con M0 la unidad de masa, la cual no es relevante en este estudio.
Cuando el planeta es incluido en las simulaciones, se lo considera como un
potencial esta´tico y suavizado en un marco de referencia corrotante. Por simpli-
cidad, se desprecian los te´rminos indirectos del potencial, y resolvemos el pro-
blema no estratificado para poder realizar comparaciones limpias con el caso bi-
dimensional.
Con estas consideraciones, el potencial al que esta´ sujeto el disco adopta la
forma:
φ = − GM∗√
x2 + y2
− Gmp√
(x − xp)2 + (y − yp)2 + ε2
, (6.18)
donde x,y son las coordenadas cartesianas de un elemento de volumen de gas,
y xp, yp son las coordenadas cartesianas del planeta. ε es el para´metro de suavi-
zado, y es incluido con el fin de considerar la tercer dimensio´n en el potencial
para obtener torques comparables con los casos tridimensionales estratificados
(ver ecuacio´n 2.25). Su valor impacta en el taman˜o de la regio´n de herradura del
planeta, y por lo tanto tambie´n tiene un impacto significativo sobre el torque. Es
importante aclarar que si bien nuestras simulaciones son tridimensionales, al ser
no estratificadas, no consideran la tercer dimensio´n para el potencial gravitatorio.
Sin embargo, ya que en nuestro estudio, como se vera´ ma´s adelante, realizaremos
una comparacio´n entre simulaciones realizadas exactamente de la misma forma,
el valor exacto de ε no sera´ relevante.
La malla utilizada se extiende sobre un dominio ϕ ∈ [0,pi], r ∈ [R0,8R0], z ∈
[−0,3R0,0,3R0], de forma similar a la configuracio´n empleada por Baruteau et al.
(2011). R0 es la unidad de longitud, cuyo valor nume´rico se fijo´ como la unidad,
pero no tiene importancia en nuestro estudio. En todos los casos en los que haya
un planeta, la masa considerada es mp = 3× 10−4M∗.
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6.4.1. Condicio´n inicial
Antes de poder insertar un planeta en un disco turbulento, realizamos una
simulacio´n base, partiendo de un estado laminar perturbado.
El perfil de densidad utilizado es una ley de potencia de la forma:
Σ(r) = Σ0
(
r
R0
)−σ
,
con σ = 1/2. La relacio´n de aspecto del disco adopta la forma:
h(r) = h0
(
r
R0
)f
, (6.19)
con f = 0. A partir de la relacio´n de aspecto, iniciamos la velocidad del sonido
cs = h(r)vk, donde vk =
√
GM∗/r es la velocidad Keplerina.
La perturbacio´n en la velocidad inicial se produce mediante la adicio´n de un
ruido uniforme sobre los campos de velocidad, de la forma:
v2φ = v
2
k
[
1− h2 (2f − 1− σ )
]
,
vr = αcsωr ,
vz = αcsωz,
con ωr ,ωz una variable aleatoria y uniforme entre [-1,1], que depende de la posi-
cio´n. α es la amplitud de la perturbacio´n inicial, fijada en 2,5×10−2. Los te´rminos
multiplicados por h2 son considerados para mantener el balance rotacional, el
cual es alterado por los gradientes de presio´n internos. El te´rmino correctivo por
presio´n magne´tica no ha sido tenido en cuenta ya que trabajaremos con campos
magne´ticos de´biles. De todos modos, debido a la naturaleza turbulenta del pro-
blema, no es necesario considerar una condicio´n inicial exactamente equilibrada.
El campo magne´tico inicial tiene so´lo componente φ, y se calcula a partir del
para´metro β, el cual mide la relacio´n entre la presio´n magne´tica y la presio´n
te´rmica:
β =
Pt
Pm
=
2µ0c2s ρ
B2
, (6.20)
con lo que:
Bϕ = cs
√
2µ0ρ
β
(6.21)
En este trabajo realizamos dos simulaciones principales, una con β = 200 (B2) y
otra con β = 400 (B4). Notar que por la forma de iniciar Bϕ, β es inicialmente
uniforme sobre todo el disco.
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6.4.2. Condicio´n de contorno
Con el objetivo de minimizar la propagacio´n de efectos de borde sobre el pla-
neta, se opto´ por utilizar condiciones de amortiguacio´n para la densidad y el
campo de velocidad sobre una fraccio´n de la malla activa. El campo magne´tico
permanece inalterado en estas regiones, y por construccio´n, su divergencia per-
manece nula durante toda la integracio´n.
La amortiguacio´n se aplica siguiendo el procedimiento descripto por de Val-
Borro et al. (2006). La amortiguacio´n es aplicada sobre anillos, que abarcan el
dominio [R0,1,35R0] para la amortiguacio´n interna y [7,3R0,8R0] para la amorti-
guacio´n externa.
La forma en la que se aplica la amortiguacio´n sobre un campo ψ arbitrario es:
dψ
dt
= −ψ −ψ0
τ
P (r), (6.22)
τ esta´ parametrizado por el perı´odo orbital a la distancia r y P es una funcio´n
parabo´lica que va desde 1 en la frontera hasta 0 en el borde de la regio´n de amor-
tiguacio´n.
Para las cantidades localizadas en el u´ltimo anillo activo, se aplican condicio-
nes de contorno reflectantes. Esta condicio´n tambie´n incluye al campo magne´tico,
por lo que su flujo se conserva de forma estricta.
Ya que el potencial utilizado no es estratificado, el problema es invariante en
la direccio´n Z, y condiciones de contorno perio´dicas para todas las cantidades
son aplicadas en sus fronteras.
En la Fig. 6.2 puede verse un bosquejo de la configuracio´n utilizada en este
estudio.
Z
Figura 6.2: Aspecto de la malla en las simulaciones MRI realizadas. La transparencia en la di-
reccio´n creciente de Z representa la periodicidad en dicha direccio´n. En rojo se muestra una
representacio´n de las regiones de amortiguacio´n empleadas.
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6.5. Propiedades de la la turbulencia
En esta seccio´n discutiremos aspectos relacionados a las propiedades de la tur-
bulencia MRI que son de intere´s para nuestras mediciones, como ser el tiempo en
el que satura completamente, la forma de reutilizar estados turbulentos previos,
los tiempos de coherencia y el tiempo de muestreo o´ptimo para incrementar la
sen˜al del torque.
6.5.1. Saturacio´n de la turbulencia
El primer objetivo de nuestro trabajo consiste en la obtencio´n de un esta-
do base, completamente turbulento. Para ello, realizamos simulaciones de lar-
ga duracio´n para modelos con diferente intensidad de campo magne´tico. Como
para´metro de control para la turbulencia desarrollada, realizamos mediciones de
los tensores de Reynold y Maxwell, y con ellos determinamos la viscosidad efec-
tiva actuante sobre el disco.
La viscosidad αν , definida como ν = ανcsH (Shakura y Sunyaev, 1973), puede
ser calculada como:
αν =
〈
δvrδvφ
c2s
− BrBφ
µ0ρc
2
s
〉
ρ
, (6.23)
donde la expresio´n entre llaves corresponde con el tensor de esfuerzos del fluido
(diferencia entre el tensor de Reynolds y el tensor de Maxwell) y debe ser prome-
diada en el espacio y pesada por la densidad (su ca´lculo puede verse en la seccio´n
4.11).
En la Fig. 6.3 puede verse la evolucio´n temporal de αν para tres valores di-
ferentes de intensidad de campo magne´tico inicial. A medida que el campo se
intensifica (β decrece) αν crece en valor absoluto.
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Figura 6.3: Evolucio´n temporal del para´metro αν para diferentes intensidades de campo magne´ti-
co inicial. En cada figura se sobreimpone una curva proporcional a la frecuencia Kepleriana local
a cada radio. La unidad de tiempo del eje vertical es en o´rbitas a R = 3R0. A medida que la inten-
sidad del campo magne´tico disminuye, el tiempo de saturacio´n de la turbulencia se incrementa.
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Tambie´n se observa claramente como el tiempo en el que el disco se vuelve
completamente inestable es funcio´n tambie´n de la intensidad inicial del campo
magne´tico, y guarda tambie´n una relacio´n con el perı´odo Kepleriano del disco
a cada radio. Con curvas a trazos blancas se muestra un ajuste cualitativo de la
envolvente inferior de la imagen del crecimiento de αν .
En la Fig. 6.4 mostramos la evolucio´n de las estructuras turbulentas para di-
ferentes instantes de tiempo a z = −0,3. Puede verse que a medida que el tiempo
avanza, los filamentos evolucionan hacia estructuras ma´s definidas y de mayor
contraste.
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Figura 6.4: Densidad de materia en tres instantes diferentes, partiendo de un estado laminar
perturbado. El tiempo se mide en o´rbitas a r=3. La intensidad de campo magne´tico es β = 100.
Puede observarse como con el incremento del tiempo aparecen estructuras de mayor taman˜o y
un mayor contraste de densidad.
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Figura 6.5: Densidad de materia en tres cortes a diferente altura. La intensidad de campo
magne´tico es β = 100. Puede observarse la existencia de filamentos oscuros coherentes vertical-
mente. El cı´rculo a trazos negro corresponde con la o´rbita en la cual se localizara´ el planeta.
En la Fig. 6.5 mostramos la densidad de materia para diferentes alturas del
disco en t = 30 o´rbitas. Puede observarse como la estructura del disco y el con-
traste de densidad es independiente de Z. Tambie´n se observa la existencia de
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estructuras que prevalecen independientemente de la altura, lo cual refleja una
estructura vertical para la turbulencia.
6.5.2. Reutilizacio´n de un estado turbulento previo
Una aspecto importante para la obtencio´n de una medicio´n limpia del torque
sera´ la reutilizacio´n de estados turbulentos saturados como condicio´n inicial para
la realizacio´n de nuevas simulaciones. Con el objetivo de reducir los tiempos de
co´mputo involucrados, decidimos partir de un estado turbulento saturado reini-
ciado como punto de partida para el desarrollo de un centenar de simulaciones
nuevas. Cuando nos referimos a campos reiniciados, es en el sentido de que todos
los campos son restituidos hacia sus perfiles radiales medios originales. Esto se
hace para la densidad, las velocidades y el campo magne´tico acimutal. A conti-
nuacio´n describimos el me´todo empleado.
Supongamos que inicialmente un campo f cualquiera (por ejemplo la den-
sidad) es perfectamente axisime´trico. Su perfil radial vendra´ dado por la expre-
sio´n1:
f¯ (r,z) =
1
pi
∫ pi
0
f dϕ ≡ 1
pi
nϕ∑
i=0
fijk∆ϕi
=
1
pi
nϕ∑
i=0
fijk
(
pi
nϕ
)
(6.24)
=
1
nϕ
 nϕ∑
i=0
fi

jk
.
Ası´, su perfil sera´ so´lo funcio´n de r (j) y de Z (k).
Luego de una simulacio´n de largo perı´odo, por efectos de la viscosidad efecti-
va todos los perfiles se vera´n modificados. En particular, el perfil f¯ sera´ modifi-
cado hacia g¯:
g¯ = f¯ + δg¯, (6.25)
con δg¯ es el apartamiento de g¯ respecto del perfil original f¯ . Por lo tanto, para
restituir el perfil medio, basta con invertir la expresio´n anterior y calcular δg¯:
δg¯ = g¯ − f¯ , (6.26)
y restarlo a f , para obtener un nuevo campo h:
h = g − δg¯. (6.27)
1notar que el lı´mite de integracio´n es pi debido a la consideracio´n de medio disco
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Veamos que, en efecto, el campo h tiene el mismo perfil medio que f :
h¯ =
1
pi
∫ pi
0
hdϕ =
1
pi
∫ pi
0
(g − δg¯)dϕ
= g¯ − δg¯ (6.28)
= f¯ ,
donde se utilizo´ la relacio´n δg¯ = δg¯.
En la Fig. 6.6 se muestra un ejemplo del me´todo aplicado a una simulacio´n
turbulenta particular, en la que el perfil de densidad ha sido alterado por movi-
mientos radiales de materia, y es restituido mediante el me´todo descripto.
6.5.3. Tiempo de coherencia de la MRI
En esta seccio´n estudiaremos las propiedades de coherencia de la turbulencia
que utilizaremos para obtener las mediciones del torque sobre los planetas.
Co´mo fue explicado anteriormente, con el objetivo de obtener resultados sufi-
cientemente limpios en el caso turbulento respecto de mediciones laminares, rea-
lizaremos promedios de un gran nu´mero de simulaciones. Para ello, es necesario
estudiar previamente los tiempos en los cuales las estructuras de la turbulencia
se descorrelacionan.
Para esto, consideramos una simulacio´n con β = 100 a partir de la o´rbita 30.
Realizamos la restitucio´n de los perfiles y continuamos la simulacio´n con un
muestreo temporal muy fino (1/40 de o´rbita a r = 3R0).
Realizamos cuatro simulaciones con muestreo fino, restituidas e iniciadas con
ruido uniforme superpuesto en el campo de velocidad. Luego, calculamos la co-
rrelacio´n entre cada campo (promediado previamente en z) con los restantes (6
combinaciones en total). La correlacio´n acimutal C de un campo f1 con otro f2 se
define como:
C(r) =
∫
f1f2dϕ√∫
f 21 dϕ
∫
f 22 dϕ
, (6.29)
y mide la coherencia entre la sen˜al f1 y la sen˜al f2 en un instante de tiempo
determinado. Un valor cercano a la unidad para esta cantidad significa un alto
grado de correlacio´n. Es decir, el promedio de ambos campos no contribuira´ a
incrementar una sen˜al de fondo. Por el contrario, un valor en torno a cero significa
que ambas sen˜ales se distribuyen en torno a una media nula.
La ecuacio´n (6.29) es un buen estimador del grado de correlacio´n de una sen˜al
cuando e´sta no presenta tendencias, y se halla distribuida en torno a una media
constante. Ası´, este estimador no puede ser utilizado, por ejemplo, con el campo
de velocidad acimutal o el perfil de densidad, los cuales presentan tendencias
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Figura 6.6: Ejemplo de restitucio´n de perfiles sin impactar de forma significativa en las estruc-
turas turbulentas. Los paneles de la izquierda corresponden a una representacio´n polar de una
simulacio´n con β = 100, a 30 o´rbitas y a una altura z = −0,3. El campo mostrado es la densidad
volume´trica. Por contruccio´n, capa a capa el perfil es restituido, por lo que el perfil promedia-
do en Z tambie´n es restituido. Los extremos de la paleta de colores son los mismos para ambos
gra´ficos.
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Figura 6.7: Correlacio´n acimutal para ciertos instantes de tiempo, partiendo de dos (o cuatro)
simulaciones restituidas con el me´todo descripto en 6.5.2. Todas las simulaciones comienzan con
una perturbacio´n aleatoria en el campo de velocidad, y diferente para cada una de ellas. En el
panel de la izquierda la correlacio´n se calcula para un par de simulaciones, mientras que en el
panel derecho se calcula la correlacio´n de todos los pares posibles (sin repeticio´n) formados a
partir de 4 simulaciones y se promedian. La relacio´n sen˜al-ruido para el conjunto promediado
es notablemente mas clara. Es interesante observar co´mo el tiempo en el que las simulaciones
permanecen correlacionadas depende de la distancia radial, lo cual es una manifestacio´n de la
disminucio´n de la velocidad de rotacio´n con la distancia. Con un entramado a rayas se muestra la
regio´n de amortiguacio´n utilizada en las simulaciones.
considerables2.
En nuestro estudio, preferimos utilizar campos que tenemos certeza de que
se distribuyen en torno a una media constante, como son la componente radial o
vertical del campo magne´tico.
En la Fig. 6.7 se muestra el resultado de la correlacio´n para diferentes instan-
tes de tiempo, en funcio´n del radio. Se muestra adema´s el mismo ca´lculo pero
utilizando un mayor nu´mero de simulaciones. Se utilizo´ el procedimiento des-
cripto en la seccio´n 6.5.2 para restablecer los perfiles, y se an˜adio´ un ruido blanco
a los campos de velocidad radial y vertical, descorrelacionado entre ellas. Poste-
riormente se dejan evolucionar y se calcula la correlacio´n de a pares. En el panel
de la izquierda se muestra la correlacio´n calculada para un par de simulaciones,
mientras que en el panel de la derecha, se muestra la correlacio´n que resulta de
promediar la correlacio´n individual de 6 pares (formados a partir de 4 simula-
ciones). Como es esperable, la correlacio´n calculada a partir de un mayor nu´mero
de pares presenta una menor dispersio´n. Por completitud, se marca con un entra-
mado la regio´n de amortiguacio´n utilizada, la cual no debe ser tenida en cuenta
en el estudio estadı´stico de la turbulencia.
De la Fig. 6.7 podemos concluir que dos simulaciones se descorrelacionan sig-
nificativamente luego de aproximadamente 6 o´rbitas. Este valor es necesariamen-
te funcio´n de β, y es esperable que a menor intensidad de campo magne´tico, ma-
2aunque se podrı´an sustraer mediante modelos
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Figura 6.8: Correlacio´n acimutal en funcio´n del tiempo. La correlacio´n se calculo´ de forma ana´lo-
ga a la calculada para la Fig. 6.7. En este caso, el color representa el valor de la correlacio´n pro-
mediada para todos los pares formados. Con lı´nea a trazos se marca la curva que corresponde
a 1.5 perı´odos orbitales a cada radio, la cual se corresponde aproximadamente con el lı´mite de
correlacio´n para cada anillo. Es muy interesante observar que el tiempo de correlacio´n es estric-
tamente proporcional al tiempo Kepleriano. Con un entramado a rayas se muestra la regio´n de
amortiguacio´n utilizada en las simulaciones.
yor sea el tiempo de coherencia de la simulacio´n. Por otro lado, la regio´n en don-
de estara´ el planeta, se descorrelaciona significativamente en tan solo ∼ 3 o´rbitas
locales.
Este estudio puede extenderse de forma continua, generando un mapa de co-
rrelacio´n radial en funcio´n del tiempo, lo cual nos permitira´ estimar de forma
precisa la ley que describe el tiempo de coherencia. Para esto, utilizamos los seis
pares anteriores, y calculamos la correlacio´n para cada salida temporal de todas
ellas.
Como ya se describio´ con anterioridad, el muestreo temporal utilizado corres-
ponde a 1/40 de o´rbita a r = 3R0, y utilizamos como tiempo de corte de 10 o´rbitas,
para 4 simulaciones. Esto significa que la informacio´n utilizada para construir el
mapa consiste de 1600 salidas hidrodina´micas.
En la Fig. 6.8 se muestra el resultado de este estudio. Es notable como la corre-
lacio´n decrece al igual que lo hace el periodo orbital local a cada radio. Adema´s,
el tiempo de descorrelacio´n es la mitad del tiempo necesario para desarrollar la
turbulencia a partir de un estado laminar (ver Fig. 6.3). Por lo tanto, es posible
ganar un factor 2 en tiempo de co´mputo. A partir de la curva mostrada, podemos
concluir que el tiempo de descorrelacio´n completa de dos simulaciones ide´nticas,
pero perturbadas levemente, sera´:
tcorr = ηcorrΩ
−1
k (r), (6.30)
do´nde ηcorr debe ser funcio´n de β, y decrecer a mayor intensidad de campo magne´ti-
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co. A primer orden, podemos postular una ley de la forma ηcorr = λβ, y por la Fig.
6.8, correspondiente a β = 100, se tiene que λ ∼ 0,01. Por lo que la ley es:
tcorr(r) ' 0,01β
√
r3
GM∗
. (6.31)
Ası´, los tiempo de descorrelacio´n completa en nuestras simulaciones con di-
ferente para´metro β vendra´n dados por tcorr(8R0).
B2 ∼ 9 orbitas a r = 3R0.
B4 ∼ 17 orbitas a r = 3R0.
Por lo tanto, antes de insertar un planeta para medir su torque, sera´ necesario
esperar un tiempo cercano a tcorr(8R0) para poder obtener datos que incrementen
la relacio´n sen˜al-ruido en la medicio´n del torque neto.
6.5.4. El mejor muestreo temporal
Antes de insertar los planetas para medir el torque, vamos a estudiar el tiempo
de muestreo o´ptimo para una simulacio´n aislada.
Supongamos que utilizamos, por ejemplo, un intervalo de muestreo temporal
demasiado grande. Si este intervalo es muy superior al tiempo durante el cual
una estructura turbulenta permanece coherente, ciertamente estaremos contri-
buyendo a incrementar la sen˜al, pero estaremos perdiendo informacio´n valiosa
sobre la evolucio´n temporal detallada de las cantidades de intere´s.
Por otro lado, supongamos que el intervalo de muestreo es inferior al tiempo
de coherencia de las estructuras. En este caso, si bien estaremos obteniendo de
forma muy detallada la evolucio´n temporal de los procesos involucrados, en es-
calas de tiempo menores al tiempo de coherencia no estaremos incrementando la
sen˜al que deseamos medir3.
Por u´ltimo, ya que en u´ltima instancia estamos interesados en estudiar las
propiedades del torque en la regio´n de corrotacio´n, estudiamos como evoluciona
la varianza de los datos en torno al promedio, en funcio´n del nu´mero de datos
promediados sobre una ventana temporal fija en torno a esta regio´n.
En la Fig. 6.9 puede verse la evolucio´n de la varianza alrededor de un anillo
delgado centrado en la corrotacio´n. Se observa claramente como la varianza satu-
ra a partir de un valor cercano a 0.1 para el intervalo de muestreo. Esto nos dice
que para obtener la menor cantidad de informacio´n no redundante y completa,
el muestreo debe realizarse a intervalos cercanos a este valor. Obviamente esto
sera´ funcio´n de β, sin embargo, en este trabajo establecimos 1/10 de o´rbita como
el tiempo de muestreo para todas nuestras simulaciones.
3Adema´s de estar perdiendo tiempo de co´mputo en escrituras y desperdiciando espacio de
disco duro
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Figura 6.9: Evolucio´n de la varianza alrededor del anillo localizado en r = 3R0. Los campos me-
dios ya fueron promediados en Z. A medida que el intervalo de muestreo disminuye, tambie´n lo
hace la varianza. A partir de un intervalo de muestreo ∼ 0,1, la varianza se estabiliza, mostrando
que un muestreo ma´s fino no introduce nueva informacio´n. Ası´, en este trabajo adoptamos como
tiempo de muestreo 1/10 de o´rbita a r = 3R0.
6.6. Midiendo el torque
Con las propiedades estadı´sticas de la turbulencia ya estudiadas, procedere-
mos a la medicio´n del torque actuante sobre un planeta. Para ello partimos de si-
mulaciones base, las cuales han sido generadas a partir de un campo de velocidad
laminar y un campo magne´tico toroidal, y se corresponden con las simulaciones
B2 y B4 anteriormente descriptas.
Luego de la obtencio´n de estados turbulentos saturados (aproximadamente
luego de un tiempo ∼ 2tcorr(8R0)), se restituyen los campos y se an˜ade un ruido
uniforme sobre el campo de velocidad ya turbulento.
Este procedimiento se realiza 500 veces para cada β diferente. Cada una de
estas 500 simulaciones se deja evolucionar por un tiempo prudencial (el cual
depende de β, ver eq. (6.31)) para obtener estados turbulentos totalmente des-
correlacionadas entre cada una de ellas. Estos tiempos, como se describio´ con
anterioridad oscilan entre las 5 y 20 o´rbitas.
Una vez alcanzado el tiempo de descorrelacio´n global, se introduce un planeta
en el disco y se comienza a producir toda la informacio´n que sera´ luego procesa-
da. Desde la insercio´n del planeta, hasta que finaliza cada simulacio´n transcurren
30 o´rbitas planetarias, que a un ritmo de escritura cada 1/10 de o´rbita, significa
la generacio´n de 300 campos por cada una de las 500 simulaciones, lo cual da el
nu´mero de 150000 campos para realizar el promedio.
En la Fig. 6.10 se muestra un esquema del me´todo utilizado para la realizacio´n
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de las mediciones que se presentan en la siguiente seccio´n.
6.7. Ca´lculo del torque
El torque neto al que esta´ sometido el planeta se calcula luego de realizar el
promedio de los campos de densidad de todas las simulaciones con planeta, para
un determinado para´metro β. Su valor, partiendo de un promedio previo en Z,
se calcula como:
Γ
mp
=
∑
ij
Gmij
 xp
(
yj − yp
)
[
(xi − xp)2 + (yj − yp)2 + ε2
]3/2 − yp
(
xi − xp
)
[
(xi − xp)2 + (yj − yp)2 + ε2
]3/2
,
(6.32)
do´nde mij = Vijρij es la masa contenida en la celda ij. ε es, al igual que en el
ca´lculo del potencial (eq. 6.18), la longitud de suavizado.
Ya que estamos interesados en la medicio´n del torque sobre los planetas, el
cual es producido por el campo de densidad, los promedios son realizados exclu-
sivamente sobre este campo. El procedimiento consiste en sumar la densidad a
lo largo de la direccio´n Z, con lo cual se obtiene la densidad superficial Σ = ρ∆z,
y posteriormente promediar cada salida temporal con sus correspondientes en el
conjunto de simulaciones. Ası´, el torque se calcula utilizando la masa promedio
< m >ij (t), definida como:
< m >ij (t) =
Vij
nl
nl∑
l=1
Σlij , (6.33)
do´nde Σl corresponde con la densidad superficial de cada simulacio´n considera-
da en el promedio.
En esta investigacio´n no estamos interesados tanto en calcular un valor abso-
luto para el torque sufrido por un planeta, sino ma´s bien en comparar el torque
respecto de casos ma´s simplificados, obtenidos de calcular el torque que siente
un planeta en los casos hidrodina´mico y magne´tico bidimensionales.
Ya que todas las simulaciones se comparara´n entre ellas de la misma forma, la
longitud de suavizado utilizada no sera´ de importancia siempre y cuando sea la
misma para todos los ca´lculos. La zona de amortiguacio´n se excluye en el ca´lculo
del torque.
6.8. Simulaciones de comparacio´n
A fin de obtener resultados adicionales de comparacio´n, se realizan simulacio-
nes bidimensionales, con y sin campos magne´ticos, con exactamente los mismos
para´metros utilizados en las simulaciones tridimensionales.
Ya que el torque sobre los planetas es producido exclusivamente por la dis-
tribucio´n de masa en el disco, una dificultad adicional surge al comparar casos
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Figura 6.10: Me´todo utilizado para la medicio´n, y posterior comparacio´n, del torque sufrido por
un planeta en un disco magnetizado y turbulento. Partiendo de un estado laminar inicial, se deja
evolucionar hasta adquirir un estado completamente turbulento, lo cual ocurre en algunas dece-
nas de o´rbitas. Posteriormente, se utiliza el me´todo descripto en 6.5.2 para restablecer los perfiles
radiales. Luego, se an˜aden perturbaciones aleatorias en el campo de velocidad y se simulan 500
realizaciones diferentes. Para cada una de ellas, se las deja evolucionar por un tiempo suficiente
para obtener estados no correlacionados. Posteriormente, se inserta un planeta y se deja evolucio-
nar por algunas decenas de o´rbitas ma´s. Finalmente, se promedian todos los campos para cada
instante de tiempo, y se realizan las mediciones correspondientes. Adicionalmente, se realizan
simulaciones simplificadas (hidrodina´micas y magnetohidrodina´micas 2D laminares) con el fin
de comparar los resultados.
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fı´sicamente no comparables, como lo son el caso turbulento y el caso laminar. El
problema radica en que en el caso turbulento el perfil de densidad evoluciona
de forma significativamente diferente a los casos laminares, en los que un esta-
do estacionario es fa´cilmente alcanzado. Ası´, en caso de encontrar diferencias,
no es trivial atribuirlas, por ejemplo, a un cambio en la magnitud del torque de
corrotacio´n, o a un cambio en la forma de la estela espiral.
La turbulencia, al transportar momento angular de forma estoca´stica, genera
que el disco altere su perfil de densidad radial de forma significativa. Adema´s,
predecir cuanta masa inyectar (o evacuar) a trave´s de las fronteras de la malla,
para adquirir un estado quasi estacionario es, por lejos, una tarea muy difı´cil.
Por la ley de conservacio´n del momento angular total del sistema, a medida
que la materia cae hacia la estrella, debe haber materia que se aleje de e´sta. En
un disco sin fronteras, el efecto neto es un derrame (o difusio´n) del disco en las
regiones externas, y, en las internas, una acrecio´n. En una simulacio´n realizada
en una caja cilı´ndrica cerrada, esta ley de conservacio´n impacta profundamente
en los perfiles radiales obtenidos al cabo de decenas de o´rbitas.
Para minimizar variaciones en el torque debido a estos inconvenientes, apro-
vechamos la gran tasa de muestreo temporal de las simulaciones tridimensionales
para restituir el perfil de densidad de las simulaciones bidimensionales al mismo
ritmo. El me´todo utilizado es el que ya ha sido descripto en 6.5.2. Es importante
notar que, al hacer modificaciones axisime´tricas sobre el perfil de densidad, no
estamos modificando el valor del torque neto sobre los planetas.
6.8.1. Modelos 2D: Viscosidad y nu´mero de Prandtl
Experimentalmente se observa que la turbulencia genera una difusio´n efec-
tiva sobre los campos. Esta difusio´n se hace evidente cuando se promedia un
gran nu´mero de ellas y se observan los campos resultantes. Guilet et al. (2013)
sugirieron utilizar un modelo bidimensional con una viscosidad efectiva ν en
la ecuacio´n de momento y resistividad efectiva η en la ecuacio´n de induccio´n,
relacionadas por el nu´mero adimensional de Prandtl P ≡ ν/η. Autores previos
(por ejemplo, Fromang y Stone, 2009; Guan y Gammie, 2009; Lesur y Longaretti,
2009) determinaron que este nu´mero es del orden de la unidad, pero su valor
puede no ser exactamente la unidad. A pesar de la imprecisio´n en su valor, saber
que es cercano a la unidad es una referencia importante para generar una grilla
cuadrada en ν,P con el fin de encontrar los para´metros que mejor representen los
torques obtenidos por los promedios de nuestras simulaciones tridimensionales.
El caso hidrodina´mico sin magnetismo, se simula con los mismos para´metros
obtenidos para el caso magne´tico bidimensional de mejor ajuste, el cual presenta
una viscosidad α similar al de las simulaciones turbulentas (ver 6.5.1). Este tipo
de simulaciones no presenta dificultades adicionales, y servira´ para determinar
el exceso de torque resultante en las simulaciones tridimensionales.
6.9. RESULTADOS 169
6.9. Resultados
6.9.1. Simulacio´n B2
1
Figura 6.11: Torque total actuante sobre un planeta para la simulacio´n B2. En rojo se muestra el
valor medido para el torque luego de realizar promedios cada una o´rbita (para incrementar la
sen˜al) considerando la simulacio´n tridimensional turbulenta. La banda roja clara es la desviacio´n
esta´ndar del promedio rojo, lo cual nos da una idea de los errores cometidos en la medicio´n. En
verde se muestra el torque para caso magne´tico 2D con un nu´mero de Prandtl=0.1, y en azul el
torque en el caso hidrodina´mico puro. La similitud entre las tres curvas es notable.
El primer caso considerado es el conjunto con el campo magne´tico ma´s inten-
so. En la Fig. 6.11 podemos ver el torque calculado para este conjunto de datos.
En rojo se muestra el torque obtenido mediante el promedio de las simulaciones
tridimensionales, y en verde el resultado de una simulacio´n bidimensional, cuyo
valor de P es extremadamente bajo, igual a 0.1. En azul, se muestra el mismo tor-
que obtenido para el caso bidimensional no magne´tico. Como es de esperar, dado
el nu´mero de Prandtl tan bajo, el caso magne´tico e hidrodina´mico son pra´ctica-
mente iguales. Un aspecto notable de todas las curvas es que siguen la misma
tendencia, lo cual muestra el correcto tratamiento de los perfiles de densidad en
todos los casos.
En este caso particular, un nu´mero de prandtl tan bajo parecerı´a ser evidencia
de que la turbulencia es demasiado grande y genera difusiones enormes en los
campos. Sin embargo, una inspeccio´n a la densidad de torque, revela un com-
portamiento muy interesante. En la Fig. 6.12 se puede ver la densidad de torque
calculada para cada uno de los tres casos correspondientes a la figura anterior.
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En rojo, puede verse la densidad de torque para el caso turbulento tridimensio-
nal (no´tese la alta calidad de los datos gracias a los promedios), y en azul y verde,
el correspondiente para el otro par de simulaciones. Sorprendentemente, aunque
el valor total para el torque (integral bajo la curva) sea el mismo, los valores de
torque para cada radio son muy diferentes. En el caso tridimensional turbulento
se observa una sen˜al muy importante proveniente de la regio´n de corrotacio´n,
mientras que en los casos bidimensionales simplificados no se observa esta carac-
terı´stica, probablemente debido a la gran difusividad presente.
Corrotación
Lindblad Lindblad
Figura 6.12: Densidad de torque para los tres casos considerados en el la simulacio´n B2. En rojo
se muestra la densidad de torque para el caso tridimensional turbulento. En varde el caso mag-
netizado bidimensional con un nu´mero de prandtl igual a 0.1. En azul se muestra la densidad de
torque para el caso hidrodina´mico. A pesar de que las tres curvas subtienden la misma a´rea, la
estructura de ellas es bastante diferente. En particular, en el caso tridimensional se observa una
sen˜al muy fuerte proveniente de la corrotacio´n.
Ası´, aunque el torque sea comparable y bien comportado en los tres casos, no
significa que la fı´sica que esta´ ocurriendo en torno a la regio´n coorbital sea la
misma. De hecho, este torque nos esta´ mostrando un comportamiento bastante
diferente en un caso y en otro. Por otro lado, puede darse el caso de que la supo-
sicio´n de que la resitividad magne´tica y la viscosidad son proporcionales no sea
adecuada en este tipo de situaciones.
Finalmente, realizamos una comparacio´n del campo de densidad para los tres
casos. Una inspeccio´n de la Fig. 6.13 no muestra grandes diferencias entre los tres
casos. Sin embargo, la simetrı´a de las islas formadas a acimut negativo respecto
del planeta tiende a perderse levemente. En el primer panel, correspondiente al
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Figura 6.13: Densidad superficial para el caso tridimensional turbulento y para los casos hidro-
dina´mico y magnetohidrodina´mico bidimensional de la simulacio´n B2. Todos los paneles fueron
calculados promediando 5 o´rbitas a partir de la o´rbita 10, luego de la insercio´n del planeta. En
curvas negras se muestran isocontornos de densidad, los cuales se corresponden con exactamente
el mismo valor para los tres paneles a fin de comparar diferencias sutiles en los gradientes de
densidad.
caso turbulento tridimensional, se observa como esta regio´n es alargada en ra-
dio y su centro se desplaza hacia afuera, lo cual muy probablemente es la fuente
del torque adicional observado. Por el contrario, dada la alta resistividad utiliza-
da en estos casos, las simulaciones bidimensionales pra´cticamente no presentan
diferencias.
6.9.2. Simulacio´n B4
Aquı´ presentamos el caso de campo magne´tico ma´s de´bil. En la Fig. 6.14 ob-
servamos el torque calculado para el conjunto de simulaciones correspondientes
a una para´metro β = 400. En rojo se muestra el torque calculado para el caso tri-
dimensional turbulento, mientras que en azul y verde se muestran el torque en
el caso magne´tico bidimensional con P = 0,5 y el caso hidrodina´mico respectiva-
mente. A diferencia del caso anterior, ahora el nu´mero de Prandtl necesario para
obtener un buen ajuste entre el caso 3D y 2D se incremento´ de forma conside-
rable. La tendencia observada por la curva verde respecto de la roja es notable,
exhibiendo incluso los mismos patrones de deriva de larga escala. A diferencia
del caso anterior, en este caso se observa un exceso de torque significativo y posi-
tivo, evidenciando algu´n proceso en la regio´n de corrotacio´n.
Inspeccionando la densidad de torque para estas simulaciones, mostrada en
la Fig. 6.15, vemos que en el caso turbulento tridimensional persiste la sen˜al ob-
servada en la Fig. 6.12, correspondiente al campo magne´tico ma´s intenso en la
regio´n de corrotacio´n, pero al ser ma´s de´bil el campo magne´tico en este caso,
lo mismo ocurre con la intensidad de la sen˜al. Otra diferencia respecto del caso
anterior es la aparicio´n de esta sen˜al, de forma muy de´bil, en la simulacio´n bidi-
mensional con campo magne´tico (curva verde), mostrando en efecto, que quiza´s
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Figura 6.14: Torque total actuante sobre un planeta para la simulacio´n B4. En rojo se muestra el
valor medido para el torque luego de realizar promedios cada una o´rbita (para incrementar la
sen˜al) considerando la simulacio´n tridimensional turbulenta. La banda roja clara es la desviacio´n
esta´ndar del promedio rojo, lo cual nos da una idea de los errores cometidos en la medicio´n. En
verde se muestra el torque para caso magne´tico 2D con un nu´mero de Prandtl=0.5, y en azul el
torque en el caso hidrodina´mico puro. La similitud entre las tres curvas es notable.
el nu´mero de Prandtl efectivo en las simulacio´n tridimensional no es tan bajo
como parecerı´a indicar el buen acuerdo entre los torques. Por el contrario, la
densidad de torque en el caso hidrodina´mico no muestra evidencia de ese pico en
torno a la corrotacio´n, mostrando, en efecto, que su origen es atribuible al campo
magne´tico.
Finalmente, realizamos la misma comparacio´n que en el caso anterior con los
campos de densidad en los tres casos. En la Fig. 6.16 vemos la densidad superfi-
cial para las tres simulaciones mostradas en esta seccio´n. Al igual que en el caso
anterior, el caso tridimensional turbulento presenta una alteracio´n significativa
del perfil en un acimut negativo. Una modificacio´n ma´s tenue es observada en el
caso magne´tico 2D, pero con una tendencia similar, mientras que el caso hidro-
dina´mico es comparable al mismo caso hidrodina´mico obtenido para el conjunto
B2.
Ası´, si bien en este caso fuimos capaces de observar un exceso de torque po-
sitivo para el caso magne´tico, este exceso nuevamente parece no tener el mismo
origen en la simulacio´n bidimensional que en la tridimensional turbulenta.
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Figura 6.15: Densidad de torque para los tres casos considerados en el la simulacio´n B4. En rojo
se muestra la densidad de torque para el caso tridimensional turbulento. En verde el caso mag-
netizado bidimensional con un nu´mero de Prandtl igual a 0.5. En azul se muestra la densidad de
torque para el caso hidrodina´mico. A pesar de que las tres curvas subtienden la misma a´rea, la
estructura de ellas es bastante diferente. En particular, en el caso tridimensional se observa una
sen˜al muy fuerte proveniente de la corrotacio´n.
6.10. Conclusiones
En este capı´tulo hemos presentado la problema´tica relacionada con la medi-
cio´n de torques actuantes sobre un planeta en un caso muy complejo como lo es
una simulacio´n tridimensional turbulenta. Desarrollamos un me´todo para reali-
zar mediciones suficientemente limpias del torque, por medio de la realizacio´n
de promedios instanta´neos de un gran nu´mero de simulaciones.
Estudiamos las propiedades de correlacio´n de la turbulencia con el objetivo
de incrementar significativamente la eficiencia de nuestras simulaciones, y vi-
mos que los para´metros o´ptimos para la realizacio´n de los promedios es funcio´n
de la intensidad del campo magne´tico. Realizamos parametrizaciones sencillas
para estas cantidades y obtuvimos recetas ma´s o menos precisas para asegurar el
incremento de la relacio´n sen˜al/ruido en nuestras mediciones.
Desarrollamos un me´todo para reiniciar las simulaciones mediante la resti-
tucio´n de los perfiles alterados por la turbulencia, pero sin alterar su espectro,
lo cual nos permitio´ ganar tiempo de co´mputo valioso para la realizacio´n de un
gran nu´mero de simulaciones tridimensionales costosas.
Mediante la realizacio´n de dos conjuntos de simulaciones, cada uno con 500
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Figura 6.16: Densidad superficial para el caso tridimensional turbulento y para los casos hidro-
dina´mico y magnetohidrodina´mico bidimensional de la simulacio´n B4. Todos los paneles fueron
calculados promediando 5 o´rbitas a partir de la o´rbita 10, luego de la insercio´n del planeta. En
curvas negras se muestran isocontornos de densidad, los cuales se corresponden con exactamente
el mismo valor para los tres paneles a fin de comparar diferencias sutiles en los gradientes de
densidad.
simulaciones tridimensionales individuales de larga duracio´n, fuimos capaces de
obtener una curva de torque con una sen˜al suficiente como para distinguir el
sentido de la migracio´n. En todos los casos, el signo del torque fue negativo. Sin
embargo, mediante comparacio´n con un caso hidrodina´mico de ide´nticas condi-
ciones, en un caso con un campo magne´tico muy de´bil observamos un exceso de
torque significativo, mientras que en el caso de campo ma´s intenso el exceso es
mucho ma´s sutil. Esto puede parecer contradictorio a primera vista, pero podrı´a
ser explicado a partir del hecho de que un mayor nivel de turbulencia genera una
mayor difusio´n de las cantidades.
Encontramos comportamientos interesantes en torno a la regio´n de corrota-
cio´n, y en todos los casos, las densidades de torques en los casos bidimensionales
sencillo y tridimensional turbulento no eran comparables, au´n cuando los tor-
ques totales y las tendencias observadas si lo eran. Este comportamiento podrı´a
estar sugiriendo la presencia de algu´n proceso diferente ocurriendo en el caso tri-
dimensional, o simplemente que la relacio´n utilizada entre la viscosidad efectiva
y la resistividad no deba ser considerada lineal para nuestras simulaciones.
Con este estudio, sentamos las bases y el me´todo para futuras exploraciones
en este tema. Con un mayor nu´mero de simulaciones, tanto bidimensionales co-
mo tridimensionales, esta linea de investigacio´n ciertamente arrojara´ resultados
concluyentes sobre la naturaleza del torque de corrotacio´n magne´tico.
7Migración planetaria de granescala
7.1. Introduccio´n
Como se introdujo en el Capı´tulo 2, y ya fue estudiado en casos particulares
en los Capı´tulos 5 y 6, un planeta inmerso en un disco de gas sufrira´ cambios
orbitales drama´ticos debido a la interaccio´n con el disco de gas.
El torque sufrido por el planeta puede calcularse de forma analı´tica en la
hipo´tesis de re´gimen lineal (cuando la masa del planeta perturbador es suficien-
temente pequen˜a) y haciendo algunas simplificaciones, como por ejemplo, discos
globalmente isotermos. Estos ca´lculos permiten entender cua´les son los meca-
nismos fı´sicos fundamentales que se encuentran involucrados en el proceso de
migracio´n (Goldreich y Tremaine, 1979; Tanaka et al., 2002; Paardekooper y Pa-
paloizou, 2009, entre otros).
Sin embargo, como ya se observo´ en los capı´tulos 5 y 6, la complejidad del
problema puede llegar a ser demasiado grande. Por otro lado, los procesos no
lineales pueden ser muy importantes para masas intermedias, por lo que su es-
tudio analı´tico es limitado. Ası´, la utilizacio´n de co´digos nume´ricos para resolver
el sistema de ecuaciones completo es indispensable para poder avanzar en el en-
tendimiento de la migracio´n planetaria.
Las simulaciones hidrodina´micas son muy demandantes computacionalmen-
te. El costo necesario es tan grande por tres razones:
1. Es necesario resolver una regio´n angosta (o´rbitas de herradura) cerca de la
o´rbita del planeta para calcular correctamente el torque de corrotacio´n (ver
por ejemplo la Fig. 5.14).
2. Es necesario mantener una resolucio´n suficientemente buena como para re-
solver la estela espiral excitada por el planeta (Seccio´n 2.5.1).
3. Es necesario considerar una extensio´n acimutal completa para describir co-
rrectamente el movimiento de herradura y estudiar correctamente las pro-
piedades de saturacio´n del torque de corrotacio´n (Seccio´n 2.5.1).
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Grandes esfuerzos fueron hechos con tal de disminuir el costo computacio-
nal e incrementar la eficiencia de las integraciones nume´ricas. Un caso notable
es el algoritmo FARGO (descripto en la seccio´n 3.16), desarrollado por Masset
(2000). Otro ejemplo notable es la consideracio´n de la evolucio´n global de un
disco de acrecio´n a partir de una malla radial 1D superpuesta a un disco 2D no
axisime´trico, lo cual permite simulaciones globales de evolucio´n viscosa a costo
computacional adicional despreciable (Crida et al., 2007). En particular, la utili-
zacio´n de modelos globales de disco es crucial en estudios de la migracio´n de tipo
II (ver seccio´n 2.5.2), la cual ocurre para planetas de masa suficientemente gran-
de como para abrir un surco en el disco y migrar a un tiempo similar al tiempo
de evolucio´n viscosa del disco.
Detecciones recientes de exoplanetas, particularmente las provistas por el
sate´lite Kepler, muestran la existencia de sistemas de planetas mu´ltiples, pro´xi-
mos a la estrella central, y que se encuentran muy cerca de resonancias de movi-
mientos medios (p. ej. Lithwick y Wu, 2012; Goldreich y Schlichting, 2014; Xie,
2014). Au´n se debate si estos sistemas fueron formados in-situ (p.ej. Hansen y
Murray, 2012) o son un resultado de interacciones de tipo planeta-disco (p.ej.
Baruteau y Papaloizou, 2013) como las estudiadas en los capı´tulos anteriores. En
particular, con la segunda hipo´tesis au´n hay problemas que deben ser resueltos
antes de considerar estudiarla con detalle.
Simulaciones hidrodina´micas de sistemas con mu´ltiples planetas presentan
dos desafı´os principales. Por un lado, deben ser capaces de resolver un decai-
miento orbital de gran escala, como por ejemplo, desde r0 ∼ 10AU (∼ el lugar
donde serı´a posible su formacio´n) hasta r0 ∼ 0,1, que se corresponde (orden de
magnitud) con la posicio´n actual observada en muchos casos. Ası´, las simulacio-
nes deben ser multi escala abarcando, al menos, dos o´rdenes de magnitud en su
dominio radial.
Por otro lado, incluso despue´s de haber alcanzado una regio´n suficientemente
interna, en el caso de sistemas de mu´ltiples planetas, es necesario esperar a que
e´stos evolucionen, dentro de su posible configuracio´n resonante, hacia alguna
especie de condicio´n estacionaria o de equilibrio, si es que existe.
Por lo tanto, el desafı´o para esta clase de problemas es la realizacio´n de simu-
laciones multi escala, tanto en espacio como en tiempo.
Los co´digos hidrodina´micos tradicionales, incluso FARGO3D en el estado pre-
sentado en el Capı´tulo 3, no son capaces de atacar el tipo de problema descripto.
Una de las principales dificultades proviene de la condicio´n CFL (seccio´n 3.13),
lo cual es un requisito de estabilidad propio del esquema utilizado para resolver
las ecuaciones de forma explı´cita. En una grilla cilı´ndrica, la condicio´n CFL limi-
ta significativamente el paso de tiempo por el taman˜o de las celdas ma´s internas.
Ası´, simulaciones que pretendan describir un disco suficientemente extendido
en radio debera´n integrarse con un paso de tiempo considerablemente pequen˜o.
Por lo tanto, simular planetas que migren sobre escalas radiales suficientemente
7.2. MODELO UTILIZADO 177
grandes sera´ pra´cticamente imposible. Con las te´cnicas esta´ndar, siempre podra´
encontrarse una extensio´n radial tal que el costo computacional sea tan alto que
sea una simulacio´n imposible de ser realizada. Por este motivo, las simulaciones
de planetas en disco son simulaciones de tipo local, tanto en espacio como en
tiempo, y esto es una caracterı´stica y limitacio´n que suele ser pasada por alto.
El objetivo de este capı´tulo es, entonces, presentar un nuevo me´todo nume´rico
desarrollado con el objetivo de resolver parte de los problemas anteriormente
descriptos. El me´todo que presentaremos consiste en una te´cnica de remapeo de
las cantidades hidrodina´micas, la cual se basa en la actualizacio´n adecuada de
las condiciones de contorno de una malla hidrodina´mica a medida que todo el
dominio se mueve junto con los planetas que migran dentro de ella. Es decir,
construiremos una malla mo´vil1 en radio.
Las condiciones de contorno se redefinen de forma automa´tica, y conducen a
simulaciones de muy alta resolucio´n y que varı´a y se adapta de forma adecuada
si algunas consideraciones son tenidas en cuenta.
Veremos en las secciones siguientes que, al definir el dominio hidrodina´mico
de forma local, se evita tener que considerar una malla suficientemente exten-
dida, por lo que el costo de las simulaciones se reduce de forma significativa,
permitiendo alcanzar una mejora en el rendimiento de al menos un orden de
magnitud (ver seccio´n 7.6). Al incrementarse automa´ticamente la resolucio´n a
medida que los planetas migran, tambie´n ganamos en precisio´n.
Por u´ltimo, la te´cnica presentada permite, por primera vez, la realizacio´n de
simulaciones hidrodina´micas de planetas en migracio´n por tiempos computacio-
nales (y dina´micos) virtualmente infinitos, similares al tiempo de vida media del
disco de gas.
7.2. Modelo utilizado
Describiremos el problema utilizando las ecuaciones completas de Navier-
Stokes en un marco de referencia no rotante:
La ecuacio´n de continuidad es:
∂ρ
∂t
+∇. (ρ~v) = 0, (7.1)
con ρ la densidad y ~v la velocidad del fluido.
Las ecuaciones de momento son:
ρ
(
∂~v
∂t
+ ~v.∇~v
)
= −∇P − ρ∇~φ+∇.~Π, (7.2)
con P la presio´n te´rmica yφ el potencial gravitatorio, que incluye so´lo el potencial
1El me´todo propuesto no sugiere realizar una transformacio´n de Galileo local, por lo que en
rigor, no es una malla mo´vil. Sin embargo, el me´todo podrı´a ser generalizado hacia una malla
realmente mo´vil sin mucha dificultad.
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estelar y el planetario. ~Π es el tensor viscoso:
~Π = ρν
[
∇~v + (∇~v)T − 2
3
(∇.~v)~I
]
, (7.3)
con ν la viscosidad cinema´tica e ~I el tensor identidad.
Por simplicidad, utilizaremos las ecuaciones anteriores integradas en Z, con
lo cual nos reduciremos al caso bidimensional. Sin embargo, los resultados aquı´
presentados pueden ser extendidos a la tercer dimensio´n de forma directa. Es
importante notar que en el caso estudiado la materia gaseosa no se siente gravita-
toriamente entre ella, por lo que el disco es no autogravitante (como se supuso a
lo largo de todo este trabajo)
En las simulaciones que presentaremos, utilizamos la ecuacio´n de estado iso-
terma (ver Ec. 3.6), en donde la presio´n del gas se relaciona con la densidad su-
perficial de materia Σ como P = c2s (r)Σ, con cs la velocidad del sonido del gas. cs se
relaciona con la relacio´n de aspecto del disco h como cs = rΩkh(r).Ωk =
√
GM∗/r3
es la velocidad angular Kepleriana y G es la constante de gravitacio´n universal. r
es la distancia a la estrella central.
En el modelo presentado en esta seccio´n asumimos que Σ y la relacio´n de
aspecto h son leyes de potencia con ı´ndices α y f respectivamente2. El potencial
del planeta es suavizado sobre una longitud ε = 0,6H , con H/r = h(r):
φp = −
GMp√∣∣∣r − rp∣∣∣2 + 2 , (7.4)
Por simplicidad, utilizamos un sistema astroce´ntrico y despreciamos los te´rmi-
nos indirectos (aceleracio´n del sistema de referencia no inercial), ya que no sera´n
relevantes para el desarrollo del me´todo.
Un aspecto que sera´ crucial en el desarrollo del me´todo son las condiciones
de contorno. Utilizamos las condiciones de contorno de amortiguacio´n de de Val-
Borro et al. (2006) (ya descriptas en los Capı´tulos 3 y 6).
Resolveremos todas las ecuaciones en un sistema de coordenadas polares y
una grilla linealmente espaciada (aunque la relajacio´n de esta condicio´n se dis-
cute en 7.5) en acimut y en radio. El nu´mero de celdas utilizadas es nr en radio y
nϕ en acimut.
7.3. Me´todo e implementacio´n nume´rica
La idea principal de nuestro me´todo es considerar un estado previo como una
nueva condicio´n inicial remuestreada a fin de avanzar el sistema hacia un nuevo
estado posterior. Hay dos formas de realizar esto:
2Esto implica un ley de potencia para la temperatura T , con ı´ndice β = 2f − 1.
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1. Avanzar el sistema en el tiempo hasta un cierto estado, luego hacer un re-
muestreo de todos los campos, y recomenzar la simulacio´n.
2. Utilizar cada estado alcanzado en un paso de tiempo anterior y remapear
todas las cantidades antes de avanzar nuevamente el sistema.
En nuestro trabajo elegimos la segunda opcio´n, ya que permite una variacio´n sua-
ve para todas las cantidades, aunque la primer opcio´n podrı´a ser utilizada como
una primera aproximacio´n al me´todo, ya que la implementacio´n es mucho ma´s
directa y simple, lo cual podrı´a ser beneficioso para un usuario no experimentado
con la modificacio´n de un cierto co´digo.
Ya que nuestro me´todo tiene por objetivo el seguimiento de los planetas mien-
tras migran en el disco, el remuestreo debe realizarse exclusivamente de forma
radial.
El algoritmo desarrollado tiene tres pasos fundamentales, que consisten en
una receta para calcular los nuevos bordes de la malla, una te´cnica para recons-
truir los campos en nuevas posiciones y un me´todo para actualizar las condicio-
nes de contorno y las regiones de amortiguacio´n de los campos.
Para encontrar los nuevos bordes radiales de la malla, utilizaremos la infor-
macio´n de la posicio´n del o los planetas. Para esto, es necesario tener en cuenta
algunas consideraciones previas.
El anillo de gas ma´s alejado de un planeta que es capaz de generar un torque
neto sobre e´ste es aquel que se localiza en una resonancia de movimiento medio
2:1 interna y 1:2 externa, lo cual se corresponde con las resonancias de Lindblad
ma´s alejadas (ver Ec. 2.15).
Ası´, los nuevos bordes de la malla deberı´an ser calculados en funcio´n de las
posiciones de estas resonancias. Cuando dentro de la malla coexistieran ma´s de
un planeta, las posiciones de los bordes deberı´an ser funcio´n de las resonancias
de Lindblad ma´s externas (por fuera y por dentro) correspondientes a los plane-
tas extremos, es decir, al planeta ma´s exterior y al ma´s interior. De esta forma,
es posible asegurar que toda la fı´sica de la migracio´n por la interaccio´n con la
estela tidal es capturada dentro de la malla hidrodina´mica. Por otro lado, para
preservar intacta la contribucio´n de la estela generada por los planetas al torque,
las resonancias ma´s externas deberı´an caer dentro de la regio´n activa de la malla,
es decir, sin considerar las regiones de amortiguacio´n.
Una vez que se calculan los nuevos bordes, se divide nuevamente la malla uti-
lizando la misma cantidad de celdas radiales que en el paso de tiempo anterior3.
Finalmente, realizamos una interpolacio´n lineal, utilizando los campos avan-
zados un paso de tiempo ∆t, para calcular los valores en las nuevas posiciones ra-
diales de las celdas recientemente construidas. Si estas nuevas celdas caen en un
dominio no considerado en el paso de tiempo anterior, se extrapolan por medio
3Esta eleccio´n es so´lo por simplicidad. El nu´mero de celdas podrı´a ser modificado y el me´todo
aquı´ propuesto seguirı´a siendo va´lido.
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de prescripciones analı´ticas, las cuales son las utilizadas o bien como condicio´n
inicial, o calculadas en tiempo de ejecucio´n, cuando la evolucio´n viscosa global
es considerada (ver seccio´n 7.3.3).
La misma receta es utilizada para actualizar las condiciones de contorno y las
regiones de amortiguacio´n.
7.3.1. Definiendo los bordes de la malla
En esta seccio´n presentamos un algoritmo particular para la determinacio´n
de los bordes de la malla en funcio´n de la posicio´n de los planetas, para lo cual
tenemos en cuenta el ancho de la zona de amortiguacio´n de ondas.
Planetar−a
r+a
r−b
r+b
2:1 1:2
Fuera del dominio
Amortiguación
Figura 7.1: Se muestra una seccio´n acimutal de un disco de gas con un planeta inmerso, en un
plano cartesiano XY, con la estrella localizada en la esquina inferior izquierda. Las zonas grises
corresponden con la regio´n fuera del dominio hidrodina´mico, es decir, el lugar en donde la malla
no esta´ definida. Las lı´neas negras continuas corresponden con el borde de la malla activa. Las
zonas rayadas limitadas por las lı´neas a trazos se corresponden con las regiones de amortigua-
cio´n. Aquı´, los campos son forzados hacia un cierto perfil radial de referencia. En este ejemplo
particular, el borde de la malla activa sin considerar la regio´n de amortiguacio´n (lı´neas a trazos)
se definio´ con una relacio´n de perı´odos 5:2 respecto del planeta, de acuerdo a la ecuacio´n (7.7).
En lineas rojas se muestra la posicio´n de las resonancias de Lindblad ma´s externas respecto del
planeta (demarcado con una cruz blanca), las cuales juegan un rol fundamental en definir la tasa
de migracio´n.
En una forma simplificada, las regiones de amortiguacio´n se definen como (de
Val-Borro et al., 2006):
r±a = r±b ∓ η
(
r+b − r−b
)
, (7.5)
do´nde r± son los bordes de la malla y η es la fraccio´n de malla que se utilizara´ pa-
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ra amortiguar los campos. Los subı´ndices b y a representan borde y amortiguacio´n
respectivamente. Definimos la posicio´n de los bordes de la regio´n de amortigua-
cio´n en funcio´n de la relacio´n de perı´odos R con el planeta ma´s cercano4:
r±a = r±pR±2/3 (7.6)
do´nde r±p es el planeta ma´s cercano al borde ± (exterior/interior). Como se dijo
con anterioridad, R deberı´a ser siempre superior a 2, para considerar todas las
las resonancias de Lindblad.
A partir de las ecuaciones (7.5) y (7.6), y resolviendo para r±b , obtenemos una
fo´rmula para la posicio´n de los bordes de la malla activa:
r±b
r±p
=
[
η − 1
2η − 1R
±2/3+
η
2η − 1R
∓2/3
(
r−p
r+p
)±1 . (7.7)
En la Fig. 7.1 mostramos un esquema generado a partir de una de las simula-
ciones que presentaremos posteriormente, de un sector acimutal de un disco de
gas con un planeta sumergido en e´l. Las regiones de amortiguacio´n se represen-
tan por un entramado, y esta´n delimitadas entre lı´neas a trazos y lı´neas continuas
negras. La extensio´n radial de la regio´n rayada es funcio´n del para´metro η en la
ecuacio´n (7.5), que en este ejemplo particular se escogio´ igual a η = 0,1.
El lı´mite de la regio´n activa, es decir, la posicio´n de las lı´neas continuas negras,
se calcula con la ecuacio´n (7.7). Las lı´neas rojas a trazos muestran la posicio´n de
las resonancias de movimientos medios 2:1/1:2 entre el planeta y el gas. Estas
resonancias se corresponden con las resonancias de Lindblad ma´s extremas para
cada lado del planeta.
En la Fig. 7.2 mostramos una simulacio´n tı´pica de migracio´n planetaria, reali-
zada con la te´cnica aquı´ descripta. La malla es modificada en tiempo de ejecucio´n
a fin de seguir al planeta durante su migracio´n. La extensio´n radial completa de
la malla va disminuyendo con el paso del tiempo para mantener una relacio´n de
periodos constante entre los bordes y el planeta. La malla activa corresponde con
la zona azul, y su extensio´n se calcula por medio de la ecuacio´n (7.7). Con un
entramado, se superpone la regio´n de amortiguacio´n.
7.3.2. Llenado de la malla
Una vez que los bordes de la malla han sido computados, debemos dividir
nuevamente la malla. Por simplicidad, este procedimiento se hace utilizando el
mismo nu´mero de celdas nr que en el paso anterior. Como ya se menciono´, la
malla puede ser dividida siguiendo diferentes recetas, donde las ma´s populares
suelen ser la divisio´n lineal y la llamada divisio´n logarı´tmica. Sin embargo, rece-
tas au´n ma´s sofisticadas pueden utilizarse a fin de obtener algunas propiedades
u´tiles, como por ejemplo, que el nu´mero de celdas por unidad de escala de pre-
4Por medio de la tercera ley de Kepler.
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Figura 7.2: Evolucio´n temporal del semieje de un planeta utilizando el me´todo de remapeo (lı´nea
continua gruesa). La regio´n azul representa la extensio´n radial de la malla hidrodina´mica 2D
(regio´n activa). Las regiones de amortiguacio´n, al igual que en las figuras anteriores, son marcadas
con un entramado a rayas. A medida que el planeta se encuentra en semiejes mas interiores, la
extensio´n radial de la malla disminuye, pero manteniendo una distancia en nu´mero de o´rbitas
constante.
sio´n se conserve. En la seccio´n (7.5) discutiremos un poco ma´s en profundidad la
utilizacio´n de diferentes me´todos, y cua´les son sus propiedades.
Por ahora, sin pe´rdida de generalidad, asumamos que el espaciamiento entre
celdas es lineal5. Para cada nueva celda, calculamos sus vecinos sobre la malla
vieja, y los utilizamos para estimar el valor de las cantidades de intere´s por medio
de interpolacio´n lineal.
Si una celda no posee dos vecinos ma´s cercanos (como es el caso de los bordes
de la malla), o si su posicio´n cae fuera de la malla activa del paso de tiempo an-
terior, al no disponer de informacio´n para interpolar, utilizamos prescripciones
analı´ticas para calcular su correspondiente valor. Estas prescripciones son dadas
por la condicio´n inicial (leyes de potencia en general) y se aplican de forma ex-
clusiva para la velocidad del sonido (o perfil de temperatura) y para la velocidad
acimutal. La misma prescripcio´n es utilizada para el perfil de densidad superfi-
cial y la velocidad radial si la deriva viscosa del disco no es tenida en cuenta (ver
seccio´n 7.3.3). En caso contrario, se utiliza la solucio´n de la ecuacio´n (7.12) para
actualizar la densidad superficial, y la ecuacio´n (7.13) para actualizar la veloci-
5De hecho, divisiones ma´s complicadas tambie´n pueden ser vistas como divisiones lineales
bajo una transformacio´n de coordenadas adecuada.
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dad radial.
Ahora discutimos el algoritmo de llenado para el caso en el que la malla sea
uniformemente espaciada.
Consideremos una cantidad q, definida en la posicio´n ri en el tiempo tn y de-
notada (al igual que en la capı´tulo 3) por qni . Despue´s de un paso de tiempo, esta
cantidad se actualiza hacia un valor qn+1i , por medio de una integracio´n completa
de todas las ecuaciones hidrodina´micas.
Segu´n nuestro me´todo, los bordes deben ser actualizados, partiendo de:(
r−b
)n
;
(
r+b
)n −→ (r−b )n+1 ; (r+b )n+1 ,
a trave´s de la ecuacio´n (7.7). Posteriormente, necesitamos calcular las nuevas po-
siciones radiales rj para cada celda. En el caso linealmente espaciado, esto puede
ser hecho mediante la simple relacio´n:
rj = (r
−
b )
n+1 + j∆, (7.8)
con j = 0...nr − 1, y ∆ =
[
(r+b )
n+1 − (r−b )n+1
]
/nr . Para fijar ideas, asumiremos que
(r−b )
n+1 se corresponde con el borde radial de la malla alternada, es decir, de una
cantidad alternada (como por ejemplo, vr). Supongamos que tenemos una varia-
ble gene´rica, alternada en r, denotada por qn+1j . Interpola´ndolo linealmente con
sus vecinos de la malla en el paso de tiempo anterior, su valor es:
qn+1j = q
n+1
kj
+
qkj+1 − qkj
rkj+1 − rkj
∣∣∣∣∣∣n+1 (rj − rk), (7.9)
con kj ≡ kj(i), es una funcio´n del espaciamiento de la malla en el paso de tiempo
anterior. En el caso linealmente espaciado, el ı´ndice kj se calcula como:
kj = int
[
rj − (r−b )n
(r+b )
n − (r−b )n
nr
]
. (7.10)
Ası´, hemos construido una receta para calcular cantidades en la nueva malla a
partir de los vecinos en la malla del paso de tiempo anterior. La extensio´n al caso
centrado es directa.
En la Fig. 7.3 puede verse un esquema del algoritmo descripto en esta seccio´n,
colocando en contexto todas las cantidades importantes utilizadas. En la parte
inferior de la figura, se parte en el tiempo tn. Se integra la hidrodina´mica por
un paso dt completo y se actualiza q, desde qni hacia su nuevo valor q
n+1
i (lı´nea
intermedia). Finalmente, en la parte superior calculamos los nuevos bordes de
la malla e interpolamos linealmente los valores recientemente actualizados para
llenar la nueva malla en la posicio´n rj .
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Figura 7.3: Diagrama ba´sico del algoritmo utilizado para el remapeo de los campos hacia una
malla nueva. La cantidad q es avanzada un paso de tiempo completo, posteriormente se calculan
los nuevos bordes, se divide la malla, y se calcula qn+1j utilizando los valores vecinos sobre la malla
anterior.
7.3.3. Evolucio´n viscosa del disco
Ya que el me´todo de remapeo permite realizar simulaciones por tiempos dina´-
micos prolongados y sobre una escala espacial muy grande, deberı´amos tener en
cuenta la evolucio´n temporal de los perfiles en el disco. En particular, debemos
prestar atencio´n a la evolucio´n viscosa la cual, como veremos, no deberı´a ser des-
preciada.
Describir un disco de gas a partir de una ley de potencias para una simulacio´n
de largo perı´odo ciertamente no es la mejor eleccio´n. Una ley de potencias no es,
en general, una solucio´n estacionaria para un disco de acrecio´n.
Debido al tercer te´rmino del miembro derecho de la ecuacio´n de momento
(7.2), el disco experimenta un derrame radial, y el momento angular es transpor-
tado, generando, entre otros efectos, una migracio´n de la masa sobre escalas de
tiempo τν ∝ r2/ν, el llamado tiempo de deriva viscosa (Pringle, 1981).
Por otro lado, el tiempo caracterı´stico de migracio´n de los planetas (τa =
rp/ r˙p, ver capı´tulo 2), en re´gimen de tipo I, escala como τa ∝M2∗ (h/r)2(mpΣ)−1Ω−1
(Ward, 1986). Ası´, el cociente entre ambas escalas de tiempo es:
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Figura 7.4: Evolucio´n viscosa del perfil de densidad superficial inicialmente definido como una
ley de potencia Σ/Σ0 = r−1,5. En esta simulacio´n no se incluyen planetas. La resolucio´n del modelo
viscoso 1D (ecuacio´n 7.12) es 2048. La malla activa 2D tiene 256 zonas radiales. La viscosidad ν
es constante en todo el dominio. La condicio´n de contorno que se aplica en este caso es densidad
superficial nula en r = 0,05 y en r = 10. La malla 2D se dibuja con lı´nea gruesa sobre la solucio´n
provista por el modelo 1D (lı´neas a trazos), y le fue impuesta una tasa de migracio´n constante,
a fin de observar el acople entre el mo´dulo de deriva viscosa y el algoritmo de remapeo. Las
leyendas de las curvas corresponden a o´rbitas tiempo, medido en o´rbitas a r = 1.
τa
τν
∝ M
2∗ h2ν
mpΩΣr4
. (7.11)
A r = R0, los para´metros tı´picos son h = 0,05, M∗ = 1M0, ν = 10−5R20Ω0 y Σ ∼
10−4M0R−20 . Si consideramos una masa planetaria mp/M∗ = 10−5, obtenemos un
cociente igual a ∼ 4. Este valor depende de r como r−(2,5+α), con α en la pra´ctica
un nu´mero negativo mayor que −1,5. Ası´, la tasa de migracio´n se vuelve despre-
ciable comparada con el tiempo de deriva viscosa cuando el planeta migra hacia
regiones ma´s pro´ximas a la estrella.
Este ana´lisis simplificado muestra que para realizar simulaciones consistentes
(al menos en cuanto a la estructura radial de los discos) de planetas en migracio´n
de tipo I sobre una gran escala (en tiempo y en espacio), una evolucio´n viscosa
auto consistente deberı´a ser considerada.
En este trabajo, atacamos este problema resolviendo un modelo 1D simplifi-
cado para la ley de conservacio´n del momento angular de los discos, bajo el efecto
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del torque viscoso (debido a una viscosidad ν) y despreciando la presio´n del dis-
co y los torques generados por los planetas sobre el gas (Pringle, 1981). En este
modelo, la densidad evoluciona como:
∂Σ
∂t
=
3
r
∂
∂r
[√
r
∂
∂r
(
νΣ
√
r
)]
. (7.12)
Avanzamos la ecuacio´n (7.12) de forma explı´cita sobre una malla 1D extendi-
da radialmente y suficientemente grande. Esto se hace en tiempo de ejecucio´n,
mientras la hidrodina´mica completa es resuelta. Hay que tener en cuenta, que
por la utilizacio´n de un esquema explı´cito para la solucio´n del perfil 1D, cuando
la viscosidad es demasiado grande, el paso de tiempo puede venir limitado por
este modelo sencillo. Esto se debe a que, en general, el modelo 1D contendra´ un
nu´mero mucho mayor de celdas radiales, y esto podrı´a impactar drama´ticamente
en el paso de tiempo necesario (el cual decrece como ∆r2). Ası´, a fin de no gas-
tar tiempo computacional significativo en este paso, en caso de que el paso de
tiempo permitido sea menor al predicho por la condicio´n CFL de la malla 2D,
hacemos un subciclo sobre la malla 1D hasta obtener la densidad en el instante
de tiempo deseado. Tı´picamente se observa que estos subciclos suelen contener
∼ 5 iteraciones por paso de tiempo.
Posteriormente, utilizamos el perfil de densidad radial calculado para actua-
lizar las condiciones de contorno y las regiones de amortiguacio´n.
Una vez que el perfil de densidad fue calculado, la velocidad radial puede ser
inferida por la relacio´n cerrada:
vr = − 3
Σ
√
r
∂
∂r
(
νΣ
√
r
)
, (7.13)
la cual se obtiene a partir de la ecuacio´n para la densidad y la ecuacio´n de conti-
nuidad.
Una observacio´n interesante es que en re´gimen estacionario, la ecuacio´n (7.12)
satisface dos soluciones interesantes. Por un lado, si νΣ ∝ r−0,5, entonces Σ es
estacionario. Otra solucio´n posible para un perfil estacionario es:
νΣ = C, (7.14)
con C una constante. Ası´, a fin de obtener un disco con una densidad que sea una
ley de potencia en estado estacionario, ν no puede ser una constante.
Por ejemplo, utilizando la viscosidad αν , definida como ν = ανH2Ω (Shakura
y Sunyaev, 1973), y un perfil particular para la temperatura (o relacio´n de aspecto
del disco), un perfil estacionario para Σ sı´ puede ser asegurado. Ası´, para una tasa
de acrecio´n constante, la cual puede ser expresada como M˙ = −2pirΣvr , en estado
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estacionario la densidad superficial adopta la forma:
Σ(r) = Σ0r
−1/2−2f , (7.15)
con Σ0 =
M˙
3piανh
2
0
√
GM
, con h0 = h(R0).
Tambie´n, en esta configuracio´n, la velocidad radial se reduce a la expresio´n
sencilla:
vr = −32
ν
r
. (7.16)
Esta implementacio´n de la evolucio´n viscosa del disco a trave´s de la resolucio´n
de un modelo 1D puede ser comparada brevemente con un trabajo previo de
Crida et al. (2007), quien resuelve la deriva viscosa por medio de la utilizacio´n
mallas 1D fuera de la regio´n activa 2D.
En nuestro caso, tratamos posibles reflexiones por medio de la utilizacio´n de
las regiones de amortiguacio´n (de Val-Borro et al., 2006). A diferencia del me´todo
de estos autores, en esta primer aproximacio´n no consideramos la conservacio´n
del momento angular global, al no considerar torques de planetas sobre la malla
1D. En nuestro caso esto no es de importancia ya que la malla 1D no forma parte
del sistema fı´sico que estamos resolviendo. Esta malla es tan solo un modelo sim-
plificado que nos permite estimar las variaciones del perfil de densidad debido
a condiciones de contorno globales. Adema´s, estas condiciones de contorno, en
la pra´ctica se encuentran extremadamente lejos de la regio´n de intere´s. En pocas
palabras, estamos asumiendo que los planetas en formacio´n so´lo alteran las pro-
piedades locales del disco de acrecio´n. Por u´ltimo, comparando con resultados
obtenidos por estos autores, nuestro me´todo arroja resultados mucho ma´s lim-
pios, tanto lejos como cerca de las fronteras de la malla activa (ver Fig. 7.4), y,
como se vera´ mas adelante, las tasas de migracio´n obtenidas son muy precisas.
La Fig. 7.4 muestra un claro ejemplo de co´mo una malla 2D que migra en el
tiempo es alterada cuando son consideradas simulaciones de muy largo tiempo.
Las lı´neas continuas se corresponden con la malla 2D, mientras que las lı´neas a
trazo son la solucio´n obtenida mediante la integracio´n de la ecuacio´n (7.12). Esta
figura se corresponde con la prueba descripta en la seccio´n 7.4.4.
7.3.4. Desplazamiento de las resonancias de Lindblad
Baruteau y Masset (2008b) mostraron que un tratamiento especial para compu-
tar el torque es necesario cuando la auto gravedad del disco no es considerada en
simulaciones con planetas en migracio´n. Ellos mostraron que, debido a un des-
plazamiento espurio de las resonancias de Lindblad, un planeta migrando en un
disco que no siente su propio campo de gravedad migra ma´s ra´pido de lo que
predice la teorı´a, y de lo que resulta en simulaciones de discos auto gravitantes.
Este desplazamiento espurio ocurre porque el planeta y el disco se encuentran
orbitando potenciales efectivos diferentes. Por un lado, para que el planeta migre,
188 CAPI´TULO 7. MIGRACIO´N PLANETARIA DE GRAN ESCALA
debe sentir la influencia del disco, por lo que la masa que orbita se corresponde
con la masa estelar sumada a toda la masa del disco interior a su radio actual.
Por otro lado, un disco que no siente su propio potencial, so´lo orbita a la estrella
central. De forma resumida, el desplazamiento de las resonancias de Lindblad es
un efecto de la no auto consistencia de la simulacio´n.
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Figura 7.5: Tiempo caracterı´stico de migracio´n para el caso esta´tico (lı´neas anaranjadas), com-
para´ndolo con el me´todo de remapeo (lı´neas violetas). Con lı´neas so´lidas se muestran simulacio-
nes realizadas teniendo en cuenta la correccio´n del desplazamiento espurio de las resonancias de
Lindblad. Ambas curvas deben ser comparadas con las lı´neas a trazos del mismo color, las cuales
corresponden a las mismas simulaciones, pero sin considerar la correccio´n en el desplazamiento
de las resonancias. En muy buen acuerdo con Baruteau y Masset (2008b), el tiempo caracterı´stico
de migracio´n es menor cuando el planeta y el disco no orbitan el mismo potencial.
El desplazamiento espurio se corrige restando el perfil de densidad radial an-
tes de calcular las fuerzas gravitatorias a las que esta´ sometido el planeta. Por
construccio´n, este me´todo no altera la magnitud del torque neto (modificaciones
axisime´tricas), pero si tiene un profundo impacto sobre la cantidad de masa que
el planeta siente en el disco interior. Ası´, el me´todo impacta sobre la frecuencia
orbital del planeta, hacie´ndolo orbitar so´lo a la estrella central, corrigiendo el
desplazamiento de las resonancias, y asegurando la obtencio´n de tasas de migra-
cio´n precisamente calculadas.
Antes de computar la fuerza gravitatoria, restamos de la densidad su parte
axisime´trica en el tiempo n:
δΣ(r,ϕ) = Σ(r,ϕ)− < Σ >ϕ, (7.17)
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con ϕ la coordenada angular y < Σ >ϕ es el promedio de la densidad en esta
direccio´n, definido como:
< Σ >ϕ=
1
nϕ
nϕ−1∑
i=0
Σ(r,ϕi). (7.18)
Luego, calculamos la fuerza gravitatoria que actu´a sobre el planeta utilizando δΣ.
La correccio´n de este efecto es extremadamente importante para nuestro me´to-
do si se desean obtener resultados que converjan, por ejemplo, con la extensio´n
radial de la malla. Un ejemplo claro de las implicaciones de este problema puede
verse en la Fig. 7.5, que se corresponde con la prueba realizada en la seccio´n 7.4.5.
Considerando diferentes extensiones radiales para la malla a resolucio´n fija. Ob-
servar que estamos incluyendo de manera artificial diferente cantidad de masa
en las regiones internas del disco. Esto cambia la frecuencia orbital del planeta
respecto del disco, lo cual impacta de forma directa sobre el torque sentido por
el planeta. Esto es mostrado de forma clara por la curva morada a trazos de la
Fig. 7.5, donde el valor asinto´tico, el cual se corresponde con una malla 2D estre-
cha y de baja masa, tiende al valor obtenido al corregir tal efecto (lı´nea continua).
7.4. Pruebas nume´ricas
En esta seccio´n mostraremos una serie de pruebas realizadas con el fin de
validar el me´todo.
Todas las simulaciones aquı´ presentadas fueron realizadas incluyendo todas
las caracterı´sticas ya mencionadas: (i) el me´todo de remapeo, (ii) la evolucio´n
viscosa del disco y (iii) la correccio´n del desplazamiento de las resonancias de
Lindblad.
Con el objetivo de realizar comparaciones, en algunas pruebas no se incluyen
algunas de estas caracterı´sticas (mencionadas de forma explı´cita en cada caso),
como por ejemplo, la correccio´n del desplazamiento de las resonancias de Lind-
blad o el me´todo de remapeo, al considerar dominios esta´ticos.
Los para´metros utilizados en las simulaciones son: Σ(R0) = 10−3, α = −0,5,
h(R0) = 0,05, f = 0 y αν = 4 × 10−3. Los para´metros adicionales se describen en
la tabla 7.1, en donde tambie´n se puede leer la nomenclatura utilizada para cada
simulacio´n.
En todos los casos, las regiones de amortiguacio´n fueron definidas a un 10%
de la extensio´n radial total de la malla, lo cual si bien es un valor grande, nos
permitira´ realizar comparaciones suficientemente limpias.
Las unidades utilizadas en estas pruebas son: para la masa M0 = 1, para lon-
gitudes R0 = 1, y para el tiempo t =Ω
−1
k = 1 ya que la constante de gravitacio´n se
define como G = 1.
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Simulacio´n Remapeo R Rmin Rmax nr nφ
S1 - - 0.35 1.75 377 512
S2a - - 0.35 1.75 755 1024
S2b* - - 0.35 1.75 755 1024
S3 - - 0.35 1.75 1132 1536
S4 X 1.5 - - 185 1024
S5 X 1.8 - - 271 1024
S6a X 2.0 - - 323 1024
S6b X 2.0 - - 162 512
S6c X 2.0 - - 646 2048
S6d* X 2.0 - - 323 1024
S7 X 2.2 - - 371 1024
S8a X 2.5 - - 438 1024
S8b X 2.5 - - 219 512
S8c X 2.5 - - 876 2048
Tabla 7.1: Tabla que describe las configuraciones utilizadas para las simulaciones realizadas en
este capı´tulo. En todos los casos se define h(R0) = 0,05, αν = 4×10−3, α = −0,5, f = 0, Σ(R0) = 10−3
y la masa planetaria mp = 2× 10−5. El dominio acimutal es [0,2pi].
* No se considera la correccio´n del desplazamiento de las resonancias de Lindblad.
7.4.1. Caso esta´ndar: convergencia con la resolucio´n
La primer prueba que realizamos tiene por objetivo producir resultados con-
fiables en el caso esta´ndar, es decir, sin el me´todo de remapeo. Estos resultados
servira´n como base para comparar entre las tasas de migracio´n que mediremos
mediante la utilizacio´n completa de la nueva te´cnica desarrollada. El conjunto
de simulaciones se corresponde con las simulaciones S1, S2a y S3 de la tabla 7.1.
Estas simulaciones fueron disen˜adas con el objetivo de estudiar convergencia con
resolucio´n para la tasa de migracio´n. La simulacio´n S1 se corresponde con el caso
de menor resolucio´n, mientras que S2a la duplica, y S3 la triplica.
En la Fig. 7.6, observamos la evolucio´n temporal del tiempo caracterı´stico de
migracio´n para los tres casos diferentes. Se observa co´mo las diferencias entre
las simulaciones S2a y S3 son pequen˜as (curvas verde y azul), lo cual permite
concluir que S2a ya se encuentra, a fines pra´cticos, en un estado convergido, por
lo que puede ser considerada una simulacio´n de referencia.
Por otro lado, algo interesante tambie´n se observa en la Fig. 7.6. Existen os-
cilaciones, las cuales son de amplitud considerable y de gran periodo (mayor a
1000 o´rbitas). Este periodo no esta´ relacionado con los tiempos caracterı´sticos de
libracio´n de materia en las o´rbitas de herradura, y no parecen depender signifi-
cativamente de la resolucio´n.
Pruebas realizadas incrementando o disminuyendo levemente la posicio´n de
las fronteras radiales (manteniendo resolucio´n constante) mostraron la aparicio´n
de una diferencia de fase para estas oscilaciones, lo cual nos permite atribuirlas
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a efectos de rebote de la estela generada por el planeta en los bordes de la ma-
lla. Es importante notar que este efecto es extremadamente sutil, y no observable
directamente sobre los campos hidrodina´micos. A medida que el planeta migra,
estos rebotes se localizan en posiciones diferentes respecto del planeta, contri-
buyendo con torques positivos o negativos, generando un patro´n oscilatorio con
escalas de tiempo tı´picas del orden de la tasa de migracio´n. Estas oscilaciones son
practicante imperceptibles en un diagrama semieje-tiempo, por lo que a lo largo
de todo este capı´tulo, optamos por mostrar curvas para la tasa de migracio´n, un
para´metro extremadamente sensible a perturbaciones no evidentes.
A un tiempo ∼ 5,5 × 103 o´rbitas, los planetas alcanzan el borde de la malla
hidrodina´mica. Al aproximarse, el torque positivo de la estela interna es supri-
mido, generando un incremento en la tasa de migracio´n. Una vez que el planeta
alcanza una posicio´n suficientemente interior, la estela externa ya no es capaz de
ejercer un torque significativo, por lo que el tiempo de migracio´n diverge y el
planeta deja de migrar.
En lo que sigue del capı´tulo, utilizaremos el resultado de la simulacio´n S2a
como punto de comparacio´n para las tasas de migracio´n obtenidas con el nuevo
me´todo desarrollado.
7.4.2. Caso no esta´ndar: convergencia con el dominio
Con el objetivo de estudiar las propiedades de convergencia con la extensio´n
radial del dominio hidrodina´mico del me´todo de remapeo, disen˜amos un con-
junto de simulaciones que mantienen una resolucio´n fija a medida que se varı´a la
extensio´n radial. Esta clase de estudios es de importancia para comprender cual
es la precisio´n que se puede alcanzar con el me´todo cuando se considera una ex-
tensio´n radial determinada. Por otro lado, nos permite verificar, por ejemplo, que
tanto ma´s alla´ de la resonancia 2:1 (1:2) debe irse a fin de no alterar la tasa de
migracio´n provista por la migracio´n de tipo I.
Las simulaciones correspondientes a esta seccio´n son las S4, S5, S6a, S7 y S8a
de la tabla 7.1.
La Fig. 7.7 muestra el tiempo caracterı´stico de migracio´n para cada simula-
cio´n. La curva negra se corresponde con el caso esta´ndar de referencia S2a (ver
seccio´n 7.4.1). Con curvas de color se muestran las simulaciones realizadas con el
me´todo de remapeo.
Sin considerar por ahora el valor absoluto obtenido para la tasa de migracio´n,
por primera vez observamos la calidad y limpieza de los resultados que es posible
obtener mediante esta te´cnica. No solo son resultados de bajo costo computacio-
nal, sino tambie´n carentes de oscilaciones, lo cual esta´ en perfecto acuerdo con la
teorı´a lineal de Tanaka et al. (2002) (ver expresio´n para la tasa de migracio´n del
capı´tulo 2).
Respecto de los resultados, es notable la separacio´n observada entre los casos
S4 y S5. Esta separacio´n puede ser interpretada como un efecto transitorio, de-
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Figura 7.6: Tiempo caracterı´stico de migracio´n τa para tres simulaciones diferentes, de resolucio´n
creciente, sin considerar el me´todo de remapeo. Las simulaciones se corresponden con las S1
(curva roja), S2a (curva verde) y S3 (curva azul) de la tabla 7.1. Las tres curvas muestran un
comportamiento global similar. En el caso de menor resolucio´n se observan oscilaciones de mayor
intensidad. En los tres casos, las oscilaciones son debidas a reflexiones muy pequen˜as de la estela
en los bordes de la malla. Luego de ∼ 5,5 orbitas, las curvas divergen como consecuencia de que
los planetas alcanzan el borde interno de la malla hidrodina´mica, por lo que la migracio´n se
detiene.
bido a la falta de convergencia de los resultados con la extensio´n radial. Ambas
simulaciones no incluyen las resonancias de Lindblad ma´s alejadas, por lo que
esta´n por debajo del lı´mite impuesto por la fı´sica de la migracio´n de tipo I. En
casos como estos, ya que el torque neto depende de una cancelacio´n delicada en-
tre las fuerzas ejercidas en las resonancias internas y externas, una consideracio´n
parcial de ellas puede conducir a resultados muy diferentes e impredecibles.
De forma similar, una diferencia significativa parece existir entre la simula-
cio´n S6a y S7, en donde se observa un tiempo de migracio´n diferente entre ambas.
La simulacio´n S6a tiene una extensio´n radial que de hecho incluye hasta la reso-
nancias de Lindblad nominal ma´s externa (2:1), pero incluso ası´, compara´ndola
con S7 y S8a, la falta de convergencia es clara.
Esta interesante caracterı´stica nos muestra que considerar hasta una relacio´n
de periodos 2:1 entre el planeta y el borde de la zona de amortiguacio´n no es su-
ficiente para capturar la dina´mica completa de la migracio´n de tipo I. Esto puede
ser atribuible al hecho de que las resonancias de Lindblad no esta´n restringidas a
una posicio´n exacta en el disco, y al igual que en las resonancias de cualquier sis-
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temas dina´mico, presenta un ancho efectivo. Este ancho depende del nu´mero de
onda acimutal , y alcanza su ma´ximo para nu´meros de onda acimutal pequen˜os
y en el caso de planetas exce´ntricos. Ası´, este sencillo experimento nos muestra
que este ancho no puede ser despreciado.
Las simulaciones S7 y S8a claramente muestran una tendencia a converger. Es-
to nos permite concluir que considerando extensiones radiales con un para´metro
R & 2,2 deberı´a ser suficiente para obtener una tasa de migracio´n suficientemente
precisa.
En casos ma´s sofisticados, como por ejemplo los que incluyan planetas exce´ntri-
cos, el taman˜o de la malla adecuado deberı´a ser validado con una prueba de con-
vergencia similar.
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Figura 7.7: Tiempo caracterı´stico de migracio´n para un conjunto de simulaciones con el me´todo
de remapeo y considerando diferentes extensiones radiales de la malla a resolucio´n fija. La curva
negra se corresponde con la simulacio´n esta´ndar de referencia S2a. Las lı´neas de color se corres-
ponden con los resultados obtenidos en las simulaciones con el me´todo de remapeo. Ver discusio´n
en el texto (seccio´n 7.4.2)
Como comentario final, puede verse co´mo el conjunto S7 y S8a presentan
tiempo caracterı´stico de migracio´n sensiblemente inferior al tiempo medio ob-
tenido en el caso esta´ndar. Esta diferencia puede atribuirse a diferencias en los
procesos de saturacio´n del torque en la regio´n de corrotacio´n. Esta caracterı´sti-
ca es sensible a los procesos difusivos presentes en la regio´n de herradura. En
el caso esta´ndar, a medida que el planeta migra, ve degradada su resolucio´n en
la regio´n de corrotacio´n. Por el contrario, el caso de remapeo, como se vera´ en la
seccio´n 7.5, mantiene resolucio´n constante durante todo el proceso, posibilitando
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un mayor torque de corrotacio´n, y ası´, un tiempo de migracio´n inferior.
7.4.3. Caso no esta´ndar: convergencia con la resolucio´n
Para tener una idea de la precisio´n alcanzada con el me´todo de remapeo, no
es suficiente considerar la convergencia con la extensio´n radial de la malla. En
esta seccio´n realizamos una prueba adicional para estudiar la convergencia de los
resultados con la resolucio´n utilizada cuando se utiliza el me´todo de remapeo.
Seleccionamos las simulaciones S6a y S8a de la prueba anterior y modificamos
la resolucio´n por un factor 2 (simulaciones S6c, S8c) y 1/2 (simulaciones S6b,
S8b), conservando, en todos los casos, la extensio´n radial fija (ver tabla 7.1).
La Fig. 7.8 muestra el tiempo caracterı´stico de migracio´n para los seis casos
estudiados (curvas de color), y se muestra tambie´n la simulacio´n esta´ndar de re-
ferencia S2a (curva negra).
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Figura 7.8: Tiempo caracterı´stico de migracio´n considerando el me´todo de remapeo, para dos
extensiones radiales diferentes, cada una considerando tres resoluciones diferentes, crecientes en
factores de a 2 (ver tabla 7.1 para los detalles de cada simulacio´n). En lı´neas de color se muestran
los dos conjuntos de simulaciones. La curva negra se corresponde con la simulacio´n esta´ndar S2a.
Como ya se habı´a observado en la seccio´n anterior, existe una diferencia sig-
nificativa entre los conjuntos S6 (R = 2) y S8 (R = 2,5). Esta diferencia no parece
tener relacio´n con la resolucio´n utilizada.
La simulacio´n S6a (curva roja) esta pro´xima al respectivo caso de mayor reso-
lucio´n S6c (curva azul), evidenciando un comportamiento convergido a pesar del
dominio radial considerado. Claramente, la curva de menor resolucio´n de este
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conjunto, la simulacio´n S6b (curva verde), se encuentra lejos de un valor conver-
gido.
El conjunto S8 es ma´s intrigante. Observamos que el caso de menor resolu-
cio´n, la simulacio´n S8b (curva anaranjada) parecerı´a alcanzar un estado conver-
gido si so´lo fuese comparado con el caso de resolucio´n intermedia, la simulacio´n
S8a (curva violeta), lo cual es muy diferente a lo observado en el conjunto S6.
Curiosamente, considerando una alta resolucio´n (curva rosada, simulacio´n S8c),
es claro que no se alcanzo´ una convergencia, aunque las diferencias tienden a
disminuir con el tiempo, y son realmente muy pequen˜as.
Ya que el conjunto S8 incluye, por un amplio margen, todas las resonancias
de Lindblad dentro del dominio hidrodina´mico, esta diferencia observada podrı´a
ser explicada a partir de diferencias en el torque de corrotacio´n, el cual si puede
ser bastante sensible con la resolucio´n utilizada, como ya se discutio´ en la seccio´n
(7.4.2).
A pesar de todo, la dispersio´n observada en el conjunto S8 es realmente muy
pequen˜a, y la tasa de migracio´n puede ser determinada con una precisio´n muy
alta, . 5%. Por otro lado, comparando el valor convergido de las simulaciones
S8a y S8b, con el valor mostrado por la simulacio´n S7 en la Fig. 7.7, podemos
confiar en que una tasa de migracio´n precisa es alcanzada.
Nuevamente, todos estos resultados sugieren que la extensio´n radial para la
malla activa (sin incluir la regio´n de amortiguacio´n) deberı´a ser determinada por
un para´metro R > 2,2, sin importar la resolucio´n utilizada.
7.4.4. Evolucio´n viscosa
Realizamos una prueba para verificar la implementacio´n del modelo de evo-
lucio´n viscosa y su acople con el me´todo de remapeo. Realizamos una simulacio´n
axisime´trica sin un planeta.
Inicializamos un disco con una relacio´n de aspecto constante (f = 0) e isoter-
mo localmente, con una densidad superficial inicial siguiendo una ley de poten-
cia.
El modelo 1D de evolucio´n para el perfil de densidad superficial, dado por la
ecuacio´n (7.12), es avanzado utilizando una grilla 1D con 2048 celdas, uniforme-
mente espaciadas entre r = 0,05 y r = 10. Imponemos una densidad superficial
nula en las fronteras de esta grilla.
La malla 2D se construye con 256 celdas radiales, y los bordes siempre man-
tienen una relacio´n de periodos 3:2 (R = 1,5) con los bordes (hasta la regio´n de
amortiguacio´n). Esta malla se mueve a velocidad radial constante, lo cual nos
permite probar la implementacio´n y el acople entre el modelo 1D y el me´todo de
remapeo.
La Fig. 7.4 muestra la evolucio´n temporal del perfil de densidad superficial
en diferentes instantes. En lı´neas continuas se muestra la densidad superficial
para la malla 2D. Las lı´neas a trazos se corresponden con la solucio´n de la ecua-
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cio´n (7.12), utilizada para actualizar las condiciones de contorno y actualizar las
regiones de amortiguacio´n, en diferentes tiempos.
En negro, se muestra la condicio´n inicial, mientras que en color, la evolucio´n
del perfil de densidad para diferentes instantes de tiempo es mostrada.
Tambie´n, se verifico´ satisfactoriamente que nuestro me´todo fuera capaz de
obtener soluciones estacionarias si se considera un modelo de disco con αν , con-
siderando α = −0,5 y f = 0, la cual es la configuracio´n utilizada en todas las
pruebas con planetas realizadas en las secciones anteriores (ver tabla 7.1).
Los resultados obtenidos para el modelo viscoso son extremadamente lim-
pios, permitiendo realizar simulaciones de gran escala que incluyan planetas y
consideren la evolucio´n viscosa global del disco. Por u´ltimo, esto tambie´n abre la
posibilidad de realizar simulaciones de muy largo tiempo de la migracio´n de tipo
II.
7.4.5. Corrigiendo las frecuencias orbitales
Una caracterı´stica importante que hemos incluido en nuestro me´todo es la
correccio´n por el desplazamiento espurio de las resonancias de Lindblad (ver
seccio´n 7.3.4). Como se dijo con anterioridad, esta correccio´n es un componen-
te crucial del me´todo de remapeo. Hemos probado su implementacio´n mediante
la realizacio´n de dos conjuntos de simulaciones nume´ricas, los cuales incluyen
casos con esta correccio´n y sin ella, sin el me´todo de remapeo (S2a, S2b) y con-
siderando todos los ingredientes (S6a, S6d). En los casos S2a y S6a, se calcula la
fuerza gravitatoria incluyendo le densidad media de fondo, mientras que en los
casos S2b y S6d, se sigue el me´todo descripto por la ecuacio´n (7.17), de la seccio´n
7.3.4.
La Fig. 7.5 muestra la evolucio´n del tiempo caracterı´stico de migracio´n para
estas cuatro simulaciones. En lı´neas a trazos se muestran los casos no corregi-
dos por el desplazamiento, tanto para el caso esta´ndar como con la te´cnica de
remapeo, mientras que en lı´nea continua, los casos corregidos.
Como ya se anticipo´ en la seccio´n 7.3.4, y en muy buen acuerdo con Baruteau
y Masset (2008b), los casos sin la correccio´n presentan tiempos de migracio´n ma´s
cortos.
Es interesante notar como en los casos que no consideran esta correccio´n
(lı´neas a trazos de la Fig. 7.5), presentan una derivada no nula para la tasa de
migracio´n. Es posible demostrar por ca´lculos lineales (Tanaka et al., 2002, por
ejemplo), que segu´n los para´metros fı´sicos del disco considerado, el tiempo ca-
racterı´stico de migracio´n deberı´a ser una constante, como se obtiene en el caso
corregido con el me´todo de remapeo (curva continua morada). Ası´, se muestra de
forma clara que la tasa de migracio´n calculada sin esta correccio´n es incorrecta.
Sin embargo, otra caracterı´stica notable, la cual se observa de forma muy lim-
pia cuando se utiliza la te´cnica de remapeo, es que el tiempo caracterı´stico de
migracio´n obtenido sin la correccio´n por el desplazamiento de las resonancias de
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Lindblad, tiende asinto´ticamente al caso corregido. Esto es una consecuencia de
que a medida que el planeta migra hacia las regiones interiores del disco, este
se hace cada vez ma´s estrecho, y menos masivo. Lo mismo se observa en el caso
esta´tico, ya que a medida que el planeta migra, la masa interior se hace inferior,
aunque la relacio´n sen˜al-ruido es bastante ma´s baja.
7.5. Sobre la distribucio´n radial de las celdas
Un aspecto muy importante, que hasta ahora hemos pasado por alto en la
presentacio´n del me´todo de remapeo, es la resolucio´n. Es importante entender
co´mo mantener una resolucio´n aceptable (y que´ significa aceptable) cuando se
estudia la migracio´n de un planeta en un disco de gas con ciertas propiedades.
La principal caracterı´stica que es necesario resolver al simular estos sistemas
es la llamada escala de presio´n del disco H . Esta es la escala tı´pica que proviene
de la dispersio´n de velocidad dentro del disco (temperatura). Por otro lado, re-
solver adecuadamente esta escala implica de forma automa´tica estar resolviendo
correctamente el torque ejercido sobre el planeta. Esto es porque las resonancias
de Lindblad ma´s cercanas al planeta se acumulan en una regio´n especı´fica, loca-
lizadas a una distancia r ' ±H respecto del planeta (Artymowicz, 1993).
Recordemos que en todo este trabajo, siempre se asumio´ H ∝ rf , es decir, una
ley de potencia, y en particular, en este capı´tulo hemos utilizado H ∝ r (es decir,
f = 0).
En una malla dividida uniformemente en radio, el me´todo de remapeo tal cual
fue presentado genera una resolucio´n creciente con r, por lo que el nu´mero de
celdas por unidad deH sera´ constante para toda la simulacio´n, es decir, indepen-
diente de la posicio´n radial de la malla. Ası´, no es esperable observar problemas
de convergencia con la resolucio´n, que sean dependientes de la distancia.
Para fijar ideas, estudiemos el caso de un planeta aislado en el disco y que mi-
gra. Veamos que, en este caso, el me´todo de remapeo mantiene el mismo nu´mero
de celdas por unidad de H . El taman˜o radial inicial de una celda es:
δr =
r+ − r−
nr
=
∆r
nr
, (7.19)
con r± los bordes de la malla y nr el nu´mero de celdas radiales. Utilizando la
ecuacio´n (7.7) y haciendo r−p ≡ r+p ≡ rp, ∆r es:
δr =
rp
nr (1− 2η)
(
R2/3 −R−2/3
)
. (7.20)
Por lo que la cantidad de celdas nH contenidas en una unidad deH , en la posicio´n
del planeta, es:
nH ≡ Hδr =
h0nr (1− 2η)
R2/3 −R−2/3 = C, (7.21)
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con C una constante (adimensional). Para valores tı´picos usados en las pruebas
anteriores (h0 = 0,05,η = 0,1,R = 2,2), el valor de la constante es C ' 0,036nr ,
que con una resolucio´n radial tı´pica de 100 celdas la escala de altura del dis-
co comienza a ser resuelta, y permanecera´ igualmente resuelta durante toda la
simulacio´n.
Sin embargo, cuando consideramos un disco con otro perfil de temperatura,
es decir h = h(r) (lo que en ingle´s suele llamarse flared6), el nu´mero de celdas
por unidad de H no sera´ ma´s una constante. En este caso, realizando el mismo
procedimiento que en la deduccio´n de (7.21), y colocando h(r) ∝ rf , se prueba
que nH ∝ rf , lo cual es una funcio´n decreciente con r para f > 0, un para´metro
tı´pico en discos de acrecio´n.
Ası´, una malla uniformemente espaciada no servira´ para modelar correcta-
mente la migracio´n de gran escala para estos sistemas, por lo que una te´cnica
diferente debe ser considerada. Esta simple observacio´n pone en evidencia la ne-
cesidad de utilizar mallas no uniformes para simular correctamente la migracio´n
de planetas en discos ma´s realistas. Veamos cual serı´a el espaciamiento o´ptimo
para resolver la escala de presio´n en un disco con f > 0. Por definicio´n, H ∝ rf +1,
por lo que el espaciamiento δr debe ser uniforme en rf +1.
Por completitud, mostramos aquı´ como generar una distribucio´n particular
para la malla con un espaciamiento que siga una determinada ley.
En el caso de espaciamiento uniforme, como el utilizado a lo largo de todo el
capı´tulo (y todo este trabajo), de forma discreta se verifica la relacio´n:
rj+1 − rj
(j + 1)− j = C, (7.22)
donde C es una constante dependiente de los bordes de la malla y del nu´me-
ro de celdas consideradas (C = (r+ − r−)/nr). El denominador, si bien tiene valor
nume´rico igual a la unidad, fue agregado para ilustrar el sentido matema´tico
del espaciamiento. (7.22) es una ecuacio´n de derivada discreta que representa
la variacio´n del taman˜o de las celdas. Ası´, un espaciamiento uniforme en radio
significa que el taman˜o de las celdas es el mismo independientemente de r. En
forma continua, esto se escribe como:
dr
dl
= C, (7.23)
do´nde se sustituyo´ el ı´ndice discreto j por una versio´n continua l. Ası´, el espacia-
miento en este caso sera´:
r(l) = Cl + r(0), (7.24)
6acampanado en espan˜ol.
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C y r(0) se ajustan con las propiedades de la malla deseada:
r(0) = r−, (7.25)
r(nr) = Cnr + r
− = r+, (7.26)
ası´, C = (r+ − r−)/nr . El caso de espaciamiento logarı´tmico uniforme es ana´logo,
con ecuacio´n diferencial:
d logr
dl
= C. (7.27)
Ahora veamos el caso de intere´s (f > 0). Vimos que en este caso, el espacia-
miento debe satisfacer7:
dr
rf +1
= Cdl (7.28)
Ası´, resolviendo la ecuacio´n diferencial, se obtiene que:
r(l) = (−f Cl +D)−1/f , (7.29)
y luego de ajustar las constantes, finalmente se obtiene (en versio´n discreta):
r(j) =
[
(r+)−f − (r−)−f
nr
j + (r−)−f
]−1/f
. (7.30)
Y con una receta similar a la utilizada en la ecuacio´n (7.10), es posible calcular
los vecinos de forma eficiente y aplicar todo el me´todo de remapeo sobre este
espaciamiento no uniforme.
Una aclaracio´n importante debe hacerse sin embargo. En la pra´ctica, los discos
no pueden mantener un perfil de altura con f > 0 durante una gran extensio´n,
ya que su temperatura no crece de forma indefinida. Ası´, en la mayorı´a de los
casos de intere´s, sera´ suficiente considerar una malla uniforme en el logaritmo
(ecuacio´n 7.27, o ecuacio´n 7.28, con f = 0), la cual decrece a un menor ritmo que
el caso f > 0, permitiendo pasos de tiempo ma´s grandes y capturando a la vez los
procesos fı´sicos fundamentales para la obtencio´n de tasas de migracio´n correctas.
En la Fig.7.9 se muestra el espaciamiento posible segu´n las fo´rmulas dedu-
cidas en esta seccio´n, para un conjunto de 30 celdas radiales. El espaciamiento
utilizado en este capı´tulo se corresponde con la curva azul, mientras que en otros
casos de intere´s, perfiles ma´s costosos deben ser utilizados, como son el logarı´tmi-
co (curva morada) o perfiles au´n ma´s empinados, como el mostrado por la curva
verde (f = 1).
7Notar que este caso se corresponde con la generalizacio´n del espaciamiento uniforme (f = −1)
y logarı´tmico (f = 0).
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Figura 7.9: Ejemplo de diferentes espaciamientos de la malla, necesarios para resolver la escala
de presio´n de forma uniforme a media que el planeta migra en el disco. Se muestra la coordenada
radial en funcio´n del ı´ndice discreto j. Puede verse la diferencia entre un perfil de disco nega-
tivo, uno constante y uno positivo. El caso logarı´tmico (f = 0) incrementa considerablemente la
resolucio´n para radios interiores, sin embargo, un ı´ndice f > 0 hace necesaria la consideracio´n de
celdas que disminuyan ma´s aceleradamente su taman˜o.
7.6. Me´todo de remapeo vs caso esta´ndar
El me´todo de remapeo tal cual fue presentado en este capı´tulo muestra me-
joras sustanciales respecto del caso esta´ndar. Por un lado, la calidad de los datos
que es posible obtener mediante su aplicacio´n es notable. Por otro, la reduccio´n
del tiempo computacional es uno de los aspectos ma´s interesantes. En el caso bi-
dimensional, tal cual fue presentado en este capı´tulo, ya se observan ganancias
en el tiempo de co´mputo que son significativas.
Extender todos los resultados presentados al caso 3D es un proceso directo.
En el caso tridimensional, donde lo que se reduce no es una cantidad superficial,
sino un corte volume´trico, la mejora en rendimiento sera´ mucho mayor, posibi-
litando obtener factores de aceleracio´n respecto del caso bidimensional mucho
ma´s importantes. Otro aspecto muy importante sera´ el ahorro en memoria. Al no
necesitar un nu´mero tan grande de celdas en radio, la cantidad de memoria aho-
rrada en una simulacio´n tridimensional sera´ significativa. Veamos estas mejoras
un poco ma´s en detalle.
Supongamos que se desea simular un planeta que migra desde una distancia
R+p hasta R
−
p , y que en el caso esta´tico, se utiliza un nu´mero de celdas ne para la
malla. En el caso con remapeo, el nu´mero de celdas radiales sera´ menor (para
conservar la resolucio´n), y lo denotamos por nr .
Por simplicidad en este ejemplo, asumamos que el para´metro η es nulo (ver
ecuacio´n 7.5). A fin de incluir todas las resonancias de Lindblad dentro del do-
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minio en el cual el planeta se movera´, debemos considerar como bordes para la
malla:
r±
R±p
= 2±2/3 ' 1,59±1 (7.31)
Ası´, en el caso esta´tico, se tendra´ que los lı´mites son:
r+ = 1,59R+p (7.32)
r− = 0,63R−p (7.33)
mientras que en el caso con remapeo, los bordes siempre cumplira´n con la rela-
cio´n (7.31).
El paso de tiempo viene limitado por el taman˜o de las celdas en comparacio´n
con la velocidad del sonido8:
dt <
r∆ϕ
cs
. (7.34)
En el caso f = 0, cs ∝ r−1/2, por lo que dt ∝ r1/2, mostrando de forma explı´cita
que el paso de tiempo tiende a cero al considerar extensiones radiales que vayan
demasiado cerca de la estrella.
En el caso esta´ndar, si consideramos R−p suficientemente pequen˜o9, el paso de
tiempo estara´ gobernado exclusivamente por (7.34) evaluada en r−, mientras que
en el caso con remapeo, la evaluacio´n debera´ realizarse de forma continua du-
rante la migracio´n. Otra suposicio´n que no debe pasarse por alto para la validez
de este ana´lisis es que estamos despreciando la extensio´n radial de las celdas, es
decir, estamos asumiendo r∆φ/∆r . 1, lo cual en el caso esta´tico siempre podra´
ser verificado, pero en el caso con remapeo, podrı´a no ser cierto a partir de un
determinado r.
Por simplicidad, supongamos que el planeta migra a una tasa constante a˙, que
no depende del semieje. Con esta tasa de migracio´n, partiendo de R+p , llegara´ a
R−p en un tiempo fı´sico tm = (R−p −R+p )/a˙.
Estudiemos el tiempo de ejecucio´n para cada me´todo considerando una si-
mulacio´n completa, desde que el planeta parte desde R+p y llega a R
−
p . El tiempo
de ejecucio´n, o tiempo computacional, es inversamente proporcional al paso de
tiempo utilizado y directamente proporcional al costo computacional, el cual, en
primera aproximacio´n, es proporcional al nu´mero de celdas consideradas. Ası´, se
puede escribir la relacio´n:
dtc ∝ n∆t dtf , (7.35)
con ∆t funcio´n del tiempo fı´sico tf a trave´s de la condicio´n CFL. Por lo tanto, el
8Esto vale so´lo porque se esta´ utilizando el algoritmo FARGO y un planeta de masa suficien-
temente pequen˜a.
9Esta suposicio´n es para poder realizar una comparacio´n limpia y obtener comparaciones a
o´rdenes de magnitud
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tiempo computacional total es:
tc ∝ n
∫ tm
0
dtf
∆t(tf )
. (7.36)
En el caso esta´ndar, este tiempo sera´:
tce ∝ ne
∫ tm
0
dtf
∆t(tf )
= ne
tm
∆t
=
netm√
0,63
1√
R−p
. (7.37)
En el caso con remapeo, ∆t(tf ) ∝
√
r−(tf ) =
[
0,63
(
R+p + a˙tf
)]1/2
, por lo que el
tiempo de ejecucio´n vendra´ dado por:
tcr ∝ nr
∫ tm
0
dtf
∆t(tf )
=
nr√
0,63
∫ tm
0
dtm√
R+p + a˙tf
= − 2nr
a˙
√
0,63
(√
R+p −
√
R−p
)
(7.38)
=
2tmnr√
0,63

√
R+p −√R−p
R+p −R−p
 . (7.39)
El cociente entre ambos tiempos de ejecucio´n es:
tcr
tce
= 2
nr
ne

√
R+p −√R−p
R+p −R−p

√
R−p . (7.40)
En el lı´mite Rp+ >> R−p , se tiene que:
tcr
tce
' 2nr
ne
√
R−p
R+p
. (7.41)
Este es un lı´mite inferior para el tiempo con el me´todo de remapeo. La hipo´tesis
para obtener dicha expresio´n se baso´ en que la longitud acimutal guardaba una
relacio´n con el espaciamiento radial. Retomemos dicha hipo´tesis para estudiar el
rango de validez de (7.41):
r−∆ϕ
∆r
' 0,66∆ϕnr , (7.42)
donde se calculo´ ∆r en te´rmino de los bordes del me´todo de remapeo. Ası´, para
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que el paso de tiempo este gobernado por la longitud acimutal de las celdas,
nr . (0,66∆ϕ)−1. Una resolucio´n tı´pica de 1024 celdas en un dominio de 0 a 2pi
en acimut, implica que nr . 247.
Supongamos R−p = 0,1, R+p = 5, ne = 1024, nr = 247. En este caso, el me´todo
de remapeo sera´ ∼ 16 veces ma´s ra´pido comparado con la te´cnica esta´ndar, y su
eficiencia crecera´ de forma notable al disminuir R−p .
7.7. Propiedades de conservacio´n
Hasta ahora no se ha discutido al respecto de las propiedades de conservacio´n
de la te´cnica desarrollada.
La te´cnica de remapeo mediante una interpolacio´n lineal no conservara´ la
masa de una determinada regio´n del espacio, incluso en un dominio cerrado. La
razo´n de esto es que la densidad se evalu´a en puntos discretos del espacio, y
una interpolacio´n como la que hacemos para reconstruir el campo, aunque sea
exacta en los ve´rtices considerados para los ca´lculos, no tiene por que guardar
una relacio´n con la distribucio´n del campo es su entorno.
Experimentos sencillos permiten concluir que el error cometido en los casos
ma´s desfavorables son inferiores al 1% para los campos interpolados durante una
simulacio´n de largo tiempo. Este valor es, en efecto, demasiado pequen˜o, y pare-
cerı´a ser aceptable para la mayorı´a de los casos pra´cticos. Sin embargo, un cuida-
do especial debe tenerse. Como se discutio´ en los primeros capı´tulos, los discos
Keplerianos son altamente superso´nicos, por lo que la velocidad acimutal es muy
grande comparada con la velocidad del sonido local. Ası´, un error pequen˜o en la
determinacio´n de esta velocidad, tendra´ un impacto sustancial en el equilibrio
de presio´n local. Una forma de disminuir al mı´nimo los errores cometidos para
este campo, es reconstruirlo interpolando linealmente su logaritmo. En efecto,
como la velocidad de rotacio´n es una ley de potencias (∝ r−1/2), cuando se toma
su logaritmo, la funcio´n es lineal, por lo que su interpolacio´n lineal es exacta.
Otro me´todo para mejorar las propiedades de conservacio´n es calcular cual es
la inyeccio´n neta de masa dentro de todas las celdas (por izquierda y por derecha)
al aplicar un factor de expansio´n o contraccio´n a la malla (tal cual lo hacemos al
recalcular los nuevos bordes). A partir de este procedimiento, es posible calcular
la velocidad radial (utilizando un me´todo upwind) adecuada para inyectar la can-
tidad de masa necesaria. Ası´ se podrı´a asegurar la conservacio´n estricta de esta
cantidad. Sin embargo, son conocidas las propiedades no deseables de esta clase
de me´todos cuando hay ma´ximos locales, lo cual es frecuente en torno a saltos de
densidad importantes, por lo que para este trabajo, decidimos no utilizarlo.
Estimar de forma precisa como pueden impactar una u otra receta de inter-
polacio´n o bien el ca´lculo de flujos auxiliares en la precisio´n de las integraciones
es un aspecto que debe ser estudiado con mucho detalle y profundidad sobrepa-
sando esta primer aproximacio´n al problema.
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Figura 7.10: Simulacio´n de un sistema planetario triple orbitando alrededor de una estrella y
sumergidos en un disco de gas. En el primer panel se observa la densidad superficial, con la
posicio´n de los planetas marcada con cruces blancas. Las estelas generadas por cada uno de ellos
es claramente visible. En el panel del medio vemos los semiejes de cada uno de los cuerpos, y en
lı´nea a trazos se marca la evolucio´n de las fronteras de la malla, la cual va reduciendo su taman˜o
a medida que los planetas migran, con tal de conservar la relacio´n de perı´odos con ellos. En el
tercer panel se observan los a´ngulos resonantes correspondientes a la resonancia de movimientos
medios de Laplace (4:2:1). El sistema se dice resonante cuando los puntos de color oscilan en torno
a un valor fijo. Se ve que este sistema evoluciona hacia una resonancia de Laplace muy fuerte, y
que e´sta es estable durante toda la escala de migracio´n.
7.8. Conclusiones
Hemos presentado un nuevo me´todo que permite acelerar de forma conside-
rable las simulaciones de planetas inmersos en discos de gas y mejorar la preci-
sio´n con la que se obtienen las tasas de migracio´n. Presentamos de forma detalla-
da todos los componentes de este me´todo, las hipo´tesis involucradas, la validez
de la implementacio´n y una discusio´n sobre que eficiencia que podemos esperar
en casos tı´picos.
Demostramos mediante un ana´lisis muy sencillo que este me´todo fa´cilmente
supera el orden de magnitud en velocidad respecto de los me´todos tradicionales,
lo que nos permitira´, por primera vez, comenzar a simular interacciones planeta-
disco por edades que comienzan a ser comparables con la vida media de los discos
de acrecio´n. Adema´s, por construccio´n el me´todo incrementa la resolucio´n a me-
dida que los planetas migran, generando una especie de autoadaptacio´n acorde a
lo necesario por el sistema dina´mico integrado. Vimos que en los casos de discos
flared es necesario adoptar otra estrategia, la cual incluye la utilizacio´n de mallas
no uniformes en r, pero que con una malla uniforme en el logaritmo deberı´a ser
suficiente.
Esta implementacio´n abre un gran nu´mero de frentes de investigacio´n dife-
rentes, los cuales por todos los motivos expuestos a lo largo de este capı´tulo, no
eran posible de ser realizados, o bien por la finitud del dominio, o por los costos
computacionales.
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Esta te´cnica, extendida al caso tridimensional, nos permitira´ adema´s realizar
por primera vez estudios de migracio´n que consideren la tercer dimensio´n, lo cual
no ha sido demasiado explorado au´n. Otro aspecto que va a permitir estudiar es
la saturacio´n del torque de corrotacio´n cuando la migracio´n es considerada, lo
cual tampoco ha sido explorado hasta la fecha.
Por u´ltimo, en la Fig. 7.10 mostramos un ejemplo cualitativo de la simulacio´n
de un sistema triple de planetas tipo Neptuno sumergidos en un disco de gas
y utilizando este me´todo (simulacio´n realizada por la Lic. Ximena Ramos). En
ese caso particular, la migracio´n ocurre sobre un orden de magnitud en radio, y
la configuracio´n resonante alcanzada por los planetas es estable durante toda la
integracio´n. Este ejemplo es el primero de una serie que comenzara´ a sentar las
bases de una nueva forma de explorar el espacio de para´metros en el estudio de
las interacciones planeta-disco.
Experimentos preliminares con este me´todo nos mostraron que su potencial
es muy grande, y que permite obtener simulaciones suficientemente convergidas
para sistemas de mu´ltiples planetas. En particular, este me´todo va a permitir por
primera vez simular sistemas de planetas migrando en discos con una estructura
radial detallada, con modelos de temperatura ma´s acordes a lo esperado en la
gran escala.
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8Conclusiones generales yperspectivas futuras
A lo largo de este trabajo hemos estudiado en detalle el proceso de migracio´n
planetaria y hemos dado argumentos suficientes como para concluir que las inter-
acciones entre un disco de gas y un planeta en formacio´n no puede ser evitada.
Sin embargo, mostramos que esto no es completamente compatible con las ob-
servaciones de los exoplanetas. En particular, trabajos de sı´ntesis de poblaciones
planetarias requieren de algu´n mecanismo que sea capaz de ralentizar la migra-
cio´n, al menos dando tiempo suficiente hasta que el embrio´n obtenga una masa
significativa como para alcanzar la etapa de crecimiento exponencial. Conside-
rando estos inconvenientes, y teniendo en cuenta la robustez de los resultados de
las teorı´as lineales de migracio´n por interacciones planeta-disco, las cuales predi-
cen solamente migracio´n convergente, concluimos que es necesaria la utilizacio´n
de co´digos hidrodina´micos para avanzar en la caracterizacio´n de la migracio´n.
Vimos que el torque de corrotacio´n es uno de los candidatos principales para
detener la migracio´n causada por el torque diferencial de Lindblad, y que este
efecto serı´a en esencia no lineal.
Con estas ideas en mente desarrollamos un co´digo magnetohidrodina´mico
capaz de explotar las u´ltimas tecnologı´as de superco´mputo. Describimos los al-
goritmos utilizados en su implementacio´n y mostramos una serie de pruebas que
verifican la correcta implementacio´n de todos los mo´dulos.
Posteriormente, utilizamos el co´digo para estudiar tres problemas de diferen-
te naturaleza, de los cuales hacemos un breve repaso y detallamos los resultados
obtenidos.
1. Migracio´n en discos radiativos: vimos que mediante la consideracio´n de la
emanacio´n de calor por un planeta en crecimiento es posible obtener un
mecanismo robusto para detener o incluso revertir la migracio´n planetaria.
Este efecto escala fuertemente con la cantidad de calor irradidada, lo cual
es equivalente a considerar tasas de acrecio´n y crecimiento para el planeta
mayores. Vimos que el origen de este nuevo torque positivo se encuentra
relacionado con la adveccio´n y difusio´n del calor en torno a la o´rbita de he-
rradura, produciendo lo´bulos subdensos y asime´tricos. Vimos que este efec-
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to se hace negativo para discos superkeplerianos, mostrando que depende
principalmente de la distancia entre el planeta y la corrotacio´n. Adema´s,
verificamos que este efecto no se debe a alguna caracterı´stica transitoria en
el disco, y que puede sostenerse durante escalas comparables con el tiempo
de libracio´n. Adema´s, discutimos posibles implicaciones astrofı´sicas rela-
cionadas con el descubrimiento de este efecto.
2. Migracio´n en discos magnetizados: vimos que los campos magne´ticos po-
drı´an jugar un papel importante en el frenado de la migracio´n. Basados
en resultados de autores previos, quienes mostraron que podrı´a existir una
componente de torque de corrotacio´n asociada con el campo magne´tico, di-
sen˜amos un me´todo para poder medirla de forma precisa. Durante el desa-
rrollo del me´todo estudiamos propiedades estadı´sticas de la turbulencia,
y en particular, la forma de relacionar dos estados turbulentos diferentes
para obtener una mejor sen˜al/ruido de un planeta sumergido en el disco.
Luego de realizar las mediciones del torque encontramos que, contrario a lo
esperado, el caso de campo magne´tico ma´s intenso serı´a ma´s similar al caso
laminar, mientras que el caso de campo magne´tico ma´s de´bil presento´ una
evidencia significativa de un exceso de torque proveniente de la regio´n de
corrotacio´n.
3. Migracio´n de gran escala: motivados por la necesidad de realizar simula-
ciones de planetas en migracio´n para el estudio de sistemas resonantes,
desarrollamos un me´todo para lograrlo. Vimos que los me´todos actuales
no son capaces de tratar esta clase de problemas. Presentamos el algoritmo
desarrollado de forma extensiva y presentamos una serie de pruebas que
validan la implementacio´n, a la vez que muestran algunas propiedades de
convergencia interesantes. Finalmente, mostramos un ejemplo de la poten-
cia del me´todo para resolver la migracio´n de un sistema de tres planetas en
un disco de gas.
Todos los resultados mostrados contribuyen de forma original a nuestro cono-
cimiento actual de las interacciones planeta disco, a la vez que abren numerosos
frentes de investigacio´n. Entre ellos podemos citar:
1. Impacto de la inestabilidad encontrada en el caso radiativo sobre los em-
briones en formacio´n: en el capı´tulo 5 encontramos que bajo ciertas circuns-
tancias podı´a aparecer una oscilacio´n forzada en el torque, la cual crecı´a de
forma exponencial, alterando posiblemente la excentricidad y la inclinacio´n
de los embriones. Investigar en detalle la fuente de esta inestabilidad podrı´a
conducir a nuevos mecanismos para explicar la distribucio´n de excentrici-
dad de los exoplanetas. Adema´s, una dina´mica mucho ma´s rica podrı´a ser
descubierta en la migracio´n por interacciones planeta-disco.
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2. Relacio´n entre viscosidad y difusividad en las simulaciones MRI: en nues-
tra investigacio´n realizamos un ajuste por medio del torque para realizar
comparaciones. Un aspecto que queda pendiente es saber que´ ocurre si el
ajuste se hace a partir de viscosidades y resistividades independientes ajus-
tadas sobre el campo de densidad o el campo magne´tico. Una minimizacio´n
en este espacio de comparacio´n, conduce a torque comparables? Las herra-
mientas para realizar este trabajo ya fueron desarrolladas a lo largo de este
trabajo.
3. Torque de corrotacio´n en sistemas mo´viles: con el me´todo de remapeo se
podra´ comenzar a estudiar por primera vez de forma detallada las carac-
terı´sticas del torque de corrotacio´n en el caso de planetas que migran. Ade-
ma´s, se podra´ extender este estudio a sistemas de planetas, en lo que la
estela tidal generada por cada uno de ellos puede influenciar de forma sig-
nificativa las propiedades de saturacio´n de este torque.
4. Estudio de migracio´n de gran escala por tiempos comparables con los tiem-
pos de formacio´n de los planetas: debido a la gran eficiencia del me´todo
desarrollado para el estudio de la migracio´n de gran escala, por primera
vez seremos capaces de considerar una migracio´n global por tiempos de vi-
da iguales a los tiempos del disco protoplanetario. En estos casos ya sera´
necesaria la inclusio´n de modelos autoconsistentes para el disco de gas, el
cual debera´ evolucionar junto con los planetas que migran en su interior.
Resultados novedosos pueden surgir de esta investigacio´n.
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AAnalizador sintáctico paraFARGO3D
Aquı´ presentamos el me´todo que desarrollamos para poder traducir FAR-
GO3D al lenguaje CUDA, lo que permite que sea ejecutado sobre un procesador
gra´fico. Si bien el e´nfasis es hacia CUDA, las ideas pueden ser trasladadas sin
mayores cambios hacia otros lenguajes de programacio´n.
Costo en hidrodina´mica
Antes de disen˜ar un traductor de lenguaje, es necesario identificar en donde
se gasta la mayor parte del tiempo dentro de FARGO3D. En un co´digo hidro-
dina´mico gene´rico, resuelto sobre una malla, siempre habra´ un tipo de rutinas
muy especiales, las cuales nosotros llamamos rutinas o funciones de malla. Estas
cumplen la funcio´n de tomar ciertas variables de entrada y actualizar otras canti-
dades. El ejemplo ma´s sencillo de esta clase de rutinas es el ca´lculo de la presio´n.
En el caso isotermo, se tiene que:
P (cs,ρ;x,y,z) = c
2
s (x,y,z)ρ(x,y,z), (A.1)
donde se enfatizo´ la dependencia de la presio´n P con la velocidad del sonido cs y
la densidad de masa ρ, y la dependencia de e´stos con la posicio´n. Ası´, la presio´n
es funcio´n de la posicio´n, por lo que para ser actualizada debe ser evaluada en
cada punto de la malla. cs y ρ son variables independientes para P , que deben ser
pasadas como argumento. En un lenguaje de programacio´n, P sera´ un vector (o
cubo) de cierta cantidad de componentes (el nu´mero es funcio´n de la cantidad de
celdas de la malla), al igual que cs y ρ. Escribiendo (A.1) en funcio´n de ı´ndices, se
tiene:
P [i, j,k] = cs[i, j,k]
2ρ[i, j,k] (A.2)
y un triple lazo debe hacerse para actualizar la malla completa. Este tipo de ru-
tinas es el nu´cleo de FARGO3D, y son las que insumen la mayor cantidad del
tiempo de co´mputo. Ası´, nuestro trabajo se centro´ en la traduccio´n automa´tica de
estas rutinas.
Funciones de malla
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En un pseudo lenguaje, estas rutinas pueden ser escritas como:
funcio´n funcio´n_malla_cpu(argumentos):
variables globales
variables locales
hacer algo... (inicializaciones, etc.)
lazo sobre ı´ndice k
lazo sobre ı´ndice j
lazo sobre ı´ndice i
q(i,j,k) = f(celdas vecinas)
hacer algo (reducciones, actualizaciones, etc.)
terminar funcio´n
Este pseudo lenguaje bien podrı´a valer para cualquier lenguaje de programacio´n,
y es e´ste el punto de partida para la traduccio´n. So´lo es necesario definir algu-
nas reglas de transformacio´n para cada bloque. Notar que un identificador _cpu
fue an˜adido a la funcio´n, a fin de especificar en que´ arquitectura se espera que
funcione dicha funcio´n.
Una informacio´n adicional (la cual, en principio, podrı´a ser inferida automa´ti-
camente con ma´s esfuerzo) es requerida para poder trasladar este pseudo len-
guaje hacia otro lenguaje general. En la pra´ctica, las GPUs tienen un espacio de
memoria completamente separado del espacio de memoria que utilizan las CPUs,
por lo que transferencias de datos son necesarias para sincronizarlas. Para simpli-
ficar este problema, decidimos agregar dos campos adicionales, que especifiquen
que cantidades son de entrada y cuales de salida:
funcio´n funcio´n_malla_cpu(argumentos):
INPUT(campos que se requieren para la actualizacio´n)
OUTPUT(campos que se actualizan durante la ejecucio´n)
etc...
Los detalles de la transferencia de memoria se vera´n en la siguiente seccio´n.
Por u´ltimo, ya que es no se desea alterar la forma en la que se invoca a la
funcio´n a lo largo del co´digo, y que esto no es posible en general al cambiar de
lenguaje (ya que las convenciones suelen variar, o no es permitido un espacio de
memoria global, etc), es necesario desarrollar una interface o wrapper que vincule
la funcio´n traducida con la forma esperada para la invocacio´n tradicional:
funcio´n kernel_funcio´n_malla(argumentos extendidos):
variables locales
obtener i,j,k de los ı´nidices de thread y block
q(i,j,k) = f(celdas vecinas)
terminar kernel
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funcio´n funcio´n_malla_gpu(argumentos)
INPUT(campos que se requieren para la actualizacio´n)
OUTPUT(campos que se actualizan durante la ejecucio´n)
hacer algo... (inicializaciones, etc.)
ejecutar kernel_funcio´n_malla (algunos argumentos,
+argumentos,
+globales)
hacer algo (reducciones, actualizaciones, etc.)
terminar funcio´n
Ası´, funcio´n_malla se sigue invocando de la misma forma que antes, pero a
diferencia de la funcio´n original, el lazo triple no se realiza ma´s dentro de ella
sino que deriva el trabajo hacia una funcio´n especializada, que en este caso se
llama kernel_funcio´n_malla la cual funcionara´ en otra plataforma. La forma
en la que construimos kernel_funcio´n_malla esta´ basada en CUDA, pero las
ideas son suficientemente generales y cualquier otro modelo puede ser adoptado,
con tal de que se realice efectivamente la actualizacio´n completa de los campos
de intere´s. Notar adema´s la incorporacio´n de posibles argumentos adicionales
en el ejemplo, los cuales pueden corresponder, por ejemplo, con cantidades que
permanecen en la memoria global de una arquitectura particular y no es visible
de forma directa por la otra.
ENTRADA/SALIDA
Para manejar transferencias de datos, disen˜amos dos macrocomandos que tie-
nen como argumento de entrada un campo escalar, como ser la densidad o la
presio´n. Estos campos escalares tienen dos variables que indican en que platafor-
ma esta´ actualizado.
Cuando un campo es declarado como SALIDA en una funcio´n anotada como
_cpu, se indica que dicho campo no esta´ sincronizado correctamente en la GPU,
por lo que cuando sea declarado como entrada en una rutina GPU, se verificara´
su estado y se hara´ la sincronizacio´n correspondiente. Lo mismo vale para el caso
contrario.
Este mecanismo nos asegura que hacemos las mı´nimas comunicaciones re-
queridas para el correcto funcionamiento de la ejecucio´n. Esta es una tarea que
en general es muy difı´cil de hacer, ya que un proceso manual podrı´a llevar fa´cil-
mente a errores o redundancias. Si bien ya existen me´todos alternativos con las
nuevas versiones de CUDA, cuando comenzamos el desarrollo del co´digo, esta
posibilidad no existı´a. Por otro lado, hacerlo de esta forma nos permitio´ incluir
informacio´n importante dentro de los macrocomandos definidos, lo que agilizo´
de forma considerable el desarrollo al brindar la posibilidad de una inspeccio´n
ma´s fina de la forma en la que se ejecutan las rutinas.
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__global__ void P_kernel(real* dens,
 real* cs,
 real* pres,
 int pitch,
 int stride,
 int size_x,
 int size_y,
 int size_z) {
 
int i;
 int j;
 int k;
 
i = threadIdx.x + blockIdx.x * blockDim.x;
 j = threadIdx.y + blockIdx.y * blockDim.y;
 k = threadIdx.z + blockIdx.z * blockDim.z;
 
if(k>=0 && k<size_z) {
 if(j>=0 && j<size_y) {
 if(i<size_x) {
pres[l] = dens[l]*cs[l]*cs[l];
 } 
} 
} 
}
extern "C" void P_gpu() {
 INPUT(Energy);
 INPUT(Density);
 OUTPUT(Pressure);
 
dim3 block (BLOCK_X, BLOCK_Y, BLOCK_Z);
 dim3 grid ((Nx+block.x-1)/block.x,
 ((Ny+2*NGHY)+block.y-1)/block.y,
 ((Nz+2*NGHZ)+block.z-1)/block.z);
 
 ComputePressureFieldIso_kernel<<<grid,block>>>(Density->field_gpu,
 Energy->field_gpu,
 Pressure->field_gpu,
 Pitch_gpu,
 Stride_gpu,
 Nx,
 Ny+2*NGHY,
 Nz+2
}
CPU GPU
void P_cpu () {
//<USER_DEFINED>
INPUT(Energy);
 INPUT(Density);
 OUTPUT(Pressure);
//<\USER_DEFINED>
//<EXTERNAL>
real* dens = Density->field_cpu;
 real* cs = Energy->field_cpu;
 real* pres = Pressure->field_cpu;
 int pitch = Pitch_cpu;
 int stride = Stride_cpu;
 int size_x = Nx;
 int size_y = Ny+2*NGHY;
 int size_z = Nz+2*NGHZ;
//<\EXTERNAL>
//<INTERNAL>
int i;
 int j;
 int k;
//<\INTERNAL>
//<MAIN_LOOP>
for (k=0; k<size_z; k++) {
 for (j=0; j<size_y; j++) {
 for (i=0; i<size_x; i++ ) {
//<#>
pres[l] = dens[l]*cs[l]*cs[l];
//<\#>
}
 }
 }
//<\MAIN_LOOP>
}
conv
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Figura A.1: Ejemplo de como se lleva a cabo el ana´lisis sinta´ctico y la correspondiente traduccio´n
desde el lenguaje C hacia CUDA. La funcio´n considerada es el ca´lculo de la presio´n mediante la
relacio´n P = c2s ρ.
Otra caracterı´stica notable de nuestra aproximacio´n es que estos macroco-
mandos nos permitieron utilizar el mismo sector de memoria para dos diferentes
campos escalares (por medio de simples punteros), manteniendo una correcta le-
gibilidad del co´digo. Para evitar posibles problemas con esta forma de trabajo, el
macrocomando ENTRADA revisa que el sector de memoria no haya sido utiliza-
do por otro campo secundario, permitiendo la reutilizacio´n de la memoria, con
lo cual alcanzamos valores muy cercanos al mı´nimo de memoria necesaria para
la ejecucio´n consistente.
CASO PRA´CTICO
En la Fig. A.1 presentamos un ejemplo del proceso, lo suficientemente sen-
cillo y general como para comprender las ideas expuestas anteriormente. Consi-
deremos la rutina de ca´lculo de la presio´n, en donde las reglas aplicadas fueron
reducidas al ma´ximo para simplificar la explicacio´n.
Vemos que se parte de una rutina en la CPU llamada P_cpu(). Esta rutina pre-
senta una serie de comentarios, como por ejemplo //<USER_DEFINED>, los cuales
le dan informacio´n relevante al traductor para poder identificar ciertas partes de
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co´digo, algunas de las cuales esta´n resaltadas con colores para mostrar las reglas
de transformacio´n entre un lenguaje y otro.
La rutina P se transforma en dos nuevas rutinas, y el sufijo _cpu es transfor-
mado por su correspondiente _gpu para el wrapper y en _kernel para la rutina
que ejecuta el ca´lculo de presio´n sobre la GPU. Posteriormente, se transforman
las lı´neas contenidas en el recuadro amarillo hacia su equivalente en el wrapper.
Estas lı´neas si bien son iguales, son macrocomandos que dependen del entorno
en el cual se invocan. Este entorno es modificado por una variable declarada co-
mo #define _GPU al comienzo del co´digo fuente de la versio´n GPU de la rutina,
no incluida en este esquema por simplicidad.
Posteriormente, las variables EXTERNAL son consideradas en la traduccio´n. Es-
tas son variables globales para la CPU, por lo que su nombre se considera como
el nombre de los argumentos del kernel, y su valor se considera como variable de
entrada al momento de invocarlo, dentro del wrapper (ver recta´ngulo azul). Una
vez completadas las variables globales, se procede con las variables internas de la
funcio´n, que se declaran de la misma forma dentro del kernel.
El lazo triple adopta una convencio´n, y es la de utilizar siempre el nombre
size_ para sus ı´ndices. Al haber tomado el recaudo de pasar el ı´ndice como una
variable externa al kernel, podemos ası´ modificar de forma muy simple su ex-
tensio´n en ambas arquitecturas, y la programacio´n del traductor se simplifica de
forma notable.
Finalmente, se toma la lı´nea fundamental, que consiste en el ca´lculo de la
presio´n, y se copia ı´ntegramente hacia el kernel, con lo cual el ca´lculo se realiza
enteramente en la GPU.
Si bien este es el ejemplo ma´s simple de todos, no por eso es menos ilustrativo.
En la pra´ctica aparecen algunas sutilezas adicionales, pero no contribuyen a la
discusio´n y presentacio´n del me´todo, el cual con estas simples recetas ya puede
ser implementado para traducir el co´digo a cualquier otro lenguaje.
Muchos ma´s detalles sobre la implementacio´n y utilizacio´n del traductor que
desarrollamos pueden encontrarse en la documentacio´n oficial:
http://fargo.in2p3.fr/manuals/html/c2cuda.html
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