Abstract-We consider a concatenated coding scheme using a single inner code, a single outer code, and a fixed single-trial decoding strategy that maximizes the number of errors guaranteed to be corrected in a concatenated codeword. For this scheme, we investigate whether maximizing the guaranteed error correction rate, i.e., the number of correctable errors per transmitted symbol, necessitates pushing the code rate to zero. We show that this is not always the case for a given inner or outer code. Furthermore, to maximize the guaranteed error correction rate over all inner and outer codes of fixed dimensions and alphabets, the code rate of one (but not both) of these two codes should be pushed to zero.
I. INTRODUCTION
In concatenated coding schemes, elementary codes are combined into a powerful code that can be encoded and decoded with relatively low complexity. Concatenated codes have been introduced by Forney [4] . An excellent overview has been provided by Dumer [3] .
In this correspondence we study optimization issues concerning the single-trial decoding version of the scheme proposed by Zyablov in [9] . This scheme uses a single inner code, a single outer code, and a fixed single-trial decoding strategy based on bounded distance decoding. Although this may not be the best scheme in terms of performance, it is still worth studying, mainly because of its great simplicity. In particular, the decoder has some attractive low-complexity features compared to other schemes, as will be argued in the following. First of all, it is based on bounded distance decoding techniques only. Furthermore, the inner decoder directly produces the input symbols or erasures for the outer decoder. By contrast, in generalized minimum distance (GMD) based decoding techniques [4] , [6] , the output symbols of the inner decoder first need to be ordered according to reliability, after which an erasing rule is applied. Finally, in the scheme under consideration, outer decoding is performed only once. By contrast, in multitrial decoding, there are several outer decoders, operating either on the outputs of just as many different inner decoders [9] , or on the output of a single inner decoder on which different erasing rules are applied [6] . These outer decoders produce (possibly different) concatenated codewords, one of which being closest to the received sequence, is the final output. For information about multitrial decoding, and many other issues related to concatenated codes, we refer the reader to [3] .
In many applications, it is required to design coding schemes for which the alphabets and the dimensions of the codes are fixed. Two criteria play an important role in designing such schemes: the code rate, which is the number of information symbols per transmitted symbol, and the guaranteed error correction rate, which is the number of correctable symbol errors per transmitted symbol. In general, over all codes of fixed dimension and alphabet, the supremum of the guaranteed error correction rate, which is 1=2, is not attained by any code. Instead, it can only be approached by a sequence of codes whose code rates tend to zero. This is not surprising at all since strong codes, i.e., codes with large Hamming distances, have low rates.
For the simple concatenated coding scheme considered in this correspondence, whose inner and outer codes have fixed alphabets and dimensions, we investigate whether maximizing the guaranteed error correction rate necessarily means pushing the code rate to zero. Surprisingly, we show that if the inner or the outer code are given, then this is not necessarily the case. Furthermore, we show that if the guaranteed error correction rate is maximized over all inner and outer codes of fixed alphabets and dimensions, then the code rate of one, and only one, of these two codes should be pushed to zero. Therefore, to aim at maximizing the guaranteed error correction rate, we should either choose a strong outer code and a weak inner code or vice versa (depending on the codes' dimensions and alphabets), and avoid choosing the inner and outer codes to be both weak or both strong! In fact, by choosing the two codes to be weak we lose in correction rate but gain in code rate, while by choosing the two codes to be strong we lose in both correction rate and code rate.
This correspondence is organized as follows. First, in Section II, we describe the scheme under consideration. Next, in Section III, we derive an expression for the maximum number of channel errors which is guaranteed to be corrected by the scheme, and we discuss a slight discrepancy between this result and the corresponding result by Zyablov in [9] . In the same section, we also study the ratio between the number of correctable errors and the (designed) Hamming distance of the concatenated code. Finally, in Section IV, we consider, for given inner and outer code alphabets and dimensions, the guaranteed error correction rate. In particular, we determine all cases for which the optimal guaranteed error correction rate is achieved by finite-length inner/outer codes.
II. THE ZYABLOV SCHEME WITH SINGLE-TRIAL DECODING
In this section we describe the simple concatenated coding scheme under consideration in this correspondence, which is in fact the singletrial version of the more general scheme proposed by Zyablov in [9] . It uses an outer [N; K; D] block code (i.e., a code of length N , dimension K , and Hamming distance D) over the finite field GF (q k ) and an inner [n; k; d] block code over GF (q). For ease of notation, we introduce Q = q k . The data sequence composed of K Q-ary symbols is first encoded using the outer code to form a sequence of N Q-ary symbols. The inner code is used to map each such symbol to a q-ary sequence of length n. This results in a sequence of N n q-ary symbols, which we call the overall codeword, that carries K k q-ary information symbols. The N n q-ary symbols are then transmitted over a q-ary channel and may suffer from channel errors. The output of the channel is partitioned into N sequences of n q-ary symbols. Each one of these sequences is decoded using the inner code to produce an output sequence of k q-ary symbols, which corresponds to a symbol in GF (Q). As it will be explained later, it may happen that the inner decoder fails to produce a symbol in GF (Q) and produces an erased symbol instead. The N Q-ary symbols/erasures produced by the decoder of the inner code are 0016-9448/00$10.00 © 2000 IEEE decoded with respect to the outer code to produce a sequence of K Q-ary symbols.
Since 
III. OPTIMAL INNER DECODING
In designing a concatenated coding scheme, as described in Section II, many choices need to be made that may have an enormous impact on the system performance. One of these choices concerns the choice of the inner decoder. Instead of exploiting the full error correction capability of the inner code (i.e., t = b(d01)=2c), it could also be decided to use this capability only partly (i.e., t < b(d 0 1)=2c), thus leaving more erasures but less errors for the outer decoder. Since more erasures can be corrected than errors, there is a tradeoff problem to be solved in order to determine the optimal choice. In this section, we will determine the choice of t maximizing the number of channel errors in a concatenated codeword for which correction is guaranteed. Further, we will study the ratio between the number of correctable errors and the (designed) distance of the concatenated code.
Let E(t; d; D) be the maximum number of (q-ary) channel errors in the overall codeword for which correction is guaranteed in the concatenated coding scheme described in Section II, i.e., a scheme with an outer code of distance D and a t-EC 
where the minimum is taken over all integers X such that 0 X bD=2c. So the minimum is attained for X = 0 in case d 3t + 2, and for X = bD=2c otherwise. Substituting these values in (3) concludes the proof. In [9] Zyablov presented a concatenated coding scheme with z inner/outer decoders. As stated before, the simple scheme considered in this correspondence can be seen as the z = 1 case of Zyablov's scheme. However, the results presented in Proposition 2 slightly differ from the results obtained by substituting z = 1 in the relevant formulas from [9] . Zyablov claims the best choice for t in the In order to study the number of correctable errors as a fraction of the Hamming distance of the concatenated code, we define the functions (t; d; D) = E(t; d; D)=dD (6) and (d; D) = E(d; D)=dD: (7) Note that the denominator dD in (6) and (7) is strictly speaking only a lower bound on the Hamming distance of the concatenated code. Nevertheless, we still call (t; d; D) and (d; D) correction-to-distance ratios, since the simple (de)coding scheme under consideration does not exploit any advantages a true minimum distance beyond dD might give, and since dD can be considered as a designed distance. Next, we determine the asymptotic behavior and the suprema of (t; d; D) and 
The next result follows immediately from (8), (6), and Proposition 1. 
IV. GUARANTEED ERROR CORRECTION RATE
The maximal number of errors in an overall codeword of length nN for which correction is guaranteed is E(d; D). The concatenated scheme can thus correct E(d; D)=nN errors per transmitted q-ary symbol. We call E(d; D)=nN the guaranteed error correction rate. In this section, we consider optimization issues with regard to this rate. Throughout, we assume q; k; and K have been given. First, we consider the situation of a given outer code and optimize the guaranteed error correction rate over all possible inner codes. Next, we consider the situation of a given inner code and optimize the guaranteed error correction rate over all possible outer codes. Finally, we consider optimization of the guaranteed error correction rate over inner and outer codes jointly. Of particular interest is whether an optimum is attained for a finite-length inner/outer code or only asymptotically for an infinite sequence of inner/outer codes of increasing lengths.
Let nq(k; d) be the length of a shortest linear code over GF (q) of dimension k and distance d. An important result which is used in our analysis is the Griesmer bound [5] , [7] n q (k; d) k01 i=0 dd=q i e: 
A. Inner Code Optimization
We now start by considering the situation of a given outer code.
Then, the parameters N; K; D; q; and k (and thus Q = q k ) are fixed.
The inner code is a linear code over GF (q) of dimension k, length n, and distance d. We are interested in optimizing the guaranteed error correction rate over all q-ary inner codes of dimension k. Since N is fixed, it suffices to consider the supremum of and bounds on (q; D; k).
Proposition 10: For D 1, q is a prime power, and k 1, we have
Proof: From (25) and (7) it follows that
Taking the limit as d ! 1 and using (24) and Proposition 4 completes the proof. 
From [8] we know that n 2 (3; d) = d + dd=2e + dd=4e for all d. It can be concluded from Proposition 11 that, for a given q k -ary [N; K; D] outer code, the guaranteed error correction rate optimization only requires an infinitely long q-ary inner code of dimension k if D 2 or D = 4 and q = 3 and k 3. In all other cases, the optimal guaranteed error correction rate is achieved for an inner code of finite length, and so it is not necessary to push the code rate to zero in order to optimize the guaranteed error correction rate. For example, it follows from Table I that for q = 2, k = K = 3, and a [7; 3; 5] Reed-Solomon code over GF (8) as outer code, the guaranteed error correction rate is optimum when using a binary [4; 3; 2] inner code. This leads to a code rate of (3 2 3)=(7 2 4) = 9=28 = 0:321 and a guaranteed error correction rate of E(2; 5)=(42 7) = 4=28 = 0:143. Note that choosing a binary inner code of dimension 3 with a higher distance (e.g., a binary [6; 3; 3] code [2] ) does not improve upon either the code rate of the concatenated code ((3 2 3)=(6 2 7) = 9=42 = 0:214) or its guaranteed error correction rate (E(3; 5)=(6 2 7) = 5=42 = 0:119). Ultimately, an infinitely long binary inner code of dimension 3 would lead to a code rate of 0 and a guaranteed error correction rate of 20=147 = 0:136, where the latter value (derived using Proposition 10) is indeed smaller than the guaranteed error correction rate 0:143 obtained by using the [4; 3; 2] binary inner code.
B. Outer Code Optimization
Next, we continue by considering the situation of a given inner code.
Then, the parameters n, k, d, K, and q (and thus Q = q k ) are fixed.
We are interested in optimizing the guaranteed error correction rate over all Q-ary outer codes of dimension K. Since n is fixed, it suffices to consider the supremum of 
Proof: From (35) and (7) it follows that
Taking the limit as D ! 1and using (24) and Proposition 6 completes the proof. is smaller than, equal to, or greater than zero concludes the proof.
From Proposition 13 it can be concluded that, for a given q-ary [n; k; d] inner code, optimization of the guaranteed error correction rate requires an infinitely long outer code for quite a broad range of cases. However, there are also cases for which the optimal guaranteed error correction is achieved by choosing an outer code with D = 1, i.e., by having no outer code at all. For example, for q = 2, k = 3, K = 1, and a [13; 3; 7] binary inner code [2] , using no outer code at all leads to a code rate of 3=13 = 0:231 and a guaranteed error correction rate of Hence, for this example, applying an outer code gives both a lower code rate and a lower guaranteed error correction rate compared to the situation of using no outer code at all. On the other hand, for q = 2, k = 3, K = 1, and a [7; 3; 4] binary inner code [2] , using no outer code at all leads to a code rate of 3=7 = 0:429 and a guaranteed error correction rate of 1=7 = 0:143. Using a [D; 1; D] outer code over GF (8) with D 2 leads to a code rate of 3=(7D) and a guaranteed error correction rate of 3=14 0 1=(7D) if D is even and of 3=14 0 1=(14D) if D is odd. Hence, for this example, applying an outer code with D 3
gives a higher guaranteed error correction rate compared to the situation of using no outer code. Ultimately, the optimal guaranteed error correction rate 3=14 = 0:214 is achieved for D ! 1.
C. Joint Inner and Outer Code Optimization
Finally, we consider the joint optimization of inner and outer codes for given q; k; and K (and thus Q = q k ). For any d and D, the guaranteed error correction rate is then optimized by choosing an inner code of length nq(k; d) and an outer code of length n q (K; D). Therefore, we introduce the function We can conclude from Proposition 15 that in order to optimize the guaranteed error correction rate over all q-ary inner codes of dimension k and all q k -ary outer codes of dimension K, it is necessary to choose an inner or outer code of infinite length. However, not both the outer and the inner codes should be infinitely long, since that leads to a suboptimal guaranteed error correction rate! The Undetected Error Probability Threshold of -out-of-Codes Index Terms-Error detection, -out-of-codes, undetected error probability threshold.
The well-known m-out-of-n code m n consists of all binary vectors of length n and weight m: The m-out-of-n codes have been widely used as the error-detecting codes in the digital communication systems with feedback, such as the automatic-repeat-request (ARQ) error-control system. The undetected error probability of an error-detecting code is one of the major parameters for evaluating the efficiency of ARQ error-control system. For a general introduction to the theory of the probability of undetected error for codes, we refer the reader to [3] and its references. Wang, Yang, and Zhang, [5] -[10] studied the codes m n for error detection.
Let C be a binary code of length n and size M: When the code C is used for error detection on a binary-symmetric channel with symbol error probability p, the undetected error probability is denoted by P ud (C; p): A general rule of thumb is that to use C for error detection, we want P ud (C; p) P ud (C; 1=2) (1) mainly because this gives a simple upper bound on P ud (C; p) for all p 2 [0; 1=2]: Therefore, if (1) For p (C) the bound (1) is still valid. In particular, C is good for error detection if and only if (C) = 1=2: Note that (C) is a root of the equation P ud (C; p) = P ud (C; 1=2) and it is the smallest root in the interval (0, 1/2] except in the rare cases when P ud (C; p) happens to have a local maximum for this smallest root (this is not the case for m n ).
It is easy to show and well known that In particular, P ud ( m n ; p) = P ud ( n0m n ; p) for all n, m, and p: Therefore, we can restrict our attention to m such that 1 m n=2: Wang et al. [5] - [10] showed that m n is good for error detection exactly for the following values of (n; m) with 1 m n=2: (2; 1); (3; 1); (4; 1); (4; 2); (5; 2); (6; 3); (7; 3); (8; 4): Another proof of this fact is given in [1] . The goal of this correspondence is to estimate ( 
The simplest way to determine the coefficients s j (n; m) is to substitute Note that it is not a priori clear if this expansion converges for y = and we have no proof that it does. If it does, we expect to get a good approximation to by taking the first few terms in the expansion. A heuristic argument indicates that the expansion converges at least for jyj < 2=(en) and we will show that < (32=(n 5
