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We recall that the Lebesgue summability of a single trigonometric series is deﬁned in terms
of the symmetric differentiability of the sum of the formally integrated trigonometric series
in question. In this paper, we present another proof of the theorem given in Zygmund’s
monograph. Then we deﬁne the notion of Lebesgue summability of a double trigonometric
series and extend the theorem of Fatou and Zygmund from single to double trigonometric
series.
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1. Introduction: Single trigonometric series
Let {cm: m ∈ Z} be a sequence of complex numbers, in symbols: {cm} ⊂ C. We consider the trigonometric series∑
m∈Z
cme
imx (1.1)
with its symmetric partial sums
sM(x) :=
∑
|m|M
cme
imx, M = 0,1,2, . . . . (1.2)
A formal integration of series (1.1) gives
c0x+
∑
|m|1
cm
eimx
im
=: L(x), (1.3)
provided that the formally integrated series converges. For example, if
∑
|m|1
∣∣∣∣ cmm
∣∣∣∣
2
< ∞,
then the series in (1.3) converges almost everywhere, since its periodic part is the Fourier series of a function in L2 and
Carleson’s celebrated theorem applies. In particular, this is the case if for some 0 < α < 1/2, we have
cm = O
(|m|α) as |m| → ∞.
* Corresponding author.
E-mail addresses: bagota@jgytf.u-szeged.hu (M. Bagota), moricz@math.u-szeged.hu (F. Móricz).
1 The second author was supported by the Hungarian National Foundation for Scientiﬁc Research under Grant T 046192.0022-247X/$ – see front matter © 2008 Published by Elsevier Inc.
doi:10.1016/j.jmaa.2008.07.064
556 M. Bagota, F. Móricz / J. Math. Anal. Appl. 348 (2008) 555–561On the other hand, the series in (1.3) need not converge at every x even if
cm → 0 as |m| → ∞,
and series (1.1) converges everywhere. A simple example is the following series:
∞∑
m=2
eimx − e−imx
2i logm
=
∞∑
m=2
sinmx
logm
(see [2, p. 321]).
We recall that if L(x) in (1.3) exists in some neighborhood of a point x0 and if
ΔhL(x0) := L(x0 + h) − L(x0 − h)2h → s as h → 0, (1.4)
then we say that series (1.1) is summable at x0 by the Lebesgue method of summability, or brieﬂy, Lebesgue summable to s.
We note that ΔhL(x0) is the symmetric difference quotient and its limit, if exists, is the symmetric derivative DL(x0) := s of
the function L(x) at the point x0.
The following theorem was proved by Zygmund [2, p. 322].
Theorem 1. If {cm} ⊂ C is such that
lim
M→∞
1
M
∑
|m|M
|mcm| = 0, (1.5)
then the series deﬁning L(x) in (1.3) converges for all x, and we have, uniformly in x,
lim
h→0
{
ΔhL(x) − sM(x)
}= 0, where M :=
[
1
h
]
, h > 0, (1.6)
and [·] means the integer part of a real number.
In other words, a necessary and suﬃcient condition for series (1.1) to have a (ﬁnite or inﬁnite) limit at x to some s is
that it is Lebesgue summable at x to the same s.
We note that condition (1.5) is certainly satisﬁed if
mcm → 0 as |m| → ∞;
and Theorem 1 in this special case was proved by Fatou [1].
In Section 3 (see Lemma 1), we will prove that condition (1.5) is equivalent to the condition
lim
M→∞ M
∑
|m|M
∣∣∣∣ cmm
∣∣∣∣= 0. (1.7)
In Section 4, we will present another proof of Theorem 1 (different from that in [2, p. 322]) by making use of this equiva-
lence.
However, our main goal is to extend Theorem 1 from single to double trigonometric series.
2. Double trigonometric series
Let {cm,n: (m,n) ∈ Z2} be a double sequence of complex numbers, in symbols: {cm,n ∈ Z2}. We consider the double
trigonometric series∑
m∈Z
∑
n∈Z
cm,ne
i(mx+ny) (2.1)
with its symmetric rectangular partial sums
sM,N (x, y) :=
∑
|m|M
∑
|n|N
cm,ne
i(mx+ny), M,N = 0,1,2, . . . . (2.2)
A formal integration of series (2.1) with respect to both x and y gives
c0,0xy + y
∑
|m|1
cm,0
eimx
im
+ x
∑
|n|1
c0,n
einy
in
+
∑
|m|1
∑
|n|1
cm,n
ei(mx+ny)
i2mn
=: L(x, y), (2.3)
provided that each of the series in (2.3) converges. In Theorem 2 below, we will give suﬃcient conditions for this conver-
gence, which takes place uniformly in (x, y).
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summable at the point (x0, y0) to the sum s if L(x, y) exists in some neighborhood of (x0, y0) and if
Δh,kL(x0, y0) := 14hk
{
L(x0 + h, y0 + k) − L(x0 − h, y0 + k) − L(x0 + h, y0 − k) + L(x0 − h, y0 − k)
}→ s as h,k → 0.
We note that Δh,kL(x0, y0) may be considered as a symmetric difference quotient and its limit, if exists as h,k → 0 in-
dependently of one another, may be called the symmetric derivative DL(x0, y0) := s of the function L(x, y) at the point
(x0, y0).
The following theorem is an extension of Theorem 1 from single to double trigonometric series.
Theorem 2. If {cm,n} ⊂ C is such that
lim
M→∞
1
M
∑
1|m|M
∑
n∈Z
|mcm,n| = 0, (2.4)
and
lim
N→∞
1
N
∑
1|n|N
∑
m∈Z
|ncm,n| = 0, (2.5)
then each of the series deﬁning L(x, y) in (2.3) converges for all (x, y), and we have, uniformly in (x, y),
lim
h,k→0
{
Δh,kL(x, y) − sM,N (x, y)
}= 0, (2.6)
where
M :=
[
1
h
]
, N :=
[
1
k
]
, h > 0 and k > 0.
We note that the following two conditions are suﬃcient for the fulﬁllment of conditions (2.4) and (2.5), respectively:∑
n∈Z
|mcm,n| → 0 as |m| → ∞
and ∑
m∈Z
|ncm,n| → 0 as |n| → ∞.
3. Auxiliary results
Lemma 1. For any sequence {cm} ⊂ C, conditions (1.5) and (1.7) are equivalent.
Proof. Part (i): (1.5) ⇒ (1.7). By (1.5), for every ε > 0 the exists p0 = p0(ε) such that
2−p
∑
2p−1<|m|2p
|mcm| ε whenever p > p0. (3.1)
From the obvious inequalities∑
2p−1<|m|2p
|mcm| 2p−1
∑
2p−1<|m|2p
|cm|,
∑
2p−1<|m|2p
∣∣∣∣ cmm
∣∣∣∣ 2−p+1
∑
2p−1<|m|2p
|cm|, p = 1,2, . . . ,
and (3.1) it follows that
∑
2p−1<|m|2p
∣∣∣∣ cmm
∣∣∣∣ 2−2p+2
∑
2p−1<|m|2p
|mcm| 2−p+2ε whenever p > p0. (3.2)
Using this inequality, we conclude that
∑
|m|2μ+1
∣∣∣∣ cmm
∣∣∣∣=
∞∑
p=μ+1
∑
2p−1<|m|2p
∣∣∣∣ cmm
∣∣∣∣
∞∑
p=μ+1
2−p+2ε = 2−μ+2ε whenever μ p0.
This proves (1.7) for M = 2μ + 1, where μ is a positive integer. Now, the validity of (1.7) for general M hence follows easily.
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2p
∑
2p|m|<2p+1
∣∣∣∣ cmm
∣∣∣∣ ε whenever p > p1.
Similarly to (3.2), this time we conclude that
∑
2p|m|<2p+1
|mcm| 22p+2
∑
2p|m|<2p+1
∣∣∣∣ cmm
∣∣∣∣ 2p+2ε whenever p > p1.
Hence it follows that
∑
1|m|<2μ
|mcm| =
∑
1|m|<2p1+1
|mcm| +
μ∑
p=p1+1
∑
2p|m|<2p+1
|mcm|

∑
1|m|<2p1+1
|mcm| +
(
2μ+3 − 1)ε whenever μ > p1.
Consequently, we have
1
2μ − 1
∑
1|m|<2μ
|mcm| 1
2μ − 1
∑
1|m|<2p1+1
|mcm| + 2
μ+3 − 1
2μ − 1 ε  ε + 9ε = 10ε,
if we choose μmax{3, p1 + 1} so large that
1
2μ − 1
∑
1|m|<2p1+1
|mcm| ε.
This proves (1.5) for M = 2μ − 1, where μ is an integer large enough. Now, the validity of (1.5) for general M hence follows
easily. 
If we apply Lemma 1 for the sequences {∑n∈Z |cm,n|: m ∈ Z} and {∑m∈Z |cm,n|: n ∈ Z}, as a corollary of Lemma 1 we
obtain the following
Lemma 2. If {cm,n} ∈ C is such that∑
n∈Z
|cm,n| < ∞ for all m ∈ Z
and ∑
m∈Z
|cm,n| < ∞ for all n ∈ Z,
then condition (2.4) is equivalent to the condition
lim
M→∞ M
∑
|m|M
∑
n∈Z
∣∣∣∣ cm,nm
∣∣∣∣= 0, (3.3)
and condition (2.5) is equivalent to the condition
lim
N→∞N
∑
|n|N
∑
m∈Z
∣∣∣∣ cm,nn
∣∣∣∣= 0. (3.4)
We will need the next lemma in the remark we make after the proof of Theorem 2, but it is of interest in itself, too.
Lemma 3. If {cm,n} ⊂ C is such that
lim
M,N→∞
1
MN
∑
1|m|M
∑
1|n|N
|mncm,n| = 0, (3.5)
then we also have
lim
M,N→∞ MN
∑
|m|M
∑
|n|N
∣∣∣ cm,n
mn
∣∣∣∣= 0. (3.6)
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First, we note that a suﬃcient condition for (3.5) is that the sequence {mncm,n} boundedly converges to 0, that is, if
mncm,n → 0 as |m|, |n| → ∞,
and for some constant B we have
|mncm,n| B for all (m,n) ∈ Z2.
Second, it is interesting to observe that the converse implication (3.6) ⇒ (3.5) is not true in general. An example is the
following: set cm,n := 1 if either n = 1 and m  1, or m = 1 and n  1, and cm,n := 0 otherwise. Then condition (3.6) is
trivially satisﬁed, while (3.5) is not.
However, if for some constant B we have
MN
∑
|m|M
∑
|n|N
∣∣∣∣ cm,nmn
∣∣∣∣ B, M,N = 1,2, . . . ; (3.6′)
then the implication (3.6) ⇒ (3.5) does hold.
Fourth, we note that the equivalence (3.6′) ⇐⇒ (3.5′) holds, where
1
MN
∑
1|m|M
∑
1|n|N
|mncm,n| B1, M,N = 1,2, . . . , (3.5′)
with some other constant B1.
Our last lemma is folklore.
Lemma 4. The following estimate holds for all 0 < t  1:
0 1− sin t
t
 t
2
3! .
4. Proofs of Theorems 1 and 2
Proof of Theorem 1. Condition (1.7) clearly ensures the convergence of the series in the deﬁnition of L(x) in (1.3), uniformly
in x.
By (1.2) and (1.3), we have
ΔhL(x) − sM(x) =
∑
1|m|M
cme
imx
(
sinmh
mh
− 1
)
+
∑
|m|>M
cme
imx sinmh
mh
=: S1 + S2,
say, where M := [1/h] and h > 0.
By Lemma 4, we ﬁnd that
|S1| h
6
∑
1|m|M
|mcm| 1
6M
∑
1|m|M
|mcm| → 0
as M → ∞, or equivalently h → 0, due to condition (1.5).
On the other hand, applying Lemma 1 gives
|S2| 1
h
∑
|m|>M
∣∣∣∣ cmm
∣∣∣∣< (M + 1)
∑
|m|>M
∣∣∣∣ cmm
∣∣∣∣→ 0
as M → ∞, due to (1.7). 
Proof of Theorem 2. First, we prove the existence of the function L(x, y) deﬁned in (2.3) for all (x, y). In particular, it
follows from conditions (2.4) and (2.5) that
lim
M→∞
1
M
∑
1|m|M
|mcm,0| = 0, (4.1)
lim
N→∞
1
N
∑
1|n|N
|nc0,n| = 0. (4.2)
By virtue of Theorem 1, the ﬁrst two single series in (2.3) converge for all x or y, respectively. In order to prove the
convergence of the double series in (2.3), it is enough to prove the converge of the following two double series
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|m|M
∑
|n|1
cm,n
ei(mx+ny)
i2mn
, (4.3)
∑
|n|N
∑
|m|1
cm,n
ei(mx+ny)
i2mn
(4.4)
for all (x, y), provided M or N are large enough, respectively. But this is the case, since the series in (4.3) and (4.4) are
majorized by the absolutely convergent double series
∑
|m|M
∑
|n|1
∣∣∣∣ cm,nm
∣∣∣∣ and
∑
|n|N
∑
|m|1
∣∣∣∣ cm,nn
∣∣∣∣,
respectively; and they are convergent if M or N is large enough, due to Lemma 2.
Now, we proceed to prove (2.6). By (2.1) and (2.2), we may write that
Δh,kL(x, y) − sM,N (x, y) =
{ ∑
|m|1
cm,0e
imx sinmh
mh
−
∑
1|m|M
cm,0e
imx
}
+
{ ∑
|n|1
c0,ne
iny sinnk
nk
−
∑
1|n|N
c0,ne
iny
}
+
{ ∑
|m|1
∑
|n|1
cm,ne
i(mx+ny) sinmh
mh
sinnk
nk
−
∑
1|m|M
∑
1|n|N
cm,ne
i(mx+ny)
}
=: {Δ(1)h (x) − s(1)M (x)}+ {Δ(2)k (y) − s(2)N (y)}+ {Δ(3)h,k(x, y) − s(3)M,N (x, y)}, (4.5)
say. By (4.1) and (4.2), we may apply Theorem 1 and conclude that
lim
h→0
{
Δ
(1)
h (x) − s(1)M (x)
}= 0 (4.6)
and
lim
k→0
{
Δ
(2)
k (y) − s(2)N (y)
}= 0. (4.7)
It remains to prove that
lim
h,k→0
{
Δ
(3)
h,k(x, y) − s(3)M,N (x, y)
}= 0. (4.8)
To this effect, we start with the representation
Δ
(3)
h,k(x, y) − s(3)M,N (x, y) =
∑
|m|M+1
∑
|n|N+1
cm,ne
i(mx+ny) sinmh
mh
sinnk
nk
+
{ ∑
|m|1
∑
1|n|N
cm,ne
i(mx+ny) sinmh
mh
sinnk
nk
−
∑
1|m|M
∑
1|n|N
cm,ne
i(mx+ny) sinnk
nk
}
+
{ ∑
1|m|M
∑
|n|1
cm,ne
i(mx+ny) sinmh
mh
sinnk
nk
−
∑
1|m|M
∑
1|n|N
cm,ne
i(mx+ny) sinmh
mh
}
−
∑
1|m|M
∑
1|n|N
cm,ne
i(mx+ny)
(
sinmh
mh
− 1
)(
sinnk
nk
− 1
)
=: S(1)M,N (x, y) + S(2)M,N (x, y) + S(3)M,N (x, y) + S(4)M,N (x, y), (4.9)
say. Clearly, we have
∣∣S(1)M,N (x, y)∣∣ 1hk
∑
|m|M+1
∑
|n|N+1
∣∣∣∣ cm,nmn
∣∣∣∣.
Taking into account that M := [1/h], N := [1/k], condition (2.4) or (2.5), applying Lemma 2 gives
S(1)M,N (x, y) → 0 as h → 0 or k → 0, (4.10)
or equivalently, as M → ∞ or N → ∞.
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S(2)M,N (x, y) =
∑
1|n|N
einy
sinnk
nk
{ ∑
1|m|M
cm,ne
imx
(
sinmh
mh
− 1
)
+
∑
|m|M+1
cm,ne
imx sinmh
mh
}
,
by Lemmas 2 and 4, we conclude that
∣∣S(2)M,N (x, y)∣∣ h
∑
1|n|N
∑
1|m|M
|mcm,n| + 1
h
∑
1|n|N
∑
|m|M+1
∣∣∣∣ cm,nm
∣∣∣∣.
Taking into account that M := [1/h] and the equivalence (2.4) ⇐⇒ (3.3) yields
S(2)M,N (x, y) → 0 as h → 0, (4.11)
or equivalently, as M → ∞, independently of N .
Relying on the equivalence (2.5) ⇐⇒ (3.4), the symmetric counterpart of (4.11) can be proved in an analogous way:
S(3)M,N (x, y) → 0 as k → 0, (4.12)
or equivalently, as N → ∞, independently of M .
Finally, we use Lemma 4 to obtain∣∣S(4)M,N (x, y)∣∣ hk
∑
1|m|M
∑
1|n|N
|mncm,n|.
Now, by either (2.4) or (2.5), it follows that
S(4)M,N (x, y) → 0 as either h → 0 or k → 0, (4.13)
or equivalently, as either M → ∞ or N → ∞.
Combining (4.9)–(4.13) gives (4.8), and then putting together (4.5)–(4.8) yields (2.6), which was to be proved. 
Remark. It is worth observing that condition (3.6) is suﬃcient to conclude (4.10), condition (3.5) is suﬃcient to con-
clude (4.13); and, by Lemma 3, condition (3.5) implies condition (3.6). Thus, the stronger conditions (2.4) and (2.5) are only
needed to conclude the existence of the limits in (4.11) and (4.12).
References
[1] P. Fatou, Séries trigonométriques et séries de Taylor, Acta Math. 30 (1906) 335–400.
[2] A. Zygmund, Trigonometric Series, vol. II, Cambridge Univ. Press, 1959.
