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Abstract—QoS provisioning is one of the key challenges facing
current as well as future Internet architectures. Its dependency
on content recognition does not allow a straightforward support
of QoS in the IP, host-centric, model. In contrast, Information-
Centric Networking (ICN) offers native content identification in
the network, which can be exploited to develop a common, ele-
gant, framework for supporting QoS-based delivery. Therefore,
ICN may naturally overcome many of the cumbersome fixes
and limitations of today’s solutions. In this work, we exploit the
flexibility in semantic representation offered by ICN to present
a flexible and scalable ICN-based QoS model. Our model defines
QoS requirements as information items that can be linked to
the content at various aggregation levels, independent of the
communication approach. Therefore, it can be applied uniformly
to various network types and hierarchies. Furthermore, our
model offers enhanced traffic treatment as well as resource
utilization while significantly reducing the overhead on the
network.
Index Terms—Information-Centric Networks, QoS, DiffServ,
IntServ, MPLS-TE.
I. INTRODUCTION
Recent years have witnessed an active research in
information-centric networking (ICN) architectures. However,
QoS is one of the key challenges that has not been considered
widely. Yet, content-based traffic have witnessed a rapid
growth in terms of volume and heterogeneity as well as a
broadening range of granularity. Such growth stresses the need
for flexible, scalable and affordable QoS models that can be
supported at different aggregation levels. Current QoS models
suffer from severe drawbacks; for example, DiffServ is only
suitable for applying at access networks, to map communi-
cation sessions into priority-based flows, while IntServ has
significant scalability problems. In general, this is not adequate
to identify the proper treatment of the carried content and,
further, deep packet inspection is required to enforce traffic
policing and shaping. This, in turn, raises concerns regarding
the privacy and integrity of the carried content [1]. DiffServ
also requires a state of “flows-to-class” mapping in each edge
router, which may require high overhead. Although, this is
limited to edge routers, to help with scalability in the core,
this comes with the disadvantage that it is not feasible to then
account for traffic further in the core based upon simple ingress
policing. Consequently, the advantages of DiffServ over flat
over-provisioning are not always clear [2]–[4]. IntServ secures
the required resources for pre-defined traffic flows. However,
the cost of signaling and resource reservation overhead and
per-flow resource maintenance significantly limit the scala-
bility of IntServ, thereby constraining its usability to critical,
delay sensitive, traffic flows of limited size and dissemination
scale.
MPLS traffic engineering (MPLS-TE) introduces modified
models of QoS, DiffServ TE (DS-TE), that can be offered
in core networks to aggregated traffic flows [5]. This is
achieved by allowing DiffServ classification to be applied to
LSPs of pre-defined SLAs (i.e. equivalent to IP-based IntServ
paths) [2], [6]. DS-TE based models offer better scalability
than that of IP based DiffServ and IntServ; but they are
still constrained by the overhead limitations of RSVP-TE.
Therefore, in practice, their applicability is limited to highly
aggregated flows, irrespective of the aggregation type. Further-
more, hierarchical networks require a cumbersome mapping
between different DiffServ marking schemes, which introduces
further complexity and processing overhead at the edge nodes.
The complexity, and hence the scalability limitations of
IP and MPLS based QoS models is mainly derived by the
lack of information awareness in the network. Many of these
limitations can, naturally, be resolved in an ICN environment.
This is due to the shift of the communication paradigm from
the end-host to the information, where the network identifies
the requested content before locating it. This shift allows
the network to natively identify the advertised information,
using a different addressing scheme from that of the net-
work connectivity, and construct the communication relations
based on common information interests. It further reduces,
or eliminates, the need to perform deep packet inspection to
identify content as it can be recognized by its own identifiers.
Moreover, ICN, utilizing suitable delivery mechanisms, allows
QoS models to be reflected directly on the network paths and
offers natural QoS description, with negligible overhead, by
utilising the information namespace.
Generally, ICN architectures [7]–[11] offer native content
identification; thereby, considerably simplifying the process
of mapping information to QoS requirements. However, they
may support different QoS models with varying features,
depending on the functional model of each architecture. For
example, the PURSUIT architecture offers routing qualities
that simplifies the provision of IntServ-like routes but with no
signaling overhead, thereby introducing significant resource
saving and better scalability [12]. In this work, we exploit the
advantages of source routing offered in ICN architectures, such
as PURSUIT, to present a novel QoS model that facilitates
a DiffServ type of integration over IntServ-like routes. In
our model, delivery trees are constructed using virtual links
that reflect the desired QoS requirements with no signaling
overhead along the path and minimal state in the forwarding
node.
The rest of the paper presents, in Section II, a discussion
of QoS support in various ICN architectures with focus on
semantic representation and routing mechanisms as key vari-
ables affecting QoS delivery. Section III presents our model
and outlines an example set of the QoS delegations that
can be supported for various traffic granularities as well as
their facilitation using source routing mechanisms. Section IV
presents an example implementation of our model in the
PURSUIT testbed; while Section V delivers our evaluations,
and finally Section VI draws our conclusions.
II. ICN ARCHITECTURES AND QOS
Generally, ICN architectures implicitly simplify the task of
mapping content to QoS classes. This is achieved through the
information identification functionality, thereby diminishing
many of the privacy and integrity concerns raised by the
current, cumbersome, traffic policing methods. Information
recognition can either be offered by a native information man-
agement function as part of a clean-slate ICN architecture [7],
[8], [11]; or via a content mediation layer as part of an overlay
platform [10]. A comprehensive comparison of the developed
ICN architectures is provided in [13], [14].
NDN [7] offers a hierarchical content naming that allows
content-based aggregation mechanisms for various granulari-
ties, depending on the matching prefix, for example a content
provider may dedicate a QoS-based prefix for all VoD con-
tent. However, as content grouping is solely provided by the
publisher, it is difficult for third-parties, such as the network
operator, to introduce alternative, quality-defining, aggregation
groups. Therefore, a mapping and “type-defining” functions
are required to determine the proper treatment of content. In
addition, NDN delivery paths are provisioned on a hop-by-hop
basis. Therefore, the architecture inherits the same resource
management issues witnessed in IP networks.
COMET [10], [15] offers a block-based content identifica-
tion structure where inter-related content items are identified
with a single block of sequential identifiers to achieve an
aggregate content resolution. Each identifier points to a reg-
istered Content Record, which maintains state of the known
versions of a content item and the corresponding Class of
Service (CoS) as well as the QoS constraints. This information
is utilized for source selection and path provisioning. Signaling
overhead is required to configure the nodes along a path; and a
state of “content-to-path” mapping is to be maintained by the
ingress/egress routers of each domain. Although, such state is
kept at the edges of the domain, considering the growing size
of the information space, it potentially suffers from scalability
limitations.
PURSUIT [8], [9] offers an information management plane
where information items are grouped within scopes that reflect
common semantics. Scopes are classification-based informa-
tion, linked in hierarchical structures to achieve information
aggregation. Information items can, also, be associated with
other items to reflect a desired relation. This plane allows QoS
requirements to be expressed as information items, which can
be advertised by any, authorized, party. Moreover, by utilizing
the scoping hierarchy, QoS information can be aggregated
within particular scopes and linked to information items at
various aggregation levels. This is illustrated by the example
presented in Section III-A. Furthermore, the source routing
mechanism of the PURSUIT architecture [12], which encodes
all the links of the path in the packet’s header, offers the ad-
vantage of resource reservation without the signaling overhead
and scalability limitations of such mechanism as IP IntServ.
We utilize this ability to provide a class-based differentiation
over the IntServ-like paths by introducing link virtualization
to the network, whereby each physical link is divided into a
number of virtual links. Each virtual link is identified with a
separate, Bloom Filter (BF) based, Link Identifier (LId) and
corresponds to a predetermined CoS of specific constraints.
We show that our approach can achieve a significant resource
saving compared to DiffServ models in IP, and therefore
significantly enhances the traffic admission rates due to the
improved resource utilization.
III. QOS MODEL FOR THE PURSUIT ARCHITECTURE
The PURSUIT architecture defines the communication
paradigm as one of a publish/subscribe nature, where infor-
mation owners publish the availability of their information
and interested parties subscribe to it. The term information
does not only refer to content but rather covers a broad
range of publications, such as: content, request for an action,
notifications, etc. Information items are identified by flat,
possibly unique, Rendezvous Identifiers (RId) and can be
affiliated to, potentially, any number of scopes, identified by
Scope Identifiers (SId). When a mutual interest in an item
occurs, a pub/sub relation can be established. The architecture
defines a functional model, consisting of three core functions,
to enable the establishment of pub/sub relations: Rendezvous
(RV): responsible for matching supply with demand, Topology
Management (TM): calculates and constructs the delivery
trees, represented by LIPSIN-like Forwarding Identifiers (FId)
[12] and Forwarding (FW): responsible for decoding the BF-
based FId using simple and fast bitwise operations to perform
packet switching. The network connectivity is expressed by
flat, BF-based LIds where each edge in the network has at
least two LIds, one in each direction. Link virtualization can
be achieved by allocating more than one LId per edge direction
as highlighted in the previous section.
A. Scoping Hierarchy To Support QoS
QoS in our functional model is concerned with how to
satisfy different traffic requirements on a shared pool of re-
sources using an ICN pub/sub communication approach. Two
Fig. 1. A Sample QoS Scoping Hierarchy in the PURSUIT Information
Management Plane Showing Three Potential Models of QoS Provisioning
examples of QoS delegation scenarios will be considered to
show that the functional model provides a flexible framework:
• Highly aggregated QoS (HA-QoS): applies a single QoS
strategy across a broad range of pub/sub relations. Traffic
rates of such relations are aggregated and this aggregated
rate is reserved in the available capacity in each forward-
ing node. It is up to the external network feeding the
network ingress to check that each micro-relation can be
supported in this aggregate QoS strategy. This is broadly
comparable to the goals of MPLS-TE in contemporary
IP/MPLS carrier grade networks.
• Prioritized QoS (P-QoS): allocates different priorities to
different information items, a priority value reflects a
set of delivery constraints. The traffic rate may not be
allocated for each micro-relation but high priority traffic
generally gets better treatment in the forwarding nodes.
This is broadly comparable to the goals of IP DiffServ.
Although only two models of QoS are investigated in this
paper, the architecture allows a very large range of QoS
mechanisms to be implemented; for example, a fine-grained
QoS could be implemented on each micro-relation, which
resembles IP IntServ.
Figure 1 illustrates the QoS scope hierarchy for an example
of the QoS scenarios. The domain RV offers a default HA-
QoS scope, QoSd, based on types of information items; for
example, video items have different QoS metrics than data
items. QoSd could be used when no party (provider, publisher,
subscriber) express specific QoS requirements. Alternatively,
the responsible, content or network, provider may choose
to enforce its own QoS strategy by creating an associated
scope, QoSp, to the content scope where it publishes the
QoS information. The depth of QoSp hierarchy is decided by
the provider and could go as far as the item level; however,
we assume that QoSp is, generally, in the form of a HA-
QoS. Offering QoSp would effectively override QoSd. Finer
QoS, QoSps, can also be enforced from the publisher and/or
subscriber. However, if QoSp is already enforced by the
Fig. 2. QoS differentiation in the PURSUIT architecture showing an example
of two virtual links: QoS-based with allocated capacity and Best Effort (BE)
with residual capacity
provider then QoSps, in general, can still be offered as long as
it does not violate QoSp, otherwise the latter would override
it. If both the publisher and subscriber publish their QoS
requirements, a mediation mechanism would be applied to
determine the final QoS. It should be noted that the content
subscriber can, also, be a publisher of QoS information.
B. QoS and Source Routing
QoS differentiation can be provided by allocating multiple
LIds to each edge direction, where each LId corresponds
to a certain buffer. In Fig. 2 an example of two LIds per
edge direction is shown: one corresponds to QoS traffic and
one reflects Best Effort (BE) traffic. More buffers can be
established to either support different priorities of traffic or
different types of QoS. In simplistic terms, if the traffic rate
of all of the QoS traffic passing through a forwarder is known
then it can be allocated to a QoS buffer that has a non-blocking
forwarding rate to the output link equal to, or more than, the
total QoS traffic rate. In practice this is more complex as there
is no concept of an exact instantaneous traffic rate in packet
networks; instead the rate is generally described as a token
bucket (or leaky bucket) using the tuple <token rate, token
depth>. In addition to the rate there may be requirements on
minimum forwarding delay or minimum delay variance (jitter).
This range of information is generally enough to allocate a
pub/sub relation to a buffer.
Consider first the P-QoS strategy. In IP, and generally
IP/MPLS, this requires a field in the header which in pure
IP is the type of service and precedence bits. However, in
the ICN version as shown in Fig. 2 there is no need for the
addition of option fields, the priority can be inferred directly
from the FId. Consider now the HA-QoS or FG-QoS strategies.
These require traffic to be allocated to particular buffers, and
optionally may require that the buffer parameters are updated
to allow for the extra traffic. The functional model and LIPSIN
forwarding allow a unique pub/sub relation to be allocated to
a specific QoS path (and associated buffers) using a specific
FId. This, allows QoS to be implemented without holding per-
flow state in the forwarders, although it does require enough
buffers to cope with the QoS strategy, as would be the case
with any QoS mechanism.
IV. QOS IMPLEMENTATION IN THE PURSUIT
ARCHITECTURE
A. Stateless QoS-based Forwarding
As previously explained, QoS differentiation is achieved by
introducing “virtual links” in each forwarder. Implementation
wise, each virtual link has its own queue and shaper. The
shaper is responsible for enforcing the maximum bandwidth
limit. All the queues that belong to the same link end up
in a scheduler, which is responsible for enforcing priorities
between them.
B. QoS Information in the Topology Manager
QoS information is mainly utilized by the TM function,
since it is the one to select the most appropriate path through
the network. However, the TM has to acquire the appropriate
QoS information dynamically, which is viable with the use
of Algorithmic Identifiers (AlgIds). An AlgId is automatically
generated from a shared knowledge between the publisher and
subscriber, e.g. by hashing a known name or existing identifier.
As mentioned in Section III-A, a hierarchy of information
is maintained by the RV, in which each scope or item can
have a number of QoS attributes associated with it. The TM
receives a request from the RV to calculate a path between a
publisher and a subscriber. The request includes the SId/RId of
the Information Item, from which the TM is able to calculate
the AlgId of the associated QoS item by applying a hash
function. For example, the QoS information of item /A/B/C is
published under item /A/B/hash(C).
Now, the TM has the ability to subscribe to the QoS item
and acquire the published requirements but a problem arises:
The TM has already received the request for path formation
while it currently has no knowledge about the associated QoS
information. For this reason a short-term caching mechanism is
employed where the TM stores the acquired QoS information.
The steps the TM follows for constructing a QoS-based
delivery path are:
1) Receive a path formation request from the RV
2) Check the QoS information cache for a valid entry:
• If valid information is found for the item: use it for
path calculation.
• Else if valid information is not found for the item
but QoS information is available for the parent
scope: If the “delegate” property is set, use the
parent’s QoS information for the item.
• Else if no valid information is found:
– Calculate the AlgId of the QoS item.
– Subscribe to the QoS item (with a given timeout).
– If QoS information is not published: Use the
default/generic path calculation.
3) Calculate the correct FID and notify the appropriate
publisher.
It should be noted that once the TM acquires the QoS
information, and thus the information item’s priority, it has to
select the links to be used in the calculation of the best path. In
this step, the TM has to ensure that Low Priority (LP) items/
TABLE I
EXAMPLE WEIGHT MAP OF THREE VIRTUAL LINKS WITH PRIORITIES 0, 50
AND 90 BETWEEN NODES A AND B.
np / lp AB0 AB50 AB90
0 100 255 255
50 100 50 255
90 100 50 10
relations will avoid using High Priority (HP) links. This is
achieved with the use of a weight map that efficiently (without
multiple copies of the graph) slices the network and maps each
relation to the best available QoS queues. A maximum of 100
different link priorities in the network is assumed. Taking for
example three links between nodes A and B with priorities
0, 50 and 90 respectively, the corresponding weighting map
can be seen in Table I. Each row represents a network priority
and a set of edge weights to be used for Shortest Path (SP)
calculation where each cell is calculated as:
weight =
{
100− lp, if lp ≤ np
255, otherwise
(1)
where lp is the current link priority (column) and np is the
network priority (row). The TM selects the appropriate weight
set by mapping the QoS information of the pub/sub relation
to the closest, lower or equal available priority. Note that
depending on the algorithm used, LP relations will prefer not
to use HP links. Additionally, in the above example a HP
relation may use LP links. This behavior can be adjusted by
changing the first condition of Eq. 1 to equality.
On the other hand, if QoS information has not been
published, the TM will prefer to use the default matching
algorithm. This is preferred since extra matching delay is
avoided. Additionally, when/if an item’s QoS information
arrives at the TM, the TM will update the cache and optionally
re-route the corresponding information item, now taking the
QoS information into consideration. Note the delegate property
of the QoS hierarchy in step 2 above, which allows multiple
information items to share the same QoS information in a per-
class like approach.
V. EVALUATION
Our model has been experimentally tested using the PUR-
SUIT testbed for three classes of service: High Priority (HP):
permitted to use all the link’s bandwidth, Medium Priority
(MP): allowed to utilize up to 20% of the link’s bandwidth
and, Low Priority (LP): allowed to utilize what is left of the
link’s bandwidth. Experiments have shown that HP pub/sub
relations can achieve an average bit rate of 130 Mbps with a
mean inter-arrival time of 0.06 ms and mean jitter of 0.03ms.
Furthermore, we evaluate the application of our model over
a realistic network scenario, modeled using the Janet backbone
network topology [16], in terms of bandwidth saving, due
to early traffic policing. This is achieved by the TM, which
prohibits the load of a link’s class to increase beyond the
assigned fraction of the link’s bandwidth. Thereby, avoiding
traffic overflow at aggregation points and the waste of link
bandwidth, occupied by the contending traffic. We, also,
evaluate the effect of early traffic policing on the drop rate of
the offered load, expressed as a fraction of the overall offered
load. This is achieved by comparing the drop rate of our model
to that of IP DiffServ. Two capacity planning schemes have
been considered, originally defined for MPLS networks: The
Maximum Allocation Model (MAM) [17], and the Russian
Doll Model (RDM) [18]. However, we do not employ TE
objectives for path calculation to ensure fairness in comparison
with IP DiffServ. We evaluate the trade-off between the MAM
and RDM schemes in terms of fairness in sharing bandwidth
among QoS classes. This is illustrated by comparing the load
at the most congested link of a class with that of the other
classes at the same link. In addition, we evaluate the message
overhead introduced by the TM subscription to the QoS items
and compare it with that of MPLS-TE.
Similar to our experiments, three classes of service have
been defined with a per-class bandwidth allocation (for the
MAM) of: 60% for HP traffic, 30% for MP traffic and, 10% for
LP traffic. For our evaluation, we have designed an analytical
model that expresses the total offered load as a fraction of
the total network capacity. The offered load increases from
0.1 to 1 with steps of 0.1; at each step the network is tested
for 100 experiments of randomized set of pub/sub relations.
Message overhead has been averaged for all the experiments,
where a HA-QoS scenario is assumed that allows an average
of 10 relations to be associated with a single QoS scope.
A. Comparison with IP DiffServ
The results presented in Fig. 3 show the waste of bandwidth
introduced by IP DiffServ, which is saved in our approach due
to early traffic policing. For low load ratios (≤ 0.5), the saving
in the HP class is lower than that of MP and LP classes. This is
due to the higher bandwidth allowance of the HP class, which
results in, generally, lower blocking rate as shown in Fig. 4.
However, as the load increases, congestion on the critical links
in the network also increases. Consequently, the dropping rate
of HP traffic at the critical links increases and therefore results
in a higher bandwidth waste at the critical as well as the prior
links (i.e. from the source to the dropping point). As a result, a
higher bandwidth saving is exhibited in the HP class compared
to MP and LP classes, for load ratios higher than 0.5, with an
approximate average bandwidth saving of 10%. The results
exhibited by the MP and LP classes are, in general, lower
with respect to the overall network capacity due to the lower
fraction of bandwidth allowance for each class. As a result,
traffic dropping occurs at closer links to the source, where
the number of links traversed so far is relatively small and
therefore, bandwidth waste is smaller than that shown in the
HP and thus the benefit is present but not as obvious.
The results presented in Fig. 4 show a significant reduction
in the drop ratio of the PURSUIT models (MAM and RDM)
compared to IP DiffServ. This is due to the early traffic
policing, which allows the preserved resources to be utilized
for further pub/sub relations that can be admitted to the
network without causing a traffic contention. It can be noticed
that the best results are achieved by the PURSUIT-RDM
Fig. 3. Bandwidth saving compared to IP DiffServ where the saving is
expressed as a fraction of the network total capacity
Fig. 4. Reduction in the drop ratio of pub/sub relations compared to IP
DiffServ where the drop ratio is expressed as a fraction of the total offered
load per class
model. This is due to the flexibility in allowing all the classes
to utilize all of the link’s bandwidth. As a result, the ability
of the network to admit requests of lower classes over paths
that are underutilized by higher classes increases. However, the
flexibility in bandwidth allocation offered by the PURSUIT-
RDM comes at the expense of allowing the higher classes to
opt out all the lower classes. This is illustrated by the results
presented in Fig. 5 and Fig. 6, which show the load on the
most congest link of each class and the load on the other
classes of the same link respectively. Although, in general,
the PURSUIT-RDM achieves a better dropping rate than the
PURSUIT-MAM, the latter’s constraint on the capacity per
class assignment ensures a fairer sharing of the link’s capacity
across all classes, and thereby avoids starvation scenarios of
lower classes on congested links.
B. Comparison with MPLS-TE
With regards to message overhead, it is highly dependent
on the QoS strategy and the number of pub/sub relations as-
sociated with a single strategy. However, within our analytical
model and for one direction, an average of 77 subscription
messages are issued by the TM to obtain the QoS information
of an average of 800 pub/sub relations. Contrarily, an average
of 2277 path messages are sent by MPLS-TE to admit the
same set of flows. The results indicate the superiority of our
model in terms of scalability compared to MPLS-TE.
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Fig. 5. Utilization ratio per class of the most congest link where utilization
ratio is expressed as a fraction of the total link capacity
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Fig. 6. Utilization ratios of complementary class of the most congest link
where utilization ratio is expressed as a fraction of the total link capacity
VI. CONCLUSION
QoS provisioning is an essential challenge for future In-
ternet architectures, such as information-centric networks. In
this work, we have presented a novel QoS model for the
PURSUIT ICN architecture that achieves native, information-
centric, QoS provisioning. We have shown the flexibility of
the proposed model in supporting different QoS scenarios
over the same pub/sub communication framework. Moreover,
we have described the implementation of our model in the
PURSUIT testbed and presented the experimental results of
example pub/sub relations. We have evaluated the benefits of
early traffic policing in our model, for two capacity planning
schemes (MAM and RDM), and the fairness in bandwidth
allocation among the classes, when applied to a realistic net-
work. Modeling results indicate a significant bandwidth saving
and drop rate reduction when compared to the IP DiffServ
model. The results also indicate a better fairness achieved
by MAM compared to RDM. Finally, we have illustrated
the advantages of our model over MPLS-TE, in terms of
scalability, by comparing the message overhead introduced by
the two models in our experiments.
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