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Abstract
Given a digraph G and a su.ciently long directed path P, a folklore result says that G is
homomorphic to P if and only if all cycles in G are balanced (the same number of forward and
backward arcs). The purpose of this paper is to study homomorphisms of digraphs G that contain
unbalanced cycles. In this case, we may be able to 2nd a homomorphism of G to a power of
P. Our main result states that the minimum power of P to which G admits a homomorphism
equals the maximum imbalance (ratio of forward and backward arcs) of any cycle in G. The
proof also yields a polynomial time algorithm to 2nd this minimum power of P. We identify a
larger class of digraphs H for which this minimum power problem can be solved in polynomial
time, it includes all oriented paths H . By relating our powers of paths to complete graphs
and so-called circular graphs, we are able to deduce a classical result of Minty regarding the
chromatic number, as well as its more recent extension, by Goddyn, Tarsi, and Zhang, to the
circular chromatic number. c© 2002 Elsevier Science B.V. All rights reserved.
Keywords: Digraph homomorphism; Min–max theorem; Good characterizations; Balanced
digraph; Dilation
1. Introduction
All digraphs in this paper are simple and loop-free. Given two digraphs G and H ,
a homomorphism of G to H is a mapping f :V (G) → V (H) such that uv∈E(G)
implies f(u)f(v)∈E(H). If a homomorphism of G to H exists, we say that G is
homomorphic to H and we write G → H .
Let H be a 2xed digraph. The following decision problem is well known [1–8]:
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1.1. The H -colouring problem
Instance: A digraph G.
Question: Does G admit a homomorphism to H?
Note that the Kn-colouring problem is the classical problem of n-colouring. In the
case of undirected graphs (symmetric digraphs), the complexity of H -colouring is com-
pletely determined [6]: the problem is polynomial time solvable if H is bipartite and
NP-complete otherwise. In the case of general digraphs, the situation is more com-
plicated. Indeed at this time there is no general conjecture as to which H -colouring
problems are NP-complete and which are polynomial (except for digraphs without
sources and sinks [1]). In fact, it is not even known whether or not all H -colouring
problems are NP-complete or polynomial [3].
Given an acyclic digraph H and an integer k, the kth power of H, denoted by Hk ,
is the digraph with vertex set V (H) and edge set de2ned by uv∈E(Hk) just if there
is a nontrivial directed path of length at most k in H from u to v. (Note that Hk is
also loop-free since H is acyclic.)
Let H be a 2xed digraph. In this paper we introduce the Minimum Power Problem,
which seeks, for an input digraph G, the minimum power k such that G → Hk . The
decision version of this problem is the following:
1.2. The power H -colouring problem
Instance: A digraph G and an integer k.
Question: Does G admit a homomorphism to Hk?
Note that the mapping f is a homomorphism of G to Hk if and only if uv∈E(G)
implies there is a directed path of length at most k from f(u) to f(v) in H . Since
this means that all path lengths are expanded by a factor of at most k, one may call
f a Lipschitz-morphism of G to H . Thus, the Power H -colouring problem is asking
about the existence of Lipschitz-morphisms of G to H .
The problem is also related to the notion of dilation [11]. In the context of (say)
undirected graphs and injective homomorphisms (embeddings), minimizing the dilation
of an embedding of a given G to a given H amounts to 2nding the smallest k such
that G has an injective homomorphism to Hk .
Our main result is a min–max theorem giving a structural description of digraphs
which admit homomorphisms to 2xed powers of directed paths.
An oriented cycle is balanced if it has the same number of forward and backward
arcs. It is well known that a digraph G admits a homomorphism to a (su.ciently
long) directed path if and only if all cycles of G are balanced. We de2ne a measure
of imbalance for oriented cycles and show that the minimum power of a (su.ciently
long) directed path to which a graph G admits a homomorphism equals the maximum
imbalance of any cycle in G. A more re2ned view of this imbalance suggests we
consider also fractional powers of our directed path, and we extend the above max–
min theorem to this context as well.
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Our main max–min result can be viewed as generalizing a classical result of
Minty [9] regarding the chromatic number, and the extension to fractional powers turns
out to generalize a theorem of Goddyn, Tarsi, and Zhang [4].
Proving the max–min result yields a polynomial time algorithm for the Power
H -colouring problem when H is a directed path. We observe there is also a poly-
nomial time algorithm when H is any oriented path. In fact, we identify a class of
digraphs H , for which the Power H -colouring problem can be solved in polynomial
time.
2. Directed paths
The H -colouring problem when H is a su.ciently long directed path admits a
structural characterization: a digraph G admits a homomorphism to the directed path
H if and only if all cycles in G are balanced. We now give a structural characterization
of digraphs that admit a homomorphism to some power of a directed path.
Let C be an oriented cycle. Choose a direction of traversal for C. Each arc in C
will be either oriented forwards or backwards with respect to this traversal. De2ne
C+ to be the number of forward arcs and C− to be the number of backward arcs.
Thus the net length of C is len(C) = |C+ − C−|. The imbalance of C is imbal(C) =
max{C+=C−; C−=C+}. We de2ne imbal(C) = ∞ if C+ = 0 or C− = 0. Note that
a cycle is balanced if and only if its imbalance is equal to one.
De2ne PZ to be the directed path with vertex set the integers and uv∈E(PZ) if and
only if v− u= 1.
Theorem 2.1. Let G be a digraph. Then
min{G → PkZ}=max{imbal(C)	}
where the minimum is taken over all positive integers k (it is enough to consider
k6 |V (G)|); and the maximum is taken over all cycles in G. (The minimum of an
empty set is taken to be ∞; and the maximum is taken to be one).
Proof of Theorem 2.1. We begin by proving that for any digraph G,
min
k
{G → PkZ}¿maxC {imbal(C)	}:
This inequality follows from the following claim.
Claim 2.2. For any oriented cycle C; we have C → PkZ if and only if imbal(C)6 k.
Proof of Claim 2.2. Let the vertices of C be c0; c1; : : : ; cm. Let ai be the arc in C with
endpoints ci and ci+1. (Indices are taken modulo (m + 1).) Arcs ai = cici+1 are the
forward arcs and arcs ai = ci+1ci are the backward arcs. Without loss of generality
assume that C+¿C−.
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Suppose f :C → PkZ is a homomorphism. De2ne (ai):=f(ci+1) − f(ci). Since
f is a homomorphism, it must be the case that 16 |(ai)|6 k for each ai. Thus
C+ − kC−6∑ (ai) = 0.
On the other hand, suppose that C is a cycle such that imbal(C)6 k, or equivalently
C+6 kC−. Let q and r be integers such that C+ = qC− + r and 06 r ¡C−. It
follows that q6 k and q¡k if r ¿ 0. To de2ne a homomorphism f of C to PkZ ,
we 2rst assign, to each arc ai, a label (ai) as follows: set (ai) = 1 for all forward
arcs ai, set (ai) = −(q + 1) for some r of the backward arcs, and set (ai) = −q
for all remaining backward arcs. Now we de2ne the mapping f :V (C) → V (PkZ) by
f(c0) = 0, and f(ci+1) = f(ci) + (ai) for i = 0; 1; : : : ; m− 1. It is easy to see that f
is a homomorphism of C to PkZ .
To complete the proof of Theorem 2.1, we need show that for any digraph G, if all
cycles in G are homomorphic to PkZ , then G → PkZ .
Theorem 2.3. Let G be a digraph. Then G → PkZ if and only if C → PkZ for all cycles
C in G.
Proof of Theorem 2.3. The necessity of the condition is obvious. If C is a cycle in G
and G → PkZ , then by restriction C → PkZ .
Assume that all cycles in G are homomorphic to PkZ . We shall de2ne a homomor-
phism of G to PkZ . Without loss of generality, we can select an arbitrary vertex of G,
say z, and we map z to 0 in PkZ . Let W be the set of all oriented walks in G which
start at z. We de2ne a function  :W→ V (PkZ).
Let W = (z=)w0w1 : : : wm be an oriented walk in G, and let ai be the arc with end
points wi and wi+1 (arcs ai = wiwi+1 are forward arcs of W and arcs ai = wi+1wi are
backward arcs of W ). We assign labels (ai) = 1 for forward arcs and (ai) =−k for
backward arcs of W . Since PkZ does not contain any cycles of length two, the same is
true for G, and hence this assignment of labels is well de2ned.
De2ne the function  as follows:
 (W ) =
m−1∑
i=0
(ai)
In fact,  (W ) is the minimum vertex to which wm could be mapped under our homo-
morphism G → PkZ .
We de2ne f :V (G) → V (PkZ) as follows: f(u):=max  (W ), where this maximum
is taken over all walks in W ending at u.
Since there are an in2nite number of such walks, we need to show this maximum
is well de2ned. This follows from the next claim since there are only 2nitely many
paths from z to u.
Claim 2.4. For every vertex u; there exists a path T from z to u such that  (T )=f(u).
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Proof of Claim 2.4. Let W = (z=)w0; w1; w2; : : : ; wm(=u) be a walk from z to
u. Suppose W contains a vertex such that wi = wi+2. We have {(ai); (ai+1)} =
{+1;−k} and (ai) + (ai+1)6 0. Therefore,  (W )6  (W ′) where W ′ = w0; w1; : : : ;
wi; wi+3; : : : ; wm. Hence, when maximizing  we may restrict our attention to walks that
do not contain wi = wi+2 as above.
Suppose W contains a cycle, C. By assumption C → PkZ and we have imbal(C)6 k.
Hence, both C+ − kC−6 0 and C− − kC+6 0. Therefore, if we let W ′′ be the walk
from z to u obtained by removing C from W , we have  (W )6  (W ′′). Hence, if we
consider all walks from z to u, it must be the case that  achieves its maximum on
some path T . This establishes the claim.
We complete the proof of Theorem 2.3 by showing f is a homomorphism. Let
uv be an arc in G. Let W be a walk from z to u such that f(u) =  (W ). The
walk W ′ obtained by concatenating v to the end of W is a walk from z to v. Also
 (W ′) =f(u) + 1. Therefore, f(v)¿f(u) + 1. On the other hand, consider a walk T
from z to v such that  (T ) = f(v). Let T ′ be the walk obtained by concatenating u
to the end of T . This is a walk from z to u such that  (T ′) = f(v)− k. In this case,
f(u)¿f(v) − k. Combining these we get f(u) + k¿f(v)¿f(u) + 1. Therefore,
f(u)f(v) is an arc in PkZ and hence f is a homomorphism.
For convenience we have used powers of PZ as our target. However, the following
two observations allow us to compute a polynomial upper bound on the values of f in
the above proof. Let (G; k) be the instance of the power PZ -colouring problem from
above. (Without loss of generality, assume G is connected and has n vertices.) Our
2rst observation is that if G → PkZ , then G → Pk
′
Z for some k
′ where k ′6 n− 1. Thus
we can restrict our attention to instances where k6 n− 1. (This follows from the fact
that the maximum imbalance of any cycle in G is n − 1.) Our second observation
is that the diMerence between the largest value of f and the smallest value of f is
bounded above by (n− 1)k. (This follows from the fact that adjacent vertices receive
labels that diMer by at most k, and the longest path in G has at most n − 1 edges.)
Consequently, we can restrict our attention to powers of a subpath of PZ containing at
most n2 − 2n + 1 vertices. (It is also clear that by post-processing we can make sure
that the images of G are consecutive, i.e. if G → PkZ , then G → Pkn .)
The above proof can now easily be transformed into a polynomial time algorithm
to solve the power H -colouring problem when H is a directed path. In the following
section we shall explain how to solve this problem in polynomial time for any oriented
path.
The fact that imbalance is de2ned as a rational number (and only then rounded up
to an integer for its use in our max–min theorem), suggests that one may be able to
de2ne ‘fractional’ powers of PZ . It is worth noting that for an integer k, the arcs of
PkZ are pairs uv such that 16 v− u6 k. In this spirit, we de2ne for positive integers
k¿d¿ 0, the (k=d)th power of PZ , denoted by P
k=d
Z , to be the digraph with vertex
set the integers, and arcs all pairs uv such that d6 u− v6 k. (When d= 1, we have
precisely PkZ .)
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It is easy to see that Pk=dZ and P
k=d
Z are homomorphically equivalent, i.e., P
k=d
Z →
Pk=dZ and P
k=d
Z → Pk=dZ . (In one direction simply map u to u. In the other direction,
one can verify f(u) = 
u= is a homomorphism.) Thus a digraph G admits a homo-
morphism to one of Pk=dZ ; P
k=d
Z if and only if it admits a homomorphism to the other.
Therefore we may speak of the power PrZ where r is any positive rational number
(formally de2ning it as Pk=dZ where r = k=d and k; d are relatively prime).
Using a similar argument to the above, we obtain the following:
Theorem 2.5. Let G be a digraph. Then
min{G → PrZ}=max{imbal(C)}
where the minimum is taken over all positive rationals r; and the maximum is taken
over all cycles in G.
We conclude this section by connecting our work to the chromatic and circular
chromatic numbers of undirected graphs. Given an undirected graph G = (V; E) we
obtain an oriented digraph GO = (V; E′) by arbitrarily assigning to each edge of G a
direction. We call GO an orientation of G.
We now show how our Theorem 2.3 implies the following classical result of
Minty, [9]:
Corollary 2.6. Let G be a graph. Then
!(G) = 1 + min
O
max
C
⌈
C+
C−
⌉
; (1)
where the minimum is over all orientations GO of G and the maximum is over all
cycles C of GO.
Proof. In fact, the nontrivial direction of Minty’s Theorem states that for any orienta-
tion GO of G, we have !(G)6 1 + maxC+=C−	, where the maximum is taken over
all cycles C in GO. (The other direction is obtained by taking a colouring of G with
colours 1; 2; : : : ; !(G), and orienting each arc from the vertex of smaller colour to the
vertex of larger colour.)
Let
k =max
⌈
C+
C−
⌉
taken over all cycles C of GO. By Theorem 2.1, GO → PkZ . Therefore, as the underlying
graph of PkZ is k + 1-colourable, so is the underlying graph of GO, i.e., our graph G.
We conclude that !(G)6 k + 1.
Our other max–min theorem, Theorem 2.5, can be similarly used to derive an exten-
sion of Minty’s theorem due to Goddyn, Tarsi, and Zhang [4]. The circular (or star)
chromatic number of a graph G, denoted by !c(G), is the in2mum of ratios k=d such
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that G admits a homomorphism to the following circular graph C(k;d): the vertices
are 0; 1; : : : ; k − 1, and vertices i; j are adjacent just if the circular distance of i; j is at
least d. When d = 1, the circular graph becomes just the complete graph on k ver-
tices, thus !c(G)6 !(G). It turns out [10] that !(G) = !c(G)	, and that the in2mum
can be replaced by the minimum. Using Theorem 2.5, and the easy observation that
Pk=dZ → C(k + d;d), we can see:
Corollary 2.7. Let G be a graph. Then
!c(G) = 1 + min
O
max
C
(
C+
C−
)
;
where the minimum is over all orientations of G and the maximum is over all cycles
of G.
Our proof is elementary, and avoids the use of HoMman’s lemma which played an
important role in the original proof (cf. [4]).
3. Oriented paths
We begin by reviewing the polynomial time algorithm for the H -colouring problem
when H is an oriented path.
Let H be a directed graph and let (v1; v2; : : : ; vn) be an enumeration of its vertices.
We say arcs vivj and vkvl are crossing if i¿ k and j¡ l, or i¡ k and j¿ l. We say
the arcs vivj and vkvl are interlaced if i¡ k ¡j¡l or i¿ k ¿j¿l. For crossing
arcs vivj and vkvl, such that vmin(i; k)vmin( j; l) is also an arc, this arc is called the X -arc
(read X -underbar arc) of vivj and vkvl.
An enumeration of the vertices of H is called an X -enumeration of H , if all crossing
arcs have the X -arc. We say that an X -enumeration is nice if for all interlaced arcs
vivj and vkvl with i¡ k ¡j¡l, there is a directed path from vi to vl, or there is
no directed path from vj to any vm with m¿l (and for any interlaced pair where
i¿ k ¿j¿l, there is a directed path from vi to vl, or there is no directed path from
any vm to vk where m¿i).
We note that even if a particular X -enumeration of a digraph G is not nice, G may
still admit a nice X -enumeration.
It is easy to see that for any oriented path, the natural consecutive numbering of
vertices is a X -enumeration (it is also a nice X -enumeration, a fact we will use later).
In [5] the authors give a polynomial time algorithm for H -colouring when H admits
an X -enumeration. In particular this solves the H -colouring problem for oriented paths.
An equivalent algorithm can be described as follows. Let G be an input digraph and
v1; : : : ; vn an X -enumeration of H . It is easy to see that in polynomial time (in fact
in linear time) one can preprocess the digraph G so that for each vertex u of G, one
keeps, as possible images of u, only those vertices of H which are ‘consistent’ with
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the neighbours of u. Speci2cally, one computes the maximal sets L(u); u∈V (G), such
that for every arc uu′ in G the following two conditions are satis2ed:
(1) for every x∈L(u) there exists x′ ∈L(u′) so that xx′ is an arc of H ;
(2) for every x′ ∈L(u′) there exists x∈L(u) so that xx′ is an arc of H .
It is easy to see that if any L(u) is empty, then there is no homomorphism of G to
H . On the other hand, if all sets L(u) are nonempty, then it is also easy to see that
the de2nition of an X -enumeration implies that the mapping which assigns to each u
in G the minimum of L(u), with respect to the X -enumeration, is a homomorphism of
G to H .
Suppose an X -enumeration of H remains an X -enumeration of all powers Hk of H .
Then the above algorithm solves the power H -colouring problem.
Theorem 3.1. An X -enumeration of H is nice if and only if it is an X -enumeration
of all powers Hk of H.
Proof. If an X -enumeration of H is not nice, then there exists arcs vivj and vkvl with
i¡ k ¡j¡l, (or i¿ k ¿j¿l in which case the proof is similar) such that there is
no directed path from vi to vl, and there is a directed path, say, of length r, from vj
to some vertex vm with m¿l. Then the power Hr+1 contains the crossing arcs vivm
and vkvl, but it does not contain the X -arc vivl.
Before proving the converse, we observe that a shortest directed path between
two vertices of H must be monotone with respect to any X -enumeration of H : Let
(u=)p0; p1; p2; : : : ; pm(=v) be a directed path in H . Suppose there exists i such that
pi ¡pi+1 but pi+1 ¿pi+2. Then the arcs pipi+1 and pi+1pi+2 are crossing. Hence,
pipi+2 is an arc of H . On the other hand, suppose there exists j such that pj ¿pj+1
and pj+1 ¡pj+2. Then the crossing arcs pjpj+1 and pj+1pj+2 imply the existence of
the arc pj+1pj+1 which is impossible in a loop-free digraph.
Assume we have a nice X -enumeration of H . We shall write x¡y if x precedes
y in this enumeration. We claim the enumeration is also an X -enumeration of Hk . To
this end, suppose uv and xy are crossing arcs in Hk . Without loss of generality assume
u¡x and v¿y. Let P be a directed path from u to v in H , of length at most k, say
(u=)u0; u1; : : : ; um(=v). Also, let Q be a directed path from x to y in H , of length at
most k, say (x=)x0; x1; x2; : : : ; xl(=y).
Suppose 2rst that u¡v and x¿y. If u¿y, then let xixi+1 be an arc in Q such
that xi ¿u and xi+16 u. Then u0 ¡xi and u1 ¿xi+1 and so u0u1 and xixi+1 are cross-
ing arcs in H . Thus their X -arc u0xi+1 is also an arc in H , and H has the path
(u=)u0; xi+1; xi+2; : : : ; xl(=y) of length at most k. We conclude that the arc uy is in
Hk . If, on the other hand, u¡y, then let uiui+1 be an arc in P such that ui6y and
ui+1 ¿y. Then ui ¡xl−1 and ui+1 ¿xl(=y). We conclude the arc uixl must belong
to H , and again we obtain a directed path of length at most k from u to y in H , and
the arc uy in Hk .
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Next consider the case u¡v and x¡y, i.e. u¡x¡y¡v. (The case that u¿v
and x¿y is similar.) Consider two shortest directed paths (u=)u0; u1; : : : ; um(=v) and
(x=)x0; x1; x2; : : : ; xl(=y) in H . We 2rst prove that there is a directed path from u to
y in H . We then prove that one such path has length at most k.
Clearly if ui= xj for some i and j, we have a directed path from u to y in H . Thus,
let us assume the two paths are disjoint. Choose i such that ui ¡x¡ui+1. If x1 ¡ui+1,
then the arcs uiui+1 and xx1 are crossing in H , and so their X -arc uix1 also belongs
to H , yielding a directed path from u to y in H . Hence we only need to consider
the situation when the arcs uiui+1 and xx1 are interlaced in H , i.e., ui ¡x¡ui+1 ¡x1.
Since we have a directed path from ui+1 to v, and v¿x1 (as the path from x to y¡v
is increasing), the de2nition of a nice X -enumeration implies that there is a directed
path from ui to x1 in H . Thus there is a directed path from u to y in H . (The other
case, x¿u¿v¿y, is proved by using the interlaced pair um−1 ¿xi ¿v¿xi+1.)
It remains to prove that H contains a directed path from u to y of length at most k.
Consider a shortest such path W , say, (u=)w0; w1; : : : ; wt(=y), and the shortest path U
from u to v, de2ned above as u0; u1; : : : ; um. We shall prove that t6m and thus t6 k.
We begin by studying the intersection of U and W . For all vertices on the two paths,
if wi = uj for some i and j, then i = j. This follows since both paths have minimum
length. Consider the set of all i such that wi = ui, and let c be the maximum of this
set. (The set of such indices is nonempty since u0 = w0.) Hence, wc = uc, and wi = ui
for i¿ c. We further assume that the pair W;U has been selected over all pairs of
shortest paths, so that this index c is maximized.
If c = t, then y = wt = ut , and clearly t6m. On the other hand, if c¡ t, we show
that either
(wc=)uc ¡wc+1 ¡uc+1 ¡ · · ·¡wj ¡uj ¡ · · ·¡wt ¡ut
or
(wc=)uc ¡uc+1 ¡wc+1 ¡ · · ·¡uj ¡wj ¡ · · ·¡ut ¡wt:
Both of these imply that t6m.
Suppose to the contrary that we have at least two vertices from one path between a
pair of successive vertices on the other path. By considering the 2rst place this occurs
on the paths (after uc = wc) we have the following possible situations:
Case Sequence Crossing arcs X -arc
1 uj ¡wj ¡wj+1 ¡uj+1 ujuj+1 and wjwj+1 ujwj+1
2 uj ¡wj+1 ¡wj+2 ¡uj+1 ujuj+1 and wj+1wj+2 ujwj+2
3 wj ¡uj ¡uj+1 ¡wj+1 ujuj+1 and wjwj+1 wjuj+1
4 wj ¡uj+1 ¡uj+2 ¡wj+1 uj+1uj+2 and wjwj+1 wjuj+2
We show each case either contradicts our choice of c or the minimality of our paths.
(Note that in cases 1 and 3, we have c¡ j, while in cases 2 and 4, c6 j.) In case 1,
the paths u0; : : : ; uj; : : : ; um and u0; : : : ; uj; wj+1; : : : ; wt share vertex uj. Since j¿c, this
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contradicts our choice of c. In case 2, the path u0; : : : ; uj; wj+2; : : : ; wt is shorter that
W , a contradiction. In case 3, the paths w0; : : : ; wj; : : : ; wt and w0; : : : ; wj; uj+1; : : : ; um
contradict our choice of c. Finally, in case 4, the path w0; : : : ; wj; uj+2; : : : ; um contradicts
the minimality of U .
(The other case, x¿u¿v¿y, is proved by considering minimum length x; y-paths
and u; y-paths. The vertex c is common to two such paths, and is selected to have the
minimum possible index.)
Corollary 3.2. Let H be a digraph which admits a nice X -enumeration. Then the
power H-colouring problem is solvable in polynomial time. In particular; the power
H-colouring problem is solvable in polynomial time when H is an oriented path.
It is easy to construct digraphs which admit a X -enumeration, but not a nice
X -enumeration. One such digraph is given in Fig. 1. (The enumeration shown is an
X -enumeration; however, the absence of a directed path from 2 to 5 shows this is
not a nice enumeration, and in fact this digraph does not have a nice enumeration.)
Moreover, there are digraphs for which the H -colouring problem is polynomial time
solvable, yet the power H -colouring problem is NP-complete. In Fig. 2, we depict
Fig. 1. A digraph with an X -enumeration, but no nice X -enumeration.
Fig. 2. A digraph H for which H -colouring is polynomial time solvable, and its square H 2 for which
H 2-colouring is NP-complete.
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such a situation. The H -colouring problem for the directed three cycle is polynomial
[8]: a digraph G admits a homomorphism to the directed three cycle if and only if all
cycles in G have net length divisible by three. The H 2-colouring problem contains the
three-colouring problem for undirected graphs.
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