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There is a significant gap in scientific knowledge as to how nuclear reactions in surface 
environment lead to distinctive chemical and isotopic signatures that are not present in nature, 
especially for nuclear forensics purposes. The aim of this research was to improve nuclear 
forensics capabilities, offering insight to rarely linked characterization methods (i.e. IRMS and 
Raman spectroscopy), in the scope of a plutonium-based nuclear weapon’s life cycle. Three of the 
most strategic questions to be answered include where special nuclear material (SNM) may have 
originated, what the age of the SNM may be, and how the SNM can be accurately characterized 
once incorporated into a nuclear device and detonated. As metallic SNM age, oxidation and 
irradiation produce chemical changes on the surface. Isotope ratio mass spectrometric analysis of 
O-isotopes in the oxide layer revealed distinct uptake of 18O, representative of local water vapor 
values in the oxidation atmosphere. Damage from self-irradiation accumulates within both the 
metallic SNM and the growing oxide layer, resulting in a suppression of the outer most oxide layer, 
made evident through Raman spectroscopy. When these materials are fused at temperatures 
between 5,000 – 20,000 K in a slurry of soil, device components, and fuel material in a detonation 
event, hand held Laser induced breakdown spectroscopy (LIBS) coupled to partial least squares 
regression (PLSR) modeling resulted in accurate identification of elemental compositions (+/- 1 
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The possibility of nuclear terrorism or attack is a grave global threat at present. Since the inception 
of the first nuclear device, Pu-239 has been at the forefront of weapon design. Major obstacles 
(high radioactivity, instability, and inorganic origin) impede extensive studies on the isotope due 
to the amalgamation of both chemical and structural effects. These transformations are exceedingly 
dependent on environment (atmosphere, temperature) as equally as form (reserve pits, detonated 
debris, etc.). 
This research is largely split into the two main thrusts of nuclear forensics: pre-detonation studies 
and post-detonation studies. Each research focus pertains to drastically different physical systems, 
linked by a common chemical host – plutonium – where each chapter acts as a stand-alone section 
with self-contained sub-sections. Chapters 1-2 discuss characterization of plutonium primarily in 
its metallic form, focusing on age, thermal history, and damage accumulation. In special nuclear 
material (SNM), or material from which nuclear weapons are commonly designed (i.e. Pu-239), 
the aging of the material is affected by self-irradiation and oxidation in pre-detonation scenarios.  
The work presented here describes studies aimed at understanding nuclear reactions in surface 
environments which lead to distinctive chemical and isotopic signatures that can be harnessed for 
nuclear forensic purposes. Chapter 1 employs a multidisciplinary investigation of O isotopes as a 
geographical-dependent tracer for oxide growth, useful for identifying origin of interdicted 
material. The combined analysis from Raman, X-ray diffraction, and Scanning Electron 
Microscopy in Chapter 2 unveils how the underlying damage from alpha-decay uniquely translates 
to metallic oxide layer growth, indicative of material aging. 
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Chapter 3 details the coupling of multivariate data analysis techniques to hand-held laser induced 
breakdown spectroscopy for on-site quantitative analysis of nuclear debris in a post-detonation 
scenario. In this case, the system itself has completely transformed through massive explosion 
dynamics subject to high levels of radiation at temperatures between 5000-20,000 K, leaving 
behind melted glass debris. Successful identification of the detonated device relies in accurate 
characterization of the melt glass composition (Pu and its fission products, parts of the device 
infrastructure, as well as a host matrix comprised of the surrounding soil). Through combination 
of Chapters 1-3, a selection of shortcomings in accurate characterization of the Pu-system are 





There is a critical need in nuclear forensics for a novel technique able to rapidly and effectively 
characterize intercepted special nuclear material (SNM). Some SNM exists in alloyed systems, 
such as PuGa, and present distinct signatures as they undergo aging [1-3]. The signatures that 
emerge include changes in electrical transport properties, structural defects due to self-irradiation, 
and surface oxide formation and growth. These alloys are also subject to elevated temperatures 
during fabrication, operation, and the decay heat of Pu-239 [4,5]. Thus, high temperatures must be 
an integral part of aging studies as well as an understanding of damage accumulation from self-
irradiation. δ-phase Pu is desirable due to its tough and malleable properties, but only possible 
when pure Pu is kept at high temperatures [6].  To keep the δ-phase at room-temperature it must 
be alloyed with ~3wt% Ga (or another element such as Al) for it to resist transforming back to its 
stable alpha phase.  The introduction of the new alloying element can complicate damage 
accumulation in the bulk material [7]. A technique to determine the age of the material which is 
developed off the changing surface of SNM would therefore be valuable. The leading analysis 
techniques for pre-detonation material include a variety of radiochronometry methods. Utilizing 
actinide ratios such as 235U/239Pu, etc. depending on target material provides information into 
compositional history of the radioactive elements [8]. These studies are often validated on Standard 
Reference Material (SRM). The most popular methods fall into either decay counting such as 
gamma or alpha spectrometry or mass counting methods such as Secondary Ion Mass 
Spectrometry (SIMS), Thermal Ionization Mass Spectrometry (TIMS), or Inductively Coupled 
Plasma – Mass Spectrometry (ICP-MS) [9]. However, the decay counting techniques require larger 
sample masses and the mass counting techniques are largely destructive – both of which are 
minimized in the following Chapters. The experiments in Chapters 1 and 2 test new forensic 
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signatures that focus on the oxidation of SNM utilizing Cu as an analogue material through: (i) a 
reference case (without radiation damage) and (ii) a more realistic case (with radiation damage). 
Cu as a surrogate for Pu 
 
Changes in chemistry of Cu such as surface oxidation [4, 10-11] as well as radiation damage [12-
15] are extremely well understood making comparisons to literature significantly more accessible. 
Pu and Cu metal share a common crystal structure (face centered cubic, FCC). They also undergo 
similar oxidation growth (Fig. 1). The increasing damage inflicted in Cu metal by ion irradiation 
and subsequent oxidation formation mimics the oxidation of Pu systems. In elevated temperatures 
(350 °C) and dry environments, a thicker initial layer of lower valence state Pu3+ (Pu2O3) and then 
a thinner higher valence state Pu4+ (PuO2) forms on top as measured by XRD and XPS in a study 
by Haschke, et al. [5]  
The sequence of these oxide species remain markedly similar to Cu (Cu2O followed by CuO at 
temperatures above 320 °C). The layering of oxide layers observed at 350 °C indicates a change 
in mechanism observed through a break in the parabolic oxidation curve which is known to be 
caused by two different protective oxides in the Cu system [4]. Furthermore, at a temperature of 
350 °C with increasing damage inflicted on a grown Cu oxide (bulk), a lesser fraction of CuO is 
observed than without damage at the same temperature much like with Pu oxide (bulk) at elevated 
temperatures and increasing time scales (correlated to damage), there appears to be a lesser amount 
of PuO2 [4]. This is due to the further reduction of PuO2 into Pu2O3.  
Stakebake validated that the lesser oxides of Pu form above 350°C, and that the increase in 
oxidation time in the PuGa systems causes a similar trend in O gain as seen in the Cu oxide system 
[4]. In summary, as ∂ phase Pu and Cu oxidize, they undergo similar O adsorption, oxide phase 
growth, and growth mechanisms with increasing temperature and time, in similar environments. 
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Figure 1: Schematic of oxidation in dry air at 350 °C for Cu (left) and Pu (right). 
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Therefore, if the same characterization methods are applied to Pu oxide surface as proposed on 
irradiated Cu oxide surfaces, we should be able to draw a convincing comparison. 
Aging: Cu Oxidation  
 
Accelerated aging at elevated temperatures is one of the methods commonly used to simulate 
natural aging in materials beyond laboratory time frames. The theory is that the basic reaction rate 
equation includes dependencies for time and temperature, and thus, is able to be manipulated to 
produce the results often seen in long time-scales in shorter periods by increasing the temperature. 
Sometimes it is used in a cyclical process until the desired effects are produced. This process is 
routinely applied to a variety of materials including both metals and polymers [16-19]. Wright 
completed a study on Inconel 617, a Ni-Cr-Co-Mo alloy, where thermal aging is applied to 
examine oxide grain growth with increasing time and temperature as well as the alloy’s 
performance under stress loading [17]. Wang observed thermal aging effects on thin films of tin 
upon a Cu substrate where the oxide growth was measured as thickening in air, and the species of 
oxides that formed was dependent on temperature [18,19]. These types of experiments are 
plentiful, providing a rich background on the thermal aging and oxidation of metals and are aligned 
to what is proposed in the sections below. It is the goal of these aging experiments to explore both 
time- and temperature-dependent effects, as well as those induced by irradiation at a fixed time 
and temperature. 
Oxide formation on Cu(110) metal is offered to aid in the conceptualizing the growth processes 
[4]. Oxidation is initiated when a thin layer of O is chemisorbed on the metal surface, producing a 
monolayer string of Cu-O-Cu-O [10,11]. The presence of excess O molecules creates cation 
vacancies at the surface of the oxide-air interface by bonding with two electrons from the Cu. This 
effect creates a concentration gradient of copper vacancies through which copper ions are then 
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able to move, forced by the electric field between the Cu and chemisorbed O.  The phenomenon 
is outlined by the Wagner model which attributes oxidation to the diffusion of ions in a system 
that is electrically conductive driven by the decreasing concentration of copper vacancies from the 
surface (air) to the metal (copper) [10,11]. Additionally, during the initial formation of Cu2O, the 
O vacancies are present in the structure, providing an avenue for O ion diffusion to the Cu surface 
to a lesser degree [20]. 
The fractionation of O isotopes into the Cu oxide is determined by oxidants present, bonding 
environment in the formation of the oxide layer, and temperature. There are three well-studied Cu 
oxide phases. The Cu1+ ion is 2-fold coordinated with O2- ion for Cu2O in a cubic structure (space 
group Pn-3m) and the Cu2+ ion is 4-fold coordinated with O2- for CuO in a monoclinic structure 
(space group C 2/c). The Cu4O3 phase is a tetragonal mixed valence metastable phase, which can 
be visualized as a cubic crystal structure with a monoclinic distortion (space group I41/amd) 
[21,22]. As O dissociates on the surface of Cu metal (FCC crystal structure), they fall into the 
tetrahedral interstitial sites and the Cu metal reconstructs around the O atoms forming Cu2O islands 
[23]. 
 These islands grow to a point of saturation, where they coalesce. In this temperature range (250 
°C – 400 °C), the predominant mechanism for continued oxide growth for both phases is through 
grain boundary diffusion among the Cu2O layer. The size of Cu2O grains do not grow to the point 
of allowing lattice diffusion until approximately 600 °C [24]. Oxidation is rate limited by the 
diffusion through this oxide layer, which is influenced by temperature  [25]. Because isotopic 
fractionations of light elements such as oxygen are usually temperature-dependent, the ability to 
correlate oxygen isotope composition to temperature would provide an invaluable forensic tool as 




Effects from aging of Pu are not only observed in chemical processes, but through radioactive 
decay. When Pu decays, it does so by splitting into a U atom and an α particle. While the α particle 
predominantly creates helium bubbles, the recoil energy off the U atom is dissipated by 
displacements of Pu atoms from their original lattice sites, leaving vacancies beyond and forming 
interstitials which, depending on the temperature, become mobile and form clusters [5]. The 
creation of both He bubbles and voids cause overall swelling in the lattice. This is the result for 
almost every metallic compound subject to high levels of radiation at a fraction of 1/3 its melting 
temperature [5, 26-27]. In order to simulate SNM evolution over a life-time of radiation exposure, 
ion irradiation is often employed. This induces damage effects correlating to alpha-decay damage, 
critical to our understanding of defect accumulation in SNM. In many studies, surrogates are used 
as detailed above to test techniques for a cheaper cost - specifically those in the FCC family when 
the SNM of interest is PuGa alloys. Each ion creates a collision cascade where a high concentration 
of point defects is produced within a nm-sized zone. The majority of these defects spontaneously 
recombine during the quenching of the cascade, but a small fraction agglomerate and form defect 
clusters. Defects that are outside of the spontaneous recombination radius may become freely 
migrating vacancies or interstitials [27]. Understanding how these defects form and mobilize 
allows one to predict material property transformations.  
The variety of defects induced through irradiation often make it difficult to quantify damage 
specifically. Often displacements per atom (dpa) is employed as a way to compare across differing 
types of irradiation studies (ion, neutron, electron, etc.) and defects produced. The damage can be 
approximated using James Ziegler’s program SRIM (Stopping and Range of Ions in Matter) [28]. 
SRIM is a collection of software packages that calculate many features of the transport of ions in 
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matter. It uses Monte Carlo techniques to model ion beam interactions in targets. It calculates 
damage energies, full cascades, and has graphics representations of ion paths so one can get 
qualitative information about where the most ion damage is occurring. This specific part of the 
program is called TRIM (Transport of Ions in Matter). These codes allow one to enter in a variety 
of experimental parameters and calculate results including but not limited to penetration depth and 
ion energy loss (based on target material stopping powers). By choosing parameters corresponding 
to Pu self-irradiation defect accumulation rate of 0.1 dpa per year, similar damage can be induced 
in other FCC metals such as Cu through heavy ion irradiation [27]. Ion irradiation can be used to 
achieve high displacement rates in a short duration of time. This means, to simulate for damage 
accumulated in Pu in 50, 100, and 150 years, there needs to be 5, 10, and 15 dpa worth of damage 
inducted in the Cu. The TRIM code cannot directly calculate dpa, but there is a method described 
by Stoller et al. that allows for an accurate damage calculation using TRIM utilizing the “quick” 
Kinchin-Pease model to compute the damage. Stoller et al. found this method to give a better 
approximation for the damage than the standard TRIM calculation [28]. The method includes 
setting the lattice and binding energies to zero. The Kinchin-Pease model gives the number of 
Frenkel pairs produced per ion as:  
 
Eq. 1     𝑣	 = 	0.8𝑇()*(𝐸-./)/2𝐸( 
 
The average damage per ion (dpi) per length is then given by ν/l, where l is the effective range of 
the ions. Tdam is the damage energy of each recoil, EPKA is the energy of the primary knock-on 
atom, and Ed is the threshold displacement energy. The required fluence Φ to reach the targeted 
dpa levels was calculated based on:  
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where Ω is the atomic density. Finally, the time for irradiation may be obtained from:  
 




where 𝛷	is the flux of the beam.  
Experimental Methodology for Material Preparation of Cu metal 
The Cu metal used in Chapter 1 and 2 were 99.9% pure and were cut to specified (in each 
respective Chapter) sized squares of 0.8 mm thick sheet of Cu metal purchased from McMaster-
Carr ®. The samples were all stored in a nitrogen glove box between electrochemical polishing, 
oxidation, ion irradiation, and all following analysis techniques. A set of complementary 
techniques were utilized for pre-detonation research (Chapters 1 and 2) as outlined below.  
Electrochemical Polishing  
Electrochemical polishing is used in many industries as a way to gently clean the surface of metals 
[29]. A clean, reproducible surface was key to the aging experiments requiring a careful and 
reproducible polishing procedure. By applying a current through a metal within a solution medium, 
the outermost layer of the Cu squares is removed through a process similar to reverse hydrolysis. 
In this research, the solution is a mixture of deionized water (DI) with 2 wt% KOH. A pair of 
stainless-steel curved tweezers are placed into the solution on the lip of the beaker to serve as the 
anode (AT). Another set of tweezers are then tapped to a non-conducting rod and used as the 
cathode (CT). The voltage source (Lavolta BPS305 Variable Linear DC Power Supply) is set 
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parallel to the magnetic stirring plate, and the negative and positive alligator clips is attached to 
the base of the anode and cathode tweezers, respectively. A small beaker of pure deionized water 
is placed within the fume hood as well as for sample rinsing between polishing segments. The first 
sample is pinched by the CT and held in place by clamping the alligator clip mid-way down the 
tweezers. It is crucial to ensure that the tweezers did not cover a substantial portion of the Cu 
square surface area, therefore, a priority should be to pinch as close to the sample edge as possible. 
Holding the CT at the non-conducting end, the following steps are taken [30]: 
1. A 17.5 V source is applied to the stirred solution while the Cu square is submerged 
completely and parallel to the current flow of the liquid. 
2. The sample is left for 20 seconds, taken out of solution and dipped into DI for quick rinse. 
3. The voltage is increased to 25 V and step 2 is repeated. 
4. The voltage is increased to 30 V and allowed to dry on a clean surface. 
5. Steps 1-4 are repeated until all samples were polished; the 2 wt% KOH solution should be 
changed after every 4-5 samples to avoid deposition of impurities gathered from the solution back 
onto the sample surface. 
Thermal Aging  
        
Once the polished Cu samples are dry, they are placed atop an Al2O3 (alumina) circular disc and 
inserted into the furnace for heating. Alumina was chosen as an inert high-temperature tolerant 
ceramic to minimize the possibility of either reaction or O diffusion from the substrate to the Cu 
matrix. The ramp-up rate is set 10 °C per minute with a dwell time varying for the appropriate 
experiment as shown in Table 1. There was no ramp-down rate set and the furnace was allowed to 
cool while switched off until the inside temperature reached below 100 °C. It is important to note 
that each sample is to be run individually and that no interruption in heating regime occurs. The 
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samples were then removed with metal tongs and allowed to further cool to room temperature 
before being further analyzed. The inner atmosphere of the furnace itself was not controlled to any 
set humidity in order to simulate realistic conditions of natural oxidation occurring during exposure 
to air. Chapter 1 experiments were performed in 3 independent runs:  
 (i) one set of polished, oxidized Cu square samples for both temperature- and time-
 dependent experiments.  
 (ii) and (iii) two separate sets of Cu square samples for validation of IRMS measurements 
 of the temperature-dependent experiments.  
All three runs were used for the temperature-dependent series to assess data reproducibility of O 
isotope fractionation in the Cu oxide phases. Also, NaF was added to Run 3 in order to assess 
whether the reagent had an effect on Cu oxide combustion which ensures that the whole sample 
was analyzed for δ18O. Chapter 2 experiments were performed as one run with all experimental 
parameters remaining the same except for a fixed dwell time of one hour at 350°C for all samples 
(Table 1). 
Ion Irradiation
As previously mentioned, the decay of Pu in PuGa alloys over time creates radiation damage, 
which affects a materials structure and thus provides a traceable change in the oxidation process 
[1-4, 26]. It is the goal of this study to mimic this environment through ion irradiation in a surrogate 
metal. Three 6×6 mm Cu squares that are 0.8 mm thick are to be irradiated with 10 MeV Au3+ ions 
at a particle flux of 1 × 1012 ions/cm2/s. The irradiations were performed at the Ion Beam Materials 
(IBML) accelerator at the University of Tennessee. For the calculations in SRIM, 10 MeV Au3+ 
ions at the aforementioned flux of 1012 ions/cm2/sec is input with the target as pure Cu metal at a 
density of 8.92 g/cm3 to produce estimated damage shown in Table 2 below. 
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Table 1: Oxidation parameters for Chapters 1 and 2 aging experiments. 
 Temperature Time 
Temperature-dependent 
Series (Ch. 1) 
250 °C 1 hour 
300 °C 1 hour 
350 °C 1 hour 
400 °C 1 hour 
Time-dependent Series  
(Ch. 1) 
350 °C 1.5 hours 
350 °C 2 hours 
350 °C 2.5 hours 
350 °C 3 hours 
350 °C 3.5 hours 




Correlating to the 0.1 dpa/year naturally produced in Pu through self-irradiation, it is the aim of 
this study to track 50, 100, and 150 years of damage (5, 10, and 15 dpa respectively). This wide 
time span was selected in order to enhance the effects that may occur. A MATLAB code was 
created that takes the SRIM output together with the beam input parameters and gives an 
irradiation time (Eq. 1-3). The dpa value calculated using [28] is to be interpreted as an average 
dpa over the total irradiated range, which one can see in Figure 5. For this reason, we used Au 
ions, which have a flatter damage profile when compared to lighter ions such as Ni. Each sample 
was prepared individually so as to not expose it to the heat for any longer than necessary. The 
irradiation is estimated to take a total of 14 hours with the beam setup and stabilization. The 
samples were irradiated at a temperature of 200 °C corresponding to approximately 0.35TM of Cu. 
The difference in defect recovery at room temperature vs. 200 ◦C is significant but is at this 
temperature that microstructure evolution is most readily observed [31]. From our preliminary 
calculations, we are estimated a beam current of 250 nA.  
Analysis Techniques 
 
Isotope Ratio Mass Spectrometry (IRMS)    
  
Materials experience isotopic fractionation, or the active separation of isotopes of a single element, 
due to chemical, physical, and biological influences with two major influences being temperature 
and pressure. This creates distinct signatures which are able to discern origin, history, age, etc. of 
a given material. Isotope Ratio Mass Spectrometers (Fig. 2) have been popular for use in origin 
studies in geochemistry, archaeology, and forensic studies due to their ability to precisely and 
accurately measure natural stable isotopic abundance of light elements (H, C, N, O, S) [33,34]. 
Specifically, in explosives, IRMS has proved to be a useful tool for differentiating among isotopes 
of ammonium nitrate and certain plastics in trace amounts [35,36].   
 15 
Table 2: Input parameters for TRIM calculation and irradiation parameters. 
 
  
List of irradiation conditions 
Sample A B C 
Ion beam Au3+ Au3+ Au3+ 
Total dose (dpa) 5 10 15 
Fluence (ions/cm2/s) 1.63 x 1015 3.26 x 1015 4.89 x 1015 
Time (min) 27 54 82 
Temperature (°C) 200 200 200 
Input parameters for TRIM 
calculations  
Relevant Output parameters from 
TRIM calculations 
Ion species Au3+ Ion energy loss  0.08% 
Ion energy (MeV) 10 Atom energy loss 32.62% 
Target width (mm) 0.8 
*losses due to 
phonons   
Target density (g/cm3) 8.92   
Target composition Cu   
Displacement energy 
[32] (eV) 30   
Surface and binding 
energies (eV) 0   
Number of ions 100,000   
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In the field of nuclear studies, IRMS has recently been used for the preparation and validation of 
Pu age dating materials [8]. Namely, for evidence towards material accountancy declarations, as 
well as origin of material. There are several mechanisms contributing to the effectiveness of this 
technique in such high-stake studies. The rapid results inherent in most spectroscopic and 
spectrometric techniques is one of the most attractive qualities of IRMS.  
Initially, the sample is injected into the inlet of the spectrometer where it is vaporized and 
transferred to a column with use of helium as a carrier gas. It is then allowed to react with both the 
carrier gas and inner coating of the column to separate the compounds desired for measurement, 
sweeping the resultant mixture into a combustion chamber where they are oxidatively combusted 
into a simple gas, such as CO, CO2, H2, of N2. Any water is removed from the system by passing 
this stream of gas through a selectively permeable tube and then sending it through a basic electron 
ionization device to create ions [37].  
The gas ions are further guided along the spectrometer by a bending magnet (magnetic sector 
analyzer), separating the ions based on mass through this process, and collides the separated stream 
of ions with a series of faraday cups, lined up to match each mass of isotope. IRMS measures the 
continuous flow of these ions (Fig. 2). By measuring the O isotope fractionation in Cu oxide layer 
grown of the pristine thermal aging experiments at each time and temperature, this technique 




In Raman measurements, a beam of monochromatic light is directed at the sample surface, and its 
electromagnetic field interacts with the electrons of the sample, causing a change in polarizability.  
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These electrons typically elastically scatter the light (Rayleigh scattering), but a fraction of 
electrons is shifted (Stokes and Anti-Stokes scattering). The change of wavelength in the emitted 
light is characteristic of a specific vibrational state and can be used to identify different material 
phases. The light directed on the sample causes a temporary deformation in the molecular structure 
through electromagnetic interference and induced vibrations at a characteristic frequency. The 
pathway that the molecule or bonding environment scatters the excess energy depends on its initial 
state. The elastic scattering is unideal for Raman measurements, and oftentimes is blocked by the 
use of special apertures so that the weaker signals from inelastic scattering can be more clearly 
recorded [38].  
This is because elastic scattering represents a net loss in energy, where the energy imparted onto 
the sample is exactly reflected, thus we cannot gain any useful energetic information from the 
measurement. Raman spectroscopy can provide insight into local bonding structure as well as 
fraction of crystal species in the sample derived from peak analysis. In current studies of nuclear 
forensics, Raman has been used to characterize uranium tetrafluoride (UF4) [39], seized uranium-
containing material [40], and zirconium-uranium alloys from the Chernobyl nuclear power plant 
[41]. Relevant to the study in this dissertation, it is widely utilized in UO2 studies [42], and 
temperature dependence of its oxide formation [43].  
A Micro-Raman Horiba LabRAM HR Evolution spectrometer was be utilized in this research to 
acquire spectra of all time-, temperature-, and irradiation-dependent series of oxidized Cu samples. 
The Raman is confocal, so the information obtained from these measurements are representative 
of the near-surface regions. Previous to any measurement, the spectrometer was calibrated with a 
Si standard. The software package Lab Spec 6, was employed to control all parameters, focus the 
lens, and display the collected spectra (Fig. 3). 
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Grazing incident X-ray Diffraction (GIXRD) was utilized in this research to gain structural 
information on the surface of irradiated Cu metal in order to capture the thin layer of damage 
induced through ion irradiation. A Panalytical X’Pert3 MRD was utilized in grazing-incidence 
mode due to the shallow depth of the ion-beam damage. The measurements were conducted using 
the Cu K-a wavelength of 1.54 Å with a fixed divergence slit of 0.05 mm and continuous scan 
range of 5° to 70° on all four samples.  The incident grazing angle was 1°, which corresponds to a 
measurement depth of approximately 0.9 µm, considering a Cu density of 8.94 g/cm3 and a packing 
factor of ~1. GIXRD was performed at the Joint Institute for Advanced Materials (JIAM) 
Diffraction Facility, located at the University of Tennessee, Knoxville.  
Additional XRD measurements were conducted using only small amounts of powder through 
synchrotron X-rays. Adopted from the small sample volumes that are characteristic of high-
pressure experimental procedures, microscopic sample chambers are prepared in a thin 
molybdenum foil by drilling several holes with a diameter of ~100 μm. The foil thickness was 50 
μm. Sample chambers are cleaned in an ultrasonic bath with acetone, and the sample powder is 
placed over the holes and pressed between two steel die-pieces in a hydraulic laboratory press. 
Synchrotron X-ray analysis are performed at the Advanced Photon Source (APS) of Argonne 
National Laboratory using sector 16 (HPCAT, High-Pressure Collaborative Access Team) (Fig. 4) 
[44]. A highly-focused X-ray beam (spot size 25 μm) is used to study structural properties of the 








Figure 4: Schematic illustration of beamline HPCAT 16 BM-D at the APS of Argonne National Laboratory. The 







CHAPTER 1: TIME- AND TEMPERATURE-DEPENDENT 





In an effort to provide a time- and temperature-dependent signatures reliable for characterizing 
special nuclear material (SNM), copper metal was utilized as a surrogate for metallic actinide 
materials and subject to accelerated aging through thermal treatment. A multiphase oxide-layer 
growth of Cu2O and CuO was detected which depended on temperature (250 – 400 °C) and aging 
time (1 – 3.5 hours). Isotope ratio mass spectrometry and Raman spectroscopy were used as 
complementary analytical approaches to investigate the mechanism of copper oxide formation. A 
linearly correlated temperature-dependent isotopic fractionation of oxygen was found, exhibiting 
negative δ18O values that are equivalent to an increasing enrichment of copper oxides in light 16O 
isotopes with increasing temperature. The distinctive negative δ18O values are associated with the 
isotopic fractionation between main oxidant (atmospheric oxygen) and Cu oxide phases, and 
subsequent oxygen isotope exchange with water vapor. Raman spectra provided further insight 
into the phase fractions of Cu2O and CuO and local bonding environment of these two oxide phases 
with increasing temperature. The results from this study show that the oxygen isotopes (δ18O) are 
a useful tracer for studying oxide layer growth from aging of metallic systems; thus, this feature 
might be a key signature for applications in nuclear forensics. 
Introduction 
 
There is a critical need in nuclear forensics for a novel technique able to rapidly and effectively 
characterize intercepted special nuclear material (SNM) [45]. Pu metal, a component of SNM, is 
routinely exposed to high temperature (>200 °C) in a variety of manufacturing processes triggering 
oxidation as well as constant radiation damage from internal alpha decay from Pu-239 generating 
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defects in the crystal structure [46]. The complex transformation of these materials often 
complicates the ability to chemically characterize them. Typically, forms of radiochronometry are 
employed to ratio products of the naturally decaying Pu-239.  
However, these types of analysis are destructive – requiring complete digestion of the material for 
measurement using a mass spectrometer, most commonly Secondary Ion Mass Spectrometry 
(SIMS), Thermal Ionization Mass Spectrometry (TIMS), and Inductively Coupled Plasma Mass 
Spectrometry (ICP-MS). Routine inspections of nuclear facilities and inventory of stockpile 
materials subjects the investigative party to a variety of Pu-containing materials. It is imperative 
that the analysis of these materials is quick to minimize exposure, while maintaining as much of 
the integrity of the sample and accuracy of analysis as possible. Because safety is an essential 
component to the motivation behind this research, in testing new techniques, Cu metal is used as 
a surrogate to ∂-phase Pu metal and its alloys. Cu not only shares a crystal structure to ∂-phase Pu 
(face centered cubic (FCC)) but also undergoes similar oxidation formation mechanisms at similar 
temperature and environments [47]. Utilizing the Cu oxide layer growth as a forensic signature 
minimizes some risks associated with handling SNM as well as maintain the cohesion of the core 
sample.  
Oxide formation and layering of oxide species during thermal treatment has been studied ad 
nauseum, but often overlooked is the fractionation of stable oxygen (O) isotopes inherent to these 
processes [48-50]. Isotopic fractionation refers to the separation of the variable masses of each 
element, dependent on the number of neutrons in the nucleus. Isotopic fractionation may occur in 
systems undergoing phase changes such as condensation, evaporation, and precipitation or during 
chemical reactions such as oxidation which affect the relative abundance of each isotope in the 
system. For example, lighter O isotopes (16O) are incorporated into water vapor during 
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evaporation, making the residual water enriched in heavier O isotopes (18O). Because oxidation is 
a kinetic process, a preferential uptake of lighter O isotopes is expected in the product. The O 
isotope composition in a sample is expressed using the following equation [51]: 










where the ratio of 18O/16O isotopes in the sample is determined using isotope ratio mass 
spectrometry (IRMS) and compared to the same O isotope ratio of an international standard with 
known isotope composition. This method is used in geological applications to derive information 
on climate, temperature history, and mineral formation, which are usually controlled by kinetic 
and/or equilibrium isotope fractionations taking place in the surrounding environment [52]. More 
applicable to materials research is the use of O isotopes in corrosion sciences as tracers for 
temperature effects on various metallic pipes and components [53-56]. This study aims to 
investigate the oxidation growth and simultaneous O isotope fractionation on the surface of Cu 
metal with air under time- and temperature-dependent thermal aging experiment.  
To further support the IRMS measurements of this study, Raman spectroscopy was employed for 
each aging experiment to gain insight into the local bonding environment and phase fractions of 
the different oxides. The literature on O isotope behavior in different metal oxide phases is not 
well established at temperatures between 250 °C and 400 °C. It has been proposed that the effect 
of isotope exchange can be neglected apart from a change in mass, and consequential shift in 
Raman vibrational mode as caused by a distortion in crystal lattice [56].  
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However, in the past two decades studies have shown that isotopic fractionation can cause changes 
in other properties such as thermal conductivity and elasticity, making it critical to understand the 
underlying mechanisms [57]. Motivated by commitment to global security, the implications of this 
study are two-fold: (i) to improve accurate identification of aged SNM alloys and (ii) to highlight 
the importance of isotopic fractionations in an accelerated oxide growth. 
Experimental Setup 
 
A total of nine McMaster-Carr ® copper (Cu) samples were analyzed which were prepared as 6 x 
6 mm2 square plates cut from a 99.9% pure 0.8 mm thick Cu metal sheet. In a first experiment, 
four Cu squares were heated for 1 hour at 250 °C, 300 °C, 350 °C, and 400 °C, and in a second 
experiment five Cu squares were heated at 350 °C for 1.5, 2, 2.5, 3, and 3.5 hours. The sheet of 
Cu was initially protected by a plastic coating to prevent oxidation, which left a residue on the 
surface of the material upon removal.  
To create an impurity free base layer for oxidation experiments, all Cu squares were polished 
electrochemically at the beginning of each experiment, previous to heat treatment, in a solution of 
2 wt.% potassium hydroxide (KOH) at room temperature following the procedure in [30]. After 
drying in ambient air, they were placed in a Carbolite High Temperature Furnace 1800 and heat 
treated for their respective times and temperatures in an ambient air environment. The laboratory 
is temperature controlled at approximately 20 °C year-round with no humidity control. 
A Micro-Raman Horiba LabRAM HR Evolution spectrometer was utilized in this study to acquire 
spectra of all time- and temperature-dependent series of oxidized copper samples. A spectral range 
from 100 cm-1 to 1200 cm-1 was used with a green laser of 532 nm as excitation source. The spectra 
were recorded with a liquid nitrogen-cooled charge coupled device detector. Previous to any 
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measurement, the machine was calibrated with a Si sample to ensure all components were 
functioning and would produce reliable spectra.  
A 50x magnification objective was used to focus on the oxide layer surface in atmospheric air with 
a laser power of 1%. This low power was selected to avoid heating and potentially further oxidizing 
the samples. The Raman spectrometer was operated in confocal mode with a beam-spot size of ~2 
µm. All spectra were recorded by two accumulations of 60 second measurements for each sample. 
The software package Lab Spec 6, was employed to control all parameters, focus the lens, and 
display the collected spectra. Both the time- and temperature-dependent series Cu oxide samples 
were measured with Raman spectroscopy. 
After thermal treatment and Raman spectroscopy characterization, the oxidation layer produced 
on the surface of each Cu sample was scraped off using a stainless-steel laboratory scalpel onto a 
solid aluminum polished plate. The scraped powder was then filled into a small silver foil capsule 
until the sample mass was between 0.25 and 0.50 mg. The capsule was folded into a sphere, then 
placed into a sample holder and allowed to set for 2 hours at 60 °C in air to ensure samples had 
been removed of all moisture before being dropped into the elemental analyzer (EA) for final 
combustion.  
The Cu oxide samples were decomposed into a CO gas in the EA utilizing helium gas as a purge 
for the system and analyzed for O isotope composition (δ18O) using a Delta Plus XL mass 
spectrometer. The O isotope results are reported in units of per mil with respect to the Vienna 
Standard Mean Ocean Water (V-SMOW). Standard deviation of 𝛿18O analysis varied between 
individual runs, from +/- 0.5 ‰ to +/- 4.0 ‰. Since the oxide layer was scraped off, the measured 
δ18O presented in this paper represents a bulk composition of the entire thickness and different 






Raman spectroscopy was used to gain insight into vibrational signatures of different oxide phases 
which form on the Cu surface as a function of annealing temperature and time. Several Raman 
modes are observable that change as a function of temperature and time (Fig. 2). Raman peaks at 
297 cm-1, 345 cm-1, 630 cm-1, and 1130 cm-1 are attributed to CuO [58,59], while peaks at 148 cm-
1, 220 cm-1, and 417 cm-1 are associated with Cu2O [58-60]. The Raman peak at 510 cm-1 represents 
Cu4O3, an intermediate oxide phase comprised of both Cu2+ and Cu1+ ions [61].  
Both Cu oxide phases are evident in Raman spectra over the entire temperature range and heating 
times. However, the temperature-dependent series contain predominantly Cu2O on the sample 
surface at lower temperatures and a mix of Cu2O, Cu4O3, and CuO, at higher temperatures, which 
is in agreement with previous accelerated oxidation studies at elevated temperatures [62]. The 
time-dependent series maintains the mixture of all Cu oxides, with a larger presence of CuO 
appearing only after 3.5 hours. Raman spectroscopy is a surface technique and not tuned to 
measure oxide thickness, however from peak intensity analysis, it is possible to gain some insight 
to relative oxide growth.  
The total thickness of oxide layer is a function of oxidation time, but the depth is also influenced 
by temperature, i.e. the oxide layer still grows in both cases, but the time-dependent series is 
characterized by a deep growth in the oxide layer while retaining a similar surface composition 
and the temperature-dependent series is characterized by the formation of new surface phases [63]. 
With increasing time, a consistently high Cu2O peak is visible until after 3.5 hours, when the peak 
height of CuO becomes dominant, indicating that a certain level of CuO thickness has developed 
to measure more intensely than the subsurface Cu2O layer.  
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Figure 5: Raman spectra of oxide phases on a Cu substrate exposed to accelerated aging as a function of increasing 
temperature each for 1 hour (left) and to accelerated aging at 350 °C as a function of increasing time (right). All 
measurements have been performed at room temperature and in ambient air. 
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With increasing temperature, the peak intensities for Cu2O and CuO in the temperature-dependent 
series begin at lower intensities than the time-dependent series and the trend for CuO is positively 
linear. This is representative of an incomplete formation of the Cu2O layer until 350°C. This 
distinction in growth and oxide surface abundance between series is confirmed by literature and 
expressed in the series’ relative peak shifts (Fig. 6) [63,64]. 
Isotope Ratio Mass Spectrometry  
The δ18O of temperature-dependent series differed significantly from the time-dependent series. 
The temperature-dependent experiment showed a continuous enrichment in 16O isotopes (e.g., 
decreasing δ18O value) in the oxide layer with increasing temperature, characterized by a 
distinctive linear trend (Fig. 7b, Table 3) from -7.8 to -28.6‰. In contrast to the temperature-
dependent aging experiment, the measured δ18O varied from - 30.3 to -21.3‰ with no distinct 
trend for samples oxidized at 350°C between 1.5 to 3.5 hours (Fig.7a, Table 4). The key similarity 
between the two series is that the δ18O of time-dependent series oscillates around an average value 
of -26.1‰ which is similar to that recorded for the temperature-dependent series at 350°C and 
400°C for 1 hour, -22.4‰ and -28.6‰ respectively.  
The decreasing δ18O in Runs 2 and 3 are agreement with Run 1. Generally, Run 1 showed higher 
δ18O values in lower temperatures compared to Runs 2 and 3. The latter two data points for Run 3 
were not included in the fractionation results (Fig. 7b, Table 3) due to scaling issues in the 
elemental analyzer. Although individual runs were accompanied by varied analytical precision (+/- 
0.5 to 4‰), the trend of decreasing δ18O with increasing aging temperature is similar. The NaF 
reagent was added to the Cu oxide samples in Run 3 (Fig. 7b) to enhance better CO yield in EA, 
as it is a possibility that poor reproducibility of the isotope analysis in Run 1 (+/- 4‰) was related 




The Raman measurements presented in this study show that Cu oxidizes readily as Cu2O is initially 
formed at lower temperatures and CuO at temperatures above 300°C (Fig. 5) which agrees well 
with previous studies [63,65]. In the temperature-dependent series, the filling out of the Cu2O 
phase and formation of CuO is also supported by the decrease of O vacancies in Cu2O (147 cm-1) 
and increase in the main Raman mode of Cu2O (220 cm-1) [20,64]. The time-dependent series ratio 
of 147/220 cm-1 remains somewhat the same because at a constant temperature of 350°C, the Cu2O 
layer is mature, the CuO layer has formed, and the O vacancy concentration has no catalyst to 
change. Namely, higher reactivity with air in higher temperatures should result in fewer O 
vacancies.  
Diffusion of Cu ions along grain boundaries of Cu2O is attributed as the mechanism for oxidation 
in the temperature regime of 200°C - 550°C, so it is expected to see the oxide formation affected 
by the size of the Cu2O crystals [63]. The continued oxide growth seen for both series (Fig. 6) is 
most likely due to the consistency in grain size of Cu2O, observed through the sustained 220 cm-1 
Raman peak. For the time-dependent series, the CuO peaks increase and at 3.5 hours, the primary 
Raman mode of CuO (300 cm-1) dominates over that of Cu2O (220 cm-1). There is no observed 
emergence of new peaks in this series, which means that aging time (under the present conditions) 
has little impact on the type of oxide that grows (Fig. 2), and the increase in 300 cm-1 and 
appearance of 350 cm-1 indicates a thickening of the CuO layer. In fact, the Raman spectra reveal 
markedly similar oxide phases in the time-dependent series samples to the sample of the 
temperature-dependent series oxidized at 350°C and 400°C for 1 hour. In these samples, the 147 




Figure 6: Raman peak intensity of the two primary Raman modes of CuO (298 cm-1) and Cu2O (220 cm-1) relative 




Figure 7: a) Isotope ratio mass spectrometry (IRMS) results of δ18O in Cu oxide from samples for the time-dependent 
series. The error bars are included (+/-4‰). b) IRMS results of temperature-dependent series for the original sample 
set (Run 1) with two validation sample sets (Runs 2 and 3). Sodium fluoride was added to Run 3 to improve 
combustion in the IRMS. The error bars are +/- 4‰ for Run 1, +/- 2.2‰ for Run 2, and +/- 0.5‰ for Run 3. Each data 
point represents an individually aged sample; however, lines are included to guide the eye. 
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Table 3: Oxygen isotope results for temperature-dependent aging experiments. 
Temperature 
[℃] 
δ18O – Cu Oxide [‰] 
Run 1 Run 2 Run 3 Average 
250 -7.8 -19.2 -16.5 -14.5 
300 -17.9 -23.7 -22.7 -21.5 
350 -22.4 -27.6 Off scale -25.0 




Table 4: Oxygen isotope results for time-dependent aging experiments at 350°C. 










There is evidence of the CuO vibrational overtone at 1130 cm-1 as well as distinct peaks for the 
phase at 297, 348, and 630 cm-1 [65]. Cu2O is observed at 417 cm-1 and small crystals of an O 
deficient mixed phase Cu4O3 are represented by the broad peak at 510 cm-1 (Fig. 5). Not only are 
these samples comparable through Raman spectra, their O isotope compositions are in agreement 
as well. The average δ18O value of the time-dependent series is -26.1‰, while the δ18O values for 
the samples of the temperature-dependent series oxidized at 350°C and 400°C for 1 hour are -
22.4‰ and -28.6‰, respectively (Table 3), implying enrichment in 16O isotopes. It is important to 
reiterate that there is still 18O in the sample; the negative δ18O value simply means that there is an 
increase in 16O uptake with increasing temperature with respect to the sample’s isotope 
composition at lower temperatures. 
With increasing temperature, the data reveals peaks moving to the left and sharpening caused by 
a temperature-induced grain growth within the oxide layer (Fig. 6). This is most apparent with the 
peak of 1130 cm-1 and 630 cm-1, corresponding to CuO and somewhat with the peak of 510 cm-1, 
corresponding to Cu4O3. However, no peak is detectable at 1130 cm-1 in the temperature-dependent 
series for 250°C and 300°C at 1 hour. Given that the structure of Cu4O3 has an upper stability limit 
ranging from about 400 °C to 525 °C, the 510 cm-1 peak broadens in width and shrinks in intensity 
at higher temperatures [66,67].  For these reasons, we focus on the peak shift of CuO at 630 cm-1, 
as it is apparent in all time- and temperature-dependent oxidations (Fig. 8). The overall shift for 
the samples in the studied temperature regime is dramatic at -19 cm-1 whereas the Raman modes 
of the time series samples seemingly fluctuated resulting in an overall shift of merely -3.4 cm-1. 
The largest shift is observed between 300 °C and 350 °C (-16.1 cm-1). The observed shift is 
triggered by the increase in temperature, into the regime where CuO is more readily formed and 
thus, more structurally stable [24,63]. Due to scraping off the oxide layer for isotopic analysis in 
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the IRMS, the measured δ18O represents a bulk value of the all Cu oxide layers formed, therefore 
it is difficult to directly assess the individual influence of Cu2O vs. CuO on the measured isotopic 
compositions with confidence. However, analysis of the possible O sources can provide some 
information on formation mechanisms of Cu oxides in this study. In an experiment conducted by 
Bernstein [68] which measured O isotope fractionation during the oxidation of copper in dry O2 
gas at < 22 cm Hg, an enrichment in 16O isotopes is observed as in our study (Fig. 5a). His work 
indicates a distinct decrease of δ18O values by ~16 to 25‰ compared to O2 gas in elevated 
temperatures (70 to 250°C). Note that on Fig. 5a, the magnitude of this isotope fractionation is 
shown using a 1000lnα value which is a difference between δ18O of Cu oxide and O2 gas as follow:  
 
1000ln(a)Cu oxide - O2 ≈ δ18OCu oxide - δ18OO2 
 
The decrease of δ18O is in part due to the reaction being a kinetic process where the light 16O 
isotopes are reacting at a faster pace compared to heavier 18O isotopes. However, the difference in 
δ18O between Cu oxides and pure O2 gas measured by Bernstein [68] were contained in a smaller 
range (~16 to 25‰) as compared to our study (~31 to 53‰) carried out in the presence of 
atmospheric O2. Further work by Brown [69] showed that the magnitude of δ18O decrease appear 
to be also controlled to some degree by texture and size of Cu material, involving a varied range 
of O isotope fractionations (~9 to 43‰) during Cu oxide formation at temperature range of 1 to 
100℃ (Fig. 9a). In contrast to previous studies [68,69], our experiments were carried out under a 
higher temperature range (250 to 400 °C), within the growth regime of CuO, and in the presence 
of air with both atmospheric O2 and water vapor (moisture) present. 
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Figure 8: Measured position of the 630 cm-1 Raman mode of CuO as a function of temperature and time. 
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While the results of our study are in general agreement with these earlier studies in pure O2 
environments[68,69], in that the formation of Cu oxides is likely accompanied by enrichment in 
light 16O isotopes, the estimated oxygen isotope fractionation (e.g., 1000lnα) between atmospheric 
O2 and Cu oxides showed distinctive negative correlation with increasing temperature (Fig. 9a). 
The latter is not apparent in the Bernstein [68] and Brown [69] studies. As shown on Figure 9b, the 
observed negative correlation between 1000lnα and temperature resembles a similar trend as 
observed for equilibrium (temperature-dependent) isotope fractionations between various metal 
oxides and liquid water at lower temperature range of 50-200°C. This suggests that there might be 
additional O isotope exchange between CuO and water vapor in air  after the initial phase(s) of Cu 
oxide were formed (Fig. 9b), which was absent in the Bernstein and Brown’s experiments (Fig. 
9a).  
On Figure 6, the estimated ranges of δ18O of Cu oxides are presented using the known O isotope 
fractionations for reactions with atmospheric O2 and water vapor (see Fig. 9 for reference). Clearly, 
the majority of our data falls in the field of O isotope exchange with water, suggesting this process 
likely controlled the δ18O of Cu oxides. In our study, the δ18O of atmospheric O2 and water vapor 
were not measured. Thus, the presented isotope fractionations (1000lnα) on Fig. 5ab are theoretical 
estimates based on the assumed δ18O for atmospheric O2 (+23.5 ‰) [70] and water vapor of local 
precipitation (-17 ‰), and measured δ18O of Cu oxides (Tables 2, 3).  
Although previous studies did not determine the exact fractionations during O isotope exchange 
between Cu oxides and water, in the studied temperature range (250 to 400°C) the 1000lnα should 






Figure 9: (a-b) Variation of 1000ln(a) as a function of temperature for Cu oxides from this study compared to 
previously published data for other metal oxides. The fractionation factor, a, is the ratio of heavy to light oxygen 
isotopes in the metal oxide compared to the ratio of heavy to light isotopes in the oxygen source (atmospheric O2 on 
(a) and water vapor on (b). Note that 1000ln(a)oxide-water ≈ δ18Ometal oxide - δ18OO2/water. For this study, the 1000ln(a) 
values (in black) were calculated using the measured average δ18O values of Cu oxides, the known δ18O of +23.5 ‰ 
for atmospheric O2 [70] on (a), and the estimated δ18O of -17‰ for water vapor on (b) based on the δ18O of local 




Figure 10: Variation of measured average δ18O values as a function of temperature for Cu oxides from this study 
(black solid and open circles) compared to the  δ18O values of atmospheric O2 and water vapor (grey lines), and 
theoretical ranges of δ18O estimated for Cu oxides (gray fields) using isotope fractionations with pure O2 gas reported 
by Brown [69] and Bernstein [68] and oxygen isotope exchange between various metal oxides and water reported by 
Zheng [71]. 
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Generally, a couple of different explanations can be offered to explain the measured discrepancies 
in the observed temperature-dependent oxygen isotope fractionations. Firstly, it is possible that O 
isotope fractionations between Cu oxides and water vapor are different than in the presence of 
liquid water. For example, there is a significant O isotope fractionation between liquid water and 
water vapor leading to preferential uptake of 16O isotopes into vapor phase [72], which would 
increase the 1000lnα values presented on Figure 10b particularly in lower temperatures.  However, 
this process would have a minor effect on the δ18O of Cu oxides in higher temperatures because O 
isotope fractionations between liquid water and water vapor are relatively small/negligible (1.6 to 
0 ‰) in the studied temperature range of 250 to 400℃, respectively [72]. Secondly, the measured 
δ18O of Cu oxides might represent a subsequent oxygen isotope exchange acquired at the lower 
temperature range (<200℃) during cooling of the furnace as inferred from the decreasing trends 
of 1000lnα for varied metal oxides in lower temperatures [73] (Fig. 10b). Note that it took ~1 hour 
to cool the furnace prior removal of the Cu oxide samples for Raman and isotope analyses, thus 
the samples were exposed to lower temperatures for the same duration as during the main 
experiment.  
While we are unable to definitely determine the exact temperature of isotope exchange with water 
vapor in this study, a compilation of our results presented on Figs. 9 and 10 show that there is a 
distinctive, large O isotope fractionation during formation of Cu oxides in reaction with air (in the 
presence of both O2 and water moisture), even larger than in the presence of O2 only [68,69]. This 
implies that δ18O of oxide materials might be a very useful forensic tool for studying conditions 
during aging of nuclear materials under natural conditions (e.g., exposure to atmospheric air). 
Future studies should focus on O isotope exchange between metal oxides and water vapor to better 
constrain temperature-dependent isotope fractionations that likely affect the δ18O of oxide 
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materials. If successful, this could be used to make potential correlations with climatic/geographic 
regions, given that the δ18O of air moisture is strongly controlled by temperature and local 
conditions. For example, the δ18O of local water vapor varies highly worldwide and is strongly 
controlled by a distance from equator, altitude and latitude [74]. As the oxidation rate is slower at 
ambient surface temperatures, the water vapor that is in contact with the metal may be similar to 
the annual average δ18O of water vapor in precipitation [75]. It is expected that regions with dry 
air may show higher δ18O in oxide materials as atmospheric O2 with higher δ18O of +23.5‰ would 
be mainly used as the oxidant without further significant modification by oxygen isotope exchange 
with water vapor.  
In broad terms, temperature triggers the formation of individual copper oxide phases and the 
fractionation of O isotopes in air environment, while time determines how much of each oxide 
phase will form. At 350°C, the time-dependent series already has experienced growth of Cu2O and 
a layer of CuO for the uptake of 16O isotopes, as well as the energy in the form of high temperature 
to induce diffusion of Cu ions through the Cu2O layer for total oxide growth. For the temperature-
dependent series, we see an increase in energy of the system with each increment of temperature, 
and a new growth regime after 320°C. The CuO phase fully develops, exchanges isotopes with 
water vapor and thus, more 16O isotopes are incorporated.   
Conclusions and Recommendations 
 
A Cu-rich oxide layer (Cu2O) formed on a Cu metal sample when exposed to air at temperatures 
ranging from 250 to 400 °C. Above 300 °C, Raman spectroscopy indicated the growth of a second, 
O-rich phase (CuO). Concurrent to this oxidation process, the δ18O of Cu oxides systematically 
decreased with increasing temperature from -7.8 to -28.6‰. This study demonstrated that the 
temperature of oxidation determines what type of Cu oxide phase will grow and the magnitude of 
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oxygen isotope exchange between the maturing oxide phases and water vapor in air. The O isotope 
fractionation in Cu oxides do not show any significant trend with the thickening of oxide phases 
at a constant temperature of 350℃ (increased time). The main source of O for Cu oxide in this 
study is most likely water vapor as a result of a subsequent isotope exchange process (e.g., after 
CuO oxide formation) with moisture in air. Due to local water vapor having extremely distinct, 
negative δ18O values, the IRMS analysis of metallic oxides could be used to determine a location 
that the oxide has been in for prolonged period of time as well as thermal history of an oxidized 
nuclear material. While this study focused on accelerated aging, further research under more 
realistic aging time scales with better controlled environments (varied proportions of O2 versus 
water vapor contents, etc.) is needed in order to further improve the interpretation and calibration 
of this forensic isotopic signature. This technique could be an invaluable asset for applications in 







CHAPTER 2: STRUCTURAL MODIFICATION OF CU METAL 





Radiation-induced effects and their influence on oxidation processes were evaluated for their use 
as a forensic tool for special nuclear material (SNM). A beam of 10 MeV Au3+ ions were used to 
mimic the accumulation of microstructural damage from self-irradiation through the decay of 
radionuclides. Several copper samples were irradiated as suitable surrogate materials at 200 °C 
with a flux of 1x1012 ions/cm∙s to damage levels of 5, 10, and 15 displacements per atom (dpa). 
This corresponds to about 50, 100, and 150 years, respectively, of accumulated a-decay damage 
in a PuGa alloy assuming a damage rate of 0.1 dpa/year. After irradiation, all samples were 
exposed to an accelerated aging process induced by thermal treatment at 350 °C for 1 hour in air. 
This resulted in the growth of a mixed oxide layer (Cu2O and CuO) which was characterized in 
detail using several complementary analytical techniques: Scanning Electron Microscopy, Raman 
spectroscopy, Synchrotron X-ray diffraction (transmission mode), and Grazing Incidence X-ray 
diffraction. The oxide layer growth of irradiated Cu at 350°C is distinctly modified as a result of 
the ion irradiation. Most notably, the growth of the CuO phase is suppressed with increasing 
radiation damage on the Cu substrate, and structural changes occurred in the Cu2O phase. These 
results indicate that damage from self-irradiation over time can cause quantifiable modifications 
in the oxidation process of metals that could be harnessed for their use as a novel forensic tool.  
Introduction 
The control of Special nuclear material (SMN) and strategic special nuclear material (SSNM), 
namely Pu, is crucial to national security as the element can be utilized in nuclear explosives 
[76,77]. Plutonium has a complex phase diagram with  many different  structure types that form 
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over a range of temperatures; of interest for the nuclear forensic community is delta-phase Pu, 
which is stable from 310 °C to 452 °C for pure Pu or can be stabilized at room temperature with 
addition of ~0.3% Ga. It is of supreme importance that these materials be monitored, studied, and 
documented for (i) facility accountability and (ii) nuclear forensics and recovery in the event of 
their diversion from a nuclear facility. Both physical and chemical properties of SNM/SSNM 
evolve over time due to the decay and transmutation of radionuclides as well as the accumulated 
damage from self-irradiation [1,2,5]. These changes occur gradually with time and can be 
correlated with the age of the material for forensic purposes. As mentioned previously, 
radiochronometry utilizes mass spectroscopy to determine the changes in chemical compositions 
and ratio of radioisotopes as a measure of the time that has passed since material fabrication [78]. 
Decay counting techniques based on alpha or gamma emission are in some cases employed to 
identify specific radionuclides that have formed in a given material [79,80].  
Many material identification techniques are currently used for SNM/SSNM with each having some 
limitations, such as being destructive, requiring large sample quantities (>20g), or being only 
applicable to certain radionuclides [81]. Nuclear resonance fluorescence (NRF) techniques have 
been recently explored as nuclear forensic tools as they offer a non-destructive analysis of isotope-
specific resonances in a material [82] . While most techniques are based on changes in the 
chemistry of a material, the use of radiation-damage accumulation as forensic signature is very 
limited. In geochronology, fission-track dating is an important tool to construct the thermal history 
of geological and archeological specimens [83]. This technique is based on nanoscale damage 
trails (tracks) that are induced by spontaneous fission of uranium and thorium, and the density and 
size distribution are determined by chemical etching and optical microscopy [84]. In a similar way 
Pu decays over time through alpha decay which creates defects in the material from self-irradiation 
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[85]. Additionally, Pu metal is subject to surface oxidation when exposed to high temperatures and 
an oxygen-containing atmosphere [4]. Atomic displacements are generated primarily by collision 
cascades induced by the heavy recoil nucleus (~100 keV) and the alpha particle (~5 MeV) at the 
end of its range [1]. These processes create Frenkel defects (interstitial-vacancy pairs) and helium 
bubbles from alpha particle accumulation, all of which lead to unit-cell volume swelling, strain, 
and degradation of thermo-mechanical properties of the material.  
Due to the extremely restrictive handling of Pu, Cu is often used as an analogue to study its 
behavior under various conditions. Motivated by its use in nuclear applications, systematic ion 
irradiation experiments have been performed over the past decades on Cu, and the radiation 
damage and its dependence on ion-beam conditions and irradiation temperature are well 
understood [12-15]. It has been shown that ion irradiation leads to the formation of individual 
Frenkel defects and defect clusters which depends strongly on the irradiation temperature. 
Significant changes in the microstructure of Cu are observed for ion irradiation at temperatures of 
approximately one-third of the melting temperature (TM)  [13]; however, an increased mobility of 
Cu interstitials at elevated temperatures also leads to efficient damage annealing, resulting in 
defect recovery where typically ~0.1% of the initially induced defects remain. 
Besides radiation damage, oxidation is another important phenomenon that results in chemical 
changes in SNM. Oxidation mechanisms in Cu are comparable to those of ∂-phase Pu in similar 
environments [85,86] with the formation of an initial Cu-rich oxide phase (Cu2O) which 
heterogeneously form in localized sample regions as oxygen adsorbs and coalesces onto the 
surface. At higher temperatures, the O-rich phase (CuO) readily forms on top of the Cu2O layer 
and follows a parabolic growth rate with temperature [86]. How this particular oxidation process 
in Cu is affected by radiation damage is mostly unknown. In this study, ion-beam experiments are 
 46 
combined with oxidation studies to gain insight into the effects of radiation damage on the oxide 
layer growth in Cu under accelerated aging conditions. The complementary analysis reveals 
distinct changes in the oxide phase fractions that depend on the level of radiation damage.  
Experimental Setup 
 
A 99.9% pure, 0.8 mm thick sheet of Cu metal was purchased from McMaster-Carr ® and cut into 
four 6 x 6 mm2 squares. Each square was electropolished to remove any residue from sample 
containment or impurities caused during manufacturing [87]. All ion-beam irradiation experiments 
were performed at the Ion Beam Materials Laboratory (IBML) at the University of Tennessee. The 
facility houses a 3.0 MV Pelletron (model 9SDH-2) tandem electrostatic accelerator, manufactured 
by National Electrostatics Corporation, coupled to three bending ports and endstations [88]. The 
L3 beamline was utilized and is equipped with the custom-built temperature controlled endstation 
manufactured by Thermionics Northwest Company. Irradiation experiments were conducted under 
normal incidence at 2.7x10-8 Torr ultrahigh vacuum (UHV). A temperature-controlled manipulator 
with a 2.5 cm diameter Mo plate fixed with a stainless steel ring served a sample holder system. 
An external power supply connected to a tungsten filament underneath the Mo plate was used to 
heat each sample to 200 °C. Three samples were irradiated as a function of increasing fluence as 
denoted in Table 2, and one sample served as a reference material. The samples were irradiated 
with 10 MeV Au3+ ions at a particle flux of 1×1012 ions/cm2/s at a temperature of 200 °C, 
corresponding to approximately 0.35TM of Cu with TM being the melting temperature. After 
irradiation, all samples were rapidly cooled with liquid nitrogen attached to the sample holder and 
heating filament. The fluence calibration was performed using a Faraday cup placed in the beam 
behind the sample manipulator [89].  
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Based on a Pu self-irradiation defect accumulation rate of 0.1 dpa per year, the ion-beam conditions 
have been adjusted to reach target damage level of 5, 10, and 15 displacements per atom (dpa) in 
Cu (Table 2). For that purpose, the radiation damage was quantified using the Transport of Ions in 
Matter (TRIM) package within the SRIM (Stopping and Range of Ions in Matter) program (Fig. 
8) [90]. Following a method developed by Stoller et al. [28] lattice and binding energies were set 
to zero in the TRIM calculation and, using the Kinchin-Pease model, the number of Frenkel pairs 
produced per ion are expressed in accordance to equations 1-3 in the Pre-detonation Materials 
section. After irradiation, 4 Cu samples (pristine, 5 dpa, 10 dpa, and 15 dpa) were subjected to 
accelerated aging by heating them within an ambient atmosphere to 350 °C for 1 hour using a ramp 
rate of 10 °C/min in a Carbolite High Temperature Furnace 1800. All samples were heated 
simultaneously on an alumina plate to minimize temperature uncertainties among different 
samples. The furnace was switched off after the heating cycle, and samples were allowed to cool 
to room temperature before removal from the furnace. All samples were stored within an inert 
nitrogen atmosphere in a glove box before and after irradiation, oxidation, and subsequent 
structural analysis. Scanning electron microscopy (SEM) was utilized to image the sample surfaces 
after ion irradiation and prior to oxidation using a Zeiss Dual Beam FIB/SEM. The images were 
obtained with a 10-keV electron beam using a magnification of 6.3-6.9 kx under 2.2 x 10-6 Torr 
vacuum. A reduced beam energy and current of 30 kV and 50 pA were selected to minimize further 
sample alteration or damage annealing by the electron beam. Grazing incidence X-ray diffraction 
(GIXRD) was performed after irradiation and prior to oxidation using a Panalytical X’Pert3 MRD. 
The grazing-incidence mode was used due to the shallow depth of the ion-beam damage (Fig. 11). 
The measurements were conducted using the Cu K-a wavelength of 1.54 Å with a fixed divergence 





Figure 11: TRIM simulations of 10-MeV Au3+ ions in Cu showing (a) the relative damage versus ion penetration depth 
and (b) the ion range. 
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The incident grazing angle was 1°, which corresponds to a measurement depth of approximately 
0.9 µm, considering a Cu density of 8.94 g/cm3 and a packing factor of ~1. This X-ray depth 
corresponds approximately to the location of the peak damage level as estimated through TRIM 
calculations (Fig. 11a).  
Raman spectroscopy was used to characterize the irradiated samples after oxidation using a high-
resolution micro-Raman spectrometer from Horiba (LabRAM HR Evolution) equipped with liquid 
nitrogen-cooled charge-coupled decide (CCD) (Symphony). The measurements were performed 
with a green laser (532 nm) at a magnification of 50x and power setting of 7.95 mW to avoid laser-
induced damage or heating. A two-dimensional Raman spectra map was recorded across each 
copper oxide surface utilizing a 100 µm2 grid with 600 gr/mm and two accumulation steps each at 
120 s. These map measurements were taken in the center of the samples to eliminate bias from 
nonuniformities around the edges. The software package Lab Spec 6 was employed to collect and 
analyze all Raman spectra. 
Finally, the oxide layer on each copper sample was carefully scrapped off with a dull needle and 
crushed into a fine powder. The resulting powder was loaded into microscopic sample holders 
consisting of 100 µm holes drilled into a 25-µm thin molybdenum foil. Synchrotron-based X-ray 
measurements were performed at the HPCAT sector at beamline 16 BM-D at the Advanced Photon 
Source of Argonne National Laboratory [44]. A highly-focused X-ray beam (spot size: ~25 µm) 
was used for diffraction measurements in transmission mode to study the oxide samples pressed 
into the microscopic sample chambers. This approach was originally developed for irradiated 
powder samples and sample-holder preparation and X-ray measurement procedures are described 
in detail elsewhere [44]. The measurements were performed using a 30 keV X-ray beam and a 
MAR345 CCD detector in air at ambient temperature using exposure times of 300 seconds.  The 
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resulting 2-D diffraction images were integrated into 1-D 2θ-intensity profiles (XRD patterns) with 
the Dioptas software [91] which were analyzed by Rietveld refinement [92] using GSAS-II 
software [93] to obtain unit-cell parameters and establish fractions of the different copper-oxide 
phases.  
Results and Discussion 
GIXRD was used to analyze the effect of ion irradiation in the Cu metal as a function of increasing 
dpa level (Fig. 12). The X-rays from the utilized GIXRD setup penetrated to a depth of 0.86 µm, 
which was larger than the peak-damage level (~0.75 µm) but smaller than the ion range was (~1.5 
µm). Thus, the XRD patterns are representative of the damage layer induced by the 10-MeV Au 
ions in Cu.  The two diffraction maxima (111) and (200), which are apparent in the pristine and all  
irradiated samples were fitted using a Psuedo-Voigt profile (Fig. 12).  
Peak positions and widths remain unchanged within the uncertainties and only the peak-intensity 
show variation among the series. While the intensity of  (111) and (200) are similar in the pristine 
sample and after irradiation to 5 dpa, the (200) maximum is lower in intensity for the 10 dpa 
samples and the opposite trend is observed after irradiation to 15 dpa. The notable reduction in 
peak intensity of the (200) peak at 10 dpa is unusual and difficult to confirm with existing literature. 
The changes in peak intensities may be related to defect accumulation and saturation with 
increasing dpa level, but texture effects in the Cu samples may also explain the behavior of peak 
intensities.  
There is no evidence of oxide phases in the XRD patterns that may have occurred during irradiation 
or sample handling in air. Irradiation effects in Cu have been studied in great detail [94-97], and 
under present irradiation conditions using 10-MeV Au ions and an irradiation temperature of 200 
°C, only a small Cu vacancy concentration of <0.1 at.% is expected even at 15 dpa due to 
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recombination and annealing of defects during irradiation and cooling [96]. Defect loss scales with 
ion fluence as more localized thermal zones created by an increase of incident ions triggers 
destabilization of previously formed defect clusters [97]. Defect production is initially triggered 
through cascade events, creating Frenkel pairs and defect clusters. As the irradiation time 
increases, these defects undergo a variety of transformations – most notably, to stacking fault 
tetrahedra (SFT) with the formation and subsequent collapse of dislocation loops [97,98]. SFT are 
highly stable defects and their annihilation requires high temperature annealing (beyond the 
irradiation temperature used here). Due to the high defect recovery and small amounts of surviving 
defects in Cu under the present irradiation conditions, no significant structural changes are 
expected that are readily observable by XRD experiments.  
The oxidation of Cu proceeds with molecular oxygen that initially dissociates on the metal surface, 
producing a string of Cu-O-Cu-O clusters [10-11, 24, 63]. These pre-cursors result in the formation 
of the Cu-rich Cu2O phase in these oxide islands, or nodules, whose growth is facilitated through 
O diffusion across the Cu surface. Excess O at the Cu2O-air interface creates Cu vacancies by 
bonding with two electrons, generating a concentration gradient through which the mobile Cu ions 
are forced by the electric field between the Cu and chemisorbed O. This process is described by 
the Wagner model which attributes oxidation to the diffusion of ions in a system that is electrically 
conductive - in this case Cu1+ to the Cu2O/O2 interface - driven by the decreasing concentration of 
Cu vacancies from the surface (air) to the metal (Cu) [10-11, 24, 63]. Concurrent with the migration 
of Cu vacancies toward the oxide/metal interface, O vacancies are formed and migrate to the 
oxide/air interface where they annihilate with O in air. The rate limited step of oxidation is by 




Figure 12: Grazing incidence XRD patterns of pristine and irradiated Cu metal. The patterns are stacked for increasing 
level of radiation damage expressed as displacements per atom (dpa). The two diffraction maxima are indexed for the 
sample irradiated to 15 dpa. 
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Once a connected Cu2O layer has formed CuO will begin to grow on top if the temperature exceeds 
320°C (Fig. 13a). Given the accelerated aging conditions utilized in this study (350 °C, air) both 
Cu-oxide phases are observable with the Cu2O being much more abundant than CuO (Fig. 13b) in 
the XRD data. The synchrotron X-ray measurement was performed on the entire bulk oxide layer 
which was scrapped off the sample and represents therefore mostly the buried Cu-rich oxide phase. 
In contrast, the Raman spectra are representative of only the most upper layer of the (unremoved) 
oxide which is dominated by the CuO phase. The synchrotron XRD pattern of Cu2O is in good 
agreement with literature data [10], but the CuO phase is difficult to analyze and is only detectable 
by the (002) and (-202) the two very low intensity diffraction maxima (Fig.13b). The Cu2O phase 
is apparent in the Raman spectrum by the dominant mode at 220 cm-1. There is an additional peak 
at 147 cm-1 explicitly related to a defective Cu2O phase (characterized by Cu vacancies). 
Because the Raman is more representative to the upper sample regions – this peak could be 
indicative of the transition zone from Cu2O to CuO revealing the Cu2O phase that becomes 
increasingly Cu vacancy rich until it forms CuO. The spectrum is dominated by the intense 298 
cm-1 mode of CuO with additional modes of this phase at about 345 cm-1and 630 cm-1.   
The data of the oxide layers that form on the unirradiated reference sample after accelerated aging 
will serve as benchmark to identify effects from ion irradiation. As discussed above, the damage 
in the Cu samples is expected to be subtle with small amounts of simple defects and defect clusters.  
Point defects on the Cu surface may create adsorption sites, that lead to an enhanced oxidation 
kinetics [99]. The oxidation kinetics could be similarly affected by more complex defect clusters 
and associated strain fields. It can be expected that radiation damage impacts the oxidation process 




Figure 13: (a) Raman spectrum and (b) synchrotron XRD pattern of pristine Cu oxidized at 350 °C within an ambient 
air furnace for 1 hour. The growth of the two Cu oxide phases (Cu2O marked with pink dots and CuO marked with 
red squares) is confirmed by both techniques. The XRD patter in (b) is indexed for both phases.  
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With increase in oxide layer thickness for extended aging time, the effect of radiation would 
become less pronounced. Previous studies showed that irradiation effects can have a profound 
effect on oxidation. For example, oxidation of pre-irradiated zircaloy (300 keV protons to a fluence 
of 1018 ions/cm² at a temperature of 350°C) showed variation in the phase fraction of ZrO2, with 
the tetragonal phase being suppressed when oxidized at 360°C [100]. In the case of Cu, irradiation 
may have a similar effect on the Cu-oxide phase fractions which can be analyzed by measurements 
of irradiated and aged samples similar as shown in Fig. 13 for the reference sample.  
The Raman spectra of oxidized irradiated Cu indicates that the initially dominating CuO phase in 
unirradiated Cu (Fig. 13a) is suppressed with increasing damage level (Fig. 14a) in agreement with 
the aforementioned study [100]. The most intense mode of CuO at 298 cm-1 significantly decreases 
in intensity with irradiation, broadens and merges with the 350 cm-1 mode. The third CuO mode 
at 630 cm-1 behaves similarly to the 350 cm-1 mode with peak broadening and intensity reduction 
which become more pronounced with irradiation (Fig. 14a). However, the mode at 298 cm-1 
appears to be most impacted by irradiation with an intensity reduction that is more significant as 
compared to the other two modes. The position of the three CuO modes remain remains constant 
but all peaks shift with a similar behavior to lower wavenumbers in the oxide grown on the 15 dpa 
sample (Fig. 15a). To obtain an estimate on the fraction of the two Cu-oxide phases, the ratio of 
the two most intense Raman modes (298 cm-1 for CuO and 200 cm-1 for Cu2O) was compared for 
the 5, 10, and 15 dpa sample (Fig. 15b). With increasing damage level, the CuO phase linearly 
decrease and the Cu2O becomes the dominating oxide phase in the near surface region 
characterized by Raman spectroscopy. After irradiation, a new Raman mode becomes apparent at 
417 cm-1, which can be associated with a two-phonon coupling effect in Cu2O [58, 101-102]. This 
behavior remains unclear but indicates that irradiation effects are also present in the Cu2O phase. 
 56 
The other Raman modes of Cu2O, most noticeably the main mode at 220 cm-1, remain for the 
most part unchanged when comparing the spectra of the irradiated and reference samples. There 
is also no notable effect of radiation apparent in XRD patterns of Cu2O (Fig. 14b). The CuO phase 
remains detectable up to 15 dpa but the overall small amount makes it difficult to quantitatively 
assess changes in the phase fraction similar to that in Raman spectroscopy. The only distinct 
modification in the XRD pattern is the decrease in intensity at 10 dpa in the (200) reflection (Fig. 
14b). This is similarly observed in the irradiated Cu sample prior to accelerated oxidation and can 
be attributed to texture effects [59]. The Cu2O phase grows epitaxially onto the Cu surface, 
resulting in the morphology and surface effects present on the metal translating directly to the 
initial oxide layer growth. 
The Raman and XRD analysis show that irradiation impacts mostly the oxide layer close to the 
oxide/air surface by suppressing the growth of CuO with increasing damage level. This behavior 
is unexpected but can be explained by defects (or associated strain fields) in the Cu metal which 
affect during accelerated aging diffusion processes and the growth of CuO.  
It has been demonstrated that in other materials (e.g., Pt(110)), where oxidation does not occur on 
a pristine surface, ion irradiation and associated defects create adsorption sites that stimulates 
oxygen adsorption [101]. An alternative explanation is that irradiation directly impacts the initial 
growth of Cu2O oxide nodules in the irradiation chamber. Oxidation of Cu proceeds via nucleation 
and growth of oxide islands under low oxygen partial pressure and high temperature, an 
environment similar to that of the irradiation chamber utilized in this experiment [103,104]. 
Additionally, SEM analysis of the pristine and irradiated Cu sample prior to accelerated aging 
shows small circular-shaped surface defects which may represent Cu2O nodules that appear to 
coalesce with increasing fluence (Fig. 16).  
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Figure 14: (a) Raman spectra and (b) synchrotron-based XRD patterns of irradiated Cu (10-MeV Au, 5, 10, and 15 
dpa) after oxidation at 350 °C within an oxygen atmosphere. The two Cu oxide phases, Cu2O and CuO, are marked 




Figure 15: (a) Raman peak shift of CuO with respect to Cu2O 220 peak [cm-1] and (b) Raman peak intensity ratios of 





Figure 16: SEM images of pristine Cu metal (a) and Cu metal irradiated with 10 MeV Au3+ ions to 5 dpa (b), 10 dpa 




a) pristine b) 5 dpa 
c) 10 dpa d) 15 dpa 
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These surface features may represent Cu2O nodules and the evolution under irradiation may 
indicate ion-beam induced modifications in this precursor oxide phase. Thus, the observed changes 
in the oxide phases due to irradiation can be understood by two processes: (i) structural changes 
in the initial Cu2O formation on the metal surface due to increased adsorption sites by defects at 
the Cu surface and/or modification of diffusion processes due to these defects and (ii) radiation 
effects in the precursor Cu2O nodules that alter the growth of CuO under subsequent accelerated 
aging. The Cu-rich Cu2O phase can incorporate considerable amounts of O in its structure before 
transitioning to CuO, demonstrated by bulk O/Cu ratios up to 0.67 [105].  
Thus, if irradiation in the chamber induces Cu vacancies in the Cu2O nodules and this translates 
under further growth during accelerated aging, there can be significantly more O intake in Cu2O 
before CuO forms, which would corroborate the suppression of the latter phase with increasing 
fluence. Which of the two processes is driving the changes in the Cu oxide phases cannot be 
discerned and further studies are required to fully understand the underlying mechanisms. 
However, irradiation has a clear effect on the oxidation growth and the fraction of Cu2O and CuO 
phases can be linked to the irradiation dose.  
Thus, if effects are similar under the conditions of self-irradiation in SNM these changes in the 
oxidation process could be linked to the thermal history of the material and can serve as 
independent forensic tool. In SNM, self-irradiation occurs alongside with oxidation over time and, 
similar to this study, defects in the metal (or alloy) and in the oxide itself may alter the aging 
process and resulting oxide phases. Raman spectroscopy showed most clearly these changes which 
is an important consideration for nuclear forensic as recent development has resulted in simple 
hand-held devices that can be easily employed in the field.   
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Conclusions and Recommendations 
This study utilized Cu as surrogate for special nuclear materials to study the effect of self-
irradiation on oxidation processes. The accumulation of self-irradiation was simulated by ion-
beam experiments using a 10-MeV Au ion beam at 200 °C to damage levels of 5, 10, and 15 dpa 
and oxidation was accelerated by heating the samples within an ambient atmosphere to 350 °C. 
The expected radiation damage in Cu under the applied conditions are point defects, dislocation 
loops, and stacking fault tetrahedra with an overall concentration of <0.1 at.%. Raman 
spectroscopy and XRD experiments showed modifications in the oxide layers and most notably a 
distinct change in the phase fraction with increasing irradiation. The outer CuO phase which forms 
on Cu2O was increasingly depleted with damage accumulation. This can be explained by 
irradiation-induced defects (and associated strain) that serve as additional adsorption sites 
modifying the morphology of the initial Cu2O phase that forms directly on Cu. These defects may 
impact also diffusion process that can also alter the oxidation behavior.  
However, while the main oxidation occurs during accelerated aging at 350 °C in air, precursor 
Cu2O nodules form already in the irradiation chamber and are also exposed to the ion beam. SEM 
analysis showed a clear evolution of the Cu surface morphology prior to accelerated aging. The 
radiation damage in these initial Cu2O oxide islands can also impact subsequent oxidation leading 
to the depletion in CuO in surface regions of the heavily irradiated Cu samples. Similar processes 
may occur during oxidation of ∂-phase Pu with accumulated radiation damage from self-irradiation 




Nuclear debris, resultant in the event of a nuclear detonation, undergoes a complex formation 
process. At time zero, the nuclear device is deployed. In a short time following, this device 
detonates producing a mass ejection of both neutrons and x-rays, pushing out a fireball and wall 
of immense pressure. When the pressure and shock wave connect with the ground, part is 
reverberated upward after impact sending with it a large amount of earth with it. The temperature 
in this cloud of mixed debris is anywhere from 5000 to 20,000 K, melting virtually all elements 
and mixing them in a turbulent, radioactive plume. When this mixture cools, which takes place 
over multiple time scales, it settles in the form of bead and tear-drop shaped glasses. The task once 
this process finalizes is to accurately identify from those glasses what type of device was used and 
where did the material originate from [106]. In pursuit of characterizing these materials, 
inductively coupled plasma-mass spectrometry (ICP-MS) is often employed to obtain high fidelity 
measurements of specific elements and their concentrations. In reality, when conducting these 
measurements, the user is really measuring isotopes while assuming their natural abundances. ICP-
MS requires the sample to be in liquid form, which often involves a digestion process 
accomplished by the use of an acid. It is more difficult to measure elements that tend to form 
negative ions such as Cl, I, and F due to their ionization energy. This is one limitation of using 
ICP-MS – it is capable of detecting any element, but in order to get the elements through the 
instrument relies heavily on their ability and ease of ionization. Other limitations of ICP-MS come 
in the form of interferences, which can either be related to the environment or the analyte and 
spectrometric processes themselves. These involve isobaric, polyatomic/adduct ion, and doubly 
charged ion interferences. It should be noted that sending samples from the site back to an equipped 
laboratory for non-destructive and destructive analysis (NDA and DA, respectively) is still an 
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incredibly critical step of nuclear forensics, integrated to provide unparalleled information on these 
samples. However, the scope of this research on nuclear melt glass focuses on the first line of 
analysis and identification.     
Nuclear Underground Engineered Test Surrogates (NUGETS) 
 
In order to obtain accurate measurements on the composition of melt glass, it is often sent back to 
a laboratory for measurement through a table top mass spectrometer such as an Inductively 
Coupled Plasma Mass Spectrometer (ICP-MS). This process yields reliable results but sacrifices 
precious time. Some decay products have half-lives on the order of minutes which would not be 
detected by the time the sample is transported back to a proper facility [106]. The focus in post-
detonation nuclear forensics is currently to develop novel techniques for on-site characterization. 
Over the past decade, great strides have been made in the replication of this glassy fallout for use 
in pinning down advanced characterization methods [107]. Boone, Auxier, Seybert, Molgaard, etc. 
have formulated a method for reproducing this slurry dependent on location of detonation. They 
have been successful at producing synthetic glasses for trinity site [108], New York, New York 
and Houston, Texas [109] as well as glasses representative of underground detonation at the 
Nevada test site [110]. In addition, there have been preliminary studies focused on urban/marine 
environments [111]. This study utilizes the Nuclear Underground Engineered Test Surrogates 
(NUGETS, NV1X series Fig. 17). Composition of these melt glasses are found in Table 5. For 
explicit methodology on the mathematical formulation of the synthesized components the reader 
should refer to Boone [110]. The NV1X series were formed through firing in a furnace. NV1A and 
NV1B were fired below the liquidus point at 1500°C for 30 minutes while NV1C was fired at 
1600°C for 35 minutes and NV1D at 1570°C for 30 minutes. This is to simulate the variety of 
thermal exposure to the soil and replicate melt glass in different locations.  
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Figure 17: NV1C Sample bottom side (top left) and reflective side (top right) as compared to underground nuclear 
explosive melt debris (U-NEMD).  
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Specifically, for underground nuclear melt glass, the elemental composition is majorly constrained 
to the host geochemistry but will also include elements representative of the device components, 
activation products, and fission products dependent on the type of fuel [110].  
In pursuit of characterizing these materials, inductively coupled plasma-mass spectrometry (ICP-
MS) is often employed to obtain high fidelity measurements of specific elements and their 
concentrations. In reality, when conducting these measurements, the user is really measuring 
isotopes while assuming their natural abundances. ICP-MS requires the sample to be in liquid 
form, which often involves a digestion process accomplished by the use of an acid. It is more 
difficult to measure elements that tend to form negative ions such as Cl, I, and F due to their 
ionization energy. This is one limitation of using ICP-MS – it is capable of detecting any element, 
but in order to get the elements through the instrument relies heavily on their ability and ease of 
ionization. Other limitations of ICP-MS come in the form of interferences, which can either be 
related to the environment or the analyte and spectrometric processes themselves. These involve 
isobaric, polyatomic/adduct ion, and doubly charged ion interferences. It should be noted that 
sending samples from the site back to an equipped laboratory for non-destructive and destructive 
analysis (NDA and DA, respectively) is still an incredibly critical step of nuclear forensics, 
integrated to provide unparalleled information on these samples. However, the scope of this 
research on nuclear melt glass focuses on the first line of analysis and identification. 
Environmental Standards  
    
Utilizing standards as a means of comparison for the chemical characterization techniques 
proposed in this document is critical for validation of results. Particularly, when studying 
synthesized materials that were not manufactured by an accredited company such as the 
aforementioned NUGETS, comparison to a known composition is mandatory. In the procedures 
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outlined below, NUGETS samples are compared primarily to the National Institute of Standards 
and Technology (NIST) Standard Reference Material (SRM) 610 standard [112]. This standard 
has a known composition (Table 6) and has been used in previous studies as an acceptable 
comparison for nuclear melt glass due to its trace amounts of uranium and other fission products 
[113,114]. In addition to this standard, in the formulation of the Partial Least Squares Regression 
(PLSR) code detailed in the sections below, a number of standards between 20-30 are used (Table 
7). These are from the same source of those utilized for the calibration of the ChemCam on Mars 
[115,116]. These samples contain at least 5 compositions higher and lower than the specified 




NUGETS synthesis  
 
From [110], the samples were fired in a CM Furnaces 1700 Series Rapid Temp Lab Furnace 
capable of executing a 12-segment heating profile where each odd numbered segment executes a 
temperature increase at a programmed rate [°C/min]. The even segments allow dwell times at the 
temperature set point for a programmed amount of time. High-purity (2 ppm total impurity content) 
graphite crucibles sourced from SPEX Sample Prep were used in the firing of NUGETS. These 
materials were measured with analytical balances with a resolution of 0.1 mg ± 0.2 mg in separate 
weigh boats. After weighing each chemical constituent, they were placed in a standard ceramic 
laboratory mortar where it is ground by hand with a ceramic pestle until the powder is 
homogeneous. There were minor problems reported in the preparation of NaOH and KOH pellets 
due to humidity.  
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Table 7: Geological Standards utilized for analytical comparison and model formation. 
Sample SiO2 TiO2 Al2O3 Fe2O3T MnO MgO CaO Na2O K2O P2O5 
AGV2 59.30 1.05 16.91 6.69 0.10 1.79 5.20 4.19 2.88 0.48 
BCR2 54.10 2.26 13.50 13.80 0.20 3.59 7.12 3.16 1.79 0.35 
BEN 38.20 2.61 10.07 12.90 0.20 13.15 13.87 3.18 1.39 1.05 
BHVO2 49.90 2.73 13.50 12.30 0.17 7.23 11.40 2.22 0.52 0.27 
BIR1 47.70 0.97 15.40 11.33 0.18 9.70 13.40 1.81 0.03 0.03 
BK2 58.83 1.94 14.77 8.78 0.19 2.82 4.64 3.35 3.99 0.71 
BT2 48.57 1.52 16.46 11.09 0.15 6.42 7.92 4.48 1.28 0.44 
GBW07103 72.83 0.29 13.40 2.14 0.06 0.42 1.55 3.13 5.01 0.09 
GBW07113 72.78 0.30 12.96 3.21 0.14 0.16 0.59 2.57 5.43 0.05 
GBW07311 76.26 0.35 10.37 4.78 0.32 0.62 0.47 0.46 3.27 0.06 
GBW07312 77.29 0.25 9.30 6.20 0.18 0.47 1.16 0.44 2.91 0.05 
JR1 75.41 0.10 12.89 0.89 0.10 0.09 0.63 4.10 4.41 0.02 
UNSZK 74.38 0.04 14.19 1.75 0.03 0.07 0.43 4.50 4.06 - 
GBW07104 60.62 0.52 16.17 4.90 0.08 1.72 5.20 3.86 1.89 0.24 
GBW07114 0.58 0.02 0.09 0.21 0.01 21.64 30.00 0.03 0.04 0.01 
GBW07217A 0.95 - 0.29 0.38 0.06 20.91 30.67 0.02 0.00 0.00 
GBW07110 63.06 0.80 16.10 4.72 0.09 0.84 2.47 3.06 5.17 0.36 
NAU2 48.70 0.60 4.53 31.76 0.02 0.77 1.96 0.70 0.13 - 
JA2 56.42 0.66 15.41 6.26 0.11 7.60 6.29 3.11 1.80 0.15 
JA3 62.26 0.68 15.57 6.59 0.11 3.65 6.28 3.17 1.41 0.11 
SWY1 62.90 0.09 19.60 3.71 0.01 3.05 1.68 1.53 0.53 0.05 
JB1B 51.11 1.26 14.38 9.01 0.15 8.14 9.60 2.63 1.32 0.26 
JB2 53.20 1.19 14.64 14.34 0.20 4.66 9.89 2.03 0.42 0.10 
JB3 51.04 1.45 16.89 11.88 0.16 5.20 9.86 2.82 0.78 0.29 
JA1 63.97 0.85 15.22 7.01 0.16 1.57 5.70 3.84 0.76 0.17 




Amounts of ~1g were then placed into a crucible and either fired at their programmed regime one 
at a time or placed in vacuum storage. Other issues reported within the sample preparation include 
fluctuations in the furnace (up to 25°C) for up to 10 minutes at a time. 
Ammonium Biflouride Digestion 
The most sample destructive component in this research is the use of ammonium biflouride (ABF) 
for digestion. However, this is only a technique used to validate the experiments outlined in 4.7. 
This is a chemical digestion technique and to be used on material that has completed all other 
characterization techniques, as the process irreversibly destructs the sample.  
Following Hubley, et al. [113] procedure, approximately 20 mg of NV1X series of NUGETS are 
loaded into a Savillex PFA 15 mL conical test tube. Solid ABF is added so that a 7:1 ABF to 
sample ratio was maintained and then the samples are heated for 30 minutes in an Al hot block at 
230°C. A volume of 2 mL of HNO3 is then added to each test tube which is then heated for 1 hour 
at 160°C  in the Al hot block.  
The aqueous samples are transferred to a PTFE beaker and rinsed with 18.3 MΩ high purity water 
then taken to near-dryness on a hot plate. The residue is dissolved in 2 mL of 8 M HNO3 and 
transferred to a 15 mL Falcon test tube. The solution is then diluted to 10 mL with 18.3 MΩ high 
purity water. Rigorous studies in C-AAC proved that the concentration of the nitric acid during 
the sample heating does not have a large effect on the elemental recoveries of the NIST 610 glass 
[114]. Performing this digestion allows for a fast preparation and prevents the necessity of highly 
hazardous chemicals such as hydrofluoric acid. The possible recovery issues of this technique 
include Ca and Mg having a tendency to precipitate with F. Si was also expected to have poor 
recovery due to the reaction with ABF generating SiF4 which volatizes off as a gas. 
Analysis Techniques  
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Inductively Coupled Plasma – Optical Emission Spectroscopy (ICP-OES) 
 
Upon complete digestion, the NV1X series of NUGETS are measured through and ICP-OES to 
obtain high fidelity measurements of specific elements and their concentrations (Fig. 18). The 
solution from 4.6 is pumped through a peristaltic pump into a nebulizer to generate aerosol in the 
spray chamber, where approximately 10% of the analyte is actually transferred - the rest is drained 
due to the particle size being too large. Once in the spray chamber, the analyte is flushed through 
with argon gas, which both carries the analyte and is itself vaporized into a plasma by the ICP 
torch. The ion source for an ICP-OES, is a high temperature argon plasma coupled with a nebulized 
inlet spray. The discharge temperature for this is between 6,000 -10,000 K, producing mostly 
positive ions [117]. When the plasma cools, the electrons drop back down to ground level energy 
and emit light of the characteristic wavelength that is compared with a calibration plot to give the 
concentration for that element in the sample [117]. 
Handheld Laser Induced Breakdown Spectroscopy (HH-LIBS)   
 
Laser Induced Breakdown Spectroscopy creates a laser induced plasma as the ion source for 
measurement. More specifically, it uses a pulsed laser to ablate the surface of a material into a 
plasma of ions, molecules, atoms, and particles [118]. LIBS is a primary technique for direct 
chemical analysis of solid samples and has a large following in the community of single particle 
analysis, and uranium isotope analysis [119,120]. One huge benefit to LIBS is that it can be 
performed in ambient conditions, meaning it does not require the use of utilities such as a vacuum 
pump. This also allows the device to be miniaturized and easily transported for use in field 
applications. Hand-held LIBS gained popularity due to its portability, quickness of results, and 
simplicity. There is the possibility of increased background noise dependent on the deployed 
environment.   
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Figure 18: Image of Inductively Coupled Plasma-Optical Emission Spectrometer used in this study. 
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Therefore, it is important to note that this technique should be used in situations where onsite 
analysis is critical, and that removing the sample would either cause damage to the sample or create 
a hazardous environment for the analyst. The SciAps Z300 LIBS instrument was run in Element 
Pro mode, an uncalibrated mode, which formulates the relative abundances of elements within the 
sample as compared to one another. This is a non-traditional approach in LIBS measurements as 
normally, the use of standards with the appropriate matrix is critical to interpretation of spectra. 
However, the investigator is not going to have a reference material to calibrate to if the sample and 
its constituents are unknown. The fundamentals of interpreting this type of spectra is relatively 
new, and because the mode is not meant to be quantitative, developing a method to retrieve useful 
information from the peaks is crucial if this technique is to be considered for nuclear forensic 
applications.  
The algorithm identifies the major peaks in a spectrum, matches them to the list in the LIBSLINES, 
and reports the major elements present if a certain fraction of peaks is present ( >50% of all peaks 
listed) (Fig. 19). The relative abundance (RA) value is proportional to the size of that element’s 
peak versus all other peaks seen in the spectrum, and the RA values are normalized to 100. This 
type of measurement is a crude, qualitative measure of what major elements are present, and 
roughly how large their peaks are. The line percent is a ratio comparing the number of lines that 
are detected in the spectra to the number of lines in the found in the library for an element and the 
likelihood rating uses this line percent to rate how likely it is that the element is actually present 
in the sample. While the option to tailor the internal libs line list is available to obtain higher 
confidence of relative abundances, it is not at the level of accuracy needed for nuclear forensic 
analysis. Therefore, it is crucial to further process the data through external means such as 
multivariate data analysis (MVDA).  
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Figure 19: Example output from HHLIBS SciAps internal program. Highlighted and circled elements are indicated 




Multivariate Data Analysis: Partial Least Squares Regression (MVA: PLSR)  
 
Partial Least Squares (PLS) Regression involves vectorization of input and output data, as well as 
a common inner transformation linking the two. This technique is helpful for data sets in which a 
predictive model is needed. It projects an objective transformation of the data to determine 
covariance and ultimately create a linear model that effectively relates the input and output data. 
A model is usually built to optimize predictive efficiency by selecting the number of latent 
variables required to compute an accurate new observation. The method of comparing across 
models assessed the RSME or the root mean squared error. This is a universal way to compare 
each model to determine the approach that performs the highest and used as the figure of merit in 
the discussion. It considers the predicted values of the model as compared to the actual values and 
assigns an error correlating to how accurate the given model performs.  
PLS considers the input and output variables as well as an inner transformation in the complete 
algorithm used. The inputs, outputs, and inner transform are vectored in order to find the latent 
variables. These latent variables are found from an iterative process of using the largest eigenvector 
of between the given input and output and using the scores to project back on the original matrix 
resulting in the loadings. Each successive iteration has less predictive power because the highest 
eigenvector is used in the first iteration, so an optimal number of eigenvectors was selected through 
cross-validation. This method multiplies the test inputs by the inner transform vectors, which are 
correlated to both input and output data, and varies the ending latent variable to obtain the optimal 
number of latent variables which result in the minimum RMSE. Typically, pre-treatments on the 
data are done in an attempt to maximize differences due to sample differences and minimize 
differences from other sources such as normalization, mean-centering, and/or other appropriate 
standardization techniques. This is done to create an equal variance between all input data. While 
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all of the wavelengths possess the same units, it is still important to process the data this way for 
cross comparison of other measurements and future studies. 
PLS has been used not only on a variety of LIBS spectra in science, but rather commonly on 
problems in the nuclear industry such as the detection of thorium in spent fuel [121, 122]. These 
empirical modeling techniques are tools for recognizing patterns and relationships between the 
input and output matrices, X and Y. They do not consider variables such as quality of sample, 
temperature effects, plasma physics, or any other attention to sampling parameters [123]. Thus, it 
is important to have a thorough discussion of the raw data and all spectra prior to conducting these 
analyses to account for discrepancies that may arise from the experimental set up, or possibly from 
material synthesis. The need to reduce the large arrays presented through unfiltered spectra have 
been noted in the literature and the initial approaches to this issue all center around omitting 
wavelengths where intensities are weak or nonexistent [122,123]. This method was explored but 
ultimately not utilized as excluding data can sometimes corrupt the predictive capabilities of PLS 
models. For example, the spectral range can be narrowed to include only areas pertaining to the 
known composition of the NUGETS, but if an unknown sample was shot with constituents outside 
of the elected range, classification of such sample would not be accurate. Additionally, all known 
spectral interferences can be removed from the model input data since there is not a definitive way 
to reduce these interferences during but doing so could lead to removal of rare emission lines. 
Considerable effort was directed towards establishing a catalog of sub-models similar to that 
outlined in [116] Anderson et al. This method allows for a variety of small range PLS models to 
be trained and incorporated into a comprehensive program that linearly interpolates the 
composition of the unknown NUGETS. This is a method that has been successfully implemented 
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CHAPTER 3: MULTIVARIATE ANALYSIS METHODS 
APPLIED TO HANDHELD LASER INDUCED BREAKDOWN 
SPECTROSCOPY (HHLIBS) SPECTRA OF POST-




Rapid analysis of nuclear fallout poses a great challenge for the nuclear forensics’ community. In 
this study, four nuclear underground engineered test surrogates (NUGETS) representative of 
nuclear debris in a post-detonation environment were analyzed with handheld laser induced 
breakdown spectroscopy (HHLIBS). The NUGETS were synthesized from a rash oxide matrix 
mirrored after the Nevada Test Site soil. An integration period of 1 millisecond and gate delay of 
650 ns were used to collect 7 pulses per location at 3 locations with 10 cleaning shots per 
measurement. Partial Least Squares Regression was applied to the NUGETS spectrum in a variety 
of models, trained on 26 geological standards of varying compositions. All models predicted 
NUGET composition within 1 wt% of the measured composition and resulted in predicted root 
mean squared error (RMSEP) values under 1 wt%. For utilization in a field application, a larger 
range of standards would be recommended to train the model, but these results provide evidence 
that coupling LIBS spectra to PLSR can accurately determine elemental concentrations of 
unknown samples.  
Introduction 
Nuclear melt glass, product of a nuclear detonation event, is a slurry of geological material from 
the surrounding environment fused with device components. Characterization of this material on-
site is difficult and presents many safety issues for first responders [124,125]. Removal of nuclear 
melt glass from the blast location could cause damage to the sample, create a hazardous 
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environment for the analyst, or contribute costly delays in emergency response. For rapid analysis 
of nuclear debris, there has been a recent push to utilize handheld laser induced breakdown 
spectroscopy (HHLIBS) as it can be operated in ambient conditions, uncalibrated, and on virtually 
any sample without preparation [126].  
Benchtop LIBS is a primary technique for direct chemical analysis of solid samples and has a large 
following in the community of particle analysis, and uranium isotope analysis [7,127]. It has been 
proven an important tool in identifying the composition of metals for a variety of nuclear 
applications [128-131]. HHLIBS does not require the use of certain utilities as its benchtop 
counterpart such as a vacuum pump or large power source. The miniaturized version is easily 
transported for use in field applications [132]. However, being a spectroscopic technique there still 
exists issues pertaining to spectral interferences caused by matrix effects – contaminants, 
background noise dependent on the deployed environment, that arise during the plasma creation 
and subsequent measurement [133].  
In the following study, the SciAps Z300 was run in Element Pro mode, an uncalibrated mode, that 
formulates the relative abundances of elements within the sample as compared to one another. In 
real life applications, the investigator is not going to have a reference material to calibrate to if the 
sample and its constituents is unknown. In order to obtain meaningful and quantifiable results, the 
spectra need to be processed through multivariate data analysis (MVDA). The goal of this study 
is to implement and optimize Partial Least Squares Regression (PLSR) on HHLIBS spectra of 
nuclear melt glass in order to obtain accurate percentages of elemental composition. 
The act of measuring geological standards and glass samples are not scientifically complex beyond 
calculating appropriate gating and laser parameters to reduce matrix effects. This is dependent on 
high level plasma physics interactions and it is not in the scope of this paper to elaborate in detail, 
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but further information can be found in [134]. The scientific value of this paper lies in deriving 
quantitative information from the raw spectrum from measurements on samples with unknown 
composition. This issue is addressed through the introduction of the MVDA technique, PLSR 
which has been demonstrated on a variety of materials including thorium based-fuel debris [135], 
rare earth elements in phosphors [136], as well as unknown Martian soil [115]. 
The models formulated in this study were created via a python program known as Point Spectra 
GUI [116] which can be used for multiple regression analyses. For this study, Partial Least Squares 
(PLS) Regression was selected due to its simplicity and effectiveness handling multi-dimensional 
data sets. PLS involves vectorization of input and output data, as well as a common inner 
transformation linking the two. This technique is suitable for data sets in which a predictive model 
is needed. It projects an objective transformation of the data to determine covariance and ultimately 
create a linear model that relates the input and output data [137]. Latent variables are assigned 
from an iterative process of using the largest eigenvector of between the given input and output 
and using the scores to project back on the original matrix resulting in the loadings [138]. Each 
successive iteration has less predictive power because the highest eigenvector is used in the first 
iteration, so an optimal number of eigenvectors is often selected through cross-validation (CV). 
This method multiplies the test inputs by the inner transform vectors, which are correlated to both 
input and output data, and varies the ending latent variable to obtain the optimal number of latent 
variables which result in the minimum root mean squared error (RMSECV). PLS is a notably 
simple predictive tool, yet consistently yields better results when compared to other popular 




The nuclear melt glass used in this study is a surrogate (containing no actinides) formulated from 
the soil composition of southern Nevada and crafted to simulate debris produced from underground 
nuclear detonations. The NV1X series of nuclear underground engineered test surrogates 
(NUGETS) were selected for validation of the PLSR model. These NUGETS were made by 
Gilbreath et al [110] from a rash oxide matrix and fired to the temperatures and time scales listed 
in Table 5. However, because these samples are not certified or standard reference material, their 
composition was measured through ABF (ammonium bi-fluoride) digestion and ICP-OES 
(inductively coupled plasma – optical emission spectroscopy) for quality assurance.  
The most sample destructive component in this study is the use of ABF for digestion. This is a 
chemical digestion technique and to be used on material that has completed all other 
characterization techniques, as the process irreversibly destructs the sample. Following Hubley, et 
al.[113] procedure, approximately 20 mg of NV1X series of NUGETS are loaded into a Savillex 
PFA 15 mL conical test tube. Solid ABF is added so that a 7:1 ABF to sample ratio was maintained 
and then the samples are heated for 30 minutes in an Al hot block at 230 °C. A volume of 2 mL of 
HNO3 is then added to each test tube which is then heated for 1 hour at 160 °C  in the Al hot block. 
The aqueous samples are transferred to a PTFE (poly-tetrafluoride ethylene) beaker and rinsed 
with >18 MΩ high purity water then taken to near-dryness on a hot plate. The residue is dissolved 
in 2 mL of 8 M HNO3 and transferred to a 14 mL Falcon test tube. The solution is then diluted to 
10 mL with >18 MΩ high purity water. Rigorous studies by Hubley, et al. proved that the 
concentration of the nitric acid during the sample heating does not have a large effect on the 
elemental recoveries of the NIST 610 glass [114]. 
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Performing this digestion allows for a fast preparation and prevents the use of highly hazardous 
chemicals hydrofluoric acid. The possible recovery issues of this technique include Ca and Mg 
having a tendency to precipitate with F. Silicon obviously was expected to be removed from the 
sample matrix due to the reaction with ABF generating SiF4 and volatizes off in a gaseous form. 
Upon complete digestion, the NV1X series of NUGETS were measured through and ICP-OES to 
obtain high fidelity measurements of specific elements and their concentrations. 
HHLIBS measurements 
The geological standards (Table 7 in Post-Detonation Material) for LIBS measurements were 
prepared by filling 30 mm Spex aluminum cups with 3-5 grams of material. The powders were 
then pressed to 35 kpsi for 5 minutes. A commercially available handheld SciAps Z300 LIBS was 
used to measure 26 geological standards, as well as the 4 NUGETS in the NV1X series. This 
instrument is a class 3B laser with a laser wavelength of 1064 nm. For the geological standards, 
the laser and data collection parameters were set with an integration period of 1 millisecond and 
650 ns delay on 4 locations with 0 cleaning shots and 16 pulses per location translating to a total 
of 64 spectra collected per sample. This was completed 5 times on each sample surface at a 
frequency of 50 Hz. A variety of measurement parameters were used to collect data on the 
NUGETS NV1X series. This was to test whether the laser and data collection parameters had a 
large influence on predictive capabilities of the PLS model. The parameters that remained constant 
were the integration period and delay, consistent with that of the standards at 1 millisecond and 
650 ns, respectively. The cleaning shots, locations, and pulses per location for the NUGETS 
measurements were 10, 3, and 7 respectively. The effects of varied acquisition settings are 
discussed in subsequent sections. 
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Point Spectra GUI Procedure 
 
The standards data was uploaded to include composition of each compound and intensity of each 
wavelength measured with HH-LIBS from 188 nm to 600 nm due to machine limitations. Local 
Outlier Factor was applied to the data to eliminate extraneous data that could corrode the model 
performance. The number of outliers removed varied depending upon which element was being 
analyzed. Because the data did not contain different units, there was no standardization measure 
applied. Stratified folds were run on the standards data in order to split folds for cross validation 
(CV), which inherently assigns one-fold for testing. Nine folds were assigned for each element, 
designating the third fold for testing. CV was applied to the data and plotted against various 
parameters. A variety of regression algorithms were tested and compared before selecting the final 
number of LVs to optimize the model. CV was repeated for a variety of compositional ranges 
within the standard data set (Table 8). PLS regression training was then applied on the training set 
for the different sub-model ranges. The training data and test data were both predicted, and the 
former sub-models were then blended, optimizing for the known compositions of interest to 
predict. Finally, the same blended ranges were utilized on the test set predictions without 
optimization. The models were all compared by their RMSE values in order to assess performance 
and accuracy in the case of the test set. Several iterations were done before the NUGETS data set 
was analyzed through the finalized model.  
Results and Discussion 
 
In Table 9 below, the percent relative abundance of each element is shown as measured through 
ICP-OES post ABF dissolution (ABF%) for each NUGETS type. It is compared to the original 
powder matrix of the glasses, pre-firing (Composition %), which is the same for all NUGETS. 
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Table 8: Sub-model ranges of the training data 
 
Si Range LVs Mn Range LVs 
Full Model 17.86-36.13 4 Full Model 0.01-0.31 9 
High 26-36.13 7 High 0.15-0.31 9 
Low 17.86-27 5 Low 0.01-0.17 9 
Ti   Na   
Full Model 0.01-1.64 7 Full Model 0.33-3.34 7 
High 0.9-1.64 7 High 1-.3.34 7 
Low 0.01-0.95 7 Low 0.33-2 5 
Al   Fe   
Full Model 4.92-10.37 6 Full Model 1.22-10.03 6 
High 7-10.37 7 High 4-10.03 7 
Low 4.92-8 7 Low 1.22-6 6 
Ca   Mg   
Full Model 0.31-7.07 5 Full Model 0.02-5.42 7 
High 2.0-7.07 6 High 1-5.42 5 
Low 0.31-2.50 6 Low 0,02-1.5 3 
K      
Full Model 0.03-4.51 6    
High 3-4.51 3    




While the ABF percentages (Table 8) between NUGETS vary, they follow an overall trend 
matching the original composition, apart from Mn and Ti. It was expected that Ca and Mg would 
have poor recoveries due to precipitation with fluoride.  Additionally, Si reacts with ABF, 
generating SiF4 that volatizes off as a gas. However, the percentages of these elements measured 
in this experiment mostly met the original composition percent. However, it is noted in Gilbreath’s 
thesis that underground melt glass tends to vary in many physical factors including crystallinity 
and amount and type of inclusions [110]. This work verifies the synthesis method of the NUGETS 
by Gilbreath and validates further the use of ABF digestion in plasma injection-based 
measurements (ICP-OES, ICP-MS). This is a novel development in itself, as the determination of 
melt glass compositions is extremely desired for post-detonation debris in a nuclear forensic 
scenario.   The number of outliers removed from each model is noted in Table 10 along with the 
number of spectra in the training and test sets, as well as the number of standards (type) contained 
in the training set. A combination of Local Outlier Factor (LOF) and human quantitative analysis 
was used in removing samples with outlying spectral emissions (LOF) and compositional ranges 
(human). From the training set, the minimum RMSECV was not accomplished at the same number 
of LVs for each element. The appropriate number of latent variables (LVs) was selected based on 
where the elbow of the curve begins when plotting RMSECV versus the number of LVs. There 
seemed to be no apparent effect from varied LIBS acquisition settings such as number of cleaning 
shots. The models seemed to rely more on the number of emission lines present rather than the 
intensity, which is more commonly influenced by acquisition settings. The Full model and blended 
submodel approaches typically performed better than that of the High or Low models when 
analyzing the same element. The selection of submodel ranges varied between elements and can 
be seen in Figure 20.   
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Table 9: Weight percent concentration of elements in NUGETS and NIST610. 
Element NV1A NV1B NV1C NV1D NIST610 
Al 5.52 7.42 8.54 8.34 1.06 
Ca 1.22 1.79 2.34 2.09 8.58 
Fe 0.89 1.04 1.35 1.52 0.05 
K 1.92 3.52 3.51 2.59 0.05 
Mg 0.27 0.40 0.53 0.46 0.00 
Mn 0.45 0.60 0.66 0.59 0.05 
Na 0.32 0.61 0.80 0.70 10.39 
Si 26.82 38.39 33.94 35.99 33.66 




Table 10: PLSR model formation parameters for each element 
 
Si Ti Al Ca K Mn Na Fe Mg 
Outliers removed (spectra) 13 13 15 20 10 5 15 20 15 
Spectra in Test Set 15 15 15 20 15 15 15 15 15 
Spectra in Training Set 102 102 100 90 105 110 100 95 100 





Figure 20: Model predictions for composition of NUGETS, NIST610, and Test Standards combined for each element 
plotted against actual composition values. 
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Blended ranges were selected by identifying a median, and overlapping the models based on the 
skew of the compositions in the standards file (Fig. 20). For example, in the Ca model, there were 
very few standards with a composition above 3 wt%. The low model was selected to contain most 
of this information, while the high model dealt with higher, less present compositions. Prediction 
appeared to improve when there were a greater number of standard samples in the trained models 
whose composition more closely follows that of the NUGETS in range. When the standard sample 
compositions vary, the Full Model approach is sufficient in predicting compositions of unknown 
value for example, with Ti. The range for Ti is from 0.01-1.64 whereas the NUGETS range from 
1.4-2.24, therefore, not only is there a large amount of data included that doesn’t fall under our 
unique sample compositions, and the model is left to extrapolate outside of its intended range.   
To assess the models formulated to predict these compositions, RMSEP values are of critical 
importance. These values represent how effective the model is at predicting new outputs (RMSEP). 
The number of LVs used in each model affects the RMSE values dramatically. These vary 
depending on what element is being assessed which demonstrates the importance of maintaining 
separate models. The number of LVs selected for each element varied from 4 to 7. When assessing 
the curve of RMSECV to LV, selecting too large a number of LVs can lead to overfitting to a 
particular data set and rendering it useless in the prediction of unique data. Namely, developing a 
successful model does not translate to utilizing the lowest RMSE. Generally, an LV was selected 
representing the second to lowest RMSECV value.  
Issues that arose were i) not having enough samples in the training set that represented the full 
range of compositions present in the NUGETS (i.e. Ti models) ii) having too wide of a range of 
compositions in the training set for elements where the NUGETS have a particularly small range 
(i.e. K models). The former of these left the model to extrapolate an output which it is not PLSRs 
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intended use. The latter of these issues was prevalent and seemed to defeat the use of blended 
models, particularly in samples with low weight percent compositions (<1%). As shown in Table 
11, the RMSEP values remained less than 1 for every element for both the blended and full models 
performed on NUGETS and Test Standards. However, the full models performed either equal or 
better to the blended models in more than 88% of elements measured for the NUGETS samples. 
This is in part to influence on the models by selection of LVs. When a lower number of LVs are 
chosen for the full model than for the high and low models of the same element, typically the 
blended model will perform better such as in the case of Si. The full models also performed better 
due to the use of a small range set of compositions. 
It is imperative that a standard be trained and tested in each compositional range for the blended 
model to give an improved RMSEP as compared to the full model. When approaching this issue 
from the viewpoint that you do not know the composition of your unique samples, it is difficult to 
assign blended ranges that are truly representative. To counter this, it would be recommended in 
future studies to expand the training and test sets to include a wider range of compositions. Despite 
these disadvantages, less than 3.5% of the predicted compositions exceeded +/-1 wt% from the 
actual composition for the blended and full models in the NUGETS, NIST610, and Test Standards 
combined (total of 146 outputs). NV1A showed the most discrepancy in models among the 
NUGETS samples, accounting for 40% of the predictions exceeding +/-1% wt% from the actual 
composition with NIST610 accounting for another 40% (Fig. 21). NV1A sample could be severely 
inhomogeneous as the LIBS data contains a variety of conflicting spectral lines among separate 
measurements. In a field application, the integrity and state of the sample is relatively 
uncontrollable. The recommended approach would be to average a larger number of spectra to 
yield a more accurate result. 
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Table 11: RMSEP Values for Blended and Full Models 
 Blended Submodels Full Models 
Element Standards NUGETS Standards NUGETS 
Si 0.05 0.01 0.11 0.88 
Ti 0.12 0.68 0.02 0.68 
Al 0.06 0.68 0.04 0.27 
Ca 0.11 0.34 0.03 0.16 
K 0.07 0.49 0.05 0.28 
Mn 0.1 0.16 0.02 0.12 
Na 0.98 0.99 0.01 0.02 
Fe 0.01 0.13 0.02 0.13 




The NIST610 models predicted falsely due to its inclusion in the Mg models despite having 0 wt% 
Mg. This was a test to see if these models would predict a false composition in the absence of the 
tested element. While the blended model registered a wt% of 0.98 Mg, the Full model surprisingly 
recorded a wt% of -0.01 Mg. In addition to the bias imposed when formulating these models 
(selection of LVs, blended ranges, exclusion of outliers), there are spectral factors to consider. In 
LIBS measurements, the intensities fluctuate depending on the elemental abundance and can 
experience interference with other elements within the sample.  
The intensity of wavelength also does not scale with composition, causing the model to rely more 
on the presence of emission lines rather than their intensities. For example, Ca and Al have 2 
primary lines at 396.847 nm and 396.152 nm respectively. In the NUGETS and NIST610 samples, 
the intensities of these two peaks ranged from 21000-30000, while the primary peak for Si hardly 
reached 13000.  
When compared to the composition of these elements in each sample, it becomes apparent why a 
more sophisticated relationship must be established to accurately contrive concentration from 
spectra. This initially inspired the use of the blended sub-model approach, where not only is the 
model using averaged data, but it is comparing separate models, and blending the outcome to 
overall improve the accuracy of the predictions for each element. 
However, the majority of elemental models were predicted successfully with the full model and in 
fact, increased in error with the use of a blended submodel. It is expected that if utilizing a larger 
range of compositions in the training set, as well as a larger number of standards, there would be 
more significant improvement of the blended submodel predictions. Anderson et al. demonstrated 
this using over 400 known standards to predict the composition of Martian soil from ChemCam 




Figure 21: NUGETS and NIST610 prediction results the blended and full models for each element. 
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Conclusions and Recommendations 
 
The percent relative abundance of each element was successfully measured through ICP-OES post 
ABF dissolution (ABF%) for each NUGETS type. Applying PLSR to the LIBS data accurately 
predicted each NUGETS elemental composition within +/-1 weight percent 100% of the time for 
each full model and 97% of the time for each blended submodel. While the blended submodel 
approach did not yield consistent results of lower error (RMSEP) than the full models, it is still 
expected that the latter is useful when dealing with a larger range of compositions. In this proof of 
concept study, the 26 standards were selected having knowledge of the NUGETS composition, yet 
still struggled to account for the full range of elemental compositions. When developing a model 
for targeted forensics use, it is recommended to select a training set of standards with compositions 
large enough to fully span the expected sample composition as it could improve the use of 
submodels. While the exact composition of nuclear melt glass would be unknown, educated 
estimations of ranges can be interpreted from a variety of location-sensitive studies [110]. Safe 




Forensics analysis of SNM such as Pu-239 is complicated by a variety of processes including 
oxidation, damage accumulation, and device detonation. These processes chemically alter the 
material over time and are highly dependent on temperature and environment. This work presented 
studies on Cu metal as an analogue material for SNM. Analysis of the metallic oxide layer through 
O-isotope analysis indicated the atmosphere in which the material was aged can be deduced from 
O-isotope values of local water vapor, due to their marked geographical dependence. With 
increasing temperature, a greater uptake of 18O was observed in the growing oxide layer. While 
this study focused on accelerated aging, further research under more realistic aging time scales 
with better controlled environments is needed in order to further improve the interpretation and 
calibration of this forensic isotopic signature. Future studies would include oxidation of Cu in 
varied proportions of O2 versus water vapor contents, where the atmospheres would be measured 
for precise O isotope values. Isotopic measurements are now possible through laser spectroscopic 
methods and satellite‐ and ground‐based infrared absorption techniques, which enables this 
technique to be easily adaptable to routine safeguards inspections in a variety of locations. Damage 
accumulation on the surface of Cu metal was shown to translate to the growing oxide layer in a 
suppression of the outer most oxide phase (CuO). This was attributed to damage on both the 
metallic surface and the initial Cu2O nodule growth in-situ. The combination of defects produced 
on the Cu metal surface and the Cu2O monolayer accurately represents the Pu-239 system of 
simultaneous alpha-decay and oxidation. Future studies should be aimed toward reproducing these 
SEM results and drawing comparison to a pristine sample introduced into the beam line target 
chamber at 200°C without irradiation. Upon exposure to high temperature mixing in a detonation 
event, nuclear debris concentration was accurately predicted through handheld laser induced 
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breakdown spectroscopy (HHLIBS) coupled to partial least squares regression (PLSR). Full range 
models demonstrated the advantages of tailoring training input towards site-specific soil estimates, 
while blended submodels are better suited to analysis of completely unknown soil compositions. 
While the blended submodel approach did not yield consistent results of lower error (RMSEP) 
than the full models in this experiment, it is still expected that the latter is useful when dealing 
with a larger range of compositions (e.g. Mars Rover LIBS). Future studies could tailor 
compositional ranges based on geographic location. While the exact composition of nuclear melt 
glass would be unknown, educated estimations of ranges can be interpreted from a variety of 
location-sensitive studies. Further, it would be useful to expand this technique to NUGETS that 
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