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Let F denote a field (either finite or infinite), and let V(m, a) denote 
the vector space of all m x rt matrices over F. If A E V(m, n) we use 
r(A) to denote the rank of A, and the span of A,, A,, . . . , A, E V(m, W) 
will be denoted by [A,, A,,. . ., Ak]. 
DEFINITIONS. If V is a d-dimensional subspace of V(m, n) and if 
P = (A,,. . .I Ad) is an ordered basis for V, we say that p has rank 
(Yp . . . , yd) if r(AJ = yi for i = 1,. . . , d. If /J has rank (Y,. . . , 7) we say 
simply that /3 is a rank 7 basis, and if t = max{r(A) IA E V} a rank t basis 
will also be called a maximal rank basis. 
In this paper we show that, if V is an arbitrary subspace of V(m, n), 
and if the order of F is large enough, then V possesses a maximal rank 
basis, but that we cannot generally expect V to have a rank (rl, r2,. . . ,7J 
basis for any other d-tuple of ranks. We also show that for V = V(m, n) 
there is a rank (Ye,. . . , 7J basis where the ri’s are arbitrary integers in 
{1,2,. . .> min(m, w)} and d = rns. 
THEOREM 1. Let V (# 0) be a subspace of V(m, $2) and let t = 
max(r(A) IA E V}. If the order of F is larger than t, therz V has a 
maximal rankz(rank t) basis. 
Proof. The proof is by induction on dim V. If dim V = 1, then V 
consists of multiples of some fixed matrix A E V, and every nonzero 
matrix in V has rank r(A); thus (A) is a maximal rank basis. Suppose 
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then that the result is true for all subspaces of dimension < k, and suppose 
V has dim V = k (where k >, 2). Either I/ has two linearly independent 
rank t matrices, say A, and A,, or every rank t matrix in V is a multiple 
of some one rank t matrix A G V. Consider first the former case. We 
may extend the pair (A,, A,) to a basis (A,, A,, A,, . . . , Ak) for I/ (although 
it may not be a rank t basis). Setting V, = [A,] and V, = [A,, . . . , Ad], 
we have that V = I/, @ Va where I/‘, contains a rank t matrix (but none 
of larger rank) and is of dimension k - 1. By the inductive hypothesis 
11, contains a rank t basis which together with A, is a rank t basis for I/. 
Now consider the latter case: Every matrix I3 in I/ - [A] has rank 
< t. Selecting a particular B not in [A], we see that if x # 0 every 
matrix of the form A + xB is in V - [A] so that r(A + xB) < t for 
all x E F - (0). From elementary matrix theory there exist nonsingular 
matrices P and Q such that PAQ = diag(l,, 0) where I, is the t x t 
identity matrix. (Here P is m x m and Q is n x a.) Thus, for all x # 0 
in F, the matrix 
Q=PAQ++Q= 
1, + (I/X)& / (l/x)& ___.________~ 
(+)B;, I (WB;z 1 
has rank less than t (where B’ = PBQ has been partitioned like PAQ). 
This means that det(x1, - B;,) = 0 for every x E F as det B,, = 0 
(since r(B) < t). This is impossible as B,, contains at most t eigenvalues, 
and F has more than t elements; hence the proof is complete. 
The following corollaries are immediate. 
COROLLARY 1. Any nonzeyo vector space of MZ x 1~ matrices ovey a% 
i+Gte field has a maximal rank basis. 
COROLLARY 2. Any nonzero vector space of m x n matrices over a 
field of characteristic 0 has a maximal rank basis. 
For spaces of matrices not satisfying the conditions of Theorem 1 
there may or may not exist a maximal rank basis. To obtain an example 
of a space without such a basis, let F = GF(q), and let D = diag(A,, A,, . . . , 
A,), where il,, A,, . . ., 1, is a permutation of the elements of F. Then the 
space V = [I,, D] is of dimension 2 but det(x1 + yD) # 0 if and only 
if x # 0 and y = 0, so that V has no maximal rank basis. 
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Another example is enlightening. Let F be any field and let V = 
{diag(n, a, b) la, b E F}. Then V has dimension 2 and contains no rank 1 
basis and no rank 2 basis. If F # GF(2) or GF(3), then (as proved above) 
V contains a rank 3 basis. Thus we may say that if F is a large enough 
field (e.g., infinite) a space V will contain a rank Y basis for Y = t = 
max{r(A) IA E V> but that this is the only rank for which we can know 
a jviori that there is rank r basis, In fact, we cannot be assured of a rank 
(rr, ra>. . ., rd) basis for any other set of yi other than yi = t, for there 
exist spaces of matrices such that every nonzero matrix in the space is 
nonsingular (see [l, Xl). 
Although we cannot be assured of bases of certain ranks for arbitrary 
subspaces of V, we can say for the case V = V(m, n) that there is a rank 
(yr, y2,. . . > yd) basis where each ri is arbitrary in (1, 2,. . ., min(m, +z)>. 
This we prove by a sequence of theorems. 
THEOREM 2. The space V(n, n) codains a rank n basis (for arbitrary F). 
Proof. tire give an inductive construction for such a basis. The 
theorem is clearly true if n = 1; hence suppose it for V(n - 1, s - 1) 
and consider V(n, n). Let (A,, A,,. . ., A,), where t = (n - 1)2, be arank 
FZ - 1 basis for V(n - 1, n - 1). Then for any nonsingular P E V(N - 1, 
n - 1) we have that (PA,, . . , PA,) is also a rank n - 1 basis; hence 
without loss of generality we may take A, any arbitrary nonsingular 
matrix, and in view of Corollary 1 we may assume that F is a finite field 
F=GF($“). If p$n- 1, we choose A, = I, and if @In - 1 we take 
A, = 1-t E,, where E,, is the matrix with 1 in position (;, i) and zeros 
elsewhere. Then the n2 matrices (S x n), defined by 
i==1,2,...,(n-1)2 
i=1,2,...,n-I 
i=l,2,...,n-I 
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where ri and ci denote n - 1 component unit vectors (row and column) 
with 1 in position i and zero’s elsewhere and i is a vector whose components 
are all l's, are easily shown to be independent and nonsingular; thus 
they constitute a basis for V(q PZ). 
COROLLARY. The space V(m, n) Jqas a maximal ran,k basis 
Proof. Without loss of generality we assume m < n. Let 
(A,, A,, . . . , A,) (t = m2) be a rank m basis for V(m, m). For each i = 
1,2,. . ., nz let Cj = (AI( where cj is the jth unit m x 1 column vector, 
and let Bi = (Ad(O) where 0 is m x 1 and i=l,2 ,..., m. Then 
(B,, B,, . . . > B,, C,,. . ., C,) is a maximal rank basis for V(m, m + 1). 
This process may be continued (i.e., adding columns) until a maximal 
rank basis for V(m, 12) is obtained. 
THEOREM 3. V(m, PZ) has a rank Y basis for each Y E {1,2,. . . , min(m, PZ)}. 
Proof. Again without losing generality we assume m = min(m, n) 
and thus that 7 < nz. Let /I be a full rank basis for V(m, n) so that each 
A E/I has independent rows. Define the set S of matrices as follows: 
B E S if B can be obtained by a matrix A E B by changing m - Y rows 
of A to zero. The set S consists of only rank Y matrices and is easily 
seen to be a spanning set for V(m, n). Since every spanning set contains 
a basis (see [3], p. 239), the proof is complete. 
We can now prove the main theorem concerning V(m, n). 
THEOREM 4. Let c:_l k, = mn where s = min(m, n) arcd the ki’ aye 
nonnegative integers be a partition of mn. There exists a basis p of V(m, n) 
wltich contains ki matrices of rank i foY i = 1, 2,. . ., s. 
Proof. Let /~‘r, p2,. . . , fl, be, respectively, rank 1, 2,. . . , s bases for 
V(m, n) (which exist by Theorem 3), and let K, be any order k, subset 
of PI. Then K, U /I’~ is a spanning set for V(m, n) and thus contains a 
basis containing K,, say K, U &’ where &’ C /12. Select from pa’ a subset 
K, of order k,. Then K, U K, U pa is a spanning set and thus contains 
a basis containing Kl U K,. Continuing this process, we obtain a basis 
K, U K, . . . U K, for V(m, n), and the proof is complete. 
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