English-Bhojpuri SMT System: Insights from the Karaka Model by Ojha, Atul Kr.
ENGLISH-BHOJPURI SMT SYSTEM: INSIGHTS 
FROM THE KĀRAKA MODEL
Thesis submitted to Jawaharlal Nehru University 
           in partial fulfillment of the requirements 
         for award of the 
degree of 
DOCTOR OF PHILOSOPHY 
ATUL KUMAR OJHA 
SCHOOL OF SANSKRIT AND INDIC STUDIES 
JAWAHARLAL NEHRU UNIVERSITY, 
NEW DELHI-110067, INDIA 
2018 
�� �� � ��� �������� ����� �� ��� 
�������� �� � ��������� 
�� �����  ������ 
SCHOOL OF SANSKRIT AND INDIC STUDIES 
 JAWAHARLAL NEHRU UNIVERSITY 
 NEW DELHI  110067 
January 3, 2019 
D E C L A R A T I O N 
I declare that the thesis entitled English-Bhojpuri SMT System: Insights from 
the K�raka Model submitted by me for the award of the degree of Doctor of 
Philosophy is an original research work and has not been previously submitted for 
any other degree or diploma in any other institution/university. 
(ATUL KUMAR OJHA) 
�� �� � ��� �������� ����� �� ��� 
�������� �� � ��������� 
�� �����  ������ 
SCHOOL OF SANSKRIT AND INDIC STUDIES 
 JAWAHARLAL NEHRU UNIVERSITY 
 NEW DELHI  110067 
January 3, 2019 
C E R T I F I C A T E 
The thesis entitled English-Bhojpuri SMT System: Insights from the K�raka 
Model submitted by Atul Kumar Ojha to School of Sanskrit and Indic Studies, 
Jawaharlal Nehru University for the award of degree of Doctor of Philosophy is an 
original research work and has not been submitted so far, in part or full, for any other 
degree or diploma in any University. This may be placed before the examiners for 
evaluation. 
Prof. Girish Nath Jha Prof. Girish Nath Jha 
(Dean) (Supervisor) 
To my grandfather  
Late ������� Shyam Awadh Ojha  
&  
To  
My Parents  
Sri  S.N. Ojha and Smt Malti Ojha
Table of Contents 
Table of Contents.............................................................................................. i
List of Abbreviations........................................................................................    v
List of Tables....................................................................................................    xi
List of Figures.......................................................................................................... xiii
Acknowledgments............................................................................................ xvii
Chapter 1 Introduction........................................................................................ 1
1.1Motivation...................................................... 1
1.2 Methodology.............................................................. 5
1.3 Thesis Contribution........................................................... 6
1.4 Bhojpuri Language: An Overview.................................................................. 7
1.5 Machine Translation (MT).............................................................................. 9
1.6 An Overview of SMT 10
1.6.1 Phrase-based SMT (PBSMT).................................................................... 11
1.6.2 Factor-based SMT (FBSMT).................................................................... 13
1.6.3 Hierarchal Phrase-based SMT (HPBSMT)............................................... 14
1.6.4 Syntax-based SMT (SBSMT)................................................................... 15
1.7 An Overview of Existing Indian Languages MT System 17
1.7.1 Existing Research MT Systems 18
1.7.2 Evaluation of E-ILs MT Systems 20
1.8 Overview of the thesis................................................................................ 21
Chapter 2 Kāraka Model and its Impact on Dependency Parsing................... 23
2.1 Introduction................................................................................................... 23
2.2 Kāraka Model………………………………………..................................... 26
2.3 Literature Review…………………………................................................... 28
2.4 Pāṇinian and Universal Dependency Framework.......................................... 32
2.4.1 The PD Annotation.................................................................................... 32
2.4.2 The UD Annotation................................................................................... 36
2.4.3 A Comparative Study of PD and UD........................................................ 38
2.4.3.1 Part of Speech (POS) Tags……………………….............................. 38
2.4.3.2 Compounding…………………………………….............................. 39
2.4.3.3 Differences between PD and UD Dependency labels………………. 39
2.4.3.4 Dependency Structure………………………………………………. 39
2.5 Conclusion..................................................................................... 48
Chapter 3 LT Resources for Bhojpuri……………………................................. 49
3.1 Related work.................................................................................... 51
3.2 Corpus Building................................................................................ 51
i
3.2.1 Monolingual (Bhojpuri) Corpus Creation................................................. 52
3.2.1.1 Monolingual Corpus: Source, Domain Information and Statistics....... 55
3.2.2 English-Bhojpuri Parallel Corpus Creation.............................................. 56
3.2.3 Annotated Corpus………………………….............................................. 58
3.3 Issues and Challenges in the Corpora building for a Low-Resourced 
language………………………………………………………………………….... 60
Chapter 4 English-Bhojpuri SMT System: Experiments.................................. 67
4.1 Moses................................................................................................... 68
4.2 Experimental Setup..................................................................... 69
4.3 System Development of the EB-SMT Systems............................................... 70
4.3.1 Building of the Language Models (LMs)................................................... 70
4.3.2 Building of Translation Models (TMs)...................................................... 73
4.3.2.1 Phrase-based Translation Models......................................................... 79
4.3.2.2 Hierarchical Phrase-Based Translation Models.................................... 83
4.3.2.3 Factor-Based Translation Models................................................ 85
4.3.2.4 PD and UD based Dependency Tree-to-String Models........................ 87
4.3.3 Tuning...................................................................................................... 89
4.3.4 Testing...................................................................................................... 90
4.3.5 Post-processing......................................................................................... 90
4.4 Experimental Results…................................................................................... 90
4.5 GUI of EB-SMT System based on MOSES………………………………… 92
4.6 Conclusion…………....................................................................................... 92
Chapter 5 Evaluation of the EB-SMT System……........................................... 95
5.1 Introduction……………………...................................................................... 95
5.2 Automatic Evaluation……………….............................................................. 96
5.2.1 PD and UD-based EB-SMT Systems: Automatic Evaluation Results.... 99
5.3 Human Evaluation……………………........................................................... 107
5.3.1 Fluency and Adequacy………………………………………………..... 107
5.3.2 PD and UD-based EB-SMT Systems: Human Evaluation Results......... 109
5.4 Error Analysis of the PD and UD based EB-SMT Systems…........................ 110
5.4.1 Error-Rate of the PD and UD-based EB-SMT Systems…….………..... 115
5.5 Conclusion................................................................................................... 117
Chapter 6 Conclusion and Future Work......................................................... 119
Appendix 1............................................................................................................ 123
Appendix 2............................................................................................................ 125
Appendix 3............................................................................................................ 155
Appendix 4............................................................................................................ 161
ii
Appendix 5............................................................................................................ 165
Appendix 6............................................................................................................ 169
Bibliography........................................................................................................... 173
iii
iv
ABBREVIATIONS USED IN THE TEXT
AdjP Adjectival Phrase
AdvP Adverbial Phrase
AGR Agreement
AI Artificial Intelligence 
AngO AnglaBharti Output
AnuO Anusāraka Output
ASR Automatic Speech Recognition 
AV Adjective+Verb
BLEU Bilingual Evaluation Understudy
BO-2014 Bing Output-2014
BO-2018 Bing Output-2018
C-DAC Centre for Development of Advanced Computing 
CFG Context-Free Grammar
CLCS Composition of the LCS
CMU, USA Carnegie Mellon University, USA
Corpus-based MT Corpus-based Machine Translation
CP Complementizer Phrase
CPG Computational Pā�inian Grammar
CRF Conditional Random Field
CSR Canonical Syntactic Realization
Dep-Tree-to-Str SMT Dependency Tree-to-String Statistical Machine Translation
DLT Disambiguation Language Techniques
DLT Distributed Language Translation 
D-Structure Deep Structure
EBMT Example-based Machine Translation
EBMT Example-Based MT
EB-SMT English-Bhojpuri Statistical Machine Translation 
EB-SMT System-1 PD based Dep-Tree-to-String SMT
EB-SMT System-2 UD based Dep-Tree-to-String SMT
ECM Exception Case Marking
ECP Empty Category Principle
ECV Explicator Compound Verb
E-ILMTS English-Indian Language Machine Translation System
E-ILs English-Indian Languages
EM Expectation Maximization
EST English to Sanskrit Machine Translation
EXERGE Expansive Rich Generation for English
FBSMT Factor-based Statistical Machine Translation
FT Functional Tags
GATE General Architecture for Text Engineering
GB Government and Binding
GHMT Generation Heavy Hybrid Machine Translation
v
List of Abbreviations
GLR Generalized Linking Routine
GNP Gender, Number, Person
GNPH Gender, Number, Person and Honorificity
GO-2014 Google Output-2014
GO-2018 Google Output-2018
GTM General Text Matcher
HEBMT Hybrid Example-Based MT
Hierarchical phrase-
based
No linguistic syntax
HMM Hidden Markov Model
HPBSMT Hierarchal Phrase-based Statistical Machine Translation
HPSG Head-Driven Phrase Structure Grammar
HRM Hierarchical Re-ordering Model
HWR Handwriting Recognition
Hybrid-based MT Hybrid-based Machine Translation
IBM International Business Machine
IHMM Indirect Hidden Markov Model
IIIT-H/Hyderabad International Institute of Information Technology, 
Hyderabad 
IISC-Bangalore Indian Institute of Science, Bangalore
IIT-B/Bombay Indian Institute of Technology, Bombay
IIT-K/Kanpur Indian Institute of Technology, Kanpur 
ILCI Indian Languages Corpora Initiative
IL-Crawler Indian Languages Crawler
IL-IL Indian Language-Indian Language
ILMT Indian Language to Indian Language Machine Translation
ILs-E Indian Languages-English
ILs-ILs Indian Languages-Indian Languages
IMPERF Imperfective
IR Information Retrieval
IS Input Sentence
ITrans Indian language Transliteration
JNU Jawaharlal Nehru University
KBMT Knowledge-based MT
KN Kneser-Ney
LDC Linguistic Data Consortium
LDC-IL Linguistic Data Consortium of Indian Languages
LFG Lexical Functional Grammar
LGPL Lesser General Public License
LLR Log-Likelihood-Ratio
LM Language Model
LP Link Probability
LRMs Lexicalized Re-ordering Models
LSR Lexical Semantic Representation
LT Language Technology 
LTAG Lexicalized Tree Adjoining Grammar
LTRC Language Technology Research Centre
vi
LWG Local Word Grouping
ManO Mantra Output
MatO Matra Output
MERT Minimum Error Rate Training
METEOR Metric for Evaluation of Translation with Explicit Ordering
MLE Maximum Likelihood Estimate
MT Machine Translation
MTS Machine Translation Systems
NE Named Entity
NER Named-entity Recognition
NIST National Institute of Standard and Technology
NLP Natural Language Processing
NLU Natural Language Understanding
NMT Neural Machine Translation
NN Common Noun
NP Noun Phrase
NPIs Negative Polarity Items
NPs Noun Phrases
NV Noun+Verb
OCR Optical Character Recognition 
OOC Out of Character
OOV Out of Vocabulary
P&P Principle & Parameter
PBSMT Phrase-based Statistical Machine Translation
PD Pā�inian Dependency
PD-EB-SMT UD based Dep-Tree-to-String SMT
PER Position-independent word Error Rate
PERF Perfective
PG Pā�inian Grammar
PLIL Pseudo Lingua for Indian Languages
PNG Person Number Gender
POS Part-Of-Speech
PP Prepositional Phrase 
PP Postpositional/Prepositional Phrase
PROG Progressive
PSG Phrase-Structure Grammars
RBMT Rule-based Machine Translation
RBMT Rule-based MT
RLCS Root LCS
RLs Relation Labels
Rule-based MT Rule-based Machine Translation
SBMT Statistical Based Machine Translation
SBSMT Syntax-based Statistical Machine Translation
SCFG Synchronous Context Free Grammar
SD Stanford Dependency
SGF Synchronous Grammar Formalisms
vii
SL Source Language
SMT Statistical Machine Translation
SOV Subject-Object-Verb
SOV Subject Object Verb
SPSG Synchronous Phrase-Structure Grammars
SR Speech Recognition
SSF Shakti Standard Format
S-structure Surface structure
String-to-Tree Linguistic syntax only in output (target) language
STSG Synchronous Tree-Substitution Grammars
SVM Support Vector Machine
SVO Subject-Verb-Object
TAG Tree-Adjoining Grammar
TAM Tense Aspect & Mood
TDIL Technology Development for Indian Languages
TG Transfer Grammar
TL Target Language
TM Translation Model
TMs Translation Models
Tree-to-String Linguistic syntax only in input/source language
Tree-to-Tree Linguistic syntax only in both (source and traget) language
TTS Text-To-Speech
UD Universal Dependency
UD-EB-SMT PD based Dep-Tree-to-String SMT
ULTRA Universal Language Translator
UNITRAN Universal Translator
UNL Universal Networking Language
UNU United Nations University
UOH University of Hyderabad 
UPOS Universal Part-of-Speech Tags
UWs Universal Words
VP Verb Phrase
WER Word Error Rate
WMT Workshop on Machine Translation
WSD Word Sense Disambiguation
WWW World Wide Web
XML Extensible Markup Language
XPOS Language-Specific Part-of-Speech Tag
viii
ABBREVIATIONS USED IN GLOSSING OF THE EXAMPLE SENTENCES
1 First person
2 Second person
3 Third person
M Masculine
F Feminine
S Singular
P/pl Plural
acc Accusative
adj/JJ Adjective
adv/RB Adverb
caus Causative
CP Conjunctive Participle
emph Emphatic
fut Future tense
gen Genitive
impf Imperfective
inf Infinitive
ins Instrumental
PR Present tense
PRT Particle
PST Past Tense
ix
x
List of Tables 
Table 1.1 Indian Machine Translation Systems………………………… 20
Table 2.1 Details of the PD Annotation Tags…………………………… 35
Table 2.2 Details of the UD Annotation Tags…………………………... 38
Table 3.1 Details of Monolingual Bhojpuri Corpus……………………. 56
Table 3.2 Statistics of English-Bhojpuri Parallel Corpus………………. 58
Table 3.3 Error Analysis of OCR based created corpus………………... 61
Table 4.1 Statistics of Data Size for the EB-SMT Systems…………….. 70
Table 4.2 Statistics of the Bhojpuri LMs……………………………….. 73
Table 4.3 Statistics of “Go” word’s Translation in English-Bhojpuri 
Parallel Corpus…………………………………………………………. 73
Table 4.4 Statistics of Probability Distribution “Go” word’s
Translation in English-Bhojpuri Parallel of Corpus……………………. 74
Table 5.1 Fluency Marking Scale………………………………………. 107
Table 5.2 Adequacy Marking Scale…………………………………….. 108
Table 5.3 Statistics of Error-Rate of the PD and UD based EB-SMT 
Systems at the Style Level……………………………………………… 115
Table 5.4 Statistics of Error-Rate of the PD and UD based EB-SMT 
Systems at the Word Level…………………………………………… 116
Table 5.5 Statistics of Error-Rate of the PD and UD based EB-SMT 
Systems at the Linguistic Level………………………………………… 116
xi
xii
List of Figures 
Figure 1.1 Areas showing Different Bhojpuri Varieties………………... 8
Figure 1.2 Architecture of SMT System………………………………... 11
Figure 1.3 Workflow of Decomposition of Factored Translation Model 14
Figure 1.4 BLEU Score of E-ILs MT Systems………………………… 21
Figure 2.1 Dependency structure of Hindi sentence on the Pāṇinian 
Dependency……………………………………………………………. 28
Figure 2.2 Screen-Shot of the PD Relation Types at the Hierarchy 
Level…………………………………………………………………… 33
Figure 2.3 Dependency annotation of English sentence on the UD 
scheme…………………………………………………………………. 37
Figure 2.4 PD Tree of English Example-II……………………………... 40
Figure 2.5 UD Tree of English Example-II…………………………….. 40
Figure 2.6 PD Tree of Bhojpuri Example-II……………………………. 40
Figure 2.7 UD Tree of Bhojpuri Example-II…………………………… 41
Figure 2.8 UD Tree of English Example-III……………………………. 41
Figure 2.9 PD Tree of English Example-III……………………………. 41
Figure 2.10 UD Tree of Bhojpuri Example-III…………………………. 42
Figure 2.11 PD Tree of Bhojpuri Example-III………………………….. 42
Figure 2.12 PD Tree of Active Voice Example-IV……………………... 43
Figure 2.13 PD Tree of Passive Voice Example-V……………………... 43
Figure 2.14 PD Tree of English Yes-No Example-VI………………….. 44
Figure 2.15 UD Tree of English Yes-No Example-VI………………….. 44
Figure 2.16 PD Tree of English Expletive Subjects Example-VII…… 44
Figure 2.17 UD Tree of English Expletive Subjects Example-VII…… 45
Figure 2.18 Tree of English Subordinate Clause Example-VIII……….. 45
Figure 2.19 PD Tree of English Reflexive Pronoun Example-IX……… 46
Figure 2.20 UD Tree of English Reflexive Pronoun Example-IX……... 47
Figure 2.21 PD Tree of English Emphatic Marker Example-X………... 47
Figure 2.22 UD Tree of English Emphatic Marker Example-X………... 48
Figure 3.1 Snapshot of ILCICCT………………………………………. 53
Figure 3.2 Snapshot of Manually Collected Monolingual Corpus……... 53
Figure 3.3 Screen-shot of Scanned Image for OCR……………………. 54
xiii
Figure 3.4 Output of Semi-automated based Collected Monolingual 
Corpus………………………………………………………………. 54
Figure 3.5 Screen-Shot of Automatic Crawled Corpus………………… 55
Figure 3.6 Sample of English-Bhojpuri Parallel Corpus……………….. 57
Figure 3.7 Screen-Shot of Dependency Annotation using Webanno…… 59
Figure 3.8 Snapshot of Dependency Annotated of English-Bhojpuri 
Parallel Corpus…………………………………………………………. 59
Figure 3.9 Snapshot of after the Validation of Dependency Annotated 
of English Sentence…………………………………………………….. 60
Figure 3.10 Sample of OCR Errors…………………………………….. 61
Figure 3.11 Automatic Crawled Bhojpuri Sentences with Other 
language……………………………………………………………… 62
Figure 3.12 Comparison of Variation in Translated Sentences…………. 64
Figure 4.1 Work-flow of Moses Toolkit………………………………... 68
Figure 4.2 English-Bhojpuri Phrase Alignment………………………... 80
Figure 4.3 Snapshot of Phrase-Table of English-Bhojpuri PBSMT 
System…………………………………………………………………... 81
Figure 4.4 Snapshot of English-Bhojpuri and Bhojpuri-English Phrase-
based Translation model………………………………………………... 82
Figure 4.5 Snapshot of Rule Table from the English-Bhojpuri 
HPBSMT……………………………………………………………….. 85
Figure 4.6 Extraction of the translation models for any factors follows 
the phrase extraction method for phrase-based models………………… 86
Figure 4.7 Snapshot of Phrase-Table based on the Factor-based 
Translation Model………………………………………………………. 87
Figure 4.8 Snapshot of Converted Tree data of PD & UD based to train 
of Deep-to-Tree-Str SMT Systems……………………………………... 88
Figure 4.9 Screenshot of Phrase-Table of the Dep-Tree-to-Str based 
EB-SMT System………………………………………………………... 88
Figure 4.10 Results of Phrase based EB-SMT Systems………………... 90
Figure 4.11 Results of Hierarchical based EB-SMT Systems………….. 91
Figure 4.12 Results of Factor based EB-SMT Systems……………… 91
Figure 4.13 Results of PD and UD based Dep-Tree-to-Str EB-SMT 
Systems………………………………………………………………… 91
Figure 4.14 Online Interface of the EB-SMT System………………….. 92
Figure 5.1 Results of PD and UD based EB-SMT Systems at the WER 
and Meteor……………………………………………………………… 99
xiv
Figure 5.2 METEOR Statistics for all sentences of EB-SMT System 1 
(denotes to PD based) and 2 (denotes UD based)………………………. 102
Figure 5.3 METEOR Scores by sentence length of EB-SMT System 1 
(denotes to PD based) and 2 (denotes to UD based)…………………… 103
Figure 5.4 Example-1 of Sentence Level Analysis of PD and UD EB-
SMT System……………………………………………………………. 104
Figure 5.5 Example-2 of Sentence level Analysis of PD and UD EB-
SMT System……………………………………………………………. 105
Figure 5.6 Details of PD and UD at the Confirmed N-grams Level…… 106
Figure 5.7 Details of PD and UD at the Un-confirmed N-grams level… 106
Figure 5.8 A comparative Human Evaluation of PD and UD based EB-
SMT Systems…………………………………………………………… 109
Figure 5.9 PD and UD-based EB-SMT Systems at the Levels of 
Fluency………………………………………………………………… 110
Figure 5.10 PD and UD-based EB-SMT Systems at the Levels of 
Adequacy ………………………………………………………………. 110
xv
xvi
ACKNOWLEDGEMENTS
This thesis is a fruit of love and labour possible with the contributions made by many people,                 
directly and indirectly. I would like to express my gratitude to all of them. 
I would first like to thank my thesis advisor Prof. Girish Nath Jha of the School of Sanskrit and                   
Indic Studies (SSIS) at Jawaharlal Nehru University, Delhi. The door to Prof. Jha’s office was               
always open whenever I felt a need for academic advice and insight. He allowed this research                
work to be my own work but steered me in the right direction as and when needed. Frankly                
speaking, it was neither possible to start or to finish without him. Once again, I thank him for                  
valuable remarks and feedback which helped me to organize the contents of this thesis in a                
methodical manner.  
I wish to extend my thanks to all the faculty members of SSIS, JNU for their supports. I also
would like to thanks Prof. K.K. Bhardwaj of the School of Computer and System Sciences, JNU                
for teaching me Machine Learning during this PhD coursework.
Next, I extend my sincere thanks to Prof Martin Volk of the University of Zürich who taught me                  
Statistical and Neural Machine Translation in a fantastic way; Martin Popel of UFAL, Prague             
and Prof. Bogdan Baych of the University of Leeds for sharing different MT evaluation             
methodologies with me that tremendously enhanced the quality of my research. 
There was an input of tremendous efforts while writing the thesis as well. My writing process
would have been less lucid and even less presentable if I had not received support from my                 
friends, seniors and colleagues. Biggest thanks must go to Akanksha Bansal and Deepak Alok for
their immeasurable support. They read my manuscript to provide valuable feedback. Their last            
-minute efforts made this thesis presentable. I admit that their contributions need much more
acknowledgement than expressed here.  
I am extremely thankful to Mayank Jain and Rajeev Gupta for proof-reading my draft. Special               
thanks to Mayank Jain for being by my side for the entire writing process that kept me strong,                  
sane and motivated. In addition, I am also thankful to Pinkey Nainwani and Esha Banerjee for                
proofreading and their constant support.   
A special thanks to Prateek, Atul Mishra, Rajneesh Kumar and Rahul Tiwari for their support.               
Prateek and Atul have contributed in the creation of parallel corpora while Rajneesh and Rahul
helped me for evaluation the developed SMT system. I cannot forget to thank the efforts put in by                  
Saif Ur Rahman who helped me crawl the current Google and Bing MT output, thus, enriching
xvii
the process of evaluation of the existing Indian MT systems. 
I also acknowledge the office staff of the SSIS Shabanam, Manju, Arun and Vikas Ji, for their                
cooperation and assistance on various occasions. Their prompt responses and willingness made            
all the administrative work a seamless process for me.  
A heartfelt thanks is also due to all of my friends and juniors, particularly Ritesh Kumar, Sriniket                 
Mishra, Arushi Uniyal, Devendra Singh Rajput, Abhijit Dixit, Bharat Bhandari, Bornini Lahiri,            
Abhishek Kumar, Ranjeet Mandal, Shiv Kaushik, Devendra Kumar and Priya Rani. 
I would like to thank Hieu Hoang of University Edinburgh and MOSES support group members               
for solving the issues with SMT training.  
I would like to thank all the ILCI Project Principal Investigators for their support to manage the                 
project smoothly while I was completely immersed in my experiments. 
My final thanks and regards go to all my family members, who motivated me to enhance myself                 
academically and helped me reach the heights I’ve reached today. They are the anchor to my                
ship.  
xviii
Chapter	1	
Introduction
“When I look at an article in Russian, I say: „This is really written in English, but 
it has been coded in some strange symbols. I will now proceed to decode‟.” 
(Warren Weaver, 1947) 
1.1 Motivation 
In the last two decades, the Statistical Machine Translation (SMT) (Brown et al., 1993) 
method has garnered a lot of attention as compared to the Rule-based Machine 
Translation (RBMT) and Interlingua-based MT or Example-based MT (EBMT) (Nago, 
1984) in the field of Machine Translation (MT), especially after the availability of Moses 
(details provided in chapter 4) open source toolkit (Koehn et al., 2007). However, it is 
also imperative to note that the neural model for resolving machine related tasks has also 
gained a lot of momentum during the recent past after it was proposed by Kalchbrenner 
and Blunsom (2013), Sutskever et al (2014) and Cho et al. (2014). The neural machine 
translation method is different from the traditional phrase-based statistical machine 
translation system (see below section or follow Koehn et al., 2003 article). The latter 
consists of many small sub-components that are individually trained and tuned whereas 
the neural machine translation method attempts to build and formulate a large neural 
network and fine tunes it as a whole. This means the single, large neural network reads 
sentences and offers correct translation as an output. Presently, there are many NMT open 
source toolkits that can be accessed by translators such as OpenNMT (Klein et al., 2017), 
Neural Monkey (Helcl et al., 2017), Nematus (Sennrich et al., 2017) etc. Although, there 
seem to be many advantages to the NMT method, there are also challenges as it continues 
to underperform when it comes to low-resource languages such as the Indian languages. 
The SMT, on the other hand, can produce better results in English languages (Ojha et al., 
2018) even on small corpus whereas, the NMT cannot. Due to its vast and complex neural 
network, the NMT requires a longer time to be tuned or trained. Moreover, training the 
NMT also depends on the system configuration. For instance, if the NMT system is 
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trained on a GPU-based system or a cluster machine then the time taken is less than CPU 
which can take up to more time (may be three weeks to a month).         
There have been remarkable improvements in the field of MT (machine translations) and 
high-quality MT can be obtained for rich-resourced language pairs such as English-
German, German-English, French-English, Spanish-English. This is because these 
language pairs are known to have overlaps in linguistic properties, structure, and 
phenomena including vocabulary, cognate, and grammar. Nevertheless, these MT 
systems are still not near perfection and usually offer unsatisfactory outputs when it 
comes to English-Indian languages. This is because English-Indian Languages (E-ILs)/ 
Indian-English (ILs-E) or Indian-Indian languages (ILs-ILs) consist of complicated 
structures such as the free-word order, morphological richness, and belongs to different 
language families, etc. According to Ojha et al. (2014) in the SMT, most of incorrect 
translations occur mainly due to the following reasons: morph analysis, tokenization, and 
grammatical differences (including word order, agreement etc.). 
During the course of my PhD research, I collected a sample of English-Hindi and Hindi-
English MT translations and have presented them below. (These Hindi-English MT 
systems translations were taken from Ojha et al. (2014) article). These examples also 
show a progressive trend in the quality of Google and Bing MT’s translations from 2014-
20181.
 English-Hindi MT
(a) Where did you hide the can opener? (IS2) 
आपने ििब्बा ओपनर को कहाँ ििपाया (AngO) 
आपने कैन खोलनेवाला कहाँ ििपाया? (AnuO) 
1  The output of other Indian MT systems (AnglaBharati, Anusāraka, Mantra, Matra) are not given due to 
their unavailability and also because they do not support Hindi-English translation. 
2  Is= Input sentence,  AngO= AnglaBharti output, AnuO= Anusāraka output, ManO= Mantra output, 
MatO= Matra output, Go-2014= Google output in 2014, GO-2018 = Google output in 2018, BO-2014= 
Bing output in 2014, BO-2018 = Bing output in 2018 
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जहाँ ककया हुआ आप प्रारम्भ करने वाला िुपाते हैं (ManO) 
आप कैन खोलने वाला ििपाते हो (MatO) 
तुम खोल कर सकते हैं कहाँ ििपा था? (GO-2014) 
आपने सलामी बल्लेबाज को कहां ििपाया? (GO-2018)
जहाँ आप सलामी बल्लेबाज कर सकते ििपा था ? (BO-2014) 
आप कर सकते ह ैसलामी बल्लेबाज कहां ििपा हुआ? (BO-2018) 
Manual Translation: तुमने ढक्कन खोलने वाला कहाँ ििपाया?
 Hindi-English MT
(b) एच.आई.वी. क्या ह ै? (IS) 
HIV what is it? (GO-2014) 
HIV. What is it? (GO-2018) 
What is the HIV? (BO-2014) 
What is HIV? (BO-2018) 
Manual Translation: What is the HIV? 
(c) वह जाती ह ै। (IS) 
He is. (GO-2014) 
He goes. (GO-2018) 
She goes. (BO-2014) 
He goes. (BO-2018) 
3
Manual Translation: She goes. 
(d) िुआरे िालकर िमलाए ँऔर एक िमिनट पकाए।ँ ( IS) 
Mix and cook one minute, add Cuare (GO-2014) 
Add the spices and cook for a minute. (GO-2018) 
One minute into the match and put chuare (BO-2014) 
Add the Chuare and cook for a minute.  (BO-2018) 
Manual Translation: Put date palm, stir and cook for a minute. 
The most common issues found in the above mentioned examples when analyzed were 
related to word-order, morph issue, gender agreement, incorrect word, etc. Consequently, 
the most important task at hand is to work on improving the accuracy of the already in-
place and developed MT systems and to further develop MT systems for the languages 
that have not yet been accessed or explored using the statistical method. Improving upon 
an MT system poses a huge challenge because of many limitations and restrictions. So, 
now the question arises as how can we improve the accuracy and fluency of the available 
MTs?   
Dependency structures, which can be utilized to tackle the afore-mentioned problems, 
represent a sentence as a set of dependency relations applying the principles of 
dependency grammar3. Under ordinary circumstances, dependency relations create a tree
structure to connect all the words in a sentence. Dependency structures have found to 
have their use in several theories dwelling on semantic structures, for example, in theories 
dwelling on semantic relations/cases/theta roles (where arguments have defined semantic 
relations to the head/predicate) or in the predicate (arguments depend on the predicate). A 
salient feature of dependency structures is their ability to represent long distance 
dependency between words with local structures.  
A dependency-based approach to solving the problem of word and phrase reordering 
weakens the requirement for long distance relations which become local in dependency 
3 a type of grammar formalism 
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tree structures. This particular property is attractive when machine translation is supposed 
to engage with languages with diverse word orders, such as diversity between subject-
verb-object (SVO) and subject-object-verb (SOV) languages; long distance reordering 
becomes one of the principle features. Dependency structures target lexical items directly, 
which turn out to be simpler in form when compared with phrase-structure trees since 
constituent labels are missing. Dependencies are typically meaningful - i.e. they usually 
carry semantic relations and are more abstract than their surface order. Moreover, 
dependency relations between words model the semantic structure of a sentence directly. 
As such, dependency trees are desirable prior models for the process of preserving 
semantic structures from source to target language through translation. Dependency 
structures have been known to be a promising direction for several components of SMT 
(Ma et al., 2008; Shen et al., 2010; Mi and Liu, 2010; Venkatpathy, 2010, Bach, 2012) 
such as word alignment, translation models and language models. 
Therefore in this work, I had proposed research on English-Indian language SMT with
special reference to English-Bhojpuri language pair using the Kāraka model based 
dependency (known as Pāṇinian Dependency) parsing. The Pāṇinian Dependency is more 
suitable for Indian languages to parse at syntactico-semantic levels as compared to other 
models like phrase structure and Government of Binding theory (GB) (Kiparsky et al., 
1969). Many researchers have also reported that the Pāṇinian Dependency (PD) is helpful 
for MT system and NLP applications (Bharati et al., 1995). 
1.2 Methodology 
For the present research, firstly Bhojpuri corpus was created both monolingual (Bhojpuri) 
and parallel (English-Bhojpuri). After the corpus creation, the corpora were annotated at 
the POS level (for both SL and TL) and at the dependency level (only SL). For the 
dependency annotation both PD and UD frameworks were used. Then, the MT system 
was trained using the statistical methods. Finally, evaluation methods (automatic and 
human) were followed to evaluate the developed EB-SMT systems. Furthermore, the 
comparative study of PD and UD based EB-SMT systems was also conducted. These 
processes have been briefly described below: 
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 Corpus Creation: There is a big challenge to collect data for the corpus. For this 
research work, 65,000 English-Bhojpuri parallel sentences and 100000 sentences 
for monolingual corpora have been created.  
 Annotation: After corpus collection, these corpora have been annotated and 
validated. In this process, Karaka and Universal models have been used for 
dependency parsing annotation.  
 System Development: The Moses toolkit has been used to train the EB-SMT 
systems. 
 Evaluation: After training, the EB-SMT systems have been evaluated. The 
problems of EB-SMT systems have been listed in the research. 
1.3 Thesis Contribution   
There are five main contributions of this thesis:  
 The thesis studies the available English-Indian Language Machine Translation 
System (E-ILMTS) (given in the below section). 
 It presents a feasibility study of Kāraka model for using the SMT between 
English-Indian languages with special reference to the English-Bhojpuri pair (see 
chapter 2 and 4). 
 Creation of LT resources for Bhojpuri (see chapter 3). 
 An R&D method has been initiated towards developing an English-Bhojpuri SMT 
(EB-SMT) system using the Kāraka and the Universal dependency model for 
dependency based tree-to-string SMT model (see chapter 4). 
 A documentation of the problems has been secured that enlists the challenges 
faced during the EB-SMT system and another list of current and future challenges 
for E-ILMTS with reference of the English-Bhojpuri pair has been curated. (see 
chapter 5 and 6). 
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1.4 Bhojpuri Language: An Overview 
Bhojpuri is an Eastern Indo-Aryan language, spoken by approximately 5,05,79,447 
(Census of India Report, 2011) people, primarily in northern India which consist of the 
Purvanchal region of Uttar Pradesh, western part of Bihar, and north-western part of 
Jharkhand. It also has significant diaspora outside India, e.g. in Mauritius, Nepal, Guyana, 
Suriname, and Fiji. Verma (2003) recognises four distinct varieties of Bhojpuri spoken in 
India (shown in Figure 1.1, it has adopted from Verma, 2003): 
1. Standard Bhojpuri (also referred to as Southern Standard): spoken in, Rohtas, 
Saran, and some part of Champaran in Bihar, and Ballia and eastern Ghazipur in 
Uttar Pradesh (UP). 
2. Northern Bhojpuri: spoken in Deoria, Gorakhpur, and Basti in Uttar Pradesh, and 
some parts of Champaran in Bihar. 
3. Western Bhojpuri: spoken in the following areas of UP: Azamgarh, Ghazipur, 
Mirzapur and Varanasi. 
4. Nagpuria: spoken in the south of the river Son, in the Palamu and Ranchi districts 
in Bihar. 
Verma (2003) mentions there could be a fifth variety namely ‘Thāru’ Bhojpuri which is 
spoken in the Nepal Terai and the adjoining areas in the upper strips of Uttar Pradesh and 
Bihar, from Baharaich to Champaran. 
Bhojpuri is an inflecting language and is almost suffixing. Nouns are inflected for case, 
number, gender and person while verbs can be inflected for mood, aspect, tense and phi-
agreement. Some adjectives are also inflected for phi-agreement. Unlike Hindi but like 
other Eastern Indo-Aryan languages, Bhojpuri uses numeral classifiers such as Tho, go, 
The, kho etc. which vary depending on the dialect.  
Syntactically, Bhojpuri is SOV with quite free word-order, and generally head final, wh-
in-situ language. It allows pro drop of all arguments and shows person, number and 
gender agreement in the verbal domain. An interesting feature of the language is that it 
also marks honorificity of the subject in the verbal domain. Unlike Hindi, Bhojpuri has 
nominative-accusative case system with differential object marking. Nominative can be 
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considered unmarked case in Bhojpuri while other cases (in total six or seven) are marked 
through postpositions. Unlike Hindi, Bhojpuri does not have oblique case. However, like 
Hindi, Bhojpuri has series of complex verb constructions such as conjunct verb 
constructions and serial verb constructions.  
 
Figure 1. 1: Areas showing Different Bhojpuri Varieties 
On the other hand, Hindi and English are very popular languages. Hindi is one of the 
scheduled languages of India. While English is spoken worldwide and now considered as 
an international language; Hindi and English are official languages of India. 
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1.5 Machine Translation (MT) 
A MT is an application that translates the source language (SL) into target-language (TL) 
with the help of a computer. MT is one of the most important NLP applications. 
Previously, the MTs were only used for text translations but currently, they are also 
employed for image-to-text translation as well as speech-to-speech translations. A 
machine translation system usually operates on three broad types of approaches: rule-
based, corpus-based, and hybrid-based. The author has explained these approaches very 
briefly, below. Details of each approach can also be found in the following sources – 
Hutchins and Somers, 1992, 'An Introduction to Machine Translation' and Bhattacharyya, 
2015 ‘Machine Translation’; Poibeau, 2017 ‘Machine Translation’).  
 Rule-based MT: Rule-based MT techniques are linguistically oriented as the 
method requires dictionary and grammar to understand syntactic, semantic, and 
morphological aspects of both languages. The primary objective of this approach 
is to derive the shortest path from one language to another, using rules of
grammar. The RBMT approach is further classified into three categories: (a) 
Direct MT, (b) Transfer based MT, and (c) Interlingua based MT. All these 
categories require an intensive and in-depth knowledge of linguistics and the 
method becomes progressively complex to employ when one moves from one 
category to the other.  
 Corpus-based MT: This method uses and relies on previous translations 
collected over time to propose translations of new sentences using the 
statistical/neural model. This method is divided into three main subgroups: 
EBMT, SMT, and NMT. In these subgroups, EBMT (Nagao, 1984; Carl and Way, 
2003) presents translation by analogy. A parallel corpus is required for this, but 
instead of assigning probabilities to words, it tries to learn by example or using 
previous data as sample. 
 Hybrid-based MT: As the name suggests, this method employs techniques of 
both rule-based and statistical/corpus based methods to devise a more accurate 
translation technique. First the rule-based MT is used to present a translation and 
then statistical method is used to offer correct translation. 
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1.6 An Overview of SMT 
The SMT system is a probabilistic model automatically inducing data from corpora. The 
core SMT methods (Brown et al., 1990, 1993; Koehn et al., 2003) - emerged in the 1990s 
and matured in the 2000s to become a commonly used method. The SMT learnt direct 
correspondence between surface forms in the two languages, without requiring abstract 
linguistic representations. The main advantages of SMT are versatility and cost-
effectiveness: in principle, the same modeling framework can be applied to any pair of 
language with minimal human effort or over the top technical modifications. The SMT 
has three basic components: translation model, language model, and decoder (shown in 
Figure 1.2). Classic SMT systems implement the noisy channel model (Guthmann, 2006): 
given a sentence in the source language ‘e’ (denotes to English), we try to choose the 
translation in language ‘b’ (denotes to Bhojpuri) that maximizes 𝑏 𝑒 . According to 
Bayes rule (Koehn, 2010), this can be rewritten as: 
argmaxe 𝑝 𝑏 𝑒  = argmaxe 𝑝 𝑒 𝑏 𝑝(𝑏)  (1.1) 
 𝑝 𝑏 is materialized with a language model – typically, a smoothed n-gram language 
model in the target language – and 𝑝 𝑒 𝑏   with a translation model – a model induced from 
the parallel corpora - aligned documents which are, basically, the translation of each 
other. There are several different methods that have been used to implement the 
translation model, and other models such as fertility and reordering models have also 
been employed, since the first translation schemes proposed by the IBM Models4 were 
used 1 through 5 in the late 1980s (Brown et al, 1993). Finally, it comes down to the 
decoder that is an algorithm which calculates and selects the most probable and 
appropriate translation out of several possibilities derived from the models at hand. 
The paradigms of SMT have emerged from word-based translations (Brown et al., 1993) 
and also from phrase-based translations (Zens et al., 2002; Koehn et al., 2003; Koehn, 
2004). , Hierarchical Phrase-based translation (Chiang, 2005; Li et al, 2012), Factor-based 
translation (Koehn et al., 2007; Axelrod, 2006; Hoang, 2011), and Syntax-based 
translation (Yamada and Knight, 2001; Galley et al., 2004; Quirk et al., 2005; Liu et al., 
                                                                
4   See chapter 4 for detailed information  
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2006; Zollmann and Venugopal, 2006; Williams et al., 2014; Williams et al., 2016). All 
these have been explained briefly in the sub-sections below.  
 
Figure 1. 2: Architecture of SMT System 
1.6.1 Phrase-based SMT (PBSMT) 
Word-based translation (Brown et al., 1993) models are based on the independent 
assumption that translation probabilities can be estimated at a word-level while ignoring 
the context that word occurs in. This assumption usually falters when it comes to natural 
languages. The translation of a word may depend on its context for morpho-syntactic 
reasons (e.g. agreement within noun phrases), or because it is part of an idiomatic 
expression that cannot be translated literally or compositionally in another language 
which may not bear the same structures. Also, some (but not all) translation ambiguities 
can be disambiguated in a larger context. 
Phrase-based SMT (PBSMT) is driven by a phrase-based translation model, which 
connects, relates, and picks phrases (contiguous segments of words) in the source to 
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match with those in the target language. (Och and Ney, 2004). A generative tale of 
PBSMT systems goes on in the following manner: 
 source sentence is segmented into phrases 
 each phrase-based unit represented on phrase tables is translated  
 translated phrases are permuted in their final order 
Koehn et al. (2003) examines various methods by which phrase translation pairs can be 
extracted from any parallel corpus in order to offer phrase translation probabilities and 
other features that match the target language accurately. Phrase pair extraction is based on 
the symmetrical results of the IBM word alignment algorithms (Brown et al., 1993). After 
that all phrase pairs, consistent with word alignment (Och et al., 1999), are extracted that 
only intravenous word alignment has taken place which means that words from the source 
phrase and target phrase are aligned with each other only and not with any words outside 
each other’s domain. Relative frequency is used to arrive at an estimate about the phrase 
translation probabilities 𝑒 𝑏 .  
While using the phrase-based models, one has to be mindful of the fact that a sequence of 
words can be treated as a single translation unit by the MT system. And, increasing the 
length of the unit may not yield accurate translation as the longer phrase units will be 
limited due to data scarcity. Long phrases are not as frequent and many are specific to the 
module developed during training.  Such low frequencies bear no result and the relative 
frequencies result in unreliable probability estimates. Thus, Koehn et al. (2003) proposes 
that lexical weights may be added to phrase pairs as an extra feature. These lexical 
weights are obtained from the IBM word alignment probabilities. They are preferred over 
directly estimated probabilities as they are less prone to data sparseness. Foster et al. 
(2006) introduced more smoothing methods for phrase tables (sample are shown in the 
chapter 4), all aimed at penalizing probability distributions that are unfit for translation 
and overqualified for the training data because of data sparseness. The search in phrase-
based machine translation is done using heuristic scoring functions based on beam search.  
A beam search phrase-based decoder (Vogel, 2003; Koehn et al., 2007) employs a 
process that consists of two stages. The first stage builds a translation lattice based on its 
existing corpus. The second stage searches for the best path available through the lattice. 
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This translation lattice is created by obtaining all available translation pairs from the 
translation models for a given source sentence, which are then inserted into a lattice to 
deduce a suitable output. These translation pairs include words/ phrases from the source 
sentence. The decoder inserts an extra edge for every phrase pair and pastes the target 
sentence and translation scores to this edge. The translation lattice then holds a large 
number of probable paths covering each source word exactly once (a combination of 
partial translations of words or phrases). These translation hypotheses will greatly vary in 
quality and the decoder will make use of various knowledge sources and scores to find 
the best possible path to arrive at a translation hypothesis. It is that this step that one can 
also perform limited reordering within the found translation hypotheses. To supervise the 
search process, each state in the translation lattice is associated with two costs, current 
and future translation costs. The future cost is an assessment made for translation of the 
remaining words in any source sentence. The current cost refers to the total cost of those 
phrases that have been translated in the current partial hypothesis that is the sum of
features’ costs. 
1.6.2 Factor-based SMT (FBSMT) 
The idea of factored translation models was proposed by Koehn & Hoang (Koehn and 
Hoang, 2007). In this methodology, the basic unit of language is a vector, annotated with 
multiple levels of information for the words of the phrase, such as lemma, morphology, 
part-of-speech (POS) etc. This information extends to the generation step too, i.e. this 
system also allows translation without any surface form information, making use of 
instead the abstract levels which are first translated and the surface form is then generated 
from these using only the target-side operations (shown in Figure 1.3, taken from Koehn, 
2010). Thus, it is preferable to model translation between morphologically rich languages 
at the level of lemmas, and thus collect the proof for different word forms that derive 
from a common lemma. 
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Figure 1. 3: Workflow of Decomposition of Factored Translation Model 
Koehn & Hoang’s experiments indicate that translation improves in the event of data 
sparseness. They also exhibit an effect that wears off while moving towards larger 
amounts of training data. It is this approach implemented in the open source decoder, 
Moses (Koehn et al., 2007).  
1.6.3 Hierarchal Phrase-based SMT (HPBSMT) 
Hierarchical phrase-based models (Chiang, 2005) come across as a better method to 
design discontinuous phrase pairs and re-orderings in a translation model than crafting a 
separate distortion model. The model permits hierarchical phrases that consist of words 
(terminals) and sub-phrases (non-terminals), in this case English to Bhojpuri. For 
example: 
   X   is X1 going, जात हऽ X1 
This makes the model a weighted synchronous context-free grammar (CFG), and CYK 
parsing helps perform decoding. The model does not require any linguistically-motivated 
set of rules. In fact, the hierarchical phrases are learned using the technique of similar 
phrase extraction heuristics similar to the process in phrase-based models. However, the 
formalism can be applied to rules learned through a syntactic parser. Chiang (2010) 
provides a summary of all the approaches that utilize syntactic information either on the 
side of the source, the target, or both. 
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Hierarchical models perform better than phrase-based models in a few settings but not so 
much in others. Birch et al. (2009) compared the performances of phrase-based with 
hierarchical models, only to conclude that their respective performance is dependent on 
the kind of re-orderings necessary for the language pair. 
Except phrase-based models, hierarchical models are the only kind of translation models 
which the author uses in this work with experiment details discussed in chapter 4. While 
phrase-based, hierarchical and syntax-based models employ different types of translation 
units, model estimation is mathematically similar.  
1.6.4 Syntax-based SMT (SBSMT) 
Modeling syntactic information in machine translation systems is not a novelty. A 
syntactic translation framework was proposed by Yngve (1958) who understood the act of 
translation as a 3-stage process, namely: Analysis of source sentence in the form of 
phrase structure representations; Transferring the phrase structure representation into 
equivalent target phrase structures; Application of target grammar rules with the objective 
generating output translation 
While the models mentioned above make use of structures beyond mere word-pairs, 
namely phrases and hierarchical rules, they do not require linguistic syntax. Syntax-based 
translation models date to Yamada and Knight (2001, 2002), who designed a model and a 
decoder for translating a source-language string into a target-language string along with 
its phrase structure parse. The research community added significant improvements to 
syntax-based statistical machine translation (SBSMT) systems in recent years. The break-
through point came when the combination of syntax with statistics was made possible 
along with the availability of a large-sized training data, and synchronous grammar 
formalisms. 
Phrase-structure grammar is credited to extend its fundamental tenets to furnish 
Synchronous grammar formalisms. Phrase-structure rules, for instance, NP → DET JJ 
NN, are the principle features of phrase-structure grammar. These rules were a product of 
the observation that words complement the increasing hierarchical orders in trees and can 
be labeled with phrase labels such as verb phrase (VP), noun phrase (NP), prepositional 
phrase (PP) and sentence (S). Using these principles, leaf nodes are normally labeled with 
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the aid of part-of-speech tags. The Chomsky Hierarchy (Chomsky, 1957) classifies 
phrase-structure grammars in accordance with the form of their productions. 
The first class of SBSMT explicitly models the translation process. It utilizes the string-
to-tree approach in the form of synchronous phrase-structure grammars (SPSG). SPSGs 
generate two simultaneous trees, each representing the source and targets sentence, of a 
machine translation application. For instance, an English noun phrase ‘a good boy’ with 
Bhojpuri translation एगो नीक लइका will manifest synchronous rules as 
NP → DET1 JJ2 NN3 | DET1 JJ2 NN3 
      NP →a    good   boy   | एगो नीक लइका 
Each rule will find itself associated with a set of features including PBSMT features. A 
translation hypothesis is measured as a product of all derivation rules associated with 
language models. Wu (1997) proposed bilingual bracketing grammar where only binary is 
used. This grammar performed well in several cases of word alignments and for word 
reordering constraints in decoding algorithms. Chiang (2005, 2007) presented hierarchical 
phrase model (Hiero) which is an amalgamation of the principles behind phrase-based 
models and tree structure. He proposed a resourceful decoding method based on chart 
parsing. This method did not use any linguistic syntactic rules/information (already 
explained in the previous section).  
Tree-to-tree and tree-to-string models constitute the second category. This category 
makes use of synchronous tree-substitution grammars (STSG). The SPSG formalism gets 
extended to include trees on the right-hand side of rules along with non-terminal and 
terminal symbols. There are either non-terminal or terminal symbols at the leaves of the 
trees. All non-terminal symbols on the right-hand side are mapped on one-to-one basis 
between the two languages. 
STSGs allow the generation of non-isomorphic trees. They also allow overcoming the 
child node reordering constraint of flat context-free grammars (Eisner, 2003). The 
application of STSG rules is similar to SPSG rules except for the introduction of an 
additional structure. If this additional structure remains unhandled, then flattening STSG 
rules is the way to obtain SPSG rules. Galley et al. (2004, 2006) presented the GHKM 
rule extraction which is a process similar to that of phrase-based extraction. The similarity 
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lies in the fact that both extract rules which are consistent with given word alignments. 
However, there are differences as well of which the primary one is the application of 
syntax trees on the target side, instead of words sequence on. Since STSGs, consider only 
1-best tree, they become vulnerable to parsing errors and rule coverage. As a result, 
models lose a larger amount of linguistically-unmotivated mappings. In this vein, Liu et 
al. (2009) propose a solution to replace the 1-best tree with a packed forest. 
Cubic time probabilistic bottom-up chart parsing algorithms, such as CKY or Earley, are 
often applied, to locate the best derivation in SBMT models. The left-hand side, of both 
SPSG and STSG rules, holds only one non-terminal node. This node employs efficient 
dynamic programming decoding algorithms equipped with strategies of recombination 
and pruning (Huang and Chiang, 2007; Koehn, 2010). Probabilistic CKY/Earley 
decoding method has to frequently deal with binary-branching grammar so that the 
number of chart entries, extracted rules, and stack combinations can be brought down 
(Huang et al., 2009). Furthermore, incorporation of n-gram language models in decoding 
causes a significant rise in the computational complexity. Venugopal et al. (2007) 
proposed to conduct a first pass translation without using any language model. His 
suggestion included to then proceed with the scoring of the pruned search hyper graph in 
the second pass using the language model. Zollmann et al. (2008) presented a methodical 
comparison between PBSMT and SBSMT systems functioning in different language pairs 
and system scales. They demonstrated that for language pairs with sufficiently non-
monotonic linguistic properties, SBMT approaches yield substantial benefits. Apart from 
the tree-to-string, string-to-tree, and tree-to-tree systems, researchers have added features 
derived from linguistic syntax to phrase-based and hierarchical phrase-based systems. In 
the present work, string-to-tree or tree-to-tree are not included. Only the tree-to-string 
method using the dependency parses of source language sentences is implemented. 
1.7 An Overview of Existing Indian Languages MT System
This section has been divided into two subsections. First sub-section gives an overview of 
the MT systems developed for Indian languages while the second sub-section reports 
current evaluation status of English-Indian languages (Hindi, Bengali, Urdu, Tamil, and 
Telugu) MT systems.   
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1.7.1 Existing Research MT Systems 
MT is a very composite process which requires all NLP applications or tools. A number 
of MT systems have been already developed for E-ILs or ILs-E, IL-ILs, English-Hindi or 
Hindi-English such as AnglaBharati (Sinha et al., 1995), Anusāraka (Bharti et al., 1995; 
Bharti et al., 2000; Kulkarni, 2003), UNL MTS (Dave et al., 2001), Mantra (Darbari, 
1999), Anuvadak (Bandyopadhyay, 2004), Sampark (Goyal et al., 2009; Ahmad et al, 
2011; Pathak et al, 2012; Antony, 2013).), Shakti and Shiva (Bharti et al.; 2003 and 
2009), Punjabi-Hindi (Goyal and Lehal, 2009; Goyal, 2010), Bing Microsoft Translator 
(Chowdhary and Greenwood, 2017), Google Translate (Johnson et al., 2017), SaHit 
(Pandey, 2016; Pandey and Jha, 2016; Pandey et al., 2018), Sanskrit-English (Soni, 
2016), English-Sindhi (Nainwani, 2015), Sanskrit-Bhojpuri (Sinha, 2017; Sinha and Jha, 
2018) etc. The brief overview of Indian MT systems from 1991 to till present is listed 
below with the explanations of approaches followed, domain information, language-pairs 
and development of years: 
Sr. No. Name of the System Year Language Pairs for 
Translation 
Approaches Domain 
1. 
.
AnglaBharti-1(IIT K) 1991 Eng-ILs Pseudo- Interlingua General 
2.  Anusāraka (IIT-Kanpur, UOH 
and IIIT-Hyderabad) 
1995 IL-ILs Pāṇinian Grammar 
framework 
General 
3.  Mantra (C-DAC- Pune) 1999 Eng-ILs Hindi- Emb TAG Administration, 
Office Orders 
4.  Vaasaanubaada (A U) 2002 Bengali- Assamese EBMT News 
5.  UNL MTS (IIT-B) 2003 Eng-Hindi Interlingua General 
6.  Anglabharti-II (IIT-K) 2004 English-ILs GEBMT General 
7.  Anubharti-II(IIT-K) 2004 Hindi-ILs GEBMT General 
8.  Apertium - Hindi-Urdu RBMT - 
9.  MaTra (CDAC-Mumbai) 2004 English- Hindi Transfer Based General 
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10.  Shiva & Shakti (IIIT-H, IISC- 
Bangalore and CMU, USA) 
2004 English- ILs EBMT and RBMT General 
11.  Anubad (Jadavapur University, 
Kolkata) 
2004 English-Bengali RBMT and SMT News 
12.  HINGLISH (IIT-Kanpur) 2004 Hindi-English Interlingua General 
13.  OMTrans 2004 English-Oriya Object oriented 
concept 
- 
14.  English-Hindi EBMT system 2005 English-Hindi EBMT - 
15.  Anuvaadak (Super Infosoft) English-ILs Not- Available - 
16.  Anuvadaksh (C-DAC- Pune and 
other EILMT members)  
2007 and 
2013 
English-ILs SMT and Rule-based - 
17.  PUNJABI-HINDI (Punjab 
University, Patiala) 
2007 Punjabi-Hindi Direct word to  word General 
18.  Systran 2009 English-Bengali, Hindi 
and Urdu 
Hybrid-based  
19.  Sampark 2009 IL-ILs Hybrid-based - 
20.  IBM MT System 2006 English-Hindi EBMT & SMT - 
21.  Google Translate 2006 English-ILs, IL-ILs and 
Other Lgs  
(more than 101 Lgs) 
SMT & NMT - 
22.  Bing  Microsoft Translator Between 
1999-
2000 
English-ILs, IL-ILs and 
Others Lgs  
(more than 60 Lgs) 
EBMT, SMT and 
NMT 
- 
23.  Śata-Anuva ̅dak (IIT-Bombay) 2014 English-IL and IL-
English 
SMT ILCI Corpus 
24.  Sanskrit-Hindi MT System 
(UOH, JNU, IIIT-Hyderabad,  
IIT-Bombay,  JRRSU, KSU, 
2009 Sanskrit-Hindi Rule-based  Stories 
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BHU, RSKS-Allahabad, RSVP 
Triputi and Sanskrit Academy) 
25.  English-Malayalam SMT 2009 English-Malayalam Rule-based reordering - 
26.  Bidirectional Manipuri-English 
MT 
2010 Manipuri-English and 
English-Manipuri 
EBMT  News 
27.  English-Sindhi MT system 
(JNU, New Delhi) 
2015 English-Sindhi SMT General Stories 
and Essays 
28.  Sanskrit-Hindi (SaHiT) SMT 
system (JNU, New Delhi) 
2016 Sanskrit-Hindi SMT News and 
Stories 
29.  Sanskrit-English SMT system 
(JNU, New Delhi-RSU) 
2016 Sanskrit-English SMT General Stories 
30.  Sanskrit-Bhojpuri MT (JNU, 
New Delhi) 
2017 Sanskrit-Bhojpuri SMT Stories 
Table 1. 1: Indian Machine Translation Systems 
1.7.2 Evaluation of E-ILs MT Systems 
During the research, the available E-ILs MT systems have been studied (Table 1). To 
know current status of E-ILMT systems (based on the SMT and NMT models), five 
languages were chosen whose numbers of speakers and on-line-contents/web-resources 
availabilities are comparatively higher than other Indian languages. Census of India 
Report (2011), ethnologue and W3Tech reports were used to select five Indian languages 
(Hindi, Bengali, Tamil, Telugu and Urdu). Ojha et al. (2018) has conducted PBSMT and 
NMT experiments on seven Indian languages including these five languages using low-
data. These experiments supported that SMT model gives better results compare to NMT 
model on the low-data for E-ILs. Even the Google and Bing (which have best MT 
systems and rich-resources) E-ILMTs performance is very low compare to PBSMT (Ojha 
et al., 2018) systems. Figure 1.4 demonstrates these results. 
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 Figure 1. 4: BLEU Score of E-ILs MT Systems 
1.8 Overview of the thesis 
This thesis has been divided into six chapters namely: ‘Introduction’, ‘Kāraka Model and 
it impact on Dependency Parsing’, ‘LT Resources for Bhojpuri’, ‘English-Bhojpuri SMT 
System: Experiment’, ‘Evaluation of EB-SMT System’, and ‘Conclusion’.  
Chapter 2 talks of theoretical background of Kāraka and Kāraka model. Along with this, 
it talks about previous related work. It also discusses impacts of the Kāraka model in NLP 
and on dependency parsing. It compares Kāraka (which is also known as Pāṇinian 
dependency) dependency and Universal dependency. It also presents a brief idea of 
implementation of these models in the SMT system for English-Bhojpuri language pair.  
Chapter 3 discusses the creation of language technological (LT) resources for Bhojpuri 
language such as monolingual, parallel (English-Bhojpuri), and annotated corpus etc. It 
talks about the methodology of creating LT resources for less-resourced languages. Along 
with these discussions, this Chapter presents already existing resources for Bhojpuri 
language and their current status. Finally, it provides the discussion on statistics of LT 
resources created and highlights issues and challenges for developing resources for less-
resourced languages like Bhojpuri. 
Chapter 4 explains the experiments conducted to create EB-SMT systems using various 
translation models such as PBSMT, FBSMT, HBSMT and Dep-Tree-to-Str (PD and UD 
based). It also illustrates the LM and IBM models with the example. Finally, it briefly 
mentions evaluation reports of trained SMT systems on the BLEU metric.  
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Chapter 5 discusses automatic evaluation reports of the developed PBSMT, HBSMT, 
FBSMT, PD based Dep-Tree-to-Str and UD based Dep-Tree-to-Str SMT systems. It also 
presents Human Evaluation report for only the PD and UD based Dep-Tree-to-Str SMT 
systems. Finally, it reports comparative error analysis of the PD and UD based SMT 
systems.  
Chapter 6 concludes the thesis and proposes the idea of future works to improve 
developed EB-SMT system accuracy such as pre-editing, post-editing, and transliteration 
methods etc. 
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Chapter 2 
Kāraka Model and its Impact on Dependency Parsing  
“Dependency grammar is rooted in a long tradition, possibly going back all the 
way to Pāṇini’s grammar of Sanskrit several centuries before the Common Era, and 
has largely developed as a form for syntactic representation used by traditional 
grammarians, in particular in Europe, and especially for Classical and Slavic 
languages.”  
 Sandra Kübler, Ryan McDonald, and Joakim Nivre (2009) 
2.1 Introduction 
Sanskrit grammar is an inevitable component of many Indian languages. This is evident 
from the fact that many features of the Sanskrit grammar can be traced as subsets within 
the syntactic structure of a variety of languages such as Hindi, Telugu, Kannada, Marathi, 
Gujarati, Malayalam, Odia, Bhojpuri, and Maithili and so on. Some of the key features 
like morphological structures, subject/object and verb correlatives, free word-order, case 
marking and case or kāraka used in the Sanskrit language form the bases of many dialects 
and languages (Comrie, 1989; Masica, 1993; Mohanan, 1994). More importantly, it has 
been found that Sanskrit grammar is potent to be used in Interlingua approach for 
building the multilingual MT system. The features of the grammar structures are such that 
they prove to be a set of construction tools for the MT system (Sinha, 1989; Jha and 
Mishra, 2009; Goyal and Sinha, 2009). Working along those lines, the Sanskrit grammar 
module also has a flexibility to deal with the AI and NLP systems (Briggs, 1985; Kak, 
1987; Sinha, 1989; Ramanujan, 1992; Jha , 2004; Goyal and Sinha, 2009). Here, it is 
worth to be emphasized that Pāṇinian grammatical (Pāṇini was an Indian grammarian 
who is credited with writing a comprehensive grammar of Sanskrit namely Aṣṭādhyāyī) 
model is efficient not only in providing a syntactic grounding but also an enhanced 
semantic understanding of the language through syntax (Kiparsky et al., 1969; Shastri, 
1973).   
It has been observed that accuracy of MT system for the Indian languages is very low. 
The reasons being that majority of the Indian languages are morphologically richer, free 
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word-order etc. The Indian languages comprise free-word orders as compared to the 
European languages. On the parameters of linguistic models, it can be said that Indian 
Languages and English have divergent features both in grammatical and the syntactico-
semantic structures. This difference leads to a need for a system that can fill the gaps 
among the antipodal languages of the Indian subcontinent and the European languages. 
Indian researchers have thus resorted to the use of computational Pāninian grammar 
framework. This computational model acts as filler for the evident gaps among dissimilar 
language structures. The concepts of the Pāṇini Grammar have been used for the 
computational processing purpose. This computational process of a natural language text 
is known as Computational Pāṇinian Grammar (CPG). Not only has the CPG framework 
been implemented among the Indian languages, but also has been successfully applied to 
English language (Bharati et al., 1995) in NLP/language technology applications. For 
instance, the uses of systems such as Morphological Analyzer and Generator, Parser, MT, 
Anaphora resolution have proven the dexterity of the Computational Pāṇinian Grammar
(CPG).  
In NLP, parsing is one efficient method to scrutinize a sentence at the level of syntax or 
semantics. There are two kinds of famous parsing methods are used for this purpose, 
namely constituency parse, and dependency parse. A constituency parse is used to 
syntactically understand the sentence structure at the level of syntax. In this process there 
is an allotment of the structure to the words in a sentence in terms of syntactic units. The 
constituency parse as is suggested by its name, is used to organize the words into close-
knit nested constituents. In other words, it can be said that the word divisions of a 
sentence are formulated by the constituent parse into subunits called phrases. Whereas, 
the dependency parse is useful to analyse sentences at the level of semantics. The role of 
the dependency structure is to represent the words in a sentence in a head modifier 
structure. The dependency parse also undertakes the attestation of the relation labels to 
the structures. 
Hence in order to comprehend the structures of morphologically richer and free word-
order language the dependency parse is preferred over constituency parse. This preference 
is made as it is more suitable for a wide range of NLP tasks such as machine translation, 
information extraction, question answering. Parsing dependency trees are simple and fast. 
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The dependency model provides two popular annotation schemes (1) Pāṇinian 
Dependency (PD) and (2) Universal Dependency (UD). 
The PD is developed on the module of Pāṇini‟s Kāraka theory (Bharati et al., 1995, 
Begum et al., 2008). There are several projects that have been based on this scheme. The 
PD offers efficient results for Indian languages (Bharati et al., 1996; Bharati et al., 2002; 
Begum et al., 2008; Bharati et al., 2009; Bhat et al., 2017). The UD has been 
acknowledged rapidly as an emerging framework for cross-linguistically consistent 
grammatical annotation. The efforts to promote the Universal Dependency are on the rise. 
For instance, an open community attempt with over two hundred distributors producing 
more than one hundred TreeBanks in more than seventy languages has generated a 
mammoth database (as per the latest release of UD-v2)1.  Dependency tag-set of the UD 
is prepared on the Stanford Dependencies representation system (Marneffe et al., 2014). 
Detailed analysis of the description of the respective dependencies frameworks would be 
undertaken in section 2.4. 
The dependency modal is consistently being used for improving, developing or encoding 
the linguistic information as given in the Statistical and Neural MT systems (Bach, 2012, 
Williams et al., 2016; Li et al., 2017; Chen et al., 2017). However, to the best of my 
knowledge, both of the PD and UD models have not been compared to check their 
suitability for the SMT system. Even, due to the above importance, there is no attempt to 
develop SMT system based on the Pāṇinian Kāraka dependency model for English-Low-
resourced Indian languages (ILs) either in string-tree, tree-string, tree-tree or dependency-
string approaches. The objective of the study is to undertake a palimpsest research for 
improving accuracy of low-resourced Indian languages SMT system using the Kāraka 
model. Hence in order to improve accuracy and to find suitable framework, both the 
Pāṇinian and Universal dependency models have been used for developing the English-
Bhojpuri SMT system. 
This chapter is divided into five (including introduction) subsections.  An overview of the 
Kāraka and Kāraka model given in section 2.2. This segment also deals with the uses of 
the model in Indian languages and in the computational framework. The section 2.3 
elaborates on literature review related to the Kāraka model. It also scrutinizes the CPG 
framework in the Indian language technology. The section 2.4 emphasizes the models of
                                                                
1 http://universaldependencies.org/#language- 
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Dependency Parsing, PD and UD annotation schemes as well as their comparisons. The 
final section 2.5 concludes this chapter.  
2.2 Kāraka Model 
The etymology of Kāraka can be traced back to the Sanskrit roots. The word Kāraka 
refers to „that which brings about‟ or „doer‟ (Joshi et al., 1975, Mishra 2007). The Kāraka 
in Sanskrit grammar traces the relation between a noun and a verb in a sentence structure. 
Pāṇini neologized the term Kāraka in the sūtra Kārake (1.4.23, Astadhyayi). Pāṇini has 
used the term Kāraka for a syntactico-semantic relation. It is used as an intermediary step 
to express the semantic relations through the usage of vibhaktis. As per the doctrine of 
Pāṇini, the rules pertaining to Kāraka explain a situation in terms of action (kriyā) and 
factors (kārakas). Both the action (kriyā) and factors (kārakas) play an important function 
to denote the accomplishment of the action (Jha, 2004; Mishra, 2007). Most of the 
scholars and critics agree in dividing d Pāṇini‟s Kāraka into six types:  
 Kartā (Doer, Subject, Agent): “one who is independent; the agent” (स्वतंत्र: कतता 
(svataMtra: kartā), 1.4.54 Aṣṭādhyāyī). This is equivalent to the case of the 
subject or the nominative notion.  
 Karma (Accusative, Object, Goal): “what the agent seeks most to attain"; deed, 
object (कततारीिसिततमं कमा (karturIpsitatamaM karma), 1.4.49 Aṣṭādhyāyī). This is 
equivalent to the accusative notion. 
 Karaṇa (Instrumental): “the main cause of the effect; instrument” (ितधकतमं करणम् 
(sAdhakatamaM karaNam), 1.4.42 Aṣṭādhyāyī). This is equivalent to the 
instrumental notion. 
 Saṃpradāna (Dative, Recipient): “the recipient of the object” (कमाणतयमििपे्रित ि 
िंप्रदतनम् (karmaNAyamabhipreti sa saMpradAnam), 1.4.32 Aṣṭādhyāyī). This is 
equivalent to the dative notion which signifies a recipient in an act of giving or 
similar acts. 
 Apādāna (Ablative, Source): “that which is firm when departure takes place” 
(ध्रतवमपतयेऽपतदतनम् (dhruvamapAyeऽpAdAnam), 1.4.24 Aṣṭādhyāyī). This is the 
equivalent of the ablative notion which signifies a stationary object from which a 
movement proceeds. 
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 Adhikaraṇa (Locative): “the basis, location” (आधतरोऽिधकरणम् 
(AdhAroऽdhikaraNam), 1.4.45 Aṣṭādhyāyī). This is equivalent to the locative 
notion. 
But he assigns sambandha (genitive) with another type of vibhakti (case ending). It aids 
in expressing the relation of a noun to another. According to Pāṇini, case endings recur to 
express relations between kāraka and kartā. Such relations are known as prathamā 
(nominative endings). In the Sanskrit language, these seven types of case endings are 
based on 21 sub vibhaktis/case markers that are bound to change according to the 
language.  
Since ancient times Kāraka theory has been used to analyze the Sanskrit language, but 
due to its efficiency and flexibility the Pāṇinian grammatical model was adopted as an 
inevitable choice for the formal representation in the other Indian languages as well. The 
application of the Pāṇinian grammatical model to other Indian languages led to the 
consolidation of the Kāraka model. This model helps to extract the syntactico-semantic 
relations between lexical items. The extraction process provides two trajectories which 
are classified as Kāraka and Non-kāraka (Bharati et al, 1995; Begum et al., 2008; Bhat, 
2017).  
(a) Kāraka: These units are semantically related to a verb. They are direct 
participants in the action denoted by a verb root. The grammatical model depicts all six 
„kārakas‟, namely the Kartā, the Karma, the Karaṇa, the Saṃpradāna, the Apādāna and 
the Adhikaraṇa. These relations provide crucial information about the main action stated 
in a sentence. 
(b) Non-kāraka: The Non-kāraka dependency relation includes purpose, possession, 
adjectival or adverbial modifications. It also consists of cause, associative, genitives, 
modification by relative clause, noun complements (appositive), verb modifier, and noun 
modifier information. The relations are marked and become visible through „vibhaktis‟. 
The term „vibhakti‟ can approximately be translated as inflections. The vibhaktis for both 
nouns (number, gender, person and case) and verbs (tense, aspect and modality (TAM)) 
are used in the sentence structure.  
Initially, the model was applied and chosen for Hindi language. The idea was to parse the 
sentences in the dependency framework which is known as the PD (shown in the Figure 
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2.1). But an effort was made to extend the model for other Indian languages including 
English (see the section 2.4 for detail information of the PD model). 
(I)  दीपक   ने  अयतन   को  लतल गेंद    दी ।      (Hindi sentence) 
  dIpaka   ne          ayAna     ko   lAla  geMda   dI     ।   (ITrans) 
 deepak ne-ERG  ayan    acc    red   ball    give-PST  .   (Gloss) 
 Deepak gave a red ball to Ayan.     (English Translation) 
 
Figure 2. 1: Dependency structure of Hindi sentence on the Pāṇinian Dependency 
The above figure depicts dependency relations of the example (I) sentence on the Kāraka 
model. In the dependency tree, verb is normally presented as the root node. The example 
(I) dependency relation represents that दीपक is the „kartā‟ (doer marked as kartā) of the 
action. This is denoted by the verb दी. The word अयतन is the „saṃpradāna‟ (recipient 
marked as saṃpradāna) and गेंद is the „karma‟ (object marked as karma) of the verb, and 
दी is the root node.  
2.3 Literature Review 
There have been several language technology tools that have developed on the basis of 
Kāraka or computational Pāṇinian grammar model. Following is a brief summary of the 
linguistic tools: 
 MT (Machine Translation) System: Machine Translation systems have been 
built specifically keeping in mind the Indian Language syntactic structures. 
Systems such as Anusāraka, Sampark, Shakti MT systems endorse Pāṇinian 
framework in which either full or partial framework is put to use.  
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(a) Anusāraka: The Anusāraka MT was developed in 1995. It was created by the 
Language Technology Research Centre (LTRC) at IIIT-Hyderabad (initially it 
was started at IIT-Kanpur). The funding for the project came from TDIL, Govt of 
India. Anusāraka is adept in using principles of Pāṇinian Grammar (PG). It also 
projects a close similarity with Indian languages. Through this structure, the 
Anusāraka essentially maps local word groups between the source and target 
languages. In case of deep parsing it uses Kāraka models to parse the Indian 
languages (Bharti et al., 1995; Bharti et al., 2000; Kulkarni, 2003; Sukhda, 2017). 
Language Accessors for this programming have been developed from indigenous 
languages such as Punjabi, Bengali, Telugu, Kannada and Marathi. The Language 
Accessors aid in accessing a plethora of languages and providing reliable Hindi 
and English-Indian language readings. The approach and lexicon is generalized, 
but the system has mainly been applied on children‟s literature. The primary 
purpose is to provide a usable and reliable English-Hindi language accessor for
the masses. 
(b) Shakti: Shakti is a form of English-Hindi, Marathi and Telugu MT system. It 
has the ability to combine rule-based approach with statistical approaches and 
follow Shakti Standard Format (SSF). This system is a product of the joint efforts 
by IISC-Bangalore, and International Institute of Information Technology, 
Hyderabad, in collaboration with Carnegie Mellon University USA. The Shakti 
system aids in using kāraka model in dependency parsing for extracting 
dependency relations of the sentences (Bharti et al., 2003; Bharti et al.; 2009; 
Bhadra, 2012). 
(c) Sampark: Sampark is a form of an Indian Language to Indian Language 
Machine Translation System (ILMT). The Government of India funded this 
project where in eleven Indian institutions under the consortium of ILMT project 
came forwards to produce the system. The consortium has adopted the Shakti 
Standard Format (SSF). This format is utilized for in-memory data structure of the 
blackboard. The systems are based on a hybrid MT approach. The Sampark 
system constitutes the Computational Pāṇinian Grammar (CPG) approach for 
language analysis along with the statistical machine learning process (Goyal et al., 
2009; Ahmad et al, 2011; Pathak et al, 2012; Antony, 2013). The system has 
proven beneficial as it has successfully developed language translation technology 
for nine Indian languages. In the process it has resulted in building MT for 18 
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language pairs. These are: 14 bi-directional pairs between Hindi and 
Urdu/Marathi/Punjabi /Bengali/Tamil/Telugu/Kannada and 4 bi-directional pairs 
between Tamil and Telugu/ Malayalam. 
(d) English-Sanskrit and Sanskrit-English MT System: The AnglaBharati 
system is being scrutinized by linguist to formulate a system-design to translate 
English to Indian languages. This would be a blueprint for further developing a 
system that could be adapted for translations to Sanskrit (Goyal and Sinha, 2009). 
The researchers, Goyal and Sinha have demonstrated that the machine translation 
of English to Sanskrit for simple sentences could be accomplished. The simple 
sentence structures translated were based on PLIL generated by AnglaBharati and 
Aṣṭādhyāyī rules. In this experiment, the scholars have used Kāraka theory to 
decode the meaning from sentence.  
Sreedeepa and Idicula (2017) reported that an Interlingua based Sanskrit-English 
MT system has developed using Pāṇinian framework (Sreedeepa and Idicula, 
2017). They used kāraka analysis system for the semantic analysis. But the 
drawback of this paper, there is no evaluation report.  
 Sanskrit Kāraka Analyzer: The Sanskrit kāraka analyzer (Mishra, 2007; Jha and 
Mishra, 2009) has been developed by Sudhir Mishra in 2007 at JNU, New Delhi 
during his doctoral research. The project was undertaken to create a translation 
tool for Sanskrit language. This Kāraka analyzer was efficient in the syntactico-
semantic relations at the sentence level following with the rule based approach. 
But it is limited in a way that it is unable to perform on deep semantic structural 
analysis of Sanskrit sentences. 
 Constraint based Parser for Sanskrit language: A Constrained Based Parser for 
Sanskrit Language has been developed by University of Hyderabad in 2010 
(Kulkarni et al., 2010). The system was concretized through the principles of 
generative grammar. The designing features of the generative grammars helped 
the parser for finding the directed trees. In the tree pattern graphs, the nodes 
represent words, and edges depict the relations between the words and edges. To 
combat dead-ends and overcome the scenario of non-solutions the linguists used 
mimāmsā constraints of ākānksā and sannidhi. The current system at work allows 
only limited and simple sentences to be parsed. 
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 Frame-Based system for Dravidian Language Processing: Idicula (1999) in his 
doctoral thesis, 'Design and Development of an Adaptable Frame-Based system 
for Dravidian Language Processing' has used kāraka model. The kāraka relation 
has been used to extract meaning. Under this system, the author has used the 
modem of vibhakti-kāraka mapping for analyzing the kāraka relation. 
 Shallow Parser Tool: The Shallow Parser Tools2 for Indian languages (SPT-IL) 
project was started in 2012 in the consortium mode (University of Hyderabad, 
Jawaharlal Nehru University, University of Jammu, Gujarat University, 
University of Kashmir, Goa University, Visva-Bharati University, Guwahati 
University, Manipur University and North Bengal University). The project was 
supported and funded by TDIL, Govt. of India. The project aims to build Shallow
Parser Tools for 12 Indian languages constitution Hindi, Assamese, Bodo, Dogri, 
Gujarati, Kashmiri, Konkani, Maithili, Manipuri, Nepali, Odia, and Santhali. The 
basic components that are required for this task comprise Morphological 
Analyzer, a POS Tagger and a Chunker. In the development of the Morph
Analyzer, the Pāṇinian paradigm model was used. The Pāṇinian paradigm was 
already in use in diverse range of MT projects before it was used as the building 
block for Shallow Parser tool. The Pāṇinian paradigm has already been
implemented for building the morph analyzer tools like Indian-Indian Languages 
Machine Translation (ILMT), Anusāraka, Sampark, AnglaBharati.     
 Dependency Treebank and Parser: The Development of Dependency Tree 
Bank for Indian Languages project3 was started in 2013 in consortium mode. The 
project was formulated under the IIIT- Hyderabad consortium leader and 
sponsored by TDIL, Govt. of India. The fundamental objective of this project was 
to resurrect a monolingual and parallel Treebank for languages such as Hindi, 
Marathi, Bengali, Kannada, and Malayalam. To accomplish this Treebank model, 
Pāṇinian Kāraka Dependency annotation scheme was followed. As an offshoot of 
the project, the annotation scheme was also utilized to annotate the data for 
Telugu, Urdu and Kashmiri languages (Begum et al., 2008; Hussain, 2009; 
Hussain et al., 2010; Bhat, 2017). The dependency parser was thus created for the 
Hindi, Telugu, Bengali, Urdu and Kashmiri languages on the basis of PD 
framework (Hussain et al., 2010, Dhar et al., 2012, Bhat, 2017).  
                                                                
2  see following link for details information: “http://sanskrit.jnu.ac.in/projects/sptools.jsp?proj=sptools” 
3  http://meity.gov.in/content/language-computing-group-vi 
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2.4 Pāṇinian and Universal Dependency Framework 
The following subsections provide an idea of the workings of both the PD and UD 
annotation scheme. But this description is only accomplished at the level of dependency 
and did not focus other levels such as morphology, POS, chunk.4 In the section 2.4.3, the 
differentiation between both these schemes has been amplified illustrated examples. 
2.4.1 The PD Annotation 
The PD scheme is conceptualized on a modifier-modified relationship (Bharati et al., 
1995). For the PD model, I have followed the „Ancorra: TreeBanks for Indian 
Languages‟ guidelines (Bharati et al., 2012) which is prepared by the Govt. sponsored 
projects ( the IL-ILMT and Dependency TreeBank for Indian languages). In the 
scheme, all the kāraka relations having tags starting with k are enlisted first. This 
pattern is followed by non-kāraka relation labels which begin with „r‟. As per the 
guideline, the scheme has 40 relation tags which are mentioned in the Table1. These 
labels or tags are constructed from the main five labels at the coarsest level. The labels 
that aid in the construction process are namely- verb modifier (vmod), noun modifier 
(nmod), adjective modifier (jjmod), adverbial modifier (advmod) and conjunct of 
(ccof). Among these labels, ccof is not strictly a dependency relation (Begum et al., 
2008). In the Figure 2.2, a hierarchy of relations used in the scheme becomes visible. A 
hierarchical set-up of dependency relations is thus established on the basis of this 
categorization.  
                                                                
4 To know the PD annotation and other levels procedures see the Akshar Bharati et al., 2012 „Ancorra: 
TreeBanks for Indian Languages‟. And, for others tagsets/information of the UD, see the UD website 
(http://universaldependencies.org) or follow these articles: De Marneffe et al., 2014 „Universal Stanford 
Dependencies: A cross-linguistic typology‟, Daniel Zeman „ Reusable Tagset Conversion Using Tagset Drivers‟, 
Joakim Nivre et al., „Universal Dependencies v1: A Multilingual Treebank Collection‟.  
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Figure 2. 2: Screen-Shot of the PD Relation Types at the Hierarchy Level 
The respective part of speech category becomes the basis for the classification of the 
modified group (mod). For instance, all those relations whose parent (mod) is a verb fall 
under the verb modifier (vmod) category. These relations are further classified through 
the use of subsequent levels. The next level comprises of verb argument (varg), verb 
adjunct (vad) and vmod_1 labels under the umbrella term of vmod. One can observe the 
categories of adjective (jj), genitive (r6) classified under the nmod_adj label. At the 
most finely attuned level, varg and vad further branch into trajectories like kartā (k1), 
karma (k2), karan (k3), saṃpradāna (k4), apādāna (k5), adhikaran (k7) and hetu 
„reason‟ (rh), tadarthya „purpose‟ (rt), relation prati „direction‟ (rd), vidheya kartā-kartā 
(k1s), sādrishya „similarit/comparison‟ (k*u), kriyāvishesaṇa „adverb‟ (adv)  etc. The 
relations labeled under varg are the six Kārakas that are the most essential participants 
in an action sequence (the Figure1 shows its sample). On the other hand, all the other 
dependency tags are termed as the non-kārakas. 
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Description (Relations)  Gloss  Tags/labels 
Kartā  Doer/agent/subject  k1 
vidheya kartā - kartā 
samānādhikarana 
Noun complement of kartā  k1s 
prayojaka  kartā   Causer  pk1 
prayojya  kartā  Cause  jk1 
madhyastha kartā  Mediator-causer  mk1 
Karma  Object/patient  k2 
subtype of karma  Goal, Destination  k2p 
secondary karma   Secondary karma  k2g 
karma samānādhikarana  Object complement  k2s 
karaṇa  Instrument  k3 
saṃpradāna  Recipient  k4 
anubhava kartā  Experiencer  k4a 
Apādāna  A point of separation/departure from 
source 
k5 
prakruti apādāna  Source material  K5prk 
kAlAdhikarana  Location in time  k7t 
Deshadhikarana  Location in space  k7p 
vishayadhikarana  Location elsewhere  k7 
noun chunks with vibhaktis  According to  k7a 
sAdrishya   Similarity/comparison  k*u 
Shashthi  Genitive/possessive  r6 
Kartā of a conjunct verb  conjunct verb (complex predicate)  r6-k1 
Karma of a conjunct verb  conjunct verb (complex predicate)  r6-k2 
kA  Relation between a noun and a verb  r6v 
kriyAvisheSaNa  Adverbs - ONLY  'manner adverbs'  
have to be taken  here 
adv 
kriyAvisheSaNa yukta vaakya  Sentential Adverbs  sent-adv 
relation prati  Direction  rd 
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Hetu  Reason  rh 
Tadarthya  Purpose  rt 
upapada_ sahakArakatwa  Associative  ras-k* 
niShedha   Negation in Associative  ras-neg 
relation samānādhikarana  noun elaboration/complement  rs  
relation for duratives   Relation between the starting 
point and the end point of a durative 
expression 
rsp 
address terms  Address terms  rad  
relative construction modifying a 
noun 
Relative clauses, jo-vo constructions  nmod__relc   
 relative construction modifying 
an adjective 
Relative clauses, jo-vo constructions  jjmod__relc 
relative construction modifying an 
adverb 
Relative clauses, jo-vo constructions  rbmod__relc 
noun modifier  Participles etc modifying nouns  nmod 
emphatic marker  noun modifier of the type emphatic 
marker 
nmod emph 
verb modifier  Verb modifier  vmod  
modifiers of the adjectives  Modifiers of the adjectives  jjmod 
part-of relation  Part of units such as conjunct verbs  pof 
phrasal verb  Part of units in phrasal verb 
constructions 
pof-phrv 
conjunct-of  Coordination and subordination  ccof 
fragment of   Relation to link elements of a 
fragmented chunk 
fragof 
enumerator  Enumerator  Enm 
label for a symbol/ full stop  Tag for a symbol  rsym 
the relation marked between a 
clause and the postposition  
the relation marked between a clause and 
the postposition 
 psp__cl 
Table 2. 1: Details of the PD Annotation Tags 
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2.4.2 The UD Annotation 
The UD project is developing cross-linguistically consistent Treebank annotation for 
many languages. The primary aim of this project is to facilitate multilingual parser 
development. The system will also take into account cross-lingual learning and perform 
parsing research from the perspective of language typology. The evolution of (universal) 
Stanford dependencies is the platform for the annotation scheme structures (Marneffe et 
al., 2006, 2008, 2014), Google universal part-of-speech tags (Petrov et al., 2012), and the 
Interset Interlingua (Zeman, 2008) for morpho-syntactic tagsets. As mentioned by (Nivre 
et al., 2016) and also elaborated by (Johannsen et al., 2015), the driving principles behind 
UD formalism are as follows:  
 Content over function: In the binary relations, the content words are the heads of 
function words. For instance the lexical verbs form the head of periphrastic verb 
constructions. Whereas the nouns are the heads of prepositional phrases. In copula 
constructions, attributes take the head positions. 
 Head-first: There are cases wherein the head positions are not clear at the first 
instance. For instance, in spans it is not immediately clear which element is the 
head because there is no direct application of the content-over-function rule. In 
such situations, the UD takes a head-first approach. The first element in the span 
takes the head position. The rest of the span elements attach to the head. This 
justly applies to the format of coordinations, multiword expressions, and proper 
names. 
 Single root attachment: The root-dominated token performs an important 
function. Each dependency tree has exactly one token. This token is directly 
dominated by the artificial root node. Other candidates that seek direct root 
attachment are instead attached to this root-dominated token.  
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 Figure 2. 3: Dependency annotation of English sentence on the UD scheme 
Currently in the UD, 37 universal syntactic relations are in use (listed in the Table 2 and 
taken from the UD website). Some of these relations are demonstrated as a sample of the 
above English translated sentences (I) in Figure 2.3. The figure also showcases the above 
mentioned UD principles. The organizing principles of the UD taxonomy can be studied 
through the upper segment of the following table. The given rows correspond to 
functional categories in relation to the head (core arguments of clausal predicates, non-
core dependents of clausal predicates, and dependents of nominals). The columns depict 
the structural categories of the dependent (nominals, clauses, modifier words, function 
words). The lower segment of the table lists relations that cannot be categorized as 
dependency relations in a narrow sense.  
  Nominals  Clauses  Modifier Words  Function Words 
Tags  Descriptio
n 
Tags  Descrip
tion 
Tags  Descripti
on 
Ta
gs 
Description 
 
Core 
Arguments 
nsubj  nominal 
subject 
csubj  clausal 
subject 
  
obj  object  ccomp  clausal 
complem
ent 
iobj  indirect 
object 
xcomp  open 
clausal 
complem
ent 
 
 
Non-core 
Arguments 
obl  oblique 
nominal 
advcl  adverbial 
clause 
modifier 
advmod  adverbial 
modifier 
aux  auxiliary 
vocative  vocative  discourse  discourse 
element 
cop  copula 
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expl  expletive   mark  marker 
disolated  dislocated 
elements 
 
Nominal 
dependents  
nmod  nominal 
modifier 
acl  clausal 
modifier 
of noun 
amod  adjectiv
al 
modifier 
det  determiner 
appos  appositional 
modifier 
clf  classifier 
 
nummod  numeric 
modifier 
case  case marking 
Coordinatio
n 
MWE  Loose  Special  Other 
conj   conj
unct 
fixed  fixed 
multiword 
expression 
list  List  orphan  orphan  punc
t 
punctuation 
cc   coor
dinat
ing 
conj
uncti
on 
flat  flat 
multiword 
expression 
parataxis  Parata
xis 
goeswith  goes 
with 
root  root 
 Compoun
d 
compound  reparandum  overrid
den 
disfluen
cy
dep  unspecified 
dependency 
Table 2. 2: Details of the UD Annotation Tags 
2.4.3 A Comparative Study of PD and UD 
We have seen some differences in comparison of the annotation schemes of PD and UD 
in terms of correspondences between tags. There is no one-to-one correspondence in most 
of the tags which have the two annotation schemes. It was either many-to-one or one-to-
many mappings between their tags. We will discuss these differences in detail in the 
coming sections. 
2.4.3.1 Part of Speech (POS) Tags 
In UD POS tagset, the total number of tags is 17 and it is less than as compared to the 32 
tags in the BIS based POS tagset (TDIL, 2010; Kumar et al., 2011) developed for the 
Indian languages. We can see mapping in two annotation schemes: There may be several 
tags in UD POS tagset which correspond to a single tag in the BIS Indian languages 
tagset and vice versa. For instance, BIS POS tags RB (Adverb), WQ (question words), 
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NN (noun), INTF (intensifier), NST (spatial-temporal), etc. map to a single UD POS tag 
ADV. For example:  
WQ: कहतँ, कब 
NN: कतल्ह, आजत 
INT: अतनत, बहुते, तबहीं 
NST: के उपरे, ओिहजत   
Above all tags correspond to the same POS tag „ADV‟ in the UD. The reason being more 
granularities of BIS POS as compared to UD. In the same way, PRON (pronoun), DET 
(determiner) and ADV of UD POS tagset are annotated with the same BIS POS tag WQ. 
2.4.3.2 Compounding 
Bhojpuri has compound conjunctions like „aur to aur‟ bhojpuri examples अउर त अउर (all 
the more) and जइिे कक (like/as) etc. In BIS POS schema, these are tagged as follows: 
अउर\CC_CCD त\RP_RPD अउर\CC_CCD.  
In the UD compounding is however marked at the level of dependency relations by three 
tags: compound, mwe and name. 
2.4.3.3 Differences between PD and UD Dependency labels 
The PD and UD relations also show asymmetry in many cases as reflected in the POS 
tagsets (Tandon et al., 20116). The correspondence between these two dependencies 
relations are not always one to one. Such mapping can be of two types - one to many or 
many to one. For example, PD relation k2 corresponds to more than one relation (ccomp, 
dobj, xcomp) in UD. The nmod relation of UD corresponds similarly to k3, k7p, k7t and 
r6 relations of PD. We can see another example where the nsubj relation of UD 
corresponds to k1, k4a and pk1 relations of PD. 
2.4.3.4 Dependency Structure 
It is a difficult to find correspondences between the PD and UD schemas. They do not 
have always similar relationship. We have shown this with the help of some specific 
types of constructions given below. 
(a) Conjunctions: According to the PD framework, conjunction (subordinate or 
coordinate) is the head of the clause (shown Figure 2.4 and 2.6). The other 
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elements of clause are dependent on the head. On the other hand, the head is the 
first element of the coordinated construction in UD framework while the 
conjunction and other coordinated elements are considered as the dependents of 
the first element (shown Figure 2.5 and 2.7). In case of subordinating conjunction 
which is a dependent of the head of the subordinate clause, it is annotated as 
mark. We can see this in the following illustrated examples: 
(II)   Anita and Ravi came yesterday.    (English sentence) 
   अिनतत  अउर  रिव  कतिल्ह आइल  रहलन ।    (Bhojpuri sentence) 
   anita     aur    ravi    kalhi       Ail    rahalan.  (ITrans of Bhojpuri sentence) 
   Anita   and    Ravi yesterday come be-PST  (Gloss of Bhojpuri) 
 
 
Figure 2. 4: PD Tree of English Example-II 
 
Figure 2. 5: UD Tree of English Example-II 
 
Figure 2. 6: PD Tree of Bhojpuri Example-II 
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Figure 2. 7: UD Tree of Bhojpuri Example-II 
(b) Copula: According to the PD framework (Figure 2.9 and 2.11), a copular verb is 
considered as the head of a copula construction whereas in UD (Figure 2.8 and 
2.10), the „be‟ verb becomes a cop dependent and predicative nominal in the 
copula construction is marked as head.  
(III)  The Tajmahal is beautiful.    (English sentence) 
          ततजमहल ितन्नर हऽ.      (Bhojpuri sentence) 
           tAjamahal sunnar hऽ.    (ITrans of Bhojpuri sentence) 
          Tajmahal beautiful be-PRS   (Gloss of Bhojpuri) 
 
 
Figure 2. 8: UD Tree of English Example-III 
  
 
Figure 2. 9: PD Tree of English Example-III 
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Figure 2. 10: UD Tree of Bhojpuri Example-III 
 
 
Figure 2. 11: PD Tree of Bhojpuri Example-III 
'ितन्नर'/'beautiful is treated as the heads in the UD, while 'ततजमहल '/'Tajmahal' and the „be‟ 
verb 'हऽ'/'is' and its dependents of the type nsubject and cop.  
(c)  Multiword names: In the UD framework, (Johannsen et al., 2015), “In spans 
where it is not immediately clear which element is the head, UD  takes  a  head-
first  approach: the first element in the span becomes the head, and the rest of the 
span elements attach to it. This applies mostly to coordinations, multiword 
expressions, and proper names.” For instance, in a name such as „Sachin Ramesh 
Tendulkar‟, in UD framework, the first word in a compound name „Sachin‟, is 
considered the head and the rest becomes its dependents. On the other hand in PD 
framework, „Tendulkar‟ is regarded as the head and „Sachin‟ and „Ramesh‟ are its 
dependents. 
(d) Active and Passive: One of the anomalies of the Kāraka system according to 
Panini shows that constructions as active and passive are the realizations of the 
same structure except for certain morphological distinctions (Vaidya et al. 2009). 
We also aim at the same principle to handle the case of passives in the annotation 
scheme (Figure 2.13). While (Figure 2.12) demonstrates the analysis of an active 
sentence, the same dependency tree is drawn for the passive, only marking the 
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verb‟s TAM (Tense, Aspect & Modality) as passive. The feature structure that 
marks the verb morphology as passive will show that the agreement and positional 
information in the tree is applicable to k2 and not k1 (see Figure 2.13). The 
distinction between the two constructions is lexical (and morphological) rather than 
syntactic in this framework.  
(IV) Deepak hit the ball.    (Active voice example of English) 
(V) The ball was hit by Deepak.  (Passive vocie example of English) 
 
Figure 2. 12: PD Tree of Active Voice Example-IV 
 
Figure 2. 13: PD Tree of Passive Voice Example-V 
(e) Yes-No Questions: In English, we have seen interrogative sentences of two types: 
i) yes-no type or ii) Wh-type. In both cases, we consider the displaced element 
without the use of traces. The moved constituent is instead analyzed in situ. In the 
case of yes-no type questions, (Figure 2.14) demonstrate the dependency tree. We  
append  the  information  that  the sentence  is  a  yes-no  type  of interrogative 
sentence. The moved TAM marker is given the label „fragof‟ to convey that  it  is 
related  to  the  verb  chunk  that  is  its  head. We eventually mark the remaining 
arguments of the verb with Kāraka relations. 
(VI) Did Deepak hit the ball?   (Yes-No Interrogative example of English) 
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Figure 2. 14: PD Tree of English Yes-No Example-VI 
 
Figure 2. 15: UD Tree of English Yes-No Example-VI 
(f) Expletive Subjects: Expletives are semantically vacuous words meant to fill the 
syntactic vacancy in a sentence. „it‟ and „there‟  are  the  two  commonest  expletives  of  
English.  Though Expletives are subjects syntactically, they cannot be kartā in a 
sentence since they are semantically vacuous, and kartā, though syntactically grounded, 
entails some semantics too. Since expletives are not found in Hindi, a new label 
„dummy-sub‟ was formalized to facilitate annotation of the expletives of English. 
 (VII) It rained yesterday.  (Expletive example of English) 
 
Figure 2. 16: PD Tree of English Expletive Subjects Example-VII 
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Figure 2. 17: UD Tree of English Expletive Subjects Example-VII 
As  seen  in  Figure  2.16,  „it‟  is  a  semantically vacuous  element  that  serves  to  fill  
the  empty  subject  position  in  the  sentence.   The  fact  that  „it‟ is  not  the  locus  of  
the  action  in  the sentence substantiates that though it fills the subject position, it fails 
to function as kartā. Therefore, we mark it with a special relation „dummy-sub‟, which 
reflects the fact that „it‟ is a dummy element in the sentence.  
(g) Subordinate Clauses: Verbs  such  as  want  that  take  subordinate  clauses  can  
be  represented  where  the subordinate  clause  is  related  with  the  relation  k2  as 
karma. In Figure 2.18  for  example,  „expects‟  takes  „to  study‟  as  its  immediate  
child  with  a  k2 relation and „students‟ is shown attached to „to study ‟with a relation 
„k1‟. Figure 2.18 reflects the predicate argument of „expects‟ and „study‟. It is 
important to note that Kāraka relations are not equivalent to theta roles (although 
they are mapped sometimes, for the sake of elucidation). 
 (VIII) Deepak expects students to study more. (Subordinate Clauses of English) 
 
Figure 2. 18: Tree of English Subordinate Clause Example-VIII 
While thematic roles are purely semantic in nature Kāraka relations are syntactico-
semantic. 
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Extending the annotation scheme based on the CPG model to English, helps capture 
semantic information along with providing a syntactic analysis. The level of semantics 
they capture is reflected in the surface form of the sentences, and is important 
syntactically.  Such a level of annotation makes available a syntactico-semantic interface 
that can be easy to exploit computationally, for linguistic investigations and 
experimentation. This includes facilitating mappings between semantic arguments and 
syntactic dependents. 
(h) Reflexive Pronouns: Sometimes, a reflexive pronoun is used in an appositive way 
to indicate that the person who realizes the action of the verb is also the person 
who receives the action, whereas at other times reflexives are used to emphasize 
the subject, and are called emphatic pronouns e.g. himself, itself etc. Our 
dependency analysis of the above two cases would differ per their role in the 
sentence, i.e. according to the relation the pronoun has with the other entities in 
the sentence. In the case of normally occurring reflexive pronouns such as the
below in the example: 
(IX) Deepak saw himself in the mirror.    
 
Figure 2. 19: PD Tree of English Reflexive Pronoun Example-IX 
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Figure 2. 20: UD Tree of English Reflexive Pronoun Example-IX 
The reflexive pronoun „himself‟ in this sentence will be labeled „k2‟ of the verb „saw‟, 
since it is the „karma‟ of the verb. Whereas, in case of emphatic pronouns the pronoun 
isn‟t the karma of the verb, but a modifier of the noun that it goes back to. Thus, to handle 
emphatic pronouns, I use the dependency label nmod_emph, that makes its role in the 
sentence lucid. The label 'nmod_emph stands for nmod of the type emph. An example 
sentence for emphatic pronouns would be: 
(X) The news had come out in the report of the commission itself. 
As seen in Figure 2.21, the emphatic marker 'itself' is annotated nmod_emph of the noun 
„commission‟, within the PP „of the commission‟. 
 
Figure 2. 21: PD Tree of English Emphatic Marker Example-X 
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Figure 2. 22: UD Tree of English Emphatic Marker Example-X 
2.5 Conclusion 
In this chapter, I have tried to present theoretical framework of the Pāṇini‟s Kāraka, 
Kāraka based dependency model and its importance in the MT and parsing of the 
sentences. Another dependency model, UD, has been also introduced. The UD model 
follows universal cross-lingual annotation schema. Along with their description, we have 
also discussed a comparison between the two. In course of comparison of these above-
mentioned dependency models, we observe the PD model is established/formed on the 
basis of syntatico-semantic level, while the UD is based on syntactic level. When we 
parse parallel sentences typically in MT, then PD framework is found to be more 
accommodating as compare to the UD to capture semantic information and does not 
affect its accuracy if source language and target language belong two different families or 
follow free-word order. 
In chapter 3, these models will be used to annotate source language (English) data. The 
PD and UD based annotated data will be integrated into the English-Bhojpuri SMT 
system for building tree-to-string, syntax-directed etc. models. Detailed processes of these 
rules and model creations will be discussed in chapter 4. In Chapter 5, the comparative 
study of PD and UD based SMT systems will be discussed. 
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Chapter	3	
LT	Resources	for	Bhojpuri 	
 
Linguistic resources are crucial elements in the development of NLP applications. A 
corpus, thus, is a valuable linguistic resource for any language and more so if the 
language is endangered or less-resourced/lesser known; with the availability of a corpus a 
language‟s utility increases. A corpus can be built in any format, either text, speech, 
image or multimodal. It assists in creating other resources such as language technology 
tools, for instance, POS Tagger, Chunker, MT, TTS, ASR, Information extraction, 
Ontology etc. It also helps in creating resources for linguistics analysis that aids us in 
substantiated study of all aspects of language and linguistics e.g. grammar/syntax, 
morphology, phonology. It is also useful for a comparative study of languages.  
Hence, in the digital era, it is vital to create text, speech and multimodal corpora and 
language technology tools for all the languages. With this consideration, the Ministry of 
Communication and Information Technology (MCIT), Government of India (now 
Ministry of Electronics and Information Technology) started Technology Development 
for the Indian Languages (TDIL) program in 1991(Das, 2008; Jha, 2010) with the aim of 
building linguistic resources and language technology tools for Indian scheduled 
languages. The TDIL has funded several projects for developing language technology 
tools and corpus (including text, speech and image corpus) for scheduled languages, such 
as, IL-MT by IIIT-Hyderabad, E-ILMT by CDAC-Pune, Gyan-Nidhi by CDAC-Noida, 
development of Text-to-Speech (TTS) synthesis systems for Indian languages by IIT-
Madras, development of Robust Document Analysis & Recognition System for Indian 
Languages by IIT-Delhi, development of On-line handwriting recognition system by 
I.I.Sc, Bangalore, development of Cross-lingual Information Access by IIT-Bombay, and 
Indian Languages Corpora Initiative (ILCI) by JNU etc. Another government 
organization - Central Institute of Indian Languages (CIIL), Mysore, under the Ministry 
of Human Resource Development (MHRD) has been working to develop a corpus for 
scheduled languages. There are several programs for promoting and preserving Indian 
languages - National Translation Mission, Linguistic Data Consortium of Indian 
Languages (LDC-IL), Bharatavani, National Testing Mission etc.  
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In the above-mentioned programs, Gyan-Nidhi, LDC-IL and ILCI are some of the 
popular projects with primary focus on corpus creation while the remaining projects 
created corpus as a byproduct of a separate objective. 
Gyan-Nidhi developed parallel text corpus in English and 12 Indian languages using 
million of pages (Shukla, 2004) from the National Book Trust, Sahitya Academy, Pustak 
Mahal etc. 
The LDC-IL1 was established in 2003 especially for building linguistic resources in all 
Indian languages. But till now it has been able to build only text and speech corpus for the 
scheduled languages with sources for the former ranging from printed books, magazine, 
newspapers, government documents etc. 
The ILCI2 (Jha, 2010; Choudhary and Jha, 2011) is the first Indian text corpora project 
which developed a POS annotated corpus based on the Bureau of Indian Standard (BIS) 
scheme and national standard format (Kumar et al., 2011). Under this project, 1,00,000 
sentences (including parallel and monolingual text corpora) are created with POS and 
Chunk annotation (Banerjee et al., 2014 Ojha et al., 2016) for 17 languages (including 16 
scheduled and English languages).  
Apart from these initiatives, several universities/institutions and industries are also 
working to build the linguistics resources and language technological tools such as IIT-
Bombay, JNU New Delhi, IIIT-Hydearbad, IIT-Kharagpur, UOH Hyderabad, IIT-BHU, 
Jadavpur University, Linguistic Data Consortium Pennsylvania, European Language 
Resources Association (ELRA), Google, Microsoft, Amazon, Samsung, Nuance, and 
SwiftKey etc. But, as per the author‟s best knowledge, there is no plan or support to 
create corpus for non-scheduled or closely-related languages. 
This chapter further discusses corpus creation methodology, statistics and issues in text 
corpora for a non-scheduled language: Bhojpuri and English-Bhojpuri languages 
including both monolingual and parallel types of the corpus. Furthermore, it gives details 
of annotation for these corpora based on the Universal Dependency (UD) framework. 
                                                                
1  See following link to know in detail : “ http://www.ldcil.org/ ” 
2 See following link to know in detail : “ http://sanskrit.jnu.ac.in/projects/ilci.jsp?proj=ilci ” 
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3.1 Related work 
Despite having a substantial number of speakers and a significant amount of literature in 
Bhojpuri, there is little digital content available over the Internet. Hence, it is a daunting 
yet an essential task to create a corpus in this language. There have been a few attempts to 
build Bhojpuri corpus in the developments of language technological tools.  However, 
these are not accessible by public. These works are:  
● Automatics POS Tagger: the existing Bhojpuri POS taggers were developed on 
statistical approach based on SVM and CRF algorithm. The SVM-based and 
CRF++-based POS tagger yields 88.6% and 86.7% accuracy respectively (Ojha et 
al., 2015; Singh and Jha., 2015). 
 
● Machine-Readable dictionary: A Bhojpuri-Hindi-English Machine-Readable 
dictionary was developed with 7,650 words (Ojha 2016). 
 
● Sanskrit-Bhojpuri Machine Translation: A Sanskrit-Bhojpuri Machine 
Translation (SBMT) system was developed to translate conversational Sanskrit 
texts. It was trained on statistical approach using Microsoft Translator Hub and 
gives 37.28 BLEU score (Sinha and Jha, 2018). The authors have reported use of 
10,000 parallel sentences in the development of this system. 
 
● Monolingual Bhojpuri corpus: few works have mentioned that they have 
collected monolingual corpus used for developing LT tools such as language 
identification tool (Kumar et al. 2018), POS tagger (Singh and Jha, 2015) and 
SBMT (Sinha, 2017). Of these, only 15,000 sentences are available on the web. 
 
However, English does not face this kind of problem. There are several open source 
resources available for free use for research purpose. For example: Brown, Kolhapur, 
Europarl Parallel corpus, WMT, OPUS subtitles, UD Tree bank, ELRA, LDC etc. 
3.2 Corpus Building 
This section elaborates on corpus building methodology for Bhojpuri and its statistics. It 
is divided into three subsections. Sections (3.2.1) and (3.2.2) discuss monolingual and 
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parallel corpora creation methodology, data sources and domains and its statistics. 
Section (3.2.3), discusses monolingual and parallel annotated corpus. 
 
3.2.1 Monolingual (Bhojpuri) Corpus Creation 
To create monolingual corpus, the following approaches are followed: 
 
(i) Manually Created Monolingual Corpus 
Less than 3,000 sentences were collected through manual typing. Standalone version of 
Indian Languages Corpora Initiative Corpora Creation Tool (ILCICCT) was utilized for 
this purpose. This tool was developed by ILCI, JNU group under the ILCI project 
sponsored by DeiTY, Government of India (Bansal et al., 2013). Its process can be easily 
understood through Figure 3.1. In this process, each sentence was assigned a unique ID 
saved in UTF-8 format using the naming convention 
“languagename_domainname_setnumber”. It allows storing detailed and accurate 
metadata information. For example: title, name of the book/magazine, blog/web portal 
(name of website), name of article, name of the author, date/year of publication, place of 
publishing, website URL, date of retrieved online data etc. After following these 
processes, data is created. Its output can be seen in the Figure 3.2. 
The metadata information helps other researchers to use the corpus in better way. Hence, 
the basic idea of this project to maintain standard format in corpus creation and the 
metadata has been followed. 
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Figure 3. 1: Snapshot of ILCICCT 
 
Figure 3. 2: Snapshot of Manually Collected Monolingual Corpus 
(ii) Semi-Automated Corpus 
Approx. 57,000 sentences were extracted from printed and digital version of several 
books & magazines available in Bhojpuri language. To extract these texts, semi-
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automated method was followed. At first, all the documents were printed and then 
scanned. Next, the scanned documents were run on the Tesseract3 Hindi OCR. It gives 
good results in case of Hindi texts but with Bhojpuri texts its results lies between 80-85%. 
Its accuracy depends upon used fonts in the images as well as image quality. Finally, 
retrieved texts from the OCR were validated manually. Its final output can be seen in 
Figure 3.3 and 3.4. 
 
Figure 3. 3: Screen-shot of Scanned Image for OCR 
 
Figure 3. 4: Output of Semi-automated based Collected Monolingual Corpus 
                                                                
3  An open source OCRengine available at https://github.com/tesseract-ocr/tesseract. It works on more than 100 Indian 
languages including Hindi.  
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(iii) Automatically Crawled corpus 
Publicly available Bhojpuri texts were collected automatically using the IL-Crawler4 from 
different websites. The IL-Crawler has developed by JNU. It has built on script-based 
recognizer on Java using the JSOUP library. Along with the corpus, I have also saved 
meta-data information of corpus resources (shown in Figure 3.5). After collecting the 
corpus, duplicated and noisy data was deleted. Finally, the corpus was validated manually 
and all the data belonging to other languages was deleted. Through this method more than 
40,000 sentences were created. 
 
Figure 3. 5: Screen-Shot of Automatic Crawled Corpus 
3.2.1.1 Monolingual Corpus: Source, Domain Information and Statistics 
With the use of above methodologies, a corpus of 1,00,000 Bhojpuri sentences were 
developed which contains 16,16,080 words. This corpus was collected from various 
domains such as literature, politics, entertainment and sports using various sources. For 
example: Online newspaper, Blogs, printed books, magazines etc. 
Its detailed statistics and source information are elaborated in the Table 3.1. These 
sources provide an exhaustive coverage of all kinds of language use found in Bhojpuri. 
For example, newspapers provide a more formal use of the language while books, blogs, 
and magazines provide a more colloquial use. 
4   http://sanskrit.jnu.ac.in/download/ILCrawler.zip 
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3.2.2 English-Bhojpuri Parallel Corpus Creation 
To build this parallel corpus, English data was collected as a source language using the 
following: 
● 30,000 sentences were taken from English grammar, English learning e-books and 
story books etc. (Nainwani, 2015). This source was created for development of 
English-Sindhi SMT system by Pinkey Nainwani at JNU, New Delhi for her PhD 
work. 
● 33,000 sentences were used from the OpenSubtitles5 
Corpus source  Corpus source information  Sentences  Words  Characters 
Books  bhojpuri nibandh  60,000  10,38,202  50,78,916 
tin nAtak 
jial sikhiM 
rAvan UvAch 
bhojpuri vyakarana 
Magazines  pAti 
Parikshan 
Aakhar 
samkAlin bhojpuri sAhitya 
Web-sources   Anjoria  40,029  5,77,878  28,06,191 
tatkaa Khabar 
bhojpuria BlogSpot 
Dailyhunt 
Jogira 
pandjiblogspot  
manojbhawuk.com 
Total number of sentences, words and characters  1,00,029  16,16,080  78,85,107 
Table 3. 1: Details of Monolingual Bhojpuri Corpus 
5   OPUS subtitles - http://opus.nlpl.eu/ 
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These sentences belong to entertainment and literature domains. Once the source corpus 
was compiled, it was manually translated to Bhojpuri (target language) following the 
ILCI project translation guidelines (samples are translated sentences in Figure-3.6). 
According to the guidelines “The Structural and Aesthetic is considered to be the default 
type, since the translation has to be a balance of both” (ILCI Phase-2 Translation 
Guideline, 2012). During the parallel corpus creation, an attempt was made to capture and 
maintain different varieties of Bhojpuri to maintain a generic system.  
 
Figure 3. 6: Sample of English-Bhojpuri Parallel Corpus 
For this purpose, Bhojpuri speakers from various regions (Purvanchal region of Uttar 
Pradesh and western part of Bihar) have been chosen to translate the source sentences. 
This exercise was done because there is no standard grammar or writing style in this 
language. Also, there are various varieties at spoken level as well as written texts. 
Out of the manual translation, 2,000 parallel sentences were collected through printed 
books and Bhojpuri Wikipedia page. Approx. 1,100 aligned parallel sentences were 
extracted from the Discover the Diamond in You written by Arindam Chaudhari and 
translated in Bhojpuri by Onkareshwar Pandey. Approx. 800 sentences were taken from 
Sahaj Bhojpuri Vyakaran: An Easy Approach to Bhojpuri Grammar and Bhojpuri-Hindi-
English lok shabdkosh dictionary written or edited by Sarita Boodhoo and Kumar Arvind 
respectively. Rest of the data was collected from the भोजपिरा and Bhojpuri language 
Wikipedia pages. 
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Types of the Corpus  Sentences  Words  Characters 
English-Bhojpuri  65,000  4,40,609  23,29,093 
4,58,484  21,17,577 
Table 3. 2: Statistics of English-Bhojpuri Parallel Corpus 
As previously mentioned, there is no English-Bhojpuri parallel corpus available publicly 
or on the Internet. This is the first work in this language pair where 65,000 parallel 
sentences have been created which containing 4,40,609 and 4,58,484 words in English 
and Bhojpuri respectively. 
3.2.3 Annotated Corpus 
Both, monolingual corpus (Bhojpuri) consisting of 1,00,000 sentences and parallel corpus 
(English-Bhojpuri) consisting of 65,000 sentences, have been POS annotated. English 
data, constituent of parallel data, has also been annotated as per the UD and PD 
framework. UD6 is a project to build Treebank annotation for many languages which is cross-linguistically consistent. Its annotation scheme is formed of universal Stanford 
dependencies (de Marneffe et al., 2006, 2014), the Interest Interlingua for morpho-
syntactic tagset (Zeman, 2008) and Google universal part-of-speech tags (Petrov et al., 
2012). The Treebank includes the following information in CONLLU format: lemma, 
universal part-of-speech tags (UPOS), language-specific part-of-speech tag (XPOS), 
morphological features, syntactic dependency relations etc. But in these lemmas and 
XPOS are optional features. If it does not exist in any language, then annotator will mark 
that field with an underscore (_) symbol. As mentioned in the previous chapter, it has 17 
tags for UPOS, 23 tags for morphological features based on lexical and inflectional 
categories and 37 tags for syntactic dependency relations (Zeman et al., 2018).  
The Bhojpuri UD tagset7 has been prepared on the basis of UD annotation guidelines 
(Zeman et al., 2017) and the English UD tagset has been followed for English language. 
In Bhojpuri, X-POS tags were annotated using the BIS tagset8. 5,000 Bhojpuri 
monolingual sentences were annotated manually except the XPOS tags. The XPOS tag 
was automatically annotated by CRF++ based Bhojpuri POS tagger (Ojha et al., 2015). 
                                                                
6   http://universaldependencies.org/ 
7 see the  following link: https://github.com/UniversalDependencies/UD_Bhojpuri-BHTB 
8 This BIS tagset was released in 2010 as generic tagset for annotating corpus in Indian languages. The 
related document can be accessed at http://tdil-
dc.in/tdildcMain/articles/134692Draft%20POS%20Tag%20standard.pdf 
58
During the process of manual annotation, XPOS tags were validated (shown in the Figure 
3.7) using Webanno tool (Eckart, 2016). 
 
Figure 3.7: Screen-Shot of Dependency Annotation using the Webanno 
However, the English-Bhojpuri parallel corpus (5000 sentences) was annotated (shown in 
the Figure 3.8 and 3.9). 50,000 English sentences were tagged on UD model using 
UDPipe (Straka et al., 2016) pipeline through English language model trained under the 
CoNLL 2017 Shared Task (Straka 2017). The annotated data was duly validated. The 
same data was also annotated on PD model.  
So, in the project, I have built a total of 1,00,000 and 5,000 annotated sentences in 
monolingual and parallel corpus respectively, while 50,000 English sentences were 
annotated at UD and PD levels (see chapter 2 for detailed information). 
 
Figure 3.8: Snapshot of Dependency Annotated of English-Bhojpuri Parallel Corpus 
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 Figure 3.9: Snapshot of after the Validation of Dependency Annotated of English 
Sentence 
3.3 Issues and Challenges in the Corpora building for a Low-Resourced language 
Several problems were encountered while build these resources. For example, lack of 
digital content in Bhojpuri, vast variation in Bhojpuri language in both spoken and 
writing styles, capturing structural variation in building parallel corpus, problems with 
Bhojpuri corpus annotation etc. But here, only major issues will be discussed especially 
with the creation of Bhojpuri monolingual, parallel and annotation of the corpus. These 
major problems are: 
a) OCR-based extracted text: The Hindi OCR tool generated several errors during the 
extraction of Bhojpuri texts which took much more time in data validation. Most 
of the times, the tool failed to produce correct output under these circumstances: 
words and numbers written in bold/italic styles, characters in large font size, word 
not belonging to Hindi language, the use of „ऽ‟ (Avagrha) symbol and similar 
looking characters. The Figure 3.10 (extracted from the Figure 3.3 image) and 
Table 3.3 demonstrate these errors. First two rows of the Table3 are examples of 
bold/italic or font size error. Next four rows of the table are examples of similar 
looking characters that don‟t belong to Hindi. Next and last row of the table are 
examples of inability to recognize „ऽ‟ (Avagrha) symbol. These problems were 
faced in all texts generated with the use of OCRd. 
Such issues may have cropped up because the OCR was trained on Hindi corpus. 
Hence, Bhojpuri words or character appeared Out of Vocabulary (OOV) or 
Character (OOC). It could be solved by mapping with a Bhojpuri dictionary or 
large size of monolingual corpus. But as mentioned earlier there is no Bhojpuri 
dictionary of a good size nor a large corpus is available in the language. 
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Figure 3.10: Sample of OCR Errors 
Table 3.3: Error Analysis of OCR based created corpus 
b) Issues with Automatic Crawled Bhojpuri Corpus: Two major problems were faced 
during the cleaning and validation of automatically crawled Bhojpuri corpus: 
Actual styles of text or 
text in the Image 
OCR Output  Desired output 
भोजपिऽ रय़  सम़ज जपिऽ रय़ सम़ज भोजपिऽ रय़  सम़ज 
ब़/ । व़/ 1 ब़/ । 
एकट्ठ़ /लोगन एकटीठ़/ लौगन एकट्ठ़ /लोगन 
थोरे गोरे थोरे 
पढा /पढे /ब़डेऺ पढा/ पड/े ब़ड े पढा/ पढे/ ब़डेऺ 
रहलीं/ सिनलीं रहतीं/ सिनता रहलीं/ सिनलीं 
ऽ बलम़वऻत़ना/ करातऻ–
ई/हऻ 
ऽ बलम़वउत़ना /करातउ-ई/ हइ  or ह ऽ बलम़वऻत़ना  /करातऻ–ई 
/हऻ 
61
(i) Variation in Character Styles: Variation in the use of sentence end markers 
was a challenge. Some texts used Roman full stop (“.”), while some made 
use of a vertical bar “|” and others used the Devanagri full stop “।” symbol. 
Varieties in the use of Avagrha („ऻ‟) was also found. Some content writers 
or authors were used roman “S” character instead of Devanagri „ऽ ‟ 
character. For example: करS, हS, जइबS etc. should have been written as 
करऻ, हऻ, जइबऻ. This happened because there are no standard guidelines for 
writing styles of Bhojpuri texts either for websites or printed material. 
Hence, content writers or bloggers relied on the available resource and the 
ease of typing.  
 
Figure 3.11: Automatic Crawled Bhojpuri Sentences with Other language 
(ii) Identification and cleaning of Other Language Sentences: During the 
automatic crawling of Bhojpuri corpus, Hindi and Sanskrit language 
sentences were also crawled (shown in the Figure 3.11). This is because 
the crawler crawls data on the basis of Character encoding (Charset) of the 
language which for the present purpose is Bhojpuri. Thus, the data 
validation process (which includes identification and removal of non-
Bhojpuri sentences) got further complicated. 
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c) The Problems of Equivalences in English-Bhojpuri Parallel Corpus 
In building the parallel corpus, some sentences were given to translators to translate 
from source language sentences. But several variations were found in the translated 
sentences owing to the judgment used by different translators. As previously 
mentioned, for capturing and studying of these variations, the same source sentences 
were assigned to different translators from different regions. Several equivalences 
issues were found in the target (Bhojpuri) language i.e. writing styles, lexical/word 
and phrase levels.  
i. Issues in Writing Style: The translators have followed their own writing styles. 
For example: English word “is” and “come” should be translated to ‘हऻ’ 
“आइऻब” in Bhojpuri respectively. However, it was found that sometimes 
translator translates as ‘ह’ and “आइब” word and sometimes as ‘हऻ’ and 
“आइऻब”. As previously mentioned, it happened due to lack of standard 
writing style and awareness between translator with written texts, thus 
creating more ambiguities to align parallel words and sentences.  
ii. Issues with Word/lexical and Phrase levels: Several varieties in Bhojpuri 
translation were found as Bhojpuri is spoken differently in different regions 
which were clearly reflected in the translated sentences. In the Figure 3.12, 
the Translator-1 belongs to Gorakhpur (Uttar Pradesh) and the Translator-2 
belongs to Aara (Bihar).   
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Figure 3.12: Comparison of Variation in Translated Sentences 
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In (1) and (2), the translated sentences by two translators demonstrate variations at the 
word level. Here “do” and “this” of source sentences were given different translation 
equivalents in the target language as translator-1 “करेनीं” and “इह” translator-2 “कराऻल” 
and “इ”. In (8), we can see the verb source sentence, was translated as a group of three 
words (बदल दहेल ज़य) by translator-1 and two words (बदल सकऻल) by translator-2. This 
created problem in maintaining equivalences and building a standard parallel corpus. 
The issues presented in a), b) and c) will affect the development of the LT tools and their 
accuracy. Hence it is required to reduce these problems further. 
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Chapter 4 
English-Bhojpuri SMT System: Experiments 
The chapter describes in detail the various methods and rationale behind experiments 
conducted for the development of an English-Bhojpuri SMT (EB-SMT) system where 
English is the source language while Bhojpuri, the target language. As mentioned before, 
there has been no such research conducted on English-Bhojpuri based SMT. 
Several experiments were conducted to build a robust SMT system for the English-
Bhojpuri language pair, designed using various training models and parameters, namely, 
Phrase-based (Koehn, 2003), Hierarchical Phrase-based (Chiang, 2005; Chiang, 2007), 
Factor-based (Koehn and Hoang, 2007; Hoang, 2011), Dependency Tree-to-String (Liu 
and Glidea, 2008; Venkatapathy, 2010; Graham, 2013; Li, 2013; Williams et al., 2016), 
Phrase-based reordering, Lexicalized reordering, and Hierarchical-reordering, etc. All the 
training models, except Factor-based, were trained on three different Language Model 
(LM) toolkits: IRSTLM (Federico et al., 2007), SRILM (Stolcke, 2002) and KenLM 
(Heafield, 2011). The Factor-based SMT (FBSMT) was trained on KenLM and SRILM 
only. The reason behind using different LM toolkits was to validate their suitability for a 
low-resourced Indian language, in this case, Bhojpuri.  
As previously iterated, one of the main objectives of this research is to check 
compatibility between the PD and UD framework, and the SMT model for English which 
belongs to a language family different than Bhojpuri. To achieve this objective, other 
SMT experiments were conducted using the PD and UD-based English annotated data, 
trained on the Dependency Tree-to-String (Dep-Tree-to-Str) model. The Dep-Tree-to-Str 
based EB-SMT system has been built on the KenLM toolkit. The Moses toolkit (Koehn et 
al., 2007) has been used for experiments of these SMT systems. 
This chapter is divided into six sections to enable clarity while the process of the 
experiment is explained. The first section elaborates the Moses toolkit and its workflow 
and the second section provides information of the training and development data 
statistics. The second section also discusses the pre-processing procedures that have been 
used for experiments. The third section deals with the development of EB-SMT systems, 
further divided into sections elaborating different steps and models used in building of the 
systems. The fourth section discusses the results of experiments on the scale of BLEU 
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evaluation metrics. The fifth section discusses the outline of EB-SMT system‟s web 
interface. The sixth and last section sums up the chapter by providing concluding 
remarks. 
4.1 Moses 
An open source SMT toolkit, the Moses enables automatic training of statistical machine 
translation models and boasts of being able to work for all natural language pairs (Koehn 
et al., 2007). Its inception took place at the University of Edinburgh, but it was further 
enhanced during a summer workshop held at Johns Hopkins University (Koehn, 2010). 
Moses succeeded Pharaoh, another SMT toolkit developed at the University of Southern 
California (Koehn, 2004), and is now the most popular Phrase-based SMT framework. 
There are two main components in the Moses, training pipeline and decoder with training, 
tuning, and pre-processing tools as additions to the decoding tool. The procedures 
involved in training Moses1 can be easily understood through a workflow provided in 
figure 4.1.
 
 
Figure 4. 1: Work-flow of Moses Toolkit (adopted from Bhattacharya, 2015) 
1 detailed information of this tool can be found at “http://www.statmt.org/moses/” 
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Fundamentally, the training pipeline is an amalgamation of various tools2 which picks up 
the raw data (both, parallel and monolingual) and transforms it into a model3 for machine 
translation. For example:  
 KenLM, SRILM for language model estimation 
 GIZA++ (Och and Ney, 2003) for word alignments of the parallel corpus 
 Tokenizer, true-caser, lower-casing and de-tokenizer for pre-processing and post-
processing of the input and output data. 
After a system is trained, a well-crafted search algorithm of trained model immediately 
identifies the translation with the highest probability among an exponential number of 
choices available. The decoder, on the other hand, with the assistance of trained machine 
translation model, provides a translation of source sentence into the target language. 
A great feature of Moses is that in addition to supporting Phrase-based approach it also 
supports Factored, Syntax-based or Hierarchical phrase-based approaches. 
4.2 Experimental Setup 
 Data Size 
For the purpose of experimentation, different sizes of data have been used in the 
development of the PBSMT, HPBSMT, FBSMT and Dep-Tree-to-Str based EB-SMT 
systems. The translation model of all the systems, except Dep-Tree-to-Str System, is 
trained on 65000 English-Bhojpuri parallel sentences while the translation model of Dep-
Tree-to-Str system is trained on 50000 parallel sentences. In the set with 50000 parallel 
sentences, only source sentences are annotated with the PD and UD dependency 
framework which integrates in the Dep-Tree-to-Str model. The parallel data is further 
divided into training, tuning and testing sets (detailed statistics are described in Table 
4.1). For all the EB-SMT systems, 100000 monolingual sentences of the target language 
have been used to build the required LM model.  
 
 
                                                                
2 Scripted in “Perl and C++” 
3 The code can be accessed from: “https://github.com/moses-smt/mosesdecoder” 
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Types of Data  Training  Tuning/ Dev  Testing 
English-Bhojpuri parallel sentences 
(both raw and POS annotated ) 
63000  1000  1000 
PD and UD based annotated English sentences  48000  1000  1000 
Monolingual sentences 
(both raw and POS annotated) 
100000  -  - 
Table 4. 1: Statistics of Data Size for the EB-SMT Systems 
 Preprocessing for Training the EB-SMT System 
For the scope of this work, several pre-processing steps were performed. Firstly, both 
types of corpora were tokenized and cleaned (removing sentences of length over 80 
words). The true-casing and CoNLL-based dependency format data into Moses XML 
format of the English representation of the corpora was done next. Both these processes 
were performed using Moses scripts. The next step was tokenization of Bhojpuri data. For 
the pre-processing of the target language data, conversion script was used to convert POS 
annotated data into Moses format and tokenizer was used to ensure the canonical Unicode 
representation. The conversion script and tokenizer were developed by the author and the 
SSIS, JNU team. 
4.3 System Development of the EB-SMT Systems 
This section is arranged in five sub-sections with the objective of enumerating all the 
steps included in conducting experiments to build the EB-SMT systems. The first three 
sub-sections provide a detailed description of training parts in developing the systems. 
The remaining sub-sections explain procedures of testing and post-processing steps. 
4.3.1 Building of the Language Models (LMs) 
The LM is an essential model in the process of building any SMT system. It is used to 
capture fluency of the output similar to the native speaker‟s output in the target language. 
In short, it helps to understand syntax of the output (target) language. Therefore, it is built 
using the monolingual data of the target language. In the case of English-Bhojpuri 
language pair-based SMT system the LM is created for Bhojpuri. 
In LM, a probabilistic language model pLM should be able to prefer the correct word order 
over an incorrect word order. For instance, 
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pLM  (इ घर छोट हऽ) >  pLM  (छोट घर हऽ इ)     (4.1) 
The above example reveals that the likelihood of a Bhojpuri speaker uttering the sentence 
इ घर छोट हऽ (i choTa ghara haऽ) is more than the sentence छोट घर हऽ इ (choTa ghara haऽ 
i). Hence, a good LM, pLM will assign a higher probability to the first sentence. Formally, 
an LM is a function that picks a Bhojpuri sentence and returns the higher probability to 
the sentence which should be produced by a Bhojpuri speaker.   
LM also aids an SMT system to deduce the right word-order in the context. If an English 
word „spoke‟ refers to multiple translations in Bhojpuri such as बतवनीं (batavanIM), 
बोललस (bolalasa), and कहलीं (kahalIM); an LM always assigns a higher probability to the 
more natural word choice in accordance with the context. For example: 
pLM  (हम उनके माई के बतवनीं) >  pLM  (तू समझलू ना हम का कहलीं) 
The above example shows that कहलीं co-occurs most with the conjunction as compared to 
the word बतवनीं.  
The language modeling methodology consists of n-gram (briefly explained below) 
language models (LMs), smoothing and back off methods that address the issues of data 
sparseness, and lastly the size of LMs with limited monolingual data. 
 N-Gram LMs 
N-gram language modeling is a crucial method for language modeling. N-gram LMs 
measure how likely is it for words to follow each other. In language modeling, the 
probability of a string is computed using the equation, 
W= w1 w2 w3 w4 w5………. wn                   (4.2) 
The statistical method to compute p(W) is to count how often W occurs in a monolingual 
data-set, however, most long sequences of words do not occur so often in the corpus. 
Therefore, the computation of p(W) needs to break down in several smaller steps aiding 
in collection of sufficient statistics and estimation of probability distributions. In sum, n-
gram language modeling breaks up the process of predicting a word sequence W into 
predicting one word at a time. Hence, the actual number of words in the history is chosen 
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based on the amount of monolingual data in the corpus. Larger monolingual data allows 
for longer histories. For instance, trigram language models consider a two-word history to 
predict the third word; 4-grams and 5-grams language models are used in a similar vein. 
This type of model steps through a sequence of words and consider for the transition only 
a limited history is known as a Markov Chain. The estimation of trigram language model 
probability is computed as follows: 
 
  𝑝 𝑤3 𝑤1,𝑤2 = 𝑐𝑜𝑢𝑛𝑡 (𝑤1,𝑤2,𝑤3) 𝑤  𝑐𝑜𝑢𝑛𝑡  (𝑤1,𝑤2,𝑤3)     (4.3) 
Hence, it counts how often in a corpus, the sequence w1, w2, w3 is followed by the word 
w4 in comparison to other words (there are several related works available to understand 
the LM modeling in details like Och and Ney, 2003; Koehn, 2010; Jurafsky and Martin, 
2018). 
 Training of the LMs 
Three LM toolkits (SRILM, IRSTLM and KenLM) based on the following methodologies 
have been used to build LMs.  
(a) SRILM, based on „TRIE‟, used in several decoders (Stolcke, 2002). 
(b) IRSTLM, a sorted „TRIE‟, implementation designed for lower memory 
consumption (Federico et al., 2008; Heafield, 2011). 
(c) KenLM, uses probing and TRIEs which renders the system faster (Heafield, 
2011). 
100000 tokenized monolingual sentences have been used to train the LMs which train on 
3, 4 and 5-gram orders with the IRSTLM, SRILM and KenLM respectively using 
modified Kneser-Ney (Kneser and Ney, 1995) smoothing and interpolate method (Chen 
and Goodman, 1998). The above-mentioned n-grams orders were chosen because of their 
better performance in comparison with other numbers in the previous experiments. While 
creating models, the number of unigram tokens remained the same irrespective of n-
grams orders except for the SRILM (detailed statistics of tokens are demonstrated in the 
Table 4.2). The KenLM model makes higher numbers of tokens on 3-gram orders as 
compared to other two while the SRILM makes lowest number. The LMs are then 
converted into binary language model (BLM) to improve speed. 
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N-gram (order)  IRSTLM  SRILM  KenLM 
N-gram-1  70318  70317  70318 
N-gram-2  474786  474784  474785 
N-gram-3  182943  171200  841129 
N-gram-4  -  153717  933978 
N-gram-5  -  -  918330 
Table 4. 2: Statistics of the Bhojpuri LMs 
More details of integration are discussed in sections describing translation models and 
decoding. 
4.3.2 Building of Translation Models (TMs) 
In most instances, alignment is the first task of any SMT building process meant to 
identify translation relationship among the words or multiword units in a bitext (bilingual 
text). Word alignment is usually the first step because creating word-based models helps 
in phrase extraction, building of phrase-based4 models etc. The word-based model could 
be lexical translation models (Koehn, 2010). 
 Methodology of Word Alignment and Word-Based Models 
This method can be better understood by looking at the examples provided below. For 
instance, in a large-sized corpus of English-Bhojpuri, one could count how often 'good' is 
translated into each of the given choices. 
Translation of English in 
Bhojpuri 
Total occurrence  
बढ़िया  138 
नीक  145 
अच्छा  172 
िनम्मन  73 
ठीक  7 
Table 4. 3: Statistics of  „good ‟ words Translation in English-Bhojpuri Parallel Corpus 
                                                                
4 The meaning of phrase here is not similar to that in linguistics. Here, it refers to a combination of more 
than one word, in short, any multiword units. 
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The frequency of occurrence for the word 'good' is 555 in English-Bhojpuri corpus. This 
word is translated 172 times into अच्छा (acchA), 145 times into नीक (nIka), 138 times into 
बढ़िया (ba.DhiyA) and so on. These counts help in making an estimate of a lexical 
translation probability distribution which will further help in translating new English text. 
To put this function formally: 
pe :b → pe(b)        (4.4) 
Translation of English in 
Bhojpuri 
Probability Distribution 
बढ़िया  0.249 
नीक  0.261 
अच्छा  0.309 
नीमन  0.131 
ठीक  0.012 
Table 4. 4: Statistics of Probability Distribution of „good‟ word in English-Bhojpuri 
Corpus 
The above (4.4) function also explains that for any English word e (good), a probability 
for each choice of Bhojpuri translation b is returned. This probability indicates how likely 
the next translation would be. The function of probability distribution is computed on 
each of the above provided translation choice which is shown in the Table 4.4. 
The table above represents the source and target word possibilities in a parallel corpus. 
Using the example of the source word „good‟, we find that there is a higher possibility of 
it being translated as अच्छा (0.309) than ठीक (0.012).  
Word position is another aspect of alignment. A Word-Based Model proposes to translate 
sentences word by word. The following diagram illustrates the alignment between input 
and output words.  
      0      1       2    3 
                                                     His  eyes  are  red 
 
      
    ओकर  आंख   लाल  हऽ 
     0         1       2      3 
a: {0-0, 1-1, 2-3, 3-2}  
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The above example is a sentence translated from English to Bhojpuri where only an 
adjective alters its position in the output. A function of an alignment can be formalized 
using an alignment function a. This function maps Bhojpuri word position at b to an 
English input word at position e: 
                         a: b                   e                                                      (4.5) 
But there are structures where English requires two Bhojpuri words to capture the same 
meaning such as in the example provided below where the English word „oldest‟ holds 
two words of Bhojpuri: 
 0         1        2         3          4       
This     is      the    oldest     temple 
 
 
 ई       सबसे     पुरान    मंढ़िर      हऽ 
   0         1           2          3            4                                              
a: {0-0, 1-3, 2-3, 3-4, 4-1} 
In the above example illustrating alignment, there is a lack of clear translation for the 
English word „the‟ into Bhojpuri or equivalent words which should be actually dropped 
during the process of translation. To capture such scenarios, Moses alignment model 
introduces NULL token. This token should be treated like any other word in the output. 
This token is required to align each Bhojpuri word to an English one, to define the 
alignment function completely. 
0         1        2         3          4       
This     is      the    oldest     temple 
 
 
Null   ई    सबसे     पुरान       मंढ़िर     हऽ 
 0          1         2          3            4        5                                           
a: {0-2, 1-0, 2-3, 3-3, 4-4, 5-1} 
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At this stage, during translation, alignment model captures three kinds of word mapping 
behavior: 
 One-to-one word mapping 
 One-to two word mapping 
 One-to NULL token mapping 
At the second stage, Moses captures the idea of IBM Model 1 into its alignment model. 
IBM Model 1 allows a model that generates several different translations for a sentence. 
Each translation possesses a different probability. This model is fundamentally a 
generative model which disintegrates the process of generating the data into further 
smaller steps. These smaller steps are further modeled with probability distributions, and 
then combined into a coherent sentence.  
At the third stage, Moses allows Expectation Maximization (EM) algorithm to learn 
translation probabilities from sentence-aligned parallel text. The EM algorithm works on 
sentence-aligned corpus addressing the issues caused due to incomplete data. It is an
iterative learning method which helps in filling the gaps in data and in training a model in 
alternating steps. 
The EM algorithm works as follows (Koehn, 2010): 
 Initialize the model with uniform distributions 
 Apply the model to the data (expectation step) 
 Learn the model from the data (maximization step) 
 Iterate steps 2 and 3 until convergence takes place 
The first step is to initialize the model sans any prior knowledge. This means for each 
input, word e may be translated with equal probability into any output word s. In the 
expectation step, the English word 'good' is aligned to its most likely translation अच्छा. In 
the maximization step, the model learns from the data. Based on the learnings gains, the 
best guess would be determined. But it is better to consider all possible guesses and weigh 
them along with their corresponding probabilities. Since it is arduous to compute all of 
them, therefore, the model uses the technique of sampling, and higher probabilities 
counts. This process iterates through steps 2 and 3 until convergence takes place. 
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As discussed above, IBM Model 1 is only capable of handling lexical translation and is 
extremely weak in terms of reordering. Four more models are proposed in the original 
work on SMT at IBM: 
IBM Model 1: lexical translation; 
IBM Model 2: lexical translation with absolute alignment model 
IBM Model 3: addition of fertility model 
IBM Model 4: addition of relative alignment model 
IBM Model 5: fixing deficiency  
IBM Model 2 is successful in addressing the issue of alignment, based on the positions of 
both, the input and output words. An English input word‟s translation in position e to 
Bhojpuri word in position b is modeled using an alignment probability distribution 
a(e|b, lb, le)             (4.6) 
Therefore, the translation done under IBM Model 2 becomes a two-step process including 
a lexical translation step and an alignment step: 
   0      1        2      3 
                                                               His  eyes    are    red 
                
                                                                                                               (Lexical translation) 
 ओकर  आंख    लाल  हऽ 
 
                                                                                                               (Alignment method) 
                                                              ओकर  आंख    लाल  हऽ                                                                  
                                                            0       1       2       3   
Lexical translation step is the first step which is modeled by the translation probability 
t(b|e). The alignment step comes next which is modeled by an alignment probability 
a(2|3, 4, 4). In the above example, the 2nd Bhojpuri word लाल is aligned to 3rd English 
word 'red'.  
IBM Model 3 appends fertility to its model which handles the number of output words 
which are generated from each input word. For instance, few Bhojpuri words do not 
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correspond to English words. These dropping or adding words are generated in IBM 
Model 3 with the use of the special NULL token. The fertility and NULL Token insertion 
enhances the translation process to four steps in IBM Model 3. 
  0         1       2       3         4 
                                                      He     can   open   the     door 
                                                                                                              (Fertility step) 
   उ   केबाड़    खोल          सकत     हऽ   
              (NULL Insertion step)                                   
                                                       He   can      open the     door   NULL 
                                           (Lexical Translation step) 
                                                        उ   केबाड़    खोल          सकत     हऽ     
                       (Alignment step) 
                                                उ     केबाड़    खोल       सकत     हऽ   
       0       1           2               3         4 
IBM Model 4 is an improved version of Model 3 with the introduction of a relative 
distortion model. According to this enhancement, the placement of the translation of an 
input word is now based on the placement of the translation of the preceding input word. 
For instance, some words get reordered during the process of translation, while others 
maintain the order. An example of this verb-object inversion that can take place during 
the translation process from English to Bhojpuri is when the token 'is good' of English 
converts into the token अच्छा हऽ  in Bhojpuri. Here, Model 4 simultaneously introduces 
word class and vocabulary of a language mostly grouped into 50 or more classes. For 
each class, the probabilities are computed and translations are generated accordingly. 
While Model 3 and 4 may display the possibility of placing the multiple output words in 
the same position, Model 5 fixes such deficiency by places words only into vacant word 
positions. For Model 5, the alignment process that steps through one foreign input word at 
a time, places words into Bhojpuri output positions while keeping track of vacant 
Bhojpuri positions. The fertility of English input words gets selected right at the 
beginning. This means that the number of Bhojpuri output positions is fixed. These IBM 
Models, from simple (IBM Model 1) to sophisticated (IBM Model 5), are still state-of-
the-art when it comes to alignment models of SMT.  
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A fundamental problem with IBM Models is that each Bhojpuri word can be traced back 
to exactly one English word (or the NULL token). This means that each Bhojpuri token is 
aligned to (at most) one English token. It is impossible that one Bhojpuri word is aligned 
with multiple English words. To address such an alignment issue, Moses alignment model 
algorithm carries out IBM models training in both directions. This results in two-word 
alignments which can then be merged with the support of intersection or the union of 
alignment points of each alignment. This process is called symmetrization of word 
alignments. For better performance goals, Moses symmetrizes word alignments after 
every iteration of IBM model training. 
The GIZA++ toolkit has been used for the word alignment to extract words (phrases) 
from its corresponding parallel corpora. The GIZA++ implements all IBM (1-5) models 
and HMM algorithms to align words and sequences of words (Och and Ney, 2003). The 
HMM word alignment model also consists of a source for the MKCLS tool which assists 
in generating the word classes crucial to train some of the alignment models. This aligner
is used to build all kinds of EB-SMT systems. 
The forthcoming section explains the newly created and trained translation models (the 
sections below explain only about the training and decoding process in the experiments, 
for theory refer the chapter - Introduction). 
4.3.2.1 Phrase-based Translation Models 
Phrase-based translation gains a two-fold edge over word-based translation:  
a) phrases manage to resolve several translation ambiguities 
b) phrase-based modeling is also able to resolve one-to-many mappings; case of large 
parallel corpus, longer and complex phrases and sometimes an entire sentence can be 
learnt.  
Apart from these benefits, it is also able to handle local reordering captured through the 
neighboring phrase pairs (Galley and Manning, 2008). 
In the phrase-based models, input (English as e) sentence is first segmented into phrases, 
each of which are then translated into a phrase of output (Bhojpuri as b) sentence (process 
is illustrated in an example and Figure 4.2). The phrase may be reordered and its 
probability is computed with the use of the following formula: 
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																																														∅	(ei|bi)                 (4.7) 
                                                1             2                3                 4 
 
 
 
 
                                                                                                                                                                  
        1                2               3                   4 
 
Figure 4. 2: English-Bhojpuri Phrase Alignment 
After pre-processing is complete and LM is built, the next step involves creation of 
phrase-based translation model. The first experiment was trained using the IRSTLM-
based language model wherein 63000 parallel training data-set was used (shown in table-
4.1). To build the PBSMT system, following parameters were followed:
 „grow-diag-final-and heuristic search‟ method was used for word alignment which 
helps in phrase extraction 
 up to 4 n-gram order was used 
After the model was built, two files were created: (a) phrase table and (b) moses.ini 
Based on stored phrase pairs, which is a part of the phrase table, a translation table is 
generated (sample of phrase table can be seen in Figure 4.3). 
He can open the door 
उ केबाड़ खोल सकत हऽ 
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Figure 4. 3: Snapshot of Phrase-Table of English-Bhojpuri PBSMT System 
A distinctive feature of Moses phrase-based model is that the corpus can be trained in 
both translation directions (shown in Figure 4) ∅ (ei|bi) and ∅ (ei|bi) because the feature 
functions with proper weight, outperforms a model that makes use of one translation 
direction only. As far as the number of phrase pairs are concerned, it is always a 
conundrum to decide whether one should rely on longer (fewer) phrase pairs or the 
shorter (more) ones. To overcome this dilemma uses this test: if p <1, longer (fewer) 
phrase pairs is preferred, and if p >1, shorter (more) phrase pairs is preferred. 
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Figure 4. 4: Snapshot of English-Bhojpuri and Bhojpuri-English Phrase-based Translation 
model 
To check the suitability of different LMs with the English-Bhojpuri language pair in the 
PBSMT system and also to improve the accuracy level, SRILM and KenLM-based LMs 
have been used. With the support of these two LMs, other two PBSMT systems were 
trained with the same parameters and training data. Out of these three systems, SRILM 
and KenLM-based PBSMT systems gave slightly better results as compared to IRSTLM 
(results are shown in the section 4.4).  
English and Bhojpuri have different word-order, therefore, to solve the word ordering 
issue and improve performance, the experiments were conducted with reordering model 
(Koehn et al., 2005; Galley and Manning, 2008; Koehn, 2010) and the PBSMT system 
was trained. There have been several experiments done for Indian languages with 
reordering models and have reported improvement in the performance (Gupta et al, 2012; 
Patel et al., 2013; Chatterjee et al; 2014; Kunchukuttan et al., 2014; Pal et al., 2014; 
Shukla and Mehta et al., 2018). Three different (including lexicalized, phrase-based and 
hierarchal) reordering-based translation models were implemented which were extended 
to the „–reordering‟ flag in the syntax before following models:  
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 msd-bidirectional-fe (msd = use of three different orientations: monotone5 (m), 
swap6 (s) and discontinuous7 (d); bidirectional = represents directionality of both 
backward and forward models;  fe =  used for both source and target language) 
 phrase-msd-bidirectional-fe (phrase = phrase-based model type)  
 hier-mslr-bidirectional-fe (hier = used for hierarchical based model type; mslr = 
uses four different orientations: monotone, swap, discontinuous-left, 
discontinuous-right) 
The above mentioned reordering models are in addition to the other methods used in the 
previous experiments (phrase-based translation models including IRSTLM, SRILM, 
KenLM). A PBSMT system developed with these models performed the worst in 
comparison to the previous three PBSMT systems (results are reported in section 4.4).  
A distance-based reordering model handles the issue of reordering in Moses. If we 
consider starti as the place of the initial word in an English input phrase that translates to 
the ith Bhojpuri phrase, and endi as the place of the final word of the same English phrase 
(Nainwani, 2016), then reordering will be computed using the equation, starti – endi-1 – 1.  
The reordering distance is actually a measure of words skipped (either forward or 
backward) in the event of taking input words out of sequence. 
A key problem with phrase-based SMT translation model is the loss of larger context 
during the process of making translation predictions. The model‟s functionality is also 
restricted to the mapping of only short chunks without any direct support of linguistic 
information (morphological, syntactic, or semantic). Such additional information aids in 
enhancing statistical performance and resolving the problems of data sparseness caused 
due to limited size of training data. But in PBSMT, linguistic information has been 
proved to be valuable through its integration in pre-processing/post-processing steps. 
4.3.2.2 Hierarchical Phrase-Based Translation Models  
We understand that a phrase is an atomic unit in the phrase-based translation models 
(PBSMT system), A Hierarchical model creates sub-phrases in order to weed out several 
problems associated with a PBSMT system especially the one with long distance 
                                                                
5 There is evidence for monotone orientation when a word alignment point exists towards the top-left.  
6 There is evidence for a swap with the previous phrase when a word alignment point exists towards the top-
right.  
7 There is evidence for discontinuous orientation when no word alignment point exists towards either top-
left or top-right and there is neither monotone order nor a swap.  
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reordering. HPBSMT is a tree-based model that specializes in automatic extraction of 
SCFG through a parallel corpus without the aid of labeled data, annotated syntactically in 
the form of hierarchical rules (Chiang, 2005). This model takes into consideration a 
formally syntax-based SMT where a grammar (hierarchical rules) sans underlying 
linguistic interpretation is created. In the hierarchical phrase-based model phrases, 
hierarchical rules extracted through HPBSMT are the fundamental units of translation. 
These rules are extracted in accordance with the phrase-based translation model (Koehn 
et al., 2003). Therefore, hierarchical rules possess the power of statistically-extracted 
continuous sets in addition to the ability to translate interrupted sentences as well and 
learn sentence reordering without a separate reordering model. The HPBSMT model has 
two kinds of rules: hierarchical rules and glue grammar rules. This model expands highly 
lexicalized-based models of sentence translation systems, lexicalized rearrangement 
model and disjoint sets8 (Chiang, 2005; Chiang, 2007). 
Both, Chiang model and Moses toolkit are widely accepted and followed for SMT. 
Hence, the experiments have been conducted with Hierarchical phrase-based translation 
model using the SRILM and KenLM-based LMs. To train the HPBSMT, the author has 
used the same training data size and followed identical training steps as used for the 
baseline of PBSMT systems. Three additional parameters9 have also been included: „-
hierarchical and -glue-grammar (for creating glue-grammar and by default rule-table)‟, „--
extract-options (for extraction of rules)‟ and „--score-options (for scoring of rules)‟. These 
parameters create „rule-table‟ instead of phrase-table which is a part of the model (the 
„rule-table‟ is an extension of the Pharaoh or Moses „phrase-table‟). See Figure 4.5 for an 
illustration of the rule-table of HPBSMT.  
                                                                
8 A detailed description is included in Chapter 1, Introduction.
9 Further details can be accessed from : “http://www.statmt.org/moses/?n=Moses.SyntaxTutorial” 
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 Figure 4. 5: Snapshot of Rule Table from the English-Bhojpuri HPBSMT 
A major drawback of this approach, when compared to set-based systems, is that the total 
number of rules learned is larger in several orders of magnitude than standard phrase-
based translation model. This leads to an over-generation rate and help search error, 
further resulting in a much longer decoding time, requiring more space and high memory 
in comparison to phrase-based and factor-based translation models. 
4.3.2.3 Factor-Based Translation Models 
Factor-based translation model operates on the phrase-based model, extending its basis to 
model variables representing linguistic information (Koehn et al., 2003; Koehn and 
Hoang, 2007; Koehn, 2010; Hoang, 2011). It also allows integration of additional 
linguistic information through annotation at word level, like labels indicating POS and 
lemma. Each type of additional word-level information is termed as a factor. In short, to 
develop a statistical translation model which is factored-based, the training data from 
parallel corpus should be annotated with additional factors. The remaining standard steps 
of training are followed with the same methods as used in the previous translation model.  
From the perspective of training, there are two crucial features or steps in factored 
models. The first feature is translation and the second one is called generation. They 
originate from a word-aligned parallel corpus and determine scoring methods, thus, 
helping in making an accurate choice from multiple ambiguous mappings (Koehn and 
Hoang, 2007). 
As we‟ve learnt before, Phrase-based translation models are obtained from a parallel 
corpus that is word-aligned. The process for acquiring these models is to extract all 
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phrase pairs which are consistent with word alignment. Several feature functions can be 
estimated if a set of extracted phrase pair are made available with counts. These feature 
functions can be conditional phrase translation probabilities. They stand on relative 
frequency estimation/lexical translation probabilities which are established on the basis of 
words constituting the phrases. 
Similarly, the translation steps models can also be obtained with the support of a word-
aligned parallel corpus. For a designated number of factors in both, the input and output, a 
set of phrase mappings (now over-factored representations) are extracted which are 
determined on the basis of relative counts and the probabilities of word-based translation 
(as shown in above figure).  
The generation steps are actually probability distributions which are estimated only on the 
side of the output. It is acquired on a word-for-word basis. For example, a tabular 
representation of entries such as (अच्छा, JJ) is built for every generation step that is 
successful in mapping surface forms to part-of-speech. Conditional probability 
distributions, obtained by maximum likelihood estimation can be used as feature 
functions, e.g., p(JJ|अच्छा). 
 
Figure 4. 6: Extraction of the translation models for any factors follows the phrase 
extraction method for phrase-based models 
To reiterate, the LM is a crucial constituent of any SMT system which frequently creates 
over-surface forms of words. Such sequence models can be defined over any singular or a 
set of factor(s) in the framework of factored translation models. Building is 
straightforward for factors like part-of-speech labels.  
Hence, to successfully conduct experiments using this model, the training data (including 
both parallel and monolingual corpus) was annotated at POS level only (shown in the 
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Table 4.1). At first, surface factor-based LMs were developed using the monolingual 
sentences based on SRILM and KenLM toolkit only. The next step involved, 
preprocessing and then training FBSMT systems using the translation steps. After the 
creation of SRILM and KenLM-based two factor translation models, the author has 
trained other six factor-based translation models using the above-mentioned three 
reordering models (sample of model is shown in Figure 4.7). 
 
Figure 4. 7: Snapshot of Phrase-Table based on the Factor-based Translation Model 
4.3.2.4 PD and UD based Dependency Tree-to-String Models 
The last two experiments were administered using the „Tree-to-String‟ method relying on 
dependency data which acts as a constituent of syntax-based SMT models. The Tree-to-
String models, as mentioned before, use a rich input language representation (source-side 
language information derived trees resemble the linguistic parse trees observed in the 
data) to translate into word sequences in the output language.  
To develop the Deep-to-Tree-Str based SMT systems, the task of dependency annotation 
was performed using the PD and UD models (see chapter 2 to know more about PD and 
UD models). This annotation practice is used to annotate English source sentences. 
Statistics of such labeled data are placed in Table 1. Before system training, pre-
processing and CoNLL format-based annotation of dependency data was transformed into 
XML format. This was done in order to suit the requisites of input format for Moses 
(shown in Figure 4.8). Because XML format demands substructure nesting, the input can 
be provided only in the form of projective dependency structures to the tool. Such is the 
case because non-projectivity is known to break nesting (Graham, 2013). 
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Figure 4. 8: Snapshot of Converted Tree data of PD & UD based to train of Deep-to-Tree-
Str SMT Systems 
 
Figure 4. 9: Screenshot of Phrase-Table of the Dep-Tree-to-Str based EB-SMT System 
In order to build the Dep-Tree-to-Str systems, there is a need to extract rules. To meet this 
requirement, Moses (Williams and Koehn, 2012) implements GHKM (Galley et al., 2004; 
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Galley et al., 2006), which otherwise is used in the process of syntax-augmented SCFG 
extraction from phrase-structure parses (Zollmann and Venugopal, 2006). It is the same 
rule extraction process that has been applied to dependency parses in a way so that there 
is no mandatory restriction to a particular set of node labels. The remaining part of system 
training (including PD and UD based) steps are the same as followed in the 
PBSMT/HPBSMT system. A sample of rule-table is provided in Figure 4.9 substantiating 
similarity to the HPBSMT. 
4.3.3 Tuning 
Tuning is the last step in the process of creating SM system. Different machine-produced 
translations (known as n-best hypotheses) are weighed against each other in order to 
deduce a group of best possible translations. Minimum Error Rate Training (Och et al., 
2003) is an in-built tuning algorithm residing in the MOSES decoder10 with the task 
objective to tune a separate set of parallel corpus. To complete this process, 1000 parallel 
sentences (see tuning/dev set under Table 4.1) were used which was implemented with all
of the above developed systems using the „mert-moses.pl‟ script. There is an additional 
parameter “--inputtype 3” which was included with the „mert-moses.pl‟ script to tune the 
Dep-Tree-to-Str based EB-SMT systems. The MERT performs three tasks with the aid of 
tuning set: (a) Combining features set using the algorithm combines a set of features (b) 
determining contribution of each feature weight to the overall translation score and (c) 
Optimizing the value of feature weights to maximize the translation quality.  
 
                                                                
10 The task of decoder is to identify the best-scoring translation from an exponential number of options 
available for any given source language sentence. Examining an exhaustive list of possible translations, 
score each of them, and pick the best one out the scored list is computationally expensive for even a 
sentence of modest length. Moses provides a solution in the form of a set of efficient techniques called 
heuristic search methods whose task is to find the best possible translations (from the LM, phrase-
table/rule-table and reordering models, plus word, phrase and rule counts). These methods are able to 
prevent two kind of errors: a) Search error – it refers to the failure to locate the translation with highest-
probability, and b) Model error - when the translation with highest probability is not a good translation 
according to the model. Therefore, the end goal of MT is to provide translations which is able to deliver the 
meaning of source sentence and is also fluent in target language (Further details can be accessed from: 
http://www.statmt.org/moses/?n=Advanced.Search or follow Neubig and Watanabe, 2016‟s article 
“Optimization for Statistical Machine Translation: A Survey”). 
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4.3.4 Testing 
As discussed in section 4.2, 1000 sentences were used to evaluate the results of the fully-
developed English-Bhojpuri SMT (including EB-PBSMT, EB-HPBSMT, EB-FBSMT 
and Dep-Tree-to-Str) systems. The BLEU scores are reported in section 4.4. 
4.3.5 Post-processing 
After obtaining output from the SMT systems, the tasks of de-tokenization and 
transliteration of the names are performed in a bid to further enhance the accuracy rate of 
the EB-SMT outputs.  
4.4 Experimental Results 
In the current research, 24 EB-SMT systems were trained using the Moses on English-
Bhojpuri with different phrase-based, hierarchical phrase-based, factor-based and 
dependency based tree-to-string translation models on various LMs. Figure 4.10, 4.11, 
4.12 and 4.13 demonstrate results of these systems at the Precision, Recall, F-measure
and BLEU metric. 
Out of these systems, PD and UD-based EB-SMT systems achieves highest BLEU, 
Precision, Recall and F-Measure score compare with others system while HPBSMT 
systems lowest. But in the PD and UD, PD‟s BLEU score were increased +0.24. A 
perspective of evaluation of the reordering based model „lexicalized reordering‟ based 
EB-SMT systems performance is very low compared with others reordering model while 
hierarchical reordering results are better.  
 
Figure 4. 10: Results of Phrase based EB-SMT Systems 
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Figure 4. 11: Results of Hierarchical based EB-SMT Systems 
 
Figure 4. 12: Results of Factor based EB-SMT Systems 
 
Figure 4. 13: Results of PD and UD based Dep-Tree-to-Str EB-SMT Systems 
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4. 5 GUI of EB-SMT System based on MOSES 
Figure 14 demonstrates user interface of the EB-SMT system which is accessible at: 
http://sanskrit.jnu.ac.in/eb-smt/index.jsp  to test the system. Initially, user gives input text 
or uploads English texts file. Once it has entered or uploaded, it goes for preprocessing 
such as tokenization, lowercasing of source language sentences. When it is finished, input 
text goes to developed tuned model file where the “moses.ini” using the related decoder 
generates best translation of the input sentence. After that translated sentences go for 
post-processing and that will be displayed on web interface. 
 
Figure 4. 14: Online Interface of the EB-SMT System 
4.6 Conclusion 
This chapter has discussed in detail of experimental part of the developed different SMT 
systems for English-Bhojpuri language pair which was followed on various translation 
model: phrase-based, hierarchical phrase-based, factor-based and dependency-based tree-
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to-string. Hierarchical and Factor based SMT were implemented with two different the 
KenLM and SRILM LM toolkits while Phrase-based was implemented on three LMs 
including IRSTLM LM toolkits. The KenLM based LMs have been used to develop 
dependency-based tree-to-string SMT (PD and UD based).  
Out of these discussions, the chapter has also explained language model, word-based, and 
word-alignment models with the Bhojpuri examples.   
Finally, the BLEU score of 24 EB-SMT systems (including 12 PBSMT, 2 HPBSMT, 8 
FBSMT and 2 Dep-Tree-to-Str) have been presented. The last section gives a brief idea of 
online-interface (GUI) of the English-Bhojpuri SMT systems with the web-link. Detailed 
evaluation and linguistic analysis of the best EB-SMT systems will be discussed in 
chapter 5. 
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Chapter	5	
Evaluation	of	the	EB-SMT	System 
5.1 Introduction 
Evaluation is inevitable in the development of an MT system. Without credible evaluation 
of the final generation text, on the parameters of accuracy, fluency, and acceptability, no 
claims can be made on the success of the MT system in question. An evaluation task 
validates how the results of MT systems are inaccurate or insufficient. It is, in fact, a 
mandatory task for all NLP applications. In comparison to other NLP tasks, MT 
evaluation is complicated and tougher in whose development several unexpected issues 
crop up. One of the reasons is the lack of a single method to determine the perfect human 
translation. For instance, an English sentence can generate multiple sentences in Bhojpuri 
when translated with the aid of various human translators (as discussed in chapter 3). 
There is no consistency in human translations which makes it very difficult to create 
universally accepted methods for the evaluation of MT systems. Hence, there are no 
globally agreed  and trustworthy methods available (AMTA, 1992; Arnold et al., 1993; 
Falkedal, 1994). However, there is a common hypothesis and agreement on the basic 
structures (Hutchins & Somers, 1992; Arnold et al., 1994) of the same. The two most 
common practices for the MT evaluation are Automatic and Manual/Human evaluation. 
In the last chapter, experiments conducted for development of the EB-SMT systems were 
discussed. Results of 24 EB-SMT systems were reported on Precision, Recall, F-Measure 
and BLEU metrics. The present chapter evaluates only top two EB-SMT systems based 
on their performance: PD-based Dep-Tree-to-Str and UD-based Dep-Tree-to-Str EB-SMT 
systems. These two EB-SMT systems are compared with each other on the basis of error 
analysis (Automatic and Human evaluation) and linguistic perspectives (Human 
evaluation). 
This chapter is divided into five sections. The second section briefly discusses the 
methodology of automatic evaluation. It reports the results of PD and UD-based Dep-
Tree-to-Str EB-SMT (based on the automatic evaluations) with a focus on error analysis. 
The third section gives a brief idea of Human evaluation and the methodologies followed 
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to evaluate the systems. This section also reports and discusses the comparative results of 
the EB-SMT systems based on two human evaluators. The fourth section presents 
comparative error analysis of the best two EB-SMT systems i.e. PD and UD-based EB-
SMT. The fifth and final section concludes the chapter. 
5.2 Automatic Evaluation  
This method evaluates quality of the MT system through a computer program. The 
primary objective behind this method is to rapidly capture performance of the developed 
MT systems and being less expensive in comparison to Human evaluation. There are 
several tested MT evaluation measures frequently used such as Precision (Melamed et al., 
2003), Recall (Melamed et al., 2003), F-Measure (Melamed et al., 2003), BLEU 
(Papineni et al., 2002), WER (Tomás et al., 2003), METEOR (Denkowski and Lavie, 
2014), and NIST (Doddington, 2002) etc. These methods which have been used to 
evaluate EB-SMT systems using the reference corpus1 (the Precision, Recall, F-Measure, 
and BLEU metrics scores are already reported for all 24 EB-SMT systems in chapter 4)
are briefly explained below. 
 Precision, Recall and F-Measure 
Precision and Recall metrics are widely used in NLP applications such as MT, POS 
tagger, Chunker, search engine, and speech processing etc. The precision metrics 
compute correct translated words from the MT output  by dividing it with the output-
length of the system while the recall metric divides the correct words by the length of 
reference translation or reference-length. The F-measure metrics is a harmonic mean of 
the precision and recall metrics or to put it simply, it is a combination of precision and 
recall (Koehn, 2010). In the MT application, precision metric is more important than the 
recall metric. A notable drawback of the precision metric is its sole focus on word-
matches while ignoring the word-order. WER has to be borrowed from speech 
recognition to account for word-order. The F-measure is formed to reduce the double 
                                                                
1  Reference corpus is known as gold corpus. This type of corpus is prepared by Human. In the case of MT, 
reference sentences are translated by human instead of computer. 
96
counting done by n-gram based metrics such as BLEU and NIST. These metrics can be 
computed on the following formulas2 (taken from Koehn, 2010):  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑜𝑢𝑡𝑝𝑢𝑡 −𝑙𝑒𝑛𝑔𝑡 𝑕         (5.1) 
𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 −𝑙𝑒𝑛𝑔𝑡 𝑕     (5.2) 
𝐹 −𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  ∗𝑟𝑒𝑐𝑎𝑙𝑙(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗𝑟𝑒𝑐𝑎𝑙𝑙 )/2    (5.3) 
or  𝐹 −𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 𝑐𝑜𝑟𝑟𝑒𝑐𝑡(𝑜𝑢𝑡𝑝𝑢𝑡 −𝑙𝑒𝑛𝑔𝑡 𝑕+𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 −𝑙𝑒𝑛𝑔𝑡 𝑕)/2  (5.4) 
To understand concept of the precision and recall, let us take an example below: 
Reference Translation:  हम बहरे खेले नाई जाब । 
 System A:      हमें के भी बहरे ना जाई । 
 System B:                 हम ना बाहर जाब के चाही । 
 System C:         हम बहरे खेले नाई जाब । 
 
In the example illustrated above, System C's output exactly matches with the reference 
translation which shares all six tokens, while the outputs of System A and B matches one 
and two tokens (out of six tokens) respectively. The precision results then become: 
A‟s:14.28%, B‟s: 28.57% and C‟s: 100%. While in the recall, these scores would be: 
A‟s:16.6%, B‟s: 33.33% and C‟s: 100%. 
 BLEU (Bilingual Evaluation Understudy) 
BLEU is an n-gram based metric, popularly used in the automatic evaluation of an MT 
system. For each n, where n ranges from 1 to 4, the BLEU score counts the number of 
occurrences of n-grams in the candidate translation (MT output). It should display an 
exact match in the corresponding set of reference translations (human translation) for the 
same input. BLEU score is commonly computed on an entire test corpus and not on the 
sentence level. The number of matching n-grams is directly proportional to a higher 
BLEU score. This score ranges from 0 to 1, where the higher the score the closer the 
match between reference and candidate translations. A key anomaly of using BLEU is 
                                                                
2  to know details of these metrics see following articles or book: Tomás et al., 2003 “A Quantitative 
Method for Machine Translation Evaluation”; Melamed et al., 2003 “Precision and recall of machine 
translation”; Koehn, 2010 “Statistical Machine Translation” 
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that it assigns a low score despite a candidate translation being able to express the source 
meaning fluently and precisely but using different lexical and syntactic choices which, 
although, are perfectly legitimate but are absent in one of the reference translations. Due 
to these problems, it fails to measure the recall metric.3 It is also erroneous in the 
evaluation of the English-Hindi language pair (Ananthakrishnan et al., 2007; Gupta et al., 
2010). 
 WER (Word Error Rate) 
WER is the first automatic evaluation metric which is applied to SMT (Koehn, 2010). It 
is adapted from speech recognition systems and considers word order for evaluation. 
WER works on the „Levenshtein distance‟ (Koehn, 2010), and can be defined as the 
minimum number of editing steps (including insertions, deletions and substitutions). In 
short, it is the ratio of words, which should be inserted, substituted or deleted in a 
translation to achieve the reference sentence (Tomás et al., 2003). The WER is computed 
using the formula, 
WER = 𝑠𝑢𝑏𝑠𝑡𝑖𝑡𝑢𝑡𝑖𝑜𝑛𝑠 +𝑖𝑛𝑠𝑡𝑒𝑟𝑡𝑖𝑜𝑛𝑠 +𝑑𝑒𝑙𝑒𝑡𝑖𝑜𝑛𝑠𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 −𝑙𝑒𝑛𝑔𝑡 𝑕  𝑜𝑟  𝑙𝑒𝑛𝑔𝑡 𝑕  𝑜𝑓  𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒  𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛     (5.5) 
 METEOR 
METEOR is another extension of BLEU metrics used to extract the best evaluation report 
of the MT system. It incorporates the recall metric in the evaluation of the MT system 
which BLEU doesn‟t consider. According to Denkowski and Lavie (2014), it evaluates 
“translation hypotheses by aligning them to reference translations and calculating 
sentence-level similarity scores”. The major advantage of this metric is that it matches 
MT output to reference translation on the stemming, synonyms or semantically-related 
word levels which help to retrieve more accurate score as compared to BLEU metric. It 
also allows the use of Wordnet to disambiguate similar forms or synonyms of the target 
words. But a drawback of this method is that its formula and method are more 
complicated than BLEU. 
 
 
                                                                
3  To know the drawbacks and BLEU methodology see following articles: Ananthakrishnan R et al., 2007 “
Some Issues in Automatic Evaluation of English-Hindi MT: More Blues for BLEU”, Papineni  et al., 2002, 
“BLEU: a method for automatic evaluation of machine translation”). 
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5.2.1 PD and UD-based EB-SMT Systems: Automatic Evaluation Results 
In this section WER and METEOR automatic evaluation results of PD and UD-based EB-
SMT systems are reported. This section also compares these systems on sentence level 
based on the scores achieved from the automatic evaluation metrics. 
(a) WER and METEOR Results of the PD and UD-based EB-SMT Systems 
As Figure 5.1 demonstrates, WER results show that the UD-based EB-SMT 
system generates more error at the word level as compared to PD-based EB-SMT 
system. At the overall METEOR accuracy, the PD-based EB-SMT system 
performance is +0.00359 units higher than the UD-based EB-SMT system. 
 
Figure 5. 1: Results of PD and UD based EB-SMT Systems at the WER and Meteor 
(b) A Comparative Analysis of PD and UD based EB-SMT Systems on the METEOR 
metric 
When we compare the MT output of test data of these systems at the sentence level 
(Figure 5.2) on the METEOR metric, PD-based EB-SMT‟s performance is much better 
reported than UD-based EB-SMT which is analyzed next. 
If we analyse Score (Figure 5.2), Precision, and Recall performance of the two systems, 
then PD-based EB-SMT system has outperformed the UD-based EB-SMT at most 
instances. There is only one exception seen in the segment range of 150 to 200, in which 
UD‟s performance is better than PD. Similarly, the analysis of fragmentation-penalty 
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(Frag) also shows that PD performance is higher as compared the UD (the only exception 
is in the segment range of 350-400). 
When we anlayse these systems at the sentence-length level, the performances of PD and 
UD-based EB-SMT systems show some variation in the performance at different word-
length levels which is described below (shown in figure 5.3): 
(i) 1-10 words length level: the PD-based EB-SMT system has reported 
highest score at the segment range of 7-10 while the UD-based EB-SMT 
system reports better performance at the segment range of 6-8. 
(ii) 11-25 words length level: the UD-based EB-SMT system has reported 
highest score at the segment range of 80-140 while the PD-based EB-SMT 
system reports better performance at the segment range of 20-60 and 
above 140. 
(iii) 25-50 words length level:  At this level, the UD-based EB-SMT system has 
reported the highest score at the segment range of 60-75 and 100-120 
while the PD-based EB-SMT system reports better performance at the 
segment range of 80-100. 
(iv) 51+ words length level: At this level, the UD-based EB-SMT system has 
reported highest score at the segment range of 6-9 and 16-18 while the PD-
based EB-SMT system reported better performance at the segment range 
of 2-4 and 12-16. 
(c) A Comparative Analysis of PD and UD-based EB-SMT Systems at the sentence 
levels based on the BLEU, Precision, Recall and F-Measure metrics  
Figures 5.4 and 5.5 demonstrate some comparative examples using the above metrics 
score, out of the 100 best sentences (for (c) and (d), MT-CompareEval toolkit has been 
used (Klejch et al., 2015)). One analyzing these figures we find most of the time PD 
achieves 70-100% scores on all metrics (except brevity penalty) as compared to the UD-
based EB-SMT system. Even there is a huge difference on the UD-based EB-SMT system 
output except in Figure 5.5‟s first and last examples. 
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(d)   A Comparative Analysis of PD and UD based EB-SMT Systems at the Confirmed 
and Un-confirmed N-gram levels 
A confirmed N-gram refers to the correct match of system output with respect to the 
reference translation, while an unconfirmed N-gram refers to the incorrect match of the 
system output with respect to the reference translation. 
Figure 5.6 presents the statistics of confirmed N-grams (1 to 4 gram) of PD and UD-based 
EB-SMT systems (Dep-Tree-to-Str). For each N-gram level (1-4 the top ten N-gram are 
provided, for both the systems. If we consider top ten 1-gram, then UD has more function 
words as compared to PD. 
The statistics of unconfirmed top ten N-grams (1 to 4 gram) of the PD and UD-based EB-
SMT systems are displayed in Figure 5.7. As observed in the confirmed N-gram, the top 
ten unconfirmed 1-gram have more function words in UD output as compared to PD 
output. One interesting observation is that in case of PD n-gram statistics (Figures 5.6 and 
5.7), the punctuation - question mark „?‟ - appears only in unconfirmed n-gram. 
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 Figure 5. 2: METEOR Statistics for all sentences of EB-SMT System 1 (denotes to PD 
based) and 2 (denotes UD based) 
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 Figure 5. 3: METEOR Scores by sentence length of EB-SMT System 1 (denotes to PD 
based) and 2 (denotes to UD based) 
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 Figure 5. 4: Example-1 of Sentence Level Analysis of PD and UD EB-SMT System 
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 Figure 5. 5: Example-2 of Sentence level Analysis of PD and UD EB-SMT System 
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 Figure 5. 6: Details of PD and UD at the Confirmed N-grams Level 
 
Figure 5. 7: Details of PD and UD at the Un-confirmed N-grams level 
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5.3 Human Evaluation 
Along with the automatic evaluation metrics, the human evaluation metrics are also 
considered while evaluating MT outputs. But this strategy consumes more time and 
incurs a higher cost as compared to automatic evaluation. Human evaluation is mostly 
done on sentence-by-sentence basis which makes it cumbersome to issue a judgement on 
the entire discourse. This anomaly is resolved in automatic evaluation as the measures 
here are invaluable tools for regular development of MT systems. These measures are 
only imperfect substitutions for human assessment of translation quality which reveals 
interesting clues about the properties of automatic and manual scoring. Most MT 
researchers/evaluators follow metrics of adequacy and fluency in order to judge the MT 
output. It is very difficult to maintain a consistent standard for fluency and adequacy scale 
for different annotators. The judgement of humans on several systems also contrasts 
significantly with the quality of the different systems. But this method is the best strategy 
to improve any MT system‟s accuracy, especially for Indian languages. 
5.3.1 Fluency and Adequacy 
Human evaluation is a preferred methodology when more than one translation outputs are 
available. Most human evaluators were assigned following five point scale (shown in the 
Table 5.1 and 5.2) to evaluate at the level of fluency and adequacy of MT systems output 
(taken from the Koehn, 2010; Ojha et al., 2014). 
Fluency 
5 Flawless of Bhojpuri sentence 
4 Good Bhojpuri sentence 
3 Non-native sentence (like Hindi) 
2 Disfluent 
1 Incomprehensible 
Table 5. 1: Fluency Marking Scale 
At this level, evaluator can evaluate the output of MT systems correctly on the given 
scales. Generally, researchers use a quality scale of 1-5 for fluency and adequacy i.e. 1 for 
incomprehensible/none, while 5 for flawless/all meaning. After fluency, adequacy is 
evaluated. For adequacy, the translated output is compared with the reference translation 
in order to know how natural is the output translation based on the quality scale of 1-5. 
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Therefore, this strategy has been adopted to evaluate the PD and UD-based EB-SMT 
systems output. 
Adequacy 
5 All meaning  
4 Most meaning 
3 Much meaning 
2 Little meaning  
1 None 
Table 5. 2: Adequacy Marking Scale  
(i) Suggestion for Evaluators to evaluate the Systems outputs:  
The following instructions are given to evaluator for evaluation of the EB-SMT systems 
output:  
 Look at the MT translated output first. 
 Evaluate each sentence for its fluency.  
 Mark it on the scale 1-5 (according to table 5.1 and 5.2).  
 Look at the original source sentence only to verify the faithfulness of the 
translation (only for reference). 
 If the marking needs revision, modify it to the new marking. 
 After marking at the fluency level look at reference sentence and mark it on 
adequacy level at the scale of 1-5. 
(ii) Methodology of EB-SMT Systems testing: 
The same test data4 was used (which is used for automatic evaluation methods) to 
evaluate the PD and UD-based EB-SMT systems. Their outputs were then assigned to 
two evaluators who marked the PD and UD-based EB-SMT systems outputs based on 
adequacy and fluency levels. If marking is done for N sentences and each of the N 
sentences is given a mark based on the above scale, the two parameters (on the 5.6 and 
5.7) are calculated as follows5: 
Adeuacy =  𝑁𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠  𝑤𝑖𝑡𝑕  𝑠𝑐𝑜𝑟𝑒𝑠  𝑁        (5.6) 
Fluency =  𝑆𝑖/𝑁𝑁𝑖=1      (5.7) 
                                                                
4  See chapter 4 for details  
5   To know more, see Ojha et al., 2014 “Evaluation of Hindi-English MT Systems”. 
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5.3.2 PD and UD-based EB-SMT Systems: Human Evaluation Result 
On the basis of human evaluation methodology described above, the PD and UD-based 
EB-SMT systems have been evaluated. Figure 5.8 demonstrates a comparative result of 
the PD and UD-based EB-SMT systems of the two evaluators. In this, PD-based system 
achieves highest fluency for both evaluators. At the adequacy level, on the other hand, the 
UD-based EB-SMT system received highest scores by evaluator-1 while evaluator-2 gave 
the highest score to PD-based EB-SMT system. When we take averages of the adequacy 
and fluency scores of both evaluators, we find that UD‟s adequacy score (approx. 
80.46%) is higher as compared to the PD-based EB-SMT system‟s adequacy score 
(approx. 75.77%) while at the level of fluency, the PD‟s system performance is higher 
(approx. 62%) as compared that of the UD (57.63%). 
When we closely observe the PD and UD-based EB-SMT systems‟ evaluation report of 
fluency (shown in figure 5.9) at each level, we find that PD has received a score above 
50% for the „2‟ scale (except the evaluator-2 score). Another observation is that PD-based 
EB-SMT system received lowest score for „4‟ scale by all evaluators as compared to the 
UD-based EB-SMT system.   
 
Figure 5. 8: A comparative Human Evaluation of PD and UD based EB-SMT Systems  
On the other hand, the analysis of adequacy scores on each level shows that UD-based 
EB-SMT system received the highest score by all the evaluators for „2‟ scale as compared 
to that of the PD-based EB-SMT system (shown in figure 5.10). In another instance, the 
UD system did not receive any score for „3‟ and „1‟ scale by evaluator-2.  
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A similarity observed for both systems is that the overall score received from both the 
evaluators is not above 10% for „5‟ scale, for both systems.   
 
Figure 5. 9: PD and UD-based EB-SMT Systems at the Levels of Fluency  
 
 
Figure 5. 10: PD and UD-based EB-SMT Systems at the Levels of Adequacy 
5.4 Error Analysis of the PD and UD based EB-SMT Systems 
In the translation process, the text of source language gets decoded, which is then 
encoded into the target language. One of the main challenges for translation is the 
linguistic divergences between the source and target languages at several levels. In case 
of MT, several others problems are also encountered. These problems occur at the level of 
decoding which raises several challenges for MT.   
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The errors in the translated MT outputs are categorised into the following three main 
levels (Chatzitheodorou et al., 2013). Each of these three main error categories is sub-
divided into several sub-levels as explained below: 
 Style: The level of „Style‟ is concerned with style and formatting of the MT 
output. The stylistic issues are related to incorrect formats of addresses, dates, 
currency, errors of incorrect accents, misspelled words, incorrect punctuation, 
incorrect capitalisation and abbreviations, etc. 
 Words: The level of „Words‟ deals with vocabulary usage. This level is also 
divided into various sub-categories. For instance, single words error, the errors of 
wrong translation of idioms, un-translated words which are not found in the data, 
literal translation etc. 
 Linguistic: The linguistic level focuses on the linguistic and grammatical aspects 
of the MT outputs. It consists of sub-levels of inflection errors (nominal, verbal 
and others), the error of wrong category selection, error in function words 
translation like articles and ad-positions, and the errors related to agreement. 
The analysis of the EB-SMT outputs also results in several problems primarily related to 
agreement (like gender agreement), Named Entity Recognition (NER), structural 
mapping, and nominal inflection error (plural morphemes). 
The following errors were encountered during the evaluation of PD and UD-based EB-
SMT systems:  
(A) Errors on Style Level: 
(a) Generation of Extra Word(s): 
In this category, an error is made because a few extra word(s) are generated in the MT 
output. For instance, in the example (I), if we compare UD and PD EB-SMT outputs with 
the reference translation, the word „भी‟ is found to be an extra in both UD and PD-based  
EB-SMT outputs. Similarly, in the example (II), the UD EB-SMT output generates extra 
words „नकार दहेल‟.  
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(I) I also have to go to the market.  (SL) 
हमहू के भी बजार जाएके हऽ ।      (PD-EB-SMT Output) 
hamahU ke bhI bAzAra jAeऽka ha .  (ITrans) 
हम भी बाजार के जाए के पड़ी ।   (UD-EB-SMT Output) 
hama bhI bAjAra ke jAe ke pa.DI .  (ITrans) 
Reference Translation of the TL: हमहू के बजार जाएके हऽ । 
ITrans of the reference Translation: hamahU ke bajAra jAeऽka haऽ. 
(II)  I regret but I am compelled to deny.    (SL)
हमके अफसोस हऽ लेककन हम इनकार करे  ----      
 के मजबूर हईं।          (PD-EB-SMT Output) 
hamake aphasosa haऽ lekina hama inakAra kare ----     
 ke majabUra haIM.      (ITrans) 
हम लेककन अफसोस इनकार करे के मजबूर हईं। नकार दहेल।         (UD-EB-SMT Output)  
hama lekina aphasosa inakAra kare ke majabUra haIM. ----   
 nakAra dehala .       (ITrans) 
Reference Translation of the TL: हमके अफसोस बा लेककन हम इनकार करे के मजबूर हईं । 
ITrans of the reference Translation: hamake aphasosa bA lekina hama inakAra kare ke 
majabUra haIM.  
(b) Spelling and Punctuation Errors: 
This error type classifies the errors related to the spelling and punctuation in the MT 
output. The punctuation errors can be illustrated with the help of examples in (II) and 
(III). In (II), the UD EB-SMToutput has an extra punctuation mark „।‟ and in (III), both 
PD and UD EB-SMT systems outputs have generated an extra punctuation „।‟ at the end 
of the output sentence. 
The spelling error is observed in the example (III), in which both UD and PD EB-SMT 
systems outputs have „तू‟ in place of „तु‟ of the reference translation. 
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(III) You are the chieftain of the central panchayat. (SL)
   त ूकेन्दररय पन्चायत के मुिखया हउअ ? ।  (PD-EB-SMT Output) 
   tU kendariya pancAyata ke mukhiyA haua ?  (ITrans) 
  त ूकेन्दररय पन्चायत के मुिखया हउअ ? ।   (UD-EB-SMT Output) 
  tU kendariya pancAyata ke mukhiyA haua ? . (ITrans) 
Reference Translation of the TL: तु केन्दररय पन्चायत के मुिखया हउअ ? 
ITrans of the reference Translation: tu kendariya pancAyata ke mukhiyA haua ? 
(B) Errors on Word Level: 
Two types of word level errors have been observed: WSD (word sense disambiguation) 
and Un-translated and Multi-word units error. These errors are further explained. 
(c)   WSD error: 
WSD error occurs when the EB-SMT output is unable to disambiguate the source text and 
therefore provide wrong word in the EB-SMT output. This is illustrated clearly in (IV), in 
which „कपार‟ of the reference translation is wrongly translated as „मुिखया’ in both UD and 
PD-based outputs. An explanation of this error could be the inability of both the EB-SMT 
systems to disambiguate two different senses of source language word „head‟. 
 
(IV) I feel a severe pain in my head.    (SL)
हमार कपार भयानक िपराऽत मुिखया ।    (PD-EB-SMT Output) 
hamAra kapAra bhayAnaka pirAsta mukhiyA . (ITrans) 
हमार  भयानक िपराऽत मुिखया ।   (UD-EB-SMT Output) 
hamAra mukhiyA bhayAnaka pirAsta.  (ITrans) 
     
Reference Translation of the TL: हमार कपार भयानक िपराऽत।  
ITrans of the reference Translation: hamAra kapAra bhayAnaka pirAऽta. 
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(d) Un-translated and Multi-word units error 
In the example (V), „becoming‟ and „impudent‟ are not translated by both EB-SMT 
systems. Error in multi-word units also occurs in the same example: „अििक स ेअििक‟ of 
PD-EB-SMT output has occurred instead of „बहुत‟े of the reference translation. 
(V) You are becoming more and more impudent day by day. (SL)
का तू becoming अििक स ेअििक impudent अउर कदन कदन । (PD-EB-SMT Output) 
kA tU becoming adhika se adhika impudent aura dina dina . (ITrans) 
तु becoming द्वारा और ढेर कदन कदन impudent कदहल।            (UD-EB-SMT Output) 
tu becoming dvArA aura Dhera dina dina impudent dihala. (ITrans) 
Reference Translation of the TL: तु कदन ब कदन बहुत ेबेशरम होत रहत हउअ । 
ITrans of the reference Translation: tu dina ba dina bahute besharama hota rahata haua .
(C) Error on Linguistic Levels:
At the linguistic level, we have found errors in inflection and structure which are 
described below.  
(e)  Issues with Inflections 
In the example (VI), ‘हमरे’ of the reference translation is translated as „हम‟ by both PD 
and UD EB-SMT system outputs. These inflectional errors occur in the output because 
the target language „Bhojpuri‟ is morphological richer than the source language „English‟. 
One of the reasons of such errors could be the fact that there is no linguistic information 
provided for the target language (generation part). 
(VI) I think Ram is going to marry Sita.    (SL)
    हम सोचत राम सीता स ेिबयाह करे जाऽत हऽ ।   (PD-EB-SMT Output) 
  hama socata rAma sitA se biyAha kare jAऽta haऽ .   (ITrans) 
 हम ख्याल से राम सीता से िबयाह करे जाऽत हऽ ।             (UD-EB-SMT Output) 
 hama khyAla se rAma sitA se biyAha kare jAऽta haऽ.  (ITrans) 
Reference Translation of the TL: हमरे ख्याल से राम सीता से िबयाह करे जाऽत हऽ । 
ITrans of the reference Translation:  hamare khyAla se rAma sitA se biyAha kare 
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jAऽta haऽ. 
(f)  Structural Issues 
In example (VII), in the UD-EB-SMT output „भी‟ should occur after „हम‟ instead of 
occurring at the end of the sentence. 
(VII) I also don't know.     (SL)
हम भी पता ना ।     (PD-EB-SMT Output) 
hama bhI patA nA .     (ITrans) 
हम ना जानत भी ।       (UD-EB-SMT Output) 
hama nA jAnata bhI .     (ITrans) 
Reference Translation of the TL: हमहू नाई जानीऽल। 
ITrans of the reference Translation: hamahU nAI jAnIऽla. 
5.4.1 Error-Rate of the PD and UD-based EB-SMT Systems 
The Tables 5.3, 5.4 and 5.5 describe all the error sub-levels (of main error levels: Style, 
Word and Linguistic) for the PD and UD-based EB-SMT systems.  
At the style error level (Table 5.3), both PD and UD systems produce maximum errors in 
the sub-level of „Generation of Extra Words‟ while the lowest number of errors occur in 
the sub-levels of „Spelling errors and Country standards‟ (for PD EB-SMT system) and in 
the sublevel of „Punctuation‟ (for UD EB-SMT system).  
Sub-Levels of Style PD-EB-SMT System UD-EB-SMT System 
Acronyms and Abbreviations 34 108 
Generation of Extra words 81 156 
Country standards 8 25 
Spelling errors 8 54 
Issues with Accent level 15 39 
Punctuation 17 7 
Table 5. 3: Statistics of Error-Rate of the PD and UD based EB-SMT Systems at the Style 
Level 
115
The Table 5.4 provides the error details of both PD and UD-based EB-SMT systems at 
the „Word‟ error level. The error sub-level „Single words‟ has received maximum errors 
for both PD and UD systems while the lowest number of errors occurs in the sub-level of 
„Conjunctions‟ for both PD and UD EB-SMT systems. 
 PD-EB-SMT System UD-EB-SMT System 
Single words 213 348 
Multi-word units 126 72 
Terminology 4 51 
Un-translated words 118 136 
OOV  
(Out of Vocabulary) 30 23 
Ambiguous translation 54 58 
Literal translation 178 111 
Conjunctions 1 3 
Table 5. 4: Statistics of Error-Rate of the PD and UD based EB-SMT Systems at the 
Word Level 
At the linguistic error level (Table 5.5), both PD and UD-based EB-SMT systems 
produce maximum errors in the sub-level of „Verb inflection‟ while the lowest number of 
errors occur in the sub-levels of „Article and Agreement‟ (for PD EBSMT system) and in 
the sub-level of „Agreement‟ (for UD EBSMT system). 
 PD-EB-SMT System UD-EB-SMT System 
Verb inflection 123 216 
Noun inflection 21 3 
Other inflection 148 201 
Wrong category 49 51 
Article 1 165 
Preposition 108 89 
Agreement 1 2 
Table 5. 5: Statistics of Error-Rate of the PD and UD based EB-SMT Systems at the 
Linguistic Level 
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5.5 Conclusion 
In this chapter, out of the 24 (12 PBSMT, 2 HPBSMT, 8 FBSMT and 2 Dep-Tree-to-Str) 
EB-SMT systems developed, top two - PD and UD-based on Dep-Tree-to-Str EB-SMT 
systems have been evaluated and compared using various automatic and human 
evaluation methods. In these evaluations, we can analyze that the performance of PD‟s 
system is slightly better than UD‟s system. Out of automatic and human evaluations, the 
systems generated output were deeply anlaysed on three broader translation error levels, 
namely, style, word and linguistic level, which are explained with outputs of both 
systems. Finally the chapter has reported statistics of error-rate on the error levels of three 
translations.  
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Chapter	6	
Conclusion	and	Future	Work 
MT has always been the focus of research and development in NLP. New ideas and 
methodologies have shaped and contributed towards the advancement of the field of MT. 
One of the important MT types is the SMT which has become very influential in the last 
two decades. The present PhD research concerns itself with the development of twenty 
four SMT systems for the English-Bhojpuri language pair. This research is quite 
significant as there is no SMT system available for this language pair. Another 
significance of the research is the creation of LT resources for the target language 
‘Bhojpuri’ which is a low-resourced language. Various issues and challenges faced and 
tackled during the course of the research work have also been discussed. A brief 
explanation to the thesis has been provided below by providing a brief summary of the 
chapters. 
Chapter 1 introduces this PhD research by detailing the motivation of the study, the 
methodology used for the study and the literature review of the existing MT related work 
in Indian languages.  
Chapter 2 explores the feasibility of the Kāraka model (Pāṇinian Dependency) for 
enhancing the linguistic information which would help in better performance of the SMT 
system. The chapter also takes into account the usefulness of another popular dependency 
framework ‘Universal dependency’ which has been recently used for several cross-lingual 
tasks.  
Chapter 3 gives details of various LT resources created for Bhojpuri. It should be 
mentioned here that although Bhojpuri is spoken by a large population, there is no 
publically available corpus for monolingual Bhojpuri or parallel English-Bhojpuri 
language pair. The initial resources created for the present study were a monolingual 
Bhojpuri corpus and a parallel English-Bhojpuri corpus. Both of these corpora were 
annotated with BIS-based POS tag-set. For the parallel English-Bhojpuri corpus, the 
source language English was also annotated at the dependency level. Two dependency 
frameworks were used for annotation: the Kāraka model based dependency (Pāṇinian 
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Dependency) and Universal Dependency (UD). The tools and methodology employed in 
this chapter have proven to be quite useful. Since the LT resources created for Bhojpuri 
and English are initial efforts, further enrichment of these resources for further research 
work is planned.  
Chapter 4 discusses in detail the various experiments conducted for the development of 
24 EB-SMT systems. These systems were developed using various translation models 
which are explained in this chapter. The statistical information of the data used for 
training, tuning and testing has also been provided. This chapter also reports the results of 
the 24 EB-SMT systems at the Precision, Recall, F-Measure and BLEU metrics. 
Chapter 5 focuses on the evaluation task of the top two EB- SMT systems (PD based 
Dep-Tree-to-Str and UD based Dep-Tree-to-Str EB-SMT systems) which have given the 
best performance.  For the purpose of evaluation, both Automatic and Human evaluation 
methods were used. One of the important result that came out this study is the better 
performance of the PD based EB-SMT system which performed better than all other EB-
SMT systems. 
 
Future scope or extension of the study: 
1. One of the future goals is to improve the accuracy of the existing EB-SMT system 
by using transliteration, NER and hybrid methods (such as Placeholder method 
etc.). 
2. In order to keep the scope of this study restricted, I have provided dependency 
annotation only for the source language, English. The next task would be to 
annotate target language, Bhojpuri, of parallel English-Bhojpuri corpus with 
Pāṇinian Dependency framework and to develop SMT system using tree-to-tree 
and string-to-tree models. 
3. As mentioned earlier, the corpus created in this study is first of its kind which will 
be made available publically. The date size of parallel corpus will be further 
increased to 100K sentences to enhance accuracy and capture variation in 
Bhojpuri. 
4. The present study focuses on the SMT methods. A future goal is to conduct the 
experiment using the Neural/Deep learning methods. 
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5. An extension of the present research to develop the SMT system for the Bhojpuri 
– English language pair will contribute to develop the bi-directional SMT system 
of this language pair. 
6. There are many Indian languages which are low-resourced. One of the proposed 
future works is to explore the contribution of the present research for conducting a 
similar work in other Indian languages. 
 
This PhD work has been a fruitful research endeavour in which SMT system for English-
Bhojpuri language pair has been developed. Experiments with various methods and 
approaches were conducted to explore their feasibility for this work. The results and 
output of the research have been satisfying, however, there is still scope of improvement 
and further research work. 
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Appendix 1 
Home Page of EB-SMT System with Input Sentence 
 
 
 
 
Online interface of the EB-SMT system is accessible at http://sanskrit.jnu.ac.in/eb-smt/index.jsp  
 
 
 
 
 
 
 
 
 
 
 
 
123
  
 
Output of the EB-SMT system 
124
Appendix 2
Sample Set of Bhojpuri Monolingual Corpus
ID Sentences
BHSD01 एतनन ससनतत हमनर मतनरर कहलस - ” हत महनरननर जर , जदद रउआ सचमसच अपनन बचन कत  पक्कन बननर त
हमनर एगग पपरनरर्थनन बन दक अब आगत सत हमरन एह पपरदतश कत  सब कनम - कनज , दशकन - दरकन खनलर फप ररेंच 
मरें हगखग , जमर्थन मरें नन। 
BHSD02 एतनन ससनकत  महनरननर अचम्भन मरें पड़ गइलर। 
BHSD03 खरसत कनकाँपत लगलर। 
BHSD04 उनकर आकाँख लनल हग गइल। 
BHSD05 बनदकर ऊ करस त कन करस , बचन हनर चसकल रहस। 
BHSD06 उनकन कहत कत  पड़ल – ऐ लइकर ! नतपगदलयन कत  सतनग जमर्थनर पर कबग इतनन कठगर पपरहनर नन कइलत रहत ,
जतनन तरें शदक्तशनलर जमर्थनर सनमपरनज्य पर कर दतलत बनड़त। 
BHSD07 जमर्थनर कत  महनरननर तगरन अइसन छगट बच्चर सत बचन दतकत  हनर गइल। 
BHSD08 ई हम दजनगरभर नन भसलन सकर कीं। 
BHSD09 जमर्थनर जवन अपनन बनहसबल सत जरतलत रहत , ओकरन कत  ततकाँ अपनन दबबतक आ बननर सत फत र जरत दलहलत। 
BHSD10 अब हम भलरभनकाँदत जनन गइनर दक ललनरतन पपरदतश अब अदधिकन ददन जमर्थनर कत  अधिरन नन रह सकत ।
BHSD11 एतनन कहकत  महनरननर ततजर सत उल्टत पनकाँव ललौट गइलर। 
BHSD12 डलन० रघसवरर , एह घटनन सत रउआ आभनस हग गइल हगई दक हम कइसन मतनरर कत  बतटर हईकीं।
BHSD13 हम फप ररेंच भनषन - भनषर सकींसनर मरें सबसत अदधिक मनन - सम्मनन आ गलौरव अपनन मनततभनषन कत  दददहलत , 
कनहतदक हमनर खनदतर रनष्टपर पपरतम आ मनततभनषन पपरतम मरें कवनग अकींतर नइखत। 
BHSD14 हमनर आपन भनषन दमल गइल , त आगत चलकत  हमनर कत  जमर्थनर सत आजनददयग दमल गइल। 
BHSD15 डलन० रघसवरर ! रउआ अब जरूर समसझ गइल हगखब जत हम कन कहत कत  चनहत बननर। 
BHSD16 डलन० रघसवरर लमहर सनकींस लत  मसट्ठर भर कींच लतलन। 
BHSD17 जइसत कस छ मन हर मन सकींकल्प कइलत हगखस। 
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BHSD18 एकरन कत  कहल जनलन भनदषक गलौरवबगधि आ मनततभनदषक अदसमतनबगधि। 
BHSD19 दबहनर दवधिननसभन कत  चसननव अबहर कीं टटकन मसदन बन बनदकर घतमन दफरन कत  ई मसदन हमतशन बनल रहतलन दक 
पतपरकनर कत  रनय कवनन गगल कत  बन। 
BHSD20 कहत खनदतर त सगरर पतपरकनर हमतशन तटसरतन आ ईमननदनरर कत  चगलन भन बसरकन पदहरलत रहतलरें बनदकर 
तदनकन दधियनन दत दर कीं त ओह चगलन भन बसरकन कन पनछन झलकत उनकर असलर चतहरग लउक जनई। 
BHSD21 ईमननदनरर कत  हनल त ई बन दक अदधिकतर सरननरय पतपरकनरन कत  लगग ब्ललैकमतलर जइसन ब सझतलन। 
BHSD22 हमतशन ओकरन सत डतरनइल सहमल रहतलन दक पतन नन कब कवन बनत ऊ अपनन मरदडयन मरें कत करन दखलनफ 
दलख पड़ दर। 
BHSD23 एहसत ऊपर उठर कीं त दतखब दक कररब कररब सगरर बड़कन चलैनल कत  एकींकर मगदर भकींजक लउकत लरें। 
BHSD24 ओह लगग कत  हमतशन कगदशश रहतलन दक कवनग बनत , कवनग खबर कत  घसमन दफरन कत  मगदर कन दखलनफ 
इसततमनल क लरहल जनव। 
BHSD25 अब आगत बढत सत पदहलत हम रउरन सभ कत  बतन दरहल जरूरर समसझत बननर दक हम बचपन सत सकींघर हईकीं आ 
भनजपन सत सहननसभतदत रनखरलत। 
BHSD26 सकींघ कत  शनखन मरें गइलन यसग सत अदधिकन हग गइल बनदकर सकींघ कत  दवचनर सत दनष्ठन जवन एक बतर बन गइल 
तवन आजस लत बनल बन। 
BHSD27 बनदकर कन ई सगरर पतपरकनरन लन जरूरर नन हगखत कत  चनहर कीं दक ऊ खसलतआम बतनवसस दक ऊ कवनन 
रनजनरदतक गगल कत  तरफदनरर करतलरें भन कवनन गगल कत  सदसय हउवरें। 
BHSD28 ढतर ददन नन भइल जब एगग मरदडयन एकींकर खसलतआम अपनन पपरगगपरनम मरें आआपन कत  समकर्थ रन कइल करसस 
आ बनद मरें बनकनयदन ओकरन मरें शनदमल हग गइलन। 
BHSD29 बनदकर जब लत उनसकन कत  चलैनल सत दनकनल बनहर नन कइल गइल तबलत ऊ अपनन कत  दनष्पक पतपरकनदरतन 
कत  झकींडनबरदनर बतनवत सत बनज नन आवत रहसस। 
BHSD30 ननम बतनवल जररर नइखत बनदकर हम आशसतगष कत  बनत करत बननर। 
BHSD31 अइसनत एगग बहसतत कप रनकींदतकनरर पतपरकनर आ चलैनल एकींकर हउवन पसण्य पपरससन बनजपतयर जत लनख बतइज्जदत 
भइलन कन बनदग आजस लत आपन रनजनरदतक दवचनरधिनरन कत  खसलनसन नइखन कइलत। 
BHSD32 अब अइसन पतपरकनरन कत  एकींकर कइल पपरगगपरनम कतनन ईमननदनर हगखर सत सभत जननत बन। 
BHSD33 कत कर कत कर लरदहकीं ननम , कमरर ओढलत सगरर गनकाँव। 
BHSD34 दपछलन सरकनर कन बतरन लत मरदडयन कत  लगग कत  हरनमखगरर कत  भरपतर मलौकन दमलत रहसवत। 
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BHSD35 सरकनरर खरचन पर दतश दवदतश घतमत कत  मलौकग दमल जनत रहसवत आ ऊ लगग आजस लत अपनन मलदकनर कत  
चरण वकींदनन करत चनरण बनल बनड़रें। 
BHSD36 एह पतपरकनरन कत  बरेंवत नइखत जत ई रनहसल गनकाँधिर भन सगदनयन गनकाँधिर सत सवनल कर सकसस। 
BHSD37 एक तरह सत दतखर कीं त लनख दसग सर्थण हगखलन कन बनवजतद एह लगगन मरें सवनदमनभदक्त कत  गसण अतनन बन दक 
कस कस रग लजन जइहरें। 
BHSD38 दबहनर दवधिननसभन चसननव कन मलौकन पर फत रू एह दबकनऊ आ भनकाँड़ मरदडयन कत  नलौटकींकर खसलतआम चनलत बन 
बनदकर कवनग पतपरकनर मरें अतनन ईमननदनरर नइखत जत ऊ पदहलत बतन दतव दक ओकर सहननसभतदत कवनन 
गगल भन गठबन्हन सत बन। 
BHSD39 हमरन समसझ सत हर पतपरकनर आ चलैनल एकींकर खनदतर जरूरर हगखत कत  चनहर कीं दक हर पपरगगपरनम सत पदहलत 
ओकर रनजनरदतक दवचनरधिनरन खसलतआम बतन दतस स। 
BHSD40 सनर हर इहग जरूरर हगखत कत  चनहर कीं दक चलैनल भन अखबनर छगड़लन कन बनद तरन बररस लत एह लगग कत  
कवनग सरकनरर पद सकनरत भन चसननव लड़त कत  मलौकन मत दरहल जनव। 
BHSD41 जइसत न्यनयपनदलकन कत  शसदचतन बननवल रनखत खनदतर व्यवसरन कइल जनलन वइसहर कीं पतपरकनदरतन कत  
शसदचतन बनवलत रनखत खनदतर पतपरकनरग लगग पर समसदचत लगनम लगनवत कत  व्यवसरन हगखत कत  चनहर कीं। 
BHSD42 आज दसदनयन कत  बहसतत भनषन मर - दबलन रहल बनड़र सऽ। 
BHSD43 एकर मतलब ई नन भइल दक जवन भनषन कवनग कत पर - दवशतष आ उहनकाँ कत  जन - जरवन मरें दजयतग बनड़र 
सऽ उन्हदनयग कत  मसवल - दबलनइल मनन दलहल जनव , जवन आजसओ अपनन सनकींसकत दतक समनदजक 
खनदसयत कन सनर अपनन ‘दनजतन ’ कत  ससरदकत रखलत बनड़र सऽ। 
BHSD44 सगच - सकींवतदन आ अनसभतदतयन कत  सटरक , पपरनसकींदगक अदभव्यदक्त दतबत मरें सकम आ शब्द - सकींपन्न अइसन 
भनषन - सब कत  सम्मनन सदहत सकनरत मरें बहसतन कत  अजसओ दहचक बन। 
BHSD45 इन्हन कऽ सवनभनदवकतन गकाँवनरू आ पछसवनइल लनगत बन आ भदपरजनन ( ? ) कन अकींगरतदजयत कन आगन 
भनषन कत  सकींपन्नतग उपतदकत हग जनदतयन। 
BHSD46 अइसनकन ‘दशष्ट - दवदशष्ट ’ ननगर लगगन कन जमनत मरें लसगरर वनलन ‘लगक ’ कत  अरर दपछड़नपन रहल 
बन। 
BHSD47 ऊ लगग अपनन बननवटर आडकींबर आ बड़प्पन मरें लगकभनषन कत  ससभनदवक दसरजनशरलतन कत  कदणक - 
मनरकींजन कत  चरजस मननलन। 
BHSD48 ई अकींगरतजर दनकाँ अदभजनत दहन्दरवनदर लगग ‘अनतकतन मरें एकतन ’ कत  गनन करत नन अघनलन , बनदक आपन 
भनषनई वचर्थसव आ दबकींगई बनवलन रखलन खनदतर , अनतकतन कत  ‘अदसतत्व ’ आ ‘दनजतन ’ कत  नकरलत मरें 
आपन शनन - ग समनन बतझतलन। 
BHSD49 ई ऊहत दहन्दर - पपरतमर ( ? ) हउवत लगग जतकत  खसदत दहन्दर कन दसदर्थशन कत  परवनह नइखत रहल। 
127
BHSD50 ई अकींगपरतजर कत  बननवटर आदर दतई लगग बनदक अपनन दतश कत  लगकभषन कत  सम्मनन पर हनय - तगबन मचनवत 
लनगर। 
BHSD51 भनषन कन ददसनई गकींभरर लउकत  वनलन ई लगग तब तदनकग दवचदलत नन हगलन , जब उनहर कीं कत  गनकाँव - शहर मरें 
उनहर कीं कत  आत्मरय लगग अपनन भनषन कन पपरदत लगनतनर अगकींभररतन कत  पपरदशर्थन करतलन। 
BHSD52 सकींवनद आ जनसकींचनर मनध्यमन मरें भनषन कत  जवनन तरह सत दलहल जनयत कत  चनहर कीं , वइसन नन भइलन कत  कस छ 
वजह बनड़र स। 
BHSD53 हमनर कन खसद अपनन बनत - व्यवहनर आ अदभव्यदक्त मरें भनषन कत  चलतनऊ बननवत जन रहल बननर जन। 
BHSD54 अपनन ससदवधिन आ सहतदलयत कन मगतनदबक भनषन कत  अचनर , मसरब्बन आ चटनर बनन दलहल पपरचलन मरें आ 
गइल बन। 
BHSD55 ववनट्स ऐप आ फत सबसदकयन ‘शनटर्थ  कट ’ कत  मनमननर कत  त बनतत अलगन बन। 
BHSD56 दहन्दर कत  अकींगरतजर मरें दलखत कत  फलै शन भन मजबतरर बन। 
BHSD57 ‘एस एम एस ’ आ ‘मतल ’ भनषन कन ददसनई हमन कन लनपरवनहर आ हड़बड़र कत  अलगत दरसनवत बन। 
BHSD58 कवनग दनयम , कवनग अनसशनसन नइखत। 
BHSD59 भनषन कत  दभतरर सनकींसकत दतक चत नन नष्ट हग रहल दबयन। 
BHSD60 ओकरन ससभनदवक पपरवनहत कत  बदल ददहल जनतन। 
BHSD61 लगकभनषन त ओह दतब दनयर हवत , जवन अपनन मनटर कत  कस कत  पकड़लत जकड़लत रहतलत। 
BHSD62 ऊ बगलत वनलन कत  जरवन - सकींसकत दत आ चत नन कत  आदखरर दम तक बचवलत रहतलत आ ज्यगकीं तनर खनद - 
पननर - हवन दमलल ऊ आपन हदरयरर आ तनजगर दलहलत जरवकींत हग उठतलत। 
BHSD63 भनषन कत  इहत गसन - धिमर्थ लगक कन गदतशरलतन आ दवशतषतन कत  पदहचनन दतलन। 
BHSD64 अपनन दतश मरें कतनत अइसन लगकभनषन बनडर सऽ जवनन मरें लगक कत  अकींतरकींग खसलतलन आ दखलतलन। 
BHSD65 जवनन मरें अनसभव , बगधि आ जनन कत  अपनर कमतन - बल - बरेंवत बन। 
BHSD66 ई परसपर एक दस रन सत घसललग - दमलल बनड़र सऽ , जइसत भगजपसरर - अवधिर , भगजपसरर मलैदरलर , भगजपसरर 
छतरसगढर , रनजसरननर , भगजपसरर अकींदगकन। 
BHSD67 ई कत दल लगकभनषन दमदलयत - जसल कत  दहन्दर कत  जनतरय दवकनस मरें सहनयक भइल बनड़र स आ हमन कन 
रनष्टपररय एकतन कत  अउर पगढ बनवलत बनड़र सऽ। 
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BHSD68 तबग कन जनत कनहरें जब एह भनषन - सब कत  दनजतन , सम्मनन आ समननतन क बनत आवतलन त कस छ कदरत 
दहन्दरवनदर रनष्टपरभक्तन ( ? ) कत  खसजलर हगखत लनगतलन। 
BHSD69 मनततभनषन सत दवलग हगखत कत  सबक ऊ लगग दसखनवतलन , जतकत  रनजभनषन कत  दतजनरतर , दफ्तरर आ बनजनरू 
घनलमतल मरें बतपटरर भइलन कत  तदनकग दचन्तन नइखत , जत अकींगपरतजर मरें दहन्दर - डत , ‘सतदलबपरतट ’ करऽतन। 
BHSD70 मरदडयन चलैनल , दफल्मकनर आ नवकलनकनर अपनन कमनई खनदतर , लगगन कत  चटगरपन कन तसदष्ट खनदतर 
भनषन कत  जब जइसन चनहत बन तगड़ - मरगड़ लत न। 
BHSD71 दवजनपन सत लगनयत सनदहत्य तक भनषन कत  दतसर - दवदतसर दखचड़र , चटनर , अचनर दसरकन बननवल जन 
रहल बन। 
BHSD72 एनत दहन्दर - भनषन मरें ‘अरनजकतन ’ खसल कत  अठखतलर करत लउक रहल दबयन। 
BHSD73 गलर - सड़क चलौरनहन कत  लकींपट - लखलैरन , भनकींड़ आ मसखरन भनषन - सनदहत्य मरें सदवचन आ सत्सनदहत्य 
उदगल रहल बनड़न सऽ आ दहदन्दयत कत  कदरत महनन सनदहदत्यक लगग उन्हनर कन उदगललन कत  सनदहत्य 
बनन दत  बन। 
BHSD74 लगकदपपरयतन खनदतर भनषन मरें चमत्कनरर घनलमतल आ उटपटनकींग हरकत कत  पतरन छतट बन। 
BHSD75 ‘कचरन ’ फइलनवत वनलन कत  मदहमनमकींडनग हगत बन , बस ऊ अपनन ‘गगल ’ भन ‘दल ’ क हगखत। 
BHSD76 एह अरनजक - अदभयनन कत  दहन्दर भनषन - सनदहत्य कत  समझदनरग लगगन क नतह - छगह - शह दमल रहल 
बन। 
BHSD77 कस छ अपवनद छगड़ कत  भनषन कत  दजयत आ प्यनर करत वनलन लगग पदहलहत काँ कस छ करत कन दसरदत मरें नन रहत आ 
अजसओ नइखत। 
BHSD78 भनषन कत  ठरकत दनर , व्यनपनरर आ महन्र पदहलहत काँ दतरछन मस सकर कनटत रहलन सऽ आ आजसओ कनटत बनड़त 
सऽ। 
BHSD79 दहन्दर मरें , तकनरकर आ व्यवहनदरक शब्दन कन आड़ मरें कतनत दतसर - दवदतशर शब्द आ मगहनवरन , पढत वनलन 
खनदतर अजब - गजब अरर्थ उदगल रहल बनडन सऽ। 
BHSD80 भनषन कत  दहकींदगलदसयनवत जवन नव बनजनरू दहन्दर दबयन ओमरें बगदलयन क तड़कग बन। 
BHSD81 कस छ दवदनन त एकत  दहन्दर कत  बढत - ‘गपरनफ ’ आ ओकरन ‘वलैदशवक दवसतनर ’ सत जगडत छनतर फस लन रहल 
बन लगग। 
BHSD82 मननत दहन्दर मरें रउवन आपन मनततभनषन लतकत  घसद र्थ आईकीं आ एकर ऐसर - तलैसर करत अपनन कत  ओहर मरें दवलय 
क दर कीं , बनदक खबरदनर अपनन मनततभनषन कत  मनन्यतन कत  ननकाँव मत लर कीं। 
BHSD83 ‘सतन ’ आ ‘रनजनरदत ’ दतनग – दशकन , सकींसकत दत आ भनषन कत  ठतकन कस छ खनस सकींसरन , अकनदमर आ 
सकींसरननन कत  दतकत  आपन पल्लन झनर चसकल बनड़र सऽ। 
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BHSD84 कस छ दवशवदवदनलयर दवभनगग एह दनदयत्व कत  पतशतवर ढकींग सत दनभन रहल बनड़न सऽ। 
BHSD85 मरदडयन चलैनल आ भनषन - सनदहत्य कत  महगत्सव करत वनलन क दखल अलग बन। 
BHSD86 करगड़न कन कमनई खनदतर कस छ दफल्मकनरग ‘भनषन ’ कत  ऐसर - तलैसर करत क अदधिकनर पवलत बनड़न सऽ। 
BHSD87 अब एमत भनषन खनदतर गकींभररतन दतखनवत , ओकत  सकींसकनदरत - अनसशनदसत करत , कत  आगन आई ? कत हत कन लगत 
अतनन फनलतत टलैम नइखत। 
BHSD88 अगर बटलग बन त ऊ दचदचयनइल करस। 
BHSD89 पपरलनप - रूदन आ दवलनप - दमलनप खनदतर सनल मरें एगग ददन तय क ददहल बन। 
BHSD90 ओह ददन , यननत ‘दहन्दर - डत ’ पर रउवगकीं आई - कस छ कहर कीं , कस छ ससनर कीं - फत रू घरत जनईकीं। 
BHSD91 ई सब कहलन - गवलन क मतलब कत हत क दवरगधि नइखत। 
BHSD92 दरसल भनषन - सकींसरनन आ अकनददमयन क आपन दववशतन भन आकींतदरक - रनजनरदत आ कमर्थ - धिमर्थ हग 
सकत लन। 
BHSD93 एहर तरत रनजनरदतक दलन कत  आपन दनजर सवनरर आ फनयदन - नगकसनन क दचन्तन बन। 
BHSD94 ‘सतन ’ , ससदवधिन , पद , सम्मनन आ पसरसकनर कत कत  नन लगभनवत ? हमनर कन खसदत अपनन दनजर सवनरर्थ , जनदत
- धिरम , कत पर आ गगलबन्दर मरें बनझल बननर जन। 
BHSD95 आपस र जलन , दवखरनव - दवघटन आ हमनर क दनजर पतवनर्थगपरह सबसत बड़ रगड़न बन। 
BHSD96 भनषन कत  कस छ पसरनन - नयन पलैरगकनरग चसप बनड़न सऽ। 
BHSD97 ऊ उहनकाँ जरूर बगदलहन सऽ , जब कवनग लगकभनषन कत  भनरतरय भनषन - शपरतणर मरें - आठवर कीं अनस तचर मरें 
मनन्यतन दतबत कत  बनत आई। 
BHSD98 ओघरर दहन्दरवनददयन कत  दहन्दर कत  बनकाँदह कटत लउकत  लनगर आ रनष्टकीं भनषन कन रूप मरें रनष्टपररय तन खतरन मरें
नजर आवत लनगर। 
BHSD99 ऊ ए सत्य कत  बतल्कस लत भसलन जइहरें सऽ दक दहन्दर कत  एहर लगक - भषन सत सकींजरवनर आ शदक्त दमलल बन। 
BHSD100 बपरजर , अवधिर , मलैदरलर , भगजपसरर , रनजसरननर जन - भनषन कत  सनदहत्य सत दहन्दर - सनदहत्य सकींपन्न भइल 
बन। 
BHSD101 आपन कत पररय भनषन - सकींसकत दत आ पदहचनन भइलग पर , दहन्दर पट्टर कत  रनज्य रनष्टपररय एकतन आ 
रनष्टपररय सकींकल्पनन कत  आकनर दतलत बनड़न सऽ। 
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BHSD102 रनष्टपररय भनषन कन रूप मरें , आठवर कीं अनस तचर मरें जनभनषन भगजपसरर कत  शनदमल भइलन पर कस छ दहन्दरवनदर 
लगगन दनरन बनर - बनर दवरगधि समझ सत परत बन। 
BHSD103 अनजननत अब ई दवरगधि भगजपसरर खनदतर आवनज उठनवत वनलन कन भरतर , दहन्दर कन पपरदत असदहष्णसतन कत  
जन्म दत रहल बन। 
BHSD104 ई शसभ नइखत। 
BHSD105 अगर दहन्दर कत  समतद आ सकींपन्न हगत दतखत कत  बन त दहन्दर पट्टर कत  पपरदतदष्ठत आ सकींपन्न भगजपसरर भनषन कत
आठवर कीं अनस तचर मरें नन शनदमल भइल , अन्यनय - पतणर्थ बन। 
BHSD106 ‘भगजपसरर ’ करगड़न दहन्दर - पपरतदमयन कत  मनततभनषन हऽ। 
BHSD107 ओकत  समननतन आ सम्मनन कत  दरकनर बन। 
BHSD108 करगड़ग भगजपसदरहन समननतन आ सवनदभमनन कन सनर , दहन्दर कन भनषनई रनष्टकींवनद मरें शनदमल रहल बनड़न 
सऽ। 
BHSD109 सनमनदजक - सनकींसकत दतक समरसतन मरें ऊ बकाँगलन , मरनठर , गसजरनतर , तदमल , ततलगत , मलयनलर , असदमयन
सबकन सनर खड़न बनड़न सऽ , फत र उन्हनर कत  आपन समतद मनततभनषन कनहरें उपतदकत रहर ? 
BHSD110 सभत जननत बन दक दहन्दर अपनन बगदलयन आ जनपदरय - भनषन सब सत तत्व गपरहण करत आइल दबयन। 
BHSD111 कत दल दहन्दर - रनज्य अपनन भनषनई खनदसयत आ दवदवधितन कन सनरहर कीं सकींगदठत भइल बनड़न सऽ त 
सनदहदत्यक रूप सत समतद आ शब्द सकींपन्न लगकभनषन भगजपसरर कत  छल - पनखकींड सत उपतदकत क कत  , भन धिलौकींस
जमनइ कत  , भन अपनन वचर्थसव सत , ओकत  रगकत  क पपरयनस कइल करगडन भगजपसदरहन मरें कगभ आ आकप रगश 
कत  जनम दतई। 
BHSD112 सब अपनन भनषन मरें पलल - बढल बन आ ओकरन अपनन मनततभनषन सत लगनव बन। 
BHSD113 एकर मतलब ई रगरत भइल दक ओकत  दहन्दर भन दगसरन रनष्टपररय भनषन सत दवरगधि बन। 
BHSD114 जतकरन भगजपसरर भनवतलन ओकत  दहदन्दयग भनवतलन। 
BHSD115 एगग ओकर मनततभनषन हऽ दस रकर रनजभनषन। 
BHSD116 ‘अदसमतनबगधि ’ ओह सगयननर - सवनदभमनन कन हगलन , जतकरन ददल - ददमनग आ मन - दमजनज मरें अपनन आ
अपनन पसरखन कन उपलदब्धियन कत  लतकत  मनन - गसमनन कत  भनव हगखत। 
BHSD117 एकरन खनदतर दतश - कनल - पदरदसरदत कत  अनसकत ल - अनसरूप दतशज सकींसकनर - सकींसकत दत सत ओह मनई कत  
ननदभ - ननल सकींबकींधि आ सरगकनर कत  दरकनर हगलन। 
BHSD118 ई सभकन लन सहज - ससलभ नन हग सकत । 
131
BHSD119 ई खनलर दकतनबर गयनन सत नन उमगत। 
BHSD120 ई त अपनन पदरष्कत त परम्परन कत  जरवन्ततन सत जरअलन सत पगढनलन। 
BHSD121 ई अदसतत्वबगधि सत बहसत आगत कत  चरज ह। 
BHSD122 एकर सम्बन्धि जरवन आ जरवन्ततन सत हगलन आ अदसतत्व अउर जरवन मरें फरक हगलन। 
BHSD123 उत्पदत सत दबननस तक जड़ , जननवर आ मनसष्य कत  बनल रहल अदसतत्व मरें रहल हगलन। 
BHSD124 जननवर जनम लतकत  मरन तक अदसतत्व मरें हगलन। 
BHSD125 जरवन ओकरत पनस हगलन अरवन जरवन ओकरत कत  कहल जनलन जत अपनन जनम आ मरन कत  बरच कस छ 
अइसन उपलदब्धि हनदसल कर लत न , जवन ओकरन आ ओकरन आगत वनलर परढर लन उपयगदगए नन , बदल्क 
जरवन खनदतर अदनवनयर्थ हगलत। 
BHSD126 एकरत ‘कत  दजनगर कन बनद कत  दजनगर ’ कहल जनलन आ अबहर कीं लत आददमए ई दजनगर जरअत आइल बन , 
जड़ आ जननवर नन। 
BHSD127 जत ओह तमनम उपलदब्धियन कत  मनन - सम्मनन आ गदरमनमय पहचनन दत  सवनदभमनन कत  दजनगर जरएलन , 
ओकरत मन - मननस मरें अदसमतनबगधि पलैदन हगतत। 
BHSD128 ई नन त अदसतत्व मरें मलौजतद जड़ - जननवर सत जसड़ल चरज ह अउर नन ओह नररस - सकींवतदनहरन मनई कन 
समझ कत  दबषय , जतकरन लन सब धिनन बनइसत पसतरर हगलन चनहत जतकरन मसड़लन मनर पर पननर ठहरबत नन करत
, टघर जनए। 
BHSD129 हमरन ददल - ददमनग मरें अपनन पसरखन लगग कत  अरजल दबकनसमनन भनषन , समनज , सकींसकनर , सकींसकत दत , 
जरवन - दशर्थन आ पपरगदतशरल गयनन - परम्परन खनदतर अछगर - अरगड़ मनन - सम्मनन कत  भनव भरल बन। 
BHSD130 हमरन खनदतर भगजपसरर मनतपर भनषन नन , मनततभनषन दहअ। 
BHSD131 हमरन कत  जनम दतवतवनलर मनई कत  बगलर दहअ। 
BHSD132 हमरन खनदतर मनइए दहअ। 
BHSD133 हमरन लगक जरवन मरें सनत मनई कत  मदहमन गनवल बन। 
BHSD134 ई सनतग मनई हमरन पनलन - पगषण करतलन लगग। 
BHSD135 हम एक एक करकत  रउओ सभत अपनन सनतग मतनरर सत दमलनवत कत  चनहत बननर – जनम दतवत वनलर मनई , 
बगलर बनकत  ककीं ठ मरें दवरनजत वनलर मनई ( मनई भनषन ) मतलब मनई कत  ददहल भनषन चनहत जरवन मरें जतकरन जदरए
आदमर दसदनयन कत  आउर भनषन अरज लतलन – एह सत अरजल सब भनषन कत  जननरभनषन , मतनरर कत  गगदर 
आवतत आ आकाँदख खगलतत जतकर दरसन भइल , ऊ पपरकत दत मनई , मतनरर कत  गगदर सत उतरकत  जतकरन गगदर मरें
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गगड़ धिरनइल सत धिरतर मनई , मनई दनरन कस छ ददन दतधि दपआकत  छगड़ दतलन कत  बनद जरवन भर मतनदरए जइसन
दतधि दतवत वनलर गऊ मनई , जल रूप मरें जरवन दतवतवनलर नदर मनई , आहनर बनकत  कसधिन ततप्त करतवनलर 
अन्नपतणनर्थ मनई। 
BHSD136 एह सनतग मतनरर मरें बगलर भन बननर भन भनषन रूपर मनई कत  मदहमन अपनर बन। 
BHSD137 ई समसत लगक - परलगक खनदतर ध्वदन भन शब्द रूप मरें आपन दवसतनर बढवलत बनड़र। 
BHSD138 मनसष्य कन भनव - दबचनर कत  ललौदकक भन अललौदकक रूप मरें अदभव्यक्त करत खनदतर ई बननर मनतन बरज , पलौधि
, फत ल आ फल जइसन कप रम सत परन , पशयदन्त आ मध्यमन कत  बनद बलैखरर कत  अवसरन मरें आकत  मनसष्य कत  
व्यक्त वनकप  मरें पपरनप्त हगलर। 
BHSD139 इनकरन बलैखरर अवसरन कत  पनवतत आपन भनव दबचनर कत  व्यक्त करत खनदतर मनसष्य कत  भरतर बलैखरन नधिन 
जनलन। 
BHSD140 ओकरत बदलौलत मनसष्य व्यदक्त कहनए कत  पकींदक्त मरें खड़न हग पनवतलन। 
BHSD141 महनकदव दण्डर अपनन कनव्यनदशर्थ मरें ओकरत कत  खतब फदरआ कत  कहलत बनड़न दक ई सउकाँसत दसदनयन घनघगर 
कत प अन्हदरयन मरें रदहत – जननवर जइसन दजनगर दजदहत – जदद भनषन कन शब्दनत्मक अकाँजगर कत  उदय नन 
हगदखत – ” इदमन्धितम : कत त्सनकीं जनयतत भसवनतपरयमप। 
BHSD142 यदद शब्दनहव्यकीं ज्यगदतरनसकींसनरकीं न दरप्यतत । । “ - ( कनव्यनदशर्थ 1 / 4 ) 
BHSD143 हर व्यदक्त कत  जननरभनषन भन मनतत भनषन कत  गदरमन गनवत भनरत कत  सनकींसकत दतक भनषन सकींसकत त मरें सनफ - 
सनफ खगल कत  कहल बन दक जत अपनन मनततभनषन कत  छगड़ कत  अनकर भनषन अपननवतलन अरवन ओकरत 
उपनसनन मरें लनग जनलन , ऊ अन्धिकनर कन गकाँदहरन मरें दगर जनलन। 
BHSD144 ऊ उहकाँवन पहसकाँच जनलन , जहकाँवन सतरज कत  अकाँजगतग नन हगखत। 
BHSD145 हमरन अपनन मनततभनषन भगजपसरर कत  गलौरवशनलर अतरत आ सकींघषर्थशरल वतर्थमनन पर गसमनन बन। 
BHSD146 एकर सम्बन्धि वलैददक ऋदष दवशवनदमतपर कत  जसर जजमनन भगजगण , पलौरनदणक भगज पदधिनरर रनज पदरवनर 
आ ऐदतहनदसक कनल कत  उज्जदयनर अउर कन्नलौजर रनजपत  भगजवकींशर रनजनलगग सत रहल बन। 
BHSD147 एहर वलैददक भगजगण कन कमर्थभतदम वतदगभर्थ मतलब दसदनशपरम बक्सर मरें दवशवनदमतपर , यनजवलक्य आदद ऋदष
लगग वतदन कन मकींतपरन कत  दरसन कइल। 
BHSD148 पतरब सत पदच्छम गइल एकरत अठनरह भगज रनज पदरवनरन कन जस कत  गलौरव गनन यसदधिदष्ठर कत  रनजससय यज 
मरें भगवनन कत ष्ण गवलत रहलत। 
BHSD149 फत र उज्जदयनर आ कन्नलौजर रनजपत  रनजवकींशर कत  रूप मरें पदच्छम सत पतरब अपनन पसरखन कत  जमरन बक्सर 
मरें नयकन आ पसरनकन भगजपसर बसनवत वनलन लगग कत  भनषन भगजपसरर हमनर मनततभनषन हई। 
BHSD150 हमरन एह बनत कत  अदसमतनबगधि बन। 
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BHSD151 अपनन मनततभनषन भगजपसरर कत  लतकत  हमरन भरतर मनन - सम्मनन आ सवनदभमनन कत  भनव एहत सत बन , कनहतदक 
एकर मतल वलैददक भनषन मरें पपरकट भइल बन। 
BHSD152 कनरषर आ पनदल एकरत पपरनचरन ननम रूप ह। 
BHSD153 बनरहवर कीं सदर मरें कगसलर सत दतगग भनषन दछनगलर स त पच्छमर रूप अवधिर आ पतरबर रूप भगजपसरर कहनइल।
BHSD154 कनदशकन , मदल्लकन आ बदज्जकन एकरत कत पररय ननम ह। 
BHSD155 भनषन वलैजनदनक लगग मनलत बन दक हमनर मनततभनषन भगजपसरर तद्भव सकींसकत दत कत  कम सत कम डतढ हजनर सनल 
पसरनन भनषन दहअ। 
BHSD156 भगजपसरर कत  पपरनचरन रूप मरें बलौद सनदहत्य , दसद सनदहत्य आ ननर सनदहत्य सदहत लगक सनदहत्य - 
सकींसकत दत कत  मलौजतदर एकरन जरवन्ततन कत  अमर कनव्य बन। 
BHSD157 मध्य कनल कत  सकींत सनदहत्य सत लतकत  आधिसदनक सनदहत्य यनतपरन तक एकरन दबकनस परम्परन कत  गलौरव शनलर 
पपरमनण बन। 
BHSD158 हमनर भगजपसरर आयनर्थवतर्थ ( ‘आयर्थ ’ मतलब , शपरतष्ठ आ ‘आवतर्थ ’ मतलब , दनवनस सरनन ) कत  मनततभनषन दहअ
, मनस मतदत , उपदनषद आदद मरें मतल आयर्थ भतदम बतनवल गइल बन अरनर्थतप दहमनलय आ दवन्धि पवर्थतमनलन अउर 
गकींगन - जमसनन कत  बरच कनशर - करष - मल्ल आ बदज्ज कत पर। 
BHSD159 जवनन कत पर मरें दवशवनदमतपर , भगजगण , ब सद , महनवरर , पसष्पदमतपर , चन्दपरग सप्त मलौयर्थ , समपरनट अशगक , 
सकन्दग सप्त , शतरशनह , फततह बहनद सर शनहर , मकींगल पनकींडत , बनबत कसकाँ वर दसकींह , जयपपरकनश ननरनयण , डलन० 
रनजतन्दपर पपरसनद जइसन सपत  लगग जनम लतकत  भनरतत कत  नन , बदल्क सउकाँसत दसदनयन कत  जरवनदशर्थन आ 
अपनन अदधिकनर खनदतर सकींघषर्थ करतकत  पपरतरणन ददहलरें। 
BHSD160 जवनन खनदतर पपरदसद ननरनयण दसकींह कन दलखतकत  पड़ल 
BHSD161 जवनन भनषन मरें सरहप्पन , शबरप्पन , कस कस दरप्पन , भस सकप्पन , गगरखननर , जनलकींधिरननर , चलौरकींगरननर , 
भररदर , गगपरचन्द , कबरर , धिरमदनस , ददरयन , धिरनर , दशवननरनयण , पलटत  , भरखम , टतकमन , लछमर 
सखर जइसन अनदगनत दसद , ननर जगगर , सकींत , महनत्मन सनदहत्य दसरजल लगग। 
BHSD162 जवनन भनषन कत  लगकसनदहत्य , दलदखत आधिसदनक सनदहत्य मरें ओकरन सकींसकत दत , जरवनदशर्थन , लगक गयनन 
- दबगयनन कत  सहज - सवनभनदवक दरसन हगलन। 
BHSD163 अपनन मनततभनषन भगजपसरर कत  तनकत कत  बदलौलत हमनर पसरखन लगग मनदरसस , दफजर , गसआनन , नतपनल 
जइसन कई दतशन कत  बननवत आ दबकनस कत  ऊकाँ चनई पर पहसकाँचनवत मरें आपन ऐदतहनदसक जगगदनन ददहल। 
BHSD164 ई लगग अपनन मनततभनषन कत  तनकत कत  सहनरत दहन्दर आ दहन्द स तनन कत  मनन - सम्मनन - पहचनन - उत्रनन कत
डकींकन सउकाँसत दसदनयन मरें बजनवल। 
BHSD165 भनरत कत  सम्पकर्थ  भनषन दहन्दर कत  दसरजनवत - सजनवत - सम्पन्न बननवत आ दतश - दबदतस मरें पहसकाँचनवत मरें हमरन 
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मनततभनषन भगजपसरर आ भगजपसरर भनषर दहन्दरसतदवयन कन अवदनन कत  कत  नकनर सकत लन। 
BHSD166 दहन्दर कत  रनजभनषन आ रनष्टपरभनषन कत  अदधिकनर ददलनवत खनदतर हमनर भगजपसरर अपनत दहन्दरसतवर सपत न आ 
कपत न कत  कत तनन उपतकन आ उपहनस सहलत दबआ आ सहत दबआ , ई कत हत सत छसपल बन। 
BHSD167 आजसओ तरनकदरत दहन्दर कत  दहमनयतर भन भगजपसरर कत  सनमगपरर दहन्दर मरें हतलन कत  बड़कन - बड़कन 
सनदहदत्यक प सरसकनर पनवतवनलन अपनत ननसमझ सपत न , रनजनत न , कलनकनरन , पतपरकनरन , 
ब सददजरदवयन कत  दवरगधि भन उदनसरनतन कत  चलतत ओह भगजपसरर कन अपनत दतश मरें सकींवलैधिनदनक मनन्यतन नइखत
दमल सकल। 
BHSD168 जवन एकरन बहसत पदहलत दमल जनए कत  चनहत रहत। 
BHSD169 अबहर कीं तक एह बहसभनषर दतश कत  1651 - 52 बगलर / भनषन मरें सत बनइस भनषन कत  सकींवलैधिनदनक मनन्यतन दमल 
चसकल बन। 
BHSD170 शसर - शसर मरें जवनन चउदह भनषन कत  ई अदधिकनर दमलल , ऊ चउदह भनषन रहल – असदमयन , बकींगलन , 
उदड़यन , दहन्दर , पकींजनबर , सकींसकत त , गसजरनतर , कन्नड़ , कशमररर , मलयनलम , मरनठर , तदमल। 
BHSD171 ततलसग स आ उदतर्थ। 
BHSD172 सनप 1967 मरें 21 वनकाँ सकींदवधिनन सकींशगधिन करकत  दसन्धिर , सनप 1992 मरें 71 वनकाँ सकींशगधिन सत कगकींकणर , नतपनलर 
आ मदणपसरर अउर सनप 2003 मरें 92 वनकाँ सकींशगधिन सत डगगरर , बगडग , सकींरनलर आ मलैदरलर भनषन कत  
सकींवलैधिनदनक मनन्यतन ददहल गइल आ सकींवलैधिनदनक मनन्यतन पनवत कत  हर मनपदकींड आ शतर्थ कत  पतरन करतवनलर 
हमरन मनततभनषन भगजपसरर कत  सनर हर रनजनरदतक दल , रनजनत न , सरकनर आ दवपक हमतशन आशवनसन कत  
झसनझसनन रम्हनवत धिगखन दत  आइल बन। 
BHSD173 सकींवलैधिनदनक मनन्यतन पन चसकल भनषन सब सत कत पर , आबनदर , रनष्टपर आ रनष्टपरभनषन दहन्दर कत  दबकनस मरें 
अवदनन , भनदषक आ सनदहदत्यक सम्पन्नतन कत  आधिनर पर हमरन मनततभनषन भगजपसरर कत  सनर तसलननत्मक 
अध्ययन - दवशलतषण करर कीं त एकरन सनर भइल अन्यनय कत  अकींदनज लनग सकत लन। 
BHSD174 हमनर बनबन , ढतर पढसवन लगगन कन बचकननन गलतर आ अजनन पर हकाँसत झट सत कहसस , “पढ दलदख भइलत 
लखनचन पनड़न ! ” 
BHSD175 पनड़न मननत मतरख ; समनदजक अनसभव - जनन सत शतन्य। 
BHSD176 आजकल तऽ लखनचकींद क जमनत अउर बढलत चलल जनतन। 
BHSD177 ए जमनत मरें अधितरन जनन क अहकींकनर आ छतछड़पन दतनगकीं बन। 
BHSD178 कस तरक त प सछहर कीं कत  नइखत। 
BHSD179 ई लगग कबग “आधिसदनकतन आ बदलनव” कन ननकाँव पर त कबग दतखनवटर “सतपरर मसदक्त” कन ननकाँव पर आ कबग
कबग समतन - समनजवनद कन ननकाँव प पग सरर ( वलैचनदरक जसगनलर ) करत दमदलए जनलन। 
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BHSD180 सनवन कन एहर हदरयरर तरज पर एगग दबदनन भड़क गइलत। 
BHSD181 उनकन ए तरज बरत करत वनलर लइकर आ मतहरनरवन मरें मननदसक गसलनमर आ दपछड़नपन लउकत  लनगल। 
BHSD182 कहलत दक मतहरनरवन कत  ई बरत - परब बकींद क दतबत कत  चनहर। 
BHSD183 एम्मत पसरष - दनसतन क झलक दमलत बन। 
BHSD184 ससख सलौभनग आ पदत कन दररघ जरवन खनदतर कनहरें खनलर मतहरनरवत बरत कदरहरें सऽ ? फत सबसक पर उनकन
एह नव दबचनर प “झलक ददखलन जन” दतखत वनलर एगग बगल्ड मतहरनरू उनकर टनकनरत सपगट कइलस। 
BHSD185 फत र त फत सबसदकयन भनई लगग कत  मन बहलनव क उदम भरेंटनइ गइल। 
BHSD186 कस छ ददन सत सनवन कन महरनन मरें महनदतव कन भदक्त भनव मरें लरकल - लपटनइल लगगन क हर हर - बम बम
ससनत हमहत काँ रमल रहलर कीं। 
BHSD187 ओनत झसलसवन झतलत , कजरर गनवत लइकर मतहरनरन क उत्सव - परब हदरयरर तरज आ गइल। 
BHSD188 पपरतम आ हसलदसत उल्लनस क अइसन सहज अदभव्यदक्त करत वनलन परब जनन लर कीं दक हमनर ससखनइल मन 
अउरर हदरयरन गइल। 
BHSD189 कजरर रनग कत  रस - बरखन मन परनन ततप्त क ददहलस। 
BHSD190 लगक - उत्सव इहत न हऽ ; हम सगचलर कीं। 
BHSD191 ओनत हमनर दबदनन पढसवन दमतपर पग सरर मरें बनझल बनड़त। 
BHSD192 उनकत  पपरतम आ हसलनस सत भरल ए मलौसम मरें मननदसक गसलनमर लउकत बन। 
BHSD193 ए लगक परब कन बत मरें ससन्दर ससजगग वर ( जरवन सनरर ) भन पदत कत  आयस आ सलौभनग क कनमनन मरें 
असमननतन आ अनत  लउकत बन। 
BHSD194 ऊ समतन खनदतर अतनन खखसवनइल बनड़त दक ससई कन जगहन तलवनर उठनवत प आमनदन बनड़त। 
BHSD195 अब हम उनकत  कइसत समझनईकीं दक “लगक” आ ओकरन सनकींसकत दतक - अदभपपरनय कत  रहसय समझत खनदतर 
लगक कन भनवभतदम पर उतरत कत  परतलन। 
BHSD196 दवरनसत मरें दमलल आचनर - दबचनर ठरक सत समझलन कन बनदत न ओकरन कत  पसनररदकत भन नयन रूप रकींग दतबत 
कन बनरत मरें सगचल जनई। 
BHSD197 तरज , चउर आ भइयन दतज आ दजउदतयन ( जरदवत पसदतपरकन ) भतखत वनलर मतहरनरवन क मनगभतदम प उतरऽ
त ब सझनई दक उनहन कन एहर अवदनन पर पदरवनर आ समनज दटकल बन। 
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BHSD198 उनहन कन पदवतपर मनगभनव आ कनमनन कत  मननदसक दनसतन क सकींजन दत ददहल त्यनग तप आ पपरनरर्थनन कत  
अपमननत न बन। 
BHSD199 अतरत क कवनग बनत कइलन भन ओकर परतगख दतहलन पर कस छ बसदजरवर कस दटल मस कनन कनटत हमकत  
परकींपरनवनदर कदह सकत लन बनदक हम भगजपसदरयन लगक आ जरवन सकींसकत दत कत  हईकीं। 
BHSD200 अतरत मरें कस दल मनहसरत नइखत ; ओमत अमत ग दछपल बन जतवन हमन कन जरवन कत  नयन भनवबगधि आ अनसभव 
जनन सकींपदन सत जगदर सकत लन। 
BHSD201 भलौदतक तरक्कर आ नव जनन कन जगम मरें हमन कन परढर कत  सकींवतदनहरन आ मतल्यदवहरन हग जनयत क ज्यनदन 
खतरन बन। 
BHSD202 लगकजनन पदहलहत काँ शनसतपर जनन लत कम नन मननत रहत आ शनसतपरमत ‘लगकमत ’ सत पछसवन जनत रहत। 
BHSD203 लगक आ शनसतपर दमदलयत कत  हमहन कन समनज कत  सकींसकनदरत कइलस। 
BHSD204 लगकधिमर्थ मननवधिमर्थ बनल आ मननव कन सवच्छन्दतन आ दनरकींकस शतन कत  अनसशनदसत कइलस ; ओकत  
सकींसकनदरत कइ कत  समनदजक बनवलस। 
BHSD205 हमहन क भगजपसदरयन समनज एहर आचनर दबचनर आ सकींसकनर सत बन्हनइ - मकाँजनइ कत  चमकल। 
BHSD206 कनल चकप र मरें अलग अलग समय सदभर्थ मरें , एह लगक ररदत मरें कस छ अच्छनई कस छ बसरनई आइल हगई ; 
बनदकर कस ल दमलनइ कत  हमहन कन पनदरवनदरक सकींसकत दत क नतइकीं ( नर कींव ) एहर तरत परल। 
BHSD207 अनतकतन मत एकतन क उद्घगष करत वनलन हमन कत  महनन दतश इहनकाँ क रहदनहनर हर ननगदरक कत  हऽ ; बनदकर
अइसनग नन दक दतश कत  हतठत दबनइ कत  सबकर अपनत आजनदर परमसख हग जनय। 
BHSD208 पदहलत रनजन जवन मरजर हगखत करत बदत ससतकींतपर आ दनरकस श रहत बनदक अब , लगगन कत  चसनल - बननवल 
“ओहदतदनर” अपनन दनज कत  महत्वनकनकींकन आ तसदष्ट खनदतर लगगन कत  भरेंड़न बनन कत  इसततमनल करत लनगर त 
बतबढ ढतर आगन बढ जनई। 
BHSD209 ई कइसन आजनदर दक “मगगलैम्बग” कत  खसश करत खनदतर लगग ओकर ‘कनरपतट ’ बन जनय ? हमहन क 
कइसन मननदसक गसलनमर दक आपन नत न भइलन कन ननतत ओकरन आगन पनछन पगछ डगलनईकीं आ ओकरन 
अनत  कत  आड़ छनकाँह दतई कीं जन ? 
BHSD210 सवच्छ रनजनरदत कन ननकाँव प ’ “नयन आ अनगखन” करत दनकलल जब अपनन महत्वनकनकींकन आ खसशनमद 
पसन्दर मरें सरमन लनकाँघत लनगल त कन कइल जनव ? हनय रत अधिगगदत , आज दतश कत  सवतकींतपरतन कन महनपरब 
पर “भनरत / इदन्डयन , ” , “जयदहन्द” कन बजनय अपनत ननकाँव “अरदवन्द कत जररवनल” ; ऊहग सकत ल कन 
छगट लदड़कन कत  ऊजर , लनल डपरतस पदहरन कत  शब्द कन रूप मरें बइठन कत  ; आजनदर खनदतर मर दमटत 
वनलन कन जगहन अपनत कत  मदहमनमकींदडत कइल जनतन। 
BHSD211 कनलस महनमदहम रनष्टपरपदतजर हमनर कत  आ दतश खनदतर पपरनण दनछनवर करत वनलन सलैदनकन क अदभनकींदन 
क कत  कहलन दक हमन कत  अपनन मननवर मतल्य आ दवरनसत बचनवत क कगदसस करत कत  चनहर। 
BHSD212 कहलन दक , “जवन दतश अपनन अतरत कत  मतल्य आ आदशर्थ भसलन जनलन ऊ अपनन भदवष्यग क खनदसयत 
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गकाँवन दतलन। 
BHSD213 आज तमनशन दतखरख कीं। 
BHSD214 आज खबर दमलल दक हमनर कन पपरदतश मतख कननपसर मरें कवनग लड़कर कत  छतड़खननर करत मनचल / 
मनबढसवन कत  रगकलन पर , फजर्थ दनभनवत वनलन फलौजर कत  परट परट कत  हत्यन कर ददहल गइल। 
BHSD215 लगग कह सकत लन दक अगर मगगलैम्बग आजनदर कत  अपनन पक मरें इसततमनल कर सकत लन त मनबढ लइकन कनहत
नन ? बनदकर ए दतनग घटनन सत हमहन क मतल्यन क दगरनवट आ पतनशरलतन नइखत उजनगर हगत कन ? 
रनजधिरम , लगक धिरम आ मननव धिरम सब सकाँगहर चलतलन। 
BHSD216 यरन रनजन तरन पपरजन। 
BHSD217 आज एह हनलत मरें कत  कत कर अनस रन करत बन ? सनकाँच त ईहत बन दक हमन कत  आजनदर त दमल गइल बनदक
मननदसक गसलनमर नन गइल। 
BHSD218 पगकींछ डगलनवल जब सगभनव बन जनलन त नरक जबतन नन ब सझनलन। 
BHSD219 आजनदर दमलल , अदधिकनर दमलल बनदक ओकर इसततमनल करत क लतर सहतर नन आइल। 
BHSD220 अगर शदक्त आ सतनकत दन्दपरत रनजनरदत भइल त ओकर फनयदन उठनवत वनलन जमनतग बढल। 
BHSD221 सवछकींदतन करत खनदतर सरकन दमलल ; बनदक एकर दतरसकनर आ बदहसकनर कइलन कन सनर सनर हमदनयग
कत  ई ठरक सत रट लतबत कत  चनहर कीं दक सवतकींतपरतन क मननत सवछकींद भइल नन ह , आ आजनदर क मतलब 
अरनजकतन त कतई नन हऽ। 
BHSD222 हमनर कत  आजनदर कत  68 वनकीं सनलदगरह कत  पदहलत वनलन सनकाँझ हम रउरन सभ कत  आ दसदनयन भर कत  
भनरतवनसर लगग कत  हनददर्थक अदभनकींदन करत बननर। 
BHSD223 हम अपनन सशसतपर सतनन , अधिर्थ - सलैदनक बल आ आकींतदरक ससरकन बल कत  सदसयनग कत  खनस अदभनकींदन 
करत बननर। 
BHSD224 हम अपनन ओह सगरर दखलनदड़यनग कत  बधिनई दत  बननर जत भनरत आ दवदतशग मरें आयगदजत भइल 
पपरदतयगदगतन मरें शनदमल भइलत आ पसरसकनर जरतलत। 
BHSD225 हम , 2014 कत  नगबतल शनकींदत पसरसकनर दवजत न शपरर कलै लनश सत्यनरर्थीओ कत  बधिनई दत  बननर , जत दतश कत  ननम
रगशन कइलन। 
BHSD226 दमतपरलगग ; 
BHSD227 15 अगसत , 1947 कत  हमनर कन रनजनरदतक आजनदर हनदसल कइनर। 
BHSD228 आधिसदनक भनरत कत  उदय एगग ऐदतहनदसक खसशर कत  मलौकन रहल , बनदकर ई दतश कत  एह छगर सत दगसरन छगर 
लत बहसतत परड़न कत  खतन सत नहनइलग रहसवत। 
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BHSD229 अकींगरतजर शनसन कन दखलनफ भइल महनन सकींघषर्थ कत  पतरन दलौर मरें जवन आदशर्थ आ भरगसन बनल रहसवत तबन 
ओह घरर दबनव मरें रहसवत। 
BHSD230 महनननयकन कत  एगग महनन परढर एह दवकट चसनलौतर कत  सनमनन कइलदस। 
BHSD231 ओह परढर कत  दतरददशर्थतन आ पगढपन हमहन कत  एह आदशर्थन कत  , खरस आ तकलरफ कत  दबनव मरें दबदछलनए 
सत भन दगर जनए सत बचवलदस। 
BHSD232 ऊ असनधिनरण लगग हमनर कत  सकींदवधिनन कत  दसदनकींतन मरें , सभ्यतन सत आइल दतरददशर्थतन सत जनमल भनरत कत  
गवर्थ , सवनदभमनन आ आत्मसम्मनन कत  दमलवलत , जवन पसनजनर्थगरण कत  पपरतरणन ददहलदस आ हमनर कत  
आजनदर दमलल। 
BHSD233 हमहन कत  सलौभनगय बन दक हमनर कत  अइसन सकींदवधिनन दमलल जवन महननतन क तरफ भनरत कत  यनतपरन कत  
शसरआत करवलदस। 
BHSD234 एह दसतनवतज क सबलत मतल्यवनन उपहनर रहल लगकतकींतपर , जवन हमनर कत  पसरनतन मतल्यन कत  नयकन सकींदभर्थ
मरें आधिसदनक रूप ददहलदस आ तरह तरह कत  आजनदर कत  सकींसरनगत कइलदस , ई आजनदर कत  शगदषतन आ 
वकींदचतन लन एगग जननदनर मलौकन मरें बदल ददहलदस आ ओह लनखग लगग कत  बरगबरर कन सकींगहर सकनरनत्मक 
पकपनत कत  उपहनर ददहलदस जत सनमनदजक अन्यनय सत परदड़त रहलत। 
BHSD235 ई एगग अइसन ललैंदगक कप रनकींदत कत  शसरआत कइलदस जवन हमनर कत  दतश कत  बढन्तर कत  उदनहरण बनन 
ददहलदस। 
BHSD236 हमनर कन नन चलत परकींपरन आ कननतनन कत  खतम कइनर जन आ दशकन अउर रगजगनर कत  जदरए औरतन 
लन बदलनव तय करन ददहनर। 
BHSD237 हमनर कत  सकींसरन सभ एहर आदशर्थवनद कत  बसदनयनदर ढनकींचन हई सकाँ। 
BHSD238 हत दतशवनसर ; 
BHSD239 दनमनग सत दनमन दवरनसत कत  बचवलत रनखत लन ओकर लगनतनर दतखभनल जरूरर हगलत। 
BHSD240 लगकतकींतपर कत  हमहन कत  सकींसरन दबनव मरें बनड़र सकाँ। 
BHSD241 सकींसद बनतचरत कन बजनय टकरनव कत  अखनड़न बन गइल बनड़र सकाँ। 
BHSD242 एह समय , सकींदवधिनन कत  पपरनरूप सदमदत कत  अध्यक डडॉ। 
BHSD243 बर . आर . अम्बतडकर कत  ओह कहनन कत  दगहरनवल सहर हगखर , जत उहनकींकाँ कत  नवकींबर , 1949 मरें सकींदवधिनन 
सभन मरें अपनन समनपन व्यनख्यनन मरें ददहलत रहर कीं : 
BHSD244 ‘कवनग सकींदवधिनन कत  चलनवल पतरन सत सकींदवधिननत कत  ससभनव पर दनभर्थर नन हगखत। 
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BHSD245 सकींदवधिनन त रनज्य कत  दवधिनदयकन , कनयर्थपनदलकन आ न्यनयपनदलकन जइसन अकींगत भर दत सकत लन। 
BHSD246 ओह अकींगन कत  चलनवल दजनकन पर दनभर्थर करतलन ऊ ह जनतन आ ओकर मनसन अउर रनजनरदत कत  
सनकनर करत लन ओकर बननवल रनजनरदतक गगल। 
BHSD247 ई कत  बतन सकत लन दक भनरत कत  जनतन आ ओकर बननवल गगल कवनन तरह सत कनम कररहरें ? ’ 
BHSD248 अगर लगकतकींतपर कत  सकींसरनच दबनव मरें बनड़र सकाँ त समय आ गइल बन दक जनतन आ ओकर गगल एह पर 
गकींभरर दचकींतन करतस स। 
BHSD249 ससधिनर कत  उपनय भरतर सत आवत कत  चनहर कीं। 
BHSD250 हमहन कत  दतश कत  बढन्तर कत  आकलन हमनर कत  मतल्यन कत  बरेंवत सत हगखर , बनदकर सनरहर ई आदरर्थक 
पपरगदत अउर दतश कत  सकींसनधिनन कत  बरगबरर वनलन बनकाँटग सत तय हगखर। 
BHSD251 हमनर कत  अरर्थव्यवसरन भदवष्य लन बहसत आशन बकींधिनवत दबयन। 
BHSD252 ‘भनरत गनरन ’ कत  नयन अध्यनय अबहर कीं दलखल बनकर बन। 
BHSD253 ‘आदरर्थक ससधिनर ’ पर कनम चलत बन। 
BHSD254 दपछलन दस बररस कन दलौरनन हमनर कत  बढन्तर आप हनदसल सरनहत जगग रहल , आ बहसतत खसशर कत  बनत बन 
दक कस छ दगरनवट कन बनद हमनर कन सनल 2014 - 15 मरें 7। 
BHSD255 3 पपरदतशत कत  दवकनस दर फत र पन दलहलत बननर। 
BHSD256 बनदकर एहसत पदहलत दक एह बढखन्तर कत  फनयदन सबलत धिनर लगग कत  बलैंक खनतन मरें पहसकींचत , ओकरन गररब सत 
गररब आदमर लत चहसकाँपत कत  चनहर कीं। 
BHSD257 हमनर कत  एगग समहरर लगकतकींतपर आ अरर्थव्यवसरन ह। 
BHSD258 धिन - दलौलत कत  एह इन्तजनम मरें सभकन लन जगहन बन। 
BHSD259 बनदकर सबलत पदहलत ओकरन दमलत कत  चनहर कीं जत अभनव आ दकल्लत कत  कष्ट झतलत बनड़त। 
BHSD260 हमनर कत  नरदतयन कत  आगत चल कत  ‘भतख सत मसदक्त ’ कत  चसनलौतर कत  सनमनन करत मरें बरेंवतगर हगखत कत  चनहर कीं। 
BHSD261 हत दतशवनसर ; मनसष्य अउर पपरकत दत कत  बरच कत  पनरसपदरक सकींबकींधिनन कत  बचनवत रनखत पड़र। 
BHSD262 उदनरमन वनलर पपरकत दत अपदवतपर कइलन पर आपदन बरपनवत आ बरबनद करत वनलर शदक्त मरें बदल सकत लत , 
जवनन चलतत जननमनल कत  बड़हन नसकसनन हगलन। 
BHSD263 एह घरर , जब हम रउरन सभत कत  सकींबगदधित करत बननर दतश कत  बहसतत दहससन बडहन कदठननई झतलत बनढ कत  
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बरबनदर सत उबरत मरें लनगल बनड़त। 
BHSD264 हमनर कत  ओह परदड़तन लन फलौरर रनहत कन सनरहर पननर कत  कमर आ अदधिकनर दसनत कत  कनबत करत कत  लमहर 
ददन चलत लनयक उपनय खगजत कत  पड़र। 
BHSD265 हत दतशवनसर ; जवन दतश अपनन अतरत कत  आदशर्थवनद भसलन दतलन ऊ भदवष्य सत बहसतत कस छ खनसग गकाँवन दतलन। 
BHSD266 कई परदढयन कत  आकनकींकन आपतदतर्थ सत कहर कीं अदधिकन बढलन कन चलतत हमनर कत  दवदनदनयर सकींसरनन कत  
दगदनतर लगनतनर बढल जनत बन बदकर नरचत सत ऊपर लत ग सणवतन कत  कन हनल बन ? हमनर कन गसर दशष्य 
परकींपरन कत  बहसतत तकर्थ सकींगत गवर्थ सत यनद कररलरें , त फत र हमनर कन एह सकींबकींधिन कन जड़ मरें समनइल नतह , 
समपर्थण आ पपरदतबदतन कत  कनहत छगड़ ददहनर जन ? गसर कवनग कस म्हनर कत  मसलनयम आ कस शल हनरत जइसन 
अपनन दशष्य कत  भदवष्य बननवतलन। 
BHSD267 दवदनरर्थीओ शपरदन आ दवनमपरतन सत दशकक कत  ऋण सकनरतलन। 
BHSD268 समनज , दशकक कत  गसण आ उनकन दवदतन कत  मनन सम्मनन दतलन। 
BHSD269 कन आजस हमनर कत  दशकन पपरणनलर मरें अइसन हगखत बन ? दवदनदरर्थयन , दशककन आ अदधिकनदरयन कत  रक
कत  आपन आत्मदनररकण करत कत  चनहर कीं। 
BHSD270 हमनर कत  लगकतकींतपर रचननत्मक ह कनहत दक ई बहसलवनदर ह , बनदकर एह दवदवधितन कत  सहनशदक्त आ धिररज
सत पगसत कत  चनहर कीं। 
BHSD271 मतलबर लगग सददयन पसरनन एह पकींरदनरपतकतन कत  नष्ट करत कन कगदशश मरें आपसर भनईचनरन कत  चगट 
पहसकींचनवतलत। 
BHSD272 लगनतनर बतहतर हगखत जनत पपरलौदगदगकर कत  तसरतत फस रत सकींपपरतषण कत  एह यसग मरें हमहनकत  ई तय करत लन
सतकर्थ  रहत क चनहर कीं दक कस छ इनल - दगनल लगग कत  कस दटल चनल हमहन कत  जनतन कत  बसदनयनदर एकतन पर 
कबग हनवर मत हग पनवत। 
BHSD273 सरकनर अउर जनतन , दसनत लन कननतन कत  शनसन परम पनवन हगलन बनदकर समनज कत  रकन कननतनग सत बड़ 
एगग शदक्तओ करतलत आ ऊ ह मननवतन। 
BHSD274 महनत्मन गनकींधिर कहलत रहर कीं , ‘रउरन सभकत  मननवतन पर भरगसन नन छगड़त कत  चनहर कीं। 
BHSD275 मननवतन एगग समसदपर ह आ अगर समसदपर कत  कस छ बतकींद गन्दन हग जनव त समसदपर गकींदन नन हग जनलत। 
BHSD276 शनकींदत , मलैतपरर आ सहयगग अलग अलग दतशन आ लगग कत  आपस मरें जगड़तलन। 
BHSD277 भनरतरय उपमहनदरप कत  सनझन भदवष्य कत  पदहचननत , हमनर कत  आपसर सकींबकींधि मजगर करत कत  हगखर , 
सकींसरनगत कमतन बढनवत कत  हगखर आ कत पररय सहयगग कत  दवसतनर लन आपसर भरगसन कत  बढनवत हगखर। 
BHSD278 जहनकीं हमनर कन दसदनयन भर मरें आपन दहत आगत बढनवत कन ददसनईकीं पपरगदत करत बननर , ओदहजत भनरत अपनन 
दनयरत कत  पड़गस मरें सद्भनवनन आ समतदद बढनवहसकीं लन बढ - चढ कत  कनम करत बन। 
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BHSD279 ई खसशर कत  बनत बन दक बनकींगलनदतश कन सनरत लमहर ददन सत लटकल आवत दसवनन कत  दववनद आदखर मरें 
सलटन लरहल गइल बन। 
BHSD280 जहनकाँ हमनर कन दगसतर मरें आपन हनर अपनन मन सत आगत बढनवतनर जन ओदहजत हमनर कन जननबतझ कत  कइल 
जनत उकसनवत वनलर हरकतन कत  आ दबगड़त ससरकन मनहलौल सत आकींख नन मतकींद सकर कीं जन। 
BHSD281 सरमन पनर सत चलनवल जनत शनदतर आतकींकवनदर समतहन कत  दनशननन भनरत बन गइल बन। 
BHSD282 दहकींसन कत  भनषन आ ब सरनई कत  रनह कत  अलनवन एह आतकींकवनददयन कत  नन त कवनग मजहब बन नन ई कवनग 
दवचनरधिनरन मननतलरें। 
BHSD283 हमनर कत  पड़गदसयन कत  ई तय क लतबत कत  चनहर कीं दक ओकरन जमरन कत  इसततमनल भनरत सत दसशमनर रनखत 
वनलन तनकत नन कर पनवसस। 
BHSD284 हमहन कत  नरदत आतकींकवनद कत  इदचकग बदनर्थशत नन करत वनलन बनल रहर। 
BHSD285 रनज्य कत  नरदत कत  एगग औजनर कन तरह आतकींकवनद कत  इसततमनल कत  कवनग कगदशश कत  हमनर कन खनदरज 
करत बननर। 
BHSD286 हमहन कत  दसवनन कन भरतर घस पलैठ आ अशनकींदत फइलनवत कत  कगदशशन सत कड़नई सत दनपटल जनई। 
BHSD287 हम ओह शहरदन कत  शपरदनकींजदल दत  बननर जत भनरत कत  रकन मरें अपनन जरवन कत  सवगर्थच्च बदलदनन ददहलत। 
BHSD288 हम अपनन ससरकन बलन कत  सनहस आ वररतन कत  नमन करत बननर जत हमनर कत  दतश कत  कत पररय अखकींडतन 
कत  रकन आ हमनर कत  जनतन कत  दहफनजत लन दनरकींतर चलौकस रहत बनड़रें। 
BHSD289 हम खनस क कत  ओह बहनद सर ननगदरकनग कत  सरनहत बननर जत अपनन जनन कत  जगदखम कत  परवनह कइलत 
दबनन बहनद सरर दतखनवत एगग दसदनर्दांत आतकींकवनदर कत  पकड़ दलहलरें। 
BHSD290 हत दतशवनसर ; भनरत 130 करगड़ ननगदरक , 122 गग भनषन , 1600 बगदलयन आ 7 गग मजहबन कत  एगग 
जदटल दतश ह। 
BHSD291 एकर तनकत , सगझन लउकत दवरगधिनभनसन लत रचननत्मक सहमदत कन सनरत दमलनवत कत  आपन अनगखन 
बरेंवत मरें समनइल बन। 
BHSD292 पकींदडत जवनहरलनल नतहरू कत  शब्दन मरें ई एगग अइसन दतह ह जवन ‘मजबत  बनदकर नन लउकत  वनलन धिनगन 
’ सत एकत  सत पर मरें बनन्हल गइल बन आ ‘ओकरन ईदर्थ - दगदर्थ एगग पपरनचरन गनरन कत  मनयनवर दवशतषतन पसरल बन
, जइसत कवनग सम्मगहन ओकरन मदसतष्क कत  अपनन वश मरें क दलहलत हगखत। 
BHSD293 ई एगग दमरक आ एगग दवचनर ह , एगग सपनन आ एगग सगच ह , बनदकर सनरहर ई एकदमत असलर , सनकनर 
आ सवर्थव्यनपर हवत। ’ 
BHSD294 हमहन कत  सकींकींदवधिनन सत दमलल उपजनऊ जमरन पर , भनरत एगग जरवकींत लगकतकींतपर बन कत  बढळ बन। 
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BHSD295 एकर जड़ गदहर लत गइल बनड़र सकाँ बनदकर पतई मसरझनए लनगल बनड़र सकाँ। 
BHSD296 अब एकरन कत  नयन करत कत  समय आइल बन। 
BHSD297 अगर हमनर कन अबदहयरें डतग नन उठवनर जन त कन सतर बररस बनद हमहन कत  वनदरस हमनर कत  ओतनत 
सम्मनन आ पपरशकींसन सनरत यनद कर पइहरें जइसत हमनर कन 1947 मरें भनरतवनदसयन कत  सपनन सनकनर करत 
वनलन कत  कररलरें। 
BHSD298 जबनब भलहर सहज नन हगखत बनदकर सवनल त पतछहर कत  पड़र। 
BHSD299 धिन्यवनद , जय दहकींद ! 
BHSD300  ( सवतकींतपरतन ददवस कत  68 वनकीं सनलदगरह कन पदहलत वनलन सनकाँझ रनष्टपर कत  ददहल रनष्टपरपदत पपरणव मसखजर्थी 
कत  दहन्दर सकींबगधिन कत  अनदधिकत त अनसवनद। 
BHSD301 कवनग तरह कत  कमर भन गलतर लन कमनयनचनन कन सनरत दरहल गइल बन। 
BHSD302 बनदकर अगर भगजपसरर कत  सकींदवधिनन सत मनन्यतन ददआवत कत  बन त एह तरह कत  कगदशश लगनतनर हगखत कत  
चनहर कीं। 
BHSD303 दपछलन 11 अगसत कन ददनत इकींदडयन इकींटरनतशनल सरेंटर मरें भगजपसरर समनज ददलप लर भनरत मरें मनररशस कत  
उचप चनयसकप  त जगदरशप वर गगवधिर्थन कत  अदभनकींदन समनरगह आयगदजत कइलदस। 
BHSD304 एह समनरगह मरें कत नप दपररय मकींतपरर आ रनजप यपनल रह चसकल डडॉकीं। 
BHSD305 भरषप मननरनयण दसकींह कत  अधिप यकतन मरें सनकींसद जगददम्बकन पनल , अजसर्थन मतघवनल , आर . कत  . दसनप हन , 
मनगज दतवनरर , दवधिनयक आदशर्थ शनसप तपरर आ सरआईएसएफ कत  डर जर रहल कत  . एम . दसनप हन मलौजतद 
रहनर जन। 
BHSD306 एह समनरगह मरें भगजपसरर कत  सकींवलैधिनदनक मननप यतन कत  मसदन पर खतब खसलकत  बनत भइल आ सरकनर सत एह मसदन 
कत  जल्दर सत सलटनवत कत  मनकींग कइल गइल। 
BHSD307 एहर मलौकन पर भगजपसरर समनज कत  सप मनदरकन कत  दवमगचनग भइल। 
BHSD308 भगजपसरर समनज ददलप लर कत  अधिप यक अजरत दसबत कहलन दक भनरत मरें मनररशस कत  उचप चनयसकप  त कत  रूप मरें 
जगदरशप वर गगवधिर्थन कत  दनयसदक्त सत दसन स दतश कत  सकींबकींधि अउरर पगढ हगखर। 
BHSD309 भगजपसरर कत  बनरत मरें दपछलकन यतपरए सरकनर पर वनदन - दखलनफर कत  आरगप लगनवत दसबत जर कहलन दक ऊ
सरकनर दतश दवदतश कत  करगड़न भगजपसदरयन कत  महज खयनलर पगलनव परगसलदस। 
BHSD310 आशन जतवलन दक अब दतश मरें भनरतरय भनषनवन कत  पकधिर सरकनर आइल दबयन त आशन लनगल बन दक ई
सरकनर भगजपसरर कत  ओकर हक दत दर। 
143
BHSD311 बतवलन दक आजसए सनकींसदन कत  एगग पपरदत दनदधिमकींडल दतश कत  पपरधिननमकींतपरर नरतनप दपर मगदर सत दमलल आ 
भगजपसरर , रनजसप रननर आ भगटर भनषन कत  सकींवलैधिनदनक मननप यतन दतबत कत  दनहगरन कइलदस। 
BHSD312 अपनन सम्मनन मरें बगनलनवल एह सभन मरें बगलत मनररशस कत  उचप चनयसकप  त जगदरशप वर गगवधिर्थन कहलन दक 
मनररशस कत  छगट भनरत कहनलन आ हमहन कत  भनषन , सकींसप कत दत , परमप रन पतरन तरह सत भनरतरयतन कत  रकींग मरें
रकींगनइल बनवत। 
BHSD313 उहग आस जतवलत दक भनरतग मरें भगजपसरर कत  सकींवलैधिनदनक मननप यतन दमल जनई। 
BHSD314 सनकींसद जगददम्बकन पनल आ मनगज दतवनरर भगजपसरर कत  एह आन्दगलन मरें हर तरह सत शनदमल रहत आ कवनग
कगर कसर नन छगड़त कत  वनदन कइलन। 
BHSD315 कनयर्थकप रम कन सकींचनलन समनज कत  वदरषप ठ उपनधिप यक पपरभ सननर पनणप डतय कइलन आ वदरषप ठ उपनधिप यक 
गररबदनस , महनमकींतपरर एल . एस . पपरसनद , सकींयगजक दवनयमदण दतपरपनठर , कत पनलस टपरसप ट कत  टपरसप टर 
रनमप सरर , दतशबकींधि स कत  वदरषप ठ सलनहकनर अरूण कस मनर दसकींह वगलैरह अनतकत  कदव , लतखक , वकरल , 
अधिप यनपक , समनजसतवर , पतपरकनर आ अउदरओ ब सददजरवर उपदसरत रहलन। 
BHSD316 बहसत पदहलत एक बतर दकप रकत ट दतखत खन , भनरत कत  ‘मनहर ’ दमसटर धिगनर कन उड़त छक्कन कत  कमतन्टरर 
वनलन ‘हतलरकनप्टर शनट ‘ कन कहलस , ओकत  नकदलयनवत क फलै शन चल दनकलल। 
BHSD317 नरचत सत झटकत  मतख ऊपर उठनवत वनलन ई हतदलकनप्टर सटनइल दवजनपन वनलन लत जनकत  लतहनन कनटत वनलन 
मशरन सत जगड़ ददहलत सऽ। 
BHSD318 एहर तरत रनजनरदत कन नतरनकस शतर मरें आपस र घनत - पपरदतघनत क सटनइल बदल गइल बन। 
BHSD319 एहत मरें नयन नयन पपरयगग , आ नयन दरसचर्थ हग रहल बन। 
BHSD320 ददकणपकींरर , वनमपरर , नरमपकींरर , चरमपकींरर , मध्यममनगर्थी दल नयन नयन सटनइल अपनन रहल बनड़त सऽ। 
BHSD321 अखनड़न मतखकीं उतरलन कन पदहलहर कीं पलैंतरन चनलत आ टतम्पग हनई करत खनदतर बगलबनजर हनवर हग जनतन। 
BHSD322 “धिसदरयत मतखकीं जरेंवर बरल ( रसरर बरल ) ” गनकाँव क गपगदड़यन कत  मनगदवनगद अकल्पदनय आनकींद कत  दवषय 
हगलन। 
BHSD323 रनजनरदतयग एकरन कत  अपननइ कत  “बतबनत बवकींडर”सत कनम रगकलत मरें आपन दहत दतख s दतयन। 
BHSD324 पदछलन सनल ददल्लर कन चसननव मरें “बनल कत  खनल दनकनलत” वनलन ‘कत जररवनर ’ सटनइल अस चमकल दक 
ओकर दवरगधिग करत वनलन बड़ बड़ सटनइदलस रनजनरदतक ओहर सटनइल कत  अपननइ कत  बनल कत  खनल 
दनकनलत आ लरपत पगतत शसरू ददहलत स। 
BHSD325 कनम न धिनम सबकर नरद हरनम। 
BHSD326 पदहलत एगग अलरबनबन कन पनछन चनलरस गग चगर रहलत सऽ। 
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BHSD327 अब त चनलरस कन सकाँगत चउदह गग अउर जसदट गइल बनड़त स। 
BHSD328 सहयगगर भन पछलगसवन कत  आपन आपन दनल गलनवत खनदतर सदझयन क हनकाँड़र चनहर। 
BHSD329 चनलरस चगरन कन गगदनम मरें हकाँदड़यन क कवन कमर ? उहवनकाँ त सगनन चननर क कत तनत हकाँदड़यन बटलगहर 
गनकाँजल रहत। 
BHSD330 सहजगदगयन सगचलत स दक दनल त दनल दरन्हनई ; हकाँदड़यन दफरर भतखकींटनई ! चगरन क सरदनर दचदचयनव , एकरन 
पदहलहर मय पछलगसवन एक - ए - गग हकाँदडयन लतकत  जगर जगर सत चगकरत दचदचयनयत शसरू क ददहलत सऽ। 
BHSD331 बतदझ लरख कीं दक कत जररवनर सटनइल फत र दहट हग गइल। 
BHSD332 बलसक एबतर त अतनन दहट भइल , अतनन दहट दक सकींसदत ठप्प हग गइल। 
BHSD333 चसननव - चरचन मरें गसणन - गदणत कत  दहसनब दकतनब मरदडयन चलैनल ढतर करतलत सन। 
BHSD334 जइसत मनन लर कीं दक लगलत एगग पपरदतश मतख चसननव हगखत वनलन बन ; त मयत खसरनर्थट गदणतज जनत - पनत आ धिरम 
- करम सत रनदक कत  दददल्लयत वनलन बनलत पर आपन भरदत उठनवत शसरू क ददहलत स आ ओनत जनतन ए लगगन
कत  “घसघ सवन मन्नन “खतलनवत लनगल। 
BHSD335 घसघ सवन मन्नन खतलनवत खन एगग गरत गवनलन । 
BHSD336 ‘घसघ सवन मन्नन , उपजत धिन्नन। 
BHSD337 नई भरत उठतलत , पसरननर भरत दगरतलत । 
BHSD338 ” त प सरनकर भरत बचनवत कन चक्कर मतखकीं गठबन्धिन क टगटरम हगखत लनगल। 
BHSD339 एह टगटरम मरें सइ गग टगटकन ! त कबग लउवन लनठर चन्नन आव s तन त कबग ‘ओकन - बगकन तरन तड़गकन
’ । 
BHSD340 इजइल , दबजइल कन कदरहतखकीं ; ढगकींदढयन पचकबत करर। 
BHSD341 ई बनलग सससर नन सगचलत हगकींइहरें दक अइसन अफदरन परर ; दक उनकर अइसत आ एतनन खनल दनकनलल 
जनई ? हमरन सगदझयन मदत सत त ईहत ब सझनतन दक अब ससधिनर आ दबकनस कत  डहर बहसतत कदठन बन , कनहतख दक
बनल कत  खनल दनकनलत वनलन खतल मरें जनतग कत  मजन आवत लनगल बन। 
BHSD342 मजन लतबत कन चक्कर मरें , कहर कीं ऊ गफलत मरें मत पदर जनव ? गसलनमर , गररबर , बदहनलर , असमननतन आ 
दनयदत कत  रपतड़न खनत - खनत परढर गसजदर गइल। 
BHSD343 कतनत ‘तकींतपर ’ कन बनद “लगकतकींतपर” आइल आ अइबग कइल त ‘बननर कन हनर क खतलवनन ‘ हग गइल। 
BHSD344 हनय रत करम ! एकत  बनरन कब लत छगदड़हरें स s ? 
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BHSD345 पसतनन सत नहनइल रनमचतलन हनकाँफत हनकाँफत बनबन लसटमननकींद कत  लगत चहसकाँपलत। 
BHSD346 ससटनकींग दकींडवर कइकत  आशरवनर्थद दलहलन कत  बनद रनमचतलन कहलन , गसरू आजकनलस गउवगकीं मरें बदलनव कत  
बयनर बड़न ततजर सत बहऽतन। 
BHSD347 लसटमननकींद प सछलन , कनहत ? कन हग गइल ? समय कत  सनरत हर चरज बदल जनलन। 
BHSD348 बदलनव सकींसनर कत  दनयम हवत , एहमरें परतशनन हगखत लन कन बन ? 
BHSD349 रनमचतलन कहलरें , गसरू पदहलत दबआह हगत रहत बड़न मजन आवग। 
BHSD350 ललौकींडन कत  नच सत लत कत  मरजनद लत दबआह मरें रहत मरें बड़न मजन आवग। 
BHSD351 एतनत लत नन , बतदटहन दकहनकींकीं जब बनरनत चहसकाँपत आ जनवनसन मरें लउन्डन कत  ननच हगखत त बसढउवग लगग मजन 
लतबत मरें परछत नन रहत रहसवत। 
BHSD352 लउन्डवग सब ननचतत ननचत बसढऊ लगग कत  अकींचरन ओढनवत लनगत आ बसढऊ बनबन ईयन कत  पइसन दत  हगखग 
चनहत नन , लउन्डवन कत  जरूर दत दतस। 
BHSD353 दतलक आ दबआह मरें पनत मरें भतई कींयन बइठ कत  खइलन कत  आपनत आनकींद रहसवत। 
BHSD354 जतकर दसआर जत नन बड़ ओकरत ओतनत बड़ हलैदसयत रहत। 
BHSD355 बड़कन लगग दकहनकाँ त एगग पनकींत मरें हजनर आदमर लत खन लत  रहलन बनदकर अब सभत व्यसत हग गइल बन। 
BHSD356 दबआह मरें मरजनद त दतर अब सनकाँझर खन बनरनत जन तन आ रनतत मरें खन कत  लवद आव तन। 
BHSD357 भतई कींयन बइठ कत  पनकींत मरें खनए वनलन दससटम कत  सनरत पतड़र तरकनरर आ दहर दचउरग खतम हग गइल। 
BHSD358 अब त कन कहतन लगग ब सफत  दससटम मरें दखआवत कत । 
BHSD359 पतन नन ई ब सफत  दससटम कहवनकीं सत आइल बन लतदकन एह दससटम मरें खनए वनलन लगग लनज हयन घगर कत  पर 
गइल बन। 
BHSD360 सससर हगखत चनहत भससर , ओ लगग कत  सनमनहर कीं कदनयन लगग प्लतट मरें चम्मच दहलनवत चपर चपर मसकींह 
चलनवऽतन लगग। 
BHSD361 एह बसफत  मरें बड़ छगट कत  दलहनज नइखत रह गइल। 
BHSD362 कत हस कत हत कत  सनमनत कवनग तरह खन लत न। 
BHSD363 दहर दचउरन कत  जगहन अब चनउमरन , पदनर , डगसन , इडलर अउरर कन कन कचकच खन तन लगग। 
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BHSD364 अब रउए बतनईकीं ई नवकन रहन आ पतट अउरर चनलढनल दसनत कत  दनगलत जनत बन , दक ननकीं ? 
BHSD365 ब सढनपन आदमर कत  अवसनन कन पदहलत क आदखरर पड़नव ( लनसट सटतज ) ह। 
BHSD366 शररर कत  कमजगरर आ अकमतन त बदढयत जनलन , ऊपर सत पदरवनर आ समनज कत  उपतकन आ अपनन कत  
अमननवर दतरसकनर बतढ - ठतल अददमर कत  दभतदरयग सत ततदर दतलन। 
BHSD367 बतढवन कत  अनसभव आ जनन सत लनभ उठवलन कन बजनय ओकत  चरझस बतस  लतखन एन . पर . ए . ( ननन 
पपरगडदक्टव ) मनदन कत  छगदड़ ददहल हमनर कन सभ्य समनज खनदतर लज्जनजनक बन ! 
BHSD368 अभर दसइयत महरनन पदहलत सनइत जतन मरें एगग समनचनर ससनत मतख आइल रहत दक मदहपनलपसर ( ददल्लर ) कन 
“गसरकस ल बतदनशपरम” मरें पननर कन कमर आ ततज गरमर सत बतढ मदर गइलन सकाँ। 
BHSD369 कवनग दकसनन भन पदरदसरदत कत  मनरल अददमर कन आत्महत्यन पर सबक लतकत  ओकत  रगकत  क उतजगग हगखत
भन नन हगखत बनदक दवधिनन सभन , सकींसद आ मरदडयन चलैनलन मतखकीं हकींगनमन क सरन त अकसरत लउकत लन। 
BHSD370 बनदक दतश कन नगर - महननगरन मरें वतदनशपरमन मरेंकीं फरें कल - ढकत लल गइल अनदगन बसज सगर्थन कत  दसभनर्थग , 
बतबसर मत दरदरक - दरदरक कत  मसवलन पर नन त समनज , नन मननवनदधिकनरर , नन जनपपरदतदनदधि ( दवधिनयक ) 
आ नन बनत - बतबनत लनइव टतदलकनसट दतखनवत वनलन मरदडयन मरें सत कत हत गकींभररतन सत नन लत लन। 
BHSD371 कस छ करत भन नन करत हनलग नन पतछत। 
BHSD372 अबहर कीं 8 अगसत कत  “दहन्द स तनन” दहन्दर दलैदनक मरें एगग वतदनशपरम कत  हनल पढत कत  दमलल। 
BHSD373 दनहनल दबहनर ( पदच्छम ददल्लर ) मरें दकरनयन पर चलत वनलन “सनईकीं वतदनशपरम” दकहनकाँ जगह कन कमर कन 
चलतत बतढ - ब सज सगर्थ फस टपनर कन टरन शतड मरें सत त कत  मजबतर बनड़न सकाँ। 
BHSD374 सदर्थी , गरमर , बरसनत कन दवपररत हनलनतग मरें मनछर मच्छर कन बरच बतमनर भइल आ मसवल ससभनदवक बन , 
बनदक ई सब दतख ससन कत  मन घवनदहल हग जन तन। 
BHSD375 ससनत मरें ईहग आइल दक मकाँगनर आ दनन सत चलत वनलन एह बतदनशपरम मरें अकसर पसदलसग वनलन फस टपनर प ददन 
कनटत वनलन ब सढवन कत  छगड़ जनलन सकाँ। 
BHSD376 जगह क ठतकननत नन आ अकाँड़सन मरें ठतलन ठतलर ! बनहर भरतर सत टतटल दछतरनइल वतदन कत  जवनत ठतकनन दमल
जनव ऊहत बहसत। 
BHSD377 कम सत कम एह खसतनहनल आशपरमन मतखकीं असरन आ दननन पननर त दमल जन तन। 
BHSD378 इहवनकाँ त आम आदमर क सरकनर दबयन आ रनजधिननर गसनत कत न्दपरग क सरकनर सटलत दबयन। 
BHSD379 ऊहग मननवतनवनददयत दहय s। 
BHSD380 बनदक लब्बग लसआब ई दक इहनकाँ इन्सननर पपरतम आ सकींवतदनन कन बजनय इन्सननर दफतरत आ कस तरक बहसत बन।
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BHSD381 लनगत बन दक सकाँचहत कीं घगर कदलजसग आ गइल बन। 
BHSD382 आदखर एह धिन्ननसतठन आ बरस हजनरर रनलर दखयनवत वनलन कत  कवनग मननवर दजम्मतदनरर बन दक नन ? भलन
हगखत “दहन्द स तनन” अखबनर कन दहन्दर पतपरकनर रगदहत कत  , जत कम सत कम रनजनरदतए कत  पतपरकनदरतन 
मननत वनलन चरफर पतपरकनरन मरें कवनग जरत धिधिकत समनदजक आ रनज्य कन मसलन कत  उठनवत आ छनपत कत
सनहस त कइलस। 
BHSD383 सरकनर कत हत क हगखत , बननवल हमदनयत कत  ह। 
BHSD384 त हमनर कत  ओसत पसछहत कीं क अदरकनर लगकततपरत दतलत बन। 
BHSD385 त हमन कत  अपनग सत आ सरकनरग सत पतछत कत  चनहर कीं नत दक हमनर कन व्यवसरन मरें अइसन अमननवरयतन कनहरें 
बन ? एकरन दनदनन खनदतर कन हगत बन ? 
BHSD386 गनकाँवग कसबन मरें जगहत जगह कस पत  आ कस बहत बनड़र सकाँ जवन बतढ मनई बनप कत  डनहत झदहयनवत मरें अगसर रहतलत 
सकाँ आ शहर त खलैर मतलबपरसतर खनदतर बदननमत बन। 
BHSD387 अपनन बतढ ब सज सगर्थ आ अशक्य पसरदनयन कन ददसनईकीं बढत सकींवतदनहरनतन आ अगकींभररतन प हमनर मन बहसत 
आहत बन आदखर ई कवन दवकदसत सभ्य समनज हवत जतकर इकनई “पदरवनर” कनम सत दरटनयर अकम 
वतदन कत  उपयगग कइलन कन बनद अकींदतम घरर असहनय छगड़ दत न ? ई सरकनर क कवन व्यवसरन ह s , दक 
ओकरन आकाँखर कन सनमनत ओकरत रनज्य कत  ननगदरक दननन पननर इलनज आ आशपरय कन अभनव मरें दरदरक 
दरदरक कत  मर जन तनड़न स ? मननवनदधिकनर एजतदन्सयन कत  आकाँख कनहरें मसननइल रहत बन ? एह बतढ पसरदनयन
कत  आह एह समनज आ दतशत पर न पड़र ! आईकीं सभत अपनन घर पदरवनर समनज सत ई अमननवर सकींवतदनहरनतन 
खतम करर कीं जन ! 
BHSD388 कबग टपरतन कत  टनइम त कबग हवनई जहनज कत  टनइम कन चलतत अनसगहनतत मलौकन दमल जनलन बतकस च्चन सत 
आरनम करत कत । 
BHSD389 सगहनव त नन बनदकर कस छ दतर लन सगहनवन जरूर लनगतलन। 
BHSD390 आ आज एहरसत अनसगहनतत पर बतकसप च्चन करत कत  मन बनवलत बननर। 
BHSD391 अब रउरन एहसत अनस आवत , रउरन अनसन जनईकीं , रनउर मन अनसनइल हग जनव त अलग बनत बन बनदकर 
हमनर मकसद रउरन कत  अनसनवल इदचकग नइखत। 
BHSD392 हकाँ कस छ अनसनह लगग हमतशन बहननन खगजत रहतलन अनसनए कत  , त ओह लगग कत  जरूर मलौकन दमल जनई। 
BHSD393 रउरन पतछ सकरलरें दक अनसगहनतत सत अनस कत  कन सकींबकींधि , त बतनवल जरूरर हग जनई दक जब कस छ 
अनसगहनतत हगखत लनगतलन तबत अनस बड़तलन , मन दखदसयनलन। 
BHSD394 एह अनस आ अनसगहनतत कत  सकींबकींधि बहसतत घदनष्ठ हगलन। 
BHSD395 कनहत दक अनसगहनतत हगखत वनलन बनत , मन मरजर कन दखलनफ हगखत वनलन बनत , कत हस कत  सगहनव नन। 
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BHSD396 अचकत  भन अचननकत  हगखत वनलन बनत जरूरर नइखत दक अनसगहनतग हगखत। 
BHSD397 अनसगहनत कत  अचननक हगखलग जररर नन हगखत। 
BHSD398 ऊ त बस अनसगहनत हगलन जवनन सत मन कत  अनसगहनतर महसतस हगलन। 
BHSD399 मगहन आ सगहन नरक दसनत लनगतलन बनदकर मगहन अपनन मगदहनर सत मगहतलन बनदकर सगहन अपनन सगहनइल 
भइलन कन चलतत। 
BHSD400 खत  भन बनग सत खर पतवनर कत  छनकाँट कत  दनकनलत कत  कनम दनरनई भन सगहनर कहल जनलन। 
BHSD401 कन बतनईकीं।
BHSD402 घरत रहनर हकाँऽ तऽ कनम पनर ननहर कीं लनगत रहल हऽ।
BHSD403 खत त मरें जनए मरें छनतर फनटत रहल हऽ।
BHSD404 गगबर-गगहरनरर तऽ दतर कत  बनतर बन, चउवनगकीं कस लर कत  ननदत पर बकाँधिलत मरें हनरत मरें सननर-पननर लगलत कत  डर 
बनल रहत रहल हऽ।
BHSD405 दबहननत-दबहननत अगर कत हत जगन दर त मगन करर कर गगलर मनर दर कीं।
BHSD406 जब बनबन दसआर बहनरत कत  कदहहरें त कवनग बहननन बनन कत  घर मरें घस  जनत रहनर हकाँ।
BHSD407 अरत एतनत नन, पढनइयग मरें एकदम्मत मन ननहर कीं लनगत रहल हऽ।
BHSD408 दसपहदरयन मरें सकत लत कत  दतवनदल फनदन कत  भगलत मरें एगग अलगहर कीं मजन आवत रहल ह।
BHSD409 खनलर हगत कन रहल हऽ कर बनर-ठनर कत  लसहतरवन कस लर कत  सकींघत लसहतरनबनजर।
BHSD410 गनकाँव-जवनर घसमनई अउर सनकींझरखनन चउरहन पर पकउड़र कत  कटनई।
BHSD411 दस-पनकाँच रदपयन अगर नन कहर कीं सत दमलल त 4-5 दकलग धिननत भन गगहसएकाँ लत कत  सइदकल दनदननवत बनजनरर 
मरें दनकल जनत रहनर हकाँ।
BHSD412 खतब घसमनई हगत रहल ह।
BHSD413 जवनर-दजलन कत  एक्कग मतलन छसटत नन रहल ह।
BHSD414 जब घर कत  कत हस पसरदनयन कस छ कहर, घगकींदघयन कत  पदर जनत रहनर हकाँ।
BHSD415 अब नस ब सझनतन जर।
149
BHSD416 बनबतजर, बनबन, मनई, ईयन, भईयन, भउजर, कनकन, कनकर, फत फन, फत आ, मनमन, मनमर सब कत हस समझनवत रहल
हऽ कर ए बनबत, दनमन सत पढनई करऽ।
BHSD417 घर कर कनमत मरें हनर बकाँटनवऽ।
BHSD418 जरवन हमतसन ससखदनई रहर।
BHSD419 लतदकन इ सब बनतर हमरन जहर बसझनत रहल हऽ।
BHSD420 हमरन इ ब सझनत रहल हऽ कर दजनदगयन हमतसन एहर कींगन रहर।
BHSD421 दजनगरभर कनकन, बनबतजर कमन कत  दखआई लगग अउरर हमनर हसरदकींगई चनलत रहर।
BHSD422 अब नस ब सझनतन जर।
BHSD423 खलैर रउआकाँ कन ब सझनई, जतकरर पलैर न फटत दबवनई, उ कन जननत परर परनई।
BHSD424 पढनइयग-ओढनई छगड़लत कर बनदग बनबतजर कत तनन समझवनत कर बनबत, पढनई-दलखनई मरें मन नइखत लनगत तऽ 
कवनग बनतर ननहर कीं।
BHSD425 अपनर घर कत  कनम करऽ, जवन दत-चनरर कट्ठन खत  बन ओमरें मतहनतर करऽ।
BHSD426 दत-चनरर पइसन कत  आदमर हग जइबऽ।
BHSD427 कवनग छगट-मगट कनमग-धिकींधिन खगजर कत  कऽ लतहल करऽ, अरत कस छस  पनर नइखत लनगत तऽ एगग छगट-मगट 
दगकदनए खगलर कत  बइठर जन।
BHSD428 पर बनब सजर कत  इ सब बनदत जहर ब सझनई अउर चनहदब कर कत तनन जलदर बनब सजर कर सनमनत सत दतर हग जनईकीं।
BHSD429 हमरन घतमलत सत, चउरहन पर बइठर कत  रनजनरतर कइलत अउरर दतसरत कत  टनकाँगदखकींचनई कइलत सत, चनय परयलत 
सत, पनन चभसरवलत सत, दत-चनदर जननत कर सकींघत दलहग-दलहग कइलत सत, कबग भनजपन अउरर कबग कनकींगपरतस कत  
झकींडन ढगवलत सत अउरर कबग-कबग चसननव कर समय झगड़न अउरर मनरन-मनरर कइलत सत फस रसत कनहनकाँ दमलत 
रहल हऽ।
BHSD430 कबग-कबग दनमनग बनतर पर घर कर बड़-बसज सरगन पर घगकींदघयन कत  चढर बइठत रहनर हकाँऽ।
BHSD431 कत हत कत तनग दनमन समझनई, हमरन जहरत बसझनई।
BHSD432 एकददन मनई-बनप कर समझवलत सत आदजज हग कत  बकींबई चलर अइनर।
BHSD433 इहवनकाँ आ कत  जब सड़कर पर सत त कत  परल, गनरर-गसप्तन खनए कत  परल, हगलत खनदतर लनइन लगनवत कत  परल, 
पननर कर चलतत कई-कई महरनन दबनन नहनए रहत कत  परल तऽ ददमनग दठकननत आ गइल।
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BHSD434 रहलत कत  परतसननर, खइलत कत  परतसननर अउरर इहवनकाँ तक कर दतसरत कत  सलनमर बजवलत कत  परतसननर।
BHSD435 कनस मनई-बनप कत  बनदत मनन लतलत रहतर कीं।
BHSD436 कनस, तदनयग एसन पदढ-दलदख लत लत रहतर कीं।
BHSD437 आजस कत तनन ब सझनतनऽ।
BHSD438 अरत अगर गउकाँओ मरें हम मतहनत करतर कीं तऽ दत पइसन जरूर कमन लत र कीं अउरर उहग इजतर सत।
BHSD439 घरत मनई कर हनरत कत  बननवल खनए कत  त दमदलत।
BHSD440 घर कर लगग कत  सनर दमदलतऽ।
BHSD441 मतहनतर करतवनलन गउकाँओ मरें आरनम सत बन।
BHSD442 दस पइसन कत  आदमर बन।
BHSD443 मतहनतर करत वनलन कवनगकींगन दस जसदन कत  जगगनड़ कइए लतलन।
BHSD444 घरत गगबर कनढत मरें छनतर फनटत अउरर इहवनकाँ उहत गगबरन कढनतन।
BHSD445 घरत सनग-भनजर उपजवलत, बरेंचलत मरें आपन बतइजतर महसतस हगखत अउरर उहत कमवन इहवनकाँ कइल जनतन।
BHSD446 बड़र अपसगस हगतन।
BHSD447 खलैर अब जवन भइल उ भइल पर अब हमनर लगग-लइकन घरवत रहर।
BHSD448 जवन मतहनत हम इहवनकाँ करतननर, उ मतहनतर हमनर बनल-बच्चन घरवत करर, अपनन मरें, अपनन खनदतर, 
अपनन कर बरच।
BHSD449 अब एकदम ब सझन गइल बन कर "बकींबइयन सत नरक घरवत बन...गउवरें बन।" अब ददमनग एकदम्मत दठकननत आ 
गइल बन।
BHSD450 जतई ददन हम दनदर मरें दपटइनर, हम गररब कत  समगसन सड़कर पर अपनत भनई लगग दछकींटर दतहल।
BHSD451 आरत हमनर कनलर पकड़नइल तऽ कवनग बनतर ननहर कीं पर हमरर बदहन-बतटर कत  इजतर उतनदर लतहल गइल।
BHSD452 ओई ददन हमरन अपनर मनई-बनप कत  उ बनतर यनदर आ गइल, "बनबत! घरवग रहर कत , मतहनतर कऽ कत , इजतर 
सत दस पइसन कमनइल जन सकत लन।
BHSD453 ततकाँ बनहर जन कत  जत नन मतहनतर करऽतनरऽ अगर ओकरर अधिवन घरवग करतऽ तऽ कत तनन ठरक रहरत।
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BHSD454 आपन लगगन कर बरचत मरें रहतऽ, अपनर मन कत  मनदलक रहतऽ।" एतनत नन अउर भर पपरदतसन मरें भर हमकत  
दसरद सरन दतहल जनतन।
BHSD455 नत न लगग कहत दफरतन कर पतरन भनरत एक हऽ।
BHSD456 कहलत मरें अउऱर हगखलत मरें कत तनन अकींतर बन।
BHSD457 कन एक भइलत कत  इहत मतलब बन कर कत हस कत  कमइलत कत  अदधिकनर नइखत अउरर अपनत कमनई खइलत कत  
अदधिकनर नइखत।
BHSD458 दतस मरें बतरगजगनरर त बटलत बन, पपरनकींतवनद, कत परवनद आदद भर पतरन तरत हनबर बन।
BHSD459 हर जगदह गररबत दपसनतन।
BHSD460 गररब कत  ससनत वनलन कत हत नइखत।
BHSD461 कहत कत  त भनरत एक बन, सबकत  समनन अदधिकनर बन, पर इ कस ल खनलर कहहर कीं मरें ठरक लनगतन।
BHSD462 जमरनर सतर पर दतखर कीं त बहसतत असमननतन बन।
BHSD463 कत हत खनत-खनत मसअतन त कत हत खइलत दबनन।
BHSD464 अरत कस छ लगग कत  त कड़र मतहनत कर बनदग दस जतन कत  रगटर नसरब नइखत हगत।
BHSD465 मनई भर कन करग, गनकाँव मरें परतसननर हगतन त सहर धि लत न अउर इहनकाँ गदहन, बलैल कर तर कनम करतन।
BHSD466 कनस, सब लगग अपनर बचवन कत  पढन पनइत।
BHSD467 कनस, सब दकसगर, जसबन पढलत पर धितयनन दत रें।
BHSD468 कनस, सरकनरग दसछन पर सबकत  अदधिकनर जमरनर सतर पर लत आइत, सब ठरक हग जनइत।
BHSD469 सब एकदम्मत ठरक हग जनइत।
BHSD470 बचपन मरें बनबन बनर-बनर एगग दकससन ससननवरें।
BHSD471  एगग बहसत धिदनक-मनदनक अदमर रहत।
BHSD472  ओकर घर धिन-धिनन्य सत भरल रहत।
BHSD473  घगरसनर, हररसनर, गउसनल सब आबनद रहत।
BHSD474  ओकरर घर मरें बहसतत अनस नसन रहत।
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BHSD475  छगट बड़ कत  मनन दत और बड़ छगट कत  नतह दत।
BHSD476  एक बतर उ अदमर अकत लत अपनर बगरचन मरें बइठल रहत।
BHSD477  तवलतकहर कीं एगग मतहरनरू उहनकाँ रगवत आइल।
BHSD478  अदमर ओ मतहरनरू सत ओकरर रगवत कत  कनरन पतछलदस।
BHSD479  मतहरनरू कहलदस कर हम दबपदत हईकीं, हम तगहरर पर पड़त आइल बननर।
BHSD480  पर तगहरर घर कत  अनस नसन, आपस कत  नतह-दसलनर दतदख कत  हमरन रगवनई आवतन कर एतनन नरमन पदरवनर 
अब तहस-नहस हग जनई।
BHSD481  उ अदमर तनर हकाँसल अउर कहलदस कर ठरक बन।
BHSD482  ततकाँ पड़त आइल बनड़त  त परबत करबत।
BHSD483  पर एइसन पड़ऽ कर हमनर धिन-धिनन्य बरबनद न हगखग।
BHSD484  घगड़न घगरसनरत रदह जनकीं, हनरर हररसनलत अउर गनइ गउसनलत।
BHSD485  ओ अदमर कत  इ बनदत ससदन कत  उ दबपदत कहलदस कर फत र त हमनर पड़ल कन कहनई।
BHSD486  दफर उ अदमर कहलदस कर ठरक बन ततकीं अपनर दहसनब सत पड़ऽ पर हमरर घर कत  अनस नसन पर आपन 
नजर मदत ददहऽ।
BHSD487  दबपदत मननर गइल।
BHSD488  दबपतर कर पड़तत उनकत  सबकस छ बरबनद हग गइल।
BHSD489  घर मरें कस छस  नन बचल।
BHSD490  घगरन, हनरर, खत -बनरर सबकस छ तहस-नहस हग गइल।
BHSD491  घर मरें एतनग अन्न नन बकींचल कर एक्कग बतरन कत  खननन बदन सकग।
BHSD492 एइसन हनलत हगतत, पतरन पदरवनर एकट्ठन हगकत , ओ अदमर सत पतछल कर अब बतनईकीं कन कइल जनव?
BHSD493  उ अदमर कहलदस कर घबरइलत कत  तनक नइखत, घर मरें जवन एक-आधि गग बरतन बकाँचल बन ओकत  बनकाँदधि ल 
जन, हमनर जनन अब्बत आपन गनकाँव-घर छगदड़ कत  दतसरत रनज कर ओर चलल जनई अउर उहवरें कस छ कमनइल-
खनइल जनई।
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BHSD494  ओकरर बनदत कत  ससनतत हर घर-पदरवनर कत  लगग बकाँचल बरतन आदर बनकाँदधि कत  ओ अदमर कर परछत-परछत दतसरत 
रनज कर ओर दनकल गइल।
BHSD495  चलत-चलत सनम हग गइल।
BHSD496  उ अदमर एगग पतड़त कर नरचत रदक कत  अपनर घरवनलन सत कहलदस कर आजस कत  रनदत हमनर जनन इहवरें 
कनटल जनई अउर फत र दबहनत सबतरत आगत बढल जनई।
BHSD497  दतखत-हर दतखत ओ अदमर कत  एगग पदरवनर कत  सदसय उहवरें बकाँचल समनन धि दतहल लगग।
BHSD498  एक-आधिगग बगरन-चट्टर दबछन कत  घर कर बड़-बसज सगर्थन अउर बच्चन कत  बइठन दतहल लगग।
BHSD499 एकरर बनद उ अदमर घर कर मतहरनरू कस ल सत कहलदस कर अब तगह लगगन खननन बनवलत कत  इकींतजनम करऽ
जन।
BHSD500  उ एक आदमर कत  आदग लत आवत कत  त एक आदमर कत  पननर लत आवत कत  भतजलदस।
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Appendix 3
Sample Set of English-Bhojpuri Parallel Corpus
ID EN-BHO Sentences
EBHJNUD01 Two thousand copies of the book were printed.|||दद हजजार पन्नजा ककितजाब किक
छजापल गईल रहक ।
EBHJNUD02 The book which is on the table is mine.|||मकज पर जवन ककितजाब हऽ उ हमजार 
हऽ ।
EBHJNUD03 The cover of the book is soft.|||ककितजाब किक  आवरण बहहत किदमल हऽ ।
EBHJNUD04 The ninth chapter of the book is very interesting.|||ककितजाब किक  ननौऊवजा 
अध्यजाय बहहत आनन्दजायकि हऽ ।
EBHJNUD05 The book is very interesting.|||ककितजाब बहहत रदचकि हऽ ।
EBHJNUD06 The book is new.|||ककितजाब नयजा हऽ ।
EBHJNUD07 The boy reading a book is rich.|||लईकिजा जवन ककितजाब पढ रहल बजा धनन हऽ ।
EBHJNUD08 I read the book.|||हम ककितजाब पढनन ।
EBHJNUD09 The book is old.|||ककितजाब प हरजान हऽ ।
EBHJNUD10 The book lies in a heap on the floor.|||ककितजाब छत किक  अम्बजार पर पड़ल हऽ ।
EBHJNUD11 Even the book is good.|||जबककि ककितजाब अच्छजा हऽ ।
EBHJNUD12 The book does not belong to me.|||ककितजाब किक  ससंबसंध हमरजा सक नजा हऽ ।
EBHJNUD13 The book belonged to me.|||ककितजाब किक  ससंबसंध हमरजा सक रहक ।
EBHJNUD14 The book fell from the table to the floor.|||ककितजाब मकज सक छत पर कगर गईल 
।
EBHJNUD15 The book on the table.|||ककितजाब मकज पर हऽ ।
EBHJNUD16 The book is on the desk.|||ककितजाब डकस्कि पर हऽ ।
EBHJNUD17 The book lies on the table.|||ककितजाब मकज पर पड़ल हऽ ।
EBHJNUD18 The book is being sent.|||ककितजाब किक  भकजल जजा रहल बजा ।
EBHJNUD19 The book is green.|||ककितजाब हनयजा हऽ ।
EBHJNUD20 Here is the book.|||एईजजा ककितजाब हऽ ।
EBHJNUD21 Here is a book.|||एईजजा एगद ककितजाब हऽ ।
EBHJNUD22 A book is being written by him.|||एगद ककितजाब उनकिजा दजारजा कलखल जजा रहल 
कबयजा ।
EBHJNUD23 Of where has the post come ?|||किहजा किक  पद आईल हऽ ।
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EBHJNUD24 Kipling was not born in London.|||ककिपकलसंग लसंदन मम नजा पपैदजा भईल रहन ।
EBHJNUD25 Kim seems never to be alone.|||ककिम किभन भन अकिक लजा न कदखकलजा ।
EBHJNUD26 Kim had a coffee in the café while she waited for the post office to 
open.|||ककिम किक  एगद किजाफन एगद किक फक  मम रहक जबककि उ लड़किन डजाकिघर किक  खहलक किक  
इन्तजजार किरत रहक ।
EBHJNUD27 Kiri is said to be very rich.|||ककिरन किक  बहहत धनन किहल जजालजा ।
EBHJNUD28 Kim must not drink the wine on the table.|||ककिम किक  शरजाब मकज पर नजा कपयक 
किक  चजाहन ।
EBHJNUD29 Kim said he could have heard the news, but Lee said that he could 
not.|||ककिम किहलस ककि उ समजाचजार सहन सकिलस, लक किन लन किहलस ककि उ नजा सहन 
सकिलस ।
EBHJNUD30 Kim has danced, and Sandy has.|||ककिम ननत्य किईलस लक किन समडन नजा ।
EBHJNUD31 Kim can dance, and Sandy can.|||ककिम ननत्य किर सकितजा और समडन भन ।
EBHJNUD32 Kim was dancing, and Sandy was.|||ककिम नजाचत रहक और समडन भन ।
EBHJNUD33 Kim may not drink the wine on the table.|||ककिम किक  शरजाब मकज पर नजा कपयक 
किक  चजाहन ।
EBHJNUD34 Don’t move Kim !|||आगक मत बढ ककिम !
EBHJNUD35 Fall !|||कगरल !
EBHJNUD36 Kiran took out the car and went straight to her sister’s office.|||ककिरन 
किजार कलहलस और सनधक अपनजा बकहन किक  आकफस गईल ।
EBHJNUD37 The falling leaves made me think about the coming autumn.|||पत्तन किक
कगरल इ बतजावक लजा ककि रजात आवकवजालजा बजा ।
EBHJNUD38 It is mean to crow over a fallen foe.|||किनौवजा किक  कगरल किक  मतलब शततर सक 
हदलजा ।
EBHJNUD39 In disgust he threw up his appointment.|||घनणजा मम उ आपन कनय हककत किक  फम कि 
कदहलस ।
EBHJNUD40 A major feature of the fort and palaces is the superb quality of stone 
carvings.|||ककिलजा व महलन किक  महख्य कचततर पत्थर नककिजाशन किक  महजानतम गहण हऽ ।
EBHJNUD41 The castle is well worth a visit.|||द हगर घहमक किक  अच्छजा जगह हऽ ।
EBHJNUD42 Go then, said the ant, "and dance winter away."|||जजा औरन चनटन सं सक किह 
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ककि नजाच जजाड़जा चल गईल ।
EBHJNUD43 An army of ants will attack large and ferocious animals.|||चनटनयन किक  
समह  बड़ व उगतर जजानवरन पर आकित रमण किरन ।
EBHJNUD44 The ants fought the wasps.|||चनटनयन नक भनड़ सक लड़ल रहक ।
EBHJNUD45 How many brothers do Kishan have ?|||ककिसन किक तनजा भजाई हऽ ।
EBHJNUD46 How many sisters do Kishan have ?|||ककिसन किक  किक तनजा बहन हई ।
EBHJNUD47 Where is Kishan's brother ?|||ककिसन किक  भजाई किहजा हऽ ।
EBHJNUD48 Who is the guest of Kishan ?|||ककिसन किक  अकतथन किक  हऽ ।
EBHJNUD49 Kishan was aking a question to teacher.|||ककिसन एगद पतरश्न अध्यजापकि सक 
पपसंछत रहक ।
EBHJNUD50 Kishan is about to come and I'll go with him.|||ककिसन आवकवलजा हऽ और 
हम ओकिरजा ससंगक जजाईव ।
EBHJNUD51 Kishore is thinking of going to Ajmer.|||ककिशदर अजमकर जजायककिक  सदच रहल 
बजा ।
EBHJNUD52 Kishore will come.|||ककिशदर आई ।
EBHJNUD53 Kishore will come, won't he ?|||ककिशदर आई, उ नजा आई ।
EBHJNUD54 Kishan does not get angry with anyone without thinking.|||ककिसन किभन
भन कबनजा सदचक किभन किक हप सं पर गहस्सजा नजा हदलजा ।
EBHJNUD55 Adolescents do not need specific sets of dietary guidelines .|||
एडदलसकन्ट किक  कवशकष रजास्तजा मजागरदशरन समपह किक  आवश्यकतजा न हऽ ।
EBHJNUD56 Prices start from $1.|||दजाम शहर हदलजा डजालर 1 सक ।
EBHJNUD57 The price was ill.|||दजाम बककिजार रहक ।
EBHJNUD58 Prices ought to come down soon.|||दजाम जल्दन हन कनचक आवक अकिक  चजाहन ।
EBHJNUD59 The cost is twelve rupees.|||दजाम 12 रपयजा हऽ ।
EBHJNUD60 A valuable ring was found yesterday.|||किजाल एकिद मपल्यवजान असंगपठन कमलल रहक
।
EBHJNUD61 Who is the head of chemistry department ?|||रजासजायन कवभजाग किक  म हख्य किक  
हऽ ?
EBHJNUD62 There was a spy on the corner. |||ओइजजा किदनजा मम एगद जजासपस रहक ।
EBHJNUD63 A spy was on the corner. |||एगद जजासपस किदनजा मम रहक ।
EBHJNUD64 The hooks pierced his mouth.|||हहकि ओकिरजा महमुँ  किक  छकद दकहलस ।
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EBHJNUD65 With whatever luxuries a bachelor may be surrounded, he will 
always find his happiness incomplete, unless he has a wife and 
children.|||जवजानन मम भलक हन उ आरजामदकह वजालजा कजसंदगन सक कघरल हदई लक किन उ 
हमकशजा आपन खहशन उ अधपरजा पजावकलजा नजाकद त ओकिजा एगद पत्नन व बच्चजा भन हऽ ।
EBHJNUD66 The rat came in when the cat is away.|||मपस तब उ ऊवक जब कबल्लन चल 
गईल रहक ।
EBHJNUD67 The mouse tried to get out of the basket.|||चपहजा टदकिरन सक बजाहर आवक किक  
किदकशश किरत रहक ।
EBHJNUD68 Taking pity on the mouse, the magician turned it into a cat.|||चपहजा पर 
मदह खजाकिर जजादपगर ओकिक  कबल्लन बनजा दकहहवक ।
EBHJNUD69 The mouse fed greedily on the corn.|||चपहजा मककिजा किक  लदभ सक खजाइवक ।
EBHJNUD70 The mouse rejoiced in his good fortune.|||चपहजा अपनजा अच्छजा भजाग पर खहश 
रहक ।
EBHJNUD71 The mouse was killed by the cat.|||चपहजा कबलजाई किक  दजारजा मजार कदहल गईल रहक ।
EBHJNUD72 The hen has laid an egg.|||म हगर असंडजा पर लकटल रहक ।
EBHJNUD73 When does the cock crow?|||जब किनौउवजा किजाव किजाव किरत हऽ ।
EBHJNUD74 Something unusual happened. |||किह छ अनजावश्यकि हद जजालजा ।
EBHJNUD75 Some such seekers would grope in the way and would be taken to a 
forest.|||किह छ कजजजासह किक  रजास्तजा मम टटदलल जजातजा और उनकिक  जसंगल मम लक जजाईल 
जजाई ।
EBHJNUD76 Some say one thing and others another.|||किह छ एगद चनज किह और दपसरजा किक हप मुँ
दपसर ।
EBHJNUD77 Few historians have written in more interesting manner than 
Gibbon.|||कगब्बन सक अकधकि रदचकि तरनकिक  सक किह छ इकतहजासकिजार कलखलक हऊवन ।
EBHJNUD78 A few Americans have their offices in Kolkata.|||किह छ अमक रकिन किक  
किदलकिजातजा मम आकफस हऽ ।
EBHJNUD79 Very few boys are as industrious as Latif.|||बहहत किह छ बजालकि लदग 
किजारदबजारन हउवन लतनफ किक  तरह ।
EBHJNUD80 A few Parsees write Gujarati correctly.|||किह छ पजारसन गहजरजातन सहन तरनकिजा 
सक कलखकलन ।
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EBHJNUD81 In no time, he had fallen to his death.|||किवनद समय मम उ अपनजा मनौत किक  
तरफ बढल रहक ।
EBHJNUD82 Show some superior ones.|||पतरदशरन सवरशतरकष्ट मम सक एकि रहक ।
EBHJNUD83 Some praise the work, and some architect.|||किक हप मुँ किजाम किक  पतरशसंसजा किरवक त 
किक हप मुँ रचनजा किक  ।
EBHJNUD84 Do you have any work ?|||तदहरजा किक  किवनद किजाम बजा ।
EBHJNUD85 Something may be worth doing.|||किह छ मपल्य किक  लजायकि किजाम हऽ ।
EBHJNUD86 There is nothing to do.|||एईजजा किह छह  किरक किक  नजा हऽ ।
EBHJNUD87 Some poets are at least as great as Tennyson.|||किह छ किकव किमसक किम एतनजा
पतरकसद हऊवन जकतनजा तजानसकन ।
EBHJNUD88 Some poets are not less great than Tennyson.|||किह छ किकव तजानसकन स किम 
महजान नजा हऊवन ।
EBHJNUD89 Some ants fight very fiercely.|||किह छ चनटनयजासं बहहत कहसंसकि तरनकिक  सक लड़जाई 
किरत रहक ।
EBHJNUD90 Nothing special.|||किह छ कवशकष न हऽ ।
EBHJNUD91 Some milk was split.||किह छ दपध फजाड़ल गईल रहक ।
EBHJNUD92 Some were acquitted, and some punished.|||किह छ किक  करहजा कि दकहल गईल रहक
और किह छ किक  दण्ड कदहल गईल रहक ।
EBHJNUD93 Some say he is a sharper.|||किह छ किहकलन ककि उ बहहत तकज हऽ ।
BHHJNUD94 How many old ages people cannot cross the road?|||किक तनजा ब हढ आदमन 
सड़कि पजार न किर सकिक लन ।
EBHJNUD95 Some were born great.|||किह छ महजान पपैदजा भईल रहल न ।
EBHJNUD96 Few persons can keep a secret.|||बहहत किम आदमन रहस्य किक  बनजायक रख 
सकितन ।
EBHJNUD97 Some boys started singing.|||किह छ लड़किजा गजावम शहर किईल रहक ।
EBHJNUD98 The wounded man was being helped by some boys.|||घजायल आदमन किक  
किह छ लईकिन दजारजा सहजायतजा किईल गईल रहक ।
EBHJNUD99 Few boys are not amenable to discipline.|||किह छ बजालकि अनहशजासन किक  लककिक  
उत्तरदजायन न हऊवन ।
EBHJNUD100 At some places, I went for interview too, but it didn't work 
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anywhere.|||किह छ जगहन पर हम सजाकजात्किजार खजाकतर गऊवन सं लक किन किहन सं इ किजाम न 
किईलस ।
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Meteor Precision by sentence length
 0
 2
 4
 6
 8
 10
 12
 14
0.0-0.1
0.1-0.2
0.2-0.3
0.3-0.4
0.4-0.5
0.5-0.6
0.6-0.7
0.7-0.8
0.8-0.9
0.9-1.0
N
um
be
r o
f s
eg
m
en
ts
P
EB-SMT-1
EB-SMT-2
 0
 50
 100
 150
 200
 250
0.0-0.1
0.1-0.2
0.2-0.3
0.3-0.4
0.4-0.5
0.5-0.6
0.6-0.7
0.7-0.8
0.8-0.9
0.9-1.0
N
um
be
r o
f s
eg
m
en
ts
P
EB-SMT-1
EB-SMT-2
1–10 words 11-25 words
 0
 20
 40
 60
 80
 100
 120
 140
0.0-0.1
0.1-0.2
0.2-0.3
0.3-0.4
0.4-0.5
0.5-0.6
0.6-0.7
0.7-0.8
0.8-0.9
0.9-1.0
N
um
be
r o
f s
eg
m
en
ts
P
EB-SMT-1
EB-SMT-2
 0
 2
 4
 6
 8
 10
 12
 14
0.0-0.1
0.1-0.2
0.2-0.3
0.3-0.4
0.4-0.5
0.5-0.6
0.6-0.7
0.7-0.8
0.8-0.9
0.9-1.0
N
um
be
r o
f s
eg
m
en
ts
P
EB-SMT-1
EB-SMT-2
26–50 words 51+ words
161
                                                  Appendix 4
Results of EB-SMT System 1 and 2 based on METEOR  Metric   
Meteor Recall by sentence length
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Meteor Fragmentation by sentence length
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Sentence Id Fluency:Eval-1 Adequacy:Eval-1 Fluency:Eval-2 Adequacy:Eval-2
1 3 2 2 2
2 2 1 2 4
3 1 1 2 5
4 3 2 4 5
5 2 2 4 5
6 1 1 2 2
7 2 3 4 5
8 1 1 2 2
9 3 2 4 4
10 1 2 4 4
11 2 3 2 2
12 3 3 4 5
13 2 3 4 4
14 3 4 4 5
15 2 3 5 5
16 3 4 4 5
17 2 3 2 3
18 4 5 5 5
19 4 4 4 4
20 2 3 5 5
21 2 4 4 5
22 2 3 4 4
23 2 4 4 5
24 2 3 4 5
25 2 4 5 5
26 5 5 5 5
27 2 3 4 4
28 2 3 2 3
29 2 3 2 2
30 2 3 2 4
31 2 3 2 3
32 5 4 5 5
33 2 4 4 5
34 2 3 4 4
35 2 3 1 1
36 2 3 4 4
                                                                         Appendix 5
               A Comparative Sample Set of Human Evaluation Scores of the PD based EB-SMT System
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37 2 3 2 2
38 3 3 4 5
39 3 4 5 5
40 2 3 4 4
41 5 5 5 5
42 3 3 4 5
43 2 4 4 5
44 2 4 4 5
45 2 4 5 5
46 2 4 2 3
47 2 3 2 2
48 2 2 1 1
49 2 4 5 5
50 3 4 5 5
51 2 4 2 4
52 2 4 4 5
53 2 4 5 5
54 4 4 5 5
55 3 2 4 5
56 2 4 4 5
57 2 4 5 5
58 4 4 5 5
59 4 4 5 5
60 4 4 4 4
61 2 4 2 2
62 2 3 4 4
63 4 4 4 5
64 2 4 4 5
65 2 4 4 5
66 2 4 2 3
67 4 5 5 5
68 2 4 2 2
69 2 4 4 5
70 4 5 4 5
71 2 4 2 2
72 2 3 4 4
73 2 4 4 5
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74 4 4 4 5
75 3 4 4 5
76 3 4 4 4
77 2 4 4 5
79 1 1 4 5
80 3 4 3 2
81 3 4 2 3
82 3 4 3 4
83 2 4 4 3
84 3 4 4 4
85 2 4 2 2
86 3 4 2 2
87 3 4 3 2
88 4 5 2 2
89 1 3 5 5
90 2 4 2 5
91 3 4 2 3
92 2 3 3 2
93 2 5 2 2
94 2 3 2 1
95 3 4 2 2
96 3 4 3 3
97 3 4 4 3
98 4 5 4 5
99 4 5 5 5
100 2 4 4 5
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Sentence Id Fluency:Eval-1 Adequacy:Eval-1 Fluency:Eval-2 Adequacy:Eval-2
1 2 2 4 4
2 4 2 4 4
3 4 5 2 2
4 2 4 2 3
5 2 4 4 4
6 2 5 2 2
7 4 4 4 4
8 2 5 2 2
9 1 3 4 2
10 1 4 4 2
11 1 4 2 2
12 2 4 4 4
13 2 5 2 2
14 2 4 4 4
15 2 4 4 5
16 1 3 4 4
17 1 2 2 2
18 2 4 4 4
19 2 4 2 3
20 3 4 4 4
21 1 4 4 3
22 1 4 1 1
23 2 4 4 3
24 1 3 4 3
25 2 5 4 4
26 4 4 4 4
27 2 4 4 3
28 2 4 4 2
29 2 4 2 2
30 1 4 2 2
31 1 4 2 2
32 4 4 4 4
33 2 3 2 2
34 2 4 2 2
35 2 2 1 1
36 1 3 4 2
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A Comparative Sample Set of Human Evaluation Scores of the UD based EB-SMT System
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37 2 4 1 1
38 2 4 4 4
39 2 4 4 4
40 2 2 4 3
41 2 4 4 4
42 2 3 4 4
43 2 4 4 3
44 2 4 4 3
45 2 4 4 4
46 3 3 2 2
47 4 4 4 4
48 1 4 1 1
49 2 3 4 4
50 3 4 2 3
51 2 4 2 3
52 2 5 4 3
53 1 4 4 4
54 2 4 2 3
55 2 2 1 1
56 1 4 4 3
57 4 3 4 5
58 4 4 4 5
59 2 3 4 4
60 3 4 4 4
61 3 3 2 2
62 1 2 4 3
63 2 4 4 3
64 3 4 2 3
65 2 2 4 4
66 2 2 4 4
67 4 4 4 5
68 4 4 4 4
69 3 3 4 1
70 2 2 4 5
71 4 4 2 3
72 4 5 4 5
73 5 5 4 4
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74 2 4 2 3
75 4 5 4 3
76 2 4 4 4
77 2 5 4 5
78 4 5 4 4
79 1 1 4 2
80 2 4 4 2
81 2 4 2 2
82 2 4 1 1
83 2 4 2 3
84 2 4 4 3
85 2 4 4 3
86 2 4 4 4
87 2 4 4 3
88 2 4 4 4
89 2 4 4 4
90 2 5 2 2
91 2 5 2 3
92 2 4 4 2
93 2 4 2 2
94 2 4 4 3
95 2 4 4 4
96 2 4 4 3
97 2 4 2 2
98 2 4 4 4
99 2 5 4 4
100 5 5 4 4
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