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Abstract
The title of the paper leads to an incorrect conclusion as we show that the equilibrium result of the paper is a special limit of
a general result for nonequilibrium systems in internal equilibrium already available in the literature. We also point out some
of the limitations of the approach taken by the authors.
Gao, Gallicchio and Roitberg (GGR) have suggested
in their work [1] that the generalized Boltzmann dis-
tribution is the only distribution for which the Gibbs-
Shannon entropy S equals the equilibrium (EQ) ther-
modynamic entropy Seq. In this form, the result is not
new as acknowledged by them for common EQ ensem-
bles (NV T0, V µ0T0 and NP0T0) [2] that require n = 3
independent variables; the suffix 0 has been added to
the fields as a reminder that they refer to the medium
Σ˜, which is always in EQ. (This choice of notation will
become useful below when we discuss nonequilibrium
(NEQ) systems.) The generalization to arbitrary EQ en-
sembles (n > 3) is trivially done; see Guggenheim [3].
Therefore, the main contribution of GGR is their claim
that the generalized Boltzmann distribution is the only
distribution for which S equals Seq; they donot remark
that Seq is defined up to a constant but not S.
The Gibbs-Shannon entropy S = −
∑
kpk ln pk [4],
where k indexes the microstates of the system, is com-
monly applied to NEQ states. Their claim, therefore,
will most certainly force the reader to incorrectly con-
clude that S is not equal to the thermodynamic entropy
S in a NEQ process where S is well defined as is eas-
ily verified for a NEQ ideal gas [4] discussed by Lan-
dau and Lifshitz [2]. They equate S with S [2, see Eq.
(40.7)] as GGR do in their Postulate 2. As S satisfies the
second law, they use the entropy maximization (akin to
GGR using their Eq. (9) for EQ as Postulate 1; more on
this later) to derive the equilibrium distribution (Conclu-
sion in the GGR approach). Indeed, we have also used
S = S to identify S in our work [5, 6]. By using entropy
maximization, we then obtain the probability distribu-
tion (Conclusion) for a special class of NEQ macrostates
said to be in internal equilibrium (IEQ); see below. Thus
the result by GGR is a special limit of our more gen-
eral result: the Gibbs-Shannon entropy S also equals the
thermodynamic entropy S of NEQ systems that are in
IEQ having a generalized Boltzmann distribution.
Let X = (E, V, · · · ) denote the set of n (extensive)
observables of the system. In EQ, Seq(X) is a state
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function of X in a state space SX. Away from EQ,
S(X, t) < Seq(X) has an explicit time dependence and
approaches Seq(X) from below as the system approaches
EQ [5–7]. The existence of S(X, t) is justified by the law
of increase of entropy as discussed elsewhere [6]. It is
common to use internal variables [8–10] to justify this
extra time dependence. Let ξ denote the set of inter-
nal variables needed to account for this t-dependence so
that S(X, t) can be written as a unique state function
S(Z) in an enlarged state space SZ, Z
.
= X ∪ ξ. Such a
state in SZ is identified as an internal equilibrium state
(IEQS) for which pk has a special form; see Eq. (3).
States that are not in IEQ will have their entropy given
by S(Z, t) < S(Z), and in time approaches S(Z) from
below. For them, pk and S(Z, t) have explicit time de-
pendence. Evidently, S(Z, t) must be maximized to yield
S(Z), which then leads to Eq. (1). Thus, entropy maxi-
mizing is equivalent to Postulate 1 as asserted above.
The Gibbs fundamental relation follows from S(Z)
dS = λ · dZ, (1)
with λ
.
= ∂S/∂Z; in particular, ∂S/∂E = 1/T, ∂S/∂V =
P/T, · · · , and ∂S/∂ ξ = A/T ; here y = (T, P, · · · ,A)
denotes the set of fields (temperature, pressure, · · · , and
affinity) and differs from y0 = (T0, P0, · · · ,A0 = 0) of
the medium Σ˜ unless Σ is in EQ. We rewrite Eq. (1) as
dE=TdS − TλE · dZE , (2)
where ZE
.
= Z\E, and λE = ∂S/∂ZE. For Seq(X), Eq.
(2) reduces to Eq. (9) of GGR [1], which is simply a
consequence of S = Seq being a state function. Thus,
Postulate 1 is a direct consequence of Postulate 2 and is
not required.
A particular NEQ ensemble in SZ is identified as fol-
lows. We pick a set of fields yf ⊂ y = (T, P, · · · ,A) and
a set ZEf ⊆ Z
E = (V, · · · , ξ) to be held fixed (f for fixed)
such that the number of elements in yf and Z
E
f total n.
We select ZEf such that Yf ∩ Z
E
f = ∅, where Yf denotes
the set conjugate to yf. We must set dZ
E
f = 0 in Eqs.
(1) and (2). We will always require that T ∈ yf so that
TdS is always present in Eq. (2) for these ensembles.
The Hamiltonian of Σ contains ZE as a parameter.
Therefore, its microstate mk(Z
E) and its energy Ek(Z
E)
1
also depend on it. Let pk be the probability of mk(Z
E);
however, neither mk(Z
E) nor Ek(Z
E) depend on pk. It
follows from E =
∑
kpkEk that λ
E =
∑
kpkλ
E
k , where
λEk
.
= (−1/T )∂Ek(ZE)/∂ZE . For example, the aver-
age pressure is P =
∑
kpkPk, where Pk = −∂Ek/∂V
is the pressure for mk(Z
E). However, we wish to con-
sider the case when each microstate’s pressure is identi-
cally equal to P ∈ yf. We accomplish this by choosing
Vk for mk such that ∂Ek/∂V |Vk = −P . However, this
results in fluctuating Vk over mk to describe a fixed P -
ensemble having the average V =
∑
kpkVk. This com-
ment applies to any of the fields in yf so that fixed fields
require corresponding conjugate variables Ykf such as
Ek, Vk, · · · , ξk to fluctuate over the microstates. The av-
erage Yf is determined by Yf =
∑
kpkYfk. In EQ, we
keep y0f ⊂ y0 = (T0, P0, · · · ,A0 = 0) fixed in generalized
ensembles considered by GGR for which they derive the
EQ generalized Boltzmann distributions. As said above,
NEQ ensembles require yf ⊂ y = (T, P, · · · ,A) fixed,
which equals y0 only in EQ.
We maximize S(Z, t) to obtain S(Z) = S(Z) under the
constraint of fixed Yf by using the Lagrange multiplier
λS
.
= ∂S/∂Yf [6, see Sec. 6.2]; the pk’s in IEQS are
pk = exp[−λ− λS ·Yfk], (3)
where λ ensures normalization; there is no explicit time
dependence. We find that S =λ + λS ·Yf and dS =λS ·
dYf. Equating dS with dS in Eq. (1), we identify λS
with λ. For EQ ensembles, we obtain the result given by
GGR, which justifies the reason for this Comment.
We should mention that the maximization is not neces-
sary for the derivation of pk. We can instead use the fact
that being a state function S(Z) = S(Z) has a unique
value in the IEQ state. Note that GGR also take Seq to
be a state function [1]. As S is extensive and is the aver-
age of (− ln pk), which is a linear operation, ln pk must be
a linear function of all extensive quantities in mk so that
we can express it as ln pk = α+β ·Yfk with constants α
and β so that S = −α− β ·Yf. Comparing dS with Eq.
(1) gives us Eq. (3) with λS = λ. This is a much simpler
derivation than the mathematical one given by GGR.
We now make the following observation. The Gibbs-
Shannon entropy S ≥ 0 always has a unique value with
its minimum occurring at S = 0. On the other hand,
thermodynamic entropy S is defined up to a constant so
its minimum is not unique. One must use the third law
(Seq
T0→0→ 0) to fix this constant. In that case, S and
Seq can be equated (Postulate 2) as GGR do. But there
are many examples of negative S (such as an ideal gas)
or of EQ crystals such as ice that have nonzero residual
entropy at absolute zero [11, p. 467]. In this case, S 6=
Seq. A residual entropy also occurs in NEQ systems such
as glasses, and can be handled by modifying S as shown
elsewhere [6, 12] to ensure S(Z) = S(Z) (Postulate 2).
We end the Comment by a simple NEQ example. Con-
sider a composite isolated system Σ consisting of two
identical subsystems Σ1 and Σ2 of identical volumes and
numbers of particles but at different temperatures T1 and
T2 at any time t ≤ τeq before EQ is reached at t = τeq
so the subsystems have different time-dependent energies
E1 and E2, respectively. We assume a diathermal wall
separating Σ1 and Σ2. Treating each subsystem in EQ
at each t, we write their entropies as S1eq(E1, V/2, N/2)
and S2eq(E2, V/2, N/2). The entropy S of Σ is a function
of n = 4: E1, E2, V , and N . Obviously, Σ is in an NEQ
macrostate at each t < τeq. From E1 and E2, we form
two independent combinations E = E1 + E2 =constant
and ξ = E1 − E2 so that we can express the entropy
as S(E, V,N, ξ). Here, ξ plays the role of an internal
variable, which continues to relax towards zero as Σ ap-
proaches EQ. We assume Σ to be in IEQ at each t.
From 1/T = ∂S/∂E and A/T = ∂S/∂ξ, we find that
T = 2T1T2/(T1 + T2) and A = (T2 − T1)/(T1 + T2). As
EQ is attained, T → Teq, the EQ temperature of both
subsystems and A → A0 = 0 as expected. In this ex-
ample, V and N form ZEf , and yf refers to T and A.
The microstates mk1and mk2 of the two subsystems form
the microstate mk of Σ. Thus, Ek = E1k1 + E2k2 and
ξk = E1k1 − E2k2 so that
pk(t) = exp[−(λ+ Ek +Aξk)/T ]
is the NEQ probability of the microstate mk, which is
consistent with the form in Eq. (3).
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