Model two-dimensional singular perturbed eigenvalue problem for Laplacian with frequently alternating type of boundary condition is considered. Complete two-parametrical asymptotics for the eigenelements are constructed. 
Introduction
Elliptic boundary value problems with frequently alternating type of boundary condition are mathematical models used in various applications. We briefly describe the formulation of these problems. In a given bounded domain with a smooth or a piecewise smooth boundary an elliptic equation is considered. On the boundary one selects a subset depending on a small parameter and consisting of a large number of disjoint parts. The measure of each part tends to zero as the small parameter tends to zero, while the number of these parts increases infinitely. On the subset described the Dirichlet boundary condition is imposed, whereas the Neumann boundary condition is imposed on the rest part of the boundary. There is a number of papers devoted to averaging of such problems (see, for instance, [1] - [4] ). The main objective of these works was to describe limiting (homogenized) problems. The case of periodic alternating of boundary conditions was investigated in [2] , [3] , while the nonperiodic one was treated in [1] , [4] . The main result of these works can be formulated as follows. The form of limiting problem (namely, type of boundary condition) depends of the relation between measures of parts of the boundary with different types of boundary conditions.
Further studying of the boundary value problems with frequently alternating boundary conditions was carried out in two directions. First direction consists in the estimates for degree of convergence under minimal number of restrictions to the structure of alternating of boundary conditions ( [2] , [4] - [6] ). Another direction in studying of these problems is a constructing the asymptotics expansions of solutions. Present paper develops exactly this direction.
In this paper we study a two-dimensional singular perturbed eigenvalue problem for Laplace operator in a unit circle D with center at the origin. On the boundary of the circle D we select a periodic subset γ ε consisting of N disjoint arcs, length of each arc equals 2εη, where N ≫ 1 is an integer number, ε = 2N −1 , η = η(ε), 0 < η < π/2. Each of these arcs can be obtained from an neighbouring one by rotation about the origin through the angle επ (cf. figure) . On γ ε we impose the Dirichlet boundary condition and the Neumann boundary condition is considered on the rest part of the boundary. From [1] , [2] it follows that the main role in determination of limiting problem belongs to the limit lim , where µ = µ(ε) is an arbitrary function tending to zero as ε → 0, and also, A + µ > 0 for ε > 0. Thus, the problem studied contains actually two parameters, ε and µ. In paper [7] complete power (on ε) asymptotics for the eigenelements of the perturbed problem were constructed in the case of the Neumann limiting problem (A = 0) under an additional assumption µ(ε) = A 0 ε, A 0 = const > 0.
In this paper we study the case of limiting Neumann or Robin problem (A ≥ 0) without any additional assumptions for η(ε). On the basis of the method Figure. of matched asymptotics expansions [8] , the method of composite expansions [9] and the multiscaled method [10] we obtain complete two-parametrical (on ε and µ) asymptotics for the eigenelements of the perturbed problem. Employing the asymptotics expansions for the eigenvalues, we prove that the perturbed problem has only simple and double eigenvalues, and we show criterion distinguishing these cases.
The problem and main results
Let x = (x 1 , x 2 ) be the Cartesian coordinates, (r, θ) be the associated polar coordinates, Γ ε = ∂D\γ ε . Without loss of generality we may assume that the set γ ε is symmetric with respect to the axis Ox 1 . We study singular perturbed eigenvalue problem
(1.1) [2] it follows that in the case A ≥ 0 the eigenelements of the perturbed problem converge to the eigenelements of the following limiting problem
The eigenfunctions converge strongly in L 2 (D) and weakly in H 1 (D). Total multiplicity of the perturbed eigenvalues converging to a p-multiply eigenvalue equals p.
It is well known fact that the eigenvalues of the problem (1.3) coincide with the roots of the equation
where J n are Bessel functions of integer order n ≥ 0, and associated eigenfunctions are defined by the equalities ψ 0 = J 0 √ λ 0 r (for n = 0) and
Remark 1.1. It should be stressed that the problem (1.3) can have eigenvalues of various multiplicity, including multiplicity more than two. This situation takes place because for some values of A there exists λ 0 being root of equation (1.4) for different n simultaneously. The proof of existence of such A is given in Appendix.
This paper is devoted to the proof of the following statement.
Theorem 1.1. Let λ 0 be a root of the equation (1.4) for n ≥ 0. Then there exists an eigenvalue λ ε of the perturbed problem converging to λ 0 and satisfying asymptotics
where Λ 0 (µ) is the root of the equation
ζ(t) is the Riemann zeta function. The functions Λ i (µ), i ≥ 0, are holomorphic on µ; for A = 0 and i ≥ 3 the representations Λ i (µ) = µ 2 Λ i (µ) hold, where Λ i (µ) are holomorphic on µ functions. The eigenvalue λ ε is simple, if n = 0, and it is double, if n > 0. The asymptotics of the associated eigenfunctions have the form (2.32) for n = 0 and (3.1) for n > 0. Remark 1.2. It is known ( [11] ) that for n ≥ 0 the functions J n (t) and J ′ n (t) are positive at the points t ∈ (0, n]. For this reason, the least root of the equation (1.4) exceeds n 2 , what and (1.5) imply the same for Λ 0 (µ), i.e., the denominators in (1.7) are nonzero. If A = n = λ 0 = 0, then Λ 0 > 0 and µ > 0, and the denominators in (1.7) are nonzero again. Remark 1.3. It should be stressed that Theorem 1.1 can be applied to each eigenvalue of the perturbed problem. If λ 0 is a root of the equation (1.4) only for one value of n, then Theorem 1.1 implies immediately that only one perturbed eigenvalue converges to λ 0 and this perturbed eigenvalue is simple or double. if λ 0 is a root of the equation (1.4) for some values n = n i , i = 1, . . . , m, m ≥ 2, then for this case below it will be shown (see Lemma 4.4) that asymptotic series (1.5)-(1.7) do not coincide for different n, and for this reason, exactly m perturbed eigenvalues (that are simple or double) converge to λ 0 that have asymptotics (1.5)-(1.7) with n = n i , i = 1, . . . , m. This paper has the following structure. In two next sections we formally construct asymptotics for the eigenvalues converging to the roots of the equation (1.4) . Also we formally construct the asymptotics for the associated eigenfunctions. We separate the cases n = 0 and n > 0, the former is considered in the second section, while the latter is studied in the third one. However, the results of the second and third section do not guarantee that the asymptotic series constructed formally are really asymptotics of the eigenelements of the perturbed problem. In the fourth section we carry out the justification of the asymptotics, i.e., we prove that the asymptotic series formally constructed do coincide with the asymptotics of the eigenelements of the perturbed problem. As it has been already mentioned in Remark 1.1, in Appendix we prove the existence of positive A for which there exists λ 0 being root of the equation (1.4) for different n simultaneously.
2. Formal construction of the asymptotics for the case n = 0
In this section on the basis of the method of composite expansions and the method of matched asymptotic expansions we formally construct the asymptotics for an eigenvalue λ ε , converging to a root λ 0 of the equation (1.4) with n = 0, and also, the asymptotics for the associated eigenfunction ψ ε .
At first, we briefly describe the scheme of construction. We seek for the asymptotics of the eigenvalue as the series (1.5). It easily seen that the function
is a solution of the equation (1.1) for each λ ε . At the same time, it does not satisfy boundary condition (1.2). In order to satisfy homogeneous Neumann boundary condition on Γ ε , using the method of composite expansions, we construct a boundary layer in the vicinity of the boundary of the circle D. This layer is constructed in the form of the asymptotic series
where ξ = (ξ 1 , ξ 2 ) = (θε −1 , (1−r)ε −1 ) are "scaled" variables. However, the employment of only the method of composite expansions does not allow to satisfy the homogeneous Dirichlet boundary condition on Γ ε simultaneously. In order to obtain the homogeneous Dirichlet boundary condition, we apply the method of matched asymptotics expansions in a neighbourhood of the points x m = (cos επm, sin επm),
The relations (2.3), (2.5) are a recurrence system of boundary value problems for the functions v i . According to the method of composite expansions, we are to seek its solutions exponentially decaying as ξ 2 → +∞. We shall obtain the explicit formulae for v i ; for this we use the following auxiliary statements.
We indicate by V the space of π-periodic on ξ 1 functions uniformly exponentially decaying as ξ 2 → +∞ together with all their derivatives, and belonging to
we denote the subset of V containing even (odd) on ξ 1 functions. We introduce the operators A k , k ≥ 0 is an integer number; their action on a function u ∈ V reads as follows
By definition of the spaces V, V + and V − and the definition of the operators A k , one can check that A k : V → V and A k :
Lemma 2.1. For each k ≥ 0 the equalities
hold.
Proof. Clear, for each function u ∈ V we can write
where
Employing the equalities obtained by induction, it is easy to prove the lemma. We set Π = {ξ : −π/2 < ξ 1 < π/2, ξ 2 > 0}, (ρ, ϑ) are the polar coordinates associated with the variables ξ. Lemma 2.2. Let the function F (ξ) ∈ V + has infinitely differentiable asymptotics
and there exists a natural number k, such that ∆ 
is a solution of the boundary value problem
belonging to H 1 (Π) ∩ V + , and having infinitely differentiable asymptotics
Proof. Since F ∈ V + , then, obviously, ∆ j ξ F ∈ V + , and, therefore, each term in the right hand side of (2.6) belongs to V + , what implies v ∈ V + . Let us check that the function v defined by the equality (2.6) is really a solution of the boundary value problem (2.7). Indeed, for each point ξ ∈ Γ 0 we have
For ξ ∈ Π, applying the Laplace operator to v, using Lemma 2.1, and employing the equality ∆ k ξ F ≡ 0, we get
We proceed to the proof of the asymptotics (2.8). Let a function U(ξ) ∈ V + have differentiable asymptotics
is true, where
, a is a fixed sufficiently small number. It is obvious that
Now we replace the function U by its asymptotics (2.9) in (2.10). After that the integral in (2.10) can be calculated explicitly, from what and (2.11) it follows that
as ρ → 0. For p = 0, 1 one can see that
as ρ → 0. For the function F we have the equalities as ρ → 0
which and (2.6), (2.9), (2.12), (2.13) and definition of the operators A j imply the asymptotics (2.8). In view of latter and the inclusion v ∈ V we conclude that v ∈ H 1 (Π). The proof is complete. Let X(ξ) = Re ln sin z + ln 2 − ξ 2 , where z = ξ 1 + iξ 2 is a complex variable. By direct calculations we check that X ∈ V + is a harmonic function as ξ 2 > 0, satisfying the boundary condition
and having differentiable asymptotics
14)
The lemmas proved enable us to solve the system of the problems (2.3), (2.5).
there exist solutions of the boundary value problems (2.3), (2.5) defined by formula (2.6) with F = F i , k = k i , where k i are some natural numbers. For the functions v i the representations
hold, where v ij ∈ H 1 (Π)∩V + , a ij are polynomials on Λ 1 , . . . , Λ i−2 with holomorphic on Λ 0 and α 1 coefficients, a ij (0, Λ 0 , 0, . . . , 0) = 0. The equalities M 1 = 0, M 2 = 1,
(2.16) take place. The asymptotics
are correct as ρ → 0, where α 0 = 0.
Proof. The statement of the lemma for i = 1, . . . , 4 and the equalities (2.16) are checked by direct calculations. For i ≥ 5 we carry out the proof by induction. Let the lemma is valid for i < K. Then, due to (2.5) and induction assumption we have the relation
where F Kj satisfy to all assumptions of Lemma 2.2, and the functions a Kj = a Kj (α 1 , Λ 0 , . . . , Λ K−2 ) posses all the properties described in the statement of the lemma being proved. Let v Kj be the solutions of the problem (2.7) for F = F Kj defined in accordance with (2.6). Then v K ∈ H 1 (Π) ∩ V + is a solution of the equation (2.5) for i = K, satisfying the homogeneous Neumann boundary condition on Γ 0 . From this fact it follows that the function v K defined in accordance with (2.15) is really a solution of the boundary value problem (2.3), (2.5) for i = K. Clear, the function F K satisfies the hypothesis of Lemma 2.2 and has the asymptotics
which and (2.8) imply
Combining the last equality with (2.14), (2.15), we obtain the asymptotics (2.17). The proof is complete.
As it follows from the definition of the functions v j , the sum of ψ ex ε and ψ mid ε does not satisfy homogeneous Dirichlet boundary condition on γ ε . Moreover, the functions v j have logarithmic singularities at the points x k . For this reason, we use the method of matched asymptotics expansions for the construction of the asymptotics for the eigenfunction in a neighbourhood of these points. We construct this asymptotics in the form of the series (2.2). The functions v j being periodic on ξ 1 , it is sufficient to carry out the matching in the vicinity of the point x 0 = (1, 0) and then to extend the results obtained for other points x k . We introduce the notation ς = ς 0 = ξη −1 . Let us substitute the series (1.5) and (2.2) in (1.1), (1.2), and calculate after that the coefficients of the same powers of ε. As a result, we have the following problems for w i,j :
where γ 1 is the interval (−1, 1) in the axis ς 2 = 0, and Γ 1 is the complement of γ 1 on the axis Oς 1 . Next following the method of matched asymptotics expansions, we calculate the asymptotics as |ς| → ∞ for the functions w i,j . We denote
where χ(t) is an infinitely differentiable cut-off function equal to one as t < 1/3 and to zero as t > 1/2. Expanding in Taylor series, we can write
20)
where the functions g i = g i (Λ 0 , . . . , Λ i−3 ) are polynomials with respect to Λ 1 , . . . , Λ i−3 with holomorphic on Λ 0 coefficients,
as η 1/2 < ρ < 2η 1/2 (i.e., as η −1/2 < |ς| < 2η −1/2 ). We substitute (2.20) and (2.22) in the formula for Ψ ε,K . Then, as
Observe, in view of definition of the functions α i , the quantity
In accordance with the method of matched asymptotics expansions, we must find the solutions of (2.18), (2.19), satisfying the asymptotics
We introduce the function Y (ς) = Re ln y + y 2 − 1 , where y = ς 1 + iς 2 is a complex variable. By definition, Y (ς) is a solution of the problem (2.18) and has the asymptotics
¿From the properties of the function Y , the asymptotics (2.23), (2.25), (2.26) and the problem (2.18) we deduce that
Comparing the asymptotics for the function w i,0 implied by (2.26), (2.27) with the equalities (2.23), (2.25), we conclude that 
Deducing this equality, in view of the equation (1.6) we replaced 
is a holomorphic function as µ ≥ 0. In view of the statement of Lemma 2.3 for the functions a ij and of the formula (2.15) for the function v i , the function v i (0, µ) is holomorphic on µ, provided Λ 0 , . . . , Λ i−1 are holomorphic on µ. Using this fact and that the functions f i+1 and g i are holomorphic on Λ 0 , . . . , Λ i−3 , one can easy prove by induction that Λ i are holomorphic on µ.
We proceed to the case A = 0. For i = 3, 4 from (1.7) it follows that Λ i (µ) = µ 2 Λ i (µ), where Λ i (µ) are holomorphic on µ functions. Let us show the same for i ≥ 5. Suppose that it is true for i < M. Since the functions
are holomorphic on µ functions. By this fact and (2.29) we arrive at the desired representations.
Let us determine the functions w i,1 . By direct calculations we check that the solutions of the problems (2.19), satisfying asymptotics (2.24), (2.25), have the form
Thus, the formally constructed asymptotics for the eigenfunction looks as follows
We introduce the notations
The functions ψ ε,K and λ ε,k are the solutions of the problem Proof. The desired smoothness of ψ ε,K and ψ ε,K follows directly from the definition of these functions and the smoothness of the functions ψ ex ε,K , v i and w i,j . It is obvious that λ ε,K → λ 0 , ψ ε,K , ψ ε,K → ψ 0 as ε → 0. By definition and properties of the quantities α i we deduce that b k (ε) = O ε K (A + µ) 2 , from what and the definition of the functions G (K) ε and α K+1 and the smoothness of the function χ it follows that R ε,K = O ε K+1 (A + µ) 2 . Since the function χ ε (x) equals zero in a small neighbourhood of the set γ ε , and the functions w ij vanish on γ 1 , then the function ψ ε,K satisfies Dirichlet homogeneous boundary condition on γ ε . By direct calculations we check that for
Applying the operator − (∆ + λ ε,K ) to the function ψ ε,K (x), we obtain that
Direct calculations yield f
Due to the equations (2.5) the
holds, where F (j)
K are explicitly calculated functions, and it easy to show that F (j)
. By exponential decaying as ξ 2 → +∞ of the functions v i one can deduce that f
, where q is a some fixed number.
Bearing in mind the problems for the functions w i,j , we see that
Using the explicit formulae for the functions w i,j and the asymptotics (2.25), we obtain the equality f
. In view of the matching carried ε,K as ε → 0. This is the only reason for that the functions w i,1 were employed. Collecting now the estimates for the functions f (i) ε,K , we arrive at the desired estimate for f ε,K . The proof is complete.
Formal construction of the asymptotics for the case n > 0
In present section we shall formally construct the asymptotics for the eigenvalue λ ε , converging to a root λ 0 of the equation (1.4) with n > 0, and we shall formally construct the asymptotics for the associated eigenfunctions ψ ± ε . On the whole, the scheme of construction is similar to the case n = 0. The only (and not principal) distinction is the using of the multiscaled method.
The asymptotics for the eigenvalue is constructed in the form of the series (1.5), and we construct the asymptotics of the eigenfunctions ψ ± ε as the series
By analogy with the previous section, the functions ψ mid,± ε
are the boundary layers, we introduce them in order to attain the Neumann boundary condition on Γ ε . Employing the method of matched asymptotics expansions, we construct the asymptotics for the eigenfunctions ψ We proceed to the construction. We postulate the sum of the functions ψ ex,± ε and ψ mid,± ε to satisfy homogeneous Neumann boundary condition everywhere on ∂D except the points x k , i.e.,
Replacing now λ ε and ψ mid,± ε by the series (1.5) and (3.2), and calculating the coefficients of the powers of ε separately for φ + (nθ) and φ − (nθ), we get the boundary conditions for the functions v ± i :
where f i = f i (Λ 0 , . . . , Λ i−4 ) are polynomials onΛ 1 , . . . , Λ i−4 with holomorphic on Λ 0 coefficients, f i (Λ 0 , 0, . . . , 0) = 0. Similarly to the way by which the equations (2.5) were obtained, we substitute (1.5) and (3.2) in (1.1) and calculate the coefficients of powers of ε separately for φ + (nθ) and φ − (nθ). As a result, we deduce the equations for v
We seek the exponentially decaying as ξ 2 → +∞ solutions of the recurrence system of boundary value problems (3.4), (3.6) .
By analogy with Lemma 2.2 one can prove the following statement.
Lemma 3.1. Let the function F (ξ) ∈ V − has infinitely differentiable asymptotics
and there exists a natural number k, such that ∆ k ξ F ≡ 0 for ξ 2 > 0. Then the function v defined in accordance with (2.6) is a solution of the boundary value problem (2.7), belonging to H 1 (Π) ∩ V − , and having infinitely differentiable asymptotics
where α is a some number.
Employing Lemmas 2.2 and 3.1, by analogy with Lemma 2.3, it is easy to prove the following lemma.
, Λ 1 (µ) = Λ 2 (µ) = 0, there exist solutions of the boundary value problems (3.4), (3.6) defined by formula (2.6) with
take place. The asymptotics (2.17) with α i from (3.5) and Similarly to the previous section, for construction of the asymptotics for the eigenfunctions ψ ± ε in a neighbourhood of the points x m we apply the method of matched asymptotics expansions. The asymptotics of the functions ψ ± ε in a neighbourhood of the points x m are constructed in the form of the series (3.3), doing this, we match the functions w i,j with v i , whereas the functions w 5) and (3.3) in the problem (1.1), (1.2) , pass to the variables ς and collect coefficients of powers of ε separately for φ + (nθ) and φ − (nθ). As a result, we get the boundary value problems (2.18) and (2.19) for the functions w i,j , and the following ones for the functions w ad i,1 :
Following the method of matched asymptotics expansions, we must construct the solutions of the problems (2.18), (2.19) and (3.9) with asymptotics (2.25) and 
, by analogy with the way by which (2.29) was obtained from (1.6), (2.28), (3.5) and (3.10), one can get the formulae for Λ i :
Making i = 3, 4 in the formulae obtained and using the equalities (2.15), (2.30) and (3.7), we have (1.7) also for n > 0. Reproducing the arguments of the previous section, one can prove that Λ i (µ) are holomorphic on µ ≥ 0 functions satisfying the 
are solutions of the boundary value problems
and have asymptotics
By the properties of the functions Y j , the definition of the function w i,0 , the problem (3.9) and the asymptotics (3.11), (3.12) we obtain that
We set
By analogy with Theorem 2.1, one can prove the following statement.
and λ ε,k are the solutions of the problem (2.33) with u ε = ψ
Justification of the asymptotics
In this section we shall prove that asymptotic expansions formally constructed in two previous sections are really provide asymptotics for the eigenelements of the problem (1.1), (1.2) . In order to do it we shall employ the following statements.
Lemma 4.1. Let Q be any compact set in complex plane containing no eigenvalues of the limiting problem. Then for all λ ∈ Q, f ∈ L 2 (D) and sufficiently small ε the problem (2.33) is uniquely solvable and for its solution the uniform on ε, µ, λ and f estimate
holds, where
The function u ε converges to the solution of the problem
uniformly on λ.
Proof. The solvability of the problem (2.33) is obvious. Clear, in order to prove the uniqueness of its solution it is sufficient to prove the estimate (4.1). We prove the latter by arguing by contradiction. Suppose that there exist sequences
takes place. There is no loss of generality in assuming that u ε = 1. We multiply both sides of the equation in (2.33) by u ε and integrate by part. Then we have a priori uniform estimate
By this estimate, the equality u ε = 1, and (4.3) we deduce
From the assertions obtained and the theorem about the compact embedding of
it follows that there exists a subsequence of indexes k (we indicate it by k ′ ), such that λ k ′ → λ * ∈ Q and
In [2] it was shown that for each function V ∈ C ∞ (D) there exists a sequence of functions V ε ∈ H 1 (D), vanishing on γ ε , such that
where v ε is an arbitrary sequence of functions from
and weakly in H 1 (D). In view of (2.33) we have the equality
passing in which to limit as k ′ → ∞ and bearing in mind (4.4), (4.5), we conclude that u * is a solution of the problem
i.e., λ * ∈ Q is an eigenvalue of the limiting problem, whereas by assumption the set Q does not contain the eigenvalues of the limiting problem, a contradiction. The estimate (4.1) is proved. By similar arguments, employing (4.1) instead of (4.4), it easy to prove the convergence of the solution of the problem (2.33) with λ = λ(k) −→ k→∞ λ * to the solution of the problem (4.2) with λ = λ * . From this fact and continuity on λ of u 0 it follows the uniform on λ convergence of u ε to u 0 . The proof is complete. 
ε . For u ε uniform on ε, µ, λ and f estimate
takes place.
Proof. It is known that the solution u ε of the problem (2.33) is a meromorphic on λ function having only simple poles coinciding with the eigenvalues of the perturbed problem. Residua at these poles (eigenvalues) are the associated eigenfunctions of the perturbed problem. Since λ 
is valid, where b
ε are some scalar coefficients, u ε is a holomorphic on λ function. From the equation for u ε it follows that
Substituting the formula (4.8) into this equality we obtain that
from what by holomorphy of u ε we deduce:
These relations and (4.8) imply (4.6).
Let us show the estimate (4.7). We indicate by S(z, a) an open circle of radius a in complex plane with center at the point z. We choose the number δ by the condition that the circle S(λ 0 , δ) contains no eigenvalues of the limiting problem except λ 0 . Then for all sufficiently small ε each λ (j) ε lies in the circle S(λ 0 , δ/2). Therefore, by the representation (4.8) and Lemma 4.1 for λ ∈ ∂S(λ 0 , δ) the uniform estimate
is true. Since u ε is holomorphic on λ, then due to module maximum principle the last inequality holds also for λ ∈ S(λ 0 , δ). The proof is complete. holds.
