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Abstract
An electron spin moving adiabatically in a strong, spatially non-uniform
magnetic field accumulates a geometric phase or Berry phase, which might
be observable as a conductance oscillation in a mesoscopic ring. Two contra-
dicting theories exist for how strong the magnetic field should be to ensure
adiabaticity if the motion is diffusive. To resolve this controversy, we study
the effect of a non-uniform magnetic field on the spin polarization and on the
weak-localization effect. The diffusion equation for the Cooperon is solved ex-
actly. Adiabaticity requires that the spin-precession time is short compared
to the elastic scattering time — it is not sufficient that it is short compared to
the diffusion time around the ring. This strong condition severely complicates
the experimental observation.
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I. INTRODUCTION
The adiabatic theorem of quantum mechanics implies that the final state of a particle
that moves slowly along a closed path is identical to the initial eigenstate — up to a phase
factor. The Berry phase is a time-independent contribution to this phase, depending only
on the geometry of the path.1 A simple example is a spin-1/2 in a rotating magnetic field B,
where the Berry phase equals half the solid angle swept by B. It was proposed by Stern2 to
measure the Berry phase in the conductance G of a mesoscopic ring in a spatially rotating
magnetic field. Oscillations of G as a function of the swept solid angle were predicted, similar
to the Aharonov-Bohm oscillations as a function of the enclosed flux.3
An important practical difference between the two effects is that the Aharonov-Bohm
oscillations exist at arbitrarily small magnetic fields, whereas for the oscillations due to the
Berry phase the magnetic field should be sufficiently strong to allow the spin to adiabatically
follow the changing direction. Generally speaking, adiabaticity requires that the precession
frequency ωB is large compared to the reciprocal of the characteristic timescale tc on which
B changes direction. We know that ωB = gµBB/2h¯, with g the Lande´-factor and µB the
Bohr magneton. The question is, what is tc? In a ballistic ring there is only one candidate,
the circumference L of the ring divided by the Fermi velocity v. (For simplicity we assume
that L is also the scale on which the field direction changes.) In a diffusive ring there are two
candidates: the elastic scattering time τ and the diffusion time τd around the ring. They
differ by a factor τd/τ ≃ (L/ℓ)2, where ℓ = vτ is the mean free path. Since, by definition,
L≫ ℓ in a diffusive system, the two time scales are far apart. Which of the two time scales
is the relevant one is still under debate.4
Stern’s original proposal2 was that
ωB ≫ 1
τ
(1.1)
is necessary to observe the Berry-phase oscillations. For realistic values of g this requires
magnetic fields in the quantum Hall regime, outside the range of validity of the semiclassical
theory. We call Eq. (1.1) the “pessimistic criterion”. In a later work,5 Loss, Schoeller, and
Goldbart (LSG) concluded that adiabaticity is reached already at much weaker magnetic
fields, when
ωB ≫ 1
τd
≃ 1
τ
(
ℓ
L
)2
. (1.2)
This “optimistic criterion” has motivated experimentalists to search for the Berry-phase
oscillations in disordered conductors,6 and was invoked in a recent study of the conductivity
of mesoscopic ferromagnets.7 In this paper, we re-examine the semiclassical theory of LSG
to resolve the controversy.
The Berry-phase oscillations in the conductance result from a periodic modulation of
the weak-localization correction, and require the solution of a diffusion equation for the
Cooperon propagator. To solve this problem we need to consider the coupled dynamics of
four spin-degrees of freedom. (The Cooperon has four spin indices.) To gain insight we first
examine in Sec. II the simpler problem of the dynamics of a single spin variable, by studying
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the randomization of a spin-polarized electron gas by a non-uniform magnetic field. We
start at the level of the Boltzmann equation and then make the diffusion approximation.
We show how the diffusion equation can be solved exactly for the first two moments of the
polarization. The same procedure is used in Sec. III to arrive at a diffusion equation for
the Cooperon. This equation coincides with the equation derived by LSG in the weak-field
regime ωBτ ≪ 1, but is different in the strong-field regime ωBτ >∼ 1. We present an exact
solution for the weak-localization correction and compare with the findings of LSG.
Our conclusion both for the polarization and for the weak-localization correction is that
adiabaticity requires ωBτ ≫ 1. Regrettably, the pessimistic criterion (1.1) is correct, in
agreement with Stern’s original conclusion. The optimistic criterion (1.2) advocated by
LSG turns out to be the criterion for maximal randomization of the spin by the magnetic
field, and not the criterion for adiabaticity.
II. SPIN-RESOLVED TRANSMISSION
A. Formulation of the problem
Consider a conductor in a magnetic field B, containing a disordered segment (length L,
mean free path ℓ at Fermi velocity v) in which the magnetic field changes its direction. An
electron at the Fermi level with spin up (relative to the local magnetic field) is injected at
one end and reaches the other end. What is the probability that its spin is up?
L
B
x
y
η
FIG. 1. Schematic drawing of a two-dimensional electron gas in the spatially rotating magnetic
field of Eq. (2.1), with f = 1.
For simplicity we take for the conductor a two-dimensional electron gas (in the x-y plane,
with the disordered region between x = 0 and x = L), and we ignore the curvature of the
electron trajectories by the Lorentz force. The problem becomes effectively one-dimensional
by assuming that B depends on x only. We choose a rotation ofB in the x-y-plane, according
to
3
B(x, y, z = 0) =
(
B sin η cos 2πfx
L
, B sin η sin 2πfx
L
, B cos η
)
, (2.1)
with η and f arbitrary parameters. The geometry is sketched in Fig. 1. We treat the orbital
motion semiclassically, within the framework of the Boltzmann equation. (This is justified if
the Fermi wavelength is much smaller than ℓ.) The spin dynamics requires a fully quantum
mechanical treatment. We assume that the Zeeman energy gµBB is much smaller than the
Fermi energy 1
2
mv2, so that the orbital motion is independent of the spin.
We introduce the probability density P (x, φ, ξ, t) for the electron to be at time t at
position x with velocity v = (v cosφ, v sin φ, 0), in the spin state with spinor ξ = (ξ1, ξ2).
The dynamics of ξ depends on the local magnetic field according to
dξ
dt
=
igµB
2h¯
B · σ ξ, (2.2)
where σ = (σx, σy, σz) is the vector of Pauli matrices. It is convenient to decompose ξ =
χ1ξ↑ + χ2ξ↓ into the local eigenstates ξ↑, ξ↓ of B · σ,
ξ↑ =
(
cos η
2
e−iπfx/L
sin η
2
eiπfx/L
)
, ξ↓ =
(− sin η
2
e−iπfx/L
cos η
2
eiπfx/L
)
, (2.3a)
B · σ ξ↑ = Bξ↑, B · σ ξ↓ = −Bξ↓, (2.3b)
and use the real and imaginary parts of the coefficients χ1, χ2 as variables in the
Boltzmann equation. The dynamics of the vector of coefficients c = (c1, c2, c3, c4) =
(Reχ1, Imχ1,Reχ2, Imχ2) is given by
dc
dt
=
1
τ
Mc, M =M0 +M1 cosφ, (2.4a)
M0 = ωBτ


0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0

 , M1 = πfℓL


0 − cos η 0 sin η
cos η 0 − sin η 0
0 sin η 0 cos η
− sin η 0 − cos η 0

 , (2.4b)
where ωB = gµBB/2h¯ is the precession frequency of the spin. The Boltzmann equation takes
the form
τ
∂
∂t
P (x, φ, c, t) = −ℓ cosφ∂P
∂x
−∑
i,j
∂
∂ci
(MijcjP )− P +
∫ 2π
0
dφ′
2π
P (x, φ′, c, t), (2.5)
where we have assumed isotropic scattering (rate 1/τ = v/ℓ).
We look for a stationary solution to the Boltzmann equation, so the left-hand-side of Eq.
(2.5) is zero and we omit the argument t of P . A stationary flux of particles with an isotropic
velocity distribution is injected at x = 0, their spins all aligned with the local magnetic field
(so χ2 = 0 at x = 0). Without loss of generality we may assume that χ1 = 1 at x = 0. No
particles are incident from the other end, at x = L. Thus the boundary conditions are
4
P (x = 0, φ, c) = δ(c1 − 1)δ(c2)δ(c3)δ(c4) if cos φ > 0, (2.6a)
P (x = L, φ, c) = 0 if cosφ < 0. (2.6b)
This completes the formulation of the problem. We compare two methods of solution.
The first is an exact numerical solution of the Boltzmann equation using the Monte Carlo
method. The second is an approximate analytical solution using the diffusion approximation,
valid for L≫ ℓ. We begin with the latter.
B. Diffusion approximation
The diffusion approximation amounts to the assumption that P has a simple cosine-
dependence on φ,
P (x, φ, c) = N(x, c) + J(x, c) cosφ. (2.7)
To determine the density N and current J we substitute Eq. (2.7) into Eq. (2.5) and integrate
over φ. This gives
ℓ
∂J
∂x
= − ∂
∂c
(2M0cN +M1cJ) . (2.8)
Similarly, multiplication with cosφ before integration gives
ℓ
∂N
∂x
= − ∂
∂c
(M0cJ +M1cN)− J. (2.9)
Thus we have a closed set of partial differential equations for the unknown functions N(x, c)
and J(x, c). Boundary conditions are obtained by multiplying Eq. (2.6) with cosφ and
integrating over φ:
N(x = 0, c) +
π
4
J(x = 0, c) = δ(c1 − 1)δ(c2)δ(c3)δ(c4), (2.10a)
N(x = L, c)− π
4
J(x = L, c) = 0. (2.10b)
We seek the spin polarization p = c21 + c
2
2 − c23 − c24 of the transmitted electrons, charac-
terized by the distribution
P (p) =
∫
dc J(x = L, c)δ(c21 + c
2
2 − c23 − c24 − p)∫
dc J(x = L, c)
. (2.11)
(The notation
∫
dc ≡ ∫ dc1 ∫ dc2 ∫ dc3 ∫ dc4 indicates an integration over the spin variables.)
We compute the first two moments of P (p). The first moment p is the fraction of transmitted
electrons with spin up minus the fraction with spin down, averaged quantum mechanically
over the spin state and statistically over the disorder. The variance Var p = p2 − p2 gives
an indication of the magnitude of the statistical fluctuations.
Integration of Eqs. (2.8)–(2.10) over the spin variables yields the equations and boundary
conditions for the functions N(x) =
∫
dcN(x, c) and J(x) =
∫
dc J(x, c):
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ℓ
dN
dx
= −J, dJ
dx
= 0, (2.12a)
N(0) +
π
4
J(0) = 1, N(L)− π
4
J(L) = 0. (2.12b)
The solution
J(x) =
(
π
2
+
L
ℓ
)−1
(2.13)
determines the denominator of Eq. (2.11).
To determine p we multiply Eqs. (2.8) and (2.9) with χαχ
∗
β and integrate over c. (Recall
that χ1 = c1 + ic2, χ2 = c3 + ic4.) It follows upon partial integration that
∫
dc χαχ
∗
β
∂
∂c
(M0cf) = −
∑
ρ,σ
(Sαρδβσ − δαρSβσ)
∫
dc χρχ
∗
σf, (2.14a)
∫
dc χαχ
∗
β
∂
∂c
(M1cf) = −
∑
ρ,σ
(Tαρδβσ − δαρTβσ)
∫
dc χρχ
∗
σf, (2.14b)
for arbitrary functions f(x, c). The 2× 2 matrices S, T are defined by
S = iωBτσz, T =
iπfℓ
L
(σz cos η − σx sin η) . (2.15)
In this way we find that the moments
Nαβ(x) =
∫
dc χαχ
∗
βN(x, c), (2.16a)
Jαβ(x) =
∫
dc χαχ
∗
βJ(x, c), (2.16b)
satisfy the ordinary differential equations
ℓ
dNαβ
dx
=
∑
ρ,σ
(Tαρδβσ − δαρTβσ)Nρσ +
∑
ρ,σ
(Sαρδβσ − δαρSβσ) Jρσ − Jαβ, (2.17a)
ℓ
dJαβ
dx
= 2
∑
ρ,σ
(Sαρδβσ − δαρSβσ)Nρσ +
∑
ρ,σ
(Tαρδβσ − δαρTβσ)Jρσ, (2.17b)
with boundary conditions
Nαβ(x = 0) +
π
4
Jαβ(x = 0) = δα1δβ1, (2.18a)
Nαβ(x = L)− π
4
Jαβ(x = L) = 0. (2.18b)
The mean polarization p is determined by Jαβ according to
p =
J11(L)− J22(L)
J(L)
=
(
π
2
+
L
ℓ
)
[J11(L)− J22(L)] . (2.19)
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Since Eq. (2.17) is linear in the 8 functions Nαβ(x), Jαβ(x) (α, β = 1, 2), a solution
requires the eigenvalues and right eigenvectors of the 8× 8 matrix of coefficients. These can
be readily computed numerically for any values of L/ℓ and ωBτ . We have found an analytic
asymptotic solution for L/ℓ≫ 1 and ωBτ ≫ (fℓ/L)2, given by
p =
k
sinh k
, k =
2πf sin η√
1 + (2ωBτ)2
. (2.20)
In Fig. 2 we compare the numerical solution (solid curve) with Eq. (2.20) (dashed curve) for
L/ℓ = 25 and η = π/3, f = 1. The two curves are almost indistinguishable, except for the
smallest values of ωBτ .
FIG. 2. Average and variance of the spin polarization p of the current transmitted through
a two-dimensional region of length L = 25 ℓ, as a function of ωBτ , for a magnetic field given by
Eq. (2.1) with η = π/3 and f = 1. The data points result from Monte Carlo simulations of the
Boltzmann equation (2.5), the solid curves result from the diffusion approximation (2.7), and the
dashed curves are the asymptotic formulas (2.20) and (2.27). Notice the transient regime (A), the
randomized regime (B), and the adiabatic regime (C).
In a similar way, we compute the second moment of P (p) by multiplying Eqs. (2.8) and
(2.9) with χαχ
∗
βχγχ
∗
δ and integrating over c. The result is a closed set of equations
ℓ
d
dx
Nαβγδ =
∑
µ,ν,ρ,σ
(
LµνρσαβγδNµνρσ +K
µνρσ
αβγδJµνρσ
)
− Jαβγδ, (2.21a)
ℓ
d
dx
Jαβγδ =
∑
µ,ν,ρ,σ
(
2KµνρσαβγδNµνρσ + L
µνρσ
αβγδJµνρσ
)
, (2.21b)
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where we have defined
Kµνρσαβγδ = Sαµδβνδγρδδσ − δαµSβνδγρδδσ + δαµδβνSγρδδσ − δαµδβνδγρSδσ, (2.22a)
Lµνρσαβγδ = Tαµδβνδγρδδσ − δαµTβνδγρδδσ + δαµδβνTγρδδσ − δαµδβνδγρTδσ, (2.22b)
Nαβγδ(x) =
∫
dc χαχ
∗
βχγχ
∗
δN(x, c), (2.23a)
Jαβγδ(x) =
∫
dc χαχ
∗
βχγχ
∗
δJ(x, c). (2.23b)
The boundary conditions on the functions Nαβγδ and Jαβγδ are
Nαβγδ(x = 0) +
π
4
Jαβγδ(x = 0) = δα1δβ1δγ1δδ1, (2.24)
Nαβγδ(x = L)− π
4
Jαβγδ(x = L) = 0. (2.25)
The second moment p2 is determined by
p2 =
(
π
2
+
L
ℓ
)
[J1111(x = L)− J1122(x = L)− J2211(x = L) + J2222(x = L)] . (2.26)
The numerical solution is plotted also in Fig. 2, together with the asymptotic expression
Var p =
1
3
+
2k
√
3
3 sinh
(
k
√
3
) − k2
sinh2 k
. (2.27)
It is evident from Eqs. (2.20) and (2.27), and from Fig. 2, that the regime with p = 1,
Var p = 0 is entered for ωBτ >∼ f [for sin η = O(1)], in agreement with Stern’s criterion
(1.1) for adiabaticity. For smaller ωBτ adiabaticity is lost. There is a transient regime
ωBτ ≪ (fℓ/L)2, in which the precession frequency is so low that the spin remains in the same
state during the entire diffusion process. For (fℓ/L)2 ≪ ωBτ ≪ f the average polarization
reaches a plateau value close to zero with a finite variance. For a sufficiently non-uniform
field, f sin η ≫ 1, we find in this regime p = 0 and Var p = 1/3, which means that the
spin state is completely randomized. The transient regime, the randomized regime, and the
adiabatic regime are indicated in Fig. 2 by the letters A, B, and C.
C. Comparison with Monte Carlo simulations
In order to check the diffusion approximation we solved the full Boltzmann equation by
means of a Monte Carlo simulation. A particle is moved from x = 0 over a distance ℓ1 in the
direction φ1, then over a distance ℓ2 in the direction φ2, and so on, until it is reflected back
to x = 0 or transmitted to x = L. The step lengths ℓi are chosen randomly from a Poisson
distribution with mean ℓ. The directions φi are chosen uniformly from [0, 2π], except for the
initial direction φ1, which is distributed ∝ cosφ1. The spin components are given by
8
(
χ1
χ2
)
=
∏
i
e(S+T cosφi)ℓi/ℓ
(
1
0
)
. (2.28)
To find pn, one has to average (|χ1|2 − |χ2|2)n over the transmitted particles. The results
for L/ℓ = 25 are shown in Fig. 2 (data points). They agree very well with the results of the
previous subsection, thus confirming the validity of the diffusion approximation for L/ℓ≫ 1.
III. WEAK LOCALIZATION
A. Formulation of the problem
We turn to the effect of the non-uniform magnetic field on the weak-localization correc-
tion of a multiply-connected system. We consider the same geometry as in Fig. 1, but now
with periodic boundary conditions — to model a ring of circumference L. Only the effects of
the magnetic field on the spin are included, to isolate the Berry phase from the conventional
Aharonov-Bohm phase. As in the previous subsection, we assume that the orbital motion
is independent of the spin dynamics. We follow LSG in applying the semiclassical theory of
Chakravarty and Schmidt8 to the problem, however, we start at the level of the Boltzmann
equation — rather than at the level of the diffusion equation — and make the diffusion
approximation at a later stage of the calculation.
The weak-localization correction ∆G to the conductance is given by
∆G = − e
2D
πh¯L
∫ ∞
0
dt e−t/τϕC(t), (3.1)
where τϕ is the phase coherence time and the diffusion coefficient D = vl/d in d dimensions.
(In our geometry d = 2.) The “return quasi-probability” C(t) is expressed as a sum over
“Boltzmannian walks” R(t) with R(0) = R(t),
C(t) =
∑
{R(t)}
W Tr (U+U−). (3.2)
Here W [R(t)] is the weight of the Boltzmannian walk for a spinless particle. The 2 × 2
matrices U±[R(t)] are defined by
U± = T exp
{
±igµB
2h¯
∫ t
0
dt′B(R(t′)) · σ
}
, (3.3)
where T denotes a time ordering. The factor Tr (U+U−) in Eq. (3.2) accounts for the phase
difference of time-reversed paths.
The Cooperon can be written in terms of a propagator χ,
C(t) =
1
2π
∫ 2π
0
dφ
∫ 2π
0
dφi
∑
α,β
χαββα(xi, xi;φ, φi; t), (3.4)
that satisfies the kinetic equation
9
(
∂
∂t
+ B
)
χαβγδ(x, xi;φ, φi; t)− igµB
2h¯
∑
α′,γ′
[
(B(x) · σ)αα′δγγ′ − δαα′(B(x) · σ)γγ′
]
χα′βγ′δ
= δ(t)δ(x− xi)δ(φ− φi)δαβδγδ. (3.5)
The Boltzmann operator B is given by
B = v cosφ ∂
∂x
+
1
τ
− 1
τ
∫ 2π
0
dφ
2π
. (3.6)
The propagator χ is a moment of the probability distribution P (x, φ, U+, U−, t),
χαβγδ =
∫
dU+
∫
dU− U+αβU
−
γδP, (3.7)
that satisfies the Boltzmann equation
[
∂
∂t
+ B + ∂
∂U+
(
dU+
dt
)
+
∂
∂U−
(
dU−
dt
)]
P (x, φ, U+, U−, t) = 0, (3.8)
with initial condition
P (x, φ, U+, U−, 0) = δ(x− xi)δ(φ− φi)δ(U+ − 11)δ(U− − 11). (3.9)
The notation dU+ or dU− indicates the differential of the real and imaginary parts of the
elements of the 2 × 2 matrix U+ or U−. We will write this in a more explicit way in the
next subsection.
The Boltzmann equation (3.8) has the same form as that which we studied in Sec. II.
The difference is that we have four times as many internal degrees of freedom. Instead of a
single spinor ξ we now have two spinor matrices U+ and U−. A first doubling of the number
of degrees of freedom occurs because we have to follow the evolution of both spin up and
spin down. A second doubling occurs because we have to follow both the normal and the
time-reversed evolution.
B. Diffusion approximation.
We make the diffusion approximation to the Boltzmann equation (3.8), by following the
steps outlined in Sec. II. The 4 × 2 matrix u± containing the real and imaginary parts of
U±,
u± =


ReU±11 ReU
±
12
ImU±11 ImU
±
12
ReU±21 ReU
±
22
ImU±21 ImU
±
22

 , (3.10)
has a time evolution governed by
τ
du±
dt
= ±Z(x)u±, (3.11a)
10
Z(x) = ωBτ


0 − cos η sin η sin 2πfx
L
− sin η cos 2πfx
L
cos η 0 sin η cos 2πfx
L
sin η sin 2πfx
L
− sin η sin 2πfx
L
− sin η cos 2πfx
L
0 cos η
sin η cos 2πfx
L
− sin η sin 2πfx
L
− cos η 0

 . (3.11b)
The Boltzmann equation (3.8) becomes, in a more explicit notation,
τ
∂
∂t
P (x, φ, u+, u−, t) = −ℓ cos φ∂P
∂x
−∑
i,j,k
∂
∂u+ij
Zik(x)u
+
kjP +
∑
i,j,k
∂
∂u−ij
Zik(x)u
−
kjP
−P +
∫ 2π
0
dφ′
2π
P (x, φ′, u+, u−, t). (3.12)
We now make the diffusion ansatz in the form
∫ ∞
0
dt e−t/τϕ
∫ 2π
0
dφi P = N + J cos φ. (3.13)
By integrating the Boltzmann equation over φ, once with weight 1 and once with weight
cosφ, we obtain two coupled equations for the functions N(x, u+, u−) and J(x, u+, u−). Next
we multiply both equations with U+αβU
−
γδ and integrate over the real and imaginary parts of
the matrix elements. The moments Nαβγδ and Jαβγδ defined by
Nαβγδ(x) =
∫
dU+
∫
dU− U+αβU
−
γδN, (3.14a)
Jαβγδ(x) =
∫
dU+
∫
dU− U+αβU
−
γδJ, (3.14b)
are found to obey the ordinary differential equations
ℓ
dNαβγδ
dx
=
igµBτ
2h¯
∑
α′,γ′
[
(B(x) · σ)αα′δγγ′ − δαα′(B(x) · σ)γγ′
]
Jα′βγ′δ
− (1 + τ/τϕ) Jαβγδ, (3.15a)
ℓ
dJαβγδ
dx
=
igµBτ
h¯
∑
α′,γ′
[
(B(x) · σ)αα′δγγ′ − δαα′(B(x) · σ)γγ′
]
Nα′βγ′δ
−(2τ/τϕ)Nαβγδ + 2τδαβδγδδ(x− xi). (3.15b)
The periodic boundary conditions are
Nαβγδ(0) = Nαβγδ(L), Jαβγδ(0) = Jαβγδ(L). (3.16)
The Cooperon C and the propagator χ of Eqs. (3.4) and (3.7) are related to the density N
by
Nαβγδ(x) =
∫ ∞
0
dt e−t/τϕ
1
2π
∫ 2π
0
dφ
∫ 2π
0
dφi χαβγδ(x, xi;φ, φi; t), (3.17)
∑
α,β
Nαββα(xi) =
∫ ∞
0
dt e−t/τϕC(t). (3.18)
11
Hence the weak-localization correction (3.1) is obtained from N by
∆G = − e
2D
πh¯L
∑
α,β
Nαββα(xi). (3.19)
The transformation to the local basis of spin states (2.3) takes the form of a unitary
transformation of the moments N and J ,
N˜αβγδ =
∑
α′,β′,γ′,δ′
Qαα′Qγγ′Nα′β′γ′δ′Q
†
β′βQ
†
δ′δ, (3.20a)
J˜αβγδ =
∑
α′,β′,γ′,δ′
Qαα′Qγγ′Jα′β′γ′δ′Q
†
β′βQ
†
δ′δ, (3.20b)
Q(x) =
(
eiπfx/L cos η
2
e−iπfx/L sin η
2
−eiπfx/L sin η
2
e−iπfx/L cos η
2
)
. (3.20c)
The transformed moments obey
ℓ
dN˜αβγδ
dx
=
∑
α′,γ′
(Tαα′δγγ′ + δαα′Tγγ′) N˜α′βγ′δ +
∑
α′,γ′
(Sαα′δγγ′ − δαα′Sγγ′) J˜α′βγ′δ
− (1 + τ/τϕ) J˜αβγδ, (3.21a)
ℓ
dJ˜αβγδ
dx
= 2
∑
α′,γ′
(Sαα′δγγ′ − δαα′Sγγ′) N˜α′βγ′δ +
∑
α′,γ′
(Tαα′δγγ′ + δαα′Tγγ′) J˜α′βγ′δ
−(2τ/τϕ)N˜αβγδ + 2τδαβδγδδ(x− xi), (3.21b)
with the same 2×2 matrices S and T as in Sec. II. Because the transformation fromN to N˜ is
unitary, the weak-localization correction is still given by ∆G = −(e2D/πh¯L)∑α,β N˜αββα(xi),
as in Eq. (3.19).
We have solved Eq. (3.21) with periodic boundary conditions by numerically computing
the eigenvalues and (right) eigenvectors of the 8 × 8 matrix of coefficients. The resulting
∆G is plotted in Fig. 3 as a function of the tilt angle η. In the adiabatic regime ωBτ ≫ f
we find the conductance oscillations due to the Berry phase. These are given by5
∆G = − e
2
πh¯
Lϕ
L
sinh(L/Lϕ)
cosh(L/Lϕ)− cos (2πf cos η) (3.22)
analogously to the Aharonov-Bohm oscillations.3 (The length Lϕ =
√
Dτϕ is the phase-
coherence length.) In the randomized regime (fℓ/L)2 ≪ ωBτ ≪ f there are no conductance
oscillations. Instead we find a reduction of the weak-localization correction, due to dephasing
by spin scattering. In the transient regime ωBτ ≪ (fℓ/L)2 the effect of the field on the spin
can be ignored,9 and the weak-localization correction remains at its zero-field value
∆G = − e
2
πh¯
Lϕ
L
cotanh
(
L
2Lϕ
)
. (3.23)
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FIG. 3. Weak-localization correction ∆G of a ring in a spatially rotating magnetic field, as a
function of the tilt angle η. Plotted is the result of Eq. (3.21) for f = 5, L = 500 ℓ, Lϕ = 125 ℓ.
The upper panel is for ωBτ ≪ 1. From top to bottom: ωBτ = 10−5, 10−4, 2 ·10−4, 3 ·10−4, 5 ·10−4,
10−3, 10−2. At ωBτ ≃ (fℓ/L)2, the weak-localization correction crosses over from the transient
regime A of Eq. (3.23) to the randomized regime B of Eq. (3.30). The lower panel is for ωBτ >∼ 1.
From bottom to top: ωBτ = 0.1, 1, 2, 5, 10, 100. Here the weak-localization correction reaches the
adiabatic regime C of Eq. (3.22).
C. Comparison with Loss, Schoeller, and Goldbart
If we replace the Boltzmann operator B in Eq. (3.5) by the diffusion operator −D∂2/∂x2
and integrate over φ and φi, we end up with the diffusion equation studied by LSG,(
∂
∂t
−H
)
χαβγδ(x, xi; t) = δ(t)δ(x− xi)δαβδγδ, (3.24a)
H = D ∂
2
∂x2
+
igµB
2h¯
[B(x) · σ1 −B(x) · σ2] , (3.24b)
χαβγδ(x, xi; t) =
1
2π
∫ 2π
0
dφ
∫ 2π
0
dφi χαβγδ(x, xi;φ, φi; t). (3.24c)
Here σ1 and σ2 act, respectively, on the first and third indices of χαβγδ.
The difference between the diffusion equation (3.24) and the diffusion equation (3.15) is
that (3.24) holds only if ωBτ ≪ 1, while (3.15) holds for any value of ωBτ . LSG used Eq.
13
(3.24) to argue that there exists an adiabatic region within the regime ωBτ ≪ 1. In contrast,
our analysis of Eq. (3.15) shows that adiabaticity is not possible if ωBτ ≪ 1. The argument
of LSG is based on a mapping of the diffusion equation (3.24) onto the Schro¨dinger equation
studied in Ref. 10. However, the mapping is not carried out explicitly. In this subsection we
will solve Eq. (3.24) exactly using this mapping, to demonstrate that the adiabatic regime
of LSG is in fact the randomized regime B. This mis-identification perhaps occurred because
both regimes are stationary with respect to the magnetic field strength (cf. Fig. 2). However,
Berry-phase oscillations of the conductance are only supported in the adiabatic regime C,
not in the randomized regime B (cf. Fig. 3).
We solve Eq. (3.24) for the weak-localization correction
∆G = − e
2D
πh¯L
∑
α,β
〈
x, α, β
∣∣∣∣(τ−1ϕ −H)−1
∣∣∣∣x, β, α
〉
, (3.25)
where we introduced the basis of eigenstates |x, α, β〉 (with α, β = ±1) of the position
operator x and the spin operators σ1z and σ2z . The operator H commutes with
J =
L
2πi
∂
∂x
+ 1
2
f (σ1z + σ2z) . (3.26)
It is therefore convenient to use as a basis, instead of the eigenstates |x, α, β〉, the eigenstates
|j, α, β〉 of J , σ1z, and σ2z . The eigenvalue j of J is an integer because of the periodic
boundary conditions. The eigenfunctions are given by
〈x, α′, β ′|j, α, β〉 = 1√
L
δα′αδβ′β exp
[
2πix
L
(j − 1
2
fα− 1
2
fβ)
]
. (3.27)
In the basis {|j, 1, 1〉, |j, 1,−1〉, |j,−1, 1〉, |j,−1,−1〉} the operator H has matrix elements
〈j′, α′, β ′|H|j, α, β〉 = −D
(
2π
L
)2
δj′j


(j − f)2 0 0 0
0 j2 0 0
0 0 j2 0
0 0 0 (j + f)2


−iωBδj′j


0 sin η − sin η 0
sin η −2 cos η 0 − sin η
− sin η 0 2 cos η sin η
0 − sin η sin η 0

 . (3.28)
Substitution into Eq. (3.25) yields
∆G = −e
2D
πh¯
1
L2
∑
α,β
∞∑
j=−∞
〈
j, α, β
∣∣∣∣(τ−1ϕ −H)−1
∣∣∣∣ j, β, α
〉
= − e
2
πh¯
1
2π2
∞∑
j=−∞
[
(γ + j2)2(f 2 + γ + j2) + κ2(3f 2 + 4γ + 4j2 + f 2 cos 2η)
]
×
[
(γ + j2)2(f 4 + 2f 2γ + γ2 − 2f 2j2 + 2γj2 + j4)
+ 2κ2(f 4 + 3f 2γ + 2γ2 − f 2j2 + 4γj2 + 2j4 + f 2(f 2 + γ − 3j2) cos 2η)
]−1
. (3.29)
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We abbreviated κ = 2ωBτ(L/2πℓ)
2 and γ = (L/2πLϕ)
2. The sum over j can be done
analytically for κ≫ 1, with the result
∆G = − e
2
πh¯
1
4πQ
[
4a− + 4γ + (3 + cos 2η)f
2
√
a− tanπ
√
a−
− 4a+ + 4γ + (3 + cos 2η)f
2
√
a+ tan π
√
a+
]
, (3.30a)
Q =
[
f 4(9 cos2 2η − 2 cos 2η − 7)− 32γf 2(1 + cos 2η)
]1/2
, (3.30b)
a± = −γ + 14(1 + 3 cos 2η)f 2 ± 14Q. (3.30c)
We have checked that our solution (3.29) of Eq. (3.24) coincides with the solution of Eq.
(3.15) in the regime ωBτ ≪ 1. (The two sets of curves are indistinguishable on the scale of
Fig. 3.) In particular, Eq. (3.30) coincides with the curves labeled B in Fig. 3, demonstrating
that it represents the randomized regime – without Berry phase-oscillations.
IV. CONCLUSIONS
In conclusion, we have computed the effect of a non-uniform magnetic field on the spin
polarization (Sec. II) and weak-localization correction (Sec. III) in a disordered conductor.
We have identified three regimes of magnetic field strength: the transient regime ωBτ ≪
(fℓ/L)2, the randomized regime (fℓ/L)2 ≪ ωBτ ≪ f , and the adiabatic regime ωBτ ≫ f .
In the transient regime (labeled A in Figs. 2 and 3), the effect of the magnetic field can be
neglected. In the randomized regime (labeled B), the depolarization and the suppression
of the weak-localization correction are maximal. In the adiabatic regime (labeled C), the
polarization is restored and the weak-localization correction exhibits oscillations due to the
Berry phase.
The criterion for adiabaticity is ωBtc ≫ 1, with ωB the spin-precession frequency and tc a
characteristic timescale of the orbital motion. We find tc = τ , in agreement with Stern,
2 but
in contradiction with the result tc = τ(L/ℓ)
2 of Loss, Schoeller, and Goldbart.5 By solving
exactly the diffusion equation for the Cooperon derived in Ref. 5, we have demonstrated
unambiguously that the regime which in that paper was identified as the adiabatic regime,
is in fact the randomized regime B — without Berry-phase oscillations.
We have focused on transport properties, such as conductance and spin-resolved trans-
mission. Thermodynamic properties, such as the persistent current, in a non-uniform mag-
netic field have been studied by Loss, Goldbart, and Balatsky10,11 in connection with Berry-
phase oscillations. These papers assumed ballistic systems. We believe that the adiabaticity
criterion ωBτ ≫ 1 for disordered systems should apply to thermodynamic properties as well
as transport properties. This strong-field criterion presents a pessimistic outlook for the
prospect of experiments on the Berry phase in disordered systems.
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