Abstract. Let D be a bounded strongly pseudoconvex domain in a Stein manifold S, and let Y be a complex manifold. We prove that the graph of any continuous mapD → Y which is holomorphic in D admits a basis of open Stein neighbourhoods in S × Y , each of them isomorphic to an open set with convex fibers in the total space of a holomorphic vector bundle. Using this result we describe the (infinite dimensional) complex manifold structure on certain classical spaces of mapsD → Y which are holomorphic in D (Theorem 2.1).
Introduction
An important problem in complex analysis is to understand whether a given set in a complex manifold admits an open Stein neighbourhood, or perhaps even a fundamental basis of such neighbourhoods. Due to their rich function theoretic properties, Stein domains are enormously useful when solving complex analytic problems. In this paper we prove that any holomorphic graph with continuous boundary values over a strongly pseudoconvex domain enjoys this property. Our main result is the following. By 'fiber preserving' we mean that Θ maps the fiber Ω z = h −1 (z) ∩ Ω over each point z ∈ h(Ω) ⊂ U biholomorphically onto an open convex set Ω z in the fiber E z = π −1 (z). The map z → f (z) = Θ(f (z)) ∈ E z is a continuous section of the restricted bundle ED = π −1 (D) which is holomorphic in D.
Furthermore, Θ furnishes an isomorphism between the space of sections of h −1 (D) →D which are sufficiently uniformly close to f and the space of sections of ED close to f , a fact which will be exploited in §2 below.
If f extends holomorphically to a neighbourhood ofD in S then Theorem 1.1 follows from Siu's theorem [30] . The main problem are of course holomorphic graphs with low boundary regularity. In §5 we show that the closure of the graph of a bounded holomorphic function need not admit a Stein neighborhood basis, so it is impossible to omit boundary continuity.
The following special case might be of particular interest; it suffices to apply Theorem 1.1 to the projection h : X = S × Y → S, (z, y) → z. , and for a Stein manifold Y the result follows by embedding Y into a Euclidean space. In [9, Theorem 2.6] this was proved for holomorphic maps with C 2 boundary values to an arbitrary complex manifold Y by adapting Demailly's proof [5] of Siu's theorem [30] ; we do not know whether that method could be adapted to maps which are merely continuous at the boundary. Corollary 1.2 fails in general for images of holomorphic maps as opposed to their graphs; see the examples in §5.
In §2 we apply Theorem 1.1 to describe a natural complex manifold structure on certain classical spaces of holomorphic maps from strongly pseudoconvex domains to complex manifolds. Each of these manifolds of maps is infinite dimensional and is locally modeled on a locally convex topological vector space (Banach, Hilbert or Fréchet). Analogous results are known for spaces of smooth maps from a smooth compact manifold, possibly with boundary, to smooth or complex manifolds; see Lempert [27] and the references therein. It is expected that these generalized loop spaces could be useful in the study of geometric properties of the target manifold.
We prove Theorem 1.1 in §4 by the method of holomorphic sprays developed in [9] and [10] , although the paper is essentially self-contained since we reprove the key technical ingredient, Lemma 3.2. In [10] the authors constructed dominating holomorphic sprays overD with a given central section by successively gluing together sprays defined over subsets ofD; using sprays they obtained a linearization of a relative neighbourhood of f (D) in h −1 (D) ⊂ X [10, Corollary 4.3]. Here we improve the gluing lemma and thereby obtain sufficiently good control of the range of sprays in order to find open Stein neighbourhoods of a given section.
For general theory of Stein manifolds we refer to [15] and [21] ; for complex analysis in infinite dimensions see [7] , [16] , [26] .
Complex manifolds of holomorphic maps
Let D be a relatively compact domain with Lipschitz boundary in C n . We consider the following function spaces on D:
(i) For k ∈ Z + and 0 ≤ α < 1, A k,α (D) is the Banach space of all functionsD → C in the Hölder class C k,α (D) which are holomorphic in D. When α = 0 we shall write If L(D) is any of the above function spaces, we denote by L(D, C m ) the locally convex topological vector space consisting of maps whose components belong to L(D). In the case (iii) we shall assume kp > 2n, so the Sobolev embedding theorem [28] provides a continuous inclusion L
Given a complex manifold Y of dimension m (without boundary), one defines the associated mapping space L(D, Y ) as follows. (See Lempert [27, §2] for the case whenD is a compact smooth manifold and we are considering the space
Choose finitely many holomorphic coordinates systems φ j : U j → U j ⊂ C n on S, and ψ j :
After this introduction we can state the following result.
Theorem 2.1. Let D be a relatively compact strongly pseudoconvex domain in a Stein manifold S, and let Y be a complex manifold.
The analogous conclusions hold ifD is a compact complex manifold with Stein interior D and smooth strongly pseudoconvex boundary bD; according to Heunemann [20] and Ohsawa [29] (see also Catlin [2] ) suchD embeds as a smoothly bounded strongly pseudoconvex domain in a Stein manifold S.
The special case of Theorem 2.1 (i) with α = 0 was proved in [10] . Ivashkovich and Shevchishin considered Sobolev manifolds of maps from Riemann surfaces to almost complex manifolds ( [22] , [23] ). Manifolds of maps between Riemannian manifolds (in particular, Sobolev loop spaces) have been studies by several authors, see e.g. [1] , [8] , [12] . Since Θ is holomorphic in a neighbourhood of the graph G f , the map The above construction also shows that the tangent space to the manifold
The complex structures introduced above enjoy the following functorial property; compare with [27, Proposition 2.3] and observe that the proof given there carries over to our situation as well. Proposition 2.2. Let D ⋐ S be a strongly pseudoconvex domain in a Stein manifold S, let Y and Y ′ be complex manifolds, and let Φ :
The discussion following Proposition 2.3 in [27] also shows that the functorial property described in the above proposition characterizes the complex structures under consideration.
These complex structures are functorial also with respect to maps of the source domains: Given strongly pseudoconvex domains D ⋐ S, D ′ ⋐ S ′ in Stein manifolds S resp. S ′ , and given a holomorphic map Ψ : 
Remark 2.3. The above proof of Theorem 2.1 is simpler than the one which was given in [10] for the spaces A k (D, Y ). Indeed, here we do not require a new splitting lemma for each of the spaces -we only need it for the space Γ A (D, E) (Lemma 3.2 below); for this reason we only need C 2 boundary regularity of D, as opposed to C k regularity which was assumed in [10] 
The constructions in this section apply to many other mapping spaces consisting of continuous mapsD → Y which are holomorphic in the interior D; the essential required properties are localization (to allow passage to local coordinates) and stability under compositions with holomorphic maps (to get a complex manifold structure).
A splitting lemma
In this section we prove a splitting lemma for fiberwise injective holomorphic maps on holomorphic vector bundles with continuous boundary values. Lemma 3.2 below, which generalizes Theorem 3.2 in [9] where the bundle in question was trivial, is the main ingredient in the proof of Theorem 1.1.
We begin by recalling the notion of a Cartan pair and of a convex bump
domains with C ℓ boundaries, and
We say that D 1 is a convex bump on D 0 if, in addition to the above, there is a biholomorphic map from an open neighbourhood ofD 1 in S onto an open subset of C n (n = dim S) which maps D 1 and D 0,1 onto strongly convex domains in C n . [24] , [25] and Heunemann [19] , [20] .) Fix such a decomposition and identify E with the subbundle E ′ . We shall denote the variable inD by z and the variable in C N by t. On the fiber {z} × C N we have a unique decomposition t = t ′ ⊕ t ′′ ∈ E ′ z ⊕ E ′′ z which is of class A(D) with respect to the base variable z ∈D. Let |· | denote the standard Euclidean norm on C N , and let B = {t ∈ C N : |t| < 1}. For every r > 0 and z ∈D we set
Given a subset K ⊂D and r > 0 we shall write
Every continuous fiber-preserving map
we shall say that γ is of class A if it is holomorphic in the interior of its domain. Let id(z, t ′ ) = (z, t ′ ) denote the identity map on E. Set
be a Cartan pair of class C 2 in a Stein manifold S, and let π : E →D be an A(D)-bundle. Set K =D 0,1 =D 0 ∩D 1 . Given numbers 0 < r ′ < r and ǫ > 0, there is a number δ > 0 satisfying the following. For every fiber preserving map γ : E K,r → E K of class A(E K,r ) with ||γ − id|| K,r < δ there exist injective fiber preserving maps α : ED 0 ,r ′ → ED 0 , β : ED 1 ,r ′ → ED 1 , of class A on their respective domains, satisfying ||α − id||D 0 ,r < ǫ, ||β − id||D 1 ,r < ǫ and
If in addition γ preserves the zero section (i.e., γ(z, 0) = (z, 0) for z ∈ K) then α and β can be chosen to satisfy the same property.
If the Cartan pair D = D 0 ∪ D 1 is of class C ℓ , ℓ ≥ 2, then for any integer l ∈ {0, 1, . . . , ℓ} the analogous result holds with the bundle E and the maps α, β, γ of class A l on their respective domains (i.e., holomorphic inside and of class C l up to the boundary), with C l estimates.
Proof. We begin with the special case when the bundle E is trivial, E = T N =D × C N for some N ∈ N. In this case the result coincides with Theorem 3.2 in [9] ; as that paper is a preprint at the time of this writing, we offer here a simpler proof in order to make the paper self-contained. It is similar to the proof of Proposition 5.2 in [11, p. 141] .
Recall that (γ(z, t) = (z, ψ(z, t)), where ψ : K × rB → C N is close to the map ψ 0 (z, t) = t. We denote by C r (resp. by Γ r ) the Banach space consisting of all continuous maps K × rB ∋ (z, t) → ψ(z, t) ∈ C N which are holomorphic in the interior D 0,1 × rB of K × rB and satisfy
Here, ∂ t denotes the partial differential with respect to the variable t ∈ C N , and |∂ t ψ(z,
The proof in [9] uses a linear solution operator for the∂-equation on the level of (0, 1)-forms on D satisfying the sup-norm estimates, and the variables t are treated as parameters. Given ψ ∈ Γ r sufficiently near ψ 0 and c ∈ C r ′ near 0, we define 2) , the implicit function theorem shows that in a neighbourhood of (ψ 0 , 0) in Γ r ×C r ′ we can solve the equation Φ(ψ, c) = 0 on c: There is a C 1 map ψ → C(ψ) ∈ C r ′ , defined in an open neighbourhood of ψ 0 in Γ r and satisfying
Consider the functions
From (3.3) and the definition of Φ we obtain
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Setting α(z, t) = (z, a ψ (z, t)), β(z, t) = (z, b ψ (z, t)), we see that (3.4) gives γ • α = β. We also get sup-norm estimates on a ψ − t (resp. on b ψ − t) on D 0 × r ′ B (resp. onD 1 × r ′ B) in terms of ||ψ − ψ 0 || Γr . If the latter number is sufficiently small, the maps a ψ and b ψ are as close as desired to the map (z, t) → t and hence, after we shrink r ′ slightly and apply again the Cauchy estimates in the t-variable, we can assume that they are fiberwise injective holomorphic. This proves Lemma 3.2 when E =D × C N .
The case with C l boundary values is obtained in the same way by using the appropriate Banach spaces; compare with Theorem 3.2 in [9] .
It remain to consider the general case when E is an A(D)-vector subbundle of T N =D × C N . As before we identify E with its image E ′ ⊂ T N and write
denote the corresponding splitting of the fiber variable. We associate to each self-map γ(z,
of T N (we added the identity map on the second summand E ′′ ). If ψ ′ is sufficiently close to the map (z, t ′ ) → t ′ then ψ is close to the map ψ 0 (z, t) = t, and the first part of the Lemma (for the trivial bundle) furnishes C Nvalued maps
Comparing the E ′ and the E ′′ components of this identity at t ′′ = 0 we get
Hence the maps α(z, t ′ ) = (z, a ′ (z, t ′ )) and β(z, t ′ ) = (z, b ′ (z, t ′ )) satisfy the conclusion of Lemma 3.2.
Proof of Theorem 1.1
We assume the notation and hypotheses of Theorem 1.1. Thus, let f :D → X be a continuous section of a holomorphic submersion h : X → S (i.e., h(f (z)) = z for z ∈D) which is holomorphic in D. Set Σ = f (D). Recall that V T (X) = ker dh is the vertical tangent space of X.
By the Oka-Grauert theory there is an integer N ∈ N and a surjective complex vector bundle map L :
i.e., holomorphic over D and continuous up to the boundary [19] , [25] . Let 
Such F is said to be a dominating (holomorphic) spray with the core section F 0 = F (· , 0) = f . The proof (which we shall not reproduce here in detail) is essentially an application of Lemma 3.2; here is an outline. Over any compact subset K ⊂ D one can find such F by using a Stein neighbourhood of f (D) in X, provided by Siu's theorem [30] , and composing small complex-time flows of suitably chosen vertical (tangential to the fibers of the submersion h : X → S) holomorphic vector fields in a neighbourhood of f (K) in X. This gives a desired spray over a domainD 0 ⊂ D obtained by pushing the bondary of D in just a little. To extend this spray up to the boundary of D one proceeds by successively attaching to the base domain small convex bumps, each of which is mapped by f into a local chart of X. At every step one approximates the given spray by another one defined over the bump which is being attached at this step, with the same central section; then one glues the two sprays into a single spray over the union of their base sets by appealing to Lemma 3.2. The parameter set in C N is allowed to shrink at each step.
The same procedure can also be applied to continue past the boundary of D like it was done in the proof of Theorem 5.1 in [10] , but with the essential difference that the central section can no longer be preserved (since it is only defined overD). In this way one obtains a dominating spray F : U × r ′ B N → X over an open neighbourhood U ⊂ S ofD; the trouble is that the number r ′ > 0 is possibly much smaller than r, and the construction in [10] is not sufficiently precise to insure that the image of F contains the graph Σ = f (D). We shall now show how to insure this inclusion by using the more precise Lemma 3.2 in this paper.
We begin by a dominating spray F :D × rB N → X satisfying (4.1), furnished by Proposition 4.1 in [10] . Set E ′′ z = ker ∂ t | t=0 F (z, t) ⊂ C N for z ∈D; this defines an A(D)-subbundle E ′′ ⊂ T N =D × C N . By [19] and [25] there exists a complementary A(D)-subbundle E ′ ⊂ T N such that T N = E ′ ⊕ E ′′ . By [18] we can approximate E ′ sufficiently well overD by a holomorphic vector subbundle E ⊂ U × C N over an open set U ⊂ S containingD such that T N = ED ⊕ E ′′ .
Recall the notation E K and E K,r (3.1). Let G denote the restriction of the spray F to the set ED ,r . Our choice of E implies that the partial differential
X is a linear isomorphism for every z ∈D, and hence we can insure by decreasing r > 0 if necessary that G is fiberwise biholomorphic. In particular, the restricted bundle ED is isomorphic to the bundle V T ( 
Proof.
We proceed as in the proof of Theorem 5.1 in [10] , but paying very close attention to the ranges of the approximating sprays in order to insure that each of them contains the graph Σ = f (D).
Since h : X → S is a holomorphic submersion, there exist for each point
where φ ′ = pr 2 • Φ. We call such (W, V, Φ) a special coordinate chart on X. Narasimhan's lemma on local convexification of a strongly pseudoconvex hypersurface gives finitely many special coordinate charts (
j=1 V j and the following hold for all j = 1, . . . , j 0 (for (ii) and (iii) we may have to decrease r > 0):
is a strongly convex hypersurface in the ball B n , (ii) the spray G maps the set ED ∩V j ,r into W j , and
Fix an r > 0 such that the above properties hold and choose a number r ′ ∈ (0, r); we will show that the conclusion Lemma 4.1 holds for this r ′ . Also choose a number c < 1 sufficiently close to 1 such that the sets U j = φ −1 j (cB n ) ⋐ V j (j = 1, . . . , j 0 ) still cover bD. By a finite induction on j we shall find strongly pseudoconvex domains
and injective sprays G j : ED j ,r j → X of class A (j = 0, 1, . . . , j 0 ), with G 0 = G, such that for every j = 1, . . . , j 0 the restriction of G j to ED j−1 ,r j will be as close as desired to G j−1 in the sup-norm topology. The domain D j will depend on the desired rate of approximation of G j−1 by G j (since we shall use Runge approximation), and it will be chosen such that
That is, we enlarge (bump out) D j−1 inside V j so that the part of bD j−1 which lies in the smaller set U j is contained in the next domain D j . As the U j 's cover bD, the final domain D j 0 will containD in its interior, and the spray G = G j 0 : ED j 0 ,r ′ → X will approximate G as close as desired on ED ,r ′ ; in particular, we shall arrange that Σ is contained in G(ED j 0 ,r ′ ). To keep the induction going we will also insure at every step that the properties (ii) and (iii) above remain valid with (D, G) replaced by (D j , G j ) for all j = 1, . . . , j 0 . The restriction of G to the interior E D j 0 ,r ′ can be taken as one of the sprays in the conclusion of the lemma.
The underlying geometric scheme is precisely as in the proof of Theorem 5.1 in [10] ; we recall it briefly to make the proof comprehensible. Since all steps will be exactly of the same kind, it suffices to explain how to get the pair (D 1 , G 1 ) from (D, G) = (D 0 , G 0 ) .
We begin by finding a domain D ′ 1 ⊂ S with C 2 boundary which is a convex bump on D = D 0 (Definition 3.1) and such that U 1 ∩D ⊂D ′ 1 ⊂ V 1 . To do this, we shall first find a set D ′ 1 ⊂ B n with suitable properties and then take
. Choose a smooth function χ ≥ 0 with compact support on B n such that χ = 1 on cB n . Recall that U 1 = φ −1 1 (cB n ). Let τ : B n → R be a strongly convex defining function for the domain φ 1 (D ∩V 1 ) ⊂ B n . Choose a number c ′ ∈ (c, 1) close to 1 such that the hypersurface φ 1 (bD ∩ V 1 ) = {τ = 0} intersects the sphere {ζ ∈ C n : |ζ| = c ′ } transversely. If δ > 0 is chosen sufficiently small then the set
could serve our purpose, except that it is not smooth along the intersection of the (convex) hypersurfaces {|ζ| = c ′ } and {τ + δχ = 0}. By rounding off the corners we get a strongly convex set fig. 1 which is taken from [10] .)
Recall that G = G 0 : ED ,r → X is an injective spray of class A satisfying properties (i)-(iii) above. Choose numbers r 1 , r ′ 1 , r ′′ 1 with r ′ < r 1 < r ′ 1 < r ′′ 1 < r. By using the special coordinate chart (W 1 , V 1 , Φ 1 ) we can find an 
(Here is a small but important difference from [10] : there we used dominating -submersive -sprays, and a transition map γ between a pair of sprays was obtained by applying the implicit function theorem along the core section, resulting in a possibly large shrinking of its domain in the fiber direction.
Here we use injective holomorphic sprays, and hence the domain of γ shrinks arbitrarily little provided that the two sprays are sufficiently close.) Assuming as we may that γ is sufficiently close to the identity map on its domain, we apply Lemma 3.2 on the Cartan pair (D, D ′ 1 ) to obtain γ •α = β on ED ∩V 1 ,r 1 , where α : ED ,r 1 → E and β : ED′ 1 ,r 1 → E are injective holomorphic maps which are close to the identity on their respective domains. It follows that the injective sprays It remains to restrict G 1 to a suitably chosen strongly pseudoconvex domain
and satisfying the other required properties. We choose D 1 such that it agrees with D outside of V 1 , while
for a small ǫ > 0 ( fig. 1 ). By choosing ǫ sufficiently small (depending on G 1 ) we can insure that properties (i)-(iii) are satisfied by the pair (D 1 , G 1 ), thus completing the first step of the induction. Applying the same procedure to (D 1 , G 1 ) and the second special coordinate chart (W 2 , V 2 , Φ 2 ) we get the next pair (D 2 , G 2 ). After j 0 steps we find a domain D j 0 ⊂ S containingD and a spray G = G j 0 : ED j 0 ,r ′ → X which approximates G as close as desired on ED ,r ′ . If the approximation is close enough then the range of G contains Σ as required.
The sequence G k in Lemma 4.1 is chosen to consist of sprays G obtained as above, approximating G ever more closely on ED ,r ′ .
We now conclude the proof of Theorem 1.1. Let Ω 0 ⊂ X be an open neighbourhood of f (D). Choose the initial spray G : ED ,r → X in Lemma 4.1 such that G(ED ,r ) ⊂ Ω 0 (this is achieved by decreasing the number r > 0 if necessary). Let G k : E O k ,r ′ → X (k = 1, 2, . . .) be a sequence of sprays furnished by Lemma 4.1. Set
If k is sufficiently large then Ω k ⊂ Ω 0 , and for such k the map Θ k : Ω k → Ω k satisfies the conclusion of Theorem 1.1.
Examples and problems
We give some examples and open problems related to Theorem 1.1. Let D denote the open unit disc in the complex plane C.
Our first example shows that Theorem 1.1 fails in general if the map is not continuous at the boundary. Indeed, let f ∈ H ∞ (D) be a bounded holomorphic function on the unit disc such that sup z∈D |f (z)| = 1 and the cluster set of f at every boundary point e iθ ∈ bD equals D. (Such functions are easily found by using interpolation theorems for H ∞ (D), see [13, Ch. VII] .) The closure K of the graph of f in C 2 is the union of the graph with all vertical discs {e iθ } ×D, θ ∈ R. By the classical argument of Hartogs [17] any open Stein neighbourhood of K in C 2 also contains the unit bidisc. Let E be a Cantor set of length zero contained in bD; then E is a peakinterpolation set for the disc algebra A(D). Let B denote the unit ball in C N for some N > 1. Choose a continuous map f from E onto the sphere bB. There is a map [31] and Globevnik [14] ). Now let D ′ be a domain in D obtained by moving each of the open arcs of bD\E in just a little, leaving the end points fixed; so D ′ is conformally a disc and bD ′ ∩ bD = E. Then F (D ′ ) is a compact set consisting of the sphere bB together with a proper subset of B, and hence it has no Stein neighbourhood basis (any Stein neighbourhood also contains the ball B). It is necessary to pass to a smaller domain D ′ ⊂ D because F might take D onto the ball B which has a basis of Stein neighbourhoods. It is easy to check that Φ is injective on B, it is of maximum rank (immersion) at every point of B\H 0 , it maps H 0 onto H ⊂ C 2 × {0} 6 , and Φ(z) / ∈ C 2 × {0} 6 if z ∈ B \ H 0 . Since Φ( B) contains the Hartogs figure H × {0} 6 , any open Stein neighbourhood of it will also contain the unit bidisc in C 2 × {0} 6 ; as this bidisc is not included in Φ( B), the latter set has no basis of Stein neighbourhoods. 
