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The uncertainty principle sets a bound on our ability to predict the measurement outcomes of two
incompatible observables which are measured on a quantum particle simultaneously. In quantum
information theory, the uncertainty principle can be formulated in terms of the Shannon entropy.
Entropic uncertainty bound can be improved by adding a particle which correlates with the measured
particle. The added particle acts as a quantum memory. In this work, a method is provided for
obtaining the entropic uncertainty relations in the presence of a quantum memory by using quantum
coherence. In the method, firstly, one can use the quantum relative entropy of quantum coherence
to obtain the uncertainty relations. Secondly, these relations are applied to obtain the entropic
uncertainty relations in the presence of a quantum memory. In comparison with other methods this
approach is much simpler. Also, for a given state, the upper bounds on the sum of the relative
entropies of unilateral coherences are provided, and it is shown which one is tighter. In addition,
using the upper bound obtained for unilateral coherence, the nontrivial upper bound on the sum of
the entropies for different observables is derived in the presence of a quantum memory.
I. INTRODUCTION
The uncertainty principle is one of the most important topics in quantum theory [1]. According to this principle,
our ability to predict the measurement outcomes of two incompatible observables, which simultaneously are measured
on a quantum system, is restricted. This statement for the uncertainty principle is formulated by the uncertainty
relation. Robertson and Schro¨dinger have shown that for any two incompatible observables, X and Z, the uncertainty
relation has the following form [2, 3],
∆X∆Z >
1
2
|〈[X,Z]〉|, (1)
where ∆X,∆Z are the standard deviations of X and Z,
∆X =
√
〈X2〉 − 〈X〉2 and ∆Z =
√
〈Z2〉 − 〈Z〉2, (2)
respectively. Due to the state-dependent characteristic of this lower bound, the bound can vanish even when X and Z
are incompatible. In order to overcome this roughness, Deutsch applied the Shannon entropy (instead of the standard
deviation) to derive the uncertainty relation [4]. Deutsch introduced the entropic uncertainty relation (EUR) which
is the counterpart of the Heisenberg uncertainty relation in quantum information theory. Deutsch’s inequality was
improved by Massen and Uffink as [5]
H(X) +H(Z) > log2
1
c
≡ qMU , (3)
where H(O) = −
∑
k pk log2 pk is the Shannon entropy of the measured observable O ∈ {X,Z}, pk is the probability
of the outcome k, the quantity c is defined as c = max{X,Z} |〈x|z〉|2, in which X = {|x〉} and Z = {|z〉} are the
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2eigenbases of X and Z, respectively, and qMU is called incompatibility measure.
Various efforts have been done to improve this relation [7–10, 19–36]. Berta et al. studied EUR in the presence of
a quantum memory [7]. They considered an extra quantum system as the quantum memory B correlating with the
measured quantum system A. The strategy can be explained in terms of the uncertainty game between two players,
Alice and Bob. In the game, Bob prepares a correlated bipartite state ρAB and sends the part A to Alice and keeps
the other one as the quantum memory. Alice performs a measurement on her part by choosing one of X and Z, then
she informs Bob on her choice of the measurement. Bob’s task is to minimize his uncertainty about the outcome of
Alice’s measurement . The EUR in the presence of a quantum memory can be written as [7]
H(X |B) +H(Z|B) > qMU + S(A|B), (4)
where H(O|B) = S(ρOB) − S(ρB) (O ∈ {X,Z}) and S(A|B) = S(ρAB) − S(ρB) are the conditional von Neumann
entropies. The post measurement states after measuring X or Z on the part A are given by
ρXB =
∑
x
(|x〉〈x|A ⊗ IB)ρAB(|x〉〈x|A ⊗ IB),
or
ρZB =
∑
z
(|z〉〈z|A ⊗ IB)ρAB(|z〉〈z|A ⊗ IB),
respectively, where IB is the identity operator. Note that when the conditional entropy S(A|B) is negative which
means that the part A and the quantum memory B are entangled, the uncertainty lower bound reduces, therefore, Bob
can predict Alice’s measurement outcomes with better accuracy. Moreover, when particle A is maximally entangled
with the memory B, Bob can accurately predict Alice’s measurement outcomes. Also, if there is no quantum memory,
Eq. (4) reduces to
H(X) +H(Z) > qMU + S(A), (5)
which is tighter than the Maassen and Uffink EUR.
Much effort has been made to improve the lower bound of the EUR in the presence of a quantum memory [8–10].
Pati et al. improved the EUR in the presence of a quantum memory by adding a term to the lower bound in Eq. (4)
[8],
H(X |B) +H(Z|B) > qMU + S(A|B) + max{0, DA(ρAB)− JA(ρAB)}, (6)
whereDA(ρAB) := I(A : B)−JA(ρAB) is quantum discord, I(A : B) = S(ρA)+S(ρB)−S(ρAB) is mutual information,
and
JA(ρAB) = S(ρB)− min
{ΠAi }
S(ρB|{ΠAi }) (7)
is the classical correlation between A and B. The minimization is taken over the set of all possible positive operator-
valued measures (POVMs) on the subsystem A. In Eq.(7), S(ρB|{ΠAi }) =
∑
i piS(ρB|i), where the post measurement
state ρB|i =
TrA
(
(|i〉〈i|A⊗IB)ρAB(|i〉〈i|A⊗IB)
)
pi
is obtained with the probability pi = TrAB
(
(|i〉〈i|A⊗IB)ρAB(|i〉〈i|A⊗IB)
)
.
Note that if DA(ρAB) > JA(ρAB) Pati’s lower bound is tighter than that of Berta.
Adabi et al. provided a lower bound for the EUR in the presence of a quantum memory by considering an additional
term on the right-hand side of Eq. (4) [9],
H(X |B) +H(Z|B) > qMU + S(A|B) + max{0, δ}, (8)
where
δ = I(A : B)− [I(X : B) + I(Z : B)],
and
I
(
O : B
)
= S(ρB)−
∑
o
poS(ρB|o), O ∈ {X,Z}
is the Holevo quantity. It is actually equal to the upper bound of the accessible information to Bob about Alice’s
measurement outcomes. They showed that for many states such as the Bell diagonal and the Werner states, this
3lower bound is tighter than those of Berta and Pati.
The EUR has many applications in the field of quantum information, including quantum key distribution [6, 7],
quantum cryptography [11, 12], quantum randomness [13, 14], entanglement witness [15], EPR steering [16, 17], and
quantum metrology [18].
The motivation of this work is to provide a method which can be applied to obtain the EURs, in the presence of
a quantum memory, from the uncertainty relations for the relative entropy of quantum coherence. Also, for a given
bipartite quantum state, the upper bounds on the sum of the relative entropies of unilateral coherences are provided
which can be used to derive a nontrivial upper bound on the sum of the entropies for two incompatible observables in
the presence of a quantum memory. The paper is organized as follows: In Sec. II a brief review on quantum coherence
and purity from the viewpoint of the resource theory is presented. In Sec. III several lower and upper bounds on
the sum of the relative entropies of unilateral coherences of a given state with respect to two different measurement
bases are derived. In Sec. IV, it is shown that how one can obtain the EURs in the presence of a quantum memory
by using the uncertainty relations of a quantum coherence. Finally, the results are summarized in Sec. V.
II. PRELIMINARY
A. Resource theory of quantum coherence
All quantum resource theories have two main ingredients: (1) free states which are unable to provide the resources
for quantum information processing and (2) free operations that map the set of free states onto itself. Quantum
coherence is undoubtedly a cornerstone of quantum physics which differentiates quantum mechanics from the classical
world. In this section, we review the resource framework for quantum coherence [38, 39]. Let us consider a d-
dimensional Hilbert space Hd and an arbitrary fixed reference basis Y = {|y〉}y=1,...,d. The free states which are called
incoherent states, can be written as
δ =
d∑
y=1
δy|y〉〈y|, (9)
where δy ∈ [0, 1] and
∑d
y=1 δy = 1. The set of incoherent states is denoted by I. The states which are not of the above
form are called coherent states. In the resource theory of quantum coherence, the definition of free operations is not
unique, and in fact several definitions have been provided in the literature [39]. The most important free operations
of this resource theory are called incoherent operations introduced by Baumgratz et al. [38], and have the Kraus
representation form as ΛIO[ρ] =
∑
mKmρK
†
m, where ΛIO is an incoherent operation and KmIK
†
m ⊆ I.
A proper measure of coherence, C(ρ), should satisfy the following conditions [38, 39]
1. C(ρ) > 0 for any state ρ and C(ρ) = 0 iff ρ is the incoherent state.
2. C(ρ) is nonincreasing under the incoherent operations, i.e., C(ρ) > C(ΛIO[ρ]).
3. C(ρ) is nonincreasing on average under the selective incoherent operations, i.e., C(ρ) >
∑
m pmC(ρm) in which
pm = Tr[KmρK
†
m], ρm = KmρK
†
m/pm and KmIK
†
m ⊆ I.
4. C(ρ) is convex, i.e.,
∑
i piC(ρi) > C(
∑
i piρi)
Over the last few years different measures have been proposed for quantum coherence [38–42]; one of the most
important measures is the relative entropy of coherence [38] which is defined as
Crel(Y|ρ) = min
δ∈I
S(ρ‖δ), (10)
where S(ρ‖δ) = Tr[ρ log2 ρ]− Tr[ρ log2 δ] is the relative entropy. The relative entropy of coherence can be expressed
in a simple form as [38]
Crel(Y|ρ) = S
(
ρ‖∆Y(ρ)
)
= S
(
∆Y(ρ)
)
− S(ρ), (11)
where ∆Y(ρ) =
∑
y〈y|ρ|y〉|y〉〈y| is obtained from removing all off-diagonal elements of the state density matrix. Note
that S
(
∆Y(ρ)
)
is the Shannon entropy, H(Y ), with the probabilities py = 〈y|ρ|y〉. Thus Eq. (11) can be rewritten as
Crel(Y|ρ) = H(Y )− S(ρ). (12)
4One can extend the concept of coherence to bipartite system [43–47]. For a bipartite system AB, it is possible to
consider the coherence with respect to a local basis of one of the subsystems, for example A. This is called unilateral
coherence [45]. Thus in the bipartite system AB, incoherent-quantum state with respect to the basis of the subsystem
A ({|y〉A} ) is defined as [46, 47]
σAB ∈ IB|A, σAB =
∑
y
py|y〉〈y|A ⊗ σB|y, (13)
where IB|A is the set of incoherent-quantum states, and σB|y is an arbitrary state of the subsystem B. The relative
entropy of unilateral coherence, C
B|A
rel , is a measure of unilateral coherence for a bipartite density matrix ρAB and is
given by
C
B|A
rel (Y|ρAB) = min
σAB∈IB|A
S(ρAB||σAB). (14)
Minimizing the right-hand side of Eq. (14), leads us to [47]
C
B|A
rel (Y|ρAB) = S
(
ρAB||∆Y(ρAB)
)
= S(ρY B)− S(ρAB), (15)
where
∆Y(ρAB) = ρY B =
∑
y
(|y〉〈y|A ⊗ IB)ρAB(|y〉〈y|A ⊗ IB) ,
or
ρY B =
∑
y
py|y〉〈y|A ⊗ ρB|y,
in which py = TrAB
(
(|y〉〈y|A ⊗ IB)ρAB(|y〉〈y|A ⊗ IB)
)
, and ρB|y =
TrA
(
(|y〉〈y|A⊗IB)ρAB(|y〉〈y|A⊗IB)
)
py
.
Regarding Eqs. (12) and (15), one can obtain
C
B|A
rel (Y|ρAB) = Crel(Y|ρA) + I(A : B)− I(Y : B), (16)
which indicates the relation between unilateral coherence and the coherence of a subsystem (A).
B. Resource theory of purity
Now, let us briefly review the concept of purity from the resource theory point of view. In this resource theory
the free state is the maximally mixed state,
I
d
and the free operations can be unital operations, mixture of unitary
operations and noisy operations [48, 49]. Several measures of purity have been introduced; the most important
example is the relative entropy of purity defined as
Prel(ρ) = S(ρ‖
I
d
) = log2 d− S(ρ). (17)
As can be seen, there is no minimization in Eq. (17) due to the uniqueness of the free state in this resource theory.
Since
I
d
∈ I, the relative entropy of purity is an upper bound of the relative entropy of coherence,
Prel(ρ) > Crel(Y|ρ). (18)
For a bipartite system AB, one can define unilateral purity with respect to the subsystem A. In this case, the free
state is
IA
d
⊗ ρB , where d is the dimension of the subsystem A and ρB is an arbitrary state of the subsystem B. The
relative entropy of unilateral purity is then defined as
P
B|A
rel (ρAB) = S(ρAB‖
IA
d
⊗ ρB) = log2 d− S(A|B). (19)
From Eqs. (17) and (19), one can obtain the following expression for the unilateral purity,
P
B|A
rel (ρAB) = Prel(ρA) + I(A : B). (20)
This means that the unilateral purity is equal to the sum of the purity of the subsystem A and the mutual information.
5III. ENTROPIC UNCERTAINTY RELATIONS FOR QUANTUM COHERENCE
Many of the uncertainty relations proposed for the relative entropy of coherence are based on the EURs [50–53].
In this section, regarding the properties of quantum coherence, uncertainty relations for the relative entropy of
coherence of two incompatible observables (two incompatible quantum measurements bases) are obtained. The
nonincreasing behavior of the relative entropy under quantum operations is the most important property applied to
obtain uncertainty relations for the relative entropy of coherence in the following theorems.
Theorem 1. Given two general measurements X and Z, the following uncertainty relation for the relative entropy of
coherence holds for any state ρ,
Crel(X|ρ) + Crel(Z|ρ) > qMU − S(ρ). (21)
Proof. Approach is similar to the one used in [54]
Crel(X|ρ) + Crel(Z|ρ) = S
(
ρ‖∆X(ρ)
)
+ S
(
ρ‖∆Z(ρ)
)
> S
(
ρ‖∆X(ρ)
)
+ S
(
∆X(ρ)‖∆X(∆Z(ρ))
)
= S
(
ρ‖∆X(ρ)
)
+ S
(
∆X(ρ)‖
∑
x,z
|〈x|z〉|2〈z|ρ|z〉|x〉〈x|
)
> S
(
ρ‖∆X(ρ)
)
+ S
(
∆X(ρ)‖cI
)
= −S(ρ) + log2
1
c
, (22)
where the first and the second inequalities follow from the fact that the relative entropy is both contractive under
completely positive maps [37] and nonincreasing function under of its second argument (see lemma 5 of Ref. [55]),
respectively.
Considering H(X) = Crel(X|ρ) + S(ρ) along with Eq. (21) leads us to the following EUR
H(X) +H(Z) > qMU + S(A). (23)
As can be seen, the above derivation of Eq. (23) is much easier than what has been provided in [7]. Similarly,
uncertainty relation can be obtained for unilateral coherence.
Theorem 2. Let X and Z be two incompatible observables with bases X and Z, respectively. The following uncertainty
relation for the relative entropy of unilateral coherence of these observables holds for any state ρAB,
C
B|A
rel (X|ρAB) + C
B|A
rel (Z|ρAB) > qMU − S(A|B), (24)
Proof. The proof is similar to the proof of the previous theorem.
C
B|A
rel (X|ρAB) + C
B|A
rel (Z|ρAB) = S (ρAB‖∆X(ρAB)) + S (ρAB‖∆Z(ρAB))
> S (ρAB‖∆X(ρAB)) + S (∆X(ρAB)‖∆X(∆Z(ρAB)))
= S (ρAB‖∆X(ρAB)) + S
(
∆X(ρAB)‖
∑
x,z
pz|〈x|z〉|
2|x〉〈x|A ⊗ ρB|z
)
> S (ρAB||ρXB) + S (ρXB||cIA ⊗ ρB)
= −S(A|B) + log2
1
c
. (25)
Using Eqs. (16) and (21), one can propose a different uncertainty relation for the relative entropy of unilateral
coherence, whose lower bound is tighter than that of Eq. (24).
6Theorem 3. Given two noncommuting observables X and Z with eigenbases X and Z, respectively. The following
uncertainty relation for the relative entropy of unilateral coherence of these observables holds for any state ρAB,
C
B|A
rel (X|ρAB) + C
B|A
rel (Z|ρAB) > qMU − S(A|B) + max{0, DA(ρAB)− JA(ρAB)}. (26)
Proof. According to Eq. (16), the left-hand side of Eq. (26) can be rewritten as
Crel(X|ρA) + Crel(Z|ρA) + 2I(A : B)− I(X : B)− I(Z : B) > qMU − S(ρA) + 2I(A : B)− I(X : B)− I(Z : B)
> qMU − S(ρA) + 2DA(ρAB)
= qMU − S(A|B) − I(A : B) + 2DA(ρAB) (27)
= qMU − S(A|B) +DA(ρAB)− JA(ρAB)
= qMU − S(A|B) + max{0, DA(ρAB)− JA(ρAB)},
where the first inequality follows from the Eq. (21) and the second inequality follows from the definition of quantum
discord.
One can also improve the lower bound of the uncertainty relation for the relative entropy of unilateral coherence
by adding an additional term depending on the mutual information and the Holevo quantity.
Theorem 4. For two incompatible observables X and Z with bases X and Z , respectively, and any state ρAB, the
following uncertainty relation for the relative entropy of unilateral coherence holds,
C
B|A
rel (X|ρAB) + C
B|A
rel (Z|ρAB) > qMU − S(A|B) + max{0, δ}. (28)
Proof.
Crel(X|ρA) + Crel(Z|ρA) + 2I(A : B)− I(X : B)− I(Z : B) > qMU − S(ρA) + 2I(A : B)− I(X : B)− I(Z : B)
= qMU − S(A|B) + I(A : B)− I(X : B)− I(Z : B)
= qMU − S(A|B) + max{0, δ}. (29)
As can be seen, the lower bound in Eq. (28) is tighter than that in Eq. (26). It is also basis dependent.
To illustrate these results, let us consider a special class of two-qubit X states
ρAB = p|Ψ
+〉〈Ψ+|+ (1− p)|11〉〈11|, (30)
where |Ψ+〉 = 1√
2
(|01〉 + |10〉) is a maximally entangled state and 0 6 p 6 1. Two complementary observables
measured on the part A of this state are assumed to be the Pauli matrices, X = σ1 and Z = σ3. In Fig. 1, different
lower bounds of the uncertainty relation for the relative entropy of unilateral coherence for this state are plotted
versus the parameter p. As can be seen, the lower bound in Eq. (28) is tighter than those in Eqs. (24) and (26).
Now, let us try to find out if there exist nontrivial upper bounds on the sum of the relative entropies of unilateral
coherences of two general measurement bases. From Eq. (18) one can obtain a nontrivial upper bound on the sum of
the relative entropies of unilateral coherences which is
2P
B|A
rel (ρAB) > C
B|A
rel (X|ρAB) + C
B|A
rel (Z|ρAB). (31)
It is worth noting that if X and Z are complementary such that qMU = log2 d, one has
2P
B|A
rel (ρAB) > C
B|A
rel (X|ρAB) + C
B|A
rel (Z|ρAB)
> P
B|A
rel (ρAB). (32)
Also, when the subsystem A is maximally mixed, the unilateral purity is equal to the mutual information, thus the
above equation can be rewritten as
2I(A : B) > C
B|A
rel (X|ρAB) + C
B|A
rel (Z|ρAB) > I(A : B).
(33)
7FIG. 1: (Color online) Different lower bounds of the uncertainty relation for the relative entropy of unilateral coherence for
two complementary observables X = σ1 and Z = σ3 measured on the part A of the state in Eq. (30), versus the parameter p.
It should be mentioned that the upper bound in Eq. (31) can be improved by the Holevo quantity. To achieve this
aim, one can use Eqs. (16) and (18) as follows
C
B|A
rel (Y|ρAB) = Crel(Y|ρA) + I(A : B)− I(Y : B)
6 Prel(ρA) + I(A : B)− I(Y : B)
= P
B|A
rel (ρAB)− I(Y : B). (34)
Thus,
2P
B|A
rel (ρAB)− I(X : B)− I(Z : B) > C
B|A
rel (X|ρAB) + C
B|A
rel (Z|ρAB). (35)
This inequality becomes equality if the subsystem A is maximally mixed. As can be seen, the upper bound in Eq. (35)
depends on the observables, whereas the upper bound in Eq. (31) is independent of the observables. As an example,
let us consider a Bell diagonal state which can be written as
ρAB =
1
4

IA ⊗ IB + 3∑
i,j=1
wijσi ⊗ σj

 , (36)
where σi(i = 1, 2, 3) is the Pauli matrix. The correlation matrix, W = {wij}, can always be diagonalized by a suitable
local unitary transformation, therefore one has
ρAB =
1
4
(
IA ⊗ IB +
3∑
i=1
tiσi ⊗ σi
)
. (37)
Furthermore, when t1 = 1− 2p and t2 = t3 = −p, with 0 6 p 6 1, the state in Eq. (37) can be rewritten as
ρAB = p|Ψ
−〉〈Ψ−|+
1− p
2
(
|Ψ+〉〈Ψ+|+ |Φ+〉〈Φ+|
)
, (38)
where |Ψ∓〉 = 1√
2
(|01〉 ∓ |10〉), |Φ+〉 = 1√
2
(|00〉 + |11〉) are the Bell states. Regarding this state, it turns out that
there is the same upper bound for two sets of complementary observables {X = σ1, Z = σ3} and {X = σ1, Z = σ2}
which is
2P
B|A
rel (ρAB) = 2
(
2 + p log2 p+ (1− p) log2(
1− p
2
)
)
. (39)
8FIG. 2: (Color online) Different upper bounds of the uncertainty relation for the relative entropy of unilateral coherence for
two complementary observables X = σ1 and Z = σ3 measured on the part A of the state in Eq. (38), versus the parameter p.
FIG. 3: (Color online) Different upper bounds of the uncertainty relation for the relative entropy of unilateral coherence for
two complementary observables X = σ1 and Z = σ2 measured on the part A of the state in Eq. (38), versus the parameter p.
However, the upper bounds in Eq. (35) for the above-mentioned two sets are
2P
B|A
rel (ρAB)− I(X : B)− I(Z : B) = 2
(
2 + p log2 p+ (1− p) log2(
1− p
2
)
)
− max
{
1− h(p), 1− h(
1 + p
2
)
}
− min
{
1− h(p), 1− h(
1 + p
2
)
}
, (40)
and
2P
B|A
rel (ρAB)− I(X : B)− I(Z : B) = 2
(
2 + p log2 p+ (1− p) log2(
1− p
2
)
)
− max
{
1− h(p), 1− h(
1 + p
2
)
}
− 1 + h(
1 + p
2
), (41)
respectively, where h(x) = −x log2 x− (1−x) log2(1−x) is the binary entropy. In Figs. 2 and 3, the upper bounds on
the sum of the relative entropies of unilateral coherences for these observables are plotted in terms of the parameter
p.
9IV. QUANTUM COHERENCE AND ENTROPIC UNCERTAINTY RELATIONS IN THE PRESENCE
OF A QUANTUM MEMORY
In this section it is shown that regarding the uncertainty relations for the relative entropy of unilateral coherence,
one can obtain the known EURs in the presence of a quantum memory. It turns out that this approach is very simple
compared to the other methods.
Assume a bipartite system AB in the state ρAB, if the measurement of the observable Y ∈ {X,Z} is done on the
part A, the post measurement state can be written as
ρY B =
∑
y
py|y〉〈y|A ⊗ ρB|y, (42)
where |y〉 ∈ {|x〉, |z〉}. ρY B is the incoherent-quantum state with respect to {|y〉} basis. Using the relative entropy of
unilateral coherence introduced in Eq. (15), one can obtain
H(Y |B) = C
B|A
rel (Y|ρAB) + S(A|B). (43)
Considering Eq. (43), for two incompatible quantum measurements (corresponding to two incompatible observables
X and Z) on the part A, one obtains
H(X |B) +H(Z|B) = C
B|A
rel (X|ρAB) + C
B|A
rel (Z|ρAB) + 2S(A|B). (44)
Regarding Eq. (44), the uncertainty relations for the relative entropy of unilateral coherence can be converted into
the EURs in the presence of a quantum memory. This equation, along with Eq. (24), leads us to
H(X |B) +H(Z|B) > qMU + S(A|B), (45)
which is the Berta EUR in the presence of a quantum memory. The above derivation of Eq. (45) is much simpler
than the one given in [7], which uses smooth entropies.
Similarly, one can obtain the Adabi and Pati EURs in the presence of a quantum memory using the relations obtained
in Sec. III. Considering Eqs. (26) and (28), one can obtain the Pati (Eq. (6)) and the Adabi (Eq. (8)) EURs in the
presence of a quantum memory, respectively.
Based on what has been mentioned so far, one comes to the result that there is a simple way to convert an
entropy-based uncertainty relation of unilateral coherence to the EUR in the presence of a quantum memory. Accord-
ing to our knowledge so far, it is actually the simplest method that has ever been provided to obtain the similar EURs.
In the bipartite system AB, entanglement between the part A and the quantum memory B, S(A|B) < 0, leads to
a decrement in the lower bound of the EUR and an increment in that of uncertainty relation for the relative entropy
unilateral coherence.
Now, as an example, let us consider a two-qubit Werner state,
ρAB = p|Ψ
+〉〈Ψ+|+
1− p
4
IA ⊗ IB, (46)
where 0 6 p 6 1. In Fig. 4, the lower bounds of the uncertainty relations for the relative entropy of unilateral
coherence and the EUR in the presence of a quantum memory for this state are plotted versus the parameter p.
As can be seen, when lower bound of coherence is larger than that of the EUR, the conditional entropy, S(A|B), is
negative meaning that A and B are entangled.
Finding nontrivial upper bounds on the sum of the entropies for different observables in the presence of a quantum
memory is largely an open problem. These bounds are called certainty relations in the presence of a quantum memory
[19]. The upper bound on the sum of the relative entropies of unilateral coherences, Eq. (35), can be used to derive a
certainty relation in the presence of a quantum memory which is
2 log2 d− I(X : B)− I(Z : B) > H(X |B) +H(Z|B). (47)
It is interesting to note that the above inequality becomes an equality if the subsystem A is maximally mixed.
Thus, this upper bound is perfectly tight for the class of states with maximally mixed subsystem A including Werner
states, Bell diagonal states, and isotropic states.
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FIG. 4: (Color online) Lower bounds of uncertainty relation for the relative entropy of unilateral coherence and the EUR in
the presence of a quantum memory for two complementary observables X = σ1 and Z = σ3, versus the parameter p appeared
in the expression for a correlated bipartite state which is assumed to be the Werner state.
V. CONCLUSION
In this work, the uncertainty relations for quantum coherence were obtained. To derive these relations, the properties
of the relative entropy of quantum coherence have only been used. The most important property is that the relative
entropy is nonincreasing under quantum operations. Regarding the uncertainty relations for unilateral coherence, we
could derive the uncertainty relations in the presence of a quantum memory. We also provided two upper bounds
on the sum of unilateral coherences defined based on the relative entropy in two incompatible reference bases and
compared them. Using the upper bound on the sum of unilateral coherences, certainty relation in the presence of
quantum memory was obtained.
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