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Abstract
In this thesis, we study various extensions of Calogero models and superintegrable systems. We
construct a kN-body one-dimensional model which reduces to the familiar Calogero model when
k = 1. We present a class of many-body systems that are equivalent to harmonic oscillators. We study
interesting extensions of the D-dimensional Coulomb-Kepler system and show that when the extension
satisfies certain conditions, then some components of the Laplace-Runge-Lenz vector can be extended
to conserved quantity of the new models. By introducing block separation of variables, we construct
the Kepler-singular oscillator type models which are a new family of superintegrable systems. We also
use separation of variables to obtain the energy spectrum, eigenfunctions and corresponding quadratic
algebraic structures. Separation of variables is not only used for solving eigenvalue problems but
also provides us with new tools for generalizing superintegrable systems. We generalize the double
harmonic-singular oscillators and Kepler-singular oscillator systems. The integrals of new models now
can involve angles from block spherical coordinates. A derivation of more general quadratic algebraic
structures is presented as well. We also give examples to show they can be solved in terms of so-called
X1 Jacobi polynomials.
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Chapter 1
Introduction
1.1 Background
Quantum many-body problem lies at a central position in modern physics after the establishment of
quantum mechanics. Here, “many” ranges from 3 to infinity. The theory of quantum many-body
systems provides a powerful framework for describing the microscopic world consisting of a large
number of interacting particles. The research in this field has significantly promoted the development
of branches in physics such as quark-gluon plasma, lattice QCD and superfluid, as well as other
subjects in science, such as superconductor, quantum communication and quantum computing [1–6].
The Ising model and Heisenberg model are very famous examples of quantum many-body models in
statistical physics. See [7–12] for the results and applications of them. Very often, people are interested
in solvable systems for which there exists at least one solution.
Exactly solvable (ES) systems (often known as completely integrable system) are an exciting subclass
of solvable systems. Roughly speaking, “exactly solvable” means the solutions can be obtained
analytically and can be expressed in terms of some known functions in closed form. Familiar examples
include harmonic oscillator, hydrogen atom and Chiral-Potts model [13–17]. Usually, the solutions of
an ES non-relativistic quantum systems are closely related to orthogonal polynomials such as Laguerre
polynomials, Jacobi polynomials and Hermite polynomials. There are many reasons for studying ES
systems [18, 19]. First, as actual physical problems, they are interesting in themselves. Many quantum
systems behave like harmonic oscillator near their equilibriums, and one-dimensional completely
integrable non-relativistic field theory models are excellent approximation for quasi-one-dimensional
systems. Second, the ES systems can be used to explain various approximate and quantitative methods
to deal with non-solvable systems. Third, studying ES systems allows one to develop constructive
perturbation analysis. We have seen the huge success in quantum field theory via the perturbation
theory. Finally, from a mathematical point of view, ES systems possess interesting algebraic structures
such as Lie algebra. Various completely integrable systems obtained by means of inverse scattering
method are shown to be connected with representations of Lie algebras.
1
2 CHAPTER 1. INTRODUCTION
Calogero systems are a class of interesting one-dimensional quantum many-body problems whose
potential consists of harmonic well and pairwise inverse-square. This kind of system was initially
introduced in 1969 by Calogero [48] who proposed a three-body problem and obtained exact solutions.
Soon thereafter, he also generalized it to N-body case and demonstrated the exact solvability [49]. The
analogous systems in which the particles are arranged on a circle were discovered by Sutherland [51]
and were shown to be exactly solvable as well. Calogero and Sutherland’s works were thought to
be revolutionary, because the only non-trivial examples of quantum N-body before them was the
“delta function potential” problem [20]. The next important work was done by Moser in 1975 [21].
He proved the complete integrability of the classical Calogero systems. The research on quantum
many-body problems has been enriched considerably due to the discoveries of Calogero, Sutherland
and Moser [22]. Therefore, sometimes, these systems are called “Calogero-Sutherland-Moser” systems.
Another revolutionary contribution was made in early eighties by Olshanetsky and Perelomov [52].
They creatively built connections between inverse-square potentials and simple Lie algebras, and
extended the family of Calogero-Sutherland-Moser systems substantially.
Since the late 20th century, the research on Calogero-Sutherland-Moser systems experienced an
explosive growth. A widely concerning aspect was the explicit solution of original Calogero N-body
with square/inverse square pair. Via the use of Dunkl operators to realize the ladder operators, the
authors in [54] were able to construct eigenstates and energy spectrum. For Calgero systems associated
with other root systems, the solvability was studied in [59]. The algebraic structure is another exciting
aspect. In [55], the authors demonstrated the hidden Lie algebra and Lie superalgebra structures in
various types of Calogero systems. Another surprising result is that Calogero system can be mapped
to decoupled harmonic oscillators by successive gauge transformations [62–64]. By doing so, the
eigenstates and energy spectrum can be obtained in an alternative way, as shown in [54]. In addition to
digging out the intrinsic properties, people also focused on various extensions of Calogero systems. A
non-trivial extension of Calogero three-body problem was proposed by Wolfes [50], who extended
this three-body problem via adding inverse square of linear combination of three coordinates. This
extension turned out to be the G2 system in [52]. Following Wolfes’s work, two other extensions were
made in [67] and [68], using newly discovered orthogonal polynomials and adding the mean-field,
respectively. In particular, for the two-body case, the system can be extended to D-dimensional
space [73] elegantly without correlating terms. Beyond Calogero systems, there are some isolated
many-body systems. For example, in [82], using the separation of variables repeatedly, the authors were
able to construct a system of 3k interacting particles. In [23], the authors gave a new four-body system
by fulfilling some algebraic constraints. To sum up, Calogero systems are interesting and attractive
objects to study, due to their own properties and connections with areas in physics (e.g., quantum field
theory, string theory, statistical models, etc.) as well as in mathematics (e.g., representation theory,
harmonic analysis, complex geometry, etc.).
1.1. BACKGROUND 3
Superintegrable system is another exciting subclass of exactly solvable systems which admits more
conserved quantities than the degrees of freedom. They deeply influenced the development of modern
physics, especially physical chemistry, condensed matter physics, nuclear physics, atomic and molecu-
lar physics. Famous examples include harmonic oscillator and Hydrogen atom (Kepler system) with
so(N) and o(N+1) Lie algebra respectively. The research on superintegrable system dates back to
1960s when Winternitz et. al. studied systems possessing integrals of second-order on two-dimensional
Euclidean plane [24, 25]. In the earlier time, physicists applied these theories to investigate symmetry
groups and dynamical symmetries appearing in quantum mechanics [26]. In the last fifteen years,
research in this field has been greatly pushed forward. Many new families of superintegrable systems
have been discovered, and the classification of two-dimensional superintegrable systems has been
given in [88]. Although the classification on three-dimensional ones has not been completed yet, some
algebraic structures have been discovered in [89–92]. Algebras formed by integrals of superintegrable
systems is another attractive aspect. It is widely accepted that the integrals in a superintegrable
system form a polynomial algebra in which the commutator of two generators includes not only linear
combination of others but also quadratic or higher-order terms. The most common polynomial algebras
appearing in superintegrable system are quadratic algebras Q(3) which are generated by three elements
and the commutators include quadratic terms. An interesting application of Q(3) is the derivation of
energy spectrum. First, the deformed oscillators can be realized in terms of Q(3). Next, the irreducible
representations of deformed oscillators gives the energy spectrum. This approach sufficiently takes
advantage of the underlying symmetries, avoids solving the second-order differential equations and
explain why degeneracies exist. From a mathematical point of view, superintegrable systems have
intimate relations to orthogonal polynomials, special functions and Painleve transcendents. Further, the
relation between two-dimensional superintegrable systems and hypergeometric orthogonal polynomials
led to a conjecture that all superintegrable systems are exactly solvable [27]. So far, most of integrals
are quadratic order of momenta. Systemic research on cubic or higher integrals for two-dimensional
systems is presented in [28] and references therein. The method provides a general expression of the
integrals .
Recently, people started to focus on another class of models which is known as “quasi-exactly solvable
systems”. Roughly speaking, a quantum system is said to be quasi-exactly solvable (QES) if only a
finite number of solutions can be obtained analytically and algebraically while the remaining ones
cannot be found exactly. Another feature of QES system is that it only preserves finite-dimensional
space. One reason that QES systems are important is that they enable us to model real physical
situations and observe non-pertubative phenomena. They can be used as a “reference point” in the
realization of various approximate methods [18]. The conception of quasi-exact solvability was first
proposed by Turbiner who studied sextic and quartic potentials in one dimension [29] and found
their Lie-algebraic forms. Further works on these two potentials can be found in [30, 31]. Besides
sextic and quartic potentials, there are several interesting potentials which can be made quasi-exactly
solvable, such as Morse-type potentials, Poschl-Teller-type potentials and sine-Gordon potential,
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etc [33]. The research on singular radial (the inverse power of radial variables) potentials have a lot
of physical and mathematical interest. In [34, 35], inverse quartic, inverse sextic, inverse octic power
and inverse decatic potentials have been treated, and by using Bethe Ansatz the authors were able to
obtain the exact solutions. A class of quasi-exactly solvable many-body systems, called Inozemtsev
model [36–38] was found. These many-body models are extensions of Calogero systems.
1.2 Aims of research
This thesis will focus on the construction and algebraic structures of exactly solvable, superintegrable
systems and quasi-exactly solvable systems. The main aims are to
• Generalize and construct one-dimensional kN-body system from familiar Calogero models.
• Explore sufficient conditions under which a many-body system can be mapped to decoupled
harmonic oscillators, identify generalized ladder operators, construct eigenstates and calculate
eigenvalues.
• Discover new family of superintegrable systems in arbitrary D dimensions via the construction
of new integrals of motion.
• Derive the underlying quadratic algebra structures by using separation of variables and gauge
transformations. Some of these systems are solved in terms of Xm type exceptional orthogonal
polynomials.
• Construct superintegrable systems in D dimensions allowing cubic or higher integrals of motion.
This is again realized by separation of variables and gauge transformation.
• Construct non-Hermitian quasi-exactly solvable system with trigonometric potential and demon-
strate its Lie algebraic structure.
1.3 Structure of thesis
This thesis is organized by the style of “thesis by publication”. The body part consists of published
works and preprints, and each of them forms a single chapter. All published works are peer-reviewed.
First two chapters consist of necessary information of this thesis and preliminary knowledge of
the research field. The body part starts from chapter 3.
In chapter 3, we present a one-dimensional kN-body model. This new model consists of k groups
N-body Calogero model. Distinct groups interact via center of mass. We will discuss various types of
coupling functions and show the exact solvability. We also apply the separation of variables and Dunkl
operators to obtain the energy spectrum and eigenfunctions.
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In chapter 4, we present a class of many-body models which can be mapped to decoupled har-
monic oscillators via successive gauge transformations. This short work starts with some general
discussions for determining a satisfactory form of Hamiltonian. After that, we provide five examples
to validate our discussions in previous section.
In chapter 5, we present two constructions of N · 2k and N · 3k-body models. Both methods take
advantage of separation of variables and work recursively.
In chapter 6, we study extension of Kepler-Coulomb problem and show that some components
of Laplace-Runge-Lenz vector can be extended when the extension satisfies certain condition. We
present new family of superintegrable systems with a partition of coordinates. We also obtain the
general form of quadratic algebras.
In chapter 7, we again generalize the system discussed in chapter 6 with blocked spherical coor-
dinates and include the oscillators. The main method is the separation of variables. The relevant
quadratic algebras are generalized as well.
In chapter 8 consists of unpublished work. We study the existence of quartic integrals of the models in
chapter 6 and 7 with non-vanishing coupling constants.
In the final chapter, we summarise the thesis.

Chapter 2
Quantum systems
In this chapter, we present preliminary theory of certain aspects quantum systems. In section 2.1, we
introduce exactly solvable quantum systems, including the definition of exact solvability, separation of
variables and models of Calogero type. In particular, we will give detailed discussions on spherical
coordinates in higher dimensions and the fundamental forms of Calogero models (both N and three-
body). In section 2.2, we overview the basic aspects of integrable and superintegrable system as well
as the algebraic structures (including Lie algebra and quadratic algebra) therein.
2.1 Exactly solvable systems
2.1.1 Exact solvability
Exact solvability is usually characterized by flag of linear spaces. We first introduce the concept of
flag. Let V1,V2, · · · be an infinite series of finite-dimensional spaces, and if
V1 ⊂ V2 ⊂ ·· ·Vi ⊂ Vi+1 · · · ⊂ V , (2.1)
where V is the completion space, then we call the structure (2.1) a flag of V or simply flag. A simple ex-
ample is the polynomial space of one variable x for which we can set Vi = {ploynomials of x of degree i-1}
i = 1,2, · · · and V = {all polynomials of x}.
A differential operator D is said to be exactly solvable [18] if it preserves a flag, i.e.,
DVi ⊂ Vi ⊂ Vi+1, i = 1,2, · · · , (2.2)
and
DV ⊂ V . (2.3)
In quantum mechanics, a system of N-degrees of freedom is usually given by the Hamiltonian Hˆ,
Hˆ =−
N
∑
i< j
gi j pˆi pˆ j +V (x1, · · · ,xN) (2.4)
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where pˆi’s are momenta operators, gi j is the metric and xi’s are coordinates. Hˆ is a linear differential
operator clearly. Hence when Hˆ is exactly solvable, we say the quantum system is exactly solvable.
Example: One-dimensional harmonic oscillator
We consider the one-dimensional harmonic oscillator
Hˆ =− d
2
dx2
+ω2x2, ω > 0. (2.5)
As shown in many textbooks, the eigenfunction and corresponding eigenvalue are
ψn(x) = Hn(
√
ω x)e−ωx
2/2, En = ω(2n+1), n = 0,1, · · · , (2.6)
where Hn is the nth Hermite polynomial. In order to see its exact solvability, we define
Vi = span{µ(x),x ·µ(x), · · · ,xi−1 ·µ(x)},
V = {P(x) ·µ(x)|P(x) is a polynomial}, µ(x) = e−ωx2/2.
(2.7)
It is straightforward to see Vi’s form a flag of V
V1 ⊂ V2 ⊂ ·· ·Vi ⊂ Vi+1 · · · ⊂ V (2.8)
and the Hamiltonian preserves this flag
HˆVi ⊂ Vi ⊂ Vi+1, i = 1,2, · · · . (2.9)
Hence the one-dimensional harmonic oscillator is exactly solvable.
2.1.2 Separation of variables
Separation of variables is an effective method for solving partial differential equations. It allows an
equation of two or more variables to be factorized into some independent ones, each of which has
single variable. This technique dates back to the study of Hamilton-Jacobi equation
H =
n
∑
i, j=1
gi j
∂S
∂yi
∂S
∂y j
= E (2.10)
and Helmholtz equation 1
1√
g
n
∑
i, j=1
∂
∂ si
(√
g gi j
∂Ψ
∂ s j
)
= λΨ. i = 1,2, · · · ,N. (2.11)
For the Hamilton-Jacobi equation, the separation of variables allows the solution S to be expressed as
a sum of several single-variable solutions, each of which is called Si
S =
n
∑
i=1
Si(xi;c1, · · · ,cN) (2.12)
1The operator 1√g ∑
n
i, j=1
∂
∂ si
(√
g gi j ∂∂ s j
)
is the Laplacian with the metric gi j,g = det(gi j),
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under some new coordinates {xi}. This is the so-called additively separation. For the Helmholtz
equation, separation of variables allows the solution Ψ to be expressed as a product of several
independent solutions
Ψ=
N
∏
i=1
Ψi(xi;c1, · · · ,cN) (2.13)
under some new coordinates {xi}. This is the so-called multiplicatively separation. All separable
coordinate systems for (2.10) and (2.11) on real n-sphere Sn and Euclidean space Rn have been classi-
fied [39]. The results for separation of variables on Helmholtz equation can be stated as follows.
Each separable coordinate system {x(i)j } for the Helmholtz equation on Sn arises from the following
directed tree:
(2.14)
A small square is said to be a leaf if it has no arrow pointing to others. At each level, the elements in
small squares are constants, arranged in increasing order from left to right (e.g. f1 < f2 < · · · fk < · · · ).
The total number of leaves must be equal to n+1. A block at level-i (counted from top to bottom) like
[e1|e2| · · · |ep+1] consists of p leaves is said to be basic. For this kind of basic block, we write down a
realization of p+1 elliptic coordinates
∏pl=1(x
(i)
l − e1)
∏k 6=1(ek− e1)
,
∏pl=1(x
(i)
l − e2)
∏k 6=2(ek− e2)
,
· · · · · ·
∏pl=1(x
(i)
l − ep+1)
∏k 6=p+1(ek− ep+1)
,
(2.15)
in which x(i)l ’s satisfy
e1 < x
(i)
1 < e2 < x
(i)
2 · · · · · ·< x(i)p < ep+1. (2.16)
The procedure starts from the first level. When a small square, say, [em] has an arrow pointing to a
basic block with q+1 children at next level (so |em| is not a leaf any longer), i.e.,
(2.17)
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Then we pick out the mth expression in (2.15) and replace it by q+1 new expressions (and in terms of
new variables x(i+1)1 · · ·x(i+1)q ):
∏pl=1(x
(i)
l − em)
∏k 6=m(ek− em)
∏ql=1(x
(i+1)
l − f1)
∏k 6=1( fk− f1)
∏pl=1(x
(i)
l − em)
∏k 6=m(ek− em)
∏ql=1(x
(i+1)
l − f2)
∏k 6=2( fk− f2)
· · · · · ·
∏pl=1(x
(i)
l − em)
∏k 6=m(ek− em)
∏ql=1(x
(i+1)
l − fq+1)
∏k 6=p+1( fk− fq+1)
.
(2.18)
It can be seen that above expression is of the form “mth expression in (2.15) ” × “elliptic coordinates
in terms of fi’s”. Again, x
(i+1)
l ’s should satisfy
f1 < x
(i+1)
1 < f2 · · · · · ·< x(i+1)q < fq+1. (2.19)
Repeat until we run over n+1 leaves and assign each expression to a standard coordinate s2i on Sn
(∑n+1i=1 s
2
i = 1). For example, consider the following graph for sphere S2
(2.20)
First, we should write down two following expressions for the block [e1|e2]
x(1)1 − e1
e2− e1 ,
x(1)1 − e2
e1− e2 , e1 < x
(1)
1 < e2. (2.21)
Next, we find e2 has two children, so the second expression of above should be replaced by two new
ones below
x(1)1 − e2
e1− e2
x(2)1 − f1
f2− f1 ,
x(1)1 − e2
e1− e2
x(2)1 − f2
f1− f2 , f1 < x
(2)
1 < f2. (2.22)
Therefore the change of variables on S2 corresponding to the graph (2.20) is given by
s21 =
x(1)1 − e1
e2− e1 ,
s22 =
x(1)1 − e2
e1− e2
x(2)1 − f1
f2− f1 ,
s23 =
x(1)1 − e2
e1− e2
x(2)1 − f2
f1− f2 .
(2.23)
If we examine the above expressions, then we find
0 <
x(1)1 − e1
e2− e1 < 1, 0 <
x(1)1 − e2
e1− e2 < 1, 0 <
x(2)1 − f1
f2− f1 < 1, 0 <
x(2)1 − f2
f1− f2 < 1, (2.24)
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which suggests a further transformation
x(1)1 − e1
e2− e1 = cos
2θ ,
x(1)1 − e2
e1− e2 = sin
2θ ,
x(2)1 − f1
f2− f1 = cos
2φ ,
x(2)1 − f2
f1− f2 = sin
2φ ,
(2.25)
so we recover the spherical coordinate on S2
s21 = cos
2θ , s22 = sin
2θ cos2φ , s23 = sin
2θ sin2φ . (2.26)
In particular, a tree of two levels like
(2.27)
gives a rise to the so-called block spherical coordinate which will be used in this thesis. Concretely
speaking, for N free coordinates x1,x2, · · · ,xN , we divide them into several blocks and use spherical
coordinate for individual block. For future use, let us now turn to discuss the structure of D-dimensional
Laplacian under spherical coordinate. The Laplacian ∇2 in D-dimensional flat space reads
∇2 =
D
∑
i=1
∂ 2
∂x2i
. (2.28)
Under the spherical coordinate
xD = r cosφD−1,
xD−1 = r sinφD−1 cosφD−2,
· · · · · ·
xi = r sinφD−1 sinφD−2 · · ·sinφi cosφi−1,
· · · · · ·
x2 = r sinφD−1 sinφD−2 · · ·sinφ2 cosφ1,
x1 = r sinφD−1 sinφD−2 · · ·sinφ2 sinφ1,
(2.29)
the Laplacian is transformed to
∇2 =
∂ 2
∂ r2
+
D−1
r
∂
∂ r
+
1
r2
AˆD−1, (2.30)
in which AˆD−1 is determined recursively
Aˆi =
∂ 2
∂φ2i
+(i−1)cotφi ∂∂φi +
1
sin2φi
Aˆi−1, i = 2, · · · ,D−1,
Aˆ1 =
∂ 2
∂φ21
.
(2.31)
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The proof is by induction on D. Suppose the statement is true in D dimensions, and let us consider
D+1 dimensions. We have
∇2 =
D
∑
i=1
∂ 2
∂x2i
+
∂ 2
∂x2D+1
=
∂ 2
∂ r′2
+
D−1
r′
∂
∂ r′
+
1
r′2
AˆD−1+
∂ 2
∂x2D+1
,
(2.32)
where r′ =
√
∑Di=1 x2i and
xD = r′ cosφD−1,
xD−1 = r′ sinφD−1 cosφD−2,
· · · · · ·
xi = r′ sinφD−1 sinφD−2 · · ·sinφi cosφi−1,
· · · · · ·
x2 = r′ sinφD−1 sinφD−2 · · ·sinφ2 cosφ1,
x1 = r′ sinφD−1 sinφD−2 · · ·sinφ2 sinφ1.
(2.33)
Now we use polar coordinates for variables {r′,xD+1}
xD+1 = r cosφD, r′ = r sinφD (2.34)
to get
xD+1 = r cosφD,
xD = r sinφD cosφD−1,
· · · · · ·
xi = r sinφD sinφD−1 · · ·sinφi cosφi−1,
· · · · · ·
x2 = r sinφD sinφD−1 · · ·sinφ2 cosφ1,
x1 = r sinφD sinφD−1 · · ·sinφ2 sinφ1,
(2.35)
On the other hand, inserting (2.34) into (2.32) we have
∇2 =
∂ 2
∂ r2
+
D
r
∂
∂ r
+
1
r2
AˆD,
AˆD =
∂ 2
∂φ2D
+(D−1)cotφD ∂∂φD +
1
sin2φD
AˆD−1.
(2.36)
Hence the statement is true in D+1 dimensions.
Remark: We would like to point out that not all differential equations are completely separable, and
there is no unified way to factorize an equation. Separation of variables just provides an efficient and
direct way to understand the system and does not guarantee all solutions can be found. Some equations
are called multi-separable, i.e., it is completely separable under at least two coordinate systems.
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2.1.3 Calogero systems
N-body problem with square/inverse square pair potential
Calogero system is a class of many-body models that describes the interacting particles moving on a
line. The fundamental system proposed by F. Calogero [49] is given by[
−
N
∑
i=1
∂ 2
∂x2i
+ω2
N
∑
i< j
(xi− x j)2+
N
∑
i< j
2α(α−1)
(xi− x j)2
]
Ψ= EΨ (α > 0). (2.37)
This N-body problem has the so-called inverse-square potential which is thought to be interesting
and important in physics. However, most of literature replaces the square part ω2∑Ni< j(xi− x j)2 by
oscillators ω2∑Ni=1 x2i , so the Hamiltonian becomes
Hˆ =−
N
∑
i=1
∂ 2
∂x2i
+ω2
N
∑
i=1
x2i +
N
∑
i< j
2α(α−1)
(xi− x j)2 (α > 0). (2.38)
The ground state and energy are
Ψ0 =
N
∏
i< j
|xi− x j|α exp
(
− 1
2
ω
N
∑
i=1
x2i
)
, E0 = ωαN(N−1)+Nω. (2.39)
It is widely accepted that when N > 3, the Schro¨dinger equation HˆΨ= EΨ for (2.38) is not separable
(we will study N = 3 case in next part of this subsection). The explicit solutions to (2.38) were obtained
in [54] via constructing ladder operators from the Dunkl operators. This method is shown as follows.
The Dunkl operators are given by
D j =
∂
∂x j
+α
N
∑
i 6= j
1
x j− xi (1−σi j), j = 1, · · ·N, (2.40)
where σi j are the permutation operators interchanging variables xi and x j. Through some algebras, one
can show [
Di,D j
]
= 0. (2.41)
Introducing ladder operators
a j =
1√
2
(D j +ωx j), a†j =
1√
2
(−D j +ωx j), j = 1, · · ·N, (2.42)
one can show [
ai,a
†
j
]
= ω
[
(1+α
N
∑
k=1
σik)δi j−ασi j
]
. (2.43)
Performing gauge transformation2 on Hˆ:
HˆN =
N
∏
i< j
|xi− x j|−α ◦ Hˆ ◦
N
∏
i< j
|xi− x j|α
=− ∂
2
∂x2i
−2
N
∑
i=1
[ N
∑
j 6=i
α
xi− x j
]
∂
∂xi
+ω2
N
∑
i=1
x2i .
(2.44)
2In this field of study, the phrases “gauge transformation” and “similarity transformation” sometimes are used
interchangeably. We are not interested in the inner product of wavefunctions.
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Then simple calculations show that[
HˆN ,a
†
i
]
= 2ωa†i ,
[
HˆN ,ai
]
=−2ωai, (2.45)
and
HˆN =
N
∑
i=1
{
a†i ,ai
}
=
N
∑
i=1
(−D2i +ω2x2i ). (2.46)
So states of the system can be constructed by
|l1, · · · , lN〉=
N
∏
i=1
(a†i )
li |0〉 (2.47)
and the corresponding eigenvalue E is
E = ωαN(N−1)+Nω+2ω
N
∑
i=1
li. (2.48)
Calogero three-body problem and its extensions
In this part, we review some results on the extensions for the Calogero three-body problem. For N = 3,
the Hamiltonian (2.38) is
Hˆ =−
3
∑
i=1
∂ 2
∂x2i
+ω2
3
∑
i=1
x2i +
3
∑
i< j
2α(α−1)
(xi− x j)2 . (2.49)
As given in [48], the Schro¨dinger equation HˆΨ = EΨ is completely separable under the following
transformation
x1 =
X√
3
+
√
2
3
r(−1
2
cosθ +
√
3
2
sinθ)
x2 =
X√
3
+
√
2
3
r cosθ
x3 =
X√
3
+
√
2
3
r(−1
2
cosθ −
√
3
2
sinθ), r > 0, θ ∈ [0,pi].
(2.50)
Let Ψ= f (X)φ(θ)R(r), then the separated equations are[
− ∂
2
∂X2
+ω2X2
]
f (X) = Ecm f (X),[
− ∂
2
∂θ 2
+
9α(α−1)
sin2 3θ
]
φ(θ) = b2nφ(θ),[
− ∂
2
∂ r2
− 1
r
∂
∂ r
+ωr2+
b2n
r2
]
R(r) = ErR(r)
E = Ecm+Er,
(2.51)
where the following identity has been used
9
sin2 3θ
=
1
sin2θ
+
1
sin2(θ +pi/3)
+
1
sin2(θ +2pi/3)
. (2.52)
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Solving (2.51), one gets the eigenfunctions
f (X) = exp
[
− 1
2
ωX2
]
Hl(
√
ω X), φ(θ) = sinα(3θ)P(α−1/2,−1/2)n (cos6θ),
R(r) = rbn exp
[
− 1
2
ωr2
]
L(bn)m (ωr2),
(2.53)
and eigenvalues
Ecm = ω(2l+1), l = 0,1, · · · ,
b2n = 9(2n+α)
2, n = 0,1, · · · ,
Er = 2ω(2m+bn+1), m = 0,1, · · · .
(2.54)
In 1974, Wolfes extended the Hamiltonian (2.49) by adding inverse square terms of linear combinations
of three coordinates. The extended Hamiltonian is known as “Wolfes system”
Hˆwol =−
3
∑
i=1
∂ 2
∂x2i
+ω2
3
∑
i=1
x2i +
3
∑
i< j
2α(α−1)
(xi− x j)2 + ∑k 6=i< j 6=k
6β (β −1)
(xi+ x j−2xk)2 . (2.55)
The eigenvalue problem HˆwolΨ= EΨ is still completely separable under transformation (2.50)[
− ∂
2
∂X2
+ω2X2
]
f (X) = Ecm f (X),[
− ∂
2
∂θ 2
+
9α(α−1)
sin2 3θ
+
9β (β −1)
cos2 3θ
]
φ(θ) = b2nφ(θ),[
− ∂
2
∂ r2
− 1
r
∂
∂ r
+ωr2+
b2n
r2
]
R(r) = ErR(r)
E = Ecm+Er,
(2.56)
where f (X) and R(r) are the same as those in (2.53). (2.56) and (2.51) differ by a equation of angle. It
is easy to get the solution of the angle equation,
φ(θ) = sinα(3θ)cosβ 3θP(α−1/2,−1/2)n (cos6θ),
b2n = 9(2n+α+β )
2,
(2.57)
Generally, the three-body problem (2.49) can be extended as follows [66]
Hˆgen =−
3
∑
i=1
∂ 2
∂x2i
+ω2
3
∑
i=1
x2i +
k−1
∑
i=0
2α(α−1)/3
[(
√
3
3 cos
ipi
k − 13 sin ipik )x1+ 23 sin ipik x2− (
√
3
3 cos
ipi
k +
1
3 sin
ipi
k )x3]
2
+
k−1
∑
i=0
2β (β −1)
[(
√
3
3 cos
(2i+1)pi
2k − 13 sin (2i+1)pi2k )x1+ 23 sin (2i+1)pi2k x2− (
√
3
3 cos
(2i+1)pi
2k +
1
3 sin
(2i+1)pi
2k )x3]
2
(2.58)
When k = 3, we can recover the Wolfes three-body system (2.55)
Hˆwol =−
3
∑
i=1
∂ 2
∂x2i
+ω2
3
∑
i=1
x2i +
3
∑
i< j
2α(α−1)
(xi− x j)2 +
3
∑
k 6=i< j 6=k
6β (β −1)
(xi+ x j−2xk)2 .
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Applying the transformation (2.50) on Hˆgen, one gets[
− ∂
2
∂θ 2
+
k2α(α−1)
sin2(kθ)
+
k2β (β −1)
cos2(kθ)
]
Φ(θ) = B2nΦ(θ),[
− ∂
2
∂ r2
− 1
r
∂
∂ r
+
B2n
r2
+ω2r2
]
R(r) = EnmR(r),[
− ∂
2
∂X2
+ω2X2
]
χ(X) = ECMχ(X),
(2.59)
in which we have employed the trigonometric identities
k2
sin2(kθ)
=
k−1
∑
i=0
1
sin2(θ + ipi/k)
k2
cos2(kθ)
=
k−1
∑
i=0
1
sin2[θ +(2i+1)pi/(2k)]
.
(2.60)
The solutions are given by
Φ(θ) = sinα(kθ)cosβ (kθ)P(α−1/2,β−1/2)n (cos(2kθ)),
Bn = 2k(n+ν+η) n = 0,1,2, · · ·
R(r) = rBn exp
(
−ω
2
r2
)
L(Bn)m (ωr2), Enm = 2ω(2m+Bn+1), m = 0,1,2, · · ·
χ(X) = exp
(
−ω
2
X2
)
Hl(
√
ω X), ECM = ω(2l+1), l = 0,1,2, · · ·
(2.61)
The equivalence between Harmonic Oscillator and Calogero system
In this part, we recall some results in [62–64], which demonstrate the equivalence between system
(2.38), (2.55) and the harmonics oscillator.
Let us examine (2.38). We aim at finding an invertible operator Tˆ , such that
Tˆ−1 ◦ Hˆ ◦ Tˆ =−
N
∑
i=1
∂ 2
∂x2i
+ω2
N
∑
i=1
x2i + constant (2.62)
First, we use the ground state (2.39) to perform a gauge transformation on (2.38)
Hˆ ′ =Ψ−10 ◦ Hˆ ◦Ψ0
=−
N
∑
i=1
∂ 2
∂x2i
−
N
∑
i=1
[( N
∑
j 6=i
2α
xi− x j
)
−2ωxi
]
∂
∂xi
+E0
= 2ω
N
∑
i=1
xi
∂
∂xi
−
N
∑
i=1
∂ 2
∂x2i
−
N
∑
i=1
[( N
∑
j 6=i
2α
xi− x j
)]
∂
∂xi
+E0.
(2.63)
Denoting
Aˆ = 2ω
N
∑
i=1
xi
∂
∂xi
,
Bˆ =−
N
∑
i=1
∂ 2
∂x2i
−
N
∑
i=1
[( N
∑
j 6=i
2α
xi− x j
)]
∂
∂xi
,
(2.64)
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then we have [
Aˆ, Bˆ
]
=−4ωBˆ, (2.65)
which implies [
Aˆ, Bˆk
]
=−4kωBˆk, [Aˆ,exp{λ Bˆ}]=−4ωλ Bˆexp{λ Bˆ} (2.66)
for integer some k and real number λ . So the gauge transformation on Hˆ ′ gives
exp{−Bˆ/4ω}◦ Hˆ ′ ◦ exp{Bˆ/4ω}= Aˆ
= 2ω
N
∑
i=1
xi
∂
∂xi
(2.67)
Now we consider another operator Cˆ
Cˆ = ∇2 =
N
∑
i=1
∂ 2
∂x2i
. (2.68)
One can show [
Aˆ,Cˆ
]
=−4ωCˆ. (2.69)
Again, we can use a similar transformation to obtain
exp{−Cˆ/4ω}◦ Aˆ◦ exp{Cˆ/4ω}= Aˆ−Cˆ
=−
N
∑
i=1
∂ 2
∂x2i
+2ω
N
∑
i=1
xi
∂
∂xi
= exp
{
ω
2
N
∑
i=1
x2i
}
◦
[
−
N
∑
i=1
∂ 2
∂x2i
+ω2
N
∑
i=1
x2i −Nω
]
◦ exp
{
− ω
2
N
∑
i=1
x2i
}
(2.70)
Combining (2.62), (2.63), (2.67) and (2.70), we have
Tˆ−1HˆTˆ =−
N
∑
i=1
∂ 2
∂x2i
+ω2
N
∑
i=1
x2i +ωαN(N−1), (2.71)
where Tˆ is given by
Tˆ =Ψ0 ◦ exp
{
Bˆ/4ω
}◦ exp{Cˆ/4ω}◦ exp{ω
2
N
∑
i=1
x2i
}
. (2.72)
It can be seen we can define ladder operators for (2.38) in a new way
bˆ†j = Tˆ ◦
1√
2ω
[
− i ∂
∂x j
+ iωx j
]
◦ Tˆ−1, bˆ j = Tˆ ◦ 1√
2ω
[
− i ∂
∂x j
− iωx j
]
◦ Tˆ−1. (2.73)
Therefore, we have [
bˆi, bˆ
†
j
]
= δi, j (2.74)
and
Hˆ = 2ω
N
∑
i=1
bˆ†i bˆi+Nω+ωαN(N−1),
[
Hˆ, bˆ†i
]
= 2ω bˆ†i ,
[
Hˆ, bˆi
]
=−2ω bˆi. (2.75)
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Then the Fock space is
|l1, l2, · · · , lN〉=
N
∏
i=1
(bˆ†i )
li |0〉 (2.76)
and the eigenvalue
E = Nω+ωαN(N−1)+2ω
N
∑
i=1
li (2.77)
is the same as (2.48). Other types are discussed in [63, 64].
2.2 Superintegrable systems
2.2.1 Integrability and superintegrability
In this part, we present the definitions of integrability (in Liouville’s sense) and superintegrability.
Given a Hamiltonian in N dimensions
Hˆ =−
N
∑
i=1
∂ 2
∂x2i
+V (x1, · · · ,xN), (2.78)
a well defined operator Iˆ is said to be an integral of motion or integral if and only if it is commuting
with Hˆ [
Iˆ, Hˆ
]
= 0. (2.79)
Hˆ is said to be integrable (in Liouville’s sense) if it possesses N mutually commuting and functionally
independent integrals, i.e., [
Iˆk, Hˆ
]
= 0 =
[
Iˆi, Iˆ j
]
, i, j,k = 1,2, · · · ,N. (2.80)
Further, Hˆ is said to be superintegrable if it allows more independent integrals {XˆN+1, · · · , XˆN+k} other
than {Iˆ1, · · · , IˆN} and {Iˆ1, · · · , IˆN , XˆN+1, · · · , XˆN+k} is functionally independent. Notice that Xˆi’s are not
necessarily commuting with Iˆk’s or with each other.
2.2.2 Algebraic structures in superintegrable systems
According to last subsection, when a quantum system is integrable, its integrals I1, · · · , In form an
Abelian Lie algebra. When it is superintegrable, all the integrals {I1, · · · , In,Y1, · · · ,Yk} usually form a
polynomial (or non-linear) deformation of Lie algebra. In this subsection, we introduce the concept of
polynomial algebra. Let X = {X1, · · · ,Xn} be a set of operators, they form a polynomial algebra if
they satisfy[
Xi,X j
]
=Ci j +∑Cki, jXk +∑∑Ck1,k2i, j Xk1Xk2 +∑∑∑Ck1,k2,k3i, j Xk1Xk2Xk3 + · · · , i, j = 1, · · ·n,
(2.81)
where Ci j,Cki, j, · · · are constants or central elements. In particular, when only the linear terms survive
for each i, j, this algebra reduces to a Lie algebra. The simplest non-trivial polynomial algebra is the
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quadratic algebra Q(3) generated by three elements X= {X1,X2,X3 = [X1,X2]}:
[X1,X2] = X3,
[X1,X3] = aX21 +b{X1,X2}+ cX1+dX2+ e,
[X2,X3] = αX21 +β{X1,X2}+ γX22 +δX1+ εX2+ζ .
(2.82)
Using the Jacobi identity for X1,X2 and X3
[X1, [X2,X3]]+ [X2, [X3,X1]]+ [X3, [X1,X2]] = 0, (2.83)
one gets
[X1, [X2,X3]]+ [X2, [X3,X1]] = 0 (2.84)
and
ε =−c, γ =−b, β =−a. (2.85)
This quadratic algebraic structure enables one to derive the energy spectrum of associated superinte-
grable system without solving the Schro¨dinger equation [93].
2.2.3 Qudratic algebras for an extended Kepler-Coulomb problem
In this part, we present an elementary three-dimensional superintegrable system as well as its quadratic
algebra structures [93].
We consider the three-dimensional Kepler-Coulomb potential with non-central terms
Hˆ =−
3
∑
i=1
∂ 2
∂x2i
− η
r
+
3
∑
i=1
κi(κi−1)
x2i
, r =
√
x21+ x
2
2+ x
2
3 . (2.86)
Under the spherical coordinates
x3 = r cosφ2, x2 = r sinφ2 cosφ1, x1 = r sinφ2 sinφ1, (2.87)
the eigenvalue problem HˆΨ= EΨ naturally separates
Ψ= R(r)Φ2(φ2)Φ1(φ1),[
− ∂
2
∂φ21
+
κ1(κ1−1)
sin2φ1
+
κ2(κ2−1)
cos2φ1
]
Φ1(φ1) = JmΦ1(φ1),[
− ∂
2
∂φ22
− cosφ2
sinφ2
∂
∂φ2
+
κ3(κ3−1)
cos2φ2
+
Jm
sin2φ2
]
Φ2(φ2) = Bm,kΦ2(φ2),[
− ∂
2
∂ r2
− 2
r
∂
∂ r
− η
r
+
Bm,k
r2
]
R(r) = Em,k,nR(r).
(2.88)
Solving these equations, one gets
Jm = (2m+κ1+κ2)2, m = 0,1, · · · ,
Bm,k =
(
2k+2m+κ1+κ2+κ3+
1
2
)2
− 1
4
, k = 0,1, · · · ,
Em,k,n =− η
2
(2n+4k+4m+2κ1+2κ2+2κ3+2)2
, n = 0,1, · · · .
(2.89)
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and
Φ1(φ1) = sinκ1 φ1 cosφ2 φ2P
(κ1−1/2,κ2−1/2)
m (cos2φ1),
Φ2(φ2) = cosκ3 φ2 sin2m+κ1+κ2 φ2P
(κ3−1/2,2m+κ1+κ2)
k (cos2φ2),
R(r) = r2k+2m+κ1+κ2+κ3+1e−
√−Em,k,n rLn(2
√−Em,k,n r),
(2.90)
where Pm and Pk are Jacobi polynomials and Ln is the Laguerre polynomial.
This system possesses following integrals of motion
Iˆ0 = Hˆ,
Iˆ1 =−12 Lˆ
2+
κ1(κ1−1)(x22+ x23)
2x21
+
κ2(κ2−1)(x21+ x23)
2x22
+
κ3(κ3−1)(x21+ x22)
2x23
,
Iˆ2 =−12L
2
12+
κ1(κ1−1)x22
2x21
+
κ2(κ2−1)x21
2x22
,
Iˆ3 =−12 Lˆ
2
13+
κ1(κ1−1)x23
2x21
+
κ3(κ3−1)x21
2x23
(2.91)
and
Xˆa =
1
4
[ 3
∑
i=1
(paLia+Lia pa)+
η
r
xa−2xa ·
3
∑
i=1
κi(κi−1)
x2i
]2
−
{
1
4
( 3
∑
i=1
{xi, pi}
)2
,
κa(κa−1)
2x2a
}
+
5κa(κa−1)
4x2a
, a = 1,2,3,
(2.92)
where
pi =
∂
∂xi
, Li j = xi p j− x j pi. (2.93)
It has been shown that the system has several quadratic algebras. One of them is generated by
{Iˆ1, Xˆ3,
[
Xˆ1, Xˆ3
]}, and has the commutation relations,
[
Iˆ1,
[
Iˆ1, Xˆ3
]]
=−8Iˆ21 +4
{
Iˆ1, Xˆ3
}
+(8Iˆ2Hˆ− (4κ1(κ1−1)+4κ2(κ2−1)+12κ3(κ3−1))Hˆ−η2)Iˆ1
+(4
3
∑
i=1
κi(κi−1)−3)Xˆ3+ η
2
4
(1−4κ3(κ3−1))+η2Iˆ2
+
1
2
[
1− (4κ3(κ3−1)+1)(2
3
∑
i=1
κi(κi−1)−1)
]
Hˆ
+(4
3
∑
i=1
κi(κi−1)−2)Iˆ2Hˆ
(2.94)
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[
Xˆ3,
[
Iˆ1, Xˆ3
]]
=−4Xˆ23 +8Hˆ
{
Iˆ1, Xˆ3
}
+4(4−4κ3(κ3−1))Iˆ1Hˆ
−
[
8Iˆ2Hˆ− (4κ1(κ1−1)+4κ2(κ2−1)+12κ3(κ3−1))Hˆ−η2
]
Xˆ3
− 1
2
[
16κ3(κ3−1)+4+(4κ1(κ1−1)+4κ2(κ2−1)−4)(4κ3(κ3−1)+1)
]
Hˆ2
+
[
6κ1(κ1−1)+6κ2(κ2−1)+ 52
]
Hˆ2+
η2
2
(2−4κ3(κ3−1))Hˆ
−8Iˆ2Hˆ2
(2.95)
The remaining algebras can be found in [93].

Chapter 3
Extended Calogero models: a construction
for exactly solvable kN-body systems
Acknowledgement
This chapter is based on the work that was published [137]. I have incorporated text of that paper. In
this chapter, we construct exactly solvable kN-body systems. We combine k groups of N-body familiar
Calogero models together to get a new one. The interactions between distinct groups are described by
a coupling function and are through the center of mass. After appropriate gauge transformation, the
new model can be shown to be exactly solvable. In particular, the equations for the centers of mass can
be solved via so-called Dunkl operators. We also provide a 3N-body system as an example.
3.1 Introduction
Exactly solvable (ES) quantum many-body problems attract considerable research activity due to their
connections with many branches of physics, e.g. [40–47]. In 1969, Calogero obtained the exact solution
for a three-particle system with pairwise interactions via square and inverse square potentials [48], and
later generalized this result to the N-body case [49]. In 1974, Wolfes extended Calogero’s three-body
problem by adding terms which are inverse squares of certain linear combinations of the three-particle
coordinates [50]. In [51], Sutherland proposed ES models with trigonometric potentials [51]. In
the 1980s, Olshanetsky and Perelomov carried out a survey and gave a classification of ES models
according to the root systems of simple Lie algebras [52].
Over recent decades, models of the Calogero type (i.e. those where the potential is of the form
“oscillator/inverse square”) have received considerable attention, and many interesting properties have
been discovered [53–65]. There are also many works which have attempted to obtain new ES models
by extending existing ones through separation of variables [66–68]. More complicated extensions,
which have connections with orthogonal polynomials, can be obtained by PT (parity and time
reversal) symmetric quantum mechanics [69–71]. In this work, we propose a systematic method for
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constructing ES kN-body systems in one dimension. Such models consist of N interacting blocks, each
of which contains k particles. The blocks interact through their centres of mass, while particles in each
block interact via A or G2 type potential. As examples, we provide two new ES 3N-body models and
obtain their corresponding eigenvalues and eigenfunctions.
The paper is organized as follows. In section 2, we describe a general procedure for constructing
ES many-body quantum Hamiltonians in terms of pre-superpotentials. By choosing an appropriate
form of pre-superpotential, we derive a rational ansatz whose solutions give rise to ES models. All
Calogero type models associated with the root systems of simple Lie algebras satisfy this ansatz. We
list the Hamiltonians of such Calogero systems, and their corresponding ground state energies and
wave functions. In sections 3, we combine distinct A or G2 type models together to form a new family
of ES models through a coupling function. Various types of coupling functions will be studied. We
show that every member in this family satisfies the rational ansatz, thus proving these new models
remain ES. As examples, in section 4 we present two new 3N-body systems. Applying appropriate
coordinate transformations, we separate the 3N-body eigenvalue problem into equations for radial,
angular, and center-of-mass parts coordinates. We solve these equations to give the eigenvalues and
eigenfunctions of the 3N-body models. We summarize our work in the final section.
3.2 General discussion and results
Throughout this paper we set h¯ = 2m = 1. We start with the basic relation [65],
pˆ2eW =−
N
∑
i=1
[(
∂W
∂xi
)2
+
∂ 2W
∂x2i
]
eW , pˆ2 =−
N
∑
i=1
∂ 2
∂x2i
.
This relation guarantees that eW is an eigenfunction of the following Hamiltonian
Hˆ = pˆ2+
N
∑
i=1
[(
∂W
∂xi
)2
+
∂ 2W
∂x2i
]
,
with zero eigenvalue, i.e.
HˆeW = 0, (3.1)
provided that eW is square-integrable. Such a function W is called a pre-superpotential. Now we set
W to be of the form
W =
M
∑
i=1
αi log |~vi ·~x|− ω2
N
∑
i=1
x2i , (3.2)
where~x = (x1,x2, · · · ,xN), and~vi’s are some distinct vectors. Then (3.1) becomes{
pˆ2+ω2
N
∑
i=1
x2i +
M
∑
i=1
αi(αi−1)|~vi|2
(~vi ·~x)2 +2
M
∑
i< j
αiα j
(~vi ·~x)(~v j ·~x)(~vi ·~v j)−E0
}
eW = 0,
where E0 = 2ω
M
∑
i=1
αi+Nω . Thus if we choose~v j and α j such that the following so-called rational
ansatz is satisfied
M
∑
i< j
αiα j
(~vi ·~x)(~v j ·~x)(~vi ·~v j) = 0, (3.3)
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and denote the corresponding Hamiltonian as HˆCal , we then have
HˆCal = pˆ2+ω2
N
∑
i=1
x2i +
M
∑
i=1
αi(αi−1)|~vi|2
(~vi ·~x)2 , (3.4)
HˆCal eW =
(
2ω
M
∑
i=1
αi+Nω
)
eW .
In other words, if (3.3) is satisfied, the Hamiltonian (3.4) admits a ground state eW with corresponding
energy E0.
It is straightforward to show that ̂e−W HCaleW gives
̂e−W HCaleW = pˆ2−2
N
∑
i=1
M
∑
j=1
α jv ji
~v j ·~x
∂
∂xi
+2ω
N
∑
i=1
xi
∂
∂xi
+E0 (3.5)
where v ji denotes the i-th component of the vector ~v j. We find ̂e−W HCaleWPn(t) ⊂Pn(t) for any
positiver integer n, wherePn(t) is defined by
Pn(t) = span{1, t, t2, · · · , tn}, t =
N
∑
i=1
x2i .
That is, ̂e−W HCaleW preserves the infinite flag of spaces
P0(t)⊂P1(t) · · · ⊂Pn(t)⊂ ·· ·
It is not difficult to obtain
̂e−W HCaleW L
(α)
n (4ωt) = (4ωn+E0) L
(α)
n (4ωt), α = 4
M
∑
j=1
α j +2N+1,
where L(α)n (4ωt) is the Laguerre polynomial of degree n. Moreover, the results from [62–64] can be
generalized to show the exact solvability of the Hamiltonian HˆCal . Indeed, from (3.5), we find
̂gˆ−1e−W HCaleW gˆ = pˆ2+ω2
N
∑
i=1
x2i +E0−Nω,
gˆ = exp
{
1
4ω
[
pˆ2−2
N
∑
i=1
M
∑
j=1
α jv ji
~v j ·~x
∂
∂xi
]}
· exp
{
− 1
4ω
pˆ2
}
· exp
{
ω
2
N
∑
i=1
x2i
}
.
In terms of the ladder operators
aˆ j =
∂
∂x j
+ωx j, aˆ†j =−
∂
∂x j
+ωx j,
we have
gˆ−1 ̂e−W HCaleW gˆ =
1
2
N
∑
i=1
{aˆi, aˆ†i }+E0−Nω.
We see that Hamiltonian HˆCal can be mapped to independent harmonic oscillators and thus is ES. It is
straightforward to show that the transformed “number operators” Jˆii = eW gˆaˆ
†
i aˆigˆ
−1e−W , i= 1,2, · · · ,N
are conserved
[Jˆii, HˆCal] = 0,
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as expected.
It can be shown that the rational ansatz (3.3) has non-trivial solutions. With appropriate α j’s, root
vectors of simple Lie algebras satisfy (3.3) and the corresponding HˆCal in (3.4) give the Hamiltonians
of the Calogero type models. On the other hand, it is worth noting that [66] provides an example of an
ES Hamiltonian corresponding to~v j’s in (3.3) which are not related to a root system of a Lie algebra.
We now list some known results, taken from [54, 55, 59, 65], for later use. While the general
discussion above is valid for parameters M and N are independent, the fact that the results below are
expressed in terms of root systems imposes a relation between M and N.
3.2.1 A type Calogero model
For the Calogero model associated with A type root system, the positive root vectors are
eˆi− eˆ j = (· · · ,1, · · · ,−1, · · ·) 1≤ i < j ≤ N
where eˆi denotes a standard basis element in N-dimensional Euclidean space RN , and the dots represent
zeros. We set ~v1 = eˆ1− eˆ2,~v2 = eˆ1− eˆ3, ...,~vM = eˆN−1− eˆN , where M = N(N− 1)/2. We also set
α1 = · · ·= αM = α in (3.2), such that
W = α
N
∑
i< j
log |xi− x j|− ω2
N
∑
i=1
x2i ,
HˆA = pˆ2+
N
∑
i< j
2α(α−1)
(xi− x j)2 +ω
2
N
∑
i=1
x2i ,
HˆAeW = [Nω+N(N−1)ωα]eW .
(3.6)
3.2.2 BC type Calogero model
For the Calogero model associated with BC type root system, the positive root vectors are
eˆi± eˆ j = (· · · ,1, · · · ,±1, · · ·), 1≤ i < j ≤ N,
eˆi = (· · · ,1, · · ·), i = 1,2, . . . ,N.
We set~v1 = eˆ1− eˆ2,~v2 = eˆ1− eˆ3, ...,~vM′/2 = eˆN−1− eˆN ,~vM′/2+1 = eˆ1+ eˆ2, ...,~vM′ = eˆN−1+ eˆN where
M′ = N(N−1), and~vM′+i = eˆi, i= 1, ...,N. We also set α1 = · · ·= αM′ = β1, αM′+1 = · · ·= αM = β2
in (3.2), where M = M′+N. Then
W = β1
N
∑
i< j
{log |xi− x j|+ log |xi+ x j|}+β2
N
∑
i=1
log |xi|− ω2
N
∑
i=1
x2i ,
HˆBC = pˆ2+
N
∑
i< j
{
2β1(β1−1)
(xi− x j)2 +
2β1(β1−1)
(xi+ x j)2
}
+ω2
N
∑
i=1
x2i +
N
∑
i=1
β2(β2−1)
x2i
,
HˆBCeW = [2N(N−1)ωβ1+2Nωβ2+Nω]eW .
(3.7)
If β2 = 0, then BC type reduces to D type.
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3.2.3 E8 type Calogero model
Before defining this model, we need to introduce some notation. For j = 1, · · · ,7 let a j ∈ Z2 and let
I denote the set of septuples a= (a1, · · ·a7) such that
7
∑
i=1
ai = 0.
Then for the Calogero model associated with E8 type root system, the positive root vectors are
eˆi± eˆ j = (· · · ,1, · · · ,±1, · · ·) 1≤ i < j ≤ 8,
eˆ8+
7
∑
i=1
(−1)ai eˆi = ((−1)a1, · · · ,(−1)a7,1), (a1, · · · ,a7) ∈I . (3.8)
We set~v1 = eˆ1− eˆ2,~v56 = eˆ7+ eˆ8, while the remaining~v57, ...,~v120 have the form (3.8). We also set
α1 = · · ·= α120 = β in (3.2), so
W = β
8
∑
i< j
{log |xi− x j|+ log |xi+ x j|}+β ∑
a∈I
log |x8+
7
∑
i=1
(−1)aixi|− ω2
8
∑
i=1
x2i ,
HˆE8 = pˆ
2+
8
∑
i< j
{
2β (β −1)
(xi− x j)2 +
2β (β −1)
(xi+ x j)2
}
+ ∑
a∈I
8β (β −1)
(x8+∑7i=1(−1)aixi)2
+ω2
8
∑
i=1
x2i ,
HˆE8e
W = (240ωβ +8ω)eW .
(3.9)
3.2.4 F4 type Calogero model
For the Calogero model associated with F4 type root system, the vectors are
eˆi± eˆ j = (· · · ,1, · · · ,±1, · · ·) 1≤ i < j ≤ 4,
eˆ1+
4
∑
i=2
(−1)ai eˆi = (1,±1,±1,±1),
eˆi = (· · · ,1, · · ·), i = 1,2,3,4.
We set ~v1 = eˆ1− eˆ2, ...,~v12 = eˆ3 + eˆ4,~v13 = (1,1,1,1), ...,~v20 = (1,−1,−1,−1) and ~v20+i = eˆi, i =
1, ...,4. We also set α1 = · · ·= α12 = ν , α13 = · · ·= α24 = µ in (3.2), so
W = ν
4
∑
i< j
{log |xi− x j|+ log |xi+ x j|}+µ
4
∑
i=1
log |xi|
+µ ∑
ai∈Z2
log |x1+
4
∑
i=2
(−1)aixi|− ω2
4
∑
i=1
x2i ,
HˆF4 = pˆ
2+
4
∑
i< j
{
2ν(ν−1)
(xi+ x j)2
+
2ν(ν−1)
(xi− x j)2
}
+
4
∑
i=1
µ(µ−1)
x2i
+ω2
4
∑
i=1
x2i
+ ∑
ai∈Z2
4µ(µ−1)
(x1+∑4i=2(−1)aixi)2
,
HˆF4e
W = (4ω+24ωµ+24ων)eW .
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3.2.5 G2 type Calogero model
For the Calogero model associated with G2 type root system, the vectors~vi, i = 1, ...,6 are given by
~v1 = (1,−1,0), ~v2 = (1,0,−1), ~v3 = (0,1,−1),
~v4 = (1,1,−2), ~v5 = (1,−2,1), ~v6 = (−2,1,1).
We also set α1 = α2 = α3 = β1, α4 = α5 = α6 = β2 in (3.2), so
W = β1
3
∑
i< j
log |xi− x j|+β2
3
∑
l 6=i< j 6=l
log |xi+ x j−2xl|− ω2
3
∑
i=1
x2i ,
HˆG2 = pˆ
2+
3
∑
i< j
2β1(β1−1)
(xi− x j)2 +
3
∑
l 6=i< j 6=l
6β2(β2−1)
(xi+ x j−2xl)2 +ω
2
3
∑
i=1
x2i , (3.10)
HˆG2e
W = (3ω+6β1ω+6β2ω)eW .
The E6 and E7 cases have constraints on the coordinates [59]. These do not lend to a convenient
physical interpretation, so we omit them.
3.3 Construction of new models
In this section, we present a systematic approach for constructing ES kN-body systems in one dimen-
sion. Such models describe systems of N interacting blocks, each of which has k particles interacting
via an A type or G2 type potential.
The kN-body system is proposed to have a Hamiltonian Hˆ given by
Hˆ =
N
∑
i=1
Hˆi+C (X1,X2, · · · ,XN). (3.11)
Here Xi =
1
k
k
∑
j=1
xi j, i = 1,2, · · · ,N, is the center-of-mass of the ith block, C (X1, · · · ,XN) is called the
coupling function, and Hˆi is the Hamiltonian for the ith block,
Hˆi = pˆ2i +ω
2
k
∑
j=1
x2i j +Vi, pˆ
2
i =−
k
∑
j=1
∂ 2
∂x2i j
, i = 1,2, · · · ,N. (3.12)
The potential Vi above is of the inverse square form:
Vi =
mi
∑
l=1
gil
(~vil ·~x)2 .
In this model, Hˆi is assigned mi vectors,~vil is the lth vector associated with Hˆi1,
~vil = (0,0, · · · ,0,vil1,vil2, · · · ,vilk︸ ︷︷ ︸
in the ith block
,0, · · · ,0),
1Here, a useful notation is~vil = eˆi⊗ (νil1, · · · ,νilk), where eˆi has been defined in section 3.2.1.
3.3. CONSTRUCTION OF NEWMODELS 29
and~x is the collection of coordinates of the form,
~x = (x11, · · · ,x1k, · · · ,xi1, · · · ,xik︸ ︷︷ ︸
ith block
, · · · ,xN1,xN2, · · · ,xNk). (3.13)
We take the coupling function to be of the inverse square form, i.e.,
C (X1, · · · ,XN) = 1k
r
∑
i=1
βi(βi−1)|~µi|2
(~µi ·~X)2
,
where ~X = (X1, · · · ,XN) and ~µi = (µi1, · · · ,µiN), i = 1,2, · · · ,r. In fact, we have
k~µi ·~X =~µ ′i ·~x,
where~x is given by (3.13), and ~µ ′i is some “expansion” 2of ~µi,
~µ ′i = ( µi1, · · · ,µi1︸ ︷︷ ︸
k copies of µi1
, µi2, · · · ,µi2︸ ︷︷ ︸
k copies of µi2
, · · · , · · · , µiN , · · · ,µiN︸ ︷︷ ︸
k copies of µiN
).
It is then clear that the inner product ~µ ′i ·~vil is well defined. Putting~x,~vil and ~µ ′i into (3.3), and using
the relations
~vil ·~vi′l′ = δii′~vil ·~vil′,
~vil ·~µ ′j = µ ji
k
∑
s=1
vils,
k~µi ·~µ j = (~µ ′i ·~µ ′j),
we arrive at S1+S2+S3 = 0 where
S1 =
N
∑
i=1
mi
∑
l<l′
αil
(~vil ·~x)
αil′
(~vil′ ·~x)
(~vil ·~vil′),
S2 = ∑
i,l, j
αil
(~vil ·~x)
β j
(~µ ′j ·~x)
(µ ji
k
∑
s=1
vils),
S3 =
1
k
r
∑
i< j
βi
(~µi ·~X)
β j
(~µ j ·~X)
(~µi ·~µ j).
(3.14)
We want S1,S2 and S3 in (3.14) to vanish individually. First, let us examine S1, it is nothing but a sum
of ansatzes (3.3) of each Hˆi. For the ith Hamiltonian Hˆi, we can choose~vil’s to be the root system of
a simple Lie algebra, with appropriate αil’s such that S1 vanishes. For S2, we can make it vanish by
choosing~vil’s to be root vectors of Lie algebra A or G2, i.e. by choosing the potential Vi to have the
form
Vi =
k
∑
j<l
2λi(λi−1)
(xi j− xil)2 , (3.15)
or
Vi =
3
∑
j<l
2λi1(λi1−1)
(xi j− xil)2 +
3
∑
s 6= j<l 6=s
6λi2(λi2−1)
(xi j + xil−2xis)2 . (3.16)
To make S3 vanish, we can just choose ~µi’s to be the root vectors of some Lie algebra. That is we
choose the coupling function C to be one of the A, BC, E8, F4 or G2 types. It is seen from (3.6) and
(3.10) that each Hˆi in (3.11) admits a ground state eWi with ground energy E
(i)
0 . So we can readily give
the ground state wavefunction and energy of the Hamiltonian (3.11), for each choice of C , as follows.
2Again, a useful notation is ~µ ′i =~µi⊗ (eˆ1+ · · ·+ eˆk), where eˆi’s have been defined in section 3.2.1.
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3.3.1 A type coupling
If C is A type, i.e.,
C =
1
k
N
∑
j<s
2α(α−1)
(X j−Xs)2 , α > 0, (3.17)
we have the pre-superpotential
WA =
N
∑
i=1
Wi+α
N
∑
j<s
log |X j−Xs|.
So eWA is the ground state of the Hamiltonian (3.11), with ground-state energy
E0 =
N
∑
i=1
E(i)0 +N(N−1)ωα
3.3.2 BC type coupling
If C is BC type, i.e.,
C =
1
k
N
∑
j<s
{
2β1(β1−1)
(X j−Xs)2 +
2β1(β1−1)
(X j +Xs)2
}
+
1
k
N
∑
j=1
β2(β2−1)
X2j
, β1 > 0, β2 > 0,
we have the pre-superpotential
WBC =
N
∑
i=1
Wi+β1
N
∑
j<s
{log |X j−Xs|+ log |X j +Xs|}+β2
N
∑
i=1
log |Xi|.
Then eWBC is the ground state of the Hamiltonian (3.11), with ground-state energy
E0 =
N
∑
i=1
E(i)0 +2N(N−1)ωβ1+2Nωβ2.
We remind that when β2 = 0, BC type reduces to D type.
3.3.3 E8 type coupling
If C is E8 type (so N = 8), i.e.,
C =
1
k
8
∑
i< j
{
2β (β −1)
(Xi−X j)2 +
1
k
2β (β −1)
(Xi+X j)2
}
+
1
k ∑a∈I
8β (β −1)
(X8+∑7i=1(−1)aiXi)2
, β > 0,
we have the pre-superpotential
WE8 =
8
∑
i=1
Wi+β
8
∑
i< j
{log |Xi−X j|+ log |Xi+X j|}+β ∑
a∈I
log |X8+
7
∑
i=1
(−1)aiXi|,
Then eWE8 is the ground state of the Hamiltonian (3.11), with ground-state energy
E0 =
8
∑
i=1
E(i)0 +240ωβ .
3.4. EXACTLY SOLVABLE 3N-BODY PROBLEMS 31
3.3.4 F4 type coupling
If C is F4 type (so N = 4), i.e.,
C =
1
k
4
∑
i< j
{
2ν(ν−1)
(Xi+X j)2
+
1
k
2ν(ν−1)
(Xi−X j)2
}
+
1
k
4
∑
i=1
µ(µ−1)
X2i
+
1
k ∑ai∈Z2
4µ(µ−1)
(X1+∑4i=2(−1)aiXi)2
,
we have the pre-superpotential
WF4 =
4
∑
i=1
Wi+ν
4
∑
i< j
{log |Xi−X j|+ log |Xi+X j|}+µ
4
∑
i=1
log |Xi|+µ ∑
ai∈Z2
log |X1+
4
∑
i=1
(−1)aiXi|.
Then eWF4 is the ground state of the Hamiltonian (3.11), with ground-state energy
E0 =
4
∑
i=1
E(i)0 +24ων+24ωµ.
3.3.5 G2 type coupling
If C is G2 type (so N = 3), i.e.,
C =
1
k
3
∑
j<s
2β1(β1−1)
(X j−Xs)2 +
1
k
3
∑
l 6= j<s 6=l
6β2(β2−1)
(X j +Xs−2Xl)2 , β1 > 0, β2 > 0,
we have the pre-superpotential
WG2 =
3
∑
i=1
Wi+β1
3
∑
j<s
log |X j−Xs|+β2
3
∑
l 6= j<s 6=l
log |X j +Xs−2Xl|.
Then eWG2 is the ground state of the Hamiltonian (3.11), with ground-state energy
E0 =
N
∑
i=1
E(i)0 +6ω(β1+β2).
3.4 Exactly solvable 3N-body problems
As examples of the general results above, we consider the k = 3 case and construct two ES 3N-body
systems.
Model 1: We choose all Vi’s in (3.12) to be G2 type and set gil = gi for all l = 1,2,3, i.e. each Hˆi is of
the form
Hˆi =−
3
∑
j=1
∂ 2
∂x2i j
+ω2
3
∑
j=1
x2i +
2
9
3
∑
j<l
gi
(xi j− xil)2 +
2
3
3
∑
s 6= j<l 6=s
λi
(xi j + xil−2xil)2 . (3.18)
We choose C in (3.11) to be A type, i.e., C is given by (3.17). Putting (3.18) and (3.17) into (3.11)
gives the Hamiltonian
Hˆ =−
N
∑
i=1
3
∑
j=1
∂ 2
∂x2i j
+ω2
N
∑
i=1
3
∑
j=1
x2i j +
2
9
N
∑
i=1
3
∑
j<s
gi
(xi j− xis)2
+
2
3
N
∑
i=1
3
∑
l 6= j<s 6=l
λi
(xi j + xis−2xil)2 +
N
∑
i< j
6α(α−1)
(xi1+ xi2+ xi3− x j1− x j2− x j3)2 ,
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In order to solve the Schro¨dinger equation HˆΨ= EΨ, we first make a transformation for each triplet
{xi1,xi2,xi3}
xi1 =
Yi√
3
+
√
2
3
ri
(
− 1
2
cosθi+
√
3
2
sinθi
)
,
xi2 =
Yi√
3
+
√
2
3
ri cosθi,
xi3 =
Yi√
3
+
√
2
3
ri
(
− 1
2
cosθi−
√
3
2
sinθi
) (3.19)
such that Xi = Yi/
√
3 . Then Hˆ becomes
Hˆ =−
N
∑
i=1
(
∂ 2
∂Y 2i
+
∂ 2
∂ r2i
+
1
ri
∂
∂ ri
+
1
r2i
∂ 2
∂θ 2i
)
+ω2
N
∑
i=1
(Y 2i + r
2
i )
+
N
∑
i=1
(
gi
r2i sin
2 3θi
+
λi
r2i cos2 3θi
)
+
N
∑
i< j
2α(α−1)
(Yi−Yj)2 .
This means we can partially factorize the eigenfunction Ψ:
Ψ= ψ(n1,··· ,nN)(Y1, · · · ,YN)
N
∏
i=1
Ri(ri)
N
∏
i=1
Θ(i)ni (θi),
which leads to 2N+1 independent equations:[
− ∂
2
∂θ 2i
+
gi
sin2 3θi
+
λi
cos2 3θi
]
Θ(i)ni (θi) = (B
(i)
ni )
2Θ(i)ni (θi), i = 1,2, · · · ,N, (3.20)[
− ∂
2
∂ r2i
− 1
ri
∂
∂ ri
+
(B(i)ni )
2
r2i
+ω2r2i
]
Ri(ri) = EiRi(ri), i = 1,2, · · · ,N, (3.21)
and
HˆYψ(n1,··· ,nN) = EYψ(n1,··· ,nN),
HˆY =
N
∑
i=1
[
− ∂
2
∂Y 2i
+ω2Y 2i
]
+
N
∑
i< j
2α(α−1)
(Yi−Yj)2 .
The total energy E is given by
E = EY +
N
∑
i=1
Ei.
For each i, Eq. (3.20) has a known solution, with eigenvalue and eigenfunction given by
Θ(i)ni (θi) = sin
2νi(3θi)cos2ηi(3θi)P
(2νi−1/2,2ηi−1/2)
ni (cos6θi),
B(i)ni = 6(ni+νi+ηi), ni = 0,1,2, · · · , i = 1,2, · · · ,N,
νi =
3+
√
9+4gi
12
, ηi =
3+
√
9+4λi
12
,
(3.22)
where P(2νi−1/2,2ηi−1/2)ni (cos6θi) is the Jacobi polynomial of degree ni.
Now we look at (3.21): for each i, (3.21) is recognized from Calogero’s work [48], with solution
given by
Ri(ri) = r
B(i)ni
i L
(B(i)ni )
ki
(ωr2i )× exp
{
− ω
2
r2i
}
,
Ei = 2ω(2ki+B
(i)
ni +1), ki = 0,1,2, · · · i = 1,2, · · · ,N,
(3.23)
3.4. EXACTLY SOLVABLE 3N-BODY PROBLEMS 33
where L
(B(i)ni )
ki
is Laguerre polynomial of degree ki with parameter B
(i)
ni .
To solve the last equation HˆYψn = EYψn, we adopt the approach of [56] involving Dunkl operators.
Define
Dˆ j =−i ∂∂Y j + iα
N
∑
l 6= j
1
Yj−Ylσ jl, aˆ
±
j = D j± iωYj, j = 1,2, · · ·N,
Aˆ±m =
N
∑
j=1
(aˆ±j )
m, m = 1,2, · · · ,N,
[HY , Aˆ±m] =±2mωAˆ±m,
where the σi j interchange coordinates, i.e. σi j f (· · ·xi, · · · ,x j, · · ·) = f (· · ·x j, · · · ,xi, · · ·). The solutions
are given by
ψ(n1,··· ,nN) =
N
∏
i=1
(Aˆ+i )
niψ0, ψ0 =
N
∏
i< j
|Yi−Y j|α exp
{
− ω
2
N
∑
i=1
Y 2i
}
,
EY = 2nω+Nω+N(N−1)αω
where
n =
N
∑
i=1
ini, ni = 0,1,2, · · · .
The total energy E for Hˆ is then
E = 2nω+Nω+N(N−1)αω+2ω
N
∑
i=1
[2ki+6(ni+νi+ηi)+1].
Model 2: We again choose Vi to be G2 type but choose C to be D type. This gives rise to the following
Hamiltonian:
Hˆ =−
N
∑
i=1
3
∑
j=1
∂ 2
∂x2i j
+ω2
N
∑
i=1
3
∑
j=1
x2i j +
2
9
N
∑
i=1
3
∑
j<s
gi
(xi j− xis)2
+
2
3
N
∑
i=1
3
∑
l 6= j<s 6=l
λi
(xi j + xis−2xil)2 +
N
∑
i< j
6β (β −1)
(xi1+ xi2+ xi3− x j1− x j2− x j3)2
+
N
∑
i< j
6β (β −1)
(xi1+ xi2+ xi3+ x j1+ x j2+ x j3)2
.
(3.24)
It can be seen that when transformation (3.19) is applied again, the equations for ri’s and θi’s are the
same as (3.20) and (3.21), as well as the solutions (3.22) and (3.23). The equation for Yi is
HˆYψn = EYψn,
HˆY =
N
∑
i=1
[
− ∂
2
∂Y 2j
+ω2Y 2i
]
+
N
∑
i< j
2β (β −1)
(Yi−Yj)2 +
N
∑
i< j
2β (β −1)
(Yi+Y j)2
.
In order to solve this equation, we again use results from [56]:
Dˆ j =−i ∂∂Yi + iβ
N
∑
s 6= j
{
1
Yj−Ysσ js+
1
Yj +Ys
t jtsσ js
}
,
aˆ±j = Dˆ j± iωY j, j = 1,2, · · · ,N,
Aˆ± =
N
∑
i=1
(aˆ±i )
2,
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where the ti change coordinate signs, i.e. ti f (· · ·Yi · · ·)= f (· · ·−Yi · · ·). Eigenfunctions and eigenvalues
of (3.24) are given by
ψn = (Aˆ+)nψ0, ψ0 =
N
∏
i< j
|Yi−Yj|β |Yi+Yj|β exp
{
− ω
2
N
∑
i=1
Y 2i
}
,
EY = 4nω+2βN(N−1)ω+Nω, n = 0,1,2, · · ·
In this case, the total energy E is then
E = 4nω+2βN(N−1)ω+Nω+2ω
N
∑
i=1
[2ki+6(ni+νi+ηi)+1].
3.5 Conclusion
In this work, we have presented a general approach for constructing ES kN-body systems in one
dimension. In our construction the coupling function C plays a crucial role. We give examples which
demonstrate that, in some instances, these can be chosen in relation to the root system of a simple
Lie algebra. For each listed choice of C , we give the ground state and ground-state energy of the
corresponding ES model. As non-trivial examples, we have presented two 3N-body systems. We
have solved the two models by separating their Schro¨dinger equations into the centers-of-mass, radial,
and angular parts. The equations for radial and angular parts are familiar ones, and can be solved
analytically. The equation for the centers-of-mass is not generally separable, but can be solved by
using Dunkl operators [56].
For more general kN-body systems with k > 3, we have found that the procedure for separating
variables does not generalise in an obvious manner. The solution to this problem will be the subject of
future investigations.
Chapter 4
Equivalence between a class of quantum
systems and decoupled harmonic oscillators
Acknowledgement
This chapter is based on the work that was published [138]. I have incorporated text of that paper. In this
chapter, we construct a class of many-body systems which can be mapped to harmonic oscillators. We
first present a sufficient condition under which a Hamiltonian can be mapped to decoupled harmonic
oscillators via gauge transformations. In this process, the Baker-Campbell-Hausdorff formula is
applied to compute commutators involving exponential operator. We also give five examples to show
the existence of such Hamiltonian.
4.1 Introduction
The quantum many-body systems still take a significant position in physics. This is because they are
shown to have wide connections with other physical researches, such as two-dimensional quantum
gravity and string theory [45], two-dimensional QCD [46], fractional statistics and anyons [40–42],
rheology and fluid dynamics [44], and Heisenberg chain model [43]. Therefore, discovering the
properties of quantum many-body systems is an active work and is of great significance.
Among large number of quantum many-body systems, a family of systems, consisting of identical
particles having pair-wise inverse square and harmonic interactions, known as “Calogero-Sutherland
(CS) system” [48, 49, 51] has received considerable treatments. Many interesting properties for this
type of systems have been discovered [52–58, 62–64]. In particular, in the literature [62–64], by using
elegant similarity transformations, A and BC type CS systems [52, 56] are mapped to a set of free
harmonic oscillators, and underlying ladder operators are discovered as well. By doing so, one can
construct complete eigenstates, the integrals of motion and the associated linear W1+∞ algebra directly.
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The motivation of this work is to, as widely as possible, identify a family of quantum systems
that can be mapped to decoupled harmonic oscillators by performing elegant similarity transformations.
These similarity transformations can also provide a straightforward way to discover ladder operators,
and we shall use these operators to construct complete eigenstates and obtain the energy spectrum. In
addition, we also determine independent mutually commuting integrals of motion.
This work is organized as follows. In section 2, we will propose a condition and prove that as
long as a Hamiltonian satisfies this condition, then it can be mapped to decoupled harmonic oscillators.
Relevant similarity transformations and hidden creation/annihilation operators will be given as well.
In order to demonstrate the validity of the general discussions in section 2, we will give five quantum
systems as examples (interested readers may find more) in section 3. In the last section, we summarize
our work.
4.2 General discussions
Let W be a function of x1, · · · ,xn, then the following trivial identity
pˆ2eW =−
N
∑
i=1
[(
∂W
∂xi
)2
+
∂ 2W
∂x2i
]
eW , pˆ2 =−
N
∑
i=1
∂ 2
∂x2i
, (4.1)
implies that eW is an eigenfunction of Hamiltonian Hˆ with eigenvalue E0 = 0
HˆeW = 0, Hˆ = pˆ2+
N
∑
i=1
[(
∂W
∂xi
)2
+
∂ 2W
∂x2i
]
. (4.2)
Now let us write W as
W =W0− ω2 r
2, r2 =
N
∑
i=1
x2i , (4.3)
in which W0 is another function of x1, · · · ,xn, then we have
Hˆ = pˆ2+
N
∑
i=1
[(
∂W0
∂xi
)2
+
∂ 2W0
∂x2i
]
−2ω
N
∑
i=1
xi
∂W0
∂xi
+ω2r2−Nω. (4.4)
For the reason the reader will see later, we postulate an important condition
N
∑
i=1
xi
∂W0
∂xi
= λ , (4.5)
where λ is constant. Then Hˆ reduces to
Hˆ = pˆ2+
N
∑
i=1
[(
∂W0
∂xi
)2
+
∂ 2W0
∂x2i
]
+ω2r2−2ωλ −Nω. (4.6)
At this moment, let us give some examples to explain the reasonableness of (4.5). For example,
choosing W0 to be
W0 = α
N
∑
i< j
log |xi− x j|, (4.7)
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then λ = αN(N−1)/2, and our Hamiltonian Hˆ becomes the A type Calogero system (with a energy
shift) [52, 56]
Hˆ = pˆ2+
N
∑
i< j
2α(α−1)
(xi− x j)2 +ω
2r2−N(N−1)ωα−Nω. (4.8)
Also, if one chooses W0 to be
W0 = α
N
∑
i< j
log |x2i − x2j |+β
N
∑
i=1
log |xi|, (4.9)
then λ = N(N−1)α+Nβ , and Hˆ becomes BC type Calogero system (with a energy shift) [52, 56]
Hˆ = pˆ2+
N
∑
i< j
{
2α(α−1)
(xi− x j)2 +
2α(α−1)
(xi+ x j)2
}
+
N
∑
i=1
β (β −1)
x2i
−2Nωβ −2N(N−1)ωα−Nω. (4.10)
For other type of Calogero systems [59], corresponding W0 can be found as well, so (4.5) is reasonable.
Continuing our discussion, now the similarity transformation e−W HˆeW gives
e−W HˆeW = pˆ2−2
N
∑
i=1
∂W0
∂xi
∂
∂xi
+2ω
N
∑
i=1
xi
∂
∂xi
. (4.11)
With the aid of (4.5), we are able to obtain the commutator[ N
∑
i=1
xi
∂
∂xi
,
N
∑
i=1
∂W0
∂xi
∂
∂xi
]
=−2
N
∑
i=1
∂W0
∂xi
∂
∂xi
. (4.12)
On the other hand, we also have [ N
∑
i=1
xi
∂
∂xi
, pˆ2
]
=−2pˆ2. (4.13)
Therefore, (4.12) and (4.13) imply[ N
∑
i=1
xi
∂
∂xi
, pˆ2−2
N
∑
i=1
∂W0
∂xi
∂
∂xi
]
=−2
{
pˆ2−2
N
∑
i=1
∂W0
∂xi
∂
∂xi
}
, (4.14)
which gives a rise to the next similarity transformation
gˆ−1e−W HˆeW gˆ = 2ω
N
∑
i=1
xi
∂
∂xi
, gˆ = exp
{
1
4ω
[
pˆ2−2
N
∑
i=1
∂W0
∂xi
∂
∂xi
]}
. (4.15)
Here, we have employed the formula exye−x = eadx(y), adx(y) = [x,y]. Let us apply the third similarity
transformation to map Hˆ to decoupled harmonic oscillators
kˆ−1gˆ−1e−W HˆeW gˆkˆ = pˆ2+ω2r2−Nω =
N
∑
i=1
{
− ∂
2
∂x2i
+ω2x2i
}
−Nω,
kˆ = exp
{
− 1
4ω
pˆ2
}
· exp
{
ω
2
r2
}
.
(4.16)
Moreover, from (4.15), we can also define the creation and annihilation operators in a similar way [64]
a+i = SˆxiSˆ
−1, a−i = Sˆ
∂
∂xi
Sˆ−1, [a−i ,a
+
j ] = δi j,
[Hˆ,a±i ] =±2ωa±i , Hˆ = 2ω
N
∑
i=1
a+i a
−
i ,
(4.17)
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where Sˆ = eW gˆ.
Using the creation and annihilation operators, one can start with ground state |0〉
〈0|0〉= 1, a−i |0〉= 0, i = 1,2, · · · ,N,
Hˆ |0〉= 0
(4.18)
to construct the eigenstates of Hˆ as follows
|l1, · · · , lN〉=
N
∏
i=1
(a+i )
li
√
li!
|0〉 , Hˆ |l1, · · · , lN〉= 2ω
N
∑
i=1
li |l1, · · · , lN〉
a+i |l1, · · · , li, · · · , lN〉=
√
li+1 |l1, · · · , li+1, · · · , lN〉 ,
a−i |l1, · · · , li, · · · , lN〉=
√
li |l1, · · · , li−1, · · · , lN〉 ,〈
l′1, · · · , l′N
∣∣l1, · · · , lN〉= N∏
i=1
δl′i ,li.
(4.19)
We also obtain N independent integrals of motion
Jˆi = a+i a
−
i , [Jˆi, Hˆ] = 0, i = 1,2, · · · ,N. (4.20)
The main results of above discussions can be summarized as follows. As long as W0 satisfies condition
(4.5), the systems described by the family of Hamiltonians in (4.6) can be mapped to decoupled har-
monic oscillators by similarity transformations (4.11), (4.15) and (4.16). In this process, the validity
of (4.12) and (4.13) are crucial, given that it implies (4.15) and later similarity transformations.
Before going to next section, we think it is of interest to investigate left-hand side of (4.12), since it
depends on W0 in general. It is natural to ask: Suppose we do not know whether (4.5) holds, for what
W0 can (4.12) hold? To answer this question, we expand left-hand side of (4.12):
N
∑
i=1
N
∑
j=1
{
xi
∂ 2W0
∂xi∂x j
∂
∂x j
− ∂W0
∂x j
δi j
∂
∂xi
}
=−2
N
∑
i=1
∂W0
∂xi
∂
∂xi
. (4.21)
Matching the coefficient of ∂/∂x j, we have
N
∑
i=1
xi
∂ 2W0
∂xi∂x j
=−∂W0
∂x j
, j = 1,2, · · · ,N, (4.22)
which is equivalent to
∂
∂x j
( N
∑
i=1
xi
∂W0
∂xi
)
= 0, j = 1,2, · · · ,N. (4.23)
This implies
N
∑
i=1
xi
∂W0
∂xi
= constant = λ . (4.24)
Hence we conclude that (4.5) and (4.12) are equivalent.
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4.3 Examples
This section contains five examples. For each example, we only verify that corresponding W0 satisfies
(4.5) and will not repeat (4.11), (4.15) and (4.16) any more.
4.3.1 Example 1: a superintegrable system
The superintegrable system proposed in [72] of the type (n,N−n) reads
Hˆ = pˆ2+ω2r2+
4α21 +(2n−4)α1
x21+ · · ·x2n
+
4α22 +(2N−2n−4)α2
x2n+1+ · · ·x2N
, α1 > 0, α2 > 0, (4.25)
which is understood to be a sum of two Calogero one-body systems in n and N−n dimensional spaces
respectively. It admits a ground state eW with eigenvalue E0
W =W0− ω2 r
2,
W0 =α1 log |x21+ · · ·+ x2n|+α2 log |x2n+1+ · · ·x2N |,
E0 =Nω+4ω(α1+α2).
(4.26)
It is straightforward to see that W0 satisfies (4.5)
N
∑
i=1
xi
∂W0
∂xi
= 2α1+2α2 = constant. (4.27)
Therefore the superintegrable system (4.25) can be mapped to decoupled harmonic oscillators.
4.3.2 Example 2: a two-body system in D-dimensional space
A two-body system proposed in [73] is of the form
Hˆ = pˆ2+ω2r2+
8α2+4αD−8α
|~x1−~x2|2 +
4β 2+8αβ +4βD−4β
r2
, (4.28)
where~xi = (xi1, · · · ,xiD), i = 1,2. This time, -pˆ2 is the sum of two D-dimensional Laplacians of two
particles
pˆ2 =−
2
∑
i=1
D
∑
j=1
∂ 2
∂x2i j
, (4.29)
and r2 is
r2 = |~x1|2+ |~x2|2. (4.30)
Accordingly, condition (4.5) should be understood as
2
∑
i=1
D
∑
j=1
xi j
∂W0
∂xi j
= λ . (4.31)
Hamiltonian (4.28) admits ground state eW with eigenvalue E0
W =W0− ω2 r
2, W0 = α log
(|~x1−~x2|2)+β logr2,
E0 = 4βω+4αω+2Dω.
(4.32)
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Now it is straightforward to check W0 satisfies (4.5)
2
∑
i=1
D
∑
j=1
xi j
∂W0
∂xi j
= 2α+2β = constant. (4.33)
So the two-body system (4.28) can be mapped to decoupled harmonic oscillators.
4.3.3 Example 3: extended Calogero-Marchioro-Wolfes three-body system
The extended Calogero-Marchioro-Wolfes three-body systems proposed in [74] take a unified form
Hˆ =pˆ2+ω2r2+
3
∑
i< j
2α1(α1−1)
(xi− x j)2 +
3
∑
k 6=i< j 6=k
6α2(α2−1)
(xi+ x j−2xk)2
+
3α3(α3−1)
(x1+ x2+ x3)2
+
4β 2+4β (3α1+3α2+α3)+2β
r2
.
(4.34)
It admits a ground state eW with eigenvalue E0
W =W0− ω2 r
2,
W0 =α1
3
∑
i< j
log |xi− x j|+α2
3
∑
k 6=i< j 6=k
log |xi+ x j−2xk|+α3 log |x1+ x2+ x3|+β logr2,
E0 =6ωα1+6ωα2+2ωα3+4ωβ +3ω.
(4.35)
It is straightforward to check W0 satisfies (4.5)
3
∑
i=1
xi
∂W0
∂xi
= 3α1+3α2+α3+2β . (4.36)
So the extended Calogero-Marchioro-Wolfes three-body system (4.34) can be mapped to decoupled
harmonic oscillators.
4.3.4 Example 4: rational F4 Calogero system
The four-body rational F4 Calogero model [75] is
Hˆ =pˆ2+ω2r2+
4
∑
i< j
{
2α(α−1)
(xi− x j)2 +
2α(α−1)
(xi+ x j)2
}
+
4
∑
i=1
β (β −1)
x2i
+ ∑
ai=0,1
4β (β −1)
[x1+∑4i=2(−1)aixi]2
.
(4.37)
It admits ground state eW with eigenvalue E0
W =W0− ω2 r
2,
W0 = α
4
∑
i< j
log |x2i − x2j |+β
4
∑
i=1
log |xi|+β ∑
ai=0,1
log |x1+
4
∑
i=2
(−1)aixi|,
E0 = 24ωα+24ωβ +4ω.
(4.38)
It is straightforward to check
4
∑
i=1
xi
∂W0
∂xi
= 12α+12β = constant. (4.39)
So rational F4 Calogero system (4.37) can be mapped to decoupled harmonic oscillators.
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4.3.5 Example 5: rational E8 type Calogero system
The eight-body rational E8 type Calogero system [75] is given by
Hˆ = pˆ2+ω2r2+
8
∑
i< j
{
2α(α−1)
(xi− x j)2 +
2α(α−1)
(xi+ x j)2
}
+ ∑
ai=0,1
8α(α−1)
[x8+∑7i=1(−1)aixi]2
,
7
∑
i=1
ai = even.
(4.40)
It admits ground state eW with eigenvalue E0
W =W0− ω2 r
2,
W0 = α
8
∑
i< j
log |x2i − x2j |+α ∑
ai=0,1
log |x8+
7
∑
i=1
(−1)aixi|,
7
∑
i=1
ai = even,
E0 = 8ω+240ωα.
(4.41)
One can verify that W0 satisfies (4.5)
8
∑
i=1
xi
∂W0
∂xi
= 120α = constant. (4.42)
So rational E8 type Calogero system (4.40) can be mapped to decoupled harmonic oscillators.
4.4 Conclusions
In conclusion, we have given a general family of quantum systems which can be transformed to free
oscillators. Every member in this family admits hidden ladder operators and its eigenstates can be
constructed directly by using creation operators to act on the ground state. We also provided five
examples which contain systems in one and higher dimensional space. As the reader have seen, this
family definitely contains CS systems that were studied in the early literature, so we believe that
the method and results of this work have potential use for other branches of physics involving CS
systems, such as quantum Hall effect [76–78], universal conductance fluctuations in mesoscopic
systems [79–81] and those mentioned at the beginning.

Chapter 5
Solvable Quantum N ·2k and N ·3k-Body
Models
Acknowledgement
This chapter is based on the work that was published [139]. I have incorporated text of that paper. In
this chapter, we take advantage of two coordinate transformations to construct N ·2k and N ·3k-body
systems from two and three-body ones. Both algorithms are going recursively, and the new systems
are solvable.
5.1 Introduction
Solvable quantum many-body models still retain attention. This is because they are widely relevant to
other physical researches, such as fractional statistics and anyons [40, 41], two-dimensional QCD [42],
soliton wave propagation [46], two-dimensional quantum gravity and string theory [44], spin chain
models [43], quantum chaotic systems, and continuous matrix models [47]. Therefore, seeking for
various many-body models is of deep interest and is an active work.
One famous three-body model with quadratic and inversely quadratic pair potential was proposed by
Calogero in 1969 [48]. Later, he generalized this model to N-body case [49]. In 1971, Wofles found
that Calogero’s three-body model can be extended by adding some quadratic square of three-body
interactions [50]. Sutherland also provided trigonometric quantum many-body model involving inverse
quadratic square potential and obtained some exact results [51]. In a survey finished by Olshanetsky
and Perelomov [52], the models are classified with respect to simple Lie algebras. Until now, following
the achievements of Calogero, Wofles and Sutherland, people have discovered a large amount of other
interesting many-body models and results [53–64, 66–71, 73, 74, 82].
Encouraged by great successes from early work mentioned above, we are going to discover more
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quantum many-body models. In this work, we will propose two algorithms to construct solvable
quantum models of N ·2k and N ·3k particles. Each algorithm starts with a model Hˆ(0) and generates a
sequence of models through an iterative process. We will show that each member in this sequence is
solvable as long as the initial model Hˆ(0) is solvable. Notice that in order to allow our results to be
widely applied, the unique condition on two algorithms we put is that the initial model is solvable.
This work is organized as follows. In section 2, we will give the algorithm for constructing N ·2k-body
model and an example. In section 3, similarly, we will give the algorithm for constructing N ·3k-body
model and an example. In both examples, we execute our algorithms twice to show the reader how
they work. In section 4, we summarize this work.
5.2 Construction of solvable N ·2k-body model
5.2.1 The algorithm
This algorithm is an iterative process and can be stated as follows.
The initial solvable model is given by the Hamiltonian Hˆ(0) of N particles:
Hˆ(0) =−∇20+V (0)(q(0)1 ,q(0)2 , · · · ,q(0)N ) (5.1)
In the kth step, we are going to obtain Hamiltonian Hˆ(k) from Hˆ(k−1):
Hˆ(k−1) =−∇2k−1+V (k−1)(q(k−1)1 ,q(k−1)2 , · · · ,q(k−1)a(k−1)), (5.2)
where ∇2k−1 is the Laplacian in terms of the variables contained in V
(k−1), for example, V (k−1) is a
function of variables x and y, then ∇2k−1 = ∂
2
x + ∂ 2y . The integer a(k−1) is counting the number of
particles in Hˆ(k−1) (we add brackets here for subscript to remind the reader that it is not −1+ak).
Introducing 2a(k−1) new variables q
(k)
1 ,q
(k)
2 , · · · ,q(k)2a(k−1) and defining a new potential V (k) through
V (k−1) as
V (k)(q(k)1 , · · · ,q(k)ak ) =V (k−1)
(
q(k)1 +q
(k)
2√
2
, · · · , q
(k)
2i−1+q
(k)
2i√
2
, · · · ,
q(k)2a(k−1)−1+q
(k)
2a(k−1)√
2
)
+
a(k−1)
∑
i=1
[
2Z(k)i (Z
(k)
i −1)
(q(k)2i−1−q(k)2i )2
+ω2
(
q(k)2i−1−q(k)2i√
2
)2]
,
(5.3)
where Z(k)i and ω are positive constants. Notice that the right-hand side of first line in (5.3) means that
we replace the variable q(k−1)i in V
(k−1) by (q(k)2i−1+q
(k)
2i )/
√
2 .
Once V (k) is determined, then Hˆ(k) is given by
Hˆ(k) =−∇2k +V (k)(q(k)1 ,q(k)2 , · · · ,q(k)ak ). (5.4)
Notice that from (5.1) and (5.3), we have a0 = N and ak = 2a(k−1), so
ak = N ·2k. (5.5)
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Next, it is natural to discuss the eigenfunction Ψ(k) and eigenvalue E(k) of Hˆ(k). When k = 0, Hˆ(0)
is solvable, since this is what we have assumed at beginning. Let Ψ(k−1) and E(k−1) denote the
eigenfunction and eigenvalue of Hamiltonian Hˆ(k−1). Inserting (5.3) into (5.4), we have
Hˆ(k) =−∇2k +V (k−1)
(
q(k)1 +q
(k)
2√
2
, · · · , q
(k)
2i−1+q
(k)
2i√
2
, · · · ,
q(k)2a(k−1)−1+q
(k)
2a(k−1)√
2
)
+
a(k−1)
∑
i=1
[
2Z(k)i (Z
(k)
i −1)
(q(k)2i−1−q(k)2i )2
+ω2
(
q(k)2i−1−q(k)2i√
2
)2]
.
(5.6)
The orthogonal transformation
r(k−1)i =
q(k)2i−1−q(k)2i√
2
, q(k−1)i =
q(k)2i−1+q
(k)
2i√
2
, i = 1,2, · · · ,a(k−1) (5.7)
gives
∇2k =
ak
∑
i=1
∂ 2
q(k)i
=
a(k−1)
∑
i=1
∂ 2
q(k−1)i
+
a(k−1)
∑
i=1
∂ 2
r(k−1)i
=∇2k−1+
a(k−1)
∑
i=1
∂ 2
r(k−1)i
.
(5.8)
Therefore (5.6) can be written as
Hˆ(k) =−∇2k−1−
a(k−1)
∑
i=1
∂ 2
r(k−1)i
+V (k−1)+
a(k−1)
∑
i=1
[
Z(k)i (Z
(k)
i −1)
(r(k−1)i )2
+ω2(r(k−1)i )
2
]
= Hˆ(k−1)+
a(k−1)
∑
i=1
[
−∂ 2
r(k−1)i
+
Z(k)i (Z
(k)
i −1)
(r(k−1)i )2
+ω2(r(k−1)i )
2
]
.
(5.9)
The second sum in the second line of (5.9) is nothing but independent Calogero one-body models and
its coordinates are disjoint with Hˆ(k−1)’s. This means Ψ(k) can be factorized as follows
Ψ(k) =Ψ(k−1) ·
a(k−1)
∏
i=1
R(k)i (r
(k−1)
i ),[
−∂ 2
r(k−1)i
+
Z(k)i (Z
(k)
i −1)
(r(k−1)i )2
+ω2(r(k−1)i )
2
]
R(k)i (r
(k−1)
i ) = ε
(k)
ni,kR
(k)
i (r
(k−1)
i ).
(5.10)
So E(k) is given by
E(k) = E(k−1)+
a(k−1)
∑
i=1
ε(k)ni,k (5.11)
At this moment, let us explain the superscripts. We label the function R(k)i with superscript k to indicate
that this function is serving for Hˆ(k). The superscript k−1 of variable r(k−1)i is designed to respect the
variable q(k−1)i in (5.7).
From [48], we obtain R(k)i and ε
(k)
ni,k :
R(k)i (r
(k−1)
i ) = (r
(k−1)
i )
Z(k)i · exp
(
− 1
2
ω(r(k−1)i )
2
)
·L(Z
(k)
i −1/2)
ni,k (ω(r
(k−1)
i )
2)
ε(k)ni,k = 2ω(2ni,k +Z
(k)
i +
1
2
), ni,k = 0,1,2, · · · .
(5.12)
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Therefore Ψ(k) and E(k) are
Ψ(k) =Ψ(k−1) ·
N·2k−1
∏
i=1
{
(r(k−1)i )
Z(k)i · exp
(
− 1
2
ω(r(k−1)i )
2
)
·L(Z
(k)
i −1/2)
ni,k (ω(r
(k−1)
i )
2)
}
,
E(k) = E(k−1)+2ω
N·2k−1
∑
i=1
(2ni,k +Z
(k)
i +
1
2
), ni,k = 0,1, · · · ,
(5.13)
where L(Z
(k)
i −1/2)
ni,k is the Laguerre polynomial of degree ni,k. Finally, we give the complete forms of
Ψ(k) and E(k):
Ψ(k) =Ψ(0) ·
k−1
∏
j=0
N·2 j
∏
i=1
{
(r( j)i )
Z( j+1)i · exp
(
− 1
2
ω(r( j)i )
2
)
·L(Z
( j+1)
i −1/2)
ni, j+1 (ω(r
( j)
i )
2)
}
,
E(k) = E(0)+2ω
k−1
∑
j=0
N·2 j
∑
i=1
(2ni, j+1+Z
( j+1)
i +
1
2
).
(5.14)
5.2.2 An example: a 2 ·22-body model
Let us execute our algorithm step by step to construct a solvable 2 ·22-body model from a two-body
one.
The initial Hamiltonian Hˆ(0) can be arbitrary model of Calogero type. At this moment, let us simply
choose Hˆ(0) to be
Hˆ(0) =−∇20+V (0)(q(0)1 ,q(0)2 )
=−∂ 2
q(0)1
−∂ 2
q(0)2
+
2β (β −1)
(q(0)1 −q(0)2 )2
+
2β (β −1)
(q(0)1 +q
(0)
2 )
2
+ω2(q(0)1 )
2+ω2(q(0)2 )
2.
(5.15)
Obviously, the expression of V (0)(q(0)1 ,q
(0)
2 ) is given by
V (0)(q(0)1 ,q
(0)
2 ) =
2β (β −1)
(q(0)1 −q(0)2 )2
+
2β (β −1)
(q(0)1 +q
(0)
2 )
2
+ω2(q(0)1 )
2+ω2(q(0)2 )
2. (5.16)
Here, we give the eigenfunctions and eigenvalues of Hˆ(0) in terms of q(0)1 ,q
(0)
2 directly
Ψ(0) = |(q(0)1 )2− (q(0)2 )2|βL(β−1/2)n1
(
q(0)1 +q
(0)
2√
2
)
L(β−1/2)n2
(
q(0)1 −q(0)2√
2
)
exp
{
− ω
2
[(q(0)1 )
2+(q(0)2 )
2]
}
E(0) = 2ω(2n1+2n2+2β +1), n1 = 0,1,2 · · · , n2 = 0,1,2, · · · ,
(5.17)
where L(β−1/2)ni is the Laguerre polynomial.
Let us start to execute the algorithm. Introducing 2 · 2 = 4 new variables: q(1)1 ,q(1)2 ,q(1)3 ,q(1)4 and
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executing (5.3) for k = 1 and a(k−1) = a0 = 2, we obtain potential V (1)
V (1) =V (0)
(
q(1)1 +q
(1)
2√
2
,
q(1)3 +q
(1)
4√
2
)
+
2
∑
i=1
[
2Z(1)i (Z
(1)
i −1)
(q(1)2i−1−q(1)2i )2
+ω2
(
q(1)2i−1−q(1)2i√
2
)2]
=
2β (β −1)(
q(1)1 +q
(1)
2√
2
− q
(1)
3 +q
(1)
4√
2
)2 + 2β (β −1)(
q(1)1 +q
(1)
2√
2
+
q(1)3 +q
(1)
4√
2
)2 +ω2(q(1)1 +q(1)2√2
)2
+ω2
(
q(1)3 +q
(1)
4√
2
)2
+
2Z(1)1 (Z
(1)
1 −1)
(q(1)1 −q(1)2 )2
+ω2
(
q(1)1 −q(1)2√
2
)2
+
2Z(1)2 (Z
(1)
2 −1)
(q(1)3 −q(1)4 )2
+ω2
(
q(1)3 −q(1)4√
2
)2
=ω2
4
∑
i=1
(q(1)i )
2+
4β (β −1)
(q(1)1 +q
(1)
2 −q(1)3 −q(1)4 )2
+
4β (β −1)
(q(1)1 +q
(1)
2 +q
(1)
3 +q
(1)
4 )
2
+
2Z(1)1 (Z
(1)
1 −1)
(q(1)1 −q(1)2 )2
+
2Z(1)2 (Z
(1)
2 −1)
(q(1)3 −q(1)4 )2
.
(5.18)
Then after one execution of the algorithm on Hˆ(0), we obtain Hˆ(1):
Hˆ(1) =−∇21+V (1)
=−
4
∑
i=1
∂ 2
q(1)i
+ω2
4
∑
i=1
(q(1)i )
2+
4β (β −1)
(q(1)1 +q
(1)
2 −q(1)3 −q(1)4 )2
+
4β (β −1)
(q(1)1 +q
(1)
2 +q
(1)
3 +q
(1)
4 )
2
+
2Z(1)1 (Z
(1)
1 −1)
(q(1)1 −q(1)2 )2
+
2Z(1)2 (Z
(1)
2 −1)
(q(1)3 −q(1)4 )2
.
(5.19)
Continuing our algorithm, we introduce 4 ·2 = 8 new variables q(2)1 ,q(2)2 , · · · ,q(2)8 and execute (5.3) for
k = 2 and a(k−1) = a1 = 4. This time, the algorithm gives V (2)
V (2) =V (1)
(
q(2)1 +q
(2)
2√
2
, · · · , q
(2)
2i−1+q
(2)
2i√
2
, · · · , q
(2)
7 +q
(2)
8√
2
)
+
4
∑
i=1
[
2Z(2)i (Z
(2)
i −1)
(q(2)2i−1−q(2)2i )2
+ω2
(
q(2)2i−1−q(2)2i√
2
)2]
=ω2
8
∑
i=1
(q(2)i )
2+
8β (β −1)
(∑4i=1 q
(2)
i −∑8i=4 q(2)i )2
+
8β (β −1)
(∑8i=1 q
(2)
i )
2
+
4Z(1)1 (Z
(1)
1 −1)
(q21+q
(2)
2 −q(2)3 −q(2)4 )2
+
4Z(1)2 (Z
(1)
2 −1)
(q(2)5 +q
(2)
6 −q(2)7 −q(2)8 )2
+
4
∑
i=1
2Z(2)i (Z
(2)
i −1)
(q(2)2i−1−q(2)2i )2
.
(5.20)
So Hˆ(2) is
Hˆ(2) =−
8
∑
i=1
∂ 2
q(2)i
+ω2
8
∑
i=1
(q(2)i )
2+
8β (β −1)
(∑4i=1 q
(2)
i −∑8i=4 q(2)i )2
+
8β (β −1)
(∑8i=1 q
(2)
i )
2
+
4Z(1)1 (Z
(1)
1 −1)
(q21+q
(2)
2 −q(2)3 −q(2)4 )2
+
4Z(1)2 (Z
(1)
2 −1)
(q(2)5 +q
(2)
6 −q(2)7 −q(2)8 )2
+
4
∑
i=1
2Z(2)i (Z
(2)
i −1)
(q(2)2i−1−q(2)2i )2
.
(5.21)
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Because we already have Ψ(0) and E(0) in (5.17), we can use (5.14) to get the solutions to Hˆ(2). Here,
we just explicitly give the expressions of r( j)i ’s
r(1)1 =
q(2)1 −q(2)2√
2
, r(1)2 =
q(2)3 −q(2)4√
2
, r(1)3 =
q(2)5 −q(2)6√
2
, r(1)4 =
q(2)7 −q(2)8√
2
,
r(0)1 =
q(2)1 +q
(2)
2 −q(2)3 −q(2)4
2
, r(0)2 =
q(2)5 +q
(2)
6 −q(2)7 −q(2)8
2
.
(5.22)
5.3 Construction of solvable N ·3k-body model
5.3.1 The algorithm
This algorithm is an iterative process and is similar to previous one.
The initial solvable model is also a Hamiltonian Hˆ(0) of N particles:
Hˆ(0) =−∇20+V (0)(q(0)1 ,q(0)2 , · · · ,q(0)N ) (5.23)
Like the situation in previous algorithm, in (k−1)th step, we deal with Hˆ(k−1)
Hˆ(k−1) =−∇2k−1+V (k−1)(q(k−1)1 ,q(k−1)2 , · · · ,q(k−1)a(k−1)), (5.24)
Introducing 3a(k−1) new variables q
(k)
1 ,q
(k)
2 , · · · ,q(k)3a(k−1) and defining a new potential V (k) through
V (k−1) as
V (k)(q(k)1 , · · · ,q(k)ak ) =V (k−1)
(
q(k)1 +q
(k)
2 +q
(k)
3√
3
, · · · , q
(k)
3i−2+q
(k)
3i−1+q
(k)
3i√
3
, · · · ,
q(k)3a(k−1)−2+q
(k)
3a(k−1)−1+q
(k)
3a(k−1)√
3
)
+
a(k−1)
∑
i=1
[
2Z(k)i (Z
(k)
i −1)
(q(k)3i−2−q(k)3i−1)2
+
2Z(k)i (Z
(k)
i −1)
(q(k)3i−1−q(k)3i )2
+
2Z(k)i (Z
(k)
i −1)
(q(k)3i −q(k)3i−2)2
]
+ω2
a(k−1)
∑
i=1
[
(q(k)3i−2−q(k)3i−1)2+(q(k)3i−1−q(k)3i )2+(q(k)3i −q(k)3i−2)2
]
,
(5.25)
where Z(k)i and ω are positive. Hˆ
(k) is then given by
Hˆ(k) =−∇2k +V (k)(q(k)1 , · · · ,q(k)ak ). (5.26)
In this case, we have a0 = N and ak = 3a(k−1), so
ak = N ·3k. (5.27)
Next, we shall demonstrate the solvability of Hˆ(k). When k = 0, Hˆ(0) is solvable. So let us assume
Hˆ(k−1) admits eigenfunction Ψ(k−1) and eigenvalue E(k−1). Inserting (5.25) into (5.26), we have
Hˆ(k) =−∇2k +V (k−1)
(
q(k)1 +q
(k)
2 +q
(k)
3√
3
, · · · , q
(k)
3i−2+q
(k)
3i−1+q
(k)
3i√
3
, · · · ,
q(k)3a(k−1)−2+q
(k)
3a(k−1)−1+q
(k)
3a(k−1)√
3
)
+
a(k−1)
∑
i=1
[
2Z(k)i (Z
(k)
i −1)
(q(k)3i−2−q(k)3i−1)2
+
2Z(k)i (Z
(k)
i −1)
(q(k)3i−1−q(k)3i )2
+
2Z(k)i (Z
(k)
i −1)
(q(k)3i −q(k)3i−2)2
]
+ω2
a(k−1)
∑
i=1
[
(q(k)3i−2−q(k)3i−1)2+(q(k)3i−1−q(k)3i )2+(q(k)3i −q(k)3i−2)2
]
.
(5.28)
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For triplet {q(k)3i−2,q(k)3i−1,q(k)3i }, we apply following transformation
q(k)3i−2 =
q(k−1)i√
3
+
√
2
3
r(k−1)i
(
− 1
2
cosθ (k−1)i +
√
3
2
sinθ (k−1)i
)
,
q(k)3i−1 =
q(k−1)i√
3
+
√
2
3
r(k−1)i cosθ
(k−1)
i ,
q(k)3i =
q(k−1)i√
3
+
√
2
3
r(k−1)i
(
− 1
2
cosθ (k−1)i −
√
3
2
sinθ (k−1)i
)
,
r(k−1)i > 0, 0≤ θ (k−1)i ≤ 2pi, i = 1,2, · · · ,a(k−1).
(5.29)
Notice that (5.29) gives the identity
∂ 2
q(k)3i−2
+∂ 2
q(k)3i−1
+∂ 2
q(k)3i
= ∂ 2
q(k−1)i
+∂ 2
r(k−1)i
+
1
r(k−1)i
∂
r(k−1)i
+
1
(r(k−1)i )2
∂ 2
θ (k−1)i
, (5.30)
so we have
∇2k =
ak
∑
i=1
∂ 2
q(k)i
=
a(k−1)
∑
i=1
{∂ 2
q(k)3i−2
+∂ 2
q(k)3i−1
+∂ 2
q(k)3i
}
=
a(k−1)
∑
i=1
{
∂ 2
q(k−1)i
+∂ 2
r(k−1)i
+
1
r(k−1)i
∂
r(k−1)i
+
1
(r(k−1)i )2
∂ 2
θ (k−1)i
}
=∇2k−1+
3a(k−1)
∑
i=1
{
∂ 2
r(k−1)i
+
1
r(k−1)i
∂
r(k−1)i
+
1
(r(k−1)i )2
∂ 2
θ (k−1)i
}
,
(5.31)
and the transformed Hˆ(k) reads
Hˆ(k) =−∇2k−1−
a(k−1)
∑
i=1
{
∂ 2
r(k−1)i
+
1
r(k−1)i
∂
r(k−1)i
+
1
(r(k−1)i )2
∂ 2
θ (k−1)i
}
+V (k−1)
+3ω2
a(k−1)
∑
i=1
(r(k−1)i )
2+
a(k−1)
∑
i=1
1
(r(k−1)i )2
· 9Z
(k)
i (Z
(k)
i −1)
sin2 3θ (k−1)i
=Hˆ(k−1)+
a(k−1)
∑
i=1
{
−∂ 2
r(k−1)i
− 1
r(k−1)i
∂
r(k−1)i
+
1
(r(k−1)i )2
[
−∂ 2
θ (k−1)i
+
9Z(k)i (Z
(k)
i −1)
sin2 3θ (k−1)i
]}
+3ω2
a(k−1)
∑
i=1
(r(k−1)i )
2.
(5.32)
This means that Ψ(k) can be factorized as follows
Ψ(k) =Ψ(k−1) ·
a(k−1)
∏
i=1
R(k)i (r
(k−1)
i ) ·
a(k−1)
∏
i=1
Θ(k)i (θ
(k−1)
i ), (5.33)
where R(k)i and Θ
(k)
i satisfy differential equations below:[
−∂ 2
θ (k−1)i
+
9Z(k)i (Z
(k)
i −1)
sin2 3θ (k−1)i
]
Θ(k)i (θ
(k−1)
i ) = (b
(k)
li,k
)2Θ(k)i (θ
(k−1)
i ),
[
−∂ 2
r(k−1)i
− 1
r(k−1)i
∂
r(k−1)i
+3ω2(r(k−1)i )
2+
(b(k)li,k )
2
(r(k−1)i )2
]
R(k)i (r
(k−1)
i ) = ε
(k)
mi,kR
(k)
i (r
(k−1)
i ),
i = 1,2, · · · ,a(k−1),
(5.34)
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and E(k) is given by
E(k) = E(k−1)+
N·3k−1
∑
i=1
ε(k)mi,k . (5.35)
The solutions to (5.34) are given by
Θ(k)i (θ
(k−1)
i ) = sin
Z(k)i (3θ (k−1)i )P
(Z(k)i −1/2,−1/2)
li,k
(cos6θ (k−1)i ),
b(k)li,k = 3(2li,k +Z
(k)
i +1), li,k = 0,1,2, · · · ,
R(k)i (r
(k−1)
i ) = (r
(k−1)
i )
b(k)li,k exp
{
−
√
3
2
ω(r(k−1)i )
2
}
L
(b(k)li,k
)
mi,k (
√
3 ω(r(k−1)i )
2),
ε(k)mi,k = 2
√
3 ω(2mi,k +b
(k)
li,k
+1), mi,k = 0,1,2, · · · ,
i = 1,2, · · · ,a(k−1),
(5.36)
where P(Z
(k)
i −1/2,1/2)
li,k
and L
(b(k)li,k
)
mi,k are the Jacobi Polynomial and Laguerre polynomials respectively.
Finally, using (5.33) and (5.35), we express Ψ(k) and E(k) as
Ψ(k) =Ψ(0) ·
k−1
∏
j=0
N·3 j
∏
i=1
{
sinZ
( j+1)
i (3θ ( j)i )P
(Z( j+1)i −1/2,1/2)
li, j+1
(cos6θ ( j)i )×
(r( j)i )
b( j+1)li, j+1 exp
{
−
√
3
2
ω(r( j)i )
2
}
L
(b( j+1)li, j+1
)
mi, j+1 (
√
3 ω(r( j)i )
2)
}
,
E(k) = E(0)+2
√
3 ω
k−1
∑
j=0
N·3 j
∑
i=1
(2mi, j+1+6li, j+1+3Z
( j+1)
i +4).
(5.37)
5.3.2 An example: a solvable 1 ·32-body model
In this part, we execute the algorithm to construct a solvable 1 ·32 step by step.
This time, we start with harmonic oscillator Hˆ(0):
Hˆ(0) =−∂ 2
q(0)1
+α2(q(0)1 )
2, α > 0, (5.38)
and the potential V (0) is
V (0)(q(0)1 ) = α
2(q(0)1 )
2. (5.39)
The solutions to Hˆ(0) are widely known
Ψ(0) = exp
{
− α
2
(q(0)1 )
2
}
·Hn(
√
α q(0)1 ),
E(0) = 2αn+α, n = 0,1, · · · .
(5.40)
Now introducing 3 variables q(1)1 ,q
(1)
2 ,q
(1)
3 and executing (5.25) for k = 1 and a(k−1) = a0 = 1, we
obtain V (1)
V (1)(q(1)1 ,q
(1)
2 ,q
(1)
3 ) =α
2
(
q(1)1 +q
(1)
2 +q
(1)
3√
3
)2
+
2Z(1)1 (Z
(1)
1 −1)
(q(1)1 −q(1)2 )2
+
2Z(1)1 (Z
(1)
1 −1)
(q(1)2 −q(1)3 )2
+
2Z(1)1 (Z
(1)
1 −1)
(q(1)3 −q(1)1 )2
+ω2(q(1)1 −q(1)2 )2+ω2(q(1)2 −q(1)3 )2+ω2(q(1)3 −q(1)1 )2.
(5.41)
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Therefore after first execution, we obtain Hˆ(1)
Hˆ(1) =−∇21+V (1)(q(1)1 ,q(1)2 ,q(1)3 )
=−
3
∑
i=1
∂ 2
q(1)i
+ω2(q(1)1 −q(1)2 )2+ω2(q(1)2 −q(1)3 )2+ω2(q(1)3 −q(1)1 )2
+α2
(
q(1)1 +q
(1)
2 +q
(1)
3√
3
)2
+
2Z(1)1 (Z
(1)
1 −1)
(q(1)1 −q(1)2 )2
+
2Z(1)1 (Z
(1)
1 −1)
(q(1)2 −q(1)3 )2
+
2Z(1)1 (Z
(1)
1 −1)
(q(1)3 −q(1)1 )2
.
(5.42)
Continuing the algorithm, we introduce 9 variables q(2)1 , · · · ,q(2)9 and execute (5.25) for k = 2 and
a(k−1) = a1 = 3. Then V (2) is
V (2)(q(2)1 , · · · ,q(2)9 ) =ω2
3
∑
i< j
(
q(2)3i−2+q
(2)
3i−1+q
(2)
3i√
3
− q
(2)
3 j−2+q
(2)
3 j−1+q
(2)
3 j√
3
)2
+α2
(
∑9i=1 q
(2)
i
3
)2
+
3
∑
i< j
6Z(1)1 (Z
(1)
1 −1)
(q(2)3i−2+q
(2)
3i−1+q
(2)
3i −q(2)3 j−2−q(2)3 j−1−q(2)3 j )2
+ω2
3
∑
i=1
[
(q(2)3i−2−q(2)3i−1)2+(q(2)3i−1−q(2)3i )2+(q(2)3i −q(2)3i−2)2
]
+
3
∑
i=1
[
2Z(2)i (Z
(2)
i −1)
(q(2)3i−2−q(2)3i−1)2
+
2Z(2)i (Z
(2)
i −1)
(q(2)3i−1−q(2)3i )2
+
2Z(2)i (Z
(2)
i −1)
(q(2)3i −q(2)3i−2)2
]
(5.43)
Finally, we obtain a solvable 9-body model Hˆ(2)
Hˆ(2) =−∇22+V (2)(q(2)1 , · · · ,q(2)9 )
=−
9
∑
i=1
∂ 2
q(2)i
+ω2
3
∑
i< j
(
q(2)3i−2+q
(2)
3i−1+q
(2)
3i√
3
− q
(2)
3 j−2+q
(2)
3 j−1+q
(2)
3 j√
3
)2
+α2
(
∑9i=1 q
(2)
i
3
)2
+
3
∑
i< j
6Z(1)1 (Z
(1)
1 −1)
(q(2)3i−2+q
(2)
3i−1+q
(2)
3i −q(2)3 j−2−q(2)3 j−1−q(2)3 j )2
+ω2
3
∑
i=1
[
(q(2)3i−2−q(2)3i−1)2+(q(2)3i−1−q(2)3i )2+(q(2)3i −q(2)3i−2)2
]
+
3
∑
i=1
[
2Z(2)i (Z
(2)
i −1)
(q(2)3i−2−q(2)3i−1)2
+
2Z(2)i (Z
(2)
i −1)
(q(2)3i−1−q(2)3i )2
+
2Z(2)i (Z
(2)
i −1)
(q(2)3i −q(2)3i−2)2
]
.
(5.44)
Since we already have Ψ(0) and E(0) in (5.40), we can use (5.37) to obtain eigenfunctions and
eigenvalues of Hˆ(2). Here, we just recursively give the r( j)i ’s and θ
( j)
i ’s
q( j)i =
q( j+1)3i−2 +q
( j+1)
3i−1 +q
( j+1)
3i√
3
,
r( j)i =
√
(q( j+1)3i−2 )2+(q
( j+1)
3i−1 )2+(q
( j+1)
3i )
2− 1
3
(q( j+1)3i−2 +q
( j+1)
3i−1 +q
( j+1)
3i )
2 ,
θ ( j)i = arctan
√
3 (q( j+1)3i−2 −q( j+1)3i )
2q( j+1)3i−1 −q( j+1)3i−2 −q( j+1)3i
, i = 1,2, · · · ,3 j,
j = 0,1.
(5.45)
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This 9-body model is analogue to the one in the forth paper of [82], up to a mean field term. In fact, one
can use this algorithm and add a mean field to recover the 3k-body model mentioned in [68, 73, 74, 82].
5.4 Conclusions
In this work, we have proposed two algorithms for constructing N ·2k and N ·3k-body quantum models.
Both two algorithms start with certain solvable model Hˆ(0) and generate a series of Hamiltonians
Hˆ(1), Hˆ(2), · · · , Hˆ(k), · · · iteratively. We have demonstrated that the as long as Hˆ(0) is solvable, then
Hˆ(k) is solvable. We obtained the recurrence relations (5.13), (5.33) for the solutions of two adjacent
Hamltonians by appropriate separation of variables (5.7) and (5.29). We also gave the complete
expressions for eigenfunctions and eigenvalues of Hˆ(k) in (5.14) and (5.37). In two examples, we
execute the algorithms step by step twice to show the reader how they are working on a concrete
quantum many-body model and obtained a 8-body and a 9-body model.
Chapter 6
Extended Laplace-Runge-Lenz vector, new
family of superintegrable systems and
quadratic algebras
Acknowledgement
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In this chapter, we first show that for certain extension of D-dimensional Hydrogen atom, some
components of the original Laplace-Runge-Lenz vector can be extended to integrals of motion for the
new system. In the next, we give an example of such extension in which a new family of superintegrable
system is constructed. The potential in the new system has a partition and is a generalization of the
Winterniz potential. We obtain the solutions by using blocked-spherical coordinates. We also realize
the quadratic algebra formed by integrals.
6.1 Introduction
Superintegrable systems are extremely important in classical and quantum mechanics due to their rich
applications. A D-dimensional quantum system described by the Hamiltonian
Hˆ =−
D
∑
i=1
∂ 2
∂x2i
+V (x1, · · · ,xD) (6.1)
is said to be integrable if there exist D−1 algebraically independent linear operators Ia satisfying[
Ia, Hˆ
]
= 0, [Ia, Ib] = 0, a,b = 1, · · · ,D−1. (6.2)
It is said to be superintegrable if there exist additional k (1 ≤ k ≤ D− 1) operators {J1, · · · ,Jk}
commuting with Hˆ [
Ji, Hˆ
]
= 0, i = 1, · · · ,k, (6.3)
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such that {Hˆ, I1, · · · ID−1,J1, · · · ,Jk} is algebraically independent. Ji’s need not commute with Ia’s or
with each other.
A well-known example is the D-dimensional hydrogen atom (a Kepler-Coulomb system). The
hydrogen atom is superintegrable because its Hamiltonian commutes with the generators of Lie algebra
so(D+ 1) [83–85]. Another famous example of superintegrable systems is the D-dimensional har-
monic oscillator, whose Hamiltonian commutes with the generators of su(D) [86, 87]. Superintegrable
systems continue to be a very active research field. Classification of two-dimensional superintegrable
systems and associated quadratic algebras were given in [88]. Classification of three-dimensional
superintegrable systems has not been completed, but some quadratic algebras have been obtained from
their integrals of motion [89–93]. To our knowledge, no classification has so far been available for
D-dimensional superintegrable systems with D > 3.
The authors in [94] and [95] independently introduced a D-dimensional generalization of the three-
dimensional superintegrable Kepler-Coulomb system with non-central terms considered in [96–98].
This D-dimensional system is maximally superintegrable with quadratic integrals of motion. It was
solved in [94] by means of separation of variables in the parabolic and spherical coordinates, and
its wave functions were given in terms of orthogonal polynomials. In [99] the underlying symmetry
algebra structure of the system was obtained and used to derive the energy spectrum algebraically.
In this work, we introduce a new family of superintegrable systems in D-dimensional space which
contains the model in [94] as a special case. Our systems possess quadratic integrals of motion and can
be solved by means of separation of variables in the spherical coordinates. We give some quadratic
algebra relations satisfied by these integrals. Some of the integrals are the extended Laplace-Runge-
Lenz vectors which can be obtained directly from application of the proposition presented in section 2
below.
This work is organized as follows. In section 2, we give a useful proposition which demonstrates
the existence of extended Laplace-Runge-Lenz vectors in certain quantum systems. In section 3, we
present new family of quantum systems in D-dimesnional space, and show that they are superintegrable
systems by identifying their integrals of motion. In section 4, we solve the systems by means of
separation of variables in spherical coordinates and obtain their energy eigenfunctions and eigenvalues.
In section 5, we derive the underlying quadratic algebras satisfied by the integrals of motion. Sections
5 is devoted to conclusions and comments for future work.
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6.2 Extended Laplace-Runge-Lenz vectors
Let us consider the D-dimensional hydrogen atom
Hˆh =−
D
∑
i=1
∂ 2
∂x2i
− η
r
, r =
√
D
∑
i=1
x2i , (6.4)
where η is a real parameter. Hˆh commutes with D(D+1)/2 linear operators [94], namely
Li j = xi p j− x j pi, i, j = 1,2, · · · ,D, (6.5)
and
Mi =
D
∑
a=1
(paLia+Lia pa)+ xi
η
r
, i = 1,2, · · · ,D. (6.6)
Li j’s are the angular momenta, pi = ∂∂xi and Mi’s are the components so-called Laplace-Runge-Lenz
vector. They satisfy following commutation relations[
Hˆh,Li j
]
=
[
Hˆh,Mi
]
= 0,[
Li j,Lkl
]
= δ jkLil +δilL jk−δikL jl−δklLik,[
Li j,Mk
]
= δ jkMi−δikM j,[
Mi,M j
]
=−4HˆhLi j.
(6.7)
Now we consider the extension of Hˆh,
Hˆ = Hˆh+V, (6.8)
where V is some potential function to be determined later. We impose two conditions for V
(i) V is independent of the last m coordinates, i.e.
[pi,V ] =
∂V
∂xi
= 0, i = D−m+1, · · · ,D. (6.9)
(ii) V is an eigenfunction of the Euler operator ∑Di=1 xi
∂
∂xi
= r ∂∂ r with eigenvalue −2
D
∑
i=1
xi
∂V
∂xi
=−2V = r∂V
∂ r
. (6.10)
From the conditions (6.9) and (6.10), it is not difficult to conclude V is of the form
V =
1
∑D−mi=1 x
2
i
f (φ1,φ2, · · · ,φD−m−1), (6.11)
where, f is an arbitrary function of the variables φ1,φ2, · · · ,φD−m−1 from the spherical coordinates
xD = r cosφD−1,
xD−1 = r sinφD−1 cosφD−2,
· · · · · ·
x2 = r sinφD−1 sinφD−2 · · ·sinφ2 cosφ1,
x1 = r sinφD−1 sinφD−2 · · ·sinφ2 sinφ1.
(6.12)
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So the extended hamiltonian (6.8) with V satisfying the conditions (6.9) and (6.10) is given by
Hˆ =−
D
∑
i=1
∂ 2
∂x2i
− η
r
+
1
∑D−mj=1 x
2
j
f (φ1,φ2, · · · ,φD−m−1). (6.13)
This Hamiltonian possesses m extended Laplace-Runge-Lenz vector given by
Xi = Mi−2xiV
=
D
∑
a=1
(paLia+Lia pa)+ xi
(
η
r
− 2
∑D−mj=1 x
2
j
f (φ1,φ2, · · · ,φD−m−1)
)
, i = D−m+1, · · · ,D.
(6.14)
This is easily shown as follows. Using the conditions (6.9) and (6.10), we have[
Xi, Hˆ
]
=
[ D
∑
a=1
(paLia+Lia pa),V
]
+
[
−2xiV,−
D
∑
a=1
∂ 2
∂x2a
]
=
[ D
∑
a=1
{
2xi
∂ 2
∂x2a
−2xa ∂∂xa
∂
∂xi
}
,V
]
−2xi
[ D
∑
a=1
∂ 2
∂x2a
,V
]
−4V ∂
∂xi
=2xi
[ D
∑
a=1
∂ 2
∂x2a
,V
]
+4V
∂
∂xi
−2xi
[ D
∑
a=1
∂ 2
∂x2a
,V
]
−4V ∂
∂xi
= 0.
(6.15)
Thus we arrive at the main result of this section:
Proposition 6.2.1. A D-dimensional quantum system with Hamiltonian given by (6.13) admits m
extended and conserved Laplace-Runge-Lenz vector
Xi =
D
∑
a=1
(paLia+Lia pa)+ xi
[
η
r
− 2
∑D−mj=1 x
2
j
f (φ1,φ2, · · · ,φD−m−1)
]
,
[Xi, Hˆ] = 0, i = D−m+1, · · · ,D.
(6.16)
When the function f is equal to zero (for which the conditions (6.9) and (6.10) hold trivially), Xi’s
reduce to the Laplace-Runge-Lenz vector (6.6) for the D-dimensional hydrogen atom.
6.3 New family of superintegrable systems in D dimensions
Let {x1,x2, · · · ,xD} denote the D coordinates in the D-dimensional space. We divide the D coordinates
into N (1≤ N ≤ D) disjoint and nonempty blocks, say
B1 = {xn0+1 = x1, · · · ,xn1}, n0 = 0,
B2 = {xn1+1, · · · ,xn2},
· · ·
Bi+1 = {xni+1, · · · ,xni+1},
· · ·
BN−1 = {xnN−2+1, · · · ,xnN−1},
BN = {xnN−1+1, · · · ,xnN = xD}, nN = D
(6.17)
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and throughout let
di = |Bi|= ni−ni−1 ≥ 1, i = 1,2, · · · ,N. (6.18)
We have di ≥ 1 becauseBi is nonempty.
We now propose the following new family of quantum systems
Hˆ =−
D
∑
i=1
∂ 2
∂x2i
− η
r
+
α1
x21+ · · ·+ x2n1
+
α2
x2n1+1+ · · ·+ x2n2
+ · · ·+ αN−1
x2nN−2+1+ · · ·+ x2nN−1
, (6.19)
where α1,α2, · · · ,αN−1 are real parameters. Introducing the notation
ri =
√
∑
x∈Bi
x2 , i = 1,2, · · · ,N, (6.20)
then ((6.19)) can be expressed in the more compact form
Hˆ =−
D
∑
i=1
∂ 2
∂x2i
− η
r
+
N−1
∑
i=1
αi
r2i
, . (6.21)
Note that in terms of ri, we have r =
√
∑Di=1 x2i =
√
∑Ni=1 r2i . When N = 1 the above system reduces
to the hydrogen atom (6.4), while when N = D, i.e. each block contains exactly one coordinate, we
recover the D-dimensional system introduced in [94]
H =−
D
∑
i=1
∂ 2
∂x2i
− η
r
+
D−1
∑
i=1
αi
x2i
. (6.22)
So our system (6.21) contain both the hydrongen atom and the model in [94] as special cases.
The first set of integrals of the system (6.21) consists of the angular momenta from each blockBk
Li j = xi p j− x j pi, pi = ∂∂xi , p j =
∂
∂x j
xi,x j ∈Bk, k = 1, · · · ,N. (6.23)
Notice that V = ∑N−1i=1 αi/r
2
i satisfies the conditions (6.9) and (6.10) for m = dN and takes the form of
(6.11). This is seen as follows.
N−1
∑
i=1
αi/r2i =
1
∑D−dNj=1 x
2
j
N−1
∑
i=1
αi/r2i ×
D−dN
∑
j=1
x2j =
1
∑D−dNj=1 x
2
j
N−1
∑
i=1
nN−1
∑
j=1
αix2j
r2i
. (6.24)
In terms of the coordinates (6.12), it is then obvious from (6.17) and (6.20) that the double summation
on the right hand side of the above equation is some function of angles φ1,φ2, · · · ,φD−dN−1 only. So
our Hamiltonian (6.21) has the form (6.13), and we can apply the proposition (6.2.1) to obtain dN
extended and conserved Laplace-Runge-Lenz vector of the system
Xˆ j =
D
∑
a=1
(paL ja+L ja pa)+ x j
(
η
r
−
N−1
∑
i=1
2αi
r2i
)
, j = D−dN +1, · · · ,D. (6.25)
For convenience, we also define
Xˆ j = 0, j = 1,2, · · · ,D−dN . (6.26)
58
CHAPTER 6. EXTENDED LAPLACE-RUNGE-LENZ VECTOR, NEW FAMILY OF SUPERINTEGRABLE
SYSTEMS AND QUADRATIC ALGEBRAS
It can be checked that the system (6.21) has also the following two sets of integrals of motion
Zˆl = ∑
1≤i<k≤nl
L2ik−
( l
∑
i=1
r2i
)( l
∑
i=1
αi
r2i
)
, l = 2, · · · ,N−1, (6.27)
Yˆp = ∑
np−1+1≤i<k≤D
L2ik−
( N
∑
i=p
r2i
)(N−1
∑
i=p
αi
r2i
)
, p = 1, · · · ,N−1, (6.28)
where the numbers nl and np−1+1 are the largest and smallest indices inBl andBp, respectively.
Theorem 6.3.1. The Hamiltonian Hˆ together with (6.23), (6.25), (6.27) and (6.28) give D+N+dN−2
algebraically independent integrals of motion in total, and thus the system (6.21) is superintegrable.
Some remarks are in order. When N = D, only one component of the extended and conserved
Laplace-Runge-Lenz vector survives, and (6.25), (6.27) and (6.28) reduce to the integrals obtained
in [94] for the superintegrable system (6.22),
X =
D
∑
k=1
(pkLDk +LDk pk)+ xD
(
η
r
−
D−1
∑
i=1
2αi
x2i
)
, (6.29)
Zl = ∑
1≤i<k≤l
L2ik−
( l
∑
i=1
x2i
)( l
∑
k=1
αi
x2i
)
, l = 2, · · · ,D−1, (6.30)
Yp = ∑
p≤i<k≤D
L2ik−
( D
∑
i=p
x2i
)(D−1
∑
k=p
αi
x2k
)
, p = 1,2, · · · ,D−1, (6.31)
In this case the total number of independent integrals of motion becomes 2D−1 and the system is
maximally superintegrable.
6.4 Separation of variables and energy spectrum
In order to solve the eigenvalue problem HˆΨ = EΨ, we use the polar coordinates in each Bi, i =
1,2, · · · ,N,
xni = ri cosφ
(i)
di−1,
xni−1 = ri sinφ
(i)
di−1 cosφ
(i)
di−2,
· · · · · ·
xni−1+1 = ri sinφ
(i)
di−1 sinφ
(i)
di−2 · · ·sinφ
(i)
1 .
(6.32)
In these coordinates, we have
− ∑
x∈Bi
∂ 2
∂x2
=− ∂
2
∂ r2i
− di−1
ri
∂
∂ ri
− 1
r2i
Lˆ2i , i = 1,2, · · · ,N, (6.33)
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where Lˆ2i is the total angular momenta associated with the blockBi
Lˆ2i =∑
k<l
(
xk
∂
∂xl
− xl ∂xk
)2
, xk,xl ∈Bi. (6.34)
The Hamiltonian (6.21) is transformed to
Hˆ =
N
∑
i=1
{
− ∂
2
∂ r2i
− di−1
ri
∂
∂ ri
− 1
r2i
Lˆ2i
}
− η
r
+
N−1
∑
i=1
αi
r2i
. (6.35)
We write
Ψ= R(r1, · · · ,rN)
N
∏
i=1
r
− di−12
i
N
∏
i=1
Y (i), (6.36)
where Y (i) are the spherical harmonics in di-dimensional space, which satisfy
(−Lˆ2i +αi)Y (i) =[li(li+di−2)+αi]Y (i),
i = 1,2, · · · ,N, li = 0,1,2, · · · , αN = 0.
(6.37)
R(r1, · · · ,rN) is determined by[
−
N
∑
i=1
∂ 2
∂ r2i
− η
r
+
N
∑
i=1
λi
r2i
]
R(r1, · · · ,rN) = ER(r1, · · · ,rN),
λi = li(li+di−2)+αi+ 14(di−1)(di−3).
(6.38)
To solve (6.38), we regard it as a N-dimensional system and use the polar coordinates
rN = r cosθN−1,
rN−1 = r sinθN−1 cosθN−2,
· · · · · ·
r1 = r sinθN−1 sinθN−2 · · ·sinθ1.
(6.39)
Above coordinates allow us to factorize R(r1, · · · ,rN)
R(r1, · · · ,rN) = r−N−12 F(r)
N−1
∏
i=1
yi(θi), (6.40)
where yi(θi) and F(r) are determined by the differential equations[
− ∂
2
∂θ 2N−1
− (N−2)cosθN−1
sinθN−1
∂
∂θN−1
+
bN−2
sin2θN−1
+
λN
cos2θN−1
]
yN−1(θN−1) = bN−1yN−1(θN−1),[
− ∂
2
∂θ 2N−2
− (N−3)cosθN−2
sinθN−2
∂
∂θN−2
+
bN−3
sin2θN−2
+
λN−1
cos2θN−2
]
yN−2(θN−2) = bN−2yN−2(θN−2),
· · · · · ·[
− ∂
2
∂θ 22
− cosθ2
sinθ2
∂
∂θ2
+
b1
sin2θ2
+
λ3
cos2θ2
]
y2(θ2) = b2y2(θ2),[
− ∂
2
∂θ 21
+
λ1
sin2θ1
+
λ2
cos2θ1
]
y1(θ1) = b1y1(θ1)
(6.41)
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and [
− ∂
2
∂ r2
− η
r
+
bN−1+(N−1)(N−3)/4
r2
]
F(r) = EF(r) (6.42)
The equations for the angles can be solved in terms of Jacobi polynomials
yi(θi) = (sinθi)κi−1+1−
i
2 (cosθi)γi+1+
1
2 P(κi−1,γi+1)Ji (cos2θi), i = 1,2, · · · ,N−1, (6.43)
with bi given by bi = κ2i − (i−1)
2
4 , where Ji = 0,1, · · · , and
κi = 2
i
∑
s=1
Js+ i+
i+1
∑
s=1
γs, γs =
√
1+4λs
2
. (6.44)
Solution to the radial part F(r) is given by
F(r) = rκe−
√−E rL(2κ−1)Nr (2
√−E r), κ = 2
N−1
∑
s=1
Js+N− 12 +
1
2
N
∑
s=1
√
1+4λs , (6.45)
where L(2κ−1)Nr is the Laguerre polynomial. The final expression for the eigenfuntion Ψ is
ΨNr,J1,··· ,JN−1,l1,··· ,lN = r
κ−N−12 e−
√−E rL(2κ−1)Nr (2
√−E r)×
N−1
∏
i=1
(sinθi)κi−1+1−
i
2 (cosθi)γi+1+
1
2 P(κi−1,γi+1)Ji (cos2θi)×
N
∏
i=1
r
− di−12
i ×
N
∏
i=1
Y (i)
(6.46)
The corresponding energy spectrum is given by the shifted Balmer formula
E =− η
2
(2Nr +4∑N−1s=1 Js+2N−1+2∑Ns=1 γs)2
, Nr = 0,1, · · · . (6.47)
6.5 Quadratic algebra structure
It can be shown that the integrals (6.25), (6.27) and (6.28) satisfy following commutation relations[
Yˆi,Yˆj
]
= 0 =
[
Xˆi, Zˆ j
]
,
[
Yˆ1, Zˆi
]
= 0 =
[
Zˆi, Zˆ j
]
, (6.48)
The partition of the coordinates implies the system (6.21) admits Lie algebra so(d1)⊕ so(d2) · · ·⊕
so(dN) symmetry, where so(dp) is generated by angular momenta Li j (6.23) associated with the block
Bp, [
Li j,Lkl
]
= δ jkLil +δilL jk−δikL jl−δ jlLik. (6.49)
In addition, for the conserved angular momenta Li j and Xˆk’s, we have[
Li j, Xˆk
]
= δ jkXˆi−δikXˆ j,[
Xˆi, Xˆ j
]
=−4HˆLi j.
(6.50)
In what follows, we present the quadratic algebra relations among the integrals. Recall that the total
angular momenta for blockBp is
Lˆ2p =∑
i< j
(
xi
∂
∂x j
− x j ∂∂xi
)2
, xi,x j ∈Bp. (6.51)
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We define the numberNp
Np =
( p
∑
i=1
di−2
)( p
∑
i=1
di−1
2
)
−
( p
∑
i=1
di−1
2
)2
, p = 2, · · · ,N−1 (6.52)
and the numberMp
Mp =
( N
∑
i=p
di−2
)(N−1
∑
i=p
di−1
2
)
−
(N−1
∑
i=p
di−1
2
)2
, p = 1, · · · ,N−1, (6.53)
We now state the main result in this section.
Proposition 6.5.1. For j = D−dN +1, · · · ,D, Yˆ1 and Xˆ j satisfy the commutation relations
[
Yˆ1, Xˆ j
]
=Wˆj,[
Yˆ1,Wˆj
]
=−2{Yˆ1, Xˆ j}+(D−3)(D−1)Xˆ j,[
Xˆ j,Wˆj
]
=2Xˆ2j −8Hˆ(ZˆN−1−NN−1)+16(Yˆ1−M1)Hˆ−2(N+dN−2)2Hˆ−2η2.
(6.54)
For 2 ≤ p ≤ N− 1, the integrals Yˆp and Zˆp overlap in block Bp. They obey the quadratic algebra
relations
[
Zˆp,Yˆp
]
=Cˆp,[
Zˆp,Cˆp
]
=−8(Zˆp−Np)2−8
{
Zˆp−Np,Yˆp−Mp
}
−4
[
(p−2)(N+dN−1)− p2+ p+4+2
(
− Lˆ2p+αp+
1
4
(dp−1)(dp−3)
)]
(Zˆp−Np)
+4(N+dN− p)(N+dN− p−4)(Yˆp−Mp)+8(Yˆ1−M1+ Zˆp−1−Np−1)(Zˆp−Np)
−4
[
N+dN− p−4+2
(
− Lˆ2p+αp+
1
4
(dp−1)(dp−3)
)]
(Yˆ1−M1)
−4
[
(N+dN− p−1)(N+dN− p−4)−2
(
− Lˆ2p+αp+
1
4
(dp−1)(dp−3)
)]
(Zˆp−1−Np−1)
+4(N+dN− p)(N+dN−5)
(
− Lˆ2p+αp+
1
4
(dp−1)(dp−3)
)
+4(p−1)(N+dN− p)(Yˆp+1−Mp+1)−8(Yˆ1−M1)(Yˆp+1−Mp+1)
+8(Zˆp−Np)(Yˆp+1−Mp+1)+8(Zˆp−1−Np−1)(Yˆp+1−Mp+1),
(6.55)
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[
Yˆp,Cˆp
]
=+8(Yˆp−Mp)2+8
{
Zˆp−Np,Yˆp−Mp
}−4p(p−4)(Zˆp−Np)
+4
[
(p−2)(N+dN−1)− p2+ p+4+2
(
− Lˆ2p+αp+
1
4
(dp−1)(dp−3)
)]
(Yˆ1−Mp)
−8(Zˆp−1−Np−1)(Yˆp−Mp)−8(Yˆ1−M1)(Yˆp−Mp)
+4
[
p−4+2
(
− Lˆ2p+αp+
1
4
(dp−1)(dp−3)
)]
(Yˆ1−M1)+8(Zˆp−1−Np−1)(Yˆ1−M1)
−4p(N+dN− p−1)(Zˆp−1−Np−1)−4p(N+dN−5)
(
− Lˆ2p+αp+
1
4
(dp−1)(dp−3)
)
+4
[
(p−4)(p−1)−2
(
− Lˆ2p+αp+
1
4
(dp−1)(dp−3)
)]
(Yˆp+1−Mp+1)
−8(Zˆp−1−Np−1)(Yˆp+1−Mp+1)−8(Yˆp+1−Mp+1)(Yˆp−Mp).
(6.56)
It should be understood that Z1 =−α1 and YN = 0.
In the remaining space of this section we outline the steps of proof of this proposition. Let us
first of all recall that when N = D, the integrals (6.25), (6.27) and (6.28) reduce to (6.29), (6.30) and
(6.31) for the system (6.22) in [94]. As shown in [99], these later integrals satisfy the quadratic algebra
relations:
[Y1,X ] =C1,
[Y1,C1] =−2{Y1,X}+(D−3)(D−1)X ,
[X ,C1] =2X2−8HZD−1+16Y1H− (D−1)2H−2η2,
(6.57)
and for each pair (Zp,Yp) with 2≤ p≤ D−1,
[Zp,Yp] =Cp,
[Zp,Cp] =−8Z2p−8
{
Zp,Yp
}−4((p−2)D− p2+ p+4+2αp)Zp
+4(D− p+1)(D− p−3)Yp+8(Y1+Zp−1)Zp−4(D− p−3+2αp)Y1
−4((D− p)(D− p−3)−2αp)Zp−1+4(D− p+1)(D−4)αp
+4(p−1)(D− p+1)Yp+1−8Y1Yp+1+8ZpYp+1+8Zp−1Yp+1,
(6.58)
[Yp,Cp] =+8Y 2p +8
{
Zp,Yp
}−4p(p−4)Zp+4((p−2)D− p2+ p+4+2αp)Yp
−8Zp−1Yp−8Y1Yp+4(p−4+2αp)Y1+8Zp−1Y1−4p(D− p)Zp−1
−4p(D−4)αp+4((p−4)(p−1)−2αp)Yp+1−8Zp−1Yp+1−8Yp+1Yp.
(6.59)
In the above relations, it is understood that Z1 =−α1 and YD = 0.
Step 1: We introduce the operatorsSi, j for integers j > i and parameters qi, · · · ,q j,
Si, j(qi, · · · ,q j) =(x2i + · · ·+ x2j)
(
∂ 2
∂x2i
+ · · ·+ ∂
2
∂x2j
)
−
(
xi
∂
∂xi
+ · · ·+ x j ∂∂x j
)2
− ( j− i−1)
(
xi
∂
∂xi
+ · · ·+ x j ∂∂x j
)
− (x2i + · · ·+ x2j)
(
qi
x2i
+ · · ·+ q j
x2j
)
,
(6.60)
6.5. QUADRATIC ALGEBRA STRUCTURE 63
and expand (6.30) and (6.31) in the form
Zp =(x21+ · · ·x2p)
(
∂ 2
∂x21
+ · · ·+ ∂
2
∂x2p
)
−
(
x1
∂
∂x1
+ · · ·+ xp ∂∂xp
)2
− (p−2)
(
x1
∂
∂x1
+ · · ·+ xp ∂∂xp
)
− (x21+ · · ·+ x2p)
(
α1
x21
+ · · ·+ αp
x2p
)
,
Yp =(x2p+ · · ·x2D)
(
∂ 2
∂x2p
+ · · ·+ ∂
2
∂x2D
)
−
(
xp
∂
∂xp
+ · · ·+ xD ∂∂xD
)2
− (D− p−1)
(
xp
∂
∂xp
+ · · ·+ xD ∂∂xD
)
− (x2p+ · · ·+ x2D)
(
αp
x2p
+ · · ·+ αD−1
x2D−1
+
0
x2D
)
.
(6.61)
In terms of Si j, the integrals Zp and Yp can be expressed as
Zp =S1,p(α1, · · · ,αp), Yp =Sp,D(αp, · · · ,αD = 0), (6.62)
where 2≤ p≤ D−1. Then the commutation relations (6.58) and (6.59) can be written as[
S1,p,
[
S1,p,Sp,D
]]
=Q1(p,D,αp,S1,D,Sp,D,Sp+1,D,S1,p−1,S1,p),[
Sp,D,
[
S1,p,Sp,D
]]
=Q2(p,D,αp,S1,D,Sp,D,Sp+1,D,S1,p−1,S1,p),
(6.63)
whereQ1 andQ2 represent the expressions on the right hand side of (7.77) and (7.78), respectively.
Step 2: We use the polar coordinates inB1, · · · ,BN−1 to transform the integrals (6.27) and (6.28) into
Zˆp =
( p
∑
i=1
r2i
){ p
∑
i=1
(
∂ 2
∂ r2i
+
di−1
ri
∂
∂ ri
+
1
r2i
Lˆ2i
)}
−
( p
∑
i=1
r2i
)(
α1
r21
+ · · ·+ αp
r2p
)
−
( p
∑
i=1
ri
∂
∂ ri
)2
−
( p
∑
i=1
di−2
)( p
∑
i=1
ri
∂
∂ ri
)
,
(6.64)
Yˆp =
(N−1
∑
i=p
r2i + x
2
D−dN+1+ · · ·+ x2D
)
×
{N−1
∑
i=p
(
∂ 2
∂ r2i
+
di−1
ri
∂
∂ ri
+
1
r2i
Lˆ2i
)
+
∂ 2
∂x2D−dN+1
+ · · ·+ ∂
2
∂x2D
}
−
(N−1
∑
i=p
ri
∂
∂ ri
+ xD−dN+1
∂
∂xD−dN+1
+ · · ·+ xD ∂xD
)2
−
( N
∑
i=p
di−2
)(N−1
∑
i=p
ri
∂
∂ ri
+ xD−dN+1
∂
∂xD−dN+1
+ · · ·+ xD ∂∂xD
)
−
(N−1
∑
i=p
r2i + x
2
D−dN+1+ · · ·+ x2D
)(
αp
r2p
+ · · ·+ αN−1
r2N−1
+
0
x2D−dN+1
+ · · ·+ 0
x2D−1
)
.
(6.65)
Step 3: Using similarity transformations to cancel the terms of first order derivatives, we have
N−1
∏
i=1
r(di−1)/2i Zˆp
N−1
∏
i=1
r−(di−1)/2i =
( p
∑
i=1
r2i
)( p
∑
i=1
∂ 2
∂ r2i
)
−
( p
∑
i=1
ri
∂
∂ ri
)2
− (p−2)
( p
∑
i=1
ri
∂
∂ ri
)
−
( p
∑
i=1
r2i
)(
c1
r21
+ · · ·+ cp
r2p
)
+Np =S1,p(c1, · · · ,cp)+Np,
(6.66)
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where
c1 =−Lˆ21+α1+
1
4
(d1−1)(d1−3), · · · · · · cp =−Lˆ2p+αp+
1
4
(dp−1)(dp−3)
Similarly,
N−1
∏
i=1
r(di−1)/2i Yˆp
N−1
∏
i=1
r−(di−1)/2i =
(N−1
∑
i=p
r2i + x
2
D−dN+1+ · · ·+ x2D
)
×
{N−1
∑
i=p
(
∂ 2
∂ r2i
)
+
∂ 2
∂x2D−dN+1
+ · · ·+ ∂
2
∂x2D
}
−
(N−1
∑
i=p
ri
∂
∂ ri
+ xD−dN+1
∂
∂xD−dN+1
+ · · ·+ xD ∂xD
)2
− (N+dN−3)
(N−1
∑
i=p
ri
∂
∂ ri
+ xD−dN+1
∂
∂xD−dN+1
+ · · ·+ xD ∂∂xD
)
−
(N−1
∑
i=p
r2i + x
2
D−dN+1+ · · ·+ x2D
)
×
(
cp
r2p
+ · · ·+ cN−1
r2N−1
+
cN
x2D−dN+1
+ · · ·+ cN+dN−2
x2D−1
+
0
x2D
)
+Mp
(6.67)
where cN = cN+1 = · · ·= cN+dN−1 ≡ 0 and
cp =−Lˆ2p+αp+
1
4
(dp−1)(dp−3), · · · , cN−1 =−Lˆ2N−1+αN−1+
1
4
(dN−1−1)(dN−1−3), (6.68)
which can be regarded as constants since they are central elements. Moreover we can conveniently
treat the variables xD−dN+1, xD−dN+2, · · · , xD in (6.67) as rN , rN+1, · · · , rN+dN−1, respectively. Then
the right hand side o f (6.67) =Sp,N+dN−1(cp, · · · ,cN+dN−1 = 0)+Mp. (6.69)
Step 4: Substituting into (6.63), it is not hard to conclude[
Zˆp,
[
Zˆp,Yˆp
]]
=Q1(p,N+dN−1,cp,Yˆ1−M1,Yˆp−Mp,Yˆp+1−Mp+1, Zˆp−1−Np−1, Zˆp−Np),[
Yˆp,
[
Zˆp,Yˆp
]]
=Q2(p,N+dN−1,cp,Yˆ1−M1,Yˆp−Mp,Yˆp+1−Mp+1, Zˆp−1−Np−1, Zˆp−Np),
(6.70)
which are nothing but the commutation relations (6.55) and (6.56), respectively. The quadratic algebra
relations (6.54) generated by Yˆ1 and Xˆ j can be derived in a similar way. This completes our proof to
the proposition.
6.6 Conclusions
We have derived a novel result (proposition 2.1) that allows us to obtain extended Laplace-Runge-Lenz
vector in a straightforward way for a quantum system of certain form. We have presented a new family
of superintegrable systems which contain the one introduced previously in [94] as a member. We
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have obtained the exact solutions of the new systems by means of separation of variables in polar
coordinates. We have obtained the integrals of motion of the systems and found the quadratic algebraic
relations satisfied by these integrals.
The quadratic algebra relations (6.54), (6.55) and (6.56) found in section 5 for our model (6.21)
is useful. They can be applied to algebraically obtain the energy spectrum of (6.21) by an approach
similar to that used in [99] to find the spectrum for the special N = D case (6.22). Let us emphasis that
the higher rank quadratic algebra and in particular the quadratic subalgebras generated by {Yp,Zp},
p ∈ {2, ...,N}, have a very interesting form: the structure constants involve polynomials of the
Casimir operators of higher rank Lie algebras so(dp). Such quadratic algebra structures are non-trivial
deformations of the so(D+1) symmetry algebra of the Kepler-Coulomb system.
Our approach uses the Euler operator and block of variables which preserve the symmetry algebras
⊕iso(di), and differs from other approaches such as co-algebras [102] and symplectic reduction
scheme [101] that have been developed in context of classical superintegrable systems. This allows us
not only to build new superintegrable systems, but also from a mathematical perspective to obtain new
quadratic algebras and their explicit realizations. Classification, universal enveloping algebras and
representation theory for such algebraic structures remain to be developed.
It is also worth pointing out that one can generalize our models by replacing the coupling constants
αi in (7.6) by suitable functions of angles associated with the blocksBi. In such cases, the equations
for the angular parts can be solved in terms of so-called Xm Jacobi polynomials [69, 100].

Chapter 7
Separation of variables and new
superintegrable models
Acknowledgment
This chapter is based on the preprint [140]. I have incorporated text of that preprint. We present two
classes of new superintegrable systems: oscillator and kepler type, respectively. Using separation of
variables, we obtain the general integrals of motion and quadratic algebras of these models.
7.1 Introduction
A mechanical system is called “superintegrable” [88] if it possesses more independent integrals of
motion than its degree of freedom. Superintegrable systems are interesting research topics in both clas-
sical and quantum theories due to their rich mathematical and physical properties. It has been shown
that superintegrable models have connections to orthogonal polynomials and special funcions, such as
the Askey Scheme of orthogonal polynomials, exceptional orthogonal polynomials, hypergeometric
function, elliptic functions, Painleve´ transcendents and higher-order analogs [88, 103–108]. Widely
known examples of superintegrable models include the harmonic oscillator and hydrogen atom in three
dimensions (as well as in D dimensions). Many generalizations involving spins, magnetic fields and
monopoles have also been discovered [109–116]. An important property shared by superintegrable
Hamiltonians is the existence of non-abelian symmetry algebras generated by their integrals of motion.
In general, these symmetry algebras take the form of direct sums of higher rank Lie algebras and
finitely generated polynomial algebras (which are non-linear generalizations of Lie algebras). Their
structure constants can depend on central elements that can be Casimir operators of the higher rank
Lie algebras.
Two-dimensional superintegrable systems and their underlying quadratic algebras were classified
in [88, 103, 104, 117, 118]. Classification of three dimensional superintegrable Hamiltonians is a much
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more complicated problem [89–93,119,120]. To our knowledge, only for the so-called non-degenerate
models a complete list of models is known and classification of semi-degenerate and degenerate is still
ongoing. The related quadratic algebras remain to be systematically studied.
Few families of D-dimensional superintegrable systems have been known in literature [88]. Such higher
dimensional systems are expected to provide valuable insight into properties of superintegrable systems
and their algebraic structures. Limited approaches have been developed to generate D-dimensional sys-
tems. Among them are the co-algebra and tensor approaches, which allowed one to obtain models on
curved spaces [121,122]. Other approaches based on factorizations or intertwining relations [123,124]
have also been used to generate D-dimensional superintegrable Hamiltonians [125, 126]. However,
the derivation of symmetry algebras of D-dimensional superintegrable systems is in general a very
difficult task even with the knowledge of other underlying algebraic structures such as the factorization
or intertwining relations. There are high demands for new approaches.
In [99] a direct approach was used to obtain the higher rank quadratic algebra for the D-dimensional
model introduced in [94]. A chain structure of quadratic algebras was discovered in [99] and applied
to derive the spectrum of the model. It was later demonstrated that such chain structures are in
fact universal in the sense that they correspond to the algebras of integrals obtained by applying the
co-algebra approach to the partial Casimir operators of sl(2,R) [127].
In this paper we introduce a new method based on block coordinate separation of variables to construct
D-dimensional superintegrable systems. The connection between separation of variables and second
order integrals of motion has played a role in studying Laplace and Helmholtz equations [133] as well
as Schrodinger equation and Hamilton-Jacobi in curved spaces [134]. It was recognized as a way to
classify superintegrable systems in 2D and 3D Euclidean spaces [96, 135, 136]. This connection was
also discussed in recent work [132]. The purpose of this work is to exploit blocks of coordinates and
what will be referred as block separation of variables, where the D coordinates in D dimensions are
partitioned into N disjoint and non-empty blocks. Our models involve arbitrary functions of angles
and the integrals of motion of the models display universal quadratic algebraic structures. To our
knowledge, both our approach and models in this paper are new. We will present two classes of models.
One is the so-called generalized N-singular harmonic oscillators. It is known that systems having
double singular harmonic terms in the potential are also interesting due to their connection to monopole
systems via Hurwitz transformations [129–131]. In [72], a family of double singular oscillators was
introduced and its quadratic algebra structure was obtained and used to derive the spectrum of the
model.
Another class of models we will introduce are referred to as generalized N-singular Kepler sys-
tems that generalize models in [94, 128]. We will present new families of superintegrable systems
that involve arbitrary functions and include models in [94, 128] as special cases. All the models
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presented in this paper possess second and first order integrals of motion and are minimally superinte-
grable. Such systems have been much less studied in the literature than maximally superintegrable ones.
This work is organized as follows. In section 2, we introduce the generalized N singular harmonic
oscillators and obtain their energy spectrum and quadratic algebraic structure. In section 3, we intro-
duce the generalized N singular Kepler systems and present their energy spectrum and derive their
quadratic algebra structure, generalizing the results of our recent work [128]. At the end of this section
we correct an error appeared in one of the quadratic algebra relations of [128]. We show how the
symmetry algebras can be obtained from the models without partition of coordinates by identifying
appropriate partial Casimir operators and gauge transformations. In section 4 we draw the conclusions
of this work.
7.2 Generalized N singular harmonic oscillator
7.2.1 The model hamiltonian and energy spectrum
Let {x1,x2, · · · ,xD} be the coordinates of the D-dimensional space. We divide D coordinates {x1,x2, · · · ,xD}
into N (1≤ N ≤ D) disjoint and nonempty blocks, say
B1 = {xn0+1 = x1, · · · ,xn1}, n0 = 0,
B2 = {xn1+1, · · · ,xn2},
· · ·
Bi+1 = {xni+1, · · · ,xni+1},
· · ·
BN−1 = {xnN−2+1, · · · ,xnN−1},
BN = {xnN−1+1, · · · ,xnN = xD}, nN = D
(7.1)
and hereafter let
di = |Bi|= ni−ni−1 ≥ 1. (7.2)
Assuming the partition is non-trivial, we always have di ≥ 1 and N ≥ 2.
Now we propose the following family of quantum systems
Hˆ =−
D
∑
i=1
∂ 2
∂x2i
+ω2r2+
f1(Ω1)
x21+ · · ·+ x2n1
+
f2(Ω2)
x2n1+1+ · · ·+ x2n2
+ · · ·+ fN(ΩN)
x2nN−1+1+ · · ·+ x2nN
, (7.3)
where fi(Ωi) are functions of Ωi = {φ i1, · · · ,φ idi−1} which is the set of angles from the spherical
coordinates of individual blockBi, i.e.,
xni = ri cosφ
i
di−1
xni−1 = ri sinφ
i
di−1 cosφ
i
di−2
· · · · · ·
xni−1+1 = ri sinφ
i
di−1 · · ·sinφ i2 sinφ i1.
(7.4)
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Introducing the notation
ri =
√
∑
x∈Bi
x2 , i = 1,2, · · · ,N, (7.5)
then (7.3) can be expressed in the more compact form
Hˆ =−
D
∑
i=1
∂ 2
∂x2i
+ω2r2+
N
∑
i=1
1
r2i
fi(Ωi). (7.6)
Note that in terms of ri, we have r =
√
∑Di=1 x2i =
√
∑Ni=1 r2i .
The eigenvalue problem HˆΨ= EΨ under coordinate system (7.4) can be written as
Ψ=
N
∏
i=1
r−(di−1)/2i R(r1, · · · ,rN)
N
∏
i=1
Yi(Ωi), (7.7)
where [−Lˆ2i + fi(Ωi)]Yi(Ωi) = λiYi(Ωi) (7.8)
with
Lˆ2i =
1
2 ∑x,y∈Bi
(
x
∂
∂y
− y ∂
∂x
)2
, (7.9)
and [
−
N
∑
i=1
∂ 2
∂ r2i
+ω2r2+
N
∑
i=1
1
r2i
(λi+
1
4
(di−1)(di−3))
]
R(r1, · · · ,rN) = ER(r1, · · · ,rN). (7.10)
In terms of λi’s, one can quote the result of Calogero three-body problem [48] to get the formula for
spectrum E
E = 2ω
N
∑
i=1
ki+ω
N
∑
i=1
γi+
ωN
2
, ki = 0,1,2, · · ·
γi =
1
2
(1+
√
1+4λi+(di−1)(di−3) ) i = 1,2, · · · ,N.
(7.11)
From (7.8), it can be seen that the λi is determined by fi(Ωi). Assuming each fi(Ωi) is of the form
fi(Ωi) = F idi−1(φ
i
di−1, · · · ,φ i1)
F idi−1(φ
i
di−1, · · · ,φ i1) = Gidi−1(φ idi−1)+
1
sin2φ idi−1
F idi−2(φ
i
di−2, · · · ,φ i1)
F idi−2(φ
i
di−2, · · · ,φ i1) = Gidi−2(φ idi−2)+
1
sin2φ idi−2
F idi−3(φ
i
di−3, · · · ,φ i1)
· · · · · ·
F i2(φ
i
2,φ
i
1) = G
i
2(φ
i
2)+
1
sin2φ i2
F i1(φ
i
1)
F i1(φ
i
1) = G
i
1(φ
i
1), i = 1,2, · · · ,N,
(7.12)
where F ij ’s and G
i
j’s are functions. Then equation (7.8) is completely separable, i.e.
Yi(Ωi) =
di−1
∏
k=1
hik(φ
i
k), i = 1,2, · · · ,N. (7.13)
7.2. GENERALIZED N SINGULAR HARMONIC OSCILLATOR 71
where hij(φ
i
j) satisfy the differential equations[
− ∂
2
∂φ ij
2 − ( j−1)cotφ ij
∂
∂φ ij
+Gij(φ
i
j)+
α ij−1
sin2φ ij
]
hij(φ
i
j) = α
i
jh
i
j(φ
i
j),
i = 1,2, · · · ,N j = 1,2, · · · ,di−1
λi = α idi−1, α
i
0 = 0.
(7.14)
We now present two interesting special cases.
Model 1:
Let fi(Ωi)= βi = real constants for i= 1,2, · · · ,N, then Hamiltonian (7.6) reduces to the N-singular
harmonic oscillator
Hˆ =−
D
∑
i=1
∂ 2
∂x2i
+ω2r2+
β1
x21+ · · ·+ x2n1
+ · · ·+ βN
x2nN−1+1+ · · ·+ x2D
. (7.15)
This system is a generalization of the double singular harmonic oscillator considered in [72]. For this
model, the solution to (7.8) is the spherical harmonics in di-dimensional space, with the corresponding
eigenvalue λi given by
λi = li(li+di−2)+βi, li = 0,1,2, · · · , i = 1,2, · · · ,N. (7.16)
The radial part R(r1, · · · ,rN) is given by
R(r1, · · · ,rN) =
N
∏
i=1
rγii exp
{− ω
2
r2i
}
L(γi−1/2)ki (ωr
2
i ),
γi =
1
2
(1+
√
1+4li(li+di−2)+4βi+(di−1)(di−3) ),
(7.17)
where L(γi−1/2)ki is the Laguerre polynomial.
Model 2:
We set
F11 (φ
1
1 ) =
A(A−3)+B2
cos2 3φ11
− B(2A−3)sin3φ
1
1
cos2 3φ11
+9
[
2(2A−3)
2A−3−2Bsin3φ11
− 2[(2A−3)
2−4B2]
(2A−3−2Bsin3φ11 )2
]
G12(φ
1
2 ) = G
1
3(φ
1
3 ) = · · ·= G1di−1(φ1di−1) = 0
(7.18)
and f2(Ω2) = f3(Ω3) = · · ·= fN(ΩN) = 0. Then the system becomes
Hˆ =−
D
∑
i=1
∂ 2
∂x2i
+ω2r2+
1
x21+ x
2
2
F11 (φ
1
1 ) (7.19)
Through some calculations, we obtain [67]
h11(φ
1
1 ) = (1− sin3φ11 )(A−B)/6(1+ sin3φ11 )(A+B)/6 ·
1
2A−3−2Bsin3φ11
Pˆ(α,β )l+1 (sin3φ
1
1 ) (7.20)
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where Pˆ(α,β )l+1 is the X1 exceptional Jacobi polynomial [69] and
α =
A
3
− B
3
− 1
2
, β =
A
3
+
B
3
− 1
2
. (7.21)
The corresponding eigenvalue α11 is given by
α11 = (A+3J1)
2, J1 = 0,1,2 · · · . (7.22)
The complete eigenfunction and eigenvalue to operator −Lˆ21+ f1(Ω) in (7.8) is
Y1(Ω1) = h11(φ
1
1 ) ·
d1−1
∏
a=2
(sinφ1a )
ca−1+ 12− a−12 P(ca−1,−1/2)Ja (cos2φ
1
a )
ca =
a
∑
s=1
Js+
a−1
2
+A+ J1,
(7.23)
and
α1d1−1 =
[
2
d1−1
∑
a=1
Ja+
d1−2
2
+A+ J1
]2
− (d1−2)
2
4
, Ja = 0,1,2, · · · , (7.24)
where P(ca−1,−1/2)Ja is the Jacobi polynomial.
7.2.2 Integrals of motion and quadratic algebra structure
Assuming each fi(Ωi) has the structure given by (7.12). We find the following integrals of motion
associated with each blockBi
Hˆi =− ∑
x∈Bi
∂ 2
∂x2
+ω2r2i +
1
r2i
fi(Ωi) =−∇2i +ω2r2i +
1
r2i
fi(Ωi),
Tˆi = Lˆ2i − fi(Ωi),
Gˆij =
j
∑
ni−1+1≤k<l
L2kl−
( j
∑
k=ni−1+1
x2k
)
· 1
r2i
fi(Ωi),
i = 1,2, · · · ,N, j = ni−1+2, · · · ,ni,
(7.25)
where
Lkl = xk pl− xl pk, pa = ∂∂xa . (7.26)
It can be seen that ∑Ni=1 Hˆi = Hˆ. The second set of integrals of motion is given by
Zˆl =
nl
∑
1≤i< j
L2i j−
( l
∑
i=1
r2i
)( l
∑
i=1
1
r2i
fi(Ωi)
)
, l = 2, · · · ,N. (7.27)
It should be understood that Gˆidi−1 = Zˆ1 = Tˆ1. The integrals (7.25) and (7.27) define D+N−1 integrals
of motion. When N = 2 and fi(Ωi) are real constants, they reduce to the D+ 1 integrals obtained
in [72]. The above integrals satisfy[
Gˆij, Tˆk
]
=
[
Tˆp, Hˆq
]
=
[
Hˆm, Gˆnl
]
=
[
Gˆab, Gˆ
c
d
]
= 0 (7.28)
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[
Zˆi, Zˆ j
]
= 0 =
[
Zˆm, Hˆn
]
, m < n (7.29)
and [
Zˆl,
l
∑
i=1
Hˆi
]
= 0 =
[
Zˆk, Gˆij
]
(7.30)
Moreover we can show that for given l, Zˆl, Hˆl satisfy the following quadratic algebra relations:[
Zˆl, Hˆl
]
=Yˆl[
Zˆl,Yˆl
]
=+8
[
Zˆl− 14(Dl−2)
2]( l∑
i=1
Hˆi
)−8{Zˆl− 14(Dl−2)2, Hˆl
}
+8
[
− Zˆl−1+ Tˆl + 14(Dl−1−2)
2− 1
4
(dl−2)2+1
]( l
∑
i=1
Hˆi
)−16Hˆl
[
Hˆl,Yˆl
]
=−8( l∑
i=1
Hˆi
)
Hˆl +8Hˆ2l −16ω2
[
Zˆl− 14(Dl−2)
2]
−8ω2
[
−2Zˆl−1−2Tˆl + 12(Dl−1−1)(Dl−1−3)+
1
2
(dl−1)(dl−3)−1
]
(7.31)
The derivation is based on the proposition,
Proposition 7.2.1. Consider the following operatorsH ,H1,H2, Z :
H =H1+H2,
H1 =− ∂
2
∂x2
+ω2x2+
g1
x2
, H2 =− ∂
2
∂y2
+ω2y2+
g2
y2
Z =
(
x
∂
∂y
− y ∂
∂x
)2
− (x2+ y2)
(
g1
x2
+
g2
y2
)
= (x2+ y2)
(
∂ 2
∂x2
+
∂ 2
∂y2
)
−
(
x
∂
∂x
+ y
∂
∂y
)2
− (x2+ y2)
(
g1
x2
+
g2
y2
)
,
(7.32)
where g1,g2 are real parameters. Then it can be shown by direct computation that these operators
satisfy the quadratic algebraic relations,
[Z ,H2] = Y
[Z ,Y ] = 8ZH −8{Z ,H2}+8(g1−g2+1)H −16H2
[H2,Y ] =−8H H2+8H 22 −16ω2Z −8ω2(2g1+2g2−1).
(7.33)
Now for fixed l,
e−W
( l
∑
i=1
Hˆi
)
eW =− ∂
2
∂ r′2
− ∂
2
∂ r2l
+ω2(r′2+ r2l )+
1
r′2
[− Zˆl−1+ 14(Dl−1−1)(Dl−1−3)]
+
1
r2l
[− Tˆl + 14(dl−1)(dl−3)],
(7.34)
where W , Dl−1 and r′ are given by
W =−Dl−1−1
2
logr′− dl−1
2
logrl, Dl−1 =
l−1
∑
i=1
di, r′ =
√√√√l−1∑
i=1
r2i . (7.35)
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Similarly we also find
e−W ZˆleW − 14(Dl−2)
2
= (r′2+ r2l )
(
∂ 2
∂ r′2
+
∂ 2
∂ r2l
)
−
(
r′
∂
∂ r′
+ rl
∂
∂ rl
)2
− (r′2+ r2l )
{
1
r′2
[− Zˆl−1+ 14(Dl−1−1)(Dl−1−3)]+ 1r2l
[− Tˆl + 14(dl−1)(dl−3)]
} (7.36)
e−W HˆleW =− ∂
2
∂ r2l
+ω2r2l +
1
r2l
[− Tˆl + 14(dl−1)(dl−3)] (7.37)
Comparing (7.34), (7.36) and (7.37) with the operatorsH , Z andH2 given in proposition (7.2.1),
we see that because Zˆl−1 and Tˆl mutually commute and moreover commute with any differential
operators and functions of r′ and rl , they may be identified with the constants g1 and g2, respectively.
Therefore, the operators in (7.34), (7.36) and (7.37) should satisfy the same relations as those given in
proposition (7.2.1) forH , Z andH2, with g1,g2 replaced by Zˆl−1 and Tˆl , respectively. This leads to
the quadratic algebra (7.31).
7.3 Generalized N singular Kepler system
In this section, we introduce a family of superintegrable systems involving Coulomb and N singular
inverse square potentials. These systems can be regarded as extensions of those presented in [128].
7.3.1 The model hamiltonian and energy spectrum
Consider the same partition as that given in (7.1). We propose the generalized N singular Kepler
system hamiltonian,
Hˆcoul =−
D
∑
i=1
∂ 2
∂x2i
− η
r
+
g1(Ω1)
x21+ · · ·+ x2n1
+
g2(Ω2)
x2n1+1+ · · ·+ x2n2
+ · · ·+ gN−1(ΩN−1)
x2nN−2+1+ · · ·+ x2nN−1
, (7.38)
where gi(Ωi) are functions of the sets of angles Ωi = {φ i1, · · · ,φ idi−1} in (7.4). In terms of the notation
introduced in the previous section, the above Hamiltonian can be written as
Hˆcoul =−
D
∑
i=1
∂ 2
∂x2i
− η
r
+
N−1
∑
i=1
1
r2i
gi(Ωi). (7.39)
This Hamiltonian reduces to that proposed in [128] when gi(Ωi) = αi = real constants.
By means of the spherical coordinates (7.4) in each block, the eigenvalue problem HˆcoulΨ= EΨ
can be written as
Ψ=
N
∏
i=1
r−(di−1)/2i R(r1, · · · ,rN)
N
∏
i=1
Yi(Ωi), (7.40)
[
− Lˆ2i +gi(Ωi)+
1
4
(di−1)(di−3)
]
Yi(Ωi) = λiYi(Ωi), i = 1,2, · · · ,N−1,[
− Lˆ2N +
1
4
(dN−1)(dN−3)
]
YN(ΩN) = λNYN(ΩN),
(7.41)
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where L2i is given by (7.9), and[
−
N
∑
i=1
∂ 2
∂ r2i
− η
r
+
N
∑
i=1
λi
r2i
]
R(r1, · · · ,rN) = ER(r1, · · · ,rN). (7.42)
In the following, we will assume gi(Ωi) has the same structure as in (7.12), i.e. gi(Ωi) =
F idi−1(φ
i
di−1, · · · ,φ i1) with F idi−1 given by (7.12). Then equation (7.41) is completely separable, i.e.,
Yi(Ωi) =
di−1
∏
k=1
hik(φ
i
k), i = 1,2, · · · ,N, (7.43)
where hij(φ
i
j) satisfy differential equations similar to those in (7.14). In terms of λi’s, using the result
in [128], the eigenvalue of Hˆcoul is given by
E =− η
2
(2Nr +4∑N−1s=1 Js+2N−1+2∑Ns=1 γs)2
, Nr = 0,1, · · · . (7.44)
where
γ j =
√
1+4λ j
2
, j = 1,2, · · · ,N. (7.45)
The radial wave function R(r1, · · · ,rN) is
R(r1, · · · ,rN) = r−N−12 F(r)
N−1
∏
i=1
yi(θi), (7.46)
where F(r) can be written in terms of the Laguerre polynomial L(2κ−1)Nr as
F(r) = rκe−
√−E rL(2κ−1)Nr (2
√−E r), κ = 2
N−1
∑
s=1
Js+N− 12 +
1
2
N
∑
s=1
√
1+4λs , (7.47)
and
yi(θi) = (sinθi)κi−1+1−
i
2 (cosθi)γi+1+
1
2 P(κi−1,γi+1)Ji (cos2θi),
κi = 2
i
∑
s=1
Js+ i+
i+1
∑
s=1
γs, γ j =
√
1+4λ j
2
, bi = κ2i −
(i−1)2
4
,
i = 1,2, · · · ,N−1, j = 1,2, · · · ,N, Js = 0,1, · · · ,
(7.48)
with θi being angles in the spherical coordinates of r1, · · · ,rN :
rN = r cosθN−1
rN−1 = r sinθN−1 cosθN−2
· · · · · ·
r2 = r sinθN−1 sinθN−2 · · ·sinθ2 cosθ1
r1 = r sinθN−1 sinθN−2 · · ·sinθ2 sinθ1.
(7.49)
We now present two special cases.
Model 1:
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Let gi(Ω) = αi = constant, i = 1,2, · · · ,N−1. We then recover the system proposed in [128],
Hˆcoul =−
D
∑
i=1
∂ 2
∂x2i
− η
r
+
α1
x21+ · · ·+ x2n1
+ · · ·+ αN−1
x2nN−2+1+ · · ·+ x2nN−1
, (7.50)
which in turn reduces to the model studied in [94] when N = D.
Model 2:
Assuming F11 has the same form as in (7.18) and g2(Ω2) = g3(Ω3) = · · ·= gN−1(ΩN−1) = 0, then
we obtain
Hˆcoul =−
D
∑
i=1
∂ 2
∂x2i
− η
r
+
1
x21+ x
2
2
F11 (φ
1
1 ), (7.51)
where F11 (φ
1
1 ) is given by (7.18). The solution to the angular part is again given by the X1 exceptional
Jacobi polynomial as follows
Y1(Ω1) = h11(φ
1
1 ) ·
d1−1
∏
a=2
(sinφ1a )
ca−1+ 12− a−12 P(ca−1,−1/2)Ja (cos2φ
1
a )
ca =
a
∑
s=1
Js+
a−1
2
+A+ J1,
(7.52)
and
α1d1−1 =
[
2
d1−1
∑
a=1
Ja+
d1−2
2
+A+ J1
]2
− (d1−2)
2
4
, Ja = 0,1,2, · · · , (7.53)
where P(ca−1,−1/2)Ja is the Jacobi polynomial and h
1
1(φ
1
1 ) is
h11(φ
1
1 ) = (1− sin3φ11 )(A−B)/6(1+ sin3φ11 )(A+B)/6 ·
1
2A−3−2Bsin3φ11
Pˆ(α,β )l+1 (sin3φ
1
1 ) (7.54)
α =
A
3
− B
3
− 1
2
, β =
A
3
+
B
3
− 1
2
. (7.55)
The corresponding eigenvalue α11 is given by
α11 = (A+3J1)
2, J1 = 0,1,2 · · · . (7.56)
7.3.2 Integrals of motion and quadratic algebraic structure
Assuming each gi(Ωi), i = 1,2, · · · ,N−1, has the structure given by (7.12). The integrals of motion
are given by
Tˆi = Lˆ2i −gi(Ωi), TˆN = Lˆ2N (7.57)
Zˆl =
nl
∑
1≤i< j
L2i j−
( l
∑
a=1
r2a
)( l
∑
a=1
1
r2a
ga(Ωa)
)
, l = 2, · · · ,N−1. (7.58)
Xˆi =
D
∑
a=1
{Lia, pa}+ ηr xi−2xi ·
N−1
∑
a=1
1
r2a
ga(Ωa), i = nN−1+1, · · · ,D. (7.59)
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The operators Xˆi’s are obtained by using the proposition 2.1 in [128]. We also have the following
integrals of motion
Sˆl =
l
∑
1≤i< j
L2i j−
( l
∑
a=1
x2a
)(N−1
∑
a=1
1
r2a
ga(Ωa)
)
, l = nN−1+1, · · ·D−1,
Yˆp =
D
∑
np−1+1≤i< j
L2i j−
( N
∑
a=p
r2a
)(N−1
∑
a=p
1
r2a
ga(Ωa)
)
, p = 1,2, · · · ,N−1
Jˆp =
D
∑
p≤i< j
L2i j, p = nN−1+1, · · · ,D−1.
(7.60)
Notice that
JˆnN−1+1 = TˆN = Lˆ
2
N . (7.61)
These integrals satisfy
[
Zˆp, Zˆl
]
= 0 =
[
Sˆi, Zˆ j
]
,
[
Yˆi,Yˆj
]
= 0 =
[
Jˆk,Yˆl
]
,
[
Yˆ1, Zˆi
]
= 0 (7.62)
In what follows, we present the quadratic algebra relations among the integrals. We define the numbers
Np =
( p
∑
i=1
di−2
)( p
∑
i=1
di−1
2
)
−
( p
∑
i=1
di−1
2
)2
, p = 2, · · · ,N−1
Mp =
( N
∑
i=p
di−2
)(N−1
∑
i=p
di−1
2
)
−
(N−1
∑
i=p
di−1
2
)2
, p = 1, · · · ,N−1,
Up = (p−2)
(N−1
∑
i=1
di−1
2
)
−
(N−1
∑
i=1
di−1
2
)2
, p = nN−1+1, · · · ,D−1,
(7.63)
XˆD and ZˆN = Yˆ1 satisfy following commutation relations[
Yˆ1, XˆD
]
= WˆD[
Yˆ1,WˆD
]
=−2{Yˆ1, XˆD}+(D−1)(D−3)XˆD[
XˆD,WˆD
]
= 2Xˆ2D−8(SˆD−1−UD−1)Hˆcoul +16(Yˆ1−M1)Hˆcoul−2(N+dN−2)2Hˆcoul−2η2
(7.64)
Notice that for permutation operator σ jD interchanging indices j, D, where j ∈ {D,D−1, · · · ,D−
dN +1}, one can show
σ jD ◦ XˆD ◦σ−1jD = Xˆ j, σ jD ◦ Yˆ1 ◦σ−1jD = Yˆ1, σ jD ◦ Hˆcoul ◦σ−1jD = Hˆcoul (7.65)
Applying σ jD on both sides of (7.64), we have[
Yˆ1, Xˆ j
]
= Wˆj[
Yˆ1,Wˆj
]
=−2{Yˆ1, Xˆ j}+(D−1)(D−3)Xˆ j[
Xˆ j,Wˆj
]
= 2Xˆ2j −8(σ jD ◦ SˆD−1 ◦σ−1jD −UD−1)Hˆcoul +16(Yˆ1−M1)Hˆcoul−2(N+dN−2)2Hˆcoul−2η2,
(7.66)
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where σ jD ◦ SˆD−1 ◦σ−1jD is another integral of motion and is explicitly given by
σ jD ◦ SˆD−1 ◦σ−1jD =(r2− x2j)
( D
∑
i=1
∂ 2
∂x2i
− ∂
2
∂x2j
)
−
( D
∑
i=1
xi
∂
∂xi
− ∂
∂x j
)2
− (D−3)
( D
∑
i=1
xi
∂
∂xi
− ∂
∂x j
)
− (r2− x2j) ·
(N−1
∑
a=1
1
r2a
ga(Ωa)
)
.
(7.67)
By computations similar to those presented in [128], we can obtain the quadratic commutation
relations for Zˆp and Yˆp, 2≤ p≤ N−1,
[
Zˆp,
[
Zˆp,Yˆp
]]
=−8(Zˆp−Np)2−8
{
Zˆp−Np,Yˆp−Mp
}
−4
[
(p−2)(N+dN−1)− p2+ p+4+2
(
− Tˆp+ 14(dp−1)(dp−3)
)]
(Zˆp−Np)
+4(N+dN− p)(N+dN− p−4)(Yˆp−Mp)+8(Yˆ1−M1+ Zˆp−1−Np−1)(Zˆp−Np)
−4
[
N+dN− p−4+2
(
− Tˆp+ 14(dp−1)(dp−3)
)]
(Yˆ1−M1)
−4
[
(N+dN− p−1)(N+dN− p−4)−2
(
− Tˆp+ 14(dp−1)(dp−3)
)]
(Zˆp−1−Np−1)
+4(N+dN− p)(N+dN−5)
(
− Tˆp+ 14(dp−1)(dp−3)
)
+4(p−1)(N+dN− p)(Yˆp+1−Mp+1)−8(Yˆ1−M1)(Yˆp+1−Mp+1)
+8(Zˆp−Np)(Yˆp+1−Mp+1)+8(Zˆp−1−Np−1)(Yˆp+1−Mp+1),
(7.68)
[
Yˆp,
[
Zˆp,Yˆp
]]
=+8(Yˆp−Mp)2+8
{
Zˆp−Np,Yˆp−Mp
}−4p(p−4)(Zˆp−Np)
+4
[
(p−2)(N+dN−1)− p2+ p+4+2
(
− Tˆp+ 14(dp−1)(dp−3)
)]
(Yˆ1−Mp)
−8(Zˆp−1−Np−1)(Yˆp−Mp)−8(Yˆ1−M1)(Yˆp−Mp)
+4
[
p−4+2
(
− Tˆp+ 14(dp−1)(dp−3)
)]
(Yˆ1−M1)+8(Zˆp−1−Np−1)(Yˆ1−M1)
−4p(N+dN− p−1)(Zˆp−1−Np−1)−4p(N+dN−5)
(
− Tˆp+ 14(dp−1)(dp−3)
)
+4
[
(p−4)(p−1)−2
(
− Tˆp+ 14(dp−1)(dp−3)
)]
(Yˆp+1−Mp+1)
−8(Zˆp−1−Np−1)(Yˆp+1−Mp+1)−8(Yˆp+1−Mp+1)(Yˆp−Mp)
(7.69)
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For Sˆp and Jˆp, we have[
Sˆp,
[
Sˆp, Jˆp
]]
=−8(Sˆp−Up)2−8
{
Sˆp−Up, Jˆp
}
−4
[
(p+N+dN−D−3)(N+dN)− (p+N+dN−D−1)2+6
]
(Sˆp−Up)
+4(D− p+1)(D− p−3)Jˆp+8(Yˆ1−M1+ Sˆp−1−Up−1)(Sˆp−Up)
−4(D− p−3)(Yˆ1−M1)−4(D− p)(D− p−3)(Sˆp−1−Up−1)
+4(p+N+dN−D−2)(D− p+1)Jˆp+1−8(Yˆ1−M1)Jˆp+1
+8(Sˆp−Up)Yˆp+1+8(Zˆp−1−Np−1)Jˆp+1,
(7.70)
[
Jˆp,
[
Sˆp, Jˆp
]]
=+8Jˆ2p +8
{
Sˆp−Up, Jˆp
}−4(p+N+dN−D−1)(p+N+dN−D−5)(Sˆp−Up)
+4
[
(p+N+dN−D−3)(N+dN)− (p+N+dN−D−1)2+6
]
(Yˆp−Mp)
−8(Sˆp−1−Up−1)Jˆp−8(Yˆ1−M1)Jˆp
+4(p+N+dN−D−5)(Yˆ1−M1)+8(Sˆp−1−Up−1)(Yˆ1−M1)
−4(p+N+dN−D−1)(D− p)(Sˆp−1−Up−1)
+4(p+N+dN−D−5)(p+N+dN−D−2)Jˆp+1
−8(Sˆp−1−Up−1)Jˆp+1−8Jˆp+1Jˆp
(7.71)
Two remarks are in order. 1. When gi(Ωi) = αi = constants, the above quadratic algebra relations
reduce to those given in [128]; 2. There is an error in the 3rd relation of eq.(54) of [128]: namely, ZˆN−1
on the right hand side of that relation should be replaced by σ jD ◦ SˆD−1 ◦σ−1jD with [c.f. (7.67) above]
σ jD ◦ SˆD−1 ◦σ−1jD =(r2− x2j)
( D
∑
i=1
∂ 2
∂x2i
− ∂
2
∂x2j
)
−
( D
∑
i=1
xi
∂
∂xi
− ∂
∂x j
)2
− (D−3)
( D
∑
i=1
xi
∂
∂xi
− ∂
∂x j
)
− (r2− x2j) ·
(N−1
∑
a=1
αa
r2a
)
.
(7.72)
7.4 Conclusion
In this work, we have developed an approach based on block coordinate separation of variables and
applied it to construct D-dimensional quantum superintegrable Hamiltonians and their higher rank
quadratic algebras. These models involve arbitrary functions which correspond to separated equations
related to Jacobi polynomials or even exceptional orthogonal polynomials. Previously most of the
works were based on co-algebra or tensor product approaches, and our new approach can be greatly
useful to the understanding of D-dimensional superintegrable systems. Another main result of this
paper is the construction of universal quadratic algebras for these models with arbitrary functions.
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We have presented two new families of superintegrable systems with partition of coordinates, gener-
alizing the ones studied in [128] and [72]. By using the separation of variables realized by blocked
spherical coordinates, both systems can be transformed to familiar forms but parametrized by operators
which are central elements. These central elements can be regarded as constants, since they are
mutually commute and commute with other differential operators in radial variables. This point is
crucial, because it allows us to take advantage of some known results to obtain the quadratic algebras
structures of the new superintegrable systems with partitioned coordinates.
As the double singular oscillator Hamiltonians (i.e the N = 2 special cases of our models) are related
via the Hurwitz transformation to systems involving monopoles [72], it would be interesting to find
out whether or not the N-singular models presented in this paper are dual to any kind of generalized
monopole systems. This question is under investigation and results will be published elsewhere.
Appendix
In this part, we take the algebra generated by {Yˆp, Zˆp} as an example to show the method. The strategy
is building connections with the quadratic algebras in [99], and we list those quadratic algebras here.
The operators
X =
D
∑
k=1
(pkLDk +LDk pk)+ xD
(
η
r
−
D−1
∑
i=1
2αi
x2i
)
, (7.73)
Zl = ∑
1≤i<k≤l
L2ik−
( l
∑
i=1
x2i
)( l
∑
k=1
αi
x2i
)
, l = 2, · · · ,D−1, (7.74)
Yp = ∑
p≤i<k≤D
L2ik−
( D
∑
i=p
x2i
)(D−1
∑
k=p
αi
x2k
)
, p = 1,2, · · · ,D−1, (7.75)
and Hamiltonian
H =−
D
∑
i=1
∂ 2
∂x2i
− η
r
+
D−1
∑
i=1
αi
x2i
(7.76)
form quadratic algebras
[Y1, [Y1,X ]] =−2{Y1,X}+(D−3)(D−1)X
[X , [Y1,X ]] =2X2−8HZD−1+16Y1H− (D−1)2H−2η2,
(7.77)
and
[Zp, [Zp,Yp]] =−8Z2p−8
{
Zp,Yp
}−4((p−2)D− p2+ p+4+2αp)Zp
+4(D− p+1)(D− p−3)Yp+8(Y1+Zp−1)Zp−4(D− p−3+2αp)Y1
−4((D− p)(D− p−3)−2αp)Zp−1+4(D− p+1)(D−4)αp
+4(p−1)(D− p+1)Yp+1−8Y1Yp+1+8ZpYp+1+8Zp−1Yp+1
[Yp, [Zp,Yp]] =+8Y 2p +8
{
Zp,Yp
}−4p(p−4)Zp+4((p−2)D− p2+ p+4+2αp)Yp
−8Zp−1Yp−8Y1Yp+4(p−4+2αp)Y1+8Zp−1Y1−4p(D− p)Zp−1
−4p(D−4)αp+4((p−4)(p−1)−2αp)Yp+1−8Zp−1Yp+1−8Yp+1Yp.
(7.78)
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It should be understood that Z1 =−α1 and YD = 0.
Step 1: We introduce a notationSi, j to represent operator
Si, j(qi, · · · ,q j) =+(x2i + · · ·+ x2j)
(
∂ 2
∂x2i
+ · · ·+ ∂
2
∂x2j
)
−
(
xi
∂
∂xi
+ · · ·+ x j ∂∂x j
)2
− ( j− i−1)
(
xi
∂
∂xi
+ · · ·+ x j ∂∂x j
)
− (x2i + · · ·+ x2j)
(
qi
x2i
+ · · ·+ q j
x2j
)
,
(7.79)
where qi’s are some parameters, and expand (7.74) and (7.75)
Zp =(x21+ · · ·x2p)
(
∂ 2
∂x21
+ · · ·+ ∂
2
∂x2p
)
−
(
x1
∂
∂x1
+ · · ·+ xp ∂∂xp
)2
− (p−2)
(
x1
∂
∂x1
+ · · ·+ xp ∂∂xp
)
− (x21+ · · ·+ x2p)
(
α1
x21
+ · · ·+ αp
x2p
)
,
Yp =(x2p+ · · ·x2D)
(
∂ 2
∂x2p
+ · · ·+ ∂
2
∂x2D
)
−
(
xp
∂
∂xp
+ · · ·+ xD ∂∂xD
)2
− (D− p−1)
(
xp
∂
∂xp
+ · · ·+ xD ∂∂xD
)
− (x2p+ · · ·+ x2D)
(
αp
x2p
+ · · ·+ αD−1
x2D−1
+
0
x2D
)
,
(7.80)
This implies Zp and Yp can be denoted by
Zp =S1,p(α1, · · · ,αp), Yp =Sp,D(αp, · · · ,αD = 0). (7.81)
We also denote the algebras (7.77) and (7.78) as
Q1(p,D,αp,S1,D,Sp,D,Sp+1,D,S1,p−1,S1,p) =
[
S1,p,
[
S1,p,Sp,D
]]
Q2(p,D,αp,S1,D,Sp,D,Sp+1,D,S1,p−1,S1,p) =
[
Sp,D,
[
S1,p,Sp,D
]]
.
(7.82)
Step 2: We use polar coordinates inB1, · · · ,BN−1 to get
Zˆp =
( p
∑
i=1
r2i
){ p
∑
i=1
(
∂ 2
∂ r2i
+
di−1
ri
∂
∂ ri
+
1
r2i
Lˆ2i
)}
−
( p
∑
i=1
ri
∂
∂ ri
)2
−
( p
∑
i=1
di−2
)( p
∑
i=1
ri
∂
∂ ri
)
−
( p
∑
i=1
r2i
)(
1
r21
f1(Ω1)+ · · ·+ 1r2p
fp(Ωp)
)
(7.83)
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and
Yˆp =
(N−1
∑
i=p
r2i + x
2
D−dN+1+ · · ·+ x2D
){N−1
∑
i=p
(
∂ 2
∂ r2i
+
di−1
ri
∂
∂ ri
+
1
r2i
Lˆ2i
)
+
∂ 2
∂x2D−dN+1
+ · · ·+ ∂
2
∂x2D
}
−
(N−1
∑
i=p
ri
∂
∂ ri
+ xD−dN+1
∂
∂xD−dN+1
+ · · ·+ xD ∂xD
)2
−
( N
∑
i=p
di−2
)(N−1
∑
i=p
ri
∂
∂ ri
+ xD−dN+1
∂
∂xD−dN+1
+ · · ·+ xD ∂∂xD
)
−
(N−1
∑
i=p
r2i + x
2
D−dN+1+ · · ·+ x2D
)(
1
r2p
fp(Ωp)+ · · ·+ 1r2N−1
fN−1(ΩN−1)+
0
x2D−dN+1
+ · · ·+ 0
x2D−1
)
.
(7.84)
Notice that in (7.84) (and only in this Appendix), we regard xD−dN+1 as rN , xD−dN+2 as rN+1, · · · , xD
as rN+dN−1.
Step 3: Using similarity transformations to cancel the operators of first order, we have
N−1
∏
i=1
r(di−1)/2i Zˆp
N−1
∏
i=1
r−(di−1)/2i =
( p
∑
i=1
r2i
)( p
∑
i=1
∂ 2
∂ r2i
)
−
( p
∑
i=1
ri
∂
∂ ri
)2
− (p−2)
( p
∑
i=1
ri
∂
∂ ri
)
−
( p
∑
i=1
r2i
)(
c1
r21
+ · · ·+ cp
r2p
)
+Np =S1,p(c1, · · · ,cp)+Np,
c1 =−Tˆ1+ 14(d1−1)(d1−3), · · · · · · cp =−Tˆp+
1
4
(dp−1)(dp−3),
(7.85)
and
N−1
∏
i=1
r(di−1)/2i Yˆp
N−1
∏
i=1
r−(di−1)/2i =
(N−1
∑
i=p
r2i + x
2
D−dN+1+ · · ·+ x2D
){N−1
∑
i=p
(
∂ 2
∂ r2i
)
+
∂ 2
∂x2D−dN+1
+ · · ·+ ∂
2
∂x2D
}
−
(N−1
∑
i=p
ri
∂
∂ ri
+ xD−dN+1
∂
∂xD−dN+1
+ · · ·+ xD ∂xD
)2
− (N+dN−3)
(N−1
∑
i=p
ri
∂
∂ ri
+ xD−dN+1
∂
∂xD−dN+1
+ · · ·+ xD ∂∂xD
)
−
(N−1
∑
i=p
r2i + x
2
D−dN+1+ · · ·+ x2D
)(
cp
r2p
+ · · ·+ cN−1
r2N−1
+
cN
x2D−dN+1
+ · · ·+ cN+dN−2
x2D−1
+
0
x2D
)
+Mp
=Sp,N+dN−1(cp, · · · ,cN+dN−1 = 0)+Mp
cp =−Tˆ 2p +
1
4
(dp−1)(dp−3), · · · · · · cN−1 =−Tˆ 2N−1+
1
4
(dN−1−1)(dN−1−3),
cN = cN+1 = · · ·cN+dN−1 = 0.
(7.86)
Here, ci can be regarded as constant, since it is commuting with arbitrary differential operators in
terms of symbols ri’s.
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Step 4: Combining (7.82), it is not hard to get[
Zˆp,
[
Zˆp,Yˆp
]]
=Q1(p,N+dN−1,cp,Yˆ1−M1,Yˆp−Mp,Yˆp+1−Mp+1, Zˆp−1−Np−1, Zˆp−Np)[
Yˆp,
[
Zˆp,Yˆp
]]
=Q2(p,N+dN−1,cp,Yˆ1−M1,Yˆp−Mp,Yˆp+1−Mp+1, Zˆp−1−Np−1, Zˆp−Np).
(7.87)
The quadratic algebra generated other integrals can be derived in a similar way.

Chapter 8
Some miscellaneous results
8.1 Introduction
Separation of variables is a powerful tool in mathematical physics. In [128] and [140], we have applied
separation of variables to obtain quadratic algebras. In this chapter, we apply the separation of variables
to construct high order integral of motion. In section 8.2, we propose a useful proposition that allows
us to generalize quantum system and construct integral of motion in higher dimensional space. In
section 8.3, we provide an example in which a quartic integral of motion is constructed. This result
can be regarded as a generalization of [93].
8.2 A proposition from separation of variables
Proposition 8.2.1. LetH be a N-dimensional Hamiltonian of the form
H =−
N
∑
i=1
∂ 2
∂x2i
+
N
∑
i=1
αi
x2i
+V (x1, · · · ,xN) (8.1)
where αi’s are non-zero constants and V (x1, · · · ,xN) is a function, andI =I (x1, · · · ,xN ;α1, · · · ,αN)
is an integral of motion, i.e.,
[I (x1, · · · ,xN ;α1, · · · ,αN),H ] = 0 (8.2)
Then for a D-dimensional (D≥ N) Hamiltonian Hˆ
Hˆ =−
D
∑
i=1
∂ 2
∂x2i
+
N
∑
i=1
αi
r2i
+V (r1, · · · ,rN) (8.3)
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with partition of coordinates
B1 = {xn0+1 = x1, · · · ,xn1}, n0 = 0,
B2 = {xn1+1, · · · ,xn2},
· · ·
Bi+1 = {xni+1, · · · ,xni+1},
· · ·
BN−1 = {xnN−2+1, · · · ,xnN−1},
BN = {xnN−1+1, · · · ,xnN = xD}, nN = D
ri =
√
∑
x∈Bi
x2 , i = 1,2, · · · ,N,
(8.4)
we have an integral of motion Iˆ given by
Iˆ = eWI (r1, · · · ,rN ; Oˆ1, · · · , OˆN)e−W , (8.5)
in which
W =−
N
∑
i=1
di−1
2
logri, di = |Bi|
Oˆi =−12 ∑x,y∈Bi
(
x
∂
∂y
− y ∂
∂x
)2
+
1
4
(di−1)(di−3)+αi, i = 1,2, · · · ,N.
(8.6)
8.3 Quartic integrals of an extended Kepler-Coulomb problem
The initial Hamiltonian in N = 3 dimensions is given by
H =−
3
∑
i=1
∂ 2
∂x2i
− η
r
+
3
∑
i=1
αi
x2i
. (8.7)
This Hamiltonian has a quartic integral [93] given by
Q =
[
A3−2x3 ·
3
∑
i=1
αi
x2i
]2
− 1
2
{( 3
∑
i=1
{xi, pi}
)2
,
α3
x23
}
+
5α3
x23
A3 =
3
∑
i=1
(piL3i+L3i pi)+
η
r
x3, pi =
∂
∂xi
, Li j = xi p j− x j pi.
(8.8)
For a Hamiltonian in D dimensions of the type (n,m)
Hˆ =−
D
∑
i=1
∂ 2
∂x2i
− η
r
+
α1
x21+ · · ·+ x2n
+
α2
x2n+1+ · · ·+ x2m
+
α3
x2m+1+ · · ·+ x2D
, (8.9)
the quartic integral Qˆ is given by
Qˆ =
[
2r3
( D
∑
i=1
∂ 2
∂x2i
−
3
∑
i=1
αi
x2i
)
−2
( D
∑
i=1
xi pi+
D−3
2
)(
1
r3
D
∑
i=m+1
xi pi+
d3−1
2r3
)
+
η
r
r3
]2
− 1
2
{( D
∑
i=1
{xi, pi}
)2
,
1
r23
(
− Lˆ23+α3+
1
4
(d3−1)(d3−3)
)}
,
(8.10)
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in which the notations are
d1 = n, d2 = m−n, d3 = D−m
Lˆ21 =
n
∑
1=i< j
(xi p j− x j pi)2, Lˆ22 =
m
∑
n+1=i< j
(xi p j− x j pi)2 Lˆ23 =
D
∑
m+1=i< j
(xi p j− x j pi)2
(8.11)

Chapter 9
Conclusion
This thesis focused on the construction of new many-body systems and the derivation of their relevant
quadratic algebras. The main results are summarized as follows.
Chapters 3, 4, and 5 focus on many-body systems in one dimension. In chapter 3, we proposed
a rational ansatz and show that when a model satisfies this ansatz, it must be exactly solvable. We have
constructed new kN-body models which reduce to the Calogero type ones for k = 1. The method is
to combine different Calogero models via the well defined coupling function. We demonstrated the
exact solvability of the new models by showing they satisfy the rational ansatz. We also provided two
examples of 3N-body models and obtain their exact solutions. Chapter 4 is devoted to investigating the
equivalence between some quantum systems and decoupled harmonic oscillators. We imposed a useful
and reasonable condition on pre-superpotential and successively apply gauge transformations to the
models such that they can be mapped to harmonic oscillators. We also provide five examples including
F4 and E8 type Calogero systems that have not been considered previously. This small work is a direct
application of Baker-Campbell-Hausdorff formula which gives the desired gauge transformations. In
chapter 5, we have constructed N ·2k and N ·3k-body systems recursively, as well as their solutions.
Chapters 6, 7 and 8 focus on superintegrable systems. In chapter 6, we present a novel proposi-
tion that can provide integrals of motion for some extensions of the Kepler-Coulomb system. We then
partitioned the coordinates to construct a family of new models with Coulomb and singular oscillators
potentials. We apply the proposition and separation of variables to obtain integrals of motion of the
models. Finally, we derived the quadratic algebras formed by these integrals. Further, these systems
are generalized in chapter 7, where we have proposed analogs ones but with non-constant coupling
coefficients. We also presented more general quadratic algebraic structures. Chapter 8 includes an
unpublished work, where we tried to construct a quartic integral for the models in previous two chapters
with non-vanishing coupling coefficients.
One of the crucial methods in this thesis is block separation of variables (block spherical coordi-
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nates). After separation, it can be seen that some operators of angles are central elements playing
the role as coupling coefficients while the radial variables form a familiar system. This enabled us to
apply some known results directly to solve the problem. So we have witnessed that the separation of
variables can be used to construct new non-trivial models and algebraic structures.
For future research, it is expected that some new models which generalize the Hydrogen atom can be
found. It is interesting to classify superintegrable systems involving Coulomb potentials or oscillators
in arbitrary dimensions, starting from constructing integrals in terms of Laplace-Runge-Lenz vector.
Also, the separation of variables and quadratic algebraic structures in curved spaces could be an
exciting direction. Finally, the cubic, quartic or higher integrals of motion in arbitrary dimensions
could be a meaningful research topic.
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