Surface electronic structure of Cr(001): Experiment and theory by Kolesnychenko, O.Y. et al.
PDF hosted at the Radboud Repository of the Radboud University
Nijmegen
 
 
 
 
The following full text is a publisher's version.
 
 
For additional information about this publication click this link.
http://hdl.handle.net/2066/33037
 
 
 
Please be advised that this information was generated on 2017-12-05 and may be subject to
change.
PHYSICAL REVIEW B 72, 085456 (2005)
Surface electronic structure of Cr(001): Experiment and theory
O. Yu. Kolesnychenko, G. M. M. Heijnen, A. K. Zhuravlev, R. de Kort, M. I. Katsnelson,
A. I. Lichtenstein, and H. van Kempen 
Institute for Molecules and Materials, Radboud University of Nijmegen, Toernooiveld 1, NL-6525 ED Nijmegen, The Netherlands 
(Received 4 March 2005; revised manuscript received 1 June 2005; published 26 August 2005)
Low-temperature scanning tunneling microscopy and spectroscopy investigations of the atomically clean 
Cr(001) surface together with density functional and many-body calculations have been used to study the 
surface electronic structure. The Friedel oscillations near impurity atoms have been observed and explained 
within the Fermi surface analysis. A very narrow resonance at 26 meV above the Fermi level has been 
observed and the orbital character of corresponding state has been visualized. The experimental data together 
with many-body calculations give further evidence that the observed resonance is an orbital Kondo resonance 
formed by two degenerated dxz, dyz surface states. This gives evidence of strong correlation effects on transition 
metal surfaces.
DOI: 10.1103/PhysRevB.72.085456 PACS number(s): 73.20.At, 68.37.Ef, 71.27.+ a
I. INTRODUCTION
In recent years a new class of electronic devices which 
utilize the fundamental principle that electrons carry not only 
charge but also spin, so-called “spintronics,” has emerged. 
One of the fields of this rapidly growing spin electronics is 
based on electron tunneling. In magnetic materials, where 
spin-up and spin-down electron populations are unequal, a 
tunneling current should naturally be spin polarized. In this 
case, a magnetic field can be used to manipulate spin polar­
ized current, providing an additional channel of information 
as well as an additional degree of freedom for designing 
novel devices.
Starting from the pioneering experiments by Giaever1 and 
following the theoretical model by Bardeen2 it has been rec­
ognized that solid state tunneling is dependent on the density 
of states sampled within a few coherence lengths of the 
electrode-barrier interface.3-5 Although in tunnel junctions 
the insulating material can influence transport properties of 
such a device, the role of the surface density of states of 
metal electrodes remains very important. Keeping in mind 
that in recent years a large variety of insulating materials 
including some organic composites emerge, it becomes cru­
cial to understand the fundamental properties of metal sur­
faces itself. Also electronic structure of the surfaces some­
times is characterized by essentially new features such as an 
“orbital Kondo resonance” found recently for the Cr(001) 
surface.6 Even for such “classical” multilayer systems as 
C o/A l2O3/Co with thin Cr interfacial layers it turned out 
that more complicated many-electron phenomena originating 
from metal surface themselves are determining the tunneling 
of this system.7 That is why in recent years surface science 
has witnessed intense research on the surface electronic 
properties of ferromagnetic and antiferromagnetic metals. 
Since the growth mode depends also on the surface elec­
tronic structure, it become the key feature to know and to 
control in order to construct new “spintronics” devices.
Among nonferromagnetic 3D metals, chromium occupies 
an important place8 as it is frequently used in magnetic mul­
tilayers. Here, the knowledge of surface magnetic and elec­
tronic properties of the Cr surface plays a crucial role for the
understanding and therefore proper construction of such mul­
tilayers. Already in the 1970s, it was theoretically recognized 
that the Cr(001) surface is ferromagnetic with a huge mag­
netic moment (2 .4^B-3.0^B) in comparison to the bulk 
(0.59^ b).9,10 However, the surface magnetic moment ob­
tained experimentally varies significantly [1 .7^B (Ref. 11)- 
2 .4^b (Ref. 12)]. It has been pointed out in Ref. 12 that the 
significant scattering of experimental data on Cr is caused by 
surface defects and contamination which influence the re­
ported data. Here, scanning tunneling spectroscopy (STS) 
can be of high value as it permits to obtain conclusive 
knowledge about electronic structure of perfect surfaces and 
of defects on an atomic scale. The STS experiments data for 
Cr(001) surface at room temperature show the existence of a 
strong surface resonance near the Fermi level.11 The spin- 
polarized STS experiments13 used this resonance to probe the 
magnetic structure of the Cr surface near monoatomic steps.
In this paper we present new experimental results ob­
tained by low-temperature scanning tunneling microscopy 
and spectroscopy measurements as well as state of the art 
calculations of the electronic properties of the Cr(001) sur­
face which allow us to understand to the full extent the novel 
experimental findings on this important surface. Brief infor­
mation about part of the results has been published in Ref. 6 .
II. SAMPLE PREPARATION AND MEASUREMENT 
TECHNIQUE
For a detailed in situ analysis of sample surfaces, a low- 
temperature STM has been used with a sample cleaver at 
4.2 K .14,15 Since the vacuum pot with the STM inside is 
immersed into liquid helium, the vapor pressure of oxygen 
inside is extremely low (< 1 0 -15 Torr); therefore, sample 
surfaces can stay clean for many days. The absence of 
thermal drift and high stability permitted images of 
200 X 200 pixels and 200 I / V  points per pixel in spectros­
copy mode to be obtained. In addition, high-resolution spec­
troscopy measurements were possible because at 4.2 K the 
thermal broadening in dI/ dV  is only 3.5kBT ~  1.4 meV. All 
measurements were performed with mechanically cut PtIr 
tips.
1098-0121/2005/72(8)/085456(11)/$23.00 085456-1 ©2005 The American Physical Society
KOLESNYCHENKO et al. PHYSICAL REVIEW B 72, 085456 (2005)
FIG. 1. (Color online) Topographic image (100 nm 
X 100 nm; Vs=-400 mV; I= 100 pA) of cleaved Cr(001) surfaces. 
The crystallographic directions are shown by arrows. In the image a 
double tip effect can be seen. Inset: The atomically resolved 
Cr(001) image with a scan range of 3 nm X 3 nm. No image pro­
cessing was performed apart from plane subtraction. The apparent 
corrugation is 1.5 pm at (Vs = -50 mV and I=0.5 nA). No residual 
surface contamination was found.
In order to obtain atomically clean Cr(001) surfaces for 
studies at liquid helium temperatures we have used a novel 
method of chromium single crystal cleavage which we have 
developed earlier.16 For many years investigations of transi­
tion metals and particularly of Cr have been hampered due to 
severe experimental difficulties. Even after Cr sample clean­
ing by extended cycles of Ar+ ion etching and annealing over 
a time period of several hundred hours, topography scans 
show the presence of impurities17,18 caused by segregation of 
residual contaminations to the surface during the annealing 
procedure. This experimental bottleneck has not allowed 
STS measurements to be performed on atomically clean Cr 
surfaces of bulk single crystals and at low temperatures so 
far.
On the contrary, this technique allows us to produce the 
Cr(001 ) surfaces at liquid helium temperatures by cleavage 
of a Cr sample which was cut from a 99.99% chromium 
single crystal by spark erosion along the [001] direction. As 
we found16 the cleaved surfaces consist of monatomic clean 
terraces with the widths from a few to several hundred na­
nometers belonging to the (001) cleavage plane. We also 
found that the Cr(001) cleavage plane yields [100] and [110] 
steps.
A typical STM image of the cleaved surface is shown in 
Fig. 1. It shows that the Cr(001) plane offers two indepen­
dent directions for crack propagation at an angle of 45° to 
each other. From atomic resolution images these two direc­
tions can be identified as [100] and [110] crystallographic 
directions. The inset shows the image of the atomically re­
solved Cr(001 ) lattice with the fourfold symmetry of bcc
(001) surfaces and an apparent corrugation of 1.5 pm. The 
atomically resolved STM images taken at different places on 
the cleaved surface showed that the concentration of impuri­
ties on the surface does not exceed the bulk concentration, 
e.g., the brittle fracture process does not appear to cause 
segregation of impurities to the surface.
>E
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FIG. 2. Averaged tunneling conductance vs sample bias voltage 
(dI/dV) measured in the middle of a Cr(001) terrace of 50 nm wide. 
The IT vs Vs curve was obtained using 200 points in the energy 
window of ±1 V. Numerical dI/dV  was obtained using 5 point 
differentiation. The setpoint during spectroscopy was I  =1 nA, Vs 
=-1 V.
III. EXPERIMENTAL RESULTS
It is well known that the scanning tunneling spectroscopy 
technique can be employed to investigate surface electronic 
structure with atomical spatial resolution. Figure 2 shows the 
tunneling conductance spectrum (dI/ dV) of the Cr(001) sur­
face averaged over a 10 nm X 10 nm atomically clean sur­
face area in the middle of a monatomic terrace of 50 nm 
wide. The spectrum can be characterized by a very strong 
and narrow feature located at around 30 mV above the Fermi 
level defined as Vb=0. In addition two shoulderlike features 
at around -0 .5  V and 0.4 V can be seen. Measurements by 
STS d I / dV  characteristics are always convolutions of sample 
and tip electronic structures, therefore one has to be careful 
that features observed in tunneling spectra are derived from 
the sample and not from the tip. We have observed that the 
spectra measured above a particle which has been produced 
during the cleavage or has been dropped from the tip were 
featureless. Also the observed features have been very well 
reproduced (position and width) on different surfaces pro­
duced by fracture of four samples with four different tips. 
Although the intensity of the peak at 30 mV can vary due to 
different tips, the shape remains unchanged. Also it can be 
concluded that for peaks with higher intensity the peak be­
come broader in such a way that the characteristic width 
remains constant. Therefore, we can conclude that the mea­
sured spectra reflect intrinsic properties of the Cr(001) sur­
face and are not related to stress which might be introduced 
into the crystal during the fracture of the sample or tip prop­
erties.
As we mentioned above the Cr(001) surfaces produced by 
cleavage of a single crystal are atomically clean. However,
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FIG. 3. (Color online) (a) 21 nm X 21 nm and (b) 6.5 nm 
X 13.5 nm atomically resolved STM image taken at Vb=-50 mV 
and IT =0.5 nA. Charge-density oscillations near single impurities 
and steps can be seen.
we found that it is possible to find surface areas where im­
purity concentration slightly exceeds the bulk concentration, 
probably, due to the existence of such “high” dopant zones in 
the crystal itself. Because the impurity concentration on such 
surfaces is still in the far submonolayer range, these “con­
taminated” surfaces can serve as a perfect playground for 
studying the influence of a single impurity on the electronic 
properties of the Cr(001) surface.
Figure 3(a) shows such a Cr(001) surface area with dif­
ferent types of impurities both in the first layer and buried in 
the subsequent layers. As one can see, the charge-density 
oscillations are set around different impurities (1 , 2 , 4 , and 
5). Around the impurities marked 5 and 6 no oscillations 
have been resolved due to the fact that they are probably 
located below the first layer and therefore the resulting os­
cillations will decay much faster than in the two-dimensional 
case.19 It should be also mentioned that we observed these 
oscillations resulting from single steps which were present 
on the studied surface [see Fig. 3(b)].
From a line profile shown in Fig. 4 we can determine the 
period of the observed Friedel oscillations (Q 
=0.97±0.05 Â -1). It can be also determined from Fourier 
transformed (FT) STM images (see inset in Fig. 4), as has 
been proposed for the precise analysis of Friedel oscillations 
and for obtaining 2D Fermi contours of the studied surfaces 
in Refs. 20-22. It is worthwhile to mention the strong devia­
tions of observed oscillations from the asymptotic behavior 
already at r  ^  1.5 nm which is of the order of five inter­
atomic distances. This behavior is typical for the Kondo 
systems.23,24
Another characteristic of the observed Friedel oscillations 
on the Cr(001 ) surface is their anisotropy. As can be seen in
-0.003 -|------- ----------- 1--------- ,--------- 1--------- ,--------- ,--------- ,--------- ,--------- ,---------
0 1 2 3 4 5
Distance, (nm)
FIG. 4. (Color online) A line profile of the Friedel oscillations 
measured at Vb=50 mV. The dashed curve shows a fit by a 
A cos(Qr)/ rb function. The obtained fit parameters are b =1.5±0.2, 
Q = 0.97±0.05 A-1. The inset shows 2D Fourier transform (power 
spectrum) of a STM image with Friedel oscillations. Four lattice 
spots can be seen and can be used for internal calibration. The 
fourfold symmetry of Friedel oscillations in (011) crystallographic 
directions can be seen as a four segment circle.
Fig. 3 the oscillations are not circular but have a distinctive 
asymmetry. They propagate in four crystallographic (011) 
directions and are suppressed in (001) directions. They are 
also kind of flattened in the (011) direction. The same aniso­
tropy is also seen in FT images. In the inset in Fig. 4 the 
spots marked “lattice spots” are used for internal calibration 
of an FT image because they are the reciprocal lattice vector 
positions in the f H  direction. The four-segment circle cen­
tered at the origin is caused by Friedel oscillations around 
impurities. The anisotropy of these oscillations cause the re ­
duction of the circle intensity in the f H  directions.
IV. ONE-PARTICLE ELECTRONIC STRUCTURE 
AND FRIEDEL OSCILLATIONS
In order to clarify the experimental results we have per­
formed first principle calculations of the electronic structure 
for the Cr(001) surface. The electronic structure of this sur­
face has been addressed in a number of publications,9-12,25-28 
using different methods from simple tight-binding approxi­
mation, until the highly accurate FLAPW scheme. Unfortu­
nately, there were no calculations of the surface nesting prop­
erties and magnetic susceptibilities. We therefore start with 
the density functional investigation of the Cr(001) surface 
and later analyzed many-body correlation effects.
All calculations have been done using the ab initio VASP 
method.29,30 It is based on the local spin density functional 
theory and uses the PAW scheme.31,32 Exchange and correla­
tion potential33 were described by the Perdew-Zunger34 func­
tional with nonlocal corrections to the exchange and correla­
tion taken into account by a generalized gradient 
approximation (GGA) (Ref. 35) with the spin interpolation 
by Vosko et at.36 The Cr(001) surface is modeled by an eight 
layer slab of relaxed Cr atom with a vacuum of 6.8 A. The 
Brillouin zone integrations are performed on an 12 X 12 X 2 
£-point grid with a first order Methfessel-Paxton smearing37 
using cr=0.2 eV. Starting from the bcc crystal structure with 
lattice parameter a =2.85 A the slab was allowed to relax in 
the (001) direction until the forces on the atoms were smaller
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FIG. 5. The total density of states for Cr(001) surface layer 
together with the partial DOS (dz2 and dxz) relative to the Fermi 
energy. The solid (dotted) curves correspond to the majority (mi­
nority) spin states.
than 0.02 eV /A . From the calculations, the first interlayer 
distance was decreased by 5.5% and the second expanded by 
almost 4.5%. The magnetic moment of the surface atom in­
creased to fiS=2.4^ b and to fiS-1= - 1 3 p B in the subsurface 
layer in a good agreement with the previous computational 
results.38,39
Figure 5 shows the density of states of the surface layer. 
In general, the structure of calculated DOS is in agreement 
with previous band structure calculations.25 There are two 
different surface states, corresponding to dz2 and dxz(dyz) or­
bitals. The most localized dz2 surface state is located approxi­
mately at 0 .3 -0 .5  eV above the Fermi level for both spin- 
projections. The degenerate dxz and dyz surface states are 
more delocalized and located around - 1  eV for spin-up 
states and close to 1 eV for negative spin-contribution (Fig. 
5). If we compare the calculated DOS with experimentally 
measured d l / dV  spectra which are proportional to the elec­
tronic density of states on the surface we find out that the 
feature in the spectra at 0.4 eV above the Fermi level corre­
sponds very likely to the surface state with mostly dz2 orbital 
character. This is also in agreement with previous 
calculations.11,12 The feature at 0.5 eV below the Fermi level 
is not so strongly pronounced in the calculated DOS but still 
can be seen in Fig. 5 for the spin-up component of the dz2 
electronic density of states at the Cr(001) surface. The most 
pronounced peak at around 30 meV above the Fermi level 
which has been measured experimentally cannot be seen in 
the calculated spectra at all. This drastic difference will be 
discussed in the next section of this paper. We would also
like to draw attention to two spin-splitted dxz, dyz surface 
states which can be seen in Fig. 5. These states were calcu­
lated for the first time by Klebanoff et al.12 Experimentally 
these states can hardly be observed by the STS technique due 
to their position far from the Fermi level and strong hybrid­
ization with other states.
Another phenomenon which can be understood with the 
help of our calculations of the surface electronic structure of 
Cr(001) are Friedel oscillations around surface imperfec­
tions. Friedel oscillations are long-range modulations in the 
charge density which were predicted first by Friedel40 nearly 
40 years ago and are set by itinerant electron states which are 
scattered by the defects and interfere with themselves. Note 
that Friedel oscillations provide the primary mechanism for 
long-range interactions between adsorbed particles41 and 
magnetic interactions between two nuclei.42
Although the Friedel oscillations result in the modulation 
of the total density of states (DOS), they can be also resolved 
by scanning tunneling microscopy (STM) as spatial modula­
tions of local DOS around the Fermi level, as has been re­
cently demonstrated on metal20-22,43-45 and semiconductor14 
surfaces.
The Friedel oscillations are caused by the sharp disconti­
nuity of the electron distribution function at the Fermi sur­
face which leads to singularity of the screening function 
(static polarization operator) n ( q , w = 0) at the wave vector q 
equal to the diameter of the Fermi surface in the correspond­
ing direction, Q = 2kF.46 Long-range tail of charge density 
distribution around the defect p(r) is determined by the 
Fourier transform of a singular contribution to n ( q  ,0) at 
x  = |q - Q| ^ 0. These contributions are proportional to x  ln x, 
Vx, and ln x, for a generic cases of three-dimensional (3D) 
electron gas, two-dimensional (2D) electron gas, and for a 
peculiar “nesting” case (flat parts of the Fermi surface), cor­
respondingly (for review, see, e.g., Ref. 47). The period of 
the oscillations are equal to 2 ^ /  Q and their amplitude for the 
case of point defects decays as 1/ rl+a where a= 2  and 1 for 
a generic 3D and 2D cases, correspondingly, a=1 and 1/2 
for 3D and 2D cases under the “nesting” conditions. STM 
measures not the p(r) but the spectral density at the Fermi 
energy, p ( r , EF) which decays more slowly, like 1/ ra, since 
it is proportional to the derivative of p(r) with respect to kF. 
Therefore an information about cross sections of the Fermi 
surface, presence or absence of the “nesting” features, sur­
face (2D) or bulk (3D) electron states is necessary for the 
description of corresponding STM data.
Thus, the observations of the Friedel oscillations on me­
tallic surfaces gave a great opportunity to obtain unique in­
formation on 2D Fermi contours,20-22 dispersion of free- 
electronlike surface states (even those which are not centered 
around f  point),43,44,48 and lifetimes of surface-state 
electrons.19,49
As we mentioned above mostly Friedel oscillations were 
observed on surfaces with surface electron states which have 
free-electronlike dispersion. However, for the case of 
Cr(001 ) surface, it is known, both experimentally and theo­
retically, that there are no free-electronlike surface states. 
Another interesting peculiarity which has to be considered 
for chromium is a charge density wave accompanying the
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spin-density wave.18 It was shown18 that the bulk charge den­
sity wave in Cr gives rise to significant charge density modu­
lations at the Cr surface. These type of oscillations have the 
following distinctive properties: (i) they are undisturbed by 
steps, adsorbates, or segregated surface contaminants; (ii) the 
overall wave pattern shows no dispersive behavior; (iii) they 
are largely suppressed at the Cr(001) surface. The above 
mentioned characteristics of these bulk charge density waves 
allow us to conclude that we are not dealing with the same 
effect but with truly surface Friedel oscillations.
For comparison with experiment, we calculated the Frie­
del wave function from our first principles calculations. As 
stated above, the Friedel wave vector corresponds to a sin­
gularity in the polarization, or equivalently in the electronic 
susceptibility. Therefore, one can easily identify the Friedel 
wave vector from a plot of the quantity
f (q) = 2  l^nk|2|^«'k+q|2^(e«k -  eF)S(en'k+q -  €f) 
nn'V.
Im n (q ,  w)^  lim --------------- ,w^ 0 w
where l ^  |2 is the local electron density at site R  for angular 
momentum L  = ( l , m), band n, and crystal momentum k. This 
function has the same singularity points as the static polar­
ization operator n ( q , 0), but these singularities are much 
more pronounced and therefore it is widely used to investi­
gate the nesting features of the Fermi surfaces.50 It is impor­
tant to stress that the contributions of partial s, p, and d  states 
to the amplitude of the Friedel oscillations are proportional 
to sin Sl (where Si are the corresponding phase shifts46). 
Therefore for the case of s-, p-defects such as C, O, N, and S 
atoms the contribution of the d -electrons is negligible. Figure 
6 shows the Fermi surface projected to the Cr(001) together 
with the contribution of the s- and p-electrons to the £(q) 
function. One can clearly see the broad ridge of susceptibil­
ity maximum at approximately experimental values of the 
Q-vector. The Friedel wave vector can now be estimated to 
be 0.97 A-1.
V. MANY-ELECTRON EFFECTS
In this section we will discuss in full details the experi­
mentally observed peak in the Cr(001) density of states 
which is located at about 30 meV above the Fermi level (see 
Fig. 2). As we have shown recently6 this feature in the den­
sity of states cannot be described in the framework of one- 
electron picture but many-electron effects have to be taken 
into account. These many-body calculations showed that this 
peculiar state in the Cr(001) electronic structure can be con­
sidered as a manifestation of an orbital Kondo resonance.
The Kondo effect is a fascinating, essentially many-body 
quantum phenomenon. It was discovered experimentally 
about 70 years ago51 as an anomalous resistivity minimum 
for diluted magnetic alloys at low temperatures. The expla­
nation of this phenomenon came only in the 1960s52 and 
became the starting point of the progressively developing 
field of many-electron physics. The Kondo effect is con­
nected with the interaction of localized spin moment with
FIG. 6. (a) (Color online) Projection of the Fermi surface for 
Cr(001); the main nesting vectors are labelled by Q1 and Q2. (b) 
The contribution of s-, ^-electrons to the “nesting function” f(q) 
shown by the intensity of gray scale together with the average po­
sition of experimentally observed maximum of Fridel oscillations at 
(Q = 0.97 À-1) (the bold circle).
itinerant electrons of a host metal (spin-flip scattering). This 
scattering leads to a highly correlated many-body ground 
state where the conduction electrons form a spin polarized 
cloud around the magnetic impurity. The low-energy excita­
tions of this screening cloud lead to the formation of a nar­
row resonance at the Fermi level, Abrikosov-Suhl, or Kondo, 
resonance.53,54 Two important parameters for the Kondo 
problem are temperature and magnetic field. If the tempera­
ture becomes higher than some characteristic temperature 
(Tk ), the correlations between the impurity spin and the con­
duction electrons are broken and the Kondo effect disap­
pears. The magnetic field also influences the Kondo effect 
due to the fact that the degeneracy of the two states between 
which the spin-flip occurs (spin up and spin down quantum 
states) is very important. In this way the applied magnetic 
field destroys the degeneracy leading to disappearance and/or 
splitting of the Kondo resonance.
During the last 40 years the “Kondo physics” has been 
extensively explored and evolved into one of the most inter­
esting and general many-particle phenomena. Apart from di-
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luted magnetic alloys it is also extensively explored in the 
broad spectrum of problems connected with heavy fermion 
physics.54 Recently with the development of nanotechnology 
it appears that also here the Kondo effect is very important. It 
has been found in nanoscale electronic devices55,56 and car­
bon nanotubes.57,58
Scanning tunneling microscopy, which is well known as 
an excellent tool to investigate the atomic structure of con­
ductive surfaces, can be also employed to explore many- 
body phenomena, such as the formation of the Kondo 
resonance57,59-63 or d-wave pairing in copper-oxide high-7c 
superconductors.64 The unique STM ability to observe the 
Kondo effect in real space brings a new excitement into a 
“classical” Kondo problem, as has been shown recently by 
forming a quantum mirage of a magnetic atom.60 In an ex­
periment on a single magnetic atom59-63 the Kondo reso­
nance was observed as an asymmetric dip in d l / dV  spectra 
due to the Fano effect.65 This effect is related to the fact that 
the conduction electrons dominate in the STM-current, but 
their spectral density is redistributed through the scattering 
with the localized electrons. Theory of the Fano effects in the 
STM spectra was developed in Refs. 66 and 67. It has been 
also found59 that the contribution from the localized electron 
states decreases as the tip moves away from the atom’s cen­
ter, whereas the contribution of itinerant electron states re­
mains constant. However, in an experiment on Co clusters 
deposited on single-walled carbon nanotubes,57 the Kondo 
resonance was seen as a peak in d l / dV  spectra indicating 
that the tunneling into localized states dominates over the 
continuum channel. The authors speculated that this differ­
ence is connected with the detailed characteristic of the non­
magnetic host but the exact answer remains unknown.
After the discovery of the Kondo effect in diluted mag­
netic alloys, it has been realized that the main idea, namely, 
flip scattering processes between conduction electrons and 
internal degrees of freedom (spin in the case of a magnetic 
atom), can be generalized for scattering centers with nonspin 
degrees of freedom. In principle, nothing rules out such a 
Kondo effect out provided that there are two truly degener­
ated states on the tunneling center or impurity ion. Since the 
mid-80s, there has been a large body of experiments arising 
from tunneling centers in metals, actinide ions in metals, 
electric dipoles in metals and more recently quantum dots in 
the Coulomb blockade regime.68-70 Pseudospin Kondo effect 
for strongly anharmonic crystals were considered also 
in the context of the theory of high-temperature 
superconductivity.71
The tight-binding mean-field calculations for the ferro­
magnetic Cr(001) surface,12 as well as our results presented 
in the previous section, demonstrate the existence of two 
degenerate spin-split dxz, dyz surface states located about 
1 eV below and above the Fermi level. The spatial symmetry 
of these states on (001) surface protects the degeneracy and 
the interaction of such states with the conduction electrons 
can lead to the formation of a many-body Kondo resonance 
near the Fermi level. The dxz state, being hybridized with the 
conduction electron bands, changes into the dyz state via vir­
tual many-body excitations, and vice versa. In this process a 
many-body “orbital singlet” can be formed, with the dxz, dyz 
states mixed symmetrically in the surface plane, similar to
the spin-flip mechanism of the local magnetic moment 
screening in the conventional Kondo effect.69 These orbital 
flips lead to the formation of a many-electron resonance at 
the Fermi energy— the orbital Kondo resonance. Since we 
have the whole lattice of the resonant scattering centers (ev­
ery surface atom), a narrow quasiparticle band is formed near 
Ef , similar to the formation of the heavy-fermion state in the 
spin Kondo lattices.54 It is important to stress that we con­
sider the orbital Kondo resonance due to a double degen­
eracy of the dxz, dyz states and not the spin one since the spin 
degeneracy is broken by the ferromagnetism of the Cr(100)
surface.13
In order to verify the formation of the orbital Kondo reso­
nance on the Cr(001 ) surface quantitatively, we have carried 
out calculations for the periodic degenerate Anderson 
model54,72 with the Hamiltonian
H  = [E0-f+msf kma + ^kmaCkmaCkma + V (ckmafkmakm a
f kmaCkma)~\ + 0 2  Um,m'n i2 ,  , man i,m',a' (1)i,m,m ,a,a
where f kma, ckma are the annihilation operators for localized 
and itinerant states, correspondingly, k  is the wave vector, a  
is the spin projection, m = 1 ,2  corresponds to dxz and dyz 
surface states for the localized electrons, and sp band indices 
for itinerant electrons with the spectrum Ea=E0-  aH  is the 
on-site d-energy, H  is the spin splitting, Va is the effective
spin-dependent hybridization parameter, U ^ '  is a rotation­
ally invariant Coulomb matrix for the two-orbital model de­
fined via the effective Hubbard repulsion U and Hund ex­
change J  energy, correspondingly, nima=f+mafima and i is the 
site index. For qualitative description of the experimental 
results, we used a simple semicircular model for conducting 
sp -bands with a total bandwidth of 4 eV and effective hy­
bridization parameters of 0.4 and 0.5 eV for spin-up and 
spin-down interactions, respectively, which simulate the fer­
romagnetic surface of chromium.12 In fact the position of 
spin-split maximum in the dxz and dyz are reproduced in our 
eight-atoms slab calculations. In our model many-body cal­
culations for the Cr(001 ) surface we chose the value of the 
Coulomb interaction parameter U = 1.2 eV describing the 
metallic screening of electron-electron interactions on the 
d -electrons surface and the effective exchange interaction J  
= 0.4 eV. The last assumption is qualitatively correct pro­
vided that their bandwidth is smaller than U, so they are on 
the insulating side of the Mott transition in the corresponding 
band. Otherwise they will form a band with k-dependent 
energy spectrum, and an exact symmetry in xy  plane will 
take place only for T point. O f course, it does not mean that 
the Kondo effect is impossible in the latter case (cf. with the 
discussion of the Kondo effect in ferromagnetic Kondo 
lattices73 or Kondo resonance in the Hubbard model near the 
Mott transition72), but its consideration should be more com­
plicated. Here we restrict ourselves to the simplest model 
which allows us to explain the experimental results qualita­
tively. The average position of the dxz and dyz surface states, 
effective bandwidth as well as their exchange splitting are in
+
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FIG. 7. (a) Spin-polarized density of states (DOS) for the two- 
degenerate periodic Anderson model (parameters see in the text). 
The bare DOS consisting of conduction electrons and dxz, dyz sur­
face states is shown by filled area. The corresponding DOS for 
correlated electrons is shown by dashed and dashed-dotted curves 
for majority and minority states respectively. (b) Orbital Kondo 
resonance on a larger scale.
qualitative agreement with our surface band structure calcu­
lations (Fig. 5).
In order to solve the problem, we use the dynamical 
mean-field theory (DMFT, for review see Ref. 72), which is 
considered as a reliable approximation in lattice many-body 
models and was used for the investigation of the electronic 
structure for a one-band periodic Anderson model in Ref. 74. 
The effective impurity problem has been solved by the 
exact diagonalization technique72 with the six effective 
states in the electronic bath function. The results of the cal­
culations are shown in Fig. 7(a). The orbital Kondo reso­
nance, in the vicinity of the Fermi level [Fig. 7(b)], forms 
under very general conditions. A reasonably small intrinsic 
bandwidth for dxz, dyz states cannot destroy it since the 
Kondo resonance is also known for the itinerant-electron 
Hubbard model.72 The characteristics of spectra for larger 
energies ( |E - EF| >  0.3 eV) are more sensitive to the details 
of the real conduction band structure.
It is clear that the exact diagonalization scheme can prove 
the existence of the Kondo resonance in multiorbital case, 
but is insufficient to reproduce its exact shape and position 
due to limitations of available Hilbert space. One can show 
from general qualitative arguments, based on the Friedel sum 
rule that for the multichannel assymetric Anderson model, 
the Kondo resonance may be shifted from the Fermi level.54 
In order to verify this result quantitatively we have done the 
numerical renormalization group (NRG) (Ref. 75) calcula­
tions for the two-band impurity Anderson model.76 The com­
putational results (Fig. 8) show the narrow Kondo resonance 
above the Fermi level. These NRG results support the idea 
that the Kondo resonance is really shifted from the Fermi 
level in the multiband case, which is one of the main features 
of the experimental STM spectra as well as the DMFT cal­
culations.
Let us now discuss the experimental results obtained by 
STM and STS on the Cr(001) surface in the framework of 
the orbital Kondo effect described above. As we mentioned 
above a Kondo resonance is always located near the Fermi 
level due to its many electron nature, therefore a many- 
particle model is consistent with the experimental observa-
FIG. 8. The density of states for the two-degenerate impurity 
Anderson model with the rectangular bare DOS of the half band­
width 2 eV(U =2 eV, J =0.2 eV,E0=-1 eV, V=0.35 eV). In the in­
sert the Kondo resonance on a larger scale is shown.
tion of a peak in the Cr(001 ) surface density of states so 
close to the Fermi level (26 meV) which is shown in Fig. 3. 
The experimentally observed width of the peak also points to 
the many-electron nature of the resonance. The width of a 
Kondo resonance is determined by the Kondo temperature54 
and therefore can be very small. The asymmetrical line shape 
of the peak suggests that a Fano model65 has to be used in 
order to analyze it quantitatively. This model was considered 
to be a reliable approximation for analysis of Kondo reso­
nances observed by STS.59 The interference between nonin­
teracting discrete channels and a continuum may be ex­
pressed in terms of the rate of transition to a final state of 
energy e
'\2
R(e) *  R 0(e) (q + e ')1 + e ' 2
■e0
r /2 (2)
where e 0 is the energy of the discrete state, T  is the width of 
the resonance, R 0(e ) is the transition rate as it would be in 
the absence of the discrete state, and q is the ratio of the 
matrix elements linking the initial state to the discrete and 
continuum parts of the final state. As has been shown in Ref. 
59, the parameter T  gives directly the Kondo temperature of 
the corresponding resonance (T = 2kBTK). A fit by the Fano 
shape to the experimental spectrum is shown in Fig. 9 by the 
solid curve. As can be seen the Fano model describes the 
experimental line shape very well including a dip at the 
Fermi level. There is an essential difference between our
FIG. 9. Averaged tunneling conductance vs sample bias voltage 
measured in the middle of a Cr(001) terrace of 70 nm width is 
shown by dots. The solid curve shows a fit by the Fano shape with 
Tk =15 meV, q =1.9, and e0 = 20meV.
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FIG. 10. (Color online) (a), (b) 10 nm X 10 nm STM images 
obtained at I  =0.5 nA and Vb equal to (a) -50 mV, (b) 25 mV. (c) A 
dI/ dV map plotted at bias voltage of 25 mV corresponding to the 
resonance energy. A dark crosslike feature corresponds to the sup­
pression of the peak amplitude mapped in the real space. (d) A line 
profile taken along the depression which is shown in (b).
STS data, concerning the orbital Kondo lattice, and the pre­
vious experimental results on the spectroscopy of Kondo 
resonances for isolated magnetic impurities.59-63 In the latter 
case the resonance in the density of states is observed experi­
mentally as a Fano-type dip in d I / dV . The corresponding 
parameter q in the Fano model was about 0.7 indicating that 
the continuum channel mostly contributed to the tunneling in 
those cases. In our case we found that the q parameter de­
scribing the line shape of the peak is 1.9 indicating that in the 
case of the orbital Kondo lattice dxz, dyz surface states con­
tribute directly to the current, which results in the resonance 
in the d l / dV  spectra. A similar effect is well known in heavy- 
fermion physics where heavy f -electrons contribute to the 
superconductivity, de Haas-van Alphen effect, etc.54 In our 
case, the tunnel current of dxz, dyz states can overshadow the 
contribution of itinerant electrons. We would like to point out 
that the shape and the width of the Cr(001 ) resonance is 
strikingly similar to the Kondo resonance observed on Co 
clusters where Tk =16 meV and q =3.3 were found. In the 
context of discussion of the STM spectra for isolated Kondo 
impurity versus the Kondo lattice it is worthwhile to mention 
that the Kondo resonance cannot be observed in the tunnel­
ing spectra for the case of homogeneously distributed 
impurities.3 However, for the case of magnetic impurity 
monolayer the Kondo effect should be observable as was 
experimentally confirmed in Ref. 77. In our case the spin- 
polarized surface chromium layer plays a very similar role.
Figure 10(a) shows a STM image of the Cr(001) surface 
with different types of impurities. The charge density oscil­
lations set around the impurities in order to screen the local 
potential can be seen. This oscillation pattern persists for all 
energies but for the narrow region (5 meV <  Vb <  40 meV) 
corresponding to the Kondo resonance it is suppressed in the 
vicinity of the impurity. A STM image obtained at the bias
voltage corresponding to the resonance energy (Fig. 10(b)) 
shows crosslike depressions centered around impurities. The 
size of this feature is about 4.5 nm in the (100) directions. 
Coexistence of the crosslike feature and the Friedel oscilla­
tions is clearly seen in Fig. 10(c).
We found mostly two types of impurities on the cleaved 
surface: one is seen as protrusions [e.g., 2 in Figs. 10(a) and 
10(b)] corresponding probably to S, and another is seen as 
depressions [e.g., 1 in Fig. 10(a)] corresponding probably to 
N, O or C, as these elements are most common for a Cr 
single crystal.17 Although the exact origin of point defects on 
the Cr(001 ) surface is unknown, it is important to notice that 
the crosslike feature appears on both types of impurities and 
is related to the intrinsic electronic property of the Cr(001) 
surface. This depression is the result of a decrease of the 
density of states at the energy corresponding to the resonance 
with crosslike spatial distribution, as can be seen from a 
d I/d V  map shown in the inset in the top of Fig. 10(c). A 
three-dimensional structure of this suppression can be seen 
in Fig. 10(d). The depth of this feature in the center is 40 pm 
and the depth of the wings extended in the [100] directions is 
about 10 pm. Also atomic corrugation inside the depression 
can be seen from line profiles in Fig. 10(c).
Let us discuss the possible origin of these “crosslike” fea­
tures. It has been recently demonstrated that the symmetry of 
the order parameter in superconducting cuprates can be re­
vealed by monitoring its destruction on defects.64 As has 
been discussed in Ref. 78, this idea can be generalized: an 
impurity locally destroys a coherent state and allows to vi­
sualize the character and spatial symmetry of this state with 
the atomic scale STM probe. A Kondo resonance is a specific 
coherent many-body state with the order parameter an aver­
age of a “slave boson” operator.54 Therefore the observed 
fourfold symmetry of depressions on impurities [Fig. 10(b)] 
directly reflect the wave character of the resonance.
As we have discussed above, we demonstrate that the 
orbital Kondo resonance on Cr(001) is formed by dxz, dyz 
surface states which are mixed symmetrically in the surface 
plane. The corresponding fourfold symmetry of a resulting 
state corresponds nicely with the experimentally observed 
crosslike feature. Also the large extension of these depres­
sions on impurities follows the proposed many-body model. 
In contrast to a one-electron state, for the Kondo resonance 
of many-electron origin, the narrow distribution in k-space 
leads to a large extension in real space with a characteristic 
radius rK ~  hvF/ Tk where vF is the average Fermi velocity.54 
This estimation is based on the fact that the Kondo reso­
nance, as well as Cooper pairs, are formed from a very nar­
row region in k -space near the Fermi surface. However, it 
should be pointed out that the rK only characterizes the ori­
gin of the effect but do not reflect the size of the “Kondo 
cloud” quantitatively. It has been also found that the spatial 
extension of a Kondo resonance from a magnetic atom ob­
served by the STS technique59-63 is much smaller than the 
theoretically predicted size of the Kondo cloud. Note also 
that the difficulties with the observation of the Kondo cloud 
for a “standard” Kondo effect are connected with the charge­
spin separation; the charge response function turns out to be 
not sensitive to the Kondo effect.79 In the case of orbital 
Kondo resonance the Kondo cloud effect should be better
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FIG. 11. (Color online) (a) Topographic image of the Cr(001) 
surface at a setpoint of I  =0.2 nA and Vs=-0.2 V. The image shows 
a frame of 16 nm X 16 nm. The [110] terraces with a step height of 
0.144 nm can be observed. (b) STM images of the surface area 
shown in (a). The image contains 100 X 100 pixels. Each pixel 
shows an amplitude of the tunneling conductance spectrum at Vs 
= 26 mV (e.g., peak amplitude).
pronounced because of the higher sensitivity of tunnel cur­
rent to orbital degrees of freedom than to the spin ones.
Also a step edge is a naturally formed one dimensional 
defect which destroys the symmetry of the Cr(001) surface. 
Figure 11(b) shows a spectroscopic image (d l/ dV)V at the 
bias voltage corresponding to the peak position. One can see 
that step edges in both [110] and [100] directions can also be 
clearly seen in the spectroscopic image as dark lines (i.e., 
lower d l / dV  amplitude). From single curves shown in Fig. 
12 for the terraces oriented in the [110] crystallographic di­
rection one can see that under the approach to the terrace 
edge the peak amplitude decreases, the peak becomes 
broader, and shifts to higher energies. We also found that the 
observed shift of the peak energy in the close proximity to a 
terrace edge is more strong on narrow terraces. Figure 13 
shows a dependence of the peak on the width of terraces 
oriented in the [100] direction. As can be seen similar to the 
spectra presented in Fig. 12, for narrow terraces the peak 
becomes broader and shifts to the higher energies, but the 
absolute value of the shift for a given characteristic distance 
from the step edge is approximately one order of magnitude 
larger for narrow terraces as compared to an isolated step 
edge.
FIG. 12. Tunneling conductance vs sample voltage dependen­
cies from the dI/dV  map shown in Fig. 11(b). dl/ dV were numeri­
cally differentiated from IT(Vs) measurements taken every 2 mV. 
Curves 1-6 were taken at distances 2.2±0.05 nm, 1.4±0.05 nm, 
0.8±0.05 nm, 0.5±0.05 nm, 0.25±0.05 nm, and 0.1±0.05nm, 
from the step edge, respectively. The inset shows the dependence of 
the peak position on the distance from the step edge oriented in the 
[110] crystallographic direction. The drawn lines are to guide the 
eye.
FIG. 13. Differential conductance spectra measured in the center 
parts of terraces with different widths. 1-5: peak positions are 24, 
34, 54, 70, 130 mV measured on a surface area with average terrace 
widths of 20, 5, 2, 1.5, 0.8 nm, respectively. The drawn lines are to 
guide the eye. An inset shows the dependence of the surface state 
energy on the terrace width.
In a model of conventional (spin) Kondo a magnetic field 
has a pronounced influence on a Kondo resonance. It is even 
often called a hallmark of the Kondo effect that the magnetic 
field causes the splitting and broadening of the Kondo reso­
nance at fields comparable to the Kondo temperature. How­
ever we have to point out that this picture is only valid for 
symmetric Kondo resonance (e.g., located on the Fermi 
level).54 To the best of our knowledge there is no theoretical 
model treating the influence of a magnetic field on an asym­
metrical Kondo resonance, although it has been observed 
experimentally,57,60 but the influence of magnetic field was 
not reported. In the case of a Kondo resonance which is 
located not on the Fermi level the splitting of the Kondo 
peak under magnetic field or other perturbation would lead to 
the increase of the density of states on the Fermi level which 
is forbidden. Therefore, for the general nonsymmetric Kondo 
lattice problem the shifting and broadening of the many body 
resonance is a more general way of destroying the Kondo 
coherence.
The breaking of symmetry leads to the destruction of the 
dxz, dyz surface state degeneracy and as a consequence the 
disappearance of the Kondo resonance. Following the anal­
ogy with the spin Kondo effect we can also introduce an 
effective “pseudomagnetic field” (Hof1). The dependence of 
Hof on the distance from the step edge (d) can be estimated 
in first-order perturbation theory to within the change of the 
total electron density. Similar to Friedel oscillations consid­
ered above, this leads to Hof1 & d-3/2 for a general shape of the 
Fermi surface45 and H°°f & d-1 for the case of a pronounced 
“nesting” on the Fermi surface. As can be seen in Fig. 14, the 
dependence of the peak energy as a function of the distance 
from the step edge follows the d-1±0'2 law in agreement with 
the theoretical picture for the “nesting” of the Cr(001) Fermi
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FIG. 14. The dots show dependence of the peak position on the 
terrace width plotted as a function of a half terrace width and the 
squares correspond to the peak position as a function of the distance 
from [110] step edges. The solid line presents the best fit which 
gives <*1/d-L1±a2 dependency of the peak position as a function of 
the distance from the step edge.
surface which we also found experimentally from the Friedel 
oscillations. This effect of the shift of the peak position on 
monoatomic terraces is expected to double due to contribu­
tions from both step edges. However, as can be seen in Fig. 
14 the peak shift observed on terraces is larger and continue 
to increase for narrow terraces becoming almost one order of 
magnitude larger on very narrow terraces. This fact can be 
understood by the interaction of perturbation centers (terrace 
edges) at sufficiently small distances. In this case the simple 
first-order perturbation theory approximation cannot describe 
the real picture any more and a more sophisticated theory has 
to be put forward.
VI. CONCLUSIONS
The results of the low-temperature STM investigations of 
the Cr(001) surface presented here demonstrate how compli­
cated the surface electronic structure may be even for el­
emental solids with simple crystal lattices. Whereas the den­
sity functional calculations seem to be adequate to explain 
the surface Friedel oscillations the essentially many-body
physics manifests itself via the formation of a narrow density 
of states peak near the Fermi energy. Here we propose an 
interpretation of this peak in terms of the “orbital Kondo 
resonance” due to exact double degeneracy of different or­
bitals at the perfect surface; the defects such as the terrace 
edges break this degeneracy and, hence, destroy the reso­
nance. Of course, further investigations, both experimental 
and theoretical, are necessary to understand the detailed ba- 
havior of the resonance; from theoretical point of view we 
deal with a very complicated problem of the Kondo lattice 
with both spin and orbital degrees of freedom and compli­
cated external fields created by the defects. It would be very 
important, also, to study another metallic surfaces to under­
stand how general is this phenomenon. To form the reso­
nance the system should have surface states with rather 
strong localization (dxz, dyz in our case); however, an impor­
tant difference between the one-particle picture and the 
many-particle one is that in the latter case these states can be 
initially not very close to the Fermi surface to produce the 
resonance so the necesssary conditions for its appearance do 
not look too restrictive. Also, it would be very interesting to 
investigate the difference between the Cr(001) surface where 
the spin degrees of freedom are strongly suppressed by the 
ferromagnetism and other bcc transition metals where both 
spin and orbital degrees of freedom may be essential.
After this work has been completed, we have learned 
about the recent temperature dependent STM-measurements 
on Cr(001) surface.80 Different methods of the surface prepa­
ration (argon-ion etching and annealing) was used, but the 
low-temperature STM-spectra agreed very well with our 
data. The temperature dependence of the low-energy reso­
nance is consistent with the Kondo-type behavior.
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