The physicist's desire to analyze in terms of local structures, breaking systems into fundamental parts, is uniquely thwarted by idealized networks: they are composed of identical nodes, differentiated only by the combinatorial explosion of possible connections. The ideal reduced degrees of freedom -the correct "local substructures" -are not at all obvious; we strive here to develop a systematic and principled algorithm for their discovery. Functional genomics and the development of modular biology motivate a systematic, statistical approach to identifying the most important features, functionals of the adjacency matrix representation of the graph. The features are global, involving all the nodes in each feature; although they can be related to subgraph enumeration, the analysis does not require hypothetical "most important" subgraphs. The resulting algorithm provides an automated tool for graph drawing and decomposition, and suggests novel machine-learning techniques for network classification.
History
Reductionism -the description of systems in terms of simpler degrees of freedom while retaining information deemed relevant -is the root of all modeling [29] . Networks pose an unusual challenge to reductionism in that the primitive degrees of freedom, the identical nodes, retain no interesting information about the network on their own. In the absence of linearization and diagonalization, coarse graining, scale separation, or other familiar techniques for dimensionality reduction and discovery of fundamental degrees of freedom, network analyses in fields as diverse as sociology and computer science turned to subgraph enumeration [13, 5, 3, 31, 27, 25] (comparing the frequency of subgraph occurrences in a given graph with those over a distribution of graphs as a tool for classifying and characterizing networks) and degree distributions (see citations in [21] ). One may generally think of these as either local (in that the analysis relies on the properties of some subset of the nodes) or global (relying on properties of all the nodes).
In sociology, interest in characterizing a graph by its subgraphs arose out of attempts to verify social network structure theories empirically. These theories predicted that certain local properties (e.g., reciprocity, balance, or transitivity) were present at the network level and could manifest as deviations from randomness (see [31] for thorough review). To study these local structure statistics, Davis, Holland, and Leinhardt developed the k-subgraph census, an enumeration of all the possible k-subgraph isomorphism classes appearing in a network [13, 12, 5] . For example, the triad (3-subgraph) census -the enumeration of all possible 3-node subgraphs -was used to test transitivity in networks [31, 12, 15] . Here, the triad census of a given network was compared to the triad distributions obtained from randomized graphs. Critical to such techniques was the development of (1) algorithms to enumerate subgraphs and (2) techniques to generate distributions of random directed graphs. In fact, stochastic analyses of triad census in social networks is such a canonical tool that one may download free software (e.g., StOCNET of [2] ) for this purpose.
More recently, in biology, post-genomic advances have shifted the focus from the elucidation of individual molecule properties and functions to the integration of complex sets of molecules [11] . This transition has made discovery and interpretation of subgraphs all the more pressing. The identification of subgraphs in genomic regulatory networks has been recently used to decompose the larger network structure in E. coli [25] and yeast S. cerevisiae [17] . Applying such techniques as the triad census first to the genetic network of E. coli [25] and later to the WWW as well as several other biological and physical networks [19] , Milo et al showed that different networks have different "most significant" subgraphs.
Unfortunately, extending triad census ideas to larger structures is hampered by computational complexity. The number of isomorphism classes of digraphs grows rapidly with the size of the graph [10, 31] . While there are 16 triad classes, there are 218 tetrad classes and 9608 pentad classes making enumeration of k ≥ 4 subgraphs too cumbersome using present algorithms. Moreover, subgraph isomorphism is an np-complete problem [4, 9] . For the related problem of counting subgraphs of a given graph, no good algorithm exists. Instead, much of the work has focused on finding ways to approximate counting [14, 6] . For this reason, most subgraph analyses of networks have not strayed far from k > 3 subgraphs [31] .
Even more troublesome is the lack of a single technique for finding these subgraphs. As an example, in the original work of [25] , the "FFL" topology (a specific case of a transitive triad -030T [13] 1 ) was found through enumeration of 3-node subgraphs, the "SIM" topology was found via searching for identical rows in the adjacency matrix with a number of children beyond a threshold (13 operons in table 1 of [25] ), all of which have one parent, and the "DOR" topology was found by a clustering algorithm requiring the introduction of 5 parameters. Similarly in [17] six different subgraphs were defined using six different algorithms. Nonetheless, the ingenuity of this approach begs the development of a generalizable test for arbitrarily-large, statistically significant features of network topologies which can be applied without parameters of thresholds.
Motivating Observation/Example
As a motivating example, consider the "FFL" topology (030T triad) found in [25] . The number of 030T triads in a network can be trivially found by matrix manipulation: the sum of elements along the diagonal of the square of the adjacency matrix, multiplied by its transpose. Similarly, any other subgraph can be signified in terms of the adjacency matrix A, the transpose of that matrix A T , the diagonal operator acting on these matrices and their products, D(Q ij ) = Q ij δ ij , and the complement of this projection operation U = I − D. To illustrate, A, A T , D, U can be viewed in terms of motion in the directed graph as follows: A or A T represents moving one step forward or backward, respectively; D represents restriction to closed loops and U represents open walks.
Proposal
This tantalizing observation motivates the technique presented here:
1. systematically enumerate all words constructed from the alphabet of nouns A, A T and verbs D, U
evaluate these words for a matrix of interest, A
3. compare with the distribution obtained by evaluating these words over a randomly-generated distribution of matrices, A i thus finding statistically significant words rather than statistically significant subgraphs. We note that every node participates in every word, obviating complexity costs on the number of nodes participating in a given feature. A word is quantified by calculating either the sum or the number of nonzero elements of its matrix representation: each word yields an integer. The declension of the word, or N , then yields the number of distinct paths between a pair of endpoints or the number of distinct pairs of endpoints, respectively. We highlight that we are abstracting from subgraphs to features of the graph -from cartoons to words, from local structure to global features. It is crucial for the reader to note their relationship: one can signify a graph with its most representative word(s), and a single word may conversely be distilled into a single graph or localized to its most representative subgraph(s), as we elucidate below.
A note regarding computational complexity: whereas in subgraph enumeration, the computational complexity grows exponentially in the size of subgraphs sought, in word enumeration, computational complexity grows exponentially in the length of the word. However, the length of the word does not determine the size of the resulting substructure. In fact, arbitrarily large substructures may emerge from a given word. This also highlights another methodological advantage to the algorithm: the search for words does not impose any biases regarding the size of the resulting substructures.
Alphabets
En route, we must choose an alphabet and a randomization. Several alphabets may be envisioned, including {A, A T , D, U }, above, and that comprised of primitive noun A and verbs T, U, D where T is the transpose operation. Obvious redundancies can be eliminated. Since the transpose operator T obeys T 2 = I, and the projection operators U, D obey U 2 = U , D 2 = D, and U D = DU = 0, we disallow all these combinations. Moreover, since the features are integers, we must avoid evaluating both a word and its transpose. The simpler of the two primitive alphabets to transliterate into a nondegenerate operational alphabet is the former, for which the operational alphabet is {A, A T , DA, DA T , U A, U A T }; we constrain that the right-most character is A to avoid counting both a word and its transpose.
Synonyms
This elimination of obvious degeneracies does not imply that no synonyms (words obtaining the same integer for all matrices) will be found. To prevent this, we check all possible pairs for synonyms at little additional computational expense. (See the algorithm syn strip in [32] for details).
Randomizations
We must also specify a randomization. There is a significant breadth of literature discussing different techniques for randomizing networks over different distributions, conditioned on different marginals [31, 16, 26, 22, 23, 20, 1] . In [25] a randomization was used which preserved the in degree and out degree of each node. That is, the joint distribution P (k + , k − ) is kept constant. This can be done easily by representing the graph not as an adjacency matrix but as an ordered list of parents and an ordered list of children. The number of times the node occurs in the parent (child) list is the node's out (in) degree. By permuting one of the two lists, one attains a randomization respecting this constraint. The idea of swapping parents of two (directed) edges was mentioned in [25] . While this is certainly fast to perform, it is slow to randomize, in the same way one would have to wait at a poker table for several hours for a dealer to shuffle a deck by individual card swappings. However, random permutations of a list of n integers can be performed quickly (via sort(rand(1,n)) in OCTAVE or MATLAB) and effect full shuffling of nodes.
Two caveats are in order: double counting and self-interactions. Consider the FFL topology represented by the three (directed) edges (1, 3), (1, 2), (2, 3) . Swapping the second and third parents, we attain the doubly-pathological (1, 3), (2, 2), (1, 3) . This swap has both created a double-counted edge and changed the number of diagonal elements in the adjacency matrix. We may want to discard randomizations which result in such pathologies, since changing the number of self-interactions or allowing for multiple edges may have dramatic effects on the statistics of a network. Indeed, the fraction of failed attempts will be relatively low for sparse, undirected graphs [20] . Unfortunately, for directed graphs this fraction can be as high as 100% [2] . Instead, these conditions can be checked and, if violated, corrected after each permutation at little additional computational expense. (See fixpath in [32] for details). In this case, we preserve P (k + , k − , k 0 ), the number of out-degree, in-degree, and self-interactions for each node rather than constraining the separate marginals P (k + ), P (k − ), P (k 0 ).
Statistical Significance
Given a graph and a randomization, we collect sufficient realizations to find the mean, µ i , and standard deviation, σ i , of each i th word. We may then evaluate the statistical significance of an observed word in the original graph via its z-score as in [19] : z i ≡ (x i −µ i )/σ i . For a real-world graph of interest, ranking of z-scores in terms of their absolute value then reveals the most significant features of the graph -the words which best signify the graph.
For a subgraph of interest (perhaps a particular cartoon which we wish to signify as a word), this also gives the word which most signifies the desired subgraph. The algorithm signify transforms sign into signifier. [32, 24, 7] To find a subgraph's signifier-the most representative word for a given subgraph-we thus use the same algorithm (sorted z-scores of all words) enumerated above.
Localization
While the analysis proceeds independently of subgraphs or cartoons, it is possible to localize any word, given a graph, to find a most representative set of subgraphs. We define a skeleton to be the smallest subgraph with nonzero value of the feature, or
where | · | refers to the number of nodes in the graph. As an approximate, greedy algorithm to find a most representative set of skeletons, given a graph A with nonzero value of a word W, we present the following localization:
1. build a subgraph, S, by adding nodes from A until W evaluated on S gives a nonzero value.
2. distill this subgraph by removing nodes from S in descending order of degree until we arrive at a subgraph, S ′ , such that removing any additional nodes would cause the value of W to vanish.
repeat on A − S ′ until all nodes have been exhausted
As an example, the localization of the highly significant (z = 5.9) word (DA T U A T A) from the E. coli genetic network data yields the 40 instances of the 030T triad (see Figure 1 ) familiar from [25] . 2 The localize algorithm generalizes in that we might wish to localize a graph keeping only the skeletons that contribute to some large nonzero value of the word. In this case we continue adding nodes to the subgraph until (1) we reach some desired value of the feature and (2) removing any additional nodes from the skeleton would reduce the value of the feature below this value: argmin a⊂A {|a| : W(a) > v min }. This "hard-localization" leads naturally to an automated graphdrawing algorithm, as described in Sec. 4.2.
Results

E. coli Data Set
As a validation of our method, we began by implementing our algorithm on the same E. coli genetic regulatory data set 3 as used in [25] . One of the most statistically significant words (z = 10.4) was the word (DA T U A T A) which yields the highly suggestive number, 42, in the network (see Table  1 for summary of results). Upon localization, (DA T U A T A) reveals the 030T triad substructure (as in Figure 1 ). Indeed this substructure is isomorphic to the FFL found in [25] and which also appears 42 times. However, (DA T U A T A) was not as statistically significant as (A 2 A T DA T A 2 ) (z = 13.6). This word localizes to two quite revealing 4-node substructures (Figures 2 and 3 ) which we call "FFB" (feed-forward box) and "+FFL" (feed-forward loop with an input), respectively. We note that both of these structures contain one or more instances of the 030T triad, but the higher z-score of this word suggests that the significance of the 030T triad is in essence contained in these larger, 4-node substructures. That is, the significance of a word is not biased by the size of its resulting subgraphs. Our algorithm also allows for the identification of particularly underrepresented words in the network. For example, on the same E. coli data set we found that the word N (U A T A) had a negative Z-score. The localization of this word reveals a two-parent one-child substructure (as in Fig. 4 ). This observation suggests that in this regulatory network there are fewer than expected instances of two or more genes acting on a single gene.
Another word of interest with a high significance (z = 9.9) is (DA T AU A T A). A hard-localization results in four substructures with a topology similar to the dense overlapping regions found in [25] where multiple parents share multiple children. We show one of these structures, the 4-node equivalent of the "DOR" motif in Figure 5 .
Motif Hubs
More careful study of the most significant words reveals some unexpected architectural features. Inspecting DA T U A T A of the E. coli data, we find that there are 40 distinct FFL paths, but only 10 distinct FFL grandparents. That is, with the declension , this word has a value of 40, while with the declension N , this word has a value of 10. In fact, the gene crp appears in 16 'distinct' FFLs. In this way the network evidences motif hubs, meaning individual nodes which appear in numerous identical motifs. An example of such a hub in human cells is p53, which integrates a complex network of signals that control the cell's fate [30] . These µ-hubs complicate the task of graph drawing in terms of modules -the desired effective degrees of freedom statistically determined by the algorithm. In order to draw the graph in terms of these motifs these µ-hubs would have to be drawn multiple times, as in [25] . Instead we propose the following 4 graph-drawing algorithm:
1. sort words by highest z-score 2. hard-distill nodes from the network: remove all nodes possible without lowering the value of the word for the network of interest 3. split the resulting nodes into disconnected components 4. replace each component with a single effective node in the graph 4 decompose in [32] where this it repeated until either the entire graph is rewritten in terms of effective nodes or all positive-z-scoring words are exhausted.
S. cerevisiae Genetic Regulatory Network
Implementing our algorithm on the yeast Saccharomyces cerevisiae data set [18] was also quite revealing (see Table 2 for summary of results). The most statistically significant word was (DA 2 A T DA 2 ) (z = 63.3). It is immediately evident that this word contains a mutual dyad as the righthand-most {DA 2 } indicates. Upon hard-localization we find that only four nodes in the network contribute to the word, and moreover, these four nodes make up a dense cluster which includes a mutual dyad and a 3-cycle (see Figure 6 ). Thus the algorithm reveals a unique and interesting substructure in a completely unbiased way. Another significant feature was the word (DA 3 U A T A) (z = 25.2). A hard-localization reveals two independent substructures, 17-node and 22-node (see Figures 7 and 8 , respectively) which contribute entirely to this feature. Both structures have a similar fascinating topology which includes two parent genes which have a large and almost identical set of children. A soft-localization on this feature reveals three minimal subgraphs which contribute to the feature (see Figures 9,10 , and 11). Here again we note the presence of the mutual dyad and 3-cycle. The familiar 030T triad is also contained within the subgraphs. Figures 10 and 11 both contain a five node feed-forward loop, a remarkable example of transitivity.
Randomization Determines Significance
An important caveat should be noted from the results of the algorithm. It is worth highlighting that under a different randomization scheme with a different set of conditionals, the results may differ substantially. For example, if the number of 3-cyles or mutual dyads was also preserved, we might expect a different set of features to have high z-scores. We note, then, that one must take great care in selecting a randomization to avoid the possibility that one's choice of randomization has allowed one to predetermine which features would be the most significant. 
Meaning/Interpretation
One of the subtler points in this formulation is the abstraction from subgraphs to "words." While motivated by work in which the subgraphs are the primitive degrees of freedom, there is not a one-to-one mapping between subgraphs and words. The converse operations of signifying and distillation can lead to multiple synonyms or non-isomorphic skeletons.
We emphasize again the important role of choice of distributions: the entire meaning of "significance" hinges on what distribution one assumes the network was drawn from, and what features most naturally should be held constant. This is one of many motivations for making the source code used in this paper freely downloadable [32] .
Finally we note that an additional utility of the enumeration of words is to define a high-dimensional feature space for graphs. Given a training set of many graphs of multiple classes, this feature space could be used to build a classifying algorithm (using machine learning algorithms such as e.g., SVMs [28] or Boosting [8] ) which could then assign new graphs to one of the classes, providing an artificially-intelligent algorithm for diagnosing networks (e.g., robust vs fragile economies, genomes, or social networks). 
