The theory of stochastic averaging principle provides an effective approach for the qualitative analysis of stochastic systems with different time-scales and is relatively mature for stochastic ordinary differential equations. In this paper, we study the averaging principle for a class of stochastic partial differential equations with two separated time scales driven by scalar noises. Under suitable assumptions it is shown that the slow component strongly converges to the solution of the corresponding averaged equation.
Introduction
Complex systems in science and engineering often lead to singularly perturbed systems described by stochastic ordinary differential equations (SODEs) with separated time scales of the form
where t ∈ [0, T 0 ], X t ∈ R n and Y t ∈ R m are vectors in Euclidean spaces, B 1 (t) and B 2 (t) are standard d-dimension and l-dimension mutually independent Wiener processes on some probability space, the functions a(·) ∈ R n and b(·) ∈ R m are drift coefficients, the functions σ 1 (·) ∈ R n×d and σ 2 (·) ∈ R n×l are diffusion coefficients, is a small and positive parameter representing the ratio of time scale in this system. In this setting, X t is referred as the "slow" component while Y t is the "fast" component. Such systems arise from molecular dynamics, material science, automatic control and many other areas giving rise to double time-scales equations with "slow" and "fast" phase variables.
Now, suppose that for any x ∈ R n there exists an invariant, ergodic measure μ x for the frozen equation
Then, the stochastic averaging principle asserts that in the limits of → 0, the trajectory of X t converges to the solutionX t of equation dX t =ā(X t ) dt + σ 1 (X t ) dB 1 (t),X 0 = x 0 , The simplified Eq. (1.1) which captures the behavior of the slow motion of the system over a long time-scale is called averaged equation. The averaging principle in the SODEs setup was first considered by Khasminskii [21] which proved that an averaging principle holds in weak sense, and has been an active research field on which there is a great deal of literature. Taking into account the generalized and refined results, it is worthy quoting the paper by Veretennikov [34, 35] , the work of Freidlin and Wentzell [11, 12] with notably extensions to convergence in probability. The mean-square type convergence was treated in Golec and Ladde [16] and Givon and co-workers [14] . For the strong convergence, we would like to refer to [17] and [15] . We are also referred to [22] [23] [24] [25] [26] 30] for recent related work on averaging for stochastic systems in finite dimensional space. The theory of averaging principle for deterministic systems has a long and rich history. It was first studied by Bogoliubov [3] , then by Gikhman [13] , Volosov [36] and Besjes [2] for non-linear ordinary differential equations. Subsequently, the theory of averaging was developed by Khasminskii [20] using probabilistic methods for a class of second order parabolic partial differential equations. Since then, there is an extensive literature on averaging principles for parabolic PDEs (see [1, 18, 39, 32] and reference therein). The work of Kouritzin [27] was the first dealing with the asymptotic behavior of fundamental solution to the Cauchy initial value problem for singularly perturbed linear parabolic equations of arbitrary order. In particular a point-wise estimate for the difference between the fundamental solution of the original equation and that of the averaged equation is explored. The theory of averaging for parabolic PDEs with a rapid time periodic forcing may be founded in [31] .
However, there are few results on the averaging principle for stochastic partial differential equations (SPDEs). To this purpose we recall the recent paper [4] by Cerrai and Freidlin, which generalizes the classic result in [11] to systems of stochastic reaction-diffusion equations with double time-scales, whose additive noise is included only in the fast motion. It was followed by [5] and [6] that the first author extended the results in the [4] to the general case, i.e., the diffusion coefficient in the slow equation depends on the both slow and fast variables. In [7] , the normalized difference between the solution of a SPDEs of parabolic type perturbed by a diffusion process arising as the solution of a stochastic reactiondiffusion equation whose coefficients oscillate rapidly in time and that of the corresponding averaged equation is settled. In [37] Wang and Roberts studied the deviation and the rate of convergence in probability between the original equation and averaged equation for a class of slow-fast systems with additive noise which has no Lipschitz assumption on the drift coefficients of slow models. The Freidlin-Wentzell large deviation principle for a class of SPDEs with stochastic fast component and deterministic slow component is established in [38] .
In the present paper we deal with a stochastic fast-slow system on a bounded interval
where t ∈ [0, T 0 ] and denotes the Laplace operator, {W 1 (t)} t 0 and {W 2 (t)} t 0 are mutually independent R-valued
Wiener processes on the stochastic basis (Ω, F , F t , P). The drift coefficients f , g and diffusion coefficients σ 1 , σ 2 are realvalued measurable functions. The precise condition on them will be given in the next section. The present model arises from some physical systems with noise perturbations to the state space and may describe various interaction phenomena in a random environment, such as heat transfer in a mixed medium with absorptions and biochemical reaction processes for two enzymes interacting in a bounded region. For another example, in fluid flows or oceanic flows, the mass of a chemical substances may interact in a continuum random medium. More specifically, and for simplicity, we assume that there are only two substances with slowly evolutionary densities X and much faster evolutionary densities Y , respectively. Then, given initial densities X 0 and Y 0 , the density field (X, Y ) is governed by a differential system of coupled parabolic type with fast and slow variables. It might happen that the density field (X, Y ) is subjected to some noise effects. Then a SPDEs of form (1.2) can describe the evolution of that density field. We are interested in deriving a reduced systems involving only slow variable for this coupled system. In this case we are considering here, the noise is included in both fast motion and slow motion and it is of multiplicative type. The main contribution of the present paper is to prove a stronger convergence than the convergence in probability shown in [4] [5] [6] 37] , namely that
under specified conditions. Here, theX t is the solution of the averaged equation (see Eq. (5.1) in Section 5) with respect to the slow equation of system (1.2). Furthermore, the rate of the convergence is determined as a byproduct. The proof of the averaging principle proceeds by verification of the ergodicity of the fast equation and some moment estimates for the difference between the processes X t ,X t and an auxiliary processX t , respectively.
It should be stressed that we have confined ourselves to the case that the diffusion coefficient of the slow dynamics does not depend on the fast component, that is, σ 1 (x, y) = σ 1 (x). In fact, a simple example (see [15] ) can show that for slow-fast system of SODEs, strong convergence does not hold where the noise coefficient of the slow equation depends on fast variable. For fully coupled case, i.e., σ 1 = σ 1 (x, y), we are referred to the work of Kifer [25, 26] and Cerrai [6] that treat weak convergence principle for SODEs and SPDEs system, respectively. The article is organized as follows. In Section 2 we present our framework and state some preliminary results. Next we study the ergodicity property for the fast motion of the system (1.2). In Section 4, some a priori estimates are presented. Finally, we derive the stochastic averaging principle in the sense of strong convergence in the last section.
Framework and preliminary
Consider the following system of stochastic partial differential equation on a bounded interval
, where is a small and positive parameter, {W 1 (t)} t 0 and {W 2 (t)} t 0 are mutually independent R-valued Wiener processes on the stochastic basis (Ω, F , 
(H2) f and σ 2 are globally bounded.
(H3) There exist constants β 1 > 0, and β 2 , β 3 ∈ R, which are independent of u, such that
for all v ∈ R.
(H4) 2α 1 − 2β 3 − C σ 2 > 0, here α 1 is the first eigenvalue of operator − on D with Dirichlet boundary condition, C σ 2 is the Lipschitz coefficient for σ 2 , i.e.,
Note that the eigenvalues have the asymptotic property [19] :
where the constant C (D) is independent of k. Define the abstract operator A = with zero Dirichlet boundary condition. It is well known that the semigroup {e At } t 0 generated by A can be defined by, for any We first introduce some definitions of solutions of Eq. (2.1) and the existence and uniqueness results. Recall the standard definition and results from the SPDEs theory [9] .
Definition 2.1 (Mild solution). An
Let V be the Sobolev space H 1 0 of order 1 with Dirichlet boundary conditions, which is densely and continuously injected in the Hilbert space H . Identifying H with its dual space we get a Gelfand triple
Due to the Poincaré inequality, we have
where ·,· denotes the dual pairs of (V , V ).
Definition 2.2 (Strong solution).
It is known that, in our setting, Eq. (2.1) has a unique strong solution which is also a mild solution. Moreover, the following energy identities hold (cf. [28] or [8] , derived from Itô formula): 
For the reader's convenience, we recall a well-known Gronwall's inequality which will be used quit often in the following proof. Let v(t) be a nonnegative function such that
for some non-zero constant ρ and c ∈ R, then
Convention. The letter C below with or without subscripts will denote positive constants whose value may change in different occasions. We will write the dependence of constant on parameters explicitly if it is essential. Without special declaration, all expectations E are taken with respect to P.
Fast motion equation
For fixed x ∈ H consider the problem associates to fast motion with frozen slow component 
where
For any x ∈ H denote by P x t the Markov semigroup associated to Eq. (3.1) defined by
for any ψ ∈ B b (H) the space of bounded functions on H . We also recall a probability μ 
Some a priori estimates
We first prove uniform bounds with respect to ∈ (0, 1) for p-moment of the solutions X t and Y t for the system (2.1). For simplicity, we assume in the sequel that X 0 , Y 0 ∈ H 
Proof. Thanks to energy identity (2.7) and Itô formula, we find that
In view of (2. 
Then by taking γ > 0 small enough for Young's inequality in the form |ab| γ |b|
which, with aid of Gronwall's inequality, yields 
Proof. By energy identity (2.6) and Itô formula, we have
By hypotheses (H1), (H2) and (2.5) we have
Then, by Young's inequality and B-D-G inequality we get for any
Therefore,
Hence, by Gronwall's inequality, the desired estimation is obtained. 
]). We will now present some estimation on the slow motion X t as a process-valued in D((− A) α ) with α ∈ (0,θ).
Our main tool will be the so-called "factorization formula" which will allow us to prove uniform bounds, with respect to ∈ (0, 1) for E Φ t 
Proof. By factorization formula, for any α ∈ (0,θ) we have
For any p > max{ 1 2α 
and then, thanks to Lemma 4.2, we obtain the first estimate. As for the second estimate, according to the boundedness of f we have 
By Hölder's inequality and (H2), we have
In view of the B-D-G inequality and Hölder's inequality, it yields
It then follows from (4.1)-(4.4) that + 1)δ, T 0 ) ), where X kδ and Y kδ are slow and fast solution processes at time kδ, respectively. Also define the processX t by a linear equation with additive noisê
for t ∈ [0, T 0 ], where t s = [s/δ]δ is the nearest breakpoint preceding s. With aid of the above discussion we will establish convergence of the auxiliary processŶ t to the fast solution process Y t andX t to the slow solution process X t , respectively. 
Proof. For t ∈ [0, T 0 ] with t ∈ [kδ, (k + 1)δ) we have by energy identity which is similar to (2.7) and Itô formula that
It then follows from (2.5) and Lipschitz condition for g and σ 2 that
and
(4.9)
Returning to (4.5), we can get from the estimates (4.6)-(4.9) that
Using Young's inequality first, then Lemma 4.4 we have
Hence, the Gronwall inequality gives 
Thanks to Lemmas 4.4 and 4.5, we get for any
Then the Gronwall inequality reads
Averaging principle
In the present section we prove that the averaging principle occurs in the sense that the slow component process X t converges strongly to an effective dynamics equation of the form
with the averagē
where μ x denotes the unique invariant measure for Eq. (3.1) introduced in Section 3. The next lemma formulates strong convergence of the auxiliary processX t to the averaging solution processX t . 
Proof. In mild sense, we havê
In view of Hölder inequality and contractive property of semigroup e At , it follows from Lemma 4.6 that
Fix T ∈ (0, T 0 ), because of the Lipschitz continuity off we have
Using B-D-G inequality and Lemma 4.6 we obtain
We also have by the B-D-G inequality and the Hölder inequality that
Now to deal with E J 1 (t) 2p , note that for any t ∈ [0, T 0 ] there exists a nonnegative integer n t = [t/δ] such that t ∈ (n t δ, (n t + 1)δ ∧ T 0 ] and we write
Due to Lemma 4.4 it concludes
According to the boundedness of f , we get (5.9) whereW (t) is the scaled version ofW (t). By comparison of (5.8) and (5.9) this yields
where ∼ denotes a coincidence in distribution sense. For J 1 (t), we have
By the boundedness of the function f , this yields
(5.10)
We now present a claim that will be verified in Appendix A: 
