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i) Introduction Our purpose of this study is to con-
struct an alternative reality system for helping training
for beginners, especially, tasks which are performed while
the operator sits and doesn’t move around. Our alterna-
tive reality system provides “reality”, not virtual reality.
ii) System conﬁguration Many virtual training
systems are proposed. Most of these systems are con-
structed using computer graphics (CG). However the
user feels unnatural and doesn’t immerse the virtual en-
vironment since it is diﬃcult to reproduce “reality” in
these systems. Our proposed system only provides real
scene. This real scene means both the current real scene
and the past real scene. Figure 1 shows concept of this
system.
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Fig. 1: Proposed system. By providing the past scene
from the current user’s eye position and user’s eye direc-
tion, the user believes the provided scene is the current
scene.
This alternative reality system consists of a head
mounted display (HMD), a camera which displays the
scene in front of the user, a headphone and a head track-
ing sensor. The user can switch the scene displayed in
the HMD in ﬁg. 1. If the current scene is chosen, the
scene captured by the camera in front of the user is dis-
played. And if the past scene is chosen, the recorded
scene is provided to the user. However it is unnatural
to provide a movie if the movie is recorded by general
movie camera. Because the direction of the user eye and
the camera is diﬀerent. Therefore the past scene is pre-
viously recorded by a spherical imaging camera. This
camera can take almost full sphere movies around the
camera. The camera is located in the position where the
user will sit when the movie is recorded. When the user
choose the past scene, the head tracking sensor of the
user measures the direction of the user and the image of
the head direction is cut from the spherical image (ﬁg.
2). Finally, the cut image is displayed in the HMD.
Spherical Image
The image of corresponding area is extracted 
and projected to the displays of the HMD.
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Fig. 2: Head mounted display with a camera and a
motion tracking sensor and how to extract the scene for
the HMD from the spherical image.
iii) Conclusion We propose an alternative reality
system and show a basic system for training task. The
advantage of this system is that the user can experience
an expert model or reexperience what he / she did from
any directions in many times. The user can easily im-
merse the past environment since the past movie is made
from ﬁrst person view.
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As the ability of computer is being greatly improved 
year after year, the size of computer simulation is becoming 
larger and larger. This causes new challenge to visualization
for large scale simulations, which simulation researchers 
have to face. Traditionally, the visualization of simulation 
results is carried out after computer simulations on 
researchers’ PCs by using interactive visualization software. 
However, for the case of large scale simulations it is 
becoming almost impossible to perform interactive 
visualization on PCs. There are several reasons why it is. 
For example, it takes too much time to transfer the data 
from the storages of supercomputers to those of PCs via 
network, and the size of data is too big to handle for PCs.
A promising way to overcome this difficulty is in situ 
visualization, a way of visualization. For the case of in situ 
visualization, visualization code is embedded in simulation 
code and visualization is carried out along with computer 
simulation on the same supercomputer. The embedded 
visualization code does not save raw large scale data but 
visualization image files. It is clear that this way of 
visualization has advantages. It has also disadvantages of 
not being able to perform interactive visualization because 
visualization is done as a batch process.
We developed an in situ visualization tool for PIC 
(particle-in-cell) simulation1), VISMO. It is provided as a 
Fortran’s module. The target PIC simulation code is three-
dimensional and parallelized based on domain 
decomposition method by at least MPI. If the PIC code is 
parallelized by MPI/OpenMP hybrid scheme, VISMO 
works in the same way. Table 1 shows the incorporated 
visualization methods of VISMO. All the methods are 
implemented by software rendering and do not require 
graphics hardware. This means that VISMO can be used on 
ordinary supercomputers. 
Table 1. VISMO’s visualization methods
Data Methods
Particles (ions and 
electrons)
Sphere Rendering
Scalar Field Isosurface
Color Slice
Volume Rendering
Vector Field Stream Lines
Arrows
We coupled VISMO with PASMO2) and tested the 
coupled code on Plasma Simulator supercomputer (Hitachi 
SR16000 Model M1, POWER7) at NIFS in Japan. The size 
of domain is 514257130. PASMO uses 64 MPI process 
and 32 threads for a MPI process. Therefore, 2,048 CPU 
cores are also used by the coupled code. The coupled code 
successfully visualized the data in situ by directly accessing 
the data arrays and visualization image files were obtained. 
Fig 1 and 2 are images obtained by the coupled code. 
Fig 1. Color slice, arrows and isosurface show the 
magnitude of x-component of magnetic field, 
magnetic field and density of electrons respectively.
Fig 2. Density of electrons is visualized by volume 
rendering.
Our future work is working out an efficient way of in 
situ visualization using this coupled code.
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