We improve on an O(n 5 log n) algorithm by Kats and Levner [V. Kats, E. Levner, A polynomial algorithm for 2-cyclic robotic scheduling, in: Gelbukh, Reyes-García (Eds.), Proceedings of MICAI '06, in: LNAI, vol. 4293, Springer Verlag, 2006, pp. 439-449] for 2-cyclic robotic scheduling. We provide in this work an O(n 2 log n) algorithm for this problem.
Introduction
The problem considered in this paper, 2-cyclic robotic scheduling, stems from the automatized manufacturing industry, where robots handle parts from one machine to another. A manufacturing plan is to be produced that will be repeated over and over by the manufacturing line. In 2-cyclic robotic scheduling, at every time at most two parts go through the production line simultaneously. Thus manufacturing plans can be considered to output exactly two parts from the line. The shorter this plan, the greater the throughput of the manufacturing line. Thus the goal in this problem is to minimize the duration of this manufacturing plan. A practical problem of this kind arises in an automated electroplating line for processing Printed Circuit Boards (PCBs), but similar problems can be found in many manufacturing settings. We refer to [1] for a general discussion of scheduling problems in a manufacturing context.
We provide some necessary definitions in the next section and a formal statement of the problem in Section 3. We give in Section 4 an algorithm that solves the problem in time O(n 2 log n), thus improving on previous known algorithms for this problem [2, 3] , which are O(n 5 log n). Finally we give some conclusions and a conjecture.
Definitions
We follow the notation from [3] . A sequential manufacturing line is given, which consists of machines M 1 , M 2 , . . . , M n and parts go through the line in this order (always). All parts are assumed to be of the same kind. A robot does the job of handling parts from one machine to the next. The processing time of a part at machine i is given by p i and the time needed by the robot to handle a part from machine i to machine i + 1 is denoted by d i . An initial stage M 0 and a final stage M n+1
are defined, so that the time needed by the robot to input a part into machine M 1 and to output it from machine M n are considered to be d 0 and d n respectively. The no-wait condition for this problem states that a part must be unloaded from a machine and handled to the next machine (by the robot) immediately after being processed by this machine. This condition is implied by the fact that no * Tel.: +56 41 2375436. buffer is available at the machines. In Printed Circuit Boards (PCBs) processing lines for instance a delay in handling a part can deteriorate the quality of the product.
Thus, given a time Z 0 = 0 at which a part enters the manufacturing line, it will exit machine M 1 at time
That is, the behaviour of any particular part, from a timing perspective, is completely determined and we call this behaviour an elementary schedule. We call its duration D, which equals therefore Z n +d n . For example, an elementary schedule is shown on Fig. 1 , where the d i and the p i are shown on the line. Thus, if only a single part was allowed to go through the manufacturing line at all times, the general schedule would consist only in a repetition of elementary schedules, over and over, separated by the time the robot needs to return from stage M n+1 to stage M 0 . But in the 2-cyclic robotic scheduling problem two parts may go simultaneously through the manufacturing line, at different machines at the same time (machines are assumed to be able to process only one part at a time). Therefore, the robot needs to permanently go back and forth, handling the parts. The time needed by the robot to go from machine M i to machine M j is defined to be r ij .
Given the fact that schedules for single parts are fixed, given by elementary schedules, a schema for a solution to the 2-cyclic robotic scheduling problem can be given by two parallel sequences of elementary schedules, as shown in Fig. 2 .
We call this schema a general schedule. The goal of the problem, as said in the introduction, is to tighten as much as possible this general schedule or, equivalently, to maximize the throughput of the whole manufacturing line. Notice that an optimal general schedule is always a repetition of pairs (e 1 , e 2 ) of elementary schedules, where the overlapping between e 1 and e 2 is given by τ 1 , the overlapping between e 2 and the next elementary schedule is given by τ 2 , both quantities satisfy
and both can be assumed to be constant for optimal schedules. To see this fact, assume a sequence of elementary schedules where τ 1 and τ 2 are indeed constant. The first appearance of a value τ 1 > τ 1 for τ 1 implies a non-optimal general schedule, since τ 1 could be reduced to τ 1 . The same analysis applies for τ 2 . For τ 1 < τ 1 , the analysis can be made the other way around.
Formal statement of the problem
The goal in this problem, as said above, is to tighten as much as possible the general schedule, that is, to maximize the overlappings between elementary schedules, which were defined to be τ 1 and τ 2 . That is, the goal is to maximize τ 1 + τ 2 subject to (1) and to the restriction that both overlappings are feasible. Since elementary schedules are feasible by themselves, the feasibility of the general schedule is given by the feasibility of these two overlappings.
We picture the set of all possible (not necessarily feasible) overlappings between two elementary schedules with a graphic as shown in Fig. 3 . We drew the elementary schedule from Fig. 1 at the top of the triangle and we projected this schedule downwards and diagonally downwards. Therefore any horizontal line across the triangle represents a possible intersection between two elementary schedules, whose length equals the length of the intersection between the horizontal line and the big triangle.
Clearly a horizontal line that intersects a darkened parallelogram represents an unfeasible overlapping between two elementary schedules, since this would mean that at a particular moment of time the robot would be performing two handling operations, and this is, by definition of the problem, impossible. This analysis allows us in the example to discard at once in Fig. 3 all horizontal lines that intersect some darkened parallelogram, that is, everything that lies between lines A and B, or between C and D, or E and F, or G and H, or I and J, or K and L, since all horizontal lines between A and B or between C and D and so on intersect some parallelogram. Now, with respect to line A, an analysis is needed from the point of view of each particular machine M i , since we are assuming that a machine cannot process two parts at the same time: neither τ 1 nor τ 2 could be less than p i , for every i = 1..n. Moreover the handling of a part into machine M i , its processing and its handling into machine M i+1 cannot overlap in time between two successive elementary schedules. That is, from the point of view of M i , the job consists in:
• receiving a part from machine M i−1 , which takes an amount of time equal to d i−1 ,
• processing it, which takes p i , and
• letting the part to be handled by the robot to the next machine, and this takes d i . Only afterwards can a new cycle begin, at least with respect to machine M i . From this observation, we have in the example that no solution above line A is feasible, since A is located at max i=1..
Given the above considerations, feasible overlappings need to be searched in the example only between B and C, or D and E, and so on.
The last part of the formal statement of the problem takes into account the r ij , that is, the time the robot needs to move between the machines. We do this part of the formal statement based on Fig. 4 . Basically the extra time the robot needs to go from one machine to the other needs to be added to the darkened parallelograms.
They need to be enlarged upwards and downwards according to the rule that the parallelogram made from d i and d j is enlarged by r i+1,j upwards and by r j+1,i downwards. Actually, they must be enlarged by the minimum between these quantities and the distance that goes to the next darkened parallelogram (going from one darkened parallelogram to the next implies a change in the r ij that needs to be considered).
To sum up, an overlapping τ between two elementary schedules is feasible if and only if
• if an elementary schedule is drawn horizontally and projected downwards and diagonally downwards, and if the corresponding enlarged parallelograms are pictured on the triangle according to the rules described above, the horizontal line of length τ in the triangle intersects no enlarged parallelogram.
And the goal of the problem is to maximize τ 1 + τ 2 subject to (1) and to the restriction that both τ 1 and τ 2 are feasible overlappings.
Our solution
With everything that has been said until now an algorithm can be actually derived for the considered problem in a straightforward manner:
(2) Generate the set of darkened, enlarged, parallelograms. This set has a quadratic cardinality. Therefore this part of the algorithm is quadratic in time. (3) Project this set onto the y-axis, thus producing a set of unfeasible intervals for the overlapping. Add to this set everything that is above A. We have got all unfeasible overlappings between two elementary schedules.
(4) Sort this set using an O(m log m) algorithm for that purpose with m = n 2 , this step takes O(n 2 log n
From this ordered set of intervals compute the set that is equal to its negation, by going through it sequentially. Clearly the resulting set is also (at most) quadratic in cardinality and represents the set of feasible overlappings. Call it I.
But this last problem is also O(n 2 log n). For instance the following procedure can be used: 
Conclusions
We presented in this paper a solution to the 2-cyclic robotic schedule optimization problem that runs in O(n 2 log n) time. This improves previous solutions to the problem, which are O(n 5 log n). Since we made a two-dimensional analysis for the 2-cyclic scheduling problem, we conjecture that this method can be generalized to O(n m log n) algorithms for the m-cyclic problem, that is, the same problem where m parts go simultaneously through the production line, where an m-dimensional analysis would need to be done.
