It is rigorously shown that inverse-dynamics models can be used to stabilize plants of any order provided that the inverse-dynamic model is used in a mixed mode fashion, in that of a`Static and Dynamic' State-feedback (SDS) mode. When the resulting controller is used for tracking increasing the gain of the dynamic feedback decreases the tracking error. Yet another attractive feature of the SDS scheme is that the inverse-dynamics model can be tuned on-line by any adaptation mechanism without cancelling stability if the conditions of the non-adaptive stability theorem hold at any time instant. Computer simulations of the control of a chaotic bioreactor and a`realistic' robotic manipulator demonstrate the robustness of the approach. It is shown that SDS control will yield zero asymptotic error when controlling the bioreactor using an inverse-dynamics model which when used in a traditional mode would yield intolerably large errors. In the case of the robotic arm simulations the e ects of perturbation and sampling frequency are investigated and the SDS control is compared with the non-adaptive computed torque method. A fully self-organizing associative neural network architecture that can be used to approximate the inverse-dynamics in the form of a Position-and-Directionto-Action (PDA) map is also described. Similarities between the basal ganglia { thalamocortical loops and the SDS scheme are discussed and it is argued that the SDS scheme could be viewed as a model of higher order motor functions of these areas.
Introduction
The issues in controlling generic non-linear plants include the design of stable control laws based on a good understanding of the plant under study and its environment, optimal control in which a cost minimizing controller is sought for, along with collision-free trajectory planning for autonomous vehicles or robot manipulators, adaptive control for compensation of parameter uncer-1 tainties, and robust control. In this chapter we present a recently introduced two-step control system which makes it possible to incorporate optimal control and adaptive robust control in a single model 1 . Our control system consists of two parts and so it is somewhat similar to Model Predictive Control (MPC) 2 . To help to motivate our departure from MPC a brief overview of it is rst dealt with.
In MPC (also called receding horizon control) a nite horizon optimal control problem is solved and the resulting controller is used during a time interval shorter than the horizon of the optimal control problem. The process is then repeated inde nitely. Stability and robustness is ensured by including arti cial constraints such as conservative control and state constraints, in the optimal control problem 3;4;5 . Adaptive model predictive control is even harder to achieve since the solution set of the optimal control problem corresponding to rough parameter estimates may well be empty. This can be overcome by introducing parameter perturbations which restore controllability but do not increase the estimation cost 6;7 . MPC is a natural area for the application of arti cial neural networks (ANNs) which can then be used to identify and implement a plant model.
Solutions of optimal control problems with stationary plant dynamics and cost structure can be given in terms of an optimal static state-feedback law 8 . Such a cost structure may arise in minimum energy control or in path planning problems. If the dynamics of the plant is given by _ q = f(q; u); where q is the state of the plant, u is the control and u (q) denotes the optimal feedback law then the equation of motion of the plant becomes _ q = v (q)
where v (q) = f(q; u (q)). Equivalently, one may start from Eq. 1 and search for a static state-feedback law u = u (q) which governs the plant to track the speed-eld v (q). This corresponds to the approach employed in the present paper. The speed-eld to be tracked need not be the solution of an optimal control problem but may be designed by other means, and one can then take into account a variety of objectives and constraints. One such objective might be the robustness of control, i.e. v could be designed in such a way that tracking it with a bounded error (k _ q ? v (q)k < b) results in a particular desirable behaviour. Note that since in practice exact models are not available it is only bounded tracking that can be hoped for. As another example assume that the task is to follow a given trajectory. Then v could be designed in such a way that the desired trajectory attracts the solutions of Eq. 1, i.e. that the equilibrium solution of Eq. 1 should be totally stable. Another important issue is the e ciency of the speed-eld planning algorithm. Just as in MPC, one may want to redesign the speed eld frequently so that changes in the environment (caused, e.g. by moving obstacles) are always re ected in the actual speed-eld. Yet another design limitation, which is also considered by MPC and which probably a ects v , are constraints on the controls.
It is not only robust control but also adaptive control which can be used to deal with model uncertainties. Currently, the topic of adaptive control of non-linear plants is an area of active research. ANNs have been used both in on-line as well as o -line learning modes for the approximation of various plant functions, such as the plant's kinematics 9;10 , the plant's (forward) dynamics 11;12;13 , and the plant's inverse dynamics 14;15;16 . Recently interest has grown in theoretical issues such as stability of on-line adapted ANN controllers.
Most of the rigorous stability results are developed for feedback-linearisable systems where an on-line adapting inverse-dynamics model is utilised to cancel out non-linearities and render the system (approximately) linear and controllable. Once achieved it is then open to traditional methods available for linear systems, such as PD or PID controllers. An approximate inverse-dynamics can be found by estimating a forward model and then computing the inversedynamics from the forward model using the methods of static feedback design 17 . Another approach is to estimate the inverse-dynamics directly 18 . In the latter case it is usually assumed that the state vector of the normal form 19 is available for measurement { a requirement which can be hard to satisfy, but is met for mechanical systems such as a rigid-link robotic manipulators. The most popular among several variants of this approach is the so-called computed torque method 20 , where the sum of the output of a stabilizing PD controller and the desired acceleration is inputted into the inverse-dynamics model. Other variants include the feedback-error learning model of Gomi and Kawato 21 , where inverse-dynamics is used to cancel the non-linearities and an external PD controller is applied to stabilize the system, or the method of Yabuta and Yamada who apply the computed torque method but without the PD controller 22 . This latter approach can be dangerous, as was noted by the authors themselves and others 23 , because in certain cases the system may become unstable.
All the adaptive control schemes which are known to be stable require a determination of the exact form of the parameter tuning (learning) procedures. Additionally, and the best of our knowledge, all the general schemes to date that have proved to be stable presume a linear parametrization (a few exceptions exist but it seems that there is no general solution to this problem 24;25 ) . Linear systems su er from the \curse of dimensionality" which { as it is hoped by many in the ANN eld { can be circumvented by using nonlinearly parametrized systems 26;27 . Beyond robustness our control scheme has the outstanding property that the approximate inverse-dynamics can also be adapted on-line using any adaptation mechanisms, as long as the conditions of the static control theorem hold uniformly. Note that the obtained stability result is global: there is no need to bound the initial error estimate.
This chapter is organized as follows. In Section 2 we introduce two variants of the SDS control scheme, the rst variant having been designed to control rst order plants (i.e. plants whose relative degree is one), while the second variant can be used to control plants of any order. An outline of the stability proofs of the control schemes is given, whose details will be published elsewhere 28 . Then two examples are furnished to illustrate the workings of our theory. In Section 3.1 simulations for controlling a chaotic bioreactor by the rst SDS variant are presented. In the section following it the second scheme is used to control a 3-joint robotic manipulator when the physical quantities of the robot arm, such as the payload and friction coe cients, are imprecise. While the experimental and theoretical results were found to be in good agreement we also felt it necessary to discuss some issues outside of the domain of the theory, such as the e ect of low sampling rates. In Section 4 the neural network architecture which can implement the speed-eld planning mechanism and approximation of the inverse-dynamics in one go is quickly reviewed. Afterwards the biological relevance of the SDS scheme is discussed in Section 5. Finally the chapter is rounded o with a summary and further discussion. 
where q is the state vector of the plant and u 2 R m is the control. For the sake of notational simplicity the dependence of A and b on q will from now on not be explicitly represented. Now let us assume that we have an estimate of the true inverse-dynamics function (q; _ q) = A _ q + b, given by^ (q; _ q). The SDS Feedback Control equations can then be written as u = u f (q; _ q; v(q)) + w;
where u f is the so called feedforward controller (to be speci ed later), > 0 is the gain of feedback, and the desired motion is determined by a speed-eld tracking task that prescribes the speed vector _ q of the plant as a function of 4 the state vector:
(5) Speed eld tracking is not typical in the control literature, but arises naturally if we consider stationary optimal-control problems such as path planning tasks 29 . Conventional control tasks, such as point-to-point control and trajectory tracking cannot be exactly rewritten in the form of speed-eld tracking and vice versa 1;30 . As was argued in the Introduction the speed-eld tracking task has the advantage that the designer can incorporate several objectives into the form of the speed-eld to be tracked hence extend the model's range of possibilities.
In what follows the usual de nition of positivity for elds of square matrices will be required. The proof is based on an extension of Liapunov's second method 1 . One can make use of the error equation Note that we do not assume that either A orÂ is invertible (not even in the generalized 31 sense). Note too that the assumptions of this theorem follow from the assumptions of the original SDS stability theorem 1 , which is cited below: Theorem 2.3 Assume that the feedforward controller is given by the approximate inverse dynamics u f (q; _ q; v) =^ (q; v) =Âv +b (7) and that the following assumptions hold: required. This result shows that the closed-loop system is globally stable. The control scheme, described by Eqs. 3,4 and speci ed by the assumptions stated in Theorem 2.2, is shown in Fig. 1 . The particular form of the feedforward controller cited in Theorem 2.3 also enables one to specialize the controller to the one shown in Fig. 2 .
As it can be seen in Fig. 2 , two identical forms of the estimated inversedynamics function are utilized, one in a feedforward position with its input 7 Fig. 1 since now both the feedforward and the feedback controllers are given in terms of approximate inverse-dynamics. Our theorem also enables one to adapt the inverse-dynamics on-line; the stability of the control loop will not be a ected.
from the state vector of the plant and the`desired speed vector' v(q), while the other is in the feedback position with its inputs from the state vector of the plant and the measured or`experienced' speed vector, _ q. The di erence of the outputs of the two controllers is computed (Eq. 4), ampli ed and time integrated and then added to the output of the feedforward controller (Eq. 3). a Note that the boundedness ofv means that the plant is essentially stabilized by u f in the sense that _ q?v(q) =v(q)?v(q) is bounded. This postulate may be hard to meet without the invertibility condition on A. If A is invertible then the order (more precisely, the relative degree 32 ) of the plant can be shown to be equal to one.
A slight modi cation is needed in order to generalize the control scheme to plants of any order, the modi ed scheme being shown in Fig. 3 . The reader will duly note that that the only real di erence between the Figs. 1 and 3 is that the feedforward controller is replaced by the feedback controller. Now we a It is somewhat unfortunate that the speed vector _ q and thus an additional sensory system is needed for the control, but other methods also require this 32 . Still it is feasible that our method can be extended in a way similar to the one suggested by Hsu et al. 33 . The subtle point of this theorem (compared to the rst one) is the requirement thatÂ TÂ should be uniformly positive de nite over D. At the same time the condition on the stability of the feedforward part is super uous here, but the other conditions are the same as before. The theorem gives rise to a global stability result just like that in Theorem 2.2. Notice too that the particular form of the feedforward and feedback controllers make it unnecessary to build an estimate of b.
The main di erence between Theorems 2.2 & 2.4 and their proofs is that in the error equation corresponding to the rst scheme (Eq. 6) the r.h.s. is a function of the approximated inverse-dynamics throughv, whereas in the case of Eq. 8 there is no such dependence. This latter fact can be exploited to show that the above proof remains valid ifÂ andb vary in time but the conditions of the theorem remain valid at every instant. Thus we get the following important corollary: Corollary 2.5 Suppose that the conditions of Theorem 2.4 hold and also thatÂ =Â(t) andb =b(t). Next assume that A TÂ (t) andÂ T (t)Â(t) are uniformly positive-de nite over D and for all t > 0, and thatÂ(t) is bounded.
Then the conclusions of the above theorem still hold.
The lower bound of is inversely proportional with inf t;q min (A T (q)Â(q; t)) and inf t;q min (Â T (q; t)Â(q; t)) and proportional to sup t;q kÂ(q; t)k+kÂ(q; t)k 2 .
The uniform positive-de niteness conditions of the corollary follow, e.g. when A is bounded away from singularities uniformly over D: an assumption often required in adaptive control 32 . It is clear, too that the stability result does not depend on the speci c adaptation mechanism utilized, which is a fairly rare condition in adaptive control theory. However, one has to provide an additional proof to show that the conditions required forÂ are obeyed. Chemical systems can be relatively simple as they usually have only a few variables, but still troublesome to control due to strong nonlinearities which are di cult to model accurately. A prime example of this is the bioreactor. In its simplest form a bioreactor is simply a tank containing water and cells (e.g. yeast or bacteria) which consume nutrients (the "substrate"), produce products (both wanted and unwanted) and more cells. The simplest version of the bioreactor is a continuous-ow stirred-tank reactor in which cell growth depends only on the nutrient being fed into the system. The target values to be controlled are the cell mass yield and the nutrient concentration. A basic set of equations for such a bioreactor is: where c 1 and c 2 are, respectively, dimensionless mass and substrate conversions 34 . The control parameter u is the ow rate through the reactor, while the control parameter v is the ow rate used to raise the substrate concentration. The constants and determine the rate of cell growth and nutrient consumption, while S de nes the dimensionless form of substrate concentration.
This problem has proved challenging for conventional controllers and has been suggested as a control benchmark problem 35 . The system is di cult 10 to control for several reasons. Firstly, the uncontrolled equations are highly nonlinear and exhibit limit cycles. Secondly, optimal behaviour occurs near an unstable region. Note that for = 0:02, = 0:48 and S = 1 a Hopf bifurcation occurs at u = 0:829, v = 0:0004 as shown in Fig. 4 .
Our experiments with this plant consisted of two phases corresponding to two sets of target values for c 1 and c 2 . In the rst stage the system was brought to a steady state at (c 1 ; c 2 ) = (0:0737; 0:8760) and then the target values were changed to (c 1 ; c 2 ) = (0:1287; 0:8688), corresponding to a stable xed point of the reactor with ow rates (u ; v ) = (0:8012; 0:0004). In the second stage the target cell mass was increased again, this time to (c 1 ; c 2 ) = (0:1737; 0:7978) with equilibrium control values (u ; v ) = (1:0652; 0:0004). This change in setpoint was su cient to shift from a stable regime into the domain of attraction of a limit cycle. Even if the correct model is known, small errors in parameters give rise to rather inaccurate control when a feedforward controller is used: an error of 2% in leads to 50% error in the target cell mass 36 . The control was applied with a zero order hold of 0:5 seconds while simulating the bioreactor We tested the rst order SDS Control (Eqs. 3,4 and 7) using the inversedynamics corresponding to Eq. 9 with^ = 1:1 . Since the change of results in an additive perturbation of the inverse-dynamics, the SDS Control can be applied without any restrictions and the theory predicts that SDS Control will yield a bounded tracking error. The speed-eld was given by v(c 1 ; c 2 ) = (c 1 ? c 1 ; c 2 ? c 2 ), where was determined such that with ideal control e(t )=e(0) = 1=e for t = 10=3 s, where e(t) is the error of either c 1 or c 2 at time t. The error of tracking is shown in Fig. 5 .
The rst of the three sub gures of Fig. 5 corresponds to the case when the inverse dynamics model was ideal, while the second and third sub gures correspond to the cases when the inverse-dynamics was imperfect, with and without dynamic feedback respectively. Note that there is almost no di erence between the rst and second sub gures, implying that SDS Feedback could very e ciently compensate for the mismatched inverse-dynamics model. However, when there was no feedback the error percentage of c 1 was larger than 60%. Fig. 5 suggests that SDS Control is able to perfectly compensate for the perturbation even though the perturbation is highly nonlinear. This also follows from the theory since it can be shown that provided the plant reaches a su ciently small neighborhood of the designated equilibrium state and can be linearized, then the feedback can compensate in a perfect fashion 1 . Fig. 3 .1 depicts the control variables and the ideal control values in the three cases. This gure reinforces the impression that SDS Control is e cient. Throughout these experiments the feedback gain was 1. : Idealized 3-joint robotic manipulator The dynamics of this 3-joint robotic manipulatoris highly non-linear. A typical perturbation is when the manipulator grasps (or releases) an object. This can be modelled, say, by changing the mass (M 2 ) at the end-e ector. The compensation for such a perturbation is di cult, especially when the mass of the object is large compared to the mass of the manipulator.
goes to in nity. This means that the SDS scheme should be applied only if one can ensure a priori that _ remains bounded (more speci cally, a bound can be given for _ ) during the control. Since the plant is a mechanical system boundedness can be achieved according to the law of energy conservation provided that the controls remain bounded, which can be achieved e.g. by some variant of the -modi cation scheme or a projection method. This condition was not implemented in the experiments, so the results once again show the robustness of the SDS scheme.
Assume that the task is de ned in terms of a certain speed-eld s( ) given in the con guration space, i.e., the task is to make sure _ = s( ):
We admittedly abuse the terminology here, in that we use the expression \speed-eld" to mean a vector-eld both over the con guration-and the statespaces. The speed-eld over the state-space needs another component beyond the speed-eld over the con guration space, the eld of desired accelerations. So let this be de ned as the di erence between the desired and the actual speed: a( ; _ ) = s( ) ? _ It should be mentioned that one can use the`simpli ed inverse-dynamics' 0 ( ; ) =^ ( ; 0; ) because letting _ = 0 in^ corresponds to an additive perturbation (since M does not depend on _ ) and this can be compensated for without any additional requirements. The simpli ed inverse-dynamics is important for the case of learning schemes utilizing local approximators, as it means that only the con guration space (the 3-d space for the 3-joint robotic arm) and not the tangent bundle of the con guration space (a 6-d space) need be discretized. This is an important property of the control scheme since the number of discretization units scales with the dimension in the exponent.
The exact forms of M and V used in the computer experiments are taken again from the benchmark problem section 37 of the book edited by Miller et al. 38 , the corresponding equations being detailed in the Appendix. The equations were sampled at a rate dt = 0:01s using Euler's method and the control time interval was varied. In one set of experiments we used a high-frequency control (dt = 0:01s), while in another set a lower sampling rate was tried (dt = 0:05s). It was evident that the Euler method with the given sampling rate limits the range of the control torques, since otherwise one may loose numerical stability. Fig. 7 shows the results for the SDS scheme. It can be seen that in the high frequency case the perturbation had almost no e ect on the working. It was observed that in the initial phase it was the feedforward part which governed the plant, while later the role of the feedback part supressed that of the feedforward part. When sampling was slow and the perturbation was signi cant (the mass of the robot was doubled) damped oscillations sometimes arose. Increasing the gain of control was able to help this a little, but in practice it is more expedient to choose lower gains to minimize energy consumption. Fig. 8 shows the analogous results for the computed torque scheme. The computed torque method seemed to be more sensitive to the sampling rate: in the low-frequency case the controller was unable to move the robotic manipulator to the desired end-point. Even in the perfect model and for high frequency sampling the nal error of the computed torque method was considerably larger than that for the SDS controller. (In the case of the computed torque method nal = (+0:1045; +1:1547; +0:6254), while for the SDS controller nal = (+0:1044; +1:1156;+0:6828) = d .) Of course, in general the dynamic part of the SDS Controller makes the controller more precise. Besides this note that the inverse-dynamics model should explicitly contain the sampling rate 37 higher frequency sampling corresponding to a stronger controller. This in turn makes the computed torque controller somewhat weak in the case of low frequency sampling. The SDS Controller did not su er from this problem since the dynamic part could build up the appropriate control torque.
An Arti cial Neural Network Implementation
A neural network architecture capable of planning speed-elds and approximating inverse-dynamics in a uni ed way is shown in Fig. 9 . Here we describe the working mechanism suited to path planning problems 29 . This particular architecture was suggested earlier by the authors 39;40 .
The layers of the architecture are called the sensory layer, the geometry discretizing layer, the interneural layer, and the control layer. The layers are connected as follows. Spatially-tuned feedforward connections bring the sensory information to the geometry discretizing layer. The sensory neurons provide the input to the network, and they may be thought of as discretizing the state-space of the plant. The neurons of the geometry-discretizing layer should develop a problem-dependent discretization of the state-space, so the weights of these neurons may be developed in a self-organizing process such as the winner-takes-all mechanism 41;42 . The path-planning problem is given in terms of discretization point occupancies, the discretization points being identi ed with the neurons of the geometry discretizing layers. Any discretization point can be occupied by an obstacle, the plant, or the target. It is also possible that more than one discretization point might be occupied by an object. This results in a coarse coded, distributed representation of the object that in turn will result in smoother control signals. It is of course assumed that sensory inputs corresponding to start, target and obstacle entities are recognized by some higher order system. The geometry-discretizing layer has recurrent intralayer geometrical connections that connect neighbouring nodes, whose connections can be learnt in a self-organized way, too 41;42 . Here the path-planning algorithm might be implemented as follows. The laterally-oriented geometrical connections between neighbouring discretization points allow activation to spread: when the activity-spreading on the discretization system settles down we say that an activity eld is formed. We call this the equilibrium activity map. The plant should move along the \gradient" of this activity map which, as a vector-eld, can be identi ed with the speed-eld sought. (We consider the neural net as a numerical approximation of a continuous system. If the concepts are used with care one can then talk about the gradient eld in the discretized system, i.e. an approximation of the corresponding quantity in the continuous system.) The activation spreading equation that forms this activity map can be of the di usion type 43;44;45;46 , when the equilibrium eld only has one minimum and one maximum. As a matter of fact, these extremes correspond to the position of the plant and the goal, respectively. All this is achieved by allowing a unit in ow at the position of the plant and a unit out ow at the position of the goal. Any obstacles may be avoided by setting up appropriate boundary conditions, like forbidding the activity to spread along the lateral connections of the discretization points (neurons) occupied by obstacles, thus approximating to the Neumann boundary condition. If the gradient of the equilibrium map is followed it results in a path from the plant's actual position to the goal position. For on-line motion control the activity-map should be continuously upgraded. This is important if either the obstacles or the goal is moving, or if either the controller or sensors are imperfect. For continuous motion the changes of the equilibrium activity-map are di erential and thus the relaxation time of the spreading activation model is a di erential quantity. This enables fast, on-line path planning. Now let us return to the steady-state di usion eld case. The di using activities are sensed by the interneurons. The speed-eld is represented by interneural activities which are summed up to give the estimated control response. The interneurons are simple linear I/O units that serve as sensors and also as the starting point of associative feedforward connections that point to control neurons. The free-space learnt control-connections allow the plant to move along the designed speed-eld, if the control connections belonging to interneurons of the start-node geometry connections are controlling the motion. Obstacle avoidance without further training is really a natural consequence of the structure. The network can be made fully self-organizing with Hebbian-learning 41;42 , the only exception being the aforementioned higherorder recognition module that initializes the formation of the steady-state geometry-discretizing-layer activities. The interneuron-to-control neuron connections (the control connections) form the direct, associative identi cation of the inverse-dynamics in the form of a`position-direction to action' (PDA) map, its learning properties being scrutinized elsewhere 47 . Another bene t of this architecture is that the number of control-units scales linearly with the number of discretization units, and the discretized space is not the tangent bundle of the con guration space, but rather the con guration space itself. The speedeld tracking formulation, the freedom to use a simpli ed inverse-dynamics, and the interneuron concept all contribute to an overall simpli cation of things.
5 Biological relevance
The SDS scheme has been suggested as a suitable candidate for constructing a model of higher-order motor functions of the basal ganglia { thalamocortical loops 48 , since several special properties of the SDS scheme are highlighted when dealing with these motor areas. The case of identical feedforward and feedback controllers makes extensive use of di erencing and allows one to use the simpli ed inverse-dynamics. The SDS model of motor control requires the existence of cortical neurons that compute the desired speed vector v(q), an estimate of the desired control vector^ (q; v), the experienced (measured) speed vector _ q, an estimate of the \experienced control vector"^ (q; _ q), and the appropriate di erences. The SDS model of basal ganglia { thalamocortical loops identi es these di erencings between desired and experienced channels with the functional consistency found in the basal ganglia 48 . According to Alexander, the various projection to the external and the internal segments of the globus pallidus are similar in functionality, that can be seen via the activations of the medium spiny neurons of the putamen, the targets of cortical a erents arising from the motor areas. An activation of striated medium spiny neurons associated with the di erent arms of the indirect pathway will tend to increase the output of the basal ganglia. In contrast, an activation of medium spiny neurons associated with the direct pathway tends to decrease the output of the basal ganglia. The net result is that a cortically-initiated activation of the direct (indirect) pathway will tend to enhance (suppress) reentrant thalamocortical excitation by a decreased (increased) inhibitory out ow from the basal ganglia to the thalamus 49 .
It is reasonable to assume that information about the position and about the experienced and desired directions have been formulated somewhere, possibly outside of the basal ganglia { thalamocortical loops and that this information forms the basis of computation in these loops. The basal ganglia then performs the di erencing: The desired acceleration may be expressed as the di erence between the desired direction and the experienced direction. The feedforward control vector can be computed by means of subtracting the estimate of the \experienced control vector" from the estimate of the desired control vector. The feedback control vector one notes is the time-integrated value of the feedforward control vector. Using these properties of the SDS Feedback scheme it is possible to characterize the model neurons of these control areas: model neurons representing the desired acceleration will have higher ring rates in the preparatory phase, whereas the ring rates of model neurons representing experienced direction are motion related. The model neurons that represent the desired direction have mixed characteristics. Motion related model neuronal activities too may be divided into directional and muscle-like categories, the former one corresponding to the experienced direction and the latter one expressing components of the control vector. The consequences on the classi cation of model neurons are in general agreement with the experimental classi cation 50;51 .
Two other features of the SDS scheme, which must be taken into account when considering an implementation, are: (1) The sign of the di erencing related to the desired and experienced estimates of the true inverse-dynamics function is subject to particular task settings (consider, say the problem of mirror writing when the trajectory to be followed by the pen is watched through a mirror); (2) The feedback channel should be sign proper in all of the components. Both constraints involve separate feedback channels and recognitionbased channel selection for sign proper results. The nding that the basal ganglia { thalamocortical loops are organized in distinct parallel pathways 52 is then suggested as the division of the \task-space" into subsets with signproper feedback channels 48 . The division of the task-space and computation of the acceleration eld requires separate neuronal subsets that compute task related and limb related components for both preparatory, motion related and mixed activities. This is yet another feature of neurons belonging to these loops 53 .
The feedback control vector should be computed by means of some integration procedure. The model predictions concerning this integration are not restrictive. But it is reasonable to assume that the biological system performs some form of leaky integration. One hypothetical possibility about this integration' is that it results from a neuron subset receiving a thalamocortical recurrent excitation that in turn integrates the control components of the feedback channel. Another might be that di erencing and integration are interchanged and a subset of neurons integrate before di erencing. Yet another possibility is suggested from noting that the feedforward and feedback controllers are identical, and the summation of the two control vectors can be viewed as a weighted integration (i.e. a memory function with non-exponential time dependency) in the feedback channel. That is, the basal ganglia { thalamocortical loops of higher order motor functions might be organized as feedback loops without any feedforward channel. In this case neurons with di erent integrate and re' time constants could represent any weighted sum. Computations without making use of the feedforward channel show minor di erences only at the start of the motion, indicating a viability even for the case of an exponential memory function. Considering that integration and di erencing can be interchanged the concept of weighted memory function seems to accord well with the fairly recent ndings that (1) activities in the supplementary motor area, the motor cortex and the putamen strongly overlap, and (2) the activities in the cortical regions precede the activity in the putamen 50;51;53 . The results concerning the robustness of the SDS scheme against inaccuracies in the di erencing procedure, plausible connections with the major diseases of the basal ganglia as well as elaborations on other close similarities between the basal ganglia { thalamocortical loops and the SDS scheme can be found elsewhere 48;28 . 6 Summary and further discussion
The`Static and Dynamic' State (SDS) feedback control scheme 1;30 of ours was presented. Then slight modi cations of the original control equations led to a global stability property which could be proved in a rigorous manner 1;28 . The main advantage of this new scheme is that within the con nes of the stability theorem the parameter adaptation scheme can be chosen arbitrarily, allowing the use of non-linearly parametrized function approximators such as neural networks. One restriction of SDS Control is that the results hold only for bounded plants, although it was shown in computer trials that the SDS Control still seems quite suitable for non-bounded plants such as realistic robotic manipulators. One outstanding question is whether SDS Control can be used to control plants with non-trivial zero-dynamics. So far the results obtained were for only the case when there is no zero-dynamics at all, but it does seem to be able to extend the theory to cover plants which are globally minimum-phase.
Two sets of simulations were presented, that of the control of a bioreactor and of a robotic manipulator. The experiments bore out the predicted theoretical results, i.e. that the SDS Controller is capable of compensating for large perturbations. It was observed too that SDS Control is sensitive to the sampling rate of control, but it is less sensitive than the static (non-adaptive) computed torque method.
It was argued that since the SDS scheme allows one to choose and modify the functional form of the speed-eld to be tracked, the estimation of the inverse-dynamics, and the particular adaption mechanism, one must have an attractive option for optimization according to de nite external objectives like minimization of energy consumption and the mean square tracking error.
It has been argued elsewhere 48 that the architecture, the workings and the stability conditions have a lot in common with basal ganglia { thalamocortical loops. The higher order formulation of the SDS scheme allowed us to interpret the local approximators of the scheme as the models of the neuronal groups of the supplementary motor area, the motor cortex, and the putamen. The question arises of what extent one can view the SDS scheme as a viable functional model of these puzzling areas of the brain.
