Abstract-Pose graph optimization from relative measurements is challenging because of the angular component of the poses: the variables live on a manifold product with nontrivial topology and the likelihood function is nonconvex and has many local minima. Because of these issues, iterative solvers are not robust to large amounts of noise. This paper describes a global estimation method, called multi-hypothesis orientation-from-lattice estimation in 2-D (MOLE2D), for the estimation of the nodes' orientation in a pose graph. We demonstrate that the original nonlinear optimization problem on the manifold product is equivalent to an unconstrained quadratic optimization problem on the integer lattice. Exploiting this insight, we show that, in general, the maximum likelihood estimate alone cannot be considered a reliable estimator. Therefore, MOLE2D returns a set of point estimates, for which we can derive precise probabilistic guarantees. Experiments show that the method is able to tolerate extreme amounts of noise, far above all noise levels of sensors used in applications. Using MOLE2D's output to bootstrap the initial guess of iterative pose graph optimization methods improves their robustness and makes them avoid local minima even for high levels of noise.
coordinate frame. Finding the global minimum of the likelihood is difficult mainly because of the angular component: nodes' orientations belong to a product of manifolds that have a nontrivial topology [SO (2) n or SO (3) n , with n the number of observable poses]. In fact, if the orientations were known, pose optimization would be a linear problem [3] . With unknown orientations, the problem is nonlinear, nonconvex, and with multiple local minima even in simple instances [4] .
The state-of-the-art techniques for pose optimization, such as g2o [5] and Toro [6] , are iterative optimization methods that minimize a cost function starting from an initial guess. None can guarantee convergence to a global minimum, and it is observed that they get trapped in local minima in the presence of large measurement noise [6] . This paper focuses on the problem of estimating the nodes' orientations from pairwise relative angular measurements in the planar case [orientations in SO(2)], which is of interest in several application scenarios, that range from domestic environments to factory floors. We describe MOLE2D, a multi-hypothesis global optimization method that does not suffer from local minima, even with extreme amounts of noise, and has precise probabilistic guarantees. Experiments show that, once the nodes' orientations have been estimated with our method, they can be used as a first guess for traditional solvers to obtain a robust and accurate solution for pose graph optimization.
A. Related Work in Robotics
The formulation of SLAM as an optimization problem on a graph traces back to Lu and Milios [1] . Gutmann and Konolige [7] describe how to build a pose graph in incremental fashion from laser scan measurements. A large amount of subsequent work focuses on speeding up computation. Duckett et al. [8] use a Gauss-Seidel relaxation to minimize residual errors. Konolige [9] describes a reduction scheme to improve efficiency of nonlinear optimization. Thrun and Montemerlo [2] describe a conjugate gradient-based optimization that enables large-scale estimation. Frese et al. [10] propose a multilevel relaxation that considerably reduces the computation time by applying a multigrid algorithm. Olson et al. [11] propose an alternative parameterization for the problem, which entails several advantages in terms of computation and robustness. Grisetti et al. [6] extend such framework, proposing a method (Toro) that is based on stochastic gradient descent and uses a tree-based parametrization. Kaess et al. [12] - [14] present an elegant formalization of SLAM using a Bayes tree model and investigate incremental estimation techniques. Several recent papers focus on the manifold structure of the problem: the domain of the problem is a product of manifolds SE (2) or SE (3) , and this aspect requires a suitable treatment when using iterative optimization techniques [15] , or closed-form problem-specific methods [16] - [18] . Kuemmerle et al. [5] describe the g2o framework to solve general optimization problems with variables belonging to manifolds. Olson and Agarwal [19] , and Sünderhauf and Protzel [20] , [21] extend this framework, with the purpose of increasing robustness to outliers. Rosen et al. [22] propose the use of a trust-region method to enhance convergence of iterative optimization. The idea of improving convergence by bootstrapping iterative solvers with suitable estimates has appeared in different forms in the literature [23] - [25] . The theoretical analysis of the problem is slightly behind applications; see Knuth and Barooah [26] , Huang et al. [27] , and Wang et al. [4] .
B. Related Work in Other Fields
Other fields outside of robotics deal with problems formally equivalent to pose graph optimization, such as attitude synchronization [28] and calibration of camera networks [29] . Often these problems are formulated in a distributed setting, where a set of agents must estimate a local state (pose, position, orientation, etc.) based on inter agent measurements (relative distance, relative bearing, etc.). For example, Barooah and Hespanha [3] , [30] consider the problem of estimating positions of robots in a team from relative position measurements, assuming known orientations. Knuth and Barooah [31] focus on distributed computation. The case in which the node positions have to be estimated from bearing measurements was pioneered by Stanfield [32] and further developed in more recent work [33] - [35] . Another common setup is the one in which node positions are estimated from pairwise distance measurements [36] - [39] .
C. Relation With Previous Work
The previous works by Carlone et al. in [25] and [40] proposed a fast approximated method to compute orientations in a pose graph, and then solving for the translations given the orientations. Those works motivated this paper, but it follows a different route. This paper presents a formal treatment of the orientationonly estimation problem; rather than proposing an approximation, we care about finding a guaranteed orientation estimate. In hindsight, the results of this paper allow us to conclude that the rounding operation proposed to solve the wraparound problem in [25] is only a heuristic to solve a quadratic integer program, which does not necessarily lead to the optimal solution [41] . More in detail, the proof of equivalence to a quadratic integer program, the MOLE2D algorithm, and the experimental results are original and have not been published in previous work.
D. Paper Outline
Our results derive from the joint application of graph theory, differential geometry, and integer programming. Section II recalls the necessary preliminaries.
Section III introduces the usual maximum likelihood formalization for the orientation estimation problem, with extra care to assumptions and problem symmetries. Section IV proves that the maximum likelihood orientation estimation problem, with domain SO (2) n (where n is the number of observable nodes), is equivalent to an unconstrained, quadratic, integer optimization problem on Z , where is the number of cycles.
Section V shows that the maximum likelihood orientation estimator may suffer from a bias, which intuitively corresponds to choosing the wrong number of windings for one or more loops in the graph. For this reason, it is not necessarily the best choice for the problem at hand.
Section VI and VII describe the MOLE2D algorithm (Multihypothesis Orientation-from-Lattice Estimation in 2D), which returns a set of hypotheses for the nodes' orientations. It has precise probabilistic guarantees: at least one hypothesis is "close" to the actual nodes' orientations within a given confidence level. The algorithm returns a small set of plausible hypotheses, if the "frame of reference", described by the cycle basis matrix, is chosen appropriately. Choosing the minimum cycle basis minimizes the expected number of hypotheses.
Section VIII discusses the performance of MOLE2D on standard SLAM datasets. For the case of orientation estimation, we explore the tradeoff in performance implied by the choice of the cycle basis matrix used by MOLE2D. The results confirm the theoretical predictions. In common problem instances, the set of estimates contains a single element, because the problem is very well constrained. For the case of pose optimization, we show that simply substituting the orientation estimate computed by MOLE2D in place of the odometric initial guess greatly enhances the robustness to noise in g2o.
Datasets, source code, and the technical report [42] , with extended proofs are available at [43] .
II. PRELIMINARIES

A. Computational Graph Theory
Chen [44] is a popular reference for computational graph theory. Our notation (see Table I ) is compatible with Kavitha et al. [45] , from which we take most results about cycle bases. A directed graph G is a pair (V, E), where the vertices or nodes V are a finite set of elements, and E ⊂ V × V is the set of edges. Each edge is an ordered pair e = (i, j). We say that e is incident on nodes i and j, leaves node i, called tail, and is directed towards node j, called head. A weighted graph has also a nonnegative weight w ij associated to any edge e = (i, j). The number of nodes and edges are denoted with n + 1 and m. Our graph has n + 1 nodes, rather than n, because only n independent variables will be observable, and this choice will simplify the notation later.
The incidence matrix A of a directed graph is an (n + 1) × m matrix with elements in {−1, 0, +1} that exhaustively describes the graph topology. Each column of A corresponds to an edge and has exactly two nonzero elements. For the column corresponding to edge e = (i, j), there is a −1 on the i-th row and a +1 on the j-th row (see Fig. 1 ). The reduced incidence matrix A is obtained from A by removing one row. Without loss of generality, in this paper, we assume that it is the first row, which corresponds to the first node, that is set to the origin of the reference frame. If A has dimensions (n + 1) × m, A has dimension n × m. Fig. 1 . To illustrate the definition of cycle basis, we use a toy graph with vertex set V = {A, . . . , H} and edge set E = {1, . . . , 9}. We assume that each edge has unitary weight. The topology is entirely described by the incidence matrix A of the graph, while the reduced incidence matrix A is obtained from A by deleting the first row. A spanning tree is given by edges {1, 2, 3, 4, 5, 6, 8}; the corresponding chords are edge 7 and edge 9 (reported as dashed lines in the figure) . C 1 is a cycle basis matrix for the graph, whose first circuit includes edges {1, 2, 3, 4, 5, 6, 8, 9} and second circuit includes edges {1, 2, 7, 8, 9}. C 2 is a minimum cycle basis, whose first circuit includes edges {1, 2, 7, 8, 9} and second circuit includes edges {3, 4, 5, 6, 7}.
A spanning tree is a subgraph with n edges that contains all the nodes in the graph. For a given spanning tree, the edges of the original graph that do not belong to the spanning tree are called chords. A cycle is a subgraph in which every node appears in an even number of edges. A circuit is a cycle in which every node appears exactly in two edges. Once the m edges have been given an arbitrary order, a directed circuit can be described by a vector of m elements, in which the e-th element is +1 or −1 if edge e is traversed respectively forwards (from tail to head) or backwards, and 0 if it does not appear. Therefore, a circuit can be represented by a vector in {−1, 0, +1} m . Because an edge can be traversed twice or more by a cycle, a cycle is represented by a vector c ∈ Z m . If the graph is weighted, the weight of a cycle c ∈ Z m is the sum of the weights of the edges that it traverses
A cycle basis of a graph is a minimal set of circuits such that any cycle in the graph can be written as a combination of the circuits in the basis. We define C G as the set of all cycle basis of the graph. The number of independent circuits in the cycle basis is called cyclomatic number and it is equal to = m − n. A cycle basis matrix is a matrix C ∈ Z ×m , such that each row c (t) describes one of the circuits (see Fig. 1 )
. . .
In order to simplify the notation, and without loss of generality, we order the edges such that the first n edges belong to a spanning tree T and the remaining edges are chords with respect to T. This allows to write any cycle basis matrix C as
where C T ∈ Z ×n contains the columns in C corresponding to edges in T, and C ⊥ ∈ Z × contains the columns in C corresponding to chords with respect to T.
The weight of a cycle basis is the sum of the cycles' weights
The minimum cycle basis (MCB) is a basis (not necessarily unique) that has minimum weight
In this paper, we only consider the weight function w that associates to each edge the variance of the corresponding measurement. Therefore, we use the notation "MCB" omitting the dependence on the graph and on the weight function, and implying that we consider a minimum uncertainty cycle basis. Similarly, when we talk about minimum spanning tree, we refer to a minimum uncertainty spanning tree.
B. Modulus Algebra
The map · 2π is a function from R to the interval (−π, +π]
which can be written explicitly as
where · is the floor operator. For a given ω, there exists only one integer k ω , which we call regularization term, such that ω 2π = ω + 2πk ω , and it is given by k ω .
and it also holds that
The modulus is not distributive with respect to addition, but it holds that
C. Differential Geometry of Angles
The exponential map Exp : R → SO(2) for the manifold SO(2) is a map from the tangent space at the identity so(2) R to the manifold. This map is surjective but not bijective.
The logarithmic map Log : SO(2) → P(R) is the right inverse of the exponential map, and it maps an angle in SO(2) to all elements in the tangent space that have the same exponential. Here, "P(R)" denotes the power set of R. Note that the fact that the exponential map is not invertible is an intrinsic property and does not depend on a particular parameterization.
The logarithmic map satisfies the Lie group property
and the Abelian property Log(s 1 s 2 ) = Log(s 1 ) + Log(s 2 ).
The principal logarithm map Log 0 : SO(2) → R is a bijective function that chooses one particular element on the tangent space, namely, the closest to the origin. A property of the principal logarithm is that it can be written with the map · 2π Log 0 (s) = Log(s) 2π .
If SO(2) is parameterized by angular coordinates in (−π, +π], then the coordinate version of Exp is simply the modulus · 2π , while the principal logarithm maps a rotation matrix to the corresponding angle of rotation in (−π, +π].
D. Wrapped Gaussian Distribution on the Circle
The wrapped Gaussian distribution on the circle is the generalization of a Gaussian distribution [46] , [47] , in the sense that it is the solution of the heat equation on the circle, and has several other analogous properties. It can be obtained by applying the exponential map to a Gaussian variable that lives on the tangent space
where σ is the scaling parameter for the wrapped distribution. The probability density function for a wrapped Gaussian W σ 2 : SO(2) → R + can be written as
Note that Log 0 returns a value in [−π, +π). A wrapped Gaussian may show a very different behavior with respect to a Gaussian density. For instance, as the noise increases, a Gaussian density would tend pointwise to 0, while the wrapped Gaussian distribution tends to the uniform distribution on the circle: lim σ 2 →∞ W σ 2 = 1/2π. Other properties are instead maintained, such as the closure with respect to convolution [47] . 
III. MAXIMUM LIKELIHOOD ORIENTATION ESTIMATION
We introduce the standard formulation for maximumlikelihood estimation of the orientations given relative measurements. Let G be a directed graph with n + 1 nodes. Each node has an unknown orientation r • i ∈ SO(2). The set of m edges E corresponds to the available measurements. For any edge (i, j) ∈ E, we observe the relative orientation
where ε ij is a random variable on SO(2) representing measurement noise, and assumed to be distributed in accordance with a wrapped Gaussian with scaling parameter σ ij > 0. We refer to σ 2 ij as the variance, as it parameterizes the Gaussian noise before wrapping (see Section II-D). The first formalization of the problem is intrinsic on the manifold SO (2) .
Problem 1 (Intrinsic formulation of maximum likelihood orientation estimation in the absolute frame): Given the set of relative observations {d ij } ∈ SO (2) m , for (i, j) ∈ E and the corresponding variances σ 2 ij > 0, find the set of minimizers
The symbol r i denotes the optimization variable associated to the orientation of the i-th node, while r • i is the true value. Remark 2 (Use of the wrapped Gaussian): By modeling the noise as a wrapped Gaussian in Problem 1, we made explicit an assumption often kept implicit in related work focusing on the optimization perspective (e.g., [5] , [15] ), for which one just needs to define an objective function without necessarily defining a generative model for the noise. For small measurement errors, assuming that the objective function is quadratic on the tangent space implies that the noise is distributed in accordance with a wrapped Gaussian (Lemma 6). Other modeling possibilities include the Von Mises or Bingham distributions [48] . We use the wrapped Gaussian for angular measurements for the same reasons we use the Gaussian in Euclidean space: 1) for theoretical reasons, as it is privileged among all distributions because it maximizes entropy for a given variance; 2) for simplicity, as it has the semigroup property (Lemma 1) that allows for finitedimensional parametrization; and 3) for practical reasons, as linear(ized) models play well with Gaussian distributions and sometimes allow for closed forms.
Remark 3 (Independence assumption): Problem 1 assumes that the relative orientation observations are indepedendent. This is violated if the same sensor measurement is used to compute two relative orientation observations, as it happens in scan matching. In general, assuming uncorrelated measurements leads to estimators which are still consistent although not optimal. We make the independence assumption mainly for notational simplicity to write the likelihood as a sum of terms each using only one measurement. This is convenient as we go through multiple reformulations of the problem. Once we get to vectorial notations, then we can easily accommodate correlated measurements; for instance, Problem 5 is valid also for nondiagonal covariance matrix.
A. Observability and Symmetries
All optimization problems in this paper are posed as finding a set of minimizers, rather than the "optimal solution." The set of minimizers is indicated as S i for Problem i. Only in some cases, we will be able to conclude there is a unique solution, and hence S i has only one element. We need to be careful about keeping track of the set of minimizers, because the first part of the paper (see Section IV) consists in transforming one problem to another, sometimes changing the domain or introducing extra variables. To facilitate bookkeeping, we use the concept of symmetry: a symmetry of an optimization problem is an invertible transformation of the unknown variables that preserves the value of the objective function. Speaking of symmetries is a formal way of speaking of unobservability from the algebraic/geometric point of view. Problem 1 has one symmetry that corresponds to the well-known fact that the absolute orientations are not observable from only relative measurements: the relative measurements do not change if the nodes' orientations are rotated by the same amount.
Formally, for any rotation matrix s ∈ SO(2), the objective function (10) is invariant to the invertible function
To avoid this ambiguity, and following standard convention, we fix the orientation of the first node to the arbitrary value r 0 = ( 1 0 0 1 ). The problem can be then restated using only n variables.
Problem 2 (Intrinsic formulation of maximum likelihood orientation estimation): Given a set of relative observations d ij ∈ SO (2) m , for (i, j) ∈ E, and the variances σ 2 ij > 0, find the set of minimizers S 2 = {r i } ⊂ SO(2) n that satisfies
having fixed r 0 = ( 1 0 0 1 ). The function has a minimum, because it is defined on the compact set SO (2) n and is bounded from below. The minimum is unique in a noiseless setup and for a connected graph.
Proposition 4 (Observability of orientations):
In the noiseless case, |S 2 | = 1 if and only if the graph is connected. The proof is straightforward and proceeds by looking at the measurements along a spanning tree, which uniquely identify the optimal solution [42] . Henceforth, the graph G is assumed to be connected. It has not been known whether the solution is unique in the noisy case; we will show that this is true with probability 1 (Proposition 13).
B. Choosing Coordinates
As a first step, we make a choice of coordinates for the nodes' orientations and measurements. We include this passage in the Problem Statement section since it leads to the problem formulation that is commonly adopted in the literature.
We use the coordinates θ • ∈ (−π, +π] n for the true unknown orientations, the coordinates θ ∈ (−π, +π] n for the optimization variables, and the coordinates δ ∈ (−π, +π] m for the relative measurements. Formally, these are defined as the principal logarithm of quantities that live on SO(2)
The θ • is the "true" and unknown quantity that we want to estimate. We now want to write the objective function (11) as a least-squares cost, depending on the coordinates θ and δ. It is only possible to write the likelihood as a quadratic function if σ ij is small enough; as it grows, the likelihood of the measurement tends to a constant that cannot be represented as a quadratic function.
Assumption 5: The uncertainty of a single measurement does not "spill over" the ±π boundaries: 3 σ ij π. This assumption is typically respected in robotics because the measurements are more precise than the given threshold.
Moreover, with a preliminary transformation, we can assume without loss of generality that Assumption 5 is satisfied: because the convolution of two wrapped Gaussians is still a wrapped Gaussian (Lemma 1), we just need to replace one edge with a large variance σ 2 ij with two edges with smaller variances whose sum is σ 2 ij . With this assumption, we can write the likelihood as a quadratic function (but, still, with the modulus operation).
Lemma 6 (Quadratic approximation in coordinates): If Assumption 5 is satisfied, then
with the constant c equal to log σ ij √ 2π . Proof: From the definition of d ij in (9), it follows that
(The other summands are negligible for 3σ ij π.)
The rest of the proof consists of algebraic manipulation based on properties that we have already introduced
(Using the property of Log 0 in (7).)
(Using the property of SO (2) in (6).)
(Using the property(4).)
(Using the property (7)and the definition(12).)
Using the lemma, we state Problem 2 as quadratic minimization.
Problem 3 (Angular coordinates formulation of maximum likelihood orientation estimation): Given the observations δ ij ∈ (−π, +π], for (i, j) ∈ E, and the variances σ 2 ij > 0, find the set of minimizers S 3 ⊂ (−π, +π] n that satisfies
having fixed the first node's orientation to θ 0 = 0. For clarity, the constant term in (13) is omitted in (14) .
1) From Problem 3 to Problem 2:
The conversion between the two solutions sets is just a change of coordinates
.
2) Symmetries of Problem 3:
If Assumption 5 is satisfied, Problem 3 is just a restatement in different coordinates of Problem 2, so they have the same symmetries. In the noiseless case, the solution is unique (Proposition 4). We still do not know what happens in the noisy case, but we can anticipate (Proposition 13) that, for general data, the solution is unique.
Besides the modulus operation, Problem 3 might appear to be similar to a linear estimation problem, but this is not the case: because of the nonlinearity, the cost function is nonconvex and has several local minima (see [42, Fig. 2] ).
IV. ESTIMATION ON SO(2): FROM ANGLES TO INTEGERS
This section shows that the nonlinear nonconvex constrained Problem 3 is equivalent to an unconstrained quadratic integer optimization problem. We will convert Problem 3, which is defined on (−π, +π] n , where n is the number of observable nodes, through a series of intermediate formulations, until we arrive at Problem 7, which is defined on the integers Z , where is the number of cycles in the graph. A schematic representation of the relations among the problems presented in this paper is shown in Table II. Theorem 15, which is the final result of this section, says that the solution of Problem 3 is almost surely unique, and that we can obtain such solution by solving Problem 7.
There are several intermediate reformulations. The set S i is the set of minimizers of the i-th problem. At each step, we keep track of the size of this set by characterizing its symmetry group. This is important because some of the intermediate formulations, namely Problem 4 to Problem 6, have multiple solutions. These are not ambiguities of the original problem, but rather artifacts of our choice of using a redundant representation.
Section IV-A formulates Problem 4, whose optimization variable x is defined on R n , hence not constrained in (−π, +π] n , as in Problem 3. Here, we work on a larger domain, and hence we introduce an additional ambiguity, which is that each entry of x is determined only modulo 2π.
Section IV-B formulates Problem 5, which is defined on
The new variable k ∈ Z m can be interpreted as regularization terms that we introduce to keep track of "angular excess" on each edge. The same section also shows that, given the value of k, the value of x can be recovered in a closed form using linear estimation: in fact, if we knew k, the problem would be linear.
Section IV-C formulates Problem 6, which is defined only on k ∈ Z m . The insight is that the integer and the real part of the problem can be solved separately in a two-stage procedure.
Section IV-D formulates Problem 7, which is defined on an integer variable γ ∈ Z . While k lives on the edges, γ lives on the cycles of the graph and it is a minimal parametrization. Section IV-E puts together the chain of implications, and shows that the solution set S 7 can be mapped surjectively to S 3 , and we can easily compute S 3 once we know S 7 .
A. Real-Valued Formulation
The first step is the reformulation of Problem 3 as an unconstrained optimization problem for real variables x ∈ R n . Problem 4 (Real-valued formulation of maximum likelihood orientation estimation): Given the observations δ ij ∈ (−π, +π], (i, j) ∈ E and the corresponding variances σ 2 ij > 0, find the set of minimizers S 4 ⊂ R n that, having fixed x 0 = 0, satisfies
1) Symmetries of Problem 4:
Note that this problem has more solutions than Problem 3. This is an artifact of the realvalued parametrization. In particular, if x ∈ R n is a solution, also x − 2πp is a solution, for any integer vector p ∈ Z n .
2) From Problem 4 to Problem 3:
While Problem 4 has multiple solutions because of the symmetry, they are all equivalent when projected down to the manifold using the map
Proposition 7: ϕ 3 4 (S 4 ) = S 3 . Proof: Using property (4) and noticing that Problem 3 is a constrained version of Problem 4, we can easily demonstrate that Problem 3 and Problem 4 attain the same optimal objective. We use the notation J (x), to denote the value of the objective function of the two problems for a given vector x. Now, we have to show that 1) for any x ∈ S 4 , the variable x 2π is in S 3 , and 2) for any solution θ ∈ S 3 there exists at least one x ∈ S 4 , such that x 2π = θ . The implication 1 is a direct consequence of fact that the problems attain the same optimal objective: for any x ∈ S 4 , property (4) assures that J (x ) = J ( x 2π ), hence x 2π attains the optimal objective and satisfies the constraints of Problem 3; therefore x 2π ∈ S 3 . Regarding implication 2, we note that, for any solution θ ∈ S 3 , we can simply pick x = θ , which implies x 2π = θ 2π = θ (the modulus operation produces no effect since θ ∈ (−π, +π] n ). An extended version of this proof can be found in [42] .
Using this result, we can solve the unconstrained Problem 4, obtaining a solution x ∈ R n , and then compute an optimal solution of Problem 3 as θ .
B. Mixed-Integer Formulation
Problem 4 is an optimization problem in real variables, but its residual errors are still nonlinear and difficult to minimize. We now get to the core idea of this paper: instead of solving a nonconvex problem in real variables, we choose to solve a convex (quadratic) problem in mixed (integer and real) variables. The "trick" is that one can get rid of the modulus in the expression of the residuals: by using the property (3), the terms in the error function (15) can be written as
We reformulate the problem using the vector notation by making use of the reduced incidence matrix A of the graph (see Section II-A). Suppose that there is an ordering of the edges from 1 to m so that the measurements can be written as
Problem 5 (Mixed-integer formulation of maximum likelihood orientation estimation): Given the vector δ ∈ (−π, +π]
m and the diagonal positive definite matrix P δ ∈ R m ×m , find the set of minimizers
This is a mixed-integer convex program [49] as the objective is quadratic in both continuous and discrete variables.
1) From Problem 5 to Problem 4:
Because k is a slack variable, we obtain S 4 from S 5 with the projection map 
which corresponds to
Therefore, k ij are only slack variables that implicitly represent the modulus operator, and finding the optimal x for (17) is the same as finding the optimal x for Problem 4.
2) Symmetries of Problem 5:
Note that we are now working on a larger space R n × Z m : we are overparametrizing the problem in order to make the corresponding cost function quadratic. Therefore, we might have enlarged the number of solutions. In fact, we introduced the following symmetry. For any vector p ∈ R n , such that A T p is an integer vector, the following transformation leaves the error function invariant:
This is the only symmetry because A T has full column rank. 3) Solving for x given k: Before further manipulations, we note that, if k is known, the problem reduces to unconstrained minimization in x ∈ R n of the quadratic function
. Call x |k the optimal x for a fixed k
C. Separating the Integer-Valued and the Real-Valued Problems
This section shows that the cost function (16) is separable into two terms, enabling a two-stage optimization in which the cost is first optimized with respect to k and then the optimal choice of x is computed in closed form.
The separability results in the following lemma involves a cycle basis matrix C of the graph G. The result is valid for any cycle basis; in Section VI-C, we discuss the algorithmic implications of the choice of a particular cycle basis matrix.
Lemma 9: For any given cycle basis matrix C, minimizing the cost (16) is the same as minimizing
where x |k is a function of k and is given in (19) . Proof: The proof consists of straightforward algebraic manipulations. For compactness, we name the matrices
Expanding the right hand side of (16), and neglecting the terms that do not depend on the optimization variables, we obtain
To show that minimizing f 1 (x, k) in (21) is the same as minimizing (20), we rewrite the latter as 
Comparing (21) and (23), one concludes that the first three terms in f 1 (x, k) and f 2 (x, k) coincide, and it only remains to show equality for the last terms. Rewrite (23) as
Since P δ is positive definite, the technical result of Lemma 22 (see the Appendix) implies that
Hence, P −1
δ + Y , and (24) becomes
δ k, which can be easily seen to coincide with (21) . Since the objective functions f 1 (x, k) and f 2 (x, k) coincide, problems (16) and (20) have the same solutions.
A consequence of writing the error function as in (20) is that a separability principle holds: we can obtain the maximum likelihood solution using a two-stage approach: first, we estimate the k, and then we estimate x given k. This aspect is formalized later, in Proposition 10. Intuitively, the cost function (20) comprises two terms: the first that can be made equal to zero choosing x = x |k , and the second, that does not depend on x and can be minimized by working on k. Since we already have a closed-form expression for x given k the only problem that we have to solve is finding k.
Problem 6 (Integer formulation of maximum likelihood orientation estimation in edge space): Given the vector δ ∈ (−π, +π] m and the diagonal positive definite matrix P δ ∈ R m ×m , and a cycle basis matrix C ∈ Z ×m , find the set of minimizers S 6 ⊂ Z m that satisfies
Notice that (25) is the same as the second summand in (20) , and we only rearranged the 2π term.
1) From Problem 6 to Problem 5: Proposition 10 assures that solving Problem 6 is the same as solving Problem 5, if we convert the solutions using the map (20) is nonnegative. This implies that, for any k, the minimum is attained for x = x |k (which annihilates the first summand in the objective function). Moreover, the second summand in (20) does not depend on x.
Summarizing the chain of implications presented so far, we conclude that for any solution k of Problem 6, we can obtain a solution (x , k ) of Problem 4. Moreover, from x , we can easily obtain the solution of our original problem (Problem 3) by applying the modulus operation to x .
2) Symmetries of Problem 6: Because (16) and (20) are completely equivalent, they have the same symmetries. However, it is interesting to find the symmetries of Problem 6 directly. Notice that the reorganization of the terms made the term Ck explicit. Because CP δ C T is positive definite, the only symmetries are described by the kernel of C. For any integer vector q ∈ ker C, this transformation does not change the value of the objective function
Recall that C is a full-row-rank × m matrix, where is the dimension of the cycle space. Its kernel ker C has thus dimension m − , which is equal to n. Because A T is an orthogonal complement of C it provides a base for ker C. Therefore, any q ∈ ker C ∩ Z m can be written as q = A T p, for some p ∈ Z n . Therefore, the symmetry is
which confirms the symmetry in (18) .
D. From k Towards a Minimal Parameterization γ
The cycle basis matrix C is a "fat" × m matrix, because the number of cycles is much less than the number of edges m. Therefore, there are an infinite number of k such that the product Ck attains the minimum of (25) . [This family of solutions is described by symmetry (26) .] Consequently, we have an infinite number of optimal orientation estimates x |k . Fortunately, the next proposition assures that the infinite cardinality of solutions is an artifact created when passing from SO(2) to the reals. In particular, all vectors k having the same product Ck lead to orientation estimates x |k that differ by integer multiples of 2π and they give equivalent solutions. 
The second term is zero because Ck 1 = Ck 2 , giving
. Therefore, elements of δ |k 1 and δ |k 2 only differ by multiples of 2π; then,
, and since D is integer, also x |k 1 and x |k 2 differ by multiples of 2π. Using this result, we can write the final formulation of the problem using only the variable γ = Ck ∈ Z m because all k producing the same γ = Ck are equivalent. (The vector γ is integer because both C and k are integer.)
Problem 7 (Integer formulation of maximum likelihood orientation estimation in cycle space): Given the vector δ ∈ (−π, +π] m and the diagonal positive definite matrix P δ ∈ R m ×m , and a cycle basis matrix C ∈ Z ×m , find the set of minimizers S 7 ⊂ Z that satisfies 
1) From Problem 7 to Problem 6:
Given a γ, there is a simple way to compute a k satisfying Ck = γ, assuming that the rows of C are ordered appropriately as in (1) .
Lemma 12: Given a vector γ ∈ Z and a cycle basis matrix written as C = (C T C ⊥ ), an integer solution to Ck = γ can be computed as
Proof: From Liebchen [50, Lemma 3 and Th. 7], it follows that C ⊥ is invertible and det(C ⊥ ) = ±1. Moreover, because C ⊥ is an integer matrix with unitary determinant, necessarily C −1 ⊥ is itself integer (see Schrijver [51] , or just think that the inverse is the adjoint matrix over the determinant). Therefore, C −1 ⊥ γ is an integer vector. Finally, we can show that Ck = (C T C ⊥ )(0
We use the notation
to remark that C † is a right (integer) pseudoinverse of C.
2) Symmetries of Problem 7:
The objective function (27) is convex so it would be tempting to just say that there is only one minimum. However, we should be careful because the intuitions of convex optimization often fail in integer programming. For example, [42, Fig. 3 ] shows a case in which a convex objective function has two integer solutions.
What we can say is that this cannot happen for general data. Proposition 13: S 7 = 1 with probability 1. Proof: The set S 7 is the set of minimizers of (27) , which has an objective function of the form γ − μ 2 P , with P ∈ R × a positive definite matrix, and μ ∈ R a random variable which depends on the measurements, and can be seen to be a Gaussian vector. Consider the set of values M ⊂ R such that if μ ∈ M , then γ − μ 2 P has multiple minimizers for γ. Then it is easy to show that the set M has measure 0 in R . (For example, we can see how for an infinitesimal perturbation of the mean of the parabola in [42, Fig. 3 ], the solution set goes from {0, 1} to either {0} or {1}.) For demonstrating this claim, consider a generic μ ∈ M . Since μ ∈ M , there exist v ≥ 2 discrete values
If we fix {γ 1 , . . . , γ v }, and take μ as the independent variable, the constraints in (30) define an algebraic variety of dimension at most − 1, which has measure 0 in R .
E. Inception
Let us link Problem 7 with the other problems presented so far. From a solution γ of Problem 7, we can find a solution k of Problem 6 using the formula (28) . We call this map ϕ
However, there are much fewer γ ∈ Z than k ∈ Z m , therefore, using this map on S 7 , we will not be able to cover all of (k ) = θ . Finally, if k is an optimal solution for Problem 6, we can pick γ = Ck and guarantee that γ is an optimal solution for Problem 7 (there is only a change of variables between the two problems), i.e., γ ∈ S 7 . Concluding, for a given θ ∈ S 3 , we found a γ ∈ S 7 , that is such that θ = ϕ 
with C † . = (
). Equation (31) is a closed-form expression for the mapping ϕ In contrast with iterative optimization techniques, the proposed computation of θ |γ does not suffer from local minima, assuming that we are able to compute γ .
Two further challenges stand in the way. First, Problem 7 is NP-hard [49] . Several algorithms have been proposed in the literature to solve integer quadratic programming (see, e.g., [41] , [52] , [53] , and references therein); however, for the hardness of the problem, one cannot expect to solve exactly and quickly large-scale problems; for example, Chang and Golub [54] report computational times above ten seconds in problem instances with less than 50 variables. Similar numerical results are reported by Jazaeri et al. [53] . Second, as explained in the next section, computing only the maximum likelihood estimate does not guarantee to have an accurate orientation estimate.
V. LIMITATIONS OF THE MAXIMUM LIKELIHOOD ESTIMATE
Section IV has shown that the maximum likelihood estimation problem on the orientations, which lie on the product manifold SO (2) n , is equivalent to an optimization problem in the variable γ on the integers lattice Z . This section shows that, if the maximum likelihood solution γ is different than the "true" value γ
• , then there is a bias in the estimate of x (Lemma 16), which raises the mean square estimation error.
To define the "true" value of γ rewrite the measurements δ as
where θ • is the "true" value of the nodes' orientations. From (2), the measurement model can be written as
where k • is the "true" regularization vector given by k
For a given γ, define the real-valued estimate x |γ as
and the corresponding (wrapped) estimate θ |γ as
We call x |γ the real-valued maximum likelihood estimate (it is x |γ computed for γ ). Comparing with (31), the reader can notice that real-valued maximum likelihood estimate is simply the maximum likelihood orientation estimate before applying the modulus. We can give a full characterization of the distribution of the real-valued maximum likelihood estimator.
Lemma 16:
The real-valued maximum likelihood estimator x |γ can be written as
where the term (34) is the true value of the orientations; the term (35) contains some integer vector p and has no effect once the modulus is applied to x |γ ; the term (36) contains the noise which would appear even if the problem were linear; and, finally, the term (37) contains an additional bias, which is proportional to the mismatch between γ and γ
• . In particular, if γ = γ
• , then the vector x |γ is Normally distributed with mean θ
• + 2πp and covariance matrix (AP (32) in the expression of the realvalued estimator to obtain
• . The second belongs to the kernel of C, and then satisfies Ck ⊥ = 0 . Note that k ⊥ is an integer vector, since both k • and C † γ • are integer vectors by construction. Because of Proposition 11, the term k ⊥ only adds multiples of 2π to the estimate
with p = Dk ⊥ , for some integer matrix D. Multiplying the parentheses gives the desired result for γ = γ .
One consequence of this result is that the maximum likelihood estimate of x computed from γ is not necessarily the one with the minimum estimation error, because one cannot guarantee in general that the optimal solution γ of Problem 7 is such that γ = γ
• . In [42, Sect. V-B], a simple example in which the maximum likelihood estimator fails to retrieve γ
• is shown. Consequently, in order to attain a small estimation error, one should look for γ
• , instead of simply computing γ .
VI. MULTI-HYPOTHESIS ESTIMATOR FOR γ
• This section shows how to find a set of candidates for γ • . Section VI-A describes how to derive an estimator for γ
• , which allows the building of a confidence set. Section VI-B describes the INTEGER-SCREENING algorithm, which finds a set of integer vectors Γ containing γ
• with desired probability. Section VI-C discusses the influence of the cycle basis matrix in the construction of Γ and proves that the minimum cycle basis matrix is the choice minimizing the expected size of the set Γ.
A. An Estimator of γ
• From the knowledge of a cycle basis matrix C, the measurements δ, and the covariance matrix P δ we can design an estimatorγ for the unknown integer vector γ
• .
Proposition 17:
The real-valued estimator
is a Normally distributed estimator with mean γ • and covariance matrix
Proof: Multiply both members of (32) by C to obtain
By Lemma 21, the term CA T is equal to zero. Reordering the remaining terms, we get Ck
C , from which the thesis follows. The availability of this estimator allows the computation of the set Γ, as described in the following section.
B. The INTEGER-SCREENING Algorithm
The INTEGER-SCREENING algorithm (Algorithm 1) computes a set of integer vectors containing γ
• with a user-specified probability. The algorithm is based on two ideas: marginalization and conditioning. We use marginalization to exclude nonplausible values for the elements of γ
, also the marginal distribution of the i-th elementγ i is a Gaussian with mean γ • i . Once a given confidence level is chosen, we have a confidence interval for each single element, and if the interval contains only one integer, then we can uniquely determine that element. Once we are sure of the value of one element, say γ • i = u i , by conditioning on γ • i = u i , we can shrink the uncertainty on the others. These two ideas suggest an iterative algorithm that looks for elements of γ
• that can be determined unambiguously, and then uses those constraints to further shrink the uncertainty on the remaining elements.
The input to Algorithm 1 consists of the real vectorγ, the positive definite matrix P γ , and the confidence level α. It is assumed thatγ is a normally distributed estimator of γ
• ∈ Z and that P γ is its covariance. The output of the algorithm is a set Γ of integer vectors that has probability of containing γ
• no smaller than a user-specified parameter α.
Throughout the execution, the set U (k ) contains the indices of the elements of γ
• that are uniquely identified at iteration k, and, conversely, the set R (k ) that contains the indices that are still ambiguous. At the beginning (line 14), R (k ) = {1, . . . , } as no element has been identified.
We use γ . The algorithm updates two variables ζ R ( k ) and P R ( k ) , preserving the invariant
i.e., they describe a normally distributed estimator of the elements γ • R ( k ) that have not been identified yet. The invariant holds at the beginning as the variables are initialized to ζ R ( k ) =γ and P R ( k ) = P γ (line 15).
At a generic iteration k, the algorithm computes the confidence set for each γ
is normally distributed with mean γ • i and variance given by the i-th diagonal element of the covariance P (k ) ii . Therefore, with probability η, it holds that
ii χ 2 1,η , and χ 2 1,η is the quantile of the χ 2 distribution with 1 degree of freedom and upper tail probability equal to η (lines [21] [22] . Note that the confidence interval depends on η = α 1 . The relation between α and η is justified by Proposition 18.
Then, the algorithm computes all the integers within the interval I
contains a single integer, say u i , then with probability η it holds that γ • i = u i , and the algorithm adds the index i to the set of uniquely determined elements U (k ) (line 25).
After checking all sets Γ (k )
, we have the set U (k ) , that contains all the elements in γ • that we uniquely determined at the current iteration. Clearly, these indices can be removed from the ones that are still ambiguous (line 33). Moreover, we can exploit this information to infer the value of the remaining elements of γ
• , by computing the density
, which is the conditional density of the elements that are still ambiguous, given the elements uniquely defined (line 37). Since the original density is a Gaussian, also the conditional density is a Gaussian, with mean ζ R ( k + 1 ) and covariance P R ( k + 1 ) . Therefore, at the end of the iteration, we have a unique value for the elements in U (k ) and a probabilistic description (i.e., mean and covariance) of the elements in R (k +1) . Since the conditioning may have shrunk the uncertainty on some element, we proceed to the next iteration. If the set U (k ) is empty, it means that we are not able to make any progress and the loop exits (line 35). Notice that when conditioning on some component of γ
• , we reduce the size of the mean vector and the covariance matrix. At iteration k, it holds that
The algorithm performs at most K ≤ iterations because, at each iteration, at least one additional element of γ • ∈ R is determined. After the algorithm stops, we have a collection of confidence sets
where × denotes the Cartesian product of sets (line 39). Proposition 18 bounds the probability of γ • ∈ Γ.
Proposition 18 (Correctness of INTEGER-SCREENING): The integer vector γ
• is in the set Γ returned by Algorithm 1 with probability no smaller than α.
Proof: The complete proof is given in [42] . The proof proceeds as follows. By construction, the sets
) are disjoint and, at the end of each iteration k = {1, . . . , K}, it holds that
At iteration k, the intervals I
are built from the marginals of a normal distribution. Therefore, the technical result of Lemma 23 (see the Appendix) guarantees that
which leads to the desired result for η = α.
C. Optimal Choice of the Cycle Basis Matrix
So far, we have not discussed how to choose the cycle basis matrix C. We can show that the minimum cycle basis matrix MCB is theoretically the best choice for constructing the set Γ because it makes the estimatorγ = 1 2π MCBδ a minimumvariance estimator.
Proposition 19 (Optimal choice of cycle basis matrix):
Choosing C to be the minimum (uncertainty) cycle basis matrix MCB makesγ a minimum variance unbiased estimator of γ
• within the class of estimators {γ = 1 2π Cδ : C ∈ C G }. Proof: We already know thatγ is unbiased. For an unbiased estimator, the variance is equal to the mean square error. For a normally distributed estimator, the mean square error is proportional to the trace of the covariance matrix. Therefore, we have to show that choosing C = MCB minimizes Trace(P γ ) = , where the notation (i, j) ∈ c t means "for all edges that belong to the t-th cycle". The previous expression coincides with the weight of the cycle c t under the weight function w : (i, j) → σ 2 ij . Therefore, the trace of P γ = CP δ C T is equal to the sum of the weights of the cycles in the cycle basis, which by definition is W (C, w) . Therefore, the minimum cycle basis, which minimizes W (C, w), also minimizes Trace(P γ ).
Ifγ is a minimum variance estimator, it minimizes the size of the confidence set Γ built by Algorithm 1. In Algorithm 1, the diagonal elements of P γ define the width of the confidence intervals, therefore, since the minimum cycle basis matrix minimizes the sum of the diagonal elements of P γ (i.e., its trace), then it also minimizes the widths of the confidence intervals used for the INTEGER-SCREENING algorithm. Therefore, it enables the determination of a small set Γ of admissible integer vectors.
VII. MOLE2D ORIENTATION ESTIMATION ALGORITHM
We can now summarize the findings we presented so far in a single algorithm, that allows computing a (multi-hypothesis) estimate of robot orientations, which we call MOLE2D (Multihypothesis Orientation-from-Lattice Estimation in 2D).
Pseudocode for MOLE2D is given in Algorithm 2. The input to the algorithm is the reduced incidence matrix A (which describes the graph), the measurements δ, their covariance P δ , and a parameter α which gives the desired confidence level. The output is the set of estimates Θ.
The first step (line 9) is the computation of a cycle basis of the graph. Any cycle basis will do, but Section VI-C tells us that the choice of the cycle basis can be improved if informed by the covariance P δ , and the best choice is the minimum cycle basis matrix of the graph. Without loss of generality, we assume that the rows of the cycle basis are ordered in accordance with (C T C ⊥ ), as described in (1) .
The next step (lines [11] [12] [13] consists in the computation of a set Γ, which contains γ
• with confidence α using the INTEGER-SCREENING algorithm, described in Section VI-B.
The "for" loop in line 14 computes, for each integer vector γ ∈ Γ, the corresponding real-valued estimate x |γ (line 15), and obtains the wrapped estimate θ |γ by applying the modulus to x |γ (line 16). The collection of wrapped estimates is then returned in the set Θ. In the rest of this section, we show that the MOLE2D algorithm solves the two limitations of the maximum likelihood estimator of Section IV (computation efficiency and need of an assessment for the resulting estimate). In particular, in Section VII-A, we show that one of the orientation hypotheses returned by the algorithm is "close" to θ
• (with desired probability); then, in Section VII-B, we show that the algorithm includes only worst-case polynomial operations.
A. Assessment of the Estimator
This section is aimed at evaluating the quality of our estimator. More precisely, we want to assess how the set of estimates Θ = {θ |γ }, which is the output of Algorithm 2, relates with θ
• . The assessment of the estimator is given in the following proposition.
Proposition 20: Consider the set of estimators Θ returned by Algorithm 2. Then, with probability no smaller than α, one of the estimators in Θ, say θ • ∈ Γ is the same as the event "at least one real-valued (respectively, wrapped) orientation estimate is distributed in accordance with a Gaussian (respectively, wrapped Gaussian)", and Proposition 18 assures that such event happens with probability α.
A straightforward consequence of Proposition 20 is that, in the case |Γ| = 1, the single estimate contained in Θ is distributed in accordance with a wrapped Gaussian around θ
• . Therefore, in the case of |Γ| = 1, we can draw conclusions that are peculiar of linear estimators and are very rare in nonlinear estimation problems (e.g., normality). In Section VIII, we will show that most of the problem instances that constitute a benchmark for stateof-the-art approaches to SLAM satisfy the condition |Γ| = 1. Therefore, in common problem instances, our multi-hypothesis estimator returns a single guaranteed orientation estimate.
B. Complexity of MOLE2D
The complexity of computing C (line 9) heavily depends on the choice of the cycle basis. We consider four possible choices, listed here from computationally cheap to expensive:
FCB o : This is the fundamental cycle basis built from the odometric spanning tree. Call T o the odometric spanning tree, which is also a spanning path for the graph. Each cycle of FCB(T o ) comprises a chord in the graph with respect to T o , say (i, j), and the unique path in T o from node i to node j. The construction of FCB o implies a complexity O(n ): the odometric spanning path can be considered a given of the problem and the complexity reduces to fill in the matrix C ∈ R ×m , which has at most n + 1 nonzero elements in each row;
FCB m : This is the fundamental cycle basis built from the minimum uncertainty spanning tree. FCB m requires the computation of the minimum spanning tree, which amounts to O(m + n), and the construction of the matrix C (O(n m) ), therefore the overall cost is O(n m); MCB a : A (2ν − 1)-approximation of the minimum cycle basis is computed using the algorithm proposed by Kavitha et al. [55] , which implies a complexity O(n
The minimum uncertainty cycle basis, is computed using the method by Mehlhorn and Michail [56] , which implies a complexity O(m 3 ). The computation of the estimatorγ (line 11) requires at most m operations, while the covariance matrix requires 2 m operations (exploiting the fact that P δ is diagonal). For the INTEGER-SCREENING algorithm (line 13), the worst case is when only one index is added to the set of uniquely determined elements at each iteration. Conditioning is an operation that has cubic operation for general matrices (O( 3 )). Therefore, in the worst case, the complexity is O( 4 ) (the algorithm performs conditioning). inally, to obtain Θ one has to compute x |γ and θ |γ for each γ ∈ Γ. The expression of x |γ is given in (33) and contains the two matrix inverses C . The cardinality of Γ depends on the size of the loops and on the measurement uncertainty rather than on problem dimension: we already observed in the proof of Proposition 19 that the diagonal elements of P δ (that determine Γ) are essentially the sum of the variances of the measurements along each cycle.
The worst-case complexity is a poor indicator of the actual complexity of algorithm, for two main reasons. First, the matrices involved in the various steps of the algorithm are sparse, therefore the computation of θ |γ (line 14) has a complexity that is far below the upper-bound. Second, if we are careful about the choice of the cycle basis matrix from which P γ is computed, the INTEGER-SCREENING algorithm is able to compute a small set Γ in few iterations, therefore the average complexity is essentially that of doing one conditioning.
VIII. EXPERIMENTAL EVALUATION
This section presents an experimental analysis of the proposed approach and its application to pose graph optimization.
Section VIII-A discusses the performance of MOLE2D algorithm in the problem of orientation estimation. The objective is to evaluate how important is the choice of the cycle basis matrix in practice, what is the cardinality of the set of candidate vectors Γ in real applications (recall that |Γ| = |Θ|), and how fast is the algorithm on common problem instances. Section VIII-B discusses the use of the orientation estimate produced by MOLE2D as the initial guess for g2o.
The experiments used three standard datasets: INTEL: This dataset, acquired at the Intel Research Lab in Seattle, includes odometry and range-finder data. Relative pose constraints are derived from scan matching. Data processing details are given in previous work [25] ;
MITb: This dataset was acquired at the MIT Killian Court. Data processing details are given in previous work [40] ; M3500: This dataset was created by Olson et al. [11] .
To test MOLE2D in more challenging scenarios, we created other datasets by adding extra Gaussian noise (with standard deviation σ) to the M3500 orientation measurements. These new datasets are called M3500a, M3500b, M3500c, with σ = 0.1, 0.2, 0.3 rad, respectively.
A. Effect of Different Cycle Bases on Orientation Estimation
Here, we only consider the orientation measurements in the pose graph and the corresponding covariance matrix. For MOLE2D, we chose the confidence level α = 0.99. The tests are performed on a desktop computer with an Intel i7 processor and, 3.4 GHz. For the computation of the cycle basis matrices, we used Michail's C++ implementation [57] , and we chose ν = 2 for the (2ν − 1)-approximation [55] . The rest of MOLE2D is implemented in MATLAB.
In the scenarios INTEL, MITb, and M3500, the INTEGER-SCREENING algorithm is able to identify a single possible value for γ
• , regardless the choice of the cycle basis matrix (see Table III , last column). In the scenarios characterized by extreme noise levels (M3500a-c), the choice of the cycle basis truly matters. If one uses the fundamental cycle basis FCB o the size of Γ is too large to be tractable; the explosion of |Γ| is partially mitigated by the use of FCB m , that, however, fails to produce a reasonably small number of vectors in Γ in the scenario M3500c. Using a minimum cycle basis gives a small cardinality of Γ, respectively, 1, 3, and 16, for the cases M3500a, M3500b, and M3500c, with no observed difference between the exact minimum cycle basis MCB and the approximation MCB a .
While the minimum cycle bases have better performance, they are more expensive to compute (see Table IV) .
As predicted by Proposition 19, the minimum cycle bases minimize the number of iterations in the INTEGER-SCREENING (see Table III , second column). Moreover, the minimum cycle bases are able to determine most of the components of γ
• (e.g., 95%) in the first iteration (see Table III , third column), and they require inverting lower-density matrices (see Table III, fourth TABLE III  PERFORMANCE OF INTEGER-SCREENING FOR DIFFERENT CYCLE BASES   TABLE IV  COMPUTATION TIME FOR CYCLE BASIS MATRICES (SECONDS) column). All these elements provide a computational advantage when using the minimum cycle bases in the INTEGER-SCREENING (see Table V , third column). The minimum cycle basis matrices are sparser, and this also constitutes an advantage in the computation ofγ and P γ (see Table V , second column). Finally, since the minimum cycle bases produce a smaller set of hypotheses Γ, they require solving a smaller number of linear systems for computing Θ from Γ (see Table V , fourth column). In conclusion, if the noise is moderate the FCB m offers a good compromise between performance and computational effort. For extreme noise, the approximate minimum cycle basis matrix MCB a is a choice that assures a similar performance to the MCB while being cheaper to compute. 
B. Robustness of MOLE2D-Based Pose Graph Optimization
This section shows how the use of MOLE2D can improve pose graph optimization, by comparing Toro [6] , g2o [5] , and g2o bootstrapped with the orientation estimate provided by MOLE2D; this last algorithm is denoted with MOLE2D + g2o.
The objective function in pose graph optimization is referred to as the χ 2 cost (see [15, eq.(2) ], and it is a generalization of the cost in Problem 3 to include translation errors. Convergence to a global minimum of the cost function corresponds to small χ 2 costs, while convergence to local minima leads to larger χ 2 values.
In MOLE2D + g2o we use the MOLE2D algorithm to compute nodes' orientations from relative orientation measurements, and then we substitute this estimate as a first guess of the orientations for g2o; the translation guess is the one from odometry. Following the recommendation of the previous section, we used the approximate minimum cycle basis matrix within the MOLE2D algorithm. If MOLE2D returns more than one hypothesis, we run MOLE2D + g2o for each possible initial guess and choose the one that achieves the smallest cost.
The results are summarized in Figs. 2 and 3 . Fig. 2 shows a graphical representation of the estimated pose graph for one run in each scenario with the corresponding χ 2 value. Fig. 3 shows the sample distribution of the χ 2 cost for the M3500 data for 100 realizations of the orientation noise.
The results confirm what is already known about Toro and g2o: for low noise g2o converges to a smaller χ 2 cost than Toro, since Toro's approximations prevent reaching the minimum. This happens in the "easy" scenarios (e.g., INTEL or M3500 in Fig. 2 ) and in several runs with σ = 0.05 rad (see Fig. 3 , first column). In scenarios with moderate noise, Toro has better convergence properties: generally, gradient methods are known to have a larger basin of convergence [6] . Both methods fail for larger noise as they get stuck in local minima (e.g., MITb, M3500a-c in Fig. 2 ). Local minima correspond to incorrect wraparounds in long loops [see Fig. 2(m) ].
The results show that combining MOLE2D with MOLE2D + g2o gives a method that is both robust and precise. The third column in Fig. 2 shows that this bootstrapping greatly improves the robustness of the iterative solver. In all cases, the combination of MOLE2D and g2o attains the smallest observed χ 2 value, and, visually, qualitatively more correct maps. This finding is confirmed by the statistics in Fig. 3 where in all cases MOLE2D + g2o is able to reach the smallest χ 2 cost.
The median number of orientation hypotheses reported by MOLE2D was |Γ| = 1 for σ = 0.05 rad and σ = 0.1 rad, while it was |Γ| = 3 for σ = 0.2 rad and |Γ| = 48 for σ = 0.3 rad.
IX. CONCLUSION
This paper considered the problem of estimating the orientations of nodes in a pose graph from relative orientation measurements. The reformulation of maximum likelihood orientation estimation in terms of quadratic integer programming allows to conclude that the maximum likelihood estimate is almost surely unique, and gives us a way to compute a global solution. Starting from this observation, we devised a multi-hypothesis estimator that enables efficient computation and has guaranteed performance (at least one of the computed estimates is guaranteed to be "close" to the actual orientation of the nodes). We elucidated on the theoretical derivation with numerical experiments on real and simulated data. Finally, we showed that the proposed approach can be used to bootstrap state-of-the-art techniques for pose graph optimization and allows a remarkable boost in their performance, extending their applicability. Future work includes the analysis of the estimation problem in a 3-D setup, which is nontrivial because SO(3) is not Abelian. A second line of research consists in deriving probabilistic guarantees on the pose estimate (the results of this paper only guarantee the quality of the orientation estimate). [58] ): For a connected graph G, the transpose of the cycle basis matrix C T is an orthogonal complement of the transpose of the reduced incidence matrix A T , in the sense that: 1) (A T C T ) is a square matrix of full rank, and 2) CA T = 0 ×n . Lemma 22: Given a cycle basis matrix C and a reduced incidence matrix A of a connected graph G, for any symmetric positive definite matrix P , it holds that
APPENDIX
Lemma 21 (Orthogonal complements
Proof: Because P is symmetric and positive definite, there exists two symmetric and positive definite matrices N and M such that The result follows by substituting N = M −1 . Lemma 23: Let x ∈ R n be normally distributed with mean μ and covariance matrix P . Given the confidence intervals I i = μ i − P ii χ 2 1,η , μ i + P ii χ 2 1,η , i = {1, . . . , n} then P (x 1 ∈ I 1 ∧ . . . ∧ x n ∈ I n ) ≥ η n . Proof: The lemma can be seen as a direct consequence of [60, Th. 1] (see also [61] ).
