We set up a formula for the Fréchet and ε-Fréchet subdifferentials of the difference of two convex functions. We even extend it to the difference of two approximately starshaped functions. As a consequence of this formula, we give necessary and sufficient conditions for local optimality in nonconvex optimization. Our analysis relies on the notion of gap continuity of multivalued maps and involves concepts of independent interest such as the notions of blunt and sharp minimizers. Mathematics Subject Classifications (2000): 26B05, 26B25, 49K27, 90C26
Introduction.
The interest in the theory of nonsmooth d.c. (difference of convex) optimization problems has much increased in the last few years; see for instance [9, 14, 13, 25, 31, 36, 38, 1, 55] and references therein. Such an interest is explained by the fact that this class of functions is large: by a result of Hartman [12] , it contains the class of functions of class C 2 ; moreover, the distance function to a nonempty subset of a Hilbert space belongs to this class ( [2] ). Furthermore, this class contains the class of lower-C 2 functions ( [48] , [47] , [37] ). Let f := g − h be defined on a Banach space E with g, h : E → R convex. Michelot [31] proved that when E = R n and h is "locally polyhedral" at x, (i.e. ∂h(x) ⊂ ∂h(x) for all x in a neighborhood of x ), then x is a local minimizer of f iff ∂h(x) ⊂ ∂g(x). It is the main aim of the present paper to relax the assumption of [31] .
Using the Fenchel ε−subdifferential, Hiriart-Urruty [14] established that a necessary and sufficient condition for x ∈ E to be an ε-minimizer of f (in the sense that f (x) ≤ inf f (E) + ε) is that
for all λ ≥ 0.
He also proved that x is a global minimizer of f iff
Considering the functions g(x)
= |x| and h(x) = 1 2
, he showed that this last result is no more valid for local minimizers since 0 is a local minimizer of f := g − h and ∂ λ g(0) = [−1, 1], ∂ λ h(0) = − √ 2λ, √ 2λ , so that the above inclusion is not true for all λ ≥ 0. This is due to the fact that the Fenchel subdifferential is a global notion and cannot give any information about local minimizers.
Our aim in this paper is to give necessary and sufficient conditions for a point x ∈ E to be a local minimizer (or rather a local blunt minimizer in the sense of Definition 6.1 below) in terms of the Fréchet subdifferentials of f or the Fréchet ε-subdifferentials of f . The choice of the Fréchet subdifferential and Fréchet ε-subdifferentials seems to be well suited to our aims; we also deal with other subdifferentials such as the limiting subdifferential. This result will be derived by proving a formula for the Fréchet subdifferential and Fréchet ε-subdifferential of a difference of two approximately starshaped functions or a difference of two (approximately) convex functions.
Preliminaries.
Let f : E → R ∞ := R ∪ {+∞} be a proper extended-real valued function on a Banach space E. We denote by B the closed unit ball of E and by B * the closed unit ball of the dual E * of E.
The particular case ε = 0 corresponds to the well known Fenchel subdifferential which is denoted by ∂f (x).
Recall also that the Fréchet ε-subdifferential of f at a point x ∈ domf is defined by
When f is a convex function on E, it is known that ∂ F f (x) = ∂f (x), and then
If f, g : E → R ∞ are given, as an easy consequence of the definition, for all nonnegative real numbers α, β, one has
The following operation, sometimes called the star-difference, between two subsets C and D of E * will play an important role in the sequel; it is given by
It has been used for various purposes (optimal control theory, differential games, morphogenesis, nonsmooth analysis, regularization...) in the literature since its introduction in [45] ; see [3] , [5] , [11] , [26] , [30] , [35] and [46] for some references.
We will use the notion of approximately convex function introduced in [32] and studied in [4] , [33] and its generalization presented in [34] ; we recall these notions and present some properties we need. 
It is said to be approximately convex at x if it is finite at x and if for every ε > 0 one can find δ > 0 such that for every x, x ∈ B(x, δ) and any t ∈ [0, 1] one has
Both classes enjoy nice stability properties ( [32] , [4] , [33] ). Moreover one has the following result. 
Proof. (a) Given ε > 0, we choose δ > 0 as in Definition 2.1, so that for every x ∈ B(x, δ), x * ∈ ∂ F f (x) and any t ∈ [0, 1] we have, for some function α :
Dividing by t and passing to the limit as t → 0 + , we obtain, for every
Setting s = 1 − t, from the inequality
we deduce similarly the relations
The proof of assertion (b) is similar.
The preceding result shows that approximately convex functions enjoy a very desirable property called firm softness in [39] . It is related to the concept of limiting subdifferential; recall that the limiting subdifferential ∂ L f (x) of a function f at x is the set of weak * cluster points of bounded 
, (x * n ) as in the statement, for any ε > 0 there exists some δ > 0 and m ∈ N such that, for every x ∈ B(x, δ), and n ≥ m we have x n ∈ B(x, δ), and
Passing to the limit on a subnet, we get, since (x * n ) is bounded, We will use a mild continuity condition introduced in [40] . We just recall its definition and we refer to [40] for its main properties.
Definition 2.2 A multifunction F : X ⇒ Y between a topological space X and a metric space Y is said to be gap-continuous at
where, for two subsets A, B of Y one sets
with the usual convention:
This notion is weaker than lower and upper semicontinuity. It satisfies some stability properties under composition, sums, products, convex hull operations (see [40] ).
3 The Fréchet subdifferentials of d.c. functions.
Let us start our study by recalling a simple but useful observation.
Proof. When h is finitely valued, the proof follows from the fact that g = f + h, so that
but we consider the general case (which could be deduced from the relations
. By definition, for every ε > 0 there exists δ > 0 such that for all x ∈ B(x, δ)
The first of these relations shows that
Adding sides by sides these two inequalities, we get, for all x ∈ B(x, δ),
. The last assertion follows from the fact that for a convex function k one has ∂
The following immediate consequence can easily be established directly as in [38] .
The following example taken from [38] shows that in general the inclusion of Proposition 3.1 is strict. Example 4. Let E = R and let f , g, h be given by
It may happen in particular circumstances that inclusion (3.8) holds as an equality. This is the case for any function f finite at x when one takes g := (r + 1)f, h := rf for some r > 0 (because ∂ F f (x) is convex and for any convex set C one has C = (r + 1)C rC). The following result provides a sufficient condition offering more generality.
Proof. Taking Proposition 3.1 into account, it suffices to prove that for every
. By definition of gap continuity and Lemma 2.1, given ε > 0 we can find δ > 0 such that
. Adding sides by sides inequalities (3.11) and (3.12), we get
Since this last relation is satisfied for every x ∈ B(x, δ),
The special case of d.c. functions follows immediately. 
, having x * as a weak * cluster point and satisfying x * n ∈ ∂ F f (x n ) for each n ∈ N. By relation (3.9), it suffices to show that for any z *
. Let (x n(j) ) j∈J be a subnet of (x n ) n∈N and let (z * j ) j∈J be a net weak * converging to z * such that z * j ∈ ∂h(x n(j) ) for all j ∈ J. Now Proposition 3.1 ensures that (j) ) for all j ∈ J; passing to the limit, we get x *
as g is firmly soft at x and (g(x n )) → g(x) by the continuity of h at x. Remark. Instead of assuming that (3.9) holds and that g is firmly soft at x one may suppose
The weak * lower semicontinuity assumption on ∂h is restrictive. However it is satisfied in some cases, as shown by the following corollary. (a) h is of class C , one can find a subnet (x n(j) ) j∈J of (x n ) n∈N and a weak * converging net (x * j ) j∈J such that x * j ∈ ∂h(x n(j) ) for all j ∈ J. The limit x * of (x * j ) j∈J cannot be anything else that Dh(x).T hus, the lower semicontinuity assumption we used in the preceding theorem is fulfilled. In case (c), setting, for x ∈ X, I(x) := {i ∈ I : h i (x) = h(x)}, we see that I(x) ⊂ I(x) for x close to x and that h i (x) = h j (x) for i, j ∈ I(x) for x close to x, ∂ F h(x) being {h i (x)} for i ∈ I(x). These observations prove that ∂ F h is lower semicontinuous at x; in fact h is of class C 1 at x. Remark. In (a) it would suffice to assume that h is of class T 1 at x in the sense that h is Gâteaux (or Hadamard) differentiable around x and (x, v) → h (x)(v) is continuous at (x, v) for any v ∈ X (see [37] ).
at x (i.e. h is differentiable around x and its derivative is continuous at x); (b) h is convex and Fréchet differentiable at x; (c) h is the infimum of a finite family (h i
)
Equi-subdifferentiability
The following definition delineates a uniformity property which is automatically satisfied when the subdifferential ∂ F f (x) is a singleton, in particular when f is differentiable at x. Thus, it takes into account the multivaluedness of the Fréchet subdifferential.
Definition 4.1 Let us say that a subset
F of ∂ F f (x) is a subset of equi-subdifferentiability of f at x if ∀ε > 0 ∃δ > 0 ∀x * ∈ F ∀x ∈ B(x, δ) f (x) − f (x) − x * , x − x ≥ −ε x − x .
We say that f is equi-subdifferentiable at x if ∂ F f (x) is nonempty and is a subset of equisubdifferentiability of f at x.
Obviously, the convex hull of any finite subset of ∂ F f (x) is a subset of equi-subdifferentiability of f at x. If f is convex, or just approximately starshaped at x, with ∂f (x) nonempty, then f is equi-subdifferentiable at x, as shown by Lemma 2.1 (a) . The same is true if f = g − h with g convex and h Fréchet differentiable at x. In fact, this last assertion is a special case of the next proposition. If g = f + h and if F (resp. H) is a subset of equi-subdifferentiability of f (resp. h) at x, then G := F + H is a subset of equi-subdifferentiability of g at x, as easily seen. If f := sup i∈I f i is the supremum of a family of functions and if, for a finite subset J of I(x) := {i ∈ I : f i (x) = f (x)}, F j is a subset of equi-subdifferentiability of f j at x, then the convex hull of the union of the F j 's is a subset of equi-subdifferentiability of f at x. If f = g • θ, with θ : X → Y Fréchet differentiable at x and if G is a subset of equi-subdifferentiability of g at θ(x) then F := θ (x) (G) is a subset of equi-subdifferentiability of f at x.
Proposition 4.1 Let f = g − h with g, h finite at x and h approximately starshaped at x. If ∂ F h is gap-continuous at x and if G is a subset of equi-subdifferentiability of g at x, then G ∂
Proof. The proof is similar to the proof of Theorem 3.1. It suffices to replace ∂ F g(x) by G in relation (3.11) .
Taking G := ∂ F g(x) and using Proposition 4.1, we get the following corollary.
Corollary 4.1 If f = g − h with g, h finite at x, g equi-subdifferentiable at x, h approximately starshaped at x and if ∂ F h is gap-continuous at x, then f is equi-subdifferentiable at x and
∂ F f (x) = ∂ F g(x) ∂ F h(x).
Corollary 4.2 If f = g − h with g, h finite at x and approximately starshaped at x and if ∂ F h is gap-continuous at x, then f is equi-subdifferentiable at x and the preceding relation holds.
A converse of the preceding proposition can be given. Its proof follows from an inspection of the proof of Proposition 3.1. Proof. The only if assertion is contained in the preceding proposition. The if assertion stems from Proposition 4.1 and the fact that if
5 Approximate Fréchet subdifferentials of d.c. functions.
The next theorem exhibits a formula for the ε-Fréchet subdifferential for f := g − h similar to the one in Theorem 3.1. We first note that for every ε ≥ 0 the inclusion
, hence, for any µ ≥ 0, by formula (2.4),
In the next theorem we give a sufficient condition ensuring that relation (5.13) is an equality.
In view of inclusion (5.13) it suffices to prove that x * ∈ ∂ F ε f (x). Let us define the functions g ε+λ and h λ by
Then g ε+λ and h λ are approximately starshaped at x and for all x ∈ E one has
In the preceding proof we have used the assumption that the multifunction ∂ 6 Application to optimality conditions.
Let us devote this final section to applications of the preceding results to optimality conditions. Our results differ from the ones in [38] by several assumptions. Following a number of papers, we will say that a point x ∈ E is a local sharp minimizer (or local firm minimizer) of a function f if f is finite at x and if there exist δ, σ > 0 such that f (x) ≥ f (x) + σ x − x for every x ∈ B(x, δ). Such a property is stronger than mere local strict minimization as it involves a conditioning (or well-posedness) property. On the contrary, the next definition points out weakenings of the notion of minimizer.
Definition 6.1 Let ε be a positive real number. A point x is said to be an ε-minimizer of f on a subset S of E if x ∈ S and if
We say that x is a blunt minimizer (or, more precisely an ε-blunt minimizer) of f on a subset
For S = E we just say that x is a blunt minimizer.
We say that x is a local blunt minimizer (or, a local ε-blunt minimizer) of f (on S) if it is an ε-blunt minimizer of f on some neighborhood of x (in S).
An application of Ekeland's variational principle [8] entails part (a) of the following proposition; part (b) is obtained by taking δ = 1. Proof. Suppose x is a local sharp minimizer of f : there exist δ > 0 and σ > 0 such that
Conversely, suppose ρB
and x is a local sharp minimizer of f .
then x is a local sharp minimizer of f .
Proof. By assumption, there is some ρ > 0 such that ρB *
is a subset of equi-subdifferentiability of f at x by Corollary 4.2 and the preceding proposition completes the proof. Remark. The same conclusion holds when g is equi-subdifferentiable at x instead of being approximately convex. Note that assumption (6.14) can also be written: there is some ρ > 0 such that ∂
We easily recover a result of [38] .
Proof. This is a direct consequence of the fact that ∂h is gap continuous at xwhen E is finite dimensional and h is continuous at x by [40] and of Corollary 6.1.
The following result gives necessary and sufficient conditions for local blunt optimality for d.c. or d.a.s. functions. , 0 is a local ε-blunt minimizer of f for all ε > 0 (in fact it is a local minimizer) and we also have for all λ > 0 ∂ , 0 is a local ε-blunt minimizer of f for all ε > 0 as condition i) above is satisfied, but 0 is not a local minimizer of f . Now let us consider a general constrained minimization problem of the form:
(P C ) minimize f (x) := g(x) − h(x) subject to x ∈ C where g, h : E → R are specified below and C is a nonempty closed convex subset of E. Moreover if h is approximately starshaped at x and ∂ F h is gap-continuous at x, then the above inclusion is a sufficient condition for x to be an ε-blunt maximizer of h − ι C , i.e. an ε-blunt maximizer of h on C.
