We construct an emulator for the halo mass function over group and cluster mass scales for a range of cosmologies, including the effects of dynamical dark energy and massive neutrinos. The emulator is based on the recently completed Mira-Titan Universe suite of cosmological N -body simulations. The main set of simulations spans 111 cosmological models with 2.1 Gpc boxes. We extract halo catalogs in the redshift range z = [0.0, 2.0] and for masses M 200c ≥ 10 13 M /h. The emulator covers an 8-dimensional hypercube spanned by {Ω m h 2 , Ω b h 2 , Ω ν h 2 , σ 8 , h, n s , w 0 , w a }; spatial flatness is assumed. We obtain smooth halo mass functions by fitting piecewise second-order polynomials to the halo catalogs and employ Gaussian process regression to construct the emulator while keeping track of the statistical noise in the input halo catalogs and uncertainties in the regression process. For redshifts z 1, the typical emulator precision is better than 2% for 10 13 − 10 14 M /h and < 10% for M 10 15 M /h. For comparison, fitting functions using the traditional universal form for the halo mass function can be biased at up to 30% at M 10 14 M /h for z = 0. Our emulator is publicly available at https://github.com/SebastianBocquet/MiraTitanHMFemulator.
INTRODUCTION
Matter in the Universe is known to cluster in the form of localized, clumpy distributions called halos. The abundance of massive halos as a function of total mass (dark matter and baryons) and redshift -the mass function -depends sensitively on cosmological parameters. In the context of this paper, the term "massive" refers to halo masses characteristic of galaxy clusters, a rich and well-studied class of objects, with a central place in modern cosmology (Mulchaey et al. 2004 ). Theoretical predictions of the mass function on observationally relevant mass scales -an essentially nonlinear quantity -can now be carried out with good accuracy ussebastian.bocquet@physik.lmu.de ing large-scale cosmological simulations. Measurements of cluster-scale halo masses can then be used to probe the evolution of cosmic structure growth and to constrain cosmological parameters (Holder et al. 2001 ; for a review, see Allen et al. 2011) . In practice, such halos are detected via the (localized) presence of galaxies (Gladders & Yee 2000 , Rykoff et al. 2014 , gravitational lensing signatures (Miyazaki et al. 2018) , and/or the presence of hot ionized gas contained within the deep gravitational potential wells characteristic of rich galaxy groups and galaxy clusters (via X-ray emission (Böhringer et al. 2001 , Burenin et al. 2007 , Pacaud et al. 2016 and Sunyaev-Zel'dovich effect observations (Bleem et al. 2015 , Planck Collaboration & et al. 2016 , Hilton et al. 2018 ). The cosmological constraints resulting from the analyses of cluster samples already allow for competitive measurements of the growth history of the universe (Mantz et al. 2015; Bocquet et al. 2019; Costanzi et al. 2019; Zubeldia & Challinor 2019) . In the near future, large samples of thousands of clusters, combined with a mass calibration that is accurate at the few-percent level will allow for greatly improved measurements of the cluster mass function (e.g., DES Collaboration et al. 2020) .
From the theoretical perspective, halos suffer from the lack of a strict definition, and therefore, the notion of "halo mass" inherits a certain ambiguity (see, e.g., White 2001) . Aside from this fact, the halo mass itself is not a direct observable. For these reasons alone, connecting observations to a theoretically obtained mass function is a nontrivial task. In the absence of a robust forward modeling approach based on detailed simulations, the current state-of-the-art relies on empirical "mass-observable" relations to connect theory and observations. In such an approach, one important limitation is the accuracy with which the theoretical mass function is known (for a given definition of mass), as the relevant cosmological parameters are varied. This general topic is the focus of the work presented here.
Early estimates of the mass function applied the spherical collapse model to the linear matter density field (Press & Schechter 1974) , further formalized via the excursion set approach (Bond et al. 1991) . In this approximate methodology, all dependence of the mass function on redshift and cosmology is completely described by the RMS fluctuations σ(M, z) in the linear matter power spectrum P (k, z). It is not obvious, however, that this "universal" prediction of the mass function would be sufficiently accurate. Initial results from numerical studies of the mass function based on N -body simulations found that this universality did hold at an approximate level, given a certain halo mass definition (Jenkins et al. 2001) . A number of fits for the mass function have since been derived from N -body simulations, based on the idea that the universal form can be applied to multiple cosmological models across a wide range of redshifts (see, e.g., Sheth & Tormen 1999; Jenkins et al. 2001; Springel et al. 2005; Warren et al. 2006; Heitmann et al. 2006b ). (For a discussion on the possible halo definition-dependence of the universal form, see White 2002.) Despite the remarkable success of the approach described above, as simulation results were further refined it was discovered that the redshift evolution of the mass function, even for ΛCDM, deviates from the universal prediction (at the 5 − 10% level) and that this deviation had to be explicitly fitted (e.g., Reed et al. 2007; Lukić et al. 2007; Cohn & White 2008; Tinker et al. 2008; Crocce et al. 2010; Bhattacharya et al. 2011; Courtin et al. 2011 ). Furthermore, it was found that the universal mass function fit established for a reference ΛCDM model can only be extrapolated to wCDM models (with w −1) at about 10% accuracy (e.g., Bhattacharya et al. 2011) .
In order to obtain precision cosmological constraints from cluster samples, one therefore needs to proceed beyond the use of fitting functions of the type discussed above, given their limitations in accuracy and parametric coverage. Reducing the systematic uncertainty in the theoretical prediction by roughly an order of magnitude is not an easy task (for a detailed discussion of these issues, see, e.g., Bhattacharya et al. 2011 ), especially if one wishes to include the effects due to non-zero neutrino mass and dynamical dark energy, and also account for the influence of baryons, all of which have potential ramifications for the behavior of the mass function.
In the cosmological context, a direct numerical approach to this problem with a finite number of sufficiently accurate simulations is in fact possible using a combination of efficient sampling strategies, Bayesian statistical methods, and machine-learning based data reduction and interpolation; a process termed emulation (e.g., Heitmann et al. 2006a; Habib et al. 2007; Higdon et al. 2010) . The end result of the emulation process, an emulator, is an oracle that, given a set of input parameters, yields an essentially instantaneous prediction for a set of summary statistics, with well-defined errors.
To construct an emulator, numerical simulations are first run for a set of cosmologies sampling a bounded parameter space. Statistical data reduction and machinelearning based interpolation techniques then yield the desired predictions for observables for any set of parameters contained within the sampled region. Emulators have been used to successfully predict the mass function and other nonlinear summary statistics characteristic of cosmological structure formation such as the nonlinear matter power spectrum, halo bias, and halo concentration (Lawrence et al. 2010; Kwan et al. 2013; Heitmann et al. 2014; Kwan et al. 2015; Lawrence et al. 2017; Nishimichi et al. 2019; McClintock et al. 2019) .
In this paper, we present a mass function emulator using the Mira-Titan Universe suite of N -body simulations (Heitmann et al. 2016 ). This simulation suite includes the effects of massive neutrinos as well as dynamical dark energy and is therefore suited for current and next-generation cosmological surveys that are searching for deviations from ΛCDM. The box sizes (2.1 Gpc) and mass resolution (3200 3 particles) of the simulations were designed to measure the mass function at mass scales starting at ∼ 10 13 M /h with good resolution of indi-vidual halos (at least 1000 particles per halo) as well as good statistics of halo masses in individual mass bins on group/cluster mass scales. Our emulator provides the mass function up to redshift z = 2, with percent-level accuracy at group-scale masses and better than ∼ 10% accuracy at 10 15 M /h. This new emulator is a complement to the Mira-Titan emulator for the matter power spectrum presented in Lawrence et al. (2017) . This paper is structured as follows. The Mira-Titan Universe simulations and the extraction of binned halo catalogs are discussed in Section 2. We describe the construction of the halo mass function emulator and verify its accuracy in Section 3. We discuss existing predictions for the mass function in Section 4. In Section 5, we use the Mira-Titan Universe simulations to discuss the limits of cosmological universality of the mass function. We conclude with a summary and outlook in Section 6.
THE MIRA-TITAN UNIVERSE
The simulations used in this work were run using the HACC cosmological N -body code (Hardware/Hybrid Accelerated Cosmology Code, Habib et al. 2016) . The suite of simulations is named the Mira-Titan Universe after the supercomputers used to produce it (the IBM BlueGene/Q system Mira at Argonne and the GPUaccelerated system Titan at Oak Ridge) and is introduced in Heitmann et al. (2016) . Here, we summarize the relevant aspects, and refer the reader to the original paper and references therein for further details.
The Mira-Titan Universe is a suite of cosmological N -body simulations that are realizations of 111 different cosmologies, which we refer to as M001-M111. The cosmological parameters are drawn from an eightdimensional parameter space {Ω m h 2 , Ω b h 2 , Ω ν h 2 , σ 8 , h, n s , w 0 , w a }. All models are spatially flat (Ω k = 0). We consider a dynamical dark energy equation of state, using the common parameterization (Chevallier & Polarski 2001; Linder 2003) w(a) = w 0 + w a (1 − a).
(1)
Massive neutrinos are treated at the background level instead of being simulated as a separate particle species, essentially an expansion in the neutrino mass fraction, f ν , in the spirit of Saito et al. (2009) . The impact of neutrinos on the total matter power spectrum is tracked such that the total matter power spectrum at redshift z = 0 is correctly normalized to a given σ 8 . This approach is validated and discussed in detail in Upadhye et al. (2014) . The initial simulation suite covers only gravity-only simulations. The expectation is that direct modeling of baryonic effects (as well as approaches based on post-processing gravity-only simulations) will be added over time (Heitmann et al. 2016 ).
The Mira-Titan Universe was specifically designed to produce simulation data for emulators. The volume of the sampled parameter space is therefore a compromise between covering wide parameter ranges and the sparsity this implies. The sampling design underlying the Mira-Titan Universe has an inbuilt notion of sequential convergence and is aimed at generating multiple emulators at percent-level error levels, including the halo mass function (as demonstrated in a first test in Heitmann et al. 2016) .
The cosmological parameters are chosen within the following boundaries:
We impose the additional constraint
The choice of the 111 design models and their spacefilling properties are discussed in Section 3 in Heitmann et al. (2016) . Note that a tessellation-based nested design strategy was specially developed in order to obtain sequential convergence, allowing reuse of previously run simulations: The first 26 models (M011-M036) represent a complete design in their own right, which is further refined when adding the next 29 models to obtain a design with 55 models. Adding yet another 46 models gives a full design with 101 models. To improve coverage of the edge of parameter space where m ν = 0, another set of 10 models (M001-M010) with massless neutrinos are chosen according to a seven-parameter symmetric latin hypercube design. All cosmologies in the Mira-Titan design are listed in Table 2 and are visualized in Figure 1 . 1 Finally, as discussed in Heitmann et al. (2016) , the design hypercube is constructed using w 0 and w b , which leads to the impression of uneven sampling in w 0 -w a space. For each of the 111 design cosmologies, a 2.1 Gpc box simulation was run evolving 3200 3 particles. The particle masses vary between 7.23 × 10 9 M and 1.22 × 10 10 M depending on the simulated cosmology, comfortably resolving group and cluster-scale halos. Key features of the simulations are summarized in Table 1 .
An important verification test of the emulator accuracy is to compare its mass function prediction directly with numerical results from additional (off-design) simulations that were not used for the construction of the emulator. For this purpose, a set of four additional 2.1 Gpc box simulations were run (T001-T004). Finally, another 2.1 Gpc simulation box was run using a fiducial ΛCDM cosmology (M000) that has also been used for other, larger simulations (e.g., the Outer Rim simulation, Heitmann et al. 2019 ). All of the five reference simulations evolve 3200 3 particles as in our main simulation suite. Note-The mass cuts min(M200c) ensures we only use well-resolved halos with N particle > 1000. The simulations for models M006, M023, and M046 were accidentally run with slightly smaller box sizes than 2.1 Gpc. As we build an emulator for the spatial halo number density this change in volume is trivial to account for. Figure 2 . Binned halo catalogs from the 111 Mira-Titan Universe simulations. The color gradient reflects the number of halos in the lowest mass bin. At high mass, we choose an adaptive binning scheme to ensure that each mass bin is populated with at least 20 halos.
Halo Catalogs and Binned Halo Mass Function
We first identify halos using a fast parallel friendsof-friends (FOF) halo finder with link length set to b = 0.168. Spherical overdensity (SO) halo catalogs are then built out from the potential minimum of each FOF halo. (In this second process, we use all of the local simulation particles, not just those found by the FOF algorithm.) SO halo masses are specified via the overdensity criterion ∆ = 200ρ crit . We create halo catalogs for 8 snapshots that are roughly equally spaced in time within 0 ≤ z ≤ 2.02. The redshifts are z ∈ {0.00, 0.10, 0.24, 0.43, 0.66, 1.01, 1.61, 2.02}. Throughout the simulation suite, we only consider halos above 10 13 M /h; this cut ensures that all halos are well resolved with at least 1000 particles.
For each halo catalog, we apply a binning in mass which is a compromise between good mass resolution at low mass where halos are most abundant and a sufficiently large number of halos per bin at high mass.
First, we bin all halo catalogs with a default bin width ∆ log 10 M = 0.1. Then, we combine the highest-mass bins such that the resulting (wide) high-mass bin contains at least 20 halos. Using 4 3 spatial jackknife subvolumes, we compute covariance matrices between mass bins to account for noise in the binned halo catalogs due to sample variance and shot noise. We checked that our mass function emulator is robust to changes in the details of the binning scheme and the estimation of the statistical noise. We ignore correlations between mass bins across different time snapshots. In Figure 2 , we show the binned halo mass functions for the 111 design cosmologies.
EMULATOR CONSTRUCTION
In this section, we discuss our emulator framework. We treat each snapshot separately, and thus construct 8 independent emulators. The key steps in building the emulators are summarized below; we discuss each of these steps in detail in the following subsections. The emulator is now complete and, for a given requested cosmology, returns the halo mass function and an error estimate.
For our emulator and its construction, we consider mass in units of M /h and volume in units of (Mpc/h) 3 . With this convention, the conversion from unit volume to the volume contained in a survey solid angle does not explicitly depend on the Hubble constant h.
Constrained Piecewise Polynomial Halo Mass Function Fits
To ensure that the final emulator predictions for the mass function are smooth, we need to convert the binned halo catalogs into smooth functions of mass. Due to the large variance of the mass function at high mass, we found smoothing kernels not to be an adequate approach. Inspired by the approximate power-law behavior of the mass function at low masses, we instead fit a model consisting of constrained piecewise second-order polynomials in log-mass. In each segment i, we have
(11) We constrain the individual segments to connect smoothly by requiring the function and its derivative to be continuous. For every two consecutive segments joining at mass M join , this leads to a constraint on the function value
and its derivative
In addition, we require
to encapsulate our intuition that the mass function becomes steeper for increasing mass. We define segments with constant length in log-mass with four segments per decade in mass. We define the fourth segment as the pivot segment for which we define the overall amplitude parameter a 4 as well as b 4 and c 4 . With these parameters set, the only free parameters left are the c i for all other segments; the remaining a i and b i are set according to the constraints from Eqs. 12 and 13. We define M piv = 10 14 M /h to help de-correlate the parameters a 4 , b 4 , and c 4 .
To ensure that the mass function keeps its approximate power-law behavior when extrapolated to even lower masses (outside our analysis domain), we define a 0-th segment for which we set c 0 = 0 and where a 0 and b 0 are constrained from the first segment in the usual way. The 0-th segment spans the mass range 10 13 < M/(M /h) < 10 13.1 and all subsequent segments span 0.25 dex in mass as discussed.
In practice, for each redshift, we only fit for the c i that correspond to segments for which the binned halo catalogs do not vanish. All c i above the highest halo mass are set to the last c i where binned halo catalogs exist, meaning that the curvature of the log-mass function remains constant toward even larger masses.
Likelihood Function and Halo Mass Function Fits
The input data provided by the simulations for each redshift are the binned halo catalog N sim and a covariance matrix Σ sim (see Section 2.1). As the mass bins are rather coarse, we do not assume the mass function to be constant within a bin, and we explicitly model the number of halos in a given bin i as
with dn/d ln M from Eq. 11. We define the loglikelihood function
We regularize the variance in the fit parameters c i by applying a Gaussian likelihood on the variance between 
(17) up to a constant. The standard deviation λ is a free parameter of the model. The role of ln L var is to constrain λ and the c i by striking a balance between a good fit (which requires the c i to differ and thus leads to a noncontinuous second derivative of the log-mass function) and a second derivative of ln(dn/d ln M ) that is as little jumpy as possible.
Finally, for each redshift, we constrain the parameters a 4 , b 4 , c i , and λ for each design model by sampling the total log-likelihood ln L = ln L sim + ln L var + const.
The residuals of the best-fit mass functions obtained this way are consistent with the statistical noise in the halo catalogs. The distribution of reduced χ 2 across all models and redshifts is close to being centered at unity.
In Figure 3 , we show the binned halo catalogs and the mass function fits for model M042 for illustration purposes. The range of best-fit mass functions for all models at z = 0 is shown in the top panel of Figure 4 .
Basis Functions
From the previous subsection, we now have 111 bestfit mass function models for each snapshot. To compress that information, we perform a PCA. We prepare the best-fit mass function models by taking their logarithm to reduce the dynamic range and by subtracting the mean log-model (see second panel of Figure 4 ). Because of the exponential high-mass cutoff of the mass function, it is clear that the best-fit mass functions diverge in the high-mass regime. As we do not want this divergence to dominate the PC decomposition, we limit the best-fit mass functions to the mass range covered by the binned halo catalogs. After carrying out some sensitivity tests, we decided to keep the first four principal components and their associated four eigenvectors in mass function space. With four components, the error introduced by the PCA is about 1% -although this value is not directly relevant as we re-compute all PC weights in the next subsection. The eigenvectors and eigenvalues for z = 0 are shown in the two bottom panels of Figure 4 .
(Re-)Computing the Principal Component Weights
The PCA performed in the previous subsection provides, for each snapshot, four eigenvectors (or basis functions) and the PC weights associated with each design model. Note that these PC weights are point-estimates with no uncertainties, because we performed the PCA on the (zero-uncertainty) best-fit mass function models. To propagate the statistical noise in the halo catalogs onto the PC weights, we now (re-)fit the mass function, parametrized by the mean mass function and the four basis functions from the previous subsection, to the halo catalogs. As we are explicitly interested in the uncertainty on the PC weights, we perform a Markov Chain Monte Carlo (MCMC) analysis for each halo catalog using the likelihood function defined in Eq. 16.
As a result, the input mass function for every input cosmology and redshift is now described by a fourdimensional posterior parameter distribution. All posterior distributions (8 snapshots × 111 models) are wellapproximated by multi-variate Gaussian distributions and we thus extract the parameter means and covariances for all models.
We validate the description of the mass functions with these four parameters by studying the residuals between each mean mass function parametrized in this way and its underlying halo catalog. The residuals are shown in Figure 5 which suggests that they are consistent with statistical noise in the halo catalogs. For each redshift, the distribution of residuals across all models is consistent with a reduced χ 2 of unity.
Gaussian Process Regression
In this section, we briefly review the basics of Gaussian Process (GP) regression and set the appropriate notation. We then apply this method and build an interpolation scheme for the PC weights obtained above.
Basics of Gaussian Process Regression
Gaussian Process regression assumes a collection of data values f at locations X that are drawn from a joint Gaussian distribution f = N (0, K(X)), with a correlation matrix K. Without loss of generality, we have subtracted the mean such that the GP is centered at 0. Following, e.g., Rasmussen & Williams (2006) , the GP can be conditioned on training values f at inputs X with measurement errors σ such that it predicts function 0.75 1.00 1.25 z = 0.00 Figure 5 . Residual between the halo mass function fits for simulation boxes M001-M111 and their underlying halo catalogs. These mass functions are the input for the actual emulator. The grey shaded bands show the median shot noise across all models as an estimate for the typical statistical noise in the halo catalogs (for visualization purposes only). Dotted lines show ±10% to guide the eye. The residuals are consistent with statistical noise in the halo catalogs.
values f at new locations X :
The correlation matrix K is constructed using the correlation function k between two inputs x and x . A popular choice is the squared exponential kernel, which we adopt in a slightly modified form
where N dim,x is the dimensionality of x and with hyperparameters λ and ρ, setting the precision of the GP and the spatial correlation length between inputs, respectively. For example, a GP with a large precision λ varies little along spatial directions, resulting in very smooth functions. As ρ i approaches unity (from below), the correlation length along direction i becomes infinite and we call the dimension i "inactive"; conversely, for ρ i 1, the spatial correlation length becomes very short. The remaining task is thus to set the hyperparameters in an informed way; we will discuss this in Section 3.4.3.
The above summary describes a GP regression scheme for a scalar function f that depends on a multidimensional argument x. It is straightforward to extend the formalism to vector functions while taking the possible correlations between the function vector elements into account. For N dim,f -dimensional data, one constructs N dim,f correlation matrices K, where each correlation matrix K n has an independent set of hyperparameters λ n and ρ n . The measurement errors on the input parameters are now stored in a covariance matrix with N dim,f × N design entries on a side, where N design is the number of input data points. With this formalism, we account for correlated input parameters but assume that the hyperparameters for each input are independent. We will employ such a multi-dimensional GP regression scheme for our emulator.
GP Input Parameters
We prepare the inputs for the GP regression as follows. The cosmological parameters of the design models 2 are normalized to the range [0, 1]. The mean PC weights from Section 3.3 are standardized to have zero mean and unit variance. The associated covariance matrices are rescaled accordingly. Thus, we have N dim,x = 8 function arguments (the cosmological parameters), N dim,f = 4 dimensional function values (the PC weights), and N design = 111 input data points.
Hyperparameter Optimization
The parameters λ 1 , . . . , λ N specified. The marginal likelihood of the GP can be interpreted as a likelihood function of the inputs given the model hyperparameters:
Following Habib et al. (2007) , we apply priors π on the hyperparameters
Because we standardized the GP input parameters in the previous subsection, we expect the variance λ to be close to unity and choose a prior with mean of 1 and standard deviation of 0.45. Similarly, as the design parameters are normalized to [0, 1], the adopted prior on ρ encodes our expectation of very smooth functions (and few active dimensions); we have substantial prior mass near 1, and Pr(ρ ij < 0.98) ≈ 1/3. The final step is to set the hyperparameters such that they maximize the likelihood in Eq. 21. This represents an inference problem with N dim,f + N dim,f × N dim,x = 36 free parameters. For each snapshot, we run an MCMC analysis and set the hyperparameters to the mean recovered values from the MCMC.
Emulator Output and Uncertainty
For a given requested cosmology, the emulator uses the GP regression scheme to estimate the mean PC weights and their covariance matrix according to Eq. 19. As a first consistency check, we confirm that the residual between the four-dimensional PC weights that we obtained by fitting to the halo catalogs of the design models in Section 3.3 are statistically consistent with the PC weights that the GP returns at those locations. This test confirms that the emulator prediction indeed goes through the design data points.
As a next step, we compute the consistency between the PC weights obtained in Section 3.3 for the test models, which were not used for the construction of the emulator, and the prediction by the GP. For three out the eight snapshots, the reduced χ 2 across the five test models is slightly smaller than unity, indicating that the emulator is making statistically accurate predictions. For the remaining five snapshots, the reduced χ 2 vary between 1.3 and 2.4. We multiply the GP output covariance matrix with fixed factors such that the reduced χ 2 is forced to unity. This slightly degrades the emulator precision at the benefit of having statistically consistent residuals with the test models. The emulator is now fully specified.
To obtain predictions for the mass function, the PC weights are multiplied with the mass function basis functions, the mean log-mass function is added, and upon exponentiation we obtain the emulated mass function (reverse process of Section 3.2). Note that the mass function computed in this way corresponds to the mean predicted PC weights, and thus contains no uncertainty. To provide an error estimate, we repeat the computation of the mass function, but instead of taking the mean predicted PC weights, we draw realizations from the multivariate probability distribution that the GP provides, accounting for the additional factors discussed just above. We compute the error on the emulator prediction by taking the variance of such a set of mass function predictions from the GP covariance. Note that the error estimates vary with mass and redshift as they account for the noise in the input halo catalogs; they also vary as a function of the location in cosmology space according to the proximity to design locations (see Figure 6) .
Note that in principle there is another contribution to the emulator uncertainty due to the uncertainties in the GP hyperparameters. However, across all redshifts, this additional source of noise is about an order of magnitude smaller than the errors discussed above and we therefore neglect it.
Redshift Evolution of the Halo Mass Function
Our emulator provides the mass function for the requested cosmology for 8 discrete redshifts between 0 and 2. To obtain the mass function at intermediate redshifts, we recommend linearly interpolating the logarithm of the mass function ln[dn(M, z)/d ln M ].
Emulator Performance
We verify the emulator performance in two ways: hold-out tests and tests against additional simulations for cosmologies that were not used in the original construction of the emulator.
Hold-Out Tests
Hold-out tests are performed by constructing the emulator using all but the i-th design model, and this is repeated for each design model i. The hyperparameters of the GP are kept fixed to the values obtained for the full design in Section 3.4.3. Intuitively, the hold-out tests allow us to assess whether the function to be emulated is smooth enough so that N design − 1 input cosmologies are sufficient for emulation purposes. Rel. error on dn/dlnM HMF emulator error estimate z = 2.02 z = 1.01 z = 0.43 z = 0.00 Figure 6 . Emulator error estimates. The precision also varies as a function of the cosmological parameters (proximity to design models reduces the error). We compute emulator predictions at 1000 random locations within the design hypercube and plot the median emulator error as solid lines and the full range of errors as colored bands (we only show four redshifts for improved readability). The typical precision at 10 14 M /h varies between 1% and 10% depending on redshift.
The result of the test is shown in Figure 7 . The mass functions are correctly predicted at the few-percent level. At high mass, as expected, this test is limited by the statistical noise in the halo catalogs. Note that the hold-out test is powerful, because we are effectively testing the impact of a "hole" in the design, and the full emulator has no such holes. We conclude that our emulator passes this test and that the claim of percent-level mass function predictions made above in Section 3.5 and Figure 6 are justified.
Verification With Additional Simulations
An alternative verification scheme consists of carrying out spot checks by comparing the emulator predictions with halo catalogs obtained for additional cosmologies that were not used to construct the emulator; this avoids the "sampling hole" problem (potentially most troublesome near the hypercube boundaries) with hold-outs, at the obvious cost of a more systematic coverage of parameter space.
In Figure 8 , we compare the emulator prediction with halo catalogs from our five additional cosmologies (M000, T001-T004). Here again, we observe percentlevel agreement. By construction, the residuals are within the combined emulator error and the statistical noise in the halo catalogs (see Section 3.5). We thus conclude the verification of the emulator. 0.75 1.00 1.25 z = 0.00 Figure 7 . Emulator validation with the hold-out test: The emulator is constructed using all but one model, and the residual of the mass function is plotted for that model. The procedure is repeated for each of the 111 design models. The grey shaded areas show the median shot noise across all models as an estimate for the typical statistical noise in the halo catalogs (for visualization purposes only). Dotted lines show ±10% to guide the eye.
Concluding Remarks
We conclude this section with a discussion of the approach adopted for the construction of the emulator. The initial mass function fits described in Section 3.1 are only used to construct a (close to) optimal set of basis functions in the subsequent Section 3.2. We then keep four basis functions and obtain four-dimensional parameter sets by fitting these basis functions to the halo catalogs in Section 3.3. In principle, any other set of basis functions would work, too. One could, for example, directly use the binned halo catalogs as inputs to the PCA. This would, however, lead to non-continuous mass function predictions and higher overall noise levels which is why we did not follow this approach. In yet another possible analysis setup, we used the universal mass function functional form (described in detail in Section 5) to obtain smooth mass function fits for each model. However, we found that this parametrized mass function is not able to accurately capture the details of the behavior at high mass. The inaccuracy is very subtle: for a given model, the residuals and reduced χ 2 are completely acceptable. However, when measuring the residuals for all 111 models, we noticed that the last one or two bins in the halo catalogs almost all scattered high compared to their respective best-fit mass function model. The distribution of reduced χ 2 for all models indeed suggested a slightly bad fit.
By adopting the approach of using a constrained piecewise polynomial model instead of raw binned halo counts or the universal fitting function approach, we strike a balance between being purely data-driven and incorporating physical intuition about the mass function. In summary, our mass function emulator is built upon the assumptions that the (logarithm of the) mass function can be described by a second-order polynomial in logmass whose second derivative varies on scales of about 0.25 dex in mass, and that the variation of the (re-fitted) PC weights with cosmology can be captured by a multivariate Gaussian distribution. The residuals with respect to the design halo catalogs were shown in Figure 5 .
DISCUSSION OF EXISTING HALO MASS FUNCTION FITS AND EMULATORS
We discuss our emulator in the context of existing halo mass function fits and emulators. We consider the simulation for our ΛCDM (and massless-neutrino) cosmology M000, which was not used for the construction of our emulator, and confront it with different predictions from the literature. We perform this comparison at redshift z = 0 and show the results in Figure 9 . As discussed above, our emulator provides an accurate prediction for the mass function at the M000 cosmology.
A popular set of fitting functions that covers a range of SO mass definitions is described in Tinker et al. (2008) ; we compare that prediction with our simulation in Figure 9 . 3 Above M 10 14 M /h, this fit provides a very good description of our simulation. At lower mass, however, the Tinker et al. (2008) fit overestimates the number of halos by up to about 10%. This behavior is expected since we extract SO masses for FOF halos, while Tinker et al. (2008) use an SO finder that allows for overlapping subhalos which can boost the number of objects (see the discussion in, e.g., Kravtsov et al. 2004; Tinker et al. 2008; . We compare to an alternative fitting function presented in that was calibrated to the Magneticum Pathfinder simulation suite (Dolag et al., in prep.) . 4 Importantly, in this work SO masses were extracted for FOF halos defined by b = 0.16 corresponding to almost the same halo definition as we use (SO masses for b = 0.168 halos). Indeed, the mass function for the Magneticum N -body simulations agrees very well with our M000 model. As expected, the mass function for the Magneticum hydrodynamic simulations yields significantly less low-mass clusters and groups than their N -body counterparts or our simulation. In conclusion, 3 We verify our implementation of the fitting function against the HMFcalc tool and find agreement better than 0.4% (http:// hmf.icrar.org/; Murray et al. 2013 ). The grey shaded area shows the shot noise in the simulation halo catalog. The fit to the Magneticum simulations and the fit by Tinker et al. (2008) both rely on the universal approach and are calibrated to fiducial ΛCDM cosmologies. The Magneticum N -body fit agrees very well with our simulation; its hydrodynamic counterpart predicts less halos below about 10 14.2 M /h as shown in . At masses below 10 14 M /h, the Tinker et al. (2008) fit overpredicts the number of halos as it does not preclude halo overlap. The Aemulus emulator predicts more halos at low mass, too, which we also attribute to halo overlap. The prediction from our emulator agrees well with the simulation (as was also shown in Figure 8 ).
after having shown that our emulator passes the verification tests against our own simulations in the previous section, we have now shown that, for our ΛCDM model, our simulation and emulator also agree with two example fitting functions from the literature. 5
To date, two emulators for the halo mass function have been presented: the Dark Emulator (Nishimichi et al. 2019) and Aemulus, which is publicly available 6 (Mc-Clintock et al. 2019). Both of these are only valid for massless neutrinos and a constant dark energy equation of state while our emulator additionally covers massive neutrinos in the parameter range 0 ≤ Ω ν h 2 ≤ 0.01 and dynamical dark energy through the w 0 -w a parametrization (see Section 2). As a result, only our emulator can be used for cosmological analyses that aim at constrain-ing the sum of neutrino masses and/or dynamical dark energy.
The Dark Emulator covers a six-dimensional cosmological parameter space. As opposed to our emulator, it is constrained to m ν = 0 and a constant dark energy equation of state (w a = 0). Their simulation design contains 101 cosmologies which are sampled from a sixdimensional hypercube. A sliced latin hypercube design is employed to allow for an even sampling of the parameter space (as a reminder, we achieve even sampling through a tesselation-based nested design strategy, see Section 2). For each model, 1 Gpc/h and 2 Gpc/h simulation boxes are run evolving 2048 3 particles each; only the smaller boxes are used for the halo mass function emulator. In summary, the Dark Emulator framework is similar to ours except for the more restrictive range of cosmologies.
The Aemulus suite of simulations (DeRose et al. 2019) covers seven cosmological parameters; compared to our work, they impose Ω ν h 2 = 0 and w = const. (equivalent to w a = 0) but vary the effective number of relativistic species N eff . Importantly, their design cosmologies are chosen to sample the parameter space allowed by the union of the cosmological constraints from WMAP9+BAO+SNIa and Planck13+BAO+SNIa data and their emulator cannot produce accurate results outside of this region of the parameter space. In contrast, the Mira-Titan Universe design samples the entire parameter hypercube, as described in Section 2. Therefore, this hypercube can be adopted as hard priors in any cosmological analysis that uses our emulator, whereas the Aemulus emulator can only be used in analyses where strong priors from CMB, BAO, and SNIa measurements are applied. The 40 Aemulus simulations have similar mass resolution as ours but smaller box sizes of 1.05 Gpc/h, thus providing a less precise calibration of the number (density) of higher-mass halos. As a cross-check, we ran the Aemulus emulator for our M000 cosmology. Note that Aemulus provides SO masses M 200m (using the rockstar halo finder and thus not the same halo definition as we do); we convert to M 200c assuming an NFW profile (Navarro et al. 1997 ) and the concentration-mass relation by Child et al. (2018) . 7 As shown in Figure 9 and demonstrated in McClintock et al. (2019) , the prediction from Aemulus is very similar to the prediction by Tinker et al. (2008) : it agrees with our mass function at about 10 14 M /h and above (within the noise at high mass) and overestimates the halo abundance toward lower masses by up to about 10%. 7 We use the Colossus package: https://bitbucket.org/bdiemer/ colossus
In light of the discrepancy between (some of) the mass function predictions below 10 14 M /h, we remind the reader that such a mismatch is less worrisome than it appears: any cosmological analysis of real data must use simulation inputs in a self-consistent manner. For example, the mass definition for which the halo mass function is predicted has to be the same mass definition for which, e.g., projected halo mass profiles for weaklensing measurements are used (in other words the appropriate mass-observable relation will compensate for changes in the mass definition). Independently, the halo finder has to identify objects in the simulations in a way that is similar to how observed clusters are identified (see, e.g., García & Rozo 2019 for additional discussion and an explicit example for optically-selected clusters).
THE LIMITS OF COSMOLOGICAL UNIVERSALITY OF THE HALO MASS FUNCTION
Prior to the emergence of cosmological emulators based on numerical simulations, the cluster cosmology community followed an approach based on the assumed universal form for the mass function. As discussed in the Introduction, in this approach, all of the mass function dependence on cosmology and redshift is fully described as a function of the RMS fluctuations σ(M, z) in the linear matter power spectrum P (k, z, cosmology). In this section, we use the Mira-Titan Universe simulations to investigate the limits of the assumed cosmological universality of the mass function for M 200c .
As a first step, we establish a mass function fit following the universal approach. We choose model M000 (ΛCDM with massless neutrinos) as our baseline model for which we establish the universal fit; we then extrapolate this result to all other Mira-Titan Universe cosmologies and compare to the simulation results.
The universal parametrization of the halo mass function reads
with ρ m designating the matter density. The RMS fluctuation σ in the matter density field is related to the linear matter power spectrum P (k, z) via
with the Fourier transformŴ of the real-space top-hat window function of radius
A common parametrization of f (σ) is
with fit parameters d, e, f , and g (e.g., Warren et al. 2006; Tinker et al. 2008 ) together with a normalization B set by the condition f (σ)d ln σ −1 = 1 which is satisfied for
This model has considerable freedom as it contains an overall amplitude, the slope of the power-law part of the mass function, a relative amplitude of the powerlaw component, and an exponential cutoff at high mass (low σ).
For cosmological models with massive neutrinos, the degree of universality can be improved by choosing the appropriate power spectrum P (k) that enters Eq. 25 and matter density ρ m that enters Eq. 24 and 26. Following e.g., Ichiki & Takada (2012) ; Costanzi et al. (2013) ; Biswas et al. (2019) we set the matter density to the density of collapsing matter:
this is motivated by the fact that neutrinos hardly cluster on halo scales. Following the same reasoning, we use
30) which is the CDM+baryon power spectrum modified to account for the background density evolution of all particle species.
We obtain parameter posterior distributions for the universal parameters by fitting the mass function from Eq. 24 to the M000 halo catalog at z = 0 using the likelihood function from Eq. 16. We then use this set of parameters to predict the mass function for every model M001-M111 and the test models T001-T004.
In the top panel of Figure 10 , the thick black line indicates that the universal mass function fit obtained for the M000 model indeed provides a good fit to the M000 halo catalog. However, as we use the set of parameters d, e, f , and g to predict the universal mass function for every model M001-M111, large discrepancies become apparent. Up to masses of about 10 14 M /h, the residuals are approximately constant with mass and range from about −20% up to about +30%. At higher masses, as we approach the exponential tail of the mass function, the residuals increase significantly. Note that the degree to which the mass function is universal depends on the specific halo mass definition. For example, the mass function for FOF masses with b = 0.2 or for SO masses M 180m was shown to feature a more universal behavior for ΛCDM cosmologies than the mass function for M 200c (White 2002) . To extend this statement beyond ΛCDM, Bhattacharya et al. (2011) calibrated a FOF b = 0.2 mass function fit using ΛCDM simulations and then used a suite of 38 simulations carried out for wCDM cosmologies to estimate that the universal approach is still valid at the ∼ 10% level. Additional spot checks using a simulation with a ΛCDM cosmology with massive neutrinos (νΛCDM) and a simulation with additional dynamical dark energy (νDDE) were performed by Biswas et al. (2019) . They found that the universal mass function approach is able to describe the mass function in their νΛCDM cosmology to within 5%, and the mass function in their νDDE model at the ∼ 5% level. In conclusion, we expect that the mass function for M 200c , which we consider in this work, is less universal than for other mass definitions, and FOF masses with b = 0.2 in particular. Note however, that the formation and evolution of halos is better understood for SO masses that are defined with respect to the critical density, such as M 200c or M 500c , which justifies using these mass definitions despite the mass function being less universal (see, e.g., the discussion in White 2002) . Finally, we note that for practical applications, having a sufficiently accurate emulator makes the search for a universal mass function prediction unnecessary.
In the bottom panel of Figure 10 , we show the same result as in the upper panel but for the test models T001-T004. As these models were not used for the construction of the emulator, we can directly compare the performance of the universal approach with the emulator. For these models, the universal approach is accurate at the ∼ 10% level up to about 10 14 M /h and worsens somewhat toward higher masses. In contrast, the emulator clearly performs much better as its accuracy stays well within 10% up to 10 15 M /h.
SUMMARY AND OUTLOOK
We present, and make publicly available, an emulator for the halo mass function for redshifts z ≤ 2 and for masses M 200c ≥ 10 13 M /h (group and cluster-scale halos) using the newly completed Mira-Titan Universe suite of 111 cosmological N -body simulations. The parameter space spans eight cosmological parameters {Ω m h 2 , Ω b h 2 , Ω ν h 2 , σ 8 , h, n s , w 0 , w a }. Our work expands the parameter space covered by existing mass function emulators (McClintock et al. 2019; Nishimichi et al. 2019 ) by also including a dynamical dark energy equation of state and the neutrino mass sum. Following our previous philosophy in terms of sampling parameter space, our simulation design covers the entire parameter hypercube, instead of being centered around the currently available cosmological constraints (as employed, e.g., by the Aemulus emulator). Finally, the use of large simulation boxes (2.1 Gpc) yields better statistics for the high-mass tail of the mass function.
We construct the emulator using Gaussian Process regression. In contrast to the mass function emulators in the literature, we do not perform the GP regression on the fit parameters of a universal fitting function, but on a set of principal component weights. The corresponding PC basis functions are obtained in a data-driven way using piecewise polynomial functions. In our approach, we track the noise in the input halo catalogs and the uncertainties involved in the GP regression. We verify the emulator prediction using hold-out tests and tests against additional simulations that were not used for the construction of the emulator.
The accuracy of the emulator is summarized in Figure 6 . The accuracy is a function of mass, redshift, and location in cosmological parameter space. For example, at M = 10 14 M /h and z < 1, the error is at the percent-level for all cosmologies; at M = 10 15 M /h it stays below 10%.
This work does not address the influence of nongravitational feedback effects on the mass function. This feedback, which is mainly driven by active galactic nuclei, redistributes the material in the cluster center and thereby alters the halo mass profile (e.g., Henson et al. 2017; Springel et al. 2018) . The impact on low-mass clusters and groups is more important than on massive clusters which results in the mass function being hardly affected in the high-mass regime (e.g., Cusworth et al. 2014; Schaller et al. 2015; . It remains to be seen whether mass function predictions from gravity-only N -body simulations like the one we presented here (perhaps modified in post-processing, using analytic or semi-analytic models) can be used for cosmological analyses of future, high-quality datasets or whether the mass function prediction will have to be built from suites of hydrodynamic simulations, which are expected to be available in the near future. In the latter case, the systematic uncertainty in the hydrodynamic modeling will have to be accounted for and described along with the cosmological parameters in a rigorous statistical analysis framework. The emulator framework presented in this work represents an important step in this direction.
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APPENDIX
We present all cosmologies of the Mira-Titan Universe and of the additional test models in Table 2 . 
