Communicated by B. Sandstede

1. Introduction {#s000005}
===============

We consider viscous conservation laws in one space dimension, which are partial differential equations (PDEs) of the form $$\frac{\partial u}{\partial t} + \frac{\partial}{\partial x}f\left( u \right) = \frac{\partial^{2}u}{\partial x^{2}}$$ with a spatial variable $x \in \mathbb{R}$ and a time variable $t \in \mathbb{R}_{+}^{0}$. The unknown function $u\left( x,t \right)$ takes its values in an open convex set $U \subseteq \mathbb{R}^{n}$ and the given non-linear flux function $\left. f:U\rightarrow\mathbb{R}^{n} \right.$ is smooth. We assume that the inviscid system $$\frac{\partial u}{\partial t} + \frac{\partial}{\partial x}f\left( u \right) = 0$$ is hyperbolic, i.e. the Jacobian matrix of the flux function, $\frac{df}{du}\left( u \right)$, is diagonalizable with real eigenvalues, $\lambda_{1}\left( u \right) \leq \cdots \leq \lambda_{n}\left( u \right)$, for all $u \in U$.

A viscous shock wave is a traveling wave solution of [(1)](#fd000005){ref-type="disp-formula"}, $$u\left( x,t \right) ≔ \overline{u}\left( \xi \right)\quad\text{with~}\xi ≔ x - s \cdot t\text{,}$$ whose viscous profile $\overline{u}\left( \xi \right)$ travels with speed $s \in \mathbb{R}$ and approaches distinct constant endstates, $\lim_{\xi\rightarrow \pm \infty}\overline{u}\left( \xi \right) = u^{\pm}$. The viscous profile $\overline{u}\left( \xi \right)$ is governed by the autonomous system of ordinary differential equations (ODEs), $$\frac{du}{d\xi} = f\left( u \right) - su - c ≕ F\left( u \right)\text{,}$$ with a constant vector $$c ≔ f\left( u^{+} \right) - su^{+} = f\left( u^{-} \right) - su^{-}\text{.}$$ Geometrically, a viscous profile corresponds to a heteroclinic orbit connecting the stationary points $u^{-}$ and $u^{+}$. We assume that the endstates $u^{\pm}$ and the speed $s$ correspond to a Lax $k$-shock of the inviscid conservation law [(2)](#fd000010){ref-type="disp-formula"}, i.e. the Rankine--Hugoniot condition [(4)](#fd000025){ref-type="disp-formula"} and the Lax inequalities $$\lambda_{k - 1}\left( u^{-} \right) < s < \lambda_{k}\left( u^{-} \right)$$ and $$\lambda_{k}\left( u^{+} \right) < s < \lambda_{k + 1}\left( u^{+} \right)$$ hold. Therefore, the endstates $u^{\pm}$ are hyperbolic stationary points of the profile equation [(3)](#fd000020){ref-type="disp-formula"}. The stable manifold theorem [@br000005] implies the existence of an $n - k + 1$-dimensional unstable manifold $W^{u}\left( u^{-} \right)$ and a $k$-dimensional stable manifold $W^{s}\left( u^{+} \right)$. Thus a viscous profile $\overline{u}\left( \xi \right)$ lies in the intersection of the unstable manifold $W^{u}\left( u^{-} \right)$ and the stable manifold $W^{s}\left( u^{+} \right)$.

The viscous profile $\overline{u}\left( \xi \right)$ is called *transversal*, if for all points $p$ of its orbit $\left\{ \overline{u}\left( \xi \right) \mid \xi \in \mathbb{R} \right\}$ the union of the tangent spaces $T_{p}W^{u}\left( u^{-} \right) \cup T_{p}W^{s}\left( u^{+} \right)$ is equal to $\mathbb{R}^{n}$. Generically, a viscous profile associated to a Lax $k$-shock is transversal and hence is persistent under small perturbations of the profile equation [(3)](#fd000020){ref-type="disp-formula"}.

In the moving coordinate frame $\left. \left( x,t \right)\mapsto\left( \xi ≔ x - st,t \right) \right.$, viscous shock waves are stationary solutions of $$\frac{du}{dt} = \frac{d^{2}u}{d\xi^{2}} - \frac{d}{d\xi}f\left( u \right) + s\frac{du}{d\xi} ≕ \mathcal{F}\left( u \right)\text{.}$$ It is a natural idea, to study the stability of a viscous shock wave $u\left( \xi,t \right) = \overline{u}\left( \xi \right)$ by analyzing the spectrum $\sigma\left( L \right)$ of the linearized operator, $$Lp ≔ \frac{d\mathcal{F}}{du}\left( \overline{u} \right)p = \frac{d}{d\xi}\left( \frac{dp}{d\xi} - \frac{dF}{du}\left( \overline{u} \right)p \right)\text{.}$$ We distinguish between point spectrum $\sigma_{p}\left( L \right)$, that consists of all isolated eigenvalues with finite multiplicity, and the essential spectrum $\sigma_{ess}\left( L \right) = \sigma\left( L \right) \smallsetminus \sigma_{p}\left( L \right)$; see [@br000010]. The coefficients of the linear operator $L$ approach constants as $\left. \xi\rightarrow \pm \infty \right.$, hence, it is easy to locate the essential spectrum [@br000015], which lies in the left half-plane and is bounded to the right by parabolas that touch the imaginary axis in the origin [@br000020]. Thus the point spectrum decides upon spectral stability of a viscous shock wave. Due to translational invariance, zero is always an eigenvalue of $L$ with associated eigenfunction $\frac{d\overline{u}}{d\xi}\left( \xi \right)$. This leads to the following definition; see [@br000025].

Definition 1.1A viscous shock wave $u\left( x,t \right) = \overline{u}\left( \xi \right)$ corresponding to a Lax shock is *spectrally stable*, if the linear operator $L = \frac{d\mathcal{F}}{du}\left( \overline{u} \right)$ has no spectrum in the closed right half-plane $\overline{\mathbb{C}_{+}}$ except for a simple eigenvalue zero.

Starting with the work of Evans [@br000030; @br000035], it became popular to study spectral stability of traveling wave solutions by combining topological methods with methods from dynamical systems theory. In the work of Jones [@br000040] important connections between the geometry of stable and unstable manifolds of the profile equation and the behavior of eigenvalues close to zero were revealed. This approach --- now known as Evans function theory --- was further developed by Alexander et al. [@br000045] in the context of reaction--diffusion equations and by Pego and Weinstein [@br000050] in the context of nonlinear wave equations. The main tool of this approach is the Evans function, which is defined to the right of the essential spectrum as an analytic function of the spectral parameter. Zeros of the Evans function correspond to eigenvalues, moreover, the multiplicity of an eigenvalue is equal to its order as a root of the Evans function. See the review of Sandstede [@br000055] for more details.

In the context of viscous shock waves the essential spectrum lies in the left half-plane and touches the imaginary axis at the origin. However, the Gap Lemma [@br000020; @br000060] allows to continue the Evans function analytically into a small neighborhood of the origin. Thus, spectral stability corresponds to an Evans function which does not vanish in the right half-plane and has a simple zero at the origin. Zumbrun and collaborators [@br000025; @br000065; @br000070] proved for viscous shock waves that spectral stability implies linear and nonlinear stability.

Spectral stability of viscous shock waves has been shown analytically for small amplitude Lax shocks by [@br000075; @br000080; @br000085]. For large amplitude shock waves in specific systems from gas dynamics spectral stability has been established in work of Zumbrun and coworkers by complementing analytical arguments with numerical computations; see e.g. [@br000090].

Concerning bifurcations of profiles in systems of viscous conservation laws, Hopf bifurcations were studied by Texier and Zumbrun [@br000095; @br000100] as well as Sandstede and Scheel [@br000105]. They assume the existence of a parametrized family of viscous shock waves with an associated pair of complex conjugate eigenvalues of the linearization crossing the imaginary axis as the parameter passes through the bifurcation point. Using the Evans function framework to express the central assumption of eigenvalues crossing the imaginary axis they prove that a Hopf bifurcation to time-periodic solutions occurs by utilizing a temporal and a spatial dynamics approach, respectively.

In this work, we consider bifurcations related to non-transversal viscous profiles and the stability of bifurcating solutions. In Section [2](#s000010){ref-type="sec"}, we use Melnikov theory to give precise statements about the existence and bifurcation of heteroclinic orbits of the profile equation. We show that a saddle--node bifurcation of viscous profiles occurs generically in this situation. In Section [3](#s000015){ref-type="sec"}, we present an example for this bifurcation scenario related to planar waves in magnetohydrodynamics (MHD). The rest of the paper is concerned with the spectral stability of the viscous profiles generated in this saddle--node bifurcation. This analysis is carried out within the Evans function framework, which is introduced in Section [4](#s000020){ref-type="sec"} in a form suitable for viscous conservation laws. In Section [5](#s000025){ref-type="sec"}, we study the Evans functions associated to the suitably parametrized family of profiles. The main result is that generically a transcritical bifurcation occurs in the Evans function, i.e. an eigenvalue moves from the left half-plane to the right half-plane through the origin as the family of profiles undergoes the saddle--node bifurcation. In Section [6](#s000030){ref-type="sec"}, we investigate the existence and multiplicity of (effective) eigenfunctions to the eigenvalue zero. In the [Appendix](#s000035){ref-type="sec"}, we collect some results about bounded solutions of linear systems of ordinary differential equations, which are needed in the analysis.

We conclude this introduction with some additional comments concerning related results. The analysis of the existence and stability of traveling waves is a huge subject; see e.g. the review of Sandstede [@br000055]. Among many other methods singular perturbation methods and, in particular, geometric singular perturbation theory [@br000110; @br000115] have been very successful in the analysis of existence and bifurcations of traveling waves. In reaction--diffusion equations the traveling waves correspond mostly to non-transversal intersections of stable and unstable manifolds leading to bifurcation problems of codimension at least one. In problems with sufficiently many parameters it is often possible to study the continuations or bifurcations of the corresponding heteroclinic or homoclinic solutions along certain submanifolds in the parameter space; see e.g. [@br000120] where a cusp bifurcation of heteroclinic orbits is studied or [@br000125; @br000130] where a saddle--node bifurcation of homoclinic orbits is identified by methods from geometric singular perturbation theory.

Viscous profiles for classical (Lax) shocks are typically realized as transversal intersection of stable and unstable manifolds and are, hence, structurally stable. Thus, bifurcations of viscous profiles for Lax shocks can only occur if transversality is violated, although the dimensions of the stable and unstable manifolds allow transversality. The saddle--node bifurcation --- of codimension one --- studied in this paper is the simplest possible scenario related to such a nontransversal intersection. To the best of our knowledge this bifurcation and, especially, the associated change of stability has not been investigated so far. It seems that saddle--node bifurcations of traveling waves of this type are not relevant in the context of reaction--diffusion equations.

Bifurcations of viscous profiles in conservation laws have not been studied as extensively as in the case of traveling waves for reaction--diffusion equations. Note, however, that in [@br000135] interesting global bifurcations of nonclassical, small amplitude viscous profiles in nonstrictly hyperbolic systems have been investigated.

Our main interest is the analysis of the stability of the family of solutions generated in the saddle--node bifurcation by studying the associated Evans functions. The close connections between the geometry of the traveling wave problem --- often encoded in certain Melnikov integrals --- and certain derivatives of the Evans function at the origin have played an important role from the beginnings of the Evans function method [@br000040; @br000140; @br000050; @br000145; @br000150; @br000155].

In the context of viscous conservation laws Gardner and Zumbrun [@br000020] compute the first derivative of the Evans function at the origin. They show that this derivative is equal to the product of a determinant which measures the transversality of the profile and the Liu--Majda determinant which measures inviscid stability of the shock.

For eigenvalues close to zero the eigenvalue problem corresponding to the linearization around a viscous shock wave can be viewed as a singularly perturbed problem. This observation is crucial for our analysis of the Evans function, based on methods from geometric singular perturbation theory. Hence, our analysis and in particular our computations of the first and second derivatives of the Evans function with respect to the eigenvalue and the bifurcation parameter differ substantially from the previously mentioned works. We give an alternative proof of the Gardner and Zumbrun result about the first derivative of the Evans function at the origin. Our result that the mixed second order derivative of the Evans function at the origin with respect to the eigenvalue and the bifurcation parameter equals the second derivative of the Melnikov function with respect to the bifurcation parameter seems to be new. The bifurcation studied in this paper constitutes a basic mechanism through which a viscous shock wave can become unstable in a saddle--node bifurcation.

2. Bifurcation of viscous profiles {#s000010}
==================================

We study the bifurcation of viscous profiles as a system parameter varies. A natural parameter to look at is the shock speed $s$, however we allow more general perturbations by considering a smooth flux function $f\left( u,\mu \right)$ depending on a parameter $\mu \in \mathbb{R}$. Thus, the shock speed $s$ and the relative flux $c$ will be kept constant in the following. The associated profile equation is $$\frac{du}{d\xi} = f\left( u,\mu \right) - s\; u - c ≕ F\left( u,\mu \right)\text{.}$$ We assume the following. (A1)For $\mu = 0$, there exists a viscous shock wave $\overline{u}\left( \xi,0 \right)$ with shock speed $s$, distinct constant endstates $u^{\pm}$, and relative flux $c$.(A2)The viscous shock wave is associated to a Lax $k$-shock, i.e. the Jacobians $\frac{df}{du}\left( u^{\pm} \right)$ have real eigenvalues $\lambda_{j}\left( u^{\pm} \right)$ with associated eigenvectors $r_{j}\left( u^{\pm} \right)$ for $j = 1,\ldots,n$, which are given in increasing order of magnitude and satisfy the inequalities [(5) and (6)](#fd000030 fd000035){ref-type="disp-formula"}.(A3)The viscous profile $\overline{u}\left( \xi,0 \right)$ is non-transversal in the least degenerate way, i.e. for all points $p$ on its orbit $\left\{ \overline{u}\left( \xi,0 \right) \mid \xi \in \mathbb{R} \right\}$ the tangent spaces of the stable and unstable manifolds, $W^{s}\left( u^{-} \right)$ and $W^{u}\left( u^{+} \right)$, satisfy, $$\dim\left( T_{p}W^{u}\left( u^{-} \right) + T_{p}W^{s}\left( u^{+} \right) \right) = n - 1\text{,}$$ or equivalently $$\dim\left( T_{p}W^{u}\left( u^{-} \right) \cap T_{p}W^{s}\left( u^{+} \right) \right) = 2\text{.}$$ As an example we depict the non-transversal viscous profile of a viscous shock wave, that is associated to a Lax 2-shock in $\mathbb{R}^{3}$ and satisfies the assumptions (A1)--(A3), in [Fig. 1](#f000005){ref-type="fig"}.

Remark 2.1To simplify our notation, we will omit for $\mu = 0$ the dependence on the parameter $\mu$; for example, we will write $\overline{u}\left( \xi \right)$ instead of $\overline{u}\left( \xi,0 \right),u^{\pm}$ instead of $u^{\pm}\left( 0 \right)$, etc.

We analyze the existence and bifurcation of heteroclinic orbits of system [(9)](#fd000050){ref-type="disp-formula"} for $\mu$ close to zero via Melnikov theory. An excellent introduction to this theory was given by Vanderbauwhede in [@br000160]. Following his approach, we introduce a Melnikov function $M\left( \nu,\mu \right)$ which measures the distance between $W^{u}\left( u^{-} \right)$ and $W^{s}\left( u^{+} \right)$ in the non-transverse direction. This implies that heteroclinic orbits can be found by solving the equation $M\left( \nu,\mu \right) = 0$.

In the following, we state these results precisely and outline the main constructions. For more details we refer the reader to [@br000160; @br000165]. For $\mu = 0$, the equilibria $u^{\pm}$ are hyperbolic and the implicit function theorem proves the existence of nearby hyperbolic equilibria $u^{\pm}\left( \mu \right)$ for sufficiently small $\mu$. Then, we decompose a prospective viscous profile $\overline{u}\left( \xi,\mu \right)$ into a sum of the unperturbed viscous profile $\overline{u}\left( \xi \right)$ and a globally bounded function $z\left( \xi,\mu \right)$, i.e. $\overline{u}\left( \xi,\mu \right) = \overline{u}\left( \xi \right) + z\left( \xi,\mu \right)$. The auxiliary function $z\left( \xi,\mu \right)$ satisfies the differential equation $$\frac{dz}{d\xi}\left( \xi,\mu \right) = \frac{dF}{du}\left( \overline{u}\left( \xi \right),0 \right)z\left( \xi,\mu \right) + g\left( \xi,z\left( \xi,\mu \right),\mu \right)\text{,}$$ with inhomogeneity $$g\left( \xi,z,\mu \right) ≔ F\left( \overline{u}\left( \xi \right) + z,\mu \right) - F\left( \overline{u}\left( \xi \right),0 \right) - \frac{dF}{du}\left( \overline{u}\left( \xi \right),0 \right)z\text{.}$$ The homogeneous part of Eq. [(12)](#fd000065){ref-type="disp-formula"} has exponential dichotomies on $\mathbb{R}^{-}$ and $\mathbb{R}^{+}$, which allows to construct integral representations of the stable manifold $W^{s}\left( \mu \right)$ and the unstable manifold $W^{u}\left( \mu \right)$, respectively, in a small neighborhood of the trivial solution $z_{0}\left( \xi \right) \equiv 0$. A non-empty intersection of these invariant manifolds corresponds to the existence of a globally bounded function $z\left( \xi,\mu \right)$ and hence to the existence of a profile $\overline{u}\left( \xi,\mu \right)$.

To study this intersection we define a section $Y$ as an $\left( n - 1 \right)$-dimensional space centered at $p = \overline{u}\left( 0 \right)$ orthogonal to the unperturbed heteroclinic orbit; see [Fig. 1](#f000005){ref-type="fig"}. We decompose the space $Y$ into orthogonal subspaces, $$Y = U \oplus V_{u} \oplus V_{s} \oplus W\text{,}$$ where $U$ is the one-dimensional space defined by $$U ≔ Y \cap T_{p}W^{u}\left( u^{-} \right) \cap T_{p}W^{s}\left( u^{+} \right)\text{,}$$$W$ is the one-dimensional space orthogonal to $T_{p}W^{u}\left( u^{-} \right) \cup T_{p}W^{s}\left( u^{+} \right)$, and $V^{u}$ and $V^{s}$ are the complementary spaces satisfying $Y \cap T_{p}W^{u}\left( u^{-} \right) = U \oplus V^{u}$ and $Y \cap T_{p}W^{s}\left( u^{+} \right) = U \oplus V^{s}$, respectively. We define $$W_{0}^{s}\left( \mu \right) ≔ \left\{ y \in Y \middle| \exists z \in W^{s}\left( \mu \right): z\left( 0 \right) = y \right\}$$ and $$W_{0}^{u}\left( \mu \right) ≔ \left\{ y \in Y \middle| \exists z \in W^{u}\left( \mu \right): z\left( 0 \right) = y \right\}\text{,}$$ i.e. $W_{0}^{s}\left( \mu \right)$ and $W_{0}^{u}\left( \mu \right)$ consist of all points $y$ in the transversal section $Y$ such that a solution $z\left( t \right)$ of [(12)](#fd000065){ref-type="disp-formula"} which satisfies the initial condition, $z\left( 0 \right) = y$, remains bounded on $\mathbb{R}_{+}$ and $\mathbb{R}_{-}$, respectively. It is possible to obtain a parametrization of the manifolds $W_{0}^{s}\left( \mu \right)$ and $W_{0}^{u}\left( \mu \right)$ with respect to a coordinate system related to the decomposition $Y = U \oplus V_{u} \oplus V_{s} \oplus W$ for $\mu$ small. A Liapunov--Schmidt reduction applied to the equations describing the intersection of $W_{0}^{s}\left( \mu \right)$ and $W_{0}^{u}\left( \mu \right)$ leads to the equation $M\left( \nu,\mu \right) = 0$, where $\nu$ is a coordinate in the direction of $U$. Geometrically the Melnikov function $M\left( \nu,\mu \right)$ measures the distance between $W^{u}\left( u^{-} \right) \cap Y$ and $W^{s}\left( u^{+} \right) \cap Y$ in the direction $W$.

To obtain a formula for the Melnikov function and its derivatives, we define $\phi\left( \xi \right)$ to be a solution of the linearized profile equation $$\frac{dz}{d\xi} = \frac{dF}{du}\left( \overline{u} \right)z$$ with $\phi\left( 0 \right) \in U$. Then the orthogonal space $W$ is spanned by $\psi\left( 0 \right)$, where $\psi\left( \xi \right)$ is the unique (up to a multiplicative constant) globally bounded solution of the linear differential equation, $$\frac{d\psi}{d\xi} = - \left( \frac{dF}{du}\left( \overline{u} \right) \right)^{T}\psi\text{,}$$ which is adjoint to the linearized profile equation [(14)](#fd000095){ref-type="disp-formula"}; see also [Theorem A.3](#e000255){ref-type="statement"}. It can be shown that the Melnikov function $\left. M:\mathbb{R} \times \mathbb{R}\rightarrow\mathbb{R} \right.$ has the integral representation $$M\left( \nu,\mu \right) = \int_{- \infty}^{+ \infty}\left\langle \psi\left( \xi \right),g\left( \xi,z^{\ast}\left( \nu,\mu \right)\left( \xi \right),\mu \right) \right\rangle d\xi\text{.}$$ The function $z^{\ast}$ in this formula is defined as $$z^{\ast}\left( \nu,\mu \right)\left( \xi \right) ≔ \left\{ \begin{matrix}
{z_{-}^{\ast}\left( \nu,\mu \right)\left( \xi \right)} & {\text{for~}\xi \leq 0\text{,}} \\
{z_{+}^{\ast}\left( \nu,\mu \right)\left( \xi \right)} & {\text{for~}\xi \geq 0\text{,}} \\
\end{matrix} \right.$$ where $z_{-}^{\ast}\left( \nu,\mu \right)\left( \xi \right)$ is the unique solution of Eq. [(12)](#fd000065){ref-type="disp-formula"} lying in $W^{u}\left( \mu \right)$ such that the point $z_{-}^{\ast}\left( \nu,\mu \right)\left( 0 \right) \in W_{0}^{u}\left( \mu \right)$, which is obtained through the Liapunov--Schmidt reduction, has $U$-component equal to $\nu$. Similarly, $z_{+}^{\ast}\left( \nu,\mu \right)\left( \xi \right)$ is the unique solution of Eq. [(12)](#fd000065){ref-type="disp-formula"} lying in $W^{s}\left( \mu \right)$ such that the point $z_{+}^{\ast}\left( \nu,\mu \right)\left( 0 \right) \in W_{0}^{s}\left( \mu \right)$ has $U$-component equal to $\nu$. This leads to the following theorem [@br000165].

Theorem 2.2*Suppose the assumptions* (A1)--(A3) *hold. Then a Melnikov function* $M\left( \nu,\mu \right)$ *exists, that is smooth in a small neighborhood of* (0,0) *. The Melnikov function is given by* [(16)](#fd000105){ref-type="disp-formula"}*. In addition, the function* $M$ *has the properties*$$M\left( 0,0 \right) = 0\text{,}\qquad\frac{\partial M}{\partial\nu}\left( 0,0 \right) = 0\text{,}$$$$\frac{\partial M}{\partial\mu}\left( 0,0 \right) = \int_{\mathbb{R}}\left\langle \psi,\frac{\partial F}{\partial\mu}\left( \overline{u} \right) \right\rangle d\xi\text{,}$$*as well as*$$\frac{\partial^{2}M}{\partial\nu^{2}}\left( 0,0 \right) = \int_{\mathbb{R}}\left\langle \psi,\frac{\partial^{2}F}{\partial u^{2}}\left( \overline{u} \right)\left( \phi,\phi \right) \right\rangle d\xi\text{,}$$*where* $\phi\left( \xi \right)$ *is the solution of* [(14)](#fd000095){ref-type="disp-formula"} *with* $\phi\left( 0 \right) \in U$ *and* $\psi\left( \xi \right)$ *is the unique (up to a multiplicative constant) globally bounded solution of* [(15)](#fd000100){ref-type="disp-formula"} *given in* [Theorem A.3](#e000255){ref-type="statement"}*.*

The Melnikov function $M\left( \nu,\mu \right)$ has a singularity at (0,0), whose nature is determined by its higher order derivatives. We will focus on the least degenerate situation and assume the following. (A4)The derivatives [(19) and (20)](#fd000125 fd000130){ref-type="disp-formula"} of the Melnikov function $M\left( \nu,\mu \right)$ are non-zero.

This implies the following. Theorem 2.3*Suppose the assumptions* (A1)--(A4) *hold. Then a saddle--node bifurcation of viscous profiles occurs at* $\mu = 0$ *. More precisely, there exists a smooth function* $\mu\left( \nu \right)$ *defined in a sufficiently small neighborhood of 0, such that* $\mu\left( 0 \right) = 0$ *and* $M\left( \nu,\mu\left( \nu \right) \right) = 0$ *. In addition, the identities*$$\frac{d\mu}{d\nu}\left( 0 \right) = 0\quad\text{and}\quad\frac{d^{2}\mu}{d\nu^{2}}\left( 0 \right) \neq 0$$*hold. Hence, there exists a family of viscous profiles*$$\overline{u}\left( \xi,\nu \right) ≔ \overline{u}\left( \xi,\mu\left( \nu \right) \right)$$*that is parametrized by* $\nu$*.*

ProofViscous profiles exist for values $\left( \nu,\mu \right)$, for which the Melnikov function vanishes. [Theorem 2.2](#e000015){ref-type="statement"} and assumption (A4) imply that the equation $M\left( \nu,\mu \right) = 0$ can be solved for $\mu = \mu\left( \nu \right)$ by the Implicit Function Theorem and that the function $\mu\left( \nu \right)$ has the properties stated in the theorem. □

The corresponding bifurcation diagram is shown in [Fig. 2](#f000010){ref-type="fig"}. On one side of the bifurcation point $\mu = 0$ two viscous profiles exist, which coalesce into a single one as $\mu$ reaches zero and cease to exist as the parameter $\mu$ moves beyond zero. A simple example is based on a viscous shock wave that is associated to a Lax 2-shock in $\mathbb{R}^{3}$ and has a non-transversal viscous profile; see [Fig. 1](#f000005){ref-type="fig"}. The saddle--node bifurcation manifests itself as indicated in [Fig. 3](#f000015){ref-type="fig"}. Using the parametrization of the viscous profiles in [Theorem 2.3](#e000020){ref-type="statement"}, we obtain a basis of the intersection of the tangent spaces.

Lemma 2.4*Suppose the assumptions* (A1)--(A4) *hold. Then the function* $\frac{\partial\overline{u}}{\partial\nu}\left( \xi,\nu \right)|_{\nu = 0}$ *is a solution of*$$\frac{dz}{d\xi} = \frac{dF}{du}\left( \overline{u} \right)z\text{,}$$*which decays to zero at an exponential rate as* $\left. \xi\rightarrow \pm \infty \right.$ *. Moreover,*$$T_{\overline{u}{(\xi)}}W^{u}\left( u^{-} \right) \cap T_{\overline{u}{(\xi)}}W^{s}\left( u^{+} \right) = {span}\left\{ \frac{\partial\overline{u}}{\partial\xi}\left( \xi \right),\frac{\partial\overline{u}}{\partial\nu}\left( \xi \right) \right\}\text{.}$$

3. Viscous shock waves in MHD {#s000015}
=============================

In magnetohydrodynamics (MHD) a variety of different types of shock waves occurs [@br000170]. In the article [@br000175] it was shown that all these magnetohydrodynamic shock waves have viscous profiles in a certain range of the dissipation coefficients. In this work it was conjectured that some of these viscous profiles are generated in a saddle--node bifurcation of the type considered in the previous section. Here we will prove this conjecture in one of the cases considered there. For more background and details we refer the reader to [@br000175].

An application of geometric singular perturbation theory [@br000110; @br000180] leads to the study of the reduced system, $$\left. \begin{array}{l}
{\frac{db}{d\xi} = \left( \tau - d^{2} \right)b - c\text{,}} \\
{\frac{db_{\ast}}{d\xi} = \left( \tau - d^{2} \right)b_{\ast}\text{,}} \\
{\frac{d\tau}{d\xi} = \mu\left( \frac{1}{2}\left\| \mathbf{b} \right\|^{2} + \tau - j + \frac{1}{k\tau}\left( - \frac{\tau^{2}}{2} - \frac{d^{2}}{2}\left\| \mathbf{b} \right\|^{2} - bc + e \right) \right)\text{,}} \\
\end{array} \right\}$$ within the domain ${\overline{U}}^{3} ≔ \mathbb{R}^{2} \times \mathbb{R}_{+}$. The parameter $\mu$ is the ratio of coefficients describing the electrical resistivity and the 'longitudinal' viscosity of the fluid, respectively, all other parameters are constant and $k > 1$. We will refer to the function and the right hand side of system [(23)](#fd000155){ref-type="disp-formula"} as $u\left( \xi \right) ≔ \left( b,b_{\ast},\tau \right)^{T}\left( \xi \right)$ and $F\left( u,\mu \right) ≔ \left( F_{1},F_{2},F_{3} \right)^{T}\left( u,\mu \right)$, respectively.

Lemma 3.1(i)*For* $\mu = \mu_{0}$*, there exists a profile* $\overline{u}\left( \xi \right)$*that connects two saddle points* $u_{1}$ *and* $u_{2}$ *. Moreover, the profile has the form*$$\overline{u}\left( \xi \right) = \left( \overline{b},0,\overline{\tau} \right)^{T}\left( \xi \right)$$*for some scalar functions* $\left. \overline{b},\overline{\tau}:\mathbb{R}\rightarrow\mathbb{R} \right.$*, which are strict monotonically decreasing with respect to* $\xi$*.*(ii)*The profile* $\overline{u}\left( \xi \right)$ *exists by a non-transversal intersection of the invariant manifolds* $W^{u}\left( u_{1} \right)$ *and* $W^{s}\left( u_{2} \right)$ *. In particular, for any point* $p$ *on the orbit* $\left\{ \overline{u}\left( \xi \right) \mid \xi \in \mathbb{R} \right\}$*the identity*$$T_{p}W^{u}\left( u_{1} \right) = T_{p}W^{s}\left( u_{2} \right) = {span}\left\{ \frac{\partial\overline{u}}{\partial\xi}\left( \xi \right),v\left( \xi \right) \right\}$$*holds, where the derivative of the profile* $\frac{\partial\overline{u}}{\partial\xi}\left( \xi \right)$ *and the function*$$v\left( \xi \right) = \begin{pmatrix}
0 \\
{\exp\left( \int_{0}^{\xi}\left( \overline{\tau}\left( s \right) - d^{2} \right)ds \right)} \\
0 \\
\end{pmatrix}$$*are two linearly independent, bounded solutions of the linearized profile equation*$$\frac{dp}{d\xi} = \frac{dF}{du}\left( \overline{u},\mu_{0} \right)p\text{.}$$

Proof(i) The system [(23)](#fd000155){ref-type="disp-formula"} has four stationary points (which are independent of $\mu$). Due to [@br000175], two stationary points labeled $u_{1}$ and $u_{2}$ are saddle points, since the associated eigenvalues of the linearized vector field satisfy (with appropriate numbering) the inequalities $\lambda_{1}\left( u_{1},\mu_{0} \right) < 0 < \lambda_{2}\left( u_{1},\mu_{0} \right) < \lambda_{3}\left( u_{1},\mu_{0} \right)$ and $\lambda_{1}\left( u_{2},\mu_{0} \right) < \lambda_{2}\left( u_{2},\mu_{0} \right) < 0 < \lambda_{3}\left( u_{2},\mu_{0} \right)$, respectively. By the result of [@br000175], there exists a profile $\overline{u}\left( \xi \right)$ connecting $u_{1}$ with $u_{2}$ that lies in the plane $\left\{ \left( b,b_{\ast},\tau \right)^{T} \in {\overline{U}}^{3} \middle| b_{\ast} = 0 \right\}$. Thus the profile has the form [(24)](#fd000160){ref-type="disp-formula"} for some scalar functions $\left. \overline{b},\overline{\tau}:\mathbb{R}\rightarrow\mathbb{R} \right.$. In the proof of [@br000175], it is observed that the functions $g\left( b,\tau \right)$ and $h\left( b,\tau \right)$, whence $F_{1}\left( b,0,\tau \right)$ and $F_{3}\left( b,0,\tau \right)$, are negative along the profile $\overline{u}\left( \xi \right)$ and vanish only in the stationary points $u_{1}$ and $u_{2}$. Hence the scalar functions $\overline{b}\left( \xi \right)$ and $\overline{\tau}\left( \xi \right)$ decrease strict monotonically with respect to $\xi$.(ii) The intersection of the invariant manifolds $W^{u}\left( u_{1} \right)$ and $W^{s}\left( u_{2} \right)$ is non-transversal at the parameter value $\mu_{0}$, due to the reflectional symmetry of system [(23)](#fd000155){ref-type="disp-formula"}, $\left. \left( b,b_{\ast},\tau \right)\mapsto\left( b, - b_{\ast},\tau \right) \right.$. Moreover, the second ODE of the linearized profile equation, $$\frac{dp_{1}}{d\xi} = \left( \overline{\tau} - d^{2} \right)p_{1} + \overline{b}p_{3}\text{,}$$$$\frac{dp_{2}}{d\xi} = \left( \overline{\tau} - d^{2} \right)p_{2}\text{,}$$$$\frac{dp_{3}}{d\xi} = \frac{\partial F_{3}}{\partial b}\left( \overline{u},\mu_{0} \right)p_{1} + \frac{\partial F_{3}}{\partial\tau}\left( \overline{u},\mu_{0} \right)p_{3}\text{,}$$ decouples. Hence the function [(26)](#fd000170){ref-type="disp-formula"} and the derivative of the profile are solutions of the linearized profile equation and linearly independent. In addition, the profile $\overline{u}\left( \xi \right)$ tends to endstates, which satisfy by the results of [@br000175] the inequalities $$\lim\limits_{\xi\rightarrow - \infty}\overline{\tau}\left( \xi \right) = \tau_{1} > d^{2}\quad\text{and}\quad\lim\limits_{\xi\rightarrow + \infty}\overline{\tau}\left( \xi \right) = \tau_{2} < d^{2}\text{.}$$ Thus the integral $$\left. \int_{0}^{\xi}\left( \overline{\tau}\left( s \right) - d^{2} \right)ds\rightarrow - \infty \right.$$ diverges in both limits $\left. \xi\rightarrow \pm \infty \right.$ to $- \infty$ and we conclude that $v\left( \xi \right)$ is globally bounded on $\mathbb{R}$. Since the invariant manifolds $W^{u}\left( u_{1} \right)$ and $W^{s}\left( u_{2} \right)$ are two-dimensional, we obtain that for any point $p$ on the orbit $\left\{ \overline{u}\left( \xi \right) \middle| \xi \in \mathbb{R} \right\}$ the identity [(25)](#fd000165){ref-type="disp-formula"} holds. □

Thus the assumptions (A1)--(A3) of Section [2](#s000010){ref-type="sec"} hold and we conclude from [Theorem 2.2](#e000015){ref-type="statement"} the following result.

Lemma 3.2*The Melnikov function* $M\left( \nu,\mu \right)$ *is smooth in a small neighborhood of the point* $\left( \nu,\mu \right) = \left( 0,\mu_{0} \right)$ *and satisfies the identities*$$\frac{\partial M}{\partial\mu}\left( 0,\mu_{0} \right) = \int_{\mathbb{R}}a\; w\; F_{1}\left( \overline{u},\mu_{0} \right)\;\frac{\partial F_{3}}{\partial\mu}\left( \overline{u},\mu_{0} \right)\; d\xi$$*as well as*$$\frac{\partial^{2}M}{\partial\nu^{2}}\left( 0,\mu_{0} \right) = \int_{\mathbb{R}}a\; w^{3}\; F_{1}\left( \overline{u},\mu_{0} \right)\;\frac{\partial^{2}F_{3}}{\partial b_{\ast}^{2}}\left( \overline{u},\mu_{0} \right)\; d\xi\text{,}$$*where*$$a\left( \xi \right) ≔ \exp\left( - \int_{0}^{\xi}{trace}\left( \frac{dF}{du}\left( \overline{u},\mu_{0} \right) \right)\; dx \right)$$*and* $v\left( \xi \right) = \left( 0,w\left( \xi \right),0 \right)^{T}$ *is taken from* [Lemma 3.1](#e000035){ref-type="statement"}*. Moreover, the derivative of the Melnikov function* [(28)](#fd000210){ref-type="disp-formula"} *is non-zero at the point* $\left( 0,\mu_{0} \right)$*, whereas,* [(29)](#fd000215){ref-type="disp-formula"} *is non-zero, if one of the following conditions holds.*(i)*The function* $\left( k\overline{\tau}\left( \xi \right) - d^{2} \right)$ *has a common sign for all* $\xi \in \mathbb{R}$*.*(ii)*The expression* $k\tau_{2} - d^{2}$ *is positive.*

ProofBy the results of [Theorem 2.2](#e000015){ref-type="statement"}, the Melnikov function satisfies $$\frac{\partial M}{\partial\mu}\left( 0,\mu_{0} \right) = \int_{\mathbb{R}}\left\langle \psi,\frac{\partial F}{\partial\mu}\left( \overline{u},\mu_{0} \right) \right\rangle\; d\xi\text{,}$$ where $\psi\left( s \right)$ is the unique (up to a multiplicative constant) bounded solution of the adjoint differential equation of [(27)](#fd000175){ref-type="disp-formula"}. We derive from the results of [Theorem A.3](#e000255){ref-type="statement"} and [Lemma 3.1](#e000035){ref-type="statement"} the expression $$\psi\left( \xi \right) ≔ a\left( \xi \right)\left( \frac{\partial\overline{u}}{\partial\xi} \times v \right)\left( \xi \right)\text{.}$$ In addition, the derivative of the vector field $F\left( u,\mu \right)$ with respect to $\mu$ satisfies $$\frac{\partial F}{\partial\mu}\left( \overline{u}\left( \xi \right),\mu_{0} \right) = \begin{pmatrix}
0 \\
0 \\
{\frac{\partial F_{3}}{\partial\mu}\left( \overline{u}\left( \xi \right),\mu_{0} \right)} \\
\end{pmatrix}\text{.}$$ Hence, the first order derivative of the Melnikov function is obtained as$$\frac{\partial M}{\partial\mu}\left( 0,\mu_{0} \right) = \int_{\mathbb{R}}\left\langle \psi,\frac{\partial F}{\partial\mu}\left( \overline{u},\mu_{0} \right) \right\rangle\; d\xi = \int_{\mathbb{R}}a\;\left\langle \left( \frac{\partial\overline{u}}{\partial\xi} \times v \right),\frac{\partial F}{\partial\mu}\left( \overline{u},\mu_{0} \right) \right\rangle\; d\xi = \int_{\mathbb{R}}a\;\det\begin{pmatrix}
F_{1} & 0 & 0 \\
0 & w & 0 \\
F_{3} & 0 & \frac{\partial F_{3}}{\partial\mu} \\
\end{pmatrix}\; d\xi = \int_{\mathbb{R}}a\; w\; F_{1}\left( \overline{u},\mu_{0} \right)\;\frac{\partial F_{3}}{\partial\mu}\left( \overline{u},\mu_{0} \right)\; d\xi\text{,}$$ where $a\left( \xi \right) ≔ \exp\left( - \int_{0}^{\xi}{trace}\left( \frac{dF}{du}\left( \overline{u},\mu_{0} \right) \right)\; dx \right)$. The third equality holds by the results of [Lemma A.2](#e000250){ref-type="statement"}. The integrand $$a\; w\; F_{1}\left( \overline{u},\mu_{0} \right)\;\frac{\partial F_{3}}{\partial\mu}\left( \overline{u},\mu_{0} \right)$$ is the product of scalar and continuous functions, which do not change sign by the equation $\frac{\partial F_{3}}{\partial\mu}\left( \overline{u},\mu_{0} \right) = \frac{g\left( \overline{b},\overline{\tau} \right)}{2k\overline{\tau}}$ and the results of [Lemma 3.1](#e000035){ref-type="statement"}. Thus the integrand has a common sign and is integrable, which implies that $\frac{\partial M}{\partial\mu}\left( 0,\mu_{0} \right)$ does not vanish.By the results of [Theorem 2.2](#e000015){ref-type="statement"}, the Melnikov function also satisfies $$\frac{\partial^{2}M}{\partial\nu^{2}}\left( 0,\mu_{0} \right) = \int_{\mathbb{R}}\left\langle \psi,\frac{\partial^{2}F}{\partial u^{2}}\left( \overline{u},\mu_{0} \right)\left( v,v \right) \right\rangle\; d\xi\text{,}$$ with $\psi\left( \xi \right)$ given by [(30)](#fd000230){ref-type="disp-formula"}. In addition, the special form of the solution $v\left( \xi \right) = \left( 0,w\left( \xi \right),0 \right)^{T}$ implies that $$\frac{\partial^{2}F}{\partial u^{2}}\left( \overline{u},\mu_{0} \right)\left( v,v \right) = \left( 0,0,\frac{\partial^{2}F_{3}}{\partial b_{\ast}^{2}}\left( \overline{u},\mu_{0} \right)\; w^{2} \right)^{T} = \left( 0,0,\frac{k\overline{\tau} - d^{2}}{k\overline{\tau}}\; w^{2} \right)^{T}\text{,}$$ where $k$ is bigger than one and $\overline{\tau}\left( \xi \right)$ is positive for all $\xi \in \mathbb{R}$. We use these expressions to obtain $$\frac{\partial^{2}M}{\partial\nu^{2}}\left( 0,\mu_{0} \right) = \int_{\mathbb{R}}\left\langle \psi,\frac{\partial^{2}F}{\partial u^{2}}\left( \overline{u},\mu_{0} \right)\left( v,v \right) \right\rangle\; d\xi = \int_{\mathbb{R}}a\;\left\langle \left( \frac{\partial\overline{u}}{\partial\xi} \times v \right),\frac{\partial^{2}F}{\partial u^{2}}\left( v,v \right) \right\rangle\; d\xi = \int_{\mathbb{R}}a\;\det\begin{pmatrix}
F_{1} & 0 & 0 \\
0 & w & 0 \\
F_{3} & 0 & {\frac{\partial^{2}F_{3}}{\partial\underset{\ast}{\overset{2}{b}}}w^{2}} \\
\end{pmatrix}\; d\xi = \int_{\mathbb{R}}a\; w^{3}\; F_{1}\left( \overline{u},\mu_{0} \right)\;\frac{\partial^{2}F_{3}}{\partial b_{\ast}^{2}}\left( \overline{u},\mu_{0} \right)\; d\xi\text{,}$$ where the third equality holds by the results of [Lemma A.2](#e000250){ref-type="statement"}. The integrand $$a\; w^{3}\; F_{1}\left( \overline{u},\mu_{0} \right)\;\frac{\partial^{2}F_{3}}{\partial b_{\ast}^{2}}\left( \overline{u},\mu_{0} \right)$$ is the product of scalar factors. The functions $a\left( \xi \right),w\left( \xi \right)$ and $F_{1}\left( \overline{u}\left( \xi \right),\mu_{0} \right)$ do not change sign by the results of [Lemma 3.1](#e000035){ref-type="statement"}. Additionally, the continuous function $\frac{\partial^{2}F_{3}}{\partial b_{\ast}^{2}}\left( \overline{u}\left( \xi \right),\mu_{0} \right) = \frac{k\overline{\tau} - d^{2}}{k\overline{\tau}}\left( \xi \right)$ does not vanish by the first assumption. Thus the integrand has a common sign and is integrable, which implies that $\frac{\partial^{2}M}{\partial\nu^{2}}\left( 0,\mu_{0} \right)$ is non-zero.By the results of [Lemma 3.1](#e000035){ref-type="statement"}, the coordinate functions of the profile $\overline{u}\left( \xi \right) = \left( \overline{b},0,\overline{\tau} \right)^{T}\left( \xi \right)$ decrease strict monotonically to $\left( b_{2},0,\tau_{2} \right)^{T}$. Thus the second assumption, $k\tau_{2} - d^{2} > 0$, implies that for all $\xi \in \mathbb{R}$ the inequality $k\overline{\tau}\left( \xi \right) - d^{2} > 0$ holds and we obtain the statement from the previous result. □

The stationary points of system [(23)](#fd000155){ref-type="disp-formula"} lie in the plane $$\left\{ \left( b,b_{\ast},\tau \right)^{T} \in \mathbb{R}^{3} \mid b_{\ast} = 0 \right\}$$ and, therefore, at the intersection of the nullclines $G$ and $H$ associated to the vector fields $F_{1}\left( b,0,\tau \right)$ and $F_{3}\left( b,0,\tau \right)$, respectively. An investigation of the nullclines in [@br000170; @br000175] leads to a classification (C1)--(C3) of intersection scenarios. Based on these results we can identify a parameter regime such that a saddle--node bifurcation of heteroclinic orbits occurs.

Corollary 3.3*Suppose case* (C3a) *holds. Then a saddle--node bifurcation of heteroclinic orbits will occur.*

ProofIn case (C3a), the $\tau$-coordinates of all stationary points of system [(23)](#fd000155){ref-type="disp-formula"} are greater than $\frac{d^{2}}{k}$. Hence [Lemma 3.2](#e000045){ref-type="statement"} implies that the second order derivative of the Melnikov function $\frac{\partial^{2}M}{\partial\nu^{2}}\left( 0,\mu_{0} \right)$ is not zero. This verifies the assumptions of [Theorem 2.3](#e000020){ref-type="statement"}, which implies the occurrence of a saddle--node bifurcation. □

4. Evans function for viscous shock waves {#s000020}
=========================================

To locate the point spectrum in the eigenvalue problem associated to a viscous shock wave, we consider the variables $\left( p,q ≔ \frac{dp}{d\xi} - \frac{dF}{du}\left( \overline{u} \right)p \right)^{T}\left( \xi \right)$ and rewrite the eigenvalue equation $Lp = \kappa p$ as a system of first order ODEs $$\frac{d}{d\xi}\left( \frac{p}{q} \right) = \begin{pmatrix}
{\frac{dF}{du}\left( \overline{u} \right)} & I_{n} \\
{\kappa I_{n}} & 0_{n} \\
\end{pmatrix}\left( \frac{p}{q} \right) ≕ \mathbb{A}\left( \xi,\kappa \right)\left( \frac{p}{q} \right)\text{.}$$ The matrix $\mathbb{A}\left( \xi,\kappa \right)$ is analytic in $\kappa$ and differentiable in $\xi$, because $F\left( u \right)$ is smooth and the viscous profile $\overline{u}\left( \xi \right)$ is differentiable. Due to the Gap Lemma [@br000020; @br000060], there exist $\beta > 0$ and subspaces $\mathcal{S}\left( \kappa \right)$ and $\mathcal{U}\left( \kappa \right)$ of $\mathbb{C}^{2n}$ that are analytic in $\kappa \in \mathbb{C}_{\beta} ≔ \left\{ z \in \mathbb{C} \mid {Re}\left( z \right) \geq - \beta \right\}$ and reduce to the stable space $\mathcal{S}\left( \kappa \right)$ and unstable space $\mathcal{U}\left( \kappa \right)$ of initial values of the eigenvalue equation [(31)](#fd000275){ref-type="disp-formula"} for Moreover, these spaces have dimension $n$ and one can choose analytic bases such that $$\mathcal{S}\left( \kappa \right) = {span}\left\{ \eta_{j}^{s}\left( 0,\kappa \right) \middle| j = 1,\ldots,n \right\}$$ and $\mathcal{U}\left( \kappa \right) = {span}\left\{ \eta_{j}^{u}\left( 0,\kappa \right) \middle| j = 1,\ldots,n \right\}$; see also [@br000185]. For ![](si325.gif), the existence of an eigenfunction is equivalent to a non-trivial intersection of the spaces $\mathcal{S}\left( \kappa \right)$ and $\mathcal{U}\left( \kappa \right)$, which will be studied via the Evans function.

Theorem 4.1[@br000020]*Suppose* $\beta > 0$ *is sufficiently small. Then the* Evans function*, defined as*$$\left. E:\mathbb{C}_{\beta}\rightarrow\mathbb{C}\text{,} \right.$$$$\left. \kappa\mapsto E\left( \kappa \right) ≔ \det\left( \underset{1}{\overset{u}{\eta}},\ldots,\eta_{n}^{u},\eta_{1}^{s},\ldots,\eta_{n}^{s} \right)\left( 0,\kappa \right)\text{,} \right.$$*has the following properties*(i)$E\left( \kappa \right)$ *is analytic in* $\kappa$ *for* $\kappa \in \mathbb{C}_{\beta}$*.*(ii)*For* ![](si334.gif) *if and only if* $\kappa \in \sigma_{p}\left( L \right)$*.*(iii)*The algebraic multiplicity of the eigenvalue* $\kappa \in \sigma_{p}\left( L \right)$ *equals its order as a root of the Evans function.*

RemarkThe Evans function approach was introduced in the setting of reaction--diffusion equations. In this case the properties of the Evans function in a domain of consistent splitting, as stated in [Theorem 4.1](#e000065){ref-type="statement"}, have been proved in the article [@br000045].

To investigate the onset of instability, we will study the Evans function in a small neighborhood of the origin. Therefore, we will need the expansion of solutions of the eigenvalue equation [(31)](#fd000275){ref-type="disp-formula"} in terms of $\left| \kappa \right|$; see also [@br000020]. We will give an alternative proof via geometric singular perturbation theory [@br000110; @br000115; @br000180].

Lemma 4.2*Suppose the assumption* (A2) *holds. Then, for* $\kappa \in \mathbb{C}$ *with* $\left| \kappa \right| < \epsilon$*, the solutions* $\eta_{j}^{s/u}\left( \xi,\kappa \right)$ *of the eigenvalue equation* [(31)](#fd000275){ref-type="disp-formula"}*with initial values* $\eta_{j}^{s/u}\left( 0,\kappa \right)$ *satisfy the expansion*$$\eta_{j}^{s}\left( \xi,\kappa \right) = \left( \frac{p_{n + j}\left( \xi \right)}{0} \right) + o\left( \left| \kappa \right| \right)\text{,}\quad j = 1,\ldots,k\text{,}$$$$\eta_{j}^{s}\left( \xi,\kappa \right) = \left( \frac{p_{n + j}\left( \xi \right)}{r_{j}\left( u^{+} \right)} \right) + o\left( \left| \kappa \right| \right)\text{,}\quad j = k + 1,\ldots,n\text{,}$$*with functions* $p_{n + j}\left( \xi \right)$*that decay exponentially fast to zero as* $\left. \xi\rightarrow + \infty \right.$*, and*$$\eta_{j}^{u}\left( \xi,\kappa \right) = \left( \frac{p_{j}\left( \xi \right)}{r_{j}\left( u^{-} \right)} \right) + o\left( \left| \kappa \right| \right)\text{,}\quad j = 1,\ldots,k - 1\text{,}$$$$\eta_{j}^{u}\left( \xi,\kappa \right) = \left( \frac{p_{j}\left( \xi \right)}{0} \right) + o\left( \left| \kappa \right| \right)\text{,}\quad j = k,\ldots,n$$*with functions* $p_{j}\left( \xi \right)$*that decay exponentially fast to zero as* $\left. \xi\rightarrow - \infty \right.$*.*

ProofWe augment the profile equation [(3)](#fd000020){ref-type="disp-formula"} and the eigenvalue equation [(31)](#fd000275){ref-type="disp-formula"} to obtain the autonomous system (36)$$\frac{du}{d\xi} = F\left( u \right)\text{,}$$$$\frac{dp}{d\xi} = \frac{dF}{du}\left( u \right)p + q\text{,}$$$$\frac{dq}{d\xi} = \kappa p\text{,}$$ which is singularly perturbed at $\kappa = 0$ and has stationary points $U^{\pm} = \left( u^{\pm},0,0 \right)$. We will construct the invariant manifolds for $\kappa$ in a small neighborhood of the origin and use the parametrization $\kappa = \rho\exp\left( i\phi \right)$ with $\rho \in \left\lbrack 0,\epsilon \right\rbrack$ and $\phi = \left\lbrack 0,2\pi\lbrack \right.$. The manifold of equilibria for $\kappa = 0$ is given by $M_{0} = M_{0}^{-} \cup M_{0}^{+}$ with $$M_{0}^{\pm} ≔ \left\{ \left( u,p,q \right)^{T} \in \mathbb{C}^{3n} \middle| u = u^{\pm},p = - \left( \frac{dF}{du}\left( u^{\pm} \right) \right)^{- 1}q, q \in \mathbb{C}^{n} \right\}\text{.}$$ For $\kappa = 0$, the linearization of the augmented system [(36)](#fd000335){ref-type="disp-formula"} at any point in the critical manifold $M_{0}^{\pm}$ has exactly $n = \dim\left( M_{0}^{\pm} \right)$ eigenvalues with zero real-part. Hence, the critical manifolds $M_{0}^{\pm}$ are normally hyperbolic and geometric singular perturbation theory [@br000110; @br000115; @br000180] is applicable. At first, we will construct the invariant manifold $W^{s}\left( U^{+} \right)$ for $\rho = 0$ and note that it is the total space of a fiber bundle with an invariant base space $W^{s,slow}\left( U^{+} \right)$ within $M_{0}^{+}$ and the fiber $W^{s,fast}\left( U^{+} \right)$. The equations on the slow time scale $\tau ≔ \rho\xi$ are $$\rho\frac{du}{d\tau} = F\left( u \right)\text{,}$$$$\rho\frac{dp}{d\tau} = \frac{dF}{du}\left( u \right)p + q\text{,}$$$$\frac{dq}{d\tau} = \exp\left( i\phi \right)p\text{.}$$ The reduced problem $\rho = 0$ is only defined on $M_{0}$ and the slow flow on $M_{0}^{+}$ is governed by $$\frac{dq}{d\tau} = - \exp\left( i\phi \right)\left( \frac{dF}{du}\left( u^{+} \right) \right)^{- 1}q\text{.}$$ Any subspace spanned by eigenvectors of $\left( \frac{dF}{du}\left( u^{+} \right) \right)^{- 1}$ will remain invariant. However, for $\kappa$ in the domain ![](fx1.gif) the invariant manifold $W^{s}\left( U^{+} \right)$ should be the stable manifold of the stationary point $U^{+}$. By the assumptions, the eigenvalues $- \exp\left( i\phi \right)\left( \lambda_{j}\left( u^{+} \right) - s \right)^{- 1}$ with associated eigenvectors $r_{j}\left( u^{+} \right)$ for $j = k + 1,\ldots,n$ have negative real part as long as $\phi \in {\rbrack - \frac{\pi}{2},\frac{\pi}{2}\lbrack}$. Thus we obtain the invariant manifold $W^{s,slow}\left( U^{+} \right)$ within the critical manifold $M_{0}^{+}$ as $$W^{s,slow}\left( U^{+} \right) ≔ \left\{ \left( u,p,q \right)^{T} \in \mathbb{C}^{3n} \middle| u = u^{+},p = - \left( \frac{dF}{du}\left( u^{+} \right) \right)^{- 1}q,q \in span\left\{ r_{k + 1}\left( u^{+} \right),\ldots,r_{n}\left( u^{+} \right) \right\} \right\}\text{.}$$ The fibers emanating from the critical manifold $M_{0}^{+}$ are described by the equations on the fast time scale $\xi$. The augmented system reduces for $\rho = 0$ to $$\frac{du}{d\xi} = F\left( u \right)\text{,}$$$$\frac{dp}{d\xi} = \frac{dF}{du}\left( u \right)p + q\text{,}$$$$\frac{dq}{d\xi} = 0\text{.}$$ We consider without loss of generality the fiber with base point $U^{+}$, i.e. solutions satisfying the boundary condition $\lim_{\xi\rightarrow\infty}\left( u,p,q \right)^{T}\left( \xi \right) = \left( u^{+},0,0 \right)^{T}$. The constant solution $u\left( \xi \right) \equiv u^{+}$ solves the first equation and the $q$ coordinates are identically zero. Thus the invariant manifold $W^{s,fast}\left( U^{+} \right)$ in the fast directions has at the stationary point $U^{+}$ the tangent space $$T_{U^{+}}W^{s,fast}\left( U^{+} \right) = \left\{ \left( u,p,q \right)^{T} \in \mathbb{C}^{3n} \mid q = 0,u,p \in span\left\{ r_{1}\left( u^{+} \right),\ldots,r_{k}\left( u^{+} \right) \right\} \right\}\text{.}$$ To sum up, the invariant manifold $W^{s}\left( U^{+} \right)$ is the total space of a fiber bundle with base space $W^{s,slow}\left( U^{+} \right) \subset M_{0}^{+}$ and the fiber $W^{s,fast}\left( U^{+} \right)$. Since the critical manifold $M_{0}^{+}$ is normally hyperbolic it perturbs smoothly to an invariant manifold $M_{\rho}^{+}$ for $\rho \in \left\lbrack 0,\epsilon \right\rbrack$ small. This implies that the construction of the $W^{s}\left( U^{+} \right)$ persists for small $\rho$. The solutions of the eigenvalue equation can be extracted from the invariant manifold $W^{s}\left( U^{+} \right)$ of the augmented system [(36)](#fd000335){ref-type="disp-formula"}, whereas the fibration of $W^{s}\left( U^{+} \right)$ explains the different behavior of the solutions of [(31)](#fd000275){ref-type="disp-formula"}. For example, the solutions $\eta_{j}^{s}\left( \xi,\kappa \right)$ for $j = 1,\ldots,k$ and $j = k + 1,\ldots,n$ are related to the fast manifold $W^{s,fast}\left( U^{+} \right)$ and the slow manifold $W^{s,slow}\left( U^{+} \right)$, respectively. In this way, we obtain the expansions [(32) and (33)](#fd000310 fd000315){ref-type="disp-formula"}. Similarly, we are able to prove the (validity of) the expansions [(34) and (35)](#fd000325 fd000330){ref-type="disp-formula"}. □

In the following, we study the Evans function $E\left( \kappa \right)$ in a neighborhood of the origin by calculating its derivatives at $\kappa = 0$. In these computations it suffices to consider $E\left( \kappa \right)$ for $\kappa \in \mathbb{R},\kappa \geq 0$, which has the advantage that the Evans function and the involved vectors can be chosen to be real valued [@br000020]. For transversal viscous profiles corresponding to Lax shocks the following result was proven in [@br000020]. As a preparation for our analysis of non-transversal viscous profiles, we give the proof in our setup. Theorem 4.3[@br000020]*Suppose the assumption* (A2) *holds. The first derivative of the Evans function satisfies*$$\frac{dE}{d\kappa}\left( 0 \right) = c\,\det\left( p_{k},\ldots,p_{n},p_{n + 2},\ldots,p_{n + k} \right)\left( 0 \right) \cdot \Delta\text{,}$$*with a non-zero constant* $c \in \mathbb{R}$*, the vectors* $p_{j}\left( 0 \right)$*,* $j = 1,\ldots,2n$*, in* [Lemma 4.2](#e000075){ref-type="statement"} *and the Liu--Majda determinant* $\Delta$ *in* [(37)](#fd000420){ref-type="disp-formula"}*.*

Remark 4.4The Liu--Majda determinant $$\Delta ≔ \det\left( r_{1}\left( u^{-} \right),\ldots,r_{k - 1}\left( u^{-} \right),u^{+} - u^{-},r_{k + 1}\left( u^{+} \right),\ldots,r_{n}\left( u^{+} \right) \right)$$ is spanned by certain eigenvectors of the Jacobian of the flux function at the endstates and the vector $u^{+} - u^{-}$. The associated Liu--Majda condition asserts that the Liu--Majda determinant does not vanish, $$\Delta \neq 0\text{,}$$ which is necessary for dynamical stability of the Lax shock as a solution of the inviscid conservation law [@br000190].

ProofWe consider the Evans function in [Theorem 4.1](#e000065){ref-type="statement"}, $$E\left( \kappa \right) = \det\left( \underset{1}{\overset{u}{\eta}},\ldots,\eta_{n}^{u},\eta_{1}^{s},\ldots,\eta_{n}^{s} \right)\left( 0,\kappa \right)\text{.}$$ Since the derivative of the profile $\frac{d\overline{u}}{d\xi}\left( \xi \right)$ is a genuine eigenfunction for $\kappa = 0$, we can assume without loss of generality that the vectors $\eta_{k}^{u}\left( 0,\kappa \right)$ and $\eta_{1}^{s}\left( 0,\kappa \right)$ satisfy the identity $$\eta_{k}^{u}\left( 0,0 \right) = \eta_{1}^{s}\left( 0,0 \right) = \left( \frac{\frac{d\overline{u}}{d\xi}}{0} \right)\left( 0 \right)\text{,}$$ which implies $E\left( 0 \right) = 0$. We differentiate the Evans function with respect to $\kappa$ by the Leibniz rule, evaluate the derivative at $\kappa = 0$ and obtain $$\frac{dE}{d\kappa}\left( 0 \right) = \det\left( \underset{1}{\overset{u}{\eta}},\ldots,\eta_{n}^{u},\frac{\partial\eta_{1}^{s}}{\partial\kappa} - \frac{\partial\eta_{k}^{u}}{\partial\kappa},\eta_{2}^{s},\ldots,\eta_{n}^{s} \right)\left( 0 \right)\text{.}$$ All other summands vanish, since they contain the pair of linearly dependent vectors [(39)](#fd000435){ref-type="disp-formula"}.The solutions of the eigenvalue problem [(31)](#fd000275){ref-type="disp-formula"} with initial values $\eta_{1}^{s}\left( 0,\kappa \right)$ and $\eta_{k}^{u}\left( 0,\kappa \right)$ at $\xi = 0$ will be denoted as $\eta_{1}^{s}\left( \xi,\kappa \right)$ and $\eta_{k}^{u}\left( \xi,\kappa \right)$, respectively. Their derivative with respect to $\kappa$ is governed by the differential equations, $$\frac{\partial}{\partial\xi}\begin{pmatrix}
\frac{\partial p}{\partial\kappa} \\
\frac{\partial q}{\partial\kappa} \\
\end{pmatrix} = \begin{pmatrix}
{\frac{dF}{du}\left( \overline{u}\left( \xi \right) \right)} & I_{n} \\
{\kappa I_{n}} & 0_{n} \\
\end{pmatrix}\begin{pmatrix}
\frac{\partial p}{\partial\kappa} \\
\frac{\partial q}{\partial\kappa} \\
\end{pmatrix} + \begin{pmatrix}
0 \\
p \\
\end{pmatrix}\text{.}$$ For $\kappa = 0$, we observe that $$\frac{d}{d\xi}\frac{\partial}{\partial\kappa}q\left( \xi,0 \right) = p\left( \xi,0 \right)\text{.}$$ Thus we obtain from integration with respect to $\xi$ and [(39)](#fd000435){ref-type="disp-formula"} the identities $$\frac{\partial\eta_{k}^{u}}{\partial\kappa}\left( \xi,0 \right) = \left( \frac{\frac{\partial p_{k}}{\partial\kappa}\left( \xi \right)}{\overline{u}\left( \xi \right) - u^{-}} \right)$$ and $$\frac{\partial\eta_{1}^{s}}{\partial\kappa}\left( \xi,0 \right) = \left( \frac{\frac{\partial p_{n + 1}}{\partial\kappa}\left( \xi \right)}{\overline{u}\left( \xi \right) - u^{+}} \right)\text{.}$$ We insert the vectors [(41) and (42)](#fd000455 fd000460){ref-type="disp-formula"} in identity [(40)](#fd000440){ref-type="disp-formula"}, change the order of the vectors with $k_{p}$ permutations and obtain the matrix in block diagonal form $$\frac{dE}{d\kappa}\left( 0 \right) = \left( - 1 \right)^{k_{p}}\det\begin{pmatrix}
A & B \\
0_{n} & C \\
\end{pmatrix}\text{,}$$ with quadratic matrices $A ≔ \left( p_{k},\ldots,p_{n},p_{n + 2},\ldots,p_{n + k} \right)\left( 0 \right) \in \mathbb{R}^{n \times n},B \in \mathbb{R}^{n \times n}$, the null matrix $0_{n} \in \mathbb{R}^{n \times n}$ and $$C ≔ \left( r_{1}\left( u^{-} \right),\ldots,r_{k - 1}\left( u^{-} \right), - \left( u^{+} - u^{-} \right),r_{k + 1}\left( u^{+} \right),\ldots,r_{n}\left( u^{+} \right) \right)\text{.}$$ Thus we derive from the identity $$\det\begin{pmatrix}
A & B \\
0_{n} & C \\
\end{pmatrix} = \det\left( A \right)\det\left( C \right)$$ the stated result. □

Corollary 4.5[@br000020]*Suppose the assumption* (A2) *and the Liu--Majda condition* [(38)](#fd000425){ref-type="disp-formula"} *hold. If the viscous profile* $\overline{u}\left( \xi \right)$ *is transversal, then* $\kappa = 0$ *is a simple root of the Evans function.*

ProofThe matrix $A = \left( p_{k},\ldots,p_{n},p_{n + 2},\ldots,p_{n + k} \right)\left( 0 \right)$ is spanned by the tangent vectors of the invariant manifolds $W^{u}\left( u^{-} \right)$ and $W^{s}\left( u^{+} \right)$ of the profile equation [(3)](#fd000020){ref-type="disp-formula"}. The assumption of a transversal intersection along the viscous profile implies that the tangent vectors are linearly independent. Hence the factor $\det\left( A \right)$ will be non-zero. Together with the Liu--Majda condition [(38)](#fd000425){ref-type="disp-formula"}, we obtain that the first derivative of the Evans function at $\kappa = 0$ does not vanish. Thus the order of the root $\kappa = 0$ is one. □

In the case of a non-transversal viscous profile corresponding to a Lax shock, the first derivative of the Evans function at $\kappa = 0$ vanishes, which may signal the onset of instability. We will study this situation in the remainder of this work.

5. Bifurcation analysis of $E\left( \kappa,\nu \right) = 0$ {#s000025}
===========================================================

Following the analysis in Section [2](#s000010){ref-type="sec"}, we consider a family of viscous conservation laws $$\frac{\partial u}{\partial t} + \frac{\partial}{\partial x}f\left( u,\mu \right) = \frac{\partial^{2}u}{\partial x^{2}}$$ with associated profile equation $$\frac{du}{d\xi} = f\left( u,\mu \right) - s\; u - c ≕ F\left( u,\mu \right)\text{.}$$ Under the assumptions (A1)--(A4), [Theorem 2.3](#e000020){ref-type="statement"} implies the existence of a family of viscous profiles $\overline{u}\left( \xi,\nu \right) = \overline{u}\left( \xi,\mu\left( \nu \right) \right)$, which is generated in a saddle--node bifurcation. In the next step, we study the spectral stability of this family of viscous profiles $\overline{u}\left( \xi,\nu \right)$. The evolutionary equation [(7)](#fd000040){ref-type="disp-formula"} is given by $$\frac{du}{dt} = \frac{d^{2}u}{d\xi^{2}} - \frac{d}{d\xi}f\left( u,\mu \right) + s\frac{du}{d\xi} ≕ \mathcal{F}\left( u,\mu \right)$$ and the operator $\mathcal{F}\left( u,\mu \right)$ linearized along the viscous profiles $\overline{u}\left( \xi,\nu \right)$ is $$Lp ≔ \frac{d\mathcal{F}}{du}\left( \overline{u},\mu\left( \nu \right) \right)p = \frac{d}{d\xi}\left( \frac{dp}{d\xi} - \frac{dF}{du}\left( \overline{u},\mu\left( \nu \right) \right)p \right)\text{.}$$

Theorem 5.1*Suppose the assumptions* (A1)--(A2) *hold. For sufficiently small positive constants* $\beta$ *and* $\delta$*, a family of Evans functions,*$$\left. E:\mathbb{C}_{\beta} \times \left( - \delta,\delta \right)\rightarrow\mathbb{C}\text{,}\qquad\left( \kappa,\nu \right)\mapsto E\left( \kappa,\nu \right)\text{,} \right.$$*that is analytic in* $\kappa$ *and smooth in* $\nu$*, can be defined as in* [Theorem 4.1](#e000065){ref-type="statement"}*.*

ProofFor a fixed $\nu \in \left( - \delta,\delta \right)$, define the Evans function $E\left( \kappa,\nu \right)$ as in [Theorem 4.1](#e000065){ref-type="statement"}. Thus $E\left( \kappa,\nu \right)$ is analytic in $\kappa$. Moreover, the parameter $\nu$ enters the eigenvalue problem through its dependence on the viscous profile. Therefore the family of Evans functions inherits the smooth dependence on $\nu$ from the family of viscous profiles $\overline{u}\left( \xi,\nu \right)$. □

Lemma 5.2*Suppose the assumptions* (A1)--(A4) *hold. Then the genuine eigenfunctions for* $\kappa = 0$ *of the eigenvalue problem* [(31)](#fd000275){ref-type="disp-formula"} *form a two-dimensional linear space which is spanned by the functions*$$\left( \frac{\frac{\partial\overline{u}}{\partial\xi}}{0} \right)\left( \xi,0 \right)\quad\text{and}\quad\left( \frac{\frac{\partial\overline{u}}{\partial\nu}}{0} \right)\left( \xi,0 \right)\text{.}$$*Moreover, the Evans function* $E\left( \kappa,\nu \right)$ *and its derivatives satisfy the identities*$$E\left( 0,0 \right) = 0\text{,}\qquad\frac{\partial E}{\partial\kappa}\left( 0,0 \right) = 0\quad\text{and}\quad\frac{\partial E}{\partial\nu}\left( 0,0 \right) = 0\text{.}$$

ProofAny tangent vector of the invariant manifolds $W^{u}\left( u^{-} \right)$ and $W^{s}\left( u^{+} \right)$ satisfies the linearized profile equation $$\frac{dp}{d\xi} = \frac{dF}{du}\left( \overline{u},0 \right)p$$ and therefore also the eigenvalue equation $$\kappa p = \frac{d}{d\xi}\left( \frac{dp}{d\xi} - \frac{dF}{du}\left( \overline{u}\left( \xi,\nu \right),\mu\left( \nu \right) \right)p \right)$$ for $\left( \kappa,\nu \right) = \left( 0,0 \right)$. However, only a tangent vector, that is lying in the intersection of the tangent spaces $T_{\overline{u}{(\xi)}}W^{u}\left( u^{-} \right)$ and $T_{\overline{u}{(\xi)}}W^{s}\left( u^{+} \right)$, is a bounded function. By assumption (A3), the intersection is two-dimensional and, by [Lemma 2.4](#e000030){ref-type="statement"}, it is spanned by the functions $\frac{\partial\overline{u}}{\partial\xi}\left( \xi,0 \right)$ and $\frac{\partial\overline{u}}{\partial\nu}\left( \xi,0 \right)$. Thus we conclude the first statement. Moreover, the identities [(49)](#fd000510){ref-type="disp-formula"} are derived by a similar reasoning as in the proof of [Theorem 4.3](#e000085){ref-type="statement"}. □

[Lemma 5.2](#e000120){ref-type="statement"} implies that the non-transversal viscous profile $\overline{u}\left( \xi,0 \right)$ is not spectrally stable in the sense of [Definition 1.1](#e000005){ref-type="statement"}.

Remark 5.3Due to [Lemma 2.4](#e000030){ref-type="statement"} and for sufficiently small $\nu$, the derivative of the viscous profile $\overline{u}\left( \xi,\nu \right)$ with respect to $\xi$ is a genuine eigenfunction to $\kappa = 0$. Therefore the Evans function $E\left( \kappa,\nu \right)$ and its derivatives with respect to the parameter $\nu$ vanish identically for $\kappa = 0$ and sufficiently small $\nu$.

The identities $\frac{\partial E}{\partial\kappa}\left( 0,0 \right) = 0$ and $E\left( 0,\nu \right) = 0$ for all sufficiently small $\nu$ indicate a bifurcation in the equation $E\left( \kappa,\nu \right) = 0$ defining the zero set of the Evans function. The nature of the singularity of the Evans function at the origin is studied via its higher order derivatives.

The following preliminary result is a direct consequence of [Lemma 2.4](#e000030){ref-type="statement"}.

Lemma 5.4*Suppose the assumptions* (A1)--(A4) *hold. Then the function*$$\overline{v}\left( \xi \right) ≔ \int_{- \infty}^{\xi}\frac{\partial\overline{u}}{\partial\nu}\left( x,0 \right)dx$$*is continuous and bounded on* $\mathbb{R}$ *. In addition,* $\overline{v}\left( \xi \right)$ *approaches constant endstates* $v^{\pm} ≔ \lim_{\xi\rightarrow \pm \infty}\overline{v}\left( \xi \right)$*.*

First, we establish the connection between (a derivative of) the Evans function and (a derivative of) the Melnikov function.

Theorem 5.5*Suppose the assumptions* (A1)--(A4) *hold. Then the derivative of the Evans function* [(47)](#fd000500){ref-type="disp-formula"} *satisfies*$$\frac{\partial^{2}E}{\partial\nu\partial\kappa}\left( 0,0 \right) = c \cdot \Delta \cdot \int_{\mathbb{R}}\left\langle \psi,\frac{d^{2}F}{du^{2}}\left( \overline{u},0 \right)\left( \frac{\partial\overline{u}}{\partial\nu},\frac{\partial\overline{u}}{\partial\nu} \right)\left( \xi,0 \right) \right\rangle\; d\xi$$*with a non-zero real constant* $c$*, the Liu--Majda determinant* $\Delta$ *in* [(37)](#fd000420){ref-type="disp-formula"}*, and the function* $\psi\left( \xi \right)$ *in* [Theorem 2.2](#e000015){ref-type="statement"}*.*

ProofWe consider the Evans function $E\left( \kappa,\nu \right)$ in [Theorem 5.1](#e000110){ref-type="statement"}. Due to [Lemma 5.2](#e000120){ref-type="statement"} and [Remark 5.3](#e000130){ref-type="statement"}, we can assume without loss of generality that for sufficiently small $\nu$ solutions of the eigenvalue equation are given by $$\eta_{k}^{u}\left( \xi,0,\nu \right) = \eta_{1}^{s}\left( \xi,0,\nu \right) = \left( \frac{\frac{\partial\overline{u}}{\partial\xi}}{0} \right)\left( \xi,\nu \right)$$ and $$\eta_{k + 1}^{u}\left( \xi,0,0 \right) = \eta_{2}^{s}\left( \xi,0,0 \right) = \left( \frac{\frac{\partial\overline{u}}{\partial\nu}}{0} \right)\left( \xi,0 \right)\text{.}$$ We rewrite the Evans function, $$E\left( \kappa,\nu \right) = \det\left( \underset{1}{\overset{u}{\eta}},\ldots,\eta_{n}^{u},\eta_{1}^{s} - \eta_{k}^{u},\eta_{2}^{s} - \eta_{k + 1}^{u},\eta_{3}^{s},\ldots,\eta_{n}^{s} \right)\left( 0,\kappa,\nu \right)\text{,}$$ differentiate with respect to $\kappa$ and $\nu$ by the Leibniz rule and evaluate the derivative at $\left( \kappa,\nu \right) = \left( 0,0 \right)$ to obtain $$\frac{\partial^{2}E}{\partial\nu\partial\kappa}\left( 0,0 \right) = \det\left( \underset{1}{\overset{u}{\eta}},\ldots,\eta_{n}^{u},\frac{\partial\left( \eta_{1}^{s} - \eta_{k}^{u} \right)}{\partial\kappa},\frac{\partial\left( \eta_{2}^{s} - \eta_{k + 1}^{u} \right)}{\partial\nu},\eta_{3}^{s},\ldots,\eta_{n}^{s} \right)\left( 0 \right) + \det\left( \underset{1}{\overset{u}{\eta}},\ldots,\underset{n}{\overset{u}{\eta}},\frac{\partial\left( \underset{1}{\overset{s}{\eta}} - \underset{k}{\overset{u}{\eta}} \right)}{\partial\nu},\frac{\partial\left( \underset{2}{\overset{s}{\eta}} - \underset{k + 1}{\overset{u}{\eta}} \right)}{\partial\kappa},\underset{3}{\overset{s}{\eta}},\ldots,\underset{n}{\overset{s}{\eta}} \right)\left( 0 \right)\text{.}$$ All other summands vanish at $\left( \kappa,\nu \right) = \left( 0,0 \right)$, since they contain a vector $\left( \eta_{1}^{s} - \eta_{k}^{u} \right)\left( 0,0,0 \right)$ and/or $\left( \eta_{2}^{s} - \eta_{k + 1}^{u} \right)\left( 0,0,0 \right)$ which coincide with the null vector.We consider the solutions of the eigenvalue equation $$\frac{d}{d\xi}\left( \frac{p}{q} \right) = \begin{pmatrix}
{\frac{dF}{du}\left( \overline{u}\left( \xi,\nu \right),\mu\left( \nu \right) \right)} & I_{n} \\
{\kappa I_{n}} & 0_{n} \\
\end{pmatrix}\left( \frac{p}{q} \right)\text{,}$$ satisfying the identities [(52) and (53)](#fd000535 fd000540){ref-type="disp-formula"}. Their derivatives with respect to the spectral parameter $\kappa$ are governed by the system of differential equations $$\frac{\partial}{\partial\xi}\begin{pmatrix}
\frac{\partial p}{\partial\kappa} \\
\frac{\partial q}{\partial\kappa} \\
\end{pmatrix} = \begin{pmatrix}
{\frac{dF}{du}\left( \overline{u}\left( \xi,\nu \right),\mu\left( \nu \right) \right)} & I_{n} \\
{\kappa I_{n}} & 0_{n} \\
\end{pmatrix}\begin{pmatrix}
\frac{\partial p}{\partial\kappa} \\
\frac{\partial q}{\partial\kappa} \\
\end{pmatrix} + \begin{pmatrix}
0 \\
p \\
\end{pmatrix}\text{.}$$ In the proof of [Theorem 4.3](#e000085){ref-type="statement"}, we obtained the expressions $$\frac{\partial\eta_{k}^{u}}{\partial\kappa}\left( \xi,0,0 \right) = \left( \frac{z_{k}\left( \xi \right)}{\overline{u}\left( \xi \right) - u^{-}} \right)$$ and $$\frac{\partial\eta_{1}^{s}}{\partial\kappa}\left( \xi,0,0 \right) = \left( \frac{z_{n + 1}\left( \xi \right)}{\overline{u}\left( \xi \right) - u^{+}} \right)\text{,}$$ where the functions $z_{i}\left( \xi \right)$ are defined as $z_{i}\left( \xi \right) ≔ \frac{\partial p_{i}}{\partial\kappa}\left( \xi,0,0 \right)$ for $i = k,n + 1$. In a similar way, we derive $$\frac{\partial\eta_{k + 1}^{u}}{\partial\kappa}\left( \xi,0,0 \right) = \left( \frac{z_{k + 1}\left( \xi \right)}{\overline{v}\left( \xi \right) - v^{-}} \right)$$ and $$\frac{\partial\eta_{2}^{s}}{\partial\kappa}\left( \xi,0,0 \right) = \left( \frac{z_{n + 2}\left( \xi \right)}{\overline{v}\left( \xi \right) - v^{+}} \right)\text{,}$$ where the continuous and bounded function $\overline{v}\left( \xi \right) ≔ \int_{- \infty}^{\xi}\frac{\partial\overline{u}}{\partial\nu}\left( x,0 \right)dx$ with asymptotic endstates $v^{\pm} ≔ \lim_{\xi\rightarrow \pm \infty}\overline{v}\left( \xi \right)$ is taken from [Lemma 5.4](#e000135){ref-type="statement"} and the functions $z_{i}\left( \xi \right)$ are defined as $$z_{i}\left( \xi \right) ≔ \frac{\partial p_{i}}{\partial\kappa}\left( \xi,0,0 \right)$$ for $i = k + 1,n + 2$.In addition, we calculate the derivatives of the solutions of [(54)](#fd000555){ref-type="disp-formula"} with respect to $\nu$, which satisfy the system of differential equations $$\frac{\partial}{\partial\xi}\begin{pmatrix}
\frac{\partial p}{\partial\nu} \\
\frac{\partial q}{\partial\nu} \\
\end{pmatrix} = \begin{pmatrix}
{\frac{dF}{du}\left( \overline{u}\left( \xi,\nu \right),\mu\left( \nu \right) \right)} & I_{n} \\
{\kappa I_{n}} & 0_{n} \\
\end{pmatrix}\begin{pmatrix}
\frac{\partial p}{\partial\nu} \\
\frac{\partial q}{\partial\nu} \\
\end{pmatrix} + \begin{pmatrix}
{\frac{d^{2}F}{du^{2}}\left( \overline{u}\left( \xi,\nu \right),\mu\left( \nu \right) \right)\left( \frac{\partial\overline{u}}{\partial\nu},p \right)} \\
0 \\
\end{pmatrix} + \begin{pmatrix}
{\frac{\partial^{2}F}{\partial\mu\partial u}\left( \overline{u}\left( \xi,\nu \right),\mu\left( \nu \right) \right)\; p\;\frac{d\mu}{d\nu}\left( \nu \right)} \\
0 \\
\end{pmatrix}\text{.}$$ The functions $\eta_{k}^{u}\left( \xi,\kappa,\nu \right)$ and $\eta_{1}^{s}\left( \xi,\kappa,\nu \right)$ satisfy the identities [(52)](#fd000535){ref-type="disp-formula"}. Hence, the difference vector $\left( \eta_{1}^{s} - \eta_{k}^{u} \right)\left( \xi,\kappa,\nu \right)$ vanishes identically for $\kappa = 0$ and sufficiently small $\nu$, which implies $$\frac{\partial}{\partial\nu}\left( \eta_{1}^{s} - \eta_{k}^{u} \right)\left( \xi,0,\nu \right) = \left( \frac{0}{0} \right)\text{.}$$ The solutions $\eta_{k + 1}^{u}\left( \xi,\kappa,\nu \right)$ and $\eta_{2}^{s}\left( \xi,\kappa,\nu \right)$ are chosen such that the identities [(53)](#fd000540){ref-type="disp-formula"} hold and are part of the fast manifold. By [Lemma 4.2](#e000075){ref-type="statement"}, their $q$-coordinates demonstrate for $\kappa = 0$ and sufficiently small $\nu$ the asymptotic behavior $$\lim\limits_{\xi\rightarrow - \infty}q_{k + 1}\left( \xi,0,\nu \right) = 0$$ and $$\lim\limits_{\xi\rightarrow + \infty}q_{n + 2}\left( \xi,0,\nu \right) = 0\text{.}$$ In addition, the order of taking the limit and the derivative, respectively, can be interchanged for these functions and their derivatives satisfy for $\kappa = 0$ and sufficiently small $\nu$ the asymptotic behavior $$\lim\limits_{\xi\rightarrow - \infty}\frac{\partial q_{k + 1}}{\partial\nu}\left( \xi,0,\nu \right) = 0$$ and $$\lim\limits_{\xi\rightarrow + \infty}\frac{\partial q_{n + 2}}{\partial\nu}\left( \xi,0,\nu \right) = 0\text{.}$$ The derivatives of the solutions $\eta_{k + 1}^{u}\left( \xi,\kappa,\nu \right)$ and $\eta_{2}^{s}\left( \xi,\kappa,\nu \right)$ are governed by the differential equations [(59)](#fd000590){ref-type="disp-formula"}. In particular, the $q$-vectors satisfy for $\kappa = 0$ and sufficiently small $\nu$ the equations $\frac{\partial}{\partial\xi}\frac{\partial q_{i}}{\partial\nu}\left( \xi,0,\nu \right) = 0 \in \mathbb{R}^{n}$. Thus we conclude that the $q$-vectors are constant and equal the null vector due to the limits [(61) and (62)](#fd000610 fd000615){ref-type="disp-formula"}. Hence, we obtain the expression $$\frac{\partial}{\partial\nu}\left( \eta_{2}^{s} - \eta_{k + 1}^{u} \right)\left( \xi,0,0 \right) = \left( \frac{y_{n + 2} - y_{k + 1}}{0} \right)\left( \xi,0 \right)$$ with functions $y_{i}\left( \xi \right)$ defined as $y_{i}\left( \xi \right) ≔ \frac{\partial p_{i}}{\partial\nu}\left( \xi,0,0 \right)$ for $i = k + 1,n + 2$.We insert the vectors [(55)--(58), (60) and (63)](#fd000565 fd000570 fd000575 fd000580 fd000595 fd000620){ref-type="disp-formula"} into the derivative of the Evans function $E\left( \kappa,\nu \right)$ at $\left( \kappa,\nu \right) = \left( 0,0 \right)$ and obtain $$\frac{\partial^{2}E}{\partial\nu\partial\kappa}\left( 0,0 \right) = \det\begin{pmatrix}
\underset{p}{\overset{s}{U}} & U_{p}^{f} & \ast & {y_{n + 2} - y_{k + 1}} & {\widetilde{S}}_{p}^{f} & S_{p}^{s} \\
U_{q}^{s} & 0 & {- \left\lbrack \overline{u} \right\rbrack} & 0 & 0 & S_{q}^{s} \\
\end{pmatrix}\left( 0 \right) + \det\begin{pmatrix}
\underset{p}{\overset{s}{U}} & \underset{p}{\overset{f}{U}} & 0 & {z_{n + 2} - z_{k + 1}} & \underset{p}{\overset{f}{\widetilde{S}}} & \underset{p}{\overset{s}{S}} \\
\underset{q}{\overset{s}{U}} & 0 & 0 & {- \left\lbrack \overline{v} \right\rbrack} & 0 & \underset{q}{\overset{s}{S}} \\
\end{pmatrix}\left( 0 \right)$$ with matrices $$U_{p}^{s}\left( 0 \right) ≔ \left( p_{1},\ldots,p_{k - 1} \right)\left( 0 \right) \in \mathbb{R}^{n \times {(k - 1)}}\text{,}$$$$U_{q}^{s}\left( 0 \right) ≔ \left( r_{1}\left( u^{-} \right),\ldots,r_{k - 1}\left( u^{-} \right) \right) \in \mathbb{R}^{n \times {(k - 1)}}\text{,}$$$$U_{p}^{f}\left( 0 \right) ≔ \left( p_{k},\ldots,p_{n} \right)\left( 0 \right) \in \mathbb{R}^{n \times {(n - k + 1)}}\text{,}$$$${\widetilde{S}}_{p}^{f}\left( 0 \right) ≔ \left( p_{n + 3},\ldots,p_{n + k} \right)\left( 0 \right) \in \mathbb{R}^{n \times {(k - 2)}}\text{,}$$$$S_{p}^{s}\left( 0 \right) ≔ \left( p_{n + k + 1},\ldots,p_{2n} \right)\left( 0 \right) \in \mathbb{R}^{n \times {(n - k)}}$$ and $$S_{q}^{s}\left( 0 \right) ≔ \left( r_{k + 1}\left( u^{+} \right),\ldots,r_{n}\left( u^{+} \right) \right) \in \mathbb{R}^{n \times {(n - k)}}\text{.}$$ The second determinant vanishes, since it contains a null vector. However, in the first determinant we change the order of the vectors by $k_{p}$ permutations to obtain a matrix in block diagonal form, $$\frac{\partial^{2}E}{\partial\nu\partial\kappa}\left( 0,0 \right) = \left( - 1 \right)^{k_{p}} \cdot \det\begin{pmatrix}
\underset{p}{\overset{f}{U}} & {\widetilde{S}}_{p}^{f} & {y_{n + 2} - y_{k + 1}} & U_{p}^{s} & \ast & S_{p}^{s} \\
0 & 0 & 0 & U_{q}^{s} & {- \left\lbrack \overline{u} \right\rbrack} & S_{q}^{s} \\
\end{pmatrix}\text{,}$$ and factorize the expression into the product $$\frac{\partial^{2}E}{\partial\nu\partial\kappa}\left( 0,0 \right) = \left( - 1 \right)^{k_{p} + 1} \cdot \Delta \cdot \det\left( \underset{p}{\overset{f}{U}},{\widetilde{S}}_{p}^{f},y_{n + 2} - y_{k + 1} \right)\left( 0 \right)$$ with the Liu--Majda determinant $\Delta = \det\left( U_{q}^{s},\left\lbrack \overline{u} \right\rbrack,S_{q}^{s} \right)$; see also [(37)](#fd000420){ref-type="disp-formula"}. We write the second determinant as a sum of determinants and evaluate each summand in turn. The functions that span the matrices $U^{f}\left( \xi,0,0 \right)$ and ${\widetilde{S}}_{p}^{f}\left( \xi,0,0 \right)$ are solutions of the linearized profile equation, which decay in at least one limit. In addition, the function $y_{n + 2}\left( \xi \right) = \frac{\partial p_{n + 2}}{\partial\nu}\left( \xi,0,0 \right)$ is governed by the system of differential equations [(59)](#fd000590){ref-type="disp-formula"}, which simplifies for $\left( \kappa,\nu \right) = \left( 0,0 \right)$ to $$\frac{\partial y_{n + 2}}{\partial\xi} = \frac{dF}{du}\left( \overline{u},0 \right)y_{n + 2} + \frac{d^{2}F}{du^{2}}\left( \overline{u},0 \right)\left( \frac{\partial\overline{u}}{\partial\nu},\frac{\partial\overline{u}}{\partial\nu} \right)\left( \xi,0 \right)\text{,}$$ since the identities $p_{n + 2}\left( \xi,0,0 \right) = \frac{\partial\overline{u}}{\partial\nu}\left( \xi,0 \right),\frac{\partial q_{n + 2}}{\partial\nu}\left( \xi,0,0 \right) \equiv 0,\mu\left( 0 \right) = 0$ and $\frac{d\mu}{d\nu}\left( 0 \right) = 0$ hold. The function $y_{n + 2}\left( \xi \right)$ and the inhomogeneity of its differential equation are bounded on $\mathbb{R}_{+}$. Thus we can apply [Lemma A.4](#e000260){ref-type="statement"} and obtain $$\det\left( \underset{p}{\overset{f}{U}},{\widetilde{S}}_{p}^{f},y_{n + 2} \right)\left( 0 \right) = - \int_{0}^{+ \infty}\left\langle \psi,\frac{d^{2}F}{du^{2}}\left( \overline{u},0 \right)\left( \frac{\partial\overline{u}}{\partial\nu},\frac{\partial\overline{u}}{\partial\nu} \right)\left( \xi,0 \right) \right\rangle d\xi\text{.}$$ In a similar way we derive $$\det\left( \underset{p}{\overset{f}{U}},{\widetilde{S}}_{p}^{f},y_{k + 1} \right)\left( 0 \right) = \int_{- \infty}^{0}\left\langle \psi,\frac{d^{2}F}{du^{2}}\left( \overline{u},0 \right)\left( \frac{\partial\overline{u}}{\partial\nu},\frac{\partial\overline{u}}{\partial\nu} \right)\left( \xi,0 \right) \right\rangle d\xi\text{.}$$ Hence, the second determinant in [(65)](#fd000670){ref-type="disp-formula"} satisfies $$\det\left( \underset{p}{\overset{f}{U}},{\widetilde{S}}_{p}^{f},y_{n + 2} - y_{k + 1} \right)\left( 0 \right) = - \int_{\mathbb{R}}\left\langle \psi,\frac{d^{2}F}{du^{2}}\left( \overline{u},0 \right)\left( \frac{\partial\overline{u}}{\partial\nu},\frac{\partial\overline{u}}{\partial\nu} \right)\left( \xi,0 \right) \right\rangle d\xi\text{.}$$ We combine this expression with [(65)](#fd000670){ref-type="disp-formula"} and obtain the stated result. □

Corollary 5.6*Suppose the assumptions* (A1)--(A4) *and the Liu--Majda condition* [(38)](#fd000425){ref-type="disp-formula"} *hold. Then the mixed derivative,* $\frac{\partial^{2}E}{\partial\nu\partial\kappa}\left( \kappa,\nu \right)$*, of the Evans function* [(47)](#fd000500){ref-type="disp-formula"} *is non-zero at the point* $\left( \kappa,\nu \right) = \left( 0,0 \right)$*.*

ProofWe obtained in [Theorem 5.5](#e000140){ref-type="statement"} the second order derivative of the Evans function as $$\frac{\partial^{2}E}{\partial\nu\partial\kappa}\left( 0,0 \right) = c \cdot \Delta \cdot \int_{\mathbb{R}}\left\langle \psi,\frac{d^{2}F}{du^{2}}\left( \overline{u},0 \right)\left( \frac{\partial\overline{u}}{\partial\nu},\frac{\partial\overline{u}}{\partial\nu} \right)\left( \xi,0 \right) \right\rangle d\xi$$ with a non-zero constant $c$ and the Liu--Majda determinant $\Delta$ in [(37)](#fd000420){ref-type="disp-formula"}. By the results of [Theorem 2.2](#e000015){ref-type="statement"} and [Lemma 2.4](#e000030){ref-type="statement"}, the integral expression equals the second order derivative of the Melnikov function at $\left( \nu,\mu \right) = \left( 0,0 \right)$, $$\int_{\mathbb{R}}\left\langle \psi,\frac{d^{2}F}{du^{2}}\left( \overline{u},0 \right)\left( \frac{\partial\overline{u}}{\partial\nu},\frac{\partial\overline{u}}{\partial\nu} \right)\left( \xi,0 \right) \right\rangle d\xi = \frac{\partial^{2}M}{\partial\nu^{2}}\left( 0,0 \right)\text{,}$$ which is non-zero by assumption (A4). In addition, we assumed that the Liu--Majda determinant does not vanish. Hence, the derivative of the Evans function is the product of non-zero factors, which proves the assertion. □

Theorem 5.7*Suppose the assumptions* (A1)--(A4) *and the Liu--Majda condition* [(38)](#fd000425){ref-type="disp-formula"} *hold as well as the derivative of Evans function* $\frac{\partial^{2}E}{\partial\kappa^{2}}\left( 0,0 \right)$ *is non-zero. Then a transcritical bifurcation occurs in the equation* $E\left( \kappa,\nu \right) = 0$ *at the bifurcation point* $\left( \kappa,\nu \right) = \left( 0,0 \right)$ *. In particular, the zero set of the Evans function consists close to the origin of two curves*$$\left\{ \left( \kappa,\nu \right) \in \mathbb{R}^{2} \mid \kappa \equiv 0,\nu \in \left( - \epsilon,\epsilon \right) \right\}$$*and*$$\left\{ \left( \kappa,\nu \right) \in \mathbb{R}^{2} \mid \nu = \nu\left( \kappa \right),\kappa \in \left( - \epsilon,\epsilon \right) \right\}\text{,}$$*where* $\epsilon$ *is a sufficiently small positive constant, and* $\left. \nu:\left( - \epsilon,\epsilon \right)\rightarrow\mathbb{R},\kappa\mapsto\nu\left( \kappa \right) \right.$ *is a differentiable function such that* $\nu\left( 0 \right) = 0$ *and*$$\frac{d\nu}{d\kappa}\left( 0 \right) = - \frac{1}{2}\frac{\frac{\partial^{2}E}{\partial\kappa^{2}}}{\frac{\partial^{2}E}{\partial\nu\partial\kappa}}\left( 0,0 \right) \neq 0\text{.}$$*Moreover, the curves intersect transversally at the point* $\left( \kappa,\nu \right) = \left( 0,0 \right)$*.*

ProofIt follows from Eqs. [(49)](#fd000510){ref-type="disp-formula"}, [Corollary 5.6](#e000150){ref-type="statement"} and the assumption $\frac{\partial^{2}E}{\partial\kappa^{2}}\left( 0,0 \right) \neq 0$, that a transcritical bifurcation as described in the theorem occurs; see e.g. [@br000195]. □

Remark 5.8If the Evans function satisfies instead $\frac{\partial^{2}E}{\partial\kappa^{2}}\left( 0,0 \right) = 0$, then other bifurcation scenarios such as a pitchfork bifurcation are possible; see [Fig. 4](#f000020){ref-type="fig"}. In any case the curves of the zero set of the Evans function will intersect transversally at the bifurcation point. In the next step, we identify viscous shock waves that are not spectrally stable. Corollary 5.9*Suppose the assumptions of* [Theorem 5.7](#e000160){ref-type="statement"} *hold. Then the viscous shock waves with viscous profiles* $\overline{u}\left( \xi,\nu \right)$ *are not spectrally stable in the sense of* [Definition 1.1](#e000005){ref-type="statement"} *for* $\nu = 0$ *and for sufficiently small positive (negative) values of* $\nu$ *if the constant* [(68)](#fd000715){ref-type="disp-formula"} *is positive (negative).*

ProofBy the result of [Theorem 5.7](#e000160){ref-type="statement"}, the zero set of the Evans function close to the origin consists of two curves [(66) and (67)](#fd000705 fd000710){ref-type="disp-formula"}, which represent effective eigenvalues. Since the derivative of a viscous profile is always a genuine eigenfunction associated to the effective eigenvalue zero, the curve [(66)](#fd000705){ref-type="disp-formula"} is present. The other curve [(67)](#fd000710){ref-type="disp-formula"} has a representation with respect to $\kappa$ and the function $\nu\left( \kappa \right)$ satisfies the identity [(68)](#fd000715){ref-type="disp-formula"}. For $\nu = 0$ the viscous shock wave is not spectrally stable due to the result of [Lemma 5.2](#e000120){ref-type="statement"}, whereas in the other parameter regimes there exist positive real eigenvalues $\kappa$ and the associated viscous shock wave is again not spectrally stable. □

Theorem 5.10*In addition to the assumptions of* [Theorem 5.7](#e000160){ref-type="statement"}*, assume that* $\kappa = 0$ *is the only eigenvalue of the eigenvalue problem* [(54)](#fd000555){ref-type="disp-formula"} *associated to the viscous profile* $\overline{u}\left( \xi,0 \right)$ *in* $\mathbb{C}_{\beta}$ *. Then the viscous profiles* $\overline{u}\left( \xi,\nu \right)$ *are spectrally stable in the sense of* [Definition 1.1](#e000005){ref-type="statement"} *for sufficiently small* $\nu > 0\left( \nu < 0 \right)$ *if the constant* [(68)](#fd000715){ref-type="disp-formula"} *is negative (positive).*

ProofEigenvalues close to zero behave as described in [Theorem 5.7](#e000160){ref-type="statement"}. Hence there exists a simple eigenvalue $\kappa = 0$ and a simple eigenvalue $\kappa < 0$ for $\nu$ in the considered ranges. It is well known that there exists a $R > 0$ such that $\left| \kappa \right| > R$ implies $E\left( \kappa,\nu \right) \neq 0$ for sufficiently small $\nu$. Since $E\left( \kappa,0 \right)$ has no other zeros in $\mathbb{C}_{\beta}$, $E\left( \kappa,\nu \right)$ has no other zeros in $\mathbb{C}_{\beta}$ for sufficiently small $\nu$. □

6. Effective eigenvalue $\kappa = 0$ {#s000030}
====================================

We consider a viscous profile $\overline{u}\left( \xi,0 \right)$, which satisfies the assumptions (A1)--(A4) in Section [2](#s000010){ref-type="sec"} as well as the Liu--Majda condition [(38)](#fd000425){ref-type="disp-formula"}, and study the existence and multiplicity of effective eigenfunctions to the effective eigenvalue zero. Lemma 6.1*Suppose the assumptions* (A1)--(A4) *hold. For* $\left( \kappa,\nu \right) = \left( 0,0 \right)$*, the eigenvalue equation*[(54)](#fd000555){ref-type="disp-formula"} *has* $n - 1$ *linearly independent, globally bounded solutions, whose* $q$*-vector is constant, but different from the null vector.*

ProofA solution of the proposed form has to satisfy the differential equation $$\frac{dp}{d\xi}\left( \xi \right) = \frac{dF}{du}\left( \overline{u},0 \right)p\left( \xi \right) + q$$ with a constant vector $q \in \mathbb{R}^{n} \smallsetminus \left\{ 0 \right\}$. Since the homogeneous system associated to [(69)](#fd000720){ref-type="disp-formula"} has exponential dichotomies on $\mathbb{R}_{-}$ as well as $\mathbb{R}_{+}$, Palmer's Lemma [@br000200] is applicable. Moreover, we observe from [Theorem 2.2](#e000015){ref-type="statement"} that $$\frac{d\psi}{d\xi}\left( \xi \right) = - \left( \frac{dF}{du}\left( \overline{u}\left( \xi \right),0 \right) \right)^{T}\psi\left( \xi \right)$$ has a unique (up to a multiplicative factor) bounded solution $\psi\left( \xi \right)$. Thus a bounded solution of [(69)](#fd000720){ref-type="disp-formula"} exists if and only if $$\int_{\mathbb{R}}\left\langle \psi\left( \xi \right),q \right\rangle\; d\xi = 0\text{.}$$ For constant vectors $q$, we obtain a well-defined linear system of equations $$\left\langle \int_{\mathbb{R}}\psi\left( \xi \right)\; d\xi,q \right\rangle = 0\text{.}$$ Since the vector $\int_{\mathbb{R}}\psi\left( \xi \right)d\xi$ is different from the null vector, the kernel has dimension $n - 1$ and we conclude the statement. □

Although the eigenvalue equation [(54)](#fd000555){ref-type="disp-formula"} for $\left( \kappa,\nu \right) = \left( 0,0 \right)$ has $n - 1$ bounded solutions with a constant $q$-vector different from the null vector, only solutions in the non-trivial intersection of the spaces $${span}\left\{ \eta_{j}^{u}\left( \xi \right) = \left( \frac{p_{j}\left( \xi \right)}{r_{j}\left( u^{-} \right)} \right) \middle| j = 1,\ldots,k - 1 \right\}$$ and $${span}\left\{ \eta_{j}^{s}\left( \xi \right) = \left( \frac{p_{n + j}\left( \xi \right)}{r_{j}\left( u^{+} \right)} \right) \middle| j = k + 1,\ldots,n \right\}$$ are effective eigenfunctions. However, if the Liu--Majda condition [(38)](#fd000425){ref-type="disp-formula"} holds, then the intersection of the spaces [(70) and (71)](#fd000740 fd000745){ref-type="disp-formula"} is necessarily trivial. In agreement with the modified Fredholm theory in [@br000025], we define the following.

Definition 6.2A generalized eigenfunction for the eigenvalue $\kappa = 0$ is a non-trivial solution $p\left( \xi \right)$ of the generalized eigenvalue equation $L\left( Lp \right) = 0$.

Due to [Lemma 5.2](#e000120){ref-type="statement"}, the functions $\frac{\partial\overline{u}}{\partial\xi}\left( \xi \right)$ and $\frac{\partial\overline{u}}{\partial\nu}\left( \xi,0 \right)$ span the linear space of genuine eigenfunctions and are $L^{1}$-integrable. Hence, an associated solution $p\left( \xi \right)$ of the generalized eigenvalue equation $L\left( Lp \right) = 0$ has to satisfy the equation $$Lp\left( \xi \right) = \frac{d}{d\xi}\left( \frac{dp}{d\xi}\left( \xi \right) - \frac{dF}{du}\left( \overline{u}\left( \xi \right),0 \right)p\left( \xi \right) \right) = \gamma_{1}\frac{\partial\overline{u}}{\partial\nu}\left( \xi,0 \right) + \gamma_{2}\frac{\partial\overline{u}}{\partial\xi}\left( \xi,0 \right)$$ for some real constants $\gamma_{1}$ and $\gamma_{2}$. After integrating the last identity with respect to $\xi$, we obtain the inhomogeneous linear system of ODEs $$\frac{dp}{d\xi}\left( \xi \right) = \frac{dF}{du}\left( \overline{u}\left( \xi \right),0 \right)p\left( \xi \right) + \widetilde{b}\left( \xi \right)$$ with a continuous and bounded inhomogeneity $$\widetilde{b}\left( \xi \right) ≔ \int_{- \infty}^{\xi}\left( \gamma_{1}\frac{\partial\overline{u}}{\partial\nu}\left( x,0 \right) + \gamma_{2}\frac{\partial\overline{u}}{\partial\xi}\left( x \right) \right)dx\text{.}$$ We will relate the existence of a bounded solution of [(72)](#fd000755){ref-type="disp-formula"} to the vanishing of the second order derivative of the Evans function, $\frac{\partial^{2}E}{\partial\kappa^{2}}\left( \kappa,\nu \right)$, at the origin.

In preparation of [Theorem 6.4](#e000220){ref-type="statement"} we derive an expression for the function $b\left( \xi \right)$. Lemma 6.3*Suppose the assumptions* (A1)--(A4) *and the Liu--Majda condition* [(38)](#fd000425){ref-type="disp-formula"} *hold. Then there exist real constants* $\varphi_{i} \in \mathbb{R}$ *for* $i = 1,\ldots,n$ *such that the identity*$$- \left( v^{+} - v^{-} \right) = \sum\limits_{i = 1}^{k - 1}\varphi_{i}r_{i}\left( u^{-} \right) - \varphi_{k}\left( u^{+} - u^{-} \right) + \sum\limits_{i = k + 1}^{n}\varphi_{i}r_{i}\left( u^{+} \right)$$*is satisfied. Then the function*$$b\left( \xi \right) ≔ \overline{v}\left( \xi \right) - v^{+} - \varphi_{k}\left( \overline{u}\left( \xi \right) - u^{+} \right) - \sum\limits_{i = k + 1}^{n}\varphi_{i}r_{i}\left( u^{+} \right) = \overline{v}\left( \xi \right) - v^{-} - \varphi_{k}\left( \overline{u}\left( \xi \right) - u^{-} \right) + \sum\limits_{i = 1}^{k - 1}\varphi_{i}r_{i}\left( u^{-} \right)$$*is well-defined as well as continuous and bounded on* $\mathbb{R}$*.*

ProofThe Liu--Majda condition implies that the set of vectors $$\left\{ r_{i}\left( u^{-} \right) \mid i = 1,\ldots,k - 1 \right\} \cup \left\{ u^{+} - u^{-} \right\} \cup \left\{ r_{i}\left( u^{+} \right) \mid i = k,\ldots,n \right\}$$ forms a basis of $\mathbb{R}^{n}$ and the vector $v^{+} - v^{-}$ has a representation [(74)](#fd000765){ref-type="disp-formula"} with respect to this basis. Thus the function $b\left( \xi \right)$ is well-defined and as a linear combination of continuous and bounded functions inherits these properties. □

Theorem 6.4*Suppose the assumptions* (A1)--(A4) *and the Liu--Majda condition* [(38)](#fd000425){ref-type="disp-formula"} *hold. Then the second order derivative of the Evans function* [(47)](#fd000500){ref-type="disp-formula"} *with respect to the spectral parameter* $\kappa$ *satisfies*$$\frac{\partial^{2}E}{\partial\kappa^{2}}\left( 0,0 \right) = c \cdot \Delta \cdot \int_{\mathbb{R}}\left\langle \psi,b \right\rangle\left( \xi \right)d\xi\text{,}$$*with a non-zero, real constant* $c$*, the Liu--Majda determinant* $\Delta$ *in* [(37)](#fd000420){ref-type="disp-formula"}*, the function* $\psi\left( \xi \right)$ *in* [Theorem 2.2](#e000015){ref-type="statement"} *and the function* $b\left( \xi \right)$ *in* [Lemma 6.3](#e000210){ref-type="statement"}*.*

ProofWe consider the Evans function $E\left( \kappa,\nu \right)$ in [Theorem 5.1](#e000110){ref-type="statement"}. Due to [Lemma 5.2](#e000120){ref-type="statement"} and [Remark 5.3](#e000130){ref-type="statement"}, we can assume without loss of generality that, for sufficiently small $\nu$, solutions of the eigenvalue equation are given by $$\eta_{k}^{u}\left( \xi,0,\nu \right) = \eta_{1}^{s}\left( \xi,0,\nu \right) = \left( \frac{\frac{\partial\overline{u}}{\partial\xi}}{0} \right)\left( \xi,\nu \right)$$ and $$\eta_{k + 1}^{u}\left( \xi,0,0 \right) = \eta_{2}^{s}\left( \xi,0,0 \right) = \left( \frac{\frac{\partial\overline{u}}{\partial\nu}}{0} \right)\left( \xi,0 \right)\text{.}$$ We rewrite the Evans function, $$E\left( \kappa,\nu \right) = \det\left( \underset{1}{\overset{u}{\eta}},\ldots,\eta_{n}^{u},\eta_{1}^{s} - \eta_{k}^{u},\eta_{2}^{s} - \eta_{k + 1}^{u},\eta_{3}^{s},\ldots,\eta_{n}^{s} \right)\left( 0,\kappa,\nu \right)\text{,}$$ differentiate twice with respect to $\kappa$ by the Leibniz rule and evaluate the derivative at $\left( \kappa,\nu \right) = \left( 0,0 \right)$. In this way, we obtain $$\frac{\partial^{2}E}{\partial\kappa^{2}}\left( 0,0 \right) = \det\left( \underset{1}{\overset{u}{\eta}},\ldots,\eta_{n}^{u},\frac{\partial}{\partial\kappa}\left( \eta_{1}^{s} - \eta_{k}^{u} \right),\frac{\partial}{\partial\kappa}\left( \eta_{2}^{s} - \eta_{k + 1}^{u} \right),\eta_{3}^{s},\ldots,\eta_{n}^{s} \right)\left( 0 \right)\text{.}$$ All other summands vanish at $\left( \kappa,\nu \right) = \left( 0,0 \right)$, since they contain a vector $\left( \eta_{1}^{s} - \eta_{k}^{u} \right)\left( 0,0,0 \right)$ and/or $\left( \eta_{2}^{s} - \eta_{k + 1}^{u} \right)\left( 0,0,0 \right)$ which coincide with the null vector.In the proof of [Theorem 5.5](#e000140){ref-type="statement"} we computed the derivatives of the solutions with respect to the spectral parameter $\kappa$ and obtained the expressions $$\frac{\partial}{\partial\kappa}\left( \eta_{1}^{s} - \eta_{k}^{u} \right)\left( \xi,0,0 \right) = \left( \frac{z_{n + 1}\left( \xi \right) - z_{k}\left( \xi \right)}{- \left( u^{+} - u^{-} \right)} \right)$$ and $$\frac{\partial}{\partial\kappa}\left( \eta_{2}^{s} - \eta_{k + 1}^{u} \right)\left( \xi,0,0 \right) = \left( \frac{z_{n + 2}\left( \xi \right) - z_{k + 1}\left( \xi \right)}{- \left( v^{+} - v^{-} \right)} \right)$$ with functions $z_{i}\left( \xi \right) ≔ \frac{\partial p_{i}}{\partial\kappa}\left( \xi,0,0 \right)$ for $i = k$, $k + 1$, $n + 1$,$n + 2$ and $\overline{v}\left( \xi \right) ≔ \int_{- \infty}^{\xi}\frac{\partial\overline{u}}{\partial\nu}\left( x,0 \right)dx$ with asymptotic limits $v^{\pm} ≔ \lim_{\xi\rightarrow \pm \infty}\overline{v}\left( \xi \right)$. We insert these expressions into the derivative of the Evans function $E\left( \kappa,\nu \right)$ at $\left( \kappa,\nu \right) = \left( 0,0 \right)$ and obtain $$\frac{\partial^{2}E}{\partial\kappa^{2}}\left( 0,0 \right) = \det\begin{pmatrix}
\underset{p}{\overset{s}{U}} & U_{p}^{f} & {z_{n + 1} - z_{k}} & {z_{n + 2} - z_{k + 1}} & {\widetilde{S}}_{p}^{f} & S_{p}^{s} \\
U_{q}^{s} & 0 & {- \left\lbrack \overline{u} \right\rbrack} & {- \left\lbrack \overline{v} \right\rbrack} & 0 & S_{q}^{s} \\
\end{pmatrix}\left( 0 \right)$$ with matrices $$U_{p}^{s}\left( 0 \right) ≔ \left( p_{1},\ldots,p_{k - 1} \right)\left( 0 \right) \in \mathbb{R}^{n \times {(k - 1)}}\text{,}$$$$U_{q}^{s}\left( 0 \right) ≔ \left( r_{1}\left( u^{-} \right),\ldots,r_{k - 1}\left( u^{-} \right) \right) \in \mathbb{R}^{n \times {(k - 1)}}\text{,}$$$$U_{p}^{f}\left( 0 \right) ≔ \left( p_{k},\ldots,p_{n} \right)\left( 0 \right) \in \mathbb{R}^{n \times {(n - k + 1)}}\text{,}$$$${\widetilde{S}}_{p}^{f}\left( 0 \right) ≔ \left( p_{n + 3},\ldots,p_{n + k} \right)\left( 0 \right) \in \mathbb{R}^{n \times {(k - 2)}}\text{,}$$$$S_{p}^{s}\left( 0 \right) ≔ \left( p_{n + k + 1},\ldots,p_{2n} \right)\left( 0 \right) \in \mathbb{R}^{n \times {(n - k)}}$$ and $$S_{q}^{s}\left( 0 \right) ≔ \left( r_{k + 1}\left( u^{+} \right),\ldots,r_{n}\left( u^{+} \right) \right) \in \mathbb{R}^{n \times {(n - k)}}\text{.}$$ In the matrix within the determinant [(77)](#fd000815){ref-type="disp-formula"} the $q$-coordinates of $n + 1$ vectors are different from the null vector. In addition, the Liu--Majda condition [(38)](#fd000425){ref-type="disp-formula"} implies that there exist real constants $\varphi_{i} \in \mathbb{R}$ for $i = 1,\ldots,n$ such that the vector $\left\lbrack \overline{v} \right\rbrack = v^{+} - v^{-}$ has a representation $$- \left\lbrack \overline{v} \right\rbrack = \sum\limits_{i = 1}^{k - 1}\varphi_{i}r_{i}\left( u^{-} \right) - \varphi_{k}\left\lbrack \overline{u} \right\rbrack + \sum\limits_{i = k + 1}^{n}\varphi_{i}r_{i}\left( u^{+} \right)\text{.}$$ We take this linear combination into account and transform the determinant, $$\frac{\partial^{2}E}{\partial\kappa^{2}}\left( 0,0 \right) = \det\begin{pmatrix}
\underset{p}{\overset{s}{U}} & U_{p}^{f} & {z_{n + 1} - z_{k}} & {z^{+} - z^{-}} & {\widetilde{S}}_{p}^{f} & S_{p}^{s} \\
U_{q}^{s} & 0 & {- \left\lbrack \overline{u} \right\rbrack} & 0 & 0 & S_{q}^{s} \\
\end{pmatrix}\left( 0 \right)\text{,}$$ where the auxiliary functions are defined as $$z^{+}\left( \xi \right) ≔ z_{n + 2}\left( \xi \right) - \varphi_{k}z_{n + 1}\left( \xi \right) - \sum\limits_{i = k + 1}^{n}\varphi_{i}p_{n + i}\left( \xi \right)$$ and $$z^{-}\left( \xi \right) ≔ z_{k + 1}\left( \xi \right) - \varphi_{k}z_{k}\left( \xi \right) + \sum\limits_{i = 1}^{k - 1}\varphi_{i}p_{i}\left( \xi \right)\text{,}$$ respectively. In the next step, we change the order of the vectors by $k_{p}$ permutations to obtain a matrix in block diagonal form, $$\frac{\partial^{2}E}{\partial\kappa^{2}}\left( 0,0 \right) = \left( - 1 \right)^{k_{p}} \cdot \det\begin{pmatrix}
\underset{p}{\overset{f}{U}} & {\widetilde{S}}_{p}^{f} & {z^{+} - z^{-}} & U_{p}^{s} & {z_{n + 1} - z_{k}} & S_{p}^{s} \\
0 & 0 & 0 & U_{q}^{s} & {- \left\lbrack \overline{u} \right\rbrack} & S_{q}^{s} \\
\end{pmatrix}\left( 0 \right)\text{,}$$ and factorize the expression into the product $$\frac{\partial^{2}E}{\partial\kappa^{2}}\left( 0,0 \right) = \left( - 1 \right)^{k_{p} + 1} \cdot \Delta \cdot \det\left( \underset{p}{\overset{f}{U}},{\widetilde{S}}_{p}^{f},z^{+} - z^{-} \right)\left( 0 \right)$$ with the Liu--Majda determinant $\Delta$ in [(37)](#fd000420){ref-type="disp-formula"}. We rewrite the first determinant as a sum of determinants and evaluate each summand in turn. The function $z^{+}\left( \xi \right)$ is governed by a linear differential equation $$\frac{dz^{+}}{d\xi}\left( \xi \right) = \frac{dz_{n + 2}}{d\xi}\left( \xi \right) - \varphi_{k}\frac{dz_{n + 1}}{d\xi}\left( \xi \right) - \sum\limits_{i = k + 1}^{n}\varphi_{i}\frac{dp_{n + i}}{d\xi}\left( \xi \right) = \frac{dF}{du}\left( \overline{u}\left( \xi \right) \right)z_{n + 2}\left( \xi \right) + \left( \overline{v}\left( \xi \right) - v^{+} \right) - \varphi_{k}\left\lbrack \frac{dF}{du}\left( \overline{u}\left( \xi \right) \right)z_{n + 1}\left( \xi \right) + \left( \overline{u}\left( \xi \right) - u^{+} \right) \right\rbrack - \sum\limits_{i = k + 1}^{n}\varphi_{i}\left\lbrack \frac{dF}{du}\left( \overline{u}\left( \xi \right) \right)p_{n + i}\left( \xi \right) + r_{i}\left( u^{+} \right) \right\rbrack = \frac{dF}{du}\left( \overline{u}\left( \xi \right) \right)z^{+}\left( \xi \right) + b^{+}\left( \xi \right)$$ with inhomogeneity $$b^{+}\left( \xi \right) ≔ \left( \overline{v}\left( \xi \right) - v^{+} \right) - \varphi_{k}\left( \overline{u}\left( \xi \right) - u^{+} \right) - \sum\limits_{i = k + 1}^{n}\varphi_{i}r_{i}\left( u^{+} \right)\text{.}$$ The functions $z^{+}\left( \xi \right)$ and $b^{+}\left( \xi \right)$ are bounded on $\mathbb{R}_{+}$, since they are linear combinations of bounded functions. Thus, the requirements of [Lemma A.4](#e000260){ref-type="statement"} are met and we obtain $$\det\left( \underset{p}{\overset{f}{U}},{\widetilde{S}}_{p}^{f},z^{+} \right)\left( 0 \right) = - \int_{0}^{+ \infty}\left\langle \psi,b^{+} \right\rangle d\xi\text{.}$$ In a similar way, we derive the expression $$\det\left( \underset{p}{\overset{f}{U}},{\widetilde{S}}_{p}^{f},z^{-} \right)\left( 0 \right) = \int_{- \infty}^{0}\left\langle \psi,b^{-} \right\rangle d\xi\text{,}$$ where the bounded function $b^{-}\left( \xi \right)$ is defined as $$b^{-}\left( \xi \right) ≔ \left( \overline{v}\left( \xi \right) - v^{-} \right) - \varphi_{k}\left( \overline{u}\left( \xi \right) - u^{-} \right) + \sum\limits_{i = 1}^{k - 1}\varphi_{i}r_{i}\left( u^{-} \right)\text{.}$$ The linear combination [(78)](#fd000855){ref-type="disp-formula"} implies the identity $b^{+}\left( \xi \right) \equiv b^{-}\left( \xi \right)$ and we define $b\left( \xi \right) ≔ b^{+}\left( \xi \right)$. Thus we obtain the expression $$\det\left( \underset{p}{\overset{f}{U}},{\widetilde{S}}_{p}^{f},z^{+} - z^{-} \right)\left( 0 \right) = - \int_{\mathbb{R}}\left\langle \psi,b \right\rangle d\xi$$ and conclude from [(79)](#fd000880){ref-type="disp-formula"} the stated result. □

In the following, we will prove the connection between the existence of a bounded solution of the generalized eigenvalue equation for $\left( \kappa,\nu \right) = \left( 0,0 \right)$ and the second order derivative of the Evans function $\frac{\partial^{2}E}{\partial\kappa^{2}}\left( 0,0 \right)$.

Theorem 6.5*Suppose the assumptions* (A1)--(A4) *and the Liu--Majda condition* [(38)](#fd000425){ref-type="disp-formula"} *hold. Then the second order derivative of the Evans function* [(47)](#fd000500){ref-type="disp-formula"} *with respect to the spectral parameter,* $\frac{\partial^{2}E}{\partial\kappa^{2}}\left( \kappa,\nu \right)$*, vanishes at* $\left( \kappa,\nu \right) = \left( 0,0 \right)$*, if and only if there exists a generalized eigenfunction for the effective eigenvalue zero that is bounded on* $\mathbb{R}$ *and associated to the genuine eigenfunction* $\frac{\partial\overline{u}}{\partial\nu}\left( \xi,0 \right) + \varphi_{k}\frac{\partial\overline{u}}{\partial\xi}\left( \xi \right)$ *with the constant* $\varphi_{k}$ *from* [Lemma 6.3](#e000210){ref-type="statement"}*.*

ProofBy the assumptions and the result of [Theorem 6.4](#e000220){ref-type="statement"}, the second order derivative of the Evans function, $\frac{d^{2}E}{d\kappa^{2}}\left( 0,0 \right)$, has a factorization into a product of non-zero factors and the definite integral $\int_{\mathbb{R}}\left\langle \psi,b \right\rangle\left( \xi \right)d\xi$, where the function $b\left( \xi \right)$ is taken from [Lemma 6.3](#e000210){ref-type="statement"} and $\psi\left( \xi \right)$ is the unique (up to a multiplicative factor) bounded solution of the adjoint problem in [Theorem 2.2](#e000015){ref-type="statement"}. By Palmer's Lemma [@br000200], the condition $$\int_{\mathbb{R}}\left\langle \psi,b \right\rangle\left( \xi \right)d\xi = 0$$ is equivalent to the existence of a bounded solution of the inhomogeneous linear system of differential equations [(72)](#fd000755){ref-type="disp-formula"}. Since the inhomogeneity $b\left( \xi \right)$ has the proposed form [(73)](#fd000760){ref-type="disp-formula"} with $\gamma_{1} = 1$ and $\gamma_{2} = \varphi_{k}$, the statement follows. □

Remark 6.6The results of Sections [5 and 6](#s000025 s000030){ref-type="sec"} are not sufficient to decide spectral stability of the magnetohydrodynamic (MHD) viscous shock waves considered in Section [3](#s000015){ref-type="sec"}. One reason is that the profile equation [(23)](#fd000155){ref-type="disp-formula"} are a reduced system of the full system governing magnetohydrodynamic viscous shock waves, which is derived by geometric singular perturbation arguments. To study the Evans function near (0,0) for the full MHD system, a similar slow--fast reduction of the corresponding eigenvalue problem is needed.Another more severe obstacle is the fact that the intermediate MHD shocks considered in Section [3](#s000015){ref-type="sec"} do not satisfy the Liu--Majda condition [(38)](#fd000425){ref-type="disp-formula"}. The latter point is addressed in the doctoral thesis [@br000165]. Although the Evans function is more degenerate, similar results on the multiplicity of the effective eigenvalue zero are obtained.

Appendix. Linear systems of ODEs {#s000035}
================================

We consider a viscous profile $\overline{u}\left( \xi,0 \right)$, which satisfies the assumptions (A1)--(A4) in Section [2](#s000010){ref-type="sec"}. Any tangent vector of the associated invariant manifolds $W^{u}\left( u^{-} \right)$ and $W^{s}\left( u^{+} \right)$ is a solution of the linearized profile equation $$\frac{dp}{d\xi} = \frac{dF}{du}\left( \overline{u},0 \right)\; p\text{.}$$ In the following, we will construct the unique (up to a multiplicative constant) solution of the adjoint problem [(15)](#fd000100){ref-type="disp-formula"}, that is orthogonal to these tangent vectors, via a generalization of the cross product to higher dimensions.

Definition A.1[@br000205]Let $n \geq 2$ and $e_{i}$ with $i = 1,\ldots,n$ denote the Euclidean basis vectors of the real vector space $\mathbb{R}^{n}$. For $n - 1$ vectors $p_{1},\ldots,p_{n - 1}$ in $\mathbb{R}^{n}$, we define the *(generalized) cross product* as the vector $$p_{1} \times \cdots \times p_{n - 1} = \sum\limits_{j = 1}^{n}\det\left( p_{1},\ldots,p_{n - 1},e_{j} \right)e_{j}\text{.}$$ We state some properties of the (generalized) cross product.

Lemma A.2[@br000205]*Let* $n \geq 2$ *and* $w$ *as well as* $p_{i}$ *with* $i = 1,\ldots,n - 1$ *be vectors in* $\mathbb{R}^{n}$*.*(i)*The matrix spanned by the given vectors satisfies the identity*$$\det\left( p_{1},\ldots,p_{n - 1},w \right) = \left\langle p_{1} \times \cdots \times p_{n - 1},w \right\rangle\text{.}$$(ii)*The cross product* $p_{1} \times \cdots \times p_{n - 1}$ *is perpendicular to any vector* $p_{i}$ *with* $i = 1,\ldots,n - 1$*.*(iii)*The cross product* $p_{1} \times \cdots \times p_{n - 1}$ *is equal to the null vector if and only if the vectors* $p_{i}$ *with* $i = 1,\ldots,n - 1$ *are linearly dependent.*(iv)*In addition, let* $C$ *be a quadratic matrix whose coefficients* $c_{ij}$ *are defined by* $c_{ij} = \frac{\left\langle p_{i},p_{j} \right\rangle}{\left\| p_{i} \right\| \cdot \left\| p_{j} \right\|}$ *for* $i,j = 1,\ldots,n - 1$ *. Then the length of the cross product satisfies*$$\left\| p_{1} \times \cdots \times p_{n - 1} \right\| = \left\| p_{1} \right\| \cdot \left\| p_{2} \right\| \cdot \;\cdots\; \cdot \left\| p_{n - 1} \right\| \cdot \left( \det\left( C \right) \right)^{1/2}\text{.}$$

The construction of the bounded solution $\psi\left( \xi \right)$ in the case of planar [@br000005; @br000200] and higher dimensional systems [@br000210] is well known. However, we use the generalized cross product to obtain an equivalent expression, which will simplify the proofs involving the bounded solution $\psi\left( \xi \right)$.

Theorem A.3*Let* $\left\{ p_{i} \in C^{1}\left( \mathbb{R};\mathbb{R}^{n} \right) \mid i = 1,\ldots,n - 1 \right\}$ *be a basis for the union of the tangent spaces* $T_{\overline{u}{(\xi)}}W^{u}\left( u^{-} \right)$ *and* $T_{\overline{u}{(\xi)}}W^{s}\left( u^{+} \right)$ *. Then the tangent vectors* $p_{i}\left( \xi \right)$ *for* $i = 1,\ldots,n - 1$ *are solutions of the linearized profile equation,*$$\frac{dp}{d\xi} = \frac{dF}{du}\left( \overline{u},0 \right)\; p\text{,}$$*whose norms decay to zero in the limit* $\left. \xi\rightarrow - \infty \right.$ *and/or* $\left. \xi\rightarrow + \infty \right.$ *. In addition, the function* $\psi\left( \xi \right)$ *defined as*$$\psi\left( \xi \right) ≔ \exp\left( - \int_{0}^{\xi}{trace}\left( \frac{dF}{du}\left( \overline{u},\mu_{0} \right) \right)\; dx \right)\left( p_{1} \times \cdots \times p_{n - 1} \right)\left( \xi \right)$$*is the globally bounded solution of the adjoint problem,*$$\frac{d\psi}{d\xi} = - \left( \frac{dF}{du}\left( \overline{u},0 \right) \right)^{T}\psi\text{,}$$*which is unique up to a multiplicative constant and is an element of* $C_{\exp}^{\infty}\left( \mathbb{R};\mathbb{R}^{n} \right)$*, i.e. the function* $\psi\left( \xi \right)$ *decays exponentially in both limits.*

Later we will need the following technical result, which follows from Palmer's Lemma [@br000200].

Lemma A.4*Consider the solutions* $p_{i}\left( \xi \right)$ *for* $i = 1,\ldots,n - 1$ *and* $\psi\left( \xi \right)$ *of the linearized profile equation and the adjoint differential equation, respectively, in* [Theorem A.3](#e000255){ref-type="statement"}*. If* $y\left( \xi \right)$ *is a bounded solution of the inhomogeneous differential equation*$$\frac{dy}{d\xi} = \frac{dF}{du}\left( \overline{u},0 \right)\; y + b\text{,}$$*where the inhomogeneity* $\left. b:\mathbb{R}\rightarrow\mathbb{R}^{n} \right.$ *is a bounded function, then we obtain*$$\det\left( p_{1},\ldots,p_{n - 1},y \right)\left( 0 \right) = - \int_{0}^{+ \infty}\left\langle \psi,b \right\rangle\; d\xi = \int_{- \infty}^{0}\left\langle \psi,b \right\rangle\; d\xi\text{.}$$
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![A non-transversal viscous profile $\overline{u}\left( \xi \right)$ associated to a Lax 2-shock. The unstable manifold $W^{u}\left( u^{-} \right)$ and stable manifold $W^{s}\left( u^{+} \right)$ are depicted up to the cross section $Y$.](gr1){#f000005}

![The bifurcation diagram of a saddle--node bifurcation.](gr2){#f000010}

![The series of pictures indicates how the invariant manifolds, $W^{u}\left( u^{-} \right)$ and $W^{s}\left( u^{+} \right)$, move within the cross section $Y$ as the parameter $\mu$ changes.](gr3){#f000015}

![The bifurcation diagram of a transcritical, a degenerate and a pitchfork bifurcation.](gr4){#f000020}
