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VECTOR INVARIANTS FOR TWO-DIMENSIONAL ORTHOGONAL GROUPS
OVER FINITE FIELDS
YIN CHEN
ABSTRACT. Let Fq be a finite field of characteristic 2 and O
+
2 (Fq) be the 2-dimensional orthog-
onal group over Fq. Consider the standard representation V of O
+
2 (Fq) and the ring of vector
invariants Fq[mV ]
O+
2
(Fq) for any m ∈ N+. We prove a first main theorem for (O+2 (Fq),V ), i.e.,
we find a minimal generating set for Fq[mV ]
O+
2
(Fq). As a consequence, we derive the Noether
number βmV (O
+
2 (Fq)) = max{q− 1,m}. We construct a free basis for Fq[2V ]
O+
2
(Fq) over a suit-
ably chosen homogeneous system of parameters. We also obtain a generating set for the Hilbert
ideal of Fq[mV ]
O+
2
(Fq) which shows that the Hilbert ideal can be generated by invariants of degree
6 q− 1 =
|O+
2
(Fq)|
2
, confirming the conjecture of Derksen and Kemper [11, Conjecture 3.8.6 (b)]
in this particular case.
1. INTRODUCTION
Let F be a field, G a finite group and W be a faithful finite-dimensional representation of G
over F. The action of G onW induces a linear action on the dual spaceW ∗ by σ · x= x◦σ−1 for
σ ∈ G and x ∈W ∗. Extending the action onW ∗ multiplicatively yields an action of G on F[W ],
the symmetric algebra on W ∗. We choose {x1,x2, . . . ,xn} as a basis of W ∗: then F[W ] can be
identified with the polynomial ring F[x1,x2, . . . ,xn]. The subalgebra
F[W ]G := { f ∈ F[W ] | σ · f = f ,∀σ ∈ G}
is called the invariant ring of G onW .
Fix a representationV of a finite group G and considerW =mV :=V ⊕V ⊕·· ·⊕V , the direct
sum of m copies of V . Then G acts on W by extending diagonally the action on V . Finding
generators for the vector invariant ring F[W ]G = F[mV ]G for a classical group G (usually, F is the
field of complex numbers or the field of real numbers) is the central problem in classical invariant
theory. According to H. Weyl’s famous book [20], a theorem giving a set of explicit generators
for F[mV ]G is referred to as a first main theorem for (G,V ).
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The modular cases where the characteristic of F divides the order of G are more compli-
cated. In 1990, Richman [14] began the study of the vector invariants of Cp acting on its two-
dimensional indecomposable representation V2 in characteristic p > 0, giving a conjecture on
generators for Fp[mV2]
Cp with a proof of the case p = 2. In 1997, Campbell and Hughes [4]
proved that Richman’s conjecture was correct. In 2002, Shank and Wehlau [15] gave a minimal
generating set for Fp[mV2]
Cp . In 2010, Campbell, Shank and Wehlau [5] proved that the minimal
generating set is actually a SAGBI basis for Fp[mV2]
Cp . In 2013, Wehlau [19] gave a new proof
for Richman’s conjecture via classical invariant theory. Recently, Bonnafé and Kemper [1], Chen
[8, 9], Chen and Wehlau [10] also initiated a study of modular invariants of one vector and one
covector for some linear groups over finite fields.
The present paper is devoted to study of the vector invariant ring for the two-dimensional or-
thogonal group of plus type over a finite field of characteristic 2 with the standard representation.
The following theorem is our main result.
THEOREM 1.1. Let Fq be a finite field of characteristic 2 and O
+
2 (Fq) = 〈σ ,τa〉 be the 2-
dimensional orthogonal group over Fq generated by σ =
(
0 1
1 0
)
and τa =
(
a 0
0 a−1
)
, where a∈ F×q .
Suppose O+2 (Fq) acts linearly on the polynomial ring Fq[mV ] := Fq[x1,x2, . . . ,xm,y1,y2, . . . ,ym]
by σ(xi) = yi,σ(yi) = xi and τa(xi) = a
−1 · xi,τa(yi) = a · yi for 1 6 i 6 m. Then Fq[mV ]O
+
2 (Fq) is
generated by
N =
{
Ni = xiyi
∣∣ 1 6 i 6 m}
U =
{
Ui j = xiy j+ x jyi
∣∣ 1 6 i< j 6 m}
B =
{
Bα = x
α1
1 x
α2
2 · · ·x
αm
m + y
α1
1 y
α2
2 · · ·y
αm
m
∣∣ α ∈ Nm, |α|= q−1}
D =
{
dI,J = xI · yJ+ yI · xJ
∣∣ /0 , I < J ⊆ m, |J|− |I|= 0 or q−1},
where |α|, dI,J and m are defined as in NOTATION 1.8 below. Moreover, Fq[mV ]O
+
2 (Fq) is gener-
ated minimally by N ∪B∪D.
Remark 1.2. Note that U ⊆D. We pay special attention toUi j because they will play an important
role in our arguments below.
Recall that the polynomial ring F[W ] =
⊕
∞
d=0F[W ]d is standard N-graded and G preserves the
degrees. Thus the invariant ring F[W ]G =
⊕
∞
d=0F[W ]
G
d is also standard N-graded. The number
βW (G) :=min
{
e
∣∣ F[W ]G is generated by e⊕
d=0
F[W ]Gd
}
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is called the Noether number for (G,W ). As a consequence of Theorem 1.1, we derive
COROLLARY 1.3. βmV (O
+
2 (Fq)) =max{q−1,m} for any m ∈ N
+.
Remark 1.4. It is worth noting that Symonds [16, Corollary 0.2] recently proved that for any
modular representationW of a finite group G, βW (G) 6 dim(W )(|G|−1). For other finite clas-
sical groups, we just know that Campbell, Shank and Wehlau [5, Corollary 8.5] in 2010 gave an
upper bound for the Noether number βmV2(SL2(Fp)), where V2 is the standard representation of
SL2(Fp).
Example 1.5. (m = 2) Consider the set D. Note that 1 6 |I| 6 m− 1 and 1 6 |J| 6 m− 1. In
this case, we must have |I| = |J| = 1. Since I < J, then I = {1} and J = {2}. Thus U = D.
Theorem 1.1 indicates that Fq[2V ]
O+2 (Fq) = Fq[x1,x2,y1,y2]
O+2 (Fq) is generated by q+3 invariants:
N1 = x1y1,N2 = x2y2,U12 = x1y2+ x2y1, and Bk = x
k
1x
q−1−k
2 + y
k
1y
q−1−k
2 for 0 6 k 6 q−1. (See
Section 7 for more examples.)
It follows from Kemper [12, Proposition 16] that Fq[2V ]
O+2 (Fq)×O
+
2 (Fq) is a polynomial algebra
generated by {N1,N2,B0,Bq−1}. Moreover, we see that {N1,N2,B0,Bq−1} is a homogeneous
system of parameters for Fq[2V ]
O+2 (Fq), by Campbell and Wehlau [6, Lemma 2.6.3]. Note that
the cyclic groupC2 of order 2 is the Sylow 2-subgroup of O
+
2 (Fq) and Fq[2V ]
C2 is a hypersurface
(so Cohen-Macaulay) algebra (see Campbell and Wehlau [6, Section 1.2]), so it follows from
Campbell, Hughes and Pollack [3, Theorem 1] that Fq[2V ]
O+2 (Fq) is Cohen-Macaulay.
In this paper, we also construct a free basis for Fq[2V ]
O+2 (Fq) over Fq[2V ]
O+2 (Fq)×O
+
2 (Fq) by
showing the following second result.
THEOREM 1.6. The set{
U i12 | 0 6 i 6
q
2
}
∪
{
Bk | 1 6 k 6 q−2
}
∪
{
BiB j | 1 6 i, j 6 q−2 and i+ j = q−1
}
is a basis for Fq[2V ]
O+2 (Fq) as a free Fq[2V ]
O+2 (Fq)×O
+
2 (Fq)-module.
The Hilbert ideal hW (G) associated with an invariant ring F[W ]
G is the ideal in F[W ] generated
by all invariants of positive degree, namely, hW (G) = (F[W ]
G
+)F[W ]. Derksen and Kemper [11,
Conjecture 3.8.6 (b)] has made the conjecture that hW (G) can be generated by invariants of degree
6 |G| for any finite group G and any representationW .
The third purpose of this paper is to find a generating set of hmV (O
+
2 (Fq)). The following
Theorem 1.7 shows that hmV (O
+
2 (Fq)) can be generated by invariants of degree 6 q−1=
|O+2 (Fq)|
2
,
confirming the conjecture of Derksen and Kemper in this particular case.
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THEOREM 1.7. The Hilbert ideal hmV (O
+
2 (Fq)) can be generated by N ∪U ∪B.
This paper is organized as follows: Section 2 contains preliminaries and some basic construc-
tions. Our main lemmas, which explain the main idea in the proof of Theorem 1.1, are contained
in Section 3. Section 4, together with several technical lemmas in Section 5, gives a complete
proof of Theorem 1.1. Section 6 is devoted to giving a proof of Theorem 1.6. In Section 7, we
provide more examples to illustrate how large the number of generators in Theorem 1.1 is; a
proof of Corollary 1.3 is also given. Section 8 contains a proof of Theorem 1.7. In Section 9, we
discuss the orthogonal group of minus type O−2 (Fq), and its invariant ring Fq[mV ]
O−2 (Fq).
We end this introductory section with some notation and conventions.
NOTATION 1.8. We always assume that Fq is a finite field of characteristic 2. We define m :={
1,2, . . . ,m
}
. The Greek letters, α,β, . . . , denote vectors in Nm. For any vector
α = (α1,α2, . . . ,αm) ∈ N
m,
we define |α| :=
∑m
i=1αi and
(1.1) Bα := x
α1
1 x
α2
2 · · ·x
αm
m + y
α1
1 y
α2
2 · · ·y
αm
m .
Let I ⊆ m be a nonempty subset and α = (α1,α2, . . . ,αm) ∈ N
m be any vector with αi = 0 for
all i < I. We define xαI :=
∏
i∈I x
αi
i ∈ Fq[mV ]. Similarly, we define y
β
J :=
∏
j∈J y
β j
j ∈ Fq[mV ] for a
nonempty subset J ⊆ m and any vector β with β j = 0 for all j < J. We also define
dI,J(α,β) := x
α
I · y
β
J + y
α
I · x
β
J(1.2)
dI,J := dI,J(1,1) = xI · yJ+ yI · xJ(1.3)
where 1 is the vector whose the i-th component is 1 for every i ∈ I (or J) and other components
are zero. Given two nonempty subsets I,J ⊆ m, we say that I is less than J, denoted I < J, if
i< j for all i ∈ I and all j ∈ J.
2. PRELIMILARIES
Let Fq denote a finite field of characteristic 2. Recall that a square matrix A = (ai j) over any
field k is said to be alternate if ai j =−a ji and aii = 0. Thus a square matrix over Fq is alternate if
and only if it is symmetric with diagonals zero. Suppose A and B are two n×n matrices over Fq.
We say that A is congruent to B, denoted A≡ B, if A−B is an alternate matrix. We choose a fixed
element w < {x2+ x | x ∈ Fq}. It is well-known that the two-dimensional orthogonal groups, up
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to isomorphism, are just the following two types:
O+2 (Fq) =
{
T ∈ GL2(Fq) | T ·O
+ ·T ′ ≡ O+
}
(2.1)
O−2 (Fq) =
{
T ∈ GL2(Fq) | T ·O
− ·T ′ ≡ O−
}
(2.2)
whereO+ =
(
0 1
0 0
)
andO−=
(
w 1
0 w
)
(see for example, Tang andWan [17, page 188] or Wan [18]).
Note that |O+2 (Fq)|= 2(q−1) and |O
−
2 (Fq)|= 2(q+1).
Remark 2.1. The 2-dimensional orthogonal groups over a finite field Fq of characteristic p > 2
have also two isomorphism classes: O+2 (Fq) and O
−
2 (Fq), with the orders 2(q−1) and 2(q+1)
respectively. Since p does not divide 2(q−1) and 2(q+1), the invariants forO+2 (Fq) andO
−
2 (Fq)
with the standard representations are nonmodular. In this case many classical tools, such as
Molien’s formula and Noether’s bound theorem, can be applied. Thus we ignore this case and
emphasize the modular case: char(Fq) = 2. We also refer to Neusel and Smith [13, page 213],
which discusses the generator problem for the invariant ring of O±2 (Fp) in the nonmodular case.
From now on we always assume that char(Fq) = 2 and q = 2
s with s > 2. The orthogonal
group of plus type O+2 (Fq) is generated by
(2.3) σ :=
(
0 1
1 0
)
and τa :=
(
a 0
0 a−1
)
,
where a ∈ F×q . Let V denote the 2-dimensional standard representation of O
+
2 (Fq) over Fq and
O+2 (Fq) act onmV diagonally. The action ofO
+
2 (Fq) on Fq[mV ] :=Fq[x1,x2, . . . ,xm,y1,y2, . . . ,ym]
is given by
σ(xi) = yi, σ(yi) = xi(2.4)
τa(xi) = a
−1 · xi, τa(yi) = a · yi(2.5)
for 1 6 i 6 m.
PROPOSITION 2.2. Bα ∈ Fq[mV ]
O+2 (Fq) if and only if q−1 divides |α|.
Proof. If q−1 divides |α|, then direct calculation shows that σ(Bα) = Bα = τa(Bα). Thus Bα
is an O+2 (Fq)-invariant. Conversely, since τa(Bα) = a
−|α| · xαI + a
|α| · yαI = x
α
I + y
α
I , we have
a−|α|−1= 0= a|α|−1. Hence, q−1 divides |α|. 
PROPOSITION 2.3. The invariant ring Fq[V ]
O+2 (Fq)=Fq[x,y]
O+2 (Fq)=Fq[xy,x
q−1+yq−1] is a poly-
nomial algebra.
Proof. It follows immediately from Kemper [12, Proposition 16]. 
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3. MAIN LEMMA
The following criterion will be very useful for our proof of Theorem 1.1.
LEMMA 3.1. Let F be any field and W be an n-dimensional faithful representation of a finite
group G over F. Let H 6 G be a proper subgroup with [G :H]−1 ∈ F. Suppose { f1, f2, . . . , fm} ⊂
F[W ]G+ ⊂ F[W ]
H is a set of homogeneous polynomials. Let A= F[ f1, f2, . . . , fm] and J denote the
ideal generated by { f1, f2, . . . , fm} in F[W ]
H . We denote the Reynolds operator by:
(3.1) R=
1
[G : H]
TrGH : F[W ]
H −→ F[W ]G.
Suppose ∆∪{1} is a homogenous generating set of F[W ]H as an A-module and δ < A for any
δ ∈ ∆, i.e.,
F[W ]H = A+
∑
δ∈∆
δ ·A.
IfR(δ) ∈ J for all δ ∈ ∆, then F[W ]G = A.
Proof. Since A ⊆ F[W ]G, it suffices to show F[W ]G ⊆ A. Note that R is surjective and degree-
preserving, so we need only to show the following claim:
R(g) ∈ A, for any homogenous element g ∈ F[W ]H .
We use the induction on degree of g to prove this claim. Suppose g ∈ F[W ]H is any homogenous
element and suppose R(h) ∈ A for any homogenous element h ∈ F[W ]H with deg(h) < deg(g).
Since ∆∪{1} is a homogenous generating set of F[W ]H as an A-module, we may write
g= a0+
r∑
i=1
ai ·δi
where all δi ∈ ∆, ai ∈ A and r ∈ N+. Since everyR(δi) ∈ J , we may write
R(δi) = gi1 f1+gi2 f2+ · · ·+gim fm
where gi j ∈ F[W ]H are homogenous. SinceR is an F[W ]G-module homomorphism, we have
R(g) =R2(g) =R
(
a0+
r∑
i=1
ai ·R(δi)
)
= a0+
r∑
i=1
ai
m∑
j=1
f j ·R(gi j).
Note that deg( f j) > 0, so deg(gi j) < deg(g) for all 1 6 i 6 r and 1 6 j 6 m. Thus R(gi j) ∈ A.
Therefore, R(g) ∈ A and the claim holds. 
This lemma leads us to reduce the calculation of Fq[mV ]
O+2 (Fq) to computing Fq[mV ]
P, where
P denotes the Sylow 2-subgroup of O+2 (Fq). On the other hand, we see that P C2 is the cyclic
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group of order 2. It is well-known that any 2-dimensional indecomposable modular representa-
tion of the cyclic groupCp = 〈σ〉 of order p is equivalent to the representation defined by
σ 7→
(
1 1
0 1
)
,
see, for example, Campbell and Wehlau [6, page 105]. Since the invariant rings for equiva-
lent representations are isomorphic, we derive the following result immediately from Richman’s
Theorem, see Richman [14] or Campbell, Shank and Wehlau [5].
THEOREM 3.2. Let Fq be a finite field of characteristic 2 and P = 〈σ〉 be the cyclic group of
order 2. Suppose that Fq[mV ] = Fq[x1,x2, . . . ,xm,y1,y2, . . . ,ym] is a polynomial algebra on which
P acts by permutation, i.e., σ(xi) = yi and σ(yi) = xi for all 16 i6m. Then Fq[mV ]
P is generated
by
L =
{
Li = xi+ yi | 1 6 i 6 m
}
N =
{
Ni = xiyi | 1 6 i 6 m
}
U =
{
Ui j = xiy j+ x jyi | 1 6 i< j 6 m
}
B′ =
{
Bα = x
α1
1 x
α2
2 · · ·x
αm
m + y
α1
1 y
α2
2 · · ·y
αm
m | 0 6 α1, . . . ,αm 6 1
}
.
Remark 3.3. Note that in Theorem 3.2, the set L is contained in B′. Moreover, by Shank and
Wehlau [15, Corollary 4.4], Fq[mV ]
P is generated minimally by L∪N ∪U ∪B′′, where
B′′ :=
{
Bα ∈ B
′
∣∣ |α| > 3}.
4. PROOF OF THEOREM 1.1
We begin this section with the following well-known result whose proof could be found in
Campbell and Wehlau [6, Lemma 9.0.2].
LEMMA 4.1. Let q= ps be a prime power and e ∈ N+. Then∑
a∈F×q
ae =
{
−1, if q−1 divides e,
0, otherwise.
We define Le := Le11 L
e2
2 · · ·L
em
m and N
δ := Nδ11 N
δ2
2 · · ·N
δm
m for any vectors e= (e1,e2, . . . ,em) ∈
N
m and δ = (δ1,δ2, . . . ,δm) ∈ Nm. The following result is an immediate consequence from
Campbell and Wehlau [7, Proposition 3.4].
LEMMA 4.2. For any Bα ,Bβ ∈ B
′, we have
(4.1) Bα ·Bβ =
∑
Le ·Nδ ·Bγ+N
δ′ ·
∑
Le
′
·Bγ′
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where two sums are both finite, the vectors e,e′,δ,δ′ ∈ Nm, and Bγ,Bγ′ ∈ B
′.
Proof of the first assertion of Theorem 1.1. We define S :=N ∪B∪D, which will be our desired
generating set as { f1, f2, . . . , fm} in Lemma 3.1 and let J denote the ideal generated by S in
Fq[mV ]
P. Then the Reynolds operator
(4.2) R :=R
O+2 (Fq)
P : Fq[mV ]
P −→ Fq[mV ]
O+2 (Fq), f 7→
1
[O+2 (Fq) : P]
∑
a∈F×q
τa · f =
∑
a∈F×q
τa · f
is a surjective homomorphism of Fq[mV ]
O+2 (Fq)-modules.
By Lemma 3.1 and Theorem 3.2, it suffices to show that the image of any non-constant poly-
nomials in Fq[mV ]
P with following form
(4.3)
( m∏
i=1
N
αi
i
)( ∏
16i< j6m
U
βi j
i j
)( ∏
Bγ∈B′
B
eγ
γ
)
under R belongs to J , where αi,βi j,eγ ∈ N. Note that any Fq[S]-module generating set ∆ of
Fq[mV ]
P consists of elements of the above forms, which means that here we actually give a proof
for a general result so that the conditions in Lemma 3.1 are satisfied.
Since all Ni,Ui j ∈ J andR preserves all O
+
2 (Fq)-invariants, it is sufficient to prove that
(4.4) R
( ∏
Bγ∈B′
B
eγ
γ
)
∈ J ,
where deg
(∏
Bγ∈B′
B
eγ
γ
)
> 0. By Lemma 4.2, we need only to prove the following three cases:
R(Bα) ∈ J ,(4.5)
R(Lα) ∈ J ,(4.6)
R(Lα ·Bβ) ∈ J ,(4.7)
where Bα ,Bβ ∈ B
′ and Lα = Lα11 L
α2
2 · · ·L
αm
m are polynomials with positive degree. Our proof will
be completed by applying the following Lemmas 5.4, 5.5 and 5.6 respectively. 
Proof of the second assertion of Theorem 1.1. It is sufficient to show that every element in N ∪
B∪D is indecomposable. The fact that Fq[mV ]O
+
2 (Fq) ⊆ Fq[mV ]P, together with that all Ni and
Ui j are indecomposable in Fq[mV ]
P (Remark 3.3) implies that all Ni andUi j are indecomposable
in Fq[mV ]
O+2 (Fq). Note that the elements in D can be separated into two classes:
D1 = {dI,J : |J|= |I|} and D2 = {dI,J : |J|= |I|+q−1}.
For any Bα ∈ B, assume by way of contradiction that Bα is decomposable. Since |Bα |= q−1
and every element in D2 has degree > q− 1, it does not factor using elements from D2. Note
VECTOR INVARIANTS FOR TWO-DIMENSIONAL ORTHOGONAL GROUPS OVER FINITE FIELDS 9
that all elements inN ∪D1 have even degree, so any product of them has even degree. However,
|Bα |= q−1 is odd, thus Bα does not factor using elements from N ∪D1. Thus Bα factor using
only elements from B − {Bα}. Since any element in B has the same degree, Bα is a linear
combination among B−{Bα} over Fq. This contradiction shows that Bα is indecomposable.
By Shank and Wehlau [15, Corollary 4.4], we have seen that
∏
i∈I xi+
∏
i∈I yi is indecompos-
able in Fq[mV ]
P for any I⊆mwith |I|> 2. Thus choosing a suitable basis formV , we also deduce
that dI,J = xIyJ + yIxJ =
∏
i∈I xi ·
∏
j∈J y j +
∏
i∈I yi ·
∏
j∈J x j is indecomposable in Fq[mV ]
P for
any /0 , I < J ⊆mwith |I|+ |J|> 2. Thus for any dI,J ∈D with |I|+ |J|> 2, it is indecomposable
in Fq[mV ]
O+2 (Fq). Since any element in D has degree > 2, we need only to show that the elements
in D with degree 2 are indecomposable. In fact this set of elements of degree 2 just coincides
with U . We have seen that everyUi j is indecomposable. This completes the proof. 
5. LEMMAS
We follow the notations in previous section and begin with a simple but useful observation:
LEMMA 5.1. R(J )⊆ J .
Proof. For any f ∈ J , we may write f =
∑
ai · fi with ai ∈ S and fi ∈ Fq[mV ]P. Since R is an
Fq[mV ]
O+2 (Fq)-module homomorphism, we have R( f ) =R(
∑
ai · fi) =
∑
ai ·R( fi) ∈ J . Thus
R(J )⊆J . 
LEMMA 5.2. Let α ∈ Nm be any vector with |α| > 0 and Bα = x
α1
1 x
α2
2 · · ·x
αm
m + y
α1
1 y
α2
2 · · ·y
αm
m ∈
Fq[mV ]
P. Then for any e ∈ N+, we have Beα ≡ (x
α1
1 x
α2
2 · · ·x
αm
m )
e+(yα11 y
α2
2 · · ·y
αm
m )
e (mod J ). In
particular, Lei ≡ x
e
i + y
e
i (mod J ), for all i ∈ m.
Proof. Since |α| > 0, there exists some i ∈ m such that αi > 0. Without loss of generality, we
suppose α1 > 0. Define x
α = xα11 x
α2
2 · · ·x
αm
m and y
α = yα11 y
α2
2 · · ·y
αm
m . By the binomial formula,
we have
Beα = (x
α + yα)e = (xα)e+
[ e−1∑
k=1
(
e
e− k
)
(xα)e−k(yα)k
]
+(yα)e.
We claim that
∑e−1
k=1
(
e
e−k
)
(xα)e−k(yα)k ∈J . Define bk :=
(
e
e−k
)
(xα)e−k(yα)k+
(
e
k
)
(xα)k(yα)e−k
for 1 6 k 6 e−1
2
(when e is odd) and 1 6 k 6 e
2
−1 (when e is even). Further, when e is even, since(
e
e/2
)
is even, we have
(
e
e/2
)
(xα)e/2(yα)e/2 = 0. Thus it is sufficient to show that every bk ∈ J .
Since char(Fq) = 2 and
(
e
e−k
)
=
(
e
k
)
, bk = 0 whenever
(
e
k
)
is even. Suppose
(
e
k
)
is odd in bk. Since
char(Fq) = 2, then
(
e
k
)
= 1 in Fq. Note that α1 > 1 and
e−1
2
> k > 1, we have
bk = (x
α)e−k(yα)k+(xα)k(yα)e−k
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= (x
α1(e−k)
1 x
α2(e−k)
2 · · ·x
αm(e−k)
m )(y
α1k
1 y
α2k
2 · · ·y
αmk
m )+
(y
α1(e−k)
1 y
α2(e−k)
2 · · ·y
αm(e−k)
m )(x
α1k
1 x
α2k
2 · · ·x
αmk
m )
= N1 ·
[
(x
α1(e−k)−1
1 x
α2(e−k)
2 · · ·x
αm(e−k)
m )(y
α1k−1
1 y
α2k
2 · · ·y
αmk
m )+
(y
α1(e−k)−1
1 y
α2(e−k)
2 · · ·y
αm(e−k)
m )(x
α1k−1
1 x
α2k
2 · · ·x
αmk
m )
]
∈ J .
Thus the claim follows and Beα ≡ (x
α)e+(yα)e (mod J ). In particular, when Bα = Li = xi+ yi,
we have Lei ≡ x
e
i + y
e
i (mod J ). 
LEMMA 5.3. For any nonempty sets I,J ⊆ m and dI,J(α,β) = xαI · y
β
J + y
α
I · x
β
J with all exponents
αi,β j > 1, we haveR(dI,J(α,β)) ∈ J .
Proof. Note that dI,J(α,β) is a P-invariant. The proof will be separated into two cases: I∩ J , /0
and I ∩ J = /0. For the first case, we suppose that there exists an integer k ∈ I ∩ J. Since all
αi,β j > 1, we have
dI,J(α,β) = (x
αk
k y
βk
k ) · x
α
I−{k} · y
β
J−{k}+(y
αk
k x
βk
k ) · y
α
I−{k} · x
β
J−{k}
= Nk ·
[
(x
αk−1
k y
βk−1
k ) · x
α
I−{k} · y
β
J−{k}+(y
αk−1
k x
βk−1
k ) · y
α
I−{k} · x
β
J−{k}
]
∈ J .
By Lemma 5.1,R(dI,J(α,β)) ∈ J in this case.
Secondly, we suppose I∩ J = /0. This situation can be separated into two subcases:
SUBCASE 1. For all i ∈ I and all j ∈ J, αi = 1 = β j. For any i ∈ I, if there exists an integer
j ∈ J such that i> j, then
dI,J(α,β) = dI,J
= (xiy j)(xI−{i} · yJ−{ j})+(yix j)(yI−{i} · xJ−{ j})
= (U ji+ yix j)(xI−{i} · yJ−{ j})+(U ji+ xiy j)(yI−{i} · xJ−{ j})
= U ji · (xI−{i} · yJ−{ j}+ yI−{i} · xJ−{ j})+[
x(I−{i})∪{ j} · y{i}∪(J−{ j})+ y(I−{i})∪{ j} · x{i}∪(J−{ j})
]
.
SinceU ji ·(xI−{i} ·yJ−{ j}+yI−{i} ·xJ−{ j})∈J andR(J )⊆J , if we want to proveR(dI,J)∈J ,
it is sufficient to show that
R
[
x(I−{i})∪{ j} · y{i}∪(J−{ j})+ y(I−{i})∪{ j} · x{i}∪(J−{ j})
]
∈ J .
Proceeding in this fashion, we need only to show that
(5.1) R(xIyJ+ yIxJ) ∈ J ,
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where I < J. On the other hand, whenever I < J,
R(xIyJ+ yIxJ) =
∑
a∈F×q
a|J|−|I|xIyJ+
∑
a∈F×q
a|I|−|J|yIxJ
= (
∑
a∈F×q
a|J|−|I|) · (xIyJ+ yIxJ)
=
{
xIyJ+ yIxJ, if q−1 divides |J|− |I|,
0, otherwise.
The last equation follows from Lemma 4.1. We have to show that dI,J ∈ J if q− 1 divides
|J| − |I|. By the symmetry of dI,J, we may write |J| − |I| = (q− 1) · r, where r ∈ N. We use
induction on r. If r = 0 or 1, we are done. Let I′ ⊆ J denote the subset such that |I′| = |I| and
J− I′ < I′. For any k= 1,2, · · · ,r, we let Jk ⊆ J− I
′ denote the subsets such that |Jk|= q−1 and
J1 < J2 < · · ·< Jr. Then
dI,J = xIyJ−I′yI′ + yIxJ−I′xI′
= xIyJ1yJ2 · · ·yJryI′ + yIxJ1xJ2 · · ·xJrxI′
= xI(dJ1 + xJ1)yJ2 · · ·yJryI′ + yI(dJ1 + yJ1)xJ2 · · ·xJrxI′
= dJ1(xIyJ2 · · ·yJryI′ + yIxJ2 · · ·xJrxI′)+(xIxJ1yJ2 · · ·yJryI′ + yIyJ1xJ2 · · ·xJrxI′),
where dJ1 :=
∏
j∈J1
x j +
∏
j∈J1
y j ∈ B because |J1| = q− 1. To see that dI,J ∈ J , it suffices
to show that xI∪J1yJ2 · · ·yJr−1yJr∪I′ + yI∪J1xJ2 · · ·xJr−1xJr∪I′ ∈ J , which actually follows from the
induction hypothesis. This finishes the proof for the first subcase.
SUBCASE 2. For some i ∈ I (resp. j ∈ J), we have αi > 2 (resp. β j > 2). By the symmetry of
dI,J(α,β), we suppose that there exists an i ∈ I such that αi > 2. For any j ∈ J, we have
dI,J(α,β) = x
α
I · y
β
J + y
α
I · x
β
J
= (xiy j)(x
α
I−{i}x
αi−1
i )(y
β
J−{ j}y
β j−1
j )+(yix j)(y
α
I−{i}y
αi−1
i )(x
β
J−{ j}x
β j−1
j )
= (Ui j+ yix j)(x
α
I−{i}x
αi−1
i )(y
β
J−{ j}y
β j−1
j )+(Ui j+ xiy j)(y
α
I−{i}y
αi−1
i )(x
β
J−{ j}x
β j−1
j )
= Ui j ·
[
(xαI−{i}x
αi−1
i )(y
β
J−{ j}y
β j−1
j )+(y
α
I−{i}y
αi−1
i )(x
β
J−{ j}x
β j−1
j )
]
+
Ni ·
[
(xαI−{i}x
αi−2
i x j)(y
β
J−{ j}y
β j−1
j )+(y
α
I−{i}y
αi−2
i y j)(x
β
J−{ j}x
β j−1
j )
]
which belongs to J , soR(dI,J(α,β)) ∈ R(J )⊆ J . 
LEMMA 5.4. For any α ∈ Nm with |α| > 0 and Bα = x
α1
1 x
α2
2 · · ·x
αm
m + y
α1
1 y
α2
2 · · ·y
αm
m , we have
R(Bα) ∈ J .
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Proof. Indeed,
R(Bα) =
∑
a∈F×q
a−|α|x
α1
1 x
α2
2 · · ·x
αm
m +
∑
a∈F×q
a|α|y
α1
1 y
α2
2 · · ·y
αm
m
= (
∑
a∈F×q
(a−1)|α|)xα11 x
α2
2 · · ·x
αm
m +(
∑
a∈F×q
a|α|)yα11 y
α2
2 · · ·y
αm
m
= (
∑
a∈F×q
a|α|) ·Bα
=
{
Bα , if q−1 divides |α|,
0, otherwise.
The last equation follows from Lemma 4.1. We have to prove the claim that Bα ∈ J for all α
with |α|= (q−1) · r, where r ∈ N+. If r = 1, this claim holds clearly. Now suppose r > 1. We
may write Bα = x
α ′xα
′′
+ yα
′
yα
′′
, where |α ′|= q−1 and |α ′′|= (q−1)(r−1). Then
Bα = (Bα ′ + y
α ′)xα
′′
+(Bα ′ + x
α ′)yα
′′
= Bα ′ · (x
α ′′ + yα
′′
)+(xα
′
yα
′′
+ yα
′
xα
′′
).
Note that Bα ′ := x
α ′ + yα
′
∈ B. To show Bα ∈ J , it suffices to show that xα
′
yα
′′
+ yα
′
xα
′′
∈ J .
However, xα
′
yα
′′
+yα
′
xα
′′
∈ Fq[mV ]
O+2 (Fq), so xα
′
yα
′′
+yα
′
xα
′′
=R(xα
′
yα
′′
+yα
′
xα
′′
). By Lemma
5.1, we have R(xα
′
yα
′′
+ yα
′
xα
′′
) ∈ J . Thus Bα ∈ J and the claim holds. This completes the
proof. 
LEMMA 5.5. For any Lα = Lα11 L
α2
2 · · ·L
αm
m with |α|> 0, we haveR(L
α) ∈ J .
Proof. Let I =
{
i | αi , 0
}
⊆ m. Then
Lα =
∏
i∈I
L
αi
i
=
∏
i∈I
(xi+ yi)
αi
≡
∏
i∈I
(xαii + y
αi
i ) (mod J ) (by Lemma 5.2)
=
∑
K⊆I
(xαK · y
αc
Kc + y
α
K · x
αc
Kc),
where Kc = I−K denotes the complement of K in I, and the sum runs over the representatives of
the quotient set of the power set of I on the equivalence relation: K1 ∼ K2 if and only if K2 = K
c
1.
It follows from Lemmas 5.3 and 5.4 that the image of every xαK · y
αc
Kc + y
α
K · x
αc
Kc under R belongs
to J . Hence,R(Lα ) ∈ J . 
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LEMMA 5.6. For any Bβ and L
α = Lα11 L
α2
2 · · ·L
αm
m with |α|> 0, |β|> 0, we haveR(L
α ·Bβ)∈J .
Proof. As in the proof of Lemma 5.5, we have Lα ≡
∑
K⊆I(x
α
K · y
αc
Kc + y
α
K · x
αc
Kc) (mod J ). Thus
to show thatR(Lα ·Bβ) ∈ J , it is sufficient to show that the image of every (x
β+ yβ)(xαK · y
αc
Kc +
yαK · x
αc
Kc) belongs to J . On the other hand,
(xβ+ yβ)(xαK · y
αc
Kc + y
α
K · x
αc
Kc) = (x
βxαK · y
αc
Kc + y
βyαK · x
αc
Kc)+(x
α
K · y
αc
Kcy
β+ yαK · x
αc
Kcx
β).
Applying Lemmas 5.3 and 5.4 we see thatR(xβxαK ·y
αc
Kc+y
βyαK ·x
αc
Kc) andR(x
α
K ·y
αc
Kcy
β+yαK ·x
αc
Kcx
β)
both belong to J . The proof is completed. 
6. PROOF OF THEOREM 1.6
Let R := Fq[N1,N2,B0,Bq−1] and R
′ := Fq[N1,N2]. We have seen that R= Fq[2V ]
O+2 (Fq)×O
+
2 (Fq)
and {N1,N2,B0,Bq−1} is a homogeneous system of parameters for Fq[2V ]
O+2 (Fq). We define
M :=
{
U i12 | 0 6 i 6
q
2
}
∪
{
Bk | 1 6 k 6 q−2
}
∪
{
Bi ·B j | 1 6 i, j 6 q−2 and i+ j = q−1
}
.
PROPOSITION 6.1. For 1 6 k 6 q−2, we have Bk ·U12 = N2 ·Bk+1+N1 ·Bk−1 ∈
∑q−2
k=1 R ·Bk.
Proof. Indeed, Bk ·U12=(x
k
1x
q−1−k
2 +y
k
1y
q−1−k
2 )(x1y2+x2y1)= (x
k+1
1 y2x
q−1−k
2 +y
q−1−k
2 x2y
k+1
1 )+
(xk1x
q−k
2 y1+ y
k
1y
q−k
2 x1) = N2 ·Bk+1+N1 ·Bk−1 ∈
∑q−2
k=1 R ·Bk. 
PROPOSITION 6.2. U
q
2+1
12 ∈
∑ q
2
i=0R
′ ·U i12.
Proof. Note that q = 2s with s > 2. If s = 2, then q = 4. It is easy to check that U312 = U
2
12+
N1N2U12. This statement follows in this special case. Now we suppose s > 3 and define
Vj := x
q
2+1−2 j
1 y
q
2+1−2 j
2 + y
q
2+1−2 j
1 x
q
2+1−2 j
2
for j = 0,1,2, . . . , q
4
. In particular, Vq
4
= U12 and Vq
4−1
= U312 =U
2
12+N1N2U12. Then for i =
0,1,2, . . . , q
4
−2, we have
Vj = x
q
2+1−2 j
1 y
q
2+1−2 j
2 + y
q
2+1−2 j
1 x
q
2+1−2 j
2
= (x
q
2−1−2 j
1 y
q
2−1−2 j
2 + y
q
2−1−2 j
1 x
q
2−1−2 j
2 )(x
2
1y
2
2+ y
2
1x
2
2)+
(y
q
2−1−2 j
1 x
q
2−1−2 j
2 x
2
1y
2
2+ x
q
2−1−2 j
1 y
q
2−1−2 j
2 y
2
1x
2
2)
= Vj+1U
2
12+(N1N2)
2Vj+2.
Thus, V0 = V1U
2
12+(N1N2)
2V2 = (V2U
2
12+(N1N2)
2V3)U
2
12+(N1N2)
2V2 = · · ·=U
q
2
12+ f , where
f ∈
∑
i< q2
R′ ·U i12. Hence, U
q
2+1
12 = (x
q
2
1 y
q
2
2 + x
q
2
2 y
q
2
1 )(x1y2 + x2y1) = (x
q
2+1
1 y
q
2+1
2 + y
q
2+1
1 x
q
2+1
2 ) +
(x
q
2
1 x2y1y
q
2
2 +y
q
2
1 y2x1x
q
2
2 ) =V0+N1N2V1=U
q
2
12+ f , for some f ∈
∑
i< q2
R′ ·U i12. Therefore,U
q
2+1
12 ∈∑ q
2
i=0R
′ ·U i12, as desired. 
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LEMMA 6.3. For any n ∈ N+, vn := yn1x
n
2+ x
n
1y
n
2 ∈
∑
f∈MR · f .
Proof. We use induction on n. If n = 1, then v1 = U12 and the lemma follows immediately.
Suppose n> 2, then vn=(y
n−1
1 x
n−1
2 +x
n−1
1 y
n−1
2 )(y1x2+x1y2)+(x
n−1
1 y
n−1
2 y1x2+y
n−1
1 x
n−1
2 x1y2)=
vn−1U12+N1N2vn−2. By the induction hypothesis and Proposition 6.2, we have vn ∈
∑
f∈MR ·
f . 
PROPOSITION 6.4. For 1 6 k 6 i 6 q−2, we have Bk ·Bi ∈
∑
f∈MR · f .
Proof. If k+ i= q−1, then Bk ·Bi ∈M. Now we consider the case when k+ i< q−1. Note that
Bk ·Bi = (x
k
1x
q−1−k
2 + y
k
1y
q−1−k
2 )(x
i
1x
q−1−i
2 + y
i
1y
q−1−i
2 )
= (xk+i1 x
2q−2−k−i
2 + y
k+i
1 y
2q−2−k−i
2 )+(x
k
1x
q−1−k
2 y
i
1y
q−1−i
2 + y
k
1y
q−1−k
2 x
i
1x
q−1−i
2 )
= (Bk+i+ y
k+i
1 y
q−1−k−i
2 )x
q−1
2 +(Bk+i+ x
k+i
1 x
q−1−k−i
2 )y
q−1
2 +
Nk1N
q−1−i
2 (x
i−k
2 y
i−k
1 + y
i−k
2 x
i−k
1 )
= Bk+iB0+N
q−1−k−i
2 (y
k+i
1 x
k+i
2 + x
k+i
1 y
k+i
2 )+N
k
1N
q−1−i
2 (x
i−k
2 y
i−k
1 + y
i−k
2 x
i−k
1 ).
By Lemma 6.3, vk+i and vi−k both belong to
∑
f∈MR · f , so does Bk ·Bi. Similar arguments can
be applied to the case when k+ i> q−1. 
Now we are ready to prove Theorem 1.6.
Proof of Theorem 1.6. Since Fq[2V ]
O+2 (Fq) is Cohen-Macaulay and Fq[2V ]
O+2 (Fq)×O
+
2 (Fq) is a poly-
nomial algebra, it follows that Fq[2V ]
O+2 (Fq) is a free Fq[2V ]
O+2 (Fq)×O
+
2 (Fq)-module of rank 2(q−
1) = |O+2 (Fq)|, see for example [8, Lemma 2.1]. We observe that |M|= 2(q−1). Thus to prove
Theorem 1.6, we need only to show that for any g ∈ Fq[2V ]O
+
2 (Fq), we have g ∈
∑
f∈MR · f .
By Example 1.5, it is sufficient to show that U
α0
12 · B
α1
1 · B
α2
2 · · ·B
αq−2
q−2 ∈
∑
f∈MR · f , for any
nonzero vector α = (α0,α1, . . . ,αq−2)∈N
q−1. By Proposition 6.1, it suffices to show thatU
α0
12 ∈∑
f∈MR · f and B
α1
1 ·B
α2
2 · · ·B
αq−2
q−2 ∈
∑
f∈MR · f for any α0 ∈ N and any (α1, . . . ,αq−2) ∈N
q−2.
The two cases follow from Proposition 6.2 and Proposition 6.4 respectively. 
7. MORE EXAMPLES AND PROOF OF COROLLARY 1.3
Example 7.1. (Fq[3V ]
O+2 (Fq)) Note that in this case, 1 6 |I| 6 m−1 = 2 and 1 6 |J| 6 m−1 = 2.
Since s > 2, q= 2s > 4 and q−1 > 3. Thus |I|− |J|= 0 in D. It follows that either |I|= |J|= 1
or |I| = |J| = 2. Since I < J, we must have |I| = |J| = 1. Hence, U = D. Theorem 1.1 tells us
that Fq[3V ]
O+2 (Fq) is generated by the following invariants:
N =
{
N1,N2,N3
}
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U =
{
U12,U13,U23
}
B =
{
xk1x
t
2x
q−1−k−t
3 + y
k
1y
t
2y
q−1−k−t
3 | 0 6 k, t 6 q−1
}
.
It is not hard to see that |B| = q+(q− 1)+ (q− 2)+ · · ·+ 2+ 1 = q(q+1)
2
. Thus |S| = |N |+
|U|+ |B|= q(q+1)
2
+6. For instance, when q= 4, |S|= 16 and when q= 8, |S|= 42.
Example 7.2. (m > 4) For Fq[4V ]
O+2 (Fq), there are no dI,J ∈ D such that q−1 = |J|− |I|. How-
ever, we have one element x1x2y3y4+ y1y2x3x4 ∈ D−U . When m > 5, for Fq[mV ]
O+2 (Fq), there
exists dI,J ∈ D such that q− 1 = |J| − |I|. For example, we take q = 22 = 4 and m = 5. Then
x1y2y3y4y5+ y1x2x3x4x5 ∈ D.
Proof of Corollary 1.3. Note that q = 2s > 4. Proposition 2.3, Example 1.5 and Example 7.1
show that βmV (O
+
2 (Fq))= q−1 form= 1,2,3 respectively. Nowwe supposem> 3. Ifm6 q−1,
then any generator fromB can make βmV (O
+
2 (Fq))= q−1 holds. Ifm> q−1 andm= 2n is even,
then dI,J ∈D with I = {1,2, . . . ,n} and J = {n+1,n+2, . . . ,m}, implies that βmV (O
+
2 (Fq)) =m.
If m > q− 1 and m is odd, then m− (q− 1) is even. We may assume that m− (q− 1) = 2n.
Then dI,J ∈ D with I = {1,2, . . . ,n} and J = {n+ 1,n+ 2, . . . ,2n,2n+ 1, . . . ,m}, implies that
βmV (O
+
2 (Fq)) = m. 
8. PROOF OF THEOREM 1.7
Proof of Theorem 1.7. LetD1= {dI,J : |J|= |I|} andD2= {dI,J : |J|= |I|+q−1}. Then U ⊆D1
and D =D1∪D2. By Theorem 1.1, it is sufficient to show that any element in D is contained in
A, the ideal generated by N ∪U ∪B in Fq[mV ]. Our arguments will be completed by showing
two subcases: D1 ⊆ A and D2 ⊆ A.
SUBCASE 1: For any dI,J ∈ D1, we suppose the degree of dI,J is 2n. We use induction on
n. When n = 1, we may write dI,J = xiy j+ yix j with 1 6 i < j 6 m. Thus dI,J =Ui j ∈ A. Now
consider any n> 1. Let i1 be the minimal integer in I and j1 be the minimal integer in J. Note that
i1 < j1, then dI,J = xI · yJ + yI · xJ = xi1y j1(xI−{i1} · yJ−{ j1})+ yi1x j1(yI−{i1} · xJ−{ j1}) = (Ui1 j1 +
yi1x j1)(xI−{i1} · yJ−{ j1})+ yi1x j1(yI−{i1} · xJ−{ j1}) ≡A (yi1x j1) · dI−{i1},J−{ j1}. Since dI−{i1},J−{ j1}
has degree 2(n−1), the induction hypothesis implies that dI−{i1},J−{ j1} ∈ A. Thus dI,J ∈ A.
SUBCASE 2: For any dI,J ∈ D2, we let I = {i1, . . . , ik} and J = { j1, . . . , jk, jk+1, . . . , jk+q−1},
where 1 6 i1 < · · ·< ik < j1 < · · ·< jk+q−1 6 m. We may write
dI,J =
ik∏
i=i1
xi ·
jk∏
j= j1
y j ·
jk+q−1∏
j= jk+1
y j+
ik∏
i=i1
yi ·
jk∏
j= j1
x j ·
jk+q−1∏
j= jk+1
x j
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=
ik∏
i=i1
xi ·
jk∏
j= j1
y j ·
jk+q−1∏
j= jk+1
y j+
ik∏
i=i1
yi ·
jk∏
j= j1
x j · (B1+
jk+q−1∏
j= jk+1
y j)
≡
( ik∏
i=i1
xi ·
jk∏
j= j1
y j+
ik∏
i=i1
yi ·
jk∏
j= j1
x j
)
·
jk+q−1∏
j= jk+1
y j, mod (A).
Since
∏ik
i=i1
xi ·
∏ jk
j= j1
y j+
∏ik
i=i1
yi ·
∏ jk
j= j1
x j ∈D1, it follows from the first subcase that dI,J ∈ A.
Therefore, D2 ⊆ A, completing the proof. 
9. REMARKS ON O−2 (Fq) AND Fq[mV ]
O−2 (Fq)
In the last section we discuss O−2 (Fq) and Fq[mV ]
O−2 (Fq). To our knowledge, there are no
suitable references concerning a detailed description for generators of the groupO−2 (Fq) in terms
of matrix language.
First of all, we need to find out generators of O−2 (Fq), which are more complicated than
O+2 (Fq). Let (
a b
c d ) ∈ O
−
2 (Fq) be any element. By the definition, we have(
a b
c d
)(
w 1
0 w
)(
a c
b d
)
−
(
w 1
0 w
)
=
(
aw a+bw
cw c+dw
)(
a c
b d
)
−
(
w 1
0 w
)
=
(
a2w+b2w+w+ab acw+bdw+ad+1
acw+bdw+bc c2w+d2w+w+ cd
)
is an alternating matrix, i.e.,
a2w+b2w+w+ab = 0(9.1)
c2w+d2w+w+ cd = 0(9.2)
ad+bc+1 = 0.(9.3)
CASE 1. Suppose a= 0, it follows from Eq. (9.1) and Eq. (9.3) that b2 = 1 and c= b. Since
b ∈ F×q and the order of F
×
q is odd, we have b= c= 1. It follows from Eq. (9.2) that d
2w= d. If
d = 0, we obtain an orthogonal matrix
σ :=
(
0 1
1 0
)
.
If d , 0, then d = w−1 and we have another orthogonal matrix
τ0 :=
(
0 1
1 w−1
)
.
CASE 2. Suppose a , 0, it follows from Eq. (9.3) that d = bc+1
a
. Combining Eqs. (9.2) and
(9.1), we have
(9.4) a2w+ c2w+w+ac= 0.
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Adding Eq. (9.4) to Eq. (9.1), we obtain (b2+ c2)w = a(b+ c). If b = c, we have a family of
orthogonal matrices
τa :=
(
a b
b a+bw−1
)
,
and if b , c we have
εa :=
(
a b
aw−1+b a
)
where b is defined by a2w+b2w+w+ab= 0. Note that εb = σ · τa for all a ∈ Fq. Thus O
−
2 (Fq)
consists of the following matrices:
{
1,σ ,τa,σ · τa | a ∈ Fq
}
.
Secondly, we consider the invariant ring Fq[mV ]
O−2 (Fq). Magma calculations [2] suggest that
Fq[V ]
O−2 (Fq) = Fq[x,y]
O−2 (Fq) might be a polynomial algebra with two generators Q and E, of
degrees 2 and q+1 respectively. We define
E := xyq+ xqy(9.5)
Q := TrO
−
2 (Fq)(x2).(9.6)
We claim that Fq[V ]
O−2 (Fq) = Fq[E,Q]. Since |O
−
2 (Fq)|= deg(E) ·deg(Q), we need only to show
that the Jacobian determinant
det
(
∂E
∂x
∂E
∂y
∂Q
∂x
∂Q
∂y
)
, 0,
by Kemper [12, Proposition 16]. We write Q= x2+uxy+ vy2 for some u,v ∈ Fq. Since Q is an
O−2 (Fq)-invariant, a simple computation shows that u , 0. Thus
det
(
∂E
∂x
∂E
∂y
∂Q
∂x
∂Q
∂y
)
=
(
yq xq
uy ux
)
= u ·E , 0,
which shows the claim. For the case m = 2 and some small q, Magma calculations [2] suggest
that Fq[2V ]
O−2 (Fq) can be generated by q+5 invariants: N′1,N
′
2,U12, and B
′
k for 0 6 k 6 q+1. This
evidence suggests that the approach used in the calculation of Fq[mV ]
O+2 (Fq) might be applied to
study the invariant ring Fq[mV ]
O−2 (Fq).
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