Collective behavior of colloidal suspensions under electric fields and confinement by Park, Jae Sung
c© 2012 by Jae Sung Park. All rights reserved.
COLLECTIVE BEHAVIOR OF COLLOIDAL SUSPENSIONS
UNDER ELECTRIC FIELDS AND CONFINEMENT
BY
JAE SUNG PARK
DISSERTATION
Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Mechanical Engineering
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2012
Urbana, Illinois
Doctoral Committee:
Assistant Professor David Saintillan, Chair
Professor Jonathan J. L. Higdon
Professor Jonathan B. Freund
Associate Professor Sascha Hilgenfeldt
Associate Professor Luke Olson
Abstract
Electrokinetic phenomena have been widely used in microfluidic devices as a means of ma-
nipulating fluids and particles. As a main area of interest in the present study, particle
dynamics driven by electrokinetic phenomena in Stokes flow are investigated using theory
and numerical simulations. In particular, we focus on the dynamics and collective behavior
of colloidal suspensions of spherical particles under electric fields and confinement.
We first analyze the nonlinear dynamics of non-colloidal, uncharged ideally polarizable
spheres freely suspended in a viscous electrolyte in a uniform electric field. Specifically, we
investigate two nonlinear electrokinetic effects, dielectrophoresis and induced-charge elec-
trophoresis. While these phenomena yield no net motion in the case of a single uncharged
sphere, they can drive relative motions by symmetry breaking when several particles are
present. We perform large-scale simulations of such suspensions with periodic boundary
conditions using an efficient simulation method. While the dynamics under dielectrophoresis
alone are shown to be characterized by particle chaining along the field direction, chaining is
not found to occur when induced-charge electrophoresis occurs as well, which instead causes
transient particle pairings and results in a non-uniform microstructure with large number
density fluctuations. We also present results on hydrodynamic dispersion and velocity fluc-
tuations, and their dependence on volume fraction is discussed.
We then pay attention to two special cases. First, colloidal suspensions of spheres under-
going dielectrophoresis alone in a uniform AC electric field under confinement are considered
to investigate the long-time dynamics and pattern formation. Building on a previously de-
veloped algorithm with Brownian motion and steric interactions with rigid walls, we can
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probe a large range of time scales for the pattern formation in these suspensions. The rapid
chain formation that occurs in the field direction as a result of dipolar interactions is found
to be followed by a slow coarsening process by which chains coalesce into hexagonal sheets
and eventually rearrange to form mesoscale cellular structures. Secondly, we investigate the
effects of surface contamination, modeled as a thin dielectric coating, on the dynamics in
suspensions of ideally polarizable spheres in an applied electric field using large-scale simu-
lations. As surface contamination becomes significant, a transition from diffusive dynamics
to sub-diffusive dynamics with local aggregation and chaining is shown to arise. This effect
has a strong impact on the suspension microstructure as well as on particle velocities, which
are strongly reduced for contaminated particles.
As an application of these studies, we investigate electrophoretic deposition, a multi-
physics phenomenon, as a method for the assembly of colloidal suspensions. Although the
basic mechanisms in electrophoretic deposition are well-known and have been studied ex-
tensively, a detailed, quantitative model for the dynamics and kinetics is lacking, and is
needed to optimize the deposition process. To this end, we develop a detailed model, and we
implement a simulation method that captures the dynamics during the electrophoretic depo-
sition process, with the aim of predicting deposit microstructures and assessing the precise
influence of various parameters. We first present simulation results with uniform electrodes,
where various analyses of the deposit microstructure are conducted. We then present re-
sults on the use of patterned electrodes for the manufacturing of more complex deposits.
In addition, the simulation results presented are also directly compared to experimental
observations for the validation of the models as well as for their improvement.
Finally, we propose an efficient method for the calculation of hydrodynamic interactions
between two parallel planar walls in Stokes flow. In this method, the problem is split into two
parts. The first part corresponds to finding a periodic solution in the absence of the walls,
for which efficient algorithms are applicable. The second part, called the auxiliary problem,
aims to find an auxiliary solution to account for correction to the periodic solution for the
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two planar walls, when appropriate wall-boundary conditions are enforced at the walls. In
particular, it is found that analytic solutions to the auxiliary problem can be obtained using
a spectral method. This method will find a wide range of applications in the modeling of
suspensions in confined geometries.
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Chapter 1
Introduction
Microfabricated fluidic devices have been developed for the precise manipulation of micro-
and nanoparticles [78]. Their development has also engendered a wide range of engineering
and industrial applications, in which electric fields are commonly used to manipulate par-
ticles in fluids at the nano- and microscale in systems [132]. In recent years, these fluidic
devices have been commonly used in biological and bioanalytical applications, as it is highly
recommended in these applications that the devices be of a scale similar to that of the col-
loids, cells or macromolecules that are being manipulated [135, 14]. As this shrinking of
length scales increases surface-area-to-volume ratio, electrokinetic phenomena become much
more attractive in many practical systems owing to their ability of controlling particles at
small scales, because they use surfaces to drive flows or transport particles. Moreover, im-
proving our ability to manipulate particles is of fundamental importance as suspensions of
macromolecules and colloidal particles arise commonly in applications. To this end, elec-
trokinetic phenomena can provide an efficient method to control particulate suspensions.
The main focus of the present work lies in suspensions of rigid particles undergoing elec-
trokineic phenomena, because understanding and modeling the dynamics in these systems
remains a challenge and detailed studies are still lacking.
Owing to the inherently small scales in microfluidic devices, motions in these systems obey
the Stokes equations, where fluid and particle inertia are negligible with respect to viscous
forces in the fluid. In Stokes flow, it is known that particles are subject to the long-range
interactions because of the very slow decay of the disturbance flow generated by a particle.
Since this disturbance typically decays as the inverse of the separation distance between
1
the particles (for forced motion), solving for particle motions involves a multi-body problem
when several particles are present. In addition, this slowly decaying disturbance implies
that hydrodynamic interactions cannot be truncated for infinite systems, a problem that can
often be resolved using periodic boundary conditions, but is computationally expensive. It is
important to have a large number of particles in the unit cell to ensure that periodic boundary
conditions do not perturb excessively the local structure of the suspension. A noteworthy
algorithm for simulating suspensions of particles is the Stokesian dynamics method developed
by Brady and Bossis [21], which is based on exact two-body solutions. Standard Stokesian
dynamics simulations are however limited to suspensions of a few hundred particles. To lift
this limitation, more powerful algorithms are used such as Accelerated Stokesian Dynamics
(ASD) [125] and a smooth particle-mesh Ewald algorithm (SPME) [117], both of which are
based on a particle-mesh method. To simulate large-scale suspensions of particles under the
influence of electrokinetic phenomena, we develop an efficient method, which is based on the
use of the SPME algorithm. The details on the algorithm are presented in Chapter 2.
In the present work, we use theory and numerical simulations to investigate the particle
dynamics arising in a variety of electrokinetic phenomena, with application to the manu-
facturing of complex materials by electrophoretic deposition. We also propose an efficient
method for calculating hydrodynamic interactions in a confined suspension, based on an an-
alytic solution of the homogeneous Stokes equations under confinement. Prior to describing
the main problems of this study, a general introduction to the topics considered in this work
is presented.
1.1 Electrokinetic phenomena
1.1.1 Fundamentals of electrokinetics
Electrokinetic phenomena result from the interactions between charged solid surfaces, elec-
trolytes and electric fields. Two important and related classes in basic electrokinetic phe-
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Figure 1.1: (a) Electro-osmosis: positively charged ions are attracted to accumulate near a
negatively charged solid surface, forming a screening cloud. Under the action of an externally
applied electric field, a body force is generated to drive ions beneath the screening cloud,
giving rise to an electro-osmotic flow. (b) Electrophoresis: a charged particle placed freely in
an electrolyte starts to migrate under the action of an electric field, created by the electro-
osmotic flow around the particle surface.
nomena are electro-osmosis and electrophoresis. Electro-osmosis describes the motion of
fluid with respect to a stationary solid surface, generated by applying an electric field (Fig-
ure 1.1(a)). Electrophoresis denotes the motion of a charged particle in an electrolyte in
response to an applied electric field (Figure 1.1(b)). In both effects, fluid and particle veloc-
ities are found to scale linearly with the electric field under classic assumptions.
When considering electro-osmotic flows, charged solid surfaces or boundaries, which are
at equilibrium likely to carry a net surface charge due to ionization and adsorption processes
of surface groups, attract counter-ions and repel co-ions when placed in contact with an
electrolyte solution. The surface charge is then balanced with diffusive space charge that
corresponds to the difference between the concentrations of counter-ions and co-ions. In a
continuum model of the ion distribution near a charged solid surface, two distinct layers are
commonly considered. The counter-ions are adsorbed or stuck to the oppositely charged
surface, forming a condensed immobile layer, the so-called Stern layer. The layer adjacent
to the Stern layer contains relatively mobile ions, but still attracts counter-ions, forming a
diffuse electric layer (Gouy-Chapman layer) or Debye layer, in which this diffusive counter-
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ion cloud effectively screens the surface charge. The characteristic thickness λD of the Debye
layer is defined by
λD =
√
εkBT
e2
∑N
i=∞ z
2
i ni
, (1.1)
where ε is the electric permittivity of the electrolyte, kB is Boltmann constant, T is the
absolute temperature, e is the elementary charge, ni is the number density of ion species i in
the bulk of the electrolyte and zi is the valence. In the Debye-Hu¨ckel limit of small surface
charge, the electric potential decays exponentially away from the solid surface (more precisely
the Stern layer), as shown in Figure 1.1(a). The potential at the interface between the Stern
layer and Gouy-Champman layer is called the zeta potential, which is also interpreted as
the potential drop across the Debye layer. Inside the Debye layer, the net charge becomes
non-zero due to the majority of the counter-ions, whereas electric neutrality is satisfied far
away from the surface. When an external electric field E0 is applied, the field exerts a
net body force on the fluid inside the Debye layer, so that the excess counter-ions start to
migrate along the electric field lines. However, the excess diffuse space charge still screens
the surface charge. A shear flow is then created by this electromigration of counter-ions with
respect to the fixed solid surface. Under the thin Debye layer limit and in the absence of an
external pressure gradient, this shear flow can be captured by an effective slip velocity us at
the outer edge of the Debye layer, and is given by the Helmholtz-Smoluchowski equation:
us = −εζ
η
Et, (1.2)
where η is the dynamic viscosity of the electrolyte, ζ is the zeta potential and Et is the local
tangential electric field. This electro-osmotic flow indeed occurs at the slip plane shown in
Figure 1.1(a).
In the case of a freely suspended particle, the particle is known to undergo so-called elec-
trophoresis upon application of an electric field. This particle motion is directly driven by the
electro-osmotic flow, as illustrated by Figure 1.1(b). The classical result for electrophoretic
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velocity is obtained as follows. Due to the electroneutrality outside of the Debye layer, the
electric potential satisfies Laplace’s equation subject to no-flux boundary condition at the
outer edge of the Debye layer, because of the neutrality of the particle and Debye layer. In
the case of a thin Debye layer and weak electric field, this condition is effectively applied at
the particle surface, and a solution can be easily obtained using potential theory. Having
determined the electric potential, the electro-osmotic flow is then calculated, which plays
the role of the boundary condition in the Stokes equations for the particle velocity. Finally,
the problem is closed by imposing zero force and torque conditions on the particle due to
the neutrality condition. The electrophoretic velocity of a charged spherical particle can be
then expressed [134]
U = − 1
4pia2
∫
S
usdS =
εζ
η
E0, (1.3)
where a and S is the radius and surface of the sphere, respectively. The electrophoretic
velocity of this force-free sphere is indeed a surface average of electrokinetic slip velocity
around the sphere, which was also shown by Smoluchowski [128] and Henry [64]. The
velocity direction is either the same or opposite to the field direction, depending on the
surface charge, as illustrated in Figure 1.1(b). The disturbance fluid flow driven by a sphere
moving by electrophoresis is a potential dipole flow [6]:
u(r) =
1
2
(a
r
)3 (
3
rr
r2
− I
)
·U , (1.4)
where r is a position vector emanating from the center of the sphere. This velocity distur-
bance of decaying as 1/r3 contributes to relatively weak hydrodynamic interactions between
particles compared to sedimentation whose disturbance flow decays as 1/r due to Stokeslet.
In particular, the influence of particle interactions on electrophoresis cancel for particles
with identical zeta potentials, leading to no hydrodynamic interactions [111]. In Chapter
2, we present a more thorough review on electro-osmosis and electrophoresis. This linear
electrophoretic velocity is, however, only valid under assumptions of thin Debye layers, weak
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applied fields, zero polarizability and surface conduction. In the following, we discuss non-
linear electrokinetic effects, which can occur when some of these assumptions are relaxed.
1.1.2 Dielectrophoresis
When moderate fields are applied, dielectrophoresis (DEP), a nonlinear effect, is likely to
arise. Dielectrophoresis is commonly used to manipulate particles in suspensions in small
devices, because the dielectrophoretic force on a particle becomes quite strong as the device
scale becomes small. Dielectrophoresis refers to the motion of a particle driven by a net
force generated by an effective dipole moment of the particle in a non-uniform electric field
[106]. More precisely, when a dielectric particle is placed in a medium in an applied electric
field, the net force F acting on the particle is given by [145]
F = qE0 + p · ∇E0 + 1
6
Q :∇∇E0 + . . . , (1.5)
where q is the net charge on the sphere, p is the effective dipole moment induced on the sphere
and Q is the quadrupole moment induced by the field gradient ∇E0. For an uncharged
sphere (i.e. q = 0), it is obvious that a non-uniform external electric field is required in
order for a DEP force to arise, as seen in Equation (1.5). However, as we will discuss in
Chapters 2 and 3, when more than one particle are present in a uniform electric field, non-
zero DEP forces can be also created, giving rise to the motion of particles due to symmetry
breaking of the background electric field. In this case, the fluid and particle velocities created
by DEP no longer depend linearly on the electric field. Specifically, they scale quadratically
with field strength, so that they can survive in a AC field, unlike the linear electrophoretic
velocity
As mentioned above, DEP motion can arise even in the case of uncharged particles,
while linear electrophoresis requires a net charge to arise. When a suspension of charge-
free particles is placed in an applied electric field, electric and hydrodynamic interactions
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under DEP result in relative motions of particles with no net motion for the suspension.
These relative motions are found to yield an interesting structure formation in large-scale
suspensions. In Chapter 3, we will discuss pattern formation resulting from these relative
motions when a suspension is placed in a uniform electric field under confinement. In
particular, we will show that different patterns can form, such as particle chains in the field
direction, hexagonal sheets and mesoscale cellular structure, which are formed depending on
different suspension conditions.
1.1.3 Induced-charge electrophoresis
We shall expect another type of nonlinear electrokinetics to arise when ideally polarizable (or
conducting) particles are present under an applied electric field. The key different feature to
separate this effect from standard electrophoresis or even dielectrophoresis comes from the
nature of the screening cloud or Debye layer, which is closely related to the zeta potential.
In standard electrophoresis, the zeta potential is considered as a constant because it refers
to an equilibrium material property of the particle. In a case of polarizable particle, the zeta
potential is induced by the applied field and is no longer uniform. The detailed mechanism
for the formation of this non-uniform zeta potential is as follows. When the electric field
is turned on, the particle surface forms an equipotential surface, where electric field lines
initially intersect the surface of polarizable particle at right-angles, as illustrated in Figure
1.2(a). Note that this configuration can represent the steady state in a non-conducting
medium, but it is unstable for an electrolyte, as it creates a non-zero current J = σE0,
where σ is the conductivity of the electrolyte [11, 130]. This current leads to the motion of
ions in the electrolyte with respect to the particle surface with ions accumulating near the
side of the particle with oppositely induced charge, giving rise to the formation of a dipolar
charge cloud. Figure 1.2(b) shows steady-state configuration when the charging process is
finished. The particle itself then has a non-uniform Debye layer, which leads to a non-
uniform zeta potential. In Figure 1.2(b), it is also observed that the ionic cloud effectively
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screens the non-uniform Debye layer, where the electric field lines no longer penetrate the
Debye layer. The magnitude of this induced zeta-potential is easily seen to scale linearly
with the electric field, as the electric field drives the surface charge. Under the limit of a
thin Debye layer, the effective zeta potential around the particle surface can be calculated.
Using the Helmholtz-Smoluchowski equation (1.2), non-uniform electro-osmotic flows can be
obtained. In Figure 1.2(c), the disturbance flow driven by this slip velocity is shown, and is
expressed as [130]
u(r) =
9
8
εa3
η
(
1 +
a2
6
∇2
)
S : E0E0, (1.6)
where S is the Green’s function for a Stokes dipole (stresslet). It is no longer a potential
flow, and is indeed rotational. The flow disturbance decays slowly as 1/r2 compared to the
disturbance flow for linear electrophoresis in Equation (1.4). To denote the effects of the
non-uniform (induced) Debye layer, Squires & Bazant [11, 130] coined induced-charge electro-
osmosis (ICEO) for the non-uniform slip velocity and resulting fluid flow, and induced-charge
electrophoresis (ICEP) for motion of a particle driven by ICEO. Noting that the dependence
of ICEP on the electric field is quadratic, particle motion can persist in an AC electric field,
as is also the case for DEP. However, sufficiently low frequencies should be used for the
applied field, because the non-uniform screening cloud needs time to form. More precisely,
a field frequency ω is much smaller than the inverse of the characteristic time scale for
the Debye layer charging τc = λDa/D (i.e. ωτc  1), where a is the characteristic length
scale and D is the characteristic diffusivity of the ions in the solution [130]. This induced-
charge electrophoresis leads to no net motion for particles with fore-aft symmetry, and
symmetry-breaking is indeed needed to create particle motion [131]. Several applications
using induced-charge effects have been also proposed by Squires & Bazant [11, 130], and
have been successfully implemented for microfluidic pumping or mixing.
Saintillan, Darve & Shaqfeh [118] used theory and numerical simulations to investigate
the behavior of a suspension of ideally polarizable slender rods. They showed that the polar-
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Figure 1.2: (a) Initially, the electric field lines intersect normal to the surface of uncharged
polarizable particle. (b) After a process of charging the Debye layer, a dipolar charge cloud is
formed, which effectively screens electric lines. The particle has an induced non-uniform zeta
potential. (c) The resulting induced zeta-potential creates induced-charge electro-osmotic
flow around the surface of the uncharged particle. Figures are reproduced from Bazant &
Squires [11].
izability of the rods results in the formation of non-uniform Debye screening cloud (dipolar
charge clouds) around particle surfaces, giving rise to particle motion due to ICEP. Un-
der the thin double layer approximation, large-scale simulations were performed to confirm
theoretical predictions, showing particle pairing occurring as a result of anisotropic hydrody-
namic interactions due to induced-charge electro-osmotic flows. In these pairing dynamics,
particles are attracted along the direction of the electric field, briefly pair up and separate
in the transverse direction. Such pairings were also observed in experiments [114]. Here,
we study the dynamics of a suspension of ideally polarizable spherical particles in Chapter
2, and observe similar particle pairings. In Chapter 4 we also consider the effect of sur-
face contamination on ideally polarizable spheres, which will be shown to affect the pairing
dynamics.
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1.2 Dipolophoresis
Polarizable particles in a viscous electrolyte under the action of a non-uniform electric field
can undergo both dielectrophoresis and induced-charge electrophoresis. The combined effect
of DEP and ICEP is sometimes termed dipolophoresis (DIP) [123], where an ideally polar-
izable sphere in a field gradient is considered. Under this situation, a remarkable finding is
that the particle does not move, as the DEP force on the the sphere acts in the opposite
direction to the ICEP motion and cancels it exactly. Moreover, it is found that the DEP
force and ICEO velocity are always in opposite directions in any background electric fields.
This finding, however, is only valid for a single sphere in a linear electric field. In a suspen-
sion of ideally polarizable spheres, the electric field experienced by the particles also involve
higher-order gradients as a result of interactions between the particles, although DEP ve-
locity and ICEP velocity of a sphere resulting from the linear component of the disturbance
field induced by the other sphere do cancel out exactly. We will show that in DIP, the
dynamics is observed to be dominated by ICEP as a result of the slower decay of the ICEP
velocity compared to DEP, leading to transient particle pairings with no chaining.
1.3 Application of electrokinetic phenomena:
Electrophoretic deposition
As an application of this study, we investigate the use of electrophoretic deposition (EPD)
as a colloidal processing technique for the manufacturing of specially designed materials.
Electrophoretic deposition has been employed in various fields such as materials science,
pharmaceutical sciences, and chemistry for the manipulation of biological materials [17].
Electrophoretic deposition [41, 16, 121, 27], or EPD, uses electric fields to deposit colloidal
particles suspended in a fluid onto an electrode surface, as schematically shown in Figure 1.2.
In this study, we focus primarily on applications in materials processing. Complex materials
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Figure 1.3: Electrophoretic deposition cell showing negatively charged particles in a suspen-
sion migrating towards the positive electrode.
such as functionally graded materials have been produced by an electrophoretic deposition
technique [95, 109], although it has typically been limited to amorphous powders for the pro-
duction of bulk materials. Recent advances in particle technology and microfluidics however
allow very good control over particle motions in suspensions and at interfaces [73], making
EPD an excellent candidate for the fabrication of materials with special specific microstruc-
tures. The EPD process can also produce materials with gradients in three dimensions, or
with anisotropic mechanical, thermal, electrical or optical properties. EPD is also a fast
process and is easily scalable, so that it may be used to produce materials over a wide range
of sizes and thicknesses, from the micrometer scale to the centimeter scale or larger. In
addition, it has the ability to produce large material quantities with a high efficiency and at
a low cost.
As mentioned above, it is essential in the designing and manufacturing of materials by
EPD to have an ability of fine control on the material microstructure and compositional
gradient, which will ultimately determine its final properties. To achieve the efficient use
of EPD for the production of the materials with a controlled microstructure, a thorough
understanding of the physical mechanisms and kinetics of EPD is required, as it will guide
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operating conditions to achieve the desired material structure. Although the basic mecha-
nisms of electrophoretic deposition are well-known and have been studied extensively [121],
a detailed, quantitative model for the dynamics and kinetics of deposition is still lacking to
date, since the physics of EPD are highly complex [41, 16]. As we discuss in Chapter 5, we
present quantitative, detailed physical models of EPD to capture the full deposition process,
with the aim of predicting deposit microstructures and assessing the precise influence of
various parameters.
Electrophoretic deposition will find particular applications for particle manipulation
[158, 143, 49], cell separation and sorting [147], DNA manipulation and stretching [146, 8],
where the use of electric fields is limited by the poor understanding of their effect on par-
ticle dynamics in semi-dilute and concentrated suspensions in these systems. The models
developed in the present study can be applicable to many such problems. In addition to
the wealth of applications, this study will also carry a strong impact in the fundamental
understanding and modeling of the dynamics of particles and colloids in electric fields.
1.4 Overview of the present work
In this work, we present theoretical and numerical studies on particulate suspensions under-
going various electrokinetic phenomena. In Chapter 2, we present a theoretical study of the
dynamics in suspensions of ideally polarizable spheres under electric fields, where the effects
of both DEP and ICEP are analyzed. Using developed efficient numerical algorithms, large-
scale suspensions of these particles are performed with periodic boundary conditions. The
dynamics under dielectrophoresis alone in a confined geometry is investigated in Chapter 3,
in which the formation of complex mesoscale patterns is observed in agreement with recent
experiments. In Chapter 4, we revisit the study of DEP and ICEP, or DIP, to investigate
the effects of surface contamination on particle dynamics.
Motivated by applications in material nanomanufacturing, Chapter 5 presents models
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and simulations of electrophoretic deposition as an application of the previous Chapters.
We study the physical mechanisms and kinetics of electrophoretic deposition, and perform
direct numerical simulations of EPD of colloidal suspensions, with the aim of developing a
quantitative model of the full deposition process and of helping the design and optimization
of experiments. To better characterize the geometric structure and statistics of the deposits,
tools and measures from solid state physics are employed.
Lastly, in Chapter 6, we present a newly proposed method to efficiently calculate hydro-
dynamic interactions between two planar walls in Stokes flow. In particular, we shall a find
analytic solution to the homogeneous Stokes equations with inhomogeneous wall boundary
conditions, which can be used to model to a confined suspension. Concluding remarks and
future prospects are given in Chapter 7.
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Chapter 2
Dipolophoresis in large-scale
suspensions of ideally polarizable
spheres
2.1 Introduction
Electrokinetic flows, which result from the interaction of ionic screening clouds and applied
electric fields in viscous electrolytes, provide an efficient and low-cost means for manipulating
fluid and particles at small scales. They play a major role in micro- and nanofluidics [132],
colloidal and interfacial science [115, 66], particle and macromolecular separations [141],
among other fields. The classic setting for electrokinetic flows consists of a rigid surface with
a fixed charge density in contact with an electrolyte (or ionic solution). The surface charge
repels co-ions and attracts counter-ions in the liquid. The latter migrate and accumulate
near the surface, resulting in the formation of a diffuse charge cloud or Debye layer of
characteristic thickness λD. As an external electric field E0 is applied, an effective body
force is exerted on the ions near the surface. Next to a fixed surface (e.g. a boundary in
a microfluidic device), this body force drives an electroosmotic flow; in the case of a freely
suspended particle in a quiescent liquid, it results in particle migration by electrophoresis.
In both cases, fluid and particle velocities are found to scale linearly with the applied field.
In the thin Debye layer limit, i.e. when the Debye thickness λD is much less than the
geometric length scale of interest, these flows can be captured via an effective slip velocity
at the outer edge of the Debye layer, given by the Helmholtz-Smoluchowski equation
us = −εζ
η
Es, (2.1)
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where ε and η are the electric permittivity and dynamic viscosity of the electrolyte, respec-
tively, ζ is the zeta-potential or potential drop across the Debye layer and is a material
property related to the surface charge, and Es is the local value of the electric field near the
surface. This slip velocity then enters the boundary condition in the Stokes equations for
the resulting fluid flow, which can be solved to determine fluid and particle velocities. In the
case of a freely suspended sphere with uniform surface charge undergoing electrophoresis,
the particle linear velocity is classically obtained as U = (εζ/η)E0 [128, 64].
An interesting consequence of the boundary condition (2.1), first noted by [91], is that
the flow generated by the slip velocity around a particle with uniform zeta potential is a
potential flow, i.e. the fluid velocity is everywhere proportional to the local electric field. An
interesting consequence of this observation is that the electrophoretic velocity of a particle
does not depend on its shape (i.e. non-spherical particles migrate at the same velocity as
spherical particles), and electrophoresis does not cause particles to rotate [91]. The flow
also remains irrotational when several particles with identical zeta potentials are present,
and a consequence of this observation is that hydrodynamic interactions do not occur in
suspensions of particles under linear electrophoresis: all the particles migrate at the same
velocity as if they were isolated, irrespective of their separation and orientation in the electric
field [111, 5, 23, 103], at least as long as the particles are suspended in a unbounded domain
[3]. As a result, relative motions do not occur. Therefore, particles cannot be separated by
size, and hydrodynamic dispersion is negligible.
The assumptions for these results to hold, namely thin Debye layers, weak applied fields,
zero polarizability and surface conduction, are however quite stringent and are hardly all
satisfied in most experiments. When some of them are relaxed, nonlinear effects may arise
and cause relative motions. Of recent interest has been the study of induced-charge elec-
trokinetic flows, which arise when particles (or surfaces) are polarizable and can acquire an
additional induced charge when placed in an external field (e.g. [11, 13, 130, 129]). This in-
duced charge generally results in the formation of a non-uniform zeta potential distribution,
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which in turn drives an induced-charge electroosmotic flow near the surface. Because the
surface charge itself (and corresponding induced zeta potential) is driven by the electric field,
this induced-charge flow is easily seen to scale quadratically with the applied field. In the
case of suspended particles in an electrolyte, this phenomenon, first analyzed in the Soviet
and post-Soviet colloidal literature (e.g. [126, 44, 92]), was recently coined induced-charge
electrophoresis or ICEP by Squires & Bazant [130]. For a single ideally polarizable spherical
particle, the ICEP flow can be determined exactly, and is found not to result in particle
motion. Symmetry breaking is required for motion to occur [131]: nonspherical particles
rotate under ICEP [153, 118, 157, 113], and particle translation can also arise as a result of
lack of fore-aft symmetry [131], as well as interactions with boundaries [159, 155, 2] or with
neighbouring particles [44, 33, 33, 118, 116, 114].
Because of the quadratic dependence of these induced-charge flows with the applied field,
a self-consistent calculation of the resulting particle motions also requires accounting for the
Maxwell stress tensor in the fluid
Σm = ε
(
EE − 1
2
E2I
)
, (2.2)
the magnitude of which is of order O(εE20) as for the hydrodynamic stresses generated by
ICEP. These stresses account for dielectrophoretic forces and torques (DEP) on the particles,
which can also cause particle motion [106, 73, 145]. While the DEP force on an isolated
sphere in a uniform electric field is zero, non-zero forces again occur when symmetries are
broken, for instance when several particles are present in a suspension [116]. When DEP
occurs alone (i.e. when ICEP is negligible, for instance with non-polarizable particles), its
effect in particle suspensions is to cause aggregation, typically in the form of chains aligned
with the field direction (e.g. [42, 73]). The combined effect of ICEP and DEP, a phenomenon
sometimes referred to as dipolophoresis or DIP [123], is however more subtle.
While the effects of DIP have been well characterized for a single isolated particle in an
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arbitrary external field (e.g. [127, 88, 89, 90]), the case of interacting particles has received
less attention. Interactions between spherical particles under ICEP alone were first analyzed
by Dukhin and coworkers, who derived an asymptotic expression for the relative velocity of
a pair of widely separated ideally polarizable spheres [44, 33, 33]. They found that ICEP
results in particle attraction in the field direction, and repulsion in the transverse direction;
their result however was not valid in the near field and did not include contributions from
DEP. The effects of near-field interactions and of DEP were more recently considered by
Saintillan [116], who used the more accurate method of twin multipole expansions and
boundary integral calculations to determine the relative motion of two identical spheres at
arbitrary separation distances. This study confirmed the dynamics predicted by Dukhin
and coworkers, suggesting that DIP should result in transient particle pairings in large
suspensions.
The dynamics in large-scale particle suspensions undergoing ICEP or DIP have received
little attention until now. The case of suspensions of Brownian and non-Brownian rod-like
particles was recently considered in a series of computational studies [118, 119, 67]. These
studies neglected dielectrophoresis and only included ICEP, on the basis that DEP interac-
tions are weaker for high-aspect-ratio particles. They confirmed the occurrence of frequent
particle pairings as predicted from pair interaction models, resulting in non-uniform pair
distribution functions and in hydrodynamic particle diffusion at long time even in noncol-
loidal suspensions. These findings were also confirmed in experiments by Rose et al. [114],
with good agreement with the numerical simulations.
In this Section, we use numerical simulations to investigate the dynamics in large-scale
suspensions of ideally polarizable (e.g. conducting) spheres under dipolophoresis. A sim-
ulation method is developed in Section 2.3 based on the analysis of pair interactions of
Saintillan [116] outlined in Section 2.2.2, and includes both ICEP and DEP far-field and
near-field interactions, as well as steric interactions (excluded volume). These interactions
are calculated efficiently using the smooth particle-mesh Ewald algorithm of Saintillan, Darve
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& Shaqfeh [117], allowing the simulation of suspensions of many particles. Simulation results
are reported in Section 2.4, where the pairing dynamics, suspension microstructure, hydro-
dynamic diffusion and velocity fluctuations are all analyzed in detail for a variety of volume
fractions ranging from dilute to semi-dilute (φ ∼ 0.1 to 15%). We conclude in Section 2.5.
2.2 Underlying theory in dipolophoresis
2.2.1 Governing equations
We consider a collection of N neutrally-buoyant spheres of radius a, freely suspended in a
viscous electrolyte with viscosity η and electric permittivity ε. The spheres are assumed to
be identical, ideally polarizable (as would be the case for metallic or conducting particles),
and to carry no net charge. As a result, linear electrophoresis will not occur in an electric
field, allowing us to isolate the effect of dipolophoresis. We denote by xα the position of the
center of sphere α = 1, ..., N with respect to a fixed origin, and by Sα the surface of sphere
α defined by |x− xα| = a. As an external uniform electric field E0 is applied, interactions
between the spheres will arise as a result of both DEP and ICEP and may lead to relative
motions. Next, we summarize the governing equations for both effects.
Under the action of the external field, each sphere polarizes resulting in the formation of a
non-uniform surface charge distribution. This charge distribution then attracts counterions
in the electrolyte, which migrate and accumulate near the polarized surface, resulting in
the formation of a non-uniform Debye layer. This charging of the Debye layer occurs on a
very fast time scale, of the order of τc = λDa/D where λD is the Debye screening length
and D is the characteristic diffusivity of the ions in solution [130]. In a typical experiment
(λD ∼ 10 nm, a ∼ 1 µm, D ∼ 10−5 cm2 s−1), the charging time τc is of the order of 10−5 s.
On time scales much larger than τc, the ionic cloud therefore effectively screens the induced
nonuniform surface charge, in such a way that the particle and its charge cloud behave like
an insulator. In the thin Debye layer limit of interest here (λD  a), the electric potential
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in the electroneutral bulk domain exterior to the charge clouds surrounding all the particles
is therefore governed by Laplace’s equation:
∇2φ = 0, (2.3)
subject to an effective no-flux boundary condition on the surface of the particles:
nˆα · ∇φ = 0 as x ∈ Sα, (2.4)
where nˆα is the outward unit normal on the surface of sphere α. Rigorously, Equation (2.4)
applies at the outer edge of the charge clouds, which effectively coincides with the particle
surfaces in the thin Debye layer limit. Finally, the electric potential is driven by the far-field
condition
∇φ→ −E0 as |x| → ∞. (2.5)
The solution of Equations (2.3)–(2.5) can generally be obtained using boundary-integral
methods [160] or asymptotic methods [69].
Having determined the electric potential φ in the electrolyte, the electric field is easily
obtained as E = −∇φ. Because of the presence of the particles, this field is non-uniform
and will yield a non-zero Maxwell stress tensor Σm, as defined in Equation (2.2). This
electrostatic stress tensor is responsible for the DEP forces and torques on the particles
[145], which are obtained for particle α as
F α =
∫
Sα
(Σm · nˆα) dSα, (2.6)
T α =
∫
Sα
(x− xα)× (Σm · nˆα) dSα. (2.7)
For a spherical particle subject to the boundary condition of (2.4), the dielectrophoretic
torque T α is easily seen to be zero [116]. However, non-zero dielectrophoretic forces can be
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expected to arise by symmetry breaking even in a uniform external electric field as soon as
several particles are present.
In addition to yielding DEP forces, the electric field also causes the motion of the coun-
terions inside the double layers, driving a steady fluid flow near the particle surfaces. In
the thin Debye layer limit, this induced-charge electro-osmotic flow can be captured by an
effective slip velocity us on the surface of the spheres, which is modeled using the standard
Helmholtz-Smoluchowski equation
uαs (x) = −
εζα(x)
η
E(x) as x ∈ Sα, (2.8)
where ζα(x) now denotes the induced zeta potential corresponding to the induced surface
charge resulting from polarization, and is obtained in terms of the electric potential drop
across the charge cloud surrounding the particle of interest:
ζα(x) = φ
α
0 − φ(x) as x ∈ Sα. (2.9)
For small zeta potentials (ζα  kT/e where kT is the thermal energy and e is the ionic
charge), φα0 is determined to enforce the neutrality condition on sphere α:
∫
Sα
ζα(x) dSα = 0. (2.10)
To determine the fluid velocity u, particle translational velocities Uα and angular veloc-
ities Ωα resulting from both DEP and ICEP, the steady Stokes equations must be solved:
η∇2u =∇p, ∇ · u = 0, (2.11)
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subject to a slip boundary condition on the particle surfaces:
u(x) = uαs (x) +Uα + Ωα × (x− xα) as x ∈ Sα, (2.12)
and to a homogeneous boundary condition far away from the particles: u(x)→ 0 as |x| →
∞. In Equation (2.12), the slip velocity uαs (x) is obtained from the Helmholtz-Smoluchowski
equation (2.8). In addition, we impose a force and torque balance on each particle to close
the system of equations:
∫
Sα
(Σh · nˆα) dSα + F α = 0, (2.13)∫
Sα
(x− xα)× (Σh · nˆα) dSα = 0, (2.14)
where Σh = −pI + η(∇u+∇uT ) is the hydrodynamic stress tensor in the fluid, and F α is
the dielectrophoretic force on particle α given by Equation (2.6). Note that particle and fluid
motions arise from two different forcing terms: the slip velocity uαs on the particle surfaces,
corresponding to ICEP; and the force F α on the particles, corresponding to DEP. Owing
to the linearity of the Stokes equations, both types of motions can be solved for separately
and superimposed. Solutions of (2.11)–(2.14) can again be obtained using boundary integral
methods [107, 116] or asymptotic methods [70, 77, 116].
2.2.2 Pair interactions
The case of two identical spheres in an unbounded domain was analyzed in detail in [116],
and is briefly summarized here. Based on symmetries, it is easily shown that the total force
on and translational velocity of the particle pair is zero, and that both spheres rotate at the
same angular velocity:
F 1 = −F 2, U 1 = −U 2, Ω1 = Ω2. (2.15)
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Furthermore, F 1, U 1 and Ω1 can be expressed in tensorial form as
F 1 = 4piεa
2 F : E0E0, (2.16)
U 1 = (εa/η) M : E0E0, (2.17)
Ω1 = (ε/η) W : E0E0. (2.18)
In Equations (2.16)–(2.18), F and M are two third-order tensors and W is a third-order
pseudotensor; all three are dimensionless and only depend on the geometric configuration
of the two spheres. Note that F arises as a result of DEP only, whereas M and W have
contributions from both DEP and ICEP: M = Mdep + Micep, W = Wdep + Wicep. Defining
R = x2 − x1 as the separation vector between the two spheres pointing from sphere 1 to
sphere 2, their most general form, based on symmetry considerations, can be written in
indicial notation as
Fijk = f(λ)(δijRˆk + δikRˆj) + g(λ)Rˆiδjk + h(λ)RˆiRˆjRˆk, (2.19)
Mijk = l(λ)(δijRˆk + δikRˆj) +m(λ)Rˆiδjk + n(λ)RˆiRˆjRˆk, (2.20)
Wijk = w(λ)ijlRˆlRˆk, (2.21)
where λ = 2a/R ∈ [0, 1] and Rˆ = R/R. In Equations (2.19)–(2.21), ijl is the Levi-Civita
alternating tensor, and f , g, h, l, m, n, and w are seven dimensionless scalar functions of λ.
These functions were previously calculated by Saintillan [116] using the method of reflections,
which is valid for large separation distances (typically λ . 0.6), as well as with the more
accurate method of twin multipole expansions and boundary integral method. Here, we only
report asymptotic results for the translational velocity valid to O(λ4), which will be the basis
for modeling far-field interactions in multiparticle systems in Section 2.3. In particular, the
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functions l, m, and n corresponding to DEP- and ICEP-induced motions were obtained as
ldep(λ) = − 1
32
λ4 +O(λ5), (2.22)
mdep(λ) = − 1
32
λ4 +O(λ5), (2.23)
ndep(λ) =
5
32
λ4 +O(λ5), (2.24)
and
licep(λ) =
11
64
λ4 +O(λ5), (2.25)
micep(λ) = − 9
32
λ2 +
11
64
λ4 +O(λ5), (2.26)
nicep(λ) =
27
32
λ2 − 55
64
λ4 +O(λ5). (2.27)
From the method of reflections [116], it can be shown that multiple reflections only modify
these tensors to order O(λ5) and higher, so that Equations (2.22)–(2.27) correctly describe
the leading-order DEP and ICEP interactions between two widely separated particles even
when other particles are present. The corresponding far-field tensors MdepFF and M
icep
FF can
also be expressed in a more compact form in terms of fundamental solutions of the Stokes
equations:
MdepFF =
1
12
T(R/a) +O(λ5), (2.28)
MicepFF = −
9
8
S(R/a)− 11
24
T(R/a) +O(λ5), (2.29)
where the two third-order tensors S and T = ∇2S are the Green’s functions for a Stokes
dipole and for a potential quadrupole, respectively [62, 77]. In an unbounded domain, these
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10 
Relative motion and pairing dynamics 
• Both DEP and ICEP cause attraction in the direction of the field, 
but repulsion in the transverse direction. 
Radial relative velocity 
Saintillan, Phys. Fluids 20 067104 (2008) 
Tangential relative velocity 
Park & Saintillan, J. Fluid Mech. 662 66-90 (2010) 
• For DEP, the aligned configuration is a stable equilibrium. It is 
unstable under ICEP, or when both DEP and ICEP (DIP)  occur. 
Figure 2.1: (a) Radial and (b) tangential components of the DEP, ICEP, and total relative
velocities between two spheres as functions of the angle Θ between the direction of the
electric field E0 and the separation vector R. Velocities have been scaled by U0 = (εa/η)E
2
0
and are evaluated at R/a = 2.5 (or λ = 0.8) based on the far-field expressions of Equations
(2.28)–(2.29).
are expressed in indicial notation as
Sijk(R) = −δijRk
R3
+
δikRj
R3
+
δjkRi
R3
− 3RiRjRk
R5
, (2.30)
Tijk(R) = − 6
R5
(δijRk + δikRj + δjkRi) + 30
RiRjRk
R7
. (2.31)
The pair dynamics resulting from these interactions were analyzed by [116] and are
summarized in Figure 2.1, showing the radial and tangential components of the relative
velocity U = U 2−U 1 = −2U 1 between two spheres as a function of the angle Θ between the
axis of the two spheres and the direction of the external field (E0·Rˆ = E0 cos Θ). Specifically,
both DEP and ICEP are attractive when the two particles are nearly aligned with the
direction of the electric field, and repulsive when they are aligned in the transverse direction,
as demonstrated by the sign of the radial relative velocity Ur = U · Rˆ in Figure 2.1(a).
This transition from attraction to repulsion is illustrated more clearly in Figure 2.2, where
the critical angle Θc at which the radial velocity changes sign is plotted as a function the
separation distance between the two spheres. Both DEP and ICEP can therefore be expected
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Figure 2.2: Critical value of the angle Θ for which the total radial velocity between two
spheres is zero: Ur = U ·Rˆ = 0, plotted as a function of the separation distance between the
spheres. This critical angle separates configurations for which particle attraction (Ur < 0)
and repulsion (Ur > 0) occur.
to result in particle pairing in the field direction, and in particle separation in the transverse
direction. The two types of motion are however significantly different, as demonstrated by
the tangential component of the relative velocity shown in Figure 2.1(b): in the case of
DEP, the aligned configuration (corresponding to Θ = 0) is a stable equilibrium, whereas
it is unstable for ICEP. In dipolophoresis where both DEP and ICEP occur concurrently,
ICEP is observed to dominate as a result of the slower O(λ2) decay of interactions, so that
paired configurations are unstable. These observations will all be confirmed in simulations in
Section 2.4, where it is found that DEP alone causes particle chaining in the field direction,
whereas DEP and ICEP together only result in transient particle pairings, by which two
particles are attracted in the field direction, briefly pair up, and separate in the transverse
direction.
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2.3 Simulation method
As described next, the analysis of pair interactions of Section 2.2.2 can be used as the starting
point for the simulation of large-scale suspensions of many interacting particles. Specifically,
far-field interactions can be modeled using periodic analogs of Equations (2.28)–(2.29), which
are corrected in the near-field based on twin-multipole expansions, as explained below. These
interactions are also corrected for excluded volume as detailed in Section 2.3.3.
2.3.1 Electric and hydrodynamic interactions
We consider a collection of N spherical particles in a periodic domain of linear dimensions
Lx×Ly×Lz, and assume that the external electric field points in the z-direction: E0 = E0zˆ.
The motion of each particle results from DEP and ICEP interactions with the other N − 1
particles in the domain, as well as with the periodic images of all N particles. Based on the
analysis of Section 2.2, the translational velocity x˙α of a given particle α may be expressed
as
x˙α =
εaE20
η
N∑
β=1
[
M˜
dep
(Rαβ/a) + M˜
icep
(Rαβ/a)
]
: zˆzˆ, α = 1, ..., N (2.32)
where Rαβ = xβ − xα is the separation vector between particles α and β pointing from
particle α to particle β, and where the two tensors M˜ account for DEP and ICEP interactions,
respectively. Specifically, for both DEP and ICEP, M˜ is calculated as follows:
M˜(Rαβ/a) =
 MP (Rαβ/a) if Rαβ ≥ 4a,MP (Rαβ/a)−MFF (Rαβ/a) + MTM(Rαβ/a) if Rαβ < 4a. (2.33)
In Equation (2.33), MP denotes the periodic version of the tensors M
dep
FF and M
icep
FF given in
Equations (2.28)–(2.29), which accounts for far-field interactions of particle α with particle
β and all its periodic images; the method for calculating MP is detailed in Section 2.3.2. As
discussed in Section 2.2.2, these far-field tensors are asymptotically valid to order O(R−4αβ)
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for any pair of two particles α and β, and their use is therefore justified when particles are
sufficiently far apart from each other, in this case when their separation distance is greater
than 4a. This ensures good accuracy as demonstrated by [116]. When particles come closer
together (Rαβ < 4a), for instance during pairing events, the interaction tensors need to be
corrected for near-field interactions. This is achieved in Equation (2.33) by replacing the
far-field tensor MFF for the direct interaction between particles α and β by a more accurate
version MTM calculated by [116] using the method of twin multipole expansions. This
tensor is expressed in the form of (2.20), where the functions l, m and n are obtained using
cubic spline interpolation from previously tabulated values [116]. While the twin-multipole
expansion method cannot capture interactions when particles are almost touching, it still
provides very accurate expressions down to separation distances of the order of Rαβ ≈ 2.05a.
At shorter separations, more accurate expressions could be obtained using lubrication theory.
However, lubrication interactions between two spheres in DEP or ICEP have yet to be
calculated (note that the lubrication theory for one sphere and a planar insulating wall in
ICEP was recently worked out by Abu Hamed & Yariv 2009 [2]).
2.3.2 The smooth particle-mesh Ewald algorithm
The calculation of the sums in Equation (2.32) is a computationally expensive step with
O(N2) operations if performed directly, and can become prohibitive for large values of N .
To accelerate the calculation of these sums, we make use of a smooth-particle mesh Ewald
(SPME) algorithm, which is based on the Ewald summation formula of [63] and on fast
Fourier transforms, and reduces the cost of evaluating interactions to O(N logN). The
SPME algorithm was previously developed by Saintillan, Darve & Shaqfeh [117] for point-
force interactions in Stokes flow (stokeslet interactions), and shares similarities with the
accelerated Stokesian dynamics of [125]. Here, the method of [117] is used and adapted to
model Stokes dipole and potential quadrupole interactions in periodic boundary conditions,
as required by Equations (2.28)–(2.29).
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Specifically, we wish to evaluate sums of the form
us(xα) =
N∑
β=1
SP (xβ − xα) : zˆzˆ, (2.34)
ut(xα) =
N∑
β=1
TP (xβ − xα) : zˆzˆ, (2.35)
for α = 1, ..., N , where SP and TP denote the periodic versions of the Green’s functions for
a Stokes dipole and a potential quadrupole, respectively. Recalling that SP = ∇KP and
TP = ∇2SP where KP is the periodic Oseen-Burgers tensor (or Green’s function for a periodic
array of point forces in Stokes flow), and making use of the known Ewald summation formula
for KP [63, 117], Equations (2.34)–(2.35) can be recast into the following Ewald summations:
us(xα) =
∑
p
N∑
β=1
As(ξ,xβ − xα + p) : zˆzˆ +
∑
k 6=0
e−2piik·xαS(k)Bs(ξ,k) : zˆzˆ, (2.36)
ut(xα) =
∑
p
N∑
β=1
At(ξ,xβ − xα + p) : zˆzˆ +
∑
k 6=0
e−2piik·xαS(k)Bt(ξ,k) : zˆzˆ. (2.37)
In Equations (2.36)–(2.37), the first sums, or real sums, are over all the particle positions xβ
and their periodic images (as denoted by the lattice vectors p). The second sums, or Fourier
sums, are over wavevectors k and involve the structure factor S(k) of the suspension [37]:
S(k) =
N∑
β=1
exp(2piik · xβ). (2.38)
The parameter ξ in Equations (2.36)–(2.37), called Ewald coefficient, determines the relative
importance of the real and Fourier sums; it is user-defined and is chosen to minimize the
overall cost of the algorithm. The convolution kernels As, At, Bs, and Bt are third-order
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tensors and can be obtained analytically in indicial notation as
Asijk(ξ,x) =− piξ−3/2ψ1/2(pix2/ξ)(4δijxk − δikxj − δjkxi)
+ 2pi2ξ−5/2ψ3/2(pix2/ξ)(x2δijxk − xixjxk),
(2.39)
Atijk(ξ,x) = 2pi
2ξ−5/2ψ3/2(pix2/ξ)(28δijxk − 7δikxj − 7δjkxi)
− 4pi3ξ−7/2ψ5/2(pix2/ξ)(13x2δijxk − x2δikxj − x2δjkxi − 9xixjxk)
+ 8pi4ξ−9/2ψ7/2(pix2/ξ)(x4δijxk − x2xixjxk),
(2.40)
and
Bsijk(ξ,k) = −2pi2i ξ2τ−1ψ1(piξk2)(k2δijkk − kikjkk), (2.41)
Btijk(ξ,k) = 8pi
2i ξ2τ−1ψ1(piξk2)k2(k2δijkk − kikjkk). (2.42)
In Equations (2.39)–(2.42), x2 and k2 stand for |x|2 and |k|2 respectively, τ = Lx ×Ly ×Lz
is the volume of the periodic cell, and ψν denotes the incomplete Γ-function of order ν [1].
In particular,
ψ1(x) =
exp(−x)
x2
(1 + x), ψ1/2(x) =
exp(−x)
x
+
√
pi
2x3/2
erfc(
√
x), (2.43)
and the other functions are obtained using the recursion formula: xψν = exp(−x) + νψν−1.
Note that all tensors As, At, Bs, and Bt decay exponentially, so that the sums in Equa-
tions (2.36)–(2.37) converge exponentially. In SPME, these are evaluated as follows (see [117]
for more details). The Ewald coefficient ξ is chosen so as to make all the terms in the real
sums negligible beyond a fixed cutoff distance rc: this allows truncation of these sums after
a finite number of terms independent of the system size, resulting in an O(N) cost for the
evaluation of the real sums at all particle positions. For the second sums, or Fourier sums,
the particle distribution is assigned to a Cartesian grid by B-spline interpolation [37, 29],
and then transformed to Fourier space using the fast Fourier transform algorithm, yielding
29
the structure factor S(k). The structure factor is then multiplied by the convolution kernels
Bs and Bt. The inverse Fourier transform is applied, and interpolation is used to determine
the values of the Fourier sums at the particle locations. The cost of the evaluation of the
Fourier sums is limited by the fast Fourier transform algorithm, which scales as O(K. logK)
with the number K of grid points (or Fourier modes). This number is typically chosen to be
proportional to the number of particles N , resulting in an O(N logN) overall cost for the
evaluation of the velocities in Equations (2.34)–(2.35), or equivalently for the evaluation of
(2.32).
2.3.3 Time marching and contact algorithm
Having determined all the particle velocities x˙α (α = 1, ..., N) using Equation (2.32) and
the SPME algorithm, particle positions are advanced in time using a second-order Adams-
Bashforth time-marching scheme, with an explicit Euler scheme for the first time step. A
fixed time step ∆t is used, and is chosen so as to ensure that particles only travel a fraction
of the mean interparticle distance during one integration step.
Because lubrication interactions are not included, and because of the use of finite time
steps, hydrodynamic interactions are not sufficient to prevent particle overlap. In many
simulation methods for particle dynamics at low Reynolds number, including Stokesian dy-
namics and its variants, particle overlap is avoided by introducing short-range repulsive forces
that act when particles are close to contact (e.g. [94, 22]). These short-range forces, while
efficiently preventing overlaps, are only an approximation to the actual hard-sphere poten-
tial between two solid particles, and may introduce spurious dynamics in the near-contact
particle motions.
Here, we develop a contact algorithm, which also efficiently prevents overlaps without
introducing any additional long-distance interactions. At each discrete time tn, we denote
by ∆xnα = x
n+1
α − xnα the displacement of particle α during the next time step if particle
overlapping is ignored (i.e. if particle positions are simply advanced according to the veloc-
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ities calculated in Section 2.3.1). For each particle α, the set of particles β (β = 1, ...,M)
that will overlap with α after performing this step can be determined, by checking whether
|xn+1β − xn+1α | > 2a. In most situations, M = 1 corresponding to a pair of overlapping
particles, but in some cases M can be as large as 2 or 3, corresponding to a small cluster of
overlapping particles. For each particle β with which overlap will occur, the fraction of ∆t
after which surface contact actually occurs assuming that the particles move at a constant
velocity during the time step is calculated: this collision time, denoted ∆tαβc , is obtained by
solving the quadratic equation
|xnα − xnβ + (∆xnα −∆xnβ)∆tαβc /∆t|2 = (2a)2, (2.44)
Equation (2.44) has two solutions for ∆tαβc , but only one in the interval [0,∆t]: this solution
is the relevant root and is chosen for ∆tαβc . Next, the particles β = 1, ...,M are sorted by
increasing values of ∆tαβc , i.e. such that ∆t
α1
c ≤ ... ≤ ∆tαβc ≤ ... ≤ ∆tαMc . Finally, particle α
is moved back to its original position xnα and advanced according to the following expression:
xn+1α = x
n
α +
M∑
β=1
Rˆ
n
αβRˆ
n
αβ ·
[
β−1∏
γ=1
(I− RˆαγRˆαγ)
]
·∆xnα ×
∆tαβc
∆t
+
[
M∏
β=1
(I− RˆαβRˆαβ)
]
·∆xnα,
(2.45)
where Rˆαβ is the unit vector pointing from sphere α to sphere β. In the summation term
corresponding to β = 1, the product over γ is simply replaced with the identity tensor.
Equation (2.45) simply states that particle α is moved only a fraction ∆tαβc /∆t of the full
time step in the direction in which overlap would otherwise occur with particle β; the particle
position, however, is still advanced a full step in the normal directions. This algorithm can
be verified to prevent all overlaps (within roundoff errors) and to effectively model a hard-
sphere potential without introducing unphysical long-distance interactions as would be the
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case with a soft potential.
In all the following discussion, governing equations and physical quantities are made
dimensionless using the particle radius a as a characteristic length scale and the nonlinear
velocity scale εaE20/η with which both DEP and ICEP motions scale as can be seen from
Equation (2.32).
2.4 Results and discussion
We now present results from large-scale simulations performed with the algorithm described
above. Most of the data shown here were obtained in large-scale suspensions of 1000 to 3000
spheres, with the exception of Figures 2.3–2.5, where only 100 particles were simulated for
ease of visualization. We first describe results on the suspension microstructure under DEP
alone and under DIP in Section 2.4.1, and then analyze hydrodynamic diffusion and particle
velocity statistics in Sections 2.4.2 and 2.4.3.
2.4.1 Particle dynamics and microstructure
Dynamics under dielectrophoresis
Prior to presenting simulation results for particle dynamics under both DEP and ICEP, we
first describe simulations obtained with dielectrophoresis alone (in the absence of induced-
charge electrophoresis). This situation would be relevant to the case of non-polarizable
particles, and may also qualitatively describe the case of dielectric particles for which ICEP
is typically much weaker if not negligible [130]. The anticipated effect in this case is the
formation of particle chains as a consequence of the electric interactions between the induced
dipoles on the particles: this particle chaining has been known for a long time and was
previously characterized in both experimental and theoretical studies (e.g. [42, 106, 73]).
This chaining is also clearly expected from the analysis of Section 2.2.2 and based on Figure
2.1, where we found that DEP interactions are attractive in the direction of the electric
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Figure 2.3: Particle distributions in a suspension of 100 spheres undergoing DEP alone in a
periodic box of dimensions Lx × Ly × Lz = 203 (volume fraction φ = 5.24%) at times (a)
t = 0 (random initial distribution), and (b) t = 520. As expected, DEP forces give rise to
the formation of particle chains in the direction of the electric field.
field, and that the aligned (‘chained’) configuration is a stable equilibrium in the case of two
particles, unlike under ICEP interactions for which it is unstable. Figure 2.3 shows typical
particle dynamics observed under DEP only. Starting from a random initial distribution
(Figure 2.3(a)), dielectrophoretic interactions cause particle configurations to rearrange,
leading to the formation of long chains in the direction of the electric field (Figure 2.3(b)).
Eventually, chain growth becomes limited by the height of the simulation box and saturates.
Also note that the motions resulting in this chain formation are quite slow (compared for
instance to ICEP induced motions, see Section 2.4.1), and do not result in random particle
motions or hydrodynamic diffusion: once the chains are formed the particles enter a frozen
state where little to no motion occurs. Because particle chaining under DEP is a well-
known phenomenon that has been well characterized in the past, we now turn our focus
more specifically on dipolophoresis, in which case the combined effects of DEP and ICEP
are found to result in qualitatively different dynamics.
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Figure 2.4: Particle distributions in a suspension of 100 spheres undergoing DIP (both DEP
and ICEP) in a periodic box of dimensions Lx×Ly×Lz = 203 (volume fraction φ = 5.24%)
at times (a) t = 0 (random initial distribution), and (b) t = 400. DIP is found to result in
the formation of transient particle clusters, as seen in (b).
Dynamics under dipolophoresis
The dynamics in a suspension undergoing both DEP and ICEP are illustrated in Figure 2.4.
Starting from an initial random distribution, particles are found to undergo random chaotic
motions as a result of DIP interactions: these motions constantly cause particle configu-
rations to rearrange, but do not lead to the formation of chains as in the case of DEP
interactions only (Figure 2.3). Figure 2.4(b) also suggests that these particle configurations
are not entirely random but exhibit clusters and depleted regions, which are transient and
constantly break up and reform with time. These effects are more easily seen in Figure 2.5,
which shows the dynamics in a two-dimensional particle monolayer. In this geometry, parti-
cle motions are seen to be characterized by frequent particle pairings, by which two particles
are attracted in the direction of the electric field, pair up, and separate in the perpendicular
direction. These frequent pairings in turn result in the formation of transient clusters as
mentioned previously, and of clarified regions (Figure 2.5(b)).
The observed transient pairings are a direct consequence of the pair dynamics previously
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(b)(a)
Figure 2.5: Two-dimensional particle distributions in a monolayer of 100 spheres undergoing
DIP (both DEP and ICEP) in a periodic box of dimensions Lx×Ly×Lz = 50×3×50 (volume
fraction φ = 5.59%) at times (a) t = 0 (random initial distribution), and (b) t = 280. The
electric field points in the vertical direction. At t = 280, a nonuniform particle distribution is
observed as a result of DIP interactions, with small clusters surrounded by clarified regions.
described by Saintillan [116] and in Section 2.2.2. DIP interactions indeed result in attrac-
tion in the direction of the electric field; the aligned configuration, however, is an unstable
equilibrium when both DEP and ICEP occur, causing the particle pair to rotate and reorient
in a direction perpendicular to the electric field. In this configuration, interactions become
repulsive and cause the particles to separate. These pairing events are qualitatively similar
to those previously predicted by Saintillan, Darve & Shaqfeh [118] in suspensions of rodlike
particles, which were also observed experimentally by Rose et al. [114]. Note, however, that
in the case of high-aspect-ratio rodlike particles, DEP interactions can be neglected with
respect to ICEP, owing to their scaling with the square of the inverse aspect ratio [118].
These pairing events are further illustrated in Figure 2.6, showing the time evolution of
the distance from a test particle to its nearest neighbour over the course of three simulations
at three distinct volume fractions φ. In each case, the minimum distance constantly fluctu-
ates between a value of approximately two particle radii, corresponding to near contact, i.e.
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Figure 2.6: Separation distance from a test sphere to its nearest neighbour as a function of
time in suspensions undergoing DIP, at volume fractions (a) φ = 0.98%, (b) φ = 3.02%, and
(c) φ = 7.85%. In each case, the dotted line shows the mean interparticle distance aφ−1/3. As
volume fraction increases, fluctuations become more rapid indicating more frequent particle
pairings.
pairing, and a larger value of the order of the mean interparticle distance aφ−1/3 for each
given volume fraction. As volume fraction increases, the characteristic pairing frequency, or
dominant frequency of the fluctuations in Figure 2.6, is found to increase significantly, an
effect that can be attributed to the lower mean separation distance which facilitates pairings,
and to the stronger magnitude of DIP interactions in more concentrated suspensions.
The effects of pairings on the local microstructure of the suspensions may be investigated
more quantitatively by calculating pair distribution functions p(r, z) in cylindrical coordi-
nates (with r2 = x2 + y2), giving the probability of finding a particle at position (r, z) if
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Figure 2.7: Pair distribution functions in suspensions of 1200 spheres undergoing DIP at
volume fractions (a) φ = 1.5% and (b) φ = 11.7%. The black region inside the white
quarter-circle corresponds to the region of excluded volume. Bright regions result from
particle pairings in the direction of the electric field, while the depletion region along the
horizontal axis is a consequence of the strong particle repulsion that occurs when two spheres
are side by side.
a particle is located at the origin. Note that p(r, z) is axisymmetric and symmetric with
respect to the horizontal xy-plane. Figure 2.7 shows two pair distribution functions at two
different volume fractions, obtained from simulations. The black region inside the circle
of radius 2a corresponds to excluded volume. The pair distributions are characterized by
sharp peaks near the z-axis (pole of the particles), corresponding to a high probability of
finding two particles aligned or nearly aligned in the direction of the electric field: these
peaks are a direct consequence of the particle pairings described above. Conversely, the pair
distributions also exhibit depletion regions near the equator, as demonstrated by the dark
regions that extend radially about z = 0: these depletions are due to the repulsion that
occurs when two particles are side by side. The two distributions at two different volume
fractions are qualitatively very similar. Yet, it is found that the pairing region becomes less
sharp as concentration increases; this is the likely consequence of the stronger hydrodynamic
fluctuations occurring in concentrated suspensions, which result in stronger particle diffu-
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Figure 2.8: Particle occupancy distributions for 〈N〉 = 5 in a suspension of volume fraction
(a) φ = 0.37% and (b) φ = 2.45% undergoing DIP. The plots show the initial and steady-
state distributions, as well as the Poisson distribution of Equation (2.46). For both volume
fractions, DIP interactions result in a broadening of the distributions, corresponding to an
increase in number fluctuations as a result of particle clustering.
sion as discussed in Section 2.4.2 and therefore somewhat hinder clear pairings. Note that
the results of Figure 2.7 are also consistent with previous theoretical, computational, and
experimental findings made on suspensions of rodlike particles [118, 114].
While the pair distribution functions of Figure 2.7 characterize the effect of particle pair-
ings on pair configurations, it is also obvious from the distributions of Figures 2.4 and 2.5
that DIP also results in a nonuniform and nonrandom microstructure on larger length scales,
as demonstrated by the presence of particle clusters and clarified regions. To further inves-
tigate this feature, we present results for particle occupancy statistics, which characterize
number density fluctuations at arbitrary scales. Specifically, given a cubic interrogation cell
of a given fixed volume V , we expect the mean number of particles inside the cell to be
given by 〈N〉 = φV/Vp where φ is the volume fraction and Vp = 4pia3/3 is the volume of
one sphere. In practice, when such a cell is positioned arbitrarily inside the simulation box,
it will contain a number N of particles that may differ from the expected value 〈N〉. The
distribution P (N) of this number of particles at a given 〈N〉 (or equivalently a given cell vol-
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ume V ) characterizes number density fluctuations with respect to a perfectly homogeneous
suspension. In a random suspension with particle positions obeying Poisson statistics, this
distribution is known exactly and given by
P (N) =
〈N〉Ne−〈N〉
N !
. (2.46)
Figure 2.8 shows the distribution P (N) measured in the simulations for an interrogation cell
containing 〈N〉 = 5 particles on average. The two plots correspond to two volume fractions φ,
and show occupancy statistics at t = 0 (initial random distribution) and at steady state under
DIP; they also compare these distributions to the Poisson distribution of Equation (2.46). At
the lower volume fraction of φ = 0.37% (Figure 2.8(a)), the initial random distribution is well
captured by a Poisson distribution as expected since excluded volume plays a negligible role
in very dilute suspensions. However, at steady-state the distribution is found to depart from
Poisson statistics: specifically the distribution is slightly broader, corresponding to larger
number fluctuations on the scale of the interrogation box than in a random suspension, as
expected from Figures 2.4(b) and 2.5(b). At the higher volume fraction of φ = 2.45% (Figure
2.8(b)), similar trends are observed. In this case the initial distribution departs slightly from
Poisson statistics, which is a consequence of excluded volume, which prevents strong number
fluctuations; however, under dipolophoresis, the distribution is found to broaden as well, as
a result of particle clustering under DEP and ICEP interactions.
The departure from a random distribution as result of interactions is also made more
quantitative in Figure 2.9, showing the standard deviation σN of the distributions P (N) as
a function of the expected mean 〈N〉, for a given volume fraction. The standard deviation
is found to be well captured by a power law: σN ≈ 〈N〉0.525, which can be compared to the
theoretical exponent of 1/2 for a Poisson distribution. This confirms that interactions under
DIP result in larger number fluctuations than in random suspensions. The departures from
the Poisson law, in both Figures 2.8 and 2.9, remain however very weak, for instance com-
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Figure 2.9: Standard deviation σN of the number of particles versus 〈N〉 in a suspension of
volume fraction φ = 0.37% under DIP. The standard deviation is well captured by a power
law σN ≈ 〈N〉0.525 (full line), which exceeds the Poisson law σN = 〈N〉1/2 (dotted line).
pared to other suspension flows such as sedimentation, where strongly non-Poisson statistics
have been reported in some cases (e.g. [82, 15]).
2.4.2 Hydrodynamic dispersion
Because of the frequent transient particle pairings that take place under DIP, particles in
the suspension follow trajectories in space analogous to random walks. This is most easily
seen in Figures 2.4 and 2.5, and is also illustrated in Figure 2.10, showing the trajectory of
a sample particle in the two-dimensional simulation of Figure 2.5. The trajectory is found
to be random and chaotic; it exhibits smooth sections over which the particle meanders in
space, separated by ‘kinks’ or sharp turns, which correspond to particle pairings. Over long
times, such trajectories can be expected to result in an effective diffusive motion, the origin
of which is not thermal but is hydrodynamic in nature. Hydrodynamic diffusion is common
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Figure 2.10: Typical particle trajectory in the simulation of Figure 2.5. The particle is found
to follow a random walk in space, with a trajectory exhibiting smooth sections separated by
sharp turns corresponding to particle pairings.
in suspensions of hydrodynamically interacting particles (e.g. [61, 31, 105]), and has already
been reported in suspensions of rodlike particles under ICEP [118, 114].
To quantify hydrodynamic diffusion under DIP, mean-square particle displacements were
calculated versus time, and typical curves are shown in Figure 2.11. As is usual for hydro-
dynamic diffusion, these curves exhibit an initial ballistic regime in which the mean-square
displacements grow quadratically with time. After a few particle-particle interactions, par-
ticle motions start decorrelating in time, and a transition to a diffusive regime is observed,
with a linear growth of the mean-square displacements. The transition between these two
regimes is particularly clear in the log-log plot of Figure 2.11(b). From these curves, an
effective hydrodynamic diffusion tensor D can be evaluated as
D = lim
t→∞
1
2
d
dt
〈(x(t)− x0)(x(t)− x0)〉, (2.47)
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Figure 2.11: Mean-square displacement curves in the x- and z-directions as functions of time:
(a) linear plot, and (b) log-log plot. The log-log plot clearly shows an initial quadratic growth
corresponding to ballistic motion, followed by a transition to a linear growth corresponding
to hydrodynamic diffusion at long time. An effective hydrodynamic diffusion tensor can be
inferred by 〈(x(t)− x0)(x(t)− x0)〉 ∼ 2Dt as t→∞.
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Figure 2.12: Hydrodynamic diffusivities in the directions parallel (z-direction) and perpen-
dicular (x-direction) to the electric field as functions of volume fraction. The diffusivities
were determined using mean-square displacement curves and Equation (2.47).
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where the angle brackets denote an ensemble average over all particles and several realizations
of the same simulation. As expected from Figure 2.11, the tensor D is anisotropic, with
stronger diffusivities arising in the electric field direction than in the perpendicular directions:
Dzz > Dxx = Dyy. The dependence of the diffusivities on suspension volume fraction is
shown in Figure 2.12, where the diffusivities are scaled by εa2E20/η. In the dilute to semi-
dilute regime (φ . 5%), diffusivities are observed to grow with volume fraction, following
a power law with exponent ≈ 0.25. Around φ ≈ 5%, the diffusivities are found to reach
a maximum, followed by a significant decrease at higher concentrations. The increase at
low volume fractions is easily explained by the increase in the magnitude of particle-particle
interactions with concentration. The subsequent decrease, however, is less easily explained,
but may be a consequence of excluded volume interactions, which become significant and
may hinder particle diffusion in concentrated suspensions. Over the entire range of volume
fractions shown in Figure 2.12, the ratio Dzz/Dxx of the diffusivities in the field direction and
perpendicular directions is found to remain roughly constant and equal to ≈ 3.2. Note that
all of these results are qualitatively consistent with the previous study of [118] on suspensions
of rodlike particles under ICEP, where a similar diffusivity increase had been reported at
low volume fractions.
2.4.3 Velocity statistics
We finish by reporting results on particle velocity statistics in the simulations. While DIP
does not result in any net particle motions (in fact, the mean particle velocity over the whole
suspension is exactly zero at all times), it does result in significant velocity fluctuations as a
result of interactions. Typical velocity distributions in the z- and x-directions at two different
volume fractions are shown in Figure 2.13, where they are normalized to have an integral
of 1, and are compared with Gaussian distributions with the same variance. Consistent
with our findings on the diffusivities in Section 2.4.2, we find that particle velocities are
larger in the field direction than in the perpendicular directions, and that their typical
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Figure 2.13: Particle velocity distributions in the x- and z-directions in suspensions undergo-
ing DIP at a volume fraction of (a)–(b) φ = 1.5%, and (c)–(d) φ = 11.7%. The distributions
are compared to Gaussian distributions with the same variance (dotted curves).
magnitude increases with volume fraction. While the velocity distributions are well captured
by Gaussian distributions at low velocity magnitudes, they also exhibit broad tails that are
clearly non-Gaussian, especially in the directions perpendicular to the electric field. This
observation is not too surprising considering the simulations are not in thermal equilibrium.
Velocity fluctuations are quantified more precisely in Figure 2.14, showing the standard
deviation of the particle velocities in the field and perpendicular directions as functions of
volume fraction. As expected, the fluctuations are found to be larger in the direction of
the electric field, and they are also found to grow with volume fraction in the dilute and
semi-dilute regimes, according to an approximate power law with exponent ≈ 0.46. Beyond
φ ≈ 7%, they are found to saturate and eventually decay as φ increases further, in qualitative
agreement with the behavior observed on the particle diffusivities in Figure 2.12.
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Figure 2.14: Standard deviations of particle velocities in the x- and z-directions as functions
of volume fraction, in suspensions undergoing DIP.
2.5 Concluding remarks
We have presented a theoretical and computational study of particle motions resulting
from electric and hydrodynamic interactions under dipolophoresis (or combination of dielec-
trophoresis and induced-charge electrophoresis) in suspensions of ideally polarizable spheres
in a uniform externally applied electric field. Based on the previous study of [116], we first
analyzed pair interactions, which are found to be attractive in the direction of the electric
field, but repulsive in the transverse direction. While DEP alone is found to result in particle
chaining, with a stable equilibrium for two particles aligned in the direction of the electric
field, this equilibrium becomes unstable when ICEP occurs as well, so that chaining should
not occur. Instead, transient particle pairings are predicted, by which two particles are
attracted in the direction of the field, pair up, and separate in a perpendicular direction.
To confirm this analysis and investigate the effects of these interactions when many
particles are present, an algorithm was developed to simulate large-scale sphere suspensions
with periodic boundary conditions. The simulation method includes far-field and near-
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field DEP and ICEP interactions, steric effects via a contact algorithm, and is accelerated
using an efficient smooth-particle mesh Ewald algorithm [117]. Simulations in suspensions
undergoing DEP alone (no induced-charge electrophoresis) exhibit the formation of long
particle chains in the direction of the field, the growth of which is eventually limited by
system size: this chaining is consistent with the analysis of pair interactions, and is a well-
known phenomenon that has been characterized in the past. When ICEP occurs as well
(i.e. under dipolophoresis), the chaining is found to disappear altogether, and is replaced
by transient particle pairing events, in agreement with previous studies on rod suspensions
[118, 114]. These pairings are found to result in nonuniform pair distribution functions
with peaks near the particle poles and depletions near the equators; in addition, they also
lead to a nonuniform microstructure, with the formation of transient clusters and clarified
regions, as demonstrated by the large number fluctuations measured in the simulations,
which exceed those of a random suspension. In addition, these motions result in significant
velocity fluctuations and in hydrodynamic diffusion at long time, both of which are found
to become stronger with volume fraction in the dilute and semi-dilute regimes.
The interactions in this study are likely to play a role in all applications in which po-
larizable particles are placed in an external electric field, including in electrophoresis. They
have often been overlooked in the past on the basis that they scale quadratically with the
electric field strength and therefore should be negligible compared to electrophoretic mo-
tions in weak fields. However, the typical magnitude of DIP-induced motions is O(εaE20/η),
while electrophoretic motions scale with O(εζE0/η) where ζ is the native zeta-potential of
the particles: DIP should therefore become significant when aE0/ζ ∼ O(1). In a typical
microfluidic experiment for which a ∼ 1–10 µm, ζ ∼ 10–100 mV, and E0 ∼ 10–100 V/cm,
we expect aE0/ζ ∼ 0.01–10, which suggests that DIP will often play a role. In particular,
the classic prediction that linear electrophoresis does not result in any relative motions is
likely to prove wrong in many experiments, where velocity fluctuations and hydrodynamic
diffusion are likely to arise as a result of DIP. While the present study focused on ideally po-
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larizable particles, such as metallic colloids for instance, many microfluidic applications use
dielectric particles which are only weakly polarizable. In this case, the expected qualitative
difference will be the relative importance of DEP and ICEP: ICEP was previously shown
to become much weaker in this case [32, 130, 157], so that interactions overall will also be
weaker, and particle chaining may still arise as a result of DEP depending on the type of
particles used.
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Chapter 3
Electric-Field-Induced Ordering and
Pattern Formation in Colloidal
Suspensions
3.1 Introduction
The ability to manipulate particles at the micro- and nano-scales is critical to many lab-on-
a-chip devices. To this end, electric fields offer a simple and efficient method for controlling
particle motions, and are commonly used in a wide range of applications including directed
assembly and nanomanufacturing [156, 151, 149], cell and macromolecular sorting [68, 150],
particle trapping [24, 25], among others. Particle motion can be achieved via several types
of electrokinetic phenomena, the simplest of which is electrophoresis (EP) [122], or linear
motion of a charged particle in an applied electric field. More exquisite control is sometimes
possible using nonlinear electrokinetics, and specifically dielectrophoresis (DEP) [106, 75],
in which particle motion occurs along field gradients.
When several particles are subject to an external field, electric and hydrodynamic inter-
actions between them may arise and result in relative motions, possibly yielding unexpected
or undesirable effects. One such well-documented phenomenon is particle chaining [42, 73],
which occurs as a result of dipolar interactions between particles, an effect closely related to
DEP [116, 97], as also seen in Section 2.4.1. The resulting chains are also known to interact
and sometimes coalesce [58, 59, 86, 55, 43], leading to the formation of larger structures
[87, 30]. The phases that result from these interactions can be highly complex and have yet
to be fully characterized [79].
Particle chaining due to dipolar interactions has received much attention in the fields
of electro- and magnetorheology [87, 4, 50, 60, 100, 110, 144, 56, 57], as the chains and
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complex structures that form owing to interactions have a strong impact on the effective
viscosity of colloidal suspensions. Specifically, structure formation results in a strong vis-
cosity enhancement that is reversible and controlled by the applied external field. Such
electrorheological fluids find a wealth of applications in engineering, where they are used for
instance in electromechanical actuators. As their mechanical response is directly related to
their microstructure, a good understanding of the structure formation in these systems is of
fundamental interest for the design of such devices.
In this Chapter, which is motivated by two recent and similar sets of experiments by
Kumar et al. [80] and Agarwal and Yethiraj [7], we investigate the long-time dynamics in
dilute to semi-dilute colloidal suspensions placed in a uniform alternating (AC) electric field
between two parallel flat electrodes. Both experimental studies found that the rapid chain
formation due to dipolar interactions was followed by a very slow coarsening process, in
which large-scale particle-free voids enclosed by particle-rich walls nucleated in the suspen-
sions, leading at steady state to unusual mesoscale cellular patterns previously unobserved
in simulations. They speculated that this coarsening and pattern formation were the conse-
quence of chain-chain interactions, although detailed modeling of this phenomenon remains
lacking.
We present results from large-scale numerical simulations of semi-dilute suspensions of
colloidal spheres subjected to an AC electric field under confinement, with the aim of elu-
cidating this effect [80, 7]. Using a detailed algorithm presented in Section 3.2, we are able
to probe a long range of time scales in suspensions of realistic sizes. Simulation results are
presented in Section 3.3, and indeed reproduce for the first time the steady-state cellular
structures reported in experiments. Our simulations demonstrate that dipolar interactions
are the driving force for this pattern formation, and the effects of volume fraction, electrode
spacing, and electric field strength are analyzed. We show that suspension microstructure
can be tuned by adjusting these parameters, yielding a rich variety of phases including ran-
dom distributions, isolated chains, hexagonal sheets, columnar structures, and ordered cell
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patterns. We conclude in Section 3.4.
3.2 Model and methods
We consider a suspension of N identical spherical particles of radius a, suspended in a viscous
electrolyte (with permittivity ε and viscosity η) between two parallel flat electrodes. The
suspension is doubly-periodic in the x-y plane of the electrodes, but nonperiodic along z, and
we denote by Lx, Ly, Lz the unit cell dimensions (where Lz is also the electrode spacing).
The particles are assumed to be charged and non-polarizable, a good approximation for
dielectric colloids, and fully screened by Debye layers of characteristic thickness λD  a: in
this regime, the particles and their Debye layers behave like insulators, and their permittivity
does not play a role. A voltage difference is applied between the electrodes and generates a
uniform AC electric field E0(t) = ±E0zˆ given by a square wave of frequency f . The field
frequency is assumed to be such that f  D/λ2D (where D is the characteristic diffusivity
of the ions in the electrolyte), and f  εζE0/aη (where ζ is the particle zeta potential),
so that: (i) the Debye layers are assumed to remain at equilibrium, and (ii) the linear EP
motion of the particles is negligible. This corresponds to high-frequency fields (f ∼ 1 MHz),
which was indeed the regime investigated in Kumar et al. [7]. Under these assumptions,
the motion of the particles results entirely from nonlinear dipolar interactions and Brownian
motion.
The method of simulation is based on the calculation of pair interactions of Saintillan
[116] and on the numerical algorithm described in detail in Section 2.3. Particle positions
are advanced using a Langevin equation, which models the displacement of a given particle
α over a time step of length ∆t as a result of dipolar interactions and Brownian fluctuations
as
∆xα = Uα∆t+
√
2kBT∆t
6piηa
w, (3.1)
where Uα is the deterministic particle velocity arising from particle-particle interactions,
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kBT is the thermal energy of the solvent, and w is a random vector whose components
follow a Gaussian distribution with zero mean and unit variance.
The interaction velocity Uα is obtained based on a pairwise model in Section 2.2.2 and
is expressed as
Uα =
εaE20
η
N∑
β=1
M(Rαβ/a) : zˆzˆ, (3.2)
where M is a third-order dimensionless tensor capturing the interaction of particles α and
β. M is a function of the relative configuration of the two spheres, and more specifically of
their separation vector Rαβ = xβ − xα. Based on symmetries, it is possible to show that
its calculation only involves three scalar functions of the dimensionless inverse separation
distance λαβ = 2a/|Rαβ| [116], which have previously been calculated using the method
of reflections and the more accurate method of twin multipole expansions. For two widely
separated spheres, the method of reflections yields the following far-field expression for the
tensor M:
MFF (R/a) =
1
12
T(R/a) +O(λ5), (3.3)
where T denotes the Green’s function for a potential quadrupole, and is given in index
notation as
Tijk(R) = − 6
R5
(δijRk + δikRj + δjkRi) + 30
RiRjRk
R7
. (3.4)
In the simulations, we use a periodic version of Equation (3.3), which accounts for interac-
tions of particle α with particle β inside the computational domain, as well as with all the
periodic images of particle β in the x- and y-directions. If particles α and β become close
to each other (typically when |Rαβ| < 4a), the asymptotic expression Equation (3.3) for
the interaction tensor becomes inaccurate, and MFF is replaced by a near-field tensor MNF ,
which was calculated by Saintillan [116] using the method of twin multipole expansions and
is accurate down to separation distances of the order of |Rαβ| ≈ 2.05a. Note that the veloc-
ity Uα obtained by Equation (3.2) accounts for both electric and hydrodynamic interactions
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between particles, but does not capture long-range interactions with the electrodes. Such
interactions, which may have an effect on particle dynamics in the direct vicinity of the
electrodes [112], will be included in future work (Chapter 6).
The direct calculation of the sums in Equation (3.2) is computationally intensive with
a complexity of O(N2) if performed directly. To accelerate the calculation of these sums,
we use the fast smooth-particle-mesh Ewald algorithm previously developed by Saintillan
et al. [117] for Stokes point force interactions, and extended to potential quadrupole inter-
actions in Section 2.3.2. This algorithm, which is based on the Ewald summation formula
of Hasimoto [63], makes use of fast Fourier transforms, thereby reducing the cost of eval-
uating Equation (3.2) to O(N logN). This allows us to simulate large systems over very
long time scales, which is necessary in order to observe the pattern formation reported in
the experiments of Kumar et al. [80] and Agarwal and Yethiraj [7], as we demonstrate in
Section 3.3.
Because lubrication interactions are not included in the present model, and because of
the use of finite time steps, care must be taken to prevent particle overlaps. To this end,
we use a contact algorithm developed in Section 2.3.3, which can be shown to prevent all
overlaps within roundoff errors without introducing any unphysical long-range interactions,
as would be the case with a soft potential. A similar algorithm is also employed to capture
excluded volume interactions with the cell electrodes and prevent particles from leaving the
domain.
In the following, all variables are made dimensionless using the following length, velocity,
and time scales:
lc = a, uc =
εaE20
η
, tc =
η
εE20
. (3.5)
Upon nondimensionalization of Equation (3.1), a single dimensionless parameter emerges
that compares the relative magnitude of particle convection as a result of dipolar interactions
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Figure 3.1: Snapshots of particle distributions in a suspension of 2000 spheres in a cell of
dimensions Lx × Ly × Lz = 452 × 20.5 (Pe = ∞, φ = 20%) at times (a) t = 0 (random
distribution), and (b) t = 1400. (c) Zoom on a particle sheet in the configuration of (b).
dd) Time evolution of the suspension in the x-y plane.
and Brownian diffusion. This electric Pe´clet number, defined as
Pe =
εa3E20
kBT
, (3.6)
is also often referred to as the dipole strength in the electrorheological literature [50].
3.3 Results
3.3.1 Pattern formation
We first consider the case of negligible Brownian motion (Pe = ∞), and Figure 3.1 shows
snapshots from a simulation at a volume fraction of φ = 20% in a cell of thickness Lz = 20.5.
Starting from a random distribution, the electric field is applied at t = 0 and quickly leads
to particle chaining in the z-direction. This process occurs on a fast time scale (t ≈ 200),
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Figure 3.2: (a) Steady-state configuration in a non-Brownian suspension of 2000 spheres in
a cell of dimensions Lx × Ly × Lz = 62.52 × 10.5 (Pe =∞, φ = 20%). (b) Two-dimensional
Fourier transform of (a). (c) Circumferentially averaged intensity profile from (b). The
dominant wavenumber corresponds to the characteristic distance dc between structures. (d)
Characteristic distance dc as a function of electrode spacing Lz.
and is followed by a slow rearrangement of the chains in the x-y plane. Nearby chains are
first observed to coalesce into sheetlike aggregates with a clear hexagonal structure (Fig-
ure 3.1(c)), which had previously been observed in other simulations [59, 87]. Interactions
between sheets and isolated chains are observed to result in further sheet growth. As the
sheets become large enough, they connect and end up forming cellular patterns of particle-
free voids surrounded by particle-rich walls (Figure. 3.1(d), t = 1400), which are reminiscent
of the experimental observations [80, 7]. This coarsening process is much slower than the
initial chain formation. It eventually slows down, and while it is not fully clear whether
an actual steady state is reached, the observed patterns do not evolve significantly after
t ≈ 1000.
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Figure 3.3: Steady-state patterns obtained in non-Brownian suspensions (Pe =∞) at volume
fractions φ = 5, 10 and 15% in a cell of dimensions Lx × Ly × Lz = 452 × 20.5.
We quantify the typical size of the voids in the steady-state patterns in Figure 3.2. For
a given particle distribution (Figure 3.2(a)), we take a two-dimensional Fourier transform
of the entire suspension in the x-y plane in Figure 3.2(b). The Fourier transform exhibits
a bright isotropic ring. After a circumferential averaging, the radial intensity profile shows
a clear peak at a dominant wavenumber k which corresponds to the characteristic void
size (or, equivalently, distance between structures) dc in the configuration of Figure 3.2(a).
This process can be repeated for different electrode spacings Lz, and dc is plotted vs Lz in
Figure 3.2(d). The first observation is that that dc exceeds the particle dimensions by an
order of magnitude. It is also found to increase almost linearly with Lz over the range of
electrode spacings considered in our simulations. Both of these findings are consistent with
experiments [80, 7], as is the order of magnitude of dc found here compared to experimental
runs with similar geometries and volume fractions.
3.3.2 Effect of volume fraction
The effects of volume fraction φ on pattern formation are analyzed in Figures 3.3 and 3.4,
where φ is varied from 5 to 15% for a fixed Lz and for Pe =∞. As observed in Figure 3.3, the
steady-state morphology of the suspensions changes drastically. In very dilute suspensions,
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Figure 3.4: (a) Average gray level and (b) normalized gray level vs t for simulations at
different volume fractions. (a) also shows a double-exponential fit in the case φ = 20%.
chains and sheets still form but do not connect into a cellular network as is the case at higher
φ. This appears to differ from experiments where cellular patterns were observed even at
very strong dilution (φ ∼ 1%); this discrepancy may be a consequence of the small gap sizes
that our simulations are limited to owing to their high computational cost.
The time dynamics and kinetics of pattern formation are illustrated more quantitatively
in Figure 3.4, where, following Kumar et al. [80], we plot the gray level G(t) of the images
of Figure 3.4(a), which is defined as the relative brightness of the images with a range of
0 (black) to 255 (white), averaged in the x-y directions. Initially, all the curves exhibit
a rapid increase in G(t) owing to particle chaining in the z-direction, which causes the
formation of small voids in the images (e.g. see Figure 3.1(d) at t = 200). This sharp
and rapid increase is then followed by a slower phase in which G(t) keeps increasing slowly
and eventually asymptotes: this second phase corresponds to the slow reorganization of
the chains into sheets and eventually cells in the x-y plane. As expected, the average gray
level is significantly larger for low φ, but interestingly all the curves collapse when G(t) is
normalized as
G˜(t) =
G(t)−G(t = 0)
G(t = tf )−G(t = 0) . (3.7)
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Figure 3.5: Effect of Brownian motion on pattern formation: Steady-state patterns obtained
in suspensions of volume fraction φ = 20% in a cell of dimensions Lx×Ly×Lz = 452× 20.5
at various Pe´clet numbers.
To confirm the existence of two disparate time scales for the dynamics, we calculate a least-
squares fit of the curves of Figure 3.4(b) using a double exponential of the form G˜(t) =
1 − c1e−t/τ1 − c2e−t/τ2 , where the constants τ1 and τ2 (τ1 < τ2) should be interpreted as
the characteristic time scales for chain formation and for mesoscale structure formation,
respectively. Such a fit is shown in Figure 3.4(a); it is found to capture the time dynamics
very well (residual norm ≈ 0.27), and significantly better than with a single exponential
(norm ≈ 0.74). Typical values of the time constants are τ1 ≈ 261 and τ2 ≈ 743, which are
consistent with the coarse estimates of the time scales obtained by inspection on Figure 3.1.
Both time scales τ1 and τ2 are found to increase with Lz and decrease with Pe, but do not
vary significantly with φ.
3.3.3 Effect of Brownian motion
The effects of Brownian motion are considered in Figure 3.5, where electric field strength is
varied systematically. At very low Pe (Pe . 2, strong Brownian motion), no clear structure
formation is observed in the simulations owing to the predominance of thermal fluctuations,
which randomize particle configurations. As field strength increases (Pe = 5), voids appear
in the suspensions indicating chain formation, but the structure remains fairly random with-
out any clear cellular patterns; it is instead composed of thick columnar structures (with
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Figure 3.6: (a) Average gray level and (b) normalized gray level vs t for different values of Pe.
Inset: characteristic distance dc between structures (measured by the method of Figure 3.2)
vs Pe´clet number.
widths of a few particle radii), which fluctuate but do not rearrange into sheets. As the
Pe´clet number keeps increasing, the structures become cleaner, with the formation of sheets
and cellular patterns starting to occur beyond Pe ≈ 10. Above Pe ≈ 100, the effects of
Brownian motion become negligible and steady-state structures become very similar to the
non-Brownian case of Figure 3.1. These observations are confirmed in Figure 3.6, show-
ing G(t) and G˜(t) for various values of Pe. Beyond Pe = 100, the various curves become
indistinguishable.
The transition from disordered to ordered states as Pe increases is demonstrated clearly
in the inset of Figure 3.6(b), showing the characteristic void size dc vs Pe. In particular, dc
exhibits a sharp transition around Pe ≈ 5 from the low value of ≈ 2 to 3a to the significantly
higher mesoscale value of ≈ 9a, indicative of the onset of order and pattern formation under
the action of the field. A similar increase was also reported in experiments, where the
transition also occurred around Pe ≈ 5 [7]. This disorder-order transition, in which Pe
plays the role of a control parameter, suggests an easy way of adjusting the microstructure
and corresponding effective properties (e.g. optical transmittance, thermal conductivity) of
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colloidal suspensions in practical applications by simply tuning up the strength of the applied
electric field.
3.3.4 Chain-chain interactions
Because dipolar interactions are the only driving force in our simulations, it is natural to
assume that the observed pattern formation is a consequence of dipolar interactions between
chains. This was already speculated by Agarwal and Yethiraj [7]. To test this hypothesis and
gain insight into the wavenumber selection, we calculate the relative velocity between two
straight finite particle chains using the same algorithm as used in the suspension simulations.
The relative velocity (Figure 3.7(a)) is found to be attractive in the near field, but repulsive
in the far field, with a transition occurring at a critical distance Dc which is a function of
chain length (or, equivalently, Lz). The dependence of Dc on Lz is shown in Figure 3.7(b),
and follows a power law with exponent ≈ 0.50. While this dependence differs from the
linear law obtained in Figure 3.2(d) for the characteristic distance dc between structures,
replotting both sets of data together in the inset of Figure 3.7(b) shows that the increase
in Dc with Lz is also well captured by a linear law over the range of electrode spacings
considered in the simulations. We also note a direct correspondence between dc and Dc over
this range, with an approximate law given by dc ≈ 2Dc. This strongly suggests that the size
of the cellular patterns is controlled by the balance between near-field attraction and far-field
repulsion between chains, yielding steady-state structures with a characteristic wavelength
of the order of the equilibrium distance Dc.
3.4 Concluding remarks
We have presented a computational study of the long-time structure formation occurring in
colloidal sphere suspensions in an electric field, using a detailed algorithm that accounts for
dipolar interactions (including both near-field and far-field electric and hydrodynamic inter-
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Figure 3.7: (a) Relative velocity Ur between two straight and parallel chains of length Lz vs
distance d between the chains. Inset: geometry of the two chains in the case Lz = 20, where
the arrows show the individual particle velocities. (b) Critical distance Dc at which Ur = 0
as a function of chain length Lz. Inset: characteristic distance dc between structures (from
Figure 3.2(d)) and critical distance Dc (from Figure 3.5(b)) over the range Lz = 10 to 30.
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actions), as well as Brownian motion. Using a fast smooth particle-mesh Ewald algorithm,
we were able to simulate large systems efficiently, allowing us to probe long time scales. We
found in our simulations that the rapid chain formation that takes place initially as a result of
dipolar interactions is followed by a slow coarsening process characterized by the formation
of hexagonal sheets leading eventually to mesoscale cell patterns, in good agreement with
experiments [80, 7]. This coarsening process was shown to result from interactions between
chains. While the precise physical mechanism for this coarsening and for the wave number
selection is not fully understood, our simulations suggest that the pattern formation observed
in the suspensions may be determined by the balance between near-field attraction and far-
field repulsion between particle chains. Most interestingly, our simulations demonstrate that
suspension volume fraction, electrode spacing and field strength all have a significant im-
pact on the morphology and characteristic size of the rich structures that emerge at steady
state, suggesting novel ways of controlling and manipulating the microstructure and effective
properties of colloidal suspensions in technological applications.
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Chapter 4
From diffusive motion to local
aggregation: Effect of surface
contamination in dipolophoresis
4.1 Introduction
The ability to control and direct the motion of colloids and nanoparticles suspended in a
fluid is critical to many applications in micro- and nanofluidics [132, 68, 24, 150, 124, 93],
as well as in materials processing and manufacturing [156, 151, 149, 74]. As a result, there
has been much interest over the last few years in modeling and understanding the dynamics
of particles in electric fields, as these offer a simple and low-cost means of directing particle
motions. Specifically, linear electrophoresis (EP), which results from the interaction of the
native Debye layer surrounding a charged particle in a viscous electrolyte with an externally
applied electric field, drives a net linear motion in the direction of the local field, with a
velocity that scales linearly with field strength [122, 6, 115]. Under the classic assumptions of
thin Debye layer, weak applied field, zero polarizability and surface conduction, EP does not
result in relative motions between particles, which instead all migrate at the same velocity,
unaffected by interactions [111, 23, 3, 103]. Interactions and relative motions, however,
often arise when some of these assumptions are relaxed, notably in moderate fields and with
polarizable particles [116].
First, any particle placed in an electric field disturbs the field around it, resulting in
a non-uniform Maxwell stress tensor in the fluid, which can yield a non-zero force and
torque on surrounding particles [106, 73]. These dielectrophoretic (DEP) forces and torques
scale quadratically with the field magnitude, and can lead to relative motions in particle
suspensions under moderate field strengths [116, 97, 98]. Second, if the particle is ideally
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polarizable (e.g. conducting), it also develops a non-uniform surface charge distribution in
addition to its native charge, which causes the formation of a non-uniform electrical double
layer around its surface. The external field then drives an additional flow near the particle
surface, which results from the interaction of the induced double layer with the applied field
and also scales quadratically with field strength [11, 130, 131]. By symmetry, this induced-
charge electrophoresis (ICEP) does not result in a net motion in the case of a single isolated
spherical particle, but relative motions may arise when several particles are present in a
suspension.[118, 114, 116, 97]
The motions resulting from DEP and ICEP have been analyzed in the past [73, 116, 97] as
well as in Chapter 2. Dielectrophoretic interactions, in the low-frequency and thin-Debye-
layer case, result in the formation of particle chains in the direction of the applied field
[42, 73, 59, 43], which then often merge and rearrange to form complex structures including
particle sheets, labyrinthine and cellular patterns, etc [87, 30, 98]. In these suspensions,
particle configurations evolve slowly toward a frozen state where particles are trapped in
chains or larger structures and only undergo weak motions. On the other hand, induced-
charge electrophoresis results in transient particle pairings, by which two nearby particles
are attracted in the field direction, pair up, and separate in a transverse direction [118, 114,
116, 97]. These pairings have been shown to lead to diffusive particle motions at long times,
resulting in constant mixing and reorganization of particle configurations.[118, 97] When
both DEP and ICEP occur, a situation known as dipolophoresis (DIP) [123, 88], ICEP has
been found to dominate DEP and diffusive motions are predicted [97].
While the theory of induced-charge electrokinetic flows is well established [11, 130, 131,
12, 13], quantitative comparisons with experimental measurements have often yielded mixed
results [53, 54, 83, 47, 114, 12, 101, 102]. Detailed measurements of induced-charge flows
around fixed posts or electrodes have been described in the literature, and typically show
velocities that match theoretical predictions qualitatively but are weaker than expected in
magnitude [83]. To model this discrepancy, a fitting parameter or “correction factor” Λ is
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Figure 4.1: (a) Model for surface contamination: an ideally polarizable sphere is coated
with a thin dielectric layer (not to scale). (b) Circuit model for the situation of (a). (c)
Circuit model for the situation of (a) with additional effective buffer capacitance to model
dissociation of protons from the dielectric layer.
commonly used and is defined as the factor by which the theoretically predicted induced
zeta potential (or surface slip velocity) has to be multiplied to match the experimental data
[53, 54, 12, 101, 102]. Values of Λ can vary wildly and have ranged from 0.0018 to 0.85 in
experiments [12].
While a comprehensive theory explaining this discrepancy is still lacking, evidence points
at surface contamination as a possible factor leading to this reduction in velocity [101]. As a
model for surface contamination, Pascall and Squires [101] studied the induced-charge flow
near a metal electrode coated with a thin dielectric layer of SiO2, with permittivity εs and
thickness λs, as illustrated in Figure 4.1(a) in the case of a spherical particle. This coating
has the effect of introducing an additional capacitance Cs = εs/λs in series with the Debye
layer capacitance CD = ε/λD, where ε is the permittivity of the electrolyte and λD is the
Debye length (Figure 4.1(b)). The resulting induced zeta potential is then expressed as
ζ =
∆V
1 + δ
, (4.1)
where ∆V is the total potential drop and δ is the ratio of the Debye layer capacitance to
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the dielectric layer capacitance, δ = CD/Cs. Within this model, the correction factor is
naturally obtained as Λ = (1 + δ)−1. This model is appropriate to capture the effects of
a solvation (Stern) layer on the electrode or particle surface. Additional effects may also
modify the value of Λ, including the dissociation of protons from the dielectric coating into
the Debye layer via the chemical reaction SiOH ↔ SiO−+H+, which introduces an effective
buffer capacitance Cbuff in parallel with the Debye layer capacitance (Figure 4.1(c)), and
modifies the zeta potential as
ζ =
∆V
1 + δ + β
, (4.2)
where β = Cbuff/Cs. This results in a correction factor given by Λ = (1 + δ + β)
−1.
These models have been tested against experiments with SiO2 coatings [101] as well as
self-assembled monolayers of alkanethiol chains [102] and good agreement has been shown
with theory at low frequencies.
In a suspension of particles undergoing dipolophoresis in an electrolyte, we expect surface
contamination to affect the value of the induced zeta potential leading to induced-charge
electrophoresis by a factor of Λ, while dielectrophoretic interactions should be unaffected
[116]. The precise effects of such contamination on the suspension dynamics have not been
considered to date, and are the subject of this Chapter. For weak surface contamination
(Λ ≈ 1), ICEP is still expected to dominate DEP and lead to diffusive particle motions,
whereas stronger contamination (Λ 1) should nearly suppress ICEP and the formation of
chains can be expected as a result of DEP. The dynamics for intermediate values of Λ have
not been modeled yet and, as we show below, are characterized by a gradual transition from
diffusive motions to local aggregation, chaining, and pattern formation as Λ is decreased. To
study this transition, we present a simulation method in Section 4.2 based on our previous
model [97] for a periodic suspension of ideally polarizable particles undergoing DIP, in which
we introduce the correction factor Λ as a prefactor modulating the magnitude of ICEP with
respect to DEP. Results are presented in Section 4.3, where we analyze the effect of Λ on
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the microstructure, velocity fluctuations and hydrodynamic diffusion inside the suspensions.
We summarize our findings in Section 4.4.
4.2 Simulation method
We consider a collection of M identical neutrally buoyant polarizable spheres of radius a,
suspended in a viscous electrolyte with permittivity ε and viscosity η. A cubic periodic
domain of linear dimension L is used to simulate an infinite suspension, and a uniform
electric field E0 is applied in the z-direction: E0 = E0zˆ. The particles are assumed to
carry no net charge, in which case linear electrophoresis does not occur; it could easily be
accounted for by simply adding the constant electrophoretic velocity (εζ/η)E0 to the velocity
of each sphere.
We adopt the simulation method developed in Section 2, which was used to simulate the
motion of ideally polarizable spheres under DIP, and is based on the calculation of DEP and
ICEP interactions by Saintillan [116]. A detailed description of the method and algorithm
can be found in Chapter 2 and Saintillan [116], which are only outlined here. To model
surface contamination, we use the correction factor Λ introduced above, which modifies the
surface slip velocity induced by the electric field:
us(x) = Λ
εζi(x)E(x)
η
, (4.3)
which drives ICEP fluid motion and particle interactions. As a result, the translational
velocity Uα of particle α located at xα, which we had calculated in Chapter 2 for clean
particles (Λ = 1), becomes:
Uα =
εaE20
η
M∑
β=1
[
Mdep(Rαβ/a) + ΛM
icep(Rαβ/a)
]
: zˆzˆ, (4.4)
where Mdep and Micep are third-order dimensionless tensors accounting for both electric
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and hydrodynamic interactions of particles α and β under DEP and ICEP, respectively,
and Rαβ denotes the separation vector between the two spheres: Rαβ = xβ − xα. The
only difference between Equation (4.4) and Equation (2.32) of our previous work [97] is the
prefactor Λ, which controls the relative magnitude of DEP and ICEP interactions as a result
of contamination. Denoting by λ = 2a/|R| the dimensionless inverse separation distance,
Saintillan [116] showed that, based on symmetries, these two tensors are entirely determined
by three scalar functions of λ. For far-field interactions (λ  1), asymptotic expressions
for these two tensors have been obtained and can be expressed to order O(λ4) in terms of
fundamental solutions of the Stokes equations:
MdepFF (R/a) =
1
12
T(R/a) +O(λ5), (4.5)
MicepFF (R/a) = −
9
8
S(R/a)− 11
24
T(R/a) +O(λ5), (4.6)
where S and T = ∇2S denote the Green’s functions for a Stokes dipole and for a potential
quadrupole, respectively, and are given in index notation as [77]
Sijk(R) = − 1
R3
(δijRk − δikRj − δjkRi)− 3RiRjRk
R5
, (4.7)
Tijk(R) = − 6
R5
(δijRk + δikRj + δjkRi) + 30
RiRjRk
R7
. (4.8)
From the above interaction tensors, it can be seen that ICEP interactions decay slowly in
the far-field as O(λ2), as opposed to DEP interactions that decay more rapidly as O(λ4); this
results, in the absence of surface contamination, in the dominance of ICEP as demonstrated
in Section 2.
In order to use periodic boundary conditions, the periodic analogs of Equations (4.5)–
(4.6) are used, in conjunction with an efficient smooth particle-mesh Ewald algorithm[117]
to accelerate the evaluation of the sums in Equation (4.4) to O(M logM) operations. As
the far-field tensors of Equations (4.5)–(4.6) are only accurate at large separation distances
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(typically when |Rαβ| > 4a), near-field corrections are applied at shorter distances using
the method of twin multipole expansions,[116] which provides very accurate solutions down
to separation distances on the order of |Rαβ| ≈ 2.05a. In addition, a contact algorithm is
also used to prevent particle overlaps, which would otherwise occur because of the use of
finite time steps; this algorithm was shown previously to prevent all overlaps within roundoff
errors without introducing any unphysical long-range interactions [97].
In the following sections, we make all variables dimensionless using the following charac-
teristic length, velocity and time scales, which are the same scales used in Chapter 3:
lc = a, uc =
εaE20
η
, tc =
η
εE20
. (4.9)
Unless otherwise noted, all the simulations described were performed for a suspension of
M = 2000 spheres in a periodic cubic box of linear dimension L = 55, corresponding to a
volume fraction of φ ≈ 5%.
4.3 Results and discussion
4.3.1 Suspension microstructure
Typical particle distributions in suspensions of 2000 spheres are shown in Figure 4.2 for dif-
ferent values of the correction factor Λ. In Figure 4.2, the top panel shows three-dimensional
views of the entire suspensions, whereas the bottom panel shows vertical slices of thickness 5.
The case of ideally polarizable spheres with no surface contamination (Λ = 1), which was an-
alyzed in detail in Chapter 2 is characterized by frequent transient particle pairings, by which
pairs of particles are attracted in the field direction, pair up briefly, and are repelled and
separate in a transverse direction. These pairings also result in a weakly non-homogeneous
distribution of particles, with local clusters surrounded by clarified regions (Figures 4.2(a)
and (d)). As the effective polarizability of the particles is decreased as a result of surface
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Figure 4.2: Steady-state particle distributions in suspensions of M = 2000 spheres in a
periodic cubic box of dimension L = 55 (volume fraction φ ≈ 5%), for different correction
factors: (a)-(d) Λ = 1.0, (b)-(e) Λ = 0.05, (c)-(f ) Λ = 0.001. Top row: three-dimensional
view of the full suspensions; bottom row: vertical slices of thickness 5.
contamination, these transient pairings gradually give way to the formation of larger and
denser localized clusters, surrounded by large particle-free regions, as seen in Figures 4.2(b)
and (e). These clusters, at moderate values of Λ, are still transient, and keep forming and
breaking up in time with no fixed membership. As surface contamination becomes yet more
significant, induced-charge electrophoresis becomes nearly negligible, and the dynamics be-
come dominated by DEP interactions, which cause the particles to form long chains in the
direction of the electric field (Figures. 4.2(c) and (f )). These chains, which span the entire
height of the simulation box, slowly rearrange and sometimes merge, as is known to be the
case in suspensions undergoing dipolar interactions [58, 59, 86, 55, 43, 87? , 79]. These dy-
namics, in particular, were investigated more precisely in Chapter 3, where we found that in
sufficiently dense confined suspensions (volume fraction φ ≈ 20% and higher) particles end
up forming cellular patterns of particle-rich walls enclosing particle-free voids, in qualitative
agreement with previous experiments [80, 7].
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Figure 4.3: Critical value Λc of the correction factor below which DEP interactions start
dominating ICEP interactions, as a function of the distance between two spheres. Inset:
Relative tangential velocity between two spheres as a function of the angle Θ between the
direction of the spheres and the direction of the field, for various values of Λ, for two spheres
at a distance of 2.5a.
The transition from transient unstable pairings to stable pairings and chain formation as
surface contamination increases (i.e. as Λ decreases) is easily understood from the calculation
of pair interactions of Saintillan [116]. Indeed, while both DEP and ICEP interactions
are attractive in the field direction but repulsive in the transverse direction, the paired-up
configuration (two touching spheres aligned with the field direction) can be shown to be
unstable under ICEP but stable under DEP [116, 97]. As the relative magnitude of DEP
and ICEP is varied as a result of contamination (via the correction factor), we therefore
expect the nature of the dynamics to change qualitatively. This is described more precisely
in Figure 4.3, showing the critical value Λc of the correction factor below which DEP starts
dominating ICEP, as a function of the distance between the two spheres. In particular, for
two touching spheres (|R| = 2a), we find that the paired-up configuration will be stable if
Λ ≤ Λc ≈ 0.03: below this value of Λ, we expect chaining to take place in the suspensions,
whereas chaining should not occur above this value. The critical value of Λc ≈ 0.03 for
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Figure 4.4: (a) Particle occupancy distributions for 〈N〉 = 10 at different Λ. (b) Standard
deviations of the number of particles as a function of 〈N〉 for various Λ.
the transition from diffusive dynamics to chaining is consistent with the observations of
Figure 4.2, as well as with the rest of the data as we show below.
To further characterize the particle distributions observed in Figure 4.2, we calculate
particle occupancy statistics, which provide information on the number density fluctuations
at arbitrary length scales. The detailed procedure to obtain the statistics is provided in
Section 2.4.1. Specifically, Figure 4.4(a) shows the distribution P (N) of the number N of
particles found in a cubic interrogation cell of size such that it should contain 〈N〉 = 10
particles on average. This distribution, in the case of a fully random suspension obeying
Poisson statistics, should follow the Poisson law:
P (N) =
〈N〉Ne−〈N〉
N !
, (4.10)
and departures from this law provide information on the structure of the suspension on the
scale of the interrogation cell. In the absence of surface contamination (Λ = 1), we find that
the distribution P (N) is slightly narrower than the Poisson distribution, which indicates
smaller number density fluctuations than in a random suspension; this observation is likely
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an effect of the moderate volume fraction used in the simulations, whereas the Poisson
distribution does not account for excluded volume and should therefore only be observed
in the limit of infinite dilution. However, as Λ decreases, the distribution P (N) is found
to become flatter and broader than the Poisson distribution, which indicates the presence
of clusters and depleted regions in the suspension, in agreement with the observations on
Figure 4.2. To quantify the influence of scale, i.e. of 〈N〉, on these distributions, we also
plot in Figure 4.4(b) the standard deviation σN of the distributions vs the expected value
〈N〉, for three values of Λ. In the case of a Poisson distribution, a power law with exponent
1/2 is theoretically predicted: σN = 〈N〉1/2. Here, we find that the standard deviations
are also well-fitted by a power law, σN = 〈N〉n, with an exponent n that deviates slightly
from 1/2 and depends on the importance of surface contamination. In agreement with
Figure 4.4(a), we observe that n . 1/2 for Λ = 1, whereas it increases beyond 1/2 as Λ
decreases, indicating an increase in number density fluctuations at all scales as a result of
the dominant DEP interactions.
4.3.2 Pairing dynamics
As mentioned in Section 4.3.1, the distinct microstructures that develop in the suspensions
depending on the value of the correction factor Λ can be explained in terms of pair interac-
tions, which cause transient pairings when Λ . 1 as a result of ICEP, and the formation of
clusters and chains at lower values of Λ as a result of DEP. Here, we further analyze pair
dynamics in our simulations, and show in Figure 4.5 the time evolution of the separation
distance between a test sphere in the suspension and its nearest neighbor. In the absence of
contamination (Λ = 1, Figure 4.5(a)), the minimum distance constantly fluctuates between
a value of two particle radii, corresponding to near contact between the test sphere and its
closest neighbor, to a larger value on the order of the mean interparticle distance aφ−1/3.
These oscillations, which are consistent with the results of Chapter 2, again demonstrate the
transient character of particle pairings under ICEP, by which a particle keeps pairing with its
72
Figure 4.5: Separation distance from a test sphere to its nearest neighbour at different
correction factors Λ.
neighbors without forming lasting clusters. As surface contamination becomes significant,
the distance to the nearest neighbor is found to decrease, and fluctuates near a value that is
close to two particle radii: this indicates that pairings now become long-lasting, as expected
from DEP interactions, which become more significant. This is very clear for low values of
the correction factor (especially Λ = 0.001, Figure 4.5(d)), when the test particle is seen to
pair up quickly with another particle and then remains attached to it (or possibly another
particle) for the remainder of the simulation, as demonstrated by a distance of exactly 2a to
the nearest particle.
Another way of quantifying these pairings is to consider the pair distribution function
in the suspension, p(r, z) in cylindrical coordinates (where r2 = x2 + y2). This function
describes the probability of finding a particle at position (r, z) knowing that a particle is
located at the origin. This function is shown in Figure 4.6 for two different values of the
correction factor Λ. In both cases, a region of excluded volume is observed inside the circle of
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Figure 4.6: Steady-state pair distribution functions for various correction factors: (a) Λ = 1.0
and (b) Λ = 0.1.
radius 2a, and the distribution function exhibits a sharp peak near the pole of the particle,
corresponding to a high probability of finding two particles paired up and aligned in the
field direction. On the other hand, a low-probability depletion region is observed near the
equator, as two particles that are side by side are repelled under both DEP and ICEP.
Similar findings had been made in previous studies on DIP of sphere suspensions without
surface contamination [97] and on ICEP in suspensions of rod-like particles [118, 114]. The
peak near the pole in Figure 4.6 is observed for both Λ = 1 and Λ = 0.1, as both DEP and
ICEP result in pairings, but the peak is found to be stronger and more concentrated at the
pole for lower values of Λ, as the pairings are longer-lasting with stronger DEP interactions.
Pair distributions in the case of strong contamination (Λ = 0.001) are also shown in
Figure 4.7, where the logarithm of p(r, z) is shown at different times (where t = 0 corresponds
to a random distribution of particles). At this low value of Λ, we know from Figure 4.2 that
particles aggregate into chains in the field direction. This is reflected in the distribution
function, which develops a clear succession of peaks along the z-axis at z = 2a, 4a, 6a, and
8a. Circles emanating from these peaks are also observed, as the chains are not completely
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Figure 4.7: Time evolution of the pair distribution function for a correction factor of Λ =
0.001.
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straight in the z-direction but often curve, see Figure 4.2(f ). In addition to these primary
peaks, other weaker peaks are also observed at z = 2
√
3a, 4
√
2a, etc. These cannot be
explained by the formation of straight chains, but instead result from the coalescence of
nearby chain segments into hexagonal structures (typically sheets), as previously observed
in other simulations [98].
4.3.3 Hydrodynamic dispersion and velocity fluctuations
Previous investigations have shown that dipolophoresis, in the absence of surface contam-
ination, results in an effective diffusive motion of the suspended particles at long times,
as a result of the frequent pairings driven by hydrodynamic interactions [118, 97]. This
hydrodynamic diffusion is a consequence of ICEP, which constantly causes the particle con-
figurations to rearrange without the formation of any long-lasting structures or clusters. If
surface contamination becomes significant, we have shown that DEP interactions become
more important and eventually dominate, in which case pairings are no longer transient
and instead result in the formation of chains. In this case, we no longer expect the particle
motions to be diffusive, as particles get effectively trapped in chains or larger structures,
which hinders their ability to diffuse in space.
To quantify this effect more precisely, we plot mean-square particle displacements vs time
in Figure 4.8 for different values of the correction factor Λ. All plots first exhibit a quadratic
growth at short times (as demonstrated by a slope of 2 in a log-log plot), corresponding to
a ballistic regime. This ballistic regime is then followed by a second regime characterized
by a slower growth of the mean-square displacements. For weak surface contamination
(Λ = 1.0 and 0.1, Figures 4.8(a)–(b)), this second regime is diffusive as demonstrated by
a slope of 1 in a log-log plot: this is consistent with previous investigations [118, 97] and
is a result of the unstable pairings that occur in the suspensions and cause particles to
constantly travel in a chaotic fashion. Interestingly, when surface contamination becomes
more significant, the ballistic regime gives way to a sub-diffusive regime, with a growth of
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Figure 4.8: Mean-square particle displacements in the x- and z-directions for various values
of Λ, in log-log scale. Insets: linear plots.
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Figure 4.9: (a) Exponents of mean-square displacement curves at long times (φ = 5%). Note
the inverted scale for Λ. (b) Exponents of mean-square displacement curves at long times
for Λ = 0.001 versus volume fraction φ.
mean-square displacements as tα with an exponent α < 1 that differs between the field
direction (z-direction) and transverse directions (x- and y-directions). This is illustrated
more precisely, in Figure 4.9(a), showing the dependence of the long-time exponent α versus
the correction factor Λ, in both the x- and z-directions. While both exponents are 1 for Λ &
0.05, they are observed to decay to sub-diffusive values at higher values of Λ. The dependence
on volume fraction is also shown in Figure 4.9(b) in the case of strong contamination (Λ =
0.001), where it is seen that the exponent α increases with φ, as a result of the stronger
fluctuations arising from interactions in more concentrated suspensions.
The transition from diffusive motion as a result of pairings to sub-diffusion as a result of
aggregation and chaining also has a strong impact on the magnitude of particle velocities,
which are strongly reduced when chaining takes place. This is illustrated in Figure 4.10,
showing the standard deviation of the x and z components of the particle velocities as func-
tions of the correction factor. We find that as Λ decreases (i.e. as contamination increases)
particle velocities become very weak in both directions. Interestingly, while velocities in the
field direction (z-direction) are the strongest when Λ ≈ 1 (in agreement with our findings in
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Figure 4.10: Standard deviation of particle velocities in the x- and z-directions as functions
of Λ.
Chapter 2), horizontal velocities become dominant when chaining occurs at lower values of
Λ, owing to the constraint on vertical motions when particles are trapped inside chains.
To elucidate the transition from diffusion to sub-diffusion with decreasing Λ, we pic-
ture the dynamics of a particle in the suspension as a succession of random displacements
separated by waiting periods during which the particle stops (or nearly stops) moving in
space (typically during a pairing event, or because it gets trapped in a cluster or chain).
Defining the waiting times τx and τz as the times during which either |Ux| or |Uz| remains
less than 25% of the velocity standard deviation in that direction, we plot in Figure 4.11
the distributions ϕ(τx) and ϕ(τz) of waiting times in the field and transverse directions for
different values of Λ. When surface contamination is weak (Λ = 1.0 and 0.1), the distribu-
tions decay faster than algebraically. This changes qualitatively for stronger contamination
(Λ = 0.01 and 0.001), where the distributions start exhibiting a power-law decay of the form
ϕ(τ) ∼ τ−(1+α), with α < 1. Such non-integrable distributions of waiting times have been
shown previously to result in sub-diffusion [19, 152] with mean-square displacements growing
as ∼ tα. The value of the coefficient α, extracted from the distributions of Figure 4.11, ranges
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Figure 4.11: Distributions ϕ(τx) and ϕ(τz) of waiting times in the (a) x- and (b) z-directions,
for different values of Λ. A waiting time τx or τz is defined a period of time during which
|Ux| or |Uz| remains less than 25% of the velocity standard deviation in that direction.
from ≈ 0.4 to ≈ 0.7. While these estimates do not perfectly match the growth exponents
found in Figure 4.9 for the mean-square displacements, they are fairly close in magnitude.
This strongly suggests that the sub-diffusive regime discussed above is indeed a consequence
of the long waiting times (with non-integrable distributions) that arise once particles form
larger structures and become trapped inside clusters and chains.
4.4 Summary
We have used numerical simulations to study the effects of surface contamination on the
dynamics of suspensions of polarizable spheres under dipolophoresis, or combination of di-
electrophoresis and induced-charge electrophoresis. Following previous investigations in this
area, we modeled surface contamination by means of a correction factor Λ ≤ 1 that mul-
tiplies the induced-charge slip velocity driving ICEP, and therefore modulates the relative
importance of DEP and ICEP interactions in dipolophoresis. This correction factor, which
is generally measured in experiments, can be rationalized from simple models of surface
80
contamination based on thin dielectric coatings or ion surface adsorption.
The main finding from our simulations is the existence of a transition as surface contami-
nation becomes significant (i.e. as Λ decreases) from transient local pairing dynamics (owing
to the dominant ICEP interactions in the case of clean particles) to local aggregation, cluster
formation and chaining (owing to the dominant DEP interactions in the case of contaminated
particles, for which ICEP is nearly suppressed). This transition can be explained based on a
simple analysis of pair interactions, which shows that particle chaining is stable under DEP
but unstable under ICEP. In addition to qualitatively modifying the microstructure and
morphology of the suspension, this transition has a significant impact on particle velocities,
which are strongly reduced, in particular in the field direction. It also modifies qualitatively
the statistical nature of particle motions at long times, which is diffusive in the case of clean
particles, but sub-diffusive in the case of contaminated particles. Further, this sub-diffusive
regime was shown to be linked to the slow decay of the local waiting time distributions,
which become non-integrable after the transition to chaining owing to the frequent trapping
of particles inside larger structures.
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Chapter 5
Application: electrophoretic
deposition
5.1 Introduction
Modern technological applications often rely on the use of designer materials with specific
mechanical, thermal, electrical or optical properties. The development of new materials
to meet these specific needs has played an essential role in recent advances in technology
and manufacturing, and is likely to become increasingly important as devices become more
specialized, sophisticated and miniaturized. To this end, electrophoretic deposition (EPD)
provides an effective and low-cost method for producing designer materials with a specific
microstructure [121, 16]. Electrophoretic deposition can find many applications in various
fields. Notably, EPD is widely used in electro-chemical energy systems, for instance for the
development of electrodes and composite materials for supercapacitors, advanced batteries,
and fuel cells [16]. Further, it can be also applicable to the deposition of biomaterials in the
fields of biotechnology and biomedicine, where many applications can be found from con-
ventional bioactive/bioglass coatings for orthopaedic implants and bone tissue engineering
to the deposition of biological entities, including enzymes and bacteria, in a highly active
state for biosensors [17].
An important feature of electrophoretic deposition is its ability to control the material
microstructure and compositional gradient, which will ultimately determine the final prop-
erties of the material. To do so, it is essential to understand the detail of the EPD process
down to the particle level. Understanding the full deposition process and the influence of
various parameters on the microstructure of deposits will play a crucial role in the optimiza-
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tion of experiments involving EPD. However, a detailed, quantitative model for the dynamics
and kinetics of deposition is still lacking, although the basic mechanisms of electrophoretic
deposition are well-known and have been studied extensively.
As an application of the studies of the previous Chapters, we present quantitative, de-
tailed physical models of EPD for the microfabrication of materials composed of nano-sized
spherical particles, with the aim of predicting deposit microstructures and assessing the pre-
cise influence of various parameters. In Section 5.2, the model and simulation algorithms are
described, where we include various electrokinetic and colloidal interactions and investigate
the use of patterned electrodes for the production of complex deposits. We present simu-
lation results in Section 5.3, where a direct comparison to experimental data obtained by
our collaborators Dr. Pascall and Dr. Kuntz at Lawrence Livermore National Laboratory
(LLNL) is present. We also present simulation results for novel material manufacturing via
patterned electrophoretic deposition, for which various electrode geometries and boundary
conditions are considered to achieve desired deposit structures. We conclude in Section 5.4
5.2 Model and simulation method
In this section, we describe the model and algorithm used in the electrophoretic deposi-
tion simulations. Electrophoretic deposition may involve collective dynamics as a result
of various electrokinetic, hydrodynamic and colloidal interactions. Broadly, the process of
electrophoretic deposition may be divided into two steps. The first step corresponds to the
dynamics of a particle suspension in a viscous electrolyte in bulk, and the second step focuses
on particle deposition from the electrolyte onto an electrode, in which particle-electrode in-
teractions are likely to become important. For the first step in the EPD process, we use a
model, which is an extension of Chapters 2 and 3 [97, 98], accounts for linear electrophoresis
(EP), dielectrophoretic (DEP), van-der-Waals (VDW) and electrostatic repulsive (REP) in-
teractions, excluded volume interactions (hard-sphere potential) and Brownian fluctuations.
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For the second step corresponding to the deposition process onto electrodes, we account for
single particle-electrode interactions under EP, DEP, and van-der-Waals interactions as well
as for steric interactions with the electrodes.
5.2.1 Particle dynamics
We model a suspension of N identical spherical particles of radius a suspended in a viscous
electrolyte with viscosity η and dielectric permittivity ε. The suspension is placed in an
electrophoretic cell of linear dimensions Lx, Ly, Lz, where Lz also corresponds to the spacing
between two parallel flat electrodes. A constant potential difference is applied between the
two electrodes, creating a uniform steady electric field E0 = E0zˆ in the absence of the
particles. To model particle motions, we use the following Langevin equation, as in the
same form of Equation (3.2), which expresses the change ∆xα in the position xα of particle
α ∈ [1, N ] over a short time interval ∆t as
∆xα = Uα∆t+
√
2kBT∆t
6piηa
w, (5.1)
where Uα is the deterministic velocity of particle α arising from electric and hydrodynamic
interactions between particles and electrodes, kBT is the thermal energy of the solvent, and
w is a random vector whose components follow a Gaussian distribution with zero mean and
unit variance. In particular, the velocity Uα has contributions from (linear) electrophoresis
as well as dielectrophoretic, van-der-Waals and electrostatic repulsive interactions, as well
as interactions with the electrodes:
Uα = U
EP
α +U
DEP
α +U
DEPw
α +U
VDW
α +U
VDWw
α +U
REP
α , (5.2)
and we explain next how each contribution is obtained.
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5.2.2 Linear electrophoresis
As thoroughly discussed in Section 2.1, when charged particles with constant zeta potential
ζ are present inside the electrophoretic cell, motion arises due to linear electrophoresis (EP),
which is a result of the interaction of the native Debye layer surrounding the particles with
the external field [122]. In an unbounded domain, the electrophoretic velocity of particle α
in the suspension is simply given by the Helmholtz-Smoluchowski formula [122]
UEPα = µE0, (5.3)
where µ is called the electrophoretic mobility, and can be expressed as
µ =
2εζ
3η
f(κa), (5.4)
where 1/κ is the Debye layer length or the characteristic double-layer thickness (i.e. λD).
In the thin-Debye-layer limit, f(κa) → 3/2, which gives the classic Smoluchowski equation
for electrophoresis. Smoluchowski’s solution for Equation (5.3) is unaffected by particle-
particle interactions [111, 23] as well as the shape of the particle [64]. When the Debye
layer becomes thick compared to the particle size, f(κa) → 1 for κa → 0, which is known
as Hu¨ckel’s solution [96]. For an arbitrary thickness of Debye layer, Henry [64] calculated
f(κa) under the Debye-Hu¨ckel approximation:
f(κa) =

1 +
1
16
(κa)2 − 5
48
(κa)3 − 1
96
(κa)4 +
1
96
(κa)5 +
1
8
(κa)4eκa
(
1− (κa)
2
12
)
E1(κa),
3
2
− 9
2κa
+
75
2(κa)2
− 330
(κa)3
,
(5.5)
where E1 denotes the exponential integral. The former expression can be used for all values
of κa, but it is suggested for κa < 5, corresponding to thick Debye layers. The latter
expression, however, can be only used for κa > 25. In Figure 5.1, the function f is plotted
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Figure 5.1: Henry solution f(κa) to correct the electrophoretic mobility as a function of κa.
as a function of κa.
In the vicinity of an electrode, this velocity is modified as a result of electric and hydrody-
namic interactions, and in the wide-separation limit the correction was previously calculated
by Keh and Anderson [76] for thin Debye layers (κa→∞) as:
UEPα =
εζ
η
[
1− 5
8
(
a
hα
)3
+
1
4
(
a
hα
)5
− 5
8
(
a
hα
)6
+O
(
h−8α
)]
E0, (5.6)
where hα is the distance between particle α and the electrode. In particular, Equation
(5.6) shows that EP motion slows down near the electrodes as a particle moves towards the
electrode.
5.2.3 Dielectrophoretic interactions
In addition to the linear electrophoretic motion discussed above, Maxwell stresses in the
electrolyte also result in dipolar or dielectrophoretic (DEP) interactions between suspended
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particles [106, 73], which can lead to relative motions and modify the microstructure in the
suspension, as demonstrated in Chapter 3. These interactions have been studied in detail
for a pair of identical spherical particles [116], and can be calculated in a pairwise fashion
in a suspension of particles using the method described in Chapters 2 and 3. Specifically,
the velocity of particle α resulting from its interaction with the other particles β in the
suspension is obtained as
Uα =
εaE20
η
N∑
β=1
β 6=α
M(Rαβ/a) : zˆzˆ, (5.7)
where M is a third-order dimensionless tensor, which is a function of the separation vector
Rαβ = xβ−xα between particles α and β. This third-order tensor was previously calculated
by Saintillan [116] in an unbounded domain, and a far-field approximation for two widely
separated spheres is
MFF (R/a) =
1
12
T(R/a) +O(λ5), (5.8)
where T is the free-space Green’s function for a potential quadrupole [77]
Tijk(R) = − 6
R5
(δijRk + δikRj + δjkRi) + 30
RiRjRk
R7
. (5.9)
In the simulations, a periodic version of Equations (5.8)-(5.9) is implemented in the same way
as in the Chapters 2 and 3 using the efficient smooth particle-mesh Ewald algorithm [117],
which allows the efficient evaluation of the sums in Equation (5.7) in N logN operations.
Note that the far-field tensor (5.8)-(5.9) is only accurate when particles are widely separated
(typically |Rαβ| ≥ 4a), in the near field (i.e. when Rαβ < 4a ), a correction based on
the more accurate method of twin multipole expansions is used instead [116], and has been
shown to be accurate down to short separation distances on the order of |Rαβ| ≈ 2.05a.
In addition to dielectrophoretic interactions between particles, interactions with the elec-
trodes are also expected to arise. These interactions decay rapidly like h−4α with the distance
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hα from the boundary, and can be calculated asymptotically in the manner of Yariv [154].
Here, we use the following asymptotic expression, derived for a conducting electrode, which
results in attraction of particle α towards the electrode:
UDEPwα = −
εaE20
η
(
a
hα
)4
n+O
(
h−7α
)
, (5.10)
where n is a unit normal vector on the electrode, pointing into the liquid.
5.2.4 DLVO theory
Colloidal particles are also subject to van-der-Waals and electrostatic repulsive interactions,
and the sum of both contributions leads to the well-known DLVO (Derjaguin and Landau,
1941 [28]; Verwey and Overbeek, 1948 [142]) theory, which focuses on surface interactions
and colloid stability. First, van-der-Waals interactions, which can cause particle aggregation,
are calculated in a pairwise manner based on the known analytical result for two equal-sized
spheres [66]
UVDWα = −
AH
36piηa
N∑
β=1
β 6=α
[
a
2
(
− 1
d2
+
1
(d+ 4a)2
)
− 4a
2
(d+ 2a)3
+
1
d
+
1
d+ 4a
− 2
d+ 2a
]
Rαβ
Rαβ
,
(5.11)
where AH is the Hamaker constant, and d = Rαβ − 2a is the distance between the two
particle surfaces.
Van-der-Waals interactions also arise between particles and the electrodes. The resulting
velocity is also known analytically [66] as
UVDWwα =
AH
36piηa2
[
− 1
(hα/a− 1)2
− 1
(hα/a+ 1)
2 +
1
hα/a− 1 −
1
hα/a+ 1
]
n. (5.12)
Secondly, the particles with the same charge are also subject to electrostatic repulsive
interactions, which can play a role in the stability of a colloidal suspension. In suspensions
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of particles of the same charge, the repulsive nature of electrostatic interactions between the
particles is likely to stabilize suspensions by maintaining them in a fluid state, rather than a
gelled state. Particle motions undergoing these interactions are also calculated in a pairwise
manner using the analytic solution for two identical spheres [81], which is as follows:
UREPα =

κεψ2s
3ηa
exp(−κd)
1 + exp(−κd)
Rαβ
Rαβ
if κd . 2,
2
3
εaψ2s
η
(κRαβ + 1)exp(−κd)Rαβ
R3αβ
if κd & 2,
(5.13)
where ψs is the surface potential (i.e. zeta-potential). In Equations (5.11) and (5.13), we have
assumed a constant single particle mobility (i.e. the inverse of the Stokes drag coefficient),
which is only valid in the dilute limit. Using the method of twin-mulipole expansions [116],
it is possible to calculate a correction Mc to the single particle mobility valid down to a
separation distance of R ≈ 2.001a. Figure 5.2 shows this correction Mc, which is normalized
to go to 1 at infinity. Note that this correction can be only used for radial forces between two
spheres. When calculating a pair interaction in Equations (5.11) and (5.13), the correction
is obtained at a given separation distance, and then multiplies the velocities.
5.2.5 Steric interactions
Once the velocity Uα of Equation (5.2) is obtained, particle positions are advanced in time
using the Langevin equation (5.1). Because lubrication interactions are not included, and
because of the use of finite time steps, care must be taken to prevent particle overlaps. To
this end, we use the contact algorithm developed in Section 2.3.3, which efficiently prevents
overlaps without introducing any additional long-distance interactions as would be the case
using a soft repulsive potential. This algorithm can be verified to prevent all overlaps (within
round-off errors) and to effectively model a hard-sphere potential without introducing any
non-physical long-distance interactions. A similar algorithm is also employed to capture
excluded volume interactions with the cell electrodes and to prevent particles from leaving
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Figure 5.2: Correction to a single constant mobility to account for pair hydrodynamic inter-
actions. This correction can be only used for radial motion between particles.
the simulation cell. The detailed description on the algorithm can be found in Chapter 2.
5.2.6 Patterned electrodes
Instead of using uniform electrodes, patterned electrodes can be used to achieve complex
deposit structures with non-uniform particle distributions. These electrodes can be fabri-
cated by coating parts of the electrodes with insulating material (e.g. a dielectric layer or
using different types of electrode on the same side). Implementing the previous model for
including the effect of these patterned electrodes is challenging because it first requires solv-
ing for the electric potential with mixed boundary conditions such as constant potential on
the conducing electrodes and no-flux on the insulating portions. The electric potential in
the electroneutral bulk domain is governed by Laplace’s equation:
∇2φ = 0. (5.14)
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Figure 5.3: (a) Simulation domain for patterned electrodes. The potentials φO and φ1 are set
to 0 and Lz, respectively. The green-coloured electrodes can either be insulated, n·∇φ2 = 0,
or have constant potential φ2. (b) Electric potential and (c) electric field are calculated for
patterned electrodes with potential differences between φ0 and φ2 at a bottom electrode,
while a uniform potential is imposed at a top electrode.
It has to be calculated using standard solvers (e.g. iterative solvers such as Gauss-Seidel,
or more sophisticated solvers using multigrid). The details on the simulation domain and
boundary conditions can be found in Figure 5.3 (a). The objective of using patterned
electrodes of this kind is to deposit particles onto targeted electrodes (e.g. red-colored
electrodes on the bottom in Figure 5.3(a)), where three different electric potentials φ1, φ2
and φ3 are for instance imposed at both electrodes. Having calculated the electric potential
φ, as seen in Figure 5.3(b), in the electrolyte, the electric field is easily obtained asE = −∇φ.
Figure 5.3(c) shows the electric field, which is now non-uniform, especially near the patterned
electrodes at the bottom of the wall. The algorithm for the particle dynamics also needs
to be modified to account for a locally non-uniform field, which may result in additional
dielectrophoretic forces. The DEP force on the particle α is obtained as [73]
FDEPα = −piεa3∇|E|2. (5.15)
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In a dilute limit, the particle velocity driven by this force can be obtained by the Stokes
drag law, and is expressed as follows:
UDEPα =
εa2∇|E|2
6η
. (5.16)
Note that that simulations with patterned electrodes are performed based on a dilute as-
sumption, corresponding to constant mobility in the suspension. However, it is possible to
account for electric and hydrodynamic interactions of particles in a non-uniform field with
additional computational effort using the previous efficient algorithm. We discuss this in
Appendix B.
5.2.7 Dimensional analysis
In the following, lengths, velocities and times are made dimensionless using the following
characteristic scales:
lc = a, uc =
kBT
ηa2
, tc =
ηa3
kBT
. (5.17)
The dynamics in the electrophoretic deposition process are then characterized by four dimen-
sionless groups describing the relative effects of linear electrophoresis, dipolar interactions,
van-der-Waals forces, electrostatic interactions and Brownian motion:
aE0
ζ
, Pe =
εζE0a
2
kBT
,
AH
36pikBT
,
εaζ2s
kBT
, (5.18)
where the first parameter corresponds to a relation between linear electrophoresis and dipolar
interactions, the second parameter is called the Pe´clet number, which is similar to one
introduced in Chapter 3, the third parameter can be regarded as a dimensionless Hamaker
constant and the last parameter accounts for a relation between electrostatic interactions
and Brownian motion. In simulations, we set the physical parameters as follows: the zeta
potential is −50 mV, the electric permittivity of a suspending liquid is 26.3 (90% ethanol +
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10% water), and κa is 5, from which the third parameter (dimensionless Hamaker constant)
and the fourth parameter become 0.02 and 15.46, respectively. These parameters are chosen
in order to directly compare to experiments. We will mention the remaining parameters and
detailed simulation conditions in each following Section.
5.3 Results
5.3.1 Deposition onto uniform electrodes
Weak DLVO interactions
We first investigate the electrophoretic deposition process with negligible DLVO interactions.
In this Section, we model spheres of radius a = 200nm, and apply three different field
strengths E0 = 20 V/cm, 40 V/cm and 60 V/cm, corresponding to Pe = 0.251, 0.503 and
0.754, respectively. Figure 5.4 shows the evolution of the electrophoretic deposition using
4000 non-conducting, equal-sized spheres in a cell of dimension Lx × Ly × Lz = 402 × 60
at Pe = 0.503. Note that ICEP is likely to be negligible. Initially, particles are distributed
in a tall pseudo-cell containing the actual computational cell, and only 690 spheres are
distributed inside the actual cell to set the initial volume fraction of 3%, as shown in Figure
5.4(a). We only account for the interactions between spheres inside the actual cell, while
there are no interactions with spheres outside the actual cell, where they only undergo linear
electrophoresis so as to move down and enter the computational cell. When the spheres enter
the actual cell, they start to interact with neighboring spheres inside the actual cell. Starting
from an initial random distribution, negatively charged spheres are continually deposited on
the surface of the anode owing to the dominant effect of linear electrophoresis, and the
deposition process yields a deposit of layered particles as seen in Figure 5.4(f ). It is found
that crystalline structures are observed in lower layers inside the deposit, and the structure
slowly deteriorates with distance from the cell electrode.
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(a) (b) (c) 
(d) (e) (f) 
Figure 5.4: Time trace of the particle distribution during the electrophoretic deposition over
a time interval, ∆t = 300 from (a) t = 0 to (f ) t = 1500. The volume fraction is kept to 3%
during the deposition process, and the final volume fraction becomes 17.45%.
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Figure 5.5: Effect of field strength: The electrophoretically produced deposits at (a) E0 =
20 V/cm (Pe = 0.251), (b) E0 = 40 V/cm (Pe = 0.503) and (c) E0 = 60 V/cm (Pe =
0.754). Increasing field strengths results in less regular particle arrangements, in qualitative
agreement with experimental observations. (Experimental images: courtesy of Dr. Kuntz,
LLNL)
In Figure 5.5, the effect of the electric field strength (i.e. Pe´clet number) on deposit
structure is considered. At low Pe´clet number, a regular particle arrangement is observed,
and it is seen to form a nearly perfect crystal in Figure 5.5(a). However, as the Pe´clet
number increases, the deposit structure becomes a poly-crystal with a few defects in the
deposit and line defects on the lowest layer due to limited diffusion on the electrode and in
the deposit. We also show the experimental data obtained by our collaborators at LLNL on
the bottom panel in Figure 5.5, where the physical parameters differ slightly: a=110nm and
φ=1%. From left to right, the corresponding Pe´clet numbers are Pe=0.068, 0.136 and 0.204,
respectively. Qualitatively, the experimental and simulation observations show agreement
on the effect of the field strength on the deposit structure.
To characterize the deposit structures, we first calculate Voronoi diagrams and statistics
of cell areas taken up by particles in the first layer of the deposits, as shown in Figure 5.6. At
the Pe´clet number increases in Figure 5.6(c), the Voronoi diagram is found to become less
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  0.45 
Figure 5.6: Voronoi diagrams and distributions of cell areas for the first layer in deposits
formed at (a)–(b) Pe = 0.251 and (c)–(d) Pe = 0.754, respectively.
regular, with hexagons of different shapes and areas. Statistics on areas indeed demonstrate
an increase in the mean and standard deviation of the element surfaces, as seen in Figures 5.6
(b) and (d). A three-dimensional Voronoi diagram can also be calculated to determine
statistics on the mean volume taken up by a given particle inside the deposits, which will
be the subject of future work.
To further investigate the deposit microstructure, we calculate the coordination number
of the deposits of Fig. 2 within 1.5 < z < 8 (i.e. excluding the lowest layer), as illustrated
in Figure 5.7. When spheres are deposited to achieve the highest average density, a deposit
structure can be hexagonal close-packed (HCP) or face-centered cubic (FCC), where the
coordination number of each sphere should be equal to 12 in a regular lattice. Knowing this
information, we can determine how close the deposit is to these crystal packings. As can
be noticed by the mean and standard deviation of the coordination number distributions in
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Figure 5.7: (a)-(c) Coordination number of particles in the deposits and its distributions
formed at (a)-(d) Pe = 0.251 V/cm, (b)-(e) Pe = 0.503, and (c)-(f) Pe = 0.754. When
the deposit structure is crystalline, each sphere has 12 neighbors, corresponding to the
coordination number of 12.
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Figure 5.8: Radial distribution functions at (a) Pe = 0.251 and (b) Pe = 0.754. Insect: a
closer look in a short distance range, showing a radial distribution function of faced-centered
cubic in (a).
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Figure 5.7(d)–(f ), the deposit formed at low Pe´clet number displays a closer crystal structure
than those formed at higher Pe´clet number, indicating a lower fraction of free volume inside
the deposit. In addition, to quantify the local order in the deposits, we calculate the radial
distribution function (RDF) g(r) for the deposit structures; g(r) exhibits peaks at fixed
positions, indicating a clear crystal structure. As shown in Figure 5.8, the radial distribution
function at low Pe´clet number displays sharp peaks at long distances and clearer fluctuations
than for in the high Pe´clet number case, suggesting a more regular crystal structure. In insect
of Figure 5.8(a), we also calculate the RDF of FCC structure to compare with the RDF of
the deposit. As expected, the RDF of FCC structure shows clear sharp peaks, i.e. delta
functions, at characteristic distances. It is found that the peak locations of both functions
appear to be close, indicating an FCC crystal structure, which is consistent with the findings
on the coordination number.
With DLVO interactions
We now use DLVO theory to include van-der-Waals interactions in Equations (5.11) and
(5.12) as well as electrostatic repulsive interactions in Equation (5.13). In addition, we allow
an arbitrary Debye layer thickness as in Equation (5.13), where the linear electrophoretic
velocity is corrected using the Henry solution shown in Figure 5.1. Here, physical parameters
are chosen to match experiments: a = 110nm and φ = 1%. For the simulation cell, the same
technique as above is employed. To set a volume fraction of 1%, we distribute 2000 particles
to a tall pseudo-cell 302 × 900, which includes the actual computational cell of dimensions
302 × 90. Initially, the actual cell contains 200 spheres at φ = 1%. Figure 5.9 shows final
deposits obtained at different Pe´clet numbers, where actual particle sizes are shown on the
top panel, but the particle size is reduced by 60% on the bottom panel for visualization
purposes. At low Pe´clet number, uniformly stacked layers are formed compared to higher
Pe´clet number, as seen in Figure 5.9. This is also confirmed by the mean of coordination
numbers corresponding to 10.85 and 9.69 for Figures 5.9(a) and (b), respectively. This is
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(a) (b) 
Figure 5.9: Top panel: The actual size of deposits produced at (a) Pe = 0.544 and (b)
Pe = 1.088. Bottom panel: the particle size is reduced by 60%, in which deposit structures
are clearly observed.
more clearly demonstrated in the bottom panel in Figure 5.9, which also shows qualitative
agreement with experimental observations in Figure 5.5. Interestingly, a higher fraction of
free space between particles is seen in Figure 5.9(a) than at a higher Pe´clet number due to
relatively weak linear electrophoretic motion.
Previous experimental studies on colloidal suspensions have shown that DLVO theory
sometimes significantly underestimates the strength of the attractive interactions (e.g. van-
der-Waals forces) between particles [140, 139]. These attractive forces were measured in
experiments, and were found in some cases up to 10 times larger than predicted by the
DLVO theory [139]. This suggests studying the influence of varying the Hamaker constant,
which is likely to modify the dynamics of the suspension in the bulk as well as the final
deposit structure. Figure 5.10 shows the final deposits produced for a dimensionless Hamaker
constant of AH = 0.04. It is clearly seen that a transition from uniform particle packing
to irregular packing is shifted to the left compared to Figure 5.9, and now roughly occurs
between Pe = 0.204 and 0.34. Upon this shift in the transition, our simulation results now
agree more quantitatively with experimental data. It is however observed that above this
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(a) (b) (c) 
Figure 5.10: The electrophoretically deposited structures formed at (a) Pe = 0.204, (b)
Pe = 0.34 and (c) Pe = 0.544 using higher Hamaker constant (top panel corresponds to
actual particle sizes, but bottom panel shows 60% reduced particle size). A transition
from regular to irregular packing is shown to be in more quantitatively agreement with the
experimental observation.
Hamaker constant (AH > 0.04), deposit structures start involving more non-uniform particle
packings because of the formation of particle aggregates formed in suspensions due to very
strong attractive interactions.
The Debye layer thickness (λD or 1/κ) is sensitive to the concentration of an electrolyte.
By varying salt concentration, which can be easily done in experiments, the ionic strength
of the electrolyte is changed, thereby affecting the thickness of the Debye layer. As the con-
centration increases, the ability of screening charges around the particle becomes stronger,
leading to a decreased Debye layer thickness. More precisely, the Debye layer thickness is
inversely proportional to the square root of the ionic strength as seen in Equation (1.1).
In simulations, we vary κa, which also modifies the electrophoretic mobility according to
Henry’s solution (Figure 5.1). When κa decreases, it appears that the range of the elec-
trostatic repulsive potential becomes broader, so that repulsive interactions arise at larger
distances between particles. Therefore, at low κa (thick Debye layer) irregular packings or
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Figure 5.11: The effect of κa on deposit structures. At low κa, the electrostatic repulsive
potential is found to be stronger at larger distances between spheres, resulting in the for-
mation of irregular particle arrangement. As κa increases, the deposit structures become
crystalline due to a strong short-ranged repulsive forces.
amorphous structures (the mean of coordination number distribution is 8) are formed, as
shown in Figure 5.11. At high κa (Figure 5.11(d)), the electrostatic repulsive potentials
are found to show very sharp changes at short distances between particles. This leads to
a strong short-ranged electrostatic repulsive forces, giving rise to a crystalline deposit (the
mean of coordination number distribution is 11.44).
In experiments, field strength E0 and κa can be easily controlled, which suggests ways
of controlling deposit structures. To this end, the model developed here can be applied to
draw systematic phase diagrams for material structure in terms of the Pe´clet number and κa.
This diagram will be useful in guiding manufacturing conditions to achieve desired material
properties.
5.3.2 Deposition onto patterned electrodes
Instead of using uniform electrodes, various electrode patterns can be used on the bottom
cell wall for the manufacturing of more complex materials. We first use patterned elec-
trodes composed of conducting strips alternating with insulated portions. We consider 4000
colloidal spheres in the absence of the DLVO interactions. The dimensions of the cell are
1002 × 170, corresponding to a volume fraction of φ = 1%. Figure 5.12 shows the evolu-
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Figure 5.12: Snapshots of electrophoretic deposition process using patterned electrodes hav-
ing insulation portions (coloured in white). The time interval ∆t = 80, from (b) t = 0 to
(d) t = 320.
tion of the electrophoretic deposition process, where the same potential is applied at both
electrodes. As expected from the electric field in Figure 5.12(a), the particles are likely to
deposit onto the electrodes (colored in red) as they follow the field lines, and the particles
are then stacked on these electrodes, forming two separate deposits along each strip. We also
use different types of electrode patterns involving insulating portions, and it is found that
all the cases show two separate deposits in the final stage as expected. However, it appears
that using electrodes with insulating parts is not conducive to the production of narrow
deposits with vertical walls on the patterned electrodes. Specifically, the particles tend to
spread outside of the electrodes, and layers are seen to become narrower with distance from
the electrode.
Instead of using insulating strip between the electrodes, we pattern the bottom electrode
with alternating conducting strips with different potentials, while using a uniform electrode
(see Figure 5.3(a)). As can be noticed on the electric potentials shown in Figure 5.14,
where we impose different potentials φ2 between the bottom target electrodes, a larger
potential difference is found to lead to much steeper potential differences near interface
between electrodes at φ0 and φ2 on the bottom wall, as seen in Figure 5.14(a). These larger
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Figure 5.13: (a)–(c) The final deposit structures obtained using different types of patterned
electrodes having insulating portions (coloured in white).
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(a) (b) (c) 
Figure 5.14: Calculated electric potentials for (a) φ2 = Lz, (b) φ2 = Lz/2 and (c) φ2 = Lz/10,
keeping φ0 = 0. As illustrated in Figure 5.3, φ0 and φ2 correspond to red-coloured and green-
coloured electrodes, respectively.
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(a) (b) 
Figure 5.15: The electrophoretically produced deposits at final stage using (a) φ2 = Lz/5
and (b) φ2 = Lz/10.
and steeper potential differences create a strong electric field in that region. Given that the
magnitude of the electric fields in the bulk region (e.g. Lz/2 < z < Lz) is almost unity, it can
be inferred that Figure 5.10(a) creates larger differences of the electric field magnitudes in
the region of the bottom electrode. Therefore, the case of φ2 = Lz (i.e. the largest potential
difference) is found to produce a pyramid-like shape deposit, which has a triangular cross-
sectional area due to the strong field strength generated near interface between two different
electrodes. However, as the potential difference at the bottom electrode becomes smaller,
the particles are observed to start depositing uniformly onto the red-colored electrodes, and
the cross-sectional area of the deposit structure becomes nearly rectangular.
To observe thicker structures, we use a thinner simulation cell of dimensions Lx×Ly×Lz =
100× 50× 170, keeping the volume fraction φ = 1% and applying small potential differences
of 10% and 20%. As seen in Figure 5.15, both cases produce tight deposits onto the desired
electrodes. By looking closely at the shape of the cross-sectional area, we find that the case
of a 10% potential difference (Figure 5.11(b)) produces slightly more compact deposits with
vertical walls, though the detailed analysis of the deposit structures is needed.
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5.4 Conclusions
We have used direct numerical simulations to model and investigate the electrophoretic de-
position of colloidal suspensions. Using an efficient simulation algorithm, we were able to
capture the full process of electrophoretic deposition, which allowed us to analyze deposit
microstructure and assess the effects of operating parameters. We first considered simu-
lations with negligible DLVO interactions at 3% volume fraction that electrophoretically
produced deposits were found to be crystalline in lower layers, and to become less regular
with distance from the electrode. The final electrophoretic deposits produced at different
field strengths were compared, and a regular particle arrangement is observed to be formed
at low field strengths, which is in qualitatively agreement with experimental results. To
better characterize the deposit microstructure, Voronoi diagrams were employed to investi-
gate the structure in the first deposit layer, where the diagrams become irregular at high
field strengths. We then calculated the coordination number and radial distribution function
in the deposits, and a closer particle arrangement and clearer crystal structure is found to
occur at low field strengths. We also observed that the deposit microstructure at low field
strengths is nearly that of a faced-centered cubic crystal.
We also performed simulations with DLVO interactions at 1% volume fraction for direct
comparison with experiments. The effect of field strength on the transition from crystalline
to amorphous structures was found to be in a qualitative agreement with previous simulations
as well as experimental findings. We also investigated the effect of increasing the Hamaker
constant in the simulations, where we found that the transition appears to become closer to
experiments. We also changed the Debye layer thickness, which can be easily controlled in
experiments. We observed a critical value of κa below which amorphous structure are pro-
duced because electrostatic repulsive interactions become stronger at larger distances. The
comprehensive effect of both field strength (i.e. Pe´clet number) and κa on microstructure
can be captured in a phase diagram, predicting deposit structure and material properties.
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We reported simulation results for deposition onto patterned electrodes for the fabrication
of three-dimensional deposits. It was found that using insulating strips along with conducting
electrodes produces irregular deposit structure. We then focused on the bottom electrode,
which was patterned to have two different electric potentials. The electric potentials and
electric fields were calculated for various potential differences, and the effect of the potential
difference at the patterned bottom electrode on the deposit structure was studied. In order
to produce straighter and more uniform structures onto targeted electrodes, it is suggested
to use smaller potential differences between this strips on the patterned bottom electrode.
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Chapter 6
Hydrodynamic interactions in a
confined suspension
6.1 Introduction
With the recent development of the field of microfluidics, interest in low-Reynolds-number
flows and transport phenomena has also dramatically increased. Microfluidic devices are
being used in a wide range of applications, such as blood flow in capillaries, DNA analysis
and cell-based assays, where hydrodynamic interactions of particles in a confined geometry
likely play an important role in determining the motion of the particles [26]. The main focus
of this study is to formulate a rigorous method for the full calculation of hydrodynamic
interactions between two infinite parallel planar walls. This method is then applied to the
development of an efficient algorithm for hydrodynamic interactions in confined suspensions.
A pioneering study on the motion of a single sphere between two parallel walls was first
performed by Faxe´n [38], who used the method of reflections. The solution is, however, only
valid for a single particle, which must be located on the centerline or one-quarter of the gap
across the walls. Liron & Mochon [85] calculated the Green’s function for Stokes flow (i.e.
Stokeslet) between two planar walls by extending the Green’s function for Stokes flow above
a single no-slip boundary calculated by Blake [18]. As can be inferred by the method of
images [18], the two-wall Green’s function requires an infinite reflections, whereas the single
wall Green’s function involves a unique set of finite reflections. It is therefore cumbersome
to treat this infinite sum when seeking accurate solutions in this geometry.
This issue can be overcome with the use of computational methods. For numerical studies
for a single particle in two walls, a boundary collocation method was employed for the motion
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of a particle in directions perpendicular and parallel to the walls in Poiseuille flow by Ganatos
et. al. [45, 46]. The two solutions can be superimposed for calculating arbitrary motions
of a sphere in Poiseuille flow because of the linearity of the Stokes equations. However, this
method is limited to particle locations, which are at least one-tenth of its radius from either
wall. Staben, Zinchenko & Davis [133] developed a boundary-integral formulation for Stokes
flow in this geometry, where they adapted the Green’s function of Liron & Mochon [85] in
the computation of the hydrodynamic resistance to the motion of a particle in a Poiseuille
flow. Jones [72] calculated an analytic expression for the Green’s function for the Stokes
equations with incident Poiseuille flow using Stokes flow eigenfunctions.
In the case of multi-particle systems such as suspensions between two planar walls, the
Stokesian dynamics algorithm was used, by Durlofsky & Brady [35], who discretized the walls
with the additional energy dissipation due to no-slip conditions, and Nott & Brady [94], who
modeled the walls as static, closely packed arrays of spheres. The latter approach was shown
qualitatively correct, but showed several limitations because the walls modeled appear to
be leaky and rough. More recently, Swan & Brady [138] proposed a method applicable for
the use of Accelerated Stokesian Dynamics algorithm (ASD) [125], which shares similari-
ties with the present study. A similar approach of Stokes flow eigenfunctions of Jones [73]
was employed by Bhattacharya, Blawzdziewicz & Wajnryb [9], where hydrodynamic interac-
tions in a suspension of spheres confined between two parallel planar walls were successfully
calculated. Lastly, Hernandez-Ortiz, de Pablo & Graham [65] proposed a novel method,
called General Geometry Ewald-like method (GGEM), which splits point forces into a local
contribution and a global contribution.
In this Chapter, we propose an efficient method to account for hydrodynamic interactions
between two infinite planar walls in Stokes flow. In Section 6.2, a methodology for this
problem is explained, where the problem is split into two parts. The first part problem
uses periodic boundary conditions, which can be captured by the efficient SPME method
described in Chapter 2, without accounting for the presence of the walls. In Section 6.3, the
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second part corresponding to finding a correction to the periodic solution is presented, where
analytic solutions to the Stokes equations with inhomogeneous wall boundary conditions are
obtained. In Section 6.4, the application of this method to confined suspensions of spherical
particles is introduced, and future aspects of this method are addressed.
6.2 Confined Stokes equation
This section describes the methodology for the calculation of hydrodynamic interactions
in a confined geometry between two parallel planar walls in Stokes flow. Specifically, the
geometry of interest is double-periodic in two-dimensions and a confinement occurs in the
third dimension. To take into account hydrodynamic interactions in this geometry, we
introduce two separate Stokes problems, where the first one involves periodic boundary
conditions and the second one captures the effects of confinement. The solution of each of
the problems can be obtained separately, and superimposed to determine the total solution
owing to the linearity of the Stokes equations. The detail of the methodology is as follows.
We first seek a solution for a Stokes flow past an array of point forces f at positions rn,
laying at the vertices of a three-dimensional lattice, as illustrated in Figure 6.1. In the
present study, we use the dimensionless form of the Stokes equations, which are made using
the characteristic scales lc = L, uc = U and pc = ηU/L, where η is the viscosity of the fluid.
The problem is then to find an fluid velocity u, which obeys the following equations:
∇2u−∇p+ f
∑
n
δ3(r − rn) = 0, ∇ · u = 0, (6.1)
where δ3(r − rn) is the three-dimensional delta function. By periodicity flow field, the
Stokes equations (6.1) can be solved spectrally using Fourier series expansions, which is
known as the Hasimoto solution [63]. Recently, a comprehensive review of both two- and
three-dimensional Green’s functions for Stokes flow under singly, doubly and triply periodic
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Figure 6.1: Simulation geometry for a three-dimensional periodic array of point forces f in
a periodic cell. Note that only two-dimensions are shown.
arrays of point forces was presented by Pozrikidis [108]. More efficient methods can be also
employed for solving Equation (6.1) such as Accelerated Stokesian Dynamics (ASD) [125]
or the smooth particle-mesh Ewald algorithm [117] described in Chapter 2, which is the
method adopt here. The solution u of Equation (6.1) is referred to as the periodic solution
of the Stokes equation.
We now wish to find a correction to the periodic solution u to account for the effect of
hydrodynamic interactions in the confined geometry, because the solution u does not satisfy
the appropriate boundary conditions (e.g. no-slip conditions) at the planar walls. To do this,
we introduce the second problem (auxiliary problem), which is described in the following
Section.
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Figure 6.2: The confined geometry is illustrated with two infinite planar walls, where periodic
conditions can be imposed in the x- and y-directions.
6.3 Fundamental solution of the Stokes equations in
confinement
We consider flow in a channel geometry between infinite planar walls, which is governed by
the Stokes equations. The flow is assumed to be subject to arbitrary inhomogeneous Dirichlet
boundary conditions at both channel walls. The problem geometry is shown in Figure 6.2,
where the coordinate system is chosen with the origin halfway between two parallel walls of
spacing 2h and with x-y coordinates parallel to the walls. The positions of the walls are set
to be at z = ±h. We now define the auxiliary problem as the solution of the Stokes equations
with forcing at the boundaries. The fluid velocity is governed by the Stokes equations
∇2ua =∇pa, ∇ · ua = 0, (6.2)
subject to arbitrary wall boundary conditions.
As the x- and y-directions are infinite, we impose periodicity in these directions with
periods Lx and Ly, respectively. Denoting by Lz = 2h the spacing between the two parallel
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walls, the boundary conditions are specified as,
u1 = ua(x, y, z = −h), (6.3)
u2 = ua(x, y, z = h), (6.4)
where u1 and u2 are given values in this problem. Because of the periodicity in the x- and y-
directions, we also expect the fluid field u(x) and the pressure p(x) to be similarly periodic,
and therefore each of these periodic variables can be expanded as Fourier series:
ua(x) =
∑
kx
∑
ky
e−2pii(kxx+kyy)uˆa(kx, ky, z), (6.5)
pa(x) =
∑
kx
∑
ky
e−2pii(kxx+kyy)pˆa(kx, ky, z), (6.6)
where kx and ky are the reciprocal lattice vectors defining the periodic geometry. For the cell
geometry shown in Figure 6.1 (i.e. rectilinear lattice), the wavevectors are simply kx = j/Lx
and ky = j/Ly for j = 0,±1,±2, etc.
Substituting Equations (6.5) and (6.6) into the momentum equation of the Stokes equa-
tions (6.1) leads to a system of inhomogenous ordinary differential equations as follows:
∂2uˆa
∂z2
− q2uˆa = αpˆa, (6.7)
∂2vˆa
∂z2
− q2vˆa = βpˆa, (6.8)
∂2wˆa
∂z2
− q2wˆa = ∂pˆa
∂z
, (6.9)
where uˆ = (uˆa, vˆa, wˆa), q
2 = k2x + k
2
y, α = 2piikx and β = 2piiky. The continuity equation can
also be rewritten as
αuˆa + βvˆa +
∂wˆa
∂z
= 0. (6.10)
To solve this set of equations, we first need to find the forcing terms in Equations (6.7)–
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(6.9), which involve the pressure Fourier coefficient. To do so, we take the divergence of
the momentum equation and use the continuity equation, which in turn gives an equation
only involving pressure. We find that the Fourier coefficient of the pressure is a harmonic
function, and the solution can be expressed as
pˆa = A(kx, ky)cosh(qz) +B(kx, ky)sinh(qz), (6.11)
where A and B are constants to be determined, which depend only on the wavenumbers,
independent of z. Next, we substitute this form of pˆa back into Equations (6.7)–(6.9) and
solve for the Fourier coefficients of the velocities as
uˆa =
{
uˆ1 + uˆ2
2 cosh(qh)
− Aαh tanh(qh)
2q
}
cosh(qz) +
{
uˆ2 − uˆ1
2 sinh(qh)
−Bβ h coth(qh)
2q
}
sinh(qz)
+ A
α
2q
z sinh(qz) +B
β
2q
z cosh(qz),
(6.12)
vˆa =
{
vˆ1 + vˆ2
2 cosh(qh)
− Aαh tanh(qh)
2q
}
cosh(qz) +
{
vˆ2 − vˆ1
2 sinh(qh)
−Bβ h coth(qh)
2q
}
sinh(qz)
+ A
α
2q
z sinh(qz) +B
β
2q
z cosh(qz),
(6.13)
wˆa =
{
wˆ1 + wˆ2
2 cosh(qh)
− Aαh coth(qh)
2q
}
cosh(qz) +
{
wˆ2 − wˆ1
2 sinh(qh)
−Bβ h tanh(qh)
2q
}
sinh(qz)
+ A
α
2q
z cosh(qz) +B
β
2q
z sinh(qz),
(6.14)
where uˆ1 and uˆ2 are the Fourier transform of the boundary conditions in Equations (6.3)
and (6.4). It is worth to note that Equations (6.12)–(6.14) are an exact solution to the
Stokes equations. What remains is to determine the constants A and B in the pressure
Fourier coefficient in Equation (6.11). Again, we substitute Equations (6.12)–(6.14) into the
continuity equation (6.10), and use the linear independence of cosh and sinh functions to
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determine A and B, which are calculated as follows:
A =
{α(uˆ1 + uˆ2) + β(vˆ1 + vˆ2)}/cosh(qh) + q(wˆ2 − wˆ1)/sinh(qh)
qh coth(qh)− qh tanh(qh)− 1 , (6.15)
B =
{α(uˆ2 − uˆ1) + β(vˆ2 − vˆ1)}/sinh(qh) + q(wˆ1 + wˆ2)/cosh(qh)
qh tanh(qh)− qh coth(qh)− 1 . (6.16)
This enables us to calculate the complete solution to the auxiliary problem (i.e. the Stokes
equations) of Equation (6.2) subject to the inhomogeneous wall boundary conditions of (6.3)
and (6.4).
It is easily seen that this auxiliary problem can be applicable to any Dirichlet wall
boundary conditions in the confined geometry between two planer walls. What remains is
then to specify the wall boundary conditions of the auxiliary problem so as to satisfy actual
desired boundary conditions at both walls such as no-slip conditions or oppositely moving
walls for plane Couette flow. This is discussed in the following Section.
6.4 Application to a confined suspension and future
direction
In this Section, we discuss how the aforementioned method can be applied to efficiently ac-
count for hydrodynamic interactions in a confined suspensions between parallel rigid bound-
aries. This method is applicable to the suspensions considered in Chapters 2, 3 and 5. The
method is based on an auxiliary flow problem with appropriate wall boundary conditions,
along with the use of the efficient smooth particle-mesh Ewald (SPME) algorithm described
in Chapter 2. To do so, interactions are first calculated with triply periodic boundary con-
ditions using the SPME algorithm as shown in Figure 6.3(a), neglecting the presence of the
walls. The solution obtained using the SPME algorithm does not satisfy the actual boundary
conditions at the rigid walls (which should be no slip for u), however it can be corrected by
means of an auxiliary solution, which is obtained as described in the previous Section. To
114
x y 
z 
• 
(a) 
(b) 
(c) 
Figure 6.3: Solution procedure for accounting for interactions with the rigid boundaries.
(a) A periodic solution is obtained using SPME algorithm. (b) The values induced by the
periodic solution are evaluated. (c) The difference between the values evaluated and the
appropriate boundary conditions (no-slip for this case) enters the auxiliary flow problem as
the boundary conditions to correct the periodic particle velocities.
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determine the appropriate boundary conditions for the auxiliary problem, the velocity on the
walls obtained using periodic boundary conditions is first evaluated on a grid on the walls
(Figure 6.3(b)), and the difference between the values calculated and the expected values
(e.g. no slip condition) is then used as the wall boundary condition for the auxiliary problem
(Figure 6.3(c)). As the fluid flow in the auxiliary problem is governed by the homogeneous
Stokes equations, this problem can be solved as described in the previous Section. The solu-
tion to the auxiliary problem is obtained analytically on a grid by the procedures described
in the previous Section. We solve a homogeneous Stokes problem, since the forcing by the
the particles has already been accounted for by the periodic solution. This auxiliary solution
ua is finally used to correct the particle dynamics for the effects of the walls. Specifically,
the correction U c to the periodic particle velocities Uα (e.g. Equations (2.32), (3.2), (4.4)
or (5.7)) is obtained by application of Faxe´n’s laws for a sphere [77]:
U c(xα) =
(
1 +
a2
6
∇2
)
ua(xα). (6.17)
Because efficient techniques such as spectral methods (e.g. Fourier transform) can be used
for obtaining the auxiliary solution, the additional cost is minimal and the solution can still
be obtained in O(N logN) operations for a confined suspension.
The method developed in this Chapter will be widely applicable to many problems in
confined geometries between two planar walls. The effects of two planar walls on the dy-
namics so far have been included by means of the Green’s functions for the geometry of
interest [76, 18, 85, 133, 72], which provides good accuracy, but is a very computationally
expensive approach. We expect the method proposed here to provide faster and reliable so-
lutions, though it should be compared to the solutions obtained from the Green’s functions.
The method can be also applied to electrophoretic deposition in Chapter 5 to account for
interactions with two flat electrodes. We also expect it to find applications in various fields,
from classical suspension problems [120] to polymer physics [51].
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Chapter 7
Conclusions and future prospects
In this thesis, we have investigated a few special problems in particulate suspensions un-
der electric fields and confinement. In Section 2, we analyzed the nonlinear dynamics of
uncharged ideally polarizable spheres freely suspended in a viscous electrolyte in a uniform
electric field using theory and numerical simulations. In the case of polarizable sphere, it
is known that it acquires a non-uniform surface charge under the action of the field, which
results in an electroosmotic flow near its surface that scales quadratically with the applied
field magnitude. While this so-called induced-charge electrophoresis yields no net motion in
the case of a single sphere, it can drive relative motions by symmetry breaking when several
particles are present. In addition, Maxwell stresses in the fluid are also shown to result
in non-zero dielectrophoretic forces, which also cause particle motions. The combination
of these two nonlinear electrokinetic effects, termed dipolophoresis, was analyzed in detail
using numerical simulations. An efficient simulation method based on a previous analysis
of pair interactions was presented, accounting for both far-field and near-field electric and
hydrodynamic interactions in the thin Debye layer limit, as well as steric interactions us-
ing a novel contact algorithm. Simulation results in large-scale suspensions with periodic
boundary conditions were presented. While the dynamics under dielectrophoresis alone were
shown to be characterized by particle chaining along the field direction, in agreement with
previous investigations, chaining was not found to occur under dipolophoresis, which instead
causes transient particle pairings and results in a nonuniform microstructure with large num-
ber density fluctuations, as we demonstrated by calculating pair distribution functions and
particle occupancy statistics. Dipolophoresis was also found to result in significant hydro-
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dynamic dispersion and velocity fluctuations, and the dependence of these two effects on
suspension volume fraction was investigated.
In Section 3, we probed the long-time dynamics and pattern formation in semi-dilute
suspensions of colloidal spheres in a viscous electrolyte under a uniform electric field using
numerical simulations. The rapid chain formation that occurs in the field direction as a
result of dipolar interactions was found to be followed by a slow coarsening process by
which chains coalesce into hexagonal sheets and eventually rearrange to form mesoscale
cellular structures, in qualitative agreement with recent experiments. The morphology and
characteristic wavelength of the patterns that emerge at steady-state were shown to depend
on suspension volume fraction, electrode spacing and field strength.
In Section 4, we investigated the effects of surface contamination, modeled as a thin
dielectric coating, on the dynamics in suspensions of ideally polarizable spheres in an applied
electric field using large-scale direct particle simulations. In the case of clean particles
(no contamination), the suspensions were known to undergo dipolophoresis, or combination
of dielectrophoresis, which tends to cause particle chaining and aggregation, and induced-
charge electrophoresis, which dominates the dynamics and drives transient pairings, chaotic
motions, and hydrodynamic diffusion at long times, as analyzied in Chapter 2. As surface
contamination becomes significant, induced-charge electrophoresis is gradually suppressed,
which results in the simulations in a transition from diffusive dynamics to local aggregation
and chaining as a result of increasing effect of dielectrophoresis. We showed that this effect
has a strong impact on the suspension microstructure, as well as on particle velocities,
which are strongly reduced for contaminated particles. This transition was also visible
in the particle mean-square displacements, which become sub-diffusive in the case of strong
contamination. We explained this sub-diffusive regime as a consequence of the slow dynamics
of the particles trapped inside clusters and chains, which result in non-integrable local waiting
time distributions.
As an application of these fundamental studies, we also investigated electrophoretic de-
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position (EPD) and developed a quantitative, detailed physical model, with the aim of
predicting deposit microstructures and assessing the precise influence of various parameters.
The developed model captures all electrokinetic and colloidal interactions relevant to EPD.
Using an efficient simulation method, we simulate the full deposition process, allowing for
the analysis of the deposited materials. The effect of electric field strength on the geometric
structure and deposit microstructure was presented with direct comparison to experimen-
tal observations. The deposit microstructure was also characterized by calculating Voronoi
diagrams, statistics of the coordination numbers, and radial distribution functions of the
deposits, demonstrating a regular crystal structure at low field strengths. In addition, we
also investigated the use of patterned electrodes for the manufacturing deposits with three
dimensional features.
Lastly, we proposed an efficient method to account for hydrodynamic interactions with
two parallel planar walls in Stokes flow. We introduced an auxiliary problem to account for
confinement effect, for which an analytic solution to the Stokes equations with the inhomo-
geneous wall boundary conditions can be obtained using a spectral method. This solution
is then used to correct particle motions in a suspension calculated using periodic boundary
conditions for the effect of the walls.
There are many research areas that our studies can be extended. We describe several
directions that this thesis can take in the future.
• We have so far only considered isotropic spherical particles such as clean spheres in
Chapters 2 and 3 as well as contaminated spheres coated with dielectric layers in
Chapter 4. More recently, heterogeneous particles such as Janus spheres with one di-
electric and one metal-coated hemisphere have been received much attention, because
of their ability for self-propulsion or autonomous motion as a result of chemical reac-
tions [47, 48]. In experiments with suspensions of such particles, new types of chain
structures such as the staggered chain and two-dimensional crystallization regions as
a result of assembly of chains were observed, along with a simple electrostatic simula-
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tion to determine the most favorable particle orientation and staggered configuration
[48]. The present study can be further developed for suspensions of such heteroge-
neous spheres, and the particle-level simulations can be performed to investigate the
dynamics and pattern formation in such suspensions.
• In Chapter 3, hydrodynamic interactions with the two electrodes were entirely ne-
glected. However, as the pattern formation evolves or if highly concentrated sus-
pensions are used, these interactions are likely to alter the dynamics of such suspen-
sions and the resulting pattern formation. Using the method developed in Chapter
6, particle-wall interactions can be included, and the effect of these interactions will
be clearly identified. In addition, the fluids considered in Chapter 3 differ somewhat
from electrorheological fluids (ER fluids), where particles are suspended in electrically
insulating fluid. ER fluids are subject to a dramatic change in apparent viscosity by
orders of magnitude. To provide a better insight into our case, a study on the effective
rheology would be useful. The method developed in Chapter 6 is likely to be appli-
cable to this problem. For instance, the shear flow can be imposed via appropriate
wall-boundary conditions for the auxiliary problem, and contributions of particle extra
stress are then determined for the calculation of effective viscosity of a fluid.
• Although classical EPD, which relies on the traditional electrophoresis in a direct cur-
rent (DC) electric field, has been widely used and studied experimentally, it has some
limitations compared to using an alternating current (AC) field: the emergence of un-
desired electroosmotic flow, electrochemical reactions, and thermal convection in the
bulk. Recent efforts to switch from DC to AC electric fields in electrophoresis research
has shown substantial improvements in various liquid-based systems. However, there is
one important complication for the use of AC fields in electrophoresis, which is that an
AC field does not typically create a directed motion of particles relative to the fluid.
This can sometimes be overcome by using spatially or temporally nonhomogeneous
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AC fields. In particular, in what has recently been called “aperiodic electrophoresis”,
the directed motion of particles under the nonhomogeneous AC field with nonlinear
electrophoresis has been observed [34]. Such a technique has yet to be studied in de-
tail both theoretically and computationally. Traditional electrophoresis theory shows
that the particle translational velocity depends linearly on the strength of the electric
field [91, 6]. However, it turns out that this linear relationship is valid only for suffi-
ciently weak electric fields. When the electric field strength increases, the dependence
of the particle velocity on field strength becomes nonlinear. This nonlinearity has been
referred to as the Stotz-Wien effect [148, 137], which describes nonlinear electrophore-
sis. It is important to note that there exists no theory for nonlinear electrophoresis
of biomacromolecules, though several attempts have been made by modeling them as
ideally polarizable particles [84]. In a special time-dependent AC electric field, where
the traditional linear electrophoresis is expected to be suppressed, particle motions
may still arise as a result of nonlinear electrophoresis, a phenomenon called aperiodic
electrophoresis. Theoretical and computational studies of electrophoretic deposition
by aperiodic electrophoresis (or aperiodic electrophoretic deposition) at the particle
level have yet to be performed. The present study is expected to be further developed
to address such problems.
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Appendix A
A novel algorithm for Brownian
motion
In Chapters 3 and 5, the method described for the calculation of Brownian displacements
was based on the use of the single particle mobility. Here, we describe a more sophisticated
method to fully describe Brownian motion including the effect of hydrodynamic interactions.
Previously, Brady and coworkers developed Brownian dynamics algorithms based on the
fluctuation-dissipation theorem, which was included in Stokesian dynamics simulations [104,
10]. Specifically, Stokesian dynamics allows one to relate the velocities of particles to the
forces acting on them through a linear generalized mobility relation, U = M · F , which is
appropriate for use of the SPME algorithm. To benefit from the efficiency of the SPME
method, Saintillan, Darve & Shaqfeh [118] used a Chebyshev polynomial approximation
(recursion formulae for the Chebyshev polynomials) to determine the square root of M−1,
the inverse of the grand mobility tensor, which is required to calculate Brownian forces.
In this Appendix, we propose another approach to obtain the square root of M−1, based
on a decomposition of the grand mobility tensor into two parts: diagonal and off-diagonal
components. This method, which is approximate and valid for dilute system, can reduce the
computational cost for Brownian dynamics simulations compared to previous methods such
as the Chebyshev polynomial approximation.
Prior to proceeding to the algorithm, we provide a brief overview of the conventional
Brownian dynamics simulation of hydrodynamically interacting particles, with the emphasis
on algorithms and computational cost. Brownian dynamics simulations were pioneered by
Fixman [39] and Ermak & McCammon [36] to study the relaxation and rheology of poly-
mer chains in 1978. Specifically, Ermak & McCammon [36] suggested the approximation
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to the hydrodynamic interactions as the Green-Oseen and Rotne-Prager-Yamakawa tensors,
and also suggested numerical techniques, a multivariate normal deviate generator and a
weighted sum of normal random deviates, to solve for a random displacement due to the
thermal fluctuations. In 1995, Grassia, Hinch & Nitsche [52] developed a Brownian simu-
lation algorithm, which accounts for variable diffusivity and also includes pseudo-potential
forces to convert the statistics from a rigid link system to an infinitely stiff bead-spring sys-
tem. For the calculation of Brownian motion, the Cholesky decomposition was the preferred
method, which requires O(N3) operations for the grand mobility operator M = R−1. Occa-
sionally a pairwise method was used, but still needs O(N3) operations. In 1986, Fixman [40]
presented another technique for the square root of the mobility tensor using a Chebyshev
polynomial approximation, which considerably reduces the required computations for large
systems. This method is termed Fixman’s method after its first application to hydrodynamic
interactions inside polymer chains. The computational cost of its polynomial approxima-
tion scales as roughly O(N2.25). Jendrejack, Graham & de Pablo [71] employed Fixman’s
method in simulations of long polymer chains using the iterative solover such as GMRES,
which still remains the overall scale as O(N2.25). In Stokesian dynamics simulations, Bossis
& Brady [20] presented a simulation technique to calculate hydrodynamic interactions for
the Brownian motion through a grand resistance tensor to study self-diffusion, and Phung,
Brady & Bossis [104] employed this simulation algorithm to investigate the self-diffusion,
microstructure and rheology, in which they directly inverted the mobility tensor because
of the relatively small systems they considered. Banchio & Brady [10] further developed
the simulation algorithm using the Accelerated Stokesian Dynamics (ASD) algorithm [125]
scaling as O(N logN) along with Fixman’s method, which leads to an O(N1.25 logN) com-
putational cost. Recently, Saintillan, Darve & Shaqfeh [118] employed Fixman’s method
along with the efficient SPME method for colloidal rod dispersions, which was subsequently
adapted by Hoffman & Shaqfeh [67] for the stability study on sedimenting suspensions of
colloidal rods.
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For the specification of the Brownian force, we require the Brownian force vector F br to
have zero mean at any given time:
〈F br(t)〉 = 0, (A.1)
where 〈·〉 means the ensemble average. It also satisfies the uctuationdissipation theorem:
〈F br(t)⊗ F br(t′)〉 = 2kBTδ(t− t′)M−1, (A.2)
where δ(t) is the Dirac delta function. In numerical simulations, we can model the fluctuating
Brownian force between time t and t+ δt as
F br =
√
2kBT
∆t
B ·w, (A.3)
where B satisfies B · BT = M−1, which is the square root of the grand mobility matrix,
and w has components following a Gaussian distribution with zero mean and unit variance.
To determine B, instead of using the Cholesky decomposition or the Fixman’s method, we
decompose the grand mobility tensor M under the dilute limit as perturbation expansions
in the limit of small :
M = M0I + A, (A.4)
where M0 is a constant of the inverse of the Stokes drag for a single sphere, 1/6piηa, a tensor
I is an identity tensor, which account for a single particle motion and a tensor A accounts for
hydrodynamics interactions with other particles. Therefore, tensors I and A can be referred
as diagonal and an off-diagonal tensors, respectively. The same perturbation is applied to
the inverse of the grand mobility tensor as:
M−1 = M−10 + M
−1
1 . (A.5)
Given that the multiplication of Equations (A.4) and (A.5) gives the identity tensor, which
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is explained as:
MM−1 = M0IM
−1
0 + 
(
AM−10 +M0IM
−1
1
)
+O
(
2
)
= I, (A.6)
we now obtain expressions for M−10 and M
−1
1 as:
M−10 =
1
M0
I, (A.7)
M−11 = −
1
M20
A. (A.8)
The same procedure is undertaken to determine the square root of the inverse of the grand
mobility tensor B, which is also expressed as:
B = B0 + B1. (A.9)
The square of (Equation A.9) corresponding to the inverse of the grand mobility tensor
(Equation (A.5)) gives the following relation:
B2 = B0B0 +  (B0B1 + B1B2) +O
(
2
)
= M−10 + M
−1
1 . (A.10)
Using Equations (A.7) and (A.8), we now obtain expressions for B0 and B1 as
B0 =
1
M
1/2
0
I, (A.11)
B1 =
M
1/2
0
2
M−11 . (A.12)
Finally, we obtain an expression for B as:
B =
1
M
1/2
0
I− 1
2M
3/2
0
A, (A.13)
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where it is an explicit formula for an approximate expression for B, which means that no
recursion formulae are needed such as the Chebyshev polynomials in the Fixman’s method.
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Appendix B
Electric and hydrodynamic
interactions in a non-uniform electric
field
In this Appendix, we briefly describe a method to capture electric and hydrodynamic inter-
actions in a non-uniform electric field (e.g. electric fields in Figure 5.3(c)). We consider a
suspension of N rigid spheres of radius a in a viscous electrolyte (with permittivity ε and
viscosity η) in the following non-uniform electric field:
E(x) = E0 + x · ∇E + . . . , (B.1)
where E0 and ∇E may be different for each particle. For convenience, we denote by A the
field gradient∇E. Using the method of reflections for two identical spheres in an unbounded
domain with an effective no-flux boundary condition on the sphere surface, we can determine
the electric potential φ in the vicinity of a sphere in terms of growing and decaying spherical
harmonics. Having determined the electric potential in the electrolyte, the electric field is
easily obtained as E = −∇φ. The dielectrophoretic force on a sphere is then calculated as
follows:
F =
∫
S
(Σm · nˆ) dS, (B.2)
where Σm is a Maxwell stress tensor in the fluid,
Σm = ε
(
EE − 1
2
E2I
)
, (B.3)
and nˆ is the outward unit normal on the surface of a sphere. Having the expression for the
dielectrophoretic force on a sphere in the case of two spheres, we can now find the expression
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for the dielectrophoretic force on sphere α in a suspension as follows:
F α =− 2piεa3Aα ·Eα0 + 2piεa3Aα ·
N∑
β=1
[
−1
4
∇2J(Rβα) ·Eβ0
]
+ 2piεa3Aα
N∑
β=1
[
− a
18
T(Rβα) : A
β
]
− 3piεa2Eα0 :
N∑
β=1
[
−1
6
T(Rβα) ·Eβ0
]
+O(R−5), α = 1, ..., N,
(B.4)
where the second-order tensor J and the third-order tensor T = ∇∇2J are the Green’s
functions for a Stokeslet and for a potential quadrupole, respectively, and Rβα = xβ −xα is
the separation vector between particles α and β pointing from particle α to particle β and
R = |Rβα|. To determine the particle motions, we first calculate the sums in Equation (B.4)
in a periodic domain using a fast smooth particle mesh-Ewald algorithm (SPME). To leading
order, this results in a translational velocity given by Stokes drag law:
U (0)α =
F α
6piηa
, α = 1, ..., N. (B.5)
Each translational sphere also induces a disturbance fluid flow, which leads to the next
correction to the sphere motions. After some algebra using Faxe´n’s law for a sphere, we can
find the following expression for the particle velocity to order O(R−5):
U (1)α =
1
8piη
N∑
β=1
[
J(Rβα) · F β1 +
a2
3
∇2J(Rβα) · F β1 + J(Rβα) · F β2
]
+O(R−5), α = 1, ..., N,
(B.6)
where F 1 and F 2 are the first and second terms in Equation (B.4), respectively. Again, we
calculate the particle motions of Equation (B.6) in a periodic domain using SPME. Finally,
adding the contributions of Equations (B.5) and (B.6) gives the particle velocity accounting
for electric and hydrodynamic interactions in a non-uniform field.
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