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ABSTRACT

Accurate rate coefficients of atomic and molecular processes allow us to probe the conditions in
space and understand the history of the Universe. Although experimental rate coefficients are the
most desirable, availability of accurate rate coefficients of some processes depends on rigorous
theoretical studies. In this dissertation, theoretical tools for collisions involving three bodies are
discussed and applied to three different reactions. Rate coefficient of the reactive scattering of H2
+ D− is computed using the ABC program. The present results are about ten times smaller than the
experimental upper limit, suggesting that a further improvement of the sensitivity of the signal in
the experiment may lead to the observation of the H− ions produced from this reaction. For the isotopic exchange reaction of 16 O16 O + 18 O, the multiconfiguration time-dependent Hartree method
was used to model the time evolution of the reaction. The results suggest that distribution of final
reaction products is highly anisotropic, and simplified statistical approaches, sometime used for
this kind of processes, are not applicable to this reaction. The three-body recombination of hydrogen atoms is investigated using the hyperspherical adiabatic approach with the R-matrix method at
zero total angular momentum. It is found that Jahn-Teller effect contributes less than 15% increase
in the total three-body recombination rate. The nascent population of the H2 molecules, formed in
the recombination process, is found to be dominated by highly excited rovibrational levels, which
could have substantial impacts in some astrophysical models. In addition, a novel simplified approach for dissociative electron attachment to polyatomic molecules is developed and applied to
H2 CN. The estimated rate coefficient is found to be too small to contribute to formation of CN− in
the interstellar medium. An accurate theoretical rate coefficient of dissociative recombination of
prebiotic molecule CH2 NH+
2 is also reported. The reported value is consistent with databases for
astrochemistry, but it is much smaller than the value used in photochemical models of the upper
atmosphere of Titan, which has an impact on Titan ammonia abundance in the models.
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CHAPTER 1: MOTIVATION

Knowledge of atomic and molecular processes is essential in astronomy. Because it is impossible
to send probes to every regions in space for diagnostic purposes, one relies heavily on atomic and
molecular spectra, which are obtained either from telescopes on Earth or in space, to observe the
Universe remotely. Meanwhile, atomic and molecular processes regulate macroscopic processes in
space, such as heating, cooling, gravitational collapse, etc. (Lepp et al., 2002). In addition, complex
organic molecules in space are formed via a series of chemical reactions. In order to understand the
origin of stars and organic molecules in the Universe, one must understand interactions between
different elementary objects: photons, protons, electrons, ions, atoms, and molecules.
In general, atomic and molecular processes can be categorized into gas-phase reactions and surface
reactions. For gas-phase reactions, it can be further divided into three types, namely, one-body
reaction, two-body reaction, and three-body reaction. An one-body reaction could be decay of a
single body or interaction of a body with a photon or cosmic ray. The rate equation of an one-body
reaction is
dnX
= k1 nA ,
dt

(1.1)

where nX and nA denote volume density of the product X and the reactant A, respectively, and
k1 (in s−1 ) is the rate coefficient of the reaction. An example of one-body reaction is radiative
transition, A∗ → A + hν. In this reaction, A∗ can be any excited state of an atom or a molecule.
Emission spectra of atoms or molecules are resulted from radiative transitions. A two-body reaction involves a collision of two bodies. This reaction is ubiquitous in space. A few examples are
excitation or dissociation of molecules by electron impact, charge-exchange reaction A + B+ →
A+ + B, and reactive scattering A + BC → AB + C or AC + B. A two-body rate equation for
1

forming a product X from reactants A and B is
dnX
= k2 nA nB ,
dt

(1.2)

where k2 (in cm3 s−1 ) is the rate coefficient of the two-body reaction. Similarly, the rate equation
of a three-body reaction which forms a product X from reactants A, B, and C is
dnX
= k3 nA nB nC ,
dt

(1.3)

with k3 (in cm6 s−1 ) being the rate coefficient of the three-body reaction. In environment with
sufficiently large gas densities, three-body reaction becomes important. An example is three-body
recombination A + B + C → AB + C, AC + B, or BC + A, which converts atomic species into
molecular form.
On the other hand, a surface reaction typically involves adsorption of at least one reactant and
desorption of a product on a dust grain surface. There are two mechanisms for formation of product
AB from reactant A and B on a surface. In the Langmuir-Hinshelwood mechanism, both A and B
are adsorbed on the surface, then they diffuse and react to form AB, which is then desorbed from
the surface. While in the Eley-Rideal mechanism, only A is adsorbed, then B reacts with A on-site
and form AB, which is then desorbed. Surface reactions could be responsible for formation of
complex organic molecules in space (Garrod et al., 2008).
From Eqs. (1.1) – (1.3), one can immediately observe that atomic and molecular processes can be
characterized by their rate coefficients. Consequently, rate coefficients of certain processes could
link to formation of stars, planets, or organic molecules in the Universe. Although it is practically
impossible to obtain exact details of how they were formed, it is possible to simulate relevant
environments through modeling, where rate coefficients of atomic and molecular processes are
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served as input parameters. Therefore, accuracy in those rate coefficients is very important, as the
uncertainty could severely affect predictivity of simulations.
The most abundant molecule in space, molecular hydrogen H2 , played a fundamental role for
cooling primordial gas clouds in the early Universe to form first-generation stars (Galli and Palla,
2013), which led to creation of elements heavier than lithium at the stellar cores through nucleosynthesis. At the early stage of forming first-generation stars, density of atomic hydrogen nH is
low and H2 is formed via associative detachment with H− (Saslaw and Zipoy, 1967),
H− + H → H2 + e− .

It was shown that uncertainty in rate coefficient of this reaction could lead to more than a factor
of 20 difference in the predicted characteristic mass of first-generation stars (Kreckel et al., 2010).
An accurate experimental measurement of this rate coefficient by Kreckel et al. (2010) limits the
difference in the characteristic mass due to the uncertainty to a factor of 2.
As nH increases, the three-body recombination reaction H + H + H → H2 + H becomes important.
Since the binding energy released in this reaction could be large (∼ 50,000 K), rate coefficient of
this reaction could strongly affect thermal and dynamical evolution of the primordial gas clouds.
However, uncertainty in the rate coefficient could vary as much as two orders of magnitude at
relevant temperatures (Glover and Abel, 2008). Effect of this uncertainty in formation of firstgeneration stars has been studied by Turk et al. (2010) and Bovino et al. (2014). Turk et al. (2010)
concluded that this uncertainty has a significant effect on the details of the collapse of pregalactic
gas clouds in regime where nH is large. While using an updated rate coefficient calculated by
Forrey (2013a), Bovino et al. (2014) concluded that effect of the revised uncertainty does not lead
to significant differences in their results, but different rate coefficients have nontrivial consequences
in the simulations.
3

From the example of molecular hydrogen, it is evident that accuracy of rate coefficients plays
a key role in modeling. However, it could be very challenging to obtain them. While a direct
experimental measurement of rate coefficients is highly desirable, it is expensive in cost and is
time-consuming. Furthermore, some reactions, such as collisions involving radical species, dissociative recombination, and three-body recombination at relevant temperatures (Savin, 2012), are
difficult to study experimentally. In contrast, theoretical investigations are usually less expensive in
cost and time compared to experiments. However, uncertainty in theoretical results could be large
and difficult to quantify. In particular, it is not trivial to quantify uncertainty in results obtained by
different theoretical approaches, unless benchmark calculations are available.
One of the goals of this dissertation is to develop and apply accurate first-principles approaches to
collisions relevant to astrophysical and atmospheric conditions. Another goal of this dissertation,
is to provide theoretical data which are not available to date, and to set directions for future studies.
This dissertation is divided into two parts. First part of the dissertation (Chapters 2 – 6) is focused
on collisions involving three bodies, while the second part (Chapters 7 – 9) concerns electronmolecule collisions. Chapters 2 and 3 provide a theoretical background for three-body systems.
Then, the theory is applied to reactive scattering of H2 + D− and
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O2 +

18

O in Chapters 4 and

5, respectively. In Chapter 6, three-body recombination of hydrogen atoms is investigated. Next,
in the second part, Chapter 7 introduces basics of electron-molecule collisions. Chapters 8 and
9 discuss dissociative electron attachment and dissociate recombination of polyatomic molecules,
respectively. Finally, Chapter 10 summarizes this dissertation and gives an outlook for future
research in the field.

4

CHAPTER 2: THEORETICAL BACKGROUND FOR THREE-BODY
SYSTEMS

In this chapter, theoretical tools for collisions involving three bodies are discussed. In Section 2.1,
the Jacobi coordinates, the Delves hyperspherical coordinates, and the symmetric hyperspherical
coordinates for three bodies are discussed. For each set of the coordinates, Hamiltonian of a threebody system is described. Then, in Section 2.2, basics of group theory and representation theory are
introduced and applied to three-body systems with two or three identical particles. Implementation
of symmetry in the symmetric hyperspherical coordinates is also discussed. Finally, in Section
2.3, three different theoretical approaches for solving different collision processes in the system
are described.

2.1 Coordinates for Three-Body Systems

2.1.1 The Jacobi Coordinates

r1

3
R1

2 3

2 3
r2

2
R3

R2

r3
1

1

1

(a)

(b)

(c)

Figure 2.1: Three different sets of Jacobi coordinates.

~ k can be defined as the vector from particle i to j
In a three-body system, Jacobi vectors ~rk and R
5

and the vector from center of mass of i and j to k, respectively. Setting m and ~x as the mass and
radius vector of a particle, a Jacobi coordinate system can then be defined as

M = mi + mj + mk ,
~rk = ~xj − ~xi ,
~ k = ~xk − (mj ~xj + mi~xi )/(mj + mi ),
R
µrk = mi mj /(mi + mj ),
µRk = mk (mi + mj )/M,

(2.1)

where µr is the reduced mass of the particles i and j, and µR is the reduced mass of the particle k
and the sum of masses of particles i and j.
~ k },
For a given geometry of three particles, there are three sets of Jacobi vectors, {~rk } and {R
which can be generated by cyclic permutation of i, j, and k. Figure 2.1 illustrates all three sets
of Jacobi coordinates. In the body-fixed (BF) frame, the orientation of the system is described by
four variables: three Euler angles (α, β, γ) to describe orientation of the system with respect to the
laboratory frame (LF) and one Jacobi angle θk to describe the angle between r~k and R~k . Then the
Hamiltonian in the BF frame is (Schatz and Kuppermann, 1976)

H=−

∂ 2 ∂
h̄2
∂ 2 ∂
(Jˆ − ĵ)2
ĵ 2
h̄2
R
−
r
+
+
+ V (Rk , rk , θk ), (2.2)
2µRk Rk2 ∂Rk k ∂Rk 2µrk rk2 ∂rk k ∂rk
2µRk Rk2
2µrk rk2

where Jˆ and ĵ are the total angular momentum operator and orbital angular momentum operator
of the dimer, and V is the interaction potential of the three bodies. Note that Jˆ acts on the three
Euler angles, while ĵ acts on the Jacobi angle.
To further simplify the Hamiltonian, it is desirable to transform the rectangular coordinates into
the hyperspherical coordinates, analogous to the treatment for two-body scattering. The first step
6

is to rescale the Jacobi vectors by the masses,
r

mi mj mk
,
M
r
mk 
mk 
dk =
1−
,
µ
M
µ=

~rk = (~xj − ~xi )/dk ,
~ k = dk [~xk − (mj ~xj + mi~xi )/(mj + mi )] .
R

(2.3)

Mass-normalized Jacobi coordinates are convenient because one can transform from one arrangement to another through a simple matrix multiplication (Johnson, 1980). Additionally, massscaling leads to a single reduced mass µ in the Hamiltonian in Eq. (2.2), such that the system can
be viewed as a single particle with that mass moving in a six-dimensional space. The next step is to
transform the 6D rectangular coordinates into a 6D spherical coordinates with one hyper-radius and
five hyper-angles. There are several hyperspherical coordinate systems in the literature (Delves,
1960, Johnson, 1980, Whitten and Smith, 1968). The Delves hyperspherical coordinates and the
symmetric hyperspherical coordinates will be briefly reviewed in the next two sections.

2.1.2 The Delves Hyperspherical Coordinates

~ k)
For convenience, a particular arrangement in Fig. 2.1 is considered, and the subscript k in (~rk , R
will be dropped in the following discussions. To transform into the hyperspherical coordinates, the
two mass-scaled radii (r, R) in Eq. (2.3) are transformed into polar coordinates (ρ, η),

ρ2 = r 2 + R 2 ,
tan η = r/R,
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(2.4)

where ρ is the hyper-radius and η is the Delves angle (Delves, 1960). In the BF frame, the sixdimensional space is now described by one hyper-radius and five angles: the Euler angles (α, β, γ),
the Jacobi angle θ, and the Delve angle η. Note that only the hyper-radius is independent of the
choice of arrangement. The Hamiltonian in BF Delves hyperspherical coordinates is (Pack and
Parker, 1987)
"
#
2
~ − ~j)2
~
1
h̄2 ∂
∂
(
J
j
h̄2 ∂ 5 ∂
ρ
+
− 2
sin2 2η
+
+
+ V (ρ, η, θ).
H=−
2µρ5 ∂ρ ∂ρ 2µρ2
∂η
∂η
cos2 η
sin 2η
sin2 η
(2.5)

The Delves hyperspherical coordinates and mass-scaled Jacobi coordinates can be easily transformed to each other, which is an important property in the case of reactive scattering. The operators in the square bracket in Eq. (2.5) can be regarded, together, as the grand angular momentum
operator, whose eigenvalue was derived in Delves (1960).
In Delves (1960), the Schrödinger equation for free particles was expressed in the LF,





h̄2 ∂ 5 ∂
1
∂
l(l + 1) j(j + 1)
h̄2 ∂
2
−
ρ
+
sin 2η
+
+
− E R(ρ, η) = 0,
− 2
2µρ5 ∂ρ ∂ρ 2µρ2
∂η
cos2 η
sin 2η ∂η
sin2 η
(2.6)

where l and j are rotational quantum numbers. With the scaling

R(ρ, η) = 2ρ−5/2 (sin 2η)−1 Y (η)R(ρ),

(2.7)

the equation for the Delves angle η is


d2
l(l + 1) j(j + 1)
− 2 −4+
+
Y (η) = λY (η).
dη
cos2 η
sin2 η
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(2.8)

For a solution that is regular at η = 0 and π/2, its eigenvalue is

λ = (l + j + 2n)(l + j + 2n + 4) = lef f (lef f + 1),
lef f = l + j + 2n + 3/2,

(2.9)

with n being a non-negative integer. The hyper-radial Schrödinger equation then becomes



h̄2 d2
lef f (lef f + 1)
−
+
− E R(ρ) = 0.
2µ dρ2
2µρ2

(2.10)

The hyper-radial Schrödinger equation is now analogous to the two-body radial Schrödinger equation, which is the main motivation of the development of hyperspherical coordinates.
However, there is one setback for the Delves hyperspherical coordinates. The Delves angle η
and the Jacobi angle θ depend on the arrangement of the three particles. In order to properly
describe the asymptotic behavior for different arrangements, more than one set of coordinates are
needed. One can expand the total wave function in terms of all possible arrangements, but it may
cause numerical problems for the basis functions at small hyper-radius. It is desirable to have a
hyperspherical coordinate system that can describe all arrangements using only one set of hyperangles.

2.1.3 The Symmetric Hyperspherical Coordinates

The symmetric hyperspherical coordinates (SHC) were first developed by Smith (1962) and by
Whitten and Smith (1968), and were later modified by Johnson (1980) and by Pack and Parker
(1987). The definition of SHC by Johnson (1980) is used in this dissertation.
The definition of the hyper-radius in the SHC is the same as in the Delves hyperspherical coordi-
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ρ1

<

ρ2

<

ρ3
θ

φ

Figure 2.2: System of H3 with fixed hyper-angles with changing hyper-radius and fixed hyperradius with changing hyper-angles. It demonstrates how hyper-angles and hyper-radius change the
shape and size of the system (Kokoouline and Greene, 2003).

nates. The hyper-angles θ and φ can be defined implicitly as (Johnson, 1980),
ρd1 p
r1 = |~x2 − ~x3 | = √
1 + sin θ sin φ,
2
ρd2 p
r2 = |~x3 − ~x1 | = √
1 + sin θ sin(φ − 2 ),
2
ρd3 p
r3 = |~x1 − ~x2 | = √
1 + sin θ sin(φ + 3 ),
2
2 = 2 arctan(m3 /µ),
3 = 2 arctan(m2 /µ),
10

(2.11)

where 0 ≤ θ ≤ π/2 and 0 ≤ φ ≤ 2π. Note that the definition of di and µ are the same as in
Eq. (2.3).
In the SHC, ρ and θ are related to the moments of inertia of the system and, therefore, are independent of the choice of arrangement. Only φ depends on the arrangement. Figure 2.2 demonstrates
how ρ, θ, and φ are related to the size and shape of the system. For fixed hyper-angles, the size
of the system increases as ρ increases. For a fixed hyper-radius, the plane formed by the system is
reduced to a line as θ approaches π/2, while φ controls the shape of the system with a fixed area
enclosed by the system. The three different arrangements are represented by different values of φ.
Thus, only one set of coordinates is needed. The interval of φ can be reduced depending on the
symmetry of the system. This will be further explained in Section 2.2.4.
Using the above definition of the hyperangles, the Hamiltonian is expressed as (Johnson, 1983)



4
∂
1 ∂2
1 ∂
h̄2 1 ∂ 5 ∂
ρ
+
sin 2θ
+
H=−
2µ ρ5 ∂ρ ∂ρ ρ2 sin 2θ ∂θ
∂θ sin2 θ ∂φ2
"
#
Jy20
Jx20
Jz20
1
4ih̄ cos θJz0 ∂/∂φ
+ 2
+
+
+
+ V (ρ, θ, φ),
2
µρ 1 − sin θ 1 + sin θ 2 sin θ
2µρ2 sin2 θ

(2.12)

where Jx0 , Jy0 , and Jz0 are the components of the total angular momentum in the BF frame. Combining all the hyper-angular variables in the kinetic energy operator as the grand angular momentum operator Λ2 , the time-independent Schrödinger equation can be written in a short form


h̄2
−
2µ



1 ∂ 5∂
ρ
ρ5 ∂ρ ∂ρ




h̄2 Λ2
+
+ V (ρ, θ, φ) − E Ψ(ρ, θ, φ) = 0.
2µρ2

(2.13)

Comparing Eq. (2.13) and Eq. (2.6), in the case of free particles, the only difference between the
Hamiltonians is the expression of the grand angular momentum Λ2 . Using the fact that eigenvalues
of Λ2 are independent of the choice of hyperspherical coordinate system, and expressing the wave
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5

function as Ψ = ρ− 2 ψ(ρ)Y (θ, φ), one obtains



h̄2 d2
lef f (lef f + 1)
−
+
− E ψ(ρ) = 0,
2µ dρ2
2µρ2

(2.14)

which is the same as (2.10).
From Eq. (2.9), one may observe that allowed values of lef f depend on the symmetry and total
angular momentum of the system. For example, at J = 0, one has l = j such that lef f − 3/2 is
even. To further understand how the symmetry affects the eigenvalue, knowledge of group theory
and representation theory is required. Properties of eigenvalues and eigenfunctions of the grand
angular momentum operator will be discussed in Section 3.3.

2.2 Symmetry of Three-Body Systems

2.2.1 Basics of Group Theory

When a system contains a set of identical particles, Hamiltonian of that system is invariant under
permutations of the set. Moreover, for an isolated system, the Hamiltonian is invariant under
translation, rotation, and inversion. As a result, one can define a set of operators that preserve
all the symmetries of the system. Because a product of multiple operators is again a symmetry
operation, a set of symmetry operators is closed under multiplication. Since the multiplication is
associative, i.e. A(BC)=(AB)C, and the set contains the identity operator and the inverse operator
for each symmetry operation, the set has the structure of a group. The total symmetry group of a
polyatomic molecule can be defined in general as the direct product of groups (Bunker and Jensen,
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2006),

Gf ull = GT ⊗ Ks ⊗ S e ⊗ GCN P I ,

(2.15)

where GT is the symmetry group of pure translations of the system, Ks is the rotational group,
S e is the group of electronic permutations, and GCN P I is the complete nuclei permutation and
inversion (CNPI) group.
In this section, essential group theory concepts for two or three identical particles are discussed.
The symmetry of a three-body system in the SHC will then be discussed in details in Section 2.2.4.
Mathematical details of group theory are out of the scope of this section and will not be discussed
here. Proofs of theorems mentioned in this section can be found in Wigner (2012). Other details
can be found in Bunker and Jensen (2006).
Suppose there is a three-body system with three identical nuclei. The permutation group S3 contains 6 elements:

S3 = {E, (12), (23), (13), (123), (132)},

(2.16)

while the CNPI group G3 can be expressed as a direct product of S3 with {E, E ∗ },
G3 = S3 ⊗ {E, E ∗ }
= {E, (12), (23), (13), (123), (132), E ∗ , (12)∗ , (23)∗ , (13)∗ , (123)∗ , (132)∗ },

(2.17)

where E is the identity operator, (ij) is the binary permutation, (ijk) is the cyclic permutation,
and the asterisk represents the inversion.
Let ψa be an eigenfunction of the Hamiltonian. Since the eigenvalue of the Hamiltonian is invari-
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ant over any operation R in the group, after a symmetry operation R̂, the wave function ψa will
transform into the linear combination

R̂ ψa =

X

Dab (R) ψb ,

(2.18)

b

where {ψb } is a complete set of degenerate and orthonormal wave functions with the same eigenvalue of ψa . From the above equation, one sees that symmetry properties of ψa can be represented
by the coefficient Dab (R). A trivial case is Dab (R) = ±δab , such that ψa is symmetric or antisymmetric for some operations R in the group G3 . If every symmetry operations R map ψa to
itself with or without a change of sign, then ψa is non-degenerate and its symmetry can be characterized by Da (R). For the degenerate case, suppose ψa and ψb are the degenerate pair of the
Hamiltonian. Then for the cyclic permutation (123), one can have
1
(123)ψa = − ψa −
√2
3
(123)ψb =
ψa −
2

√

3
ψb ,
2
1
ψb .
2

(2.19)

In other words, (123) maps ψa into the space spanned by (ψa , ψb ). In this two-dimensional space,
one can define another basis set (ψ+ , ψ− ), with ψ± = ψa ± iψb . Then, one has
(123)ψ± = e±i2π/3 ψ± .

(2.20)

As a consequence of the degeneracy, one sees that the D(R) matrix is not uniquely defined. However, trace of D(R), which is the sum of diagonal elements, remains the same under the change of
basis. For example, in Eqs. (2.19) and (2.20), the trace of D(R) are both equal to −1. Therefore,
one can characterize both degenerate and non-degenerate eigenstates using the trace of D(R).
Formally, the transformation matrix D(R) of the set {ψb } are referred to the representation of the
14

group. The D(R) matrix could be expressed in a block diagonal form. If a representation cannot
be reduced to a block diagonal form, it is called the irreducible representation (irrep).
To characterize different irreps, it is useful to introduce the character. The character of an irrep Γ
for a symmetry operation R is defined as the trace of the representation matrix

Γ
χΓ (R) = tr(Dab
(R)) =

X

Γ
Daa
(R).

(2.21)

a

For any group element g, since the representation Dab (R) is homomorphic to the symmetry operators R (Wigner, 2012), one has

Dab (gRg −1 ) = Dab (g)Dab (R)Dab (g −1 )

(2.22)

and

tr(Dab (g)Dab (R)Dab (g −1 )) = tr(Dab (g)Dab (g −1 )Dab (R))
= tr(Dab (gg −1 R)) = tr(Dab (R)).

(2.23)

For a symmetry operator R0 = gRg −1 , one arrives at

χΓ (R0 ) = χΓ (R).

(2.24)

Operators R0 that are connected to R by R0 = gRg −1 are said to be in the same class as R.
Since operators in the same class have the same character, one can compare the characters of
different classes for different irreps. It can be shown that the number of irreps of a group is equal
to the number of classes in that group, and each irrep has its unique characters. As a result, a
character table, which tabulates the characters of different irreps for elements of different classes,
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can uniquely characterize irreps of a group. Table 2.1 shows the character table for the group G3 .

Table 2.1: Character table for G3
G3
A01
A001
A02
A002
E0
E 00

E
1
1
1
1
2
2

(12)
1
1
-1
-1
0
0

(123) E ∗
1
1
1
-1
1
1
1
-1
-1
2
-1
-2

(12)∗
1
-1
-1
1
0
0

(123)∗
1
-1
1
-1
-1
1

Next, suppose there is a wave function Ψij = ψi × φj , where ψi and φj transform as irreps Γ1 and
Γ2 from the group G3 , respectively. Applying the symmetry operator R̂ on Ψij , one has

R̂ Ψij =

X

=

X

=

X

Γ1
Dim
(R) ψm ×

m

X

Γ2
Djk
(R) ψk

k
Γ1
Γ2
Dim
(R) Djk
(R) ψm × ψk

m,k
Γ1
Γ2
Dim
(R) Djk
(R) Ψmk .

m,k

One can then identify that the transformation matrix DΓ (R) for Ψij is simply the product of
DΓ1 (R) and DΓ2 (R), and the character χΓ (R) is given by

χΓ (R) =

X

Γ2
Γ1
Dmm
(R) Dkk
(R) = χΓ1 (R)χΓ2 (R).

(2.25)

m,k

When Γ1 and Γ2 both are one-dimensional irreps, it is clear that Γ is also an one-dimensional irrep.
However, when Γ1 and Γ2 transform as the E 0 irrep, the character table of Γ does not correspond
to a particular irrep from G3 . For instance, χΓ (E) = 4. In other words, Γ is reducible.
To decompose a representation into a linear combination of irreps, first one uses the orthogonality
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relation
r
X
R

li Γi
Dmn (R)∗
h

r

lj Γj
D 0 0 (R) = δij δmm0 δnn0 ,
h mn

(2.26)

where h is the number of elements in the group, and li and lj are the dimensions of the irreps Γi
and Γj . From this relation, it follows that
X

χΓi (R)∗ χΓj (R) = hδij .

(2.27)

R

This equation can be further simplified,
n
X

gk χΓi (Ck )∗ χΓj (Ck ) = hδij ,

(2.28)

k=1

where {Ck } are the classes of the group and gk are the number of elements in the class Ck . Therefore, {χΓi } form an n-dimensional vector space. From the above two equations, one sees that the
number of classes n must be equal to the number of irreps and each irrep indeed has its unique
characters.
To find the combination of irreps, the representation Γ is expressed as a linear combination of
irreps,

Γ = a1 Γ1 ⊕ a2 Γ2 ⊕ · · · ⊕ an Γn ,

(2.29)

and the character as χΓ (R)

Γ

χ (R) =

n
X

ak χΓk (R),

(2.30)

k=1

where n is the number of classes and ak are some integers. Using Eq.(2.27), one can then find ak
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by

ak =

1X Γ
χ (R)χΓk (R)∗ .
h R

A quick way to test whether a representation can be reduced is to check the sum

(2.31)

P

R

2

χΓi (R) . If

it is equal to h, then the representation is irreducible.
As an example, the above tools are applied to the case of Γ = Γ1 ⊗ Γ2 = E 0 ⊗ E 0 . The sum
P
2
Γ
is equal to 34 according to Tab. 2.1, such that Γ is indeed reducible. Next, one
R χ (R)
P6
Γk
expresses Γ =
k=1 ak χ (R), where k refers to the row in Tab. 2.1. Using Eq. (2.25), one
obtains

1  Γ
χ (E) + 3χΓ (12) + 2χΓ (123) + χΓ (E ∗ ) + 3χΓ (12∗ ) + 2χΓ (123∗ )
12
1
[4 + 3 × 0 + 2 × 1 + 4 + 3 × 0 + 2 × 1] = 1.
=
12

a1 =

Similarly, one has a3 = a5 = 1 and a2 = a4 = a6 = 0. Therefore, Γ can be decomposed into
A01 , A02 , and E 0 . That is, E 0 ⊗ E 0 = A01 ⊕ A02 ⊕ E 0 .
Finally, in order to construct a wave function that transform as any irrep Γi , one introduces the
projection operator (Bunker and Jensen, 2006)

Γi
Pmm
=

li X  Γi ∗
Dmm (R) R̂,
h R

(2.32)

Γi
where Dmm
(R) is the m’th diagonal element of the matrix DΓi (R) in the irrep Γi . Note that

for an one-dimensional irrep, DΓi (R)mm is simply the character χΓi (R). Applying the projection
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operator to ψa , one has
li X  Γi ∗
Dmm (R)R̂ψa
h R
li X  Γi ∗
Γ
=
Dmm (R)Dab
(R)ψb
h R,b

Γi
Pmm
ψa =

Γi
= ψm
,

where the orthogonality relation in Eq. (2.26) was used and Γ can be any representations of the
Γi
group, which can have a different dimension than li . If Γ cannot be reduced to Γi , ψm
will be
Γi
transforms as the m’th row of Γi ,
vanished. The resulted function ψm

Γi
R̂ψm

=

li
X

Γi
(R)ψkΓi .
Dmk

k=1

The projection operator will be utilized in the next subsection to construct wave functions with
desirable irreps.

2.2.2 Symmetry of Three Identical Particles

The theories described in the previous subsection are now applied to a triatomic system with three
identical particles. Here the BF z 0 -axis is chosen to be perpendicular to the plane of the triatomic
system. A different choice of this axis will lead to different expressions of the eigenvalue of the
parity operator.
For a particular irrep Γ, the total nuclei wave function ΨΓJM can be expressed, in general, as the
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sum of products of the spin part Θ, rotational part R, and vibrational part Φ,

ΨΓIJM

=

J
X X

J
~
ΘIgI (MI )RM
k (α, β, γ)Φk (Q),

gI k=−J

r
J
RM
k (α, β, γ) =

2J + 1 J ∗
DM k (α, β, γ),
8π 2

(2.33)

where D is the Wigner function, J, M , and k are the nuclear orbital angular momentum, its
projection on the LF z-axis and its projection on the BF z 0 -axis. I and gI are the total nuclear spins
~ is the spatial coordinates for nuclei.
and the index for its irrep, (α, β, γ) are the Euler angles, and Q
Note that the nuclear spins are assumed to be uncoupled to the spatial motion, which is true in
most cases.
Every symmetry operator can therefore be cast into a direct product of three parts: permutation of
nuclear spins PI , rotation R, and permutation of spatial displacements of nuclei from the equilibrium configuration PQ , such that for an operator g from G3 , one has

ĝ = O(I)O(R)O(Q).

(2.34)

Table 2.2: Decomposition of operators from G3 into operators of permutation of spatial displacements of nuclei O(Q), rotation O(R), and nuclear spins permutation O(I) (Bunker and Jensen,
2006). Other operators in G3 can be obtained by multiplication.
G3
O(Q)
O(R)
O(I)

E
E
R0
ρ0

(12) (123)
C2
C3
2π/3
π
Rx Rz
ρ12
ρ123

E∗
σh
Rzπ
ρ0

(123)∗
C3 σ h
−π/3
Rz
ρ123

12∗
σv
Ryπ
ρ12

Table 2.2 shows how operators from G3 are decomposed into different symmetry operations for
each part. In the table, the ρi operators in the set of O(I) are simply the permutation i of the nuclear

20

3

y'
z'
1

x'

2

Figure 2.3: Definition of axes in the BF of a three-body system.

spins. Raα in the set of O(R) means a rotation by angle α about the axis a. Figure 2.3 shows the
BF axes of the three-body system. Operators in the set of O(Q) are those in the molecular point
group D3h : C2 is the rotation by 180 degrees about the x0 axis; C3 is the rotation by 120 degrees
about the z 0 axis; σh and σv are the reflection about the x0 y 0 and x0 z 0 plane, respectively.
Take permutation (12) as an example, it is equivalent to a rotation of the spatial displacements
of nuclei by 180 degrees about the x0 axis, followed by a rotation of the molecular frame by 180
degrees about the x0 axis, and finally a permutation of the spin of nuclear 1 and 2. As a result, one
has

(12)ΨΓJM

=

J
X X

J
~
O(ρ12 )ΘIgI (MI ) × O(Rxπ )RM
k (α, β, γ) × O(C2 )Φk (Q).

(2.35)

gI k=−J

To illustrate how to implement the symmetry, the case of three identical spin-0 bosons is considered. For the case of zero total angular momentum, spin and rotational wave functions of the
system are simply constant, such that the symmetry of the total wave function depends only on the
vibrational wave function Φk=0 , which can transform as some irreps Γ.
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J
Table 2.3: Transformation of rotational function RM
k under rotation O(R) for G3 . In this table
iπ/3
and in this subsection, ω ≡ e .

O(R):

R0

J
J
O(R)RM
k : RM k

Rxπ
J
(−1)J RM
−k

2π/3

Rz

J
ω 2k RM
k

Rzπ
J
(−1)k RM
k

For arbitrary J, if the rigid rotor approximation is used, the vibrational wave function and rotational
wave function are separable, such that
~ ΓR (α, β, γ),
ΨΓJM = ΦΓQ (Q)R
JM

(2.36)

where ΓQ and ΓR are the irreps for the vibrational and rotational wave functions. One can build
the desired irrep Γ = ΓQ ⊕ ΓR as discussed in Section 2.2.1. For example, for ΓR to be A01 or A02 ,
J
one first applies the projection operator Eq. (2.32) to RM
k (with only operators in S3 ),

1  ΓR
J
ΓR
J
ΓR
J
ΓR
J
χ (E)RM
k + χ (12)(12)RM k + χ (23)(23)RM k + χ (13)(13)RM k
6

ΓR
J
ΓR
J
+χ (123)(123)RM
k + χ (132)(132)RM k

1 J
J
J 4k J
J 2k J
2k J
4k J
RM k ± (−1)J RM
=
−k ± (−1) ω RM −k ± (13)(−1) ω RM −k + ω RM k + ω RM k
6
i
h J
1
2k
4k
J J
=
1+ω +ω
RM k (α, β, γ) ± (−1) RM −k (α, β, γ) ,
6

J
P ΓR RM
k =

where the relations (13) = (123)(12), (23) = (132)(12), and Tab. 2.3 were used. Then, to
J
k J
construct the total rotational wave function, since O(E ∗ )RM
k = (−1) RM k , one sums over all

even k, and has

R
RΓJM
(α, β, γ) =

J
X
1
{k}

6

1 + ω 2k + ω 4k

h

i
J
J J
RM
(α,
β,
γ)
±
(−1)
R
(α,
β,
γ)
.
k
M −k
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(2.37)

Then, if Γ is A01 or A02 , ΓQ will transform as A01 and A02 . More examples can be found in Spirko
et al. (1985).
If the rigid rotor approximation breaks down, the vibrational and rotational wave functions are
coupled. For the case of three spin-0 bosons for arbitrary J, the total wave function is constructed
as

ΨΓJM =

J h
X

i
J
J J
~
~
RM
(α,
β,
γ)Φ
(
Q)
+
(−1)
R
(α,
β,
γ)Φ
(
Q)
.
k
−k
k
M −k

(2.38)

k=0

As vibrational motion takes place in the x0 y 0 plane, the vibrational wave function remains the same
under σh . Consequently, one can consider the operators corresponding to elements in S3 only.
Since the total wave function must transform as the A01 or A001 irreps for bosons, using Tabs. 2.2 and
2.3, one finds that Φk must transform as in Tab. 2.4. Since the total wave function remains constant
under (123), one has ω 2(k+lk ) = 1. It implies that k+lk = 3N , for N being an non-negative integer.
For k = 0, Φ0 transforms as A01 . While for k 6= 0 and lk = −k, Φ±k could transforms as the other
irreps.

Table 2.4: Transformation of vibrational function Φk under O(Q) for G3 .
O(Q):

E

C2

C3

σh

O(Q)Φk : Φk

Φ−k

ω 2lk Φk

Φk

For the case of three identical spin-1/2 fermions, the total nuclear spin I is non-zero, and one
has to construct the spin wave function ΘIgI , such that it transforms according to some irreps.
Denoting spin-up and spin-down states as |αi and |βi and by using the projection operators, one
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has (Kokoouline and Greene, 2003)

ΘI0 (M = 3/2) = |αααi,
1
ΘI0 (M = 1/2) = √ (|ααβi + |αβαi + |βααi) ,
3
ΘI±1 (M = 1/2) = ΘIEa (M = 1/2) ± i ΘIEb (M = 1/2),
1
ΘIEa (M = 1/2) = √ (2|ααβi − |αβαi − |βααi) ,
6
1
ΘIEb (M = 1/2) = √ (|αβαi − |βααi) ,
2

(2.39)

where M is the projection of the spin on the BF z 0 axis. The I = 3/2 states are identified as orthostates , while I = 1/2 states are identified as para-state. The transformation properties of ΘIgI are
summarized in Tab. 2.5. For ortho-states, the spin wave function transforms as the A01 irrep, while
for para-states, it can transform as the A01 (for gI = 0) or the E±0 (for gI = ±1) irreps.

Table 2.5: Transformation of spin function ΘIgI under nuclear spin permutation O(I) for S3 , in
case of three spin-1/2 fermions.
O(I):

ρ0

ρ12

ρ123

O(I)ΘIgI :

ΘIgI

ΘI−gI

ω 2gI ΘIgI

As the total nuclei wave function transforms as A02 or A002 , one constructs the wave function for
ortho- and para-states as

ΨΓJM,I=3/2

=

I=3/2
Θ0

J h
X

I=3/2

J
RM
k (α, β, γ)Φk

I=3/2

J
~ − (−1)J RM
(Q)
−k (α, β, γ)Φ−k

k=0
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i
~ , (2.40)
(Q)

and

I
ΨΓg
JM,I=1/2

=

J h
X

I=1/2 ~
J
ΘI=1/2
RM
(Q)
gI
k (α, β, γ)Φk

J

− (−1)

i

I=1/2 J
I=1/2 ~
Θ−gI RM
(Q)
−k (α, β, γ)Φ−k

,

k=0

(2.41)
respectively.
Since the total nuclei wave function remains unchanged under (123), one has ω 2(k+lk +gI ) = 1,
where the vibrational wave functions in Eqs. (2.40) and (2.41) is assumed to transform according to
Tab. 2.4. Since k +lk +gI = 3N , with N = 0, 1, 2, . . ., one sees that the vibrational wave functions
transform differently under C3 for ortho- or para-states. As a result, in the case of fermions, even
though spatial motion and the nuclear spin are not coupled explicitly, the vibrational wave functions
depend on the nuclear spin due to symmetry.
Note that, for three identical bosons or fermions, since only the rotational wave function changes
under inversion, parity of the system is simply equal to (−1)k . As a result, by including only even
or odd k in the wave function, one can choose the parity of the system to be even or odd.
To summarize, symmetry of the Hamiltonian, the group theory, and the representation theory were
discussed. The theories were applied to the G3 symmetry group of three identical spin-0 bosons
and three spin-1/2 fermions at arbitrary total angular momentum J.
As a side note, one observes that to construct the total wave function with a particular irrep, one
has to construct vibrational wave functions with the required transformation properties. Before
discussing how to obtain such vibrational wave functions in the SHC, as to make the discussion
complete, the symmetry of two identical particles will be discussed.
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2.2.3 Symmetry of Two Identical Particles

For a system with two identical particles, the theory is simpler than the case of three identical
particles. The CNPI group for the system is

G2 = {E, (12), E ∗ , (12)∗ },

(2.42)

which has four classes. Table 2.6 displays the character for its four irreps.

Table 2.6: Character table for G2
G3
A1
A2
B1
B2

E
1
1
1
1

(12) E ∗
1
1
1
-1
-1
-1
-1
1

(12)∗
1
-1
1
-1

If one fixes the parity of the system by restricting k to be only even or odd, one is left with the
permutation group S2 = {E, (12)}. Since E and (12) form its own class, there are only two irreps,
A and B. The characters for A and B under operation (12) is simply ±1. To decompose operations
from S2 into the spin, rotational, and vibrational operations, one can follow Tab. 2.2.
In the case of two identical spin-0 bosons, the construction of the total wave function is the same
as Eq. (2.38), and the vibrational wave function Φk transforms to Φ−k under (12).
For a system with two identical spin-1/2 fermions, one has three ortho-states (I = 1) and one parastate (I = 0). Note that one can factor the spin wave function out from the total wave function. For
ortho- or para-states, the spatial wave function must transform as B or A, respectively, such that the
total wave function is anti-symmetric under (12). Then, for ortho-states, the spatial wave function
is the same as Eq. (2.40), except with I = 1, while for para-states, the spatial wave function is the
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exactly same as (2.38). For both states, the vibrational wave function transforms as in the case of
two identical bosons.
The above symmetry properties for even or odd parity may look different from some previous
publications. This is because of the different choice of the BF z 0 -axis. The widely used approach
~
for reactive scattering developed by Pack and Parker (1987) defines the z 0 -axis to be parallel to R
in the mass-scaled Jacobi coordinates (see Fig. 2.1). As a result, inversion of all coordinates is
equivalent to a rotation of the BF frame by π about the y 0 -axis plus a reflection on the x0 z 0 plane.
J
J+k J
It is easy to see that the first step transforms RM
RM −k . However, the effect of the
k to (−1)

second step is less evident. To see that effect, one expresses the vibrational wave function in the
mass-scaled Jacobi coordinates,
~ =
Φk (Q)

X

Yjk (θ0 , φ0 )χνj (r)ψνj (R),

(2.43)

ν,j

where (θ0 , φ0 ) are the polar and azimuth angles in the BF frame, and (ν, j) are the vibrational and
rotational quantum numbers. Note that with this choice of basis, the Euler angle γ is 0. Then
the reflection in the x0 z 0 plane transforms (θ0 , φ0 ) to (θ0 , −φ0 ), such that Yjk (θ0 , φ0 ) transforms to
(−1)k Yj−k (θ0 , φ0 ).
Then, one can construct the total nuclei wave function with a definite parity. Introducing another
parameter  = ±1, one has

ΨΓ
JM

=

J
XX



J
0
0
J
0
0
RM
k (α, β, γ)Yjk (θ , φ )χνj (r) + RM −k (α, β, γ)Yj−k (θ , φ )χνj (r) ψνj (R),

ν,j k=0

(2.44)
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where the inversion operator acts on the wave function giving

J Γ
Π̂ΨΓ
JM = (−1) ΨJM .

(2.45)

Since the binary permutation (12) is just an inversion of ~r, the total wave function transforms as A
or B for even or odd j. Hence, one can see that ΨΓ
JM is eigenfunctions of all operators in G2 .
When parity is equal to (−1)J or (−1)J+1 , the wave function is said to be “parity favored” or
“parity unfavored”. This nomenclature results from the fact that the k = 0 term contributes the
most to the reactive cross section, while this term vanishes for  = −1.
Unlike the symmetry group G3 , for G2 , one can construct a total wave function with a definite
irrep by simply restricting j to be even or odd and choosing the value of . This simplicity provides
freedom to choose different theoretical approaches for reactive scattering problems.

2.2.4 Implementation of Symmetry in the SHC

In this subsection, boundary conditions of vibrational wave functions with different irreps in the
SHC are derived. Assuming the second and third particles are identical, one has 2 = 3 ≡ 
in Eq. (2.11). Upon the permutation (23), one sees that r2 and r3 exchange, while r1 remains
constant. It is evident that, by changing φ to π − φ,
ρd1 p
1 + sin θ sin(π − φ) = r1 ,
r10 = √
2
ρd2 p
r20 = √
1 + sin θ sin(π − (φ + )) = r3 ,
2
ρd3 p
r30 = √
1 + sin θ sin(π − (φ − ) = r2 .
2
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(2.46)

Table 2.7: Matching operations of S3 to shifts of the hyper-angle φ.
Operation Shift in φ
(13)
π/3 − φ
(23)
π−φ
(12)
5π/3 − φ
(123)
φ + 2π/3
(132)
φ + 4π/3
Hence the permutation (23) has the same effect on the internuclear distances as changing φ to
π − φ. If all three particles are indistinguishable, then one has  = 2π/3. After some algebra, all
operations of S3 are matched to respective changes in the hyper-angle φ, and the result is displayed
in Tab. 2.7.
Suppose there is a wave function Φ(φ) which could be symmetric or anti-symmetric under permutations. In the case of two identical particles, the symmetry under (23) reduces the interval of φ from [0, 2π] to [−π/2, π/2] as Φ(φ) = ±Φ(π − φ). At the boundary, for   1,
Φ(−π/2 − ) = ±Φ(−π/2 + ) and Φ(π/2 − ) = ±Φ(π/2 + ). If the wave function Φ(φ) is
symmetric with respect to (23), i.e. transforms as the A irrep, then Φ(±π/2 − ) = Φ(±π/2 + ),
such that the boundary condition for the A irrep is
∂Φ
∂φ

=
−π/2

∂Φ
∂φ

= 0.

(2.47)

π/2

If Φ is anti-symmetric with respect to (23), i.e. transforms as the B irrep, then Φ(±π/2 − ) =
−Φ(±π/2 + ), such that the boundary condition for the B irrep is
π
π
Φ(− ) = Φ( ) = 0.
2
2

(2.48)

For three identical particles and the non-degenerate irreps A01 and A02 , the symmetry with respect
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to the permutation (23) reduces the interval of φ to [−π/2, π/2] as in the case of two identical particles. In addition, as Φ is periodic with a period 2π/3, one has Φ(π/2) = Φ(−π/6). Combining
the two symmetry requirements, one simply replaces π/2 by −π/6 in Eqs. (2.47) and (2.48), such
that the boundary conditions of the wave function are
∂Φ
∂φ

=
−π/2

∂Φ
∂φ

=0

(2.49)

−π/6

for the A01 irrep and
π
π
Φ(− ) = Φ(− ) = 0
2
6

(2.50)

for the A02 irrep, respectively. As a result, the range of φ further reduces to [−π/2, −π/6] for the
A01 and the A02 irrep.
For the degenerate irreps, since the two E 0 components are symmetric or anti-symmetric with
respect to the binary permutation (23), one can apply the boundary conditions (2.47) and (2.48) on
Φ(φ) for Ea0 and Eb0 . However, since A01 or A02 share the same boundary conditions as Ea0 or Eb0 ,
after solving the boundary value problem, one has to inspect or symmetrize the wave function to
distinguish whether the wave function transforms as A01 or Ea0 and A02 or Eb0 .
By applying the boundary conditions, one can solve for vibrational wave functions which transform
as different irreps. In fact, these boundary conditions can also be applied to solve for vibrational
wave functions in the continuum, which are the essential component in the theory of collisions
involving three bodies. In the next section, three different approaches for solving the three-body
Schrödinger equation will be discussed.
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2.3 Solving the Three-Body Schrödinger Equation

There are different types of collisions involving three bodies, namely, the three-body recombination,

A + B + C → A + BC,
→ B + AC,
→ C + AB,

(2.51)

A + BC → A + B + C,

(2.52)

the three-body breakup,

and reactive scattering,

A + BC → B + AC,
→ C + AB.

(2.53)

In this section, three different methods for three-body problems will be reviewed: the Hyperspherical Adiabatic Approach with the Eigenchannel R-matrix (HSAR) method, the ABC program, and
the Multiconfiguration Time-Dependent Hartree (MCTDH) method. The choice of the approach
depends on the system under consideration. For three identical particles, one would recommend
to use the HSAR method because it provides an easier way to impose a higher symmetry. For two
identical particles, however, since the symmetry is lower, one can impose the symmetry simply by
restricting the rotational quantum number. To see the merits of each approach for such system, the
three approaches will be applied to the H2 D− system in Chapter 4.
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2.3.1 The HSAR Method

For a higher symmetry group like S3 , it is not straightforward to impose the symmetry computationally. As discussed in the previous section, the SHC provide a convenient way to deal with the
symmetry. To solve the three-body Schrödinger equation in the SHC (2.13),


h̄2
−
2µ



1 ∂ 5∂
ρ
ρ5 ∂ρ ∂ρ




h̄2 Λ2
+
+ V (ρ, θ, φ) − E Ψ(ρ, θ, φ) = 0,
2µρ2

(2.54)

one is motivated to separate the hyper-radius from the two hyper-angles, analogous to the approach
for two-body collisions. That means one needs to expand the wave function in terms of hyperangular basis sets. A straightforward approach is to use the eigenfunctions of the grand angular
momentum operator, i.e. the hyperspherical harmonics, which can be obtained analytically. But
the convergence over the number of hyperspherical harmonics in the basis is poor. This is because
the hyperspherical harmonics are diffuse functions on the hyper-angular plane, while asymptotic
wave functions of a dimer and an atom are very localized on that plane. Therefore, it would require
a large number of hyperspherical harmonics in the basis to describe the highly localized functions.
A better solution is to use the adiabaticity of the system. Classically, changing the size of the
system requires more energies than to change its shape, therefore the time needed to change the
hyper-radius is longer than that to change the hyper-angles. In the spirit of the Born-Oppenheimer
approximation, one can treat the hyper-radius as an adiabatic variable and separate it from the
5

hyper-angles. Rescaling the wave function by Ψ = ρ 2 Φ, one has



15
2
h̄2 ∂ 2
2Λ + 4
−
+ h̄
+ V (ρ, θ, φ) − E Φ(ρ, θ, φ) = 0.
2µ ∂ρ2
2µρ2
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(2.55)

One then solves the adiabatic equation at a fixed hyper-radius,


15
2
2Λ + 4
h̄
+ V (ρ, θ, φ) ϕa (ρ; θ, φ) = Ua (ρ)ϕa (ρ; θ, φ),
2µρ2

(2.56)

where Ua (ρ) is the hyperspherical adiabatic potential curve of channel a and ϕa (ρ; θ, φ) is the
corresponding eigenfunction. Note that ϕa (ρ; θ, φ) contains the information about the symmetry
of the channel wave function, as one solves the above equation by applying the boundary conditions
discussed in Section 2.2.2.
Next, the rescaled wave function Φ is expanded in the basis of adiabatic channels,

Φ(ρ, θ, φ) =

X

ψa (ρ)ϕa (ρ; θ, φ),

(2.57)

a

arriving at the coupled-channel hyper-radial Schrödinger equation

 2 2
X
h̄ d
+
U
(ρ)
ψ
(ρ)
+
Wa,a0 (ρ)ψa0 (ρ) = Eψa (ρ),
−
a
a
2µ dρ2
0
a

(2.58)

where Wa,a0 is the non-adiabatic coupling matrix element. When there is a large number of adiabatic channels with sharp avoided crossings, it becomes difficult numerically to represent such
couplings by calculating the derivatives of ϕa (ρ; θ, φ) with respect to ρ. Instead, one can use the
slow variable discretization (SVD) method to represent Wa,a0 (Tolstikhin et al., 1996).
In the original SVD method, the DVR-type functions were used as the basis for the hyper-radial
wave function. However, the DVR-type functions are not well suited to represent the continuum
state due to its oscillatory behavior. The B-spline functions are more suitable for that purpose,
since they are highly localized in hyper-radial grid points. Another advantage is that the resulted
Hamiltonian matrix is sparse, such that it is more efficient to diagonalize the matrix.
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In the modified SVD method, the wave function ψa (ρ) is expanded in a B-splines basis, such
that (Kokoouline and Masnou-Seeuws, 2006)

ψa (ρ) =

X

Φ(ρ, θ, φ) =

X

cj,a πj (ρ),

(2.59)

cj,a πj (ρ)ϕa (ρ; θ, φ).

(2.60)

j

j,a

Since πj (ρj ) is localized at ρj , the function ϕa (ρ; θ, φ) can be expanded near ρj as

ϕa (ρ; θ, φ) ≈ ϕa (ρj ; θ, φ) × 1 +

∂
∆ρ
ϕa (ρj ; θ, φ) + . . .
ϕa (ρj ; θ, φ) ∂ρ


,

(2.61)

with ∆ρ = ρ − ρj .
By approximating ϕa (ρ; θ, φ) ≈ ϕa (ρj ; θ, φ), substituting Eq. (2.60) into Eq. (2.55), multiplying
πj 0 (ρ) and ϕa0 (ρj 0 ; θ, φ) on the left, and integrating over the hyper-radius and the hyper-angles, the
system of equations becomes (Yuen and Kokoouline, 2017)
X
j,a

h̄2 d2
hπj 0 | −
2µ dρ2




Ua0 (ρj 0 ) + Ua (ρj )
hπj 0 |πj i
2

−Ehπj 0 |πj i Oj 0 a0 ,ja cj,a = 0 ,

|πj i +

(2.62)

where Oj 0 a0 ,ja = hϕa0 (ρj 0 ; θ, φ) | ϕa (ρj ; θ, φ)i and is integrated over hyper-angles.
The term hπj 0 |πj i appears because the B-spline functions are not orthogonal. One sees that the
approximation made for ϕa (ρj ; θ, φ) simplifies the kinetic energy integral. The non-adiabatic couplings are thus represented by the O-matrix instead of W . Note that the adiabatic Hamiltonian in
Eq. (2.56) can act on the bra or the ket as it is hermitian. To preserve the hermicity of the Hamiltonian, the operator is split in half and act with each half of the operator on the bra and the ket,
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which produces the term [Ua0 (ρj 0 ) + Ua (ρj )]/2 in Eq. (2.62).
The uncertainty associated with the kinetic energy integral can be estimated as
∆ρ ∂
ϕa,j = ca (ρj ; θ, φ) ,
ϕa,j ∂ρ
∆ρhϕa,j |

∂
ϕa,j i = hϕa,j |ca (ρj ; θ, φ)|ϕa,j i = c̃j,a ,
∂ρ

1
c̃j,a =
Oja,(j+1)a − Oja,(j−1)a ,
2

(2.63)

where ϕa (ρj ; θ, φ) is abbreviated as ϕa,j and c̃j,a is an average value of ca (ρj ; θ, φ) over the ath
channel for a given value of ρj (Yuen and Kokoouline, 2017). Note that the derivatives are computed using the central difference method. Similarly, the uncertainty associated with the adiabatic
Hamiltonian can be estimated as

∆ρ
∂
Ua (ρj )ϕa,j = da (ρj ; θ, φ) ,
Ua (ρj )ϕa,j ∂ρ


1
U
(ρ
)
−
U
(ρ
)
a
j+1
a
j−1
d˜j,a = c̃j,a +
.
2
Ua (ρj )

(2.64)

By inspecting values of c̃j,a and d˜j,a , one can adjust the hyper-radial grid such that the uncertainty
can be reduced.
As a side note, there is no unique way to approximate the non-adiabatic couplings using the SVD
with B-spline functions. For example, Blandon et al. (2007) used the local approximation in the
kinetic energy integral, while the integral of the adiabatic Hamiltonian was treated exactly. If
the uncertainty associated with the local approximation is small, results obtained by their approach
should have the same numerical accuracy as results obtained by Eq. (2.62). Moreover, if one substitutes Eq. (2.60) into Eq. (2.55) without the local approximation, multiplies πj 0 (ρ) and ϕa0 (ρ; θ, φ)
on the left, integrates over the hyper-radius and the hyper-angles, and makes the same approxima-
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tion in the kinetic energy integral, then one obtains
X
j,a

h̄2 d2
0
hπj | −
2µ dρ2



|πj iOj 0 a0 ,ja + δaa0 hπj 0 |Ua (ρ)|πj i

−Ehπj 0 |πj iδaa0 cj,a = 0.

(2.65)

This equation looks simpler and more elegant. It also produces results with the same accuracy as
the other two approaches.
Equipped with the modified SVD to account for the non-adiabatic couplings, one can now calculate
continuum solutions of the Schrödinger equation using the eigenchannel R-matrix approach, and
then construct the scattering matrix.
The eigenchannel R-matrix approach (Aymar et al., 1996) uses the variational method to determine the logarithmic derivative bβ on the boundary of the hyper-sphere of hyper-radius ρ0 by the
expression
R
2µ V Φ∗β (E − Ĥ)Φβ dV
,
bβ = 2 R ∗
h̄ V Φβ δ(ρ − ρ0 )Φβ dV

(2.66)

where Ĥ is the modified Hamiltonian, made hermitian for continuum functions by adding the
Bloch operator to the full Hamiltonian H in Eq. (2.12),

Ĥ = H +

h̄2
∂
δ(ρ − ρ0 ) ρ5/2 .
5/2
2µρ
∂ρ

(2.67)

The index β numerates different possible linearly independent solutions. Finding an extremum of
Eq. (2.66) is equivalent to solving the Schrödinger equation with the boundary condition −bβ =
∂ln(ρ5/2 Φβ )/∂ρ on the reaction surface. For simplicity, in the following discussion the symbol
Ω is used to refer collectively to all angular variables, and the index k is introduced to numerate
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all possible combinations {j, a} in Eq. (2.60). Using the extremum condition ∂bβ /∂ckβ = 0, the
variational principle becomes a generalized eigenvalue problem:

Γ~cβ = Λ~cβ bβ ,
Z
2µ
yk∗ (E − Ĥ)yl dV ,
Γkl = 2
h̄ V
Z
yk∗ yl dΣ ,
Λkl =

(2.68)
(2.69)
(2.70)

Σ

where the last integral is evaluated over the surface Σ of the hypersphere with hyper-radius ρ0 and

yk (ρ, θ, φ) = πj (ρ)ϕa (ρj ; θ, φ) .

(2.71)

Note that the SVD method is used to evaluate the integral in Eq. (2.69).
The R-matrix is defined by the matrix multiplication

R = F (ρ0 )(F 0 (ρ0 ))−1 ,

(2.72)

where matrix Faβ is obtained from projecting ρ5/2 Φβ onto the ath channel wave function,
Z
Faβ =

5/2

ϕ∗a (ρ0 ; Ω)(ρ0 Φβ ) dΩ = caβ .

(2.73)

Σ

In the above equation, a property of the B-spline functions was used: At the boundary, all B-spline
0
functions vanish, except the last function, which is equal to 1. The matrix Faβ
is obtained from the

logarithmic derivative as

0
Faβ
= −bβ Faβ .
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(2.74)

Using the orthogonality of the matrix c, the R-matrix is expressed as

Raa0 = −

X

caβ b−1
β ca0 β .

(2.75)

β

In order to evaluate the scattering matrix needed for the cross section calculation, solutions of the
Schrödinger equation should be written in the form of an incoming wave and an outgoing wave
rather than in the form of Faβ . By constructing an appropriate linear combination of functions Faβ ,
the reactance matrix K and scattering matrix S are obtained from the R-matrix as (Aymar et al.,
1996)
h
i
−1
0
ˆ
ˆ
K = f (ρ) − f (ρ)R [ĝ(ρ) − ĝ 0 (ρ)R] ,

(2.76)

S = (1 − iK)−1 (1 + iK) ,

(2.77)

where fˆ, fˆ0 , ĝ, ĝ 0 are matrices with elements

0
0
faa0 (ρ) = δaa0 fa (ρ), faa
0 (ρ) = δaa0 fa (ρ),

(2.78)

0
0
gaa0 (ρ) = δaa0 ga (ρ), gaa
0 (ρ) = δaa0 ga (ρ).

(2.79)

In the above equations, f (ρ)/ρ5/2 and g(ρ)/ρ5/2 are the regular and irregular solutions of the fieldfree Schrödinger equation (Eq. (2.13) with V = 0); f 0 (ρ) and g 0 (ρ) are the hyper-radial derivatives
of f (ρ) and g(ρ).
With the scattering matrix, one can then calculate the cross section for collision processes. However, for the three-body recombination, one needs to define the three-body plane wave in order to
derive the formula for the cross section. This discussion will be postponed to Chapter 3.
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2.3.2 The ABC Program

The ABC program is developed by Skouteris et al. (2000) for reactive scattering. Theoretical
approach of this program will be briefly reviewed in this subsection. Details can be found in
Schatz (1988) and Skouteris et al. (2000). This program solves the Schrödinger equation using
the coupled-channel hyperspherical method. The surface function Φ is simultaneously expanded
in three different arrangement channels {λ} in the Delves hyperspherical coordinates. In terms of
J
the Wigner functions DM
kλ , spherical harmonics Yjλ kλ , and the rovibrational wave functions χvλ jλ

of the dimer at each asymptotic arrangement, the surface functions in the BF frame are expressed
as (Schatz, 1988)

ΦJM
λνλ jλ kλ =

J
DM
kλ (αλ , βλ , 0)Yjλ kλ (θλ , φλ )χvλ jλ (ρ; ηλ )
,
ρ5/2 sin ηλ cos ηλ

(2.80)

where J is the total angular momentum, M and k are the projections of total angular momentum
~ and v, j are the
on the LF z-axis and the BF z 0 -axis (which is parallel to the Jacobi vector R),
vibrational and rotational quantum numbers of the dimer. The angles (α, β) are the usual Euler
angles, the angles (θ, φ) describe orientation of the dimer with respect to the third atom, and η is
the Delves angle.
Note that the rovibrational wave functions χvλ jλ (r) are calculated using the diatomic potential at
large R in the mass-scaled Jacobi coordinates and are then matched to the Delves coordinates at
a fixed hyper-radius by the relation r = ρ sin η. As a result, the surface functions are determined
before solving the hyper-radial Schrödinger equation. However, it requires a large number of
surface functions when the diatomic potential is deep. Therefore, the ABC program is not efficient
for reactive scattering involving heavy atoms.
To construct a wave function with a definite total parity P , one can define the channel function
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ΦJM
λvλ jλ |kλ |

JM
ΦJM
λνλ jλ kλ +  Φλνλ jλ −kλ
√
p
=
,
2 1 + δkλ 0


J JM 
P̂ ΦJM
λvλ jλ |kλ | = (−1) Φλvλ jλ |kλ | ,

(2.81)
(2.82)

where  = ±1 and P̂ is the inversion operator (Chang and Fano, 1972). For k = 0, the channel
wave function vanishes if  = −1.
Abbreviating the quantum numbers vλ , jλ as nλ , the full wave function ΨJM P is written as
ΨJM P =

XXX
λ

J

ψλn
(ρ)ΦJM
λnλ |kλ | .
λ

(2.83)

nλ |kλ |

Similar to the modified SVD approach (Yuen and Kokoouline, 2017), derivatives of the surface
functions with respect to the hyper-radius are neglected within each hyper-radius sector. The hyperradial equation then contains the overlap matrix between surface functions, which depend on the
hyper-radius,

O(ρ)

d2 ψ
= U (ρ)ψ,
dρ2

(2.84)

where
λ0 n0 |k0 |


JM 
Oλnλλ|k0 λ |λ0 (ρ) = hhΦJM
λnλ |kλ | |Φλ0 n0 0 |k0 0 | ii,
λ

λ0 n0 |k0 |


Uλnλλ|k0 λ |λ0 (ρ) = hhΦJM
λnλ |kλ | |

(2.85)

λ

2µ
1

|ΦJM
0 ii.
0 0
2 (H̃ − E) −
4ρ2 λ nλ0 |kλ0 |
h̄

(2.86)

H̃ is the Hamiltonian in Eq. (2.5) without the derivative over ρ and the double brackets implies
integration over all angles.
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The hyper-radial Schrödinger equation (2.84) is solved by the log-derivative propagation developed
by Manolopoulos (1986). At the last step of the hyper-radius, the parity-adapted scattering matrix
S JP (E) is extracted by applying boundary conditions similar to the procedure described in Pack
and Parker (1987).
Finally, the total reaction cross section and thermally averaged rate coefficient are obtained by
π X 2J + 1 X X X J,P
|Sλ0 n0 k0 ←λnk |2 ,
ki2 J 2j0 + 1 n0 k0 k
Z ∞
E
8πµi
−
P
P
kb T E dE,
σ
(E)e
Kλ0 ←λn (T ) =
f
i
(2πµi kb T )3/2 0
σλP0 ←λn (E) =

(2.87)
(2.88)

where n represents the quantum number (v, j) and j0 is the initial rotational quantum number of
the dimer.
There are a few important parameters to take into account in order to utilize the program. Apart
from the hyper-radius grid, one needs to adjust the maximum rotational quantum numbers of the
dimer and the maximum threshold energy of the dimer to have a converged basis set. These
parameters will be discussed in Chapter 4.

2.3.3 The MCTDH Method

The time-independent approaches discussed in the previous subsections only provide a stationary
picture of a collision. A time-dependent approach, meanwhile, allows one to study the real-time
dynamics of the collision, offering an intuitive understanding of the collision process.
In this subsection, the Multiconfiguration Time-Dependent Hartree (MCTDH) method is briefly
reviewed for the reactive scattering problem. Details about this approach can be found in Beck
et al. (2000), Meyer et al. (2009), and references therein.
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The time-dependent Schrödinger equation for the reactive scattering in the BF Jacobi coordinates
is (Schatz and Kuppermann, 1976)
∂ JK
J
J
J
Ψ = HKK
ΨJK + HKK+1
ΨJK+1 + HKK−1
ΨJK−1 ,
∂t
h̄2
∂2
h̄2 ∂ 2
J(J + 1) − 2K 2 + ĵ 2
ĵ 2
J
HKK
=−
−
+
+
+ V (r, R, θ),
2µR R2 ∂R2 2µr r2 ∂r2
2µR R2
2µr r2
1 p
J
HKK±1
=−
J(J + 1) − K(K ± 1)ĵ± ,
2µR R2

ih̄

(2.89)
(2.90)
(2.91)

with
∂
K2
1 ∂
sin θ
+
,
sin θ ∂θ
∂θ sin θ
∂
ĵ± = ∓ − K cot θ,
∂θ
ĵ 2 = −

(2.92)
(2.93)

where J and K are the total angular momentum and its projection on the BF z 0 -axis. The offdiagonal terms with respect to K are called the Coriolis couplings. Neglecting them leads to the
centrifugal sudden approximation (Pack, 1974), in which K is conserved.
In order to perform calculations efficiently, the POTFIT algorithm (Gatti and Meyer, 2004, Jäckle
and Meyer, 1996b, 1998) is used to represent the potential energy surface in the product form

V (r, R, θ) ≈

mθ
mR X
mr X
X

Cjr ,jR ,jθ vjr (r)vjR (R)vjθ (θ),

(2.94)

jr =1 jR =1 jθ =1

where mQ is the total number of natural potentials vjQ used for each coordinate Q. The expansion coefficients Cjr ,jR ,jθ are determined by the overlaps of the actual potential with the natural
potentials,
Cjr ,jR ,jθ =

Nθ
NR X
Nr X
X

V (rir , RiR , θiθ ) vjr (rir )vjR (RiR )vjθ (θiθ ) ,

ir =1 iR =1 iθ =1

where QiQ is the iQ th grid point for coordinate Q and NQ is the total number of grid points.
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(2.95)

In order to make the representation as compact as possible, a contraction over R is performed. The
following function is defined

Djr ,jθ (R) =

mR
X

Cjr ,jR ,jθ vjR (R),

(2.96)

jR =1

such that one can rewrite the potential energy surface as

V (r, R, θ) ≈

mθ
mr X
X

Djr ,jθ (R)vjr (r)vjθ (θ),

(2.97)

jr =1 jθ =1

and reduce the number of expansion terms by the factor mR . The original potential is exactly
reproduced (on the grid points) when mQ = NQ . However, a sufficiently accurate approximation
of the potential is usually obtained with mQ much smaller than NQ .
Similarly, the MCTDH wave function is defined to be a linear combination of the time-dependent
Hartree configuration

Ψ(r, R, θ, t) =

nθ X
nR X
nr X
X

Ajr ,jR ,jθ (t)ϕjr (r, t)ϕjR (R, t)ϕjθ ,K (θ, t),

(2.98)

jr =1 jR =1 jθ =1 K

where Ajr ,jR ,jθ is the time-dependent expansion coefficient, ϕjQ is the single-particle wave function, and nQ is the total number of single-particle-functions for coordinate Q.
In order to compute the flux going into a rearrangement channel and to limit the grid size of the
system, two complex absorbing potentials (CAP) Wr and WR are introduced into the Hamiltonian
(Jäckle and Meyer, 1996a), such that

H̃ = H − i(Wr + WR ),

(2.99)

WQ (Q) = ηQ h(Q − Qc )(Q − Qc )βQ ,

(2.100)
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where Q can be r or R, ηQ is the strength of the CAP, Qc is the starting point of the CAP, h(Q−Qc )
is the Heaviside-step function, and βQ is the order of the CAP.
Together with the augmented Hamiltonian of the system, once the initial wave function is setup,
it will be propagated in time and the flux going into the rearrangement channel will be computed
(Jäckle et al., 1999).
The initial wave function Ψ0 is expressed as a product of a Gaussian-wave packet of the third atom
χ0 (R) , a vibrational wave function of the dimer, and the associated Legendre polynomial, which is
an eigenfunction of the operator ĵ 2 with eigenvalue j0 (j0 + 1). The initial momentum p0 and width
w0 of the Gaussian-wave packet are chosen to correspond to the desired initial energy distribution,
which is given by (Tannor and Weeks, 1993)
r
∆(E) =

µR
2πp0

Z

∞

χ0 (R)eip0 R dR.

(2.101)

0

Writing Ψ(t) ≡ e−iH̃t Ψ0 , the reaction probability is given by (Jäckle et al., 1999)

Z ∞
2
iEτ
PJ (E) =
g(τ )e dτ ,
Re
π|∆(E)|2
0
Z ∞
g(τ ) =
hΨ(t)|Wr |Ψ(t + τ )i dt.

(2.102)
(2.103)

0

Finally, the total reactive cross section is given by

σ(E) =

π X 2J + 1
PJ (E).
k 2 J 2j0 + 1

(2.104)

Comparing to the two previous methods, the MCTDH approach has more parameters to be considered in order to obtain the reactive cross section. For instance, one has to also consider the number
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of single-particle potentials and single-particle functions for each degree of freedom, the size and
density of the grid points, the type of DVR for the primitive basis functions, etc. The key points
will be discussed in Chapter 4.
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CHAPTER 3: THREE-BODY RESONANCES AND RECOMBINATIONS

In this chapter, the HSAR approach discussed in Section 2.3.1 will be applied to three-body resonances and three-body recombination. Methods to locate resonances and compute resonance
widths will be discussed in Section 3.1, then formulas for cross section and rate coefficient of
three-body recombination will be derived in Section 3.2. In Section 3.3, symmetry and degeneracy
of hyperspherical harmonics are investigated. Finally, the above theory will be applied to a model
problem of three identical bosons in Section 3.4.

3.1 Three-Body Resonances and Widths

When three interacting particles approach to each other, resonances may occur such that there is a
significant time delay during the collision compared to a collision of three free particles. There are
different kinds of three-body resonances. The most notable one is the Efimov resonances (Efimov,
1970). In 1970s, Efimov theoretically predicted that when a three-body system has an infinite
two-body scattering length, there exists an infinite number of weakly-bound states, which are now
called Efimov states (Efimov, 1971). For a finite two-body scattering length, there will only be a
finite number of Efimov states. If there is a two-body bound state lying deeply below, the Efimov
states may dissociate into an atom and a dimer (Nielsen et al., 2002). As a result, Efimov states may
have finite lifetimes, known as Efimov resonances. After 35 years, with the advancement of laser
trapping and cooling techniques, Efimov states have finally been observed experimentally in an
ultracold gas of cesium atoms (Kraemer et al., 2006). On the other hand, there are also shape and
Feshbach resonances in three-body collisions, analogous to the two-body physics. For example, in
the model problem discussed below, there is a shape resonance produced by a potential barrier of
the atom-dimer interaction.
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To determine the location and the width of a resonance, loosely speaking, there are two approaches.
The first approach uses phase shifts in elastic scattering to obtain resonance energies and widths,
while the second approach uses a complex absorbing potential and calculates the energy and the
width of a resonance explicitly.
Regarding to the phase shift approach, one can calculate the reactance matrix K, then diagonalize
it, and represent diagonal elements in the form Kaa = tan δa , where a is the index for different
eigen-channels. Next, the eigenphase δa is extracted and summed over all a. The derivative of the
sum of eigenphases δtotal is then fitted to the Breit-Wigner form,
dδtotal X
Γi /2
,
=
res 2
2
dE
(E
−
E
)
+
(Γ
/2)
i
i
i

(3.1)

where Eires and Γi are the ith resonance energy and width. For isolated resonances, one can locate
resonance energies Eires from the peaks of the derivative and calculate their widths by

Γi = 2

dδtotal
dE

!−1
.

(3.2)

Eires

If there are overlapping resonances, a fitting procedure could be used. But one must be careful
about the numerics, as the arctangent of eigenphases can jump by ±π, sharp artificial peaks will
be produced.
An alternative way to obtain the eigenphase sum derivative is to compute the trace of the life-time
matrix Q (Smith, 1960). It can be shown that


dδtotal
1
1
† dS
=
tr(Q) = tr S
.
dE
2h̄
2i
dE
As a result, one does not need to take care of the arctangent jumps in this approach.
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(3.3)

The reactance matrix K and scattering matrix S can be obtained using Eq. (2.77) once the R-matrix
is computed, as discussed in Section 2.3.1. Thus, one can obtain resonance positions and widths
and the recombination cross section from a single calculation. However, for Efimov resonances,
the size of the hyper-radius grid should be large to represent wave functions properly at small
and long distances. For example, Nielsen et al. (2002) used 3 × 106 grid points in the interval
1 < ρ < 106 bohrs for a model two-body potential. But if one is interested only in positions
and widths of resonances, one can use the complex absorbing potential (CAP) approach and avoid
using a large hyper-radius grid. Combining a hyperspherical approach with the CAP, Blandon et al.
(2007) used only 340 grid points for the same model potential and obtained positions and widths
of the Efimov resonances, which are in good agreements with the results by Nielsen et al. (2002).
The CAP was originally developed to remove reflection of a wave packet at the edge of the grid
in time-dependent calculations (Vibok and Balint-Kurti, 1992). A CAP is placed near the edge of
the grid to absorb all outgoing fluxes with a negligible reflection fraction. About a year later, Riss
and Meyer showed that by introducing a CAP in the Hamiltonian, resonance energies and widths
of quasi-bound states can be obtained by solving a complex eigenvalue problem (Riss and Meyer,
1993).
By adding a CAP to Ua (ρ) (a is the index for dissociation channels) in Eq. (2.62), the Hamiltonian
matrix becomes non-Hermitian. One computes complex eigenvalues Ea = Eares − i Γ2a of the
Hamiltonian matrix and obtains Eares and Γa as positions and widths of the resonances. The merit
of using the CAP approach is that one can use variable grid steps to represent wave functions
oscillating with different frequencies in different regions (Kokoouline et al., 1999), thus reducing
the computational effort. In practice, to distinguish the genuine quasi-bound states from box states,
one has to vary the parameters of the CAP, for examples, the length, strength, and type of potentials.
Detail of this approach can be found in Blandon et al. (2007) and references therein. As a remark,
for non-Efimov resonances, this approach is as efficient as the phase shift approach, as one will see
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in the model problem of three identical spin-0 bosons.

3.2 Three-Body Recombination Cross Sections and Rate Coefficients

Analogous to two-body scattering, to calculate cross section and rate coefficient of three-body
~ ~

recombination, one expresses the incoming channel as a plane wave eik·R and exit channels by
spherical wave eikR /R, where R is the internuclear distance. To describe three incoming and
outgoing particles, one replaces R with hyper-radius ρ using hyperspherical coordinates. The
following derivation is adopted from our previous work (Yuen and Kokoouline, 2017).
Denoting ~ki and ~kf as six dimensional wave vectors for the three-body entrance channel and threebody or dimer-atom exit channels, at large ρ, the wave function Φ can be expressed as (Mehta
et al., 2009)
~

Φ(ρ, Ω) = eiki ·~ρ +

X
f

ff i (Ωki , Ω)

eikf ρ
,
ρ5/2

(3.4)

where all the hyperangles in configuration space and momentum space are denoted as Ω and Ωki ,
respectively.
To decompose the above wave function into partial waves, one first introduces the eigenfunction
of the grand angular momentum Λ2 ,

[Λ2 + 15/4]Yλµ (Ω) = h̄2 [λ(λ + 4) + 15/4]Yλµ (Ω) ,

(3.5)

where Yλµ are the hyperspherical harmonics and µ represents degenerate quantum numbers. At
large distances where the three-body interaction potential is negligible, the adiabatic energies of


three-body channels in Eq. (2.56) behave as h̄2 λ(λ + 4) + 15
/2µρ2 . Thus, one can use hyper4
spherical harmonics to represent the three-body channels asymptotically.
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The dimer-atom channel functions are not eigenstates of Λ2 and the asymptotic adiabatic energies


of Eq. (2.56) behave differently, namely as h̄2 l(l + 1) /2µρ2 + Ed , where Ed are asymptotic
energies of the dimer-atom channels. The dimer-atom channel functions Πdlk (ρ; Ω) are defined by



 2

L2
h̄ l(l + 1)
Qlk
d
+ Hd Πlk (ρ; Ω) =
−
+ Ed Πdlk (ρ; Ω) ,
2
2
2µρ
2µ
2µρ


∂2
d
d
Qlk (ρ) = Πlk (ρ; Ω)
Π (ρ; Ω) ,
∂ρ2 lk

(3.6)

where Hd is the Hamiltonian for the dimer, Πdlk (Ω) can be regarded as a product of a rovibrational
wave function of the dimer and a spherical harmonic describing relative motion of the atom-dimer
system, and Qlk (ρ) is the non-adiabatic coupling which decays as 1/ρ2 asymptotically (Nielsen
et al., 2001). At infinite ρ, Yλµ (Ω) and Πdlk (Ω) are orthogonal to each other, and Πdlk (Ω) becomes
singular, similar to the delta function δ(Ω). Hence, it is challenging to represent dimer-atom channel functions asymptotically, as one would need a large number of basis functions to represent
them. Moreover, since different dimer-atom channels are orthonormal to each other, it implies that
one has to represent all different dimer-atom channels over a very narrow interval of hyper-angles.
One way to tackle this problem is to use variable grids in θ and φ. This method will be discussed
in Chapter 4.
To treat the two types of the channel functions on equal footing, one introduces lef f ≡ λ + 3/2,
such that λ(λ+4)+15/4 = lef f (lef f +1), and the generalized asymptotic channel function Πflk (Ω),
where l = lef f if it is a three-body channel and k is the super-index for the degenerate state with
same l. The index f in Πflk (Ω) refers to the rovibrational state of a dimer-atom channel. The wave
function Φ can be alternatively expanded in terms of partial waves as
"

Φ(ρ, Ω) =

XXX
f

l0 ,k0 l,k

ei(kf ρ−lπ/2)
e−i(ki ρ−l0 π/2)
d
Al0 k0 Πlkf (Ω) δf i δll0 δkk0 √ 5/2 − Sf lk,il0 k0 p 5/2
ki ρ
kf ρ
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#
,

(3.7)

where i, l0 , k0 and f, l, k are the initial and final quantum numbers.
To match Eq. (3.4) to Eq. (3.7), one expands the plane wave in terms of hyperspherical harmonics
(Avery, 1989),

e

i~ki ·~
ρ

= 8π

3

X
λ0 ,µ0

r
λ0

i


2 (ki ρ)jl0 (ki ρ)  ∗
Y
(Ω
)Y
(Ω)
k
λ
µ
0
0
λ
µ
i
0
0
π (ki ρ)5/2

(3.8)

and substitutes it into Eq. (3.4). Comparing the obtained result with Eq. (3.7), one obtains the
coefficient Al0 m0 ,

Al0 k0 =

(2π)5/2 i π (l0 − 1 ) di ∗
(2π)5/2 λ0 +1 ∗
2 Π
i
Y
e2
(Ω
)
=
k
λ0 µ0
i
l0 k0 (Ωki ) .
ki2
ki2

(3.9)

Substituting the coefficient into Eq. (3.7) and comparing with Eq. (3.4), the scattering amplitude
ff i (Ωki , Ω) is expressed as

ff i (Ωki , Ω) =

(2π)5/2 X X i π (l0 −l− 1 ) di ∗
df
2 Π
p
e2
l0 k0 (Ωki )Πlk (Ω) (δf i δll0 δkk0 − Sf lk,il0 k0 ) .
2
ki kf l0 ,k0 l,k

(3.10)

To obtain the differential cross section, one needs to define the incoming flux of particles that
crosses a certain area. However, unlike two-body collisions, it is not straightforward to fix physically meaningful incident angles in three-body collisions. One reasonable treatment is to consider
the incoming flux from all incident angles, then take an average over the angles. In other words,
the incoming flux should have the wave vector ki ρ̂ crossing the surface area of the six-dimensional
hyper-sphere. To evaluate the averaged cross section, one should integrate |ff i (Ωki , Ω)|2 over Ω to
account for all possible directions of the outgoing flux, then integrate over Ωki corresponding to
all possible incident angles. Finally, one should divide the result by the total solid angle of the 6D
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hyper-sphere (Ωki = π 3 ):
32π 2 X X
|Sf lk,il0 k0 − δf i δll0 δkk0 |2 .
σf i (E) = 5
ki l ,k l,k
0

(3.11)

0

Note that in our approach, the symmetrization of the scattering amplitude in Eq. (3.10) is done
through symmetrizing the channel wave functions according to the discussion in Section 2.2.4.
Therefore, in contrast to the other convention (Mehta et al., 2009, Rittenhouse et al., 2011), no
permutation factor is needed in the front of the above equation.
Hence, one has the three-body recombination cross section

σf i (E) =

32π 2 X X
|Sf lk,l0 k0 |2 ,
ki5 k,k l,l
0

(3.12)

0

where f represents the dimer-atom channel, k is the projection of the total angular momentum J
on the BF z 0 -axis and k0 is the index for degeneracy of the three-body channels. Finally, the rate
coefficient is obtained by multiplying the above cross section with the hyper-radial velocity in the
initial three-body channel,
K3 (E) =

h̄ki
σf i .
µ

(3.13)

To calculate the thermally averaged rate coefficient, the formula for two-body collisions is generalized to
R
K3 (E)e−E/kb T kρ5 dkρ dΩk
K3 (E) e−E/kb T d6 k
R
hK3 i(T ) =
=
e−E/kb T d6 k
(2µπkb T /h̄2 )3
R
Z
4π 3 (µ/h̄2 )3 K3 (E)e−E/kb T E 2 dE
1
=
=
K3 (E)e−E/kb T E 2 dE.
2 3
3
2(k
T
)
(2µπkb T /h̄ )
b
R

(3.14)

Notice that in Eqs. (3.12) - (3.14), total angular momentum J is not specified. This is because
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the quantum number J is represented in the index k0 . To see explicit J-dependence of the cross
section, one should first understand the properties of the hyperspherical harmonics.
Finally, the Wigner threshold law for the three-body recombination can be derived. Written in
terms of T matrix, the asymptotic hyper-radial wave function at ρ → ∞ is

ψ(ρ) →

(ki ρ)jl0 (ki ρ) X
ei(kf ρ−lπ/2)
√ 5/2 −
Tf i p 5/2 .
ki ρ
kf ρ
f

(3.15)

For low energies jl0 (ki ρ) is proportional to kil0 . Therefore, for the hyper-radial wave function to
l +1/2

be independent of ki , Tf i must be proportional to ki0

. Consequently, one has σf i ∝ ki2l0 −4 =

ki2λ0 −1 and K3 ∝ ki2λ0 ∝ E λ0 (Esry et al., 2001).

3.3 Properties of the Three-Body Channels

Hyperspherical harmonics (HHs), as mentioned in the previous section, are the eigen-functions of
the grand angular momentum operator Λ2 . The HHs in the rectangular coordinates are discussed
thoroughly in Avery (1989). Avery found the degeneracy factor of the HHs in six dimensions to be

Dλ =

1
(λ + 3)(λ + 2)2 (λ + 1),
12

(3.16)

where λ is the grand angular momentum. The total angular momentum J is not explicitly defined,
and the degeneracy includes all possible values of J at each λ.
To see the relationship between J and λ, one can express the HHs in the SHC as (Kendrick et al.,
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1999, Mukhtarova and Efros, 1986)

nm
YλJM
(Ω)

imφ

=e

J
X

nm
J
fλJk
(θ)RM
k (α, β, γ),

(3.17)

k=−J

such that the degeneracy factor for a given λ, J, and M is determined by the allowed values of n
and m. For λ − J to be even or odd, one has λ = J, J + 2, J + 4, . . . or λ = J + 1, J + 3, J + 5, . . .,
respectively. For a given J, allowed values of n are 2n = J, J − 2, . . . , −(J − 2), −J for λ − J to
be even and 2n = J − 1, J − 3, . . . , −(J − 3), −(J − 1) for λ − J to be odd. The allowed values of
m, for a given J, λ, M , and n, are 2m = 2n + 2ms , where 2ms = λ − J, λ − J − 4, . . . , −(λ − J −
4), −(λ − J) for λ − J to be even and 2ms = λ − J − 1, λ − J − 5, . . . , −(λ − J − 5), −(λ − J − 1)
for λ − J to be odd. Note that for λ = 0, J must be equal to 0, and for J = 0, λ can only be even
(Mukhtarova and Efros, 1986).
One can verify the degeneracy formula for λ = 4. Denoting the degeneracy factor for each J, M
as D(4, J, M ), all possible J contributing to λ = 4 are 0, 1, 2, 3, 4. For J = 0, one has n = 0,
ms = 2, 0, −2 and D(4, 0, 0) = 3. For J = 1, one has n = 0 and ms = 1, −1, such that
D(4, 1, M ) = 2. For J = 2, one has n = 1, 0, −1 and ms = 1, −1, such that D(4, 2, M ) = 6. For
J = 3, one has n = 1, 0, −1 and ms = 0, such that D(4, 3, M ) = 3. Finally, for J = 4, one has
n = 2, 1, 0, −1, −2 and ms = 0, such that D(4, 4, M ) = 5. As a result, one obtains

D4 =

J
X
X
M =−J

J

D(4, J, M ) =

X

(2J + 1)D(4, J, M ) = 105,

(3.18)

J

which agrees with Eq. (3.16). This validates the rearrangement of the degeneracy factors, and one
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can rewrite Eq. (3.12) as
X
32π 2 X X
|Sf lk,l0 k0 |2 =
(2J + 1)σfJi (E),
σf i (E) = 5
ki k,k l,l
J

(3.19)

32π 2 X X0 J
|S
|2 .
ki5 l,k λ,n,m f lk,λnm

(3.20)

0

0

σfJi (E) =

Note that the primed summation only runs over possible values of λ for each J and allowed n, m
for each λ and J. In addition, the 2J + 1 factor appears naturally due to the isotropy of space.
Likewise, the rate coefficient can be written as

K3 (E) =

X
h̄ki
σf i (E) =
(2J + 1)K3J (E),
µ
J

(3.21)

h̄ki J
σ (E).
µ fi

(3.22)

K3J (E) =

The case of J = 0 is of particular interest. Since only even λ are allowed, one has 2n = 0.
Therefore, the allowed values of m are λ/2, λ/2 − 2, . . . , −λ/2 − 2, −λ/2. Let’s first symmetrize
nm
(Ω) for J = 0. Introducing the symmetrization operator
YλJM

h
i
S± = 1 ± (12) + (23) + (13) + (123) + (132),

(3.23)

0m
0m
S± Yλ00
(Ω) = fλ00
(θ)(1 + ω 4m + ω 2m )(eimφ ± ω −m e−imφ ),

(3.24)

one has

where ω ≡ eiπ/3 and S± is the projection operator for the A1 or A2 irreps in the permutation group
S3 .
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For λ = 2, m can be 1 or -1. But in Eq. (3.24), the wave function vanishes unless |m| is a multiple
of 3. Therefore, λ = 2 is forbidden. For λ = 4+2N , m can be N +2, N, . . . , −N, −(N +2), where
nm
is non-degenerate for λ ≤ 10 as there is
N is a non-negative integer. One can show that S+ Yλ00

only one allowed |m|. For λ = 12, |m| can be 0 or 6, such that S+ Y120m00 is doubly-degenerate.
This degeneracy will be shown later in the model problem. For the A2 irreducible representation
(e.g. three spin-polarized fermions), the spatial wave function vanishes for m = 0. Therefore for
J = 0, |m| must be at least 3, which implies that the minimum λ is 6. According to the Wigner
threshold law, the three-body recombination rate coefficient is proportional to E λ . Hence, the
s-wave scattering for three spin-polarized fermions is strongly suppressed near the threshold, as
expected.
The discussion is thus turned to the case of three identical spin-polarized fermions. Since the
spin wave function is symmetric with respect to binary permutations, the spatial wave function
must be antisymmetric. Therefore, the spatial wave function transforms as the A2 irreducible
representation. As one is interested in collision at very low energies, contribution from the lowest
λ will be dominant. Since the s-wave scattering is suppressed, one must consider the p-wave
scattering and extend the theory to non-zero J. Generalizing Eq. (3.24) to arbitrary J, one has

nm
S± Yλ,J,M
(Ω) =

J
X


 nm
J
imφ
1 + ω 4m+2k + (−1)k ω 2m+k fλ,J,k
(θ) RM
±
k (α, β, γ)e

k=−J
J

(−1) ω

−m

J
−imφ
RM
−k (α, β, γ)e



,

(3.25)

such that the prefactor vanishes unless 2m + k is a multiple of 6.
Notices that the wave function cannot be of the A1 or A2 irreps unless ω 6m = 1. This condition
is related to the fact that rotating the hyper-angle φ by 2π/3 three times will bring the system
back to the same internal configuration. It is assumed that the spatial wave function in the internal
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coordinates (ρ, θ, φ) is single-valued, i.e. there is no conical intersection on its PES. Consequently,
in the absence of conical intersections, non-integral m is not allowed for three identical spinpolarized bosons or fermions. According to the continuity condition of the SHC, m + k/2 must be
an integer (Johnson, 1983). Since m is an integer, k must be even, such that parity of the system
must be even. Also, in Eq. (2.9), λ = l1 + l2 + 2n. Since the total parity Π = (−1)l1 +l2 is even,
λ must be even. Therefore, one sees that, in the case of three identical spin-polarized bosons or
fermions, only even λ is allowed. For the case of two indistinguishable particles, odd λ is allowed
because (123) is not in the symmetry group S2 .
A few examples for J > 0 are considered here for three identical spin-polarized bosons or
fermions. For J = 1 and λ = 2, one has n = ms = m = 0, such that 2m + k = 0. Hence
for J π = 1+ , one has k = 0, and the minimum λ for case of fermions is 2 according to Eq. (3.25).
One may note that for J π = 1+ , the multiplicity and allowed values of λ for three fermions are
almost the same as the J = 0 case for three bosons, but with values of λ shifting up by 2. This
result predicts that the threshold behavior of K3 is E 2 for three spin-polarized fermions, which
is consistent with the results from a recent experiment on three-body recombination of ultracold
spin-polarized 6 Li atoms (Yoshida et al., 2018).
For J = 2, one has n = 0, ±1, so that the pattern for the allowed λ changes. In the case of λ = 2,
one has ms = 0 and m = 0, ±1. According to Eq. (3.25), the m = 0 case is not allowed for
fermions. But for m = ±1 and k = ∓2, one has 2m + k = 0, such that the wave function does
not vanish for fermions at λ = J = 2 . For bosons, one can see that the m = k = 0 wave function
does not vanish. Therefore the minimum λ for bosons and fermions at J π = 2+ are 2.
Table 3.1 displays the minimum λ for each J with even parity for spin-polarized bosons and
fermions. The predictions of the minimum λ for J = 2 and J = 3 here disagree with Esry et al.
(2001), due to a major difference in the underlying theory. When determining transformations of
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Table 3.1: Minimum λ for each total angular momentum J for three spin-polarized identical bosons
and fermions. The numbers in the parenthesis are the results by Esry et al. (2001), which disagree
with the present results.
Jπ
0+
Bosons
0
Fermions 6

1+
8
2

2+
2
2(4)

3+
4(6)
4

4+
4
4

5+
6
6

6+
6
6

the Wigner D function after nuclear permutations, Suno et al. (2002) did not include the phase
factor ω 2k (see Tab. 2.3), which arises from rotations about the z 0 -axis. As a result, they arrived to
the conclusion that their symmetrized wave function has a prefactor 1 + ω 2m (−1)k + ω 4m , which
vanishes unless m is a multiple of 3 for even parity or a multiple of 3 plus 3/2 for odd parity.
However, since cyclic permutations change the Euler angle γ by 2π/3 or 4π/3, the Wigner D
functions should acquire additional phase factors ω 2k or ω 4k . With the additional phase factors in
Eq. (3.25), for even parity, the prefactors in front of the wave functions in Eq. (3.25) do not vanish
even m is not a multiple of 3. Hence, λmin predicted by the current approach are slightly different
from that in Suno et al. (2002). Also, in their approach half-integral m is allowed, such that odd
parity or odd λ is also allowed. Finally, for even parity, it is likely that their approach will miss
certain degenerate channels, since m is only allowed to be multiple of 3.
Last but not least, from Tab. 3.1, one sees that if λ = 4 has a non-negligible contribution to the
total cross section, one needs to consider J up to at least 4. Therefore, to determine the maximum
J for a converged total cross section, the current theory suggests that Jmax should be equal to the
highest value of λ with non-negligible contribution at J = 0.
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Figure 3.1: Hyperspherical adiabatic potentials Ua (ρ) for the three identical bosons. The black
curve is the dimer-atom channel potential with l = 0 and other curves are the three-body channels
potentials, which correspond to λ = 0, 4, and 6 at large ρ. The inset shows the potential barrier,
which supports a resonance state.

3.4 A Model Problem of Three Identical Spin-0 Bosons

The hyperspherical approach discussed in Section 2.3.1 is now applied to three identical bosons1
with masses m = 1837.58 me , where me is the mass of the electron. For simplicity, the total
angular momentum J is restricted to be 0. Due to the bosonic character, the system has the A1
irrep for complete nuclei permutation group S3 .
The three-body potential V (ρ, θ, φ) of the system is similar to the model potential for a threenucleon system used in Fedorov et al. (2003) and Blandon et al. (2007), but energies and distances
are scaled by factors of 10−10 and 105 correspondingly, in order to resemble to an atomic system.
The three-body potential V is formed as a sum V = v1 + v2 + v3 of three two-body potentials vi
1

A portion of this section are adapted from C. H. Yuen and V. Kokoouline, Eur. Phys. J. D, 71(1):19, 2017.
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acting between the bosons. Each potential vi depends on the interparticle distance r and is given
by, in meV
2

2

vi = −5.5 e−0.2r + 0.15 e−0.01(r−5) ,

(3.26)

where r is in Å. Note that wave functions differ only by a normalization factor after the scaling.
Inserting this three-body potential V into Eq. (2.56) and applying the boundary conditions (2.49)
for the A1 irrep, one obtains hyperspherical adiabatic potential curves, as shown in Fig. 3.1. The
ground adiabatic potential, converging to the only dimer-atom channel with l = 0 has a potential
minimum and supports a bound state and a resonance (Blandon et al., 2007). The upper three
adiabatic potentials converge to the threshold of three-body channels with λ = 0, 4, and 6. Note
that for J = 0, eigenstates with odd λ and λ = 2 are forbidden as discussed in the previous section.

As ρ → ∞, adiabatic potentials for three-body channels behave as h̄2 λ(λ + 4) +

15
4



/2µρ2 .

Therefore, to examine the asymptotic behavior of Ua (ρ), one multiplies 2µρ2 to Ua (ρ) and subtract
15/4 to obtain the curves shown in Fig. 3.2. As expected, one sees that the lowest three curves
with λ = 0, 4, and 6 map to the horizontal lines with values 0, 32, and 60 in Fig. 3.2. Channels
for each λ are non-degenerate until at λ = 12. As discussed in Section 3.3, both |m| = 0 or 6 are
allowed for λ = 12, such that the λ = 12 channels are doubly-degenerate. But for λ = 14, only
|m| = 3 is allowed, such that it is non-degenerate. Interestingly, for λ = 24, |m| can be 0, 6, or
12. The result shows that there are three channels converging to the value 24 × (24 + 4) = 672,
confirming that λ = 24 channel has a threefold degeneracy. Hence, this result is consistent with
the prediction from Eq. (3.24).
Using the eigenchannel R-matrix approach with the SVD method, the reactance matrix K and
scattering matrix S (Eq. (2.77)), the cross section σfJ=0
(Eq. (3.20)), and the rate coefficient K3J=0
i
(Eq. (3.22)) are calculated.
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Ua(ρ) 2µρ −15/4
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Figure 3.2: Asymptotic behavior for the adiabatic energies of three-body channels. From the
bottom to the top are the channels with λ = 0, 4, 6, 8, . . . , 24. Note that for λ = 12, 16, 18, 20, 22
there are twofold degeneracies. For λ = 24, there is a threefold degeneracy.

By diagonalizing the K-matrix, eigenphase sum and its energy derivative are obtained and displayed in Fig. 3.3. The position and the width of the single resonance of this system obtained
by this approach are ER = -4.31 cm−1 and Γ = 0.0206 cm−1 , which agree well with the values
ER = -4.30 cm−1 and Γ = 0.0188 cm−1 , obtained from the complex absorbing potential method
(Blandon et al., 2007).
Regarding to the cross section and rate coefficient, in order to check convergence of the results,
calculations with different sets of parameters of the model are performed. In particular, dependence of the rate coefficient on the number of included adiabatic channels and the size of R-matrix
box are tested. Figure 3.4 displays the rate coefficient K3J=0 as a function of collision energy.
The disagreement between results obtained with a different number of adiabatic states provides
information about uncertainty of the obtained values. Between 0.3 and 2 cm−1 , the convergence is
good. At higher energies, more partial waves with higher λ are needed to obtain converged results.
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Figure 3.3: The derivative of the eigenphase sum with respect to energy. The derivative is expressed
in atomic units while energies are expressed in cm−1 . The maximum of the derivative is used to
obtain the width of the resonance.

For scattering energies below 0.3 cm−1 , the convergence of the results with higher partial waves
(λ > 4) is limited by a relatively small hyper-radius at the R-matrix boundary (ρ0 = 2000a0 ): For
such energies the adiabatic potentials Ua (ρ) with λ > 4 have not converged enough. For energies below 0.3 cm−1 with ρ0 = 5000a0 , the results from the calculations with λ = 0 and 4 are
better than the calculations with a larger number of adiabatic states. Therefore, the most accurate
cross section should be a combined version of the λ = {0, 4} calculations below 0.3 cm−1 , the
λ = {0, 4, 6} calculations for the energies between 0.3 and 2 cm−1 , and the λ = {0, 4, 6, 8, 10}
calculations for the energies above 2 cm−1 . The combined rate coefficient is shown by a dashed
line in Fig. 3.4. As a final remark, for scattering energies around 10−2 cm−1 , the rate coefficient is
converging to a constant, which is consistent with the threshold law for three-body recombination
K3 ∝ E λ as contribution from λ = 0 dominates.
To summarize, in this chapter, different approaches to obtain positions and widths for three-body
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Figure 3.4: The recombination rate coefficient K3J=0 obtained with different sets of three-body
channels included into the numerical expansion of Eq. (3.20). The three-body channels are labeled
by their quantum numbers λ. The dashed green curve is the combined and the most accurate rate
coefficient (see the discussion in the text).

resonances were discussed. Formulas for the three-body recombination cross section and rate coefficient were derived. Properties of hyperspherical harmonics were investigated, then the threshold
behavior and boundary conditions for three identical spin-polarized bosons and fermions were discussed. As a demonstration, the HSAR method was applied to three identical spinless bosons. It
was showed that for certain λ, there are degeneracies as predicted by the symmetry arguments. The
position and width for the only resonance of the system agree well with the result by Blandon et al.
(2007). Finally, converged results for the three-body recombination rate coefficient were obtained,
and it was found the threshold behavior agrees with the Wigner threshold law. After benchmarking
the HSAR approach, it can be applied to other systems. For instance, three-body recombination of
three hydrogen atoms will be discussed in Chapter 6.
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CHAPTER 4: REACTIVE SCATTERING OF H2 + D− → HD + H−

In this chapter, the ABC program discussed in Chapter 2 will be used to model the reaction H2 +
D− → HD + H− . A comparison will be made between the ABC program, the MCTDH method,
and the HSAR approach for the case of H2 (ν = 0, j = 0) with total angular momentum J = 0.
This work was done in collaboration with Mehdi Ayouz and the group of Roland Wester1 .
This chapter is divided into three main sections with three supplementary sections. After we develop the motivation of this study in Section 4.1, we overview the theoretical approach in Section
4.2. Then, in Section 4.3, we discuss our results. In the supplementary sections (Sections 4.4 4.6), more details on the application of the three approaches to the above reaction are provided.
In particular, in Section 4.6, a modification of the HSAR approach for the reactive scattering is
discussed.

4.1 Introduction

In the interstellar medium (ISM), H− is one of the most important anion. When the background
radiation field in the ISM is weak, H− formed by the radiative attachment H + e− → H− + hν
can survive with respect to photodetachment for a long time (Lepp et al., 2002). As it collides
with a H atom, a H2 molecule can be formed by associative detachment H− + H → H2 + e− . This
two-step process is considered as the main source for H2 molecules in the early Universe, which
was about 400,000 years old since the big bang (Lepp et al., 2002, McDowell, 1961, Peebles and
Dicke, 1968).
1

A portion of this chapter are adapted from C. H. Yuen, M. Ayouz, E. S. Endres, O. Lakhamanskaya, R. Wester,
and V. Kokoouline, Phys. Rev. A, 97(2):022705, 2018. “ c (2018) by the American Physical Society”
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H2 is the most abundant molecule in the Universe and plays an important role in cooling of molecular clouds. For instance, through collisional excitations by H atoms, H2 (ν, j) + H → H2 (ν 0 , j 0 ) +
H, rovibrationally excited molecules emit a photon by spontaneous emission, such that a part of
the kinetic energy of H atoms is released as radiation (Lepp et al., 2002). Another cooling process
is the collisional dissociation H2 + H → H + H + H, where the kinetic energy of H atoms is transfered to the binding energies of H2 molecules and as a result the temperature of a molecular cloud
decreases (Lepp et al., 2002). It is known that cooling of molecular clouds controls the collapse
of first cosmological objects (Rees and Ostriker, 1977), creating heavier elements through nucleosynthesis. Therefore, H− could play a prominent role in the formation of cosmological objects in
the early Universe.
Moreover, H− could be responsible for the formation of molecular anions, which have recently
been observed (Agúndez et al., 2010, Cernicharo et al., 2007, 2008, Gupta et al., 2007, Harada and
Herbst, 2008, Herbst and Osamura, 2008, Kentarou et al., 2007, McCarthy et al., 2006, Thaddeus
et al., 2008). For example, the CN− ion could be formed in the reaction H− + HCN → H2 +
CN− (Satta et al., 2015). Cn H− could be formed in the reaction H− + HCn H → H2 + Cn H− for
n = 2, 4 (Gianturco et al., 2016). These two studies show that those reactions are barrier-less and
exothermic, such that the production of such anions is efficient given that the density of the H− ion
is high enough. Hence, detecting H− in the ISM is important as it could help to understand better
on formation of molecular anions.
However, H− has never been observed in the ISM by photoabsorption spectroscopy. Its detection is
difficult because it has only one bound electronic state. The bound-free transition has a continuous
photoabsorption spectrum up to 10 eV (Rau, 1996). Above 10 eV, there is a resonance region due
to the doubly excited autodetaching states (Macek, 1967). Ross et al. (2008) attempted to identify
the H− peaks from the spectrum of HD 110432, but it was unsuccessful as the density of H− may
be too low.
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Due to the difficulties in the direct detection of H− , it was proposed that existence of H− could be
−
−
inferred indirectly from the spectroscopy of the H−
3 ion. Formation of H3 involves H , such as
−
−
three-body recombination H2 + H− + X → H−
3 + X and radiative association H2 + H → H3 + hν.
−
Hence, if H−
3 ions are detected, it would prove that H ions are also present in the ISM.

−
For the spectroscopic data, the vibrational states of H−
3 and D3 were calculated by Ayouz et al.
−
(2010), while resonance states of H−
3 , vibrational and resonance states of its isotopologues H2 D

and D2 H− , were also computed by Ayouz et al. (2013). The radiative association H2 + H− was
studied and the rate coefficient at 10 K was found to be about 10−22 cm3 /s (Ayouz et al., 2011). It
was suggested that one should look for H−
3 in cold (< 100 K), dense interstellar clouds with small
density of positive ions.
For an eventual indirect detection of H− in the ISM via the detection of H−
3 , it is important to examine the competing reaction H2 + H− → H2 + H− . However, since the nuclei are indistinguishable,
this reaction cannot be studied experimentally. For experimental investigation of this reaction, one
is motivated to replace the H− ion with the D− ion. The reactive scattering

H2 + D− → HD + H− ,

(4.1)

was studied experimentally by Endres et al. (2017) at low temperatures. There is a potential barrier about 330 ± 60 meV along the minimum energy pathway for the above exothermic reaction
(Haufler et al., 1997). In cold molecular clouds in the ISM, the temperature is low such that the
barrier cannot be overcome by the thermal activation. Therefore, the D− ion must tunnel through
the barrier such that the rate coefficient cannot be obtained by the classical Langevin theory. This
tunneling reaction at low temperatures can be served as a benchmark process since H2 D− is a
triatomic molecules with only four electrons.
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In the experiment by Endres et al. (2017), the reaction took place in a cryogenic 22-pole ions trap.
From D− loss rate measurements, they concluded that the upper limit of the rate coefficient at 10
K is 2.6 × 10−18 cm3 /s. From the absence of the H− signal, they found a smaller upper limit of 9
× 10−19 cm3 /s.
There has been some theoretical interests on reaction (4.1) at collision energies from about 0.3 eV
to 2 eV. There are studies using the time-dependent wave packet method with and without the
Coriolis coupling (Morari and Jaquet, 2005, Yao et al., 2006) and the quasi-classical trajectory
method (Zhang et al., 2010). Giri and Sathyamurthy (2006) reported the theoretical results of reaction (4.1) using both the time-dependent and time-independent methods. They also reported the
theoretical results of H− + HD collisions with the HD molecule being in the first excited vibrational
level (Giri and Sathyamurthy, 2007). There is also a comparative study using the quasi-classical
trajectory, the time-independent, and the time-dependent quantum calculations with different available potential energy surfaces at a similar range of collision energies (Wang and Jaquet, 2013).
The only report which gave the rate coefficient of the order of 10−23 cm3 /s at 30 K is from Luo
et al. (2011), who employed the variational transition-state method. Finally, a similar reaction
H2 (v = 0 − 5, j = 0, 1) + D → HD + H was studied by Simbotin and Côté (2015) at ultracold and
cold temperatures. As reaction (4.1) has not been investigating at low temperatures by a quantummechanical approach, the present study aims to fill that gap and provides some insights for the
future experimental studies.

4.2 Theoretical Approach

In this study, we employ the H−
3 potential energy surface (PES) calculated by Ayouz et al. (2010).
The PES has a barrier of about 450 meV above the dissociation limit of H− + H2 , when H2 is at the
equilibrium geometry, along the minimum energy pathway of the reaction (4.1) (see Fig. 4.1). The
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Figure 4.1: H−
3 /H2 D PES as a function of internuclear distances r12 and r23 at linear configuration.
The global minimum of the PES is indicated with M, and the peak of the potential barrier is labeled
with B. Successive energy contours differ by 0.16 eV. (adapted from Yuen et al. (2018))

barrier is about two orders of magnitude larger than a typical collision energy at 10 K in ion trap
experiments (Endres et al., 2017). Therefore, the reactive scattering is highly suppressed at 10 K.
Figure 4.2 shows the hyperspherical adiabatic (HSA) energy curves of H2 D− as a function of the
hyper-radius (for details, see Ayouz et al. (2013)). As Fig. 4.2 displays, at low collision energies
for the D− + H2 (0, j = 0) or H2 (0, j = 1) channels, the possible reaction channels are H− + HD
with HD being in the rotational state j =0, 1, or 2.
At low collision energies, the reaction probability is extremely small, such that a theoretical approach with high precision is required. To assess and compare the accuracy and precision of different numerical methods, we have performed a restricted calculation of the reaction probabilities
for H2 (0, 0) at zero total angular momentum using three different approaches: the Hyperspherical
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Figure 4.2: Hyperspherical adiabatic potential energy curves for H2 D− . At low collision energies
between H2 (v=0, j=0,1) and D− , there are three open exit channels for HD(v, j) with v = 0 and j
= 0, 1, 2. (adapted from Yuen et al. (2018))

Adiabatic Approach with Eigenchannel R-Matrix (HSAR) method (Yuen and Kokoouline, 2017),
the Multiconfiguration Time-Dependent Hartree (MCTDH) method (Beck et al., 2000), and the
ABC program (Skouteris et al., 2000). Detailed descriptions of the three methods can be found in
Chapter 2 and references therein. Note the HSAR result is different from the result in Fig. 3 in
Yuen et al. (2018). The modifications made in the HSAR approach are discussed in Section 4.6.
Figure 4.3 compares the results obtained using the three methods. At collision energies above 0.2
eV, the reaction probabilities from all three methods are in good agreement. Below that energy, in
the tunneling regime, the results diverge. In the MCTDH calculation, the outgoing flux is extremely
small below 0.2 eV, which sets a limit on precision of the calculation. To achieve a better precision
in the MCTDH approach, one needs to increase significantly the propagation time and the length of
the grid, which makes the calculation much more expensive compared to the ABC method. More
details about the implementation of MCTDH is presented in Section 4.5.
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Figure 4.3: Reaction probabilities of the reaction H2 (0, 0) + D− → HD + H− with the total angular
momentum J = 0, obtained from the HSAR approach (black), the MCTDH method (blue) and the
ABC program (red).

In the spectrum of the H2 D− , one may expect that rovibrational resonances similar to the ones
computed in Ayouz et al. (2013) will be observed. However, such resonances are too narrowed to
be resolved in Fig. 4.3. We see that the results from the HSAR approach and the ABC program are
in good agreement. Since it is convenient to calculate J > 0 cases in the ABC program, it was chosen to perform calculations for all values of J needed to be included in the study. Computational
details about the ABC program is presented in Section 4.4.
In the ABC program, the total reaction cross section σλP0 ←λvj and the thermally averaged rate coef-
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ficient KλP0 ←λn are obtained by
π X
(2J + 1)PJ (Ei ),
ki2 J
1 X X X J,P
PJ (Ei ) =
|Sλ0 v0 j 0 k0 ←λvjk |2 ,
2j + 1 v0 j 0 k0 k
Z ∞
E
8πµ
− i
P
P
kb T E dE ,
(E
)e
σ
Kλ0 ←λn (T ) =
0
i
i
i
λ ←λn
(2πµkb T )3/2 0

σλP0 ←λvj (Ei ) =

where Ei is the collision energy; ki =

(4.2)

√
2µEi /h̄ with µ being the reduced mass of the D− ion and

the H2 molecule; λ and λ0 are the initial H2 + D− and the final HD + H− arrangements, respectively;
J and k are the total angular momentum and its projection on the unit Jacobi vector R̂; (v, j) and
(v 0 , j 0 ) are initial and final rovibrational levels of the H2 and HD molecules, respectively; P is the
quantum number for parity. In the above equation, PJ is the reaction probability for given values
of J, λ, λ0 , v, and j.
At collision energies above 50 meV, the cross section converges when channels with energies up
to 2.3 eV above the dissociation limit and 16 or 17 rotational states for para- or ortho-H2 are
included. A grid along hyper-radius ρ until 20 bohrs with a grid step of ∆ρ = 0.08 bohrs was used
in the calculation. The largest value of the quantum number k is 4. At energies below 50 meV,
convergence with respect to the number of channels is poor because of the difficulty to represent
the very small reaction probability. To extend the converged results obtained at energies above 50
meV into the low energy region, a WKB approach can be used. Although the tunneling through the
potential barrier occurs in the three-dimensional space of internuclear distances of H2 D− , for the
purpose of using a simplified WKB approach to extrapolate the numercial results below 50 meV,
we introduce a generalized tunneling coordinate x, which could approximately be viewed as a
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minimum-energy-path coordinate. Therefore, the WKB formula


Z
2 w2 p
PJ=0 (Ei ) ∼ exp −
2µ(V (x) − Ei ) dx
h̄ w1

(4.3)

for the tunneling probability is used, where w1 and w2 are two turning points along x.
For collision energies much smaller than the potential barrier, the probability can be expanded in
powers of small Ei ,


PJ=0 (Ei ) ≈ exp aEi2 + bEi + c

(4.4)

with
√ Z w2
√ Z w2
2µ
2µ
1
1
p
dx, b =
dx,
a=
3/2
4h̄ w1 V (x)
h̄
V (x)
w1
√ Z
2 2µ w2 p
c=−
V (x) dx,
h̄
w1
where V (x) is the potential barrier. We assume that at x = 0, the potential barrier reaches its
peak. The quantities a, b, and c depend on energy implicitly. To include their energy dependence
in Eq. (4.4), one can again expand them in powers of small Ei . Because the potential barrier is
a very steep function of x, increasing the collision energy Ei decreases slightly the width of the
barrier, i.e. brings the turning points w1 and w2 closer to each other. It means that a, b, and −c
are positive quantities, decreasing slowly with Ei if the energies is much smaller than the effective
potential barrier of about 180 meV.
To account for the dependence of the probability on the total angular momentum J, we note that
the centrifugal energy B(x)J(J + 1), where B(0) ∼ 0.1 meV, is much smaller than the potential
barrier itself for low J ≤ 6 at x = 0. Therefore, we can simply change Ei to Ei − B(x)J(J + 1)
in Eq (4.4). At Ei = 80 meV, Ei is about ten times larger than the centrifugal energy. Therefore,
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the larger contribution from the J-dependence of the probability can be accounted for as

PJ (Ei ) ≈ PJ=0 (Ei )exp [−λJ(J + 1)] ,
√ Z w2
2µ
B(x)
p
λ=
dx .
h̄
V (x)
w1

(4.5)

For large J, the above approximation is not accurate because the centrifugal barrier is significant,
but the reaction probabilities are small for J > 6. Finally, the sum of reaction probabilities can be
expressed as
X
X
(2J + 1)PJ ≈ PJ=0
(2J + 1)exp [−λJ(J + 1)]
J

J



≈ exp AEi2 + BEi + C ,

(4.6)

where we combined exponents in exp [−λJ(J + 1)] and PJ=0 , and introduced new constants A, B,
and C.

4.3 Results and Discussion

Figure 4.4 shows the reaction probabilities obtained by solving the Schrödinger equation numerically for ortho-H2 and para-H2 in their ground rovibrational states j = 1 and 0, respectively, for
different total angular momenta J as a function of collision energy. For ortho-H2 with the total
parity P = (−1)J+1 , only the k = 1 channel can contribute to the reaction. However, the reaction probability for k = 1 is about three orders of magnitude smaller than for the channel with
P = (−1)J and k = 0 at J = 1.
Because the ground-state energy for ortho-H2 is about 15 meV higher than for para-H2 , the effec-
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Figure 4.4: The blue dashed lines and the red solid lines show the reaction probability of ortho-H2
(with P = (−1)J ) and para-H2 in their ground rovibrational states j = 1 and 0 for the total angular
momentum J = 0, 5, 10, 12, 14 and 15. The probabilities decrease with J. The dashed-dotted line
shows the reaction probability of ortho-H2 with J = 1 and P = 1. The inset shows only the para-H2
curves from the main graph to illustrate the effect of the increasing J on the reaction probability.
(adapted from Yuen et al. (2018))

tive reaction barrier for ortho-H2 is lower and, therefore, its reaction probability is larger at low
collision energies, as it is evident in Fig. 4.4. At higher collision energies, the difference between
the ground-state energies is insignificant and the probabilities are almost equal. But due to the
three-fold degeneracy in the entrance channel for ortho-H2 , the overall reaction probability for
para-H2 is somewhat larger than for ortho-H2 at higher collision energies.
At low collision energies, only small values J of the total angular momentum contribute to the
total reaction probability as Eq. (4.5) suggests. The numerical calculations confirm it: The inset of
Fig. 4.5 shows that at collision energies of 60 meV and 80 meV, the reaction probability for para-H2
indeed follows the trend of Eq. (4.5). The main graph of Fig. 4.5 shows the ratio (2J + 1)PJ /PJ=0
for different J. The degeneracy factor 2J + 1 was included in the ratio, because it increases the
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J(J + 1). The dashed lines of the same color in the inset are the linear fit according to Eq. (4.5).
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relative contribution of a particular J into the total cross section. The figure demonstrates that J
= 3 contributes the most to the reaction, while for J > 10 the contributions to the sum of reaction
probabilities is small.
Figure 4.6 shows the the sum of reaction probabilities

P
(2J + 1)PJ for ortho- and para-H2 as

a function of the collision energy. The values of J = 0 − 15 were included into the sum. In
order to extrapolate to the low energy region, the matching between the WKB and fully-quantum
results is performed near 50-80 meV. To evaluate the uncertainty of the fit, the simple case of
H2 (0,0) with the total angular momentum J = 0 was considered. Figure 4.7 shows the fit using
Eq. (4.4). The lower panel of the figure demonstrates that the difference between the fit and the
fully-quantum result is about 2% or less, which justifies the validity of the WKB extrapolation.
P
Consequently, the sum of reaction probabilities (2J + 1)PJ for ortho- and para-H2 is fitted to
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Eq. (4.6). The uncertainty associated with the fit is within 2%, which justifies the approximation
made in derivation of Eq. (4.6).
Extrapolated to the low energy region, the thermally averaged rate coefficient is computed using
Eq. (4.2), and the results are shown in Fig. 4.8. The rate coefficients for ortho- and para-H2 are
about 3.1 × 10−20 and 1.2 × 10−20 cm3 /s, respectively, at temperatures 10 − 30 K. The difference
between ortho- and para-H2 values at low temperatures is explained by the difference in the groundstate energy and, as a result, by a smaller effective potential barrier for ortho-H2 . The thermally
averaged rate coefficient for normal hydrogen is closer to ortho-H2 because ortho-H2 has a three
times larger statistical weight compared to the para-H2 . Therefore, our result is consistent with the
experimental upper limit obtained by Endres et al. (2017)
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et al. (2018))

4.4 Details about the ABC program

In this section, the computational details in the ABC program is presented. As mentioned in
Section 2.3.2, the channel surface functions are built using the rovibrational wave functions of the
dimer at large separation with the ion. Therefore, by controlling the maximum number of rotational
states jmax and highest energy threshold of the dimer emax (in eV) in the ABC program, one can
control the number of surface functions included in the calculation. For J > 0, because of the
choice of the z 0 -axis in the ABC program, one has Jz0 = jz0 = k. In most cases, calculations are
well converged with kmax=4, which is the maximum number of k. To impose the symmetry of
the surface functions, as discussed in Section 2.2.3, one can simply restrict the parity of the system
ipar and the dimer jpar. Only even or odd j are allowed for jpar= ±1. Meanwhile, ipar
control the symmetry quantum number  through P = (−1)J (see Eq. (2.45)). To summarize,
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to control the number of symmetrized surface functions in the ABC program, one should change
jmax, emax, ipar and jpar.
For the scattering part, the number of points and the last point of the hyper-radius grid are controlled by mtr and rmax. These two parameters are related to the convergence at different collision energies. The grid of the collision energy is constructed by the maximum collision energy
enrg, steps of the collision energy dnrg and the number of energy points nnrg. The energy is
in units of eV. Finally, the program allows the user to set the initial rovibrational channel such that
it will print the scattering matrix in the corresponding exit channels.
Table 4.1 summarize the input parameters for the calculation of H2 (0,0) + D− at J = 0. Masses in
the input are in atomic mass unit.

78

Table 4.1: Input file used in the ABC program for the calculation of the H2 (0,0) + D− scattering
with J = 0.
&input
jmax=16
enrg=0.28
&end

mass=2,1,1 jtot=0
kmax=4
rmax=20.0
dnrg=0.001 nnrg=500

ipar=1
mtr=260
nout=0

jpar=1
emax=2.3
jout=0

4.5 Details about the MCTDH Method

An effort is required to translate the current problem into the MCTDH framework. In this section,
the MCTDH treatment of the problem is discussed.
As a first step, one needs to expand the PES into the sum of product form as in Eq. (2.94). The
fitting procedure can be performed using the potfit84 program in MCTDH84 suite. Details can be
found in Beck et al. (2000) and references therein. One of the simplest way to include the PES into
the MCTDH program is to arrange the PES data in a grid point format (in ascii). For example, for
nx = ny = 2, the PES.dat file is arranged in a single column: V (1, 1), V (1, 2), V (2, 1), V (2, 2),
where V (i, j) is the value of the PES at the grid point (i, j).
To achieve a better accuracy for the fitting, the number of single particle potentials (spp) mQ is
chosen according to the eigenvalue of the potential density matrix (Beck et al., 2000). Our choice
is that mQ should be large enough so that the mth
Q eigenvalue is about four orders of magnitude
smaller than the first eigenvalue. The dissociation coordinate, which is R in the BF Jacobi coordinates, is chosen to be contracted. More details can be found in the user’s guide of MCTDH84 and
Beck et al. (2000).
Similarly, one needs to express the total wave function as sum of products of single-particle wave
functions (spf) Eq. (2.98). At each time step, the output file of mctdh84 displays the natural weight
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of each spf. The optimal set of (nr , nR , nθ ) is determined by inspecting the natural weight of the
−6
nth
at all time. This can be easily checked using the
Q spf, which should be of the order of 10

program plnat.
Another thing one needs to be taken care of is the energy distribution of the initial wave packet. If
the momentum of the initial wave packet is small, the width of the wave packet should be wide,
otherwise there will be a non-negligible contribution of the wave packet with a positive momentum
propagating away from the target. If one is interested in the low energy region, it is better to set
the center momentum to a larger value while keep the width narrow, such that the weight of energy
distribution is significant in that low-energy region.
An attention should also be made to the choice of the parameters for the complex absorbing potential (CAP). If non-negligible outgoing fluxes are reflected back to the target from the CAP, the
reflected fluxes will hit the target again and produce an unphysical effect. In the MCTDH, one
can use the program plcap to check the reflectance of the outgoing flux. If the kinetic energy of
the wave packet is small, in general, a CAP with a smaller strength with a longer width should
be used. Of course, a longer grid means that the number of spp and spf will need to be increased
accordingly, so that the computational time will be increased. Therefore, it is recommended to first
test the parameters for the CAP in the energy regime of interest before doing the full calculation.
Table 4.2 displays the parameters used to produce the result using the MCTDH in Fig. 4.3.

4.6 Details about the HSAR Method

In this section, the modifications made in the HSAR approach for the reactive scattering problem
are discussed. As mentioned in Section 2.3.1, the asymptotic wave function of a dimer and an ion
is highly localized in the hyper-angular plane. As a result, one needs a denser hyper-angular grid
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Table 4.2: Numerical parameters used in the MCTDH calculation. Parameters are in atomic unit
unless specified. The sine type of DVR functions are used as primitive basis functions for the r
and R coordinates, while Legendre DVR functions are used as primitive basis functions for θ.
r/R/θ
Nr /NR /Nθ
Mr /MR /Mθ
R0 /RN
r0 /rN
(p0 , w)
x0
βR /βr
ηR /ηr
Rc /rc
T

80/300/31
Number of grid points
12/Contracted/8
Number of the spp
14/20/13
Number of the spf
1.0/24.92
Range of R
0.6/6.92
Range of r
(-7.5,0.25)
Momentum and width of the wave packet
18.5
Initial position of the wave packet
3
Order of the CAP
0.001
Strength of the CAP
21.92/3.5
Starting point of the CAP
800 fs
Propagation time

in where the wave function is localized.
Let’s assume that the second and third atoms are identical, which are H atoms in our case. Then
an exchange of the two atoms leaves r1 unchanged and we have 2 = 3 (see Eq. (2.11)). As
illustrated in Fig. 2.2, in the asymptotic region, as the distance between the ion and the dimer goes
to infinity, θ → π/2 and ρ → ∞. So the grid for θ need to be dense around π/2. Consequently,
for the configuration H2 + D− , it implies r2  r1 and r3  r1 . Then, φ approaches −π/2 in the
asymptotic region and the grid for φ must be dense around −π/2. For the configuration HD + H− ,
one should choose the grid of φ to be dense around −π/2 + 2 such that r3  r2 and r1  r2 .
Having determined the localized regions, one can now construct non-uniform grids for θ and φ.
Since θ is in the interval [0, π/2], one can determine grid points θi using

π
1 − (1 − ti )7 ,
2
i−1
ti =
,
Nθ − 1

θi =
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(4.7)
(4.8)

where Nθ is the number of grid points for θi and i changes from 1 to Nθ . One can see that as i
increases, the density of the grid increases. The left panel in Fig. 4.9 illustrates the distribution of
grid points. As t approaches 0.5, θ is already near π/2. Thus, a half of the grid is used to describe
wave functions localized at that region.
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Figure 4.9: Left: Grid for hyper-angle θ. Right: Grid for hyper-angle φ

The grid for φ needs also to be constructed with care. Not only because the grid must be smooth,
but also the grid needs to be flexible enough to include the second localized region. A good choice
for grid points φi is given by
ti − 1/3
ti − 1 π + 2
−2
tanh
+ (π + 2 ) tanh
+
,
2
L1
L2
2
i−1
ti =
,
Nφ − 1

φi =

(4.9)
(4.10)

where L1 = 0.05 and L2 = 0.06 are the parameters to control the density around the two localized
regions and i changes from 1 to Nφ . Figure 4.9 shows the grid for φ. One sees that about a one-third
of grid points concentrates at −π/2 and about a half of grid points are near −π/2 + 2 .
Figure 4.10 compares reaction probabilities at low collision energies obtained with the uniform φ
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Figure 4.10: Comparison of reaction probabilities obtained with the uniform φ grid (green line)
and the variable φ grid in Eq. (4.10) (black line).

grid and the variable φ grid in Eq. (4.10). At energies above 0.2 eV, the two results are in good
agreement. This is probably because the R-matrix converges at a smaller hyper-radius, where the
dimer-atom wave functions are not too localized. But for lower energies, the uniform grid result
shows unphysical oscillations, even though both calculations have the same hyper-radius grid.
Moreover, for the uniform grid, if the hyper-radius grid and the number of channels are changed
slightly, the reaction probability can vary by two orders of magnitude. Therefore, the use of the
variable φ grid describes the dimer-atom wave function better in the asymptotic region. Similarly,
for the three-body recombination, one should use a similar grid such that all the dimer-atom wave
functions are well-represented.
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4.7 Concluding Remarks

In this work, reaction probabilities of the proton transfer reaction H2 (ν = 0, j = 0) + D− → HD
+ H− with J = 0 obtained from the HSAR method, the MCTDH method, and the ABC program
are compared. At collision energies above the effective potential barrier, reaction probabilities
obtained from all three methods agree with each other. Technical details about each approach were
presented. Modifications of the HSAR method for reactive scattering problems were discussed.
The thermally-averaged rate coefficients of the reaction with ortho- and para-H2 were computed
for temperatures from 1 K up to 400 K using the ABC program. At low collision energies, a
WKB approach was used to extrapolate the results of the fully-quantum approach. The obtained
thermally-averaged rate coefficient for ortho-H2 is about three times larger than for para-H2 at
temperatures below 80 K, while at higher temperatures the coefficients become almost equal. The
present theoretical results are about ten times smaller than the experimental upper limit (Endres
et al., 2017), suggesting that a further improvement of the sensitivity of the signal in the experiment
may lead to the observation of the H− ions produced from this reaction. Also, the present results
suggest that an experiment performed at different temperatures should reveal a strong temperature
dependence of the tunneling probabilities at temperatures 70 − 300 K.
Future experiments studying collisions of H2 with the H− isotopes may help to detect eventually
the H− ion in the interstellar space. The ion cannot be detected directly by the absorption or
emission spectroscopy, but in collisions with H2 it may form the loosely-bound H−
3 molecule. If
−
−
detected, H−
3 could serve as a precursor for H . The most likely process to form H3 is the three-

body collisions involving H2 , H− , and a third atom or molecule. In the interstellar space, the third
body could be another H2 molecule; in the laboratory, it could be a buffer gas species, such as
helium. Therefore, further experiments studying collisions of H2 and H− are highly desirable.
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CHAPTER 5: REACTIVE SCATTERING OF 16 O16 O + 18 O → 16 O18 O + 16 O

In this chapter, a collision process which is intimately related to formation of ozone molecules
under atmospheric conditions of Earth is investigated. The MCTDH method described in Section
2.3.3 is applied to the reactive scattering of 16 O16 O + 18 O → 16 O18 O + 16 O. The following work
was performed in collaboration with Fabien Gatti and the group of Vladimir Tyuterev1 .

5.1 Introduction

The isotopic exchange reactions that can occur during the collision between an oxygen atom and
an oxygen molecule involve, as the intermediate, the metastable ozone O∗3 in excited ro-vibrational
states above the dissociation threshold:

O + O2 → O∗3 → O2 + O.

If a heavy oxygen atom

18

O hits the symmetric diatomic molecule

(5.1)

32

O2 composed of two

16

O

atoms, one 16 O could be kicked out and replaced by isotopic substitution

18

∗

O + 16 O16 O → 50 O3 → 16 O18 O + 16 O.

(5.2)

However an adequate modeling of this process represented significant difficulties for theory (Chajia
and Jacon, 1994, Fleurat-Lessard et al., 2003b, Gross and Billing, 1993, Guillon et al., 2018, Li
et al., 2014, Lin and Guo, 2006, Rao et al., 2015a, Schinke et al., 2006, Stace and Murrell, 1978,
Sun et al., 2015, Troe, 1977, Varandas and Murrell, 1982, Yeh et al., 2003) for several decades
1

This chapter are adapted from C. H. Yuen, D. Lapierre, F. Gatti, V. Kokoouline, and V. G. Tyuterev, J. Phys.
Chem. A, 123: 77337743, 2019. “ c (2019) by the American Chemical Society”
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since the related experimental measurements (Anderson et al., 1985, Fleurat-Lessard et al., 2003a,
Janssen et al., 2003, Wiegell et al., 1997) were published .
The probability of this reaction depends on the properties of excited ozone O∗3 , which depend on the
potential energy surface (PES) supporting the dynamical process. The ozone PES had been subject
of many ab initio studies over years (Ayouz and Babikov, 2013, Babikov et al., 2003, Banichevich
et al., 1993, Dawes et al., 2011, 2013, Holka et al., 2010, Lepers et al., 2012, Siebert et al., 2001,
2002, Tyuterev et al., 2013, and references therein) that revealed a complicated electronic structure
(Alijah et al., 2018, Dawes et al., 2011, Garcia-Fernandez et al., 2006, Grebenshchikov et al.,
2007, Siebert et al., 2002) and ro-vibrational patterns (Lapierre et al., 2016, Ndengué et al., 2016,
Tyuterev et al., 2014, 2017) of this seemingly simple triatomic molecule. Extensive spectroscopic
works (see Babikov et al., 2014, Barbe et al., 2013, 2018, Campargue et al., 2006, 2008, Mondelain
et al., 2013, and references therein) have been carried out both for remote sensing applications in
the atmosphere and for the validation of ab initio predictions in a large spectral range from the
fundamental bands up to high overtones and combination ro-vibrational transitions towards the
dissociation threshold (Campargue et al., 2015, Starikova et al., 2015, Tyuterev et al., 2014). A
description of the ozone formation is among the main incentives for dynamical studies, particularly,
in the upper atmosphere where the so-called “nascent population” (Feofilov and Kutepov, 2012)
of highly excited vibrational ozone states is not yet well known. This information is mandatory for
a correct interpretation (Kaufmann et al., 2006, Manuel and Taylor, 2001) of ozone measurements
by satellite instruments at conditions of nonlocal thermodynamic equilibrium.
In most studies, it is believed that ozone formation under the stratospheric low-pressure conditions
proceeds via a three-body recombination process. According to the Lindemann mechanism, the
first step in the recombination, leading to the formation of an excited complex O + O2 → O∗3 ,
which is the same as in Eq. (5.1). The second step is a subsequent stabilization by a collision
with another partner O∗3 + M → O3 + M0 , which absorbs an excess of the kinetic energy and
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makes the metastable complex O∗3 “falling down” into the potential well. Meanwhile, the group of
Troe (Hippler et al., 1990, Luther et al., 2005) has introduced the radical complex (“Chaperon”)
mechanism, which may also play an important role at higher pressure (Teplukhin and Babikov,
2016).
Since the experimental discovery of surprising isotope anomalies in the ozone formation (Mauersberger, 1981, Thiemens and Heidenreich, 1983), many efforts have been devoted to a theoretical
modeling of these processes, but a full understanding of related “strange and unconventional” effects (Gao and Marcus, 2001, Grebenshchikov, 2009, Grebenshchikov and Schinke, 2009, Marcus,
2013, Schinke et al., 2006, Xie and Bowman, 2005) is still lacking. This involves an unusually high
enrichment of heavy isotopomers in the stratosphere and the mass-independent fractionation (MIF)
of oxygen isotopes in the ozone formation, which was considered as a milestone in the study of
isotope effects (Marcus, 2013). The detailed reviews of the problem can be found in status reports
by Schinke et al. (2006) , Marcus (2013) and Thiemens (2013). A large symmetry selection in
the formation of the ozone molecule required the introduction of ad-hoc factors (Gao and Marcus,
2001, Marcus, 2013) to fit observed deviations from a simple statistical behavior. Recent experiments and their modeling (Van Wyngarden et al., 2014) have shown that purely statistical theories
cannot explain the isotopic effects, which therefore require dynamic state-specific studies. A series
of theoretical work performed by the group of Babikov (Ivanov and Babikov, 2016, Teplukhin and
Babikov, 2018a,b, Teplukhin et al., 2018) explored the role of different types of resonances formed
in collisions of O and O2 , and showed that the isotope effects could be linked to the formation of
Feshbach-type resonances.
The isotopic exchange reaction (5.1) is in a competition with the ozone formation process and
exhibits strong isotopic effects (Anderson et al., 1985, Fleurat-Lessard et al., 2003a, Honvault
et al., 2018, Janssen et al., 2003, Rao et al., 2015a, Schinke et al., 2006, Sun et al., 2015, Wiegell
et al., 1997) as well. Because it is only a two-body process, the corresponding dynamics is easier to
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Figure 5.1: The minimum energy pathways of the potential energy surface for R PES (red lines)
and NR PES (black lines) of the TKTHS PES (Tyuterev et al., 2013) in Jacobi coordinates.
(adapted from Yuen et al. (2019c))

investigate rigorously. Since the both reactions proceed on the same PES, modeling the reaction of
Eq. (5.2) in the time domain would help to understand both, the dynamics of the isotopic exchange
and the ozone recombination, and also would be a step forward in the interpretation of the MIF
effects.
In this work, we focus on qualitative state-specific features in wave propagation dynamics in the
collisional process (5.2) related to the formation of the metastable resonances of the excited ozone
O∗3 . The study aims at better understanding of the impact of the accuracy of the PES in the transition
state region, in particular, on the role of a hypothetical “reef” structure on the minimum energy path
(MEP) in O + O2 collisions.
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5.2 Theoretical Approach

To study the time evolution of the wave packet, the Multiconfiguration Time-Dependent Hartree
(MCTDH) method (Beck et al., 2000, Meyer et al., 2009) was used. Discussion of the method can
be found in Section 2.3.3, and details can be found in the references therein.
We compare time-dependent wave functions obtained using two TKTHS PESs (NR PES and
R PES as described in Tyuterev et al. (2013)), which are very similar in the bottom of the C2v
well and at the De asymptotic energy. Figure 5.1 shows the MEP of the NR PES and the R PES
from Tyuterev et al. (2013) along R, where R is the distance between the 18 O atom and the center
of mass of the

32

O2 molecule. The internuclear distance between two

16

O atoms and the Jacobi

angle in the body fixed frame are denoted as r and θ. Along the MEP, θ takes different values
in the circled regions in the figure, while r is at the equilibrium distance of the

32

O2 molecule.

One can see that relatively small differences between the values of the NR PES and R PES in the
reef region are only within 50 cm−1 . A comparison of the high-resolution ozone spectra analyses
(Tyuterev et al., 2014) indicated a clear preference to the NR PES with respect to the R PES , but
the collisional dynamics on the latter one has not been studied up to now.
A previous work by Guillon et al. (2018) has shown that the TKTHS NR PES (Tyuterev et al.,
2013) provides an excellent agreement with the experimental isotope exchange rate (5.2) using a computationally demanding state-averaging procedure within the time-independent formalism. Here we consider time evolution of the isotope-exchange process involving a formation of
metastable state patterns for the excited ozone O∗3 during the scattering reaction (5.2) starting from
the initial state (ν0 = 0, j0 = 1) state of

32

O2 . This brings a supplementary insight in the corre-

sponding state-specific process.
The parameters used in our calculation are shown in Tab. 5.1. The starting position of the CAP is
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adjusted such that the tail of the initial wave packet does not overlap with the CAP. The strength of
the CAP is selected based on the inspection of the reflected wave packet from the CAP. Propagation
time is selected based on the convergence test on the reaction probability at the selected initial wave
packet.

Table 5.1: Numerical parameters used in the MCTDH calculation. Parameters are in atomic unit
unless specified. (adapted from Yuen et al. (2019c))
Nr /NR /Nθ
mr /mθ
nr /nR /nθ
Rmin /Rmax
rmin /rmax
(p0 , R0 , w)
βR =βr
ηR /ηr
Rc /rc
Lr =LR
T

110/210/70
29/31
17/28/23
1.0/11.5
1.0/6.5
(-10, 7, 0.2)
3
−4
3.25×10 /1×10−4
7.5/3.5
3
4000 fs

Number of grid points
Number of natural potentials
Number of single-particle-functions
Range of R
Range of r
Momentum, center and width of χ0
Order of the CAP
Strength of the CAP
Starting point of the CAP
Length of the CAP
Propagation time

5.3 Results and Discussion

Using Eq. (2.103), we compute the probability of reaction (5.2) with the total angular momentum
J = 0 using the NR PES and the R PES. Figure 5.2 compares the results obtained using the
NR PES, the R PES, as well as the results from the time-independent calculation by Guillon et al.
(2018). The probability obtained with the R PES has a different fine structure patterns compare
to the NR PES result, mainly due to different positions of resonances present in the collisional
spectra for the two surfaces. Also, from the lower panel of Fig. 5.2, one can see that the NR PES
probabilities are, in general, larger than the R PES result.
The result by Guillon et al. (2018) is shifted slightly to adjust the rovibrational energy of the 32 O2
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Figure 5.2: Upper panel: Reaction probability for reaction (5.2) with the total angular momentum
J = 0, using the NR PES (blue solid line), R PES (green dashed line), and results from timeindependent calculation from Guillon et al. (2018) (red circles). Lower panel: Ratio of the reaction
probability computed with the NR PES to that one obtained with the R PES. (adapted from Yuen
et al. (2019c))

molecule. We see that from collision energy larger than 0.034 eV, the result with the NR PES
agrees well with the time-independent calculation. At lower collision energy, positions of resonances in the NR PES probabilities agree with the time-independent result, but the magnitude is
about 50% larger. This is possibly due to the influence of artificial reflections of the low-energy
components of the wave-packet in the time-dependent calculations. These components are partially reflected from the CAP, which is unable to absorb a wide range of wave numbers of the
outgoing flux. One can overcome this problem by extending the CAP length and the grid, and
by lowering the CAP strength. However, this would increase the computational cost significantly.
Since we are interested in the dynamics before the fluxes enter the CAP, such improvement is not
essential for the present discussion. The agreement between the NR PES result and the numerically accurate result by Guillon et al. (2018) at higher collision energies justify the validity of the
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present time-dependent approach at higher energies.
Figure 5.3 displays the initial probability density of the time-dependent wave function as a function
of (r, R) and (θ, R) respectively. The density function is computed by integrating the wave function
Ψ(r, R, θ, t) over the third coordinate. The PES in the r-R plot has the potential energy path being
minimized in θ, while the PES in the θ-R plot has the potential energy path being minimized in r.
The contour lines for both PES’s begin at -7161 cm−1 and end at 8903 cm−1 with an increment of
2008 cm−1 . Because the difference between values of the NR PES and R PES in the reef region
is less than 50 cm−1 , the contour lines on this scale are indistinguishable among the two PES. The
initial wave packet in the r-R plot is centered at R = 7 a0 with a width 0.5 a0 while distributed
along r = 2 to 2.5 a0 , as the density function is just the product of the vibrational wave function of
the 32 O2 molecule and the Gaussian wave packet χ0 (R) times a constant. The density function in
the θ-R plot shows similar features along R, but delocalized along the range of θ since the initial
rotational quantum number j0 of the 32 O2 molecule is 1.
Figure 5.4 shows the time-dependent dynamics of the density function in coordinates (r, R) at
t = 120, 240, 300 and 440 fs for the NR PES and R PES. At t = 120 fs, the incoming flux arrives
at the C2v well without any reflection for both PES. At t = 240 fs, there are more fluxes in the
C2v well for the NR PES than the R PES. At t = 300 fs, one can see that the incoming fluxes
continue to travel to the C2v well for the NR PES, while significant parts of fluxes are reflected
for the R PES. At t = 440 fs, the metastable complex O∗3 in the C2v well begins to decay towards
16

O18 O molecule. The reflected fluxes in the R PES are ahead of those in the NR PES, suggesting

that the fluxes with larger kinetic energy are also reflected in the R PES, but to lesser extent in the
NR PES.
Figure 5.5 displays the dynamics of the density function in coordinates (θ, R) at the same propagation times as in Fig. 5.4. At t = 120 fs, the reaction pathway is mainly near θ ≈ 0.9 rad,
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M

M

Figure 5.3: Initial density function of the system. The upper panel shows the contour plot on r vs
R while the lower panel shows the plot on θ vs R. The location of the C2v minimum of the PES is
marked as M. (adapted from Yuen et al. (2019c))

which is consistent with the the MEP. An additional feature observed at t = 240, 300 and 440 fs is
that the reflected flux is localized near θ ≈ 0, and moves preferentially along the MEP to exit the
interaction region.
Figure 5.6 shows the expectation value of the coordinate hRi for the two surfaces, NR PES and
R PES, as a function of time. As one can see, the minimum value of hRi ∼ 4.5 a0 is reached
at a time around 150 fs. Before that time the (initially-identical) wave packets move along the

93

Figure 5.4: Density function of the system propagated along the NR PES (top) and the R PES
(bottom). (adapted from Yuen et al. (2019c))

two surfaces in the same way. During the period of time between 150 and 200 fs the packets are
being reflected, such that hRi starts to increase, and a time delay between the two wave packets is
building up: The wave packet traveling along NR RES is delayed compared to the R PES wave
packet, i.e. it spent more time in region of small values of hRi. The relative time delay is about 20
- 30 fs, which is about 10% of the total time that the wave packets spend in the region of small hRi,
where the reaction (5.2) of isotope exchange takes place. The longer time spend in the interaction
region means a larger reaction probability, which is consistent with the results shown in Fig. 5.2.
From the time dynamics of the density functions, one can see that although the topological difference between the NR PES and the R PES is rather subtle, features lying relatively deep in the well
could have significant consequence on the reaction dynamics, thus explaining the result in Fig. 5.2.
This gives hint for understanding why the true or submerged barriers near the De asymptote can
change the temperature dependence for the thermally averaged rate coefficients (Guillon et al.,
2018). Besides, although there is no barrier along the MEP for the reaction on the two surfaces,
reflected fluxes are still observed due to the multi-dimensional nature of the reaction. Therefore,
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Figure 5.5: Density function of the system propagated along the NR PES (top) and the R PES
(bottom). (adapted from Yuen et al. (2019c))

one can see that an one-dimensional study along the MEP for the reaction does not provide an
appropriate picture for the reaction.
Our results also link to the collision time of the reaction, which is essential in some of the statistical
approaches for reactive scattering. One of such approaches (Miller, 1970, Pechukas et al., 1966)
implies that the lifetime of the collision complex is long enough such that the collision complex
lives sufficiently long to redistribute energy of the system randomly between different reaction
channels. However, from our results, the time it takes for the system to arrive at the C2v well is
about 100 fs, while at about 400 fs, the complex begins to dissociate. Therefore, the ratio between
the average lifetime of the complex to the collision time is ≈ 300/100 = 3, which is not large
enough for the assumption of randomized exit channels. For example, the wave packet dynamics
shown in Figs. 5.4 and 5.5 clear demonstrates that there is a preferential exit channel, along θ = 0,
i.e. along the co-linear geometry of 34 O2 –16 O, which means that the scattering is very anisotropic
and cannot be accounted by the statistical approaches based on randomized exit channels. An
anisotropy in the nuclei-exchange reaction was also observed in the experiment (Lin and Guo,
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Figure 5.6: The expectation value of the coordinate R for the NR PES (solid line) and the R PES
(dashed line) versus time. (adapted from Yuen et al. (2019c))

2006, Sun et al., 2010, Van Wyngarden et al., 2014).

5.4 Conclusion

In this work, we studied the wave packet dynamics for reaction (5.2) with

32

O2 (ν = 0, j = 1)

and total angular momentum J = 0 on the TKTGS PES (Tyuterev et al., 2013) with and without
the reef structure using the MCTDH method. For the NR PES, a good agreement in the reaction
probability at collision energy above 0.034 eV was found between our time-dependent result and
numerically well converged time-independent result obtained by Guillon et al. (2018) who have
also used this potential energy surface. But the time dependent dynamics permits a supplementary
insight to the problem.
One of the conclusions of the wave packet propagation concerns the time scale of the process,
which in our study is of 0.3 – 0.5 ps for both PESs. This is by an order of magnitude larger than
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a typical period of O–O bond vibration, confirming the results of the previous works that the exchange reaction (5.2) is not a direct one-dimensional kick-off process. The resonance scattering
states of the intermediate metastable ozone O∗3 corresponding to times 0.24 ps to 0.3 ps in Figs.
5.4, 5.5 play thus a crucial role for the process. Van Wyngarden et al. (2007, 2014) have observed
an anisotropy of angular distribution (“forward-bias”) of the reaction product in their experiment
of crossing O and O2 beams. This feature has also been found in theoretical investigations of the
same reaction (Rao et al., 2015b). According to the interpretation of these experimental and theoretical results, the time scale of the exchange reaction was not sufficient for a full randomization
of vibrational energy distribution within the O∗3 complex, which was a necessary condition of a
simplified statistical approach (Gao and Marcus, 2001, Miller, 1970, Pechukas et al., 1966). On
the theoretical side, Sun et al. (2010) concluded that their state-specific quasi-classical calculations
for the trajectories, which have lifetime t < 2 ps would explain this “forward-bias” observations
(Van Wyngarden et al., 2007) (though they used symmetry forbidden j = 0 state of O2 for simplicity). Our results provide a quantum mechanical counterpart consistent with these classical
trajectories conclusions, as the wave packet reaction time of 0.4 ps in Fig. 5.4 is indeed shorter
than the t < 2 ps criterion of Sun et al. (2010) and could thus contribute to the interpretation of
experiments (Van Wyngarden et al., 2007, 2014).
Our wave packet scattering lifetimes are also consistent with the lifetime distribution of a significant number of vibrational states of metastable ozone

48

O∗3 (main isotopologue) computed

by Lapierre et al. (2016) using the NR PES. However, a full map of the metastable vibrational
states of the 50 O∗3 complex enriched by 18 O isotope and their lifetimes were not yet calculated.
Another conclusion concerns the impact of the ozone PES shape on the reaction and the scattering
resonances of the O∗3 intermediate complex. Both TKTHS PESs (Tyuterev et al., 2013) are very
similar at the bottom of the main C2v well and possess the same dissociation threshold D0 . The
R PES has a small submerged barrier much deeper in the well and is more attractive than other
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PESs possessing the reef structure (Ayouz and Babikov, 2013, Babikov et al., 2003, Chajia and
Jacon, 1994, Hernandez-Lamoneda et al., 2002). The corresponding effect on the dynamics has
not been yet used for modeling the exchange reaction (5.2) in previous studies.
In their quasi-classical study, Janssen et al. (2003) have considered the exchange reaction cross
section σ as a product of two factors, σ = σcap Preac , where σcap is the capture cross section, i.e.,
the cross section for trajectories entering the ozone well. Figure 5.4 shows that for our quantum
wave packet propagation study, the σcap is bigger for NR PES than for R PES. This is a non-trivial
result as the R PES is more attractive than the NR PES (Fig. 5.1) at large range distances near
the De asymptote. A quite small topographic reef feature with the amplitude of about 50 cm−1
sitting relatively deep in the well could thus have a significant impact on the reaction probabilities.
In general, the reaction probability is larger for NR PES (lower panel of Fig. 5.2) explains the
good agreement between experiments and the total reaction rates obtained by Guillon et al. (2018)
with this PES. At this point we see a correlation between dynamical results and the spectroscopy,
as the NR PES gave clearly more accurate prediction for the observed bands in the energy range
approaching TS (Tyuterev et al., 2014).
We found that the topological differences between the NR PES and the R PES manifested mainly
in the reflection of the wave packet near the reef region. Surprisingly, despite the contrast in
the reaction probability between the two PESs, the visible differences in Figs. 5.4 and 5.5 are
subtle as there are only slightly more flux reaching the C2v well for the NR PES than the R PES.
Therefore, we concluded that resonance structures and the reaction probability of reaction (5.2)
depend sensitively on the topological structure of the PESs, which is consistent with the conclusion
by Guillon et al. (2018). Consequently, since the formation of ozone at low pressure proceeds
mainly through the Lindemann mechanism, which involves the metastable O∗3 , we expect that the
three-body recombination rate coefficient at low pressure may also critically depend on the shape
of the ozone PES. It is therefore important to use an accurate PES to calculate resonance energies
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and widths of metastable O∗3 with different isotopic substitutions. To this end, new spectroscopic
measurements and assignments of 16 O16 O18 O and 16 O18 O16 O ozone isotopomers at energy range
near the dissociation threshold would be extremely helpful to validate ab initio PESs.
Ultimately, using reliable calculations of scattering resonance energies and widths of the metastable
48

O∗3 complex enriched by 18 O isotope (not yet available on spectroscopically accurate PESs), one

should be able to explain the MIF effect (Honvault et al., 2018, Mauersberger, 1981, Thiemens and
Heidenreich, 1983), which is the major challenge for the ozone formation dynamics (Gao and Marcus, 2001, Hippler et al., 1990, Luther et al., 2005, Marcus, 2013, Schinke et al., 2006, Teplukhin
and Babikov, 2016, Xie and Bowman, 2005). In this context an investigation of long-lived resonances will be important, as for example those linked to the “roaming” nuclear motion (Bowman,
2014, Townsend et al., 2004) considered in the classical orbit studies by Mauguière et al. (2016).
Although the present results suggest that the assumption about the random distribution over exit
channels, used in previous statistical approaches(Gao and Marcus, 2001, Marcus, 2013) applied
to O3 , is not appropriate for the

32

O2 +

18

O→

34

O2 +

16

O reaction, the other types of statistical

approaches, taking into account the branching ratios over the final channels may be appropriate
and can simplify significantly the dynamics of O + O2 collisions and the ozone formation in threebody collisions. Theoretical studies, taking advantages of quantum scattering and some reasonable
statistical assumptions, describing the ozone dynamics and the dynamics of three-body collisions
such as, for example, O2 + O + N2 → O3 + N2 , are highly desirable.
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CHAPTER 6: THREE-BODY RECOMBINATION OF H + H + H

In this chapter, the HSAR method and theories described in Section 2.3.1 and Chapter 3 are used
to solve the problem of three-body recombination of hydrogen atoms at zero total angular momentum1 .

6.1 Introduction

The three-body recombination (TBR) of hydrogen atoms, H + H + H → H2 + H, plays a key role in
the formation of the first generation of stars in the Universe. This process is the main mechanism in
the interstellar medium (ISM) for the conversion of atomic hydrogen to the molecular form in a gas
phase at large densities nH of the atomic hydrogen (Palla et al., 1983). Since this reaction is highly
exothermic, the energy released during the process contributes to the heating of the primordial gas.
At the same time, due to its large abundance compared to other species in the ISM, H2 molecules
produced from this reaction cool down radiatively the primordial gas at nH > 108 cm−3 (Glover
and Savin, 2009). Therefore, TBR of H3 strongly influences the thermal and dynamical evolution
of the gas (Bovino et al., 2014, Dutta et al., 2015, Glover, 2008, Turk et al., 2010). However,
at relevant temperatures, 200 K < T < 2000 K, rate coefficients for the TBR of H3 reported in
different studies disagree with each other by two orders of magnitude (Abel et al., 2002, Flower
and Harris, 2007, Forrey, 2013a, Palla et al., 1983). Such an uncertainty in the magnitude of
the rate coefficient leads to a significant uncertainty in models of the evolution of the primordial
gas (Bovino et al., 2014, Dutta et al., 2015, Turk et al., 2010).
The TBR of H3 is also a problem of a fundamental interest in atomic and molecular physics. With
1
This chapter are adapted from C. H. Yuen and V. Kokoouline, Phys. Rev. A, 101(4):042709, 2020. “ c (2020) by
the American Physical Society”
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the three lightest indistinguishable nuclei, the H3 system is described by the S3 ⊗I complete nuclear
permutation and inversion (CNPI) group (S3 is the group of permutations of three identical particles and I is the inversion operator), or considering a dynamical picture of vibration or scattering,
by the point group D3h isomorphic to S3 ⊗ I. The ground electronic state is the doubly-degenerate
state of the E 0 irreducible representation (irrep) of D3h at the equilateral geometry of H3 and splits
into two electronic states near that geometry, producing a conical intersection between the two
lowest potential energy surfaces (PESs) of H3 (Abrol and Kuppermann, 2002, Varandas et al.,
1987). Consequently, the non-adiabatic coupling between the two states diverges at the conical
intersection, such that the Born-Oppenheimer approximation breaks down and the nuclei motion
is strongly coupled to the electronic motion (Yarkony, 1996). This coupling, which arises from the
symmetry of the system, is also known as the Jahn-Teller coupling (Jahn and Teller, 1937). Certain
effects of the Jahn-Teller coupling could be represented using the lowest potential energy surface
only by introducing the geometrical phase. In the reactive scattering of H + HD (Yuan et al., 2018),
the effect of geometric phase was studied. However, the complete Jahn-Teller physics involving
two potential energy surfaces has not so far been studied in the TBR process.
Although fully quantum mechanical approaches for the TBR on a single PES have been developed (Esry et al., 1999, Fedichev et al., 1996), the systems studied were often at ultracold temperatures with model potentials (Esry et al., 1999, Suno et al., 2003, Wang et al., 2011, Wolf et al.,
2017) or only supported a few bound states on a realistic PES (Suno et al., 2002). To date, TBR
cross sections for realistic systems which support a large number of bound states at an intermediate
energy range have not been reported. One of the obstacles is to represent a considerable amount of
sharp avoided crossings between numerous adiabatic channels. Hyperspherical adiabatic (HSA)
approaches which utilized the slow variable discretization (Tolstikhin et al., 1996) were developed to represent such non-adiabatic couplings (Kokoouline and Masnou-Seeuws, 2006, Wang
et al., 2011, Yuen and Kokoouline, 2017), and were proven to be robust computationally. Such
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approaches could resolve the complication in the case of H3 , where more than 150 adiabatic channels are involved. In addition, despite the fact that the Jahn-Teller couplings were introduced into
the HSA approach for the calculation of pre-dissociative states of H3 (Blandon and Kokoouline,
2009), it has not yet been implemented into the HSA approach with the eigenchannel R-matrix
(HSAR) method (Aymar et al., 1996, Yuen and Kokoouline, 2017) for TBR problems.
Due to technical difficulties of a fully quantum mechanical approach, rate coefficients for the
TBR of H3 in previous studies were obtained using various assumptions and approximations. Orel
(1987) has computed the TBR rate coefficient (∼ 1.32×10−32 cm6 /s at 300 K) using a combination
of the orbiting resonance theory (Roberts et al., 1969) and the quasi-classical trajectory method.
Based on the principle of detailed balance, Palla et al. (1983) and Flower and Harris (2007) used
the rate coefficient for collision-induced dissociation H2 + H → H + H + H measured in the experiment (Jacobs et al., 1967) to evaluate the TBR rate coefficient ( 1.8 × 10−32 , (Palla et al., 1983) and
2.2×10−30 cm6 /s (Flower and Harris, 2007) at 300 K ). Blandon and Kokoouline (2009) obtained
an estimate (∼ 2 × 10−30 cm6 /s at 300 K) for the coefficient from positions and widths of predissociated H3 resonances produced by two lowest electronic states of H3 coupled by the Jahn-Teller
coupling. Esposito and Capitelli (2009) have evaluated the coefficient using the quasi-classical
trajectory method, similarly to Orel (1987). A more recent study by Forrey (2013a,b) has made an
important step towards to a fully quantum approach, where continuum states of H2 were included
and quantum mechanical formalism for the three-body dynamics was used, and obtained the value
of 2.6 × 10−32 cm6 /s at 300 K. Unfortunately, there is no clear criteria to determine which value
of the rate coefficient is the most accurate, because there are no experimental data for the TBR
process or a fully quantum mechanical and reliable theoretical benchmark study for a comparison.
In the present study, we employ the HSAR method described in Section 2.3.1 and the theories in
Chapter 3 to compute the continuum functions of the H3 system and the TBR cross section and
rate coefficient at zero total angular momentum J. The interaction potential of the system includes
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the two lowest electronic states of H3 coupled by the Jahn-Teller coupling, similar to the previous
study (Blandon and Kokoouline, 2009). We compare results obtained with and without the JahnTeller couplings, and find that the Jahn-Teller coupling enhances the total recombination rate by
about 12 % at T = 300 K. Our results suggest that the Jahn-Teller effect is not that important for the
total TBR rate coefficient of H3 at J = 0, but the effect could be observed by measuring branching
ratios with respect to final rovibrational levels of the formed H2 molecule. A similar measurement
has been recently made in the experiment on the Rb3 recombination (Wolf et al., 2017).

6.2 Theoretical Approach

To account for the Jahn-Teller coupling between the 12 A0 and 22 A0 electronic states of H3 , we
adopt the diabatization procedure of Blandon and Kokoouline (2009). A similar approach were
also used in Kendrick (2018).
In the diabatic basis of two electronic states of H3 , two degenerate electronic states were chosen
to be the |E+0 i and |E−0 i states of the E 0 irrep of the D3h symmetry group. The diabatic vibronic
wave function in this basis is represented as

Ψ = ψ+ |E+0 i + ψ− |E−0 i .

(6.1)

The interaction potential V becomes a 2 × 2 diabatic potential, and is approximated as



iφ

V =

(V1 − V2 )e 
1  V1 + V2
,

2 (V − V )e−iφ
V1 + V2
1
2

(6.2)

where V1 and V2 are the 12 A0 and 22 A0 PES of H3 from Varandas et al. (1987) and φ is the angle
of the diabatic transformation (Blandon and Kokoouline, 2009, Kendrick, 2018). In this approach,
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the couplings due to first derivatives of the 12 A0 and 22 A0 PES are neglected. This approximation
is justified by a good agreement for energies and widths of predissociated levels of H3 obtained in
Blandon and Kokoouline (2009), where the couplings were neglected, with the results of Lepetit
et al. (2007), where the couplings were accounted for. Although this diabatic potential was derived
near the conical intersection, we will use it globally in this approximation. Detailed discussion on
the choice of rotation angle for the diabatic transformation can be found in Kendrick (2018) and
references therein.
Since the three nuclei of H3 are identical fermions, the total wave function should transform in the
D3h group as the A02 or A002 irreps. For J = 0, the rotational wave function is totally symmetric
in the group. As a result, the irrep of the total wave function is determined by a direct product of
irreps of vibronic and nuclear-spin wave functions. The two lowest electronic states, taken into
account in this study, transform in the group as two components of the 2 E 0 irrep. The electronic
spin is 1/2, thus the electronic spin function is of the E irrep also (in the electron-permutation
group). Since each nucleus has spin 1/2, the total nuclear-spin wave function can be of the A1 or
E irreps of the S3 symmetry group (a subgroup of D3h ). Because E ⊗ E = A1 ⊕ A2 ⊕ E, for the
total wave function to be of the A02 or A002 irreps, the vibrational part ψ± of the total wave function
can transform as the A1 , A2 , or E irreps in its S3 symmetry group. In this study, we consider
vibrational wave functions of the A1 irrep only.

6.3 Results and Discussion

Figure 6.1 displays HSA potential energy curves Ua at J = 0 obtained by solving Eq. (2.56). Some
200 HSA channels are included in the R-matrix calculation. Channels that converge to the H + H
+ H dissociation limit of (E = 0) are three-body channels, which are shown in red in the inset of
Fig. 6.1. Since the 22 A0 PES is repulsive, the 156 allowed dimer-atom channels, which converge to
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Figure 6.1: HSA potential energy curves for H3 . The x-axis is in log-scale. Channels that converge
to the H+H+H dissociation limit at the energy E = 0 are three-body channels (red dashed lines).
The other curves converging to different H2 (ν, j) + H thresholds are the dimer-atom channels
(black solid lines). The inset zooms at the region of large hyper-radii near the H+H+H dissociation
limit. (adapted from Yuen and Kokoouline (2020))

the dissociation limit of H2 (ν, j) + H, are all from the 12 A0 PES. The Jahn-Teller coupling mixes
the three-body channels from the two PESs. To demonstrate contributions from each PES, we
have obtained HSA curves using only the lowest adiabatic 12 A0 PES. Figure 6.2 shows a zoomed
region of Fig. 6.1 near the H+H+H dissociation limit. The red dashed lines are the HSA curves
obtained using only the 12 A0 PES. The three-body channels from the 22 A0 PES are the curves that
do not overlap with the red dashed lines. Notice that the lowest three-body HSA curve of the 22 A0
PES (indicated by the smaller arrow in Fig. 6.2) has a barrier. It means that the probability of the
H+H+H → H2 +H transition from that channel is small at low energies and that the Jahn-Teller
effect on the TBR of H3 at low temperatures is expected to be small. For higher total angular
momenta, since the potential barrier will be higher, in general, one expects the Jahn-Teller effect
will be weaker compare to the case of J = 0 at a fixed collision energy.
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Figure 6.2: A zoom of Fig. 6.1. The x-axis is in log-scale. The red dashed lines are the HSA energy
curves obtained using only the 12 A0 PES, while the black solid lines are the curves obtained using
the complete potential of Eq. (6.2). (adapted from Yuen and Kokoouline (2020))

Figure 6.3 shows the thermally averaged rate coefficient hK3 i obtained using Eq. (3.14). To assess the importance of the Jahn-Teller effect, we also computed hK3 i using the single 12 A0 PES.
The solid and dashed lines represent the total TBR rate coefficients obtained in the 2-PES model
(Eq. (6.2)) and the single PES model. The inset of Figure 6.3 shows the percentage difference
between the rate coefficients calculated in the two models. One can see that the Jahn-Teller effect
in the total TBR rate is stronger at higher temperature,s but the enhancement is less than 15% in
the interval 10 − 1000 K. The strong temperature dependence at T = 10 − 20 K can be explained
by the above-mentioned energy barrier for the H+H+H → H2 +H transition, as the barrier has a
height of about 12 cm−1 (17 K). This also seems to support our conjecture on the Jahn-Teller effect
at higher total angular momenta. Overall, since the uncertainty of the rate coefficient due to the
numerical convergence of the present calculation is about 10%, we conclude that the Jahn-Teller
coupling has a small effect on the total TBR rate at J = 0 for temperatures T = 10 − 1000 K.
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Figure 6.3: Thermally averaged total TBR rate coefficients as a function of temperature, obtained
using the full potential of Eq. (6.2) (solid line) and the single uncoupled 12 A0 PES (dashed line).
The inset shows the percentage difference (K2P ES − K1P ES )/K2P ES × 100. (adapted from Yuen
and Kokoouline (2020))

In Fig. 6.3, one may notice that our total TBR rate coefficient at 300 K (∼ 1 × 10−34 cm6 /s)
is a few orders of magnitude smaller than rate coefficients obtained in the previous studies. It is
because we consider a very limited case where J = 0 and vibrational wave functions transform
as the A1 irrep. To have a meaningful comparison with the results from the previous studies, one
must include contributions due to different J and other irreps of the vibrational wave functions.
However, such cases are still challenging to be solved within the HSAR approach and are beyond
the scope of this study.
It is instructive to see thermally averaged TBR rate coefficients hK3,f i in to a particular final two-
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body channel f ,
1
hK3,f i(T ) =
2(kb T )3

Z

K3,f (E)e−E/kb T E 2 dE,

K3,f (E) =

32h̄π 2 X
|Sf ←i |2 .
4
µk
i

Figure 6.4 shows the hK3,f i coefficients at T = 300 K as a function of binding energy Eb of the
final products f . Circles and squares in the figure are the results obtained from the coupled 2PES potential (Eq. (6.2)) and the single 12 A0 PES, respectively. For both models, the nascent
distribution of the H2 molecules is dominated by highly excited rovibrational levels. At Eb < 104
cm−1 , the values of hK3,f i obtained in the two models are similar. At larger binding energies, the
coefficients obtained in the 2-PES model with the Jahn-Teller coupling, are, in general larger, up to
10 times larger for some deeply bound dimers. Therefore, the 12% enhancement in the total TBR
rate at 300 K from the Jahn-Teller effect is due to the substantial increase of the recombination
rate towards deeply bound dimers. Indeed, we found that non-adiabatic couplings between the
deeply bound dimer-atom channels and the three-body channels are larger for the 2-PES model
than the single PES model. On the other hand, for Eb > 104 cm−1 , we found that the hK3,f i
coefficients obtained in the single PES model scale as 1/Eb1.5 , whereas it was difficult to find a
scaling law for the coefficients obtained from the two-PESs model due to their oscillatory behavior.
The results suggest that the effect of the Jahn-Teller coupling in the TBR of H3 could be observed
experimentally by measuring branching ratios of reaction products and looking at the dependence
of the ratios as a function of binding energies, similarly as it was done in Wolf et al. (2017).
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Figure 6.4: Rate coefficients hK3,f i for recombination in to a particular final dimer-atom channel
f as a function of binding energy of the channel at 300 K. Circles correspond to the calculation
with the complete two PESs of Eq. (6.2), squares correspond to the calculation with a single 12 A0
adiabatic PES. (adapted from Yuen and Kokoouline (2020))

6.4 Computational Details

In the HSAR approach, the hyperangular wave functions ϕa (ρ; θ, φ) are expanded in terms of Bspline functions u and v,

ϕa (ρ; θ, φ) =

X

bij,a (ρ)ui (θ)vj (φ),

ij

where the interval of θ and φ are [0, π/2] (Johnson, 1980) and [−π/2, −π/6] (Blandon et al., 2007)
respectively. At large hyper-radii, the hyperangular wave functions for dimer-atom channels are
highly localized at θ = π/2 and φ = −π/2. To better represent dimer-atom channels, we used the
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following hyper-angular grids with variable grid step

π
i−1
1 − (1 − ti )7 , ti =
;
2
Nθ − 1
π
tj − 1 π
j−1
φj = tanh
− , tj =
,
3
L
6
Nφ − 1
θi =

where Nθ and Nφ are the number of grid points for θ and φ, and L is a parameter for tuning the
distribution of the grid points. In the present study, we chose Nθ = Nφ = 140 and L = 0.2, such
that the hyper-angular grids are sufficiently dense in the region near θ = π/2 and φ = −π/2. For
the hyper-radius grid, we adopt the variable grid described in Kokoouline and Masnou-Seeuws
(2006) and Blandon et al. (2007), where ρ varies from 1.5 to 46 a0 with 512 steps.
Since the Hamiltonian is complex, the hyper-angular wave functions ϕa (ρ; θ, φ) obtained by solving Eq. (2.56) contain non-trivial phase factors. As a result, Oj 0 a0 ,ja and the R-matrix will be
complex. To obtain a real R-matrix, a phase convention is therefore needed for ϕa (ρ; θ, φ) (Aymar
et al., 1996). We fixed the phase in a way similar to Suno et al. (2002), but instead we chose the
reference wave function to be the hyper-angular wave function of a particular channel at the last
step of the hyper-radius. Inspection of the elements Oj 0 a0 ,ja indicated that all elements became real
after this procedure.
To check convergence of the results, we performed calculations using different hyper-angular or
hyper-radius grids and different number of three-body channels. Left panel of Fig. 6.5 shows
the total TBR cross section (Eq. (3.12)) obtained by using three sets of hyper-angular grid with
the same hyper-radius grid and number of three-body channels, while the right panel displays the
cross section obtained by different hyper-radius grids and different number of three-body channels
with the same hyper-angular grid. One can see that all results converge well at energy larger than
10−4 hartree. At energies around 10−3 hartree (∼300 K), the relative differences between the
results are about 1.5% for different hyper-angular grids, while for different hyper-radius grid and
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different number of channels, the relative differences between the results are about 5.5% and 3.5%,
respectively. Therefore, our results in Fig. 6.3 and 6.4 should have overall uncertainty about 10%.
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Figure 6.5: Total TBR cross section as a function of energy, obtained using the full potential of
Eq. (6.2) with different parameters. Left panel: Results obtained from different hyper-angular grids
Nθ × Nφ , with the largest hyper-radius to be 32 a0 and the number of channels to be 200. Right
panel: Results obtained from different hyper-radii at the last step (R = 25 or 32 a0 ) and different
number of channels (N = 200 or 250), with Nθ = Nφ = 140.

6.6 Conclusion

In the present study, we have determined thermal rate coefficients for TBR of the H+H+H →
H2 +H reaction as a function of binding energies of H2 products for the total angular momentum
J = 0 using a fully quantum mechanical approach. For the first time, the role of the Jahn-Teller
coupling in TBR is investigated for the case of the simplest neutral triatomic system H3 at zero total
angular momentum. In this study, we found that the effect of the Jahn-Teller coupling is small at
low temperatures, while above 300 K the effect enhances recombination rates significantly for the
majority of deeply bound dimers, but contributes only about 12% to the increase in the total TBR
rate coefficient. Our results also suggest that the Jahn-Teller effect in TBR of H3 should be weaker
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at higher total angular momenta.
In addition, the rate coefficients obtained for individual final channels show that in the recombination process, highly excited rovibrationally H2 molecules are formed preferentially. Considering
the environment of interstellar clouds, the excited molecules have different reactivity in collisions
with other species compared to the ground state H2 (Simbotin and Côté, 2015). Therefore, the conclusion of the study about the nascent distribution of mainly excited H2 could be very important
for astrophysical models of thermal and chemical evolution of interstellar clouds with a significant
fraction of atomic hydrogen.
Our results represent a significant progress in a fully quantum mechanical study of the fundamental
process of H3 TBR. The study could also be considered a benchmark treatment: In the future,
accuracy of alternative approximate theoretical approaches for the TBR, such as the quasi-classical
trajectory approach (Pérez-Rı́os et al., 2014), could be tested. Eventually, with a computationally
feasible approach, once it is tested for J = 0 and compared with the present results, an accurate
and complete TBR rate coefficient could be obtained.
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CHAPTER 7: BASICS OF ELECTRON-MOLECULE COLLISIONS

Electron-molecule collisions are ubiquitous in various plasma environments, namely, the interstellar medium (Lepp et al., 2002, Millar et al., 2017), planetary atmospheres (Campbell and Brunger,
2016, Vuitton et al., 2006, Yelle et al., 2010), nuclear fusions reactors (Boeuf et al., 2011, Janev,
2013, Janev et al., 2012), combustions (Bisetti and El Morsli, 2014), the spacecraft re-entry (Celiberto et al., 2016), the semiconductor etching (Bartschat and Kushner, 2016, Samukawa, 2006),
medical physics (Boudaiffa et al., 2000, Kong et al., 2009), and food processing (Misra et al.,
2016). Different energies of free electrons in different plasma environments lead to various types of
electron-molecule collisions and thus various chemistry. As a result, the physics behind electronmolecule collisions is extremely rich. Furthermore, the diverse applications of plasma technologies
make plasma modeling an indispensable tool. An accurate plasma simulation requires tremendous
amount of data from atomic and molecular processes, such that studying electron-molecule collisions is of uttermost importance.
Upon the impact of an electron, there could be many possible scenarios for the target molecule.
Apart from elastic collision, the target molecule can be excited or de-excited rotationally, vibrationally or electronically. The scattering electron can combine with the target molecule and release
a photon. An electron of the target molecule can be knocked out by the scattering electron. The
target molecule can also dissociate into different products by either a direct electron impact or
resonant scattering.
It is beyond the scope of this chapter to discuss every details of electron-molecule collisions and its
applications. Here a few books (Bates, 2012, Christophorou, 2013, Larsson and Orel, 2008, Morrison, 1962, Shimamura and Takayanagi, 2013) and reviews (Adamovich et al., 2017, Fabrikant
et al., 2017, Lane, 1980, Samukawa et al., 2012) are listed, which are dated from 1960s to nowa-
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days for limited references. In this chapter, only those theoretical concepts in electron-molecule
collisions that are used in this dissertation are discussed. This chapter is arranged as follow: Section 7.1 discusses qualitatively the existing numerical methods for electron-molecule collisions in
the fixed-nuclei approximation. To go beyond the fixed-nuclei approximation, Section 7.2 discusses the theory of frame transformations. In Sections 7.3 and 7.4, theoretical and experimental
approaches for dissociative electron attachments (DEA) and dissociative recombinations (DR) are
discussed.

7.1 Computational Approaches in the Fixed-Nuclei Approximation

The Born-Oppenheimer (BO) approximation is undoubtedly the most employed assumption in
molecular physics. Because the mass of an electron is about 2000 times lighter than the mass of
a proton, electrons move much faster than nuclei in a molecule. Consequently, the time scale for
electronic processes is usually much shorter than the nuclear motion, such that from the perspective of an electron, the nuclei are stationary. This assumption enables one to separate motion of
nuclei and electrons, making calculations of electronic bound states of a molecule feasible computationally.
When potential energy curves or surfaces are computed, vibrational and rotational levels of the
molecule can be obtained by solving the Schrödinger equation for the nuclei. Typically, energy
spacing of electronic, vibrational, and rotational levels are of the order of 1000, 100, and 1 meV,
respectively. Hence, according to the energy-time uncertainty principle, the time scales for electronic, vibrational, and rotational transitions are of the order of 10−17 , 10−16 , and 10−14 s, respectively.
In a similar spirit as the BO approximation, the fixed-nuclei (FN) approximation can simplify
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the treatment of electron-molecule collisions (Lane, 1980). While the BO approximation concerns
motions of bound electrons, the FN approximation concerns motions of electrons in the continuum.
If one is only interested in electronic transitions, since the time to excite or de-excite an electronic
level is about 10 times faster than excite a vibrational level, the nuclei can also be approximately
viewed as fixed during the electron scattering process.
There are two classes of computational approaches in the FN approximation, which are employed
nowadays, namely, variational approaches and bound states approaches.
The Schwinger multichannel method (Takatsuka and McKoy, 1984) is based on the Schwinger
variational principle of the scattering amplitude (Schwinger, 1947). The recent advances in this
method allow the treatment of electron collision with phenol and ethylene molecules, where 33 and
45 electronically open channels were included (da Costa et al., 2015). Details about this approach
can be found in da Costa et al. (2015) and references therein.
Another variational approach is the Complex Kohn variational method (Schneider and Rescigno,
1988). This method is based on the modification of the Kohn variational approach (Kohn, 1948),
where the T -matrix (the transition matrix, T = I − S, where S is the scattering matrix) is chosen
as the variational quantity instead of the K-matrix (the reactance matrix, which is related to the
scattering matrix as S = (I − iK)−1 (I + iK) ) (McCurdy et al., 1987, Takatsuka and McKoy,
1981). Some recent applications of this method for polyatomic molecules can be found in Chourou
and Orel (2011a), Douguet et al. (2015a,b).
On the other hand, R-matrix approaches can be based on variational approaches or bound states
approaches (Burke, 2011). The R-matrix approaches divide the space into an inner region which
contains the wave function of the target molecule, and an outer region where interactions between
the target and the scattering electron can be described by long-range potentials (Burke, 2011). The
R-matrix approach used in this dissertation is based on calculating eigenstates of a N +1 electronic
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Hamiltonian augmented with the Bloch operator within the inner region (Tennyson, 2010). The
R-matrix is then calculated at the boundary between the inner and outer regions, and propagated
out to about 100 a0 . Finally, the reactance matrix and scattering matrix can be extracted from
the R-matrix. The open-access UKRmol suite (Carr et al., 2012) uses this approach. Details can
be found in Carr et al. (2012), Tennyson (2010). Due to its accessibility, considerable amount of
literature used UKRmol suite to treat electron-molecule collisions. Some recent applications can
be found in Gupta et al. (2019), Loupas and Gorfinkiel (2019).
The UKRmol suite with Quantemol-N interface (Tennyson et al., 2007) is used in this dissertation
to obtain relevant scattering quantities in the FN approximation.

7.2 Theory of Frame Transformation

In a typical situation of an attractive interaction between an electron and a molecule, as the target
attracts the scattering electron from large distances, local kinetic energy of the scattering electron
is a monotonically-increasing function of r, where r is the distance between the scattering electron
and the target. At small r, the speed of the scattering electron is much larger than that of the
nuclei, such that the nuclei are seen to be stationary from the perspective of the scattering electron,
therefore, it is justified to use the FN approximation. However, as r increases, the speed of the
scattering electron decreases, the FN approximation may no longer be valid if the collision energy
is comparable to the vibrational energy of the molecule. One way to adapt the FN approximation
to low-energy collisions is to use the theory of frame transformation developed by Chang and Fano
(1972).
The central idea behind the theory of frame transformation is that couplings between the scattering
electron and the target are different in different regions of r. One can define three regions of r:

116

The Q-region, the v-region, and the j-region.
In the Q-region, the strength of couplings, induced by the incident electron, between different vibrational states v and different rotational states j of the target are small compared to the interaction
potential V experienced by the scattering electron. Thus, in this region, the fixed-nuclei approximation is valid and the total wave function depends on the nuclear geometry Q parametrically.
In the v-region, the strength of couplings between different v become comparable to the interaction
potential V , while the strength of couplings between different j are still small compare to the other
two. Couplings between different v could be calculated by integrating the total wave function over
Q, if Q is a good quantum number, while such couplings can be computed easily by integrating
the potential energy with the vibrational wave functions, if v is a good quantum number instead of
Q1 . Therefore, one is motivated to transform the Q-dependent wave function into a v-dependent
wave function by the vibrational frame transformation. Note that in the Q- and v- regions, the total
wave function is expressed in the molecular frame because the quantum number j is irrelevant.
In the j-region, the strength of couplings between different rotational states j are comparable to
the couplings between different v and the interaction potential. The wave function should then be
expressed in the lab frame, which can be done by applying the rotational frame transformation.
Figure 7.1 schematically shows the Q-region, v-region, and the j-region. The regions are divided
accoording to the dependence on v and j of the local wave vector kvj (r), which is defined by
q
kvj (r) = 2me [E(r) − Evj ]/h̄2 ,
E(r) =  − V (r),


1
Evj = h̄ω v +
+ Bj(j + 1).
2
1

See Eq. (23) and Eq. (26) in Chang and Fano (1972)
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Molecular frame

Q-region
0

Lab frame

v-region
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r1

r2

Figure 7.1: Schematic diagram for the Q-region, v-region, and the j-region. The wave function
are expressed in the molecular frame in the first two regions, while expressed in the lab frame in
the j-region.

In the above equation,  is the scattering energy, V (r) is the attractive potential, ω is the vibrational
frequency, B is the rotational constant, and Evj is the rovibrational energy of the target. The values
of r1 and r2 are determined by h̄ω ∼ E(r1 ) and B ∼ E(r2 ). Therefore, for r < r1 , one assumes
kvj (r) ≈ kv0 j 0 (r) ; while for r < r2 , one assumes kvj (r) ≈ kvj 0 (r).
For simplicity, in order to derive the formulas for frame transformations, the followings are assumed: The attractive potential V (r) decays faster than 1/r2 , such that the wave vector kvj is
independent of r for r > 100 a0 ; the scattering energy is large such that kvj ≈ kv0 j 0 outside
r = 100 a0 , and the entire region of r can be considered as the Q-region. The mathematical formulation from Douguet et al. (2013) is served as a basis in the following discussion. Details of the
derivation can be found in Douguet et al. (2013) and references therein.
First, the channel wave function in the lab frame is defined as
r
ΦJM
vjlΓ

=

j
l
h
i∗
X
X
2j + 1
JM
j
χv (Q)ωΓ (rN )
Clml jmj Dmj µ (Ω) Ylml (r̂),
8π 2
m =−l m =−j

(7.1)

j

l

where χv and ωΓ are the vibrational wave function and N -electron wave function of the target.
j
Dm
(Ω) is the Wigner function, which describes the orientation of the target molecular frame
jµ
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with respect to the lab frame, with Ω referring to the three Euler angles. Ylml (r̂) is the spherical
harmonics for the scattering electron, and r̂ denotes its spherical angles in the lab frame. The
indices j, mj , and µ are the angular momentum of the target and its projections in the lab frame
and the molecular frame, respectively; l and ml are the orbital angular momentum of the scattering
electron and its projection in the lab frame; J and M are the total angular momentum and its
JM
projection in the lab frame. Clm
is the Clebsch-Gordan coefficient for the addition of the
l jmj

angular momentum of the target and the scattering electron.
Similarly, the channel wave function in the molecular frame is defined as
r
JM
XvlλΓ

=

 J
∗
2J + 1
χ
(Q)ω
(r
)
D
(Ω)
Ylλ (r̂0 ),
v
Γ
N
M
Λ
8π 2

(7.2)

where λ and Λ = λ + µ are the projections of l and J in the molecular frame, and r̂0 denotes
spherical angles of the scattering electron in the molecular frame.
These two channel wave functions transform into each other through an unitary transformation:

JM
XvlλΓ
=

X

ΦJM
vjlΓ =

X

JM
ΦJM
vjlΓ Ujλ ,

(7.3)

 JM ∗
JM
XvlλΓ
Uλj
,

(7.4)

j

λ
jµ
JM
= (−1)l+λ Cl−λJΛ
.
Ujλ

(7.5)

Then, describing the scattering electron as an incoming plane wave with a specific wave vector k̂vj ,
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the total wave function in the lab frame can be written in terms of partial waves at large r as

ΨΓvjmj

JM
h
X Clm
l0 π
2πi X X ∗
l jmj
l
JM
p
p
Ylml (k̂vj )i
Φv0 j 0 l0 Γ0 δv0 v δl0 l δj 0 j δΓ0 Γ e−i(kv0 j0 r− 2 )
→
r kvj JM lm
kv0 j 0
Γ0 v 0 j 0 l 0
l
i
l0 π
−SvJ0 j 0 l0 Γ0 ;vjlΓ ei(kv0 j0 r− 2 ) ,

(7.6)

where k̂vj denotes the orientation of the plane wave, and S is the scattering matrix.
Before applying the rotational frame transformation to Eq. (7.6), one first notes that
X

SvJ0 j 0 l0 Γ0 ;vjlΓ ΦJM
v 0 j 0 l0 Γ0 =

j0

XXX
j0

=

λ0

XX
λ0

 JM ∗ JM
J
UjJM
Φv0 j 0 l0 Γ0
0 λ0 Sv 0 λ0 l0 Γ0 ;vλlΓ Uλj

λ
JM J
JM
Ujλ
Sv0 λ0 l0 Γ0 ;vλlΓ XvlλΓ
.

(7.7)

λ

Then, using the approximation kvj 0 ≈ kvj , the term ei(kv0 j r−

l0 π
)
2

p
/ kv0 j is factored out from the

summation of j 0 in Eq. (7.6). One then arrives

ΨΓvjmj

X
C JM C jµ
2πi X X ∗
l
l+λ lml jmj l−λJΛ
p
p
Ylml (k̂vj )i
(−1)
→
XvJM
0 l0 λ0 Γ0
r kvj JM λ lm
kv0 j
Γ0 v 0 λ 0 l 0
l
h
i
l0 π
l0 π
× δv0 v δl0 l δλ0 λ δΓ0 Γ e−i(kv0 j r− 2 ) − SvJ0 λ0 l0 Γ0 ;vλlΓ ei(kv0 j r− 2 ) .

(7.8)

Next, applying the vibrational frame transformation, one has
X
v0

SvJ0 λ0 l0 Γ0 ;vλlΓ

χv0 (Q) =

XZ

χv0 (Q0 ) Sλ0 l0 Γ0 ;λlΓ (Q0 ) χv (Q0 ) χv0 (Q) dQ0

v0

= Sλ0 l0 Γ0 ;λlΓ (Q)χv (Q),

(7.9)

where the Q-dependent S-matrix is obtained using the FN approximation. Note that the index J is
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no longer specified in this S-matrix, since j is not defined.
Similar to the rotational frame transformation, by using the approximation kv0 j ≈ kvj , Eq. (7.8)
becomes
jµ
JM
X
Clm
Cl−λJΛ
2πi X X ∗
l jmj
JM
p
(−1)l+λ
ΨΓvjmj → p
Ylml (k̂vj )il
Xvl
0 λ0 Γ0
r kvj JM λ lm
kvj
Γ0 λ 0 l 0
l
h
i
0
0
−i(kvj r− l 2π )
i(kvj r− l 2π )
× δl0 l δλ0 λ δΓ0 Γ e
− Sλ0 l0 Γ0 ;λlΓ (Q)e
.

(7.10)

Note that the summation over v 0 is contracted and only index v is left in the above expression.
Also, the scattering wave function can be now described by the Q-dependent S-matrix obtained
from the FN approximation.
To be consistent with the approximation kv0 j 0 ≈ kvj , S(Q) should be independent of the scattering energy within the spacing of rotational and vibrational levels. In other words, one requires
S(Q, v0 j 0 ) ≈ S(Q, vj ), where vj = E − Evj . However, S(Q) depends on the scattering energy,
in general. This contradiction can be resolved if S(Q) is smooth with respect to the scattering
energy. By choosing a different normalization factor for the scattering wave function, a simple energy dependence of S(Q) can be removed (Greene et al., 1979, Greene and Jungen, 1985, Greene
et al., 1982). Then, the renormalized S(Q) is energy-independent and can be used for frame
transformations. After the transformations, the renormalization factor is multiplied back, and the
energy dependence is recovered. Therefore, one can apply frame transformations as long as S(Q)
is smooth with respect to the scattering energy and kv0 j 0 ≈ kvj .
Note that although the discussion assumed the target is a diatomic molecule, extension of the theory to polyatomic molecules is straightforward: index v becomes the collection of normal modes
{v1 , v2 , . . .}; Q becomes a vector consists of normal coordinates; χv becomes a product of vibrational wave functions of different normal modes.
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So far, the attractive potential V (r) is assumed to be decaying faster than 1/r2 and the scattering
energy is assumed to be large compared to the spacing between vibrational levels. In the case of an
ionic target, one has V (r) = −1/r, such that the local wave vector kvj depends on r for r > 100
a0 . Consequently, at r = 100 a0 , kinetic energy of the scattering electron increases by about 0.3
eV, which can be large compared to the spacing between vibrational levels. If S(Q) is smooth, one
can apply frame transformations to ionic targets even at low scattering energy, because values of
r1 and r2 are larger than 100 a0 . As a result, frame transformations are especially powerful to treat
the collision of an electron with a molecular cation.
In practice, to obtain S-matrix elements for vibrational and rotational excitation using frame transformations, the first step is to compute the fixed-nuclei S-matrix Sλ0 l0 Γ0 ;λlΓ (Q) at different normal
coordinates Q. The next step is to do the vibrational frame transformation,
Z
Sv0 λ0 l0 Γ;vλlΓ =

χv0 (Q) Sλ0 l0 Γ;λlΓ (Q) χv (Q) dQ,

(7.11)

where the electronic state Γ is assumed to be unchanged after the collision. Note that at this point,
the total angular momentum J is not defined. Neglecting the rotational structure, the vibrational
excitation cross section can then be obtained by (Ayouz and Kokoouline, 2016)

σv→v0 =

π XX
|Sv0 λ0 l0 Γ;vλlΓ |2 .
k 2 lλ l0 λ0

(7.12)

The total angular momentum J is defined through the unitary transformation U JM when one performs the rotational frame transformation

SvJ0 j 0 l0 Γ;vjlΓ =

XX
λ0

 JM ∗
J
UjJM
.
0 λ0 Sv 0 λ0 l0 Γ;vλlΓ Uλj

λ
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(7.13)

Then, the rotational excitation cross section can be obtained by (Čurı́k and Greene, 2017)

σj→j 0 =

π 1 X
J
2
(2J + 1)|Svj
0 l0 Γ;vjlΓ | ,
2
k 2j + 1 J,l,l0

(7.14)

where the cross section is averaged over degeneracy of the initial rotational state j.
Very often, in low energy scattering, S(Q) depends on Q linearly near the equilibrium geometry.
Mathematically speaking, one has

S(Q) ≈ S(Q0 ) +

X ∂S
∂Qi
i

dQi ,

(7.15)

Q0

where i is the index of different normal modes. Substituting the above expansion in Eq. (7.11), one
obtains (Fonseca dos Santos et al., 2014)

Sv0 λ0 l0 Γ;vλlΓ ≈ Sλ0 l0 Γ;λlΓ (Q0 )δvi0 vi +

X
i

r

vi ∂Sλ0 l0 Γ;λlΓ
2
∂Qi

δvi0 vi +1 ,

(7.16)

Q0

such that each normal mode is most likely excited by one quanta. Also, one only needs S(Q) at
two different displacements of each normal mode, so that the computational effort is significantly
reduced.
When scattering electron is not energetic enough to excite the target vibrationally, it is reasonable
to approximate (Khamesian et al., 2018)

Sv0 λ0 l0 Γ;vλlΓ ≈ Sλ0 l0 Γ;λlΓ (Q0 )δvi0 vi ,
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(7.17)

such that

SjJ0 l0 Γ;jlΓ ≈

XX
λ0

 JM ∗
UjJM
.
0 λ0 Sλ0 l0 Γ;λlΓ (Q0 ) Uλj

(7.18)

λ

As a result, the rotational excitation cross section can be obtained solely using the S(Q) at the
equilibrium geometry.
To summarize, the theory of frame transformation extends the FN approximation by including the
vibrational and rotational motion of the target adiabatically. This theory is valid as long as the
S(Q) is smooth with respect to the scattering energy and kv0 j 0 ≈ kvj . While this theory is robust
for ionic targets, it may not be as robust for neutral targets. For neutral targets, in the scattering
energy range where kv0 j 0 ≈ kvj , the scattering electron is likely to have resonances with the target,
such that S(Q) is not smooth anymore. In such a case, one should use the theory of resonant
scattering, which is the subject of the next two sections.

7.3 Dissociative Electron Attachment

When an electron collides with a neutral molecule, resonant states could be formed during the
collision. The transient anionic molecule may auto-detach to emit an electron, cool radiatively
to stable vibrational states, or dissociate. Such resonances play an important role in a variety
of chemical reactions, such as dissociation of a molecule by low energy electron impact. There
are two formation mechanisms for resonances, namely, the shape resonance and the core-excited
Feshbach resonance.
Shape resonances are originated from a potential barrier, which is formed by a combination of attractive potentials and the repulsive centrifugal potential. A scattering electron with kinetic energy
smaller than the maximum height of the barrier could be confined temporarily and a transient anion
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is formed.
Core-excited Feshbach resonances occur when the scattering electron excites the electronic level of
the target, but at the same time, the electron energy is not high enough to escape from the attractive
potential associated with the excited state of the target. Consequently, quasi-bound states of the
electron-molecule system are formed, and their configurations correspond to doubly-excited states
of an anion. Since these states couple with the electronic continuum, they have finite lifetimes.
This section focuses on the dissociation mechanism through such resonance states,

AB + e− → AB−∗ → A + B− ,

(7.19)

which is called dissociative electron attachment (DEA).
DEA is an important process in various plasma environments. One notable application of DEA is
the etching process in semi-conductor industry. F− ions produced from DEA to F2 are extracted
from the F2 gas, and the remaining neutral F beams are used to bombard the silicon wafer to produce nanoscale devices (Samukawa, 2006). Another well-known example is the bond breaking in
DNA strands by impact of low-energy electrons (Boudaiffa et al., 2000), where resonant structures
were observed in the experiment and DEA was identified as the underlying mechanism.
Furthermore, in complex plasma environments where many molecular species are presented, one
should include DEA processes in chemical models if anions are also presented. For example, in
the spacecraft re-entry problem, DEA to H2 , O2 , NO, and CO have to be accounted for in the
chemical model (Celiberto et al., 2016). In the ionosphere of Titan, DEA is one of the mechanisms
to produce CN− , C3 N− , and C5 N− ions (Vuitton et al., 2009). In the astrochemical model of
Vuitton et al. (2009), those anions trigger a chain of chemical reactions to form larger molecules
through associative detachment or polymerization. Therefore, DEA could be a crucial process to
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initiate formation of bio-molecules in space.
Due to the fact that anionic products from DEA can be easily detected with standard mass spectrometer, DEA has been studied extensively experimentally. Experimental studies of DEA to
molecules from the size of diatomic molecules up to the size of bio-molecules were reviewed
in Hotop et al. (2003) and Fabrikant et al. (2017).
Common experimental techniques for DEA are briefly described here. Details can be found in
Hotop et al. (2003), Fabrikant et al. (2017), and references therein. Electron beams used in DEA
experiments are commonly produced from hot filaments or by photoionization. The beam is then
crossed with a molecular beam or a stagnant gas target. Anionic products from DEA are then
collected and analyzed in a time-of-flight mass spectrometer. The absolute DEA cross section can
be obtained if the spectrometer is coupled with a trochoidal electron monochromator (May et al.,
2009). In addition, if the molecular beam has a well-defined profile, the absolute cross section can
be obtained using the relative flow technique (Krishnakumar et al., 1997).
Despite advancements in DEA experiments, theoretical development for DEA is lagging behind.
Even in the case of diatomic molecules, obtaining an accurate ab initio DEA cross section is a very
challenging task. It is even more challenging in the case of polyatomic molecules.
The difficulty is resulted from electronic coupling between the resonant state and the initial state of
the system. This coupling can be formulated using the projection-operator formalism by O’Malley
(1966) and Chen (1966) or the configuration interaction (CI) formalism by Bardsley (1968), and
will be referred as the CI matrix element throughout this section. With the CI matrix element,
potential energy of the transient anion AB−∗ becomes complex, energy-dependent, and non-local,
such that a complete theoretical treatment for DEA is sophisticated.
Using the WKB approximation, the DEA cross section for diatomic molecules can be expressed
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as (Bardsley, 1968, O’Malley, 1966)
2π 2
σ(E) = 2 Γc (E) Fc (E) Sf (E),
k

(7.20)

where E is the total energy of the e− -AB system, k is the wave vector of the scattering electron,
Γc is the absolute value square of the CI matrix element, Fc is the Frank-Condon factor between
the initial vibrational wave function and continuum wave function of the nuclei, and Sf is the
survival probability of the transient anion. This expression describes how DEA occurs intuitively:
the scattering electron is first captured by the target, and a resonance state is formed; if the transient
anion AB−∗ survives from auto-detachment, the anion will eventually dissociate . However, this
picture is deceptively simple, since it is a highly complicated task to obtain energy-dependent CI
matrix elements even for diatomic molecules.
A conventional way to obtain an energy-dependent Γc (E) is to fit sum of eigenphases obtained
from FN electron-molecule scattering calculations into a formula where Γc is in a parametrized
form (Fedor et al., 2010). Then, the Lippmann-Schwinger equation is solved for the transient
nuclear wave function, the T -matrix and DEA cross section are then obtained (Domcke, 1991).
This method, which accounts for the non-local complex potential, was applied to DEA to HCl
(Fedor et al., 2010). A good agreement with the experiment from Fedor et al. (2008) was found.
An alternative approach that accounts for the non-local complex potential is the resonant R-matrix
approach (Fabrikant, 1991). This approach approximates the FN R-matrix by a one-pole resonance
term and a background term which weakly depends on the nuclei geometry and the scattering
energy. Parameters for the resonance term can be obtained from ab initio FN calculations (Fabrikant, 2016). A non-local complex optical potential is constructed with the use of the resonance
parameters, then the Lippmann-Schwinger equation is solved, and the DEA cross section is obtained (Fabrikant, 1991). This method was applied to several diatomic molecules, for examples,
127

HCl (Fabrikant, 1991), H2 (Xu and Fabrikant, 2001), Cl2 (Fabrikant et al., 2000), and ClF and
F2 (Fabrikant, 2016).
Theoretical approaches that include the non-local complex potential are so far limited in dissociation dynamics in one dimension. As a result, to extend those approaches for polyatomic molecules,
one has to restrict dissociative degrees of freedom to a single dissociation coordinate. This approximation has been applied to several polyatomic molecules where dissociation breaks a single bond.
For examples, HNCO (Zawadzki et al., 2018), uracil (Gallup and Fabrikant, 2011b), HCOOH and
glycine (Gallup et al., 2009), and molecules of the type CX3 Y where X stands for the H or F atom
and Y for a halogen atom (Fabrikant, 2010).
Meanwhile, theoretical approaches which include multidimensional dynamics have been developed within the local complex potential (LCP) approximation. The Schrödinger equation for the
nuclei of the transient anion, in this approximation, becomes



iΓ(~q)
− E ξd (~q) = Vd (~q)ζ(~q),
T̂ + Ud (~q) −
2
r
Γ(~q)
Vd (~q) =
,
2π

(7.21)

where T̂ is the nuclear kinetic energy operator, Ud is the resonance energy plus the neutral potential
energy, Γ is the width of the resonance, ζ is the initial vibrational wave function of the target, and
E is the total energy of the e− -AB system. In Eq. (7.21), the term on the right hand side is called
the entry amplitude. This term has an analogous meaning as the driving force in classical harmonic
oscillators. In time-dependent dynamics, this term is also the initial wave function of the e− -AB
system (McCurdy and Turner, 1983).
The LCP approximation is based on two assumptions. First, the scattering energy is much larger
than the spacing of the vibrational levels of the target, such that the complex potential can be treated
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as a local potential (Bardsley, 1968). Secondly, the ratio between the width of the resonance and
the resonance energy is much smaller than one, such that the width can be regarded as energyindependent and as a function of nuclear coordinates only.
The LCP approximation is applicable in some cases. When the binding energy of AB in Eq. (7.19)
is larger than the electron affinity of A or B, DEA processes are endothermic, such that there is
an activation energy for the reaction. Consequently, the resonance responsible for DEA may have
a relatively high energy compared to the energy spacing between vibrational levels of the target,
such that the first assumption is fulfilled.
For DEA to CF3 Cl, the A1 shape resonance driving the dissociation to CF3 + Cl− has resonance
energy and width around 1.8 eV and 0.6 eV, such that it is justified to use the LCP approximation
(Tarana et al., 2011). A time-independent approach for DEA in 2D was developed by Tarana et al.
(2011) in the LCP approximation, and DEA cross section for CF3 Cl in 2D was found to be larger
than the result obtained from the resonant R-matrix approach in 1D (Wilde et al., 1999).
On the other hand, a time-dependent approach for multidimensional dynamics has been developed.
Combing the LCP approximation and the MCTDH method (see Ch. 2), Haxton et al. published a
series of studies on DEA to H2 O (Haxton et al., 2011, 2004, 2005, 2007a,b, 2008). Furthermore,
DEA to linear molecules such as ClCN and BrCN (Royal and Orel, 2006), HCCH (Chourou and
Orel, 2008), HCN (Chourou and Orel, 2009), and HC3 N (Chourou and Orel, 2011a) were also
studied by this approach. It was found that, in general, DEA to linear molecules requires symmetry
breaking, such that a 1D approach is not adequate to describe the process. However, for some
molecules, resonances responsible for DEA have widths comparable to the resonance energy. For
instance, HCCH dissociates through a shape resonance with energy and width of about 2.7 eV and
1.9 eV (Chourou and Orel, 2008), such that the width is not narrow enough for the LCP model to
be a good approximation. However, the DEA cross section of HCCH obtained from this approach
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agrees well with the experiment, such that the role of the non-local complex potential in DEA to
polyatomic molecules is not clear. Therefore, it is highly desirable to have a theoretical approach
that includes both the non-local complex potential and multidimensional dynamics.
Concluding this section, DEA is an important process for formation of anions in plasma environments. While there are several advancements in experiments for DEA, effort is needed to develop
theoretical approaches to study DEA to polyatomic molecules. It is highly desirable to have a
simplified approach to solve the problem.

7.4 Dissociative Recombination

Because of an additional long range Coulomb potential between a scattering electron and an ionic
target, resonance structure of the e− -AB+ system is more complicated than for the e− -AB system.
In particular, unlike the e− -AB system, a series of resonant states can be formed with an excited
ionic core. This series of resonances is called the Rydberg series, and energy of a Rydberg state
can be described by

En` = I −

R
,
(n − µn` )2

(7.22)

where µn` is the quantum defect describing properties of the ionic core, n is the principal quantum
number, ` is the orbital angular momentum of the outermost electron, I is the ionization energy,
and R is the Rydberg constant. The idea of the quantum defect theory is that the outermost electron
sees the ionic core as a singly-charged nucleus at large distances, such that energy spectrum of
the system is similar to that of the hydrogen atom, but with a quantum defect µn` describing the
complex short-range physics. More details about the quantum defect theory can be found in Seaton
(1966, 1983) and Friedrich (2006).
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Similar to the neutral case, these discrete states are transient and could lead to dissociation of the
neutral molecule,

AB+ + e− → AB∗ → A + B.

(7.23)

This reaction is called dissociative recombination (DR). DR of this type is called the direct DR, and
can be treated in a way similar to the DEA formalism discussed in the previous section (Bardsley,
1968).
On the other hand, as the scattering electron gains a considerable amount of kinetic energy from
the Coulomb potential, it can excite the molecular ion into rovibrationally excited states even at
zero scattering energy. If it happens, the scattering electron is not energetic enough to escape from
the field of the target, and Rydberg states are formed with a rovibrationally excited core. Such
rovibratioanlly excited Rydberg states are also transient and could also lead to dissociation of the
molecule through non-adiabatic couplings to other neutral states which are dissociative. DR of this
type,

AB+ + e− → AB∗∗ → AB∗ → A + B,

(7.24)

is called the indirect DR. The indirect DR process is the dominant DR channel at low scattering
energies. But for energies where the target can be excited electronically, the indirect DR can
compete with the direct DR process, and further complicates the physics of DR.
Furthermore, one has to account for autoionization of the transient molecule AB∗ or AB∗∗ formed
during the resonance. If the channels for rovibrational excitation of the target are open, then the
direct DR, the indirect DR, and rovibrational excitations could all be in competition. As a result,
DR is one of the most challenging problem in electron-molecule collisions.

131

Apart from the theoretical interests, DR is a common and efficient destruction mechanism for
molecular ions, therefore, it is of great importance in plasma environments. For instance, the
HeH+ molecule, which plays an crucial role in the formation of stars in the primordial Universe,
was recently detected in the planetary nebula NGC 7027 (Güsten et al., 2019). To probe the environment, one needs to model evolution of densities of different atomic and molecular species, such
that DR rate coefficient of HeH+ is needed. As another example, an accurate DR rate coefficient
of H+
3 , which plays a central role in interstellar chemistry, is vital to understand the intensity of
the infrared absorption spectrum of the ion (Oka, 2013). DR in other interstellar hydrides, such
as OH+ , HCl+ , ArH+ , CH+ , and SH+ , have been shown to be important for studying the transition from atomic clouds to molecular clouds in the Universe (Gerin et al., 2016). Last but not
+
least, DR of prebiotic molecules, such as CH2 NH+
2 (Yuen et al., 2019a) and NH2 CHOH (Ay-

ouz et al., 2019), have been shown to have a significant impact in chemical evolution in different
astrophysical environments.
Furthermore, DR could play a role in the nuclear fusion reactor. In the project of International
Thermonuclear Experimental Reactor, beryllium is one of the candidate for the material of the
plasma-facing wall in the reactor (Kleyn et al., 2006). Nuclei of hydrogen atoms and its isotopes in
the edge plasma could collide with the wall and form BeX+ , where X is one of the hydrogen isotope. Indeed, a large fraction of BeD was found in the experiment in JET (Brezinsek et al., 2015),
and its ionization and dissociation products should be presented in the edge plasma. Therefore,
study of DR in BeX+ is needed for plasma diagnostics and modeling for the fusion reactor.
Unlike the dissociative electron attachment, reaction products from DR are neutral and the reactants are ionic, such that a different experimental setup, compared to DEA, is needed for DR.
Standard experimental techniques are described briefly here, details can be found in the review
by Florescu-Mitchell and Mitchell (2006) and the book by Larsson and Orel (2008), and references
therein. There are two types of techniques for DR experiments, namely, the afterglow technique
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and the merged beam technique. These two techniques are differed in many aspects: generation
of free electrons, control of temperatures of ions and electrons, preparation of the initial quantum
state of ions, and measurements of the DR rate coefficient.
The basic idea of the afterglow technique is to use microwave pulses to generate free electrons in a
gas, then to monitor the density of the electrons during the recombination of electrons and ions, and
derive the DR rate coefficient from plasma decay evolution. There are three types of setups that are
based on the afterglow technique: the stationary afterglow technique (Biondi, 2003), the flowing
afterglow technique (Johnsen and Mitchell, 1998) and the shock-tube technique (Cunningham and
Hobson, 1969, Fox and Hobson, 1966). Details on the techniques can be found in the above
references.
On the other hand, in a typical merged beam experiments, electrons are emitted from the surface
of a thermionic cathode. Electron clouds in front of the cathode is then extracted, in the form of
an electron beam by applying appropriate voltages. The electron beam is then merged with an ion
beam in parallel. As the beams pass the recombination region, the residue ions and electrons are
collected. Neutral products will hit the detector, such that the DR rate coefficient is measured at
each different collision energies.
The state-of-the-art technique to study DR is ion storage rings, which combine the ion source into
a ring system. It has the advantage to store the ions for a longer period of time for diagnostic or
manipulation. There are two types of ion storage rings: the magnetic ion storage rings and the
electrostatic ion storage rings. The recent development has been focus on the latter (Nakano et al.,
2017, Schmidt et al., 2013, von Hahn et al., 2016). An important advancement in electrostatic ion
rings was to put the ring system in a cryogenic environment, such that temperature of the entire
system can be cooled to a few kelvin, and molecular ions can be prepared at ground rovibrational
levels. A recent experimental study on the DR of HeH+ was performed in the Cryogenic Storage
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Ring in Heidelberg (von Hahn et al., 2016), where 92% of molecular ions were prepared in the
rotational ground state, and rotational-states selective DR rate coefficients were obtained (Novotnỳ
et al., 2019).
On the theoretical side, approaches to study DR are mainly based on the multichannel quantum
defect theory (MQDT). A comprehensive treatment for DR in diatomic molecules, which accounts
for the interference of the direct and the indirect pathway, was reported in Giusti (1980). The merit
of using the MQDT for DR is that the infinite number of Rydberg states can be represented by
a finite number of channels with different quantum defects, such that the interaction between the
rovibrationally excited Rydberg states, the dissociative states, and the initial state of the system
can be accurately represented (Giusti-Suzor et al., 1983). Details of the approaches and their
computational implementation can be found in Giusti (1980), Ngassam et al. (2003), and FlorescuMitchell and Mitchell (2006). It is also worth mentioning that, a time-dependent approach, which
accounts for the interference effect between direct and indirect DR, and represents the Rydberg
states individually (Giusti-Suzor et al., 1983), was developed in Morisset et al. (2007). However,
the above approaches are restricted to one dimensional dynamics so far.
If the doubly-excited states AB∗ are not energetically accessible, then one only needs to consider
the indirect DR route. In this case, a Siegert psuedostates approach could be used (Hamilton
and Greene, 2002, Siegert, 1939). This approach is based on the idea that Siegert pseudostates
could simulate absorption of the dissociative flux of the neutral molecule. By calculating a nonunitary scattering matrix, one can obtain the probability for the indirect DR. Combing this approach
with the MQDT, hyperspherical adiabatic approach, and theory of frame transformation, DR rate
coefficient of the simplest triatomic ion H+
3 was calculated by Kokoouline and Greene (2003). A
very good agreement with the experiments was found. Later, a simplified approach for the indirect
DR was developed by Mikhailov et al. (2006). Jungen and Pratt (2009) further developed an
analytical approach based on the theory from Mikhailov et al. (2006) to describe the DR of H+
3.
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Their structureless rate coefficient agrees with the previous theoretical and experimental results.
More recently, a scattering matrix approach for the indirect DR was developed, such that DR rate
coefficients for polyatomic molecules can be obtained in a simplified approach (Fonseca dos Santos
et al., 2014).
For the direct DR of polyatomic molecules, the LCP model mentioned in Section 7.3 could be
used. Combing the LCP approximation and the MCTDH method, rate coefficient for the direct DR
of HCO+ was computed (Larson et al., 2012). While the contribution from the indirect DR can
be calculated separately and added to the result of the direct DR, interference between the direct
and indirect DR was not accounted for. A theoretical approach for a complete treatment of DR of
polyatomic molecules is still not available to date.
To summarize, DR is a fundamental process for destruction of cations in plasma environments.
Experimental methods such as afterglow techniques and merged beam experiments in ion storage
rings can measure rate coefficients of DR of different molecular ions. Theoretical approaches are
well-developed for DR in diatomic molecules. But theoretical approaches to study DR of polyatomic molecules, are still incomplete in a sense that they are unable to account for interference
between the direct and indirect pathway. Since the direct DR usually takes place at large collision energies, the indirect DR is usually dominant in astrophysical environments. Therefore, the
simplified approach from Fonseca dos Santos et al. (2014) could be very useful to study DR of
molecular ions relevant in the interstellar medium and planetary atmospheres.
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CHAPTER 8: SIMPLIFIED APPROACH FOR DISSOCIATIVE
ELECTRON ATTACHMENT: APPLICATION TO H2 CN

As discussed in Section 7.3, theoretically, it is difficult to obtain an accurate dissociative electron
attachment cross section for polyatomic molecules. This chapter describes a simplified approach to
estimate that cross section. The simplified model was applied to H2 CN, which could be responsible
for the formation of CN− in the ISM. The following work was performed in collaboration with Ann
Orel, Nicolas Douguet, and Samantha Fonseca dos Santos1 .

8.1 Introduction

The theoretical study of dissociative electron attachment (DEA) in large molecules is notoriously
difficult due to the multi-dimensional nature of the problem. Because treatments of DEA in full
dimensionality for complex systems is beyond current computational capabilities, a great deal
of work has been conducted to unravel the underlying DEA mechanisms, e.g., by singling out
one specific bond breaking, sorting out main dissociative pathways, or considering a subspace of
coordinates (Chourou and Orel, 2011a, 2008, Fabrikant et al., 2005, Gallup and Fabrikant, 2011a,b,
Gallup et al., 2009, Graupner et al., 2009, Rescigno et al., 2016, Tarana et al., 2011, Wilde et al.,
2000, Zawadzki et al., 2018). Review of recent progress for DEA can be found in Fabrikant
et al. (2017). Only for a few triatomic systems, namely, HCN (Chourou and Orel, 2009, 2011b),
ClCN, and BrCN (Royal and Orel, 2006), could a fully-dimensional treatment be performed, while
DEA for such “basic” triatomic molecules as H2 O (Adaniya et al., 2009, Haxton et al., 2011,
2004, 2007a,b, 2008) and CO2 (Moradmand et al., 2013, Slaughter et al., 2011), where multiple
1

This chapter are adapted from C. H. Yuen, N. Douguet, S. F. dos Santos, A. Orel, and V. Kokoouline, Phys. Rev.
A, 99(3):032701, 2019. “ c (2019) by the American Physical Society”
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electronic states of the target molecule and non-adiabatic couplings should be taken into account,
are still actively studied presenting a great deal of difficulty.
The formidable task of describing DEA in polyatomic molecules has often hindered the computation of DEA rate coefficients crucial for astrophysical models (Herbst and Osamura, 2008, Millar
et al., 2017, Petrie, 1996). In fact, even an estimate of such rates is usually sufficient to understand
the role played by specific reactions in the formation and destruction of molecules in the interstellar medium (ISM). Here, we propose a simplification of the computation of DEA cross sections
by generalizing the model of O’Malley (1966) and Bardsley (1968) to systems with a high degrees
of freedom in order to obtain an estimation of the resonant capture cross section. The model is
applied on the DEA of H2 CN, which is closely related to the unsolved problem of CN− formation
in the ISM.
The density distribution of CN− molecular anions observed in IRC +10216 (Agúndez et al., 2010)
−
still puzzles physicists to date. Indeed, the carbon chain C−
n and Cn H are considered to play

a predominant role in the formation of CN− upon collision with N atoms (Cordiner and Millar,
2009, Eichelberger et al., 2007), however, chemical models predict CN− density produced by
these reactions to peak in the outer region of the circumstellar envelope of IRC +10216, while the
fitted density distribution peaks in the inner region (Agúndez et al., 2010).
This discrepancy suggests that reactions responsible for the CN− production in the inner region of
−
the envelope have been overlooked. Other than the reaction with C−
n and Cn H , collision of HCN

with H− and radiative electron attachment (REA) of CN also produce CN− in the inner region. In
the chemical model used by Agúndez et al. (2010), the temperature-independent Langevin rate of
the former reaction was used and was shown to contribute less than 0.2% of the total amount of
CN− . The latter reaction has recently been studied by Satta et al. (2015) using variational transition
state theory. They found a strong temperature dependence on the rate coefficient and suggest that
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an extensive chemical model may produce CN− more efficiently in the hotter inner region. In
addition, a high density of H− in the inner region could enhance this barrier-less reaction. On
the other hand, an ab inito calculation by Douguet et al. (2013) found that the rate coefficient for
formation of CN via REA is too slow to produce CN− in the inner region.
It is proposed that a significant part of CN− observed in the inner region could be originated from
the DEA to the open-shell molecule H2 CN, i.e.
H2 CN(X 2 B2 ) + e− → (H2 CN)−∗ (1 A1 )
→ CN− (X 1 Σ+ ) + H2 (X 1 Σ+
g)
→ HCN(X 1 Σ+ ) + H− (1 S),

(8.1)

where the first and second dissociation channels are both exothermic by 1.92 and 0.6 eV, respectively. The H2 CN molecule was first detected in the cold dark molecular cloud TMC-1 in 1994
(Ohishi et al., 1994). Soon after, Millar and Herbst proposed the existence of H2 CN in the circumstellar envelope of the carbon-rich star IRC +10216 by including the neutral-neutral reaction N +
CH3 → H2 CN +H in their chemical model (Millar and Herbst, 1994, Millar et al., 2000).
Since the gas density in the ISM is low, open-shell species have longer a lifetime than in the
laboratory. Therefore, if the rate coefficient for reaction (8.1) is fast enough, it could resolve the
discrepancy of CN− density between the chemical model and observation.

8.2 Target and Resonances Calculation

We employ the M OLPRO suite of programs (Werner et al., 2008) to determine the electronic structure and vibrational frequencies of H2 CN. We first perform the calculation using multireference
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configuration interaction (MRCI) (Knowles and Werner, 1988, Werner and Knowles, 1988) with
Hartree-Fock (HF) orbitals. The basis set for all atoms are chosen to be cc-pVQZ (Dunning, Jr.,
1989). In the MRCI calculation, the 1s and 2s carbon and nitrogen core orbitals are frozen and
we include 8 active orbitals in the complete active space (CAS). At the equilibrium geometry, the
bond lengths CH, NH, and the HCH angle, are found to be, 1.088 Å, 1.246 Å, and 121.1◦ , respectively. H2 CN at the equilibrium possesses C2v point group symmetry, with ground state electronic
configuration

X 2 B2 : 1a21 2a21 3a21 4a21 1b22 5a21 1b21 2b2 .

Table 8.1: Calculated and experimental harmonic frequencies ω (in cm−1 ) for each q. Our result
is compared with the result from CISD+Q/cc-pVTZ method (Wiens et al., 2018). Experimental
frequencies are obtained from (Jacox, 1987), except for ω5 , which is from (Cowles et al., 1991).
This study
ω1 , CH2 rock (B2 )
967.2
ω2 , out of plane (B1 )
995.3
ω3 , CH2 scissor (A1 )
1420.6
ω4 , CN stretch (A1 )
1706.6
ω5 , CH2 sym stretch (A1 )
3080.0
ω6 , CH2 asym stretch (B2 )
3140.7

Wiens et al. (2018)
957.1
994.4
1401.6
1692.4
3031.9
3102.7

Experiment
912.8
954.1
1336.6
1725.4
2820.0
3103.2

We then computed the harmonic frequencies and compared with theoretical (Barone et al., 2005,
Brinkmann et al., 2001, Eisfeld, 2004, Puzzarini and Barone, 2009, Puzzarini et al., 2010, Wiens
et al., 2018) and experimental studies available in the literature (Cowles et al., 1991, Jacox, 1987).
In Tab. 8.1, we compare our results with Wiens et al. (2018) and the experimental studies (Cowles
et al., 1991, Jacox, 1987). We observe a good agreement between our results and the calculations
by Wiens et al. (2018) and only small discrepancies with the experimental results. Therefore, we
chose to use normal coordinates to describe the nuclear displacements of H2 CN in the present
study.
139

3
1

Eigenphase

A1

2
3

A2

1

1

A2

0
0

1

2
3
Electron energy (eV)

4

5

Figure 8.1: The scattering eigenphase sum for total symmetry 1 A1 , 3 A2 and 1 A2 . The solid and
dashed lines are the results obtained from CASCI model and static exchange model respectively.
(adapted from Yuen et al. (2019b))

To compute the resonance position ∆(~q) and width Γ(~q) at a given molecular geometry ~q, we use
the UK R-matrix code (Carr et al., 2012, Tennyson, 2010) in Q UANTEMOL -N suite (Tennyson
et al., 2007) for electron-molecule scattering to obtain the R-matrix. To be consistent with the
M OLPRO calculation, we use a complete active space configuration interaction (CASCI) model to
compute the electronic structure of the target using the same basis set, molecular orbitals, number
of frozen orbitals, and complete active space. Eigenphase sums are fitted using the Breit-Wigner,
providing resonance energies and widths (Tennyson and Noble, 1984). At electron energy below
5 eV, and at H2 CN equilibrium geometry, we found three shape resonances; 1 A1 (∆ = 0.277 eV,
Γ = 8.24 meV), 3 A2 (∆ = 2.56 eV, Γ = 1.2 eV), and 1 A2 (∆ = 3.15 eV, Γ = 1.49 eV).
Figure 8.1 displays the eigenphases sum obtained from static exchange model and CASCI model
for total symmetry 1 A1 , 3 A2 and 1 A2 . Since H2 CN has large polarizabilty α
~ , the static exchange
model neglects a substantial gain of kinetic energy of electron from the −~
α · ~r/2r5 potential, with
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α
~ ≈ 1.33a30 r̂. Therefore, position of resonances from the static exchange model are at higher
energies than the CASCI model. Nevertheless, the fact that those three resonances are seen in the
static exchange model implies that all the resonances are shape resonances.
A similar R-matrix calculation was reported by Wang et al. (2014) who also found the 3 A2 and 1 A2
shape resonance at similar positions but with widths two orders smaller than our results. Moreover,
they did not find the 1 A1 shape resonance at low energy most likely because they use a relatively
small basis set. We have ascertained that the position and width of the lowest resonance remain relatively stable with respect to the variation of the size of the R-matrix box, the size of the complete
active space, and the basis set.
Analyzing the symmetry, one can deduce the possible dissociation products from certain resonance
states. For the two dissociation channels in (8.1), the total spin of the system is zero, so that
resonance in triplet state cannot lead to dissociation. To dissociate into CN− (X 1 Σ+ ) + H2 (X 1 Σ+
g)

∆ (eV)

0.35

0.3

0.25

0.2
-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5
Normal coordinates
Figure 8.2: The variation of resonance energies ∆(~q) (in eV) over q1 (black circles), q2 (red
squares), q3 (green diamonds), q4 (blue triangles up), q5 (brown triangles down) and q6 (violet
crosses) for H2 CN. (adapted from Yuen et al. (2019b))
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or HCN(X 1 Σ+ ) + H− (1 S), the system must be symmetric with respect to reflection on the plane
spanned by CN− + H2 or HCN + H− . However, upon symmetry breaking, 1 A2 becomes 1 A00
irreducible representation in Cs group, such that it is anti-symmetric with respect to such reflection.
Therefore, only the 1 A1 resonance could lead to dissociation to either two channels.
Inspection of the continuum wave function shows that the partial waves of the scattering electron
contributing to the 1 A1 resonance transform as the B2 irreducible representation, as expected,
because the electronic state of the target is B2 .
Figure 8.2 shows the resonance energies ∆(~q) for different normal mode displacements. Because
certain normal modes reduce C2v symmetry to Cs symmetry, the total electronic wave function
with such normal displacements of the nuclei is represented in a different symmetry group, which
introduces an uncertainty in the position and width of the resonance. Indeed, the resonance energies for the normal modes with Cs symmetry are found to differ from the ones with C2v symmetry
by about 25% near the equilibrium geometry. This is within the relative errors of resonance energies obtained from different basis sets and complete active space. To improve visualization, we
manually shifted up the resonance energies for q1 , q2 and q6 . For symmetry reasons, the resonance
energies depend at least quadratically on the normal displacements q1 , q2 and q6 near the equilibrium. One the other hand, we observe a strong linear variation of ∆ over q3 and q5 , which suggests
that these coordinates are the most relevant for electron capture. Of course, the latter vibrational
motions are coupled on the resonance energy surface and the system should follow the steepest descent of the resonance energy for stabilization, such that we can regard the nuclei moving initially
in a one dimensional space near the capture region. Note that such an analysis can in general be
extended to other systems.
Following electron capture, the system may reach some branching points on the anionic potential
energy surface and eventually dissociate. Alternatively, the anionic transient could emit an electron
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(autodetachment) or radiatively cool down towards lower vibrational states. To unravel the wave
packet dynamics, the potential energy surface of the 1 A1 electronic ground state of H2 CN− would
need to be explored in full-dimensionality. Such a study, however, is out of scope of the present
work where we focus instead on presenting a simple model to describe the initial electron capturing
step and thus obtain upper bond to the DEA cross section.

8.3 Theory of Resonant Capture

In order to find the steepest descent or capture coordinate, we seek an orthogonal matrix which
transforms (q3 , q5 ) to (s1 , s2 ),
   
 α β  q3  s 1 
  =  .

s2
−β α
q5


(8.2)

Choosing s1 as the capture coordinate leads to
∂∆
∂∆
∂∆
=α
+β
,
∂s1
∂q3
∂q5

(8.3)

where the constants α and β are
√
|∂∆/∂q3 |
; β = 1 − α2 .
α= p
(∂∆/∂q3 )2 + (∂∆/∂q5 )2
Since the width of the resonance is narrow, we neglect the explicit energy dependence of the
width, i.e., we only consider the on-shell width. In addition, as the lifetime of the transient anion
is long, the survival probability is closed to unity, such that DEA cross sections obtained using the
local complex potential or the non-local complex potential are approximately the same (Bardsley,
1968). In the local complex potential approach (Domcke, 1991, Fabrikant, 2016, O’Malley, 1966),
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the transient state ξd becomes solution of the following equation



iΓ(~q)
− E ξd (~q) = Vd (~q)ζ(~q),
T̂ + Ud (~q) −
2
r
Γ(~q)
Vd (~q) =
,
2π

(8.4)
(8.5)

where T̂ is the nuclei kinetic energy operator, Ud is the resonance energy plus the neutral potential
energy, and ζ is the ground vibrational wave function of the target.
In our model, only the coordinates q3 and q5 participate in the capture process. Thus, in the spirit
of the sudden approximation, we write the nuclei wave function ξd as
ξd (~q) ≈ ξc (q3 , q5 )χ(q~0 ),

(8.6)

where q~0 collects all the spectator coordinates and χ(q~0 ) is the product of vibrational wave functions
in the spectator coordinates. Similarly, we express the vibrational wave function of the target as

ζ(~q) = ζc (q3 , q5 )χ(q~0 ).

(8.7)

We further express
h̄ω3 ∂ 2
h̄ω5 ∂ 2
−
+ T̂spec ,
2 ∂q32
2 ∂q52
X h̄ωi0 ∂ 2
=−
,
2
2
∂q
0
i
0
i

T̂ = −
T̂spec

(8.8)
(8.9)

and

Ud (~q) = Un (q3 ) + Un (q5 ) + ∆(~q) + Uspec (q~0 ),
P
Uspec (q~0 ) = i0 Un (qi0 ),
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(8.10)
(8.11)

where Un are the neutral potential energies and the summation on i0 runs over all spectator coordinates. Note that χ(q~0 ) is the eigenfunction of T̂spec + Uspec with eigenvalue equals to the sum of
zero-point energies of all spectator coordinates.
Next, multiplying χ(q~0 ) on the left in Eq. (8.5) and integrating over q~0 , we obtain the two dimensional equation in dimensionless coordinates,
h

h̄ω5 ∂ 2
h̄ω3 ∂ 2
−
+ Un (q3 ) + Un (q5 )+
2 ∂q32
2 ∂q52
i
iΓ(q3 , q5 , ~0)
∆(q3 , q5 , ~0) −
− E ξd (q3 , q5 )
2

−

= Vd (q3 , q5 , ~0)ζc (q3 , q5 ),

(8.12)

where we approximate the integrals of resonance energy and width with χ2 over spectator coordinates at the resonance energy and width at q~0 = 0.
Transforming (q3 , q5 ) to (s1 , s2 ) we then obtain
i
h
iΓ(s1 , s2 )
− E ξd (s1 , s2 )
T̂s + Ud (s1 , s2 ) −
2
= Vd (s1 , s2 )ζc (s1 , s2 ),

(8.13)

where the operators T̂s is given by

T̂s = −

h̄ω̃1 ∂ 2
h̄ω̃2 ∂ 2
∂2
−
−
h̄αβ(ω
−
ω
)
,
5
3
2 ∂s21
2 ∂s22
∂s1 ∂s2

(8.14)

while the potential Ud takes the form

Ud (s1 , s2 ) =

1
1
h̄ω̃1 s21 + h̄ω̃2 s22 + ∆(s1 , s2 )
2
2
+h̄αβ(ω5 − ω3 )s1 s2 ,
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(8.15)

with

ω̃1 = α2 ω3 + β 2 ω5 ,
ω̃2 = β 2 ω3 + α2 ω5 ,
1
ζc (s1 , s2 ) = ζc (q3 , q5 ) = √ exp[−(s21 + s22 )/2].
π

Denoting ζi (si ) ≡ π −1/4 exp(−s2i /2), we apply the sudden approximation again and have
ξd (s1 , s2 ) ≈ ξ1 (s1 )ζ2 (s2 ). Multiplying ζ2 (s2 ) on both sides and integrating, we finally arrive at



−h̄ω̃1 d2
iΓ(s1 , 0)
+ Ud (s1 , 0) −
− E ξ1 (s1 )
2 ds21
2
= Vd (s1 , 0)ζ1 (s1 ),

(8.16)

1
Ud (s1 , 0) = h̄ω̃1 s21 + ∆(s1 , 0),
2

(8.17)

where the cross terms of s1 and s2 vanish as ζ2 (s2 ) is an even function. The energy E is the sum
of zero-point energy of s1 and energy of the scattering electron ε.
Finally, following the WKB approach by O’Malley (1966) or Bardsley (1968), and assuming the
survival probability of the complex is unity, the capture cross section is given by

σcap (ε) = g

2π 2 Γ(sε )
|ζ1 (sE )|2 ,
k 2 |Ud0 (sE )|

(8.18)

where g is the ratio of statistical weight of product to reactant, and the classical turning point sE
and Frank-Condon point sε are obtained by solving Ud (sE ) = E and ∆(sε ) = ε, respectively.
1 +
−
The statistical weight for the product H2 + CN− (X 1 Σ+
g ⊗ X Σ ) is 1, while for the reactant e +

H2 CN (2 B2 ) is 4, such that g = 1/4.
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8.4 Results and Discussion

Figure 8.3 displays the resonance energy, anionic and neutral potential energies as functions of the
capture coordinate s1 . The red line shows the first order approximation of ∆(s1 ),

∆(s1 ) ≈ ∆(0) +

d∆
(0)s1 ,
ds1

which is seen to agree well with the data points for −1 < s1 < 1. The blue dashed line is obtained
by adding the resonance energy to the neutral potential energy. However, we note that as the electronic wave function of the neutral target may not be well-represented with the limiting complete
active space, the minimum of the anionic potential energy is above the neutral, in contradiction
to the photodetachment experiment (Cowles et al., 1991). In order to obtain the correct electron
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Figure 8.3: The anionic potential energy Ud (blue dashed line), neutral potential energy Un (black
line) and resonance energy ∆ (circles) and its linear approximation (red straight line) along s1 for
H2 CN at s2 = 0. The black dashed line is the zero-point energy of the nuclei for coordinate s1 .
(adapted from Yuen et al. (2019b))
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Figure 8.4: The effective width Γ against effective resonance energy ∆(sε ). The solid line is the
fitted width (see the text for details). (adapted from Yuen et al. (2019b))

affinity, we use the ab initio data obtained from RCCSD(T)/aug-cc-pVQZ (Eisfeld, 2004) and
shift the anionic potential energy down by 0.65 eV, which is shown as blue solid line. Since there
is a local minimum for the anion potential, it suggests that there is at least one barrier in the dissociation pathway to CN− + H2 or HCN + H− . In our simplified model, we assume that the barrier
height is smaller than 0.6 eV, such that there is no reflection of the outgoing flux from the barrier
and the complex will eventually dissociate without autodetachement. At zero electron energy, the
classical turning point sE is around -1.4, such that the capture process occurs in a well-defined
region of normal coordinates, thereby justifying our approach.
Figure 8.4 shows the effective width against effective resonance energy ∆(sε ), which is equal to
electron energy ε in this approach as to enforce the threshold behavior (Fabrikant, 2016). The
electronic structure calculations give the value 0.957 ea0 for the permanent dipole moment of
H2 CN as at s1 = 1.25. This value of s1 is only 0.04 a0 away from the crossing point of the original
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anionic and neutral potential energy curves (blue dashed and black curves in Fig. 8.3). Since swave scattering is forbidden by symmetry, an estimation of the off-diagonal element of dipole
moment between p, d and f partial waves reveals that the lowest three effective orbital angular
momenta `˜ becomes 0.939, 2.01 and 3.02, respectively (Douguet et al., 2009). To include the
contribution from the lowest three partial waves, the effective width is fitted as

Γ(ε) =

X

˜

ai ε`i +1/2 ,

(8.19)

i

˜

where a1 = 0.0356, a2 = 0.0258 and a3 = 0.137. Near threshold, we then have Γ(ε) ∝ ε`+1/2 =
ε1.439 .
To calculate the cross section with the shifted anionic potential curve, we use the same effective
width as a function of electron energy. This is justified because the electron energy is set to equal
the resonance energy in our approach. As we offset the resonance energy, the effective width will
be zero at the new crossing point between the shifted potential and the neutral potential. Therefore,
the effective width is also shifted in terms of coordinate implicitly. In addition, threshold behavior
of the width only changes slightly as we shifted the anionic potential curve. Indeed, at s1 = −1.5,
the permanent dipole moment of H2 CN only differs by about 6% from the value at s1 = 1.25. By
˜ we found that the capture cross section also changes by about
fitting the effective width with new `,
6%.
Figure 8.5 displays the capture cross section versus electron energy. Near threshold, the cross
section grows with electron energy as ε0.439 . The peak of the cross section is located near 0.1 eV.
Around 1 meV, the cross section is about 5 × 10−19 cm2 , which is about three orders magnitude
larger than the cross section for the radiative electron attachment to CN (Douguet et al., 2013).
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Figure 8.5: Electron capture cross section for H2 CN.

Using the standard formula
8π
k(T ) =
(2πkb T )3/2

Z

ε σ(ε)e−ε/kb T dε,

where kb is the Boltzmann constant, we obtain the thermally averaged capture rate coefficient. The
a

rate coefficient is fitted within 1% relative error using the form k(T ) = a1 (T /300)a2 ea3 T 4 , with
a1 = 3.31 × 10−11 , a2 = 0.97025, a3 = −9.20 × 10−3 and a4 = 0.677. The rate coefficient at
30 K is found to be about 3.21 × 10−12 cm3 /s, which is three orders larger than the REA of CN
(Douguet et al., 2013) and two orders larger than the reaction of HCN + H− (Satta et al., 2015).
Assuming the rate coefficient of electron capture is equal to the rate coefficient of forming CN−
by DEA and the ratio of H2 CN density to CN to be 1000 (Millar et al., 2000), we have
[e− ][CN]kREA
≈1
[e− ][H2 CN]kDEA
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at 30 K, such that DEA of H2 CN is not more efficient in producing CN− than REA of CN. Hence,
our result suggests that DEA of H2 CN may not play a major role in the formation of CN− in the
circumstellar envelope of IRC +10216. Other possible radicals that could produce CN− by DEA
in IRC +10216 are MgNC (Guélin et al., 1993, Kawaguchi et al., 1993), MgCN (Ziurys et al.,
1995), SiCN (Guélin et al., 2000), SiNC (Guélin et al., 2004), FeCN (Zack et al., 2011), and CCN
(Anderson and Ziurys, 2014), where all species have been detected in IRC +10216. It is possible
that CN− anions are produced by DEA to several of the above molecules efficiently in the inner
region of the circumstellar envelope.

8.5 Uncertainty Estimation

As in many similar theoretical studies, there are two types of uncertainties (Chung et al., 2016).
One is related to the uncertainties of the theoretical model and the second type is related to the
-10
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Figure 8.6: Thermally averaged rate coefficient for electron capture by H2 CN.
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choice of parameters of the model (such as a limited basis set and uncertainties in ab initio or
fitted data employed in the given model). In the present case, the main source of the first type
of uncertainties is probably due to the reduced dimensionality approximation used in the present
treatment and the neglect of the autodetachement process once the electron is captured into the
dissociative coordinate. The uncertainties of the model can only be estimated if there is another
more accurate model. For example, a fully-dimensional time-dependent propagation model similar
to the used in Chourou and Orel (2008) could be used to benchmark the present results.
The evaluation of the second type of uncertainties is possible. The uncertainties of the cross section
can be estimated by performing R-matrix calculation with various complete active space, R-matrix
radii and basis sets. At equilibrium geometry, the position and width of the resonance differ,
respectively, by at most 20% and 25% by varying the complete active space from 8 to 11 molecular
orbitals and R-matrix radii from 10 to 14 bohrs with basis sets cc-pVTZ or cc-pVQZ. As a result,
the capture cross section, which is proportional to the effective width, has associated uncertainty
of about 25%.
The second source of uncertainty arises from the off set of the anionic potential energy. The relative
error between the ab inito data used (Eisfeld, 2004) and the experiment is about 2%. We found
that changing the shifting by 2% leads to the change of cross section by about 7%. In the most
unfortunate case, if we decrease the shift by 20%, the capture cross section increases by about
a factor of 2. Therefore, our approach for H2 CN gives a reasonable orders of magnitude of the
capture cross section.
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8.6 Concluding Remarks

The new approach presented in this chapter is based on the fact that, in general, the resonance
energy varies substantially only over a subset of normal coordinates. As the resonance energy is
nearly constant over H2 CN normal coordinates of the Cs symmetry, we expect our approach to
work also for other polyatomic molecules. For instance, the DEA of acetylene starts with bending
the molecule (Chourou and Orel, 2008), such that the corresponding normal coordinate is responsible for the capture step in the process.
The present approach has several limitations: The survival probability is assumed to be unity.
Therefore, our approach gives an upper bound of the DEA cross section within the Frank-Condon
and WKB approximations. Also, the width is assumed to be on-shell, so that our approach would
work only for systems with narrow resonances (Fabrikant, 2016). But if the width is narrow
enough, the survival factor is closed to unity, so that the two limitations are in fact equivalent.
Finally, our approach cannot predict branching ratios of the dissociation products. By constructing
a multidimensional anionic potential energy surface, it is possible to determine branching ratios by
propagating wave packets. But this method is computationally expensive and will be reserved for
future study.
To date, it is still a very challenging task to include the non-local operator to polyatomic molecule
with several dissociation coordinates. Even for the local complex potential model, it is computationally demanding to compute resonance positions and widths at different geometries and perform
time-dependent calculations. Besides, to obtain ab inito energy-dependent widths is difficult even
for diatomic molecules. Our approach can thus provide an ab inito estimation of the DEA cross
section when other more accurate approaches are computationally expensive or not available.
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CHAPTER 9: DISSOCIATIVE RECOMBINATION OF CH2 NH+
2

In Section 7.4, the significance of dissociative recombination (DR) in the ISM was discussed. Since
population of some prebiotic molecules is largely influenced by the rate of DR, DR rate coefficient
of such molecular ions are needed for chemical modeling. In the ISM, the electron temperature is
typically small, such that the direct DR pathway normally has a negligible contribution to the total
DR process. Therefore, the scattering matrix approach developed by Fonseca dos Santos et al.
(2014) could be useful to calculate DR rate coefficients of molecular ions in the ISM. This chapter
aims to apply the scattering matrix approach for indirect DR to obtain the DR rate coefficient of
CH2 NH+
2 , and explore its implication on interstellar methanimine and Titan ammonia. The following work was performed in collaboration with Mehdi Ayouz, Nadia Balucani, Cecilia Ceccarelli,
and Ioan Schneider1 .

9.1 Introduction

Methanimine, CH2 NH, is an interesting prebiotic molecule which has been detected in several
extraterrestrial environments (Balucani, 2012, Woon, 2002). Its first detection in the interstellar
medium dates back to 1973 (Godfrey et al., 1973), while its presence in several high-mass hot
cores has been the subject of recent campaigns of detection (Suzuki et al., 2016, Weaver et al.,
2017). Until very recently, however, attempts to detect CH2 NH in solar-type star forming regions
failed and only upper limits were given (Suzuki et al., 2016). Only this year Ligterink et al. (2018)
have finally detected methanimine towards the solar-type protostar IRAS 16293-2422B, followed
by that towards two more young solar-type protostars, IRAS4A and SVS13A, showing that this
1
This chapter are adapted from C. H. Yuen, M. Ayouz, N. Balucani, C. Ceccarelli, I. Schneider, and V. Kokoouline,
Mon. Not. R. Astron. Soc., 484(1):659664, 2019.
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important small molecule is present in the environments that will eventually form planets, possibly
like the Earth.
Methanimine has a very high proton affinity (852.9 kJ/mol, 8.84 eV) and, therefore, its most probable fate is to undergo a proton transfer reaction by interacting with the abundant interstellar ions,
+
+
+
namely HCO+ , H+
3 and H3 O . In this way, the ion CH2 NH2 is formed. Other CH2 NH2 formation
+
routes exist, such as the very fast reaction CH+
2 + NH3 → H + CH2 NH2 (Anicich, 1993). Once

formed, CH2 NH+
2 can undergo DR and, indeed, this is the only destruction pathway of this ion
considered in the two most popular database of astrochemical networks: KIDA (Wakelam et al.,
2012) and UMIST (McElroy et al., 2013).
The recommended rate coefficients and relative product branching ratios are given in Tab. 9.1.
The overall rate coefficients differ by a factor of two between the KIDA and UMIST databases.
In addition, given the different product branching ratios, according to the UMIST database, 50%
of CH2 NH+
2 is recycled back to neutral methanimine, while in the KIDA database only 24% of
CH2 NH+
2 does so. Therefore, according to the scheme proposed by the UMIST database, protonation and DR mildly affect the overall amount of neutral methanimine. According to the KIDA
database, instead, the loss of neutral methanimine is more significant.
Another environment where methanimine and protonated methanimine are important is the upper
atmosphere of Titan, the massive moon of Saturn. The Ion and Neutral Mass Spectrometer (INMS)
on-board Cassini orbiter provided important insights into the ionosphere of Titan. Among the
detected ions, the signal at the charge-to-mass ratio of 30 was attributed to the presence of CH2 NH+
2
(Vuitton et al., 2006). From the detection of protonated methanimine, it has been confirmed that
CH2 NH is relatively abundant in the upper atmosphere of Titan, thus substantially confirming the
prediction of the photochemical model by Lavvas et al. (2008), even though it overestimated its
abundance. Clearly, some destruction pathways were missing in that model and it was speculated
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Table 9.1: Summary of the recommended reaction rate coefficients and branching ratios of the DR
of CH2 NH+
2 . The first column reports the reference of the values quoted in the next three columns:
the reaction products, and the α and β values for the reaction rate coefficient as a function of the
temperature T , where the usual formalism, k(T ) = α × (T /300)β exp(−γ/T ), is used. Note that
all the quoted reactions are barrierless, so that γ is equal to zero. The last line reports the overall
value found in Yuen et al. (2019a).
References
UMIST

Products
CH2 NH + H
CH2 +NH2
Overall
KIDA
CH2 NH + H
CH2 + NH2
HCN + H + H2
CN + H2 + H2
Overall
Yelle et al. (2010)
CH2 NH + H
& Vuitton et al. (2019) CH2 + NH2
HCN + H + H2
Overall
Preferred
Krasnopolsky (2009)
CH2 + NH2
Dobrijevic et al. (2016) CH2 NH + H
CH2 + NH2
HCN + H + H2
HNC + H + H2
H2 CN + H + H
Overall
Yuen et al. (2019a)
Overall, upper limit

α
1.5 × 10−7
1.5 × 10−7
3.0 × 10−7
1.5 × 10−7
1.5 × 10−7
3.0 × 10−7
3.0 × 10−8
6.3 × 10−7
0.5–1.4×10−6
0.5–1.4×10−7
0.5–1.4×10−7
1.5–4.2×10−7
2.1×10−6
3.0×10−7
9.0×10−7
3.0×10−7
1.2×10−6
3.0×10−7
3.0×10−7
3.0×10−6
4.65×10−7

β
-0.5
-0.5
-0.5
-0.5
-0.5
-0.5
-0.5
-0.5
-0.7
-0.7
-0.7
-0.7
-0.7
-0.5
-0.7
-0.7
-0.7
-0.7
-0.7
-0.7
-0.5

that methanimine can polymerize and contribute to the formation of the haze aerosols (Lavvas
et al., 2008). This suggestion was later disproved by Skouteris et al. (2015) as dimeritazion of
neutral methanimine was found to be characterized by high energy barriers. Barrierless processes,
instead, are possible for its ionic forms, such as methanimine cation (CH2 NH+ ) or protonated
methanimine (Skouteris et al., 2015). The reactions between protonated or ionic methanimine and
one neutral methanimine molecule could also account for the formation of polymethylenimine
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observed in experiments on interstellar or cometary ice analogs (Bernstein et al., 1995, Skouteris
et al., 2015, Vinogradoff et al., 2013).
Finally, it has been shown that the DR of CH2 NH+
2 is a pivotal step in the formation of ammonia
in the upper atmosphere of Titan around 950–1500 km of altitude (Yelle et al., 2010). According
to the proposition by Yelle et al. (2010), indeed, ammonia (which has also been identified via
the detection of its protonated form NH+
4 ) is formed mainly by the reaction between the NH2
and H2 CN radicals. In turn, the main route of NH2 formation was suggested to be the DR of
+
CH2 NH+
2 . Since there were no experimental or theoretical data about the DR of CH2 NH2 , the rate

coefficient of this process was estimated using data on complex hydrocarbon ions. The adopted
value is quite larger than that used in the KIDA and UMIST databases, being 2.1 × 10−6 cm3
s−1 , with equal probabilities for the three possible branches CH2 NH + H, CH2 + NH2 and HCN
+ H + H2 (see Tab. 9.1). A sensitivity analysis was also performed by using values among 1.5
and 4.2 ×10−7 (T /300)−0.7 ; the adopted value of 2.1 × 10−6 is the one that better reproduces the
CH2 NH+
2 observed densities. Notably, in the model of Krasnopolsky (2009), a lower value for the
rate coefficient of the CH2 NH+
2 DR was used and ammonia density could not be reproduced. Also,
Dobrijevic et al. (2016) employed a similar value for the overall rate coefficient, but the product
branching ratio was quite different, with the dominant channel being the formation of HCN + H +
H2 . In the various models, the trend with the temperature is also different, with the β factor varying
between -0.7 and -0.5.
Clearly, a reliable value for the rate coefficient of the DR of CH2 NH+
2 is important and needed. In
this study, a theoretical investigation of this process is presented, which has allowed us to provide
an upper limit for the total rate coefficient of the CH2 NH+
2 DR. The implications of the present
calculations in the chemistry of extraterrestrial environments will also be addressed.
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9.2 Theoretical Approach

Since CH2 NH+
2 is a closed-shell ion, it requires a highly-energetic incoming electron to form a
doubly-excited resonant dissociative state of the neutral. Consequently, the low energy electrons
are more likely to be captured into vibrationally excited CH2 NH2 Rydberg resonances, which are
strongly pre-dissociated. This process is known as the indirect DR.
Although there are 12 degrees of freedom for the internal motion, the formalism for indirect DR
from Fonseca dos Santos et al. (2014) can be applied in a straightforward manner. Within this approach, the rotational structure and couplings are neglected, the propensity rule for the vibrational
electron capture ∆ν = +1 is assumed (Herzberg and Jungen, 1972, Jungen and Pratt, 2009), and
once the electron is captured by the ion, pre-dissociation is much faster than autoionization. These
assumptions worked well for most polyatomic ions so far explored (Douguet et al., 2012b, Jungen
and Pratt, 2009, Kokoouline et al., 2018, Mikhailov et al., 2006, Schneider et al., 2012). In this
approach, the probability of capturing the incoming electron is equal to the sum of probabilities of
vibrational excitation (VE) of all normal modes of the ionic target by one quanta. However, when
the collision energy is large enough to vibrationally excite certain normal modes of the ionic target,
we assume that the neutral complex will eject an electron and that we are left with a vibrationally
excited ion, rather than dissociation products of the neutral.
The computation of the scattering matrix for vibrational excitation or de-excitation (VDE)
Sνi lλ←νi0 l0 λ0 relies on the vibrational frame transformation (Chang and Fano, 1972),
~ ν 0 i,
Sνi lλ←νi0 l0 λ0 = hχνi |Sll0 λλ0 (Q)|χ
i

(9.1)

where Sll0 λλ0 is the fixed-nuclei scattering matrix for initial and final orbital angular momenta l, l0
~
and their projections on a body-fixed (molecular symmetry) axis λ, λ0 at geometry Q.
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Based on the propensity rule ∆ν = +1 and on the harmonic approximation, the cross section for
VE of one quanta for the i th normal mode writes:
πh̄2 0
(ν + 1)θ( − h̄ωi ) Pi ,
2me  i
2
1 X ∂Sll0 λλ0
Pi =
,
2 ll0 λλ0 ∂qi q0

σνi0 +1←νi0 () =

(9.2)
(9.3)

where νi0 is the initial vibrational quantum number, me and  are the mass and energy of the incoming electron; qi and ωi are the coordinates and frequencies for different vibrational modes and q0
is the equilibrium geometry of the target. Pi can be interpreted as excitation probabilities from the
ground vibrational state. The Heaviside step function θ( − h̄ωi ) opens the vibrational excitation
channel when the collision energy is larger than one quanta of the vibrational energy for the i th
normal mode.
In the case where the ionic target is vibrationally excited, the cross section for VDE for the i th
normal mode is
πh̄2 0
ν Pi
σνi0 −1←νi0 () =
2me  i

(9.4)

within the harmonic approximation. There is no Heaviside function in this formula, since VDE is
not subject to energy threshold effect.
Finally, the full DR cross section, resulting from the temporary captures in all the accessible Rydberg states, is given by
12

DR
hσ{ν
0 } ()i

πh̄2 X 0
=
(ν + 1)θ(h̄ωi − )Pi ,
2me  i i

(9.5)

where {ν 0 } denotes the collection of initial vibrational quantum numbers of all the normal modes
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Figure 9.1: Energy-dependence of eigenphases of different irreducible representations for the
−
CH2 NH+
2 + e collisions.

and the Heaviside step function subtracts the contribution from the normal modes which are energetically allowed to excite.

9.3 Results and Discussion

The electronic structure and vibrational frequencies are calculated using the M OLPRO suite (Werner
et al., 2008). The basis set cc-pVQZ is used for all atoms. The electronic energy is obtained using multi-reference configuration interaction method with Hartree-Fock orbitals. The first two a1
orbitals are frozen in the calculation, while the complete active space has five a1 , two b1 and three
b2 orbitals. CH2 NH+
2 has 16 electrons, such that it has a closed-shell ground state configuration
1

A1 . Upon optimizing the geometry, we found that it has C2v symmetry at the equilibrium. C atom

and N atom are connected to two H atoms forming an angle with 117◦ and 121.1◦ respectively,
while C-H and N-H bond length are 1.01 and 1.078 Å. C and N atoms are connected with a double
160
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Table 9.2: Vibrational frequencies of CH2 NH+
(10−3 hartree). OPB means out-of-plane
2 in cm
bending and IPB means in plane bending.

Mode
Yuen et al. (2019a)
ω1 NH2 OPB (B1 )
954.41 (4.343)
ω2 CH2 -NH2 antisymmetric IPB (B2 ) 977.70 (4.45)
ω3 CH2 -NH2 twist (A2 )
1104.23 (5.025)
ω4 CH2 OPB (B1 )
1182.22 (5.38)
ω5 CH2 -NH2 symmetric IPB (B2 )
1388.64 (6.319)
ω6 CH2 scissor (A1 )
1486.69 (6.765)
ω7 NH2 scissor (A1 )
1629.97 (7.417)
ω8 C=N stretch (A1 )
1801.85 (8.2)
ω9 C-H symmetric stretch (A1 )
3212.76 (14.62)
ω10 C-H antisymmetric stretch (B2 )
3337.03 (15.19)
ω11 N-H symmetric stretch (A1 )
3546.23 (16.14)
ω12 N-H antisymmetric stretch (B2 )
3653.78 (16.63)

Thackston and Fortenberry (2018)
950.8
965.9
1086.1
1165.7
1368.0
1463.1
1603.3
1769.3
3166.2
3292.5
3500.6
3606.9

bond with bond length 1.271 Å. We computed the frequencies of the normal modes using the same
complete active space. Table 9.2 displays the frequencies and symmetries of the 12 vibrational
modes.
Using the Q UANTEMOL -N suite (Tennyson et al., 2007), we obtained the fixed-nuclei energy−
dependent reactance matrices for the CH2 NH+
2 + e collisions. The matrices are diagonalized and
−
eigenphases are derived. Figure 9.1 shows the eigenphases sum of the CH2 NH+
2 + e system for

different irreducible representations at the equilibrium position of the target ion. The eigenphases
are smooth below 2.5 eV, where the first electronic resonance appears for the 2 A1 state. The
absence of electronic resonances at low collision energies justifies the indirect DR approach.
The fixed-nuclei reactance matrices are then used to compute scattering matrices S. In the next
step, the derivatives of S-matrix in Eqs. (9.3) – (9.5) with respect to the normal coordinates are
computed. The derivatives are obtained using the finite difference method calculated from two values, qi = 0.01 and 0.1, for the displacements in each mode. The obtained excitation probabilities
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Pi of Eq. (9.3) are shown in Fig. 9.2. Since all Pi curves are smooth with respect to the collision
energy, each curve can be fitted with a quadratic function. Table 9.3 lists the fitted parameters for
each normal mode.
With the excitation probabilities, we calculated the DR cross section according to Eq. (9.5). Figure
9.3 shows the DR cross section for target in its vibrationally ground state as a function of collision
energy. For energies above 0.1 eV, the cross section drops in stepwise manner because the scattered
electron excites the vibrational level of the ionic target by one quanta and consequently leaves with
a smaller kinetic energy.
Due to the simple form of the excitation probabilities and assuming that the collision energy follows Maxwell-Boltzmann distribution, rate coefficients can be computed analytically as

ανVi0E (T ) =

√

2π(νi0 + 1)

"

h̄2
3/2
me

 p
ai + h̄ωi bi + (h̄ωi )2 ci / kb T

#


p
h̄ωi
3/2
+ (bi + 2h̄ωi ci ) kb T + 2ci (kb T )
exp −
,
kb T

ανVi0DE (T ) =

√

2πνi0

h̄2
3/2

me

"

#
p
ai
√
+ bi kb T + 2ci (kb T )3/2 ,
kb T

(9.6)

(9.7)

and
√

12
h̄2 X

(



h̄ωi
= 2π 3/2
+ 1) 2ci 1 − exp −
(kb T )3/2
k
T
b
me
i


 p
h̄ωi
+ bi − (bi + 2h̄ωi ci ) exp −
kb T
kb T
)


 p
h̄ω
i
+ ai − (ai + h̄ωi bi + (h̄ωi )2 ci ) exp −
/ kb T ,
kb T

ανDR
0 (T )
i

(νi0
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(9.8)
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Figure 9.4: The DR (dashed line) and VE (solid lines) rate coefficients for target ion CH2 NH+
2
in the ground vibrational state. To avoid overcrowded labeling in the figure, labels for three VE
curves are given only. The lines for all VE rates cross the abscissa in the order of increasing number
labeling the modes (and increasing energy) as in Tab. 9.2. For T < 400 K, the DR and VE rate
coefficients behave as T −1/2 and T −1/2 exp (−h̄ωi /kb T ) respectively. At higher temperatures, as
vibrational excitation becomes more probable, the DR rate coefficient decreases faster than T −1/2 .

where ai , bi and ci are the fitted parameters from Tab. 9.3. Using the above analytical fits and the
parameters of Tab. 9.3, the obtained rate coefficients will be expressed in atomic units. Note that
the temperature kb T will also be in atomic units. To convert the obtained values to the units of
cm3 /s, the above rate coefficients should be multiplied by a factor of 6.126159 × 10−9 .
Figure 9.4 displays the thermally averaged VE and DR rate coefficients as functions of temperature
√
for the initial ground vibrational state, νi0 = 0. For T < 400 K, the rate coefficients behave as 1/ T .
Since the exponent factor exp (−h̄ωi /kb T ) is much smaller than 1, the DR rate coefficient can be
approximated as 4.65 × 10−7 (300/T )0.5 cm3 /s. For T > 400 K, the VE rate coefficients increase
rapidly from about 10−10 to 10−8 cm3 /s, while the DR rate coefficient decrease faster than T −1/2 .
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Table 9.3: Coefficients from the curve fitting Pi = ai + bi E + ci E 2 (E in hartree).
Pi
P1
P2
P3
P4
P5
P6
P7
P8
P9
P10
P11
P12

ai
8.798×10−2
5.712×10−2
3.000×10−2
3.602×10−2
3.675×10−2
7.668×10−2
4.995×10−2
8.097×10−2
6.710×10−2
7.298×10−2
1.586×10−1
1.796×10−1

bi (Eh−1 )
8.818×10−1
5.881×10−1
3.703×10−1
4.640×10−1
6.819×10−1
4.654×10−1
6.389×10−1
7.505×10−1
1.362
1.499
2.275
2.172

ci (Eh−2 )
-3.560
1.908
1.441
2.287
6.551
8.670
2.370
4.383
6.354
8.722
3.501×10−1
7.174

Table 9.4: Parameters of three different scattering models. Different basis and electronic configurations are used for normal modes with different point group symmetries. The symbols in the
parenthesis indicates the number of frozen orbitals and number of active orbitals.
Mode/Model
C1 (ω3 )
Cs (x = 0)
(ω2 , ω5 , ω10 , ω12 )
Cs (y = 0)
(ω1 , ω4 )
C2v (ω6 , ω7 , ω8 ,
ω9 , ω11 )

1
cc-pVTZ,
(5a|6a)
cc-pVQZ,
(2a0 , 0a00 |8a0 , 2a00 )
cc-pVQZ,
(2a0 , 0a00 |7a0 , 3a00 )
cc-pVQZ,
(4a1 , 0b1 , 1b2 , 0a2 |
2a1 , 2b1 , 2b2 , 0a1 )

2
cc-pVTZ,
(5a|6a)
cc-pVTZ,
(2a0 , 0a00 |8a0 , 2a00 )
cc-pVTZ,
(2a0 , 0a00 |7a0 , 3a00 )
cc-pVTZ,
(4a1 , 0b1 , 1b2 , 0a2 |
2a1 , 2b1 , 2b2 , 0a1 )

3
cc-pVTZ,
(5a|6a)
cc-pVQZ,
(2a0 , 0a00 |8a0 , 2a00 )
cc-pVQZ,
(2a0 , 0a00 |7a0 , 3a00 )
cc-pVQZ,
(2a1 , 0b1 , 0b2 , 0a2 |
5a1 , 2b1 , 3b2 , 0a1 )

9.4 Uncertainty Estimations

There are two main identifiable sources of uncertainty in the DR and VE rate coefficients obtained
using the theoretical approach described above. The most important source is the approximation (the capture model) that once the electron is captured into a vibrational Rydberg resonance
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−
associated with a closed vibrationally-excited channel, the CH2 NH+
2 + e system will dissoci-

ate with 100% probability. In reality, there is a chance that such vibrational Rydberg resonances
will autoionize and will not lead to dissociation. It is beyond the scope of this study to make a
−
complete uncertainty assessment of the approximation for the case of CH2 NH+
2 + e collisions,

but one can compare with uncertainties evaluated in previous studies of smaller molecular ions,
+
+
+
+
such as H+
3 , HCO , NH4 , H3 O , CH (Douguet et al., 2012a,b, Fonseca dos Santos et al., 2014,

Mikhailov et al., 2006). It was estimated that the probability of autoionization of vibrational Rydberg resonances in these closed-shell ions is of the order of 10-20% compared to the probability
of dissociation. For larger ions the probability should be smaller. Therefore, it is reasonable to assume that the corresponding uncertainty in the present DR calculations is below 20%. The relative
uncertainty in the VE rate coefficients is about the same as the DR uncertainty.
The second identifiable source of uncertainty is the particular scattering model used in the calculation. To assess the associated uncertainty, we vary several parameters of the models. The three
sets of parameters are listed in Tab. 9.4. The above results are obtained using the parameters of
model 1. The parameters of models 2 and 3 are only slightly different from the parameters of
model 1. Calculating the derivatives of the S-matrix of Eq. (9.3), the parameters for ω3 mode
were unchanged in all three models. The changes in calculations for other modes are indicated in
Tab. 9.4. Although such variations in the parameters of the model are rather modest, they give an
idea about the sensitivity of the obtained results with respect to the uncertainty in the choice of the
parameters.
Complete calculations of DR and VE cross sections and rate coefficients were performed with
these changes. The obtained rate coefficients are shown in Fig. 9.5. Relative differences between
results obtained in the three models are 1-2%. Therefore, the uncertainty associated with the choice
of the scattering model is negligible compared to the capture-model approximation. This suggests
that the overall uncertainty of the present theoretical rate coefficients is below 20%.
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Figure 9.5: The figure shows DR and VE rate coefficients obtained with three different scattering
models. Model 1 is the one used in the final calculations discussed above. The differences between
results obtained in the three models are very small, about 1-2%, such that the rate coefficients
obtained with the three models are almost indistinguishable in the figure.

9.5 Astrophysical Implications

The value for the DR rate coefficient obtained in this work at T < 400 K is much more in line
with the values employed in the UMIST and KIDA databases rather than with the new estimates
by Yelle et al. (2010) and Dobrijevic et al. (2016). The DR rate coefficient in Yelle et al. (2010)
has been overestimated by a factor of three. Moreover, the value obtained with our method is well
below the lower limit value of 1.5 × 10−6 that still allows the model to predict with a reasonable
approximation the detected abundance of CH2 NH+
2 . Therefore, other processes have to be at work
in the Titan atmosphere.
The present characterization does not permit us to derive the product branching ratio. We note,
however, that it is unlikely that all three dissociation channels have the same branching ratio at
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low collision energy as in Yelle et al. (2010). Another energetically possible dissociation channel,
neglected by Yelle et al. (2010) but considered by Dobrijevic et al. (2016), is H2 CN + H2 . This can
also affect the rate coefficient of formation of NH3 .
Considering the interstellar CH2 NH, Suzuki et al. (2016) published an extensively modeling of
its predicted abundance. They found that methanimine is mainly formed in the gas phase rather
than on grain surfaces, and that the CH2 NH+
2 DR is a major formation route, surpassed by the
NH + CH3 reaction only. The relative importance of these two reactions depends on the specific
model and evolution timescale, going from unity to a factor ten at most. Our new computations
substantially confirm the value used by Suzuki et al. (2016), assuming that the branching ratios
used by these authors are correct.

9.6 Conclusions

To summarize, we reported the first value for the total DR cross section and thermally averaged
rate coefficient of CH2 NH+
2 , which is the largest polyatomic ions considered for DR so far.
The value is in line with the suggestions of the two most popular astrochemical databases, KIDA
and UMIST, while it is significantly smaller than those recently employed in the photochemical
models of the upper atmosphere of Titan (see Tab. 9.1). This has an impact on the models that aim
to reproduce the Titan ammonia abundance (Vuitton et al., 2019, Yelle et al., 2010).
On the other hand, models aiming at reproducing the abundance of the methanimine detected
in massive star formation regions show that the CH2 NH+
2 DR is a major route of formation of
this molecule with a high prebiotic potential (Suzuki et al., 2016). It will then be important to
understand whether it has a similar or even larger role in the abundance of methanimine in lower
mass, solar-type star forming regions, where the connection with biotic molecules would be even
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more important. The recent discoveries of methanimine in such regions warrant a further study,
where the branching ratios of the CH2 NH+
2 DR should be elucidated too.
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CHAPTER 10: SUMMARY AND OUTLOOK

To summarize, this dissertation was devoted to theoretical studies of collisions involving three
bodies and electron-molecules collisions relevant to astrophysical and atmospheric environments.
Theoretical methods to study three-body systems were introduced and applied to the reactive scattering of H2 + D− and

32

O2 +

18

O and the three-body recombination of hydrogen atoms. Back-

ground and theoretical approaches of electron-molecule collisions were discussed. A simplified
approach for dissociative electron attachment (DEA) to polyatomic molecules was developed and
dissociative recombination (DR) of CH2 NH+
2 was investigated.
The theoretical rate coefficient of the reactive scattering of H2 + D− was found to be about ten
times smaller than the experimental upper limit, suggesting that a further improvement of the
sensitivity of the signal in the experiment may lead to the observation of the H− ions produced
from this reaction. Furthermore, the result suggests that the most likely process to form H−
3 should
be three-body recombination involving H2 , H− , and a third atom or molecule.
For the isotopic exchange reaction of 16 O16 O + 18 O, it was found that the angular distribution of
final reaction products is highly anisotropic, and simplified statistical approaches, sometimes used
for this kind of processes, are not applicable to this reaction. To further understand the formation
mechanism of ozone in Earth’s stratosphere, studies of three-body recombination of O2 , O, and a
third body are highly desirable.
In the study of three-body recombination of hydrogen atoms at zero total angular momentum, it
was found that Jahn-Teller effect contributes less than 15% increase in the total three-body recombination rate, suggesting that future studies could neglect the Jahn-Teller effect to simplify the
theoretical approach. It was also found that the product distribution of the H2 molecules is dominated by highly excited rovibrational levels, which could have substantial impacts in chemical and
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thermal evolution in relevant astrophysical environments. Therefore, it appears to be important to
study the state-to-state chemistry of this reaction at different total angular momenta.
Due to the importance of collisions involving three bodies, there is a need of further development
of theoretical approaches for collisions in few-body systems, such as the three-body recombination
of H2 + H− + M and O2 + O + M, where M is a third-body. However, from the study of three-body
recombination of hydrogen atoms, it was clear that the first-principles approach is complicated
and computationally expensive. So a question arises on whether approximated approaches, such
as the classical-trajectories approach (Pérez-Rı́os et al., 2014), could be used for few-body systems at temperatures relevant for astrophysical and atmospheric conditions. Consequently, another
question should be asked is whether state-to-state rate coefficients are important for modeling. In
the classical-trajectories approach by Pérez-Rı́os et al. (2014), rovibrational states of dimer products were not resolved. As a result, to obtain state-to-state rate coefficients, one may need to
employ other theoretical approaches. One possibility is to use the mixed quantum-classical theory (Babikov and Semenov, 2016, Semenov et al., 2020), where rotational and vibrational motion
of molecules are treated quantum-mechanically. This approach was benchmarked with different ab
inito calculations in two-body inelastic scattering, and was applied to the reaction of O2 + O + Ar,
where the Ar atom stabilizes the metastable O∗3 to form O3 (Ivanov and Babikov, 2013). Therefore,
it seems plausible to obtain state-to-state rate coefficients of three-body recombination by combing
the two approaches.
Regarding electron-molecule collisions, DEA to H2 CN was investigated using a novel simplified
approach. The approach could be applied to other systems where DEA proceeds via a low energy
resonance ( 1 eV) with a narrow width. In such cases, the survival probability of the transient anion is closed to unity, therefore, the DEA cross section is approximately equal to the capture cross
section. It is possible to extend the approach to cases where survival probability is not closed to
R
unity. Using a WKB approach, the probability Sf can be approximated as Sf = exp (− Γ/h̄ dt),
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which can be calculated easily for a one-dimensional system. This approximation is valid if the
resonance energy is much larger than the spacing of vibrational levels of the target. But if the
resonance energy is too large, the intersection of the potential energy curves of the transient anion
and of the neutral target may be far from the equilibrium position, such that the normal mode approximation fails. As a result, the simplified approach works only in a limited range of resonance
energies. Another limitation of the approach is that the branching ratio of the DEA products cannot be resolved, since multidimensional dynamics is neglected. It is also not clear on how the total
DEA cross section will change if multidimensional dynamics is taken into account.
In addition, DR of CH2 NH+
2 was studied using the scattering matrix approach. The total DR
rate coefficient was found to be much smaller than the values used in photochemical models of
the upper atmosphere of Titan, suggesting some other chemical reactions should be considered in
those models. However, branching ratios of DR products of CH2 NH+
2 , which are also important for
the models, cannot be calculated in the current approach. Therefore, to obtain the branching ratios
and further improve the accuracy of the models, theoretical development for DR of polyatomic
ions is needed.
From the studies of DR and DEA, it was found that theoretical approaches for electron-molecule
collision for larger systems can be simplified. But to be more accurate and to resolve branching
ratios of products, multidimensional dynamics has to be accounted for. While it can be done,
in principles, for the case of DEA within the local complex potential model, computational cost
is expensive. Recently, Kossoski et al. (2019) developed the on-the-fly mixed quantum-classical
trajectories approach for DEA. Their approach was benchmark with a model system, and was applied to DEA to CH3 CH2 Cl. Although their results are sensitive towards uncertainty in resonance
energy and width of the transient anion, shape and order of magnitude of the DEA cross section
agree with experimental data. Their results could shed light upon direction of theoretical development of DEA to polyatomic molecules. Meanwhile, for DR of polyatomic molecules, it is still
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challenging to obtain theoretical branching ratios of dissociation products. If one considers only
the direct DR, branching ratios of dissociation products can be calculated using a similar approach
as in DEA (Larson et al., 2012). But for indirect DR, so far, only Kokoouline et al. (2001) has
reported the theoretical branching ratios, in the case of DR of H+
3 , by using the Bardsley-O’Malley
approach. It remains unclear on how to obtain the branching ratios of the indirect DR of larger
polyatomic molecules, and therefore, the problem on branching ratios in DR and DEA products
will continue to be an important subject to study in the future.
We are entering an exciting era of astronomical exploration. As the James Webb Space Telescope
should be deployed in space in 2021, we hope to make a great leap in knowledge of the origin of
planets, stars, and galaxies. The demand for accurate data in atomic and molecular processes will
grow stronger, and the processes of interests will become more complicated. New theoretical tools
for collisions in a few-body system are therefore highly desirable. In the near future, one expects
that semi-classical approaches for different types of collisions will be developed, benchmarked,
and utilized.
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Astron. Astrophys., 551:A128, 2013.
R. von Hahn et al. Rev. Sci. Instrum., 87(6):063115, 2016.
V. Vuitton, R. Yelle, and V. Anicich. Astrophysics. J. Lett., 647(2):L175, 2006.
V. Vuitton, P. Lavvas, R. Yelle, M. Galand, A. Wellbrock, G. Lewis, A. Coates, and J.-E. Wahlund.
Planet. Space Sci., 57(13):1558–1572, 2009.
V. Vuitton, R. Yelle, S. Klippenstein, S. Hörst, and P. Lavvas. Icarus, 324:120–197, 2019.
V. Wakelam et al. Astrophys. J., Suppl. Ser, 199(1):21, 2012.
D. Wang and R. Jaquet. J. Phys. Chem. A, 117:7492–7501, 2013.
J. Wang, J. D’Incao, and C. H. Greene. Phys. Rev. A, 84(5):052721, 2011.
K. Wang, Y. An, J. Meng, Y. Liu, and J. Sun. Phys. Rev. A, 89(2):022711, 2014.
S. L. W. Weaver et al. Astrophys. J., Suppl. Ser, 232(1):3, 2017.
H.-J. Werner and P. J. Knowles. J. Chem. Phys., 89(9):5803–5814, 1988.
H.-J. Werner et al. MOLPRO, version 2008.3, a package of ab initio programs, 2008.
R. Whitten and F. Smith. J. Math. Phys., 9(7):1103–1113, 1968.
M. R. Wiegell, N. W. Larsen, T. Pedersen, and H. Egsgaard. Int. J. Chem. Kinet., 29(10):745–753,
1997.
195

A. E. Wiens, A. V. Copan, E. C. Rossomme, G. J. Aroeira, O. M. Bernstein, J. Agarwal, and H. F.
Schaefer. J. Chem. Phys., 148(1):014305, 2018.
E. Wigner. Group theory and its application to the quantum mechanics of atomic spectra, volume 5. Elsevier, 2012.
R. Wilde, G. A. Gallup, and I. I. Fabrikant. J. Phys. B: At., Mol. Opt. Phys., 32(3):663, 1999.
R. Wilde, G. A. Gallup, and I. I. Fabrikant. J. Phys. B: At., Mol. Opt. Phys., 33(24):5479, 2000.
J. Wolf, M. Deiß, A. Krükow, E. Tiemann, B. P. Ruzic, Y. Wang, J. P. Dincao, P. S. Julienne, and
J. H. Denschlag. Science, 358(6365):921–924, 2017.
D. E. Woon. Astrophys. J. Lett., 571(2):L177, 2002.
T. Xie and J. M. Bowman. Chem. Phys. Lett., 412(1):131–134, 2005.
Y. Xu and I. Fabrikant. Appl. Phys. Lett., 78(17):2598–2600, 2001.
L. Yao, L. Ju, T. Chu, and K.-L. Han. Phys. Rev. A, 74(6):062715, 2006.
D. R. Yarkony. Rev. Mod. Phys., 68(4):985, Oct 1996.
K.-L. Yeh, D. Xie, D. H. Zhang, S.-Y. Lee, and R. Schinke. J. Phys. Chem. A, 107(37):7215–7219,
2003.
R. V. Yelle, V. Vuitton, P. Lavvas, S. Klippenstein, M. Smith, S. Hörst, and J. Cui. Faraday Discuss,
147:31–49, 2010.
J. Yoshida, T. Saito, M. Waseem, K. Hattori, and T. Mukaiyama. Phys Rev Lett, 120(13):133401,
2018.
D. Yuan, Y. Guan, W. Chen, H. Zhao, S. Yu, C. Luo, Y. Tan, T. Xie, X. Wang, Z. Sun, D. H. Zhang,
and X. Yang. Science, 362(6420):1289–1293, 2018.
196

C. H. Yuen and V. Kokoouline. Eur. Phys. J. D, 71(1):19, 2017.
C. H. Yuen and V. Kokoouline. Phys. Rev. A, 101(4):042709, 2020.
C. H. Yuen, M. Ayouz, E. S. Endres, O. Lakhamanskaya, R. Wester, and V. Kokoouline. Phys. Rev.
A, 97(2):022705, 2018.
C. H. Yuen, M. Ayouz, N. Balucani, C. Ceccarelli, I. Schneider, and V. Kokoouline. Mon. Not. R.
Astron. Soc., 484(1):659–664, 2019a.
C. H. Yuen, N. Douguet, S. F. dos Santos, A. Orel, and V. Kokoouline. Phys. Rev. A, 99(3):032701,
2019b.
C. H. Yuen, D. Lapierre, F. Gatti, V. Kokoouline, and V. G. Tyuterev. J. Phys. Chem. A, 123:
7733–7743, 2019c.
L. Zack, D. Halfen, and L. M. Ziurys. Astrophys. J. Lett., 733(2):L36, 2011.
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