ABSTRACT: In this paper, we present a new approach to trend/cycle decomposition. The trend of an integrated time series is estimated using the conditional expectation of the steady-state level of the series. Given a nonlinear forecasting model, this steady-state approach can differ in important ways from the related long-horizon forecast decomposition proposed by Beveridge and Nelson (1981) . We use generated data from nonlinear regime-switching processes to demonstrate the advantages of the steady-state approach. We then apply the steady-state approach to estimate the trend and cycle of U.S. real GDP implied by a regime-switching forecasting model. Our findings portray a very different picture of the business cycle than implied by standard linear forecasting models.
Introduction
Trend/cycle decomposition of integrated economic time series is important for both theoretical and statistical reasons. In this paper, we present a new approach and compare it with some existing methods in the literature. Unlike traditional methods such as the Hodrick-Prescott (HP) filter (Hodrick and Prescott, 1997) and the BeveridgeNelson (BN) decomposition (Beveridge and Nelson, 1981) , the approach presented in this paper accurately estimates the permanent and transitory components of integrated time series even when the dynamic structure of the data involves nonlinearities such as regime switching.
Our approach to trend/cycle decomposition is based on the premise that the trend of a time series is equivalent to its implicit steady-state level. In a dynamic system, steady state is the hypothetical equilibrium that would occur following the realization of all currently implied transitory dynamics. In practice, the concept of steady state identifies the trend since the implied transitory dynamics for a time series can be calculated from a forecasting model.
By employing a forecasting model to measure transitory dynamics, our steadystate approach is closely related to the long-horizon forecast decomposition proposed by Beveridge and Nelson (1981) and extended to nonlinear processes by Clarida and Taylor (2003) . Indeed, for linear forecasting models, the two methods produce equivalent results. However, that equivalence does not generally hold for nonlinear models with regime-switching parameters. We present two examples where the two methods produce different results and the steady-state approach is preferable. In the first example, we generate data from Hamilton's (1989) Markov-switching model. The model assumes that the mean growth rate of a time series undergoes discrete regime shifts according to a Markov process. For data generated from the model, the steady-state approach is preferable because, unlike the long-horizon forecast, it does not include expected future regimes in the estimate of the current level of trend. In the second example, we generate data from Kim and Nelson's (1999a) plucking model. According to this model, the level of output undergoes negative "plucks" that produce transitory dynamics. Again, the steady-state approach is preferable to the long-horizon forecast because it does not include expectations of future transitory "plucks" in the estimate of trend. Importantly, the steady-state approach allows for a non-zero mean cycle and produces equivalent results to the Kalman filter estimates of trend and cycle reported in Kim and Nelson (1999a) .
There are two features of the steady-state approach to trend/cycle decomposition that are worth emphasizing. First, it can be applied given a wide variety of forecasting models. Thus, while it produces equivalent results to the Kalman filter for Kim and Nelson's (1999a) plucking model, it is more general since it does not require a known unobserved components (UC) representation for the time series of interest. This generality has the desirable implication that evaluation of different estimates of trend and cycle can ultimately be thought of as a matter of model comparison given a set of possible forecasting models. Second, the concept of steady state is generally sufficient to identify the level of the trend. Thus, there is no need for the arbitrary normalization or identification assumptions that are often employed in unobserved components estimation of trend and cycle. Also, there is no need to impose theory-based identification assumptions that can bias or prejudge subsequent analysis. For example, structural VARs can identify permanent and transitory components through theoretical assumptions about long-run relationships (e.g., Blanchard and Quah, 1989) . However, it is often these theoretical relationships that researchers want to investigate empirically, instead of assume a priori. The steady-state approach to trend/cycle decomposition allows such investigation without prejudging the results.
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The remainder of the paper is organized as follows. Section 2 presents the details of our steady-state approach to trend/cycle decomposition. Section 3 demonstrates the advantages of the steady-state approach when applied to integrated time series generated from known regime-switching processes, namely Hamilton's (1989) autoregressive Markov-switching model of output growth dynamics and Kim and Nelson's (1999a) plucking model. Section 4 presents an application of the approach to estimate the trend and cycle of U.S. real GDP implied by a regime-switching forecasting model developed by Kim, Morley, and Piger (2003) . Section 5 concludes.
Method
The trend/cycle decomposition method proposed in this paper uses the concept of steady state to identify and estimate permanent and transitory components of integrated time series that follow nonlinear regime-switching processes. In this section, we present the details of the method. First, we introduce the conceptual framework that relates the trend of a time series to its implicit steady-state level. Second, we discuss the principles underlying the calculation of the conditional expectation of steady state given a forecasting model with regime switching parameters. Third, we compare our method to the BN decomposition.
Conceptual Framework
An integrated time series { } ∞ −∞ = t t y can always be thought of as the sum of two unobserved components related to permanent and transitory innovations:
The permanent component t τ is the accumulation of permanent * t η innovations:
The transitory component t c is a weighted-average of transitory * t ω innovations:
where the random MA coefficients are normalized by 1
We give meaning to the labels "permanent" and "transitory" by imposing the following restriction that links the permanent component to the concept of steady state: In this paper, we focus our attention on integrated processes with regime switching parameters. In particular, we consider the case where the random MA coefficients in (3) and/or the means of the innovations in (2) and (3) can take on different values according to an unobservable discrete state variable with known distribution, which we denote as t S : The setup in (1)- (7) is quite general. Specifically, the innovations to the permanent and transitory components can be correlated. Also, from (5)-(7), the process can be regime switching for a variety of reasons. In particular, the regime switching can be in terms of the dynamics, the innovation to the permanent component, the innovation to the transitory component, or any combination of these. Despite this generality, the permanent and transitory components of a regime switching process can often be identified and estimated without prior knowledge of either the correlation between innovations or the source of regime switching. That is, a UC representation need not be known. Instead, as discussed next, the fact that t τ is the steady-state level of t y provides a possible means for identification and estimation even when only a forecasting model of the first difference t y ∆ is available.
Estimating Steady State
All of the forecasting models for t y ∆ considered in this paper can be cast in the following state-space form: 
Suppose that for some * = j j , the following steady-state condition holds:
That is, the expected change in the series remains constant for l periods. Given (12),
provides a conditional expectation of steady state, and thus of the trend. To see why, note that based on (1), the conditional expectation of the series can always be decomposed as follows: 
The intuition is that, in using (10) (6)- (7) to their expected value of zero. As the horizon j gets large enough, the expectation is that future realizations of { } t y will no lo nger depend on transitory dynamics due to past realizations of { } t ω . Thus, at some point, any expected transitory dynamics that prevent the condition in (12) 
. We measure the long-run impact implied by each specific future realization
In particular, the conditional expectation in (14) calculates the long-run growth rate within each regime. Then, the conditional estimate of the current steady state level is
In practice, t X and the sequence { } t S are not observed. We only assumed that they were available conditioning information because it allowed us to use the concept of steady state to identify the trend. 5 Given the conceptual framework above, we would be unable to identify trend without that specific conditioning information. However, once
we have identified the trend in theory, we can use Monte Carlo simulation methods to integrate out the unknown conditioning variables in order to calculate the expectation of the trend conditional only on observed data.
In simulating t X and the sequence { } t S , we follow the multi-move Gibbssampling procedure employed by Carter and Kohn (1994) and Kim and Nelson (1998, 1999b) . 6 The details of the procedure are somewhat involved and are presented in an appendix. However, we sketch out the main features here.
Given an arbitrary initial sequence { }
, where J is sufficiently large to always include * j , and 1 = m , iterate through the following steps: , we can estimate steady state using the condition in (12) to solve for the expectation in (15). Then, denoting the simulated steady-state estimate as
, our estimate of steady state is
which should converge to the conditional expectation ]
as the number of simulations M goes to infinity. Specifically,
where the second equality follows from the law of iterated expectations. The estimated transitory component, denoted t ĉ , is simply the difference between the level of the series and the estimated trend:
Comparison with BN Decomposition
Given a linear forecasting model, the steady-state estimate of trend is always equivalent to the long-horizon forecast (minus any deterministic growth) estimate developed by Beveridge and Nelson (1981) :
A linear model is a model that can be cast as a special case of (8) and (9) A simple example may help illustrate the equivalence of the steady-state approach and the BN decomposition for linear models. Consider an integrated time series that can be forecast by a stationary AR(1) model in first differences: ) and the process does not depend on { } t S . For this model, it is straightforward to solve for this expectation using (11) and the expected change in the series implied by (19):
, there will be a * j that satisfies the steady-state condition in (12) as
The deterministic growth µ reflects the expectation of future permanent innovations. 
Given the forecasting equation in (20) and ∞ → j , it is straightforward to show that (22) is equivalent to
which is the same as the BN trend for an AR(1) forecasting model (see Morley, 2002) .
By contrast, the steady-state approach and the BN decomposition are generally not the same for nonlinear forecasting models with regime-switching parameters as in (8) and (9). The reason is that the BN estimate of trend in (18) implicitly includes the expectation of future innovations that are not part of the actual current trend. In the next section, we demonstrate this difference for two well-known regime-switching processes.
Examples
In this section, we present two examples of the steady-state approach to trend/cycle decomposition applied to integrated time series generated from regimeswitching processes. In both cases, we generate data from unobserved components models, allowing us to compare estimates of the trend and cycle with their true values.
We also use the generated data to illustrate how the steady-state approach identifies the level of trend and the mean of the cycle.
Hamilton's (1989) Markov-Switching Model
The first data generating process we consider is based on Hamilton's (1989) regime-switching model of U.S. real GNP. The original specification is a forecasting model of the first differences, t y ∆ . However, in order to observe the actual permanent and transitory components for the generated data, we consider the following unobservedcomponents representation for t y : (24) where
is a th k − order lag polynomial will all roots outside the unit circle, and We generate a sample of 200 observations from the data generating process in (24) using the following parameter calibration:
. In practice, given this UC model and parameters, the trend and cycle can be estimated using the filtering techniques in Lam (1990) and Kim (1994) . However, we consider the steady-state approach here in order to evaluate its performance. Of course, it should be emphasized that, unlike the filtering techniques, the steady-state approach does not require knowledge of the UC representation or any arbitrary normalization or identification assumptions that often accompany UC models. It can be applied given a forecasting model for the first differences only.
For the steady-state approach to trend/cycle decomposition, we cast a forecasting model into the state-space form given by (8) and (9). One way to do so for the UC model
in (24) is to solve for corresponding reduced-form representation for t y ∆ , 8 which in this case is a regime-switching ARMA(2,2) process: 
. Finally, the companion matrix, which does not depend on t S for the model in (25), is 8 It should be noted that we could have directly cast the UC model in (24) into the state-space form given by (8) and (9). However, the point of the example is to show that trend and cycle can be estimated even if only a reduced-form representation were known. 9 We calculate values for the moving-average parameters by solving the system of nonlinear equations that relates the reduced-form parameters to the autocovariances implied by (24). Of the multiple solutions available, we use the one that corresponds to real numbers for the parameters and an invertible representation for the moving-average component. Figure 1 displays the generated time series, its true trend, and some estimates of the trend. In addition to the steady-state estimate of trend, we consider the HP filter estimate, with the smoothing parameter set to 1600, and an estimate based on the longhorizon fo recast (i.e., the BN decomposition) calculated using the method presented in Clarida and Taylor (2003) . 10 The first panel of Figure 1 shows that most of the variation in the generated series reflects the regime switching in the trend. The second panel shows that the steady-state approach is able to capture this form of nonlinearity. Indeed, the steady-state estimate of trend is virtually indistinguishable from the true trend.
Meanwhile, the third panel shows that the HP filter estimate of trend misses the no nlinearity in the data. Instead, it essentially traces out a smooth line through the series.
Finally, the fourth panel shows that the long-run forecast estimate of trend is much more variable than the true trend. In particular, whenever there is a change in regime, the 10 Briefly, Clarida and Taylor's (2003) method involves generating a large number of simulated future realizations of the time series from the conditional distribution implied by a forecasting model and the observed data at each point of time. Then, the conditional expectation of the series at any future horizon is calculated by averaging the simulated future realizations at that horizon. As with Beveridge and Nelson (1981) , the estimate of trend is the long-horizon conditional expectation of the series minus any deterministic growth, which is defined as the unconditional expectation of the change in the time series.
estimated trend adjusts by more than the series itself due to the persistence of the regimes. For example, the persistence of recessionary regimes means that a transition from an expansionary regime to a recessionary regime will greatly increase the probability that future regimes are also recessionary. Thus, the long-run conditional expectation of the series will be dramatically lowered by the regime shift.
Kim and Nelson's (1999a) "Plucking" Model
The second data generating process we consider is based on the plucking model of U.S. real GDP proposed by Kim and Nelson (1999a We generate a sample of size 200 from the data generating process in (26) using the following calibration:
. Consistent with the parameter estimates of Kim and Nelson (1999a) , ω σ is very small relative to λ , meaning most variation in t c is due to "plucks".
The reduced-form representation for t y ∆ implied by the UC model in (26) is again a regime-switching ARMA (2,2) process:
where t ε , 1 θ , and 2 θ are the same as in (25). The model in (27) can be cast in the statespace form given by (8) and (9) Figure 2 displays the series, the true trend, and some estimates of the trend.
Again, in addition to the steady-state estimate, we display the HP filter estimate and the long-horizon forecast estimate calculated using the method presented in Clarida and Taylor (2003) . The first panel of Figure 2 shows the "plucking" nature of the generated series. It remains very close to trend except when it is plucked in the downward direction.
As with the previous example, the second panel shows that the steady-state estimate of trend is able to capture the true trend. The third panel shows that the HP filter estimate of trend misses the nonlinear aspects of the data and essentially traces out a smooth line through the series, labeling some of the transitory variation in the series as variation in the trend. Finally, the fourth panel shows that the long-run forecast estimate of trend moves with the true trend, but is shifted downward. That is, the long-run forecast method fails to identify the level of the trend or, equivalently, the mean of the cycle.
This can be seen more clearly in Figure 3 , which displays the true generated cycle for the plucking model along with the steady-state, H-P filter and long-run forecast estimates of the cycle. The ability of the steady-state estimate to capture the negative mean of the true cycle is apparent. Meanwhile, the H-P filter and long-run forecast technique produce estimates of the cycle that are shifted upward from the true cycle.
Indeed, the ability of the steady-state approach to identify the level of the trend or, equivalently, the mean of the cycle, is a key advantage over other methods. We turn to this issue in more detail next.
Identifying the Level of Trend
It may appear at first that the idea of cycle with a non-zero mean is merely a matter of normalization. That is, the initial level of the trend could always be set to make the resulting cycle have a mean of zero. However, the resulting re-normalized trend may not correspond to steady state. Put another way, the concept of steady state uniquely identifies the level of the trend or, equivalently, the mean of the cycle. Kim and Nelson's (1999a) plucking model allows for a straightforward demonstration of this point. Figure 4 displays the level and the first-difference of the cycle generated from the plucking model. While it would be possible to shift the level of the cycle upwards to have a mean of zero, it should be noted that doing so would have no impact on the firstdifference of the cycle. Meanwhile, it is the first-difference of the cycle that identifies when the series is in steady state. In particular, the series can only be thought to be in steady state when the first-difference of the cycle is constant and equal to zero.
Otherwise, the cycle must be changing, which from (3) means that past transitory innovations are still affecting the cycle and the series is not in steady state. Thus, we can use the first-difference of the cycle and the concept of steady state to identify the mean of the cycle or, equivalently, the level of the trend. Specifically, steady state implies that the cycle is equal to zero and the trend is equal to the actual level of the series only when the first-difference of the cycle is equal to zero. This relationship holds for the cycle displayed in Figure 4 , but would not hold for a re-normalized cycle with a mean of zero.
Application
Separating transitory or cyclical variation in time series of macroeconomic activity from permanent or trend variation has a rich history in macroeconomics. A primary reason for the attention this enterprise has drawn is that the "business cycle" is typically measured using the cyclical component of an output series such as real Gross Domestic Product (GDP), while the trend component is used to measure long-run growth. 12 In order to test macroeconomic theories of the business cycle or long-run growth, we need accurate estimates of these components.
There are many alternative techniques that have been used to extract trend and cycle from real GDP. A popular early technique was to assume that the trend is a deterministic polynomial. More recent ly, the focus has shifted to stochastic trends, in which the permanent component is not merely a deterministic function of time, but contains random elements. Popular techniques to extract stochastic trends from real GDP include the Hodrick-Prescott (1997) filter, the linear unobserved components models of Clark (1987) and Watson (1986) , and the Beveridge-Nelson (1981) decomposition.
Much of this work is based on the assumption that the data generating process for real GDP is linear. Indeed, the UC models referenced above and the BN decomposition are based on ARIMA forecasting models for real GDP and are, therefore, explicitly linear. At the same time, there is growing evidence that the time-series properties of real GDP are well described by models containing departures from linear ARIMA models, including threshold models and regime-switching models. However, the implications of these nonlinear dynamics for measuring trend and cycle have been largely ignored.
Exceptions are generally within the UC frame work, where nonlinearities are explicitly entered into the processes for the trend and cycle (see, for example, Kim and Nelson, 1999a) .
In this section, we apply the steady-state approach to extract the trend and cycle from U.S. real GDP under the assumption of a nonlinear data generating process. We note that the steady-state approach requires a forecasting model. One advantage of the steady state approach is that it can be applied given any forecasting model, which reduces the problem of evaluating a particular decomposition to a matter of model selection.
However, performing model selection across an appropriately large set of forecasting models is beyond the scope of this paper. Thus, we focus here on a particular nonlinear forecasting model of U.S. real GDP developed by Kim, Morley, and Piger (KMP) (2003) and leave model selection to future research.
The KMP model is a regime-switching ARIMA model for U.S. real GDP: We estimate the KMP model using the first difference of log U.S. real GDP from 1949:Q1 to 2003:Q1. The series is multiplied by 400 in order to correspond to annualized growth rates. We set the lag order k = 2 and, following the findings in KMP, 6 = m quarters. The model is estimated via maximum likelihood using the filter given in Hamilton (1989) . Table 1 To obtain the steady-state estimate of trend, we cast the model in (28) into statespace form. In terms of the state-space form given by (8) and (9) Figure 6 displays the steady-state estimates of the trend and cycle for log U.S. real GDP. The estimated cycle has several noticeable features. First, it clearly has a negative mean, suggesting that it is more typical for the economy to operate below trend than above it. Second, it turns strongly negative during most NBER dated recessions, while it is near zero during expansions. This finding is consistent with Milton Friedman's (1964 , 1993 plucking model, in which output is generally close to trend, and is occasionally "plucked" below trend. We note, however, that for the three recessions of 1970, 1990-91, and 2001 most of the movement in real GDP is in the trend component. That is, according to the model, these recessions had largely permanent effects on real GDP.
Conclusion
The steady-state approach to trend/cycle decomposition has many advantages over competing methods. It is able to deal with nonlinearities in the data and it identifies the level of the trend or, equivalently, the mean of the cycle. The application to U.S. real GDP reveals these advantages and portrays a picture of the business cycle that is very different than what is implied by standard linear models.
We conclude by noting that our approach, by allowing for nonlinear dynamics, . In the following we describe algorithms for this data generation. The presentation will closely follow that in Kim and Nelson (1999b) .
we use the multimove algorithm detailed in Carter and Kohn (1994 
This forecasting model has a state-space form that meets the requirements for the Q matrix given above: , is then factored as: to complete the algorithm. Carter and Kohn (1994) show that this is given by: 
