Structures of Nichols (braided) Lie algebras of diagonal type by Wu, Weicai et al.
ar
X
iv
:1
70
4.
06
81
0v
4 
 [m
ath
.Q
A]
  1
6 O
ct 
20
17
Journal of Lie Theory
Volume ?? (??) ??–??
c© ?? Heldermann Verlag
Version of September 25, 2018
Structures of Nichols (braided) Lie algebras of diagonal
type
Weicai Wu, Jing Wang, Shouchuan Zhang and Yao-Zhong Zhang
Abstract. Let V be a braided vector space of diagonal type. Let B(V ),
L
−(V ) and L(V ) be the Nichols algebra, Nichols Lie algebra and Nichols braided
Lie algebra over V , respectively. We show that a monomial belongs to L(V )
if and only if this monomial is connected. We obtain the basis for L(V ) of
arithmetic root systems and the dimension of L(V ) of finite Cartan type. We
give the sufficient and necessary conditions for B(V ) = F⊕L−(V ) and L−(V ) =
L(V ). We obtain an explicit basis for L−(V ) over the quantum linear space V
with dimV = 2.
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1. Introduction
Nichols algebras have found significant applications in various areas of mathe-
matics and mathematical physics including the theories of pointed Hopf alge-
bras and logarithmic quantum fields. In [He05], one-to-one correspondences be-
tween Nichols algebras of diagonal type and arithmetic root systems as well as
between generalized Dynkin diagrams and twisted equivalence classes of arith-
metic root systems were established. The problem of finite-dimensionality of
Nichols algebras forms a substantial part of the recent investigations (see e.g.
[AHS08, AS10, He05, He06a, He06b, WZZ15a, WZZ15b]. Lie algebra arising from
a Nichols algebra was studied in [AAB16].
Braided Lie algebras were studied in [Ka77, BMZP92, Gu86, GRR95, Kh99,
Pa98, Sc79, BFM96, ZZ03]. The current paper will focus on Nichols Lie and
braided Lie algebras. In [He05] and [He06a], a classification on braided vector
spaces of diagonal type with finite-dimensional Nichols algebras was given. In
[WZZ15b, WZZ16], we studied the relationship between Nichols algebras and
Nichols braided Lie algebras. It was proven that a Nichols algebra is finite-
dimensional if and only if the corresponding Nichols (braided) Lie algebra is finite-
dimensional. This provides a new method for determining when a Nichols algebra
is finite dimensional.
In this work we will show that a monomial belongs to Nichols braided
Lie algebra L(V ) of braided vector space V of diagonal type if and only if this
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monomial is connected. This is one of the main results in this paper, which enables
us to obtain the bases for the Nichols braided Lie algebras of arithmetic root
systems and the dimensions of the Nichols braided Lie algebras of finite Cartan
type. We give the sufficient and necessary conditions for B(V ) = F ⊕L−(V ) and
L
−(V ) = L(V ), where B(V ), L−(V ) and L(V ) denote Nichols algebra, Nichols
Lie algebra and Nichols braided Lie algebra over V , respectively. We also obtain
an explicit basis for L−(V ) over the quantum linear space V with dimV = 2.
This paper is organized as follows. In the remaining part of this section
we provide some preliminaries and set our notations. In Section 2 we show that a
monomial belongs to L(V ) if and only if this monomial is connected when V is a
braided vector space of diagonal type. Section 3 presents a basis for L(V ), section
4 gives the basis for L(V ) of arithmetic root systems and obtains the dimension of
L(V ) of finite Cartan type, and section 5 provides some non-zero monomials for
the Nichols algebras B(V ). In section 6 we present the sufficient and necessary
conditions for B(V ) = F ⊕L−(V ) and L−(V ) = L(V ), respectively. We also give
an explicit basis for L−(V ) over the quantum linear space V with dimV = 2.
Preliminaries
For any matrix (qij)n×n over F
∗ , define a bicharacter χ from Zn ⊗ Zn to F ∗
such that χ(ei, ej) = qij for 1 ≤ i, j ≤ n, where {e1, e2, · · · , en} is a basis of Z
n.
Let V be a vector space with basis x1, x2, · · · , xn . Define α(ei ⊗ xj) = qijxj and
δ(xj) = ej⊗xj for 1 ≤ i, j ≤ n. It is clear that (V, α, δ) is a Yetter-Drinfeld module
over Zn and (V, C) is a braided vector space under braiding C, where C(xi⊗xj) =
qijxj ⊗xi and C
−1(xi⊗xj) = q
−1
ji xj⊗xi. In this case, V is called a braided vector
space of diagonal type and (qij)n×n is called a braiding matrix of V . Throughout
this paper braided vector space V is of diagonal type with basis x1, x2, · · · , xn
and C(xi ⊗ xj) = qijxj ⊗ xi without special announcement. Let B(V ) be the
Nichols algebra over the braided vector space V . Define pij := qij for 1 ≤ i, j ≤ n
and puv := χ(deg(u), deg(v)) for any homogeneous element u, v ∈ B(V ). Denote
ord(puu) the order of puu with respect to multiplication. Let |u| denote length
of homogeneous element u ∈ B(V ). Let D =: {[u] | [u] is a hard super-letter } ,
∆+(B(V )) := {deg(u) | [u] ∈ D} , ∆(B(V )) := ∆+(B(V )) ∪∆−(B(V )), which is
called the root system of V. If ∆(B(V )) is finite, then it is called an arithmetic root
system. Let L(V ) denote the braided Lie algebras generated by V in B(V ) under
Lie operations [x, y] = yx − pyxxy , for any homogeneous elements x, y ∈ B(V ).
(L(V ), [ ]) is called Nichols braided Lie algebra of V . Let L−(V ) denote the Lie
algebras generated by V in B(V ) under Lie operations [x, y]− = yx−xy , for any
homogeneous elements x, y ∈ B(V ). (L−(V ), [ ]−) is called Nichols Lie algebra of
V . The other notations are the same as in [WZZ15a].
Recall the dual B(V ∗) of Nichols algebra B(V ) of rank n in [He05, Section
1.3]. Let yi be a dual basis of xi . δ(yi) = g
−1
i ⊗ yi , gi · yj = p
−1
ij yj and
∆(yi) = g
−1
i ⊗yi+yi⊗1. There exists a bilinear map < ·, · > : (B(V
∗)#FG)×B(V )
−→ B(V ) such that
< yi, uv >=< yi, u > v+ g
−1
i .u < yi, v > and < yi, < yj, u >>=< yiyj, u >
for any u, v ∈ B(V ). Furthermore, for any u ∈ ⊕∞i=1B(V )(i) , one has u = 0 if
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and only if < yi, u >= 0 for any 1 ≤ i ≤ n. We have
[[u, v], w] = [u, [v, w]] + p−1vw [[u, w], v] + (pwv − p
−1
vw)v · [u, w], (1)
[u, v · w] = pwu[uv] · w + v · [uw]. (2)
We now recall some basic concepts of the graph theory (see [Ha69]). Let
Γ1 be a non-empty set and Γ2 ⊆ {{u, v} | u, v ∈ Γ1, with u 6= v} ⊆ 2
Γ1. Then
Γ = (Γ1,Γ2) is called a graph; Γ1 is called the vertex set of Γ; Γ2 is called the
edge set of Γ; Element {u, v} ∈ Γ2 is called an edge, written au,v . If G = (G1, G2)
is a graph and G1 ⊆ Γ1 and G2 ⊆ Γ2 , then G is called a subgraph of Γ. If
∅ 6= H1 ⊆ Γ1 and H2 = {au,v ∈ Γ2 | u, v ∈ H1} , then H = (H1, H2) is a subgraph,
called the subgraph generated by H1 in Γ.
aumum−1 · · · au3u2au2u1 is called a walk from u1 to um. We can define an
equivalent relation on Γ1 as follows: for any u, v ∈ Γ1 , u and v are equivalent if
and only if there exists a walk from u to v or u = v. Every subgraph generated
by every equivalent class of Γ1 is called a connected component of Γ.
Let Γ(V ) be the generalized Dynkin diagram of V with pxi,xi and p˜xi,xj for
1 ≤ i 6= j ≤ n omitted. This is called a pure generalized Dynkin graph of V , i.e.
Γ(V )1 = {1, 2, · · · , n} and Γ(V )2 = {aij | pijpji 6= 1, i 6= j} .
Let u = h1h2 · · ·hm be a monomial with hj = xij for 1 ≤ i1, i2, . . . , im ≤
n, 1 ≤ j ≤ m. deg(u) = λ1e1+ · · ·+λnen, where deg(xi) = ei. Let degxi(u) := λi .
Let µ(u) := {xi1 , · · · , xim} and Γ(u) be a pure generalized Dynkin subgraph gen-
erated by µ(u). If Γ(u) is connected, then u is called connected (or µ(u) is called
connected). Otherwise, u is called disconnected (or µ(u) is called disconnected).
For u, v ∈ B(V ), if there exists a non-zero a ∈ F such that u = av , then we
write u ∼ v. This is an equivalent relation. If there exist xi ∈ µ(u) and xj ∈ µ(v)
such that p˜xi,xj 6= 1, then we say that it is connected between monomial u and
monomial v , written u♦v in short. Otherwise, we say that it is disconnected
between monomial u and monomial v .
Remark: When u 6= 0, µ(u) is independent of the choice of h1, h2, · · · , hm,
since B(V ) is graded and deg(u) is unique. Therefore, the connectivity of u is
independent of the choice of h1, h2, · · · , hm. When u = 0, µ(u) is dependent on
the choice of h1, h2, · · · , hm. For example, deg(V ) > 1, p12p21 = 1, p11 = −1,
u = x21 = x
2
1x2 = 0. Therefore, µ(u) = {x1} and u is connected. Meantime,
µ(u) = {x1, x2} and u is disconnected.
Throughout, Z =: {x | x is an integer}. R =: {x | x is a real number} .
N0 =: {x | x ∈ Z, x ≥ 0}. N =: {x | x ∈ Z, x > 0} . F denotes the base
field, which is an algebraic closed field with characteristic zero. F ∗ = F\{0} . Sn
denotes symmetric group, n ∈ N. For any set X , | X | is the cardinal of X .
int(a) means the biggest integer not greater than a ∈ R.
2. Structure of Nichols braided Lie algebras
In this section we prove that a monomial belongs to L(V ) if and only if this
monomial is connected when V is a braided vector space of diagonal type.
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Lemma 2.1. Assume that u, v, w are homogeneous elements in L(V ). Let
a, b, c, d, e and f denote 1− pwvpvw, 1− puwpwu, 1− puvpvu , 1− puvpvupuwpwu , 1−
puvpvupwvpvw and 1−pwvpvwpuwpwu , respectively. If | {r|r ∈ {uv, uw, vw} and r ∈
L(V )} |≥ 2 and | {t|t ∈ {a, b, c} and t 6= 0} |≥ 1, then uvw, uwv, vwu, vuw, wuv ,
wvu ∈ L(V ).
Proof. Without loss of generality, we let uv, uw ∈ L(V ). If vuw /∈ L(V ), then
e = 0, f = 0 by [WZZ15b, Lemma 3.2(i)] and [WZZ15a, Lemma 4.12]. If a = 0,
then b = 0, c = 0, which is a contradiction. If a 6= 0, then b 6= 0, c 6= 0, one
obtains a contradiction to [WZZ15b, Lemma 3.1]. Consequently, vuw ∈ L(V ).
Similarly, we can obtain others. 
Lemma 2.2. Assume that hi ∈ {x1, · · · , xn} for 1 ≤ i ≤ m.
(i) If it is disconnected between monomial u and monomial v (i.e. p˜xi,xj = 1
for any xi ∈ µ(u), xj ∈ µ(v) ), then [u, v] = 0.
(ii) If µ(h1h2 · · ·hm) is disconnected, then σ(h1, h2, · · · , hm) = 0 for any
method σ of adding bracket on h1, h2, · · · , hm.
(iii) If h1h2 · · ·hm 6= 0 and µ(h1h2 · · ·hm) is disconnected, then h1h2 · · ·hm /∈
L(V ).
Proof. (i) u and v are quantum commutative (i.e. uv = pu,vvu ) since xixj =
pxi,xjxjxi for any xi ∈ µ(u), xj ∈ µ(v).
(ii) We show this by induction on m. [h1, h2] = 0 for m = 2. For m > 2,
σ(h1, h2, · · · , hm)
= [σ1(h1h2 · · ·ht), σ2(ht+1ht+2 · · ·hm]. If both h1h2 · · ·ht and ht+1ht+2 · · ·hm are
connected, then it is disconnected between h1h2 · · ·ht and ht+1ht+2 · · ·hm . By Part
(i), σ(h1, h2, · · · , hm) = 0. If either h1h2 · · ·ht or ht+1ht+2 · · ·hm is disconnected,
then either σ1(h1h2 · · ·ht) = 0 or σ2(ht+1ht+2 · · ·hm) = 0 by inductive hypothesis.
(iii) It follows from Part (ii). 
Lemma 2.3. (i) If u is a monomial, then there exist monomials u1, u2, . . . , ur
such that u ∼ u1u2 · · ·ur and {Γ(u1),Γ(u2), · · · ,Γ(ur)} is complete set of con-
nected components of Γ(u) with deg(u) =
r∑
i=1
deg(ui) (which is called a decompo-
sition of connected components of u).
(ii) If a monomial u is connected with | u |> 1, then there exist two
connected monomials v and w such that v♦w with u ∼ vw .
Proof. (i) If u is connected, it is clear. If u is not connected, we show it by
induction on | u | . It is clear when | u |= 1. Now assume | u |> 1. Let
Ω := {v | v is a connected monomial } . Let u ∼ v1v2v3 and v2 be in Ω such that
| v2 |= max{| v | | v ∈ Ω, u ∼ v1vv3, v1 and v3 are monomials or 1} .
Now we show that v2 is a connected component of u . In fact, if it does not
hold, then v1♦v2 or v3♦v2 . Without the lose of generality We assume v1♦v2 .
Then there exists t such that hit♦v2 with v1 = hi1 · · ·his and v2hij ∼ hijv2 for
t + 1 < j ≤ s. Consequently, u ∼ w1hitv2w3 and hitv2 is connected. which is a
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contradiction.
We have obtained that it is disconnected between v1 and v2 in proof above.
Thus u = v1v2v3 ∼ v2v1v3 and v1v3 ∼ u2u3 · · ·ur is a decomposition of connected
components of v1v3 since | v1v3 |<| u | . Setting u1 := v2 we complete proof of
Part (i).
(ii) Let u = h1h2 · · ·hm and h2 · · ·hm ∼ u1u2 · · ·ur be a decomposition of
connected components of h2 · · ·hm . Consequently, h1u1 · · ·ur−1 is connected since
h1♦ui for 1 ≤ i ≤ r . 
Theorem 2.4. Assume that hi ∈ {x1, · · · , xn} and ph1,h1 6= 1 when µ(h1 · · ·hm)
= h1 .
(i) If h1 · · ·hb, hb+1 · · ·hm ∈ L(V ) and h1 · · ·hb♦hb+1 · · ·hm with h1 · · ·hb 6=
0 or hb+1 · · ·hm 6= 0, then there exist τ ∈ Sm such that h1 · · ·hm ∼ hτ(1) · · ·hτ(m)
with
hτ(1) · · ·hτ(m−1) ∈ L(V ) and hτ(1) · · ·hτ(m−1)♦hτ(m) , or with hτ(2) · · ·hτ(m) ∈ L(V )
and hτ(2) · · ·hτ(m)♦hτ(1) .
(ii) If h1h2 · · ·hm−1 ∈ L(V ) and h1h2 · · ·hm−1 ♦hm or h2h3 · · ·hm ∈ L(V )
and h2h3 · · ·hm ♦h1, then h1h2 · · ·hm ∈ L(V ).
(iii) If 0 6= h1h2 · · ·hm ∈ L(V ), then there exists τ ∈ Sm such that
h1 · · ·hm ∼ hτ(1) · · ·hτ(m) with 0 6= hτ(1)hτ(2) · · ·hτ(m−1) ∈ L(V ) and hτ(1) hτ(2)
· · · hτ(m−1) ♦ hτ(m) , or 0 6= hτ(2)hτ(3) · · ·hτ(m) ∈ L(V ) and hτ(2) hτ(3) · · · hτ(m)
♦ hτ(1) .
(iv) If monomial u = h1h2 · · ·hm is connected, then u ∈ L(V ).
Proof. We show (i), (ii), (iii) and (iv) by induction on the length of |h1h2 · · ·hm| =
m.
Assume m = 2. (i) and (iv) are clear. If h1 6= h2 , then (ii), (iii) follows
from [WZZ15a, Lemma 4.12], [WZZ15a, Lemma 5.2], respectively. If h1 = h2 ,
then (ii) and (iii) follow from [WZZ15a, Lemma 4.3] and [He05, Lemma 1.3.3(i)].
Now m > 2.
(i) If b = m − 1 or b = 1, let τ = id . Now assume that 1 < b < m − 1.
There exist 1 ≤ a ≤ b and b+ 1 ≤ c ≤ m such that p˜ha,hc 6= 1.
(1). Assume h1 · · ·hb 6= 0. We show this by induction on b. There exist
τ ∈ S{1,...,b} such that h1 · · ·hb ∼ hτ(1) · · ·hτ(b) with case (a): 0 6= hτ(1) · · ·hτ(b−1) ∈
L(V ), hτ(1)hτ(2) · · ·hτ(b−1)♦hτ(b) or with case (b): 0 6= hτ(2) · · ·hτ(b) ∈ L(V ),
hτ(2)hτ(3) · · ·hτ(b)♦hτ(1) by induction hypotheses of (iii).
(a)1 . If hb+1 · · ·hm♦hτ(b) , then hτ(b)hb+1 · · ·hm ∈ L(V ) by induction hy-
potheses of (ii), and hτ(1) · · ·hτ(b−1)♦hτ(b)hb+1 · · ·hm since hτ(1)hτ(2) · · ·hτ(b−1)♦hτ(b) .
It is proved since |hτ(1) · · ·hτ(b−1)| = b− 1 < b and induction hypotheses.
(a)2 . If p˜hτ(b),hj1 = 1 for all j1 ∈ {b + 1, . . . , m} , then hτ(b)hb+1 · · ·hm ∼
hb+1 · · ·hmhτ(b) . On the other hand, hτ(1) · · ·hτ(b−1)♦hb+1 · · ·hm since h1 · · ·hb♦
hb+1 · · ·hm . Consequently, hτ1τ(1) · · ·hτ1τ(b−1)hτ1(b+1) · · ·hτ1(m) ∈ L(V ) and hτ(1)
· · · hτ(b−1) hb+1 · · · hm ∼ hτ1τ(1) · · · hτ1τ(b−1)hτ1(b+1) · · ·hτ1(m) for some τ1 ∈
S{τ(1),...,τ(b−1),b+1,...,m} by the induction hypotheses of (i) and (ii). hτ1τ(1) · · ·
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hτ1τ(b−1) hτ1(b+1) · · · hτ1(m) ♦ hτ(b) since hτ(1)hτ(2) · · ·hτ(b−1)♦hτ(b) . See
h1 · · ·hm ∼ hτ(1) · · ·hτ(b)hb+1 · · ·hm
∼ hτ(1) · · ·hτ(b−1)hb+1 · · ·hmhτ(b)
∼ hτ1τ(1) · · ·hτ1τ(b−1)hτ1(b+1) · · ·hτ1(m)hτ(b)
= hτ1τ(1) · · ·hτ1τ(b−1)hτ1τ(b+1) · · ·hτ1τ(m)hτ1τ(b)
by hτ1(b+1) · · ·hτ1(m) = hτ1τ(b+1) · · ·hτ1τ(m) since τ ∈ S{1,2,...,b} , and hτ1τ(b) = hτ(b)
since τ1 ∈ S{τ(1),τ(2),...,τ(b−1),b+1,...,m} . Consequently,
τ ′ :=
(
1 · · · b− 1 b · · · m− 1 m
τ1τ(1) · · · τ1τ(b− 1) τ1τ(b+ 1) · · · τ1τ(m) τ1τ(b)
)
∈ Sm,
hτ ′(1) · · ·hτ ′(m−1) ∈ L(V ), hτ ′(1) · · ·hτ ′(m−1)♦hτ ′(m) and h1 · · ·hm ∼ hτ ′(1) · · ·hτ ′(m) .
(b)1 . If hτ(2) · · ·hτ(b)♦hb+1 · · ·hm , then hτ1τ(2) · · ·hτ1τ(b)hτ1(b+1) · · ·hτ1(m) ∈
L(V ) and hτ(2) · · ·hτ(b)hb+1 · · ·hm ∼ hτ1τ(2) · · ·hτ1τ(b) hτ1(b+1) · · ·hτ1(m) for some
τ1 ∈ S{τ(2),...,τ(b),b+1,...,m} by the induction hypotheses of (i) and (ii). We know
hτ1τ(2) · · ·hτ1τ(b)hτ1(b+1) · · ·hτ1(m)♦hτ(1) since hτ(2)hτ(3) · · ·hτ(b)♦hτ(1) . We obtain
h1 · · ·hm ∼ hτ(1) · · ·hτ(b)hb+1 · · ·hm ∼ hτ(1)hτ1τ(2) · · ·hτ1τ(b)hτ1(b+1) · · ·hτ1(m) =
hτ1τ(1)hτ1τ(2) · · ·hτ1τ(b) hτ1τ(b+1) · · ·hτ1τ(m) by
hτ1(b+1) · · ·hτ1(m) = hτ1τ(b+1) · · ·hτ1τ(m) since τ ∈ S{1,...,b} and hτ1τ(1) = hτ(1) since
τ1 ∈ S{τ(2),...,τ(b),b+1,...,m} . Therefore, τ
′ := τ1τ ∈ Sm , hτ ′(2) · · ·hτ ′(m) ∈ L(V ),
hτ ′(2) · · ·hτ ′(m)♦hτ ′(1) and h1 · · ·hm ∼ hτ ′(1) · · ·hτ ′(m) .
(b)2 . If p˜hτ(j1),hj2 = 1 for all j1 ∈ {2, . . . , b}, j2 ∈ {b + 1, . . . , m} , then
hτ(2) · · ·hτ(b) hb+1 · · ·hm ∼ hb+1 · · ·hmhτ(2) · · ·hτ(b) . On the other hand, hτ(1)
♦ hb+1 · · · hm since h1 · · ·hb ♦ hb+1 · · ·hm . Then hτ(1)hb+1 · · ·hm ∈ L(V )
by induction hypotheses of (ii). See h1 · · · hm ∼ hτ(1) · · · hτ(b) hb+1 · · ·
hm ∼ hτ(1)hb+1 · · ·hmhτ(2) · · ·hτ(b) , and hτ(1)hb+1 · · ·hm♦hτ(2) · · ·hτ(b) since hτ(1)
♦ hτ(2) · · · hτ(b) . (i) holds since |hτ(2) · · ·hτ(b)| = b − 1 < b and induction
hypotheses on b.
(2). If h1 · · ·hb = 0, then hb+1 · · ·hm 6= 0 and hb+1 · · ·hm is connected by
Lemma 2.2(iii). Consequently, 0 = h1 · · ·hm−1 ∈ L(V ) and h1 · · ·hm−1♦hm.
(ii) Assume that h1h2 · · ·hm /∈ L(V ). Obviously, h1h2 · · ·hm−1 6= 0 and
h2h3 · · ·hm 6= 0. Set i0 := 1 and j0 := m − 1 when h1h2 · · ·hm−1 ∈ L(V );
i0 := 2 and j0 := m when h2h3 · · ·hm ∈ L(V ); N0 := {i0, i0 + 1, · · · , j0};
A0 := {1, . . . , m} −N0 ,
Now we prove the following Assertion(k) by induction on k , 1 ≤ k ≤
m− 2.
Assertion(k) : There exist 1 ≤ ik ≤ jk ≤ m, τk ∈ SNk−1 such that the following
conditions hold: (C1). 0 6= hτk(ik) · · ·hτk(jk) ∈ L(V ); (C2). p˜hr ,ht = 1 for ∀ r 6= t ∈
Ak ; (C3). hτk(ik) · · ·hτk(jk)♦hr for ∀ r ∈ Ak ; (C4). p˜hτk(ik)···hτk(jk),hr
= 1 for ∀ r ∈
Ak ; (C5). hτk(ik−1)hτk(ik−1+1) · · ·hτk(jk−1) ∼ hτk−1(ik−1)hτk−1(ik−1+1) · · ·hτk−1(jk−1) and
hτk(1) · · ·hτk(m) ∼ h1h2 · · ·hm ; (C6). ik−1 ≤ ik ≤ jk ≤ jk−1 with jk−1 − ik−1 =
jk−ik+1, where Nk := {τ
k(ik), τ
k(ik + 1), · · · , τ
k(jk)} and Ak := {1, . . . , m}−Nk ,
τk := τkτk−1 · · · τ1 .
Step 1. For k = 1, now we construct i1 and j1 as follows. Considering
0 6= hi0 · · ·hj0 ∈ L(V ), we have p˜hi0 ···hj0 ,hr = 1 for r ∈ A0 by [WZZ15a, Lemma
4.12] and there exist τ1 ∈ SN0 such that hi0 · · ·hj0 ∼ hτ1(i0) · · ·hτ1(j0) with case
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(a) 0 6= hτ1(i0) · · ·hτ1(j0−1) ∈ L(V ), hτ1(i0) · · ·hτ1(j0−1)♦hτ1(j0) , i1 := i0 and j1 :=
j0 − 1 or with case (b) 0 6= hτ1(i0+1) · · ·hτ1(j0) ∈ L(V ), hτ1(i0+1) · · ·hτ1(j0)♦hτ1(i0) ,
i1 := i0 + 1 and j1 := j0 by induction hypotheses of (iii). Obviously, 0 6=
hτ1(i1) · · ·hτ1(j1) ∈ L(V ) and hτ1(r) = hr for r ∈ A0 .
Obviously, (C1), (C5) and (C6) hold.
p˜ht,hr = 1 for any t 6= r ∈ A1, i.e. (C2) holds. Indeed, if p˜ht,hr 6= 1
for t ∈ A1 − A0, r ∈ A0 , then p˜hi1 ···hj1 ,hr 6= 1 since p˜hi0 ···hj0 ,hr = 1. We obtain
hi1 · · ·hj1hthr, hthi1 · · ·hj1hr, hrhi1 · · ·hj1ht ∈ L(V ) by Lemma 2.1. However,
h1 · · ·hm is a quantum equivalent with one among hi1 · · ·hj1hthr, hthi1 · · ·hj1hr,
hrhi1 · · ·hj1ht , hrhthi1 · · ·hj1 , which contradicts to h1 · · ·hm /∈ L(V ).
(C3) and (C4) follow from (C2).
Step 2. Assuming that Assertion(k) hold, we prove that Assertion(k+ 1)
holds, k ≤ m− 3. Let i := ik and j := jk in this proof for convenience.
Considering 0 6= hτk(i) · · ·hτk(j) ∈ L(V ), we have that there exists τk+1 ∈
SNk such that hτk(i) · · ·hτk(j) ∼ hτk+1(i) · · ·hτk+1(j) with case (1
◦ ): 0 6= hτk+1(i)
· · · hτk+1(j−1) ∈ L(V ), hτk+1(i) · · ·hτk+1(j−1)♦hτk+1(j) , τ
k+1(ik+1) := τ
k+1(i) and
τk+1(jk+1) := τ
k+1(j − 1), or with case (2◦ ): 0 6= hτk+1(i+1) · · ·hτk+1(j) ∈ L(V ),
hτk+1(i+1) · · ·hτk+1(j)♦hτk+1(i) , τ
k+1(ik+1) := τ
k+1(i+ 1) and τk+1(jk+1) := τ
k+1(j)
by induction hypotheses of (iii). We obtain h1 · · ·hm ∼ hτk+1(1) · · ·hτk+1(m) . For
convenience, let h′s := hτk+1(s) for all s ∈ {1, . . . , m} . Obviously, τk+1(t) = t for
all t ∈ Ak .
Obviously, (C1), (C5) and (C6) hold.
(1◦ ) Ak+1 = Ak∪τ
k+1(j) and Nk+1 = Nk−τ
k+1(j). If there exists r ∈ Ak+1
such that p˜h′α,hr = 1 for all α ∈ {i, . . . , j − 1} , then p˜h′j ,hr 6= 1 by Assertion(k)
(C3). Therefore p˜h′i···h′j ,hr 6= 1, which contradicts to Assertion(k) (C4). For all
r ∈ Ak+1 , there exists α ∈ {i, . . . , j − 1} such that
p˜h′α,hr 6= 1 (3)
and h′1 · · ·h
′
i−1h
′
i · · ·h
′
j−1 ∈ L(V ) by induction hypotheses of (iv) and Lemma 2.2
(ii).
Set {g1, · · · , gβ, l1, · · · , lη} = {τ
k+1(j + 1), . . . , τk+1(m − 1)} ⊆ Ak with
g1 < · · · < gβ, l1 < · · · < lη such that p˜h′j ,hgλ 6= 1 and p˜h′j ,hlξ = 1 for all
λ ∈ {1, . . . , β} , all ξ ∈ {1, . . . , η} . Then h′1 · · ·h
′
j−1h
′
l1
· · ·h′lr ∈ L(V ) for all
r ∈ {1, . . . , η} and h′jh
′
g1
· · ·h′gt ∈ L(V ) for all t ∈ {1, . . . , β} by induction hy-
potheses of (iv). If p˜h′j ,h′m 6= 1, then p˜h′1···h′j−1h′l1 ···h
′
lη
,h′m
6= 1 and p˜h′jh′g1 ···h
′
gβ
,h′m
6= 1
by Assertion(k) C2 and C4 . Then h
′
1 · · ·h
′
j−1h
′
l1
· · ·h′lηh
′
jh
′
g1
· · · h′gβh
′
m ∈ L(V )
by Lemma 2.1, h1 · · ·hm ∼ h
′
1 · · ·h
′
m ∼ h
′
1 · · ·h
′
j−1h
′
l1
· · ·h′lηh
′
jh
′
g1
· · ·h′gβh
′
m . It is a
contradiction. Thus p˜h′j ,h′m = 1 and h
′
1 · · ·h
′
j−1h
′
l1
· · ·h′lηh
′
m ∈ L(V ) by induction
hypotheses of (ii) . If β ≥ 1, then p˜h′jh′g1 ···h
′
gβ−1
,h′gβ
6= 1 and p˜h′1···h′j−1h′l1 ···h
′
lη
h′m,h
′
gβ
6= 1 by Assertion(k) (C2). h
′
1 · · ·h
′
j−1h
′
l1
· · ·h′lηh
′
mh
′
jh
′
g1
· · ·h′gβ−1h
′
gβ
∈ L(V )
by Lemma 2.1. h1h2 · · ·hm ∼ h
′
1 · · ·h
′
j−1h
′
l1
· · ·h′lηh
′
mh
′
jh
′
g1
· · ·h′gβ−1h
′
gβ
. It is
a contradiction. Then β = 0. η = m − j − 1, i.e. p˜h′j ,h′r = 1 for all
r ∈ {j+1, . . . , m} . So p˜h′i···h′j−1,h′r = 1 for all r ∈ {j+1, . . . , m} by Assertion(k)
(C4). Assume that there exists θ ∈ {1, . . . , i − 1} such that p˜h′
θ
,h′j
6= 1. If
p˜h′j ,h′1···h′θ−1h′θ+1···h′i−1h′i···h′j−1h′j+1···h′m = 1, then p˜h′j ,h′1···h′j−1h′j+1···h′m 6= 1, h
′
1 · · · h
′
j−1
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h′j+1 · · · h
′
m ∈ L(V ) by induction hypotheses of (iv) and (3). h
′
1 · · ·h
′
j−1 h
′
j+1 · · ·
h′m h
′
j ∈ L(V ) by [WZZ15a, Lemma 4.12]. h1h2 · · ·hm ∼ h
′
1 · · ·h
′
j−1h
′
j+1 · · ·h
′
mh
′
j .
It is a contradiction. If p˜h′j ,h′1···h′θ−1h′θ+1···h′i−1h′i···h′j−1h′j+1···h′m 6= 1, h
′
1 · · · h
′
θ−1 h
′
θ+1
· · · h′i−1 h
′
i · · · h
′
j−1 h
′
j+1 · · · h
′
m ∈ L(V ) by induction hypotheses (iv) and
(3). Then h′θh
′
1 · · ·h
′
θ−1h
′
θ+1 · · ·h
′
i−1h
′
i · · · h
′
j−1h
′
j+1 · · · h
′
mh
′
j ∈ L(V ) by Lemma
2.1. h1h2 · · ·hm ∼ h
′
θh
′
1 · · ·h
′
θ−1h
′
θ+1 · · ·h
′
i−1h
′
i · · ·h
′
j−1h
′
j+1 · · ·h
′
mh
′
j . It is a con-
tradiction. Then p˜h′
θ
,h′j
= 1 for all θ ∈ {1, . . . , i − 1} , which implies that (C2)
holds.
(C3) and (C4) follows from (C2).
(2◦ ) Ak+1 = Ak∪τ
k+1(i) and Nk+1 = Nk−τ
k+1(i). If there exists r ∈ Ak+1
such that p˜h′α,hr = 1 for all α ∈ {i + 1, . . . , j} , then p˜h′i,hr 6= 1 by Assertion(k)
and p˜h′
i
···h′
j
,hr 6= 1, which contradicts to Assertion(k). Thus for all r ∈ Ak+1 ,
there exists α ∈ {i+ 1, . . . , j} such that
p˜h′α,hr 6= 1 (4)
and h′i+1 · · ·h
′
jh
′
j+1 · · ·h
′
m ∈ L(V ) by induction hypotheses of (iv).
Set {g1, · · · , gβ, l1, · · · , lη} = {τ
k+1(2), . . . , τk+1(i − 1)} with g1 < · · · <
gβ, l1 < · · · < lη such that p˜h′i,hgλ 6= 1 and p˜h′i,hlξ = 1 for all λ ∈ {1, . . . , β} ,
all ξ ∈ {1, . . . , η} . Then h′l1 · · ·h
′
lr
h′i+1 · · ·h
′
m ∈ L(V ) for all r ∈ {1, . . . , η} and
h′g1 · · ·h
′
gt
h′i ∈ L(V ) for all t ∈ {1, . . . , β} by induction hypotheses of (iv). If
p˜h′i,h′1 6= 1, then p˜h′l1 ···h
′
lη
h′i+1···h
′
m,h
′
1
6= 1 and p˜h′g1 ···h′gβh
′
i,h
′
1
6= 1 by Assertion(k)
(C4). Then h
′
1h
′
g1
· · ·h′gβh
′
ih
′
l1
· · ·h′lηh
′
i+1 · · ·h
′
m ∈ L(V ) by Lemma 2.1, h1 · · ·hm ∼
h′1 · · ·h
′
m ∼ h
′
1h
′
g1
· · ·h′gβh
′
ih
′
l1
· · ·h′lηh
′
i+1 · · ·h
′
m . It is a contradiction. Thus p˜h′i,h′1 =
1. h′1h
′
l1
· · ·h′lηh
′
i+1 · · ·h
′
m ∈ L(V ) by induction hypotheses of (iv). If β ≥ 1,
then p˜h′g2 ···h
′
gβ
h′i,h
′
g1
6= 1 and p˜h′1h′l1 ···h
′
lη
h′i+1···h
′
m,h
′
g1
6= 1 by Assertion(k) (C3).
then h′g1h
′
g2
· · ·h′gβh
′
ih
′
1h
′
l1
· · ·h′lηh
′
i+1 · · ·h
′
m ∈ L(V ) by Lemma 2.1. h1h2 · · ·hm ∼
h′g1h
′
g2
· · · h′gβh
′
ih
′
1h
′
l1
· · ·h′lηh
′
i+1 · · ·h
′
m , which is a contradiction. Then β = 0.
η = i − 2, i.e. p˜h′i,h′r = 1 for all r ∈ {1, . . . , i − 1} . So p˜h′i+1···h′j ,h′r = 1
for all r ∈ {1, . . . , i − 1} by Assertion(k) (C4). Assume that there exists
θ ∈ {j + 1, . . . , m} such that p˜h′
θ
,h′i
6= 1. If p˜h′i,h′1···h′i−1h′i+1···h′jh′j+1···h′θ−1h′θ+1···h′m =
1, then p˜h′i,h′1···h′i−1h′i+1···h′m 6= 1 and h
′
1 · · ·h
′
i−1h
′
i+1 · · ·h
′
m ∈ L(V ) by induction
hypotheses (iv) and (4). h′ih
′
1 · · ·h
′
i−1h
′
i+1 · · ·h
′
m ∈ L(V ) by [WZZ15a, Lemma
4.12]. h1h2 · · ·hm ∼ h
′
ih
′
1 · · ·h
′
i−1h
′
i+1 · · ·h
′
m , which is a contradiction.
If p˜h′i,h′1···h′i−1h′i+1···h′jh′j+1···h′θ−1h′θ+1···h′m 6= 1, then h
′
1 · · ·h
′
i−1h
′
i+1 · · ·h
′
jh
′
j+1 · · ·h
′
θ−1h
′
θ+1
· · · h′m ∈ L(V ) by induction hypotheses of (iv) and (4). h
′
ih
′
1 · · ·h
′
i−1h
′
i+1 · · ·
h′jh
′
j+1 · · · h
′
θ−1h
′
θ+1 · · · h
′
mh
′
θ ∈ L(V ) by Lemma 2.1. h1h2 · · ·hm ∼ h
′
ih
′
1
· · · h′i−1 h
′
i+1 · · · h
′
jh
′
j+1 · · ·h
′
θ−1h
′
θ+1 · · · h
′
mh
′
θ , which is a contradiction. Then
p˜h′
θ
,h′i
= 1 for all θ ∈ {j + 1, . . . , m} , which implies (C2).
(C3) and (C4) follows from (C2).
Step 3. In Assertion(m− 2), It is a contradiction by (C3) and (C4).
(iii) By Lemma 2.2, u is connected. which implies that there exist two
connected monomials v and w such that u ∼ vw . By inductive assumption, v
and w belong to L(V ). Consequently, (iii) holds by (i).
(iv) By Lemma 2.3, u ∼ vw such that v and w are connected, as well as,
v♦w. By inductive assumption, v, w ∈ L(V ). It follows from (i) and (ii). 
Wu, Wang, Zhang and Zhang 9
Corollary 2.5. If h1h2 · · ·hm 6= 0 and ph1,h1 6= 1 when µ(h1h2 · · ·hm) = h1 ,
then h1h2 · · ·hm ∈ L(V ) if and only if µ(h1h2 · · ·hm) is connected.
Proof. It follows from Lemma 2.2 and Theorem 2.4 (iv). 
3. A basis of L(V )
Lemma 3.1. Assume that V is a braided vector space of diagonal type. If u 6= 0
are homogeneous elements in B(V ) and pi,i 6= 1 when µ(u) = xi , i ∈ {1, . . . , n},
then µ(u) is connected (i.e. every monomial of u is connected ) if and only if
u ∈ L(V ).
Proof. The necessity follows from Corollary 2.5. We now prove the sufficiency.
If u is not connected and u =
r∑
i=1
kiσi(ui) with ki ∈ F
∗ , where ui is a non-zero
disconnected monomial and σi is a method of bracket on letters of ui for 1 ≤ i ≤ r .
By Lemma 2.2, σi(ui) = 0 for 1 ≤ i ≤ r and u = 0, which is a contradiction. 
Lemma 3.2. If [u] ∈ D , then u is connected and u 6= 0.
Proof. By [Kh99, Cor. 1], u 6= 0. Obviously [u] 6= 0 and [u] ∈ L(V ). Considering
Lemma 3.1 we complete the proof. 
Theorem 3.3. If B(V ) is Nichols algebra of diagonal type with dimV ≥ 2 and
pi,i 6= 1 for 1 ≤ i ≤ n, then the set {[u1]
k1[u2]
k2 · · · [us]
ks | [ui] ∈ D, | D |= s; 0 ≤
ki < hui; 1 ≤ i ≤ s; us < us−1 < · · · < u1, µ([u1]
k1 [u2]
k2 · · · [us]
ks) is connect ,
s∑
i=1
ki >
0} is a basis of L(V ).
Proof. It follows from [He05, Th. 1.4.6], and Corollary 2.5 and Lemma 3.1. 
4. Dimension of L(V )
In this section we give the basis for L(V ) of arithmetic root systems and obtain
the dimensions of L(V ) of finite Cartan type.
Let Vi1,··· ,ir denote the braided vector subspace generated by {xi1 , xi2 , · · · , xir}
of V ; Di1,··· ,ir denote {[u] | [u] is a hard super-letter of B(Vi1,i2,··· ,ir)} ;
Li1,··· ,ir := {[u1]
k1[u2]
k2 · · · [us]
ks | [uj] ∈ Di1,··· ,ir ; 0 ≤ kj < ord(puj ,uj); 1 ≤ j ≤ s;
| Di1,··· ,ir |= s; us < us−1 < · · · < u1, µ([u1]
k1[u2]
k2 · · · [us]
ks) is connected ,
s∑
j=1
kj >
0} .
Bi1,··· ,ir := {[u1]
k1 [u2]
k2 · · · [us]
ks | [uj] ∈ Di1,··· ,ir ; 0 ≤ kj < ord(puj ,uj); 1 ≤ j ≤ s;
| Di1,··· ,ir |= s,
s∑
j=1
kj > 0} ; Let Vs;t denote Vs,s+1,··· ,t in short; similarly we have
Bs;t and Ls;t . Let Bi;j := ∅ and Li;j := ∅ when i > j.
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Lemma 4.1. Assumed that B(V ) is connected Nichols algebra of diagonal type
with dimV > 2 and ∆(B(V )) is an arithmetic root system. The following hold.
(i) (n ≥ 1) If pure generalized Dynkin graph is
• • • • • •· · · · · · · · · · · ·
1 2 3 n-2 n-1 n
,
then
L1;n = B1;n − ∪
n−2
i=1 L1;iBi+2;n (5)
= B1;n − ∪
n−2
i=2 (L1;i − L1;i−1)Bi+2;n − L1;1B3;n (6)
= B1;n − ∪
n−3
i=1 L1;i(Bi+2;n − Bi+3;n)− L1;n−2Bn;n. (7)
| L1;n | = | B1;n | −
n−2∑
i=1
| L1;i | (| Bi+2;n | − | Bi+3;n |). (8)
=
int(n−1
2
)∑
j=0
(−1)juj, (9)
where u0 =| B1;n | and uj =
n−2∑
n1=1
n1−2∑
n2=1
· · ·
nj−1−2∑
nj=1
| B1;nj | (| Bnj+2;nj−1 | − |
Bnj+3;nj−1 |) · · · (| Bn2+2;n1 | − | Bn2+3;n1 |)(| Bn1+2;n | − | Bn1+3;n |) for j > 0.
(ii) (n ≥ 4) If pure generalized Dynkin graph is
• • • •
•
•
· · · · · · · · · · · · ✏
✏✏
✏
PP
PP
1 2 n - 3 n - 2
n - 1
n
then
L1;n = B1;n −Bn−1;n−1Bn;n − ∪
n−3
i=1 L1;iBi+2;n (10)
= B1;n − ∪
n−3
i=2 (L1;i − L1;i−1)Bi+2;n − L1;1B3;n − Bn−1;n−1Bn;n (11)
= B1;n − L1;n−3Bn−1;n −Bn−1;n−1Bn;n − ∪
n−3
i=1 L1;i(Bi+2;n − Bi+3;n).(12)
| L1;n | = | B1;n | − | Bn−1;n−1 || Bn;n | − | L1;n−3 || Bn−1;n |
−
n−3∑
i=1
| L1;i | (| Bi+2;n | − | Bi+3;n |). (13)
where | L1;i | is obtained by the formula (9) when 1 ≤ i ≤ n− 3.
(iii) (n ≥ 6) If pure generalized Dynkin graph is
• • • • • •· · · · · · · · · · · ·
1 2 3 n-3 n-1 n
n-2•
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then
L1;n = B1;n − ∪
n−4
i=1 L1;iBi+2;n − L1;n−2Bn;n − Bn−2;n−2(Bn−1;n −Bn;n) (14)
= B1;n − ∪
n−4
i=2 (L1;i − L1;i−1)Bi+2;n − L1;1B3;n
−(L1;n−2 − L1;n−4)Bn;n − Bn−2;n−2(Bn−1;n −Bn;n). (15)
| L1;n | = | B1;n | −
n−4∑
i=2
(| L1;i | − | L1;i−1 |) | Bi+2;n | − | L1;1 || B3;n |
−(| L1;n−2 | − | L1;n−4 |) | Bn;n | − | Bn−2;n−2 | (| Bn−1;n | − | Bn;n |).(16)
where | L1;i | is obtained by the formula (9) when 1 ≤ i ≤ n− 2.
(iv) (n ≥ 4) If pure generalized Dynkin graph is
• • • •
•
•
· · · · · · · · · · · ·
❍❍
❍✟
✟✟
1 2 3 n-2 n
n-1
then
L1;n = B1;n − L1;1B3;n − (L1;2 − L1;1)B4;n · · · − (L1;n−3 − L1;n−4)Bn−1;n (17)
= B1;n − ∪
n−3
i=2 (L1;i − L1;i−1)Bi+2;n − L1;1B3;n. (18)
| L1;n | = | B1;n | −
n−3∑
i=2
(| L1;i | − | L1;i−1 |) | Bi+2;n | − | L1;1 || B3;n | . (19)
where | L1;i | is obtained by the formula (9) when 1 ≤ i ≤ n− 2.
(v) (n ≥ 5) If pure generalized Dynkin graph is
• • • • • •
•
· · · · · · · · · · · · ❅
❅
 
 
1 2 3 n-3 n-1 n
n-2
then
L1;n = B1;n − L1;1B3;n − (L1;2 − L1;1)B4;n · · · − (L1;n−5 − L1;n−6)Bn−3;n
−(L1;n−4 − L1;n−5)Bn−2;n − (L1;n−2 − L1;n−4)Bn;n (20)
= B1;n − ∪
n−4
i=2 (L1;i − L1;i−1)Bi+2;n − L1;1B3;n − (L1;n−2 − L1;n−4)Bn;n.(21)
| L1;n | = | B1;n | −
n−4∑
i=2
(| L1;i | − | L1;i−1 |) | Bi+2;n | − | L1;1 || B3;n |
−(| L1;n−2 | − | L1;n−4 |) | Bn;n | . (22)
where | L1;i | is obtained by the formula (9) when 1 ≤ i ≤ n− 2.
(vi) If pure generalized Dynkin graph is
• •
•
❅
❅
 
 
1 3
2
then L1;3 = B1;3 .
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Proof. (i) We only determine which element in B1;n is connected. It is clear
that the left hand of (5) ⊆ the right hand of (5). If u ∈ B1;n − L1;n , let
iu := min{j | xj /∈ µ(u) and there exists xi ∈ µ(u) such that 1 ≤ i < j ≤ n} .
By Lemma 3.2, there exist v ∈ L1;iu−1 and w ∈ Biu+1;n such that u = vw .
Consequently, the right hand of (5) ⊆ the left hand of (5). therefore (5) holds.
| L1;n | = | B1;n | −
n−2∑
n1=1
| L1;n1 | (| Bn1+2;n | − | Bn1+3;n |)
= | B1;n |
−
n−2∑
n1=1
(
| B1;n1 | −
n1−2∑
n2=1
| L1;n2 | (| Bn2+2;n1 | − | Bn2+3;n1 |)
)
× (| Bn1+2;n | − | Bn1+3;n |)
· · ·
=
int(n−1
2
)∑
j=0
(−1)juj.
Similarly, we can show (ii)-(vi). 
Theorem 4.2. The bases for the Nichols braided Lie algebras of arithmetic root
systems are given by Lemma 4.1.
Proof. We can check that all pure generalized Dynkin diagrams in [He05, Table
A.1, A.2], [He06a, Table B, C] are in Lemma 4.1. 
By [Hu78], | D(An) |= C
2
n+1, | D(Bn) |= n
2 =| D(Cn) |, | D(Dn) |=
n2 − n, | D(E6) |= 36, | D(E7) |= 63, | D(E8) |= 120, | D(F4) |= 24,
| D(G2) |= 6. By Lemma 4.1 and [WZZ15a, Lemma 6.4], we have the following
results.
Theorem 4.3. Let ord(q) := N .
(i) For An , n ≥ 1, • • • • •· · · · · · · · · · · ·
1 2 3 n-1 n
q q q q qq−1 q−1 q−1
, q ∈ F ∗/{1}.
then dimL(V ) =
int(n−1
2
)∑
j=0
(−1)juj , where u0 =| B1;n | and uj =
n−2∑
n1=1
n1−2∑
n2=1
· · ·
nj−1−2∑
nj=1
|
B1;nj | (| Bnj+2;nj−1 | − | Bnj+3;nj−1 |) · · · (| Bn2+2;n1 | − | Bn2+3;n1 |)(| Bn1+2;n | − |
Bn1+3;n |) for j > 0 and | Bi;k |= N
C2
k−i+2 − 1 for 1 ≤ i ≤ k ≤ n. Furthermore,
dimL(V ) =| L1;n |= N
C2n+1 − 1 +
int(n−1
2
)∑
j=1
(−1)j
n−2∑
n1=1
n1−2∑
n2=1
· · ·
nj−1−2∑
nj=1
(N
C2nj+1 − 1)
(N
C2nj−1−nj −N
C2nj−1−nj−1) · · · (NC
2
n1−n2 −NC
2
n1−n2−1)(NC
2
n−n1 −NC
2
n−n1−1).(23)
(ii) For Bn , n ≥ 2, • • • • • •· · · · · · · · · · · ·
1 2 3 n-2 n-1 n
q2 q2 q2 q2 q2 qq−2 q−2 q−2 q−2 , q ∈ F ∗/{1,−1}.
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then dimL(V ) =
int(n−1
2
)∑
j=0
(−1)juj , where u0 =| B1;n | and uj =
n−2∑
n1=1
n1−2∑
n2=1
· · ·
nj−1−2∑
nj=1
|
B1;nj | (| Bnj+2;nj−1 | − | Bnj+3;nj−1 |) · · · (| Bn2+2;n1 | − | Bn2+3;n1 |)(| Bn1+2;n | − |
Bn1+3;n |) for j > 0; | Bi;n |= N
(n−i+1)2−1 for 1 ≤ i < n and | Bi;k |= N
C2
k−i+2−1
for 1 ≤ i ≤ k < n, when N is odd; | Bi;n |= (
N
2
)(n−i+1)
2−n+i−1Nn−i+1 − 1 for
1 ≤ i < n and | Bi;k |= (
N
2
)C
2
k−i+2 − 1 for 1 ≤ i ≤ k < n, when N is even.
Furthermore,
dimL(V ) =| L1;n |= N
n2 − 1 +
int(n−1
2
)∑
j=1
(−1)j
n−2∑
n1=1
n1−2∑
n2=1
· · ·
nj−1−2∑
nj=1
(N
C2nj+1 − 1)
(N
C2nj−1−nj −N
C2nj−1−nj−1) · · · (NC
2
n1−n2 −NC
2
n1−n2−1)
(N (n−n1−1)
2−n+n1+1 −N (n−n1−2)
2−n+n1+2), (24)
when N is odd;
dimL(V ) =| L1;n |= (
N
2
)n
2−nNn − 1 (25)
+
int(n−1
2
)∑
j=1
(−1)j
n−2∑
n1=1
n1−2∑
n2=1
· · ·
nj−1−2∑
nj=1
((
N
2
)
C2nj+1 − 1)
((
N
2
)
C2nj−1−nj − (
N
2
)
C2nj−1−nj−1) · · · ((
N
2
)C
2
n1−n2 − (
N
2
)C
2
n1−n2−1)
((
N
2
)(n−n1−1)
2−n+n1+1Nn−n1−1 − (
N
2
)(n−n1−2)
2−n+n1+2Nn−n1−2), (26)
when N is even.
(iii) For Cn , n > 2, • • • • • •· · · · · · · · · · · ·
1 2 3 n-2 n-1 n
q q q q q q2q−1 q−1 q−1 q−2 , q ∈ F ∗/{1,−1}.
then dimL(V ) =
int(n−1
2
)∑
j=0
(−1)juj , where u0 =| B1;n | and uj =
n−2∑
n1=1
n1−2∑
n2=1
· · ·
nj−1−2∑
nj=1
|
B1;nj | (| Bnj+2;nj−1 | − | Bnj+3;nj−1 |) · · · (| Bn2+2;n1 | − | Bn2+3;n1 |)(| Bn1+2;n | − |
Bn1+3;n |) for j > 0; | Bi;n |= N
(n−i+1)2−1 for 1 ≤ i < n and | Bi;k |= N
C2
k−i+2−1
for 1 ≤ i ≤ k < n, when N is odd; | Bi;n |= N
(n−i+1)2−n+i−1(N
2
)n−i+1 − 1 for
1 ≤ i < n and | Bi;k |= N
C2
k−i+2 − 1 for 1 ≤ i ≤ k < n, when N is even.
Furthermore,
dimL(V ) =| L1;n |= N
n2 − 1 +
int(n−1
2
)∑
j=1
(−1)j
n−2∑
n1=1
n1−2∑
n2=1
· · ·
nj−1−2∑
nj=1
(N
C2nj+1 − 1)
(N
C2nj−1−nj −N
C2nj−1−nj−1) · · · (NC
2
n1−n2 −NC
2
n1−n2−1)
(N (n−n1−1)
2−n+n1+1 −N (n−n1−2)
2−n+n1+2), (27)
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when N is odd;
dimL(V ) =| L1;n |= (
N
2
)nNn
2−n − 1 (28)
+
int(n−1
2
)∑
j=1
(−1)j
n−2∑
n1=1
n1−2∑
n2=1
· · ·
nj−1−2∑
nj=1
(N
C2nj+1 − 1)
(N
C2nj−1−nj −N
C2nj−1−nj−1) · · · (NC
2
n1−n2 −NC
2
n1−n2−1)
(N (n−n1−1)
2−n+n1+1(
N
2
)n−n1−1 −N (n−n1−2)
2−n+n1+2(
N
2
)n−n1−2), (29)
when N is even.
(iv) For Dn , n > 3, • • • •
•
•
· · · · · · · · · · · · ✟
✟✟
❍❍
❍
1 2 n - 3 n - 2
n - 1
n
q q q q
q
q
q−1 q−1
q−1
q−1
, q ∈ F ∗/{1}.
then dimL(V ) =| B1;n | − | Bn−1;n−1 || Bn;n | −
n−3∑
i=1
| L1;i | (| Bi+2;n | − | Bi+3;n |
)− | L1;n−3 || Bn−1;n |, where | Bk;n |= N
(n−k+1)2−n+k−1 − 1 for n − k + 1 > 2,
| Bn−1;n |= N
3−1, | Bn;n |=| Bn−1;n−1 |= N−1; | L1;t | is obtained by the formula
(23) when 1 ≤ t ≤ n− 3. Furthermore,
dimL(V ) =| L1;n |= N
n2−n − 1− (N − 1)2 −
n−3∑
i=1
{
NC
2
i+1 − 1
+
int( i−1
2
)∑
j=1
(−1)j
n−2∑
n1=1
n1−2∑
n2=1
· · ·
nj−1−2∑
nj=1
(N
C2nj+1 − 1)(N
C2nj−1−nj −N
C2nj−1−nj−1)
· · · (NC
2
n1−n2 −NC
2
n1−n2−1)(NC
2
i−n1 −NC
2
i−n1−1)
}
(N (n−i−1)
2−n+i+1 −N (n−i−2)
2−n+i+2)
−
NC2n−2 − 1 +
int(n−4
2
)∑
j=1
(−1)j
n−5∑
n1=1
n1−2∑
n2=1
· · ·
nj−1−2∑
nj=1
(N
C2nj+1 − 1)
(N
C2nj−1−nj −N
C2nj−1−nj−1) · · · (NC
2
n1−n2 −NC
2
n1−n2−1)
(NC
2
n−3−n1 −NC
2
n−4−n1 )
}
(N2 − 1). (30)
(v) For E6 , • •
•
• • •
1 2 3
4
5 6
q q
q
q q qq
−1 q−1
q−1
q−1 q−1
, q ∈ F ∗/{1}.
then
dimL(V ) = | B1;6 | −
6−4∑
i=2
(| L1;i | − | L1;i−1 |) | Bi+2;6 | − | L1;1 || B3;6 |
−(| L1;6−2 | − | L1;6−4 |) | B6;6 | − | B6−2;6−2 | (| B6−1;6 | − | B6;6 |)
= N36 − 1− (| L1;2 | − | L1;1 |)(NN
3 − 1)− (N − 1)(NC
2
5 − 1)
− (| L1;4 | − | L1;2 |)(N − 1)− (N − 1)(N
3 −N),
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where | L1;t | is obtained by the formula (23) when 1 ≤ t ≤ 4.
(vi) For E7 , • • •
•
• • •
1 2 3 4
5
6 7
q q q
q
q q qq
−1 q−1 q−1
q−1
q−1 q−1 , q ∈ F ∗/{1}.
then
dimL(V ) = | B1;7 | −
7−4∑
i=2
(| L1;i | − | L1;i−1 |) | Bi+2;7 | − | L1;1 || B3;7 |
−(| L1;7−2 | − | L1;7−4 |) | B7;7 | − | B7−2;7−2 | (| B7−1;7 | − | B7;7 |)
= | B1;7 | −(| L1;2 | − | L1;1 |) | B3;7 | −(| L1;3 | − | L1;2 |) | B5;7 |
− | L1;1 || B3;7 | −(| L1;7−2 | − | L1;7−4 |) | B7;7 |
− | B7−2;7−2 | (| B7−1;7 | − | B7;7 |)
= N63 − 1− (| L1;2 | − | L1;1 |)(N
10 − 1)− (| L1;3 | − | L1;2 |)(NN
3 − 1)
−(N − 1)(N20 − 1)− (| L1;5 | − | L1;3 |)(N − 1)− (N − 1)(N
3 −N),
where | L1;t | is obtained by the formula (23) when 1 ≤ t ≤ 5.
(vii) For E8 , • • • •
•
• • •
1 2 3 4 5
6
7 8
q q q q
q
q q qq
−1 q−1 q−1 q−1
q−1
q−1 q−1 , q ∈ F ∗/{1}.
then
dimL(V ) = | B1;8 | −
8−4∑
i=2
(| L1;i | − | L1;i−1 |) | Bi+2;8 | − | L1;1 || B3;8 |
−(| L1;8−2 | − | L1;8−4 |) | B8;8 | − | B8−2;8−2 | (| B8−1;8 | − | B8;8 |)
= | B1;8 | −(| L1;2 | − | L1;1 |) | B4;8 | −(| L1;3 | − | L1;2 |) | B5;8 |
−(| L1;4 | − | L1;3 |) | B6;8 | − | L1;1 || B3;8 |
−(| L1;6 | − | L1;4 |) | B8;8 | − | B6;6 | (| B7;8 | − | B8;8 |)
= N120 − 1− (| L1;2 | − | L1;1 |)(N
20 − 1)
−(| L1;3 | − | L1;2 |)(N
C25 − 1)
−(| L1;4 | − | L1;3 |)(NN
3 − 1)− (N − 1)(N36 − 1)
−(| L1;6 | − | L1;4 |)(N − 1)− (N − 1)(N
3 −N),
where | L1;t | is obtained by the formula (23) when 1 ≤ t ≤ 6.
(viii) For F4 . • • • •
1 2 3 4
q2 q2 q qq−2 q−2 q−1 , q ∈ F ∗/{1,−1}.
then dimL(V ) =
1∑
j=0
(−1)juj , where u0 =| B1;4 | and u1 =
2∑
n1=1
(| B1;n1 |)(|
Bn1+2;4 | − | Bn1+3;4 |); | B1;4 |= N
24 − 1, | B1;1 |= N − 1, | B1;2 |= N
C23 − 1 =
N3 − 1, | B3;4 |= N
C23 − 1 = N3 − 1 and | B4;4 |= N − 1 when N is odd;
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| B1;4 |= N
12(N
2
)12 − 1, | B1;1 |=
N
2
− 1, | B1;2 |= (
N
2
)C
2
3 − 1 = (N
2
)3 − 1,
| B3;4 |= N
C23 − 1 = N3 − 1 and | B4;4 |= N − 1 when N is even. Furthermore
dimL(V ) = N24 − 1− (N − 1)(N3 −N)− (N3 − 1)(N − 1), (31)
when N is odd;
dimL(V ) = (
N
2
)12N12 − 1− (
N
2
− 1)(N3 −N)− ((
N
2
)3 − 1)(N − 1), (32)
when N is even.
(ix) For G2 , • •
1 2
q q3q−3 , q ∈ F ∗/{1,−1}, q3 6= 1.
then dimL(V ) = N6−1 when 3 ∤ N ; dimL(V ) = (N
3
)3N3−1 when 3 | N .
5. Non-zero monomials in Nichols algebras
Let (s)q := 1 + q + q
2 + · · ·+ qs−1 and (s)q! := (1)q(2)q · · · (s)q.
Lemma 5.1. Assume that hi ∈ {x1, · · · , xn} for 1 ≤ i ≤ m and uj is 1 or a
monomial with xk /∈ µ(uj) for 1 ≤ j ≤ l + 1. Let q := p
−1
xk,xk
for convenience.
(i)
< yk, u1xku2xk · · ·ulxkul+1 >
=
l∑
j=1
qj−1p−1k,u1u2···uju1xku2xk · · ·xk(ujuj+1)xk · · ·xkul+1. (33)
(ii)
< ylk, u1xku2xk · · ·ulxkul+1 > = (l)q!p
−1
k,u1
p−1k,u1u2 · · · p
−1
k,u1u2···ul
u1u2 · · ·ul+1.(34)
(iii) If ord(phi,hi) >| deghi(h1 · · ·hm) | or phi,hi = 1 for all i ∈ {1, . . . , m},
then h1 · · ·hm 6= 0.
Proof. (i) It can be obtained by induction on l.
(ii) We show this by induction on l . If l = 1, < yk, u1xku2 >= p
−1
k,u1
u1u2 .
Assume l > 1. See that
< ylk, u1xku2xk · · ·ulxkul+1 >
= < yl−1k , < yk, u1xku2xk · · ·ulxkul+1 >>
= < yl−1k ,
l∑
j=1
qj−1p−1k,u1u2···uju1xku2xk · · ·xk(ujuj+1)xk · · ·xkul+1 >
=
l∑
j=1
qj−1p−1k,u1u2···uj < y
l−1
k , u1xku2xk · · ·xk(ujuj+1)xk · · ·xkul+1 >
= (l)q!p
−1
k,u1
p−1k,u1u2 · · · p
−1
k,u1u2···ul
u1u2 · · ·ul+1.
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(iii) We show this by induction on t :=| µ(h1h2 · · ·hm) | . If t = 1, we
obtain h1 · · ·hm 6= 0 by [He05, Lemma 1.3.3 (i)]. Assume t > 1 and h1h2 · · ·hm =
u1xku2xk · · ·ulxkul+1 with | µ(u1u2 · · ·ul+1) | = t − 1. Thus u1u2 · · ·ul+1 6= 0 by
induction hypotheses, (1+ p−1kk )(1+ p
−1
kk + p
−2
kk ) · · · (1+ p
−1
kk + · · ·+ p
−l+1
kk ) 6= 0 since
ord(pxk,xk) >| degxk(h1 · · ·hm) |= l or phi,hi = 1. Hence u1xku2xk · · ·ulxkul+1 6= 0,
completing the proof. 
Corollary 5.2. If u and v are monomials in B(V ), µ(u)∩µ(v) = ∅, pijpji = 1
for any xi ∈ µ(u), xj ∈ µ(v), then the following conditions are equivalent: (i)
u 6= 0, v 6= 0. (ii) uv 6= 0. (iii) uv /∈ L(V ).
Proof. We know (ii) ⇐⇒ (iii) by Lemma 2.2. (ii)=⇒ (i) is clear. (ii) ⇐= (i):
Assume | u |= k , then ∃yi1 , . . . , yik ∈ d(u) such that < yi1 · · · yik , u >∈ F
∗ and
< yi1 · · · yik , uv > =< yi1 · · · yik , u > v 6= 0. 
Lemma 5.3. If u and v are two homogeneous elements with µ(u) ∩ µ(v) = ∅,
then uv = 0 implies u = 0 or v = 0.
Proof. Without the lose of generality, there exists i0 such that µ(v) ⊆ {1, 2, · · · i0}
and µ(u) ⊆ {i0 + 1, i0 + 2, · · ·n} . Assume u 6= 0 and v 6= 0 with u =
s∑
i=1
kiui
and v =
t∑
j=1
k′ivi , where ki 6= 0, k
′
j 6= 0, ui ∈ B1,i0 , vj ∈ Bi0+1,n for 1 ≤ i ≤ i0,
1 + i0 ≤ j ≤ n. Consequently, uv =
s∑
i=1
t∑
j=1
kik
′
juivj 6= 0 with uivj ∈ B1,n and
kikj 6= 0 for 1 ≤ i ≤ s, 1 ≤ j ≤ t. 
6. Bases of Nichols Lie algebras L−(V )
In this section we give the sufficient and necessary conditions for B(V ) = F ⊕
L
−(V ) and L−(V ) = L(V ). We also obtain an explicit basis for L−(V ) over the
quantum linear space V with dim V = 2.
6.1. Conditions for B(V ) = F ⊕ L−(V ).
Lemma 6.1. Assume that ui is a homogeneous element and uiuj = rui,ujujui
with rui,uj ∈ F
∗ for 1 ≤ i, j ≤ k and rui,uj = 1 when ui = uj . Then
[u1, · · · , um]
− = (ru1,u2···um − 1)(ru2,u3···um − 1) · · · (rum−1,um − 1)um · · ·u2u1,
where [u1, · · · , um]
− := [u1, [u2, · · · [um−1, um]
− · · · ]−]− .
Proof. Since [u1, [u2, · · · , um]
−] = 0, we obtain u1[u2, · · · , um]
− = ru1,u2···um [u2 · · ·um]
−
u1 . Therefore,
[u1, · · · , um]
− = u1[u2, · · · , um]
− − [u2, · · · , um]
−u1
= (ru1,u2···um − 1)[u2, · · · , um]
−u1
= (ru1,u2···um − 1)(ru2,u3···um − 1) · · · (rum−1,um − 1)umum−1 · · ·u1. 
18 Wu, Wang, Zhang and Zhang
Lemma 6.2. Let (L, [ ]−) be a Lie algebra and u1, u2, · · · , um ∈ L. If σ is a
method of adding bracket [ ]− on u1, u2, · · · , um , then there exist some τj ∈ Sm ,
ξj = 1 or −1 such that
σ(u1, u2, · · · , um) =
r∑
j=1
ξj[uτj(1), · · · , uτj(m)]
−. (35)
Proof. We show (35) by induction on m. Obviously, (35) holds for m = 2. Assume
m > 2. Let σ(u1, u2, · · · , um) = [σ1(u1, u2, · · · , us), σ2(us+1, us+2, · · · , um)]
− .
Now we show (35) by induction on s. In case s = 1,
σ(u1, u2, · · · , um) = [u1, σ2(u2, u3, · · · , um)]
−
=
r∑
j=1
ξj[u1, [uτj(2) · · ·uτj(m)]
−]−
( by inductive assumption, where τj ∈ S{2,3.··· ,m} for 1 ≤ j ≤ r)
=
r∑
j=1
ξj[uτj(1), uτj(2) · · ·uτj(m)]
−.
Therefore, (35) holds. Assume s > 1 and σ1(u1, u2, · · · , us) = [σ3(u1, u2, · · · , uk),
σ4(uk+1, uk+2, · · · , us)]
− . See
σ(u1, u2, · · · , um)
= [[σ3(u1, u2, · · · , uk), σ4(uk+1, uk+2, · · · , us)]
−, σ2(us+1, us+2, · · · , um)]
−
= [[σ3(u1, u2, · · · , uk), σ2(us+1, us+2, · · · , um)]
−, σ4(uk+1, uk+2, · · · , us)]
−
+[σ3(u1, u2, · · · , uk), [σ4(uk+1, uk+2, · · · , us), σ2(us+1, us+2, · · · , um)]
−]−
=
r1∑
j=1
ξj[[uτj(1), uτj(2) · · ·uτj(k), uτj(s+1), uτj(s+2) · · ·uτj(m)]
−, σ4(uk+1, uk+2, · · · , us)]
−
+
r2∑
j=r1+1
[σ3(u1, u2, · · · , uk), ξj[uτj(k+1), uτj(k+2) · · ·uτj(s), uτj(s+1), uτj(s+2) · · ·uτj(m)]
−]−
( by first inductive assumption, where τj ∈ S{2,3.··· ,k,s+1,s+2,··· ,m} for 1 ≤ j ≤ r1;
τj ∈ S{k+1,k+2.··· ,m} for r1 + 1 ≤ j ≤ r2)
=
r3∑
j=r2+1
ξj[uτj(1), · · · , uτj(m)]
−
( by second inductive assumption, where τj ∈ S{1,2.··· ,m} for r2 + 1 ≤ j ≤ r3).
Therefore, (35) holds. 
Proposition 6.3. If B(V ) is a Nichols algebra of diagonal type, then L(V ) =
L
−(V ) if and only if p2ii = 1, pij = pji = 1 for 1 ≤ i 6= j ≤ n. In this case,
L(V ) = L−(V ) = V .
Proof. The sufficiency. By Corollary 2.5, L(V ) = V . By [WZZ15b], [xi, xj ]
− = 0
for i 6= j and L−(V ) = V .
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The necessity. We show this by following three steps.
(i) p2ii = 1 since x
k
i ∈ L(V ) for k ≤ ord(pii) and x
m
i /∈ L
−(V ) when 0 6= xmi
and m > 1.
(ii) If pijpji = 1 and pij 6= 1 with i 6= j, then [xi, xj]
− 6= 0 and [xi, xj] = 0.
Consequently, [xi, xj ]
− ∈ L−(V )− L(V ), which is a contradiction.
(iii) If pijpji 6= 1 with i < j , then 0 6= [xi, xj] ∈ L(V ) = L
−(V ) and
[xi, xj ] = k[xi, xj ]
− with 0 6= k ∈ F. By Corollary 2.5, xjxi ∈ L(V ), which implies
xjxi = k
′[xi, xj]
− . This is a contradiction since xjxi and [xi, xj ] are linearly
independent. 
Proposition 6.4. Assume that B(V ) is a Nichols algebra of diagonal type.
Then B(V ) = F ⊕ L−(V ) if and only if pii = −1, pijpji = 1 for ∀1 ≤ i 6=
j ≤ n and there exist τ ∈ Sm such that (phτ(1),hτ(2)···hτ(m) − 1)(phτ(2),hτ(3)···hτ(m) −
1) · · · (phτ(m−1),hτ(m) − 1) 6= 0 for ∀ h1 > h2 > · · · > hm with hi ∈ {x1, . . . , xn}, 1 ≤
i ≤ m.
Proof. The necessity. If there exists 1 ≤ i ≤ n such that pii 6= −1, then
0 6= x2i ∈ B(V ) and x
2
i /∈ L
−(V ), which is a contradiction. If there exist i, j
such that pijpji 6= 1 with 1 ≤ i < j ≤ n, then [xi, xj] 6= 0 and [xi, xj]
− 6= 0.
Since B(V ) = F ⊕L−(V ), we have that there exist k, k′ ∈ F ∗ such that [xi, xj ] =
k[xi, xj ]
− , and xjxi = k
′[xi, xj]
− , which contradicts to that [xi, xj ] and xjxi are
linearly independent. Therefore, V is a quantum linear space.
If there exist h1 > h2 > · · · > hm with hi ∈ {x1, . . . , xn}, 1 ≤ i ≤ m,
such that (phτ(1),hτ(2)···hτ(m) − 1)(phτ(2),hτ(3)···hτ(m) − 1) · · · (phτ(m−1),hτ(m) − 1) = 0 for
any τ ∈ Sm . By Lemma 6.1 and Lemma 3.2, σ(hτ(1), hτ(2), · · · , hτ(m)) = 0 for
any τ ∈ Sm and any method σ of adding bracket [ ]
− on hτ(1), hτ(2), · · · , hτ(m) .
Consequently, 0 6= h1h2 · · ·hm /∈ L
−(V ), which is a contradiction.
The sufficiency. Obviously, V is a quantum linear space. For ∀ h1 > h2 >
· · · > hm with hi ∈ {x1, . . . , xn}, 1 ≤ i ≤ m, there exist τ ∈ Sm such that
(phτ(1),hτ(2)···hτ(m) − 1)(phτ(2),hτ(3)···hτ(m) − 1) · · · (phτ(m−1),hτ(m) − 1) 6= 0. By Lemma
6.1, h1h2 · · ·hm ∼ hτ(m)hτ(m−1) · · · hτ(1) ∈ L
−(V ). 
6.2. Relationships between graphs and L−(V ).
Let Γa(V )1 = {1, 2, · · · , n} and Γa(V )2 = {aij | pij 6= 1, i 6= j} . Γa(V ) =
(Γa(V )1,Γa(V )2) is called the augmented Dynkin graph of V .
Proposition 6.5. Assume that hi ∈ {x1, · · · , xn} for 1 ≤ i ≤ m and u =
h1h2 · · ·hm.
(i) If it is disconnected between monomial u and monomial v in Γa(V ) (i.e.
pxi,xj = 1 for any xi ∈ µ(u), xj ∈ µ(v) and i 6= j ), then [u, v]
− = 0.
(ii) If Γa(u) is weakly disconnected in Γa(V ) (i.e. Γa(u) is disconnected in
Γa(V ) or | µ(u) |= 1 ), then σ(h1, h2, · · · , hm) = 0 for any method σ of adding
bracket [ ]− on h1, h2, · · · , hm.
Proof. (i) u and v are commutative (i.e. uv = vu ) since xixj = xjxi for any
xi ∈ µ(u), xj ∈ µ(v).
(ii) We show this by induction on m. [h1, h2]
− = 0 for m = 2. For m > 2,
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σ(h1, h2, · · · , hm)
= [σ1(h1h2 · · ·ht), σ2(ht+1ht+2 · · ·hm)]
− . If both h1h2 · · ·ht and ht+1ht+2 · · ·hm
are connected in Γa(V ), then it is disconnected between h1h2 · · ·ht and ht+1ht+2
· · · hm in Γa(V ). By Part (i), σ(h1, h2, · · · , hm) = 0. If either h1h2 · · ·ht
or ht+1ht+2 · · ·hm is disconnected in Γa(V ), then either σ1(h1h2 · · ·ht) = 0 or
σ2(ht+1ht+2 · · ·hm) = 0 by inductive hypothesis.

6.3. L−(V ) over quantum linear space V with dimV = 2.
Let Rm := {α | α is a primitive m-th root of 1} . For a, b ∈ Z with b 6= 0,
if there exists c ∈ Z such that a = bc, then we say that b is a factor of a and
a is divisible by b, written b | a. Otherwise, we say that a is not divisible by b,
written b ∤ a. For convenience, assume b ∤∞ and ∞ ∤ b.
Lemma 6.6. Assume that ui is a homogeneous element and uiuj = rui,ujujui
with rui,uj ∈ F
∗ for 1 ≤ i, j ≤ k and rui,uj = 1 when ui = uj . Set li := lui and
ri,j := rui,uj for ∀ 1 ≤ j, i ≤ k .
(i)
lmkk l
mk−1
k−1 · · · l
m2
2 [u1]
− = (r2,1 − 1)
m2(r3,1r
m2
3,2 − 1)
m2
· · · (rk,1r
m2
k,2 · · · r
mk−1
k,k−1 − 1)
mku1u
m2
2 · · ·u
mk
k (36)
for ∀ m2, · · · , mk ∈ N, i.e.
lmkk l
mk−1
k−1 · · · l
m2
2 [u1]
− = λm22 λ
m3
3 · · ·λ
mk
k u1u
m2
2 · · ·u
mk
k (37)
where λi := ri,1r
m2
i,2 · · · r
mi−1
i,i−1 − 1, 2 ≤ i ≤ k
(ii) If u1, ui ∈ L
−(V ) and λi 6= 0 for 2 ≤ i ≤ k, then u1u2 · · ·uk ∈ L
−(V ).
(iii) If u2i = u2 and u2i−1 = u1 for 1 ≤ i ≤ int(
k+1
2
), then u1u
m1
2 · · ·u
mk
k ∼
uα22 u
α1
1 ; λk = r
α1
u2,u1
− 1 with α1 = 1 + m1 + m2 + · · · + mk−1 when k is even;
λk = r
α2
u1,u2
− 1 with α2 = m2 +m4 + · · ·+mk−1 when k is odd.
(iv) Assume that u1, u2 ∈ L
−(V ) and uα11 u
α2
2 6= 0. ord(ru2,u1) ∤ α1, or
ord(ru1,u2) ∤ α2, then u
α1
1 u
α2
2 ∈ L
−(V ).
(v) Assume that u1, u2 ∈ {x1, x2, · · · , xn}. If u
α1
1 u
α2
2 6= 0, then u
α1
1 u
α2
2 ∈
L
−(V ) if and only if ord(ru2,u1) ∤ α1, or ord(ru1,u2) ∤ α2.
Proof. (i) we show this by induction on k .
For k = 1, it is similar to [WZZ15b, Lemma 4.1 (iii)].
Assume that k = 2. We show this by induction on m2 . It is clear when
m2 = 1. If m2 > 1, then
lm22 [u1]
− = [u2, l
m2−1
2 [u1]
−]− = (r21 − 1)
m2−1[u2, u1u
m2−1
2 ]
−
= (r21 − 1)
m2−1(r21u1u
m2
2 − u1u
m2
2 ) = (r21 − 1)
m2u1u
m2
2 .
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Now k > 2. We show this by induction on mk . If mk = 1, then
lkl
mk−1
k−1 · · · l
m2
2 [u1]
− = [uk, l
mk−1
k−1 · · · l
m2
2 [u1]
−]−
= (r2,1 − 1)
m2(r3,1r
m2
3,2 − 1)
m3 · · · (rk−1,1r
m2
k−1,2 · · · r
mk−2
k−1,k−2 − 1)
mk−1
[uk, u1u
m2
2 · · ·u
mk−1
k−1 ]
−
= (r2,1 − 1)
m2(r3,1r
m2
3,2 − 1)
m3 · · · (rk−1,1r
m2
k−1,2 · · · r
mk−2
k−1,k−2 − 1)
mk−1
(rk,1r
m2
k,2 · · · r
mk−1
k,k−1 − 1)u1u
m2
2 · · ·u
mk−1
k−1 uk.
If mk > 1, then
lmkk l
mk−1
k−1 · · · l
m2
2 [u1]
− = [uk, l
mk−1
k l
mk−1
k−1 · · · l
m2
2 [u1]
−]−
= (r2,1 − 1)
m2(r3,1r
m2
3,2 − 1)
m3 · · · (rk−1,1r
m2
k−1,2 · · · r
mk−2
k−1,k−2 − 1)
mk−1
(rk,1r
m2
k,2 · · · r
mk−1
k,k−1 − 1)
mk−1[uk, u1u
m2
2 · · ·u
mk−1
k−1 u
mk−1
k ]
−
= (r2,1 − 1)
m2(r3,1r
m2
3,2 − 1)
m3 · · · (rk−1,1r
m2
k−1,2 · · · r
mk−2
k−1,k−2 − 1)
mk−1
(rk,1r
m2
k,2 · · · r
mk−1
k,k−1 − 1)
mku1u
m2
2 · · ·u
mk−1
k−1 u
mk
k
(by induction hypotheses ).
Consequently, (36) holds.
(ii) It follows from (i).
(iii) It follows from (i).
(iv) If ord(ru2,u1) ∤ α1, then λ2 = (r
α1
u2,u1
− 1) 6= 0 by Part (iii) for k = 2.
Consequently, uα11 u
α2
2 ∈ L
−(V ) by formula (37). Similarly, uα11 u
α2
2 ∈ L
−(V ) when
ord(ru1,u2) ∤ α2.
(v) We only need show the necessity. Assume that it does not holds. By (iii),
lmkk l
mk−1
k−1 · · · l
m2
2 [u1]
− = 0 and lmkk l
mk−1
k−1 · · · l
m2
2 [u2]
− = 0 for any m2, m3, · · · , mk ∈
N. Considering Lemma 3.2, uα11 u
α2
2 = 0, which is a contradiction. 
Theorem 6.7. If L−(V ) is Nichols Lie algebra over quantum linear space V
with dimV = 2, then
L
−(V ) = span{x1, x2, x
α2
2 x
α1
1 | 1 ≤ α2 < N2, 1 ≤ α1 < N1,
ord(p12) ∤ α2 or ord(p12) ∤ α1}, (38)
where Ni :=
{
ord(pii), when ord(pii) > 1
∞, when ord(pii) = 1
, for 1 ≤ i ≤ 2.
Proof. Let ui ∈ {x1, x2} and rui,uj :=
{
1, when uj = ui
pui,uj , when uj 6= ui
. Then rui,ujruj ,ui =
1 and uiuj = rui,ujujui for 1 ≤ i, j ≤ k . Considering Lemma 6.5 (v) we complete
the proof. 
Example 6.8. Assume p12 = −1 and ord(p11) = 3, ord(p22) = 5. Then
L
−(V ) = F{x1, x2, x2x1, x2x
2
1, x
2
2x1, x
3
2x1, x
3
2x
2
1, x
4
2x1} . In this case, B(V ) = L
−(V )⊕
span{xmii | 1 < mi ∈ N} ⊕ F ⊕ span{x
2
2x
2
1, x
4
2x
2
1}.
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