Various studies have suggested that auditory deviance detection is organized in a hierarchical manner with ascending levels of complexity. Event-related potentials (ERP) are considered to reflect different cortical processing stages. In the current electroencephalographic study, we employed an auditory sequence oddball paradigm to investigate different levels of cortical auditory processing and the contribution of neuronal habituation and prediction error mechanism to N1 and Mismatch Negativity (MMN). Our findings suggest that N1 reflects a lower cortical process primarily involved in the encoding of simple physical features and is thus mainly modulated by neuronal attenuation and not complex top-down mechanisms. By analyzing within-sequence signal differences, we divided the MMN into distinct subcomponents reflecting different hierachical levels of auditory processing. We determined a "first-order" MMN that reflects the processing of simple deviant features (such as frequency) and "higher-order" MMNs that occur at regularity violation of complex patterns or unexpected inputs that do not allow further predictions. In our source localisation analysis, both the primary auditory cortex and left IFG were primarily involved in the detection of simple, physically deviant features, while the right IFG was associated with the processing of novel, unexpected auditory inputs and the ACC with regularity violation of known patterns.
INTRODUCTION
The predictive coding theory is considered as a unifying theory of cortical processing (Friston, 2005) . The predictive coding framework assumes a hierachical organization of the brain in which predictions generated by higher cortical areas are constantly compared to bottom-up sensory inputs. Thus, sensory processing is characterized by deviance detection and generation of prediction error throughout all hierarchical levels. This view is supported by previous studies investigating the sensory processing along the auditory pathway (Carbajal and Malmierca, 2018; Parras et al., 2017) . It has been suggested that auditory deviance detection is organized in a hierarchical manner with ascending levels of complexity along the hierarchy Aghamolaei et al., 2016) . Previous studies have shown early deviant-related event related potentials (ERP) elicited by simple regularity violations that are located in lower subcortical regions and occur long before a cortical ERP is generated (Grimm et al., 2011; Recasens et al., 2014) . However, deviants of complex regularities, e.g. in terms of tone alterations, lead to generation of cortical ERPs but failed to elicit early subcortical ERP responses (Althen et al., 2013; Cornella et al., 2012) .
It has been suggested that ERPs, interpreted in the light of the predictive coding theory, reflect cortical processing stages of prediction error detection and error minimization (Rentzsch et al., 2015) . The most well-studied ERPs considered as correlates of cortical prediction are mismatch negativity (MMN) and stimulus-specific adaptation, or repetition suppression (RS). RS describes the reduction of neuronal activity when a stimulus is repeatedly presented. It is commonly accepted that RS represents an lower cortical effect caused by repeated sensory stimulation leading to changes in the responsivity and adaptation of the involved neuronal population (Grill-Spector et al., 2006) . Other studies, however, suggest that RS is generated due to of top-down neuronal mechanisms (Summerfield et al., 2008 , Todorovic et al., 2011 , since RS has been described to be significantly larger for expected than unexpected repetitions (Todorovic et al., 2011) . MMN is an ERP component Hofmann-Shen et al.: Auditory prediction error hierarchy that occurs when a stimulus qualitatively deviates from a frequently presented stimulus and has been described in the auditory (Näätänen et al., 2007) , visual (Neuhaus et al., 2013; Stefanics et al., 2012; Vogel et al., 2015) , or somatosensory modality (Kekoni et al., 1997) .
MMN is thought to reflect a comparison mechanism based on sensory memory by some authors (e.g. Näätänen et al., 2005) or is understood as the discrepancy between higher cortical predictions and sensory information resulting in prediction error by others (e.g. Friston, 2005; Lecaignard et al., 2015; Wacongne et al., 2012) . The auditory MMN is computed as the difference wave between the ERP response to a deviant stimulus and that to a standard stimulus that occurs about 150 to 250 ms after stimulus onset and is mainly generated in both supratemporal cortices and predominantly right frontal cortex (Näätänen et al., 2007) . However, a recent study by MacLean et al. (2015) showed that cortical generators of auditory MMN vary with paradigm. While temporal cortex activity seems to be more predominant in monotonic oddball paradigms, frontal cortex activity seems to be more prevalent in more complex auditory paradigms.
Altogether, the cortical auditory deviance detection mechanism remains to be further studied with respect to the underlying mechanisms of neuronal adaptation and prediction error. Further, the generation of MMN from varying cortical sources in dependance of deviance complexity needs to be addressed.
To account for these aspects, in the current electroencephalographic (EEG) study, we employed an auditory sequence oddball paradigm, similar to the sound pair paradigm used by Wacongne et al. (2012) . This paradigm, consisting of a standard sequence A-B and deviant sequences A-A, B-B, B-A, allowed us to investigate cortical processing differences following repetitive versus non-repetitive single tones as well as cortical mechanisms elicited by expected versus unexpected auditory patterns, i.e. tone pairs. We hypothesized that detection of single stimulus repetition and detection of pattern violation are represented on different levels of the cortical auditory processing hierarchy, while contributing to the same 'omnibus 
METHODS

Participants
Twenty healthy participants (15 males, 5 females) participated in this study. Four participants had to be excluded from the study because of technical artifacts. The remaining 16 participants (12 males, 4 females) had a mean age of 31.3 ± 6.6 years. Histories of any psychiatric or neurological disorders (including family history) led to exclusion from the study. All participants had normal or corrected-to-normal vision, were right-handed (laterality index 82.9 ± 17.5; Edinburgh Handedness Inventory; Oldfield, 1971) , and were of normal intelligence, as estimated by a vocabulary (IQ=110. 6 ± 12.48; Lehrl et al., 1995) and a nonverbal intelligence test (IQ=114.31 ± 14.08; Horn, 1983 ). The study protocol was approved by the ethics committee of the Charité University Medicine Berlin and was conducted in accordance with the Declaration of Helsinki and its amendments. All subjects gave written informed consent before participating and were reimbursed.
Procedure and Paradigm
The experiment was carried out in a windowless, dimly lit, electrically shielded, and soundattenuated room. Participants were asked to take a seat in a comfortable chair in front of a 22" widescreen monitor and to visually fixate the monitor. Standardized instructions for the experimental task were given by the experimenter verbally and on the screen. Participants were then instructed to watch a silent movie during the experiment. During the whole experimental session, subjects were visually monitored by the experimenter through a window from a neighboring room. 
EEG Acquisition and Analysis
EEG was recorded with a 64-channel DC amplifier (Advanced Neuro Technology, Enschede,
The Netherlands) with a sampling rate of 512 Hz and 64 sintered Ag-AgCl electrodes mounted on an elastic cap according to the extended International 10/20 System. The ground electrode was placed on the forehead at position AFz. Electrode Cz served as internal reference for the online recording. Electrode impedances were kept below 5 kΩ.
Brain Vision Analyzer 2.03 (Brain Products, Munich, Germany) was used for offline EEG analysis. EEG was digitally filtered at 0.5 Hz high-pass and 20 Hz low-pass with 24 dB/ octave each, re-referenced to common average, and down-sampled to 500 Hz. Ocular artifacts were corrected by using an independent component analysis approach (Jung et al., 2000) , which involved eliminating an average of 7.35 ± 1.58 artifact-contaminated components across participants. Remaining artifacts (≥80 µV at any electrode) were marked for later removal of contaminated epochs. The EEG was then segmented according to the experimental conditions. After baseline correction from -100 ms to 0 ms, ERPs were separately averaged for stimuli, conditions, and individuals; this step also involved removal of segments previously tagged as artifact-contaminated; on average, 0.66 ± 1.77 % of all segments were removed in this step. Averaged ERP segments consisted of periods from 100 ms before to 400 ms after stimulus onset. The N1 component was determined as the first maximum negative peak of a butterfly plot averaged across all first stimuli with a latency range from 50 to 150 Hofmann-Shen et al.: Auditory prediction error hierarchy ms after stimulus onset. A corresponding topographical map led to pooling the N1 signal across electrodes FC1, FCz, FC2, F1, Fz, and F2 (see also Figure 2a ,b,c). We then assessed negative differences between first and second stimuli as mean amplitudes to statistically confirm the presence of significant negativities at a typical MMN latency of 150-250 ms for every condition. Conversely, this latency range was again confirmed by visually inspecting a butterfly plot of within-sequence difference waves averaged across conditions. Based on the corresponding topographical map , MMN signals were pooled across C1, Cz, C2, FC1, FCz, and FC2.
First-order MMN waveforms were computed by subtracting ERPs to first stimuli from ERPs to second stimuli and by assessing the local negative maximum between 150 and 250 ms. Next, in order to eliminate cortical signals elicited by physical within-sequence stimulus differences, the MMN waveform elicited by the standard stimulus sequence (A-B) was amplitude (stimulus order[2]*condition [4] ) and mean amplitude at 150-250 ms (stimulus order[2]*condition [4] ). Finally, planned comparisons of MMN amplitudes between conditions were done using paired t-tests. Alpha was set at p< .05 for all tests. Greenhouse-Geisser correction was done in case of violation of the sphericity assumption. Partial η 2 served as an estimator of the variance accounted for by the model. Statistical imaging of current density differences was done based on non-parametric voxel-by-voxel t-tests (Holmes et al. 1996) . This maximum t-statistic offers a procedure of 5,000 bootstrap resampling operations across conditions, which produces threshold values applicable to single voxel p's.
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RESULTS
N1 effects
Omnibus ANOVA of the N1 component showed a significant main effect of the withinsubject factor stimulus order (F(1,15)= 33.946; p< .001; partial η 2 = .694) due to larger, i.e. 
MMN responses
We confirmed the presence of a significant negativity at 150-250 ms after stimulus onset by subjecting corresponding mean amplitudes to a 2*4 ANOVA that showed a significant main effect of stimulus order (F= 36.719; p< .001; partial η 2 =0.710), but not condition. This main effect was driven by a significantly more negative mean ERP amplitudes in response to second compared to first stimuli (S1= 1.75 ± 1.35 µV; S2= 0.67 ± 1.14 µV; t(15)= 6.06; p< .001).
Planned MMN comparisons showed a significantly smaller first-order MMN amplitude elicited by the standard A-B condition (-1.32 ± 1.56 µV) compared to the deviant conditions A-A (-2.76 ± 2.31 µV; t(15)= 2.74; p= .015) and B-B (-2.86 ± 1.59 µV; t(15)= 2.98; p< .01); a similar result was found in comparison with the B-A condition, although statistical significance was missed (-2.34 ± 3.60 µV; t(15)= 1.539; p= .145). No significant differences were found between higher-order MMN amplitudes. These results principally confirm the idea that first-order and higher-order prediction processes are superimposed within the auditory MMN, which, in turn, can again be dissected into distinct prediction processes (see also Figures 3 and 4) . First-order and higher-order MMN components were then submitted to source localization of respective cortical prediction processes.
First-Order Cortical Activation
Cortical sources of the first-order MMN following the standard A-B sequence were estimated 
Higher-Order Cortical Activation
The MMN signal to the standard sequence A-B was then subtracted from each deviant sequence's MMN (A-A, B-A, B-B) to isolate higher-order MMN signals, which were averaged and submitted to an exploratory source analysis, again using a two-sided test with a conservative p< .01. We found widespread significant activations at a treshold of t= 3.898; in order to reduce the number of statistical contrast and in keeping with ROI definition of firstorder MMN, subsequent analyses were restricted to the two clusters with highest t values, i.e. 
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