In the interaction of an acoustic eld with a moving airframe we encounter a canonical initial value problem for an acoustic eld induced by an unsteady source distribution, q(t; x) with q 0 for t 0, in a medium moving with a uniform unsteady velocity U(t){ in the coordinate system x xed on the airframe. Signals issued from a source point S in the domain of dependence D of an observation point P at time t will arrive at point P more than once corresponding to dierent retarded times, in the interval [0; t ]. The number of arrivals is called the multiplicity of the point S. The multiplicity equals 1 if the velocity U remains subsonic and can be greater when U becomes supersonic. For an unsteady uniform ow U(t){, rules are formulated for dening the smallest number of I subdomains V i of D with the union of V i equal to D. Each subdomain has multiplicity 1 and a formula for the corresponding retarded time. The number of subdomains V i with nonempty i n tersection is the multiplicity m of the intersection. The multiplicity is at most I. Examples demonstrating these rules are presented for media at accelerating and/or decelerating supersonic speed.
Introduction
In this paper we study the propagation of acoustic waves induced by a spatial source distribution q(t; x) in a uniform medium moving with a time dependent v elocity U(t){ relative to the coordinate system x = ( x; y; z). This study is an outgrowth of recent experimental and theoretical investigations of a model acoustic-panel interaction problem. See for example [1] and [2] . The acoustic source distribution could simulate the noise from jet exhausts, turbulent boundary layers and/or the airframe panel oscillation. For the analysis of the panel oscillation it is convenient t o w ork in the coordinate system x = ( x; y; z), stationary with the airframe, while the ow eld is moving with the uniform unsteady velocity U(t){. In this system, the acoustic potential (t; x; y; z) i s g o v erned by the convective w a v e equation with variable coecients, the velocity U(t) and the acceleration _ U(t), [@ 2 tt + _ U@ x + 2 U@ 2 tx + U 2 @ 2 xx C 2 ](t; x; y; z) = q ( t; x; y; z) ; (1:1) where denotes the Laplacian in (x; y; z) and C stands for the speed of sound of the medium at the ambient condition. For an initial value problem, we impose = 0 ;@ t = 0 ; at t = 0 ; (1:2) or q = = t = 0 ;for t 0 : (1:3) In general, the solution (t; x) is constructed indirectly via the solution of the corresponding acoustic eld in the coordinate system x with the medium at rest [3] . These two coordinate systems, which coincide at t = 0, are related by translation, x = x + {X(t),
i. e., x = x X(t) ; y = y ; z = z ;with X(t) = From hereon we omit the bars over y and z for the coordinates of x. Figure 1 shows the coordinate x with the medium at rest moving with velocity U(t){ relative to the coordinate x. We use f and f to denote the same quantity as functions of t; x; y; z and t; x; y; z respectively with t = t. T h us we h a v e f ( t; x;y;z) = f ( t; x; y; z) with @ t f = ( @ t + U@ x )f and r f = rf ; (1:5) where r and r denote the gradient operators in x and x. In particular, if f denotes the unsteady source distribution q in the coordinate system, x, the corresponding distribution q in x is given by (1.5). In the barred system, the acoustic potential x;y;z) = q ( t; x; y; z) ; (1:6) where denotes the Laplacian in ( x;y;z). With homogeneous initial conditions (1.2) applied to the barred variables, the potential at point P( x) at instant t, is given by the explicit formula [3] , (t; x;y;z) = We n o w identify the domain of integration V as the domain of dependence D of point P at time t. In the coordinate system, ;;, the point P is the origin of the system and the domain of dependence D is a spherical ball of radius Ctcentered at the origin, P, i. e., D = f( ;;) 0RCtg:
(1:10)
It is covered by a family of concentric spheres of radii R 2 [0; C t ]. The signal from a point S in D on a sphere of radius R arrives at the origin P along the radial line S P at time t when the signal was initiated at the retarded time = t R=C. Since the domain of dependence is axi-symmetric with respect to the axis, we show in Fig. 2 the cross section of the domain D, its boundary B and the family of concentric spheres in a meridian plane, the plane. We dene the multiplicity of a point b y the number of retarded times the signal from the point reaches point P at time t. Thus the multiplicity o f a p o i n t i n D or the multiplicity of D, in the barred coordinate system with the medium at rest, is one and hence the domain of integration V for the integral on the right hand side of (1.7) is equal to the domain of dependence D. Note that the above description of the domain of dependence (1.10) in the barred coordinate system is independent of the velocity o f t h e medium relative to the coordinate system x.
To identify the source distribution q at point S( x 0 ; y 0 ; z 0 ) at a retarded time with the distribution q at the corresponding point S(x 0 ; y 0 ; z 0 ) in the moving frame, we relate the coordinate x 0 to x 0 by (1.4) at time , i . e . ,
x 0 = x 0 + X ( ) and q(; x 0 ; y 0 ; z 0 ) = q ( ;x 0 ; y 0 ; z 0 ): (1:11) By using (1.4) and (1.5) , the left hand side of (1.7) is identied as (t; x; y; z) and (1.7) becomes an implicit formula for at point P(x; y; z). Since the dependency on the velocity U(t){ of the medium appears only via the transformation (1.11) for the source distribution, the solution (1.7) of the initial value problem, (1.6) and (1.2) , is valid for all Mach n umbers including the transonic range.
To express the potential as an integral in the coordinate system x, w e c hange the integration variables ;; in (1.7) to ;; which are the coordinates of point S relative to P. Using ;; the cylindrical coordinates with = cos and = sin. Note that in the transformation (1.12), and and hence and remain the same. The cylindrical coordinates in the ;; space are , and .
The spheres S of constant in a subsonic interval, where M() < 1, cover a subsonic region in D. The spheres in a supersonic interval, where M() > 1, cover a supersonic region. In a subsonic region, the Jacobian remains positive. In a supersonic region, there is a critical surface, J , on which the radial velocity component is sonic, J = 1 M ( ) cos = 0or = p M 2 1 0 :
(1:14)
The transformation (1.12) maps the domain of dependence D of the origin P of the ;; space to the domain of dependence D of the origin P of the ;; space. The critical surface J in a supersonic region is then mapped to surface J . Since the Jacobian J changes sign across J , the neighborhoods on the two sides of J are mapped to the same side of J .
Thus the inverse transformation of (1.12) is not single valued and hence the multiplicity of a point i n D can be greater than 1. For a given point ( ;) and time t, (1.12) becomes an implicit equation for because the lower limit of the integral = t R=C and R are related to by (1.9). Using (1.9) and (1.12), we get an implicit equation for R(;;), (1.16b) . It is the purpose of this paper to formulate the rules identifying these domains V i for a medium moving at an unsteady speed, U(t). First, we review briey the solutions given in [2] and [3] for the following three special cases; 1) moving at an unsteady subsonic speed, 2) moving at a constant supersonic speed, and 3) moving with constant acceleration. (1:17)
The result that the domain of integration in (1.16) is equal to D remains valid even when there is a sonic interval, where M() = 1 for 0 t 1 t 2 t, during which, the nested spheres will be in contact at one point o n t h e -axis with = C(t ) X(t)+X() = C ( t t 1 ) X ( t ) + X ( t 1 ). Although the multiplicity at the point of contact is innite, the integral in (1.16) remains nite because the acoustic eld is initiated at t = 0 .
1.2, Constant Supersonic Speed For the case of a medium moving at constant supersonic speed, M > 1, the solution is well known [3] . while the multiplicity of the complement, the spherical ball inside S 0 , is one. The meaning of R and the propagation of signals from point S at to P at time t are described in Appendix A.
Without making use of the explicit solution (1.19) of (1.15), the results in [3] quoted above w ere obtained by a dierent method in [2] . It begins with the partition of the domain of dependence D, the spherical ball (1.10), into two nonoverlapping subdomains, V , b y the critical surface J , (1.14), which is the circular cone, = arccos(1=M) = =2 . Shown in Fig. 4 is the partition of D in a meridian plane by the critical curve J , the radial line P T, i n to two subdomains V and V + , with 0 < = 2 and =2 < respectively. The image of J in the plane in Fig. 3 is the backward Mach line P Tand the images of V are the domains of integration V described in the preceding paragraph.. The procedure for the identication of the domains of integration in the ;; space, introduced in [2] , demonstrates the important role played by the critical surface, which does not exist in an unsteady subsonic region. Since this procedure does not need the explicit solution of (1.15) or (1.12), it is suitable for generalization to an unsteady speed U() with several supersonic intervals. As an illustration or rather a clue to the generalization, we mention the special case of constant accelerating motion considered in [2] .
Constant Accelerating Motion
The interaction of an acoustic eld with a baed panel in the horizontal xz plane was studied in [2] , for the panel moving with constant acceleration to a supersonic speed, i. e., U = C. With In the next section, we study the geometry of the critical surface J and the corresponding singular points on the image J . W e then use these studies to formulate in x3 the rules for the partition of the domain of dependence, D, i n to nonoverlapping subdomains V j 's for an unsteady velocity, U() ; 2[0; t ]. and show that the partition has the required property that the transformation (1.12) from a V j to its image V j in the ;; space is one to one. In particular, the value of R or dened by (1.15) for a point i n V j is uniquely the coordinate system ( ;;) with the medium at rest are dened by (1.10) and (1.14). The transformation from the system ( ;;) t o ( ;;) dened by (1.12) at time is a pure translation of (X() X(t)) along the axis. We reemphasize the following pointsy y Numbers in curly brackets refer to statement n umbers in x2. in the polar coordinates is dened by, cos = 1 = M ( )and R = C(t ) ; (2:1) and in the rectangular coordinates ( ;) b y = R cos = C(t )=M and = R sin = C(t ) [ We h a v e assumed that U 00 () o r M 00 exists, therefore, 00 e exists with M e > 1. This is a realistic assumption and will simplify our discussion that follows but is not essential.
When the extremum point is neither a maximum nor a minimum, 0 does not change sign as crosses e Because of f7g, the number N of extrema of J will be even or odd depending on whether 0 (t ) is negative or not. Thus f8ag If the ordinate of the critical curve J decreases at the beginning of a supersonic interval, i. e., 0 (t + 0 ) < 0, N has to be even. The curve has either no extremum or pairs of maxima and minima, with the last one being a local minimum N at K N .
f8bg If the ordinate of the critical curve J is not decreasing at the beginning of a supersonic interval, i. e., 0 (t +0)0, N has to be odd. This is the case when t > 0. The curve J has at least one local maximum at point K 1 and time 1 . If there are additional ones then they come in pairs of minima and maxima. The last one is a local maximum at K N .
Note that f7bg is included in f8bg. Since J has an extremum only when M 0 > 0, f8ag and f8bg are applicable to an accelerating supersonic interval.
From (2.4a) for 00 at an extremum point and f6g that M 0 > 0, it is clear that 00 e < 0 when M 00 0 and the extremum point can not be a local minimum. Therefore f8cg In a supersonic region with constant or decreasing acceleration, there can be at most one local maximum and no local minimum.
Note that for the case of a constant supersonic speed [3] reviewed briey in x1.2, the critical curve J which is a radial line does not have a local extremum . This result is in agreement with f8ag since 0 () = 1 = M ; 2 [0; t ]. For the case of constantly accelerating speed from subsonic to supersonic [2] , reviewed briey in x1.3, w e can use f8bg and f8cg to conclude that the critical curve J has only one maximum point and no minimum as shown in Fig. 4 . 
Thus the tangent line to the curve J is a backward Mach line,
Note that the image of a semicircle R = C(t ) i n t h e plane is a semicircle of the same radius in the plane centered at ( X(t) + X ( ) ; 0),
From (2.7) and (2.8), we see that f9g
The curve J in the plane is the envelope of the family of Mach lines (2.7) and also of the family of circles (2.8) with parameter 2 (t ; t ). Using (2.6), we obtain the curvature of J ,
The sign of depends on the sign of M 0 = 0 . From f6g, w e know that at an extremum point o n J , 0 = 0 ; M 0 >0 and (2.9) says that the radius of curvature 1= at the image point o n J v anishes. If the extremum point o n J is either a local maximum or minimum, say point K n at n , then 0 and 1= change sign along J as passes n . The point K n , which is the image of a local maximum or minimum point K n on J , is a cusp on J formed by t w o adjacent branches J n and J n+1 .
Now w e study the curve J or rather the two adjacent branches in the neighborhood of the cusp K n . F rom (2.3) and (2.9), we see that on these two branches, 0 , 0 and 1= are of opposite sign and they vanish at K n . With M 0 > 0, the slope of J is increasing continuously as increases across n from branch J n to J n+1 . W e describe the curve J are mapped onto the right and left branches J n and J n+1 of the cusp K n . f10bg As increases across n , the slope of the tangent line or the backward Mach line (2.6) increases along branch J n+1 to the cusp K n and then continues along branch J n . I f attains a local maximum (minimum) at cusp K n , reaches its minimum (maximum).
f10cg The branch J n+1 is concave d o wnward (upward) and lies below (above) J n when the cusp K n is a local maximum (minimum) point. The two branches of opposite concavity form a simple cusp of the rst species. From (2.3a) and (2.9), we know that if M 0 = 0, then 0 < 0 and = 0. and that the curvature of a branch can change sign if M 0 changes sign. Also we see that M 0 has to be positive, when 0 0. Therefore, f11ag A point o n J , where the Mach n umber is a local maximum or minimum, is a point o f inection of J . The curvature of J changes sign whenever the velocity c hanges from decelerating to accelerating or vice versa.
f11bg A branch joining a point of local minimum to a local maximum, as increases, has to be in an accelerating subregion and has to be concave d o wnward. A decelerating interval, M 0 < 0, can occur only on a branch joining a local maximum to minimum and this branch is concave u p w ard during an accelerating interval but downward in a decelerating interval. To see the additional partitions needed for the subdomains V , so that the mapping (1.12) of each subdomain on to its image is one to one, we study the mapping of a horizontal segment S r S l of constant c in the plane to its image S r S l in the plane. If the segment S r S l lies either in V + or in V , i. e., the segment does not intersect the critical curve J , the Jacobian J = d =d, (1.13), does not change sign and the mapping is one to one. We need to study only those segments crossing J , on which J = 0 or cos = p M 2 1=M 0.
Therefore, we consider the segments with 0 that cut two adjacent branches of the critical curve J , the left branch J n and the right branch J n+1 , a t S n and S n+1 as shown in Fig. 8 . In Fig. 8a (8b) , the point K n is a local maximum (minimum) and c is less (greater) than n . The segment S r S l is divided into three segments S r S n+1 , S n+1 S n and S n S l . They are oriented as indicated by the arrow in the direction opposite to the axis as increases, because 0 = CR= 0. Since d=d > 0 i n V , the image of the segment of S r S l in V is oriented in the direction of axis as shown in Fig. 8 . Note that the two image branches J n and J n+1 form a cusp at K n with branch J n lying to the right (left) of J n+1 . in Fig. 8a (8b) . The rst and third segments S r S n+1 and S n S l lie above (below) J therefore, their images S r S n+1 and S n S l are oriented in the same (opposite) direction from right to left (from left to right). The second segment S n+1 S n lies below (above) J , therefore its image S n+1 S n is oriented in the opposite (same) direction from right to left (from left to right). Because of the change of direction of the image segments across each branch, the second segment S n+1 S n and the two branches J n and J n+1 lie on the same sheet while the rst and third segments lie on two dierent sheets. Therefore, the rst segment S r S n+1 will be continued across the branch J n without a reversal of direction and the third one S n S l across J n+1 .
Consider the inverse transformation of (1.12) of a point in the plane without considering the three separate sheets. A point q in the middle segment S n+1 S n has at least three image points q r ; q and q l which lie in the segments S r S n+1 , S n+1 S n and S n S l respectively. As point q approaches an end point s a y S n , the two image points q l and q approach each other and coincide at S n as a double root. S n and S n S l oriented in the same direction. They are mapped respectively onto three segments S r S n+1 , S n+1 S n and S n S l with folding or change of orientation at the points S n and S n+1 on the branches J n and J n+1 respectively. f12bg The segments S r S n+1 , and S n S l overlap each other over the segment S n+1 S n . A point S on S n+1 S n lies on all three segments; therefore, the multiplicity of point S is three if the inverse mapping is restricted to the segment S r S l . If point S lies on either S r S n+1 or S n S l , the multiplicity o f S is one. To end this section, we recall that a critical point K e on J which is neither a local minimum nor maximum is excluded in the above discussion because the image of K e is not a cusp and behaves the same as a point o n J with 0 6 = 0. If a parameter (or parameters) dening U() can be varied so that two adjacent roots n and n+1 of 0 = 0 for < e become a double root e at = e and disappear for > e , then the extremum point a t the double root e is neither a maximum nor a minimum. There is no cusp formation in the mapping of the neighborhood of point K e at e when the parameter e . A small decrease in from e results in two cusps appearing like a buttery [4] in the mapping of the neighborhood of K e . There is an increase in multiplicity of 2. The sensitivity of the mapping on the parameter has been known in many other physical problems [5] and will not be addressed here.
As a complement to the above quantitative analysis, we present in Appendix B the qualitative analysis of the inverse transformation of (1.12) and derive the formula for the retarded time for a point in the neighborhood of a branch near or away from a cusp. In x3, w e use the above statements f1g to f12g to formulate the rules for the partition of the domain of dependence D. 12) is one to one. Hence the multiplicity of V i is 1, i. e., for each point i n V i there is only one retarded time. Also we dene the minimum number of partitions I.
Since dierent supersonic intervals in [0; t ] are separated by subsonic intervals, we can study the partition of the domain of dependence for each supersonic region one by one. Therefore, it suces to study the case where there is only one supersonic interval (t ; t ). The Jacobian J of transformation (1.12) changes sign in the supersonic region across the critical curve From f12ag and f12bg, w e see that the mapping from V to their images V may not be one to one. Further partitions of V are needed to separate the region in V + above ( V below) the curve J to the left hand side of a peak (valley), a local maximum (minimum) point K n at instant n where n is odd (even), from the right hand side of the peak (valley). There is not a unique way to do the separation. We c hoose to partition V + ( V ) b y the large (small) circular arc C + n ( C n ) passing through the point K n with radius C(t n ) at the retarded time n for n odd (even).
Before we state the rules for the partition of the domain of dependence, D, for a given velocity function U(); 2 [0; t ] with a supersonic interval, we carry out the following two preparatory steps.
Step 1. In case that there is more than one supersonic interval in [0; t ], say s of them, we apply the above rules to these regions one by one. We locate the local maximum and minimum on the critical curves in the regions, draw the corresponding partition circular arcs in the plane and nd the images in the plane. The total number I of nonoverlapping domains in the plane or the number of domains of integration in the plane is I = 1 + s + N ; (3:3b) where N denotes the total number of maxima and minima on the s critical curves. When s = 1 , w e recover (3.3a).
A formula or a numerical scheme is needed for the inverse solution of (1.12) to determine the retarded time for a point S in a V j . Consider a point S 0 ( 0 ; 0 ) in a domain V i dened under Rule 2a or b. Let points S l and S r denote the left and right end points of the horizontal segment in the domain passing through point S 0 . Each end point will either be on a circular arc of constant or a branch of the critical curve on which 0 6 = 0 .
Thus we know the values of and and for both end points. Let us use the subscripts l and r to denote the values associated with points S l and S r . If point S 0 coincides with one of the end points, the inverse solution of (1.12) is found. If S 0 is not an end point, J = d=d 6 = 0 in the segment, hence there is a unique inverse solution 0 . Now w e can determine the numerical solution 0 of (1.12) by Newton's method using the linear interpolation formula from the end points to get the rst estimate for 0 . If the point S 0 is close to a cusp of the region or to an end point on a branch of the critical curve, we shall compute the rst estimate of 0 by the approximate formula for the roots of (1.12) presented in Appendix C choosing the root lying in between l and r . T h us we h a v e a procedure for the determination of the retarded time 0 and provide a quantitative proof that the multiplicity of point S 0 in a domain V i is one. Now w e are ready to express the integral in (1.16b) for the velocity potential at P(x; y; z) as the sum of integrals over the volumes of revolution V i , under Rule 4, To demonstrate the meaning of multiplicity and the application of (3.4), we consider the source distribution to be a point source of unit strength created at point S(x 0 ; y 0 ; z 0 ) for Note that the domain of dependence D of point P(x; y; z) and the associated subdomains V j are t-dependent. They were empty for t < 0, grow in size and change in shape as time t increases. Consequently, the multiplicity of point S is also t-dependent. The multiplicity changes by a n i n teger and results in the addition or removal of term(s) on the right hand side of (3.5) and a discontinuity of the intensity a t P .
Now w e formulate the rules for the change of multiplicity of point S, o r p o i n t S ( ;) i n a meridian plane, when it enters or leaves a subdomain V i . Besides the axis of symmetry, In the next section we shall demonstrate the applications of the rules of partition and counting of multiplicity for various unsteady velocities U().
Examples
For the cases where the velocity U(){ of the medium relative to the coordinate system x remains subsonic [2] , [3] , the Jacobian of the transformation of D to D remains positive, and the multiplicity of the domain of dependence D in x is equal to one. These cases are examples of the class I = 1, where I is the minimum number of nonoverlapping domains in D. In the following, we present examples having maximum multiplicity greater than or equal to 2. These examples must have a critical curve, where J = 0, and hence a supersonic interval, (t ; t ) i n ( 0 ; t ). See f2g.
It was stated in f1g and f2g, that the domain of dependence D in the coordinate system x, with the medium at rest, is independent of the velocity of the medium relative t o the system x, the critical curve J is dependent on the velocity. The parametric equations for J in a meridian plane are given by (2.2). The rst step is to locate the local maximum and minimum points on the curve J , i. e., to locate the roots of 0 () = 0 , (2.3a), with 00 6 = 0, which are the roots of Here we set C = 1 and hence M = U(). It is well known [3] that the domain of dependence of a point P(x; y; z) with the medium moving at a constant supersonic speed is the backward Mach cone from P. Since the source distribution has been turned on all the time, the retarded time is in ( 1; t ] .
The multiplicity for a point in the cone is always 2. In the current initial value problem the source distribution is turned on at = 0, therefore, the retarded time has to be in [0; t ] and the domain of dependence shown in Fig. 3 is a nite part of the backward cone with multiplicity 1 or 2, as dened in the preceding paragraph.
We use this simple example to show the meaning of multiplicity to an observer at P. We consider a point source at S of unit strength initiated at = 0 . Since both points P and S are xed in x, S is a xed point in the relative coordinates ;; and in the ; plane. But in Fig. 3 , the position of point S is moving along the radial line from point S (1) T o create an example of the class I = 4 , w e consider M 0 > 1 with t = 0 and t = t. With F(0) < 0 and F(t) < 0, or 0 (0) < 0 0 (t) < 0 , (4.1) can have t w o roots or none. It is clear that M 2 0 1 has to be suciently small so that F() can be nonnegative i n ( 0 ; t ), i. e., (4.1) has two roots. For a given t, there is an upper bound below which t w o distinct roots exist. When M 0 is equal to the upper bound M c0 , these two roots coincide in one We consider the case that the speed U = M is accelerated to supersonic M a > 1 a t = a > 1, followed by a n i n terval of deceleration to M b at = b and then acceleration to = t. T o show the accelerating and decelerating intervals explicitly, w e rewrite (4. To insure that M > 1 during deceleration, we assume that M(b) > 1. Using (4.5), we nd F(1) > 0; F ( a )<0 and F 0 () < 0 in the interval (1; a ), therefore, (4.1) has only one root in the interval. Since F(b) < 0; F ( t )<0 while F 00 () < 0 in the interval (b; t), (4.1) has either two roots or none in the interval (b; t). Therefore, J will have a maximum in the rst acceleration interval, (1; a ) and a minimum and maximum or none in the second acceleration interval, (b; t), in agreement with f8ag. Whether there is a pair or not in the second interval, i. e., whether I = 5 or 3, depends on the values of a; b and t. Let us consider the function M() specied, i. e., a and b specied while t varies, as we study the signal received at point P from a point S. It is clear that when 1 < t < b , (4.1) has only one root, and J has only a maximum. We h a v e the class of I = 3. There It is clear that we can nd examples which require an even greater number of partitions, but we h a v e given plenty of examples to demonstrate the rules of partitions and counting of multiplicities. We note that although the velocity U or Mach n umber M in the examples are polynomials of , the rules are applicable when M is not a polynomial. This is demonstrated in the following example. Figure 12a shows the image of Fig. 11 in the plane. Figure 12b shows the 45 enlargement of the region containing the cusps K 1 and K 2 and the area bounded by the three branches, J 1 , J 2 , and J 3 , only in which the multiplicity is the maximum, 4. Again note the similarity of Fig.12 to Fig. 7 .
In the following subsections we shall present examples with more than one supersonic interval in [0; t ]. Let there be two i n tervals ( 2 ; 1 ) and ( 4 ; 3 ) with 0 4 < 3 2 < 1 t . The speed is subsonic in ( 3 ; 2 ) and sonic at the end points. From f7g, w e see that there is at least one maximum on the critical curve in the rst interval ( 2 ; 1 ). In the second interval, the critical curve m a y not have an extremum, if 4 Fig. 18a . A 2 enlargement of the region containing the three critical curves is shown in Fig.18b where the bold faced numerals denote the multiplicity. In this case the maximum multiplicity is equal to 3 < I = 7 .
Conclusion
In the interaction of an acoustic eld with a moving airframe we encounter a canonical initial value problem for an acoustic eld induced by an unsteady source distribution, q(t; x) with q 0 for t 0, in a medium moving with a uniform unsteady velocity U(t){ in the coordinate system x xed on the airframe. Signals issued from a source point S in the domain of dependence D of an observation point P at time t may arrive at point P more than once corresponding to dierent retarded times, in the interval [0; t ]. The number of arrivals is called the multiplicity of the point S. The multiplicity equals 1 if the velocity U remains subsonic and can be greater when U becomes supersonic. For an unsteady uniform ow U(t){, the acoustic potential (t; x; y; z) i s g o v erned by the convective w a v e equation with variable coecients, the velocity U(t) and the accelerati on _ U(t). The solution (t; x) is given indirectly via the solution of the corresponding acoustic eld in the coordinate system x with the medium at rest. The solution (1.16) induced by the source distribution q(t; x) i s (t; x; y; z) = Here I denotes the maximum multiplicity o f D . It is the purpose of this paper to formulate the rules identifying these dom ains V i for a medium moving at an unsteady speed, U(t).
First we study the Jacobian of the transformation x to x in x2 and then use these studies to formulate in x3 the rules for the partition of the domain of dependence, D in the x space, into nonoverlapping subdomains V j for an unsteady velocity, U() ; 2[0; t ]. We show that the partition has the required property that the value of and hence R and dened by (5.2) for a point ( ;;) in an image V j is uniquely dened. Thus the domain of integration in ( The backward Mach line from P is the envelope of the semi-circles C of constant 2 [0; t ] with radii R = C(t ). The Mach line divides a semi-circle into two arcs, the larger arc C + is convex while the smaller arc C is concave from the Mach cone. The domain V + coincides with D and is covered by the family of convex circular arcs C + . The domain V is covered by the family of concave circular arcs, C with V + = 2 V equal to the semi-circular disc of radius Ctcentered at G. Consider a source point S in V 2 V + . Point S lies on the intersection of two circular arcs in V , the convex circular arc C + of radius R + centered at G + with = MR + in V + and the concave circular arc C of radius R centered at G with = MR in V . Note that these two arcs are associated with dierent semi-circles or dierent retarded times , with + > . In Fig. 19a and  19b , we c hoose + = 0 : 75t and = 0 : 25t. The signal created at the retarded time at point S in Fig. 19b propagates at time t onto a sphere of radius R while its center travels parallel to{ to S with jSS j=MR =jG Pj. The region of inuence of point S with retarded time (in the meridian plane) is bounded by the two forward Mach lines from S and the circular arc of radius R centered at S . Since points S, S , P and G are the Legend of Figures   Fig. 1 The coordinate system ( x; y; z) with the medium at rest and the system (x; y; z), with x = x + X ( t ). Also shown are the common tangent to the two branches, and the tangents at points on the branches. These tangent lines are the local Mach lines. Fig. 14a . Shown in Fig. 14b is the 3 enlargement of the region containing two nonintersecting critical curves. Fig. 16a . Shown in Fig. 16b is the 3 enlargement of the region containing two i n tersecting critical curves . Fig. 18a . Shown in Fig. 18b is the 2 enlargement of the region containing two nonintersecting critical curves. Fig. 19 Propagation of signals from point S initiated at dierent retarded times to the observation point P at time t, as explained in Appendix A.
