Prozessrechnertechnik by Marwedel, Peter
Begleitmaterial zur Vorlesung
Prozessrechnertechnik
(Eingebettete Realzeit-Systeme)
Sommersemester 1999
Peter Marwedel
Informatik XII
(Technische Informatik)
Universit

at Dortmund
5. April 1999
Dieser Begleittext ist nur zur Benutzung durch die Teilnehmer der Vorlesung gedacht.
Es wird keinerlei Gew

ahr daf

ur

ubernommen, da der Text frei von Urheberrechten ist.
Inhaltsverzeichnis
1 Einleitung 5
1.1 Gegenstand der Vorlesung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.1.1 Denition eingebetteter Systeme . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.1.2 Beispiele eingebetteter Systeme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.1.3 Markt f

ur eingebettete Systeme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.1.4 Charakteristika eingebetteter Systeme . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2 Motivation und Struktur dieser Vorlesung . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3 Einbindung der Vorlesung in das Lehrangebot . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4 Literatur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2 Hardware eingebetteter Systeme 14
2.1 Sensoren . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Diskretisierung der Zeit: Sample-and-hold-Schaltungen . . . . . . . . . . . . . . . . . . . . 16
2.3 Diskretisierung der Amplitude: Analog/Digitalwandler . . . . . . . . . . . . . . . . . . . . 17
2.4 Prozesbusse, Busse in der Automatisierungstechnik . . . . . . . . . . . . . . . . . . . . . . 18
2.4.1 Anforderungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4.2 Basistechniken f

ur verl

assliche Kommunikation . . . . . . . . . . . . . . . . . . . . 19
2.4.3 Sensor/Aktor-Busse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4.4 Feldbusse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.5 Verarbeitungseinheiten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.5.1 Prozessoren . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.5.2 Industrie-PCs (IPCs) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.5.3 Anwendungsspezische Schaltkreise (ASICs) . . . . . . . . . . . . . . . . . . . . . 30
2.5.4 Field Programmable Gate Arrays (FPGAs) . . . . . . . . . . . . . . . . . . . . . . 30
2.5.5 PALs und PLDs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.6 Ausgabeeinheiten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3 Digitale Signalverarbeitung 34
3.1 Zeitdiskrete Signale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2 Zeitdiskrete Systeme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3 Lineare zeitinvariante Systeme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.4 Eigenschaften linearer zeitinvarianter Systeme . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.5 Darstellung zeitdiskreter Signale und Systeme im Frequenzbereich . . . . . . . . . . . . . 41
3.6 Fourier-Transformation von Folgen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.7 Das Faltungstheorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2
3.8 Das Abtastheorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.9 Kompressionsverfahren . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.9.1

Ubersicht . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.9.2 Humann-Encoder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.9.3 Diskrete Cosinus-Transformation (DCT) . . . . . . . . . . . . . . . . . . . . . . . . 49
3.9.4 Bewegungskompensation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.9.5 MPEG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4 Realzeit-Betriebsysteme 55
4.1 Funktionalit

at von Realzeit-Betriebssystemen . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2 Globale Zeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.2.1 Begrie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.2.2 Tochteruhren . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.2.3 Interne Synchronisation von Uhren . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.2.4 Externe Synchronisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.3 Beispiele von Realzeit-Betriebssystemen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5 Realzeit-Sprachen 66
5.1 Anforderungen an Realzeit-Sprachen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.2 Realisierung der Anforderungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.2.1 Nebenl

auge Prozesse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.2.2 Verl

alichkeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.2.3 Synchronisation und Kommunikation . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.2.4 Denition und Pr

ufung von Zeitbedingungen . . . . . . . . . . . . . . . . . . . . . 77
5.2.5 Zustandsorientiertes Verhalten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.2.6 Behandlung von Non-Standard E/A-Ger

aten . . . . . . . . . . . . . . . . . . . . . 82
5.3 Beispiele von Realzeit-Sprachen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.4 Programmierung einer Schachtentw

asserung . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6 Softwareentwicklungsprozesse f

ur Realzeitsysteme 93
6.1 Realzeit-Scheduling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.1.1 Begrie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.1.2 Dynamisches Scheduling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.1.3 Statisches Scheduling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.2 Validierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.2.1 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.2.2 Rapid Prototyping, Emulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.2.3 Sicherheitsnachweise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.2.4 Formale Methoden . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.2.5 Testen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.2.6 Testfreundlicher Entwurf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.2.7 Fehlersimulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.2.8 Fehlerinjektion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.2.9 Risiko- und Zuverl

assigkeitsanalyse . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
7 Proze-Steuerungen und -Regelungen 108
7.1 Einf

uhrung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
7.2 Klassische Regler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
7.3 Regelbasierte Regler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7.4 Fuzzy-Regler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
7.4.1 Grundbegrie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
7.4.2 Fuzzy-Regler nach Mamdami . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
8 Roboter 121
8.1 Handhabungsroboter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
8.1.1 Begrie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
8.1.2 Anforderungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
8.1.3 Kinematische Grundtypen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
8.1.4 Kinematik . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
8.2 Mobile und intelligente autonome Systeme . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
9 Maschinelles Sehen 130
9.1 Fahrzeug-Beeinussung und Fahrzeug-Lenkung . . . . . . . . . . . . . . . . . . . . . . . . 130
9.2 Teilschritte maschinellen Sehens . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
Literaturverzeichnis
Indexvereichnis
Kapitel 1
Einleitung
1.1 Gegenstand der Vorlesung
1.1.1 Denition eingebetteter Systeme
Informatik kann als Wissenschaft von der Verarbeitung von Informationen verstanden werden [Man]. F

ur 1. Vorles.
viele Informatiker erfolgt dabei implizit eine Verengung auf die Verarbeitung von Informationen in PCs,
Workstations und Grorechnern. Kennzeichnend f

ur diese Systeme sind u.a. Tastaturen, Monitore und
relativ geringe Anforderungen an das Einhalten strenger zeitlicher Restriktionen. Weiter werden in der
Regel keine physikalischen Gr

oen (wie z.B. Beschleunigungswerte) direkt aufgenommen oder verarbeitet.
Dies ist bei den sog.
eingebetteten informationsverarbeitenden Systemen
1
(im Folgenden kurz EIS genannt) grunds

atzlich anders.
Eine m

ogliche Denition von EIS ist die folgende:
Def.: Eingebettete Systeme sind informationsverarbeitende Systeme, die physikalische Gr

oen aufneh-
men, verarbeiten und beeinussen.
In den

ublichen Vorlesungen

uber Programmierung besch

aftigt man sich in der Regel mit Programmen,
die zu gewissen Eingaben nach etwas Rechenzeit Ausgaben liefern sollen. Letztlich berechnen diese Pro-
gramme eine Funktion. Man denke etwa daran, dass die Diskussion der Berechenbarkeit v.a. von der
Aufgabe ausgeht, durch ein Programm eine Funktion berechnen zu lassen. Die Zeit spielt nur insofern
eine Rolle, als man die Laufzeit nicht allzu stark wachsen lassen m

ochte.
Im Unterschied dazu handelt es sich bei eingebetteten Systemen um sog. reaktive Systeme.
Def. [BLR95]: A reactive system is one that is in continual interaction with its environment and executes
at a pace determined by that environment.
Die Reaktion eines reaktiven Systems h

angt dabei von der Eingabe und dem aktuellen Zustand des Sy-
stems ab. Reaktive Systeme k

onnen damit gut durch Automaten modelliert werden, wobei im Unterschied
zu den klassischen Automaten der Automatentheorie auch das Zeitverhalten im Detail betrachtet werden
muss. Vielfach wird eine maximale Reaktionszeit verlangt.
Def.: Ein EIS, welches Zeitbedingungen einhalten muss, heit Realzeit-System.
Def.: Zeitbedingungen, deren Nichteinhaltung zu einer Katastrophe f

uhren kann, heien harte Zeitbe-
dingungen (engl. hard real-time constraints).
1
Meist nennt man diese Systeme einfach eingebettete Systeme. Da dieser Begri nicht sehr spezisch ist, verwenden
wir hier den Zusatz informationsverarbeitend. Aus demselben Grund wird im englischen z.Tl. die Bezeichnung embedded
computing system (ECS) benutzt.
5
1.1.2 Beispiele eingebetteter Systeme
 EIS in der Fahrzeugelektronik
{ Automobilelektronik
Moderne Automobile sind

uberhaupt nur mit umfangreicher elektronischer Ausr

ustung auf
dem Markt konkurrenzf

ahig. Einfache Systeme aus Analogschaltkreisen werden dabei verst

arkt
durch digitale Informationsverabeitung abgel

ost. Hochwertige Automobile besitzen aus diesem
Grund schon ca. 100 Mikroprozessoren.
{ Flugzeugelektronik
Zur Information der Piloten werden elektronische Systeme schon seit Jahrzehnten genutzt.
Der Anteil der Elektronik wird dabei st

andig ausgeweitet, wie z.B. durch die Einf

uhrung ei-
nes eigenen Radarsystems zur Vermeidung der Kollision mit anderen Flugzeugen. Eine groe
Diskussion wurde durch die Einf

uhrung des y-by-wire Systems ausgel

ost, welches durch hy-
draulische Steuerung in manchen Flugzeugmodellen abgel

ost hat. Unf

alle haben deutlich vor
Augen gef

uhrt, welche hohen Anforderungen an den Entwurf zu stellen sind.
{ Schienenfahrzeugelektronik
Moderne Schienenfahrzeuge nutzen die Elektronik f

ur vielf

altige Aufgaben, beispielsweise zur
Kommunikation mit der Zugwegs-Sicherheitstechnik, zur Information der Reisenden, zum eÆ-
zienten Umgang mit der Energie, zur Information des Zugf

uhrers

uber den Zustand des Zuges
usw.
 EIS in der Telekommunikation
Abb. 1.1 zeigt als Beispiel ein Blockdiagramm eines Ein-Chip Videotelefons [LNV
+
97].
MSQ:
Master
Sequencer
BSP:
Bit Stream
Processor
Controler
Memory Video
RAM
D950 Core
Sound
Processor
VIP:
VLIW  Image
Processor
Host
Interface
S Interface Glue Logic
A/D & D/A
Camera Monitor
Control Bus
Data Bus
Motion Estimator
DCT/Inverse DCT
High-speed H/W
Host µP I/F
Line
Tastatur/Hörer
Abbildung 1.1: Ein-Chip Videotelefon (SGS Thomson)
 EIS in der Medizintechnik (medizinische Analyse- und

Uberwachungssysteme)
 EIS in milit

arischen Anwendungen
 Zahlungssysteme auf der Basis EIS
Beispiel:
Abb. 1.2 zeigt den sog. Smartpen.
Dies ist ein Schreibger

at, welches der Identizierung des Schreibers dient. Zur Identizierung wird
hier nicht nur die Unterschrift benutzt, sondern auch die Bewegungen des Schreibger

ats w

ahrend des
Unterschreibens. Hierzu gibt es verschiedene Sensoren im Schreibger

at, welches es einem Rechner
erlauben, aus den per Funk

ubertragenen Daten ein Bild der Bewegung des Ger

ats im Raum zu
rekonstuieren.
Kraft-
und
Beschleunigungs-
Sensoren
Neigungs-
sensor
Tinten-
vorrat
Schalter
gemischt
analog/digitaler
ASIC einschl.
Batterien
Sender zum PC
Abbildung 1.2: SMARTpen
 EIS in der Fertigungstechnik (Fabriksteuerungen, Industrieroboter, Speicherprogrammierbare
Steuerungen)
Beispiel (nach Kopetz [Kop97]):
Gegeben sei ein Beh

alter mit einer Fl

ussigkeit, deren Durchussmenge durch ein Ventil geregelt
werden soll (siehe Abb. 1.3).
      
      
      
      




Ventil Sensor
Computer
Abbildung 1.3: Regelung eines Ventils
Diese Durchussmenge soll unter allen Umst

anden erhalten bleiben, unabh

angig von dem F

ullstand
des Beh

alters, der Temperatur usw. Zu diesem Zweck enth

alt das System einen Sensor, der den
Fluss misst. Das Ventil ist ein spezielles Beispiel eines Aktors, einer Komponente,

uber die das
physikalische System gesteuert werden kann. Wie in diesem Beispiel werden viele Aktoren mit
Sensoren kombiniert, um deren Funktion zu

uberwachen.
Bei der Konstruktion eines Regelungsverfahrens f

ur dieses Beispiel muss beachtet werden, dass es
eine gewisse Zeit dauert, bis das Ventil ge

onet oder geschlossen ist. Man kann z.B. annehmen, dass
es 10 Sekunden dauert, das Ventil voll zu

onen oder zu schlieen. Weiter ist zu ber

ucksichtigen,
dass der Sensor auch nur eine begrenzte Genauigkeit hat, z.B. eine solche von 1%. Dann k

onnte
man alle 100 ms einen Sensormesswert dem regelnden Computer zuf

uhren, da sich in dieser Zeit
auch das Ventil um 1% bewegen kann. Weiter ist die Zeitverz

ogerung zwischen

Anderungen am
Ventil und den Auswirkungen am Sensor zu ber

ucksichtigen. Alle diese Eekte m

ussen bereits beim
Entwurf eines einfachen Regelsystems beachtet werden. Viel komplexer sind Regelvorg

ange mit
vielen Sensoren und Aktoren.
Die Abbildungen 1.4 und 1.5 zeigen zwei Beispiele von Prototypen von Industrierobotern. Die
Abbildung 1.4 zeigt einen sog. Rohr-Krabbler, ein Ger

at, welches sich weitgehend selbst

andig (auch
durch gekr

ummte) Rohre bewegen kann.
Abbildung 1.4: Rohr-Krabbler
Abbildung 8.12 zeigt das mechanische Modell einer Stabheuschrecke, welche ein Vorbild f

ur den
Rohr-Krabbler war.
Abbildung 1.5: Stabheuschrecke (Modell)
 EIS in der Geb

audeautomatisation
Beispielhaft sei hier ein System der Telefongesellschaft Helsinki (HSY) genannt [Pag98]:
Bei diesem System melden Sensoren den Eintritt in einen intelligenten Raum. Licht und Bel

uftung
werden in diesem Moment eingeschaltet. Gekoppelt ist dies mit Helligkeitsreglern und Senso-
ren. Um Kosten zu sparen, werden unbenutzte R

aume nicht unn

otig gew

armt oder gek

uhlt. Ein
Kohlendioxid-Sensor beeinusst die Luftzufuhr benutzter R

aume. Das durch L

ufter verursachte
Ger

ausch wird auf das jeweils ben

otigte Minimum reduziert. Ein zentraler Monitor gibt es jederzeit
Auskunft

uber den Belegungszustand der einzelnen R

aume. Der Energieverbrauch kann f

ur jeden
Raum erfasst werden. Das zur Kommunikation mit Sensoren und Regler ben

otigte Netz ist mit dem
lokalen Rechnernetz integriert.
Diese Klassen und Beispiele geben einen Eindruck von der Vielfalt eingebetteter Systeme.
1.1.3 Markt f

ur eingebettete Systeme
Der Markt f

ur eingebettete Systeme ist sehr stark im Wachsen begrien und wird voraussichtlich den
Markt f

ur Terminal-basierte Anwendungen

ubertreen. Bereits heute werden nach Angaben der Zeit-
schrift Electronic Design 79% aller hochwertigen Mikroprozessoren in eingebetteten Systemen eingesetzt.
Das bedeutet: pro Pentium-Prozessor, dessen man sich bewusst ist, existieren ca. vier hochwertige Pro-
zessoren in eingebetteten Systemen, von deren Existenz man in der Regel nicht wei. Gerade f

ur Europa
bilden eingebettete Systeme den Hauptmarkt im Bereich informationsverarbeitender Systeme (Rechner
sind ja v.a. ein Haupt-Exportgut der USA). Daher z

ahlt der Entwurf eingebetteter Systeme zu den
h

augen Aufgaben europ

aischer Spezialisten f

ur Informationsverarbeitung und soll daher hier behandelt
werden.
Die Bedeutung eingebetteter Systeme wird vielfach untersch

atzt. Dies belegt auch das folgende Zitat von
Mary Ryan [Rya95]:
Embedded chips aren't hyped in TV and magazine ads ... but embedded chips form the backbone
of the electronics driven world in which we live. ... they are part of almost everything that runs
on electricity.
Das Marktvolumen eingebetteter Systeme wird mit 31 Milliarden US $ angegeben (zum Vergleich: Markt-
volumen f

ur general purpose computing: 46,5 Milliarden US $) [Gup98]. Die Steigerungsrate des Markt-
volumens f

ur EIS bei 18% pro Jahr, beim general purpose computing bei 10% pro Jahr [Gup98].
Trends beinhalten eine zunehmende Flexibilit

at der Systeme durch den Einsatz von Prozessoren und
Software statt von Hardware, eine Zunahme der durchschnittlichen Programmgr

oe und eine Zunahme
der Entwicklungskomplexit

at.
1.1.4 Charakteristika eingebetteter Systeme
EIS besitzen in der Regel die folgenden Eigenschaften:
 EIS ben

otigen Sensoren zur Aufnahme von Daten, Aktoren zur Beeinussung physikalischer
Daten sowie ein man/maschine interface (MMI).
 Sie stellen h

aug harte Anforderungen an das Zeitverhalten. Die Verarbeitungsgeschwindigkeit darf
vielfach nicht stark schwanken (Forderung nach wenig jitter). Dies macht die Verwendung von caches
und virtuellem Speicher problematisch.
 Sie sind reaktiv (d.h. Eingaben bewirken eine vom gegenw

artigen inneren Zustand abh

angige Aus-
gabe und einen

Ubergang in einen neuen Zustand; das Ein/Ausgabeverhalten l

asst sich also besser

uber Automaten, weniger

uber eine einzelne zu berechnende Funktion beschreiben.
 EIS sind f

ur bestimmte Anwendungen entworfen. Ihr Verhalten ist meist w

ahrend des Entwurfs
vollst

andig bekannt. Es gibt keine neuen \Anwendungsprogramme" die sp

ater hinzukommen.
 Es werden vielfach hohe Anforderungen gestellt an:
{ die Zuverl

assigkeit (die Wahrscheinlichkeit eines Ausfalls muss klein sein),
{ die Sicherheit (falls ein System ausf

allt, dann d

urfen keine gef

ahrlichen Situationen eintreten),
{ die Wartbarkeit (ein ausgefallenes System muss schnell wieder zur Verf

ugung stehen)
{ dieVerf

ugbarkeit (die Wahrscheinlichkeit eines nicht arbeitsf

ahigen Systems muss klein sein),
{ die security (die Vertraulichkeit und Authentizit

at von Daten muss gew

ahrleistet sein)
 EIS sind in der Lehre und in

oentlichen Diskussionen vielfach unterrepr

asentiert, da sie meist in
Ger

aten "versteckt" sind und man sich ihrer Bedeutung nicht so leicht bewut wird.
Embedded chips aren't hyped in TV and magazine ads ... but embedded chips form the
backbone of the electronics driven world in which we live. ... they are part of almost
everything that runs on electricity [Rya95].
Auch sind EIS h

aug so komplex, dass ein Entwurf im Rahmen von Lehrveranstaltungen schwierig
ist.
 Es sind eÆziente L

osungen erforderlich. Mobile Ger

ate m

ussen beispielsweise mit wenig Energie
auskommen. Silizium

ache sollte bei Massenproktukten eÆzient genutzt werden.
 EIS kommen vielfach ohne Tastatur, Maus und Bildschirm aus. Sie bedienen sich anderer Interfaces
mit Benutzern; z.B.

ublicher Anzeige- und Kontrollinstrumente in Fahrzeugen.
Wegen der letztgenannten Eigenschaft kann man salopp auch sagen: alle informationsverarbeitenden
Systeme, die ohne Bildschirm und Tastatur auskommen, sind EIS.
Bei der Benutzung des Begris "EIS" werden vielfach die Unterschiede zwischen EIS in verschiedenen An-
wendungsbereichen

ubersehen (und dies wird durch die zuletzt genannte Denition noch verst

arkt). Porta-
ble Ger

ate stellen ganz andere Anforderungen als fest installierte Ger

ate, z.B. hinsichtlich der verf

ugbaren
elektrischen Leistung.
Nicht jedes EIS muss alle o.a. Eigenschaften besitzen. Wird eine gr

oere Zahl dieser Eigenschaften ge-
fordert, dann wird man jedoch von einem EIS sprechen. Wegen der gemeinsamen Eigenschaften von EIS
in verschiedenen Anwendungsbereichen lohnt es sich, zusammenfassend

uber den Entwurf von EIS zu
sprechen und nicht jeden Anwedungsbereich separat zu betrachten.
In Anlehnung an Kopetz [Kop97] wollen wir hier auszugsweise zusammenstellen, was man aus einem
einleitenden Kapitel zum Thema Realzeit-Systeme behalten sollte.
 A real-time computer system must react to stimuli from the controlled object (or the operator) within
the time interval dictated by its environment. If a catastrophe could result in case a rm deadline
is missed, the deadline is called hard.
 Die Wahrscheinlichkeit, dass ein perfekt entworfenes System mit garantierter Systemantwort ver-
sagt, ist durch die Wahrscheinlichkeit gegeben, dass die Annahmen

uber die Systemlast und die
m

oglichen Fehler sich als falsch herausstellen.
 Die Zuverl

assigkeit R(t) ist die Wahrscheinlichkeit, dass ein System zum Zeitpunkt t noch korrekt
funktioniert, unter der Annahme, dass es zu einem Zeitpunkt t = 0 korrekt funktionierte.
 Wartbarkeit (engl. maintainability) ist die WahrscheinlichkeitM(d), dass ein System in einer Zeit
d nach einem Fehler wieder korrekt funktionieren kann.
 Verf

ugbarkeit (engl. availability) ist die Wahrscheinlichkeit, dass ein System zum Zeitpunkt t eine
korrekte Funktion anbieten kann.
 Eine garantierte Systemantwort (engl. guaranteed system response) muss auch ohne Argumen-
tation mit Wahrscheinlichkeiten begr

undet werden k

onnen.
 An embedded real-time system is part of a well-specied larger system, an intelligent product. ...
 Die Vorab-Kenntnis der Produktfunktion kann ausgenutzt werden, um den Ressourcenbedarf und
die Robustheit des Produkts zu verbessern.
 Die Kosten einer Produktionsanlage sind in der Regel weniger wichtig als die Kosten der Produktion.
 The embedded system market is expected to grow signicantly ...
1.2 Motivation und Struktur dieser Vorlesung
Aus den folgenden Gr

unden ist eine Besch

aftigung mit dem Thema der Vorlesung wichtig:
 Die Bedeutung von EIS, gerade f

ur die Wirtschaft Europa, ist gr

oer als allgemein angenommen
wird.
 EIS werden in Vorlesungen

ublicherweise nur am Rande oder implizit behandelt.
 Gerade der Lehre an einer technisch ausgerichteten Hochschule und in einem Studiengang "Inge-
nieurinformatik" kommen EIS eine besondere Bedeutung zu.
 Wenngleich eine

Uberlappung mit den Inhalten von manchen Vorlesungen der Fakult

at Elektrotech-
nik vorliegt, ist eine separate Vorlesung f

ur die Informatik-Studieng

ange wichtig. Die einschl

agigen
Veranstaltungen der Fakult

at sind nicht breit angelegt, wie es f

ur Informatiker aufgrund des m

ogli-
chen Stundenvolumens notwendig ist und k

onnen nat

urlich nicht alle Bez

uge zu Informatikveran-
staltungen herstellen.
Die Vorlesung behandelt insbesondere folgende Themen:
 Hardware eingebetteter Systeme (Sensoren, Verarbeitungseinheiten, Prozessbusse, Aktoren)
 Digitale Signalverarbeitung
 Realzeit-Betriebssysteme
 Realzeit-Sprachen
 Entwicklungsumgebungen
 Prozess-Steuerungen und -Regelungen
 Roboter und maschinelles Sehen
Die Vorlesung muss also relativ umfassend gestaltet werden.
Bei der Planung der Vorlesung stellt sich immer wieder die Frage: Pr

asentation des Stoes top down oder
bottom up? F

ur diese Vorlesung haben wir uns weitgehend (d.h.: mit Ausnahme des ersten Kapitels) f

ur
ein bottom up-Vorgehen entschieden. Wir werden also mit der Hardware eingebetteter Systeme beginnen.
Dies sollte nicht dem Entwurfsprozess entsprechen, bietet aber zwei Vorteile:
1. Man beginnt "auf sicherem Boden" und mit Themen, die f

ur praktisch alle eingebetteten Systeme
relevant sind. Bei einem top-down-Vorgehen h

angt die Themenwahl stark von dem Anwendungsbe-
reich der EIS ab.
2. Bei einem top-down-Vorgehen m

usste recht fr

uh

uber Spezikationssprachen gesprochen werden,
die aber bislang Gegenstand der Vorlesung "Rechnergest

utzter Entwurf und Produktion" sind.
1.3 Einbindung der Vorlesung in das Lehrangebot
W

ahrend CAD-Methoden f

ur den Entwurf der Mikroelektronik von EIS Gegenstand der Vorlesung "Rech-
nergest

utzter Entwurf und Produktion (Mikroelektronik)"ist, soll in der Vorlesung "Prozessrechnertech-
nik" ein grunds

atzlicher Einblick in den m

oglichen Aufbau und die Arbeitsweisen von EIS gegeben werden
(siehe Abb. 1.6).
eingebettete Systeme
Layout-Algorithmen
Logiksynthese-Algorithmen
Compilerdesign für eingebettete Prozessoren
Hardware/Software-Codesign-Algorithmen
Vorlesung "Rechnerstützter Entwurf
und Konstruktion"
Zieltechnologien eingebetteter Systeme
Spezifikation eingebetteter Systeme
Begriffsbildung
... ....
Softwareentwicklung für
Regelungstechnik
Maschinelles Sehen
Realzeit-
Betriebssysteme
Vorlesung "Prozessrechnertechnik"
Abbildung 1.6: Relation zur CAD-Vorlesung
Es geplant, die Aufteilung des Stoes auf die Vorlesungen k

unftig zu reorganisieren: eine einf

uhrende
Vorlesung "Eingebettete Systeme" w

urde danach Spezikationsmethoden, Zielarchitekturen und grund-
legende Designtechniken enthalten. Eine darauf aufbauende CAD-Vorlesung w

urde die CAD-Algorithmen
einschliessen. Dieser Aufbau setzt aber eine neue Pr

ufungsordnung voraus.
Vorlesungen

uber eingebettete Systeme sind auch an vielen Informatikfachbereichen

ublich, so z.B. in
Aachen, Karlsruhe, Darmstadt, M

unchen und Bielefeld. Aufgrund der lokalen Gegebenheiten kann da-
bei an der Universit

at Dortmund der Sto nur in einer einzigen Vorlesung geboten werden, obwohl an
anderen Standorten mehrere Veranstaltungen (etwa mit Titeln wie "Realzeitsysteme", "Robotics", "ein-
gebettete Systeme") in den beschriebenen Bereich fallen. In Kaiserslautern gibt es sogar eine in einer
Pr

ufungsordnung niedergelegte Studienrichtung "Eingebettete Systeme".
Im Sinne der Pr

ufungsordnungen wird die Vorlesung wie eine Vorlesung "Prozessrechnertechnik" oh-
ne irgendwelche Namenszus

atze behandelt. Sie ist damit eine Wahlpicht-Vorlesung des Studiengangs
"Angewandte Informatik" und gleichzeitig eine Spezialvorlesung f

ur die Studieng

ange "Informatik"und
"Lehramt Informatik, Sek. II".

Uber den Inhalt der Vorlesung k

onnen m

undliche Pr

ufungen abgelegt
werden.
Die Vorlesung besitzt thematische Ankn

upfungspunkte an andere Stamm- und Wahlpichtvorlesungen
des Fachbereichs. Es ergeben sich insbesondere thematische Beziehungen zu den Vorlesungen "Rechner-
gest

utzter Entwurf und Produktion (Mikroelektronik)", "Software-Technologie" "K

unstliche Intelligenz"
und "Betriebssysteme". Manche (aber l

angst nicht alle) der Themen werden ausf

uhrlicher in Vorlesungen
der Fakult

at Elektrotechnik behandelt. F

ur Informatiker d

urfte der Besuch aller einschl

agigen Vorlesun-
gen dieser Fakult

at allerdings aus Aufwandsgr

unden und wegen der zu hohen Spezialisierung ausscheiden.
Gelegentlich kann ein besseres Verst

andnis des Stoes zu erzielen sein, wenn die Vorlesung "Rechner-
architektur" vor dem Besuch der Vorlesung "Prozessrechnertechnik" geh

ort wurde. Allerdings soll nicht
ausgeschlossen werden, dass die Vorlesung "Prozessrechnertechnik" ohne Vorliegen dieser Voraussetzung
geh

ort wird, da ben

otigte Grundlagen zumindest innerhalb der Vorlesung (wenngleich nicht immer in
diesem Skript) kurz angesprochen wwerden.
1.4 Literatur
Leider ist es nicht m

oglich, sich bei der Stoauswahl auf eine kleine Zahl von umfassenden B

uchern
zu beziehen. Es gibt eine Reihe

alterer B

ucher

uber Prozessdaten-Verarbeitung, die sich jedoch vielfach
nur mit der Hardware besch

aftigen oder Themen in den Vordergrund stellen, die Informatik-Studenten
ohnehin bekannt sind. Neuere B

ucher behandeln vielfach nur Teilaspekte des oben umrissenen Themen-
kreises. Aufgrund des breit angelegten Themenkreises reichen diese B

ucher allein nicht aus. Die Vorlesung
basiert daher auf einer groen Zahl von B

uchern, einzelnen Zeitschriftenartikeln und zum kleinen Teil
Informationen aus den Skripten R. Gupta [Gup98].
Zu den einzelnen Gebieten sollen hier die folgenden B

ucher besonders genannt werden:
 Hardware eingebetteter Systeme
Die Verarbeitung von physikalischen Daten beginnt mit deren Erfassung mittels Sensoren. Der
groe Bereich solcher Sensoren kann nur anhand einiger, weniger Ausz

uge aus Zeitschriften- und
Prospektmaterial gestreift werden.
Erfasste Daten m

ussen den Verarbeitungseinheiten zugef

uhrt werden. Das Buch von Sch

urmann
[Sch97b] enth

alt eine sehr gute Darstellung der hierf

ur geeigneten Prozessbusse und von Bussen
in der Automatisierungstechnik, auf die zur

uckgegrien werden soll. Eine

altere Darstellung von
Hardwaretechnologie ndet sich im Buch von F

arber [Fae94].
Zur eigentlichen Verarbeitung geeignete Prozessoren und Spezialhardware wird bereits im Skript
"Rechnergest

utzter Entwurf und Konstruktion" [Mar98] beschrieben und hier z. Tl.

ubernommen.
F

ur den Bereich der steuernden Hardwareelemente (Aktoren) und der Anzeigeelemente muss wieder
auf einzelne Artikel zur

uckgegrien werden.
 Digitale Signalverarbeitung
F

ur dieses Gebiet wird v.a. auf das Buch von Oppenheim und Sch

afer [OS95] zur

uckgegrien.
Weitere einschl

agige B

ucher stammen von Embree und Kimble [EK91] sowie von Kammeyer und
Kroschel [KK89].
 Realzeit-Betriebssysteme
Einige Kernanforderungen an Realzeit-Betriebssysteme (engl. real-time operating systems, RTOS)
werden bei Kopetz [Kop97] beschrieben und hier

ubernommen. Weiter werden wir auf wenige Bei-
spiele erh

altlicher Realzeitbetriessysteme eingehen.
 Realzeit-Sprachen
Zu diesem Thema gibt es eine F

ulle von B

uchern. Grundlage der laufenden Vorlesung ist v.a. das
Buch von Burns und Welling [BW90]. Erg

anzend k

onnen die B

ucher von Z

obel [Zoe87], Young
[You82] und Fiedler[Fie94] sowie Material

uber Java [Job96] benutzt werden. .
 Entwicklungsumgebungen
Der Entwicklungsprozess wird u.a. in den B

uchern Krishna et al. [KS97] sowie von Burns und
Welling [BW90] diskutiert.
 Prozess-Steuerungen und -Regelungen
Prozess-Steuerungen und -Regelungen stellen ein relativ klassisches Gebiet dar, f

ur das eine Vielzahl
von B

uchern existiert. In der Vorlesung wird ein Schwergewicht im Bereich der Fuzzy-Systeme
liegen. Hierf

ur werden wir v.a. das Buch von Kiendl [Kie97] benutzen Weitere B

ucher dieses Gebiets
stammen z.B. von Pressler [Pre67] und Kruse [KGK95].
 Roboter
Roboter werden in dem vorliegenden Text nur kurz anhand des Buches von Kreuzer et al. [KMLT94]
dargestellt. Erg

anzend kann das Buch von Fu, Gonzales und Lee [FGL87] benutzt werden.
 Mustererkennung
F

ur die Mustererkennung benutzen wir das Buch von Fritsch [Fri91]. Erg

anzend kann wieder das
Buch von Fu, Gonzales und Lee [FGL87] eingesetzt werden.
Die jeweils aktuelle Fassung des vorliegenden Skripts ist

uber die Web-Seite des Lehrstuhls 12 (http://ls12-
www.cs.uni-dortmund.de) zu beziehen (Format: postscript). F

ur Hilfe bei der Erstellung des Skripts sei
folgenden Personen gedankt: Frau Bauer f

ur das Schreiben der vieler Abschnitte, den Kollegen Krumm
und M

uller f

ur Hinweise bei der Vorbereitung, Herrn Markhof f

ur die Rechnerbetreuung und den Autoren
von Linux, Latex und des Editors ce f

ur die Arbeitsumgebung, in der die postscript-les erzeugt wurden.
Kapitel 2
Hardware eingebetteter Systeme
2.1 Sensoren
Die Verarbeitung von physikalischen Daten beginnt mit deren Erfassung mittels Sensoren. Informati- 2. Vorles.
onsverarbeitung physikalischer Gr

oen setzt voraus, da diese Gr

oen zun

achst einmal erfat und der (z.
Zt. praktisch ausschlielich elektronischen) Informationsverarbeitung zug

anglich gemacht werden. Dies
leisten die Sensoren. Im Bereich der Sensoren hat es dabei in den letzten Jahren eine enorme Entwick-
lung gegeben, welche nicht eine der Bedeutung entsprechende Beachtung gefunden hat. Ohne die rapide
Entwicklung in der Sensorik w

aren kaum die Fortschritte beispielsweise der Automobilelektronik m

oglich
gewesen.
Mit Sensoren k

onnen praktisch alle physikalischen Gr

oen erfat werden, also z.B.
 Abmessungen
 Gewichte
 Beschleunigungen
 Feldst

arken
 Temperatur
 Helligkeiten
u.s.w.
Auch f

ur andere Gr

oen gibt es Sensoren, also beispielsweise f

ur chemische Stoe.
Eine groe Zahl von physikalischen Gesetzen und Eekten kann zur Realisierung von Sensoren genutzt
werden. Als Beispiele seien hier genannt:
 das Induktionsgesetz (Erzeugung einer Spannung durch ein Magnetfeld)
 der Hall-Eekt (-"-)
 lichtelektrische Eekte (Ver

anderung der Leitf

ahigkeit durch Licht)
Insgesamt ist das Gebiet der Sensorik so gro, da hier kein vollst

andiger

Uberblick gegeben werden kann.
Beispiele j

ungerer Entwicklungen:
 Beschleunigungsensoren auf der Basis der Mikrosystemtechnik
 Bewegungssensoren auf der Basis des Halleekts
Auf der Basis des Halleekts kann eine

Anderung eines Magnetfeldes in eine Spannung umgesetzt
werden (Abb. 2.1).
Anwendungen nden sich z.B. bei ABS-Systemen oder bei Gleichstrommotoren, die ohne Kohlen-
schleifer auskommen.
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Abbildung 2.1: Halleekt und passende Sensoren(
c
IIT Intermetall)
 Sensoren f

ur Fingerabdr

ucke auf der Basis der CMOS-Technik (siehe Abb. 2.2)
Abbildung 2.2: Sensor zur Erkennung von Fingerabdr

ucken (
c
VDE, Siemens)
Der Sensor besteht aus 256  256 Sensorelementen. Er hat eine Au

osing von 500 dpi.
Wird der Finger auf die Silizium

ache des Chips gelegt, nehmen Sensorzellen die

Ande-
rungen des elektrischen Feldes auf, das die erhabenen Linien und die Vertiefungen auf der
Finger

ache hervorrufen, und erzeugen daraus ein elektrisches Abbild [Sie98].
Da sich ein dreidimensionales Bild des Fingers ergibt, kann der Sensor auch nicht mittels Fotos

uberlistet werden. Da auch die Leitf

ahigkeit gemessen wird, reicht auch kein Wachsabdruck zur
Identizierung.
 Kameras auf der Basis von charge coupled devices (CCDs; deutsch: Eimerkettenschaltungen).
Obwohl die Geometriegenauigkeit und das Au

osungsverm

ogen der R

ohrenkameras auf
ein betr

achliches Niveau gebracht werden konnte, werden sich f

ur das Maschinelle Sehen
Kameras auf der Basis von Festk

orperbildsensoren durchsetzen. Dies sind hochintegrierte
optomikroelektronische Schaltkreise mit einem Rechteckmosaik von von strahlungempnd-
lichen Elementen, bei denen wie im Target einer Bildaufnahmer

ohre ein dem auftreen-
dem Strahlungsstrom proportionales Ladungsbild erzeugt wird. Die Ladungen werden

uber
Register und entsprechende Leitungen getaktet ausgelesen.... Sensoren nach dem Interline-
(Spaltenauslese-) Prinzp bestehen im wesentlichen aus nebeneinanderangeordneten CCD-
Zeilen. Sensoren nach dem Frametransfer- (Bildauslese-) Prinzip enthalten eine lichtemp-
ndliche Matrix von Einzelsensoren, die innerhalb eines Bruchteils der Integrationszeit
in eine zweite lichtgesch

utzte Bildpuermatrix ausgelesen und zwischengespeichert wird.
[Zitat Fritsch [Fri91]]
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Abbildung 2.3: Spaltenauslese-Prinzip
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Abbildung 2.4: Bildauslese-Prinzip
 Lichtempndliche Sensoren, welche bei Blinden in das Auge implantiert werden k

onnen, (das sog.
k

unstliche Auge)
 Abgassensoren zur Motorregelung
 Strahlungssensoren f

ur Kraftwerke und die Weltraumfahrt
 Regensensoren zum automatischen Start von Scheibenwischern.
Sensoren vermehren sich wie Kaninchen. Heinzelm

annchen im modernen Auto. Die f

unf
Sinne reichen nicht mehr zum Autofahren. [Zitat ITT Automotive, web-Seiten der Fa.
ITT]
2.2 Diskretisierung der Zeit: Sample-and-hold-Schaltungen
In dieser Vorlesung werden wir nur die Informationsverarbeitung mit digitalen Komponenten betrachten
1
.
Da mit bekannten Digitalrechnern nur zeitdiskrete Folgen von Werten verarbeitet werden k

onnen, m

ussen
m

ussen wir auf zeitdiskrete Folgen

ubergehen. Auf die Folgen hiervon werden wir in Kapitel 3 eingehen.
Die Zeitdiskretisierung kann mit Hilfe von sample and hold-Schaltungen vorgenommen werden (siehe
Abb. 2.5).
Idealerweise w

urde das Taktsignal den Schalttransistor nur extrem (innitesimal) kurz

onen lassen und
dabei die Amplitude zu 100% an den Kondensator weiterleiten. Spannungswerte am Kondensator zu
den Takzeitpunkten w

urden dann die Folgenwerte bilden. Reale Sample-and-hold-Schaltungen ben

otigen
allerdings eine gewisse Zeit zum Auaden des Kondensators.
1
Allerdings beklagt die Industrie eine unzureichende Ausbildung von Analogdesignern. Hier w

are eine Ausbildungsauf-
gabe (die aber nicht mit dieser Vorlesung gel

ost werden kann und soll).
tUA/DUx
D-FF
Takt
U
e
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Abbildung 2.5: Sample-and-hold-Schaltung
2.3 Diskretisierung der Amplitude: Analog/Digitalwandler
Viele der Eingabewerte eines eingebetteten Systems sind analoge Werte. Wir schlieen f

ur den folgenden
Teil der Vorlesung eine analoge Informationsverarbeitung aus.
Die einzelnen Folgeelemente sind also zu digitalisieren. Hierf

ur gibt es viele Verfarhren. (siehe z. B. B

ahring
[Bae94], Zimmermann [ZH74]). Wir wollen hier zwei Verfahren vorstellen, die sich in Geschwindigkeit und
Genauigkeit unterscheiden:
1. Direkter Vergleich
Das Prinzip dieser Verfahrens ist sehr einfach (siehe Abb. 2.6).
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Abbildung 2.6: A/D-Wandler mit direktem Vergleich
Die Analogspannung wird parallel, d.h. gleichzeitig, mit verschiedenen genau abgestuften Referenz-
spannungen verglichen. Die Kodierstufe erkennt den h

ochsten Referenzwert, der von U
x
noch

uber-
schritten wird und leitet ein entsprechendes Signal an die Digitalausg

ange [ZH74]. Da die Ver-
gleichsspannungen gleichzeitig zur Verf

ugung stehen, sind AD-Wandler auf der Basis des direkten
Vergleichs sehr schnell (man kann sagen, der Zeitaufwand zur Wandlung ist unabh

angig von der
Au

osung, oder O(1)).
Wandler auf dieser Basis k

onnen z. Tl. zur direkten Digitalisierung von HF-Signalen eingesetzt wer-
den. Diese Wandler sind aber sehr aufwendig. Zur Erzeugung von Digitalwerten einer Genauigkeit
von n Werten wird ein Aufwand von n  1 Vergleichern ben

otigt.
Diese Wandler werden daher v.a. zur Digitalisierung von schnellen Vorg

angen, f

ur die eine begrenzte
Genauigkeit ausreicht, eingesetzt. Dazu geh

ort z.B. die Digitalisierung von Bewegtbildern.
2. Wandler nach dem W

ageprinzip
Wandler nach diesem Prinzip folgen dem in Abb. 2.7 angegebenen Schema.
Die Grundidee der Wandler basiert auf der bin

aren Suche. Nacheinander werden die einzelnen
Bits des Digitalausgangs auf '1' gesetzt und analysiert, ob der entsprechende Analogwert gr

oer
oder kleiner als der zu wandelnde Wert ist. Ist er gr

oer, wird das betreende Bit auf '0' gesetzt,
sonst bleibt es erhalten. Der Vorgang beginnt bei dem h

ochstwertigen Bit und endet bei dem
niedrigwertigsten (engl. successive approximation).
Digitalausgang
Steuerlogik
DA-Wandler
Ux +
-
Abbildung 2.7: A/D-Wandler nach dem W

ageprinzip
Realisierungen von D/A-Wandlern werden im Abschnitt 2.6 beschrieben.
Der Aufwand zur Erzeugung von digitaler Codes mit n m

oglichen Werten ist durch den Aufwand
f

ur die D/A-Wandler gegeben (in der Regel ld(n)), die Zeitkomplexit

at ebenfalls ld(n).
Diese Wandler sind weniger aufwendig als die im vorigen Abschnitt beschriebenen und langsamer
als diese, lassen aber bei geringem Aufwand eine hohe Genauigkeit zu (diese ist im wesentlichen
durch die Genauigkeit des D/A-Wandlers bestimmt).
2.4 Prozesbusse, Busse in der Automatisierungstechnik
2.4.1 Anforderungen
Die zu bearbeitenden Gr

oen m

ussen in einem komplexen System zwischen einer Vielzahl von Ger

aten
und Komponenten ausgetauscht werden. Im allgemeinen ist daher ein hierarchisches Modell des Gesamt-
systems erforderlich (siehe Abb. 2.8)
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Abbildung 2.8: Netzwerkhierarchie
Da beispielsweise die Kommunikation mit einem Roboter in der Fabrikhalle ganz andere Anforderungen
besitzt als die Kopplung zweier Workstations in einem Planungsb

uro, lassen sich die unterschiedlichen
Anforderungen nicht durch ein einziges Kommunikationsprotokoll realisieren. Die prinzipielle Tendenz bei
diesen Anforderungen ist, da auf den oberen Ebenen groe Datenpakete bei geringen Anforderungen an
das Einhalten von Zeitbedingungen ausgetauscht werden, wohingegen auf den unteren Ebenen wenige Bits
innerhalb von Sekundenbruchteilen ausgetauscht werden m

ussen. Diesen Anforderungen entsprechend
wurden ebenenspezische Bussysteme und Protokolle entwickelt (siehe Abb. 2.8, rechts). Diese m

ussen
in einer industriellen Umgebung meist die folgenden Eigenschaften aufweisen [Sch97b]:
 Unempndlichkeit gegen

uber St

orungen und Besch

adigungen
 Fehlertoleranz
 leichte und schnelle Wartbarkeit, Fehlerdiagnosem

oglichkeit
2
Diese Abbildung orientiert sich ebenso wie der

ubrige Inhalt dieses Abschnitts an dem Buch von Sch

urmann [Sch97b].
 Echtzeitverhalten des Buszugriverfahrens
 M

oglichkeit der ereignisorientierten Kommunikation
 auf den Einsatzbereich zugeschnittene

Ubertragungsgeschwindigkeit
 Wirtschaftlichkeit
Um die Kosten gering zu halten, sieht man h

aug vor, dass Ger

ate mit geringer Stromaufnahme ihren
Betriebsstrom

uber den Bus statt

uber eigene Netzteile beziehen k

onnen.
2.4.2 Basistechniken f

ur verl

assliche Kommunikation
Zur Verbesserung der Unempndlichkeit gegen

uber St

orungen werden verschiedene Techniken eingesetzt,
wie etwa die Abschirmung der Kabel (z.B. STP-Kabel), der Einsatz optischer

Ubertragungsstrecken oder
die Benutzung dierentieller Bussignale.
Bei der

Ubertragung von Informationen

uber Kabel ist es vielfach

ublich, Informationen durch Spannun-
gen darzustellen, die auf eine Masseleitung oder auf \Null" bezogen gemessen werden. So kann eine '1'
durch einen Spannungsbereich (z.B. von 3,5 bis 5 Volt) zwischen einem Signalkabel und Masse kodiert
werden. Man bezeichnet diese Form der Signal

ubertragung als single ended oder asymmetrisch.
Wenn man an einer hohen

Ubertragungssicherheit interessiert ist, verwendet man statt \single ended"-
Signalen sog. dierentielle Signale oder symmetrische Signale. F

ur jedes dierentielle Signal werden zwei
Leitungen ben

otigt,

uber die jeweils gegenpolige Spannungen gef

uhrt werden, bei einer Spannung von
U
+
auf der einer Leitung also -U
+
auf der anderen (siehe Abb. 2.9). An der Empfangsseite bendet sich
ein Dierenzverst

arker. Der Dierenzverst

arker verst

arkt die Spannungsdierenz zwischen seinen beiden
Eing

angen um einige Zehnerpotenzen, wobei der resultierende Wert durch die Betriebsspannung oder
einen anderen festen Wert (z.B. 0 Volt) begrenzt wird. Ist die Spannung zwischen beiden Eing

angen
dieses Verst

arkers positiv, so generiert er so eine '1' und sonst eine '0'.
-
+
Masse
Differenzverstärker
gegenpoliger
Ausgangstreiber
Abbildung 2.9: Dierentielle Signale
Meist kombiniert man die Verwendung dierentieller Signale mit der Verwendung von verdrillten Kabeln
(sog. twisted pairs), da auf diese St

orungen relativ gleichm

aig

ubertragen werden.
Die Vorteile dierentieller Signale sind die folgenden:
 St

orsignale addieren sich in der Regel zu den Signalen auf beiden Leitungen, bleiben also durch die
Dierenzbildung wirkungslos.
 Der resultierende Logikwert h

angt nur von der gegenseitigen Polarit

at der Signale am Dierenz-
verst

arker ab.

Anderungen der absoluten Gr

oe der Spannungen durch D

ampfung des Signals ent-
lang der Leitung oder Reexion spielen keine Rolle.
 Die Anforderungen an die Qualit

at der Masseverbindungen sind geringer, da

uber diese keine Si-
gnalstr

ome ieen.
 Mit dierentiellen Signalen sind wegen der bereits genannten Eigenschaftten meist h

ohere

Ubert-
ragungsraten als mit single ended Signalen m

oglich.
Die Nachteile dierentieller Signale sind:
 Es werden negative Spannungen ben

otigt (es sei denn, man arbeitet mit komplement

aren (logisch
negierten) statt mit gegenpoligen Signalen).
 Es werden doppelt so viele Signalkabel und Steckeranschl

usse ben

otigt.
Dierentielle Signale nden u.a. in den folgenden Bereichen Anwendung: dierential SCSI, token ring-
Netze (s.u.), Daten

ubertragung nach dem RS 422-Standard, ISDN, shielded/unshielded twisted pair Kabel
(sog. STP- bzw. UTP-Kabel), hochwertige analoge Audio

ubertragung, u.a.m.
Zur Verbesserung der Fehlertoleranz werden fehlererkennende und fehlerkorrigierende Busprotokolle be-
nutzt.
Um das Echtzeitverhalten zu garantieren, verwendet man spezielle Busprotokolle. Das vom Ethernet her
bekannte CSMA/CD-Verfahren (carrier sense, multiple access/collision detect) beispielsweise ist nicht
geeignet, weil es Konikte beim Zugri auf den Bus auf eine Weise au

ost, die keinerlei obere Zeitschranke
f

ur die Zuteilung des Busses garantiert.
Eine Alternative ist das CSMA/CA-Verfahren (CA steht f

ur collision avoidance). Jeder Teilnehmer erh

alt
eine Kennung (ID), die seiner Priorit

at entspricht. Nach Beendigung einer Bus

ubertragung beginnen alle
sendewilligen Teilnehmer gleichzeitig (synchron) ihre Kennung zu senden, wobei die Busleitung eine wired-
OR ... Verkn

upfung realisiert. ... Bei einer wired-OR-Verkn

upfung ist eine '1' auf dem Bus dominant
gegen

uber einer '0' [Bae94]. Die

Ubertragung beginnt mit dem h

ochstwertigen Bit. Sobald die auf dem
Bus anliegende, durch

Uberlagerung verkn

upfte Kennung gr

oer als seine eigene Kennung ist, zieht sich
der entsprechende Teilnehmer von der Arbitrierung zur

uck und versucht sp

ater wieder zu senden. ...
Voraussetzung zur Erkennung des jeweils dominanten Bits ist, dass die Signallaufzeit t
s
vernachl

assigbar
klein gegen

uber der Schrittweite (Dauer eines Bits) ist ....
Ist die Paketl

ange begrenzt, hat der Teilnehmer mit h

ochster Priorit

at Echtzeitverhalten. Der Bus kann
allerdings f

ur niederpriore Teilnehmer blockiert werden, wenn der Teilnehmer mit h

ochster Priorit

at
st

andig senden w

urde. Er sollte daher nach einem

Ubertragungszyklus eine bestimmte Zeit warten, bevor
er sich wieder um den Bus bem

uht.... [Zitat Sch

urmann].
Eine andere Technik, Realzeitverhalten zu garantieren, besteht in der Kommunikation mittels token rings
(siehe [Mar97]) oder den verwandten token busses.
Weitere Basistechniken betreen beispielsweise den Schutz vertraulischer Daten mittels Kryptographie,
den Aufbau virtuell privater Netze usw.
2.4.3 Sensor/Aktor-Busse
2.4.3.1 Prinzipien
Sensor/Aktor-Busse bilden das

Ubertragungsmedium auf der den physikalischen Gr

oen n

achsten Ebene.
Sie verbinden Sensoren und Aktoren vielfach mit Robotern, numerischen Steuerungen (CNC-Steuerungen]
und speicherprogrammierbaren Steuerungen (SPS). Echtzeitverhalten und Kosten spielen bei diesen Bus-
sen eine groe Rolle.
Nach Sch

urmann [Sch97b] gibt es drei m

ogliche Realisierungen der Anschlussorganisation :
1. Sensoren sind direkt mit der Steuerung verbunden (siehe Abb. 2.10 links). Hierf

ur werden nur
einfache Sensoren, aber viele Leitungen ben

otigt.
2. Sensoren sind

uber spezielle Anschlueinheiten

uber einen Bus mit der Steuerung verbunden (siehe
Abb. 2.10 mitte). Hierf

ur reichen einfache Sensoren aus, die Leitungskosten k

onnen aber reduziert
werden.
3. Sensoren haben selbst einen Busanschlu,

uber den sie verbunden sind. Dies ist die exibelste,
zugleich aber bez

uglich der Sensoren eine evtl. teure L

osung.
Da Sensoren sehr einfach sein k

onnen (sie k

onnen z.B. aus einem einzigen Schalter bestehen), spielen die
Anschlusskosten eine erhebliche Rolle.
SPSSPS
sternförmige sog.
Parallelverdrahtung
SPS
Sensoren mit eigenem
Busanschluß
serieller Bus
Feldbus
sog. verteilte
Peripherie
serieller Bus
Abbildung 2.10: Anschlussm

oglichkeiten von Sensoren
2.4.3.2 Interbus-S
Als Beispiel eines Sensor/Aktorbusses betrachten den Interbus-S.
Dieser Bus besitzt eine Ringstruktur (siehe Abb. 2.11).
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Abbildung 2.11: Topologie des Interbus-S
Als

Ubertragungsmedium wird ein Lichtwellenleiter oder eine 5-adrige Twisted-Pair-Leitung benutzt. Das
Netzwerk darf eine Gesamtl

ange von 13 km besitzen.
Auf die Anwendung angepat ist das

Ubertragungsprotokoll: es wird ein Zeitscheibenverfahren benutzt,
bei dem jeder Busteilnehmer einen festen Zeitschlitz erh

alt. Dieser Zeitschlitz wird den einzelnen Stationen
verschoben (siehe Abb. 2.12).
Das Zeitschlitzverfahren sorgt f

ur eine vorhersagbare Kommunikationszeit.
2.4.3.3 Das Sensor/Aktor-Interface ASI
ASI wurde von Herstellern von Sensoren und Aktoren entwickelt, um die aufwendigen, direkten Ver-
bindungen zu den Steuerungen zu vermeiden. ASI-Komponenten besitzen einen direkten Busanschluss
und folgen daher dem rechten Modell der Abb. 2.10. Die Topologie des Busses ist beliebig. Er kann
mit handels

ublichen 2-Draht Stegleitungen zur Elektroinstallation oder mit einer spezischen, ebenfalls
ungeschirmten Flachbandleitung realisert werden. Ein Querschnitt von 1,5 mm
2
erlaubt die Stromversor-
gung von maximal 31 Komponenten mit jeweils max. 100 mA. Der Anschluss an den Bus erfolgt mittels
Durchkontaktierung. Es gibt spezielle ICs zur Ankopplung von Komponenten an diesen Bus. Die Bus-
zuteilung erfolgt durch zyklische Abfrage (Polling) durch einen Bus-Master. Die Fehlererkennung basiert
Master
S2 S3 S4S1
2: CTR CRC1 S2 A3 S4 LBW S1
3: CTR CRC2  A3  S4  LBW  S1  S2
4:  CTR CRC3  S4  LBW  S1  S2  A3
5: CTR CRC4 LBW  S1  S2  A3  S4
1:
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Abbildung 2.12: Schieberegisterstruktur des Interbus-S
im wesentlichen auf einer Erkennung der korrekten Impulsform.
2.4.4 Feldbusse
Feldbusse sind oberhalb der Sensor/Aktor-Ebene angesiedelt, werden aber gelegentlich diesen zugerech-
net. F

ur Feldbusse gelten die folgenden Anforderungen [Sch97b]:
 Die Ausdehnung sollte zwischen einigen Metern und einigen Kilometern liegen k

onnen.
 Zus

atzliche Busteilnehmer sollten problemlos eingebracht werden k

onnen.
 Harte Zeitanforderungen sollten eingehalten werden k

onnen.
 Aus wirtschaftlichen Gr

unden sind serielle Busse parallelen vorzuziehen.
 Aufgrund der St

oranf

alligkeit sind besondere Manahmen vorzusehen.
Zwei der genormten Feldbusse wollen wir hier vorstellen: Probus und CAN.
2.4.4.1 Process Field Bus (Probus)
Der Probus wurde hersteller

ubergreifend entwickelt und ist in Deutschland eine nationale Norm (DIN
E 19245). Eigenschaften des Probus sind u.a. die folgenden:
 Die physikalische Struktur des Probus ist ein linearer Bus, realisert mit einem Lichtwellenleiter
oder einem abgeschirmten, verdrillten Kabel.
 Die Busverteilung basiert auf einem Token-Passing-Verfahren.
 Die

Ubertragungsgeschwindigkeit liegt je nach Bus-L

ange zwischen 500 kBit/s (bei 200 m) und 9,6
kBit/s (bei 1.200 m).
 Max. eine Nachricht hoher Priorit

at pro m

oglichem Bus-Master darf immer versandt werden, Nach-
richten niedrigerer Priorit

at nur, wenn die Token-Umlaufzeit unterhalb eines festgelegten Parame-
ters bleibt. Auf diese Weise kann ein Echtzeitverhalten realisiert werden.
 Zeitkritische Anwendungen sind mit dem Probus aufgrund seines geringen Datendurchsatzes nicht
m

oglich [Sch97b].
2.4.4.2 Controller Area Network (CAN)
CAN wurde 1981 von Bosch und Intel mit dem Ziel der Vernetzung komplexer Controller und Steuer-
ger

ate entwickelt. Internationale Verbreitung fand CAN vor allem im Automobilbereich (Mercedes, BMW)
zur Ersetzung der immer komplexer werdenden Kabelb

aume (bis zu 2 km, 100 kg), aber auch im Haus-
haltsger

atesektor (Bosch), in Textilmaschinen, in Apparaten der Medizintechnik und einigen anderen
Anwendungen. Da der Bus im Prinzip auch als Sensor/Aktor-Bus unter Einhaltung von Echtzeitanfor-
derungen einsetzbar ist, erschlieen sich in j

ungerer Zeit immer mer Anwendungsfelder wie etwa die
Geb

audeautomation. Ein Vorteil von CAN liegt in den preisg

unstigen Buskoppelkomponenten aufgrund
von hohen St

uckzahlen, nicht zuletzt im Automobilbereich. [Zitat Sch

urmann]
CAN besitzt die folgenden Eigenschaften:


Ubertragung

uber eine abgeschirmte, verdrillte Zweidrahtleitung.
 Nachrichtenkodierung im symmetrischen RS-485-Standard (symmetrische Variante von RS-232)
 Hohe

Ubertragungssicherheit


Ubertragungsrate von 10 kBit/s bis zu 1 MBit/s
 Nachrichten hoher und niedrigerer Priorit

at; max. Reaktionszeit von 134 s f

ur Nachrichten hoher
Priorit

at


Ubertragung kurzer Nachrichten von max. 8 Byte L

ange
 CSMA/CA als Buszugrisverfahren
 Identizierung von Nachrichtentypen, nicht von Empf

angern
2.4.4.3 European Installation Bus (EIB)
Der European Installation Bus ist v.a. f

ur die Geb

audeautomatisation entwickelt worden. Dieser Bus hat
die folgenden Eigenschaften:
 Hierarchischer Bus mit galvanischer Trennung von Teilnetzen


Ubertragung

uber eine geschirmte, verdrillte, nicht abgeschlossene Vierdrahtleitung, von der nur
zwei f

ur die

Ubertragung von Informationen und Betriebsstrom benutzt werden


Ubertragungsrate max. 9600 Bit/s
 Busarbitrierung nach CSMA/CA
 max. 11.500 Teilnehmer, max. 700 m Abstand
 Stromversorgung mit 28 Volt, 320 mA
Leider reichen die

Ubertragungsraten kaum aus, um Multimediadaten zu

ubertragen oder um PCs un-
tereinander zu vernetzen.
2.4.4.4 IEEE 488
Die Norm IEEE 488 beschreibt einen Standard zur Verbindung von Laborger

aten

uber einen Byteparal-
lelen Bus. Diese wird heute von vielen Messger

aten unterst

utzt.
2.4.4.5 MAP
MAP ist ein Bus f

ur Fertigungsst

atten, der bei General Motors entwickelt wurde. Er basiert auf einem
token bus.
2.5 Verarbeitungseinheiten
3. Vorles.
Der Menge der m

oglichen Komponenten zur Informationsverarbeitung ist sehr gro, entsprechend der
Vielfalt eingebetteter Systeme.
Beispielhaft sollen in den folgenden Unterabschnitten einige Komponenten genannt werden. Diese Aus-
wahl betrit zun

achst einmal nur die Hardware. Zus

atzlich gibt es eine Vielfalt an Verarbeitungsalgo-
rithmen, die teilweise in den folgenden Kapiteln vorgestellt werden. Eine Realisierung der Algorithmen
ben

otigt meist noch weitere Basistechniken, wie z.B. Betriebsysteme, Laufzeitumgebungen f

ur Program-
miersprachen usw.
Unter den einfachen Systemen ndet man noch CNC-Maschinen und speicherprogrammierbare Steuerun-
gen (SPS) , die aber zunehmend durch PCs und Prozessoren abgel

ost werden.
2.5.1 Prozessoren
Prozessoren besitzen

ahnlich wie speicherprogrammierbare Steuerungen den Vorteil der Flexibilit

at.

Andern sich Anwendungen, so braucht lediglich ein Programm ge

andert und neu geladen werden, um
diese

Anderung zu ber

ucksichtigen. Dabei sind Prozessoren leistungsf

ahiger als SPS, insbesondere wenn
Operationen auf Daten auszuf

uhren sind.
Gleichzeitig sind Prozessoren Standardkomponenten, die preisg

unstig rasch verf

ugbar sind und f

ur die
auch Entwicklungswerkzeuge existieren.
Diese Kombination von Flexibilit

at und Benutzung einer Standardkomponente ist bei vielen anderen
Hardware-Komponenten nicht vorhanden. Dies f

uhrt zu einer zunehmenden Beliebtheit von Prozessoren,
wobei viele EIS schon immer mit Hilfe von Prozessoren realisiert wurden.
Dies wird auch durch die folgenden Zitate belegt:
At the chip level, embedded chips include microcontrollers and microprocessors. Microcontrol-
lers are the true workhorses of the embedded family. They are the original 'embedded chips'
and include those rst employed as controllers in elevators and thermostates. [Zitat Ryan
[Rya95]]
... the New York Times has estimated that the average American comes into contact with
about 60 microprocessors every day ... [Zitat Camposano und Wolf [CW96]]
Nach Informationen der Zeitung EEDesign wird der Markt f

ur eingebettete Mikrocontroller im Zeitraum
von 1995 bis zum Jahr 2000 von 9,9 auf 19,6 Milliarden Dollar wachsen. Dazu kommt der Markt f

ur

ubrige eingebettete Mikroprozessoren, der 1995 bereits ein Volumen von 3,9 Milliarden Dollar hatte.
Nach eigenen Informationen enthalten neueste hochwertige BMWs

uber 100 Prozessoren.
2.5.1.1 Mikrocontroller
Viele dieser

uber 100 Prozessoren d

urften Mikrocontroller sein, die Steuerungsaufgaben

ubernehmen und
nur verh

altnism

aig geringe Anforderungen an den Datendurchsatz erf

ullen k

onnen (also insbesondere
f

ur Multimediaaufgaben nicht geeignet sind).
Typische Eigenschaften solcher Controller lassen sich am Beispiel des Intel 8051
3
demonstrieren. Dieser
Controller kann schlichtweg als der Controller bezeichnet werden. Er besitzt die folgenden Eigenschaften:
1. 8-Bit CPU, f

ur Steuerungsaufgaben optimiert
2. Viele Befehle zur Bearbeitung von Booleschen Datentypen
3. Programmspeicher-Adressraum von 64 kBytes
4. Separater Datenspeicher-Adressraum von 64 kBytes
3
In einer Vorlesung mit dem Namen "Prozessrechner" sollte es angemessen sein, einige konkrete f

ur Prozesssteuerungen
geeignete Rechner (Prozessoren) und deren typische Eigenschaften kennenzulernen.
5. 4 kByte Programmspeicher auf dem Chip
6. 128 Bytes Datenspeicher auf dem Chip
7. 32 bidirektionale, einzeln adressierbare E/A-Leitungen
8. Zwei 16-Bit-Z

ahler auf dem Chip
9. Asynchroner Receiver/Transmitter (UART) auf dem Chip
10. 5 Interrupt-Vektoren mit zwei Priorit

atsebenen
11. Taktgenerator auf dem Chip
12. Existiert in vielen popul

aren Variationen
Insbesondere die Punkte 1,2,5,6,7,8,9 und 11 zeigen, welche Eigenschaften typisch f

ur Controller sind.
2.5.1.2 Allgemeine Prozessoren
Urspr

unglich wich die Architektur von Prozessrechnern von der

ublicher (Gro-) Rechner ab. Gro-
Rechner verarbeiteten in der Regel Batch-Jobs und die Prozesswechselzeit war nicht sehr wichtig. Pro-
zessrechner waren dagegen von Anfang an auf kurze Prozesswecheselzeit und auerdem auch auf eÆziente,
durchschaubaure Interrupt-Strukturen und den kosteng

unstigen Anschluss von peripheren Einheiten an-
gewiesen. Dies hat sich ver

andert, viele der in PCs und Workstations eingesetzten Prozessoren haben
Konzepte der fr

uhen Prozessrechner

ubernommen. Insofern haben sich die Architekturen angeglichen.
Auerhalb des Bereichs der Industriesteuerungen allerdings stellen EIS schon spezielle Anforderungen
an die Prozessoren. Wichtig ist u.a. die EÆzienz. Portable Ger

ate m

ussen eÆzienten Gebrauch von der
verf

ugbaren Energie machen. Sofern die gesamte Elektronik auf einem Chip integriert ist (sog. system-
on-a-chip) , ist die Silizium-Fl

ache eÆzient einzusetzen. Bei Massenprodukten wie Controllern im Auto
spielen die Kosten eine erhebliche Rolle. Daher haben sich f

ur EIS Prozessoren entwickelt, die zwar f

ur
verschiedene Anwendungsbereiche einsetzbar (also "allgemein") sind, aber dennoch eÆzienter sind als

ubliche Prozessoren in PCs.
Ein Aspekt der EÆzienz ist die Kompaktheit des ben

otigten Programmcodes. Folgende Techniken
werden u.a. eingesetzt, um zu einem m

oglichst kompakten Programmcode zu kommen:
 Benutzung von CISC-Prozessoren
CISC-Prozessoren besitzen kompakteren Code besitzen als RISC-Prozessoren und besitzen einen
Vorteil, wenn die Kompakheit des Codes wichtig ist.
 Kompression
Variationen von normalen Datei-Komprimierungstechniken k

onnen benutzt werden, um Code zu
komprimieren. Allerdings m

ussen beliebige Spr

unge unterst

utzt werden.
 Dekomprimierung vor dem Laden in den Cache
 Prozessorspezische Komprimierung/Dekomprimierung
Eine andere M

oglichkeit der EÆzienzsteigerung ist predicated execution. predicated execution bedeutet,
dass die Ausf

uhrung eines Maschinenbefehls von einem Pr

adikat abh

angig ist. Diese Technik ist unter
anderem Namen bereits lange bekannt ist, siehe z.B. [Mar80]. Fr

uher nannte man solche Befehle auch
guarded commands.
Die Pr

adikate beziehen sich in der Regel auf Belegungen der Condition-Code Register. Als Spezialfall ist
auch die unbedingte Ausf

uhrung m

oglich.
Mit Hilfe von predicated execution k

onnen IF-Statements in einer Maschine realisiert werden, ohne be-
dingte Spr

unge zu benutzen. Dies bietet eine Reihe von Vorteilen:
 Bedingte Spr

unge passen nicht sehr gut zur Fliebandverarbeitung. Die volle Leistung eines Flie-
bandes (d.h. eine Auslastung von 100%) kann bei Anwesenheit von bedingten Spr

ungen nur realisiert
werden, wenn besondere Hardware eingebaut wird (wie z.B. branch target buer, siehe [Mar97]).
Dieser Zusatzaufwand bedeutet einen EÆzienzverlust.
 Bedingte Spr

unge schr

anken die M

oglichkeiten ein, Befehle innerhalb von Befehlssequenzen zu pla-
zieren. Sie beschr

anken damit prinzipiell m

ogliche Optimierungen, wie z.B. das globale Scheduling.
 VLIW-Maschinen (siehe weiter unten) sind nur dann eÆzient, wenn die Basisbl

ocke (d.h. verzwei-
gungsfreie Codesequenzen) des betrachteten Programms gro sind. Mit predicated execution kann
die Gr

oe der verzweigungsfreien Sequenzen erh

oht werden.
predicated execution soll auch zur Realisierung der n

achsten Generation von Pentium-Prozessoren einge-
setzt werden [].
Beispiele moderner Prozessoren:
1. ARM
Prozessoren der Firma Advanced Risc Machines (ARM) z

ahlen zu den wenigen europ

aischen Bei-
tr

agen zum Prozessormarkt, die weltweit Bedeutung erlangt haben. ARM-Prozessoren gelten als
Prozessoren mit besonders geringer Leistungsaufnahme. Sie werden deshalb vielfach in Lizenz ge-
fertigt und z.B. in Apple's Newton eingesetzt.
28 27 26 25 24 031 21 20 19 16 15 12 11
Smin. Opcodecondition I0    0 Rn Rd Operand2
Prädikat immediate formatOpcode
major
set condition codes
Abbildung 2.13: Befehlsformat von ARM-Befehlen mit dem 'major opcode' 00
ARM-Prozessoren besitzen im Prinzip ein 32-Bit Befehlsformat (siehe Abb. 2.13). Sie z

ahlen zu den
ersten Prozessoren, die predicated execution kommerziell realisieren. Hierzu kann in den Bits 31 bis
28 eine Bedingung kodiert werden.
Neuere 32-Bit-ARM Prozessoren enthalten einen vereinfachten 16-Bit THUMB-Befehlssatz, um den
Programmcode zu reduzieren. Dabei wird von der predicated execution abgegangen, es kann nur ein
Teil der Register adressiert werden und der Wertevorrat f

ur Konstanten ist kleiner (siehe Abb.
2.14).
Smin. Opcodecondition I0    0 Rn Rd Operand2
001 10 Rd Constant
1110 0 0 1 ’0’ & Rd ’0’ & Rd1? "0000" & Constant
always
major
Opcode
Opcode
minor
01001
Abbildung 2.14: Dynamische Dekompression vom THUMB- in den ARM-Befehlssatz
Ein Nachteil dieses Vorgehens ist, dass f

ur den neuen Befehlssatz modizierte Compiler, Debugger
usw. ben

otigt werden.
2. Motorola FlexCores
Motorola bietet Varianten der bekannten Motorola 68000-er Familie zur Integration innerhalb ei-
nes systems-on-a-chip an. Da es sich bei der 68000-er Familie um CISC-Prozessoren handelt und
da CISC-Prozessoren einen kompakteren Code besitzen als RISC-Prozessoren, zeichnet sich diese
Familie durch EÆzienz hinsichtlich des Codes aus. Verschiedene Varianten einschlielich passender
Zusatzkomponenten, wie SCSI- und Parallel-Interfaces, sind von Motorola erh

altlich.
2.5.1.3 DSP-Prozessoren
Neben einer hohen Codedichte sind eine geringe Leistungsaufnahme und eine an die Verarbeitungsaufgabe
angepasste Architektur sehr wichtig.
Eine wichtige Teilaufgabe von eingebetteten Systemen besteht in der digitalen Signalverarbeitung (DSP).
F

ur diese Aufgaben sind spezielle, DSP-Aufgaben eÆzient und mit hoher Leistung verarbeitende Prozes-
soren entwickelt worden. DSP-Prozessoren besitzen die folgenden spezischen Eigenschaften:
 saturating arithmetic:
Bei DSP-Aufgaben treten gelegentlich

Uberschreitungen des darstellbaren Zahlenbereichs auf. Bei
Standard-Arithmetik werden in diesem Fall die zur

uckgegebenen Bitvektoren nicht auf spezielle
Werte gesetzt (auer bei der Gleitkomma-Arithmetik). Bei DSP-Algorithmen ist es dagegen h

aug
am besten, wenn ein der gr

oten bzw. der kleinsten Zahl entsprechender Bitvektor abgeliefert wird,
der dann z.B. die gr

ote Helligkeit auf dem Bildschirm oder die gr

ote Lautst

arke bezeichnet. Auf
eine solche Arithmetik kann bei den meisten DSP-Prozessoren umgeschaltet werden.
 spezielle Adressierungsarten:
Aufgrund der Anwendung in

ublichen DSP-Algorithmen sehen DSP-Prozessoren h

aug spezielle
Adressierungsarten vor. Die Modulo-Adressierung beispielsweise erlaubt die eÆziente Realisierung
von verz

ogerten Signalen mit Hilfe von Ringpuern.
 Eingeschr

ankte Parallelit

at:
Die Rechenwerke der meisten DSP-Prozessoren erlauben es, in einem Takt Zuweisungen zu mehreren
Registern gleichzeitig auszuf

uhren. Diese Prozessoren stellen diese Form der begrenzten Parallelit

at
dann meist auch an der Befehlsschnittstelle zur Verf

ugung. G

angig sind z.B. parallel moves genannte
Befehle, die gleichzeitig eine Arithmetik-Operation und einen Datentransport veranlassen.
 Heterogene Registers

atze
Nicht alle Register besitzten dieselbe Funktionalit

at.
 multiply/accumulate-Befehle
Diese Befehle realisieren Folgen von Additionen und Multiplikationen und sind besonders f

ur die
Realisierung von digitalen Filtern geeignet.
 Realtime-F

ahigkeit:
Es ist wichtig, die maximale Laufzeit eines Programms m

oglichst exakt und nicht nur im Mittel an-
geben zu k

onnen. Deshalb wird z.B. vielfach auf Caches, die eine datenabh

angige Laufzeit bewirken
w

urden, verzichtet.
DSP-Prozessoren bieten v.a. f

ur DSP-Applikationen mehr Rechenleistung pro Watt Leistungsverbrauch,
weshalb sie v.a. in portablen Ger

aten vielf

altig Einsatz nden.
Beispiele: Zwei der komplexesten DSP-Prozessoren sind der Philips TriMedia und der der Texas Instru-
ments 'C60-Prozessor:
1. TMS 320C60x
Der TMS 320C60x-Prozessor ist ein very large instruction word (VLIW)-Prozessor. Derartige Pro-
zessoren besitzen ein sehr breites Befehlswort,

uber das pro Takt mehrere Rechenoperationen ge-
steuert werden k

onnen. Zu diesem Zweck enthalten VLIW-Prozessoren mehrere funktionale Ein-
heiten (Addierer, Multiplizierer usw.). Bereits zur

Ubersetzungszeit muss gepr

uft werden, welche
Rechenoperationen unter den gegebenen Hardware-Beschr

ankungen in einem Takt ausgef

uhrt wer-
den k

onnen. Auf diese Weise soll Hardware eingespart werden, die sonst zur

Uberpr

ufung auf
gleichzeitige Ausf

uhrbarkeit w

ahrend der Programmlaufzeit gebraucht w

urde.
Ein Problem bei

ublichen VLIW-Prozessoren ist, dass nicht immer so viele Operationen in einem
Schritt ausgef

uhrt werden k

onnen, wie dies aufgrund der in der Regel festen Befehlswortbreite von
VLIW-Maschinen m

oglich w

are.
Der TMS 320C60x bietet hierf

ur (wohl erstmalig) eine L

osung an: Befehlsworte enthalten bis zu 8
Befehle von je 32 Bit. Die Menge der gleichzeitig auszuf

uhrenden, in einem Befehlswort kodierten
Befehle heit auch ein Befehlspaket. Ein Bit in jedem Befehl gibt Auskunft dar

uber, ob der
n

achste Befehl noch zu demselben Befehlspaket geh

oren soll oder nicht (siehe Abb. 2.15). Auf diese
einfache Weise wird eine variable Befehlswortbreite realisiert.
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Abbildung 2.15: Parallelverarbeitung beim VLIW-Prozessor TMS 320C60x
Eigenschaften des TMS320C60x:
 Maximal k

onnen 8 Befehle (256 Bit) pro Takt geholt und ausgef

uhrt werden.
 Die maximale Leistung wird mit 1,6 Milliarden Befehlen pro Sekunde angegeben.
 Es gibt 2 parallele Rechenwerke, von denen jedes folgendes enth

alt:
{ 1 Multiplizierer
{ 1 Addierer
{ 1 Adder/Shifter
{ 1 Adder/Shifter/Normalizer
{ 1 Registerle
{ 1 Lese- und 1 Schreibpfad zum Speicher
{ 1 Verbindung zum anderen Rechenwerk
 Der Prozessor besitzt Standard DSP-Funktionalit

at: Modulo-Adressierung, saturating arith-
metic, integrierte Ein/Ausgabe, keine Memory-Management-Einheit.
 EÆzienter Code kann nur erzeugt werden, wenn Befehle

uber Basisblockgrenzen hinaus ver-
schoben werden k

onnen (sog. globales Scheduling).
2. Philips Trimedia
Der Philips Trimedia-Prozessor ist speziell zur Verarbeitung von Multimediadaten entworfen wor-
den. F

ur verschiedene Daten besitzt er eigene Funktionseinheiten (siehe Abb. 2.16) [Phi].
VLIW CPU
I²C Interface
Audio Out
Video In
Stereo dig. audio I²SDC
Memory Interface
SDRAM
VLD Coprozessor
Timer
PCI Interface
Interface
Video Out
Image Coprozessor
Synchrones serielles
zum PCI Bus
V.34/ISDN interface
CCIR601/656 YUV
I²C bus zur Kamera
CCIR601/656 YUV
Audio In
Huffman decoder
slice-at-a-time
MPEG 1&2
8-Kanal dig. audio I²SDC
Abbildung 2.16: Blockdiagram des Philips TriMedia TM-1
Eigenschaften des TriMedia TM-1:
 Er bearbeitet simultan Audio-, Video-, Graphik- und Kommunikationsdaten.
 Es kann bis zu 4 Milliarden Operationen pro Sekunde ausf

uhren.
 Er besitzt eine spezielle Einheit zur Lau

angen-Kodierung (siehe Kap. 3).
 Er enth

alt einen optimierten VLIW-Prozessor, der bei einem Takt von 100 MHz bis zu 5
Operationen pro Takt ausf

uhren kann. Mittels predicated execution k

onnen bedingte Spr

unge
vermieden und damit die Anzahl parallel ausgef

uhrter Befehle erh

oht werden.
 Er erlaubt das gleichzeitige Kopieren zwischen seinem SDRAM-Speicher
4
und dem Video-
Puer des Host-Rechners (z.B. eines PCs).
 Die Unterst

utzung erfolgt durch die Philips TriMedia-Gruppe in Sunnyvale.
2.5.1.4 Eigenschaften eingebetteter Prozessoren
Allgemein k

onnen wir folgende Eigenschaft eingebetteter Prozessoren festhalten:
 Die EÆzienz besitzt eine hohe Bedeutung; die Einfachheit der Programmierung ist nicht allein
ausschlaggebend.
 Aufgrund der Vielfalt der Anwendungsbereiche und der notwendigen EÆzienz f

ur jeden Bereich
gibt es eine entsprechende Vielfalt von Prozessoren.
 Viele der Prozessoren haben eine Harvard-Architektur (d.h. separate Daten- und Befehls-Speicher,
-Busse und Adress

ubersetzungstabellen).
 Die Register haben h

aug eine unterschiedliche Funktionalit

at. So k

onnen zur eÆzienten Realisie-
rung digitaler Filter h

aug nur wenige Register eingesetzt werden.
 Prozessoren besitzen h

aug die F

ahigkeit zur parallelen Ausf

uhrung auf Befehlssatz-Ebene. Es kann
sich hierbei um einige wenige parallel ausf

uhrbare Operationen oder um echte VLIW-Maschinen
handeln.
 Sie besitzen vielfach verschiedene Betriebsmodi, wie z.B. Modi f

ur saturating arithmetic bzw. wrap-
around arithmetic.
 Sie haben h

aug einen spezialisierten Befehlssatz, der beispielsweise Bitfeld-Befehle, Modulo-Adressierung,
multiply/accumulate-Befehle und Sonderbefehle zur Realisierung der schnellen Fourier-Transformation
(siehe Kapitel 3) enthalten.
 Gelegentlich enthalten sie mehrere Speicherb

anke. Die Anzahl der parallel ausf

uhrbaren Opera-
tionen kann dann erh

oht werden, wenn sie sich auf unterschiedliche Speicherb

anke beziehen.
 Viel "Fett" (Komponenten, welche f

ur die eigentlichen Berechnungen nicht ben

otigt werden), das
klassische Prozessoren inzwischen angesetzt haben, wird bei eingebetteten Prozessoren nicht vor-
gesehen. So fehlen vielfach Speicherverwaltungss-Bausteine (memory management units, MMUs),
branch target buer, Speicherschutz und zum Teil auch Caches. Dies ist nat

urlich auch darauf
zur

uckzuf

uhren, dass die Menge der Anwendungen bekannt ist und EÆzienz eine groe Rolle spielt.
2.5.2 Industrie-PCs (IPCs)
4. Vorles.
F

ur Industriesteuerungen werden PCs aufgrund der stark sinkenden Preise von PCs und dem f

ur
die meisten Entwickler gewohnten Umgang zunehmend beliebter. Allerdings sind die Besonderheiten
eingebetteter Systeme zu beachten. Zun

achst sind die

ublichen Desktop-PCs f

ur den Einsatz in rauher
Umgebung nicht robust genug und weisen eine unzureichende Zahl von Ein/Ausgabe-Schnittstellen aus.
Es werden daher spezielle robuste PCs (Industrie-PCs) gefertigt. Weiter sind die

ublichen Betriebssysteme
wie Windows 95 und zum Teil auch Windows NT nicht f

ur den Realzeitbetrieb brauchbar. Sie m

ussen
durch spezielle Systemteile erg

anzt werden, was den Aufwand f

ur die Pege von Software erheblich erh

oht
(siehe auch Kapitel 4.1).
4
Siehe [Mar97].
2.5.3 Anwendungsspezische Schaltkreise (ASICs)
Bei sehr hohen Leistungsanforderungen m

ussen anwendungsspezische Schaltkreise entwickelt werden,
was allerdings auch mit sehr hohen Kosten verbunden ist.
2.5.4 Field Programmable Gate Arrays (FPGAs)
Groer Beliebtheit erfreuen sich in j

ungster Zeit Variationen von Gate Arrays, welche noch im Geh

ause
programmierbar sind, die sog. eld programmable gate arrays (FPGAs).
FPGAs bestehen aus kongurierbaren logischen Bl

ocken (congurable logic blocks, CLBs), die

uber pro-
grammierbare Leitungen miteinander verbunden werden k

onnen. Hierbei gibt es verschiedene Alternati-
ven:
 Multiplexer-basierte CLBs (siehe Abb. 2.17).
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Abbildung 2.17: Multiplexer-basierter CLB der Fa. ACTEL
Die verschiedenen Eing

ange k

onnen mit festen Signalwerten konguriert werden.
 SRAM-basiert
Ein Beispiel daf

ur sind die CLBs der Fa. Xilinx, in Abb. 2.18 gezeigt anhand der CLB-Struktur der
FPGA-Serie XC4000.
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Abbildung 2.18: Vereinfachtes Blockdiagramm des XC4000 CLB
Diese CLBs enthalten jeweils zwei Speicher von 16 Bit, welche alle Booleschen Funktionen von 4
Variablen realisieren k

onnen. Weiterhin gibt es noch einen dritten Speicherblock, mit Hilfe dessen
auch einige Funktionen von 5 Variablen direkt realisiert werden k

onnen. Diese Speicher werden
beim Start des FPGAs oder auch sp

ater geladen.
 EPROM-basierte CLBs.
Die Verbindungen der Bausteine untereinander k

onnen

uber zwei Methoden realisiert werden:
 Mittels anti fuses:
In diesem Fall wird die Isolierung zwischen zwei eng benachbarten Leitungen durch einen kurzen

Uberspannungsimpuls geschmolzen.
Diese Vorgang ist nicht reversibel; er f

uhrt aber daf

ur zu einem schnellen Pfad.
 Mittels RAM-gesteuerter MOS-Schalter:
Dieser Vorgang ist reversibel (und daher an Universit

aten aus Kostengr

unden beliebt). Er f

uhrt
allerdings zu 

uchtigen und nicht sehr schnellen Verbindungen.
In der Serie XC4000 sind FPGAs mit 64 bis 1.024 CLBs erh

altlich. Eine typische Verschaltung zur
Konguration mit Daten aus einem EPROM zeigt die Abb. 2.19.
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Abbildung 2.19: Laden von Kongurationsdaten aus einem EPROM
Neben der Realisierung endg

ultiger Schaltungen mit Hilfe von FPGAs werden diese vielfach auch w

ahrend
des rapid prototypings zur Erprobung der Funktion von EIS in realer Umgebung eingesetzt (siehe Kapitel
6).
2.5.5 PALs und PLDs
PALs sind programmierbare Bausteine, bei denen im Unterschied zu PROMs und PLAs nur die UND-
Ebene programmierbar ist (siehe Abb. 2.20 und 2.21).
Abb. 2.22 zeigt, wie eine Schaltfunktion mittels eines PLAs realisiert werden kann.
2.6 Ausgabeeinheiten
Ebenso vielf

altig wie die Menge der m

oglichen Verarbeitungseinheiten ist auch die Menge der m

oglichen
Ausgabeeinheiten.
Beispielhaft seien hier genannt:
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Abbildung 2.20: PROM (feste UND-Struktur)
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Abbildung 2.21: PAL (programmierbare UND-Struktur, feste ODER-Struktur)
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Abbildung 2.22: Beispiel einer Realisierung einer Schaltfunktion mittels eines PLAs
 Aktoren, z.B. mikromechanischer Motor (siehe Abb. 2.23.
 Displays
 Digital/Analog-Wandler
In der Schaltung der Abb. 2.24 sorgt ein (hier als ideal vorausgesetzter) Operationsverst

arker daf

ur,
dass die Spannung zwischen den beiden Eing

angen 0 wird.
F

ur die Ausgangsspannung gilt:
U = R
1
 I
wobei I der Strom durch den Widerstand der Gr

oe R
1
ist. Da der (ideale) Operationsverst

arker
keinen Eingangsstrom ben

otigt, ist I gleich dem von links

uber das Widerstandsnetzwerk ieenden
Strom. F

ur diesen ergibt sich
jI j = U
ref
=R 
3
X
i=0
x
i
 2
i 3
.
Abbildung 2.23: Mikromechanischer Motor (
c
Microelectronic Center of North Carolina)
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Abbildung 2.24: Digital/Analog-Wandler
Damit ist
jU j = U
ref
R
1
=R 
3
X
i=0
x
i
 2
i 3
= U
ref
R
1
=R  nat(x)=8
wobei nat die Wandlung eines Bitvektors x in eine nat

urliche Zahl bedeutet. Die Ausgangsspannung
ist also proportional zu dem Wert, der in x kodiert wird.
Ein solcher D/A-Wandler ist sehr schnell. Seine Genauigkeit richtet sich im wesentlichen nach der
Genauigkeit, mit der man die Widerst

ande fertigen kann. Eine gute Genauigkeit erreicht man z.B.
mit Justierungen mittels Laser.
Kapitel 3
Digitale Signalverarbeitung
Die digitale Signalverarbeitung (engl. digital signal processing, DSP) ist eine der Grundtechniken zur
Realisierung von EIS
1
. Als Signal k

onnen wir dabei eine zeitvariable Ein- oder Ausgangsgr

oe eines EIS
verstehen. Mathematisch kann ein Signal durch eine Funktion beschrieben werden, welche die Zeit als
ein Argument besitzt. Wir setzen in dieser Vorlesung voraus, da nur zeitdiskrete Signale zu verarbeiten
sind.
3.1 Zeitdiskrete Signale
Ein zeitdiskretes Signal kann durch eine Folge
x = (:::; x[ 2]; x[ 1]; x[0]; x[1]; :::)
beschrieben werden, wobei x f

ur die Folge insgesamt stehen soll. Ein konkretes Element der Folge bezei-
chen wir als
x[n]
wobei wir n als Zeitparameter interpretieren k

onnen. Die Folge x repr

asentiert eine Funktion der (dis-
kreten) Zeit.
F

ur Folgen ist auf naheliegende Weise die Summe zweier Folgen durch die komponentenweise Summation
deniert:
Def.: Seien x und y Folgen. Die Folge z = x+ y ist deniert durch: 8n : z[n] = x[n] + y[n]
Die Multiplikation einer Folge mit einem konstanten Faktor  ist durch die komponentenweise Multipli-
kation deniert:
Def.: Sei x eine Folge und  2 IR Die Folge z =   x ist deniert durch: 8n : z[n] =   x[n]
Def.: Eine Folge y heit gegen

uber einer Folge x um n
0
2 ZZ verz

ogert, falls gilt: 8n 2 ZZ : y[n] =
x[n  n
0
] =.
Def.: Die Einheitsabtastfolge bzw. der Einheitsimpuls Æ ist deniert durch deren Elemente
Æ[n] =

1; f

ur n = 0
0; sonst
(3.1)
1
In diesem Kapitel des Skripts orientieren wir uns vorwiegend an dem Buch von Oppenheim und Schafer [OS95].
34
Mit Hilfe des Einheitsimpulses kann eine beliebige Folge als eine gewichtete Summe von verz

ogerten
Einheitsimpulsen dargestellt werden. Die Folge p, deren Elemente durch
p[n] = a
 2
Æ[n+ 2] + a
0
Æ[n] + a
3
Æ[n  3]
gebildet werden, zeigt beispielsweise die Abb. 3.1.
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Abbildung 3.1: Gewichtete Summe von Einheitsimpulsen
Generell k

onnen Folgenelemente mittels der nachstehenden Gleichung dargestellt werden:
x[n] =
1
X
k= 1
x[k]  Æ[n  k](3.2)
Def.: Der Einheitssprung ist eine Folge mit den Elementen
u[n] =

1; f

ur n  0
0; sonst
(3.3)
Def.: Eine Folge mit den Folgenelementen x[n] = A cos(!
0
n + ) heit sinusf

ormige Folge
2
wobei A
reell ist.
ω0= 0
ω  = 2π0
0 n
ω  =15π/8
ω  =π/8
0
0
0
A
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4
Abbildung 3.2: Sinusf

ormige Folge, niedrige Frequenzen
Zu beachten ist, da sich die sinusf

ormigen Folgen (und auch die Exponentialfolgen, s.u.) f

ur ! = (!
0
+
2r) mit r 2 ZZ nicht von denen f

ur die Frequenz !
0
unterscheiden (siehe auch Abb. 3.2 und 3.3). Wir
k

onnen uns daher darauf beschr

anken, !
0
in einem Intervall der L

ange 2 zu betrachten, also etwa die
Intervalle ( ; ] oder [0; 2).
Def.: Eine Folge mit den Folgenelementen x[n] = A
n
heit Exponentialfolge.
2
Da wir stets eine Phase  zulassen, ist es nicht notwendig, von einer cosinusf

ormigen Folge zu sprechen.
00 n
ω  =π
ω  =3π
0
0
ω  =π/4
ω  =7π/40
0
n
2
1
4
2
Abbildung 3.3: Sinusf

ormige Folge, hohe Frequenzen
Sowohl f

ur A als auch f

ur  erlaubt man in der Regel neben reellen auch komplexe Werte. F

ur A = jAje
j
und  = jje
j!
0
gilt:
x[n] = A
n
= jAje
j
jj
n
e
j!
0
n
= jAjjj
n
e
(j!
0
n+)
= jAjjj
n
cos(!
0
n+ ) + jjAjjj
n
sin(!
0
n+ )(3.4)
F

ur jj = 1 folgt daraus:
x[n] = jAje
(j!
0
n+)
= jAj(cos(!
0
n+ ) + j sin(!
0
n+ ))(3.5)
3.2 Zeitdiskrete Systeme
5. Vorles.
Wir sind v.a. daran interessiert, unsere Signale zu verarbeiten, d.h. die Folgen einer Transformation T zu
unterwerfen (siehe Abb. 3.4).
T
x y
Abbildung 3.4: Transformation eines Signals x durch ein System T
Wir k

onnen dies beschreiben durch die Gleichung
y = T (x)(3.6)
T ist eine Transformation, welche die Funktion x auf die Funktion y abbildet. Wollen wir konkret den Wert
zum Zeitpunkt n erhalten, so schreiben wir T
n
oder auch T (x[n]). Wir m

ussen uns

uber die Bedeutung
der dieser Notation klar sein: T (x[n]) ist das Folgenelement y[n], welches durch die Transformation T aus
der Folge x entsteht.
Wir nennen T auch die Transformation des von uns zu realisierenden informationsverarbeitenden Systems.
Gelegentlich werden wir im folgenden nicht zwischen dem System und der durch das System bewirkten
Transformation unterscheiden. Nachfolgend wollen wir f

ur T einige spezielle F

alle betrachten.
Beispiel 3.1: T heit ideale Zeitverz

ogerung mit Verz

ogerung n
d
2 ZZ, falls f

ur y = T (x) gilt:
8n 2 ZZ : y[n] = x[n  n
d
](3.7)
Beispiel 3.2: F

ur y = T (x) heit T heit Bildung des Kurzzeitmittelwerts (engl. moving average),
falls f

ur alle n 2 ZZ gilt:
y[n] =
1
M
1
+M
2
+ 1
M
2
X
k= M
1
x[n  k](3.8)
In diesem Fall berechnet T einen Mittelwert des Signals x im Intervall [ M
1
;M
2
].
Beispiel:
Abb. 3.5 zeigt ein Zeitfenster von f

ur den FallM
1
= 0;M
2
= 5. Der Folgenwert y[n] ergibt sich als Summe
der letzten 6 Werte von x, geteilt durch 6.
0
x
y
Abbildung 3.5: Bildung des Kurzzeitmittelwertes
Def.: F

ur y = T (x) heit eine Transformation T heit ged

achtnislos, falls jedes Element y[n] nur eine
Funktion von x[n] ist.
Beispiel 3.3: y = log(x[n]) ist ged

achtnislos.
Def.: Sei y
1
= T (x
1
), y
2
= T (x
2
) und  2 IR. T heit linear, falls die folgenden beiden Gleichungen
gelten:
T (x
1
+ x
2
) = T (x
1
) + T (x
2
)(3.9)
T (  x
1
) =   T (x
1
)(3.10)
Beispiel 3.4: T heit Akkumulator, falls f

ur y = T (x) gilt:
8n 2 ZZ : y[n] =
n
X
k= 1
x[k]:(3.11)
Def.: Sei y = T (x). T heit zeitinvariant, falls f

ur alle n; n
0
2 ZZ gilt:
y[n  n
0
] = T (x[n  n
0
])(3.12)
Die Beispiele 3.1 bis 3.3 beschreiben zeitinvariante Transformationen.
Def.: Sei y = T (x). T heit kausal, falls y[n] nur von den Folgenwerten x[k], mit k  n abh

angig ist,
also gilt:
8n : y[n] = T ((::x[n  1]; x[n]))(3.13)
Die Bildung des Kurzzeitmittelwertes ist f

ur M
1
 0 kausal, f

ur M
1
> 0 nicht kausal.
Beispiel 3.5: T heit R

uckw

arts-Dierenzen-System, falls f

ur y = T (x) gilt:
8n 2 ZZ : y[n] = x[n]  x[n  1](3.14)
Das R

uckw

arts-Dierenzen-System ist kausal.
Def.: Eine Folge x heit beschr

ankt, falls es einen festen, positiven, endlichen Wert B
x
gibt, f

ur den
gilt:
8n 2 ZZ : jx[n]j  B
x
<1(3.15)
Def.: Ein System T heit stabil (hat die BIBO=bounded input, bounded output-Eigenschaft), wenn f

ur
jede beschr

ankte Eingangsfolge x ein fester, positiver, endlicher Wert B
y
existiert, f

ur den gilt:
8n : jy[n]j  B
y
(3.16)
Der Akkumulator aus Beispiel 3.4 ist nicht stabil. Um dies zu zeigen, k

onnen wir den Einheitssprung
benutzen. F

ur diesen ergibt sich:
y[n] =
n
X
k= 1
u[k]
= (n+ 1) f

ur n  0
Diese Folge ist unbeschr

ankt, obwohl die Eingangsfolge beschr

ankt ist.
3.3 Lineare zeitinvariante Systeme
Wir wollen uns im folgenden mit einer wichtigen Klasse von Systemen besch

aftigen, den linearen, zeitin-
varianten Systemen (engl. linear, time-invariant (LTI) system).
Zun

acht folgt aus y = T (x) ganz generell wegen
x[n] =
1
X
k= 1
x[k]  Æ[n  k](3.17)
da gilt:
y[n] = T (
1
X
k= 1
x[k]  Æ[n  k])(3.18)
Wegen der nun vorausgesetzten Linearit

at von T folgt:
y[n] =
1
X
k= 1
x[k]  T (Æ[n  k])(3.19)
T (Æ[n   k]) ist die Antwort des Systems zur Zeit n auf einen Impuls zum Zeitpunkt k. Wir bezeichnen
diese Antwort als h
k
[n]. Damit folgt:
y[n] =
1
X
k= 1
x[k]  h
k
[n](3.20)
Wegen der Zeitinvarianz gilt: Wenn h[n] die Antwort zur Zeit n auf einen Impuls zur Zeit 0 ist, dann ist
h[n  k] die Antwort zur Zeit n auf einen Impuls zur Zeit k, also h
k
[n]. Damit folgt:
y[n] =
1
X
k= 1
x[k]  h[n  k](3.21)
Diese Formel liefert eine Vorschrift zur Berechnung der Folge y aus den Folgen x und h. Wir nennen diese
Vorschrift Faltungsoperation und schreiben daf

ur auch:
y = x ? h(3.22)
Ersetzt man in Gleichung 3.21 n  k durch m, so folgt:
y[n] =
1
X
m= 1
x[n m]  h[m](3.23)
=
1
X
m= 1
h[m]  x[n m](3.24)
y = h ? x(3.25)
Die Faltungsoperation ? ist also kommutativ.
Aus Gleichung 3.21 k

onnen wir schlieen:
Die Impulsantwort h beschreibt das Verhalten eines LTI-Systems vollst

andig. Bei Kenntnis
der Impulsantwort kann f

ur jedes Eingabesignal x das Ausgabesignal y ausgerechnet werden.
Zur anschaulichen Interpretation der Faltung gehen wir von Gleichung 3.23 aus. Danach berechnet sich
ein "aktueller" Folgenwert y[n] des Signals y durch die Summation:
 des aktuellen Werts von x, d.h. x[n], gewichtet mit h[0],
 des vorhergehenden Werts von x, d.h. x[n  1], gewichtet mit h[1],
 des davor liegenden Werts von x, d.h. x[n  2], gewichtet mit h[2],
 der noch weiter zur

uckliegenden Vergangenheit von x. Hierbei ist zwischen zwei F

allen zu unter-
scheiden:
1. Es existiert ein m
0
, so da f

ur alle m > m
0
gilt: h(m) = 0. In diesem Fall spricht man von
einem nite impulse response (FIR)-System.
2. Das unter 1 beschriebene m
0
existiert nicht. Dann spricht man von einem innite impulse
response (IIR)-System.
 von zuk

unftigen Werten x[n + 1]; x[n+ 2] usw. dann, wenn T nicht kausal ist, d.h. es existiert ein
m
0
< 0 mit h[m
0
] 6= 0.
Beispielhaft geben wir hier die Impulsantworten von drei der bislang betrachteten Systeme an:
 Das Kurzzeitmittelwert-System f

ur M
1
= 0:
F

ur dieses ergibt sich nach einfacher Rechnung:
0 n2
1
2+1M
M
Abbildung 3.6: Impulsantwort des Kurzzeitmittelwert-System f

ur M
1
= 0
h[n] =

1
M
2
+1
; f

ur 0  n M
2
0; sonst
 Das Verz

ogerungssystem:
F

ur dieses ergibt sich nach einfacher Rechnung:
h[n] =

1 f

ur n = n
d
0; sonst
0 nnd
1
Abbildung 3.7: Impulsantwort des Verz

ogerungssystems
 Der Akkumulator:
h[n] =

1 f

ur n  0
0; sonst
0 n
.........
.........
1
Abbildung 3.8: Impulsantwort des Akkumulators
3.4 Eigenschaften linearer zeitinvarianter Systeme
Aus Gleichung 3.21 folgt, da auch die Faltung ? auch distributiv ist:
x ? (h
1
+ h
2
) = x ? h
1
+ x ? h
2
(3.26)
Bei einer Parallelschaltung von LTI-Systemen haben beide Systeme dasselbe Eingangsignal und die ein-
zelnen Ausgangssignale werden addiert. Daraus ergibt sich die Impulsantwort f

ur die Parallelschaltung:
h = h
1
+ h
2
(3.27)
Viele LTI-Systeme erf

ullen lineare Dierenzengleichungen der Form
N
X
k=0
a
k
 y[n  k] =
M
X
k=0
b
k
 x[n  k](3.28)
Beispielsweise gilt f

ur den Akkumulator:
y[n] = y[n  1] + x[n](3.29)
y[n]  y[n  1] = x[n](3.30)
Gem

a Gleichung 3.30 ist eine rekursive Realisierung des Systems m

oglich (siehe Abb. 3.9).
ein Folgenelement
Verzögerung um
x[n] y[n]
y[n-1]
+
Abbildung 3.9: Rekursive Darstellung des Akkumulators
Diagramme wie das in Abb. 3.9 nennt man Signalugraphen (engl. signal ow graphs (SFG). Si-
gnalugraphen und die sie denierenden Gleichunge k

onnen gut als Ausgangsbasis zur Realisierung
eines Systems T dienen. Man kann beispielsweise die Gleichung 3.30 direkt mittels Anweisungen in C
realisieren:
for (n=0;;n++) f
y[n] = y[n-1] + x[n] g % mit y[-1]=0
Dabei werden, wenn y[n] sofort nach Berechnung ausgegeben wird, stets nur zwei Elemente von y gleich-
zeitig ben

otigt. Hierf

ur kann gut die Modulo-Adressierung eingesetzt werden:
for (n=0;;n++) f
y[n%2] = y[(n-1)%2] + x in() g % mit y[0] = 0
wobei x in stets den letzten Eingabewert darstellen soll.
Auch der Kurzzeitmittelwert kann (wie viele andere Systeme) rekursiv berechnet werden:
y[n]  y[n  1] =
1
M
2
+ 1
(x[n]   x[n M
2
  1])(3.31)
3.5 Darstellung zeitdiskreter Signale und Systeme im Frequenz-
bereich
Es ist besonders bemerkenswert, da sinusf

ormige Signale am Eingang von LTI-System wiederum si-
nusf

ormige Signale an deren Ausgang erzeugen.
Die Denition von LTI-Systemen erlaubt es, neben Sinusfolgen mit reellen Werten auch komplexe Expo-
nentialfuktionen als deren Verallgemeinerung komplexen Werten zu betrachten. Dies ist f

ur viele Anwen-
dungen vorteilhaft. Insbesondere l

at es sich mit komplexen Exponentialfolgen aufgrund der Rechenregeln
f

ur die Exponentialfunktion h

aug leichter rechnen als mit Sinusfunktionen. Ben

otigte L

osungen im Reel-
len kann man einfach durch Bildung des Realteils bestimmen. Vielfach bilden auch Real- und Imagin

arteil
f

ur sich eine L

osung, soda man mit einer Rechnung gleich die gesamte L

osung erh

alt.
Wir betrachten daher als Eingangsfolge eines Systems die Folge
x[n] = e
j!n
(3.32)
Nach Gleichung 3.24 bestimmt sich daraus das Ausgangssignal eines LTI-Systems zu
y[n] =
1
X
k= 1
h[k]  e
j!(n k)
(3.33)
= e
j!n
 (
1
X
k= 1
h[k]  e
 j!k
)(3.34)
Wir nennen
H(j!) =
1
X
k= 1
h[k]  e
 j!k
(3.35)
den Frequenzgang des Systems T . Mit H(j!) gilt:
y[n] = H(j!)  e
j!n
(3.36)
Allgemein nennt man im Falle einer linearen Transformation G, f

ur welche die Gleichung
G(f(t)) = E  f(t)(3.37)
gilt, den Faktor E einen Eigenwert und f(t) eine Eigenfunktion. Also ist e
j!n
eine Eigenfunktion
von LTI-Systemen mit dem dazugeh

origen Eigenwert H(j!). Hierin liegt die Bedeutung der komplexen
Exponentialfolgen f

ur LTI-Systeme.
Als Beispiel betrachten wir den Frequenzgang des Verz

ogerungssystems. Es gilt:
y[n] = x[n  n
d
](3.38)
y[n] = e
j!(n n
d
)
= e
 j!n
d
 e
j!n
(3.39)
Durch Vergleich mit Gleichung 3.36 folgt:
H(j!) = e
 j!n
d
(3.40)
Viele Funktionen kann man mittels Summen sinusf

ormiger Signale approximieren. Ein Beispiel einer
solchen Approximation einer Funktion durch ihre Frequenzanteile zeigt die Abbildung 3.10
3
. In diesem Fall
wird ein Rechtecksignal durch

Uberlagerung von Sinussignalen immer h

oherer Frequenz immer genauer
approximiert.
Eine solche Approximation erfordert im allgemeinen Fall sowohl die Verwendung von Sinus- und Cosinus-
signalen, deren jeweilige Anteile separat berechnen werden k

onnen. Eine Vereinfachung der Berechnung
gelingt, wenn man Sinus- und Cosinusfunktion mittels des Eulerschen Satzes in Form einer komplexen
Exponentialfunktion darstellt. Eine solche Darstellung zeigt die Gleichung 3.41.
x[n] =
X
k

k
 e
j!
k
n
(3.41)
Wegen der Linearit

at von LTI-Systemen kann man das Signal am Ausgang von LTI-Systemen beschreiben
kann als Summe der Reaktion des Systems auf einzelne Exponentialfunktionen:
y[n] =
X
k

k
H(j!
k
)  e
j!
k
n
(3.42)
Abbildung 3.10: Approximation eines Rechtecksignals durch sinusf

ormige Signale
3.6 Fourier-Transformation von Folgen
6. Vorles.
Als n

achstes wenden wir uns der Frage zu, wie wir die KoeÆzienten der Gleichung 3.41 f

ur ein Signal
erhalten k

onnen.
Gleichung 3.41 stellt eine endliche Summe von periodischen Funktionen dar und mu daher als Ergebnis
wiederum eine periodische Funktion liefern. F

ur nicht-periodische Funktionen mu diese Summe verall-
gemeinert werden. Dies gelingt mit dem

Ubergang auf immer mehr Frequenzen und innitesimal kleine
Abst

ande zwischen den Frequenzen. Wir kommen so von der Summenformel nach Gleichung 3.41 zu der
Integralformel in Gleichung 3.43.
x[n] = F
 1
fXg =
1
2
Z

 
X(j!)  e
j!n
d!(3.43)
Wegen der Periodizit

at im Frequenzbereich wird hier wieder nur Intervall der L

ange 2 betrachtet. Die
Gr

oe X(j!), d.h. die einzelnen Frequenzanteile, kann mann nach der Gleichung 3.44 bestimmen.
X(j!) = Ffxg =
1
X
n= 1
x[n]  e
 j!n
(3.44)
Gleichung 3.44 beschreibt die (diskrete) Fourier-Transformation, welche eine Funktion x der Zeit
auf eine Funktion X der Frequenz abbildet. Gleichung 3.43 ist die Fourier-R

ucktransformation oder
inverse Transformation, welche aus X wiederum x erzeugt (Beweis siehe unten).
Mit Gleichung 3.43 wird x[n] wird als

Uberlagerung vieler Funktionen der Form
1
2
X(j!)  e
j!n
beschrieben.
Durch Vergleich der Gleichungen 3.35 und 3.44 kann man erkennen, da die

Ubertragungsfunktion eines
LTI-Systems die Fourier-Transformierte der Impulsantwort ist. Umgekehrt kann man die Impulsantwort
mittels Fourier-R

ucktransformation aus der

Ubertragungsfunktion erhalten:
h[n] =
1
2
Z

 
H(j!)  e
j!n
d!(3.45)
3
Das Original dieser Abbildung hat schon fast nostalgischen Wert: es wurde vom Autor dieses Begleittexts w

ahrend der
T

atigkeit als studentische Hilfskraft mit Hilfe eines Lochkartenprogramms und eines Lochsteifen-gesteuerten Zuse-Plotters
erstellt.
Die Gleichungen 3.43 und 3.44 bilden ein Paar inverser Transformationen. Um dies zu zeigen, gehen wird
von der Folge x aus, transformieren sie mittels 3.44 in den Frequenzbereich und mittels Gleichung 3.43
wieder zur

uck. Wir erhalten auf diese Weise:
1
2
Z

 
(
1
X
m= 1
x[m]  e
 j!m
)e
j!n)
d!(3.46)
Wenn in 3.46 die Summe gleichm

aig konvergiert, k

onnen wir Summation und Integration vertauschen
und erhalten:
1
X
m= 1
x[m]  (
1
2
Z

 
e
j!(n m)
d!)(3.47)
=
1
X
m= 1
x[m] 
sin (n m)
(n m)
(3.48)
Wegen
lim
x!0
sinx
x
= lim
x!0
x+O(x
3
) + ::
x
= 1
ist die obige Summe gleich:
1
X
m= 1
x[m]  Æ[n m](3.49)
= x[n](3.50)
Wir erhalten also wieder die Folge x, was zu zeigen war.
3.7 Das Faltungstheorem
Zu den wichtigsten Aussagen

uber die Fouriertransformation und die Faltung geh

ort das folgende Theo-
rem: sofern die Beziehungen
x[n] = F
 1
fX(j!)g(3.51)
h[n] = F
 1
fH(j!)g(3.52)
y[n] = F
 1
fY (j!)g(3.53)
y[n] = h ? x(3.54)
gelten, so folgt:
Y (j!) = X(j!) H(j!)(3.55)
(Faltungstheorem:) Zu einer Faltung von Folgen im Zeitbereich ist die Multiplikation der
zugeh

origen Fouriertransformierten

aquivalent.
Beweis:
Wir k

onnen x

uber das Fourierintegral darstellen:
x[n] =
1
2
Z

 
X(j!)  e
j!n
d!(3.56)
Dieses stellt das Ergebnis eines Grenz

ubergangs der Betrachtung der Approximation mit Basisfunktionen
mit sehr kleinem Frequenzabstand ! dar:
x[n] = lim
!!0
1
2
X
k
X(j k!)  e
j k! n
!(3.57)
F
ur jede der Frequenzen k! gilt die Gleichung 3.36 und damit erhalten wir:
y[n] = lim
!!0
1
2
X
k
H(j k!) X(j k!)  e
j k! n
!(3.58)
=
1
2
Z

 
H(j !) X(j !)  e
j ! n
d!(3.59)
Wenn sich das Signal y im Zeitbereich durch Fourier-R

ucktransformation aus dem Produkt von H und
X ergibt, dann ist y im Frequenzbereich durch das Produkt selbst gegeben:
Y (j!) = H(j!) X(j!)(3.60)
3.8 Das Abtastheorem
Unter den vielen M

oglichkeiten, zeitkontinuierliche Signale abzutasten, ist die periodische Abtastung die
h

augste. F

ur diese gilt:
x[n] = x
c
(nT ) mit  1 < n <1(3.61)
T heit Abtastperiode und f
s
=
1
T
heit Abtastfrequenz. Ein System, welches die Operation 3.61
ausf

uhrt, heit Abtaster oder continous to discrete (CD-) converter (siehe Abb. 3.11). Es ist eine Idea-
lisierung der Schaltung nach Abb. 2.5.
x  (t) x[n] = x  (nT)C/D-
Konverter
c c
Abbildung 3.11: Idealer Abtaster
Es ist nicht in jedem Fall m

oglich, aus dem zeitdiskreten Signal wieder das urspr

ungliche Signal x
c
zu
rekonstruieren. Allerdings kann man zeigen, da dies bei einer Einschr

ankung der Klasse der Eingangs-
signale dennoch gelingt.
Zur mathematischen Behandlung ist es zweckm

aig, den Abtastproze in in zwei Teilprozesse zu zerlegen,
n

amlich in
1. die Multiplikation von x
c
mit einem Signal s, welches an den Abtastzeitpunkten 1 und sonst 0 ist,
sowie
2. dem

Ubergang von dem resultierenden zeitkontinuierlichen Signal zu einem zeitdiskreten Signal.
x[n] = x  (nT)cx  (t)c
x  (t)
s
s(t) Umwandlung
zeitkontinuier-
lich nach zeit-
diskret
×
Abbildung 3.12: Modellvorstellung des Abtastvorgangs
s(t) kann dargestellt werden als Summe von Impulsen, die jeweils zu einer Zeit t = nT gleich Eins sind
und sonst Null:
s(t) =
1
X
n= 1
Æ(t  nT )(3.62)
Damit ergibt sich das Signal x
s
(t) zu
x
s
(t) = x
c
(t)  s(t) = x
c
(t) 
1
X
n= 1
Æ(t  nT )(3.63)
Da x
c
(t) auerhalb der Abtastzeitpunkte ohnehin mit Null multiplizeirt wird, gilt auch
x
s
(t) =
1
X
n= 1
x
c
(nT )  Æ(t  nT )(3.64)
Da sich x
s
(t) aus dem Produkt von s(t) und x
c
(t) zusammensetzt, ist die Fouriertransformierte X
s
(j
)
von x
s
(t) gleich der Faltung der Fouriertransformierten S(j
) und X
c
(j
) von s(t) bzw. x
c
(t):
X
s
(j
) = S(j
) ? X
c
(j
)(3.65)
Die Fouriertransformierte der Impulsfolge s(t) ist [OS95]:
S(j
) =
2
T
1
X
k= 1
Æ(
  k

s
) mit(3.66)


s
=
2
T
(3.67)
Daraus folgt:
X
s
(j
) =
1
T
1
X
k= 1
X
c
(j
  k

s
)(3.68)
Die Gleichung 3.68 besagt, da die Fouriertransformierte von x
s
(t) sich aus periodisch wiederholenden
Kopien der Fouriertransformierten von x
c
(t) zusammensetzen. Diese Kopien sind jeweils um ein ganz-
zahliges Vielfaches der Abtastfrequenz 

s
verschoben. Diese Situation ist in Abb. 3.13 zu sehen.
c
ΩX  (j     )
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Abbildung 3.13: Auswirkungen im Frequenzbereich bei einer Abtastung im Zeitbereich
Dem Bild ist zu entnehmen, da sich die Kopien unter der Bedingung

s
> 2

N
(3.69)
nicht

uberlappen und nach der Bildung der Summe noch als identische Kopien zur Verf

ugung stehen. Mit
einem idealen Filter, welches eine der Kopien herausltert und der inversen Fouriertransformation l

at
sich unter dieser Bedingung das originale Signal x
c
(t) rekonstruien.
Daraus ergibt sich das folgende Theorem [Nyquist, 1928; Shannon, 1949]:
Nyquist-Theorem: Sei x
c
(t) ein bandbegrenztes Signal mit X
c
(j
) = 0 f

ur j
j > 

N
. Dann ist x
c
(t)
eindeutig bestimmt durch seine Abtastwerte x[n] = x
c
(nT ) (mit n 2 ZZ) bestimmt, wenn


s
=
2
T
> 2

N
(3.70)
Die Frequenz 

N
wird als Nyquist-Frequenz bezeichnet.
Das Ausgangssignal l

at sich also eindeutig rekonstuieren, falls die Abtastfrequenz mindestens gleich dem
Doppelten der h

ochsten in x
c
(t) vorkommenden Frequenz ist.
3.9 Kompressionsverfahren
7. Vorles.
3.9.1

Ubersicht
Das Problem der Realisierung von Realzeitverhalten tritt auch f

ur viele Systeme auf, welche aus Gr

unden
beschr

ankter Speicher- und

Ubertragungskapazit

at mit Kompression von Daten arbeiten m

ussen. Mittels
Kompression l

at sich die ben

otigte Datenrate (und entsprechend auch die ben

otigte Speicherkapazit

at)
erheblich senken, wie etwa die Tabelle 3.1 zeigt.
Anwendung Datenraten
unkomprimiert komprimiert
Sprache 64 kBit/s 2-4 kBit/s
8 kHz, 8 Bit
Video-Konferenz 30,41 MBit/s 64-768 kBit/s
15 fps, 352x240, 8bit
Digital-Audio (Stereo) 1,5 MBit/s 0,128-1,5 MBits/s
44,1 kHz; 16 bit
HDTV 1,33 GBit/s 20 MBit/s
59,94 fps, 1280x1024, 8 bit
Tabelle 3.1: Datenraten
Wir wollen uns hier mit den Grundlagen einiger dieser Kompressionsverfahren besch

aftigen, da diese zu
den Basistechniken zur Realisierung eingebetteter und Realzeitsysteme geh

oren
4
.
Es existieren viele Kompressionsverfahren. Abb. 3.14 zeigt eine

Ubersicht.
Bei den modellbasierten Verfahren gehen Annahmen

uber das Anwendungsgebiet und die zu modellieren-
den Daten ein. Beispiele sind die Kodierung im THUMB-Befehlssatz und eine spezielle Dateinkodierung
auf der Basis der Postscript-Syntax. Allgemein verwendbare, modellunabh

angige Komprimierungsverfah-
ren k

onnen derartige Informationen nicht ausnutzen.
Eine Grundtechnik der Kompression ist die dierentielle Kodierung auf der Basis des R

uckw

arts-
Dierenzen-Systems. Wegen der starken Korrelation zwischen aufeinanderfolgenden Signalelementen be-
einut diese Transformation die Verteilung der Signalwerte erheblich (siehe Abb. 3.15).
Die nachfolgend beschriebenen Kompressionsverfahren erzielen nach Vorverarbeitung durch das R

uckw

arts-
Dierenzen-System eine erheblich bessere Kompressionsrate.
4
Diese Grundlagen werden hier anhand des Buches von Bhaskaran dargestellt [BK95] dargestellt.
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Abbildung 3.14: Kompressionsverfahren
x
p(x[n])
x[n] y[n]
p(y[n])
Abbildung 3.15: H

augkeit von Werten vor und nach dierentieller Kodierung
3.9.2 Humann-Encoder
Bei der Human-Kodierung (Human, 1952) geht man von einem Signal in Form eines Stromes von
Werten oder Symbolen aus. Die Erzeugung eines Human-Codes basiert dann auf folgenden Schritten:
1. Ordne die Symbole nach ihren H

augkeiten.
2. W

ahle die beiden Symbole mit der geringsten H

augkeit und kodiere sie in einem neuen Symbol.
Die H

augkeit dieses Symbols ist gleich der Summe der H

augkeiten der beiden einzelnen Symbole.
3. Wiederhole Schritt 2 bis nur ein einziges Symbol verbelibt.
Dieser Konstruktionsproze kann als Erezugung eines bin

aren Baumes angesehen werden. Tabelle 3.2
zeigt links zun

achst die Symbole und deren H

augkeiten. Die folgenden Spalten entsprechen jeweils einer
Iteration des Algorithmus.
Verfolgt man das Zusammenfassen der Symbole r

uckw

arts, so kommt man zu dem Baum der Abb. 3.16.
Der Code eines Symbols besteht aus der Folge der fettgedruckten Werte entlang des Pfades von der
Wurzel zu dem Symbol. Man beachte, da die einzelnen Symbole in unterschiedlicher L

ange kodiert sind:
die h

augen Symbole haben k

urzere Codes.
Zur Dekodierung eines Stroms von Nullen und Einsen kann man verschiedene Verfahren benutzen.
Iter.: 1 Iter.: 2 Iter.: 3 Iter.: 4 Iter.: 5 Iter.: 6
e 0,3 e 0,3 e 0,3 e 0,3 fl,rg 0,4 fk,w,?,u,eg 0,6 fk,w,?,u, 1,0
l 0,2 l 0,2 l 0,2 fk,w,?,ug 0,3 e 0,3 fl,rg 0,4 e,l,rg
r 0,2 r 0,2 r 0,2 l 0,2 fk,w,?,ug 0,3
u 0,1 u 0,1 fk,w,?g 0,2 r 0,2
? 0,1 ? 0,1 u 0,1
k 0,05 fk,wg 0,1
w 0,05
Tabelle 3.2: Beispiel der Anwendung des Human-Algorithmus
{k,w}
{k,w,?}u
w k
?
0,2 0,2
(0) (1)
0,1 0,1
0,05 0,05
(1)
(0) (1)
(0)
{k,w,?,u,e}
e
0,6
0,3
(1)
{k,w,?,u}
(0)
0,3
0,4
(0) (1)
{l,r}
(0)
r
(1)
0,2 0,2
l
Abbildung 3.16: Baum zur Konstruktion von Human-Codes
1. Man kann den Strom bitweise lesen und jeweils den Baum durchlaufen, bis ein Blatt erreicht ist.
2. Unter der Annahme einer maximalen L

ange m eines Codes kann man eine Tabelle aufbauen, welche
2
m
Eintr

age besitzt und jeweils das erste zu erzeugende Symbol und die Anzahl der davon erfaten
Codebits erh

alt.
Ein Problem der Human-Codes ist ihre m

oglicherweise sehr groe L

ange. Es gibt Verfahren, welche
Human-Codes einer begrenzten L

ange erzeugen. Diese Verfahren erreichen nat

urlich nicht ganz die
Kompressionsraten von Human-Codes unbegrenzter L

ange. Sie sind aber leichter zu realisieren, insbe-
sondere, wenn zur Dekodierung die zweite der oben angegebenen M

oglichkeiten genutzt wird.
3.9.3 Diskrete Cosinus-Transformation (DCT)
Mit verlustfreien Kompressionsverfahren wie dem Human-Algorithmus lassen sich vielfach nicht die
Kompressionsfaktoren erzielen, die man ben

otigt. Man kann diese Faktoren erh

ohen, sofern man darauf
verzichtet, das Original exakt wiederherzustellen.
Aus der Menge der m

oglichen Verfahren werden wir hier die blockbasierten Transformationsverfahren
vorstellen. Wir nehmen dazu an, da wir uns mit der Kompression von 2D-Daten besch

aftigen. Wir
gehen davon aus, da ein Bild oder ein Ausschnitt daraus als N N -Matrix x gegeben ist. Eine lineare
Transformation kann dann durch y = T
c
xT
t
r
ausgedr

uckt werden, wobei T
t
r
die Transponierte einer Matrix
T
r
ist. T
c
und T
r
heien Transformationskerne. F

ur sog. symmetrische Kerne gilt: T
c
= T
r
= T
und y = TxT
t
. In allen praktischen Anwendungen verlangt man, da eine Umkehrmatrix U existiert,
soda x = UyU
t
gilt.
Mit der Transformation m

ochte man eine kompakte Repr

asentation erreichen. Zu diesem Zweck eliminiert
man den weniger signikanten Teil von y.
H
aug benutzte Transformationen sind:
 die diskrete Fourier-Transformation DFT (im 2-dimensionalen),
 die Karhunen-Loeve-Transformation KLT,
 die diskrete Cosinus-Transformation DCT,
 die diskrete Sinus-Transformation DST,
 die diskrete Hadamard-Transformation DHT.
F

ur das Beispielbild in Abb. 3.17
Abbildung 3.17: Bildoriginal (
c
Kluwer, 1995)
zeigen die Abb. 3.19 und 3.18 summarisch die Ergebnisse. In diesen beiden Abbildungen bedeuten dunkle
Regionen, da die KoeÆzienten der (2-dimensionalen) Basisfunktionen sehr klein sind.
Abbildung 3.18: KoeÆzienten: links: DFT, mitte: KLT, rechts: DCT; (
c
Kluwer, 1995)
Es ist zu sehen, da KLT die gr

ote Kompaktheit erreicht. DHT und DFT sind relativ schlecht geeignet.
Bei der KLT sind die Transformationsmatrizen abh

angig von Bildinhalt. Sie ist daher relativ aufwendig.
Alle

ubrigen Transformationen sind unabh

angig vom Bildinhalt. Unter diesen liefert die DCT die beste
Kompression.
Die DCT liefert eine Approximation eines Bildausschnitts mit Hilfe gewichteter Anteile von Basisfunk-
tionen. Sinnvoll ist dies immer nur f

ur Bildausschnitte, innerhalb derer eine Korrelation vorhanden ist.
In der Praxis werden Ausschnitte von 8 8 Bildpunkten benutzt. Die DCT-Basisfunktionen hierf

ur zeigt
die Abb. 3.20.
Abbildung 3.19: KoeÆzienten: links: DST, rechts: DHT; (
c
Kluwer, 1995)
Abbildung 3.20: Orthogonales Funktionensystem f

ur die Cosinustransformation (
c
Kluwer, 1995)
Formal berechnet sich die DCT nach der folgenden Formel:
y
kl
=
c
k
c
l
4
7
X
i=0
7
X
j=0
x
ij
cos

(2i+ 1)k
16

cos

(2j + 1)l
16

mit k; l 2 [0::7] und c
k
=
1
p
(2)
f

ur k = 0 und c
k
= 1 sonst.
Die inverse DCT (IDCT) berechnet sich

ahnlich wie die DCT [BK95]:
xij
=
7
X
k=0
7
X
l=0
c
k
c
l
4
y
kl
cos

(2i+ 1)k
16

cos

(2j + 1)l
16

F

ur die IDCT kann daher praktisch derselbe Hardwarebeschleuniger wie f

ur die DCT benutzt werden.
Den Kontext des

ublichen Einsatzes der DCT zeigt die Abbildung 3.21.
DCT-Bereich
8 x 8 DCT
Eliminiere unwichtige
DCT-Elemente
(Quantisierung)
Verlustfreie Kodierung
der DCT-Koeffizienten
(entropy coding)
Abb. räumlicher ->
Abbildung 3.21: Kontext des Einsatzes der DCT
In der VLC-Stufe (engl. VLC=variable length coding) werden dabei h

aug aufeinanderfolgende identi-
sche Symbole durch das Symbol und einen Wiederholungsz

ahler kodiert und zus

atzlich eine Human-
Kodierung durchgef

uhrt. .
3.9.4 Bewegungskompensation
Bei Bewegtbildern (Videos) mu zur Erzielung einer hohen Kompressionsrate auch ausgenutzt werden,
da es eine groe Korrelation der einzelnen Bilder untereinander gibt. Nachfolgende Bilder zeigen meist
Szenen, in denen sich Objekte nur geringf

ugig gegen

uber den vorhergehenden bewegt haben. H

aug
bewegen sich viele der Objekte auch

uberhaupt nicht. Dies kann man nutzen, um nur die Information

uber die

Anderungen zu

ubertragen.
Zu diesem Zweck mu zun

achst vor allem bestimmt werden, wie sich die Objekte bewegt haben.

Ublicher-
weise wird f

ur einen bestimmten Block eines Folgebildes bestimmt, mit welchem Block eines Vorg

anger-
bildes sich die beste

Ubereinstimmung ergibt und wie gro der entsprechende Bewegungsvektor ist (siehe
Abb. 3.22).
N
M
Referenzbild
Bewegungsvektor
Gegenwärtiges Bild
p
p
p p
Suchraum
Abbildung 3.22: Bestimmung des Bewegungsvektors
F

ur diesen Bewegungsvektor mu ein Fehlerkriterium minimal werden.
F

ur die Wahl der Werte von N;M und p mu ein Kompromi von Aufwand und Leistung gefunden
werden. F

ur

ubliche Videos w

ahlt man z.B. N = M = 16. F

ur Sportlme erreicht man mit p = 63, f

ur
andere mit p = 15 gute Resultate.
Es gibt eine Vielfalt von Algorithmen zur Bestimmung von Bewegunsgvektoren (siehe [BK95]). Wir wollen
uns hier v.a. mit deren Einsatz im MPEG-Standard besch

aftigen.
3.9.5 MPEG
1988 schuf die International Standards Organization (ISO) eine Gruppe von Experten, die sog. Motion
Picture Experts Group (MPEG). 1991 stellte diese Gruppe Kompressionsverfahren f

ur Video- und Audio-
Datenstr

ome vor, die heute als MPEG-1 bekannt sind. Nachfolgende Arbeiten f

uhrten zu MPEG-2 und
MPEG-4.
MPEG-Standards spezizieren im Prinzip nur die Bild- und Audioformate und lassen damit Freiheiten
f

ur die Implementierung der Kompression. Zus

atzlich stehen aber auch Beschreibungen in Form von
C-Programmen zur Verf

ugung.
Bei der Kodierung von Bewegtbildern ist zu ber

ucksichtigen, da Videoszenen auch geschnitten werden
k

onnen. Daher mu zumindest ein Teil der Bilder die volle, urspr

ungliche Information enthalten.
I B B P B B P I
1 2 3 4 5 6 7 8
Abbildung 3.23: Bildtypen bei MPEG
Daher deniert MPEG-1 drei unterschiedliche Bildtypen (siehe auch Abb. 3.23):
1. I-Bilder: dies sind vollst

andige Bilder, die ohne Bewegungskompensation berechnet werden,
2. P-Bilder werden mittels Bewegungssch

atzung aus vorhergehenden P- oder I-Bildern berechnet.
3. B-Bilder werden mittels Bewegungssch

atzung aus vorhergehenden und/oder nachfolgenden Bildern
berechnet. Sie selbst sind nicht mehr Ausgangspunkt f

ur weitere Interpolationen. Daher d

urfen sie
st

arkere Verf

alschungen enthalten und k

onnen deshalb st

arker komprimiert werden.
F

ur die einzelnen Bildtypen ergibt sich ein unterschiedlicher Speicherbedarf (siehe Abb. 3.24).
Ein typisches Blockschaltbild eines MPEG-Dekoders ist in Abb. 3.25 zu sehen.
Es werden Puer-Stufen ben

otigt, um die schwankende Datenrate auszugleichen. Die inverse Quantisie-
rung ist mit Q
 1
gekennzeichnet. Der VLC-Dekoder nimmt eine Human-Dekodierung vor.
MPEG-2 ist zu MPEG-1 aufw

arts kompatibel. Es zeichnet sich durch zus

atzliche Formatoptionen aus
und unterst

utzt auch den interlaced-Modus, bei dem zwei Halbbilder jeweils nur die geraden bzw. die
ungeraden Zeilen enthalten.
130 kBit
..............
..............
Bildnummer30
Speicherbedarf
15 kBits
62 kBits
156 kBits
Durchschnittliche  Größe
I-Bild
P-Bild
B-Bild
Abbildung 3.24: Speicherbedarf einer Videosequenz (nach Bhaskaran [BK95])
IDCTQ-1Decoder
VLC-Bufferdaten
Eingabe-
Vorgängerbilder
Nachfolgerbilder
+1/2Mux
0
+
BufferBewegungskompensation
Ausgabedaten
Abbildung 3.25: Blockdiagramm eines MPEG-Dekoders
Kapitel 4
Realzeit-Betriebsysteme
8./9. Vorles.
4.1 Funktionalit

at von Realzeit-Betriebssystemen
Bei der Realisierung eingebetteter Systeme werden immer wieder Standardfunktionen ben

otigt, wie z.B.
die Realisierung eines Mehrprozesystems. die Kommunikation zwischen mehreren Prozessen und die
Zeit

uberwachung und -steuerung. Diese Funktionen sollten sicherlich nicht f

ur jede Applikation neu konzi-
piert werden. Sie sollten als vorentworfene Komponenten eines Realzeit-Betriebssystems (RTOS) w

ahrend
der Anwendungsentwicklung bereits bekannt sein. Im Unterschied zu Standardbetriebssystemen sollte es
jedoch m

oglich sein, nur die f

ur eine Anwendung wirklich wichtigen Komponenten einzusetzen.
Realzeit-Betriebssysteme sollten die folgenden Eigenschaften haben (siehe auch [Zoe87]):
 Flexible Kongurationsm

oglichkeiten
So vielf

altig wie eingebettete Systeme sind auch deren Anforderungen an Betriebssysteme. Wegen
der geforderten EÆzienz eingebetteter Systeme mu f

ur jede Anwendung gerade die Betriebssystem-
Funktionalit

at bereitgestellt werden, die auch ben

otigt wird. Dies ist auch m

oglich, da alle Anwen-
dungsprogramme w

ahrend des Systementwurfs bekannt sind. Auf der Basis dieser Kenntnis kann
ein spezialisiertes Betriebssystem generiert werden (dies schliet vielfach eine Neucompilation ein).
 Direkter Zugang zu E/A-Ger

aten
Ein direkter Zugang zu den E/A-Ger

aten ist w

unschenswert, da die Abwicklung von Ein/Ausgaben
durch ein Betriebssystem zuviel Overhead erzeugt. Dies gilt insbesondere, da Ein/Ausgaben bei
Realzeit-Systemen h

aug nur aus wenigen Bytes bestehen und die Ger

ate vielfach auch keine Syn-
chronisation erfordern (d.h. im Sinne der Vorlesung Rechnerarchitektur immediate devices sind).
Auch ist kein Schutz der Benutzer gegeneinander erforderlich.
 Interrupts auf Anwenderebene
Zur Organisation des Ablaufs verschiedener Prozesse ist die Benutzung von Interrupts erforderlich.
Interrupts dienen also nicht ausschlielich dem Aufruf von Betriebssystemfunktionen.
 Zeitverwaltung
Ein Realzeit-Betriebssystem "mu in der Lage sein, zu beliebigen, aber festen Zeitpunkten Auftr

age
zu starten oder fertiggestellt zu haben. Dazu geh

ort die Verwaltung einer Auftragsliste, der sog.
Weckliste, in der Echtzeiten und die zugeh

origen Aktionen, bzw. Prozeaufrufe vermerkt sind"
[Zitat Z

obel].
 Scheduling und Synchronisation
"Unter dem Scheduling versteht man die zeitliche Zuteilung des Prozessors an die jeweiligen Anwen-
derprozesse. Bei Echtzeitsystemen sind die vorhandenen Prozesse sowie erlaubte zeitliche Anord-
nungen weitgehend bekannt. Sie sind durch die Aufgabenstellung vorgegeben. Es gibt grunds

atzlich
zwei M

oglichkeiten, wie Echtzeitsysteme zeitliche Anordnungen erm

oglichen:
1. statisches Scheduling
(Statische Ausgabe von Ablaufreihenfolgen in Form von Pr

azedenzgraphen oder Gantt-Tabellen.
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Dieser Fall wird auch im Buch von Kopetz beschrieben:
\TT Systems
In an entirely time-triggered system, the temporal control structure of all tasks is established a
priori by o-line support-tools. This temporal control structure is encoded in a Task-Descriptor
List (TDL) that contains the cyclic schedule for all activities of the mode (Figure 4.1). This
schedule considers the required precedence and mutual exclusion relationships among the task
such that an explicit coordination of the tasks by the operating system at run time is not
necessary.
10 start T1 12
17 send M5
stop T1
38 20
47
Dispatcher
start T3
send M3
22
Time Action WCET
Abbildung 4.1: Task descriptor list in a TT operating system
The dispatcher is activated by the synchronized clock tick. It looks at the TDL, and then
performs the action that has been planned for this instant. If a task is started, the operating
system informs the task of its activation time, which is synchronized within the cluster. After
task termination, the operating system copies the results of the task to the CNI
1
.
A task of a TT system with non-preemptive S-Tasks
2
is one of the two states; inactive or active
(Figure 4.2)
Inactive Active
Task Activation
Task Termination or Error
Abbildung 4.2: State diagram of non-preemptive S-tasks
In a preemptive S-task, two sub-states of the active state can be distinguished, ready or
running, depending on whether the task is in possession of the CPU or not (Figure 4.3)
Active
Running
Ready
Inactive
Task Activation
Task Termination
Preemption SchedulerDecision
Abbildung 4.3: State diagram of preemptive S-tasks
The Application Program Interface (API):
The application program interface (API) of an S-task in a TT system consists of three data
structures and two operating system calls. The data structures are the input data structure,
the output data structure, and the h-state data structure .... of the task. A stateless S-task
1
Ausgabe-Bereich
2
Dies sind einfache Tasks ohne Interprozekommunikation.
does not have an h-state data structure at its API. The system calls are TERMINATE TASK
and ERROR. The TERMINATE TASK system call is executed whenever the task has reached
its termination point. In case of an error that cannot be handled within the application task,
the task terminates its operation with the ERROR system call."
2. \Bereitstellung von Synchronisationsoperationen,mit deren Hilfe zeitliche Reihenfolgen, Verz

oge-
rungen und gegenseitiger Anschlu . . . formuliert werden k

onnen" [Zitat Z

obel]
Kopetz schreibt dazu:
\ET Systems with S-tasks
In an entirely event-triggered system, the sequence of task executions is determined dyna-
mically by the evolving application scenario. Whenever a signicant event happens, a task
is released to the active (ready)state, and the dynamic scheduler is invoked. It is up to the
scheduler to decide at run-time which one of the ready tasks is selected for the next service
by the CPU. .... The WCET (Worst-Case Execution Time) of the scheduler contributes to the
WCAO (Worst-Case Administrative Overhead) of the operating system.
The signicant events that cause the activation of a task are:
(a) an event from the node's environment, i.e., the arrival of a message or an interrupt from
the controlled object, or
(b) a signicant event inside the host, i.e., the termination of a task or some other condition
within a currently task, or
(c) the progression of the clock to an specied point in time. This point can be specied either
statically or dynamically.
Non-premptive S-tasks
An ET operating system that supports non-premptive S-tasks will take a new scheduling
decision after the currently running task has terminated. This simplies the task management
in the operating system but severely restricts its responsiveness. If a signicant event arrives
immediately after the longest task has been scheduled, this event will not be considered until
this longest task has completed.
Preemptive S-tasks
In a RT operating system that supports task preemption, each occurence of a signicant event
can potentially activate a new task and cause an immediate interruption of the currently
executing task to invoke a new decision by the scheduler. Depending on the outcome of the
dynamic scheduling algorithm, the new task will be selected for execution or the interrupted
task will be continued (Figure 4.3). Data conicts between concurrently executing S-tasks can
be avoided if the operating system copies all input data requred by this task from the global
data area and the communication-network interface (CNI) into a private data area of the task
at the time of task activation.
The Application Program Interface (API):
The API of an operating system that supports event-triggered S-tasks requires more system
calls than an operating system that only supports time-triggered tasks. Along with the data
structures and the already introduced systems calls of a TT system, the operating system must
provide system calls to ACTIVATE a new task, either immediately or at some future point in
time. Another system call is needed to DEACTIVATE an already activated task.
ET Systems with C-Tasks
The state transistion diagram of an ET system with C-tasks
3
has three sub-states of the active
state, as shown in Figure 4.4.
In addition to the ready and running state, a C-task can be in the blocked state waiting for an
event outside the c-task to occur. Such an event can be a time-event, meanng that the real-
time clock has advanced to a specied point, or any occurence that has been specied in the
wait statement. An example of a blocked state is the suspension of the task execution to wait
for an input event message. The WCET of a C-task cannot be determined independently of the
other tasks in the node. It can depend on the occurence of an event in the node environment, as
seen from the example of waiting for an input message. The timing analysis is not a local issue
of a single task anymore; it becomes a global system issue. In the general case it is impossible
to give an upper bound for the WCET.
3
Komplexe Tasks mit Interprozekommunikation.
Inactive
Task Activation
Task Termination
Running
Ready
execution
of wait
for
event occurs
1Pre-emption
1) Scheduler
Decision
Active
Blocked
Abbildung 4.4: State diagram of a preemptive C-tasks with blocking
4.2 Globale Zeit
4.2.1 Begrie
Wir wollen uns im n

achsten Abschnitt n

aher mit der Zeitverwaltung besch

aftigen. F

ur diesen Teil des
Begleittextes diente das im ersten Kapitel angegebene Buch von Kopetz [Kop97] als Grundlage.
Der Begri der Zeit ist oensichtlich zentral f

ur verteilte Realzeitsysteme. Innerhalb der Realzeitsysteme
wird eine pr

azise Kenntnis der Zeit beispielsweise ben

otigt, um Aufschlu

uber den zeitlichen Ablauf von
Ereignissen und damit

uber deren ggf. feststellbare Reihenfolge zu gewinnen.
Das Kontinuum der realen Zeit kann durch eine gerichtete Zeitachse modelliert werden. Diese besteht aus
einer unendlichen Menge T von Zeitpunkten (engl. instants) mit folgenden Eigenschaften:
1. T ist eine geordnete Menge. Die Ordnung zwischen je zwei Zeitpunkten heit zeitliche Ordnung.
2. T ist dicht. Zwischen je zwei verschiedenen Zeitpunkten existiert ein weiterer.
Ein Intervall aus T heit Zeitraum oder Dauer.
Zeitstandards
Zwei (allerdings diskrete) Zeitstandards sind f

ur unsere Zwecke wichtig:
1. Die Internationale Atomzeit (franz. temps atomique internationale, TAI):
Die Internationale Atomzeit deniert eine Sekunde als ein Vielfaches der Frequenz einer bestimmten
radioaktiven Strahlung. TAI ist frei von `Spr

ungen'.
2. Die Universal Time Coordinated (UTC):
UTC wird von astronomischen Daten abgeleitet. Aufgrund der Unregelm

aigkeiten der Erddrehung
schwankt die L

ange der abgeleiteten Zeiteinheit. TAI und UTC stimmten f

ur den 1. Januar 1958

uberein. In der Zwischenzeit war es notwendig, insgesamt 30 Korrektursekunden einzuf

ugen. Dieses
Schema ist nicht unproblematisch, da beim Einf

ugen in der Neujahrsnacht das neue Jahr zweimal
beginnt.
Ereignisse
Ein Ereignis (engl. event) ndet an einem Zeitpunkt statt. Wenn zwei Ereignisse zu demselben Zeitpunkt
stattnden, heien sie gleichzeitig (engl. simultaneous). Zeitpunkte sind total geordnet. Ereignisse sind
es nicht, da gleichzeitige Ereignisse nicht ohne weiteres Elemente einer Ordnungrelation sind.
In vielen Realzeitsystemen gibt es kausale Abh

angigkeiten zwischen Ereignissen. Ein Ereignis, welches An-
fangselement einer Kette von kausalen Abh

angigkeiten ist, heitUrsprungsereignis. Kausale Abh

angig-
keiten denieren eine kausale Ordnung. Zwei Ereignisse k

onnen nur dann kausal geordnet sein, wenn
ihre zeitliche Ordnung dies nicht ausschliet. Sichere Ausssagen

uber die zeitliche Ordnung sind ein wich-
tiges Mittel, um ggf. kausale Abh

angigkeiten verneinen zu k

onnen.
Eine schw

achere Ordnung ist die des Eintreens von Informationen am Kommunikationscontroller (engl.
delivery order). Diese Ordnung erlaubt keine Aussagen

uber kausale Abh

angigkeiten.
Uhren
Uhren sind `Ger

ate', welche periodisch aufgrund von Ereignissen einen Zeitz

ahler erh

ohen. Diese Er-
eignisse heien Mikrozeitschl

age (engl. microticks). Der Zeitraum zwischen zwei aufeinanderfolgenden
microticks heit Granularit

at.
Im folgenden bezeichnen wir mit microtick
k
i
den Mikrozeitschlag i einer Uhr k.
Wir nehmen weiter an, da es eine Mutteruhr z mit einer Taktfrequenz f
z
gibt, welche perfekt ist.
g
z
= 1=f
z
ist die Granularit

at der Mutteruhr. Wir nehmen an, da f
z
so gro ist, da die Diskretisierung
der Zeit der Mutteruhr im folgenden auer Acht gelassen werden kann.
Um festzustellen, wann Ereignisse stattgefunden haben, sehen wir vor, da man mit Hilfe von Uhren den
Events Zeitstempel geben kann. Mit clock(e) bezeichnen wir den Zeitstempel eines Ereignisses e durch
eine Uhr clock. z(e) heit absoluter Zeitstempel.
g
k
ist die Anzahl dermicroticks von z zwischen zwei Z

ahlereignissen von k. Wir nennen g
k
die Granularit

at
von k.
Die zeitliche Ordnung von zwei Ereignissen, die zwischen zwei Microticks von z stattnden, ist grunds

atz-
lich nicht zu bestimmen.
Die Drift einer Uhr k zum Zeitpunkt i ist bestimmt durch
drift
k
i
=
z(microtick
k
i+1
)  z(microtick
k
i
)
n
k
wobei n
k
die nominelle (d.h. die eigentlich gew

unschte) Anzahl von microticks pro Takt der Uhr k ist.
Die Driftrate ist deniert als:

k
i
= j
z(microtick
k
i+1
)  z(microtick
k
i
)
n
k
  1j
 ist f

ur praktische Uhren niemals 0.
Wir k

onnen zwischen zwei Fehlern realer Uhren unterscheiden (siehe auch Abb. 4.5):
1. Die Drift

ubersteigt die urspr

unglich spezizierte Drift.
2. Die Uhr liefert einen v

ollig falschen Z

ahlerstand.
perfekte Uhr
Zeit der
Zeit der Tochteruhr
Mutteruhr
Drift
in der
Fehler
Fehler im Zähler
erlaubte Drift
Abbildung 4.5: Fehler realer Uhren
Der Oset zweier Uhren j und k mit gleicher Granularit

at zum Zeitpunkt i ist deniert als
offset
jk
i
= jz(microtick
k
i
)  z(microtick
j
i
)j
Sei eine Menge f1; :::; ng an Uhren gegeben. Der Wert

i
= max
j;k
(offset
jk
i
)
heit Pr

azision der Menge zum Zeitpunkt i. Das Maximum von 
i

uber alle Zeiten in dem uns
interessierenden Bereich heit Pr

azision.
Der Oset einer Uhr k zur Mutteruhr beim microtick i heit Genauigkeit von k zum Zeitpunkt i
und wird mit accuracy
k
i
bezeichnet. Das Maximum dieses Wertes

uber die f

ur uns relevanten i heit
Genauigkeit, in Zeichen: accuracy
k
.
4.2.2 Tochteruhren
Wenn alle lokalen Uhren (Tochteruhren) perfekt synchronisiert w

aren, dann h

atten wir (bis auf die
Ungenauigkeit durch die Diskretisierung der Zeit) kein Problem, auf der Basis von Zeitstempeln kausale
Abh

angigkeiten auszuschlieen. Leider l

at sich dies nicht erreichen.
Mit Kopetz w

ahlen wir ersatzweise den folgenden Weg: Wir setzen voraus, da wir lokale Tochteruhren
haben, f

ur welche die Abweichung von der Mutteruhr nicht gr

oer ist als :
jz(microtick
j
i
)  z(microtick
k
i
)j < 
Wir w

ahlen dann eine Teilmenge der lokalen microticks, z.B. jeden zehnten microtick, als macrotick (siehe
Abb. 4.6).
Mutteruhr z
Uhr j
0 1 2 3 4 5 6 7 98
kUhr
e
Abbildung 4.6: Zeitstempel eines einzelnen Ereignisses
Wir nennen ein System vern

uftig (engl. reasonable), wenn die Granularit

at aller lokalen Uhren gr

oer
ist als . Wenn diese Bedingung erf

ullt ist, dann unterscheiden sich die Zeitstempel eines Ereignisse
h

ochstens um 1:
jt
j
(e)  t
k
(e)j  1
Konsequenzen kann man anhand von Abb. 4.7 studieren.
Mutteruhr z
0 1 2 3 4 5 6 7 98
Uhr j
kUhr
Abbildung 4.7: Zeitliche Ordnung zweier Ereignisse mit einer Zeitstempeldierenz von 1
Das Ereignis zur absoluten Zeit 67 erh

alt von Uhr j den Zeitstempel 7, das Ereignis zur absoluten
Zeit 69 von der Uhr k den Zeitstempel 6, obwohl es nach dem zuerst genannten Ereignis eingetreten
ist. Aus der Zeitstempel-Dierenz von 1 kann nicht auf die Reihenfolge geschlossen werden. Wenn die
Dierenz allerdings mindestens 2 betr

agt, kann auf die Reihenfolge geschlossen werden, weil die Summe
von Synchronisierungs- und Diskretisierungsfehler stets kleiner als zwei ist.
Messung von Zeitintervallen
Ein Zeitintervall ist durch zwei Ereignisse deniert, dem Startereignis und dem Endereignis. Die Unge-
nauigkeit der Bildung der Dierenz ist durch die Summe aus Synchronisations- und Diskretisierungsfehler
begrenzt.
Mutteruhr z
0 1 2 3 4 5 6 7 98
Uhr j
kUhr
Mutteruhr z
0 1 2 3 4 5 6 7 98
Zeitstempeldifferenz: 3-2=1
Für Zeitstempel benutzte macroticks
Uhr j
kUhr
Für Zeitstempel benutzte macroticks
Zeitstempeldifferenz=4
4,7
1,7 4,2
2,2
Abbildung 4.8: Fehler bei der Messung von Intervallen
Da `vern

unftige' Systeme vorausgesetzt werden, ist die Ungenauigkeit auf < 2g begrenzt. Es folgt, da
f

ur die wahre L

ange eines Intervalls die folgende Ungleichung gilt:
(d
obs
  2g) < d
true
< (d
obs
+ 2g)
wobei d
obs
die Dierenz der Zeitstempel ist.
=-Pr

azedenz
Man betrachte die Situation der Abbildung 4.9, in der Ereignisse im Abstand von  den Zeitstempeln
verschiedener Tochteruhren versehen werden. Ein externer Beobachter sollte die Ereignisse innerhalb des
kleinen Intervalls  nicht ordnen, wohl aber die Ereignisse im Abstand .
Mutteruhr z
0 1 2 3 4 5 6 7 98
Uhr j
kUhr
π ∆
Uhr m
Abbildung 4.9: =-Pr

azedenz
Wie gro mu  sein, damit sich ein externer Beobachter tats

achlich so verhalten kann? Wir beschreiben
diesen Mindestabstand mit Hilfe der sog. =-Pr

azedenz.
Def.: Gegeben seien eine Menge E von Ereignissen und zwei Zeitintervalle  und , mit  << . Die
Menge E heit =-pr

azedent, wenn f

ur alle Paare von Ereignissen gilt:
(jz(e
i
)  z(e
j
)j  ) _ (jz(e
i
)  z(e
j
)j > )
Ein Beobachter kann sich korrekt entscheiden, welche Ereignisse zeitlich zu ordnen sind, wenn die Ereig-
nismenge 0=3g-pr

azedent ist, also f

ur alle Uhren t gilt: jt
j
(e1)  t
k
(e2)  2.
Dichte Zeit
Die Erkennung der zeitlichen Reihenfolge ist m

oglich, wenn Ereignisse nicht zu rasch nacheinander ge-
neriert werden. Eine derartige Kontrolle des Abstands ist innerhalb eines verteilten Systems m

oglich.
F

ur Ereignisse, welche von auen kommen, ist dies nicht m

oglich. Abb. 4.10 zeigt ein Problem, welches
entstehen kann, wenn Ereignisse von auen einen Abstand < 3g haben.
Mutteruhr z
0 1 2 3 4 5 6 7 98
Uhr j
kUhr
Uhr m
e1 e2
1
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3
Abbildung 4.10: Beobachtung verschiedener Reihenfolgen von e1 und e2
Die Ereignisse haben einen Abstand von 3,2g. Das Ereignis e1 wird von j mit einem Zeitstempel von
2 gesehen, w

ahrend m die Zeit 1 zuordnet. k beobachtet e2 zur Zeit 3 und teilt dies j und m mit. j
berechnet eine Zeitdierenz von 1 und schliet, da eine zeitliche Ordnung nicht m

oglich ist. m berechnet
eine Dierenz von 2 und behauptet, e2 habe sich denitiv sp

ater als e1 ereignet. j und m kommen also
zu inkonsistenten Schl

ussen.
Um solche inkonsistenten Schl

usse zu vermeiden, kann ein agreement-Protokoll eingesetzt werden. In der
ersten Phase eines solchen Protokolls teilen sich alle Knoten die jeweiligen Beobachtungen mit. In einer
zweiten Phase werden konsistente Schl

usse berechnet. Die Ergenisse k

onnen in einer dritten Phase noch
wieder verteilt werden, insbesondere, wenn nur ein Teil der Knoten selbst gerechnet hat.
Der Nachteil solcher agreement-Protokolle ist, da sie sehr aufwendig sind und auch den Ablauf verz

ogern.
4.2.3 Interne Synchronisation von Uhren
Der Zweck der internen Synchronisation von Uhren ist, stets eine Pr

azision von  f

ur alle Uhren einzu-
halten. Zu diesem Zweck kann man im Abstand von R
int
eine Resynchronisation durchf

uhren. Auch eine
Resynchronisation ist eventuell nicht perfekt und f

uhrt noch zu einem Oset von . Sei   der maximale
Abstand zweier intakter Uhren voneinander unmittelbar vor der Resynchronisation. Es gilt:
  = 2R
int
Damit die Pr

azision  stets gewahrt bleibt, mu gelten (siehe Abb. 4.11):
 +    
"Byzantine Error"
Eine lokale Synchronisation erkl

art beispielsweise den Durchschnitt der Zeiten der lokalen Uhren als
neuen Richtwert der Zeit. Dies f

uhrt ggf. dann nicht zu einer hinreichenden Approximation der Zeit der
Γ/2=ρR int
R int
0
Abweichung der
Zeit der
Tochteruhren
Grauer Bereich kennzeichnet
intakte Uhren
Mutteruhr
ΠΦ
Abbildung 4.11: Synchronisationsbedingung
Mutteruhr, wenn lokale Uhren ein Fehlverhalten zeigen. Ein solches Fehlverhalten heit malicous error
oder Byzantino error. Es gibt spezielle Algorithmen, welche in Gegenwart derartiger Fehler fehlerhafte
Uhren ausschlieen. Diese Algorithmen sind aufgrund des Austauschs von Informationen aufwendig. Man
kann zeigen [Kop97], da Synchronisation in Gegenwart von Byzantine error nur garantiert werden kann,
wenn mehr als 3k + 1 lokaler Uhren vorhanden sind, wobei k die Anzahl derartig fehlerhafter Uhren ist.
Synchronisation mit einer zentralen Uhr
Zur Synchronisation kann ein zentraler Knoten periodisch Zeit-Meldungen an die

ubrigen senden. Die
Dierenz zwischen der lokalen Zeit und der Zeit in der Nachricht abz

uglich der Laufzeit der Nachricht
ergibt den Korrekturwert. F

ur diesen Algorithmus ist es wichtig, die Zeit m

oglichst genau zu kennen. Die
m

ogliche Variation der Laufzeit heit latency jitter . F

ur die Pr

azision des Algorithmus ergibt sich

zentral
= +  
Der zentrale Algorithmus wird vielfach in der Startphase eines verteilten Systems benutzt.
Verteilte Synchronisation
Verteilte Synchronisationsverfahren benutzen typischerweise drei verschiedene Phasen:
1. In der ersten Phase sammeln alle Knoten Informationen von den

ubrigen Knoten
2. In der zweiten Phase werden aus diesen Informationen Korrekturwerte f

ur die jeweilige lokale Uhr
berechnet.
3. Schlielich werden die Korrekturen durchgef

uhrt.
Vorhandene Algorithmen unterscheiden sich in der Art, in der diese drei Schritte realisiert werden. Zu
1: Die Genauigkeit der ersten Phase, d.h.E., h

angt sehr stark davon ab, auf welcher Systemebene die-
se Informationen ausgetauscht werden. Auf normaler Prozeebene ist der Jitter durch den Einu des
Schedules besonders gro (siehe Tabelle 4.1).
Ebene Jitter (ca.)
Anwendungsebene 500 sec. bis 5 msec
Kern des Betriebssystems 10 sec bis 100 sec
Hardware des Kommunikationscontrollers < 10sec
Tabelle 4.1: Gr

oenordnung des Jitters
Zu 2: In Gegenwart von Byzantine errors kann man die Zeiten aller Uhren sortieren. Die k gr

oten und
die k kleinsten Werte werden aus dieser Liste entfernt. Der Mittelwert

uber die verbleibenden Werte
ergibt die neue Zeit.
Zu 3: Die Zeitkorrektur kann entweder durch direktes Setzen des neuen Wertes oder durch Anpassen
der Geschwindigkeit des lokalen Oszillators geschehen. Bei der ersten Methode k

onnen poblematische
Spr

unge der lokalen Zeit entstehen. Bei der zweiten Methode sollte die durchschnittliche Korrektur null
sein, sonst w

urden die Uhren immer schneller.
4.2.4 Externe Synchronisation
Interne Synchronisation kann nicht garantieren, da die Zeit in verteilten System der physikalischen Zeit
entspricht. Um dies zu erreichen, kann man Verbindungen zu externen Zeitstandards nutzen.
In der j

ungsten Zeit erfolgte vielfach ein

Ubergang auf GPS (Global Positioning System) als Zeitreferenz
(siehe Abb. 4.12).
Abbildung 4.12: Informationsu bei externer Synchronisation
GPS sendet Informationen sowohl

uber die TAI wie auch die UTC-Zeitskala. GPS bietet eine zeitliche
Genauigkeit von ca. 100 nsec. Die Verf

ugbarkeit von GPS hat umfangreiche Arbeiten stimuliert, welche
auf eine Ausnutzung der technischen M

oglichkeiten zielen [Sch97a, SSH97]. So besch

aftigen sich allein
drei Ausgaben der Zeitschrift real-time-systems des Jahres 1997 exklusiv mit diesem Thema. Externe
Synchronisation ist ein unidirektionaler Vorgang. Lokale Systeme

ubernehmen ganz einfach die Zeit, die
ihnen vom externen Zeitstandard

ubermittelt wird. Aus Sicht der Fehlertoleranz ist dieser unidirektionale
Vorgang ein potentielles Problem: sofern der externe Zeitstandard mit Fehlern behaftet ist, werden diese
zu allen Knoten kopiert. Als Sicherheitsmanahme werden von allen Knoten nur kleine

Anderungen ihrer
Zeit akzeptiert. Externe Zeitformate leiden leider auch unter der Tendenz, f

ur Zeitformate nicht ausrei-
chend Kapazit

at bereit zu stellen. Das standardisierte NTP-Protokoll sieht leider nur einen Jahresbereich
bis zum Jahr 2036 vor (siehe Abb. 4.13)
Range up the years 2036; 136 year wrap around cycle
Full seconds, UTC, 4 bytes Binary fraction of second, 4 bytes
Abbildung 4.13: Time format in the Network Time Protocol (NTP)
4.3 Beispiele von Realzeit-Betriebssystemen
 OS/9
OS/9 ist ein BS mit Unix-

ahnlichem Filesystem, welches auf verschiedenen Prozessoren (z.B. auf
dem Motorola 6800) ablau

ahig ist. OS/9000 ist eine neuere Variante davon.
 Realzeitkerne in Kombination mit Windows oder DOS
PCs werden aufgrund ihres Preises und der Vertrautheit der Benutzer auch f

ur f

ur Prozesteuerun-
gen zunehmend beliebter. Allerdings erf

ullen Betriebssysteme wie Windows 95 die o.a. Anforderun-
gen nicht. Daher m

ussen zus

atzliche Realzeitkerne in das an sich schon vorhandene Betriebssystem
integriert werden. Dies verursacht hohe Kosten und Wartungsprobleme.
Wrobel beschreibt in [Wro96] das von der Fa. Siemens entwickelte RMOS3. RMOS3 besitzt volle
Kontrolle

uber die Hardware und f

uhrt Windows 3.11 als einen Proze niedriger Priorit

at aus.
Abst

urze von Windows 3.11 f

uhren damit nicht zu Problemen der

ubrigen Prozesse. Diese k

onnen
weiterhin ausgef

uhrt werden, w

ahrend Windows 3.11 nei gebootet wird.
 VxWorks
VxWorks ist ein Betriebssystem der auf Realzeit-Systeme spezialisierten FirmaWind River Systems
[Sys].
 Windows CE
Windows CE soll f

ur den Markt der eingebetteten Syteme geeignet sein. Die Realzeitf

ahigkeit ist
aber f

ur die bisherigen Versionen nicht gegeben. Aber Bill Gates m

ochte auch in diesen wachsenden
Markt dominieren . . . .
 Java [Sun]
Mit der M

oglichkeit der Verwendung mehrerer Threads erf

ullt Java eine der Kernanforderungen an
Progammiersprachen f

ur eingebettete Realzeitsysteme. Auch enth

alt der Java-Interpreter bereits
einen run-time scheduler zur Umschaltung zwischen Threads.

Ublicherweise setzt Java auf einem
vorhandenen Betriebssysstem auf. Allerdings versucht man auch, Java als stand-alone-System zu
betreiben. Zu diesem Zweck werden spezielle Versionen von Java entwickelt, die nicht zur Benutzung
mit Terminal und Tastatur gedacht sind. Auf die entsprechenden Pakete wird verzichtet.
Das folgende Zitat [Zei98] beschreibt die aktuell diskutierten Varianten:
\Genau diese Palette soll Java noch in diesem Jahr abdecken. Dazu werden aus der bisherigen
Entwicklungsplattform, dem Java Developement Kit (JDK), einerseits spezielle Bestandteile her-
untergebrochen, andererseits Elemente hinzugef

ugt. In drei grobe Bereiche l

at sich Java k

unftig
einteilen: eine Sprache f

ur Ger

ate ohne grasche Ausgabe, in eine f

ur Clients und in eine f

ur Ser-
ver. In den ersten Bereich f

allt Cardjava und Ejava. Cardjava ist mit 20 Kilobyte Code ein extrem
kleines Subset des JDK, das f

ur den Einsatz in Smartcards konzipiert wurde. Ein besonderes Augen-
merk bei Cardjava wurde auf Verschl

usselungsalgorithmen und Funktionen f

ur die Zugangskontrolle
gelegt.
Mercedes setzt in der E-Klasse auf Ejava
F

ur Embedded-Devices hat Sun Ejava entworfen. Hierzu z

ahlen neben Controllern in Telefonen und
Set-top-boxes auch besonders Steuerungsrechner in Fahrzeugen. Die Idee von Ejava ist, die bisher
meist in Hardware gegossenen Funktionen der Embedded Systeme zu exibilisieren und damit die
Time-to-market zu beschleunigen. Die entsprechend erweiterten Funktionen entstanden in enger
Zusammenarbeit mit Unternehmen wie etwa Daimler-Benz, Ericsson und Siemens. Genau wie bei
Cardjava sind bei Ejava europ

aische Firmen tonangebend."
JDK
CardJava Ejava Pjava
+Java 3D = 3D Java
+ Enterprise-Tools=Enterprise Java
Abbildung 4.14: Java-Subsets
Allerdings mu Java auch erg

anzt werden. Folgendes mu bei Realzeit-Java beachtet werden (siehe
auch [PMP
+
98])
1. Die automatische dynamische Speicherverwaltung von Java f

uhrt zu unvorhersehbarenVerz

oge-
rungen. F

ur Realzeit-java sind diese Verz

ogerungen zu vermeiden.
2. Der eingebaute run-time scheduler f

uhrt zu nicht genau vorhersehbaren Prozeumschalttungen.
Er mu durch einen speziellen Realzeit-Scheduler ersetzt werden.
Kapitel 5
Realzeit-Sprachen
10. Vorl.
5.1 Anforderungen an Realzeit-Sprachen
Folgende Anforderungen werden an Sprachen zur Realisierung von Realzeit-Systemen gestellt (siehe auch
Burns [BW90], Marwedel [Mar98]):
1. Beschreibung nebenl

auger Prozesse
Bei der Spezikation vieler eingebetteter Realzeit-Systeme ist eine Beschreibung in Form von ne-
benl

augen Prozessen die geeigneste. So l

at sich die Reaktion auf bestimmte externe Alarmmel-
dungen und die Erzeugung von Ausgaben an ein bestimmtes Ger

at meist auf 'nat

urliche Weise'
jeweils in Form eines Prozesses spezizieren.
2. Verl

alichkeit
Gerade eingebettete Systeme m

ussen ein hohes Ma an Sicherheit gegen Fehlverhalten und Mani-
pulation durch Dritte bieten. Aus diesem Grund sollten als Minimalforderung nur verh

altnism

aig
sichere Sprachen (und insbesondere keine Assemblersprache), Hardware-Zugrisschutz, ggf. Ver-
schl

usselung usw. vorhanden sein.
Aus Gr

unden der Sicherheit gegen Hardwarefehler wird man insbesondere bei sicherheitskritischen
Anwendungen Fehlertoleranzmanahmen vorsehen. Der Bereich der Manahmen reicht von einfa-
chen Parit

atsbits

uber Fehlererkennende und -korrigierende Codes bis hin zur Dreifachauslegung
des Systems und Mehrheitsentscheid (engl. triple modular redundancy).
3. Ausnahmebehandlung und error recovery
Im Falle eines Fehlers in einem eingebetteten System ist es wenig hilfreich und meist sogar unm

oglich,
als einzige Reaktion eine Ausgabe auf einem Bildschirm zu erzeugen. Das System sollte selbstst

andig
eine angemessene Reaktion auf einen Fehler einleiten k

onnen. Beispielsweise k

onnte ein Programm-
segment beim Auftreten eines internen 

uchtigen Hardwarefehlers einfach wiederholt werden.
4. Synchronisation nebenl

auger Prozesse
Es gibt im wesentlichen zwei Gr

unde f

ur die Synchronisation von Prozessen:
 Die Prozesse ben

otigen Betriebsmittel, auf die ein exklusiver Zugri gew

ahrleistet sein mu.
Es werden Hilfsmittel ben

otigt, die einen solchen exklusiven Zugri garantieren.
 Die Prozesse m

ussen darauf warten, bis andere Prozesse einen bestimmten Betriebszustand
erreicht haben.
5. Nachrichtenaustausch nebenl

auger Prozesse
Der Nachrichtenaustausch zwischen Prozessen f

ur einbettete System extrem wichtig, da Megr

oen,
Operateurseingrie usw. vielfach verschiedenen Prozessen mitgeteilt werden m

ussen.
6. Ereignisbehandlung
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Wir haben schon im Kapitel 4.1 gesehen, da die Steuerung des Gesamtsystems

uber Ereignisse
sinnvoll sein kann. Hierf

ur m

ussen auch die erforderlichen programmiersprachlichen Konstrukte vor-
handen sein. Beispielsweise sollte es M

oglichkeiten geben, durch Interrupts direkt Prozesse starten
oder beenden zu k

onnen.
7. Denition und Pr

ufung von Zeitschranken
Schon der Name `Realzeit-Systeme' l

at erkennen, da die Zeit in den von uns betrachteten Syste-
men eine groe Rolle spielt. Es mu dementsprechend m

oglich sein, zeitliche Anforderungen und
ggf. auch Zusicherungen spezizieren zu k

onnen.
8. Zustandorientiertes Verhalten
Eingebettete Realzeit-Systeme zeigen

ublicherweise ein sog. reaktives Verhalten. Dies bedeutet,
da sie Ausgaben aufgrund der aktuellen Eingaben und des aktuellen Zustandes generieren und
aufgrund dieser beiden Informationen in einen neuen Zustand

ubergehen. Folglich ist das Automa-
tenmodell ein geeignetes Modell des Systems.
9. F

ahigkeit zur Behandlung von Non-Standard E/A-Ger

aten
Eingebettete Systeme benutzen vielfach spezielle Sensor/Aktor-Schnittstellen, die nicht in das Sche-
ma

ublicher Block- und Byte-Ger

ate mit m

oglicher Wiederholung von Lese- und Schreibvorg

angen,
Puerung usw. passen. Daher mu die E/A-Programmierung entsprechend angepat sein.
10. EÆzienz
Mehrfach haben wir bereits davon gesprochen, da eingebettete Systme eÆzient sein m

ussen.
Dementsprechend werden beispielsweise hochgradig optimierende

Ubersetzer von der Speizikation
in die Maschinensprache ben

otigt.
11. Unterst

utzung des Entwurfs groer Systeme
Um eingebettete Realzeitsysteme mit umfangreicher Software entwerfen zu k

onnen, m

ussen alle
Anforderungen an den Entwurf groer Softwaresysteme auch in unserem Kontext eingehalten wer-
den. Dies bedeutet heutzutage, da solche Systeme mittels objektorientierter Methoden entwickelt
werden sollten. Diese Anforderung macht auch die Unterst

utzung hierarchischer Spezikationen
erforderlich.
12. Unterst

utzung spezischer Eigenheiten von Anwendungsbereichen
Spezielle Anwendungsbereiche besitzen Besonderheiten, die zumindest dann ber

ucksichtigt werden
m

ussen, wenn eÆziente Systeme zu generieren sind. So erfordern DSP-Applikationen beispielsweise
eine Unterst

utzung von verz

ogerten Signalen. Eine einfache Realisierung von Signalen mit Hilfe von
Arrays w

urde extrem viel Speicher kosten bzw. bei unendlichen Signalen

uberhaupt nicht m

oglich
sein.
13. Spezikation nicht-funktioneller Systemeigenschaften
Neben den rein funktionellen Eigenschaften m

ussen eingebettete Systeme auch eine Vielzahl anderer
Eigenschaften aufweisen. Genannt seien beispielsweise: die elektromagnetische Vertr

aglichkeit, die
Zuverl

assigkeit, die Fehlertoleranz, das Gewicht, die Stromaufnahme, die Schock-Widerstandsf

ahig-
keit, die Entsorgbarkeit am Ende der Produktlebensdauer, der zul

assige Temperaturbereich u.v.a.m.
14. Lesbarkeit
Diese Forderung d

urfte selbstverst

andlich sein.
15. Portierbarkeit
Portierbarkeit ist erforderlich, um rasch auf andere Plattformen umstellen zu k

onnen. Wegen der
groen Zahl m

oglicher Plattformen ist dies wichtiger als bei PC-Software.
16. Flexibilit

at
Es sollte relativ leicht m

oglich sein, Spezikationen zu

andern und daraus wieder Realisierungen
abzuleiten. Dies f

uhrt zu deutlichen Problemen f

ur die Realisierung mit Spezialhardware.
5.2 Realisierung der Anforderungen
5.2.1 Nebenl

auge Prozesse
5.2.1.1 Konzepte f

ur nebenl

auge Prozesse
In den vorhandenen Sprachen werden unterschiedliche Prozekonzepte realisiert. Zwei Unterscheidungs-
merkmale sind die folgenden:
1. Anzahl der Prozesse
 Statisch
In vielen Sprachen ist die Anzahl der Prozesse zur Compilezeit bekannt und fest.
 Dynamisch
In anderen Sprachen k

onnen Prozesse zur Laufzeit dynamisch erzeugt werden.
2. Verschachtelung
 verschachtelt: innerhalb jedes Prozesses k

onnen weitere erzeugt werden.
 ach: Prozesse sind auf der

auersten Programmebene zu denieren.
Tabelle 5.1 zeigt einen Vergleich verschiedener Sprachen:
Sprache Anz. der Prozesse Verschachtelung
concurrent PASCAL statisch ach
VHDL statisch ach
SDL dynamisch ach
Modula-2 dynamisch ach
occam statisch verschachtelt
ADA dynamisch verschachtelt
C dynamisch verschachtelt
Java dynamisch verschachtelt
Tabelle 5.1: Prozekonzepte in verschiedenen Sprachen
Weiter kann man noch unterscheiden, ob Prozessen bei deren Initialisierung Parameter mitgegeben werden
k

onnen oder nicht.
Zus

atzlich kann man noch betrachten, unter welchen Bedingungen Prozesse terminieren k

onnen: am Ende
der Ausf

uhrung des Rumpfes, durch `Selbstmord' [BW90], durch Abbruch aus einem anderen Proze
heraus, aufgrund einer nicht abgefangenen Fehlerbedingung, niemals oder wenn nicht mehr ben

otigt.
Schlielich gibt es noch verschiedene M

oglichkeiten, Nebenl

augkeit zu beschreiben:
1. Koroutinen
Koroutinen sind

ahnlich wie Prozeduren aufgebaut. Sie erlauben es jedoch, die Kontrolle von einer
Koroutine explizit an eine andere zu

ubergeben. Diesem Zweck dient die resume-Anweisung. Wenn
eine Koroutine eine solche Anweisung ausf

uhrt, so wird sie angehalten, beh

alt aber alle Zustands-
information. Wenn eine andere Prozedur f

ur sie ein resume erzeugt, so wird sie wieder ausgef

uhrt.
Jede Koroutine kann als ein Proze gesehen werden. Allerdings kann aufgrund der beschriebenen
Semantik immer nur eine Koroutine ausgef

uhrt werden.
2. Fork and join
Die fork-Anweisung erzeugt einen neuen Proze. Mittels der join-Anweisung kann ein Proze auf
die Beendigung eines anderen Prozesses warten. Beispiel
1
:
1
Nachfolgend werden alle reservierten Worte gro geschrieben, auch wenn dies in der konkreten Sprache nicht erlaubt
sein sollte.
FUNCTION f RETURN ...;
PROCEDURE p;
...
c:= fork f;
....
j:=join(c);
....
END p
fork und tt join erlauben die dynamische Erzeugung von Prozessen. Mittels Parametern kann
man den Prozessen Informationen mitgeben. fork und join sind exibel, erlauben aber keinen
strukturierten Entwurf von Mehrprozesystemen.
3. COBEGIN
COBEGIN ist eine strukturierte Methode der Erzeugung von Prozessen. Beispiel:
COBEGIN
s1;
s2;
s3;
s4;
COEND
Die Statements s1,s2,s3,s4 werden nebenl

aug ausgef

uhrt. Die COBEGIN-Anweisung terminiert,
wenn alle Teilprozesse terminieren. Die Teilprozesse k

onnen selbst wieder andere Prozesse aufrufen.
4. Explizite Erzeugung von Prozessen
Programme k

onnen klarer gestaltet werden, wenn man Prozesse explizit erzeugen kann. Das folgende
Beispiel zeigt dies. Es sind zwei Mesensoren zu

uberwachen, von denen angenommen wird, da sie
jeweils bei

Anderung um 1% gegen

uber dem bisherigen Wert einen neuen Ausgabewert generieren
und Prozeduren new temperature bzw. new humidity blockieren, bis ein solcher Wert vorliegt.
Nach einer Vorverarbeitung seien diese Werte zusammen mit einer Identikation des Sensors in
einen Ausgabepuer zu schreiben (siehe Abb. 5.1).
Sensor
Temperatur- Feuchtigkeits-
Sensor
Vorverarbeitung
und Daten-
Multiplexing
Abbildung 5.1: Einfache Mewerterfassung mit Weiterleitung

uber eine gemeinsame Leitung
Eine einfache Realisierung k

onnte in einer Endlosschleife bestehen (in Modula/PASCAL-artiger
Notation):
MODULE main;
TYPE some_channel = (temperature, humidity);
some_sample : RECORD
value : integer;
line : some_channel
END;
..
LOOP
sample.value := new_temperature; (* blockiert, bis neuer Wert eingelesen *)
IF sample.value > 30 THEN ....
sample.line := temperature;
to_fifo(sample);
sample.value := new_humidity; (* blockiert, bis neuer Wert eingelesen *)
sample.line := humidity;
to_fifo(sample);
END;
Bei dieser L

osung wird mu die Anzahl der Temperaturwerte gleich der Anzahl der Feuchtigkeits-
werte sein. Dies wird in der Regel nicht der Aufgabenstellung entsprechen.
In einem zweiten Versuch k

onnten wir eine Statusanzeige benutzen, die uns eine Abfrage bei aktiven
Warten (engl. busy waiting) erlaubt:
..
LOOP
IF changed_temperature THEN
BEGIN
sample.value := new_temperature; (* Ruckgabe eines neuen Wertes*)
IF sample.value > 30 THEN ....
sample.line := temperature;
to_fifo(sample);
END;
IF changed_humidity THEN
BEGIN
sample.value := new_humidity; (* Ruckgabe eines neuen Wertes*)
sample.line := humidity;
to_fifo(sample);
END;
END;
Auch diese `L

osung' kommt kaum ernsthaft in Betracht, da sie st

andig Rechenzeit verbraucht.
Alternativ zu einem wait-Befehl mit einer Liste von Weck-Ereignissen kann diese Aufgabe mit Hilfe
mehrerer Prozesse beschrieben werden:
MODULE main;
TYPE some_channel = (temperature, humidity);
some_sample : RECORD
value : integer;
line : some_channel
END;
PROCESS get_temperature;
VAR sample : some_sample;
BEGIN
LOOP
sample.value := new_temperature; (* blockiert, bis neuer Wert eingelesen *)
IF sample.value > 30 THEN ....
sample.line := line;
to_fifo(sample);
END
END get_temperature;
PROCESS get_humidity;
VAR sample : some_sample;
BEGIN
LOOP
sample.value := new_humidity; (* blockiert, bis neuer Wert eingelesen *)
sample.line := line;
to_fifo(sample);
END
END get_humidity;
BEGIN
get_temperature; get_humidity;
END;
Ein verbleibendes Problem ist der Zugri von Prozessen auf gemeinsame Ressourcen. Nicht immer kann
man Mewerte wie oben angegeben in einem gemeinsamen FIFO abspeichern. Im n

achsten Abschnitt
(siehe Seite 74) werden wir L

osungen daf

ur vorstellen.
5.2.1.2 Nebenl

auge Prozesse in ADA
Aufgrund der Unterst

utzung der Nebenl

augkeit ist ADA f

ur die Programmierung von Echtzeitsystemen
relativ popol

ar. In ADA heien Prozesse Tasks. Tasks k

onnen auf jeder Programm-Ebene deklariert
werden. Sie werden implizit gestarted, wenn die Kontrolle in den Scope eintritt. Beispiel [BW90]:
PROCEDURE example1 IS
TASK a;
TASK b;
TASK BODY a IS
-- lokale Deklarationen von a
BEGIN
-- Anweisungen von a
END a;
TASK BODY b IS
-- lokale Deklarationen von b
BEGIN
-- Anweisungen von b
END b;
BEGIN
-- Tasks a und b starten vor der Ausfuhrung der ersten Anweisung
-- des Rumpfes von example1
END;
5.2.1.3 Nebenl

auge Prozesse in Java
Aufgrund der Unterst

utzung der Nebenl

augkeit wird Java f

ur die Programmierung von Echtzeitsystemen
derzeit intensiv diskutiert. Java unterst

utzt leichtgewichtige Prozesse, threads (deutsch: F

aden) genannt.
F

aden sind Teile eines normalen Prozesses. Prozesse sind

uber eigene Adrer

aume voneinander abge-
schottet. Alle F

aden eines Prozesses werden im Unterschied dazu in demselben Adreraum ausgef

uhrt.
Zur Implementierung von Threads gibt es in Java die Klasse java.lang.Thread, nachfolgend auch kurz
Thread genannt. Eigene Anwendungen von threads k

onnen auf zwei Arten realisiert werden [Job96]:
1. als Unterklasse von Thread
Wenn in einem Programm eine Klasse v.a. die Eigenschaft hat, thread zu sein, dann sollte sie als
Unterklasse von Thread realisiert werden.
2. durch Implementierung der sog. Runnable-Schnittstelle
Sofern ein Objekt zu modellieren ist, welches ganz wesentlich Unterklasse einer anderen Klasse sein
sollte (also zum Beispiel einer GUI-Klasse), so kann dieses Objekt nicht zugleich Unterklasse von
Thread sein, denn in Java gibt es keine Mehrfachvererbung. Aus diesem Grund ist ein applet kein
thread, aber es kann sich wie ein solches verhalten.
Das nachfolgende Beispiel zeigt diese beiden Arten der Realisierung eines thread-artigen Verhaltens:
CLASS ErsterThread EXTENDS Thread {
PUBLIC VOID run () {
FOR (int i = 0; i < 10; i++)
TRY {
sleep (Math.round (1000.0 * Math.random ()));
System.out.println (toString () + " " + i);
}
CATCH (InterruptedException e) {
System.out.println (e);
}
}
}
CLASS ZweiterThread IMPLEMENTS Runnable {
Thread thread;
ZweiterThread () {
thread = NEW Thread (this);
}
PUBLIC VOID start () {
thread.start ();
}
PUBLIC VOID join() THROWS InterruptedException {
thread.join ();
}
PUBLIC VOID run () {
FOR (INT i = 0; i<10; i++)
TRY {
thread.sleep (Math.round (1000.0*Math.random ()));
System.out.println (thread.toString () + " " + i);
}
CATCH (InterruptedException e) {
System.out.println (e);
}
}
}
PUBLIC CLASS ThreadDemo {
STATIC PUBLIC VOID main (String args[]) {
ErsterThread thread1 = NEW ErsterThread () ;
thread1.start ();
ZweiterThread thread1 = NEW ZweiterThread () ;
thread2.start ();
TRY {
thread1.join () ; // Warte auf den 1. Thread
thread2.join () ; // Warte auf den 2. Thread
}
CATCH (InterruptedException e) {
}
}
}
Bei ErsterThread wird die run-Methode von Thread

uberschrieben. ZweiterThread implementiert eine
Runnable-Schnittstelle. Da ZweiterThread kein thread ist, wird eine Instanz von Thread ben

otigt. Da
ZweiterThread kein thread ist, fehlen ihm die Methoden wie start und join
Das Hauptprogramm startet die beiden threads. Aufgrund des Aufruf der Zufallsfunktion werden die
beiden threads jeweils eine zuf

allige Anzahl von Malen ausgef

uhrt, bevor auf den jeweils anderen thread
umgeschaltet wird. main wartet auf das Ende der beiden threads.
5.2.2 Verl

alichkeit
11. Vorles.
Unter dem Begri der Verl

alichkeit (engl. dependability) fat man alle Eigenschaften eines Systems
zusammen, welche sicherstellen, da sich ein System wie erwartet verh

alt:
Def. (Laprie, 1985): The dependability of a system is that property which allows reliance to be justiably
placed on the service it delivers.
Verl

alichkeit (dependability) umfat die

alteren Begrie der reliability (deutsch Zuverl

assigkeit), der
security) und der safety (siehe Abb. 5.2).
Dependability
Reliability Safety Security
Continuity of
of service
Non-occurence
failures
Protection against
intentional faults,
e.g. sabotage
of catastrophic
Abbildung 5.2: Aspekte der Verl

alichkeit [BW90]
Die Zuverl

assigkeit ber

ucksichtigt insbesondere die reinen Hardwarefehler, aber auch Fehler in der Soft-
ware.
Ein System ist safe, falls es bei Abwesenheit von Sabotage nicht zu katastrophalen Fehlern kommen
kann. Beispielsweise mu ein solches System sicherstellen, da ein Air-Bag auch dann nicht versehentlich
ausgel

ost wird, wenn ein Prozessor einen Hardwarefehler hat (in der Technik heien solche Systeme h

aug
auch eigensicher).
Security beinhaltet zus

atzlich den Schutz gegen b

oswillige Angreifer, Hacker etc.
Eine Grundanforderung an Sprachen zur Programmierung verl

alicher Systeme ist die M

oglichkeit, ex-
plizit auf Ausnahmen (engl. exceptions) reagieren zu k

onnen.
In ADA k

onnen f

ur Bl

ocke, Unterprogramme, Pakete und Prozesses Ausnahmen und die Reaktion darauf
angegeben werden. Beispiel:
BEGIN
sequence of statements
EXCEPTION
exception handler
END;
Der Entwurf verl

alicher Systeme besitzt viele weitere Facetten, die wir hier nicht alle aufzeigen k

onnen.
5.2.3 Synchronisation und Kommunikation
5.2.3.1 Unteilbarkeit
Vielfach ist es erforderlich, eine Menge von Operationen entweder ganz oder gar nicht auszuf

uhren. Dieses
Ph

anomen ist insbesondere auch von Datenbanken her bekannt. Aus diesem Grund mu es m

oglich sein,
Mengen von unteilbaren Operatione zu identizieren.
Unteilbarkeit (Atomizit

at) kann beispielsweise auf einem Ein-Prozessorsystem durch Blockierung der
Interrupts realisiert werden, wobei eine solche Realisierung ggf. zu Lasten der Reaktionszeit gehen kann.
Explizite Operationen zur Sicherstellung der Atomizit

at kann man sich dann sparen, wenn ein Dispatcher
w

ahrend der Bearbeitung unteilbaren Codes ohnehin nicht auf einen anderen Proze umschalten wird.
5.2.3.2 Gemeinsamer Speicher
Der Austausch von Informationen zwischen Prozessen kann im wesentlichen

uber zwei Mechanismen
geschehen, n

amlich

uber das Konzept des gemeinsamen Speichers (engl. shared memory) sowie

uber
message passing.
Durch den ungeregelten Zugri auf gemeinsame Daten kann es zu Anomalien kommen, wenn beispielsweise
Prozessen nach einem unvollst

andigen Update einer globalen Datenstruktur der Prozessor entzogen wird
oder ein anderer Proze zeitlich verzahnt ebenfalls auf dieselbe globale Struktur zugreift. Aus diesem
Grund mu der Zugri auf gemeinsame Daten geregelt werden.
Hierf

ur sind im Zusammenhang mit Betriebssystemen schon vor vielen Jahren Techniken entwickelt wor-
den. Bekannt sind u.a.
 Semaphore
 Conditional critical regions
 Monitore
Monitore bestehen aus:
{ Daten, die nur von Zugrisroutinen aus bearbeitet werden k

onnen
{ Zugrisroutinen
{ genau denierten Zug

angen zum Monitor
{ sog. condition-Variablen
Zu jedem Zeitpunkt kann sich h

ochstens ein Proze im Monitor `benden' (d.h. Befehle f

ur sich
ausf

uhren lassen). Damit kann der gegenseitige Ausschlu sichergestellt werden. Die condition-
Variablen dienen zum Warten auf das Eintreten von Ereignissen und zum Benachrichtigen von
Prozessen.
Ein Problem der Verwendung von Monitoren liegt in der nicht erlaubten Schachtelung: Wenn ein
Monitor eine Prozedur ruft, die wiederum zum Monitoraufruf f

uhren kann, so hat man ein Dilemma.
Monitore sind auch in Java realisiert. Klassen k

onnen mit dem Modizierer SYNCHRONIZED versehen
werden. F

ur eine solche Klasse erzeugt das Laufzeitsystem einen Monitor. Beispiel [Job96]:
Falsch:
CLASS Punkt {
FLOAT x, y;
Punkt (FLOAT x, FLOAT Y) {
THIS.x = x;
THIS.y = y;
}
VOID setzePunkt (FLOAT x, FLOAT y) {
THIS.x = x; // Der Vorgang konnte hier in
THIS.y = y; // einem Thread unterbrochen werden
}
Punkt liesPunkt () {
RETURN NEW Punkt (x,y);
}
}
Richtig:
CLASS Punkt {
FLOAT x, y;
Punkt (FLOAT x, FLOAT Y) {
THIS.x = x;
THIS.y = y;
}
SYNCHRONIZED VOID setzePunkt (FLOAT x, FLOAT y) {
THIS.x = x; // Der Vorgang konnte hier in
THIS.y = y; // einem Thread unterbrochen werden
}
SYNCHRONIZED Punkt liesPunkt () {
RETURN NEW Punkt (x,y);
}
}
5.2.3.3 Nachrichtenaustausch
Als Alternative zum Modell des gemeinsamen Speichers kann das Modell des Nachrichtenaustauschs (engl.
message passing) benutzt werden. Man beachte, da es sich bei dem Begri des Nachrichtenaustauschs um
die Sicht des Programmierers handelt. Nicht immer mu dem Nachrichtenaustausch ein Versenden von
Nachrichten zugrunde liegen, und schon gar nicht das Senden an einen anderen Rechner. Das Modell des
Nachrichtenaustauschs kann auch auf einer Hardware realisiert werden, die

uner gemeinsamen Speicher
verf

ugt und umgekehrt kann das Programmier-Modell des gemeinsamen Speichers auf einer Hardware
realiert werden, welche hierf

ur Nachrichten austauschen mu.
Konkrete Realisierungen dieses Modells unterscheiden sich in drei Aspekten: dem Modell der Synchroni-
sation, der Benutzung von Prozenamen und der Struktur der Nachrichten.
5.2.3.3.1 Modell der Synchronisation: Man kann zwischen drei Methoden der Synchronisation
unterscheiden:
1. Asynchrone Kommunikation (engl. auch non-blocking communication genannt): In diesem Fall
wird der Absender nicht angehalten, nachdem er seine Nachricht abgesandt hat (im t

aglichen Leben
entspricht dies dem Modell des Brief-Sendens).
2. Synchrone Kommunikation, Rendezvous-Technik (engl. auch blocking communication ge-
nannt): Der Absender wird angehalten (blockiert), bis der Empf

anger die Nachricht erhalten hat.
Im t

aglichen Leben entspricht dies dem Modell der Telefonkommunikation, und zwar in etwa der
Kommunikation mit einem Anrufbeantworter. Diese Technik wird beispielsweise in CSP und dem
daraus abgeleiteten occam eingesetzt.
3. Erweiterte Rendezvous-Technik (engl. remote invocation): Der Absender kann erst fortfahren,
wenn eine Best

atigung vom Empf

anger eingetroen ist. Der Empf

anger kann dabei noch Aktio-
nen ausf

uhren (z.B. nachdenken), bevor eine Antwort gesandt wird. Diese Technik entspricht der
Telefonkommunikation mit einem pers

onlichen Gespr

achspartner.
Diese Formen der Kommunikation k

onnen durcheinander simuliert werden. Aus zwei asynchronen Kom-
munikationen kann man eine synchrone realisieren. Durch zweifache synchrone Kommunikation kann man
eine erweiterte Rendezvous-Technik simulieren.
Dies f

uhrt zu der Frage, ob es nicht ausreicht, asynchrone Kommunikation als Sprachprimitiv anzubieten
und andere Formen der Kommunikation durch den Benutzer zusammensetzen zu lassen. Diese Frage kann
man aus den folgenden Gr

unden verneinen:
 Es werden potentiell unendlich groe Puer ben

otigt, um Nachrichten zu speichern, f

ur welche die
Antwort noch aussteht.
 In den meisten F

allen mu eine Best

atigung erfolgen.
 Programme mit asynchroner Kommunikation sind komplexer.
Asynchrone Kommunikation kann auch mittels synchroner Kommunikation simuliert werden, n

amlich in
dem ein Puerproze zwischen die kommunizierenden Prozesse geschaltet wird.
5.2.3.3.2 Prozenamen: Hier kann man zwischen zwei Klassen von Mechanismen unterscheiden,
n

amlich
1. der direkten Bennenung des Kommunikationspartners
Beispiel:
SEND (Nachricht) TO (Prozename)
Der Vorteil dieser Form der Kommunikation ist die Einfachheit.
2. der indirekten Bennenung des Kommunikationspartners
Beispiel:
SEND (Nachricht) TO (mailbox | pipe)
Der Vorteil dieser Form der Kommunikation ist die Dekomposition der Gesamtbeschreibung in
unabh

angige Module.
Die Benennung kann symmetrisch oder asymmetrisch sein: im ersten Fall benutzen beide Partner dieselbe
Form der Kommunikation; im zweiten Fall ist diese unterschiedlich.
Im Falle der indirekten Kommunikation k

onnen weitere Unterscheidungen getroen werden:
 eine n-zu-1-Beziehung (viele Klienten, ein Server),
 eine n-zu-m-Beziehung (viele Klienten, viele Server),
 eine Eins-zu-Eins-Beziehung (in diesem Fall m

ussen keine Puer benutzt werden),
 eine 1-zu-n-Beziehung (diese wird selten benutzt).
5.2.3.3.3 Nachrichtenstruktur: Urspr

unglich konnten nur elementare Maschinendatentypen als
Nachrichten benutzt werden. Diese Beschr

ankung wurde wurde inzwischen meist aufgehoben.
5.2.3.3.4 Das occam2-Modell: In occam2 sind Prozesse nicht benannt, daher ist nur eine indirekte
Kommunikation mittels Kan

alen m

oglich. Jeder Kanal kann nur einen Schreib- und einen Leseproze
haben. Beispiel:
ch ! x -- schreibe x in den Kanal ch
...
ch ? y -- lese y vom Kanal ch
Die Kommunikation ist synchron. Der jeweils zuerst bei der Kanaloperation eintreende Proze mu auf
das Rendezvous warten.
5.2.3.3.5 Das ADA-Modell: Das Akzeptieren von Nachrichten folgt in ADA dem Modell des Auf-
rufs einer externen Prozedur. Aufrufbare `Prozeduren' eines Prozesses m

ussen in ADA als ENTRY deklariert
werden. Hierzu geh

ort wie bei Prozeduren eine formale Parameterliste. Beispiel:
TASK screen_out IS
ENTRY call(val:character; x, y: integer);
END screen_out;
Das Senden einer Nachricht sieht wie ein Prozeduraufruf aus:
screen_out.call('Z',10,20);
F

ur den Fall, da der Proze, der die Nachricht erhalten soll, nicht mehr existiert, kann eine explizite
Ausnahmebehandlung beschrieben werden:
BEGIN
screen_out.call('Z',10,20);
EXCEPTION
WHEN tasking_error => (Ausnahmebehandlung)
END;
Das Empfangen einer Nachricht wird durch ACCEPT-Anweisungen erm

oglicht. Beispiel:
TASK BODY screen_out IS
...
BEGIN
ACCEPT call (val : character; x, y : integer) DO
...
END call;
...
END screen_out;
ACCEPT-Anweisungen k

onnen

uberall dort stehen, wo auch andere Anweisungen zul

assig sind. Sie f

uhren zu
einemWarten des aufrufenden Prozesses auf das Rendezvous. Fehlerbedingungen k

onnen durch EXCEPTION-
Anweisungen abgefangen werden. Beispiel:
ACCEPT open(f: file_type) DO
....
EXCEPTION
WHEN file_does_not_exist =>
file_handler.create(f);
...
Da Prozesse auch auf das Eintreen von Nachrichten verschiedener ENTRY-Eintr

age warten k

onnen, ist
es noch erforderlich, ein solches Warten auf den Aufruf eines von mehreren entries angeben zu k

onnen.
Hierf

ur dient die SELECT-Anweisung. Beispiel:
TASK screen_output IS
ENTRY call_ch(val:character; x, y: integer);
ENTRY call_int(z, x, y: integer);
END screen_out;
TASK BODY screen_output IS
...
SELECT
ACCEPT call_ch ... DO ..
END call_ch;
OR
ACCEPT call_int ... DO ..
END call_int;
END SELECT;
...
Die Benennung von Prozessen ist in ADA asymmetrisch; nur einer der beteiligten Prozesse benennt den
Kommunikationspartner.
5.2.4 Denition und Pr

ufung von Zeitbedingungen
Zeitbedingungen spielen f

ur Realzeit-Systeme eine zentrale Rolle. Nach Burns [BW90] kann die Einf

uhrung
der Zeit in eine Progammiersprache am besten durch die folgenden vier Anforderungen beschrieben wer-
den:
1. Zugri auf eine Uhr, mit deren Hilfe die Zeit gemessen werden kann,
2. Verz

ogerung von Prozessen um eine denierte Zeit,
3. Programmierung von timeouts, damit das Ausbleiben eines Ereignisses erkannt und behandelt wer-
den kann,
4. Spezikation von Zeitschranken (engl. deadlines) und Ablaufplanung (engl. scheduling), damit die
notwendigen Zeitbedingungen speziziert und eingehalten werden k

onnen.
5.2.4.1 Zugri auf eine Uhr
Der Zugri auf eine Uhr kann direkt in der Sprache unterst

utzt sein. Dabei kann zwischen unterschied-
lichen Komfort unterschieden werden. Eine sehr einfache M

oglichkeit hierf

ur bietet occcam2. In occam2
kann der Wert einer Uhr

uber einen Kanal abgefragt werden. In occam2 ist nur eine Kommunikation
zwischen einem Proze zu einem anderem Proze m

oglich, daher ben

otigt jeder Proze seine eigene Uhr
(seine eigenen timer).
Beispiel
TIMER clock;
INT Time:
SEQ
clock? Time -- read time
Beim Lesen von Uhren kann es f

ur den lesenden Proze nicht zu einer Blockierung kommen, da Uhren
immer bereit sind, Werte zu liefern. Diese Werte repr

asentieren in occam2 nur eine relative Zeit und
sie werden lediglich mit dem Datentyp int dargestellt, haben also ggf. nur eine unzureichende Anzahl
von Werten. Als anderes Extrem bietet ADA ein vordeniertes Bibliothekspaket mit Namen CALENDAR.
CALENDAR enth

alt eine Funktion clock sowie Konvertierungfunktionen, welche Jahre, Monate, Tage und
Sekunden berechnen. Sekunden werden als Gleitkommazahlen mit einer implementationsabh

angigen An-
zahl von Mantissenzahlen dargestellt.
In anderen Programmiersprachen ist der Zugri auf Uhren vielfach nur durch Programmierung eines
Ger

atetreibers f

ur einen Uhrenbaustein m

oglich. Entsprechende Treiber k

onnen in Paketen abgelegt wer-
den.
5.2.4.2 Verz

ogerung von Prozessen
Realzeit-Sprachen erlauben es in der Regel, die Verz

ogerung oder das Aufrufen von Prozessen zu spezi-
zieren. Beispiel in ADA:
DELAY 10.0
Man mu beachten, da die angegebenen Zeiten stets Minimalzeiten sind. Wenn Prozessoren nach Ablauf
der angegebenen Zeit durch Prozesse hoher Priorit

at blockiert sind, dann kann die Wartezeit der zu
startenden Prozesse im Prinzip beliebig gro werden.
5.2.4.3 Programmierung von timeouts
Timeouts werden v.a. bei der Kommunikation zwischen Prozessen ben

otigt. Sie sind daher in vielen
Realzeit- Sprachen vorgesehen. Beispiele:
1. occam2
WHILE TRUE
SEQ
ALT
call ? new_temp
-- andere Aktionen
clock? AFTER (10*G)
-- Aktionen im Falle eine Timeouts
2. ADA
LOOP
-- lese neue Temperatur t
SELECT
controller.call (t)
OR
DELAY 0.5
NULL
END SELECT
END LOOP
Nach max. 0,5 Sekunden f

ahrt der aufrufende Proze mit der Bearbeitung fort.
5.2.4.4 Spezikation von Zeitschranken und Ablaufplanung
Realzeit-Programme m

ussen nicht nur logisch korrekt sein. Sie m

ussen auch ein korrektes zeitliches Ver-
halten zeigen. In der Praxis herrschen vielfach ad-hoc Ans

atze zur

Uberpr

ufung des zeitlichen Verhaltens
vor.
Formale Methoden der

Uberpr

ufung des Zeitverhaltens fallen in zwei Klassen:
1. Beweisorientierte Methoden zeitbehafteter Logik (z.B. Temporale Logik)
2. Scheduling
wir werden uns in diesem Text ausschlielich mit der zweiten Klasse von Verfahren bescha

aftigen.
Zur Beschreibung des Zeitverhaltens f

uhren wir den Begri des temporal scopes (TS) ein. Hierunter
verstehen wir eine Menge von Anweisungen, f

ur die Zeitbedingungen formuliert werden k

onnen. F

ur
diese k

onnen wir zwischen f

unf Zeitbedingungen unterscheiden (siehe Abb. 5.3)
1. die deadline bis zur Beendigung von TS,
2. die minimale Verz

ogerung bis zum Start von TS,
3. die maximale Zeit bis zum Start von TS,
4. die maximale Ausf

uhrungszeit von TS,
5. die maximal w

ahrend der Ausf

uhrung von TS verstrichene Zeit.
a b c
Ausführungszeit=a+b+c
t
maximale Bearbeitungszeit
maximale Startverzögerung
minimale Startverzögerung
jetzt
Deadline
Abbildung 5.3: Zeitbedingungen
Wir unterscheiden zwischen harten und weichen deadlines. Deadlines sind hart, sofern das Nichtein-
halten zu einer Katastrophe oder zu riesigen Kosten f

uhren k

onnte. Andernfalls heien deadlines weich.
Wir unterscheiden weiter zwischen periodischen und aperiodischen Prozessen. Periodische Prozesse
werden typischerweise in einer Schleife ausgef

uhrt. Aperiodische Prozesse werden

ublicherweise durch
Vorg

ange in der physikalischen Umgebung angstoen. Aperiodische Prozesse k

onnen ein Problem dar-
stellen, sofern es keine untere Schranke f

ur den Abstand zwischen zwei anstoenden

aueren Ereignissen
gibt. Existiert eine solche Schranke, heit der Proze sporadisch (engl. sporadic).
Priorit

aten
Prozesse werden

ublicherweise mitPriorit

aten versehen, um demDispatcher die unterschiedlicheWich-
tigkeit der Prozesse zu signalisieren.
Beispiel:
In ADA kann die Priorit

at mit Hilfe einer Compilerdirektive, eines sog. Pragmas angegeben werden.
TASK TYPE device_driver IS
PRAGMA priority (p) --p: statischer Ausdruck
ENTRY call (.....);
ENTRY result (.....);
END device_driver;
Die Semantik von ADA verlangt, da ein verdr

angender (sog. preemptiver) Dispatcher eingesetzt
wird, d.h. Prozesse hoher Priori

at verdr

angen stets solche niedrigerer Priorit

at.
Es gibt nur einen einzigen Zusammenhang, in dem die Priorit

at eines ADA-Prozesses ge

andert wird:
W

ahrend eines Rendezvous wird die Priorit

at auf das Maximum der beteiligten Prozesse angehoben.
Aufgrund der statischen Priorit

aten sowie des nicht denierten Verhaltens eines ADA-Programms im
Falle mehrerer erf

ullter SELECT-guards gilt der Priorit

atsmechanismus in ADA als unzureichend. Dasselbe
gilt auch f

ur occam2. Auch f

ur Java ergibt sich beim Einsatz als Realzeit-Sprache das Problem, da das
Verhalten des Dispatchers nicht vollst

andig speziziert ist [PMP
+
98].
Deadlines
Das folgende Programm zeigt das typische Verhalten eines periodischen Prozesses
PROCESS periodic;
...
BEGIN
LOOP
<idle>
Beginn des temporal scope (TS)
...
Ende des temporal scope
END LOOP
END PROCESS;
Typischerweise beginnt TS mit dem Einlesen eines Wertes. Die anschlieende Verarbeitung mu bis
zum Ende der deadline abgeschlossen sein. Danach ist der Proze unbesch

aftigt (idle), bis es Zeit ist,
den n

achsten Wert einzulesen. Deadlines haben in diesem Zusammenhang v.a. den Sinn, sicherzustellen,
da die Verarbeitung bis zum Eintreen des n

achsten Datenwertes sichergestellt ist. Die verf

ugbaren
Realzeit-Sprachen erlauben ungl

ucklicherweise die Angabe von deadlines nicht. Ersatzweise mu mit
Verz

ogerungen gearbeitet werden.
Beispiel:
TASK BODY periodic IS
BEGIN
LOOP
-- lesen der Uhr und berechnen
-- der Verzogerung
DELAY del
-- lesen des nachsten Werts
-- Verarbeiten des nachsten Werts
END LOOP;
END periodic;
Mit dieser Methode kann nicht garantiert werden, da die deadline nicht bereits vor Ausf

uhrung der
DELAY-Anweisung verpat wurde.
Zu den wenigen Sprachen, in denen explizit die zu erreichende Periode speziziert werden kann, geh

ort
Pearl [DIN90]
Beispiel:
AFTER 10 MIN ALL 60 SEC ACTIVATE periodic;
5.2.5 Zustandsorientiertes Verhalten
12. Vorl.
In den bisherigen Beispielen haben wir Anwendungen betrachtet, die durch Variationen verschiedener
Programmiersprachen beschrieben werden k

onnen. Die Motivation daf

ur liegt in umfangreichen Berech-
nungen, die f

ur viele Anwendungen erforderlich sind. Sind die Berechnungen einfach und ist die Bedeutung
der Zust

ande, in denen sich Systeme benden gro, so sind Automatenmodelle von eingebetteten Sy-
stemen angemessener.
Klassische Automatenmodell werden dabei sehr schnell un

ubersichtlich. Dies wird durch die Sprache
StateCharts vermieden, die auf Harel zur

uckgeht [Har87, DH89]. Harel zufolge wurde der Name StateCharts
gew

ahlt, weil StateChart the only unused combination of 'ow' or 'state' with 'diagram' or 'chart' war.
Die erste wesentliche Erweiterung gegen

uber klassischen Zustandsdiagrammen besteht in der Einf

uhrung
von Hierarchie. Zust

ande k

onnen danach zu Superzust

anden (engl. superstates) zusammengefat werden.
Dies zeigt die Abb. 5.4.
A
B
C
a
b
b
d
A
B
C
D
a
d
b
c[P] c[P]
Abbildung 5.4: Zusammenfassen zu hierarchischen Zust

anden
Da aus den Zust

anden A und C nach B verzweigt wird, ergibt sich eine Reduktion der Anzahl der Kanten,
wenn man A und C zu einem Superzustand D zusammenfat. Weiter kann es sinnvoll sein, die Reaktion auf
C(P) in D zu verstecken. Die Kante aus D heraus bedeutet: D wird als Reaktion auf b verlassen, unabh

angig
davon, in welchem der Teilzust

ande von D sich das System aufh

alt. Bei der hier beschriebenen Form von
Superzust

anden schlieen sich A und C dabei gegenseitig aus. Das System kann nur in einem der beiden
Zust

ande sein und die beiden Zust

ande heien exklusiv.
Neben den sich gegenseitig ausschlieenden Teilzust

anden gibt es auch die M

oglichkeit sog. UND-verkn

upf-
ter oder orthogonaler Zust

anden. Bei UND-verkn

upften Teilzust

anden bendet sich das System gleich-
zeitig in den Teilzust

anden. UND-verkn

upfte Teilzust

ande werden graphisch mit einer durchbrochenen
Linie kenntlich gemacht. In Abb. 5.5 ist ein System zu sehen, welches sich gleichzeitig in den Zust

anden
B und C bendet, sofern A betreten wurde.
A
D
E
B C
G
H
Abbildung 5.5: UND-verkn

upfte Zust

ande
Mit UND-verkn

upften Zust

anden wird die Forderung nach Modellierung von Nebenl

augkeit erf

ullt.
Detaillierte Information zu StateCharts enth

alt das Skript zur Vorlesung \Rechnergest

utzter Entwurf
und Produktion" [Mar98].
5.2.6 Behandlung von Non-Standard E/A-Ger

aten
Realzeit-Sprachen bieten meist die M

oglichkeit, direkt die E/A-Hardware anzusprechen. Eine minimale
Unterst

utzung besteht in der M

oglichkeit, E/A-Register als Variable mit manuell zugewiesenen Speicher-
adressen zu benutzen. Dies ist in vielen Sprachen erlaubt. Beispiel (in ADA):
rdbr : character;
FOR rdbr USE AT 8#177560#
Mit einer sog. Darstellungsklausel (engl. representation clause) wird mitgeteilt, mit welcher Speicher-
adresse die Variable rdbr zu realisieren ist (in diesem Fall mit der Adresse eines E/A-Registers).
Weiter ist es erforderlich, auf Interrupts reagieren zu k

onnen. In ADA k

onnen f

ur diesen Zweck Interrupts
mit ENTRY-Vereinbarungen verbunden werden:
TASK handler IS
ENTRY interrupt;
FOR interrupt USE AT (interrupt adresse)
PRAGMA priority(high)
END;
Leider mangelt es ADA an M

oglichkeiten, die Priorit

at hinreichend exibel beeinussen zu k

onnen.
5.3 Beispiele von Realzeit-Sprachen
Im Rahmen von Beispielen haben wir verschiedene Echtzeitsprachen schon angesprochen. Erg

anzende
Information zu einzelnen Sprachen soll in diesem Abschnitt gegeben werden.
 Pearl
Die Sprache Pearl wurde in Deutschland mit Unterst

utzung durch das Forschungsministerium ent-
wickelt. Sie war

uber viele Jahre in der Industrie sehr verbreitet. Pearl enth

alt ein reichhaltiges
Repertoir an Anweisungen zur Kontrolle von Prozessen. Implementierungen von Pearl beinhalten
praktisch ein komplettes eigenes Betriebssystem. Aufgrund einer Reihe von Einschr

ankungen (Sema-
phore als Synchronisationsprimitive, keine Objektorientierung, weitgehend nationale Verbreitung)
ist diese Sprache heute weitgehend abgel

ost worden.
 ADA
ADA (benannt nach Gr

an Ada Lovelace) wurde auf Initiative des US-amerikanischen Verteidi-
gungsministeriums (Department of Defense, DoD) entwickelt, um eine einheitliche Sprache for alle
eingebetteten Systeme des DoD benutzen zu k

onnen. So wurde beschlossen, eine neue Sprache zu
entwickeln. Ausgangsbasis f

ur drei verschiedene Sprachentw

urfe waren PASCAL, PL/I und Algol86.
Ein Entwurf auf der Basis von PASCAL hat sich schlielich durchgesetzt. Bei der Entwicklung von
Produkten f

ur das DoD ist die Verwendung von ADA vorgeschrieben.
ADA ist Ausgangsbasis f

ur die Hardwarebeschreibungssprache VHDL gewesen, welche ebenfalls im
Auftrag des DoD entwickelt wurde.
 CHILL
CHILL wurde speziell zur Programmierung von Telekommunikationseinrichtungen durch das CCITT
in Auftrag gegeben und sp

ater auch von den namhaften europ

aischen Herstellern solcher Einrich-
tungen benutzt. Auch heute ndet man CHILL beispielsweise als Sprache zur Realisierung von
Fernmeldezentralen.
 Modula/Modula-2
Modula und Modula-2 besitzen im Unterschied zu PASCAL auch ein Modul-Konzept. Dar

uber
hinaus unterst

utzen diese Sprachen auch die explizite Beschreibung von Prozessen. Modula-2 ist
sicherlich

ubersichtlicher als ADA, hat sich aber gegen

uber ADA, C usw. nicht durchsetzen k

onnen.
Tabelle 5.2 zeigt einen Vergleich der o.a. Sprachen [Zoe87]:
Pearl Modula-2 CHILL ADA occam
Modularisierung m

aig sehr gut gut sehr gut |{
Synchronisierung Semaphore Semaphore u.a. Monitore Kommunikation Kommunikation
E/A-F

ahigkeiten umfassendes Funktions- Funktions- Funktions-

uber
Sprachkonzept pakete pakete pakete Kan

ale
Echtzeit- sehr gut |{ gut gut gut
Sprachelemente
Ereignis- eigene

uber eigene eigene guarded
behandlung Sprachelemente Interrupts Sprachelemente Sprachelemente commands
Ausnahme- gut |{ gut gut |{
behandlung
Tabelle 5.2: Vergleich verschiedener Sprachen f

ur die Echtzeitprogrammierung
 Java
Java ist urspr

unglich f

ur die Entwicklung von eingebetteten System entwickelt worden, aber zun

achst
durch den Einsatz im Internet bekannt geworden. Nunmehr wird verst

arkt versucht, Java auch f

ur
eingebettete Systeme zu verwenden. Als Vorteile von Java f

ur diesen Einsatzbereich werden genannt
[Nil96, PMP
+
98, KR96]:
{ Java ist objektorientiert.
Dies bietet M

oglichkeiten zur Beherrschung komplexer Systeme.
{ Java ist einfach.
Vom Konzept her ist Java einfacher als C++ und vermeidet dadurch manche der in C++
m

oglichen Fehlerquellen.
{ Java verk

urzt Entwicklungszyklen.
Aufgrund der Unterst

utzung von interpretiertem und compiliertem Code kann die Programm-
erstellung beschleunigt werden.
{ Java ist kompakt.
Laut Sun belegt der Basis-Interpreter 40 kBytes, Thread-Support und Basis-Bibliotheken be-
legen weitere 175 kBytes [Nil96]. Andere Quellen sprechen von 10 kByte minimaler Codegr

oe
f

ur CardJava.
{ Java ist robust.
Durch die automatische garbage collection werden `Speicherl

ocher' und ung

ultige Zeiger ver-
mieden. Ausnahmen k

onnen abgefangen werden.
{ Java ist Plattform-unabh

angig und portabel.
Im Bereich der eingebetteten Systeme gibt es viele Prozessoren, auf die jeweils der Code
zu portieren ist. Aufgrund des standardisierten Bytecodes kann Code schnell auf eine neue
Maschine

ubertragen werden.
{ Java ist dynamisch.
Im Bedarfsfall k

onnen Klassen nachgeladen werden.
{ Java ist sicher.
Geladener Code wird auf Viren und andere Sicherheitsprobleme untersucht, bevor er ausgef

uhrt
wird.
Allerdings sind auch gravierende Probleme zu l

osen, bevor Java in eingebetteten Systemen eingesetzt
werden kann:
{ Entzug des Prozessors zum Zwecke der Speicherverwaltung: Java gestattet das ex-
plizite Aufrufen der garbage collection. Auerdem wird diese immer dann aufgerufen, wenn
nicht mehr ausreichend Speicher zur Verf

ugung steht. Garbage collection f

uhrt bei den meisten
Implementierungen zum Entzug des Prozessors f

ur eine nicht tolerierbare Zeit.
{ Unspezizierter Dispatcher: Die meisten Java-Implementierungen benutzen nicht-unterbrechende
Dispatcher. Dies kann bei Realzeit-Anwendungen zu nicht tolerierbaren Laufzeiten f

uhren.
Da insgesamt das Verhalten des Dispatchers ist nicht vollst

andig speziziert ist, k

onnen bei
Standard-Java auch kaum sinnvolle Aussagen zu worst case-Laufzeiten gemacht werden.
{ Lizenzprobleme: Angeblich verbieten die Sun-Lizenzen den Einsatz von Java in sicherheits-
kritischen Anwendungen
2
.
Erste Vorschl

age zur L

osung der angesprochenen Probleme stammen von Nilsen [Nil96]. Zu den
Vorschl

agen geh

oren u.a. hardwareunterst

utzte garbage collection, spezielle Kennzeichnung von Co-
desegmenten zur Unterst

utzung der Laufzeit-Analyse, der Austausch des Dispatchers usw. Auch
die Fa. Sun arbeitet an entsprechenden Varianten von Java.
 Weitere
Es soll erw

ahnt werden, da es viele weitere Sprachen zur Programmierung insbesondere von ver-
teilten Systemen gibt, wie z.B. SDL, Estelle, Esterelle, Petri-Netze usw. (siehe u.a. [Mar98]).
 DIN 40719, IEC 848
F

ur die Programmierung speicherprogrammierbarer Steuerungen wird die standardisierte graphi-
sche Darstellung nach DIN 40719 bzw. IEC 848 benutzt. Dieser Standard beschreibt letztlich nur
die Darstellung von Automaten durch Ablaufpl

ane und bietet eine um Gr

oenordnungen geringere
Funktionalit

at als die bislang besprochenen Sprachen. Ein Beispiel einer Darstellung ist die Abb.
5.6 [Fei97].
Befehl 1
Befehl 2
Befehl 3
M0
M1
M2
M3
Bedingung g
Bedingung h
Bedingung i
Bedingung j
M2 = M2 OR (M1 AND h)
Anfangsschritt (-Zustand)
Abbildung 5.6: Funktionsplan einer Ablaufsteuerung nach DIN 40719
Die einzelnen Zust

ande heien in dieser Norm Schritte. Es gibt die Vorstellung, da jedem Schritt
ein Bit eines Zustandswort zugeordnet ist und mittels Boolescher Gleichungen die Bedingungen
f

ur das Setzen bzw. R

ucksetzen der Kodebits formuliert werden k

onnen. Diese Booleschen Glei-
chungen k

onnen dann in verschiedenen zugelassenen Programmiersprachen (C, BASIC, PASCAL)
aufgeschrieben werden.
Die Norm beschreibt auch Aufspaltungen und Zusammenf

uhrungen des Ablaufs sowie die Darstel-
lung der jeweiligen Ausgabe. Abb. 5.7 enth

alt hierf

ur zwei Beispiele.
Techniken, welche aus derartigen Darstellungen optimierte Schaltwerke realisieren, sind schon seit
Jahrzehnten bekannt (Stichwort: Controller-Synthese).
2
Diese werden dann wohl weiter z.B. in STEP 7 programmiert, s.u.
eM7
M8 M9
Ventil öffnetM10
p
Abbildung 5.7: Symbole nach DIN 40719: Aufspaltung (links) und Ausgabe (rechts)
 STEP 7
In noch tiefere Niederungen der Programmierung kommt man bei der Betrachtung der Sprachen, in
denen noch heute speicherprogrammierbare Steuerungen (SPS) programmiert werden. Steuerungen
der Fa. Siemens werden in STEP 7 programmiert. Hierin sind zu verwenden:
{ E0.0 bis E0.7, E1.0 bis E1.7 usw. als Bezeichner von Eingangsleitungen
{ A0.0 bis A0.7, A1.0 bis A1.7 usw. als Bezeichner von Ausgangsleitungen
{ M0.0 bis M0.7, M1.0 bis M1.7 usw. als Bezeichner von `Merkerspeichern'
Mit den assemblerartigen Anweisungen
U xxx,
O xxx,
UN xxx
k

onnen UND-, ODER- und nicht-UND-Verkn

upfungen zwischen den o.a. Bezeichnern und einem
impliziten Akkumlator ausgef

uhrt werden.
Dies liegt unter dem Niveau eines Assemblers, der zumindest symbolische Speichernamen statt
(oktaler) Adressen erlauben w

urde!
5.4 Programmierung einer Schachtentw

asserung
Als Beispiel einer Programmentwicklung betrachten wir die Programmierung einer Schachtentw

asserung
in ADA [BW90]. Wir nehmen an, da eine Schachtanlage mit einer Pumpe zu entw

assern ist (vgl. Abb.
5.8).
Pumpenkontrolle
Pumpe
Meßstation
oberirdischer
Kontrollraum
Durchlüftung
Methan
CO
Maximaler Wasserstand
Minimaler Wasserstand
Abbildung 5.8: Schachtentw

asserung
In dieser Schachtanlage gibt es Sensoren f

ur den Wasserstand, welche die Pumpe jeweils ein- und aus-
schalten sollen. Der Flu des Wassers wird

uber einen Sensor

uberwacht. Weiter gibt es Sensoren f

ur die
Kohlenmonoxyd-Konzentration, die Methan-Konzentration und die Durchl

uftung. Bei zu hohen Methan-
werten darf die Pumpe wegen Explosionsgefahr nicht eingeschaltet werden.
Bei der Entwicklung des Kontrollprogrammes verwenden wir die Symbole, die im Buch von Burns benutzt
werden, obwohl es inzwischen neuere Standards hierf

ur gibt. Die Darstellung einer Aufspaltung eines
Systems in zwei Bl

ocke und die Bedeutung verschiedener Symbole zeigt die Abb. 5.9.
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Abbildung 5.9: Symbole der benutzten graphischen Darstellung
Eine graphische Darstellung des Gesamtsystems zeigt die Abb. 5.10. Es wird angenommen, da die
Wassersensoren per Interrupt kommunizieren. Die

ubrigen Sensoren sollen periodisch abgefragt werden.
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Abbildung 5.10: Darstellung des Gesamtsystems
Eine erste Zergliederung des Systems zeigt die Abb. 5.11.
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Abbildung 5.11: Zerlegung des Systems
Die Daten

usse zeigt die Abb. 5.12.
Die Aufrufe an den Protokoll-Block P sind mit einer Zeit

uberwachung ($) versehen, damit Verz

ogerungen
beim Protokollieren keinen negativen Einu auf den kritischen Teil des Systems haben k

onnen. Die
Mestation erzeugt einen Alarm, sobald einer der Mewerte zu gro ist. Sie informiert auerdem die
Pumpensteuerung, sobald der Methangehalt zu gro wird bzw. wenn dieser Gehalt wieder hinreichend
weit abgefallen ist. Die Pumpensteuerung S startet die Pumpe nur, wenn der Methangehalt hinreichend
niedrig ist. Wenn die Pumpe nicht gestartet werden kann und wenn sie kein Pumpen des Wassers bewirkt,
dann wird ein Alarm am Leitstand erzeugt. Vom Leitstand aus kann die Pumpe direkt angesteuert werden,
es sei denn, der Methangehalt ist zu hoch.
Nach dieser ersten Strukturierung k

onnen wir beginnen, ADA-Beschreibungen anzugeben.
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Abbildung 5.12: Daten

usse im Gesamtsystem
Zun

achst sind einige globale Typvereinbarungen erforderlich, deren Bedeutung aus der Bezeichnung klar
sein sollte [BW90]:
PACKAGE system_types IS
TYPE pump_status IS (on, off, disabled);
TYPE methane_status IS (motor_safe, motor_unsafe);
TYPE water_mark IS (high, low);
TYPE ch4_reading IS NEW integer RANGE 0.. 1023;
TYPE co_reading IS NEW integer RANGE 0 .. 1023;
TYPE motor_state_changes IS (motor_started,
motor_stopped, motor_safe, motor_unsafe);
TYPE alarm_reason IS (high_methane, high_co, pump_dead,
data_logger_dead, no_air_flow,
ch4_device_error, co_device_error,
unknown_error);
water_flow_sensor_period : CONSTANT duration:=30.0;
air_flow-sensor_period : CONSTANT duration:=60.0;
ch4_sensor_period : CONSTANT duration:=10,0;
co_sensor_period : CONSTANT duration:=25,0;
co_high : CONSTANT co_reading:=600;
ch4_high : CONSTANT ch4_reading:=400;
END system_types;
Die Denition der Perioden entspricht dabei der Tabelle der Abtastperioden der verschiedenen Sensoren
(siehe Tabelle 5.3).
Periode [Sek]
Methan 10
Kohlenmonoxyd 25
Wasseru 30
Bel

uftung 60
Tabelle 5.3: Periode zyklisch abgefragter Sensoren
F

ur jedes der vier Teilsysteme geben wir jetzt die Paketspezikationen an.
F

ur die Pumpensteuerung S lautet sie wie folgt:
WITH system_types; USE system_types;
PACKAGE S IS
not_safe:EXCEPTION; --zuviel Methan
-- verursacht durch L_interface.set_pump
not_responding:EXCEPTION; --keine Antwort
-- verursacht durch L.set_pump und M.stop_pump
PACKAGE M_interface IS
PROCEDURE not_safe;
PROCEDURE is_safe;
END M_interface;
PACKAGE L_interface IS
FUNCTION request_status RETURN pump_status;
PROCEDURE set_pump(to:pump_status);
END L_interface;
-- ruft function check_safe in M.S_interface
-- ruft entries waterflow_log und high_low_water_log und motor_log in
-- P_retrieval.S_interface
-- ruft procedure pump_alarm in L.S_interface
END S;
Die n

achsten Zeilen beschreiben die Software-Schnittstellen der Mestation M:
WITH system_types; USE system_types;
PACKAGE M IS
PACKAGE S_interface IS
FUNCTION check_safe RETURN methane_status;
END pump_control_interface;
-- ruft procedures is_safe und not_safe in S.M_interface
-- ruft procedure alarm in L_interface.M_interface
-- ruft entries airflow_log, co_log, ch4_log in P_retrieval.M_interface
END M;
Das dritte Paket beschreibt die Schnittstelle der Protokollierung P:
WITH system_types; USE system_types;
PACKAGE P_retrieval IS
TASK M_interface IS
ENTRY co_log(reading:co_reading);
ENTRY ch4_log(reading: ch4_reading);
ENTRY airflow_log(reading: boolean);
PRAGMA priority(0);
END M_interface;
TASK S_interface IS
ENTRY high_low_water_log(mark:water_mark);
ENTRY water_flow_log(reading:boolean);
ENTRY motor_log(state: motor_state_changes);
PRAGMA priority(0);
END S_interface;
-- auch fur den Leitstand wird noch ein Interface gebraucht
END P_retrieval;
Das vierte und letzte Paket beschreibt die Schnittstelle der Leitstands L:
WITH system_types; USE system_types;
PACKAGE L IS
PACKAGE M_interface IS
PROCEDURE alarm(reason:alarm_reason);
END M_interface;
PACKAGE S_interface IS
PROCEDURE alarm(reason:alarm_reason)
RENAMES M_interface.alarm;
END S_interface;
-- ruft request_status in S.L_interface
-- ruft set_pump in S.L_interface
END L;
Nach der Beschreibung der Schnittstellen kommen wir nun zu der Beschreibung der R

umpfe.
Als erstes stellen wir den Rumpf der Pumpensteuerung dar:
WITH system; USE system;
PACKAGE BODY S IS
TASK high_low_water_sensor IS
ENTRY high_sensor;
ENTRY low_sensor;
FOR high_sensor USE AT 16#40#; -- Interrupt Adresse
FOR low_sensor USE AT 16#44#; -- Interrupt Adresse
PRAGMA priority(10);
END high_low_water_sensor;
TASK flow_sensor IS
PRAGMA priority(6);
END flow_sensor;
TASK motor IS
ENTRY start; -- kann not_safe_to_start verursachen
ENTRY stop;
ENTRY is_safe;
ENTRY not_safe;
ENTRY enquiry_status(current_pump_status; OUT pump_status);
PRAGMA priority(9);
END motor;
TASK BODY high_low_water_sensor IS SEPARATE;
TASK BODY flow_sensor IS SEPARATE;
TASK BODY motor IS SEPARATE;
PACKAGE BODY L_interface IS SEPARATE;
PACKAGE BODY M_interface IS SEPARATE:
END S;
Als zweiter Rumpf folgt der des Leitstandes:
SEPARATE (S)
PACKAGE BODY L_interface IS
FUNCTION request_status RETURN pump_status IS
current_pump_status:pump_status;
BEGIN
motor.enquire_status(current_pump_status);
RETURN current_pump_status;
END;
PROCEDURE set_pump(to:pump_status) IS
BEGIN
IF to=off THEN
motor.stop;
ELSIF to=on THEN
motor.start; -- alle Ausnahmen gehen zum Aufrufer
ELSE
motor.not_safe;
END IF;
EXCEPTION
WHEN tasking_error => RAISE not_responding;
END set_pump;
END L_interface;
Der dritte Rumpf ist ein Teil der Beschreibung der Mestation:
WITH L;
SEPARATE(S)
PACKAGE BODY M_interface IS
PROCEDURE not_safe IS
BEGIN
motor.not_safe;
L.S_interface.alarm(high_methane);
EXCEPTION
WHEN tasking_error => L.S_interface.alarm(pump_dead);
RAISE not_responding;
END not_safe;
PROCEDURE is_safe IS
BEGIN
motor.is_safe;
EXCEPTION
WHEN tasking_error => L.S_interface.alarm(pump_dead);
RAISE not_responding;
END is_safe;
END M_interface;
Als n

achstes geben wir den Beschreibung von Kontrollregistern, welche bei der Darstellung der drei
Prozesse der Pumpensteuerung ben

otigt werden:
PACKAGE device_register IS
word : CONSTANT:=2; -- 2 Bytes / Wort
one_word : CONSTANT:=16; -- # Bits / Wort
-- Felder des Kontrollregisters
TYPE device_error IS (clear,set);
TYPE device_operation IS (clear,set);
TYPE interrupt_status IS (i_disabled, i_enabled);
TYPE device_staturs IS (d_disabled, d_enabled);
-- das Register selbst
TYPE csr IS
RECORD
error_bit : device_error;
operation : device_operation;
done : boolean;
interrupt : interrupt_status;
device : device_status;
END RECORD;
-- Kodierung der Bits des Registerfeldes
FOR device_error USE (clear=>0, set=>1);
FOR device_operation USE (clear=>0, set=>1);
FOR interrupt_status USE (i_disabled=>0,i_enabled=>1);
FOR device_status USE (d_disabled=>0,d_enabled=>1);
FOR csr USE
RECORD AT MODE word;
error_bit AT 0 RANGE 15..15;
operation AT 0 RANGE 10..10;
done AT 0 RANGE 7..7;
interrupt AT 0 RANGE 6..6;
device AT 0 RANGE 0..0;
END RECORD;
FOR csr'size USE one_word;
END device_register;
Der erste Proze ist derjenige, der mit den Wasserstands-Sensoren verbunden ist: ausgel

ost wird:
WITH P_retrieval;
WITH L;
WITH device_register; USE device_register;
SEPARATE (S)
TASK BODY high_low_water_sensor IS
-- sporadischer Proze; Definition der Kontroll- und
-- Statusregister fur die beiden Sensoren
hwcsr : device_register.csr;
FOR hwcsr USE AT 16#aa10#;
lwcsr : device_register.csr;
FOR lwcsr USE AT 16#aa12#;
water : water_mark;
BEGIN
--enable der Gerate
hwcsr.device: =d_enabled;
lwcsr.device: =d_enabled;
LOOP
BEGIN
-- enable der Interrupts
hwcsr.interrupt:=i_enabled;
lwcsr.interrupt:=i_enabled;
BEGIN
SELECT
ACCEPT high_sensor;
motor.start;
water:=high;
OR
ACCEPT low_sensor;
motor.stop;
water: =low;
END SELECT;
EXCEPTION
WHEN tasking_error=> L.S_interface.alarm(pump_dead);
END:
SELECT
P_retrieval.S_interface.high_low_water_log(water);
OR
DELAY 10,0;
END SELECT;
EXCEPTION
WHEN not_safe => L.S_interface.alarm(high_methane);
WHEN tasking_error => L.S_interface_alarm(data:logger_dead);
WHEN OTHERS => L.S_interface.alarm(unknown_error);
END;
END LOOP;
END high_low_water_sensor;
Als zweites beschreiben wir den Proze, der mit der Kontrolle des Wasserusses verbunden ist:
WITH P_retrieval;
WITH L;
WITH calendar; USE calendar;
WITH device_register; USE device_register;
SEPARATE(S)
TASK BODY flow_sensor IS --periodischer Proze
start_time : calendar.time;
water_flow : boolean:=false;
current_pump_status: pump_status;
-- definiere Kontroll- und Statusregister des Fluschalters
wfcsr : device_register.csr;
FOR wfcsr USE AT 16#aa14#;
BEGIN
-- enable des Gerates
wfcsr.device:=d_enabled;
LOOP
BEGIN
start_time:=calendar.clock;
motor.enquire_status(current:pump_status); -- lese Gerateregister
water_flow:=(wfcsr.operation=set);
IF current_pump_status=on AND NOT water_flow THEN
-- gibt der Pumpe Zeit bis Wasser fliessen kann
DELAY 10,0;
-- lese das Kontrollregister noch einmal
water_flow:=(wfcasr.operation=set);
IF current_pump_status =on AND NOT water_flow THEN
L.S_interface.alarm(pump_dead);
END IF;
END IF;
SELECT
P_retrieval.S_interface.water_flow_log(water_flow);
OR -- delay until next period
DELAY(calendar.clock - (start_time + water_flow_sensor_period));
END SELECT;
-- kann 0.0 sein
DELAY(calendar.clock - (start_time + water_flow_sensor_period));
EXCEPTION
WHEN tasking_error => L.S_interface.alarm(data_logger_dead);
WHEN OTHERS => L.S_interface.alarm(unknown_error);
END;
END LOOP;
END FLOW_sensor;
Die R

umpfe der Mestation und der Pumpensteuerung lassen wir aus Platzgr

unden aus.
Bei einem echten Entwurf m

ute jetzt gepr

uft werden, ob die Zeitbedingungen, die durch die Umgebung
gestellt werden, erf

ullt werden k

onnen. Auch m

uten Fehlertoleranzmanahmen diskutiert werden.
Kapitel 6
Softwareentwicklungsprozesse f

ur
Realzeitsysteme
13. Vorl.
Softwareentwicklungsprozesse f

ur Realzeitsysteme sind zun

achst einmal eines: Softwareentwicklungspro-
zesse. Das bedeutet: alle Aspekte `normaler' Softwareentwicklung treen auch auch die Softwareent-
wicklung f

ur Realzeitsysteme zu. Spezikationstechniken, Entwicklungsumgebungen, Entwicklungszyklen,
Versionskontrolle usw. werden im allgemeinen auch f

ur Realzeitsysteme ben

otigt.
Es kommen allerdings einige Aspekte hinzu:
1. Bedingt durch die Benutzung mehrerer Prozesse und die Existenz harter Deadlines mu man sich
mit dem scheduling besch

aftigen.
2. Nicht eingebettete Systeme realisieren bekanntlich im wesentlichen eine Funktion und k

onnen daher
im Prinzip durch Probel

aufe mit verschiedenen Mengen von Funktionsargumenten getestet werden.
Dies kann o-line an einem isolierten Rechner oder in einem isolierten Proze geschehen. Dieser
Vorgang ist schwierig genug, aber das

Uberpr

ufen der Arbeitsweise von eingebetteter Software ist
im allgemeinen noch schwieriger. Dies liegt daran, da dies Abl

aufe in der echten Umgebung und
m

oglichst in Realzeit

uberpr

uft werden m

ussen.
3. Aufgrund des Dauerbetriebs kommen noch einige Anforderungen an die Software hinzu: z.B. d

urfen
keine Speicherl

ocher durch nicht freigegebenen Speicher entstehen und die korrekte Reaktion auf
Ausnahmen mu

uberpr

uft werden. Letzteres kann sehr schwierig sein und selbst wieder zu Fehlern
f

uhren (man denke an Tests von Atomreaktoren!).
4. Aufgrund der hohen Sicherheitsanforderungen mu Software f

ur sicherheitskritische Bereiche hoch-
wertiger sein als Software beispielsweise f

ur die Textverarbeitung.
Wir beginnen in diesem Kapitel zun

achst mit einer Diskussion
1
einiger grundlegender Aspekte des Punk-
tes 1.
6.1 Realzeit-Scheduling
6.1.1 Begrie
Die Aufgabe des Schedulings besteht in der Entscheidung des zeitlichen Ablaufs der Prozesse, aus de-
nen eine Realzeit-Anwendung

ublicherweise besteht. Dabei sind alle Randbedingungen hinsichtlich der
Ressourcen, der deadlines und der Abh

angigkeiten der Prozesse untereinander einzuhalten.
Scheduling-Verfahren kann man nach verschiedenen Verfahren klassizieren. Abb. 6.1 zeigt eine solche
Klassikation.
1
F

ur diese Diskussion wird Material des Buches von Kopetz [Kop97] verwendet.
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Abbildung 6.1: Klassikation von Scheduling-Verfahren
Dynamische Scheduler treen ihre Entscheidungen zur Laufzeit. Sie bilden eine exible L

osung, ver-
ursachen aber ggf. einen hohen Aufwand w

ahrend der Laufzeit. Auerdem besitzen sie keine Kenntnis
globaler Zusammenh

ange f

ur eine gegebene Anwendung, es sei denn, zus

atzliche Tabellen werden als
Ergebnis der Software-Generierung bereitgestellt. Kenntnisse

uber solche globalen Zusammenh

ange sind
nat

urlich gerade bei eingebetteten Systemen wichtig, da hier die Applikation weitgehend in der Entwurfs-
phase bekannt ist (siehe Kap. 1).
Statische Scheduler basieren auf einer vollst

andigen Planung des Ablaufs der Prozesse w

ahrend der
Entwurfsphase. Diese erzeugen in der Regel eine Tabelle, welche zur Laufzeit einem einfachen Dispatcher
zur Verf

ugung steht. In dieser Tabelle ist fest eingetragen, zu welcher Zeit innerhalb einer Periode welcher
Proze zu starten ist.
Nicht-unterbrechende Scheduler gehen davon aus, da Prozesse ausgef

uhrt werden, bis sie (regul

ar
oder aufgrund einer Ausnahme) terminieren. Der Nachteil dieser Scheduler liegt ganz oensichtlich in
einer langen Reaktionszeit, sofern einige Prozesse eine groe Ausf

uhrungszeit haben. Andererseits sind
sie wegen ihrer geringen Belastung der Prozessoren vorteilhaft, wenn alle Prozesse ohnehin nur eine kurze
Ausf

uhrungszeit haben.
Unterbrechende Scheduler sind zu verwenden, wenn einige Prozesse eine groe Ausf

uhrungszeit haben
oder wenn die spezizierten Reaktionszeiten klein sind.
Zentralisiertes Scheduling liegt vor, wenn der Scheduler auf einem einzigen Prozessor ausgef

uhrt wird.
Zentralisiertes Scheduling bietet keinerlei Redundanz und kann dar

uber hinaus auch zu einer Belastung
der Kommunikationstrukturen f

uhren.
Verteiltes Scheduling vermeidet die Probleme des zentralisierten Schedulings.
Eine zentrale Frage f

ur das Scheduling ist die Frage, ob f

ur eine gegebene Menge von Prozessen ein Sche-
dule existiert, welches alle Randbedingungen einh

alt (d.h. die Frage der schedulability). Wir unterscheiden
zwischen exakten, hinreichenden und notwendigen Tests auf schedulability.
Exakte Tests liefern nie falsche Aussagen

uber die schedulability. Derartige Tests sind in praktisch allen
interessierenden Konstellationen NP-vollst

andig [GJ79].
Hinreichende Tests k

onnen (mit hoentlich kleiner Wahrscheinlichkeit) behaupten, es g

abe kein g

ulti-
ges Schedule, obwohl ein solches existiert. Hinreichende Tests k

onnen in nicht-exponentieller Laufzeit
realisiert werden.
Notwendige Tests k

onnen (mit hoentlich kleiner Wahrscheinlichkeit) behaupten, es g

abe ein g

ultiges
Schedule, obwohl ein solches nicht existiert. Notwendige Tests k

onnen in nicht-exponentieller Laufzeit
realisiert werden.
F

ur das folgende ist es wichtig, zwischen periodischen und sporadischen Prozessen zu unterscheiden.
Periodische Prozesse T
i
m

ussen jeweils einmal innerhalb einer Periode p
i
ausgef

uhrt werden. Sie m

ogen
eine Rechenzeit von c
i
haben. Das deadline intervall d
i
ist die Zeit zwischen dem Zeitpunkt, zu dem T
i
ausf

uhrbar wird und dem Zeitpunkt, an dem T
i
bearbeitet sein mu. Falls d
i
= c
i
ist, so mu der Proze
stets unmittelbar bearbeitet werden. Die Zeit d
i
  c
i
nennen wir laxity des Prozesses T
i
.
Bei der Untersuchung der Existenz eines Schedules f

ur eine Menge periodischer Prozesse k

onnen wir uns
auf das kleinste gemeinsame Vielfache der Perioden der Prozesse beschr

anken. Dieses kleinste gemeinsame
Vielfache heit Periode des Schedules.
Eine notwendige Bedingung f

ur eine Existenz eines Schedules bei m Prozessoren ist die folgende:
 =
X
c
i
p
i
 m(6.1)
Dies bedeutet, da die Summe der Auslastungen unter der Anzahl der Prozessoren liegen mu. Gleichung
6.1 ist allerdings nur eine verh

altnism

aig einfache Bedingung.
Sporadische Prozesse sind Prozesse, f

ur welche die Zeitpunkte, an denen sie Prozessor-Ressourcen
anfordern, nicht vorab bekannt sind. Wir verlangen, da f

ur den Abstand zwischen je zwei solchen Zeit-
punkten eine untere Schranke existiert. Prozesse, f

ur welche eine solche Schranke nicht existiert, heien
aperiodisch.
Wenn man alle Zeitpunkte kennt, zu denen Prozesse den Prozessor anfordern, dann kann man im Prinzip
immer ein g

ultiges Schedule erzeugen, sofern es ein solches gibt. Notfalls k

onnte man ja alle m

oglichen
Schedules ausprobieren. Ein Scheduling-Verfahren, welches immer ein g

ultiges Schedule ndet, sofern
eines existiert, heit optimales Scheduling-Verfahren.
Kennt man diese o.a. Zeitpunkte nicht, so funktioniert das Ausprobieren auch nicht. Scheduler, wel-
che diese Zeitpunkte nicht kennen, k

onnten also ggf. nicht optimal sein. Ein Beispiel zeigt, da es bei
Anwesenheit von Ressourcenkonikten keinen solchen Scheduler geben kann, der optimal ist.
Man betrachte die Prozesse in Abb. 6.2.
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Abbildung 6.2: Fall, in dem die Kenntnis der `Zukunft' erforderlich ist
Die gleichzeitige Ausf

uhrung von T1 und T2 m

oge aufgrund von Ressourcenkonikten nicht m

oglich sein.
T1 sei ein periodischer Proze mit c
1
= 2; d
1
= 4; p
1
= 4. T
2
sei ein sporadischer Proze mit c
2
= 1; d
2
=
1; p
2
= 4. Sofern T
1
ausf

uhrbereit wird (w

ahrend der Prozessor frei ist), so mu ein Dispatcher, welcher nur
die Vergangenheit kennt, diesen Proze auch starten. Sonst w

urde evtl. die verf

ugbare Prozessorzeit nicht
genutzt. Wenn aber, wie im Beispiel der Abb. 6.2 der Proze T
2
kurz nach dem Start seine Ausf

uhrung
verlangt, so wird wegen des bereits gestarteten T
1
die Deadline von T
2
verpat.
Kenntnisse

uber die `Zukunft', wie sie bei Realzeit-Systemen f

ur periodische Prozesse existieren, sind also
n

utzlich f

ur das L

osen der Scheduling-Aufgabe.
Das Beispiel zeigt, da kein allgemeiner, optimaler Scheduler existiert, welcher ohne Kenntnis der Zukunft
auskommt. Scheduling-Verfahren, welche auf der Basis der Kenntnis der Vergangenheit arbeiten, k

onnen
nicht in jedem Fall ein g

ultiges Schedule erzeugen, sofern es existiert.
6.1.2 Dynamisches Scheduling
6.1.2.1 Unabh

angige Prozesse
Ein klassischer Algorithmus f

ur unabh

angige Prozesse und einen einzelnen Prozessor ist bekannt als
rate monotonic scheduling. Rate monotonic scheduling ist ein unterbrechender dynamischer Algorithmus,
welcher auf statischen Prozepriorit

aten basiert. Er stammt von Liu (1973). Rate monotonic scheduling
basiert auf den folgenden Vorraussetzungen:
1. Alle Prozesse fT
i
g, f

ur welche harte Deadlines existieren, sind periodisch.
2. Alle Prozesse sind unabh

angig voneinander.
3. F

ur alle Prozesse ist d
i
= p
i
.
4. F

ur alle Prozesse ist die maximale Ausf

uhrungszeit c
i
bekannt und konstant.
5. Die Zeit f

ur die Prozeumschaltung kann vernachl

assigt werden.
6. F

ur die Prozessorauslastung durch n Prozesse gilt
 =
n
X
i=1
c
i
p
i
 n(2
1=n
  1)
F

ur groe n geht n(2
1=n
  1) gegen ln(2) (ann

ahernd 0,7).
Der Algorithmus weist den Prozessen aufgrund der Ausf

uhrungszeit Priorit

aten zu. Der Proze mit der
k

urzesten Ausf

uhrungszeit erh

alt die h

ochste Priorit

at usw. Die Priorit

at ist also eine monoton fallende
Funktion der Ausf

uhrungszeit. Zur Laufzeit w

ahlt der Dispatcher stets den Proze mit der h

ochsten
Priorit

at.
Rate monotonic scheduling garantiert, da alle Prozesse ihre Deadline einhalten. F

ur Einprozessor-
Systeme ist der Algorithmus optimal. Der Beweis ndet sich bei Liu (siehe [Kop97]). Er basiert auf
der Betrachtung sogenannter kritscher Zeitpunkte. Kritische Zeitpunkte sind Zeitpunkte, an denen alle
Prozessoranforderungen gleichzeitig eintreen. Es kann dann zun

achst gezeigt werden, da der Proze
mit der h

ochsten Priorit

at seine Deadline einh

alt. Anschlieend wird der Beweis f

ur den Proze mit der
zweith

ochsten Priorit

at gef

uhrt usw. In einer zweiten Phase wird gezeigt, da alle Deadlines eingehalten
werden, sofern sie bei kritischen Zeitpunkten eingehalten werden.
Falls alle Prozesse eine Periode haben, welche ein Vielfaches der Periode des Prozesses mit der h

ochsten
Priorit

at ist, so kann auch noch bei hundertprozentiger Auslastung des Prozessors noch ein Schedule
gefunden werden, d.h. obige die Voraussetzung 6 kann abgeschw

acht werden zu:
 =
n
X
i=1
c
i
p
i
 1
Rate monotonic scheduling ist in den letzten Jahren erweitert worden.
Earliest deadline rst scheduling (EDF) ist ein unterbrechendes Verfahren, welches den Prozessor stets
dem Proze zuweist, dessen Deadline als n

achstes bevorsteht. EDF ist f

ur Einzelprozessoren optimal und
funktioniert auch bei hundertprozentiger Auslastung des Prozessors (theoretisch). Die Priorit

aten sind in
diesem Fall dynamisch.
Least laxity scheduling (LL) gibt Prozessen mit der kleinsten Dierenz l
i
= d
i
  c
i
die h

ochste Priorit

at.
F

ur Einprozessor-Systeme ist auch LL optimal.
F

ur Mehrprozessor-Systeme sind weder EDF noch LL optimal.
6.1.2.2 Abh

angige Prozesse
In der Praxis werden Scheduling-Verfahren f

ur voneinander abh

angige Prozesse ben

otigt. F

ur eine Menge
von Prozessen, welche mit Hilfe von Semaphoren den Zugri auf Ressourcen sch

utzen, zu entscheiden,
ob ein Schedule existiert, ist bereits NP-vollst

andig. Um den Aufwand f

ur das Scheduling so klein wie
m

oglich zu halten, gibt es die folgenden Ans

atze:
 Bereitstellung weiterer Hardware-Ressourcen, um das Scheduling einfacher zu gestalten.
 Aufteilung des Scheduling-Problems in zwei Teile. Ein (einfacher) Teil davon wird zur Laufzeit
gel

ost, ein zweiter Teil bereits vorab. Dieser Weg f

uhrt zum statischen Scheduling.
 Einf

uhrung vereinfachender Annahmen

uber die Prozesse.
Beim kernelized monitor gehen wir davon aus, da eine Menge von Prozessen mit kurzen kritischen
Abschnitten gegeben ist. Die Abschnitte seien k

urzer als eine Konstante q. Das kernelized monitor-
Verfahren weist Prozessorzeit in ununterbrechbaren Einheiten von q zu, in der Annahme, da alle kritschen
Abschnitte in diesen Zeitabschnitten gestartet und beendet werden k

onnen. Der einzige Unterschied zum
rate monotonic scheduling besteht darin, da ein Proze erst nach einer gewissen Anzahl von Zeitquanten
q unterbrochen werden kann. Dieser Unterschied verursacht bereits Probleme.
Beispiel: man betrachte den Fall der Abb. 6.3
0 1 2 3 4 5 6 7 8
a)
T1
T21 T22
T1Conflict
EDF Scheduler
0 1 2 3 4 5 6 7 8
T1
T21
T1
b) T22
verbotener
Bereich
T1: c=2, d=2, p=5, periodisch T2: c   =2,  c   =2, d=10, P=10, periodisch21 22
T22 und T1 schließen sich gegenseitig aus.
Abbildung 6.3: Verbotene Bereiche
Wir nehmen an, da q = 2 ist. Zur Zeit 4 wird ein EDF Scheduler den Proze T22 zur Ausf

uhrung
bringen. Dieser kann danach f

ur zwei Zeiteinheiten nicht unterbrochen werden. Zur Zeit 5 gibt es einen
Konikt, da T22 nicht unterbrochen werden kann und da somit T22 die Deadline verpassen wird. Einen
Ausweg bietet die Reservierung eines verbotenen Bereiches f

ur T1. Zur

Ubersetzungszeit m

ussen diese
verbotenen Bereiche erkannt und dem Dispatcher mitgeteilt werden.
Aufgrund der gegenseitigen Abh

angigkeiten zwischen Prozessen kann es zu einer Priorit

atsumkehr
kommen, welche die urspr

unglich beabsichtigten Priorit

aten vertauscht.
Beispiel: Gegeben seien drei Prozesse T1; T2 und T3, wobei T1 die h

ochste und T3 die niedrigste Priorit

at
haben m

oge. Es werde rate monotonic scheduling benutzt. T1 und T3 ben

otigen exklusiven Zugri zu
einer Ressource, welche

uber eine Semaphore S verwaltet wird. Gegeben sei jetzt eine Situation, in der
T3 sich im kritischen Abschnitt bendet und rechnet. Wenn jetzt T2 die Ausf

uhrung verlangt, so wird
T3 verdr

angt, wodurch die Ressource nicht freigegeben werden und somit T1 auch nicht zur Ausf

uhrung
kommen kann. Als Konsequenz verhindert der Proze T2 mittlerer Priorit

at die Ausf

uhrung des Prozesses
T1 mit hoher Priorit

at. Dieses Ph

anomen heit Priorit

atsumkehr (engl. priority inversion).
Zur Vermeidung der Priorit

atsumkehr wurde das priority inheritance-Protokoll deniert. Bei diesem Pro-
tokoll wird die Priorit

at von Prozessen w

ahrend der Bearbeitung kritischer Abschnitte auf das Maximum
der Priorit

aten ggf. abh

angiger Prozesse gesetzt (siehe dazu auch die Ausf

uhrungen zum ADA-Rendezvous
im Kapitel 5). Allerdings f

uhrt dieses Protokoll zu Deadlocks und Ketten von Blockierungen.
Als L

osung dieser Probleme wurde das priority ceiling-Protokoll vorgeschlagen. Bei diesem Protokoll wird
jeder Semaphore eine obere Priorit

atsschranke zugeordnet. Prozesse, welche eine h

ohere Priorit

at haben,
k

onnen diese Semaphore nicht verwenden. Ein Proze kann in einen kritischen Abschnitt nur eintreten,
wenn seine Priorit

at gr

oer ist als die oberen Priorit

atsschranken aller durch andere Prozesse gesetzten
Semaphore. Alle Prozesse werden mit der zugewiesenen Priorit

at ausgef

uhrt, es sei denn, sie benden
sich in einem kritischen Abschnitt und blockieren andere Prozesse. In diesem Fall erben sie die h

ochste
Priorit

at der durch sie blockierten Prozesse.
Ein Beispiel des Ablaufs zeigt Abb. 6.4 [SRL90].
Der Ablauf ist wie folgt:
1. T3 beginnt mit der Ausf

uhrung
2. T3 setzt S3
3. T2 wird gestartet und verdr

angt T3
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Befehlssequenz
der Prozesse:
T3: ..,P(S3),...,P(S2),...,V(S2),...,V(S3),...    (niedrigste Priorität)
T2: ..,P(S2),...,P(S3),...,V(S3),...,V(S2), ..... (mittlere Priorität)
T1: ...P(S1), .., V(S1) (höchste Priorität)
Kritischer Abschnitt geschützt durch: S1 (hoch) S3 (mittel)S2 (mittel)
Abbildung 6.4: Beispiel zum priority ceiling-Protokoll
4. T2 versucht S2 zu blockieren, wird aber verdr

angt, weil die Priorit

at von T2 nicht gr

oer ist als die
Priorit

at des blockierten S3. T3 f

uhrt seinen kritischen Abschnitt mit der ererbten Priorit

at von
T2 weiter aus.
5. T1 wird gestartet und verdr

angt T3.
6. T1 setzt die Semaphore S1. Die Priorit

at von T1 ist h

oher als die Priorit

aten aller gesetzten Sema-
phoren.
7. T1 setzt die Semaphore S1 zur

uck.
8. T1 wird beendet. T3 wird mit der Priorit

at von T2 weiter ausgef

uhrt.
9. T3 setzt Semaphore S2.
10. T3 setzt die Semaphore S2 zur

uck.
11. T3 setzt die Semaphore S3 zur

uck und kehrt zur niedrigen Priorit

at zur

uck. T2 kann jetzt S2 setzen.
12. T2 setzt auch noch S3.
13. T2 nimmt S3 zur

uck.
14. T2 nimmt S2 zur

uck.
15. T2 terminiert, T3 nimmt die Ausf

uhrung wieder auf.
16. T3 terminiert.
Sofern zwischen Prozessen gegenseitige Abh

angigkeiten bestehen, so kann bereits f

ur Einzelprozessor-
Systeme das Einhalten der Zeitbedingungen nur schwer

uberpr

uft werden. Noch schwieriger ist es, dies
f

ur Mehrprozessor-Systeme zu tun. Viele aktuelle Forschungsarbeiten zielen auf eine solche

Uberpr

ufung
[Kop97].
6.1.3 Statisches Scheduling
Beim statischen Scheduling wird die Reihenfolge der Abarbeitung von Prozessen bereits w

ahrend der
Programmentwicklung festgelegt. Dabei m

ussen Reihenfolgebedingungen (precedence constraints) und
gegenseitiger Ausschlu ber

ucksichtigt werden. Reihenfolgebedingungen werden dabei durch Pr

azedenz-
graphen ausgedr

uckt. Abb. 6.5 zeigt ein Beispiel.
Im Falle eines statischen Schedules wird der vollst

andige Ablauf der Prozesse w

ahrend der Softwareent-
wicklung geplant und dem Dispatcher in Form einer Tabelle mitgeteilt. Diese Tabelle enth

alt Zeitpunkte
T0
Knoten A
Knoten B
T1 T4
T5 T6
T7
T2
T3
M1
M2
Abbildung 6.5: Pr

azedenzgraph f

ur ein verteiltes System mit zugeordneten Prozessoren
und die zugeh

origen Aktionen. Zu jedem dieser Zeitpunkte erfolgt ein Interrupt durch einen Timer. Dieser
Timer bildet die einzige Interruptursache des Systems. Zeiten werden dabei in Form von Vielfachen einer
kleinsten Zeit angegeben.
Nach einer gewissen Zeit wiederholt sich der geplante Ablauf. Diese Zeit nennt Schedule-Periode.
Statisches Scheduling kann f

ur alle m

oglichen Formen von Zielarchitekturen angewandt werden. Optimales
Scheduling ist aber f

ur praktisch alle interessanten F

alle schon f

ur Einprozessor-Systeme NP-vollst

andig.
Eine M

oglichkeit der systematischen Suche von Schedules ist der Suchbaum (siehe Abb. 6.6).
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Abbildung 6.6: Suchbaum f

ur den o.a. Pr

azedenzgraphen
Dieser Baum basiert auf der vereinfachenden Annahme gleicher Prozeausf

uhrungszeiten und Kommuni-
kationszeiten. Es kann ausgenutzt werden, da ein minimales Schedule gesucht wird, also m

oglichst viele
Prozesse gleichzeitig ausgef

uhrt werden sollen.
Behandlung sporadischer Prozesse
Es gibt mehrere Methoden der Behandlung sporadischer Prozesse im Zusammenhang mit statischem
Scheduling:
1. Transformation eines sporadischen Prozesses in einen periodischen Proze
2. Einf

uhrung eines Server-Prozesses f

ur sporadische Prozesse
3. Umschaltung zwischen verschiedenen Betriebsarten
Wir schlieen diesen Abschnitt mit einem Zitat von Xu und Parnas (nach Kopetz):
For satisfying timing constraints in hard real-time systems, predictability of the systems behavior is the
most important concern; pre-run-time scheduling is often the only practical means of providing predicta-
bility in a complex system.
6.2 Validierung
14. Vorl.
Validierung besch

aftigt sich mit der Frage \Ist dieses System f

ur seinen Zweck geeignet?". Sicherheits-
kritische Systeme sollten nur dann in Betrieb genommen werden, werden ihre Sicherheit

uberzeugend
nachgewiesen worden ist. Bei gegenw

artigen Stand der Technik mu ein solcher Nachweis durch eine Kom-
bination fast aller m

oglichen Methoden der Sicherheits

uberpr

ufung gef

uhrt werden. Ein einziger Nachweis
allein reicht nicht aus. In diesem Abschnitt werden wir uns mit verschiedenen Methoden besch

aftigen
2
.
In Unterabschnitten werden wir uns u.a. mit dem Sicherheitsnachweis im allgemeinen, mit formalen
Methoden, mit testbasierten Methoden, mit der Fehlerinjektion und mit der Risikoanalyse besch

aftigen.
6.2.1 Simulation
Ein Grundproblem moderner komplexer Systeme besteht darin, da es bereits sehr schwierig ist, ein
System so zu spezizieren, da eine Realisierung des Systems zu einem sicheren System, welches den
Anspr

uchen der Benutzer gen

ugt, f

uhren w

urde. Im Falle ausf

uhrbarer Spezikationen kann man diese im
Prinzip bereits zu einem fr

uhen Zeitpunkt ausf

uhren, die Eigenschaften des sp

ateren EIS also simulieren.
Allerdings bereitet die Simulation von EIS spezische Probleme:
 Simulationen laufen in der Regel wesentlich langsamer ab als bei der sp

ateren Implementierung. Dies
bedeutet, ein vorgegebenes Realzeitverhalten kann nicht eingehalten werden. Zeitspezikationen
werden also verletzt.
 Die Simulation m

ute in der physikalischen Umgebung erfolgen. Eine Simulation in der physi-
kalischen Umgebung ist aber problematisch.
 Simulationen werden meist um Zehnerpotenzen langsamer ausgef

uhrt werden als in Echtzeit.Damit
k

onnen auch nicht ausreichend viele Eingabedaten verarbeitet werden.
6.2.2 Rapid Prototyping, Emulation
Aus diesem Grund ist es inzwischen vielfach

ublich, aus Spezikationen sehr schnell Implementierungen
zu generieren, anhand derer das Verhalten der endg

ultigen Implementierung beurteilt werden kann. Ein
derartiges Rapid Prototyping wird meist Implementierungen verwenden, welche

uberhaupt nicht eÆzient
sind und bei denen eventuell auch in kleinem Umfang Einschr

ankungen hinsichtlich des Einhaltens der
Zeitbedingungen akzeptiert werden m

ussen. Das sp

atere System wird mit Rapid Prototyping-Systemen
emuliert. Hierf

ur setzen sich FPGA-basierte L

osungen mehr und mehr durch. Es gibt inzwischen ver-
schiedene Hersteller, welche groe Prototypensysteme mit Tausenden von FPGAs vertreiben. Ihr Preis
kann im Millionen-DM-Bereich liegen. Die Ausbildung von Elektroingenieuren an `kleinen' Versionen sol-
cher Systeme ist inzwischen durchaus

ublich (sofern die Universit

at hierf

ur die Mittel aufbringen kann).
Auch in der Automobilindustrie ist es

ublich, neue Steuerungsalgorithmen zun

achst einmal auf FPGAs-
Basis in echten Fahrzeugen zu erproben. Dazu werden im Koerraum Einschubsysteme mit Hunderten
von FPGAs eingebaut und das Auto wird auf Testfahrten geschickt, z.B. in groe H

ohen und eisige
Regionen, um so die Motorsteuerung auszutesten.
Mit v.a. ideeler Unterst

utzung durch die Automobilindustrie hat die DFG ein Schwerpunktprogramm
Rapid Prototyping aufgelegt, um in diesem Bereich die Forschung zu unterst

utzen. Eines der Probleme
im Rapid Prototyping liegt darin, da Prozessor-basierte Entw

urfe auch heute noch meist eine Program-
mierung in Assembler verlangen, da die vorhandenen Compiler zu schlecht auf Architekturen und An-
wendungen eingebetteter Systeme angepat sind und als Folge davon zu ineÆzienten Code liefern. Ein
Kernbereich der Arbeiten des Lehrstuhls 12 liegt in der Entwicklung von Compilern, welche die Anwen-
dungen und Architekturen eingebetteter Systeme ber

ucksichtigen und damit konkurrenzf

ahigen Code
erzeugen. Aus diesem Grund ist der Lehrstuhl am Schwerpunktprogramm beteiligt.
2
F

ur diesen Abschnitt wird v.a. Sto des Kapitels 12 des Buches von Kopetz [Kop97] verwendet.
6.2.3 Sicherheitsnachweise
Beim Sicherheitsnachweis mu gegen

uber einer externen Instanz

uberzeugend dargelegt werden, warum
ein entworfenes eingebettetes System verl

alich ist. Dabei werden sowohl m

ogliche interne Fehler wie
auch Fehler, die aus der Umgebung resultieren, beurteilt. Interne Fehler kann es aus zwei Gr

unden geben:
Hardwareausf

alle und unentdeckte Entwurfsfehler. Aufgrund der Vielzahl m

oglicher Fehler m

ussen beim
Sicherheitsnachweis kombinierte Methoden eingesetzt werden.
6.2.3.1 Geforderte Systemeigenschaften
Folgende Systemeigenschaften werden generell gefordert:
 Der Ausfall einer einzigen Komponente darf nicht zu einem katastrophalen Fehler f

uhren.
Komponenten von EIS, welche in dieser Hinsicht kritisch sind, sind u.a. die folgenden:
1. Die zentrale Uhr
2. Die Stromversorgung und die Masseverbindung
3. Entwurfsfehler, die in allen Knoten repliziert wurden.
4. Fehler in der zentralen Kommunikation, z.B.

uber einen zentralen Bus oder

uber einen Einzel-
ring.
 Jeder Einzelfehler darf nur eine eng begrenzte Region des System (sog. error containment region)
beeinussen.
 Im Falle eines Fehler mu entweder das System einen sicheren Ruhezustand erreichen (sog. fail-safe
application) oder das System mu weiterhin seine normale Aufgabe erf

ullen (sog. fail-operational
application).
 composability: Komponenten des Systems m

ussen kombiniert werden k

onnen, ohne da Fehlersitua-
tionen in einer Komponente zu Fehlern in anderen Komponenten f

uhren
3
.
6.2.4 Formale Methoden
Formale Methoden, welche die Verl

alichkeit eines EIS mit Hilfe der gesicherten Methoden der Mathe-
matik nachweisen, werden schon seit vielen Jahren erforscht. Der Pentium-Gleitkommafehler hat diesen
Methoden eine vorher nie gekannte Aufmerksamkeit verschat und die Mehrzahl der amerikanischen
Spezialisten auf diesem Gebiet wurde umgehend von der Fa. Intel eingestellt.
Formale Methoden basieren zun

achst auf den folgenden Schritten:
1. Erzeugung eines konzeptuellen Modells: In dieser Phase mu ein Modell der realen Welt
erstellt werden.

Ublicherweise geschieht dies in nat

urlich-sprachlicher Form. Alle Unterlassungen in
dieser Phase werden von den sp

ateren Phasen nicht mehr korrigiert.
2. Formalisierung des Modells: In dieser Phase wird das konzeptuelle Modell in die Sprache der
Mathematik

ubertragen.
3. Analyse des Modells: Das formale Modell kann in dieser Phase untersucht werden. Daf

ur gibt
es unterschiedliche Methoden: von Hand, rechnerunterst

utzt interaktiv und vollautomatisch.
4. Interpretation der Ergebnisse.
Nur der Schritt 3 kann wirklich automatisiert werden.
3
Dies mag ein Grund f

ur die groe Zahl von Prozessoren in Autos sein: w

urde man Prozessoren f

ur mehrere Aufgaben
nutzen, was im Prinzip m

oglich w

are, so w

are die hier geforderte Eigenschaft nicht mehr erf

ullt.
6.2.5 Testen
6.2.5.1 Rolle des Testens in der Validierung
Das Testen eines Hardwaresystems dient normalerweise zwei m

oglichen Zielen
 dem Erkennen von Herstellungsfehlern
Dies ist erforderlich, da Hardware nicht mit groer Sicherheit reproduziert werden kann.
 dem Erkennen von Hardwareausf

allen
Hardwareausf

alle k

onnen durch Testprogramme sowohl im normalen Betrieb (sog. on-line testing)
wie auch in einem separaten Betriebsmodus (sog. o-line testing) erkannt werden.
In der Systemvalidierung versucht man, sich die reichen Erfahrungen im Testbereich f

ur das

Uberpr

ufen an
sich fehlerfrei gefertigter, aber m

oglicherweise falsch entworfener Systeme zu nutze zu machen. Hierdurch
wachsen der Entwurfsbereich und der Testbereich enger zusammen. Eine der Honungen ist, da Test-
muster, welche Herstellungsfehler nden, mit groer Wahrscheinlichkeit auch Entwurfsfehler aufdecken.
6.2.5.2 Testmustererzeugung
W

ahrend des Testens kann nur ein kleiner Teil m

oglicher Testmuster verwandt werden. Es sind viele Me-
thoden der Auswahl von Testmuster vorgeschlagen worden. Die Auswahl sollte mindestens die folgenden
drei Situationen herbeif

uhren:
1. Spitzenlast: F

ur viele Systeme ist die maximale Systemlast eine problematische Situation, die
sicher behandelt und daher auch getestet werden sollte.
2. worst case execution time: Durch Analyse des Quell- oder Objektcodes kann herausgefunden werden,
bei welchen Eingaben die gr

oten Laufzeiten entstehen. Diese Eingaben sollten in der Testmuster-
menge enthalten sein.
3. Test der Fehlertoleranz: Auch das

Uberpr

ufen der Fehlertoleranzmanahmen sollte im Testmu-
stersatz enthalten sein.
4. Test der arithmetischen Genauigkeit.
6.2.6 Testfreundlicher Entwurf
Bereits in der Entwurfsphase mu ber

ucksichtigt werden, da das System zu testen ist. Hardwarem

aig
gibt es hierzu viele Manahmen:
 Scan design: schon vor vielen Jahren ist vorgeschlagenworden, alle Register eines Hardwarebausteins
als Schieberegister zu realisieren. In einem Testmodus kann man so alle Register

uber eine serielle
Eingabe- und eine serielle Ausgabeleitung setzen und auslesen. Auf diese Weise kann man mit
Techniken f

ur das Testen kombinatorischer Schaltungen arbeiten und ben

otigt keine besonderen
Methoden f

ur das Erzeugen von Pr

ufmustern f

ur sequentielle Logik.
Diese Methode wird f

ur IBM-Grorechner seit vielen Jahren eingesetzt.
Ein Nachteil des scan designs ist der gr

oere Hardwareaufwand. Auch kann der Zeitaufwand f

ur
das Lesen und Schreiben einer einzigen scan chain hoch sein.
 JTAG: scan design-Techniken regeln zun

achst das Testen innerhalb eines Chips. Es stellt sich die
Frage, wie man bei Integration von vielen Chips auf einem Board die scan chains miteinander
kooperieren l

at. Beantwortet wird diese Frage durch die Einf

uhrung des JTAG-Standards. JTAG
deniert Register an den R

andern aller Chips (daher auch der Name boundary scan), welche

uber
einen kleinen Test-Controller auf JTAG-f

ahigen Chip kontrolliert werden k

onnen. Alle JTAG-Chips
k

onnen standardisiert untereinander verbunden werden.
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Abbildung 6.7: Mealy-Automat mit scan path
 Integrierte Pr

ufmuster-Erzeugung und -Kompaktierung: Um das aufwendige externe Erzeugen und
Zuf

uhren von Pr

ufmustern zu sparen, versucht man Pr

ufmuster m

oglichst gleich intern im System zu
erzeugen. Hierzu setzt man gern linear zur

uckgekoppelte Schieberegister ein, welche bei geeigneter
Verschaltung Pseudo-Zufallszahlen generieren, was f

ur viele Schaltungen sinnvolle Tests ergibt.
Um auch das aufwendige Ausgaben der Antwort des Systems auf die Pr

ufmuster zu sparen, werden
die Antworten vielfach wiederum in linear zur

uckgekoppelten Schieberegistern (engl. linear feedback
shift registers, LFSR) kompaktiert (es wird eine Art CRC berechnet). Die Wahrscheinlichkeit daf

ur,
da die kompaktierte Antwort mit der erwarteten

ubereinstimmt, obwohl die Antworten von den er-
warteten abweichen, ist relativ gering (2
 L

ange des Schieberegisters
). Die berechnete kompaktierte
Antwort kann seriell ausgelesen und mit dem erwarteten Wert verglichen werden.
Abb. 6.8 zeigt drei Register, welche f

ur die Testdaten-Erzeugung, Testdaten-Kompression und das
serielle Auslesen geeignet sind. Tabelle 6.1 enth

alt die dazugeh

origen Betriebsmodi.
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Abbildung 6.8: BILBO-Register
 Weitere: Es gibt viele weitere Methoden wie beispielsweise das konsequent synchrone Takten, sowie
Techniken in der Logikminimierung.
6.2.7 Fehlersimulation
Eine vollst

andige analytische Behandlung des Verhaltens von Systemen bei Auftreten von Fehlern ist
heute nicht erreichbar. Aus diesem Grund kann man das Verhalten von EIS bei Anwesenheit von Fehlern
c1
c
2
'0' '0'
0
0
0
Q
i 1
= Q
i 1
Scan Path Mode
'0' '1'
0
0
0

0
1
0
=
0
0
0
Reset
'1' '0' Z
i
Q
i 1
Multi Input LFSR
'1' '1' Z
i

0
1
0
= Z
i
Normaler Modus
Tabelle 6.1: Betriebsmodi der BILBO-Register
simulieren. Man modiziert daf

ur das Modell des EIS entsprechend dem gerade zu betrachtenden Fehler
und simuliert mit den Eingabewerten. Ein Ziel ist dabei, zu erkennen, ob ein konkreter Fehler sich
tats

achlich auch auf der Ebene des Gesamtsystems als Fehler

auert oder ob er eventuell maskiert wird.
Wegen der Vielzahl m

oglicher Fehler ist die Fehlersimulation nat

urlich noch zeitaufwendiger als die nor-
male Simulation. Zur Beschleinigung macht man sich vielfach zunutze, da die Fehlersimulation auf
Gatterebene erfolgt und damit pro Maschinenwort des Gastrechners nur 1 Bit belegt. Da sich die meisten
Fehler nur in unterschiedlichen Bitmustern

auern, der Kontroll- und Datenu im Simulationsprogramm
aber gleich bleibt, nutzt man dies f

ur die parallele Fehlersimulation. Jedem Bit eines Maschinenworts
entspricht dabei ein anderer Fehler un d man erh

alt je nach Wortbreite des Gastrechners eine erhebliche
Beschleunigung.
6.2.8 Fehlerinjektion
F

ur EIS bleibt die Fehlersimulation allerdings aus Geschwindigkeitsgr

unden meist inakzeptabel. Als Al-
ternative wird daher die Fehlerinjektion benutzt. Bei dieser Technik werden k

unstlich Fehler in (echten
oder emulierten) Systemkomponenten generiert und das Verhalten des Systems im Falle solcher Fehler
wird analysiert.
Es gibt zwei Anwendungen einer derartigen Fehlerinjektion:
1. Pr

ufen des Auftretens interner Fehler:
In diesem Fall wird angenommen, da bestimmte interne Fehler auftreten und es wird beobachtet,
wie sich das System verh

alt, wie sich also beispielsweise Fehlertoleranzmanahmen auswirken.
2. Beurteilung der Verl

alichkeit bei Auftreten von Fehlern in der Umgebung:
In diesem Fall wird angenommen, da sich die Umgebung anders als urspr

unglich speziziert verh

alt.
Beispielsweise kann man erproben, was bei zu geringen zeitlichen Abst

anden von Startanforderungen
f

ur sporadische Prozesse passiert.
6.2.8.1 Hardwarem

aige Fehlerinjektion
Hardwarem

aige Fehlerinjektion ist aufwendig, gibt aber recht pr

azise Aussagen

uber das Verhalten des
echten Systems. Kopetz [Kop97] berichtet

uber drei Fehlerinjektions-Techniken, welche in dem ESPRIT-
Projekt MARS untersucht wurden: Bestrahlung mit Schwermetall-Ionen, Manipulation auf Pin-Ebene
und Elektromagnetische Strahlung. Charakteristische Eigenschaften dieser drei Methoden enth

alt die
Tabelle 6.2.
Schwermetall- Manipulation Elektromagnetische
Ionen auf Pin-Ebene Strahlung
R

aumliche Kontrollierbarkeit gering hoch gering
Zeitliche Kontrollierbarkeit keine hoch/mittel gering
Flexibilit

at gering mittel hoch
Reproduzierbarkeit mittel hoch gering
Physikalische Erreichbarkeit hoch mittel mittel
Zeitmessung mittel hoch gering
Tabelle 6.2: Eigenschaften verschiedener Fehlerinjektionstechniken
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Abbildung 6.9: Knoten der experimentellen Hardware
Mit diesen drei Techniken wurde die Hardware der Abb. 6.9 Experimenten unterzogen.
Die Kommunikationseinheit realisiert ein zeitgesteuertes (TT-) Protokoll. Die Bus-Guardian genannte
Einheit dient als Schutz gegen eine Kommunikationseinheit, die illegal (mit falschem Timing oder unbe-
rechtigt in Form von `babbling nodes') den Bus benutzt.
Drei verschiedene Fehlererkennungsmechanismen sind in dem System enthalten:
 Hardware-Mechanismen:
Die

ublichen Hardware-Mechanismen wie traps f

ur illegale Befehle, ung

ultige Adressen, FIFO-

Uber-
lauf, Bus-Guardian.
 System-Software:
Vom Compiler erzeugtes assertion testing, Test der WCET von Realzeit-Prozessen.
 Anwendungssoftware:
Verdoppelte Ausf

uhrung, begrenzte verdreifachte Ausf

uhrung, CRC

uber alle Ebenen (d.h., bis zu
den Anwendungsprogrammen und nicht nur in der Hardware).
Der in Abb. 6.9 gezeigte Prozessorknoten ist Teil des in Abb. 6.10 gezeigten Testaufbaus.
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Abbildung 6.10: Testaufbau
Die Eingabewerte werden sowohl von dem zu testenden Prozessorknoten wie auch von dem `goldenen'
stets als korrekt angenommenen Knoten empfangen. Der Vergleicher kann die Anworten der beiden
Knoten miteinander vergleichen und das Ergebnis zur Workstation senden. Gleichzeitig k

onnen auch die
Fehlermeldungen des zu testenden Knotens (DUT) zur Workstation

ubertragen werden. W

unschenswert
sind nat

urlich Prozessorknoten, die alle vom Vergleicherknoten bemerkten Fehler auch selbst bemerken
(keine sog. fail-silence violations). Die Frage war, ob der DUT dies leistet.
Das Experiment ergab die folgenden Ergebnisse:
 Wenn alle Fehlererkennungmanahmen eingeschaltet waren, dann gab eine keine fail-silence viola-
tions.
 Die zweifache Ausf

uhrung von Prozessen und die CRC-Absicherung

uber alle Ebenen war f

ur alle
Fehlerinjektionsmethoden erforderlich, um eine Fehlererkennung von

uber 99% zu erreichen.
 Im Falle der Bestrahlung mit Schwermetall-Ionen war die Dreifach-Ausf

uhrung erforderlich, um
eine 100%-ige Erkennung zu erreichen. In den beiden anderen F

allen reichte hierf

ur die doppelte
Ausf

uhrung.
 Die Bus Guardian-Einheit war in allen F

allen notwendig, um eine Erkennung von 99% zu erreichen.
Sie schlo den kritischsten Fehler aus, die babbling idiots [Kop97].
6.2.8.2 Softwarem

aige Fehlerinjektion
Bei der softwarem

aigen Fehlerinjektion werden Speicherzellen modiziert. Dabei kann es sich um Programm-
oder Datenspeicher handeln. Es k

onnen auf diese Weise sowohl Fehler im Ablauf wie auch in den Daten
erzeugt werden. Die softwarem

aige Fehlerinjektion hat gegen

uber der hardwarem

aigen Fehlerinjektion
eine Reihe von Vorteilen:
 Vorhersagbarkeit/Reproduzierbarkeit:
Im Gegensatz zu Versuchen mit radioaktiven oder elektromagnetischen Strahlen sind die Experi-
mente reproduzierbar.
 Erreichbarkeit:
Bei softwarem

aiger Fehlerinjektion sind auch interne Register gezielt zu erreichen.
 Aufwand:
Der Aufwand ist geringer als bei hardwarem

aiger Fehlerinjektion.
Fuchs (zitiert nach Kopetz) hat in Experimenten mittel Negieren einzelner Speicherzellen festgestellt,
 da die Fehlerabdeckung bei beiden Injektionsmethoden vergleichbar ist,
 da bei softwarem

aiger Fehlerinjektion ein gr

oerer Anteil an Fehlern in der Anwendungssoftware
erkannt wird, wohingegen bei hardwarem

aiger Fehlerinjektion die Fehler fast vollst

andig in der
Hardware und von der System-Software erkannt werden.
 da bei ausgeschalteter Fehlererkennung in der Anwendungssoftware und einfacher Ausf

uhrung der
Prozesse die softwarem

aige Fehlerinjektion eine gr

oere Anzahl von fail-silent failures verursacht
als die Injektion elektromagnetischer Strahlung oder Manipulation auf Pin-Ebene.
Die Schlufolgerung aus diesen Experimenten ist, da die softwarem

aige Fehlerinjektion mit der hard-
warem

aigen Fehlerinjektion vergleichbar ist. Ausgenommen ist allerdings die radioaktive Bestrahlung,
da diese schwerwiegendere Fehler erzeugt.
6.2.9 Risiko- und Zuverl

assigkeitsanalyse
In sicherheitskritischen Anwendungen wird verlangt, da die Wahrscheinlichkeit eines katastrophalen
Fehlers h

ochstens bei 10
 9
/Stunde liegt (entsprechend ca. einem Fehler bei 100.000 Systemen mit einer
Betriebszeit von 10.000 Stunden). In vielen F

allen (insbesondere im Bereich der Kernenergie) mu die
Wahrscheinlichkeit noch deutlich geringer liegen.
Sch

aden resultieren aus unsicheren Zust

anden (engl. hazards). Hazards haben eine Schwere und eine
Wahrscheinlichkeit. Das Produkt aus Schwere und Wahrscheinlichkeit heit Risiko (dies ist die Gr

oe,
die bespielsweise von Versicherungen betrachtet wird). Risiko-Minimierung ist eine der Hauptaufgaben
einer ingenieursm

aigen Systemkonstruktion.
Fehlerbaum
Eine der Techniken f

ur die Risiko-Beurteilung ist der Fehlerbaum. Bei der Aufstellung eines Fehler-
baums beginnt man mit einem m

oglichen Fehler. Dieser bildet die Wurzel des Baumes. Anschlieend
wird analysiert, aus welchen Gr

unden es zu diesem Fehler kommen k

onnte. Diese Analyse betrachtet
im allgemeinen Konjuktionen und Disjunktionen Vorraussetzungen, unter denen es zu Fehlern kommen
kann. Diese Konjunktionen und Disjunktionen bilden die inneren Knoten von Fehlerb

aumen. Die Bl

atter
werden durch die eigentlichen Vorraussetzungen gebildet (siehe Abb. 6.11).
Benutzer erhält elektrischen Schlag
Benutzer in Kontakt mit MetallMetall führt hohe Spannung
Schutzleiter-
wirkungslos
Mechanismus
Isolation
defekt
wirkungslos
Fehlerstrom-
schaltung
Benutzer
berührt
Metall
Feuchtigkeit
Verbindung
leitenden
führt zur
Abbildung 6.11: Fehlerbaum
Fehlerb

aume k

onnen mit formalen Techniken analysiert werden, z.B. mit Methoden der Wahrscheinlich-
keitsrechnung.
Nicht alle Systeme k

onnen hinreichend genau mit Fehlerb

aumen beschrieben werden. Gemeinsam benutz-
te Ressourcen, abnehmende Gr

oen nutzbarer Speicherbereiche etc. erfordern komplexere Techniken. Zum
Teil ist in diesen F

allen das Modell der Markov-Ketten angebracht.
failure mode and eect analysis
Bei der Fehlerbaum-Methode geht man von dem m

oglichen Fehlverhalten des Gesamtsystems aus und
versucht, m

ogliche Ursachen in den Teilsystemen zu nden. Auch der umgekehrte Weg ist sinnvoll und
bildet eine Erg

anzung. Bei der Methode failure mode and eect analysis (FMEA) geht man von den
einzelnen Elementen aus. Man stellt dabei zun

achst Tabellen im Format der Tabelle 6.3 auf.
Komponente Fehlerursache Wirkung Wahrscheinlichkeit kritisch ?
Speicher Alpha-Strahlung betroene Bits ='1' 10
 12
Chip/Stunde nein (ECC)
Tabelle 6.3: FMEA-Tabelle
In einem zweiten Schritt analysiert man die Auswirkung der Komponentenfehler auf das Gesamtsystem.
Hierf

ur gibt es lt. Kopetz erste Werkzeuge [Kop97].
Softwarefehler
Eine vollst

andige formale Verikation von komplexer Software ist bislang m

oglich ist. Formal abgesicherte
Konstruktion wird bisher nur in wenigen F

allen benutzt. Als Alternative hat man versucht, Daten aus dem
Software-Entwurfsproze zu gewinnen. Beispielsweise kann man jeden entdeckten Fehler dokumentieren
und die H

augkeit der Entdeckung

uber der Zeit protokollieren. Aus diesen Daten kann man versuchen,
Aussagen

uber die Anzahl unentdeckter Fehler abzuleiten. Dies wird u.a. im Software-Sicherheitsstandard
IEC-1508, Teil 5, so vorgesehen.
Allerdings ist dieser Ansatz f

ur hohe Sicherheitsanforderungen weniger geeignet, denn wir sind auf so
geringe Fehlerraten angewiesen, da statistische Aussagen keinerlei Wert haben.
Kapitel 7
Proze-Steuerungen und
-Regelungen
7.1 Einf

uhrung
Informationsverarbeitung wird in EIS vielfach eingesetzt, um technische Prozesse zu steuern und zu
regeln. Von einer Steuerung sprechen wir, wenn die Parameter eines technischen Systems von auen
beeinut werden, ohne da die Reaktion des Systems R

uckwirkung auf diese Beeinussung hat.
Ein Beispiel ist ein Heizk

orperventil, welches keinen Thermostaten enth

alt. Die

Onung des Ventils bleibt
in diesem Fall unabh

angig von der m

oglicherweise viel zu kalten oder heien Zimmertemperatur.
Eine Vorrichtung, mit der man ein technisches System beeinussen kann, heit Stellglied. Das Ventil
eines Heizk

orpers ist ein solches Stellglied.
Einrichtungen, welche ihrerseits die Stellglieder einer Steuerung beeinussen, heien Steuerglieder. In
unserem Beispiel ist der Mensch ein solches Steuerglied (sofern er sich nicht von der Raumtemperatur
lenken l

at).
Ein allgemeines Blockschaltbild einer Steuerung zeigt die Abb. 7.1.
Steuerglied Technisches SystemStellglied
Abbildung 7.1: Steuerung
Das Beispiel des Heizk

orperventils zeigt bereits, da reine Steuerungen f

ur viele Anwendungen unzurei-
chend sind. Man sieht daher vor, da man die technische Gr

oe, welche durch das Stellglied beeinut
wird, mittels eines Sensors auch wieder erfat, in einem Regler Soll- und Istwert dieser Gr

oe geeignet
verarbeitet und das Stellglied mit dem gewonnenen Wert beeinut. Abb. 7.2 zeigt ein Strukturbild eines
technischen Regelkreises [Kie97].
Sollwert
u = F(e(t))
Meßglied
RegelstreckeStellgliedu u
+
-
∆
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Abbildung 7.2: Regelkreis
Bei den Zielen einer solchen Regelung k

onnen wir zwischen dem sog. Konstanthaltungsproblemen
und dem sog. Folgeregelungsproblem unterscheiden.
108
Bez

uglich der Verl

alichkeit von Reglern gelten praktisch dieselben Anforderungen wie f

ur EIS sonst
auch.
Eine Beschr

ankung, die f

ur praktisch alle Regler eingehalten werden mu, ist die Stellgr

oenbeschr

ankung
u
min
 u  u
max
7.2 Klassische Regler
Regler k

onnen anhand der von ihnen berechneten Funktion F unterschieden werden.
Wohl der einfachste Regler ist der Zweipunktregler. Sein Verhalten kann durch die Funktion
u(e) =

u
max
; f

ur e > 0
u
min
; sonst
(7.1)
Diese Funktion wird in der Abb. 7.3 dargestellt.
e
max
u
u
min
u
Abbildung 7.3: Kennlinie des Zweipunktreglers
Ein Nachteil dieses Reglers ist sein h

auges Hin- und Herschalten. Dieser Nachteil l

at sich mit dem
Dreipunktregler beheben. Dieser berechnet die Funktion
u(e) =
8
<
:
u
max
; f

ur e > +c
u
min
; f

ur e <  c
0; sonst
(7.2)
Diese Funktion wird in Abb. 7.4 dargestellt.
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u
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Abbildung 7.4: Kennlinie des Dreipunktreglers
Weitere wichtige Regelstrategien sind (in der Formulierung von Kiendl [Kie97]):
1. `Je gr

oer die Regelabweichung, desto gr

oer die Gegenreaktion'.
In diesem Fall gilt
u = c
1
e:
mit der w

ahlbaren Konstanten c
1
. Wir nennen diesen Regler einen Proportionalregler (P-Regler).
2. `Je l

anger eine Regelabweichung bereits angedauert hat, desto gr

oer die Gegenreaktion'.
In diesem Fall gilt
u = c
2
Z
t
0
e(t
0
) dt
0
mit der w

ahlbaren Konstanten c
2
. Wir nennen diesen Regler Integralregler (I-Regler).
3. `Je gr

oer die

Anderungstendenz der Regelabweichung, desto gr

oer die Gegenreaktion'.
In diesem Fall gilt
u = c
3
d
dt
e
mit der w

ahlbaren Konstanten c
3
. Wir nennen diesen Regler Dierentialregler (D-Regler).
Ein PID-Regler ist ein Regler, der Anteile aller drei Regler enth

alt:
tab
u = c
1
e+ c
2
Z
t
0
e(t
0
) dt
0
+ c
3
d
dt
e
Ein Strukturbild eines PID-Reglers zeigt die Abb. 7.5.

 dt’
c1
c
2
c3
d
dt
e u++
+
Abbildung 7.5: Struktur eines PID-Reglers
PID-Regler und deren Bestandteile heien lineare Regler, weil f

ur sie das Superpositionsprinzip gilt.
DieWahl der Parameter c
1
; c
2
und c
3
ist entscheidend f

ur das Funktionieren eines PID-Reglers. W

ahlt man
die Verst

arkung c
1
zu gro, dann ger

at der Regler in Schwingungen. Die Parameter c
2
und c
3
bestimmen,
wie empndlich der Regler auf l

angerfristige bzw. auf kurzfristige Regelabweichungen reagiert. W

ahlt
man diese Parameter zu gro, so kommt es ebenfalls zu Schwingungen. W

ahlt man die Parameter zu
klein, so erfolgt eine zu geringe Ausregelung. Techniken f

ur die Wahl der Parameter basieren meist auf
dem Umrechnung der c
i
in einen Parametersatz
c
1
= K
R
(7.3)
c
2
= K
R

1
T
n
(7.4)
c
3
= K
R
 T
v
(7.5)
Eine entsprechende Struktur des Reglers zeigt die Abb. 7.6.
F

ur die Wahl der Parameter k

onnen u.a. die Faustregeln von Ziegler und Nichols benutzt werden. Hierf

ur
wird in einem Experiment zun

achst das System mit einem P-Regler betrieben. F

ur dieses System wird
die Verst

arkung K
R;k
bestimmt, f

ur welche das System gerade eben zu schwingen bestimmt. Die entspre-
chende Schwingungsdauer wird mit T
k
bezeichnet. Dann sind die Parameter von Reglern nach Ziegler
und Nichols gem

a der Tabelle 7.1 zu w

ahlen.

 dt’
d
dt
e ++
+
u
1
KRn
1
T
Tv
Abbildung 7.6: Struktur eines PID-Reglers
Regler K
R
T
n
T
v
P 0; 5K
R;k
- -
PI 0; 45K
R;k
0; 85T
k
-
PID 0; 6K
R;k
0; 5T
k
0; 12T
k
Tabelle 7.1: Faustregeln von Ziegler und Nichols
Diese Zusammenh

ange sind in einem gewissen Umfang plausibel. Wenn ein technisches System schnell
reagiert, dann entsprechen auch die Parameter T
n
und T
v
kurzen Zeiten. Wenn die Regelstrecke selbst
eine hohe Verst

arkung hat, dann wird K
R;k
klein sein und damit auch die Verst

arkung K
R
des Reglers.
F

ur kritische Regelstrecken sind die o.a. Faustregeln nicht geeignet. F

ur diese m

ussen optimal auf das
jeweilige technische Systmen angepate Dimensionierungsverfahren eingesetzt werden. Vielfach basieren
letztere auf der Analyse der Sprungantwort der Regelstrecke (siehe z.B. Kiendl, [Kie97]).
Im Falle einer Dimensionierung von drei Parametern kann man die Wahl der Parameter noch anschaulich
nachvollziehen. Dies gilt nicht mehr f

ur tats

achlich verwendete Regler, die

uber zahlreiche zus

atzliche
Bl

ocke verf

ugen (siehe Abb. 7.7).
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Abbildung 7.7: Praktisch eingesetzte Form eines PID-Reglers
Dieser Regler enth

alt ein zus

atzliches Begrenzungsglied B und eine Unempindlichkeitszone U f

ur klei-
ne Regelabweichungen. Ein ein Vorlter V verhindert, da das Dierenzierglied allzu empndlich auf
Schwankungen reagiert. Die Schaltung A soll verhindern, da das Integrierglied zu groe Werte liefert,
wenn die Begrenzungsschaltung anspricht.
Derartige praktische Regler k

onnen bis zu 20 Parameter beinhalten. Die Dimensionierung dieser Para-
meter kann nur noch mittels Rechenprogrammen erfolgen. Es ist weitgehend unklar, welche

Anderungen
am Regler auf einer

Anderung an der Regelstrecke notwendig werden.
Weitere Probleme klassischer Regler entstehen, falls es mehrere Einugr

oen gibt (falls also etwas ne-
ben der Temperatur auch die Feuchtigkeit, die Tageszeit, die Sonneneinstrahlung, die durch Beleuchtug
eingebrachte W

arme und die Anzahl der Personen in einem Raum ber

ucksichtigt werden sollen.
In solchen F

allen k

onnen regelbasierte Regler eine Abhilfe bieten.
7.3 Regelbasierte Regler
Regelbasierte Regler bilden Vorl

aufer von Fuzzy-Reglern. Solche Regler basieren zun

achst einmal auf der
Zuordnung von sog. linguistischenWerten den

ublicherweise reellwertigen Sensorwerten. Beispielsweise
kann man Temperaturwerten linguistische Werte wie in Tabelle 7.2 zuordnen.
negativ gro: NG
negativ klein: NK
verschwindend: V
positiv klein: PK
positiv gro: PG
Tabelle 7.2: Linguistische Werte
Die Zuordnung zwischen linguistischen und reellen Werten kann man auch der Abb. 7.8 entnehmen. 16. Vorl.
0-1-2 1 2
0-1-2 1 2
NG V PK PGNK
NG V PK PGNK
e
u
Abbildung 7.8: Zuordnung zwischen linguistischen und reellen Werten
Die Zuordnung kann man auch mit charakteristischen Funktionen beschreiben (siehe Abb. 7.9).
NGµ      (e)
0 1 2-1
1
-2 e
0 1 2-1
1
-2 u
NK
0 1 2-1
1
-2 e
µ      (e)NK µ’      (u)
0 1 2-1
1
-2 u
NGµ’      (u)
Abbildung 7.9: Charakteristische Funktionen
Mit diesen Werten kann man beispielsweise die Regeln der Tabelle 7.3 aufstellen.
R1: WENN e=NG DANN u=NG
R2: WENN e=NK DANN u=NK
R3: WENN e=V DANN u=V
R4: WENN e=PK DANN u=PK
R5: WENN e=PG DANN u=PG
Tabelle 7.3: Regeln
Die zu erf

ullende Bedingung heit Pr

amisse, die angegebene Folge Konklusion.
Diese Regels

atze sind bei einfachen regelbasierten Reglern so konstruiert, da maximal eine Pr

amisse
erf

ullt ist. Kommen Eingabewerte vor, f

ur welche keine Pr

amisse erf

ult ist, so heit die Regelmenge
unvollst

andig.
Wenn Regels

atze es erlauben, da die Pr

amissen mehrerer Regeln erf

ullt sind, so mu aus den angegebenen
Konklusionen eine Stellgr

oe berechnet werden. Hierf

ur gibt es mehrere Ans

atze (Stichwort: konstruktive
bzw. destruktive Inferenz). Allerdings sind diese Ans

atze zur Beseitigung der Mehrdeutigkeit nicht sehr
ausgefeilt.
Auf dieser Basis kann man das Grundprinzip regelbasierter Regler skizzieren (siehe Abb. 7.10).
Regel 1
Regel 2
Regel 3
Regel 4
Regel  5
Regelauswertung
linguistische Werte
Zu
or
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un
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Abbildung 7.10: Grundprinzip zur Nutzung linguistischer Regler
7.4 Fuzzy-Regler
7.4.1 Grundbegrie
In den vorangegangenen Abschnitten haben wir gesehen, da die klassische Regelungstechnik recht schnell
an ihre Grenzen st

ot. Regelbasierte Regler stellen einen ersten Schritt zur

Uberwindung dieser Grenzen
dar. Allerdings sind sie noch mit einer Reihe von Unzul

anglichkeiten behaftet:
 Regelbasierte Regler k

onnen unmotivierte Unstetigkeiten aufweisen.
 Es gibt nur ad-hoc Verfahren zur Beseitigung von Unvollst

andigkeit.
 Es gibt nur ad-hoc Verfahren zur Beseitigung von Mehrdeutigkeit.
 Die scharfe Zuordnung zwischen den reellen und den linguistischen Werten pat nicht zu der mehr
oder weniger groen Sicherheit, mit der Regeln angewandt werden sollen.
Diese M

angel werden aufgehoben durch eine weiche Zuordnung zwischen reellen und linguistischen
Werten. Dies bedeutet, da einem reellen Wert nicht nur mit 100%-iger Sicherheit ein linguistischer Wert
zuordnet wird. Zu diesem Zweck ersetzen wir die charakteristischen Funktionen  der regelbasierten
Regler durch Zugeh

origkeitsfunktionen, welche Werte im gesamten Intervall [0::1] annehmen k

onnen. Die
Abb. 7.11 zeigt eine solche Zugeh

origkeitsfunktion.
µ      (e)PM
0 1 2 3 4-1-2-3-4 e
1
0,6
1,3
Abbildung 7.11: Trapezf

ormige Zugeh

origkeitsfunktion
Die Zugeh

origkeitsfunktion gibt den Grad oder die Wahrscheinlichkeit an, mit der eine Zugeh

origkeit zu
einer Menge gegeben ist. Von der

ublichen Booleschen Logik mit den Wahrheitswerten 0 und 1 kommen
wir so zur Fuzzy-Logik.
Neben der trapezf

ormigen Zugeh

origkeitsfunktion sind auch noch weitere Funktionen im Gebrauch. Abb.
7.12 zeigt Dreieck-, Polygon- und Glockenkurven-f

ormige Zugeh

origkeitsfunktionen.
µ      (e)PM
µ      (e)PM
µ      (e)PM
0 1 2 3 4-1-2-3-4 e
1
0 1 2 3 4-1-2-3-4 e
1
0 1 2 3 4-1-2-3-4 e
1
Abbildung 7.12: Weitere Zugeh

origkeitsfunktionen
Im Prinzip k

onnen als Zugeh

origkeitsfunktionen auch andere als die oben gezeigten benutzt werden.
Beispielsweise k

onnte es sinnvoll sein, Funktionen zu benutzen, welche nur in einem Punkt oder einem
Intervall 1 sind und sonst 0.
F

ur das im vorangegangenen Abschnitt betrachtete Beispiel k

onnen wir die Zugeh

origkeitsfunktionen der
Abb. 7.13 verwenden.
PKµ      (e) µ      (e)PGµ      (e)V
1
1 e
1
1 e
1
1 e
Abbildung 7.13: Zugeh

origkeitsfunktionen der Eingangswerte V, PK, PG
Wegen der Stellgr

oenbeschr

ankung wird die Zugeh

origkeitsfunktion f

ur die Ausgangswerte meist so
deniert, da eben diese Stellgr

oenbeschr

ankung eingehalten wird. Dabei wird ber

ucksichtigt, da sich
die tats

achliche Stellgr

oe erst nach der Defuzzizierung (s.u.) ergibt. F

ur eine Defuzzizierung nach der
Schwerpunktmethode ist dabei eine Zugeh

origkeitsfunktion wie nach Abb. 7.14 sinnvoll.
PGµ      (u)
1
u
max
uu
min
Abbildung 7.14: Zugeh

origkeitsfunktion f

ur den Ausgangswert PG
F

ur die Modellierung von linguistischen Werten werden h

aug einander

uberlappende Zugeh

origkeits-
funktionen, deren Summe an jeder Stelle des Argumentsbereichs den Wert 1 ergeben. Ein solches System
von Zugeh

origkeitsfunktionen heit Fuzzy-Informationssystem (siehe Abb. 7.15).
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Abbildung 7.15: Fuzzy-Informationssysteme f

ur eingangs- und ausgangsseitige Werte
Bei Verwendung von Zugeh

origkeitsfunktionen m

ussen wir nicht nur die Boolesche Logik zur Fuzzy-Logik
erweitern, sondern wir m

ussen auch die

ublichen Mengen zu Fuzzy-Mengen erweitern.
Def.: Sei G eine Grundmenge. Dann heit
A = f(x; 
A
(x))jx 2 Gg
Fuzzy-Menge oder unscharfe Menge

uber der Grundmenge G.
Man beachte, da A alle Elemente von G enth

alt. Lediglich die Zugeh

origkeitsfunktion 
A
gibt Aufschlu
dar

uber, wie stark x zu A geh

ort.
Sei eine Fuzzy-Menge A

uber einer Grundmenge G gegeben.
Def.: Die Menge Supp
A
= fx 2 Gj
A
(x) > 0g heit Tr

ager oder Support von A.
Def.: Die Menge T
A
= fx 2 Gj
A
(x) = 1g heit Kern oder Toleranz von A.
Def.: F

ur 0    1 heit A

= fx 2 Gj
A
(x) > g -Schnitt von A.
Def.: max(
A
) heit H

ohe der Fuzzy-Menge A.
1xKern
Höhe
Träger
α
α−Schnitt
µA
Abbildung 7.16: Tr

ager, Kern, -Schnitt und H

ohe einer Fuzzy-Menge
Die denierten Gr

oen sind in Abb. 7.16 eingetragen.
Nach der Erweiterung des Mengenbegris m

ussen wir auch die logischen Operatoren auf logische Fuzzy-
Operatoren erweitern.
Seien ; 
1
; 
2
2 [0::1] unscharfe Wahrheitswerte.
Def.: Die Negation : ist deniert als 1  .
Def.: Im Fall des algebraischen Produkts ist die UND-Operation zweier unscharfer Wahrheitswerte
deniert als

1
^ 
2
= 
1
 
2
Def.: Im Fall des Minimums ist die UND-Operation zweier unscharfer Wahrheitswerte deniert als

1
^ 
2
= min(
1
; 
2
)
Def.: Im Fall der algebraischen Summe ist die ODER-Operation zweier unscharfer Wahrheitswerte
deniert als

1
_ 
2
= 
1
+ 
2
  
1
 
2
Def.: Im Fall des Maximums ist die ODER-Operation zweier unscharfer Wahrheitswerte deniert als

1
_ 
2
= max(
1
; 
2
)
Entsprechend m

ussen auch die Operatoren auf Mengen erweitert werden. Gegeben seien zwei Fuzzy-
Mengen A und B. Dann gilt:
Def.: Der Durchschnitt zweier Fuzzy-Mengen A und B ist deniert als A\B = f(x; 
A\B
(x))jx 2
Gg mit 
A\B
(x) = 
A
(x) ^ 
B
(x).
Def.: DieVereinigung zweier Fuzzy-Mengen A und B ist deniert als A[B = f(x; 
A[B
(x))jx 2 Gg
mit 
A[B
(x) = 
A
(x) _ 
B
(x).
7.4.2 Fuzzy-Regler nach Mamdami
Fuzzy-Regler nach Mamdami gehen aus den regelbasierten Regelern durch den

Ubergang auf unscharfe
Mengen, Wahrheitswerte usw. hervor. Abb. 7.17 zeigt einen einfachen Fuzzy-Regler nach Mamdami.
Im Unterschied zu regelbasierten Reglern k

onnen jetzt mehrere Regeln in einem unterschiedlichen Mae
aktiv sein. Dementsprechend gibt es auch mehrere Beitr

age zu den Steuergr

oen, sinnvollerweise gewichtet
oder begrenzt auf das Ma, in dem die jeweiligen Regeln aktiv sind. Die Erzeugung einer denierten
Steuergr

oe ist Aufgabe der Defuzzizierung.
Im folgenden betrachten wir die einzelnen Vorg

ange in Fuzzy-Reglern nach Mamdami genauer.
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Abbildung 7.17: Fuzzy-Regler nach Mamdami
7.4.2.1 Fuzzizierung
Die

Ubersetzung des reellen Eingangswertes in die Zugeh

origkeitsgrade der linguistischen Werte wird
Fuzzizierung genannt.
Abb. 7.18 zeigt die Fuzzizierung anhand eines konkreten Eingangswertes e
0
.
µNG µPGµNK
0 1 2 3 4-1-2-3-4 e
1
µPK
µi
0,3
0,7
0,7
µV
Abbildung 7.18: Fuzzizierung von Eingangswerten
Es ergibt sich:

PK
(e
0
) = 0; 7

V
(e
0
) = 0; 3

i
(e
0
) = 0 f

ur alle

ubrigen Funktionen 
i
7.4.2.2 Aggregation
Wenn die Pr

amissen der Regeln nicht aus elementaren Aussagen bestehen, dann ist eine Kombination
der Aussagen mittels der Operatoren der Fuzzy-Logik erforderlich.
Beispiel: Wir greifen vor und betrachten einen Regler mit zwei Eingangsgr

oen x
1
und x
2
. Dann ist f

ur
Pr

amissen wie etwa (x
1
= PK)^(x
2
= NK) die Berechnung einer unscharfen UND-Funktion erforderlich.
7.4.2.3 Aktivierung
F

ur jeden linguistischen Ausgabewert gelten unterschiedliche Ausgangsgr

oen eines Fuzzy-Systems als
unterschiedlich gut geeignet. Dementsprechend k

onnen wir mit Hilfe einer Zugeh

origkeitsfunktion f

ur
jeden linguistischen Wert angeben, in welchem Grad ein reeller Wert als Ausgabe geeignet ist. Dies zeigt
die Abb. 7.19 (links) f

ur ein Beispiel.
PKµ’    (u)  PKµ’’’    (u)  PKµ"    (u)  
0 1 2-1
1
u0 1 2-1
1
u
0,7 0,7
0 1 2-1
1
u
Abbildung 7.19: Zugeh

origkeitsfunktion f

ur Ausgabewerte
Eine Regel, welche nicht voll aktiviert ist, sollte auch die Ausgangswerte nicht im vollen Ma beeinussen.
Es gibt zwei Methoden, dies bei der Berechnung der Zugeh

origkeitsfunktionen zu ber

ucksichtigen: man
kann die Zugeh

origkeitsfunktionen begrenzen oder sie entsprechend skalieren (siehe Abb. 7.19 (rechts)).
7.4.2.4 Akkumulation
Als n

achstes mu betrachtet werden, wie wir die Ergebnisse der verschiedenen aktivierten Regeln kombi-
nieren. Bei dem sog. Prinzip der konstruktiven Interferenz werden die einzelnen Beitr

age mittels der
Vereinigung der Ausgangsmengen zusammengefat.
Wir betrachten dazu eine Menge von r Regeln. Zu jeder Regel k 2 [1::r] geh

ort eine Pr

amisse p
k
(e) und
eine Konklusion c
k
(u). Hieraus k

onnen wir f

ur jede Kombination (e; u) von Eingangs- und Ausgangswerten
einen unscharfen Wahrheitswert (e; u) ausrechnen nach:
(e; u) = (
r
_
k=1
(p
k
(e) ^ c
k
(u)))(7.6)
Wir denieren noch f

ur festes e = e
0
:

0
(u) = (e; u) = (
r
_
k=1
(p
k
(e) ^ c
k
(u)))(7.7)
Die Operation der Gleichung 7.6 wird als Inferenz bezeichnet. Werden f

ur die Bildung der ODER- und
der UND-Operation das Maximum bzw. das Minimum verwendet, so spricht man von der Max-Min-
Inferenz.
7.4.2.5 Defuzzizierung
Die Inferenz liefert meistens nicht einen einzelnen Wert, sondern

uber die Funktion 
0
(u) f

ur eine Menge
vonWerten zugeh

orige unscharfe Wahrheitswerte. Daraus mu noch die Steuergr

oe u
D
berechnet werden.
Eine g

angige Methode dazu besteht in der sog. Schwerpunktmethode. F

ur sie berechnet sich die
Steuergr

oe eines kontinuierlichen 
0
zu
u
D
=
R
u
max
u
min

0
(u)  u du
R
u
max
u
min

0
(u)  du
(7.8)
Darin [u
min
::u
max
] der Bereich, in dem die bislang generierten Wahrheitswerte nicht Null sind. Die
Schwerpunktmethode kann dann problematisch sein, wenn 
0
(u
D
) = 0 ist, was nicht ausgeschlossen ist.
7.4.2.6 Gesamtstruktur
Die Gesamtstruktur eines Fuzzy-Reglers nach Mimdami zeigt die Abb. 7.20.
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Abbildung 7.20: Fuzzy-Regler nach Midami
F

ur diese Struktur sind viele Erweiterungen und Varianten m

oglich. Besonders interessant ist die einfache
Art, in der auf mehrere Steuergr

oen R

ucksicht genommen werden kann.
Ein wesentlicher Vorteil von Fuzzy-Reglern liegt weiterhin in der Anwendbarkeit diskreter Mathematik
anstelle der f

ur traditionelle Regler

ublichen Analysis-Methoden.
Auf alle diese fortgeschrittenen Themen k

onnen wir aber im Rahmen dieser Vorlesung aus Zeitgr

unden
nicht eingehen.
Kapitel 8
Roboter
8.1 Handhabungsroboter
17. Vorl.
8.1.1 Begrie
Ideen zur Benutzung von Maschinen zur Durchf

uhrung mechanischer T

atigkeiten sind sehr als und wurden
teilweise bereits von den Griechen entwickelt. Der Name Roboter geht zur

uck auf das St

uck `Rossum's
Universal Robot' von Karel Capeks (1921). Das Wort `robot' ist dabei eine Anlehnung an das tschechische
Wort `robota', was `schwer arbeiten' bedeutet. In dem St

uck sind Roboter menschen

ahnliche Kreaturen,
welche der Menschheit Dienstleistungen erbringen (nach Kreuzer et al. [KMLT94]).
Heutige Roboter sind allerdings recht mechanischer Art. F

ur sie wird daher auch der Begri Handha-
bungsger

at verwendet.
Laut ISA-Regelung TR 8373 deniert man Industrieroboter als
universell einsetzbare Handhabungsautomaten mit mindestens drei Achsen, deren Bewegun-
gen ohne mechanischen Eingri frei programmierbar sind und die mit Endeektoren, z.B.
Greifern und Werkzeugen ausger

ustet werden.
Heutige Roboter gehen auf zwei Entwicklungen zur

uck, n

amlich
1. die Fernbedienungstechnik f

ur radioaktives Material
Diese Technik setzte 1945 mit dem Einsatz von Teleoperatoren ein. Der Antrag erfolgte zun

achst
von Hand und sp

ater servoelektrisch (nach Dillmann [Dil86]).
2. Numerisch gesteuerte Fertigungstechnik (NC-Maschinen)
Diese Entwicklung begann 1949 mit der ersten NC-Maschine, die am MIT hergestellt wurde.
Die weitere Entwicklung l

at sich wie in Tabelle 8.1 charakterisieren [Dil86].
ab 1945 Entwicklung von Teleoperatoren und Kraftsensoren
ab 1950 Entwicklung von NC-Maschinen; einfache fest programmierte pick-and-
placement-Ger

ate
ab 1960 Mechanische Informationsspeicher (Nockenwalzen); erste frei programmierbare
Handhabungsger

ate
ab 1970 Elektronische Informationsspeicher; rechnergesteuerte Industrieroboter; Bahn-
steuerung; textuelle Programmierung
ab 1980 Sensorintegration; Integration in gr

oere Entwicklungs- und Fertigungssysteme
ab 1990 Verbesserungen der Konstruktion: b

urstenlose Motore, 32-Bit-Prozessoren; be-
ginnender Einsatz der k

unstlichen Intelligenz.
Tabelle 8.1: Entwicklung der Roboter
121
Eingesetzt werden Roboter in vielen Bereichen, so z.B. in der Raumfahrt, der Marinetechnologie, in der
Mikromechanik, in radioaktiven Bereichen, in gesundheitsgef

ahrdender Umgebung und neuerdings auch
in der Medizintechnik. Im Einsatzbereich ist zwischen Massenanwendungen und Spezialanwendungen
(wie z.B. der Raumfahrt) zu unterscheiden. Kreuzer et al. [KMLT94] stellen einen Trend von sehr all-
gemeinen Robotern hin zu modular aufgebauten Ger

aten mit austauschbaren Komponenten und hoher
Programmierbarkeit fest. Sie geben weiter an, da sich die urspr

unglich prognostizierten Einsatzzahlen
nicht erf

ullt haben und da die vielfach diskutierten sozialen Auswirkungen nur eine geringe Bedeutung
fr die Akzeptanz der Roboter gehabt haben.
8.1.2 Anforderungen
Anforderungen an Roboter sind u.a. die folgenden [KMLT94]:
 Es mu ein guter Kompromi zwischen Flexibilit

at und Spezialisiertheit des Roboters geschlossen
werden.
 Wunschvorstellungen: groer Arbeitsraum, hohe Nutzlast, hohe Geschwindigkeit, groe Genauig-
keit, geringes Eigengewicht, geringer Energieverbrauch, einfache Bedienung, niedrige Anschaungs-
kosten.
 M

oglichst genaue Einhaltung von vorprogrammierbaren Bewegungsabl

aufen, auch unter ver

ander-
lichen, ggf. metechnisch erfabaren Umweltbedingungen.
Nicht alle diese Eigenschaften k

onnen gleichzeitig realisiert werden, z.B. wegen der folgenden Einschr

ankun-
gen:
 endliche Steigkeit aller Komponenten,
 vorhandene Massentr

agheitsmomente,
 begrenzte Mefrequenz der Sensoren,
 endliche Meau

osung der Sensoren,
 Nichtlinearit

aten, Reibung, Spiel,
 Grenzen von Rechnerprogrammen und Rechnerhardware
Kreuzer et al. [KMLT94] fassen die Anforderungen an Roboter wie folgt zusammen:
1. Gute mechanische Eigenschaften, vor allem
 kleine mechanische Zeitkonstanten in den einzelnen Achsen ...,
 m

oglichst gleiches Bewegungsverhalten in den einzelnen Achsen ohne

Uberschwingen ...,
 hohe maximale Achsen- und kartesische Geschwindigkeiten,
 gutes F

uhrungs- und St

orverhalten,
 hohe statische Genauigkeit (Wiederholgenauigkeit),
 groer Positions- und Geschwindigkeitsstellbereich.
2. Geringe Zahl von hochtourig bewegten Bauteilen.
3. Angepate, m

oglichst spielfreie Getriebe.
4. Spezielle .... abgestimmte Antriebsmotoren.
5. G

unstige Motorbefestigung.
6. Einfache und leichte Ausf

uhrung der Bewegungselemente ...
7. G

unstiges Nutzlast-/Eigengewichtsverh

altnis.
8. An die Kinematik ... angepate Regeleinrichtungen
9. Geringer Aufwand bei der Optimierung der Achsregelkreise.
10. Genaue und st

orsichere Meeinrichtungen ....
8.1.3 Kinematische Grundtypen
Um Roboterelemente zu bewegen, werden sowohl Dreh- wie auch Verschiebebewegungen (Translationen)
eingesetzt. Meist werden die Bewegungen in zwei Gruppen aufgeteilt, n

amlich die groben sog. Makrobe-
wegungen mit drei Freiheitsgraden (geometrischen Parametern) und die Feinbewegungen mit einer Hand
mit ebenfalls drei Freiheitsgraden. Sechs Freiheitsgrade reichen aus, um einen K

orper in jede beliebige
Position innerhalb eines Raumes zu bringen. Die verschiedenen Roboter unterscheiden sich jetzt in der
Realisierung dieser insgesamt sechs Freiheitsgrade. Weiter besitzen sie jeweils einen unterschiedlichen
Arbeitsraum, d.h. einen unterschiedlichen Raum, der durch die Hand erreichbar ist. Die folgende Liste
erh

alt die unterschiedlichen Grundtypen realisierter Roboter, ohne Betrachtung der jeweiligen H

ande.
3 Translationen: , kubischer Arbeitsraum, kartesisches Koordinatensystem, Portal- und Ausleger-Bauform,
einfaches Steuerungskonzept, einfache Antriebsart, preiswert.
x
y
z
Abbildung 8.1: Bauart `Ausleger'
z
x
y
Abbildung 8.2: Bauart `Portal'
2 Translationen, 1 Rotation: (Hohl-) Zylinder als Arbeitsraum, Zylinder als Koordinatensystem, Bau-
form: Dreh-Schubarm, steife Bauart, g

unstige Motoranordnung m

oglich.
x
ϕ
z
Abbildung 8.3: Bauart `Dreh-Schub-Arm'
1 Translation, 2 Rotationen:
 Bauart SCARA (selective compliance assembly robot arm) an Hubs

aule, steif, genau, gr

oe
H

ohenverstellbarkeit.
ϕ
φz
Abbildung 8.4: Bauart `Scara am Hubarm'
 Bauart SCARA, steif, genau, geringe H

ohenverstellbarkeit, keine Handschwenkung
ϕ
φ
z
Abbildung 8.5: Bauart `SCARA'
 Bauart Horizontalparallelogramm, sehr steif
 Bauart Schwenk-Schubarm, steif, sehr g

unstige Schwerpunktlage, g

unstige Krafteinleitung
3 Rotationen:
 Bauart Knickarm, groer Verstellbereich, Addition von mehreren Fehlern bis zur Hand, ver-
breitet
ϕ
φ
δ
Abbildung 8.6: Bauart `Knickarm'
 Bauart Vierergelenk, sehr steif
ϕ φ
α
Abbildung 8.7: Bauart `Vierergelenk'
 Bauart: exibler Arm, keine Totlagen, nicht sehr genau, nur ein Hersteller bekannt [KMLT94].
Als detaillierter betrachtetes Beispiel wird hier der Roboter HDS 06 der Fa. Nokia betrachtet (siehe Abb.
8.8).
Abbildung 8.8: Gesamtansicht eines Roboters (
c
Springer-Verlag)
Dieser Roboter verf

ugt

uber insgesamt 6 Drehachsen.
8.1.4 Kinematik
8.1.4.1 Transformation von Manipulator- in Weltkoordinaten
Zur Programmierung von Robotern ist es nat

urlich erforderlich, aufgrund der Stellung der Achsen die
jeweilige Lage der Roboterhand (des sog. Eektors) auszurechen. Die Winkel (und ggf. die L

angen)
der einzelnen Roboterabschnitte bilden das sog. gelenknat

urliche Koordinatensystem. F

ur unseren
Beispielroboter zeigt die Abb. 8.9 das gelenknat

urliche Koordinatensystem.
Wir fassen die sechs Parameter zu einem Lagevektor y mit den Komponenten
y = [Z;GAO; Y;BE2; AL3; BE3]
T
zusammen. Sofern ein Manipulator aus p Teilen besteht, kann die Lage und die Orientierung jedes Teils
in bezug auf ein festes Koordinatensystem die Lage des Schwerpunkts C
i
und die Orientierung des Teils
angegeben werden. Die Lage des Vektors zum Massenschwerpunkt kann durch einen Vektor
r
i
= r
i
(y; t)
und eine Drehmatix S
Abbildung 8.9: Koordinatensystem eines Roboters (
c
Springer-Verlag, Nokia)
S
i
= S
i
(y; t)
eindeutig festgelegt werden (siehe auch Abb. 8.10).
Abbildung 8.10: Koordinatensystem eines Roboters (
c
Springer-Verlag, Nokia)
F

ur die Drehung des Koordinatensystems (O
3
; x
3
; y
3
; z
3
) in dieser Abbildung gilt beispielsweise
2
S
3
=
2
4
cos
3
0 sin
3
0 1 0
 sin
3
0 cons
3
3
5
(8.1)
Aus Gleichungen wie dieser kann im Prinzip die Lage des Eektors anhand der gelenknat

urlichen Ko-
ordinaten bestimmt werden. Konkrete Methoden dazu, wie zum Beispiel die Denavit-Hartenberg-
Methode, sind u.a. bei Keuzer [KMLT94] beschrieben.
8.1.4.2 Transformation von Welt- in Manipulatorkoordinaten
In den Anwendungen mu man natrlich sehr h

aug die gew

unschte Lage der Roboterhand in Weltkoordinaten-
Darstellung in die gelenknat

urlichen Koordinaten transformieren. Dieses Problem ist auch als inverses
Problem bekannt. Im Unterschied zu der umgekehrten Transformation ist die Transformation in gelen-
knat

urliche Koordinaten nicht eindeutig bestimmt. Im Gegenteil: es gibt f

ur eine konkrete Lage der Hand
meist viele m

ogliche L

osungen. In der Praxis schr

ankt man den L

osungsraum ein und sucht dann mit

ublichen mathematischen Verfahren eine der verbleibenden L

osungen.
F

ur die R

ucktransformation der Weltkoordinaten des Eektors m

ussen man von den Gleichungen, welche
Weltkoordinaten und nat

urliche Koordinaten miteinander in Beziehung setzen, ausgehen. F

ur Lage und
Orientierung des Eektors gilt:
x
s
= f
1
(
i
; l
i
) x
e
= g
1
(
i
; l
i
)
y
s
= f
2
(
i
; l
i
) y
e
= g
2
(
i
; l
i
)(8.2)
z
s
= f
3
(
i
; l
i
) z
e
= g
3
(
i
; l
i
)
Diese Funktionen enthalten Summen von Sinus- und Kosinusfunktionen. Sie m

ussen nach den 
i
bzw. l
i
f

ur jeden der Freiheitsgrade aufgel

ost werden. Kreuzer [KMLT94] beschreibt hierf

ur ein Verfahren von
Paul.
8.2 Mobile und intelligente autonome Systeme
Eine neuere Tendenz der Robotertechnik ist die Tendenz zu autonomen Systemen. Diese Systeme sind
nicht wie klassische Handhabungsroboter f

ur den Einsatz in der Fabrikation oder -allgemeiner- als Hand-
habungssystem vorgesehen. Vielmehr verrichten sie unabh

angig von Fabrikationsanlagen vielf

altige Dien-
ste. Die Programmierung derartiger autonomer Systeme stellt auch interessante Herausforderungen an
die Informatik. Beispielsweise kommen Techniken der k

unstlichen Intelligenz zum Einsatz.
Als Beispiel eines solchen Systems betrachten wir die mechanische Nachbildung einer Stabheuschrecke,
welche in der Abteilung f

ur Kybernetik der Fachbereichs Biologie der Universit

at Bielefeld in Kooperation
mit einem Maschinenbaulehrstuhl der Technischen Universit

at M

unchen entstanden ist (siehe Abbildun-
gen 8.11 und 8.12).
Abbildung 8.11: Nachbildung einer Stabheuschrecke
Mit diesem Modell wurden Untersuchungen zu m

oglichen Vorg

angen im Gehirn der Stabheuschrecke
durchgef

uhrt.
In Kombination mit der Konstruktion dieser technischen Stabheuschrecke wurde auch ein technisch ein-
setzbares Ger

at entwickelt, der sog. Rohrkrabbler (siehe Abb. 8.13).
Abbildung 8.12: Nachbildung einer Stabheuschrecke
Abbildung 8.13: Rohr-Krabbler (
c
Springer-Verlag)
Der Rohrkrabbler ist in der Lage, sich selbst

andig in Rohren zu bewegen und Bilder an die Auenwelt zu

ubertragen. Es ist daran gedacht, derartige Systeme zur Wartung von Rohrleitungsnetzen einzusetzen.
\Der Rohrkrabbler hat insgesamt acht Beine, von denen jeweils vier vorne und vier hinten sternf

ormig 18. Vorl.
angeordnet sind. Jedes Bein hat zwei aktive, von Gleichstrommotoren angetriebene Gelenke, welche dem
Bein innerhalb der jeweiligen Ebene die volle Beweglichkeit geben. Ein zus

atzliches, mit viskoelastischen
Materialien gefedertes passives Gelenk erm

oglicht kleine Ausgleichsbewegungen senkrecht dazu. ... Jedes
aktive Gelenk hat jeweils ein Potentiometer zur Erfassung des Gelenkwinkels und ein Tachometer f

ur
die Motordrehzahl. Des weiteren k

onnen die Beinkr

afte in allen drei Raumrichtungen gemessen werden."
[Zitat Romann und Pfeier [RP95]]
F

ur die Steuerung des Rohrkrabblers gab es folgende Vorgaben
1
:
 Realisierung der Bewegung und Kontrolle der Position,
 Sicheres Beherrschen der Beinkr

afte, um ein Durchrutschen von Beinen oder Abgleiten des Krab-
blers zu verhindern,
 Aufgrund der Steuerungselektronik und der klaren Strukutr weitestm

oglich dezentrale Realisierung
trotz starker Koppelung tragender Beine,
 Erweiterbarkeit auf schwierigere Rohrgeometrien.
Zur Realisierung dieser Anforderungen wurde eine Struktur aus zwei hierarchisch weiter unterteilten
Ebenen entwickelt. Diese Unterteilung basiert u.a. auf den Erfahrungen mit der o.a. Stabheuschrecke.
Beide Ebenen k

onnen noch in einen zentralen und einen dezentralen (Bein-) Anteil zergliedert werden.
Die obere Ebene deckt Koordinierungsaufgaben ab, w

ahrend die untere die Kontrolle der Lagen und
Kr

afte durchf

uhrt (sog. operative Ebene, siehe Abb. 8.14 und 8.15
Die zentrale Koordinationsebene koordiniert die beiden Beinebenen zueinander und beseitigt globale
St

orungen. Vor allem wird in dieser Ebene der Wechsel der tragenden Beine bestimmt.
Die dezentrale Koordinationsebene kontrolliert den Schrittablauf eines Beines. Die einzelnen Phasen der
Bewegung wie auch lokale St

orungen werden hier behandelt.
1
Darstellung weiterhin nach Romann und Pfeier [RP95].
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Abbildung 8.15: Operative Ebene
Auf der zentralen operativen Ebene wird die Lage des Zentralk

orpers geregelt, indem die Beine als
Stellglieder verwendet werden. Eine besondere Schwierigkeit liegt in dem Einhalten der Haftbedingungen.
In der dezentralen operativen Ebene werden die vorgegebenen Kr

afte und die Bewegung eines Beines
kontrolliert.
Zur Realisierung der Steuerung wird f

ur je 2 Beine ein Mikrocontroller eingesetzt, f

ur die zentrale Koor-
dination kommt noch ein weiterer hinzu.
Die Simulation der mechanischen Eigenschaften des Rohr-Krabblers in Kombination mit der Auslegung
der elektrischen Regelkreise ist bei Romann et al. beschrieben [RP95].
Das Beispiel des Rohrkrabblers wurde hier besprochen, um exemplarisch zu zeigen, was in der zweiten
H

alfte der neunziger Jahre Stand der Technik im Bereich der autonomen Systeme ist. Es sollte hiermit
die

Uberlappung der verschiedenen Fachdisziplinen (Informatik, Elektrotechnik, Maschinenbau, evtl. auch
Biologie) deutlich werden. Das Beispiel soll auch die enorme Dynamik in diesem Anwendungsbereich der
Informatik belegen. Zu den autonomen Systemen geh

ort auch das erste Segelboot, das ohne Skipper die
Welt umsegeln soll.
Autonome Systeme nden auch in vielen anderen Bereichen Anwendung. So wurden beispielsweise im
ESPRIT-Prokjekt Prometheus autonome Fahrzeuglenkungssysteme erforscht. Wir betrachten diese Sy-
steme im folgenden Kapitel im Zusammenhang mit dem Maschinellen Sehen.
Kapitel 9
Maschinelles Sehen
9.1 Fahrzeug-Beeinussung und Fahrzeug-Lenkung
Entwickelte autonome Systeme sind in der Lage, Fahrer bei dem F

uhren von Autos zu unterst

utzen und
dabei selbst

andig Gefahrensituationen wie etwa zu kurze Abst

ande zwischen Fahrzeugen zu erkennen
(siehe auch Abb. 9.1). Die Schl

usseltechnologie hierf

ur liegt in intelligenten Bildverarbeitungsmethoden.
Abbildung 9.1: Intelligente Szenenerkennung (
c
Springer-Verlag)
Als Beispiel betrachten wir Ergebnisse des ESPRIT-Projekts Prometheus [Dic95]. Mit den Methoden
dieses Projekts konnten 1995 die folgenden F

ahigkeiten erreicht werden:
 Automatische Fahrzeuglenkung innerhalb einer Fahrbahn mit Anpassung der Geschwindigkeit an
die Fahrbahnkr

ummung bis zu einer maximalen Geschwindigkeit von 130 km/h,
 Fahren innerhalb einer Fahrzeugschlange mit automatischem Einhalten des Sicherheitsabstandes,
 Fahren im stop-and-go-Verkehr,
 Fahrbahnwechsel,
 Anhalten vor einem Hindernis,
 Abbiegen an einer Kreuzung.
Was sind die Grundz

uge der Technik eines solchen intelligenten Systems? Abb. 9.2 beschreibt die wesent-
lichen Komponenten des Systems.
Jeweils zwei Kameras sind im Fahrzeug vorn und hinten montiert und mit einer Kompensation rascher
Ersch

utterungsvorg

ange ausgestattet. Ihre Daten gehen an dedizierte Videoverarbeitungsprozessoren, wel-
che jeweils f

ur die Erkennung bestimmter, auf Straen h

auger Objekte zust

andig sind. Ein Prozessor
hat besipielsweise anhand der Fahrbahnmarkierungen die Lage und ggf. die Kr

ummung der Fahrbahn
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Abbildung 9.2: Komponenten einer automatischen Fahrzeugsteuerung
zu erkennen. Weitere Prozessoren sind f

ur die Erkennung von Hindernissen zust

andig. So werden auch
vorausfahrende Fahrzeuge erkannt (siehe Abb. 9.1).
Allerdings basiert diese Erkennung auf dem Schatten unterhalb eines Fahrzeugs und ist daher f

ur Land-
straen, neben denen auch B

aume Schatten werfen, weniger geeignet.
In beschr

ankten Umfang k

onnen diese Systeme auch Bremsvorg

ange einleiten. Allerdings beschr

ankt man
sich sicherheitshalber vorwiegend auf die Motorbremse (wobei ein automatisches Herunterschalten des
Ganges m

oglich ist). Eine Einwirkung auf die Fubremse ist in Deutschland nur bis zu einem gewissen
Anteil der Bremswirkung der Fubremse erlaubt.
9.2 Teilschritte maschinellen Sehens
Zur Fahrzeuglenkung werden bereits hierarchische Methoden der Erkennung von Objekten eingesetzt.
Dies ist generell der Ansatz des maschinellen Sehens. Abb. 9.3 enth

alt ein entsprechendes Rahmenmodell
[Fri91]
1
.
Die Szenenbestrahlung dient in erster Linie zur Erzeugung eine guten Kontrastes, und zur Hervorhebung
relevanter Ober

achenstrukturen. Durch r

aumlich strukturierte Strahlung k

onnen geometrische Gr

oen
aus der Szene in charakteristische Helligkeitsmuster umgesetzt werden.
F

ur die Bildaufnahme werden

ublicherweise CCD-Kameras verwendet. Aus den einzelnen Abtastwerten
B(i; j) kann in

Ubertragung der Ergebnisse f

ur eindimensionale Abtastung aus den diskreten Amplitu-
denwerten wieder der kontinuierliche Amplitudenverlauf regeneriert werden:
b(x; y) =
i
0
X
i=0
j
0
X
j=0
B(i; ; j)
sin
 
x
x
  i

sin

y
y
  j


 
x
x
  i



y
y
  j

F

ur den Bereich der Standardalgorithmen der Rasterbildverarbeitung sei hier auf die Vorlesung `Graphi-
sche Systeme' verwiesen, in der Themen wie z.B. die Kantenversteilung, Konturerkennung usw. behandelt
werden. Alle diese Techniken geh

oren zu einem vollst

andigen Bild autonomer Systeme dazu. Ohne Tech-
niken zur Erkennnung von Objekten k

onnte die o.a. Fahrzeugsteuerung nicht funktionieren.
1
Dieser Teil der Vorlesung konnte aufgrund des besonders kurzen Sommersemesters nicht in der eigentlich gew

unschten
Ausf

uhrlichkeit behandelt werden.
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Abbildung 9.3: Rahmenmodell des maschinellen Sehens
In diesem Skript nicht enthalten ist der Sto der abschlieenden Vorlesung

uber Fuzzy-Logik in der
Bildverarbeitung und Qualit

atssicherung.
Schlubemerkung
Das vorliegende Manuskript gibt die wesentlichen Inhalte der im Sommersemester 1998 erstmalig ange-
botenen Vorlesung `Prozerechner' wieder. Nicht immer gab es w

ahrend der Vorbereitung der Vorlesung
hinreichend Zeit, eine optimale Auswahl und Darstellung des Stos zu erreichen. Als Folge davon mute
dieses Skript z.Tl. enger an vorhandene Quellen angelehnt werden, als dies bei einer Wiederholung der
Vorlesung der Fall gewesen w

are. Bei einer Wiederholung k

onnten sowohl anregende didaktische Elemen-
te wie auch die Darstellung des theoretischen Hintergrundes erweitert werden. Vor diesem Hintergrund
m

ochte ich hier dringend zum selbstst

andigen Studium zumindest der wichtigten der angegebenen Quel-
len raten. Dies schliet auch das lesenswerte Buch von Krishna und Shin ein [KS97], welches gegen Ende
der Vorlesung verf

ugbar wurde.
Die Vorlesung sollte einen

Uberblick

uber eine groe Zahl von Themen geben, die mit Realzeitsystemen
in Verbindung stehen. Als Vorteil sollte die Verbindung der verschiedenen Themenbereiche untereinander
klar werden. Eine solche

Ubersichtsvorlesung sollte aber durch vertiefende Lehrveranstaltungen erg

anzt
werden. Im Zusammenhang mit dieser Vorlesung bieten sich viele solcher Veranstaltungen an, so z.B.
zu den Themen `parallele Systeme', `Softwaretest-Methoden', `Spezikationstechniken', `formale Veri-
kation', `Software-Technologie', `Regelungstechnik', `Digitale Signalverarbeitung', `Logische Systeme der
Informatik' (im Zusammenhang mit der Fuzzy-Logik) und `Bildverarbeitung' an. Derartige Erg

anzungen
werden empfohlen.
Eine frohe, vorlesungsfreie Zeit!
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