This article is dedicated to the generation of sizing procedures used during the preliminary optimal design of physical parts of mechatronic systems. The knowledge necessary to such design is composed of two layers: mechatronic system layer and component layer. Such knowledge can be represented by algebraic equations directly or by the use of metamodeling techniques. Constraint networks and graphs theory are used here to represent and order the constraints and the links between those algebraic models in order to obtain a well-posed optimization problem. The selected or developed algorithms are finally illustrated with typical problems of component selection.
From models to optimal preliminary design of mechatronics systems Preliminary design of mechatronic systems A mechatronic system (Auslander, 1996) expands the capabilities of conventional mechanical systems through the integration of different technological areas around a power transmission part and an information processing part. Van der Auweraer et al. (2013) and Hehenberger et al. (2010) highlight the fact that the design of such multi-domain systems requires different modeling layers as represented in Figure 1: 1. A mechatronic system layer, to take into account the functional and physical coupling between components. This level of modeling is usually done using zero-dimensional and one-dimensional models also called lumped parameter models represented by algebraic equations, ordinary differential equations (ODE) or differential algebraic equations (DAE) (Cellier and Greifeneder, 1991) . During preliminary design, these models represent sizing scenarios. Meta-modeling techniques often enable to represent those models by algebraic equations for a quicker optimization (Budinger et al., 2014b) .
2.
A specific domain or component layer, to describe the performance limits and parameters necessary in the previous layer, based on a geometric representation. The specific domain phenomena are generally represented through partial differential equations (PDE). This level of modeling can be achieved, for simplified geometries by using analytical models or, for complex two-dimensional and three-dimensional geometries, by using numerical approximations, such as the finite element method (FEM) for instance. During preliminary design and optimization, this layer can be represented by analytical models, meta-models (Budinger et al., 2014a) or scaling laws (Budinger et al., 2012) .
(which is required by the specification) from the characteristics of components (which sizing activities want to define). All representative models have to be manipulated in order to solve this inverse problem. There are essentially two types of solutions:
1. Selection or sizing procedures, judicious succession of calculations and tests, which determine the main characteristics of components to select. 2. Optimization algorithms that minimize the difference between the desired and achieved performances by changing the main characteristics of components.
In this article, the goal is to make joint use of these two approaches, sizing procedures and optimization, combined to mechatronic systems and components layers representation of knowledge. The next section will present a state-of-the-art overview of the different ways of representing a sizing procedure. We will focus on their generation by using simple graphical means or by using algorithms from graph theory. The different approaches and issues will finally be illustrated with simple but typical examples.
State of the art on sizing procedure representations
The sizing procedure can be considered as a major part of the whole preliminary sizing process. When the problem is complex, the methods that represent all the interactions between components from various fields (mechanical, electrical, etc.) become valuable. This section focuses on representation methods.
Causal diagram
The causal diagram is a graphical tool representing the causal relationships between variables. It is in fact an oriented graph representing a calculation scheme. Examples of causal diagrams can be found in SALOME (2014) or Liscouet-Hanke and Huynh (2013) . With a causal diagram, the couplings between the different entities may be difficult to visualize. An important problem is that of algebraic loops, which is named circular reference errors in spreadsheets and is characterized by relations such as y = f(x) and x = g(y).
N 2 diagrams
The N 2 diagram formalism was introduced in the 1970s by the system engineer Robert J. Lano (NASA, 1995) . N gives the number of entities considered. This diagram is a causal diagram where the graphical entities (blocks) and interactions (arrows) are dictated by an organization convention as shown in Figure 2 (a). The inputs of the blocks are represented by vertical arrows while the outputs must be horizontal arrows. This display provides a quick visual summary of the organization of the system studied. In particular, the couplings and algebraic loops between blocks are easily identifiable: for example, Figure 2 highlights coupling between block ''2'' and block ''3.'' 
DSM matrix
A design structure matrix or dependency structure matrix (DSM) is the adjacency matrix of a N 2 diagram (an example is given in Figure 2(b) ). The DSM, as its name says, is a matrix representing links or information exchanges, which can be used at various levels: working group, system level (Shekar et al., 2011) or component level focusing on modularity analysis (Qiang et al., 2012) . In this representation, a perfect straightforward sequence is represented by a lower triangular matrix, while the upper non-empty box represents a feedback design loop.
Graphs
Finally, a sizing procedure is quite similar to a constraint network (Friedman and Leondes, 1969; Gelle and Faltings, 2003; Serrano, 1987) , since sizing parameters represent variables, equalities and inequalities are viewed as constraints. Therefore, all the tools applied to the representation of constraints network and graph theory can be applied. That is why various algorithms applied to graph theory can be integrated to a global calculation ordering method. In the following sub-parts, different graphical representations will be used. Some of them represent how equations will match parameters; in this case, both equations (square node) and non-determined parameters (circular node) are represented in a non-oriented graph. Let us take the nonoriented, declarative equations
A matching is generally represented in what is called a bipartite graph, Figure 3 
Sizing procedure definition

Objectives
This section deals with the representation of a set of design calculations and the scheduling of information flows into a sizing procedure. In order to have a wellposed sizing procedure, easy to use in any computing environment, it must be explicit without internal numerical solver. For a complex problem gathering numerous equations and constraints, it might be not obvious to find a proper explicit sequence (no singularity and no loop), which is why the problem must be adapted.
Next sections will present the following: the typical inputs and outputs of such procedure, which will be used in an optimization problem, the proposed methodology and process, how to set up manually a sizing procedure using graphical tools, a computer implementation using algorithms from graph theory, and finally how to identify the main typical problems that can occur with illustrations on elementary examples.
Inputs and outputs of an optimization problem
An optimization problem can be formulated mathematically as follows: where:
1. The goal is the objective function f.
Design alternatives are expressed by a set of values
assigned to the design variables x within a design domain. 3. Constraints (h and g) limit the number of alternatives to those satisfying physical principles and design specifications.
The functions (f, g, h) can be explicit or implicit, algebraic or achieved by subroutines that solve systems of differential equations iteratively. The goal here is to define those functions within a sizing procedure. This sizing procedure should be preferably explicit and quick to evaluate.
Ordering methodology and process
The equations ordering methodology is organized into three main steps, summed-up in Table 1 .
This global method helps to reveal additional design parameters and to structure the sizing procedure, which can be used by an optimization algorithm.
This process of block lower triangulation may be applied to any type of knowledge represented by models. However, in the case of a mechatronic system, it is possible to distinguish two levels of knowledge: 1. A component layer that represents the specific domains knowledge for each component. This knowledge is represented by parameters (definition, integration, simulation, evaluation) and equations (estimation models) linking the parameters of only one component. Each set of equations and parameters is component-independent and can thus be stored and reused in the form of a library. 2. A mechatronic system layer that represents the system-level interactions between components and specifications declined on all sizing scenarios. These models can link characteristics of multiple components from component layer freely.
''DesignGraph'': sizing procedure synthesis thanks to graphical manipulations For design problems characterized by a reduced set of equations, a skilled designer will be able to order quickly and intuitively design constraints of his area of knowledge. However, it is also possible to graphically represent and order these equations. This graphical representation, here called ''DesignGraph,'' can be used as a teaching tool with students or as an analysis tool for an engineer in the case of new design scenarios or new technology. The problem definition, Task 1 of Table 1 , is achieved with a bipartite graph for each design layer as represented in Figure 4(a) , where 1. The parameters are set at mechatronic system layer from requirement specifications (performances, constraints) and at component layer by listing the components of the architecture and their main characteristics. 2. The equations are then introduced to link the different parameters: at the mechatronic system layer level with equations representing design scenarios and at the components layer level with estimation models.
At this point, the relationships between the parameters and equations are represented as non-oriented edges.
The orientation of the equations is the next step and corresponds to Task 2 from Table 1. The parameters with value imposed by the specifications are selected as inputs for the sizing procedure and can be removed from the matching process. Some parameters in the specification may take the form of outputs if the wording of the requirement defines them as an objective to minimize or maximize or as a maximum or minimum limit constraint to respect. Figure 4 (b) summarizes the graphical notation that can be chosen to represent these parameters in a form approaching an influence diagram (Malak et al., 2009 ) in order to prepare the implementation of the optimization problem. Tarjan algorithm (Helary, 2004) 3.2 Identify and highlight the minimum set of parameters to be fixed in each SCC to suppress calculation loop errors Heuristic algorithm (Reddy et al., 1996) 3.3 Loops are displaced to upper layer manually by the designer
As an equation can generate only one output, the edges have to be oriented in order to have only one output per calculation node (Figure 4(c) ). If the same equation remains undetermined for several parameters (Figure 4(d) ), some design assumptions have to be done by stating that some parameters are known. These new design parameters can be included in the optimization problem and their optimal value can be determined via the optimization algorithm. A preferred choice for these new design parameters is that of parameters participating in a large number of equations (such as gear reduction ratio) and values defined into a known range [min; max]. These assumptions allow to balance the number of equations available and the number of parameters to be determined by the calculation procedure. The first example of the last section illustrates this case of under-constrained problem.
If several equations of design scenarios have the same output, Figure 4(d) , the problem may be overconstrained. Two solutions can be applied: by adding a safety factor and managing one of the equations as a constraint in the optimization problem or by giving the assignment to the most restrictive equation when direct comparison is possible. The second example of the last section illustrates this case of over-constrained problem.
The treatment of possible algebraic loop is the last step and corresponds to Task 3 in Table 1 . An algebraic loop can be typically found in the selection of a component involving the use of characteristics of this same component. This case is represented graphically by a loop involving a design scenario equation and an estimation model equation as shown in Figure 4(d) . Adding once again a new design parameter, such as an over-sizing coefficient, and a constraint to be checked by the optimization algorithm makes the sizing procedure explicit. The last example of the last section illustrates this case.
At the end of this graphical treatment, the final sequence of equations can be represented as an upper triangular N 2 diagram or as a lower triangular matrix ( Figure 2 ) in order to check that the sequence of equations is explicit.
''GraphSize'': sizing procedure synthesis through algorithmic manipulations
In the case of the design of a multi-domain product characterized by a large set of equations, it may be difficult for an engineer to write and order manually the equations properly in order to establish an explicit and straightforward design procedure. A computer tool, which can help him do so, then becomes valuable. Here, an in-house MATLAB implementation of such software, that we have called ''GraphSize,'' is presented.
For the problem definition, Task 1 in Table 1 , ''GraphSize'' represents the equations and parameters in both components and mechatronic system layers, defined in the previous two paragraphs. This decomposition facilitates the reuse of models through component libraries (component layer) or sizing scenario libraries (mechatronic system layer). The relations, called ''rules,'' may take the form of equalities or inequalities. The tool automatically lists the parameters from the equations. These rules can be declared in an equation section, and will then be analyzed to be ordered, or in a constraint section, and will then be used as constraints only by the optimization algorithm remaining out of the ordering process.
The problem is thus defined by a given number of non-oriented equalities or inequalities. Most of the time, optimal values are obtained for a solution around the constraint. For example, for a motor where the design driver is the coil maximum temperature T max , the designer may check that T coil T max , leading to an over-sized solution. But if in addition to that inequality, the motor mass has to be minimized, the final result will tend to an equality T coil = T max . Therefore, at first, inequalities in the equations section will be considered as equalities and only if the problem is over-constrained, some adaptation will be made adding oversizing parameters and moving inequalities to the constraints section in order to decrease over-constraint order. So, having a problem of ''n'' equations functions of ''m'' unknown parameters, it will be first interesting to assign one output parameter to each equation in order to orient the problem. The orientation of the equations corresponds to Task 2 in Table 1 .
This means that the equations will be transformed as follows
To ensure that the assignment number is as high as possible, an augmenting path method will be applied. This method is based on the matching Hopcroft & Karp (H&K) algorithm (Duff and Wiberg, 1988) . Before applying the H&K algorithm, a heuristic method is applied to match equations (rows) and parameters (columns). It consists in matching each equation to the first free column encountered that is linked to the row, repeating the principle from first to last row. Then, if the matching is lower than the maximum possible assignment (lowest matrix dimension), H&K is applied to an assigned matrix. The algorithm presented by Duff and Wiberg (1988) , consists of two steps: a breadth first search (BFS) and a depth first search (DFS), repeated till the assignment does not increase. It must be applied to a graph that is not disjoint (i.e. all the nodes are reachable by performing a DFS or BFS with a single starting node):
1. Generate the graph by applying a BFS starting from all currently free row nodes (equations) and stopping when a first free column node (parameter) is encountered. During this step, while descending the graph tree, a parameter node is linked to its matching equation node, while an equation is linked to the remaining parameters. During the BFS, dependency matrix crosses are replaced by level orders so as to identify the path orientation and simplify the following step. 2. Starting from a free column node, a DFS is applied crossing decreasing indices of the dependency matrix. Then, when an augmenting path is encountered, matching along the path is modified and the algorithm returns to step 1.
The next step will identify parts of the problem presenting under-constrained or over-constrained singularities (Pothen and Fan, 1990) . Of course, if n6 ¼m, the problem is singular, but we will see that n = m does not necessarily mean the problem is not singular. This step may help the designer to fix parameters as inputs and move inequalities from equations to constraints (handled by the optimization upper layer).
When the equation orientation has been done, the dependency matrix, as shown in Figure 3 , can be drafted and feedback loops and strongly connected components (SCC) will be extracted, thanks to a Tarjan algorithm (Allain, 2003; Helary, 2004) . And here comes the last step of the method (Task 3 of Table 1 ). For each SCC, a heuristic algorithm finds the minimal number of internal parameters to fix in order to determine all the other parameters encountered in the SCC (Buckley et al., 1992; Reddy et al., 1996) . Normally, these particular parameters are used as initial inputs to the numerical iteration loops, and then all other parameters are obtained and will lead to a new estimation of the inputs values, looping until the error between fixed and estimated value falls below an acceptable threshold. In our case, the SCC input parameters will be extracted at input level and defined within a range, then the value calculated within SCC will be compared to the input through an additional constraint handled by the optimization layer. These problem solving choices were driven by the wish to use an independent solver generating a standard code, which can be imported into as many calculation or optimization environments as possible.
Typical problems
Global concepts were presented in previous parts. The idea is now to present a few examples to highlight the value of such methods especially regarding singularity and loop issues. The examples discussed here are deliberately simple to facilitate the demonstration but deal with each typical issue encountered in the implementation of sizing procedure. They are based on servohydrostatic actuator (SHA) and electromechanical actuator (EMA) sizing ( Figure 5 ). 
Under-constrained singularity: hydraulic jack
The aim is to implement the selection procedure of a hydraulic servo-actuator (jack and servo-valve) to ensure a rated load F 0 and a rated speed V 0 for a useful stroke dx. The anchorage structure has a stiffness K and does not tolerate effort higher than F max . The maximum flow rate Q max (no-load flow) required by the actuator should be minimized to reduce the mass of the hydraulic supply system. The physical equations for such a system are summed-up here and can be represented by using a DesignGraph, as shown in Figure 6 F max = S Á P net ð4Þ 
Equations (5) to (7) refer to jack component and link the total stroke C, piston area S and rated flow Q 0 to the specifications. Equations (8) and (9) From the listed parameters, some will be determined as input by the customer's specification document, F 0 , V 0 , d x , P net and K; while others are objective, Q max which must be minimized, or constraint, F max F structure limited by maximum allowable load of the structure (optimization upper layer). With these choices, the problem is reduced to six equations-eight parameters and is even undetermined.
The DesignGraph allows to highlight the sub-constraints: calculation nodes 6 to 8 (Figure 6(a) and (b)) indeed require to assume that two parameters are known to allow the sequencing of computations. As d Pnom may be given as a test definition by the valve technology, it may be taken as input and P 0 is easy to limit to a range equal to [0; P net ], so it will be taken as second input (variable). A new sequence of equations, given An optimization problem with P 0 as design parameter, Q max as objective and F max as constraint is thus obtained. The optimization enables to find a classical hydraulic design rule: the pressure P 0 must be equal to two out of three in P net in order to minimize Q max .
Over-constrained singularity: roller-screw
Here will be presented an over-constrained problem, which is quite simple but which will allow to present the way to solve this kind of singularity. The objective is to select a roller-screw subjected to two constraints: a static load F max and a dynamic load representing rolling fatigue F RMC .
The problem can be divided this time by using the two above-mentioned layers, beginning with the component layer and roller-screw scaling laws explained in Budinger et al. (2012) 
where F 0 and F d are roller-screw static and dynamic definition load, respectively; L n is the nut length; and m s is the screw mass per unit length. A ''ref'' index refers to reference component features. Therefore, the screw total mass M s is calculated using the formula
where the screw total length L s comes from the mechatronic system layer equation
It is in fact the sum of the useful actuator stroke C, the nut length, and the thrust bearing length L b . The last two equations are constraints expressed at mechatronic system layer and insuring proper use of the roller-screw
As reference component data (m s,ref , F 0,ref , .) and specifications (F max and F RMC ) are available, and as thrust bearing will be considered to be sized first, then the problem is in fact seven equations with six undetermined parameters (Figure 7(a) ).
The obtained matrix (Figure 7(b) ) clearly highlights that one of the last three equations must be removed to obtain non-singular problem. To do so, one of the inequalities must be displaced to constraints, equation (16), for example.
Yet, without modifying the other equation (considered as: F 0 = F max ), if fatigue is the sizing criteria, the constraint will never be met. That is why a degree of freedom ''k c '' must be introduced to the equation
With k c a variable input here within the range [1; + N]. Then, the final result is the one presented in Figure 7 (c), where k c will represent an over-sizing coefficient to validate dynamic sizing.
Algebraic loop: brushless electric motor
The purpose of the last example is to highlight algebraic loop within a sizing procedure. To do so, a brushless electric motor will be sized considering only the maximum transient torque it has to deliver, T 0 . This torque is calculated at mechatronic system layer as the sum of transient application load demand T load and the additional inertia load, product of the motor inertia J and its acceleration rate d w
Then, applying scaling laws of Budinger et al. (2012) , the following equations of inertia and mass M are obtained using reference properties
As reference components such as torque and acceleration demands are determined, the problem is composed of three equations and three unknowns.
In Figure 8 
Another way to solve it, this time automatically with a heuristic program, is by fixing as input T 0,f within the range [T load ; 10.T load ]. Then, the algebraic loop does not exist anymore. Equation (18) is used as an output estimator
The acceptance error criterion is described as a constraint T 0, e À T 0, f
This new sizing procedure has no algebraic loop, thanks to the introduction of a new design parameter and a new constraint for the optimization problem. 
