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Abstract 
The linear ordering polytope P~.o is defined as the convex hull of all the incidence vectors of 
the acyclic tournaments on n nodes, it is known that for every facet of P~.o there corresponds 
a digraph inducing it. Let D be a digraph that induces a facet-defining inequality for P~.o, that is 
nonequivalent to a trivial inequality or to a 3-dicycle inequality. We show that for such 
a digraph the following holds: the value ~ of a minimum inteoral dicycle cover is greater than the 
value 3" of a minimum dicycle cover. We show that 3" can be found by minimizing a linear 
function over a polytope which is defined by a polynomial number of constraints. 
Let v denote the value of a maximum integral dieycle packing. We prove that if D is a certain 
digraph with a two-node cut satisfying ~ = v in each part, then ~ = v in D as well. Dridi's 
description of P~o enables asimple derivation oftbe fact that ~ = v for any digraph on 5 nodes. 
Combining these results with the theorem of Luccbesi and Younger for planar digraphs as well 
as Wagner's decomposition, we obtain that ~ = v in K3.3-frce digraphs. This last result was 
proved recently by Barahona et al. (1990) using polyhedral techniques while our proof is based 
mainly on combinatorial tools. 
I. Introduction 
Let Dn be the complete digraph on n nodes. Let P~.o denote the convex hull of all the 
incidence vectors of arc sets of linear orderings of the nodes of D. (i.e. these are exactly 
the incidence vectors of the acyclic tournaments of Dn). P~.o is called the linear 
ordering polytope. The linear ordering problem consists of maximizing a linear 
function over P~.o. The investigation of the linear ordering problem is motivated by 
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the fact that it has applications in many areas such as economics, mathematical 
psychology and others. The knowledge of a complete description of the facets of 
P~.o could be of much help to obtain an algorithm to solve it. However, since the linear 
ordering problem is NP-complete, finding such a complete characterization f 
Pi'.o seems to be very difficult. The first researchers who gave a partial ist of facets of 
Pl'.o were from the areas of sociology and psychology. They tried to solve the binary- 
stochastic choice problem and conjectured that PT.o is completely characterized by
two families of facet-defining inequalities: the trivial inequalities and the 3-dicycle 
ones. Several "proofs" of this conjecture were published (see [1 l, 3]), ~vhile at the same 
time. counter examples for n = 6 were discovered (see [16,4,5]). However, this 
conje.cture was proved to be true by Dridi [5] for the case n ~< 5. For the cases n = 6, 7 
one should consider Reinelt's paper [18] while for n > 7 the problem is still open in 
spite of the great efforts devoted to solving it. Other interesting works following the 
social science direction are those e.f Cohen and Falmagne [4], G~lboa [6] and Gilboa 
and Monderer [7]. 
In this paper, we present some facts concerning the linear ordering polytope. One of 
the results hown here is a necessary condition for a digraph to induce afacet-defining 
inequality that is nonequivalent to a trivial or to a 3-dieycle inequality. We show that 
such a digraph satisfies the following condition: the value ~ of a minimum integral 
dicycle cover is greater than the value 3" of a minimum dicycle cover. 
A closely-related problem to the linear ordering problem is the acyclic subdigraph 
problem which has been extensively treated by Jiinger [12]. This problem can be 
formulated as follows: for a given digraph D with an arc ~:~t A and a nonnegative 
weight function on it, determine an acyc!ic subset of A of maximum weight. This 
problem is know~l to be NP-complete for general digraphs [13], but it is solvable in 
polynomial time for special families of digraphs, among them is the family of weakly 
acyclic digraphs. See [8] for the original proof of the polynomial solvability for 
weakly acyclic digraphs. An alternative proof is presented here which is based on the 
observation that the minimum dicycle cover problem can be solved by minimizing 
a linear function over a polytope which is defined by a polynomial number of 
constraints. Note that this last family contains Ks. 3-free digraphs, as was conjectured 
by Gr6tschei et al. [8] and proved by Barahona et al. [2]. 
Let v denote the value of an integral dicycle pa~king. We show in this work that ifD is a 
certain digraph aving a separation pair and satisfying z = v in each part. then z = v in D 
as well. Dv~di's [5] description of PSo enables us to derive, in a simple way, that the 
equality z = v holds for any digraph on 5 nodes. C,~.-nbining these results with the theorem 
of Lucchesi and Younger for plane, r dig:.:phs [15] as well as Wagner's decom ~ry~sition 
[20], we obtain that z = v in K3,3-f,'ce digraphs. This last result was recently proved in [2] 
using polyh¢~hal techniqt~es, while our proof is based mainly on ~mbinatorial tools. 
This paper is organized in the following way. Section 2 contains preliminaries and 
notations. ,Section 3deals with a necessary condition for a digraph to induce a facet- 
defining inequalit', for Pig. In Section 4 we discuss the polynomial time solvability of 
the miaimum dicycle cover problem. Section 5 is devoted to the merging theorem. 
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2. Preliminaries and notations 
Let G = (V, E) be an undirected loopless graph with a node set V and an edge set E, 
and let D = (V,A) be a Ioopless digraph consisting era  node set V and an arc set A. 
Let w: A - ,  R+ be a nonnegative weight function, where R+ is the set of nonnegative 
real numbers. If D is a digraph and w its weight function, then the pair (D, w) is referred 
to as a weighted igraph. If no weight function is given, then we assume w(a) = I for all 
a e A. For a subset A' of A let w(A') = ]E { w(a): a ~ A' } denote the weight of A ~ and let 
]A'I indicate the cardinality of A'. 
A (u, vJ-arc is an arc with end nodes u and v, where u is the tail ofth¢ arc and v its 
head. For an ordered pair (u,v), we define the weight of the set of all (u,v)-arcs by: 
w(u,v) = ~ {w(a): a is a (u,v)-arc}, Sometimes we denote a (u,v)-are by {u,v) if no 
confusion arises. Two arcs are said to be parallel if both of them ate (u, vJ-ares for some 
u,v~ V with u ~ v, and antiparallel if one is a (u,v)-arc and the other is a (v,u)-arc. 
A ( u, vJ-dipath is a dipath from u to v i.e. an ordered set of arcs { al, a2 . . . . .  ak } such 
that the head of each arc is the tail of the following one; the tail of at is u and the head 
ofah is v and no two arcs of the set have the same head. A (u, v)-dipath together with 
a (v, uJ-arc is called a dicycle. A dicycle is of length k (a k-dicycle) if the number of its 
arcs is k. Two arc sets are called disjoint if they have no arc in ~,ommon. A digraph or 
an arc set which does not contain any dicycle is called acyclic. 
A digraph D is an orientation era graph G ifa direction is specified for each edge in 
G. We say that G is the underlying raph of D if D is an orientation of G. 
A graph G is connected or l-connected if it is not empty and if for any two distinct 
nodes in G, there is a path connecting them. G is k-connected if the deletion of any set 
of nodes with less than k elements results in a connected graph. A digraph D is 
k-connected if its underlying raph is k-connected. Let G = (V, E) be a k-connected 
graph and Vk a subset of k nodes of V. Vk is a k-node cut if the deletion of the nodes in 
Vk results in a disconnected graph. We also refer to a two-node cut as a separation 
pair. 
A digraph D = ( V, A) (resp., a graph G = ( V, E)) is said to be complete if it is simple 
and contains all possibie arcs (resp., edges). The complete digraph (resp., graph) on 
n nodes is de, noted by Dm= (V,,A,) (resp., K,). Let V' and V", with IV'] = m and 
I V"] = n, be a partition of a complete bipartite graph, then such a graph is denoted by 
K . . . .  A tournament T on V is an orientation cf the complete graph on V. A graph 
(resp., digraph) is called planar if it can be drawn in the plane such that no two edges 
(resp., arcs) intersect. A K3.3-free digraph is a digraph such that its underlying raph 
does not contain as a subgraph K3.3, or any of its subdivisions. 
For any set A, let R A (resp., {0,1} s} denote the set of all real (resp., 0-1) vectors 
indexed by A. For B _~ A, the vector x a e {0,1 }~ is termed the incidence vector of B if 
x~ = 1 when a t  B and x~ s = 0 when aeB, for any a~A.  For ~ = {BI,B2 . . . . .  Bk}, 
a collection of subsets of A, a matrix B = (b~) is called the incidence matrix o f~ if 
bi~ = 1 when a ~ Bi and b~ = 0 otherwise. 
Let ~(D) be the set of all dicydes in D. We may denote ~(D) by ~ if no confusion 
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arises. A dicycle packing, in a weighted igraph (D, w), is a function g:c~ --* R +, such 
that for each a ¢ A, Y { 0(C): a e C, C E ~ } ~ w(a). If, in addition, 0 is required to be 
integral, then .q is referred to as an imeoral dicycle packino. The maximum (resp., 
integral) dicycle packintt problem seeks out of all (resp., integral) packings, one with the 
largest value, i.e. one which maximizes: 5" {.q(C): C ~ ~}. Denote by ~'*(D, w) (resp., 
v(D, w)) the value of a maximum (resp., integral) dicycle packing in (D, w). 
A dicycle cover, in a weighted igraph (D, w), is a function f :  A --, R +, such that for 
each C e ¢, Y. {fIa): a ¢ C} >t !. If, in addition, f is required to be integral, then f is 
referred to as an inteoral dicycle cover. The minimum (resp., imeorai) dicycle corer 
problem seeks out of all (resp., integral) dicycle covers, one with the smallest value, i.e. 
one which minimizes: Y.{f(a)w(a): ae  A}. Denote by ~*(D,w) (resp., ~(D,w)) the 
value of a miaimum (resp., integral) dicycle cover in (D,w). We may use r*, r, r*, 
v instead of ~'*(D,w), ~(D,w), v*(D,w), v(D,w), respectively, if no ambiguity arises. 
One can formulate the maximum dicycle packing problem and the minimum 
dicycle cover problem as linear programming problems. Let B be the incidence matrix 
of the dicycles in D. The maximum dicycle packing problem is max~yl: yB .%< w, 
y t> 0}, while the minimum dicycle cover problem is min{wx: Bx 1> 1, x t> 0}. In 
a similar way, the integral version of each of these problems can be formulated by 
adding the integrality requirements. 
A polyhedron is the solution set of a finite system of linear inequalities and 
equations. A polytope is a bounded polyhedron. A fiwe of a polyhedron P is either the 
empty set, or else a polyhedron obtained by replacing some of the inequalities that 
define P by equations. All faces different from P are called proper laces. A maximal 
nonempty proper face of P is called a facet of P. 
We say that an inequality ax <~ ao is facet-defining for P ,_'f {x: ax = ao ,~ ca P is a facet 
of P. Two facet-defining inequalities are equh'alent (with respect to P) if they define the 
same facet. Hx = h is called a minimal equation system for P if [x: Hx = h} is the afline 
space spanned by P, and in addition H has a full rank. It is knowa thai two 
facet-defining inequalities are equivalent ifand only if one is a sum of a positive multiple 
of the other and multiples of some equations from the minimal equation system. 
The following two problems are known to be NP-complete [13] and have been 
extensively treated in the literature. 
Linear ordering problem. Given (D,, w), a complete weighted igraph, find an acyclic 
tournament on V, of maximum weight. 
Aeyclie subdigraph problem. For a simple weigL~'ed igraph (D,w), determine an 
acyclic sub~ct of A of maximum weight. 
One can associate polytopes with the set of acyclic tournaments and with the set of 
acyclic arc sets in the following way. 
The linear ordering polytope P~.o is defined as the convex hull of the incidence 
vectors of the acyclic tournaments on V,, i.e. 
P~'.o: = cony { x'r e { 0,1 } A,: T is an acyclic tournament on V, }. 
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The acyclic subdigraph polytope of D is denoted by PAc(D) and is defined as the convex 
hull of the incidence vectors of the acyclic arc sets in D, i.e. 
PAc(D):= conv{xa ~ {0,1}'4: B _ A is an acyclic arc set in A}. 
3. The linear ordering polytope 
Clearly, solving a particular instance of the linear ordering problem is e~uivalent to
maximizing a linear function over P~.o. Now, in order to apply linear programming 
techniques tosolve the problem, one is interested in finding a nonredundant system of 
equations and inequalities such that P~o = {x 6 R'4": Bx <~ b, Hx = h}. Since the 
linear ordering problem is NP-complete, such a description will probably be very 
difficult to find. Yet, a minimal equation system of ~o  can be given and is used in the 
sequel. 
Theorem 3,1 (Gr6tcbel et al. [8]). Let n >_. 2. Then the system 
xo+ xj i= l fo ra l l i< j ,  L jEV ,  
is a minimal equation system for PT.o and dim PT.o = ½n(n - IL 
Let (D,w) be a weighted igraph on n nodes. We say that (D~, w.) is its correspond- 
ing weighted complete digraph, if D~ is a complete digraph on n nodes where w,(i,j) 
denotes the weight of the set of all (i,j)-arcs in (D,w) if they exist, and w(i,j) = 0 
otherwise. 
Observe that the equations ~(D,w)=z(D,,w,),  z*(D,w)=~*(D.,wa) and 
v*(D,w) = r*(D~,w~) hold for any weighted igraph (D,w) and its corresponding 
weighted complete digraph (D~, w,). If, in addition, w is required to be integral, then 
the equality r(D, w) = r(D,, wn) also holds. 
Let (D, w) be a weighted igraph, (D~, w.) be its corresponding weighted complete 
digraph and x ~ R A", then the inequality 
wnx = ~ {wn(i.j)xii:(i.j)~ A,} <~ w(A) - ~(D.w) 
will be termed the inequal;,ty induced by (D, w). 
Theorem 3.2. Let ( D, w) be a weighted igraph on n nodes. Then, the inequality induced 
by (D, w) defines a nonempty face for P[o. 
Proof. Assume without loss of generality that (D, w) is a simple weighted igraph. Let 
(Dn, w~) be its corresponding weighted complete digraph. To prove the theorem, one has 
to show that the incidence vectors of all acyclic tournaments on V, satisfy (1), and in 
addition to show that there is at least one acyclic tournament on Vn whose inckience 
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vector satisfies (1) with equality. Let T = (Vn, A') be any acyclic tournament on Vn. Set 
R(D, T):= {(i,j) ~ A: (i, j)~A'} 
to be the set of all arcs in D with no parallel arc in T. Clearly, R(D, T) is a feedback arc 
set in D (otherwise, there would be a dicycle in T) and hence, w(R(D, T)) >~ z(D,w). 
Now, if x r is the incidence vector of T, then 
wnx r = w(A) - w(R(D, T)) <<. w(A) - z(D, w), 
i.e. (1) is a valid inequality for P" LO. 
It remains to be shown that there is at least one acyclic tournament on V, whoso 
incidence vector satisfies (1) with equality. Let/3 be a digraph obtained from D hy the 
deletion of any minimum feedback arc set./3 is acyclic and simple. Therefore, it can be 
extended to an acyclic tournament ~ = (Vn,/~). Clearly, w(R(D, ~)) = z(D, w) and so 
w,x ~ = w(A) -- w(R(D, ~)) = w(A) - ~(D,w). [] 
The above theorem is known in its unweighted version for simple digraphs, but we 
failed to find the weighted version in the literature. 
Let b e R~ n- 1) and let (D~,w~l be t~ie weighted simple digraph given by 
D b = (Vn, Ab), 
where 
A b= {(i, j )~An:bu>O} and wb(i,j)=bi~ fo r ( i , j )eA  b. 
An inequality bx ~< be with b e R~ n- 1) is called nonnegative if b # 0 and is termed 
support reduced if either b~ = 0 or b~ = 0 for every (i,j) e An. Clearly, D b does not 
contain antiparallel arcs if and only if bx ~< be is support reduced. 
Corollary 3.3. A nonnegative inequality bx <<. be defines a nonempty fiwe for P ie if and 
only if be = w(A b) - ~(Db, wb). 
The nonnegativity assumption is not a restrictive one, since every inequality which 
defines a proper face for P ie can be transformed into a unique (up to a mmtiplication 
by a positive constant) nonnvgative support reduced inequality. Since all the vertices 
of P~.o are integral, one can assume without loss of generality, that b and be are 
integral for any b:~ <<. be, a facet-defining inequality for PT.o. Hence, we have the 
following corollary. 
Corollary 3.4. For every.facet P" of Lo, n >~ 2, there exists an integral weighted igraph 
that induces an inequality defining it. 
Below we introduce two known families of face and facet-defining inequalities for P~.o. 
Let D = (Vn, A) be a digraph consisting era single arc if, j). In this case, D induces the 
inequality .x~j ~ 1 which is equivalent to .xj~ ~ 0 with respect o P~.o. "['he inequalities 
0~<xii<~l, (i,j) EAn 
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are known as the trivial inequalities and their corresponding facets are termed the 
trivial facets. It is well known that each one of the trivial inequalities x~j ~< 1, where 
(i,j) E An, defines a different facet for P~.o, n 1> 2 (e.g. [8]). 
Let D = (Vn, C) with C a k-dicycle. Denote by x(C) the f~,,mal sum of variables 
indexed by the arcs of C, i.e. x(C) = ~ {x~j: (i,j) ~ C}. Then, D induces the inequality 
x(C) ~< ICl - 1 
which is termed a k-dicycle inequality. Note that if k = 2, one obtains the inequality 
x~j + xj~ ~< I which by Theorem 3.1 holds as an equality, and therefore is not facet- 
defining. However, for k I> 3 a k-dicycle inequality defines a facet if and only if k = 3. 
In this case, each inequality defines a different facet. In particular, one can show that 
the k-dicycle inequalities with k > 3 are already satisfied ifall the 3-dicycle inequalities 
together with the minimal equation system of P~ Lo are satisfied (see [8]). For further 
classes of facets of P~,o see, among others, [17,19,14]. 
Let P~- ~< R~ n- ~, n ) 2, be the polytope defined by the minimal equation system of 
~o,  the trivia~ inequalities and the dicycle inequalities. Clearly,/~Lo ~- P~ and the 
vertices of P[o coincide with the integral vertices of P~-. Nevertheless, it is not true that 
for all n ~> 2, pn Lo = P~.. Dridi [5] showed that this is the case for n ~< 5. 
Theorem 3,5 (Dridi [5]). P~o = P~ for n = 3,4,5 while for n > 5, P~'o = ~c. 
The following lemma is known and is used in the proof of Theorem 3.7. 
[,emma 3.6. Let P be a polytope and let {aix <~ a~o}~l be a finite set of a proper face 
defining inequalities for it. In addition, if the set contains an inequality which does not 
define a facet, or if there are two nonequivalent facet-defining inequalities in the set, then 
for ui > O, i E I, a set of positive constants: 
i~l / leg 
is not a facet-defining inequality for P. 
Theorem 3.7. Let ( D, w) be a simple weighted igraph. If(D, w) induces afacet-defining 
inequality for P~.o which is nonequivalent to a trivial inequality, or to a 3-dicycle one, 
then 
z(D,w) > z*(D,w). 
Proof. Suppose there is a simple weighted igraph (D, w) on n nodes, and this digraph 
induces a facet-defining inequality for P[o which is nonequivalent toa trivial inequal- 
ity, or to a 3-dicycle one. Suppose, in addition, that the following holds: 
~(D,w) = ~*(D,w). Observe that ~*(D,w)= v*(D,w) holds by the strong duality 
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theorem of linear programming. Let g* be a maximum dicycle packing in (D, w). Set 
~*:= {Ce~(D):o*(C) > 0}, 
~o:= {C e ¢~(D): (hi)  e C} for all (i,j) e A 
and 
$0:= ~ {g*(C): C e ~gij} for all (i,j) e A. 
Define two simple weighted igraphs (D',w') and (D",w") with D'= (V,,A') and 
D" = (Vn, A"), in the following way: 
A'= {( i , j )eA:~i j>O}, w' ( i , j )=~ O, 
A"= {( i , j )eA :w( i , j ) -~ i j>O},  w"( i , j )=w( i , j ) -#~j .  
Let (Dn, w,) (resp., (D~,,w~,), (D~,',w~,')) be the corresponding weighted complete 
digraph of (D,w) (resp. (D', w'), {D", w")). 
Obviously, v*(D,w) = v*(D',w') and ¢(D',w') ~< t(D,w). Hence, 
T(D,w) = v*(D,w) = v*(D',w') ~< z(D',w') ~< z(D,w) 
which implies: ~(D',w')= ¢(D,w). Also, v(D",w")= 0, because g* is a maximum 
dicycle packing in (D, w), which means: ~(D", w") = 0. One can easily verify that 
w(A) = w.(a . )  = w;,(A.) + w;,'(An). 
z(D,w) = z(D',w') + z(D",w") 
and 
w..~ := w'.x + w;,'x = y. {g*(C)x(C): Ceg*}  + w;,'x. 
in addition, the inequalities 
x(C)~< IC I -  1 for all C e~*, w'.'x<~w'~(A.) 
are valid for P~.o. Observe that 
{¢/*(C)(ICI - 1): C e¢~ ,* } + wl,'(A.) = ~ {~/*{C)lCl: Ce¢~ * } + w;,'(A.) 
- ~ {a*(C): C e ~'*} = w;,(a.) + w: ' (a . )  - z (D.w)  = w(a)  - ~(D.w). 
Hence, the following inequality 
Y~ {.a*(C)x(C): c e ~5.} + w;,'x ~ ~ {g*(c)( IC l  - l): ce¢*}  + w;,'(n.) 
and the one induced by (D. w), are the same. Now. using Lemma 3.6 it is sufficient to 
show that the set of inequalities 
{x(C) ~< I CI - 1: C e r6'* } ~o {x O <~ 1: (i,j) e A"} 
contains either a proper face defining inequality of P~.o which does not define a facet, 
or the set contains two nonequivalent facet-defining inequalities. Two cases are to be 
considered. 
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Fig. I. A 3-fen~ digraph. 
(i) A" ~ 0: IflA"[ > 1, then w~x <<. w~'(A~) is the sum ofat least two nonequivalent 
facet-defining inequalities of the form {x u ~< 1: (i,j)~ A"} with positive coefficients, 
and we are done. lf lA"[ = 1, then since D does not induce a trivial facet, there exists 
a dicycle C in D', where C e ~* and [CI ~> 3. Otherwise, ifall the dicycles in ~* are of 
length 2, then D would have induced an inequality which is equivalent to a trivial 
inequality. Recall that if ICI = k, k > 3, then this k-dicycle inequality defines a proper 
face but does not define a facet. Now, iflCI = k = 3, then there are two nonequivalent 
facet-defining inequalities in the set and this case has been proved. 
(ii) A"  = 0: In this ease, w~,' = 0 and the inequality induced by (D,w) becomes 
Y~ {~j*(C)x(C): C ~ ~*} ~ Y. {.o*(C)(ICI- I): C ~'e*}. 
Observe that (D, w) induces a proper face defining inequality which is not equivalent 
to a 3-dicycle one. Hence, either ~* contains a k-dicycle with k > 3 or else, c~, 
contains two 3-dicycles which induce nonequivalent facet-defining inequalities. Ob- 
serve further, that ~4" cannot consist of one dicycle of length 3 and the other dieycles of 
h:ugth 2, since then D would have induced an inequality which is equivalent o 
a 3-dicycle one, and the proof is complete. [] 
Below we show an example of a digraph that satisfies the conditions of Theorem 3.7 
and for which z(D,w) > t*(D,w). 
Example. It is shown in [8] that the unweighted 3-fence digraph (presented in Fig. 1) 
is a digraph induced by a facet-defining inequality which is nonequivalent toa trivial 
or to a 3-dicycle inequality. Observe that z*(D) = 1.5 < 2 -- z(D). 
4. The P~ polytope and the minimum dicycle cover woblem 
In this section we show that the minimum dicycle cover problem can be solved by 
minimizing a linear function over a polytope with a polynomial number of constraints. 
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Hence, the minimum dicycle cover problem can be solved in polynomial time. This is 
as opposed to the maximum dicycle packing which is known to be NP-complete, as 
was mentioned in [10]. This observation provides us with an alternative proof or the 
GrStchel et al. [8] result which states that the minimum feedback arc set problem can 
be solved in polynomial time for weakly acyclic digraphs. 
Recall that P~ is the polytope defined by the minimal equation system for Pie, the 
trivial inequalities and the dicycle inequalities. 
Theorem 4.1. Let (D, w) be a weighted igraph and (Dn, w.) its corresponding weighted 
complete digraph. Then, 
z*(D,w)=min wnx 
s.t. x(C) >>. 1 for all 3-dicycle in ~f(D~). (2) 
x(C) = 1 for all 2-dicycle in ~(D~), 
x >>.O, 
and therefore the minimum dicycle cover problem can be solved by minimizing a linear 
function over a polytope defined by a polynomial number of constraints. 
Proof. Denote by ~n the collection of all dicycles in Dn. Observe that 
~*(D,w) = ~*(D,,w,) =min wnx 
s.t. x(C)>~l VC~%, 
x~0.  
Let x* be an optimal solution to the problem above such that, ify ~< x* and y ~ x* 
then y is not a solution to the problem. Then, 
x* + x* = 1 ~ i , j )  e An. 
Suppose this is not so. Since x* is a dicycle cover, one obtains that x~* + x~ ~ I for all 
(i,j) e An, which implies that there are two distinct nodes u and v such that, 
Xu*~, X* +.z~> 1. 
Using the minimality of x* one can derive two dicycles, C.~. and C,,. in %, where 
(u, v)e C.,,, (v, u)¢ C,,., and such that x*(C~) = I and x*(C,~) = 1. 
Now, let C = (C.,,\(u,v))u(C.~\(v, u)}. Observe that C may not be a dicycle, but 
clearly C comai,~ a dicycle, say C °. One can show that 
x*(C') <~ x*(C) ~ x*(C.,,) + x*(C,,.) - (x*~, + x~) < 1 
which in turn contradicts the feasibility of x*. Thus, 
z*(D,w) = rain wnx 
s.t. x(C) ~ 1 VC ¢ ~'~, 
x(C) = 1 for all 2-dicycle in ~'(Dn), 
x;~0. 
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It can be shown by induction on the length of the dicycles, that if x is a feasible 
solution of the system defined in (2), then x(C) >1 I for any dicycle C e ~g,. This, in fact, 
implies that the system defined above and the one defined in (2) are the same, and the 
proof is complete. [] 
One can easily verify that the system defined in (2) and the following system: 
x(C) ~< [CI - 1 for all 3-dicycle in ~f(Dn), 
x(C) = 1 for all 2-dicycle in ~(Dn), 
x~0 
are the same. Hence, the following corollary is easily derived. 
Corollary 4.2. Let (D, w) be a weighted igraph and (D,, w,) #s corresponding weighted 
complete digraph. Then, 
z*(D,w) = min{w~x:  e P~.}, 
and furthermore, in the definition of P~ it is su~icient to consider only the trivial 
inequalities, the 3-dicycle inequalities and the 2-dicycle quations. 
We now define a polytope Pc(D) by the trivial inequalities and the dicycle inequali- 
ties. For a simple digraph D = (V,A), we set 
Pc(D):= {x~R~: O<<.x,~ <~ l V(i,j)¢A, } 
x(C) ~< JC[ - 1 for all dicycles C~:(D)  " 
Recall that PAc(D) is the acyclic subdigraph polytope of a digraph D -- (V, A) and 
observe that PAC(D)- Pc(D). Of special interest are those digraphs for which 
PAc(D) = Pc(D), which are called weakly acyclic digraphs. Note that for weakly 
acyclic digraph the vertices of Pc(D) are integral and thus z --- z* for any integral 
weight function on A. As far as we know, no complete nonpolybedral characterization 
of weakly acyclic digraphs is known. However, in l'8] it was conjectured that Ds as 
well as K3.3-frce digraphs are weakly acyclic and a stronger version of this conjecture 
is proved in [2]. 
In [8] it was shown that linear programs over Pc(D) are solvable in polynomial 
time using the ellipsoid method. This result is based on the polynomial solvability of 
the separation problem for the class of k-dicycle inequalities. Thus, in particular, the 
minimum feedback arc set problem for weakly acyclic digraphs can be solved (via the 
ellipsoid method) in polynomial time. Note that the definition of Pc(D) used in [8] can 
have exponential number of constraints. However, since linear programs with poly- 
nomial number of constraints can be solved in polynomial time, Corollary 4.2 implies 
a new proof or the following result. 
Corollary 4.3 (GrStchel ct al. [8]). The minimum feedback arc set problem for weakly 
acyclic digraphs can be solved in polynomial time. 
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5. Integral dicyde covers and packings 
In this section we show that under certain conditions, if(D, w) is a weighted igraph 
having a separation pair and satisfies z = v for each part of D, then r(D, w) = v(D, w) 
as well. Based on  the above, Corollary 4.2 and some known results, we provide 
a simple proof for the fact that the equation ~ = r holds for any K3.3-frcc digraph. We 
assume that D is 2-connected, but the results of this section can be easily extended to 
disconnected and l-connected igraphs. We start by giving some definitions which are 
needed for the merging theorem; the main result of this section. 
Let D = (V,A) be a 2-connected igraph and {u,v} a separation pair of D. Let 
Dr = (VI,Ai) and D,. = (V2,A2) be two separation digraphs obtained from D by 
splitting D at {u,v}. Namely, 
v = V~uV, ,  V lnV ,  = {u,r}, 
A=AtuA2,  A I~A2=O,  IA,I, IA,.I>>-2. 
For i = 1,2, D~ together with an added virtual {u,r) or {r, ubarc, if no such an arc 
exists, is termed a split di~lraph. Two separation digraphs can,be mer qed by identifying 
the copies of u and v in these digraphs and the resulting digraph is termed a ~ u, ! ,- 
mer~led digiraph. A dicycle C in D is called split relative to/~t and to D., if both C n A~ 
and Cr~A: are not empty. 
Let D = ( V, A) be a digraph, and let {u, r) be an ordered pair ofdistinct nodes in V. 
/~ is said to be a (u, v)-au,qmented di~,lraph of D, if it is obtained from D by adding any 
number of parallel (u, v)-arcs. 
Let S be a collection of dicycles in D and (u, r) a pair of ordered istinct nodes in V. 
Then, a collection of a maximum number of mutually disjoint (u, rbdipaths in D, 
which are also disjoint with any dicycle in S, is denoted by Cs(U, r}. Below, we present 
a lemma which is needed later in the proof of the merging theorem. 
Lemma 5.1. Let D be a di~3raph and D a diqraph obtained from D by the addition of 
a pair ~!/'antiparallel arcs. Then 
~{D)=~(D)+!  and v(l~) = r(D) + l. 
Proof. Suppose b was obtained from D by the addition of two antiparallel arcs, say 
(~) ,  and (r~). 
We first prove that r(/~) = r(D) + 1. We start by showing that r(/~) ~ ~(D) + I. 
Assume ~{/5) < ~{D) + ! and let F* be a feedback arc set in/~ ofvalue ~{D). Then, F* 
contains one of the newly added arcs, say (~) ,  which imp!its that the set F* \ (u~)  is 
a feedback arc set in D of value less than ~(D). To see that r(D) + 1 ~ r(/~), oue should 
observe that if F* is a minimum feedback arc set in D, then D\F* cannot contain both 
a (u,v)-dipath and a (v,u)-dipath. Assume there is no (u,v)-dipath in D\F*,  thus 
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F*u(u~)  is a feedback arc set in D of cardinality ~(D) + 1, and this case has been 
proved. 
We continue by showing that riD) + 1 = v(D). Clearly, v(D) + I ~< v(L)), and now 
it remains to be shown that v(D) + I >t v(L$). Let ~* be a maximum set of disjoint 
dicycles in t~, Assume v(/~) > v(D) + 1. Therefore, there are two dicycles in ~*, say 
C,~, and C,,,, such that (u-~,) ~ C,,, and (v--,~) ¢ C~,,. Let C = (C..,\(u-~-~))u(C,,,\(v-Tii)). 
Now, Q=(g*uC) \ (C . , ,uC , , . )  is a set of disjoint dicyeles in D with 
IQI = v(~) - l > v(o), which leads to a contradiction. []  
We now present and prove the merging theorem. 
Theorem 5.2 (Merging theorem). Let D be a {u,t,}-mer~ted digraph with its two 
separation diqraphs Dl and D,_. I f  ~ = r in any (u,v) or (v,u)-augmented digraph 
obtained Jkom D! or from De, then z~D) = riD). 
P:oof. Let So be a set of maximum disjoint dicycles in D. Among all sets So, let 
S$ be one with a minimum number of split dicycles. Denote by St* and S* the 
two sets induced by S*, one in D~ and the other in D,,  respectively. Let 
dS~) = r,~:(u, t')U~s~(~', u)U~,s.(U, t,)uts.(t', u). 
We assume that ~:(S~) is not empty. Otherwise, le! t = max { ] A ~ [, I A,, I } + I and add 
t (u, ~,)-arcs to Dt and t (t', u)-arcs to D2. Merge these two newly generated digraphs to 
obtain lS, a {u,v}-merged digraph for which e,(S~) :# 0. Lemma 5.1 implies that 
~(i~i) = ~(D) + t and v(l)) = v(D) + t, 
which in turn implies the correctness of the theorem for D from its correctness for/~. 
For simplicity we denote ST, by S*. 
Assume that max{min{l~sz(U,v)l, e.s*,.(v,u)l}, min{Ir, s:(t',u)l, I£s.,.(u,v)l}} =
Its.(U,V)[ and that le, s,.(t,,u)[ # 0. The other cases can be treated in a similar way. 
Observe that the above assumption implies that the number of split dicycles in S* is 
le, s:(U,t,)[. Construct wo digraphs,/$i and/~2, by adding le, s.,(v,u)[ (v,u)-arcs to Dl 
and [e.s:(U,V)[ (uvFarcs to D2. Note that S* induces two maximum sets of disjoint 
dicycles, one in/}1 and the other in/~2. These two sets are denoted by g* and g~, 
respectively. Note, further, that the maximality of 8" together with the theorem's 
assumption imply that, 
riD) = IS*[ = IS*I + IS,,*I + I~sr(u,v)l. (3) 
v(B~) = Ig* l  = IS?l + I~sr(u,v)l = ~(B~), i = 1,2. (4) 
Two cases are to be considered. 
(i) [~,s.(U, ~')1 < I~s.,.(v,u)l: Let P* be a minimum feedback arc set in L~ for i = 1,2. 
Using the fact that I~s~(~¢, c)l < ICs.,(v, u)l together with (4) we derive that l~'$ does not 
contain any of the newly added iv, u)-arcs and that F$ contains all the newly added 
(u, v)-arcs. Moreover, there is no (u, v)-dipath in /~ \let* and i~one gn/~,,\,~'. Observe 
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that P~ induces F~, which is a feedback arc set in D,. It follows from the above discussion 
together with (3) and (4) that IF*l -- IS*l and that there is no (u,v)-dipath in D2\F~. 
Therefore,/~*uF* is a feedback are set in D; by using (3) and (4) again we obtain 
z(D) ~< IP*uF* l  -- I~;*l + IS*l + I~s.(U,v)l = IS*l = v(D). 
Now, since z(D) >t v(D) always, this case has been proved. 
(ii) [ts:(U, v)[ = [ts~(V, u)l = ~ # 0: Let/~l be a digraph obtained from/~1 by adding 
a (v, u)-arc, and let/~, be obtained from/~2 by adding a (u, v)-are. One can assume that 
either v(/~l ) = v(/~l ), or v(/~2) = v(/5~). Otherwise, there is a dicycle packing of value 
[S~[ + ~ + 1 in /~i, i = 1,2. By merglag/~s and /~,, one obtains a {u,~,}-merged 
digraph with a dicycle packing of value [S*[ + [S*[ + 2~ + 2. Now, by deleting the 
newly added arcs, one remains with a dicycle packing in D of value 
I S*l + IS*l + ~ + I > [S* l, contradicting the maximality of S*. Thus, one can assume 
that v(/~l) = v(/~l ). The other case can [~ proved similarly. 
Let/~2 be a digraph obtained from/~, by deleting one of the newly added (u, v)-arcs. 
Note that since S* is a maximum dicycle packing with a minimum number of split 
dicycles, one obtains that v(/~,) = v(/~2) - 1. The theorem's assumption suggests that 
if P* is a minimum feedback arc set in /~1~ then I/~T[ = v(bl). Moreover, our 
assumption that v(/~s) = v(/~l) implies that ~ does not contain any of the newly 
added (~, u)-arcs, which ia turn implies that there is no (u, v)-dipath in DI \~T. Using 
similar arguments, one can show that if F,  is a minimum feedback arc set in/~2, then 
IF*l = v(D2) = v(/~) - 1 and FI' contains all the newly added (u,~,)-arcs. Further- 
more,/~'~' covers all (u, v)-dipaths in/~,. Observe that F~ induces F~, a minimum 
feedback arc set in D~, which covers all (u,v)-dipaths in D,. Therefore,/~*~F~ is 
a feedback arc set in D. Now, by using (3) and (4) we obtain 
~(D) ~< I/~*~F~l = IS*l + IS~l + ~ = IS*[ = v(D) 
and the proof is complete. [] 
We now define a multiple-augmented digraph which is needed for Theorem 5.3. 
Let D = (V, A)  be a digraph having a decomposition i to k 3-connected compo- 
nents. Note that the 3-connected components of D are obtained by initially splitting 
D at one of its separation pairs, then adding the corresponding virtual arcs, and 
recursively applying the same process to the remaining digraphs. Remove the virtual 
arcs, if such exist, from each 3-connected component to obtain D~ = (V~, E~), .... Da 
= (V~, E~). Let {u, v}o be their corresponding k - 1 separation pairs, where {u, v}o is 
the pair of nodes separating D~ from D~ for some 1 ~< i ~ j ~< k. A multiple-augmented 
digraph of D~ is a digraph obtained from D~ by adding any number of parallel (u, v) or 
(v,u)-arcs for any {u,v} which is a separation pair of D, and belongs to Vi. 
"[~orem 5.3. Supl~se a digraph D has a decomposition i to k 3,connected components 
D~ . . . . .  Da. I f  ~ = v for any multiple-augmented digraph of Di, i = 1 . . . . .  k, then 
~(D) = v(D). 
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Proof. This theorem can easily be proved by applying induction on the number of 
3-connected components in D and by the use of Theorem 5.2. I--I 
We would like to point oul that Theorem 5.2 is no longer valid if one replaces 
a 2-node cut by a 3-node cut, as demonstrated by the following example. We now 
define a {u,v,w}-augmented digraph which is used in the example below. Let 
D = (V,A) be a digraph and {u,v,w} a triple of distinct nodes in V~/~ is said to be 
a {u,v,w}-auomented digraph of D, if it is obtained from D by adding any number of 
parallel (u, v) or (v, u)-arcs, together with any number of parallel (u,w) or (w, u)-arcs, 
and together with any number of parallel (v, w) or (w, vFarcs. 
Example. Consider the digraph D, shown in Fig. 2, with {u, v, w} as its 3-node cut, and 
with DI and D, as its separation digraphs. Let/~i be any {u, v, w}-augmented digraph 
of Dt for i = 1,2. Observe that ~(i~l,Wl) = V(bl,Wl) and z(~2,w,) = v(i~2,w,) for 
any integral weight functions wl and w2. This is since/~l and/~2 are planar digraphs. 
However, one can verify that ~(D) = 2 > 1 = v(D) which shows that Theorem 5.2 
does not hold in this case. 
The results in this section were proved for the case w(a) = 1. These results can be 
generalized for any integral nonnegative weight function w. One can use Corollary 4.2 
and Theorem 5.3 together with the results presented below to show that the value of 
a maximum integral dicycle packing is equal to the value of a minimum feedback arc 
set in K3.3-free digraphs. 
Theorem 5.4 (Wagner [20]). Each 3-connected component of a K3.3-free graldl is 
either a planar graph or a Ks graph. 
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Theorem 5.5 (Lucchesi and Younger [15]). In a planar integral weighted igraph, the 
value of a maximum integral dicycle packing is equal to the value of a minimum inte~3ral 
dicycle cover. 
Lemma 5.6. The equality z = v holds for any weighted Olraph on 5 nodes. 
Proof. Let (D, w) be a weighted igraph on 5 nodes and (Ds, ws) be its corresponding 
weighted complete digraph. Clearly, ~*(D, w) = z*(Ds, ws) and ~(D, w) = z(Ds, ws). 
We start by proving that ~(D, w) -- ~*(D, w). 
Corol!ary 4.2 implies that z*(D, w) = rain { ws x: x ~ P~-}. Now, by Theorem 3.5 we 
know that the vertices of pS are all integral, hence r(D, w) = r*{D, w). 
it remains to be shown that r*(D, w) = r(D, w). This has been proved by Applegate 
et al. [ I ]  using an algorithm that tests whether a system is TDI. Recently it has also 
been proved by induction on the integral weight function, using techniques of linear 
programming [2]. [] 
The next corollary follows directly from Theorems 5.3-5.5 and Lemma 5.6. 
Corollary 5.7 (Barahona et al. [2]). Let (D,w) be any K3.3-/?ee inte~3ral weighted 
dit, lraph, then z(D,w) = r(D,w). 
Note that Theorem 3.7 and Corollary 5.7 imply the following corollary. 
Corollary 5.8. Let ( D, w) be a simple wei,qhted i~3raph. If(D, w) induces aJiwet-definin.q 
inequality jbr P~.o which is nonequivalent to a tririal inequality, or to a 3-dicycle 
inequality, then D is not a K 3.3-fu'ee ditlraph. 
Note that the 3-fence digraph in Fig. I is an example of a digraph induced by 
a facet-defining inequality that is nonequivalent toa trivial or to a 3-dicycle inequal- 
ity, that is not K3.3-free. 
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