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Abstract—Growing model complexities in load modeling have 
created high dimensionality in parameter estimations, and thereby 
substantially increasing associated computational costs. In this 
paper, a tensor-based method is proposed for identifying 
composite load modeling (CLM) parameters and for conducting a 
global sensitivity analysis. Tensor format and Fokker-Planck 
equations are used to estimate the power output response of CLM 
in the context of simultaneously varying parameters under their 
full parameter distribution ranges. The proposed tensor 
structured is shown as effective for tackling high-dimensional 
parameter estimation and for improving computational 
performances in load modeling through global sensitivity analysis. 
 
Index Terms--Dimensionality reduction, load modeling, 
parameter estimation, sensitivity analysis, tensor. 
I. INTRODUCTION 
OAD modeling has been a critical component in power 
system stability analysis for decades. Accurate load 
modeling leads to more precise system operation limits and can 
improve system operation and economics [1]. Inaccurate load 
modeling can result in system operating states that are 
vulnerable to contingencies, thus emphasizing the need for 
informative load modeling in power system operations. 
Advances in power system measurement equipment, 
specifically PMUs, allows for the collection of key electrical 
information of specific buses, such as voltage magnitude V, 
voltage angle 𝜃, real power P, and reactive power Q. The 
objective of load modeling, thus, is to construct a mathematical 
model f to replicate the behaviors of P and Q with input V and 
𝜃, as shown in (1). 
 𝑃 = 𝑓1(𝑉, 𝜃|𝝅) 𝑎𝑛𝑑 𝑄 = 𝑓2(𝑉, 𝜃|𝝅)  (1) 
By estimating the load modeling parameters 𝝅 , 𝝅 =
[𝝅1, ⋯ , 𝝅𝑀]
𝑇 , we can calculate the power output response 
given the input V and 𝜃 . Here, M is the total number of 
parameters, which is usually 4 in ZIP and 11 in composite load 
modeling (CLM) represented by ZIP and 3rd-order induction 
motor (IM). 
The more complex and detailed the load model structure that 
is to be mimicked for different types of dynamic responses, the 
more parameters there are to be estimated. The tradeoff 
between computation and model structure, therefore, drives the 
non-trivial nature of the problem for solving and analysis.  
 
Additionally, the correlation among parameters increases the 
difficulty in identifying some parameters. Existing parameter 
estimation methods in load modeling are highly dependent on 
the initialization performance.  
The existence of multiple locally optimal solutions is a 
common problem in the current load modeling research field 
[1]. One common method to obtain a global optimal solution is 
by calculating the response curve fitting accuracy based on 
enumerations of all possible parameter sets. However, it is 
impractical to attain an optimal solution using this method when 
the number of parameters is large. Moreover, there are several 
issues still to be addressed in load modeling parameter 
estimation, including: How sensitive the real and reactive 
power are to the variation of each parameter? How to efficiently 
obtain global optimal parameters in their full range? 
In this paper, we use tensor structure methods to address the 
high dimensional parameter estimation problem. We also 
evaluate the influence of jointly varying parameters to provide 
global sensitivity analysis. Tensors allow for the mapping of 
high-dimensional features to low-dimensional representations 
by explicitly building the tensor in a low-rank form [2]. With 
such a structure, we can directly control the effective 
dimensionality of a set of parameters, thereby improving the 
overall computation performance and solution quality. The 
contributions of this paper are as follows: 
a) Efficient sampling of a large number of parameters in high 
dimensional parameter space via tensor; 
b) Computing varied distributions of all parameters within 
their entire feasible range; 
c) The ability to provide a global optimal reference for all 
model parameters. 
II. OPTIMIZATION PROBLEM IN LOAD MODELING 
The composite load model in this paper includes the ZIP and 
IM. The static load component is represented by the  ZIP model, 
whose real power 𝑃𝑍𝐼𝑃,𝑡 and reactive power 𝑃𝑍𝐼𝑃,𝑡 at time t are 
calculated from (2) and (3) given the parameters 𝑎𝑝, 𝑏𝑝, 𝑎𝑞 , and 
𝑏𝑞. 
𝑃𝑍𝐼𝑃,𝑡 = 𝑃𝑍𝐼𝑃,0 (𝑎𝑝 (
𝑉𝑡
𝑉0
)
2
+ 𝑏𝑝 (
𝑉𝑡
𝑉0
) + 1 − 𝑎𝑝 − 𝑏𝑝) (2) 
𝑄𝑍𝐼𝑃,𝑡 = 𝑄𝑍𝐼𝑃,0 (𝑎𝑞 (
𝑉𝑡
𝑉0
)
2
+ 𝑏𝑞 (
𝑉𝑡
𝑉0
) + 1 − 𝑎𝑞 − 𝑏𝑞) (3) 
The dynamic load component is represented by IM. With the 
measured bus voltage 𝑉𝑡∠𝜃𝑡 and power output ?̃?𝑡 = 𝑃𝑡 + 𝑗𝑄𝑡, 
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we can derive the d/q transformation of the voltage, 
𝑈𝑑,𝑡  and 𝑈𝑞,𝑡, from the reference axis of the overall system to 
d/q axis of motors. The reference axis for the measurements is 
the global reference axis for the system, which needs to be 
converted to the d/q axis. 
  𝛿𝑡 = 𝑡𝑎𝑛
−1 (
𝑋𝑠𝐼𝑡𝑐𝑜𝑠𝜑𝑡 − 𝑟𝑠𝐼𝑡𝑠𝑖𝑛𝜑𝑡
𝑉𝑡 − (𝑟𝑠𝐼𝑡𝑐𝑜𝑠𝜑𝑡 + 𝑋𝑠𝐼𝑡𝑠𝑖𝑛𝜑𝑡)
) (4) 
where, 𝜑𝑡 = 𝛽𝑡 − 𝛼𝑡 , and 𝐼?̇? =  (
?̃?
𝑉𝑡∠𝜃𝑡
)
∗
= 𝐼𝑡∠𝛼𝑡 , 𝑟𝑠  and 𝑋𝑠  
are the stator resistance and reactance of IM, respectively. We 
then can get 𝑈𝑑,𝑡 =  −𝑉𝑡sin (𝛿𝑡), and 𝑈𝑞,𝑡 =  𝑉𝑡cos (𝛿𝑡).  
The third-order IM model can be described by the following 
differential and algebraic equations (DAEs) [3]. 
𝑑𝑣𝑑,𝑡
′
𝑑𝑡
=
−𝑟𝑟
𝑋𝑟 + 𝑋𝑚
(𝑣𝑑,𝑡
′ +
𝑋𝑚
2
𝑋𝑟 + 𝑋𝑚
𝑖𝑞,𝑡) + 𝑠𝑣𝑞,𝑡
′   (5) 
𝑑𝑣𝑞,𝑡
′
𝑑𝑡
=
−𝑟𝑟
𝑋𝑟 + 𝑋𝑚
(𝑣𝑞,𝑡
′ −
𝑋𝑚
2
𝑋𝑟 + 𝑋𝑚
𝑖𝑑,𝑡) − 𝑠𝑣𝑑,𝑡
′  (6) 
𝑑𝑠𝑡
𝑑𝑡
=
1
2𝐻
(𝑇𝑚0(1 − 𝑠𝑡)
2 − 𝑣𝑑,𝑡
′ 𝑖𝑑,𝑡 − 𝑣𝑞,𝑡
′ 𝑖𝑞,𝑡)  (7) 
𝑖𝑑,𝑡 =
𝑟𝑠(𝑈𝑑,𝑡 − 𝑣𝑑,𝑡
′ ) + 𝑋′(𝑈𝑞,𝑡 − 𝑣𝑞,𝑡
′ )
𝑟𝑠2 + 𝑋′2
  (8) 
 𝑖𝑞,𝑡 =
𝑟𝑠(𝑈𝑞,𝑡 − 𝑣𝑞,𝑡
′ ) − 𝑋′(𝑈𝑑,𝑡 − 𝑣𝑑,𝑡
′ )
𝑟𝑠2 + 𝑋′2
 (9) 
𝑋′ =  𝑋𝑠 +
𝑋𝑚𝑋𝑟
𝑋𝑚 + 𝑋𝑟
 (10) 
where 𝑟𝑟 , 𝑋𝑟 , 𝑋𝑚, 𝐻, 𝑠, 𝑣𝑑,𝑡
′ , 𝑣𝑞,𝑡
′ , 𝑖𝑑,𝑡, 𝑖𝑞,𝑡 are the rotor resistance 
and reactance, the excitation reactance, IM inertia and slip, the 
transient voltages and currents of IM in d/q axis, respectively.  
The real and reactive power output, 𝑃𝐼𝑀,𝑡 and 𝑄𝐼𝑀,𝑡, of the IM 
can be calculated from the following equations: 
 𝑃𝐼𝑀,𝑡 = 𝑈𝑑,𝑡𝑖𝑑,𝑡 + 𝑈𝑞,𝑡𝑖𝑞,𝑡 (11) 
 𝑄𝐼𝑀,𝑡 =  𝑈𝑑,𝑡𝑖𝑞,𝑡 − 𝑈𝑞,𝑡𝑖𝑑,𝑡   (12) 
The estimated real and reactive power output, ?̂? and ?̂?, of 
the composite load model can be calculated from (13) given the 
static load proportion 𝜔 represented by ZIP. 
 {
?̂?𝑡 = 𝜔 ∙ 𝑃𝑍𝐼𝑃,𝑡 + (1 − 𝜔) ∙ 𝑃𝐼𝑀,𝑡
?̂?𝑡 = 𝜔 ∙ 𝑄𝑍𝐼𝑃,𝑡 + (1 − 𝜔) ∙ 𝑄𝐼𝑀,𝑡
 (13) 
The load modeling formulation in (2)~(13) can be 
represented with the DAEs as: 
 {
𝑑𝒙𝑡 = 𝝁(𝒙𝑡 , 𝝅)𝑑𝑡
𝑴(𝒙𝑡 , 𝝅)𝒙𝑡 = 𝒃
  (14) 
The optimization problem in load modeling parameter 
identification is to find the best solution from all the feasible 
parameter sets 𝝅 and state variables 𝒙 to achieve the minimized 
fitting errors. Here,  𝒙𝒕 = {𝑣𝑑,𝑡
′ , 𝑣𝑞,𝑡
′ , 𝑠𝑡}  and 𝝅 =
{𝑎𝑝 , 𝑏𝑝, 𝑎𝑞 , 𝑏𝑞 , 𝑟𝑠, 𝑋𝑠, 𝑟𝑟 , 𝑋𝑟 , 𝑋𝑚 , 𝐻, 𝜔} . This fitting error is 
measured by the root mean square error (RMSE) between the 
estimated and measured values of real or reactive power.  
The load modeling parameter identification is a highly 
nonlinear and nonconvex optimization problem, which 
commonly leads to local optimal solutions. These local optimal 
solutions are also highly dependent on the selection of the initial 
values. Considering these issues and disregarding the 
computation limitations, a simple and straightforward method 
would be to obtain the global optimal solution through 
enumeration. By calculating the model output accuracy 
corresponding to all the possible combinations of all dependent 
parameters in their varying ranges, we can arrive at a global 
optimal solution. 
III. STOCHASTIC SOLUTIONS OF DAE EQUATIONS 
Before analyzing the sensitivity of all parameters, we must 
first find the solution of the DAEs in (15) and then present 
reasonable distributions of the parameters, which can be 
achieved simultaneously using the Fokker-Planck operator. 
The Fokker-Planck operator is a partial differential equation 
that describes the time evolution of the joint probability density 
function of its state variables and parameters [4]. With the DAE 
equations in (14), the Fokker-Planck equation for the 
probability distribution 𝑝(𝒙|𝝅) of the state vector 𝒙 given the 
parameter values 𝝅 is: 
 
𝜕
𝜕𝑡
𝑝(𝒙|𝝅) = − ∑
𝜕
𝜕𝑥𝑖
[𝜇𝑖(𝒙, 𝝅)𝑝(𝒙|𝝅)]
𝑁
𝑖=1
  (15) 
where N is the number of state variables. With the parametric 
Fokker-Planck operator 𝐴(𝒙, 𝝅), (15) can be expressed as 
𝐴(𝒙, 𝝅) 𝑝(𝒙|𝝅) = − ∑
𝜕
𝜕𝑥𝑖
[𝜇𝑖(𝒙, 𝝅)𝑝(𝒙|𝝅)]
𝑁
𝑖=1
  (16) 
We then use the tensor structures to compute 
𝑝(𝒙|𝝅) simultaneously for all parameters 𝝅  within their 
feasible varying space as shown in the following section. 
IV. PARAMETER ESTIMATION VIA TENSOR 
In this paper, a tensor structure is used to tackle the high 
dimension computation burden. Define the N-dimensional 
varying space Ω𝑥 = 𝐼1 × ⋯ × 𝐼𝑁  of state variables 𝒙𝑡  and M-
dimensional varying space Ω𝜋 = 𝐽1 × ⋯ × 𝐽𝑀  of model 
parameters 𝝅. Here, the feasible range of state variable 𝑥𝑖,𝑡  (𝑖 =
1, ⋯ , 𝑁) is 𝐼𝑖 = [𝑙𝑖
𝑥, 𝑢𝑖
𝑥], and the feasible range of parameter 
𝜋𝑗  (𝑗 = 1, ⋯ , 𝑀) is 𝐽𝑗 = [𝑙𝑗
𝜋, 𝑢𝑗
𝜋]. Here, we discretize the space 
of Ω𝑥  into  (𝑛𝑑 + 1)
𝑵  nodes with step sizes ℎ𝑖
𝑥 =
(𝑢𝑖
𝑥 − 𝑙𝑖
𝑥) (𝑛𝑑 + 1)⁄ . Similarly, discretizing the space of Ω𝜋 
into  (𝑚𝑑 + 1)
𝑀  points with step sizes ℎ𝑖
𝜋 =
(𝑢𝑖
𝜋 − 𝑙𝑖
𝜋) (𝑚𝑑 + 1)⁄ . The values of 𝑝(𝒙𝑡|𝝅)  are discretized 
into (N+M)-dimension tensor 𝑝 ∈ 𝑅𝑖1×⋯×𝑖𝑁×𝑗1×⋯×𝑗𝑁  with 
entries 
?̃?𝑖1×⋯×𝑖𝑁×𝑗1×⋯×𝑗𝑁 = 𝑝(𝑥𝑖1,𝑡 , ⋯ , 𝑥𝑖𝑁,𝑡|𝜋𝑗1,𝑡 , ⋯ , 𝑥𝑗𝑀,𝑡)  (17) 
If we process (17) in conventional vector and matrix format, the 
searching space we face is (𝑛𝑑 + 1)
𝑵(𝑚𝑑 + 1)
𝑀. The storage 
cost of tensor ?̃?  will increase exponentially with N and M, 
which is computationally intractable. Thus, we propose to use 
the tensor decomposition to approximate the probability 
distribution 𝑝(𝒙𝑡|𝝅) [5], shown as: 
𝑝(𝒙𝑡|𝝅) = ∑ 𝑝1
𝑟(𝑥1,𝑡) ⋯ 𝑝𝑁
𝑟 (𝑥𝑁,𝑡)𝑝1
𝑟(𝜋1) ⋯ 𝑝𝑀
𝑟 (𝜋𝑀)
𝑅
𝑟=1
  (18) 
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where, R represents the tensor rank. Based on the low-rank 
representation in (18), the mathematical operations on the 
probability distribution 𝑝(𝒙𝑡|𝝅) in 𝑁 + 𝑀 dimensions can be 
performed using combinations of one-dimensional operations, 
and the storage cost is reduced to (𝑁 + 𝑀)𝑅. 
If choosing a sufficiently large computation domain, i.e., 𝑛𝑑 
and 𝑚𝑑 are large enough, we can approximate the distribution 
𝑝(𝒙𝑡|𝝅)  by eigenvector ?̃?  of 𝐴(𝒙𝑡 , 𝝅)  corresponding to the 
minimum eigenvalue 𝜆𝑚𝑖𝑛  closest to zero. Thus, given the 
initial value of all state variables 𝒙𝟎 = {𝑣𝑑0
′ , 𝑣𝑞0
′ , 𝑠0}  and 
parameters π0 ={ap0, bp0, aq0, bq0, rs0, Xs0, rr0, Xr0, Xm0, H0, 𝜔0}, 
?̃?  can be solved from (19) using the alternating minimum 
energy method (AMEN) method [6] as the linear solver in 
tensor format.  
 𝐴(𝒙𝑡 , 𝝅)?̃? = 𝜆𝑚𝑖𝑛?̃?  (19) 
Since the solution ?̃? is presented in tensor format shown in 
(18), we extract the univariate probability density function of 
each state variable and parameter, represented by 𝑝𝑖(𝑥𝑖,𝑡) and b 
𝑝𝑗(𝜋𝑗), respectively. 
By examining the probability densities of each parameter, 
the best parameter estimation π* at its largest probability is 
obtained. Simultaneously, several local optimal estimations at 
its lower probability positions are also provided.  
Given the optimal parameter estimation π*, the real and 
reactive power output of the CLM can be obtained using 
(2)~(13). Meanwhile, the model fitting error can be calculated. 
V. FRAMEWORK OF THE PROPOSED MODEL 
The pseudo code of the tensor-based parameter estimation 
algorithm is presented in Table I. 
TABLE I. THE TENSOR-BASED PARAMETER ESTIMATION ALGORITHM 
Pseudo code of the tensor-based parameter estimation algorithm 
Input: Measured bus voltage magnitude Vt and voltage angle 𝜃𝑡  
Initialize the state variables  𝒙𝟎 = {𝑣𝑑0
′ , 𝑣𝑞0
′ , 𝑠0}  and model parameters 
𝝅𝟎 = {𝑎𝑝0, 𝑏𝑝0, 𝑎𝑞0, 𝑏𝑞0, 𝑟𝑠0, 𝑋𝑠0, 𝑟𝑟0, 𝑋𝑟0, 𝑋𝑚0, 𝐻0, 𝜔0}. 
Define the varying range of 𝒙𝒕 and 𝝅. 
Formulate the DAEs 𝑑𝒙𝒕 = 𝝁(𝒙𝒕, 𝝅)𝑑𝑡. 
Calculate the Fokker–Planck operator 𝐴(𝒙𝒕, 𝝅) in tensor format. 
while 𝐴(𝒙𝒕, 𝝅) 𝑝(𝒙𝒕|𝝅) ≠ 0 
Adjust the AMEN algorithm. 
i=i+1. 
Output: Individual distributions of xt and π, represented by 𝑝𝑖(𝑥𝑖,𝑡) and 
𝑝𝑗(𝜋𝑗) ; global optimal solution for model parameters π
*; and 
response of power output ?̂? or ?̂? corresponding to π*.  
VI. NUMERICAL RESULTS 
The real parameters used in the simulation are shown in 
Table II. The distribution of each parameter is obtained from 
the formulated model. The estimated joint distributions of 
motor inertia H and motor rotor reactance 𝑋𝑟 are shown in Fig. 
1. The estimated distributions of H and 𝑋𝑟 concentrate in values 
around 0.95 and 0.25, respectively. Similarly, the estimated 
joint distributions of static load proportion 𝜔 and motor stator 
reactance 𝑋𝑠 are shown in Fig. 2. The estimated optimal values 
of 𝜔  and 𝑋𝑠  are 0.4974 and 0.1053, respectively. From the 
distributions in Fig. 1 and 2, local optimal values of these two 
parameters are also found. The model power responses (P/Q) 
resulting from the voltage is further obtained by combining all 
distributions of parameters and state variables.  
VII. CONCLUSION 
A global sensitivity analysis approach is proposed to 
perform load modeling parameter estimation via tensor. 
Simultaneously, varying distributions of all load model 
parameters in their feasible range can be efficiently estimated 
based on the Fokker–Planck equations in tensor format. The 
low-rank tensor representation of the formulated load modeling 
can tackle high dimensional problems with efficient 
computation. Global optimal references of parameters are 
obtained from the estimated distribution of all load model 
parameters. Furthermore, the sensitivities of all parameters are 
intuitively presented in the estimated parameter distributions. 
TABLE II. REAL MODEL PARAMETERS 
Parameter 𝜔1 𝑎𝑝 𝑏𝑝 𝑎𝑞 𝑏𝑞  
Value 0.5 0.001 0.5642 0.001 0.6626  
Parameter 𝑟𝑠 𝑋𝑠 𝑟𝑟 𝑋𝑟 𝑋𝑚 H 
Value 0.049 0.096 0.044 0.244 2.96 0.93 
  
Fig.1 Simulated PDF of model parameters (H and Xr) 
 
Fig.2 Simulated PDF of model parameters (𝜔 and Xs). 
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