Abstract. We study lower bounds for the Minkowski and Hausdorff dimensions of the algebraic sum E + K of two sets E, K ⊂ R d .
Introduction
Suppose E, K ⊂ R d are compact sets. We are interested in finding lower bounds for the Hausdorff and Minkowski dimensions of the sum set E + K which are better than the trivial lower bound (1.1) dim(E + K) ≥ max dim(E), dim(K) .
Our general approach will be to fix a "nice" K and to look for some function Φ K, dim(E) such that
for all Borel E ⊂ R d with dim(E) < d. (There are well-known results for "generic" sums, e.g. the fact, a consequence of [7] , that if E, K ⊂ R, then dim(E + tK) ≥ min{dim(E) + dim(K), 1}
for almost all t ∈ R. And there are also some interesting results requiring special hypotheses on both E and K. One is in [12] : suppose a ∈ (0, 1/2) and let C a be the Cantor set
ω j a j : ω j ∈ {0, 1} .
Then dim(C a + C b ) = min{dim(C a ) + dim(C b ), 1} if log(b)/ log(a) is irrational. See also [14] .) Our observations will fall into two classes, depending on whether dim means Minkowski dimension or Hausdorff dimension.
The case of (upper) Minkowski dimension dim m is easier and the example of a curve K in R 2 appears to be typical here: if K is a line segment then one cannot improve the trivial bound; if K is not a line segment then we will show that (1.3) dim m (E + K) ≥ 1 + dim m (E) 2 .
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It is easy to see that, without further hypotheses on the curve K, (1.3) cannot be improved: let E be the cartesian product of two copies of some Cantor set and let K . = K 0 be a curve consisting of a horizontal line segment followed by a vertical one.
Our result for Minkowski dimension will be a generalization of (1.3): we will observe that the lower bound (1.4) dim m (E + K) ≥ dim m (K) + dim m (E) − dim m (K) dim m (E) d holds for certain Cantor sets K ⊂ R and also whenever K is a k-dimensional manifold in R d which satisfies a certain nondegeneracy condition.
For Hausdorff dimension dim h we know very little. We will make the trivial observation that if K ⊂ R d is a Salem set, then there is the optimal estimate dim h (E + K) = min{dim h (E) + dim h (K), d}. We will show that if K is the "middle thirds" Cantor set in R, then
2 (which improves the trivial bound only if dim h (E) > 2 log 2/log 3 − 1). We will prove a result concerning convolution estimates which yields the analog of (1.4) for a few model surfaces. And we will conclude with some remarks about nondegenerate curves.
We will consider Minkowski dimension in §2 and Hausdorff dimension in §3.
Minkowski dimension
for ǫ > 0 and small δ > 0. Our strategy for proving (1.4) depends on the observation that (1.4) is implied by the estimate, to hold for all for Borel
2) were the subject of the two papers [10] and [11] , and we will rely on results and ideas from those papers as we verify (1.4) for various Cantor sets and k-surfaces. The results of [11] imply inequalities (2.2) for certain Cantor sets K. To describe them we establish some notation. Fix a positive integer n ≥ 3 and let G(n) = {0, 1, . . . , n − 1}, which we will interpret as either a set of integers or as a realization of the group of integers modulo n. Fix a subset S ⊂ G(n) such that 0 ∈ S and consider the generalized Cantor set K ⊂ [0, 1] consisting of all sums ∞ j=1 s j n −j such that each s j ∈ S. Then the Hausdorff and Minkowski dimensions of K are both equal to log(|S|)/ log(n). Let m n be normalized counting measure on G(n) and m be Lebesgue measure on [0, 1) (which, when equipped with addition modulo 1, we regard here as a realization of the circle group). Theorem 2 of [11] states that if γ ∈ (0, 1) and the inequality
, where the addition is in the group G(n), then the inequality
holds for E ⊂ [0, 1), with addition modulo 1. Unwrapping the addition modulo 1, this implies
for Borel F ⊂ R. It is easy to verify that (2.3) holds if |S| = n − 1 and γ = 1 − log(|S|)/ log(n) (the case n = 3 yielding the classical Cantor set). Thus, for these Cantor sets K, (2.2) and so (1.4) hold. There are also a few other cases where (2.2) and (1.4) are true, n = 5 and |S| = 2 giving one example. But the method of [11] is not very flexible and, in particular, does not seem to be up to solving the interesting problem of establishing (2.2) for all of the Cantor sets C a mentioned in the introduction. We now consider the situation when K is a k-surface in R d . The simplest case is when K is a curve in R 2 . As previously mentioned, if K is a line segment -which in this setting we consider to be a degenerate curve -we cannot improve on the trivial bound (1.1). If K is not a line segment, an estimate of the form (2.2) for K follows from the more general estimate (Theorem B in [10] ):
To be specific, if the curve K is nondegenerate, i.e., not a line segment, then m 2 (K − K) > 0 and so (2.4) gives (2.2) with α = 1, d = 2. This, in turn, gives (1.3). A first step towards generalizing (1.3) is to find an appropriate notion of nondegeneracy for a k-surface K in R d . We will refer to a mapping Ψ :
as an inflation map (the word "inflation" in this context comes from [3] ). For example, if k = 1, d = 2, then Ψ(x 1 , x 2 ) = x 1 − x 2 is an inflation map. We will consider the k-surface K ⊂ R d to be nondegenerate if there is an inflation map Ψ such that Ψ(K d ) has positive Lebesgue measure in (R d ) k . We would like to prove that if K is a nondegenerate k-surface in R d , then (2.2) holds with α = k, and so (1.4) holds. Unfortunately, the proofs that we have are tied to particular inflation maps. Thus, in particular, we do not even know whether there is an analog of (2.4) with K +K in place of K −K. The current situation is most satisfactory when k = d − 1: Proposition 4 in [10] shows that if
The results of [10] were phrased in terms of a particular inflation map for k-surfaces in R d :
Unfortunately (and unfortunately unnoticed when [10] was written), unless
roughly, the term x 1 + · · · + x l uses up lk dimensions but can make a contribution of only d dimensions to the range of Ψ 0 , and lk
To rule out such Ψ we now add another condition to the definition of inflation map: suppose {e 1 , . . . , e d } is the usual basis for
so that K 0 is k-dimensional and analogous to the curve K 0 mentioned after (1.3). Then an inflation map is (re)defined to be a map Ψ of the form (2.5)
Here is an example (and for the remainder of this paper, with k and d fixed, Ψ will stand for this particular example). Write d = qk + r with q, r nonnegative integers and 0 ≤ r < k. Define Ψ by
where, for 1 ≤ j ≤ k, we choose n j ∈ {0, 1, . . . , r − 1} such that n j k < jr ≤ (n j + 1)k and then set
For example, if d = 5 and k = 2, then
With a view towards Lemma 2.2 below, as well as to establish that Ψ (K 0 ) d has positive Lebesgue measure in (R d ) k , we now indicate how to construct probability measures λ 1 , . . . , λ d on K 0 such that (2.9)
Each of the λ j 's will be k-dimensional Lebesgue measure on one of the sets
To give the idea, we first treat the case d = 5 and k = 2 mentioned above. Choose λ 1 and λ 2 so that, if g is a function on R 5 , then
and then λ 3 and λ 4 so that
Then choose λ 5 so that
for nonnegative functions f on R 5 × R 5 , giving (2.9).
In the general case we write ( Choose the first kq of the measures λ i so that, for 1 ≤ j ≤ k
is equal to 1 , b 1,2 . . . , b 1,k , b 2,1 , . . . , b 2,k , . . . , b r,1 , . . . , b 
Let Π 2 represent the projection of (R d ) k onto the kr-dimensional space corresponding to the variables of the second class and let Π 1 be the complementary projection. By the choice of the n j 's it follows that, if f is a nonnegative function on (R d ) k , we have
(to see this, write (x d , . . . , x d−r+1 ) = (b 1,1 , . . . , b r,k ) and observe that the matrix of the map
is lower triangular with 1's on the diagonal). Since
it then follows that
giving (2.9) as desired.
The main result of this section is the following theorem.
2) holds with α = k and so (1.4) holds as well.
The proof is an immediate consequence of the next two lemmas. 
Lemma 2.3. If K is as in Theorem 2.1 then K carries probability measures λ j such that (2.10) holds.
To deduce (2.2) with α = k from the lemmas, fix F and take
Here is the proof of Lemma 2.2.
Proof. The proof is based on ideas from [4] (see also [3] ). Let Ω be defined by
and put α = Ω/m d (E). It is enough to prove
if E 1 is the set of y ∈ E for which
Continuing inductively, for j = 2, . . . d we produce nonempty sets E j ⊂ E such that (2.13)
We will make repeated use of the following observation (a consequence of (2.13)): if j = 2, . . . , d then (2.14)
Here are some notational conventions which we will use in the remainder of the proof. The symbol E will denote an expectation and any subscripted y will denote a random vector in R d . The underlying probability space will be the product of a large number of copies of K with probability measure a product of measures λ j . Thus, with y p = −x p , we rewrite (2.14) as
In particular, starting with y ∈ E d and then writing y 1 p = y + y p , we have
by (2.15), we see, upon replacing
Next use (2.15) again to write
and apply this to (2.17) to obtain
After r − 3 more steps (where we recall that r is defined by d = qk + r), we have (2.18)
We make another notational convention: · · · dλ(x) will stand for an integral over a product of copies of K with respect to a product of measures λ j where the measures occurring in the product correspond to the variables x j appearing in the integrand. In particular we rewrite (2.18) as
Now fix j ∈ {1, . . . , k}. With n j as specified after (2.6), (2.15) gives (2.20)
for some random vector y j . Since n j < r implies jq ≤ kq = d − r < d − n j , the k estimates (2.20) can be applied in (2.19) to give
Analogous to (2.20) there are, for 1 ≤ j ≤ k, the estimates
Using these estimates in (2.21) gives
Doing this q − 4 more times we obtain (2.22)
Recall from (2.14) that
and apply this with p = (j − 1)q + 2 to obtain the estimates
Using these in (2.22) and recalling the definition of ψ j gives
Now applying the hypothesis (2.10) with f the indicator function of
yields (2.12), completing the proof of Lemma 2.2.
The proof of Lemma 2.3 is the same as the analogous part of the proof of Theorem 3 in [11] , but for the sake of completeness (and since it is short), we will sketch the argument: parametrize K by a C (1) 
The hypothesis is that Φ (0, 1) k d has positive Lebesgue measure in (R d ) k . It follows from Sard's theorem, continuity, and the inverse function theorem, that there are δ > 0 and nonempty open sets O j ⊂ (0, 1) k such that
O j and such that Φ is one-to-one on
then it is easy to see that the λ j 's satisfy the conclusion of Lemma 2.3.
Hausdorff dimension
One approach to studying dim h (E + K) begins with the fact that if K and E are, respectively, the supports of measures λ and µ, then K + E is the support of λ * µ. An attempt to exploit this idea might start with Frostman measures on K and E and hope to say something useful about the energies of λ * µ. In our context, with K fixed and desiring to estimate dim h (E + K) for general E, it seems necessary to require more than that λ be a Frostman measure for K. If we require much more, namely that K be a Salem set, then it is easy to show that
Recall that a set K ⊂ R d satisfying dim h (K) = α is a Salem set if, for each s < α, K carries a probability measure λ satisfying
(Kahane's book [5] is a good source of information about Salem sets.) Suppose that K is a Salem set and also that dim h (E) = β. Now dim h (E) = β is equivalent to the statement that if r < β then there is a probability measure µ supported on E such that
If (3.2) holds, then (3.3) gives
Thus whenever r < β and s < α, E + K carries a probability measure ν such that
and (3.1) follows. Of course this argument shows that if K carries a probability measure λ satisfying (3.2) then
Unfortunately, the requirement that K be a Salem set is stringent: for example, a k-surface in R d can be a Salem set only if
Here is a connection between the theory of L p → L q convolution estimates for nonnegative measures λ and estimates for dim h (E + K): Proposition 3.1. Suppose λ is a probability measure on K ⊂ R d which satisfies the convolution estimate
Before giving the proof we make some comments: (ii) If (3.5) holds for all (1/p, 1/q) in the interior of the triangle ∆(k, d), then it follows from Proposition 3.1 that the analog
(iii) If (3.5) holds, then 
Here is the proof of Proposition 3.1: (The material through Lemma 3.2 is, for the reader's convenience, repeated from [9] .) For ρ > 0, let K ρ be the kernel defined on R d by K ρ (x) = |x| −ρ χ B(0,R) (x) where R = R(d) is positive. Suppose that the finite nonnegative Borel measure ν is a γ-dimensional measure on R d in the sense that ν B(x, δ) ≤ C(ν) δ γ for all x ∈ R d and δ > 0. If ρ < γ it follows that
so long as ρ < d. Thus, for ǫ > 0,
by interpolation. The following lemma is a weak converse of this observation.
properties of averaging operators associated with certain curves in R 3 . Let K = {γ(t) : 0 < t < 1} ⊂ R 3 be a curve {γ(t) : 0 ≤ t ≤ 1} of finite type (see [13] for the definition) and let λ be the measure induced on K by setting dλ = dt. Suppose that 0 < β ≤ 2 and that µ is a Borel measure on E which is β-dimensional in the sense that µ B(x, δ) δ β for δ > 0, x ∈ R 3 . Fix ǫ > 0. We will show that for some p, all Borel F ⊂ R 3 , and all δ > 0. By a well known argument from [2] it will then follow that (3.11) dim h (E + K) ≥ min{β + 1, 3}, E ⊂ R 3 .
With · p,s denoting the norm of the L p Sobolev space L p s (R 3 ), Theorem 1.1 in [13] furnishes p such that there is the convolution estimate
On the other hand, (3.8) shows that
Taking f = χ F in (3.12) and ρ = 3 + β−2 p − ǫ, this gives
Since δ −ρ χ B(0,δ) K ρ , (3.10) follows. One can hope that the analog of (3.11) persists for nondegenerate curves in R d when d > 3. But there is currently no result like Theorem 1.1 in [13] available in higher dimensions, and we can only make a few observations. If dλ is dt on a segment K of the model curve (t, t 2 , . . . , t d ) in R d , then the best estimate for λ is | λ(ξ)| |ξ| −1/d . Thus (3.4) yields only dim h (E + K) ≥ min{dim h (E) + 2/d, d}.
And, using Christ's theorem from [4] about the L p → L q convolution properties of λ, Proposition 3.1 gives dim h (E + K) ≥ min{(1 − 1/d) dim h (E) + 1, d}.
On the other hand, given (3.11) it is easy to see that if E ⊂ R d satisfies dim h (E) ≤ 2, then dim h (E + K) ≥ dim h (E) + 1. This is because Marstrand's projection theorem [7] implies that for almost all orthogonal projections π of R d onto a three-dimensional subspace we have dim h π(E) = dim h (E). Choose such a π and note that, by (3.11) and the fact that π(K) is of finite type, dim h (E + K) ≥ dim h π(E + K) = dim h π(E) + π(K) ≥ dim h π(E) + 1.
