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Personal report
Accidental combinatorist, an autobiography
Sometime during my Senior year (1960s) at Berkeley, I made the decision to switch
majors, from physics to math, when going to graduate school. I thought I was choosing
a life of genteel poverty, compared to the “high-paying” jobs promised for engineers. I
envisioned myself wearing frayed-collar shirts, but never being bored; always occupied
with fascinating problems to solve. Accumulating wealth was something I had thought
about, investing or playing the stock market, but it was not high on my list of priorities.
In fact, I realized that if I were independently wealthy and could do whatever I wanted,
it would be mathematics. Since I was not independently wealthy, the fact that modern
society supports mathematicians, in schools and industry, was something to be grateful
for. I was not aware at that time of the impact of Sputnik (1958s), which had caused
the US Congress to open their 5oodgates of money onto American science and space
technology. I was very lucky in catching the crest of that wave. Ironically, after the
wave subsided in the early 1970s, many aerospace engineers found themselves out of
work and in need of retraining. Mathematics, however, like the True Church, embodies
something fundamental, giving it the 5exibility to adapt to changes in the economic and
social environment. I have been able to pursue mathematics without the distraction of
worrying about making a living or supporting my family. Those two things did have
high priority, in fact, the highest. I was prepared to do whatever was necessary to
support myself and my family. However, employment at the Jet Propulsion Laboratory
(JPL), the Rockefeller University, and the University of California, Riverside (UCR)
has enabled me to do what I really want, and I have felt blessed.
1. Industrial employment
My <rst employment as a mathematician was a summer job (1962s) at JPL. I got
the job on the basis of a phone interview with Ed Posner in which I feigned as much
background and interest in combinatorics as I could. But, when he o>ered me the job,
I immediately felt like a fraud. I never had any formal training in combinatorics and
had not even been aware of the term until Bob Jewett mentioned that JPL was looking
for people who could solve combinatorial problems. After I <nished my exams at the
University of Oregon and started thinking about reporting for work in Pasadena, the <rst
thing I did was to go to the campus bookstore to see what they had on combinatorics.
There was only one book, Combinatorial Analysis by John Riordan. It was, of course,
a pioneering book but not very accessible. I bought it and, in skimming through, found
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one technique that I could understand, the Principle of Inclusion–Exclusion. It was a
variant of a measure-theoretic identity from probability theory, which I had seen in
Feller’s book. I thought, “Well now I am not a complete fraud; I do know one thing
in combinatorics.”
The <rst several weeks at JPL were mainly orientation. Ed Posner was very nice and
I enjoyed getting acquainted with my coworkers, but was terri<ed at being exposed as
a fraud in combinatorics. Then I got the call I had been dreading. It was Ed Posner
saying, “Come to my oFce; Sol Golomb has a combinatorial problem for you.” Golomb
was the Chief of Section 331, Communications, which was responsible for designing
and building the communications systems for the space probes built at JPL. His was
the one name at JPL that I recognized, because he was a regular contributor to Martin
Gardner’s “Mathematical Games” column in Scienti"c American. I went into Posner’s
oFce, and we waited for Golomb. When he came in, Golomb went straight to the
board, picked up the chalk and described his problem:
Suppose you have a deck of 64 cards, three suits with denominations 1 to 20 in
each suit plus four jokers. If you draw 36 cards at random from the deck, what
is the probability that all 20 denominations will be represented?
Whereupon, he dropped the chalk in the tray, turned and left the room. “Well, there’s
your combinatorial problem,” Posner exclaimed. I nodded and left his oFce feeling
like a condemned man.
Back in my oFce, I took stock of the situation. This was obviously not a problem
with an elementary solution—if it were, Golomb would have solved it. Since I only
knew one thing in combinatorics, the Principle of Inclusion–Exclusion, it was my
only chance. If it did not work, I was dead. So, I picked up my copy of Riordan’s
book, opened to the section on Inclusion–Exclusion and stared at the formula, trying to
interpret it for Golomb’s problem. Miraculously, it worked! I scribbled the formula that
it gave for Golomb’s probability on a piece of paper. All this had taken about 15min,
when the phone rang again. It was Posner saying, “Come back to my oFce; Golomb
has an idea on how to solve that problem.” In Posner’s oFce, we again waited for
Golomb. When Golomb entered, he went straight to the board and described a process
of successive approximations for calculating the desired probability. Upon <nishing, he
laid the chalk in the tray and left. I turned to Posner and said, “I’m not sure I understand
Golomb’s procedure well enough to carry it out, but I did <nd this formula.” I handed
him my piece of paper. Posner stared at it incredulously, shook his head and blurted,
“Why didn’t you say something? Forget about Golomb’s idea; this formula is the way
to do it.”
It had taken 15min to come up with the formula, but it took hours of banging away
on a desk calculator to actually calculate the probability. When he got that probability,
Golomb wanted the probability of exactly 19 denominations being represented in the
hand, or 18, or 17, etc. The Marchant calculator that came with my desk was an
impressive piece of machinery, about 50 pounds of metal and plastic. One would enter
the numbers to be added or multiplied on the registers, hit the appropriate key, and
the machine would started churning away. The whirring of gears driven by an electric
motor was pretty intense, actually making the desk shake. In a minute or so, the
machine would stop, allowing one to note the result and <gure out what the next step
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should be. After a day and a half of this, I had all of Golomb’s numbers, as well as
a splitting headache.
Posner was pleased by my solution of Golomb’s problem, and I never again felt
insecure as a combinatorialist. I did appreciate my extraordinary luck in being given a
problem I could solve. But I also realized that my preparation had paid o>:
• I had gone to the trouble to learn something.
• I was aware of how little I knew and could focus my e>orts.
There is an old saying, “A little knowledge is a dangerous thing.” But, since that
experience at JPL, I have thought that the old saying should be amended, “unless you
are fully aware of how little you know, and then it can be very helpful.”
It turned out that Sol Golomb was in the forefront of those mathematicians endeav-
oring to break the genetic code. DNA had been discovered by Crick and Watson just
a few years before. It consists of strings of four bases, A, G, C, T, which encode
almost all of the information for living things. The “64 cards” of Golomb’s problem
were actually the 43 = 64 words of the genetic code, each representing one of the 20
amino acids (its “denomination”) or nothing (a joker). A research note explaining his
hypothesis about the genetic code and interpreting the numbers that I calculated ap-
peared in Nature. Actually, I carried a twinge of guilt about this incident until just a
couple of years ago. Since I am not a good calculator, the calculation of those numbers
had been agony. The only way I could think of to make sure they were correct was
to do them over again, and I had no desire for another headache. Recently, after using
Golomb’s problem as an example when presenting the Principle of Inclusion–Exclusion
in my combinatorics class, I asked Golomb to send me a copy of his note. I had been
doing calculations with Mathematica and realized that I could now painlessly check
my old calculation. It took less than a minute to type the formula for the probabilities
into Mathematica, with instructions to evaluate it. After reading it over carefully, I hit
the return button once and the numbers were there instantaneously. At that moment,
I really felt the impact of the technological revolution that had taken place in those
(almost 40) years.
Sometime during the school year after that <rst summer at JPL, I realized that the
computer was going to have a great impact on mathematics, both as a tool and a
customer. I tried to convince Bob Jewett, who had helped me get the job at JPL
and had shown great ability to solve combinatorial problems to stick with it, but to
no avail. “Industrial mathematics, not academically respectable” was his appraisal of
combinatorics. He chose to go with functional analysis, which was certainly repre-
sented as the highest of professional aspirations in the Department of Mathematics
of the University of Oregon in the early 1960s. In the summer of 1978, I was in-
vited to teach a course in complexity theory at the University of Erlangen, Germany.
At lunch one day, I happened to sit next to Edwin Hewett, one of the gods who
inhabited the lofty heights of functional analysis, or so it had seemed to us gradu-
ate students. He appeared much diminished from the dapper young man I had <rst
seen emerging from his gull-wing Mercedes 300SL to give a lecture at the Univer-
sity of Oregon. We chatted and then he asked about my interests. “Combinatorics”, I
replied, and he seemed visibly shaken. “Combinatorics has become so important,” he
muttered.
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The other life-altering experience I had that summer of 1962 was solving a problem
that led to my <rst publication. Ed Posner posed the following problem to me:
Suppose you number the vertices of the n-cube (n-tuples of 0’s and 1’s) from 1
up to 2n. Each edge (i.e., pair of n-tuples that di>er in exactly one coordinate) will
have two di>erent number assigned to its vertices. Take the absolute di>erences
of those pairs and sum them. In this way, each of the n! numberings will give a
number, namely, the sum of those absolute di>erences over all the edges. What
is the minimum of those sums over all numberings?
In particular, he conjectured that the binary numbering, where an n-tuple is regarded
as the base-2 representation of an integer, gives an optimal numbering. Shortly after
giving me this problem, he left to attend the quadrenial International Congress of
Mathematicians, which was in Stockholm that time. When he returned a week later,
I had the essentials of a proof of the conjecture, though it took another 6 months to
write down anything coherent on it.
The <rst thought I had was that if each summand could be minimized, then the sum
would also be minimized. This is what Polya referred to as proving A by <nding B
which is easier to prove and such that B implies A. Unfortunately, the minimum for
each summand (given by an edge) was one, but no numbering could achieve that for
all edges. Since I could think of no other strategy for minimizing a sum, I decided to
see if there were some other way (an identity) for representing the sum for a particular
numbering. I found such an identity: the sum of the absolute di>erences over all the
edges is equal to the sum of the sizes of the “edge-boundaries” of the “initial segments”
of the numbering. The initial segment (of size k) of the numbering is the set of vertices
numbered 1 through k. Its edge-boundary is the set of edges that have one end in the
set and the other out of the set. Since the initial segments of the binary numbering
seemed to minimize the edge-boundaries for their respective cardinalities, it looked
like progress. Also, it seemed possible to prove the optimality of those initial segments
by induction on the dimension, n. All of this strategizing was straight out of Polya’s
volumes on heuristic reasoning. It took months to write down the details of a proof,
and even then I left out a case. But, without Polya, I doubt I would have been able
to get started.
Two years later, the summer of 1964, I came back to JPL and solved a related
problem, minimizing the maximum di>erence for any edge over all possible number-
ings, thereby, calculating what was called the “bandwidth” of the n-cube. That, to
me, represented additional growth because I found the solution by analogy (another of
Polya’s principles) with the <rst problem. In fact, the new proof used exactly the same
logic as the old. For the bandwidth problem, the role of edge-boundary was taken by
vertex-boundary, i.e., the set of vertices not in the set that have neighbors in the set.
As a thesis advisor, I have always tried to get prospective Ph.D. students warmed up
for a thesis problem by going through Polya’s books on heuristic reasoning. However,
I have never been able to discern in them any of the catalyzing e>ects that those books
had on me.
During the academic year 1964–1965, I was living in Riverside and writing my
Ph.D. thesis. I also worked one day a week at JPL, where I continued to develop
combinatorial ideas. Having had some success at solving problems, I wanted to try
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<nding my own problem. Sol Golomb had mentioned a number-theoretical
problem:
Given a partition of an integer n, i.e., an unordered list of positive numbers that
add up to n, take the product of its summands. Which partition of gives the largest
product?
I got a zing out of solving this problem and started creating variants of it (another of
Polya’s dictums!). “What if n is a real number?” Answering that question brought out
the importance of k, i.e., the number of summands in a partition, and encouraged me
to probe deeper. I asked then what turned out to be my <rst real research question:
for which k does an integer n have the most partitions with k positive summands?
The latter was a very intriguing problem, particularly so several years later when it
occurred to me to connect it with probability theory and the Central Limit Theorem:
if k is viewed as a random variable on the space of all partitions of n, with the
uniform distribution, then it should be asymptotically normal and the maximum of the
distribution will be near the mean (average). However, I could not compute the mean
of k for the partitions of n, so the program did not work. Not wanting such a nice idea
should go to waste, I looked at similar problems where it might be used. I found that
for k-block partitions of an n-set (i.e., divisions of the set into k nonempty, disjoint
subsets), I could compute the mean. At least I found a nice formula for the mean in
terms of the Bell numbers, and Posner gave me a reference to a paper that contained
an asymptotic formula for the Bell numbers. After much struggle, I was also able to
prove asymptotic normality for the number of k-block partitions of an n-set, which
in combinatorics are called the Sterling Numbers of the Second Kind. The paper that
resulted, “Sterling behavior is asymptotically normal”, was my fourth publishable result
in combinatorics as a graduate student.
Years later I realized that I had been wrong in guessing that the (numerical) par-
tition numbers are asymptotically normal. Someone <nally brought to my attention
a paper of Erdos and Lehner from 1941 that showed it to be asymptotic to the
extreme-value distribution. The Erdos–Lehner proof is entirely elementary, using the
Principle of Inclusion–Exclusion in such a clever way that reading it brought tears to
my eyes.
In writing this sketch of my career, I have tried to focus on the professional and
ignore the personal, but with respect to JPL that is impossible. I wrote a publishable
paper every summer I was in graduate school, including the summer of 1963 at Bell
Labs in Murray Hill, NJ. The Bell Labs paper, however, was not of the same quality
as any of the three JPL papers. Each of those JPL papers has been cited numerous
times in the literature and surveys written about the papers they engendered. However,
I have never seen a reference to the Bell Labs paper. JPL from 1962 to 1965 had
the best working environment I have ever experienced. Just being there in the summer
of 1962, when the <rst hard lander hit the moon (after six failures) returning closeup
pictures of the moon, was the thrill of a lifetime. Not only were my bosses, Ed Pos-
ner and Sol Golomb supportive, but the whole of Section 331 was. If there was any
one person responsible for this though, it was Gus Solomon, everybody’s best friend
and psychotherapist. His oFce was the social center of the Section. I always won-
dered how he ever got any work done, but he did. Gus was a pioneer in the <eld of
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error-correcting codes. His codes were used in transmitting data back from the space
probes and were later adopted to make CDs scratch-resistant.
During the academic year 1964–1965, I was living in Riverside and writing my thesis
with Vic Shapiro at UCR. I was also working one day a week at JPL, mainly on the
aforementioned problem of estimating the optimum number of blocks in partitions of
an n-set. I had just announced the solution of this problem to anyone who would listen
when Posner asked me to make a presentation of it to a visitor from the east coast,
Gian-Carlo Rota. I was not really able to appreciate the signi<cance of this at the
time, but Rota was a faculty member at MIT, visiting at CalTech. I con<ded in Ed
and Gus that my dream was to get a job at the Rockefeller University (RU) in New
York City, where Mark Kac worked. I had loved Kac’s little volume in the Carus
Monograph series, Stochastic Independence in Combinatorics and Number Theory,
which combined combinatorics and probability theory, and felt that my solution of the
partitions problem was in the same spirit. Ed subsequently suggested that I accompany
him to an after-Christmas conference at the University of New Mexico in Las Cruces.
Mark Kac was the principle speaker at the conference, so I was able to attend his
lectures. Ed also arranged for me to speak to Kac about my result on partitions.
Kac’s reaction to my presentation was much less positive than Rota’s. In fact, Mark
Kac turned out to be a very di>erent person from the one projected in his books: the
books, especially the Carus Monograph, were suave, sophisticatedly elegant, expressing
a restrained enthusiasm for the subject and solicitude for the reader. The real person
was neurotic and uncomfortable with students. Because of a fear of 5ying, he had
ridden 3 days on the train to get to the conference and referred to Las Cruces as “Las
Gruesomes”.
Four months after the trip to Las Cruces, my thesis was taking shape but the question
of what I would do the following year was still not settled. The decision would clearly
have a big e>ect on my future. Prof. Shapiro had generously o>ered to get me a
postdoctoral position at the University of Chicago, his Alma Mater, but that would
have meant continuing on with harmonic analysis. I had loved my combinatorializing
at JPL and Bell Labs, but it was not academically respectable and I wanted something
with more substance. Becoming a combinatorialist seemed to mean developing a bag
of problem-solving tricks and being quick to solve elementary problems. I was not
blessed with speed and was uncomfortable with the thought that I might look back on
my career as a combinatorialist and see that I had just applied the same half-dozen
tricks over and over. What I really wanted was to contribute to a theory, something
fundamental and with depth. I was leaning toward probability theory. One day when I
was at JPL, Gus waved me into his oFce and shut the door, which was unusual.
“You showed your stu> to Rota last Fall, didn’t you?”, he asked.
“Yes”, I answered.
“And he liked it?”
“I think so.”
“Well”, he said, “I just got a card from Kinney (one of his buddies at Lincoln
Labs). He says Rota just accepted a professorship at the Rockefeller University
and has a postdoctoral position to <ll. Send him a preprint of your paper and
include a note saying that you are looking for a job on the East Coast.”
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I followed his instructions and by return mail received an o>er of the postdoctoral
position at the Rockefeller University. Needless to say, I was ecstatic.
When I returned to JPL in the summer of 1970, it was not quite the same. Gus
had moved on to TRW and Posner was no longer my boss, but I did have another
great experience meeting and working with John Savage. John was a Professor of
Electrical Engineering at Brown University, and we shared an interest in complexity
theory. Mine had begun after my <rst summer (1962) at JPL, when I was doing
some extracurricular reading to <nd out more about combinatorics. Marshall Hall, a
Professor at CalTech and part-time employee in Section 331, had written a little tract,
which he later expanded into a text. He de<ned the subject as being about <nite
mathematical structures, particularly with regard to problems of existence, enumeration,
and optimization.
Hall’s main interest was existence problems, using algebra to construct combinatorial
designs with prescribed parameters or showing that they do not exist. However, he also
wrote about enumeration: given that a type of combinatorial structure exists, how many
of them are there? And optimization: out of all combinatorial structures with certain
properties, which one has the maximum (or minimum) value for a certain parameter?
The main unsolved optimization problem that Hall mentions is the celebrated Traveling
Salesman’s Problem:
A traveling salesman has a territory including n cities with speci<ed travel cost
between each pair of cities. What is the minimum total cost of any route that
passes through each city and returns to the initial one?
Since I had already heard of this problem and it had been around for a long time, it
was obviously hard. So I did not even try to solve it. However, it occurred to me that
maybe it was unsolvable. If it were, then maybe I could <nd a way to prove that.
At Berkeley I had tried my hand at one famous problem, Cantor’s Continuum Hy-
pothesis, and experienced futility. That winter (1963), as I was thinking about how to
show that the traveling salesman’s problem was impossible, there was a rumor that Paul
Cohen at Stanford had shown that the Continuum Hypothesis could not be proved. He
had done so by constructing a nonstandard “universe of sets” for which all the axioms
of set theory held but the continuum hypothesis did not. This reinforced what I had
learned from other impossibility proofs in mathematics: that you <rst need to establish
a theoretical framework (axioms or basic properties) within which the impossible thing
is supposed to be done and, then, deduce impossibility within that framework. So, for
the traveling salesman’s problem, that meant establishing a theory of complexity. I
continued to ponder that task, but without concrete results until meeting John Savage
in the summer of 1970.
John had a theory of complexity that seemed made for what I had in mind. The
theory had been initiated by Claude Shannon, who modeled computers in terms of
switching circuits. Shannon and his collaborators established some basic facts about
the switching complexity of Boolean functions around 1950, but then seemed to lose
interest. However, a group of Russians at the University of Moscow had picked it up
and developed the theory, exchanging switching circuits for something more modern.
Boolean inputs were fed into logical “gates” that computed basic Boolean functions,
such as AND, OR or NOT, whose outputs might be fed into other gates, etc. The
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complexity of a Boolean function was then the minimum number of gates in any circuit
that computed the function. The Russians had developed lower-bounding techniques for
this complexity, which was exactly what we were looking for.
Unfortunately, the Russian lower bounds were too weak to have any practical im-
plications. They were exciting, however, in that they showed the possibilities and, we
hoped, showed the way to getting stronger lower bounds that could be applied to
practical problems such as the traveling salesman’s problem. This we set out to do.
In the summers of 1970 and 1971, our main e>ort was to understand the theory of
complexity as initiated by Shannon and developed by Luponov’s group. In the spring
of 1972 came a great breakthrough in complexity theory. JPL sent me to a conference
held at IBM’s research center at Yorktown Heights, NY. One of the principle speakers
was Richard Karp, a Professor of Computer Science at Berkeley, and his talk brought
clarity to some of the things that John and I had been thinking and trying to formulate.
He introduced a class of decision problems, called NP, those for which positive an-
swers could be veri<ed in a polynomial number of steps. A colleague of Karp’s, Steven
Cook, had de<ned NP as an analog of the recursively enumerable sets and mimicked
the proof that the halting problem is complete (i.e., has maximum complexity) among
the recursively enumerable sets in the sense that each recursively enumerable set is
reducible to (i.e., the inverse image of) the halting problem under some computable
function. Cook’s theorem showed that SAT, the problem of deciding whether a given
Boolean polynomial is satis<able, is similarly complete in the class NP in the sense
that any other problem in NP can be reduced to SAT under a function that is com-
putable in a polynomially bounded number of steps. If SAT were in P, the class of
decision problems having polynomially bounded solutions, then all of NP would be in
P. Karp had taken up where Cook left o>, showing that many of the unsolved prob-
lems of combinatorial optimization, including the traveling salesman’s problem, were
NP-Complete. Karp’s lecture created great excitement internationally about complexity
theory.
John and I realized that we were in perfect position to bene<t from it and sub-
mitted grant applications to the National Science Foundation. It was my <rst such
application, and it was successful. The grant was for summer research support, my
employment at JPL having been terminated. The immediate cause, Nixon’s impound-
ment of funds for NASA, was actually part of a long-term process of making NASA
more “cost-e>ective”. I remember our new section chief, who was an engineer (re-
placing a scientist, who had replaced a mathematician), saying, “No more blue-sky
research”. I was not the <rst mathematician to be terminated and eventually almost all
of us were.
The Cook-Karp theory spawned an industry, producing proofs of NP-Completeness.
Most of this was pretty straightforward, once the basic technique had been mastered.
The only problem into which we put any e>ort in that direction was the one in our <rst
paper, the problem of computing the permanent. The permanent of a matrix is the same
as the determinant except that the parity of each permutation is ignored. This might
seem to make it easier to compute, but just the opposite is true—e>ective methods
for computing determinants are taught in high-school algebra, but none are known for
the permanent. However, there is an easy way to answer the question of whether the
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permanent of a given matrix is positive. It was this property that made the problem
intriguing. For all other enumeration problems known to be hard, the corresponding
decision problem was already NP-Complete. We did not succeed in showing that the
permanent is NP-Hard, but several years later Leslie Valiant did. He <rst extended NP
to #P, the corresponding class of enumeration problems. Then he proved the analog of
Cook’s theorem, showing that #SAT and all other enumeration problems arising from
NP-Complete problems are complete in #P. The last and most impressive step was an
ingenious reduction of #HamiltonCycle to Permanent.
On our NSF grants, John Savage and I did state-of-the-art work in complexity theory
in the summers of 1973 and 1974. Nevertheless, our application for a renewal of
the NSF grant was denied, and the main reason was a single referee’s report. That
“anonymous” referee stated that what we proposed (namely, getting good lower bounds
on Boolean complexity, perhaps good enough to show that P is not equal to NP) was
impossible. He knew this because he, the referee, expected to prove that the question
of whether P is equal to NP is undecidable. I was really angry and astounded at such
arrogance. Our reference to the question of P and NP was not central to our proposal.
Our real goal was to obtain a lower bound on the order of n2, which would imply
unsolvability for most practical purposes.
I put the proposal in a drawer and turned to other projects. I thought that whatever
happened, our concrete lower-bounding techniques could only become more interesting.
Ten years later (1985) I ran into an old classmate from Berkeley. He was working for
the NSF and told me that the pendulum had swung back toward Boolean complexity.
If I would submit another proposal, he thought it might be successful. I considered it
but was still annoyed about the previous episode and was not ready to abandon my
projects in combinatorial optimization. Instead, I pulled out that 10-year-old proposal,
put a line through the old date, wrote the current one above it and sent it back to NSF.
Needless to say, it was only successful in giving me a chuckle. My question of whether
the traveling salesman’s problems can be shown unsolvable remains unanswered after
40 years. The related question of whether P equals NP was one of the Millennium
Problems, seven outstanding mathematical problems for the third millennium for which
a million-dollar prize has been o>ered.
2. Academic employment
I reported for work at the Rockefeller University in the Fall of 1965. The university
is a gated complex of buildings and grounds at the eastern end of 65th street in
Manhattan, occupying several square blocks overlooking the East River. It is diFcult
to distill the essentials from such an intense and complex experience. I met almost all of
the mathematicians whose work I had admired from afar: Mark Kac, John Riordan, and
Will Feller were colleagues. Everybody else eventually passed through: George Polya,
Paul Erdos, Herb Ryser, and on and on. But my only close professional relationship
was with Gian-Carlo Rota.
Rota was engaged in a campaign to develop combinatorics and make it academically
respectable. I saw what he was up against when we went to dinner after a colloquium
466 L.H. Harper / Theoretical Computer Science 307 (2003) 457–472
at Columbia University. An elderly topologist expressed polite interest in combinatorics
saying: “I don’t see the point; if the structures are <nite, then can’t you answer any
question by just considering all possibilities?” Rota was the most profound scholar
of mathematics I have ever known. He had a compulsion to understand everything
mathematical, the vision to see the possibilities and the political ability to bring the two
together. He was also manic-depressive. I had enjoyed close personal and intellectual
friendships with Bob Walker, Steve Silverman, Mike Tomlinson and Gus Solomon, but
quickly realized that G.-C. (as he asked to be called) had problems that were beyond
me. I told him so and asked him to get professional help, which he did.
We settled into a routine. The mornings were devoted to our own projects—in
my case, thinking and reading. He would sometimes invite me to lunch with visit-
ing mathematicians—that was how I met George Polya. Almost every day though, he
would come by my oFce about 3 o’clock and ask if I wanted to go for a walk. Those
walks were actually ambulating lectures. We typically walked for an hour or more,
ranging as far south as the UN building, as far north as 86th Street and as far west as
Central Park. Besides speci<c mathematical ideas and projects, he expounded on his
vision for Combinatorial Theory. I was never able to contribute signi<cantly to any
of his personal projects, but his vision of Combinatorial Theory made a deep impres-
sion on me and my subsequent work. When I arrived at the Rockefeller University, I
was unsure about which subject I wanted to pursue, combinatorics, probability theory,
or some combination. Rota persuaded me that combinatorics had a future as serious
mathematics and made me want to be a part of it. “Our task, in developing Combina-
torial Theory, is to <nd the appropriate techniques for solving the problems. Mainly,
these will come from classical mathematics.” He himself was interested in developing
the theory of “matroids”, a term that he found distasteful—he preferred to call them
“geometric lattices”. The theory had been initiated by Hassler Whitney and developed
by many others including William Tutte, Jack Edmonds, and Robert Dilworth. Later,
G.-C. started reviving the 19th-century theory of invariants.
One day as we were walking, G.-C. said something complimentary about my work.
“But”, I replied, “I’ve only done simple things.” He looked surprised, as though I
had missed the point, and said “Math is all simple.” Later he added emphasis to the
statement, “The simpler mathematics is, the better and more useful, because it is then
easier to apply.” I took this as my theme as a teacher and have endeavored not only to
show students the basic simplicity of math but to convince them that, with a modicum
of e>ort, they can do it themselves. When they falter, I say, “Well, math is all simple,
but it may take awhile to see how simple it is!” I see so many students who are
defeated before they start because of the conviction that math is by nature diFcult and
complex. Just reversing that preconception can make all the di>erence.
G.-C. was giving a weekly lecture on combinatorial theory at Rockefeller that at-
tracted people from as far away as Pittsburgh. One of those lectures was on Sperner’s
theorem, which states that the largest antichain in the lattice of subsets of an n-set
is the largest rank. He then raised the question of whether there was an analog of
Sperner’s theorem for the lattice of partitions of an n-set. Ron Graham, then at Bell
Labs in Murray Hill, NJ, was attending the lectures, so I challenged him to a contest
in proving what we called “The Rota Conjecture”. Rota’s proof of Sperner’s theorem
L.H. Harper / Theoretical Computer Science 307 (2003) 457–472 467
had consisted of the conjunction of two facts:
• The lattice of subsets of an n-set has a matching between consecutive ranks.
• The binomial coeFcients, which count the number of k-sets in an n-set, are unimodal
—as k increases, they increase up to a maximum and then decrease.
If we could prove that the lattice of partitions of an n-set had these same two properties,
we would have a proof of Rota’s Conjecture. Since I had already studied the Sterling
Numbers of the Second Kind, which count the number of partitions of an n-set, I
thought I could do something with the second part. I challenged Ron to prove the
analog of the <rst part, showing that consecutive ranks in the lattice of partitions of
an n-set have a matching between them. He accepted my proposition, and we agreed
to meet at Rota’s lecture the following week and compare results.
The following week, we both had partial results. The Hall Matching Condition is
a family of inequalities, one for each subset of the lower set, which were necessary
and suFcient for a bipartite graph, such as that given by the consecutive ranks of a
lattice, to have a matching. Ron had shown that it was necessary only to verify these
inequalities for subsets that were unions of partitions with the same block sizes. The
key to his proof was the observation that, when restricted to two such families of
partitions, the bipartite graph actually obeyed a stronger family of inequalities for all
subsets, what I called a normalized matching condition. I, had in fact, discovered the
normalized matching condition independently and shown that, if consecutive ranks sat-
is<ed the normalized matching condition, then the Sterling Numbers were log-concave
and therefore unimodal. Using Ron’s result, I veri<ed that the lattice of partitions of an
n-set satis<ed the Hall Matching Condition and even the normalized matching condition
for n less than or equal to 12.
I was fascinated by the fact that Ron and I had discovered the same extension of
the Hall Matching Condition independently and felt it was natural and fundamental. I
volunteered to write up our results for publication. In working over the material, I real-
ized that 5ows (in the sense of Ford and Fulkerson) were more basic than matchings,
so it became the normalized 5ow condition. This led to the insight that the normalized
5ow condition was the basis for a notion of morphism for Ford-Fulkerson 5ows. It
was in terms of 5owmorphisms that I wrote up our joint paper. I sent it to Ron for
approval, but when returned to me, it had been entirely rewritten. Every reference to
morphisms had been removed. He said that the editor of the journal, who happened to
be a colleague of his, had objected to the morphisms as an irrelevant distraction and
rewritten it. Since the paper had been accepted for publication in this revised form, I
agreed to let it go, <guring that I could use the material on 5owmorphism for another
paper.
I had felt that the introduction of the morphism concept was justi<ed in the original
paper, because we gave a nontrivial example and it seemed to open up new possibil-
ities. However, having been rejected as “an irrelevant distraction”, a real application
would be needed if it was to be introduced in a new paper. There were several beauti-
ful extensions of Sperner’s Theorem. One, by de Bruijn, Kruijzwick and Tengbergen,
extended it to the lattice of factors of n. The other, by Erdos, extended the notion
of antichain to k-antichain, where antichain = 1-antichain. In each case, the partially
ordered set was a product, which led one to wonder for what other products an analog
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of Sperner’s Theorem would hold. It is easy to <nd Sperner posets 1 whose product
is not Sperner, so another way of phrasing the question is: under what conditions will
the product of Sperner posets be Sperner? One answer fell right out of the notion of
5owmorphism: if two posets have normalized 5ows between each pair of consecutive
ranks as well as log-concave rank numbers, then so does their product.
As hoped, my Product Theorem not only gave a uniform proof of the theorems of
Sperner, de Bruijn et al. and Erdos but had a new implication: all modular geometric
lattices are Sperner. This followed from the well-known theorem of Birkho> that all
modular geometric lattices are products of projective-space lattices. From the point of
view of 5owmorphisms, the Product Theorem is simple and natural, and it is doubtful
that it could have been found in any other way. This convinced me that I was onto
something in studying 5owmorphisms.
Midway through my second year (Winter 1967) at Rockefeller, Rota su>ered a
complete breakdown. He spent many weeks in the psych ward of the hospital next
door to RU recovering. During that time, he made up his mind to return to MIT.
I was on my own. I felt the need to develop a research plan, based upon my interests,
background and unique experiences, taking into account my strengths and weaknesses.
What I came up with was a question: do combinatorial problems have morphisms
and, if so, what use can be made of them? As a student at Berkeley, I had been
intrigued by Felix Klein’s Erlanger Program, his proposal to study geometry by studying
the transformations of the space that preserve its structure, what we would now call
“symmetries” or “automorphisms”. In van der Waerden’s History of Algebra, these
ideas are traced back to Camille Jordan. In 1870 Felix Klein and Sophus Lie spent
a year in Paris visiting Jordan. From the work of Jordan, Klein, and Lie, the idea of
studying mathematical problems by using their morphisms spread, mainly to algebra,
geometry, and topology. The ultimate expression of this point of view is category
theory, a category being de<ned by its morphisms. Some modern mathematicians have
felt that in category theory the process of abstraction has gone too far, and called it
“abstract nonsense”. I had thought that myself when introduced to category theory in
the graduate algebra course at the University of Oregon. The instructor had insisted
on de<ning everything via “commuting diagrams”, for which I was never able to
develop a feel. Part of my decision to pursue combinatorics had been because it was so
concrete and seemed to avoid the ethereal abstractions of category theory. Morphisms
had come back to taunt me again. But this time it was di>erent; the morphisms were
naturally de<ned by combinatorial problems. I only had the one solid de<nition for
5owmorphisms, but I had already seen how helpful it could be, and there were clearly
many other possibilities. As a last check, I called G.-C., now at MIT, and asked him if
pursuing morphisms in combinatorics was a good idea. He thought it was and wished
me good luck.
Mark Kac, as the Head of Math at Rockefeller, had informed me that I would not
be awarded tenure. I could stay another year, but that was all. Rockefeller had been a
great experience, but I had never felt comfortable in the East, so it was somewhat of a
relief. I overheard Henry Pollack at Bell Labs, one day, discussing the national supply
1 A Sperner poset is a partially ordered set for which Sperner’s Theorem holds.
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and demand for mathematicians and realized that the job market was about to change
phase. Clearly, I needed to get a job with tenure as soon as possible. G.-C. o>ered to
get me on the faculty at MIT, to be considered for tenure after 2 years. Since I had
very little teaching experience, counting on getting tenure at MIT seemed risky. Also, I
would be politically dependent on G.-C., which in light of my experience at Rockefeller
made me nervous. Then Vic Shapiro o>ered to get me an Associate Professorship at
UCR (with tenure) and I accepted with no hesitation.
I joined the UCR faculty in the Fall of 1970, more than 32 years ago. Life has
been full for me here in Riverside, but again I will focus this narrative on my pro-
fessional development. I was given the opportunity to develop a graduate course in
combinatorics. Initially, I presented topics that I had picked up from Rota and var-
ious texts. Combinatorics has been a loosely connected collection of topics without
much in the way of unifying theory, so it was natural to pick and choose from among
them, switching topics in and out as my interests evolved. From the <rst, I covered
Sperner’s Theorem and isoperimetric problems on graphs. Gradually—it took about 15
years—these two topics expanded until they each took up a whole quarter, i.e., 29
50 min lectures. The <rst expansion was to introduce the notion of 5owmorphism and
the Product Theorem into the presentation on Sperner’s theorem. With the introduc-
tion of new applications of 5owmorphisms by myself and others, I decided it was
time to develop global methods, those using morphisms, for a second problem. The
choice seemed obvious, since there was only one other type of problem with which
I was really familiar, the edge-isoperimetric problem. Also, I had observed that most
of the graphs for which the edge-isoperimetric problem could be solved were very
symmetric. I had posed the edge-isoperimetric problem on the graph of the dodeca-
hedron to my students as a research problem for several years, but with no takers.
After some thought, I generalized the problem: can symmetry be used in a systematic
way to simplify isoperimetric problems on graphs? Looking back over the literature,
I found a paper by Steiglitz, Bernstein, and Hopcroft that did something like that on
Qd, the graph of the d-dimensional cube. They called their operation “two-dimensional
stabilization”. Having asked the question already, I quickly veri<ed that the opera-
tion was not limited to the cube or two dimensions—it worked for any diagram of
a graph in Euclidean space having re5ective symmetries with a natural and easily
veri<ed property. I shortened the name of the general operation to “stabilization” and
showed that it applied to the dodecahedron, giving the desired solution of my challenge
problem.
As I was writing up the material on stabilization for publication, I happened to have
a chance to present it to Rota. It was during his annual visit to USC. In the middle
of my presentation, he interrupted.
“This reminds me a lot of Steiner symmetrization”, he remarked.
“Where can I look that up?”, I asked.
“The book on isoperimetric inequalities by Polya and Szego.”
That lead was invaluable, as stabilization was indeed an exact combinatorial ana-
log of Steiner symmetrization. It helped me formulate a general notion of morphism
for the edge-isoperimetric and vertex-isoperimetric problems, which I dubbed “Steiner
operations”.
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By about 1990, I felt that my material on global methods had reached critical mass.
That is, it could now generate questions and answers so as to sustain the development
of the theory and its applications into the foreseeable future. The time had come, I
decided, to publish a coherent account that would expose it to a broader audience. I
had the notes for my graduate lectures, and it seemed like a straightforward task to
rewrite them in publishable form, which I believed I could do in a year. I applied
for, and was granted, a sabbatical (1991–1992) for that purpose and asked a former
student, Joe Chavez, to coauthor it with me. Joe agreed and was very helpful, but
problems quickly began to pile up. I had written about 40 papers at that point, but the
magnitude of this project was far beyond my previous experience. I started by writing
out the text by hand and then trying to enter it into the computer in LaTeX. My
debilities with the clerical tasks of typing and memorizing the syntax and vocabulary
of LaTeX made me ine>ective at the latter task, so I turned it over to Joe. He was
much better than I at LaTeX but was not able to take over any of the writing—there
were nontrivial problems with presenting the material that had to be solved. Also,
being a visual person, I had always drawn diagrams to illustrate my lectures and felt
it essential to include them in the text. Evidently, most computerists are not visual,
and there were only rudimentary provisions in LaTeX for making diagrams. Halfway
through the year, which was actually 15 months long because of the summer vacations
on each end of the academic year, I realized that we were never going to <nish.
I decided to aim to complete the material on combinatorial isoperimetric problems
and Steiner operations. We had started with that because it was still less developed
than the material on Sperner problems and 5owmorphisms. We did <nish a rough
draft, with unsatisfactory diagrams, but I then realized that, even if it were polished
and better diagrams were added, it was not publishable by itself. My concept for the
monograph had been an overarching thesis that there are nice notions of morphism for
combinatorial-optimization problems and that they are e>ective in giving insight into
the problem and in obtaining solutions in speci<c cases. The thesis was supported by
two pillars,
• the theory of Sperner problems and 5owmorphisms, and
• the theory of isoperimetric problems and Steiner operations.
Since an essential part of the argument was the synergistic interaction between the two
problems at the category level, one pillar was not enough to make the case.
Needing relatively uninterrupted time to complete the monograph, something I did
not have during the regular academic year, I decided to carry forward the research
projects on isoperimetric problems that the careful exposition of the basic material
had brought out. This decision was made easier by having several promising Ph.D.
students, including Joe Vasta and Ching Guu. Joe Vasta had been particularly taken
by the material on combinatorial isoperimetric problems. When we studied the solution
of the edge-isoperimetric problem on the dodecahedron, he found an oversight in my
calculation that made it even more eFcient. This showed that he really understood it,
maybe better than I did. I o>ered him a thesis project on a Sperner problem that I
thought was straightforward, but he rejected it, saying that he wanted an isoperimetric
problem. I had never had a student reject a problem, so I was a little mi>ed and decided
to give him a real challenge. I gave him the same problem that Hosein Moghadem had
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been unable to solve about a dozen years before, the maximum-rank ideal problem on
the rectangular product of simplices. Hosein and I had never even been able to guess
what the solution was, much less contemplate a proof. However, Joe Vasta was adept
at programming and immediately began to make progress by solving the problem for
small cases on the computer. From that, he was able to guess the form of the solution,
began applying the theory of compression to prove it and overcame every technical
diFculty, some of them formidable. It was the easiest and most rewarding job in my
career as a thesis advisor. Ching Guu also wrote a very nice thesis, extending the
solution of the wire-length problem on the d-cube, but getting her to do it was one of
the greatest challenges of my career as a thesis advisor.
I would not go into the details of those research projects, because they are now
mostly recounted in the completed monograph, Global Methods for Combinatorial
Isoperimetric Problems. The <rst <ve chapters are the basic material that Joe Chavez
and I wrote up in the sabbatical year 1992–1993. The second <ve chapters each ex-
tend that basic material in a di>erent direction. For instance, Chapter 8 extends the
isoperimetric problems on graphs to higher-dimensional complexes. The results of Joe
Vasta’s thesis may be found there. In order to polish up the original material and
incorporate the extensions with it, I took another sabbatical in 2000–2001. Joe Chavez
had dropped out of the project around 1994, but my department provided me a PC
with Scienti<c Workplace, WYSIWYG typesetting software that allows me to avoid
dealing with LaTeX directly. Derek Dreier, a student, set me up with Adobe Illus-
trator, software that proved to be perfect for doing my many diagrams. With these
technical supports, composing the monograph as I had envisioned it became not just
a possibility but a pleasure. In October of this year (2002), Cambridge University
Press accepted the monograph for publication. They expect it to be out in October of
2003.
The publication of this monograph is the dramatic high point of my career, but at
the risk of achieving anticlimax, I would like to add some re5ections on applied math-
ematics in an academic environment. Years ago in New York, I attended a lecture by
Richard Courant in which he advocated interactions between mathematicians and scien-
tists. I agreed wholeheartedly with him then and still do. Such synergistic interactions
are important for the profession of mathematics in two ways:
• To bring new ideas and problems into mathematics. Pure mathematical processes
can be powerful in solving problems and extending ideas, but if too isolated they
can become, as von Neumann pointed out, “baroque” and dysfunctional. Balance is
essential.
• To pay for the resources that society has invested in training and supporting math-
ematicians, thereby ensuring that the investments will continue.
The transfer of problems from science and technology to the mathematicians that can
solve them, or the transfer of ideas from mathematics to the scientists or engineers
that need them, is not easy. The scientist, engineer and mathematician are all too busy
doing what they do best to be bothered with it. What is needed is a person who
specializes in such transfer. Ed Posner, my group leader the <rst 4 years I was at JPL,
was the best I ever knew at this. He was trained as a mathematician but had picked up
enough engineering background to be able to communicate with engineers and distill
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the mathematical essence from their problems. If he could not solve it himself or did
not have the time, he would pass it on to a mathematician who could.
My concept of combinatorics, as it has evolved over the years, is as just such
a gateway subject. Many, though certainly not all, problems in modern science and
technology that could bene<t from mathematical treatment are combinatorial. Statistical
physics, genetics (the analysis of DNA), computer science, and digital communications
have provided some of the notable examples. As a combinatorialist, I have done as my
mentor, Gian-Carlo Rota, advised, striving to identify mathematical problems that were
likely to be applied and then seeking the appropriate techniques in classical mathematics
to solve them. For me, the pleasure of solving a challenging mathematical problem is
doubled by a good application.
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