Abstract. We study the postcritically-finite maps within the moduli space of complex polynomial dynamical systems. We characterize rational curves in the moduli space containing an infinite number of postcritically-finite maps, in terms of critical orbit relations, in two settings: (1) rational curves that are polynomially parameterized and (2) cubic polynomials defined by a given fixed point multiplier. We offer a conjecture on the general form of algebraic subvarieties in the moduli space of rational maps on P 1 containing a Zariski-dense subset of postcritically-finite maps. Key ingredients in our proofs are an arithmetic equidistribution theorem, complexanalytic tools for analyzing bifurcation measures, and the theory of polynomial decompositions.
Introduction
For each integer d ≥ 2, let MP cm d denote the moduli space of critically-marked complex polynomials of degree d. 1 We are interested in the postcritically-finite (PCF) polynomials within MP cm d , i.e., those polynomials whose critical points all have a finite forward orbit under iteration. Such maps play a fundamental role in the theory of polynomial dynamics. The PCF polynomials form a countable and Zariski-dense subset of MP cm d ; see Proposition 2.6 below. Our ultimate goal is to characterize algebraic subvarieties of MP cm d containing a Zariski-dense subset of PCF maps. In this paper, we make some concrete steps in this direction, focusing on certain kinds of algebraic curves in MP cm d . We also offer Conjecture 1.4 for the general setting of subvarieties in the space of rational functions. cubic polynomials:
Per 1 (λ) = {f ∈ MP cm 3 : f has a fixed point with multiplier λ} for each λ ∈ C. (Recall that the multiplier of a fixed point is simply the derivative of f at the fixed point.) Theorem 1.1. The curve Per 1 (λ) contains infinitely many postcritically-finite cubic polynomials if and only if λ = 0.
The idea of the proof is as follows. For λ = 0, one critical point is fixed for all f ∈ Per 1 (0), so there is exactly one "active" critical point along each irreducible component of Per 1 (0). By a classical complex dynamics argument, the active critical point must have finite forward orbit for a dense set of parameters in the bifurcation locus, so there are infinitely many PCF polynomials f ∈ Per 1 (0). For the converse direction, assume there are infinitely many postcritically-finite maps in Per 1 (λ). Then λ ∈ Q, and we apply an arithmetic equidistribution theorem (Theorem 3.1) to conclude that these PCF maps are equidistributed with respect to the bifurcation measure of each bifurcating critical point. In particular, if λ = 0, then the two critical points define the same bifurcation measure along Per 1 (λ). But the two critical points are dynamically independent and must define distinct bifurcation measures, so we conclude that λ = 0. See §4 for details.
In general, we expect that an algebraic subvariety V in MP cm d contains a Zariski dense subset of PCF maps if and only if V is cut out by critical orbit relations. Unfortunately, pinning down a precise notion of "critical orbit relation" is a bit delicate, as we need to take into account the presence of nontrivial symmetries. In the next result, we provide a precise formulation for polynomially-parameterized curves in the space P , consisting of all monic and centered polynomials with marked critical points. We emphasize the equivalence of statements (1) and (4) in Theorem 1.2 below.
In order to state the result, we first need the following definitions. A holomorphic family of polynomials is a holomorphic map V → P cm d , t → f t , from a complex manifold V to the space of polynomials. A marked point along V is a meromorphic function a : V → P 1 . The marked point a is said to be passive if the sequence of functions {t → f n t (a(t)) : n ≥ 1} forms a normal family on V ; otherwise it is active. In the algebraic setting, where V is quasiprojective and the family f t is algebraic (and nonconstant), a marked critical point of f t is passive if and only if it is persistently preperiodic [Mc1, Lemma 2 .1], [DF, Theorem 2.5] . Theorem 1.2. Fix d ≥ 2. Let f t = (c 1 (t), . . . , c d−1 (t), b(t)) ∈ P cm d be a holomorphic family of polynomials with marked critical points, defined for t ∈ C, where each coordinate function lies in C [t] . The following are equivalent:
(1) f t is postcritically finite for infinitely many parameters t; (2) for every pair of active critical points c i and c j , the normalized bifurcation measures are equal; (3) the connectedness locus for {f t } is equal to M i = t : sup n |f n t (c i (t))| < ∞ for any choice of active critical point c i ; (4) for every pair of active critical points c i and c j , there exist a polynomial h t (z) ∈ C[t, z] and integers k > 0, n, m ≥ 0, such that
and f n t (c j (t)) = h t (f m t (c i (t))) for all t.
In plain English, the equivalence of (1) and (4) means that there is a Zariski-dense set of parameters t ∈ C for which f t is PCF if and only if there is exactly one active critical orbit, up to symmetries (the h term). In particular, the critical point c i has finite orbit for f t if and only if c j has finite orbit for f t . If deg z h = 1, then h t must be a symmetry of the Julia set of f t ; these were classified in [Be1] . If deg z h > 1, then h t must share an iterate with f t for all t [Ri2] ; it follows that condition (4) is symmetric in i and j. In §1.3, we provide examples of polynomial families f t satisfiying the conditions of Theorem 1.2, and we illustrate how we can use Theorem 1.2 to conclude that there are only finitely many postcritically-finite maps in certain explicit families. Theorem 1.2 is a special case of the following result which concerns marked (but not necessarily critical) points which are simultaneously preperiodic. Theorem 1.3. Let f t be a 1-parameter family of polynomials of degree d ≥ 2, parameterized as
be a pair of active marked points, and define
The following are equivalent:
(1) |S 1 ∩ S 2 | = ∞; (2) S 1 = S 2 ; and (3) there exist a polynomial h ∈ C[t, z] and integers k > 0, n, m ≥ 0 such that
for all t. [GHT2] is closely related, showing that (1) ⇐⇒ (2) for certain families of rational functions. As in the case of marked critical points, the activity of a i (t) in Theorem 1.3 is equivalent to the statement that a i is not persistently preperiodic (Proposition 2.1).
The idea behind our proof of Theorem 1.3 is as follows. If we assume condition (3), then (2) follows immediately and (1) follows from Montel's theorem, showing that an active point must have finite orbit at infinitely many parameters t. For the implication (1) =⇒ (3), we begin by applying an arithmetic equidistribution theorem (Theorem 3.1) that implies an "almost (2)" statement: S 1 and S 2 can differ by at most finitely many elements. This step, which uses Berkovich analytic spaces in a crucial way, appeared in [GHT1] and we refer there for details.
To complete the proof that (1) implies (3), we use classical techniques from complex analysis to, first, deduce an analytic relation between the orbits of a 1 and a 2 and, then, promote this to an invariant algebraic relation. Finally, via recent results of Medvedev-Scanlon [MS] , employing methods of Ritt [Ri1] to classify invariant subvarieties for a certain class of polynomial dynamical systems, we may simplify the form of our algebraic relation to the statement of condition (3). Theorem 1.1 is not a special case of Theorems 1.2 and 1.3, because the rational curves Per 1 (λ) in P cm 3 are not parameterized by polynomials for λ = 0.
1.2.
Motivation from results in arithmetic geometry. In arithmetic geometry, there are numerous results which fit into the following paradigm. One is given a complex algebraic variety X and a countable Zariski dense collection of "special" algebraic points on X. The question then arises which algebraic subvarieties of X can contain a Zariski dense set of special points. Usually one knows a family of "special subvarieties" of X which do contain a Zariski dense set of special points, and the problem is to determine whether an arbitrary subvariety of X containing a Zariski dense set of special points must itself be special.
The canonical example of this paradigm is the "Manin-Mumford conjecture", first established by Raynaud [Ra1, Ra2] . If X is an abelian variety then the torsion points of X are countable and Zariski dense, and if Y is a torsion subvariety of X (meaning a translate of an abelian subvariety by a torsion point) then Y contains a dense set of torsion points. Conversely, Raynaud's theorem asserts that if an algebraic subvariety Y of X contains a Zariski dense set of torsion points, then Y must be a torsion subvariety. An analogous result when X is an algebraic torus (so that torsion points are algebraic points of X whose coordinates are all roots of unity) was proved by Laurent, and extended to semiabelian varieties by Hindry [La] , [Hi] .
A more recent (and in general still conjectural) illustration of the special point and special subvariety formalism is the "André-Oort conjecture"; see e.g. [An] , [Pi] . If X is a Shimura variety then the CM points form a countable dense set of algebraic points on X, and likewise for any Shimura subvariety Y of X. The André-Oort conjecture asserts conversely that an algebraic subvariety containing a dense set of CM points must be special, i.e., a Shimura subvariety. A concrete special case of this conjecture, proved by André, is that an irreducible algebraic curve Y in X = C 2 containing a Zariski dense set of points whose coordinates are both j-invariants of CM elliptic curves must be either horizontal, vertical, or a modular curve X 0 (N ).
Ghioca, Tucker, and Zhang have put forth some conjectural dynamical analogs of the Manin-Mumford conjecture [GTZ] . The main results and conjectures in the present paper can be thought of as dynamical analogs of the André-Oort conjecture. The Shimura varieties, which for our purposes can be thought of as moduli spaces for abelian varieties with certain additional structure, get replaced by moduli spaces for polynomial dynamical systems, and CM points get replaced by PCF maps. As in some approaches to the Manin-Mumford and André-Oort conjectures, equidistribution theorems for Galois orbits of special points play a crucial role in our approach to the dynamical version of these problems.
1.3. Examples. We now provide examples to illustrate Theorem 1.2. The first few are basic examples of families satisfying the conditions of Theorem 1.2. We include examples where the symmetries h t are necessarily nontrivial. We conclude with two examples illustrating how Theorem 1.2 might be used to show that there are only finitely many postcritically-finite maps in a given family. 
The orbits of c 1 and c 2 are generally disjoint, though they are symmetric by h t (z) = −z. That is, we have h t • f t = f t • h t and f n t (c 1 (t)) = h t (f n t (c 2 (t))) for all t and any choice of n ≥ 0. There are infinitely many postcritically-finite maps in this family.
The Julia set of f t has a symmetry of order 3, but f t has no nontrivial automorphisms for t = 0. Set β = (2/5) 1/3 and choose ζ = 1 so that ζ 3 = 1. Then f t has a fixed critical point at c 1 (t) = 0 for all t, and the other critical points are c 2 (t) = βt, c 3 (t) = ζβt, c 4 (t) = ζ 2 βt. Then f t (ζz) = ζ 2 f t (z) for all t, so h(z) = ζz commutes with the second iterate f 2 t and
for all t. There are infinitely many postcritically-finite maps in this family.
of degree 4, with c 1 (t) = 0, c 2 (t) = t, c 3 (t) = −t. None of the critical points are persistently periodic, and there are infinitely many postcritically-finite parameters for the family f t (being just the second iterate of the quadratic family). The critical points c 2 and c 3 land on c 1 after one iterate of g t , but their orbits under f t are disjoint from the orbit of c 1 for all t = 0; however, if we set
for all t and i = 2, 3. (4) were to hold, the critical point at t would be preperiodic if and only if the critical point at −t is preperiodic. So it suffices to find a single parameter t 0 at which one critical point is preperiodic while the other has infinite forward orbit. For the parameter t 0 = i, the critical point at −i is fixed while the critical point at i lies in the basin of infinity.
1.4. A conjecture for postcritically-finite rational maps. Let {f t : t ∈ V } be an N -dimensional algebraic family of critically-marked rational maps of degree d ≥ 2. In other words, V is a quasi-projective complex algebraic variety, the map t → f t defines a regular map V → Rat d ⊂ P for i = 1, . . . , 2d − 2. A family as above defines a rational function f :
If PCF maps play the role of the "special points" in the space of rational maps, then the following conjecture provides a characterization of the "special subvarieties" in the space of critically-marked rational maps Rat 
Otherwise, we say that the n critical points are dynamically independent on V . Invariance of X under a map F means that F (X) ⊂ X. Note that when n = 1, this definition states that a single critical point is dynamically independent (from itself) if and only if it has infinite orbit for f ; i.e., if and only if it is active. Moreover, for any n, dynamical independence of n critical points forces all n critical points to be active.
Conjecture 1.4. Suppose {f t : t ∈ V } is an N -dimensional algebraic family of critically-marked rational maps of degree d ≥ 2, with V irreducible. Then f t is postcritically finite for a Zariski-dense subset of t ∈ V if and only if there are at most N dynamically independent critical points on V .
In Theorem 1.2, our conclusion (4) is stronger than that of Conjecture 1.4 because we can appeal to the classification results of Medvedev-Scanlon [MS] to obtain a more precise form for the relation P.
One implication of Conjecture 1.4 (dynamical dependence of any active (N + 1)-tuple of critical points implies Zariski density of PCF maps) follows easily from an argument mimicking the proof of Proposition 2.6 and the following observation. If N + 1 critical points have dynamically dependent orbits along V , and if N of them have finite forward orbits at a given parameter t ∈ V , then the (N + 1)-st critical point will also have finite orbit at t.
We remark that the flexible Lattès maps, in the case where d is a square, form a 1-dimensional algebraic family of postcritically-finite maps. Thus, the use of "at most N " in Conjecture 1.4 (rather than "exactly N ") is necessary. By Thurston's rigidity theorem, this is the only positive-dimensional family with no active critical points; see [Mc1, Theorem 2.2] , [DH] .
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Activity and normal families
In this section we prove the "easy" implications in Theorem 1.3; the key ingredient is Montel's theory of normal families. In Proposition 2.1, we show that a marked point is passive if and only if it is persistently preperiodic. We conclude the section with a proof that the PCF polynomials form a countable and Zariski-dense subset of P cm d
(Proposition 2.6).
2.1. Activity and bifurcation. Let f t be a holomorphic family of polynomials of degree d ≥ 2, parameterized by t ∈ C. Let a : C → C be a holomorphic function. Let
denote the escape-rate function for f t . Associated to the marked point a is a bifurcation measure
where the Laplacian is with respect to t, taken in the sense of distributions. The name "bifurcation measure" comes from the special case where a(t) is a critical point of f t for all t. In that case, the support of µ a coincides with the activity locus of the critical point, the set of parameters where the critical point is "passing through" the Julia set of f t [MSS] . See [De1] and [DF] for background on bifurcation currents. Similarly for any marked point, the support of the measure can be characterized by a bifurcation in its dynamical properties; see e.g., [De2, Theorem 9.1] .
Recall that a point a(t) is passive if the sequence of functions t → f n t (a(t)), n ≥ 0, forms a normal family for t ∈ C; otherwise the point a is active. In the special case where a(t) is a critical point of f t , the following proposition was established in [DM, Proposition 10 .4] (and a version for rational functions was proved in [DF, Theorem 2.5]). We give a different proof, appealing to properties of the function field height of f t .
Proposition 2.1. Let f t be a family of polynomials, parameterized polynomially as
(1) a(t) is active; (2) there exists a parameter t 0 ∈ C for which the forward orbit of a(t 0 ) under f t 0 is infinite; (3) G t (a(t)) = q log |t| + O(1) as t → ∞, for some positive q ∈ Z[1/d]; and (4) the bifurcation measure
is nonzero.
Proof. We begin with the most delicate implication, that (2) implies (3). View f = {f t } as a polynomial defined over the function field k = C(t), so f ∈ k[z] and a = a(t) ∈ P 1 (k). Assuming condition (2), the point a is not preperiodic for f . Note that f is not isotrivial, as f t is affine conjugate to f s for only finitely many values of s (where f s (z) = ζ −1 f t (ζz) with ζ d−1 = 1). We may therefore apply [Be2, Theorem B] to conclude that the function-field height of a is positive. That is,
This shows that (2) implies (3) with (1) clearly implies condition (2) (since the field C is uncountable). Condition (3) implies condition (4), because the function G t (a(t)) cannot be harmonic on all of C if it has nontrivial logarithmic growth. If {t → f n t (a(t))} were normal on C, then there would be a subsequence f n k t (a(t)) that converges locally uniformly in C to an entire function or to the constant infinity. But then the escape rate G t (a(t)) would be everywhere 0 or everywhere infinite. In particular, the measure µ a would be trivial. So (4) =⇒ (1) and the circuit of implications is closed.
Remark 2.2. We explain briefly the relation between function-field height and degree growth. Recall that if k = C(t) with its standard product formula structure and
We can identify M k with C ∪ {∞}. For an absolute value v corresponding to a point z ∈ C, we have log
For v corresponding to the point at infinity, we have log
Remark 2.3. When the conditions of Proposition 2.1 are satisfied, the measure µ a will be compactly supported in the parameter space C. Indeed, the function G t (a(t)) is necessarily harmonic where it is positive, as it is a locally-uniform limit of harmonic functions. The set
will be compact. Up to a multiplicative constant (namely, the q of condition (3)), t → G t (a(t)) defines the Green's function for M a with respect to infinity, and µ a (up to scale) is the harmonic measure of M a with respect to infinity.
2.2. Normality and preperiodic points. Using Montel's theory of normal families, it is straightforward to prove that the conditions of Proposition 2.1 guarantee infinitely many parameters for which a(t) has finite forward orbit. For a proof of Montel's theorem, see [Mi2, §3] .
Lemma 2.4. Suppose f : D × C → C defines a holomorphic family of polynomials of degree d ≥ 2, parameterized by the unit disk D. Let a : D → C be an active marked point. Then there exists a sequence of distinct parameters t n ∈ D for which a(t n ) is preperiodic for f tn for all n ∈ N. In fact, we can choose the parameter t n so that a(t n ) lands on a repelling cycle of f tn for each n.
Proof. Let U be the largest open set in D on which {t → f n t (a(t))} n≥1 is normal; it might be empty, and by the definition of active we know that U = D. Choose t 0 ∈ D \ U , and let {p 1 (t 0 ), p 2 (t 0 ), . . . , p r (t 0 )} be any repelling cycle for f t 0 of period r > 1. By the implicit function theorem, the repelling cycle persists for t in a small neighborhood of t 0 ; let p i (t) denote the i-th point in the corresponding repelling cycle for f t . Note, in particular, that p 1 (t) = p 2 (t) for all t near t 0 . The failure of normality on D and Montel's Theorem imply there exist a parameter t 1 ∈ D and an integer k > 1 such that
That is, the point a(t 1 ) is preperiodic for f t 1 and the cycle it lands on is repelling. Now we repeat the argument: choose any repelling cycle for f t 0 of period r 2 > r and follow it holomorphically in a small neighborhood of t 0 . We obtain a parameter t 2 so that a(t 2 ) lands on a repelling cycle for f t 2 . As f t 0 has repelling cycles of arbitrarily high period, we may repeat the argument indefinitely. By induction, we obtain a sequence {t 1 , t 2 , t 3 . . .} of parameters where a(t n ) is preperiodic for f tn , and for each n, a(t n ) lands on a repelling cycle of period r n > r n−1 . Proposition 2.5. Let f t be a 1-parameter family of polynomials as in Theorem 1.3, and suppose that active points a 1 (t), a 2 (t) ∈ C[t] satisfy condition (3) of the theorem. Then both conditions (1) and (2) are satisfied.
Proof. Because h t commutes with the iterate f k t for all t, condition (3) implies immediately that a 1 has finite orbit for f t if and only if a 2 has finite orbit for f t . Thus, condition (2) holds. For condition (1), it suffices to show that the orbit of a 1 (t) is finite for infinitely many parameters t. This is an immediate consequence of Lemma 2.4. 2.3. Countability and density of PCF maps. To conclude this section, we provide a proof that the set of PCF maps forms a countable and Zariski dense subset of the moduli space of (critically-marked) polynomials of degree d. A sketched proof of density appears in [Si, Proposition 6.18 ], based on the transversality results of Adam Epstein (as appearing in [BE] ), for the corresponding statement in the space of all rational functions of degree d. We provide a more direct argument for density here, from the equivalence of persistently preperiodic and normality of iterates, as first appeared in [Mc1, Lemma 2.1] . A similar proof shows that PCF maps are Zariski dense in the moduli space of rational maps. The argument that the set of PCF maps is countable (after excluding the flexible Lattès maps) requires Thurston's rigidity theorem in the case of rational maps, while we can appeal to compactness of the connectedness locus for polynomials. Proof. It is convenient to work in the space P 
for integers n i < m i , i = 1, . . . , d − 1. As equations in the coordinates of P cm d , they are polynomials defined over Q. Each postcritically-finite polynomial has connected Julia set; and the connectedness locus is compact in P cm d [BH1, Corollary 3.7] . Consequently, the PCF maps form a countable union of algebraic sets, each contained in a compact subset of P cm d . As any compact affine variety is finite, the collection of PCF maps is countable, and each is defined over Q.
We now show Zariski density. Let S be any proper algebraic subvariety of P We continue inductively. Suppose Λ k is a quasiprojective subvariety in P cm d of codimension ≤ k on which c 1 , . . . , c k are persistently preperiodic. If c k+1 is persistently preperiodic along Λ k , set Λ k+1 = Λ k . If not, apply Lemma 2.4 to find a parameter λ k+1 ∈ Λ k where c k+1 is preperiodic, and define Λ k+1 ⊂ Λ k by the critical orbit relation satisfied by c k+1 at λ k+1 . Then Λ k+1 has codimension at most k + 1 in Λ, and the first k + 1 critical points are persistently preperiodic along Λ k+1 . In particular, Λ d−1 is a nonempty subset of Λ and consists of PCF polynomials.
Remark 2.7. Another proof of the Zariski density in Proposition 2.6 follows from the following theorem of Dujardin and Favre: the closure of the set of postcritically-finite polynomials (in the usual analytic topology) contains the support of the bifurcation measure in MP cm d [DF, Corollary 6] . The bifurcation measure µ bif cannot charge pluripolar sets [DF, Proposition 6.11] , and so the PCF maps are Zariski dense.
Arithmetic equidistribution
In this section we recall a general arithmetic equidistribution theorem which will be used in the sequel. We state this result in a form which is a hybrid of the terminology from [BR] and [FRL] ; the proof follows directly from the arguments in either of those works.
2 The result is most naturally formulated using Berkovich spaces; see [BR] for an overview.
Let k be a product formula field. This means that k is equipped with a set M k of pairwise inequivalent nontrivial absolute values, together with a positive integer N v for each v ∈ M k , such that
• for each α ∈ k × , we have |α| v = 1 for all but finitely many v ∈ M k ; and • every α ∈ k × satisfies the product formula
Examples of product formula fields are number fields and function fields of normal projective varieties. Let k (resp. k sep ) denote a fixed algebraic (resp. separable) closure of k. For v ∈ M k , let k v be the completion of k at v, let k v be an algebraic closure of k v , and let C v denote the completion of k v . For each v ∈ M k , we fix an embedding of k in C v extending the canonical embedding of k in k v . For each v ∈ M k , we let P 1 Berk,v denote the Berkovich projective line over C v , which is a canonically defined path-connected compact Hausdorff space containing P 1 (C v ) as a dense subspace. If v is Archimedean, then C v ∼ = C and P 1 Berk,v = P 1 (C). For each v ∈ M k there is a naturally defined distribution-valued Laplacian operator ∆ on P 1 Berk,v . For example, the function log + |z| v on P 1 (C v ) extends naturally to a continuous real valued function P 1 Berk,v \{∞} → R and
where λ v is the uniform probability measure on the complex unit circle {|z| = 1} when v is archimedean and λ v is a point mass at the Gauss point of P 
Berk,v and µ = µ v is a probability measure with continuous potentials, we define the µ-energy of ρ and ρ by
One can show that if ρ and ρ have total mass zero then ((ρ, ρ )) := (ρ, ρ ) µ is independent of µ; in this case our definition and notation coincide with those of Favre and Rivera-Letelier [FRL] . An adelic measure on P 1 (with respect to the product formula field k) is a collection µ = {µ v } v∈M k of probability measures on P For a finite subset S of P 1 (k sep ) and v ∈ M k , we denote by [S] v the discrete probability measure on P 1 Berk,v supported equally on all elements of the Gal(k sep /k)-orbit of S. The canonical height of S associated to the adelic measure µ is defined byĥ
(For a justification of the term 'canonical height', see for example [BR, Lemma 10.27] .) This is a Weil height function, in the sense that there is a constant C such that |h(z) −ĥ µ (z)| ≤ C for all z ∈ k sep , where h is the standard logarithmic height on P 1 .
Theorem 3.1. [BR, FRL] Letĥ µ be the canonical height associated to an adelic measure µ. Let {S n } n≥0 be a sequence of finite subsets of P 1 (k sep ) for which
Remark 3.2. When k is a number field, Theorem 3.1 is essentially the same as Theorem 2 of [FRL] . Special cases of Theorem 3.1, for arbitrary k, are proved in Theorems 7.52 and 10.24 of [BR] . It is straightforward to prove the general case of Theorem 3.1 (for arbitrary k) by using [BR, Lemma 7.55] in conjunction with the proof of [FRL, Theorem 2] , as in the proof of [BR, Theorem 7 .52].
Remark 3.3. If k is a number field and S n is the set of Gal(k/k)-conjugates of z n , then #S n → ∞ follows automatically from the assumption thatĥ µ (S n ) → 0 by Northcott's theorem and the fact that h µ is a Weil height.
In order to apply Theorem 3.1 in practice, one often needs to know how to explicitly compute the Arakelov-Green's functions g µv (x, y) for v ∈ M k . There is a particularly nice way to do this when each µ v is the equilibrium measure of a compact set E v ⊂ A 1 Berk,v , which will always be the case for the applications in the present paper. In order to explain how this works, we introduce some terminology.
Fix a place v of k and suppose that µ v is the equilibrium measure for a compact set
Berk,v → R be the Green's function for E v , which by assumption is continuous (i.e., we assume that E v is a regular set). Let γ v be the Robin constant of E v , so the logarithmic capacity of E v is e −γv and G v (s) = log |s| v +γ v +o(1) as s → ∞.
Define
Then H v is continuous and scales logarithmically, i.e., H v (αs, αt) = H v (s, t)+log |α| v . The following formula comes from a straightforward calculation which we omit.
Proposition 3.4. The normalized Arakelov-Green function g µv (x, y) with respect to µ v is given, for x, y ∈ P 1 (C v ), by the explicit formula
wherex,ỹ are arbitrary lifts of x, y to C 2 v \ {0} and (s 1 , t 1 ) ∧ (s 2 , t 2 ) = s 1 t 2 − s 2 t 1 .
Remark 3.5. For v archimedean, the fact that g µv (x, y) is normalized implies (and in fact is equivalent to) the statement that e −γv is the homogeneous capacity (in the sense of [De2] ) of the set K = {(s, t) ∈ C 2 : H ≤ 0}. This is proved in a slightly more roundabout way in [De2, §4] .
Applying the product formula to (3.1), we obtain: Corollary 3.6. Let µ = {µ v } v∈M k be an adelic measure such that µ v is the equilibrium measure associated to a compact set E v ⊂ A 1 Berk,v for all v ∈ M k . Assume that the global Robin constant γ := N v γ v is zero. Let S ⊂ k be a Gal(k sep /k)-stable finite set such that G v (z) = 0 for every v ∈ M k and every z ∈ S. Thenĥ µ (S) = 0.
Cubic polynomials and fixed point multipliers
Our goal in this section is to prove Theorem 1.1. We begin with the "easy" implication, as in §2, and prove in Proposition 4.1 that there are infinitely many PCF maps in Per 1 (0). We then show that for each λ = 0, there are only finitely many conformal conjugacy classes of postcritically-finite polynomials with a fixed point of multiplier λ. For this implication, we apply the arithmetic equidistribution results described in §3.
Though our proof of Theorem 1.1 does not use this, we remark that it suffices to study the curves for |λ| > 1. Indeed, if 0 < |λ| ≤ 1, there are no postcritically-finite maps on Per 1 (λ); see e.g., [Mi2, Corollary 14.5 Proof. It is convenient to work in the space P cm 3 C 2 , which is a degree-2 branched cover of MP cm 3 . In P cm 3 , the curve Per 1 (0) has two irreducible components, and througout each component, one of the two marked critical points is fixed. Recalling that the connectedness locus C 3 = {f ∈ P cm 3 : J(f ) is connected} is compact [BH1, Corollary 3.7] , we see that both of the critical points cannot be persistently preperiodic along a component of Per 1 (0). Indeed, one critical point must escape to infinity (and therefore have infinite orbit) for parameters outside the connectedness locus. Thus, exactly one critical point is active on each component of Per 1 (0). A polynomial in Per 1 (0) is postcritically-finite if the active critical point has finite forward orbit. By Lemma 2.4, there are infinitely many postcritically-finite polynomials in Per 1 (0).
4.2.
Parameterization of Per 1 (λ). Fix λ ∈ C \ {0}. To study the curve Per 1 (λ) in the moduli space of cubic polynomials with marked critical points, we shall work with the following parameterization:
for s ∈ C \ {0}. The polynomial f s has a fixed point at z = 0 with multiplier λ and critical points at c + (s) = s and c − (s) = 1/s. It is conjugate to the centered polynomial
Figure 2. At left: an illustration of the connectedness locus in one component of Per 1 (0) in P cm 3 . The parameters where the active critical point is periodic are marked in yellow. Proposition 5.1 shows that these parameters are equidistributed with respect to the bifurcation measure. The curve may be parametrized as f t (z) = z 3 − 3t 2 z + t + 2t 3 , where the critical point c 1 (t) = t is fixed for all t, while c 2 (t) = −t is active. At right: a zoom of one of the small copies of the Mandelbrot set.
with critical points at ±(s 2 − 1)/(2s). Therefore, the family f s projects to the curve Per 1 (λ) within P cm 3 via s → λ 3
for either choice of √ λ. This projection is generically one-to-one. This curve in P 
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as s → ∞ and G + (s) is bounded for s near 0. By symmetry, G − (s) = G + (1/s), so G − has a logarithmic singularity at s = 0 and remains bounded as s → ∞.
Lemma 4.2. For each λ = 0, both critical points of f s are active.
Proof. This follows immediately from the nontrivial growth of G + and G − .
The bifurcation measures of the critical points c + (s) = s and c − (s) = 1/s are defined by
From the growth of G + and G − , we see that µ + and µ − define probability measures onĈ = C ∪ {∞}. The support of µ + is compactly contained in C, and it does not put positive mass on s = 0. Similarly for µ − .
The bifurcation locus for the family {f s } is the set of parameters s 0 where the Julia sets J(f s ) fail to vary continuously (in the Hausdorff topology) on any neighborhood of s 0 . The bifurcation locus coincides with (supp µ + ) ∪ (supp µ − ); see [De1, Theorem 1.1] or [DF, Theorem 3 .2] for a proof. See Figure 3 for an illustration of the bifurcation locus in Per 1 (6).
We thank Curt McMullen for suggesting the proof of this next lemma:
Lemma 4.3. The bifurcation measures µ + and µ − are not equal in Per 1 (λ).
Proof. Suppose µ + = µ − . Let B denote the bifurcation locus, so B = supp µ + = supp µ − is compactly contained in C \ {0}. The function G + − G − must be harmonic on C \ {0}, and from the computation of the escape-rate functions above,
, so B is a subset of a circle. But the bifurcation locus B must contain homeomorphic copies of the Mandelbrot set, by the universality of ∂M [Mc2] . This is a contradiction.
4.4. Proof of Theorem 1.1. For λ = 0, Proposition 4.1 states that there are infinitely many postcritically-finite polynomials in Per 1 (0). Now suppose λ = 0. Because all PCF polynomials are defined over Q (Proposition 2.6), the existence of a PCF map in Per 1 (λ) implies that λ is algebraic. We may therefore assume that the family f s is defined over a number field k.
We now set up the technical apparatus needed to apply arithmetic equidistribution (Theorem 3.1), to see that parameters where one of the critical points has finite orbit are equidistributed with respect to its bifurcation measure. We use homogeneous Figure 1 , there appears to be a great deal of overlap between the activity locus of c + and that of c − , though Theorem 1.1 tells us that there are only finitely many PCF maps in Per 1 (6).
coordinates on both the parameter space and the dynamical space. For each place v of k, let C v be the completion of an algebraic closure of the completion of k with respect to v, and define
Note that F (s,t) = F (t,s) and f s (z) is the first coordinate of F (s,1) (z, 1). We define for all but finitely many places v of k.) Letĥ + denote the associated canonical height function.
Let {s n } ⊂ k be any infinite sequence of parameters such that c + (s n ) has finite orbit for f sn , for all n. Let S n denote the set of Gal(k/k)-conjugates of s n . By (G1) and (G2), the hypotheses of Corollary 3.6 are satisfied, and we conclude thatĥ + (S n ) = 0 for all n. Theorem 3.1 (combined with Remark 3.3) applies to show: Proposition 4.4. Fix λ ∈ Q \ {0}. For any infinite sequence of parameters s n ∈ k for which c + is preperiodic, the discrete probability measures [S n ] v converge weakly to µ
Berk,v , for all places v of k. In particular, the preperiodic parameters are equidistributed with respect to the bifurcation measure µ + on C.
The same considerations apply to G − v and µ − v , so Proposition 4.4 holds also for c − and the adelic measure µ − . Finally, suppose that {f sn } is an infinite sequence of PCF maps in Per 1 (λ), so that both critical points are preperiodic for all n. The Galois orbits of s n must be equidistributed with respect to both µ 
From coincidence to an algebraic relation
In this section, we complete the proof of Theorem 1.3. The implications (3) =⇒ (2) =⇒ (1) are covered by Proposition 2.5. Throughout this section, we assume condition (1). We combine the arithmetic equidistribution theorem (Theorem 3.1) with techniques from complex analysis to obtain (3).
5.1. Preliminary definitions. Let G t denote the escape-rate function for f t , as defined in (2.1), and set
Define the bifurcation measure
on the parameter space; by Proposition 2.1, the activity of a i implies that the measure is nonzero. In fact, we see from the proof of Proposition 2.1 that the total mass of µ i can be computed by the degree growth of the polynomials f n t (a i (t)) as n → ∞. If we pass to a high enough iterate f
as t → ∞; consequently, the measure µ i has total mass m i /d N i . For the remainder of the proof, it will be convenient to replace a i with its iterate f N i t (a i (t)). We may therefore assume that
for all n ≥ 0 and (5.4)
5.2.
(1) =⇒ "almost (2)" via arithmetic equidistribution. By assumption, there are infinitely many parameters t 1 , t 2 , . . . ∈ C such that both a 1 (t n ) and a 2 (t n ) are preperiodic for f tn . Following the arguments in [GHT1] , Theorem 3.1 implies that the sets S 1 = {t : a 1 (t) is preperiodic for f t } and S 2 = {t : a 2 (t) is preperiodic for f t } differ by at most finitely many elements. If we know that the family f t and marked points a i are defined over Q, then equidistribution guarantees that S 1 = S 2 . We explain how this follows from [GHT1] . We have already replaced each a i by a suitably large iterate so that condition (5.1) from [GHT1] and the conclusion of their Lemma 5.2 are satisfied for i = 1, 2. Then for any product formula field k over which f t and a i (t) are defined, Corollary 6.11 of [GHT1] guarantees that the hypotheses of the equidistribution result Theorem 3.1 are satisfied. This proves:
Proposition 5.1. For each i, the set S i is equidistributed with respect to the measure µ i,v on A 1 Berk,v for all places v of k. More precisely, given any sequence of subsets
Consequently, we have µ 1,v = µ 2,v for all places v of k. Here µ i,v denotes the equilibrium measure on the set M i,v , the closure in A 1 Berk,v of the set of t ∈ C v for which a i (t) is bounded under iteration of f t . It follows that the associated canonical heightŝ h 1 andĥ 2 must be equal. If k is a number field, the desired equality S 1 = S 2 follows, because S i = {t ∈k :ĥ i (t) = 0} in this case. The general case follows from Proposition 10.5 of [GHT1] . Note that the hypothesis (i) in Theorem 2.3 of [GHT1] is not needed for any of these conclusions.
5.3. The boundedness locus M. Consider the "generalized Mandelbrot set" associated to a i , defined by M i := {t ∈ C : the orbit of a i (t) is bounded}.
As with the usual Mandelbrot set, the boundary of M i is the activity locus for a i ; that is, the boundary of M i is the set of parameters t 0 ∈ C for which {t → f n t (a i (t))} fails to form a normal family on every neighborhood of t 0 . The set S i , where a i is preperiodic, is a subset of M i . From Lemma 2.4, the closure of S i contains the boundary of M i . And, exactly as for the usual Mandelbrot set, the Maximum Principle guarantees that the complement of M i is connected. Thus, the conclusion of §5.2 (that S 1 and S 2 differ in at most finitely many elements) guarantees that M 1 = M 2 . We let M denote this common set, so M :
is the boundedness locus for a 1 and a 2 . From Remark 2.3, the set M is compact.
Recall that the function G i defined in (5.1) is, up to a multiplicative constant, the Green function for M i (see Remark 2.3; cf. [GHT1, Lemma 6.10] ). It follows that G 2 (t) = α G 1 (t) and µ 2 = α µ 1 where
by equation (5.4). We will also need the "uniformizing coordinate" ϕ M associated to the compact set M ⊂ C. This is the uniquely determined univalent function defined in a neighborhood of infinity, with ϕ M (t) = t + O(1) near ∞, such that
for i = 1, 2. It exists because the periods of the conjugate differential
lie in 2πm i Z (for loops around infinity with t large); see, e.g., [Ah, Chapter 4, §6 .1].
5.4.
Analytic relation between a 1 and a 2 . Let ϕ t denote the uniformizing Böttcher coordinate for f t . That is, for each fixed t, ϕ t is defined and univalent in a neighborhood of infinity and is uniquely determined by the conditions that ϕ t (f t (z)) = ϕ t (z) d and ϕ t (z) = z + O(1) for all t. The Böttcher coordinate satisfies
where it is defined. See e.g., [Mi2, §9] .
The following Lemma appears as [GHT1, Proposition 7.6 ], but we include a proof for completeness. The arguments are similar to our proof of [BD, Lemma 3.2] .
Lemma 5.2. For each i = 1, 2, there exists an integer n i so that the iterate f n i t (a i (t)) lies in the domain of ϕ t for all sufficiently large t.
Proof. For each t, let M (f t ) denote the maximal critical escape rate, so
The polynomial growth of the coefficients of f t implies that M (f t ) grows logarithmically in t. Indeed, by passing to a finite cover of the punctured disk {|t| > R} for some R 0, we may assume that the critical points of f t are holomorphic functions of t. Applying [DM, Proposition 10.4] , which uses standard distortion estimates for univalent functions, we conclude that
as t → ∞ for some e > 0. From Proposition 2.1, for each i we know that
for some q i > 0 as t → ∞. Choosing n i so that
we conclude that f n i t (a(t)) lies in the domain of ϕ t for all t sufficiently large.
For the rest of this section, we will replace a i (t) with its iterate f
Write each polynomial as
for some nonzero ζ i ∈ C and t near infinity. Define
Now Φ 1 , Φ 2 are analytic maps near infinity, and each satisfies
for each i, where ϕ M is the uniformizing coordinate for M, defined in §5.3; this is because an analytic map is uniquely determined by its absolute value, up to a rotation. Therefore,
1 . Then for every n, we have (5.6)
We will refer to (5.6) as the analytic relation between the orbits of a 1 (t) and a 2 (t).
Lemma 5.3. The ζ of the analytic relation (5.6) satisfies |ζ| = 1.
Proof. Recall that the constant α from (5.5) is given by α = m 2 /m 1 and the integers k 1 and k 2 were chosen so that k 1 m 1 = k 2 m 2 . Consequently,
and so
We see that
from (5.6).
5.5. Properties of the Böttcher coordinate. Our next goal will be to promote the analytic relation (5.6) to an algebraic relation between the orbits of a 1 and a 2 . To achieve this, we need some estimates on ϕ t . Write the expansion of ϕ t for z near ∞ as
The constant term is 0 because all f t are centered. Note that ϕ t (z) is analytic in both t and z, where defined.
Lemma 5.4. The coefficient g s (t) is polynomial in t for all s.
Proof. For fixed t, choose R = R t minimal such that {z : |z| > R} lies in the domain of the univalent function ϕ t . Then ψ(z) = R/ϕ t (R/z) defines a univalent function on the unit disk, with ψ(0) = 0 and ψ (0) = 1. Expand ψ in a power series around 0, so
Littlewood's Theorem implies that |b n | ≤ e n for all n and any such ψ; see [Du, §2.4] . In fact, by the Bieberbach Conjecture (Theorem of de Branges), we know that |b n | ≤ n, but this is not necessary for us. In our case, the first few terms in the expansion of ψ are ψ(z) = z − g 1 R −2 z 3 + g 2 R −3 z 4 + (g for some constant depending on s, where g s and R both depend on t. Now, recall that a i (t) lies in the domain of ϕ t for all t sufficiently large, by Lemma 5.2 (and the comment following the proof). From the traditional distortion arguments applied to ϕ t (applying the estimate |b 2 | ≤ 2; see [BD, Lemma 3.2] or [BH1, §3] ), the region {z : G t (z) > d M (f t )} lies outside the disk of radius R t for all t large. And so we may assume that a i (t) lies outside the disk of radius R t for all t large. That is, we have R t ≤ |a i (t)| for |t| 0, and we conclude that |g s (t)| ≤ C s |a i (t)| s+1 for i = 1, 2. Finally, then, the degree of g s must be no greater than the degree of a i (t) s+1 .
5.6. Polynomial relation between a 1 (t) and a 2 (t). Expand each power of the Böttcher coordinate ϕ t (z) in Laurent series near infinity as
By Lemma 5.4, the expression P k t (z) is polynomial in both t and z; in z it is monic and centered of degree k. By Lemma 5.5, we may conclude that we may write s 1 = k 1 and s 2 = k 2 for some positive integer . Furthermore, the coefficients of the leading terms must coincide, so
for all n. Therefore, ζ is a root of unity.
Remark 5.7. The proof of Lemma 5.6 is elementary but somewhat unenlightening. When the points a i (t) are critical (i.e., in the setting of Theorem 1.2), one can give a more conceptual proof that ζ is a root of unity, as follows. From Lemma 5.3, we know that |ζ| = 1. From (5.6), the argument of ζ is equal to the difference in argument between ϕ t (a 2 (t)) k 2 and ϕ t (a 1 (t)) k 1 , independent of t. We are assuming that there are infinitely many parameters t such that f t is PCF, and all periodic cycles for a PCF map must be superattracting or repelling [Mi2, Corollary 14.5] . From §5.2 and Lemma 2.4, there are infinitely many t ∈ ∂M such that both a 1 (t) and a 2 (t) are preperiodic to repelling cycles. Such a parameter t 0 will be a landing point of a "rational external ray" for ϕ M (see e.g. [Mi2, Chapter 18] ). In other words, the points a 1 (t 0 ) and a 2 (t 0 ) will be landing points for rational external rays in the Julia set of f t 0 . It follows that the difference in argument between ϕ t (a 1 (t)) and ϕ t (a 2 (t)) is rational, and therefore that ζ is a root of unity.
Lemma 5.6 implies that the sequence {ζ d n : n ≥ 0} will eventually cycle. Replacing a 1 and a 2 with iterates will allow us to assume that ζ itself is periodic for z d . That is, we may assume there exists a positive integer k so that
Equation (5.8) can be formulated as (5.10) P If the polynomial A t (x) − B t (y) is reducible for all t, let Q t (x, y) denote a factorhave bounded forward orbit for f t if and only if t ∈ M i for some active critical point i. Therefore, M i is the connectedness locus for f t .
(3) =⇒ (4). This implication is exactly as in the proof of Theorem 1.3. Specifically, the arguments of §5.3-5.7 start with the assumption that the sets M i coincide and conclude with the desired algebraic relation (4).
(4) =⇒ (1). If a critical point is not active, then Proposition 2.1 shows that it is preperiodic for all parameters t ∈ C. If there is only one active critical point, then Lemma 2.4 implies that it has finite orbit for infinitely many t, and therefore f t is postcritically finite for infinitely many t. If there are at least two active critical points, then Theorem 1.3 guarantees that they are simultaneously preperiodic at infinitely many parameters t. Again we conclude that f t is postcritically finite for infinitely many t.
