Stable tensors and moduli space of orthogonal sheaves by Gomez, Tomas L. & Sols, Ignacio
ar
X
iv
:m
at
h/
01
03
15
0v
4 
 [m
ath
.A
G]
  2
2 J
an
 20
03
STABLE TENSORS AND MODULI SPACE OF ORTHOGONAL
SHEAVES
TOMA´S L. GO´MEZ AND IGNACIO SOLS
Abstract. Let X be a smooth projective variety over C. We find the natural
notion of semistable orthogonal bundle and construct the moduli space, which we
compactify by considering also orthogonal sheaves, i.e. pairs (E,ϕ), where E is a
torsion free sheaf on X and ϕ is a symmetric nondegenerate (in the open set where
E is locally free) bilinear form on E. We also consider special orthogonal sheaves,
by adding a trivialization ψ of the determinant of E such that det(ϕ) = ψ2;
and symplectic sheaves, by considering a form which is skewsymmetric. More
generally, we consider semistable tensors, i.e. multilinear forms on a torsion free
sheaf, and construct their projective moduli space using GIT.
Let X be a smooth projective variety of dimension n over C. If X is a curve,
the moduli space of vector bundles was constructed by Mumford, Narasimhan and
Seshadri. If dim(X) > 1, to obtain a projective moduli space we have to consider
also torsion free sheaves, and this was done by Gieseker, Maruyama and Simpson.
An orthogonal bundle is a pair (E,ϕ), where E is a vector bundle and
ϕ : E ⊗ E −→ OX
is a bilinear symmetric nowhere degenerate form. The nondegeneracy means that
it induces an isomorphism E → E∨, hence (detE)2 ∼= OX .
A special orthogonal bundle is a triple (E,ϕ, ψ) where E and ϕ are as before, and
ψ : detE −→ OX
is an isomorphism such that det(ϕ) = ψ2 (this equation means that for all points
x ∈ X, if we choose a basis for the fiber Ex, the determinant of the matrix associated
to ϕ at x is equal to the square of the scalar associated to ψ at x).
A symplectic bundle is a pair (E,ϕ), where E is a vector bundle and ϕ is a bilinear
skewsymmetric nowhere degenerate form.
Note that giving an orthogonal (or special orthogonal, or symplectic) bundle
is equivalent to giving a principal bundle with group structure group O(r,C) (or
SO(r,C), or Sp(r,C)). To obtain a projective moduli space we have to consider
also orthogonal, or special orthogonal or symplectic sheaves, i.e. allowing E to be
a torsion free sheaf, and then requiring ϕ to be nondegenerate only on the open
subset of X where E is locally free. We say that a subsheaf F of E is isotropic if
ϕ|F⊗F = 0.
An orthogonal, or special orthogonal or symplectic sheaf is called stable (respec-
tively semistable) if for all proper isotropic subsheaves F of E
PF + PF⊥ ≺ PE (respectively ),
where PF is the Hilbert polynomial of F , F
⊥ is the sheaf perpendicular to F with
respect to the form ϕ, and, as usual, the inequality between polynomials P1 ≺ P2
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(respectively ) means that P1(m) < P2(m) (respectively ≤) form≫ 0 (see sections
5 and 6 for precise definitions).
A similar problem was considered by Sorger [So]. He works on a curve C (not
necessarily smooth) on a smooth surface S, and constructs the moduli space of
torsion free sheaves on C together with a symmetric form taking values on the
dualizing sheaf ωC . Faltings [Fa] has considered principal bundles on semistable
curves. For G orthogonal or symplectic he considers a torsion free sheaf with a
quadratic form, and he also defines a notion of stability. For general reductive
group G he uses the approach of loop groups.
More generally, we can consider triples (E,ϕ, u) where E is a torsion free sheaf
on X and ϕ is a non-zero homomorphism
ϕ : (E⊗s)⊕c −→ (detE)⊗b ⊗Du,
where Du is a locally free sheaf belonging to a fixed family {Du}u∈R parametrized
by a scheme R (for instance, R could be Pica(X), and then Du is any line bundle
with fixed degree a, or we can take R to be a point, and then Du is a fixed locally
free sheaf). We call these triples tensors. See section 1 for the precise definition.
Tensors generalize several objects that have already appeared in the literature. If
s = 1, b = 0, c = 1, and R is a point, these are the framed modules of Huybrechts and
Lehn. They gave two constructions of their moduli space: In [H-L1] for dim(X) ≤ 2,
based in the ideas of Gieseker [Gi], and in [H-L2] for arbitrary dimension, following
the ideas of Simpson [Si]. If dim(X) = 1, s = 2, b = 0, c = 1, R is a point and
Du is a line bundle, these are the conic bundles of [G-S]. If dim(X) = 1 and D is a
family of line bundles, these are the decorated vector bundles whose moduli space
was constructed by Schmitt [Sch].
Using geometric invariant theory (GIT) as in [Si] and [H-L2], we construct the
moduli space of semistable tensors (sections 1 to 4). This is used in sections 5 and
6 to construct the projective moduli space of classical sheaves.
Finally, in section 7, as a further application we obtain moduli spaces for GL(r,C)-
representational pairs, i.e. pairs (P, σ) consisting of a principal GL(r,C)-bundle P
and a section σ of the vector bundle associated to a fixed representation of GL(r,C).
We can also consider a quasi-projective scheme Y with an action of GL(r,C), and
then we can take σ to be a section of the associated fiber bundle with fiber Y .
Banfield [Ba] and Mundet [MR] have given Hitchin-Kobayashi correspondences for
these objects.
In a future paper we will consider principal G-bundles for more general groups.
Notation. If f : Y → Y ′ is a morphism, we denote f = idX ×f . If ES is a coherent
sheaf on X × S, we denote ES(m) := ES ⊗ p
∗
XOX(m). To simplify the notation,
we will denote the complex groups GL(r,C), O(r,C), Sp(r,C),... by GL(r), O(r),
Sp(r). If X, Y , Z are schemes, then πX , πY×Z , etc... denote the corresponding
projections from X × Y × Z.
If P1 and P2 are two polynomials, we write P1 ≺ P2 if P1(m) < P2(m) for
m ≫ 0, and analogously for “” and “≤”. We use the convention that whenever
“(semi)stable” and “(≤)” appear in a sentence, two statements should be read: one
with “semistable” and “≤” and another with “stable” and “<”.
Acknowledgments. We would like to thank U. Bhosle, N. Fakhruddin, M.S.
Narasimhan, S. Ramanan, C.S. Seshadri and Ch. Sorger for discussions on this
subject. The authors are members of VBAC (Vector Bundles on Algebraic Curves),
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00099) and by EDGE (EC FP5 Contract no. HPRN-CT-2000-00101). T.G. was
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1. Stability of tensors
Let X be a smooth projective variety over C. Fix an ample line bundle OX(1) on
X. Fix a polynomial P of degree n = dim(X), and integers s, b, c. We will denote
by r and d the rank and degree of a sheaf with Hilbert polynomial P . Fix a family
{Du}u∈R of locally free sheaves X parametrized by a scheme R, i.e. we fix a locally
free sheaf D on X ×R, and given a point u ∈ R, we denote by Du the restriction to
the slice X × u.
Definition 1.1 (Tensor). A tensor is a triple (E,ϕ, u), where E is a coherent sheaf
on X with Hilbert polynomial PE = P , u is a point in R, and ϕ is a homomorphism
ϕ : (E⊗s)⊕c −→ (detE)⊗b ⊗Du,
that is not identically zero. Let (E,ϕ, u) and (F,ψ, v) be two tensors with PE = PF ,
detE ∼= detF , and u = v. A homomorphism between (E,ϕ, u) and (F,ψ, v) is
a pair (f, α) where f : E −→ F is a homomorphism of sheaves, α ∈ C, and the
following diagram commutes
(1.1) (E⊗s)⊕c
(f⊗s)⊕c
ϕ
(F⊗s)⊕c
ψ
(detE)⊗b ⊗Du
fˆ⊗α
(detF )⊗b ⊗Dv
where fˆ : detE → detF is the homomorphism induced by f . In particular, (E,ϕ, u)
and (E,λϕ, u) are isomorphic for λ ∈ C∗.
Remark 1.2. We could have defined a more restrictive notion of isomorphism,
considering only isomorphisms for which α = 1. If we do this, we obtain a different
category: for instance, if E is simple, the set of automorphisms of (E,ϕ, u) is C∗,
but if we require α = 1, then the set of automorphisms is Z/(rb − s)Z (assuming
rb − s 6= 0). If rb − s 6= 0, even if the categories are not equivalent, the set of
isomorphism classes will be the same (because α can be absorbed in f by changing
f into α1/(rb−s)f), and then the moduli spaces will be the same. But if rb− s = 0,
then α cannot be absorbed in f , and the set of isomorphism classes is not the same.
Let δ be a polynomial with deg(δ) < n = dim(X)
(1.2) δ = δ1t
n−1 + δ2t
n−2 + · · · + δn ∈ Q[t],
and δ(m) > 0 for m ≫ 0. We denote τ = δ1(n − 1)!. We will define a notion
of stability for these tensors, depending on the polarization and δ, and we will
construct, using geometric invariant theory (GIT), a moduli space for semistable
tensors.
A weighted filtration (E•,m•) of a sheaf E is a filtration of sheaves
(1.3) 0 ( E1 ⊂ E2 ⊂ · · · ⊂ Et ( Et+1 = E,
and positive numbers m1, m2, . . . , mt > 0. Let ri = rk(Ei). If t = 1 (one step
filtration), then we will take m1 = 1. We will denote E
i = E/Ei and r
i = rk(Ei).
4 T. GO´MEZ, I. SOLS
The filtration is called saturated if all sheaves Ei are saturated in E, i.e. if E
i is
torsion free.
Consider the vector of Cr defined as γ =
∑t
i=1miγ
(ri), where
(1.4) γ(k) =
( k︷ ︸︸ ︷
k − r, . . . , k − r,
r−k︷ ︸︸ ︷
k, . . . , k
)
(1 ≤ k ≤ r − 1).
Now let I = {1, . . . , t+ 1}×s be the set of all multi-indexes I = (i1, . . . , is). Let γj
be the j-th component of the vector γ, and define
(1.5) µ(ϕ,E•,m•) = min
I∈I
{
γri1 + · · · + γris : ϕ|(Ei1⊗···⊗Eis)⊕c 6= 0
}
Definition 1.3 (Stability). Let δ be a polynomial as in (1.2). We say that (E,ϕ, u)
is δ-(semi)stable if for all weighted filtrations it is
(1.6)
( t∑
i=1
mi
(
rPEi − riP
))
+ µ(ϕ,E•,m•) δ () 0
Recall that we assume that ϕ is not identically zero. It is easy to check that if
(E,ϕ, u) is semistable, then E is torsion free. In this definition, it suffices to consider
saturated filtrations, and with rk(Ei) < rk(Ei+1) for all i.
Lemma 1.4. There is an integer A1 (depending only on P , s, b, c and D) such
that it is enough to check the stability condition (1.6) for weighted filtrations with
mi ≤ A1 for all i.
Proof. Again, let I = {1, . . . , t+1}×s. Multi-indexes will be denoted I = (i1, . . . , is).
Note that (1.5) is a piece-wise linear function of γ ∈ C, where C ⊂ Zr is the cone
defined by γ1 ≤ . . . ≤ γr. This is because it is defined as the minimum among a
finite set of linear functions, namely the functions γri1 + · · ·+ γris for I ∈ I. There
is a decomposition of C =
⋃
I∈I CI into a finite number of subcones
CI :=
{
γ ∈ C : γri1 + · · ·+ γris ≤ γri′1
+ · · ·+ γri′s
for all I ′ ∈ I
}
and (1.5) is linear on each cone CI . Choose one vector γ ∈ Z
r in each edge of each
cone CI . Multiply all these vectors by r, so that all their coordinates are divisible by
r, and call this set of vectors S. All vectors in S come from a collection of weights
mi > 0, i = 1, . . . , t + 1, given by the formula γ =
∑t
i=1miγ
(ri). Hence to obtain
the finite set S of vectors it is enough to consider a finite set of values for mi, and
hence there is a maximum value A1.
Finally, it is easy to see that it is enough to check (1.6) for the weights associated
to the vectors in S. Indeed, first note that since the first term in (1.6) is linear on
C, then it is also linear on each CI . Then the left hand side of (1.6) is linear on each
CI , and hence it is enough to check it on all the edges of all the cones CI .

Definition 1.5 (Slope stability). We say that (E,ϕ, u) is slope-τ -(semi)stable if E
is torsion free, and for all weighted filtrations we have
(1.7)
( t∑
i=1
mi
(
r degEi − ri degE
))
+ µ(ϕ,E•,m•) τ (≤) 0
Recall. τ = δ1(n− 1)!. As usual, we have the following implications
slope-τ -stable =⇒ δ-stable =⇒
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=⇒ δ-semistable =⇒ slope-τ -semistable
The reason why we have to consider filtrations instead of just subsheaves is that
(1.5) is not linear as a function of {mi}. But we have the following result that will
be used in the proof of theorem 2.5.
Lemma 1.6. Let (E•,m•) be a filtration as above, and let T
′ be a subset of T =
{1, . . . , t}. Let (E′•,m
′
•) be the subfiltration obtained by considering only those terms
Ei for which i ∈ T
′. Then
µ(ϕ,E•,m•) ≤ µ(ϕ,E
′
•,m
′
•) +
∑
i∈T −T ′
mi s ri .
Proof. Let I = {1, . . . , t+1}×s be the set of all multi-indexes I = (i1, . . . , is). Given
a multi-index I ∈ I, we have
γri1 + · · ·+ γris =
t∑
i=1
mi
(
s ri − νi(I) r
)
,
where νi(I) is the number of elements k of the multi-index I = (i1, . . . , is) such
that rk ≤ ri. If I is the multi-index giving minimum in (1.5), we will denote
ǫi(ϕ,E•,m•) := νi(I) (or just ǫi(E•) if the rest of the data is clear from the context).
Then
(1.8) µ(ϕ,E•,m•) =
t∑
i=1
mi
(
s ri − ǫi(E•) r
)
.
We index the filtration (E′•,m
′
•) with T
′. Let I ′ = (i′1, . . . , i
′
s) ∈
{
T ′∪{t+1}
}×s
be
the multi-index giving minimum for the filtration (E′•,m
′
•). In particular, we have
ϕ|(Ei′
1
⊗···⊗Ei′s
)⊕c 6= 0. Then
µ(ϕ,E•,m•) = min
I∈I
{
γri1 + · · ·+ γris : ϕ|(Ei1⊗···⊗Eis)⊕c 6= 0
}
≤ γri′
1
+ · · ·+ γri′s
=
t∑
i=1
mi
(
s ri − νi(I
′) r
)
=
t∑
i=1
mi
(
s ri − ǫi(E
′
•) r
)
=
∑
i∈T ′
mi
(
s ri − ǫi(E
′
•) r
)
+
∑
i∈T −T ′
mi
(
s ri − ǫi(E
′
•) r
)
≤ µ(ϕ,E′•,m
′
•) +
∑
i∈T −T ′
mi s ri .

A family of δ-(semi)stable tensors parametrized by a scheme T is a tuple (ET , ϕT , uT , N),
consisting of a torsion free sheaf ET on X×T , flat over T , that restricts to a torsion
free sheaf with Hilbert polynomial P on every slice X × t, a morphism uT : T → R,
a line bundle N on T and a homomorphism ϕT
(1.9) ϕT : (ET
⊗s)⊕c −→ (detET )
⊗b ⊗ uT
∗D ⊗ π∗TN,
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(recall uT = idX ×uT ) such that if we consider the restriction of this homomorphism
on every slice X × t
ϕt : (Et
⊗s)⊕c −→ (detEt)
⊗b ⊗Du(t),
the triple (Et, ϕt, u(t)) is a δ-(semi)stable tensor for every t (in particular, ϕt is not
identically zero).
Two families (ET , ϕT , uT , N) and (E
′
T , ϕ
′
T , u
′
T , N
′) parametrized by T are isomor-
phic if uT = u
′
T and there are isomorphisms f : ET → E
′
T , α : N → N
′ such that
the induced diagram
(ET
⊗s)⊕c
(f⊗s)⊕c
ϕT
(E′T
⊗s)⊕c
ϕ′
T
(detET )
⊗b ⊗ uT
∗D ⊗ π∗TN
fˆ⊗pi∗Tα
(detE′T )
⊗b ⊗ u′T
∗
D ⊗ π∗TN
′
commutes.
Let Mδ (respectively M
s
δ) be the contravariant functor from the category of
complex schemes, locally of finite type, (Sch/C) to the category of sets (Sets) which
sends a scheme T to the set of isomorphism classes of families of δ-semistable (re-
spectively stable) tensors parametrized by T , and sends a morphism T ′ → T to the
map defined by pullback (as usual).
Definition 1.7. A scheme Y corepresents a functor F : (Sch/C)→ (Sets) if
(1) There exists a natural transformation f : F → Y (where Y is the functor of
points represented by Y ).
(2) For every scheme Y ′ and natural transformation f ′ : F → Y ′, there exists a
unique g : Y → Y ′ such that f ′ factors through f .
If Y exists, then it is unique up to unique isomorphism. If furthermore f(SpecC) :
F (SpecC)→ Y is bijective, we say that Y is a coarse moduli space.
We will construct schemes Mδ, M
s
δ corepresenting the functors Mδ and M
s
δ.
In general Mδ will not be a coarse moduli space, because nonisomorphic tensors
could correspond to the same point in Mδ. As usual, we declare two such tensors
S-equivalent, and then Mδ becomes a coarse moduli space for the functor of S-
equivalence classes of tensors.
Theorem 1.8. Fix P , s, b, c and a family D of locally free sheaves on X parametrized
by a scheme R. Let d be the degree of a coherent sheaf whose Hilbert polynomial is
P . Let δ be a polynomial as in (1.2).
There exists a coarse moduli space Mδ, projective over Pic
d(X)×R, of S-equivalence
classes of δ-semistable tensors. The closed points of Mδ correspond to S-equivalence
classes of δ-semistable tensors. There is an open set Msδ corresponding to δ-stable
tensors. Points in this open set correspond to isomorphism classes of δ-stable ten-
sors.
In proposition 4.1 we give a criterion to decide when two tensors are S-equivalent.
Theorem 1.8 will be proved in section 4.
Remark 1.9. Note that to define the functors we have used isomorphism classes of
families, but usually one uses equivalence classes, declaring two families equivalent
if they differ by the pullback of a line bundle M on T . As a result, in general the
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functors that we have defined will not be sheaves. The sheafified functors will be
the same (this follows from the fact that if we shrink T then M will be trivial), and
hence the corresponding moduli spaces are the same, because a scheme corepresents
a functor if and only if it corepresents its sheafification (see [Si, p. 60]).
2. Boundedness
The objective of this section is theorem 2.5, where we reformulate the stability
condition for tensors using some boundedness results. We start with some well
known results. See [Si, cor 1.7] (also [H-L2, lemma 2.2]), [Gr, lemma 2.5] and [Ma].
Lemma 2.1 (Simpson). Let r > 0 be an integer. Then there exist a constant B
with the following property: for every torsion free sheaf E with 0 < rk(E) ≤ r, we
have
h0(E) ≤
1
gn−1n!
((
rk(E) − 1
)(
[µmax(E) +B]+
)n
+
(
[µmin(E) +B]+
)n)
,
where g = degOX(1), [x]+ = max{0, x}, and µmax(E) (respectively µmin(E)) is the
maximum (respectively minimum) slope of the Mumford-semistable factors of the
Harder-Narasimhan filtration of E.
Lemma 2.2 (Grothendieck). Let T be a bounded set of sheaves E. The set of
torsion free quotients E′′ of the sheaves E in T with |deg(E′′)| ≤ C ′′ for some fixed
constant C ′′, is bounded.
Theorem 2.3 (Maruyama). The family of sheaves E with fixed Hilbert polynomial
P and such that µmax(E) ≤ C for a fixed constant C, is bounded.
Corollary 2.4. The set of δ-semistable tensors (E,ϕ, u) with fixed Hilbert polyno-
mial is bounded.
Proof. Follows from theorem 2.3 and an easy calculation. 
The main theorem of this section is
Theorem 2.5. There is an integer N0 such that if m ≥ N0, the following properties
of tensors (E,ϕ, u) with E torsion free and PE = P , are equivalent.
(1) (E,ϕ, u) is (semi)stable.
(2) P (m) ≤ h0(E(m)) and for every weighted filtration (E•,m•) as in (1.3)( t∑
i=1
mi
(
r h0(Ei(m))− riP (m)
))
+ µ(ϕ,E•,m•) δ(m) (≤) 0
(3) For every weighted filtration (E•,m•) as in (1.3)( t∑
i=1
mi
(
riP (m)− rh0(Ei(m))
))
+ µ(ϕ,E•,m•) δ(m) (≤) 0
Furthermore, for any tensor (E,ϕ, u) satisfying these conditions, E is m-regular.
Recall that a sheaf E is called m-regular if hi(E(m − i)) = 0 for i > 0. If E is
m-regular, then E(m) is generated by global sections, and it is m′-regular for any
m′ > m. The set of tensors (E,ϕ, u), with E torsion free and PE = P , satisfying
the weak version of conditions 1-3 will be called Ss, S ′m, and S
′′
m.
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Lemma 2.6. There are integers N1, C such that if (E,ϕ, u) belongs to S = S
s ∪⋃
m≥N1
S ′′m, then for all saturated weighted filtrations the following holds for all i:
(2.1) deg(Ei)− riµs ≤ C,
(where µs = (d− sτ)/r) and either −C ≤ deg(Ei)− riµs or
(1) r h0(Ei(m)) < ri(P (m)− sδ(m)), if (E,ϕ, u) ∈ S
s and m ≥ N1.
(2) ri(P − s δ) ≺ r(PEi − s δ), if (E,ϕ, u) ∈
⋃
m≥N1
S ′′m.
Proof. Let B be as in lemma 2.1. Choose C large enough so that C > sτ and the
leading coefficient of G− (P − sδ)/r is negative, where
(2.2) G(m) =
1
gn−1n!
((
1−
1
r
)(
µs + sτ +mg +B
)n
+
1
r
(
µs −
1
r
C +mg +B
)n)
Choose N1 large enough so that for m ≥ N1,
δ(m) ≥ 0,(2.3)
µs −
C
r
+mg +B > 0,(2.4)
G(m) − (P (m)− sδ(m))/r < 0.(2.5)
Since the filtration is assumed to be saturated, and since E is torsion free, we have
0 < ri < r.
Case 1. Suppose (E,ϕ, u) ∈ Ss. For each i, consider the one step filtration Ei (
E. The leading coefficient of the semistability condition applied to this filtration,
together with C > sτ , implies (2.1).
Let Ei,max ⊂ Ei be the term in the Harder-Narasimhan filtration with maximal
slope. Then the same argument applied to Ei,max gives
(2.6) µmax(Ei) = µ(Ei,max) < µs + s τ.
Now assume that the first alternative does not hold, i.e.
−C > deg(Ei)− riµs.
This gives
(2.7) µmin(Ei) ≤ µ(Ei) < µs −
C
r
.
Combining lemma 2.1 with (2.4), (2.6), (2.7) and (2.5), we have
r h0(Ei(m)) < ri(P (m) − s δ(m)).
Case 2. Suppose (E,ϕ, u) ∈ S ′′m for somem ≥ N1. For each i, consider the quotient
Ei = E/Ei. Let E
i
min be the last factor of the Harder-Narasimhan filtration of E
i
(i.e. µ(Eimin) = µmin(E
i)). Let E′ be the kernel
0 −→ E′ −→ E −→ Eimin −→ 0,
and consider the one step filtration E′ ( E. Equations (2.2) and (2.4) imply that
0 < G(m). Then a short calculation using (2.5), the fact that (E,ϕ, u) ∈ S ′′m, (2.3)
and lemma 2.1 shows
G(m) <
h0(Eimin(m))
rk(Eimin)
≤
1
gn−1n!
(
µmin(E
i) +mg +B
)n
.
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It can be seen that if this inequality of polynomials holds for some m ≥ N1, then it
holds for all larger values of m, hence choosing m large enough and looking at the
coefficients, we have
µmin(E
i) ≥ µs +
(
1−
1
r
)
s τ −
C
r2
.
A short calculation using this, µmin(E
i) ≤ µ(Ei) and 0 < rk(Ei) < rk(E) (hence
rk(E) > 1), yields (2.1).
Now assume that the first alternative does not hold, i.e.
−C > deg(Ei)− riµs.
It follows that riµs < deg(E
i)− s τ , and hence
ri(P − sδ) ≺ r(PEi − sδ).

Lemma 2.7. The set S = Ss ∪
⋃
m≥N1
S ′′m is bounded.
Proof. Let (E,ϕ, u) ∈ S. Let E′ be a subsheaf of E, and E
′
the saturated subsheaf
of E generated by E′. Using lemma 2.6
deg(E′)
rk(E′)
≤
deg(E
′
)
rk(E
′
)
≤ µs +
C
rk(E
′
)
≤ µs + C.
Then by Maruyama’s theorem 2.3, the set S is bounded. 
Lemma 2.8. Let S0 be the set of sheaves E
′ such that E′ is a saturated subsheaf of
E for some (E,ϕ, u) ∈ S, and furthermore
|deg(E′)− r′µs| ≤ C.
Then S0 is bounded.
Proof. Let E′ ∈ S0. The sheaf E
′′ = E/E′ is torsion free, and |deg(E′′)| is bounded
because the set S is bounded and
|deg(E′′)| ≤ |deg(E)| + |deg(E′)| ≤ max
E∈S
|deg(E)| + C + r|µs|.
Then by Grothendieck’s lemma 2.2, the set of sheaves E′′ obtained in this way is
bounded, and hence also S0. 
Lemma 2.9. There is an integer N2 such that for every weighted filtration (E•,m•)
as in (1.3) with Ei ∈ S0, the inequality of polynomials
( t∑
i=1
mi
(
rPEi − riP
))
+ µ(ϕ,E•,m•) δ () 0
holds if and only if it holds for a particular value of m ≥ N2.
Proof. Since S0 is bounded, the set that consists of the polynomials δ, P0, r
′P0 and
PE′ for E
′ ∈ S0 is finite. On the other hand, lemma 1.4 implies that we only need
to consider a finite number of values for mi, hence the result follows. 
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Proof of theorem 2.5. Let N0 > max{N1, N2} and such that all sheaves in S and S0
are N0-regular, and E1 ⊗ · · · ⊗ Es is sN0-regular for all E1, . . . , Es in S0.
2. ⇒ 3. Let (E,ϕ, u) ∈ S ′m. Consider a weighted filtration (E•,m•). Then( t∑
i=1
mi(r
iP (m)− rh0(Ei(m)))
)
+ µ(ϕ,E•,m•) δ(m) ≤
( t∑
i=1
(rh0(Ei(m))− riP (m))
)
+ µ(ϕ,E•,m•) δ(m) (≤) 0
1. ⇒ 2. Let (E,ϕ, u) ∈ Ss and consider a saturated weighted filtration as in (1.3).
Since E is N0-regular, P (m) = h
0(E(m)). If Ei ∈ S0, then PEi(m) = h
0(Ei(m)). If
Ei /∈ S0, then the second alternative of lemma 2.6 holds, and then
r h0(Ei(m)) < ri(P (m)− s δ(m)) .
Let T ′ ⊂ T = {1, . . . , t} be the subset of those i for which Ei ∈ S0. Let (E
′
•,m
′
•) be
the corresponding subfiltration. Lemma 1.6 and a short calculation shows that( t∑
i=1
mi
(
r h0(Ei(m))− riP (m)
))
+ µ(ϕ,E•,m•) δ(m) ≤(2.8)
(∑
i∈T ′
mi
(
r PEi(m)− riP (m)
))
+ µ(ϕ,E′•,m
′
•) δ(m) +
( ∑
i∈T −T ′
mi
(
r h0(Ei(m))− riP (m)− sriδ(m)
))
≤
(∑
i∈T ′
mi
(
r PEi(m)− riP (m)
))
+ µ(ϕ,E′•,m
′
•) δ(m) (≤) 0
The condition that Ei is saturated can be dropped, since h
0(Ei(m)) ≤ h
0(Ei(m))
and µ(ϕ,E•,m•) = µ(ϕ,E•,m•), where Ei is the saturated subsheaf generated by
Ei in E.
3. ⇒ 1. Let (E,ϕ, u) ∈ S ′′m and consider a saturated weighted filtration (E•,m•).
Since E is N0-regular, P (m) = h
0(E(m)). If Ei ∈ S0, then PEi(m) = h
0(Ei(m)).
Hence hypothesis 3 applied to the subfiltration (E′•,m
′
•) obtained by those terms
such that Ei ∈ S0 implies( ∑
Ei∈S0
mi
(
riP (m)− rPEi(m)
))
+ µ(ϕ,E′•,m
′
•) δ(m) (≤) 0 .
This is equivalent to( ∑
Ei∈S0
mi
(
rPEi(m)− riP (m)
))
+ µ(ϕ,E′•,m
′
•) δ(m) (≤) 0 ,
and by lemma 2.9, this is in turn equivalent to
(2.9)
( ∑
Ei∈S0
mi
(
rPEi − riP
))
+ µ(ϕ,E′•,m
′
•) δ () 0 .
If Ei /∈ S0, then the second alternative of lemma 2.6 holds, and then
(2.10) rPEi − riP + s ri δ ≺ 0 .
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Using lemma 1.6, (2.9) and (2.10)( t∑
i=1
mi
(
rPEi − riP
))
+ µ(ϕ,E•,m•) δ () 0 .
Again, we can drop the condition that the filtration is saturated, and this finishes
the proof of theorem 2.5

Corollary 2.10. Let (E,ϕ, u) be δ-semistable, m ≥ N0, and assume that there is a
weighted filtration (E•,m•) with( t∑
i=1
mi
(
rh0(Ei(m))− riP (m)
))
+ µ(ϕ,E•,m•) δ(m) = 0 .
Then Ei ∈ S0 and h
0(Ei(m)) = PEi(m) for all i.
Proof. By the proof of the part (1⇒ 2) of theorem 2.5, if we have this equality then
all inequalities in (2.8) are equalities, hence T ′ = T , Ei ∈ S0 for all i, and the result
follows. 
Note that in theorem 2.5 we are assuming that E is torsion free. To handle the
general case, we will use the following lemma
Lemma 2.11. Fix u ∈ R. Let (E,ϕ, u) be a tensor. Assume that there is a family
(Et, ϕt, u)t∈C parametrized by a smooth curve C such that (E0, ϕ0, u) = (E,ϕ, u) and
Et is torsion free for t 6= 0. Then there exists a tensor (F,ψ, u), a homomorphism
(E,ϕ, u) −→ (F,ψ, u)
such that F is torsion free with PE = PF , and an exact sequence
0 −→ T (E) −→ E
β
−→ F,
where T (E) is the torsion subsheaf of E.
Proof. The family is given by a tuple (EC , ϕC , uC , N) as in (1.9), where uC is the
constant map from C to R with constant value u. Shrinking C, we can assume
that N is trivial. Let U = (X × C) − Supp(T (E0)). Let FC = j∗(EC |U ). Since
it has no C-torsion, FC is flat over C. The natural map β˜ : EC → FC is an
isomorphism on U , hence we have a homomorphism ψU := ϕC |U on U , and this
extends to a homomorphism ψC on X × C because uC
∗D is locally free. Finally
define (F,ψ) = (F0, ψ0), and let β be the homomorphism induced by β˜. 
3. GIT construction
Let N ≥ N0 be large enough so that for all i > 0, all line bundles L of degree
d, all locally free sheaves Du in the family parametrized by R, and all m > N , we
have hi(L⊗b ⊗Du(sm)) = 0 and L
⊗b ⊗Du(sm) is generated by global sections.
Fix m ≥ N and let V be a vector space of dimension p = P (m). The choice
of m implies that if (E,ϕ, u) is δ-semistable, then E(m) is generated by global
sections and hi(E(m)) = 0 for i > 0. Let (g,E, ϕ, u) be a tuple where (E,ϕ, u) is
a δ-semistable tensor and g is an isomorphism g : V → H0(E(m)). This induces a
quotient
(3.1) q : V ⊗OX(−m)։ E .
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Let H be the Hilbert scheme of quotients of V ⊗OX(−m) with Hilbert polynomial
P . Let l > m be an integer, and W = H0(OX(l − m)). The quotient q induces
homomorphisms
q : V ⊗OX(l −m) ։ E(l)
q′ : V ⊗W → H0(E(l))
q′′ :
∧
P (l)(V ⊗W ) →
∧
P (l)H0(E(l)) ∼= C
If l is large enough, these homomorphisms are surjective, and give Grothendieck’s
embedding
H −→ P(
∧
P (l)(V ∨ ⊗W∨)),
and hence a very ample line bundle OH(1) on H (depending on m and l).
The tuple (g,E, ϕ, u) induces a linear map
(3.2) Φ : (V ⊗s)⊕c −→ H0((E(m)⊗s)⊕c) −→ H0((detE)⊗b ⊗Du(sm)).
Fix a Poincare bundle P on J ×X, where J = Picd(X). Fix an isomorphism
β : det(E) −→ P|{det(E)}×X .
Then Φ induces a quotient
(V ⊗s)⊕c ⊗H0(P|⊗b{det(E)}×X ⊗Du(sm))
∨ −→ C.
Choosing a different isomorphism β will only change this quotient by a scalar, so
we get a well defined point [Φ] in P , where P is the projective bundle over J × R
defined as
P = P
((
(V ⊗s)⊕c
)∨
⊗ πJ×R∗
(
π∗X×JP
⊗b ⊗ π∗X×RD(sm)
))
−→ J ×R .
where πX×J (respectively πJ×R,...) denotes the natural projection from X × J ×R
to X × J (respectively J × R,...). Recall that D(m) := D ⊗ π∗XOX(m). Note
that πJ×R∗
(
π∗X×JP
⊗b ⊗ π∗X×RD(sm)
)
is locally free because of the choice of m.
Replacing P with another Poincare bundle defined by tensoring with the pullback
of a sufficiently positive line bundle on J , we can assume that OP (1) is very ample
(this line bundle depends on m).
A point (q, [Φ]) ∈ H × P associated to a tuple (g,E, ϕ, u) has the property that
the homomorphism Φ in (3.2) composed with evaluation factors as
(3.3) (V ⊗s)⊕c ⊗OX
Φ
(q⊗s)⊕c
(E(m)⊗s)⊕c
ϕ
H0((detE)⊗b ⊗Du(sm))⊗OX
ev
(detE)⊗b ⊗Du(sm)
Consider the relative version of the homomorphisms in (3.3), i.e. the commutative
diagram on X ×H× P
(3.4) 0 K
f
(V ⊗s)⊕c ⊗OX×H×P
ΦH×P
(p∗X×HEH(m)
⊗s)⊕c 0
A := p∗X×JP
⊗b ⊗ p∗X×RD ⊗ p
∗
XOX(sm)
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where pX×J (respectively pX , ...) denotes the natural projection from X × H × P
to X × J (respectively X, ...), EH is the tautological sheaf on X ×H, and ΦH×P is
the relative version of the composition ev ◦ Φ in diagram (3.3).
The points (q, [Φ]) where the restriction ΦH×P |X×(q,[Φ]) factors through (E(m)
⊗s)⊕c
(as in 3.3) are the points where f |X×(q,[Φ]) is identically zero. We will need the fol-
lowing
Lemma 3.1. Let Y be a scheme, and let f : G → F be a homomorphism of coherent
sheaves on X × Y . Assume that F is flat over Y . Then there is a unique closed
subscheme Z satisfying the following universal property: given a Cartesian diagram
X × S
h
pS
X × Y
p
S
h
Y
h
∗
f = 0 if and only if h factors through Z.
Proof. Uniqueness is clear. To show existence, assume that OX(1) is very ample
(taking a multiple if necessary) and let p : X × Y → Y be the projection to the
second factor. Since F is Y -flat, taking m′ large enough, p∗F(m
′) is locally free
(recall F(m′) = F ⊗ p∗XOX(m
′)). The question is local on Y , so we can assume,
shrinking Y if necessary, that Y = SpecA and p∗F(m
′) is given by a free A-module.
Now, since Y is affine, the homomorphism
p∗f(m
′) : p∗G(m
′) −→ p∗F(m
′)
of sheaves on Y is equivalent to a homomorphism of A-modules
M
(f1,...,fn)
−→ A⊕ · · · ⊕A
The zero locus of fi is defined by the ideal Ii ⊂ A image of fi, thus the zero scheme
of (f1, . . . , fn) is given by the ideal I =
∑
Ii, hence Z
′
m′ is a closed subscheme.
Since OX(1) is very ample, if m
′′ > m′ we have an injection p∗F(m
′) →֒ p∗F(m
′′)
(and analogously for G), hence Zm′′ ⊂ Zm′ , and since Y is noetherian, there exists
N ′ such that, if m′ > N ′, we get a scheme Z independent of m′.
To check the universal property first we will show that if h
∗
f = 0 then h factors
through Z. Since the question is local on S, we can take S = Spec(B), Y = Spec(A),
and the morphism h is locally given by a ring homomorphism A → B. Since F is
flat over Y , for m′ large enough the natural homomorphism α : h∗p∗F(m
′) →
pS∗h
∗
F(m′) (defined as in [Ha, Th. III 9.3.1]) is an isomorphism. Indeed, for m′
sufficiently large, H i(X,Fy(m
′)) = 0 and H i(X,h
∗
(F(m′))s) = 0 for all points y ∈
Y , s ∈ S and i > 0, and since F is flat, this implies that h∗p∗F(m
′) and pS∗h
∗
F(m′)
are locally free. Then, to prove that the homomorphism α is an isomorphism, it is
enough to check it at the fiber of every s ∈ S, but this follows from [Ha, Th. III
12.11] or [Mu, II §5 Cor. 3].
Hence the commutativity of the diagram
pS∗h
∗
G(m′)
pS∗h
∗
f(m′)=0
pS∗h
∗
F(m′)
h∗p∗G(m
′)
h∗p∗f(m′)
h∗p∗F(m
′)
∼=
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implies that h∗p∗f(m
′) = 0. This means that for all i, in the diagram
M
fi
A A/Ii 0
M ⊗A B
fi⊗B
B A/Ii ⊗A B 0
it is fi ⊗ B = 0. Hence the image Ii of fi is in the kernel J of A → B. Therefore
I ⊂ J , hence A→ B factors through A→ A/I, which means that h : S → Y factors
through Z.
Now we show that if we take S = Z and h : Z →֒ Y the inclusion, then h
∗
f = 0.
By definition of Z we have h∗p∗f(m
′) = 0 for any m′ with m′ > N ′. Showing that
h
∗
f = 0 is equivalent to showing that
h
∗
f(m′) : h
∗
G(m′) −→ h
∗
F(m′)
is zero for some m′. Take m′ large enough so that ev : p∗p∗G(m
′) → G(m′) is
surjective. By the right exactness of h
∗
the homomorphism h
∗
ev is still surjective.
The commutative diagram
h
∗
G(m′)
h
∗
f(m′)
h
∗
F(m′)
h
∗
p∗p∗G(m
′)
h
∗
p∗p∗f(m′)
h
∗
ev
h
∗
p∗p∗F(m
′)
p∗Sh
∗p∗G(m
′)
p∗
S
h∗p∗f(m′)=0
p∗Sh
∗p∗F(m
′)
implies h
∗
f(m′) = 0, hence h
∗
f = 0.

Let Z ′ be the scheme given by this lemma for Y = H×P and the homomorphism
f : K → A. Then i
∗
f = 0, and there is a commutative diagram on X × Z ′
(3.5) i
∗
K
i
∗
f
(V ⊗s)⊕c ⊗OX×Z′
i
∗
Φ˜
(i
∗
p∗X×HEH(m)
⊗s)⊕c
ϕ˜
0
i
∗
A
and hence there is a universal family of based tensors parametrized by Z ′
(3.6) ϕZ′ : EZ′
⊗s −→ (detEZ′)
⊗b ⊗ p∗Z′N
Given a point (q, [Φ]) in Z ′, using the tautological family (3.6) we can recover
the tuple (q,E, ϕ, u) up to isomorphism, and if H0(q(m)) : V → H0(E(m)) is
an isomorphism, then we recover the tuple (g = H0(q(m)), E, ϕ, u) up to isomor-
phism, i.e. if (g′, E′, ϕ′, u′) is another tuple corresponding to the same point, then
there exists an isomorphism (f, α) between (E,ϕ, u) and (E′, ϕ′, u′) as in (1.1), and
H0(f(m)) ◦ q = q′.
Let Z ⊂ Z ′ be the closure of the points associated to δ-semistable tensors. Let
pH and pP be the projections of Z to H and P , and define a polarization on Z by
(3.7) OZ(n1, n2) := p
∗
HOH(n1)⊗ p
∗
POP (n2),
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where n1 and n2 are integers with
(3.8)
n2
n1
=
P (l)δ(m) − δ(l)P (m)
P (m)− sδ(m)
The projective scheme Z is preserved by the natural SL(V ) action, and this action
has a natural linearization on OZ(n1, n2), using the natural linearizations on OH(1)
and OP (1).
We have seen that the points of Z for which H0(q(m)) is an isomorphism corre-
spond (up to isomorphism) to tuples (g,E, ϕ, u), where g is an isomorphism between
V and H0(E(m)). To get rid of the choice of g, we have to take the quotient by
GL(V ), but if λ ∈ C∗, (g,E, ϕ, u) and (λg,E, ϕ, u) correspond to the same point,
and hence it is enough to divide by the action of SL(V ). In fact, the moduli space
will be the GIT quotient of Z by SL(V ).
In proposition 3.4, we will identify the GIT-(semi)stable points in Z using the
Hilbert-Mumford criterion. In theorem 3.6 we relate filtrations of sheaves with
filtrations of the vector space V to prove that GIT-(semi)stable points of Z coincide
with the points associated to δ-(semi)stable points.
A nonconstant group homomorphism λ : C∗ −→ SL(V ) is called a one-parameter
subgroup of SL(V ). If SL(V ) acts on a projective scheme Y with a given lineariza-
tion, we denote by µ(y, λ) the minimum weight of the action of λ on y ∈ Y .
A weighted filtration (V•,m•) of the vector space V is a filtration of vector spaces
(3.9) 0 ( V1 ⊂ V2 ⊂ · · · ⊂ Vt ( Vt+1 = V,
and positive numbers m1, m2, . . . , mt > 0. If t = 1 (one step filtration), then we
will take m1 = 1. Consider the vector of C
p defined as Γ =
∑t
i=1miΓ
(dim(Vi)), where
Γ(k) =
( k︷ ︸︸ ︷
k − p, . . . , k − p,
p−k︷ ︸︸ ︷
k, . . . , k
)
(1 ≤ k < p) .
Now let I = {1, . . . , t + 1}×s be the set of all multi-indexes I = (i1, . . . , is), and
define
(3.10) µ(Φ, V•,m•) = min
I∈I
{
ΓdimVi1 + · · ·+ ΓdimVis : Φ|(Vi1⊗···⊗Vis )⊕c 6= 0
}
As we did in the proof of lemma 1.6, if I is the multi-index giving minimum in (3.10),
we will denote by ǫi(Φ, V•,m•) (or just ǫi(V•) if the rest of the data is clear from the
context) the number of elements k of the multi-index I such that dimVk ≤ dimVi.
Then we have, as in (1.8)
(3.11) µ(Φ, V•,m•) =
t∑
i=1
mi
(
s dimVi − ǫi(V•) dimV
)
.
Given a subspace V ′ ⊂ V and a quotient q : V ⊗ OX(−m) ։ E, we define the
subsheaf EV ′ of E as the image of the restriction of q to V
′
V ⊗OX(−m) E
V ′ ⊗OX(−m) EV ′
In particular, EV ′(m) is generated by global sections.
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On the other hand, if the quotient q : V ⊗ OX(−m) ։ E induces an injection
V →֒ H0(E(m)) (we will later show that all quotients coming from GIT-semistable
points of Z satisfy this property), and if E′ ⊂ E is a subsheaf, we define
VE′ = V ∩H
0(E′(m)).
The following two lemmas are easy to check
Lemma 3.2. Given a point (q, [Φ]) ∈ Z such that q induces an injection V →֒
H0(E(m)), and a weighted filtration (E•,m•) of E, we have:
(1) EVEi ⊂ Ei
(2) If ϕ|(Ei1⊗···⊗Eis)⊕c = 0, then Φ|(VEi1⊗···⊗VEis )
⊕c = 0
(3)
∑t
i=1−mi ǫi(ϕ,E•,m•) ≤
∑t
i=1−mi ǫi(Φ, VE• ,m•)
Furthermore, if q induces an isomorphism V ∼= H0(E(m)), all Ei are m-regular and
all Ei1 ⊗· · ·⊗Eis are sm-regular, then (1) becomes an equality, (2) becomes “if and
only if” and (3) an equality.
Lemma 3.3. Given a point (q, [Φ]) ∈ Z such that q induces an injection V →֒
H0(E(m)), and a weighted filtration (V•,m•) of V , we have:
(1) Vi ⊂ VEVi
(2) ϕ|(EVi1⊗···⊗EVis )
⊕c = 0 if and only if Φ|(Vi1⊗···⊗Vis )⊕c = 0
(3)
∑t
i=1−mi ǫi(ϕ,EV• ,m•) =
∑t
i=1−mi ǫi(Φ, V•,m•)
Proposition 3.4. For sufficiently large l, the point (q, [Φ]) in Z is GIT-(semi)stable
with respect to OZ(n1, n2) if and only if for every weighted filtration (V•,m•) of V
(3.12) n1
( t∑
i=1
mi
(
dimViP (l)− dimV PEVi (l)
))
+ n2 µ(Φ, V•,m•) (≤) 0.
Furthermore, there is an integer A2 (depending only on m, P , s, b, c and D) such
that it is enough to consider weighted filtrations with mi ≤ A2.
Proof. Given m, the sheaves EV ′ for V
′ ⊂ V form a bounded family, so if l is large
enough, we will have
dim q′(V ⊗W ) = h0(EV ′(l)) = PEV ′ (l)
for all subspaces V ′ ⊂ V . By the Hilbert-Mumford criterion, a point is GIT-
(semi)stable if and only if for all one-parameter subgroups λ of SL(V ),
µ((q, [Φ]), λ) = n1µ(q, λ) + n2 µ([Φ], λ) (≤) 0.
A one-parameter subgroup of SL(V ) is equivalent to a basis {e1, . . . , ep} of V and a
vector Γ = (Γ1, . . . ,Γp) ∈ C
p with Γ1 ≤ . . . ≤ Γp. This defines a weighted filtration
(V•,m•) of V as follows: let λ1 < . . . < λt+1 be the different values of Γk, let Vi be
the vector space generated by all ek such that Γk ≤ λi, and let mi = (λi+1 − λi)/p.
Denote I ′ = {1, . . . , t+ 1}×P (l). We have ([Si] or [H-L2])
µ(q, λ) = min
I∈I′
{
ΓdimVi1 + · · · + ΓdimViP (l) : q
′′|(Vi1⊗W )
∧
···
∧
(ViP (l)⊗W )
6= 0
}
=
t∑
i=1
mi
(
dimVi P (l)− dimV PEVi (l)
)
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and
µ([Φ], λ) = min
I∈I
{
ΓdimVi1 + · · · + ΓdimVis : Φ|(Vi1⊗···⊗Vis)⊕c 6= 0
}
= µ(Φ, V•,m•)
The last statement follows from an argument similar to the proof of lemma 1.4,
with Zr replaced by Zp.

Proposition 3.5. The point (q, [Φ]) is GIT-(semi)stable if and only if for all
weighted filtrations (E•,m•) of E
(3.13)
∑t
i=1mi
((
dimVEi − ǫi(E•)δ(m)
)(
P − sδ
)
−
(
PEi − ǫi(E•)δ
)(
dimV − sδ(m)
))
() 0
Furthermore, if (q, [Φ]) is GIT-semistable, then the induced map fq : V → H
0(E(m))
is injective.
Proof. First we prove that if (q, [Φ]) is GIT-semistable, then the induced linear map
fq is injective. Let V
′ be its kernel and consider the filtration V ′ ⊂ V . We have
EV ′ = 0 and µ(Φ, V
′ ⊂ V ) = s dimV ′. Applying proposition 3.4 we have
n1 dimV
′P (l) + n2s dimV
′ ≤ 0,
and hence V ′ = 0.
Using (3.8) and (3.11), the inequality of proposition 3.4 becomes
(3.14)
∑t
i=1mi
((
dimVi − ǫi(V•) δ(m)
)(
P (l)− sδ(l)
)
−
(
PEVi (l)− ǫi(V•)δ(l)
)(
dimV − sδ(m)
))
(≤) 0
An argument similar to lemma 2.9 (using A2 instead of A1) shows that we can take
l large enough (depending only on m, s, b, c, P, D and δ), so that this inequality
holds for l if and only if it holds as an inequality of polynomials.
Now assume that (q, [Φ]) is GIT-(semi)stable. Take a weighted filtration (E•,m•)
of E. Then lemma 3.2 and (3.14) applied to the associated weighted filtration
(VE• ,m•) of V give (3.13).
On the other hand, assume that (3.13) holds. Take a weighted filtration (V•,m•)
of V . Then lemma 3.3 and (3.13) applied to the associated weighted filtration
(EV• ,m•) of E give (3.14), and it follows that (q, [Φ]) is GIT-(semi)stable.

Theorem 3.6. Assume m > N . For l sufficiently large, a point (q, [Φ]) in Z is
GIT-(semi)stable if and only if the corresponding tensor (E,ϕ, u) is δ-(semi)stable
and the linear map fq : V −→ H
0(E(m)) induced by q is an isomorphism.
Proof. We prove this in two steps:
Step 1. (q, [Φ]) GIT-semistable =⇒ (E,ϕ, u) δ-semistable and q induces an iso-
morphism V ∼= H0(E(m)).
The leading coefficient of (3.13) gives
t∑
i=1
mi
((
dimVEi − ǫi(E•)δ(m)
)
r − ri
(
dimV − sδ(m)
))
≤ 0 .
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Note that even if (q, [Φ]) is GIT-stable, here we only get weak inequality. This
implies
(3.15)
( t∑
i=1
mi
(
riP (m)− rh0(Ei(m))
))
+ µ(ϕ,E•,m•)δ(m) ≤ 0 .
To be able to apply theorem 2.5, we still need to show that E is torsion free. By
lemma 2.11, there exists a tensor (F,ψ, u) with F torsion free such that PE = PF
and an exact sequence
0 −→ T (E) −→ E
β
−→ F .
Consider a weighted filtration (F•,m•) of F . Let F
i = F/Fi, and let E
i be the
image of E in F i. Let Ei be the kernel of E → E
i. Then rk(Fi) = rk(Ei) = ri,
h0(F i(m)) ≥ h0(Ei(m)), and µ(ψ,F•,m•) = µ(ϕ,E•,m•). Using this and applying
(3.15) to Ei we get
( t∑
i=1
mi
(
riP (m)− rh0(F i(m))
))
+ µ(ϕ,F•,m•) δ(m) ≤ 0,
and hence theorem 2.5 implies that (F,ψ, u) is δ-semistable.
Next we will show that T (E) = 0, and hence, since PE = PF , we will conclude
that (E,ϕ, u) is isomorphic to (F,ψ, u). Define E′′ to be the image of E in F . Then
P (m)− sδ(m) = h0(F (m)) − sδ(m) ≥ h0(E′′(m))− sδ(m) ≥ P (m)− sδ(m),
where the last inequality follows from (3.15) applied to the one step filtration T (E) ⊂
E. Hence equality holds at all places and h0(F (m)) = h0(E′′(m)). Since F is
globally generated, F = E′′, and hence T (E) = 0.
Finally, we have seen that fq is injective, and since (E,ϕ) is δ-semistable, dimV =
h0(E(m)), hence fq is an isomorphism.
Step 2. (E,ϕ, u) δ-stable (respectively strictly δ-semistable) and q induces an iso-
morphism fq : V ∼= H
0(E(m)) =⇒ (q, [Φ]) GIT-stable (respectively strictly semistable).
Since fq is an isomorphism, we have VE′ = H
0(E′(m)) for any subsheaf E′ ⊂ E.
Then theorem 2.5 implies that for all weighted filtrations
(3.16)
( t∑
i=1
mi
(
r dimVEi − riP (m)
))
+ µ(ϕ,E•,m•) δ(m) (≤) 0
If the inequality is strict, then∑t
i=1mi
((
dimVEi − ǫi(E•)δ(m)
)(
P − sδ
)
−
(
PEi − ǫi(E•)δ
)(
dimV − sδ(m)
))
≺ 0 .
If (E,ϕ, u) is strictly δ-semistable, by theorem 2.5 there is a filtration giving equality
in (3.16), then corollary 2.10 implies that h0(Ei(m)) = PEi(m), and by lemma 2.9( t∑
i=1
mi(rPEi − riP )
)
+ µ(ϕ,E•,m•) δ = 0 ,
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and a short calculation using this and (3.16) gives∑t
i=1mi
((
dimVEi − ǫi(E•)δ(m)
)(
P − sδ
)
−
(
PEi − ǫi(E•)δ
)(
dimV − sδ(m)
))
= 0 .
So we finish by using proposition 3.5.

Given a one-parameter subgroup of SL(V ), choose a basis {ej} of V where it has
a diagonal form
diag(
a1︷ ︸︸ ︷
λ1, . . . , λ1,
a2−a1︷ ︸︸ ︷
λ2, . . . , λ2, . . . ,
at+1−at︷ ︸︸ ︷
λt+1, . . . , λt+1)
This gives a weighted filtration (V•,m•) of V = H
0(E(m)) (where Vi is the linear
span of {ej} with j ≤ ai, and mi = (λi+1 − λi)/p) and a splitting V = ⊕V
i of
this filtration (with V i the linear span of {ej} with ai−1 < j ≤ ai). Defining
EVi = q(Vi ⊗OX(−m)) we obtain a weigted filtration (E•,m•) of E.
Now let (E•,m•) be a weigted filtration of E and V = ⊕V
i a splitting of the
filtration Vi = H
0(E(m)). This gives a one-parameter subgroup λ of SL(V ), defined
as vi 7→ tλivi for vi ∈ V i, with λi such that mi = (λi+1−λi)/p and
∑
λi dimV
i = 0.
The following proposition will be used to prove the criterion for S-equivalence.
Proposition 3.7. Assume m > N . Let (E,ϕ, u) be a δ-semistable tensor, f :
V ∼= H0(E(m)) an isomorphism, and let Let (q, [Φ]) ∈ Z be the corresponding GIT-
semistable point. The above construction gives a bijection between one-parameter
subgroups of SL(V ) with µ((q, [Φ]), λ) = 0 on the one hand, and weighted filtrations
(E•,m•) of E with ( t∑
i=1
mi(rPEi − riP )
)
+ µ(ϕ,E•,m•) δ = 0
together with a splitting of the filtration H0(E•(m)) of V = H
0(E(m)) on the other
hand.
Proof. Let λ be a one-parameter subgroup of SL(V ) with µ((q, [Φ]), λ) = 0. The
proof of proposition 3.4 then gives equality in (3.12). Using (3.8) (relationship
between n2/n1 and δ), (3.11) (relationship between ǫ(V•) and µ(V•)) and lemma 3.3
(relationship between ǫ(V•) and ǫ(EV•)), this equality becomes∑t
i=1mi
((
dimVi − ǫi(EV•) δ(m)
)(
P (l)− sδ(l)
)
−
(
PEVi (l)− ǫi(EV•)δ(l)
)(
dimV − sδ(m)
))
= 0
We have chosen l so large that this holds if and only if it holds as a polynomial in
l, hence taking the leading coefficient in l we obtain
t∑
i=1
mi
((
dimVi − ǫi(EV•)δ(m)
)
r − ri
(
dimV − sδ(m)
))
= 0 .
where ri = rkEVi and r = rkE. Using (1.8), this is( t∑
i=1
mi
(
r dimVi − riP (m)
))
+ µ(ϕ,EV• ,m•) δ(m) = 0
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By lemma 3.3, Vi ⊂ VEVi = H
0(EVi(m)), hence( t∑
i=1
mi
(
rh0(EVi(m))− riP (m)
))
+ µ(ϕ,EV• ,m•) δ(m) ≥ 0
but by theorem 2.5 this must be nonpositive, hence Vi = H
0(EVi(m)) = VEVi ,
and the last inequality is an equality. By corollary 2.10, Ei ∈ S0, and hence
h0(EVi(m)) = P (EVi(m)) for all i, and then lemma 2.9 gives( t∑
i=1
mi
(
rPEVi − riP
))
+ µ(ϕ,EV• ,m•) δ = 0
Conversely, let (E•,m•) be a filtration with
(3.17)
( t∑
i=1
mi
(
rPEi − riP
))
+ µ(ϕ,E•,m•) δ = 0
together with a splitting of the filtration H0(Ei(m)) of V ∼= H
0(E(m)), and let
λ be the associated one-parameter subgroup of SL(V ). Equation (3.17) gives in
particular ( t∑
i=1
mi
(
rPEi(m)− riP (m)
))
+ µ(ϕ,E•,m•) δ(m) = 0
By the proof of implication 3. ⇒ 1. in theorem 2.5, since we get an equality, it is
Ei ∈ S0 for all i, hence PEi(m) = h
0(Ei(m)) = dimVEi for all i, and the previous
equality becomes
(3.18)
( t∑
i=1
mi
(
r dimVEi − ri dimV
))
+ µ(ϕ,E•,m•) δ(m) = 0
Furthermore, the strong version of lemma 3.2 gives Ei = EVEi . Using (3.18) and
(3.17), together with (1.8) and the strong form of lemma 3.2, we obtain
t∑
i=1
mi
((
dimVEi − ǫi(VE•)δ(m)
)(
P − sδ
)
−
(
PEi − ǫi(VE•)δ
)(
dimV − sδ(m)
))
= 0
Hence, we also get 0 after evaluating this polynomial in l, but by the proofs of
propositions 3.4 and 3.5, this is equal to µ((q, [Φ]), λ).
We have seen that Vi = VEVi and Ei = EVEi , and it is easy to check that this
gives a bijection.

4. Proof of theorem 1.8
Proof of theorem 1.8. The main ingredient of the proof is theorem 3.6, showing that
GIT-(semi)stable points correspond to δ-(semi)stable tensors.
Using the notation of section 3, letMδ (respectively M
s
δ) be the GIT quotient of Z
(respectively Zs) by SL(V ). Since Z is projective, Mδ is also projective. GIT gives
that Msδ is an open subset of the projective scheme Mδ. The restriction Z
s → Msδ
to the stable part is a geometric quotient, i.e. the fibers are SL(V )-orbits, and hence
the points of Msδ correspond to isomorphism classes of δ-stable tensors.
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It only remains to show that Mδ corepresents the functor Mδ. We will follow
closely [H-L2, Proof of Main Theorem 0.1, p. 315]
Let (ET , ϕT , uT , N) be a family of δ-semistable tensors (cf. (1.9)) parametrized
by a scheme T . Then V := πT∗(ET ⊗ π
∗
XOX(m)) is locally free on T . The family
ET gives a map ∆ : T → Pic
d(X), sending t ∈ T to detEt. Cover T with small
open sets Ti. For each i we can find an isomorphism
βTi : detETi −→ ∆i
∗
P
(where P is the Poincare bundle in the definition of P at the beginning of section
3), and a trivialization
gTi : V ⊗OTi −→ V|Ti .
Using this trivialization we obtain a family of quotients parametrized by Ti
qTi : V ⊗ π
∗
XOX(−m)։ ETi ,
giving a map Ti → H. And using the quotient qTi and isomorphism βTi we have
another family of quotients parametrized by Ti
(V ⊗s)⊕c ⊗
(
πTi∗
(
∆i
∗
P⊗b ⊗ uTi
∗D ⊗ π∗XOX(sm)
))∨
։ N
Then, using the representability properties of H and P , we obtain a morphism to
H×P , and by lemma 3.1 this morphism factors through Z ′ and since a δ-semistable
tensor gives a GIT-semistable point (theorem 3.6), the image is in Zss. Composing
with the geometric quotient to Mδ we obtain maps
fˆi : Ti
fi
−→ Zss −→Mδ
The morphism fi is independent of the choice of isomorphism βTi . A different
choice of isomorphism gTi will change fi to hi · fi, where hi : Ti → GL(V ), so fˆi is
independent of the choice of gTi . Then the morphisms fˆi glue to give a morphism
fˆ : T −→Mδ,
and hence we have a natural transformation
Mδ →Mδ.
Recall there is a tautological family (3.6) of tensors parametrized by Z ′. By restric-
tion to Zss, we obtain a tautological family of δ-semistable tensors parametrized by
Zss. If Mδ → Y is another natural transformation, this tautological family defines
a map Zss → Y , this factors through the quotient Mδ , and it is easy to see that
this proves that Mδ corepresents the functor Mδ .
Note that in [H-L2], the moduli space of stable framed modules is a fine mod-
uli space. In our situation this is not true in general, because the analog of the
uniqueness result of [H-L2, lemma 1.6] does not hold in general for tensors. 
Now we will give a criterion for S-equivalence. This is very similar to the criterion
given in [G-S] for conic bundles. If (E,ϕ, u) and (F,ψ, u) are two δ-stable tensors
then we have seen that they correspond to the same point in the moduli space if and
only if they are isomorphic. But if they are strictly δ-semistable, it could happen
that they are S-equivalent (i.e. they correspond to the same point in the moduli
space), even if they are not isomorphic. Given a tensor (E,ϕ, u), we will construct
a canonical representative of its equivalence class (ES , ϕS , u), hence (E,ϕ, u) will
be S-equivalent to (F,ψ, u) if and only if (ES , ϕS , u) is isomorphic to (FS , ψS , u).
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Let (E,ϕ, u) be strictly δ-semistable, and let (E•,m•) be an admissible weighted
filtration, i.e. such that( t∑
i=1
mi
(
rPEi − riP
))
+ µ(ϕ,E•,m•) δ = 0
Let I0 be the set of pairs (k, I) where 1 ≤ k ≤ c is an integer, and I = (i1, . . . , is)
is a multi-index with 1 ≤ ij ≤ t+ 1, such that the restriction of ϕ
ϕk,I :
k−1︷ ︸︸ ︷
0⊕ . . . ⊕ 0⊕
(
Ei1 ⊗ . . .⊗ Eis
)
⊕
c−k︷ ︸︸ ︷
0⊕ . . .⊕ 0 −→ (detE)⊗b ⊗Du
is nonzero, and
γri1 + · · ·+ γris = µ(ϕ,E•,m•).
If (k, I) ∈ I0 and I
′ = (i′1, . . . , i
′
s) is a multi-index with I
′ 6= I and i′j ≤ ij for all j,
then
(4.1) ϕk,I′ = 0,
by definition of µ(ϕ,E•,m•). Hence, if (k, I) ∈ I0, the restriction ϕk,I defines a
homomorphism in the quotient
ϕ′k,I :
k−1︷ ︸︸ ︷
0⊕ . . .⊕ 0⊕
(
E′i1 ⊗ . . .⊗ E
′
is
)
⊕
c−k︷ ︸︸ ︷
0⊕ . . .⊕ 0 −→ (detE)⊗b ⊗Du,
where E′i = Ei/Ei+1. If (k, I) 6= I0, then define ϕ
′
k,I = 0. Finally, we define
E′ = E′1 ⊕ . . .⊕ E
′
t+1 , ϕ
′ =
⊕
(k,I)
ϕ′k,I .
In the definition of ϕ′ we are using the fact that detE ∼= detE′, hence (E′, ϕ′, u)
is well-defined up to isomorphism, and it is called the admissible deformation as-
sociated to the admissible filtration (E•,m•) of E. Note that it depends on the
admissible weighted filtration chosen.
Proposition 4.1. The tensor (E′, ϕ′, u) is strictly δ-semistable, and it is S-equivalent
to (E,ϕ, u). If we repeat this process, after a finite number of iterations the process
will stop, i.e. we will obtain tensors isomorphic to each other. We call this tensor
(ES , ϕS , u)
(1) The isomorphism class of (ES , ϕS , u) is independent of the choices made,
i.e. the weighted filtrations chosen.
(2) Two tensors (E,ϕ, u) and (F,ψ, u) are S-equivalent if and only if (ES , ϕS , u)
is isomorphic to (FS , ψS , u).
Proof. We start with a general observation about GIT quotients. Let Z be a projec-
tive variety with an action of a group G linearized on an ample line bundle OZ(1).
Two points in the open subset Zss of semistable points are GIT-equivalent (they are
mapped to the same point in the moduli space) if there is a common closed orbit
in the closures (in Zss) of their orbits. Let z ∈ Zss. Let B(z) be the unique closed
orbit in the closure G · z in Zss of its orbit G · z. Assume that z is not in B(z).
There exists a one-parameter subgroup λ such that the limit z0 = limt→0 λ(t) · z
is in G · z \ G · z (for instance, we can take the one-parameter subgroup given by
[Si, Lemma 1.25]) . Note that we must have µ(z, λ) = 0 (otherwise z0 would be
unstable). Conversely, if λ is a one-parameter subgroup with µ(z, λ) = 0, then the
limit is GIT-semistable ([G-S, Prop. 2.14]). Note that G · z0 ⊂ G · z \ G · z, and
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then dimG · z0 < dimG · z. Repeating this process with z0 we then get a sequence
of points that eventually stops and gives z˜ ∈ B(z). Two points z1 and z2 will then
be GIT-equivalent if and only if B(z1) = B(z2).
Let (E,ϕ, u) be a δ-semistable tensor with an isomorphism f : V ∼= H0(E(m)),
and let z = (q, [Φ]) ∈ Z be the corresponding GIT-semistable point. Recall from
proposition 3.7 that there is a bijection between one-parameter subgroups of SL(V )
with µ(z, λ) = 0 on the one hand, and weighted filtrations (E•,m•) of E with( t∑
i=1
mi(rPEi − riP )
)
+ µ(ϕ,E•,m•) δ = 0
together with a splitting of the filtration H0(E•(m)) of V = H
0(E(m)) on the other
hand.
The action of λ on the point z defines a morphism C∗ → R3 that extends to
h : T = C −→ Z ,
with h(t) = λ(t) · z for t 6= 0 and h(0) = limt→0 λ(t) · z = z0.
Pulling back the universal family parametrized by Z by h we obtain the family
(qT , ET , ϕT , u)
ET =
⊕
n
En ⊗ t
n ⊂ E ⊗C t
−NC[t] ⊂ E ⊗C C[t, t
−1]
qT : V ⊗OX(−m)⊗ C[t]
γ
−→ ⊕nVn ⊗OX(−m)⊗ t
n −→ ET
vn ⊗ 1 7−→ vn ⊗ tn 7−→ q(vn)⊗ tn
ϕT : (ET
⊗s)⊕c −→ (detET )
⊗b ⊗ uT
∗D ⊗ π∗TN
(0, . . . , 0︸ ︷︷ ︸
k−1
, wi1t
i1 · · ·wist
is , 0, . . . , 0︸ ︷︷ ︸
c−k
) 7−→ ϕ(0, . . . , 0︸ ︷︷ ︸
k−1
, wi1 · · ·wis , 0, . . . , 0︸ ︷︷ ︸
c−k
)⊗ ti1+···+is
Then, as in [H-L2, §4.4], (qt, Et, ϕt, u) corresponds to h(t) (in particular, if t 6= 0,
then (Et, ϕt, u) is canonically isomorphic to (E,ϕ, u)), and (E0, ϕ0, u) is the admis-
sible deformation associated to (E•,m•).

5. Orthogonal and symplectic sheaves
In this section we apply the general theory of tensors to construct the moduli
space of semistable orthogonal and symplectic sheaves. The only difference between
these is whether the bilinear form is symmetric or skewsymmetric, hence we will
first consider the orthogonal case, and at the end of the section we will add some
comments about the symplectic case. We fix Du to be OX (i.e. R is one point and
D is OX×u, and hence we can drop u from the notation of tensors).
Definition 5.1. An orthogonal sheaf is a tensor
(E,ϕ) , ϕ : E ⊗ E −→ OX
such that
• (OS1) (detE)⊗2 ∼= OX
• (OS2) ϕ is symmetric
• (OS3) E is torsion free
• (OS4) ϕ induces an isomorphism E|U → E|
∨
U on the open subset U where
E is locally free.
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An isomorphism of orthogonal sheaves is an isomorphism as tensors.
It is easy to see that, assuming (OS1) and (OS3), the last condition is equivalent
to
• (OS4′) The induced homomorphism detE −→ detE∨ is nonzero (hence an
isomorphism).
The following lemma justifies this definition for orthogonal sheaves.
Lemma 5.2. There is a bijection between the set of isomorphism classes of or-
thogonal sheaves with E locally free and the set of isomorphism classes of principal
O(r)-bundles.
Proof. The category of principal O(r)-bundles is equivalent to the category whose
objects are pairs (P, σ) (where π : P → X is a principal GL(r)-bundle, σ is a section
of the associated fiber bundle P ×GL(r) GL(r)/O(r)) and whose isomorphisms are
isomorphisms f : P → P ′ of principal bundles respecting σ (i.e. π′ ◦ f = π and
(f × idO(r)) ◦ σ = σ
′). Note that this notion of isomorphism is not the same as
isomorphism of reductions.
The category of principal GL(r)-bundles is equivalent to the category of vector
bundles of rank r. The quotient GL(r)/O(r) is the set of invertible symmetric
matrices (send A ∈ GL(r) to (TA−1A−1)). Hence, a section σ is the same thing as
a homomorphism ϕ as in (OS2). Now it is easy to check that there is a bijection
betweeen these sets of isomorphisms classes.

Remark 5.3. Note that the categories are not equivalent: for example, let P be
a simple principal G-bundle, i.e. the set of automorphisms of P is the center of G
(a finite group), but the set of automorphisms of the corresponding G-sheaf is C∗.
We will have an equivalence of categories if we consider only isomorphisms (f, α)
with α = 1, as in remark 1.2. This would be important if we wanted to construct
the moduli stack, but since we are interested in the moduli space this is irrelevant,
because the moduli space does not detect the group of automorphisms.
Let (E,ϕ) be an orthogonal (or symplectic) sheaf. A subsheaf of F of E is called
isotropic if ϕ|F⊗F = 0. Given a subsheaf i : F →֒ E, using the bilinear form ϕ we
can associate the perpendicular subsheaf
F⊥ = ker(E
ϕ
−→ E∨
i∨
−→ F∨),
where ϕ : E → E∨ is the homomorphism induced by ϕ.
Definition 5.4 (Stability). An orthogonal sheaf (E,ϕ) is (semi)stable if for all
isotropic subsheaves F ⊂ E,
(5.1) PF + PF⊥ () P.
An orthogonal sheaf (E,ϕ) is slope-(semi)stable if for all isotropic subsheaves F ⊂ E,
deg(F ) (≤) 0.
As usual, we can assume that F is saturated. A family of semistable orthogonal
sheaves parametrized by T is a family of tensors
(5.2) (ET , ϕT , N), ϕT : ET ⊗ET −→ π
∗
TN,
such that (detET )
⊗2 is isomorphic to the pullback of some line bundle on T , ϕT
is symmetric, and ϕT induces an isomorphism ET |U → E
∨
T ⊗ π
∗
TN |U on the open
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set U where ET is locally free, and such that the restriction to X × t for all closed
points t is a semistable orthogonal sheaf.
Using this notion of family, we define the functorMO(r) of semistable orthogonal
sheaves. We will construct a moduli space corepresenting this functor (theorem 5.9).
In proposition 5.7 we show that an orthogonal (or symplectic) sheaf (E,ϕ) is
(semi)stable in this sense if and only if it is δ-(semi)stable as a tensor (definition
1.3), provided that δ1 > 0. Hence, the moduli space of semistable orthogonal (or
symplectic) sheaves is a subscheme of the moduli space of δ-semistable tensors. In
theorem 5.9 we show that it is in fact projective. We can also ask about slope-
semistability, and in proposition 5.8 we show that slope-(semi)stability in this sense
and slope-τ -(semi)stability as a tensor coincide if τ > 0. If δ1 = 0, then the notion of
δ-semistability as a tensor is not equivalent to semistability as an orthogonal sheaf.
At the end of the section we give an example of this.
We start with some preliminaries. The intersection F∩F⊥ is an isotropic subsheaf
of F . The following lemma gives exact sequences relating these subsheaves.
Lemma 5.5. With the previous notation:
(1) Let U be the open set where F , E and E/F are locally free. There is an
exact sequence on U
0 −→ F⊥|U −→ E|U −→ F
∨|U −→ 0,
and hence rk(F⊥) = rk(E)− rk(F ). If furthermore F is saturated (i.e. E/F
is torsion free), then codim(X − U) ≥ 2 and hence deg(F⊥) = deg(F ).
(2) If F is saturated, then F ∩ F⊥ is also saturated.
(3) There is an exact sequence
(5.3) 0 −→ F ∩ F⊥ −→ F ⊕ F⊥ −→ F + F⊥ −→ 0
(4) F+F⊥ ⊂ (F∩F⊥)⊥, rk(F+F⊥) = rk((F∩F⊥)⊥), and hence deg(F+F⊥) ≤
deg((F ∩ F⊥)⊥).
(5) Let F be a saturated subsheaf. If F ∩ F⊥ 6= 0, then
(5.4) deg(F ) ≤ deg(F ∩ F⊥),
and if F ∩ F⊥ = 0, then
(5.5) deg(F ) ≤ 0.
Proof. Since E/F |U is locally free, the last term in the following exact sequence is
zero
0 −→ (E/F )∨|U −→ E
∨|U
i∨|U
−→ F∨|U −→ Ext
1((E/F )|U ,OU ) = 0,
and hence i∨|U is surjective. Combining this with (OS4) we get the exact sequence
0 −→ F⊥|U −→ E|U ∼= E
∨|U
i∨|U
−→ F∨|U −→ 0.
If E/F is torsion free, then codim(X − U) ≥ 2 and we can use this sequence to
obtain deg(F⊥) = deg(F ).
To prove item 2, first we show that F⊥ is saturated. The composition E → E∨ →
F∨ factors as
E ։ E/F⊥ →֒ F∨.
The sheaf F∨ is torsion free, and hence also E/F⊥ is torsion free.
We conclude by showing that the stalk (E/(F ∩F⊥))x = Ex/(Fx ∩F
⊥
x ) is torsion
free for all points x ∈ X. Let v ∈ Ex and let 0 6= f ∈ mx be a nonzero element in
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the maximal ideal of the local ring of x, such that fv ∈ Fx ∩ F
⊥
x . Since fv ∈ Fx,
and Fx is saturated, then v ∈ Fx. The same argument applies to F
⊥
x , and hence
v ∈ Fx ∩ F
⊥
x .
Items 3 and 4 are easy to check. To show item 5, if F ∩ F⊥ 6= 0, use the exact
sequence (5.3), together with items 1, 2 and 4. If F ∩F⊥ = 0, then F⊕F⊥ = F+F⊥
is a subsheaf of E of rank r, then deg(F ) + deg(F⊥) ≤ 0, and hence deg(F ) ≤ 0.

The fact that on a generic fiber the quadratic form is nondegenerate has the
following useful consequence:
Lemma 5.6. If (E,ϕ) is an orthogonal or syplectic sheaf, then for all weighted
filtrations
(5.6) µ(ϕ,E•,m•) ≤ 0.
Proof. First we will show that if Q : W ⊗W → C is a bilinear nondegenerate form
on a vector space W , then Q ∈ P(W∨ ⊗W∨) is GIT-semistable under the natural
action of SL(W ) (with the natural linearization induced on O(1)). The point Q
is unstable if and only if there is a one-parameter subgroup λ of SL(W ) such that
limt→0 λ(t) ·Q = 0. But this is impossible because det(λ(t)) = 1, and then
det(λ(t) ·Q) = det(λ(t)Q Tλ(t)) = det(Q) 6= 0,
hence Q is semistable. Then, using this and condition (OS4), it follows that
µ(ϕ,E•,m•) ≤ 0
for all weighted filtrations. 
Proposition 5.7. Assume δ1 > 0. An orthogonal sheaf (E,ϕ) is (semi)stable if
and only if it is δ-(semi)stable as a tensor.
Proof. To see that δ-(semi)stable as a tensor implies (semi)stable as an orthogonal
sheaf, we apply the stability condition to the weighted filtration F ⊂ F⊥ ⊂ E with
weights m1 = m2 = 1. By lemma 5.5(1), r = rk(F ) + rk(F
⊥). Since F is isotropic,
µ(ϕ,E•,m•) = 0, hence the stability condition (1.6) gives the result:
r
(
PF + PF⊥ − P
)
=
(
rPF − rk(F )P
)
+
(
rPF⊥ − rk(F
⊥)P
)
() 0.
Now we will show that if (E,ϕ) is (semi)stable as an orthogonal sheaf, then it is
δ-(semi)stable as a tensor. We start with a vector space W and a nondegenerate
bilinear form Q :W ⊗W → C. Let (W•,m•) be a weighted filtration with
(5.7) µ(Q,W•,m•) = 0.
Denote ri = dimWi. Take a basis of W adapted to the filtration, and let λ be
the one-parameter subgroup of SL(W ) associated to this basis and weights m•. Let
γ =
∑t
i=1miγ
(ri) as in (1.4). Since µ(Q,W•,m•) = 0, the limit Q
′ = limt→0 λ(t) ·Q
exists, and detQ′ = detQ. Furthermore, we also have
(5.8) µ(Q′,W•,m•) = 0.
Write Q and Q′ as block matrices
Q =


Q1,1 Q1,2 . . . Q1,t+1
Q2,1 Q2,2 . . . Q2,t+1
. . . . . . . . . . . .
Qt+1,1 Qt+1,2 . . . Qt+1,t+1


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Note that if γri + γrj < 0, then Qi,j = 0 because of (5.7). We have
(5.9) Q′i,j =


0 , γri + γrj < 0
Qi,j , γri + γrj = 0
0 , γri + γrj > 0
The weights γri + γrj strictly increase with both i and j. Assume Q
′
i,j 6= 0. Then, if
(a, b) 6= (i, j), and either a ≤ i, b ≤ j, or a ≥ i, b ≥ j, we have Q′a,b = 0. In matrix
form:
(5.10) Q′ =


0 0
0 Q′i,j 0 0
0 0 0
0 0 0


Since detQ′ = detQ 6= 0, in each row of Q′ there must be at least one nonzero block
(and the same for columns). This, together with (5.10) implies
(5.11) Q′ =


0 0 . . . 0 Q′1,t+1
0 0 . . . Q′2,t 0
. . . . . . . . . . . . . . .
0 Q′t,2 . . . 0 0
Q′t+1,1 0 . . . 0 0


with nonzero blocks in the second diagonal, and zero everywhere else. Since Q′ is
nondegenerate, these blocks give isomorphisms for all 1 ≤ i ≤ t+ 1
Q′i,t+2−i : Wt+2−i/Wt+1−i
∼=
−→Wi/Wi−1,
and a short calculation then gives ri = r−rt+1−i. This, together with (5.11), implies
that
(5.12) W⊥i =Wt+1−i.
Finally (5.9) and (5.11) imply that γri + γrt+2−i = 0 for all 1 ≤ i ≤ t + 1. Then,
using this and the definition of γ,
0 = (γri+1 + γrt+1−i)− (γri + γrt+2−i) = r(mi −mt+1−i).
Let (E•,m•) be a weighted filtration with µ(ϕ,E•,m•) = 0. We can assume that
all subsheaves Ei are saturated. Apply the previous argument toW = E|x, the fiber
over a point where E is locally free, and Q the bilinear form induced by ϕ on the
fiber. We have (5.12), hence it follows that E⊥i ⊃ Et+1−i. Furthermore, as we have
just seen mi = mt+1−i and ri = r − rt+1−i for all i. Hence we can write
t∑
i=1
mi
(
rPEi − riP
)
=
[(t+1)/2]∑
i=1
mir
(
PEi + PEt+1−i − P
)

[(t+1)/2]∑
i=1
mir
(
PEi + PE⊥i
− P
)
() 0,
where the last inequality is given by (5.1).
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Let (E•,m•) be a weighted filtration with µ(ϕ,E•,m•) 6= 0 . By lemma 5.6, it is
strictly negative.
We claim that deg(Ei) ≤ 0 for all i. Assume that this is not true. Then there is
a saturated subsheaf F ⊂ E with deg(F ) > 0. By lemma 5.5(5), N = F ∩ F⊥ 6= 0,
and 0 < deg(F ) ≤ deg(N). By lemma 5.5(2), N is saturated, and by lemma 5.5(1),
deg(N) = deg(N⊥). Consider the weighted filtration N ⊂ N⊥ ⊂ E with weights
m1 = m2 = 1. Since N is isotropic, µ(ϕ,N ⊂ N
⊥) = 0, and since deg(N) =
deg(N⊥) > 0, this weighted filtration contradicts (5.1).
Hence, using deg(Ei) ≤ 0 together with δ1 > 0,
( t∑
i=1
mi
(
rPEi − riP
))
+ µ(ϕ,E•,m•) δ =
(( t∑
i=1
mi
r deg(Ei)
(n− 1)!
)
+ µ(ϕ,E•,m•) δ1
)
tn−1 +O(tn−2) ≺ 0

Proposition 5.8. Assume τ > 0. An orthogonal sheaf (E,ϕ) is slope-(semi)stable
if and only if it is slope-τ -(semi)stable as a tensor.
Proof. The proof of proposition 5.7, replacing the Hilbert polynomials PF , PEi , P ,...
by the degrees deg(F ), deg(Ei), d,... proves that (E,ϕ) is slope-τ -(semi)stable if
and only if for all isotropic subsheaves F ⊂ E,
deg(F ) + deg(F⊥) ≤ deg(E).
We can assume that F is saturated, hence deg(F ) = deg(F⊥) by lemma 5.5(1), and
since deg(E) = 0, the result follows. 
Fix a polynomial P . Recall that MO(r) is the functor of families of semistable
orthogonal sheaves. Define MO(r) to be the subscheme of the moduli space of δ-
semistable tensors corresponding to orthogonal sheaves with Hilbert polynomial P .
The notion of S-equivalence for orthogonal sheaves is the same that was described
in proposition 4.1.
Theorem 5.9. The scheme MO(r) is a coarse moduli space of S-equivalence classes
of semistable orthogonal sheaves. There is an open subscheme M0O(r) corresponding
to semistable orthogonal bundles.
Proof. The proof thatMO(r) corepresents the functorMO(r) is completely analogous
to the proof of theorem 1.8 (see section 4), so we will not repeat it. The subscheme
M
0
O(r) is open because being locally free is an open condition.
Now we will prove that this moduli space is projective. Conditions (OS1) and
(OS2) are closed conditions, so they define a projective subscheme M1,2 of the
moduli space of δ-semistable tensors. The lemma will be proved by showing that
MO(r) = M1,2. If (E,ϕ) is δ-semistable then E is torsion free, so it only remains to
check that if condition (OS4) does not hold, then (E,ϕ) is δ-unstable.
Assume that the homomorphism detE → detE∨ induced by ϕ is zero. Then the
sheaf E⊥ defined as
0 −→ E⊥ −→ E
ϕ
−→ E∨
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is nonzero. Let C be the cokernel of ϕ
E
ϕ
−→ E∨ −→ C −→ 0.
Taking the dual of this sequence and restricting to the open subset U of X where
E is locally free, we get
0 −→ C∨|U −→ E
∨∨|U = E|U
ϕ|∨
U−→ E∨|U
By (OS2) we have ϕ|U = ϕ|
∨
U , hence ker(ϕ|U )
∼= ker(ϕ|∨U ), and then C
∨|U ∼= E
⊥|U ,
and since codim(X − U) ≥ 2, deg(C) = − deg(E⊥). The exact sequence on U
0 −→ E⊥|U −→ E|U −→ E
∨|U −→ C|U −→ 0
implies that deg(E⊥) = 0. Consider the weighted filtration 0 ⊂ E⊥ ⊂ E, m1 = 1.
We have
µ(ϕ,E•,m•) > 0.
Recall that τ = δ1(n− 1)!. Then
r deg(E⊥)− rk(E⊥) deg(E) + µ(ϕ,E•,m•)τ = µ(ϕ,E•,m•)τ > 0,
and hence (E,ϕ) is slope-τ -unstable (definition 1.5), and in particular, δ-unstable.

Remark 5.10. The same proof gives that if (E,ϕ) is a slope-τ -semistable tensor
with τ > 0, satisfying conditions (OS1), (OS2) and (OS3), then condition (OS4)
holds.
Example. We will give an example showing that, if we do not require δ1 to be
positive, the notion of δ-stability as a tensor (definition 1.3) is different from the
notion of stability as an orthogonal sheaf (definition 5.4). We will check this by
showing an example of an orthogonal sheaf whose δ-stability really depends on δ.
Let X = P2, let p1, p2, p3 be three different points in P
2, and consider the ideal
sheaves I1 = Ip1 and I2 = Ip2∪p3 . Let
(E,ϕ) =

I2 ⊕ I1 ⊕OX ,

 0 0 1/20 1 1/2
1/2 1/2 1




In particular, the first summand I2 of E is isotropic, and I
⊥
2 = I2 ⊕ I1. Let δ =
δ1t+ δ2 ∈ Q[t] be a polynomial as in (1.2).
Lemma 5.11. If δ1 = 0 and 0 < δ2 < 3/2, then (E,ϕ) is δ-unstable as a tensor. If
δ1 > 0, then (E,ϕ) is δ-stable as a tensor.
Proof. The first claim is proved by considering the filtration OX ⊂ I2⊕ I1⊕OX . If
δ1 = 0, then this filtration does not satisfy (1.6), hence contradicts semistability.
Now we will prove that if δ1 > 0, then (E,ϕ) is δ-stable. Using proposition 5.7,
we only have to study filtrations of the form
E1 ⊂ E2 = E
⊥
1 ⊂ E,
with rk(E1) = 1, rk(E2) = 2 and E1 isotropic and saturated. Using the Riemann-
Roch formula we have
PE1 + PE2 − P = −2c2(E1)− 2c2(E2) + 2c2(E),
so we need to estimate the second Chern classes of E1 and E2.
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The sheaf E2 = E
⊥
1 is saturated (see the proof of lemma 5.5(2)). Define the
torsion free rank one subsheaf J
0 −→ E2 −→ I2 ⊕ I1 ⊕OX
(a,b,c)
−→ J −→ 0,
where a, b and c are respectively elements of Hom(I2, J), Hom(I1, J) and Hom(OX , J).
We have deg(J) = 0, so J is the ideal sheaf of a zero-dimensional subscheme of P2.
We distinguish several cases:
• If c 6= 0, then J = OX , and c2(E) = 3.
• If a 6= 0, b 6= 0, then again J = OX , and c2(E) = 3.
• If a = 0, b 6= 0 and c = 0, then E2 does not contain a subsheaf E1 with
E2 = E
⊥
1 , hence this cannot happen.
• If a 6= 0, b = 0 and c = 0, then again E2 does not contain a subsheaf E1
with E2 ⊂ E
⊥
1 , hence this cannot happen.
So we conclude that c2(E2) = 3. The sheaf E1 is a rank one subsheaf of I2⊕I1⊕OX ,
hence c2(E1) > 0 unless E1 is the third summand OX , but this is not possible
because the third summand is not isotropic. Putting everything together,
PE1 + PE2 − P = −2c2(E1)− 2c2(E2) + 2c2(E) ≺ 0,
hence (E,ϕ) is δ-stable by proposition 5.7. 
Remark 5.12. Note that (E,ϕ) is stable as an orthogonal sheaf, but E is Gieseker-
unstable as a sheaf.
On the other hand, an orthogonal sheaf (E,ϕ) is slope-semistable if and only
if E is slope-semistable as a sheaf. Indeed, if F is a saturated subsheaf of E with
deg(F ) > 0, then lemma 5.5(5) shows that the isotropic subsheaf F ∩F⊥ is nonzero
and has positive degree, hence (E,ϕ) is slope-unstable.
To obtain symplectic sheaves instead of orthogonal sheaves, we only need to take
ϕ skewsymmetric instead of symmetric. It follows that detE = OX (recall that for
orthogonal sheaves we only had (detE)⊗2 = OX
There is a bijection between the set of isomorphism classes of symplectic bundles
and principal Sp(r)-bundles. The proof is the same as with orthogonal bundles,
noting that the quotient GL(r)/Sp(r) is the set of invertible antisymmetric matrices
(send A ∈ GL(r) to (TA−1JA−1), where J is the matrix representing the standard
symplectic structure of Cr).
All the results for orthogonal sheaves hold for symplectic sheaves, and in particular
there is a coarse moduli space of S-equivalence classes of semistable symplectic
sheaves.
6. Special orthogonal bundles
Definition 6.1 (Special orthogonal sheaf). A special orthogonal sheaf is a triple
(E, ϕ : E ⊗ E −→ OX , ψ : detE −→ OX)
such that
• (SOS1) ψ is an isomorphism.
• (SOS2) ϕ is symmetric.
• (SOS3) E is torsion free.
• (SOS4) ϕ induces an isomorphism E|U → E|
∨
U on the open subset U where
E is locally free.
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• (SOS5) det(ϕ) = ψ2. More precisely, let ϕ′ : E → E∨ and ψ′ : OX → detE
∨
be the associated homomorphisms. Then we require det(ϕ′) = ψ ⊗ ψ′.
An isomorphism of special orthogonal sheaves is a pair (f, λ) such that f : E → E′
is an isomorphism, λ ∈ C∗ and the following diagrams commute
(6.1) E ⊗ E
f⊗2
ϕ
E′ ⊗E′
ϕ′
detE
det f
ψ
detE′
ψ′
OX
λ2
OX OX
λr
OX
It is easy to see that, assuming (SOS1) and (SOS3), condition (SOS4) is equivalent
to
• (SOS4′) The induced homomorphism detE −→ detE∨ is nonzero (hence an
isomorphism).
Condition (SOS5) is equivalent to
• (SOS5′). Let U be the open subset where E is torsion free. For all x ∈ U ,
fix a basis of the fiber Ex of E on x, Using this basis (and the canonical
identification Ox ∼= C), ϕ restricted to x gives a symmetric matrix ϕ(x), and
ψ restricted to x gives a complex number ψ(x). Then we require det(ϕ(x)) =
ψ(x)2.
This definition of special orthogonal sheaf is justified by the following lemma.
Lemma 6.2. There is a bijection between the set of isomorphism classes of special
orthogonal sheaves with E locally free and the set of isomorphism classes of principal
SO(r)-bundles.
Proof. Let SO(r) act by multiplication on the right on GL(r), and consider the
quotient GL(r)/SO(r). Let A ∈ GL(r), and let [A] be the class in GL(r)/SO(r). To
this class we associate the pair (TA−1A−1,det(A−1)). This gives a bijection between
the set GL(r)/SO(r) and the set of pairs (B, β), where B is a symmetric invertible
matrix and β is a nonzero complex number such that
detB = β2.
Given a principal GL(r)-bundle P (or equivalently a vector bundle E), a reduc-
tion of structure group to SO(r) is a section σ of the associated bundle P ×GL(r)
GL(r)/SO(r), and then this is equivalent to a pair of homomorphisms (ϕ,ψ) as in
definition 6.1.
The rest of the proof is analogous to the proof of lemma 5.2. 
Definition 6.3 (Stability). A special orthogonal sheaf (E,ϕ, ψ) is (semi)stable if
the associated orthogonal sheaf (E,ϕ) is (semi)stable.
A family of semistable special orthogonal sheaves parametrized by T is a tuple
(ET , ϕT , ψT , N) such that (ET , ϕT , N) is a family of semistable orthogonal sheaves
(cf. (5.2)), and ψT : detET → π
∗
TL is an isomorphism, where L is a line bundle
on T . Two families are isomorphic if there is a pair (f, λ : M → M ′) where
f : ET → E
′
T is an isomorphism, M
⊗2 ∼= N , M ′
⊗2 ∼= N ′, λ is an isomorphism, and
the relative versions of the diagrams (6.1) commute. In this section (theorem 6.7)
we will construct the moduli space of semistable special orthogonal sheaves (with
fixed Hilbert polynomial).
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There is a map between isomorphism classes{
Special orthogonal sheaves
}
f
−→
{
Orthogonal sheaves
such that detE ∼= OX
}
(E,ϕ, ψ) 7−→ (E,ϕ)
This map will induce a morphism between the corresponding moduli spaces.
Lemma 6.4. Let (E,ϕ) be an orthogonal sheaf such that detE ∼= OX .
If E has an automorphism f such that f ⊗ f = idE⊗E and det f = − iddetE, then
the preimage of (E,ϕ) under the map f consists of exactly one isomorphism class.
If E does not have such an automorphism, then the preimage consists of ex-
actly two distinct isomorphism classes, represented by two special orthogonal sheaves
(E,ϕ, ψ) and (E,ϕ,−ψ), differing in the sign of the isomorphism ψ.
Proof. Property (SOS5) implies that to obtain the isomorphism ψ we have to extract
a square root, so we obtain two special orthogonal sheaves P = (E,ϕ, ψ) and P ′ =
(E,ϕ,−ψ) mapping to the given orthogonal sheaf. It only remains to check if theses
two objects are isomorphic or not.
If there is an automorphism f : E → E with the above properties, then (f, 1) is
an isomorphism between P and P ′.
Conversely, assume that there is an isomorphism (f, λ) between P and P ′. Then
f ′ = (1/λ)f is an automorphism of E with f ′ ⊗ f ′ = id and det f ′ = − id. 
Corollary 6.5. If r is odd, there is a bijection between the set of isomorphism
classes of special orthogonal sheaves and the set of isomorphism classes of orthogonal
sheaves with detE ∼= OX .
Proof. Apply lemma 6.4 to f = − idE (multiplication by −1). 
In particular, for r odd, the moduli space of (semi)stable special orthogonal
sheaves consists of the components of the moduli space of (semi)stable orthogonal
sheaves with trivial determinant. On the other hand, if r is even and E is simple,
then for each orthogonal sheaf with trivial determinant, we have two nonisomorphic
special orthogonal sheaves. From now on we will assume that r is even.
Fix a Hilbert polynomial P . Let m be a large integer number as in section 3. Let
V be a vector space of dimension P (m). Let (g,E, ϕ, ψ) be a tuple where (E,ϕ, ψ)
is a semistable special orthogonal sheaf and g is an isomorphism between H0(E(m))
and V . As in section 3, the homomorphism ϕ gives a vector
Φ ∈ (V ⊗2)∨ ⊗H0(OX(2m))
We denote Φs = Φ
⊗r/2 the associated vector
(6.2) Φs ∈ Sym
r/2
(
(V ⊗2)∨ ⊗H0(OX(2m))
)
.
The homomorphism ψ induces a linear map
Ψ :
∧
rV −→ H0(det(E)(rm)) −→ H0(OX (rm)),
and hence a vector (that we denote with the same letter)
Ψ ∈ (
∧
rV )∨ ⊗H0(OX(rm)).
These two quotients give a point [Φs,Ψ] in the projective space P˜ defined as
P
(
Symr/2
(
(V ⊗2)∨ ⊗H0(OX(2m))
)
⊕
(
(
∧
rV )∨ ⊗H0(OX(rm))
))
.
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It is easy to check that the point only depends on the isomorphism class of the
tuple. Here it is crucial that we took the r/2-symmetric power in (6.2): take the
isomorphism λ id : E → E (multiplication by λ ∈ C∗). It sends Φ to λ2Φ, and
Ψ to λrΨ, hence it sends [Φs,Ψ] to [λ
rΦs, λ
rΨ], and this is the same point in the
projective space.
Let H be the Hilbert scheme of quotients as in section 3, and then given a tuple
(g,E, ϕ, ψ) we associate a point (q, [Φs,Ψ]) in H × P˜ . The points obtained in this
way have the following properties: the vector Φs is of the form Φ
⊗r/2, Φ factors as
V ⊗2 ⊗OX(−2m)
Φ
H0(OX(2m)) ⊗OX(−2m)
E⊗2
ϕ
OX ,
the homomorphism Ψ factors as∧
rV ⊗OX(−rm)
Ψ
H0(OX(rm))⊗OX(−rm)
detE
ψ
OX ,
and det(φ) = ψ2 as in (SOS5).
Let Z˜ ′ be the closed subset of H× P˜ defined by these properties. Given a point
z ∈ Z˜ ′ we can recover the tuple up to isomorphism. Define the parameter space
Z˜ as the closure in Z˜ ′ of those points obtained from semistable special orthogonal
sheaves.
Let δ be a polynomial as in (1.2) and with δ1 > 0. Define a polarization on Z˜ by
O
Z˜
(n1, n2) := p
∗
HOH(n1)⊗ p
∗
POP (
2n2
r
),
where n2 is a multiple of r/2, n1 is an integer, and
n2
n1
=
P (l)δ(m) − δ(l)P (m)
P (m)− 2δ(m)
The projective scheme Z˜ is preserved by the natural SL(V ) action, and this action
has a natural linearization on O
Z˜
(n1, n2).
Proposition 6.6. A point (g,E, ϕ, ψ) is GIT-(semi)stable if and only if the special
orthogonal sheaf (E,ϕ, ψ) is (semi)stable (definition 6.3).
Proof. The parameter space Z for orthogonal sheaves is a subscheme of H × P ,
where
P = P
(
(V ⊗2)∨ ⊗H0(OX(2m))
)
(this is a particular case of the parameter space defined in section 3). Let OZ(n1, n2)
be the polarization defined in (3.7), and consider the natural linearization of the
action of SL(V ) on this polarization. There is a morphism
Z˜
f
−→ Z
(g,E, ϕ, ψ) 7−→ (g,E, ϕ)
with f∗OZ(n1, n2) = OZ˜(n1, n2). This morphism is equivariant with respect to
SL(V ), and the linearizations are compatible. Property (SOS5′) implies that f is
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finite e´tale (because Z˜ is given locally by the equation det(ϕ(x)) = ψ(x)2), and then
it follows that a point in Z˜ is GIT-(semi)stable if and only if its image in Z is GIT-
(semi)stable. The result follows from theorem 3.6, proposition 5.7, and definition
6.3. 
Let MSO(r) be the functor of families of semistable special orthogonal sheaves.
Let MSO(r) be the GIT quotient of Z˜ by SL(V ). Let (E,ϕ, ψ) be a semistable
special orthogonal sheaf. Let ES and ϕS be defined as in section 4. There is a
natural isomorphism between detES and detE, then composing with ψ we obtain
an isomorphism ψS : detES → OX .
Let (E,ϕ, ψ) and (E′, ϕ′, ψ′) be two semistable special orthogonal sheaves. They
are S-equivalent if and only if (ES , ϕS , ψS) is isomorphic to (E′S , ϕ′S , ψ′S).
Theorem 6.7. The projective scheme MSO(r) is the coarse moduli space of S-
equivalence classes of semistable special orthogonal sheaves. There is an open subset
M
0
SO(r) corresponding to semistable special orthogonal bundles.
The proof is completely analogous to the proof of theorem 1.8 (section 4).
7. GL(r)-representational pairs
Once we have constructed the moduli space of tensors, it is easy to obtain moduli
spaces for GL(r)-representational pairs. In the case of dim(X) = 1, this is done in
[Sch], but since it does not depend on the dimension of the base X, the same argu-
ments apply here. In [Ba], Banfield considered pairs (P, σ), where P is a principal
G-bundle (G any reductive group), and σ is a section associated to P by a fixed rep-
resentation ρ. He defined stability, and proved a Hitchin-Kobayashi correspondence.
Now we will construct the moduli space, when G = GL(r).
Fix a polynomial δ as in (1.2). Let ρ : GL(r) → GL(n) be a representation
sending the center of GL(r) to the center of GL(n). Consider a triple
(7.1) (E, ψ : Eρ → Du, u),
where E is a vector bundle of rank r on X, and Eρ is the vector bundle of rank n
associated to E and ρ. Using [F-H, prop. 15.47], it can be shown that there exist
integers s > 0, b, c > 0, and a vector bundle F such that
(E⊗s)⊕c ⊗ (detE)−⊗b ∼= Eρ ⊕ F
(see [Sch, cor 1.1.2] for details). Then a triple (7.1) is equivalent to a tensor (E,ϕ, u)
such that
(7.2) ϕ|F = 0,
and we say that the triple is δ-(semi)stable if the corresponding tensor is. Since
the condition (7.2) is closed, the moduli space of δ-semistable triples is a closed
subscheme of M0δ , the open subscheme corresponding to tensors with E locally free.
It is easy to check that the definition of stability in [Ba] coincides with our slope-τ -
stability.
In [MR], Mundet generalized Banfield’s work. He fixes a Kaehler manifold Y and
an action ρ of a reductive group G on Y , and considers pairs (P, σ), where σ is a
section of the associated fiber bundle P ×G Y . He defined stability and proved a
Hitchin-Kobayashi correspondence. Now we will construct the moduli space, for the
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case when G = GL(r), and Y is a projective (or more generally, quasi-projective)
scheme.
Consider an action of GL(r) on a projective scheme Y , together with a lineariza-
tion of the action on an ample line bundle L on Y . Assume that the center of GL(r)
acts trivially on Y . Consider a pair
(7.3) (P, σ : X −→ P ×GL(r) Y ),
where P is a principal GL(r) bundle on X, and σ is a section of the fiber bundle
associated to P with fiber Y . We fix the topology type of P and the homology
class [σ(X)] of the image. Fix k large enough so that we have a natural embedding
F →֒ P(H0(F,L⊗k)∨). Since the action of the center of GL(r) is trivial on Y , the
induced representation
ρ : GL(r) −→ GL(H0(F,L⊗k))
sends the center of GL(r) to the center of GL(H0(F,L⊗k)). Let E be the rank r
vector bundle corresponding to P . Since we have fixed the topology type of P , the
Hilbert polynomial PE of E is also fixed. The section σ gives a homomorphism
ψ : Eρ −→ Du,
for some line bundle Du, whose degree a depends on the homology class [σ(X)]
of the image. Take R = Pica(X), and let D be a Poincare bundle. We obtain
that a pair (7.3) is equivalent to a triple (7.1) with the property that the section
ψ′ : X → P(E∨ρ ) factors through P ×GL(r) Y . We define a pair (7.3) to be δ-
semistable if the corresponding triple is, and hence the moduli space of δ-semistable
pairs (7.3) is a closed subscheme of M0δ . We can also take Y to be quasi-projective,
and the moduli space will also be a subscheme (not necessarily closed) of M0δ .
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