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ABSTRACT
Boolean networks are an important formalism for modelling
biological systems and have attracted much attention in re-
cent years. An important direction in Boolean networks is to
exhaustively find attractors, which represent steady states
when a biological network evolves for a long term. In this
paper, we propose a new approach to improve the efficiency
of BDD-based attractor detection. Our approach includes
a monolithic algorithm for small networks, an enumerative
strategy to deal with large networks, and two heuristics on
ordering BDD variables. We demonstrate the performance
of our approach on a number of examples, and compare it
with one existing technique in the literature.
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cal algorithms; D.2.4 [Software]: Software/Program Verifi-
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1. INTRODUCTION
A gene regulatory network (GRN) is a collection of genes,
proteins and other regulatory molecules that interact with
each other indirectly, govern the expression of genes and ul-
timately regulate the cellular behaviours. The expression
of genes is a fundamental process in living cells, both eu-
karyotic and prokaryotic. It has attracted much attention
to acquire insights into the dynamics of GRNs.
Many formalisms have been proposed in the literature to
study the dynamics of GRNs, including directed graphs,
Bayesian networks, Boolean networks (BNs) [13] and prob-
abilistic Boolean networks (PBNs) [23, 25], ordinary and
partial differential equations, stochastic equations, and rule-
based formalisms. Among them, BNs are broadly applied
to represent GRNs, e.g., see [21, 7]. BN models the state of
a gene as binary values and the interaction between genes
as Boolean functions, known as predictor functions. BN re-
duces the complexity of a network by avoiding the expensive
model of the kinetic information in the network and grasp
only the wiring of the network. Despite of the highly simpli-
fied representation of the model, BN is still able to cope with
one of the most important dynamic properties in GRN, i.e.,
attractors. Attractors are hypothesised to characterise cel-
lular phenotypes [13] and correspond to functional cellular
states such as proliferation, apoptosis, or differentiation [11].
In the BN framework, algorithms for detecting attractors
have been extensively studied in the literature. One im-
portant type of algorithms among them is based on the Bi-
nary Decision Diagram (BDD). In this paper, we concentrate
on improving the BDD-based attractor detection algorithm
demonstrated in [10] for synchronous BNs, which was devel-
oped by Abhishek et al. in 2007. The algorithm starts from
one (randomly selected) initial state and detects attractors
by computing the successor states and predecessor states
of this initial state. It works well for small BNs, but be-
comes inefficient for large BNs. We propose to use different
attractor detection strategies for networks of different sizes
to improve the efficiency of the BDD-based approach. For
small BNs, we propose to use a monolithic algorithm which
searches for attractors from the whole state space, instead of
one initial state, to reduce the time for attractor detection.
For large BNs, we improve the algorithm in [10] by com-
puting the predecessor states of each individual state in a
detected attractor, instead of computing the predecessors of
the whole attractor, when pruning the searching space for
detecting other attractors. Moreover, as the performance
of BDD operations is largely affected by the order of BDD
variables, we propose two heuristics on ordering BDD vari-
ables based on the structure of BNs to further improve the
attractor detection algorithm. We have implemented our al-
gorithms and the BDD variable order heuristics in the tool
MCMAS [16] and demonstrated with extensive experiments
that our proposed algorithms and heuristics can improve the
efficiency of the BDD-based attractor detection algorithm
and outperform the existing tool GenYsis [10].
2. RELATEDWORK
In this section we review algorithms for attractor detection
in the framework of BNs.
The simplest way to detect attractors is to enumerate all
the possible states and to run simulation from each one un-
til an attractor is reached [24]. This method ensures that all
the attractors are detected but it has exponential time com-
plexity and therefore its applicability is highly restricted by
the network size. Another approach is to take a sample from
the whole state space and simulate from it until an attrac-
tor is found [17]. However, this technique cannot guarantee
to find all the attractors of a BN. Irons in [12] proposed
a method by analysing partial states involving parts of the
nodes. This method improves the efficiency from exponen-
tial time to polynomial time; however, it is highly dependent
on the topology of the underlying network and the network
size manageable by this method is still restricted to 50.
Next, the efficiency and scalability of attractor detection
techniques are further improved with the integration of two
techniques. This first technique is based on Binary Deci-
sion Diagram (BDD), a compact data structure for repre-
senting Boolean functions. Algorithms proposed in [6, 10,
9] explore BDDs to encode the Boolean functions in BNs,
use BDD operations to capture the dynamics of the net-
works, and to build their corresponding transition systems.
The efficient operations of BDDs are used to compute the
forward and backward reachable states. Attractor detec-
tion is then reduced to finding self-loops or simple cycles in
the transition systems, which highly relies on the compu-
tation of forward and backward reachable states. Garg et
al. in [10] proposed a method for detecting attractors for
asynchronous BNs. Later, in [9], the synchronous BNs were
considered and a combined synchronous-asynchronous mod-
elling approach was proposed to improve the performance of
attractor detection algorithms in asynchronous BNs. In a re-
cent work [26], Zheng et al. developed an algorithms based
on reduced-order BDD (ROBDD) data structure, which fur-
ther speeds up the computation time of attractor detection.
These BDD-based solutions only work for GRNs of a hun-
dred of nodes and suffer from the infamous state explosion
problem, as the size of the BDD depends both on the regu-
latory functions and the number of nodes in the GRNs.
The other technique represents attractor detection in BNs as
a satisfiability (SAT) problem [5]. The main idea is inspired
by SAT-based bounded model checking: the transition rela-
tion of the GRN is unfolded into a bounded number of steps
in order to construct a propositional formula which encodes
attractors and which is then solved by a SAT solver. In ev-
ery step a new variable is required to represent a state of
a node in the GRN. It is clear that the efficiency of these
algorithms largely depends on the number of unfolding steps
and the number of nodes in the GRN.
3. PRELIMINARIES
3.1 Boolean networks
Boolean networks (BNs) are a class of discrete dynamical
systems in which interactions over a set of Boolean vari-
ables are considered. They were first introduced by Stuart
Kauffman in 1969 as a simple model class for the analysis of
the dynamical properties of gene regulatory networks [14],
where projection of gene states to a ON/OFF pattern of
binary states was considered. Formally, a Boolean Network
G(V,f) is defined as a set of binary-valued variables, also
referred to as nodes or genes, V = {x1, x2, . . . , xn} and a vec-
tor of Boolean functions f = (f1, f2, . . . , fn). The time is
discrete and in fact the consecutive time points correspond
to switching events between states of the genes. At each
time point t (t = 0, 1, . . .), the state of the network is de-
fined by the vector x(t) = (x1(t), x2(t), . . . , xn(t)), where
xi(t) is the value of variable xi at time t, i.e., xi(t) ∈ {0, 1}
(i = 1, 2, . . . , n).
For each variable xi, there exists a predictor set (parent
nodes set) {xi1 , xi2 , . . . , xik(i)}, and a Boolean predictor func-
tion (or simply predictor) fi being the i-th element of f that
determines the value of xi at the next time point, i.e.,
xi(t+ 1) = fi(xi1(t), xi2(t), . . . , xik(i)(t)), (1)
where 1 ≤ i1 < i2 < · · · < ik(i) ≤ n. Since the predictor
functions of f are time-homogenous, the notation can be
simplified by writing fi(xi1 , xi2 , . . . , xik(i)). A node xij with
1 ≤ j ≤ k(i) in the parent nodes set is called a parent node
of xi and xi is called a child node of xij . The parent node
set can be further divided into two sets, i.e., activator set
which contains genes that can activate xi and inhibitor set
which contains genes that can inhibit xi. In general, the
Boolean functions can be formed by combinations of any
logical operators. However, in the context of GRNs usually
the set of possible Boolean functions is restricted (see e.g., [9,
20]). Here the following three types of Boolean functions are
considered:
xi(t+ 1) =
(
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xaj (t)
)
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(
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)
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)
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)
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where xj ∈ {0, 1}; xam and xinn are the set of activators and
inhibitors of xi; ∧, ∨ and ¬ represent logical and, or and
negation respectively. Equation 2 is used when there are
both activators and inhibitors for a gene xi. Equation 3 is
used when gene xi only has activators as its parent nodes
and Equation 4 is used in the case that gene xi only has
inhibitors as its parent nodes. The BNs are divided into
two types based on the time evolution of its states, i.e.,
synchronous and asynchronous. In synchronous BNs, the
values of all the variables are updates simultaneously; while
in asynchronous BNs, one variable is updated at a time. In
this paper, we focus on synchronous BNs. The vector f
of predictor functions determines the time evolution of the
states of a synchronous BN, i.e.,
x(t+ 1) = f(x(t)). (5)
Thus, the BN’s dynamics is fully deterministic. The only po-
tential uncertainty lies in the selection of the initial starting
state of the network.
Starting from an initial state, after a finite number of steps,
a Boolean network will reach an attractor : either a fixed
state or a set of states through which it will repeatedly cy-
cle forever. Each fixed state is referred to as a singleton
attractor and each cyclicly revisited set of states is called
a cyclic attractor. The number of states in a cyclic attractor
is the cycle length of that attractor. The attractor structure
of a BN is given by all its singleton and cyclic attractors
together with their cycle lengths. The states constituting
an attractor are called attractor states. The remaining states
are called transient and are visited at most once on any net-
work trajectory. An attractor and all the transient states
that lead into it constitute its basin of attraction. In conse-
quence, all basins of attraction of a BN form a partition of
its state space. The attractor structure of a Boolean network
characterises its long-run behaviour [23], and is of particu-
lar interest as, for instance, attractors are hypothesised to
characterise cellular phenotypes [13].
The density of a BN is measured with its parent nodes
number. For a BN G, its density is defined as D(G) =
1
n
∑n
i=1 k(i), where k(i) is the number of parent nodes of
the i-th predictor function.
3.2 Binary Decision Diagram
A Binary Decision Diagram (BDD) is a directed acyclic
graph (DAG) used to represent a Boolean function. It was
originally introduced by Lee in [15] and Akers in [1]. It
consists of a root node, (intermediate) decision nodes, and
two terminal nodes, i.e., 0-terminal and 1-terminal. Each
variable of a Boolean function is represented as a decision
node in the BDD. Each decision node contains two outgoing
edges, representing the two possible evaluations 0 and 1 of
the variable. A path from the root node to the 1-terminal
represents variable evaluations that give the Boolean func-
tion true; while a path from the root node to the 0-terminal
represents variable evaluations that give the Boolean func-
tion false. For example, a BDD represents the Boolean func-
tion f = (a or c) and b is shown in Figure 1a. In this
figure, root node and terminal nodes are represented with
squares while decision nodes are represented with circles.
A solid arrow starting from an decision node represents an
evaluation of 1 for that node while a dashed arrow start-
ing from an decision node represents an evaluation of 0 for
that node. Each path from the root node to one of the ter-
minal nodes represents an assignment of the variables, e.g.,
the path f −→ a 1−→ b 1−→ c 1−→ 1 represents the assignment
a = 1, b = 1, c = 1 for which the Boolean function takes
the value true. If the value of a variable in a certain evalu-
ation does not affect the value of the Boolean function, the
variable can be simply removed from the path. After re-
moving those unnecessary variables for the above BDD, we
get a reduced BDD, as shown in Figure 1b. The number of
decision nodes in the BDD is reduced from 7 to 4. There
are two paths leading to the 1-terminal node. The first path
f −→ a 1−→ b 1−→ 1 represents two possible assignments, i.e.,
a = 1, b = 1, c = 1 and a = 1, b = 1, c = 0; and the
second path f −→ a 0−→ b 1−→ c 1−→ 1 represents the assignment
a = 0, b = 1, c = 1.
Different orders of BDD variables will result in different
number of decision nodes in the reduced BDD representa-
tion. For example, if we represent the above Boolean func-
tion in the order of a −→ c −→ b, as shown in Figure 1c,
we could reduce the number of decision nodes from 4 to 3.
This reduction of decision nodes directly affects the size of
the BDD representation and the time cost of BDD opera-
tions. To find an optimal variable ordering for constructing
a minimum-size BDD is known to be an NP-complete prob-
lem [2]. As a consequence, using heuristic to construct a
near optimal reduced ordered BDD is crucial for achieving
good performance in BDD-based operations.
3.3 Encoding Boolean networks in BDDs
Boolean networks can be easily modelled as transition sys-
tems, which then can be encoded in BDDs. A transition
system TS is a tuple 〈S, S0, T 〉 where
1. S is a finite set of states,
2. S0 ⊆ S is the set of initial states, and
3. T ⊆ S × S is the transition relation, which specifies
how the system evolves among states. In a transition
(s1, s2) ∈ T , state s1 is called source state and s2 target
state.
Given a Boolean network G(V,f), a transition system TS =
〈S, S0, T 〉 can be generated as follows.
1. Each state of the network is a state in S. Thus, S
contains 2n states;
2. Each state of the network is an initial state in TS.
Therefore, in the transition system, we have S0 = S;
3. Each time evolution of the states in the network is a
transition in T . That is, Equation (5) can be trans-
lated in to a transition (s1, s2) ∈ T , where s1 = x(t)
and s2 = x(t + 1). As the network is deterministic,
each state in TS has only one outgoing transition and
one successor state.
A Boolean network G(V,f) can be encoded in BDDs in or-
der to be stored efficiently for further processing. Each vari-
able in V can be represented by a binary BDD variable. By
slightly abusing the notation, we use V to denote the set of
BDD variables. In order to encode the transition relation,
another set V ′ of BDD variables, which is the copy of V ,
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Figure 1: A BDD representing f = (a or c) and b.
is needed so that V encodes the source states, and V ′ en-
codes the target states. Hence, the transition relation can
be seen as a function T : V → V ′. Our attractor detection
algorithms also need two functions as the basis.
1. Image(X,T ) = {s ∈ S | ∃s′ ∈ X such that (s′, s) ∈
T} returns the set of target states that can be reached
from a state in X ⊆ S following a transition in T .
2. Preimage(Y, T ) = {s ∈ S | ∃s′ ∈ Y such that (s, s′) ∈
T} returns the set of source states that can reach a
state in Y ⊆ S following a transition in T .
4. ATTRACTORDETECTIONALGORITHMS
In this section, we present our algorithms for detecting at-
tractors in BNs. We propose a monolithic attractor detec-
tion algorithm for dealing with small networks and an enu-
merative search algorithm for large networks.F
4.1 Monolithic attractor detection algorithm
The first algorithm is called monolithic algorithm. The idea
is to apply the transition relation to a set of states itera-
tively. The set shrinks after each iteration and the process
terminates when the size of the set cannot be reduced any
more. The final set is a fixpoint, and includes all attractors
in the initial set. If the initial set contains all states in the
network, then all attractors in the network are discovered.
Algorithm 1: Monolithic(Z): Monolithic attractor detec-
tion on the set of Z of states
X := Z; Y := ∅;
while Y 6= X do
Y := X; X := Image(X,T );
end
return X
Given a set Z of states in the network, Algorithm 1 com-
putes the set X of successor states of Z under the transition
relation T , and then successor states of X. This process
is repeated until a fixpoint is reached. The fixpoint con-
tains all attractors in Z. This algorithm utilises the fact
in synchronous BNs that every loop is an attractor because
each state has only one outgoing transition. The following
theorem shows the correctness of Algorithm 1.
Theorem 1. Given a set Z of states, let A = {A1, · · · , Am}
be the set of attractors in Z. Algorithm 1 returns the set X
of states such that X = A1 ∪ · · · ∪Am.
Proof. First of all, we prove that each Ai ∈ A is con-
tained in X. When the while loop starts, Ai is in X as
X = Z. Let X ′ be the set of successor states returned by
the Image function. Each state s in Ai is contained in X
′
because there exists a state s′ ∈ Ai such that s′ → s. There-
fore, we have A1 ∪ · · · ∪Am ⊆ X ′.
Now we prove that for each state s ∈ X, there exists a state
s′ ∈ X such that s′ → s. This can be done by contradiction.
Assume there is no such s′ in X. Then we apply the function
Image again on X and obtain X ′ = Image(X,T ). Clearly,
X ′ does not contain s, which is in conflict with the premise
that X is a fixpoint.
Let X = X \A1∪· · ·∪Ak. Since the final set X is a fixpoint,
from each state s ∈ X, we can have an infinite sequence of
states such that ρ = s0s1s2 · · · where s0 = s, si ∈ X and
si+1 → si for all i ≥ 0. Let k be the largest index in ρ
such that si ∈ X for all 0 ≤ i ≤ k and sk+1 6∈ X. Assume
X 6= ∅. As X is finite, there must exist an attractor Aj ∈ A
in ρ such that sk+1 ∈ Aj . Therefore, there are two outgoing
transitions from sk+1: one goes to sk and the other to a state
in Aj . This is in conflict with the semantics of synchronous
BNs. Hence, X = ∅.
4.2 Enumerative search attractor detection al-
gorithm
Algorithm 1 begins with the whole set of states in the BN.
Its performance can deteriorate dramatically as the size of
the network increases. To remedy this, we propose an enu-
merative search strategy to deal with networks of large size.
To achieve this, we first introduce an algorithm, i.e., Al-
gorithm 2, for detecting a loop from an arbitrary initial
state. Algorithm 2 computes the set X of states that can
be reached from a state s and the attractor A contained
in X. This algorithm iteratively uses forward reachability,
i.e., the function Image to compute A. In each iteration, the
newly discovered successor states are stored in Z. Actually,
Z contains only one state because each state in synchronous
BNs has exactly one outgoing transition. The last newly
Algorithm 2: Search(s): Search for the loop reachable
from state s
X := {s}; Y := {s};
while Y 6= ∅ do
Z := Image(Y, T ); Y := Z \X; X := X ∪ Y ;
end
A := Z;
while Z 6= ∅ do
Z := Image(Z, T ); Z := Z \A; A := A ∪ Z;
end
return A
Algorithm 3: Predecessor(Z): Compute predecessors for
the set Z of states
Y := Z; X := Z;
while Y 6= ∅ do
Y := Preimage(Y, T ); Y := Y \X; X := X ∪ Y ;
end
return X
discovered state is a state in the attractor, from which the
whole attractor can be identified, which is performed in the
second while loop of Algorithm 2. As an example of how
this algorithm works, consider the part of the state space
of some synchronous BN presented in Figure 2. After call-
ing Search(s1), Z in the first while loop will consecutively
consist of s2, s3, s4, s5, s6, and finally s3 again. With this
the first while loop will end. The state s3 is a member of
the attractor {s3, s4, s5, s6}. This attractor is constructed
iteratively in the second loop and returned as A.
...
...
...
...
Figure 2: Part of the state space of some synchronous BN.
The remaining states of the state space not shown in the
figure are indicated by incoming arrows with . . . to states
s1, s7, s8, and s9. These arrows stand for potentially more
than one incoming transition to the four states.
After identifying the reachable attractor from an arbitrary
initial state, we continue to compute the predecessors of the
attractor. This is done with Algorithm 3, which can com-
pute the set X of states that can reach a given set Z of
states in the network via the transition relation. By slightly
abusing the notation, the states in X are the predecessors
of those in Z. X is computed by iteratively applying the
Preimage function.
For any two states s and s′ in a cyclic attractor A, their pre-
decessors are the same (Predecessor(s) = Predecessor(s′) =
Algorithm 4: SplitPre(Z): Compute predecessors of the
set Z of states in a divide-and-conquer manner
X := Z;
foreach s ∈ Z do
Y := Preimage({s}, T ); Y := Y \ Z;
X := X ∪ Predecessor(Y );
end
return X
Predecessor(A)). Therefore, the above mentioned Algo-
rithm 3 will repeat unnecessary Preimage operations when
computing the predecessors for a cyclic attractor. We im-
prove on this by considering individual states in Z, one at
a time. For each individual state, the set of states that can
reach it are computed as shown in Algorithm 4.
In Algorithm 4, the statement Y := Preimage({s}, T ) com-
putes the set Y of source states that can reach state s in
one transition. As this algorithm is called in Algorithm 5
with the input Z being the set of states that form an at-
tractor, Y contains not only transient states, but also a
state s′ in the attractor. Thus, we need the next state-
ment Y := Y \ Z to remove s′ from Y because s′ will be
processed separately in the foreach loop. As an exam-
ple, we follow the steps of Algorithm 4 run on the attrac-
tor states in Figure 2, i.e., SplitPre({s3, s4, s5, s6}). Each
of the four attractor states is considered one-by-one. For
s3, we have Preimage(s3, T ) = {s2, s6}. The state s6 is
an attractor state, so it is not considered in Y which be-
comes {s2}. Finally, the predecessors of Y are computed
with the use of Algorithm 3, i.e., state s1 and all its pre-
decessors in the state space not shown in Figure 2. Sim-
ilarly, for s4 we have Preimage(s4, T ) = {s3}, Y = ∅,
and the predecessors of Y is an empty set. For s5 we have
Preimage(s5, T ) = {s4, s7, s8}, Y = {s7, s8}, and the pre-
decessors of Y are all the states in the state space that lead
to states s7 and s8 (not shown in Figure 2). Finally, for s6
we have Preimage(s6, T ) = {s5, s9}, Y = {s9}, and the pre-
decessors of Y are all the states in the state space that lead
to state s9 (not shown in Figure 2). The basic idea of Al-
gorithm 4 is based on the following property of synchronous
BNs: each state has only one outgoing transition. This guar-
antees that the sets returned by the Predecessor function
in each iteration of the foreach loop are pair-wise disjoint.
In our above example, Predecessor({s2}), Predecessor(∅),
Predecessor({s7, s8}), and Predecessor({s9}) are all pair-
wise disjoint.
With Algorithm 2 and Algorithm 4, we form our enumer-
ative search strategy, shown in Algorithm 5, for detecting
all the attractors in the set Z of states. Algorithm 5 starts
with a randomly chosen state s in Z and computes the set
X of all states reached from s and the attractor contained
in X. After removing X from Z, it continues to find other
attractors in the remaining states.
The algorithm in GenYsis is very similar to Algorithm 5.
The difference is that GenYsis computes all predecessors
that reach an attractor in one fixpoint computation, i.e., us-
ing Algorithm 3. Algorithm 5 utilises Algorithm 4 instead.
The intuition behind Algorithm 4 is that by splitting a sim-
Algorithm 5: Enumerative(Z): Compute all attractors in
the set Z of states
As := ∅;
while Z 6= ∅ do
pick up a state s ∈ Z; A := Search(s);
Y := SplitPre(A); As := As ∪A; Z := Z \ Y ;
end
return As
ple attractor into individual states and by computing their
predecessors separately can better explore the regularity of
the BDDs in the system and accelerate the computation.
5. HEURISTICS ON BDD VARIABLE OR-
DERS
The order of the input variables of a BDD can largely af-
fect the constructed BDD size and the corresponding oper-
ations [3]. In consequence, the performance of the BDD at-
tractor detection algorithm also heavily relies on the BDD
variable orders. It is known to be an NP-complete prob-
lem [2] to find an optimal variable ordering for constructing
a minimum-size BDD. However, a lot of efficient heuristics
have been proposed in literature to establish near-optimal
variable orderings for BDDs. In general, there are two types
of heuristic techniques for establishing efficient variable or-
ders for BDD: static variable ordering and dynamic variable
ordering. Static variable ordering forms an order before the
construction of the BDD while dynamic variable ordering at-
tempts to form an optimal order dynamically during the con-
struction process. As the order is formed before construction
of the BDD, static variable ordering cannot guarantee a good
quality resulting order. On the contrary, dynamic variable
ordering allows adjusting the variable order during the con-
struction of the BDD, which is more effective in finding a
good variable order. However, this dynamic reordering pro-
cess is usually time-consuming and therefore less practical.
In this paper, we concentrate on the static variable ordering
heuristics and propose two BDD order heuristics based on
the structure of BNs.
Each node of a BN is represented with one variable in the
corresponding BDD. For simplification, we treat ordering
the variables of a BDD as ordering the nodes of a BN. As
shown in [8, 4], variables that are topologically close within
the original network should be ordered relatively close to-
gether in the BDD. In a BN, a node is closer to its parent
nodes and its children nodes comparing to others. Based on
this consideration, we form the following two heuristics: (I)
put a node’s parent nodes right after the node; (II) put a
node’s child nodes right after the node. For heuristic (I), we
order the nodes with the following steps.
1. From all the unordered nodes, find the one with the
fewest child nodes and order it as the next one.
2. For each of the ordered nodes, find its unordered par-
ent nodes and order them as the next ones. If a node
has more than one unordered parent node, those un-
ordered parent nodes can be ordered in an arbitrary
way.
3. Repeat Step 2 until all the parent nodes of ordered
nodes have been ordered.
4. If all the nodes have been ordered, the process is fin-
ished; otherwise, go to step 1.
For heuristic (II), we order the nodes with the following
steps.
1. From all the unordered nodes, find the one with the
most child nodes and order it as the next one.
2. For each of the ordered nodes, find its unordered child
nodes and order them as the next ones. If a node has
more than one unordered child node, those unordered
child nodes can be ordered in an arbitrary way.
3. Repeat Step 2 until all the child nodes of ordered nodes
have been ordered.
4. If all the nodes have been ordered, the process is fin-
ished; otherwise, go to step 1.
Heuristic (I) will put the node which has the fewest child
nodes in the beginning; while, on the opposite, heuristic
(II) will put the node which has the most child nodes in the
beginning. The node with the most children nodes is consid-
ered as the most influential node in the BN. It is suggested
in [18] that the more influential node should be put earlier
in the ordering. However, in the case of BNs, our experience
leads us to the conclusion that topological closeness plays a
more important role than the influential of nodes. This can
be demonstrated by the experimental results in Section 6.
6. EVALUATION
We have implemented the algorithms presented in Section 4
in the model checker MCMAS [16]. In this section, we
demonstrate with experiments that our algorithms can out-
perform the existing BDD-based attractor detection algo-
rithm in [10] and our proposed BDD variable order heuristics
can improve the performance even further.
All the experiments are conducted in a high-performance
computing (HPC) cluster with Intel Xeon L5640@2.26GHz
processor. The BNs we use for the experiments are randomly
generated with ASSA-PBN [19], which can generate random
BNs complying with specified parameters, e.g., the number
of nodes in the BN and the maximal number of variables of
the predictor functions.
6.1 Evaluation for small BNs
We first compare MCMAS with GenYsis for detecting at-
tractors of small BNs. We generate BNs with nodes number
from the set {20, 30, 40, 50} and for each number in the set,
we generate three BNs of different densities. We divide the
BNs into three different classes with respect to their density:
class d, short for dense, refers to BNs whose density is over
3.1; class i, short for in-between, refers to BNs whose den-
sity is in the range [2.0, 3.1]; and class s, short for sparse,
refers to BNs whose density is in the range [1.0, 2.0). Note
that if the density of a BN is below 1.0, there exists at least
one node without predictor function (see Section 3.1). We
do not consider BNs containing such nodes since they can
be removed from the BN without changing the meaning of
a BN.
We name the model with the following format “number of
nodes density class model index”. We show in Table 1 the
number of detected singleton and cyclic attractors and the
time cost of the two tools (in seconds). To compare the per-
formance of the proposed BDD orders, we also perform the
attractor detection algorithms with different BDD orders.
We set the maximum running time to one hour and mark as
“—” in the table if the program fails to detect the attractors
within this time bound.
It is clear from Table 1 that using the proposed monolithic
attractor detection algorithm MCMAS performs much faster
than GenYsis in detecting attractors for small BNs. Our
proposed BDD variable order heuristics can further improve
the performance in most cases. In particular, MCMAS re-
duces the time cost by about 81 times for the 30-node dense
BN by ordering the BDD variables with heuristic (II); Gen-
Ysis fails to handle dense BNs of more than 40 nodes while
MCMAS still manages to handle those BNs. In general,
the monolithic algorithm gains better performance for BNs
with nodes number less than 50. For large models, we shall
use different algorithms and we demonstrate the results in
the next section. In fact, BNs with around 50 nodes seem
to be the borderline models. In our evaluation, for BNs
with 50 nodes, the monolithic algorithm (Algorithm 1) per-
forms better for the dense and in-between networks, while
the enumerative algorithm (Algorithm 5) performs better for
the sparse one (see the performance of MCMAS for 50-node
BNs in Table 1 and Table 2).
6.2 Evaluation for large BNs
For large BNs, MCMAS applies the enumerative algorithm
(Algorithm 5). The main difference from the algorithm
of GenYsis is that MCMAS explores the predecessors of
each state of a cyclic attractor separately when pruning the
searching state space. We demonstrate the efficiency of this
strategy by experiments on a number of large BNs.
We present in Table 2 the time cost of MCMAS and GenYsis
for detecting attractors of large BNs with node number in
the set {50, 60, 80, 100, 120, 300, 400}. For each of the node
number, three BNs with different densities are generated.
With the node number increasing, it becomes difficulty for
both the MCMAS and GenYsis to detect attractors within
one hour. Therefore, we increase the time to three hours.
We omit the data if both methods fail to detect the attrac-
tors within this limit. In total, we obtain data for 12 (out
of 21) BNs.
In 11 out of these 12 cases, MCMAS is faster than GenYsis
using the enumerative search strategy and a random BDD
order. Moreover, if we order the BDD variables according to
heuristic (I), MCMAS performs better than GenYsis in all
the compared 12 cases. Notably, GenYsis fails to handle the
80-node sparse BN while MCMAS still detects its attrac-
tors in 6.09 seconds using heuristic (I). As the performance
of BDD operations is sensitive to BDD orders it would be
better if we can compare the performance of MCMAS and
GenYsis under the condition that they use the same BDD
variables order. However, the source code of GenYsis is not
available and the BDD variables order used in GenYsis is
unclear to us. Nevertheless, it is still clear from Table 2
that MCMAS performs better than GenYsis for large BNs
using the enumerative algorithm and the BDD variable or-
der heuristic (I).
In 10 out of 12 of the compared cases, our proposed heuristic
(I) can result in a better performance for MCMAS than the
random order; while for heuristic (II), the number of better
performance cases is only 7 out of 12. Besides, heuristic
(I) performs better than heuristic (II) in 9 out of 12 cases.
In general, both heuristics can improve the performance of
MCMAS for large BNs while heuristic (I) performs better
in most of the cases.
The missing data in Table 2 are mainly for dense and in-
between networks. Both MCMAS and GenYsis fail to han-
dle dense BNs with over 80 nodes and in-between networks
with over 100 nodes in 3 hours. Increasing the density will
not increase the state space of a BN, but on the other hand
it exponentially increases the size of Boolean functions in
the BN and the corresponding BDD representation becomes
much more complex. Developing more efficient algorithms
to handle large dense models is part of our future work.
7. CONCLUSION AND FUTUREWORK
In this paper, we present several strategies for improving
the BDD-based attractor detection algorithm shown in [10]
for synchronous BNs. Firstly, we propose to use different
strategies for detecting attractors of different size BNs. For
small BNs, we propose to use a monolithic algorithm which
searches for attractors from the whole state space, instead
of one initial state, to reduce the time for attractor detec-
tion. For large BNs, we improve the algorithm in [10] by
computing the predecessor states of each individual state in
a detected attractor, instead of computing the predecessors
of the whole attractor, when pruning the searching space
for detecting other attractors. Besides, we introduce two
heuristics on ordering BDD variables based on the structure
of BNs to further improve the attractor detection algorithm.
Experimental results show that the proposed strategies can
improve the BDD-based attractor detection algorithm [10]
for both small and large BNs. In certain cases, the efficiency
is improved by more than an order of magnitude.
As part of our future work, we will compare our algorithms
with the SAT-based approaches (e.g., see [5]). We also want
to extend our algorithms to deal with asynchronous BNs.
Both MCMAS and GenYsis perform inefficiently for large
dense BNs. One possible direction is to develop composi-
tional approaches to deal with large dense BNs [22].
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