Mobile phone metadata are increasingly used to study human behavior at largescale. In developing countries, where data is scarce, data generated by mobile phones have already helped with planning disaster response and informing public health policy. Basic demographic information such as age or gender is, however, often missing from mobile phone data. There has recently been a growing interest in predicting demographic information from metadata. Previous approaches relied on standard machine learning algorithms and hand-engineered features. We here apply, for the first time, deep learning methods to mobile phone metadata using a convolutional network. We represent the data as 8 matrices summarizing incoming and outgoing mobile phone usage (contacts, calls, texts, call duration) on a given week. Our method outperforms the previous state-of-the-art on both age and gender prediction. Our analyzes indicate that our method captures compositional hierarchies in the mobile metadata based on the temporal nature of the data. These results show great potential for deep learning approaches for prediction tasks using standard mobile phone metadata.
INTRODUCTION
Our mobile phones produce metadata every time we send or received a text or a phone call. These metadata -recording who calls or texts who, for how long, and from where -provide a detailed view of human behavior including mobility at large-scale. Mobile phone data have already helped with planning disaster response and informing public health policy (Bengtsson et al., 2011; Wesolowski et al., 2015) . This data has a great potential for good but often lacks basic demographic information.
There has recently been a growing interest in predicting demographic information, such as age and gender, from mobile phone metadata. Previous approaches relied on standard machine learning algorithms and hand-engineered features. Recently, Sarraute used 45 hand-engineered features such as total duration of outgoing calls and support vector machine (SVM) to predict gender information from mobile phone metadata (Sarraute et al., 2014) . Similarly, Martinez et. al had used SVM, random forest (RF), and a custom algorithm based on k-means to predict gender information (Frias-Martinez et al., 2010) . The current state-of-the-art is described in an upcoming paper by Jahani Under review as a conference paper at ICLR 2016 ICLR et al. (2016 . Using features derived from the bandicoot toolbox it outperformed previous methods by roughly 10%.
Convolutional networks (ConvNets) have recently systematically outperformed existing approaches in analyses of large-scale image datasets (Krizhevsky et al., 2012; Simonyan & Zisserman, 2014) and other data such as speech and video (Karpathy et al., 2014) . ConvNets performances comes from their ability to discover compositional hierarchies in data. For instance, how a face in an image is made up of a variety of different parts, each formed by number of smaller motifs and edges (LeCun et al., 2015) . We show in this paper how a ConvNet can be used to predict demographic information such as age and gender from standard mobile phone metadata, outperforming the current state-of-the-art. Our results indicate that compositional hierarchies might also be found in mobile metadata due to the temporal nature of the data and show the potential of this approach for prediction tasks using standard mobile phone metadata.
The rest of the paper is organized as follows. Sect. 2 presents our method including the data representation, ConvNet architecture, and hyperparameter tuning. Sect. 3 describes our results and how ConvNet outperforms the existing state-of-the-art in predicting age and gender from standard mobile phone metadata. Sect. 4 provides insights into how our ConvNet represents the data by -among other things -quantifying the importance of the temporal structure and comparing ConvNet neurons with hand-engineered bandicoot features.
OUR METHOD

TEMPORAL REPRESENTATION
This work focuses on using the temporal information contained in mobile phone metadata. We represent the data as 8 matrices summarizing mobile phone usage on a given week with hours of the day on the x-axis and the weekdays on the y-axis (see Figure 1 ). These 8 matrices are combined into a tensor (less formally, a 3-dimensional matrix) with a separate 'channel' for each of the 8 variables of interest. Such a 3-dimensional matrix is named a 'week-matrix'.
The channels in the week-matrix are the number of unique contacts, calls, texts and the total duration of calls for respectively incoming and outgoing interactions. Every cell in the week-matrix thus represents the amount of activity for a given variable of interest in that hour interval (e.g. between 2 and 3pm). Splitting the data for each user into separate weeks allows us to handle the issue of mobile phone users having vastly different number of interactions (calls + texts). We model each week-matrix separately, which dramatically increases the number of training observations for our ConvNet. Figure 1 : The mean number of outgoing calls, one of the channel our matrix representation uses, when averaged across the population. One can see clear differences between weekdays and weekends as well as a function of the time of the day (e.g. the peak of outgoing calls at 4pm on weekdays).
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Our temporal matrix representation allows us to capture local similarities between hours of the day. Intuitively, we assume that a user's behavior at 7am is more related to a user's behavior at 8am than at 5pm. Similarly, having the weekdays on the y-axis of the matrix allows us to capture similarities between days (see e.g. the similar behavior on weekdays in Figure 1 ). Section 2.2 describes in detail how we extract patterns from the week-matrix representation. Figure 1 shows that the activities of a day might occur after midnight (esp. on Sat evening). We therefore shift the time in the matrices we input to the ConvNet by 4 hours to allow the convolutional filters to capture such activity. Each row in the matrix thus contains data from 4am-4am instead of from midnight to midnight. This hour shift also moves the low activity (and potentially less informative) areas to the borders of the matrix.
As the metrics are computed for each channel across all hours of the week, the matrices for a user are fairly sparse (see e.g. Fig. 4 in Sect. 4.2). This allows the ConvNet to explicitly capture inactivity as well as activity. The granularity of the temporal matrix representation can be adjusted depending on the data being analyzed.
CONVNET ARCHITECTURE
Choosing the right architecture of the ConvNet for the task at hand is crucial to reaching high accuracy in our prediction task. The choice of architecture has often been discussed as a choice of prior in the hierarchical composition of patterns in the data (Bengio et al., 2013) . Due to our choice of representation with days of the week on the y-axis, horisontal and vertical conv. filters are more suited than tradtional squared conv. filters. We thus use a series of 5 horizontal conv. layers followed by 3 fully-connected * (FC) layers (see Table 1 ). The ConvNet thus learns to represent each day in the week-matrix using a hierarchy of features that capture increasingly abstract patterns within a single day. The FC layers then combines the abstract representation of the different days to find global patterns. In this way, the ConvNet learns to represent the information in the week-matrix as a compositional hierarchy.
The two first fully connected layers have 400 neurons each, whereas F C 8 has as many neurons as the number of classes (2 for gender and 3 for age). The number of filters in each conv. layer is found using Bayesian optimization (see Sect. 2.3) and a softmax classification layer is used for the attribute prediction. We use no pooling and a stride of 1 for each convolutional layer. Padding of the conv. layers is less important given the hour shift described in Sect 2.1. Therefore, none of our conv. layers use padding. Table 1 : Architecture for the convolutional network. Each layer is denoted as " layer type layer number ", where a layer can be either a convolutional, fully connected, or softmax layer. The filter size describes the number of neurons in the previous layer that each neuron in the current layer is connected to. A filter with size Mx1 takes as input M neurons located side-by-side horizontally, whereas a 1xN filter uses N neurons located side-by-side vertically. The leaky ReLU activation function layers are not shown for brevity.
Layer Name Filter Size
Input
The ConvNet performs a prediction of the demographic attribute on each individual week-matrix using the softmax layer. These predictions are traditionally averaged to generate a single prediction for the user. We find that using the ConvNet as a feature extractor combined with a support vector machine (SVM) with a radial basis function kernel for prediction increases accuracy by 1 to 3 percentage points (see Table 2 in Sect. 3.1). A similar strategy was implemented by Donahue et al. (2013) for generic visual recognition based on features extracted from a deep ConvNet. We here use both the activations for F C 7 , F C 8 and the softmax predictions. For each user we compute the mean and standard deviation for the ConvNet neuron activations across the different weeks. This gives us a total of 800 + 4n c features, where n c is the number of classes in the problem at hand. We use scikit-learn for our SVM (Pedregosa et al., 2011) ) and Caffe (Jia et al., 2014) to implement our ConvNet.
We hypothesize that the performance boost given by the SVM is due to the fact that users may exhibit patterns indicative of a certain demographic attribute only certain weeks. An SVM used on the extracted activations may find important interactions across weeks. Alternatively, the traditional averaging approach limits the contribution of a given week to the final prediction. The prediction of a week containing a very strong signal might thus have little influence on the overall prediction. This information could, however, be present in the extracted activations and could be picked up by the SVM.
BAYESIAN OPTIMIZATION OF HYPERPARAMETERS
We tune our hyperparameters using Bayesian optimization implemented in BayesOpt (Martinez-Cantin, 2014). The optimization algorithm iteratively trains and evaluates our ConvNet to find the best value for each of the 7 hyperparameters seen below (4 for architecture, 3 for training). Bayesian optimization has previously been shown to improve performance over manually tuned parameters by a human expert. For instance, Snoek used Bayesian optimisation to tune 9 hyperparameters for a 3-layer ConvNet on the CIFAR-10 dataset (Snoek et al., 2012) . Our ConvNet is trained using mini-batch stochastic gradient descent (SGD) with a batch size of 256. The learning rate at a given iteration i is computed as β(i) = β 0 · (1 + γi) −0.75 . To reduce the amount of hyperparameters tuned by Bayesian optimization we do not tune the number of filters in each conv. layer separately. Instead we find the number of filters in conv. layer i as c i = c 0 + c i α with c 0 and c α being the two parameters tuned by Bayesian optimization. Previous work using ConvNets has used a higher number of conv. filters for conv. layers further away from the input (see e.g. (Krizhevsky et al., 2012) and (Simonyan & Zisserman, 2014) ). We base the number of conv. filters on the assumption that this is also the case when modeling standard mobile metadata.
Architecture
RESULTS
Our architecture is generally applicable to mobile phone data. In line with previous work and potential applications, we demonstrate the effectiveness of our method on gender and age prediction using mobile phone metadata. The gender variable is binary (largest class: 56.3%) and the age variable is discretized into three groups: [18 − 39], [40 − 49] , [50 − 99] , splitting the dataset almost equally (largest class: 35.7%).
Our results are based on anonymized call detail records (CDRs) for 150.000 people in a Western European country for 15 weeks. We split the data into training (100.000 people), validation (10.000 people), and test set (40.000 people).
Sect. 3.1 presents our results and compare them to the existing state-of-the-art. Sect. 3.2 describes how our method is particularly effective for low-activity users who we have little data about.
EVALUATION
The current state-of-the-art is described in an upcoming paper by Jahani et al. Jahani et al. (2016) . The paper introduces 2 use cases for gender prediction using mobile phone metadata in developing countries and outperformed previous methods by roughly 10%. It uses 1440 hand-engineered features computed from the open-source bandicoot toolbox (de Montjoye et al., 2016) (incl. mobility information), originally developed for personality prediction on mobile phone data de Montjoye et al. (2013) . We compare our results to an SVM with a radial basis function kernel using the bandicoot features trained and tested on the same data. We use an identical grid of parameters to tune the Bandicoot-SVM as for our SVM on the extracted neuron activations. Note that our results on gender prediction using bandicoot features are slightly higher than in the upcoming Jahani paper. This is likely due to their balancing strategy for the two use cases they present on the humanitarian use of mobile phone data. Table 2 shows that our method significantly outperforms the state-of-the-art by 1.5 percentage points on both age and gender prediction. The difference between the ConvNet-SVM and Bandicoot-SVM is statistically significant for both age and gender prediction (p < 10 −5 with a one-tailed ttest). Our ConvNet-SVM also outperforms the simple ConvNet (averaging prediction) in both cases with Bandicoot-SVM outperforming the simple ConvNet in age prediction. This demonstrates the importance of using the ConvNet as a feature extractor with an SVM. 
PERFORMANCE FOR LOW-ACTIVITY USERS
Our method is particularly effective for low-activity users who we have little data about (see Figure  3 for the distribution of interactions). Figure 2 shows the accuracy of our method and the Bandicoot-SVM as a function of the number of interactions (call + text). Our method significantly outperforms the state-of-the-art (α = 0.05) for users with fewer than 1100 interactions. (roughly 40% of users). This might be particularly useful in developing countries where the mobile phone usage is still fairly low compared to the developed world.
ANALYSIS OF MODEL
Several techniques have been developed to analyze ConvNets and visualize the patterns captured by the model. The most popular one has been to visualize the conv. filters through optimization (Erhan et al., 2009) . Our data representation is integer based with interdependent channels (unlike the RGB channels in a image), which makes that visualization technique difficult to use in our case.
We instead rely on four techniques to analyze our model. Sect. 4.1 quantifies the importance of the temporal structure in the data using dataset permutation. Sect 4.2. demonstrates the importance of the ConvNet as a feature extractor by comparing the accuracy with an SVM applied directly to the data representation. Sect. 4.3. shows the top predictions for male and female gender. Sect. 4.4 details the similarity between the patterns captured by the ConvNet and the hand-engineered features in the bandicoot toolbox. 
TEMPORAL RANDOMIZATION
As described in Sect. 2.1, we choose our data representation to capture the temporal patterns in the mobile phone metadata. We can validate whether our ConvNet captures temporal information by comparing the performance of a ConvNet on the original data with the performance of a similar ConvNet on data that has been temporally randomized. The new ConvNet is trained using the same hyperparameters and architecture. We temporally randomize the dataset by assigning values to cells at random in the week-matrix. This allows us to destroy the potential temporal patterns in the week-matrices while keeping the rest of the information (total activity, etc). Note that we use the normal ConvNet (average predictions) as to quantify the ConvNet's usage of temporal structure independently of the SVM. Table 3 shows that temporal randomization of the week-matrices result in a drop of accuracy of 11% when predicting age and 10.1% when predicting gender. This indicates that our ConvNet captures at least some of the temporal structure in the data. 
COMPOSITIONAL HIERARCHIES
We showed in Sect 4.1 that our model captures some temporal structure in the data. The second hypothesis we made in our model and choice of representation is that our ConvNet is an effective feature extractor. To validate this hypothesis, we compare the performance of our ConvNet (ConvNet-SVM) with the performance of an SVM with a radial basis function kernel applied directly to the week-matrix (WeekMatrix-SVM). The WeekMatrix-SVM is modeled on the mean and standard deviation computed across multiple week-matrices (see Sect. 2.2). Table 4 shows that the accuracy of our ConvNet-SVM is roughly 4% higher than the one of an SVM using directly the week-matrix data (p < 10 −5 with a one-tailed t-test). The accuracy of the WeekMatrix-SVM is furthermore below the current state-of-the-art (see Table 2 ). This indicates that our ConvNet act as a effective feature extractor when using the week-matrices representation. 
PATTERNS PREDICTIVE OF GENDER
Insights into the patterns learned by the ConvNet can also be derived by looking at the week-matrix that our model is the most confident belong to a man or a woman. Figure 4 show the week-matrix for man and women. We can see for instance that the "men" week-matrix has a higher number of outgoing contacts during the hours from 7am to 4pm on workdays while the "female" weekmatrix's outgoing contacts are spread across the day. This further emphasize the importance of temporal information in gender prediction using mobile phone data. 
COMPARISON WITH BANDICOOT FEATURES
Finally, while our ConvNet outperforms an SVM using the bandicoot features the patterns learned by both models might be different. We compare the patterns captured by the neurons of our ConvNet (mean neuron activation in the F C 7 layer) with the hand-engineered bandicoot features for gender prediction. We only consider the so-called "individual" features as our ConvNet can't capture "mobility" and "network" behavioral indicators.
Figure 5 (left) shows the maximum absolute pearson correlation coefficient (across neurons) for each bandicoot feature. We can see that while some bandicoot features are captured by the neurons in the ConvNet, others are not captured (at least linearly) by the neurons. Figure 5 (right) shows the top 5 features that are captured by the neurons. It is interesting to notice that the ConvNet learns even abstract features such as interevent time and entropy of contacts from the simple channels in the week-matrix. This further emphasizes the potential of ConvNets in general and more specifically for prediction tasks using mobile phone metadata. 
CONCLUSION AND FUTURE WORK
We here applied, for the first time, deep learning algorithms to prediction tasks using mobile phone metadata. Our method outperforms the previous state-of-the-art on prediction of age and gender by 1.5 percentage points. Our analyzes indicate that our ConvNet 1) correctly captures temporal information present in the data and 2) act as an efficient feature extractor thereby exploiting compositional hierarchies in the data. These results show the great potential of deep learning techniques for prediction tasks using mobile phone metadata. In future work, we would be interested in working with data representations capturing other modalities in the data as well as exploring the potential of recurrent neural networks for prediction tasks using mobile phone metadata.
Our data representation (week-matrices) has been added to the bandicoot toolbox † and the Caffe definition files for our ConvNet architecture are available on GitHub ‡ . 6 SUPPLEMENTARY MATERIAL 6.1 FILTER VISUALIZATION As described in Sect. 4, finding the patterns captured by a conv. filter through optimization is a computationally expensive task. Solving it requires a mixed-integer optimization under a number of constraints.
We define x ij as the ith variable in the jth time period. Odd variables represent incoming interactions and even variables the outgoing interactions. Variables 1-2, 3-4, 5-6 and 7-8 are respectively number of contacts, calls, text messages and total call duration for that particular time slot.
We use the sign function sgn(x) as
Finding a single filter from e.g. layer F C 6 in our ConvNet can be formalized as:
under constraints: sgn(x 3j ) = sgn(x 7j ) ∀j = 1, 2, . . . , 24 sgn(x 4j ) = sgn(x 8j ) ∀j = 1, 2, . . . , 24 x 3j + x 5j ≥ x 1j ∀j = 1, 2, . . . , 24 x 4j + x 6j ≥ x 2j ∀j = 1, 2, . . . , 24 x 7j ≤ 3600 ∀j = 1, 2, . . . , 24 x 8j ≤ 3600 ∀j = 1, 2, . . . , 24 x ij ∈ N 0 ∀i = 1, 2, . . . , 8 ∀j = 1, 2, . . . , 24
The output from a specific filter is expected to be nonlinear and non-convex. This makes finding a single filter a nonlinear nonconvex mixed-integer computationally expensive optimization task with a number of constraints.
