In this work, we are concerned with existence and uniqueness of invariant measures for path-dependent random diffusions and their time discretizations. The random diffusion here means a diffusion process living in a random environment characterized by a continuous time Markov chain. Under certain ergodic conditions, we show that the path-dependent random diffusion enjoys a unique invariant probability measure and converges exponentially to its equilibrium under the Wasserstein distance. Also, we demonstrate that the time discretization of the path-dependent random diffusion involved admits a unique invariant probability measure and shares the corresponding ergodic property when the stepsize is sufficiently small. During this procedure, the difficulty arose from the time-discretization of continuous time Markov chain has to be deal with, for which an estimate on its exponential functional is presented.
Introduction and Main Results
A random diffusion is a Markov process consisting of two components (X(t), Λ(t)), where the first component X(t) means the underlying continuous dynamics and the second one present. In this work, we are interested in ergodic properties for path-dependent random diffusions. More precisely, as a continuation of [3] , in the current work we are concerned with existence and uniqueness of invariant probability measures not only for path-dependent random diffusions but also for their time discretizations. In comparison with [3, 33, 34] , the difficulties to deal with existence and uniqueness of (numerical) invariant probability measures for path-dependent random diffusions lie in: (i) the state space of functional solutions (X t ) t≥0 is an infinite-dimensional space; (ii) Both components of (X t , Λ(t)) are discretized, where, in particular, time discretization of continuous time Markov chain causes additional difficulties in analyzing the long-term behavior of numerical scheme; (iii) Our investigation is based on certain ergodic conditions. So, it turns out to be much more challenging to cope with long term (numerical) behavior of path-dependent random diffusions. In the present work, it is worthy to pointing out that (X t , Λ(t)) possesses a unique invariant probability measure although the functional solution X t doesn't admit an invariant probability measure in some fixed environment, which is quite different from the existing results; see, e.g. [7, 11, 25] . For more and precise interpretations on (X t ) t≥0 and (Λ(t)) t≥0 , please refer to subsections 1.1-1. 4 .
Prior to presentation of the setting for this work, we consider and introduce some notation and terminology needed in the rest of the paper. Let (R n , ·, · , | · |) be the n-dimensional Euclidean space. For fixed τ > 0, let C = C([−τ, 0]; R n ) denote the family of all continuous functions f : [−τ, 0] → R n , endowed with the uniform norm f ∞ := sup −τ ≤θ≤0 |f (θ)|. Let S = {1, 2 · · · , N} for some integer N ∈ [2, ∞). Let (Λ(t)) stand for a continuous-time Markov chain with the state space S, and the transition rules specified by (1.1) P(Λ(t + △) = j|Λ(t) = i) = q ij △ + o(△), i = j 1 + q ii △ + o(△), i = j provided △ ↓ 0, where o(△) means that lim △→0 o(△) △ = 0, and Q = (q ij ) be the Q-matrix associated with the Markov chain (Λ(t)). Let (W (t)) be an m-dimensional Brownian motion. We assume that (Λ(t)) is irreducible, together with the finiteness of S, which yields the positive recurrence. Let π = (π 1 , · · · , π N ) denote its stationary distribution, which can be solved by πQ = 0 subject to i∈S π i = 1 with π i ≥ 0. Assume that (Λ(t)) is independent of (W (t)). Let · HS means the Hilbert-Schmidt norm. Let E = C × S. For any x = (ξ, i) ∈ E and y = (η, j) ∈ E, define the distance ρ between x and y by ρ(x, y) = ξ − η ∞ + 1 {i =j} , where, for a set A, 1 A (x) = 1 with x ∈ A; otherwise, 1 A (x) = 0. Let P = P(E) be the space of all probability measures on E. Set where C(µ, ν) denotes the collection of all probability measures on E × E with marginals µ and ν, respectively. In this work, c > 0 will stand for a generic constant which might change from occurrence to occurrence.
Next, we present the framework of this work and state our main results.
Invariant Measures: Additive Noises
In this subsection, we focus on a path-dependent random diffusion with additive noise (1.2) dX(t) = b(X t , Λ(t))dt + σ(Λ(t))dW (t), t > 0, X 0 = ξ ∈ C , Λ(0) = i 0 ∈ S, where b : C × S → R n , σ : S → R n ⊗ R m , and, for fixed t ≥ 0, X t (θ) = X(t + θ), θ ∈ [−τ, 0], used the standard notation.
We assume that, for each i ∈ S and arbitrary ξ, η ∈ C , (A) There exist α i ∈ R and β i ∈ R + such that
Under (A), in terms of [31, Theorem 2.3] , (1.2) admits a unique strong solution (X(t; ξ, i 0 )) with the initial datum X 0 = ξ ∈ C and Λ(0) = i 0 ∈ S. The segment process (i.e., functional solution) associated with the solution process (X(t; ξ, i 0 )) is denoted by (X t (ξ, i 0 )). The pair (X t (ξ, i 0 ), Λ(t)) is a homogeneous Markov process; see, for instance, [22 Moreover, set
where Q is the Q-matrix of the Markov chain (Λ(t)), τ > 0 is the length of time lag, and diag(x 1 , . . . , x N ) denotes the diagonal matrix generated by the vector (x 1 , . . . , x N ). Let
where spec(Q 1 ) and Re(γ) denote respectively the spectrum (i.e., the multiset of its eigenvalues) of Q 1 and the real part of γ. Let (Λ i (t), Λ j (t)) be the independent coupling of the Qprocess (Λ(t)) with starting point (Λ i (0), Λ j (0)) = (i, j). Let T = inf{t ≥ 0 : Λ i (t) = Λ j (t)} be the coupling time of (Λ i (t), Λ j (t)). Since the cardinality of S is finite and (q ij ) is irreducible, there exists a constant θ > 0 such that
Let P t ((ξ, i), ·) be the transition kernel of (X t (ξ, i), Λ i (t)). For ν ∈ P, νP t denotes the law of (X t (ξ, i), Λ i (t)) when (X 0 (ξ, i), Λ i (0)) is distributed according to ν ∈ P. Our first main result in this paper is stated as follows. Theorem 1.1. Suppose (A) holds and η 1 > 0. Then, it holds that
t for any ν 1 , ν 2 ∈ P 0 , where η 1 is defined in (1.4) and θ > 0 is specified in (1.5). Furthermore, (1.6) implies that (X t (ξ, i), Λ i (t)), determined by (1.2) and (1.1), admits a unique invariant probability measure µ ∈ P 0 such that
t , where δ (ξ,i) stands for the Dirac's measure at the point (ξ, i). Remark 1.2. From Theorem 1.1 and Remark 1.1, (X t , Λ(t)) might have a unique invariant probability measure even though the functional solution X t does not admit an invariant probability measure in a random temporal environment just as Example 1.3 below shows.
Invariant Measures: Multiplicative Noises
In this subsection, we move on to consider existence and uniqueness of invariant probability measures under a little bit strong assumptions but for path-dependent random diffusions with multiplicative noises in the form
where b : C × S → R n and σ : C × S → R n ⊗ R m . Let v(·) be a probability measure on [−τ, 0] and suppose that, for any ξ, η ∈ C and each i ∈ S, (H1) There exist α i ∈ R and β i ∈ R + such that
(H2) There exists an L > 0 such that
For (α i ) and (β i ) stipulated in (H1), we set
where α is defined as in (1.3). Furthermore, we define (1.9)
Re(γ).
Under appropriate assumptions, the semigroup generated by the pair (X t (ξ, i), Λ i (t)) converges exponentially to the equilibrium under the Wasserstein distance as one of the main results below reads. Theorem 1.2. Let (H1)-(H2) hold and assume further η 2 > 0. Then,
t for any ν 1 , ν 2 ∈ P 0 , where θ > 0 such that (1.5) holds and η 2 > 0 is defined in (1.9). Furthermore, (1.10) implies that (X t (ξ, i), Λ i (t)) solving (1.8) and (1.1) and admits a unique invariant probability measure µ ∈ P 0 such that
Next, we provide an example to demonstrate Theorem 1.2. Example 1.3. Let (Λ(t)) t≥0 be a Markov chain taking values in S = {1, 2} with the generator (1.12)
for some constant γ > 0. Consider a scalar path-dependent OU process
where
then (X t (ξ, i), Λ i (t)), determined by (1.13) and (1.12), has a unique invariant probability measure, and converges exponentially to the equilibrium.
Numerical Invariant Measures: Additive Noises
In this subsection, we proceed to discuss existence and uniqueness of invariant probability measures for the time discretization of (X t (ξ, i 0 ), Λ i (t)), determined by (1.2) and (1.1), respectively, and investigate the exponential ergodicity under the Wasserstein distance.
Without loss of generality, we assume the step size δ = τ M ∈ (0, 1) for some integer M > τ . Consider the following EM scheme associated with (1.2)
with the initial condition Y (θ) = ξ(θ) for θ ∈ [−τ, 0] and Λ(0) = i 0 ∈ S, where, t δ := ⌊t/δ⌋δ with ⌊t/δ⌋ being the integer part of t/δ, and Y kδ = {Y kδ (θ) : −τ ≤ θ ≤ 0} is a C -valued random variable defined as follows: 
The theorem below shows that the discrete-time semigroup generated by the discretization of (X t (ξ, i), Λ i (t)) admits a unique invariant probability measure and is exponentially convergent to its equilibrium under the Wasserstein distance. Theorem 1.4. Let the assumptions of Theorem 1.1 be satisfied and suppose further (1.17) holds. Then, there exist δ 0 ∈ (0, 1) and α > 0 such that for any k ≥ 0 and δ ∈ (0, δ 0 ),
in which ν 1 , ν 2 ∈ P 0 . Furthermore, (1.18) implies that (Y kδ (ξ, i), Λ i (kδ)), ascertained by (1.15) and (1.1), admits a unique invariant probability measure µ (δ) ∈ P 0 such that 
where µ ∈ P 0 is the invariant probability measure of (X t (ξ, i), Λ i (t)), determined by (1.2) and (1.1), and µ (δ) ∈ P 0 is the invariant probability measure of (Y kδ (ξ, i), Λ i (kδ)) solving (1.15) and (1.1).
Numerical Invariant Measures: Multiplicative Noises
In this subsection, we move forward to discuss the multiplicative noise case. For this setting, we further assume that there exists an L 1 > 0 such that
for any ξ, η ∈ C and i ∈ S. Consider the EM scheme corresponding to (1.8)
with the initial condition Y (θ) = ξ(θ) for θ ∈ [−τ, 0] and Λ(0) = i 0 ∈ S, where Y t δ is defined exactly as in (1.16). Set
and (1.21)
Concerning the multiplicative noise case, the time discretization of (X t (ξ, i), Λ i (t)), determined by (1.8) and (1.1), also shares the exponentially ergodic property when the stepsize is sufficiently small, which is presented below as another main result of this paper. Theorem 1.5. Let (H1), (H2), and (1.19) hold and assume further η 3 > 0. Then, there exist δ 0 ∈ (0, 1) and α > 0 such that, for any k ≥ 0 and δ ∈ (0, δ 0 ),
, determined by (1.20) and (1.1), admits a unique invariant probability measure µ (δ) ∈ P 0 such that
The remainder of this paper is organized as follows. Section 2 is devoted to the proof of Theorem 1.1; Section 3 is concerned with the proofs of Theorem 1.2 and Example 1.3; In Section 4, we aim to investigate the estimate on exponential functional of the discrete observation for the Markov chain involved and meanwhile finish the proof of Theorem 1.4; At length, we focus on the Markov property of time discretization of (X t (ξ, i), Λ i (t)) and complete the proof of Theorem 1.5.
Proof of Theorem 1.1
Let
which is endowed with the locally uniform convergence topology and the Wiener measure P 1 so that the coordinate process W (t, ω) := ω(t), t ≥ 0, is a standard m-dimensional Brownian motion. Set
endowed with Skorokhod topology and a probability measure P 2 so that the coordinate process Λ(t, ω) = ω(t), t ≥ 0, is a continuous time Markov chain with Q-matrix (q ij ). Let
Then, under P :
is a Brownian motion, and ω 2 (·) is a continuous time Markov chain with Q-matrix (q ij ) on S. Throughout this paper, we shall work on the probability space (Ω, F , P) constructed above. The lemma below shows that, under suitable assumptions, the functional solutions starting from different points will close in the L 2 -norm sense to each other when time parameter goes to infinity. Lemma 2.1. Under the assumptions of Theorem 1.1,
for any ξ, η ∈ C and i ∈ S, where η 1 > 0 is defined in (1.4).
Proof. For fixed ω 2 ∈ Ω 2 , consider the following SDE
α Λ ω 2 (s) ds need not to be differentiable. To overcome this drawback, let us introduce a smooth approximation of it. For any ε ∈ (0, 1), set
as ε ↓ 0 due to the right continuity of the path of Λ ω 2 (·). As a consequence, t → t 0 α ε Λ ω 2 (r) dr is differentiable by the first fundamental theorem of calculus and
Applying Itô's formula and taking (A) into account ensures that
Due to the fact that
where α is defined in (1.3), we therefore infer from (2.3) that
Thus, employing Gronwall's inequality followed by taking expectation w.r.t. P yields that
Consequently, the desired assertion follows from [4, Proposition 4.1] at once.
The following lemma reveals that the functional solution is uniformly bounded in the L 2 -norm sense.
Lemma 2.2. Under the assumptions of Theorem 1.1,
Proof. Analogously, we define
By virtue of (A), for any γ > 0, there is a c γ > 0 such that
Employing Itô's formula and taking (2.7) into consideration provides that
)dr ds
For any 0 ≤ s ≤ t with t − s ≤ τ and κ ∈ (0, 1), exploiting BDG's inequality, we obtain that
This, together with (2.5) with Γ ω 2 being replaced accordingly by X ω 2 , and (2.8), leads to
)dr ds + c e
)dr
Then, the application of Gronwall's inequality yields that
)dr ds + e
(r)dr ds
(r)dr duds
3 (r)dr ds
In the following, we go to estimate the terms in the right hand side of (2.11). By integration by parts, one has
On the other hand,
Under (A), it is quite standard to show by using Hölder's inequality and BDG's inequality that
So, the dominated convergence theorem implies that (2.14)
Whereafter, taking (2.12)-(2.14) into account and keeping in mind that α , we obtain that for sufficiently small γ, κ ∈ (0, 1),
and hence (2.6) holds.
We now in position to complete the Proof of Theorem 1.1. For β ∈ (0, 1) to be determined, by Hölder's inequality, it follows that
where in the last two steps we have used (2.1) and (2.6). Optimizing over β in order to have θβ = η 1 (1 − β), i.e., β = η 1 θ+η 1 , leads to 
yields the desired assertion (1.6), where π is a coupling of ν 1 and ν 2 .
Fix ν ∈ P 0 and observe that (νP n ) n≥0 is a Cauchy sequence under the Wasserstein distance W ρ due to (1.6) and that νP n+1 = νP n P 1 . So, by letting n → ∞, there exists ν ∞ ∈ P 0 such that ν ∞ P 1 = ν ∞ . Set µ := 1 0 ν ∞ P s ds. It is easy to check µ ∈ P 0 . In what follows, we claim that µ is indeed an invariant probability measure. In fact, for any t > 0, note that
where in the last display we have used ν ∞ P 1 = ν ∞ . Let µ, µ ∈ P 0 both be the invariant probability measures of (X t (ξ, i), Λ i (t)). By the invariance, we deduce from (1.6) that (2.17)
Consequently, the uniqueness of invariant measure can be obtained since the right hand side of (2.17) tends to zero as t goes to infinity. Finally, (1.7) follows by just taking ν 1 = δ (ξ,i) and ν 2 = µ in (1.6).
Proof of Theorem 1.2
With the aid of Lemmas 3.1 and 3.2 below, the argument of Theorem 1.2 can be completed by repeating the procedure of Theorem 1.1.
Lemma 3.1. Under the assumptions of Theorem 1.2, it holds that
for any ξ, η ∈ C and i ∈ S, where η 2 > 0 is defined in (1.9).
Proof. Fix ω 2 ∈ Ω 2 and let (X ω 2 (t)) solve the SDE
Let Γ ω 2 (t) and Γ ω 2 ,ε 1 (t) be defined as in (2.2) and (2.4), respectively. By the Itô formula, we deduce from (H1) that
where in the last step we have used the fact that
Then, applying Gronwall's inequality yields that
Letting ε → 0 followed by taking expectation w.r.t. P 2 on both sides of (3.3), together with
where Γ(t) := X(t; ξ, i) − X(t; η, i). It is readily to see that
Inserting this into (3.4), one has
According to [4, Proposition 4.1], we derive from η 2 > 0 that
Next, for any 0 ≤ s ≤ t, applying Itô's formula and BDG's inequality and making advantage of (H1) and (H2), we find that
which further implies that
This leads to (3.1) by using (3.5) and noting that
Lemma 3.2. Under the assumptions of Theorem 1.2,
Proof. By virtue of (H1), for any γ > 0, there exists a c γ > 0 such that
holds. Next, following the argument to derive (3.2) and making use of (3.8), we infer that
)dr ds 
)dr v(dθ).
Subsequently, an application of Gronwall's inequality yields that
(r)dr ds.
Thus, following the lines to derive (2.15), we arrive at
Plugging the fact that 
dθ) . Thus, with the aid of [4, Proposition 4.1] and by choosing
γ > 0 such that C γ = η 2 /2, we obtain from η 2 > 0 that
Carrying out an analogous manner to derive (3.6), we have
Thereby, (3.7) is now available from (3.10) and (3.11).
Proof of Example 1.3. (1.13) can be regarded as the interactions between the following path-dependent diffusion processes
The characteristic equation associated with the deterministic counterpart (i.e., σ i = 0) of (3.12) is
, where δ x (·) signifies Dirac's delta measure or unit mass at the point x. By the variation-of-constants formula (see, e.g., [1, Theorem 1]), (3.12) can be expressed respectively as
Herein, Γ i (t) is the solution to the delay equation
with the initial value Z (i) (0) = 1 and
is called the fundamental solution of (3.12) with σ i = 0. It is readily to see that △ µ 1 (λ) = 0 has a unique positive root. Thus Γ 0 (t) → ∞ as t ↑ ∞ so that E|X (0) (t)| → ∞; see, e.g., [25] . Hence, (X (0) t ) does not admit an invariant probability measure. The invariant probability measure of (Λ(t)) t≥0 is
Observe that
As we know, the characteristic equation |Q 2 − λE| = 0 has two negative roots, λ 1 and λ 2 , if and only if
Nevertheless, the inequalities above hold under (1.14).
Proof of Theorem 1.4
Before proving Theorem 1.4, we present an estimate on the exponential functional of the discrete-time observations of the Markov chain. This lemma plays a crucial role in the analyzing the long-time behavior of the time discretization for (X t (ξ, i 0 ), Λ(t)) and is of interest by itself.
Lemma 4.1. Let K : S → R, and
Then there exist δ 0 ∈ (0, 1) and c > 0 such that, for any δ ∈ (0, δ 0 ),
Proof. By Hölder's inequality, it follows that
Observe from (1.1) that there exists δ 1 ∈ (0, 1) such that for any △ ∈ (0, δ 1 ),
and that
Utilizing Jensen's inequality and taking advantage of (4.3) and (4.4), we derive that for any 5) whereǨ := max i∈S |K i |. By the property of conditional expectation, we deduce from (4.5) that
where t δ := ⌊t/δ⌋δ. For any c 1 , c 2 > 0,
Note that δ 2 depends on c 2 , and δ 2 decreases as c 2 increasing. According to (4.7), there exists δ 2 = δ 2 (ε) so that for any δ ∈ (0, δ 1 ∧ δ 2 ),
Taking (4.6) and (4.8) into consideration, we deduce from (4.2) that 
Inserting this into (4.9) yields that
Thus, the desired assertion follows by taking first ε small enough and then δ ∈ (0, δ 1 ∧ δ 2 (ε)).
Remark 4.1. The crucial point of lemma 4.1 is that the choice of δ 0 is independent of time t. Otherwise, it is easy to obtain a similar estimate for a time-dependent δ 0 by using the dominated convergence theorem. Indeed,
Then, applying [4, Theorem 1.5 & Proposition 4.1] will yield the estimate for a given time t. Next, we provide two crucial lemmas on distance between the C -valued stochastic processes Y t δ starting from different points and its uniform boundedness under some appropriate assumptions.
Lemma 4.2. Let the assumptions of Theorem 1.1 be satisfied and suppose further (1.17) holds. Then, there exist δ 0 ∈ (0, 1) and α > 0 such that
Proof. Hereinafter, we assume that t ≥ τ +1. Fix ω 2 ∈ Ω 2 and let (Y ω 2 (t)) solve the following SDE dY
with the initial value Y ω 2 (s) = ξ(s), s ∈ [−τ, 0], and Λ ω 2 (0) = i ∈ S. For notational simplicity, set
First of all, we claim that
(4.12)
For any t ∈ (0, δ), by Itô's formula, we have
Accordingly, (4.12) holds for any t ∈ [0, δ]. Next, we assume that (4.12) is true for any t ∈ [(k − 1)δ, kδ). For any t ∈ [kδ, (k + 1)δ), Itô's formula yields that
Multiplying both sides by e − kδ 0 (γ+α Λ ω 2 (s δ ) )ds and applying (4.12) with t = kδ leads to
Thereby, (4.12) follows immediately. It is readily to see from (1.17) that
(4.13)
By virtue of (4.12) and (A), it follows that 14) where ρ := 2(1 +ǎ)L 2 0 +α, and in the penultimate display we have used (4.13). Observe that
by (1.16) and Y (t) = ξ(−τ ) for any t ∈ [−τ − 1, −τ ). We therefore obtain from (4.14) that
This, together with Gronwall's inequality, implies that
Thus, according to Lemma 4.1, it holds
for δ ∈ (0, δ 1 ) with some δ 1 ∈ (0, 1) sufficiently small. As η 1 > 0, there exists δ 2 ∈ (0, δ 1 ) such that e − α(τ +δ) ρ √ δ < η 1 for δ ∈ (0, δ 2 ). As a consequence, (4.10) holds for δ ∈ (0, δ 2 ). 
Proof. Below, we assume t ≥ τ + 1. Carrying out the procedure to gain (4.12), we have 16) where γ > 0 is introduced in (2.7) and is to be determined. Thanks to (1.17) , it holds that
and, from (1.16) and
Thus, by combining (2.7) with (4.16)-(4.18), it follows that
where ϑ := γ +ǎ + 2L 2 0 (2 + γ + 2ǎ), and
Following the argument to derive (2.10), for 0 ≤ s ≤ t with t − s ∈ [0, τ + δ] and κ ∈ (0, 1), which is also to be determined, we have (4.20) and observe that
Hence, we deduce from (4.19) and (4.20) that
Thus, an application of Gronwall's inequality enables us to get
For any 0 ≤ s ≤ t, there exist integers j, k > 0 such that s ∈ [jδ, (j+1)δ) and t ∈ [kδ, (k+1)δ). If j = k, then we obtain that
In the sequel, we assume that j < k. Observe that
Subsequently, taking (4.21)-(4.23) and Fubini's theorem into account, we deduce that 5 Proof of Theorem 1.5
Before we complete the proof of Theorem 1.5, let's make some preparations. For any t ≥ 0, let
where N stands for the set of all P-null sets in F .
Lemma 5.1. (Y kδ , Λ(kδ)) is a homogeneous Markov chain, i.e.,
for any A ∈ B(C ) and (ξ, i) ∈ C × S.
Proof. We shall verify (5.1) and (5.2) one-by-one. To begin, we show that (5.1) holds. It is easy to see from (1.16) that
Observe from (1.20) and (5.3) that (5.4)
and that (5.5)
Thus, comparing (1.16) with (5.5) and noting that W ((k + 1)δ) − W (kδ) and W (δ) are identical in distribution, we infer that (Y (k+1)δ , Λ((k + 1)δ)) and (Y δ , Λ(δ)) are equal in distribution given (Y kδ , Λ(kδ)) = (ξ, i) and (Y 0 , Λ(0)) = (ξ, i), respectively. Therefore, (5.1) holds immediately. Next, we demonstrate that (5.2) is fulfilled. Set Proof. For fixed ω 2 , we focus on the following SDE dY 
