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Abstract
The Riemannian geometry is one of the main theoretical pieces in Modern Mathematics and
Physics. The study of Riemann Geometry in the relevant literature is performed by using a well
defined analytical path. Usually it starts from the concept of metric as the primary concept and
by using the connections as an intermediate geometric object, it is achieved the curvature and its
properties. This paper presents a different analytical path to analyze the Riemannian geometry. It
is based on a set of intermediate geometric objects obtained from the Takagi’s factorization of the
metric tensor. These intermediate objects allow a new viewpoint for the analysis of the geometry,
provide conditions for the curved vs. flat manifolds, and also provide a new decomposition of the
curvature tensor in canonical parts, which can be useful for Theoretical Physics.
1 Introduction
The Riemannian geometry[1, 4, 5] has been the main theoretical contribution that allowed the develop-
ment of non-Euclidean geometries in the late nineteenth century. Also in the twentieth century it has
been the main tool that has allowed the development of the General Relativity in which the Geome-
try and Gravitation have been unified into an elegant theoretical framework, and until today without
experimental discrepancies. Today, the Riemannian geometry remains as a non-exhausted source for
advanced studies for disciplines as Geometry and Theoretical Physics.
The exact solution of the Einstein equation[9], G = 8πT, is one of the main fully unsolved problems
in modern Theoretical Physic. It has been solved in some special cases but the research community is
far to have a methodology to provide solutions for general cases, even though the great activity involved.
Nowadays, it remains being a motivational field.
The Einstein equation involves the Einstein tensor that is an geometric object obtained from the
Riemann curvature after some contractions, and the stress-energy tensor that is a physic object. The
Riemann curvature has focused many of the research studies in its properties, decomposition and factor-
ization in canonical types. This is implicitly the goal of this paper, but it is not addressed directly, rather
it is addressed from a lower level. The contribution of this paper is to study the Riemannian geometry
from a different viewpoint as how is presented and analyzed in the reference literature. The analytical
path usually presents the metric as the primary concept from which is obtained in successive steps the
connection, the curvature, Ricci and Einstein tensors. All these, which can be describe as the concepts,
entities or abstract objects of the geometry, also can be obtained based on a different analytical path by
using a specific tool as is the Takagi’s decomposition or factorization of the metric tensor.
The Takagi’s decomposition of the metric tensor generates a set of intermediate objects that allows
a different path in the geometry analysis. One of the advantages is that allows a clarifying use of some
Topological concepts to classify the manifolds as curved or flat by using a different test that the curvature
1
tensor.. This proposal is less economical in the number of intermediate objects, but the main advantage
is that provides a different, non-better, viewpoint of the Riemannian geometry.
Matrix factorization or decomposition[3], as LU or Cholesky, has been used in many areas of the
Mathematics to solve problems involving matrix calculus. Matrix factorization allows to express a
matrix in some normalized expression that simplifies the procedures involved in matrix theory, algorithms
and computational tasks. Usually, the matrix factorization provides some advantages for reducing the
complexity. Perhaps the most active use of matrix factorization is in the High Performance Computing
arena because its extensive use in the solution of linear equation systems using high parallel computers.
However, far to that economical utility, the matrix factorization can also provide an utility in analysis
of abstract problems, how is the case of use in this paper.
The plan of this paper is the following, Section 2 presents the Takagi’s factorization of symmetric
matrices and the definition of a new operator required to compactly express some vector equations.
Section 3 presents the Takagi’s factorization of the metric tensor. Section 4 presents the intermediate
geometric objects obtained from the factorization of the metric tensor and how the traditional objects
of the Riemann geometry, as the Levi-Civita connection, the curvature, Ricci and Einstein tensors are
obtained from these intermediate objects. The paper ends with the Conclusion Section and References.
2 Takagi’s Factorization of Symmetric Matrices
The Takagi’s factorization of a symmetric matrices is one of the matrix factorization procedures related
to the eigenvalue decomposition. Although in this paper we are only interested in real matrices, the
Takagi’s factorization is more general regarding complex matrices. If Mn×n(C) is the space of complex
n× n matrices. Let W ∈ Mn×n(C) be a symmetrical matrix, then the Takagi’s factorization[3] proves
that exists an unitary matrix U ∈ Mn×n(C) and a nonnegative diagonal matrix Σ = diag(σ1, . . . , σn)
such that:
W = UΣUT (1)
where the elements of Σ are the nonnegative square roots of the eigenvalues of WWH and the
elements of U are an orthogonal set of the corresponding eigenvectors. An equivalent expression for the
Takagi’s factorization[3][Corollary 4.4.5] can be expressed based on non-unitary matrix V as follows:
W = VVT (2)
Although W be a real matrix, W ∈ Mn×n(R), the matrix V can be complex, V ∈ Mn×n(C), that
depends greatly on the sign of the diagonal elements of the matrix W. We can analyze the matrix V
by studding it as a decomposition in a set of vector rows or as a set of vector columns. In the first
approach, the analysis is based on row-vectors, each row, eg. the a-nth , corresponds to a vector R(a)
containing the elements: R
(a)
b = Vab. In this case the elements of matrix W can be expressed as:
Wab =
n∑
c=1
Vac(V
T )cb =
n∑
c=1
VacVbc =
n∑
c=1
R(a)c R
(b)
c = R
(a)
·R(b) (3)
where we have used the dot product of two vectors, expressed by the use of the · operator, very
common in elementary vector and matrix Algebra. Although it is obvious and seems too much elemen-
tary, we must remember that it is only an abstract way to express an hidden sum-of-products in the
component domain.
The second approach is to study the matrix V as a set of column vectors, such that the column a-nth
corresponds to the vector: C(a), being: C
(a)
b = Vba. The elements of matrix W can be expressed as:
Wab =
n∑
c=1
VacVbc =
n∑
c=1
C(c)a C
(c)
b = Ca⊙Cb (4)
where we have introduced a new operator ⊙, which is an hidden sum-of-products in the vector set,
while the operator · is an hidden sum-of-products in the vector components. The operators ⊙ and · are
suitable abstractions to simplify the mathematical expressions related to vector and matrix operations.
The algebra of this operator is simple.
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Definition 1 (Set Product). Let AI ∈ C
n and BI ∈ C
n two sets of vectors such as the index: I =
1, . . . ,m is an enumeration in the set. The set product, ⊙, is a tensor Tab defined as:
Tab = Aa⊙Bb =
m∑
I=1
AIaBIb (5)
If AIa and BIb are tensors of rank 1, then AIaBIb is a tensor of rank 2; the sum of tensors of
same rank is also a tensor, and therefore Tab is a tensor of rank 2. The set product is symmetric:
Aa⊙Bb = Bb⊙Aa, but the tensor Tab is not, Aa⊙Bb 6= Ab⊙Ba. Also, the distributive property is
verified: A⊙(B + C) = A⊙B + A⊙C. It is an abstraction of a sum-of-products, thus the Leibnitz
derivative rule must be used according to its definition, that is: d(A⊙B) = dA⊙B + A⊙dB. The
definition of the ⊙ product can be extended to tensors of higher rank as:
Ta...b... = Aa...⊙Bb... =
m∑
I=1
AIa...BIb... (6)
If the matrix W is not singular, then it is also no singular the matrix V and therefore the vector
set R(a) and C(a), used in Equations (3) and (4), are linearly independent; if
∑
a λaC
(a) = 0, it implies
that: λa = 0
3 Factorization of the Metric Tensor
Let (M, g) be a Riemann manifold, that is, a n-dimensional compact, differentiable, oriented and con-
nected manifold M with a metric g locally reducible to a diagonal case:
η = diag( 1, . . . , 1︸ ︷︷ ︸
r
,−1, . . . ,−1︸ ︷︷ ︸
s
) (7)
where r and s = n− r are the number of positive and negative ones respectively. If both r and s are
non null, it is a pseudo-Riemann, or semi-Riemann, manifold with indefinite metric, while pure Riemann
manifold is a particular case that has positive defined metric with s = 0.
Both tensors and differential forms allow the study of invariant properties in the manifold and are
widely used on this paper. LetAp be the set of p-forms onM , the Hodge duality gets a linear isomorphism
between Ap and An−p. The Hodge star operator, ⋆, defines a linear map ⋆ : Ap → An−p, verifying for
φ ∈ Ap[2]:
⋆ ⋆φ = (−1)D(p)φ D(p) = p(n− p) + s (8)
The exterior derivative, that defines a linear map d : Ap → Ap+1, allows the definition of the
coderivative δ : Ak → Ak−1 defined as[2]:
δφ = (−1)C(p) ⋆ d ⋆ φ C(p) = np+ n+ 1 + s (9)
which, similar to dd = 0, verifies: δδ = 0. Let △ be a second order differential operator, called
Laplace-Beltrami, that map △ : Ap → Ap. It is defined as: △ = δd + dδ. A p-form φ ∈ Ap is called
harmonic if it verifies: △φ = 0. In pure Riemann’s manifolds[4] this implies that it is closed: dφ = 0
and dual-closed: δφ = 0.
In Riemann manifolds with positive signature the harmonic forms defined by: △φ = 0 has the
solutions of a second order elliptic differential equation, while in manifolds with negative signature the
solutions are of a second order hyperbolic differential equation, whose solutions are in general some type
of waves.
The Riemann manifoldM has a metric, gab, and a torsion free connection, or Levi-Civita connection[4],
such as it can be expressed by using the Chistoffel symbols. In every point p of the manifold, the metric
tensor defines the line element: ds2 = gabdxdx
b or in a general case: ds2 = gabw
awb, where wa is the
dual of the basis ea associated to the tangent space in p. In this point of the manifold, we can apply the
Takagi’s Factorization of the metric tensor, gab; it provides a decomposition which generates a vector
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set, thus the factorization extended to all the points of the manifold defines a set of vector fields. The
metric tensor g in a point p can factorized as:
g(p) = E(p)ET (p) (10)
where the matrix E(p) ∈Mn×n(C) is:
E(p) =


e11 e12 · · · e1n
e21 e22 · · · e2n
...
...
. . .
...
en1 en2 · · · enn

 (11)
The two approaches defined in the Section 2 can be used to analyze the matrix E. These approaches
are based in the use of the operators · or ⊙, by constructing row or column vectors. The row vectors:
ea and column vectors: Aa can be used, where a = 1, . . . , n. The row vectors are constructed as:
ea = [ea1, ea2, . . . , ean] and the column vectors are constructed as: Aa = [e1a, e2a, . . . , ena]. In both
cases each element gab can be expressed as:
gab = ea· eb = Aa⊙Ab (12)
The option based on the use of the · operator defines the vector basis ea widely used in geometric
analysis. But the analytical option based on the use of the ⊙ operator, which is the studied in this paper,
involves the use of a set of linear independent vector fields, or 1-forms, A. This last option implies that
the metric tensor is factorized as:
gab =
n∑
I=1
AIaAIb (13)
Definition 2 (Takagi Factorization). The metric tensor can be factorized in each point p of the manifold
by using a set {A1, . . . ,An} of linearly independent 1-form with components AIa, where the upper-case
index (I, J, . . .) are the index of set enumeration, and the lower-case index (a, b, . . .) are the corresponding
to the components. The 1-forms are:
AI = AIaw
a (14)
The metric tensor can be expressed as: gab = Aa⊙Ab and the line element can be expressed as:
ds2 =
n∑
I=1
AIAI (15)
In the paper, the vector fields will be indistinctly used in 1-form representation: AI = AIaw
a and
as a vector representation: AI = A
a
Iea, and its tensorial derivatives, because both represent the same
geometric object[9].
Proposition 1. If the 1-forms AI are exacts: AI = dφI , where φI is a function or 0-form, then the
metric can be reduced to a Cartesian-like one as:
ds2 = dφ⊙dφ =
n∑
I=1
(dφI)
2 (16)
Due that AI can be complex, it implies that some of the terms (dφI)
2 can become negative according
to the metric signature. This can be expressed as:
ds2 =
n∑
I=1
±|dφI |
2 (17)
By using a suitable coordinate change such as: dφI → dy
a we can obtain a Cartesian-like coordinate
system with the corresponding signature, eg. one as: (ηab) = diag(1, 1, 1,−1). In this case, it is a global
Cartesian-like metric, not only a locally one, and thus the manifold is flat. Therefore the non-exact
property of 1-forms AI is the related to the curvature of the manifold.
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Theorem 1. A sufficient condition for the manifold be flat is that the set of 1-forms AI be exact.
Proposition 2. Each 1-forms can be expressed according the Hodge Decomposition[8] as: AI = X+Y,
where X is a closed 1-form, dX = 0, and Y is a dual-closed 1-form, δY = 0. It means that we can
expressed the 1-forms as: AI = dφI +A
′
I with δA
′
I = 0.
The dual-closed part in the Hodge Decomposition is the concerning to the curved manifold because
the closed part alone generates a flat Cartesian-like. The Hodge Decomposition is more precise because
the general decomposition is:
AI = dα+ δβ + γ (18)
where α is a 0-form, β is a 2-form and γ is an harmonic form characteristic of the homology class.
The decomposition in the Proposition 2 includes the general case because φI = α contains the closed
part and A′I = δβ + γ includes the dual closed and the homology parts, which is also closed and dual
closed: dγ = 0 and δγ = 0.
Proposition 3. It is verified that: AIcAJ
c = δIJ .
Proof. It is verified that: Aa⊙A
b = δba. If we multiply both sides by AJb, then:
AJb
(
n∑
I=1
AIaA
b
I
)
= δbaAJb = AJa (19)
that is equivalent to:
n∑
I=1
AIa
(
AbIAJb
)
= AJa (20)
and:
n∑
I=1
AIa
[(
AbIAJb
)
− δIJ
]
= 0 (21)
due to the linear independence of AI , if
∑n
I=1AIaλI = 0, then it must be λI = 0
Proposition 4 (Gauge). A normalization can be use to change the 1-form set to be dual-closed, that is
δAI = 0.
Proof. Let λ be a 0-form used to normalize the set of 1-forms. A change in the set of 1-forms as:
AI → AI + dλ implies that dφI + A
′
I → d(φI + λ) + A
′
I , but this will not change the properties
of the curved space. Also, in this change it is verified that: δAI → δAI + △λ. We can choose λ
verifying △λ = −δAI previous to the normalization, such that the A set become dual closed after the
normalization. The solution for the Laplacian equation △α = β is always supposed, expressed by means
of a Green function: α = G ◦ β.
This normalization is not mandatory, rather it is optional. The materials of the rest of the paper are
presented without such normalization.
4 Objects in the Riemannian Geometry
In this section we obtain the expressions of the main objects of the Riemannian geometry based on the
set of 1-forms A. These objects are the Levi-Civita connection and the curvature tensor. This last,
is obtained from the first and second order ordinary derivative of the metric tensor. The first order
derivative is:
∂cgab = ∂cAa⊙Ab + ∂cAb⊙Aa (22)
Definition 3. Let FI be a set of closed 2-form defined as: FI = dAI .
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The components of FI are: FIab = ∂aAIb − ∂bAIa = ∇aAIb − ∇bAIa, expressed from the ordinary
and the tensorial derivatives. The ordinary and tensorial derivative of AI can be expressed based on FI
as:
∂aAIb = ∂(aAIb) + ∂[aAIb] = ∂(aAIb) +
1
2
FIab (23)
∇aAIb = ∇(aAIb) +∇[aAIb] = SIab +
1
2
FIab (24)
where ∂(aAIb), ∂[aAIb], SIab = ∇(aAIb) and ∇[aAIb] are the symmetrical and skew-symmetrical parts
of the ordinary and tensorial derivative respectively. Remark that the index I, which is concerning to
set enumeration, is excluded of the operators for symmetry and skew-symmetry () [ ] respectively.
Proposition 5. The connections Γ are expressed as:
Γcab = Ac⊙∂(aAb) +
1
2
[Aa⊙Fbc +Ab⊙Fac] (25)
Γcab = A
c⊙∂(aAb) +
1
2
[Aa⊙Fb
c +Ab⊙Fa
c] (26)
Proof. The result is obtained from on the Equation (22) and their definition[6, 7]:
Γcab =
1
2
(∂agcb + ∂bgca − ∂cgab) (27)
Proposition 6. The symmetric and skew-symmetric tensors SIab and FIab verify:
Ac⊙Sab +
1
2
[Aa⊙Fbc +Ab⊙Fac] = 0 (28)
Proof. The symmetric part of the tensorial derivative can be expressed as:
∇(aAIb) = ∂(aAIb) − Γ
c
abAIc = SIab (29)
that implies:
∂(aAIb) = SIab + Γ
c
abAIc (30)
by multiplying it by AIc and using the results of Proposition 5 is obtained the proposed expression.
Proposition 7. The symmetrical tensor SI can be expressed from the skew-symmetric FI as:
SJab = −
1
2
AcJ [Aa⊙Fbc +Ab⊙Fac] (31)
Proof. It is obtained by multiplying the expression in the previous Proposition by AcJ and using the
result of the Proposition 3.
It must be remarked that SI is the symmetric derivative part of AI . However, it depends on the
skew-symmetric derivative part FI , thus both derivative parts are dependents, being the skew-symmetric
part that rules the symmetric one because if FI is null also is null SI .
Theorem 2. If the set of 1-forms AI are closed, F = dAI = 0, then the members this set are Killing
vectors of the manifold: SIab = (∇aAIb +∇bAIa)/2 = 0, and therefore the metric is invariant along its
field lines, due to the Lie derivative: LAI gab = 0
Proposition 8. The geodesic line u of the manifold verifies:
duc
ds
+Ac⊙[∂(aAb)u
aub] = (Aau
a)⊙F cbu
b (32)
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Proof. The geodesic line is defined as:
Duc
ds
=
duc
ds
+ Γcabu
aub = 0 (33)
by substituting the expression of the connection and due to the symmetries:
duc
ds
+Ac⊙∂(aAb)u
aub +Aa⊙Fb
cuaub = 0 (34)
According the result of this Proposition, even though the Lorentz-like right side, Fabu
b, be null the
connection is non null and the geodesic are not straight lines.
4.1 The Curvature Tensor
The curvature tensor can be obtained from two different procedures. The first is based on the successive
ordinary derivatives of the metric tensor, while the second is based on the exterior derivative of the
connection form ωab = Γabcw
c. This second approach is more economic and elegant, but we will use the
first approach based on the first and second derivative of the metric tensor. The Riemann curvature is
defined from the connection as:[4, 7]:
Rabcd = ∂cΓ
a
bd − ∂dΓ
a
bc + Γ
a
ecΓ
e
bd − Γ
a
edΓ
e
bc (35)
The expression of the curvature can be obtained in a local reference system, that is by using the
Equivalence Principle[7], and next it can be generalized. In a local frame the connections become null and
the curvature tensor is expressed as: Rabcd = ∂cΓabd − ∂dΓabc, or expressed from the second derivative
of the metric tensor as[6]:
Rabcd =
1
2
(∂bcgad + ∂adgbc − ∂bdgac − ∂acgbd) (36)
By grouping the terms involving the second and the first derivatives as, Rabcd = R
(1)
abcd +R
(2)
abcd:
2R
(2)
abcd = Aa⊙(∂bcAd − ∂bdAc) +Ab⊙(∂adAc − ∂acAd) + (37)
Ac⊙(∂adAb − ∂bdAa) +Ad⊙(∂bcAa − ∂acAb) (38)
2R
(1)
abcd = ∂bAa⊙∂cAd + ∂bAd⊙∂cAa + ∂aAb⊙∂dAc + ∂aAc⊙∂dAb (39)
−∂bAa⊙∂dAc − ∂bAc⊙∂dAa − ∂aAb⊙∂cAd − ∂aAd⊙∂cAb (40)
Definition 4 (Current and Pre-current). Let JIabc and JIa be defined as:
JIabc = ∇aFIbc JIb = J
a
Iab = ∇
aFIab (41)
named pre-current and current respectively. The pre-current is defined in a Riemannian frame as:
JIabc = ∂abAIc − ∂acAIb.
The current JI is a 1-form that admit a more compact definition as: JI = δFI = ∆AI − d(δAI).
The normalization proposed in Proposition 4 is not mandatory, but if the 1-forms AI are normalized,
then:
JI = ∆AI (42)
We have used the term pre-currents to name ∇aFbc because they seem be a primary magnitude from
which can be obtained the currents by contraction. These tensors are very important in the curvature,
Ricci and Einstein tensors as is shown afterward, therefore they must be relevantly considered in the
study of the curved manifolds. They have two symmetries: JIa(bc) = 0 and JI[abc] = 0 as illustrated in
Figure 1.
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Figure 1: Map of the pre-current group with three different index into a 2-dimensional space. The
two type of symmetries admit a graphic representation, the symmetries involving two pre-currents:
Jabc+Jacb = 0 and three pre-currents, the clockwise: Jabc+Jbca+Jcab = 0 as well as the anti-clockwise:
Jcba + Jbac + Jacb = 0
The term in the curvature tensor involving the second derivatives can be more compactly rewrite as:
2R
(2)
abcd = Aa⊙Jbcd −Ab⊙Jacd +Ac⊙Jdab −Ad⊙Jcab (43)
The term involving the first derivative can be transformed by using the symmetric and skew-
symmetric parts of the first derivative according the Equations (23) and (24) in the local Riemannian
frame as:
2R
(1)
abcd = 2Sac⊙Sbd − 2Sad⊙Sbc (44)
−Fab⊙Fcd −
1
2
Fac⊙Fbd +
1
2
Fad⊙Fbc (45)
The expression in a general frame can be carried out by the transformation: ∂a → ∇a. In this case,
this transformation does not manifest explicitly. The expression is:
Rabcd =
1
2
(Aa⊙Jbcd −Ab⊙Jacd +Ac⊙Jdab −Ad⊙Jcab) + (46)
1
4
(Fad⊙Fbc − Fac⊙Fbd − 2Fab⊙Fcd) (47)
Sac⊙Sbd − Sad⊙Sbc (48)
If the curvature tensor is expressed based on three sub-terms as: Rabcd = R
(c)
abcd + R
(f)
abcd + R
(s)
abcd
corresponding to every one of the previous lines:
R
(c)
abcd =
1
2
(Aa⊙Jbcd −Ab⊙Jacd +Ac⊙Jdab −Ad⊙Jcab) (49)
R
(f)
abcd =
1
4
(Fad⊙Fbc − Fac⊙Fbd − 2Fab⊙Fcd) (50)
R
(s)
abcd = Sac⊙Sbd − Sad⊙Sbc (51)
It is verified the first Bianchi identities for each one of the sub-terms; that is:
Ra[bcd] = R
(c)
a[bcd] = R
(f)
a[bcd] = R
(s)
a[bcd] = 0 (52)
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Theorem 3. A sufficient condition for the manifold be non-curved, Rabcd = 0, is that the set AI be
closed.
Proof. If dAI = 0 implies that: FI = dAI = 0, which implies: SI = 0 and also JIabc = 0, therefore
Rabcd = 0.
The result of the previous Theorem generalizes the obtained in Theorem 1, because be exact is a
particular case of be closed. If AI is closed it can be expressed according the Hodge decomposition as[8]:
AI = dφI + γI (53)
where γI is an harmonic 1-form representative of the homology class to whatAI belongs. However, it
is an harmonic form, that is δγI = 0 and dγI = 0 and it can not generate curvature. In simply connected
manifold the condition of be closed is equivalent to be exact according the Poincare´ Lemma, but in non-
simply connected manifold, with homology classes, it is verified also: FI = dAI = 0. The homology
representative 1-form γI is a closed but non-exact form because exists a cycle, a closed sub-manifold, z
such as[8]: ∫
z
γI 6= 0 (54)
therefore there are flat manifolds that have not a globally Cartesian-like metric because the homology
representative 1-form can not be expressed as an exact form In this case, the line element is:
ds2 =
n∑
I=1
(dφI)
2 + 2dφ⊙γaw
a + γa⊙γbw
awb (55)
the geodesic is according the Proposition 8 and FI = 0:
duc
ds
+Ac⊙∂(aAb)u
aub = 0 (56)
that are not straight lines, except if ∂(aAb) = 0 that implies that connections are null.
Theorem 4. If the set AI is closed but non-exact, that is, a non-simply connected and non-curved,
Rabcd = 0, manifold, then the metric is not reducible to a globally Cartesian-like, the connection is non
null, and its geodesic are not straight lines.
The previous results suggest that is possible to define a subdivision of the flat manifold class in
two subclasses: flat (or strong-flat) and semi-flat. The following classification summarizes the manifold
types and subtypes, where the condition of non-closed 1-forms is associated to curved manifold and the
condition of closed is associated to the two subtypes: strong-flat and semi-flat:
1. Strong-flat manifold: the set of 1-form are exact, AI = dφI , its metric is globally reducible to a
Cartesian-like, both the connection and the curvature tensor are null, AI are Killing vectors, and
its geodesic are straight lines.
2. Semi-flat manifold: the set of 1-form are closed, dAI = 0, but non exact, its metric is not globally
reducible to a Cartesian-like, the connection is non null, its geodesic are not straight lines, AI are
Killing vectors, and the curvature tensor is null, Rabcd = 0.
3. Curved manifold: the set of 1-form are not closed, dAI 6= 0, its metric is not globally reducible
to a Cartesian-like, neither the connection nor the curvature tensor are null, Rabcd 6= 0 and its
geodesic are not straight lines.
The criticism to this classification is that the strong-flat manifold is too much evidently flat. The
introduction of refinements and nuances in the definition of flatness must reduce the number of manifold
types included in this class[5][pp. 222], but always remains the extreme case, the Euclidean.
Figure 2 shows a diagram of the two analytical paths starting in the metric gab and ending in the
curvature Rabcd. The upper diagram is the usually used in the literature of Riemannian geometry[1][4]
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Figure 2: Diagrams of how the Riemannian curvature tensor can be obtained. The upper diagram is the
the usual path contained in the Geometry literature. The lower diagram is the proposed in this paper
based on a set of intermediate geometric objects.
where the metric, which is presented as the primary concept, the connection and curvature are the
elements in a conceptual chain. The lower diagram shows the approach proposed in this paper; the path
from gab to Rabcd is achieved by using several intermediate geometric objects allowing an alternative
viewpoint for the Riemannian geometry. The symmetrical tensor SI is defined from AI , but in the
practice it depends on the skew-symmetric FI , which is the cornerstone of this presentation of the
Riemannian geometry obtained from the Takagi’s factorization of the metric tensor. This approach is
less economical because uses much more intermediate objects. However, allows a different viewpoint for
the curvature as well as a new way for the decomposition of the curvature tensor.
4.2 Ricci and Einstein Tensors
The Ricci tensor, Rab = R
c
acb, is expressed as:
Rab =
1
2
(−Aa⊙Jb +A
c⊙Jacb − Ab⊙Ja +A
c⊙Jbca) + (57)
−
3
4
Fac⊙Fb
c + S⊙Sab − Sac⊙Sb
c (58)
where: SI = S
a
Ia = ∇
aAIa, is a scalar whose value is depending on the optional normalization of the
AI forms. The scalar curvature R is:
R = −2Aa⊙J
a −
3
4
Fab⊙F
ab + S⊙S − Sab⊙S
ab (59)
The Einstein Tensor Gab = Rab −
1
2gabR can be expressed as follows:
Gab = T
(f)
ab + T
(c)
ab + T
(s)
ab (60)
where the three T symmetrical tensors are:
T
(f)
ab = −
3
4
(
Fac⊙Fb
c −
1
2
gabFcd⊙F
cd
)
(61)
T
(c)
ab =
1
2
(−Aa⊙Jb +A
c⊙Jacb −Ab⊙Ja +A
c⊙Jbca + 2gabAc⊙J
c) (62)
T
(s)
ab = S⊙Sab −
1
2
gabS⊙S − Sac⊙Sb
c +
1
2
gabScd⊙S
cd (63)
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The contracted second Bianchi identities implies that: ∇cGac = 0, therefore it must be verified that:
∇b
(
T
(f)
ab + T
(c)
ab + T
(s)
ab
)
= 0 (64)
In a physic interpretation of the three T as the stress-energy tensor in the Einstein equation, the
condition: ∇b(
∑
Tab) = 0 means that the
∑
Tab is a compleat description of the matter fields. The
Bianchi identity is verified due to the definition of the tensors, but its is interesting to illustrate how it
is applied to some sub-terms. By resembling a very similar term in Classical Field Theory[6, 7], it is
verified that:
∇b
(
Fac⊙Fb
c −
1
4
gabFcd⊙F
cd
)
= Jc⊙Fac (65)
but the most similar term in the Einstein tensor is the following, with some differences:
∇b
(
Fac⊙Fb
c −
1
2
gabFcd⊙F
cd
)
= Jc⊙Fac − Jdca⊙F
cd (66)
5 Conclusion
We have presented an analytic path to study the main objects of the Riemann geometry. As result of this
study, these objects can be expressed based on a set 1-forms as AI and JI ,2-form as FI , a symmetric
rank 2 tensor SI and a rank 3 tensor JIabc. This new analytical path is less economical, but provides
some valuable results.
The curvedness or flatness property of a manifold depends on the curvature tensor, Rabcd, but this
property can be alternatively defined from the closed, or non-closed, property of the differential 1-form
AI . This new condition may be more simple and also allows some refinements in the case of non-simply
connected manifolds.
The aim of this paper is indirectly to provide solutions for the Einstein equation, but it involves two
heterogeneous sides. The left side that concerns with the geometric G, have a formal structure highly
different to the physic right side, that concerns the physic T, of mass and energy distributions. The
problems in the solution for general cases may be highly dependent of the heterogeneous properties of
both sides. Perhaps the lack of solutions that had involved many research from a century is due to this
reason.
The proposed analysis provides a new factorization of the Einstein tensor in three sub-terms that
resemble physic theories. The main conclusion of this paper is that if we can define a complete model of
matter fields by means of stress-energy tensors fitting in these sub-terms, then the solution of the Einstein
equation is immediate. Although the structures are similar to the Electromagnetic Field, they are not
Maxwellian due to the importance of concepts as the pre-currents, the symmetric tensor and mainly the
lack of phenomenological meaning because they are geometric objects. For physic applications, the four
dimensional space-time that is modeled as a pseudo-Riemann manifold can be described by means of
four vector fields that are very similar to the mathematic structure of Electromagnetic Fields.
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