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Abstract
In this paper, we consider a multi-block generalized alternating direction method of multiplier
(GADMM) algorithm for minimizing a linearly constrained separable nonconvex and possibly
nonsmooth optimization problem. The GADMM generalizes the classical ADMM by including
proximal terms in each primal updates and an over-relaxation parameter in the dual update.
We prove that any limit point of the sequence is a critical point. By introducing a modified
augmented Lagrangian we show that the sequence generated by the GADMM is bounded and
the norm of the difference of consecutive terms approaches to zero.
Under the powerful K L properties we show that the GADMM sequence has a finite length
and converges to a stationary point, and we drive its convergence rate. Given a proper lower-
semicontinuous function f : Rn → R and a critical point x∗ ∈ Rn, the K L property asserts that
there exists a continuous concave monotonically increasing function ψ such that around x∗ it
holds ψ′(f(x)− f(x∗)) · dist(0, ∂f(x)) ≥ 1 . When ψ(s) = s1−θ with θ ∈ [0, 1] this is equivalent
to |f(x) − f(x∗)|θdist(0, ∂f(x))−1 to remain bounded around x∗. We show that if θ = 0, the
sequence generated by GADMM converges in a finite numbers of iterations. If θ ∈ (0, 1/2], then
the rate of convergence is cQk where c > 0, Q ∈ (0, 1), and k ∈ N is the iteration number. If
θ ∈ (1/2, 1] then the rate O(1/kr) where r = (1− θ)/(2θ − 1) will be achieved.
1 Introduction
In this paper, we consider the following nonconvex nonsmooth optimization problem
min
x1,x2,...,xp,y
∑p
i=1 fi(xi) + h(y)
s.t.
∑p
i=1Aixi +By + b = 0,
(1)
where p ≥ 2, xi ∈ Rni are variables with their coefficient matrix Ai ∈ Rm×ni , i = 1, 2, . . . , p,
y ∈ Rq is the last variable with its coefficient matrix B ∈ Rm×q, and b ∈ Rm. The model remains
as general without y and By; but we keep y and By to simplify the notation. The functions
fi : Rni → R for i = 1, 2, . . . , p are proper and lower-semicontinuous and h : Rq → (−∞,+∞]
is proper smooth function. All functions can be nonconvex. We denote x = [x1, . . . , xp] ∈ Rn
where n =
∑p
i=1 ni, A := [A1 . . . Ap] ∈ Rm×n, and Ax =
∑p
i=1Aixi ∈ Rm. With these
notations, the problem (1) can be written
min
x,y
p∑
i=1
fi(xi) + h(y) s.t. Ax +By + b = 0. (2)
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The augmented Lagrangian associated with (2) is given by
Lα : Rn × Rq × Rm → R
Lα(x, y, z) = ∑pi=1 fi(xi) + h(y) + 〈z,Ax +By + b〉+ α2 ∥∥Ax +By + b∥∥2, (3)
where α > 0 and the vector z ∈ Rm is the Lagrange multiplier associated with the constraint
Ax +By + b = 0. Let {Qi}i=1,...,p ⊆ Rni×ni and P ∈ Rq×q be symmetric positive semidefinite
matrices, x<i := [x1; . . . ;xi−1] ∈ Rn1+···+ni−1 and x>i := [xi+1; . . . ;xp] ∈ Rni+1+···+np (clearly,
x<0 and x>p are null variables, which may be used for notational ease.) The proposed GADMM
(General ADMM) algorithm generalizes the multi-block ADMM algorithm by including proximal
terms to the minimization subproblems and by adding the extra-relaxation parameter β > 0 in
the z iterates.
The GADMM Algorithm
Parameters: α > 0, β ∈ (0, 2).
Initialize: x01, . . . , x
0
p, y
0, z0. Set k = 0.
while stopping criteria not satisfied do
for i = 1, . . . , p
xk+1i = arg minxi Lα(xk+1<i , xi, xk>i, yk, zk) +
1
2
‖xi − xki ‖2Qi
end for
yk+1 = arg miny Lα(xk+1, y, zk) + 12‖y − yk‖2P ;
zk+1 = zk + αβ(Ax +By + b).
k = k + 1;
end while
Return xk, yk, and zk.
1.1 History
The classical ADMM algorithm [14, 15], that is the GADMM with p = 1, Q1 = 0, P = 0, and β =
1, is closely related to the Douglas-Rachford [13] and Peachman-Rachford [28] operator splitting
methods. When both f1 and h are convex, under some mild conditions the algorithm converges
to a solution of (1) globally. By imposing some strong convexity assumptions on the functionals
or error bound conditions, the linear convergence rate can be achieved [4, 19, 32]. When one
of the functional is nonsmooth, in [17] Hager, Yashtini, and Zhang established the ergodic
convergence rate of a proximal linearized ADMM method [10] in which the proximal parameter
updates through a backtracking line search strategy. Convergence rate of the GADMM method
with β = 1 and nonzero proximal terms studied in [12] by Deng and Yin in the convex setting.
The theory of multi-block ADMM for solving (1) with p ≥ 2 has also been studied, for
instance [9, 18, 20, 25, 26, 27] and the references therein. In [9] it is shown that the direct
extension of ADMM to multi-block is not necessarily convergent unless some orthogonality
conditions on the coefficient matrices Ai and B are satisfied. In [22] Hong and Luo proposed
to attach a over-relaxation step-size β to the Lagrange multiplier update to ensure the linear
convergence rate. Other theoretical studies on multi-block ADMM and its variations such as
linearized and proximal ADMM include [9, 20, 25, 27].
When the objective function is nonconvex, in [11, 21] some assumptions are made on the iter-
ates to prove convergence. In [24], Li and Pong studied the convergence of a variation of ADMM
by adding a special proximal term to the x subproblem and solves (1) with p = 1 and B as an
identity matrix. Work [16] considers problem (2) with the assumption that all fi are smooth
functions with ∇fi being Lipschitz continuous, h is nonsmooth and its coefficient matrix B is
an identity matrix. When the functionals are either smooth/nonconvex or convex/nonsmooth,
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Hong et al. [23] studies the convergence of multi-block ADMM for solving a family of non-
convex consensus and sharing problems. Work [30] studies the convergence of the nonconvex
Bregman ADMM algorithm. Wang, Yin and Zeng in [31] proved the global convergence of the
classic multi-block ADMM, for both separable and non-separable objective functions under less
restrictive assumption on the functional. For instance, it assumes that the objective function is
coercive over the feasible set, and f1 is lower-semicontinuous and f2, . . . , fp satisfy the restricted
prox-regular [31].
1.2 Main contribution
This paper makes the following contributions:
• We introduce a generalized ADMM (GADMM) algorithm, in which a proximal term are
added in the primal updates and the dual update includes an over-relaxation parameter
β > 0. If the proximal terms eliminated and β = 1, this yields the classical Multi-Block
ADMM studied in [31].
• The convergence and convergence rate analysis will be studied with β ∈ (0, 2), and under
the assumption that fi, i = 1, · · · , p are lower-semicontinuous and coercive, and h is Lips-
chitz differentiable and bounded below. All functionals can be nonconvex. We prove that
any limit point of the sequence generated by GADMM is a critical point of problem (2).
• In contrast with the classical ADMM, with β ∈ (0, 2) the augmented Lagrangian Lα is
not monotonically decreasing (see Lemma 5 and Lemma 6). However, a modified version
L¯ defined in (16) when evaluated at the points of the sequence which is denoted by L¯k is
monotonically decreasing with a right selection of parameters (see Lemma 7).
• Using the monotonicity of L¯k we show that the sequence generated by the GADMM is
bounded and as k approaches to infinity the norm of the difference fo consecutive terms
approches to zero (see Lemma 8).
• Convergence and convergence rates are studies in Theorem 1 and Theorem 3, respectively,
under the assumption that L¯ satisfies the K L property (see Subsection 1.5). In Theorem 1
we prove that the sequence generated by the GADMM has a finite length and it is Cauchy,
hence it is convergent to a stationary point of (2).
• The sequential convergence rates are obtained for a function ψ(s) = s1−θ ∈ Ψη with
θ ∈ [0, 1) (see Subsection 1.5). We show that if θ = 0, the sequence generated by GADMM
converges in a finite numbers of iterations. If θ ∈ (0, 1/2], then the rate of convergence is
cQk where c > 0, Q ∈ (0, 1), and k ∈ N is the iteration number. If θ ∈ (1/2, 1] then the
rate O(1/kr) where r = 1− θ/2θ − 1 will be achieved.
1.3 Notation
Throughout this paper, we denote R as the real number set while Z as the set of integers.
The set R ∪ {+∞} is the extended real number, R+ is the positive real number set, and Z+
is the set of positive integers. Given the matrix X, Im(X) denotes its image. We denote by
In the n × n identity matrix. The minimum eigenvalue of the matrix X ∈ Rn×n denoted by
λmin(X) while its maximum eigenvalue is denoted λmax(X). The Euclidean scalar product
of Rn and its corresponding norms are, respectively, denoted by 〈·, ·〉 and ‖ · ‖ = √〈·, ·〉. If
n1, . . . , np ∈ Z+ and p ∈ Z+, then for any v := (v1, . . . , vp) ∈ Rn1 × Rn2 × · · · × Rnp and
v′ := (v′1, . . . , v
′
p) ∈ Rn1 × Rn2 × · · · × Rnp the Cartesian product and its norm are defined by
 v, v′ =
p∑
i=1
〈vi, v′i〉
1√
p
p∑
i=1
‖vi‖ ≤ |||v||| =
√√√√ p∑
i=1
‖vi‖2 ≤
p∑
i=1
‖vi‖.
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1.4 Elementary facts of nonsmooth analysis
Let Φ : Rd → R be a proper and lower semicontinuous function. The domain of Φ, denoted
dom Φ, defined by
dom Φ := {x ∈ Rd : Φ(x) < +∞}.
The graph of the Φ, denoted Graph Φ, defined by
Graph Φ := {(x, y) ∈ Rd × R : y = Φ(x)}.
For any x ∈ dom Φ, the Fre´chet (viscosity) subdifferential of Φ at x, denoted ∂ˆΦ(x), defined by
∂ˆΦ(x) =
{
s ∈ Rd : lim
y 6=x
inf
y→x
Φ(y)− Φ(x)− 〈s, y − x〉
‖y − x‖ ≥ 0
}
.
For x /∈ dom Φ, then ∂ˆΦ = ∅. The limiting (Mordukhovich) differential, or simply the subdif-
ferential for short, of Φ at x ∈ dom Φ, denoted ∂Φ(x), is defined by
∂Φ(x) := {s ∈ Rd : ∃xk → x, Φ(xk)→ Φ(x) and sk ∈ Φˆ(xk)→ s as k → +∞}.
For any x ∈ Rd, the above definition implies ∂ˆΦ(x) ⊂ ∂Φ(x), where the first set is convex and
closed while the second one is closed ([29], TH. 8.6, p.302).
Let (xk, sk) ∈ Graph ∂Φ := {(x, s) ∈ Rd × Rd : sk ∈ ∂Φ(xk)}. If (xk, sk) → (x∗, s∗) as
k → ∞, then by the definition of subdifferential ∂Φ(x) we have Φ(xk) → Φ(x∗) as k → ∞,
and equivalently, (x∗, s∗) ∈ Graph ∂Φ. The well-known Fermat’s rule “x ∈ Rd is a local
minimizer of Φ, then ∂Φ(x) 3 0” remains unchanged. If x ∈ Rd such that ∂Φ(x) 3 0 the
point x is called a critical point. We denote by crit Φ the set of critical points of Φ, that is
crit Φ = {x ∈ Rd : 0 ∈ ∂Φ(x)}. When Φ is convex the two sets coincide and
∂ˆΦ(x) = ∂Φ(x) = {s ∈ RN : Φ(y) ≥ Φ(x) + 〈s, y − x〉 ∀y ∈ RN}.
Let Ω is a subset of Rd and x is any point in Rd. The distance from x to Ω, denoted dist(x,Ω),
is defined by
dist(x,Ω) = inf{‖x− z‖ : z ∈ Ω}.
If Ω = ∅, then dist(x,Ω) = +∞ for all x ∈ Rd. For any real-valued function Φ on Rd we have
dist(0, ∂Φ(x)) = inf{‖s∗‖ : s∗ ∈ ∂Φ(x)}
Let F : Rn × Rm → (−∞,+∞] be a lower semicontinuous function. The subdifferentiation of
F at the point (xˆ, yˆ) is defined by
∂F (xˆ, yˆ) =
(
∂xF (xˆ, yˆ), ∂yF (xˆ, yˆ)
)
,
where ∂xF and ∂yF are espectively the differential of the function F (·, y) when y ∈ Rm is
fixed, and F (x, ·) when x is fixed. Let Φ : Rd → R be Fre´chet differentiable such that its
gradient is Lipschitz continuous with constant L > 0. Then for every u, v ∈ Rd and every
ξ ∈ [u, v] = {(1− t)u+ tv : t ∈ [0, 1]} it holds
Φ(v) ≤ Φ(u) + 〈∇Φ(ξ), v − u〉+ L
2
‖v − u‖2, (4)
where if ξ = u, the inequality (4) gives the so-called Descent Lemma.
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1.5  Lojasiewicz and K L properties
Our main theoretical results are established by assuming a modified augmented Lagrangian
satisfies  Lojasiewicz and K L properties. In the following, we recall some related definitions and
facts. We refer interested readers to [1, 2, 3, 5, 6, 7, 8] for more properties of K L functions and
illustrating examples.
Let Φ : Rd → (−∞,+∞] be a proper lower semicontinuous function. We define the set
[η1 < Φ < η2] = {x ∈ Rd : η1 < Φ(x) < η2}.
for −∞ < η1 < η2 ≤ +∞. Let x∗ be a critical point of Φ, that is 0 ∈ ∂Φ(x∗). The function Φ
has  Lojasiewicz property at x∗ if there exists an exponent θ ∈ [0, 1), c > 0, and a neighborhood
U of x∗ such that for any x ∈ U
|Φ(x)− Φ(x∗)|θ ≤ c dist(0, ∂Φ(x))
holds. This asserts that |Φ(x)− Φ(x∗)|θ/dist(0, ∂Φ(x)) remains bounded around x∗.
Let η ∈ (0,+∞]. We denote by Ψη the set of all concave and continuous functions ψ :
[0, η)→ [0,+∞) that satisfy the following conditions:
- ψ(0) = 0;
- ψ is C1 on (0, η) and continuous at 0
- for all s ∈ (0, η), ψ′(s) > 0.
Let Φ : Rd → (−∞,+∞] be proper lower semicontinuous function. It is said Φ to have the K L
property at x∗ ∈ dom ∂Φ if there exists η ∈ [0,+∞), a neighborhood U of x∗, and a function
ψ ∈ Ψη such that for every
x ∈ U ∩ [Φ(x∗) < Φ < Φ(x∗) + η],
the following K L inequality
ψ′
(
Φ(x)− Φ(x∗)
)
dist
(
0, ∂Φ(x)
) ≥ 1
holds. If Φ satisfies the property at each point of dom ∂Φ, then Φ is a K L function. The K L
property can be extended to a compact set Ω. Assume that Φ is constant on Ω and satisfies the
K L property at each point of Ω. Then there exists  > 0, η > 0, and ψ ∈ Ψη such that for every
x∗ ∈ Ω and every element x belongs to the intersection
{x ∈ Rd : dist(x,Ω) < } ∩ [Φ(x∗) < Φ < Φ(x∗) + η],
it holds
ψ′
(
Φ(x)− Φ(x∗)
)
dist
(
0, ∂Φ(x)
)
≥ 1.
The K L property provides a parametrization of the function Φ in order to avoid flatness
near its critical points. Functions belongs to certain classes such as semialgebraic and real sub-
analytic satisfy the K L inequality. Moreover, uniformly convex and convex functions satisfying
the growth condition, nonsmooth functions such as `0 norm and `p with a p ∈ Q+, indicator
functions of semi-algebraic sets such as δ‖x‖p≤α or δ‖x‖p≤α,x≥0, finite sums, product and compo-
sition of semi-algebraic functions, cone of positive semidefinite matrices, Stiefel manifolds also
are some other examples of K L functions.
5
1.6 Organization.
This paper is organized as follows. In Section 2 we drive some fundamental properties of the
sequence generated by the GADMM algorithms, including subgradient and dual bounds, limiting
continuity, change of the augmented Lagrangian during each update and after each iteration.
A modified augmented Lagrangian will be also proposed and will be used to prove that the
GADMM sequence is bounded. In Section 3, most important properties including convergence
and convergence rate analysis will be derived.
2 Algorithm Properties and Augmented Lagrangian
In this section, we establish some properties for the GADMM algorithm. We begin by making
some assumptions on the optimization problem (1).
A1. fi, i = 1, . . . , p are lower-semicontinuous and coercive and h is bounded from below;
A2. h is Lipschitz differentiable with constant Lh;
A3. Im(A) ⊆ Im(B) and b ∈ Im(B);
A4. ∃η > 0 such that BTB  ηIq and ATi Ai  ηIni , i = 1, . . . , p;
A5. For i = 1, . . . , p one of the followings hold: ∃qi > 0 such that Qi  qiIni or ∃i ≥ 0 such
that fi(v)− fi(v˜)− 〈s˜i, v − v˜〉 ≥ − i2 ‖v − v˜‖2 for v, v˜ ∈ Rni and s˜i ∈ ∂fi(v˜).
Lemma 1 (Subgradient bound) Let {(xk, yk, zk)}k≥0 be a sequence generated by the GADMM
algorithm. Then there exists dk :=
({dkxi}pi=1, dky , dkz) ∈ ∂Lα(xk, yk, zk) and a constant ρ > 0
such that
|||dk||| ≤ ρ
( p∑
i=1
‖∆xki ‖+ ‖∆yk‖+ ‖∆zk‖
)
, (5)
where
ρ := max
{
‖Q‖+ ‖A‖2, ‖P‖+ α‖A‖‖B‖, ‖A‖+ ‖B‖+ 1
αβ
}
, (6)
‖Q‖ := ∑pi=1 ‖Qi‖ and ‖A‖ := ∑pi=1 ‖Ai‖, and for any sequence {uk}k≥0, ∆uk+1 = uk+1−uk.
Proof. Let k ≥ 1 be fixed. By the optimality condition of the xi subproblem of GADMM
algorithm for i = 1, . . . , p we have
−ATi zk−1 − αATi (A<ixk<i +Aixki +A>ixk−1>i +Byk−1 + b)−Qi∆xki ∈ ∂fi(xki ).
Taking partial differential of Lα with respect to xi and evaluating the result at the point
(xk, yk, zk) yields
∂xiLα(xk, yk, zk) = ∂fi(xki ) +ATi zk + αATi
(
Axk +Byk + b
)
.
Therefore
dkxi := A
T
i ∆z
k + αATi A>i∆x
k
>i + αA
T
i B∆y
k −Qi∆xki ∈ ∂xiLα(xk, yk, zk). (7)
The optimality criterion of y subproblem gives
∇h(yk) = −BTzk−1 − αBT(Axk +Byk + b)− P∆yk.
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By taking partial differential of Lα with respect to y and evaluating it at (xk, yk, zk) we obtain
∇yLα(xk, yk, zk) = ∇h(yk) +BTzk + αBT
(
Axk +Byk + b
)
.
The last two equations follow that
dky := B
T∆zk − P∆yk = ∇yLα(xk, yk, zk). (8)
Lastly, by the z subproblem we have Axk +Byk + b = 1αβ∆z
k hence
dkz :=
1
αβ
∆zk = ∇zLα(xk, yk, zk). (9)
Hence, by (7), (8), , and (9), we have dk :=
({dkxi}pi=1, dky , dkz) ∈ ∂Lα(xk, yk, zk).
Next, (7), (8) and (9), and the triangle inequality give
‖dkxi‖ ≤ ‖Ai‖‖∆zk‖+ α‖Ai‖
(∑p
j=i+1‖Aj‖‖∆xkj ‖
)
+ α‖Ai‖‖B‖‖∆yk‖+ ‖Qi‖‖∆xki ‖,
‖dky‖ ≤ ‖B‖‖∆zk‖+ ‖P‖‖∆yk‖,
‖dkz‖ = 1αβ ‖∆zk‖.
(10)
Hence we get
|||dk||| ≤
p∑
i=1
‖dkxi‖+ ‖dky‖+ ‖dkz‖
≤
p∑
i=1
‖Qi‖‖∆xki ‖+
p∑
i=2
‖Ai‖‖∆xki ‖
i−1∑
j=1
‖Aj‖
+
(
‖P‖+ α‖B‖
p∑
i=1
‖Ai‖
)
‖∆yk‖
+
( p∑
i=1
‖Ai‖+ ‖B‖+ 1
αβ
)
‖∆zk‖
≤
(
‖Q‖+ ‖A‖2
) p∑
i=1
‖∆xki ‖
+
(
‖P‖+ α‖A‖‖B‖
)
‖∆yk‖
+
(
‖A‖+ ‖B‖+ 1
αβ
)
‖∆zk‖
≤ ρ
( p∑
i=1
‖∆xki ‖+ ‖∆yk‖+ ‖∆zk‖
)
. 
Lemma 2 (Limiting continuity) Suppose that A1-A2 hold. If (x∗, y∗, z∗) is the limit point
of a subsequence {(xkj , ykj , zkj )}j≥0, then
Lα(x∗, y∗, z∗) = lim
j→∞
Lα(xkj , ykj , zkj ).
Proof. Let {(xkj , ykj , zkj )}j≥0 be a subsequence of the sequence {(xk, yk, zk)}j≥0 generated
by the GADMM algorithm such that limj→∞(xkj , ykj , zkj ) = (x∗, y∗, z∗). By A1, for i = 1, . . . , p
the functions fi are lower semicontinuous hence
fi(x
∗
i ) ≤ lim inf
j→∞
f(x
kj
i ). (11)
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By the xi-subproblem of the GADMM algorithm for any v ∈ Rni we have
Lα(xkj+1<i , xkj+1i , xk>i, yk, zk) +
1
2
‖∆xkj+1i ‖2Qi ≤ Lα(x
kj+1
<i , v, x
k
>i, y
k, zk) +
1
2
‖v − xkji ‖2Qi
We choose v = x∗i and exploit the cosine rule ‖a1+c‖2−‖a2+c‖2 = ‖a2−a1‖2+2〈a2+c, a2−a1〉
with a1 = Aix
∗
i , a2 = Aix
kj+1
i and c = A<ix
kj+1
<i +A>ix
kj
>i +By
kj + b to obtain
fi(x
kj+1
i )− fi(x∗i ) + 〈ATi zkj , xkj+1i − x∗i 〉+ ‖∆xkj+1i ‖2Qi ≤ α2 ‖Ai(x
kj+1
i − x∗i )‖2
+α
〈
Ai(x
∗
i − xkj+1i ), A<ixkj+1<i +Aixkj+1i +A>ixkj>i +Bykj + b
〉
.
Since {(xkj , ykj , zkj )}j≥0 is a convergent sequence, it is bounded and the difference of consequtive
terms approaches to zero. Thus the latter inequality reduces to lim sup
j→∞
fi(x
kj+1
i )− fi(x∗i ) ≤ 0
and in view of (11) we then have
lim
j→∞
fi(x
kj
i ) = fi(x
∗
i ),
which follows that
lim
j→∞
p∑
i=1
fi(x
kj
i ) =
p∑
i=1
fi(x
∗
i ).
By A2, h(y) is smooth hence limj→∞ h(ykj ) = h(y∗). Clearly, Axkj +Bykj +b→ Ax∗+By∗+b
as j →∞. Thus lim
j→∞
Lα(xkj , ykj , zkj ) = Lα(x∗, y∗, z∗). 
Lemma 3 thm-cluster0 (Limit point is critical point) The set of limit points of the sequence
{(xk, yk, zk)}k≥0 generated by the GADMM algorithm, denoted ω
({(xk, yk, zk)}k≥0), satisfies
ω
({(xk, yk, zk)}k≥0) ⊆ crit Lα :=
(x∗, y∗, z∗) : 0 ∈ ∂fi(x
∗
i ) +A
T
i z
∗, i = 1, . . . , p
∇h(y∗) +BTz∗ = 0,
Ax∗ +By∗ + b = 0
 ,
where crit Lα denotes the critical point of Lα.
Proof. Let (xˆ, yˆ, zˆ) ∈ ω({(xk, yk, zk)}k≥0), hence there exists a subsequence {(xkj , ykj , zkj )}j≥0
of {(xk, yk, zk)}k≥0 such that limj→∞(xkj , ykj , zkj ) = (xˆ, yˆ, zˆ). This follows that as j →∞
‖∆xkji ‖ → 0, ‖∆ykj‖ → 0, ‖∆zkj‖ → 0.
for i = 1, . . . , p. By Lemma 2, limj→∞ Lα(xkj , ykj , zkj ) = Lα(xˆ, yˆ, zˆ). Let dkj ∈ ∂Lα(xkj , ykj , zkj ),
then by Lemma 1 we have
|||dkj‖|| ≤ ρ
( p∑
i=1
‖∆xkji ‖+ ‖∆ykj‖+ ‖∆zkj‖
)
,
where ρ > 0 is a scalar defined in (6). Since the right hand side of the latter inequality approaches
to zero, |||dkj‖|| goes to zero, and consequently dkj → 0 as j →∞. By the closeness criterion of
the limiting sub-differential we then have 0 ∈ ∂Lα(xˆ, yˆ, zˆ), and equivalently, (xˆ, yˆ, zˆ) ∈ crit(Lα).

Lemma 4 (bound dual) Suppose that A2 and A3 hold. Let ρ(β) := 1 − |1 − β|,λBTB++ be the
smallest strictly-positive eigenvalue of BTB, and
ϑ :=
1
αρ(β)λB
TB
++
and ϑˆ :=
2β
αρ(β)2λB
TB
++
.
Then for all k ∈ Z+ the following assertions are true.
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(i) BTzk = βwk + (1− β)BTzk−1, where wk = −P∆yk −∇h(yk).
(ii) Denote θ0 := ϑˆ‖P‖2, θ1 := ϑˆ(‖P‖+ Lh)2, γ0 := β−1|1− β|ϑ, then
1
αβ
‖∆zk+1‖2 ≤ θ1‖∆yk+1‖2 + θ0‖∆yk‖2 + γ0‖BT∆zk‖2 − γ0‖BT∆zk+1‖2,
(iii) Let γ1 := |1− β|/2αβ2λBTB++ then
1
2α
‖zk+1‖2 ≤ ϑ‖P‖2‖∆yk+1‖2 + ϑ‖∇h(yk+1)‖2 + γ1‖BT∆zk+1‖2.
Proof. (i) By the the optimality condition of y-subproblem we have
αBT(Axk +Byk + b) +BTzk−1 − wk = 0
which together with the z-iterate Axk +Byk + b = 1αβ (z
k − zk−1) we obtain the result.
(ii) By A3 and the z iterate of the GADMM algorithm we have ∆zk+1 ∈ Im(B), thus
λB
TB
++ ‖∆zk+1‖2 ≤ ‖BT∆zk+1‖2. Part (i) follows BT∆zk+1 = β∆wk+1 + (1 − β)BT∆zk and
equivalently
BT∆zk+1 = ρ(β)
(β∆wk+1
ρ(β)
)
+ |1− β|
(
sign(1− β)BT∆zk
)
,
where sign(λ) = 1 if λ ≥ 0 and sign(λ) = −1 if λ < 0. By ρ(β) + |1− β| = 1 and the convexity
of ‖ · ‖2 we have
‖BT∆zk+1‖2 ≤ β
2
ρ(β)
‖∆wk+1‖2 + |1− β|‖BT∆zk‖2. (12)
This also follows that
ρ(β)λB
TB
++ ‖∆zk+1‖2 ≤ ρ(β)‖BT∆zk+1‖2
≤ β
2
ρ(β)
‖∆wk+1‖2 + |1− β|‖BT∆zk‖2 − |1− β|‖BT∆zk+1‖2.
Rearrange this to obtain
‖∆zk+1‖2 ≤ β
2
ρ(β)2λB
TB
++
‖∆wk+1‖2 + |1− β|
ρ(β)λB
TB
++
‖BT∆zk‖2 − |1− β|
ρ(β)λB
TB
++
‖BT∆zk+1‖2. (13)
By the optimality condition of y subproblem we have
∆wk+1 = −P∆yk+1 + P∆yk +∇h(yk)−∇h(yk+1).
By ‖a+ b‖2 ≤ 2‖a‖2 + 2‖b‖2 and the fact that ∇h has Lh Lipschitz gradients we obtain
‖∆wk+1‖2 ≤ 2(‖P‖+ Lh)2‖∆yk+1‖2 + 2‖P‖2‖∆yk‖2.
Exploit this in (13) to get
‖∆zk+1‖2 ≤ 2β
2(‖P‖+ Lh)2
ρ(β)2λB
TB
++
‖∆yk+1‖2 + 2β
2‖P‖2
ρ(β)2λB
TB
++
‖∆yk‖2
+
|1− β|
ρ(β)λB
TB
++
‖BT∆zk‖2 − |1− β|
ρ(β)λB
TB
++
‖BT∆zk+1‖2.
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We divide both sides by αβ to get
1
αβ
∥∥∥∆zk+1∥∥∥2 ≤ θ1∥∥∥∆yk+1∥∥∥2 + θ0‖∆yk‖2 + γ0∥∥∥BT∆zk∥∥∥2 − γ0∥∥∥BT∆zk+1∥∥∥2.
(iii). By part (i) we have βBTzk+1 = βwk+1 + (1− β)BT(zk − zk+1) which can be written
equivalently as follows
βBTzk+1 = ρ(β) · βw
k+1
ρ(β)
+ |1− β| · sign(1− β)BT(zk − zk+1).
By ρ(β) + |1− β| = 1 and the convexity of ‖ · ‖2 we get
β2λB
TB
++ ‖zk+1‖2 ≤ β2‖BTzk+1‖2
≤ ρ(β) ·
∥∥∥βwk+1
ρ(β)
∥∥∥2 + |1− β|‖BT∆zk+1‖2.
Simplify and rearrange to get
‖zk+1‖2 ≤ 1
ρ(β)λB
TB
++
‖wk+1‖2 + |1− β|
β2λB
TB
++
‖BT∆zk+1‖2.
Exploit ‖wk+1‖2 ≤ 2‖P‖2‖∆yk+1‖2 + 2‖∇h(yk+1)‖2 to obtain
‖zk+1‖2 ≤ 2‖P‖
2
ρ(β)λB
TB
++
‖∆yk+1‖2 + 2
ρ(β)λB
TB
++
‖∇h(yk+1)‖2 + |1− β|
β2λB
TB
++
‖BT∆zk+1‖2.
Divide both sides by 2α to obtaing
1
2α
‖zk+1‖2 ≤ %‖P‖2‖∆yk+1‖2 + %‖∇h(yk+1)‖2 + γ1‖BT∆zk+1‖2.
This concludes the proof. 
Lemma 5 (change of Lα during each variable update) Suppose that A1-A5 hold. The
iterates in GADMM algorithm satisfy
(i) Lα(xk+1<i , xki , xk>i, yk, zk) − Lα(xk+1<i , xk+1i , xk>i, yk, zk) ≥ 12τi‖∆xk+1i ‖2 where τi > 0 and
defined by
τi :=
{
qi, Qi  qiIni
αη − i, Qi = 0,
where qi > 0, η > 0, i ≥ 0, all defined in A4 and A5.
(ii) Lα(xk+1, yk, zk)− Lα(xk+1, yk+1, zk) ≥ 12 (αη + 2λmin(P )− Lh)‖∆yk+1‖2;
(iii) Lα(xk+1, yk+1, zk)− Lα(xk+1, yk+1, zk+1) = − 1αβ ‖∆zk+1‖2.
Proof. (i) Let k ∈ Z+ and i ∈ {1, . . . , p} be fixed. If there exists a qi > 0 such that
Qi  qiIni , then by the xi minimization subproblem we have
Lα(xk+1<i , xk+1i , xk>i, yk, zk) + ‖∆xk+1i ‖2Qi ≤ Lα(xk+1<i , xki , xk>i, yk, zk).
Thus this follows that
Lα(xk+1<i , xki , xk>i, yk, zk)− Lα(xk+1<i , xk+1i , xk>i, yk, zk) ≥ qi‖∆xk+1i ‖2.
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Next let’s assume that Qi is a zero matrix. By the optimality condition of xi-sub-minimization
problem we have d¯i ∈ ∂fi(xk+1i ) where
d¯i := −ATi zk − αATi
(
A<ix
k+1
<i +Aix
k+1
i +A>ix
k
>i +By
k + b
)
.
By this we then have
Lα(xk+1<i , xki , xk>i, yk, zk)− Lα(xk+1<i , xk+1i , xk>i, yk, zk)
= fi(x
k
i )− fi(xk+1i ) + α2 ‖Ai∆xk+1i ‖2 − 〈d¯i,∆xk+1i 〉
≥ α2 ‖Ai∆xk+1i ‖2 − i2 ‖∆xk+1i ‖2 ≥ αη−i2 ‖∆xk+1i ‖2.
(ii) Let k ≥ 0 be fixed. From the optimality condition of y minimization problem we have
∇h(yk+1) + αBT(Axk+1 +Byk+1 + b) +BTzk + P∆yk+1 = 0.
Multiply this equation by ∆yk+1 and rearrange to obtain
−α〈BT(Axk+1 +Byk+1 + b),∆yk+1〉− 〈BTzk,∆yk+1〉 = 〈∇h(yk+1),∆yk+1〉+ ‖∆yk+1‖2P . (14)
By this and the fact that h(y) is Lh Lipschitz continuous we then get
Lα(xk+1, yk, zk)− Lα(xk+1, yk+1, zk)
= h(yk)− h(yk+1) + α2 ‖Axk+1 +Byk + b‖2 − α2 ‖Axk+1 +Byk+1 + b‖2 − 〈BTzk,∆yk+1〉
= h(yk)− h(yk+1) + α2 ‖B∆yk+1‖2 − α〈∆yk+1, BT(Axk+1 +Byk+1 + b)〉 − 〈BTzk,∆yk+1〉
= h(yk)− h(yk+1) + 〈∇h(yk+1),∆yk+1〉+ ‖∆yk+1‖2P + α2 ‖B∆yk+1‖2
≥ ‖∆yk+1‖2P + α2 ‖B∆yk+1‖2 − Lh2 ‖∆yk+1‖2
≥ 12 (αη + 2λmin(P )− Lh)‖∆yk+1‖2.
(iii) By the z iterate of the algorithm we obtain
Lα(xk+1, yk+1, zk)− Lα(xk+1, yk+1, zk+1)
= 〈zk − zk+1,Axk+1 +Byk+1 + b〉 = − 1αβ ‖∆zk+1‖2.
That completes the proof. 
Lemma 6 (change of Lα during after each iteration) We assume that A1-A5 hold. The
iterates in GADMM algorithm satisfy
Lα(xk+1, yk+1, zk+1)+ 12 ∑pi=1 τi‖∆xk+1i ‖2 + 12(αη + 2λmin(P )− Lh − 20θ1)‖∆yk+1‖2
+
0 − 1
αβ
∥∥∆zk+1∥∥2 + 0γ0∥∥BT∆zk+1∥∥2 ≤ Lα(xk, yk, zk)+ 0γ0∥∥BT∆zk∥∥2 + 0θ0∥∥∆yk∥∥2, (15)
where 0 > 1and θ0, θ1, γ0 are defined in Lemma 4.
Proof. By Lemma 5 we have
Lα(xk+1, yk+1, zk+1) = Lα(xk+1, yk+1, zk) + 1αβ ‖∆zk+1‖2
≤ Lα(xk+1, yk, zk) + 1αβ ‖∆zk+1‖2 − 12
(
αη + 2λmin(P )− Lh
)‖∆yk+1‖2
≤ Lα(xk, yk, zk) + 1αβ ‖∆zk+1‖2 − 12
(
αη + 2λmin(P )− Lh
)‖∆yk+1‖2
− 12
∑p
i=1 τi‖∆xk+1i ‖2.
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By Lemma 4 for 0 > 1 we have
0
αβ
‖∆zk+1‖2 ≤ 0θ1‖∆yk+1‖2 + 0θ0‖∆yk‖2 + 0γ0‖BT∆zk‖2 − 0γ0‖BT∆zk+1‖2.
Add this to the latter inequality and rearrange to obtain (15). 
Lemma 7 (modified Lα : L¯) Suppose that A1-A5 hold. The function L¯ : Rn × Rq × Rm ×
Rq × Rm → (−∞,+∞] defined by
L¯(x, y, z, y′, z′) = Lα(x, y, z) + 0γ0‖BT(z − z′)‖2 + 0θ0‖y − y′‖2 (16)
where 0 > 1,γ0, θ0 are given in Lemma 4, and
L¯k := L¯(xk, yk, zk, yk−1, zk−1) = Lα(xk, yk, zk) + 0γ0‖BT∆zk‖2 + 0θ0‖∆yk‖2 (17)
at (xk, yk, zk). Then the following assertions hold.
(i) If α > 0, β ∈ (0, 2), 0 > 1 are chosen such that
σ := min
{{τi
2
}p
i=1
,
αη + 2λmin(P )− Lh − 20(θ0 + θ1)
2
,
0 − 1
αβ
}
> 0, (18)
where τi and θ1 are defined in Lemma 5. Then
L¯k+1 + σ
[ p∑
i=1
‖∆xk+1i ‖2 + ‖∆yk+1‖2 + ‖∆zk+1‖2
] ≤ L¯k. (19)
(ii) If the sequence {xk, yk, zk}k≥0 generated by the GADMM is bounded then L¯k is bounded
from below for all k ∈ N and converges as k →∞.
Proof. (i) By (15) and (17) we obtain
L¯k+1+1
2
p∑
i=1
τi‖∆xk+1i ‖2+
αη + 2λmin(P )− Lh − 20(θ0 + θ1)
2
‖∆yk+1‖2+0 − 1
αβ
∥∥∆zk+1∥∥2 ≤ L¯k.
By letting σ > 0 as (18) we obtain (19).
(ii) If {xk, yk, zk}k≥0 is a bounded sequence, then ‖BT∆zk‖2 + ‖∆yk‖2 is also bounded,
and bounded from below by zero. Hence we only need to show that Lα(xk, yk, zk) is bounded.
By the boundedness of {(xk, yk, zk)}k≥0, the terms 〈zk,Axk +Byk + b〉 and ‖Axk +Byk + b‖2
are bounded. By A1 the function fi, i = 1, . . . , p are coercive, since {xk}k≥0 is bounded, then
{fi(xki )}k≥0 is bounded for i = 1, . . . , p. By A1 again, the function h is bounded from below.
Thus, {Lα(xk, yk, zk)}k≥0 is bounded from below.
Since {L¯k}k≥1 is bounded from below and by part (i) it is monotonically decreasing then we
conclude that {L¯k}k≥1 it converges. 
Lemma 8 (bounded sequence) Suppose that A1-A5 hold, and the parameters α > 0, β ∈
(0, 2), 0 > 1 are chosen such that (18) holds, i.e., σ > 0. Then the sequence {xk, yk, zk}k≥0
generated by the GADMM algorithm is bounded, and it satisfies
lim
k→∞
‖∆xk1‖ = · · · = lim
k→∞
‖∆xkp‖ = lim
k→∞
‖∆yk‖ = lim
k→∞
‖∆zk‖ = 0.
Proof. Let {(xk, yk, zk)}k≥0 be a sequence generated by the GADMM algorithm. Since by the
assumption σ > 0, then by Lemma 7 (i) the sequence {L¯k}k≥1 defined in (17) is monotonically
decreasing, and hence it is upper bounded by L¯1 = L¯(x1, y1, z1, y0, z0). This follows that∑p
i=1 f(x
k
i ) + h(y
k) + α2 ‖Axk +Byk + α−1zk + b‖2 − 12α‖zk‖2
+σ
∑p
i=1 ‖∆xki ‖2 + σ‖∆zk‖2 + (σ + 0θ0)‖∆yk‖2 + 0γ0‖BT∆zk‖2 ≤ L¯1
(20)
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for all k ∈ Z+. By Lemma 4 (iii) the latter result leads to∑p
i=1 f(x
k
i ) +
α
2 ‖Axk +Byk + α−1zk + b‖2 + r1‖∆yk‖2
+σ
∑p
i=1 ‖∆xk‖2 + r2‖BT∆zk‖2 + σ‖∆zk‖2 ≤ L¯1 − infy
{
h(y)− ϑ‖∇h(y)‖2
}
,
(21)
where r1 := 0θ0 +σ−‖P‖2ϑ > 0 and r2 := 0γ0− γ1 > 0. By A2, h is Lh Lipschitz continuous
then for any k ≥ 1 and δ > 0 we have
h
(
yk − δ∇h(yk)
)
≤ h(yk)−
(
δ − Lhδ
2
2
)
‖∇h(yk)‖2.
Since h is bounded from below then
−∞ < inf{h(y)−
(
δ − Lhδ
2
2
)
‖∇h(y)‖2 : y ∈ Rq}. (22)
We choose δ > 0 such that ϑ = δ − Lhδ22 . By (22), then the right hand side of (21) is finite and
it yileds
p∑
i=1
f(xki ) + ‖Axk +Byk + α−1zk + b‖2 + ‖∆yk‖2 + ‖∆zk‖2 < +∞. (23)
By A1, the functions fi, i = 1, . . . , p are coercive. Since
∑p
i=1 f(x
k
i ) < +∞, then the sequence
{xki }k≥0 is bounded for i = 1, . . . , p, and so are {xk}k≥0 and {Axk}k≥0.
By the z iterate of GADMM we have
Byk =
1
αβ
∆zk −Axk − b.
By (23), {∆zk}k≥0 is bounded. By A4, BTB is symmetric and positive definite hence invertible.
Thus {yk}k≥0 is bounded. Finally, since {Axk + Byk + 1αzk}k≥0 is bounded by (23) and Axk
and Byk are bounded, so {zk}k≥0 is then bounded.
Summing up (19) for k = 1, . . . ,K − 1, K ≥ 2 gives
K∑
k=1
{ p∑
i=1
‖∆xki ‖2 + ‖∆yk‖2 + ‖∆zk‖2
}
≤ 1
σ
(L¯1 − L¯K).
Since {(xk, yk, zk)}k≥0 is bounded, by Lemma 7 (ii) the right hand side is finite for any K. We
let K approach to infinity to obtain
∞∑
k=1
{ p∑
i=1
‖∆xki ‖2 + ‖∆yk‖2 + ‖∆zk‖2
}
<
1
σ
(L¯1 − inf
k≥1
L¯k) < +∞.
This follows that
lim
k→∞
( p∑
i=1
‖∆xki ‖2 + ‖∆yk‖2 + ‖∆zk‖2
)
= 0,
and consequently
lim
k→∞
‖∆xk1‖ = · · · = lim
k→∞
‖∆xkp‖ = lim
k→∞
‖∆yk‖ = lim
k→∞
‖∆zk‖ = 0. 
Lemma 9 Suppose that A1-A5 hold. If (x∗, y∗, z∗) ∈ ω({(xk, yk, zk)}k≥0), then
L¯(x∗, y∗, z∗, y∗, z∗) = Lα(x∗, y∗, z∗) =
p∑
i=1
fi(x
∗
i ) + h(y
∗).
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Proof. Let (x∗, y∗, z∗) ∈ ω({(xk, yk, zk)}k≥0), then there exists a subsequence {(xkj , ykj , zkj )}j≥0
of the sequence (xk, yk, zk)}k≥0 generated by the GADMM algorithm such that
lim
j→∞
(xkj , ykj , zkj ) = (x∗, y∗, z∗).
Clearly limj→∞ ‖∆ykj‖ = ‖BT∆zkj‖ = 0. This, together with Lemma 2 and Lemma 3 give
lim
j→∞
L¯kj = lim
j→∞
Lα(xkj , ykj , zkj ) = Lα(x∗, y∗, z∗)
=
p∑
i=1
fi(x
∗
i ) + h(y
∗) = L¯(x∗, y∗, z∗, y∗, z∗). 
Lemma 10 (subgradient bound for L¯k) Let {(xk, yk, zk)}k≥0 be a sequence generated by
the GADMM algorithm and assume that
({dkxi}pi=1, dky , dkz) ∈ ∂Lα(xk, yk, zk). Then
sk :=
(
{skxi}pi=1, sky , skz , sky′ , skz′
)
∈ ∂L¯(xk, yk, zk, yk−1, zk−1), k ≥ 1
where skxi := d
k
xi , i = 1, . . . , p, s
k
y := d
k
y+20θ0∆y
k, skz := d
k
z+20γ0BB
T∆zk, sky′ := −20θ0∆yk,
skz′ := −20γ0BBT∆zk, and 0 > 1, and θ0 and γ0 are defined in Lemma 4. Moreover,
|||sk||| ≤ ρ˜
( p∑
i=1
‖∆xki ‖+ ‖∆yk‖+ ‖∆zk‖
)
, (24)
where
ρ˜ := max
{
‖Q‖+ ‖A‖2, ‖P‖+ α‖A‖‖B‖+ 40θ0, ‖A‖+ ‖B‖+ 40γ0‖B‖2 + 1
αβ
}
, (25)
and ‖Q and ‖A‖ are defined in Lemma 1.
Proof. Let k ≥ 1 be fixed. We let ({dkxi}pi=1, dky , dkz) ∈ ∂Lα(xk, yk, zk). By taking partial
derivatives of L¯ with respect to x, y, z, y′, z′ and evaluating them at (xk, yk, zk, yk−1, zk−1) we
obtain
∂xiL¯(xk, yk, zk, yk−1, zk−1) = ∂xiLα(xk, yk, zk) 3 dkxi , i = 1, . . . , p;
∇yL¯(xk, yk, zk, yk−1, zk−1) = ∇yLα(xk, yk, zk) + 20θ0∆yk = dky + 20θ0∆yk;
∇zL¯(xk, yk, zk, yk−1, zk−1) = ∇zLα(xk, yk, zk) + 20γ0BBT∆zk = dkz + 20γ0BBT∆zk;
∇y′L¯(xk, yk, zk, yk−1, zk−1) = −20θ0∆yk;
∇z′L¯(xk, yk, zk, yk−1, zk−1) = −20γ0BBT∆zk.
These equations follow that
sk =

skx1
...
skxp
sky
skz
sky′
skz′

=

dkx1
...
dkxp
dky + 20θ0∆y
k
dkz + 20γ0BB
T∆zk
−20θ0∆yk
−20γ0BBT∆zk

∈ ∂L¯(xk, yk, zk, yk−1, zk−1).
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By the triangle inequality we have
‖sky‖ ≤ ‖dky‖+ 20θ0‖∆yk‖, ‖skz‖ ≤ ‖dkz‖+ 20γ0‖B‖2‖∆zk‖,
‖sky′‖ ≤ 20θ0‖∆yk‖, ‖skz‖ ≤ 20γ0‖B‖2‖∆zk‖.
Thus
|||sk||| ≤
p∑
i=1
‖skxi‖+ ‖sky‖+ ‖skz‖+ ‖sky′‖+ ‖skz‖
≤
p∑
i=1
‖dkxi‖+ ‖dky‖+ ‖dkz‖+ 40θ0‖∆yk‖+ 40γ0‖B‖2‖∆zk‖.
By (10) in the proof of Lemma 1, we have
|||sk||| ≤
(
‖Q‖+ ‖A‖2
) p∑
i=1
‖∆xki ‖
+
(
‖P‖+ α‖A‖‖B‖+ 40θ0
)
‖∆yk‖
+
(
‖A‖+ ‖B‖+ 40γ0‖B‖2 + 1
αβ
)
‖∆zk‖
≤ ρ˜
( p∑
i=1
‖∆xki ‖+ ‖∆yk‖+ ‖∆zk‖
)
.
This completes the proof. 
Lemma 11 If {(xk, yk, zk)}k≥0 is a sequence generated by the GADMM algorithm. Denote
Ω := ω
(
{(xk, yk, zk, yk−1, zk−1)}k≥1
)
.
Then the following statements are true
(i) Ω is nonempty, connected, and compact.
(ii) Ω ⊆ {(x∗, y∗, z∗, y∗, z∗) ∈ Rn × Rq × Rm × Rq × Rm : (x∗, y∗, z∗) ∈ crit(Lα)}
(iii) limk→∞ dist
[
(xk, yk, zk, yk−1, xk−1),Ω
]
= 0.
(iv) The sequences {L¯k}k≥1, {L¯α(xk, yk, zk)}k≥0, and {
∑p
i=1 fi(x
k
i )+h(y
k)}k≥0 approaches to
the same limit on Ω.
Proof. These results follow from Lemmas 7, 8, 9. Thus we omit the proof. 
3 Main Results
In this section, we derive the convergence and convergence rate of the GADMM algorithm. The
results will be develop under the powerful K L and Lojasewics conditions (see Subsection 1.5.)
Theorem 1 (convergence) Suppose that A1-A5 hold, and the algorithm’s parameters are
chosen such that σ defined in (18) is positive. Let the sequence {(xk, yk, zk)}k≥0 generated by
the GADMM algorithm be bounded, and L¯(x, y, z, y′, z′) satisfies the K L property on
Ω := ω
({
(xk, yk, zk, yk−1, zk−1)
}
k≥1
)
,
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that is, for every v∗ := (x∗, y∗, z∗, y∗, z∗) ∈ Ω there exists  > 0, η ∈ [0,+∞), and a function
ψ ∈ Ψη such that for any v := (x, y, z, y′, z′) ∈ S, where S is defined by
S :=
{
v ∈ Rn × Rm × Rp × Rm × Rp : dist(v,Ω) < } ∩ [L¯(v∗) < L¯ < L¯(v∗) + η], (26)
it holds
ψ′
(
L¯(v)− L¯(v∗)
)
· dist(0, ∂L¯(v)) ≥ 1. (27)
Then {uk}k≥0 := {(xk, yk, zk)}k≥0 satisfies
∞∑
k=1
|||∆uk||| ≤
∞∑
k=1
{ p∑
i=1
‖∆xki ‖+ ‖∆yk‖+ ‖∆zk‖
}
< +∞,
and consequently converges to a stationary point of (2).
Proof. We let σ > 0. By Lemma 7 the sequence {L¯k}k≥1 is monotonically decreasing and
converges. Let L¯∗ := limk→∞ L¯k. Then the error sequence ek := L¯k−L¯∗, k ≥ 1 is non-negative,
monotonically decreasing, and converges to 0. We consider two cases.
Case 1: let assume that there is a k1 ∈ Z+ such that ek1 = 0. Since {ek}k≥1 is monotonically
decreasing, this follows that ek = 0 for all k ≥ k1. Thus by Lemma 7(i)
p∑
i=1
‖∆xk+1i ‖2 + ‖∆yk+1‖2 + ‖∆zk+1‖2 ≤
1
σ
(ek − ek+1) = 0, ∀k ≥ k1.
Hence as {(xk, yk, zk)}k≥0 is a bounded sequence then
∞∑
k=1
{ p∑
i=1
‖∆xki ‖+ ‖∆yk‖+ ‖∆zk‖
}
=
k1∑
k=1
{ p∑
i=1
‖∆xki ‖+ ‖∆yk‖+ ‖∆zk‖
}
is bounded.
Case 2: We let ek > 0 for all k ≥ 1. By Lemma 7(i) we have
p∑
i=1
‖∆xk+1i ‖2 + ‖∆yk+1‖2 + ‖∆zk+1‖2 ≤
1
σ
(ek − ek+1), ∀k ≥ 1. (28)
By Lemma 11, Ω is nonempty, compact, and connected, and L¯ takes on a constant value L¯∗
on Ω. By the assumption, L¯ is a K L function. Given  > 0 and η > 0, since L¯k ↘ L¯∗ as
k → ∞, then there exists k1 ≥ 1 such that L¯∗ < L¯k < L¯∗ + η for all k ≥ k1. We also have
limk→∞ dist
[
(xk, yk, zk, yk−1, xk−1),Ω
]
= 0 by Lemma 11, thus there exists k2 ≥ 1 such that
for all k ≥ k2 it holds
dist
[
(xk, yk, zk, yk−1, xk−1),Ω
]
< .
We choose k˜ := max{k1, k2, 3}, then (xk, yk, zk, yk−1, xk−1) ∈ S for all k ≥ k˜ and
ψ′(L¯k − L¯∗) · dist
(
0, ∂L¯k
)
≥ 1,
or equivalently
ψ′(ek) · dist
(
0, ∂L¯k
)
≥ 1. (29)
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Multiply both sides of this inequality by |||∆uk+1|||2 to get
ψ′(ek) · dist
(
0, ∂L¯k
)
|||∆uk+1|||2 ≥ |||∆uk+1|||2, (30)
where |||∆uk|||2 = ∑pi=1 ‖∆xki ‖2 + ‖∆yk‖2 + ‖∆zk‖2.
By (28), (30) leads to
1
σ
ψ′(ek)(ek − ek+1) · dist
(
0, ∂L¯k
)
≥ |||∆uk+1|||2. (31)
By the concavity of ψ, ψ(ek)− ψ(ek+1) ≥ ψ′(ek)(ek − ek+1), hence
|||∆uk+1|||2 ≤ 1
σ
(
ψ(ek)− ψ(ek+1)
) · dist(0, ∂L¯k). (32)
By the arithmetic mean-geometric mean inequality, for any γ > 0 we have√
1
σ
(
ψ(ek)− ψ(ek+1)
) · dist(0, ∂L¯k) ≤ γ
2σ
(
ψ(ek)− ψ(ek+1)
)
+
1
2γ
dist(0, ∂L¯k). (33)
Moreover,
1√
p+ 2
( p∑
i=1
‖∆xk+1i ‖+ ‖∆yk+1‖+ ‖∆zk+1‖
)
≤ |||∆uk+1|||. (34)
Thus (32), (33), and (34) give rise to
p∑
i=1
‖∆xk+1i ‖+ ‖∆yk+1‖+ ‖∆zk+1‖ ≤
γ
√
p+ 2
2σ
(
ψ(ek)− ψ(ek+1)
)
+
√
p+ 2
2γ
dist(0, ∂L¯k). (35)
Note that dist(0, ∂L¯k) = |||sk|||, where sk ∈ ∂L¯k defined in Lemma 10, hence
p∑
i=1
‖∆xk+1i ‖+ ‖∆yk+1‖+ ‖∆zk+1‖
≤ γ
√
p+ 2
2σ
(
ψ(ek)− ψ(ek+1)
)
+
ρ˜
√
p+ 2
2γ
( p∑
i=1
‖∆xki ‖+ ‖∆yk‖+ ‖∆zk‖
)
.
(36)
For any K ≥ k ≥ k, the following identity holds
K∑
k=k
‖∆wk‖ =
K∑
k=k
‖∆wk+1‖+ ‖∆wk‖ − ‖∆wK+1‖.
Choose γ > 0 large enough such that 2γ > ρ˜
√
p+ 2. Let δ0 = 1− ρ˜
√
p+2
2γ > 0. Summing up (36)
from k = k ≥ k˜ to K ≥ k leads to
K∑
k=k
{ p∑
i=1
‖∆xk+1i ‖+ ‖∆yk+1‖+ ‖∆zk+1‖
}
≤ δ1
(
ψ(ek)− ψ(eK+1)
)
+δ2
( p∑
i=1
‖∆xki ‖+ ‖∆yk‖+ ‖∆zk‖
)
−δ2
( p∑
i=1
‖∆xK+1i ‖+ ‖∆yK+1‖+ ‖∆zK+1‖
)
,
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where δ1 := γ
√
p+ 2/2σδ0 and δ2 = ρ˜
√
p+ 2/2γδ0. Recall that ek is monotonically decreasing
and ψ′ > 0, therefore∑K
k=k
{∑p
i=1 ‖∆xk+1i ‖+ ‖∆yk+1‖+ ‖∆zk+1‖
}
≤ δ1ψ(ek) + δ2
(∑p
i=1 ‖∆xki ‖+ ‖∆yk‖+ ‖∆zk‖
)
.
The right hand side of this inequality is bounded for any K ≥ k, we let K →∞ to obtain
∞∑
k=k
( p∑
i=1
‖∆xk+1i ‖+ ‖∆yk+1‖+ ‖∆zk+1‖
)
≤ δ1ψ(ek) + δ2
( p∑
i=1
‖∆xki ‖+ ‖∆yk‖+ ‖∆zk‖
)
. (37)
Then (37) together with the fact that {(xk, yk, zk)}k≥0 is bounded gives
∞∑
k=0
{ p∑
i=1
‖∆xk+1i ‖+ ‖∆yk+1‖+ ‖∆zk+1‖
}
< +∞. (38)
For any p, q,K ∈ Z+ where q ≥ p we have
|||uq − up||| = |||
q−1∑
k=p
∆uk+1||| ≤
q−1∑
k=p
|||∆uk+1||| ≤
∞∑
k=1
|||∆uk+1|||.
Since by (38) the right hand side is finite then
∞∑
k=1
|||∆uk+1||| ≤
∞∑
k=0
{ p∑
i=1
‖∆xk+1i ‖+ ‖∆yk+1‖+ ‖∆zk+1‖
}
< +∞.
This implies that {uk}k≥0 = {(x, yk, zk)}k≥0 is a Cauchy sequence. By Lemma 3 it converges
to a stationary point. 
Theorem 2 (Convergence rate of L¯k under the  Lojasiewicz property) Suppose that
A1-A5 hold and the algorithm’s parameters are chosen such that σ defined in (18) is positive.
Let u∗ := (x∗, y∗, z∗) be the unique limit point of the sequence {(xk, yk, zk)}k≥0, generated by
the GADMM method and L¯ satisfies the  Lojasiewicz property at v∗ := (x∗, y∗, z∗, y∗, z∗), that
is, there exists an exponent θ ∈ [0, 1), c > 0, and  > 0 such that for all v := (x, y, z, y′, z′) that
dist(v, v∗) <  → |L¯(v)− L¯(v∗)|θ ≤ c dist(0, ∂L¯(v)). (39)
If L¯k ↘ L¯∗ := L¯(v∗) as k →∞, and ek := L¯k − L¯∗, then there exists α¯ > 0 and K ∈ Z+ such
that
α¯e2θk ≤ ek−1 − ek, ∀k ≥ K. (40)
Moreover, the following statements hold true.
(i) if θ = 0, then ek converges to zero in a finite number of iterations.
(ii) if θ ∈ (0, 1/2], then for all k ≥ K it holds
ek ≤ max{ei : 1 ≤ i ≤ K}
(1 + α¯e2θ−1K )k−K
,
(iii) if θ ∈ (1/2, 1) then there is a µ > 0 such that for all k ≥ K it holds
ek ≤
(
µ(k −K + 1) + e1−2θK−1
) 1
1−2θ
.
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Proof. Let k ≥ 1 fixed. Let sk ∈ ∂L¯k, then by Lemma 10 we have
1
ρ˜2(p+ 2)
|||sk|||2 ≤
p∑
i=1
‖∆xki ‖2 + ‖∆yk‖2 + ‖∆zk‖2. (41)
Since σ > 0, by Lemma 7 (i) we have
p∑
i=1
‖∆xki ‖2 + ‖∆yk‖2 + ‖∆zk‖2 ≤
1
σ
(ek−1 − ek). (42)
Combining (41) and (42) leads to
1
(p+ 2)ρ˜2
|||sk|||2 ≤ 1
σ
(ek−1 − ek). (43)
Let  > 0, θ ∈ [0, 1), and c > 0 be given the Lojasiewicz parameters of L¯ at the point v∗. Since
vk converges to v∗ there exists a k1 ≥ 1 such that dist(vk, v∗) < . The sequence {L¯k}k≥1 is
monotonically decreasing and converges to L¯∗, hence there exists k2 ≥ 1 such that for all k ≥ k2
it holds |L¯k − L¯∗|θ ≤ c dist(0, ∂L¯k), or equivalently e2θk ≤ c2 |||sk|||2. This together (43) yields
(40) with K = max{k1, k2} and α¯ = σ/(p+ 2)c2ρ˜2.
(i) Let θ = 0. If ek > 0 for k ≥ K we would have α¯ ≤ ek−1 − ek, which as k approaches to
infinity we have 0 < α¯ ≤ 0 which leads to a contradiction. Hence ek = 0 for all k ≥ K. This
implies that there must be a k˜ ≤ K such that ek = 0 for all k ≥ k˜.
(ii) Let θ ∈ (0, 12 ]. The sequence {ek}k≥1 is monotonically decreasing and since 2θ − 1 < 0
then by (40) for all k ≥ K it holds
α¯e2θ−1K ek ≤ e2θk ≤ ek−1 − ek.
We rearrange this to obtain
ek ≤ ek−1
1 + α¯e2θ−1K
≤ ek−2
(1 + α¯e2θ−1K )2
≤ · · · ≤ eK
(1 + α¯e2θ−1K )k−K
.
Hence
ek ≤ max{ei : 0 ≤ i ≤ K}
(1 + α¯e2θ−1K )k−K
, k ≥ K.
(iii) Now let θ ∈ (1/2, 1). By rearranging (40) we obtain
α¯ ≤ (ek−1 − ek)e−2θk , ∀k ≥ K (44)
We let h : R+ → R defined by h(s) = s−2θ for s ∈ R+. Clearly, h is monotonically decreasing as
h′(s) = −2θs−(1+2θ) < 0 which follows that h(ek−1) ≤ h(ek) for all k ≥ 1 as ek is monotonically
decreasing. We consider two cases. First, let r0 ∈ (1,+∞) such that h(ek) ≤ r0h(ek−1), for all
k ≥ K. Hence, by (44) we obtain
α¯ ≤ r0(ek−1 − ek)h(ek−1) ≤ r0h(ek−1)
∫ ek−1
ek
1ds
≤ r0
∫ ek−1
ek
h(s)ds
= r0
∫ ek−1
ek
s−2θds
=
r0
1− 2θ
(
e1−2θk−1 − e1−2θk
)
.
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Rearrange to get 0 < α¯(2θ−1)r0 ≤ e
1−2θ
k − e1−2θk−1 . Setting µˆ = α¯(2θ−1)r0 > 0 and ν := 1− 2θ < 0 one
then can obtain
0 < µˆ < eνk − eνk−1, ∀k ≥ K. (45)
Next, we let h(ek) ≥ r0h(ek−1). This immediately follows that r−10 e2θk−1 ≥ e2θk . We raise both
sides to the power 1/2θ and set q := r
− 12θ
0 ∈ (0, 1) leads to qek−1 ≥ ek. Since ν = 1 − 2θ < 0,
then qνeνk−1 ≤ eνk, and hence
(qν − 1)eνk−1 ≤ eνk − eνk−1.
By the fact that qν − 1 > 0 and ep → 0+ as p→∞, there exists µ¯ such that (qν − 1)eνk−1 > µ¯
for all k ≥ K. Therefore we obtain
0 < µ¯ ≤ eνk − eνk−1. (46)
Choose µ = min{µˆ, µ¯} > 0, one can combine (45) and (46) to obtain
0 < µ ≤ eνk − eνk−1, ∀k ≥ K.
Summing this inequality from K to some k ≥ K gives µ(k −K + 1) + eνK−1 ≤ eνk. Thus
ek ≤ (µ(k −K + 1) + eνK−1)
1
ν =
(
µ(k −K + 1) + e1−2θK−1
) 1
1−2θ
.
This concludes the proof. 
Theorem 3 (convergence rate of sequence) Suppose that A1-A5 hold and the algorithm’s
parameters are chosen such that σ defined in (18) is positive. Let u∗ := (x∗, y∗, z∗) be the unique
limit point of the sequence {uk}k≥0 := {(xk, yk, zk)}k≥0 generated by the GADMM method. In
addition, let L¯ satisfy the K L property at v∗ := (x∗, y∗, z∗, y∗, z∗), that is, there exists  > 0,
η ∈ [0,+∞), and a function ψ ∈ Ψη such that for any v := (x, y, z, y′, z′) belongs to the
intersection {
v : dist(v, v∗) < } ∩ [L¯∗ < L¯ < L¯∗ + η], (47)
where L¯∗ := L¯(v∗) = limk→∞ L¯k, it holds
ψ′
(
L¯(v)− L¯∗
)
· dist(0, ∂L¯(v)) ≥ 1. (48)
Then there exists a K ∈ Z+ such that for all k ≥ K ≥ 2 it holds
|||uk − u∗||| ≤ c max{ψ(ek−1),√ek−1}, (49)
where ek := L¯k − L¯∗. Moreover, if ψ : [0, η) → [0,+∞) is defined by ψ(s) = s1−θ, where
θ ∈ [0, 1) then the following rates are obtained.
(i) If θ = 0, then uk converges to u∗ in a finite number of iterations.
(ii) If θ ∈ (0, 1/2], then for all k ≥ K it holds
|||uk − u∗||| ≤ max{
√
ei : 1 ≤ i ≤ K}(√
1 + α¯e2θ−1K
)k−K
where α¯ = σ/(p+ 2)(1− θ)2ρ˜2.
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(iii) if θ ∈ (1/2, 1] then for all k ≥ K it holds
|||uk − u∗||| ≤
( 1
µ(k −K + 1) + eK−11−2θ
) 1−θ
2θ−1
.
Proof. Let k ≥ 1 be fixed and σ > 0. By Lemma 7, {L¯k}k≥1 is monotonically decreasing
and so is {ek}k≥1, and
1
p+ 2
( p∑
i=1
‖∆xki ‖+ ‖∆yk‖+ ‖∆zk‖
)2
≤ 1
σ
(ek−1 − ek) (50)
Let  > 0, η > 0, and ψ ∈ Ψη be given. Since Lk ↘ L¯∗ as k → ∞ and limk→∞ vk = v∗, there
exists a K ∈ Z+ such that for all k ≥ K
dist(vk, v∗) <  and L¯∗ < L¯k < L¯∗ + η.
By the fact that L¯ satisfies the K L property at v∗, we then have
ψ′
(
ek
) · dist(0, ∂L¯k) ≥ 1. (51)
Combining (50) and (51) gives
1
p+ 2
( p∑
i=1
‖∆xk+1i ‖+ ‖∆yk+1‖+ ‖∆zk+1‖
)2
≤ 1
σ
(ek − ek+1)ψ′
(
ek
) · dist(0, ∂L¯k) (52)
Since ψ ∈ Ψη is a concave function, then
1
p+ 2
( p∑
i=1
‖∆xk+1i ‖+ ‖∆yk+1‖+ ‖∆zk+1‖
)2
≤ 1
σ
(
ψ(ek)− ψ(ek+1)
) · dist(0, ∂L¯k). (53)
For any γ > 0, by the arithmetic mean-geometric mean inequality this then follows that
p∑
i=1
‖∆xk+1i ‖+ ‖∆yk+1‖+ ‖∆zk+1‖ ≤
γ(p+ 2)
2σ
(
ψ(ek)− ψ(ek+1)
)
+
1
2γ
dist
(
0, ∂L¯k
)
.
Thus by Lemma 10 we then obtain
p∑
i=1
‖∆xk+1i ‖+ ‖∆yk+1‖+ ‖∆zk+1‖ ≤ γ(p+2)2σ
(
ψ(ek)− ψ(ek+1)
)
+ ρ˜2γ
(∑p
i=1 ‖∆xki ‖+ ‖∆yk‖+ ‖∆zk‖
)
.
(54)
Let γ > 0 large enough such that δ := 1− ρ˜2γ > 0. We sum up the latter inequality over k ≥ K
to get
∞∑
k=K
{ p∑
i=1
‖∆xk+1i ‖+ ‖∆yk+1‖+ ‖∆zk+1‖
}
≤ δˆψ(eK) + δ˜
( p∑
i=1
‖∆xKi ‖+ ‖∆yK‖+ ‖∆zK‖
)
,
where δˆ := γ(p+ 2)/2σδ and δ˜ = ρ˜/2γδ. By the triangle inequality for any k ≥ K then we
have
|||uk − u∗||| ≤
∑
p≥k
|||∆up+1|||
≤
∑
p≥k
{ p∑
i=1
‖∆xp+1i ‖+ ‖∆yp+1‖+ ‖∆zp+1‖
}
≤ δˆψ(ek) + δ˜
( p∑
i=1
‖∆xk‖+ ‖∆yk‖+ ‖∆zk‖
)
.
21
Exploiting (50), the latter inequality leads to
|||uk − u∗||| ≤ δˆψ(ek) + δ˜
√
p+ 2√
σ
√
ek−1 ≤ cmax
{
ψ(ek),
√
ek−1
}
,
where c := max
{
δˆ, δ˜
√
p+2√
σ
}
. Since ψ′(s) > 0 (see Subsection 1.5), and {ek}k≥1 is a deceasing
sequence this leads to
|||uk − u∗||| ≤ cmax
{
ψ(ek−1),
√
ek−1
}
, ∀k ≥ K.
We now let ψ(s) = s1−θ where θ ∈ [0, 1) thus
|||uk − u∗||| ≤ cmax
{
e1−θk−1,
√
ek−1
}
. (55)
Note that ψ′(s) = (1− θ)s−θ and since L¯ satisfies the K L property at v∗, by (51) it holds
eθk ≤ (1− θ)|||sk|||, ∀k ≥ K
where sk ∈ L¯k and |||sk||| = dist(0, ∂L¯k). Thus, e2θk ≤ (1 − θ)2|||sk|||2 together with Lemma 7
(i) we have
α¯e2θk ≤ ek−1 − ek,
where α¯ = σ/(p+ 2)(1− θ)2ρ˜2.
(i) Let θ = 0. Then Theorem 2 (i) gives that {ek}k≥1 goes to zero in a finite numbers of
iterations. Thus by (55), uk must converge to u∗ in a finite numbers of iterations.
(ii) Let θ ∈ (0, 1/2]. Note that max{e1−θk−1,
√
ek−1} = √ek−1. By Theorem 2(ii)
|||uk − u∗||| ≤ max{
√
ei : 1 ≤ i ≤ K}(√
1 + α¯e2θ−1K
)k−K , ∀k ≥ K.
(iii) Let θ ∈ (1/2, 1], then max{e1−θk ,
√
ek−1} = e1−θk . By Theorem 2(iii) we have
|||uk − u∗||| ≤
( 1
µ(k −K + 1) + eK−11−2θ
) 1−θ
2θ−1
.
This completes the proof. 
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