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Abstract
In this work we provide a way to introduce a probability measure
on the space of minimal fillings of finite additive metric spaces as well
as an algorithm for its computation. The values of probability, got
from the analytical solution, coincide with the computer simulation
for the computed cases. Also the built technique makes possible to
find the asymptotic of the ratio for families of graph structures.
1 Introduction
In the middle of the 17th century Pierre de Fermat stated a question, how to
find a point in a plane, such that a sum of the distances to three fixed points
has a minimal value. This point is now called Fermat point of the triangle.
Later on the problem has been generalized and now there are several different
formulations, united under the common name of a Steiner problem.
One of the most common versions of the Steiner problem is the following.
Let X be a finite set of points in a plane. We define a connecting tree T (X)
as a finite set of straight segments, whose set of end points contains X, and
for any pair of points from X there exists one and only one polygonal line
connecting them and built from the chosen segments. For each connecting
tree we can calculate the sum l(T (X)) of the Euclidean lengths of all included
line segments. If there exists such a connecting tree T ∗(X), that for any
connecting tree T (X) the inequality l(T ∗(X)) ≤ l(T (X))) holds, then this
tree is called a (Euclidean) Steiner minimal tree. Unfortunately the Steiner
problem is NP-hard. Moreover, this problem has been in one of the first
lists of NP-hard problems published by Richard M. Karp in 1972 [7]. Garey,
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Graham and Johnson [8] have switched from the continuous space to the
discrete one and proved that it is also NP-hard.
In one of his works Gromov [1] has defined a concept of a minimal filling.
LetM be a smooth closed manifold with a distance function ρ. Let’s consider
all films W , spanning M , i.e. compact manifolds with boundary equal to M .
Let’s define a distance function d on W , which doesn’t reduce the distance
between points fromM , i.e. ρ(P,Q) ≤ d(P,Q) for all P and Q fromM . Such
a metric space W = (W, d) is called a filling of the metric space M = (M, ρ).
Gromov problem consists of the description of the infimum of the fillings
volumes and such spaces W , called minimal fillings, on which the infimum
is achieved at. This problem is another example of an optimization problem
in geometry.
A.Ivanov and A.Tuzhilin [3] have suggested to consider a minimal fill-
ing problem for the finite metric spaces as a generalization of both Steiner
problem and Gromov’s minimal filling problem.
For a fixed weighted graph G with a weight function w, let’s define a
distance function dw(p, q) between it’s vertices p and q to be equal to the
minimum of the weights of the paths, connecting these vertices in G, and
equal to infinity if there are no such paths.
For a finite metric space (M, ρ), graph G = (V,E) with non-negative
weights of edges we call connectingM , ifM ⊂ V and for each pair of vertices
fromM , there exists a path between them in the graph. Let’s define a filling
of a finite metric space (M, ρ) as a weighted graph G = (G,w) connecting M
and such that for each p, q ∈M we have ρ(p, q) ≤ dw(p, q). Then graph G is
called the type of the filling or it’s topology. A value mf((M, ρ)) = inf w(G)
among all fillings G of the space (M, ρ), we call a weight of minimal filling,
and every filling G, such that w(G) = mf((M, ρ)) пїЅ minimal filling of the
space (M, ρ). Subset of the vertices ∂G ⊂ V , corresponding to M is called
boundary, and it’s elements — boundary vertices. In [3] it is shown, that
without loss of generality it can be assumed, thatG is a tree and it’s boundary
contains only vertices with degree 1. It is very important to keep in mind,
that we look not only for a graph, but also for a boundary map — a bijection
from the boundary vertices set ∂G to M .
For specific cases the minimal filling problem has been solved. For exam-
ple, for three points p1, p2, p3 with distances ρ12, ρ23, ρ13 between them it is
easy to see, that a minimal filling contains one extra vertex x, connected to
2
each point where weight of the edge xpi is the following
w(xpi) =
ρij + ρik − ρjk
2
Later on, the general formula for the minimal filling weight has been found [5],
but it doesn’t simplify the search of the minimal filling, because it contains
exponential-size check of all a priori possible types of the filling with binary
tree structure.
If the type is fixed, then the minimization problem among the fillings
with this type (called minimal parametric filling), can be easily reduced to a
linear programming problem, which can be efficiently solved. Unfortunately
the set of possible types grows exponentially with the number of points in
the metric space, that is why it is not possible to handle each of them. This
makes interesting to look for an approximate solution.
In this work a new method to find an approximate solution is suggested.
More precisely, we will study, which topologies are more probable and af-
ter that the approximate solution will be found only among the minimal
parametric fillings with one of the most probable topologies. Currently we
restrict ourselves to additive metric spaces, because there is more information
about minimal fillings structure for these metric spaces, but the approach ap-
parently can be generalized for arbitrary metric spaces as well as for other
optimization problems.
2 Additive space case
Let (M, ρ) be a finite metric space. It is called additive, if there exists a
generating tree, i.e. weighted tree with a set of boundary vertices equal to
M , and ρ-distance between any two points p, q ∈M equals to dw(p, q) .
Currently we will take into account only non-negative weights, while simi-
lar questions can be stated for generalized additive spaces [4], where negative
weights can occur.
It is known, that for an arbitrary additive space the generating tree with-
out degenerate edges is unique [6]. And this generating tree as well as all
other generating trees, is a minimal filling for this metric space [3].
In accordance with [3] we call mustache a subgraph, which, for some k,
consists of k adjacent edges, each of them is incident to a boundary vertex,
and degree of the common vertex equals to k + 1.
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Let’s define and calculate the value of a probability that the graph of a
minimal filling of the additive space has a topology G. This value will be de-
noted by P(G). Let’s identify points in M with positive integers {1, . . . , n}.
With a fixed topology we have a map TG : w 7→ ρ, from the weight distribu-
tions to n× n distance-matrices ρ, where ρp,q = dw(p, q). From the following
lemma we will see that there exists an inverse map, which gives a weight
distribution from the additive space distance-matrix and the generating tree
topology.
Lemma 1. Let’s fix a tree G without non-boundary vertices with degree 2
(the limitation doesn’t change the generality, because such vertex with both
incident edges can be always replaced by one edge), and suppose, that there
exists a non-negative weight distribution w making G a generating tree for
the space M , then the weight distribution w can be uniquely found from the
distance-matrix.
Proof. Let’s prove by induction by the number of edges in the tree G. If
there is only one edge, then it is necessary, that it’s weight is equal to the
distance between vertices it is connecting. Suppose that the statement is
proved for all trees G with not more than k edges, let’s consider a tree with
k + 1 edge. We can find a vertex p of degree 1. Let q be a unique vertex,
connected with p by an edge. If degree of q is less than 3, then q is boundary
vertex, and it is necessary that the weight of the edge connecting p and q
is equal to the distance between the vertices. If the degree is more than 2,
there exists at least 2 boundary vertices q1 and q2, different from p, such that
a path, connecting q1 and q2, passes through q. In this case the weight of
the edge connecting p and q is necessary equal to (ρp,q1 + ρp,q2 − ρq1,q2)/2.
All other weights can be found if we will work with the initial tree without
vertex p, it’s incident edge and taken q as a boundary vertex (if it isn’t the
case, then we put the distance from q to any boundary vertex q3 equal to the
difference between ρp,q3 and the found weight of the edge).
Let’s fix a norm on the distance-matrices space. For further calculations
it is convenient to take the ℓ1 norm of elements above the diagonal (on the
diagonal there are zeros, the matrix is symmetric, thus this norm is a half of
the standard ℓ1-norm of the matrix).
We will define the probability P (G) as a ratio of the measure of all additive
spaces with topology G to the measure of all additive spaces, having the same
number of vertices. It is possible to show, that for each additive space we
4
can find a generating tree, which is a binary tree (the degree of a vertex can
be 1 or 3). That’s why among the possible types G we take into account only
binary trees. In this case some weights can have zero values and there might
exist different topologies of a generating tree, but we define the measure
in a way, that the measure of additive spaces having zero-weights in the
generating tree is zero.
Let us now describe the measure. We need to describe an additive space
of type G with a fixed boundary map (correspondence between vertices with
degree 1 of the tree G and the set M). Let’s enumerate all edges of the
chosen topology and denote their weights by x1, x2, ..., xm (the quantity m of
edges in a binary tree with n boundary vertices is equal to 2n− 3). Having
the set {xi} we can build a distance-matrix ρ between points from M . As all
xi ≥ 0, all elements in the matrix ρ are non-negative and hence the ℓ1 norm
of the matrix is equal to the sum of it’s elements, ‖ρ‖1 =
∑
qixi, where qi is
the number of occurrences of the edge i in the paths from vertex j to vertex
k, for all j, k : j < k. Let’s note that each qi is equal to the product of the
number of boundary vertices from one side of the edge and the number of
boundary vertices from another side.
Proposition 1. The map TG constructed above is linear.
Proof. For each pair of vertices p, q there exists a unique path in the tree G,
that connects them. Then the corresponding distance matrix component is
equal to the sum of weights of edges {rik}
t
k=1, making this path. Let’s denote
by ρw the distance-matrix, corresponding to the weight distribution w, where
wik is the weight of the edge rik . Let w = w
1 + w2, then
ρw(p, q) =
t∑
k=1
wik =
t∑
k=1
(w1ik +w
2
ik
) =
t∑
k=1
w1ik +
t∑
k=1
w2ik = ρw1(p, q)+ρw2(p, q)
For the case w = λw1 the proof is similar.
Lemma 2. Let G be a binary tree, then the rank of TG is maximal.
Proof. Our tree G satisfies conditions of the Lemma 1 and thus the weight
distribution is unique. Suppose that the rank is not maximal, then KerTG
is non-trivial. Let’s take an arbitrary weight distribution {wi} and a non-
zero element {w0i } from the kernel. Let µ = 2min(mini(wi),mini(wi + w
0
i )).
We can build two positive weight distributions: {w1i = wi + |µ|}, {w
2
i =
5
wi+w
0
i + |µ|}, which differ by the element from the kernel. According to the
linearity, they have the same image, but it contradicts to the uniqueness of
the weight distribution.
Now it is clear that the image of the positive orthant after a map TG is
a convex m-dimensional cone, where m is a number of edges in the selected
topology.
Proposition 2. The intersection of the TG-image of the positive orthant with
a plane ‖ρ‖1 = 1 is a TG-image of an m-dimensional simplex.
Proof. This simplex can be easily constructed. It’s vertices are weight distri-
butions wi with only one non-zero component wii = 1/qi. This simplex con-
sists of the points of the form w =
∑
witi, where ti ∈ [0, 1] and
∑
i
ti = 1. Ac-
cording to the linearity and the selected norm, we get ‖ρw‖1 =
∑
ti‖ρwi‖1 =∑
ti = 1 (sums are among all edges).
Vice versa, for each point ρ from the image of the orthant, hence TG(w)
belongs to the plane, such that ‖ρ‖1 = 1, consider its pre-image w¯. The
weight distribution w¯ can be represented as w¯ =
∑
kiw
i, because wi form a
basis, and according to the choice of wi and the fact, that components of the
w¯ are non-negative, ki are also non-negative and 1 = ‖ρ‖1 =
∑
ki.
Let’s denote by pG the probability that a minimal filling has topology
G with enumerated boundary vertices, i.e. the boundary mapping is fixed.
We assume, that pG is proportional to the volume of the intersection of the
positive orthant image and a ball ‖ρ‖1 ≤ 1. This choice is, of course, not
unique, but very natural, as it is a standard measure in the vector space.
Taking different boundary maps, a priori we can get different images after
the map TG. But in the meanwhile, it is clear, that if chosen boundary maps
differ by the symmetry of the graph, then we will get the same image (weight
of the edges will switch together with the edges). Thus automorphisms of
the graph generate symmetries of the image after the map TG. Later on we
will say that topologies are different if the images of corresponding maps are
different. The number of elements in the group of automorphism of the tree
G, containing such elements, that generate the isometry of the corresponding
additive space, we will denote by simm(G). After the defined notations, it is
clear that the probability P(G), that a minimal filling will have topology G
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(with some boundary map) is defined by the following formula
P(G) = c · pG ·n!/ simm(G) = C · vol(ImTG ∩ B1(0)) · n!/ simm(G),
where B1(0) — a unit ball in the selected norm and constants c and C don’t
depend on G.
Thus
P(G1)/P(G2) =
pG1
pG2
simm(G2)
simm(G1)
Lemma 3. If for two different topologies and some weight distributions we
get the same additive space, then it is necessary, that there are zeros in weight
distributions, i.e. if TG1(w1) = TG2(w2), then at least one from the weight
distributions w1, w2 contains zero components.
Proof. A generating tree without degenerate edges is unique, thus if there
are two different topologies, then there are degenerate edges.
Hereby we have, that the volume of the intersection of the images for two
different topologies is zero.
Absolutely similar to the proposition 2 we can prove the following
Proposition 3. The intersection of the image of the positive orthant after
a map TG with a ball ‖ρ‖1 ≤ 1 — image of a m-dimensional simplex after a
map TG.
Proof. The only difference is that we need to add a vertex w = (0, , 0) to the
basis. The rest is the same.
There has left only to find a way, how to calculate volumes of these
simplexes. According to the fact, that the image of the simplex is a simplex,
and we know coordinates of its vertices, then the volume V can be calculated
with a help of a matrix W , built from the vectors
Wi = Vi − V0,
where the vector Vi — consists of the elements of the upper triangle of the
distance matrix TG(w
i), enumerated in some way, the same for all i. In this
notations
V =
| detWW T |
1
2
m!
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Moreover, we have a vertex w = (0, , 0), and can give it a zero number, then
Wi = Vi.
Let Q = WW T . In the selected numeration Qij =< Vi, Vj >, where <,>
denotes a scalar product of vectors. A coordinate of the vector Vi is either
1/qi, if i-th edge belongs to the path connecting the corresponding pair of
boundary vertices or zero otherwise. Thus Qij is equal to the number of
unordered pairs of vertices, such that both i-th and j-th edge belongs to the
path, connecting a pair of boundary vertices, divided by qiqj (here we see,
that the result doesn’t depend on the way we have enumerated coordinates
of vectors Vi, which choice hasn’t been described above).
3 Example
The minimal number of points inM , such that there exists two different (not
isomorphic) binary tree topologies, is 6. Let’s enumerate edges of topologies
as follows:
Here m = 9. Let’s denote by qk a vector consisting of the consecutive
values qi for the k-th topology. Similarly Q
k is the matrix Q for the k-th
topology.
q1 = (5, 5, 8, 5, 9, 5, 8, 5, 5)
q2 = (5, 5, 5, 8, 8, 5, 8, 5, 5)
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Q1 =


1/5 1/25 1/10 1/25 1/15 1/25 1/20 1/25 1/25
1/25 1/5 1/10 1/25 1/15 1/25 1/20 1/25 1/25
1/10 1/10 1/8 1/20 1/12 1/20 1/16 1/20 1/20
1/25 1/25 1/20 1/5 1/15 1/25 1/20 1/25 1/25
1/15 1/15 1/12 1/15 1/9 1/15 1/12 1/15 1/15
1/25 1/25 1/20 1/25 1/15 1/5 1/20 1/25 1/25
1/20 1/20 1/16 1/20 1/12 1/20 1/8 1/10 1/10
1/25 1/25 1/20 1/25 1/15 1/25 1/10 1/5 1/25
1/25 1/25 1/20 1/25 1/15 1/25 1/10 1/25 1/5


Q2 =


1/5 1/25 1/25 1/10 1/20 1/25 1/20 1/25 1/25
1/25 1/5 1/25 1/10 1/20 1/25 1/20 1/25 1/25
1/25 1/25 1/5 1/20 1/10 1/25 1/20 1/25 1/25
1/10 1/10 1/20 1/8 1/16 1/20 1/16 1/20 1/20
1/20 1/20 1/10 1/16 1/8 1/10 1/16 1/20 1/20
1/25 1/25 1/25 1/20 1/10 1/5 1/20 1/25 1/25
1/20 1/20 1/20 1/16 1/16 1/20 1/8 1/10 1/10
1/25 1/25 1/25 1/20 1/20 1/25 1/10 1/5 1/25
1/25 1/25 1/25 1/20 1/20 1/25 1/10 1/25 1/5


The determinants of these matrices are equal to 4
9
· 5−12 and 1
2
· 5−12
correspondingly.
simm(G1) = 8, simm(G2) = 48.
Thus p(G1)/ p(G2) =
16
3
, which gives
p(G1) = 16/19, p(G2) = 3/19.
4 Calculation of the determinants in general
case
Let’s consider a binary tree with n boundary vertices. Let’s fix one of the
vertices with degree 3 and call it center. Suppose that edges are enumerated
in some way. As before, we will say that edges i and j belong to one branch, if
there exists such a vertex, that a path from the center to this vertex contains
both of edges. We will denote by the level l(i) of the edge with a number i
the number of edges in the path, connecting center with the closest vertex,
incident to the edge i.
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Proposition 4. For any binary tree with n boundary vertices and a fixed
center, the following holds
detQ =
4∏
i
(n− n(i))2
·
∏
(j,k)
[
4
( n
n(k) + n(j)
− 1
)]
,
where n(i) ( i is an edge) is the number of boundary vertices such that a path
from the center to this vertex contain the edge i. Here the first product is
taken over all the edges i, and the second product is taken among all pairs
(j, k) such that edges j and k are adjacent and l(j) = l(k) 6= 0.
Proof. Let’s note that qi=n(i)(n − n(i)). If edges i and j belong to one
branch, then without loss of generality l(i) ≤ l(j) and Qij =
n(j)(n−n(i))
qiqj
. If
edges i пїЅ j belong to different branches (don’t belong to one branch), then
Qij =
n(i)n(j)
qiqj
.
Suppose that edges i,j belong to one branch and l(j) = l(i) + 1. Let’s
consider the possible placements of an extra edge k with fixed i and j:
(1). k = j
(2). k belongs to the common for i and j branch and l(k) ≤ l(i)
(3). k belongs to the common for i and j branch and l(k) > l(j)
(4). k belongs to one branch with i, but not with j and l(k) = l(j)
(5). k belongs to one branch with i, but not with j andj пїЅ l(k) > l(j)
(6). k doesn’t belong to one branch with i.
Let’s calculate the value Rijk = (n − n(i))Qik − (n − n(j))Qjk for some
of mentioned above cases.
(1). Rijj = (n − n(i))Qij − (n − n(j))Qjj =
(n−n(i))2n(j)
qiqj
− (n−n(j))
2n(j)
q2j
=
n−n(i)
n−n(j)
1
n(i)
− 1
n(j)
(2). l(k) ≤ l(i) < l(j) пїЅ Rijk =
(n−n(i))n(i)(n−n(k))
qiqj
− (n−n(j))n(j)(n−n(k))
qjqk
= 0
(4). Rijk =
(n−n(i))2n(k)
qiqk
− (n−n(j))n(j)n(k)
qjqk
= n−n(i)
n(i)(n−n(k))
− 1
n−n(k)
(6). Rijk =
(n−n(i))n(i)n(k)
qiqk
− (n−n(j))n(j)n(k)
qjqk
= 0
For cases (3) and (5) l(k) > l(j) and a pair (k, i) belongs to one branch.
It is sufficient for us.
Now everything is ready to calculate detQ = det(Qij).
The center is incident to 3 edges. If r is one of these edges, then the
maximal subtree consisting of the edges lying on the same branch with r is
referred as the main branch corresponding to r.
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Step 1. Let’s take one of main branches, starting from the center. Let j
be the number of an edge with maximal level in this branch. There can be
two cases:
a). l(j) = 0 and then j = r
b). l(j) 6= 0 and then we know from the binary structure that there
are exactly 2 edges adjacent to j: say, i and k. Moreover l(i) = l(j) − 1,
l(k) = l(j) and pairs (i, k) and (j, i) belong to one branch, but not the pair
(j, k). Further we will call edges j, k examined.
Step 2. Let’s make the following elementary operations with rows of the
matrix Q:
1). From the j-th row subtract the i-th row, multiplied by the non-zero
coefficient n−n(i)
n−n(j)
. According to the maximality of level of the edge j, there
are no edges from the same branch with bigger level. After this subtractions,
for the element with number t in the j-th row we have Qˆjt =
−Rijt
n−n(j)
. Thus
non-zero values will have only elements Qˆjj and Qˆjk.
2). Similarly from the k-th row subtract the i-th row, multiplied by
n−n(i)
n−n(k)
. In the k-th row of the obtained matrix non-zero values will have only
elements Qˆkj and Qˆkk.
Step 3. According to the form of rows with numbers k and j we have
detQ = det
(
Qˆkk Qˆkj
Qˆjk Qˆjj
)
· detQ1,
where a matrix Q1 is obtained from the matrix Q by throwing out rows and
columns with numbers k and j.
Step 4. So, we have:
det
(
Qˆkk Qˆkj
Qˆjk Qˆjj
)
=
= det
(
1
n(k)(n−n(k))
− n−n(i)
n(i)(n−n(k))2
1
(n−n(j))(n−n(k))
(1− n−n(i)
n(i)
)
1
(n−n(j))(n−n(k))
(1− n−n(i)
n(i)
) 1
n(j)(n−n(j))
− n−n(i)
n(i)(n−n(j))2
)
=
=
1
(n− n(j))2(n− n(k))2
[(n− n(k)
n(k)
−
n− n(i)
n(i)
)(n− n(j)
n(j)
−
n− n(i)
n(i)
)
−
(
1−
n− n(i)
n(i)
)2]
=
=
1
(n− n(j))2(n− n(k))2
[( n
n(k)
−
n
n(i)
)( n
n(j)
−
n
n(i)
)
−
(
2−
n
n(i)
)2]
=
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=
1
(n− n(j))2(n− n(k))2
[( n
n(k)
−
n
n(k) + n(j)
)( n
n(j)
−
n
n(k) + n(j)
)
−
(
2−
n
n(k) + n(j)
)2]
,
where the last equality holds, because n(i) = n(k)+n(j) (the tree is binary).
Step 5. Let’s consider the edge j1 from the same branch having the
maximal level among the non-examined edges. If l(j1) > 0, then we repeat
Steps 1-4 (if l(j1) < l(j), then in the Step 2 there might be extra non-zero
values in ’thrown out’ columns, but they don’t influence the determinant
value).
Step 6. Repeat Step 5 while there are edges with non-zero level.
Step 7. Repeat Steps 1-6 for other main branches.
Step 8. Suppose that after Steps 1-7 we have got the matrix Q¯. It is
obtained from the initial matrix by stroking out all the rows and columns,
but not the ones, corresponding to the edges incident to the center (let them
have the numbers c1,c2,c3). Then
det Q¯ = det


1
n(c1)(n−n(c1))
1
(n−n(c1))(n−n(c2))
1
(n−n(c1))(n−n(c3))
1
(n−n(c1))(n−n(c2))
1
n(c2)(n−n(c2))
1
(n−n(c2))(n−n(c3))
1
(n−n(c1))(n−n(c3))
1
(n−n(c2))(n−n(c3))
1
n(c3)(n−n(c3))

 =
=
1∏
i
(n− n(ci))


1
n(c1)
1
n−n(c2)
1
n−n(c3)
1
n−n(c1)
1
n(c2)
1
n−n(c3)
1
n−n(c1)
1
n−n(c2)
1
n(c3)

 =
=
1∏
i
(n− n(ci))2


n−n(c1)
n(c1)
1 1
1 n−n(c2)
n(c2)
1
1 1 n−n(c3)
n(c3)

 =
=
1∏
i
(n− n(ci))2
·
[∏
j
n− n(cj)
n(cj)
−
n− n(c1)
n(c1)
−1·
(n− n(c3)
n(c3)
−1
)
+1·
(
1−
n− n(c2)
n(c2)
)]
=
=
1∏
i
(n− n(ci))2
[( n
n(c1)
− 1
)( n
n(c2)
− 1
)( n
n(c3)
− 1
)
−
∑
j
n
n(cj)
+ 5
]
=
=
1∏
i
(n− n(ci))2
[ n3∏
j
n(cj)
−
n2(n(c1) + n(c2) + n(c3))∏
j
n(cj)
+
∑
j
n
n(cj)
−1−
∑
j
n
n(cj)
+5
]
=
12
=
4∏
i
(n− n(ci))2
,
where we have used n = n(c1) + n(c2) + n(c3).
Step 9. Hereby the determinant can be calculated:
detQ =
4
3∏
l=1
(n− n(cl))2
∏
(j,k)
[ 1
(n− n(j))2(n− n(k))2
·
·
(( n
n(k)
−
n
n(k) + n(j)
)( n
n(j)
−
n
n(k) + n(j)
)
−
(
2−
n
n(k) + n(j)
)2)]
=
=
4∏
i
(n− n(i))2
·
∏
(j,k)
[
n2
(( 1
n(k)
−
1
n(k) + n(j)
)( 1
n(j)
−
1
n(k) + n(j)
)
−
(2
n
−
1
n(k) + n(j)
)2)]
=
=
4∏
i
(n− n(i))2
·
∏
(j,k)
[
4
( n
n(k) + n(j)
− 1
)]
,
where pairs (j, k) are such that edges j and k are adjacent and l(j) = l(k) 6= 0.
Remark. The center can be chosen in a way that is more comfortable
for calculations and the final result doesn’t depend on the choice.
5 The ratio of probabilities for fixed types
Now we can use the algorithm described above to find the asymptotic of the
ratio for fixed topologies. Let’s fix an even n and choose topologies, which
have a same number of symmetries:
and
To calculate the determinant of the matrix Q1 (for the first topology) we
can choose a center in a way, that it cuts the tree into a subtree, containing 3
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edges, and two similar subtrees, containing (n−2)/2 boundary vertices each.
For each of the similar branches∏
(j,k)
[
4
( n
n(k) + n(j)
− 1
)]
=
[
4n/2−2
(n− 2)!(
n−2
2
)
!
(
n
2
)
!
]
,
because without loss of generality we can say, that n(j) = 1 and n(k) takes
all values from 1 to n/2− 2. Thus
detQ1 =
4∏
i
(n− n(i))2
·
[
4n/2−2
(n− 2)!(
n−2
2
)
!
(
n
2
)
!
]2[
4
(n
2
− 1
)]
=
=
4n−2
(n− 1)2n(n− 2)2
[
(n−2)!
(n
2
)!
]4 · [ (n− 2)!(n−2
2
)
!
(
n
2
)
!
]2[n
2
− 1
]
=
=
4n−2
(n− 1)2n(n
2
− 1)!2(n− 2)2
[
(n−2)!
(n
2
)!
]2 [n2 − 1
]
=
4n−3n2
2(n− 1)2n(n− 2)(n− 2)!2
For the second topology the choice of the center will be the following:
one branch is the same as one of similar subtrees from the previous case, the
second branch contain only one edge, and all the rest is in the third branch.
For the third branch the calculations are almost similar, but l(k) has a value
1 twice, doesn’t take the value 3 and when l(k) = 2, l(j) is also 2, not 1.
detQ2 =
4∏
i
(n− n(i))2
·
[
4n/2−2
(n− 2)!(
n−2
2
)
!
(
n− n−2
2
− 1
)
!
]
·
[
4
(n
2
−1
)]2[
4
(n
4
−1
)]
·
·
n
2
−1∏
t=4
[
4
( n
t+ 1
− 1
)]
=
=
4n−2
(n− 1)2n
[
(n−2)!
(n
2
)!
]2[
(n−4)!
(n
2
−1)!
(n− 2)2
]2 · (n− 2)!(n−2
2
)
!
(
n
2
)
!
(n
2
−1
)2(n
4
−1
)[ (n−5)!
(n
2
−1)!
]
[
(n
2
)!
4!
] =
=
4n−36
(n− 1)2n(n− 2)2(n− 4)!(n− 2)!
Hereby
detQ1
detQ2
=
1
12
n2
(n− 3)
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And we see that, asymptotically when n→∞ first topology is more probable,
because
lim
n→∞
detQ1
detQ2
=∞
For the more common case of the topology with 3 mustache, where "mid-
dle" mustache are located between k-th and (k + 1)-th edges in the path,
connecting boundary vertices of the rest two mustaches, 2 ≤ k ≤ n− 4, then
detQk =
4n−2(k + 1)(n− k − 1)
2(n− 1)2n
(
(n− 2)!
)
(n− 2)
and
detQk1
detQk2
=
(k1 + 1)(n− k1 − 1)
(k2 + 1)(n− k2 − 1)
For fixed k1 пїЅ k2 the limit is finite. Moreover it is clear visible, that if the
third mustache is closer to the edge, then the topology is less probable. If,
for example, k1 has an order of n/2, and k2 = const, then the limit is infinite
and this has been demonstrated above.
6 Conclusion
A probability measure on the set of topologies of minimal fillings for additive
spaces has been introduced. The analytical formulas, permitting the calcu-
lation of probabilities of arbitrary topologies, are derived, making possible
their comparison. As an example, the ratio of probabilities for two families
of topologies with the same number of edges have been calculated as well as
the asymptotic of the ratio. It is clear, that if the number of vertices is more
than 6, then there exist more than two topologies and, thus, to calculate
final values of probabilities, the algorithm must be used for all topologies
and values must be normalized, but these is not necessery for the practical
cases. It is important to note, that results, obtained with analytical solution,
coincide with the computer simulation for the computed cases.
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