−1
p1 σ p0 : O p0 → O p1 is a bijection between some neighborhoods of p 0 and p 1 . We generalize this result in various aspects, which lead us to give a proof of injectivity of Keller maps and thus the 2-dimensional Jacobian conjecture. Among those generalizations, one is the following. For any (p 0 , p 1 ) = (x 0 , y 0 ), (x 1 , y 1 ) ∈ C 2 × C 2 satisfying p 0 = p 1 , σ(p 0 ) = σ(p 1 ), 1 ≤ |x 1 | ≤ κ 1 |x 0 | + κ 2 ≤ κ 3 |x 1 | + κ 4 , d p0,p1 := κ |x1| 5 |y 1 | ≥ κ 6 for some preassigned κ i ∈ R >0 , there exists (q 0 , q 1 ) ∈ C 2 × C 2 satisfying the some conditions, and furthermore d q0,q1 > d p0,p1 .
Main theorem
Let us start with an arbitrary Jacobian pair (F, G) ∈ C[x, y] 2 i.e., a pair of polynomials on two variables x, y with a nonzero constant Jacobian determinant J(F, G) := ∂F ∂x ∂F ∂y ∂G ∂x ∂G ∂y ∈ C =0 , such that the corresponding Keller map σ : C 2 → C 2 sending p → (F (p), G(p)) := (F (a, b), G(a, b)) for p = (a, b) ∈ C 2 is not injective. Namely, σ(p 0 ) = σ(p 1 ) for some p 0 = (x 0 , y 0 ), p 1 = (x 1 , y 1 ) ∈ C 2 with p 0 = p 1 .
(1.1)
The local bijectivity of Keller maps says that for p ∈ C 2 , there exist neighborhoods O p of p and O σ(p) of σ(p) such that σ p = σ| Op is a bijection between these two neighborhoods. This implies that
is a bijection between some neighborhoods O p 0 of p 0 and O p 1 of p 1 (we may assume O p 0 and O p 1 are disjoint), i.e., any q 0 ∈ O p 0 is in 1-1 correspondence with q 1 ∈ O p 1 such that σ(q 0 ) = σ(q 1 ) and q 0 = q 1 . In this paper we generalize this result in various aspects, which lead us to present a proof of injectivity of Keller maps, which implies the well-known Jacobian conjecture (see, e.g., the References). Theorem 1.1 (Main Theorem) Let (F, G) ∈ C[x, y] 2 be a Jacobian pair. Then the Keller map σ is injective. In particular, the 2-dimensional Jacobian conjecture holds, i.e., F, G are generators of C[x, y].
First we give some formulations. By applying the variable change (where ℓ ∈ Z >0 is some sufficiently large integer) (x, y) → x + (x + y) ℓ , x + y , ( • Supp F := {(p, q) ∈ Z 2 ≥0 | C oeff (F, x p y q ) = 0} is the support of F [cf. Convention 2.1 (2) (iv) for notation C oeff (F, x i y j ) ],
• ∆ 0,ξ,η is the triangular with vertices 0 = (0, 0), ξ = (m, 0), η = (0, m) for some m ∈ Z >0 ,
• L is the edge of Supp F linking vertices ξ, η, • F L , which we refer to as the leading part of F , is the part of F corresponding to the edge L (which means that Supp F L = L ∩ Supp F ).
The reason we take the variable change (1.2) is to use the leading part F L of F to control F in some sense [cf. (3.6) ], which guides us to obtain Theorem 1.3.
Throughout the paper, we use the following notations, Then V = ∅ by assumption (1.1). The main result used in the proof of Theorem 1.1 is the following.
Theorem 1.2 (i)
There exist ξ 0 , ξ 1 ∈ C such that V ξ 0 ,ξ 1 = ∅.
(ii) Fix any ξ 0 , ξ 1 ∈ C satisfying (i). Denote
(1.7)
Then for any (p 0 , p 1 ) ∈ V , there exists (q 0 , q 1 ) = (ẋ 0 ,ẏ 0 ), (ẋ 1 ,ẏ 1 ) ∈ V such that
After a proof of this result, it is then not surprising that it can be used to give a proof of Theorem 1.1 by taking some kind of "limit" [cf. (5. 2)], which can guide us to derive a contradiction. We would like to mention that at a first sight, Theorem 1.2 (i) seems to be obvious, however its proof is highly nontrivial to us, it needs several results, which we state below. Here is the first one. (1.9)
Fix any sufficiently small τ ∈ R >0 . There exists some sufficiently large s 0 ∈ R >0 (depending on τ , deg F, deg G and coefficients of F and G ) satisfying the following: For any
we must have
In particular if h p 0 ,p 1 = max{|x t |, |y t |} (for some t ∈ {0, 1} ), then
for any a, b ∈ {|x t |, |y t |, h p 0 ,p 1 }, where ℓ t = min{|x t |, |y t |}.
(1.12)
To prove Theorem 1.2 (i), we assume conversely that
(1.13)
Then we are able to obtain the following. Theorem 1.4 Under the assumption (1.13), we have the following.
(i) The following subset of V is a nonempty closed bounded subset of C 4 for any k 0 , k 1 ∈ R ≥0 ,
(1.14)
(ii) The following is a well-defined continuous function on k 0 , k 1 ∈ R ≥0 ,
The γ k 0 ,k 1 is an "almost strictly" increasing function on both variables k 0 , k 1 ∈ R ≥0 in the following sense,
This result is then used to prove the following. 17) such that the following hold.
(i) The subset V 0 of V containing the elements (p 0 , p 1 ) = (x 0 , y 0 ), (x 1 , y 1 ) satisfying the following is a nonempty set (the condition implies that x 0 , x 1 , y 1 = 0 ):
(ii) For any (p 0 , p 1 ) ∈ V 0 , at most only one equality can hold in (1.18) (a).
(2) For any
Remark 1.6 (1) Throughout the paper we will frequently use the local bijectivity of Keller maps. Theorem 1.5 (2) says that
If we regardẋ 0 ,ẏ 0 ,ẋ 1 ,ẏ 1 as 4 free variables, then the local bijectivity always allows us to obtain (c), which imposes two restrictions on 4 variables. We can impose at most two more "nontrivial" restrictions on them [we regard (d) as a trivial restriction, see below]. The main difficulty for us is how to impose two more "solvable" restrictions on variables [see (3) below] to controlẋ 0 ,ẏ 0 ,ẋ 1 ,ẏ 1 in order to achieve our goal of "deriving a contradiction". However, it seems to us that two more restrictions are always insufficient to achieve the goal. Here, condition (b) imposes one more restriction, and we have one free variable left. However there are 3 restrictions in (a), thus in general there will be no solutions. Thanks to Theorem 1.5 (1) (ii) [see (2) below], we only need to take care of one restriction in (a) each time [cf. (4.41)-(4.44)] since we are always under a "local" situation (i.e., we are only concerned with a small neighborhood of some points each time), and thus the inequation in (a) is solvable [we do not need to consider condition (d) under the "local" situation, we only need to take care of it when we take some kind of "limit", cf. (5.2)].
(2) Condition (b) is not only used to control |ẋ 1 | and |ẏ 1 |, but also used to take the "limit"; while (a) is used to control |ẋ 0 | and |ẋ 1 |, and the requirement " κ 2 < κ 4 " in ( (3) One may expect to have some statements such as one of the following: 
Some preparations
We need some conventions and notations, which, for easy reference, are listed as follows.
Convention 2.1 (1) A complex number is written as a = a re + a im i for some a re , a im ∈ R, where i = √ −1. If a b appears in an expression, then we assume b ∈ R, and in case a = 0, we interpret a b as the unique complex number r b e bθi by writing a = re θi for some r ∈ R >0 , −π < θ ≤ π and e is the natural number. (2) Let P = i∈Z ≥0 p i y α+i ∈ C(x)((y)) with α ∈ Z, p i ∈ C(x).
(i) Assume p 0 = 1. For any β ∈ Q with αβ ∈ Z, we always interpret P β as
where in general, (ii) For Q 1 , Q 2 ∈ C(x)((y)), we use the following notation [as long as it is algebraically a well-defined element in C(x)((y)) ]
we also use (2.3) to denote a well-defined complex number as long as p i (Q 1 ) exists for all posible i and the series (2.3) converges absolutely.
(iv) For Q = i∈Z ≥0 q i y β+i ∈ C(x)((y)), by comparing coefficients of y β+i for i ≥ 0, there
We call b i the coefficient of P (β+i)α −1 in Q, and denoted by C oeff (Q, P (β+i)α −1 ). We also denote C oeff (Q,
Throughout the paper, we need a parameter E → 0. We use the following convention: Symbols s, s j for j ≥ 0 always denote some (sufficiently large) numbers independent of E. We use O(E i ) for i ∈ Q ≥0 to denote any element P in C(x)((y)) (or especially in C) such that P (ẋ,ẏ) converges absolutely and |E −i P (ẋ,ẏ)| < s for some fixed s, where (ẋ,ẏ) is in some required region which will be specified in the context.
, and (x 0 , y 0 ) ∈ C 2 . If p j (x 0 ) exists for all possible j, and z 0 := j |p j (x 0 )y j 0 | converges, then it is called the absolute converging value of P at (x 0 , y 0 ), denoted by A (x 0 ,y 0 ) (P ) (or by A (y 0 ) (P ) if P does not depend on x). Definition 2.2 (1) Let P be as above and
exists and |p i (x 0 )| ≤ q i for all possible i, then we say Q is a controlling function for P on (or with respect to) y at point x 0 , and denote (we often omit x 0 when no confusion),
In particular if P, Q do not depend on y then we write P x 0 Q or Q x 0 P (thus a b for a, b ∈ C simply means |a| ≤ b). An element in C((y)) with non-negative coefficients (such as Q) is called a controlling function on y. (2) If Q = q 0 y α + j>0 q j y α+j ∈ C((y)) is a controlling function on y with q i ∈ R ≥0 and q 0 > 0, then we always use the same symbol with subscripts " igo " and " neg " to denote the elements
We call Q igo the ignored part of Q, and Q neg the negative correspondence of Q [in sense of (2.7) and (2.8), where a, −k are nonpositive].
where (2.7) (a) holds under the conditions: either both P and Q are power series of y (in this case the sign is " + "), or are polynomials in y −1 (in this case the sign is " − ").
(2) If x 0 , y 0 ∈ C with y 0 = 0, y 1 ∈ R >0 and P 1
Proof. (2) and (2.7) (a) are obvious, (2.7) (b) and (2.8) are obtained by noting that for a,
Let z be a parameter. Takẽ
RegardingF as a function on z (with fixed x), we have the formal inverse function denoted by
1 ∈ C(x) and
for i ≥ 2, where b 0 = 0 and (2.12) is obtained by comparing the coefficients of z i in (2.11).
Lemma 2.4 LetF
be a controlling function on z [then we haveF neg =â 1 z − ∞ i=2â i z i by (2.6)], and let
be the formal inverse function ofF neg . Then
(2) IfF x 0 zF withF as in (2.10) andf i (x 0 ) exists for all possible i and |f
In particular z zẑneg (F ), (2.16) where the right side of " z " is regarded as a function of z by substitutingF by (2.13).
Proof. Note that (1) follows from (2) by simply takingF =â 1 z. Thus we prove (2) . We want to prove [the left-hand side means that we first use (2.11) to regard z as a function onF (with parameter x) and apply ∂ i ∂F i to it, then regard the result as a function on z (and the like for the right-hand side, which does not contain the parameter x)]
By (2.7), we have ∂F ∂z x 0 z dF dz , and thus (
∂z ∂F
x 0 z dz dF neg and (2.17) holds for i = 1. Inductively, by Lemma 2.3,
This proves (2.17). Using (2.17) and noting from (2.11) and (2.14), we have
This proves (2.15). SinceF x 0 zF andẑ neg is a controlling function, we haveẑ neg (F ) x 0 zẑneg (F ). This together with (2.15) proves (2.16).
Proof of Theorem 1.3
To prove Theorem 1.3, first note that (1.12) is easily obtained from (1.11) as follows: By exchanging x and y if necessary, we may assume h p 0 ,p 1 = |y t |, ℓ t = |x t |. Then the only nontrivial case in (1.12) is the case when a = |y t |, b = |x t |. In this case, we have
where the last inequality follows from the fact that by (1.11), we have
To prove (1.11), assume conversely that there exists (
such that one of the following does not hold:
Thus we obtain a sequence (p 0i , p 1i ), i = 1, 2, ... Since at least one of the conditions in (3.2) cannot hold for infinite many i's. If necessary by replacing the sequence by a subsequence [if the sequence (p 0i , p 1i ) is replaced by the subsequence (p 0,i j , p 1,i j ), then we always have i j ≥ j; thus (3.1) still holds after the replacement], we may assume one of the conditions in (3.2) does not hold for all i. If necessary by switching p 0i and p 1i , we can assume (i) cannot hold for all i, i.e.,
We need to use the following notations:
for some fixed s 1 , s 2 ∈ R >0 . By (1.3), we can write
Now (3.3) tells that at least a subsequence of |x 0i | or |y 0i | tends to the infinity. If necessary by replacing the sequence by a subsequence and/or by switching x and y, we may assume |x 0i | ≥ |y 0i | and |x 0i | → ∞. Then using the fact that |x 0i |, |y 0i | ≤ h p 0i ,p 1i , by (3.3) and (3.5), we obviously have
, it is very crucial that we have the fact that
. Thus in order for F (p 0i ) and F (p 1i ) to be equal, we must have the following important fact:
for some m-th root ω of unity, where in the second equation, we may need to replace the sequence by a subsequence. Furthermore, when i ≫ 0, by (3.3) we have [cf. Convention 2.1 (3)] Proof of Theorem 1.3. Now we begin our proof of (1.11) in Theorem 1.3 by considering two cases.
Case 1: Assume y 0i = y 1i for infinite many i's. Replacing the sequence by a subsequence if necessary, we may assume y 0i = y 1i for all i. We choose some fixed β 2 ∈ C such that [cf. the statement after (3.16) to see why we need to choose such a β 2 ]
For example, we can take β 2 = 0 if ω = −1 and β 2 = i = √ −1 else. Set
Since u 1 → u 0 when i → ∞, by (3.8) and (3.9), there exists some δ > 0 independent of E such that
We set [cf. Remark 3.1, our purpose is to use the variable change (3.13) to send the leading part F L of F to the element (3.15) which is a term (the "leading term") with the lowest degree of y in
12)
Then one can verify that
where q 0 = (0, 1), q 1 = (1, 1). Note that the leading part F L of F contributes toF the following element (referred to as the leading term ofF ): 16) and somem ∈ Z >0 (in our case herem = m; in Case 2 belowm = 2m). By (3.11), we see that f j (a) for 0 ≤ a ≤ 1 is well-defined for any j and f j (a) = O(E 1 ) [this is why we need to choose some β 2 to satisfy (3.9)]. Set
Take [here we choose an m-th root of u m 1 to be u 1 , this choice will not cause any problem since we will only encounter integral powers of u 1 below, cf. (2.2)]
Let 0 ≤ a ≤ 1. We have (cf. Definition 2.2)
ThusF , P converges absolutely [by Lemma 2.3 (3) and (3.18)] when setting x = a and y = 1. Let 20) where the last equality can be easily seen from (3.16) and (3.18) by noting that u 1 (0) = 1. Write [cf. (2.4) and (2.11)]
To continue the proof of Theorem 1.3, we need the following lemma. First, let 0 ≤ a ≤ 1.
Lemma 3.2 (1)
The series in (3.21) converges absolutely when setting (x, P ) to (a, P 0 ), and
Furthermore, ∂F ∂y
The series in (3.22) converges absolutely when setting (x, P ) to (a, P 0 ). 
Let y neg = y neg (P neg ) the inverse function ofP neg [cf. (2.14)]. Then Lemma 2.4 shows that
Thus to see whether the series in (3.21) [which is the left-hand side of (3.26)] converges absolutely when setting (x, P ) to (a, P 0 ), it suffices to see if the series y neg (P ) [which is the right-hand side of (3.26)] converges when setting P to |P 0 |. The latter is equivalent to whether (3.25) has the solution for y whenP neg is set to |P 0 | (note that the solution, if exists, must be unique by noting that a controlling function which is a nontrivial power series of y must be a strictly increasing function). Note from (3.20) that
Consider (3.25): If we set y to |u 1 (a)|−s 4 E for some sufficiently large s 4 , then the right-hand side of (3.25) obviously has some value 1 + w 1 with w 1 < −s 2 E ≤ w; if we set y to |u 1 (a)|+s 5 E for some sufficiently large s 5 , then it has some value 1 + w 2 with w 2 > s 3 E ≥ w. Since the right-hand side of (3.25) is a continuous function on y, this shows that there exists (unique) y 0 ∈ R such that P neg | y=y 0 = |P 0 |, and obviously, y 0 = |u 1 (a)| + O(E 1 ), (3.28) i.e., (3.25) has the solution y = y 0 whenP neg is set to |P 0 |, and thus the first part of (1) 
where 3.18) ). The right-hand side of (3.29) (a controlling function) converges obviously when setting P to |P 0 | since by (3.28), we have y neg (|P 0 |) = y 0 = |u 1 (a)| + O(E 1 ) and so 0 ≤ Q − y=yneg(|P 0 |) = O(E 1 ) < 1. This proves the first statement of (2) [cf. (2.9)]. As for the second statement, note that setting (x, P ) to (a, P 0 ) is equivalent to setting (x, y) to a, Y 0 (a) . Then (3.24) follows from (3.16) and (3.23).
(3) follows from (1) sinceĜ| x=a is a polynomial on y ±1 . This proves Lemma 3.2. where O(E 1 ) is a finite combination of powers of y. In this case, we can in fact easily choose a simpler controlling functionP for P (cf. (3.19)):
, where
is some fixed sufficiently small number. Then
and we can explicitly write down the inverse function ofP neg by solving y from (3.31) to obtain y neg (P neg ) [which, by Lemma 2.4 (1), must be a controlling function onP neg (although it is not obvious to see)]
From this, one easily sees that the right-hand side of (3.26) converges when P is set to |P 0 |, i.e., (3.32) converges whenP neg is set to |P 0 | [if we expand A as a power series ofP neg , it converges absolutely whenP neg is set to |P 0 | simply because there appears the factor E δ 1 ]. Thus the proof of Lemma 3.2 (1) is easier. We have used the above proof as it can be adapted in some more general situation.
Now we return to our proof of Theorem 1.3. By Lemma 3.2 (3), we are now safe to set (x, y) to (0, 1) and (1, 1) [which is equivalent to setting (x, P ) to (0, P 0 ) and (1, P 0 ) respectively] in 
where the last equality follows from (3.14). Take the Jacobian ofF with (3.22), by (3.14) and (3.34), we obtain [by regarding Q as in C(x)((y))]
By (3.34) and Lemma 3.2 (2), we see that the series in (3.35) converges absolutely when setting (x, P ) to (a, P 0 ) with 0 ≤ a ≤ 1. In particular, (3.33) and (3.35) imply
which is a contradiction, where the fifth equality of (3.36) follows from (3.34), (3.23) and (3.24) , and the fourth follows by noting that Q P =P 0 means that we need to express Q as an element in
e., use (3.21) to substitute y, that is exactly the equation (3.35)] then set P to P 0 , which is equivalent to directly setting y to Y 0 (x) in Q [cf. (3.23) ]. Thus this case cannot occur.
Case 2: Assume y 1i = y 0i for i ≫ 0. Then β 1 = 0 by (3.8) (otherwise we would obtain p 0i = p 1i ). Similar to (3.10), we set
whereβ 2 ∈ C is chosen such that (3.11) holds [suchβ 2 can be easily found, for example if ω = 1, i.e., lim i→∞ β 1 = 0 by (3.8), then we can simply chooseβ 2 = 0; if ω = 1, then we can takeβ 2 = β −1
1 β 2 such that β 2 satisfies (3.9)]. Then similar to (3.12) and (3.13), we take (whereβ 3 = y 1i − β 3 for any β 3 ∈ C withβ 3 = 0)
dx y −1 , and we have the last equation of (3.14). Now following exactly the same arguments in Case 1 [the only difference is nowm = 2m, cf. 
.., be a sequence converging to some (p 0 , p 1 ) = (x 0 , y 0 ), (x 1 , y 1 ) ∈ C 4 . Then σ(p 0 ) = σ(p 1 ) and |x 0 | = k 0 , |x 1 | = k 1 . We must have p 0 = p 1 [otherwise, the local bijectivity of σ does not hold at the point p 0 , cf. arguments after (5.3)], i.e., (p 0 , p 1 ) ∈ A k 0 ,k 1 , and so A k 0 ,k 1 is a closed set in C 4 , namely, we have Theorem 1.4 (i). From this, we see that γ k 0 ,k 1 in (1.15) is well-defined. To prove the continuousness of
and |y 1 | = γ k 0 ,k 1 . The local bijectivity of Keller maps implies that when i ≫ 0 there exist p 0i = (x 0i , y 0i ) and p 1i = (x 1i , y 1i ) in some neighborhoods of p 0 and p 1 respectively with (p 0i , p 1i ) ∈ V such that 
As the proof above, we must have p ′ 0 = p ′ 1 . By (4.1) and (4.5) 
where the inequality follows from the definition of γ k 0 ,k 1 . This together with (4.4) shows that γ = γ k 0 ,k 1 , therefore the function γ k 0 ,k 1 is continuous, i.e., we have Theorem 1.4 (ii). Now we prove Theorem 1.4 (iii). We will prove (1.16) (a). Then by taking lim k 0 →0 , we obtain that γ k 0 ,k 1 is an increasing function on k 1 when k 0 = 0. We prove that γ k 0 ,k 1 is a strictly increasing function on k 1 if k 0 > 0 is fixed [the proof for the other case is similar, but simpler, cf. the remark in the paragraph before (4.17)]. First we claim that
To see this, by definition, there exists (0,ỹ 0 ), (0,ỹ 1 ) ∈ A 0,0 for someỹ 0 ,ỹ 1 ∈ C withỹ 0 =ỹ 1 , thus also (0,ỹ 1 ), (0,ỹ 0 ) ∈ A 0,0 . By definition, γ 0,0 ≥ max{|ỹ 0 |, |ỹ 1 |} > 0, i.e., we have (4.6). Fix
Assume conversely that there exists k 1 < k ′ 1 with γ k 0 ,k 1 = β. We want to use the local bijectivity of Keller maps to obtain a contradiction. Let E > 0 be a parameter such that
(4.8)
Set (and define G 0 , G 1 similarly) 
where the subscript " x " (resp., " y ") stands for the partial derivative ∂ ∂x (resp., ∂ ∂y ). We can write (here " ≡ " means equal modulo terms with degrees ≥ 3 by defining deg x = deg y = 1)
The local bijectivity of Keller maps says that for any u, v ∈ C (cf. Remark 4.1), there exist s, t ∈ C such that (q 0 , q 1 ) ∈ V . In fact we can use (4.12) and (4.13) to solve s, t up to E 2 ; for instance,
Remark 4.1 When we consider the local bijectivity of Keller maps, we always assume u, v ∈ C are bounded by some fixed s ∈ R >0 (which is independent of E, and we can assume E < s −s ).
We want to choose suitable u, v such that 
]. This means that we can choose (q 0 , q 1 ) ∈ V with |ẋ 0 | = k 0 , |ẋ 1 | < k ′ 1 , but |ẏ 1 | > β, which is a contradiction with the definition of β in (4.7). Now assume a = 0 (and so b = 0, c = 0). In this case the situation is more complicated [we remark that the proof of (1.16) for the case k 0 > k 0 , k ′ 1 = k 1 ≥ 0 is easier: in that case condition (4.16) (I) should be replaced by the condition |x 1 + uE| = |x 1 |, which can be easily satisfied even in case k 1 = 0 (i.e.,x 1 = 0); thus (1.16) holds for the case and regardṽ as a new variable. SetF 0 =x 0 F 0 (x
1 y) [see also arguments after (4.28)], and rewrite [cf. (4.12) and (4.13); by subtracting F i , G i by some constants we may assume α F = α G = 0; by abusing notations, we still use b, c, d, which are now different from that in (4.12) and (4.13), to denote the coefficients of linear parts of
for some a i ,ā i , b i ,b i , c i , d i ∈ C, and where we regardF 1 ,G 1 as polynomials on y, z and we omit terms with x-degree ≥ 2 inF 0 (or ≥ 1 inG 0 , and the likes forF 1 ,G 1 ), which will be irrelevant to our computations below. In this case, by (4.18), we havẽ
If b im = 0 [cf. Convention 2.1 (1)], we can always choose suitableṽ ∈ C withṽ re > 0 such that both (I) ′ and (II) ′ in (4.17) hold. Thus assume b ∈ R =0 . We claim
otherwise we would in particular obtain
= F (x 1 +kc −1 ,ỹ 1 ) (and the like for G),
i.e., σ (x 0 ,ỹ 0 +k) = σ (x 1 + kc −1 ,ỹ 1 ) for all k, which contradicts (1.11) when k ≫ 0. Thus (4.21) holds. If necessary by replacingG i byG i +F 2 i for i = 0, 1 (which does not change the linear parts ofF 0 ,F 1 ,G 0 ,G 1 ), we may assume
Then by replacingF j byF j + 2i 0 i=2 β iG i j for some β i ∈ C and j = 0, 1, thanks to the term y iñ G 0 , we can then suppose
Now we need to consider two cases.
Setting [the second equation amounts to setting z = wE in (4.19)], 
we can then solve from (4.18) and (4.19) to obtain (all omitted terms do not contribute to our solution ofs up to To prove Theorem 1.5, we take 28) where the inequality follows from Theorem 1.4 (iii) and (4.6). Similar to (4.9) (but not exactly), we define 29) and define G 0 , G 1 similarly [thus the matrices A 0 , A defined after (4.10) now have determinant det A 0 =x 0 = 0, det A =x 1ȳ1 = 0, and again by replacing (
0 for i = 0, 1, we can assume A 0 = I 2 ]. Define q 0 , q 1 accordingly [similar to, but a slightly different from, (4.14), simply due to the different definitions in (4.29) and (4.9)], q 0 := (ẋ 0 ,ẏ 0 ) = x 0 (1+sE),ȳ 0 +tE , q 1 := (ẋ 1 ,ẏ 1 ) = x 1 (1+uE),ȳ 1 (1+vE) .
(4.30)
In particular, we have (4.12), (4.13), and as in (4.15),
where we have written the coefficient of u as −a ′ to indicate that it is in fact negative as shown in the next lemma. 
Assume we have the case (4.33) [the case (4.34) is similar], we can first choosev withv re > 0 so that the last inequation of (4.32) holds, then choose w with (c −1 w) re < 0 (sufficiently smaller than zero) and (b ′ w k ) re < 0 (sufficiently smaller than zero, such w can be chosen since k ≥ 2) such that the first two inequations of (4.32) hold. Thus (4.32) holds, and as before we obtain a contradiction. Therefore a ′ > 0. Similarly b > 0. The lemma is proven. Proof. Take k ≫ 0 (and we can assume E < k −k , cf. Remark 4.1) and denote δ = k −1 . We define V 0 to be the subset of V consisting of elements (p 0 , p 1 ) = (x 0 , y 0 ), (x 1 , y 1 ) satisfying The second strict inequality in (4.36) holds automatically. Take u = 1, (4.31) . Thus all strict inequalities hold in (4.36) by comparing the coefficients of E 1 (when k ≫ 0, i.e., δ > 0 is sufficiently small). Further, the coefficient of E 1 in the left-hand side of (4.37) is b −1 (2 −1 + a ′ ) − δ ln(1 + δ) > 0 (when k ≫ 0), i.e., (4.37) holds. Thus (q 0 , q 1 ) ∈ V 0 and V 0 = ∅, namely, we have the lemma and Theorem 1.5 (1).
Proof of Theorem 1.5 (2). Now we prove Theorem 1.5 (2) . Let (p 0 , p 1 ) = (x 0 , y 0 ), (x 1 , y 1 ) ∈ V [then (1.17) and (1.18) imply that x 0 , x 1 , y 1 = 0]. Similar to (4.29), we define
and define G 0 , G 1 similarly. We define q 0 , q 1 as in (4.30),
In particular, we have (4.12), (4.13), and (4.15). For convenience, we restate (4.15) below,
In our case here, we need to choose u, v so that (q 0 , q 1 ) satisfies (1.20), i.e., 
Then we only need to choose u, v to satisfy (4.42) and the following (cf. Remark 1.6),
and regarding w as a new variable, we can then rewrite (4.42) as (by computing the coefficient of
Now choose w ∈ C (with w re > 0) so that (4.46) holds, and fix such a w. 
Observe thatα 2 does not contribute toβ by noting the following
and that the imaginary part ofα 2 u 2 E 2 can only contribute an O(E 4 ) element to C 0 in (4.44). Thus for the purpose of computingβ, we may assumeα 2 =α 3 = 0 (then the computation becomes easier). Noting from (4.48) thatα 1 is real, one can easily compute that Remark 4.4 (cf. Remark 1.6) Assume that we have the following inequation on variable u, where α 1 , α 2 , β 1 , β 2 ∈ R >0 , and a 1 , a 2 , a 3 ∈ C are some unknown complex numbers:
Then from the proof of (4.44), one can see that this inequation is solvable for any a 1 , a 2 , a 3 ∈ C if and only if α 1 < α 2 . From this we see that if the last equality holds in (1.18) (a), then the inequation we need to consider is solvable (since κ 2 > κ 4 ). We also like to mention that if the first equality holds in (1.18) (a), then the inequation we need to consider is simply the one |1+uE| > 1, which can be easily satisfied. 
for some b ′ , b ′′ , u, w ∈ C =0 , u 1 ∈ R =0 , k, i 0 ∈ Z >0 , one can again find a solution for inequations (5.7). Now if x 0 = ξ 0 (thus x 1 = ξ 1 ), then the first term of C 0 becomes |sE| 2 = O(E 2 ) and we can easily choose any u with u re < 0 to satisfy that C 0 < 0. Similarly, if x 1 = ξ 1 (thus x 0 = ξ 0 ), then the second term of C 0 becomes |uE| 2 = O(E 2 ) and we can easily choose u with (au) re < 0 (in case a = 0) or v with (bv) re < 0 (in case b = 0) to satisfy that C 0 < 0. This proves Theorem 1.2.
Proof of Theorem 1.1. Finally we are able to prove Theorem 1.1. The second assertion of Theorem 1.1 follows from [8, 23] . To prove the first statement, assume conversely that there exists a Jacobian pair (F, G) ∈ C[x, y] 2 satisfying (1. 
