We show that Full Configuration Interaction Quantum Monte Carlo (FCIQMC) is a Markov Chain in its present form. We construct the Markov Matrix of FCIQMC for a two determinant system and hence compute the stationary distribution. These solutions are used to quantify the dependence of the population dynamics on the parameters defining Markov Chain. Despite the simplicity of the system, it still reveals a finite population bias inherent to the FCIQMC algorithm. We investigate the finite population bias for the neon atom and suggest simulation setups to in general minimise the bias compared to the stochastic noise.
I. INTRODUCTION
A cheap and accurate computational description of the ground state energy of a chemical system remains one of the principle challenges in electronic structure theory, yet achieving both of these goals systematically remains beyond the grasp of current approximations. Hierarchies of methods of increasing sophistication have been developed in the quantum chemistry community which systematically capture increasing amounts of the electron-electron correlation energy at the expense of additional computational cost. These methods start from Hartree-Fock 1 which scales modestly with the fourth power of the number of electrons to Full Configuration Interaction (FCI) which captures the maximal amount of electron-electron correlation in a finite basis set but scales factorially with the number of electrons. Approximations (which are often very accurate) such as density fitting can potentially reduce the scaling of these methods.
2 If FCI is used with a large enough basis set or an extrapolation to the complete basis set limit 3, 4 , energy differences can be obtained to chemical accuracy (1 kcal/mol) providing direct comparison with experiment. Unfortunately the factorial scaling with the number of electrons makes it unfeasible for studying anything but the smallest of chemical systems.
Projector Monte Carlo approaches such as Diffusion Monte-Carlo (DMC) 5, 6 can capture large fractions of the correlation energy. DMC attractively scales as the third power of the number of electrons (albeit with a large prefactor) but unfortunately requires the fixed node approximation to prevent collapse to a lower energy Bosonic state. Systematically improving the nodal surface is extremely difficult, 6 but DMC has been successfully applied to molecules 7 , the electron gas 8 even solids 9? .
Recently Booth and co-workers developed Full Configuration Interaction Quantum Monte Carlo (FCIQMC)
10 , which marries FCI with a projector Monte Carlo paradigm but crucially requires no a priori knowledge of the sign structure of the wavefunction. FCIQMC has two principal advantages over conventional FCI: the storage requirements are greatly reduced due to a sparse stochastic representation of the wavefunction 10 and it can be efficiently parallelised. 11 The storage requirements for FCIQMC depend on the (system-dependent) severity of the Fermion sign problem 12 and are often orders of magnitude less than conventional FCI calculations. FCIQMC with the controllable initiator approximation 13 has allowed molecular systems with Hilbert spaces of 10 29 Slater determinants 14 and the uniform electron gases with Hilbert spaces containing up to 10 108 determinants 15 to be studied.
The stochastic approach in FCIQMC was subsequently developed to apply to coupled cluster with similar success, 16 and we believe stochastic approaches will become increasingly important to the quantum chemistry community for studying systems larger than previously possible with the equivalent conventional method and, importantly, providing algorithms which are well-suited to modern computer architectures.
Some questions still remain concerning the best way to use Monte Carlo to solve the FCI equations. The FCIQMC algorithm is not a black box, and a choice has to be made about calculation parameters which control the stochastic sampling and hence the systematic and stochastic errors inherent to the simulation for a given amount of computational resources. In this article we investigate the behaviour of FCIQMC simulations to understand the relationship between parameter choices and errors.
Sec. II contains a brief recap of the FCIQMC method. We show in Sec. III that FCIQMC is an example of Markov Chain Monte Carlo (MCMC) and therefore can exactly compute the previously unobtainable stationary distribution of the energy estimators for H 2 in a minimal basis in Sec. IV. We use these ideas to investigate finite population bias in the two determinant H 2 sys-tem and more realistic calculations on the neon atom in Sec. V. We draw conclusions and provide suggestions on simulation strategies in Sec. VI. Atomic units are used throughout. The many-electron Hamiltonian and all energies have been shifted to be relative to the absolute Hartree-Fock energies of the appropriate system.
II. A RECAP OF THE FCIQMC METHOD
We briefly review the FCIQMC method first proposed by Booth et al. in Ref. 10 . The configuration interaction (CI) wavefunction ansatz is a linear combination of n Slater determinants, |D i :
where i is the label of an ordered set of occupied spinorbitals formed from N electrons and 2M spin-orbitals. In Full CI the sum runs over all possible determinants giving a Hilbert space which scales factorially with system size and basis set. To find the ground state FCI energy, E FCI , we find the set of C i which solves:
where E FCI is the smallest eigenvalue andĤ is the manyelectron Hamiltonian for the system. E FCI can be found by pre-multiplying Eq. 2 by D j | followed by either direct diagonalisation or by iterative (e.g. Lanczos or Davidson) diagonalisation. 17 The latter approach requires storage of two vectors the size of the Hilbert space and the action of the Hamiltonian matrix can be efficiently applied onthe-fly.
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The general wavefunction must satisfy the imaginarytime Schrödinger equation:
S is an energy offset, or 'shift' (which we shall discuss in the context of FCIQMC later) introduced to prevent the wavefunction from decaying to zero or growing exponentially. The general solution to Eq. 3 is
If the initial wavefunction has a non-zero overlap with the lowest eigenstate, then clearly the lowest eigenstate will remain and the excited states be projected out as τ → ∞.
Inserting the CI ansatz Eq. 1 into Eq. 3 gives a diffusion equation governing the evolution of the coefficient of each determinant:
where H ij = D i |Ĥ|D j . We may take a finite difference approach to propagate this evolution to move forwards by a time step δτ :
This is equivalent to taking the Taylor expansion of the propagator and truncating after first order, i.e. making the approximation e −(Ĥ−S)δτ ≈ (1 − (Ĥ − S)δτ ). This approximation leads to the exact ground state in the limit τ → ∞ if δτ < 2(E max − E FCI ) −1 , where E max is the largest eigenvalue of the Hamiltonian matrix.
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It is convenient (though not necessary 19 ) to represent the coefficients by a discrete set of signed particles, which we shall call psi-particles or psips after Anderson.
5 Given n i psips on determinant i, Eq. 5 is stochastically sampled such that C i ∝n i where the bar denotes the (infinite) time-average over the equilibrated simulation. Booth et al. 10 suggested the following:
Spawning: the off-diagonal term in Eq. 5 is sampled by attempting to spawn a child psip on a random determinant with probability
where i is the determinant of the parent psip, j is a random determinant (j = i) and P gen (j|i) is the probability that determinant j is selected given i. The child psip has the same sign as its parent if H ij < 0 and the opposite sign otherwise. Each psip attempts one spawning event per time step.
Death: the diagonal term in Eq. 5 is sampled by each psip attempting to die or to be cloned with probability.
If H ii − S < 0 then the psip dies otherwise it is cloned.
Annihilation: Pairs of psips residing on the same determinant with opposite signs are cancelled out and removed from the simulation.
These three operations form a step in imaginary time of δτ . After a sufficient number of such steps, the psip vector becomes a stochastic representation of the eigenvector.
After an equilibration phase, the shift is periodically updated every A steps (typically A is in the range [5, 20] ) to control the psip population using
where γ is a damping factor (typically in the range [0.01, 0.1]) and N (τ ) is the total number of psips on step
Substituting Eq. 9 into itself repeatedly for each update step shows that the shift is dependent upon on four variables:
where S(0) is the initial value of the shift (for all calculations in this paper S(0) was set to the Hartree-Fock energy E HF ), N s is the population after which the shift is updated and ξ = γ/(Aδτ ), is usually fixed throughout a single simulation. The shift provides a measure of the energy of the system. Eq. 10 implies that FCIQMC in its present form is an example of Markov Chain Monte Carlo (MCMC), the implications of which we shall discuss in the next section. Another measure of the correlation energy is the projected energy:
where the trial state, D 0 |, is typically the Hartree-Fock determinant. Generally this is a better measure of the correlation energy of the system because its variance is smaller than that of the shift and can be further reduced by using a multi-determinant trial function. 19 We note that the numerator and denominator of this estimator need to be averaged separately.
Both energy estimators are serially correlated because the state of the simulation on one iteration is heavily dependent on the state of the simulation at the previous iteration. A blocking analysis removes the serial correlation and gives an accurate estimate of the stochastic error provided the block size is large enough 21 . We use an iterative algorithm [22] [23] [24] to automate the selection of the appropriate block size in all FCIQMC calculations presented in this paper.
Whilst the shift is initially held constant, the population of psips grows exponentially before a plateau phase during which the sign structure of the wavefunction emerges, after which the psip population begins to grow exponentially again at a slower rate. Thus the shift must be varied only after the simulation has passed this critical point. 10 One of us previously explained that the sign problem in FCIQMC is caused by an instability with respect to a non-physical matrix related to the Hamiltonian matrix and is overcome by the annihilation step, which results in the observed population dynamics.

III. STOCHASTIC MATRICES AND FCIQMC
A. General Markov Chain Monte Carlo Theory
In this section we discuss how Eq. 10 implies that FCIQMC is an example of MCMC and how simulation details can be inferred directly from the Markov chain without running the simulation. For an in-depth review of MCMC see Ref. 25 and 26. A stochastic process is a discrete time Markov Chain if the probability of transitioning from one state to another (in one discrete time step) depends only upon the current state.
It follows immediately from the FCIQMC algorithm in Sec. II that the probability of transitioning from the state at a given time step to another state at the next time step depends only on the current stochastic representation of the eigenvector (i.e. the number of psips on each determinant) and the current value of the shift. Given Eq. 10, it is clear that the shift depends only on the number of psips on that shift update step. We can hence describe FCIQMC as a Markov chain taking one step every A time steps (although if A > 1 the projected energy estimator is no longer well defined as it is averaged over every step between shift update steps). To make the equations more mathematically convenient we shall henceforth assume that the simulation takes one time step between shift updates (i.e. A = 1). Thus the transition probability only depends on the state of the simulation on the last step.
We shall denote the Markov states of the simulation using indices α, β . . . and Slater determinants using indices i, j, . . . . The stochastic matrix, Γ, consists of elements Γ α,β which give the probability that the system transitions from state α to state β in one step in the Markov chain and is in general not symmetrical. We use the convention that the row defines the state in which the chain starts and the column defines the state in which the chain ends in. A state α represents one out of all possible combinations of psips on determinants and values of the shift:
As the FCIQMC calculation must transition from one state to another or remain in the same state,
and Γ is non-negative, we can infer some properties of the eigenvectors and eigenvalues of the stochastic matrix. The Perron-Frobenius theorem proves that the Γ must have one or more eigenvectors with eigenvalue one and all other eigenvalues must be less than one. The eigenvectors with a unit eigenvalue are called the Perron-Frobenius eigenvectors. As is the convention in probability theory and to be consistent with our definition of the stochastic matrix and Eq. 13, the eigenvectors are left eigenvectors:
γ α gives the probability that the Markov chain will be in state α if the chain is in equilibrium. The PerronFrobenius eigenvector is unique and the chain will converge towards this distribution if (i) all the states are aperiodic i.e. Γ N αβ > 0 for all values of large N ; (ii) the stochastic matrix consists of a single communicating class (every state can be reached from every other state in some number of steps).
When doing MCMC we are usually interested in some functions of the state space. For an ergodic system, the mean of a generic function f (α), which has value f t on step t, is given by
As discussed in the previous section, each step in the chain is correlated with steps close in iteration space t.
The Perron-Frobenius eigenvector specifies the distribution of an ensemble of independent Markov chains taking a single step, and by computing it we may find expectation values of interest in this system.
B. The FCIQMC chain
A state α in FCIQMC is represented by the signed number of psips on each determinant (n a , n b , . . . ).
We omit the shift S as it is simply a function of the total number of particles and not an independent variable. The FCIQMC chain is in an absorbing state (meaning the probability of leaving this state is zero) when there are no psips on any of the determinants, as all events which change the psip population require an existing non-zero population.
Starting with a non-zero number of psips, once the population reaches N s psips, the shift is allowed to vary. After some equilibriation time, the shift oscillates about the correlation energy of the system. It is after this point that the FCIQMC simulation is converged and statistics can be gathered. The Markov chain hence changes after the shift turns on. In a conventional FCIQMC calculation if the population drops below this point the population is still controlled (the shift will simply become positive to restore the population to the previous level).
The estimators of interest in FCIQMC are the shift and the numerator and denominator of the projected energy:
where N (α) = i |n i |. From this we may determine the projected energy as E Proj = E Numer / N Denom .
C. The Stochastic Matrix for a two Determinant System
Computing the stochastic matrix for an arbitrary large system of determinants is computationally infeasible as the space scales as the power of the number of determinants, so we restrict ourselves to the simplest possible (interesting) system. Consider two determinants a and b with states α and β representing two states with a given signed number of psips on each determinant:
On each step each psip independently attempts to spawn and die. The probability that n psips succeed out of N attempts is:
where p is the probability of one psip spawning or dying independently and B(n, N, p) is the probability mass function of the binomial distribution. We can work out p for spawning and dying using Eq. 7 and 8 respectively. Using the sign convention for spawning and diagonal death, we can calculate the change on determinant a 20 :
where n sa (n da ) is the number of psips spawning onto (dying on) a and sgn is the sign function,
Similarly the change on determinant b:
We can rearrange Eq. 23 and Eq. 25 to specify n da for a given n sa :
As the change on each determinant is independent we can calculate the probability p cna,n ′ a that the number of psips on a goes from n a to n ′ a :
Similarly the probability p cn b ,n ′ b that the number of psips on b goes from n b to n ′ b :
Unfortunately there is no simplification of the product of two binomial distributions with different independent probabilities. As the change on one determinant is independent of the change on the other determinant, the desired stochastic matrix element is simply
We have constructed Γ α,β for some simple systems and determined (by direct 27 and iterative 28 diagonalization dependent upon the size of the state space) the stationary distributions γ α which correspond to the PerronFrobenius eigenvector. With these we may investigate the properties of the ensemble of FCIQMC simulations possible.
IV. THE STATIONARY DISTRIBUTION OF H2 IN A STO-3G BASIS SET
In this section we describe how the stationary distributions of the estimators of the projected energy, the shift and the number of psips can be adjusted by the parameters which control the Markov chain. A simple choice of two determinant system is H 2 in a STO-3G basis with an internuclear separation of 0.7122Å and we use the set of closed shell determinants based on Hartree-Fock reference orbitals: σ 2 g and σ 2 u . The absolute Hartree-Fock energy of this system is −1.1175058843 E h . We present some results here to illustrate some of the properties of the transition matrix for a two determinant system.
We begin by looking at factors which control the population of psips in the simulation: N s defines the number of psips at which the shift is allowed to vary (we will take the shift to be equal to the Hartree-Fock energy at this number) and ξ controls how heavy the shift damping is. With these two degrees of freedom, we may adjust both N s and ξ at the same time to achieve a given number of psips (N in Eq. 10) but with different population dynamics. The total population of psips should be stable when the shift is equal to the correlation energy if FCIQMC is not biased. We may hence use Eq. 10 to determine pairs of ξ and N s which have the same average population N . Fig. 1 shows the shift as a function of population for pairs of ξ and N s such that the average population is identical and ≈ 50. ξ and N s in turn affect the stationary distributions of the shift and the number of psips. If ξ is large the stationary distribution of the number of psips is narrow because the population is well controlled, however the stationary distribution of the shift is broad (Fig. 2) . Of course we can only choose ξ and N s to achieve a desired population if we knows the correlation energy beforehand. In practice one could use an estimate of the correlation energy from a less expensive method, such as coupled cluster theory, to reach an approximate desired population.
The projected energy estimator is also affected by the choice of shift damping parameter. The population on each determinant is proportional to the overlap of that determinant with the ground state of the FCI wavefunction (again assuming everything is unbiased). Thus we expect both the stationary distributions of the denominator and numerator of the projected energy (Fig. 3) to look similar to the stationary distribution of the number of psips (Fig. 2) , though the numerator is additionally scaled by the matrix element between the Hartree-Fock determinant and the excited state. Changing the shift damping parameters seems to have little effect on the numerator of the projected energy (Fig. 3) though the change in variance of the denominator indicates that the projected energy will have a smaller variance as ξ increases.
Our tests indicate that the time step has very little effect on the stationary distribution. This is unsurprising as it simply scales the probabilities that a single psip spawns, or undergoes diagonal death/cloning and has no effect on the relative probabilities. Once the time step is set beyond the point which causes multiple psips to be spawned or undergo diagonal death/cloning from a single parent we expect the stationary distribution to change. This is a subject for future work.
V. POPULATION CONTROL BIAS
In order to achieve a finite population in a simulation, we must resort to population control by introducing a shift which is itself dependent upon the current total population. This population control introduces a bias into both estimators of the correlation energy, and only in the limit of an infinite number of psips do these estimators become unbiased. Population control bias occurs because the population control algorithm dynamically changes the shift and thus the diagonal elements of the Hamiltonian throughout the calculation in response to the population fluctuations. This correlation of the changes in Hamiltonian with the instantaneous population leads to a bias in the psip populations and therefore to the energy estimators. As the responsiveness of the population control decreases we expect the bias to also decrease and there will be no population control bias in the limit of a constant value of the shift.
A similar population control bias in DMC has been discussed since early in its development, 30 and it is known 31 that the bias scales as 1/ N . Indeed, a previous investigation 32 argued that population control bias led to inconsistencies in the ground state energy of a cluster of 48 parahydrogen molecules. In general, as orders of magntiude more psips are used in FCIQMC than walkers in a DMC calculation, we might expect the effect of finite population bias to be smaller in magnitude in FCIQMC than in DMC.
Given that there is no explicit diffusion term in the FCIQMC dynamics, the results from DMC may not apply, and we know of no previous investigatations of population control bias in FCIQMC. We suspect that the effect has most likely been obscured by the stochastic error bar in all previous FCIQMC studies. With the aid of exact energy estimators from the transition matrix, we are now able to investigate the magnitude of any bias present. We feel it is important to understand where population control bias is likely to cause a problem if small stochastic error bars are desired. In addition to the energy estimators from the transition matrix, we shall also investigate them from single chains via blocking analyses of single FCIQMC calculations to compare both methods and use them to quantify the factors controlling population control bias.
A. H2 in a STO-3G Basis Set
For different values of N s , transition matrix and single chain calculations were performed on H 2 in a STO-3G basis at the equilibrium geometry of 0.7122Å, and the energy estimators evaulated. In Fig. 4 the difference of the energy estimator from the FCI value is plotted against 1/ N and a clear reduction in bias for both shift and projected energy estimators can be seen with 1/ N . Though the single-chain calculations have relatively large stochastic error bars, a similar bias in the energy and decay is also notable, and there is good agreement between the single chain and transition matrix results.
The fits for the transition matrix calculations, however, do not exactly intercept the y-axis at the correlation energy (the worse extrapolation is for the projected energy in Fig. 5 which is out by 2.3 ± 0.5 µ Hartree) . It is difficult to tell if this is caused by a loss of numerical precision or truncation in the transition matrix calculations or if there are higher order effects with small N .
The prefactor in the 1/N scaling of the bias in the projected energy is affected by ξ, and damping less hard by reducing ξ reduces the prefactor (Fig. 5) . Finite population bias also appears to be made worse in strongly correlated systems. Fig. 5 shows finite population bias as a function of ξ for both H 2 in a STO-3G basis set at bond lengths of 0.7122Å and 1.4244Å. The absolute HartreeFock energy for the latter system is −0.9338980552 E h . We may explain this by reviewing DMC, where, in the limit of a perfect trial function, there are no branching processes and thus no finite population bias. Equivalently in FCIQMC if there is no spawning there can be no finite population bias. Although true only in the limit in which the Hilbert space is the set of eigenvectors of the Hamiltonian, this indicates that in the weakly correlated limit, there will be less population control bias, exactly as we observe.
B. The Neon Atom
Finite population bias is also potentially a significant source of a systematic error in systems which are large enough not to be trivially soluble (rendering transition matrix calculations computationally infeasible). We now turn to the neon atom in a cc-pVDZ basis which has a Hilbert space of 50000 determinants and an absolute Hartree-Fock energy of −128.4887755516 E h . This is small enough so that it is straightforward to compute the FCI energy via iterative diagonalisation but large enough such that most determinants have a small contribution to the wavefunction. In H 2 , it was necessary to oversample with the number of psips being greater than the number of determinants whereas in this neon system FCIQMC calculations are stable with a significant undersampling of the space. We shall investigate the effect of population control bias in this regime.
Changing the population control parameters affects both estimators of the correlation energy in the same way as H 2 . Fig. 6a shows the projected energy decaying towards the FCI energy as ξ decreases until the estimator of the energy becomes within error bars. Fig. 6b shows the bias in the projected energy decaying as 1/N . Again this intercepts the y-axis at -0.1921066 (12) Hartree which is within errors of the FCI energy of -0.192105578 Hartree suggesting that there is no time step error. The population control bias is however significant and with about 10000 psips is about 20 µHartree.
Whilst increasing ξ and N separately to achieve a reduction in population control bias is possible, a more general prescription for any arbitrary FCIQMC calculation would be preferable. It is with this in mind we return to the relationship between the varying of the shift and the bias, by plotting the bias against the variance of the shift for all the calculations performed in this section (Fig. 7 ). For both geometries of H 2 there is an approximately linear correlation between bias and variance of the shift, though with slight variation as ξ is changed. For H 2 then it appears that the variance of the shift can be used as a predictor of the population control bias. The results for Ne are less promising however, as calculations with approximately the same values of shift variance, but different combinations of ξ and N have significantly different values of bias.
We conclude therefore that in more complex systems the variance of the shift alone is not a sufficient predictor of the population control bias. It is likely that not only extent, but also speed of variation of the shift is important, and such values are considerably more difficult to calculate, so we will leave investigation of this connection to a future publication.
VI. DISCUSSION
To summarise: we have demonstrated that FCIQMC is an example of Markov Chain Monte Carlo and computed the stochastic matrix for a two determinant system. Even though a two determinant system is the simplest nontrivial system, it still contains some of the inherent features of FCIQMC including population control bias. We shall now put this work in context with other research in this area and provide recommendations to minimise biases in future FCIQMC calculations.
A two determinant system can not have a sign problem unless δτ is greater than the critical point. It would be interesting to extend these ideas to investigate the sign problem using a three determinant system. For systems with more than three determinants scaling of the size of the stochastic matrix as the power of the number of determinants may make this very difficult to study.
Recently Petruzielo et al. proposed an adaption of the FCIQMC method. 19 It was proposed to use floating point numbers to represent the population of psips on a determinant and to adapt the population dynamics of FCIQMC for non-integer weights. This adaption results in an uncountably infinite state space of the Markov chain. They also proposed to partition the determinant space into deterministic and stochastic subspaces, where the action of the Hamiltonian in the deterministic subspaces is applied exactly using sparse matrix multiplication and the action in the stochastic subspaces is sampled in the same way as in FCIQMC. Using floating point numbers as walker weights might reduce the prefactor of the 1/ N scaling in finite population bias.
The population control algorithm in DMC, as recommended in Ref. 33 , is slightly different from that used in FCIQMC: the shift is updated from the 'best current estimate' of the energy rather than from the previous value of the shift. Using this population control algorithm would render FCIQMC non Markovian. Nonetheless we could use the stochastic matrix technique presented here to calculate the probability distribution of the shift in the limit of convergence of the projected energy. It would be interesting to investigate if this is a better method of population control for FCIQMC.
Using the population control approach given in Ref. 10 (i.e. using Eq. 10 with γ set in the region 0.01 to 0.05), may introduce finite population bias if the time step needed to converge a calculation needs to be small due to the factor of 1 δτ in Eq. 10. This means finite population control bias is likely to be more of a problem for calculations which require smaller time steps, such as strongly correlated systems, or calculations using coupled cluster Monte Carlo 16 . We also note that attempts to converge FCIQMC calculations to µHartree accuracy have previously been attempted (see Ref. 34) and in this regime, population control bias could also potentially become important (similar in magnitude to the stochastic error bar).
We recommend that ideally one performs an extrapolation to an infinite number of psips using data from at least 3 simulations with different populations and with fixed ξ, as suggested in Ref. 31 . The resultant estimate of the energy would be unbiased albeit with a larger stochastic error. Alternatively one should use a large population of psips and set ξ to be as small as possible, such that the number of psips does not drop below the plateau. Doubling the number of psips in a simulation increases the equilibration time and possibly also the memory requirements. It is also important to to perform enough steps to get an accurate estimate of the error. Keeping the same mean psip population and extrapolating to ξ = 0 is desirable as it would avoid the problem of longer equilibration times and memory overhead but the projected energy estimate does not have a well-known functional form depending upon ξ, though it must at least decay monotonically with decreasing ξ. In choosing an appropriate value of ξ there is a compromise to be made; it is tempting to increase ξ because it reduces the fluctuations in the total number of psips and, for larger systems, this can reduce the maximum amount of memory used during the calculation. However too large a ξ will cause population control bias to become significant.
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