buffer, pH 7.5. Two sedimentation equilibrium experiments were performed. The first was performed in a Beckman Model E Analytical Ultracentrifuge equipped with Rayleigh Interference optics and an RTlC temperature measurement system. The intermediate speed method (Creeth & Harding, 1982) was employed. In this technique the meniscus concentration remains finite and was found by the intercept/ slope method (Creeth & Harding, 1982 ). An exact value for the intial solute loading concentration was not required. A 12 mm cell was employed, the initial loading concentration, c" was approx. 2 ml/g, and the value of the partial specific volume used was 0.736 mg/ml evaluated experimentally (Kratky et a/.. 1973) and also from the amino acid composition. The weight average M, over the whole solute distribution, M:Iw, was determined by extrapolation of the 'star' average M, to the cell base (Creeth & Harding, 1982) and found to be 70000 1000. This value will be affected by the small amount of thermodynamic non-ideality present. However, linear extrapolation of the (reciprocal of the) point weight average M , (Mr,,) to infinite dilution (Fig. 1) yields an 'ideal' value of 70500 1500). The point M , , values were obtained from sliding strip fitting procedures to the fringe data (see, for example, Harding, 1984) . A further low-speed sedimentation equilibrium experiment, performed in an MSE Centriscan ultracentrifuge, using (the less precise) scanning absorption optics yielded a very similar value for the M , of 72400 f 1000 (at a solute concentration of 0.3 mg/ml):
The M, of CAT subunits (from sequence analysis) varies slightly for six microbial variants but is within the range 24000-25 000 (W.V. Shaw, unpublished work). The only model therefore consistent with the native and subunit M , data is a trimer.
