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Abstract
In this Letter, we propose an observer-based synchronization scheme for a class of chaotic systems. This class of systems are
given by piecewise-linear dynamics. By using some properties of such systems, we give a procedure to construct the gain of
the observer. We prove various stability results and comment on the robustness of the proposed scheme. We also present some
simulation results.
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1. Introduction
Although the concept of synchronization of chaotic
systems may seem somewhat paradoxical, it has been
known since the seminal work [1] that it is possible,
and even more surprisingly this property is robust in
certain cases, see, e.g., [2]. In recent years, many as-
pects of chaotic dynamics including synchronization
and control of chaotic systems have received consid-
erable attention among scientists in many different
fields. The literature is quite rich on this subject, and
interested reader may consult to, e.g., [3,4].
Most of the synchronized chaotic systems consist
of two parts: a generator of chaotic signals (drive sys-
tem), and a receiver (response system). The response
system is usually a duplicate of a part (or the whole)
of the drive system. A chaotic signal generated by the
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drive system, which is called the synchronization sig-
nal, is usually transmitted to the response system to
achieve the synchronization. One of the motivations
for the synchronization is the possibility of sending
messages through chaotic systems for secure commu-
nication, see [5].
Various synchronization schemes are proposed in
the literature, see, e.g., [4], and in most of these works
a systematic procedure to determine the response sys-
tem and the synchronization signal is not given. A par-
ticular synchronization scheme which utilizes such a
systematic procedure is the observer-based synchro-
nization scheme, see, e.g., [2,6,7]. In this approach,
typically the response system is a duplicate of the drive
system, and a synchronization error term, which is the
difference between the synchronization signal and a
similar signal generated in the response system, is in-
jected into the response system through a gain vector,
which is called the observer gain. General procedures
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and conditions to determine this gain vector to guaran-
tee synchronization for a given arbitrary drive system
can be obtained, see, e.g., [2]. However, if the proper-
ties of a given particular drive system are not taken into
consideration, the required gain may be quite high,
see, e.g., [8]. High gain is not desired especially when
the synchronization signal is corrupted with noise, as
the noise will also be amplified by the gain. Also high
gain values may cause large transients, and this might
cause saturation in certain cases. One way to eliminate
the high gain values is to incorporate the system prop-
erties into the observer-based design. In this approach,
a particular class of systems may be considered and
the observer-based approach could be modified for this
particular class of systems.
In this Letter we will consider a special class of
chaotic systems, which are characterized by piecewise-
linear dynamics. Although the resulting dynamics
seems to be rather restricted, nevertheless this class
of systems contains many chaotic systems, including
most of the chaotic electronic oscillators, already pro-
posed in the literature. For this class of systems, we
propose two observer-based synchronization schemes.
We prove various synchronization results and com-
ment on the robustness of the proposed schemes.
This Letter is organized as follows. In Section 2, we
introduce the class of systems under consideration. In
Section 3, we propose our synchronization schemes.
We also prove various synchronization and stability
properties, and comment on the robustness of the pro-
posed schemes. In Section 4, we give various simu-
lation results which indicate the effectiveness of the
proposed schemes. Finally we give some concluding
remarks.
2. Problem statement
In this Letter we will consider a special class of
chaotic systems given by piecewise-linear dynamics.
To be specific, let−∞< k1 < k2 < · · ·< km−1 <∞
be given constants, and setk0 = −∞, km = ∞, where
m 2. We define the regionsRi ∈ R as
(1)Ri = {x ∈ R | ki−1  x  ki}, i = 1,2, . . . ,m.
We consider the systems given as:
(2)ż= f (z),
where z = (z1 . . . zn)T ∈ Rn, here the superscript
T denotes the transpose, andf : Rn → Rn is a
piecewise-linear map defined as:
(3)f (z)=Aiz+ bi, z1 ∈ Ri , i = 1, . . . ,m.
Here, fori = 1, . . . ,m, Ai ∈ Rn×n are constant matri-
ces andbi ∈ Rn are constant vectors. To ensure the
existence and continuity of the solutions of (2), we
will assume thatf is a continuous function. This re-
quirement puts some conditions onAi andbi , some
of which will be exploited in designing the synchro-
nization schemes. These continuity requirements can
easily be obtained by usingAiz+ bi = Ai+1z+ bi+1
for i = 1, . . . ,m− 1, z1 = ki , andz ∈ Rn is arbitrary
otherwise. After some straightforward algebra, we see
that the following holds
(4)Ai+1 =Ai + ĥieT1 , i = 1, . . . ,m− 1,
for some vectorŝhi ∈ Rn, here e1 is the first unit
vector, i.e.,e1 = (1 0. . .0)T ∈ Rn. In other words,
Ai+1 andAi only differs in their first columns. Hence,
there exist a constant matrixA ∈ Rn×n and constant
vectorshi ∈ Rn such that the following holds:
(5)Ai =A+ hieT1 , i = 1, . . . ,m.
We note that this representation is not unique, since
hie
T
1 only affects the first column ofA.
For synchronization, we need a synchronization
signal to be sent to the receiver. A natural choice for
the synchronization signal isy = z1. Note that in the
context of observer-based synchronization schemes,
we have the following output function for the sys-
tem (2)
(6)y = Cz, C = eT1 .
As is customary in observer-based schemes, we as-
sume that the pair(C,A) is observable, i.e., the fol-











The class of systems which could be described by
the equations given above might be limited. However,
there are meaningful classes of chaotic systems which
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could be represented in this framework. Such a class is
the Lur’e type systems which are frequently encoun-
tered and investigated in the literature, see, e.g., [2,8–
10], and the references therein. These systems can be
represented as
(8)ż= ALz− bLf (y), y = CLz,
whereAL ∈ Rn×n, bL,CTL ∈ Rn andf : R → R is an
arbitrary function. Let us assume thatf (·) is given by
a piecewise-linear characteristics as
(9)f (y)= ciy + di, y ∈ Ri , i = 1, . . . ,m,
whereci, di are scalar constants. By using (9) in (8)
we obtain the structure given by (2), (3) with
(10)Ai =AL − cibLCL, bi = −dibL.
If y = z1, i.e.,CL = eT1 , then (6) is also satisfied. If
y = z1, then by using the coordinate changez̃ =Qz,
whereQ is given by (7), withC = CL,A = AL, the
system (8), (9) could be transformed into the form (2),
(3) and (6).
Remark 1. If the nonlinearityf (·) is not piecewise-
linear, then it may be approximated by a piecewise-
linear one with any desired accuracy. If the original
system exhibits a chaotic behaviour, and if the approx-
imation error is sufficiently small, then it is reason-
able to expect similar behaviour when the piecewise-
linear approximation is used instead of the original
f (·). However, the effect of this approximation error
on the synchronization requires further investigation.
Remark 2. Most of the chaotic electronic oscillators
proposed in the literature can be represented by the
dynamics given above, see, e.g., [11,12] for more
information on such oscillators. In particular, the well-
known Chua’s chaotic oscillator, which is studied
extensively in the literature, also belongs to such class
of oscillators. This is particularly important, since
it is known that Chua’s oscillator is equivalent to a
large class of chaotic systems already proposed in the
literature, see, e.g., [13,14].
3. An observer-based synchronization scheme
Consider the chaotic system given by (2), (3), (6).
We assume that (5)–(7) also hold. For this system we
first propose the following observer:
(11)˙̂z=Aẑ+ hiz1 + bi +K(z1 − ẑ1), z1 ∈ Ri ,
whereẑ ∈ Rn is the receiver state, andK ∈ Rn is a gain
vector yet to be determined. Note that sincey = z1
is the synchronization signal, which is available, the
observer structure given by (11) is realizable at the
receiver.
Remark 3. To relate (11) with the observer-based
synchronization scheme proposed in, e.g., [2], let us
consider the following:
(12)˙̂z=Aj ẑ+ bj + u, ẑ1 ∈Rj ,
wherej = 1, . . . ,m, andu is an appropriate input to
the observer. It is easy to show that if we choose the
following u for (12)
u= hiz1 + bi − hj ẑ1 − bj +K(z1 − ẑ1),
(13)z1 ∈ Ri , ẑ1 ∈ Rj ,
then (12) reduces to (11). Hence, the synchronization
scheme proposed in (11) is a special observer-based
synchronization scheme. Note that in this formalism,
the control action (13) can be interpreted as a set of “if-
then” rules given by: “ifz1 ∈Ri andẑ1 ∈ Rj , thenu is
given by (13)”. Hence, we have a set of rules, and the
control action switches between them. This formalism
could also be used in designing the so-called “fuzzy
logic controllers” for such chaotic systems, see, e.g.,
[15]. Also note that there are different switching
synchronization systems already proposed for some
chaotic systems, see, e.g., [16].
To prove the synchronization property, let us define
the synchronization error ase= z− ẑ. Upon differen-
tiation and using (2), (11) we obtain:
(14)ė= (A−KC)e.
Since the pair(C,A) is assumed to be observable,
the gain K can be appropriately chosen so that
A − KC is stable (i.e., all eigenvalues are in the
left half of the complex plane), hence the errore
decays exponentially to zero for any initial condition
e(0)= z(0)− ẑ(0). Moreover, the decay rate could be
adjusted arbitrarily by proper choice ofK, see [2,6].
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Remark 4. Note that by using the techniques given
in [2], one can also design other observer-based syn-
chronization schemes for the systems given by (2).
However, such schemes are for general nonlinear sys-
tems and particular structures of nonlinearities, e.g.,
the piecewise-linearity in present case, is not fully uti-
lized. As a result, the required gain vectors in [2] usu-
ally depend on the Lipschitz constantγ of the nonlin-
earity, and the largest gain would be proportional to
(nγ )n, see [17]. Usuallyγ  1, and for large dimen-
sions usually rather large gains are required to guaran-
tee the synchronization. In the present case, however,
the required gainK is independent of any such Lip-
schitz constant, and the only requirement is the sta-
bility of A−KC. As a result, the synchronization is
achieved with smaller gains. This is particularly im-
portant if the synchronization signal is corrupted by
noise, since in this case the gain vector also multiplies
the noise as well.
In (11), the synchronization signal enters into the
observer dynamics through two ways. The first one is
due to the switching rulehiz1, which may be consid-
ered as a nonlinear processing ofz1, and the second
one is due to the linear injection termK(z1 − ẑ1).
While the linear term is desirable and is present in
many synchronization schemes, the nonlinear process-
ing of synchronization signal is less desirable, espe-
cially when noise is present in the transmission of syn-
chronization signal. One possible remedy is to useẑ1
in the nonlinear processing stated above. This obser-
vation leads to our second observer structure given as
(15)˙̂z= Aiẑ+ bi +K(z1 − ẑ1), z1 ∈Ri .
However, in this case the error dynamics will not be as
simple as (14). In fact, by using (2), (3), (6) and (15)
we obtain
(16)ė= (Ai −KC)e= Fie, z1 ∈Ri ,
where for simplicity we setFi = Ai − KC = A +
hiC − KC. To have a stable error, it is necessary
that all Fi be stable. Our next result states that this
is possible by choosingK appropriately.
Theorem 1. Let (C,A) be observable. Then, there
exists K ∈ Rn such that all Fi , i = 1, . . . ,m, are
stable.
Proof. Set det(λI −A)= λn + α1λn−1 + · · · + αn as
the characteristic polynomial ofA. Define the vectors
u1 = (1α1 . . .αn−1)T, u2 = (0 1α1 . . .αn−2)T, . . . , un
= (0 0. . .1)T, and define the matricesU = (u1u2 . . .
un), R = UQ, whereQ is given by (7). By using
simple algebra and Cayley–Hamilton theorem (i.e.,





−α1 1 0 . . . 0
−α2 0 1 . . . 0
...
−αn−1 0 0 . . . 1
−αn 0 0 . . . 0

 , CR = C.
Let us defineĥi = Rhi = (ĥi1 . . . ĥin)T, K̂ = RK =
(k̂1 . . . k̂n)
T
, and set F̂i = RFiR−1, i = 1, . . . ,m.
By using (17) we obtain the following characteristic
polynomial forF̂i
det(λI − F̂i )= λn + (k̂1 − γi1)λn−1
(18)
+ (k̂2 − γi2)λn−2 + · · · + (k̂n − γin),
where γij = ĥij − αj , i = 1, . . . ,m, j = 1, . . . , n.
By using Routh criterion, after some straightforward
algebra it could be shown that givenγij , one can find
the weightŝkj such that (18) yields stable polynomials
















γi2 + (k̂3 − γi3)/(k̂1 − γi1)
}
.
Since Fi and F̂i are similar, they have the same
eigenvalues, hence allFi are stable as well. The
required gain isK =R−1K̂ . ✷
Note that although eachFi in (16) is stable with
a proper choice ofK, this does not necessarily imply
that the resulting error is also stable. This is due to
switching in (16), and there are some examples which
indicate that switching between stable systems may
cause instability in certain cases, see [17]. In such ex-
amples, the instability is often due to a particular (of-
ten periodic) switching. When applied to chaotic sys-
tems, as in this work, the switching is also chaotic.
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In such cases it is reasonable to expect that chaotic
switching between stable systems as in (16) might
yield stable error dynamics. However, this conjecture
requires further investigation. The necessary and suffi-
cient conditions onFi to guarantee the stability of (16)
independent of the switching pattern are not known.
Some preliminary results indicate that the problem
might even be undecidable, see [17]. Some sufficient
conditions to guarantee the stability exist in the lit-
erature. The simplest one is the existence of a com-
mon quadratic Lyapunov functionV = eTPe for (16),
whereP is a symmetric and positive definite matrix,
i.e., there exist symmetric and positive definite ma-
tricesP,Qi such thatFTi P + PFi = −Qi holds for
i = 1, . . . ,m. Indeed, in this case, by differentiating
V = eTPe, and using (16) we obtaiṅV = −eTQie <
0, and by using standard Lyapunov stability argu-
ments, we conclude the asymptotic stability of error.
In fact, it can easily be concluded that the decay is ex-
ponential in this case. Unfortunately, the necessary and
sufficient conditions for the existence of such a com-
mon Lyapunov function is also not known. A sufficient
condition is the existence of a common set of eigen-
vectors{v1 . . . vn} for Fi , i.e.,Fivj = λij vj holds for
i = 1, . . . ,m, j = 1, . . . , n. Indeed, in this case, if we
setV = (v1 . . . vn), after some straightforward calcu-
lations it is easy to show thatP = (V V T)−1 yields
a common Lyapunov function. The required condi-
tion may seem to be restrictive, but it holds in certain
cases, including our first simulation example given in
the next section.
Finally we note on the robustness of the synchro-
nization scheme proposed in this Letter. If the error
dynamics given by (14) or (16) is exponentially stable,
then the corresponding scheme is robust with respect
to noise and parameter mismatch. This claim can be
justified by using the robustness of exponentially sta-
ble systems, see, e.g., [2,6]. As an example, consider
the synchronization scheme given by (15) and assume
that the synchronization signal is corrupted by noise.
In this case,z1 in (15) should be replaced byz1 + n,
wheren represents the noise. The corresponding error
dynamics now will be as follows:
(21)ė= Fie−Kn.
Hence, the noisen enters as an input into an exponen-
tially stable system, and ifn is bounded it produces a
bounded error as well. To elaborate further, let us as-
sume thatV = eTPe is a common Lyapunov function
for (16). By differentiatingV , usingFTi P + PFi =−Qi and (21), we obtain:
(22)V̇ = −eTQie+ 2eTPKn.
Now assume that the noise is bounded and setnmax=
maxt |n(t)|. Let λmin(·) andλmax(·) denote the mini-
mum and maximum eigenvalues of symmetric matri-
ces, respectively, and setα = λmax(P ), β =
mini{λmin(Qi)}. From (22) we obtain
(23)V̇  −β‖e‖2 + 2αnmax‖K‖‖e‖,
where‖ · ‖ denotes the standard Euclidean norm. By
using standard invariance arguments, see [18], it is
easy to deduce that the error will be bounded bye∞ =
2α‖K‖nmax/β as t → ∞. Note that the noise affects
the error linearly. The same also holds for the gains.
Hence, larger gains are undesirable since they amplify
the effect of noise as well, as is expected.
4. Simulation results
In this section, we present two simulation exam-
ples. The first one is called the generalized Chua’s cir-






(25)ż2 = z1 − z2 + z3,
(26)ż3 = −βz2,







× (|z1 + cj | − |z1 − cj |).
Hereα,β , q , mk and cl denote various coefficients.
For various values of these coefficients, this system
exhibits various chaotic behaviours, see, e.g., [19]. In
our simulations, we choseα = 9, β = 14.286,q = 2,
m0 = 0.9/7,m1 = −3/7,m2 = 3.5/7,m3 = −2.4/7,
c1 = 1, c2 = 2.15, c3 = 4, and for these parameters
this system is known to exhibit a three-scroll chaotic
behaviour, as shown in Fig. 1(a); for details and
also for an electronic implementation of the relevant
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(a) (b)
(c) (d)
Fig. 1. Simulation results for the generalized Chua’s circuit. (a)z1 vs.z2. (b) z1 vs.z4 = ẑ1. (c) z2 vs.z5 = ẑ2. (d) ‖e‖ vs. time.
circuit, see [19]. This system can easily be transformed
into the structure given by (2), (3), together with (5)
and (6). Note that in our formalism, we havem = 7,














we can transform (24)–(27) to the structure given by
(1)–(5) with
h1 = h7 = −m3b, h2 = h6 = −m2b,
h3 = h5 = −m1b, h4 = −m0b,
b1 = −b7 = −d1b, b2 = −b6 = −d2b,
b3 = −b5 = −d3b, b4 = 0,
where
d1 = [−m0c1 +m1(c1 − c2)+m2(c2 − c3)+m3c3],
d2 = [−m0c1 +m1(c1 − c2)+m2c2],
d3 = [c1(m1 −m0)].
In the formalism of Theorem 1, we haveα1 = 1,
α2 = β − α, α3 = 0, and the required transformation
in (17) is given asR = (r1r2r3) with r1 = (1 1β)T,
r2 = (0α0)T, r3 = (0 0α)T. By using the coefficients
given above and (20), we obtain̂k1 > 2.86, k̂3 >
55.103, and remaining gain̂k2 can be found from (20).
If we choosek̂1 = 4, k̂3 = 57.144, we obtaink̂2 >
5.842; and with the selection of̂k2 = 13, we ob-
tain the gain vectorK = R−1K̂ = (4 1 0)T. In this
case all matricesFi = Ai − KC are stable; further-
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(a) (b)
(c) (d)
Fig. 2. Simulation results for the Brockett system. (a)z1 vs.z2. (b) ‖e‖ vs. time. (c)e1 = z1 − ẑ1 vs. time fora = 0.2. (d)e1 = z1 − ẑ1 vs. time
for a = 0.02.
more, direct calculation shows that allFi have a com-
mon set of eigenvectors, hence a common Lyapunov
function exists. Therefore, we conclude that the er-
ror dynamics given by (16) is exponentially stable.
We simulated the observer structure given by (15) to-
gether with the given system (24)–(27), and the sim-
ulation results are shown in Fig. 1. The initial con-
ditions are chosen asz(0) = (4 1 − 4)T, ẑ(0) = −z0,
hence‖e(0)‖ = ‖z(0)− ẑ(0)‖ = 11.48, which is quite
large. In Figs. 1(b) and (c), the plots ofz1 versusẑ1
andz2 versusẑ2 are shown, respectively (note that in
the figures we usedz4 = ẑ1, z5 = ẑ2). Also note that
these figures are plotted after the transients. Finally, in
Fig. 1(d), we plotted the synchronization error magni-
tude‖e‖.
In the second simulation, we used the Brockett
system, see [6] for details. This system is in Lur’e
form and could be transformed into the structure given
by (1)–(5) as described in Section 2. Here we have












we can transform the Brockett system into the struc-
ture given by (1)–(5) withh1 = h3 = −3.6b, h2 =
1.8b, b1 = −b3 = −5.4b, b2 = 0. This system exhibits
chaotic behaviour as shown in Fig. 2(a). To calculate
the required gain vector in (15), we use the procedure
given in Theorem 1. In the formalism of Theorem 1,
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we haveα1 = 1, α2 = 1.25,α3 = 0, and the required
transformation in (17) is given asR = (r1r2r3) with
r1 = (1 1 1.25)T, r2 = (0 1 1)T, r3 = (0 0 1)T. By us-
ing the coefficients given above and (20), we obtain
k̂1>−1, k̂3> 1.8, and remaining gain̂k2 can be found
from (20). If we choosêk1 = 0, k̂3 = 2, we obtain
k̂2 > 4.35; and with the selection of̂k2 = 4.5, we ob-
tain the gain vectorK = R−1K̂ = (0 4.5 − 2.5)T. In
this case all matricesFi = Ai −KC are stable. How-
ever, unlike the previous case the matricesFi do not
have a common set of eigenvectors, hence existence
of a common Lyapunov function is not guaranteed in
this case. Since the necessary and sufficient condi-
tions for the existence of a common Lyapunov func-
tion are not known yet, we do not claim the nonex-
istence of a common Lyapunov function as well. We
simulated the system given by (2)–(5) and the observer
given by (15). The resulting error in synchronization
is given in Fig. 2(b). As can be seen from the fig-
ure, the error system is exponentially stable. Hence,
as mentioned in Section 2, this system should be ro-
bust with respect to noise. To demonstrate this point,
we also assumed that the synchronization signalz1(t)
is corrupted with a noise termn(t), i.e., in (15) we
usedz1 + n. The noise is assumed to be random and
uniformly distributed in[0a], wherea > 0 is a con-
stant. We considered the casea = 0.2 anda = 0.02,
and the resulting synchronization errors are shown in
Figs. 2(c) and (d), respectively. Both figures are plot-
ted after the transients. Note that since the peak ampli-
tude ofz1 is around 2, the casea = 0.2 corresponds
to a 10% perturbation, and as can be seen in Fig. 2(c),
the synchronization error magnitude is of the same or-
der of a. The casea = 0.02 corresponds to 1% per-
turbation, and as can be seen in Fig. 2(d), the syn-
chronization error magnitude is still of the same order
of a. For the Brockett system, the initial conditions
are chosen asz(0) = (2 1 − 1)T, ẑ(0) = −z0, hence
‖e(0)‖ = ‖z(0) − ẑ(0)‖ = 4.89, which is quite large.
These simulations show the effectiveness of the pro-
posed technique.
5. Conclusion
In this Letter we considered a special class of
chaotic systems, which are given by piecewise-linear
dynamics. This class of systems, although seems
to be somehow restricted, contains some meaning-
ful classes of chaotic systems, including most of the
chaotic electronic oscillators, already proposed in the
literature. We proposed two observer-based synchro-
nization schemes for this class of systems. We note
that by using general observer-based designs different
observer-based schemes may also be constructed for
such systems, see, e.g., [2,6]. However, in such designs
the properties of the drive system are not fully utilized,
and as a result the required gain vector to guarantee the
synchronization may be quite high, see, e.g., [8]. In
our approach, the drive system characteristics for the
class of systems under consideration are incorporated
into the observer design, and hence the required gains
to guarantee the synchronization are expected to be
small. We prove various synchronization results and
comment on the robustness of the proposed schemes.
We also presented some simulation results which show
the effectiveness of the proposed schemes.
We also note that the proposed observer has a
switching behaviour, resulting from the piecewise-
linear dynamics of the drive system. Due to this
structure, the control action in the observer can be
interpreted as some “if-then” rules. This interpretation
may be used in designing, or in incorporation of fuzzy
control techniques into the synchronization schemes.
However, this point requires further investigation.
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