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In this study, we investigate the Nambu–Jona-Lasinio (NJL) model at ﬁnite temperature and ﬁnite 
density in an external magnetic ﬁeld using the functional renormalization group. We investigate the 
dependence of the position of the ultraviolet ﬁxed point (UVFP) of the four-Fermi coupling constant on 
the temperature, density, and external magnetic ﬁeld, and we obtain the chiral phase structure. The UVFP 
at low temperature and ﬁnite chemical potential oscillates in a small external magnetic ﬁeld, which can 
be interpreted as the de Haas–van Alphen effect. We also obtain phase diagrams with complex structures, 
where the phase boundary moves back and forth as the external magnetic ﬁeld increases in the low 
temperature and high density region.
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.1. Introduction
The phase diagram and equation of state for quantum chro-
modynamics (QCD) have been studied as important subjects in 
the area of elementary particle physics. In particular, QCD mat-
ter in an external magnetic ﬁeld has attracted much attention for 
several reasons. It is known that neutron stars, which are high 
baryonic density stars, generate strong external magnetic ﬁelds 
(B ∼ 1014 Gauss) [1]. In heavy–ion collision experiments, quite 
strong external magnetic ﬁelds (B ∼ 1019 Gauss) are predicted to 
exist [2–6]. Furthermore, it has been suggested that extremely 
strong magnetic ﬁelds (B ∼ 1023 Gauss) are generated via the 
cosmological electroweak phase transition [7] and quark–hadron 
phase transition [8]. Thus, QCD matter in strong magnetic ﬁelds 
with |eB| ∼ 2QCD is common in our Universe.
The analysis of chiral effective models has shown that under 
an external magnetic ﬁeld, the chiral symmetry is always broken 
due to dimensional reduction. This phenomenon is called mag-
netic catalysis [9–15] and the chiral restoration temperature in-
creases with the strength of the magnetic ﬁeld. By contrast, the 
chiral restoration density decreases with a ﬁxed low tempera-
ture [16–18].
A recent lattice simulation [19] of QCD with an external mag-
netic ﬁeld indicated that the critical restoration temperature de-
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SCOAP3.creases with a stronger magnetic ﬁeld, which is called inverse 
magnetic catalysis or magnetic inhibition [20–24]. The analysis 
presented in the present study does not provide an explana-
tion of this effect, but instead it might suggest that the physics 
responsible for the magnetic inhibition at high temperature is 
beyond the physics captured by the Nambu–Jona-Lasinio (NJL) 
model.
In this study, we analyze the NJL model, which describes dy-
namical chiral symmetry breaking (DχSB) [25–27], in a strong 
magnetic ﬁeld at ﬁnite temperature and ﬁnite density using the 
functional renormalization group (FRG) [28–33]. The basic proper-
ties of this system such as the renormalization group (RG) ﬂow 
equations and the ﬁxed point structure have been investigated in 
many studies [18,34–50]; see also the review paper [51]. We in-
vestigate the behavior of the RG ﬂow of the four-Fermi coupling 
constant and we provide a detailed analysis of the phase diagram 
for the NJL model with an external magnetic ﬁeld.
The remainder of this paper is organized as follows. The for-
mulation is given in the next section. Our results for structures of 
ﬁxed points, the phase diagram, and the large-N non-leading ef-
fects are presented in Section 3. We summarize and discuss our 
results in Section 4.
2. NJL model and its RG equations
In this section, we brieﬂy introduce the RG ﬂow equation of the 
four-Fermi coupling constant and its structure in an external mag-
netic ﬁeld at ﬁnite temperature and density. The energy dispersion 
relation of a massless quark with electric charge q in an external  under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by 
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s = ±1 is the Zeeman splitting due to the interaction between the 
spin of a quark and B . The quantum number n = 0, 1, 2, · · · is the 
Landau level and in the particular case where n = 0 and s = −1, 
this is called the Lowest Landau level (LLL). In the case of LLL, the 
dynamics of the quarks can be effectively described as a 1 + 1 di-
mensional system.
We employ the following truncated effective action with 
UL(1) × UR(1) chiral symmetry in the Euclidean space,
 =
β∫
0
dτ
∫
d3x
[
ψ¯(/∂ + μ + q/A)ψ
− G
2
{(ψ¯ψ)2 + (ψ¯ iγ5ψ)2}
]
, (1)
where the external vector potential Aμ is deﬁned to give B =
(0, 0, B) = rot A. The external ﬁeld Aμ has several representa-
tions due to the gauge degrees of freedom, e.g., the symmet-
ric gauge: Aμ = (0, By/2, −Bx/2, 0), or the Landau gauge: Aμ =
(0, 0, Bx, 0).
The effective action is governed by the Wetterich equation [52,
53], which in our case reads,
∂t[ψ, ψ¯] = −Tr
[
∂t R

(1,1)
 + R
]
, (2)
where (i, j) denotes the i-th ( j-th) left- (right-)hand side deriva-
tive of the effective action  with respect to ψ (ψ¯ ). The cut-
off proﬁle function R controls the shell momentum integration, 
thereby realizing the coarse-graining. We employ the 3d optimized 
cut-off function [54,55],
R(p) = i/p
(

|p| − 1
)
θ(1− |p|/). (3)
The momentum mode integral at ﬁnite temperature in the external 
magnetic ﬁeld takes the following form,
2
∫
d4p
(2π)4
→ T
∞∑
m=−∞
|qB|
2π
∞∑
l=0
αl
∫
dpz
2π
, (4)
where m is the Matsubara mode number, and the factor 2 on 
the left-hand side and αl = 2 − δl,0 on the right-hand side are 
the spin-degeneracy factors. We also rewrite the Landau level as 
2n + 1 + s ≡ 2l with l = 0, 1, 2, · · · .
Details of the derivation of the RG ﬂow equations in this system 
were described previously [18]. The RG equations for the effective 
action (1) are reduced as follows:
∂t g = −2g + g2
(
4Nc J0(T˜ , μ˜, B˜) − J1(T˜ , μ˜, B˜)
)
, (5)
∂t T˜ = T˜ , (6)
∂tμ˜ = μ˜, (7)
∂t B˜ = 2B˜, (8)
where g is the dimensionless rescaled four-Fermi coupling con-
stant G2/2π2, T˜ , μ˜ and B˜ are dimensionless external parame-
ters, and ∂t denotes the derivative with respect to the dimension-
less cut-off scale t = log(0/). The threshold functions J0 and 
J1 are deﬁned by
J0(T˜ , μ˜, B˜) = |qB˜|
4
 1
2|qB˜| ∑
l=0
αl
√
1− 2l|qB˜|
× {1− n+ − n− − ∂t(n+ + n−)} , (9)J1(T˜ , μ˜, B˜) = |qB˜|
4
 1
2|qB˜| ∑
l=0
αl
√
1− 2l|qB˜|
×
{
1
(1+ μ˜)2
(
1
2
− n+
)
+ 1
(1− μ˜)2
(
1
2
− n−
)
− 1
1+ μ˜ ∂tn+ −
1
1− μ˜ ∂tn−
}
. (10)
The Gauss symbol x denotes the greatest integer that is less than 
or equal to x. The Fermi–Dirac distribution functions n± are de-
ﬁned as
n± = 1
eβ(±μ) + 1 =
1
eβ˜(1±μ˜) + 1 . (11)
The factor 4 and Nc on the right-hand side of Eq. (5) denote the 
number of degrees of freedom for the spinor and the color of the 
fermionic ﬁelds, respectively. The large-N leading approximation 
neglects the quantum corrections corresponding to the term J1 in 
Eq. (5).
3. Results
3.1. Fixed point analysis
In this subsection, we analyze the structure of the ultraviolet 
ﬁxed point (UVFP) g∗ , which satisﬁes β(g∗) = 0 for the β function 
of g in Eq. (5). The four-Fermi coupling constant g corresponds 
to the chiral susceptibility 〈(ψ¯ψ)2〉. Therefore, the RG ﬂow equa-
tion of g with the initial value g0 > g∗ diverges at a critical scale, 
where DχSB with the second order phase transition turns on.
In the case of strong B where the LLL approximation is effective 
with vanishing T and μ, the beta function of g is given by
βg = −2g + Ncg2|qB˜|, (12)
which implies that the UVFP and the Gaussian ﬁxed point (g∗ = 0) 
will become degenerate at large values of t . This property is due 
to the dimensional reduction [18]. In fact, the RG ﬂow of g always 
diverges when g0 > 0. The thermal and density effects resolve the 
degeneracy of the ﬁxed points. We investigate the dependence of 
the position of the UVPF on the temperature, chemical potential, 
and external magnetic ﬁeld.
The RG equation for the four-Fermi coupling constant in the 
large-N leading approximation is given by
∂t g = −2g + 4Ncg2 J0(T˜ , μ˜, B˜), (13)
where we set the following values: Nc = 3 and q = (2/3)e. The 
UVFP g∗ of this equation is given by
g∗ = 1
6 J0(T˜ , μ˜, B˜)
. (14)
The position of the UVFP with a ﬁnite temperature, ﬁnite external 
magnetic ﬁeld, and vanishing chemical potential is shown in Fig. 1. 
We can see that g∗ decreases monotonically as B increases for any 
temperature, and thus magnetic catalysis occurs. This result agrees 
with previous studies of chiral effective models (e.g., [14]).
The change in the position of the UVFP caused by ﬁnite density 
and a ﬁnite external magnetic ﬁeld with a ﬁxed low temperature 
(T /0 = 0.0001) is shown in Fig. 2. For the smaller B region, the 
UVFP shown in the right-hand side panel of Fig. 2 oscillates. This 
behavior can be interpreted as the de Haas–van Alphen (dHvA) 
effect, which was observed in related studies, e.g., in color super-
conducting matter [56], holographic matter [16,17], and in the NJL 
model with the mean ﬁeld approximation [57]. Thus, the oscilla-
tory behavior is derived from the processes at each Landau level 
582 K.-I. Aoki et al. / Physics Letters B 753 (2016) 580–585Fig. 1. Dependence of the position of the UVFP g∗ on the external magnetic ﬁeld at 
ﬁnite temperature with the vanishing density in the large-N leading approximation.
2|qB|n that cross the Fermi surface μ2. The end point of the oscil-
lation corresponds to the case where the ﬁrst Landau level (n = 1) 
just overlaps with the Fermi surface. Therefore, only the LLL can 
make a contribution beyond the oscillatory region. For example, in 
case where μ/0 = 0.2 the oscillation ceases at eB/20  0.03. 
These values satisfy the relationship 2|qB| = 2| 23 eB|  μ2. The 
dHvA effect disappears at higher temperature (see Fig. 3). The Lan-
dau level and the Fermi surface do not depend on the numbers of the ﬂavor and color, and thus this phenomenon is not affected by 
them, as shown in Fig. 4.
After the oscillation ceases, the UVFP g∗ increases with B , 
which means that inverse magnetic catalysis occurs. The inverse 
magnetic catalysis at low temperature is reproduced qualitatively 
by analyzing the ﬁxed point structure [16–18]. This phenomenon 
cannot be observed in a lattice simulation at present because it is 
affected by the so-called sign problem.
Moreover, we note that the UVFP decreases for larger values 
of B . It appears that the effect of ﬁnite density decouples with 
a larger external magnetic ﬁeld because the magnetic ﬁeld at the 
peak is proportional to the chemical potential. At present, there is 
no clear explanation of this behavior.
We investigate the impact of the large-N non-leading correc-
tions using Eq. (5), where the term J1 is included. A comparison 
of the position of the UVFP g∗ in the large-N leading case and the 
non-leading case with Nc = 1 and Nc = 2 is shown in Fig. 5. The 
large-N non-leading corrections make the UVFP g∗ larger in the 
whole region of B . However, the qualitative magnetic behavior of 
the UVFP does not change greatly after the inclusion of the large-N
non-leading effects.
3.2. Phase diagram
The phase diagrams for the μ˜–T˜ plane with ﬁxed external mag-
netic ﬁeld are shown in Fig. 6. We evaluate the RG equation of 
the inverse four-Fermi coupling constant in order to obtain the Fig. 2. Dependence of the position of the UVFP g∗ on the external magnetic ﬁeld and ﬁnite density with ﬁxed temperature (T /0 = 0.0001) in the large-N leading approxi-
mation. The diagram on the right-hand side shows an enlargement of the small B region.
Fig. 3. Dependence of the position of the UVFP g∗ of Eq. (13) on the external mag-
netic ﬁeld with ﬁxed chemical potential (μ/0 = 0.10) and several temperatures in 
the large-N leading approximation.
Fig. 4. Dependence of the position of the UVFP g∗ on various numbers for the 
color Nc . The scale of the vertical axis is arbitrary.
K.-I. Aoki et al. / Physics Letters B 753 (2016) 580–585 583Fig. 5. Comparison of the position of the UVFP g∗ in the large-N leading case and non-leading case with Nc = 1 (left) and Nc = 2 (right).
Fig. 6. Chiral phase diagram of the μ˜–T˜ plane. The ﬁgures on the left and right are the large-N leading case and non-leading case, respectively.four-Fermi coupling constant at the infrared limit [50]. Note that 
the phase boundaries in these phase diagrams do not necessar-
ily indicate the true chiral phase transition point. Instead, these 
boundaries represent the instability of the chiral symmetric vac-
uum, which is the phase transition point only for the second order 
transition. For the ﬁrst order phase transition, the true transi-
tion point moves to the symmetric side. We set the dimensionless 
rescaled inverse four-Fermi coupling constant to 1/g = 0.182 at 
the initial scale t = 0, for which the RG ﬂow at vanishing temper-
ature and density shifts to the broken phase at the infrared scale.
First, we discuss the large-N leading case. In the high tempera-
ture region, the phase boundaries move to the higher temperature 
side as B increases, i.e., magnetic catalysis occurs. By contrast, in-
verse magnetic catalysis occurs in the low temperature region. The 
phase boundaries then move toward the lower density side as B
increases. Next, for larger values of B , they turn back toward the 
higher density side. This behavior is also observed in the mean-
ﬁeld approximation [57]. It appears that this behavior is due to 
competing effects between magnetic catalysis and inverse mag-
netic catalysis.
Next, we discuss the large-N non-leading effects. At low tem-
perature, the phase boundary turns toward the lower density side, 
even with the vanishing B . This occurs due to the singularity at 
the Fermi surface (see [50]). At vanishing temperature and ﬁnite 
density, the non-leading correction becomes singular at μ = , so 
the non-leading effect becomes larger than the leading one in the 
low temperature region. As shown by Eq. (5), the non-leading term 
has a negative sign in the RG equation of the four-Fermi coupling constant, i.e., the non-leading effect makes the phase more sym-
metric. At ﬁnite eB , we still see that the phase boundaries move 
back and forth as the external magnetic ﬁeld increases in the low 
temperature and high density region. Thus, the non-leading effects 
do not change the behavior attributable to the external magnetic 
ﬁeld.
4. Summary and discussion
In this study, we investigated the dependence of the UVFP on 
the four-Fermi coupling constant in the NJL model at ﬁnite tem-
perature and density under an external magnetic ﬁeld by using 
the FRG. The UVFP decreases monotonically as the magnetic ﬁeld 
increases at ﬁnite temperature and vanishing chemical potential, 
and thus magnetic catalysis occurs. At ﬁnite chemical potential 
and a ﬁxed low temperature, the UVFP oscillates depending on the 
external magnetic ﬁeld due to the dHvA effect. This effect van-
ishes at higher temperatures. The UVFP increase as the magnetic 
ﬁeld increases after the oscillatory region, which means that in-
verse magnetic catalysis occurs. However, an even larger external 
magnetic ﬁeld changes the inverse magnetic catalysis into mag-
netic catalysis.
We also investigated the chiral phase diagram. Magnetic catal-
ysis is observed at high temperature and low density. However, 
at low temperature and high density, inverse magnetic catalysis 
occurs with a large external magnetic ﬁeld. For a larger exter-
nal magnetic ﬁeld, the phase boundaries move back to the large 
density side, and thus magnetic catalysis occurs. The large-N non-
leading effects do not change the qualitative behavior of our sys-
584 K.-I. Aoki et al. / Physics Letters B 753 (2016) 580–585tem dramatically, although the phase boundary moves toward the 
symmetric side at low temperature and high density in eB = 0 due 
to the singularity at the Fermi surface [50].
In order to investigate the cut-off scheme dependence, we ana-
lyzed the system with the 1d optimized cut-off function [58],
R(pz) = ipzγz
(

|pz| − 1
)
θ(1− |pz|/). (15)
The threshold functions are shown in Appendix A. We found that 
the qualitative behaviors do not change, such as the dependence of 
the UVFP on thermal effects and the shapes of the phase bound-
aries. Clearly, the values of the critical temperature, density, and 
external magnetic ﬁeld change because the NJL model is itself an 
unrenormalizable theory. It appears that the behaviors of the UVFP 
and the phase diagram determined in this study are quite stable 
relative to the cut-off proﬁle.
We also comment on the momentum-dependent coupling con-
stant, i.e., the non-local vertex G(p). The non-local vertex is partly 
included through the large-N non-leading diagrams, and thus 
they can be considered to represent some of the ﬂuctuations in 
mesons [18]. The large-N leading effect is much larger than the 
non-leading effects, so our results only change slightly. After in-
cluding the momentum-dependence of the four-Fermi coupling 
constant, the phase boundary is expected to move toward lower 
temperature and density because the chiral symmetry tends to be 
restored by mesonic ﬂuctuations.
We hope that these analyses motivate more elaborate studies in 
the future using the re-bosonization method [59–63] or the weak 
solution method [64]. Indeed, more precise analyses should be per-
formed.
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Appendix A. Threshold function with the 1d optimized cut-off 
function
We give the threshold functions using the 1d optimized cut-off 
function (15) in the RG equation of the four-Fermi coupling con-
stant. We have
I0(T˜ , μ˜, B˜) = |qB˜|
4
[
−1+
ζ( 32 ,
1
2|eB˜| )√
2|eB˜|3/2
−
∞∑
l=0
αl
{
(n+ + n−)
˜3l
− ∂t(n+ + n−)
˜l
}]
, (A.1)
I1(T˜ , μ˜, B˜) = |qB˜|
4
∞∑
l=0
αl
[
1
˜l(˜
+
l )
2
(
1
2
− n+
)
+ 1
˜l(˜
−
l )
2
(
1
2
− n−
)
− ∂tn+
˜+l
− ∂tn−
˜−l
]
, (A.2)
where ζ(s, x) is the Hurwitz zeta function, n± are given in Eq. (11), 
and ˜±l = ˜l ± μ˜ with ˜2l = 1 +2l|qB˜|. The RG equation of the four-
Fermi coupling constant is obtained by replacing J0 and J1 with 
I0 and I1, respectively.References
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