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To determine the positions of the individual neighboring emitters attached to a given protein, we took advantage of the naturally occurring stochastic photoblinking, which takes place on the timescale of seconds and minutes at 4.3 K. In our experiments, we used an exposure time of 2 s to be a bit shorter than the characteristic on-times of individual fluorophores (see Online Methods and Supplementary Figs. 1 and 2) . Although N identical labels would give rise to N possible brightness levels, variations in orientation, local environment and quantum efficiency of the fluorophores result in different on-off signal levels, leading to a maximum of 2 N combinations. presents an example of the outcome, where indeed 2 2 = 4 intensity levels were clearly identified. The nearly shot-noise-limited fit error (Fig. 1b) emphasizes the large confidence with which each intensity is assigned (see Supplementary Fig. 3 ).
To localize the two fluorophores, we determined the lateral coordinates of the PSFs corresponding only to the intensity levels of the individual fluorophores by weighted least-square fitting of a 2D Gaussian function (see Online Methods). The gray histogram (Fig. 1c) presents all individual localization precisions. For efficient analysis, we only used data sets where both fluorophores had a localization precision better than 6.5 Angstroms (Å) (blue histogram; see also Supplementary Table 1 for experimental yields).
Although we can localize all fluorophores that contribute to each recorded image, the random orientation of the protein in the sample leads to a continuous distribution of the projections onto the detection plane ( Fig. 1d ; see Supplementary Fig. 4 for complete data sets). To account for the large number of projection possibilities, we follow the protocol of single-particle reconstruction used in electron microscopy 8 . Here, we feed all projections into a fast expectation-maximization algorithm 9 to arrive at a self-consistent 3D solution without any a priori knowledge of the investigated structure and the orientation distribution in the sample. Figure 1e presents the isosurfaces of the reconstructed probability densities at an isovalue of 0.68. The overlay of these results with the crystal structure of the PASc dimer (PDB ID: 5FQ1, Supplementary Fig. 5 and Supplementary Table 2) reveals a very good agreement (Fig. 1f) . It is therefore evident that our measurement resolves the two labels within a single protein.
To quantify the spatial resolution of the procedure, we computed the Fourier shell correlation 10 We introduce cryogenic optical Localization in 3d (coLd), a method to localize multiple fluorescent sites within a single small protein with angstrom resolution. We demonstrate coLd by determining the conformational state of the cytosolic Per-arnt-sim domain from the histidine kinase cita of Geobacillus thermodenitrificans and resolving the four biotin sites of streptavidin. coLd provides quantitative 3d information about small-to medium-sized biomolecules on the angstrom scale and complements other techniques in structural biology.
In super-resolution localization microscopy, one addresses the individual fluorophores of a sample in a stochastic manner and determines the center of the point-spread function (PSF) from each emitter 1, 2 . The precision of this approach is dictated by the signal-to-noise ratio (SNR), which is in turn limited by the total number of detected photons. Photochemistry can be slowed down at low temperatures, allowing orders of magnitude more photons to be collected from a given fluorophore [3] [4] [5] . We recently demonstrated cryogenic localization of single molecules 4 , which enables us to make distance measurements between two fluorophores on a double-stranded DNA molecule 6 . Here, we show that cryogenic stochastic localization microscopy can resolve the 3D positions of several fluorophores attached to a small protein.
As proof of principle, we studied the thermophilic bacterium Geobacillus thermodenitrificans (Gt) sensor histidine kinase CitA, which regulates the transport and anaerobic metabolism of citrate in response to its extracellular concentration 7 . GtCitA consists of an extracytoplasmic citrate-binding Per-ARNT-Sim (PAS) domain flanked by two transmembrane helices; a cytosolic PAS domain (PASc), which is a 12.2-kD dimeric protein domain; and a conserved kinase core. We attached two Atto647N dyes to the two C termini of the cytosolic PAS domain. To prepare the sample, we spin coated the proteins in an approximately 100-nm-thick data sets, arriving at a resolution of 2 Å (Supplementary Fig. 6a ). Furthermore, we plotted a histogram of 188 measured distances together with a fit (the red curve) based on a Monte Carlo model and simulated annealing, taking into account our localization precision (Fig. 1g) . The asymmetric distribution stems from the convolution of a projection function and the Euclidian norm of a bivariate normal distribution 6, 11 . As a consequence of this skewed distribution, the expectation value does not coincide with the peak position. The obtained distance of 9 ± 3 Å between the two fluorophore sites is in good agreement with the expected value of 11 ± 2 Å obtained from the protein crystal structure (Fig. 1g, inset) . The rare occurrences of larger distances in Figure 1g amount to about 8%. A closer scrutiny of the outliers reveals intensity time traces that deviate from the behavior shown in Figure 1a ,b. This could be caused by incorrect intensity level allocation in the analysis, rare photophysical events or imperfections in the labeling procedure.
The fact that our measurements provide the correct dye positions despite a certain degree of imperfection demonstrates the robustness of our procedure. The 5-Å-long 6C linker of the dye label can, in principle, contribute to the experimental uncertainty, although the specific local protein environment restricts the flexibility of the linker orientation to a large extent. Furthermore, by using NMR measurements, we have verified that the presence of labels does not significantly alter the protein structure (Supplementary Fig. 7) .
Next, we applied COLD to a more complex situation: a protein that is labeled with four fluorophores. We chose the streptavidin homotetramer (molecular weight ~52.8 kD) and conjugated it with four Atto647N-biotin ligands. Figure 2a shows an example of an intensity time trace for such a streptavidin conjugate (Supplementary Video 1 shows an example of a measurement). As presented in Figure 2b , the small uncertainty in fitting 16 intensity levels indicates the high fidelity of the procedure. We emphasize again that the localization procedure relies on only the four intensity levels of the individual fluorophores. Figure 2c shows a histogram of all localization precisions as well as the data sets that were used for further analysis (see Supplementary  Table 1 for experimental yields). Figure 2d displays some examples of the recorded projections (see Supplementary Fig. 8 for complete data sets). Figure 2e shows the outcome of our 3D reconstructed volumes, and Figure 2f overlays these with the crystal structure (PDB ID: 1STP) of the streptavidin conjugate. The Fourier shell correlation indicated a resolution of 5 Å (Supplementary Fig. 6b) . We attribute the slight concave curvature of the reconstructed volumes toward the inside of the protein to the rotational freedom of the flexible linker that allows the fluorophore to pivot about its attachment point within a certain solid angle (Fig. 2g) . Interestingly, as displayed in the center reconstructions in Figure  2e ,f, our measurements also reveal a systematic small twist (<10 Å) of the biotin pockets across from each other.
Its high resolution and tomographic nature make it possible for COLD to identify the orientation of a protein. To examine this, we compared our individual localization measurements for streptavidin with the projections of a model based on the crystal structure decorated with four fluorophores. Here, we accounted for the experimental uncertainties by attributing a Gaussian volume to each fluorophore and including the measured uncertainty (5 Å) and the maximum error caused by the flexible linker (another 5 Å) in the Gaussian width. These model projections were then fitted to our measured localization images by a least-squares fit using the Euler angles of the structure as fit parameters ( Fig. 3 and Supplementary Fig. 9 ). The nearly perfect agreement between the experimental data ( Fig. 3a-d ) and model projections ( Fig. 3e-h ) is remarkable. The histograms for the three obtained Euler angles (see Fig. 3i -k) indicate that in these cases the proteins were, indeed, oriented randomly within the polymer film. The precision in localization microscopy depends on the available SNR and is influenced by the extent of the PSF, the number of detected photons, detector pixelation, background noise and camera readout noise 12 . The localization precision of COLD can be improved by employing a microscope objective with higher numerical aperture (NA), thus yielding a smaller PSF and an increased collection efficiency. For example, the use of a solid immersion lens made of gallium phosphide with refractive index of about n = 3.4 would increase the number of detected photons by 4.5 times 13 and enhance the localization precision by about 3 4 4 5 7 .
. ≈ -fold, taking optical microscopy beyond Angstrom resolution.
Colocalization of several emitters relies on the distinguishability of the individual constituents. If the neighboring emitters couple through near-field dipole-dipole interaction 14, 15 , one ceases to obtain separate images from each molecule but rather expects a collective PSF. The success of our measurements indicates that this effect does not play a role in our system 6 . The conditions for the dipole-dipole coupling to perturb colocalization depend on several factors such as the relative orientations of the dipole moments, absorption and emission spectral linewidths, and quantum efficiencies.
With its promise for sub-Angstrom optical resolution, COLD takes fluorescence microscopy to its fundamental limit. At this limit the dimensions of the label and its linker can become the limiting factors, although engineering more rigid and shorter bonds for fluorophore attachment would improve on this point 16, 17 . The method can be combined with other structural biology techniques such as X-ray crystallography, magnetic resonance spectroscopy and electron microscopy to provide valuable complementary information. Of particular note, COLD is a single-particle method and delivers spatial information about the structure of biomolecules at very low concentrations. Since the same dye can be used for all labels, COLD is especially attractive for studying homo-oligomers. Furthermore, in addition to soluble molecules, we expect to be able to use COLD to study membrane proteins in their native complex arrangements with other recognition partners and in different conformational states. Optical and cryogenic setups. Supplementary Figure 10 shows a schematic view of the experimental setup. We used a diode laser at wavelength λ = 645 nm for excitation and passed it through a 645-10 bandpass filter (Semrock). This beam was combined with another laser beam at λ = 532 nm by a dichroic mirror. The sample was illuminated by circularly polarized light generated by two wave-plates. A widefield lens (f = 400 mm) focused the laser beam via a 4f telescope (f = 350 mm) into the back focal plane of the microscope objective. The microscope objective (Mitutoyo, 0.9 NA LWD) was mounted inside a homebuilt extension to the cryostat vacuum chamber ( Supplementary  Fig. 11a,b) . The microscope objective was mounted on a piezoelectric objective positioner for fine axial motion (MIPOS, Piezosysteme Jena), and it could be moved laterally by a custombuilt 2D piezo-slider stage (Smaract). For coarse vertical adjustment, the slider system was placed on a platform that could be adjusted by three fine-threaded micrometer screws via vacuum feedthroughs working against a plate spring. The sample (see below) was glued on a homebuilt gold-plated OFHC copper cold finger using Apiezon N. For sample cooling we operated a liquid helium flow cryostat (Janis ST-500) at T = 4.3 K. The laser power was adjusted to 0.2 mW before the cryostat window. The fluorescence was detected in epi-mode. A 650 nm longpass filter at low angle of incidence (about 5°) was used as a beam splitter. A second 650 nm longpass filter was used as a detection filter before an f = 300 mm lens focused the light onto a water-cooled CCD camera. The physical pixel size was 16 µm; the magnification of the imaging system was 182×, translating to a pixel size of 88 nm. Widefield image stacks were recorded at a frame rate of 0.5 Hz in frame transfer mode with EM gain switched off and using the 1 MHz analog-digital converter. Typical recordings had 3,600 frames where the acquisition was interrupted every 15 min for automated refocusing using the 532 nm laser reflection from the substrate interface and a quadrant photodiode for a feedback loop. See also Supplementary Video 1 for an example measurement.
Sample preparation. The concentration of proteins on the coverslip is adjusted such that their average distance is larger than the system PSF. Supplementary Figure 11c shows an example of a diffraction-limited fluorescence frame, and Supplementary  Figure 11d displays a zoomed-in view of the PSF of one bright spot. UV-grade fused silica coverslips (ESCO) were cut to 7.0 × 7.0 × 0.2 mm pieces and then thoroughly cleaned using the following protocol: the coverslips were rinsed with nonhalogenated solvents (acetone and ethanol) and stored in Piranha solution (H 2 SO 4 and H 2 O 2 , ratio 1:1). Before usage, they were ultrasonicated in Helmanex (4% at 60 °C) for 1 h, rinsed with ethanol and plasma cleaned (O 2 plasma, 10 min). Then they were ultrasonicated in HCl and H 2 O 2 solution (ratio 3:1) at 60 °C for 1 h. Next, they were rinsed with 2-propanol followed by another 10 min in the plasma cleaner (O 2 plasma). To further reduce the background fluorescence, the coverslips were exposed to intense UV-VIS light in a bleaching chamber for several hours.
For the conjugation of streptavidin (Sigma) with biotinAtto647N (Sigma), both proteins were incubated in Tris-EDTA buffer (pH 7.4) at concentrations of 0.8 M for biotin-Atto647N and 16 mM for streptavidin for 2 h at room temperature. After reaction, the solution of bound and unbound biotin was purified using a centrifugal concentrator (Vivaspin 20, Satorius) with a cutoff at 30 kDa. The degree of labeling was determined by UV-VIS absorption spectroscopy using a Nanodrop-2000. We used Tris-EDTA buffer for blanking and took an extinction coefficient of ε 280 = 167,000 M −1 cm −1 at 280 nm. The extinction coefficient for Atto647N is given in the data sheet as ε λ = 150,000 M −1 cm −1 , and the correction coefficient as C 280 = 0.05 (AttoTec GmbH). The degree of labeling (DOL) was determined to be DOL = 4.
CitA PASc (residues 200-309) from Geobacillus thermodenitrificans was modified by site-directed mutagenesis to carry a C-terminal cysteine residue (N308C), which could be used for dye conjugation. Uniformly 15 N-labeled CitA PASc N308C was expressed in Escherichia coli BL21(DE3) cells in M9 minimal medium with 15 N-ammonium chloride as nitrogen source. After induction with IPTG, cells were incubated in a shaking culture for 5 h at 30 °C before harvesting. Cell pellets were resuspended in lysis buffer 20 mM Tris-HCl pH 7.9, 300 mM NaCl, 10 mM imidazole, 0.5 mM phenylmethylsulfonylfluoride (PMSF) and ruptured by sonication. PASc N308C protein was collected via immobilized metal affinity chromatography on Ni-NTA resin (Qiagen). The N-terminal His tag was cleaved by incubating the protein with TEV protease. Cleaved PASc N308C was reloaded onto Ni-NTA resin, and the flowthrough of the resin was dialyzed against size exclusion chromatography (SEC) buffer (20 mM Na phosphate pH 6.5, 150 mM NaCl). The final SEC purification was performed with a Superdex 75 16/60 column (GE Life Sciences). The purified PASc N308C sample was dialyzed against phosphate-buffered saline (PBS), pH 7.4 and subsequently concentrated to 200 µM. For the conjugation of the PASc domain with Atto647N-maleimide (AttoTec GmbH), we followed the standard protocol (AttoTec GmbH) and removed unbound dye by gel filtration on an SD75 10/30 column. The protein was then exchanged to 10 mM Tris buffer at pH 7.4 and subsequently spin concentrated. We estimated the concentration by UV-VIS spectroscopy to be about 15 µM using an extinction coefficient of ε 280 = 38,400 M −1 cm −1 at 280 nm. The labeling efficiency was determined to be about 65%.
A solution for spin coating (Headway Research, PWM32) was prepared by mixing 90 µl of Tris-EDTA buffer, 20 µl polyvinyl alcohol (PVA) (10% w/v, sterile filtered, degassed), 10 µl Trolox (20 mM) in DMSO and 10 µl streptavidin-biotin Atto647N (aliquots from −20 °C resuspended in 1 ml Tris-EDTA buffer then diluted 1:100 in Tris-EDTA) or PASc stock solution (aliquots from −80 °C, then diluted 1:10,000 in Tris-EDTA), respectively. 5 µl of this solution was spin coated on the coverslip (10 s at 1,000 r.p.m., 60 s at 3,000 r.p.m.), and the sample was immediately transferred to the cryostat and cooled down.
Crystallization, data collection and structure determination of GtCitA PASc. Selenomethionine-labeled GtCitA PASc(residues 200-309) fragment was expressed in minimal medium supplemented with selenomethionine according to the EMBL protein expression group (https://www.embl.de/) and purified as described for the NMR sample. Crystals of selenomethionine-labeled GtCitA PASc(200-309) were obtained by the vapor-diffusion technique in the sitting-drop variant. 100 nl of protein solution (35 mg/ml) were mixed with 100 nl of well solution (0.4 M K 2 HPO 4 , 1.6 M NaH 2 PO 4 , 0.1 M phosphate-citrate, pH 4.71) using a Mosquito robot (TTP Labtech) and equilibrated at 20 °C. Bipyramidal crystals grew within 5 d. The crystals were cryoprotected by transferring them for 1 min to well solution supplemented with 35% glycerol, and they were flash cooled by plunging them into liquid nitrogen. Three data sets (peak, inflection and high-energy remote) were collected at beamline X10SA, SLS, Switzerland (PILATUS 6M detector, Dectris). All data were processed with XDS 18 and scaled with SADABS (Buker AXS). Space-group determination and statistical analysis were carried out using XPREP (Bruker AXS). Statistics for data collection and processing are summarized in Supplementary Table 2 .
Both native and selenomethionine-labeled protein crystallized in space group P2 1 2 1 2 1 , with two molecules in the asymmetric unit. The structure was solved by MAD; normalized difference structure factors were calculated using SHELXC, and the substructure was solved using SHELXD. Phase extension, density modification and main chain autotracing was done with SHELXE 19 . 50 cycles of automatic model building alternated with structure refinement by ARP/wARP 20 resulted in modeling of 96.4% of the residues. Refinement was done by positional and B factor refinement in REFMAC5 (ref. 21) , alternating with manual model building in COOT 22 . Refinement statistics are given in Supplementary Table 2 .
The crystal structure reveals a canonical PAS fold with a fivestranded β-sheet sandwiched between an N-terminal α-helix and four shorter helices. In the dimeric PASc assembly, the N-terminal helices are swapped between monomers and constitute the major dimer interaction site (see Supplementary Fig. 5 ).
NMR spectroscopy on GtCitA PASc. Protein concentration in labeled PASc samples was measured using a colorimetric assay (DC Protein Assay, Bio-Rad). The degree of labeling was determined from the ratio of Atto647N (calculated from dye absorption at 644 nm) and PASc concentrations. 1 H, 15 N-HSQCspectra of GtCitA PASc were recorded on a Bruker 800 MHz spectrometer equipped with a 5 mm CPTCI cryoprobe at 298 K (Supplementary Fig. 7a) . The chemical shifts induced as shown in Supplementary Figure 7b agree with expectations for the extended conjugated system.
Single-molecule localization analysis. Raw images of fluorescent molecules were analyzed using custom-written software in MATLAB (The MathWorks). Supplementary Figure 12 shows a flow diagram of the data analysis. The background of each image was suppressed with a 2D median filter with a window size of 13 × 13 pixels, which is about five times larger than the PSF full width at half maximum. The starting points for localization were pixels with an intensity three times above the image noise level. A region of 9 × 9 pixels around such a local maximum was cut out for localization, using weighted least-squares approximation with a 2D Gaussian function. The lateral coordinates for the fluorophore positions and the Gaussian amplitude of the fluorescence intensity were the output parameters (see also Supplementary Note and Supplementary Fig. 13) .
By fitting the resulting intensity time trace to a model, which is comprised of 2 N possible combinations of the expected fluores-
, for all time points t, we could estimate the individual intensity levels I k . Here, b t k ( ) { , } ∈ 0 1 denotes the on-off state of signal k = 1...N. Although all intensity levels contribute to the goodness of the fit, we only used the coordinates of the N intensity levels of individual fluorophores for our localization data. The error of such a fit was calculated by a least-squares estimation with the square root of the recorded intensity as a weight.
We note that as seen in Figures 1b and 2b , the root mean squares of the residuals in our current experiments are smaller than the intensity level spacings between the first two or four levels, respectively. If N is increased, the probability of correct allocation of the intensity levels decreases, and this condition will eventually break down, depending on the available SNR. Our current SNR allows detection of up to five fluorophores. In order to assess the fidelity of our approach for determining the individual intensity levels more quantitatively, one can assign normal distributions the intensity fluctuations of each intensity level centered at that value and with a width corresponding to the fit error for that level. Supplementary Figure 3a shows an example for the streptavidin construct which is the most complex case under study, with N = 4 fluorophores and up to 16 intensity levels. The overlap of these distributions puts a limit on our ability to resolve the individual levels separately.
Let us take the integral of each normal distribution within the boundaries between the crossing points to the neighboring functions as a measure for the probability of correct allocation of that intensity level. Supplementary Figure 3b shows how the probability of correct allocation scales as a function of the number of fluorophores, N. For N = 2, the wrong allocation amounts to less than 10% and may partially explain the incorrectly determined distances in Figure 1g of the manuscript. For N = 4, the occurrence of wrong allocation increases to about 40%. However, the singleparticle reconstruction using a maximum a posteriori approach is still able to reconstruct the 3D volumes for both constructs presented in this manuscript (N = 2 and N = 4), despite the data sets with the wrong allocation. In general, the family of iterative maximum likelihood algorithms is particularly suited as a method for incomplete or corrupted data and has been shown to be able to tolerate a high fraction of missing data (up to 50%) 23, 24 .
3D reconstruction. For 3D reconstruction, we prepared localization images by placing 2D Gaussian functions at the localized positions with the respective localization precisions as width parameters (100 × 100 Å, 1.0 Å mesh grid). In case of streptavidin, we only used data sets where all localization precisions were better than 13 Å, and the maximal distance of two localizations was below 80 Å to avoid cropping artifacts in the reconstruction. For experiments with PASc, all localization precisions chosen were better than 6.5 Å. The single-particle reconstruction was performed using the subspace EM algorithm from ref. 9 with default settings except for the number of iterations and the number of runs, which were set to 25 and 100, respectively.
The reconstruction worked reliably with a minimum of about 80 input projections images for our experimental parameters. In general, this requirement might also be dependent on the symmetry of the object of interest. We note that we use a significantly lower number of input images than do typical TEM reconstructions, which need several thousand to tens of thousands, because our projection images have much higher SNR.
To avoid any bias in the reconstruction, the initial model is an ellipsoid with a,b = 10 Å and c = 20 Å diameter placed in the center of the volume. As a check experiment, we falsely applied the four-fluorophore model to the data of single Atto647N molecules and performed the reconstruction. As expected, the 3D reconstruction yielded one spherical object in the center of the volume. We also checked whether the algorithm could reconstruct a volume where we generated artificial data to have a ground truth. For this purpose, we placed four 3D Gaussian functions in the volume and created 100 localization images by taking the projection of random orientations. The reconstruction worked nearly perfectly.
In order to compare our results with the protein structure, we attached the four biotin ligands to the crystal model structure of streptavidin (PDB ID: 1STP). We constructed a 3D structure of Atto647N based on the information in ref. 25 using MolEditor to generate Smiles and Avogadro to build and optimize the 3D geometry. Using UCSF Chimera 26 , we coupled Atto647N fluorophores to the biotin ligands. For the PASc domain, the Atto647N dyes were attached to the N308C positions (mutated to Cystein) at the C termini of the crystal structure (PDB ID: 5FQ1) by modeling. We used the point symmetry of the volume maps of the 3D reconstruction and fitted them to the crystal structure using UCSF Chimera, which was also used for visualization.
A quantitative value for the resolution of our 3D reconstruction was estimated by calculating the Fourier shell correlation (FSC) of two half data set reconstructions 10 . The FSC was computed using Free FSC (IMAGIC). Comparison with the half-bit criterion 27 yields a resolution of 5 Å for the streptavidin case and a resolution of 2 Å for the reconstruction of the PASc domain.
Drift correction. Even though the experimental setup was carefully designed to be as rigid and mechanically stable as possible, a slow sample drift on the order of 100 nm h −1 remained. We corrected for the sample drift in two steps. First, we computed a spatial autocorrelation from the camera image (20 × 20 µm) containing many proteins. By tracking the autocorrelation peak obtained after binning 20 consecutive frames (about 40 s), we reduced the observed drift to a remaining uncertainty of a few nanometers (Supplementary Fig. 14a-c) . In a second step, we applied a local algorithm to account for the fluctuations of the center of mass of each protein caused by the photoblinking of the individual fluorophores attached to each protein. Here, we determined the positions of the dark fluorophores in each frame by interpolating between consecutive detections. The drift was then corrected by weighted averaging of all fluorophore positions and their linear combinations caused by the different possible intensity levels (see Figs. 1a and 2a) in each frame. The weights were calculated by taking the square root of the recorded intensity. This procedure reduces the drift to <1 nm over the entire recording time (Supplementary Fig. 14d ).
