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We present the ﬁrst practical perturbation method for optimizing
matrix stability using spectral abscissaminimization. Using pertur-
bation theory for a matrix with simple eigenvalues and coupling
this with linear programming, we successively reduce the spectral
abscissa of a matrix until it reaches a local minimum. Optimal-
ity conditions for a local minimizer of the spectral abscissa are
provided and proved for both the afﬁne matrix problem and the
output feedback control problem. Experiments show that this novel
perturbation method is efﬁcient, especially for a matrix with the
majority of whose eigenvalues are already located in the left half of
the complex plane. Moreover, unlike most available methods, the
method does not require the introduction of Lyapunov variables.
The method is illustrated for a small size matrix from an afﬁne
matrixproblemand is thenapplied to largematrices actually arising
frommore sophisticated control problems used in the design of the
Boeing 767 jet and a nuclear powered turbo-generator.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The spectral abscissa, α(M), of a square matrix M (the largest of the real parts of its eigenvalues)
plays a crucial role in the asymptotic analysis of dynamical systems. For this reason, we consider the
development of a practical method for optimizing the stability of a matrix by minimizing its spectral
abscissa. Speciﬁcally, we develop and apply this method to the afﬁne matrix problem, and the output
feedback control problem.
Burke et al. [1] have recently studied the afﬁnematrix problem and presented two numericalmeth-
ods for optimizing the stability of the afﬁne matrix family, A(t), using spectral abscissa minimization.
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The methods ﬁnd a vector t that minimizes α(A(t)). Concerning the well known output feedback
control problem, they remark that in general, this problem is hard. When interval bounds on the
entries of the feedbackmatrix K are speciﬁed, the general problem is known to be NP-hard [3], and the
complexity of the general problemwithout bounds onK is not known.Most importantly, they conclude
that stabilization by output feedback can also be expressed as a spectral abscissa global minimization
problem and, although they do not expect to devise an efﬁcient algorithm to ﬁnd global spectral
abscissa minimizers, reliable and efﬁcient methods to ﬁnd local minimizers could be of great value
in practice. They further claim that in the past, such methods have not been studied systematically;
optimality conditionswerenot known, and thoughmethods formoving eigenvalues left in the complex
plane have been proposed from time to time, they have generally been fairly ad hoc.
The basic problemof stabilizing amatrix depending on several parameters is a challengingproblem,
and its solution often requires very long numerical procedures [4–6,10,11]. Most existingmethods also
require the introduction of n2 Lyapunov variables if the number of state variables is n. Furthermore, in
control problems arising inmany engineering applications one is facedwith the problem of stabilizing
large matrices, hence the need for a practical method to stabilize these matrices is obvious. It should
also be noted that in many instances most of the eigenvalues of these large matrices already lie in
the left half of the complex plane. A good practical method should take advantage of this fact and
should minimize its spectral abscissa with relative ease. This suggests the development of a practical
perturbationmethod. The idea behind this approach is based on perturbation theory for amatrix with
simple eigenvalues [12]. We start with the right most eigenvalue, the eigenvalue with the greatest
positive real part among all eigenvalues of the matrix considered. Then we use perturbation theory to
shift this eigenvalue to the left by a small amount. This may cause some/all of the other eigenvalues to
move to the left as well. We ensure that the real part of the ones moving to the right do not overshoot
the real part of the "worst" eigenvalue. This is implemented using simple linear programming. We
repeat the whole process until all the eigenvalues are in the left half of the complex plane – that is the
spectral abscissa of thematrix considered is negative – and thematrix is stabilized. If we continue this
process until the minimum of the spectral abscissa is reached, we obtain an optimal stability result.
To the best of our knowledge no such practical perturbation method is available in the literature.
In Section 2 we state the underlying theorem from matrix perturbation theory for a matrix with
simple eigenvalues.We thendescribe theperturbationalgorithm indetail for theafﬁnematrixproblem
and illustrate it using the small size example PolShc (a) previously considered by Burke et al. [1] and
others.
In Section 3 we describe the modiﬁed perturbation algorithm for the well known output feedback
control problem, perhaps the most basic problem in control theory, arising in many engineering
applications. We then apply the algorithm to two large, sophisticated examples – AC10 and TG1 from
COMPleib [9].
Lastly in Section 4 we provide and prove a necessary optimality condition for the case where there
is only one active eigenvalue (its real part equals the spectral abscissa) and a sufﬁcient condition for the
casewhere there are several active eigenvalues. These conditions are used in the algorithms of Sections
2 and 3 for the afﬁne matrix problem and for the output feedback control problem, respectively.
2. The afﬁne matrix problem
Problem 1. Givenm + 1constant realn × nmatricesA0, A1, . . . , Am ﬁndarealvector t = (t1, t2, . . . , tm)
such that theafﬁnematrix familyA(t) = A0 +∑mi=1 tiAi is stabilizedwithaminimumspectral abscissa
(i.e. α(A(t)) < 0 and minimized).
We begin by stating the following theorem frommatrix simple eigenvalue perturbation theory (see
[14,12]).
Theorem 1. After a small matrix perturbation, E, a simple eigenvalue λi of a matrix A will be equal to
λ˜i = λi + yti Exi/yti xi + O(‖E‖2)
where yti and xi are left and right eigenvectors of A belonging to λi.
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The theorem shows that after a small perturbation E, the real part of the eigenvalue λi will change
approximately by the amount of Re(yti Exi/y
t
i xi). This result immediately suggests the following logical
sequence for the treatment of Problem 1:
• Begin with the matrix A0 and treat the second part of A(t),∑mi=1 tiAi, as a perturbation E(t) to
the matrix A0.• Identify the right most eigenvalue – the eigenvalue with the greatest real part of all eigenvalues
of A0.• Based on Theorem 1, one can ﬁnd a vector t = t˜ with small magnitude which reduces the real
part of this worst eigenvalue and ensures that the other eigenvalues do not change too much.
• Replace A0 by A0 + E(t˜), replace t by t + t˜ and repeat thewhole process until all the eigenvalues
are in the left half of the complex plane (the spectral abscissa is negative) and ﬁnally aminimum
of the spectral abscissa is reached.
The detailed algorithm is as follows:
Algorithm 1
Step 0. Set the initial solution t = 0.
Step 1. Calculate all the n eigenvalues and corresponding left and right eigenvectors yti , xi of A0 and
order them such that
Re(λ1) Re(λ2) · · · Re(λn).
Step 2. Let E(t) = ∑mi=1 tiAi and calculate Re(yti E(t)xi/yti xi) as a function of t for i = 1, 2, . . . , n,
denoted as fi. It should be noted that the fi are linear functions of t, and
fi = Re(yti A1xi/yti xi)t1 + Re(yti A2xi)/yti xi)t2 + . . . ,+Re(yti Amxi/yti xi)tm
If Re(λn−1) < Re(λn) (only one active eigenvalue) and
Re(ytnAixn) = 0, i = 1, . . . , m
or if there are several active eigenvalues λn, λn−1, . . . , λn−p+1 and there is no m-dimensional vector
d such that
∇fn−p+1 · d < 0, ∇fn−p+2 · d < 0, . . . ,∇fn · d < 0,
then return the solution t and Stop (see Section 4).
Step 3. Determine the eigenvalues whose real part will increase as the real part of λn decreases
along the negative gradient direction of fn. This can be done by ﬁnding the sign of the inner product
of the two gradients∇fi · ∇fn. If the sign is negative, then as the real part of λn decreases the real part
of λi will increase. Let I be the set of the subindices of such eigenvalues, or
I = {i | ∇fi · ∇fn < 0 and 1 i n − 1}.
Step 4. Set the bound of possible change for the real part of λi where i ∈ I, i.e.
fi  ηi = μ(Re(λn) − Re(λi))
If i /∈ I let ηi = 0.
Step 5. Obtain t˜ by solving the linear programming problem
min fn
subject to fi  ηi, i = 1, 2, . . . , n − 1.
In case min fn = −∞, just set a negative ﬁnite amount for fn and ﬁnd t˜ (see Example 1).
Step 6. Scale t˜ in order to ensure that the spectral abscissa has decreasedby a reasonable amount and
that thematrix perturbation ‖E(t˜)‖ is sufﬁciently small.We set an initial relaxation coefﬁcient 0( 1)
and a reducing coefﬁcient κ(< 1). t˜ is initially replaced by 0 t˜. If this t˜ causes too big a perturbation
(or the spectral abscissa is increased instead of being decreased) then it is replaced by κ t˜.
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Step 7. Replace A0 by A0 + E(t˜) and replace t by t + t˜.
Go to Step 1.
Notes: If we merely want to stabilize the matrix, only the stability condition is required in Step 1.
In Step 4 we actually set the bounds proportional to the distance in the real axis from λn. The factor
μ can be taken to be any number between 0 and 1. Usually we take the initial relaxation coefﬁcient
0 = 1.0 ∼ 2.0 and the reducing coefﬁcient κ = 0.5 ∼ 0.95.
We illustrate the above algorithm using a small size problem previously considered by Burke et al.
[1] and others.
Example 1 (PolShc(a) [1]). Find t to optimally stabilize the matrix
A(t) =
⎡⎣ −t1 1 013 + 5t1 − t2 0 1−t2 0 0
⎤⎦ =
⎡⎣ 0 1 013 0 1
0 0 0
⎤⎦+
⎡⎣ −t1 0 05t1 − t2 0 0−t2 0 0
⎤⎦ .
This is an afﬁnematrix problemwithn = 3, m = 2. The eigenvalues ofA0 are−
√
13, 0,
√
13. To reduce
the real part of the last eigenvalue as much as possible and ensure that the real parts of the other two
eigenvalues do not increase too much (μ = 0.5 here) we need to solve the optimization problem:
min
f3 = 5t1
2
√
13
− t1
2
− t2
2
√
13
− t2
26
subject to
1
26
((
−1 + √13
)
t2 −
(
13 + 5√13
)
t1
)
 3.60555, (1)
t2
13
 1.80277 (2)
We set 0 = 1.0 in this problem and obtain f3 = −4.35506, t˜ = (−1.05326, 23.4361)
and
A(t˜) =
⎡⎣ 1.05326 1 0−15.7024 0 1
−23.4361 0 0
⎤⎦ .
Its eigenvalues are {−1.25907, 1.15617 + 4.15657i, 1.15617 − 4.15657i}. We can see that the maxi-
mum real part has reduced from
√
13 ≈ 3.6055 to 1.15617. As thematrix has not even been stabilized
we replace A0 by the abovematrix and repeat the process again. This time, because the angles between
the gradients of f3 and f1 and between the gradients of f3 and f2 are both less than 90
◦, there are no
constraints at all.Wemake a suitable negative amount for f3 in the direction of the negative gradient of
f3.We set f3 = −0.8. If themagnitude of this amount is too big, the algorithmwill automatically adjust
it in Step 6. We set the reducing coefﬁcient to κ = 0.7 here. At this stage, the eigenvalues with the
maximum real parts are 0.767353 ± 2.73546i. We need further improvements. After 45 iterations we
recovered what Burke et al. [1] obtained t = (17.73050963837132, 206.44287220241654), spectral
abscissa α = −5.910146619822707, and the active eigenvalue is a triple eigenvalue.
Note: Our algorithm is based on the assumption that λn is simple. In numerical work this assumption
is almost invariably met. In the presence of multiple eigenvalues, the degenerate structure can be
destroyed by small perturbations of the matrix. For example [12], the matrix
A() =
⎡⎢⎢⎣
0 1 0 0
0 0 1 0
0 0 0 1
 0 0 0
⎤⎥⎥⎦
has a quadruple eigenvalue 0 when  = 0, while it has four simple eigenvalues ±1/4,±1/4i when
 > 0.
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3. The output feedback control problem
Problem 2. Given a linear time invariant system
dz
dt
= Az + Bu (3)
w = Cz (4)
where z ∈ Rn is the state,u ∈ Rm is the control, andw ∈ Rp the output, ﬁnd an output feedback control
u = Kw
such that the closed loop system matrix A + BKC is stabilized with a minimum spectral abscissa (i.e.
α(A + BKC) < 0) and minimized).
If we let A = A0 and all the unknown entries of K are ordered as ti in Problem 1, it is easy to see
that the output feedback problem is an afﬁne matrix problem. Hence Algorithm 1 can also be applied
here with suitable modiﬁcation. For an easy implementation, we state the modiﬁed algorithm for this
special case as follows:
Algorithm 2
Step 0. Set the initial output feedback matrix K = 0 and A˜ = A.
Step 1. Calculate all n eigenvalues and corresponding left and right eigenvectors of A˜ and order them
such that
Re(λ1) Re(λ2) · · · Re(λn).
Step 2. Calculate Re(yti BK˜Cxi/y
t
i xi) as a function of m × p unknown entries K˜ for i = 1, 2, . . . , n,
denoted as fi(K˜). It should be noted that all these fi are linear functions of K˜ ’s unknown entries.
If Re(λn−1) < Re(λn) (only one active eigenvalue) and Re(Ctyn ⊗ Bxn) = 0, then return the solution
K and Stop (see Section 4).
Step 3. Determine the eigenvalues whose real parts will increase as the real part of (λn) decreases
along the negative gradient direction of fn(K˜). This can be done by ﬁnding the sign of the inner product
of the two gradients∇fi · ∇fn. If the sign is negative, then as the real part of λn decreases the real part
of λi will increase. Let I be the set of the subindices of such eigenvalues, or
I = {i|∇fi · ∇fn < 0 and 1 i(n − 1)}.
Step 4. Set the bound of possible change for the real part of λi where i ∈ I, i.e.
fi  ηi = μ(Re(λn) − Re(λi)).
If i /∈ I let ηi = 0.
Step 5. Obtain K˜ by solving the linear programming problem:
min fn(K˜)
subject to fi  ηi, i = 1, 2, . . . , n − 1.
Step 6. Scale K˜ in order to ensure that the spectral abscissa has decreased by a reasonable amount,
and that thematrix perturbation ‖BK˜C‖ is sufﬁciently small. We set an initial relaxation coefﬁcient 0
and a reducing coefﬁcient κ . K˜ is initially replaced by 0K˜ . If this K˜ causes too big a perturbation (or
the abscissa is increasing instead of decreasing) then it is replaced by κ K˜ .
Step 7. Replace A˜ by A˜ + BK˜C and K by K + K˜ .
Go to Step 1.
We now apply the above algorithm to larger more sophisticated examples arising from control
problems in engineering design.
Example 2 (AC10 system from COMPleib [9]). This is an output feedback problem which is a model of
a Boeing 767 aircraft jet at a ﬂutter condition. For this system, n = 55, m = p = 2. We have actually
stabilized the matrix by applying just one iteration with μ = 0.5, 0 = 2.0 and obtained
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K =
[−6.25395 × 10−3 3.16438 × 10−5
−7.17446 × 10−1 2.61525 × 10−5
]
and the spectral abscissa α = −0.0242013.
It shouldbenoted that theoptimal solutionsobtainedusing theabovealgorithmsarenotnecessarily
global. In this example, taking μ = 0.5, 0 = 1.0, κ = 0.9, we obtain
K =
[−8.22918 × 10−3 3.3679 × 10−5
−8.48641 × 10−1 3.35313 × 10−5
]
and spectral abscissa α = −0.0242719, while taking μ = 0.8, 0 = 2.0, κ = 0.91, we obtain
K =
[−0.04241483021891472 0.000022911847568106738
−4.032178682781794 0.0002260484467173784
]
,
spectral abscissa α = −0.079761 and four active simple eigenvalues −0.079761 ± 0.489798i and
−0.079761 ± 0.489834i. Further numerical experiments make us believe that the above spectral
abscissa α = −0.079761 is most likely a global minimum or very close to it.
We also recovered the phenomenon discovered by Burke et al. [1], i.e. minimizing the spectral
abscissa tends tomake real parts of the eigenvalues coalesce. This phenomenon is a generically intrinsic
part of our algorithm as follows: let λk be the ﬁrst eigenvalue such that Re(λk) < Re(λn) at one
stage of the minimization process. At the next stage either both Re(λk) and Re(λn) are reduced (if∇fk · ∇fn > 0) or Re(λk) is increased while Re(λn) is decreased (if∇fk · ∇fn < 0). We can not reduce
both real parts without a limit. At some stage the latter case will dominate the process. In other words
the real parts of two eigenvalues are getting closer and closer unless fn ≡ 0.
Note: The next example will show how sensitive the spectral abscissa is to the initial data we choose
in the algorithm.
Example 3 (TG1 system from COMPleib [9]). This system is a description of the dynamics of a nuclear
powered turbo-generator. Here n = 10, m = p = 2 and
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 −0.11323 −0.98109 −11.847 −11.847
324.121 −1.1755 −29.101 0.12722 2.83448
−127.3 0.46167 11.4294 −1.0379 13.1237
−186.05 0.67475 16.7045 0.86092 −17.068
341.917 1.09173 1052.75 756.465 756.465
−30.748 −0.09817 −94.674 −68.029 −68.029
−302.36 −0.96543 −930.96 −668.95 −668.95
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
−63.08 −34.339 −34.339 −27.645 0
−967.73 −678.14 −678.14 0 −129.29
380.079 266.341 266.341 0 1054.85
555.502 389.268 389.268 0 −874.92
−29.774 0.16507 3.27626 0 0
2.67753 −2.6558 4.88497 0 0
26.3292 2.42028 −9.5603 0 0
0 0 0 −1.6667 0
0 0 0 0 −10
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
BT =
[
0 0 0 0 0 0 0 0 1.6667 0
0 0 0 0 0 0 0 0 0 10
]
,
C =
[
1 0 0 0 0 0 0 0 0 0
−0.49134 0 −0.63203 0 0 −0.20743 0 0 0 0
]
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If we take μ = 0.5, 0 = 1.0, κ = 0.4561, the program gives
K =
[ −1.91372 −4.56173
−0.00872131 −0.0215163
]
,
spectral abscissa α = −1.80893, and four active simple eigenvalues {−1.80893 ± 6.69492i,
−1.80893 ± 1.16573i}.
Changing κ to 0.45609 and keeping other data unchanged, we obtain
K =
[ −2.08736 −7.27112
−0.00612994 −0.0205059
]
,
spectral abscissa α = −1.65414 and four active simple eigenvalues {−1.65414 ± 6.50834i,
−1.65414 ± 1.65912i}.
The above examples show that locating a global minimum is a challenging problem. However,
inspired by the perturbation algorithm, we present and prove a necessary condition and a sufﬁcient
condition for a local minimum in Section 4.
4. Conditions for a local minimizer
If the number of the active eigenvalues is one thenwe can derive the following necessary condition
for the afﬁne matrix problem.
Theorem 2. If t0 = (t01 , t02 , . . . , t0m) is a solution of the afﬁne matrix stability problem which minimizes
the spectral abscissa locally and the number of the active eigenvalues is one then
∇fn = (Re(ytA1x/ytx), Re(ytA2x)/ytx), . . . , Re(ytAmx/ytx)) = 0
where yt and x are left and right eigenvectors of A0 +∑mi=1 t0i Ai corresponding to this active eigenvalue
λn respectively.
Proof. If ∇fn /= 0 then we can ﬁnd a t1 such that fn takes on a negative value (if necessary scale this
t1), then at t = t0 + t1, Re(λn) is reduced which contradicts the fact that Re(λ) is a local minimum.
Accordingly for the output feedback control problem we have the similar theorem. 
Theorem 3. If K0 is a solution of the output feedback control problemwhichminimizes the spectral abscissa
locally and the number of the active eigenvalues is one then
Re(Cty ⊗ Bx) = 0
where yt and x are left and right eigenvectors of A + BK0C corresponding to this eigenvalueλn respectively.
The proof is quite similar to the above. Here⊗ is the matrix tensor product. The operator Vec puts
the all columns together to make a vector. One also needs the fact that the matrix equation UXV = W
is equivalent to the linear system of equations (Vt ⊗ U)Vec(X) = Vec(W) (see [8]).
When the number of the active eigenvalues is more than one and all the active eigenvalues are
simple then we have the following necessary condition.
Theorem 4. Assuming at a spectral abscissa local minimizer t0 = (t01 , t02 , . . . , t0m) all the p active eigenval-
uesλn, λn−1, . . . , λn−p+1 are simpleandpm < n then thegradient vectors∇fn−p+1,∇fn−p+2, . . . ,∇fn
are linearly dependent.
Proof. If the vectors are linearly independent, then the following linear system of equations
(∇fn−p+1,∇fn−p+2, . . . ,∇fn)Td = b
always has a solution d = (d1, d2, . . . , dm)T for a given b = (b1, b2, . . . , bp)T . We choose a b such that
b1 < 0, b2 < 0, . . . , bp < 0. Thus a solution of the above system d satisﬁes
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∇fn−p+1 · d < 0, ∇fn−p+2 · d < 0, · · · , ∇fn · d < 0.
In other words all the functions fn−n+1, fn−p+2, . . . , fn or the real parts of the all active eigenvalues
decrease in the direction of d. This contradicts the fact that t0 is a local minimizer of spectral abscissa.
The above result can also be easily extended to the output feedback control problem. In Example
2 we can ﬁnd that at the local minimizer K , there are four active eigenvalues and ∇f55 = ∇f54 =−∇f53 = −∇f52.
The following theorem gives a sufﬁcient condition for a local minimizer. We omit the proof as it is
obvious. 
Theorem 5. Assuming at t0 there are several active eigenvalues λn, λn−1, . . . , λn−p+1 and there is no
m-dimensional vector d such that
∇fn−p+1 · d < 0, ∇fn−p+2 · d < 0, . . . ,∇fn · d < 0,
then t0 is a local minimizer.
Example 4
A(t) =
[−1 + t1 1−1 −1 − t1
]
,
At t1 = 0, there are two active eigenvalues λ = −1 ± i, and ∇f1 = ∇f2 = 0. They are linearly
dependent, obviously there is no such direction vector d described in Theorem 5. Thus t1 = 0 is a local
minimizer. As a comparison, we investigate a slightly different example:
Example 5
A(t) =
[−1 + t1 1−1 −1 − 2t1
]
,
At t1 = 0, we have two active eigenvalues – λ = −1 ± i. Although ∇f1,∇f2, both equal to -0.5,
are linearly dependent, t1 = 0 is not a local minimizer. In fact we can take any positive number as d
(the dimension of d here is one) in Theorem 5, e.g. if take d = 0.01 and the spectral abscissa will be
decreased to -1.005.
Back to Example 2 again, we can see that as ∇f55 = −∇f53 there is no such d vector described in
the above theorem. Therefore the result we obtained is a local minimizer.
To handle a multiple eigenvalue perturbation problem is widely recognized as a difﬁcult problem.
Letma andmg be thealgebraicandgeometricmultiplicities foramultipleeigenvalue respectively. There
are several cases we need to consider: defective (mg < ma), non-defective (mg = ma), derogatory
(mg > 1) and non-derogatory (mg = 1) cases [7,13]. Therefore, it will be more difﬁcult to study the
aboveproblemsusing aperturbation approach.However, Burke et al. obtained some results for optimal
stabilitywhen themultiple eigenvalue is non-derogatory [2]. For the general case, we still do not know
what the necessary condition is for a local minimum of the spectral abscissa.
5. Conclusions
We have presented a novel practical perturbation method for optimizing matrix stability using
spectral abscissa minimization. Complete perturbation algorithms, including a proved necessary con-
dition for the local minimization of the spectral abscissa of a matrix with single active eigenvalue
and a sufﬁcient condition for a matrix with several active eigenvalues, were presented for both the
afﬁne matrix and the output feedback control problems. These algorithms were successfully applied
to modest and large size matrices arising in engineering applications. We found these algorithms to
be reliable, efﬁcient, even remarkable for a matrix with the majority of its eigenvalues already in the
left half of the complex plane.
In one example previously considered by Burke et al., we have actually reproduced their numerical
results with tremendous ease. Moreover, in all the examples considered, we have also recovered the
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phenomenon discovered by Burke et al. that minimizing the spectral abscissa tends to make the real
parts of the eigenvalues coalesce. The explanation of how a proper understanding of our algorithms
generically explain why this phenomenon happens was also presented in the paper.
Finally, we wish to remark that our method is based on the assumption that the eigenvalues of
the matrix are simple. This assumption is met almost invariably in all numerical work. As we have
indicated in the paper, the degenerate structure in the case of multiple eigenvalues can be destroyed
by small perturbations of the matrix.
To the best of our knowledge, this method is the ﬁrst practical perturbation method for optimizing
matrix stability. Unlike most available methods, the method does not require the introduction of
Lyapunov variables.
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