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On an Open Problem Related to the Strict Local Minima of Multilinear Objective Functions
Xue-Bin Liang and Li-De Wu 
I. INTRODUCTION
In [1] the author has given a strict and elegant analysis of minimum-seeking properties of analog neural networks with multilinear objective functions over the discrete set f0; 1g n : These analysis results provided a theoretical foundation of the analog and neural approach to discrete optimization problem. A typical discrete optimization problem is to minimize E(x x x) as x x x = (x 1 ; x 2 ; 11 1;x n ) b of sufficiently small norm?" As was pointed out in [1] , the answer to this question as stated is "yes," which can be proved from the obtained analysis results in [1] . The proof, however, is very indirect and unsatisfactory. The question is basically combinatorial in nature, and the answer should therefore have a combinatorial proof [1] . In this paper, we will give a combinatorial proof as expected. Interestingly, the given combinatorial proof can be completed directly by providing a sufficient condition for a conjecture on the strict local minima of multilinear polynomials also postulated in Appendix B of [1] to hold, which was regarded as going slightly beyond the above open question in [1] . It will be demonstrated by a simple counterexample that the conjecture may be not true if the provided sufficient condition is not satisfied.
II. A COMBINATORIAL PROOF OF THE OPEN QUESTION
We need the definitions and lemmas stated as follows. The above conjecture is false in general. This can be illustrated by the following example. However, if the connected component Mj satisfies a proper condition described below, then the above conjecture is true.
Suppose K f0;1g n is nonempty. Define the set N (K) f0; In what follows, we provide a sufficient condition for the above conjecture to hold. Proof: According to Definition 2.4, the proof can be completed by the discussion in the following two cases. x and E is a constant function over f0; 1g n :
Case 2: N (Mj) 6 = ; and (2) is satisfied. In this case, E must not be a constant function over the set f0; 1g n :
Let > 0 be defined by (1) Proof: It is obvious that at least one of the M j 's consists entirely of global minima. Let us denote this by M 1 without any loss of generality. By Definition 2.4 and Lemma 2.1, and noting the fact that the global minima of E are contained in M; it can be easily seen that M1 must be strict. Then, from Proposition 2.2, there exists a number > 0; dependent on E; such that at least one vector in 
III. CONCLUSION
This paper has given a combinatorial proof of the "yes" answer to the open question presented in [1] , which is completed directly by providing a sufficient condition for the conjecture on the strict local minima of multilinear polynomials also postulated in [1] to hold. A simple counterexample has been presented to demonstrate that the conjecture may be not true if the provided sufficient condition is not satisfied.
I. INTRODUCTION
The standard zero-order hold appears to be the most frequently used hold function in sampled data control. More recently, so-called generalized sampled data hold functions (GSHF) have become of increasing interest as an extra degree of freedom to be used, for example, for zero assignment [1] On the other hand, generalized sampled data hold functions have also been discussed critically in view of the possibility of, or even a tendency to unacceptable high-frequency intersample behavior [6] . This deserves attention. Our present contribution seems not to have such a drawback because it is strongly motivated from a practical control objective, which leads very naturally to nonstandard hold functions.
Suppose the control objective is to compensate the effect of a disturbance on the output of the plant asymptotically in continuous time. Then this requires a certain compensating input. As a matter of fact, the disturbance compensation objective can be practically acceptable only if the compensating input is, and vice versa. Suppose further that the compensation shall be accomplished by sampled data control. Clearly, the disturbance can be compensated in continuous time by a sampled data controller only if the controller is enabled to generate the compensating continuous-time input signal exactly, and this requires a suitably defined hold function.
In this paper we show that whenever a class of disturbances can be compensated in continuous time, then it can also be compensated in continuous time by means of sampled data control with a suitably defined hold function. In particular, the sampling time patterns can be chosen essentially arbitrarily and independent of the compensation objective, so that with a reasonable choice of sampling rates no tendency to unacceptable high-frequency intersample behavior is to be expected. Such evidence is supported by an example.
II. MAIN RESULT

A. Plant and Control Objective
Consider a linear plant _ x = Ax + Bu; x(0) = x0 y = Cx + v (1) with state x 2 n ; input u 2 m ; output y 2`; and time t 2 + : It is assumed that the plant is controllable and observable, that A; B; C are known, and that only the output can be measured. The input is restricted to be piecewise continuous. The plant is subject to external disturbances whose effects on the output are represented by v 2`: The objective is to zero the output in continuous time by sampled data control.
In what follows we characterize the set of all disturbances which can be compensated in continuous time, define a disturbance model which covers a general subset (in fact an arbitrary finite-dimensional subspace) of such disturbances, and then show how to compensate them in continuous time by sampled data control.
B. Disturbances Which Can Be Compensated
Definition: We say that a disturbance v(t) can be compensated, if there exists an input u(t) to the plant such that its output reduces to A proof is given in the Appendix.
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