The Plurality problem -introduced by Aigner [1] -has many variants. In this article we deal with the following version: suppose we are given n balls, each of them colored by one of three colors. A plurality ball is one such that its color class is strictly larger than any other color class. Questioner wants to find a plurality ball as soon as possible or state there is no, by asking triplets (or k-sets, in general), while Adversary partition the triplets into color classes as an answer for the queries and wants to postpone the possibility of determining a plurality ball (or stating there is no).
Introduction
In combinatorial search theory the so-called Plurality problem is the following problem: we are given n indexed balls, say {1, 2, ..., n}(=: [n]), each colored with one of c ≥ 2 colors given at the beginning. A plurality ball is one such that its color class is strictly larger than any other color class. The aim is either to decide whether there exists a plurality ball or even to show one (if there exists one).
We can view this problem as a game played between two players: Questioner and Adversary.
The role of Questioner is to ask queries and solve the Plurality problem as soon as possible, while Adversary answers the queries and would like to extend the length of the game as long as possible.
In this paper we will be interested in the maximal length of the game, when both players play optimally (i.e. the worst case complexity of the plurality problem).
In the literature there are two main approaches concerning such combinatorial search problems: the first one is the adaptive, when queries in the strategy of Questioner can depend on the answers for the previous queries, while in the non-adaptive setting Questioner has to ask all the queries in the beginning. In this article we deal with the adaptive setting.
A model of the Plurality problem is defined by the number n of balls, the number c of colors, the possible queries, the possible answers, and whether it is adaptive/non-adaptive.
If c = 2, this problem coincide with the so called Majority problem (where Questioner should find a ball of the color that occurs more than half of the time) that was raised by J. Moore in 1981 in connection with finding the majority vote among n processors using the minimum number of paired comparisons [14] . The pairing model of the Majority problem is where the query is a pair of balls and the answer is whether their colors coincide or not. It was investigated by Saks and Werman [15] , who gave a precise result for this problem (later a simpler proof was found by Wiener [17] ), while generalizations for larger query size were investigated in [6, 8, 9, 12, 13] .
In [1] Aigner introduced the Plurality problem as one of the possible generalizations of the Majority problem. Since then many research was carried out about the Plurality problem, see e.g. [2, 3, 4, 5, 7, 10, 11, 16] . In [7] it is written, that "[The Plurality problem] seems to be a more difficult variant". It is supported by the fact that the Plurality problem with the pairing model is still unsolved. A lower bound of 3n/2 + O(1) and an upper bound of 5n/3 + O(1) were proved in [3] , while the upper bound is conjectured to be sharp in [2] .
In this article we consider a model of the Plurality problem where the query size is larger. Note that unlike in case of queries of size two, there are several different ways Adversary can answer, which creates several different models. In this article we will be interested in the model where Adversary partitions the query into color classes.
Structure of the paper. In Section 2 we introduce our model and state our results, in Section 3 we prove our result about query size k (Theorem 1). In Subsection 4.1 we prove the upper bounds of our main result (Theorem 3), in Subsection 4.2 we prove the lower bound of our main result for n even in full details (lower bound of Theorem 3 (i)) and in Subsection 4.3 we sketch the lower bound of our main result for n odd (lower bound of Theorem 3 (ii)). We finish our article with some open questions and remarks in Section 5.
Our results
Let us introduce our model in a more precise form. In this article we are given n indexed balls each colored with one of three given colors. Questioner asks queries of size k in an adaptive manner and Adversary's answer is a partition of the query set into color classes. Questioner's goal is to find a plurality ball (or state that there is no such ball) as soon as possible, however Adversary wants to postpone the solution as long as possible. We denote the maximum number of queries if both play optimally by A p (n, k).
If Questioner's goal is to determine the color classes (up to permutation), then we denote by A c (n, k) the analogue quantity with the same constraints. (We note that this problem is the so-called Partition problem.)
It is easy to see that if Adversary queries all the possible k-sets, then he will be able to find the color classes.
General result -Query size of k
We follow the lines of the proofs in [3] to prove some general bounds on A p (n, k) and A c (n, k):
For n odd with n ≥ k ≥ 2 we have
Remark 2. We remark that for k = 2 the lower bound is up to additive constant the same as the one in [3] .
Query size of three
In case of k = 2 there is a linear gap between the best known lower and upper bound on A p (n, 2)
[3] as we mentioned in the introduction. In Theorem 1 we also have linear gaps between the lower and upper bound on A p (n, k) for larger k.
Surprisingly if the query size is 3, then we can prove an (almost) precise result for the Plurality and the Partition problem in this model in case of n = 4k or n = 4k + 2. That means that in the former case we can exactly determine A p (n, 3), while we give two possible values in the latter case.
If n is odd we can give the asymptotics of A p (n, 3).
(ii) For n ≥ 3 odd we have
Proof of Theorem 1
To prove the upper bound we provide the following algorithm for Questioner (one can see a more detailed version for k = 3 in the proof of Theorem 3).
Questioner picks a ball x and partitions the remaining elements into ⌈(n − 1)/(k − 1)⌉ sets of size k − 1 or smaller. Then he adds arbitrary balls from [n] \ {x} to the smaller parts to obtain sets of size k − 1 and asks these sets together with x. This way he finds out which balls have the same color as x. Among the remaining balls there are only two colors. It is easy to see that if he can make the query family connected (meaning that there is no partition of the remaining balls into two parts such that each (following) query is contained in one of the parts), then he can find out the color classes. There are at most ⌈(n − 1)/(k − 1)⌉ components, thus
further queries are enough to make the query family connected.
For the lower bound we generalize the proof of the case k = 2 by Aigner, De Marco and Montangero ( [3] , Theorem 3.2).
First let us assume that n is even. Adversary maintains the following two conditions during his strategy:
Condition 1: he always answers in such a way that there is a 3-coloring of the balls consistent with all the answers (previous answers and the ones just given) such that there are n/2 balls of color 1 and n/2 balls of color 2 and there is no ball of color 3. Note that by Condition 1, when the algorithm is finished, the solution for the Plurality problem is that there is no plurality ball.
Adversary builds a graph G during his algorithm (at a point the graph depends on the queries asked and answers given till that point, however we do not denote this as it is always understandable from the context). The vertices of G are the balls. At the beginning the graph does not contain edges. At the end it has two (consecutively built) sets A and B that both contain n/2 vertices, and it is consistent with the answers that A consists of balls of color 1 and B consists of balls of color 2.
At the first query Adversary partitions that query into two non-empty parts A and B and puts a blue spanning tree into both parts, and a red spanning tree between the two parts (balls in A are considered of color 1 and in B of color 2). When a query Q is asked at a certain point, Adversary considers the balls of Q that were not asked so far and moves them into A or B such a way that both A and B have sizes at most n/2 (including the newly added balls). Let A ′ be the set of balls of Q in A and B ′ be the set of balls of Q in B. Then Adversary answers that the balls in A ′ are of one of the colors, the balls in B ′ are of another color, and there are no balls of the third color in Q. He also puts a spanning tree of blue edges into A ′ and another one into B ′ (this represents that those vertices surely have the same color). Additionally, in case Q contains vertices from both A and B (after Adversary moves the new vertices there), he also puts a red edge from any ball that was first asked in Q to a ball on the other side (or equivalently a ball of other color). He does it such a way that at most k − 1 red edges are added. (Note that red edges represent the fact that their endpoints are of different color.) In all cases if the edges he would add are already present, he simply does not add them.
This way either at most k − 1 blue, or at most k − 2 blue and at most k − 1 red edges are added to G at any step. Let the weight of blue edges be 1/(k − 1) and the weight of red edges 1/(k − 1) 2 , this way a query adds at most 1 to the total weight. We will show that the total weight of G is at
at the end of the algorithm.
When the algorithm is finished, there are at least n − 2 blue edges. Indeed, if A is disconnected, it is possible that one of its components is of color 3, the other ones are of color 1, while B consists of color 2, thus there is a plurality color, but it is also possible that A and B are both monochromatic, thus there is no plurality.
Also there are at least n/2 red edges. Indeed, any ball that is asked first in a query Q is incident to a red edge, except those when the answer was that Q is monochromatic, and its vertices are all in the same part, say A. Consider the first such answer where the query Q also contains a new ball. That ball could have been put into B instead, unless B already contained n/2 vertices. In that case B reached n/2 vertices first, and whenever a new vertex was added to B, it was incident to a red edge. Since red edges do not go between vertices of B, this means there are at least n/2 red edges. The total weight of the at least n − 2 blue edges and at least n/2 red edges is at least (n − 2)/(k − 1) + n/2(k − 1) 2 , as needed and we are done with the lower bound in case of n even.
Let us assume now n is odd. Adversary's strategy is similar to the previous one, however in this case we have to solve some technical details that emerge because of the fact that there is no exactly balanced two-coloring of odd many balls. He follows the next two conditions during his strategy:
Condition 1: he always answers such that there is a consistent 3-coloring of the balls that contains (n − 1)/2 balls of color 1, (n − 1)/2 balls of color 2 and one ball of color 3. As long as there is a ball that has not appeared in any queries, he answers the same way as in the even case, and blue and red edges are added similarly to the auxiliary graph G (and we count them with the same weights at the end as in the even case).
When the last ball x is queried by a query Q (if there are more 'last balls' in Q he just picks one of them), Adversary thinks of it as it is the only ball of color 3 and partition the remaining new balls in such a way that there is (n − 1)/2 balls of color 1 (that we call A), (n − 1)/2 balls of color 2 (that we call B) and one ball of color 3 (it is possible since he did not violate the condition 1). From that point, as he already decided the colors of the balls, his answers are determined.
Now we describe how the definition of the auxiliary graph G changes after Q (including also Q). If a query R contains x, Adversary puts a spanning tree of blue edges into A ∩ R and B ∩ R That means max( 2 edges in B ∪ {x}. We did not count any edges twice, so altogether there are at least n − 5 blue and green edges.
We also claim that there are at least (n − k)/2 red edges. In fact we prove that there are at least (n − k)/2 red edges before querying the last ball x. Let us assume first that before choosing x, there was a query R where the answer was that it is monochromatic. In that case there are still at least n/2 red edges in G at that point by the same argument that we used in the even case. Let us consider now the case that there was no monochromatic answer before choosing x. Then at that point at least n − k balls that appeared in the earlier queries and all of them have an incident red edge also by the same argument we used in the even case.
The weight of the red and blue are the same as in the even case and let the weight of a green edge be 1/(k − 1). The weight of any query will be at most 1. By the previous argument the total weight in G at the end of the algorithm is at least
that proves the statement in the case of odd n.
Proof of Theorem 3 4.1 Proof of the upper bound of Theorem 3 (i), (ii)
We provide a more precise version of the proof that we provided in the proof of the upper bound of Theorem 1. To prove the upper bound we divide Questioner's algorithm into two phases: After these queries he makes an auxiliary graph G, whose vertex set is [n] minus those balls that turned out to have the same color as x (including x) during Phase 1. If a query was {x, z, z ′ }, and the answer was that x has different color than z and z ′ , then he adds the edge (z, z ′ ) to G. He colors it red if z and z ′ have different colors, and blue if z and z ′ have the same color. Let
be the set of balls with color i (for i = 1, 2, 3). We can assume that x has color 1. So we have that
Note that G has at most
components (as by every query, the number of components of G decreased by at least one).
Questioner's next goal is to make G connected with some more queries. If it is so, then he is able to separate the remaining two color classes.
Phase 2: first he asks a query that contains balls from three different components of G. If he asks {x 1 , x 2 , x 3 }, then he adds the edges (
blue if x i and x j have the same color, and red if they have different colors. After the answer, the three components become one. Then in the new graph we continue this procedure till we can.
If at one step there are only two components, then it must be the last query and he asks one ball from the first one, and two from the second one.
(If there are at most 2 balls in G, then he asks at most 1 queries that contains all the balls in G and some balls with color 1.)
Note that we had at most
components of the beginning of Phase 2, and their number decreases by two for all but the last of the queries, thus he asked at most
queries during Phase 2. Now the auxiliary graph is connected. Let y be a vertex of it, and say it has color 2. For every vertex z, there is a path from y to z. Then the parity of the number of the red edges in this (and every) path between y and z shows us the color of z. So we are able to determine the set C 2 , C 3 .
Altogether he asked at most n − 1 2 + n−1 2 − 1 2 queries. One can easily calculate that if n ≡ 0, 1, 2, 3 (mod 4), then it is equal to
is the largest of these numbers, we are done with the upper bound.
Proof of the lower bound in Theorem 3 (i)
Now, we prove the lower bound. We give a strategy for Adversary which forces any algorithm that can solve the Plurality problem to ask at least
questions for every even n.
Let S denote the set of the balanced two-colorings of the n balls. The most important point in Adversary's strategy is that he takes care that there is always a coloring in S that is consistent with the previous answers. He will never violate this.
He makes an auxiliary graph G to code the information that one can gain from his answers in the following way:
• The vertices G are the balls.
• At the beginning, there are no edges in the graph. If he gets the answer for a query {i, j, k} that balls i and j have the same color, and k has a different color, than he draws the edges ik and jk with red, and ij with blue. If he gets the answer that balls i, j and k all have the same color, than he draws two of the three edges ij, ik and jk with blue.
• At each point G contains all the edges that comes from the answers received so far. (We note that it would be more precise to denote the current state of G, that is what queries were asked so far, but we omit this since it won't be misleading at any point of the proof.)
Later, we will think of these red and blue colors as weights. Red edges will have weight 1 4 , blue edges will have weight 1 2 , so the total weight of every answer is 1.
We denote by G R the graph spanned by the red edges of G, and by G B the graph spanned by the blue edges of G. By the strategy, and the definition of the edges, G R is a bipartite graph, and G B has at least two components. Note also that each ball in a component of G B has the same color.
Proposition 5. If Questioner can solve the Plurality problem at certain point, then G has at least n − 2 blue edges at that point.
Proof. By the strategy of Adversary there is a coloring from S that is consistent with the answers, so the only solution for the Plurality problem can be that there is no plurality ball.
Again, we know that there is at least one coloring (of the balls) from S that is consistent with G. Let X and Y the two color classes of that coloring. Assume that G B has more than two components. Note that each component of G B is a subset of either X or Y . G B has more than two components, so without loss of generality we can assume that there are no blue edges between
. In this case X 1 , X 2 and Y can be the three color class, and any ball from Y is a plurality ball.
This means that if Questioner can solve the Plurality problem against Adversary's strategy, then G B has only two components at the end. Thus there are at least n − 2 blue edges.
Our next goal is to show that there are at least n − 4 red edges.
If we can prove that, we can consider the weights of these red and blue colors. As we mentioned, red edges have weight 1 4 , blue edges have weight 1 2 , so every answer has a total weight of 1. Thus, the total number of queries is at least the sum of the weights of the edges, so at least
and that will prove Theorem 3. 
Strategy of Adversary:
Now we will specify how Adversary should answer for a certain query. First we give 3 conditions (we mentioned the first one earlier) that will be the main lines of the strategy of Adversary. Then we specify the strategy more.
Condition 1: as we mentioned, there must be at least one balanced two-colorings consistent with the answers. Adversary will never violate this condition. Now we give Adversary's strategy in more details (in the description of the strategy G means the auxiliary graph before a specific query):
• 1 If the query contains three balls from the same component of G, then the answer is determined by the two-coloring of that component of G.
• 2 If the query {x 1 , x 2 , x 3 } contains three balls from exactly two components of G: A and B, then two of the three balls are in the same component and we can assume that x 1 , x 2 ∈ A and
There are two cases:
• 2.1 First assume that x 1 and x 2 are in the same color class of A. In this case, Adversary answers that x 1 and x 2 has the same color, and x 3 has a different color (if that answer does not violate Condition 1. If it does, he has to answer that the three balls have the same color).
• 2.2 Now assume that x 1 and x 2 are in different color classes of A. Thus the answer will be that x 1 and x 2 have different colors, and x 3 has a color such that this answer does not violate Remark 6. We note that Adversary can easily answer in a way that his answer does not violate Condition 2 and 3, however the problem lies in the fact that Adversary must not violate Condition 1 with his answer.
Proposition 7.
Assume that Adversary has not violated Condition 1, 2, and 3 till a certain point.
Then the components of G are the same as the components of G R .
Proof. The edges of G R are edges in G, so we only have to show that there are no blue edges between two components of G R . Assume there is at least one. Consider the first answer, from which we get that kind of edge.
If this answer was that two of the balls (say x and y) have the same color, the other (say z)
has a different color, than xy is the blue edge, but x and y are also in the same red component, because z is a common neighbor of them in G R .
If the answer was that the three balls have the same color, but the three balls did not came from the same component of G R , than this answer violated Condition 2. The answer of Adversary does not violate Condition 2 (by the assumption of the proposition), so e R (A ∪ B) = e R (A) + e R (B) + 2.
Obviously we have d(A ∪ B) ≤ d(A) + d(B)
. By all of these, we get
and we are done in this case. We will use that in the form c − 2 ≥ −c. By induction, we have
and
The answer does not violate Condition 2, so e R (A ∪ B ∪ C) = e R (A) + e R (B) + e R (C) + 2, and Condition 3 provides that
By all of these, we get
and we are done in this case.
Case 2.2: c = 0.
In this case e R (B) ≥ |V (C)| also holds by a). So we have
and we are done with this case and with the proof of Proposition 8.
Proposition 8 immediately gives the following:
Corollary 9. Assume that the Adversary has not violated Condition 1, 2, and 3 till a certain point.
Now we go back to the proof of our main goal: to prove that there are at least n − 4 red edges.
Case 1: Adversary never violates Condition 1, 2, and 3 during the algorithm. By Proposition 5 and Proposition 7, it is easy to see, that there is only one component of G R . By Corollary 9, it has at least |V (G R )| = n > n − 4 red edges. And that was our goal.
Case 2: Adversary has to violate Condition 2 or 3 during the algorithm. Consider the first query, when he has to. From now on, we will use the notations G, G R and G B for the graphs before this query. We will show that G R already has at least n − 4 edges. We can assume that |B X | ≤ |B Y |. Now we introduced another imbalance parameter: we give a sign for the imbalance. For a component D, the new definition of its imbalance is
That means d(B) ≤ 0. Let H be the set of components of G other than A, B or C and for i ∈ Z let
In most cases we will change the color classes of some components i. Now let
Proposition 11. We have
Proof. Assume by contradiction that
Then we first change the two color classes of B. The sum of the imbalances is 2b. To compensate this, we can greedily change the color classes of some components K ⊆ H + such that
After this, the total imbalance is 2k, for some k with −2|H −1 | ≤ 2k ≤ 0. And now we can again compensate this by changing the color classes of k components from H −1 . We got a balanced By Proposition 8 and Corollary 9, there are at least
red edges. Using that
, we have at least S is a balanced two-coloring, so we have
By the assumption we have
On the other hand we have
That gives us 0 =
and this is a contradiction.
Case 2.2:
Assume that the first violating query contains three balls from two components, call them A and B. We can assume that d(A) ≥ d(B).
The proof in this case is analogous to the case with three components. We fix the balanced two-coloring S ∈ S with color classes X and Y . Violating Condition 2 or 3 means that there aren't any balanced two-coloring S ′ ∈ S for which the balls in A have the same colors as in S, and the balls in B have the other colors as in S. We define the signed imbalance parameter the same way as in Case 2.1, that means d(B) ≤ 0. Let now H be the set of components of G other than A and B and for i ∈ Z let
Proposition 12. We have
Proof. Same as the proof of Proposition 10. 
Now let
Proposition 13. We have
Proof. The proof is the same as the proof of Proposition 11.
By Proposition 8 and Corollary 9, there are at least
red edges. Using
, we get that there are at least
It is a balanced two-coloring, so
On the other hand,
That gives us
We are done with the proof of the lower bound of Theorem 3 (i).
Proof of the lower bound in Theorem 3 (ii)
Now we sketch the proof of Theorem 3 (ii) that is similar to the one of (i). These proofs are connected a similar way to the connection of the proof of the even and odd case in Theorem 1. The problem again lies in the fact that there is no exactly balanced two partition of odd many balls.
Now we divide Adversary's strategy into two phases. In Phase 1 he can violate Conditions 2-4 (see later) and wants to produce at least n − O(log 2 n) red edges in the auxiliary graph.
Phase 1: Before defining the strategy of Adversary we make some initial comments.
During Phase 1 the auxiliary graph will be the same as in case of even n. We will call components the components of G R , but we will see that an analogue of Proposition 7 is true, so the components of G R are the same as the components of G. The imbalance function d will also be the same.
We will call a component D a deficient component, if it has exactly |V (D)| − 1 red edges. Note that if a component is not deficient, then it has more than |V (D)| − 1 red edges.
We will call a ball of potential third color (or p3c ball for short) if its blue degree is zero and it is contained in a deficient component. Note that an isolated vertex is a deficient component and it is p3c.
During Phase 1 Adversary will have four conditions on his strategy: The answers will be the same as in the case of even n, except there is a little restriction in the case when the query contains three p3c balls from three different deficient components, which will we describe immediately.
But first note, that it is easy to see that a deficient component D with more than one vertex, must have imbalance d(D) = 1 and it had to be made from three different deficient components.
(Any other way we get a component with more red edges. )
Now we define the answer of Adversary for a query containing three p3c balls from three different deficient components:
• If all the three p3c balls were on the larger size of their components, then Adversary answers that the one with the smallest red-degree has different color, and the other two have the same color.
• If all the three p3c balls were on the smaller size of their components, then Adversary answers that the one with the smallest red-degree has different color, and the other two have the same color.
• If exactly two of the three p3c balls were on the larger size of their components, then Adversary answers that the one (of the two) with the smaller red-degree has different color, and the other has the same color as the third ball.
• If exactly two of the three p3c balls were on the smaller size of their components, then Adversary answers that the one (of the two) with the smaller red-degree has different color, and the other has the same color as the third ball. 
Proof. Similar to the proof of Proposition 8. smaller degree, so it will be a p3c ball, and its red degree is at most
In a coloring provided by Condition 1, there is no plurality ball. In a coloring provided by We just highlight some differences that create only some modification of the constants:
• in the analogue of Proposition 10 and Proposition 12 we need |H 1 | < b + 1, because we need one p3c vertex in the larger class after the color-changing.
• at the end, instead of
we need to use 2) There are such almost-imbalanced two-colorings, but in any of these colorings there are no p3c ball in the larger color class.
Suppose by contradiction that 1) would happen. Let T be the set of those two-colorings of the balls that are consistent with the previous answers and with any possible answer for that query.
By the assumption, every two-coloring in T ∈ T has imbalance at least 2. Fix a two-coloring T ∈ T with minimal imbalance e. Denote the two color-classes by X and Y , where |X| = n+e 2 and |Y | = n−e 2 .
• Denote by H 1 the set of components with imbalance 1 and with larger class in X. If there exists D ∈ H 1 , then we can change the color-classes of D, and we get a two-coloring T with imbalance e − 2, which is a contradiction. So H 1 = ∅.
• We know that |X| > |Y |, so there must be a component with larger class in X, denote it by E (and its imbalance by d(E)). If we change the color classes of E, the size of the classes of the new two-coloring are 
This cannot be larger than e, so we have 2d(E) − 2|H −1 | − e ≥ e, which gives us 
It is possible that we counted some extra red edges because of our potential (last) answer. It is easy to see, that this error is at most 4, so before the answer we already had n − 4 red edges.
Suppose we are in case 2). As in the previous case, we consider a set T of two-colorings with imbalance 1 that are consistent with the previous answers and a potential answer for that query.
By the assumption, there is no two-coloring in T ∈ T with p3c balls in the larger color class. T is not empty, because that would give us case 1). Fix a two-coloring from T with color classes X and Y , where |X| = |Y | + 1. Again, denote by H 1 the set of components with imbalance 1 and larger class in X. Denote H −1 the set of components with imbalance 1 and larger class in Y .
• If there exists A ∈ H 1 and B ∈ H −1 , then we can change the color classes of A and B. This would give us a two-coloring T ∈ T , but there would be two p3c balls in the larger color class, which is a contradiction. So either H 1 = ∅ or H −1 = ∅.
• 1 If H −1 = ∅ and A and B are two distinct components from H 1 , then we could change the color classes of A, which would give us a two-coloring from T . But now the other class is the bigger, where we can find a p3c ball in B. This is a contradiction, so if H −1 = ∅, then |H 1 | ≤ 1. That gives us we have at least
It is possible that we counted some (at most 4) extra red edges with the potential (last)
answer, so there are at least n − 5 red edges in G before the answer. X, which is a contradiction.
Then the number of red edges is at least
Again, we possibly counted at most 4 extra edges because of the potential last answer, so before it, there were at most n − 5 red edges.
We are done with the proof of Lemma 19.
As we have already mentioned, in a coloring provided by Condition 1, there is no plurality ball. 2 ), and choose a p3c ball z ∈ X ′ with red-degree at most 2 log 2 (n). Such a ball exists according to Lemma 17 b) and because of |V (D)| ≤ n.
As we have noted, the three-coloring X = X ′ \ {z}, Y = Y ′ , Z = {z} is consistent with the previous answers and Condition 1. Now we fix this three-coloring, and Adversary will answer according to it starting with the answer for Q.
We also make some changes in the auxiliary graph. Note that the red edges from z are in pairs because they come from the queries involving z. Let us denote them by e 1,1 , e 1,2 , e 2,1 , e 2,2 , . . . , e l,1 , e l,2 , where 2l is the red-degree of z. Note that we have l ≤ log 2 (n). Now we define a new color of the edges. Green edge simply means that it comes from z.
Basically, they are special red edges.
We change the colors of e 1,1 , e 2,1 , . . . , e l,1 from red to green, and we delete the edges e 1,2 , e 2,2 , . . . , e l,2 from the graph.
It is the end of Phase 1. By Lemma 18 and 19, there were at least n − 10 red edges before Q, so now we have at least n − 10 − 2l ≥ n − 10 − 2 log 2 (n) red edges. We proved that at the end of Phase 1, there were at least n − 2 log 2 n − 10 red edges, which did not decrease in Phase 2. Note that we can apply Lemma 4 also in this setting, thus at the end of Phase 2 there are altogether at least n − 5 blue and green edges. Give weight 
Remarks, Questions
• Our Theorem 3 (i) gives an exact result for n = 4k + 2, and an almost exact result (it can be one of two values) for n = 4k, while Theorem 3 (ii) gives an asymptotic result for n odd. So first of all it would be very interesting to prove an exact result for n = 4k, 4k + 1, 4k + 3. Theorem 1 provides bounds for k ≥ 4. It would be nice to prove some asymptotics or even sharper results for A p (n, k) for k ≥ 4.
• Our model is just one of the possible models with three colors. One can also imagine other answers, or the model can be non-adaptive.
• In this article we investigated a model with three colors, however all Plurality problems can be asked with more colors. We note that the more colors one has, the more models can be imagined, as there can be more possible answers.
• If we have two colors, then -as we mentioned in the introduction -we get the so called Majority problem. It would be interesting to apply (some variant of) the techniques we introduced here for those problems.
