Abstract. It is shown that the proof theory for sketches and forms provided in [Bagchi and Wells, 1997] is strong enough to produce all the theorems of the entailment system for multisorted equational logic provided in [Goguen and Meseguer, 1982] .
Introduction
In [Wells, 1990] the second author introduced the notion of form, a graphbased method of specification of mathematical structures that generalizes Ehresmann's sketches. In [Bagchi and Wells, 1997] , the authors produced a structure for forms which provides a uniform proof theory based on finitelimit constructions for many types of forms, including all types of sketches and also forms that can specify higher-order structures in cartesian closed categories and toposes (among many others). The parameter in the proof theory that determines the types of constructions that can be made is the constructor space. For example, the constructor space for cartesian closed categories (with specified structure) is the finite-limit theory CCC for cartesian closed categories. In particular, for the concerns of the present paper, the constructor space for structures that can be specified by finite products is a finite-limit theory FinProd for categories with specified finite products. This theory is described explicitly in [Bagchi and Wells, 1997] .
Each finite product form F determines a syntactic category denoted by SynCat [FinProd, F ] . The logical structure in [Bagchi and Wells, 1997] identifies an assertion as a potential factorization in SynCat [FinProd, F ] , which is a diagram of the form 
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hypcon wksp of the diagram (1), in which the arrow verif is constructible in SynCat [FinProd, F ] using the rules of Appendix B of [Bagchi and Wells, 1997] .
In [Goguen and Meseguer, 1982] , Goguen and Meseguer produced a sound and complete entailment system for multisorted equational logic. In this paper, we verify that the theorems of that logic for a particular signature and equations all occur as actual factorizations in SynCat [FinProd, F ] , where F is a FinProd form induced (in a manner to be described) by the given signature and equations. We also compare the expressive powers of these two systems. 
Preliminaries

Lists. Given a set A, List[A] denotes the set of lists of elements of
Expressions and terms.
In the description that follows of the terms and equations for a signature, we use a notation that specifies the variables of a term or equation explicitly. In particular, one may specify variables that do not appear in the expression. For this reason, the formalism we introduce in the definitions below distinguishes an expression such as f (x, g(y, x) , z) from a term, which is an expression together with a specified set of typed variables; in this case that set could be for example {x, y, z, w}. This formalism is equivalent to that of [Goguen and Meseguer, 1982] . (x, g(y, x), z) . If x and y are variables of type γ and z is of type τ , then the variable list of e is (x, y, x, z) , the variable set is {x, y, z} and the type list is (γ, γ, γ, τ ) . Using the notation of A.2 and supposing γ = σ 1 , τ = σ 2 , x = x 1 1 , y = x 1 2 and z = x 2 1 , we have e = f (x 1 1 , g(x 1 2 , x 1 1 ), x 2 1 ) and the following statements hold: 2 , x 1 3 ). Then there are many equations with e and e as left and right sides, for example:
and 
The most concrete term associated with
The most concrete term associated with g(
assuming Outp[g] = σ 5 (this must be true if Equation (4) is true.) 3. Equational deduction 3.1. Rules of inference of equational deduction. Goguen and Meseguer [1982] prove that the following rules for equational deduction in multisorted equational deduction are sound and complete. 
Deductions in MSEL.
We now define a deduction in MSEL of an equation E from a list (E 1 , . . . , E n ) of equations (called premises in this context) as a rooted tree. This definition is not as succinct as it could be, but the form we give makes it easy to prove that every deduction corresponds to an actual factorization (Section 6).
3.2.1. Definition. Let E be an equation and P : = (E 1 , . . . , E n ) a list of equations. A deduction of E from P has one of the following four forms.
D.1 (E), where P = (E).
D.2 (E), where P is the empty list and E is of the form e = V e. (Note that reflexivity is the only rule with empty premises.)
, where D is a deduction of an equation E from P (the same list of premises) and E E is an instance of a rule of inference of MSEL.
from a list of premises P i , P = P 1 P 2 (the concatenate), and
is an instance of a rule of inference of MSEL.
The sketch associated to a signature
We now show how to construct a finite-product sketch S corresponding to a given signature in such a way that the categories of models of the signature and of the sketch are naturally equivalent.
Given a signature S = (Σ, Ω), we now construct a finite-product sketch Sk [S] . This sketch, like any finite-product sketch, determines and is determined (up to isomorphism) by a finite-product form F : Precisely (see [Bagchi and Wells, 1997] [FinProd, F ] in Set consists (up to isomorphism) of the graph, diagrams and (discrete) cones that make up the sketch S. Moreover, the finite-product theory FPTh Sk [S] (defined in [Barr and Wells, 1995] , section 7.5) is equivalent as a category to the finite-product category CatTh FinProd, F ] as defined in [Bagchi and Wells, 1997] . 
where Ass[e] is the canonical associativity arrow. is defined to be the unique arrow induced by requiring that the following diagrams commute for each pair
with the property that the ith variable from the left in
Alternatively, suppose 
Then t corresponds to the arrow
Note that one does not have to consider constants in constructing Dia[t]. 
This completes the translation.
4.3.1. Remark. The commutative diagram as exhibited above can also be viewed as a pair of formally equal arrows as in Diagram (10), and in what follows we will use this description frequently.
Two examples are included in an Appendix as an aid in understanding these constructions.
A lemma.
The following lemma will be used later in our discussion of the rules "concretion" and "abstraction" that have to do with including extraneous variables in and excluding them from the list of variables of some term. The proof may best be understood by considering the examples in the appendix. 
must commute.
4.5. Substitution. As terms are defined recursively, substitution may be defined either by structural recursion or using composition. These two ways of defining substitution are convenient for different purposes. Here we establish the equivalence of the two procedures. It may be useful to the reader to compare the following constructions to the examples in the appendix.
Recursive definition. We define substitution in expressions, then in terms.
Given an expression e, the result of substituting an expression u for the variable x in e is denoted by e[x ← u] and is defined in this way: Now let t : = (e, V, σ) be a term. The expression t [x ← (u, W, τ )] denotes the result of substituting the term (u, W, τ ) for x in t. This expression is defined only if Type[x] = τ , and it is defined in this way: We have
Now we define an arrow
It is defined whenever V and W are sets of variables, x is a variable, and u is an expression with Type[u] = Type [x] . If x / ∈ V we take Insert [u, x, V, W ] to be the identity arrow. Otherwise, choose I ∈ 1 . .
Note that Type (V \ {x}) ∪ W and Type [V ∪ W ] can differ in at most one factor depending on whether x ∈ W or not.
Finally, we define
We have given two methods of obtaining the arrow corresponding to the term for which substitution has been made. It remains to be seen that these two methods give the same arrow.
Proof by structural induction. S.1. If f is an arrow that factors through a terminal object, then f •g also factors through the terminal object for any g, in particular for Insert.
S.2. t = (x, V, σ)
and σ = τ . We note that
From the direct definition we have To begin with, suppose we have a term t that is just like t except for the set of variables, so that
where VarSet [f (e 1 , . . . , e n )] ⊆ V . For each i = 1, . . . , n, we require that the following diagram commute:
Some observations about these diagrams: V , σ] .
It follows that
Now we return to our assumption that t = (f (e 1 , . . . , e n ), V, σ). By induction hypothesis, we have, for all i ∈ 1 . . n,
(by (17)) which is Arr t [x ← (u, W, τ )] by the recursive definition. This completes the proof of the equivalence of the two definitions.
Later, we shall use the equivalence of these two methods of obtaining the arrow corresponding to the term in which substitution has been made. To facilitate reference we record this in the form of a lemma.
Lemma. Let t : = (e, V, σ) and t : = (u, W, τ ) be terms, suppose x ∈ V and suppose Outp[u] = Type[x] so that u may be substituted for x. Then
Arr t [x ← u] , (V \ {x}) ∪ W, τ = Arr (e, V ∪ W, σ) • Insert[u, x, V, W ]
Rules of inference of MSEL as factorizations
In this section we show how the rules of inference of multisorted equational logic can be codified into our present system. This is a two-step process. First, we show that for each rule of inference the pair of equal arrows corresponding to the conclusion of the rule of inference can be constructed using the rules of construction of graph-based logic [Bagchi and Wells, 1997 ] from the single arrow or the product of the equal pairs of arrows that form the hypothesis of that rule of inference. Next, we exhibit the construction as an actual factorization as defined in [Bagchi and Wells, 1997] , where the nodes and arrows appearing in the positions corresponding to the various labels on the diagram (18) are the appropriate instances of the hypothesis, claim, workspace and so on for the rule in question.
While some of these are done in detail some others are not. For our purposes, it is enough to prove that a codification as an actual factorization in SynCat FinProd, Name[F ] (as defined in Section 4) is possible. In general, this may be done in more than one way. Symmetry and reflexivity are treated separately. Transitivity, concretion, abstraction and substitutivity are all treated in Section 5.7, as they all are special instances of a worked-out example in [Bagchi and Wells, 1997] . This concludes the first step.
Expression as actual factorization.
The corresponding actual factorization: 
where ar is the object of arrows in the sketch for categories. This diagram is annotated as described in [Bagchi and Wells, 1997] .
Note that one can also use Proj[2] as claimcon. This factorization actually occurs in SynCat [Cat, F ] and is inherited by SynCat [FinProd, F ] . A similar remark is true of the constructions for symmetry and transitivity. 5.2. Symmetry. Although in [Bagchi and Wells, 1997] , we did not use a rule of construction corresponding to symmetry, we shall record an actual factorization for this to facilitate later discussion (in this section) on proofs as actual factorizations. The rule in equational deduction is e = V e e = V e We define
then the actual factorization is as exhibited below: Note that f , g, and h have the same domain and the same codomain as e, e , and e have the same type and as V is the same in each of the terms exhibited below:
The corresponding actual factorization is provided in Section 5.7. 
Thus coded as arrows, the rule reads It is shown there how the proof may be viewed as an actual factorization.
Transitivity may be viewed as a special case of this once equations are interpreted as commutative diagrams as shown in Diagram (21):
The fact that the two triangles commute means that h = g and g = f . That the outside square commutes means that h = f . In view of Lemma 4.4.1, concretion and abstraction can be seen to be special cases of the following: For every pair of formally equal arrows f, f : D → C and for every h : E → D, f •h and f •h are formally equal. This can also be realized as a special case of the commutativity of Diagram (20), with choices as shown: : 
On the basis of the preceding discussion we conclude that we may make choices for all nodes and arrows in the diagram
hypcon wksp so that the actual factorization in SynCat[FinProd, F ] codes transitivity, concretion, abstraction and substitutivity respectively.
Deductions as factorizations
In this section, we show that deductions in MSEL (Section 3.2) correspond to actual factorizations in SynCat [FinProd, Name[F ] ] as defined in [Bagchi and Wells, 1997] .
6.1. Two lemmas.
6.1.1. Lemma. Given two actual factorizations in any syntactic category
there is a node W and arrows c and h for which
is an actual factorization.
Proof. As every node in a syntactic category (or SynCat [E , F ] ) is the vertex of a limit cone over some diagram in E , we may choose
to get the following in the category of diagrams of E :
where α 1 and α 2 are the morphisms of diagrams that give rise to c 1 and h 2 . As the category of diagrams in a category is small complete, we may form the pullback as shown:
Taking the limit over the diagrams corresponding to the vertices in (26) and using the lemmas in Section 3 of [Bagchi and Wells, 1997] , we get the following diagram in SynCat[E , F ]:
The lemma follows by setting c : = d 2 •c 2 and h :
we have the factorization E is an instance of a rule of inference R of MSEL. In this case we have constructed the factorization for R in Section 5, and there is a factorization for D 1 by induction hypothesis. These may be chained (Lemma 6.1.1) to get the factorization for D.
, where for i = 1, 2, D i is a deduction of an equation E i from a list of premises P i , P = P 1 P 2 , and
is an instance of a rule of inference R of MSEL.
By induction hypothesis, there are factorizations F 1 and F 2 for D 1 and D 2 , and we have constructed a factorization F for R in Section 5. F 1 and F 2 may be combined into a single factorization by Lemma 6.1.4, and the resulting factorization may be chained with F to obtain a factorization for D.
Final remarks
Although we worked out the details for multisorted equational logic and FPTh Sk [S] , the method will work for any logical system that can be described as a constructor-space sketch. Thus, in general, we shall have some logical system L and a category CatTh[E L , F ] in which E L is the kind of category in which the models of L are. For instance, if L is the typed λ-calculus, E L would be CCC, and if L is intuitionistic type theory, then E L would be a constructor space for toposes.
Given any sound and complete deductive system for L, if we interpret terms as arrows and encode them in CatTh[E L , F ] as we have done here, then we conjecture that the method will show that all theorems of L can be realized as actual factorizations in CatTh[E L , F ]. (Indeed it appears nearly obvious that this will happen if we know that L and E L have equivalent models; a detailed proof, is of course necessary to clinch the matter.) In the examples of the preceding paragraphs, we might use the deductive systems formulated in [Lambek and Scott, 1986] . The method used here is quite general.
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We now exhibit the arrows for e and u over V : e = f We next re-express this in a convenient form:
