The application of hyperspectral imaging technology for plant disease detection in the field is still challenging. Existing equipment and analysis algorithms are adapted to highly controlled environmental conditions in the laboratory. However, only real time information from the field scale is able to guide plant protection measures and to optimize the use of resources. At the field scale, many parameters such as the optimal measurement distance, informative feature sets, and suitable algorithms have not been investigated. In this study, the hyperspectral detection and quantification of yellow rust in wheat was evaluated using two measurement platforms: a ground-based vehicle and an unmanned aerial vehicle (UAV). Different disease development stages and disease severities were provided in a plot-based field experiment. Measurements were performed weekly during the vegetation period. Data analysis was performed by three prediction algorithms with a focus on the selection of optimal feature sets. In this context, the across-scale application of optimized feature sets, an approach of information transfer between scales, was also evaluated. Relevant aspects for an on-line disease assessment in the field integrating affordable sensor technology, sensor spatial resolution, compact analysis models, and fast evaluation have been outlined and reflected upon. For the first time, a hyperspectral imaging observation experiment of a plant disease was comparatively performed at two scales, ground canopy and UAV.
Introduction
Today's demands of agricultural cropping systems are high. Agroecosystems have to be highly productive, while the undesirable impact on the environment has to be as low as possible. Resource-conserving methods with a minimum of chemical input are in favor. One vision able to approximate this goal is the use site-specific cropping measures. Site-specific management has the potential to lead to a higher or constant productivity with a constant or reduced input of resources [1] . One group of for site-specific applications are plant protection measures [2] .
The spatial occurrence of plant diseases in the field, especially in the early season, is often heterogeneous, while in most cases, plant protection compounds are applied homogeneously onto the crop. This spatial heterogeneity of disease occurrence might lead to diverse fungicide demands that are often not considered. Many diseases first occur in patches before they start spreading in the field. One approach for a site-specific application of plant protection measures might be the application of fungicides to patches of disease occurrence [3] [4] [5] . This could prevent or stop disease spreading without applying a fungicide to the whole field [1] .
The analysis and interpretation of sensor data is crucial for future implementation. Algorithms from machine and deep learning, in combination with suitable sensors and measurement platforms are promising techniques. These methods are particularly able to cope with the number of wavebands provided in hyperspectral data, and can be used for the detection of plant diseases [7, [29] [30] [31] [32] .
This work presents a new approach for field trial studies using innovative and machine learning for a pixel wise detection of crop diseases. A winter wheat trial was conducted in the vegetation period of 2018. The crop was infected with Puccinia striiformis, the causal agent of yellow rust (YR). Weekly hyperspectral measurements were performed on the ground-canopy and the UAV scale to monitor the spectral dynamic of crop stands during the vegetation period. Measurements were performed using a mobile field platform with a distance of 50 cm to the crop canopy and with a UAV drone at 20 m height over the plots to work on and compare different scales. Hyperspectral images were captured using a line scanner attached to a linear stage in a measurement booth and a frame-based hyperspectral camera for UAV applications. Field data were preprocessed and normalized, and then analyzed using the supervised classification methods spectral angle mapper (SAM) and support vector machine (SVM) to detect yellow rust of wheat. Additionally, a feature selection was performed on the hyperspectral data to verify the potential for a waveband reduction from hyperspectral to multispectral data for disease detection.
Materials and Methods

Field Trial Layout
In the vegetation period 2017/2018, a field trial with winter wheat was conducted at trial station Campus Klein-Altendorf 50 • 37 31.00 'N, 6 • 59 20.54 'E (Rheinbach, Germany). In 2016/2017, a first field trial was performed to specify the measuring setup and routine (data are not shown). The cultivars JB Asano (Limagrain GmbH, Edemissen, Germany) and Bussard (KWS SAAT SE, Einbeck, Germany) were sown on 26.10.2017 with 320 kernels/m 2 . Field emergence was on 14th November 2017, while harvest took place on 24.07.2018. JB Asano was chosen because of its susceptibility to YR. The field trial was designed in 10 treatments per cultivar with two repetitions, resulting in 40 plots (plot size: 3 × 7 m). The plot design was randomized within each cultivar. With a change of the cultivar after each plot, the direct proximity of plots with the same cultivar was avoided. This was designed to arrange the field trial into two long rows of plots with cultivars alternating one after another in 20 plots per repetition ( Figure 1 ). The treatments within one cultivar were randomized. Two fertilizer intensities (160 kg N/ha and 30 kg N/ha) were applied per cultivar. For cultivar Asano, two treatments were used for additional inoculation with YR. The whole field trial was aligned from northwest to southeast.
Inoculations
Additional inoculations of Puccinia striiformis were performed in April and May (25 April 2019; 12 May 2019) . To establish high disease infections, the inoculations were repeatedly performed by applying a spore suspension to the plants immediately after rainfall incidences. Inoculations were timed to forecasted infection risks after the xarvio field manager (BASF Digital Farming GmbH, Münster, Germany). The spore suspension was applied with a garden pump sprayer and contained 8 × 10 4 spores/mL. Two liters of spore suspension were homogeneously applied over one plot.
Visual Disease Ratings
Visual disease ratings were performed weekly from calendar week 17-23. One plot was rated two times at the same locations where hyperspectral measurements took place. Disease incidence was assessed by the eye of a human rater. The diseased leaf area (%) was rated on 15 leaves per leaf level. Additionally, the growing stage and the visible leaf area of each leaf level in the hyperspectral image (from top view) was ascertained. 
Crop Stand and Disease Development
The vegetation in 2018 started late in March and was denoted by a drought that especially affected the length of the growing season and led to an early harvest in July (Figure 2) . Septoria tritici blotch, tan spot, and powdery mildew were insignificant throughout the growing season. YR could establish a significant infection on cultivar Asano, and measurements were not aggravated due to mixed infections. The first YR symptoms were found in mid of April and were based on natural infection incidences. Until the beginning of May (BBCH 31), a serious increase of YR was rated. Warm days and cold nights seemed to favor infection incidences through dew formation. Until the middle of May (BBCH 37-39), YR was the dominating disease. 
The vegetation in 2018 started late in March and was denoted by a drought that especially affected the length of the growing season and led to an early harvest in July (Figure 2 ). Septoria tritici blotch, tan spot, and powdery mildew were insignificant throughout the growing season. YR could establish a significant infection on cultivar Asano, and measurements were not aggravated due to mixed infections. The first YR symptoms were found in mid of April and were based on natural infection incidences. Until the beginning of May (BBCH 31), a serious increase of YR was rated. Warm days and cold nights seemed to favor infection incidences through dew formation. Until the middle of May (BBCH 37-39), YR was the dominating disease. 
Measurement Platforms
Field Platform Phytobike
The measurement platform, based on a square steel construction with four wheels and provided by Forschungszentrum Jülich (Jülich, Germany), covered a 3 m wide experimental plot ( Figure 3) . Sensors for reflectance characteristics, localization systems, power supply, and control of the sensors via a control laptop were mounted to the steel frame. All sensors were variable in height by a moveable aluminum profile construction. In this way, the sensor platform could be adapted to the growth stages of the plants and a constant distance between sensors and crop canopy was enabled. With a weight of around 150 kg, the construction approached the limit of the platforms without steering, and could still be moved by the physical strength of two people.
As a hyperspectral sensor, the Specim V10E line camera (Specim Oy, Oulu, Finland) was used. The motion required for the Specim V10E camera was realized by a linear stage (Velmex, Bloomfield, USA). Measurements were triggered via the control computer, allowing a flexible reaction to changing light situations by an adapted integration time. The Specim V10E camera measured the electromagnetic spectrum in a range from 400 to 1000 nm with a spectral resolution of 2.73 nm. Sunlight was used as a natural light source. A canvas measuring cabin was constructed to avoid shadows cast by the sensors and equipment of the Phytobike.
UAV Measurements
The UAV allowed overview images of whole experiments or at least of parts of the experiment to be collected. Recent technologies have enabled hyperspectral imaging at UAV scale. We combined a UAV DJI Matrice 600 (Da-Jiang Innovations Science and Technology Co., Shenzen, China) with a Rikola hyperspectral camera (Senop Oy, Oulu, Finland) ( Figure 3 ). The Rikola camera measured the reflected light in a range from 500 to 900 nm. The measured wavebands were selectable and spectral resolution was set to 7 nm using 55 wavebands. With flight times of around 20 min, the whole experiment was captured within one battery capacity. For plot observations, a 20 m flight height was selected and the UAV hovered over each plot center for a duration of 10 s. Sunlight was used as a natural light source. As a hyperspectral sensor, the Specim V10E line camera (Specim Oy, Oulu, Finland) was used. The motion required for the Specim V10E camera was realized by a linear stage (Velmex, Bloomfield, USA). Measurements were triggered via the control computer, allowing a flexible reaction to changing light situations by an adapted integration time. The Specim V10E camera measured the electromagnetic spectrum in a range from 400 to 1000 nm with a spectral resolution of 2.73 nm. Sunlight was used as a natural light source. A canvas measuring cabin was constructed to avoid shadows cast by the sensors and equipment of the Phytobike.
The UAV allowed overview images of whole experiments or at least of parts of the experiment to be collected. Recent technologies have enabled hyperspectral imaging at UAV scale. We combined a UAV DJI Matrice 600 (Da-Jiang Innovations Science and Technology Co., Shenzen, China) with a Rikola hyperspectral camera (Senop Oy, Oulu, Finland) ( Figure 3 ). The Rikola camera measured the reflected light in a range from 500 to 900 nm. The measured wavebands were selectable and spectral resolution was set to 7 nm using 55 wavebands. With flight times of around 20 min, the whole experiment was captured within one battery capacity. For plot observations, a 20 m flight height was selected and the UAV hovered over each plot center for a duration of 10 s. Sunlight was used as a natural light source.
Data Preprocessing
This study focused on the information about relevant wavebands as the central outcome. We used a data flow to assess the ability to transfer this information between observation scales (Figure 4) . We built two data sets for yellow rust prediction-a classification data set on field scale and a regression data set on UAV scale. Multiple prediction models and feature selection results were derived. In the final step, models were optimized using the selected features, and feature selection information was also exchanged. The resulting four classification models with selected features, two on the field scale (features selected on the field scale and on the UAV scale) and two on the UAV scale (features selected on the field scale and on the UAV scale), were evaluated. This allowed the values of feature selection and, more specifically, the values of feature information obtained at a different observational scales to be evaluated. 
This study focused on the information about relevant wavebands as the central outcome. We used a data flow to assess the ability to transfer this information between observation scales ( Figure  4 ). We built two data sets for yellow rust prediction-a classification data set on field scale and a regression data set on UAV scale. Multiple prediction models and feature selection results were derived. In the final step, models were optimized using the selected features, and feature selection information was also exchanged. The resulting four classification models with selected features, two on the field scale (features selected on the field scale and on the UAV scale) and two on the UAV scale (features selected on the field scale and on the UAV scale), were evaluated. This allowed the values of feature selection and, more specifically, the values of feature information obtained at a different observational scales to be evaluated. 
Spectral Preprocessing
The derivation of the physical surface property reflectance from observed intensity values is an essential part of hyperspectral image processing. The normalization procedure has to be adapted to the measurement platform and is based on a spectral reference panel with a known homogeneous reflectance in the observed wavelengths. At all scales, the following equation was applied to calculate the reflectance R from the observation Im, reference Imref, and the corresponding dark currents DCIm and DCref. In the field, the additional DCref was omitted for practical reasons.
On the ground canopy scale, a 50% spectral reference panel was measured within each image of the line scanner. A separate dark current was observed for the Specim V10E camera before every image. For practical reasons, UAV flight sequences were started with the acquisition of a single dark current, and one image of the reference panel immediately before and after flying the frame-based Rikola camera over the wheat plots. Image quality always suffers from motion of the object to be measured or motion of the sensor. To avoid this, images were taken in conditions as calm as possible on the ground canopy scale. The Rikola camera was hovered for at least 10 images over the reference 
The derivation of the physical surface property reflectance from observed intensity values is an essential part of hyperspectral image processing. The normalization procedure has to be adapted to the measurement platform and is based on a spectral reference panel with a known homogeneous reflectance in the observed wavelengths. At all scales, the following equation was applied to calculate the reflectance R from the observation Im, reference Im ref , and the corresponding dark currents DC Im and DC ref . In the field, the additional DC ref was omitted for practical reasons.
On the ground canopy scale, a 50% spectral reference panel was measured within each image of the line scanner. A separate dark current was observed for the Specim V10E camera before every image. For practical reasons, UAV flight sequences were started with the acquisition of a single dark current, and one image of the reference panel immediately before and after flying the frame-based Rikola camera over the wheat plots. Image quality always suffers from motion of the object to be measured or motion of the sensor. To avoid this, images were taken in conditions as calm as possible on the ground canopy scale. The Rikola camera was hovered for at least 10 images over the reference panel to ensure that image quality was sufficient for data normalization. The use of cross-sensor normalization, e.g., by using a separate spectrometer that continuously logs the incoming light intensity, was tested but was not successful due to a deviating response characteristic between the different sensors.
To remove high frequency noise at the spectral border regions of the Specim V10e, the bands 1-20 (400-450 nm) and 181-211 (910-1000 nm) were excluded from further analysis, resulting in 161 used spectral bands. In addition, a Savitzky-Golay filter using 15 centered points and a polynomial of degree 3 smoothed the data of the Specim V10e.
Data Normalization
Plant geometry can present severe distortions due to varying leaf angles, leaf distances to the camera, and specular reflections on particular parts of the leaves. To compare the reflectance characteristics, omitting the additive and multiplicative factors, the standard normal variate (SNV) has been developed [33] . It is able to remove scaling factors due to varying distance or leaf angle, as well as additional factors like specular reflection, e.g., on leaf tips. The normalization was performed on both the ground canopy and field data. The SNV representation was calculated per spectrum S and focuses the shape of the spectral curve:
Prediction Algorithms
Multiple algorithms can perform predicting a class or continuous value based on features of a sample. In general, they use a vector representation as input. In this study, the classifiers spectral angle mapper (SAM) and support vector machine (SVM), as well as the regression algorithm-support vector regression (SVR)-were applied to the ground canopy data (taken with the phytobike). To train and evaluate the models, four images of one measuring day were annotated to be used as training data and four images were annotated to be used as test data. The number of annotated pixels differed in the different images due to natural heterogeneity in the crop stand. Pixel numbers were at least several thousand for each class, up to several hundred thousand pixels for all classes in one image. Based on the huge number of annotated pixels, models were trained on a subsampled data set, to make them trainable and to rebalance the classes. With the exception of the water class, all classes were trained with 1000 samples per class after subsampling of training data. The SAM was used because it has been described in the literature to work resiliently under inhomogeneous light conditions [34] . The development of the classification model was easy and fast. The SVM was used because, in theory, it is trained on the whole data set and considers the spectrum of each pixel as training data. Vegetation indices (VIs) were used because various published works have focused on VIs as tool for disease detection. VIs can be seen as established representatives for optical measurements of plant parameters. The models were trained using three data representations: full spectra, SNV normalization, and 20 spectral VIs. The results were compared to a SAM that represented the base line accuracy. The comparison was performed on the YR test data from 23 May 2018. The evaluation of different feature representations showed a small advantage of SNV normalizations, whereas it was treated as standard representation in the following. As performance measures, we applied the overall accuracy using six classes for the model, combining the background and the old leaves/straw class. Furthermore, we evaluated the F1 score (Table 1) for the class disease, providing a homogenized combination of precision and recall. The F1 score declares the number of pixels of one class that are correctly classified into this class after the formula 2 × (precision × recall) ÷ (precision + recall)). The two performance measures corresponded in tendency; however, the F1 score decreased faster as the large number of background pixels stabilized the overall accuracy. The SAM is a prediction algorithm developed for the efficient classification of high-dimensional spectral data. The assignment uses the angle between the spectra to classify and reference spectra, treating a spectrum as high-dimensional vector [34] . The spectrum to be classified was assigned to the reference spectrum/class with the smallest angular distance. In addition, a threshold prohibited the assignment of spectra with a large angular distance.
Support Vector Algorithms
The SVM andSVR are established machine learning methods that have been proven to deal well in situations with many features but a very limited number of samples [35] . This is a common situation in hyperspectral data analysis, and following it is a suitable approach for hyperspectral remote sensing as well as close range imaging. A critical point for the application of SVM and SVR is the selection of the hyper parameters Cost C, kernel parameter γ (SVM) or C, and complexity control ν (ν-SVR). They were selected by grid search combined with a cross validation. Grid points were 10 −5 . . . 10 10 for C, 10 −8 . . . 10 2 for ν and 0.05 . . . 0.50 for n. The optimization algorithm was the sequential minimal optimization SMO, and LIBSVM 3.18 with Matlab was used for as implementation [36] .
Vegetation Indices
On hyperspectral images of ground canopy data, 20 VIs were tested to visualize crop heterogeneity and to detect yellow rust in the field. The composition was used because it has previously been successfully tested as an indicator for crop vitality [37] . The composition of VIs was chosen according to Behmann et al. [37] . Due to the limitation of available bands of the Rikola camera, only 16 VIs were used for UAV data and the ARVI, mRESR, mRENDVI, and SIPI were excluded.
Model Evaluation
To compare the performance of the different models on the respective data sets, different measures were applied depending on the model type. All measures were calculated on a test set that was not used in training. For classification models that determined the discrete classes y as a function f(X) of the data X, the accuracy was defined as the percentage of correctly classified data points. The F1 score, in contrast, was based on the precision and recall of each class. In regression tasks with continuous target variables, the coefficient of determination R 2 , correlation, and root mean square error (RMSE) were applied. Due to the limited number of data, we applied leave-one-out cross validation to generate the test predictions. This procedure learns a model on the whole data set except for one sample. This was repeated for all samples in the data set.
Feature Selection
There are multiple approaches for feature selection, feature subset selection, and feature weighting. approaches have the big advantage of dealing well with high levels of redundancy and selecting the best subset with minimal size [38] . A major drawback is the high computational load. Feature selection at all scales (on ground-canopy and UAV images) was performed using a wrapper approach comprising a SVM or SVR, respectively. A sequential forward feature selection (Statistics Toolbox, Matlab2013a) was used, and the called criterion function minimizing the prediction error was implemented based on LIBSVM 3.18. For the SVM, the accuracy was maximized and for the SVR, the RMSE was minimized. Due to the limited number of samples in the UAV data set, a leave-one-out cross-validation was performed to generate the test predictions to calculate the criterion.
Spatial Resolution as a Key Parameter for Disease Detection
Besides the relevant wavelengths, the required spatial resolution or ground sampling distance (GSD) is highly important for the definition of a sensor capable of detecting different wheat diseases in the field. Based on the test and training data sets, simulations were performed where the test data were extracted from subsampled spectra by a factor of 2, 10, 20, and 100. A knn and an aggressive subsampling approach were compared to visualize the effects of different annotation strategies on the F1 score for the detection of YR.
Results and Discussion
Supervised Classification of Hyperspectral Pixels at the Ground Canopy Scale
One approach used to analyze hyperspectral data on the field scale is the pixel-wise classification into usual pixel (background, straw, healthy leaf tissue) and in disease specific symptoms. In the field experiment 2018, YR had a significant disease severity and classifiers for this disease were derived.
The use of 16 VIs reached a reasonable but not competitive performance. However, it has to be noted that we compared 161 features to 16, meaning a significant reduction in dimensionality. The results can be integrated in a later discussion of the various feature sets obtained by feature selection.
Based on these results, SVM SNV (Table 1) was selected as most appropriate approach. A visual comparison of the SAM results and the SVM SNV result is shown in Figure 5 . Significant differences were apparent. The SVM detected many more senescent leaves, e.g., all leaves from the lower leaf levels, whereas the SAM assigned these to the background or the healthy leaves. The SVM was more sensitive for ear detection, which caused major problems in the SAM image, where they were partly assigned to YR. Overall, both approaches were sensitive to YR, but the SVM was much more accurate in the very bright image parts as well as the darker background parts, while the class YR was overrepresented in the SAM classification. The visually most significant aspect was the large number of blue pixels in the visualization of the SVM result. YR disease was present at all leaf levels and led to early senescence in lower leaf levels.
The classification models were validated via two approaches: (1) pixel-wise classification of the hold-out test data set consisting of manually annotated pixels of new images of separate plots, and (2) prediction of pixel classes of all images obtained on a respective day and comparing the total % disease class from all plant pixels to the visual assessment done by the expert (Figure 6 ). Approach 1 resulted in a confusion matrix allowing the calculation of multiple performance measures such as the overall accuracy, the sensitivity, and the recall, whereas Approach 2 provided the R 2 value, correlation coefficient, and a regression plot. Table 1 shows the overall accuracy and the F1 score for the different classification methods.
Presumably, due to light reflections and transmission or a deviating weighting of the different canopy levels, the SVM prediction overestimated the ratio of diseased pixels. To compensate for this, a linear regression model was applied. However, deviations between the predicted disease severity and the visual assessment could have various reasons, e.g., the section of the plot observed by the sensor did not represent the true status that was evaluated by the visual assessment. The viewing angle produced a variable composition of different leafs and leaf layers in the field of view of the human and the sensors. Furthermore, the visibility of the lower leaf levels was low for imaging system from the top, and more accurate if the human rater could go deep into the crop stand for individual leaf disease rating. Further points are that the visual assessment produced a single value averaging the affected leaf area. From repeated disease assessments with multiple experts, different deviations have been observed depending on the literature [39, 40] . The method of disease detection is subjective to the individuals performing the assessment. Another prime factor for deviations and classification inaccuracies is the biological heterogeneity. This has to be considered as highly dynamic within one field, one plot, and one location, and even on different leaf layers and single leaves. The biological heterogeneity can be affected by many factors, e.g., the leaf color and status, stem elongation (distance of leaf layers), the density of the canopy, and other biological growth processes. is subjective to the individuals performing the assessment. Another prime factor for deviations and classification inaccuracies is the biological heterogeneity. This has to be considered as highly dynamic within one field, one plot, and one location, and even on different leaf layers and single leaves. The biological heterogeneity can be affected by many factors, e.g., the leaf color and status, stem elongation (distance of leaf layers), the density of the canopy, and other biological growth processes. 
Evaluation of Hyperspectral UAV Observations Using a Filter-System Hyperspectral Camera
To characterize the reflectance characteristics of the field plots, the spectra of the central 4 × 2 m of each plot were averaged. Intra-plot variations were neglected. Multiple traits were predicted with reasonable accuracy based on SVM and SVR analysis of the 55 recorded bands from 500-900 nm. 
To characterize the reflectance characteristics of the field plots, the spectra of the central 4 × 2 m of each plot were averaged. Intra-plot variations were neglected. Multiple traits were predicted with reasonable accuracy based on SVM and SVR analysis of the 55 recorded bands from 500-900 nm. Table 2 shows the obtained performance parameters based on a SNV representation and the integration of all 55 bands.
Using the SVR approach, a prediction of the disease severity in percent was possible with reasonable accuracy (Figure 7 ). The interpretation of this result has to take into account that a value from the visual assessment might not represent the average plot value because diseases may occur at zoned locations in the plot, and assessment locations may or may not be in these spots. 
Selection of Relevant Features at Different Scales
One of the main motivations for the application of hyperspectral imaging technology is the potential to find the most relevant wavelength for a specific task, and to subsequently design a Using the SVR approach, a prediction of the disease severity in percent was possible with reasonable accuracy (Figure 7) . The interpretation of this result has to take into account that a value from the visual assessment might not represent the average plot value because diseases may occur at zoned locations in the plot, and assessment locations may or may not be in these spots.
One of the main motivations for the application of hyperspectral imaging technology is the potential to find the most relevant wavelength for a specific task, and to subsequently design a specific sensor. Reference [41] showed that specific wavelengths might be useful to identify certain leaf diseases in sugar beet. In wheat, VIs have been described that are capable of detecting brown rust [18] . This shows that a selection of specific wavelengths can be specific for one disease. We applied the introduced technique to the data sets on the ground-canopy and UAV scale and derived important wavelength for the detection of disease symptoms as well as the prediction of disease severity.
Ground Scale
Feature selection on the field scale was performed for the detection of YR. The models were trained on a homogenized sample of training data and validated by a five-fold cross-validation. The final accuracy was determined by the hold-out test set. To reduce the computational complexity, the feature was regularly subsampled by a factor of 5. The resulting 33 bands were ranked and an optimal band number was selected (Figure 8 ).
For YR, an optimal number of 16 features reached 91% accuracy. However, to allow a comparison with the UAV scale selection, we selected the best 10 features, providing an accuracy of 88%. The waveband of 780 nm in the NIR was the most important for YR detection. The next two bands were also in in the NIR, followed by a band in the blue/green spectral region. Less important was the NIR wavebands > 800 nm and the red part of the spectrum. Various works have shown that VIs using wavelengths out of these spectral regions can be successfully used to detect rust diseases of wheat [17, 18, 25] , or even for necrotrophic diseases of other crop plants such as groundnuts [42] . In the literature, it has been described that pigments and water influence the absorbance and reflectance of light with plant interactions [43] [44] [45] . The measured reflectance signal is always a mixed signal and the result of complex biochemical interactions [43, 46, 47] . The visible region is mainly influenced by the light absorption of leaf pigments [48] . Healthy wheat canopies appear dark green because of high amounts of chlorophyll in the leaves [10] . With YR infection in the leaf tissue, a degradation of chlorophyll happens, while the urediniospores of rust fungi are pigmented through the formation of carotenoids [49] . This could explain the importance of certain absorption or reflection bands of pigments for YR detection in the visible range. The effect of chlorophyll degradation and the formation of chlorosis, and a resulting detectability for the disease has also been described for Septoria tritici blotch [28] . The NIR region is strongly influenced by the leaf and cell structures, the architecture of the canopy, and water absorption bands [43, 50] . High YR incidence leads to an early senescence of leaves in the upper, but particularly in the lower leaf levels. This changes the appearance of the crop architecture, reduces the vitality of leaves and water content, and could explain the importance of specific wavebands for YR detection.
formation of chlorosis, and a resulting detectability for the disease has also been described for Septoria tritici blotch [28] . The NIR region is strongly influenced by the leaf and cell structures, the architecture of the canopy, and water absorption bands [43, 50] 
UAV Scale
For the feature selection on the UAV scale, the detection and quantification of YR infections was investigated. Using the UAV and the filter-system Rikola hyperspectral camera, the mean spectrum of the central part of each plot was measured at multiple days. The first four dates were used, as a suitable disease estimation was not possible later due to the beginning of senescence.
The optimal number of features was 11 features, reaching an RMSE of 17.9 (i.e., to the visual assessment at the ground of around 70%) (Figure 8) . Here, the most important bands were 830 nm and 510 nm, followed by NIR bands. Without significance were the red region 630-700 nm and the beginning of the NIR at 700-800 nm. The selection of the spectral border band would be a sign of fitting to noise if the Specim V10E line scanner had been used, but here, the Rikola camera was used without an increased noise at the spectral border regions.
Feature selection results for further traits are shown in Table 3 . Important bands were also found in the green and NIR regions, which might have been triggered by the same biochemical reactions as on the ground scale. However, for the fertilizer, fungicide, and the combined treatment the spectral region 600-750 nm had a higher relevance. Table 3 . The six most important bands for selected plot traits at the UAV scale and ranking of the wavebands (in nm) for the importance of feature selection, beginning with the highest. Selected traits: fertilizer (Fert), fungicide (Fung), fungicide + fertilizer (Fert+Fung), yellow rust (YR) detection, yellow rust regression.
Ranking
Fert Fung Fert + Fung YR Detection YR Regression   1  767  727  734  797  832  2  725  804  887  881  510  3  648  762  545  601  867  4  557  648  559  706  874  5  627  594  517  874  587  6  704  767  748  594  594 3.3.3. Cross-Scale Interpretation
The cross-scale interpretation revealed significant inconsistencies but also some parallels. The inconsistencies were related to sensor characteristics, as the same sensor had not always been applied. Furthermore, additional factors at the different scales (leaf geometry, mixed pixels with background) were included at the higher scales that may have relied on further bands to be regarded properly by the prediction model.
The number of required features varied at the different scales. In a separate experiment (data not shown) with fixed leaves in the laboratory, a perfect differentiation was possible using two bands. Geometry was also not relevant, as the leaves were fixed in a horizontal position. The highest number required on the field scale was 18 on average, as the complex geometry and complex scattering effects in the canopy affected the recorded signal. At the UAV scale, the geometry was the same, but due to the physical smoothing by blur and high pixel size, the signal was simplified again. There, an optimum was reached at 11, omitting the spectral region 620-820 nm.
The red region had a low relevance for the classification of YR on the field and UAV scales. This might have been due to the fact that urediniospores P. striiformis appear more yellow than red (due to carotenoid composition) and do not show strong reflection in the red region. The NIR region had an increased relevance on the UAV scale. Presumably this was related to simple separability based on pigments on the lower scale, whereas in the field, the leaf geometry distorted this signal and the NIR region was required to compensate for this effect.
The differences and parallels of the different feature sets motivated the cross-scale application of feature sets. It was assumed that information about optimal feature sets could also be an advantage at a different scale. Therefore, the feature sets for the assessment of YR were exchanged between the ground scale with the Specim V10, and the UAV scale with the Rikola hyperspectral camera. To allow a comparison of the different feature sets, the number of included features was fixed to 10, based on the previous feature selection runs (Figure 8 ). Evaluation at the ground and UAV scales was performed following the same principle as for the feature selection. Table 4 shows the performance of multiple feature sets. The highest accuracy was reached by the full data set, followed by the 16 VIs. The feature sets with 10 features reached a slightly lower, but in direct comparison, very similar accuracy. The results indicate that the complex situation in the wheat canopy required more than 10 features. The good performance of the equidistant feature set can be explained by the resemblance to the 10 selected features that were nearly equidistantly distributed over the spectral range. Both feature sets applied wavebands out of the same spectral regions. Furthermore, the performance of the field-selected feature set points to the heterogeneity of reflectance characteristics even within the same treatment group. The test and training data were extracted from separate image sets. Following, this feature set was optimized on the training data, but had no advantages compared to the equidistant feature set on the test data. The comparison of different feature sets showed the potential positive results of feature selection to a higher degree. The highest accuracy was obtained by the feature set optimized at the UAV scale, whereas the feature set from the ground scale obtained an even lower performance than the equidistant feature set (Table 5 ). For the UAV data set, a separation of test and training data was not possible due to the much smaller data base. Here, a leave-one-out cross validation was applied to obtain R 2 and correlation coefficients. The obtained feature set may have been more adapted to the evaluation procedure at the UAV scale compared to the ground scale. The UAV evaluation shows that it was possible to slightly increase the accuracy by feature selection compared to the full data set, and also that uninformed subsampling did not lead to optimal results. However, the data characteristics at the ground canopy and the UAV scale were so disparate that an advantage of feature set transfer is doubtful. The transferred feature set had a lower performance even compared to the uninformed equidistant sampling. There were multiple factors contributing to the deviating data characteristics expressed by different demands to the feature sets. One of the main points was the use of different sensors with different measurement principles, each adapted to its measurement scale. The noise characteristics of the ground camera showed an increased noise level at the spectral border regions and a noise optimum in the red range. The UAV camera showed a homogenous measurement quality for the whole range, despite some artifact bands around 630 nm, where optical refractions seem to occur at a beam splitter. The suitability of a spectral region can be significantly reduced by such sensor characteristics, but if the effect occurs only at one sensor, the optimal feature set changes. Further points regard the implicit spatial smoothing if a larger area is captured by a single pixel. At the ground scale, the feature set will directly point to the reflectance characteristics of the spores, whereas at the UAV scale, the reduced vitality and even morphological changes have to be taken into account. In contrast, the close-range observations at the ground scale were dominated by the leaf geometry, and more specifically by leaf angle and position within the crop stand. Therefore, the analysis model had to integrate these factors to enable predictions as robust as possible against the plant geometry. At the UAV scale, most of the pixels provided a mixed signal of multiple leaves and, in addition, the analysis was performed on the mean spectra of each plot. Most of the geometric effects averaged out as the characteristics of hundreds of leaves were averaged.
In general, there is no single waveband for individual diseases, but broad regions (blue, green, red, NIR I (700-800), NIR II 800-1000) with varying relevance for the different diseases. This is tightly coupled with the sensor characteristics. The Rikola camera was not able to measure the blue and NIR (900-1000 nm), but provided stable noise conditions over the whole measurement region. The Specim V10E camera had a larger measurement region (400-1000 nm), but the spectral border regions had a much higher noise level.
Spatial Resolution as Key Parameter for Disease Detection
The un-sampled data had a GSD of approximately 0.4 mm (for Specim as well as Rikola). The UAV observations (20 m flight height) had a GSD of approximately 8 mm (Figure 9 ). This approach did not regard the adaptation of the model to the new classification scale. By retraining the prediction, the accuracy may be improved, as the smoothing here also affected the data characteristics. However, even then, the disease-specific information will vanish at a certain level. We omitted this evaluation as the performance measures of the retrained models were not comparable anymore as the number of training data declined drastically, e.g., to around 100 samples for YR at higher subsampling scales.
The un-sampled data had a GSD of approximately 0.4 mm (for Specim as well as Rikola). The UAV observations (20 m flight height) had a GSD of approximately 8 mm (Figure 9 ). This approach did not regard the adaptation of the model to the new classification scale. By retraining the prediction, the accuracy may be improved, as the smoothing here also affected the data characteristics. However, even then, the disease-specific information will vanish at a certain level. We omitted this evaluation as the performance measures of the retrained models were not comparable anymore as the number of training data declined drastically, e.g., to around 100 samples for YR at higher subsampling scales. Figure 9 . Visualization of spatial subsampling effects for the four investigated subsampling levels (images) and the effect of scale on accuracy and F1 score for the two different approaches knn (nearest neighbor) and an aggressive for subsampling the annotation.
The investigations allowed the definition of a minimal sampling distance at which the mixed information no longer allowed the prediction of plant diseases. Without retraining the model, the accuracy decreased at subsampling factors of 10 and 20. A low subsampling of 2 seems to have had no negative effects. Presumably, the included smoothing removed border cases and outliers which are hard to classify correctly. At higher subsampling levels, more and more mixed pixels occurred where the aggressive label subsampling tended to extend the image regions assigned to a class. Subsequently, the effect was more severe here. The accuracy of more than 50% at the final state was related to the dominant background, which provided a significant majority of test data at the high subsampling levels. It was not related to the ability to predict the presence of YR. This was Figure 9 . Visualization of spatial subsampling effects for the four investigated subsampling levels (images) and the effect of scale on accuracy and F1 score for the two different approaches knn (nearest neighbor) and an aggressive for subsampling the annotation.
The investigations allowed the definition of a minimal sampling distance at which the mixed information no longer allowed the prediction of plant diseases. Without retraining the model, the accuracy decreased at subsampling factors of 10 and 20. A low subsampling of 2 seems to have had no negative effects. Presumably, the included smoothing removed border cases and outliers which are hard to classify correctly. At higher subsampling levels, more and more mixed pixels occurred where the aggressive label subsampling tended to extend the image regions assigned to a class. Subsequently, the effect was more severe here. The accuracy of more than 50% at the final state was related to the dominant background, which provided a significant majority of test data at the high subsampling levels. It was not related to the ability to predict the presence of YR. This was demonstrated by the F1 score, a measure to quantify the performance of a multi-class prediction model on class level.
In this performance measure, the quality also decreased at subsampling factor of 10. Surprisingly, the F1 score increased to nearly optimal numbers at a subsampling factor of 100. Discussing this fact, it has to be noted that at the highest subsampling factor, only 119 YR samples were included in the data set, which are all correctly classified. Maybe this was related to the accuracy on the UAV scale, where the majority of geometric effects were averaged out. This point remains to be evaluated in further investigations, but it seems that subsampling by a factor of 100 removed the leaf structure completely, whereas at a lower subsampling factor, the leaf structure was still apparent but more and more effects of mixture become present. Without any leaf structure, the classification problem is simplified to the presence of YR within this part or even within the image. At low level disease severities, this will cause major problems, but here, the test data has been selected to show clear disease symptoms.
Optimal Sensor System for Plant Disease Detection
Two sensor systems were evaluated, both showing strengths and weaknesses. In direct comparison, the flying sensor system had strong advantages in usability, throughput, and commercial viability. The ground sensing system was much more sensitive, as a single symptom with a diameter of a few mm could be recorded. Such a spatial resolution could only be obtained by the flying system at a flight altitude of around 1 m above the canopy. However, with the used system this was not possible, as the downstream from the rotors would have strongly moved the canopy. Alternatively, an optical zoom could be applied, presumably reducing the light flux as well as the throughput of the overall system. This could be compensated for by an increased spatial resolution of the sensing array.
Summarizing, based on the experiments conducted during the presented study, we propose a focus on a UAV flying at low height in combination with a frame-based spectral camera sensing in around 15 equally distributed bands. A tunable band configuration would be an alternative that could use bands optimized for every single disease scenario, e.g., crop species, crop developmental stage, assumed disease setting, assumed symptom maturity. The spatial resolution should be set at around 1 mm GSD, a value that allows the detection small symptoms but neglects the high-frequency noise caused by the complex surface structure of plants [29, 51] .
Conclusions
This study investigated the detection of plant diseases using hyperspectral cameras at ground and UAV scales. In this context, the appropriate data analysis was decisively able to reach suitable results. Supervised classification has the advantage of separating disease-related signals from a huge amount of natural biological, geometrical, and sensor-related variability within a hyperspectral image of a crop canopy in the field. We proved that hyperspectral imaging in combination with supervised classification and regression showed good accordance to visual assessment at the ground. This allows questions to be addressed regarding the transfer of information between different scales and sensors. We showed that a feature selection was able to increase the prediction accuracy if it was performed on the analyzed data set. In contrast, scale or sensor transfer of selected feature sets was not successful, and was even less predictive than an uninformed regularly sampled feature set. This highlighted the importance of a precise specification of a prediction task by representative data samples. Deviations in data characteristics can significantly impair the performance of a data analysis pipeline or a tailored sensor in real-life applications.
This study sets a basis for ongoing research. New, upcoming sensors fulfilling the demands defined in this study might also cope with the current disadvantages. Consequently, there is a high probability that the defined flying sensor system with high resolution spectral camera, computing capabilities, and self-localization will be realized. Adapted legal conditions would allow an integrated system of field managing software, remote sensing based predictions, and current observations from the field using an automatized UAV. 
