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ABSTRACT 
Longitudinal recursive partitioning (LRP) is a tree-based method for longitudinal 
data. It takes a sample of individuals that were each measured repeatedly across time, and 
it splits them based on a set of covariates such that individuals with similar trajectories 
become grouped together into nodes. LRP does this by fitting a mixed-effects model to 
each node every time that it becomes partitioned and extracting the deviance, which is the 
measure of node purity. LRP is implemented using the classification and regression tree 
algorithm, which suffers from a variable selection bias and does not guarantee reaching a 
global optimum. Additionally, fitting mixed-effects models to each potential split only to 
extract the deviance and discard the rest of the information is a computationally intensive 
procedure. Therefore, in this dissertation, I address the high computational demand, 
variable selection bias, and local optimum solution. I propose three approximation 
methods that reduce the computational demand of LRP, and at the same time, allow for a 
straightforward extension to recursive partitioning algorithms that do not have a variable 
selection bias and can reach the global optimum solution. In the three proposed 
approximations, a mixed-effects model is fit to the full data, and the growth curve 
coefficients for each individual are extracted. Then, (1) a principal component analysis is 
fit to the set of coefficients and the principal component score is extracted for each 
individual, (2) a one-factor model is fit to the coefficients and the factor score is 
extracted, or (3) the coefficients are summed. The three methods result in each individual 
having a single score that represents the growth curve trajectory. Therefore, now that the 
outcome is a single score for each individual, any tree-based method may be used for 
partitioning the data and group the individuals together. Once the individuals are assigned 
  
ii 
to their final nodes, a mixed-effects model is fit to each terminal node with the 
individuals belonging to it.  
I conduct a simulation study, where I show that the approximation methods 
achieve the goals proposed while maintaining a similar level of out-of-sample prediction 
accuracy as LRP. I then illustrate and compare the methods using an applied data. 
  
  
iii 
 
 
 
 
 
 
 
 
I dedicate my dissertation to my husband Kris, who has been a constant source of 
strength and support, and my parents and brother, whom I have missed greatly 
throughout the pursuit of my career.  
  
  
iv 
ACKNOWLEDGMENTS 
I want to acknowledge Kevin Grimm for being the most supportive and best 
advisor I could have ever asked for, and my dissertation committee, Mike Edwards for 
his guidance and advise in my dissertation and career, Dave MacKinnon for reminding 
me of the practical applications and implications of my research, and Dan McNeish for 
providing me with excellent resources every time that I have needed it. I am very 
thankful for all the work that all of you have put into my formation with all the feedback, 
sharing of knowledge, ideas, and all the support that you have given me. 
  
  
v 
TABLE OF CONTENTS 
Page 
LIST OF FIGURES ......................................................................................................... viii	
CHAPTER 
INTRODUCTION: OVERVIEW OF DISSERTATION PROPOSAL ......................... 1	
1 MOTIVATION ........................................................................................................... 3	
2 LONGITUDINAL RECURSIVE PARTITIONING .................................................. 6	
   SECTION 2.1: Mixed-Effects Models for Longitudinal Data ................................. 6	
   SECTION 2.2: Recursive Partitioning ..................................................................... 7	
   SECTION 2.3: Longitudinal Recursive Partitioning ................................................ 9	
   SECTION 2.4: Limitations of LRP ........................................................................ 10	
3 PROPOSED APPROXIMATIONS TO ADDRESS LRP LIMITATIONS ............. 16	
   SECTION 3.1: General Idea ................................................................................... 16	
   SECTION 3.1.1: Factor Analysis ......................................................................... 18	
   SECTION 3.1.2: Principal Component Analysis ................................................. 19	
   SECTION 3.1.3: PCA, FA, and Sums ................................................................. 20	
   SECTION 3.2: Approximations Proposed for LRP ............................................... 20	
   SECTION 3.3: Research Questions ........................................................................ 22	
4 SIMULATION STUDY ........................................................................................... 23	
   SECTION 4.1: Overview ........................................................................................ 23	
   SECTION 4.2: Data Generation ............................................................................. 26	
  
vi 
CHAPTER                                                                                                                      Page 
   SECTION 4.2.1: Shape of the Growth Curves .................................................... 26	
   SECTION 4.2.2: Generation of Covariates .......................................................... 28	
   SECTION 4.2.3: Parameter a and Association between Covariates and 
Parameters ............................................................................................................... 37	
   SECTION 4.3: Analyses and Outcomes ................................................................. 37	
   SECTION 4.3.1: Stage 1 ...................................................................................... 38	
   SECTION 4.3.2: Stage 2 ...................................................................................... 40	
5 RESULTS ................................................................................................................. 42	
   SECTION 5.1: Stage 1 Prediction Accuracy R2 .................................................... 42	
   SECTION 5.2: Stage 1 Variable Importance ......................................................... 44	
   SECTION 5.3: Stage 1 Time to Run ...................................................................... 46	
   SECTION 5.4: Stage 1 Convergence ..................................................................... 47	
   SECTION 5.5: Summary of Stage 1: Sums Method .............................................. 48	
   SECTION 5.6: Stage 2 Prediction Accuracy R2 .................................................... 48	
   SECTION 5.7: Stage 2 Variable Importance ......................................................... 48	
6 EMPIRICAL EXAMPLE ......................................................................................... 50	
7 DISCUSSION ........................................................................................................... 53	
   SECTION 7.1: Summary of Dissertation and Results ............................................ 53	
   SECTION 7.2: Limitations ..................................................................................... 55	
   SECTION 7.2.1: Simulation Study and Data Generation .................................... 55	
   SECTION 7.2.2: Machine Learning and Tree-Based Methods Limitations ........ 56	
  
vii 
CHAPTER                                                                                                                      Page 
   SECTION 7.3: Concluding Remarks ..................................................................... 57	
   SECTION 7.3.1: Benefits ..................................................................................... 58	
   SECTION 7.3.2: Robustness and Implementation ............................................... 58	
   SECTION 7.3.3: Extensions and Future Directions ............................................ 60	
REFERENCES ............................................................................................................. 61	
FIGURES ..................................................................................................................... 63	
 
 
  
  
viii 
LIST OF FIGURES 
Figure              Page 
1. One-Factor Model Diagram .......................................................................................... 63 
2A-C. Prediction Accuracy for Latent Process, Correlated Parameters Conditions. ........ 64 
3A-C. Prediction Accuracy for Latent Process, Uncorrelated Parameters Conditions. .... 65 
4A-C. Prediction Accuracy for Direct Effect, Correlated Parameters Conditions. .......... 66 
5A-C. Prediction Accuracy for Direct Effect, Uncorrelated Parameters Conditions. ...... 67 
6A-C. Variable Importance Accuracy for Latent Process, Correlated Parameters. .......... 68 
7A-C. Variable Importance Accuracy for Direct Effect, Correlated Parameters. ............ 69 
8A-C. Variable Importance Accuracy for Latent Process, Uncorrelated Parameters. ...... 70 
9A-C. Variable Importance Accuracy for Direct Effect, Uncorrelated Parameters. ........ 71 
10A-C. Computational Time for Latent Process, Correlated Parameters. ........................ 72 
11A-C. Computational Time for Latent Process, Uncorrelated Parameters. .................... 73 
12A-C. Computational Time for Direct Effect, Correlated Parameters. .......................... 74 
13A-C. Computational Time for Direct Effect, Uncorrelated Parameters. ...................... 75 
14A-C. Convergence for Latent Process, Correlated Parameters. .................................... 76 
15A-C. Convergence for Latent Process, Uncorrelated Parameters. ................................ 77 
16A-C. Convergence for Direct Effect, Correlated Parameters. ...................................... 78 
17A-C. Convergence for Direct Effect, Uncorrelated Parameters. .................................. 79 
18A-C. Prediction Accuracy for Latent Process, Correlated Parameters. ........................ 80 
19A-C. Prediction Accuracy for Latent Process, Uncorrelated Parameters. .................... 81 
20A-C. Prediction Accuracy for Direct Effect, Correlated Parameters. ........................... 82 
 
  
ix 
Figure              Page 
21A-C. Prediction Accuracy for Direct Affect, Uncorrelated Parameters. ...................... 83 
22A-C. Variable Importance for Latent Process, Correlated Parameters. ........................ 84 
23A-C. Variable Importance for Direct Effect, Correlated Parameters. ........................... 85 
24A-C. Variable Importance for Latent Process, Uncorrelated Parameters. .................... 86 
25A-C. Variable Importance for Direct Effect, Uncorrelated Parameters. ....................... 87 
26. Sample of Reading Trajectories for n = 50 Children. ................................................. 88 
27. Tree Diagram for LRP. ............................................................................................... 89 
28. Tree Diagram for CART Sums. .................................................................................. 90 
29. Tree Diagram for CTREE Sums. ................................................................................ 91 
30. Tree Diagram for EVTREE Sums. ............................................................................. 92 
 
 
  
1 
 
INTRODUCTION: Overview of Dissertation Proposal 
The goal of this dissertation is to address the variable selection bias and the local 
optimum limitations of longitudinal recursive partitioning (LRP). I do so by exploring 
three approximations to LRP: fitting a principal component analysis, a one-factor model, 
and summing the individual growth parameters, and then extracting the one score 
(principal component, factor score, or sum) to represent the trajectory of each individual. 
This achieves the following: (1) it shortens the computational time, (2) it allows to easily 
exchange the classification and regression tree (CART) algorithm used in LRP for the 
conditional inference tree (CTREE) algorithm to address the variable selection bias, and 
(3) it allows to easily exchange the CART algorithm used in LRP for the evolutionary 
tree (EVTREE) algorithm to address the local optimum limitation. 
This dissertation paper is organized into seven chapters. In Chapter 1, I explain 
the motivation for the dissertation topic. To do this, I provide a brief overview to 
longitudinal recursive partitioning (LRP) and the overall goal of my dissertation proposal. 
In Chapter 2, I describe LRP in detail, providing an overview of mixed-effects models for 
longitudinal data and the classification and regression tree (CART) algorithm used in 
LRP. I then describe the limitations of the CART algorithm, and how the conditional 
inference tree (CTREE) and evolutionary tree (EVTREE) algorithms address the 
limitations of the CART algorithm. Next, in Chapter 3, I propose a method for 
approximating LRP in a way that is computationally efficient and addresses the 
limitations described in Chapter 2. First, I present the general framework in which the 
approximation methods are based on, followed by an overview of factor analysis (FA) 
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and principal component analysis (PCA), which are used in the proposed approximation 
methods, and finally I pose the questions that I wish to answer in my dissertation. In 
Chapter 4, I describe the proposed simulation study to compare the original LRP with the 
approximations proposed. In Chapter 5, I present the results from the simulation study. In 
Chapter 6, I illustrate the proposed methods by applying them to empirical data. Finally, 
in Chapter 7 I provide a discussion with limitations of this study and future directions. 
  
3 
CHAPTER 1: Motivation 
In longitudinal research, two common goals are (1) to describe components of 
change in individuals across time, and (2) based on a set of covariates, identify groups of 
individuals that follow a similar change trajectory. For instance, an educational 
psychologist may be interested in describing how children learn to read during the school 
years, and using variables that were collected early in life, identify groups of children that 
follow similar learning trajectories.  
Longitudinal recursive partitioning (LRP; Abdollel et al., 2002; Stegmann, 
Jacobucci, Serang, & Grimm, 2018) is a recently developed method for repeated 
measures data that combines recursive partitioning (also known as decision trees; 
Breiman, Friedman, Olshen, & Stone, 1984) using the classification and regression tree 
(CART) algorithm with mixed-effects models (Laird & Ware, 1982; Rogosa & Willet, 
1985; Bryk & Raudenbush, 1992; Pinheiro & Bates, 2000) to achieve the two goals 
described above. LRP uses a set of covariates to partition the data into nodes, such that 
the participants in each node follow a distinct change trajectory. 
Recursive partitioning (and in particular, CART) is a machine learning (a.k.a. data 
mining, statistical learning, big data) algorithm that recursively splits data into 
homogeneous groups of observations called nodes. In a regression tree, the predicted 
value of an observation is the mean of the node with which it belongs. The simplicity of 
this algorithm has the advantage of being time-efficient, which allows the researcher to 
consider a dataset with a large number of predictor variables. Moreover, the algorithm 
does not break down when collinearity is present among the predictors. Predictors that 
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best improve the prediction of the outcome are retained in the tree while the predictors 
that do not improve the prediction of the outcome are discarded. 
LRP partitions data using the CART algorithm grouping together clusters of 
observations that follow similar change trajectories. It does this by fitting mixed-effects 
models in the nodes recursively and determining the node homogeneity based on the 
deviance of the model. Once the recursive partitioning is complete, individuals are 
assigned to their respective terminal nodes and a mixed-effects model is fit predicting the 
growth trajectory of the individuals belonging to that node.  
LRP suffers from three limitations that I want to address in this dissertation. The 
first limitation is that it involves a high computational demand: for every unique observed 
value of every covariate, two mixed-effects models are fit. Mixed-effects models are slow 
to converge (if they even converge), which makes LRP run very slow. Second, it has the 
CART-specific limitation of having variable selection bias. This means that covariates 
with a larger set of unique values are more likely to be chosen for splitting, such that the 
resulting tree may consist of variables with a larger number of unique values rather than 
variables more strongly associated with the outcome of interest. Finally, it only 
guarantees reaching a local optimum. CART is a greedy algorithm, which means that it 
partitions the data based on what maximizes homogeneity at the current node without 
“looking ahead,” which means that it may miss the global optimum. 
In this dissertation, my goal is to address the above limitations by (1) proposing 
an approximation to LRP that reduces the computational demand of the partitioning 
algorithm and (2) implementing this approximation with a conditional inference tree 
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(ctree) to address the variable selection bias and an evolutionary tree (evtree) to 
address the local optimum limitation.  
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CHAPTER 2: Longitudinal Recursive Partitioning 
In this chapter, I describe LRP in detail. First, I discuss mixed-effects models, as 
this sets the framework for the rest of the dissertation, followed by a description of the 
CART algorithm, which is used in LRP. Then, I describe the LRP algorithm. Finally, I 
discuss the limitations of LRP that I address in this dissertation. 
SECTION 2.1: Mixed-Effects Models for Longitudinal Data 
In studies where the researcher takes repeated observations of an individual with 
the goal of modeling change over time, a common framework used to model this change 
is the mixed-effects model, also known as multilevel and random coefficient model 
(Laird & Ware, 1982; Rogosa & Willet, 1985; Bryk & Raudenbush, 1992). Mixed-effects 
models can be used to analyze data consisting of clusters of observations. These models 
are composed of fixed effects that describe the population as a whole, and random effects 
that describe the individual clusters. In longitudinal research where observations of an 
individual are taken repeatedly, the individual is considered a cluster in which multiple 
observations are nested. Therefore, the fixed effects describe the change pattern of the 
population as a whole, and the random effects describe the individual-specific growth. 
The mixed-effects model may be linear or nonlinear in the parameters. 
The mixed-effects model can be represented as 𝑦$% = 𝑓 𝑧$%, 𝑏+$ + 𝑒$% 
and 
𝑏+$ = 𝛽+ + 𝑟+$, 
(1) 
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such that 𝑦$% is the outcome for individual i at time t, f is the functional form of the 
outcome as a function of 𝑧$%, the value of the chosen timing metric at time t for individual 
i, and 𝑏+$, the kth parameter in the model for the ith individual. 𝛽+ is the fixed-effect 
parameter for every kth parameter. The random terms 𝑒$% and 𝑟+$ have means of 0 and are 
commonly assumed to follow a normal distribution with a covariance structure, such that 𝑒$%~𝑁(𝟎, 𝑹) and 𝑟+$~𝑁(𝟎,𝑫) (Pinheiro & Bates, 2000; Davidian & Giltinan, 1995). 
SECTION 2.2: Recursive Partitioning 
The classification and regression tree (CART) algorithm was developed by 
Breiman et al. (1984). As with calculating predicted values in regression, it is assumed 
that there is an association between the predictor variable 𝑥 and the outcome variable 𝑦, 
such that 𝒚 = 𝑓 𝒙 + 𝒆. (2) 
In traditional statistics, f typically takes on a functional form, such as a linear function. 
However, in tree-based methods, rather than f taking a linear (or a pre-determined 
nonlinear) form, the data are partitioned into nodes based on the covariates x with the 
goal of making y homogeneous within each node and heterogeneous between nodes.  
At the first node, the full sample is present. An exhaustive search through each 
value of each covariate x is conducted and the data are then split based on each value. If 
the covariate x is quantitative, each unique value of x is tested in order, and the sample 
are split such that participants with values of x lower than the partitioning value are 
assigned to one node, and the other participants are assigned to the other node. If there 
are m unique values for a given quantitative covariate, there are m – 1 unique splits 
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considered. For categorical covariates, there is no ordering and therefore all possible 
groupings are tested. For m levels in a given categorical variable, the number of possible 
dichotomous splits is 2<=> − 1. At each node, after conducting the exhaustive search 
across every unique value of every covariate, the binary split that results in the greatest 
homogeneity of the outcome y within each of the resulting nodes is retained.  
In a regression tree (where the outcome is quantitative), the predicted value of y is 
the mean of the node, and the measure of homogeneity is the residual sums of squares. 
Therefore, we seek to minimize 
𝑦$ − 𝑦A B,$∈A
D
AE>  
(3) 
for nodes 𝑗 = 1,… , 𝐽, where 𝑦A is the predicted value of y at node j (i.e., the mean). In a 
classification tree (where the outcome is categorical), there are various measures of node 
homogeneity, such as the Gini index and the entropy. 
This process of recursively partitioning the data is repeated in each subsequent 
node until a stopping criteria is met. Therefore, the function f takes the form of a decision 
tree, such that each node is split into two, and the terminal nodes contain the predicted 
value of y according to the covariates x. Common stopping criteria include a user-
determined minimum number of observations allowed in a node, a pre-specified 
insubstantial decrease in node impurity, or tree depth. 
The idea behind recursive partitioning is that observations (or individuals) with a 
similar outcome are grouped together. CART is a greedy algorithm, which means that it 
is only interested in finding the locally optimal solution without considering how this 
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affects future nodes. This results in a high speed, which is particularly useful in datasets 
consisting of a large number of covariates. Another advantage is that by finding what 
variables are giving meaningful partitions and discarding the others, it is performing 
variable selection. Finally, it does not suffer from common problems found in traditional 
statistics, such as violations of assumptions (such as normality), collinearity among the 
predictor variables, etc. To avoid overfitting, the resulting tree is generally pruned based 
on cross-validation. 
SECTION 2.3: Longitudinal Recursive Partitioning  
Longitudinal recursive partitioning (Abdollel et al., 2002; Stegmann et al., 2018) 
combines mixed-effects models with the CART algorithm with the goal of grouping 
together individuals following similar trajectories of growth. The algorithm works as 
follows: recursive partitioning is initialized with the full sample present at the root (first) 
node. An exhaustive search is conducted through every unique value of every individual-
level (cluster-level; time-invariant) covariate 𝑥I at the current node, and the sample us 
split into two daughter nodes, such that participants with a covariate 𝑥I value lower than 
the splitting value 𝑥IJ are assigned to the left node and the other participants are assigned 
to the right node. Notice that the 𝑥I variables are individual-level covariates. Thus, the 
partition retains the full cluster of 𝑦$% observations for a given individual within a 
daughter node. For each potential split, a mixed-effects model is fit within each of the 
two nodes. The mixed-effects model is the growth curve model for the outcome 𝑦$% as a 
function of the timing variable 𝑧$% with the individuals belonging to that node: 𝑦$% = 𝑓 𝑧$%, 𝑏+$ + 𝑒$% (4) 
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The deviance is obtained at the two daughter nodes and summed. The split that results in 
the lowest summed deviances is the split with the highest within-node homogeneity and 
is therefore the split to be retained. This process of partitioning the data is repeated in 
subsequent nodes until reaching a stopping criteria. Common stopping criteria are a 
minimum number of observations within nodes or an insubstantial increase in node 
homogeneity. Therefore, using the CART algorithm, individuals are grouped together 
according to the similarity of their trajectories. 
This method is implemented in an R package, longRPart2 (Jacobucci, Stewart, 
Abdolell, Serang, & Stegmann, 2017), which stands for longitudinal recursive 
partitioning. longRPart2 combines the rpart() R function, which uses the CART 
algorithm, with a user-specified splitting function, where a mixed-effects model is fit 
using the lme() or nlme() functions contained in the nlme package.  
SECTION 2.4: Limitations of LRP 
LRP suffers from three main limitations: it is highly computationally demanding, 
it has a variable selection bias, and it reaches only a local optimum. Below I provide 
more details about each of these three limitations. 
1. Computational Demand 
A challenge with estimating mixed-effects models, and in particular nonlinear 
mixed-effects models, is that there is not a closed solution for obtaining parameter 
estimates. An iterative algorithm based on an approximation of the likelihood is typically 
used to estimate the fixed and random effects. Additionally, the researcher needs to 
specify starting values for model parameters and the quality of the starting values 
strongly influences parameter estimation, model convergence, and the computational 
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time if the model does converge. Depending on the complexity of the data and model, 
and the quality of the starting values, the iterative algorithm may take a long time to 
converge to a solution or may not converge to a solution.  
In LRP, this problem is exacerbated because two mixed-effects models are 
estimated for each unique value of each covariate, for each and every node, and this 
process is repeated at each subsequent node. This makes LRP an extremely 
computationally intense process. Furthermore, during the splitting, the only part of the 
model that is retained is the log-likelihood (used for determining usefulness of split), 
while discarding all the parameter estimates until the terminal nodes are determined.  
2. Variable Selection Bias 
LRP uses the CART algorithm, which suffers from a variable selection bias. 
Specifically, if a variable has a large number of values (and therefore splitting points), 
this variable is more likely to be selected for partitioning. This is a problem when using 
the CART algorithm to conduct variable selection in order to identify predictive variables 
because under the null hypothesis that the variables have no predictive power, a variable 
with a larger number of splits is more likely to be chosen to split the data. 
A partitioning algorithm that addresses the variable selection bias is the 
conditional inference tree algorithm, ctree, which was developed by Hothorn, Hornik, 
and Zeileis (2006). It has become one of the most popular recursive partitioning 
algorithms for an unbiased variable selection. At every node, rather than conducting an 
exhaustive search, the strength of association between each covariate x and the outcome y 
is assessed by performing a permutation test (Strasser & Weber, 1999). In order to do 
this, for each observation (𝑥$, 𝑦$) for each individual i, the value of the covariate 𝑥$ is 
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fixed and the values of 𝑦$ are permuted, and for each permuted data set, the test statistic 
is computed (for instance, a correlation or Spearman’s correlation for two continuous 
variables, a vectorized contingency table for a pair of categorical variables, etc.). In a 
permuted dataset there is no expected association between X and Y, so we can obtain the 
distribution of the test statistic under the null hypothesis that X and Y are not associated. 
Now, the test statistic in the original non-permuted data set can be compared against the 
test statistics of the permuted data sets, and a p-value is obtained, such that 
𝑝LMN<O%P%$QRSMT% = {#	𝑝𝑒𝑟𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛	𝑠𝑎𝑚𝑝𝑙𝑒𝑠:	𝑇IMN<O% > 𝑇QN$d$RPe}#	𝑝𝑒𝑟𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛	𝑠𝑎𝑚𝑝𝑙𝑒𝑠  (5) 
The p-value allows the researcher to compare different types of variables and their 
associations to the outcome. The covariate x with the smallest p-value is chosen as the 
splitting variable for that node. An advantage of using this method is that the recursive 
partitioning now has a statistical theory basis for selecting a variable for splitting. 
Additionally, the researcher can specify a level of 𝛼 (such as 𝛼 = .05), therefore setting 
this as a stopping criteria, such that the recursive partitioning is stopped if the p-value for 
the association between x and y is greater than the value of 𝛼.  
It would be ideal to implement LRP using the ctree partitioning algorithm. 
However, ctree depends on establishing the relationship between the outcome and each 
predictor (for instance, the correlation between a numeric predictor and a numeric 
univariate outcome). Given that the outcome is a model (as opposed to a single value), 
there is not a straightforward way to implement this algorithm. 
3. Local Optimum Tree 
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CART is a greedy algorithm, which means that at each node, it finds local 
optimum split without considering how this affects the tree at subsequent nodes. This 
results in finding a local optimum tree rather than the global optimum tree. Since LRP 
uses the CART algorithm, LRP also reaches only the locally optimum tree. 
It would be ideal to consider all possible existing trees (consisting of all possible 
values of all variables at any tree depth), but this is computationally demanding and 
therefore unfeasible. In an attempt to deal with this limitation, Grubinger, Zeileis, and 
Pfeiffer (2014) developed a tree algorithm using an evolutionary learning of globally 
optimal classification and regression tree algorithm, evtree. Grubinger et al. (2014) 
proposed the evtree algorithm, which uses global optimization methods rather than 
selecting a locally optimal split. 
Overall, the evolutionary algorithm was inspired by Darwin’s theory of evolution: 
a whole collection of trees is processed and iteratively modified by variation operations 
(mutations and crossovers). A quality criterion (a fitness or evaluation function) 
determines a set of surviving solutions, favoring those producing a better prediction. 
Similar solutions compete with each other, resulting in a greater diversity of candidate 
solutions. Consider a tree with M terminal nodes (meaning, the tree was split 𝑀 − 1 
times) 𝜃 = 𝑣>, 𝑠>, … , 𝑣m=>, 𝑠m=> , 
where 𝑣N ∈ {1, … , 𝑃} are the splitting variables, 𝑠N are the splitting rules for each node 𝑟 ∈ {1, … ,𝑀 − 1}, and 𝜃 ∈ 𝛩 where 𝛩 is the space of all conceivable trees. Following 
the evolutionary algorithm vocabulary, 𝜃s are individuals from the population of trees. 
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 The algorithm works as follows: first, a population of trees is initialized by 
randomly selecting a variable (𝑣>) and a split point (𝑠>). This results in a group of trees 
with 𝑟 = 1 (root node), such that they belong to 𝜃> = (𝑣>, 𝑠>). Note that these trees have 
been partitioned at the root node, and therefore have two terminal nodes at this time. 
After the trees have been initialized, at every iteration, each tree is selected once and 
modified by a variation operator. There are five variation operators: splitting (a random 
terminal node is selected and split into two daughter terminal nodes), pruning (a random 
non-terminal node r such that 𝑟 > 1 is selected and pruned into a terminal node), major 
split rule mutation (a random internal node r is selected, and the splitting variable and 
splitting point are changed), minor split rule mutation (a random internal node r is 
selected, and the splitting point is changed), and crossover (randomly selects two subtrees 
from two trees and exchanges them, resulting in two new trees). After that, each tree is 
evaluated in terms of accuracy (the more accurate the better) and complexity (the less 
complex the better). Common evaluation functions include the BIC (using the number of 
terminal nodes as the number of parameters) and the minimum description length (MDL). 
The survivor trees are selected based on the fit of the trees. During this stage, the 
population size (the number of trees in consideration) remains constant throughout the 
evolution. Each parent tree is compared to its most similar offspring, and the tree with the 
lowest fitness is discarded. This way, the evolution has two components: population 
diversity and selective pressure. While the selective pressure is needed in order to find 
better solutions, the diversity is needed in order to avoid converging too quickly to a local 
optimum. Finally, the algorithm terminates when, after a large number of iterations, the 
quality of the best group of trees stabilizes for a number of consecutive iterations. 
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It would be ideal to implement LRP using the evtree algorithm. However, 
evtree is more computationally demanding than CART, as it fits a large number of 
trees. This in addition to fitting a mixed-effects model at each node makes implementing 
evtree in LRP extremely computationally demanding and highly impractical. The 
efficiency of LRP needs to be addressed first before extending it to the evtree 
algorithm. 
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CHAPTER 3: Proposed Approximations to Address LRP Limitations 
In this chapter, I propose three approximations to LRP using a principal 
component analysis (PCA), a one-factor model, and a sum of coefficients. I describe first 
the general idea of these approximations of LRP, followed by a thorough description of 
PCA and factor analysis (FA), and then describe how I propose using PCA, FA, and 
summing the coefficients in the process of approximating LRP. Finally, I pose the 
questions I wish to answer with my dissertation, including how the approximations can 
be extended to implement the ctree and evtree algorithms. 
SECTION 3.1: General Idea 
The general idea of the approximation to LRP relies on the following assumption: 
a latent process exists by which the change of an outcome as a function of time takes 
place. In other words, a latent variable influences the growth curve parameters for each 
given individual.  
From a longitudinal substantive perspective, it is a reasonable assumption: in 
longitudinal data, the growth curve coefficients are commonly correlated. As an example, 
in Stegmann, Jacobucci, Serang, and Grimm (2018), an exponential growth curve model 
was fit to a group of children modeling change in reading scores as a function of age. The 
model had two random parameters, and they had a correlation of 𝑟 = −.95 on average. In 
Stegmann, Jacobucci, Harring, and Grimm (2017), a Jenss-Bayley growth curve model 
was fit to a group of children modeling change in height as a function of age. The model 
had three random parameters, and they had correlations of = .25,	 . 26, and . 58. 
When a set of variables are correlated, the expected correlations between the 
variables can be expressed by a factor model. Consider the Figure 1: 𝜉 is a latent factor 
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influencing variables 𝑏>, 𝑏B, and 𝑏t. The variance of 𝜉 is 1, and the factor loading of each 
variable 𝑏+ is 𝜆+. The expected correlations between the variables 𝑏>, 𝑏B, and 𝑏t are:  𝑐𝑜𝑟 𝑏>, 𝑏B = 𝜆>𝜆B 
𝑐𝑜𝑟 𝑏>, 𝑏t = 𝜆>𝜆t 
𝑐𝑜𝑟 𝑏t, 𝑏B = 𝜆t𝜆B 
(6) 
In this special case where there are exactly 3 variables, the correlations between 
the three variables equals the expected correlations, but when the number of variables 
differs, the expected and observed correlations between the variables may differ. In the 
one factor model, the score of the latent factor 𝜉 could be estimated for each individual. 
Therefore, the latent factor score could be used to summarize information from the three 
variables, 𝑏>, 𝑏B, 𝑏t. 
Given the framework in which the parameters of individuals in a growth curve 
model are commonly correlated, the growth process of an individual could be represented 
by one value of the underlying variable (a latent score), which summarizes the values of 
the individual’s parameters in the growth curve model. This approximation in which one 
value represents the latent process of growth in an individual could be advantageous in 
LRP. Instead of partitioning to make a set of trajectories as homogeneous as possible by 
fitting mixed-effects models repeatedly, the partitioning would make this univariate 
outcome as homogeneous as possible using a tree with no need of fitting a model at each 
node. This would result in three advantages: (1) the splitting stage would now be fast; (2) 
since now the outcome is univariate (rather than a full model), it is straightforward to 
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extend this to the ctree; and (3) since now the splitting stage is efficient, it is 
straightforward to extend it to the evtree. 
Three ways of summarizing variables for each individual are by using a one-
factor factor model (FA; as already explained above), by using a principal component 
analysis (PCA), or by summing the coefficients (Sums). In the following sections I give 
an overview of FA and PCA, followed by the LRP approximations method proposed, and 
the questions that I want to answer in this dissertation. 
SECTION 3.1.1: Factor Analysis 
Factor analysis assumes that a set of observed variables are correlated to each 
other due to the existence of a set of latent variables that are causing them. Since in my 
dissertation I am going to be using a one factor model, I focus on the single factor model. 
The observed variables X are linearly related to the common factor 𝜉, such that: Xx	×	> = Λx	×	>ξ>	×	> + θx	×	>, (7) 
where k is the number of variables, 𝛬 is the matrix of factor loadings (weights), 𝜉 is the 
matrix of factor scores (the value of the latent variable), and 𝜃 is the disturbance 
(residual). Also, 𝑉𝑎𝑟 𝜉 >	×	> = 𝛷, 𝑉𝑎𝑟 𝜃 +	×	+ = 𝛩. Then, the expected covariance 
matrix for X (i.e., 𝛴) is 𝚺,+	×	+ = Λx	×	>Φ>	×	>Λ>	×	x + Θx	×	x. (8) 
 Factor analysis seeks to find 𝛬 and 𝜉, such that 𝛴 − 𝛴 is minimized, where Σ = ΛΦΛ′. Different constraints are imposed, and there are various estimation methods 
to accomplish this, which I do not cover in my dissertation. 
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 Note: the factor scores are estimated assuming error exists by essentially 
obtaining a weighted sum of the observed items.  In education measurement and testing, 
the data consist of observed items X (in the place of observed variables X), and factor 
scores are obtained for each child. When the factor loadings are similar across the items, 
researchers commonly approximate the factor scores for the individuals by obtaining an 
average or sum of the items. 
SECTION 3.1.2: Principal Component Analysis 
PCA is a technique used to reduce the dimensionality in data. Let 𝑋+	×	> be a set 
of k (correlated) variables. PCA finds a matrix P formed of k linearly independent 
columns 𝑝>, 𝑝B, … , 𝑝+ such that 𝑝>, 𝑝B, … , 𝑝+ are a linear combination of the original data 
X. This new set of variables are called components P. Therefore, each x can be expressed 
as a linear combination of components: 𝑋+		×	> = 𝑃+	×	+𝑤+	×	> , (9) 
where X is the set of original variables, P is the set of components, and w is the weight 
assigned to each component. Since this yields an infinite number of possible solutions, 
the constraint 𝑤𝑤 = 1 is imposed. This is not very different from equation (7), where 
the original variable X is a linear combination of 𝜉, 𝜆, and 𝜃. However, the loss function 
for obtaining P and w differs from FA. PCA seeks to reduce the dimension of the variable 
space my summarizing the data with each principal component. Using the first principal 
component 𝑝>, the estimated value of X is given by: 𝑋+	×	> = 𝑝>,+	×	>𝑤>,>	×	>. (10) 
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PCA seeks to find each component P and weight w to minimize the error 𝑥$ − 𝑥$ B. The minimization of the error 𝑥$ − 𝑥$ B results from maximizing the 
variance of the principal component 𝑉𝑎𝑟 𝑝> = 𝑉𝑎𝑟 𝑋𝑤> = 𝑤>𝛴𝑤>, where 𝛴 =𝑉𝑎𝑟(𝑋). I will not explain how this is done, as it deviates from the focus of this 
dissertation. 
In my dissertation, I am seeking to summarize the data from a set of variables 
with only one score, so I focus on the approximation of X based on the first principal 
component 𝑝>. The principal component scores for each individual are obtained by 
computing the linear combination of the observed variables obtained.  
SECTION 3.1.3: PCA, FA, and Sums 
Even though PCA and a single factor model appear similar, their goals are 
somewhat different. Specifically, PCA seeks to minimize 𝑋 − 𝑋 B while FA seeks to 
minimize (𝛴 − 𝛴). Furthermore, if all the factor loadings (or principal component 
loadings) were similar, it would be possible to approximate the value of the score by 
summing the observed variables or measured items. In my dissertation, I will use PCA, 
FA, and Sums to extract one score from a set of estimated parameters. The goal is that 
each individual in the sample will have one value to represent their data (longitudinal 
trajectory).  
SECTION 3.2: Approximations Proposed for LRP 
In a growth curve model, each individual has a set of unique coefficients. For 
instance, in a linear growth curve model, each individual has a specific intercept 𝑏$ and 
slope 𝑏>$. These can be estimated and then treated as measured variables. A one-factor 
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FA or PCA can then be fit to summarize these parameters with one unique value for each 
individual, or a sum of the parameters can be obtained. Therefore, I propose the three 
approximation methods to LRP based on FA, PCA and Sums. To begin this process, the 
hypothesized mixed-effects model (i.e., growth curve model) is fit to the full training 
sample. Next, the unique parameters 𝑏+$ for each individual i are extracted and treated as 
a set of measured variables. Then, the PCA or one-factor FA are fit to the set of 
coefficients 𝑏+$, or the Sum of the coefficients is computed. For PCA and Sums, the 
coefficients should be standardized to avoid coefficients with a larger variability 
dominating the scores obtained. Once the PCA or FA is fit, calculate the PCA component 
score or estimate the FA factor score using maximum likelihood. Using the component 
(PCA), factor (FA) scores, or Sums obtained as the outcome, conduct recursive 
partitioning to split the data. Finally, once the individuals are assigned to the terminal 
nodes, fit the intended mixed-effects model at each terminal node. 
Note: it is possible that this results in non-converging models at the terminal 
nodes. In these cases, the researcher may fit a model by hand at each non-converging 
terminal node by choosing appropriate starting values. An alternative (which is what I use 
in the simulation study) is to utilize the original parameters 𝑏+$ for each individual and 
obtain the mean of each parameter. This yields an approximation of the fixed-effects 
parameters at each terminal node. 
This algorithm accomplishes the following: since fitting mixed-effects models 
repeatedly for each unique value of each variable is avoided, this algorithm results in a 
gain in speed. Now that the outcome of the tree is univariate, it is possible to fit a ctree 
instead of the CART algorithm, which addresses the variable selection bias. Finally, since 
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now the outcome of the tree is univariate, it is possible to fit a evtree instead of the 
CART algorithm, which addresses the reaching of a local optimum. 
SECTION 3.3: Research Questions  
This dissertation will consist of two stages. The first stage will be focused on 
comparing the original LRP with the three approximations (PCA, FA, and Sums) 
proposed. The second stage will be focused on extending the best of the three 
approximations to ctree and evtree –based algorithms and evaluating the 
performance. 
In the first stage, I want to answer the following questions: Is there a difference in 
prediction accuracy by using the approximations proposed versus the original LRP 
algorithm? Is there a difference in prediction accuracy by using the FA, PCA, or Sums 
approximations? Is the variable importance affected by using the approximations versus 
LRP? 
Once the above questions have been answered, if there is not a severe loss in 
accuracy, in the second stage I will address the following questions: Is there a difference 
in prediction accuracy between the original LRP, ctree using the approximation chosen 
(the best of FA, PCA, or Sums), and evtree using the approximation chosen (the best 
of FA, PCA, or Sums)? Is there a difference in the variable importance between the 
original LRP, ctree using the approximation chosen (the best of FA, PCA, or Sums), 
and evtree using the approximation chosen (the best of FA, PCA, or Sums)? 
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CHAPTER 4: Simulation Study 
In this chapter, I describe the proposed simulation study to answer the questions 
proposed in the Section 3.3. I describe first the overall simulation setup and the rationale 
for each condition that I will manipulate, then I describe in detail the data generation 
process, and finally for each of the two stages I describe the analyses conducted and the 
outcomes to be explored. 
SECTION 4.1: Overview 
Each data set will consist of n = 200 individuals, with each individual i measured 
at times 𝑡 = 1,2, … , 𝑇 where T = 6 time points. Data for the outcome y will be generated 
for each individual at each time point such that 𝑦$% = 𝑓 𝑧$%, 𝑏+$ + 𝑒$%. Each individual 
will have a set of individual-level covariates 𝑋$. 
The following conditions will be varied: First, the nature of association between 
the parameters and covariates will be manipulated such that there is either a direct effect 
of covariates to parameters, or a latent process influencing both the parameters and 
covariates. Second, the degree of association between parameters and covariates will be 
varied such that there is no association, a weak, moderate, or strong association between 
the parameters and covariates. Third, the correlations between parameters will be varied 
such that the parameters of the model are correlated, and the parameters of the model are 
not correlated. Fourth, the shape of the growth curve will be set to linear, quadratic, or 
exponential. 
Note that these conditions vary greatly, and therefore each combination of 
conditions needs to be described individually. For instance, the nature of association 
between the covariates and parameters affects how the degrees of association between the 
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parameters and covariates is manipulated. Also, whether the parameters are created to be 
correlated or not changes how the covariates influence them. 
This results in 48 total simulation conditions: 2 forms of the nature of association 
between the parameters and covariates, 2 parameter correlations assumptions, 4 degrees 
of association between parameters and covariates, and 3 shapes of growth curves. Below 
is a detailed explanation for the above conditions and why I chose to explore them. Each 
condition will consist of 200 replicates. 
I chose to vary the nature of association between the parameters and covariates 
because the approximations proposed are based on the assumption that an underlying 
latent process exists. However, in traditional statistics the covariates enter the growth 
model by influencing the parameters directly. Therefore, I want to explore both 
conditions. I specifically choose to have the covariates influence the growth curve 
parameters (directly or indirectly) in a linear manner rather than following a tree structure 
(such that there are defined groups of individuals, as LRP seeks to find). The reason for 
this is that I want to evaluate the performance of the algorithms (LRP and 
approximations) under conditions that do not fit a tree structure. 
I will vary the degree of association between parameters and covariates by 
varying the degree of association between the growth curve parameters and the latent 
variable P under the latent process assumption condition and the degree of association 
between the covariates X and the growth curve parameters under the direct effect 
assumption condition.  
The reason for manipulating the correlations between parameters is that the 
approximation proposed is based on the assumption that a latent process is causing the 
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growth parameters. If this assumption is true, the parameters are correlated. Therefore, I 
want to generate data that is consistent and inconsistent with this assumption to see 
whether the approximation to LRP still works when this assumption is violated. Notice 
that this influences how the latent process and covariates influence the parameters: when 
the parameters are assumed correlated, the same process or covariates influence all the 
parameters; when the parameters are assumed uncorrelated, different process and 
different covariates affect different parameters. 
Three shapes of growth (linear, quadratic, and exponential) will be generated and 
treated differently. The linear growth curve model consists of two parameters, so when 
the fitting the FA (which requires a minimum of 3 variables), I will impose the constraint 
that the commonalities of the two parameters are equal. The quadratic model consists of 
three parameters and should not have difficulty in converging, so I will simply extract the 
random effects and fit the factor analysis and PCA with no further adjustments. Finally, 
the exponential model consists of three parameters. However, I wish to fit the LRP 
differently from the factor analysis and PCA approximations. A common challenge with 
nonlinear mixed-effects models is that the model is difficult to converge. In the case of 
the exponential model, it is common to fix one of the parameters (i.e., 𝑏B) as a fixed-
effects parameter only (instead of allowing it to have a random effect). Therefore, when I 
fit the LRP for the exponential model, I will fix 𝑏B to be a fixed-effects parameter (as it 
was done in Stegmann et al., 2018). However, when I fit the FA and PCA 
approximations, I will allow 𝑏B to have a random effect so that a unique value for this 
parameter can be extracted for each individual.  
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In the next section, I describe in detail the data generation process for each of 
these conditions. 
SECTION 4.2: Data Generation 
As previously stated, in Stage 1 I will explore the performance of the FA, PCA, 
and Sums approximation methods proposed in comparison to the original LRP algorithm. 
I am interested in exploring whether there is a difference in the accuracy of the prediction 
in a test set, whether there is a difference in the variables chosen for splitting the data, 
and whether there is a difference between the FA, the PCA, and the Sums 
approximations.  
For every condition, each data set consists of 𝑖 = 1,2, … , 𝑛 where 𝑛 = 200 
individuals, each individual 𝑖 measured at time points 𝑡 = 1,2, … , 𝑇 where 𝑇 = 6 time 
points. As previously stated, a training and a testing set are generated for each condition, 
each one coming from the same population. I first introduce the models, then I describe 
how the covariates will be generated under each assumption (latent process vs direct 
effect), and how the parameters will be generated. 
SECTION 4.2.1: Shape of the Growth Curves 
 Three forms of growth are considered: 
A. Linear: 𝑦$% = 𝑏$ + 𝑏>$𝑧$% + 𝑒$% 
where: 
 𝑏+$ = 𝛽+ + 𝑎 ∙ QT 	+ 1 − 𝑎 ∙ 𝑟+$ 
such that: 𝛽 = 0, 𝛽> = 1, 𝑎𝑛𝑑		𝒓𝟎, 𝒓𝟏, 𝒆~𝑁(0,1). 
(11) 
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B. Quadratic: 𝑦$% = 𝑏$ + 𝑏>$𝑧$% + 𝑏B+𝑧$%B + 5 ∙ 𝑒$% 
where: 
 𝑏+$ = 𝛽+ + 𝑎 ∙ QT 	+ 1 − 𝑎 ∙ 𝑟+$ 
such that: 𝛽 = 0, 𝛽> = 1, 𝛽B = 2,𝑎𝑛𝑑		𝒓𝟎, 𝒓𝟏, 𝒆~𝑁(0,1). 
(12) 
C. Exponential: 𝑦$% = 𝑏$ + 𝑏>$ ∙ 1 − exp −𝑏B$ ∙ 𝑧$% + .2 ∙ 𝑒$% 
where: 
 𝑏+$ = 𝛽+ + .3 ∙ ( 𝑎 ∙ QT 	+ 1 − 𝑎 ∙ 𝑟+$) 
such that: 𝛽 = 0, 𝛽> = 5, 𝛽B = 1,𝑎𝑛𝑑		𝒓𝟎, 𝒓𝟏, 𝒆~𝑁(0,1). 
(13) 
The time variable 𝑧$% = 0, 1, 2, … ,5.	 
The reason for the constants multiplying the unique and error terms (e.g., .5 
multiplying 𝑒$% in the quadratic curve) is to reduce excessive unexplained variance with 
the goal of maintaining the intended shape of the curve (i.e., so that the curvature of the 
curve is evident, as it would be in an applied data set). The parameter 𝑎 is manipulated to 
vary the amount of influence of the covariates on the growth parameters, and 𝑤 is a 
constant in order to keep the variance of QT = 1 to make it easier to handle the 
proportion of variance accounted for by the covariates across the different conditions. 
The value of 𝑤 is different across different conditions with the goal of maintaining that 
variance at 1. 𝐶𝑜𝑣𝑠+ are the covariates that affect the growth parameters. How the 
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covariates enter the growth model differs according to the Direct Effect vs Latent Process 
assumptions and will be described later in further detail. 
SECTION 4.2.2: Generation of Covariates  
The generation of covariates is varied according to (1) whether they are generated 
under the Latent Process or Direct Effects assumption, and (2) whether the growth curve 
parameters are generated to be correlated or uncorrelated. In this section, I explain how 
the covariates are generated and how they enter the model. First, I explain how this is 
done under the Latent Process assumption with correlated and uncorrelated growth 
parameter, and then I explain how this is done under the Direct Effect assumption with 
correlated and uncorrelated growth parameters. 
SECTION 4.2.2.1: Latent Process Assumption 
A. Generation of Covariates X 
A latent process P is assumed to generate the covariates X. The covariates follow 
a hierarchy, such that some covariates are more highly associated to the latent process P 
than others. This hierarchy is established as a proxy for variable importance, which is one 
of the outcomes of interest in this study. Both P and X have variances equal to 1. 
a. For the conditions where the growth parameters are correlated: 
For each individual 𝑖, a random variable 𝑃$~𝑁(0,1) is generated. This is the 
underlying process that is used to generate the Xs and 𝑏+s. 
For each individual 𝑖, five covariates 𝑋J$ are generated, such that 𝑐 = 1,2, … , 𝐶 
where 𝐶 = 5 number of covariates. The covariates have varying degrees of association 
with P, such that 𝑋> is the covariate with the highest association with P, followed by 𝑋B, 
etc., and the covariate 𝑋 has no association whatsoever with P. In the equations below, 
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the constants (e.g., .5 in 𝑋B) control the strength of association between X and the latent 
variable P. This establishes the hierarchy of the variables, meaning, the variable 
importance, since the variables that are most strongly related to the latent process P will 
also be more strongly related to the growth curve parameters. Therefore, this results in 
 𝑋>$ = 𝑃$ 
 𝑋B$ = . 5 ∙ 𝑃$ + 1 − .5 ∙ 𝑒B$ 
 𝑋t$ = . 25 ∙ 𝑃$ + 1 − .25 ∙ 𝑒t$ 
 𝑋$ = . 125 ∙ 𝑃$ + 1 − .125 ∙ 𝑒$ 
 𝑋$ = 𝑒$ 
where each 𝑒J~𝑁(0,1). 
Notice that since 𝑋$ is not associated with P, it will also be 
unrelated to the growth curve parameters. This variable is a confounder 
such that it is unrelated to the growth curve and generated simply to create 
noise. 
(14) 
b. For the conditions where the growth parameters are uncorrelated: 
For each individual 𝑖, for each parameter k in the growth model, a random 
variable 𝑃+$~𝑁(0,1) is generated. This is the underlying process that is used to generate 
the Xs and 𝑏+s. 
For each individual 𝑖, two covariates 𝑋J$ are generated for each parameter k such 
that the two covariates influence the specific parameter k. Additionally, an extra covariate 
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𝑋J is created such that it has no association with any parameters. For instance, the linear 
growth model consists of two growth parameters (𝑏 and 𝑏>), therefore two covariates 𝑋>, 𝑋B are generated such that they are associated with 𝑏, two more covariates 𝑋t, 𝑋 are 
generated such that they are associated with 𝑏>, and one covariate 𝑋 is generated such 
that it is not associated with any of the growth parameters. The covariates have varying 
degrees of association with P, such that one of the two covariates per parameter has a 
strong association with the parameter and the other one has a smaller association with the 
parameter.  
For the linear growth curve model, since it has two growth parameters, two latent 
processes P are generated, such that 𝑃$~𝑁(0,1) and 𝑃>$~𝑁(0,1) to be associated with 𝑏$ and 𝑏>$ respectively.  The two covariates X for each b are generated from the two 
latent processes P, such that one is more strongly related to the latent process P than the 
other. The strength of the relationship is controlled by constants (e.g., .5, as shown in the 
equations below). Then, the following covariates are generated 
 𝑋>$ = 𝑃$ 
 𝑋B$ = . 5 ∙ 𝑃$ + 1 − .5 ∙ 𝑒B$ 
 𝑋t$ = 𝑃>$ 
 𝑋$ = . 5 ∙ 𝑃>$ + 1 − .5 ∙ 𝑒$ 
 𝑋$ = 𝑒$ 
where each 𝑒J~𝑁(0,1). 
(15) 
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The constants (e.g., .5 in 𝑋B) establish the hierarchy, meaning, the variable 
importance. For the quadratic and exponential models, since these consist of three growth 
parameters, three latent processes P are generated, resulting in seven covariates 𝑋, 
generated in a similar manner to how it was described with the linear model. 
All covariates X are rounded to the nearest integer in order to yield around ~7 
unique values for each X. This is done because otherwise the computational time is 
unreasonable. However, there is no reason to believe that the performance of the tree 
algorithms would change substantially if the covariates were kept as continuous 
variables. 
B. Generation of Growth Curve Parameters b 
Under the Latent Process assumption, the covariates X do not enter the model 
directly. Rather, the 𝑃 that generated the covariates X affects also the growth curve 
parameters b. In section 4.2.1, it was stated that the covariates entered the growth curve 
model in an abstract manner without specifying how, simply using the general term Covs:  
𝑏+$ = 𝛽+ + 𝑎 ∙ 𝐶𝑜𝑣𝑠+𝑤 	+ 1 − 𝑎 ∙ 𝑟+$ (16) 
In this set of conditions (Latent Process assumption), Covs is substituted with the latent 
process P, such that the latent process P enters the growth curve model by influencing the 
growth curve parameters. The constant 𝑤 = 1, since the variance of 𝑃+ is already 1. 
Therefore, this results in: 𝐶𝑜𝑣𝑠+ = 𝑃+$, 
such that 𝑏+$ = 𝛽+ + 𝑎 ∙ 𝑃+$ 	+ 1 − 𝑎 ∙ 𝑟+$. 
(17) 
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When the parameters b are assumed to be correlated, for each individual the same 
value of 𝑃$ is used for each parameter k. When the parameters b are assumed to be 
uncorrelated, 𝑃+$ only affects the parameter 𝑏+$.  
Therefore, for example, in the linear model: 
 𝑦$% = 𝑏$ + 𝑏>$𝑧$% + 𝑒$% (18) 
a. Under the correlated parameters assumption, this results in: 
 𝑏$ = 𝛽 + 𝑎 ∙ 𝑃$ 	+ 1 − 𝑎 ∙ 𝑟$ 
 𝑏>$ = 𝛽> + 𝑎 ∙ 𝑃$ 	+ 1 − 𝑎 ∙ 𝑟>$ 
(19) 
b. Under the uncorrelated parameters assumption, this results in: 
 𝑏$ = 𝛽 + 𝑎 ∙ 𝑃$ 	+ 1 − 𝑎 ∙ 𝑟$ 
 𝑏>$ = 𝛽> + 𝑎 ∙ 𝑃>$ 	+ 1 − 𝑎 ∙ 𝑟>$ 
(20) 
 Notice that under the correlated parameters assumption, the parameters 𝑏$ and 𝑏>$ are correlated because they are both influenced by the same latent process P. On the 
other hand, under the uncorrelated parameters assumption, the parameters 𝑏$ and 𝑏>$ are 
uncorrelated, since they do not have any sources of variation in common. 
The parameter a controls the association between the covariates (in this case, 
through the latent process) and the parameters. Later I describe how it is manipulated in 
order to vary the amount of association between the covariates and the growth curve 
parameters. 
SECTION 4.2.2.2: Direct Effect Assumption 
A. Generation of Covariates X 
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The generation of covariates will be similar to how they were generated under the 
Latent Process assumption. The main difference will be that in this case, the covariates X 
enter the model directly rather than P to influence the parameters. 
a. Correlated Growth Parameters 
For each individual 𝑖, a random variable 𝑃$~𝑁(0,1) is generated. In this case, 𝑃 
simply serves the function of creating correlated covariates, such as in the previous 
simulation conditions. For each individual 𝑖, five covariates 𝑋J$ are generated, such that 𝑐 = 1,2, … , 𝐶 where 𝐶 = 5 number of covariates. The covariates have varying degrees of 
association with P, such that 𝑋> is the covariate with the highest association with 𝑃, 
followed by 𝑋B, etc., and the covariate 𝑋 has no association whatsoever with P, in order 
to mirror the data generating process from the previous section: 
 𝑋>$ = 𝑃$ 
 𝑋B$ = . 5 ∙ 𝑃$ + 1 − .5 ∙ 𝑒B$ 
 𝑋t$ = . 25 ∙ 𝑃$ + 1 − .25 ∙ 𝑒t$ 
 𝑋$ = . 125 ∙ 𝑃$ + 1 − .125 ∙ 𝑒$ 
 𝑋$ = 𝑒$ 
(21) 
where each 𝑒J~𝑁(0,1). 
The constants (e.g., .5 in 𝑋B) establish the correlations between the covariates, in a 
similar way as it was done before.  
b. Uncorrelated Growth Curve Parameters 
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For each individual 𝑖, for each parameter k in the growth model, a random 
variable 𝑃+$~𝑁(0,1) is generated. Next, for each individual 𝑖, two covariates 𝑋J$ are 
generated for each parameter k such that the two covariates influence the specific 
parameter k. Additionally, an extra covariate 𝑋J is created such that it has no association 
with any parameters. For instance, the linear growth model consists of two growth 
parameters (𝑏 and 𝑏>), therefore two covariates 𝑋>, 𝑋B are generated such that they are 
associated with 𝑏, two more covariates 𝑋t, 𝑋 are generated such that they are associated 
with 𝑏>, and one covariate 𝑋 is generated such that it is not associated with any of the 
growth parameters. The covariates have varying degrees of association with P, such that 
one of the two covariates per parameter has a strong association with the parameter and 
the other one has a smaller association with the parameter.  
For the linear growth curve model, since it has two growth parameters, two latent 
processes P are generated, such that 𝑃$~𝑁(0,1) and 𝑃>$~𝑁(0,1) to be associated with 𝑏$ and 𝑏>$ respectively. Then, the following covariates are generated: 
 𝑋>$ = 𝑃$ 
 𝑋B$ = . 5 ∙ 𝑃$ + 1 − .5 ∙ 𝑒B$ 
 𝑋t$ = 𝑃>$ 
 𝑋$ = . 5 ∙ 𝑃>$ + 1 − .5 ∙ 𝑒$ 
 𝑋$ = 𝑒$ 
(22) 
where each 𝑒J~𝑁(0,1). 
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The constants (e.g., .5 in 𝑋B) control the level of correlation between the 
covariates to reflect what was done under the Latent Process assumption. 
For the quadratic and exponential models, since these consist of three growth 
parameters, resulting in seven covariates 𝑋, generated in a similar manner to how it was 
described with the linear model. 
All covariates X are rounded to the nearest integer in order to yield around ~7 
unique values for each X. This is done because otherwise the computational time is 
unreasonable. However, there is no reason to believe that the performance of the tree 
algorithms would change substantially if the covariates were kept as continuous 
variables. 
B. Generation of Growth Curve Parameters b 
Under the Direct Effect assumption, the covariates X enter the model directly. In 
section 4.2.1, it was stated that, the covariates entered the growth curve model in an 
abstract manner in the form of Covs:  
𝑏+$ = 𝛽+ + 𝑎 ∙ 𝐶𝑜𝑣𝑠+𝑤 	+ 1 − 𝑎 ∙ 𝑟+$ (23) 
In this set of conditions (Direct Effect assumption), Covs is the weighted sum of 
the covariates X, in order to reflect how in traditional statistics the covariates enter the 
model: 
𝐶𝑜𝑣𝑠+ = ℎ+J ∙ 𝑋+J$. 
This means that 𝑏+$ = 𝛽+ + 𝑎 ∙ ∙ 	+ 1 − 𝑎 ∙ 𝑟+$, where ℎ+ is the weight that 
each covariate is given in order to establish the hierarchy of importance of the variables. 
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When the parameters b are assumed to be correlated, for each individual, all the 
individual’s 𝑋J$ for 𝑐 = 1,… ,4 are used to influence all growth parameters. Therefore, 
the parameters are correlated since they are all influenced by the same set of covariates X. 
When the parameters b are assumed to be uncorrelated, the two covariates generated by 𝑃+$ affect the parameter 𝑏+$ for a given k. Therefore, they are uncorrelated, since they do 
not share any sources of variation. The constant 𝑤 varies to adjust the variance of the 
added variables such that this variance equals 1. 
Therefore, for example, in the linear model: 
 𝑦$% = 𝑏$ + 𝑏>$𝑧$% + 𝑒$% (24) 
a. Under the correlated parameters assumption, this results in: 
 𝑏$ = 𝛽 + 𝑎 ∙  ¡.¢¡.B£¡.>B¤ 	+ 1 − 𝑎 ∙ 𝑟$ 
 𝑏>$ = 𝛽> + 𝑎 ∙  ¡.¢¡.B£¡.>B¤ 		+ 1 − 𝑎 ∙ 𝑟>$ 
where 𝑤	 = 	1	 +	 . 5B +	 . 25B +	 . 125B + 	2 ∙ .5	 + 	2 ∙ .25	 + 	2 ∙.125	 + 	2 ∙ .5 ∙ .25	 + 	2 ∙ .5 ∙ .125	 + 	2 ∙ .25 ∙ .125. The weight w makes 
sure that the variance of the covariates affecting each parameter equals 1. 
Since the same set of covariates is influencing both 𝑏$ and 𝑏>$, the two 
parameters are correlated. The constants (e.g., .5 on 𝑋B) establish the 
hierarchy of importance of the covariates, since they control the strength of 
association between the covariates and the parameters. 
(25) 
b. Under the uncorrelated parameters assumption, this results in: 
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 𝑏$ = 𝛽 + 𝑎 ∙  ¡.¢ 	+ 1 − 𝑎 ∙ 𝑟$ 
 𝑏>$ = 𝛽> + 𝑎 ∙ £¡.¤ 		+ 1 − 𝑎 ∙ 𝑟>$ 
where 𝑤	 = 	1	 +	 . 5B + 	2 ∙ .5. Since different covariates are affecting 
different parameters and the parameters do not share any source of 
variability, the growth curve parameters are uncorrelated. Again, the 
constant (e.g., .5) establishes the hierarchy of variable importance since it 
controls the level of association between each covariate and the growth 
curve parameter. 
(26) 
The parameter a is varied to manipulate the degree of associations between the 
covariates and the growth parameters. In the next section I explain how this is done. 
SECTION 4.2.3: Parameter a and Association between Covariates and Parameters 
The parameter a is varied in order to manipulate the degree of association 
between the covariates and the parameters. I will vary a such that 𝑎 = 0, .2, .5, .8. When 𝑎 = 0, the covariates have no influence on the growth curve parameters. A value of 𝑎 =1 would indicate that all the variability in the parameters is caused by the covariates; 
however, I will not consider this value. The values 𝑎 = 0, .2, .5, .8 represent no, weak, 
moderate, and strong levels of association between the parameters and covariates. 
SECTION 4.3: Analyses and Outcomes 
For each condition simulated, I will generate a training and a testing set such that 
the model is estimated in the training set and the accuracy is tested in the test set. The two 
data sets will be generated as though they come from the same population. This is 
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commonly done in machine learning to get a realistic estimate of how a model will 
perform on a new data set coming from the same population. 
SECTION 4.3.1: Stage 1 
In stage 1, after generating the training and data sets, I will use the training set to 
estimate the following four: First, a mixed-effects model using the nlme package in R 
(NLME) model specifying the correct shape of the growth curve. This model is to serve 
as a baseline in which to compare the trees. Second, the original LRP without any 
approximation, specifying the correct growth curve, and using all covariates for 
partitioning the data. I will specify: cp = .01 and a minimum split = 200 observations 
needed in order to consider splitting a node (which results in 33 individuals per node), in 
order to avoid having very small sample sizes which need to fit a mixed-effects model. 
Third, the FA CART approximation, PCA CART, and Sums CART specifying the 
correct growth curve, and using all covariates for partitioning the data. I will specify: cp 
= .01, minimum split = 33 observations, and a 10-fold cross-validation. The 10-fold 
cross-validation is feasible, since this is an efficient method (as opposed to LRP).  
Note that for the linear and quadratic growth curve models, all parameters will be 
estimated as having a random effect which is how the model was generated. For the 
exponential model, although the data is generated allowing for a unique (random) term 
for each parameter, the estimation of the trees will differ, such that for the original LRP, 
the parameter 𝑏B$ will be estimated as a fixed-effects parameter, while for the PCA, FA 
and Sums approximation methods, the parameter 𝑏B$ will be allowed a random term. The 
reason for this is that commonly in nonlinear mixed-effects models, if a model is having a 
difficult time with convergence and a random parameter has small variance, the 
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parameter is treated as a fixed-effects parameter. In the Stegmann et al. (2018), for 
example, the exponential model was used to estimate the growth curve of the reading 
scores in children, and the 𝑏B$ parameter was a fixed-effects parameter. However, for the 
FA, PCA, and Sums CART approximations, the initial nlme model that is fit for 
extracting the parameters will allow the parameter 𝑏B$ to have a random term because the 
goal is to consider all parameters. 
Once the tree is estimated on the training data set, the tree will be used to predict 
the outcomes 𝑦$% in the testing data set. 
There will be two outcomes of interest. Variable importance: after estimating the 
tree on the training set, the variable importance will be extracted with the goal of 
comparing the variable importance across the approximation methods and LRP. Accuracy 
of prediction: in order to determine whether the accuracy of prediction was affected by 
the approximation methods, the 𝑅B = 𝑐𝑜𝑟(𝑦$%, 𝑦$%) will be estimated using 𝑦$% obtained 
from the testing set using the fixed-effects parameters in the terminal nodes. 
Since in the approximation methods it is likely that the mixed-effects models fit at 
the terminal nodes will not converge, I will approximate the fixed-effects parameters by 
taking the average of the 𝑏+$ parameters of the individuals belonging to the given 
terminal nodes. These are the fixed-effects parameters that will be used to predict the 
value of 𝑦$% in the testing set. 
If there is not a substantial loss in accuracy of prediction and variable importance 
extraction, I will choose the better of the FA or PCA approximation method to utilize in 
the Stage 2 of the simulation study. 
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SECTION 4.3.2: Stage 2  
In stage 2, after generating the training and testing data sets, I will use the training 
set to estimate: A nlme, the original LRP, and the best approximation (FA, PCA, or 
Sums) using the CART, CTREE, and EVTREE –based algorithms.  
The nlme model serves as a baseline in which to compare the trees. The original 
LRP without any approximation will specify the cp = .01 and minimum split = 200 
observations. The best approximation (FA, PCA, or Sums) CART approximation will be 
done specifying cp = .01, minimum split = 33 observations, and a 10-fold cross-
validation. The best approximation (FA, PCA, or Sums) CTREE approximation will be 
done specifying 𝛼 = 	 .01. The best approximation (FA, PCA, or Sums) EVTREE 
approximation will be done specifying the specifying a population of 100 trees, and 
10,000 iterations for convergence. 
As done in the Stage 1, for the Linear and Quadratic growth curve models, all 
parameters will be estimated as having a random term which is how the model was 
generated. For the Exponential growth curve model, the 𝑏B$ parameter will be treated as a 
fixed-effects parameter for the original LRP tree and allowed a random term for the 
approximation method. 
Once the tree is estimated on the training data set, the tree will be used to predict 
the outcomes 𝑦$% in the testing data set. The two outcomes of interest will be the variable 
importance and the accuracy of prediction in the testing data set. After estimating the tree 
on the training set, the variable importance will be extracted with the goal of comparing 
the variable importance across methods.  In order to determine the accuracy of prediction 
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was affected by the approximation methods, the 𝑅B = 𝑐𝑜𝑟(𝑦$%, 𝑦$%) will be estimated 
using 𝑦$% obtained from the testing set. 
  
  
42 
CHAPTER 5: Results 
This chapter is organized in the following manner: the first sections summarize 
the results regarding the prediction accuracy, variable importance, time to run, and 
convergence of the LRP, PCA, FA, and Sums methods across all conditions. After 
comparing LRP and the approximation methods, the best-performing approximation 
(Sums) is compared with LRP, with Sums using the CART, CTREE, and EVTREE 
algorithms in terms of their prediction accuracy and variable importance. I am interested 
in comparing the methods to each other in terms of how they performed relative to each 
other within each condition. However, I am not interested in comparing the conditions to 
each other, since they were generated differently, and this is outside of the control of the 
researcher in an applied setting (e.g., the researcher cannot control the shape of the curve 
when real data is collected). 
Section 5.1: Stage 1 Prediction Accuracy 𝑅B 
As mentioned in the previous chapter, for each condition, a training dataset was 
generated, such that each tree was estimated in the training set, and a testing dataset was 
generated to estimate the predictive accuracy for each tree was obtained in the testing set. 
Using the trees obtained in the training dataset, the predicted values of y on the testing 
dataset were obtained, and 𝑅B = 𝑐𝑜𝑟(𝑦, 𝑦) was obtained, which is the measure of 
accuracy used. 
Figures 2 through 5 A through C have the plots with the 𝑅B for each simulation 
condition under the latent process correlated and uncorrelated parameters (Figures 2 and 
3), and direct effect correlated and uncorrelated parameters (Figures 4 and 5) 
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assumptions. The plots A through C show the results for the prediction accuracy for the 
linear, quadratic, and exponential growth curves. For each plot, the outcome (i.e., 𝑅B) is 
on the y-axis and the strength of association between the covariates X and the growth 
parameters 𝑏+ is on the x-axis.  
On average, across all conditions, the method that resulted in the highest accuracy 
was the Sums approximation ( 𝑅B = .766), followed by the PCA approximation ( 𝑅B =.765), LRP ( 𝑅B = .750), and the FA approximation ( 𝑅B = .748). For the baseline 
NLME model with no covariates, the mean 𝑅B = .666. Thus, all of the approximation 
methods performed better than the baseline model. 
The nature of association between the parameters and covariates (direct effect and 
latent process) did not impact the prediction accuracy in any way, meaning that the 
patterns observed across the other conditions (shape of growth curve, correlations 
between parameters) did not differ substantially between the latent process and direct 
effect conditions. 
When the parameters were correlated, the PCA and Sums approximations did as 
well as LRP and sometimes slightly better than LRP, while the FA approximation 
generally had a lower accuracy than the LRP. When the parameters were uncorrelated, 
the results were mixed: for the linear and exponential models, the LRP performed better 
than the approximation methods, while for the quadratic models, the PCA and Sums 
approximations performed better than LRP. 
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Regardless of the simulation condition, all approximation methods had a higher 
predictive accuracy than the baseline NLME with no covariates. 
Section 5.2: Stage 1 Variable Importance 
 In a regression tree, the variable importance for each variable is the amount of 
decrease in impurity gained for a given split, summed across the splits. This value was 
extracted for each variable in each tree. Then, the total variable importance for each 
variable was averaged across all replicates for each given simulation condition. 
 In order to determine whether the variable importance found in the trees was 
consistent with the variable importance generated by the simulation conditions, the 
conditions of correlated vs uncorrelated parameters had to be treated differently. 
Correlated Parameters. When the parameters were allowed to correlate, there 
was a clear hierarchy in the importance of the variables which depended on how strongly 
the variable was associated with the parameters. Therefore, for each simulation condition, 
the Spearman rank-order correlation was computed between the generated variable 
importance (i.e., a vector consisting of the values 5, 4, …, 1, corresponding to 𝑥>, 𝑥B, … , 𝑥) and the average variable importance across replicates (i.e., the average of 
the variable importance scores for the variables 𝑥>, 𝑥B, … , 𝑥). A correlation of 𝑟 = 1 
would indicate that the order of the average variable importance found in the trees 
coincides with the variable hierarchy generated. 
 Figures 6 and 7 A through C show the Spearman correlations between the 
generated and found variable importance for the latent process and direct effect correlated 
parameters conditions. On average, the PCA approximation had the highest correlation 
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between the generated and the found variable importance (𝑟 = .95), followed by the 
Sums approximation (𝑟 = .92), the FA approximation (𝑟 = .88), and finally LRP (𝑟 =.84). The accuracy in variable importance tended to be low when the association between 
the parameters and covariates was low, and it increased as the association between the 
parameters and covariates increased. 
 Uncorrelated Parameters. When the parameters were not allowed to correlate, 
each parameter was influenced by two covariates, such that one covariate was more 
strongly associated with the parameter than the other. Also, one variable was generated to 
have no association with the growth curve parameters. For instance, in the case of the 
linear growth curve model, there are two growth parameters. Each growth parameter had 
two covariates, and an extra covariate was generated that had no association. Therefore, 
there were five covariates: 𝑥> and 𝑥B influenced the parameter 𝑏, 𝑥t and 𝑥 influenced 𝑏>, and 𝑥 did not influence any parameters. Note that for each given parameter, one of 
the two covariates had a stronger influence than the other. Although there were five 
covariates generated, there was no natural hierarchy of importance because every pair of 
covariates influenced a different aspect of the change trajectory. However, the statement 𝑉𝑎𝑟𝐼𝑚𝑝(𝑥) < 𝑉𝑎𝑟𝐼𝑚𝑝(𝑥B) + 𝑉𝑎𝑟𝐼𝑚𝑝(𝑥) < 𝑉𝑎𝑟𝐼𝑚𝑝(𝑥>) + 𝑉𝑎𝑟𝐼𝑚𝑝(𝑥t) should 
hold if the algorithms are correctly detecting the influential covariates and dismissing the 
non-influential covariates. Therefore, in order to summarize whether the variable 
importance found by the algorithms matches the variable importance generated, I 
summed the variable importance scores of the most important variables (e.g., 𝑥> and 𝑥t 
in the case of the linear growth curve model), then summed the variable importance 
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scores of the second most important variables, and so on. I then computed the Spearman 
rank-order correlation between this ordering and the generated hierarchy (e.g., a vector 
with the values 3, 2, and 1 for the linear growth curve model). Although this is not a 
perfect indicator to compare the variable importance across the methods, this is a 
reasonable indicator of whether the algorithms are detecting which variables were the 
most influential. The Figures 8 and 9 A through C show the plots for the variable 
importance under the latent process and direct effect uncorrelated parameter conditions. 
Overall, LRP was the only method that did not appropriately capture the generated 
variable importance, with an average Spearman correlation of 𝑟 = .88. The reason for 
this value was that in the quadratic growth curve models with a small association between 
the covariates and growth curve parameters (.2), LRP did not partition in any replicate. 
The approximation methods performed well, such that the Spearman correlation for all 
was 𝑟 = 1. 
Section 5.3: Stage 1 Time to Run 
 I compared the amount of time to run using the original LRP and all the 
approximations combined. The reason for combining all the approximations was that the 
majority of the time in each replicate was spent estimating the original NLME to obtain 
the growth parameters for each individual. Once the growth parameters were obtained, 
the rest of the process (e.g., fitting the PCA, fitting a tree) was fast. Therefore, in order to 
save on computational time, once I estimated the NLME once, I used the coefficients for 
all the approximation methods rather than re-estimating the NLME for each 
approximation method. For the LRP method, I estimated the trees on parallel using seven 
cores during the splitting process.  
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As shown in Figures 10 through 13 A through C, all of the approximation 
methods combined were much faster than the original LRP. The largest difference in 
computational time between the LRP and the approximation methods was for the 
quadratic growth curve models, where the LRP took an average of 256 seconds per tree 
and the approximations took an average of 6 seconds per tree. The only simulation 
conditions where LRP was faster than the approximation methods were for the 
exponential growth model with correlated parameters. However, note that when using an 
exponential growth model, the parameter 𝑏B was treated as a fixed-effects parameter for 
the LRP, whereas it was allowed to have a random term when using the approximation 
methods. In this situation, the majority of the time was spent estimating the initial NLME 
model and this estimation routine was much longer when estimating three random terms 
(with two of them entering nonlinearly).  
Section 5.4: Stage 1 Convergence 
The convergence rate of the LRP and all the approximations was computed. As 
explained before, the most difficult part of estimation for the approximation methods was 
the initial NLME. If the initial NLME converged, the approximation methods converged. 
Figures 14 and 17 A through C show the convergence rate for all conditions. Generally, 
the convergence of the LRP and the approximation methods were equal. In the 
exponential growth models, the approximation methods had a lower convergence than the 
original LRP. The reason for this was due to the inclusion of the random term for 𝑏B in 
the approximation methods, which made convergence more difficult. 
  
48 
Section 5.5: Summary of Stage 1: Sums Method 
 The Sums method in the simulations resulted in the highest accuracy of prediction 
and second-to-highest accuracy in the variable importance. Additionally, it was 
computationally efficient and the simplest to implement (i.e., no need to fit a PCA or 
FA). Therefore, I used the Sums method in the Stage 2 of the simulations to compare the 
performance of LRP and the Sums method using CART, CTREE, and EVTREE. I only 
compared the methods in terms of their prediction accuracy and variable importance. The 
convergence and time to compute were already reported in the previous two sections 
because all approximations were estimated together in order to avoid re-fitting the initial 
NLMEs for each approximation method. 
Section 5.6: Stage 2 Prediction Accuracy 𝑅B 
On average, across all conditions, the method that resulted in the highest 
prediction accuracy using the Sums approximation was the CTREE algorithm ( 𝑅B =.769), followed by CART ( 𝑅B = .766), followed by EVTREE ( 𝑅B = .758), and 
finally LRP ( 𝑅B = .750). The baseline NLME with no covariates had a prediction 
accuracy of 𝑅B = .666. Figures 18 and 21 A through C show the plots for the prediction 
accuracy across all conditions. 
Section 5.7: Stage 2 Variable Importance 
 The variable importance was measured in the same way as it was explained in the 
previous section for correlated and uncorrelated parameters. On average, across all 
conditions when the parameters were correlated, the method that resulted in highest 
accuracy of the variable importance using the Sums approximation was EVTREE (r = 
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.95), followed by CTREE (r = .94), followed by CART (r = .91), and finally LRP (r = 
.85). Figures 22 and 23 A through C show the plots for the accuracy in variable 
importance for the conditions with correlated parameters. 
When the parameters were not correlated, all Sums-based methods performed 
well, such that the Spearman correlations between the variable importance found and 
generated were 𝑟 = 1, as shown in Figures 24 and 25 A through C. LRP performed worse 
than the approximation methods, where 𝑟 = .88. The main reason for a lower Spearman 
correlation in the LRP was that when there was a quadratic growth curve with a small 
association between the parameters and covariates (.2), LRP did not partition in any 
replicate.  
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CHAPTER 6: Empirical Example 
In order to compare LRP and the Sums-based approximation methods using 
empirical data, I used data from the Early Childhood Longitudinal Study-Kindergarten 
study (ECLS-K). ECLS-K was a longitudinal study that followed a cohort of over 21,000 
kindergarteners in 1998. Data on these children were collected at seven time points 
between kindergarten and eighth grade from schools, parents, teachers, and students. 
These students belonged to both public and private schools. 
The main variable of interest used for the illustration of the longitudinal outcome 
is the reading score measured at each of the seven time points. A subsample of the 
observed reading trajectories is plotted in Figure 26. Following previous studies 
(Stegmann et al, 2019), the reading scores of the children can be modeled as a function of 
age using an exponential growth model, such that 
𝑦$% = 𝑏$ + 𝑏>$ ∙ 1 − exp −𝑏B$ ∙ 𝑎𝑔𝑒$% − 5 + 𝑒$%, (27) 
where 𝑏$ is the random intercept for the child 𝑖, and indicative of the child’s predicted 
reading performance at age 5, 𝑏>$ is a random total change component for child 𝑖, 
indicating the child’s total change from his/her intercept to the upper asymptotic level, 𝑏B$ indicates the rate of approach to the asymptote, 𝑎𝑔𝑒$% is the age of the child i at time 
t, and 𝑒$% is the time-dependent residual at time 𝑡 for child 𝑖. 𝑏$ and 𝑏>$ are assumed to 
follow a multivariate normal distribution, such that 𝑏$, 𝑏>$ ~𝑀𝑉𝑁 𝛽𝛽> , 𝜎B𝜎> 𝜎>B , 
and 𝑒$% is assumed to follow a normal distribution, such that 𝑒$%~𝑁 0, 𝜎B . I considered 
the following child-level predictors that were measured in the fall of kindergarten: 
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gender, race, socioeconomic status, gross motor skills, fine motor skills, internalizing 
problem behaviors, externalizing problem behaviors, interpersonal skills, self-control, 
general knowledge skills, and whether it was the child’s first time in kindergarten. I chose 
a sample of 𝑛	 = 2,033 children in the training data set who had no missing data on any 
of the covariates, and 𝑛 = 672 children in the testing set, again with no missing data on 
any of the covariates. Although the tree algorithms can handle missing data, my goal was 
to compare the different algorithms without having to account for the missing data as a 
feature to handle. 
 I first fit a NLME with no covariates in order to get an understanding of the data 
and choose appropriate starting values. Allowing all parameters to have a random term, 
the computational time was 120 seconds (2 minutes). Using the testing set, I predicted the 
reading scores of the children using the fixed-effects parameters obtained from the 
NLME, and obtained a predictive accuracy of 𝑅B = .75 in the testing data set. 
 I then fit the LRP, fixing the 𝑏B parameter to be a fixed-effects parameter since 
this resulted in a large computational time. I ran LRP using seven parallel cores, and it 
took 1,216 seconds (~20 minutes) to run. The testing predictive accuracy was 𝑅B = .78. 
It partitioned based on the general knowledge scores and whether the child had been 
retained in kindergarten, resulting in five terminal nodes. The tree diagram is found in 
Figure 27. Based on the higher 𝑅B value in the testing set in comparison to the NLME, 
including these covariates is helping explain variability in the data.  
 I then fit the Sums-based approximation with different splitting algorithms 
(CART, CTREE, and EVTREE). This time the 𝑏B parameter was allowed a random term 
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so that it could be used for partitioning. It took 135 seconds (~2 minutes) to run all of the 
approximations together. I decided to run them all together since the fitting the NLME to 
compute the random parameters took the most amount of time. Using the CART 
algorithm, the testing 𝑅B = .77, and the variables used for partitioning were whether the 
child was retained at kindergarten, the level of poverty, and gender, resulting in four 
terminal nodes. The tree diagram is shown in Figure 28. Using the CTREE algorithm, the 
testing 𝑅B = .78, and the data partitioned based on whether the child was retained at 
kindergarten, the level of poverty, gender, general knowledge scores, internalizing 
behaviors, interpersonal skills, and self-control, resulting in nine nodes. The tree diagram 
is found in Figure 29. Finally, using the EVTREE algorithm, the testing 𝑅B = .77, and 
the variables used for partitioning were whether the child was retained in kindergarten, 
the poverty status, gender, general knowledge scores, and interpersonal skills, which 
resulted in six nodes, as shown in Figure 30. LRP and all the approximations showed an 
improvement in fit in comparison to the original NLME. The CTREE approximation and 
the original LRP had the highest predictive accuracy. The tree structures varied widely 
across all the methods, although there were common themes, such as all trees partitioning 
on whether the child had been retained in kindergarten, and most methods partitioning 
based on general knowledge scores, gender, and poverty status. 
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CHAPTER 7: Discussion 
In this chapter, I provide an overview of the goal of my dissertation, followed by 
a summary of the results of the simulation study, and observations from the empirical 
example. I then discuss limitations of the research, including weaknesses of the 
simulation study and cautions related to machine learning. I conclude by discussing the 
robustness of the approximations, their utility, and extensions that are now possible for 
LRP due to the gain in the speed of estimation with the approximation methods. 
Section 7.1: Summary of Dissertation and Results 
The goal of this dissertation was to address the computational demand, variable 
selection bias, and local optimum limitations of LRP. Three approximation methods were 
proposed where a tree is fit to a single score that describes each individual’s growth 
trajectory. The single score was obtained from fitting a mixed-effects model to the full 
data set, extracting the growth curve parameters for each individual, and either summing 
them (Sums method), fitting a PCA and extracting the first principal component score 
(PCA method), or fitting a one-factor model and estimating the factor score (FA method). 
Fitting a tree based on one score rather than estimating a mixed-effects model for each 
split was meant to reduce the computing time and allow for a straightforward extension to 
the CTREE and EVTREE algorithms, which address the variable selection bias and local 
optimum limitations respectively. 
I conducted a simulation study where I varied the shape of the growth curve, the 
correlation between the growth curve parameters, the strength of association between the 
covariates and growth curve parameters, and the nature of association between the 
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covariates and growth curve parameters. The outcomes of interest were the computational 
time, the prediction accuracy in a testing sample, and the accuracy of the variable 
importance obtained. First, I compared the LRP with the Sums, PCA, and FA 
approximations using the CART algorithm. Second, I chose the best-performing method 
in terms of prediction accuracy (Sums), and compared its performance with the LRP, 
CART Sums, CTREE Sums, and EVTREE Sums. 
The simulations showed that the approximation methods substantially reduced the 
computational time compared to LRP. In the first stage of simulations, the PCA and 
Sums approximations had on average a better prediction accuracy than LRP except when 
the growth curve parameters were uncorrelated. The FA approximation prediction 
accuracy was worse than LRP, on average. All approximations captured the variable 
importance generated better than LRP. In the second stage of simulations, the Sums 
method was then used to evaluate the CTREE and EVTREE approximations. Both the 
CTREE and EVTREE Sums approximations resulted in a higher prediction accuracy and 
greater variable importance accuracy than LRP. 
Next, I compared LRP with the Sums approximation CART, CTREE, and 
EVTREE partitioning algorithms using data from the ECLS-K data set. All methods 
resulted in a relatively similar prediction accuracy, where LRP performed slightly better 
than the approximation methods (with a difference of 𝑅B = .01). Even though there 
were similarities in terms of the variables that were chosen to partition each tree, the tree 
structures were different across all the methods. 
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Section 7.2: Limitations 
In the simulation studies, the approximation methods resulted in an even higher 
prediction accuracy and variable importance accuracy than LRP. The results in the 
empirical study, however, showed that the LRP slightly outperformed the approximation 
methods in terms of the prediction accuracy (by a difference of 𝑅B = .01), and all the 
trees followed different structures. Additionally, the simulation study was generated in a 
clean manner that is unlikely to occur in reality (e.g., normally distributed errors, 
complete data). Below, I provide a brief discussion on limitations of the simulation study, 
and the use of machine learning and tree-based methods in general. 
Section 7.2.1: Simulation Study and Data Generation 
In the simulation study, data was generated in a clean manner, such that there 
were no missing data, the growth curve models were generated in a manner where 
convergence was expected (e.g., known functional change, no missing data, random 
terms were normally distributed). However, this ideal scenario is unlikely to occur with 
applied data. 
If the data are not complete, LRP automatically gives individuals weights 
proportional to the amount of data that they contribute, since a full mixed-effects model 
is fit every time that the data becomes partitioned. However, the approximation methods 
in their current state give equal weight to all individuals in the sample. A way to address 
this would be by weighting each individual according to the number of observations per 
individual. 
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Additionally, mixed-effects models estimate the random effects for each 
individual assuming that they are normally distributed. However, it is possible that the 
estimates of the random terms are not accurate, especially if the random terms are not 
normally distributed, which is likely to happen in applied data. If every individual has 
sufficient data, a way to address this is by fitting a nonlinear regression to each individual 
and using the coefficients obtained rather that fitting a mixed-effects model. If some 
individuals have sparse data, a hybrid approach could be implemented, such that a mixed-
effects model is estimated with the full sample, and the random terms from this model are 
used for the individuals that do not have enough data for an individual nonlinear 
regression model. Alternatively, a Bayesian framework could be used such that 
individual regressions are fit by using informative priors when there is little data 
available. It is possible that these limitations are part of the reason why in the empirical 
example the approximation methods performed slightly worse than LRP. 
Section 7.2.2: Machine Learning and Tree-Based Methods Limitations 
 The most salient and difficult-to-address weakness of tree-based methods is that 
trees can be unstable, meaning that slight variations in the data or splitting algorithm can 
result in different tree structures with relatively equal performance. Although this was not 
discussed in the simulation study because of my focus on prediction, the structure of the 
trees can be very different across replicates, partitioning algorithms, and approximation 
approaches. This was seen in the empirical example, where all approaches led to a 
different tree structure. This poses challenges when interpreting the tree structure, and 
there is not a way to determine which tree is closer to the truth because a tree structure 
was not utilized to generate the data. In the empirical example, the LRP tree was the most 
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different out of all the trees, so it is likely that the approximation methods and LRP are 
splitting based on different aspects of growth and different characteristics of the data. 
 Additionally, tree-based methods, as well as supervised machine learning 
methods in general, are data-driven exploratory tools. They do not test hypotheses nor 
confirm theories. They simply explain the patterns encountered in the data. Small 
changes in the data, algorithm, or tuning parameter can lead to different results. While 
this is helpful to researchers interested in exploration or prediction, this can lead to 
inconsistent results and conclusions drawn from the methods.  
Finally, machine learning methods are prone to overfitting to the sample. In the 
case of a tree, it is possible to split the data into a large number of nodes that results in an 
excellent fit within the sample, but it does not generalize to the population. Therefore, 
with machine learning methods, it is necessary to have a large sample to cross-validate 
the results and prevent overfitting. In applied settings, cross-validation also helps 
determine the best model. The complexity parameter (cp) is another tool that can be used 
to prevent overfitting by setting a threshold of improvement needed in order to consider a 
split. 
Section 7.3: Concluding Remarks 
To conclude, I discuss briefly the immediate benefits of the approximation 
methods developed, the robustness of the methods, and future directions with potential 
extensions of LRP given the gain in computational speed. 
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Section 7.3.1: Benefits 
The immediate benefits from the approximation methods developed in this 
dissertation are the gain in computational speed, and the extension to the CTREE and 
EVTREE algorithms. An additional benefit is that in special circumstances it allows the 
researcher to implement models where LRP would not be feasible. For instance, in the 
simulation study and the empirical example, when using the exponential model, the 𝑏B$ 
parameter needed to be treated as a fixed-effects parameter. The exponential model 
consisting of all random parameters is computationally demanding and it is difficult to 
achieve convergence. When I fit the initial exponential model in the empirical example to 
the full data allowing all parameters to be random, it took a very long time (I tried around 
30 to 50 different starting values) until I found an appropriate set of starting values that 
resulted in a converging model. This is not possible to do with LRP because it requires a 
large amount of manual work to get the model to converge. During the splitting stage, 
LRP with an exponential model where all the parameters are allowed a random term 
would result in an unreasonable amount of time to split and a large number of non-
converging splits that would be discarded. Therefore, when LRP was implemented, the 𝑏B$ parameter needed to be a fixed-effect parameter as opposed to a random-effect 
parameter, which changed the growth curve model intended by the researcher. 
Section 7.3.2: Robustness and Implementation 
 While all approximation methods performed relatively well, the PCA 
approximation is most likely the most robust method. The PCA and Sums 
approximations performed better than LRP in the simulation study, on average. The PCA 
and Sums approximation methods require the researcher to re-scale the parameters. For 
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instance, if one parameter has a large variance and the other parameter has a small 
variance, when summing the parameters or fitting the PCA, the variable with the largest 
variance will have the strongest influence in the new score; therefore, the parameters 
need to be re-scaled before summing them or fitting the PCA. The type of re-scaling 
needed is unique to each data set (e.g., mean 0 and variance 1, vs minimum value 0 and 
maximum value 1), and in order to decide on a scale, the best way to verify its 
performance is through cross-validation. 
 Although in the simulation study, the Sums method resulted in a slightly higher 
accuracy than PCA, the researcher needs to be cautious of whether there are parameters 
that are negatively correlated with each other. For example, if in a linear model, an 
individual has an intercept value of 5 and slope of -5, summing them would result in a 
value of 0; if a second individual has an intercept value of -5 and a slope of 5, summing 
them would also result in the value of 0. However, the two individuals are very different 
from each other (i.e., positive intercept and negative slope vs negative intercept and 
positive slope). In the cases where one of the parameters is negatively correlated with the 
others, it is necessary to multiply the parameter by -1, that way all the parameters are 
positively correlated. 
The PCA is not affected by negative correlations among the data. Additionally, in 
the simulation study, PCA had the largest variable importance accuracy. Therefore, out of 
the approximation methods, the PCA would most likely be the most robust. The 
parameters would need to be scaled, as it was done in this project, but if there are 
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coefficients that are negatively correlated to the others, the approach would not break 
down. 
Section 7.3.3: Extensions and Future Directions 
Given the substantial gain in speed achieved in the approximation methods and 
the variable selection bias that was addressed, now LRP can be extended to ensemble 
methods, such as bagging, boosting, and random forest. As mentioned in the limitations 
section, trees are unstable, and the tree structure is highly influenced by the first split, 
which leads to confusion as to what variables are truly important. Ensemble methods 
address this limitation by drawing bootstrap samples from the data (bagging and random 
forest), training the algorithm slowly (boosting), and drawing random samples of 
variables for each split (random forest), which allows for a more thorough exploration of 
the importance of all variables. Ensemble methods tend to have higher accuracy and 
greater stability than trees. 
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Figures 
Figure 1. One-factor model diagram 
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Figure 2A-C. Prediction accuracy for latent process, correlated parameters conditions. 
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Figure 3A-C. Prediction accuracy for latent process, uncorrelated parameters 
conditions. 
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Figure 4A-C. Prediction accuracy for direct effect, correlated parameters conditions. 
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Figure 5A-C. Prediction accuracy for direct effect, uncorrelated parameters conditions. 
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Figure 6A-C. Variable importance accuracy for latent process, correlated parameters. 
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Figure 7A-C. Variable importance accuracy for direct effect, correlated parameters. 
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Figure 8A-C. Variable importance accuracy for latent process, uncorrelated parameters. 
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Figure 9A-C. Variable importance accuracy for direct effect, uncorrelated parameters. 
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Figure 10A-C. Computational time for latent process, correlated parameters. 
 
 
 
Note: Exponential model LRP treated the 𝑏B$ parameter as a fixed-effects parameter due 
to excessive computational time and non-convergence when allowed to be random. 
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Figure 11A-C. Computational time for latent process, uncorrelated parameters. 
 
 
 
Note: Exponential model LRP treated the 𝑏B$ parameter as a fixed-effects parameter due 
to excessive computational time and non-convergence when allowed to be random. 
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Figure 12A-C. Computational time for direct effect, correlated parameters. 
 
 
 
Note: Exponential model LRP treated the 𝑏B$ parameter as a fixed-effects parameter due 
to excessive computational time and non-convergence when allowed to be random. 
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Figure 13A-C. Computational time for direct effect, uncorrelated parameters. 
 
 
 
Note: Exponential model LRP treated the 𝑏B$ parameter as a fixed-effects parameter due 
to excessive computational time and non-convergence when allowed to be random. 
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Figure 14A-C. Convergence for latent process, correlated parameters. 
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Figure 15A-C. Convergence for latent process, uncorrelated parameters. 
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Figure 16A-C. Convergence for direct effect, correlated parameters. 
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Figure 17A-C. Convergence for direct effect, uncorrelated parameters. 
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Figure 18A-C. Prediction accuracy for latent process, correlated parameters. 
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Figure 19A-C. Prediction accuracy for latent process, uncorrelated parameters. 
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Figure 20A-C. Prediction accuracy for direct effect, correlated parameters. 
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Figure 21A-C. Prediction accuracy for direct effect, uncorrelated parameters. 
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Figure 22A-C. Variable importance for latent process, correlated parameters. 
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Figure 23A-C. Variable importance for direct effect, correlated parameters. 
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Figure 24A-C. Variable importance for latent process, uncorrelated parameters. 
 
 
 
 
 
 
 
  
87 
Figure 25A-C. Variable importance for direct effect, uncorrelated parameters. 
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Figure 26. Sample of Reading trajectories for n = 50 children. 
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Figure 27. Tree diagram for LRP. 
 
Note: P1FIRKDG (1 = not retained at Kindergarten; 2 = retained at kindergarten). 
GENERAL (higher values indicate higher general knowledge). 
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Figure 28. Tree diagram for CART Sums. 
 
Note: P1FIRKDG (1 = not retained at Kindergarten; 2 = retained at kindergarten).  
W1POVRTY (1 = below poverty status; 2 = above poverty status).  
GENDER (1 = males; 2 = females). 
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Figure 29. Tree diagram for CTREE Sums. 
 
Note: P1FIRKDG (1 = not retained at Kindergarten; 2 = retained at kindergarten).  
W1POVRTY (1 = below poverty status; 2 = above poverty status).  
GENDER (1 = males; 2 = females).  
T1CONTRO (higher values indicate higher self-control). 
T1INTERP (higher values indicate higher interpersonal skills). 
T1INTERN (higher values indicate higher internalizing behaviors). 
GENERAL (higher values indicate higher general knowledge). 
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Figure 30. Tree diagram for EVTREE Sums. 
 
Note: P1FIRKDG (1 = not retained at Kindergarten; 2 = retained at kindergarten).  
W1POVRTY (1 = below poverty status; 2 = above poverty status).  
GENDER (1 = males; 2 = females).  
T1INTERP (higher values indicate higher interpersonal skills). 
GENERAL (higher values indicate higher general knowledge). 
 
 
 
