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Abstract
In this study, we present a Bayesian hierarchical framework to model fluid-induced seismic-
ity. The framework is based on a non-homogeneous Poisson process (NHPP) with a fluid-
induced seismicity rate proportional to the rate of injected fluid. The fluid-induced seismicity
rate model depends upon a set of physically meaningful parameters, and has been validated
for six fluid-induced case studies. In line with the vision of hierarchical Bayesian model-
ing, the rate parameters are considered as random variables. We develop both the Bayesian
inference and updating rules, which are used to develop a probabilistic forecasting model.
We tested the Basel 2006 fluid-induced seismic case study to prove that the hierarchical
Bayesian model offers a suitable framework to coherently encode both epistemic uncertainty
and aleatory variability. Moreover, it provides a robust and consistent short-term seismic
forecasting model suitable for online risk quantification and mitigation.
1 Introduction
Statistical models for fluid-induced seismic events have received considerable attention
in recent years as they play a key role in assessing seismic hazard [see, e.g. Ellsworth, 2013;
Mignan et al., 2015]. Typically, fluid-induced seismicity is characterised by a time-varying
seismicity rate related to the fluid injection rate [see, e.g. Shapiro et al., 2010; Dinske and
Shapiro, 2013; Mignan, 2016; Mignan et al., 2017; van der Elst et al., 2016; Langenbruch
and Zoback, 2016, 2017]. Although the seismicity rate changes over time, the inter-arrival
times between seismic events have been shown to be statistically independent [Langenbruch
et al., 2011]. In this case the non-homogeneous Poisson process (NHPP) is an ideal prob-
abilistic model for predicting seismicity. However, most of current NHPP models for in-
duced seismicity adopt a frequentist statistical approach, in which the seismicity rate, albeit
unknown, is assumed to be deterministic [see, e.g. Dinske and Shapiro, 2013; Bachmann
et al., 2011; Mena et al., 2013; Mignan et al., 2017]. It is thus inferred that the uncertain-
ties governing the problem are only aleatory (i.e. irreducible). This prevents the possibility
of consistently encoding epistemic uncertainties usually related to past information arising
from different sites and projects, and/or to expert judgement and beliefs (unless these are
modelled using logic trees [Mignan et al., 2015]). Furthermore, seismicity-rate models are
merely fitted to existing datasets. Although this provides a meaningful statistical descrip-
tion of the past events, it does not lead to a robust online forecasting model. In addition, the
knowledge gained cannot be consistently encoded for future project planning. Probabilistic
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models based on Bayesian statistics have also been used and promoted in an induced seis-
micity context [see, e.g. Wang et al., 2015; Baker and Gupta, 2016; Wang et al., 2016; Gupta
and Baker, 2016]. However, these studies focus mainly on the detection of changes in local
tectonic seismicity rates caused by waste-fluid injection in Oklahoma. What is more, they
do not explicitly apply either a statistical or physical model relating the seismicity rate to the
rate of fluid injection. Therefore, defining a coherent general framework for classifying, ana-
lyzing, and forecasting uncertainties in deep fluid injections constitutes a major step forward
towards understanding and managing the risks associated with fluid-induced seismicity.
In this study, we fulfill our research brief by presenting a hierarchical Bayesian frame-
work. Hierarchical Bayesian models allow clear distinctions to be drawn between the sources
of uncertainties as well as a consistent online updating strategy. We describe the time-varying
rate of the Poissonian process as a function of the rate of fluid injection and a set of phys-
ical parameters describing underground properties. First, we apply the rate model to six
fluid-induced seismicity sequences; then we transform the hyperparameters into random
variables to model the uncertainties arising from different sites and statistical estimates. A
major strength of the Bayesian approach is that it enables uncertainties and expert judge-
ments about the model’s parameters to be encoded into a joint prior distribution. Moreover,
once the project is under way and physical information becomes available, the Bayesian
framework enables the computation of posterior distribution for the model’s parameters, the
formulation of predictive models for the Poissonian process and a robust forecasting strat-
egy. Although we demonstrate that the proposed rate model fairly accurately describes the
selected datasets, different models (e.g. based on geomechanical principles [Gischig and
Wiemer, 2013; Catalli et al., 2016; Goertz-Allmann and Wiemer, 2012]) or an ensemble of
different models [Király-Proag al., 2016] can be used without altering the structure of the
proposed framework.
To explore both the benefits and the potential of the proposed framework we structured
the study as follow: Section 2 introduces the NHPP process and the fluid-induced seismicity
rate model; Section 3 introduces the Bayesian hierarchical model and the ’fitting’ procedure;
Section 4 validates the proposed rate model; Section 5 presents the online updating strategy
and the forecasting model by testing the induced seismicity sequence of the Basel 2006 En-
hance Geothermal System (EGS) [Häring et al., 2008; Kraft and Deichmann, 2014]. Finally,
Section 6 presents a series of concluding remarks.
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2 Probabilistic and rate model
The recurrence of fluid-induced seismic events is characterized using an NHPP model
[Shapiro et al., 2010; Langenbruch and Zoback, 2016, 2017; Mignan et al., 2017], ,
P(N(t) = n) = Λ(t; θ)
n exp(Λ(t); θ)
n!
, (1)
where Λ(t; θ) =
∫ t
0 λ(t ′; θ)dt ′, λ(t; θ) is the time-varying rate of seismic events, and θ is a set
of model parameters. We describe λ(t; θ) using the following piecewise function
λ(t; θ) =

10a f b−bm0 ÛV(t), t ≤ ts,
10a f b−bm0 ÛV(ts) exp
(− t−tsτ ) , t > ts, (2)
where ÛV(ts) is the injection flow rate; θ = [a f b, b, τ] is the set of model parameters re-
spectively describing activation feedback, the earthquake size ratio (i.e., the b value of the
Gutenberg-Richter distribution), and mean relaxation time; m0 is the magnitude of complete-
ness, and ts the shut-in time. In (2), we distinguish between the injection phase and the post-
injection phase. The injection phase admits only positive fluid injection rates, and it is char-
acterised by a linear relationship between ÛV(ts) and λ(t) (in line with Shapiro et al. [2010];
Dinske and Shapiro [2013]; Hajati et al. [2015]; van der Elst et al. [2016]; Mignan [2016];
Mignan et al. [2017]). Observe that a f b is equivalent to the Seismogenic Index in the poro-
elastic context [Shapiro et al., 2010; Dinske and Shapiro, 2013]. However a f b may also be
explained by geometrical operations in a static overpressured field Mignan [2016]. As such,
we use a f b as a generic statistical parameter with no preference for any underlying physical
model [Mignan et al., 2017]. The post-injection phase identifies the phase with constant null
flow rate, after the injection has been terminated, and is characterised by an exponential de-
cay typical of a diffusion process [Mignan, 2015, 2016; Mignan et al., 2017]. Although the
Modified Omori Law is sometimes used to describe post-injection seismicity [Langenbruch
and Shapiro, 2010; Barth et al., 2013], Mignan et al. [2017] have shown that an exponential
function performs better than a power law for the six datasets presented in the Supplementary
Material.
The main feature of (2) is that it is fully characterised by the fluid injection profile and
three physically meaningful parameters. The model was fitted with the maximum likelihood
estimate (MLE) method (see Section 3.3) and was validated (see Section 4) with reference
to six fluid-induced seismic sequences [Häring et al., 2008; Kraft and Deichmann, 2014;
Jost et al., 1998; Petty et al., 2013; Cladouhos et al., 2015; Holland, 2013; Ake et al., 2005].
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In the Supporting Information, Table S1 and Text S1 provide the description and sources
of the datasets, and Table S2 shows the MLE estimates, θˆMLE , which show the following
parameter ranges: 0.77 ≤ b ≤ 1.6, −2.4 ≤ a f b ≤ 0.1, and 0.02 ≤ τ ≤ 13.7[days].
3 Bayesian Hierarchical model for induced seismicity
The observed parameter ranges are wide, reflecting the high variability arising from
different injections at various sites. We define these uncertainties as source-to-source vari-
ability. In principle, we can reduce source-to-source variability by making in-situ observa-
tions (e.g. after conducting a seismic monitoring campaign). However, data are often un-
available at the planning stage. It follows that when planning projects we must account for
this variability and later review and update it when data become available, either from an ex-
planatory campaign or once the project has started. When prior information from different
sources is available and model updating based on new local data is desirable, the Bayesian
hierarchical approach is a viable and powerful tool. In addition, this framework allows for
the inclusion of experts’ opinions and judgements.
In a Bayesian approach, we consider θ as a random vector, Θ = [Af b, B,T], adding
an extra layer of uncertainty. Parameter distributions aim to reflect the relative likelihood
of possible outcomes, taking account of both source-to-source variability and the statistical
uncertainties arising from parameter estimation. To highlight the different framework, we
change the notation from λ(t; θ) to λ(t |θ). We use f ′
Θ
(θ) to denote joint prior probability
distribution, which reflects our state of knowledge about the parameters Θ before new in-situ
observations are available.
3.1 Prior distributions
There are various options for selecting a prior, (e.g. see Murphy [2012]); in this study,
we choose a subjective prior distribution, since the available data are limited to few past
events, and we did not have in-situ information before the projects took place. In addition,
we can encode the experts’ judgments regarding the physical range of the parameters. We
define f ′
Θ
(a f b, b, τ) = f ′A f b (a f b) f ′B(b) f ′T(τ); even though we have assumed independence in
this definition, we show in Section 3.3 that the posterior distribution encodes any type of cor-
relation structures emerging from the data. In this study, we select f ′A f b (a f b) = B(a f b; pa, qa, la, ua),
f ′B(b) = B(b; pb, qb, lb, ub), where B(·; ·) is the beta distribution with pa, qa, pb, qb being the
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shape hyperparameters and la, lb, ua, ub being the lower and upper intervals of the parameters
range. For τ we choose f ′T(τ) = Γ(τ;α, β), where Γ(·; ·) is the gamma distribution with α
and β being the shape parameters. We suggest to fix the hyperparameter la, lb, ua, ub based
on experts’ opinion and physical principles, while the hyperparameters pa, qa, pb, qb, α, β are
selected to fit MLE estimates of the six datasets used in this study. Figure 1 shows both the
marginal and the joint prior distributions for the model parameters.
3.2 Aleatory vs epistemic uncertainties
The proposed Bayesian hierarchical model enables a precise classification of uncer-
tainties. Specifically, we follow the classical paradigm of separating epistemic uncertainties
—reducible by gathering more data or refining our models— from aleatory uncertainties —
irreducible since they are inherently present in the model [Der Kiureghian and Ditlevsen,
2009].
It is the modeller’s duty to determine which uncertainties can and cannot be reduced.
Philosophically speaking, the process of induced seismicity is a pure geomechanical prob-
lem. In principle, if we know the exact physical model and precise values of physical model
parameters, the problem of predicting the occurrence and magnitude of a seismic event is de-
terministic. However, the physics and both model-related and statistical uncertainties are so
complex that a fully deterministic prediction is not possible (analogous to natural seismic-
ity). In this context, probabilistic modeling offers a viable language for describing both the
complexity and uncertainties governing the problem. More specifically, by selecting a Pois-
son process to describe the occurrence of the seismic events we implicitly assume that given
a seismicity rate (either constant or time varying) no further reduction of inter-arrival time
uncertainties is possible. However, when the seismicity rate model is itself a random variable
(with uncertainties depending on source-to-source variability, statistical uncertainties, etc.),
we assume that these uncertainties can be reduced either by gathering new data or by refining
the model. So we represent the epistemic uncertainties with the joint distribution f ′
Θ
(θ) and
encode aleatory uncertainties in the definition of λ(t |θ).
In the context of Poissonian problems, classifying both these two uncertainties is not
quixotic. In fact, the NHPP is a renewable process that, by the way it is constructed, only per-
mits renewable uncertainties. By definition, aleatory uncertainties are renewable since they
are immutable in time and ergodic, whereas epistemic uncertainties change over time when
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additional information becomes available , and, therefore, they are not-ergodic. It follows
that particular caution is called for when estimating statistics via NHPP if both these uncer-
tainties feature in the probabilistic model.
3.3 Bayesian inference for non-homogeneous Poisson process
Given a set of observations D = [t1, ..., tn, ..., tN ;m1, ...,mn, ...,mN ], where tn is an
occurrence time and mn a magnitude event, we update the probability distribution of the hy-
perparameters as follows:
f ′′Θ (θ |D) = cL(D|θ) f ′Θ(θ), (3)
where f ′′
Θ
(θ |D) is the posterior distribution, L(D|θ) the likelihood function, and c =
∫
θ
L(D|θ) f ′
Θ
(θ)dθ
is a normalizing factor. The posterior distribution f ′′
Θ
(θ |D) conveys our updated state of
knowledge up to the time tN . Once f ′′Θ (θ |D) is obtained, we can make predictions regard-
ing future events, using the NHPP model based on updated uncertainties. The vehicle used
for doing this is the total probability theorem, and the predictive model can be written as fol-
lows:
P(N(t) = n) =
∫
θ
[
Λ(t |θ)n
n!
exp [−Λ(t |θ)]
]
f ′′Θ (θ |D)dθ . (4)
The discussion of Section 3.2 calls for caution when formulating predictive equations in the
presence of epistemic uncertainties. In fact, these are shared by all seismic events, and,
therefore, they introduce dependence among the inter-arrival times. Consequently, in this
setting, the earthquakes cannot constitute Poissonian events Der Kiureghian and Ditlevsen
[2009]. To face this problem, note that in (4), first we use the predictive NHPP conditional
for the epistemic uncertainties encoded in θ; then we apply the total probability theorem.
Conversely, if first we compute
∫
θ
Λ(t |θ) f ′′
Θ
(θ |D)dθ and then use the NHPP, we operate the
so-called ergodic approximation, [Der Kiureghian and Ditlevsen, 2009; Der Kiureghian,
2005].
When the integral (4) is computationally expensive, instead of the full distribution
f ′′
Θ
(θ |D), one can use the so-named plug-in approximation Murphy [2012], i.e.
P(N(t) = n) =
∫
θ
[
Λ(t |θ)n
n!
exp [−Λ(t |θ)]
]
δ(θ − θ∗ |D)dθ, (5)
where δ(x) is the multidimensional delta Dirac function and θ∗ is a fixed value of the param-
eters. Common choices for θ∗ are θ¯ and/or θˆmap , which are the posterior mean, and the pos-
terior mode (map in Bayesian jargon stands for maximum a posteriori estimation). More-
over, observe that this approximation is equivalent to the frequentist approach if we use θmle.
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Despite its simplicity, this approximation under-represent our uncertainties when formulating
predictions. Moreover, it is different from the ergodic approximation, which is the result of
a Bayesian average of the rate model. In this study, based on these considerations and given
the simplicity of our model, we focus on the exact Bayesian prediction given by (4).
Given the magnitude frequency distribution, fM (mn |b), and following Ogata [1988],
the likelihood function of each observation pair magnitude mn and time tn is proportional
to fM (mn |b)λ(tn |θ)/Λ(T |θ), since mn and tn are statistically independent. Moreover, the
probability of observing N points is proportional to ΛN (T |θ) exp(−Λ(T |θ)); it follows that
L(D|θ) =
[
N∏
n=1
λ(tn |θ)
Λ(T |θ) fM (mn |b)
]
ΛN (T |θ) exp [−Λ(T |θ)] ,
=
[
N∏
n=1
λ(tn |θ) fM (mn |b)
]
exp[−Λ(T |θ)].
(6)
The complete log-likelihood used to compute θˆMLE and/or θˆMPA is reported in the Ap-
pendix A.1. Figure 1 shows the posterior distributions for the Basel 2006 case study, whereas
other datasets are reported in the supplementary material. Specifically, Figure 1 shows, in
the diagonal, the parameters’ prior and posterior marginal distributions; in the lower trian-
gular part, prior pair-wise distributions; and in the upper triangular part, posterior pair-wise
distributions. As anticipated in Section 3.1, even though joint prior distribution is defined
based on the independence of model parameters, joint posterior distribution captures the cor-
relation structure of the problem. In particular, Figure 1 shows a strong correlation between
activation feedback and earthquake size ratio.
4 Rate model validation
We validate the rate model (2) via the goodness of fit procedure used by Ogata [1988]
to verify aftershock models in a NHPP setting for tectonic seismicity. We start by converting
the dataset D(t) into a transformed dataset as follow
D(t) = [t1, ..., tn, ..., tN ] → D˜(τ) = [τ1, ..., τn, ..., τN ] , (7)
where τn =
∫ tn
0 λ(t; θ)dt. Observe that as long as the time events tn are distinct, the trans-
formation is an isomorphism (i.e., one-to-one). Therefore, the two datasets are equivalent;
however, D˜(τ) has the distribution of a uniform Poisson process with unit rate. It follows that
if the empirical cumulative distribution function (CDF) of D˜(τ), FD˜(τ) (τ), deviates signifi-
cantly from the CDF of a uniform distribution, FU (τ), then the model does not represent the
point process properly.
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To verify whether the empirical CDF fits the hypothesized uniform CDF, we use the
Kolmogorov-Smirnov statistic, namely Dn = supτ |FU (τ) − FD˜(τ) (τ)|, to derive confidence
intervals. We test four different rate models arising from four different selection of θ. In
specific, we test Λ(t; θˆmle), Λ(t; θˆmap), Λ(t; θ¯mean), and Λba(t), which are respectively the
MLE estimator, the MAP estimator, the mean of the posterior distribution, and the Bayesian
average of the rate model defined as Λba(t) =
∫
θ
Λ(t |θ) f ′′
Θ
(θ |D)dθ. Figure 2a) shows the
estimated Λ(t; θˆ) and the seismic sequence of Basel 2006. Figure 2b) shows the cumula-
tive number of points τn for the four rate models versus the theoretical uniform cumulative
number of points —NFU (τ)— for the Basel 2006 case study. The dashed lines represent the
two-sided 95% and 99% Kolmogorov-Smirnov (KS) confidence intervals. For this dataset,
we observe that all four models are within both confidence intervals, so in all four cases we
do not have statistical evidence against the proposed model. In the Text S2 and Figures S1 to
S5 of the Supplementary Information we report the fit for the other five datasets.
Figure 1. Prior and posterior distribution for Basel 2006 dataset: m0 =0.8, time [0, 12] days magnitude
MW . Diagonal: in shaded grey the prior distributions, with red lines the posterior distributions, red dots rep-
resent the six θˆMLE . Lower triangular part: joint prior distributions. Upper triangular part: joint posterior
distributions.
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Figure 2. Goodness of fit. a) Basel 2006, time series of fluid-induced time events vs magnitude, and
λ(t |θˆMLE ). b) Cumulative number of events vs the 95% and 99% KS confidence intervals. Lines are over-
lapping. c) CDF of transformed time vs the 95% and 99% KS confidence intervals. Lines are overlapping. d)
Test of inter-arrival independence.
Berman [1983] proposes an alternative test. Specifically, he uses the transformed inter-
arrival times, Yn = τn − τn−1, to verify whether they are independent and identically dis-
tributed (iid) exponential random variables with unit mean. Testing whether Yn are exponen-
tial iid random variables is equivalent to test whether Un = 1 − exp(−Yn) are uniform random
variables on [0, 1]. Figure 2 c), shows the empirical CDF of Un —FUn | D˜(τ) (u)— for the four
rate models versus the theoretical CDF —FU (u). As in the first test, we observe that all four
models are within both confidence intervals. In addition to this analysis, Berman proposes
verifying the independence of intra-arrivals. Specifically, he suggests plotting U(n+1) ver-
sus Un. If there is any intra-arrival correlation, it should emerge in the proposed plot in the
form of a cluster of points. Figure 2 d) shows this analysis for Λ(t; θˆmle) model. We obtained
similar graphs for the other rate models (which we do not report, to avoid redundancy). For
this dataset we find no evidence against the independence of intra-arrival times. Given these
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analyses, we conclude that there is no evidence in the data against the NHPP model and the
proposed fluid-induced rate model. To the best of our knowledge, these statistical tests have
not been proposed yet to validate fluid-induced seismicity rate models, and they should be
promoted to test both novel rate models and the Poissonian framework.
5 Online updating and earthquake forecast model
Although the outlined inference procedure is a powerful tool, it requires the full set of
data before deriving the posterior distribution. Therefore, it is suitable only for the statistical
analysis of past events. In this section, we tackle the more compelling problems of online pa-
rameter updating and short-term forecasting of seismic events. Building on the Basel 2006
case study, we show that the present Bayesian hierarchical model allows not only a rapid on-
line updating procedure to reduce epistemic uncertainties, but also a reliable short forecast
of the number and magnitude of incoming fluid-induced seismic events. We assume that we
know the scheduled injection profile. However, in this case we do not know in advance if,
and when, there a shut-in event will occur. So the likelihood differs from (6), depending on
whether the injection has been permanently stopped. To distinguish between the two likeli-
hood functions, we refer to the likelihood used in the online updating strategy as a “partial
likelihood function”.
5.1 Partial likelihood for on-line updating
Given the rate model (2), an injection scenario ÛV(t), and a set of partial observations
D(t) = [t1, ..., tN ;m1, ...,mN ] with t1 < ... < tN ≤ t ≤ ts , where tN is the time up to the N
event and ts is a future, but yet unknown shut-in time, the partial likelihood is reduced to
L(D(t)|θ) = 10N (a f b−m0b)
[
N∏
i=n
ÛV(tn) fM (mn |b)
]
exp[−10a f b−bm0V(t)]. (8)
In the Appendix A.2, we report the complete partial log-likelihood. Given (8), the posterior
distribution is updated as follows:
f ′′Θ (θ |D(t)) = c(t)L(D(t)|θ) f ′Θ(θ). (9)
The posterior f ′′
Θ
(θ |D(t)) represents the updated state of knowledge up to the time t of the
epistemic uncertainties.
Once the operator decides to stop the injection the likelihood function reverts to its
original form Eq.(6), with the major exception of using the partial observation training set
D(t) = [t1, ..., tN ] with t1 < ... < tN ≤ t. Once the updated likelihood has been computed,
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the updating rules are given by (9). Figure 3 shows the change in posterior distributions. In
Animation S1, we report the full animation of the updating strategy. Based on Figure 3 (and
Animation S1 of the Supporting Information) we can draw the following conclusions:
• The epistemic uncertainties of b change with time and converge to a given distribution
only when injection has been terminated (Figure 3). The non-negligible epistemic
uncertainties of b and their time evolution should to be considered when formulating
predictive equations.
• The epistemic uncertainties of a f b converge rapidly towards a single value. Conse-
quently, given the rate model (2) and the values of a f b and b, shortly after the injec-
tion has started, these uncertainties become negligible (Figure 3).
• The epistemic uncertainties of τ change only after the injection has been terminated
(Figure 3). Likewise for b, the epistemic uncertainties related to τ should not be ne-
glected.
• Immediately the injection starts, the joint posterior distribution captures a strong cor-
relation between the parameters a f b and b. This is highlighted by showing the corre-
lation coefficient as a function of time (Figure 3d)). Moreover, there is a weak nega-
tive correlation between a f b and τ, while there is no correlation between b and τ.
5.2 Number and magnitude forecasting model
5.2.1 Forecasting the number of events
The updating rules are used also for probabilistic forecasts of the number of fluid-
induced seismic events and their magnitude. Given the updated model up to time t and a
given, fixed timeframe th = t + h, where h is a given future time window, the predictive
equation for the number of events is given by:
P(Nh(t) = nh |D(t)) =
∫
θ

(∫ t+h
t
λ(t ′ |θ)dt ′
)nh
nh!
exp
[
−
∫ t+h
t
λ(t ′ |θ)dt ′
] f
′′
Θ (θ |D(t))dθ, (10)
where P(Nh(t) = nh |D(t)) = P(Nh(t ′ ∈ [t, t + h]) = nh |D(t)), with nh being the number
of events in the time window t ′ ∈ [t, t + h]. As shown in Section 3, we first apply the NHPP
model conditional on epistemic uncertainties; then unconditioning over θ is carried out by
applying the total probability theorem. Figure 4 (and Animation S2 of the Supporting Infor-
mation) show both the prediction based on h = 4[hours] and a 90% credible interval (we
–12–
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Figure 3. a) Basel 2006 fluid injection profile, and seismic sequence; b) Marginal model parameter dis-
tributions: grey represents prior distributions; c) Evolution over time of the posterior mean and map for
each model parameter distribution; d) Evolution over time of the correlation coefficient between the model
parameters
use ’credible’ instead of ’confidence’ to highlight the fact that the intervals are derived from
posterior distributions), and the distribution of P(Nh(t) = nh |D(t)) for t ′ ∈ [t, t + h].
5.2.2 Forecasting the magnitude of the events
In this subsection, we compute the probability distribution of the maximum magnitude
in the next given time windows h [van der Elst et al., 2016; Langenbruch and Zoback, 2016,
2017]. Observe that this distribution is of particular interest in the case of a magnitude-based
mitigation strategy, such as a standard traffic-light system. The truncated Gutenberg-Richter
Magnitude distribution, A.1, is used to describe magnitude frequency distribution, fM (m|b).
However, in this case, b is a random variable whose density changes over time, reflecting the
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updated state of epistemic uncertainties. Here, the maximum magnitude in the time interval
t ′ ∈ [t, t + h] should not be confused with the upper limit of the Gutenberg-Richter distribu-
tion, denoted with mu . Specifically, the maximum magnitude represents the random variable
defined as Mmax = max[M1,M2, ...Mnh , ...] where Mnh is a random magnitude event in the
interval t ′ ∈ [t, t + h]. The distribution of Mmax can be written as follows:
P(Mmax > m|D(t)) = 1 −
∫
b
[ ∞∑
nh=0
(P(M > m|b)nhP(Nt,h = nh |D(t))
]
f ′′b (b|D(t))db. (11)
In equation (11), we assume that magnitude events are iid random variables. Therefore, the
CCDF of nh independent events is simply P(M > m|b)nh . Figure 4 shows both the pre-
diction and the distribution of f (Mmax > m|D(t)) for t ′ ∈ [t, t + h] where we selected
h = 4[hours]. Since the distribution of Mmax is skewed to the right and larger magnitude
events are more important, we report an asymmetric credible interval. In particular we select
a 5% bound for the left tail and 0.1% for the right tail.
Based on Figure 4 (and Animation S2 of the Supporting Information), we can make the
following observations:
• Overall, the forecast model accurately predicts the number and maximum magnitude
of events in short time windows.
• The role of epistemic uncertainties is important in predicting maximum magnitude
distribution (Figure 4 f)). During the initial phase the major uncertainties in b (en-
coded in prior distribution) are reflected by large credible intervals. But as more data
becomes available, the credible intervals become narrower, since the bulk of the pos-
terior of b is converging to higher values compared to the prior. However, the credible
intervals do not narrow immediately after injection has terminated, but (in this case at
least) only after a couple of days. This is important, because in several fluid-induced
seismicity cases we observed the maximum magnitude after the shut-in event. Clearly,
the proposed rate model (2) does not encode a physical mechanism to explain this
phenomenon; so here the epistemic uncertainties of τ (which kick in once injection
has stopped) are responsible for this time-delay phase.
• Although we did not define a decision-making criterion (which is beyond the scope
of the current study), credible intervals are clearly an important tool for defining a
mitigation strategy.
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Figure 4. Basel 2006 sequence: a) Prediction of the number of fluid-induced events, red bar 90% credi-
ble interval, black dot the observed number of events; b) Distribution of the number of seismic events, grey
dashed lines 90% credible interval; c) Time series of the magnitude events, red bar asymmetric credible in-
terval for the Mmax in a 4[hours] time window, grey stems past seismic events, yellow-red stems observed
seismic event; d) f (m, t + h|D(t)) red area asymmetric credible interval; e) Full prediction of the number of
seismic events; d) Full prediction for Mmax .
6 Conclusions
In this study, we proposed a Bayesian hierarchical model for fluid-induced seismic-
ity based on an NHPP process. We used a fluid-induced seismicity rate model proportional
to the fluid injection rate and based on three physically meaningful model parameters. In
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conjunction with the validation of the rate model, we developed the Bayesian inference and
updating rules. We showed the importance of epistemic and aleatory uncertainties and how
they are encoded in the proposed framework. Finally, we developed a short-term forecast-
ing model for the number and maximum magnitude of future fluid-induced seismic events
over a given, fixed time window. The results showed that the Bayesian hierarchical model
is a suitable and robust probabilistic framework for classifying, analyzing, and forecasting
the uncertainties related to fluid-induced seismicity. An interesting extension of the study
would involve investigating the use of rate models based on geomechanical principles. Here,
the outlined framework would serve as a powerful tool for analyzing the importance of un-
certainties associated with physical-model parameters and for uncovering their correlation
structure.
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A: Appendix
A.1 Complete log-likelihood function
Given (6), and assuming a truncate Gutenber-Richter Magnitude frequency distribu-
tion,
fM (m|b) = b ln(10) 10
−b(m−m0)
(1 − 10−b(mu−m0)), for m0 ≤ m ≤ mu (A.1)
where mu is the upper bound of the magnitude distribution, the complete log-likelihood can
be written as follow
lnL(D|θ) =
N∑
n=1
ln λ(tn |θ) +
N∑
n=1
ln fM (mn |b) − Λ(T |θ)
=
N(a f b − bm0)
log e
+
N∑
n=1
ln ÛV(tn) + (N − N) ln ÛV(ts) −
N∑
N+1
( tn − ts
τ
)
−
10a f b−bm0
[
V(ts) + ÛV(ts)τ
(
1 − exp
(
−T − ts
τ
))]
+ N ln(b) + N ln(ln(10))
− b ln(10)
N∑
n=1
mn − N ln(10−bM0 − 10−bMmax )
(A.2)
where N is the number of seismic event before the injection is terminated.
A.2 Partial log-likelihood function
The partial log-likelihood before the shut-in event can be written as follow
lnL(D(t)|θ) =
N∑
n=1
ln λ(tn |θ) +
N∑
n=1
ln fM (mn |b) − Λ(T |θ)
=
N(a f b − bm0)
log e
+
N∑
n=1
ln ÛV(tn) − 10a f b−bm0V(t) + N ln(b) + N ln(ln(10))
− b ln(10)
N∑
n=1
mn − N ln(10−bM0 − 10−bMmax )
(A.3)
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