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Summary
This thesis focuses on the distinction problems for G(E)/G(F ), where G = GL(2)
or GSp(4) and E is a quadratic field extension over a number field F .
Given a local place v of F associated with a complete local field Fv and a
quadratic extension Ev = Fv ⊗F E of Fv, we use the relation between the local theta
lifts and base change representations to give a criterion for a GL2(Fv)−distinguished
irreducible smooth representation pi of GL2(Ev), which recovers Flicker and Hakim’s
results in [FH94]. With a similar strategy, we use the local theta lift from GSp(4)
to GO(3,3) or GO(4), and the seesaw diagram for similitude groups GO(V )♮ = {g ∈
GO(V )∣λV (g) ∈ F ×v } = O(V ) ⋊ F ×v
Sp(WFv ⊗Fv Ev) ⋊ F ×v GO(ResEv/FvV )
GSp(WFv) O(V ) ⋊ F ×v
to give an answer for the dimension dim HomGSp4(Fv)(pi,C) under the assumption
that pi is a tempered representation of GSp4(Ev), so that we can discuss Prasad’s
conjecture for G = GSp(4) with φpi tempered. Then we use the same idea to deal
with its inner form GU2(D)−period problems and verify Prasad’s conjecture for
G = PGSp(4) under the assumption that pi is discrete, where D is the unique nonsplit
quaternion algebra over Fv.
ix
x Summary
Furthermore, we use the local results and the regularized Siegel-Weil formula to




Period Problem is one of the most interesting problems in representation theory.
Let H be a closed subgroup of G. Assume that pi is a representation of G, then the
restricted representation pi∣H is a representation of H. Given a character
χ ∶H → C×,
we may consider the question whether there exists a nonzero intertwining operator
from pi∣H to χ or not. There are two natural questions:
• what are the necessary and sufficient conditions for the existence and
• if it exists, what is the dimension of the complex vector space consisting of
intertwining operators.
Assume that H and G are two algebraic reductive groups defined over a local
or global field F. For example, let H = N be the unipotent radical of B, which is
a Borel subgroup of the quasisplit group G defined over a local field F, and χ is a
nondegenerate character of H induced by an additive character
ψ ∶ F → C×,
then we call that such a representation pi is generic if HomH(pi,χ) ≠ 0. The most
popular period problems in recent years are the Gan-Gross-Prasad conjectures in
[GGP11].
1
2 Chapter 1. Introduction
In this thesis, we focus on the period problems of GL(2) and GSp(4) over a
quadratic field extension E/F in both local and global situations.
1.1 Local Period
Assume that E is a quadratic extension of a p−adic field F of characteristic zero,
associated with a quadratic character ωE/F by Local Class Field Theory. Given a
reductive group G defined over F, we may consider its E−points G(E), which has
an obvious closed subgroup G(F ). Assume that (pi,V ) is an irreducible smooth rep-
resentation of G(E). The restricted representation pi∣G(F ) is a smooth representation
of G(F ). Given a character χ ∶ G(F ) → C×, if there exists a nonzero intertwining
operator
l ∶ pi∣G(F ) → C
such that l(pi(g)v) = χ(g)l(v) for all g ∈ G(F ) and v ∈ V, then we say the represen-
tation pi of G(E) has a nonzero (G(F ), χ)−period or pi is (G(F ), χ)−distinguished.
If χ is a trivial character, we say pi is G(F )−distinguished.
In [FH94], Flicker and Hakim used the relative trace formula to show that the
square integrable representation pi of GL2(E) is GL2(F )−distinguished if and only
if pi is D×(F )−distinguished, where D is the nonsplit quaternion algebra over F. We
will use the relation among Whittaker coefficients, base change representations and
theta lifts to recover this result in Chapter 2. And we will give a criterion for all
smooth representations of GL2(E) when they are D×(F )−distinguished.
In general, Prasad [Pra16] came up with a quite deep conjecture to describe
all (G(F ), χG)−distinguished representations for G quasisplit, using the Langlands-
Vogan parameter of the representation pi of G(E). Here the quadratic character χG
depends on the quadratic extension E/F and the group structure of G. For instance,
set G = PGSp(4) and the quadratic character χG = ωE/F . And we will discuss the
case G = GSp(4) or PGSp(4) in Chapter 4. More precisely, we use the explicit
local theta correspondence for GSp(4) in [GT11c] and the seesaw diagram for the
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similitude groups, to give an answer for a tempered representation pi of GSp4(E)
when it is GSp4(F )−distinguished and to determine the dimension
dim HomGSp4(F )(pi,C).
Theorem 1.1.1. Let E be a quadratic extension of a p−adic field F. Assume that pi
is an essentially tempered smooth irreducible admissible representation of GSp4(E).
• If pi is nongeneric, then HomGSp4(F )(pi,C) = 0.
• If pi is generic, then pi is GSp4(F )−distinguished if and only if the Langlands
parameter φpi is conjugate-orthogonal in the sense of [GGP11, Section 3].
Then we use a similar trick to study the case G = PGSp(4) in Section 4.3 and
discuss Prasad’s conjecture for PGSp(4). Regarding the representations of PGSp(4)
as the representations of GSp(4) with trivial central character, we consider the theta
correspondence between PGSp(4) and PGL(4), translate the period problems of
PGSp(4) to the other side. Using the general results [Mat11, Theorem 5.2] for
GL(n)−distinguished representations over a quadratic field extension E/F, we can
show that the Prasad’s conjecture holds for a representation τ of GSp(4) (resp.
PGSp(4)) if the Langlands parameter φτ ≠ 2χ−1 + 2χs is tempered (resp. discrete).
For the non-tempered cases, we may use the orbit decomposition to give partial
answers to Prasad’s conjecture when G = GSp(4).
1.2 Global Period
In the global situation, let E be a quadratic extension of a number field F associated
with a quadratic character ωE/F by Class Field Theory. Let A (resp. AE) be an adele
ring of F (resp. E). Assume that G is a reductive group defined over F. Given a
cuspidal automorphic representation Π of G(AE) and a Hecke character
χ ∶ G(F )/G(A)→ C×,
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if the integration
P (f) = ∫
ZG(A)G(F )/G(A) f(g)χ(g)dg
is nonzero for some f ∈ Π, then we say Π has a nonzero (G(A), χ)−period, where
χ(g) is the complex conjugation of χ(g). If χ is the trivial character, then we
say Π is G(A)−distinguished. In many cases, it should be possible to characterize
the (G(A), χ)−distinguished cuspidal representations as images with respect to a
functorial transfer to G(AE) from a certain group G′(A). For instance, G′ = G =
PGL(2) and χ = ωE/F .
Definition 1. Assume that Π is a cuspidal automorphic representation of G(AE).
For each place v of F, if the local representation Πv is generic, then we call that
Π is locally generic; if Πv is G(Fv)−distinguished, then we call that Π is locally
G(A)−distinguished.
It is easy to see that if Π is generic, then Π is locally generic and that if Π is
G(A)−distinguished, then Π is locally G(A)−distinguished. The converse may fail.
In [FH94], Flicker and Hakim showed that the fact that the cuspidal auto-
morphic representation Π of GL2(AE) is GL2(A)−distinguished does not neces-
sarily imply that the Jacquet-Langlands transfer representation ΠD of D×(AE) is
D×(A)−distinguished, where D is a nonsplit quaternion algebra defined over a num-
ber field F. It holds if someone adds some extra local conditions for Π. We will use the
relation between Fourier coefficients of the global theta lift and PGL2(A)−periods to
recover this result. Here, we need the local period results and the regularized Siegel-
Weil formula for similitude groups to show that the global theta lift is nonvanishing.
Using the same idea, combining the local period results and the regularized Siegel-
Weil formula, we can deal with the generic automorphic cuspidal representation τ
of GSp4(AE) to tell whether it is GSp4(A)−distinguished, which is tempered and
whose central character restricted to A× is trivial. The key idea is to translate the
period problems of PGSp(4) over a quadratic number field extension, to the period
problems of PGL(4) over a quadratic number field extension, where the later one is
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well-known and related to the Asai L−function due to [Fli91, Proposition 0.2].
Then we have the following results.
Proposition 1.2.1. Given an irreducible cuspidal automorphic representation τ of
PGSp4(AE), if there is a finite place v of F such that v does not split in E and the lo-
cal representation τv is nongeneric and tempered, then τ is not (PGSp4(A), ωE/F )−distinguished.
This comes from the local results in Theorem 1.1.1.
Theorem 1.2.2. Assume that E is a quadratic extension of a number field F and
Ev splits at archimedean places. Let τ = ⊗τv be a generic tempered cuspidal repre-
sentation of PGSp4(AE). Assume that if the Langlands transfer of τ from GSp(4)
to GL(4) is cuspidal, then there exists a finite place v0 such that v0 does not split in
E and τv0 = θ(piv0 ⊗ χv0), where piv0 is a discrete series representation of GL4(Ev0).
Then the following are equivalent:
(i) τ is (PGSp4(A), ωE/F )−distinguished;
(ii) τ = BC(τF ), where τF is a generic cuspidal automorphic representation of
PGSp4(A).
1.3 Organization of the Thesis
This thesis is organized as follows: in Chapter 2, we will introduce the theta lifts
and use the Whittaker model to give a new proof for the GL(2)−period problems
over a quadratic field extension, both local and global. In Chapter 3, we will give an
introduction to the Prasad’s conjectures and try to verify the case G = PGL(2). In
Chapter 4, we will use theta lifts to discuss the GSp4(F )−distinguished representa-
tion τ of GSp4(E). Then we use a similar idea to discuss the GU2(D)−distinguished
representation τ of GSp4(E). In particular, we will discuss Prasad’s conjecture for
G = GSp(4) and G = PGSp(4). In section 4.5, we use the regularized Siegel-Weil




In this chapter, we will focus on the period problems of GL(2).
2.1 Introduction
Let F be a non-archimedean local field of characteristic 0. Let WF be the Weil group
of F and let WDF =WF × SL2(C) be the Weil-Deligne group. Assume that τ is an
irreducible smooth representation of GL2(F ), with the Langlands parameter
φτ ∶WDF → GL2(C).
Assume that E/F is a quadratic field extension with Galois group Gal(E/F ) = {1, σ}
associated with a quadratic character ωE/F of F × by the local class field theory. Then
φτ ∣WDE corresponds to an irreducible admissible representation of GL2(E), which is
denoted by BC(τ). Then we have the following results.
Main Theorem (Local) Assume that pi is an irreducible smooth representation
of GL2(E), with a central character ωpi = µσµ−1. The following are equivalent:
• pi is GL2(F )−distinguished;
• pi = BC(τ) ⊗ µ−1 for some irreducible smooth representation τ of GL2(F )
satisfying ωτ = ωE/Fµ∣F× ;
7
8 Chapter 2. Periods of GSp(2)=GL(2)
• the Langlands parameter φpi ∶WDE → GL2(C) is conjugate-orthogonal.
Let s be an element of WF which generates the quotient group
WF /WE = Gal(E/F ) = {1, σ}.
A Langlands parameter φ ∶ WDE → GLn(C) = GL(M) is conjugate-orthogonal if
there is a non-degenerate bilinear form B ∶M ×M → C which satisfies
B(φ(g)m,φ(sgs−1)n) = B(m,n) = B(n,φ(s2)m), ∀m,n ∈M,
for all g in WDE. Similarly, φ is conjugate-symplectic if there is a non-degenerate
bilinear form B on M satisfying
B(φ(g)m,φ(sgs−1)n) = B(m,n) = −B(n,φ(s2)m), ∀m,n ∈M,g ∈WDE.
We also say that φ is conjugate-self-dual of sign +1 (resp. −1) if φ is conjugate-
orthogonal (resp. conjugate-symplectic).
We have a similar result for the global period, which relies heavily on the local
results.
2.2 Preliminaries
Assume that V is a Hausdorff, totally disconnected and locally compact topological
space. Let S(V ) be Schwartz space consisting locally constant functions on V with
compact support, taking values in the complex number field C. More generally,
we may consider S(V,M), i.e. the functions taking values in M, where M is a
topological abelian group.
Representations Assume G is a locally compact, Hausdorff topological group
with a countable basis and totally disconnected. The following results come from
[BR].
Assume that (pi,V ) is a smooth representation of G, i.e. for each element v ∈ V,
the stabilizer of v contains an open compact subgroup of G.
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Theorem 2.2.1 (Frobenius Reciprocity). Assume H is a subgroup of G, and
pi(resp. τ) is a representation of the group G (resp. H), then
HomG(pi, IndGHτ) ≅ HomH(pi∣H , τ).
Recall the definition of contragredient representation (pi∨, V ∨) of (pi,V ). Given
a linear functional L ∈ V ∗ in the full linear dual space of V, we define
(pi∨(g)L)(v) = L(pi(g−1)v) for v ∈ V.
The smooth vectors under the above action form a subspace of V ∗, denoted by V ∨.
Lemma 2.2.2 (Dualization). Assume that H is a subgroup of G, and pi(resp. τ)
is a smooth representation of the group G(resp. H). If pi∨ is the contragredient
representation of pi, then
HomG(indGHτ, pi∨) ≅ HomG(pi, IndGHτ∨).
We also introduce a basic result in the theory of group cohomology.
Proposition 2.2.3 ([Pra13]). Assume M1 and M2 are two finite dimensional rep-
resentations of F ×, then
dim HomF×(M1,M2) = dim Ext1F×(M1,M2).
2.2.1 Base Change Representations
Let E be a quadratic extension of a nonarchimedean local field F with a Galois
group Gal(E/F ) =< σ > . Assume G = GL(n) or GSp(4), where the local Langlands
correspondence for G is known. Given an irreducible generic smooth representation
pi of G(E), with a Langlands parameter
φpi ∶WDE → LG(C),
if there is a smooth generic representation τ of G(F ) such that φpi = φτ ∣WDE , then
we say pi is a base change representation, i.e. pi = BC(τ).
The global case is similar.
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Definition 2. We say that a generic automorphic representation Π of G(AE) is a
base change (resp. weak base change) of a generic automorphic representation pi of
G(A) if Πv = BC(piv) is a base change representation for all (resp. almost all) places
v of F.
There is a parallel definition, called Automorphic Induction.
Definition 3. Assume that pi is an irreducible cuspidal automorphic representation
of GLn(AE) with piσ ≠ pi. If there is an irreducible cuspidal automorphic representa-
tion Π = ⊗vΠv of GL2n(A) such that BC(Π) ≅ pi⊞piσ (the isobaric sum), then we say
that Π is the cuspidal automorphic induction representation of GL2n(A) associated
to pi, denoted by AI(pi).
There is a more general situation that we will not discuss in this thesis, called
Global Langlands functoriality or Langlands transfer in some literature.
2.2.2 Quadratic Spaces
We follow the notation in [Rob01] to introduce the 4−dimensional quadratic spaces.
Let F be a field with characteristic not equal to 2, and let E be a quadratic extension
over F with Galois group Gal(E/F ) = {1, σ}. Assume that D is a quaternion algebra
defined over F with an involution ∗. Then B = D ⊗F E is an algebra over F, with
the Galois action σ and the involution ∗. More precisely, for an element (d⊗ e) ∈ B,
we define (d⊗ e)∗ = d∗ ⊗ e, (d⊗ e)σ = d⊗ σ(e).
Set XD = {x ∈ B∣ x∗ = xσ}. Let q be a quadratic form on the vector space XD over F,
with q(x) = xx∗. We can show the image q(x) lies inside E and is Galois invariant,
i.e. q(x) ∈ F. Then (XD, q) is a 4−dimensional quadratic space over F.
Now we define an F × ×B×−action on XD. Given t ∈ F × and g ∈ B×, we define
(t, g)x = tgxσ(g)∗.
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This action preserves XD, and q((t, g)x) = t2NE/F (gg∗) ⋅ q(x). Thus, the element(t, g) lies inside GO(XD, F ), with similitude factor λXD((t, g)) = t2NE/F (gg∗). In
fact, it lies in the subgroup GSO(XD, F ).
Theorem 2.2.4. [Rob01] There is an exact sequence of algebraic groups
1 // E× // F × ×B× // GSO(XD, F ) // 1
where the first arrow is given by e↦ (NE/F (e−1), e).
Let us consider the vector 1 ⊗ 1 ∈ XD, denoted by y. For arbitrary d ∈ D, the
element (ND/F (d−1), d) ∈ F × × B× fixes the vector y. Set y⊥ to be the subspace
orthogonal to y in XD.
Theorem 2.2.5. [Rob01] Assume that D is a quaternion algebra over F, let y,XD,B
be as above. Then there exist an exact sequence
1→ F × →D× → SO(y⊥, F )→ 1,
and the following commutative diagram




SO(y⊥, F ) //

1
1 // E× // F × ×B× // GSO(XD, F ) // 1
where the inclusion of D× in F × ×B× is given by d↦ (NE/F (d−1), d).
Assume X is a 4−dimensional quadratic space with a quadratic form qX , and
pick one anisotropic vector v0 ∈ X with qX(v0) ≠ 0. Assume Y is a 4−dimensional
quadratic space and L is an anisotropic line in Y. We define that a triple (Y, qY , L)
is equivalent to (X,qX , Fv0) if there is an invertible linear transform T ∶ X → Y
such that qY ○ T = λqX for some λ ∈ F × and T (v0) ∈ L.
Lemma 2.2.6. There are natural 1 − 1 correspondences between the following sets:
(i) the pair (D,E), where D is a quaternion algebra defined over F, and E is a
separable quadratic extension algebra over F ;
12 Chapter 2. Periods of GSp(2)=GL(2)
(ii) the 3-dimensional quadratic space W over F ;
(iii) the 4-dimensional quadratic space (X,qX) with a fixed anisotropic vector v0
such that qX(v0) = 1;
(iv) the triple (Y, qY , L) where L is an anisotropic line in Y.
Proof. (i)⇔ (ii) comes from the Galois cohomology. Since O(3) = SO(3) × µ2, we
have
H1(F,O(3)) ≅H1(F,µ2) ×H1(F,PGL2) ≅ F ×/F ×2 ×Br2(F ).
The Brauer group Br2(F ) corresponds to quaternion division algebras over F, and
the quotient group F ×/F ×2 corresponds to the separable quadratic algebras over F.(ii)⇔ (iii) is easy to see if we choose W = v⊥0 .(iii) is equivalent to (iv) by definition.
Here we have a group isomorphism SO(W ) ≅ PD×(F ) if W = v⊥0 ⊂XD.
Remark 2.2.7. In fact, q(v0) ∈ F ×/F ×2 in (iii) can be any nonzero element in the
number field F.
Let E be a quadratic field extension of a number field F. Let D be a quaternion
algebra over F . Let SD,E be the set of places v of F such that Dv is ramified and v
splits in E.
Proposition 2.2.8. Assume D and D′ are quaternion algebras over a number field
F. Then D ⊗E ≅D′ ⊗E as E−algebras if and only if SD,E = SD′,E.
Proof. As E−algebras, the quaternion algebras are isomorphic if and only if they
are isomorphic at each local place v as Ev−algebras. Given a local place v, there are
only two choices for Dv ∶ the split quaternion algebra and the non-split quaternion
algebra. If v does not split in E, then Ev is a field and Dv ⊗Ev ≅M2(Ev). If Dv is
split, then Dv ⊗Ev ≅M2(Ev). This means
(D ⊗E)v ≅ (D ⊗E)v for v ∉ SD,E ∪ SD′,E.
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One direction is obvious, if SD,E = SD′,E, then D ⊗E ≅ D′ ⊗E. Conversely, assume
that there exists a local place v such that Dv ramified, and Ev ≅ Fv ⊕ Fv but D′v
splits, then
Dv ⊗Ev ≅Dv ⊕Dv and D′v ⊗Ev ≅M2(Fv)⊕M2(Fv).
They are not isomorphic as Ev−algebras, hence D ⊗E is not isomorphic to D′ ⊗E
as E−algebras.
Now, we give one concrete example from [Rob01, Page 273].
Example 2.2.9. Assume that F is a local field of characteristic zero. Let E be
a quadratic extension of F with the Galois group Gal(E/F ) = {1, σ}. Assume that
D1(F ) ≅ M2(F ) is the split quaternion algebra. Let D2 be the unique nonsplit
quaternion algebra defined over F. Then D1(E) ≅ D2(E) ≅ M2(E) with different
















Moreover, D2(F ) can be regarded as ⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎝ e fσ(f) σ(e)
⎞⎟⎠
RRRRRRRRRRRe, f ∈ E




∗ = ⎛⎜⎝ h −f−g e
⎞⎟⎠ , the quadratic spaces are
XD1 = ⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎝f eg σ(f)
⎞⎟⎠ ∣e, f, g ∈ E, σ(e) = −e, σ(g) = −g
⎫⎪⎪⎬⎪⎪⎭,
and XD2 = ⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎝ f −eσ(e) g
⎞⎟⎠ ∣f, g ∈ F, e ∈ E
⎫⎪⎪⎬⎪⎪⎭, with the anisotropic line Fy, where
y = ⎛⎜⎝1 00 1
⎞⎟⎠ .
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2.3 Local Theta Correspondence
In this section, we will recall some results about the local theta correspondence
for similitude groups. There are many references, such as [Kud96], [Rob01] and
[GT11c].
Let F be a local field of characteristic zero. Assume that V (resp. W ) is an
orthogonal (resp. symplectic) vector space over F. Consider the dual pair O(V ) ×
Sp(W ). For simplicity, we may assume that dimV is even . Fix a nontrivial additive
character ψ of F. Let ωψ be the Weil representation for O(V ) × Sp(W ), which can
be described as follows. Fix a Witt decomposition W = X ⊕ Y and let P (Y ) =
GL(Y )N(Y ) be the parabolic subgroup stabilizing the maximal isotropic subspace
Y. Then
N(Y ) = {b ∈ Hom(X,Y )∣ bt = b},
where bt ∈ Hom(Y ∗,X∗) ≅ Hom(X,Y ). The Weil representation ωψ can be realized
on the Schwartz space S(X ⊗ V ) and the action of P (Y ) × O(V ) is given by the
usual formula⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ωψ(h)φ(x) = φ(h−1x), for h ∈ O(V ),
ωψ(a)φ(x) = χV (detY (a))∣detY a∣ 12 dimV φ(a−1 ⋅ x), for a ∈ GL(Y ),
ωψ(b)φ(x) = ψ(⟨bx, x⟩)φ(x), for b ∈ N(Y ),
where χV is the quadratic character associated to discV = (−1)n(n−1)/2 det(V ) ∈
F ×/(F ×)2 and ⟨−,−⟩ is the natural symplectic form on W ⊗ V. To describe the full
action of Sp(W ), one needs to specify the action of a Weyl group element, which
acts by a Fourier transform.
If pi is an irreducible representation of O(V ) (resp. Sp(W )), the maximal
pi−isotypic quotient has the form
pi ⊗Θψ(pi) or pi ⊗ΘV,W,ψ(pi)
for some smooth representation of Sp(W ) (resp. O(V )). We call Θψ(pi) = ΘV,W,ψ(pi)
the big theta lift of pi. It is known that Θψ(pi) is of finite length and hence is
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admissible. Let θψ(pi) = θV,W,ψ(pi) be the maximal semisimple quotient of Θψ(pi),
which is called the small theta lift of pi. Then Howe conjectured that
• θψ(pi) is irreducible whenever Θψ(pi) is non-zero.
• the map pi ↦ θψ(pi) is injective on its domain.
This has been proved by Waldspurger when the residual characteristic p of F is not
2. Recently, it has been proved completely, see [GT16a],[GT16b] and [GS15a] .
Theorem 2.3.1. Howe Conjecture holds.
We may extend the Weil representation to the similitude groups GO(V )×GSp(W ).
Let λV and λW be the similitude factors of GO(V ) and GSp(W ) respectively. We
shall consider the group
R = GO(V ) ×GSp+(W )
where GSp+(W ) is the subgroup of GSp(W ) consisting of elements g such that
λW (g) lies in the image of λV . Define
R0 = {(h, g) ∈ R∣ λV (h)λW (g) = 1}
to be the subgroup of R. The Weil representation ωψ extends naturally to the group
R0 via
ωψ(g, h)φ = ∣λV (h)∣− 18 dimV ⋅dimWωψ(g1,1)(φ ○ h−1)
where
g1 = g ⎛⎜⎝λW (g)
−1 0
0 1
⎞⎟⎠ ∈ Sp(W ).
Here the central elements (t, t−1) ∈ R0 acts by the quadratic character χV (t)dimW2 ,
which is slightly different from the normalization used in [Rob01].
Now we consider the compactly induced representation
Ωψ = indRR0ωψ.
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As a representation of R, Ωψ depends only on the orbit of ψ under the evident
action of ImλV ⊂ F ×. For example, if λV is surjective, then Ωψ is independent of
ψ. And the extended Weil representation Ωψ can be realized on the Schwartz spaceS(ImλV ,S(X ⊗ V )) and the action of MN(Y ) ×GO(V ) is given by the formula⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(Ωψ(h)φ(t))(x) = ∣λV (h)∣− 18 dimW ⋅dimV φ(λV (h)t)(h−1x) for h ∈ GO(V ),
(Ωψ(m)φ(t))(x) = χV (m1)∣m1∣ 12 dimV φ(λW (m)t)(m−11 ⋅ x) for m ∈M,(Ωψ(n)φ(t))(x) = ψ(⟨tnx, x⟩)φ(t)(x) for n ∈ N(Y ),
where m1 ∈ GL(Y ) is associated to m ∈M ≅ GL1 ×GL(Y ).
For any irreducible representation pi of GO(V ) (resp. GSp+(W )), the maximal
pi−isotypic quotient of Ωψ has the form
pi ⊗Θψ(pi)
where Θψ(pi) is some smooth representation of GSp+(W ) (resp. GO(V )). Similarly,
we let θψ(pi) be the maximal semisimple quotient of Θψ(pi). Note that though Θψ(pi)
may be reducible, it has a central character ωΘψ(pi) given by
ωΘψ(pi) = χdimW2V ωpi.
There is an extended Howe conjecture for similitude groups, which says that θψ(pi)
is irreducible whenever Θψ(pi) is non-zero and the map pi ↦ θψ(pi) is injective on its
domain. It was shown by Roberts [Rob96] that this follows from Theorem 2.3.1.
First Occurence Indices for pairs of orthogonal Witt Towers Let Wn be the
2n−dimensional symplectic vector space with associated symplectic group Sp(Wn)
and consider the two towers of orthogonal groups attached to the quadratic spaces
with nontrivial discriminant E. More precisely, let VE = (E,NE/F ),  ∈ F × ∖NE/FE×
V +r = VE ⊕Hr−1 and V −r = VE ⊕Hr−1
and denote the orthogonal groups by O(V +r ) and O(V −r ) respectively. For an ir-
reducible representation pi of Sp(Wn), one may consider the theta lifts θ+r (pi) and
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θ−r (pi) to O(V +r ) and O(V −r ) respectively, with respect to a fixed non-trivial additive
character ψ. Set ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
r+(pi) = inf{2r ∶ θ+r (pi) ≠ 0};
r−(pi) = inf{2r ∶ θ−r (pi) ≠ 0}.
Then Kudla and Rallis, B. Sun and C. Zhu showed:
Theorem 2.3.2 (Conservation Relation). [KR05][SZ15] For any irreducible repre-
sentation pi of Sp(Wn), we have
r+(pi) + r−(pi) = 4n + 4 = 4 + 2 dimWn.
On the other hand, one may consider the mirror situation, where one fixes an
irreducible representation pi of O(V +r ) or O(V −r ) and consider its theta lifts θn(pi)
to the tower of symplectic group Sp(Wn). And we can define
n(pi) = inf{n ∶ θn(pi) ≠ 0}.
Then we have
n(pi) + n(pi ⊗ det) = dimV ±r .
2.4 Computation of Local Theta Lifts
In this section, our aim is to compute the local theta lifts explicitly. Let F be a
p−adic local field, and OF be the the ring of integers with a unique prime ideal p.
Let E/F be a quadratic field extension with Galois group Gal(E/F ) = {1, σ}. Let
ωE/F ∶ F × → C× be the quadratic character associated with E by the local class field
theory. Let W be a 2−dimensional symplectic vector space over F. There are two
types of 4−dimension quadratic spaces with the discriminant of E over F. Set⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
V + = (VE,NE/F )⊕H
V − = V +
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where VE = E as a 2−dimensional vector space over F, and  ∈ F × ∖NE/FE×. Let
V = V + with quadratic form q. We write elements of V as
v = ⎛⎜⎝ a xσ(x) b
⎞⎟⎠ , and the quadratic form q(v) = NE/F (x) − ab.
The quadratic character χV (λ) = (λ,detV )F = ωE/F (λ) for λ ∈ F ×, and the Hasse-
invariant
(V ) = 1.
For any vector v ∈ V −, we define a quadratic form
q−(v) =  ⋅ (NE/F (x) − ab).
The quadratic character χV − = ωE/F and the Hasse-invariant of V − is −1.
By Theorem 2.2.4, we have an isomorphism
GSO(V, q) ≅ GL2(E) × F ×△E× , where △ (t) = (t,NE/F (t−1)), t ∈ E×.
Later, we denote GSO(V +) as GSO(3,1), and denote GSO(V −) as GSO(1,3).
Representations of GSO(V ) Assume that χ is a character of F ×. Given a rep-
resentation pi of GL2(E), then the representation pi ⊗ χ of GL2(E) × F × is a rep-
resentation of GSO(V ) if and only if ωpi = χ ○ NE/F . If so, we denote pi ⊠ χ as





⎫⎪⎪⎬⎪⎪⎭ in V, and assume that P =MN and the Levi subgroup M
is a quotient of T (E) × F ×, where T (E) is the diagonal torus of GL2(E). Assume
that µ ∶ E× → C× is a character, denote VE = E as a 2−dimensional quadratic space
over F. Consider the normalized induced representation IP (µ,χ) of GSO(V ).
Lemma 2.4.1. [GI11, Lemma A.6] For a character µ of E×, we have
IP (µ,χ) = pi((χ ○NE/F )µ,µσ) ⊠ (χ ⋅ µ∣F×).
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Fix a nontrivial additive character ψ of F. Let Ωψ be the Weil representation of
R = GO(V ) ×GSp+(W ).
In fact, we shall only consider the theta correspondence for GSO(V ) × GSp+(W ).
There is no significant loss in restricting to GSO(V ) because of the following lemma.
Lemma 2.4.2. Assume that dimW = 2 and dimV = 4. Let pi (resp. τ) be an
irreducible representation of GSp+(W ) (resp. GO(V )) and suppose that
HomR(Ωψ, pi ⊗ τ) ≠ 0.
Then the restriction of τ to GSO(V ) is irreducible. If ν0 = λ−2V ⋅ det is the unique
nontrivial quadratic character of GO(V )/GSO(V ), then τ ⊗ν0 does not participates
in the theta correspondence with GSp+(W ).
We follow the proof in [GT11c, Lemma 2.4].
Proof. Note that τ is irreducible when restricted to GSO(V ) if and only if τ⊗ν0 ≠ τ.
Consider τ ∣O(V ) = ⊕iτi by [Rob96], and τi∣SO(V ) is irreducible and τi⊗ν0 ≠ τi by Rallis’s
result, which can be found in [Pra93, Section 5, Page 282]. And if τ participates
in the theta correspondence with GSp+(W ), we know τi ⊗ ν0 does not participate
in the theta correspondence with Sp(W ) by Rallis’s result as well. This implies
that τ ⊗ ν0 ≠ τ and τ ⊗ ν0 does not participate in the theta correspondence with
GSp+(W ).
In general, let dimW = 2n and dimV = 2n+2. Given an irreducible representation
pi of Sp(W ), the restriction of the theta lift θψ(pi) to SO(V ) is irreducible, see [Pra93,
Page 282].
Proposition 2.4.3. Suppose that pi is a supercuspidal representation of GO(V )
(resp. GSp+(W )). Then Θψ(pi) is either zero or an irreducible representation of
GSp+(W ) (resp. GO(V )).
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One can see the proof in [Kud96] and [GT11c]. This proposition also holds when
pi is a discrete series [Mui08], or pi is tempered for the almost equal rank case [GI14,
Appendix C], but we do not use this result in this Chapter.
GO(3,1) Consider the map h ∶ ⎛⎜⎝ a xσ(x) d
⎞⎟⎠ ↦
⎛⎜⎝a σ(x)x d
⎞⎟⎠ , then h ∈ GL4(F ) and
det(h) = −1, q(v) = q(hv). Then h ∈ GO(3,1), but does not lie in the connected
component containing 1, i.e. h ∈ GO(3,1) ∖GSO(3,1). Hence
GO(V, q) = GSO(V, q)⋊ < h >, where h(g, λ)h−1 = (g¯, λ).
From now on, if we say that χ is a character of GL2(F ), it means χ ○ det ∶
GL2(F )→ C. And a character χ of the inner form D×(F ) of GL2(F ) means χ○ND/F .
2.4.1 Whittaker Model
Given an irreducible representation Σ of GSO(V ), we consider the Whittaker model
of the big theta lift Θψ(Σ).
Recall, for n(x) = ⎛⎜⎝1 x0 1
⎞⎟⎠ ∈ GSp+(W ) and φ ∈ S(NE/FE× × V ), we have
n(x)φ(t, v) = ψ(tx ⋅ q(v))φ(t, v).
Recall that the Weil representation is realized on the Schwartz space Ω = S(NE/FE×, S(V )).
Given a nonzero element a ∈ F ×, set
ΩN,ψa = S(NE/FE×, S(V ))/ < n(x)φ − ψ(ax)φ > .
We consider the set
Va = {(t, v) ∈ NE/FE× × V ∣ tq(v) = a},
and pick a point (1, ya) ∈ Va, where ya = ⎛⎜⎝a 00 −1
⎞⎟⎠ ∈ V. Let Z be the center of GL(W ).
Since GSO(V ) ×Z acts on Va transitively with the action
(h, b)(t, v) = (λV (h) ⋅ b2t, bh−1v),
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it follows that ya has the stabilizer
Ja = {(h, b) ∈ (GSO(V ) ×Z) ∩R0∣ hya = bya} ⊂ Pa ×Z,
where Pa is the closed subgroup of GSO(V ) fixing the anisotropic line Fya in V.
Proposition 2.4.4. Given an irreducible smooth representation Σ of GSO(V ), we
have HomN(Θψ(Σ), ψa) ≅ HomGSO(V )(ΩN,ψa ,Σ) ≅ HomSO(y⊥a)(Σ∨,C).
Proof. We restrict the functions to the subset Va and consider the exact sequence
0 // ker // Ω // S(Va) // 0 ,
where Va = {(t, v) ∈ NE/FE× × V ∣ tq(v) = a}. Since the functions φ lying inside ker
can be generated by the elements of form n(x)φ − ψ(ax)φ and N acts on S(Va) as
a character ψa, we have
(ker)N,ψa = 0, ΩN,ψa ≅ S(Va) ≅ indGSO(V )×ZJa C.




C = indGSO(V )×ZPa×Z indPa×ZJa C ≅ indGSO(V )×ZPa×Z S(F ×) ≅ indGSO(V )Pa S(F ×)
and S(F ×) ≅ indPa
SO(y⊥a)C, so the Jacquet module ΩN,ψa is
ΩN,ψa ≅ indGSO(V )SO(y⊥a) C.
Then by the universal property of theta lifting and Frobenius Reciprocity, we have
HomN(Θψ(Σ), ψa) ≅HomN×GSO(V )(Ω, ψa ⊗ Σ)≅HomGSO(V )(ΩN,ψa , Σ)≅HomGSO(V )(indGSO(V )SO(y⊥a) C, Σ)≅HomGSO(V )(Σ∨, IndGSO(V )SO(y⊥a) C)≅HomSO(y⊥a)(Σ∨∣SO(y⊥a), C).
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Mixed model Now we introduce the mixed model following [Kud96, Section
III.4]. From the Witt decomposition W =X + Y and
V = Fv0 + VE + Fv∗0 (v0 = ⎛⎜⎝1 00 0




V ⊗X + V ⊗ Y = (Fv0 ⊗W ) + VE ⊗ (X + Y ) + (Fv∗0 ⊗W ).
Note that the two isotropic subspaces Fv0⊗X and Fv∗0⊗Y are paired via the natural
symplectic form < −,− > on V ⊗W. The intertwining map
I ∶ S(V ⊗X)→ S(VE ⊗X)⊗ S(W ⊗ v∗0)
is given by a partial Fourier transform: for v ∈ VE ⊗X, x ∈ v∗0 ⊗ Y, y ∈ v∗0 ⊗X, and
z ∈ v0 ⊗X, we have







Let Q be the maximal parabolic subgroup of SO(V ) which stabilizes Fv0, and let
U be its unipotent radical. Then for h = (⎛⎜⎝1 b1
⎞⎟⎠ ,1) ∈ U, we have
I(ωψ(h)ϕ)(v, x, y) = ψ(x ⋅ trE/F (bσ(v)))ψ(−NE/F (b)xy)(Iϕ)(v, x, y).
For an element m in the Levi subgroup of Q, set m = (⎛⎜⎝1 d
⎞⎟⎠ , λ), we have
I(ωψ(m)ϕ)(v, x, y) = ∣λ∣(Iϕ)( v
λσ(d) , xλN(d) , λy).
For g ∈ Sp(W ), regard (Iϕ)(v, x, y) = (Iϕ)(x, y)(v) as a function defined on S(v∗0 ⊗
W ) taking values in S(VE ⊗X), then we have
I(ωψ(g)ϕ)(v, x, y) = ⎛⎝ω0(g)(Iϕ)(g−1 ⎛⎜⎝xy
⎞⎟⎠)⎞⎠(v)
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where ω0 is the Weil representation of Sp(W ) × SO(VE).
Now we extend the Weil representation ωψ on SO(V ) × Sp(W ) to the group R0
and consider the compact induction
Ωψ = indRR0ωψ.
Assume that ψE is an additive character of E, which is isomorphic to the
unipotent radical subgroup U of a parabolic subgroup of GSO(V ), defined by
ψE(b) = ψ(trE/F (b)).
Proposition 2.4.5. Assume that σ is an irreducible representation of GSp+(W ),
then
HomU(Θψ(σ), ψE) ≅ HomN(σ,ψ).
Proof. Set Ω = S(W,S(NE/FE×) ⊗ S(VE)). We consider the restriction map at the
point 0 ∈W, then we can get
0 // ker // Ω // S(NE/FE×)⊗ S(VE) // 0.
Since U acts trivially on S(NE/FE×)⊗ S(VE), it follows that
ΩU,ψE ≅ (ker)U,ψE .
The group GSp+(W )×U acts transitively on the set NE/FE××(W∖{0}). Pick a point
(1,⎛⎜⎝10
⎞⎟⎠) ∈ NE/FE× ×W with stabilizer N ×U. Then ker ≅ indGSp+(W )×UN×U S(VE). Here
S(VE) is an N ×U−module, for f ∈ S(VE), n = ⎛⎜⎝1 n1
⎞⎟⎠ ∈ N, and b = (
⎛⎜⎝1 b1
⎞⎟⎠ ,1) ∈ U,
then we have
ωψ(n, b)f(v) = ψE(bσ(v))ψ(nNE/F (v)) ⋅ f(v).
Consider (ker)U,ψE . Then only the function defined at point v = 1 can survive, which
means (ker)U,ψE ≅ indGSp+(W )N Cψ.
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Hence, we have
HomU(Θψ(σ), ψE) ≅HomU×GSp+(W )(Ω, ψE ⊗ σ)≅HomGSp+(W )(ΩU,ψE , σ)≅HomGSp+(W )((ker)U,ψE , σ)≅HomGSp+(W )(indGSp+(W )N ψ, σ)≅HomN(σ∨, ψ−1)≅HomN(σ,ψ).
Corollary 2.4.6. Assume that σ is an irreducible representation of GSp+(W ), then
σ is ψ−generic if and only if the big theta lift Θψ(σ) is a generic representation of
GSO(3,1).
Here we use the fact that all Whittaker data are equivalent for GSO(3,1).
2.4.2 Principal Series
Assume that B is a Borel subgroup of GSp(W ) with a Levi subgroup T. We define
a subgoup B+ = B ∩ GSp+(W ) and its torus subgroup T + = T ∩ B+. Then we can
begin to compute the local theta lift from GSp+(W ) to GSO(V ).
Let us start from the irreducible principal series representations of GSp(W ). Set
GL+2 = GL+2(F ) = GSp+(W ) = {g ∈ GL2(F )∣ωE/F (det(g)) = 1}.
Lemma 2.4.7. Assume that τ is an irreducible infinite dimensional representation
of GSp(W ), then τ ∣GL+2 is reducible if and only if τ ⊗ ωE/F ≅ τ, in which case, we
call it dihedral with respect to E.
Proof. Let ωE/F ∶ GSp(W )→ C× be a character of GSp(W ). Set ωE/F (g) = ωE/F (det(g)),
then
kerωE/F = GL+2 .
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And
HomGL+2(τ ∣GL+2 , τ ∣GL+2) ≅ HomGL2(F )(τ, Ind(τ ∣GL+2))≅ HomGL2(F )(τ, τ ⊕ (τ ⊗ ωE/F )).
Its dimension is two if and only if τ ≅ τ ⊗ ωE/F .
Theorem 2.4.8. Assume that τ = pi(χ1, χ2) is an irreducible pricipal series repre-
sentation of GSp(W ). Then χ1 ≠ χ2 ⋅ ∣ − ∣±1.
(i) If τ ≇ τ ⊗ ωE/F and χ1 ≠ χ2ωE/F ∣ − ∣±1, then τ ∣GL+2 is irreducible and
Θψ(τ+) = θψ(τ+) ≅ pi(χ2 ○NE/F , χ1 ○NE/F ) ⊠ χ1χ2χV .
(ii) If τ = pi(χ3, χ3ωE/F ) is dihedral with respect to E, then τ ∣GL+2 ≅ τ+ ⊕ τ− and
Θψ(τ+) = θψ(τ+) ≅ pi(χ3 ○NE/F , χ3 ○NE/F ) ⊠ ωτωE/F ,
while the other θψ(τ−) = 0, where τ+ is the ψ−generic component of τ ∣GL+2 and
τ−is its ψ−generic component.
(iii) If τ = pi(∣ − ∣ 12 , ∣ − ∣− 12ωE/F )⊗ χ4 or pi(∣ − ∣ 12 , ∣ − ∣− 12ωE/F )⊗ χ4ωE/F , then τ ∣GL+2 is
irreducible, Θψ(τ ∣GL+2) ≅ (pi(∣ − ∣1/2E , ∣ − ∣−1/2E )⊗ χ4 ○NE/F ) ⊠ χ4 ○N and
θψ(τ ∣GL+2) ≅ χ4 ○NE/F ⊠ χ4 ○NE/F .
Proof. (i) The strategy is to compute the normalized Jacquet module. Let N be the
unipotent radical of the group GSp+(W ). Set δB+(⎛⎜⎝a b
⎞⎟⎠) = ∣ab ∣ for ab ∈ NE/FE×
and RB+(S(NE/FE×, S(V ))) = JN = δ−1/2B+ ⋅ S(V ×NE/FE×)< n(x)φ − φ > where n(x) ∈ N.
Consider the restriction map Ω = S(NE/FE××V )→ S(NE/FE××{0}), i.e. evaluating
at 0 ∈ V. Then we have an exact sequence of R−modules
0 // S(NE/FE×)⊗ S(V ∖ {0}) // Ω // S(NE/FE×) // 0.
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Recall that n(x)φ(t, v) = ψ(tx ⋅ q(v))φ(t, v) and
⎛⎜⎝a b
⎞⎟⎠φ(t, v) = χV (b−1)∣b∣−2φ(abt, b−1v),
where ab ∈ NE/FE×. Then N acts trivially on S(NE/FE×). Since the Jacquet functor
is exact, we obtain an exact sequence of (T + ×GSO(V ))−modules
0 // RB+(S(NE/FE×)⊗ S(V ∖ {0})) // JN // RB+(S(NE/FE×)) // 0, (∗)
where B+ ⊂ GL+2 is the Borel subgroup, T + is the diagonal torus subgroup. Observe
that the set NE/FE× ≅ T + ⋅ 1F with stabilizer T + ∩ SL2, then
RB+(S(NE/FE×)) ≅ indT+T+∩SL2(F )µ,
where µ(⎛⎜⎝a b
⎞⎟⎠) = χV (b−1)∣b∣−1 if
⎛⎜⎝a b
⎞⎟⎠ ∈ SL2(F ).
Now we consider another restriction map
S(NE/FE× × (V ∖ {0}))→ S(NE/FE× × (V0 ∖ {0})),
where V0 = {v ∈ V ∣ q(v) = 0}, then there is an exact sequence
S(NE/FE× × (V ∖ V0))   // S(NE/FE× × (V ∖ {0})) // // S(NE/FE× × (V0 ∖ {0})).(∗∗)
Given a function φ ∈ S(NE/FE× × (V0 ∖ {0})), we have n(x)φ(t, v) = φ(t, v) which is
a trivial action. For the function φ ∈ S(NE/FE× × (V ∖ V0)), we have
∫
p−k n(x)φ(t, v)dx = ∫p−k ψ(xt ⋅ q(v))φ(t, v)dx = 0
for sufficiently large k ∈ Z. The reason is that for q(v) ≠ 0, we assume the conductor
of ψ is p−k, then the integral of a non-trivial additive character ψ on the conductor is
zero. Since the function φ ∈ S(NE/FE××(V ∖V0)) can be generated by the elements
of forms n(x)φ − φ, by taking the normalized Jacquet functor RB+ of (∗∗) , we can
get an isomorphism of T +−modules
RB+(S(NE/FE×)⊗ S(V ∖ {0})) ≅ RB+(S(NE/FE× × (V0 ∖ {0}))).
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Pick a point
⎛⎝1,⎛⎜⎝1 00 0
⎞⎟⎠⎞⎠ ∈ NE/FE× × (V0 ∖ {0}), the similitude group GSO(V ) acts
trasitively on the set NE/FE× × (V0 ∖ {0}), then we have
GSO(V ).v = NE/FE× × (V0 ∖ {0}) (as sets)
and the stabilizer of v is the derived subgroup [P,P ], where P ⊂ GSO(3,1) is the
stabilizer of the variety
NE/FE× × F × = {(t, yx) ∈ NE/FE× × (V0 ∖ {0})∣yx = ⎛⎜⎝x 00 0
⎞⎟⎠ ∈ V0 ∖ {0}}.
Hence, we have
S(NE/FE× × (V0 ∖ {0})) ≅ indGSO(3,1)P indP[P,P ]C = indGSO(V )P S(F × ×NE/FE×),
i.e. RB+(S(NE/FE×)⊗ S(V ∖ {0})) ≅ indGSO(3,1)×T+P×T× S(NE/FE× × F ×)⊗ δ−1/2B+ .
Now we can rephrase the exact sequence (∗) as following:
0 // ind
GSO(3,1)×T+
P×T× S(NE/FE× × F ×)⊗ δ−1/2T+ // JN // indT+T+∩SL2(F )µ // 0.
Let χ = (χ1⊗χ2)∣T+ be a character of T +. Since the functor HomT+(−, χ) is left exact
and contravariant, we have a long exact sequence
0 // HomT+(indT+T+∩SL2(F )µ, (χ1 ⊗ χ2)∣T+) // HomT+(JN , (χ1 ⊗ χ2)∣T+) //
HomT+(RB+(S(NE/FE×)⊗S(V0∖{0})), (χ1⊗χ2)∣T+)→ Ext1T+(indT+T+∩SL2(F )µ, (χ1⊗χ2)∣T+)→ ⋯
• the first term
HomT+(indT+T+∩SL2(F )µ, (χ1 ⊗ χ2)∣T+) ≅ HomT+((χ−11 ⊗ χ−12 )∣T+ , IndT+T+∩SL2(F )µ−1)≅ HomT+∩SL2(F )((χ−11 ⊗ χ−12 )∣T+∩SL2(F ), µ−1)= 0.
The last identity holds because for ab = 1, we have
(χ−11 ⊗ χ−12 )⎛⎜⎝a b
⎞⎟⎠ = ⋅χ1χ2 (b) ≠ µ−1(b) = χV (b)∣b∣ unless χ1 = χV χ2∣ − ∣.
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• the fourth term
Ext1T+(indT+T+∩SL2(F )µ, δ1/2(χ1 × χ2)∣T+) ≅ Ext1T+(δ−1/2(χ−11 × χ−12 )∣T+ , IndT+T+∩SL2(F )µ−1)= 0
by the same reason if χ1 ≠ χ2χV ∣ − ∣.
• Hence, for χ1 ≠ χ2χV ∣ − ∣, we have
Hom(Θψ(τ ∣GL+2),C) ≅ HomGSp+(W )(Ω, τ ∣GL+2)≅ HomT+(JN , (χ1 × χ2)∣T+)≅ HomT+(indGSO(3,1)×T+P×T+ S(NE/FE× × F ×)⊗ δ−1/2, (χ1 × χ2)∣T+).




⎞⎟⎠ , λ)⎞⎠φ(t, x) = χV (b−1)∣b∣−2∣λ2N(d)∣−1φ(abλ2NE/F (d)t, λ−1b−1x).
Due to [GG05, Lemma (9.4)], the χ−isotypic quotient of indGSO(V )P S(F × ×NE/FE×)
in Ω is χ⊗ indGSO(V )P χ−1. Hence we have
HomT+(indGSO(V )×T+P×T+ S(NE/FE××F ×)⊗δ−1/2, (χ1×χ2)∣T+) ≅ Hom(IP (χ1χ2χV , χ1○NE/F ),C),
where P =MN and M ≅ GL1(F ) ×E×. Hence
Hom(Θψ(τ ∣GL+2),C) ≅ Hom(pi(χ2 ○NE/F , χ1 ○NE/F ) ⊠ χ1χ2χV ,C),
and taking the smooth part of the full linear dual, we can get
Θψ(τ ∣GL+2) ≅ pi(χ2 ○NE/F , χ1 ○NE/F ) ⊠ (χ1χ2χV ) if χ1 ≠ ωE/Fχ2∣ − ∣±1.
(ii) By the computation above, we have
HomGSp+(W )(Ω, τ ∣GL+2) ≅ HomT+(indGSO(3,1)×T+P×T+ S(NE/FE××F ×)⊗δ−1/2B+ , (χ3×χ3ωE/F )∣T+).
Then Θψ(τ+)⊕Θψ(τ−) ≅ pi(χ3○NE/F , χ3○NE/F )⊠χ23 and the later one is irreducible.
Hence, only one of the two representations τ± participates in the theta correspon-
dence between GSO(V ) and GL+2 , denoted by τ+, so that θψ(τ−) = 0. Since Θψ(τ+)
is generic, we deduce that τ+ is ψ−generic by Corollary 2.4.6.
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(iii) We may assume χ4 is trivial, then τ ∣GL+2 ≅ pi(∣ − ∣− 12ωE/F , ∣ − ∣ 12 )∣GL+2 in both
cases. Then using the same trick, we can obtain Θψ(τ ∣GL+2) ≅ pi(∣ − ∣ 12E, ∣ − ∣− 12E ) ⊠ C,
where ∣− ∣E = ∣− ∣ ○NE/F . And the small theta lifting is θψ(τ ∣GL+2) ≅ C⊠C. In general,
we have
Θψ(τ ∣GL+2) ≅ (pi(∣−∣ 12E, ∣−∣− 12E )⊗χ4○NE/F )⊠χ4○NE/F and θψ(τ ∣GL+2) ≅ χ4○NE/F⊠χ4○NE/F .
Now we finish the proof.
Remark 2.4.9. The method taking the long exact sequence is also suitable for
reducible principal series representations of GL2(F ).
Let us turn the tables around. Assume Σ = pi⊠χ is an irreducible representation
of GSO(V ), where ωpi = χ ○NE/F . We only consider the big theta lift from GSO(V )
to GSp+(W ) due to Howe Duality.
Theorem 2.4.10. Assume that pi is an irreducible principal series representation
of GL2(E), set Σ = pi ⊠ χ, then Θ(Σ) = 0 if pi ≠ piσ. Suppose that pi = BC(τ).
(i) If τ = pi(χ1, χ2) is a principal series and χ1χ−12 is neither 1 nor ωE/F , then
(a) Θψ(pi ⊠ χ1χ2ωE/F ) = pi(χ2, χ1)∣GL+2 and
(b) Θψ(pi ⊠ χ1χ2) = pi(χ2, χ1ωE/F )∣GL+2 .
(ii) If τ is a dihedral principal series, i.e. pi = pi(χ3 ○NE/F , χ3 ○NE/F ), where χ3
is a character of F ×, we consider the representations Σ1 = pi ⊠ χ23ωE/F and
Σ2 = pi ⊠ χ23, then
(a) Θψ(Σ1) = pi(χ3, χ3)∣GL+2 and
(b) Θψ(Σ2) = Ext1GL+2(τ−, τ+), where pi(χ3, χ3ωE/F )∣GL+2 = τ+ ⊕ τ−, τ+ is the
ψ−generic component and τ− is the ψ−generic component of pi(χ3, χ3ωE/F )∣GL+2 .
(iii) If τ is dihedral supercuspidal with respect to E, i.e. pi = BC(τ) = pi(χ4, χσ4) and
χ4 ≠ χσ4 , then the theta lift θψ(pi ⊠ ωτ) is zero and
Θψ(pi ⊠ ωτωE/F ) = θψ(pi ⊠ ωτωE/F ) = τ+,
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where τ+ is the ψ−generic component of τ ∣GL+2 .
Proof. Consider the mixed model, and set Ω = S(NE/FE×)⊗S(W )⊗S(VE). Fix the
parabolic subgroup P ⊂ GSO(V ) which stabilizes the isotropic line Fv0, and
P =MU, where U = {n(b) = ⎛⎜⎝1 b1
⎞⎟⎠ ∶ b ∈ E} ≅ E.
Considering the restriction map, i.e. evaluation at 0 ∈W, we get an exact sequence
0 // ker // Ω // S(NE/FE×)⊗ S(VE) // 0 (∗)
as GSp+(W ) × GSO(V )−modules. Set JU = δ−1/2M ⋅ Ω⟨n(b)φ−φ⟩ to be the normalized
Jacquet module, where the modular character δM is given by
δM(⎛⎜⎝a d
⎞⎟⎠ , s) = ∣NE/F (ad−1)∣ for a, b ∈ E×, s ∈ F ×.
The unipotent subgroup U acts trivially on S(NE×)×S(VE).And the group GSp+(W )×




Q′ C ≅ indGSp+(W )×MB+×M S(NE× × F ×)⊗ δ−1/2M ,
where
Q′ = {(g,m) ∈ (GSp+(W ) ×M) ∩R0∣ g1 ⎛⎜⎝10
⎞⎟⎠ =
⎛⎜⎝s ⋅NE/F (a)0
⎞⎟⎠} ⊂ B+ ×M
is the stabilizer of (1,⎛⎜⎝10
⎞⎟⎠) ∈ NE/FE× × (W ∖ {0}), and
m = {⎛⎜⎝a d





Recall that for (g,m) ∈ GL+2 ×M and f ∈ S(NE×)⊗ S(F ×), we have
(g,m)f(t,⎛⎜⎝x0
⎞⎟⎠)(0) = ∣s⋅NE/F (d)∣−1⎛⎝ω0(g1)f(det g⋅λV (m)⋅t, g−1
⎛⎜⎝s ⋅NE/F (a)x0
⎞⎟⎠)⎞⎠(0).
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Taking the normalized Jacquet functor RP on the exact sequence (∗), we obtain
0 // ind
GSp+(W )×M
B+×M S(NE/FE× × F ×)⊗ δ−1/2M // JU // RP (S(NE/FE×)⊗ S(VE)) // 0 ,
which is an exact sequence as GSp+(W ) ×M−modules. Assume that pi = pi(µ1, µ2)
is irreducible and µ1µ2 = χ ○NE/F , then
HomGSO(V )(Ω,Σ) ≅ HomM(JU , χM), where χM(⎛⎜⎝1 d
⎞⎟⎠ , s) = µ2(d)χ(s).
If µ1 ≠ µσ1 and µ2 ≠ µσ2 , then
HomM(indGSp+(W )×MB+×M S(NE/FE× × F ×)⊗ δ−1/2M , χM) = 0.
If µ1µ−12 ∣F× ≠ 1 or χ ≠ µ2∣F× , then
HomM(RP (S(NE/FE×, S(VE))), χM) = 0.
So pi ≠ piσ will imply the full linear dual (Θ(Σ))∗ = Hom(Ω,Σ) = 0, so that Θ(Σ) = 0.
If pi = piσ, then pi = BC(τ).
(i) If τ is a principal series representation, by a similar computation in Theorem
2.4.8, taking the long exact sequence, we can get
HomGSO(V )(Ω, pi ⊠ (χ1χ2ωE/F )) ≅ Hom(pi(χ2, χ1)∣GL+2 ,C) if χ1 ≠ χ2ωE/F .
Since τ is not dihedral, we take the smooth parts of the full dual (pi(χ2, χ1)∣GL+2)∗
and Θψ(pi ⊠ χ1χ2ωE/F )∗ on both sides to deduce the isomorphism
Θψ(pi ⊠ χ1χ2ωE/F ) ≅ pi(χ2, χ1)∣GL+2 (irreducible).
Since BC(τ) = BC(pi(χ1ωE/F , χ2)), we can easily get
Θψ(pi ⊠ χ1χ2) = pi(χ2, χ1ωE/F )∣GL+2 ,
which is an irreducible representation of GSp+(W ).
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(ii) If τ is dihedral with respect to E and pi = BC(pi(χ3, χ3)), then
Θψ(Σ1) = pi(χ3, χ3)∣GL+2 .
By comparing with Theorem 2.4.8(ii), we can obtain θψ(Σ2) = τ+, where τ+ is
the ψ−generic component of pi(χ3, χ3ωE/F )∣GL+2 . And we have an exact sequence
0 // (τ+)∗ // (Θψ(Σ2))∗ // (τ+ ⊕ τ−)∗ // ⋯
while we can not deduce Θψ(Σ2)∨ directly. But
τ+ ⊕ τ− // Θψ(Σ2) // τ+ // 0
is exact and Ext1(τ+, τ+) = 0 by [Pra13, Lemm 8], so there is only one chance
that could happen, which is
Θψ(Σ2) = Ext1(τ−, τ+).
(If Θψ(Σ2) = θψ(Σ2) = τ+, then Σ2 is not PD×−distinguished, which implies
that pi is not D×−distinguished. This is false when χ23 ○NE/F = 1. )
(iii) If pi = pi(χ4, χσ4) and χ4 ≠ χσ4 , we will use Local-Global principle in Theo-
rem 2.4.14 to show that
θψ(τ+) = pi ⊠ ωτ+ωE/F , where τ+ is ψ − generic component of τ ∣GL+2 .
By Howe Duality for the similitude groups, we can obtain
Θψ(pi ⊠ ωτωE/F ) = θψ(pi ⊠ ωτωE/F ) ≅ τ+ (supercuspidal).
Since χ4∣F× = ωτωE/F ≠ ωτ and χ4 ≠ χσ4 , we have Θ(pi ⊠ ωτ) = 0.
Then we are done.
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2.4.3 Steinberg Representations
Now we consider the Steinberg representation which is the unique quotient of a
reducible principal series representation.
Theorem 2.4.11. Let StF be the Steinberg representation of GL2(F ), then St =
StF ∣GL+2(F ) is irreducible and Θ(St) = θ(St) ≅ BC(StF ) ⊠ ωE/F .
Proof. Set JN = δ−1/2B+ ⋅ S(NE××V )<n(x).φ−φ> where φ ∈ S(NE× × V ).
As in the proof of Theorem 2.4.8, we can get the exact sequence
0 // ind
GSO(3,1)×T+
P×T+ S(NE× × F ×)⊗ δ−1/2B+ // JN // indT+T+∩SL2(F )µ // 0.
where µ(⎛⎜⎝a b
⎞⎟⎠) = χV (b−1)∣b∣−1, for ab = 1. By the definition of Steinberg represen-
tation, one has a short exact sequence
0 // StF // Ind
GL2(F )
B (∣ − ∣1/2 × ∣ − ∣−1/2) // C // 0.
The sequence is the same when restricted to the subgroup GL+2 . Since HomGL+2(F )(Ω,−)
is a left exact functor, we have an embedding
HomGSp+(W )(Ω, St)   // HomGSp+(W )(Ω, IndGL2(F )B (∣ − ∣1/2 × ∣ − ∣−1/2)).
Since the Jacquet functor is adjoint to the induction functor, a similar computation
as in the proof of Theorem 2.4.8 gives an injection
(Θψ(St))∗   // HomT+(JN , (∣ − ∣1/2 × ∣ − ∣−1/2))
i.e. (Θψ(St))∗ ↪ Hom(indGL2(E)B(E) (∣ − ∣−1/2E × ∣ − ∣1/2E ) ⊠ ωE/F ,C). Then the map
ind
GL2(E)
B(E) (∣ − ∣−1/2E × ∣ − ∣1/2E ) ⊠ ωE/F ↠ Θψ(St) is surjective.
Moreover, there is a nonzero map Ω→ (StE ⊠ωE/F )⊗ IndGL2(F )B (∣− ∣1/2× ∣− ∣−1/2),
i.e.
Θψ(StE ⊠ ωE/F ) ≠ 0.
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This is because HomGL+2(Ωψ, pi(∣− ∣1/2, ∣− ∣−1/2)) ≅ (pi(∣− ∣−1/2E , ∣− ∣1/2E )⊠ωE/F )∗(the full
dual), so that
HomGSO(V )((StE ⊠ ωE/F )∨,HomGL+2(Ωψ, pi(∣ − ∣1/2, ∣ − ∣−1/2))) is nonzero.
Here (StE ⊠ ωE/F )∨ is the smooth part of the full dual space (StE ⊠ ωE/F )∗, which
is a subspace of (pi(∣ − ∣−1/2E , ∣ − ∣1/2E ) ⊠ ωE/F )∗. This means that there is a nonzero
GSO(V ) ×GL+2−equivariant map from Ωψ to ((StE ⊠ ωE/F )∨)∗ ⊗ pi(∣ − ∣1/2, ∣ − ∣−1/2).
But Ωψ is smooth, the image is smooth as well, which lies inside
(StE ⊠ ωE/F )∨∨ ⊗ pi(∣ − ∣1/2, ∣ − ∣−1/2) ≅ StE ⊠ ωE/F ⊗ pi(∣ − ∣1/2, ∣ − ∣−1/2).
Since St is ψ−generic, we have Θψ(St) ≠ 0 by Corollary 2.4.6, and
θψ(St) ≅ StE ⊠ ωE/F .
Now let us focus on Θψ(St), which is a nonzero quotient of pi(∣− ∣−1/2E , ∣− ∣1/2E )⊠ωE/F .
There are two possibilities: Θψ(St) ≅ θψ(St) or pi(∣ − ∣−1/2E , ∣ − ∣1/2E )⊠ ωE/F . If Θψ(St)
is reducible, then there is a surjective map
Ωψ → St⊗Θψ(St) = St⊗ pi(∣ − ∣−1/2E , ∣ − ∣1/2E ) ⊠ ωE/F ).
And there is an exact sequence
0 // St∗ // HomGSO(V )(Ωψ, pi(∣ − ∣−1/2E , ∣ − ∣1/2E ) ⊠ ωE/F )
Considering the mixed model, we can show that
HomGSO(V )(Ωψ, pi(∣ − ∣−1/2E , ∣ − ∣1/2E ) ⊠ ωE/F ) ≅ (pi(∣ − ∣1/2, ∣ − ∣−1/2))∗.
Then pi(∣ − ∣1/2, ∣ − ∣−1/2) ↠ St is surjective, while pi(∣ − ∣1/2, ∣ − ∣−1/2) only contains a
one-dimensional quotient of GL+2(W ). Then we obtain that St is one-dimensional,
and get a contradiction! Hence Θψ(St) ≅ θψ(St) is irreducible.
Theorem 2.4.12. Let Stχ = StF ⊗ χ be the twisted Steinberg representation of
GL2(F ). Then BC(Stχ) is an irreducible representation of GL2(E), and BC(Stχ)⊠
χ2ωE/F is an irreducible representation of GSO(V ). Moreover, we have
θψ(BC(Stχ)⊠χ2) = 0 and Θψ(BC(Stχ)⊠χ2ωE/F ) = θψ(BC(Stχ)⊠χ2ωE/F ) ≅ Stχ∣GL+2(F ).
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Proof. We may assume that χ is trivial. By the definition of StF , we have an exact
sequence
0 // StF // Ind
GL2(F )
B(F ) (∣ − ∣1/2 × ∣ − ∣−1/2) // C // 0.
Now we denote St = StF ∣GL+2 and StE = BC(StF ). Then we have an embedding
0→ Hom(Θ(StE ⊠ωE/F ),C)→ HomGSO(V )(Ω, IndGSO(V )P ((∣− ∣1/2E × ∣− ∣−1/2E ⊠ωE/F )).
Consider the mixed model as in the proof of Theorem 2.4.10, we have
HomGSO(V )(Ω, pi(∣ − ∣1/2E , ∣ − ∣−1/2E ) ⊠ ωE/F ) ≅ Hom(IndGL+2(F )B+(F ) (∣ − ∣−1/2 × ∣ − ∣1/2),C).
Hence, we obtain a surjection
Ind
GL+2(F )
B+(F ) (∣ − ∣−1/2 × ∣ − ∣1/2) // Θ(BC(StF ) ⊠ ωE/F ) // 0 .
We have shown that Θψ(StE ⊠ ωE/F ) is nonzero in Theorem 2.4.11. Hence,
θψ(BC(StF ) ⊠ ωE/F ) ≅ St = StF ∣GL+2 .
With the same trick used in the proof of Theorem 2.4.11, we can obtain
Θψ(StE ⊠ ωE/F ) = θψ(StE ⊠ ωE/F ) = StF ∣GL+2 .
By comparing with the theta lift from GSp+(W ) to GSO(V ), we can get
θψ(BC(Stχ) ⊠ χ2) = 0.
In summary, we have Θψ(St) = θψ(St) = StE ⊠ ωE/F and
Θψ(StE ⊠ ωE/F ) = θψ(StE ⊠ ωE/F ) = StF ∣GL+2 .
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2.4.4 Supercuspidal Representations
Assume that E/F is a quadratic p−adic field extension, and set VE = E to be the
quadratic vector space over F and the quadratic form coincides with the norm map
NE/F . Then the similitude group GO(VE) is isomorphic to E× ⋊Gal(E/F ).
The following proposition is well known, referring to [GI11, Proposition A.7].
Proposition 2.4.13. Let µ be an irreducible representation of E×, if µ is Galois
invariant, then µ has two extentions µ± to GO(VE), in which case, only one of them
has a nonzero theta lifting to GL+2 , denoted by µ+. If µ is not Galois invariant, then
µ+ = indGO(VE)
GSO(VE)µ, and Θ(µ+) is a non-zero irreducible supercuspidal representation
of GL+2(F ). And indGL2GL+2(Θ(µ+)) is irreducible supercuspidal, which is dihedral with
respect to E.
If µ = µF○NE/F for some character µF of F ×, then indGL2GL+2(Θ(µ+)) = pi(µF , µFωE/F ).
Moreover, we have Θ(µ−) = 0. In fact, µ+ is the extension which satisfies µ+∣O(VE) = 1
and µ− is the character of GO(VE) with µ−∣O(VE) = det . The theta lifting from the
character µ of E× = GSO(VE) to GSp+(W ) is related to the automorphic induction
cuspidal representations of GL2(F ).
Theorem 2.4.14. Assume that τ is a supercuspidal representation of GL2(F ).
(i) If τ is not dihedral with respect to E, i.e. τ ∣GL+2 is irreducible, then BC(τ) is
a supercuspidal representation of GL2(E), and
Θψ(τ ∣GL+2) = θψ(τ ∣GL+2) ≅ BC(τ) ⊠ ωE/Fωτ .
(ii) If τ ≅ τ ⊗ωE/F is dihedral with respect to E and φτ = IndWDFWDEχ, then BC(τ) =
pi(χ,χσ) is a principal series of GL2(E), where σ is the nontrivial element in
Gal(E/F ), and χ ≠ χσ. Let τ ∣GL+2 ≅ τ+ ⊕ τ−, where τ+ is ψ−generic, then
Θψ(τ+) = θψ(τ+) ≅ pi(χ,χσ) ⊠ ωτ+ωE/F and θψ(τ−) = 0.
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(iii) If pi = BC(τ) is a supercuspidal representation of GL2(E), then pi⊠ωτωE/F and
pi ⊠ ωτ are supercuspidal representations of GSO(V ). Moreover, we have
Θψ(pi ⊠ ωτωE/F ) = θψ(pi ⊠ ωτωE/F ) = τ ∣GL+2 and θψ(pi ⊠ ωτ) = 0.
Proof. (i) If τ is not dihedral respect to E, we use Local-Global principle to show
θψ(τ) ≅ BC(τ)⊠ωτωE/F . From [GI11, Page 307], there exist totally real number
fields F ⊂ E such that Ev0/Fv0 = E/F for some place v0 of F, and a generic
cuspidal representation pi = ⊗vpiv on GL2(AF) such that
• piv0 = τ, and for almost all other finite non-split places v of F, v ≠ v0, piv
is a spherical representation;
• for the split places v, E ⊗F Fv ≅ Fv ⊕ Fv, piv is a spherical representation
and ωEv/Fv is trivial;
• for the archimedean place, pi∞ is a discrete series representation.
Fix a nontrivial character Ψ ∶ F/A→ C× such that Ψv0 coincides with the given
additive character. Let us consider the global theta lift θΨ(pi) from GL+2(A) to
GSO(V), where V = F ⊕ E ⊕ F is a 4−dimensional vector space over F with a
quadratic form
q(⎛⎜⎝ a xσ(x) d
⎞⎟⎠) = x ⋅ σ(x) − ad.
Since pi is generic and does not participate in the theta correspondence with
GO(2), the cuspidal automorphic representation θ∗Ψ(pi) is non-vanishing and
generic. We have shown θΨv(piv) ≅ BC(piv)⊠ωpivωEv/Fv for almost all v ≠ v0. By
the strong multiplicity one theorem, we have an isomorphism for the cuspidal
automorphic representations BC(pi) ⊠ ωpiωE/F ≅ θΨ(pi). Hence, at local place
v = v0, we have
θψ(τ ∣GL+2(F )) = θ(pi)v0 ≅ (BC(pi) ⊠ ωpiωE/F)v0 = BC(τ) ⊠ ωτωE/F .
(ii) Use the same strategy, set E/F to be a totally real quadratic number field exten-
sion, and a global cuspidal automorphic representation pi = ⊗vpiv on GL2(AF)
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such that Ev0/Fv0 = E/F and piv0 = τ. Moreover, fix another finite place v1,
assume that Ev1/Fv1 is a quadratic field extension and piv1 is a supercuspidal
representation that is not dihedral with respect to Ev1 . Assume that pi′ is an
irreducible cuspidal automorphic representation contained in pi∣GL+2 , which is
Ψ−generic, then the global theta lift
θΨ(pi′) ≠ 0 and (θΨ(pi′))v ≅ (BC(pi) ⊠ ωpiωE/F)v for almost all v.
By the strong multiplicity one theorem, one can get θΨ(pi′) ≅ BC(pi)⊠ωpiωE/F,
τ+ = pi′v0 and θψ(τ+) = Θψ(τ+) ≅ pi(χ,χσ) ⊠ ωτωE/F .
Since the dimension of HomN(τ,ψ) is 1, HomN(τ−, ψ) = 0. The supercuspidal
representation τ− is not ψ−generic, then θψ(τ−) is zero by Proposition 2.4.5.
(iii) By (i) and Proposition 2.4.3, we can get the first part. Comparing with the
theta lift from GSp+(W ), we can obtain θψ(pi ⊠ ωτ) = 0.
Remark 2.4.15. In fact, the representation τ− in Theorem 2.4.14(ii) participates in
the theta correspondence with GO(V −E ) where V −E = VE is a 2−dimensional quadratic
space with quadratic form NE/F . By the conservation relation, the first occurrence
indices of τ− is 6 in the Witt Tower V +r = VE ⊕ Hr−1, i.e. the theta lift of τ− from
GSp+(W ) to GSO(V +3 ) is nonzero.
Remark 2.4.16. In the proof of (ii), we may write
BC(pi) ⊠ ωpiωE/F ∶= θ∗(pi) if BC(pi) ⊠ ωpiωE/F = θ(pi′).
If pi is dihedral, then θ∗(pi) = θ(pi′) where pi′ is ψ−generic; if pi∣GL+2 is irreducible,
then θ∗(pi) = θ(pi∣GL+2).
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2.4.5 Local Theta Lift from GSp+(W ) to GSO(V −)
Fix  ∈ F × ∖NE×. Now let us consider the 4−dimensional quadratic space V − with
a quadratic form q−, where
q−(⎛⎜⎝ a xσ(x) d
⎞⎟⎠) =  ⋅ (NE/F (x) − ad) for v =
⎛⎜⎝ a xσ(x) d
⎞⎟⎠ ∈ V −.
Then by Theorem 2.2.4, we have
GSO(V −) = GSO(1,3) ≅ GL2(E) × F ×△E× , where △ (t) = (t,NE/F (t−1)).
Similarly, we can consider the similitude dual pair (GL+2 ,GSO(1,3)).
We list the results as follow without the proof.
Proposition 2.4.17. Assume that τ is an irreducible smooth representation of
GL2(W ) with infinite dimension.
(i) If τ is not dihedral with respect to E and τ ≠ pi(ωE/F , ∣ − ∣±1)⊗ χ, then
ΘW,V −,ψ(τ ∣GL+2) ≅ θW,V −,ψ(τ ∣GL+2) ≅ BC(τ) ⊠ ωτωE/F .
(ii) If τ equals to pi(∣ − ∣1/2, ∣ − ∣−1/2ωE/F )⊗ χ or pi(∣ − ∣−1/2, ∣ − ∣1/2ωE/F )⊗ χ, then
ΘW,V −,ψ(τ ∣GL+2) ≅ pi(∣ − ∣1/2E , ∣ − ∣−1/2E )⊗ χ ○NE/F ⊠ χ ○NE/F
and
θW,V −,ψ(τ ∣GL+2) ≅ χ ○NE/F ⊠ χ ○NE/F .
(iii) If τ ≅ pi(χ,χωE/F ), τ ∣GL+2 ≅ τ+⊕τ−, where τ+ is ψ−generic and τ− is ψ−generic,
then θW,V −,ψ(τ+) ≅ 0 and ΘW,V −,ψ(τ−) = θW,V −,ψ(τ−) ≅ BC(τ) ⊠ ωτωE/F .
(iv) If τ ≅ τ ⊗ ωE/F is dihedral with respect to E and is a supercuspidal repre-
sentation of GL2(F ), then ΘW,V −,ψ(τ−) = θW,V −,ψ(τ−) ≅ BC(τ) ⊠ ωτωE/F and
θW,V −,ψ(τ+) = 0.
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2.5 Local Periods for GL(2)
Now we start to prove the Main Theorem (Local) for GL(2)−period problems.
The key idea is to transfer the period problem HomGL2(F )(pi,C), where pi is an irre-
ducible smooth representation of GL2(E), to the period problem HomPGL2(F )(Σ,C),
where Σ is a representation of GSO(V ) associated to pi where V = V +.
Lemma 2.5.1. Assume that pi is an irreducible representation of GL2(E) with ωpi =
µσµ−1, set Σ = pi ⊗ µ ⊠ µ∣F× as an irreducible representation of GSO(V ), then
HomD×(F )(pi,C) = HomPD×(F )(Σ,C).
Here D may be split.
Due to Proposition 2.4.4, the latter one is related to the nonvanishing Whittaker
model of the big theta lift Θψ(Σ) from GSO(V ) to GL+(W ).
Recall that for a ∈ F ×, and ya = ⎛⎜⎝a 00 −1
⎞⎟⎠ ∈ V, we have shown that
HomSO(y⊥a)(Σ,C) ≠ 0 if and only if HomN(Θψ(Σ), ψa) ≠ 0.
Let us recall the statement of Main Theorem (Local).
Theorem 2.5.2. Let E be a quadratic field extension of a nonarchimedean local
field F. Assume that pi is an irreducible smooth representation of GL2(E), with a
central character ωpi = µσµ−1 for some character µ ∶ E× → C×. Then the following
statements are equivalent:
(i) pi is GL2(F )−distinguished;
(ii) pi = BC(τ)⊗ µ−1 for some irreducible smooth representation τ of GL2(F ) sat-
isfying ωτ = ωE/F ⋅ µ∣F× ;
(iii) the Langlands parameter φpi is conjugate-orthogonal.
The result is independent of the choice of the character µ.
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Proof. If pi = χE is a one-dimensional representation of GL2(E), then the results
come from Hilbert’s Theorem 90. Now we assume that pi is generic.
We first prove that (i) implies (ii). Assume that pi is GL2(F )−distinguished. Pick
a = 1, then SO(y⊥a) is split. Due to Theorem 2.2.5, we have SO(y⊥a , F ) ≅ PGL2(F ).
By Lemma 2.5.1, we obtain
HomSO(y⊥a,F )(Σ,C) = HomGL2(F )(pi,C) ≠ 0.
By Proposition 2.4.4, we obtain that the representation Θψ(Σ) of GSp+(W ) is
ψ−generic. By what we have shown in Section 2.4, we get
Σ = BC(τ) ⊠ ωE/Fωτ ,
i.e. pi ⊗ µ = BC(τ) for some representation τ of GL2(F ) and ωτ = µ∣F×ωE/F .
Conversely, if pi = BC(τ)⊗ µ−1, then Σ = BC(τ) ⊠ µ∣F× and the theta lift Θψ(Σ)
is ψ−generic. By Proposition 2.4.4, one can see that Σ is SO(y⊥a)−distinguished, i.e
HomPGL2(F )(Σ,C) ≠ 0. By Lemma 2.5.1, we obtain that pi is GL2(F )−distinguished.
Now we prove (ii) implies (iii). If pi = BC(τ)⊗ µ−1, we set
φτ ∶WDF → GL2(C) = GSp2(C)
to be the Langlands parameter of τ. Assume that Bτ is the non-degenerate symplec-
tic bilinear form which satisfies
Bτ(φτ(g)m,φτ(g)n) = det(φτ(g))Bτ(m,n), Bτ(m,n) = −Bτ(n,m).
Then the Langlands parameter φpi with respect to pi, up to conjugacy, is equal to
φτ ∣WDE ⋅ µ−1, and µµσ = detφτ ∣WDE , detφτ = χωE/F , χ = µ∣F× .
Assume that s ∈WF ∖WE and µ(s2) = µσ(s2) = χ(s). Let
Bpi(m,n) = Bτ(m,φτ(s−1)n),
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which is non-degenerate. Then
Bpi(m,φpi(s2)n) = µ−1(s2)Bτ(m,φτ(s)n)= ωE/F (s)Bτ(φτ(s−1)m,n)= Bpi(n,m)
and
Bpi(φpi(g)m,φpi(sgs−1)n) = µ−1(ggσ)Bτ(φτ(g)m,φτ(gs−1)n)= Bτ(m,φτ(s−1)n)= Bpi(m,n).
Hence, the Langlands parameter φpi is conjugate-orthogonal.
Conversely, if φpi is conjugate-orthogonal with a bilinear form B, then φ∨pi = φσpi
and (φpi ⋅µ)σ = φσpi ⋅µσ = φ∨pi ⋅µσ = φpi ⋅ (detφpi)−1 ⋅µσ = φpi ⋅µ, i.e. φpi ⋅µ is σ−invariant,
so φpi ⋅ µ admits a lift φτ ∶WDF → GL2(C) such that φτ ∣WDE = φpi ⋅ µ.
• If φpi is irreducible, then φpi⊗µ ⊗ φ(pi⊗µ)σ is irreducible. Set < −,− > to be the
natural symplectic bilinear form on φτ , and B′(m,n) =<m,s−1n > . Since
B′(gm, sgs−1n) =< gm, gs−1n >= µ(g)µ(sgs−1)B′(m,n),
we set B′ = B ⊗ µ on φpi⊗µ ⊗ φ(pi⊗µ)σ by Schur’s Lemma, where
(B ⊗ µ)(gm, sgs−1n) = µ(g)µ(sgs−1)B(gm, sgs−1n).
We can see B′(m,s2n) = B′(n,m) ⋅ µ(s2), i.e.
<m,sn >=< n, s−1m > µ(s2) = −µ(s2)detφτ(s−1) <m,sn >,
which means detφτ(s) = −µ(s2), i.e. ωτ = µ∣F×ωE/F .
• If φpi is reducible, pi = pi(χ1, χ2) and so χ1µ = (χ1µ)σ or (χ2µ)σ. If χ1µ is
σ−invariant, i.e. χiµ factors through the norm map NE/F , then we may choose
a principal series τ of GL2(F ) such that BC(τ) = pi ⊗ µ and ωτ = ωE/F ⋅ µ∣F× .
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If χ1µ is not σ−invariant, then χ1µ = (χ2µ)σ ≠ (χ1µ)σ, χσi χi = 1 and each χiµ
does not factor through the norm map NE/F . Then φτ = IndWDFWDEχ1µ, and τ
is the automorphic induction supercuspidal representation. Then
det(φτ)(s) = −(χ1µ)(s2).
By linear algebra, we can obtain that the Langlands parameter φpi is conjugate-
orthogonal implies χ1(s2) = 1. Then the central character ωτ = ωE/F ⋅ µ∣F× .
If a character µ1 ∶ E× → C× also satisfies ωpi = µσ1/µ1 and pi = BC(τ)⊗ µ−1, we have
µ1µ
σ = µσ1µ,
which means µ1µσ is Galois invariant, hence it factors through the norm map. Sup-
pose that
µ1µ
σ = µF ○N,
then set τ1 = τ ⊗ µFµ−1∣F× , we have ωτ1 = ωE/Fµ1∣F× and
pi ⊗ µ1 = pi ⊗ µF ○N
µσ
= BC(τ)⊗ µF ○N
µµσ
= BC(τ1).
Hence, this theorem does not depend on the choice of the character µ.
Remark 2.5.3. More generally, we can consider the conditions when HomGL2(F )(pi,χ)
is nonzero. Assume ωpi ∣F× = χ2, pi′ = pi⊗χ−1E , χE ∣F× = χ, then ωpi′ ∣F× = 1, ωpi′ = µσ/µ,
and HomGL2(F )(pi,χ) ≠ 0 if and only if
pi ≅ BC(τ)⊗ χE ⊗ µ−1 for some τ with ωτ = µ∣F×ωE/F .
Since Theorem 2.2.5 and Proposition 2.4.4 hold for nonsplit quaternion division
algebra D as well, one may choose a =  ∈ F × ∖NE/FE×, and ya = ⎛⎜⎝ 00 −1
⎞⎟⎠ ∈ V such
that
SO(y⊥a , F ) ≅ PD×(F ).
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Theorem 2.5.4. Assume that E is a quadratic field extension over a nonarchimedean
local field F and D is the unique division quaternion algebra over F, so that D×(F )
is a subgroup of GL2(E). Given an irreducible smooth infinite-dimensional repre-
sentation pi of GL2(E), with ωpi ∣F× trivial, then the following are equivalent:
(i) pi is D×(F )−distinguished;
(ii) pi is GL2(F )−distinguished and pi ≠ pi(χ1, χ2) with χ1 ≠ χ2, χ1∣F× = χ2∣F× = 1.
Proof. First, we prove (ii) implies (i). We use the orbit decomposition for the double
coset B(E)/GL2(E)/D×(F ) to show that the irreducible principal series
pi(χ1, χ2) with χ1 ≠ χ2, χ1∣F× = χ2∣F× = 1
is not D×(F )−distinguished. Since GL2(E) = B(E)D×(F ), it follows that
HomD×(pi(χ1, χ2),C) = HomE×(χ1χσ2 ,C).
By the assumption and Hilbert’s Theorem 90, we have χ2 = µσ2µ−12 for some character
µ2 ∶ E× → C×, so that χσ2 = χ−12 and
HomD×(pi(χ1, χ2),C) = HomE×(χ1χσ2 ,C) = HomE×(χ1χ−12 ,C) = 0.
If pi is GL2(F )−distinguished and pi ≠ pi(χ1, χ2) with χ1 ≠ χ2, χ1∣F× = χ2∣F× = 1, then
there exists an irreducible smooth representation τ of GL2(F ) such that pi ⊗ µ =
BC(τ) by Theorem 2.5.2. Moreover, we can choose τ such that τ ∣GL+2 = Θψ(pi ⊗ µ ⊠
µ∣F×), which is irreducible, where ωpi = µσµ−1. By Proposition 2.4.4, we have
HomD×(F )(pi,C) ≅ HomPD×(F )(pi ⊗ µ ⊠ µ∣F× ,C) ≅ HomN(τ ∣GL+2 , ψ) ≠ 0.
Conversely, if pi is D×(F )−distinguished, then pi⊗µ⊠µ∣F× is PD×(F )−distinguished
by Lemma 2.5.1, so that Θψ(pi⊗µ⊠µ∣F×) is ψ−generic by Proposition 2.4.4. Hence
there exists a representation τ of GL2(F ) such that Θψ(pi⊗µ⊠µ∣F×) = τ ∣GL+2 , which
is both ψ−generic and ψ−generic. This means pi ⊗ µ = BC(τ) and τ is not dihedral
with respect to E. By Theorem 2.5.2, pi is GL2(F )−distinguished. By Theorem
2.4.14(ii), pi can not be pi(χ1, χ2) with χ1 ≠ χ2, χ1∣F× = χ2∣F× = 1.
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2.6 Archimedean Case
We can also consider the archimedean case, following [Rob01].
Let ψc be a character of R, where c ∈ R× and
ψc(x) = exp(2piicx) for x ∈ R.
Let V = C⊕ R2 be a 4−dimensional quadratic space with a quadratic form
q(v) = zz¯ − ad for v = ⎛⎜⎝a zz¯ d
⎞⎟⎠ ∈ V, where z ∈ C, a, d ∈ R.
Let K be the maximal compact subgroup of
GSO(V ) = GSO(3,1) ≅ GL2(C) × R×△C× ,
which is the image of {±1} ×U2 under the projection R× ×GL2(C)→ GSO(3,1).
Let SO(2) be the maximal compact subgroup of
GL+2(R) ∶= {g ∈ GL2(R)∣det g > 0}.
Then (GSO(3,1),GL+2(R)) is a dual pair. Following Roberts [Rob01], we have an
extended Weil representation Ω.
Given a Casselman–Wallach representation Σ of GSO(3,1), we may consider
Homn(Θψ(Σ), ψ) = HomGSO(3,1)×n(Ω,Σ⊗ψ),
where n ≅ R is the nilpotent Lie subalgebra of gl2 and ψ = ψ1.
Proposition 2.6.1 ([GZ]). Let us fix the notation as above, then there is an iso-
morphism
Homn(Θψ(Σ), ψ) ≅ HomPGL2(R)(Σ∨,C).
Fix a nontrivial additive character ψ. Follow the computations of Cognet [Cog86]
for the theta lift from GL+2(R) to the similitude orthogonal group GSO(3,1), set
sign(t) = t∣t∣ for t ∈ R×, one may obtain θ∗(τ) = BC(τ) ⊠ ωτ ⋅ sign. Since
Homn(Θψ(Σ), ψ) ≅ HomPGL2(R)(Σ∨,C)
holds for the representation Σ of GSO(3,1), we have the following result.
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Proposition 2.6.2. Assume pi is a Casselman-Wallach representation of GL2(C),
then pi is H×−distinguished if and only if it is GL2(R)−distinguished and pi is not
isomorphic to pi(χ1, χ2) with χ1 ≠ χ2 and χ1∣R× = χ2∣R× = 1.
Proof. Assume pi is H×−distinguished, then there is a short exact sequence
pi(ν1, ν2) // pi // 0
by Langlands classification. And one can get ν1νσ2 = 1 = (ν1ν2)∣R× , so that ν1 = ν2 if
ν1∣R× = ν2∣R× = 1. Hence there exists a unitary character µ of C× such that νiµ (i = 1,2)
factor through the norm map NC/R, implying that there is a ψ−generic representation
τ of GL+2 such that θ(τ) = (pi ⊗ µ) ⊠ ωτ ⋅ sign due to [Cog86] and [GZ], and so
dim HomGL2(R)(pi∨,C) ≥ dim Homn(τ,ψ) ≥ 1. (†)
Hence pi is GL2(R)−distinguished.
Conversely, it suffices to show that ν1νσ2 = 1. Since pi is GL2(R)−distinguished, Σ =
pi⊗µ⊠µ∣R× is PGL2(R)−distinguished, where ν1ν2 = µσµ−1, and its theta lift θψ(Σ) ≠
0, which implies that pi ⊗ µ is a base change representation from the computations
of Cognet [Cog86]. So
(νiµ)σ = νiµ (i = 1,2) or (ν1µ)σ = ν2µ.
If ν1 ≠ ν2, then by the assumption, (ν1µ)σ ≠ ν2µ so that
(ν1µ)σ = ν1µ = µσν−12 and then ν1ν2 = 1.
If ν1 = ν2, then (ν1µ)σ = ν1µ = ν−11 µσ, so ν1νσ1 = 1.
Remark 2.6.3. Since (GL2(C),GL2(R)) is a Gelfand pair due to [AGS09, Theorem
8.2.5], we can replace the inequality (†) by
dim HomGL2(R)(pi∨,C) = dim Homn(τ,ψ) = 1.
2.7 Global Theta Lift for Similitude Groups 47
2.7 Global Theta Lift for Similitude Groups
Let F be a global number field. Assume that E is a quadratic field extension of F
and AE = A ⊗E is the adele ring of E. Let A be the adele ring of F. Fix a unitary
additive character ψ of A/F . Let W be a symplectic vector space over F and let
V = E ⊕H be a 4−dimensional quadratic space over F with a quadratic form
q(a, x, d) = NE/F (x) − ad, x ∈ E, a, d ∈ F.
Let ωψ be the Weil representation for the dual pair Sp(W,A) ×O(V,A).
Recall
R = GSp+(W ) ×GO(V ) and R0 = {(g, h) ∈ R ∣λW (g) ⋅ λV (h) = 1}
and the action are the same as in the local setting, see Section2.3.
For φ ∈ S(V (A)) and (g, h) ∈ R0(A), set
θψ(φ)(g, h) = ∑
x∈(X⊗V )(F )ωψ(g, h)φ(x).
Then θψ(φ) is a function of moderate growth on R0(F )/R0(A). Suppose Σ is a
cuspidal automorphic representation of GO(V,A) and f ∈ Σ, we set
θψ(φ, f)(g) = ∫
O(V )(F )/O(V )(A) θψ(φ)(g, h1h) ⋅ f(h1h)dh
where h1 is any element of GO(V,A) such that λV (h1) = λW (g−1). Then
Θψ(Σ) = ⟨θψ(φ, f) ∶ φ ∈ S(V,A), f ∈ Σ⟩
is an automorphic representation (possibly zero) of GSp+(W,A).
Given an irreducible cuspidal automorphic representation pi ⊠ χ of GSO(V,A),
there is at most one cuspidal automorphic representation Σ of GO(V,A) such that
Σ∣GSO(V,A) ⊃ pi ⊠ χ and Θψ(Σ) is nonvanishing.
Then there is no loss of generality in studying the global theta correspondence from
GSO(V,A) to GSp+(W,A).
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Remark 2.7.1. Similarly, we can define the theta lift θ(τ) for a cuspidal represen-
tation τ of GSp+(W,A). Given an irreducible cuspidal automorphic representation
τ of GL2(A), we define another notation
θ∗(ρ) = ⟨θψ(φ, f) ∶ φ ∈ S(V,A), f ∈ τ ∣GL+2(A)⟩,
which is an automorphic representation of GSO(3,1)(A).
Let us consider the Fourier coefficient of θψ(φ, f) with respect to ψa, where
f ∈ pi ⊠ χ, ψa(x) = ψ(ax), and a is an arbitrary nonzero element in F, then
WhN,ψa(θψ(φ, f))=∫
N(F )/N(A)ψa(u)∫SO(V )(F )/SO(V )(A) θψ(φ)(u,h) ⋅ f(h)dhdu=∫
SO(V )(F )/SO(V )(A) f(h) ⋅ ∫N(F )/N(A)ψ(au) ⋅ ∑x∈V (F )ωψ(u,h)φ(x)dudh=∫
SO(V )(F )/SO(V )(A) f(h) ⋅ ∑x∈V a φ(h−1x)dh
where V a = {x ∈ V (F )∣ q(x) = a} = SO(V,F ) ⋅ {ya} and the stabilizer of ya is
SO(y⊥a , F ). Hence, we have
WhN,ψa(θψ(φ, f)) =∫
SO(V,F )/SO(V,A) f(h) ⋅ ∑γ∈ SO(y⊥a,F )/SO(V,F )φ(h−1γ−1ya)dh=∫
SO(y⊥a,F )/SO(V,A) f(h)φ(h−1ya)dh=∫
SO(y⊥a,A)/SO(V,A) φ(h−1ya) ⋅ ∫SO(y⊥a,F )/SO(y⊥a,A) f(th)dtdh
It means that θψ(φ, f) has a non-zero (N,ψa)−period if and only if
∫
SO(y⊥a,A)/SO(V,A) φ(h−1ya) ⋅ ∫SO(y⊥a,F )/SO(y⊥a,A) f(th)dtdh ≠ 0.
We define the period integral
PSO(y⊥a)(f) ∶= ∫
SO(y⊥a,F )/SO(y⊥a,A) f(t)dt
from [Gan, Proposition 5.2], and we know that WhN,ψa(θψ(φ, f)) is nonzero for
some f and φ if and only if the period integral PSO(y⊥a) is nonzero on pi. For the
convenience of the reader, we repeat the proof as follow.
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Proposition 2.7.2. The ψa−coefficient of Θψ(pi) is nonzero if and only if the period
integral PSO(y⊥a) is nonzero on pi⊠χ. In particular, if PSO(y⊥a) is nonzero on pi⊠χ for
some a, then the global theta lift Θψ(pi ⊠ χ) is nonzero.
Proof. If PSO(y⊥a) = 0 on pi, then WhN,ψa = 0. If PSO(y⊥a) is nonzero on pi, then we
may choose f ∈ pi such that the function h↦ PSO(y⊥a)(h ⋅ f) is a nonzero function on
SO(V ⊥a ,A). Since
WhN,ψa(θψ(φ, f)) = ∫
SO(y⊥a,A)/SO(V,A) φ(h−1ya) ⋅ PSO(y⊥a)(h ⋅ f)dh,
we need to show that one can find φ such that the above integral is nonzero. But
note that V a ⊂ V is a Zariski-closed subset, and
SO(y⊥a ,A)/SO(V,A) ≅ V a(A) as varieties defined over F.
So it suffices to show that the restriction map S(V,A)→ S(V a(A)) is a surjection.
For each local field Fv, the surjectivity of S(V,Fv) → S(V a, Fv) is clear. But
the adele statement has an additional subtlety. Namely, the spaces S(V,A) and
S(V a,A) are restricted tensor products ⊗′vS(V,Fv) and ⊗′vS(V a, Fv) with respect to
a family of distinguished vectors {φ○v} and ϕ○v for almost all v. We need to take note
that the restriction map takes φ○v to ϕ○v for almost all v. For almost all v, we may
take φ○v and ϕ○v to be the characteristic functions of V (Ov) and V a(Ov) respectly.
The result then follows from the fact that
V a(Ov) = V a(Fv) ∩ V (Ov)
Corollary 2.7.3. If θψ(φ, f) = 0, then PSO(y⊥a) vanishes on pi.
Automorphic realization of Mixed Model Recall, we have Witt decomposi-
tion
W =X + Y and V = Fv0 + VE + Fv∗0
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where VE = E is the quadratic space with form e↦ NE/F (e). The stabilizer Q = TU
of v0 is a Borel subgroup of SO(V ), with
T = GL(Fv0) ×E1 and U ⊂ Hom(v∗, VE).
We can consider the maximal isotropic subspace
X =W ⊗ v∗0 + Y ⊗ VE ⊂W ⊗ V
and write an element of X as
(w, e) = (x, y, e) ∈W + VE =X + Y + VE.
Assume that ωψ is the Weil representation of Sp(W,A)×SO(V,A), then extend it to
R0(A). And the action of GSp+(W,A) ×GSO(V,A) is defined as before, see Section
2.3.
Given a cuspidal representation τ of GSp+(W,A), set f ∈ τ. For φ′ ∈ S(X ⊗V,A),
we assume that the partial Fourier transform function is φ = I(φ′) ∈ S(X,A) (defined
on Page 22). Define
θψ(φ, f) = ∫
Sp(W,F )/Sp(W,A) f(g1g) ∑x∈X(F )ωψ(g1g, h)φ(x)dg,
where λW (g1) = λV (h−1). Then θψ(φ, f) is an automorphic representation of GSO(V,A),
the unipotent radical U(A) ≅ AE.
Recall that ψE(u) = ψ(trE/Fu) and the ψE−Fourier coefficient of the cusp form
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θψ(φ, f) is
WhU,ψE(θψ(φ, f))=∫
U(F )/U(A)ψE(u)∫Sp(W,F )/Sp(W,A) θψ(φ)(u, g) ⋅ f(g)dgdu=∫
U(F )/U(A)ψE(u) ⋅ ∫Sp(W,F )/Sp(W,A) f(g) ⋅ ∑x∈W+VE ωψ(u, g)φ(x)dgdu=∫
U(F )/U(A)ψE(u) ⋅ ∫Sp(W,F )/Sp(W,A) f(g)⋅




U(F )/U(A)ψE(u) ⋅ ∫Sp(W,F )/Sp(W,A) f(g) ⋅ ∑γ∈N(F )/Sp(W,F )
∑








N(F )/Sp(W,A) f(g)(ω0(g)φ(g−1 ⎛⎜⎝10
⎞⎟⎠))(1)dg
=∫
N(A)/Sp(W )(A) ωψ(g)φ(1,0,1) ⋅ ∫N(F )/N(A) f(n(x)g)ψ(x)dxdg.
Corollary 2.7.4. If τ is ψ−generic, then θψ(τ) is ψE−generic and hence nonzero.
Moreover, if θψ(τ) is cuspidal and τ is not ψ−generic, then θψ(τ) = 0.
The proof is very similar with the proof in Proposition 2.7.2.
Siegel-Weil formula We assume that the meromorphic continuation of Eisenstein
series is well-known at this moment. Let G = GSp(2r) and P be the Siegel parabolic
subgroup ofG. Let I(s) denote the degenerate principal series representation ofG(A)
given by
I(s) = {f ∶ G(A)→ C∣f(pg) = δP (p) 12+ sr+1f(g), p ∈ P (A), g ∈ G(A)}.
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Given a holomorphic section Φ of I(s), we define an Eisenstein series E2r(s, g,Φ)
on G(A) by
E2r(s, g,Φ) = ∑
γ∈P (F )/G(F ) Φ(γg)
for Re(s) >> 0 . By Iwasawa decomposition, there is a maximal compact subgroup
K such that G = PK. Assume that Φ is the holomorphic section of I(s) such that
Φ(k, s) = 1 for all k ∈K. By [KR94, Section 5], we have
Ress= 1
2
(r+1)E2r(s, g,Φ) is a constant.
Let V = V m,m be a quadratic space with similitude group H = GO(2m) and Q
be the Siegel parabolic subgroup of H. Similarly, we have
Em,m(s, h, φ) = ∑
γ∈Q(F )/H(F )φ(γh) for φ ∈ IndH(A)Q(A)δ sm−1Q .
Regularization For a given place v, one can find an element zG (resp. zH) in the
center of universal enveloping algebra of gv (resp. hv) for v real or in the spherical
Hecke algebra of G(Fv) (resp. H(Fv)) for v nonarchimedean so that the action of
zG (resp. zH) commutes with the action of G(A)×H(A), and such that the function
θ(z.ϕ)(g,−) is rapidly decreasing on a Siegel domain of H(A). The element zG acts
on E2r(s,−) by a scalar Pr(s) ∶
zG ∗E2r(s,−) = Pr(s)E2r(s,−).
There are explicit formula for Pr(s), see [KR94] and [Ich01].
Consider the regularized theta integral
E(m,r)(h; s,ϕ) = 1
Pr(s) ∫Sp2r(F )/Sp2r(A) θ(h, g1g; zϕ)E2r(g1g; s,Φ)dg
where h ∈H(A), λW (g1) = λ(h−1), which is independent on the choice of z.
Case I Assume m ≥ 2r + 1. In the first term range, the regularized theta integralE(m,r)(h; s,ϕ) has a simple pole at s = r+12 . Set
E(m,r)(h; s,ϕ) = ∞∑
k=−1(s − r + 12 )kB(m,r)k (ϕ)(h).
2.8 Global Periods for GL(2) 53
By [GT11b, Proposition 3.3], the regularized Siegel-Weil formula tell us that
B
(m,r)−1 (ϕ) = c ⋅Ress=m−1
2
−rEm,m(s,ϕ), c ≠ 0
for a certain good holomorphic section ϕ ∈ IndH(A)
Q(A)δ sm−1Q .
Case II Assume r + 1 ≤ m ≤ 2r. In the second term range, E(m,r)(h; s,ϕ) has a
pole of order two at s = r+12 , and the regularized Siegel-Weil formula related to the
second term are more complicate.
2.8 Global Periods for GL(2)
Assume that E is a quadratic extension of a number field F , A is the adele ring
of F, AE = A ⊗F E is the adele ring of E. Suppose that D = ( c,bF ) is a nonsplit
quaternion algebra defined over F and containing E, then D×(E) = GL2(E). In
general, if E can not be embedded into D, then D(E) is a quaternion algebra over
E. Set V = F ⊕E⊕F to be a quadratic space defined over F, then by Theorem 2.2.5
GSO(V,A) = GSO(3,1)(A) ≅ GL2(AE) × A×△A×E .
Let Σ = ⊗v(piv⊠χv) be an irreducible automorphic cuspidal representation of GSO(3,1)(A),
and fix an additive character ψ ∶ F /A → C×. Let S be a finite set containing
archimedean places of F, such that Σv is spherical and ψv is unramified for v ∉ S.
Now we consider the global theta lift θψ(Σ) from GSO(3,1)(A) to GL+2(A).
Proposition 2.8.1. Given an irreducible cuspidal automorphic representation Σ of
GSO(3,1)(A), then the following statements are equivalent:
(i) the automorphic representation θψ(Σ) of GSp+(W,A) is nonzero;
(ii) Σ = BC(τ)⊠ωτωE/F for some automorphic cuspidal representation τ of GL2(A);
(iii) the partial L-function LS(s,Σ, Std) has a pole at s = 1;
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(iv) Σ is PGL2(A)−distinguished.
Moreover, if these hold, then the cuspidal automorphic representation τ+ = θψ(Σ) of
GL+2(A) is ψ−generic.
Proof. First, let us show that (i) implies (ii). If Σ participates in the theta corre-
spondence with GSp+(W,A), then θψv(Σv) ≠ 0 and Σv ≅ BC(τv)⊠ωτvωEv/Fv for some
representation τv of GL2(Fv) at each place v of F. The theta lift Θψ(Σ) is cuspidal
since its constant term is zero. Assume that
τ ⊂ IndGL2(A)
GL+2(A)Θψ(Σ)
is an irreducible cuspidal constituent of GL2(A). The theta lift of τ ∣GL+2 from GSp+(W,A)
to GO(VE,A) is zero, otherwise Σ is not a cuspidal automorphic representation of
GSO(3,1). Hence θ∗(τ) is a cuspidal automorphic representation of GSO(3,1) by
Rallis tower property. By the strong multiplicity one theorem, one has
Σ ≅ θ∗(τ) = BC(τ) ⊠ ωτωE/F .
For (ii)⇒ (iii), assume that Σ = BC(τ) ⊠ ωτωE/F , by the local computation
LS(s,BC(τ) ⊠ ωτωE/F , Std) = LS(s, τ,Ad⊗ ωE/F )ζSF (s).
By the result of Shahidi [Sha81, Page 351], LS(s, τ,Ad⊗ ωE/F ) is nonzero at s = 1.
Then LS(s,Σ, Std) has a pole at s = 1.
And (iii)⇒ (i) comes from the same argument as [GT11b, Corollary 7.9(a)].
Finally, we want to show (i) ⇒ (iv). Assume that τ ⊂ Θψ(Σ) is an irreducible
cuspidal automorphic representation of GL+2(A), then θ(Σv) = τv is ψv−generic for
all local place v, so that τ is global ψ−generic. By Proposition 2.7.2, we pick a = 1
and ya = ⎛⎜⎝1 00 −1
⎞⎟⎠ ∈ V, then SO(y⊥a ,A) ≅ PGL2(A) and Σ is PGL2(A)−distinguished.
Conversely, if Σ is PGL2(A)−distinguished, then Proposition 2.7.2 implies that
the global theta lift Θ(Σ) is generic, so that it is nonzero.
From the proof above, we know τ+ = θψ(Σ) = θψ(BC(τ) ⊠ ωτωE/F ) is ψ−generic.
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Inner Forms Let us look at inner form cases, we assume that D = (a,dF ) is nonsplit
and E = F (√d). Consider the exact sequence
1→ F ×/NE/FE× → A×/NE/F (A×E)→ Z/2Z→ 1
and the isomorphism
A×/N(A×E) ≅ ⊕vF ×v /N(E ⊗F Fv)×.
By Lemma 2.2.6, there is a pair (V, ya) such that SO(y⊥a) ≅ PD×. More precisely,
ya = ⎛⎜⎝a 00 −1
⎞⎟⎠ ∈ V, a = (av) ∈ A×, v ∉ N(E ⊗ Fv)× and
av = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
v, if Dv nonsplit;
1, if Dv split.
In fact a ∈ F × ∖NE×. Similar with Proposition 2.8.1, we still consider the theta lift
θψ(Σ) from GSO(3,1)(A) to GL+2(A). Then
WhN,ψa(θψ(Σ)) = ∫
PD×(A)/SO(V,A) φ(h−1ya)PD(f)(h)dh
where PD(f)(h) = ∫PD×(F )/PD×(A) f(th)dt for f ∈ Σ.
By Proposition 2.7.2, we know PD(f) is nonzero if and only if the global theta
lift θψ(Σ) has a nonzero (N,ψa)−Whittaker coefficient, which is equivalent to saying(θψ(Σ))v is ψav−generic at each place v, if θψ(Σ) is cuspidal.
Proposition 2.8.2. Assume that D = (a,dF ) and E = F [√d]. Given an irreducible
cuspidal automorphic representation Σ = pi ⊠ χ ≅ BC(τ) ⊠ ωτωE/F of GSO(3,1)(A),
the following statements are equivalent:
(i) Σ is PD×(A)−distinguished;
(ii) piv ≠ pi(χ1, χ2) where χ1 ≠ χ2 and χ1∣F×v = χ2∣F×v = 1, if Ev is a field and Dv
ramified.
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This is due to Proposition 2.7.2 and the local results in Theorem 2.5.4.
Theorem 2.8.3. Let D be a quaternion algebra defined over a number field F.
Let piD be a cuspidal automorphic irreducible representation of D(AE)×. Assume
that the Jacquet-Langlands correspondence representation pi = JL(piD) is a cuspidal
automorphic representation of GL2(AE). Let S be a finite set of places containing
all archimedean places of F, such that for any finite place v ∉ S, piDv is unramified,
then the following are equivalent:
(i) the cuspidal representation piD is D×(A)−distinguished;
(ii) the cuspidal representation ΣD = (piD ⊗ µ) ⊠ µ∣A× is PD×(A)−distinguished for
some Hecke character µ ∶ A×E → C× satisfying ωpiD = µσµ−1;
(iii) the partial L-function LS(s,ΣD, Std) has a pole at s = 1, and at the local place
v, where Ev is a field and Dv ramified, we have ΣDv = BC(τv) ⊠ ωτvωEv/Fv for
some representation τv of GL2(Fv) which is not dihedral with respect to Ev.
We will use the global theta lift to prove it. Set D = ( c,bF ),E = F [√d] and XD
to be the 4−dimensional quadratic space over F with a quadratic form
q(v) = x21 − d(cx22 + bx23 − cbx24), v = (x1, x2, x3, x4) ∈ F 4.
At local place v, where Dv ramified and Ev nonsplit, we have XD ⊗ Fv ≅ V −. And
ΣD is an automorphic representation of GSO(XD,A). Denote θXD,W,ψ(ΣD) as the
global theta lift from GSO(XD) to GSp+(W ).
Proof. For (i)⇒ (ii), we assume that piD is D×(A)−distinguished, then ωpiD = µc/µ
for some Hecke character µ of A×E. And ΣD = piD ⊗ µ ⊠ µ∣A× is PD×−distinguished.
For (ii) ⇒ (iii), assume that ΣD is PD×(A)−distinguished, then θXD,W,ψ(ΣD)
has a nonzero (N,ψ)−Whittaker model due to Proposition 2.7.2, i.e. θXD,W,ψ(ΣD)
is nonvanishing, which implies LS(1,ΣD, Std) = ∞ due to [Yam14, Theorem 2].
Moreover, θXD,W,ψ(ΣD) ≅ ⊗vθψv(ΣDv ) and θψv(ΣDv ) is (Nv, ψv)−generic. The partial
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standard L−function of Σ = pi ⊗ µ ⊠ µ∣A× has a pole at s = 1 as well. Then Σ
participates in the theta correspondence with GL+2(A) by Theorem 2.8.1, so that
Σv = BC(τv) ⊠ ωτvωEv/Fv . But the local theta lift from GSO(V −) to GSp+(W ) is
ψv(−) generic from Section 2.4.5, then τv could be not dihedral with respect to Ev,
since τv is both ψv and ψv(−) generic.
Now we show that (iii) implies (i). If LS(1,ΣD, Std) = ∞, thanks to [GT11b,
Corollary 7.9(a)] and [Yam14, Theorem 2], we know that τD = θXD,W,ψ(ΣD) is a
nonvanishing cuspidal automorphic representation of GL+2(A). Consider the theta
lifting θV,W,ψ(τD) from GL+2(A) to (GL2(AE) × A×)/A×E. By the strong multiplicity
one theorem, we know
θV,W,ψ(τD) ≅ Σ ≅ pi ⊗ µ ⊠ µ∣A× = BC(τ0) ⊠ ωτ0ωE/F , τD ⊂ τ0∣GL+2
which is cuspidal and PGL2(A)−distinguished. For fD ∈ piD, ωpiD ∣Z(A) = 1, one has
∫
Z(A)D×(F )/D×(A) fD(t)dt = ∫PD×(F )/PD×(A)F(x)dx, here F ∈ piD ⊗ µ ⊠ µ∣A×
and F(g, t) = fD(g) ⋅µ(N(g)t) for (g, t) ∈D(AE)×A×. By Proposition 2.7.2, we only
need to show the (N,ψ)−Fourier coefficient of τD is nonzero. By the assumption,
the representation θW,V,ψ(Σ) = τ0∣GL+2 is cuspidal and irreducible, then τD = τ0∣GL+2 is
ψ−generic. Hence ΣD is PD×(A)−distinguished.
Remark 2.8.4. At the local place v with Dv ramified and (D ⊗E)v ≅M2(Ev), we
have piDv = piv, so the local conditions come from Theorem 2.5.4.
Theorem 2.8.5. [FH94] Let D be a quaternion division algebra over a number field
F . Assume that piD is a cuspidal automorphic representation of D(AE) with central
character ωpiD = µσµ−1, and piD is not one-dimensional. Let pi = JL(piD) be the
Jacquet-Langlands lift on GL2(AE). Then piD is D×(A)−distinguished if and only if
pi is GL2(A)−distinguished and for each place v of F where Dv is ramified, and Ev
is not split, piv is not a principal series representation pi(µ1, µ2), where µ1 ≠ µ2 and
µ1∣F×v = µ2∣F×v = 1.
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Proof. Assume that piD isD×(A)−distinguished, ΣD = (piD⊗µ)⊠µ∣A× is PD×−distinguished,
then WhN,ψ(θXD,W,ψ(ΣD)) ≠ 0, i.e. τ = θXD,W,ψ(ΣD) is nonvanishing and is an
irreducible cuspidal automorphic ψ−generic representation of GL+2(A). Moreover,
LS(s,ΣD, Std) has a pole at s = 1 by Theorem 2.8.3. Then
LS(1, (pi ⊗ µ) ⊠ µ∣A× , Std) =∞.
Set Σ = pi ⊗ µ ⊠ µ∣A× . By Proposition 2.8.1, θψ(Σ) = τ is nonvanishing and has
a nonzero (N,ψ)−Whittaker model. So Σ is PGL2(A)−distinguished and pi is
GL2(A)−distinguished. If Ev is a field and Dv is ramified, then (piD)v ≅ piv is
D(Fv)−distinguished, and piv can not be pi(µ1, µ2) with µ1 ≠ µ2, µ1∣F×v = µ2∣F×v = 1
by Theorem 2.5.4.
Conversely, if pi is GL2(A)−distinguished, then the cuspidal automorphic rep-
resentation Σ is PGL2(A)−distinguished. Then LS(1,Σ, Std) = ∞ by Proposition
2.8.1. So LS(1,ΣD, Std) = ∞. By the local assumption, if Dv is ramified and Ev is
a field, we have piv = BC(τv) ⊗ µ−1v for local representation τv of GL2(Fv) by Theo-
rem 2.5.2 . Moreover, piv is D×(Fv)−distinguished by Theorem 2.5.4, and τv ∣GL+2 is
irreducible. Hence piD is D×(A)−distinguished by Theorem 2.8.3.
More generally, we can consider (D,χ)−period for piD. For a general automorphic
cuspidal representation pi with central character ωpi = χ2, choose a Hecke character
χE ∶ E×/A×E → C× such that χE ∣A× = χ, set pi′ = pi ⊗ χ−1E , ωpi′ ∣A× is trivial, then the
situation becomes the cases which have been discussed.
Chapter3
Prasad’s Conjecture
In this chapter, we will give an introduction to Prasad’s conjecture, following [Pra16,
Conjeture 2], and verify it for G = PGL(2) using the results in Chapter 2.
3.1 Introduction
Most materials in this section come from [Pra16, Section 9 – 16].
Assume that F is a non-archimedean local field. Let WF be the Weil group of
F, and G be a connected reductive algebraic group over F. Set LG(C) = Gˆ(C)⋊WF
be the L−group of G. A Gˆ−conjugate class of admissible homomorphism
ϕ ∶WDF → LG(C)
is called a Langlands parameter for G. Set Zϕ be the centralizer of ϕ in Gˆ(C), and
Z○ϕ be its connected component of identity. Set pi0(Zϕ) = Zϕ/Z○ϕ be the component
group.
Conjecture 1. [Vog93] Assume that G is quasi-split. Let us fix a Whittaker datum(N,ψ). Given an irreducible admissible representation pi of G(F ), then pi corresponds
to a unique pair (ϕ,µ), where
• ϕ is a Langlands parameter for G and
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• µ is a representation of pi0(Zϕ).
In order to introduce Prasad’s conjecture, we need some recipes.
We useH1(F,G) =H1(Gal(F¯ /F ),G(F¯ )) to denote the Galois cohomology group
of G. Fix E to be a separable quadratic extension of F, associated to a quadratic
character ωE/F by Local Class Field Theory. Let Gal(E/F ) =< σ > .
Character We want to construct a quadratic character ωG ∶ G(F ) → Z/2Z asso-
ciated to a quadratic extension E of F and the connected reductive group G.
Let Z(G) be the center of G and Gad = G/Z(G). Let Gsc denote the simply
connected cover of Gad, with center Zsc. There is an exact sequence of groups
Zsc(F )   // Gsc(F ) // Gad(F ) // H1(F,Zzc) // ⋯
and we need to construct a quadratic character of H1(F,Zsc), which by Tate-
Nakayama duality amounts to constructing an element of H1(F, Zˆsc), where Zˆsc
is the Cartier dual of Zsc.
Proposition 3.1.1 (Tate-Nakayama duality). Let F be a non-archimedean local
field. For an abelian algebraic group A of multiplicative type, set
Aˆ = Hom(A,Gm)
to be the Cartier dual of A. Then there is a perfect paring
H1(WF ,A) ×H1(WF , Aˆ)→H2(F,Gm) ≅ Q/Z.
Let Gˆ′ be the connected component of the L−group of Gad. Then one can choose
a regular unipotent element in Gˆ′ such that the corresponding Jacobson-Morozov
homomorphism of SL2(C) into Gˆ′ is invariant under outer automorphisms of Gˆ′. The
center of SL2(C) under this embedding goes to the center of Gˆ′ which is nothing
but Zˆsc, the Cartier dual of Zsc, which induce a map
H1(F,Z/2Z)→H1(F, Zˆsc)
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i.e. given a quadratic extension E/F, we have αE ∈ H1(F, Zˆsc), which corresponds
to ωG ∶H1(F,Zsc)→ C× by Tate-Nakayama duality.
There is an example given by Prasad in [Pra16, Example 3(a)].
Example 3.1.2. If G = GL(n), then ωG = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ωE/F ○ det, if n even;
1, if n odd.
Remark 3.1.3. Since the center of a reductive group is the same for all inner
forms, the character ωG ∶ G(F ) → Z/2Z equals to ωGα for any pure inner form Gα
of G.
Gop Every reductive group G over F¯ has an automorphism ι of order 1 or 2 which
takes every irreducible algebraic representation of G to its contragredient, i.e. the
Chevalley involution of Gˆ which is well defined in Aut(G(F¯ ))/Inn(G(F¯ )).
Let Gop be the quasi-split group over F obtained by twisting G by the Chevalley
involution, i.e.
Gop(F ) = {g ∈ G(F¯ )Gal(F¯ /E)∣ ι(g) = σ˜(g)},
where ι is the Chevalley involution and σ˜ is an arbitrary lift in Gal(F¯ /F ) of the
nontrivial element σ in Gal(E/F ).
There are several examples in [Pra16, Example 2].
Example 3.1.4. (i) If G = T is the torus over F , then Gop = (ResE/FT )/T.
(ii) If G = U(n,E/F ) defined using a hermitian form over E, then Gop = GL(n).
(iii) If G = GL(n), then Gop is the quasi-split unitary group U(n,E/F ).
(iv) If G = PGSp(2n), then Gop = PGSp(2n) since Out(G) is trivial.
Degree Let f ∶ X → Y be a smooth finite morphism between smooth affine alge-
braic varieties. Given x ∈ X associated with a local ring OX,x, a maximal ideal mx
and a point y = f(x) ∈ Y, we define the degree of the map f at the point x to be
(deg f)(x) ∶= dimκ(y)OX,x ⊗ κ(y), where κ(y) = OY,y/my.
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Example 3.1.5. Assume that F is a finite Galois extension of Qp, set X = Spec OF
and Y = Spec Zp. Let β be a maximal ideal in X, lying above p, then (deg f)(β) is
the degree of the residue field extension, i.e. [OF /β ∶ Fp].
Let Σ′F (G) denote the set of homomorphism φ ∶ WDF → LG which has all
the requirements for an admissible homomorphism except that we will not demand
that a Frobenius element of WF goes to a semi-simple element. Then Σ′F (G) is an
affine algebraic variety and comes equipped with a natural action of the connected
reductive group Gˆ. Set
ΣF (G) ∶= Σ′F (G)//Gˆ
in the sense of invariant theory, i.e. the ring of functions is the ring of Gˆ−invariant
functions on Σ′F (G), and we will call the nonsingular variety ΣF (G), which is a
countable disjoint union of irreducible affine varieties, as the parameter space for
the group G over F.
Let G2 = ResE/FG1. Assume that Φ ∶ LG1 → LG2 is a homomorphism of
L−groups, then there is a natural morphism
Φ∗ ∶ ΣF (G1)→ ΣF (G2)
between their parameter spaces.
Conjecture Now we can start to state the conjecture. Set
X1 = Hom(WDF , LGop)

X2 = Hom(WDE, LGop)

ΣF (Gop) =X1//Gˆ(C) Φ∗ // ΣE(G) =X2//Gˆ(C).
Given ϕ ∶WDF → LGop, we may regard it as one element in H1(WF , Gˆop). Then ϕ
gives Gˆop another structure ∗ as a WF−group, i.e.
σ∗(g) = ϕ(σ)gσϕ(σ)−1,∀σ ∈WF , g ∈ Gˆop,
where gσ is the original action of σ on g ∈ Gˆ in LG. We consider the subgroup
ΩG(ϕ,E) ⊂ ΩG(E) =H1(Gal(E/F ), Z(Gˆop)WE)
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which is the stabilizer of ϕ ∈H1(WF , Gˆop) under the pairing
H1(WF , Z(Gˆop)) ×H1(WF , Gˆop)→H1(WF , Gˆop).
Consider the exact sequence of WF−modules
1 // Z(Gˆop) // IndWFWEZ(Gˆ) // Z(Gˆ) // 1 ,
one has the following lemma:
Lemma 3.1.6. There is an exact sequence
Hom(ΩG(E),Q/Z)   // Hom(H0(WF , Z(Gˆ)),Q/Z) // Hom(H0(WE, Z(Gˆ)),Q/Z) .
Proof. See [Pra16, Lemma 14].
Kottwitz theorem tells us
Hom(H0(WF , Z(Gˆ)),Q/Z) =H1(WF ,G),
then we may construct another perfect pairing. Set
AG(ϕ,E) ⊂H1(Gal(E/F ),G(E)) ≅ ΩG(E)∨
to be the annihilator of ΩG(ϕ,E), then there is a perfect pairing
ΩG(E)/ΩG(ϕ,E) ×AG(ϕ,E)→ Q/Z,
meaning that in the orbit ΩG(E)/ΩG(ϕ,E) of character twists of ϕ (which go to
a particular parameter under the basechange to E) there are exactly as many pa-
rameters as there are certain pure inner forms of G over F which trivialize after
basechange to E.
On the other hand, the stabilizer ΩG(ϕ,E) corresponds to one coset αϕAG(ϕ,E)
of AG(ϕ,E) in H1(Gal(E/F ),G(E)), where αϕ ∈ H1(Gal(E/F ),G(E)). For the
method to pick aϕ, we would like referring to the details in [Pra16, Section 13].
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Conjecture 2. Let pi be an irreducible admissible representation of G(E) where G
is a connected reductive group over a local field F, and E is a separable quadratic
field extension over F. Then if pi is ωG -distinguished by G(F ) , we must have
(i) {pi∨} = {piσ}, an equality of L−packets;
(ii) The L−packet {pi} on G(E) arises from basechange of an L−packet on Gop.
If the group G is quasi-split over F , the Langlands parameter ϕ = φpi can be lifted to
parameters of Gop and pi is generic, then pi is ωG−distinguished.
Assume that now that G is a pure inner form of a quasi-split group, say G0, and
that pi belongs to a generic L-packet with Langlands parameter ϕ ∶ WDE → LG.
Denote Gα to be the pure innerform of G0 defined by an element α ∈ H1(F,G0)
with Gν = G for a fixed ν ∈ H1(F,G0). Let λ be the representation of pi0(Z(σ))
associated to the representation pi of G(E); the representation λ defines an element
αλ = ν∣E ∈H1(E,G0). Set
F (ϕ) = {ϕ˜ ∶WDF → LGop∣ ϕ˜∣WDE = ϕ} = ∪ri=1O(ϕ˜i).
Each orbit O(ϕ˜i) of ΩG(E) action on F (ϕ) is associated to a coset Ci = αϕ˜iAG(ϕ˜i,E),
defining a set of certain pure inner forms Gα of G over F such that α∣E = ν∣E. Then
dim HomGα(pi,ωG) = r∑
i=1m(λ, ϕ˜i) ⋅ 1Ci(Gα) ⋅ deg Φ∗(ϕ˜i)d0(ϕ˜i) ,
where
• 1Ci is the characteristic function of the coset Ci;
• m(λ, ϕ˜) is the multiplicity for the trivial representation contained in the re-
striction representation λ∣pi0(Z(ϕ˜)), which may be zero;
• d0(ϕ˜) = ∣coker{pi0(Z(ϕ˜))→ pi0(Z(ϕ))Gal(E/F )}∣.
Remark 3.1.7. The conjecture here is stronger than the version in [Pra16], denoted
by Conjecture 3 in this thesis, which states that
∑
α
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where Gα(E) = G(E). The remark [Pra16, Remark 23] suggests the formula for the
dimensions individually.
Remark 3.1.8. If Z(ϕ) is finite and abelian, then pi0(Z(ϕ˜)) = pi0(Z(ϕ)Gal(E/F )),
so that d0(σ˜) = 1.
Remark 3.1.9. Let ψ ∶ N(E)/N(F ) → C× be an additive character. If pi is
ψ−generic and discrete, i.e. Z(ϕ)/Z(Gˆ) is finite, then for each lift ϕ˜ ∶WDF → LGop
of ϕ, we have
d0(ϕ˜) = deg Φ∗(ϕ˜) = 1.
Remark 3.1.10. There is a similar version of Prasad’s conjecture for the case
F = R as well in [Pra16], which will not be discussed in this thesis.
3.2 Prasad’s Conjecture for G = PGL(2)
Let us recall that G = PGL(2) is the split group defined over a nonarchimedean local
field F, with a unique pure inner form Gα = PD×, where D is the unique non-split
quaternion algebra over F. Then Gop = PGL(2) and ωG = ωE/F .
Given an irreducible smooth representation pi of G(E) with Langlands parameter
φpi ∶WDE → SL2(C) ×WF with λ = 1, Prasad’s conjecture predicts that
(i) if HomG(F )(pi,ωE/F ) ≠ 0, then pi is conjugate-self-dual and pi is a basechange
representation from PGL2(F );
(ii) if pi is a generic basechange representation, then it is ωE/F−distinguished ;
(iii) assume that φpi = σ¯∣WDE for some parameter σ¯ ∶WDF → SL2(C) ×WF , and
F (φpi) = {σ¯ ∶WDF → SL2(C) ×WF ∣ σ¯∣WDE = φpi}.
Then dim HomPGL2(F )(pi,ωE/F ) = 1 and
dim HomPD×(F )(pi,ωE/F ) = ∣F (φpi)∣ − 1.
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In the rest of this section, we will test this prediction using the results in Chapter
2.
First, one may regard pi as a representation pi0 of GL2(E) with trivial central
character. Pick a character χ ∶ E× → C× such that χ∣F× = ωE/F .
Now let us look at
HomPD×(F )(pi,ωE/F ) = HomD×(F )(pi0, ωE/F ) = HomD×(F )(χ−1 ⊗ pi0,C), χ∣F× = ωE/F .
Now we consider two cases: φpi0 is irreducible or reducible.
pi is discrete If φpi0 is irreducible, then by Theorem 2.5.2 and Theorem 2.5.4, the
following statements are equivalent:
(i) HomPD×(F )(pi,ωE/F ) ≠ 0;
(ii) HomPGL2(F )(pi,ωE/F ) ≠ 0;
(iii) φpi = φτ ∣WDE for some φτ ∶WDF → SL2(C) ×WF .
(iv) φpi0 is conjugate-symplectic.
If φpi is irreducible and is the restriction of an irreducible parameter σ¯, then φpi
has two extensions: σ¯ and σ¯ ⊗ ωE/F . And we can pick up two pure inner forms Gα
such that dim HomGα(F )(pi,ωE/F ) = 1.
pi is a principal series Now we may let pi = IndGBχE be the normalized induced
representation of G(E), denoted by pi = I(χE).
Proposition 3.2.1. If pi = I(χE) is an irreducible principal series of PGL2(E),
then HomPD×(F )(pi,ωE/F ) ≠ 0 if and only if χE factors through the norm map NE/F .
Proof. Set pi0 = pi(χE, χ−1E ), then
HomPD×(F )(pi,ωE/F ) ≅ HomD×(F )(pi0, ωE/F ) ≅ HomE×(χ−1E χσE,C)
which is nonzero if and only if χE = χσE, i.e. χE = χF ○NE/F for some χF .
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From Theorem 2.5.2, we know HomPGL2(F )(pi,ωE/F ) ≠ 0 if and only if
φpi0 = (φτ)∣WDE
for some φτ ∶WDF → SL2(C) ×WF .
• If φτ is reducible, then φpi has two extensions unless χ−1F = χFωE/F .
If χ2F = ωE/F , there is only one extension but
dim HomPGL2(F )(pi,ωE/F ) = 1 = dim HomPD×(F )(pi,ωE/F ).
• If φτ is irreducible, then τ is supercuspidal dihedral with respect to (E,η)
because φpi0 is reducible. Then φpi has a unique extension
φτ = σ¯ = indWDFWDEη
with η ≠ ησ, and HomPD×(F )(pi,ωE/F ) = 0 by Proposition 3.2.1. On the other
hand, AG(σ¯,E) is trivial. Hence, we pick up the trivial pure inner form.
Now let us focus on the computation of deg Φ(φτ).
The connected component containing φτ = χF + χ−1F is
{φx = χF ∣ − ∣xF + χ−1F ∣ − ∣−xF , x ∈ C}.
(i) If φτ is irreducible or χ2F ○NE/F ≠ 1, then Φ is the identity map and deg Φ(φτ) =
1.
(ii) If χ2F = 1, then Φ is the identity map from the quotient space C/{−x ∼ x} to
itself and deg Φ(φτ) = 1.
(iii) If χ2F = ωE/F , then near the point x = 0, the base change map Φ is the quotient
map from C to C/{−x ∼ x} and deg Φ(φτ) = 2.
We can see that if χ2F = ωE/F , there is only one lift, then Prasad’s conjecture
holds for the arxiv version [Pra16], i.e. Conjecture 3 holds, which says that




And Conjecture 2 holds if φpi is discrete.
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Theorem 3.2.2. Conjecture 2 holds for any generic representation pi of PGL2(E)
except for pi = pi(χF ○ NE/F , χF ○ NE/F ) with χ2F = ωE/F . Conjecture 3 in Remark
3.1.7 holds for any generic representation pi of PGL2(E).
Remark 3.2.3. If pi is the trivial character representation of PGL2(E), then
dim HomPGL2(F )(pi,ωE/F ) + dim HomPD×(F )(pi,ωE/F ) = 0
while there are two lifts φ˜1 and φ˜1⊗ωE/F such that φ˜1∣WDF = φpi. So we consider the
generic L-packets in Prasad’s conjecture.
In Chapter 4, we will discuss the Prasad’s conjecture for G = PGSp(4).
Chapter4
Periods of GSp(4)
In this chapter, we will focus on the period problems of G = GSp(4).
Given a character
χ ∶ GSp4(F )→ C×,
it must factor through the similitude map λ ∶ GSp4(F ) → F ×, i.e. χ(g) = χ(λ(g))
for any g ∈ GSp4(F ), since Sp4(F ) is perfect. Then when we say a smooth repre-
sentation pi of GSp4(F ) twisted by a character χ, we mean pi ⊗ χ ○ λ, sometimes
denoted by pi ⋅ χ. This will be very helpful when we discuss the Prasad’s conjecture
introduced in Chapter 3 for (PGSp4(F ), ωE/F )−period problems.
4.1 Introduction
Let F be a non-archimedean local field of characteristic 0. Assume that E/F is a
separable quadratic local field extension of characteristic zero and residue character-
istic p. Assume that V is the unique non-split quaternion algebra DE with quadratic
form NDE over E, or the split quadratic 6−dimensional vector space H3 over E. Then
GSO(V )(E) ≅ ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
GSO(4,0)(E) =D×E(E) ×D×E(E)/{(t, t−1)} if V =DE
GSO(3,3)(E) = GL4(E) ×E×/{(t−1, t2)} if V = H3
and any irreducible representation of GSO(V ) must be of the form
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• piDE1 ⊠ piDE2 with ωpi1 = ωpi2 if V =DE;
• Π ⊠ µ with ωΠ = µ2 if V = H3.
Here pii is the Jacquet-Langlands correspondence representation of GL2(E) with
respect to piDEi .
In [GT11c], Gan and Takeda have proved that any irreducible representation τ
of GSp4(F ) falls into one of the following two disjoint families of representations:
• τ = θ(piD1 ⊠ piD2 ) with ωpi1 = ωpi2 ;
• τ = θ(Π ⊠ µ) with µ = ωτ and ωΠ = µ2.
We will use the above results from the theta correspondence between GSp(4)
and GSO(V ) to discuss GSp(4)−distinguished problems and obtain the following
results:
• If τ = θ(Σ) is an irreducible representation of GSp4(E), where Σ is an ir-
reducible representation of GO(4,0)(E), then the representation τ is not
GSp4(F )−distinguished.
• If τ = θ(Σ) is an irreducible tempered representation of GSp4(E), where
Σ = pi1 ⊠ pi2 is a representation of GSO(2,2)(E), and τ is not of the form
I
GSp4(E)
Q (1, pi(χ−1, χσ)) (equivalently Σ is not of the form pi(χ−1, χσ)⊠pi(χ−1, χσ)),
then
dim HomGSp4(F )(τ,C) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
2 if φpii ≠ φpi0 are both conjugate-orthogonal;
1 if φpi1 ≠ φpi2 and φσpi1 = φ∨pi2 ;
1 if φpi1 = φpi2 is conjugate-symplectic
and not conjugate-orthogonal;
1 if φpi2 conjugate-orthogonal and φpi1 = φpi0 ;
0 other cases.
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where pi0 = pi(χ1, χ2) with χ1 ≠ χ2, χ1∣F× = χ2∣F× = 1.
Note that these conditions are mutually exclusive.
• Let τ = θ(Σ) be an irreducible tempered representation of GSp4(E), where
Σ = pi ⊠ χ is a generic tempered representation of GSO(3,3)(E). Assume
that the theta lift of τ to GO(2,2)(E) is zero, i.e. the first occurence in-
dex of τ in the Witt Tower Hr is 6. Then the representation τ of GSp4(E) is
GSp4(F )−distinguished if and only if the Langlands parameter φpi is conjugate-
orthogonal. If φpi is conjugate-orthogonal, then
dim HomGSp4(F )(τ,C) = 1.
These exhaust all the irreducible essentially tempered representations of GSp4(E).
Then we use a similar idea to deal with the period problem for the nontrivial
inner form GU2(D) of GSp4(F ), i.e. try to figure out
dim HomGU2(D)(τ,C),
and we verify Prasad’s conjecture for G = PGSp(4) under the assumption that τ is
discrete.
In the last section of this chapter, we will consider the global period of GSp(4).
The main tool is the regularized Siegel-Weil formula in the second term range.
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See-saw identity Following the notation in [Pra96], for a quadratic vector space(V, q) of even dimension over E, let ResE/FV be the same space V but now thought
of as a vector space over F with a quadratic form
qF (v) = 1
2
trE/F q(v).
If W0 is a symplectic vector space over F, then W0⊗F E is a symplectic vector space
over E. Then we have the following isomorphism of symplectic spaces over F :
ResE/F [(W0 ⊗F E)⊗E V ] ≅W0 ⊗ResE/FV = W.
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There is a pair
(GSp(W0),GO(ResE/FV )) and (GSp(W0 ⊗E),GO(V ))
of similitude dual reductive pairs in the symplectic similitude group GSp(W). A
pair (G,H) and (G′,H ′) of dual reductive pairs in a symplectic similitude group is
called a see-saw pair if H ⊂ G′ and H ′ ⊂ G. The following lemma is quite useful in
this section, see [Pra96, Lemma p. 6].
Lemma 4.2.1. For a see-saw pair of dual reductive pairs (G,H) and (G′,H ′) such
that H ⊂ G′ and H ′ ⊂ G, let pi be an irreducible representation of H and pi′ of H ′,
then we have the following isomorphism:
HomH(Θ(pi′), pi) ≅ HomH′(Θ(pi), pi′).
Then we define GSp♮(W0 ⊗ E) to be the subgroup of GSp(W0 ⊗ E) where the
similitude factor takes value in F ×; similarly define
GO♮(V ) = {h ∈ GO(V )(E)∣λV (h) ∈ F ×} ∶= O(V,E) ⋊ F ×.
Then we have a see-saw diagram
GSp♮(W0 ⊗E) GO(ResE/FV )
GSp(W0) GO♮(V ).
Let W0 be a 4−dimensional symplectic vector space over F, with the similitude
symplectic group GSp(W0), then there is a see-saw pair
(GSp(W0 ⊗E)(E)♮,GO(V )(E)♮) and (GSp(W0)(F ),GO(ResE/FV )(F ))
in the similitude symplectic group GSp(W)(F ) where W = ResE/F (W0 ⊗E ⊗ V ).
We need to figure out the discriminant and Hasse invariant of the quadratic space
ResE/FV over F.
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Nonsplit Quaternion Algebra V = DE Assume that F is a non-archimedean
field, and E = F (√d) is a quadratic local field extension, where d ∈ F × ∖ F ×2. Let
DE = (a,bE ) be the nonsplit quaternion algebra defined over E with a norm map NDE ,
which is also a 4−dimensional quadratic vector space V over E. Then there is an
isomorphism for the vector space ResE/FV,
D′ = ResE/FDE ≅ SpanF{1,√d, i,√di, j,√dj, ij,√dij} as F − vector spaces,
where i2 = a, j2 = b, ij = −ji. Given a vector v ∈ V, set
qF (v) = 1
2
trE/FND(v) and (vi, vj) = q(vi + vj) − q(vi) − q(vj).
The nonsplit quaternion algebra over a nonarchimedean local field is unique, then
we may assume that i2 = a ∈ F × and j2 = b = b1 + b2√d,N(b) = b21 − b22d, bi ∈ F.
For an element v = x1 + x2i + x3j + x4ij in DE, we have
1
2
(v, v) = NDE(v) = vv∗ = x21 − ax22 − bx23 + abx24
and the corresponding matrix for the quadratic space (ResE/FDE, qF ) is⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2 0 0 0 0 0 0 0
0 2d 0 0 0 0 0 0
0 0 −2a 0 0 0 0 0
0 0 0 −2ad 0 0 0 0
0 0 0 0 −2b1 −2b2d 0 0
0 0 0 0 −2b2d −2b1d 0 0
0 0 0 0 0 0 2ab1 2dab2
0 0 0 0 0 0 2dab2 2dab1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
The discriminant is trivial in F ×/F ×2. If b1 = 0, then the Hasse-invariant is
(−d, a) = −1 since (b2√d, a)E = (b, a)E = −1.
If b1 ≠ 0, then the Hasse-invariant is
(d, d)(−a,−ad)(−b1, N(b)d−b1 )(N(b)d,−1)(ab1, N(b)dab1 ) = (a,N(b)) = (a, b)E = −1.
Here the key point is that (a, b)E = (a,N(b))F for a ∈ F ×, b ∈ E×.
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Lemma 4.2.2. The quadratic space ResE/FDE with quadratic form 12trE/F ○NDE
over F has dimension 8, discriminant 1 and Hasse-invariant −1.
Split Cases V = Hn Assume that there is a basis {ei, e′j}1≤i,j≤n for the split
quadratic vector space V, which satisfying < ei, e′j >= δij and the other inner products
are zero. Then we fix the basis
{ei,√dei, e′j, e′j/√d}1≤i,j≤n
for ResE/FV. It can be seen that the vector space ResE/FV is a split quadratic space
of dimension 4n over F.
4.2.1 The Structure of Degenerate Principal Series
In this subsection, we follow the notation in Kudla’s notes [Kud96] and the methods
in [GI11]. Let H = GO(Hn) be the similitude orthogonal group. Define the quadratic
character ν to be
ν(h) = det(h)λ−n(h) for h ∈ GO(Hn)
so that ν∣O(Hn) = det . Define
GSO(Hn) = kerν = {h ∈ GO(Hn)∣λ(h)n = det(h)}.







⎞⎟⎠ ∣A ∈ GLn(F ),X +X t = 0
⎫⎪⎪⎬⎪⎪⎭,
with a modular character ∣detA∣1−n∣λ∣−n(n−1)/2, then Q/H is a projective variety and
a homogenous space equipped with H−action. Each point on Q/H corresponds to
an isotropic subspace in Hn of dimension n. Set the degenerate normalized induced
representation IHQ (s) as follow
IHQ (s) = {f ∶H → C∣f(xg) = δQ(x) 12+ sn−1f(g) for x ∈ Q,g ∈H}.
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Let W2r be a symplectic vector space and its similitude symplectic group is
GSp(W2r). Set 1W to be the trivial representation of GSp(W2r). Then
R2r(1) = Θ(1W ) ⊂ IHQ (s),
where
s = r − n − 1
2
.
Let us come back to GSp(4)−cases. Assume that r = 2 and n = 4.
Let τ be an irreducible tempered representation of GSp4(E). Since τ ∣Sp4(E) is
multiplicity-free [AP06a, Theorem 1.4], τ ∣GSp♮4(E) is multiplicity-free. Assume that
τ = θ(pi1⊠pi2) participates in the theta correspondence with GSO(2,2)(E), then the
see-saw identity implies that
HomGSp4(F )(τ,C) ⊂ HomGSp4(F )(Θ(Σ),C) ≅ HomGO♮(2,2)(E)(R4(1),Σ)
where R4(1) = Θ(1W ) is the image of the trivial representation 1W in IHQ (1/2) and
Σ is the irreducible representation of GO(2,2)(E) such that τ = θ(Σ).
Proposition 4.2.3. There is an exact sequence of H−modules
0 // R4(1) // IHQ (12) // R2(1)⊗ ν // 0 .
Proof. Since R4(1)∣O(4,4) is isomorphic to the big theta lift of the trivial represen-
tation 1W from Sp4 to O(4,4), similar for the big theta lift R2(1), by the Mackey’s
theorem, there is only one orbit for the double coset
Q/H/O(4,4) = Q ∩O(4,4)/O(4,4)/O(4,4)
which implies IHQ (12)∣O(4,4) ≅ IO(4,4)Q∩O(4,4)(12), then the sequence is still the same when
restricted to the orthogonal group O(4,4). Due to the structure of degenerate prin-
cipal series [GI14, Proposition 7.2], the sequence is exact when restricted to the
orthogonal group O(4,4). By the construction of the extended Weil representation,
the sequence is exact as H−modules.
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Similarly, we have
Proposition 4.2.4. There is an exact sequence of GSp8(F )−modules
0 // R3,3(1) // I(12) // R4,0(1) // 0 ,
where I(s) is the degenerate normalized induced representation of GSp8(F ) associ-
ated to a standard Siegel parabolic subgroup, R3,3(1) is the big theta lift of the trivial
representation from GO(3,3)(F ) to GSp8(F ) and R4,0(1) is the big theta lift of the
trivial representation from GO(4,0)(F ) to GSp8(F ).
Now we study IHQ (12)∣GO♮(2,2)(E).
Denote X4 = Q4(F )/GO(4,4)(F ) as the projective variety.
Double cosets Now we want to compute the double coset
Q4(F )/GO(4,4)(F )/GO(2,2)(E)♮.
Assume that VE = H2 is the split quadratic space with basis {ei, e′j}1≤i,j≤2 where< ei, e′j >= δij. Fix the basis
{e1,√de1, e2,√de2, e′1,1/√de′1, e′2,1/√de′2}
for VF = ResE/FVE, for x, y ∈ VF , we define the inner product
<< x, y >>= 1
2
trE/F < x, y > .
Let us fix a natural embedding i ∶ GO(2,2)(E)♮ → GSO(4,4)(F ).
We give a general result for the double coset decomposition here. Assume that
V is a symplectic space or a split orthogonal space over E of dimension 2n, with a
non-degenerate bilinear form B ∶ V × V → E. Let U(V ) be the isometry group, i.e.
U(V ) = {g ∈ GL(V )∣B(xg, yg) = B(x, y) ∀x, y ∈ V }
which could be a symplectic group or an orthogonal group. Then ResE/FV is a
vector space over F of dimension 4n with a non-degenerate bilinear form 12trE/F ○B.
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Lemma 4.2.5. Given a Siegel parabolic subgroup P (F ) of U(ResE/FV ), then the
homogeneous space X(F ) = P (F )/U(ResE/FV ) corresponds to all 2n−dimensional
maximal isotropic subspaces in ResE/FV and the finite double cosets X(F )/U(V )
can be parametrized by a pair
(dimE E ⋅L,BL)
where L ⊂ ResE/FV is a maximal isotropic subspace with respect to the inner product<< −,− >> over F and
BL ∶ L/L0 ×L/L0 →√d ⋅ F, where L0 = {x ∈ L ∶ B(x, y) = 0 ∀y ∈ L},
is a non-degenerate bilinear form inherited from V. Moreover, if L = L0, then L lies
in the closed orbit; if L0 = 0, then L lies in the open orbit.
Proof. Under a suitable basis for L, the bilinear form for B∣L corresponds to a matrix√
d ⋅A,A ∈M2n(F ). Moreover, we can choose A such that it is a diagonal matrix if
B(x, y) = B(y, x) or an anti-diagonal matrix if B(y, x) = −B(x, y). Then
dimE E ⋅L = n + 1
2
rank(A)
which is invariant under U(V )−action. And BL corresponds to a matrix √dA′,
where A′ is the principal mirror of A and rankA = rankA′.
If there are two isotropic subspaces L1 and L2 satisfying
dimE E ⋅L1 = dimE E ⋅L2 = l and BL1 ≅ BL2 .
This means that there exists g ∈ GLl(E) such that g ∶ E ⋅L1 → E ⋅L2 satisfying
BL1(x, y) = BL2(xg, yg).
It is easy to lift g to gE ∈ U(V ) such that L1gE = L2.
In fact, g = ⎛⎜⎝g1 00 g2
⎞⎟⎠ lies in a subgroup of GLl(E), which can be regarded as a
Levi subgroup of U(V ), and
BL(xg, yg) = BL(x′g2, y′g2) if x − x′, y − y′ ∈ L0.
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⎞⎟⎟⎟⎟⎠ ∈ U(V ), where g
∗
1 depends on g1 and V.
Remark 4.2.6. In fact, there is only one closed orbit in the double coset P /U(ResE/FV )/U(V ).
Consider the double cosets
Q4(F )/GO(4,4)(F )/GO(2,2)(E)♮,
there are several GO(2,2)(E)♮−orbits in X4. By Lemma 4.2.5, there are two invari-
ants for the orbit GO(2,2)(E)♮ ⋅L ∶
• the dimension dimE(E ⋅L) and
• the quadratic form qE ∣L up to scaling in F ×.
By the classification of 4-dimensional quadratic spaces over F, there are 8 ele-
ments in H1(F,O(4)) and 4 of them lying in the kernel
ker{H1(F,O(4))→H1(E,O(4))},
which are M2(F ),D(F ), V3 = E⊕H and V4 = V3 where  ∈ F × −NE×. But when we
consider the double cosets
Q4(F )/GO(4,4)(F )/GO(2,2)(E)♮,
we find that V3 and V4 are in the same GO(2,2)(E)♮−orbit.
Proposition 4.2.7. Pick a point L ∈ GO(2,2)(E)♮/X lying in an open orbit, then
stabilizer of L in GO(2,2)(E)♮ is isomorphic to the similitude group GO(L).
Proof. For g ∈ GO(2,2)(E)♮ with g(L) = L, we have
< l1g, l2g >= λ(g) < l1, l2 > and << l1g, l2g >>= λ(g) << l1, l2 >> .
This means g ∈ GO(L). Conversely, if h ∈ GO(L, 1√
d
qE ∣L), set
hE ∶ x⊗ e↦ h(x)⊗ e
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for x⊗ e ∈ L⊗E ≅ L ⋅E = VE, then hE(L) = L and
< (x1 ⊗ e1)hE, (x2 ⊗ e2)gE >= e1e2λ(h) << x1, x2 >>= λ(h) < x1 ⊗ e1, x2 ⊗ e2 >,
i.e. hE ∈ GO(2,2)(E)♮. Then we get a bijection between the similitude orthogonal
group GO(L) and the stabilizer of L in GO(2,2)(E)♮. We observe that the map
h↦ hE is a group homomorphism, then GO(L) is isomorphic to the stabilizer of L
via the map h↦ hE.
There are three F−rational open orbits, whose stabilizers are GO(2,2)(F ),GO(D)
and GO(E ⊕H). There is one closed orbit which has a stabilizer group




⎞⎟⎠ ∣A ∈ GL2(E), λ ∈ F ×
⎫⎪⎪⎬⎪⎪⎭.
There are two intermediate orbits with representatives L1, L2 with dimE(E ⋅Li) = 3.
The stabilizers are isomorphic to
(GL1(E) ×GO(1,1)(F ))N and (GL1(E) ×GO(VE))N, where N ≅ E2,
where VE is the 2−dimensional quadratic space over F with discriminant E.




Set e1 = ⎛⎜⎝1 00 0
⎞⎟⎠ , e2 =
⎛⎜⎝0 10 0
⎞⎟⎠ , e′1 =
⎛⎜⎝0 00 √d
⎞⎟⎠ and e′2 =
⎛⎜⎝ 0 0−√d 0
⎞⎟⎠ , then < ei, e′j >= δij.
We can list the representatives for the three open orbits.
The first maximal isotropic subspace in the quadratic space (VF , 12tr ○ 2√d det) is
L1 = Fe1 + Fe2 + F e′1/√d + F e′2/√d ≅M2(F )
which has stabilizer GO(2,2)(E)♮ ∩ β−1P4β, where
β = E11 +E33 +E55 +E77 +E26 +E62 +E48 +E84,
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here each
Eij = (ast), ast = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 if s = i, t = j
0 otherwise.




⎞⎟⎠ ∣A,B,C,D ∈M2(F )} ≅ GO(2,2)(F ).





d + e′1, e1 − de′1/√d,−e′2 + de2√d, e2 + de′2/√d} ≅D
where  ∈ F × but  ∉ NE×. We may also consider











and the stabilizer of L′2 is GO(2,2)(E)♮ ∩ β−1D Q4(F )βD ≅ GO(D)(F ).
The third one is
L3 = {e1 + e′1/√d, e1√d − e′1,−e′2, e2√d} ≅ E ⊕H.











the stabilizer of L3 is GO(2,2)(E)♮ ∩ β−13 Q4(F )β3 ≅ GO(3,1)(F ).
For (g, t) ∈ GL2(E) × F ×, we set
i((g, t)) = (g, gσt) ∈ GL2(E) ×GL2(E),
then i ∶ GSO(3,1)(F )→ GSO(2,2)(E)♮ is an embedding.
There are several orbits for Q(F )/H(F )/GO(2,2)(E)♮, so there is a filtration
for the degenerate principal series IHQ (s)∣GO(2,2)(E)♮ .
Filtration Consider the filtration of the degenerate principal series IHQ (s)∣GO(2,2)(E)♮ ,
IHQ (s) = I2(s) ⊃ I1(s) ⊃ I0(s) ⊃ 0
with a sequence of sub-quotients
I0(s) = indGO(2,2)(E)♮GO(2,2)(F ) C⊕ indGO(2,2)(E)♮GO(D)(F ) C⊕ indGO(2,2)(E)♮GO(E⊕H) C,
I2(s)/I1(s) ≅ indGO(2,2)(E)♮P (E) δs+1P (E)
where P (E) is the Siegel parabolic subgroup of GO(2,2)(E)♮ = O(2,2)(E) ⋊ F ×,
and
I1(s)/I0(s) ≅ indGO(2,2)(E)♮(GL1(E)×GO(1,1)(F ))⋅Nδ 12+ s3Q δ− 121 ⊕ indGO(2,2)(E)♮Q1 δ 12+ s3Q δ− 121
where Q1 = (GL1(E) ×GO(VE)) ⋅N,N ≅ E2, δ1(t, h) = ∣NE/F (t2) ⋅ λV (h)−2∣, where
VE is the 2−dimensional quadratic space over F with discriminant E.
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Definition 4. An irreducible representation Σ of GO(2,2)(E)♮ occurs on the bound-
ary of I(s) if HomGO(2,2)(E)♮(Ii+1(s)/Ii(s),Σ) ≠ 0 for i = 0 or 1.
Lemma 4.2.9. Assume that Σ is tempered, then it does not occur on the boundary
for I(12).
Proof. We can prove it by contradiction. If not, then there is a non-zero map l from
I2/I1 or I1/I0 to Σ, where Ii = Ii(12). Regard GO(2,2)(E)♮ as a reductive algebraic
group
G = (ResE/FO(2,2)) ⋊Gm
defined over F, then l ≠ 0 on I2/I1 implies that there is a proper parabolic subgroup
P ′ = (GL2(E) × F ×) ⋅E of G(F ) such that
HomP ′(δs0P ′ ,RP¯ ′(Σ)) ≠ 0, s0 > 0,
which contradicts with the Casselman’s criterion for tempered representations. If
0 ≠ l ∈ HomG(F )(I1/I0,Σ),
then set χ1(e) = ∣N(e)∣s+ 12 , χ2(t) = ∣t∣−2s−2 and s = 12 , we have
HomGL1(E)×O2(E)⋊F×(χ1 ⊗ indO2(E)O2(F )C⊗ χ2,RP¯ (Σ)) ≠ 0,
where P = (GL1(E) × O2(E) × F ×)E2, which also contradicts with Casselman’s
criterion for tempered representations.
Lemma 4.2.10. Assume that Σ is tempered, then at s = 12 , we have
Ext1GO(2,2)(E)♮(Ii+1(s)/Ii(s),Σ) = 0 for i = 0,1.
The key is the isomorphism Ext1G(IGP (ρ),Σ) ≅ Ext1M(ρ,RP¯ (Σ)) and Casselman’s
criterion for tempered representations.
Proof. Set Ii = Ii(12) and χ1(e) = ∣N(e)∣. If Ext1(I1/I0,Σ) ≠ 0 then
Ext1GL1(E)×O2(E)⋊F×(χ1 ⊗ indO2(E)O2(F )C⊗ χ2,RP¯ (Σ)) ≠ 0,
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which implies that Ext1GL1(E)(χ1,RP¯ (Σ)) ≠ 0. But
dim HomGL1(E)(χ1,RP¯ (Σ)) = dim Ext1GL1(E)(χ1,RP¯ (Σ)) = 0
due to Casselman’s criterion, we get a contradiction.
Similarly, we have
Ext1(I2/I1,Σ) = Ext1(δs+1P ′ ,RP¯ ′(Σ)) = 0
because the cuspidal supports of two representations are disjoint.
Remark 4.2.11. When we deal with the case
Ind
GSp8(F )
P (F ) δ 12+ s5P ∣Sp4(E)⋊F× ,
where P (F ) is the Siegel parabolic, the above results still hold. More precisely, set
IP (s) = {f ∶ GSp8(F )→ C∣f(xg) = δP (x) 12+ s5f(g) for x ∈ P, g ∈ GSp8(F )},
then there is a filtration for IP (s)∣Sp4(E)⋊F×
I0(s) ⊂ I1(s) ⊂ I(s)∣Sp4(E)⋊F×
such that
• I0(s) ≅ indSp4(E)⋊F×GSp4(F ) C;
• I1(s)/I0(s) ≅ indSp4(E)⋊F×M2N δ 12+ s5P δ− 122 and
• I(s)/I1 ≅ indSp4(E)⋊F×(GL2(E)⋊F×)Nδ s+13 ,
where M2 = GL1(E) ×GSp2(F ), N ≅ E3, δ2(t, g) = ∣N(t)4 ⋅ λW (g)−4∣.
4.2.2 Local Periods of GSp(4)
Let us recall what we have obtained. Given a tempered representation τ of GSp4(E),
and we assume that τ = θ(Σ) participates in the theta correspondence with GO(V ),
where dimE V = 4 or 6. And by the see-saw identity, we have an isomorphism
HomGSp4(F )(Θ(Σ),C) = HomGO(V )♮(Θ(1),Σ).
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Representations of GO(2,2)(E) Assume that pi1⊠pi2 is an irreducible represen-
tation of the similitude group
GSO(2,2)(E) ≅ GL2(E) ×GL2(E){(t, t−1)} .
If pi1 ≠ pi2, then Σ = indGO(2,2)(E)GSO(2,2)(E)(pi1 ⊠ pi2) is an irreducible representation of
GO(2,2)(E) and Σ ≅ Σ ⊗ ν, where ν∣O(2,2)(E) = det . If pi1 = pi2, then there are
two extension (pi1 ⊠ pi1)± and only one of them participates in the theta lift be-
tween GSp4(E) and GO(2,2)(E), denoted by (pi1 ⊠ pi1)+ = Σ+. Moreover, we have(pi1 ⊠ pi1)+ ⊗ ν ≅ (pi1 ⊠ pi1)−.
Lemma 4.2.12. Assume that pi1⊠pi2 is an irreducible representation of GSO(2,2)(E),
associated with an irreducible representation Σ+ of GO(2,2)(E) which participates
in the theta correspondence with GSp4(E), then
dim HomGO(4)(Σ+,C) = dim HomGSO(4)(pi1 ⊠ pi2,C)
where GO(4) = GO(V )↪ GO(V ⊗F E) = GO(2,2)(E).
Proof. If pi1 ≠ pi2, then it follows from Frobenius Reciprocity. If pi1 = pi2, then we
consider the following see-saw diagram
O(2,2)(E) ⋊ F × GSp4(F )
GO(4) Sp2(E) ⋊ F ×
we have
HomGO(4)(Σ−,C) = HomGO(4)(Σ+, ν) = Hom(Θ(ν), pi1) = 0,
because Θ(v) = 0 by the conservation relation. Hence
HomGSO(4)(pi1 ⊠ pi2,C) = HomGO(4)(Σ+ ⊕Σ−,C) = HomGO(4)(Σ+,C).
Remark 4.2.13. Here GSO(4) can be GSO(4,0)(F ),GSO(2,2)(F ) or GSO(3,1)(F ).
4.2 Local Periods for the Tempered L-parameters 85
Lemma 4.2.14. Given an irreducible admissible GSp4(F )−distinguished represen-
tation τ of GSp4(E), then the similitude character sim(φτ) of the Langlands param-
eter φτ is conjugate-orthogonal, so that
dim HomGSp4(F )(τ g,C) = dim HomGSp4(F )(τ,C) = dim HomGSp4(F )(τ∨,C)
where τ g(x) = τ(gxg−1) for g ∈ GSp4(E).
Proof. Since τ is GSp4(F )−distinguished, we can see that ωτ ∣F× is trivial. By the lo-
cal Langlands correspondence for GSp(4), ωτ corresponds to the similitude character
sim(φτ) of φτ , so we obtain that sim(φτ) is conjugate-orthogonal due to [GGP11,
Lemma 3.4].
Lemma 4.2.15. Assume that τ is a tempered irreducible admissible representation
of GSp4(E), then Θ(τ) = θ(τ) is a tempered representation of GO(V ), except that
dimV = 4 and θ(τ) = (pi(χ1, χ2) ⊠ pi(χ1, χ2))+.
Proof. See [GI14, Proposition C.4(i)] and [AG16, Proposition 5.4].
We have a similar statement for the orthogonal group GSO(2,2)(E).
Lemma 4.2.16. Assume that Σ is a tempered irreducible admissible representation
of GSO(2,2)(E), then Θ(Σ) is an irreducible tempered representation of GSp4(E).
There is another key input for GL4(F )−period for our proof.
Theorem 4.2.17. Given a generic representation pi of GLn(E) with a Langlands
parameter φpi =△1⊕△2⊕⋯⊕△t with △i ∶WDE → GLni(C) irreducible and ∑ti=1 ni =
n, then pi is GLn(F )−distinguished if and only if there is a reordering of △′is and
an integer r between 1 and t2 such that △σi+1 = △∨i for i = 1,3,⋯,2r − 1 and △i is
conjugate-orthogonal for i > 2r.
Proof. See [Mat11, Theorem 5.2].
For convenience, we denote GO(2,2)(E)♮ by G♮.
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Theorem 4.2.18. Assume that τ is an irreducible tempered representation of GSp4(E)
with a central character ωτ satisfying ωτ ∣F× = 1 and the representation θ(τ) of
GO(2,2)(E) is not of form (pi(χ−1, χσ) ⊠ pi(χ−1, χσ)) in Lemma 4.2.15.
(i) If τ = θ(Σ) is an irreducible representation of GSp4(E), where Σ is an irre-
ducible representation of GO(DE), and DE is a non-split quaternion algebra
of E, then the representation τ is not GSp4(F )−distinguished.
(ii) If τ = θ(Σ), where Σ = (pi1⊠pi2)+ is an irreducible representation of GO(2,2)(E),
and the representation Σ = IndGO(2,2)(E)
GSO(2,2)(E)pi1 ⊠ pi2 if pi1 ≠ pi2, then
dim HomGSp4(F )(τ,1) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
2 if φpii ≠ φpi0(i = 1,2) are both conjugate-orthogonal;
1 if φpi1 ≠ φpi2 and φσpi1 ≅ φ∨pi2 ;
1 if φpi1 = φpi2 is conjugate-symplectic
and not conjugate-orthogonal;
1 if φpi2 is conjugate-orthogonal and φpi1 = φpi0 ;
0 other cases.
Here pi0 = pi(χ1, χ2) with χ1 ≠ χ2, χ1∣F× = χ2∣F× = 1 is GL2(F )−distinguished
and not D×(F )−distinguished by Theorem 2.5.4.
(iii) If τ = θ(Σ), where Σ = pi ⊠ χ is a generic representation of GSO(3,3)(E), we
assume that the theta lift of τ to GO(2,2)(E) is zero, i.e. the first occurence
index of τ in the Witt Tower Hr is 6, then dim HomGSp4(F )(τ,C) = 1 if and
only if the Langlands parameter φpi = φτ is conjugate-orthogonal.
Proof. (i) If Σ is a representation of GSO(DE), then τ = θ(Σ) = Θ(Σ) and
HomGSp4(F )(Θ(Σ),1) ≅ HomO(DE)⋊F×(ΘW,D′,ψ(1),Σ+),
where D′ = ResE/FDE is the 8-dimensional quadratic vector space over F with
determinant 1 and Hasse invariant −1. Since the first occurrence of the trivial
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representation is 2⋅dimF W +4 = 12 in the Witt tower D⊕Hr−2, which is bigger
than dimF D′ = 8, i.e. ΘW,D′,ψ(1) = 0, we have
HomGSp4(F )(Θ(Σ),1) = 0
and τ = θ(Σ) is not GSp4(F )−distinguished.
(ii) By Proposition 4.2.3, there is an exact sequence
0 // R4(1) // I(12) // ν ⊗R2(1) // 0
where R2(1) is the big theta lift of the trivial representation 1W from GSp2(F )
to GO(4,4)(F ).We take the long exact sequence with respect to the right exact
contravariant functor HomG♮(−,Σ), to get the following exact sequence
0→ Hom(R2(1))⊗ν,Σ)→ Hom(I(1
2
),Σ)→ Hom(R4(1),Σ) = HomGSp4(F )(τ,C).
Since G♮ = GO(2,2)(E)♮ ⊂ GSO(4,4)(F ), we have
HomG♮(R2(1)⊗ ν,Σ) ≅ HomG♮(R2(1),Σ) ≅ HomGSp2(F )(Θ2(Σ),C).
Here Θ2(Σ) is the big theta lift from GO(2,2)(E) to GSp2(E) and Θ2(Σ) = 0
unless pi1 = pi2. By the orbit decomposition, Lemma 4.2.9 and Lemma 4.2.10,
if we assume that Σ is tempered, then there is an isomorphism
HomG♮(I(1
2
),Σ) = HomG♮(indG♮GO(4,0)(F )C⊕ indG♮GO(2,2)(F )C⊕ indG♮GO(3,1)(F )C,Σ).
We can turn the table around. There is an exact sequence
0 // R3,3(1) // I(12) // R4,0(1) // 0
where I(s) is the degenerate principal series of GSp8(F ), R4,0(1) is the big
theta lift from GO(4,0)(F ) to GSp8(F ) and R3,3(1) is the big theta lift of
trivial representation from GO(3,3)(F ) to GSp8(F ). If τ is tempered, then
dim HomGSp♮4(E)(I(12), τ) = dim HomGSp4(F )(τ∨,C) = dim HomGSp4(F )(τ,C),
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which is bounded by
dim HomGO(3,3)(F )(Θ3,3(τ),C) + dim HomGO(4,0)(F )(Θ2,2(τ),C) (†).
Now we separate them into two cases: pi1 ≠ pi2 and pi1 = pi2.
• If φpi1 ≠ φpi2 , then Hom(R2(1) ⊗ ν,Σ) = HomGSp2(F )(Θ2(Σ),C) = 0, and
Σ = IndGO(2,2)(E)
GSO(2,2)(E)pi1 ⊠ pi2. We get an inequality
dim HomGSp4(F )(τ,C) ≥ dim HomG♮(I(12),Σ)
which is bounded by the sum (†).
(a) If pii(i = 1,2) are both D×(F )−distinguished, which implies that φpii
are conjugate-orthogonal by Theorem 2.5.2 and Theorem 2.5.4, so
that pi∨1 /≅ piσ2 . Otherwise, piσ1 = pi∨1 ≅ piσ2 , which contradicts with pi1 ≠ pi2.
Hence dim HomGSp4(F )(τ,C) ≥ dim HomG♮(I(12),Σ) = 2.We also know(GLn(E),GLn(F )) is a Gelfand pair [Fli91], which implies
1 ≥ HomGSO(3,3)(F )(θ3,3(τ),C) = HomGO(3,3)(F )(θ3,3(τ),C),
so that dim HomGSp4(F )(τ,C) ≤ 2. Then the dimension is 2.
(b) If pi1 = pi(χ1, χ2), χ1 ≠ χ2, χ1∣F× = χ2∣F× = 1 and φpi2 is conjugate-
orthogonal, then φpi1 is conjugate-orthogonal, pi
∨
1 ≠ piσ2 and
HomGO(4,0)(F )(Σ,C) = 0 = HomGO(3,1)(F )(Σ,C)
and HomGSO(3,3)(F )(θ3,3(τ),C) ≠ 0. Since
dim HomG♮(I(1
2
),Σ) = dim HomGO(2,2)(F )(Σ,C) + 0 = 1,
it follows that dim HomGSp4(F )(τ,C) = 1.
(c) If piσ1 ≅ pi∨2 , then dim HomGO(3,1)(Σ,C) = 1. By previous arguments,
we know HomGO(2,2)(F )(Σ,C) = 0 in this case. Therefore
dim HomGSp4(F )(τ,C) = 1.
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In other cases, if piσ1 /≅ pi∨2 and either φpi1 or φpi2 is not conjugate-orthogonal,
then HomG♮(I(12),Σ) = 0 and dim HomGSp4(F )(τ,C) = 0. If not, then
dim HomGSp4(C)(τ,C) = dim HomGSO(3,3)(F )(θ3,3(τ),C) = 1.
Set pi ⊠ χ = θ3,3(τ)∣GSO(3,3)(E) as a representation of GSO(3,3)(E), then
φpi is conjugate-orthogonal. We consider several cases:
– If φpi1 is conjugate-orthogonal, then φpi2 is conjugate-orthogonal by
[Mat11, Theorem 5.2].
– If φpi1 is irreducible, then φpi1 is conjugate-orthogonal, which will im-
ply that φpi2 is conjugate-orthogonal as well.
– Now suppose φpi1 and φpi2 are both reducible, and neither φpi1 nor φpi2
is conjugate-orthogonal. Assume that φpii = χi1 + χi2 (i = 1,2), then
φpi = χ11 + χ12 + χ21 + χ22, χ11χ12 = χ21χ22 ∶ E×/F × → C×,
and [Mat11, Theorem 5.2] implies that χ11χσ21 = 1, χ12 ≠ χ22 but
χ12∣F× = 1 = χ22∣F× . In this case, χσ21 = χ−121 and χ11 = χ21. This implies
that χ12 = χ22 which contradicts with χ12 ≠ χ22.
Hence φpi can not be conjugate-orthogonal.
• If pi1 = pi2 then Θ2(Σ) = pi1, which is not obvious if pi1 = pi(χ,χ).
Assume that pi1 ≠ pi(χ,χ), then we still have
dim HomGSp4(F )(τ,C) ≥ dim HomG♮(I(12),Σ) − dim HomGSp2(F )(pi1,C).
(a) If pi1 ≠ pi0 is D×(F )−distinguished, then dim HomG♮(I(12),Σ) = 3.
Again, we consider the upper bound (†) to get
dim HomGSp4(C)(τ,C) = 2.
(b) If pi1 ≅ pi0 = pi(χ1, χ2) with χ1 ≠ χ2 and χ1∣F× = χ2∣F× = 1, then
dim HomGO(4,0)(Σ,C) = 0 due to Theorem 2.5.4. By a similar reason,
we can get dim HomGSp4(F )(τ,C) = 1.
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(c) If φpi1 is conjugate-symplectic and not conjugate-orthogonal, then
HomGSp2(F )(pi1,C) = 0 and HomGO(3,1)(Σ,C) ≠ 0,
which implies dim HomG♮(I(12),Σ) = 1 = dim HomGSO(3,3)(F )(θ3,3(τ),C).
Hence dim HomGSp4(F )(τ,C) = 1.
If pi1 = pi(χ,χ), then there is an exact sequence pi1 → Θ2(Σ) → pi1 → 0
where we can not deduce Θ2(pi1 ⊠ pi1) directly. Now we consider that
dim HomN(Θ2(pi1 ⊠ pi1), ψ) = dim HomPGL2(E)(pi1 ⊠ pi1,C) ≤ 1
which implies that Θ2(pi1 ⊠ pi1) = pi1.
Also, there is an exact sequence of GO(2,2)(E)−representations
Ind
GO(2,2)(E)
GSO(2,2)(E)(pi1 ⊠ pi1)→ Θ(τ)→ Σ→ 0.
If pi1 = pi2 = pi(χ−1, χσ) which are D×(F )−distinguished, then Θ(τ) is
reducible and we can not determine dim HomGO(4,0)(F )(Θ(τ),C) directly.
(iii) If the first occurence index of the irreducible representation τ of GSp4(E)
in the Witt Tower Hr is 6, then Θ(τ)∣GSO(3,3)(E) is irreducible. Consider the
double see-saw diagram, where GSp♮4(E) = {g ∈ GSp4(E)∣λ(g) ∈ F ×}
GO(2,2)(E)♮ GSp8(F ) GO(3,3)(E)♮
GO(4,0)(F ) GSp♮4(E) GO(3,3)(F ).
By [KR92] and Proposition 4.2.3, there are two exact sequences of GSp8(F )−modules
0 // R3,3(1) // I(12) // R4,0(1) // 0
and
0 // R4,0(1)⊕R2,2(1) // I(−12) // R5,1(1) ∩R3,3(1) // 0
where I(s) is the degenerate principal series of GSp8(F ), R4,0(1) is the big
theta lift of 1 from GO(4,0)(F ) to GSp8(F ) and R3,3(1) is the big theta lift
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of trivial representation 1V from GO(3,3)(F ) to GSp8(F ). Assume that τ is
generic and tempered and its theta lift to GO(2,2)(E) is zero. Then
HomGSp4(E)♮(R4,0(1), τ) = HomGO(4,0)(F )(Θ(τ),C) = 0,
so that HomGSp4(E)♮(I(−12), τ) = HomGSp4(E)♮(R5,1(1) ∩R3,3(1), τ). And
HomGSp4(F )(τ∨,C) ≅ HomGSp4(E)♮(indGSp4(E)♮GSp4(F ) C, τ)≅ HomGSp4(E)♮(I(12), τ)↪ HomGSp4(E)♮(R3,3(1), τ)≅ HomGO(3,3)(F )(Θ(τ),C)≅ HomGO(3,3)(F )((pi ⊠ χ)+,C).
On the other hand, we have
HomGO(3,3)(F )((pi ⊠ χ)−,C) = Hom(Θ(τ)⊗ ν,C) ≅ HomGSp4(E)♮(Θ(ν), τ) = 0,
then we have an inequality
dim HomGSp4(F )(τ∨,C) ≤ dim HomGSO(3,3)(F )(Σ,C) = dim HomGL4(F )(pi,C).
Now we want to obtain the reverse inequality. Since
1→ R5,1(1) ∩R3,3(1)→ R3,3(1)→ R2,2(1)→ 1
is exact by [GI14, Proposition 7.2], it follows that
Hom(R3,3(1), τ)↪ Hom(R5,1(1) ∩R3,3(1), τ) = HomGSp4(E)♮(I(−12), τ)
since its theta lifts θ2,2(τ) and θ4,0(τ) to GO(4,0) and GO(2,2) are zero.
Now we will show that τ does not occur on the boundary of I(−12) as well
under the assumptions. If τ is non-discrete, then τ = J(χ, ρ), χ ≠ 1, due to





) = indGSp4(E)♮(E××GSp2(F ))Nχ′
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where N ≅ E3 and χ′(t, g) = ∣N(t)s+ 12 sim(g)−2s−3∣, set






), τ) = HomE××Sp2(E)⋊F×(1⊗indSp2(E)Sp2(F )C⊗∣−∣−2,RP¯E(J(χ, ρ))) = 0,
because RP¯E(J(χ, ρ)) = χ⊗ρ+χ−1⊗ρχ and χ ≠ 1. Since τ is tempered, we have
Hom(I2(−12)/I1(−12), τ) = 0 = Ext1(I2(−12)/I1(−12), τ) by Casselman’s criterion
and so
dim HomGSp4(E)♮(I(−12), τ) = dim HomGSp4(E)♮(indGSp4(E)♮GSp4(F ) C, τ).
Therefore
dim HomGSp4(F )(τ∨,C) = dim HomGSp4(E)♮(I(−12), τ) = dim HomGSO(3,3)(F )(Σ,C)
which holds for discrete series τ as well by a similar argument, and the right
hand side is nonzero if and only if φpi is conjugate-orthogonal, in which case,
the dimension is 1.
Hence we finish the proof.
Remark 4.2.19. If the Langlands parameter φτ = 2χ−1+2χs, then τ is GSp4(F )−distinguished
and
dim HomGSp4(F )(τ,C) ∈ {2,3}.
Proposition 4.2.20. If τ = θ(pi⊠χ) is a tempered generic irreducible representation
of GSp4(E), then τ is GSp4(F )−distinguished if and only if the Langlands parameter
φpi ∶WDE → GL4(C)
is conjugate-orthogonal.
Proof. Assume that τ is GSp4(F )−distinguished. If φpi is irreducible, then it is
obvious from Theorem 4.2.18(iii). For the case φpi = φpi1 ⊕ φpi2 with φ1 and φ2 are
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conjugate-orthogonal, it is easy to see that φpi is conjugate-orthogonal. Now we
assume that either φpi1 or φpi2 is not conjugate-orthogonal, then by the inequality
dim HomGSp4(F )(τ,C) ≤ dim HomGL4(F )(pi,C) + dim HomGO(4,0)(pi1 ⊠ pi2,C)
we have dim HomGL4(F )(pi,C) ≠ 0. This implies φpi is conjugate-orthogonal.
Conversely, if φpi is conjugate-orthogonal, then
dim HomGL4(F )(pi,C) = 1.
It suffices to show that τ = Θ(pi1 ⊠ pi2) is GSp4(F )−distinguished if φpi1 ⊕ φpi2 is
conjugate-orthogonal. This comes from the proof of Theorem 4.2.18(ii).
Remark 4.2.21. In fact, we can show that if τ = θ(pi1⊠pi2) with pi∨1 = piσ2 irreducible,
then φpi = φpi1 ⊕ φpi2 is not only conjugate-orthogonal but also conjugate-symplectic.
Hence we have proved Theorem 1.1.1.
Corollary 4.2.22. The pair (GSp4(E)♮,GSp4(F )) is not a Gelfand pair.
For the general essentially tempered representation τ of GSp4(E) with ωτ ∣F× =
χ2, we may consider the vector space
HomGSp4(F )(pi,χ)
which is equal to HomGSp4(F )(pi ⊗ χ−1E ,C), where χE ∣F× = χ. Then we are done.
4.2.3 Prasad’s Conjecture for GSp(4)
Before we consider the Prasad’s conjecture for G = GSp(4), let us recall the Prasad’s
conjecture for G = GL(2) = GSp(2). Set G = GL(2) and χG = ωE/F , Gop = U(2,E/F )
is the quasi-split unitary group. Denote LGop = GL2(C)⋊ < σ > where
σ(g) = ω0(gt)−1ω−10 = g det(g)−1, ω0 = ⎛⎜⎝ 1−1
⎞⎟⎠ , g ∈ GL2(C).
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Given an irreducible representation pi of GL2(E) with φ = φpi irreducible (for sim-
plicity), there is no other pure inner form for GL(2), then
dim HomG(F )(pi,χG) = ∣F (φ)∣
where F (φ) = {φ˜ ∶WDF → LGop∣ φ˜∣WDE = φ}.
Proposition 4.2.23. The following statements are equivalent:
(i) dim HomG(F )(pi,ωE/F ) = 1;
(ii) the Langlands parameter φ is conjugate-symplectic;
(iii) there is only one extension φ˜ ∈ F (φ).
Proof. We only prove (ii)⇒ (iii). If φ is conjugate-symplectic, so that
φs = φ∨ = φdetφ−1,
given s ∈WF ∖WE, there exists A ∈ GL2(C) such that
φ(sts−1) = φs(t) = Aφ(t)det(φ(t))−1A−1 for all t ∈WDE.
Pick a ∈ C× such that a2 ⋅ detA = 1, so that aA ∈ SL2(C). Set
φ˜(s) = aA ⋅ σ and φ˜(t) = φ(t) for t ∈WDE,
then φ˜(sts−1) = φ˜(s) ⋅ φ(t) ⋅ φ˜(s)−1 and φ˜(s2) = φ(s2) = [φ˜(s)]2 due to the sign of
φ. Therefore φ˜ ∈ F (σ). If there are two extensions φ˜i with Ai ∈ SL2(C) such that
φ˜i∣WDE = φ, then A1A−12 ∈ Z(φ) ≅ C× by Schur’s lemma, so that φ1 = φ2.
Remark 4.2.24. This method will appear again when we discuss the Prasad’s
conjecture for G = GSp(4). The key idea is to choose a proper element A such that
the lift φ˜ satisfies φ˜(s) = Aσ and φ˜∣WDE = φ.
Assume that pi = pi(χ−1, χσ), then pi is GL2(F )−distinguished. Set
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⎞⎟⎠ ⋊ σ, we need to
check that φ˜ = φ˜′. We choose
g = ⎛⎜⎝χ
−1(s2) −1
⎞⎟⎠ so that Adg(φ˜′) = φ˜.
If pi = pi(χ1, χ2) with χ1 ≠ χ2 and χ1∣F× = χ2∣F× = ωE/F , then φ˜(s) = ⎛⎜⎝ 1−1
⎞⎟⎠ .
Now we consider the generic tempered representation τ = θ3,3(pi⊠χ) of GSp4(E),
with φpi conjugate-symplectic and χ∣F× = 1. We identify its Langlands parameter
φτ = φpi, so χ is the similitude character of φpi.
Recall, if G = GSp2n, then χG = ωE/F and
Gop(F ) = {g ∈ GSp2n(E)∣ g¯ = θ(g)} where θ(g) = λ(g)−1g.
Given a conjugate-symplectic parameter φ = φτ = φpi which is irreducible, we
want to extend φτ to φ˜ ∶WDF → GSp4(C)⋊ < σ >, where σ acts on GSp4(C) by
σ(g) = gλ(g)−1.
Observe that H1(Gal(E/F ), Z(Gop)WE) = 1, which corresponds to the fact that the
pure inner form of GSp(4) is trivial.
Given s ∈ WF ∖WE. Since φ is conjugate-symplectic, so that φ∨ = φs, and φ∨ =
φχ−1, there exists A ∈ GSp4(C) such that
φ(sts−1) = φs(t) = Aφ(t)χ−1(t)A−1 for all t ∈WDE.
Pick a ∈ C× such that a2 = λ(A)−1, then aA ∈ Sp4(C). Set
φ˜(s) = aA ⋅ σ and φ˜(t) = φ(t),
then φ(sts−1) = Aφ(t)χ−1(t)A−1 = φ˜(s) ⋅ φ(t) ⋅ φ˜(s)−1. Moreover, we will show that
φ˜(s2) = φ(s2) = φ˜(s)2,
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then φ˜ is a Langlands parameter of LGop and φ˜∣WDE = φ.
Assume that < −,− > is the WDE−equivariant bilinear form associated to
φτ ∶WDE → GSp4(C) = GSp(V,< −,− >),
set
B(v,w) =< v,A−1w > for v,w ∈ V,
then
B(t.v, sts−1.w) =< t.v, χ−1(t)t.A−1w >=< v,A−1w >= B(v,w).
So B is a conjugate-self-dual bilinear form on φ and hence it has sign −1 by Schur’s
lemma, i.e. −B(w, v) = B(v, s2.w). Therefore
< v,w >= − < w, v >=< Av,A−1φ(s2)w >=< v, a−2A−2φ(s2)w >,
so φ(s2) = a2A2 = φ˜(s)2.
Proposition 4.2.25. Assume that τ = θ3,3(pi ⊠ χ) with φpi irreducible, then there
exists at most one extension φ˜ ∶WDF → LGop such that φ˜∣WDE = φτ = φpi.
Proof. If there are two extension φ˜i associated to Ai ∈ Sp4(C) satisfying
φ˜i(sts−1) = φ˜i(s) ⋅ φ(t) ⋅ φ˜i(s)−1, ∀t ∈WDE,
then A1A−12 commutes with φ, so A1A−12 is a scalar by Schur’s Lemma. Hence
φ˜1 = φ˜2.
Hence, if τ = θ3,3(pi ⊠χ) with φpi = φτ irreducible and conjugate-symplectic, then
there is one extension φ˜ ∈ F (φτ) and
dim HomGSp4(F )(τ, ωE/F ) = 1.
If φ = φpi is conjugate-symplectic and reducible, there are several cases.
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Tempered but not discrete If φpi = ρ + ρν with ρ irreducible and ν ⋅ detρ
conjugate-orthogonal, thanks to [Mat11, Theorem 5.2], there are two subcases: ρ
and ρν are both conjugate-symplectic or ρs = ρ∨ν−1.
(i) If ρ and ρν are both conjugate-symplectic, there are two lifts ρ˜i ∶ WDF →
GL2(C)⋊ < σ > such that ρ˜1∣WDE = ρ, ρ˜2∣WDE = ρν and ρ˜i(s) = Aiσ. Since ρ is
irreducible, ν is conjugate-orthogonal and A1A−12 ∈ C×. Set
φ˜(s) = a⎛⎜⎝ A1A2
⎞⎟⎠ ⋅ σ ∈ Sp4(C)⋊ < σ > and φ˜(t) =
⎛⎜⎝ρ(t) ρ(t)ν(t)
⎞⎟⎠ ,
then φ˜ ∈ F (φ) is the unique extension of φ.
(ii) If ρs ≅ ρ∨ν−1, then φspi ≅ φ∨pi = detρ−1 ⋅ ν−1φpi = ρ∨ν−1 + ρ∨ implies
ρ∨ ≅ ρsνs ≅ ρsν.
Set ρs(t)detρ(t)ν(t) = Aρ(t)A−1, then A−2ρ(s2) ∈ C× since ρ is irreducible,
and detρs detρ ⋅ ν2 = 1, which implies that ν = νs. Set
φ˜(s) = ⎛⎜⎝A AdetA−1
⎞⎟⎠ ⋊ σ, φ˜(t) =
⎛⎜⎝ρ(t) ρ(t)ν(t)
⎞⎟⎠ , t ∈WDE,
then φ˜(sts−1) = φ˜(s) ⋅ φ(t) ⋅ φ˜(s)−1 and φ˜∣WDE = φ.
Endoscopic case If φpi = ρ1 + ρ2 is the endoscopic case, then detρ1 = detρ2 are
both conjugate-orthogonal. There are several subcases. Set τ = θ(pi1 ⊠ pi2) and
ρ0 = χ1 + χ2, with χ1 ≠ χ2 and χ1∣F× = χ2∣F× = ωE/F . Assume that ρ1 ≠ ρ2.
(i) If ρ1 and ρ2 are conjugate-symplectic and ρi ≠ ρ0 (i = 1,2), so that pii are(D×(F ), ωE/F )−distinguished. Then
dim HomGSp4(F )(τ, ωE/F ) = 2.
There exist ρ˜1 ≠ ρ˜2 such that ρ˜i∣WDE = ρi. So there are two lifts φ˜1 = ρ˜1+ ρ˜2 and
φ˜2 = ρ˜′1 + ρ˜2 such that φ˜i∣WDE = φ, where ρ˜′1 = ρ˜1ωE/F .
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If ρi are both irreducible, then every lift of φ should be of the form
s↦ ⎛⎜⎝λ1ρ˜1(s) λ2ρ˜2(s)
⎞⎟⎠ ∈ GSp4(C)⋊ < σ > with λ2i = 1.
It is known that φ˜ = −φ˜ as parameters of Gop.
If ρ1 = χ−1+χs, then the centralizer ZGL2(C)(ρ1) is C××C× or GL2(C). Moreover,
ρ˜1(s) = ⎛⎜⎝1 χ(s2)
⎞⎟⎠⋊σ. In this case, ρ˜1+ρ˜2 ≠ ρ˜1ωE/F+ρ˜2, which will be a different
story if ρ1 = ρ0.
(ii) If ρ1 ≅ ρ0 and ρ2 is conjugate-symplectic, then φ˜1 ≅ φ˜2.
(iii) If ρ∨1 ≅ ρs2, there exist A1, A2 ∈ SL2(C) such that
A1ρ
∨
1(t)A−11 = ρs2(t) and A2ρ∨2(t)A−12 = ρs1(t), t ∈WDE.
Set φ˜(s) = ⎛⎜⎝ A2A1
⎞⎟⎠ ⋊ σ, then φ˜(sts−1) = φ˜(s) ⋅ φ˜(t) ⋅ φ˜(s−1).
Now we assume that ρ1 = ρ2 which are not of form χ−1 + χs in Lemma 4.2.15.
(i) If ρ1 ≠ ρ0 is conjugate-symplectic, then φ˜1 = ρ˜1 + ρ˜1 and φ˜2 = ρ˜1 + ρ˜′1.
(ii) If ρ1 = ρ0, there is only one lift φ˜ = ρ˜1 + ρ˜1.
(iii) If ρ1 is not conjugate-symplectic but conjugate-orthogonal, set
φ˜(s) = ⎛⎜⎝ AA
⎞⎟⎠ ⋊ σ ∈ Sp4(C)⋊ < σ >
where A ∈ SL2(C) satisfying Aρ∨1(t)A−1 = ρs1(t). Let us verify
φ(s2) = φ˜(s2) = φ˜(s)2 i.e. A2 = ρ1(s2).
• If ρ1 is irreducible, then A−2ρ1(s2) ∈ C×. Since ρ1 is conjugate-orthogonal,
it follows that A−2ρ(s2) = 1, i.e. A2 = ρ1(s2).
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• If ρ1 = χ−1 + χs, then we remove this case by the assumption.
• If ρ1 = χ1 + χ2 with χ1 ≠ χ2 and χ1∣F× = χ2∣F× = 1, then A = 1 and
A2 = 1 = ρ1(s2).
Then we are done.
Non-generic tempered If the Langlands-Vogan parameter of τ is φpi = ρ1 + ρ2
with a nontrivial character λ of the component group Sφτ , where τ = θ(JL(pi1) ⊠
JL(pi2)) is a nongeneric tempered representation of GSp4(E), then
dim HomGSp4(F )(τ, ωE/F ) = 0.
On the parameter side, if φpi = ρ1 + ρ2 is the endoscopic case, then for arbitrary lift
φ˜ such that φ˜∣WDE = φτ = φpi, the restriction λ∣pi0(Z(φ˜)) does not contain the trivial
character 1, i.e.
m(λ, φ˜) = 0.
Theorem 4.2.26. Conjecture 2 holds for a tempered representation τ of GSp4(E)
except possibly for τ = IGSp4(E)Q (1, pi(χ−1, χσ)).
Proof. Since the Levi subgroup of a parabolic subgroup in GSp(4) are GL−type,
[Pra16, Lemma 13 and Remark 22] imply that deg Φ(φ˜) = 1 in our case. By the
above discussion, we know that if τ is tempered and not of form I(1, pi(χ−1, χσ)),
then dim HomGSp4(F )(τ, ωE/F ) equals to the number of inequivalent lifts ∣F (φτ)∣.
4.3 Prasad’s Conjecture for G = PGSp(4)
In this section, we will discuss the Prasad’s conjecture for the case G = PGSp(4).
Assume that E/F is a quadratic field extension of p−adic fields of characteristic zero.
Let ωE/F be the quadratic character associate to E by Local Class Field theory. Let
τ be a representation of PGSp4(E), i.e. the representation τ of GSp4(E) with trivial
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central character. If the dimension
dim HomPGSp4(F )(τ, ωE/F ) = dim HomGSp4(F )(τ, ωE/F )
is nonzero, then we say τ is (PGSp4(F ), ωE/F )−distinguished .
Let GU2(D) be the similitude unitary group of a 2−dimensional Hermitian vector
space over the unique division quaternion algebra D of F. It is the unique inner form
of GSp4(F ). And PGU2(D) is the pure inner form of PGSp4(F ).
Recall that G = PGSp4, Gˆ = Spin5(C) ≅ Sp4(C), Gop = PGSp4 and χG = ωE/F .
Prediction Prasad’s conjecture for G = PGSp4 predicts that
(i) if τ is (G(F ), ωE/F )−distinguished, then
• {φστ } = {φ∨τ }, an equality of L−packet and
• φτ = τ ′∣WDE for some parameter τ ′ ∶WDF → LG;
(ii) if τ is generic and can be lifted, then τ is (G(F ), ωE/F )−distinguished;
(iii) assume that φτ = τ ′∣WDE for some parameter τ ′ ∶WDF → Sp4(C) ×WF , then
F (φτ) = {τ ′ ∶ τ ′∣WDE = φτ} = ∪iO(τ ′i)
where O(τ ′i) = {τ ′i , ωE/F ⋅ τ ′i}, which may be a singleton. Given a parameter
τ ′i ∶WF → Sp4(C) with φτ its restriction to WE and τ ′i ⋅ ωE/F = τ ′i , there exists
an element gi ∈ Z(φτ) such that
(τ ′i ⋅ ωE/F )(x) = giτ ′i(x)g−1i ,∀x ∈WF
and so gi normalizes Z(τ ′i). And HomPGSp4(F )(τ, ωE/F ) ≠ 0 if λ(gi) = 1 and
HomPGU2(D)(τ, ωE/F ) ≠ 0 if λ(gi) = −1.
In this case, AG(τ ′i) is trivial and
Ci = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
{PGSp4(F )} if λ(gi) = 1,{PGU2(D)} if λ(gi) = −1.
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If τ ′i ≠ τ ′iωE/F , thenAG(τ ′i) =H1(WF ,PGSp4) and Ci = {PGSp4(F ),PGU2(D)}.
Then set Gα to be PGSp4(F ) or PGU2(D), one has
dim HomGα(τ, ωE/F ) =∑
i
m(λ, τ ′i)1Ci(Gα) ⋅ deg Φ∗(τ ′i)d0(τ ′i)
where m(λ, τ ′i) is the multiplicity of the trivial representation 1 contained in
the restriction representation λ∣pi0(Z(τ ′i)).
Theorem 4.3.1. If the representation τ of PGSp4(E) is generic and tempered, then
τ is (PGSp4(F ), ωE/F )−distinguished if and only if τ is the base change lift from a
generic representation τF of PGSp4(F ).
Proof. First, we may assume that the theta lift Σ = θ2,2(τ) from GSp4(E) to
GO(2,2) is zero. If τ is (PGSp4(F ), ωE/F )−distinguished, then
HomGSp4(F )(τ, ωE/F ) ≅ HomO(3,3)(E)⋊F×(Θ(ωE/F ),Σ), where θ(Σ) = τ.
By the assumption that Σ = θ2,2(τ) = 0, the right hand side is isomorphic to
HomGSO(3,3)(F )(Σ∨, ωE/F ) ≅ HomPGL4(F )(pi∨, ωE/F ) ≠ 0, where Σ = pi ⊠ 1.
By [GR13, Theorem 6.2], the Langlands parameter φpi = φτ ∶ WDE → GL(M) is
conjugate-symplectic, i.e. there exists a nondegenerate bilinear form B ∶M ×M → C
such that B(gx, sgs−1y) = B(x, y) = −B(y, s2x) for g ∈WDE.
Now we want to show that φpi can be extended to a map WDF → Sp4(C). Since
φστ = φ∨τ = φτ , there is an extension φτ ′ ∶ WDF → GL(M) such that φτ ′ ∣WDE = φτ .
There is a natural alternating WDE−invariant form < −,− > on M. Now we define
B′(x, y) =< x, s−1y >, ∀x, y ∈M,
then B′(gx, sgs−1y) =< gx, gs−1y >= B′(x, y).
If φτ is irreducible, then one may assume that B = B′ on φ ⊗ φσ by Schur’s
lemma, so that B′(y, s2x) +B′(x, y) = 0, i.e. < y, sx > + < x, s−1y >= 0, and
< sx, sy >= − < y, x >=< x, y > .
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Then φτ ′ is a map from WDF to Sp4(C).
If φpi = ρ ⊕ ρ∨ is reducible, with ρσ = ρ or ρ∨, where ρ ∶ WDE → GL(V ) is irre-
ducible and detρ ≠ 1, thanks to [Mat11, Theorem 5.2], φτ is conjugate-symplectic,
then ρσ = ρ∨ ≠ ρ are both conjugate-symplectic, or ρσ = ρ.
• If ρσ ≠ ρ, set φτ ′ = IndWDFWDEρ, then φτ ′ ∣WDE = ρ+ρσ. In this case, φτ ′ is symplectic
due to [GGP11, Lemma 3.5].
• If ρσ = ρ, there exists a lift ρ˜ ∶WDF → GL2(C) such that ρ˜∣WDE = ρ. Set
φτ ′ = ρ˜ + ρ˜∨.
Hence φτ ′ ∶WDF → Sp4(C) and τ ′ is a smooth representation of PGSp4(F ).
If the theta lift θ(τ) from GSp4(E) to GSO(2,2)(E) is nonzero, then we can
still get that the Langlands parameter φpi = φ1 ⊕ φ2 is conjugate-symplectic.
• If φ1 and φ2 can both be extended, then φτ ′ = φ′1 ⊕ φ′2 where φ′i∣WDE = φi.
• If neither φ1 nor φ2 can be extended, then φσ1 = φ∨2 = φ2 ≠ φ1. In this case, we
set φτ ′ = IndWDFWDEφ1. And we define
< f1, f2 >= B0(f1(1), f2(1)) +B0(f1(s), f2(s)), f1, f2 ∈ φτ ′
where B0 is the bilinear form on φ1. Then we have
φτ ′ ∶WDF → Sp4(C).
• If φ1 = φ2 is conjugate-orthogonal, then there exists a ρ ∶WDF → GL2(C) such
that ρ∣WDE = φ1 and detρ = ωE/F . Set φτ ′ = ρ⊕ ρ ⋅ ωE/F and
B((v1, v2), (v3, v4)) = B0(v1, v4) +B0(v2, v3)
where (v1, v2) ∈ ρ⊕ ρ ⋅ ωE/F and B0 is the bilinear form associated to ρ.
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Therefore, the tempered generic representation τ is (PGSp4(F ), ωE/F ) implies φτ =
φτ ′ ∣WDE for some φτ ′ ∶WDF → LG.
Conversely, assume that τ = BC(τF ) with τF generic, and θ(pi ⊠ χ) = τ, i.e.
φτF ∶WDF → Spin5(C) ×WF and φτF ∣WDE = φτ .
Then φ∨τ = φτ = φστ and so the Langlands parameter φpi is conjugate-symplectic due
to the bilinear form B on φτ ⊗ φστ
B(x, y) =< x, s−1y >F .
By the results of GSp4−distinction in Theorem 4.2.18, we obtain that HomGSp4(F )(τ, ωE/F )
is nonzero. Then we finish the proof.
4.3.1 Inner Forms
In order to discuss (iii) in the prediction, we need to introduce the theta lift for
quaternionic unitary groups, following [Yam11], [GT14] and [GS15b].
Morita equivalence Let R =M2(E) be the split quaternion algebra over E. Any
left Hermitian (resp. right skew-Hermitian) free R−module (WR, hR) corresponds
to a symplectic (resp. orthogonal) space (WE, hE) over E and
dimEWE = 2 dimRWR, Aut(WR, hR) = Aut(WE, hE).
Let D be the unique nonsplit quaternion algebra over F, with a standard involution∗, then D ⊗F E ≅ R. There is a D−linear map
trR/D ∶ R →D
such that trR/D(d) = 2d for d ∈D. Given a 4−dimensional symplectic space (WE, hE)
over E, corresponding to a 2−dimensional left Hermitian space (WR, hR), we set
hD(x, y) = 1
2
trR/D(hR(x, y)) ∈D,∀x, y ∈WR.
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Then hD is a nondegenerate Hermitian form on WD = ResR/DWR and dimDWD = 4.
Given a left Hermitian space (WD, hD) and a right skew-Hermitian space (VD, sD),
the tensor product space VD ⊗WD admits a symplectic form defined by
< v ⊗w, v′ ⊗w′ >∶= 1
2
trD/F (v, v′)(w,w′)∗.
This gives an embedding
U(VD) ×U(WD)→ Sp(VD ⊗WD).
Then we can define the Weil representation ωψ on U(VD) ×U(WD), using the com-
plete polarization WD =XD +YD of WD, and then extend it to the similitude group
GU(VD) ×GU(WD) following Roberts, see [GT14, Section 3].
Degenerate principal series Assume that I(s) is the degenerated principal se-
ries of GU(WD) associated to a Siegel parabolic subgroup P, i.e.
I(s) = {f ∶ GU(WD)→ C∣ f(pg) = δ(p) 12+ s5f(g),∀p ∈ P}
Similar with Proposition 4.2.3, we have
Lemma 4.3.2. Assume that R3(1) is the theta lift of trivial representation from
GO∗3,0(D) to GU(WD), then there is an exact sequence
1 // R3(1) // I(12) // R2(1) // 1
where R2(1) is the theta lift of trivial representation form GO∗1,1(D) to GU(WD).
By [Yam11, Theorem 1.4], we may give the similar proof as in Proposition 4.2.3,
so we omit it here.
See-saw diagram Let us fix the polarization WR =XR + YR, then
WD = ResR/DWR = ResR/DXR +ResR/DYR =XD + YD.
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Example 4.3.3. Let WE = Ee1 +Ee2 +Ee′1 +Ee′2 to be a 4−dimensional symplectic
space over E, with a pairing
(ei, e′j) = δij and (ei, ej) = 0 = (e′i, e′j).
Denote e = ⎛⎜⎝e1e2





⎞⎟⎠ , and (e, e)R = 0 = (f, f)R, (e, f)R = 1, then WR = Re+Rf
which corresponds to WE by Morita equivalence. And
XD =De +D√de, YD =Df +D 1√
d
f.
Consider the following see-saw diagram
U(WD) ⋊ F × U(VD ⊗R) ⋊ F ×
U(WR) ⋊ F × U(VD) ⋊ F ×.
Here we denote GU(VD) by U(VD) ⋊ F ×.
Proposition 4.3.4. Let τ be an irreducible representation of GSp(W ) ≅ GU(WR).
Assume that pi is an irreducible representation of GU(VD), then
HomU(WR)⋊F×(Θ(pi), τ) =HomGU(VD)(Θ(τ), pi).
Proof. See [GS15b, Theorem 8.2].
Double cosets Assume that P is the Siegel parabolic subgroup of U(WD) =
Sp∗2,2(D), then the homogeneous spaceXD = P /Sp∗2,2(D) corresponds to the maximal
isotropic subspaces in WD. We consider the double cosets XD/U(WR) =XD/Sp4(E),
following Lemma 4.2.5.
Proposition 4.3.5. In the double cosets XD/Sp4(E), there are one closed orbit with
stabilizer P ∩ Sp4(E) = P ′(E), one open orbit with stabilizer Sp∗1,1(D) ⊂ Sp4(E).
There is one intermediate orbit with a representative
L =Dr(√de + f) +D(e − 1√
d
f) ∈XD, r = ⎛⎜⎝1 00 0
⎞⎟⎠ = r2 ∈ R
which is a non-free R−module with stabilizer (GL1(E) × Sp∗1,0(D)) ⋅N,N = E3.
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4.3.2 Periods for Inner Form GU2(D)
Let GU2(D) = GSp∗1,1(D) be the inner form of GSp4 defined over F, whose E−points
coincide with GSp4(E). Assume that τ is a tempered representation of GSp4(E)
with ωτ ∣F× = 1, we may consider
HomGSp∗1,1(D)(τ,C).
Lemma 4.3.6. Let τ be a tempered smooth irreducible representation of U(WR)⋊F ×
and U(WR) ⋊ F × ↪ GSp∗2,2(D) be a natural embedding, then
dimHomU(WR)⋊F×(I(12), τ) ≅ dimHomGSp∗1,1(D)(τ∨,C).
Proof. Since there are three orbits for P /GSp∗2,2(D)/U(WR)⋊F ×, there is a filtration
for I(12)∣U(WR)⋊F× as follow
ind
Sp4(E)⋊F×
GSp∗1,1(D) C = I0 ⊂ I1 ⊂ I2 = I(12)∣Sp4(E)⋊F×
where I2/I1 ≅ indSp4(E)⋊F×P ′(E) δ 12P ′(E) and I1/I0 ≅ indSp4(E)⋊F×MN δ 35P δ− 123 , where
M ≅ GL1(E) ×GSp∗1,0(D),N ≅D ⊕E and δ3(t, d) = ∣N(a)4 ⋅ sim(d)−4∣.
By the Casselman criterion for the tempered representation τ, we know τ does not
occur on the boundary of I(12), then
dim Hom(I(1
2
), τ) = dim Hom(I0, τ) = dim HomGSp∗1,1(D)(τ∨,C).
Then we finish the proof.
Assume that V is a 2−dimensional skew-Hermitian vector space over R, associ-
ated to the anisotropic 4−dimensional quadratic space over E given by (DE,Norm)
by Morita equivalence, then ResR/DV is a 4−dimensional skew-Hermitian vector
space over D with trivial discriminant. Then there is a natural embedding
SU(V ) = SO(DE)↪ SO∗2,2(D).
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Given a 1−dimensional Hermitian vector space W1 over D, one may consider the
theta lift from GU(W1) to GO∗2,2(D) and the theta lift from GU(W1⊗R) = GL2(E)
to GSO(DE) =D×E ×D×E/{(t, t−1)}. Let us consider the following diagram
GU(ResR/DV ) Sp2(E) ⋊ F ×
SO(DE) ⋊ F × GSp∗1,0(D)
which is different from the situation in [GS15b, Theorem 8.2], since there does not
exist a natural polarization in the symplectic space V = ResD/F (ResR/DV ⊗W1).
Assume that V = X⊕ Y is a polarization, set the group
Mp(V)Y = Sp(V) ×C×
with group law (g1, z1)(g2, z2) = (g1g2, z1z2 ⋅ zY(g1, g2))
where zY(g1, g2) = γF (12ψ ○ q(Y,Yg−12 ,Yg1)) is a 2−cocycle associated to Y, and
q(Y,Yg−12 ,Yg1) is the Leray invariant, see [Kud96, Section I.3].
Suppose V = X′ ⊕ Y′ is another polarization of V. Then there is an isomorphism
S(X) ≅ S(X′).
Given ϕ ∈ S(X) and ϕ′ ∈ S(X′), due to [IP15, Lemma 3.3], we have
ϕ(x) = ∫
Y∩Y′/Yψ(12 < x′, y′ > −12 < x, y >)ϕ′(x′)dy
where x′ ∈ X′ and y′ ∈ Y′ are given by x′ + y′ = x + y ∈ V.
Lemma 4.3.7 (See-saw identity ). Assume that pi is an irreducible discrete se-
ries representation of GL2(E) and Θ(pi) = piDE ⊠ piDE is the theta correspondence
representation of GSO(DE), where piDE is the Jacquet-Langlands correspondence
representation of pi. Given an irreducible representation τ of GSp∗1,0(D), then
dim HomSO(DE)⋊F×(Θ(τ), piDE ⊠ piDE)) = dim HomGSp∗1,0(D)(pi, τ).
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Proof. Let us fix two polarizations ResR/DV = U ⊕U ′ and W1 ⊗D R =X + Y, then
V = X⊕ Y = (U ⊗DW1)⊕ (U ′ ⊗DW1) and V = X′ ⊕ Y′ = (DE ⊗X)⊕ (DE ⊗ Y ).
Choose a fixed element h0 ∈ Sp(V) such that
X′ = Xh0 and Y′ = Yh0.
By [IP15, Appendix B.4], there is an isomorphism u ∶ Mp(V)Y →Mp(V)Y′ via
(h, z)↦ (h, z ⋅ µ(h)) where µ(h) = zY(h0, hh−10 )zY(h,h−10 ), h ∈ Sp(V).
First let us show the identity for the cocycle product
µ(h) = 1 for h ∈ SO(DE) × Sp∗1,0(D),
i.e. γF (12ψ ○ q(Y,Y′h−1,Y′))γF (12ψ ○ q(Y,Y′,Yh)) = 1,∀h ∈ SO(DE) × Sp∗1,0(D),
which is equivalent to show that
γF (1
2
ψ○q(Y,Y′h−1,Y′)) = 1,∀h ∈ Sp∗1,0(D) and γF (12ψ○q(Y,Y′,Yh)) = 1,∀h ∈ SO(DE).
Since Y h−1 ∩ Y = Y or 0 for all h ∈ Sp∗1,0(D), then Y′h−1 ∩ Y′ = Y′ or 0, and
γF (1
2
ψ ○ q(Y,Y′h−1,Y′)) = 1,∀h ∈ Sp∗1,0(D).
Set L = Y ∩ Y′ + Y ∩ Yh + Y′ ∩ Yh with h ∈ SO(DE), then
L = (U ′ +U ′h)⊗ Y + (U ′ ∩U ′h)⊗X
is a maximal isotropic subspace in V = ResD/F (ResR/DV ⊗W1), so q(Y,Y′,Yh) = 0.
Hence µ(h) = 1 for all h ∈ SO(DE) × Sp∗1,0(D).
Now we fix the splitting iY ∶ O∗2,2(D) × Sp∗1,0(D)↪Mp(V)Y and
iY′ ∶ SO(DE) × Sp2(E)↪Mp(V)Y′
where the splitting iY(y, z) = ((y, z), βY(z)) is defined in [Kud94, Theorem 3.1].
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We will show that u ○ iY(h) = iY′(h),∀h = (y, z) ∈ SO(DE) × Sp∗1,0(D), then we
are done.
SO(DE) × Sp∗1,0(D)   // O∗2,2(D) × Sp∗1,0(D) iY //Mp(V)Y
u

SO(DE) × Sp∗1,0(D)   // SO(DE) × Sp2(E) iY′ //Mp(V)Y′
Set iY(h) = (h,βY(h)), then βY(z) = 1,∀z ∈ Sp∗1,0(D). Similarly, we have
βY′(y) = 1,∀y ∈ SO(DE).
In order to show that
βY(h) ⋅ µ(h) = βY′(h),∀h = (y, z) ∈ SO(DE) × Sp∗1,0(D),
it suffices to show that βY(y) = 1 = βY′(z).
• If y ∈ SO(DE) ⊂ O∗2,2(D) = ∪2i=0PωiP, say y ∈ PωiP, where P is the Siegel
















then βY(y) = (−1)i. Since ω1 switches a pair of vectors e1 and e′1 in a basis{e1, e2, e′1, e′2}, which corresponds to an element h ∈ O(DE) with determinant−1, where P is the stabilizer of the maximal isotropic subspace {e1, e2}, then
SO(DE) ∩ Pω1P = ∅, i.e. βY(y) = 1.
• If z ∈ Sp∗1,0(D), and z = g ∈ Sp2(E), then βY′(z) = γ(x(g), 12ψ)4γ(12ψ○DE)4 = 1.
Therefore, we finish the proof.
Remark 4.3.8. From the proof above, we can see that the see-saw identity does
not hold if we replace SO(DE) by O(DE) in this case.
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Assume that D4 is the quaternion division algebra over F with inv
1
4 .
Lemma 4.3.9. Given an irreducible representation ΠD of GL2(DE), then
dim HomD×4 (ΠD,C) ≤ 1.
Proof. Assume that ΠD is non-supercuspidal, then there is a short exact sequence
pi(ρD1 , ρD2 )→ ΠD → 0
where ρDi are irreducible representations of D
×
E, it suffices to show
dim HomD×4 (pi(ρD1 , ρD2 ),C) ≤ 1.
By Mackey Theory, one has
HomD×4 (pi(ρD1 , ρD2 ),C) ≅ HomD×E(ρD1 ⊗ JL−1(ρσ2),C)
where ρ2 = JL(ρD2 ). So its dimension is less or equal to 1.
If ΠD is supercuspidal, due to [CG16, Theorem 4.3.15], we are done.
Theorem 4.3.10. (i) If τ = θ(pi1⊠pi2) is a nongeneric tempered representation of
GSp4(E), where pi1 ⊠ pi2 is an irreducible smooth representation of GSO(DE),
then dim HomGU2(D)(τ, ωE/F ) = 1 if and only if one of the following holds:
• pi1 ≠ pi2 but pi∨1 = piσ2 ;
• pi1 = pi2 with conjugate-orthogonal Langlands parameters.
(ii) If τ = θ(pi1 ⊠ pi2) = θ(pi2 ⊠ pi1) is tempered and generic, then
• dim HomGU2(D)(τ,C) = 1 if pi1 = pi2 is discrete and D×(F )−distinguished;
• 1 ≤ dim HomGU2(D)(τ,C) ≤ 3 if pi1 = pi2 = pi(µ1, µ2) with µ1µs2 = 1;
• dim HomGU2(D)(τ,C) = 1 if pi1 is D×(F )−distinguished and pi2 = pi(χ1, χ2)
with χ1 ≠ χ2, χ1∣F× = χ2∣F× = 1;
• dim HomGU2(D)(τ,C) = 2 if pi1 ≠ pi2 are both D×(F )−distinguished.
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and HomGU2(D)(τ,C) = 0 in other cases.
(iii) If τ = θ(piDE ⊠ χ) is tempered and its theta lifts to GO(2,2) and GO(4,0)
are zero, where piDE ⊠ χ is an irreducible representation of GSO(5,1), then
dim HomGU2(D)(τ,C) = 1 if and only if one of the following holds:
• φpi is irreducible and conjugate-orthogonal,
• φpi = φρ + φρµ with ρσ ≅ ρ∨µ−1,
where pi = JL(piDE) is the Jacquet-Langlands correspondence representation of
GL4(E),
Proof. The proof is similar with the proof of Theorem 4.2.18.
(i) Assume that V is a 2−dimensional skew-Hermitian vector space, correspond-
ing to DE by Morita equivalence. Then ResR/DV is a 4−dimensional skew-
Hermitian vector space over D with trivial discriminant. Fix the polorization
ResR/DV = U ⊕U ′, one may consider the following diagram
Sp4(E) ⋊ F × GO∗2,2(D) Sp2(E) ⋊ F ×
GSp∗1,1(D) SO(DE) ⋊ F × GSp∗1,0(D).
There is an exact sequence
1 // R1,1(1) // I(12) // R1,0(1) // 1,
where R1,1(1) is the theta lift of trivial representation from GSp∗1,1(D) to
GU(ResR/DV ) = GO∗2,2(D) and similarly for R1,0(1) from GSp∗1,0(D). Using
the contravariant exact functor HomSO(DE)⋊F×(−, pi1 ⊠ pi2), we obtain
Hom(R1,0(1), pi1 ⊠ pi2)→ Hom(I(1
2
), pi1 ⊠ pi2)→ Hom(R1,1(1), pi1 ⊠ pi2).
With the see-saw identity, we have
HomGSp∗1,0(D)(Θ(pi1 ⊠ pi2),C)→ Hom(I(12), pi1 ⊠ pi2)→ HomGSp∗1,1(D)(τ,C).
112 Chapter 4. Periods of GSp(4)
Since pi1 ⊠ pi2 is tempered, it does not occur on the boundary of I(12). Then
Hom(I(1
2
), pi1⊠pi2) = Hom(indSO(DE)⋊F×GSU2,0(D) C, pi1⊠pi2) = HomGSU2,0(D)(pi∨1 ⊠pi∨2 ,C).
Here GSU2,0(D) sits in the following commutative diagram





1 // E× // D×E ×D×E // GSO(DE) // 1
where i(e) = (N(e)−1, e) and GSU2,0(D)↪ GSO(DE) is given by
(t, d)↦ (d, t ⋅ dσ).
The σ−action on D×E is induced from the isomorphism DE ≅DE ⊗E (E,σ).
• If pi1 ≠ pi2, then pi1 ⊠ pi2 does not participate in theta correspondence
with GL2(E), so dim HomGSp∗1,1(D)(τ,C) = dim Hom(I(12), pi1⊠pi2). Hence
dim HomGSp∗1,1(D)(τ,C) = dim HomD×(E)(pi∨2 , piσ1 ) where
piσ1 = JL−1(JL(pi1)σ).
• If pi1 = pi2, then we have
dim HomGSp∗1,1(D)(τ,C) = dim HomD×(E)(pi∨1 , piσ1 )−dim HomD×(F )(JL(pi1),C).
Hence τ is GSp∗1,1(D)−distinguished if and only if φpi1 is conjugate-symplectic.
Similarly, we can show that
dim HomGSp∗1,1(D)(τ, ωE/F ) = dim HomD×(E)(pi∨2 , piσ1 )−dim HomD×(F )(Θ(pi1⊠pi2), ωE/F )
since ωE/F ○ λV ∣GSU2,0(D) = 1. Hence dim HomGSp∗1,1(D)(τ, ωE/F ) = 1 if and only
if pi1 ≠ pi2 but pi∨1 = piσ2 or pi1 = pi2 with conjugate-orthogonal Langlands param-
eters.
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(ii) We use a similar argument. Assume that discV = 1 ∈ F ×/(F ×)2, then via the
seesaw diagram
O(5,1)(E) ⋊ F × GSp∗2,2(D) O(2,2)(E) ⋊ F ×
GO∗3,0(D) Sp4(E) ⋊ F × GO∗1,1(D)
we have θ5,1(τ) = 0 and τ does not occur on the boundary of I(12) so
dim HomGSp∗1,1(D)(τ∨,C) = dim Hom(I(12), τ) = dim HomGO∗1,1(D)(Θψ(τ),C),
where I(s) is the degenerate principal series of GSp∗2,2(D). Since
GO∗1,1(D) = GSO∗1,1(D) ≅ GL2(F ) ×D×(F ){(t, t−1)}
we can obtain that for pi1 ≠ pi2, Θψ(τ) = (pi1 ⊠ pi2)+ = IndGO(2,2)(E)GSO(2,2)(E)pi1 ⊠ pi2 and
HomGO∗1,1(D)(Θψ(τ),C) = HomGO∗1,1(D)(pi1 ⊠ pi2,C)⊕HomGO∗1,1(D)(pi2 ⊠ pi1,C).
If pii (i = 1,2) are both D×(F )−distinguished, then
dim HomGSp∗1,1(D)(τ,C) = dim HomGO∗1,1(D)((pi1 ⊠ pi2)+,C) = 2.
If pi1 is D×(F )−distinguished, pi2 = pi(χ1, χ2) with χ1 ≠ χ2, χ1∣F× = χ2∣F× = 1,
then pi2 is GL2(F )−distinguished but not D×(F )−distinguished by Theorem
2.5.4. So
dim HomGSp∗1,1(D)(τ,C) = 1.
If pi1 = pi2 = pi(µ1, µ2), then IndGO(2,2)(E)GSO(2,2)(E)(pi1 ⊠ pi1) → Θψ(τ) → (pi1 ⊠ pi1)+ → 0
is exact and
HomGO∗1,1(D)((pi1 ⊠ pi2)+,C) = HomGO∗1,1(D)(pi1 ⊠ pi1,C),
which is nonzero if and only if pi1 is D×(F )−distinguished.
(iii) Use the diagram in (ii) and the assumption, we can obtain
dim HomGSp∗1,1(D)(τ∨,C) ≤ dim HomGO∗3,0(D)(piDE ⊠ χ,C) ≤ 1.
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Since R2(1)→ I(−12)→ R3(1) is also exact, it follows that
dim HomGO∗3,0(D)(piDE ⊠ χ,C) = dim Hom(R3(1), τ) = dim Hom(I(−12), τ).
By the Lemma 4.3.11, which we will show below, one has the identity
dim HomGSp∗1,1(D)(τ,C) = dim HomGO∗3,0(D)(piDE⊠χ,C) = dim HomGL1(D4)(piDE ,C)
where D4 is the division algebra over F with invariance
1
4 ∈ Q/Z.
• If piDE is supercuspidal, then by [FH94, Theorem 0.4], piDE isD×4 (F )−distinguished
if and only if its Jacquet-Langlands correspondence representation pi is
GL4(F )−distinguished, i.e. φpi is conjugate-orthogonal.
• If piDE is a twisted Steinberg representation St ⊗ χE, then by [Mat16,
Theorem 5.1], we have dim Hom(piDE ,C) = 1 if and only if χE ∣F× = ωE/F .
If χE ∣F× = ωE/F , then φpi = χE ⊗ S4 is conjugate-orthogonal.
• If piDE = St(ρDE) is the generalized Steinberg representation, where JL(ρDE)
is a supercuspidal representation of GL2(E), denoted by ρ, then there is
an exact sequence of GL2(DE) modules
1 // piDE // pi(ρDE ∣ − ∣ 12 , ρDE ∣ − ∣− 12 ) // Sp(ρDE) // 1
and Θ(ρ) = θ(ρ) = Sp(ρDE) ⊠ χ is the theta lift of the supercuspidal
representation ρ from GL2(E) to GSO(5,1)(E) due to [GT10, Table 3].
By the see-saw diagram
GSO(5,1)(E) GSp∗1,1(D)
GO∗3,0(D) GL2(E)
set I(s) to be the degenerate principal series of GSp∗1,1(D), we have
HomGL2(E)(I(32), ρ) = HomGL2(E)(R(1), ρ) = HomGO∗3,0(D)(Θ(ρ),C).
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Since ρ does not occur on the boundary of I(32), we have
dim HomD×4 (F )(Sp(ρDE),C) = dim Hom(I(32), ρ) = dim HomD×(F )(ρ∨,C).
By Mackey theory, one has
dim HomD×4 (F )(pi(ρDE ∣−∣ 12 , ρDE ∣−∣− 12 ),C) = dim HomD×E(ρDE⊗JL−1(ρσ),C)
which is equal to dim HomGL2(E)(ρ⊗ ρσ,C). Therefore
dim HomD×4 (piDE ,C)=dim HomD×4 (pi(ρDE ∣ − ∣ 12 , ρDE ∣ − ∣− 12 ),C) − dim HomD×4 (Sp(ρDE),C)=dim HomGL2(E)(ρ⊗ ρσ,C) − dim HomD×(F )(ρ∨,C)
which is nonzero if and only if φρ is conjugate-symplectic.
If φρ is conjugate-symplectic, then the Langlands parameter of pi = JL(piDE)
is φρ ⊗ S2, which is conjugate-orthogonal.
Similarly, we have
dim HomD×4 (F )(piDE , ωE/F ) = dim HomGL4(F )(pi,ωE/F )
and both are equal to dim HomGL2(E)(ρ⊗ρσ,C)−dim HomD×(F )(ρ∨, ωE/F ).
• If piDE is an induced representation pi(ρD, (ρD)∨ ⊗ µ) with µ ≠ ωρD , then
we use the orbit decomposition B/GL2(DE)/GL1(D4) and Mackey theory
to get
HomD×4 (piDE ,C) = HomD×E(ρσD ⊗ ρ∨D ⋅ µ,C) =HomD×E(ρσD, ρD ⋅ µ−1),
which is nonzero if and only if ρσD = ρDµ−1 i.e. ρσ = ρµ−1 where ρ = JL(ρD).
If ρσ = ρµ−1, then φpi = φρ ⊕ φ∨ρ ⋅ µ, which is conjugate-orthogonal due to
[Mat16, Theorem 5.2].
Then we are done.
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Lemma 4.3.11. Assume that τ is a tempered representation of GSp4(E), and τ
does not participate in the theta correspondence with GO(4,0) and GO(2,2). LetI(s) be the degenerate principal series of GSp∗2,2(D). Then
dim HomSp4(E)⋊F×(I(−12), τ) = dim HomGSp∗1,1(τ∨,C).
Proof. If τ is tempered and not discrete, then τ = J(χ,pi), χ ≠ 1 by the assump-
tion. Set I0 ⊂ I1 ⊂ I2 = I(−12) to be the filtration of I(−12)∣Sp4(E)⋊F× , similar with
Lemma 4.3.6. If Hom(I1/I0, τ) ≠ 0, then P1 = (E× × Sp2(E) ⋊ F ×)N,
HomE××Sp2(E)⋊F×(1⊗ indSp2(E)U1(D) C⊗ ∣ − ∣−2,RP¯1(J(χ,pi))) ≠ 0
which is impossible since RP¯1(J(χ,pi)) = χ⊗ pi + χ−1 ⊗ piχ and χ ≠ 1.
If Hom(I2/I1, τ) ≠ 0, then for the Siegel parabolic P (E) ⊂ Sp4(E) ⋊ F ×, one has
HomP (E)(δ 16P (E),RP (E)(τ)) ≠ 0,
which contradicts with Casselman’s criterion for tempered representations. If τ is
discrete, then τ does not occur on the boundary due to Casselman’s criterion. Hence
dim Hom(I(−1
2
), τ) = dim Hom(I0, τ) = dim HomGSp∗1,1(D)(τ∨,C).
4.3.3 Prasad’s Prediction for Tempered L-packets
Assume that τ is an irreducible representation of PGSp4(E) with a Langlands-Vogan
parameter (φτ , λ), which can be lifted to WDF . Then Prasad’s conjecture for PGSp4
predicts that Gα = PGU2(D) or PGSp4(F ),
dimHomGα(τ, ωE/F ) =∑
i
m(λ,σi)1Ci(Gα)deg Φ(σi)d0(σi)
where F (φτ) = {σi ∶ σi∣WDE = φτ} = ∪iO(σi)
Let us start to check it under the assumption τ is discrete. Set Sσ = pi0(Z(σ)).
We identify the characters of WF and the characters of F ×. Fix s ∈WF ∖WE.
4.3 Prasad’s Conjecture for G = PGSp(4) 117
Endoscopic case. Given φτ = φ1 ⊕ φ2, there are two cases: φ1 = φ2 and φ1 ≠ φ2.
(a) If φ1 = φ2 = ρ are irreducible, then the L-packet Lφτ = {pi+, pi−} and
Sφτ = Z/2Z.
If ρ is conjugate-orthogonal, then
dim HomPGU2(D)(pi−, ωE/F ) = 1 = dim HomPGSp4(F )(pi+, ωE/F )
and
dim HomPGSp4(F )(pi−, ωE/F ) = 0 = dim HomPGU2(D)(pi+, ωE/F ).
On the parameter side, there is only one extension σ = ρ¯⊕ ρ¯ ⋅ ωE/F with
Sσ = {1}→ Sφτ ,
where ρ¯ ∶ WDF → GL2(C) ×WF with det ρ¯ = ωE/F . If σ = σ ⋅ ωE/F , then pi+
supports a period on the trivial pure inner form and pi− supports a period on a
nontrivial pure inner form.
If ρ is conjugate-symplectic, then
dim HomPGU2(D)(pi−, ωE/F ) = 0 = dim HomPGSp4(F )(pi−, ωE/F )
and
dim HomPGU2(D)(pi+, ωE/F ) = 1, dim HomPGSp4(F )(pi+, ωE/F ) = 2.
In this case, ρ has two extensions ρ¯ and ρ¯ ⋅ ωE/F , where ρ¯ ∶ WDF → SL2(C).
There are three choices for the extension σ ∶WDF → Sp4(C)
• σ++ = ρ¯⊕ ρ¯ with Sσ++ = Z/2Z ≅ Sφτ ;
• σ+− = ρ¯⊕ ρ¯ ⋅ ωE/F with Sφ+− = Z/2Z ×Z/2Z→ Sφτ (sum map);
• σ−− = ρ¯ ⋅ ωE/F ⊕ ρ¯ ⋅ ωE/F with Sσ−− = Z/2Z ≅ Sφτ .
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The parameters σ++ and φ−− are in the same orbit under the twisting by ωE/F ,
which corresponds to both pure inner forms. The parameter σ+− is fixed under
twisting by ωE/F , which supports a period on the trivial pure inner form.
(b) If φ1 ≠ φ2 both are irreducible, then the L-packet Lφτ = {pi++, pi−−} and
Sφτ = Z/2Z ×Z/2Z.
If φ1 and φ2 both extend to L−parameters of PGL2(F ), i.e. both are conjugate-
symplectic, then φs1 ≠ φ2,
dim HomPGU2(D)(pi++, ωE/F ) = 2 = dim HomPGSp4(F )(pi++, ωE/F )
and dim HomPGU2(D)(pi−−, ωE/F ) = 0 = dim HomPGSp4(F )(pi−−, ωE/F ).
On the parameter side, there are also 4 ways of extending φτ . For each such
extension σ, one has the equality of component group
Sσ = Sφτ = Z/2Z ×Z/2Z.
So only the representation pi++ in the L-packet can support a period. And there
are 2 orbits in F (φτ) under twisting by ωE/F , each of size 2.
If φ1 and φ2 do not extend to L−parameters of PGL2(F ), but φs1 = φ2 = φ∨2 , then
dim HomPGU2(D)(pi++, ωE/F ) = 0 = dim HomPGSp4(F )(pi−−, ωE/F ) and
dim HomPGU2(D)(pi−−, ωE/F ) = 1 = dim HomPGSp4(F )(pi++, ωE/F )
There is a unique way of extending φτ = φ1 ⊕ φ2 to σ ∶ WDF → LG. Namely,
σ = indWDFWDEφ1 is an irreducible 4−dimensional symplectic representation, with
a component group
Sσ = Z/2Z↪ Sφτ (diagonal embedding).
So pi++ supports a period on the trivial pure inner form and pi−− supports a
period on the nontrivial pure inner form.
(c) If φ1 = χ11⊕χ12 is reducible, then there is only one element in the L-packet, i.e.∣Lφτ ∣ = 1. But τ is tempered and not discrete, which will be our future work.
4.4 Non-tempered Generic Representations 119
Discrete and non-endoscopic case. There is only one element in the L−packet.
Given a parameter φτ , which is non-endoscopic, then the theta lift Θ(τ) from
PGSp4(E) to PGSO(2,2) is zero.
If φτ is conjugate-symplectic, then
dim HomPGU2(D)(τ, ωE/F ) = 1 = dim HomPGSp4(F )(τ, ωE/F ).
There are two extensions σ and σ ⋅ ωE/F with a component group Sσ = Sφτ = Z/2Z.
There is one orbit under the twisting by ωE/F , which corresponds to both pure inner
forms.
Theorem 4.3.12. Prasad’s prediction, i.e. Conjecture 2, holds for a discrete series
representation τ of PGSp4(E).
4.4 Non-tempered Generic Representations
The generic tempered representation τ = θ(Σ), where Σ = pi ⊠ µ, in the tempered
L−packet does not occur on the boundary.
For the non-tempered representations, i.e. the quotient of an induced repre-
sentation by Langlands classification, we focus on the filtration of τ ∣GSp4(F ) where
τ = θ(pi ⊠ µ), following [HW93, Section 6].
Non-tempered L-packet for G = GSp4(E) For the representations τ = I(s,χ),
we can use the double coset decomposition in [LR03] to get some sufficient conditions
for the distinguished representations without the theta lifts. More precisely, let
C′ = {g ∈ G ∶ gσ(g) = 1}
be a spherical variety over F containing 1 ∈ G, assume  ∈ C′, define
g ⋆  = gσ(g)−1,
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then the stabilizer of 1 in G is H = GSp4(F ). Assume that P = σ(P ) is a parabolic
subgroup of G, then the double cosets P /G/H correspond to P /(G ⋆ 1) ⊂ P /C′. If
P = B is a Borel subgroup, then there is a Springer map
ι ∶ B/C′ → NG(T )/T ≅WH ,
taking image inside the subset {ξ ∈WH ∶ ξ2 = 1}.
Proposition 4.4.1. There are finite double cosets in P /G/H.
Assume G = ∪iBηiH, each coset BηiH intersects NG(T ).
Proposition 4.4.2. Given an irreducible induced smooth generic representation
τ = θ(pi ⊠ χ) of GSp4(E), if one of the following conditions holds,
• τ = IQ(Z)(µ, ρ) with µ and φρ are conjugate-orthogonal or
• τ = IP (Y )(ρ,µ) with φρ and µ are conjugate-orthogonal,
then τ is GSp4(F )−distinguished.
This comes from the distinguished distributions supported on the unique closed
orbit in the double coset decomposition. But we can not determine the dimension
dim HomPGSp4(F )(τ, ωE/F ), which has been predicted in Prasad’s conjecture.
Remark 4.4.3. There is a more general result for the period problem in the Galois
case. Given a reductive group G over a nonarchimedean local field F with a proper
parabolic subgroup P = MN. Assume that pi = IndG(E)
P (E)τ is a normalized induced
representation of G(E), and τ is an irreducible M(F )−distinguished representation
of M(E), then pi is G(F )−distinguished.
4.5 Global Periods of GSp(4)
Now we assume that E is a quadratic extension over a number field F and Ev
splits at all archimedean places. Let A be an adele ring of the number field F, and
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AE = A⊗F E be the adele ring of E. We follow the notion related to the global theta
lifting, which has been defined in Section 2.7 .
Assume that τ is a generic cuspidal automorphic representation of GSp4(AE),
and
τ = Θ(Σ) = Θ(Π ⊠ χ),
where Σ is a generic cuspidal automorphic representation of GSO(3,3)(AE).
Theorem 4.5.1. The global theta lifting τ ↦ Θ(τ) = Π⊠χ defines an injection from
the set of globally generic cuspidal representations of GSp4(A) to the set of globally
generic automorphic representations Π⊠χ of GL4(A)×GL1(A). Moreover, the image
of the lifting consists precisely of those automorphic representations Π⊠χ satisfying
one of the following:
• Π is cuspidal and the (partial) twisted exterior square L−function LS(s,Π,Λ2⊗
χ−1) has a pole at s = 1;
• Π is an isobaric sum Π1 ⊞ Π2, where Π1 ≠ Π2 are cuspidal representations of
GL2(A) such that Πi = Π∨i ⊗ χ.
Proof. See [GT11a, Theorem 12.1].
Remark 4.5.2. Throughout this section, we assume χ∣A× = 1.
The following materials come from [GQT14] and [GI11].
Siegel-Weil Formula. Let V m,m be a quadratic space with a similitude group
H = GO(2m). Let Q be the Siegel parabolic subgroup of H and H(A) = Q(A) ⋅KH .
Let I(s) denote the degenerate principal series representation of H(A) given by
I(s) = {f ∶H(A)→ C∣f(qh) = δQ(q) 12+ sm−1f(h), q ∈ Q(A), h ∈H(A)}.
Given a flat holomorphic section ϕ of I(s), i.e. ϕ∣KH is independent of s, we define
an Eisenstein series Em,m(s, h,ϕ) on H(A) by
Em,m(s, h,ϕ) = ∑
γ∈Q(F )/H(F )ϕ(γh)
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for Re(s) > m−12 . Assume that W = X ⊕ Y is a 2r−dimensional symplectic vector
space with a similitude symplectic group G = GSp(2r) and P is the stabilizer of X,
associated to an Eisenstein series E2r(s, g,Φ) defined in Section 2.7. Then we can
defined the regularized theta integral to be
Em,m(s, g, φ,ϕ) = κ ⋅ 1
Pz(s) ∫O(V,F )/O(V,A) θ(z.φ)(g, h1h)Em,m(s, h1h,ϕ)dh,
where λV (h1) = λW (g)−1, κ is a nonzero constant, φ is a Schwartz function inS(Y ⊗ V m,m)(A) and z is the regularizing element defined on Page 52.
Proposition 4.5.3. [KR94, Page 48] Assume m ≥ 2, then the Eisenstein series
Em,m(s, h,ϕ) can be meromorphicly extended to the whole complex plane and it has
a simple pole at s = m−12 with a constant residue.
Fix a flat section ϕ0s with ϕ
0
s(1) = 1, then we denote
Em,m(s, h) = Em,m(s, h,ϕ0s) and Em,m(s, g, φ) = Em,m(s, g, φ,ϕ0s).
Siegel-Weil section. Given a Schwartz function φ on S(Y ⊗ V )(A), one may
define
Φr ∶ S(Y ⊗ V )(A)→ I(s0) = IndG(A)P (A)δ s0r+1
by Φr(φ)(g) = ω(g)φ(0), where ω is the Weil representation and s0 = 12(dimV −r−1).
We call the space of standard sections associated to the image of Φr the space
of Siegel-Weil sections associated to V.
Here, we will focus on the situation r = 4 and m = 2 or 3, and V 2,2 is the
complementary quadratic vector space of V 3,3. Then we have
• (First term range) E2,2(s, g, φ) = ∑∞i=−1B2,2i (g, φ)(s − 12)i and
• (Second term range) E3,3(s, g, φ) = ∑∞i=−2B3,3i (g, φ)(s − 1)i.
And each Bi is a GSp8(A)−equivariant map from Ω to A(GSp8). Denote
B3,30 (g, φ) = Vals=1E3,3(s, g, φ).
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Ikeda’s map. Assume V 3,3 = U ⊕ V 2,2 ⊕U∗. We define a map
Ik ∶ S(Y ⊗ V 3,3)(A)→ S(Y ⊗ V 2,2)(A),
given by
Ik(φ)(a) = ∫(Y ⊗U∗)(A) φ(x, a,0)dx
for a ∈ (Y ⊗ V 2,2)(A).
Recall that the Eisenstein series E8(s, g,Φ) of GSp(8) has a simple pole at s = 12 ,
i.e. there is a Laurent expansion at s = 12
E8(s, g,Φ) = ∞∑
j=−1Aj(g,Φ)(s − 12)j.
The leading term
A−1 ∶ S(Y ⊗ V 3,3(A))→ A(GSp8), via φ↦ A−1(Φ(φ)),
is a GSp8(A)−equivariant map from S(Y ⊗ V 3,3) to A(GSp8), but the second term
A0 is not. In fact, A0 is a GSp8(A)−intertwining from S(Y ⊗V 3,3(A)) to the quotient
space A(GSp8)/ Im A−1, due to [GQT14, Proposition 6.4].
Set
Ai(φ) = Ai(g,Φ(φ)) and Bm,mi (φ) = Bm,mi (g, φ).
Theorem 4.5.4. [GQT14, Theorem 1.1] In the second term range, for g ∈ Sp8(A),
we have the identities A−1(φ) = B3,3−2 (φ) and
A0(φ) = B3,3−1 (φ) − c ⋅B2,20 (Ik(piKH(φ))) (mod A−1),




Remark 4.5.5. In fact, the leading term identity A−1(g, φ) = B3,3−2 (g, φ) holds for
g ∈ GSp8(A).
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From GSO(3,3) Set GSp♮4(AE) = {g ∈ GSp4(AE)∣λ(g) ∈ A×}.
Lemma 4.5.6. Assume that τ is a generic cuspidal representation of PGSp4(AE).
If the global theta lift Θ2,2(τ) from GSp4(AE) to GO(2,2)(AE) is vanishing, then
for all f ∈ τ, one has
∫
A×GSp♮4(E)/GSp♮4(AE) f(g)A−1(φ)dg = 0 = ∫A×GSp♮4(E)/GSp♮4(AE) f(g)B2,20 (Ik(piKH(φ)))dg.
Here we consider the Schwartz functions on VF⊗FE⊗EXE, where WE =XE⊕YE.
The main idea is to use the see-saw diagram of reductive dual pairs
GSp(ResE/FWE) GO♮(VF ⊗E)
GSp♮(WE) GO(VF )
where GSp♮(WE) = GSp(WE) ∩GSp♮4(AE).
Recall that
R0(A) ∶= {(g, h) ∈ GSp♮4(AE) ×GO(2,2)(A)∣λW (g)λV (h) = 1}.
Proof. Because Θ2,2(τ) = 0, the theta lift θ3,3(τ) from GSp4(AE) to GO(3,3)(AE) is
cuspidal and nonzero. Then due to the first identity in the first term range [KR94,
Corollary 6.3], for g ∈ GSp8(A), we have
A−1(φ) = κ1B2,2−1 (φ′) where φ′ = Ik(piK(φ)).
Hence by the first term identity
κ−11 ∫
A×GSp♮4(E)/GSp♮4(AE) f(g)A−1(φ)dg=∫
A×GSp♮4(E)/GSp♮4(AE) f(g)B2,2−1 (φ′)dg=Ress= 1
2
∫
A×GSp♮4(E)/GSp♮4(AE) f(g)E2,2(s, g, φ′)dg=Ress= 1
2
κ
Pz(s) ⋅ ∫A×R0(F )/R0(A) θ(g, h)(z.φ′)f(g)E2,2(s, h)dgdh=Ress= 1
2
∫
A×GO(2,2)(F )/GO(2,2)(A) κ ⋅ θ2,2(f, φ′)(h)E2,2(s, h)dh(here we use the fact z ∗E2,2(s,−) = Pz(s) ⋅E2,2(s,−))
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which is zero since the theta lift θ2,2(τ) is zero. Similarly, one has
∫
A×GSp♮4(E)/GSp♮4(AE) f(g)B2,20 (φ′)dg=Vals= 1
2
∫
A×GSp♮4(E)/GSp♮4(AE) f(g)E2,2(s, g, φ′)dg=Vals= 1
2
∫
A×GO(2,2)(F )/GO(2,2)(A) θ2,2(f, φ′)E2,2(s, φ′)dh=0.
Then we are done.
Asai L-function Here we follow the notation in [GGP11, Section 7]. Given an
irreducible smooth representation Πv of GL(Ev), with a Langlands parameter φ ∶
WDEv → GL(M), one may obtain a map
φ¯ ∶WDFv → (GL(M) ×GL(M)) ⋊Gal(Ev/Fv)
by setting
φ¯(g) = (φ(g), φ(sgs−1)), g ∈WDEv
and φ¯(s) = (1, φ(s2))σ, where s ∉ WDEv and σ ∈ Gal(Ev/Fv) is nontrivial, which
simply acts on GL(M)×GL(M) by permuting the two copies of M. One can define
the local Asai L−function
L(s,Πv,As) = L(s, φ¯, r)
where r is the twisted tensor representation on M ⊗M, see [Fli88, Page 296].
Given a finite set S of places of F, which is sufficiently large, one may define
LS(s,Π,As) =∏
v∉SL(s,Πv,As).
Remark 4.5.7. Here LS(s,Π,As) is the same as the partial L−function LS(s,Π,As+)
in [GGP11, Section 7].
Theorem 4.5.8. Let Π be a cuspidal automorphic representation of GL2n(AE), then
the following statements are equivalent:
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• Π is GL2n(A)−distinguished;
• Π⊗χ is the base change of a globally generic cuspidal automorphic representa-
tion pi of the quasi-split U2n(A), where χ is a Hecke character of A×E satisfying
χ∣A× = ωE/F .
• For a sufficiently large finite set S of places of F, the partial Asai L−function
LS(s,Π,As) has a pole at s = 1.
Proof. See [KK05, Theorem 1.1], [Fli88, Page 297] and [Fli91, Proposition 0.2] .
From GO(3,3) to GSO(3,3) Now we assume that τ is a generic cuspidal repre-
sentation of GSp4(AE) and the theta lift θ3,3(τ) from GSp4(AE) to GO(3,3)(AE) is
a cuspidal representation. Then θ3,3(τ)∣GSO(3,3)(AE) = Π ⊠ χ is irreducible.
Lemma 4.5.9. Assume that pi = Θ3,3(τ) is a generic cuspidal tempered automorphic
representation of GO(3,3)(AE) and pi0 = pi∣GSO(3,3)(AE) = Π ⊠ χ is irreducible. Then
pi is GO(3,3)(A)−distinguished if and only if pi0 is GSO(3,3)(A)−distinguished.
We denote [GSO(3,3)] = A×GSO(3,3)(F )/GSO(3,3)(A) and [µ2] = µ2(F )/µ2(A),
similarly for [GO(3,3)] = A×GO(3,3)(F )/GO(3,3)(A).
Proof. It suffices to show that pi0 is GSO(3,3)(A)−distinguished implies that pi is
GO(3,3)(A)−distinguished. Since
∫[GO(3,3)] f(h)dh = ∫[µ2]∫[GSO(3,3)] f(g)dgd
and the map f ↦ ∫[GSO(3,3)] f(h)dh gives a nonzero GSO(3,3)(A)−intertwining from
pi0 to C, the local results in Theorem 4.2.18 imply that
HomGO(3,3)(Fv)(piv,C) = HomGSO(3,3)(Fv)(pi0,vC) for all v,
so ∫[GSO] f(g)dg = ∫[GSO] f(g)dg for all  ∈ µ2(A). Then
∫[GO(3,3)] f(h)dh = ∫[GSO(3,3)] f(g)dg ⋅ Vol(µ2(F )/µ2(A)) ≠ 0.
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Set a ∼ b if the condition (a = 0⇔ b = 0) holds, then
∫[GSO(3,3)] f(h)dh ∼ ∫[GO(3,3)] f(h)dh.
The notation ∼ will not affect our global period problem.
Remark 4.5.10. By the same reason as in Lemma 4.5.9, if τ = Θ(Π1 ⊠ Π2) is a
generic cuspidal tempered automorphic representation of GSp4(AE) with ωτ ∣A× = 1,
set (Π1⊠Π2)+ to be the unique cuspidal automorphic representation of GO(2,2)(AE)
such that Θ(τ) = (Π1⊠Π2)+. Given a 4−dimensional quadratic space X over F with
X ⊗F E split, then we have
∫[PGO(X)] f(h)dh ∼ ∫[PGSO(X)] f(h)dh for f ∈ (Π1 ⊠Π2)+.
Now let us recall the notation:
R′0(A) ∶= {(g, h) ∈ GSp♮4(AE) ×GO(3,3)(A)∣λW (g)λV (h) = 1}.
Thanks to Fubini’s theorem, we have
1
Pz(s) ∫A×R′0(F )/R′0(A) θ(g, h)(z.φ)f(g)E3,3(s, h)dgdh=∫
A×GSp♮4(E)/GSp♮4(AE)∫O(3,3)(F )/O(3,3)(A) f(g)θ(g, h)(φ)E3,3(s, h)dhdg.(here we use the fact z ∗E3,3(s,−) = Pz(s) ⋅E3,3(s,−))
Using Lemma 4.5.6 and Fubini’s theorem again, we have F(x) = θ(φ, f)(h),F ∈ Π,
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where p(x, t) = h and p ∶ GL4(A) ×GL1(A)→ GSO(3,3)(A) is the projection map,
∫PGL4(F )/PGL4(A)F(x)dx= ∫GSO(3,3)(F )A×/GSO(3,3)(A) θ3,3(f, φ)(h)dh∼ ∫GO(3,3)(F )A×/GO(3,3)(A) θ3,3(f, φ)(h)dh (by Lemma 4.5.9)= Ress=1 1Pz(s) ∫A×R′0(F )/R′0(A) θ(g, h)(z.φ)f(g)E3,3(s, h, φ)dgdh= ∫A×GSp♮4(E)/GSp♮4(AE) f(g)B3,3−1 (φ)dg= ∫F×A×2/A× ∫Sp4(E)/Sp4(AE) f(g)B3,3−1 (φ)(g)dgd= ∫F×A×2/A× ∫Sp4(E)/Sp4(AE) f(g)(B3,3−1 (φ) +B2,20 (Ik(piK(φ))))dgd (by Lemma 4.5.6)∼ ∫F×A×2/A× ∫Sp4(E)/Sp4(AE) f(g)(A0(φ)(g) +A−1(φ)(g))dgd (by Theorem 4.5.4)= ∫F×A×2/A× ∫Sp4(E)/Sp4(AE) f(g)A0(φ)(g)dgd (by Lemma 4.5.6)= ∫F×A×2/A× ∫Sp4(E)/Sp4(AE) f(g)(A0(φ)(g) +A−1(φ)(g))dgd= ∫A×GSp♮4(E)/GSp♮4(AE) f(g)A0(φ)dg (by Lemma 4.5.6)= Vals=1/2 ∫A×GSp♮4(E)/GSp♮4(AE) f(g)E8(g, s, φ)dg
where the Siegel Eisenstein series E8(g, s, φ) is given by
E8(g, s, φ) = ∑
γ∈P (F )/GSp8(F ) Φs(φ)(γg), Φs(φ) ∈ IndGSp8(A)P (A) δs/5P is the Siegel-Weil section.
Now we need to consider the orbit decomposition P (F )/GSp8(F )/(Sp4(E) ⋊ F ×).
Negligible orbits. For the double cosets P (F )/Sp8(F )/Sp4(E), there is only one
generic orbit and the rest are called negligible orbits. Assume that Qγ is the
stabilizer of one of the negligible orbits, indexed by γ. Set
I(γ) = ∫
Qγ(F )A×/GSp♮4(AE) f(g)Φs(φ)(γg)dg,
and Qγ = MγNγ, where Mγ is the Levi subgroup and Nγ contains a nilpotent sub-
group N of a parabolic subgroup P of GSp4(E), then
∫[Qγ] f(qg)Φs(φ)(γqg)dq = ∫[Mγ] Φs(φ)(γg)∫[Nγ] f(mng)dndm = 0 since f is a cusp form.
Then I(γ) = 0 unless Nγ is trivial.
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Proposition 4.5.11. If the cuspidal representation τ = θ(Π⊠χ) is not GSp4(A)−distinguished
with Π cuspidal, then Π⊠χ = θ3,3(τ)∣GSO(3,3)(AE) is not GSO(3,3)(A)−distinguished.
Proof. If τ is cuspidal, then the integrations I(γ) on the negligible orbits are zero.
Hence, for f ∈ τ
∫
PGL4(F )/PGL4(A) θ3,3(f, φ)(h)dh∼Vals=1/2∫
A×GSp♮4(E)/GSp♮4(AE) f(g)E8(g, s, φ)dg=Vals=1/2∫
GSp4(A)/GSp♮4(AE)∫PGSp4(F )/PGSp4(A) f(g1g)Φs(φ)(γ0g)dg1dg,
since E8(g, s, φ) is absolutely converge when Re(s) is sufficiently large. If the inner
integration is zero, then the whole integral is zero.
If τ is GSp4(A)−distinguished, then τv is GSp4(Fv)−distinguished. Assume that
θv(τv) = piv ⊠ χv
is tempered, then we have piv is GL4(Fv)−distinguished by Proposition 4.2.20, and
χv ∣F×v = 1. Then the Langlands parameter φpiv is conjugate-orthogonal.
Theorem 4.5.12. Assume that τ = θ(Σ) is a generic cuspidal tempered repre-
sentation of GSp4(AE), and Σ = Π ⊠ χ,χ∣A× = 1 is a cuspidal representation of
GSO(3,3)(AE). If there is one place v of F which is inert in E such that Πv is
discrete and E splits at every archimedean place, then τ is GSp4(A)−distinguished
if and only if Π is GL4(A)−distinguished.
Proof. We just need to prove the statement in one direction, since the other direction
comes from Proposition 4.5.11. We assume that τ is GSp4(A)−distinguished, then τv
is GSp4(Fv)−distinguished. Then the Langlands parameter φΠv = φτv is conjugate-
orthogonal by Proposition 4.2.20. Hence Π∨v = Πσv , at each local place v. By the
strong multiplicity one theorem of GL4, we have Πσ = Π∨ and
L(s,Π ×Πσ) = L(s,Π ×Π∨) = L(s,Π,As)L(s,Π,As⊗ ωE/F )
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which has a simple pole at s = 1. If L(1,Π,As⊗ ωE/F ) =∞, then φΠβ is conjugate-
symplectic at each local place β. But Πv is discrete, so that φΠv can not be both
conjugate-symplectic and conjugate-orthogonal, and we get a contradiction. There-
fore, L(s,Π,As) has a simple pole at s = 1. By Theorem 4.5.8, we obtain that Π is
GL4(A)−distinguished.
Corollary 4.5.13. Under the same assumptions on τ = Θ(Σ) as in Theorem 4.5.12,
then τ is (GSp4(A), ωE/F )−distinguished if and only if Π is (GL4(A), ωE/F )−distinguished.
From GSO(2,2). Assume that τ is a generic cuspidal representation of GSp4(AE).
If the theta lift θ3,3(τ) is not cuspidal, then we are in the first term range, i.e. the
theta lift θ2,2(τ) is nonzero and cuspidal. Then we assume that
GSO(X,F ) ≅ GSO(2,2)(F ) or GL2(E) × F ×/△E×
with X ⊗F E split, so that GO(X,F ) ⊂ GO(2,2)(E). One has
(∗)∫
GO(X,F )A×/GO(X,A) θ(f, φ′)dh=Ress=sX ∫
A×R′′X(F )/R′′X(A) θ(g, h)(φ′)f(g)EX(s, h)dgdh∼Ress= 1
2
∫





• φ′ = Ik(piK′(φ));
• R′′X = {(g, h) ∈ GSp♮4(W ) ×GO(X)∣λW (g) ⋅ λX(h) = 1};
• EX(s, h) is the Eisenstein series associated to a parabolic Q =MN,M ≅ GL1×
GO(VE) in the case GSO(X,F ) ≅ GL2(E) × F ×/△E× and sX = 1;
• EX(s, h) is the usual Eisenstein series associated to a Siegel parabolic if X is
the split quaternion algebra M2(F ) and sX = 12 .
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In fact, EX(s, h) = 1 if X =D ⊃ E is a nonsplit quaternion algebra over F, and
∫[GO(D)] θ(f, φ)dh = Vals=− 12 ∫GSp4(A)/GSp♮4(AE)∫[PGSp4] f(g1g)Φs(φ)(γ0g)dg1dg.
The argument is the same as the previous case.
Given V 4,4 = Q +Q∗ and φ ∈ S(W2r ⊗Q∗), one has
E2r(s, h, φ) = 1
Pz(s) ∫Sp2r(F )/Sp2r(A) θ(z.φ)(g1g, h)E2r(s, g1g)dg
where λW (g1) = λV (h)−1 and
• (First term range) E2(s, h, φ′) = ∑∞i=−1C2i (h,φ′)(s − 1)i and
• (Second term range) E4(s, h, φ) = ∑∞i=−2C4i (h,φ)(s − 32)i.
Recall E4,4(s, h, φ) = ∑∞j=−1Dj(h,φ)(s − 12)j.
Theorem 4.5.14. Given a Schwartz function φ ∈ S(W4⊗Q∗) and h ∈ O(4,4), where
V 4,4 = Q +Q∗ is the polarization, one has
• (First term range) D−1(h,φ) = κ1C2−1(h, Ik(piKφ));
• (Second term range) D−1(h,φ) = C4−2(h,φ) and
D0(h,φ) = C4−1(h,φ) − κ2C20(h, Ik(piKφ)) (mod ImD−1).
Proof. See [GT11b, Proposition 5.1] and [GQT14, Theorem 1.1].
Theorem 4.5.15. Assume that τ is an irreducible generic cuspidal tempered repre-
sentation of GSp4(AE), and τ = θ(Σ), where Σ = Π1 ⊠Π2 is an irreducible cuspidal
automorphic representation of GSO(2,2)(AE), so Π1 ≠ Π2. Assume that E splits
at every archimedean place. Then τ is GSp4(A)−distinguished if and only if Σ is
GSO(X,A)−distinguished for some 4−dimensional quadratic space X satisfying that
X ⊗F E is split over E.
Set Σ′ to be the unique cuspidal automorphic form of GO(2,2)(AE) such that
Σ′∣GSO(2,2)(AE) ⊃ Σ and Θ(Σ′) = τ = Θ(Σ).
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Proof. If τ is not GSp4(A)−distinguished, then the identities (∗) imply
∫
GO(X,F )A×/GO(X,A) θ(f, φ′)dh = 0.
If τ is GSp4(A)−distinguished, we consider the regularized theta lift from GSp4(A)
to GO(4,4)(A), which is in the second term range. Given f ∈ Σ′ where Σ = Π1 ⊠Π2
∫
A×GSp4(F )/GSp4(A) θ(f, φ)(g)dg=Ress= 3
2
1
P (s) ∫A×R0(F )/R0(A) θ(g, h)(z.φ)f(h)E4(s, g, φ)dgdh=∫
A×GO(2,2)♮(E)/GO(2,2)♮(E) f(h)C4−1(φ)dh∼∫










where R0(A) = {(g, h) ∈ GSp4(A) ×GO(2,2)♮(AE)∣λ(g) ⋅ λ(h) = 1},
[PGO(X)] = A×GO(X,F )/GO(X,A),
and X runs over all 4−dimensional quadratic spaces over F satisfying X⊗FE is split,
which correspond to the F−rational open orbits in the double coset decomposition
Q/GO(4,4)(F )/GO(2,2)♮(E). Then at least one term is nonzero, i.e. there exists
X such that
∫[PGO(X)] f(h)dh ∼ ∫[PGSO(X)] f(h)dh
is nonzero. Then we are done.
Assume that the conditions in Theorem 4.5.15 hold. If X =M2(F ) or a quater-
nion algebra containing E, then the partial Asai L-functions of both Π1 and Π2 have
a pole at s = 1. If X is a quadratic space of discriminant E, then Πσ1 = Π∨2 .
Corollary 4.5.16. Under the same assumptions on τ = Θ(Π1 ⊠Π2) as in Theorem
4.5.15, then τ is (GSp4(A), ωE/F )−distinguished if and only if one of the following
conditions holds:
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• Π1 and Π2 are both (GL2(A), ωE/F )−distinguished;
• Π1 is not (GL2(A), ωE/F )−distinguished but Πσ1 = Π∨2 .
The period for PGSp(4) Let τ = Θ(Π ⊠ 1) be the generic cuspidal automor-
phic representation of GSp4(AE) with trivial central character. Assume that Π
is (GL4(A), ωE/F )−distinguished with a trivial central character, then the partial
L−function LS(s,Π,As ⊗ ωE/F ) has a pole at s = 1. In [KK08], Kim and Krishna-
murthy proved that there is a generic cuspidal representation ρ of GU(2,2)E/F with
trivial central character such that
BC(ρ) = Π ⊠ 1.
Since PGU(2,2)E/F ≅ PGSO(4,2), we may regard the representation ρ with trivial
central character as a representation of GSO(4,2) as well.
Theorem 4.5.17. The following statements are equivalent:
(i) The partial L−function LS(s, ρ,Λ2) has a simple pole at s = 1;
(ii) ρ = θ∗(τF ) for a generic irreducible cuspidal automorphic representation τF of
GSp(4) with trivial central character.
Proof. See [Mor14, Page 43].
If LS(s, ρ,Λ2) has a simple pole at s = 1, then there exists a generic cupsidal
representation τF of GSp4(A) with trivial central character such that
τ = BC(τF ) and ρ = θ∗(τF ).
If LS(1, ρ,Λ2) is a nonzero complex number, then LS(s, ρ,Λ2 ⊗ ωE/F ) has a simple
pole at s = 1. Then there is a cuspidal representation τF of GSp4(A) such that
BC(τF ) = τ and τF ∣GSp+4 ⊃ Θ(ρ ⋅ ωE/F ),
where ωE/F ∶ PGU(2,2)/PU(2,2)→ C× is a quadratic character.
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Theorem 4.5.18. Assume that E is a quadratic field extension over a number
field F and E splits at every archimedean place. Given a generic cuspidal tempered
representation τ of PGSp4(AE), assume that if τ = Θ(Π⊠χ) with Π cuspidal repre-
sentation of GL4(AE), then there is one place v of E which is inert over F such that
Πv is discrete. Then τ is (PGSp4(A), ωE/F )−distinguished if and only if τ = BC(τF ),
where τF is a generic cuspidal representation of PGSp4(A).
Proof. If τ = Θ(Π⊠χ) is (PGSp4(A), ωE/F )−distinguished and Π is cuspidal, then Π
is (PGL4(AE), ωE/F )−distinguished by Corollary 4.5.13 and there is a generic cus-
pidal automorphic representation ρ of PGU(2,2)E/F such that the Base change
BC(ρ) = Π ⊠ 1 due to [KK08, Proposition 5.5]. Moreover, the exterior square
L−function LS(s, ρ,Λ2) has a simple pole at s = 1. Then there is a cuspidal rep-
resentation τF of GSp4(A) with trivial central character such that τF ∣GSp+4 ⊃ θ(ρ)
and BC(τF ) = τ. Here, we use the strong multiplicity one property for the generic
representation of GSp4(AE) in [JS07].
If τ = Θ(Π1⊠Π2), where Πi are cuspidal automorphic representations of PGL2(AE),
then Πi are (PGL2(A), ωE/F )−distinguished or Πσ1 = Π2.
• If Πi (i = 1,2) are both (PGL2(A), ωE/F )−distinguished, then Πi = BC(ρi) by
Proposition 2.8.1, where ρi is cuspidal automophic representation of PGL2(A).
Then ρ1⊠ρ2 is a cuspidal automorphic representation of GSO(2,2)(A) and set
τF = Θ(ρ1 ⊠ ρ2).
• If Πσ1 = Π2 ≠ Π1 and Π1 is not (PGL2(A), ωE/F )−distinguished, then let AI(Π1)
be the cuspidal automorphic induction representation of GL4(A) associated
with Π1. Moreover, the exterior L−function
LS(s,AI(Π1),Λ2) = LS(s,Π1,As⊗ ωE/F )ξE(s)
has a pole at s = 1, where ξE(s) is the Dedekind zeta function associated to
E. Set τF = Θ(AI(Π1) ⊠ 1).
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By the strong multiplicity one theorem for generic cuspidal representations of GSp4(AE)
in [JS07], we have τ = BC(τF ).
Conversely, if Θ(Π ⊠ 1) = τ = BC(τF ) with Π cuspidal and τF generic, then
the theta lift θ∗(τF ) = ρ from GSp+4(A) to PGU(2,2)(A) is nonzero and generic by
[Mor14, Proposition 3.3]. Via the computation of local theta lifts in [Mor14] , we
have (Π⊠1)v = BC(ρv). Due to the strong multiplicity one theorem for GL4(AE), we
get Π ⊠ 1 = BC(ρ). Hence Π is (GL4(A), ωE/F )−distinguished. By Corollary 4.5.13,
τ = Θ(Π ⊠ 1) is (GSp4(A), ωE/F )−distinguished.
If Θ(Π1 ⊠ Π2) = τ = BC(τF ) with τF generic, then Π1 ⊠ Π2 = BC(ρ1 ⊠ ρ2) or
Π1 ⊞ Π2 = BC(ρ) where ρ is a cuspidal automorphic representation of GL4(A) and
both ρi are cuspidal representations of PGL2(A).
• If ρ is cuspidal and BC(ρ) = Π1⊞Π2 is the isobaric sum, then ρ = ρ⊗ωE/F is an
automorphic induction representation from GL2(AE) and so Πσ1 = Π2. Hence
τ is (PGSp4(A), ωE/F )−distinguished.
• If Π1 ⊠Π2 = BC(ρ1 ⊠ ρ2) = BC(ρ1)×BC(ρ2) as representations of PGL2(AE)×
PGL2(AE), then both Πi are base change representations from PGL2(A), i.e.
both Πi are (PGL2(A), ωE/F )−distinguished. Hence the cuspidal representa-
tion Π1 ⊠ Π2 is (PGSO(2,2)(A), ωE/F )−distinguished. Therefore, we obtain
that τ = Θ(Π1 ⊠Π2) is (PGSp4(A), ωE/F )−distinguished by Corollary 4.5.16.
Now we are done.
Now we have proved Theorem 1.2.2.
Remark 4.5.19. Notice that the method here is different from Young’s method in
[You12], where Young concerned the twisted tensor L−function of a generic cuspidal
automorphic representation τ of GSp4(AE) and its local factors following Flicker
[Fli88], including the local factors at both archimedean and nonarchimedean places
and the convergence issues. The setting for the period problem in [You12] is also
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slightly different from ours, where Young considered the integral
∫
A×GSp4(E)♮/GSp4(AE)♮ f(g)EQ(s, g)dg, for f ∈ τ,
where
GSp4(AE)♮ = {g ∈ GSp4(AE)∣λ(g) ∈ A×}, GSp4(E)♮ = GSp4(AE)♮ ∩GSp4(E)
and Q is the parabolic subgroup of GSp8(A) whose Levi is GL3(A)×GSp2(A), while
we consider the integral with the Siegel Eisenstein series on GSp8(A). And Young
[You12, Page 467] mentioned that his normalized integral has a pole of order 2 at
s = 1 if and only if the generic cuspidal automorphic representation τ has a nonzero
GSp4(A)−period. However, he did not give a proof.
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