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UNCERTAINTIES IN ELECTRICAL POWER MEASUREMENT 
OF SOLID-STATE LIGHTING PRODUCTS 
Tuomas Poikonen 
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Abstract 
As incandescent lamps for general lighting are being phased out, consumers buy more 
energy-efficient lighting products based on their specifications. The various optical designs 
and built-in power converters of energy-saving lamps bring challenges to test laboratories, as 
well as NMIs, and often lead to increased measurement uncertainties. Characterization of 
compact-fluorescent lamps (CFLs) and solid-state lamps based on light-emitting diodes 
(LEDs) with low uncertainty requires understanding of both optical and electrical properties of 
the lamps, as well as of the measurement equipment. Due to the problematic behaviour of 
some lamp electronics, and underlying systematic errors, electrical power measurement may 
be the major source of uncertainty in measurement of luminous efficacy. This paper focuses 
on electrical power measurements of solid-state lighting products on a general level, and 
identifies different sources of uncertainties that need to be evaluated for each measurement 
system in order to determine the total uncertainty of electrical power measurement. 
Keywords: Luminous efficacy, solid-state lighting, LED, CFL, electrical power, uncertainty 
 
1 Background 
Luminous efficacy (lm/W) of a light source is defined as the luminous flux (lm) produced by 
the source divided by its active electrical power consumption (W) [1]. Luminous efficacy 
measurement of incandescent lamps operated with stable laboratory power supplies is quite 
straightforward due to well-known photometric and electrical properties of the lamps. Often, 
the measurement of DC-current and AC-voltage at 50/60 Hz fundamental frequency can be 
carried out with uncertainty much lower than that of luminous flux measurement. Incandescent 
lamps used for general lighting are being replaced by energy-efficient lighting products, such 
as CFLs and LED-lamps. Electrical power measurement of these lamps, operated with AC-
voltage, is much more challenging because the lamps contain small built-in AC-DC power 
converters that draw non-sinusoidal current, and may have an influence on the stability of the 
measurement [2-4]. Figure 1 shows an example of power converters used in LED-lamps, as 
well as a distorted current waveform measured for a 6.5-W LED-lamp. Measurements carried 
out for a larger group of lamps have shown that the total harmonic distortion (THD) and power 
factor of LED-lamps can vary in a wide range of 30 – 280 % and 0.2 – 1.0, respectively [5]. 
 
Figure 1 – Simple built-in power converter electronics used in LED-lamps, 
and a heavily distorted current waveform measured for an LED-lamp. 
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2 Sources of uncertainty 
2.1 Quality of the AC-voltage source 
Due to the instability and distortion characteristics of a typical low-voltage power system, 
luminous efficacy measurement of CFLs and LED-lamps requires using of regulated AC-
voltage sources [1,5,6]. Figure 2 shows a comparison of two luminous efficacy measurements 
carried out for the same LED-lamp using voltage directly from the AC-line, as well as using a 
programmable AC-voltage source. The stabilization time in both cases is approximately the 
same, but the difference in the voltage fluctuation between the two methods is clear. The 
voltage of the AC-line changes nearly 2 volts during the 1-hour measurement, whereas the 
programmable AC-voltage source manages to regulate the load voltage within ± 0.03 %. By 
coincidence, the voltages and efficacies recorded at the end of these two measurements are 
nearly the same, but the standard deviation of luminous efficacy is reduced approximately by 
a factor of 15, when using the regulated AC-voltage source.  
The influence of the AC-voltage to the measured efficacy also depends on the built-in power 
converter of the lamp. Some lamps are designed to produce the same luminous output with 
input voltages of 110 – 230 VAC, whereas lamps with passive current limiting are typically 
affected by the changes in the AC-voltage. In addition to the voltage and frequency regulation 
capabilities, the distortion characteristics of the AC-voltage source should be taken into 
account. IES LM-79 recommends AC-sources with better than ±0.2 % voltage regulation, and 
THD less than 3 % [1]. If the AC-voltage is distorted, the active power is carried not only by 
the 50/60 Hz fundamental frequency, but also by the harmonic frequencies. Depending on the 
power measurement equipment, this can lead to increased measurement uncertainty [6-8]. 
 
Figure 2 – Stabilization of luminous efficacy of an LED-lamp with  
regulated (AC-source) and unregulated (AC-line) voltage sourcing. 
2.2 Influence of wiring configuration 
The input impedance ZV  of high quality digital voltmeters (DVMs), used in laboratories for 
measurements of DC-voltage and current, often have input impedances larger than 10 GΩ. As 
a result, such meters do not load the circuit under measurement, such as DC-source feeding 
an incandescent lamp. Typically, a 4-wire measurement configuration is used in DC-
measurements, where 2 wires feed the current to the lamp, and another 2 wires are 
connected parallel to the lamp to measure its voltage. The current is measured using a shunt 
resistor R s , and another DVM. Due to the high input impedance ZV of the DC-voltage 
measurement, the current flowing through the voltage measurement circuit is negligible.  
The situation is different, when measuring lamps that are operated using AC-voltage (Figure 3 
- left side). The typical input impedance ZV of a high-quality DVM or a power meter in AC-
mode is no longer 10 GΩ, but closer to 1 – 2 MΩ. Now, a current iVD flows through ZV, and is 
measured together with the current of the LED-lamp iSSL. As a result, the measured RMS-
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current and the shape of the current waveform contain errors. This is problematic also, 
because the waveform is used for calculating further parameters, such as THD and power 
factor of the lamp. Another thing to consider is that the Z V of the voltage input depends on 
frequency, and if connected parallel to the lamp, may pass some of the high frequency 
harmonic currents through, and cause further errors in the measured current waveform. With 
a supply voltage of 230 V and the wiring configuration optimized for high currents, a ZV of 
1 MΩ would pass a current of iVD = 230 V / 1 MΩ = 0.23 mA. If the current consumption of a  
7-W LED-lamp was approximately 30.4 mA, the relative error caused by the current iVD 
flowing through the current input terminal of the power meter would be 0.76 %. 
 
Figure 3 – Two power meter wiring configurations optimized 
for measurement of high currents (left) and for small currents (right). 
These errors can be avoided by using the measurement configuration optimized for small 
currents (Figure 3 – right side). In this method, the voltage is measured over the AC-voltage 
source. This ensures that the current measured by the power meter is the current of the lamp. 
However, a small error is made in the voltage measurement that can be corrected for. If we 
consider the same 7-W LED-lamp, and a shunt resistor size of Rs  = 100 mΩ, the error made 
in the voltage measurement is only 3 mV that is less than 0.002 % of 230 V. In addition to the 
two wiring configurations, the cable length and its effect on the results need to be evaluated. 
2.3 Stabilization of the lamp 
Due to the differences in electrical and thermal designs of lamps, the stabilization times 
required by different products vary a lot, from 30 min to several hours [1,5,8]. IES LM-79 
suggests that final values of the flux and electrical power can be recorded, if the changes in 
these parameters have been less than 0.5 % within a time window of 30 min [1]. This is a 
good solution for well-behaving lamps, whose stabilization follows typical exponential decay, 
as shown for the LED-lamp of Figure 4. 
 
Figure 4 – Stabilization time of luminous flux and active 
electrical power consumption of an LED-lamp and a CFL. 
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If the recommendation of LM-79 is followed, the uncertainty due to the stabilization is less 
than 0.1 % for the LED-lamp. This value was obtained as the relative difference between two 
flux values recorded for the lamp, the first value according to the LM-79 recommendation, and 
the second after 4 hours of operation, when nearly no change in the flux was observed. 
However, some CFLs and LED-lamps have shown signs of active electronic control of their 
luminous output. Figure 4 shows such stabilization data measured for a CFL. This particular 
lamp is very peculiar, as it changes its operation approximately every 45 min. As a result, it is 
possible to find time windows longer than 30 min, in which it is possible to record the final 
values according to the LM-79 recommendation. For this lamp, it would be possible to record 
the final values around 70 min of operation, but around 82 min, the built-in electronics cause 
a change of +2.1 % in flux, and +1.2 % in electrical power. This equals +0.96 % change in the 
measured luminous efficacy. For this kind of lamps, much longer stabilization times are 
needed. However, increasing the stabilization time does not always help, as some lamps have 
shown that their electrical power and luminous flux follow a certain pattern that repeats 
randomly, and no equilibrium is ever reached. For such lamps, the uncertainty due to 
stabilization is inevitably higher. 
2.4 Frequency response and traceability of the power meter 
Due to the high harmonic content of CFLs and LED-lamps, a power meter or analyzer with 
frequency range up to several hundred kHz or 1 MHz should be used [2-9]. The effective 
frequency response of the electrical power measurements is affected by several different 
factors. If we consider the current measurement alone, the performance of the power meter is 
influenced by the size and construction of the shunt resistor, as well as the noise and 
nonlineariy of the analog amplifiers and A/D-converters. Selecting a proper shunt resistor size 
for the measurement can have an important role in both the noise performane and the 
frequency response of the measurement. A larger shunt resistor will provide better signal-to-
noise ratio, but also adds to the effective impedance seen by the lamp. Also, no shunt resistor 
is purely resistive in nature, but has inductance and capacitance as well. Often, the effect of  
shunt capacitance can be reduced to a negligible level by manufacturing choices, but the 
remaining inductance causes the frequency response of the shunt to deviate from unity at 
high frequencies, causing error to the measured current waveform. 
Another thing to consider when estimating the measurement uncertainty of a commercial 
power meter or analyzer is what kind of signal processing is carried out inside the equipment? 
It is often unknown whether a power meter corrects for the deviations of its response, or not. 
This is problematic also, because not all power meters allow saving of the raw waveform data 
for analysis, or the resolution and sample rate of the saved data is drastically reduced. 
Another problem is the traceability of calibration at high frequencies. Many power meter and 
analyzer manufacturers report values for current, voltage and power measured at individual 
frequencies up to 1 MHz, but do not provide information on traceability for the measurements. 
Also, there is currently no commonly accepted method for calibration of power meters or 
analyzers with non-sinusoidal waveforms, such as those found in many CFLs and LED-lamps. 
2.5 Effect of source impedance 
Test laboratories use regulated AC-voltage sources from different manufacturers to operate 
lamps in efficacy measurements. Depending on the manufacturer, the output impedance of 
the AC-voltage source can be different at two different test laboratories. A problem arises, 
when the impedance of the AC-voltage source is coupled with the power converter of the 
lamp. The operation of the lamp electronics may thus depend on the effective impedance, and 
differences of several percents in the measured luminous flux and power can occur depending 
on the lamp type and the measurement equipment used [6-8]. In addition to the output 
impedance of the AC-voltage source, the impedance of the shunt resistor used in the power 
meter or analyzer, as well as the impedance of the cables all affect the operation of the lamp, 
and the measured values. 
To overcome this problem, an impedance stabilization network needs to be developed for 
measurements of energy-saving lighting products [6,8,9]. Impedance stabilization networks 
for measurement of electromagnetic compatibility (EMC) are commercially available, but they 
are not directly suitable for measurements of energy-saving lamps, for which the most 
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interesting frequency range is 50 Hz – 200 kHz. Zhao et al. [6] have developed a prototype of 
such network that is connected between the AC-voltage source and the lamp, in order to 
reduce the effect of source impedance seen directly by the lamp. MIKES has developed an 
adjustable power line impedance emulator (APLIE) [9] based on publications of power system 
impedance, and using a modified version of the stabilization network published by Zhao et al. 
The power consumption of the APLIE is 4 W of active and 100 var of reactive power that is 
compatible with most AC-voltage sources used in test laboratories. Due to adjustability, the 
APLIE can be used for testing the sensitivity of lamps to various source impedances as well. 
Test measurements with APLIE have shown to improve the stability of the measurements, and 
reducing the high frequency harmonic content of lamps. Figure 5 shows an example of current 
waveforms measured for an LED-lamp in two conditions. On the left side (blue), the measured 
current of the LED-lamp was measured without the stabilization network, and is therefore rich 
in harmonics up to several hundred kHz. On the right side (red), the stabilization network is 
connected between the AC-voltage source and the LED-lamp, significantly reducing the high 
frequency harmonic components. 
 
Figure 5 – Current waveform of an LED-lamp with direct connection to the AC-voltage source 
(left) and with an impedance stabilization network with maximum impedance setting (right). 
In addition to these findings, some lamps have shown changes in measured efficacy, up to 
1.2 %, depending on the impedance setting in use [9]. The test measurements carried out 
with the APLIE show the importance of further developing such a network that could be 
eventually standardized, and used by test laboratories to overcome the problems caused by 
the built-in electronics of energy-saving lighting products.  
3 Conclusions 
Uncertainties involved in electrical power measurement of AC-operated energy-saving lighting 
products are often underestimated. Analysis of the uncertainties requires understanding of the 
characteristics of the lamps under measurement, as well as of the equipment used for the AC-
voltage supply and power measurement. Special attention should be given to the wiring of the 
equipment, distortion and stability of the AC-voltage source, and the frequency response of 
the power meter. The problem of source impedance and methods to implement a fixed 
stabilization network for measurements of energy-saving lighting products are currently being 
investigated in a project ENG62 Metrology for Efficient and Safe Innovative Lighting 
(MESaIL), funded by the European Metrology Research Programme (EMRP). The outcome of 
the project will be shared with CIE and other standardization bodies, when it is available. 
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A PRACTICAL METHOD OF EVALUATING UNCERTAINTIES IN 
CHROMATICITY VALUES DERIVED FROM SPECTRAL MEASUREMENTS 
Bergen, A.S.J. 
Photometric Solutions International, Melbourne, AUSTRALIA 
tonyb@photometricsolutions.com 
 
Abstract 
In the world of spectroradiometry, a common task is to take a measured spectrum and derive 
chromaticity data.  However many industrial testing and calibration laboratories do not have 
the know-how or confidence to approach the determination of uncertainties for the derived 
data. 
This paper outlines the methods developed for calculating uncertainty for derived quantities in 
spectroradiometry in the author’s photometric testing laboratory.  An Excel spreadsheet is 
used to model the various contributions to the measurement uncertainty on a wavelength-by-
wavelength basis.  This enables the easy assessment of uncertainties for individual 
measurements or for typical spectral data for types of light sources. 
Keywords: measurement uncertainty, uncertainty budget, chromaticity 
 
1 Introduction 
Many testing and calibration laboratories will perform spectral measurements on light sources 
and use the measured spectra to calculate derived data.  Commonly calculated properties 
include chromaticity coordinates (x, y) and (u’, v’); correlated colour temperature; Duv; and 
colour rendering indices.  The equipment used may be a simple CCD array spectroradiometer 
or may be a monochromator- or double-monochromator-based spectroradiometer.  There is 
much literature covering the characterisation and calibration of these devices.  However the 
laboratory staff may not always perform a detailed analysis of the uncertainty of measurement 
of the measured spectra and on the associated derived quantities. 
It has historically been quite common for laboratories to assign an uncertainty value based on 
a rough estimate or based on an industry practice, eg: 0.003 in x and y coordinates, without 
making a rigorous evaluation or allowing for the specific properties of individual DUTs.  While 
this may sometimes be because of convention or because a more rigorous approach is not 
enforced by an accreditation body, it is also often because the laboratory does not have the 
knowledge or experience to perform such a task.  Moreover, they may not have the 
mathematical inclination to meticulously follow the methods of CIE 198:2011 (CIE, 2011). 
A simple and practical way to approach this is to consider the various aspects of 
measurement that have an influence on the uncertainty of measurement and deal with each 
separately.  Where it is not possible to make a direct statistical analysis of the uncertainty, it 
may be possible to model the effect or to perform some simple experiments to estimate the 
magnitude of errors which may be present.  These separate components can then be 
combined in a spreadsheet and added in quadrature in the traditional manner. 
It is important to note that this method may not be strictly mathematically rigorous, because it 
does not make allowances for correlations between the different uncertainty contributions.  It 
also ignores the fact that some of the uncertainty contributions will have asymmetrical 
probability distributions.  However it is easy and practical to implement and is certainly more 
rigorous than simply using the same default value of uncertainty for every measurement.  
Furthermore, when performing this analysis it is possible to see which components have a 
higher contribution to the uncertainty budget and which therefore may require further study to 
improve the measurement and reduce the uncertainty for future measurements. 
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In this paper, the focus of the discussion is on the uncertainty in x and y chromaticity 
coordinates measured using a CCD array spectrometer, but the principle can easily be 
transferred to the other derived quantities and other types of instruments.  It should also be 
noted that the methods described here are in no way the only way to perform this analysis 
and individual laboratories may determine other methods more appropriate to their equipment 
or otherwise more superior to the methods offered here. 
2 Common Sources of Error and How to Model Them 
In this section some of the main contributions to uncertainty in spectral measurements and 
the derivation of chromaticity coordinates are discussed and ways to measure or model them 
are suggested. 
2.1 Wavelength error 
For strongly coloured light sources, wavelength error can be a significant source of 
uncertainty, and it will often be quite different for the x and y chromaticity coordinates.  Take 
the three points marked on the CIE 1931 (x, y) chromaticity chart shown in Figure 1: green, 
blue-green and red. 
 
Figure 1 – CIE 1931 chromaticity chart with three colours marked 
8 CIE x040:2014
Bergen, A.S.J. A PRACTICAL METHOD OF EVALUATING UNCERTAINTIES IN CHROMATICITY VALUES … 
2.1.1 Green signal 
The green point marked in Figure 1 is enlarged in Figure 2. 
 
Figure 2 – Green signal 
The wavelength scale is shown around the boundary of the colour space; here the 
wavelengths 510 nm, 520 nm and 530 nm can be seen.  The green signal is close to the 520 
nm point.  A change in wavelength from 520 nm to 521 nm involves a large shift in the x 
coordinate, but only a small shift in the y coordinate.  For monochromatic radiation the shift in 
the x coordinate is nearly 0.008, while for a narrow width LED the shift might be around 0.006 
(the actual shift depends on the LED spectrum). 
The ramification of this is that a spectrometer with a wavelength uncertainty of 0.5 nm may 
have a contribution to the x coordinate uncertainty of around 0.003 due to wavelength 
uncertainty alone when measuring a 520 nm green LED. 
2.1.2 Blue-green signal 
The blue-green point marked in Figure 1 is enlarged in Figure 3. 
 
Figure 3 – Blue-green signal 
In this case, the wavelength scale is roughly aligned with the y axis.  For monochromatic 
radiation a change in wavelength of 1 nm results in a change in the y coordinate of around 
0.025, while for an LED it may be around 0.020.  An uncertainty in wavelength of 0.5 nm 
therefore may result in an uncertainty in the y coordinate of around 0.010 due to wavelength 
uncertainty alone when measuring a 500 nm blue-green LED. 
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2.1.3 Red signal 
The red point marked in Figure 1 is enlarged in Figure 4. 
 
Figure 4 – Red signal 
Here the wavelength scale is much narrower and is equal between the x and y coordinates.  
For monochromatic radiation a change in wavelength of 1 nm results in a change in the x and 
y coordinates of around 0.0013, while for an LED it may be around 0.0017.  An uncertainty in 
wavelength of 0.5 nm therefore may result in an uncertainty in the x and y coordinates of 
around 0.0008 due to wavelength uncertainty alone when measuring a 630 nm red LED.  
Clearly this a less significant contribution to the uncertainty budget for a red LED compared 
with a green LED. 
2.1.4 How to model 
It is quite straightforward in a spreadsheet to simulate the effects of a shift in the wavelength 
scale on the chromaticity coordinates: one possible way to do so is given here for example. 
The spectrum is pasted into a spreadsheet and interpolated to 0.1 nm intervals.  The CIE 
1931 colour matching functions are also inserted into the spreadsheet and interpolated to 0.1 
nm intervals.  The x and y coordinates are then calculated according to CIE 15 (CIE, 2004).  
The spectrum is then shifted by n rows corresponding to a wavelength uncertainty of 0.n: so 
for a wavelength uncertainty of 0.3 nm the spectrum is shifted by 3 rows.  The chromaticity 
coordinates are calculated again and the differences in x and y from the original coordinates 
are noted.  The spectrum is then shifted negatively by n rows; the coordinates calculated 
again and the differences again noted.  The larger of the differences in both x and y are then 
taken as the uncertainty contribution due to wavelength shift. 
Note 1:  This process assumes a uniform shift in wavelength scale across the spectrum, 
whereas in practice it is likely that wavelength errors may change across the spectrum.  It is 
always preferable to model the wavelength scale more precisely and correct it better (thus 
reducing the uncertainty).  But where this is not possible or practical then it is possible to 
estimate the maximum error and use this as a uniform shift. 
Note 2:  Here the effect is being analysed for the measured spectrum only.  But the effect will 
also have a bearing on the calibration of the instrument with a reference lamp.  This needs 
also to be modelled, taking into account both random (the wavelength shift will be different for 
the calibration and the measurement) and systematic (the wavelength shift will be the same 
for the calibration and the measurement) effects. 
2.2 Nonlinearity error 
Nonlinearity effects result in a distorted measured spectrum.  For the measurement of 
phosphor-type white LEDs, this can result in an error in the measured height of the blue peak 
compared with the height of the photoluminescent part of the spectrum.  One possible way of 
estimating the magnitude of this error in a CCD array spectrometer system is described here. 
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The equipment is set up to measure the source with the integration time set so that the peak 
signal is near full scale.  A measurement is taken and the measured chromaticity coordinates 
are noted.  The integration time is then reduced without adjusting the source, so that the peak 
drops.  The change in chromaticity coordinates are noted.  This process is repeated until the 
peak signal is quite low in the scale.  For example, if the integration time is initially 100 ms, 
then further measurements may be made at 90 ms, 80 ms, 70 ms, … , 10 ms as shown in 
Figure 5.  The largest deviation in x and y coordinates from the original value can then be 
taken as an estimate of the possible error in the measurement and used in the uncertainty 
budget. 
 
Figure 5 – Estimation of nonlinearity error 
Note:  By doing this experiment it may be found that the spectrometer’s response becomes 
highly nonlinear near the CCD array’s saturation level and best performance is achieved by 
using lower integration times. 
2.3 Instrument bandpass 
An important principle was learnt in CIE TC 2-60 (CIE, 2014): to estimate of the effect of 
instrument bandpass on the measured result, apply the bandpass again and record the 
differences in x and y.  Applying the instrument’s bandpass to the data again gives a good 
estimate of the effect that the instrument’s bandpass had on the measured spectrum and 
derived quantities in the first place. 
In Excel it is quite straightforward to convolve the measured spectrum with a function similar 
to the instrument’s bandpass (eg: a 5 nm Gaussian) and note the effect that this has on the x 
and y coordinates. 
2.4 Stray light 
Take, for example, the measurement of an incandescent source with a red filter as shown in 
Figure 6 left, and the zoomed section in Figure 6 right. 
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Figure 6 – Measurement of a red filter and zoomed section showing stray light 
Clearly there is a large amount of stray light at the bottom end of the spectrum below 580 nm 
and there is also likely to be stray light in the rest of the spectrum but we can’t distinguish it 
from the measured signal.  If the stray light is spread uniformly across the spectrum then it 
will have the effect of shifting the chromaticity coordinates towards the equal energy point.  
For a red signal such as in Figure 6, this will affect the x coordinate substantially but will not 
affect the y coordinate much.  For a green LED it will usually affect the y coordinate more 
than the x coordinate. 
If possible it is best to minimise the stray light effect using a correction method such as that 
by Zong (2006).  However where that is not possible, an approach like the following may be 
used. 
• Assume that the stray light is constant across the spectrum. 
Note 1:  This is not a great assumption but it is better than nothing. 
Note 2:  It may be possible for the lab staff to determine a better model than this. 
• Measure an incandescent source through a high-pass filter: the area below the cut-off 
should be effectively zero.  Systematic non-zero readings in that region are likely to be 
attributable to stray light. 
Note:  This should be separately validated to confirm that the spectral transmittance in 
the area below the cut-off is negligible. 
• Calculate the average offset of the stray light as a proportion of the total signal area. 
• Repeat for other filters with different cut-off wavelengths. 
• Use these ratios to simulate artificially adding stray light to the measured spectrum: 
the difference is a reasonable estimate of error due to stray light. 
Note 1:  Stray light will also have affected the measurement of the reference lamp.  The 
measured DUT spectrum will need to be corrected first by dividing through by the measured 
reference lamp spectrum and then multiplying through by the reference lamp spectrum minus 
stray. 
Note 2:  This is just a correction for estimating the stray light error.  This process should not 
be used for correcting reported results unless it has been rigorously validated. 
Note 3:  If, by rigorous validation, we know that there should not be any signal measured in 
the area below the cut-off then it is possible to improve our estimate of the chromaticity 
coordinates by setting the values below the cut-off in the measured spectrum to zero.  This is 
shown in Figure 7.  In this case, setting the values below the cut-off to zero shifts the 
coordinates from (0.6953, 0.3007) to (0.6981, 0.3008), i.e. from z = 0.0040 to z = 0.0011.  
Given that we would expect the chromaticity coordinates to be very close to the z = 0 line, we 
can conclude that this has improved our estimate of the x and y coordinates. 
12 CIE x040:2014
Bergen, A.S.J. A PRACTICAL METHOD OF EVALUATING UNCERTAINTIES IN CHROMATICITY VALUES … 
 
Figure 7 – Corrected stray light for red filter 
2.5 Random noise 
When we are taking a measurement, we will often observe the instrument readings 
fluctuating.  Once the DUT and the instrument are warmed up and stable these fluctuations 
will often just be random noise, such as shown in Figure 8. 
 
Figure 8 – Random noise in x and y coordinates 
The instrument taking the readings may come with software that will enable the random noise 
to be assessed statistically.  A large number of values can be recorded and the average and 
standard deviation taken.  If it is genuinely a random distribution (a simple check of the 
correlation coefficient will determine that) then the standard deviation could be divided by the 
square root of the number of measurements. 
If it is not possible to record the values and treat them statistically, then the data can be 
“eyeballed” by looking at the readings and noting the minimum and maximum observed 
values.  Note: this will now be a rectangular distribution. 
2.6 Reference lamp calibration data 
The reference lamp that was used to calibrate the instrument will have uncertainties 
associated with its calibrated spectral data.  It is possible to assess the effect this uncertainty 
will have on the measurement uncertainty using the following method. 
• Multiply the measured spectrum by the ratio of the reference lamp data plus 
uncertainty to the reference lamp data for each wavelength. 
• Repeat for the reference lamp data minus uncertainty. 
• Observe and record the largest deviation in x and y. 
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2.7 Reference lamp current setting 
The reference lamp data will only be valid for the current (or voltage) setting stated in the 
calibration report.  But when the reference lamp is run there will be some uncertainty in the 
current that is applied.  One possible way to study this is to measure the reference lamp at 
the rated current and then again with a shift in current equivalent to the uncertainty in the 
current measurement.  Spectra can be recorded for both positive and negative shifts in 
current.  The effect on the chromaticity coordinates can then be treated in the same way as in 
Section 2.6 above. 
2.8 Reference lamp aging 
If the reference lamp has been calibrated several times then it is possible to observe the 
change in the spectrum of the lamp as it ages.  Given the time since the last calibration and 
the time interval between calibrations it is then possible to estimate how the spectrum of the 
reference lamp may have changed since it was calibrated.  The effect on the chromaticity 
coordinates can then be treated in the same way as in Section 2.6 above. 
If there is no calibration history for the lamp, i.e. it has only been calibrated once, then the 
calibration laboratory that calibrated the lamp may be able to provide advice on how the lamp 
spectrum may change over time based on their experience with similar lamps.  If no other 
guidance is available, it may be possible to assume that the lamp spectrum changes similarly 
to a small change in the applied current. 
2.9 Interval between instrument calibrations 
The throughput of the instrument may drift between calibrations.  It is possible to estimate this 
effect by measuring an artefact immediately before and after calibration – the difference 
between the measurements will be representative of how much the instrument may have 
drifted since the previous calibration.  With knowledge of how the instrument drifts between 
calibrations, the time interval between calibrations and the time since the last calibration, it is 
possible to estimate the effect that this has on the measured spectrum and therefore on the 
derived chromaticity coordinates. 
Reducing the interval between calibrations will reduce this uncertainty component, but will 
impact the aging of the reference lamp(s) used to calibrate the equipment. 
2.10 Applied current/voltage error 
When we measure a DUT we will usually have a requirement to run it at a given voltage or 
current.  However there will also be some uncertainty in the applied voltage or current.  It is 
possible to measure the DUT at the original rated voltage or current, and then to vary the 
voltage or current by an amount equivalent to the uncertainty in the voltage or current 
measurement (plus and minus) and to observe the effect that this has on the chromaticity 
coordinates. 
3 Add in Quadrature 
As mentioned in the introduction, this paper considers the different contributions to the 
uncertainty budget in isolation and ignores any correlations between them.  Thus it is 
approaching the uncertainty budget by simply adding the individual components in quadrature 
and specifically ignoring the correlation term in the law of propagation of uncertainties from 
the GUM (ISO, 1995). 
Not all of the contributions described in Section 2 may apply to every specific measurement 
situation, and there may be additional uncertainty contributions which are not covered here.  
Sample spreadsheets for several different types of sources are shown in Figure 9 to Figure 
13.  Note that they are sample data only and the values in the spreadsheets should not be 
used as reference values for another laboratory’s uncertainty assessment. 
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Figure 9 – Sample uncertainty spreadsheet for an incandescent lamp 
 
Figure 10 – Sample uncertainty spreadsheet for a white LED 
 
Figure 11 – Sample uncertainty spreadsheet for a red LED 
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Figure 12 – Sample uncertainty spreadsheet for a green LED 
 
Figure 13 – Sample uncertainty spreadsheet for a blue LED 
Once the spreadsheet has been initially set up, it is then a simple process of pasting in a 
measured spectrum and updating the DUT-specific properties such as random noise and 
current/voltage error.  A separate spreadsheet can then be saved with the test data for each 
test in keeping with proper record keeping practices. 
4 Conclusion 
A method of determining the uncertainty in chromaticity coordinates from a spectral 
measurement is presented in this paper.  While it has many shortfalls, it is better than the 
alternatives of having fixed values or purely making a guess when it is not possible to 
rigorously analyse a system. 
Because we are working with a spectrum, the same principle can also be applied to other 
derived quantities.  However, the modelling methods contained in this paper should not be 
used to correct the data unless it has been rigorously verified. 
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Abstract 
Spectrally resolved source output characterization is often performed using array 
spectroradiometer. Because of the properties of this type of spectroradiometer accurate 
measurement requires stray light correction. Therefore the measurement uncertainty 
evaluation must take into account this correction that involves matrix calculations. We use 
Monte Carlo technique to perform this uncertainty evaluation based on a measurement model 
that is highly non-linear and taking into account correlations between input quantities.  
Keywords: Uncertainty, Monte Carlo technique, array spectroradiometer, stray light correction 
 
1 Introduction 
Array spectroradiometers are widely used in many applications because of their interesting 
features: portability, fast measurement (<1s), low cost. They are based on a single grating 
monochromator and therefore results of measurements are impaired by inherent stray light. 
Large improvement of the measurements is achieved when stray light correction is applied 
based on the characterisation of the Line Spread Function (LSF) of the spectroradiometer 
using tuneable laser [1,Zong Y., 2006]. This correction is complex and involves large matrix 
calculations. The measurement uncertainty evaluation must take into account the contribution 
of this correction process. The measurement model is nonlinear and therefore the GUM 
classical approach is not suitable. 
We present the work that has been performed at LNE in the framework of the European 
Metrology Research Program EMRP-ENV03 project to evaluate the uncertainty of solar UV 
measurement using array spectroradiometers. Monte Carlo (MC) technique is used for that 
purpose and correlations between input quantities are taken into account. We described the 
measurement model, and how the MC technique is implemented in a software developed 
under Matlab. 
2 Measurement using array spectroradiometer 
Source spectral characterization  requires the use of array spectroradiometers when short 
time variation of the source output is an issue, example: gas discharged lamps, flash light, 
natural sun light. Array spectroradiometers are made of a single monochromator and 
therefore they suffer from defects such as stray light. 
Measurement of a source spectrum must follow two steps: 
- Step 1: calibration of the spectroradiometer using a standard lamp 
- Step 2: measurement of the source output 
For each of these steps stray light correction should be applied on the raw data after 
subtraction of the dark signal. Additional signal processing can be performed prior to stray 
light correction such as linearity, wavelength scale correction,.  
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3 Uncertainty evaluation 
3.1 Monte Carlo technique 
Monte Carlo technique for measurement uncertainty is described in Guide for Uncertainty 
Measurement, supplement 1 [2,ISO/IEC Guide 98-3/Suppl. 1, (2008)]. The principle based on 
the propagation of probability distibution is depicted on figure 1. 
 
Figure 1 – Principle od uncertainty evaluation through propagation of probability didtribution 
A measurand Y is obtained from the input quantities Xi through the measurement model f 
according to equation 1. 
 (1) 
If gxi(ξi) is the probability distribution function PDF of the input quantities Xi, by choosing 
randomly a set of Xi values and by using the measurement model, we generate one Y value. 
By repeating this process we can generate a probability distribution function for Y from which 
we obtain the measurement value and the standard deviation. These information rely on an 
accurate definition of the measurement model. 
3.2 Measurement model 
As indicated in &2, prior to measure the source spectral output the array spectroradiometer 
must be calibrated using a standard lamp. The measured signal SStd,i  given by the 
spectroradiometer corresponding to wavelength λ i  is:  
 (2) 
MStd ,i , signal for pixel “i” corresponding to λi when measuring the standard lamp  
MDStd,i  , measured dark signal for pixel “i” corresponding to λi when measuring the standard lamp 
TInt,Std  , the integrating time when measuring the standard lamp 
CLin  correction due to non-linearity response of array detector of the spectroradiometer 
Cλ   correction due to wavelength accuracy 
Because array spectroradiometers are based on single monochromator stray light contributes 
to the measured signal. Stray light correction technique is applied [1] and equation (2) can be 
written in matrix form as: 
 (3) 
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SStd  matrix representing the measured signal 
STrue  matrix representing the signal corrected from stray light 
D matrix representing the stray light distribution function SDF. It is a square 2D matrix. 
STrue  can be determined from equation (3) and the spectral responsivity of the 
spectroradiometer SRi at wavelength λi is given by: 
iStd
iTrue
i E
S
SR
,
,=
 (4) 
Once calibrated, source spectral output can be measured using the same process described 
above to correct the measured signal. Then the source spectral output Si  at λ i  is given by: 
i
imeas
i SR
S
S ,=  (4) 
where Smeas,i  is the corrected signal when measuring the source. 
3.3 Monte Carlo technique implementation 
According to the measurement model uncertainty evaluation of source spectral output can be 
performed in two steps: first evaluation of the uncertainty of the spectral responsivity of the 
spectroradiometer, second evaluation of the uncertainty of the source spectral output. 
When dealing with spectral measurements classic GUM uncertainty evaluation technique is 
tedious. We propose to use the Monte Carlo technique [3,Obaton A-F, 2007] to determine the 
uncertainty of source spectral output measurements. 
Correlation between input quantities are taken into account. For instance uncertainty due to 
the stray light correction is evaluated based on equation (3) that can be written as : 
( ) StdTrue SDS 11 −+=  (5) 
Where “1” is the matrix unity. D contains diagonal elements set to zero and non-zero off 
diagonal elements that are small compare to “1”. Therefore (1+D)-1 reduces to (1-D). 
Therefore each element of the column matrix S True  is: 
( )∑ −=
j
jijStdiTrue DSS ,,, 1  (6) 
(j=1 to N), where N is the number of wavelengths taken into account. 
The SStd,j   elements are correlated as well as the (1-D) i,j  elements. The multivariate Gaussian 
algorithm is used to evaluate the uncertainty associated to these correlated input quantities. 
A software using Matlab® has been developed to evaluate the uncertainty. The interesting 
feature regarding the use of Matlab is that the functions to generate random draws from the 
PDF are validated by the GUM supplement 1. The output is the probability distribution 
function (PDF) of the source spectral output at selected wavelengths from which the value of 
the spectral output and the associated uncertainty are obtained from respectively the average 
and standard deviation of the PDF. Example of user interface and PDF for the array 
spectroradiometer spectral responsivity is shown on figure 2. 
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Figure 2 – PDF of the spectroradiometer responsivity 
4 Conclusion 
Monte Carlo technique is used to evaluate the uncertainty of source spectral output 
measurement using array spectroradiometer. Based on the measurement model that includes 
the stray light correction the uncertainty is evaluated taking into account correlations between 
input quantities of the stray light correction algorithm. A software using Matlab is developed to 
evaluate the uncertainty at selected wavelengths. This software developed in the framework 
of the European project EMRP ENV03 is publicly available on the web site 
http://projects.pmodwrc.ch/env03. 
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Abstract 
Array spectroradiometers are widely used in many applications due to their characteristics: 
portability, fast measurement and low cost. However, array spectroradiometers use single 
monochromators and therefore suffer significantly from stray light. In addition to stray light, 
the pixel-to-wavelength assignement and non-linearities of detectors are severe problems for 
measurements of solar UV radiation due to the sharp cut-off of the solar UV spectrum as a 
consequence of ozone absorption. Therefore, it is important to characterize and correct for 
straylight, to calibrate the wavelength dependency and to determine the linearity of the entire 
system for a correction at the post processing of the solar UV data. The characterizations 
described in this article were elaborated within the EMRP project “Solar UV” and firstly 
presented in the final EMRP project-report.  
Keywords: array spectroradiometer, characterization, stray light, wavelength, linearity 
 
1 Stray light corrections 
One of the biggest uncertainty components in the measurements by array spectroradiometers 
in the solar UV spectral range is caused by a poor suppression of the internally created stray 
light. A reduction of the stray light effect by up to two orders of magnitude may be achieved 
using a correction matrix (Zong et al., 2006) based on line spread functions (LSFs) that can 
be determined with the help of spectrally tuneable lasers. However, the stray light corrections 
using the results of the LSF characterization are effective only as long as the spectral range 
of the laser covers the spectral range of the array detector, typically a silicon-based charged 
coupled device (CCD), in use. Array spectroradiometers for the solar UV measurements may 
have a narrow spectral range. The simplest way of taking care of this out-of-range (OoR) 
stray light would be by using bandpass filters or other spectral pre-selection techniques that 
prevent the OoR radiation from getting into the instrument. For certain applications, it may 
also be practical to subtract the OoR radiation by making an additional measurement with a 
long-pass filter in front of the entrance optics of the instrument. For the case that hardware 
modifications are not desired and feasible, an approach was implemented to characterize the 
response of the instrument to the OoR radiation and to take it into account by means of a 
matrix for the OoR responsivity (Nevas et al., 2014). 
The contribution to the signal of every pixel of the CCD detector by the OoR stray light can be 
calculated numerically as 
OoR OoR δλ= ⋅ ⋅Δ s E  (1) 
provided that the responsivity of every detector pixel to the radiation from the wavelengths 
outside the spectral range (OoR) of the instrument, put in a matrix OoRs  , and the spectral 
irradiance outside the spectral range of the spectroradiometer, contained in a vector OoRE  , 
are known. δλ  represents the OoR wavelength step with which the OoR stray light data are 
available. The dimensions of the OoR responsivity matrix OoRs  are NxM, where N is the 
number of pixels in the linear array detector and M is the number of wavelengths on a uniform 
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grid throughout the OoR of the instrument, say every 1 nm. Then following the matrix 
formalism of Zong et al. (2006) the spectroradiometer data vector corrected for both the OoR 
and InR spectral stray light can be obtained as  
1 1
IB ´meas ´meas[ ] [ ] [ ]
− −= + ⋅ − = ⋅ −Y I D Y Δ A Y Δ .  (2) 
In order to calculate Δ  and to apply the correction of (2) the spectral irradiance OoRE  outside 
the spectral range of the array spectroradiometer, up to 1100 nm in the case of silicon 
detectors, needs to be known for both the source used to calibrate the instrument and the 
source under test. For calibration sources such data is normally available. The OoR stray light 
estimation for a test source, i.e. the solar radiation, however, requires either measurements 
by an auxiliary spectroradiometer or some kind of extrapolation of the spectral content into 
the OoR spectral region based on the InR measurement data by the instrument. For this 
purpose one can use, e.g., radiative transfer model calculations or reference solar spectra 
normalized by the measurements in the overlapping spectral range. It can be shown, that in 
most cases the OoR irradiance does not need to be known very accurately.  
To check the efficiency of the combined OoR and InR corrections, several solar UV 
instruments were characterized. One of them was of the type AvaSpec-ULS2048 (Avantes), 
named AVOS. The instrument has a nominal spectral range from 280 nm to 440 nm 
wavelength and a spectral bandpass of 0.7 nm. As a detector, a Hamamatsu back-illuminated 
Si CCD with 2048 pixels is used in the device. Both the InR and the OoR stray light properties 
of the spectroradiometer were characterized at the PLACOS setup of PTB. The InR and OoR 
stray light properties of the AVOS instrument are shown in Figure 1. 
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Figure 1 – a) Line spread functions of the AVOS spectroradiometer at several laser 
wavelengths. They are used to take into account internal stray light created within the spectral 
range of the instrument. b) Responsivity of the spectroradiometer with respect to irradiance at 
the out-of-range wavelengths, 440 nm to 1100 nm. This data was used to correct the OoR stray 
light contribution. 
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Figure 2 – Solar UV irradiance at SZA of 42° measured by the AVOS array spectroradiometer in 
a clear sky measurement campaign in Davos. Solid red curve is the solar spectrum without any 
stray light correction applied. Dashed blue and dash-dotted green curves are the solar spectra 
corrected for exclusively the InR and the combined OoR and InR stray light, respectively. Thin 
black curve shows the solar spectral irradiance measured with a Brewer spectroradiometer 
based on a scanning double monochromator. 
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Figure 2 shows the solar UV irradiance measured by the AVOS instrument, results of solely 
InR stray light correction, as well as the combined OoR and InR stray light corrections applied 
to the measurement data. For comparison purpose, the spectral irradiance measured by a 
reference Brewer spectroradiometer based on a double monochromator is shown as well. As 
can be seen, there are significant effects by stray light on measurements below 310 nm 
wavelength. For this instrument, the OoR stray light contribution made about 2/3 of the whole 
stray light in the instrument. With the help of combined OoR and InR stray light corrections, 
ca. 95% of the stray light contribution could be corrected. 
2 Wavelength Scale device 
Accurate wavelength calibration is a key parameter for solar spectral measurements. The 
aimed uncertainty is below 50 pm. Typically, spectrometers are calibrated with spectral 
emission lines. However, for small spectral ranges, only few lines are typically available. In 
addition, some of the spectral lines consists of multiplets (i.e. at 313 nm, 365 nm, 404 nm and 
408 nm), or can have very low intensity levels (297 nm, 302 nm and 334 nm) and therefore 
cannot be used by typical solar UV spectrometers. 
Within the EMRP project, two different approaches were realized that allow characterizing the 
wavelength scale accurately all over the UV (and visible) spectral ranges: METAS realized 
devices based on different Fabry-Perot etalons; VSL developed a wavelength ruler that is 
based on a one-stage Lyot filter. These devices show an oscillating transmittance behavior 
that can theoretically be modelled knowing the optical thicknesses of the material layers in the 
devices (see Figure 3 and Figure 4). If the temperature conditions are controlled (typically to 
better than 0,1 °C) and the geometry is fixed (angular alignment and beam divergence better 
than 0,5°) the devices can be used as absolute devices, and deviations of the wavelength 
scale can be directly identified.  
 
Figure 3 – Spectral transmittance of a one-stage 
Lyot filter. 
 
Figure 4 –Spectral transmittance of a Fabry Perot 
etalon. 
Theoretically, the devices can be used with any kind of “white” light sources, but for best 
performance, i.e. to generate stable and powerful radiation in the UV range, a laser driven 
light source is recommended to be used. In the first step, the transmittance is experimentally 
determined by measuring the spectral distribution of the light source with and without the 
filter. This transmittance is then compared to the theoretically modeled transmittance. If the 
optical thicknesses of the layers in the device are not known or the setup doesn’t respect the 
conditions for absolute measurements, it is still possible to use the device in combination with 
known spectral lines of a mercury lamp or one or several lasers. In this case an optimization 
algorithm has to be used to retrieve the effective optical thicknesses. Both devices have there 
advantages: Usually the modulation depth of the one-stage Lyot filter is higher and therefore 
the device is less sensitive to noise, particularly for low light levels. However the setup is 
more bulky. The Fabry Perot etalon is a very compact optical element which can be easily 
integrated into an instrument, but also shows more sensitivity to noise. Both devices can 
reduce the uncertainty of the wavelength scale to below 50 pm. Figure 5 shows the error of 
the wavelength scale of a particular spectrometer obtained by using a Fabry-Perot device. 
After correction, the error reduces to within 20 pm as can be seen in Figure 6. 
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Figure 5 – measured wavelength error as a 
function of the wavelength prior correction. 
 
 
Figure 6 – Residual error after wavelength 
correction. 
3 Linearity  
Terrestrial solar UV irradiance varies within the relatively narrow spectral range, 280 – 400 
nm, over a large dynamic range, about 5 to 6 orders of magnitude. Hence, the dependence 
between the measured solar UV irradiance values over the whole dynamic range and the 
respective signals of a spectroradiometer that is used for the measurements is required, i.e., 
the linearity of the instrument must be known. Residual deviations from the linear regime will 
yield errors both in absolute values as well as in relative spectral distributions of the 
measured solar UV irradiance.  
In the case of compact array spectroradiometers, the linearity of the CCD instrument is 
typically characterized by exposing the instrument to the radiation of a stable source and by 
varying the integration time of the detector. This is a simple but by far a not complete 
characterization method. In fact, it accounts for the linearity of the signal processing 
electronics only. In principle, the linearity of such devices should also be tested by varying the 
spectral irradiance level over the whole dynamic range. For the radiometric characterization of 
the linearity of the spectroradiometers, the technical challenge consists of providing a 
radiation source, the spectral irradiance of which can be dynamically tuned over 5 to 6 orders 
of magnitude and reach the level of 1 W/m2nm-1. In the case of, e.g. halogen lamps used for 
the calibration of the instruments, this is difficult. 
Within the framework of the EMRP project, an approach to the linearity characterization of 
array spectroradiometers used for the solar UV radiation measurements has been chosen 
based on monochromatic sources tuneable over wide dynamic range with different setups at 
Aalto, METAS, PTB and VSL. 
MIKES-Aalto built a setup based on a single monochromator with two light sources (see 
Figure 7). The light exiting the monochromator is collimated and attenuated with 
interchangeable neutral-density filters in two consequent filter wheels. The light beam then 
continues to the device to be characterized through a beam splitter taking a fraction of the 
beam to a silicon photodiode serving as the linearity reference. PTB used for the linearity 
characterizations its tuneable laser source based on a frequency doubled and tripled mode-
locked Ti:Sa (80 MHz repetition rate, 200 fs pulse duration) with the developed beam 
conditioning unit to generate high irradiance levels in the solar UV spectral range (see Figure 
8). The measurements are made also relative to silicon detector. Similar laser setup was used 
for the measurements at METAS as well. The setup built at VSL is portable so that it can also 
be used outside of the VSL laboratories (see Figure 9). It uses a laser with 372 nm 
wavelength as a source and a crossed-polarizer attenuator. The measurements are also 
made relatively to a silicon photodiode.  
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A comparison of the linearity measurements using the setups of MIKES-Aalto, PTB and VSL 
was carried out in spring 2014. In this intercomparison, two different array spectroradiometers 
were characterized at the three institutes. The measurements in irradiance-variation mode 
could be carried out within a dynamic range from 1⋅10-4 W/(m2nm) to 2 W/(m2nm). The lowest 
measurable irradiance was limited by the responsivity of the instruments. Results of the 
linearity measurements at the NMIs were in a good agreement with each other. Also, results 
obtained by irradiance variation were consistent with those collected by varying the 
integration time of the instruments. Both instruments showed significant nonlinearities that 
were obviously caused by signal processing electronics, i.e. the analog-to-digital converter 
(ADC), and could be corrected as a function of ADC counts. Having this correction applied, no 
additional nonlinearity for irradiances of up to 2 W/(m2/nm) could be detected (see Figure 10).  
 
Figure 7 – Setup for linearity measurements built at MIKES-Aalto. 
 
 
Figure 8 – Beam conditioning in the TULIP setup at PTB for linearity characterization. 
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Figure 9 – Picture and schematic diagram of the setup for linearity measurements built at VSL. 
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Figure 10 – Non-linearities for an AvaSpec-ULS2048LTEC-USB2 spectroradiometer measured 
at MIKES-Aalto, PTB and VSL and shown as a function of ADC counts. b) Residual 
nonlinearities of the instruments after a polynomial correction for the ADC nonlinearity. The 
measurements at the different wavelengths and irradiance levels were carried out at PTB. 
4 Conclusions 
1) Method to correct for the out-of-range stray light of solar UV array spectroradiometers has 
been developed and is available for the solar UV community using array 
spectroradiometers.  
2) Based on the research and development, devices based on Fabry Perot and Lyot filters 
may lead to commercial products if a sufficiently stable alignment and temperature control 
can be provided by an interested manufacturer. 
3) Array spectroradiometers must be characterized for the nonlinearity. Large nonlinearities 
due to the signal processing electronics may be observed for the instruments. 
4) Since array spectroradiometers require substantial characterization, characterization 
services may be provided by national metrology institutes or private laboratories. 
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Abstract 
The present study investigates the use of a hyperspectral camera for spatially resolved 
measurements of chromaticity coordinates of light sources such as white and coloured light-
emitting diodes. The chromaticity coordinates (CIExy) are treated as 2D-quanitities, therefore 
Supplement 2 of the Guide to the Expression of Uncertainty in Measurement (GUM) had to be 
used for the uncertainty statement. The GUM gives a step-by-step guide for solving such 
problems; this step-by-step procedure is followed throughout the whole paper, where the 
hyperspectral Camera is used as an example. 
Keywords: Hyperspectral Camera, Colorimetry, Monte-Carlo Method, GUM Supplement 2, 
Liquid-Crystal Tunable Filter (LCTF) 
 
1 Introduction 
The present study investigates the use of a hyperspectral camera (HSC) for spatially resolved 
measurements of chromaticity coordinates. HSCs generally consist of an optical imaging 
system, an electrically tunable filter in addition to a detector array. The tunable bandpass 
shaped transmittance of the electrically tunable filter in conjunction with the imaging system 
enables the spatially resolved reconstruction of spectra. The spectrum is sequentially 
sampled by tuning the filter, which results in a shift of the bandpass-shaped transmittance of 
the filter, where every filter characteristic is called a channel in the field of HSCs. The 
transmittance for a couple of channels, over the working range of the filter, is shown in Figure 
1. In the investigation a Liquid-Crystal Tunable Filter (LCTF) (Perkin Elmer 2014) is used. The 
bandpass-shaped transmittance of the LCTF can be displaced in 1 nm increments over the 
working range (400 nm - 720 nm) of the LCTF. A single channel of the HSC can be tuned with 
random access. 
 
Figure 1 – Transmittances of the LCTF channels 
The spectrum resulting from measurements with the HSC is used in the present work to 
determine chromaticity coordinates, where the chromaticity coordinates are treated as 2D-
quantities for the measurement uncertainty evaluation. The focus is on the reconstruction of 
spectra, and the calculation of chromaticity coordinates for coloured- and white light-emitting 
diodes (LEDs). 
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2 Step-by-Step Guide according to the Guide to the Expression of Uncertainty 
in Measurement  
For solving the problems described in paragraph 1, the Guide to the Expression of 
Uncertainty in Measurement (GUM) (BIPM 2014) provides a step-by-step Guide. The 
procedure given by GUM can be divided into three steps: modelling, propagation and 
summarizing. 
1. Modelling 
a. Defining the measurand 
b. Establishing a measurement model (a realistic picture of the physics involved 
in the measurement). 
c. Modelling the state of knowledge about the model parameters by assigning 
probability density functions (PDFs) 
2. Propagation 
a. Propagation of the PDFs through the model, using a Monte-Carlo-Method 
3. Summarizing 
a. Using the resulting (bivariate) PDF to extract… 
best estimate of the measurand 
covariance matrix 
construct coverage region 
The first step of the modelling process is to define the measurand. By defining the measurand 
it is usually possible to derive the measuring principle. In a next step, a measurement model 
has to be established which gives a realistic picture of the physics involved in the 
measurement (measuring principle). In the case of an indirect measurement, it is useful to 
consider the so-called signal chain first, and to invert the signal chain to get the measurement 
model (Sommer 2005). The signal chain constitutes the path from cause to effect where the 
measurement model can be considered as the inverted signal chain (see Figure 2).  
 
Figure 2 – Connection between signal chain and measurement model 
To establish the signal chain it is good practice to model it first as ideal, and to insert 
imperfections afterwards. The knowledge about typical effects which should be considered 
can usually be obtained from the literature, from investigations of the system, and 
measurements made with the system. The modelling process is usually an iterative process. 
After modelling the signal chain, corrections have to be determined (e.g. offsets etc.) to be 
able to describe the signal chain as ideal again. After that, the ideal signal chain has to be 
inverted to get the measurement model, which is the basis for evaluating a measurement and 
calculating the measurement uncertainty as well. In a last step of the modelling process, our 
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state of knowledge about the measurement model parameters has to be modelled by 
assigning probability density functions (PDFs). Next, the PDFs have to be propagated through 
the measurement model by using a Monte-Carlo-Method. The result of the Monte-Carlo-
Method is a PDF for the measurand. From this PDF the best estimate, the covariance matrix 
and the coverage region can be stated.  
2.1 Modelling 
The first step of the modelling process is to define the measurand. For this investigation, 
however, we have restricted ourselves to the determination of the chromaticity coordinates 
(CIExy). Before chromaticity coordinates can be calculated, the CIE 1931 tristimulus values X, 
Y and Z have to be determined. From the defining equations of the tristimulus values the 
evaluation process can be deduced. One way is to match the spectral responsivities of a 
system to the CIE1931 colour matching functions (filter-wheel systems). Another way is to 
measure the spectrum of the light source and to calculate tristimulus values. The latter is 
used in the case of HSC. Because the chromaticity coordinates are calculated from the 
spectrum, we can call the spectrum of the light source the actual measurand, and because a 
HSC is an imaging system it is useful to describe the spectrum by spectral radiance and use 
this quantity to model the HSC. 
After defining the measurand, a measurement model has to be established which gives a 
realistic picture of the physics involved in the measurement. Before a measurement model 
can be established, the signal chain has to be modelled. This is done by using the simplified 
ray-path below. 
 
Figure 3 – Ray path for modelling the signal chain 
The signal chain constitutes the path from cause to effect, in the case of a HSC this is the 
path from the spectrum ( )λφθ ,,,,eλ yxL , which is seen by a pixel, to the resulting grey-scale 
value KPixeln ,,dig for a pixel and a channel K of the HSC. 
( ) ( )dig, , eλ , int, L, , , , cos , , , , d d d
K L
Pixel K K K
A
n L x y R x y t AΦ
∆λ Ω
θ ϕ λ θ θ ϕ λ ω λ= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅∫ ∫ ∫  (1) 
Where ( )λφθ ,,,,, yxR KΦ  is the spectral responsivity of a channel K and Ktint, is the integration 
time. The spectral responsivity contains the transmittance of the LCTF (Figure 1), which 
depends on the channel the LCTF is tuned to, the transmittance of the lens and the 
responsivity of a pixel. Usually the signal chain is modelled first as ideal (Equation 1) and 
imperfections are added afterwards. The system has to be checked for significant effects 
which influence the signal chain, these effects have to be taken into account in the ideal 
signal chain. In most cases, common effects are found in the literature (for example EMVA 
2010). To keep the model simple only two effects, dark signal ( )Ttn KPixel ,int,D,,dig , which 
depends on the integration time and the temperature, and non-linearity, which is modelled as 
a monotonically increasing non-linear function G (Equation 2), are inserted in the ideal model. 
Where KPixeln ,,digˆ  is the output signal of the non-ideal signal chain. 
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( ) ( ) ( )dig, , eλ , int, L dig, ,D int,ˆ , , , , cos , , , , d d d ,
K L
Pixel K K K Pixel K
A
n G L x y R x y t A n t TΦ
∆λ Ω
θ ϕ λ θ θ ϕ λ ω λ
 
 = ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ +
 
  
∫ ∫ ∫  (2) 
Usually, it is possible to correct these imperfections. To do so, it is necessary to determine 
offsets, correction functions etc.. After utilizing the corrections the signal chain can be 
described by an ideal signal chain again (Equation 3). 
( ) ( ), eλ , L, , , , cos , , , , d d d
K L
Pixel K K
A
s L x y R x y AΦ
∆λ Ω
θ ϕ λ θ θ ϕ λ ω λ= ⋅ ⋅ ⋅ ⋅ ⋅∫ ∫ ∫  (3) 
Here, KPixels , is the corrected output signal. The resulting data of a measurement with a HSC 
can be visualized by a so-called hyperspectral data cube (Figure 4). Such a hyperspectral 
data cube consists of a number of pictures of the light source, one for every channel used 
during the measurement. 
 
Figure 4 – Hyperspectral data cube 
A grey-scale vector Pixels

 can be built which contains all grey-scale values of an identical pixel 
in the hyperspectral cube. Here, each value of the vector can be described by Equation 3. 
The goal is to estimate a spectrum from such grey-scale vectors. Therefore, the signal chain 
which leads to the so-called measurement model (see Figure 2) has to be inverted. 
In this investigation, it is assumed that the spectrum which is seen by a pixel can be treated 
as homogeneous and lambertian. Therefore, the signal chain can be modelled by the 
following equation.  
( ) ( ), eλ L, , d
K
Pixel K Pixel Ks L R
∆λ
λ λ λ= ⋅ ⋅∫  (4) 
Here, ( )λKPixelR ,,L  corresponds to the resulting double integral as ( )λφθ ,,,,eλ yxL  is assumed 
to be constant, which leads to ( )λeλL . To get the measurement model, the signal chain 
(Equation 4) has to be inverted. The signal chain contains an integral. The integration is a 
process where information about the integrands is lost. In order to get some information about 
one of the integrands ( ( )λeλL ) from the result of an integration ( KPixels , ), a so-called inverse 
problem has to be sloved. The method for solving this inverse problem depends on the 
number of channels used during the measurement. Therefore, two operating modes of the 
HSC are distinguished in the following: the high-dimensional sampling and the low-
dimensional sampling. 
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1. High-dimensional sampling: Sampling by a large number of channels („1nm-steps”). 
Usually, there is no interpolation needed to determine chromaticity coordinates. 
2. Low-dimensional sampling: Sampling by a low number of channels. Usually, there is 
a trade-off between measurement time and tolerable measurement deviation. 
Restricted to smooth spectra because of the risk of undersampling. There is some 
kind of interpolation needed to determine chromaticity coordinates. 
A simple solution to the inverse problem in the case of high-dimensional sampling is to 
assume a constant spectral radiance over the bounds of integration again (similar to the 
assumptions resulting in Equation 4). This leads to the measurement model: 
( )
( )
,
eλ
L, ,
ˆ :
d
K
Pixel K
K
Pixel K
s
L
R
∆λ
λ
λ λ
=
⋅∫
 (5) 
Here, a value of spectral radiance has to be assigned to a wavelength. Usually, a value of 
spectral radiance is assigned to the centroid wavelength Kλ of a particular channel of the 
HSC. In most cases, Equation 5 yields acceptable results for smooth spectra such as 
standard illuminant D50, D65 and A or white LEDs (Figure 5 left). 
In the case of narrowband spectra such as coloured LEDs, another approach for solving the 
inverse problem has to be used. This is because the assumptions related to the applicability 
of Equation 5 are not fulfilled sufficiently well (Figure 5 right). Therefore, in the case of 
narrowband spectra, the measured spectra have to be deconvoluted. In this investigation, 
good results were achieved by using the Richardson-Lucy-Algorithm (Richardson 1972 and 
Lucy 1974) for deconvolution. 
  
Figure 5 – Reconstructed spectra - the black graphs are the actual spectra, and the coloured 
ones are the reconstructed spectra 
In the case of low-dimensional sampling, only a small number of channels are used for 
reconstruction. Therefore, some kind of interpolation is needed to be able to calculate 
chromaticity coordinates with small deviations.  
To reconstruct spectra, either Equation 5 (Figure 6 left) could be used or the inverse problem 
could be treated as solving an underdetermined system (Figure 6 right). For the former option, 
some kind of interpolation is necessary, for example the spline interpolation. For the latter, 
the Wiener-Inverse (Pratt and Mancill 1976) was found to be the method of choice. 
For all operating modes of the HSC (high- and low-dimensional sampling), or also for all 
approaches for reconstructing spectra discussed above, it is always necessary to have some 
knowledge of the spectral responsivity of the HSC. The spectral responsivity was determined 
for each position on the detector matrix of the HSC so that it was possible to use the effective 
spectral responsivity, depending on the position of the pixel used to evaluate the spectrum of 
a light source. In a last step of the modelling process, PDFs have to be assigned to all 
parameters of the measurement model. In order to assign meaningful PDFs which model the 
state of knowledge about the model parameters, simulations of the measurement have to be 
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performed, the determination of model parameters has to be taken into account and 
information from the literature (calibration certificates etc.) has to be considered. 
  
Figure 6 – Results obtained by applying spline interpolation (left) and Wiener-Inverse (right) 
2.2 Propagation 
In GUM Supplement 2, a Monte-Carlo-Method is used to propagate PDFs through the 
measurement model. Where the measurement model depends on the mode the HSC is 
operated in (high- or low-dimensional sampling). The Monte-Carlo-Method is based on the 
following procedure. During a run of the Monte-Carlo-Method, random values are generated 
according to the assigned PDFs for each model parameter. Those random values are inserted 
into the measurement model, and as a result one gets a pair of chromaticity coordinates x i  
and yi . This procedure is repeated until a meaningful statistic for the chromaticity coordinates 
is achieved. 
2.3 Summarizing 
The result of the Monte-Carlo-Method is a number of pairs of chromaticity coordinates which 
equal the number of the trials in this method. These pairs of chromaticity coordinates can be 
treated as 2D-quantities in the CIE1931 chromaticity diagram. The result is then called a 
bivariate PDF. The resulting bivariate PDF in the case of low-dimensional sampling using 
spline interpolation and the reconstruction of a warm-white LED is shown in the figure below.  
 
Figure 7 – Resulting bivariate PDF with elliptical coverage region 
From this bivariate PDF it is possible to derive a best estimate for the chromaticity 
coordinates, a covariance matrix and a coverage region. Please note that, in the case of a 
warm-white LED, the result of the Monte-Carlo-Method corresponds to a normally distributed 
bivariate PDF, therefore, the coverage region is elliptical and the coverage factor is 2,45 for a 
95 % coverage probability. 
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Abstract 
In order to evaluate environmental influences on equipment, both in transport and use, two 
studies were performed. The first recorded temperature, humidity and mechanical shock 
conditions experienced during shipping and use. The second recorded luminance changes in 
a calibration standard as the temperature and humidity were changed in programmed cycles. 
The first study showed that temperature and humidity changes were not at all extreme but 
that severe mechanical shocks must be endured in transport. 
The second study demonstrated the need for multi-cycle environmental testing. It showed that 
sensitivity coefficients for temperature and ageing effects could be readily obtained but 
changes due to humidity never reached equilibrium. This meant that the traditional sensitivity 
coefficient due to humidity could not be obtained and that a time-variant model was required. 
Keywords: environmental, sensitivity, coefficient, temperature, humidity, mechanical shock, 
acceleration, transport, calibration, standard, instrument. 
 
1 Introduction 
Instruments are generally subjected to a wide range of environmental conditions. During 
transport they must survive any conditions without significant changes to their operation or 
calibration; during operation they must maintain their performance over a range of conditions. 
To assess these environmental influences on a calibrations standard, two studies were 
performed. 
Study 1 assessed the effects of transport. Sensors were placed within the instrument giving 
values for temperature, humidity and acceleration (mechanical shock). The instrument was 
then shipped and returned to provide a record of conditions the instrument must survive. 
Study 2 assessed the effects of operational environmental conditions on the performance of 
the standard. An environmental chamber was used to give a programmed cycle through fixed 
conditions in a controlled way. The program cycles were specifically aimed at providing 
sensitivities of the luminance value to the environmental conditions of temperature, humidity 
and time. 
2 Study 1 
A typical instrument was fitted with temperature, humidity and acceleration sensors. The 
values for each 10 second period were stored automatically (for shock the maximum value 
above a threshold was stored). The instrument was then packed as normal, including “fragile” 
stickers, and shipped in the usual way to Taiwan. There it was unpacked, operated as normal 
for approximately one week, repacked and shipped back. 
 Results of study 1 2.1
Results for the outward journey are shown in Figure 1. The return journey showed similar 
values, and the period of operation between showed more stable conditions as one would 
expect. 
This study showed that no extreme temperatures were encountered and conditions were 
between 10°C and 27°C throughout the transport and use. 
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Humidity values were similarly over a narrow range, with 28% to 64% R.H. except when the 
package was opened or closed. These periods corresponded to unpacking and repacking and 
high values (up to 85% R.H.) may have resulted from the breath of people nearby. 
Despite the “fragile” stickers, the shock values indicated the instrument was subjected to up 
to 10 gn (g-force). Repeated tests on the package indicate this corresponded to being dropped 
from more than 1 metre height onto a concrete floor. Luckily the instrument survived intact. 
 
Figure 1 – Plot of the environmental conditions recorded during the outward journey 
3 Study 2 
The maximum rated operation conditions of the luminance standard are 40°C / 70% R.H.so 
the cycle is aimed at determining sensitivities relative to that condition. More “normal” 
conditions of 20°C and 30% R.H. were selected, sequentially, in order to assess sensitivities. 
The cycle is shown in Figure 2. 
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 Single cycle tests 3.1
 
Figure 2 – Temperature and humidity cycles with corresponding luminance output with respect 
to time. 
In this simple approach, the luminance sensitivity to temperature would be obtained from the 
change in luminance over the 20°C change (70 h to 74 h period); the luminance sensitivity to 
humidity would be obtained from the 40 %R.H. change (60 h to 64 h period); and the ageing 
rate would be obtained from the slope with time over the 30 h to 60 h period. However, the 
programmed change in environmental conditions was deliberately gradual and linear, but only 
the temperature change shows a corresponding linear change in luminance. This could be the 
result of non-linear sensitivity values or that equilibrium was not reached. A further test 
involving multiple environmental cycles was therefore performed. 
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 Multiple cycle tests 3.2
  
Figure 3 – Results of multiple cycle tests for a LED calibration standard with integrating sphere 
In the multiple cycle tests, shown in Figure 3, the first part of the programmed changes is 
aimed at determining whether the luminance changes are due to non-linear sensitivity 
coefficients or non-equilibrium conditions. The humidity is changed in 10% R.H. steps over 
this 24 h to 66 h period. It is clear that corresponding steps are not seen in the luminance 
data so the conclusion must be that equilibrium is not achieved. 
In fact it is clear that equilibrium is not achieved even over a 24 hour period (Figure 3) or 50 
hour period (Figure 2) of constant environmental conditions. Using the multiple cycle 
technique we can however identify the temperature and ageing effects unambiguously. If we 
correct the luminance variation for temperature and ageing, as shown in Figure 4, we obtain 
the effect due to humidity alone. 
Creating an uncertainty budget requires we know the uncertainty in an input parameter, in this 
case relative humidity, and also a sensitivity of the output luminance to the input parameter 
[CIE 2011],[JCGM 2008]. This assumes equilibrium conditions prevail and clearly this is not 
the case so another method is required to estimate uncertainty due to humidity variations. 
Humidity normally varies diurnally (daily cycles) and extreme values would only be seen for 
short periods. However, if we assume the worst case condition where it is at the extreme for 
12 hours and at the calibration condition for 12 hours, we can use the maximum change over 
12 hours seen with the 40 %R.H. change together with the measured humidity differences for 
the calibration condition. In other words, if the calibration was at 45 %R.H. and the maximum 
humidity seen in the period around the calibration is 55 %R.H. the uncertainty relative to the 
calibration is ( )55 45 3 5,8− =  %R.H. and the sensitivity to be applied is 0,4 40 0,01=  %/%. 
The above simplifications and assumptions can be avoided by fitting a time response function 
to the curves in Figure 4 and then convoluting actual humidity data measured over a long 
period. In fact, this is the only way to correct data as well as giving a robust estimate of 
uncertainties. Usually however, uncertainties due to humidity are not the most significant 
contributions to the uncertainty budget so a rough estimate may be sufficient. 
38 CIE x040:2014
Schewe, F. et al. ENVIRONMENTAL INFLUENCES ON A CALIBRATION STANDARD 
 
 
Figure 4 – Luminance variations shown in Figure 3, corrected for temperature and ageing 
effects. The humidity is shown in red (right vertical axis) for comparison 
Although the effect of humidity is small, it is almost entirely due to the integrating sphere. The 
coating reflectance is known to change very slightly with humidity and the sphere has an 
amplifying effect. Without the integrating sphere, the effect of humidity is reduced to virtual 
insignificance, as shown in Figure 5. 
Despite the extremely small variation with humidity shown in Figure 5, it is still clearly 
present. This was a surprise as LEDs are not usually considered at all sensitive to humidity. 
However, it is possible the humidity is changing thermal or electrical contact resistance (e.g. 
[Ramkumar 2007]) and affecting the LED in that way. 
Both of the calibration sources use the same type of LED and control electronics yet had 
different temperature and ageing sensitivities, with more than a factor of 2 between them. 
This would indicate that care should be exercised in assigning a single sensitivity value to 
classes of instrument based on single-sample tests, even if they are technically of the same 
type. 
CIE x040:2014 39
Schewe, F. et al. ENVIRONMENTAL INFLUENCES ON A CALIBRATION STANDARD 
 
Figure 5 – Luminance variations from multiple cycle tests on a LED calibration standard 
without the integrating sphere, corrected for temperature and ageing effects 
(The humidity is shown in red (right vertical axis) for comparison.) 
4 Conclusions 
From this study, equipment would not be expected to endure extreme temperatures or 
humidities, except during packing and unpacking. However, high levels of mechanical shock 
should be expected during transport handling, especially when transferring from one mode of 
transport to another. 
Environmental chamber tests can give misleading results on single cycles, especially when 
long periods of stable conditions are assumed to be equivalent to equilibrium. Multi-cycle 
testing shows that, in these studies, equilibrium was not achieved even with days under stable 
humidity conditions. Sensitivity coefficients, which are essential to evaluation of uncertainties 
or corrections, are easily obtained for temperature and ageing (time) changes but cannot be 
obtained for humidity variations. Some form of time-dependent treatment is therefore required 
for the treatment of uncertainties due to humidity and this study shows a simple “worst-case” 
treatment as an example.  
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Abstract 
The new standards for the photometric characterization of LED sources and luminaires 
require the evaluation of the measurement uncertainties for every measured photometric and 
colorimetric quantities. This request increases flexibility in the selection of instruments and in 
the definition of the measurement procedure, but requires the development of methodologies 
for the measurement uncertainty evaluation. Sometime industrial or testing house laboratories 
have great difficulties to follows the ISO-JCGM and CIE guidelines for uncertainty evaluation 
to correctly evaluate the influence of the available metrological characteristics of instruments 
and measurement procedures. This paper illustrates a simplified model for the evaluation of 
luminous flux with an integrating sphere. In order to validate the proposed model the 
preliminary results of an intercomparison between measurements carried out using two 
different goniophotometer systems are also showed. 
Keywords: Photometry, Luminous Flux, Measurement uncertainty, Integrating sphere 
 
1 Introduction 
The European standard (CEN 2004) for the measurement of luminous flux of lamps and 
luminaires has been developed more then 10 years ago. At that time, the measurement 
uncertainty concept was well known in technical and scientific contexts, but its evaluation was 
practically an unknown task for industry and many testing-house laboratories. The JCGM 
guides (BIPM 2008a, BIPM 2008b) and the CIE technical report (CIE 2011) are powerful 
documents but their application is considered very difficult for every day work, especially for  
industrial photometric measurements. 
For these reasons the technical group that developed the CEN standard (CEN 2004) chose to 
specify detailed quantitative requirements and tolerances on the metrological characteristic of 
instruments and on the operating, environmental and geometrical conditions. These 
requirements where obtained considering an undeclared, but realistic, uncertainty level. They 
were evaluated considering the main sources of measurement uncertainty and errors, 
qualitatively highlighted in the standard.  
This approach has several drawbacks: 
• The influence of the measurement procedure is completely underestimated. A good 
measurement procedure can overcome some lack in the metrological characteristic of the 
used instruments while increasing the number of measured parameters permits to quantify 
and apply correction factors. On the other hand, an inadequate procedure can increase 
the contribution in the uncertainty budget even of a well-suited instrument. 
• Requirements for instruments and laboratories are based on the prevalent light sources 
and luminaires technologies on the market when the standard has been developed: new 
light sources or power supply devices may require different specifications, additional 
precautions or even a “softer” approach in their technical specifications. This requires the 
introduction of new standards, like in the case of LED modules and luminaires where two 
aligned standards will be soon published by CIE and CEN. 
• Requirements should consider the more stringent conditions for a given class of products 
or sources. This was reasonable in the past when a small number of lamp and ballast 
types or categories was on the market. Nowadays with the same device name (i.e. LED 
drivers) so many products are available with a great dispersion of technical 
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characteristics, that it is possible to find luminaires with the luminous flux very stables for 
power line voltage variations, but that can vary at significant level with power line 
impedance (Zhao & Rietveld, 2012). To control this situation could be an unnecessary cost 
for an industrial laboratory (both in instrumentations and in measurement time) if the lab 
measures a well defined set of light sources or luminaires. 
• The uncertainty value that could be obtained following the entire set of standard 
requirements is not declared in the standard and cannot be declared explicitly in test 
reports, as accreditation bodies requires (ISO/IEC 2005). The accredited laboratory shall 
evaluate its uncertainty following only its experience, scientific bibliography and guides, 
often considered too complex for industrial laboratories. These difficulties led to the result 
that in the test report often the measurement uncertainty is omitted and the measured 
values are given with an unrealistic too high number of significant digits or the customer 
requiring the text report has no information about the algorithm followed to obtain the 
measurement uncertainty value or about its reliability. 
• Industrial laboratories use commercial measurement systems and commercial software 
with the advantage that instruments and measurement procedures are standard compliant. 
The laboratory has not the necessity to validate the software (acquisition, elaboration and 
text report editing) because the validation process is done or supposed to be done by the 
measurement system manufacture. The disadvantage is that, generally, the measurement 
software does not consider nor evalute the measurement uncertainty and the metrological 
characteristics of the used instruments are not known with the necessary accuracy and 
completeness. Without these peculiar data and those arising from the type of measured 
device it is difficult to develop a scientific and sound measurement model. 
The new standards under development in CIE (TC 2-71) and in CEN (TC169-WG7) for the 
measurement of LED sources and luminaires follow a completely different approach: the 
evaluation of measurement uncertainty is the key point. As a matter of fact, all standard 
requirements and laboratory decisions in developing its own measurement procedure shall 
consider the measurement uncertainty level as a peculiarity of the laboratory. Standard 
requirements are a way to simplify the measurement model and its management and not to 
avoid its development. The laboratory measurement procedure, the selection of instruments 
and the environmental constrain shall be defined considering both the requirements and 
flexibilities of the standards and the uncertainty level goal of the laboratory. The use of 
correction factors, with known uncertainty, and/or peculiar procedure can compensate for 
some discrepancies in standard requirements without losing the possibility of writing in the 
test report that measurements complies with standard. 
This new approach has two main advantages for industrial or testing house laboratories: 
• The measurement costs can be correlated to the required uncertainty level. Measurement 
can be done for different aims: data to be published in catalogue, verification of production 
tolerances, pass/not pass testing of components or of the end products, verification of 
performance respect to coercive standards, i.e. to EU directives (EC 1998), verification of 
design expectations, research for new design solutions, studies for evaluating 
performances at different working conditions, comparison with measurement carried out in 
other laboratories. Each of these aims can require different measurement uncertainty for 
correct evaluation of the measurement results, and therefore instrumentations and 
procedures should the adapted to these conditions to minimize measurement cost and 
time. 
• The selection of instruments, the laboratory layout, the definition of the steps in 
measurement procedure can be done according to the main aims of the laboratory or the 
type of product that will be measured. This possibility permits the realization of specialized 
laboratories with a lower number of constrains or with less heavy constrains if compared 
with a general purpose laboratory. 
This new approach has advantages for the laboratory customers too: 
• The laboratory can be selected according to the best compromise between measurement 
cost and measurement uncertainty, considering the aim of the measurement. 
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• Results obtained by different laboratories can be easily compared considering the 
influence of the measurement uncertainty, as in BIPM (2012). 
• The correct physical interpretation of results is simplified and long discussion on small 
variation between results, but inside the measurement uncertainty interval of values are 
completely avoided. 
• In problematic cases the selection of a laboratory with a better accuracy can resolve any 
dispute between manufactures and customers. 
2 The development of a measurement model 
In developing a measurement model (BIPM 2009) as required for an accredited laboratory 
some technical compromises should be considered: 
• The parameters involved shall give a real contribution to the uncertainty level (e.g. all the 
parameters that have a contribution lower that 1/10 of the main ones should not be 
considered). When a parameter is considered in the model, not only the cost necessary to 
measure it, but also the cost of the calibration of the instrument necessary for its 
measurement and the cost for its historical management shall be considered. All this 
activities are justified only if giving a real improvement in the measurement accuracy. 
• The model shall be simplified as much as possible (e.g. it shall give a realistic evaluation 
of the uncertainty value, preferably with a small overestimation). 
• The cost to evaluate all the parameters of the measurement model shall be considered. 
Generally it is not economical to carry out a set of specific measurements for defining the 
numerical values of all the parameters required by the measurement model for each lamp 
or luminaire. An historical background and database could be sufficient to obtain realistic 
values of the measurement uncertainty. Ad hoc specific measurements carried out 
periodically and standard requirements shall simplify the management of the model. 
• If possible correction factor should be considered to reduce the influence of same 
parameters, but it is an unproductive work spend time and resources for correcting 
parameters that have a very small influence in the measurement results and uncertainty. 
• The real cost in evaluating the measurement uncertainty is not in the mathematical 
complexity of the measurement model, but in the way the single parameter values are 
obtained and justified. 
• If the laboratory uses a commercial measurement systems, sometime the manufacture of 
the system does the planned maintenance of the system too, and in this activity the 
calibration of the reference sources or detectors is included. Generally the measurement 
system manufacture carries out the calibration using traceable reference standards and 
measurement conditions very similar to those adopted by the lab (i.e. same type of 
instruments). In this case the measurement uncertainty in the calibration certificate is 
greater than the typical value given by a national metrology institute, but the measurement 
model can be simplified because the influence of some parameters is already considered 
in the calibration uncertainty. 
The parameters considers in the measurement model depends on the: 
• Characteristics of the laboratory, like the metrological characteristics of the used 
instruments, the calibration method and interval, the number of measurements, the 
environmental and geometric conditions. These parameters can be considered constant 
for a given type of luminous source or luminaire. 
• Characteristics of the device under test (DUT), like its short term stability, its repeatability 
between different switch on and off, the limit in the accuracy of its alignment in the correct 
measurement position.  
An open question that standards should clearly answer is about the selection of parameters 
correlated to the DUT characteristics that shall be considered in the uncertainty model like, for 
example, light source repeatability between different switch on and off. If considered in the 
measurement model, this last parameter requires different complete switch on/off cycles 
(alignment of the DUT in the measurement position, switch on, stabilization, measurement, 
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switch off, cooling, safety remove) that could increase the real measurement time, if an 
integrating sphere is used. 
When the measurement model is defined practically there are two different approaches (BIPM 
2009) to obtain the measurement uncertainty: 
• the GUM uncertainty framework (BIPM 2008a), that gives exact results if the measurement 
function is linear in the input quantities and the probability distributions of these quantities 
are Gaussian and often works sufficiently well for practical purposes if these conditions 
are not hold. This approach is relatively complex because requires the evaluation of 
sensitivity coefficients for each parameter of the measurement models but can be 
managed with simple spread sheet programs and gives a clear understanding of the 
parameters that have the greater importance in the uncertainty budget. This information is 
extremely useful when the obtained uncertainty level is not satisfactory and the strategy 
for improvement shall be defined. 
• The Monte Carlo method (BIPM 2008b) establishes numerically the measurement 
uncertainty by making random draws from the probability distribution of the measurement 
model parameters. Its numerical accuracy can be mathematically controlled. This 
approach is more simple to understand, the acquisition software can be easily modified for 
its evaluation or the uncertainty value can also be obtained with same spread sheet 
programs. 
3 The measurement model 
The measurement of the luminous flux of a light source using an integrating sphere and 
spectral radiometric measurement was considered in a research program between INRIM, the 
Italian National Metrology Institute, and IMQ, the Italian most important certification body. The 
main aim of this research is to give support to the National Standardization Body (UNI) in 
developing guidelines for the evaluation of measurement uncertainty for photometric and 
colorimetric quantities in industrial laboratories. 
The procedure for the measurement of the luminous flux considered in this research is a 
relative measurement carried out following the steps described in table 1. A reference 
calibrated lamp is used for the calibration of the integrating sphere while an non-calibrated 
auxiliary lamp is used to compensate the influence of the DUT inside the sphere. 
The measurement model can be written as: 
 (1) 
where 
Φ DUT(λ) is the measured spectral concentration at wavelength λ of the radiant flux of the lamps 
under measurement; 
Φ cal(λ)  is the spectral concentration at wavelength λ of the radiant flux of the reference 
lamps, from its calibration certificate ; 
R a (λ)  is the measured value at wavelength λ with the experimental condition described in 
step 1 of table 1; 
R b (λ)  is the measured value at wavelength λ with the experimental condition described in 
step 2 of table 1; 
R c (λ)  is the measured value at wavelength λ with the experimental condition described in 
step 3 of table 1; 
R d (λ)  is the measured value at wavelength λ with the experimental condition described in 
step 2 of table 1. 
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Table 1 – The measurement steps 
Step Measured quantity Main light source Conditions 
Main light source Auxiliary lamp 
1 R a (λ) Reference ON OFF 
2 R b(λ) Reference OFF ON 
3 R c (λ) DUT OFF ON 
4 R d(λ) DUT ON OFF 
 
Considering the parameters in the uncertainty budget, R a(λ) can be written as: 
 (2) 
where 
R a,i (λ)  is the indication of the sphere detector at wavelength λ with the experimental condition 
described in step 1 of table 1; 
k a,la   is the correction factor to take into account for the ageing of the reference lamp; 
k a,ls   is the correction factor to take into account the short term stability of the reference 
lamp; 
k a,lr   is the correction factor to take into account the reproducibility of the reference lamps; 
k a,lp (λ)  is the correction factor to take into account the influence of the actual power supply 
conditions of the lamp at wavelength λ; 
k a,ac   is the correction factor to take into account the influence of laboratory ambient 
conditions; 
k a,sw (λ) is the correction factor to take into account the wavelength error of the 
spectroradiometer at wavelength λ; 
k a,ssl (λ) is the correction factor to take into account the stray light of the spectroradiometers at 
wavelength λ; 
k a,sr   is the correction factor to take into account the reproducibility of the spectroradiometer; 
k a,sp  is the correction factor to take into account the influence of polarised light in the 
spectroradiometer; 
k a,ssr (λ) is the correction factor to take into account the relative spectral responsivity of the 
spectroradiometer at wavelength λ; 
k a,sdc   is the correction factor to take into account the dark current of the measurement 
system; 
k a,snl (λ) is the correction factor to take into account the spectroradiometer non linearity at 
wavelength λ; 
k a,isr   is the correction factor to take into account the integrating sphere repeatability; 
k a,iss   is the correction factor to take into account the integrating sphere stability; 
k a,ise (λ) is the correction factor to take into account the integrating sphere error (spatial non 
uniformity and self-absorption) at wavelength λ. 
If it is possible to consider the measuring conditions equivalent to those used during the 
reference source calibration, the contribution of same parameters can be neglected because 
already evaluated in the calibration uncertainty. In this case R a(λ) can be written as: 
 (2) 
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Following the same type of approximation and with obvious changes of symbols, the other 
three quantities can be written as: 
 (3) 
 (4) 
 (5) 
Like the stray light characteristics of the spectroradiometer, many parameters can be difficult 
to obtain or, practically, their measurement can be so complicated and time consuming that 
only a roughly information can be available from manufacture. In this case, the correction is 
numerically equal to 1 and only their uncertainty is considered in the measurement model. 
Other parameters, like k d,lr (λ), the reproducibility of the DUT, can be obtained from database 
or from previous measurement of the same type of lamps. Other parameters like the dark 
current of the measurement system (see figure 1) can be measured at the beginning or at the 
end of the spectral acquisition, practically without increasing the measurement time. Its 
values can also be useful to have a partial indication of the stability and correct working of the 
measurement systems. 
The use of multiplicative parameters is not a limitation of the measurement model. Many 
parameters that conceptually are not multiplicative like the dark current can be easily 
transformed in the proposed form: 
 (6) 
where 
S i (λ) is the indication of the sphere detector at wavelength λ in any experimental condition; 
S M(λ) is the signal that should be measured at wavelength λ; 
S dc  is the dark current of the measurement system; 
k sdc (λ) is the correction factor at wavelength λ to take into account the dark current of the 
measurement system. 
In the above example the dark current in considered independent from the wavelength. As 
show in figure 1 its mean value can be used to correct the spectroradiometer indication. Also 
the parameters that represent the short term stability of the auxiliary and reference lamps can 
be considered independent from the wavelength and can be verified occasionally (figure 2). 
They are numerically equal to 1 and only their contribution in the uncertainty budget is 
considered. 
When the values of parameters in the measurement model are known the evaluation of 
measurement uncertainty of the spectral concentration of the radiant flux is obtained following 
the GUM algorithms (BIPM 2008a) while the measurement uncertainty of the integrated 
quantity, the luminous flux, is obtained considering the correlation of the spectral data 
(Woolliams & Goodman, 2012). Alternatively the Monte Carlo approach can be followed. 
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If the aim is the measurement of the luminous flux, the influence of the correction factors that 
take into account the wavelength error, the bandwidth and the relative spectral responsivity of 
the spectroradiometer and the wavelength step can be evaluated considering the spectral 
distribution of typical light sources, as in table 2. With this type of sources and a wavelength 
step ∆λ = 5 nm the spectral deconvolution is not necessary because other correction are more 
important. 
 
Figure 1 – Example of the measurement of the dark current. The mean value of the dark current 
(Sdc in blue) is practically independent from the wavelength and can be measured at the 
beginning or at the end of the spectral acquisition 
  
Figure 2 – Example of the short term stability of the auxiliary lamp. To highlight the wavelength 
influence without considering the increasing of energy within wavelength the difference 
between the measured signal and its average is normalized to the average signal. 
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Table 2 – Influence of the spectroradiometer parameters on the luminous flux for several types 
of lamps evaluated with a wavelength step ∆λ = 5 nm and a bandwidth of 5 nm 
Lamp type Difference between the luminous flux obtained from the 
spectral distribution 
With deconvolution and 
without deconvolution 
With a wavelength shift of 
± 1 nm 
% % 
Halogen 0,00 0,7 
Fluorescent 0,03 0,9 
Metal Halide 3000 K 0,02 0,6 
Metal Halide 4000 K 0,02 0,3 
High Pressure Sodium 0,02 1,4 
4 Comparison of results 
The luminous flux of the set of lamps measured with the integrating sphere has been partially 
compared with two different goniophotometers, one at INRIM (radius of about 3 m, fixed lamp) 
and the other at IMQ (mirror type with a measuring distance of 15 m). At INRIM also the 
spectral distribution was measured at different angular directions. The comparison is not 
concluded yet but preliminary results show a measurement uncertainty from 3,5 % to 4 % for 
measurement carried out using the integrating sphere and from 1 % to 2.5 % for measurement 
carried out with the goniophotometers. The results between the different systems are 
compatible considering the measurement uncertainty, and this can be considered a validation 
method of the measurement model for the integrating sphere and of the management of the 
parameters in the uncertainty budget. 
The main contribution in the measurement uncertainty rises from the spectral lamp calibration, 
the integrating sphere error due to different light distribution between the calibration lamp and 
the DUT, the wavelength accuracy of the spectroradiometer and its non-linearity. 
5 Conclusions 
This proposed measurement model show that several mathematical simplifications can be 
done and the influence of several parameters can be obtained considering information from 
historical database. Of course this is true if the standard requirements are satisfied. 
Especially for LED, the light source short term stability and reproducibility are better than the 
measurement uncertainty so a small number of spectral acquisition is possible, minimizing the 
measurement time. 
For industrial measurements when the measurement uncertainty is generally greater of 3 % 
spectral deconvolution and bandwidth (≤ 5 nm) are not the main sources of uncertainty. The 
sphere error can become very high with directional lamps or luminaires. In this case more 
measurements are required with the light source in different positions. 
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Abstract 
Fast luminance camera-based methods for the collection of the light intensity distribution 
(LID) are an alternative to far field photo-goniometer measurements in the industrial 
development process. The mentioned alternative becomes interesting when examining 
dynamic vehicle head lamps which enable various LID. We built up a set-up for fast 
measurements of LID in IAV’s Light- and Driver Assistance Hall, estimated the error budget, 
proved the measurability in a measurement systems analysis, and compared with the far field 
photo-goniometer.  
Keywords: head lamp evaluation, camera based measurement, photo-goniometer, geometrical 
reduction 
 
1 Introduction 
For vehicle head lamp evaluations, usually the light intensity distribution (LID) is collected on 
a far field photo-goniometer. This method is highly accepted, and also measurements for 
homologation are conducted with photo-goniometers. On a photo-goniometer, the single 
component can be measured, and the measurement time is in the range of hours when a 
reasonable angle resolution and accuracy is aimed. However, adaptive head lamps enable 
more and more complex variable light distributions. For example, the “Matrix-beam” head 
lamp of Audi realises its dynamic light distributions with 25 LED enabling 966 million light 
distributions [PANDER, J, 2013]. Of course, only a fraction of the light distributions are 
relevant, but clearly a trend of increasing complexity is given. Thus, for a comprehensive 
examination of a head lamp’s performance, or for the evaluation of a special situation, a fast 
measurement method with sufficient accuracy is needed. A solution could be luminance 
camera-based methods. Therefore, we developed a set-up in IAV’s Light and Driver-
Assistance Hall which enables indirect measurements of the LID on a screen (cp. 
[Schwanengel, C, 2005]) in variable working distance, and measurements under “reduced 
geometry” which is method we presented in [MARUTZKY, M, 2012]. 
The topic of this study is now to reveal the uncertainties of the mentioned camera based 
methods, and to proof that the measurability of the set-up is given, i.e. the measurements are 
reproducible, repeatable, and stable. In order to do this, we pick out two very common 
evaluation methods: - the evaluation on basis of the lux isolines on a virtual street, simulated 
from the measured LID, - the evaluation on the ECE test table. In the following, we show that 
such evaluations indeed can be repeatable and reproducible done with the camera based 
method in sufficient accuracy. 
2 Measurement methods, measurement environment, and evaluation criterions 
2.1  Far field photo-goniometer 
The far field photo-goniometer is a well-known and accepted instrument, so here we set a 
detailed description aside. For this study, we assume goniometric angles of type A. In order to 
be able to make comparison between the different methods, we apply the same angle range 
and the same angle grid given at our set-up for the camera-based methods stated below (see 
2.3, 2.4). The output from such measurement is the LID I(ϑ,φ) which is the basis for the light 
evaluation (cp. 2.5). 
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2.2 IAV’s Light and Driver-Assistance Hall 
IAV’s Light and Driver-Assistance Hall is a measurement environment which enables 
repeatable reference conditions. In this hall, examinations of the single component but also 
on the whole vehicle can be done, and small sceneries can be built up. The walls of the hall 
are prepared specially so that incident light is absorbed and dispersed effectively. Light traps 
are placed in suitable positions, and the large dimensions of the hall effects that stray light 
fades away. With such efforts, the measurement described in 2.2 and 2.4 can be done with 
small fail light level on the screens and the measurement ground. 
The hall can be darkened so that the residual light level is below the detection limit of the 
used photometer class L from Optronik and the luminance camera LMK98-4 colour from 
TechnoTeam. Additionally, user defined day- and twilight states can be realized by a day-light 
simulation. 
2.3 Indirect measurement of LID on screens in 10 m and 25 m working distance 
This measurement method was described by TechnoTeam [SCHWANENGEL, C, 2005]. Here, 
the head lamp illuminates a test screen, and the luminance distribution on the screen is 
collected with the luminance camera and transformed into the LID: 
( ) ( )2222 1tantancoscos),(,,,),,( ++= ϕϑϕϑϕϑ z
k
pixYpixXLzkpixYpixXLI  (1) 
It is: I light intensity, L luminance, pixX,pixY the pixel coordinates on the imaged screen, k=L/E 
the luminance coefficient of the screen, z the working distance head lamp – screen with z || 
reference axis of head lamp and z ┴ on the screen, ϑ horizontal angle, and φ vertical angle. 
2.4 Method of geometric reduction 
This is a method we invented ourselves as a quick benchmark tool which can also applied 
directly on vehicle. The aim of this method is to measure the light distribution of a vehicle 
head lamp directly on the pavement near to mounting position. The problem is that a low or 
high beam distribution is spatial unlimited. For a repeatable measurement under well-defined 
condition a closed ambience, i.e. a hall, is indispensable. A closed ambience naturally is 
spatial limited. A solution is this method of geometric reduction. It is described in detail in 
[MARUTZKY, M, 2012]. In principle, the head lamp respectively the vehicle is tilted by a small 
defined angle φ’, e.g. 1.5 deg. With this, the light rays which would touch the ground in large 
distance to the lamp are drawn within the dimensions of the measurement ground. A 
measurement area of 200 m x 50 m is reduced to 34 m x 15 m. Similar to 2.3, the reduced 
luminance distribution on the measurement ground is collected by a luminance camera and 
the LID is calculated: 
( )( ) ( ) ( )
2* * 2 2 2 * 2 2 *
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α ϑ φ ϑ φ ϑ φ ϑ φ
α
= + + +  (2) 
Mathematical, the equation is identical to (1). The difference is that (1) is in dependence of z, 
but (2) is in dependence of h with is the height of the reference point of the head lamp above 
the measurement ground. Also, φ* = -(φ+φ°+φ’) includes besides the goniometric vertical 
angle φ the legal prescribed incline of the cut-off φ° (normally 1 % = 0.57 deg.) and the 
additional downtilt φ’, for example 1.5 deg. The luminance coefficient k ||  generally depends on 
the angle of incidence, the observation, and the angle between the plane of incidence and the 
plane of observation. The camera can be placed above the head lamp and so k || degrades 
and is only dependent on the angle of incidence α i . The angles of incidence are very small in 
the far field, for example around 0.6 deg. at 60 m distance (cp. 2.5) to the head lamp. As the 
determination of k || is very difficult at α i  smaller than 1 deg., a downtilt of the head lamp of 1.5 
deg. increases α i approximately by 1.5 deg. which makes it possible to determine k || 
accurately. Also the measured luminances increase compared to the luminances without 
downtilt, because the distances the light rays have to pass are reduced. As result the signal 
to noise ratio is improved. 
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2.5 Light assessment 
Usually, the measured LID is used as input for light simulations, and the light assessment is 
done on the output of this light simulations. 
Very common is to simulate the light flux and the illuminance on a virtual road under the 
assumption that the head lamp is in mounting position. Often a car manufacturer has defined 
an own assessment system where the position of certain lux isolines or the ratios of the light 
flux in certain zones on the road are considered. A general assessment system was defined 
by CIE TC 4-45. A crude assessment criterion is to consider the position of the 3 lux isoline 
on the road. Near to this position, the cut off will usually touch the ground, and so it is used as 
rough criterion for the detection range. At least, handling which such a criterion, different 
head lamps can be compared in benchmark. Because of the simpleness and the relative 
significance of this criterion we will later also consider the position of the 3 lux isoline in the 
measurement systems analysis stated below. 
The other assessment we will focus on is the evaluation of the illuminance distribution on the 
“ECE test table”, a virtual screen in distance to the head lamp, cp. ECE-R 112. On this test 
table, specific minimum and maximum values of the illuminance has to be fulfilled in certain 
zones and points. The head will pass or will not pass this evaluation which is part of the 
homologation tests in the ECE region. Below, we will observe the especially “B50L”-point, in 
this point the glare on an oncoming driver is evaluated and so a small maximum illuminance 
value is specified. The measure this small value in an accurate, repeatable, and reproducible 
way is a touch-stone for our test bench. 
3 Error budget and error calculation 
In the following part, the most important errors are pointed out and analysed. 
3.1 General error sources 
3.1.1 Stray light level 
In the darkened hall, when the head lamp is turned off, the stray light level is below the 
detection limit of the used photometric measurement devices, i.e. <0.0001 lux. When the head 
lamp is turned on for the measurement, stray light occurs from reflections on the ground, 
walls, and the ceiling. This is reduced by a special preparation of the walls and the outfit with 
light traps. The residual stray light level on the screen is about 0.01 lux. So the stray light 
level is low enough to prove the small maximum illuminance values in the order of 0.1 lux 
above the cut-off. 
3.1.2 Temperature stability 
Due to its large volume, the hall is thermally very inert. After the operation temperatures of 
the measurement equipment and the head lamp come to an equilibrium, temperature changes 
between +18 °C and +23 °C lead not to an observable change in the results. Therefore we 
estimate the influence of a temperature change of 5 K on the measured photometric values to 
be <1%. 
3.1.3 Stability of the power source 
The power source has to be constant with maximum change in current of 0.005 A when a 
halogen lamp based vehicle head lamp is operated. Then the change in the measured 
photometric value will be <0.1%. Suitable measurement devices have to be in use to prove the 
constant operation. 
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3.2 Estimation of the photometric error 
In order to estimate the error in the light intensity I, the eq. (1) resp. (2) are expansed into the 
linear term and the error square sum is calculated (“error propagation”): 
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

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For the indirect screen method (cp. 2.3) with screen in 25 m resp. 10 m working distance we 
assume the following uncertainties: dL/L = 0.03, dk/k = 0.04, dz = 0.02 m, dφ = 0.05 deg. at φ = 
10 deg. resp. 3.5 deg., dϑ = 0.05 deg. at ϑ = 30 deg. resp. 10 deg. Thus for the screen method 
the expected photometric uncertainty is ΔI/I=0.05 (5%). 
For the far field photo-goniometer, the error source k, the luminance coefficient of the screen, 
misses. As result, expected photometric uncertainty for the far field photo-goniometer is 
ΔI/I=0.03 (3%). 
Coming to the measurements on the test ground in “reduced geometry”: as described in 2.4, it 
is difficult to determine k|| at small angles of incidence. In our estimation we considered that 
for the different measurement points different illumination and observation distances occur. At 
the current state of our development, we would not like to estimate the uncertainty in k|| better 
than Δk||/ k|| = 0.08 (8%). So, for the method of reduced geometry we expect ΔI/I=0.1 (10%) at 
the current state of development. 
3.3 Effect of the photometric uncertainty on the light evaluation 
A photometric uncertainty of 5% at the screen compared to 3% on the far field photo-
goniometer is acceptable when the ECE-conformity has to be checked, since also the ECE 
regularities tolerates deviations from 10% up to 30% depending on the test point (cp. ECE-R 
112). But it has to be proved that the sensitivity of the camera-based method is sufficient for 
the low illuminances above the cut-off. This will be done in chapter 4 for the screen method. 
The method of geometrical reduction is more an instrument for benchmarks than a tool to 
check the legal conformity. 
As we explained in 2.5 the light assessment via the simulated lux isolines on the virtual 
screen is very usual, and we wanted to have a special look on the isoline. Typically the 3 lux 
isoline is located around d=60 m in front of the head lamp. Also we assume a typical mounting 
height of the head lamp of h=0.65 m, In table 1, we estimate geometrical with I = Er², E =, 
I=const., r² = d² + h² (Fig. 1) the effect of an error in I of 3%, 5%, and 10% on the isoline. 
 
 
Figure 1 – Illustration of the effect of the uncertainty in I on the uncertainty Δd of the 3 lux 
isoline at d=60 m 
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Table 1 – Effect of the photometric uncertainty on the uncertainty of position of the 3 lux isoline 
at d=60 m 
method photometric uncertainty 
d (position of 
isoline) uncertainty ±Δd Δd/d 
far field 
goniometer 3% 60 m 1.2 m 2% 
screen method 5% 60 m 1.6 m 2.7% 
„reduced 
geometry“ 10% 60 m 2.4 m 4% 
 
3.4 Considerations on the working distance and the square law 
The theoretical basis for all examined methods, the far field photo-goniometer, the indirect 
measurement on the screen, and the measurement under reduced geometry, is the 
photometric square law I=Er². This means that we approximate the luminous plane of the 
head lamp with a point light source when we measure the LID. The approximation becomes 
better and better when the working distance becomes larger. Usually, for the ECE type 
approval on the far field photo-goniometer a working distance of 25 m is chosen. Therefore, in 
order to be comparable to this configuration, we also used 25 m working distance in the 
measurement systems analysis stated below. 
We also favour a working distance of 10 m, because here we get a larger goniometric angle 
range. Theoretical the mentioned approximation is less exact than at 25 m. Standards like 
prEN 13032:2013 recommend working distances r > 15 x D (D dimension of the luminous 
plane). At r =10 m, this would allow to measure luminous planes up to 0.7 m which is not 
exceeded by serial vehicle head lamps, even the recent LED based head lamps. 
The discussion becomes very interesting when we look at the method of reduced geometry. 
Here we have a variable working distance between 35 m which is “better” than the usual 25 m 
and 5 m which is less than the recommendation. But in fact in mounting position in the vehicle 
the rays from the different positions of the luminous plane will not intersect at 25 m but in any 
other distance on the street. So possibly in reduced geometry we are closer to mounting 
geometry. In order to find an approach to an answer we make a geometrical plausibility 
consideration: let us regard a ray from the reference point which touches the photometric 
sensor in a distance r under an angle α. This ray will contribute to I(α). Another ray from the 
luminous plane in a distance d to the reference point will also touch the same photometric 
sensor, but under the angle α+Δα (Fig. 2). This ray will also be erroneously assigned to I(α) 
although it belongs to I(α+Δα). Roughly it is to expect that the error becomes more relevant 
the larger is Δα. In Fig. 3 we assume d=0.1 m and plot the difference between Δα for the real 
situation in the vehicle on the street and Δα for the respective test method. We compare the 
method of geometrical reduction and the far field photo-goniometer with working distance. 
According to the rough assumption, the method of reduced geometry approximates the real 
conditions better than the goniometer in the near field up to 15 m. In the middle field, around 
25 m, the goniometer gives a better approximation. In the far field, both methods equals. This 
confirms our opinion, the method or reduced geometry is suitable for benchmarks of the far 
field, e.g. for the position of the isoline. 
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Figure 2 – Angle difference between a ray from the reference point to the measurement point 
and a ray from position d on the luminous plane 
 
 
Figure 3 – Differences of Δα between the situation in the real position in the vehicle on the 
street and the respective measurement method in dependence to the distance of the 
measurement point on the real street, cp. Fig. 2 
 
3.5 Effect of angle related uncertainties and angle resolution 
At the photo-goniometer, the angle grid is variable. The tightest possible angle grid is typically 
around 0.01 deg. For the camera-based methods the angle grid is given through the 
measurement geometry and the camera objective lens. In this study we get 0.015 deg. (25 mm 
objective lens) for the screen configuration with working distance, and 0.05 deg. (8 mm 
objective lens) for the screen configuration with working distance. For the configuration for the 
measurement in reduced geometry, we also get a mesh with 0.05 deg. In table 2 is shown how 
this affects the grid resolution on the virtual road when looking again at the 3 lux isoline at 
d=60 m. 
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Table 1 – Impact of the angle resolution on the position of isoline at ~60 m. 
method angle resolution d (position of 3 lux isoline) 
spatial resolution Δs 
at d=60 m 
far field photo-
goniometer 
(maximum) 
0.01 deg. 60 m 1 m 
far field photo-
goniometer, 25 m 
screen 
0.015 deg. 60 m 1.5 m 
far field photo-
goniometer, 
10 m screen, 
„reduced geometry“ 
0.05 deg. 60 m 5.3 m 
 
For the calculation of the uncertainty in I we gave an uncertainty of the goniometric angle 
dφ=0.05 deg.  and  dϑ = 0.05 deg. This uncertainty refers to the error which occurs when the 
cut-off is aimed for adjustment of the head lamp on the set-up. Another error arises from a 
possible displacement of the luminance camera. Though the luminance is independent of the 
distance, and the reflection properties of the screen is Lambert-like in the relevant angle 
range, but errors can occur at the assignment of the pixel to the goniometric angles. This is 
reduced to a minimum with a calibration measurement, and the residual uncertainty is 
negligible, namely 0.002 deg. for the 25 m working distance and 0.004 deg. for the 10 m 
working distance. This calibration measurement also captures the aberration of the objective 
lens which is especially for the 8 mm objective lens visible. 
4 Measurement systems analysis 
After we have summarized the expected errors and uncertainties in chapter 3, here we prove 
now that our set-up in measurement hall is indeed able to measure. We focus on the indirect 
measurement in 25 m working distance, because this is the configuration for measurements in 
highest accuracy. 
4.1 Requirements 
In order to prove the measurability of a measurement tool in mass production, mostly various 
statistical characteristic values are deduced. For a pragmatic, simple, and clear treatment we 
only consider mean values and standard deviations and check if they are plausible and range 
in the expected uncertainties estimated in chapter 3. For this, we again focus on the ECE test 
table and on the illuminance distribution on the virtual road. 
4.2 Accuracy and stability 
The test sample, a halogen-lamp based low beam head lamp, is mounted one time on the set-
up and adjusted. The lamp is burned in for 30 min. Without touching the head lamp and the 
set-up any more, 40 measurements were made, every 30 s one measurement. From this 40 
measurement, the mean value and the standard deviation are calculated. In order to prove the 
stability of the system, the first and the last ten values are averaged, and is checked that their 
mean value equals to the total mean value of all 40 tries. The operating voltage and current is 
logged every second to prove the stability of the power source. 
The result is illustrated in Figs. 4 and 5. No drift is visible, and the variation is marginal. The 
system is also sensitive at low intensities in the order of 0.1 lux and the value at B50L could 
be measured. 
56 CIE x040:2014
Marutzky, M. et al. ACCURACY, REPRODUCIBILITY AND REPEATABILITY OF FAST METHODS FOR HEAD … 
 
Figure 4 – Test run head lamp is mounted one time and 40 measurements were made. On the 
left side, the illuminance on the ECE test table is shown, the limits are given from the standard 
deviation. The red circle marks the B50L which results to E(B50L) = (0.422±0.002) lux (dev. 0.5%). 
 
 
Figure 5 – Test run head lamp is mounted one time and 40 measurements were made. The 3lux 
isoline on the virtual road is displayed, the limits are given by the standard deviation. The 
variation is marginal. 
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4.3 Repeatability 
For this test run, one test engineer mounts and adjusts the head lamp three times. Every time, 
one measurement is taken. With this procedure, we get the tolerances from our set-up. The 
result is depicted in Figs. 6 and 7. We get E(B50L)=(0.424±0.008)lux, (deviation 2%), and for 
the isoline a standard deviation of ±2 m. This corresponds to the expected uncertainties. 
 
Figure 6 – Test run head lamp is mounted and measured times by the same person. On the left 
side, the illuminance on the ECE test table is shown, the limits are given from the standard 
deviation. The red circle marks the B50L which results to E(B50L) = (0.424±0.008)lux (dev. 2%). 
 
Figure 7 - Test run head lamp is mounted and measured three times by the same person. The 3 
lux isoline on the virtual road is displayed, the limits are given by the standard deviation. 
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4.4 Reproduciblity 
Now the head lamp is mounted, adjusted and measured 3 times, every time from another test 
engineer in order examine the subjective influence of the test engineer on the test procedure. 
The result is E(B50L)=(0.421±0.003)lux, (deviation <1%), and the range of the isoline was 
measured to 55 m for every try. Probably by chance this is better than for the repeatability, but 
we see that the influence of the test engineer is not significant. 
5 Summary 
The error budget for a set-up in IAV’s Light and Driver-Assistance Hall for fast camera-based 
measurements of the LID was manifested and discussed. The measurability of the set-up was 
proven. 
Whereas the method of reduced geometry seems to be a suitable benchmark tool for the far 
field, the indirect measurement on the screen in is accurate and sensitive enough to check if 
the ECE requirements are fulfilled. 
As result, the presented method can be applied within the industrial development process 
which will save time and with it costs. 
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Abstract 
Most lighting manufacturers represent the angular distribution of the flux of their light sources 
by a far-field representation, also known as luminous intensity distribution (LID.) For spatially 
extended sources however, the inverse square law is only valid beyond the limiting 
photometric distance. By consequence, this distribution does not allow for accurate 
illuminances to be determined in the near-field region of the source. This problem is even 
more pronounced for arrays of LEDs with focusing optics creating narrow beams. We 
gathered a ray-file of several LED arrays using a near-field luminance goniophotometer. This 
paper reports on measurements and simulations using ray-tracing. It shows that a far-field 
representation cannot be used to calculate illuminance values in the near-field. In contrast, a 
near-field representation  allows the calculation of accurate illuminance values at any target 
point, irrespective of the distance to the source and its luminous intensity distribution.   
Keywords: Light emitting diodes, Optical system design, Optical engineering, Photometry, 
Illumination. 
 
1 Introduction 
Luminaires are conventionally modeled using a far-field representation in which the spatial 
extent of the luminaire is, by definition, irrelevant and the source is approximated by its 
photometric center. To calculate this far-field representation, a photometer revolves around a 
light source at a large and fixed distance to the source, and illuminance values are measured 
in a set of angular directions. The far-field intensity of the luminaire in each direction, also 
called the luminous intensity distribution (LID) can be calculated using the traditional 
relationship between intensity and illuminance—also called the inverse-square-law—which 
states that illuminance decreases with the square of the distance to the source. (Walsh, 1926) 
It is implicitly assumed that the spatial extent of the detector is also negligible with respect to 
the distance between the source and detector, and can thus be represented by a point.  
2
,
cos rec
E RI
α
⋅
=  (1) 
where 
I  is the luminous intensity distribution; 
E  is the measured illuminance by a detector; 
R  is the distance between the source and detector; 
recα  is the polar angle between the local surface normal describing the orientation of the 
photometer and the direction vector from the detector towards the photometric center of 
the source. 
For Lambertian light sources, a far-field representation yields accurate results from a distance 
of at least five times the maximal dimension of the source.(Stannard & Brass, 1990) This 
distance is often called the limiting photometric distance.(Moerman & Holmes, 1981) Applying 
the inverse-square-law at a distance smaller than the limiting photometric distance, can 
generate serious errors in the intensity when determining the LID in a goniometer and in the 
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illuminance when using correct intensity data but calculating back to at distance in the near-
field. 
For non-Lambertian sources, the limiting photometric distance depends on the beam width 
and the specific LID of the source. Two problems arise for such sources. First, the 
determination of the limiting photometric distance is not evident using a far-field 
goniophotometer. At least two measurements at different, yet large, distances should be 
performed and compared, which is impractical. If the measurement distance is lower than the 
limiting photometric distance, the far-field intensity — as calculated from the measured 
illuminance — could be called an 'apparent intensity' and will depend on the measurement 
distance.(Moerman & Holmes, 1981; Rombauts, 1992) When increasing the measurement 
distance, the error between this apparent intensity and the far-field intensity will decrease. 
Whenever the difference between two measurements is smaller than a predefined threshold, 
the far-field region is said to be reached. (Sun, Chien, Moreno, Hsieh, & Lo, 2009) However, 
different criteria are used: in general, the threshold of 1% is only measured along the optical 
axis of the luminaire, while other metrics use a weighted average in a set of angular 
directions.(Moreno, Sun, & Ivanov, 2009) Second, far-field intensities are often used to 
calculate illuminance values on a working plane, which can lie at a distance much smaller 
than the limiting photometric distance. Calculations based on the far-field intensity will be 
erroneous. 
The above-mentioned problems become more pronounced for luminaires composed of LED 
arrays, with focusing optics creating narrow beams, and having large non-luminous areas 
between the LEDs. (V. Jacobs, Forment, Rombauts, & Hanselaer, 2014)  Typical examples of 
luminaires incorporating arrays of individual LEDs focused at close distance are  e.g. surgical 
luminaires, road lighting and decorative lighting. This paper shows that any discussion to 
determine the limiting photometric distance and the associated error sources can be avoided 
by introducing a near-field representation of a luminaire, which has become available now.  
2 Test source and method 
In this paper, a narrow-beam LED array is used as test source. It consists of  2 cool-white 
power LEDs (Luxeon K2) combined with a focusing lens and mounted on an aluminum plate. 
(Figure 1) By bending the aluminum support, the beams of the LEDs can be focused to a point 
along the optical axis of the array, thus resulting in a focused array. A parallel array occurs 
when both sources are lying in one plane, and the optical axes of the individual sources are 
parallel.  
The LED array is mounted in a near-field luminance goniometer, in which an illuminance 
meter and a luminance camera revolve around the light source at a fixed distance. The 
luminance camera captures luminance maps, from which a list of rays is extracted (also called 
ray set or ray file). Each ray of this list is characterized by a spatial starting point, a direction 
of propagation and a luminous flux. 
As opposed to the far-field LID, these ray-files offer a near-field representation of the light 
source. This representation can be used to represent extended light-sources with any spatial 
and angular luminance distribution. A ray-file can be imported in specific ray-tracing software. 
After ray-tracing, accurate illuminance values can be calculated at any distance and position 
with respect to the source. 
 
Figure 1 – The LEDs of the array used in the experiments, are rotated by bending the aluminum 
support. The distance between the centers of the LEDs ( ArrayD ) is 0.32m. 
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3 Results and discussion 
The simulation software TracePro is used to trace the rays of a parallel and focused LED 
array and to determine illuminance in the near- and far-field. (Figure 2) Illuminance values are 
determined on planes, along the optical axis of the LED array, and while varying the angle 
w.r.t. the optical axis. All measurements are performed at distances in the near- and far-field. 
The double overbar notation for α  and R  indicate these values are taken w.r.t. the 
photometric center of the array. 
 
Figure 2 – This paper reports on measurements on LED arrays: a) on illuminance distributions 
on planes at various distances, b) along the optical axis of the array, and c) while varying the 
angle w.r.t. the optical axis for several distances to the source. 
3.1 Illuminance on a plane 
Figure 3 shows the illuminance for a parallel array of two LEDs in four planes, corresponding 
to four distances. Their distance varies from 2.2 times the size of the array, to 25 times this 
size, which spans a range from 0.7m to 8m. At short distances, two individual illuminance 
peaks are observed, corresponding to the individual LEDs. From a certain distance between 5 
and 11 times the size of the array, only one broader peak is observed. At larger distances, the 
illuminance of this peak decreases, while the peak becomes more and more broad. This 
behavior is expected in the far-field region. 
 
Figure 3 – Simulated illuminances in a plane of 5x5m2 at various test distances below the 
parallel LED array. At short distances, 2 separate peaks can be observed, while at larger 
distances, only 1 broader peak is observed.  
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3.2 Illuminance along the optical axis of the array 
The left panel in Figure 4 shows the illuminance of the same source along the optical axis. 
Notably, the illuminance along the optical axis first increases and then decreases again. 
Unlike illuminance in the near-field, the behavior at large distance to the source seems to 
correspond again to an inverse square law.  
The right panel in Figure 4 shows the illuminance of a focused array along the optical axis. A 
maximum illuminance is reached at a distance of about 5 times the size of the array. Notably, 
the maximum illuminance is much higher compared to the parallel array, Clearly, this is 
because a high illuminance occurs near the focal point, where the optical axes of the 
individual LEDs intersect. At higher distances, illuminance decreases rapidly. For focused 
sources a more narrow illuminance peak is found. 
 
Figure 4 – The illuminance along the optical axis ( 0srcα = ) of a parallel array (left panel) and a 
focused array (right panel) at distances from 2.2 to 25 times the size of the array. 
3.3 Angular variation of illuminance 
The angular variation of the illuminance in the near- and far-field of a parallel array is 
displayed in Figure 5. The upper panel displays the illuminance that is measured using a 
photometer at a radial distance of 2 and 4 times the size of the array, and moving the detector 
in a set of angles around the source. The x-axis covers a measurement range from -30° to 
+30°. In accordance to Figure 4, the illuminance at the optical axis (where 0srcα = ) first 
increases with increasing distance and in accordance to Figure 3, two individual peaks can be 
observed in the angular illuminance distribution. The lower panel displays the angular 
variation of illuminance at larger distances of 8 and 11 times the array size. This corresponds 
more to a far-field behavior: only one peak is observed and the illuminance along the optical 
axis decreases with increasing distance. 
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Figure 5 – The angular variation of the illuminance of a parallel array is measured using a 
photometer at radial distances of 2 and 4 times (upper panel) and 8 and 11 times (lower panel) 
the size of the LED array. 
3.4 Comparing illuminances from the near- and far field 
The angular distribution of illuminance for focused and parallel arrays at various distances to 
the source is simulated and compared in Figure 6. Illuminances are simulated at close 
distance (3 times the size of the array) and at large distance (25 times the size of the 
array).To facilitate comparison at different distances, all curves are normalized to their 
individual maximum. The left panel shows the results when the illuminance is measured along 
the polar angle ranging from -50° to +50°. The measurement distance is close to the source, 
at 3 times the size of the array. The grey line in the left panel indicates only one maximum 
illuminance is found. Deriving the far-field intensity from a measurement of illuminance at a 
distance this close to the source, would indicate the beam is parallel. 
Similarly, the black line in the left panel corresponds to a parallel array. However, if this were 
truly the LID, the two peaks would suggest the array is focused. 
Vice versa, the right panel in Figure 6 displays the illuminance distribution at a far larger 
distance of 25 times the diameter of the array. As opposed to the left panel, the focused array 
now displays two peaks, as expected for its LID, while the parallel array displays only one 
central peak. These findings clearly indicate the importance of the measurement distance 
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when determining an LID. Erroneous illuminances would be derived from a LID determined in 
the near-field of the array, while a LID determined in the far-field cannot be used to calculate 
illuminances in the near-field. 
 
Figure 6 – Illuminance for a focused and parallel array, as determined from simulations at (a) 3 
times the size of the array, and (b) 25 times the size of the array. 
4 Conclusions 
The near-field representation of any luminaire can be obtained from measurements using a 
near-field luminance goniometer. Simulations using ray-tracing software allow the calculation 
of accurate illuminance values at any target point, irrespective of the distance to the source 
and its luminous intensity distribution. Moreover, by selecting only parallel rays from the ray-
file, the true far-field intensity can be calculated. This near-field approach makes any 
discussions to determine the far-field photometric distance superfluous. 
For the parallel and the focused LED arrays considered in this paper, good agreement is 
found between the measured illuminance values and those obtained by simulations from the 
ray-file. This agreement is found for any distance of the plane of analysis with respect to the 
LED array. Moreover, the inadequacy of a far-field representation to obtain illuminance values 
in the near-field is illustrated. 
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Abstract 
The conformity testing of LED packages is often reduced to the conformity assessment of 
group limits or ranges rather than the assessment of the measured values. The main 
influencing factors for a successful conformity testing are described with the chromaticity 
coordinates as an example. 
Keywords: Photometry, LED package, binning, test conditions  
 
1 Introduction 
Conformity testing of light emitting diodes (LEDs, LED packages) in practical cases often 
means the confirmation of the bin information, either by the LED manufacturers themselves or 
by a 2nd party, e.g. customers. The bin information of LEDs defines a certain expectation for 
a measurement result that might be obtained at any stage of the value creation chain. The 
later a measurement is performed in this chain, the larger are usually the differences in the 
measurement conditions, e. g. the forward current I F, the temperature T X at any reference 
point X, or the presence of additional optically effective components. Considering certain 
aspects, a conformity test can be done anyway, but accuracy will be limited by the involved 
(additional) uncertainties and/or corrections – which are also subject to uncertainties.  
2 LED binning 
Due to unavoidable variations in the production processes from the growth of the epitaxial 
layers until the finished good – the LED package – ,  LEDs are usually 100 % finally tested 
and classed in terms of e.g. forward voltage V F , light output and colour. The photometric 
quantity describing the light output is normally either the luminous flux Φ v  or the luminous 
intensity I v . In special cases also their energetic equivalents might be used. 
The colour is usually expressed by the dominant wavelength λdom in the case of LEDs with 
highly saturated colours or the chromaticity coordinates (x; y) in the case of white LEDs or 
LEDs with low saturation [CIE2007]. 
Each of these so-called binning quantities is classed into specific groups or ranks and one bin 
is defined by a unique set of one group per each binning quantity. For one-dimensional 
quantities like V F or Φ v , a group corresponds to an acceptance interval, for two-dimensional 
like (x; y), a group is defined by an acceptance area. 
Consequently, binning reduces the information from individual values to ranges, and 
conformity assessment is then given by the confirmation of the bin information. 
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Figure 1 – Example of a bin definition 
3 Conformity Testing 
3.1 Test Conditions 
The binning of LEDs is done at well-defined testing conditions. This comprises not only the 
settings of the rated forward current I F,r  and the ambient temperature Ta , but also a well-
defined ambience of the device under test (DUT) and a well-defined timing of the 
measurement sequence. The latter aspects are especially important if the DUT is tested at 
high currents (or current densities), since the operating of the LED for testing purposes leads 
already to a heating of the LED chip, especially of its optically active regions. The ambience 
of a LED package during final testing is given by a dedicated test fixture, which usually 
provides a very poor, but strongly reproducible thermal interface. 
All electro-optical LED properties depend on temperature; therefore any change of the chip 
temperature during or due to the measurement influences the measurement’s result. In order 
to minimize this influence, the measurement should be taken in a time as short as possible. 
Additionally, testing a device under repeatability or reproducibility conditions [GUM2008] 
requires the measurements to start and to stop always at the same times relative to the start 
of power consumption. In figure 2, these times correspond to t1  and t2  for the voltage 
measurement, and t1  and t3  for the optical measurement, each of them relative to the time t0  
when the power supply/consumption of the DUT starts. Depending on the specific package 
design, a time period t3  – t 0  in the order of 10 ms to 50 ms is necessary to minimise the 
influence of the DUT’s ambience on the heating of its optically active components (chip, 
phosphor) and therefore on the measurement results. A time period t 1  – t0  in the order of 
1 ms to 5 ms enables an initial thermodynamically quasi stable state since they are typical 
times for the heat propagation through the die. 
 
Figure 2 – Timing chart of a typical final test measurement; t int is the integration time of e.g. a 
spectrometre, tm is the integration time of the voltage measurement. Instead of a single current 
pulse also a train of pulses can be used. 
Once the LED package has been assembled to any kind of PCB with passive or active 
cooling, this changes have to be considered in the interpretation and comparison of 
measurement results, even if all other parameters have been chosen identical (current, 
temperature, timing).  
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For more details one can refer to [DIN5032-9] and the up-coming reports of CIE’s TCs 2-63 
and 2-64 [TC2-63, TC2-64]. 
3.2 Example 
The following example deals with the conformity test of LEDs, which have been assigned to a 
certain white group based on the final test results: Accordingly, the (x; y) coordinates shall be 
in the marked area in figure 3a). LEDs taken from two test lots (at production site, tested at 
different days) have been retested in a lab under repeatability conditions and the obtained (x; 
y) values are plotted in figure 3b). The (x; y) values show an offset to the expected white 
group area, but figures 3c) and d) also show that the area covered by the re-measured (x; y) 
values corresponds to the area of the initially assigned white group. 
 If one considers the four measurements (lot 1 and 2 at production site and at lab site, 
respectively), then we can state within each of these 4 measurements repeatability conditions. 
Repeatability conditions also apply to the measurements of Lot 1 and 2 at the lab site, 
because they were measured at the same test station by the same person under identical test 
conditions within a short time. The measurements of lot 1 and 2 at production site were taken 
with a temporal distance of several weeks – consequently, a comparison of the values from 
production site of both lots to each other and a comparison to the values taken by the re-
measurement at the lab site may only be done under reproducibility conditions [GUM2008]. 
 
Figure 3 – a) bin assignment due to measurement results at final test; b) re-measurement 
results at lab site; c) data of Lot 1; d) data of Lot 2. The shifted white groups in c) and d) 
indicate that the covered area is conserved, but its location is slightly displaced. 
Due to the repeatability conditions for each individual lot, the area covered by the (x; y) values 
is conserved (figure 3c) and 3d)). Nevertheless, as a consequence of the reproducibility 
conditions, a slight displacement of the re-measured white groups (figure 3c) and d)) can be 
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observed. The displacement of the corresponding areas can be calculated as (∆x; ∆y) = (-
0,0010; 0,0008) for lot 1 and (∆x; ∆y) = (-0,0011; 0,0013) for lot 2. 
Due to these displacements, values outside the original white group can be observed. This 
observation raises the question: Can conformity with the original white group information be 
stated? 
This question can only be answered by taking into account the measurement precision: In the 
case of the presented example, a measurement precision under reproducibility conditions 
(measurement reproducibility) must be considered due to the different measurement locations 
and systems [GUM2008]. Under otherwise unchanged measurement conditions its values are 
0,005 for the quantities x and y, respectively, and a coverage factor k = 3. Consequently, 
small deviations to the originally measured values which define the assignment to a certain 
white group must be accepted and are indeed unavoidable due to the always present 
measurement uncertainties. In the presented case – which is indeed a general representation 
and also transferable to the other measured grouping quantities – the conformity of the 
declared white group can be stated within the tolerance limit and because all test systems 
used are part of the same metrological traceability chain. 
If the different used test systems are not part of the same metrological traceability chain, then 
additional contributions (systematic and random) to the combined measurement uncertainty 
must be considered to identify possible reasons of deviations between the different 
measurements. Of course, it is preferable if the measurement results are additionally 
metrological comparable [VIM2012], i.e. there is a common reference in the traceability 
chains. 
In the case of different measurement conditions, e.g. the LED packages are assembled to the 
final application environment or pre-stages thereof, additional parameters have to be taken 
into account: optical components usually influence the spectral distribution emitted by the 
LED packages or operating conditions (DC pulsed or PWM), leading to systematic 
chromaticity shifts or light output offsets. Therefore, if the conformity test bases on 
measurements at a higher level of integration, a conformity assessment of LED packages can 
only be done if these shifts and offsets are well-known. Since they base again on 
measurements or any kind of simulations, they are also subject to uncertainties which need to 
be considered. 
4 Conclusion 
For a successful conformity assessment, it is necessary to take the measurements at very 
well specified conditions. They do not only comprise the obvious parameters like forward 
current and ambient conditions, but also a well defined timing of the measurements and 
thermal ambience of the LED under test. If the test is done at a higher integration level (a 
later stage in the value creation chain), the additionally necessary corrections and/or 
correction factors need to be determined in order to do not (falsely) fail a conformity test due 
to omitted corrections. 
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Abstract 
We have developed a novel method for realization of photometric units of spectrally limited 
light sources, such as light emitting diodes (LEDs), using the Predictable Quantum-Efficient 
Detector (PQED) without V(λ)-filter. In the measurements, the Brewster-window of PQED is 
replaced with a precision aperture and nitrogen-flow through the detector. The photometric 
weighting is carried out numerically, for which a spectral measurement of the source is 
needed. The new PQED-method was compared with a conventional reference photometer by 
measuring the illuminance of a stable white LED-lamp. The difference in the measured 
illuminance values was 0.35 %. The expanded uncertainties of the PQED-method and the 
photometer method are 0.25 % and 0.50 % (k = 2), respectively. The developed method 
allows photometers and luxmeters to be calibrated directly against the primary standard of 
optical power. A further advantage of using a white LED-lamp as the calibration source, 
instead of illuminant A, is that the spectral mismatch errors of luxmeters and photometers are 
reduced to 1/3 on average, when measuring general white LED-lighting. 
Keywords: photometer, V(λ)-filter, PQED, light-emitting diode, illuminance, calibration 
 
1 Objective 
Incandescent standard lamps with standard illuminant A spectrum are widely used in 
photometric calibrations. However, the mass production of such lamps is being phased out 
globally. Energy-saving lamps based on LEDs are widely available on the market, and 
consumers buy them to replace incandescent lamps. Eventually, manufacturing of 
incandescent lamps will disappear. As a result, incandescent measurement standard lamps 
may not be available, or they become very expensive.  
Therefore, it is important to investigate the possibility to replace conventional standard lamps 
with new LED-technology. Possibilities for such standard sources look promising, as the 
luminous flux of certain types of commercial LEDs has been shown to be stable within 0.2 % 
over a time period of 20,000 hours of operation [1]. Furthermore, the illuminance 
measurement uncertainty of a V(λ)-filtered photometer increases in LED lighting applications 
relative to incandescent lighting, when the photometer has been calibrated using an 
incandescent standard lamp as the calibration source. This is due to the complicated spectra 
of white LEDs and supports the objective that LED-based standard sources should be used 
for calibration of photometers for general LED lighting. 
2 Methods 
We have developed a novel method for the realization of photometric units of LED-based light 
sources using the PQED [2]. A significant advantage of using the PQED for illuminance and 
luminous intensity measurements of LEDs is that the PQED-based method does not need any 
filters, whereas the V(λ)-filter of conventional photometers causes their most significant 
uncertainty components. The photometric weighting in the PQED-based method is taken into 
account numerically in the spectral mismatch correction. The PQED is equipped with a 
precision aperture, and utilizes dry nitrogen flow to avoid dust from entering the detector [3]. 
The method has been demonstrated by illuminance measurements of blue and red narrow-
band LEDs with 0.18 % standard uncertainty [2]. Preliminary measurements of white LED 
sources have given similarly low uncertainties. The illuminance of a commercial E27-base 
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LED-lamp was measured with both methods by operating the lamp with DC-voltage to improve 
the stability of its luminous output. The difference in the measured illuminance values 
between the two methods was 0.35 %. The preliminary expanded uncertainties of the PQED-
method and the photometer method are 0.25 % and 0.50 % (k = 2), respectively. By utilizing 
the PQED and an LED-based standard source in the calibration of V(λ)-filtered photometers, it 
is possible to reduce the uncertainty in measurements of LED-based lighting due to primary 
realization of units. 
3 Analysis of spectral errors 
We carried out analysis of spectral mismatch errors of three V(λ)-filtered photometers in the 
case of 24 warm-white LED lamps of different types (Figure 1). For each lamp, the spectral 
mismatch errors were calculated by comparing two calibration methods. The first method 
consisted of calibrating the photometers using an incandescent standard lamp and a V(λ)-
filtered reference photometer. The second method consisted of using an LED standard source 
and a PQED as the reference detector. The same 24 spectrally different LED lamps were 
tested as the calibration source in the analysis. The blue and phosphor peaks of the LED 
lamps were between 440 – 468 nm and 568 – 618 nm, respectively. Two of the LED lamps 
had an additional red peak at 630 nm. 
 
Figure 1 – Relative spectral irradiances of the LED-lamps 
used in the analysis of spectral mismatch errors 
The three photometers used in the analysis are high quality instruments with spectral quality 
factors f1 ’ between 1.97 % and 2.20 % [4]. Spectral mismatch errors up to 0.8 % were 
obtained for the photometers, and for the 24 different LED-lamps, when using an 
incandescent calibration source in the analysis. The spectral errors were reduced to less than 
0.3 %, when using any of the 24 LED-lamps as the calibration source in the analysis. The 
spectral mismatch errors of the photometers were found to be relatively insensitive to the 
change of the LED calibration source, even though their spectral properties were different. 
4 Conclusions 
The results demonstrate the advantages of replacing incandescent standard lamps with LED-
based standard sources, when calibrating photometers for measurement of LED lighting. The 
spectral errors are reduced by a factor of three. The uncertainties of photometer calibrations 
are further reduced by using an LED-based calibration standard and the PQED without V(λ)-
filter as a reference. In both the PQED-based method and the traditional photometry, the 
accuracy of the wavelength scale is one of the largest contributions to the uncertainty [2,4]. 
The wavelength scale of the spectroradiometer used for measuring the spectrum of the LED 
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standard source can be conveniently calibrated using laser lines, but the wavelength scale 
uncertainty in the spectral responsivity of conventional photometers is more problematic. 
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