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Introduction
Gauss a décrit la théorie des nombres comme la reine des mathéma-
tiques. Et en effet, la quantité de mathématiques inventées pour des rai-
sons arithmétiques est étonnante. Citons :
– Une bonne partie de l’analyse complexe (Cauchy, Riemann, Weiers-
traß, Hadamard, Hardy-Littlewood. . .)
– La théorie des diviseurs (Kummer, Dedekind) puis des idéaux (E.
Noether).
– La théorie des surfaces de Riemann (Riemann. . .)
– La version non analytique du théorème de Riemann-Roch pour les
courbes (F.K. Schmidt).
– La refondation de la géométrie algébrique italienne sur la base de
l’algèbre commutative (Weil). (1)
– La théorie des variétés abéliennes (Weil).
– Une partie de la théorie des représentations linéaires des groupes
finis (E. Artin, Brauer).
1. van der Waerden et Zariski ont aussi participé à ce mouvement, pour des raisons
différentes.
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– Une bonne partie de l’algèbre homologique : cohomologie des grou-
pes, théorie des faisceaux sur un site quelconque (Cartan, Eilenberg,
Serre, Tate, Grothendieck. . .)
– Pour une part, la théorie des schémas (Grothendieck).
– Le développement de la cohomologie étale (M. Artin, Grothendieck,
Verdier, Deligne. . .), puis cristalline (Grothendieck, Bloch, Berthelot,
Ogus, Deligne, Illusie. . .)
– Pour une part, la notion de catégorie dérivée (Grothendieck, Ver-
dier).
– Le formalisme des six opérations (Grothendieck).
– La théorie de la monodromie dans le monde des schémas (Grothen-
dieck, Serre, Deligne, Katz. . .)
Et bien sûr, la théorie des motifs !
Les fonctions zêta et les fonctions L sont le point de rencontre des
théories citées ci-dessus : elles couronnent la reine des mathématiques. Il
est remarquable qu’une fonction de définition aussi élémentaire que
ζ(s) =
∞∑
n=1
1
ns
ait joué un rôle aussi profond, connaissant de vastes généralisations qui
ont modelé l’évolution de la théorie des nombres jusqu’à aujourd’hui, et
reste l’objet d’une conjecture dont les analogues pour les variétés sur les
corps finis ont été fameusement démontrées par Weil et Deligne, mais
que personne ne sait approcher dans le cas originel de Riemann.
Le texte qui suit est la rédaction d’un cours de M2 donné à Jussieu en
mars-avril 2013. J’ai essayé d’y exposer une partie des résultats connus
sur les fonctions zêta et L, mais aussi la problématique complexe qui les
entoure, de manière ontogénétique : l’ontogenèse décrit le développement
progressif d’un organisme depuis sa conception jusqu’à sa forme mûre.
Dans ce but, j’ai parsemé le texte de citations et de commentaires qui,
j’espère, offriront au lecteur ou à la lectrice une petite fenêtre sur l’histoire
des idées dans ce domaine.
Après avoir rappelé les résultats (et hypothèse) classiques sur la fonc-
tion zêta de Riemann au chapitre 1, j’introduis les fonctions zêta des
Z-schémas de type fini au chapitre suivant, qui est consacré pour l’essen-
tiel à la démonstration de l’hypothèse de Riemann pour les courbes sur
un corps fini. Je me suis efforcé de reproduire fidèlement la démonstration
originelle de Weil [153].
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Le chapitre 3 est consacré aux conjectures de Weil. Elles y sont toutes
démontrées sauf la plus difficile : l’“hypothèse de Riemann”. J’y donne
aussi un aperçu de la preuve p-adique donnée par Dwork de la rationalité
des fonctions zêta de variétés sur un corps fini (avant le développement
des méthodes cohomologiques de Grothendieck !).
Le chapitre 4 revient à des mathématiques plus élémentaires, en in-
troduisant les fonctions L de Dirichlet, de Hecke et d’Artin. J’y donne
la démonstration du théorème de Dirichlet sur la progression arithmé-
tique, par la méthode de Landau exposée par Serre dans [126] ; il serait
cependant dommage, comme me l’a souligné Pierre Charollois, d’oublier
la méthode originelle de Dirichlet qui donnait des renseignements sup-
plémentaires anticipant la formule analytique du nombre de classes (voir
remarque 4.2.13 2)). J’introduis ensuite les deux généralisations des fonc-
tions L de Dirichlet : celle de Hecke et celle d’Artin. J’énonce sans dé-
monstration le théorème principal de Hecke : prolongement analytique
et équation fonctionnelle (théorème 4.3.29), puis explique comment Ar-
tin et Brauer en déduisent les mêmes résultats pour les fonctions L non
abéliennes (théorème 4.4.8).
Le chapitre suivant est la pièce de résistance de ce texte. Il commence
par introduire l’idée approximative des fonctions L à la Hasse-Weil, et se
termine en décrivant leur définition précise par Serre [124]. Entretemps,
je décris les apports fondamentaux de Grothendieck et Deligne : ratio-
nalité et équation fonctionnelle des fonctions L de faisceaux l-adiques
en caractéristique p avec des démonstrations essentiellement complètes,
théorie des poids et théorèmes de Deligne sur l’hypothèse de Riemann
(dernière conjecture de Weil), cette fois sans démonstrations. Notam-
ment, on trouvera au §5.4.4 une exposition de l’équation fonctionnelle
des fonctions L développée par Grothendieck dans [CorrGS, lettre du
30-9-64], et au théorème 5.6.15 un énoncé précis, et des éléments assez
complets de démonstration, du théorème de Grothendieck et Deligne sur
la rationalité et l’équation fonctionnelle des fonctions L de Hasse-Weil
en caractéristique > 0, confirmant une conjecture de Serre (conjecture
5.6.14) dans ce cas.
Le dernier chapitre est consacré aux motifs et à leurs fonctions zêta.
Je me suis limité à un cas élémentaire : celui des motifs purs de Grothen-
dieck associés aux variétés projectives lisses sur un corps fini. On peut
aller beaucoup plus loin en utilisant les catégories triangulées de motifs
introduites par Voevodsky et développées par Ivorra, Ayoub et Cisinski-
Déglise, mais cela dépasserait le cadre de ce cours (voir [71]). J’explique
6 BRUNO KAHN
tout de même comment ce point de vue clarifie considérablement l’usage
d’une cohomologie de Weil pour démontrer la rationalité et l’équation
fonctionnelle, et ne résiste pas au plaisir d’appliquer cette théorie pour
démontrer un théorème un peu oublié de Weil : la conjecture d’Artin
pour les fonctions L non abéliennes en caractéristique positive (§6.15).
Enfin, deux appendices donnent des compléments d’algèbre catégo-
rique. J’ai aussi agrémenté le texte d’exercices, sans rien essayer de sys-
tématique.
Mise à part la théorie de Hecke, le versant automorphe de l’histoire
n’est essentiellement pas abordé ; je me suis contenté de brèves allusions
ici et là.
Il reste une question à éclaircir : quelle est la différence entre une fonc-
tion zêta et une fonction L ? Moralement, une fonction L est une fonction
zêta “à coefficients” (dans un faisceau, dans une représentation. . .) et on
retrouve une fonction zêta en prenant des coefficients triviaux (cf. §5.3).
Mais une fonction zêta de Dedekind est aussi une fonction L d’Artin. . .
Et quelle terminologie et notation adopter dans le cas des motifs ? Je
suis resté prudemment vague sur cette question ; il serait sans doute plus
simple d’unifier la terminologie en laissant tomber l’une des deux nota-
tions, mais c’est évidemment délicat pour des raisons de tradition.
J’ai profité des expositions antérieures de la théorie, auxquelles j’ai
largement emprunté : elles seraient trop nombreuses pour les citer toutes,
je renvoie pour cela à la bibliographie. Je remercie aussi le public du
cours, et tout particulièrement Matthieu Rambaud, de m’avoir signalé
quantité de coquilles. Je remercie enfin Joseph Ayoub, Pierre Charollois,
Luc Illusie, Amnon Neeman, Ram Murty et Jean-Pierre Serre pour des
commentaires pertinents sur ce texte.
1. La fonction zêta de Riemann
C’est
ζ(s) =
∞∑
n=1
1
ns
.
Elle a été étudiée par Euler, puis par Riemann.
1.1. Un peu d’histoire. —
1.1.1. Euler. —
– ζ(2) =
π2
6
(problème de Bâle, 1735).
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– Produit eulérien : ζ(s) =
∏
p premier
(1− p−s)−1 (thèse, 1737).
Formule plus générale :
ζ(2n) = (−1)n+1B2n(2π)
2n
2(2n)!
Bn les nombres de Bernoulli-Seki (2).
1.1.2. Riemann ([106], 1859). — Étudie ζ(s) pour s ∈ C.
– Elle converge absolument pour ℜ(s) > 1.
– Prolongement méromorphe à C, pôle simple en s = 1, résidu = 1.
– Équation fonctionnelle (conjecturée essentiellement par Euler en 1749) :
si Λ(s) = π−s/2Γ(s/2)ζ(s), alors
Λ(s) = Λ(1− s).
– Hypothèse de Riemann sur la distribution des zéros de ζ(s).
L’équation fonctionnelle donne une formule pour ζ(s) aux entiers né-
gatifs (devinée par Euler) :
ζ(−n) = −Bn+1
n + 1
(n > 0), ζ(0) = −1
2
.
La motivation de Riemann : le théorème des nombres premiers (dis-
tribution des nombres premiers). Anticipé par Čebyšev (1848 – 1850) et
démontré par Hadamard et de la Vallée Poussin (1896).
Une large part de l’exposition qui suit est empruntée à Serre [126].
1.2. Convergence absolue. —
1.2.1. Proposition. — ζ(s) converge absolument et uniformément sur
tout compact du domaine ℜ(s) > 1 où elle définit une fonction holo-
morphe, et diverge pour s = 1.
Démonstration. — Pour la convergence et la divergence, si s = σ + it
avec σ, t ∈ R on a |n−s| = n−σ, donc on peut supposer s ∈ R. On utilise
alors le
1.2.2. Lemme (test intégral). — Soit f : R+ → R+ une fonction
décroissante. Alors
∑∞
n=1 f(n) <∞ ⇐⇒
∫∞
1
f(t)dt <∞.
2. Seki Takakazu ou Seki Kôwa est un mathématicien japonais contemporain de
Bernoulli, qui a découvert les “nombres de Bernoulli” à la même période, soit vers la
fin du 17ème siècle.
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Démonstration. — On a les inégalités
f(n) =
∫ n+1
n
f(n)dt ≥
∫ n+1
n
f(t)dt ≥
∫ n+1
n
f(n+ 1)dt = f(n+ 1)
soit ∫ n
n−1
f(t)dt ≥ f(n) ≥
∫ n+1
n
f(t)dt
et on somme.
Cette démonstration donne aussi l’inégalité∣∣∣∣∣
∞∑
n=N
n−s
∣∣∣∣∣ ≤
∫ ∞
N−1
t−ℜ(s)dt =
(N − 1)1−ℜ(s)
ℜ(s)− 1
d’où la convergence uniforme. Pour l’holomorphie, on applique aux som-
mes partielles le
1.2.3. Lemme. — Soit U un ouvert de C, et soit fn : U → C une suite
de fonctions holomorphes, convergeant uniformément sur tout compact
de U vers f . Alors f est holomorphe dans U , et les dérivées f ′n des fn
convergent uniformément sur tout compact vers la dérivée f ′ de f .
Démonstration. — Soient D un disque fermé contenu dans U , de bord
∂D, orienté trigonométriquement, et z0 ∈
◦
D. On applique aux fn la
formule de Cauchy :
fn(z0) =
1
2iπ
∫
∂D
fn(z)
z − z0dz.
Par passage à la limite, on obtient
f(z0) =
1
2iπ
∫
∂D
f(z)
z − z0dz
ce qui montre que f est holomorphe dans U , d’où la première partie du
lemme. La formule
f ′(z0) =
1
2iπ
∫
∂D
f(z)
(z − z0)2dz
donne la seconde partie de la même manière.
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1.3. Produit eulérien. —
1.3.1. Proposition (Euler). — On a la factorisation
ζ(s) =
∏
p
1
1− p−s
où le produit, sur l’ensemble des nombres premiers, converge absolument
pour ℜ(s) > 1.
Pour la démonstration, disons qu’une fonction a : N − {0} → C est
multiplicative (resp. complètement multiplicative) si elle vérifie l’identité
a(mn) = a(m)a(n) pour tous m,n premiers entre eux (resp. pour tous
m,n). La proposition résulte du lemme suivant, appliqué à a(n) = n−s :
1.3.2. Lemme. — Soit a une fonction multiplicative. Les conditions
suivantes sont équivalentes :
(i)
∞∑
n=1
|a(n)| < +∞ ;
(ii)
∏
p
(1 + |a(p)|+ · · ·+ |a(pm)|+ · · · ) < +∞.
Si ces conditions sont vérifiées, on a
∞∑
n=1
a(n) =
∏
p
(1 + a(p) + · · ·+ a(pm) + · · · )
et si a est complètement multiplicative :
∞∑
n=1
a(n) =
∏
p
1
1− a(p) .
Démonstration. — Supposons (i) vérifié. En particulier,
∑
a(pm) converge
absolument pour tout p. Pour x ∈ N, on a donc∑
n∈E(x)
a(n) =
∏
p<x
∑
m
a(pm)
où
E(x) = {n ∈ N− {0} | tous les facteurs premiers de n sont < x}.
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D’où ∣∣∣∣∣
∞∑
n=1
a(n)−
∏
p<x
∑
m
a(pm)
∣∣∣∣∣ =
∣∣∣∣∣∣
∑
n/∈E(x)
a(n)
∣∣∣∣∣∣ ≤
∑
n≥x
|a(n)|
ce qui montre que le produit infini converge vers
∞∑
n=1
a(n). En appliquant
ceci à |a(n)|, on voit que la convergence est absolue, donc (ii) est vrai.
Supposons (ii) vérifié. Alors
∑
n<x
|a(n)| ≤
∑
n∈E(x)
|a(n)| =
∏
p<x
(1+|a(p)|+
· · ·+ |a(pm)|+ · · · ), donc (i) est vrai.
1.3.3. Corollaire. — ζ(s) ne s’annule pas pour ℜ(s) > 1.
1.4. Séries formelles de Dirichlet. — Cette notion est très pra-
tique pour faire des calculs formels sans (pour commencer) se soucier de
convergence :
1.4.1. Définition. — On appelle série formelle de Dirichlet (à coeffi-
cients complexes) une expression
f =
∑
n≥1
an
ns
où n décrit l’ensemble des entiers positifs, et les an sont des nombres
complexes. Si f =
∑
n≥1
an
ns
et g =
∑
n≥1
bn
ns
sont deux séries formelles de
Dirichlet, on définit leur somme et leur produit par
f + g =
∑
n≥1
an + bn
ns
;
fg =
∑
n≥1
cn
ns
avec cn =
∑
pq=n apbq.
Les séries formelles de Dirichlet forment un anneau commutatif uni-
taire : l’algèbre des séries formelles de Dirichlet à coefficients complexes,
notée Dir(C).
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1.4.2. Remarque. — L’algèbre Dir(C) n’est autre que l’algèbre large
du monoïde multiplicatif N − {0} [22]. En écrivant tout entier comme
produit de facteurs premiers, on voit donc qu’elle est isomorphe à l’al-
gèbre des séries formelles à coefficients complexes en une infinité dénom-
brable de variables (cf. [24, ex. 2 de l’appendice]).
1.4.3. Définition. — Soit f =
∑
n≥1
an
ns
une série formelle de Dirichlet.
Si f 6= 0, on appelle ordre de f , et on note ω(f), le plus petit entier n
tel que an 6= 0. Si f = 0, on pose ω(f) = +∞.
1.4.4. Proposition. — Les sous-ensembles {f | ω(f) ≥ N} de Dir(C)
sont des idéaux de Dir(C). Ils définissent une topologie sur Dir(C) pour
laquelle Dir(C) est un anneau topologique complet.
1.4.5. Corollaire. — a) Une suite (fn)n∈N est sommable dans Dir(C)
si et seulement si lim
n→∞
ω(fn) = +∞.
b) Une suite (1+fn)n∈N, où ω(fn) > 1 pour tout n, est multipliable dans
Dir(C) si et seulement si lim
n→∞
ω(fn) = +∞.
Le lemme 1.3.2 donne :
1.4.6. Proposition. — Soit a : N − {0} → C une fonction complète-
ment multiplicative, et soit α ∈ R. Dans l’identité formelle
∑
n≥1
a(n)
ns
=
∏
p
(
1− a(p)
ps
)−1
le membre de gauche converge absolument pour ℜ(s) > α si et seulement
si le membre de droite converge absolument pour ℜ(s) > α.
1.5. Prolongement à ℜ(s) > 0 ; pôle et résidu en s = 1. —
1.5.1. Proposition. — La fonction ζ(s) se prolonge méromorphique-
ment au domaine ℜ(s) > 0, avec un pôle simple en s = 1 de résidu
1.
Pour ceci, on a besoin du
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1.5.2. Lemme (lemme d’Abel). — Soient (an) et (bn) deux suites de
nombres complexes. Posons Am,p =
∑p
n=m an et Sm,m′ =
∑m′
n=m anbn.
Alors on a
Sm,m′ =
m′−1∑
n=m
Am,n(bn − bn+1) + Am,m′bm′ .
En particulier, supposons |Am,n| ≤ ε pour tout n ≤ m′, les bn réels et la
suite (bn) décroissante. Alors :
|Sm,m′| ≤ ε(bm − bm′).
Démonstration de la proposition 1.5.1. — Considérons
ζ2(s) =
∞∑
n=1
(−1)n+1
ns
.
On applique le lemme 1.5.2 avec an = (−1)n+1, bn = n−s : on conclut
que ζ2 converge pour ℜ(s) > 0. De plus,
ζ(s)− ζ2(s) = 21−sζ(s)⇒ ζ2(s) = (1− 21−s)ζ(s).
Par conséquent la fonction (s−1)ζ(s) se prolonge méromorphiquement
dans le demi plan ℜ(s) > 0. En s = 1, on a ζ2(s) = log 2. La règle de
l’Hôpital donne alors
lim
s→1
(s− 1)ζ(s) = 1.
Plus généralement, considérons pour r ∈ N− {0, 1}
ζr(s) =
1
1s
+
1
2s
+ · · ·+ 1
(r − 1)s −
r − 1
rs
+
1
(r + 1)s
+ · · ·
On voit tout de suite que les sommes partielles des coefficients de ζr
sont bornées par r − 1. Donc ζr est analytique pour ℜ(s) > 0. De plus,
on a comme ci-dessus :
(1.1)
(
1− 1
rs−1
)
ζ(s) = ζr(s)
L’équation (1.1) pour r = 2 montre qu’un pôle s 6= 1 de ζ(s) doit
vérifier 2s−1 = 1, i.e. s =
2iπk
log 2
+ 1 pour un entier k 6= 0. De même, en
utilisant l’équation (1.1) pour r = 3, on voit que s =
2iπℓ
log 3
+ 1 pour ℓ
entier 6= 0. Mais alors on a 3k = 2ℓ , ce qui est impossible.
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1.6. Équation fonctionnelle. — Rappelons la fonction gamma (dé-
finie par Euler en 1730) :
Γ(s) =
∫ ∞
0
tse−t
dt
t
.
Cette intégrale converge pour ℜ(s) > 0 ; on a Γ(1) = 1 et l’équation
fonctionnelle
(1.2) Γ(s+ 1) = sΓ(s).
Il en résulte que Γ(n) = (n − 1)! pour n ∈ N − {0}, et que Γ(s)
se prolonge méromorphiquement à tout le plan complexe avec un pôle
simple en s = −n pour tout n ∈ N, de résidu (−1)n/n!. Enfin, on a la
formule des compléments :
(1.3) Γ(s)Γ(1− s) = π
sin(πs)
et la formule de distribution :
(1.4)
m−1∏
k=0
Γ(s+
k
m
) = (2π)
m−1
2 m
1
2
−msΓ(ms).
Posons
ξ(s) =
s(s− 1)
2
π−s/2Γ(s/2)ζ(s).
1.6.1. Théorème (Riemann). — a) La fonction ξ(s) se prolonge ho-
lomorphiquement à tout le plan complexe, avec l’équation fonctionnelle
ξ(1− s) = ξ(s).
b) La fonction ζ(s) se prolonge méromorphiquement à tout le plan com-
plexe, avec l’équation fonctionnelle
ζ(1− s) = 2
(2π)s
cos(
πs
2
)Γ(s)ζ(s).
Elle a un zéro simple en s = −n pour tout entier n > 0 pair (ces zé-
ros sont appelés “triviaux”), et pas d’autres zéros en dehors de la “bande
critique” 0 ≤ ℜ(s) ≤ 1.
(La fonction ξ(s) diffère de la fonction Λ(s) du §1.1.2 par un facteur
s(s−1)
2
: leurs équations fonctionnelles sont équivalentes et ξ a l’avantage
d’être entière.)
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Démonstration. — Les formules (1.3) et (1.4) réduisent b) à a). Je suivrai
la preuve donnée dans Ellison [50, preuve du th. 5.2] :
Pour tout s vérifiant ℜ(s) > 0 et pour tout entier n > 0, on a
Γ
(s
2
)
(πn2)−
s
2 =
∫ ∞
0
t
s
2
−1e−πn
2tdt.
Supposant ℜ(s) > 1, on obtient en sommant sur n > 0 :
Γ
(s
2
)
π−
s
2 ζ(s) =
∞∑
n=1
∫ ∞
0
t
s
2
−1e−πn
2tdt.
Comme la série de droite est convergente pour s réel > 1, on peut
intervertir somme et intégrale, ce qui donne :
Γ
(s
2
)
π−
s
2 ζ(s) =
∫ ∞
0
∞∑
n=1
t
s
2
−1e−πn
2tdt =
∫ ∞
0
t
s
2
−1ω(t)dt
avec ω(t) =
∑∞
n=1 e
−πn2t. En écrivant
∫∞
0
=
∫ 1
0
+
∫∞
1
dans le membre de
droite, il reste à démontrer la formule
(1.5) 1 + 2ω(t) =
1√
t
(
1 + 2ω
(
1
t
))
qui impliquera
ξ(s) =
1
2
+
s(s− 1)
2
∫ ∞
1
(
t
s
2 + t
1−s
2
)
ω(t)
dt
t
.
(Comme ω(t) = O(e−πt), le membre de droite de cette identité s’étend
à tout le plan complexe, et est invariant par s 7→ 1− s.)
L’équation fonctionnelle (1.5) est le cas z = 0 de l’identité
+∞∑
n=−∞
e−π(n+z)
2t =
1√
t
+∞∑
n=−∞
e−πn
2/t+2iπnz
où le membre de droite est le développement en série de Fourier de la
fonction de gauche, périodique de période 1 en z (cf. [50, preuve du th.
5.1]).
1.6.2. Remarque. — Il y a une démonstration plus élémentaire du pro-
longement analytique de ζ(s), dans l’esprit de la proposition 1.5.1 :
(1− 21−s)ζ(s) =
∞∑
n=1
Γ(s+ n)
Γ(s)n!
ζ(n+ s)
2n+s
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cf. [50, ch. 2, ex. 2.3]. Malheureusement, elle ne semble pas s’étendre aux
fonctions zêta de Dedekind. . .
1.7. L’hypothèse de Riemann. — Ce qui précède permet de formu-
ler :
1.7.1. Conjecture (Hypothèse de Riemann). — Les zéros non tri-
viaux de ζ(s) sont situés sur la “droite critique” ℜ(s) = 1
2
.
Pourquoi l’hypothèse de Riemann est-elle importante ? D’abord à cause
de la “formule explicite” reliant les zéros de ζ(s) à la distribution des
nombres premiers.
Pour x ∈ R+, posons
π(x) = |{p | p premier, p ≤ x}|
et
Π(x) =
∞∑
n=1
1
n
π(x1/n)
de sorte que
π(x) =
∞∑
n=1
µ(n)
1
n
Π(x1/n)
où µ est la fonction de Möbius. Posons aussi
Li(z) =
∫ z
0
dt
log t
(logarithme intégral). (3)
1.7.2. Théorème (Riemann, 1859). — On a
Li(x)−
∑
ρ
Li(xρ)−log(2)+
∫ ∞
x
dt
t(t2 − 1) log t = limε→0
Π(x− ε) + Π(x+ ε)
2
où la somme de gauche (non absolument convergente) porte sur les zéros
non triviaux de ζ(s), ordonnés par valeurs absolues croissantes de leurs
parties imaginaires.
On peut en déduire :
3. Il faut un peu de soin pour donner un sens à cette intégrale divergente : elle
définit une fonction multiforme avec points de branchement en 0 et 1.
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1.7.3. Théorème (von Koch [149], Schoenfeld [114])
L’hypothèse de Riemann est vraie si et seulement si
(1.6) |π(x)− Li(x)| < 1
8π
x1/2 log x pour x ≥ 2657.
Voici une autre formule explicite un peu plus maniable [50, ch. 5, th.
5.9] : soit
Z(s) = −ζ
′(s)
ζ(s)
=
∞∑
n=1
λ(n)
ns
où
λ(n) =
{
log p si n est de la forme pν
0 sinon
(fonction de von Mangoldt) (4). Posons
ψ(x) =
∑
n≤x
λ(n) =
∑
pν≤x
log p
et
ψ0(x) = lim
ε→0
1
2
(ψ(x+ ε) + ψ(x− ε)) =
{
ψ(x) si x 6= pν
ψ(x)− 1
2
log p si x = pν .
1.7.4. Théorème. — Pour tout x > 1, on a
ψ0(x) = x+ Z(0)− 1
2
log(1− x−2)− lim
T→∞
∑
|ℑ(ρ)|<T
xρ
ρ
où ρ décrit les zéros non triviaux de ζ(s).
Pour une généralisation considérable aux fonctions L de Hecke, voir
Weil [157].
Plusieurs énoncés arithmétiques ont été démontrés par des raisonne-
ments du type : l’énoncé est vrai si l’hypothèse de Riemann est vraie,
et d’autre part il est vrai si l’hypothèse de Riemann est fausse. Le plus
célèbre est le fait qu’il n’y a qu’un nombre fini de corps quadratiques
imaginaires de nombre de classes donné ; Siegel en a finalement donné
en 1935 une démonstration qui ne fait pas intervenir l’hypothèse de Rie-
mann.
4. Elle est traditionnellement notée Λ(n), mais cette notation entre en conflit avec
celle de la fonction zêta complétée p. 7.
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1.8. Résultats et approches. — Tous les zéros non triviaux de ζ(s)
qui ont été trouvés sont sur la droite critique. On a les résultats suivants :
1.8.1. Théorème. —
1. (Hardy, 1914 [60]) ζ(s) a une infinité de zéros sur la droite critique.
2. (Selberg, Levinson, Conrey 1989 [29]) Au moins 2/5 des zéros non
triviaux sont sur la droite critique.
1.8.2. Théorème. —
1. (Hadamard [58], de la Vallée Poussin [95], 1896) ζ(s) ne s’annule
pas pour ℜ(s) = 1.
2. (Ford, 2002 [52]) Si s = σ + it est un zéro non trivial de ζ(s) avec
|t| ≥ 3, alors
σ ≤ 1− 1
57, 54(log |t|)2/3(log log |t|)1/3 .
Il y a eu de nombreuses tentatives pour démontrer l’hypothèse de Rie-
mann, qui ont toutes été infructueuses jusqu’à maintenant. Plusieurs sont
une élaboration d’une idée de Hilbert et Pólya : trouver un opérateur au-
toadjoint u sur un espace de Hilbert tel que les zéros non triviaux de ζ(s)
correspondent aux valeurs propres de u.
1.9. Le théorème des nombres premiers. — C’est la version faible
suivante de (1.6) :
1.9.1. Théorème (Hadamard [58], de la Vallée Poussin [95],
1896)
On a
π(x) ∼ x
log x
, x→ +∞.
(Noter que la fonction Li(x) est équivalente à x/ log x quand x tend
vers l’infini.)
La démonstration repose essentiellement sur le théorème 1.8.2 1) : voir
[50, ch. 2] pour une démonstration de cet ordre, et [50, ch. 3] pour
une démonstration “élémentaire”. Réciproquement, on peut déduire le
théorème 1.8.2 1) du théorème des nombres premiers [50, ch. 3, §4.4] : la
situation est parallèle à celle du théorème 1.7.3.
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1.10. Les fonctions zêta de Dedekind. — Si K est un corps de
nombres, on définit
ζK(s) =
∑
A
1
N(A)s
où A décrit les idéaux de l’anneau des entiers OK et N(A) := (OK : A)
est la norme de A : c’est la fonction zêta de Dedekind de K. Elle a les
propriétés suivantes :
Produit eulérien :
ζK(s) =
∏
P
1
1−N(P)−s
où P décrit les idéaux premiers de OK . Il converge absolument pour
ℜ(s) > 1.
Convergence absolue : pour ℜ(s) > 1.
Pôle simple : en s = 1.
Équation fonctionnelle (Hecke, 1920) : on pose
(1.7) ΓR(s) = π−s/2Γ(s/2), ΓC(s) = 2(2π)−sΓ(s)
ΛK(s) = |dK |s/2 ΓR(s)r1ΓC(s)r2ζK(s)
où dK est le discriminant absolu de K et (r1, r2) est la signature de
K (nombre de plongements réels et complexes). Alors
ΛK(s) = ΛK(1− s).
Résidu en s = 1 : par l’équation fonctionnelle, il est équivalent de don-
ner la partie principale de ζK(s) en s = 0. On a
ords=0 ζK(s) = r1 + r2 − 1 =: r, lim
s→0
s−rζK(s) = −hKRK
wK
où hK = |Cl(OK)| est le nombre de classes de K, wK est le nombre
de racines de l’unité de K, et RK est le régulateur.
La démonstration du produit eulérien est la même que pour la fonction
zêta de Riemann. Montrons la convergence absolue pour ℜ(s) > 1 : on
peut supposer s réel et, d’après la proposition 1.4.6, travailler avec le
produit eulérien. Soit p un nombre premier : si P | p, on a
1
1−N(P)−s ≤
1
1− p−s
FONCTIONS ZÊTA ET L DE VARIÉTÉS ET DE MOTIFS 19
puisque N(P) est une puissance de p. Si n = [K : Q], il y a au plus n
idéaux premiers P divisant p, d’où∏
P|p
1
1−N(P)−s ≤
1
(1− p−s)n
et
ζK(s) ≤ ζ(s)n
d’où l’énoncé. Le fait que ζK(s) ait un pôle simple en s = 1 est relative-
ment facile à voir, cf. [90, ch. 7]. Les autres points sont beaucoup plus
difficiles (Dedekind, Hecke, Tate : [84], [137]).
1.10.1. Exercice. — En utilisant la formule (1.4), vérifier l’identité
ΓC(s) = ΓR(s)ΓR(s+ 1).
2. La fonction zêta d’un Z-schéma de type fini
2.1. Un peu d’histoire. —
Références : Roquette [108], Serre [130], Osserman [101], Audin [15].
2.1.1. Thèse d’Emil Artin (1921). — Sur une suggestion de son direc-
teur de thèse Herglotz, il développe la théorie de la fonction zêta des
corps de fonctions quadratiques (sur Fp(t)) en parallèle à celle de ζK(s)
pour K corps de nombres quadratique. Il démontre sa rationalité (en
p−s) et formule l’“hypothèse de Riemann” dans ce contexte. Il la vérifie
numériquement sur quelques exemples.
2.1.2. Thèses de Sengenhorst, F.K. Schmidt et Rauter. — Ils étudient
les corps de fonctions [d’une variable sur un corps fini] et y transfèrent
la plupart des théorèmes connus alors sur les corps de nombres.
2.1.3. Friedrich Karl Schmidt et les fonctions zêta [112]. — Il démontre
le théorème de Riemann-Roch pour un corps de fonctions d’une variable
K sur un corps parfait k quelconque (après Dedekind-Weber sur C).
Quand k est fini, il généralise la théorie d’Artin des fonctions zêta à K
d’un point de vue “birationnel” (sans choisir d’anneau d’entiers dans K),
et utilise Riemann-Roch à la fois pour démontrer l’équation fonctionnelle
de ζK(s) et sa rationalité. Pour cela, il prouve que K admet toujours un
diviseur de degré 1.
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2.1.4. Helmut Hasse et Max Deuring. — Hasse donne deux preuves de
l’hypothèse de Riemann pour le corps de fonctions d’une courbe elliptique
E. La première pour p > 3, non publiée, utilise une méthode d’uniformi-
sation (relèvement en caractéristique zéro), puis la théorie de la multi-
plication complexe. (5) La seconde [63] utilise des propriétés de l’anneau
des endomorphismes de E, et en particulier l’endomorphisme de Frobe-
nius. Deuring simplifie ses démonstrations à l’aide des correspondances
algébriques [44].
2.1.5. André Weil. — Il démontre l’hypothèse de Riemann pour toute
courbe C sur un corps fini, introduisant au passage le langage géomé-
trique. La note [151] est une annonce incomplète ; il la complète dans
[153] et [154], après avoir entretemps refondé la géométrie algébrique
dans ce but [152]. Il donne deux preuves : la première, dans [153], repose
sur la théorie des correspondances sur C et est reproduite ci-dessous ; la
deuxième, dans [154, no 48], utilise essentiellement le module de Tate
de la jacobienne de C et s’applique plus généralement à une variété abé-
lienne : j’en expose une version au §3.2.
Pour les variétés quelconques sur un corps fini, il formule les conjectures
de Weil [155].
2.2. Propriétés élémentaires de ζ(X, s). —
Référence : Serre [123].
2.2.1. Définition. — Soit X un schéma de type fini sur Z. On pose
ζ(X, s) =
∏
x∈X(0)
1
1−N(x)−s
où X(0) désigne l’ensemble des points fermés de X et N(x) est le cardinal
du corps résiduel κ(x) (qui est fini par hypothèse sur X).
(Cette définition ne dépend que de la structure réduite de X, et même
de l’“atomisation” X(0) de X.)
2.2.2. Exemple. — Pour X = SpecOK , où K est un corps de nombres,
on retrouve la fonction zêta de Dedekind ζK(s) du §1.10.
5. Voir [108, II, 5.3] pour une description de cette preuve : Roquette y explique
qu’elle généralise (indépendamment) une preuve antérieure d’Herglotz pour le corps
des fonctions de la lemniscate.
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2.2.3. Proposition. — a) Le produit définissant ζ(X, s) est multipliable
dans Dir(C).
b) Si X(0) =
∐∞
r=1(Xr)(0), où les Xr sont des sous-schémas, on a
ζ(X, s) =
∞∏
r=1
ζ(Xr, s).
En particulier,
ζ(X, s) =
∏
p
ζ(Xp, s)
où Xp est la fibre de X → SpecZ au nombre premier p.
c) (F.K. Schmidt pour une courbe) Si X est un Fq-schéma, on a
ζ(X, s) = exp
(
∞∑
n=1
|X(Fqn)| q
−ns
n
)
.
d) Notons A1X ( resp. P
1
X) la droite affine ( resp. projective) sur X. Alors
on a
ζ(A1Fq , s) =
1
1− q1−s , ζ(P
1
Fq
, s) =
1
(1− q−s)(1− q1−s) .
e) On a l’identité
ζ(A1X, s) = ζ(X, s− 1)
où A1X est la droite affine sur X.
Démonstration. — a) Comme X est de type fini sur Z, il n’y a qu’un
nombre fini de x ∈ X(0) tels que N(x) ≤ N , où N est un entier donné.
Il en résulte que le produit est multipliable (cf. corollaire 1.4.5 b)). En
développant, on obtient la formule
(2.1) ζ(X, s) =
∑
c∈Z0(X)+
1
N(c)s
comme série de Dirichlet formelle, où Z0(X) est le groupe des 0-cycles
de X, Z0(X)+ est le sous-monoïde des cycles effectifs, et
N(c) =
∏
N(x)nx
si c =
∑
nxx.
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b) est évident. Pour c), notons deg(x) = [κ(x) : Fq] le degré d’un point
fermé x. On a
log ζ(X, s) =
∑
x∈X(0)
− log(1−N(x)−s) =
∑
x∈X(0)
∞∑
m=1
N(x)−ms
m
=
∞∑
m=1
∑
x∈X(0)
N(x)−ms
m
=
∞∑
m=1
∑
x∈X(0)
q−mdeg(x)s
m
=
∞∑
n=1
∑
deg(x)|n
deg(x)
q−ns
n
et il reste à observer que |X(Fqn)| =
∑
deg(x)|n deg(x).
Pour d), on applique c) qui donne
ζ(A1Fq , s) = exp
(
∞∑
n=1
∣∣A1(Fqn)∣∣ q−ns
n
)
= exp
(
∞∑
n=1
qn
q−ns
n
)
=
1
1− q1−s .
puis
ζ(P1Fq , s) = ζ(Fq, s)ζ(A
1
Fq
, s) =
1
(1− q−s)(1− q1−s) .
Enfin, pour e) on applique b) qui donne
ζ(A1X, s) =
∏
x∈X(0)
ζ(A1x, s)
d’où la formule en utilisant c).
2.2.4. Remarque. — Le point c) de la proposition 2.2.3 montre l’inté-
rêt des fonctions zêta : elles codent le nombre de points rationnels sur
les corps finis. Il montre aussi leur limite : deux variétés ayant le même
nombre de points en réduction modulo p pour tout p ont la même fonction
zêta. Ainsi, ζ(P1
Z[1/n], s) = ζ(CZ[1/n], s) si C est une conique anisotrope
sur Q d’équation x20 = ax
2
1 + bx
2
2, où a, b sont des entiers premiers à n
et CZ[1/n] est le Z[1/n]-schéma projectif lisse de même équation. (En ef-
fet, toute conique sur un corps fini a un point rationnel par le théorème
de Chevalley-Warning.) Voir aussi proposition 5.2.4. Pour des exemples
[d’anneaux d’entiers] de corps de nombres non isomorphes ayant même
fonction zêta, voir par exemple [103, 43].
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2.2.5. Théorème. — ζ(X, s) converge absolument (comme série ou com-
me produit infini) pour ℜ(s) > dimX.
Démonstration. — On procède ainsi (cf. [123, dém. du th. 1]) :
1. Si X = X1 ∪ X2 où X1 et X2 sont fermés, la proposition 2.2.3 a)
donne la formule
ζ(X, s) =
ζ(X1, s)ζ(X2, s)
ζ(X1 ∩X2, s)
donc, par récurrence sur dimX, l’énoncé pour X1 et X2 l’implique
pour X. On se ramène ainsi à X irréductible.
2. Si U est un ouvert de X, de complémentaire Z, on a de même
ζ(X, s) = ζ(U, s)ζ(Z, s)
donc, par récurrence sur dimX, l’énoncé est équivalent pour X et
U . Ceci nous ramène à X affine (et intègre).
3. Si f : X → Y est un morphisme fini et plat et si l’énoncé est vrai
pour Y , il est vrai pour X. En effet, si d est le degré de f , le même
raisonnement qu’au §1.10 donne ζ(X, s) ≤ ζ(Y, s)d pour s ∈]n,+∞[
où n = dimY .
4. Par le lemme de normalisation de Noether, on est ainsi ramené à
X = AnZ ou X = SpecA
n
Fq
selon que X est plat ou non sur Z (6) :
dans le second cas, la proposition 2.2.3 e) donne
ζ(X, s) =
1
1− qn−s
qui converge absolument pour ℜ(s) > n = dimX ; dans le premier
cas, la même référence donne
ζ(X, s) = ζ(s− n)
qui converge absolument pour s > n+ 1 = dimX d’après la propo-
sition 1.2.1.
6. Plus précisément, dans le premier cas un ouvert affine de X est fini sur AnU où
U est un ouvert de SpecZ ; on se ramène de là au cas de An
Z
comme en 2.
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2.3. Cas d’une courbe sur un corps fini : énoncé. — Si X est un
Fq-schéma de type fini, on peut écrire d’après la proposition 2.2.3 c) :
ζ(X, s) = Z(X, q−s)
avec Z(X, t) ∈ Q[[t]]. La même référence donne
Z(X, t) = exp
(
∞∑
n=1
νn
tn
n
)
, νn = |X(Fqn)|
et la preuve de la proposition 2.2.3 a) donne une autre expression :
(2.2) Z(X, t) =
∑
c∈Z0(X)+
tdeg(c) =
∑
n≥0
bnt
n
où bn = |{c ∈ Z0(X)+ | deg(c) = n}|.
2.3.1. Mise en garde. — La fonction ζ(X, s) est “absolue” alors que
Z(X, t) est relative au choix du corps de base Fq : si X est un Fq′-schéma
de type fini avec q′ = qr, alors Z(X/Fq, t) = Z(X/Fq′ , tr).
2.3.2. Théorème. — Soit C une courbe projective, lisse et géométri-
quement connexe, de genre g sur Fq. Alors
Z(C, t) =
P (t)
(1− t)(1− qt)
où P ∈ Z[t] est un polynôme de degré 2g et de terme constant 1, dont
les racines inverses sont de valeur absolue
√
q pour tout plongement de
Q¯ dans C. On a l’équation fonctionnelle
Z(C, 1/qt) = q1−gt2−2gZ(C, t).
(Les racines inverses de P sont les nombres α1, . . . , α2g tels que
P (t) =
2g∏
i=1
(1− αit).)
2.3.3. Corollaire (Hypothèse de Riemann). — Les zéros de ζ(C, s)
sont tous situés sur la droite ℜ(s) = 1/2.
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2.4. Stratégie de la preuve. —
1. Rationalité et équation fonctionnelle : résultent de Riemann-Roch.
2. Hypothèse de Riemann : borne sur les an := 1 + qn − νn, plus
précisément :
(2.3) |an| ≤ 2g
√
qn.
Dans tout ce qui suit, “courbe sur k” signifie “courbe projective, lisse
et géométriquement connexe sur (le corps) k”.
2.5. Le théorème de Riemann-Roch. — Dans le cas d’une courbe,
les zéro-cycles coïncident avec les diviseurs. Rappelons l’énoncé du théo-
rème de Riemann-Roch (cf. [62, ch. IV, §1]) pour une courbe C sur un
corps k :
Notons F le corps des fonctions de C. Si D est un diviseur sur C, on
note L(D) le faisceau inversible correspondant et L(D) = H0(C,L(D)) :
c’est un k-espace vectoriel de dimension finie l(D). Par définition, L(D)
est un sous-faisceau du faisceau constant F et on a
L(D) = {f ∈ F ∗ | D + (f) ∈ Z0(C)+} ∪ {0}.
Notons Ω1 le faisceau des formes différentielles de Kähler, localement
libre de rang 1, etK un diviseur correspondant à Ω1 (diviseur canonique).
Le théorème de Riemann-Roch est la formule
(2.4) l(D)− l(K −D) = deg(D) + 1− g.
On en déduit notamment :
(2.5) l(K) = g, deg(K) = 2g − 2
(2.6) l(D) = deg(D) + 1− g si deg(D) > 2g − 2
cf. [62, ch. IV, ex. 1.3.3 et 1.3.4].
(Chez Hartshorne, k est supposé algébriquement clos, mais on se ra-
mène immédiatement à ce cas puisque les l(D) sont invariants par exten-
sion du corps de base.)
2.6. Rationalité et équation fonctionnelle (F.K. Schmidt). —
Revenons au cas qui nous intéresse : k = Fq. Ce qui suit est une retrans-
cription de [153, nos 18–19].
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2.6.1. Lemme. — Soit D ∈ Z0(C). Alors le nombre de diviseurs effec-
tifs rationnellement équivalents à D est égal à
ql(D) − 1
q − 1 .
Démonstration. — En effet, ce nombre est par définition le cardinal du
système linéaire |D| = P(L(D)) attaché à D.
Soit δ > 0 le pgcd des degrés des éléments non nuls de Z0(C) (7) ;
choisissons un diviseur D0 de degré δ. Choisissons aussi un entier ν tel
que νδ ≥ g, et un ensemble maximal D1, . . . , Dh de diviseurs effectifs de
degré νδ, deux à deux non rationnellement équivalents.
2.6.2. Lemme. — Tout diviseurD de degré νδ est rationnellement équi-
valent à un et un seul Di, 1 ≤ i ≤ h.
Démonstration. — D’après (2.4), l(D) > 0 donc D est rationnellement
équivalent à un diviseur effectif.
Soit D un diviseur effectif non nul : on a deg(D) = nδ, n > 0. Alors
D−(n−ν)D0 est de degré νδ, donc on peut lui appliquer le lemme 2.6.2.
En tenant compte du lemme 2.6.1, ceci donne
bnδ =
h∑
i=1
ql(Di+(n−ν)D0) − 1
q − 1 .
Mais, pour nδ > 2g − 2, (2.4) donne l(Di + (n− ν)D0) = nδ + 1 − g,
d’où
bnδ = h
qnδ+1−g − 1
q − 1 .
Donc (2.2) donne que (q − 1)Z(C, t) est somme d’un polynôme et de
la série
h
∑
nδ>2g−2
(qnδ+1−g − 1)tnδ = h
(
q1−g
(qt)(ρ+1)δ
1− (qt)δ −
t(ρ+1)δ
1 − tδ
)
où ρ = inf{n | nδ ≥ 2g − 2}. Donc Z(C, t) ∈ Q(t).
On remarque ensuite que δ | 2g − 2 (grâce à (2.5)), donc que
ρ =
2g − 2
δ
.
7. On verra plus bas que δ = 1, mais il n’est pas nécessaire de le savoir pour le
moment.
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On peut alors écrire plus précisément (q − 1)Z(C, t) = F (t) + hR(t),
avec
(2.7) F (t) =
ρ∑
n=0
h∑
i=1
ql(Di+(n−ν)D0)tnδ, R(t) =
1
tδ − 1 + q
1−g (qt)
(ρ+1)δ
1− (qt)δ .
Un calcul direct donne
R(1/qt) = q1−gt2−2gR(t).
Pour traiter F (t), on réutilise la formule de Riemann-Roch : jointe au
lemme 2.6.2, elle implique que les familles (l(K −Di − (n− ν)D0))1≤i≤h
et (l(Di + (ρ − n − ν)D0))1≤i≤h coïncident à permutation près. On en
déduit que F (t), et donc Z(C, t), vérifie la même équation fonctionnelle
que R(t).
2.7. Hypothèse de Riemann : réduction à (2.3) (Hasse, Schmidt,
Weil). — Supposons (2.3) connu ; posons P (t) = (1− t)(1− qt)Z(C, t),
qui vérifie l’équation fonctionnelle
(2.8) hP (1/qt) = q−gt−2gP (t).
D’après le §2.6, P est une fraction rationnelle donc est méromorphe
dans tout le plan complexe. Par construction, on a
d logP (t)
dt
= −
∞∑
n=1
ant
n−1.
D’après (2.3), cette série converge pour |t| < q−1/2 ; P n’a donc ni zéro
ni pôle dans ce domaine. Mais l’équation fonctionnelle montre que P n’a
pas non plus de zéros ou de pôles dans le domaine |t| > q−1/2 ; ses zéros
et pôles sont donc concentrés sur le cercle |t| = q−1/2 et Z(C, t) a en plus
deux pôles simples, en t = 1 et en t = 1/q. En examinant (2.7), on en
déduit :
δ = 1; P est un polynôme.
Enfin, ce polynôme est à coefficients entiers par construction, et il est
de degré 2g d’après (2.8).
2.8. Hypothèse de Riemann : la première démonstration de
Weil. — Elle repose sur la théorie des correspondances et plus pré-
cisément sur l’inégalité de Castelnuovo-Severi.
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2.8.1. Théorie élémentaire des correspondances. — (Voir aussi [159, I].)
2.8.1. Définition. — Soient C,C ′ deux courbes (projectives, lisses, géo-
métriquement connexes) sur un corps k. Une correspondance algébrique
de C vers C ′ est un diviseur sur C × C ′. Notation : Corr(C,C ′).
2.8.2. Exemple. — Si f : C → C ′ est un k-morphisme, son graphe Γf ,
image de l’immersion fermée C
(
1G
f
)
−−−→ C × C ′, est une correspondance
notée f∗.
2.8.3. Exemple. — Si γ ∈ Corr(C,C ′), le diviseur sous-jacent à γ défi-
nit une correspondance de C ′ vers C, notée tγ ∈ Corr(C ′, C) (correspon-
dance transposée). Si γ est de la forme Γf , on note tγ = f ∗.
2.8.4. Définition. — Soient C,C ′, C ′′ trois courbes sur le corps k, et
soient γ ∈ Corr(C,C ′) et γ′ ∈ Corr(C ′, C ′′).
a) On dit que γ et γ′ sont composables si les composantes irréductibles
des diviseurs γ×C ′′ et C×γ′ de C×C ′×C ′′ sont deux à deux distinctes.
b) Si γ et γ′ sont composables, on définit leur composée γ′ ◦ γ comme le
diviseur
(pC×C
′×C′′
C×C′′ )∗(C × γ′ ∩ γ × C ′′)
où p∗ est l’image directe des cycles [53, §1.4] et ∩ désigne le produit
d’intersection (défini à l’aide des multiplicités d’intersection) (8).
Si γ et γ′ sont irréductibles, les diviseurs γ × C ′′ et C × γ′ sont égaux
si et seulement si γ est de la forme C × P et γ′ de la forme P × C ′′, où
P est un point de C ′. Ceci donne :
2.8.5. Proposition (Weil, [153, th. 6]). — Il existe une et une seule
loi bilinéaire (composition)
◦ : Corr(C ′, C ′′)× Corr(C,C ′)→ Corr(C,C ′′)
telle que
(i) Si γ ∈ Corr(C,C ′) et γ′ ∈ Corr(C ′, C ′′) sont composables, leur
composition est donnée par la règle de la définition 2.8.4 b).
(ii) (P × C ′′) ◦ (C × P ) = 0 pour tout P ∈ C ′(0).
8. Sauf lecture trop rapide de [152], Weil définit celles-ci “à l’italienne” : sur une
variété que nous appellerions maintenant quasi-projective, par réduction à la diagonale
et intersection avec un espace linéaire général de dimension complémentaire ; puis sur
une variété quelconque, par recollement à partir du cas quasi-projectif.
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Cette loi est associative (quand on fait intervenir quatre courbes) et la
correspondance diagonale ∆C ⊂ C × C est élément neutre à gauche et à
droite. Si f : C → C ′ et f ′ : C ′ → C ′′ sont deux morphismes, on a
(f ′ ◦ f)∗ = f ′∗ ◦ f∗.
Enfin, pour toutes correspondances γ ∈ Corr(C,C ′) et γ′ ∈ Corr(C ′, C ′′),
on a
t(γ′ ◦ γ) = tγ ◦ tγ′.
Démonstration. — L’existence et l’unicité sont évidentes ; la vérification
des propriétés formelles suit de celle des produits d’intersection (cf. [53,
prop. 16.1.1]).
2.8.2. Indices. —
2.8.6. Définition (cf. [53, ex. 16.1.4]). — Soit γ ∈ Corr(C,C ′) une
correspondance. On lui associe ses indices (ou degrés) d(γ), d′(γ) : ce
sont les entiers tels que (pC×C
′
C )∗γ = d(γ)[C] et (p
C×C′
C′ )∗γ = d
′(γ)[C ′],
respectivement.
Si γ est irréductible, on a donc
d(γ) =
{
[k(γ) : k(C)] si γ est dominant sur C
0 sinon
et de même pour d′(γ).
2.8.7. Lemme. — On a les identités
d(tγ) = d′(γ), d(γ′ ◦ γ) = d(γ′)d(γ).
2.8.8. Proposition (Weil, [153, th. 6]). — Soit γ ∈ Corr(C,C ′) une
correspondance effective, sans composantes de la forme P × C ′ où P est
un point fermé de C, et telle qu’on ait d(γ) = 1. Alors
γ ◦ tγ = d′(γ)∆C .
2.8.9. Corollaire. — Si f : C → C ′ est un morphisme non constant,
on a f∗ ◦ f ∗ = deg(f)∆C′.
Démonstration. — En effet, on a d(Γf) = 1 et d′(Γf) = deg(f), et Γf ,
irréductible, n’est clairement pas de la forme P × C ′.
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2.8.3. La trace. —
2.8.10. Définition. — Soient γ1, γ2 ∈ Corr(C,C ′), considérés comme
diviseurs. On note I(γ1, γ2) ∈ Z leur produit d’intersection.
Chez Weil, ce produit est défini ainsi [153, p. 30] : si γ, γ′ sont deux
courbes réduites et irréductibles distinctes, leur intersection γ ∩ γ′ est
un zéro-cycle et I(γ, γ′) = deg(γ ∩ γ′) : ceci s’étend aux diviseurs sans
composante commune par linéarité. Si γ = γ′, alors il existe une fonction
rationnelle f telle que vγ(f) = 1, et on définit I(γ, γ) comme I(γ, γ−(f)).
Cette définition marche parce que, si γ et (f) n’ont pas de composante
commune, alors I(γ, (f)) = 0.
2.8.11. Proposition (Weil, [153, prop. 2]). — On a l’identité
I(γ1, γ2) = I(
tγ2 ◦ γ1,∆C).
Démonstration. — C’est un exercice combinatoire, cf. [53, ex. 16.1.3]
pour un énoncé un peu plus précis (et une démonstration).
2.8.12. Définition. — Soit C une courbe et soit γ ∈ Corr(C,C). On
définit
σ(γ) = d(γ) + d′(γ)− I(γ,∆C).
C’est la trace de γ.
2.8.13. Définition. — Deux correspondances γ1, γ2 ∈ Corr(C,C ′) sont
équivalentes (notation : γ ≡ γ′) si il existe une fonction rationnelle f et
des diviseurs D sur C et D′ sur C ′ tels que
γ − γ′ = (f) +D × C ′ + C ×D′.
C’est la three-line equivalence de Weil (terminologie de J.P. Murre).
2.8.14. Proposition. — a) ([153, p. 38]). Dans Corr(C,C), l’ensemble
des γ ≡ 0 est un idéal bilatère.
Plus généralement, si on note Corr≡(C,C ′) = Corr(C,C ′)/ ≡, la com-
position de la proposition 2.8.5 induit une composition
◦ : Corr≡(C ′, C ′′)× Corr≡(C,C ′)→ Corr≡(C,C ′′).
b) ([153, th. 7]) La trace σ induit une fonction
σ : Corr≡(C,C)→ Z.
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qui vérifie l’identité σ(tγ) = σ(γ).
c) (ibid.) Si γ ∈ Corr≡(C,C ′) et γ′ ∈ Corr≡(C ′, C), on a la relation
σ(γ′ ◦ γ) = σ(γ ◦ γ′).
2.8.4. La trace de l’identité. —
2.8.15. Théorème (Weil, [153, th. 8]). — Si C est de genre g, on a
σ(∆C) = 2g.
Esquisse. — Comme d(∆C) = d′(∆C) = 1, il faut prouver que I(∆C ,∆C)
= 2− 2g. Cela résulte du théorème de Riemann-Roch (2.4) car, si f est
une fonction rationnelle sur C ×C telle que v∆C(f) = 1, (pC×CC )∗
(
((f)−
∆C) ∩ ∆C)
)
(première projection) est un diviseur canonique [153, p.
15].
2.8.5. L’inégalité de Castelnuovo-Severi. —
2.8.16. Théorème (théorème de l’indice de Hodge pour une sur-
face)
Soit S/k une surface projective lisse, et soit H un diviseur ample sur
S. Notons <,> le produit d’intersection sur les diviseurs. Soit D un
diviseur sur S tel que < D,H >= 0. Alors < D,D >≤ 0, avec égalité
si et seulement si D est numériquement équivalent à zéro (c’est-à-dire
< D,E >= 0 pour tout diviseur E).
Démonstration. — Voir [62, ch. V, th. 1.9] ou [53, ex. 15.2.4]. Ce théo-
rème est dû à Beniamino Segre [117] et Jacob Bronowski [21], redécou-
vert par Alexander Grothendieck [55]. La preuve utilise le théorème de
Riemann-Roch pour S.
2.8.17. Théorème (Weil, [153, th. 10]). — Soit γ ∈ Corr≡(C,C ′) −
{0}. Alors σ(tγ ◦ γ) > 0.
Démonstration moderne. — D’après la proposition 2.8.11, il s’agit de
montrer :
I(γ, γ) < d(tγ ◦ γ) + d′(tγ ◦ γ)
si γ ∈ Corr(C,C) n’est pas ≡ 0. Étant donné le lemme 2.8.7, cette
inégalité est équivalente à
I(γ, γ) < 2d(γ)d′(γ)
(inégalité de Castelnuovo-Severi). Cela résulte du théorème 2.8.16 pour
la surface S = C × C ′, appliqué (sur k¯) au diviseur D = γ − d(γ)(P ×
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C ′) − d′(γ)(C × P ′) et au diviseur ample H = C × P ′ + P × C ′, où P
(resp. P ′) est un point de C (resp. de C ′).
2.8.18. Remarque. — Mattuck et Tate déduisent dans [96] le théo-
rème 2.8.17 du théorème de Riemann-Roch pour C × C ′ ; Grothendieck
remarque dans [55] que cela résulte directement du théorème de l’indice
de Hodge, comme ci-dessus : j’ai reproduit la version de son argument
donnée par Fulton dans [53, ex. 16.1.10 (a)].
2.8.19. Corollaire. — a) L’application
(γ1, γ2) 7→ σ(tγ2 ◦ γ1)
de Corr≡(C,C ′)×Corr≡(C,C ′) vers Z est une forme bilinéaire symétrique
définie positive.
b) Pour toute classe de correspondance γ ∈ Corr≡(C,C), on a l’inégalité
σ(γ)2 ≤ 2gσ(tγ ◦ γ)
avec égalité si et seulement si γ est linéairement dépendante de ∆C.
Démonstration. — a) La symétrie résulte de la proposition 2.8.14 et la
positivité du théorème 2.8.17.
b) La forme quadratique
(a, b) 7→ σ (t(a∆C + bγ)(a∆C + bγ)) = 2ga2 + 2σ(γ)ab+ σ(tγ ◦ γ)b2
(cf. théorème 2.8.15 et proposition 2.8.14) est positive, son discriminant
est donc négatif ou nul ; il est nul si et seulement si la forme n’est pas
définie, ce qui arrive exactement quand γ et ∆C sont linéairement dépen-
dants (dans Corr≡(C,C)).
2.8.6. Cas du graphe d’un endomorphisme. — Soit f : C → C un en-
domorphisme, de graphe Γf . En appliquant le corollaire 2.8.19 à Γf en
tenant compte du corollaire 2.8.9 et en réappliquant le théorème 2.8.15,
on trouve :
2.8.20. Théorème. — On a l’inégalité
|σ(f∗)| ≤ 2g
√
deg(f).
Si Γf est transverse à ∆C , cette inégalité devient
|1 + deg(f)−N(f)| ≤ 2g
√
deg(f)
où N(f) est le nombre de points fixes de f .
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Démonstration. — Comme d(f∗) = 1 et d′(f∗) = deg(f) (voir preuve du
corollaire 2.8.9), pour déduire la seconde inégalité de la première il reste
à remarquer que I(f∗,∆C) = N(f) par l’hypothèse de transversalité (cf.
proposition 2.8.11).
2.8.7. Fin de la démonstration. — Pour démontrer (2.3), Weil applique
le théorème 2.8.20 aux puissances de la correspondance de Frobenius πC ,
graphe du morphisme de Frobenius
FC : C → C
défini (en termes grothendieckiens) par l’identité sur les points de C
et l’application f 7→ f q sur le faisceau d’anneaux OC . Comme FC est
radiciel, son graphe est bien transverse à ∆C ainsi que celui de F nC pour
tout n > 0 : voir [153, preuve du th. 13]. Il reste à observer que l’ensemble
des points fixes de F nC est C(Fqn).
2.9. Premières applications. —
2.9.1. Corollaire. — a) Soit C une courbe projective lisse de genre g,
géométriquement connexe sur Fq. Alors
1 + q − 2g√q ≤ |C(Fq)| ≤ 1 + q + 2g√q.
b) Soit C une courbe projective lisse de genre g, géométriquement irré-
ductible sur un corps de nombres k. Si v est une place finie de k, de bonne
réduction pour C, C(kv) a un point rationnel dès que N(v) ≥ 4g2.
Démonstration. — a) est immédiat à partir de (2.3). Cela implique que
X(Fq) 6= ∅ dès que 1 + q − 2g√q > 0. Ceci se produit dès que
√
q > g +
√
g2 − 1
ce qui est vrai dès que
√
q ≥ 2g, soit q ≥ 4g2. Dans b), on en déduit que
la fibre spéciale C(v) a un point rationnel dès que N(v) > 4g2, et alors
C(kv) a également un point rationnel.
2.9.2. Exemple. — Si C est une courbe de genre 1 sur Q qui a bonne
réduction en p, alors C(Qp) a un point rationnel dès que p ≥ 5.
2.9.3. Corollaire. — Soit C une courbe sur Fq, éventuellement ouverte
et singulière, mais géométriquement intègre. Alors ζ(C, s) est une fraction
rationnelle en q−s ; ses pôles sont simples et situés aux points s = 1+ 2iπr
log q
,
r ∈ Z, et elle ne s’annule pas pour ℜ(s) > 1
2
.
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Démonstration. — Supposons d’abord C propre, et soit C˜ sa normali-
sation. La projection f : C˜ → C est un isomorphisme en dehors d’un
nombre fini de points c1, . . . , cn ∈ C. On a
Z(ci, t) = (1− tdi)−1
où di = deg(ci) et
Z(f−1(ci), t) =
∏
c∈f−1(ci)
(1− tdc)−1
où dc = deg(c). comme di | dc pour tout c, (1 − tdi) |
∏
(1 − tdc). On en
conclut que
(2.9) Z(C, t) = Z(C˜, t)Q(t)
où Q est un polynôme dont les zéros sont des racines de l’unité.
Si C est quelconque, on considère sa complétée C¯ : si C˜ est la norma-
lisée de C¯, on voit que (2.9) reste vrai, avec la même propriété pour Q.
La conclusion résulte alors du théorème 2.3.2.
2.10. Les théorèmes de Lang-Weil. — Le corollaire suivant est dû
indépendamment à Lang-Weil [85] et Nisnevič [100] (ce dernier a une
borne un peu moins fine).
2.10.1. Corollaire. — Soit X une sous-variété de PNFq de dimension
n, de degré d et géométriquement irréductible. Alors∣∣|X(Fq)| − qn∣∣ ≤ (d− 1)(d− 2)qn−1/2 + Aqn−1
où A est une constante ne dépendant que de n, d,N .
En particulier, X admet un zéro-cycle de degré 1.
Esquisse de démonstration. — Lang et Weil procèdent par récurrence
sur n. Le cas n = 1 est une variante de la démonstration du corollaire
2.9.3, utilisant l’identité
(d− 1)(d− 2)
2
= g +
∑
P
δP
où g est le genre de la désingularisée X˜ de X et, pour tout P ∈ X, δP
est la longueur du OX,P -module OX˜,P/OX,P [62, I, ex. 7.2 ; IV, ex. 1.8].
Pour n > 1, on peut supposer que sans perte de généralité que X n’est
contenu dans aucun hyperplan H de PN . Le lieu desH tels queH∩X soit
réductible est alors un fermé algébrique non vide de l’espace projectif dual
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de PN . (9) On voit facilement qu’il est contenu dans une hypersurface, ce
qui borne son nombre de Fq-points par BqN−1 où B est une constante
dépendant de (n, d,N). Un argument de comptage élémentaire permet
alors de conclure.
2.10.2. Remarque. — Pour obtenir l’existence d’un zéro-cycle de de-
gré 1 sur X, il n’est pas nécessaire d’appliquer l’estimation du corollaire
2.10.1 : il suffit d’appliquer le résultat du §2.7 à la normalisée d’une
courbe tracée sur X.
2.10.3. Corollaire. — Soit K un corps de fonctions de n variables sur
Fq, Fq étant algébriquement fermé dans K. Alors il existe une constante
γ telle que, pour tout Fq-modèle V de K et tout r ≥ 1, on ait l’inégalité∣∣|V (Fqr)| − qrn∣∣ ≤ γqr(n−1/2) +Bqr(n−1)
où la constante B dépend de V . Si K admet un modèle projectif de degré
d, on peut prendre γ ≤ (d− 1)(d− 2).
Démonstration. — On raisonne par récurrence sur n, le cas n = 0 étant
trivial (avec γ = B = 0). Pour n > 0, cela montre que l’énoncé est
invariant par passage à un ouvert non vide de V ; on peut donc supposer
V affine, puis projectif, et on est ramené au corollaire 2.10.1.
2.10.4. Corollaire. — Si V ′ est un autre modèle de K, la fonction
ζ(V, s)/ζ(V ′, s) converge absolument pour ℜ(s) > n − 1 ; donc l’ordre
des zéros et pôles de ζ(V, s) dans cette région sont des invariants bira-
tionnels de K.
Le corollaire suivant est dû à Lang-Weil [85] quand V est comme ci-
dessus, et généralisé par Serre dans [123].
2.10.5. Corollaire. — a) Soit V un Z-schéma de type fini de dimen-
sion n. Alors ζ(V, s) se prolonge analytiquement au demi-plan ℜ(s) >
n− 1
2
.
b) Supposons V intègre, de corps des fonctions E.
(i) Si carE = 0, ζ(V, s) a dans ce domaine un unique pôle simple en
s = n.
9. Dans [SGA7, exp. XVII, §3], une variante de ce lieu est étudiée, quand X est
lisse, sous le nom de variété duale : la condition “intersection non irréductible” est
remplacée par “intersection non transverse”.
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(ii) Si carE = p, soit Fq son corps des constantes (fermeture al-
gébrique de Fp dans E). Alors les seuls pôles de ζ(V, s) dans ce
domaine sont simples et situés aux points
s = n +
2iπr
log q
, r ∈ Z.
Démonstration. — Serre suggère une démonstration utilisant des fibra-
tions en courbes ; procédons différemment, en appliquant le corollaire
2.10.3. On ramène d’abord a) à b) en raisonnant par récurrence sur n
comme dans le point 1 de la preuve du théorème 2.2.5. Dans le cas (ii)
de b), l’énoncé résulte immédiatement du corollaire 2.10.3 en utilisant
la formule de la proposition 2.2.3 c) : plus précisément, celle-ci montre
comme dans [85, p. 826] que la série Z(V, t)(1−qnt) converge absolument
pour |t| < q−(n− 12 ).
Dans le cas (i), soit K la fermeture algébrique de Q dans E : d’après
[EGA4, Prop. 9.7.8] (10), les fibres du morphisme V → SpecOK sont géo-
métriquement irréductibles de dimension n−1, à l’exception d’un nombre
fini d’entre elles. On déduit alors du corollaire 2.10.3 et de l’abscisse
de convergence absolue de ζ(OK, s) (§1.10) que ζ(V, s)ζ(OK, s − n + 1)
converge absolument pour ℜ(s) > n − 1
2
, ce qui donne la conclusion de
nouveau grâce à 1.10.
3. Les conjectures de Weil
3.1. Des courbes aux variétés abéliennes. — Rappelons briève-
ment les points les plus importants de la théorie des variétés abéliennes
([154], [83], [97], [93, 94]) : pour un aperçu historique, voir les notes
bibliographiques de Milne à la fin de [94] et les commentaires de Weil
dans ses œuvres scientifiques.
3.1.1. Généralités. —
3.1.1. Définition. — Soit k un corps. Une variété abélienne sur k est
un k-groupe algébrique, propre et intègre.
Notons que intègre⇒ géométriquement intègre (car A admet un point
rationnel, l’élément neutre) ⇒ lisse (car l’ouvert de lissité de A est non
vide, et on utilise des translations pour recouvrir A.)
10. Je remercie Colliot-Thélène pour cette référence.
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3.1.2. Théorème. — a) Une variété abélienne est projective et sa loi
de groupe est commutative.
b) Soit f : A → B un k-morphisme entre variétés abéliennes. Pour
b ∈ B(k), notons tb la translation (à gauche ou à droite) par b. Alors
t−f(0) ◦ f : a 7→ f(a)− f(0) est un homomorphisme.
3.1.3. Définition. — Soient A,B deux variétés abéliennes sur k. Une
isogénie de A vers B est un homomorphisme f : A→ B, surjectif [fidè-
lement plat] et de noyau fini.
3.1.4. Théorème. — Soit A une variété abélienne de dimension g. Soit
l un nombre premier différent de car k, et soit k¯ une clôture algébrique
de k. Alors A(k¯) est divisible et, pour tout n ≥ 1, le groupe lnA(k¯) est
(non canoniquement) isomorphe à (Z/ln)2g. On note
Tl(A) = lim←− lnA(k¯)
son module de Tate : c’est un Zl-module libre de rang 2g. (11)
3.1.5. Théorème. — Soient A,B deux variétés abéliennes sur k. Alors
Homk(A,B) est un Z-module libre de type fini, et l’homomorphisme
Homk(A,B)⊗ Zl → HomZl(Tl(A), Tl(B))
est injectif pour tout l 6= car k. De plus, l’algèbre
End0(A) = End(A)⊗Q
est semi-simple.
3.1.6. Corollaire. — Tout endomorphisme surjecitf d’une variété abé-
lienne est une isogénie.
3.1.7. Corollaire (Théorème de complète réductibilité de Poin-
caré)
Soit A une k-variété abélienne, et soit B une sous-k-variété abélienne
de A. Alors il existe une sous-k-variété abélienne C de A telle que B+C =
A et que B ∩ C soit fini.
Sur k = C, tous ces résultats sont faciles à obtenir à partir de la des-
cription transcendante d’une variété abélienne : quotient de Cg par un
réseau avec formes de Riemann. Sur un corps quelconque (surtout de ca-
ractéristique > 0), ils sont nettement plus difficiles, et dûs à Weil [154]
11. Si l = p = cark, pnA(k¯) ≃ (Z/pn)r avec 0 ≤ r ≤ g. De plus, pnA a une structure
de k-schéma en groupe fini de Z/pn-rang 2g : voir [97, fin §6 et §15, “The p-rank”].
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(sauf celui de la note 11 ; la projectivité est également due indépendam-
ment à Matsusaka et à Barsotti).
Pour être complet, citons :
3.1.8. Théorème (Tate, Zarhin, Mori, Faltings)
Soit k un corps de type fini (sur son sous-corps premier), et soient
A,B deux k-variétés abéliennes. Notons ks une clôture séparable de k et
G = Gal(ks/k) le groupe de Galois absolu de k. Enfin, soit l un nombre
premier différent de car k. Alors l’homomorphisme
Homk(A,B)⊗ Zl → HomZl(Tl(A), Tl(B))G
est un isomorphisme.
Lorsque k est fini, ceci donne une classification complète des variétés
abéliennes sur k, voir [139] ou [97, App. 2, th. 2 et 3].
3.1.2. Le polynôme caractéristique d’un endomorphisme. —
3.1.9. Définition. — Soit f ∈ End(A). On note deg(f) le degré de f
si f est surjectif, et 0 sinon.
3.1.10. Exemple. — deg(n1A) = n2g.
3.1.11. Théorème. — Soit A une variété abélienne de dimension g, et
soit f ∈ End(A). Alors
det Tl(f) = deg(f)
pour tout l 6= car k. Par conséquent,
deg(n1A − f) = P (n) pour tout n ∈ Z
où P est le polynôme caractéristique de Tl(f).
En particulier, P est à coefficients entiers, de degré 2g, et indépendant
de l.
Démonstration. — Voir [97, §19, th. 4] ou [93, prop. 12.9].
3.1.3. Variétés de Picard ; dualité. —
3.1.12. Théorème. — Soit X une k-variété projective lisse. Si k est
algébriquement clos, le groupe de Picard Pic(X) se décrit comme une
extension
0→ Pic0(X)→ Pic(X)→ NS(X)→ 0
où NS(X), le groupe de Néron-Severi de X, est un groupe abélien de
type fini et Pic0(X) = Pic0X/k(k) est le groupe des k-points d’une variété
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abélienne, la variété de Picard de X.
Si k est quelconque, Pic0Xk¯/k¯ est définie sur k (notation : Pic
0
X/k).
Si X est une courbe de genre g, Pic0X/k est de dimension g : on l’appelle
la jacobienne de X et on la note (ici) J(X).
3.1.13. Définition. — Soit A une variété abélienne : on note A∗ (12) sa
variété de Picard : c’est la variété duale de A.
Une justification partielle de la terminologie est que tout homomor-
phisme f : A→ B induit un homomorphisme dual f ∗ : B∗ → A∗.
3.1.14. Théorème (bidualité). — On a A∗∗ = A. SiX est une courbe,
J(X) est canoniquement isomorphe à sa duale. (Voir exemple 3.1.26.)
3.1.15. Corollaire. — Si f : A→ B est une isogénie, f ∗ est aussi une
isogénie, et deg(f ∗) = deg(f).
Plus précisément, les schémas en groupes Ker f et Ker f ∗ sont duals
l’un de l’autre. La dualité en question est la dualité de Cartier pour
les schémas en groupes finis : le dual d’un tel schéma en groupes G est
G∗ = Hom(G,Gm). Voir [97, §15, th. 1] ou [93, §11] pour la preuve.
La meilleure explication de la dualité des variétés abéliennes est via
la théorie des biextensions (Mumford, Grothendieck [SGA7, exp. VII-
VIII]), qui conduit à la notion de 1-motif (Deligne [36, §10]).
3.1.16. Définition. — Soit l un nombre premier différent de car k.
L’accouplement
Tl(A)× Tl(A∗)→ Zl(1) := lim←−µln
obtenu en appliquant le corollaire 3.1.15 aux groupes lnA = Ker(ln) et à
leurs duaux s’appelle l’accouplement de Weil.
3.1.4. Morphismes vers une variété abélienne. —
3.1.17. Théorème. — Soient X une k-variété lisse, U un ouvert dense
de X et f : U → A un morphisme de U vers une variété abélienne. Alors
f s’étend (de manière unique) à X.
Démonstration. — Voir [93, th. 3.1].
12. ou parfois A′, Aˆ, A∨. . .
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3.1.5. Variété d’Albanese. — La variété d’Albanese d’une variété pro-
jective lisse X/k est une variété abélienne qui est, approximativement,
universelle pour les morphismes de X vers une variété abélienne. Mal-
heureusement le problème universel juste énoncé est incorrect, et donner
le bon énoncé est un peu plus désagréable.
Dans le cas où X a un point rationnel x0, l’énoncé correct est simple :
les k-morphismes f : X → A tels que f(x0) = 0. Quel est le bon énoncé
quand X n’a pas nécessairement de point rationnel ?
En voici deux, équivalents :
3.1.18. Définition. — Soit X une k-variété projective lisse, et soit A
une k-variété abélienne. Un morphisme f : X ×k X → A est admissible
si f(∆X) = 0.
(Vu le théorème 3.1.17, cela revient à énoncer le problème universel
ci-dessus “sur K = k(X)” avec le point générique de X, devenu point
K-rationnel.)
3.1.19. Théorème. — Le problème universel donné par la définition
3.1.18 a une solution Alb(X).
Pour énoncer le second problème universel, nous avons besoin de la
notion de torseur (ou espace homogène principal) sous un schéma en
groupes :
3.1.20. Définition. — Soit S un schéma, et soit G un S-schéma en
groupes.
a) Le G-torseur trivial sur S est G, muni de l’action à gauche de G.
b) Un G-torseur de base S est un S-schéma fidèlement plat E, muni
d’une action de G (au-dessus de S)
µ : G×S E → E
tel que le diagramme
G×S E µ−−−→ E
p2
y y
E −−−→ S
soit cartésien.
(La condition “cartésien” signifie que le morphisme ϕ : G ×S E →
E ×S E défini par p2 et µ est un isomorphisme : autrement dit, le pull-
back du G-torseur E de S à E est trivial.)
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3.1.21. Théorème. — Soit X une k-variété projective lisse. Alors le
problème universel défini par les triplets (A, P, f) où A est un k-variété
abélienne, P est un A-torseur de base k et f : X → P est un k-
morphisme, a une solution (Alb(X), PX , fX).
3.1.22. Exemple. — Partant d’une variété abélienne A et d’un A-torseur
P de base k, on a Alb(P ) = A, PP = P et fP = 1P .
3.1.23. Théorème (dualité Picard-Albanese). — a) Si P est un tor-
seur sous la variété abélienne A, Pic0P/k est canoniquement isomorphe à
Pic0A/k = A
∗.
b) Soient X, (Alb(X), PX , fX) comme dans le théorème 3.1.21. Alors
l’homomorphisme
f ∗P : Pic(P )→ Pic(X)
induit un isomorphisme
Alb(X)∗ ≃ Pic0PX/k
∼−→ Pic0X/k .
3.1.24. Théorème. — Toute variété abélienne A est quotient de la ja-
cobienne d’une courbe.
Esquisse. — (cf. [94, §10].) On choisit un plongement projectif A →֒
PN , donné par un fibré en droites très ample sur A. Si k est infini, le
théorème de Bertini fournit une section hyperplane multiple C de A,
passant par 0, qui soit une courbe projective, lisse et connexe. [Si k est
fini, on arrive aussi à une telle courbe C définie sur k quitte à remplacer
PN par un plongement de Véronèse, c’est-à-dire à couper A par une
intersection complète de multidegré assez grand.] On obtient alors un
homomorphisme
J(C) = Alb(C)→ A
et un lemme de connexité [94, lemma 10.3] implique qu’il est surjectif.
3.1.6. Polarisations ; l’involution de Rosati. — Soit A une variété abé-
lienne et soit L un fibré en droites sur A. On lui associe l’application
ϕL : A(k)→ Pic(A)
x 7→ t∗xL ⊗ L−1.
Le théorème du carré ([97, §6, cor. 4] ou [93, th. 6.7]) implique que
ϕL est un homomorphisme, qui tombe dans Pic0(A). On montre que ϕL
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définit un homomorphisme de variétés abéliennes A → A∗, qui est une
isogénie si (et seulement si) L est ample. (13)
En particulier, A et A∗ sont toujours isogènes.
3.1.25. Définition. — Une polarisation de A est une isogénie λ : A→
A∗ telle que λk¯ soit de la forme ϕL pour un fibré en droites L sur Ak¯ (ce
fibré n’est pas nécessairement défini sur k). On dit qu’une polarisation
est principale si c’est un isomorphisme.
3.1.26. Exemple. — Supposons que A = J(C), où C est une courbe
projective lisse de genre g > 0 munie d’un point rationnel c ; soit ι : C →
A le plongement associé (en considérant A comme la variété d’Albanese
de C). On pose
ΘC = ι(C) + · · ·+ ι(C) (g − 1 termes)
où la somme est relative à l’addition de A : c’est le diviseur theta associé.
Alors ΘC définit une polarisation principale sur A, indépendante du choix
de c [94, §6].
3.1.27. Définition. — Soit λ une polarisation de A. L’involution de
Rosati associée à λ est l’application
f 7→ ρf = λ−1f ∗λ
de End0(A) dans lui-même.
Il est clair que l’involution de Rosati est un anti-automorphisme de
End0(A) ; de plus :
3.1.28. Proposition. — Soit λ : A→ A∗ une polarisation. Notons
Eλ : Tl(A)× Tl(A)→ Zl(1)
l’accouplement déduit de l’accouplement de Weil (définition 3.1.16) via
l’homomorphisme Tl(λ) : Tl(A)→ Tl(A∗). Alors :
(i) Eλ est antisymétrique.
(ii) Pour tout f ∈ End0(A), f et ρf sont adjoints pour Eλ ⊗Ql.
(iii) L’involution de Rosati est une involution.
Démonstration. — Voir [97, §20, th. 1 et ff.] ou [93, début §17].
13. C’est une version quelque peu distordue de la théorie : on utilise ϕL pour L
ample pour construire la variété abélienne duale A∗ comme quotient de A par un
sous-schéma en groupes fini, cf. [97, p. 124] ou [93, §§9, 10].
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Soit R une algèbre semi-simple (de dimension finie) sur un corps K.
On définit une trace Tr : R→ K comme suit :
1. Si R est simple et de centre Z, Tr(x) = TrZ/K Trd(x), où Trd est la
trace réduite de R (sur Z).
2. Si R = R1 × · · · ×Rn, où les Ri sont simples,
Tr(x1, . . . , xn) = Tr(x1) + · · ·+ Tr(xn).
Le résultat principal est :
3.1.29. Théorème (Positivité de l’involution de Rosati)
Soit λ : A→ A∗ une polarisation. Alors la forme quadratique
End0(A) ∋ f 7→ Tr(ρff)
est définie positive. Si λk¯ = ϕL et si f ∈ End(A), on a
Tr(ρff) =
2g
(L)g ((L)
g−1 · f ∗L).
Démonstration. — Voir [97, §21] ou [93, th. 17.3].
3.1.30. Corollaire. — Soit λ : A → A∗ une polarisation ; soit f ∈
End(A) tel que ρff = a ∈ Z. Soient α1, . . . , α2g les racines (dans C) du
polynôme caractéristique de f ( cf. théorème 3.1.11). Alors la sous-algèbre
de End0(A) engendrée par f est semi-simple, et
(i) |αi|2 = a pour tout i ;
(ii) l’application αi 7→ a/αi est une permutation des αi.
Démonstration. — C’est une conséquence presque immédiate du théo-
rème de positivité, voir [97, §21, Application II] ou [93, lemma 19.3].
3.2. L’hypothèse de Riemann pour une variété abélienne. —
3.2.1. La fonction zêta d’une variété abélienne. — On suppose mainte-
nant que k = Fq est fini. Soient A une k-variété abélienne et πA son
endomorphisme de Frobenius. Alors πA agit par 0 sur l’espace tangent
en 0, donc 1− πnA est étale pour tout n > 0 et
A(Fqn) = Ker(1− πnA)
donc
(3.1) |A(Fqn)| = P (n)(1) =
2g∏
i=1
(1− αni )
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où P (n) est le polynôme caractéristique de πnA, de racines α
n
1 , . . . , α
n
2g.
3.2.1. Lemme. — Pour toute involution de Rosati, on a ρπAπA = q.
Démonstration. — Si λ est une polarisation, on peut montrer (parce que
k est fini) que λ = ϕL pour un fibré en droites L défini sur k. Alors on a
π∗AL ≃ Lq et le lemme résulte d’un petit calcul (cf. [93, lemme 19.2]).
(On pourra s’amuser à comparer les démonstrations données dans [83],
[97] et [93], qui sont de plus en plus simples. . .)
3.2.2. Théorème (Weil). — a) Les αi vérifient |αi| = √q pour tout i,
et αi 7→ q/αi est une permutation des racines de P (1).
b) Pour n ∈ {0, . . . , 2g}, soit Pn le polynôme dont les racines inverses
sont les produits αi1 . . . αin pour i1 < · · · < in (donc P1 = P (1)). Alors on
a la factorisation
Z(A, t) =
P1(t) . . . P2g−1(t)
P0(t) . . . P2g(t)
et l’équation fonctionnelle
Z(A, 1/qgt) = Z(A, t).
Démonstration. — C’est immédiat à partir de (3.1) et de la formule de
la proposition 2.2.3 c).
3.2.3. Remarques. — a) Avant l’invention des modules de Tate, Hasse,
Deuring et Weil raisonnaient en termes de “matrices l-adiques” déduites
de l’action des endomorphismes de A sur ses points de torsion, en utilisant
que
EndZ(Ql/Zl) = Zl.
b) Quand on connaîtra l’interprétation de la factorisation du théorème
3.2.2 b) en termes d’une cohomologie de Weil H (3.11), elle s’expliquera
de la manière suivante : les αi sont les valeurs propres de l’action de
Frobenius sur H1(A), et H∗(A) est une algèbre extérieure sur H1(A) (ce
qui se déduit pour toute cohomologie de Weil de la structure du motif de
A, [81]).
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3.2.2. Raccord avec le cas des courbes. — Soient C,C ′ deux k-courbes
projectives lisses. Les correspondances opèrent sur les groupes de Picard
par l’opération
Corr(C,C ′)× Pic(C)→ Pic(C ′)
(γ,D) 7→ (pC×C′C′ )∗(γ ∩D × C ′)
(si le produit d’intersection est défini ; dans le cas exceptionnel γ = P×C ′,
le second membre est défini comme 0). C’est d’ailleurs ainsi que Weil
introduit la composition des correspondances.
Cette action envoie Pic0(C) dans Pic0(C ′) et induit en fait un homo-
morphisme
Corr≡(C,C
′)→ Homk(J(C), J(C ′)).
3.2.4. Théorème (Weil). — Cet homomorphisme est un isomorphis-
me.
Démonstration. — Voir [154, ch. VI, th. 22] ou [94, cor. 6.3].
Lorsque C ′ = C, notons J = J(C) et λ = J ∼−→ J∗ la polarisation
principale canonique de l’exemple 3.1.26. On peut montrer que l’isomor-
phisme
Corr≡(C,C)
∼−→ End(J)
transforme l’involution canonique du membre de gauche (transposition)
en l’involution de Rosati associée à λ, et que la trace σ de la définition
2.8.12 correspond à la trace Tr de l’algèbre semi-simple End0(J) [83, ch.
VI, §3, th. 6]. Ainsi, on retrouve le théorème 2.8.17 à partir du théo-
rème 3.1.29. On voit aussi que le numérateur de Z(C, t) est le polynôme
caractéristique inverse de πJ .
3.3. Les conjectures de Weil. — Elles sont énoncées à la fin de
[155] :
This, and other examples which we cannot discuss here, seem
to lend some support to the following conjectural statements,
which are known to be true for curves, but which I have not so
far been able to prove for varieties of higher dimension.
Let V be a variety (14) without singular points, of dimension
n, defined over a finite field k with q elements. Let Nν be the
14. Curieusement, le mot “projective” est omis.
46 BRUNO KAHN
number of rational points on V over the extension kν of k of
degree ν. Then we have
∞∑
1
NνU
ν−1 =
d
dU
logZ(U)
where Z(U) is a rational function in U , satisfying a functional
equation
Z(
1
qnU
) = ±qnχ/2UχZ(U)
with χ equal to the Euler-Poincaré characteristic of V (in-
tersection number of the diagonal with itself on the product
V × V ).
Furthermore, we have :
Z(U) =
P1(U)P3(U) . . . P2n−1(U)
P0(U)P2(U) . . . P2n(U)
with P0(U) = 1 − U , P2n(U) = 1 − qnU , and, for 1 ≤ h ≤
2n− 1 :
Ph(U) =
Bh∏
i=1
(1− αhiU)
where the αhi are algebraic integers of absolute value qh/2.
Finally, let us call the degrees Bh of the polynomials Ph(U)
the Betti numbers of the variety V ; the Euler-Poincaré charac-
teristic χ is then expressed by the usual formula χ =
∑
h(−1)hBh.
The evidence at hand seems to suggest that, if V is a variety wi-
thout singular points, defined over a field K of algebraic num-
bers, the Betti numbers of the varieties Vp, derived from V by
reduction modulo a prime ideal p in K, are equal to the Betti
numbers of V (considered as a variety over complex numbers)
in the sense of combinatorial topology, for all except at most
a finite number of prime ideals p. For instance, consider the
Grassmannian variety. . .
Le cas des variétés grassmanniennes paraît maintenant facile dans la
mesure où ce sont des variétés cellulaires. Curieusement, Weil ne cite pas
les variétés abéliennes. L’exemple dont il part au début de son article est
celui des hypersurfaces de Fermat généralisées :
(3.2) H : a0xn0 + · · ·+ arxnr = 0
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pour lesquelles il prouve la conjecture en utilisant les sommes de Jacobi.
Il apprend de Pierre Dolbeault la valeur des nombres de Betti de H vue
comme variété complexe, ce qui l’encourage à formuler sa conjecture.
3.3.1. Exercice (cf. [85, pp. 826–827]). — Montrer que les conjectu-
res de Weil impliquent que la plus petite constante γ apparaissant dans
le corollaire 2.10.3 est égale au degré de P2n−1(U). (Ce degré est égal à
2g, où g est la dimension de la variété de Picard de V , cf. remarques
3.2.3 b) et 3.4.3.)
Dans le commentaire de ses œuvres scientifiques sur cet article, Weil
écrit :
Je crois que je fis un raisonnement heuristique basé sur la for-
mule de Lefschetz. En géométrie algébrique classique, soit ϕ
une application génériquement surjective de degré d d’une va-
riété V de dimension n, lisse et complète, dans elle-même.
Pour chaque ν, soit Nν le nombre de solutions, supposé fini,
de P = ϕν(P ), ou pour mieux dire, le nombre d’intersection
avec la diagonale, sur V × V , du graphe de la n-ième itérée de
ϕ. Des raisonnements de topologie combinatoire classique font
voir alors que la fonction Z(U) définie par (I) (15) satisfait à
une équation fonctionnelle
Z(d−1U−1) = ±(
√
dU)χZ(U)
où χ est la caractéristique d’Euler-Poincaré de V , ou autre-
ment dit (comme je le rappelais dans [155, p. 507]) le nombre
d’intersection de la diagonale avec elle-même sur V ×V . De là
à espérer que la même formule pouvait s’appliquer, sur le corps
de base fini Fq, à l’application de Frobenius (pour laquelle on
a d = qn), et que mes calculs donnaient donc la valeur de χ
pour l’hypersurface (3.2), il n’y avait qu’un pas à faire. Quand
le résultat de Dolbeault m’eut permis de vérifier ce point, l’ins-
pection de mes formules suggéra de lui-même les conjectures
sur les nombres de Betti et l’“hypothèse de Riemann” ; la com-
paraison avec les résultats connus sur les courbes, ainsi que
l’examen des Grassmanniennes et de quelques autres exemples
simples, ne tarda pas à les confirmer.
15. Il s’agit de la formule de la proposition 2.2.3 c).
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Weil ne le savait pas à l’époque, mais les hypersurfaces de Fermat sont
“de type abélien” : leur motif s’exprime en termes de motifs de variétés
abéliennes (Katsura-Shioda [75]).
3.4. Cohomologies de Weil. — Commençons par deux citations de
Serre :
. . .the idea of counting points over Fq by a Lefschetz formula
is entirely an idea of Weil. I remember how enthousiastic I was
when he explained it to me, and a few years later I managed to
convey my enthousiasm to Grothendeick (whose taste was not
a priori directed towards finite fields). (Lettre à S. Kleiman, 25
mars 1992, citée dans [80, p. 8, note 3].)
. . .Weil formule ce qu’on a tout de suite appelé les conjectures
de Weil. Ces conjectures portent sur les variétés (projectives,
non singulières) sur un corps fini. Elles reviennent à supposer
que les méthodes topologiques de Riemann, Lefschetz, Hodge. . .
s’appliquent en caractéristique p > 0 ; dans cette optique, le
nombre de solutions d’une équation (mod p) apparaît comme
un nombre de points fixes, et doit donc pouvoir être calculé
par la formule des traces de Lefschetz. Cette idée, vraiment
révolutionnaire, a enthousiasmé les mathématiciens de l’époque
(je peux en témoigner de première main) ; elle a été à l’origine
d’une bonne partie des progrès de la géométrie algébrique qui
ont suivi. [130, no 5].
Avec le recul, on pourrait considérer cette idée de Weil comme l’ancêtre
le plus direct de la philosophie des motifs ! (16)
Serre et Grothendieck y mettent plus de substance, comme suit :
3.4.1. Définition. — Soit k un corps ; considérons la catégorie V(k)
des variétés projectives lisses (morphismes : les k-morphismes). Une co-
homologie de Weil surV(k) est la donnée d’un corpsK de caractéristique
16. On notera que dans [155] et dans ses commentaires sur cet article, Weil ne men-
tionne pas explicitement la formule des traces de Lefschetz, ni même la (co)homologie
singulière : il parle seulement de “raisonnements de topologie combinatoire classique”.
La topologie combinatoire est l’ancien nom de la topologie algébrique, terminologie
que Bourbaki a adoptée vers 1944.
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zéro et d’un foncteur [contravariant]
H∗ : V(k)op → Vec∗K
de V(k) vers la catégorie des K-espaces vectoriels gradués, vérifiant les
axiomes suivants :
(i) Pour toutX ∈ V(k) de dimension n, les H i(X) sont de dimension
finie, nuls pour i /∈ [0, 2n].
(ii) H0(Spec k) = K.
(iii) dimH2(P1) = 1 ; on note cet espace vectoriel K(−1).
(iv) Additivité : si X, Y ∈ V(k), le morphisme canonique
H∗(X
∐
Y )→ H∗(X)⊕H∗(Y )
est un isomorphisme.
(v) Normalisation : si X est connexe, de corps des constantes E, le
morphisme canonique
H0(E)→ H0(X)
est un isomorphisme.
(vi) Formule de Künneth : pour X, Y ∈ V(k), on a un isomorphisme
κX,Y : H
∗(X)⊗H∗(Y ) ∼−→ H∗(X × Y )
naturel en (X, Y ), qui vérifie des conditions évidentes d’associati-
vité, d’unité et de commutativité, cette dernière relativement à la
règle de Koszul.
(vii) Trace et dualité de Poincaré : Pour tout X ∈ V(k), purement
de dimension n, on a un morphisme canonique
TrX : H
2n(X)→ K(−n) := K(−1)⊗n
qui est un isomorphisme si X est géométriquement connexe, et tel
que TrX×Y = TrX ⊗TrY modulo la formule de Künneth ; l’accou-
plement “de Poincaré”
(3.3) H i(X)⊗H2n−i(X)→ H2n(X ×X) ∆
∗
X−−→ H2n(X) TrX−−→ K(−n)
est non dégénéré.
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(viii) Classe de cycle : Pour tout X ∈ V(k) et tout i ≥ 0, on a un
homomorphisme
cliX : CH
i(X)→ H2i(X)(i) := HomK(K(−i), H2i(X))
où CH i(X) est le groupe des cycles de codimension i sur X, modulo
l’équivalence rationnelle (i-ème groupe de Chow de X). Ces homo-
morphismes sont contravariants en X et compatibles à la formule
de Künneth (κX,Y
(
cliX(α)⊗ cljY (β)
)
= cli+jX×Y (α × β)) ; de plus, si
dimX = n, le diagramme
CHn(X)
clnX−−−→ H2n(X)(n)
deg
y TrXy
Z −−−→ K
est commutatif.
À l’aide de la formule de Künneth et de la diagonale, on définit le
cup-produit sur la cohomologie de X ∈ V(k) :
· : H i(X)×Hj(X)→ H i+j(X)(3.4)
x · y = δ∗X(κX,X(x× y))
où δX : X → X ×k X est le morphisme diagonal.
3.4.2. Lemme. — Si E est une extension finie séparable de k de degré
d, alors dimH0(E) = d.
Démonstration. — a) Soit E˜ une clôture galoisienne de E. En appliquant
(iv) et (vi) à E ⊗k E˜ ∼−→
∏
E →֒kE˜
E˜, on trouve
H0(E)⊗H0(E˜) ≃ H0(E˜)d.
3.4.3. Remarque. — Les axiomes varient suivant les auteurs. J’ai es-
sayé d’en prendre un système minimal, qui soit suffisant pour les besoins
qui suivent. En particulier :
– J’ai inséré les axiomes (iv) et (v), que je ne sais pas déduire des
autres. (17)
17. L’axiome (v) se déduit de (vii) si H se factorise à travers le foncteur V(k) →
V(k¯), où k¯ est une clôture algébrique de k ; mais la cohomologie de de Rham, qui
vérifie (v), n’a pas cette propriété.
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– Je n’ai pas inclus des axiomes “Lefschetz faible” et “Lefschetz fort”
de [78], qui ne sont pas nécessaires pour démontrer les conjectures
de Weil.
Un axiome supplémentaire important est le suivant : si X est projec-
tive, lisse et géométriquement connexe, ayant un point rationnel x0, le
morphisme d’Albanese X → Alb(X) associé à x0 induit un isomorphisme
H1(Alb(X))
∼−→ H1(X).
Cet axiome est vérifié par toutes les cohomologies de Weil classiques, i.e.
celles qui apparaissent au §3.5.9.
3.5. Propriétés formelles d’une cohomologie de Weil. — Réfé-
rence : Kleiman [78].
3.5.1. Image directe. — Soit f : X → Y un morphisme de V(k), avec
X, Y irréductibles, dimX = m, dimY = n. On définit
f∗ : H
i(X)→ H i+2n−2m(Y )(n−m)
comme le dual de
f ∗ : H2m−i(Y )(m)→ H2m−i(X)(m)
via la dualité de Poincaré. On a TrX = (pX)∗ où pX est le morphisme
structural de X, et la formule de projection :
f∗(x · f ∗y) = f∗x · y.
Démontrons-la : par définition, f∗ est adjoint de f ∗ pour l’accouplement
de Poincaré. Si z est un élément de H∗(Y )(∗) de dimension et poids
complémentaire, on a :
< f∗(x · f ∗y), z >Y=< x · f ∗y, f ∗z >X=< x, f ∗(y · z) >X
=< f∗x, y · z >Y=< f∗x · y, z >Y .
3.5.2. Correspondances cohomologiques. —
3.5.1. Proposition. — Soient X, Y ∈ V(k), de dimensions m et n, et
soit r ∈ Z. On a un isomorphisme canonique
Homr(H∗(X), H∗(Y )) ≃ H2m+r(X × Y )(m)
où Homr signifie “homomorphismes homogènes de degré r”.
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Démonstration. — On a :
Homr(H∗(X), H∗(Y )) =
∏
i≥0
Hom(H i(X), H i+r(Y ))
≃
∏
i≥0
H i(X)∗ ⊗H i+r(Y ) (∗)≃
∏
i≥0
H2m−i(X)(m)⊗H i+r(Y )
≃ H2m+r(X × Y )(m)
où on a utilisé successivement la dualité des K-espaces vectoriels, la
dualité de Poincaré (axiome (vii)) et la formule de Künneth (axiome
(vi)). (18)
3.5.2. Définition. — Une correspondance cohomologique de degré r de
Xm vers Y est un élément de H2m+r(X×Y )(m). Notation : CorrrH(X, Y ).
Si X n’est pas équidimensionnel, on étend cette définition par additivité.
La proposition 3.5.1 définit, par transport de structure, la composition
des correspondances cohomologiques. Elle s’explicite ainsi (même straté-
gie que pour prouver la formule de projection) :
(3.5) β ◦ α = (p13)∗(p∗12α · p∗23β)
pour α ∈ Corr∗H(X1, X2) et β ∈ Corr∗H(X2, X3), où pij désigne la pro-
jection de X1 × X2 × X3 sur le facteur Xi × Xj. Elles opèrent sur la
cohomologie par la formule
(3.6) α(x) = (pY )∗(p∗Xx · α)
pour α ∈ CorrrH(X, Y ), x ∈ H i(X), α(x) ∈ H i+r(Y ).
Ainsi, les correspondances cohomologiques agissent sur la cohomologie
de manière covariante. Pour la suite, explicitons (3.6) dans le cas où α
est donné par un tenseur simple v ⊗w, v ∈ H2m−i(X)(m), w ∈ H i+r(Y )
et où x ∈ H i(X) :
(3.7) α(x) =< x, v > w
(cf. [78, 1.3]).
18. Il y a une ambiguïté de signe dans l’isomorphisme (∗) : on choisit l’isomorphisme
Hi(X)∗
∼−→ H2m−i(X)(m) donné par (3.3).
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3.5.3. Transposition. — La dualité de Poincaré donne un isomorphisme
Homr(H∗(X), H∗(Y ))
∼−→ Hom2m−2n+r(H∗(Y ), H∗(X))(m− n)
(m = dimX, n = dim Y ), soit un isomorphisme
H2m+r(X × Y )(m) = CorrrH(X, Y )
∼−→ Corr2m−2n+rH (Y,X)(m− n) = H2m+r(Y ×X)(m)
appelé transposition des correspondances. On note ϕ 7→ tϕ cet isomor-
phisme. Pour la suite, explicitons le transposé d’un tenseur simple v⊗w ∈
H2m−i(X)(m)⊗H i+r(Y ) (règle de Koszul) :
(3.8) (v ⊗ w)′ = (−1)(2m−i)(i+r)w ⊗ v = (−1)i(i+r)w ⊗ v.
3.5.3. Exemple. — Si f : Y → X est un morphisme, f ∗ : H∗(X) →
H∗(Y ) définit une correspondance cohomologique, notée f ∗ ∈ Corr0H(X, Y ).
Sa transposée est (par définition) f∗. On a les formules évidentes (g◦f)∗ =
f ∗ ◦ g∗ et (g ◦ f)∗ = g∗ ◦ f∗. En particulier,
(3.9) TrX = TrY ◦f∗.
3.5.4. Lemme. — Soit σX,Y : Y ×X ∼−→ X × Y l’échange des facteurs.
Alors pour tout ϕ ∈ CorrrH(X, Y ), on a tϕ = σ∗X,Y ◦ ϕ.
Démonstration. — Même esprit que celle de la formule de projection
(de nouveau, tϕ est par définition l’adjoint de ϕ pour l’accouplement de
Poincaré).
3.5.4. La formule des traces de Lefschetz. — C’est la suivante :
3.5.5. Proposition. — Soient α ∈ CorrrH(X, Y ) et β ∈ Corr−rH (Y,X).
On a :
< α, tβ >X×Y=
∑
i≥0
(−1)iTr(β ◦ α | H i(X))
où, dans le membre de droite, Tr(β ◦α | H i(X)) désigne la trace de β ◦α
vu comme endomorphisme de l’espace vectoriel H i(X).
Dans le cas dimX = dimY = 1, cette formule remonte à Weil [154,
no 43, 66 et 68].
Démonstration. — C’est une trivialité : par la formule de Künneth et
par bilinéarité, on peut supposer α = v ⊗ w, β = w′ ⊗ v′ avec v ∈
H2m−i(X)(m), w ∈ H i+r(Y ), w′ ∈ H2n−i−r(Y )(n), v′ ∈ H i(X). Alors
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α (resp. β) s’annule en dehors de H i(X) (resp. de H i+r(Y )) et, pour
x ∈ H i(X), y ∈ H i+r(Y ), on a par (3.7)
α(x) =< x, v > w, β(y) =< y,w′ > v′
donc
β ◦ α(x) =< x, v >< w,w′ > v′
et
Tr(β ◦ α) =< v′, v >< w,w′ > .
D’autre part, en utilisant (3.8) :
< α, tβ >X×Y= (−1)i(i+r) < v ⊗ w, v′ ⊗ w′ >X×Y
= (−1)i(i+r) TrX×Y (v ⊗ w · v′ ⊗ w′)
= TrX×Y (v · v′ ⊗ w · w′) (deux signes se compensent)
=< v, v′ >< w,w′ >= (−1)i(2m−i) < v′, v >< w,w′ >
= (−1)iTr(β ◦ α).
3.5.6. Remarque. — Nous verrons plus tard une autre démonstration
infiniment plus conceptuelle de la formule des traces ! (théorème 6.6.1 et
lemme A.2.28).
3.5.7. Corollaire. — Si E/k est finie, galoisienne de groupe G, la re-
présentation
G→ AutK H0(E)
donnée par l’action de Galois est la représentation régulière de G.
Démonstration. — En effet, soit g ∈ G − {1} : alors le graphe de g :
SpecE → SpecE est transverse à celui de l’identité, donc Tr(g) =
< Γg,∆SpecE >= 0. Ceci caractérise la représentation régulière.
3.5.5. Groupes de Chow : codimension et dimension. — Pour la notion
de groupe de Chow, voir Fulton [53]. Si X ∈ V(k) et i ≥ 0, on note
CH i(X) (resp. CHi(X) le groupe des cycles de codimension (resp. de
dimension) i surX, modulo l’équivalence rationnelle. Ils ont les propriétés
suivantes :
1. Les CH∗ (resp. les CH∗) sont des foncteurs contravariants (resp.
covariants) sur V(k).
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2. On a des “produits d’intersection”
CH i(X)× CHj(X)→ CH i+j(X).
3. On a un homomorphisme degré
deg : CH0(X)→ Z.
4. Si X est purement de dimension n, on a
CH i(X) = CHn−i(X)
pour tout i ∈ [0, n].
La fonctorialité covariante est facile, ainsi que la fonctorialité contra-
variante pour les morphismes plats ; pour les morphismes quelconques,
elle est difficile, ainsi que l’existence des produits d’intersection.
3.5.6. Correspondances algébriques. — Au numéro 2.8, nous avons in-
troduit les correspondances algébriques entre courbes. Cette théorie se
généralise aux variétés projectives lisses quelconques.
3.5.8. Définition. — Une correspondance de Chow de degré r de Xm
vers Y n est un élément de CHm+r(X × Y ). Notation : Corrr(X, Y ). Si
X n’est pas équidimensionnel, on étend par additivité.
Les correspondances se composent selon la formule sempiternelle (3.5).
Elles opèrent sur les groupes de Chow par la formule non moins sempi-
ternelle (3.6).
3.5.9. Remarque. — (3.6) est le cas particulier de (3.5) oùX1 = Spec k.
3.5.10. Exemple. — Si f : X → Y est un morphisme, son graphe Γf
définit une correspondance f ∗ ∈ Corr0(Y,X).
3.5.11. Proposition. — a) La composition des correspondances est as-
sociative, et la classe de la diagonale est un élément neutre à gauche et
à droite.
b) si X
f−→ Y g−→ Z sont deux morphismes, on a (g ◦ f)∗ = f ∗ ◦ g∗.
c) L’action de la correspondance f ∗ sur les groupes de Chow est l’image
réciproque des cycles.
3.5.12. Mise en garde. — Pour des raisons de compatibilité avec la
littérature, on a changé le sens de la composition des correspondances
par rapport à 2.8 ! Plus précisément, il y a deux conventions pour la
composition des correspondances algébriques. La convention covariante
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est celle où le graphe d’un morphisme opère de manière covariante :
c’est celle de Weil, de Fulton [53, ch. 16] et de Voevodsky [148, §2.1]. À
l’inverse, Grothendieck adopte la convention contravariante pour avoir la
bonne compatibilité avec la contravariance de la cohomologie. C’est aussi
la convention de Kleiman [80] ou Scholl [115], et celle que nous prenons
ici. On passe d’une convention à l’autre de manière “triviale” mais parfois
propice à s’embrouiller, cf. [74, 7.1] et ce qui suit.
La façon la plus claire de comprendre la situation est de considérer
l’action sur les groupes de Chow : les correspondances ci-dessus sont
adaptées à la théorie CH∗, tandis que les correspondances covariantes
sont adaptées à la théorie CH∗. Ainsi, on définit les correspondances
covariantes de degré r
Corrr(X, Y ) = CHm+r(X × Y )
(si X est purement de dimension m ; on passe de là au cas général par
additivité.)
Leur composition se définit encore par (3.5), et elles opèrent sur CH∗
par (3.6), la remarque 3.5.9 restant valable.
Voici deux manières de passer des correspondances contravariantes aux
correspondances covariantes, et inversement :
3.5.13. Lemme. — a) L’échange des facteurs σX,Y du lemme 3.5.4 in-
duit des isomorphismes involutifs
Corrr(X, Y )
∼−→ Corr−r(Y,X) ∼−→ Corrr(X, Y )
appelés transposition (notation : α 7→ tα). On a t(β ◦ α) = tα ◦ tβ.
b) Si X ( resp. Y ) est purement de dimension m ( resp. n), on a l’égalité
Corrr(X, Y ) = Corrn−m−r(X, Y ).
3.5.14. Exemple. — Si f : X → Y est un morphisme, son graphe Γf
définit une correspondance covariante f∗ ∈ Corr0(X, Y ), qui opère sur
les groupes de Chow CH∗ par l’image directe. On a tf ∗ = f∗ et tf∗ = f ∗.
Dans [53, §16.1], Fulton démontre la version covariante de la proposi-
tion 3.5.11. On peut en déduire cette dernière via le lemme 3.5.13 a) (qui
est facile), ou simplement en reproduisant les calculs de loc. cit.
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3.5.7. Correspondances algébriques et cohomologiques. — La classe de
cycle définit des homomorphismes
cl : Corrr(X, Y )→ Corr2rH (X, Y )(r)
Attention au changement de degré et au twist !
3.5.15. Lemme. — a) cl respecte la composition des correspondances.
b) Pour toute correspondance algébrique α, on a
cl(tα) = t cl(α).
En particulier, pour tout morphisme f : X → Y , on a cl ◦f∗ = f∗ ◦ cl
(image directe en cohomologie).
Démonstration. — a) découle directement de la formule (3.5) et des
axiomes d’une cohomologie de Weil, tandis que b) découle du lemme
3.5.4.
3.5.16. Corollaire. — Supposons X et Y équidimensionnels, de di-
mensions respectives m et n. Alors pour tout i ≥ 0, le diagramme
CH i(X)
cliX−−−→ H2i(X)(i)
f∗
y f∗y
CH i+n−m(Y )
cli+n−mY−−−−−→ H2i+2n−2m(Y )(i+ n−m)
est commutatif.
3.5.8. Premières applications de la formule des traces. — En l’appli-
quant à la correspondance identique, on a d’abord :
3.5.17. Proposition. — Pour tout X ∈ V(k), on a
χ(X) =
∑
i≥0
(−1)i dimH i(X)
où le membre de gauche est la caractéristique d’Euler-Poincaré de X,
définie comme le nombre d’auto-intersection de la diagonale.
3.5.18. Corollaire. — Soit H∗ une cohomologie de Weil. Alors, pour
toute k-courbe projective lisse C, géométriquement connexe de genre g,
on a
dimH1(C) = 2g.
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Démonstration. — D’après (la démonstration du) théorème 2.8.15, on a
χ(C) = 2− 2g. En appliquant la proposition 3.5.17, on trouve donc
2− 2g = dimH0(C)− dimH1(C) + dimH2(C)
d’où le corollaire en utilisant l’axiome (v).
3.5.9. Cohomologies de Weil classiques. — L’exemple primordial de co-
homologie de Weil est la cohomologie de Betti , quand k = C :
H iB(X) = H
i(X(C),Q)
où le membre de droite est la cohomologie singulière. À l’époque où Weil
a fait ses conjectures, c’était la seule connue, en caractéristique zéro.
En caractéristique p, on ne peut pas espérer de cohomologie de Weil à
coefficients dansQ, ni même dansR (observation de Serre). L’obstruction
est le corollaire 3.5.18 appliqué à une courbe elliptique supersingulière E.
Par définition, une courbe elliptique sur k est supersingulière si E(k¯)
n’a pas de p-torsion, où p = car k : d’après Deuring [45, p. 198], ces
courbes existent toujours sur les corps finis, et l’anneau End0(Ek¯) est
un corps de quaternions de centre Q, ramifié exactement en p et ∞. Or
End0(E) ⊗ K opère sur H1(E) via l’action des correspondances. Une
algèbre de quaternions de centre K ne peut opérer sur un K-espace vec-
toriel de dimension 2 que si elle est déployée. . .
La cohomologie étale a donné naissance à la cohomologie l-adique
H il (X) = H
i(Xk¯,Ql) := lim←−H
i
e´t(Xk¯,Z/l
n)⊗Zl Ql
pour tout nombre premier l 6= car k. Ses coefficients sont Ql. En carac-
téristique zéro, on a aussi la cohomologie de de Rham algébrique
H idR(X) = H
i
Zar(X,Ω
∗
X/k)
hypercohomologie de Zariski du complexe des formes différentielles de
Kähler. Ses coefficients sont k. Sur un corps parfait k de caractéristique
p, on a la cohomologie cristalline
H icris(X)
dont les coefficients sont le corps des fractions de W (k), l’anneau des
vecteurs de Witt de k. Si k = Fq et si E est une courbe elliptique super-
singulière, alors End0(E) = End0(Ek¯) seulement si q = pn avec n pair ;
dans ce cas, le corps des fractions de W (k) est une extension de degré
pair de Qp, qui déploie bien End0(E) !
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Ces cohomologies sont parfois appelées cohomologies de Weil clas-
siques.
3.6. Preuve de certaines conjectures de Weil. — L’application la
plus importante de la formule des traces est :
3.6.1. Théorème. — S’il existe une cohomologie de Weil sur V(Fq) à
coefficients dans K, alors, parmi les conjectures de Weil, sont vraies la
rationalité, l’équation fonctionnelle et la factorisation (en polynômes à
coefficients dans K).
Démonstration. — Soit X ∈ V(k), géométriquement connexe de dimen-
sion n. Appliquons la formule des traces aux puissances de l’endomor-
phisme de Frobenius πX , vu comme correspondance cohomologique :
< ∆X , (π
r
X)
∗ >X×X=
2n∑
i=0
(−1)iTr((πrX)∗ | H i(X)).
Comme au §2.8.7, le membre de gauche est égal à |X(Fqr)|. La rationalité
et la factorisation de Z(X, t) résultent alors de l’identité suivante :
(3.10) exp
(
∞∑
r=0
Tr(f r)
r
tr
)
=
1
det(1− ft | V )
où f est un endomorphisme d’un K-espace vectoriel V de dimension
finie, (19) d’où
(3.11) Z(X, t) =
2n∏
i=0
Pi(t)
(−1)i+1 , Pi(t) = det(1− π∗Xt | H i(X)).
On voit ainsi que les “nombres de Betti” de Weil sont bien donnés par
Bi = dimH
i(X).
Ceci donne que Z(X, t) est une fraction rationnelle a priori à coeffi-
cients dans K ; mais un critère de rationalité pour les séries formelles,
utilisant les déterminants de Hankel [2, Prop. 5.2.1], permet de voir que
Q[[t]]∩K(t) = Q(t). Par contre il ne permet pas de montrer que les Pi(t)
sont individuellement dans Q[t], faute de savoir séparer leurs racines.
19. Pour démontrer cette identité, on peut se ramener au cas où K est algébri-
quement clos, puis mettre f sous forme triangulaire, et enfin se ramener au cas où
dimV = 1 et f est un scalaire.
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Pour obtenir l’équation fonctionnelle, on utilise la dualité de Poin-
caré : l’opérateur π∗X est presque unitaire relativement à l’accouplement
de Poincaré. Plus précisément, en comparant (3.11) pour X = P1 avec la
formule de la proposition 2.2.3 d), on trouve que π∗
P1
opère sur l’espace
vectoriel de dimension 1 H2(P1) par multiplication par q. Par l’axiome
(vii) des cohomologies de Weil, π∗X opère donc sur H
2n(X) par multipli-
cation par qn. (20) On a donc, pour x ∈ H i(X) et y ∈ H2n−i(X) :
(3.12) < π∗Xx, π
∗
Xy >= TrX(π
∗
X(x · y)) = qn TrX(x · y) = qn < x, y > .
On déduit de ceci :
(3.13) P2n−i(1/qnt) = det(1− π∗X/qnt | H2n−i(X))
= det(1− (π∗X)−1t−1 | H i(X)) = det(π∗X | H i(X))−1(−t)−BiPi(t).
Mais en réappliquant (3.12), on trouve
det(π∗X | H i(X)) det(π∗X | H2n−i(X)) = qnBi.
En collectant (3.13) pour i = 0, . . . , 2n, en notant que Bi = B2n−i
par dualité de Poincaré et en tenant compte de la proposition 3.5.17, on
obtient l’équation fonctionnelle désirée :
(3.14) Z(X, 1/qnt) = εqnχ/2(−t)χZ(X, t)
avec un signe ε qui provient du groupe de cohomologie central Hn(X).
3.6.2. Remarque. — Ce signe peut être égal à −1 ! Un exemple simple
est l’éclaté de P2Fq en le point fermé quadratique {[0 : 1 :
√
d], [0 : 1 :
−√d]} où d n’est pas un carré dans Fq. cf. [70, ex. 14.6 c)]. (Comme
Serre me l’a fait remarquer, un exemple encore plus simple est celui de
la quadrique lisse de dimension 2 et de discriminant d sur Fq.)
3.6.3. Exercice. — Montrer que l’entier nχ de l’équation fonctionnelle
(3.14) est toujours pair.
20. Pour justifier ceci, choisissons une application rationnelle dominante f : X 99K
(P1)n. Le graphe de f induit un isomorphisme f∗ : H
2n(X)
∼−→ H2n((P1)n) ≃
H2(P1)⊗n, et π∗X , π
∗
(P1)n commutent à f∗ tandis que le dernier isomorphisme trans-
forme π∗(P1)n en (π
∗
P1
)⊗n. On donnera plus tard (proposition 6.13.1) une démonstra-
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3.6.1. Les autres conjectures de Weil. — Deux de ces conjectures ne sont
pas touchées par le formalisme des cohomologies de Weil : la valeur des
nombres de Betti quandX provient de caractéristique zéro, et l’hypothèse
de Riemann.
La première a été démontrée grâce aux propriétés de la cohomologie
l-adique :
Théorème de comparaison Betti-l-adique (M. Artin) : SiX ∈ V(C),
on a des isomorphismes canoniques et fonctoriels en X
H iB(X)⊗Q Ql ≃ H il (X).
Invariance par extension séparablement close : SiK/k est une ex-
tension de corps séparablement clos de caractéristique 6= l, alors
pour toute X ∈ V(k),
H il (X)
∼−→ H il (XK).
Changement de base propre et lisse : Soit A un anneau de valua-
tion discrète, de corps des fractions K et de corps résiduel k. Soit X
un A-schéma projectif lisse, de fibre générique X et de fibre spéciale
X0. Alors on a un isomorphisme canonique et fonctoriel en X :
H il (X) ≃ H il (X0).
Pour la seconde conjecture, la stratégie naturelle serait de prouver une
généralisation du “lemme important” de Weil :
Tr(tπX ◦ πX) > 0.
Cela a un sens sur Hn(X) si dimX = n, mais sur les autres H i ? Serre
donne une réponse à l’aide d’une polarisation dans le cadre des variétés
kählériennes en utilisant le théorème de l’indice de Hodge (en théorie de
Hodge) [120]. Ces arguments évoquent irrésistiblement l’idée de Hilbert
et Pólya pour démontrer l’hypothèse de Riemann classique. . .
L’idée de Serre donne naissance aux conjectures standard de Grothen-
dieck et Bombieri [57], programme pour démontrer l’hypothèse de Rie-
mann sur les corps finis. Malheureusement c’est une impasse : les conjec-
tures standard ne sont toujours pas démontrées à l’heure actuelle !
C’est Deligne qui démontre finalement la dernière conjecture de Weil
en 1974 [35]. Il en donne une seconde démonstration dans [39]. Depuis,
au moins deux autres démonstrations ont été données : celles de Laumon
[87] et de Kedlaya [77].
Remarquons seulement ici :
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3.6.4. Lemme. — Si X vérifie la dernière conjecture de Weil, les poly-
nômes Pi sont premiers entre eux deux à deux, à coefficients entiers et
indépendants du choix de l.
Démonstration. — La première affirmation est évidente, puisque les ra-
cines de Pi et de Pj ont des valeurs absolues complexes différentes si
i 6= j. Comme Z(X, t) ∈ Q(t), le groupe Gal(Q¯/Q) permute l’ensemble
de ses zéros et pôles ; toujours à cause de l’hypothèse de Riemann, il laisse
stable les racines de Pi pour tout i, donc Pi ∈ Q[t]. Une telle factorisation
de Z(X, t) ne dépend pas du choix de l.
Enfin, si les racines inverses des Pi sont des entiers algébriques, les Pi
sont à coefficients entiers.
3.7. Le théorème de Dwork. —
3.7.1. Théorème (Bernard Dwork, [48]). — Soit X un schéma de
type fini sur Fq. Alors Z(X, t) ∈ Q(t).
Une description très agréable de la démonstration de Dwork est don-
née par Serre dans son exposé Bourbaki [121]. J’en reproduis les points
principaux :
a) Par des dévissages standard (cf. preuve du théorème 2.2.5), Dwork
se réduit au cas d’une hypersurface “torique” (intersection d’une hyper-
surface de An et de l’ouvert
∏
ti 6= 0). On peut de plus supposer que
q = p.
b) Il généralise un joli théorème d’Émile Borel [19] :
3.7.2. Théorème (théorème de Borel-Dwork)
Soit f(t) =
∑∞
n=0 ant
n une série entière à coefficients entiers. Suppo-
sons qu’il existe deux nombres réels r∞, rp > 0 tels que
(i) f soit méromorphe dans le disque |t| < r∞ de C.
(ii) f soit méromorphe dans le disque |t| < rp de Cp.
(iii) r∞rp > 1.
Alors f ∈ Q(t).
Ici, Cp est le complété d’une clôture algébrique de Qp et “méromor-
phe” a essentiellement le même sens que sur C. La preuve n’est pas très
difficile : cf. [2, th. 5.3.2].
c) On applique le théorème 3.7.2 à f(t) = Z(X, t). Comme cette fonc-
tion est dominée par Z(An, t) = 1/(1− pnt), on peut prendre r∞ = p−n
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(elle est même holomorphe dans ce domaine), et il faut voir qu’on peut
prendre rp > pn. En fait, on peut prendre rp = +∞ : Dwork établit une
factorisation (cf. [121, (48)])
(3.15) Z(X, pt) =
n∏
i=0
(1− pn−it)(−1)i+1(ni)
n+1∏
i=0
∆(pn+1−it)(−1)
i+1(n+1i )
où
∆(t) = det(1− tΨ)
a un rayon de convergence infini dans Cp. Ici, Ψ désigne un endomor-
phisme d’un Cp-espace vectoriel de dimension infinie (plus précisément,
la limite d’une suite de tels opérateurs), dont la nature est clarifiée plus
tard par Serre dans [122] (théorie de Fredholm p-adique). La formule
(3.15) y est interprétée comme provenant d’une résolution de Koszul (loc.
cit., p. 85).
La preuve de Dwork sera interprétée un peu plus plus tard à l’aide
d’une théorie cohomologique, la cohomologie de Monsky-Washnitzer, qui
donnera naissance (nettement plus tard) à une “cohomologie p-adique”
ou “cohomologie rigide” (Kashiwara-Mebkhout, Berthelot.)
3.7.3. Exercice. — Soit K un corps commutatif. On se donne une série
formelle f =
∑∞
n=0 ant
n à coefficients dans K.
(a) Montrer que, pour tout k ≥ 0, les conditions suivantes sont équiva-
lentes :
(i) Il existe un polynôme P ∈ K[t] de degré k tel que Pf ∈ K[t].
(ii) la suite (an) satisfait une relation de récurrence linéaire
an+k + b1an+k−1 + · · ·+ bkan = 0, b1, . . . , bk ∈ K
pour n ≥ n0, n0 convenable.
(b) Si k est minimal dans (a), montrer que les bi sont uniques.
(c) Soit L un surcorps de K. Supposons que f ∈ L(t). Montrer que
f ∈ K(t). (Choisir une base du K-espace vectoriel L contenant 1.
Le lecteur n’aimant pas l’axiome du choix pourra observer qu’on
peut supposer L de type fini sur K, et faire un dévissage.)
(Cette méthode est moins calculatoire que celle utilisant les déterminants
de Hankel.)
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4. Les fonctions L de la théorie des nombres
4.1. Fonctions L de Dirichlet. —
4.1.1. Deux approches des produits eulériens. — Ce sont les suivantes :
1. On travaille à un nombre fini de facteurs près.
2. On tient à avoir des résultats précis et (donc) tous les facteurs eu-
lériens en jeu.
La première est souvent suffisante en première approximation, mais on
souhaite ensuite passer à la seconde. Illustrons ceci avec les caractères de
Dirichlet.
4.1.2. Caractères de Dirichlet et caractères modulaires. —
4.1.1. Définition. — a) Un caractère de Dirichlet modulo m est une
fonction χ : Z→ C telle que
(i) χ 6= 0.
(ii) χ(x+m) = χ(x) ∀x ∈ Z (χ est périodique de période m).
(iii) χ(xy) = χ(x)χ(y) ∀x, y ∈ Z.
(iv) χ(x) = 0 si (x,m) 6= 1.
b) Un caractère modulaire modulo m est un caractère du groupe abélien
(Z/m)∗ (homomorphisme de (Z/m)∗ vers C∗).
4.1.2. Remarque. — Un caractère de Dirichlet modulom est un carac-
tère de (Z/m)∗, prolongé par 0 à Z/m, et relevé à Z. Si m′|m, tout carac-
tère de (Z/m′)∗ définit un caractère de (Z/m)∗ via (Z/m)∗ → (Z/m′)∗.
Mais les caractères de Dirichlet associés sont différents en général. Par
exemple, χ = 1 (mod m) correspond à
1m : Z −→ C
x 7−→
{
1 si (x,m) = 1;
0 sinon.
On est donc conduit à :
4.1.3. Définition. — Soit χ un caractère de Dirichlet modulo m, vu
comme fonction de Z/m vers C. Le conducteur f de χ est le plus petit
diviseur de m tel que χ|(Z/m)∗ se factorise par (Z/f)∗. On dit que χ est
primitif si son conducteur est égal à m.
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4.1.3. Les fonctions L de Dirichlet. —
4.1.4. Définition. — Soientm ∈ N−{0} et χ un caractère de Dirichlet
modulo m. On appelle fonction L de Dirichlet (attachée à χ) la série
L(χ, s) =
∞∑
n=1
χ(n)
ns
Comme χ est multiplicative, on a (cf. proposition 1.4.6) :
4.1.5. Proposition. — Pour tout χ, on a l’identité (de séries formelles
de Dirichlet) :
L(χ, s) =
∏
p∈P
1
1− χ(p)p−s
où P désigne l’ensemble des nombres premiers.
Comparons la fonction L attachée à un caractère de Dirichlet et celle
attachée au caractère primitif associé :
4.1.6. Proposition. — Soient χ un caractère de Dirichlet modulo m,
f son conducteur et χ′ le caractère primitif modulo f associé. Alors :
L(χ, s) = L(χ′, s)
∏
p∈S
(1− χ
′(p)
ps
),
où S désigne l’ensemble des facteurs premiers de m qui ne divisent pas
f . En particulier,
a) Pour χ = 1m, on a :
L(1m, s) = F (s)ζ(s)
où F (s) =
∏
p|m
(1− 1
ps
).
b) Si m et f ont les mêmes facteurs premiers, L(χ, s) = L(χ′, s).
4.1.4. Fonctions L et fonctions zêta. — Soit K = Q(µm) : c’est une
extension galoisienne de Q, de groupe de Galois G canoniquement iso-
morphe à (Z/m)∗. Rappelons comment : le caractère cyclotomique
κ : G→ (Z/m)∗,
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défini par gζ = ζκ(g) pour tout ζ ∈ µm, est évidemment injectif et un
théorème de Gauss implique qu’il est surjectif (irréductibilité des poly-
nômes cyclotomiques : voir une jolie preuve dans Cassels-Fröhlich [30,
ch. III, lemma 1]). Son degré est donc ϕ(m), indicateur d’Euler de m.
Les fonctions L de Dirichlet permettent de factoriser la fonction zêta
de K :
4.1.7. Proposition. — On a
ζK(s) = G(s)
∏
χ
L(χ, s)
où le produit est étendu à tous les caractères χ de (Z/mZ)∗ et
G(s) =
∏
P|m
(
1− 1
N(P)s
)−1
(produit fini de facteurs eulériens).
Démonstration. — Si p ∤ m, notons simplement p son image dans (Z/mZ)∗.
Notons également f(p) l’ordre de p dans ce groupe, et g(p) =
ϕ(m)
f(p)
l’ordre de (Z/mZ)∗/ < p >. Alors f(p) est le degré résiduel de p dans
l’extension K/Q, et g(p) est le nombre d’idéaux premiers de K au-dessus
de p. D’où ∏
P|p
(
1− 1
N(P)s
)−1
=
1
(1− 1
pf(p)s
)g(p)
.
L’énoncé résulte alors de l’identité facile∏
χ
(1− χ(p)t) = (1− tf(p))g(p)
où χ décrit les caractères de (Z/m)∗.
On voit ainsi qu’en considérant les caractères de Dirichlet de manière
naïve, on n’arrive qu’à une expression approximative de ζK(s), qui évite
précisément les facteurs locaux correspondant aux idéaux premiers rami-
fiés. Pour obtenir une valeur exacte, il faut remplacer chaque caractère
par le caractère primitif associé, et on obtient :
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4.1.8. Théorème. — Pour tout entier n > 1, notons Prim(n) l’en-
semble des caractères modulaires primitifs modulo n. Alors si K = Q(µm),
on a
ζK(s) =
∏
d|m
∏
χ∈Prim(d)
L(χ, s).
(La démonstration est essentiellement une extension de celle de la pro-
position 4.1.7 au cas des nombres premiers ramifiés : rappelons que p est
ramifié dans K/Q si et seulement s’il divise m, et qu’alors son indice de
ramification est ϕ(pr) où pr est la plus grande puissance de p divisant m.
cf. [30, ch. III].)
4.2. Les théorèmes de Dirichlet. —
4.2.1. Convergence des séries de Dirichlet généralisées. — Ce paragra-
phe est repris de [126, ch. VI, §2.2]. Son but est de rassembler des résul-
tats généraux sur la convergence des séries de Dirichlet.
4.2.1. Lemme. — Soient (α, β) ∈ R2 tels que 0 < α < β. Soit z ∈ C
avec Re(z) > 0. Alors on a∣∣e−αz − e−βz∣∣ ≤ ∣∣z
x
∣∣(e−αx − e−βx)
où x = Re(z).
Démonstration. — On écrit e−αz − e−βz = z
∫ β
α
e−tzdt, d’où en passant
aux valeurs absolues :∣∣e−αz − e−βz∣∣ ≤ |z| ∫ β
α
e−txdt =
∣∣z
x
∣∣(e−αx − e−βx)
4.2.2. Théorème. — Soit (λn)n≥1 une suite strictement croissante de
nombres réels tendant vers +∞, et (an)n≥1 une suite de nombres com-
plexes. Si la série f(s) =
∑
ane
−λns converge en s = z0 ∈ C, elle
converge uniformément dans les domaines ℜ(s−z0) ≥ 0, |Arg(s− z0)| ≤
α où 0 < α < π/2. On a f(s) −→ f(z0) si s −→ z0 dans un tel domaine.
En particulier, f converge dans le domaine ℜ(z) > ℜ(z0), où elle définit
une fonction holomorphe.
(Notons tout de suite les deux cas particuliers les plus intéressants :
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– λn = n : au changement de variables z = e−s près, on retrouve les
séries entières.
– λn = logn : on retrouve les séries de Dirichlet habituelles.)
Démonstration. — Quitte à faire une translation sur s, on peut supposer
z0 = 0. L’hypothèse signifie alors que la série
∑
an converge. Il faut
d’abord montrer qu’il y a convergence uniforme dans tout domaine de la
forme ℜ(s) ≥ 0, ∣∣ sℜ(s)
∣∣ ≤ k.
Soit ε > 0 . Puisque la série
∑
an converge, il existe N ∈ N tel que,
pour tous m,m′ ≥ N , |Am,m′ | ≤ ε, avec Am,m′ =
m′∑
n=m
an. Si on applique
le lemme 1.5.2 avec bn = e−λns , on trouve :
Sm,m′ =
m′−1∑
n=m
Am,n(e
−λns − e−λn+1s) + Am,m′e−λm′s.
Posons s = x+ iy et appliquons le lemme 4.2.1. Il vient
∣∣Sm,m′∣∣ ≤ ε(1 +
∣∣s∣∣
x
m′−1∑
n=m
(e−λnx − e−λn+1x))
d’où |Sm,m′| ≤ ε(1 + k(e−λmx − e−λm′x)) ≤ ε(1 + k), d’où la convergence
uniforme. Le fait que f(z) → f(z0) en résulte. Pour montrer que f est
holomorphe, on applique le lemme 1.2.3 aux sommes partielles fn(s) =∑
i≤n
aie
−λis.
4.2.3. Corollaire. — Avec les notations du théorème 4.2.2, l’ensemble
de convergence de f contient un demi-plan ouvert maximal.
4.2.4. Corollaire. — Si f est identiquement nulle, on a an = 0 pour
tout n > 0. En particulier, une série de Dirichlet formelle non nulle
donne naissance à une fonction holomorphe non identiquement nulle
dans son domaine de convergence.
Démonstration. — Supposons le contraire et soit n le plus petit entier
tel que an 6= 0. On multiplie f par eλns, et on fait tendre s ∈ R vers
+∞. La convergence uniforme montre que eλnsf(s) tend vers an, ce qui
entraîne que an = 0, contradiction.
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4.2.5. Définition. — On appelle demi-plan de convergence de f le demi-
plan du corollaire 4.2.3 (par abus de langage, ∅ et C sont considérés
comme des demi-plans ouverts). Si le demi-plan de convergence est donné
par ℜ(s) > ρ, on dit que ρ = ρ(f) est l’abscisse de convergence de f .
(Les cas ∅ et C correspondent respectivement à ρ = +∞ et ρ = −∞.)
L’abscisse de convergence absolue de f est l’abscisse de convergence de∑ |an|e−λns , notée ρ+(f).
Le théorème suivant est une sorte de réciproque du théorème 4.2.2 :
4.2.6. Théorème (Landau). — On suppose que an ≥ 0 pour tout n ≥
1, que f converge pour ℜ(s) > ρ et que f se prolonge analytiquement en
une fonction holomorphe au voisinage de s = ρ. Alors il existe ε > 0 tel
que f converge pour ℜ(s) > ρ− ε.
4.2.7. Remarque. — Ceci signifie que, si f est à coefficients ≥ 0, son
domaine de convergence est limité par une singularité de f située sur
l’axe réel.
Démonstration. — Quitte à remplacer s par s − ρ, on peut supposer
ρ = 0. Puisque f est holomorphe à la fois pour ℜ(s) > 0 et dans un
voisinage de 0, elle est holomorphe dans un disque |s − 1| ≤ 1 + ε où
ε > 0. En particulier sa série de Taylor converge dans ce disque.
D’après le lemme 1.2.3, on a :
f (p)(s) =
∑
n≥1
an(−λn)pe−λns si ℜ(s) > 0,
d’où
(−1)pf (p)(1) =
∑
n≥1
λpnane
−λn.
La série de Taylor en question s’écrit, pour |s− 1| ≤ 1 + ε :
f(s) =
+∞∑
p=0
1
p!
(s− 1)pf (p)(1).
En particulier en s = −ε, on a :
f(−ε) =
+∞∑
p=0
1
p!
(1 + ε)p(−1)pf (p)(1),
la série étant convergente.
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Mais (−1)pf (p)(1) =
∑
n≥1
λpnane
−λn est une série convergente à termes
≥ 0. Par conséquent, la série double à termes positifs
f(−ε) =
∑
p,n
an
1
p!
(1 + ε)pλpne
−λn
converge. On peut donc regrouper ses termes et l’écrire sous la forme :
f(−ε) = ∑n≥1 ane−λn∑∞p=0 1p!(1 + ε)pλpn
=
∑
n≥1 ane
−λneλn(1+ε)
=
∑
n≥1 ane
λnε
Cela montre que la série de Dirichlet donnée converge pour s = −ε,
donc aussi pour ℜ(s) > −ε d’après le théorème 4.2.2.
4.2.8. Remarques. —
– Comme vu plus haut, ces résultats s’appliquent aussi bien aux séries
de Dirichlet qu’aux séries entières.
– On a ρ+ ≥ ρ, et en général ρ+ > ρ pour les séries de Dirichlet,
contrairement au cas des séries entières.
4.2.9. Théorème. — Soit f(s) =
∑ an
ns
une série de Dirichlet.
a) Supposons an = O((logn)α) pour α > 0 convenable. Alors ρ+(f) ≤ 1.
b) Supposons qu’il existe α > 0 et M > 0 tels que les sommes partielles∑
m≤n≤m′ an vérifient
∣∣ ∑
m≤n≤m′
an
∣∣ ≤M(logm)α pour tous m ≤ m′. Alors
ρ(f) ≤ 0.
Démonstration. — a) Supposons qu’il existe M > 0 tel que pour tout
n ≥ 1, |an| ≤M(log n)α. Alors,
∑ |an|
ns
≤M
∑
n≥1
(log n)α
nσ
et il est connu
que
∑ (logn)α
nσ
converge pour σ > 1.
b) Soit s tel que ℜ(s) > 0 : montrons que f(s) converge. Le théorème
4.2.2 nous autorise même à supposer s ∈ R. En appliquant alors le lemme
1.5.2, il vient alors : ∣∣ ∑
m≤n≤m′
an
ns
∣∣ ≤ M(log n)α
ms
qui tend vers 0 quand m tend vers l’infini.
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4.2.2. Convergence des fonctions L de Dirichlet. —
4.2.10. Lemme. — Soit χ un caractère de Dirichlet non trivial, et soit
f = L(χ, s). Alors ρ+(f) = 1 et ρ(f) ≤ 0.
Démonstration. — Comme on a |χ(n)| ≤ 1 pour tout n ≥ 1, l’inégalité
ρ+(f) ≤ 1 suit du théorème 4.2.9 a). Mais il existem > 0 tel que χ(n) = 1
pour tout n ≡ 1 (mod m) ; comme la série ∑
n≡1 (mod m)
1/n diverge, on a
égalité.
La seconde inégalité suit du théorème 4.2.9 b) en remarquant que les
sommes partielles
∑m1
n=m0
χ(n) sont bornées grâce à la relation d’“ortho-
gonalité”
∑m−1
n=0 χ(n) = 0. (Rappelons-en la preuve : soit x =
∑m−1
n=0 χ(n).
Pour tout n premier àm, on a χ(n)x = x, donc x = 0 puisque χ 6= 1.)
4.2.11. Théorème. — Soit χ un caractère de Dirichlet non trivial. Alors
L(χ, 1) 6= 0.
4.2.12. Corollaire. — Pour K = Q(µm), la fonction ζK(s) a un pôle
simple en s = 1.
Le théorème 4.2.11 est dû à Gustav Lejeune-Dirichlet ([47], 1837).
La démonstration ci-dessous remonte sans doute à Landau [82] : c’est
essentiellement celle donnée dans [126, ch. VI, §3.4].
Démonstration du théorème 4.2.11. — Vu le lemme 4.2.10, la proposi-
tion 1.5.1, la proposition 4.1.6 et le théorème 4.1.8, le théorème 4.2.11
est équivalent au corollaire 4.2.12. Si ce dernier est faux, ζK(s) est holo-
morphe pour ℜ(s) > 0. Comme c’est une série de Dirichlet à coefficients
réels positifs, le théorème 4.2.6 implique qu’elle converge dans ce do-
maine. Montrons que c’est absurde : si ζK(s) =
∑
ann
−s, on a an 6= 0 s’il
existe un idéal A ⊂ OK de norme n, ce qui se produit certainement si n
est de la forme r[K:Q] = rϕ(m) (NK/Q(rOK) = r[K:Q]Z). Ceci montre que
la série de Dirichlet formelle ζK(s) est minorée par ζ(ϕ(m)s), qui diverge
pour s = 1/ϕ(m) (proposition 1.2.1).
4.2.13. Remarques. — 1) Pour démontrer le théorème 4.2.11, il suffi-
rait d’utiliser la proposition 4.1.7 qui est un peu plus élémentaire que le
théorème 4.1.8 : c’est ainsi que procède Serre dans [126].
2) Ne disposant pas du théorème de Landau, Dirichlet procédait dif-
féremment. Il distinguait deux cas : χ réel (c’est-à-dire χ2 = 1) et χ non
réel. Dans le second cas, L(χ, 1) = 0 ⇒ L(χ¯, 1) = 0 ce qui impliquerait
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que ζK(s) → 0 quand s → 1, or on voit facilement que ζK(s) > 1 pour
s réel > 1. Dans le premier cas, on a χ(n) =
(
d
n
)
(symbole de Jacobi)
pour un certain d sans facteurs carrés. Dirichlet calculait explicitement
L(χ, 1) =


2πh(d)
w
√
d
si d < 0
log(ε)h(d)√
d
si d > 0
où h(d) (resp. w) est le nombre de classes (resp. de racines de l’unité)
de Q(
√
d) et ε est l’unité fondamentale > 1 quand d > 0. C’est un cas
particulier de la formule analytique du nombre de classes du §1.10.
Voir [32, ch. 6] pour des détails sur ce calcul, et des compléments.
4.2.3. Application : le théorème de la progression arithmétique. — In-
troduisons les séries de Dirichlet suivantes :
ga(s) =
∑
p∈P
p≡a (mod m)
1
ps
où a est un entier premier à m ;
fχ(s) =
∑
p∈P
χ(p)
ps
où χ est un caractère de Dirichlet modulo m.
Un calcul élémentaire donne :
4.2.14. Lemme (“Transformation de Fourier”)
On a
ga(s) =
1
ϕ(m)
∑
χ
fχ(s)
χ(a)
,
où la somme est étendue à tous les caractères χ de (Z/m)∗.
4.2.15. Proposition. — Pour tout caractère de Dirichlet χ modulo m,
la fonction | logL(χ, s)− fχ(s)| est bornée quand s→ 1.
Démonstration. — La proposition 4.1.5 donne
logL(χ, s) =
∑
p
log
1
1− χ(p)p−s =
∑
n,p
χ(p)n/npns
cette égalité étant valable pour tout s ∈ C tel que ℜ(s) > 1.
FONCTIONS ZÊTA ET L DE VARIÉTÉS ET DE MOTIFS 73
Donc logL(χ, s) = fχ(s) + Fχ(s) où Fχ(s) =
∑
p,n≥2
χ(p)n
npns
, et on voit
facilement que Fχ(s) reste borné quand s→ 1.
4.2.16. Théorème (Dirichlet [47]). — Pour tout entier a premier à
m, on a
ga(s) ∼
s→1
1
ϕ(m)
log
1
s− 1 .
Démonstration. — Étant donné la proposition 4.2.15, la proposition 1.5.1
implique que f1(s) ∼
s→1
log
1
s− 1 tandis que le théorème 4.2.11 implique
que fχ(s) reste borné quand s→ 1 pour χ 6= 1. On conclut par le lemme
4.2.14.
4.2.17. Corollaire. — Pour tout entier a premier à m, il existe une
infinité de nombres premiers p ≡ a (mod m).
C’est pour démontrer ce corollaire que Dirichlet a introduit ses séries
L.
4.2.4. Remarque : densité naturelle et densité analytique. —
4.2.18. Définition. — Soit T un sous-ensemble de P . On dit que T a
pour densité naturelle k si le rapport
|{p ∈ T | p < n}|
|{p ∈ P | p < n}|
tend vers k quand n −→∞.
On a une seconde notion de densité moins naïve :
4.2.19. Définition. — Soient T un sous-ensemble de P et k ∈ R. On
dit que T a pour densité analytique k si le rapport∑
p∈T
1/ps
∑
p∈P
1/ps
tend vers k lorsque s > 1 tend vers 1.
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Notons que pour les deux notions de densité on a nécessairement
0 ≤ k ≤ 1 et qu’un ensemble fini a une densité nulle : pour la densité
analytique, on l’a vu au cours de la démonstration du théorème 4.2.16.
Ce dernier énonce donc que, pour (a,m) = 1, l’ensemble
Pa (mod m) = {p ∈ P | p ≡ a (mod m)}
a pour densité analytique
1
ϕ(m)
, où ϕ est l’indicateur d’Euler.
Si un ensemble de nombres premiers a une densité naturelle, il a une
densité analytique et ces deux densités coïncident (exercice 4.2.20). On
peut montrer que Pa (mod m) a une densité naturelle (donc égale à 1
ϕ(m)
).
Par contre, on peut exhiber des T ⊂ P ayant une densité analytique, mais
pas de densité naturelle (Bombieri, cf [50, ch. 7, exercices 14 et 15]).
4.2.5. Autres applications du théorème de Dirichlet. — Le théorème 4.2.11
a des applications arithmétiques importantes à des formules analytiques
du nombre de classes (pour les corps quadratiques et les corps cyclo-
tomiques Q(µp) avec p premier) : voir remarque 4.2.13 2) et Borevič-
Šafarevič [20, ch. VI].
4.2.20. Exercice. — Soit T comme dans la définition 4.2.19. On note
πT (n) = |{p ∈ T | p < n}|, π(n) = πP(n) (n ∈ N)
FT (s) =
∑
p∈T
1/ps, F (s) = FP(s) (s > 1).
(a) Vérifier l’identité
FT (s) =
∞∑
n=1
πT (n+ 1)− πT (n)
ns
.
(b) En déduire l’identité
FT (s) =
∞∑
n=1
πT (n+ 1)
(
1
ns
− 1
(n+ 1)s
)
.
(c) Supposons que T ait pour densité naturelle δ. Soit ε > 0 : il existe
donc n0 ≫ 0 tel que |πT (n) − δπ(n)| < επ(n) dès que n > n0. En
considérant FT (s)−δF (s), montrer que T a pour densité analytique
δ. (On séparera la série en deux morceaux :
∑n0−1
n=1 et
∑∞
n=n0
, et on
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utilisera le fait que lims→1 F (s) = +∞, cf. preuve du théorème
4.2.16.)
4.2.21. Exercice. — Soit a ∈ Z− {0}.
(a) Si p est un nombre premier ne divisant pas 2a, montrer que a
p−1
2 ≡
±1 (mod p). On note
(
a
p
)
l’élément de {±1} ⊂ Z qui s’envoie sur
a
p−1
2 modulo p : c’est le symbole de Legendre de a modulo p.
(b) Montrer que, p impair étant donné, il existe b tel que
(
b
p
)
= −1.
Pour la suite, on admettra la loi de réciprocité quadratique(
p
q
)(
q
p
)
= (−1) p−12 · q−12
pour deux nombres premiers impairs p, q, et les formules complé-
mentaires (−1
p
)
= (−1) p−12 ,
(
2
p
)
= (−1) p
2−1
8 .
(c) Supposons a premier impair, et soit m un entier premier à 2a : en
utilisant la loi de réciprocité quadratique, donner une expression du
produit
∏
l|m
(a
l
)vl(m)
en fonction de
(m
a
)
.
(d) Donner une expression du même produit quand a = −1 et a = 2,
en utilisant les formules complémentaires.
(e) Montrer qu’il existe un unique caractère de Dirichlet χa modulo 4a
tel que χa(p) =
(
a
p
)
pour tout nombre premier p ne divisant pas
2a. (Se ramener à a premier ou a = −1, et utiliser (c), (d).)
(f) Si a est premier ou a = −1, montrer que χa 6= 1.
(g) Si a n’est pas un carré, montrer que χa 6= 1. (Écrire a = lna1 avec l
premier, n impair et (a1, l) = 1 ; utiliser (f) et le lemme chinois.)
(h) Supposons que a soit un carré modulo p pour tout p ∈ P sauf un
nombre fini. Montrer que a est un carré. (Utiliser (g) et le théorème
de la progression arithmétique.)
4.3. Première généralisation : fonctions L de Hecke. —
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4.3.1. Produits directs restreints. —
4.3.1. Définition. — Soit (Gi)i∈I une famille d’ensembles et, pour tout
i ∈ I, soit Ui un sous-ensemble de Gi. On note∐∏
i∈I
(Gi, Ui) = {(gi) ∈
∏
i
Gi | {j ∈ I | gj /∈ Uj} est fini}.
C’est le produit direct des Gi restreint relativement aux Ui.
On a évidemment∐∏
i∈I
(Gi, Ui) = lim−→
J⊂I fini
∏
i∈J
Gi ×
∏
i/∈J
Ui.
4.3.2. Places des corps globaux. — Soit K un corps global : corps de
nombres ou corps de fonctions d’une variable sur un corps fini. Notons
ΣK l’ensemble des places de K (classes d’équivalences de valeurs absolues
non triviales). Notons aussi ΣfK l’ensemble des places non archimédiennes
et Σ∞K l’ensemble des places archimédiennes. Si carK = 0, les v ∈ ΣfK
correspondent bijectivement aux idéaux premiers de OK et les v ∈ Σ∞K
aux plongements K →֒ C ; si carK > 0, on a Σ∞K = ∅ et ΣK = ΣfK est en
bijection avec les points fermés d’une courbe C, l’unique modèle projectif
lisse de K sur son corps des constantes.
Pour v ∈ ΣK , notons Kv le complété de K par rapport à v. Ainsi :
1. Si K est un corps de nombres, Kv est un corps p-adique si v est
non archimédienne, correspondant à un idéal p ⊂ OK au-dessus de
p, Kv = R ou C si v est archmédienne.
2. Si K est un corps de fonctions de corps des constantes k = Fq,
Kv ≃ kv((t)) où kv est une extension finie de k (le corps résiduel de
C en v, si C est le modèle projectif lisse de K/k).
4.3.3. Adèles et idèles. — Soit K un corps global.
4.3.2. Définition. — a) L’anneau des adèles de K est l’anneau
AK =
∐∏
v∈ΣK
(Kv, Ov)
où Ov est l’anneau de valuation de v si v est non archimédienne et Ov =
Kv si v est archimédienne.
b) Le groupe des idèles de K est le groupe des unités IK de AK :
IK =
∐∏
v∈ΣK
(K∗v , O
∗
v).
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c) Si K est un corps de nombres, on note aussi
AfK =
∐∏
v∈ΣfK
(Kv, Ov)
(adèles finies) et IfK le groupe des idèles correspondant.
4.3.3. Remarque. — Voici une description différente de AK si carK =
0 : AK = AZ ⊗Z K, avec
AZ = R×
∏
p
Zp.
En caractéristique p, on peut faire la même chose en partant de l’anneau
A =
∏
v
Ov
où v décrit toutes les places de K.
Les idèles ont été introduites par Claude Chevalley en 1936 [27]. Les
adèles ont été introduites un peu plus tard par Artin et Whaples sous le
nom de valuation vectors [13], nom remplacé par adèle par Weil (dans
[156] ?) Le but était de reformuler la théorie du corps de classes sous
une forme plus conceptuelle. Une notion plus ancienne d’“anneau des
répartitions” (sans complétions) est due à Weil.
4.3.4. Topologie des adèles et des idèles. — Références : Cassels-Fröhlich
[30, ch. II], Lang [84, ch. VII].
Partons d’une famille (Gi, Ui)i∈I d’espaces topologiques comme au nu-
méro 4.3.1. Supposons Gi localement compact et Ui ouvert dans Gi pour
tout i ; supposons de plus Ui compact pour presque tout i (i.e. tout i sauf
un nombre fini). Alors les produits
∏
i∈J Gi ×
∏
i/∈J Ui sont localement
compacts, et leur limite inductive
∐∏
i∈I(Gi, Ui) est localement compacte
pour la topologie limite inductive.
Ceci s’applique à AK , IK , A
f
K et I
f
K .
4.3.4. Mise en garde. — L’inclusion IK →֒ AK est continue, mais la
topologie de IK est plus forte que la topologie induite par celle de AK
(pour laquelle x 7→ x−1 n’est pas continue). La topologie de IK est celle
induite par le plongement
IK → AK × AK
x 7→ (x, x−1)
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d’image fermée.
On a le plongement diagonal K →֒ AK , et
4.3.5. Théorème. — a) K est discret dans AK ; le quotient AK/K est
compact.
b) Théorème d’approximation forte. Soit v0 ∈ ΣK . Alors le plonge-
ment diagonal
K →֒
∐∏
v 6=v0
(Kv, Ov)
est d’image dense.
Esquisse. — Pour a), soitK0 = Q ou Fq(t). Le choix d’une base deK sur
K0 fournit un isomorphisme AK ≃ A[K:K0]K0 compatible aux plongements
diagonaux. On se ramène ainsi à K = K0, et cela résulte d’un calcul
facile [30, p. 65]. Pour b), on utilise une forme adélique du théorème de
Minkowski sur les points des réseaux de RN , cf. [30, ch. II, §15].
Pour le cas des idèles, il faut introduire la norme
|| || : IK → R+∗(4.1)
||(av)v∈ΣK || =
∏
v
||av||v
où, pour tout v, || ||v est la “valeur absolue” normalisée sur Kv. Rappelons
cette dernière :
Kv = R : ||a||v = |a|.
Kv = C : ||a||v = |a|2.
Kv est non archimédien : ||a||v = N(v)−v(a), où N(v) est le cardinal
du corps résiduel de Kv et v(a) est la valuation normalisée de a
(v(π) = 1 si π est une uniformisante).
4.3.6. Théorème. — Le plongement diagonal
K∗ →֒ IK
est d’image discrète. Cette image est contenue dans I0K = Ker(|| ||), et
I0K/K
∗ est compact.
Démonstration. — La première assertion résulte facilement du théorème
4.3.5 a). Le fait que ||a|| = 1 pour tout a ∈ K∗ s’appelle la formule
du produit. Pour la démontrer, on vérifie que si K0 ⊂ K, on a ||a|| =
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||NK/K0(a)|| (ceci s’étend à IK et IK0 pour la définition convenable de la
norme). On est alors ramené à K = Q ou Fq(t) ; dans les deux cas on
a un anneau d’entiers qui est principal, et la vérification devient facile.
(Pour une autre démonstration, voir [137, th. 4.3.1].)
Pour la compacité du quotient, on utilise le théorème 4.3.5 b), en mon-
trant d’abord que la topologie de I0K est induite par celle de AK , cf. 4.3.4
[30, ch. II, §16].
4.3.7. Définition. — Le quotient CK = IK/K∗ s’appelle le groupe des
classes d’idèles.
On a donc une suite exacte
0→ C0K → CK
|| ||−→ R+∗ → 0
où C0K est le groupe des classes d’idèles de norme 1.
4.3.5. Raccord avec la théorie algébrique des nombres “classique”. — Les
idèles ont été introduites pour mettre ensemble les groupes de classes
généralisés :
Si A est un anneau de Dedekind, le groupe des classes d’idéaux Cl(A)
est le quotient du groupe des idéaux fractionnaires par le groupe des
idéaux fractionnaires principaux : il s’identifie au groupe de Picard
Pic(SpecA).
On généralise cette définition ainsi : soit K un corps global.
4.3.8. Définition. — On note IK le groupe des diviseurs de K :
(i) Si carK = 0, c’est le groupe des idéaux fractionnaires de l’anneau
des entiers OK .
(ii) Si carK = p > 0, on a K = Fq(C) pour une courbe projective
lisse C géométrquement connexe, où q est une puissance de p. On
pose IK = Div(C) = Z0(C).
On a un homomorphisme surjectif
ϕ : IK → IK
(av) 7→
∑
v∈ΣfK
v(av)v
continu (pour la topologie discrète sur IK) et tel que ϕ(f) = (f) (diviseur
de f) pour tout f ∈ K∗.
4.3.9. Lemme. — Si carK = 0, la restriction de ϕ à I0K est surjective.
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Démonstration. — Si p est un idéal premier de OK , l’idèle (av) avec av =
1 pour v 6= p, vp(ap) = 1, ||av||v = ||ap||−1p pour une place archimédienne
v et av = 1 pour les autres places archimédiennes est dans I0K et s’envoie
sur p.
4.3.10. Définition. — Un module est une combinaison linéaire for-
melle
m =
∑
v∈ΣK
nvv
où nv ∈ N est nul pour presque tout v, et nv = 0 ou 1 si v est archimé-
dienne. L’ensemble S = {v | nv 6= 0} est le support de m.
4.3.11. Définition. — Soit m =
∑
nvv un module de support S.
a) On note ISK le sous-groupe de IK formé des a premiers à S : v(a) = 0
si v est une place finie de S.
b) Soit f ∈ K∗. On note f ≡ 1 (mod∗ m ) si
(i) v(f − 1) ≥ nv lorsque v est finie et nv > 0 ;
(ii) f > 0 si v est réelle et nv = 1.
c) On note
Km = {f ∈ K∗ | f ≡ 1 (mod∗ m )}
et Clm(K) le quotient ISK/(K
m). C’est le groupe des classes généralisées
relatives au module m. (On dit souvent : corps de classes de rayon ou ray
class field.)
4.3.12. Exemples. — 1) m = 0 : on retrouve le groupe des classes (de
OK en caractéristique zéro, de C en caractéristique p).
2) K = Q, m = m. On trouve un isomorphisme (Z/m)∗ ∼−→ Clm(Q).
Revenant aux idèles, si m est un module, on note
ImK = {a ∈ IK | a ≡ 1 (mod∗ m )}
(généralisation directe de la définition 4.3.11), de sorte queKm = K∗∩ImK .
L’homomorphisme ϕ de la définition 4.3.8 envoie ImK dans I
S
K , et
4.3.13. Proposition. — On a un diagramme
ImK/K
m i−−−→ CK
ϕ¯
y
Clm(K)
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où i, induit par l’inclusion ImK ⊂ IK, est bijectif et ϕ¯, induit par ϕ, est
surjectif et continu (pour la topologie discrète de Clm(K)). Si carK = 0,
Clm(K) est fini.
Esquisse. — La surjectivité de i résulte facilement du théorème d’ap-
proximation forte, et même de moins. Pour la finitude, le lemme 4.3.9
montre que la restriction de ϕ¯ à (ImK∩I0K)/Km est surjective. Donc Clm(K)
est un quotient discret d’un groupe compact, et est fini.
4.3.14. Remarque. — La finitude de Clm(K) est fausse si carK > 0 :
d’une part le lemme 4.3.9 est faux dans ce cas, et on a même un dia-
gramme commutatif
ImK/K
m || ||−−−→ R∗
ϕ¯
y ρx
Clm(K)
deg−−−→ Z
où ρ(1) = q−1, si Fq est le corps des constantes de K et où l’homomor-
phisme deg est surjectif. On en déduit que Clm(K)0 := Ker deg est fini,
ce qui est l’énoncé correct.
Pour avoir un parallèle parfait entre caractéristique zéro et caracté-
ristique p, il faudrait introduire en caractéristique zéro des groupes de
diviseurs compactifiés (munis de métriques à l’infini), cf. Szpiro [135,
§1]. Cette idée remonte à Weil et a donné naissance à la théorie d’Ara-
kelov.
4.3.6. Caractères de Hecke ou Größencharaktere : version idélique. —
4.3.15. Définition. — Un quasicaractère d’un groupe localement com-
pact G est un homomorphisme continu χ : G → C∗. C’est un caractère
s’il prend ses valeurs dans le cercle unité S1 ⊂ C∗.
4.3.16. Définition. — Un quasicaractère χ : IK → C∗ est non ramifié
en v ∈ ΣfK si χ(O∗v) = 1.
4.3.17. Définition. — Un caractère de Hecke est un quasicaractère de
CK .
4.3.18. Exemple. — La norme || || (4.1) est un caractère de Hecke,
appelé principal.
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4.3.19. Lemme. — Soit χ un caractère de Hecke. On peut écrire
χ =
∏
v
χv
où χv = χ|K∗v ; de plus, χv est non ramifié pour presque tout v, i.e.
χv(O
∗
v) = 1 pour tout v ∈ ΣfK sauf un nombre fini.
Démonstration. — L’assertion “non ramifié” provient de la continuité de
χ.
Le lemme suivant permet de se ramener des quasicaractères aux ca-
ractères :
4.3.20. Lemme. — Soit χ un caractère de Hecke. Il existe un unique
σ ∈ R tel que le caractère de Hecke
a 7→ χ(a)||a||−σ
soit à valeurs dans S1 ( i.e. soit un “vrai” caractère). On appelle σ l’ex-
posant de χ. Si χ est d’exposant 0, on dit qu’il est unitaire.
Démonstration. — La restriction de |χ| au groupe compact C0K est tri-
viale, puisque R+∗ n’a pas de sous-groupe compact non trivial. Donc |χ|
se factorise par || ||. Mais tout endomorphisme continu de R+∗ est de
la forme x 7→ xσ pour un σ ∈ R, comme on le voit en passant par le
logarithme.
4.3.7. Passage aux caractères admissibles. — Cette exposition est ex-
traite de l’exposé de Tate [30, ch. VII, §§3,4].
4.3.21. Définition. — Soit S ⊂ ΣK un ensemble fini contenant Σ∞K ;
notons ISK l’ensemble des diviseurs premiers à (l’ensemble des places finies
de) S. Si f ∈ K∗, on note (f)S la partie du diviseur de f qui appartient
à IS, soit (f)S =
∑
v∈ΣfK−S
v(f)v.
4.3.22. Définition. — Un couple admissible est un couple (S, ϕ) où S
est comme ci-dessus et ϕ est un homomorphisme de ISK vers un groupe
topologique commutatif G vérifiant :
Pour tout voisinage U de l’élément neutre 1 ∈ G, il existe ε > 0
tel que ϕ((f)S) ∈ U dès que |f − 1|v < ε pour tout v ∈ S.
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4.3.23. Proposition ([30, ch. VII, prop. 4.1]). — Via l’isomorphisme
i de la proposition 4.3.13, tout couple admissible (S, ϕ) induit un homo-
morphisme continu ψ : CK → G tel que ψ(a) = ϕ((a)S) pour tout a ∈ ISK,
où
ISK = {(av) ∈ IK | |av| = 1 pour v ∈ S}
et (a)S est défini comme en 4.3.21.
Réciproquement, s’il existe un voisinage U de 1 ∈ G tel que le seul sous-
groupe de G contenu dans U soit égal à {1}, alors tout homomorphisme
continu ψ : CK → G provient d’un couple admissible.
On notera que, dans la proposition 4.3.23, le couple admissible (S, ϕ)
n’est pas uniquement déterminé en fonction de ψ : ceci correspond à
l’ambiguïté des caractères de Dirichlet non primitifs et conduit à la gé-
néralisation du conducteur :
4.3.24. Définition. — Soit χ : CK → C∗ un caractère de Hecke. On
appelle conducteur de χ le diviseur f(χ) =
∑
v∈ΣfK
nvv où nv est le plus
petit entier n tel que χv(1 + pnv ) = 1, où pv est l’idéal maximal de Ov
(nv = 0 si χv(O∗v) = 1).
On a aussi la notion de type à l’infini : On peut consulter [30, ch.
VIII, §1], et les notes de Jerry Shurman [132] pour une description plus
détaillée de la situation. Brièvement, en appliquant la proposition 4.3.23
à un caractère de Hecke χ, on peut voir χ comme un homomorphisme
χ : ISK → C∗
tel que, si f ≡ 1 ( mod ∗ f(χ) ), χ((f)) est déterminé par le type à l’infini
de χ : c’est la définition originelle de Hecke [64]. Donnons seulement deux
exemples :
4.3.25. Exemples. — 1) En partant de l’exemple 4.3.12, on voit que
les caractères de Dirichlet sont des cas particuliers de caractères de Hecke
unitaires.
2) Pour tout corps global K et tout s ∈ C, la fonction A 7→ N(A)−s
définit un caractère de Hecke (c’est celui correspondant à || ||s : CK →
C∗).
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4.3.8. Fonctions L de Hecke. —
4.3.26. Définition. — Soit χ un caractère de Hecke, de conducteur f.
On pose
L(χ, s) =
∑
a∈I+K
χ(a)
N(a)s
où I+K désigne le monoïde des diviseurs effectifs de K et où χ(a) := 0 si
(a, f) 6= 1.
4.3.27. Proposition. — a) On a l’identité
L(χ · || ||t, s) = L(χ, s+ t).
b) On a ρ+(L(χ, s)) ≤ 1 + σ, où σ est l’exposant de χ (lemme 4.3.20).
c) On a le produit eulérien habituel
L(χ, s) =
∏
p∤m
(
1− χ(a)
N(a)s
)−1
.
Démonstration. — a) est évident (cf. exemple 4.3.25 2)). On en déduit b)
à partir du théorème 4.2.9 (ou du cas de la fonction zêta de Riemann) en
se ramenant à χ unitaire. Enfin, c) se démontre comme d’habitude.
4.3.28. Remarque. — L’identité de la proposition 4.3.27 a) peut aussi
s’écrire
L(χ · || ||t, s) = L(χ · || ||t+s, 1)
ce qui permet de voir une fonction L de Hecke comme une fonction conti-
nue sur l’espace des caractères de Hecke. C’est cette interprétation qui
est à la base de la preuve que Tate a donnée du théorème suivant.
4.3.29. Théorème (Hecke, 1920 [64]). — Soit χ un caractère de Hecke
unitaire. Posons
Λ(χ, s) =
(|dK|N(f(χ)))s/2 ∏
v∈ΣRK
ΓR(s+ nv)
∏
v∈ΣCK
ΓC(s+
|nv|
2
)L(χ, s)
où ΓR,ΓC ont été définis en (1.7), dK est le discriminant absolu de K
si carK = 0, dK = q2g−2 si K = Fq(C) où C est une courbe projective,
lisse et géométriquement intègre sur Fq, de genre g, et
v réelle : nv = 1 si χv 6= 1 et nv = 0 si χv = 1.
v complexe : nv est l’entier n tel que χv(z) = zn pour z de module 1.
En particulier, nv = 0 si χ est d’ordre fini.
FONCTIONS ZÊTA ET L DE VARIÉTÉS ET DE MOTIFS 85
Alors Λ(χ, s) admet un prolongement méromorphe à tout le plan com-
plexe, et vérifie l’équation fonctionnelle
Λ(χ¯, 1− s) = W (χ)Λ(χ, s)
où (χ¯)(x) := χ(x) et W (χ) ∈ C∗ possède une décomposition canonique
W (χ) =
∏
v∈ΣK
W (χv)
où |W (χv)| = 1, W (χv) = 1 si χv est non ramifié (en général, W (χv) est
une somme de Gauss normalisée).
Si χ est de la forme || ||it, t ∈ R, L(χ, s) a un pôle simple en s = 1 + it
et est holomorphe ailleurs. Sinon, L(χ, s) est holomorphe dans le plan
complexe.
La preuve de Tate [137] consiste à faire de l’analyse de Fourier sur
l’espace des adèles ; le point-clef est la formule de Poisson, qui est un
analogue analytique du théorème de Riemann-Roch. Cela évite le recours
qu’avait Hecke à des fonctions thêta, généralisant la démonstration du
théorème 1.6.1.
4.4. Seconde généralisation : fonctions L d’Artin. — Pour plus
de détails, voir Martinet [91].
4.4.1. Rappels : théorie de la ramification. — Référence : tout bon livre
de théorie algébrique des nombres.
Soient A un anneau de Dedekind de corps des fractions K : si p est un
idéal premier de A, on note κ(p) = A/p son corps résiduel.
Soit L une extension finie séparable de K et B la clôture intégrale de
A dans L : c’est un anneau de Dedekind fini sur A. Si P est un idéal
premier de B, p = A ∩ P est un idéal premier de A : on dit que P est
au-dessus de p ou que P divise p (notation : P | p). Partant de p, on a
pB =
∏
P|p
PeP
où eP est (par définition) l’indice de ramification de P. On a la formule
(4.2) [L : K] =
∑
P|p
ePfP
où fP = [κ(P) : κ(p)] est le degré résiduel de P.
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Supposons L/K galoisienne de groupe G. Alors tous les P | p sont
conjugués sous l’action de G. On peut donc noter eP = ep, fP = fp et
(4.2) se réduit à
(4.3) [L : K] = epfpgp
où gp est le nombre d’idéaux premiers au-dessus de p. Choisissons P
au-dessus de p : on note
DP = {g ∈ G | gP = P}
le groupe de décomposition de P. Il opère sur le corps résiduel κ(P) ;
l’extension κ(P)/κ(p) est galoisienne et l’homomorphisme induit
DP → Gal(κ(P)/κ(p))
est surjectif. Son noyau IP est le groupe d’inertie en P. On a donc
(G : DP) = gp, (DP : IP) = fp, |IP| = ep.
Soit P′ | p : il existe g ∈ G tel que P′ = gP, et on a
DP′ = gDPg
−1, IP′ = gIPg
−1.
4.4.2. Cas des courbes. — Supposons K = k(C), où C est une k-courbe
projective, lisse et géométriquement intègre. En considérant les anneaux
locaux de C on obtient une théorie locale de la ramification, qu’on peut
globaliser.
Soit L une extension finie et séparable de K, de corps des constantes
l. Pour simplifier, je suppose que l = k : on peut toujours s’y ramener en
remplaçant K par Kl.
Soit C ′ le modèle projectif lisse de L. Le morphisme C ′ → C est fini
et plat : c’est un “revêtement ramifié”. SI x est un point fermé de C ′, on
note ex l’indice de ramification de l’idéal premier de OC′,x. L’information
globale fournie par la ramification est la formule de Riemann-Hurwitz
2g′ − 2 = [L : K](2g − 2) +
∑
x∈C′
(0)
(ex − 1)
où g est le genre de C et g′ celui de C ′.
(Cette formule est démontrée dans Hartshorne [62, ch. IV, cor. 2.4]
quand k est algébriquement clos : dans le cas général, on peut soit recopier
la démonstration soit se ramener à ce cas en constatant que g, g′ et les
ex sont invariants par extension des scalaires.)
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Supposons L/K galoisienne de groupe G : alors l’extension l/k des
corps de constantes est galoisienne de groupe g, et l’homomorphisme
G→ g est surjectif.
4.4.3. Les automorphismes de Frobenius. — Soit K un corps global, et
soit L/K une extension finie, galoisienne de groupe G. Soit v une place
finie de K et w une place finie de L divisant v. Le corps résiduel κ(w)
possède un automorphisme canonique : l’automorphisme de Frobenius
ϕw/v. Si κ(v) = Fq, on a
ϕw/v(x) = x
q
pour x ∈ κ(w).
4.4.1. Définition. — L’automorphisme de Frobenius de G en w est
l’élément de Dw/Iw correspondant à ϕw/v : on garde la notation ϕw/v.
Supposons v non ramifié, de sorte que Iw = 1 pour tout w | v. Alors
l’ensemble des ϕw/v forme une classe de conjugaison de G, notée ϕv.
4.4.4. Les fonctions L d’Artin. — Soit ρ : G→ GL(V ) une représenta-
tion linéaire sur un C-espace vectoriel V de dimension finie.
4.4.2. Définition (Artin, 1923-1930 [8, 11]). — La fonction L de ρ
est
L(ρ, s) =
∏
v∈ΣfK
Lv(ρ, s)
avec
Lv(ρ, s) = det(1− ρ(ϕw/v)N(v)−s | V Iw)−1.
Expliquons cette définition : le groupe quotient Dw/Iw opère sur V Iw ;
le polynôme caractéristique de ρ(ϕw/v) sur cet espace ne dépend pas du
choix de w. Artin a commencé par définir ses fonctions L aux facteurs
ramifiés près [8], puis a compris la formule pour ces derniers dans [11].
4.4.3. Proposition. — Les fonctions L d’Artin convergent absolument
pour ℜ(s) > 1 et ont les propriétés suivantes :
(i) L(ρ⊕ ρ′, s) = L(ρ, s)L(ρ′, s).
(ii) Soit L′/K une extension galoisienne de groupe G′, contenant
L/K. Notons ρ˜ la représentation de G′ déduite de ρ (par “infla-
tion”). Alors L(ρ˜, s) = L(ρ, s).
(iii) Soit M/K une sous-extension de L/K, et soit H = Gal(L/M).
Soit θ une représentation linéaire de H. Alors L(IndGH θ, s) = L(θ, s).
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Démonstration. — La convergence absolue se montre en majorant par
la fonction zêta de Dedekind de K. Les propriétés (i) et (ii) sont tri-
viales (21) ; montrons (iii) qui est la plus importante.
Soit w ∈ ΣfL et soient w1, v les places induites sur M et K respective-
ment. Pour plus de précision, notons Iw/w1 et Iw/v les groupes d’inertie
correspondants. Soit V l’espace de représentation de θ, et soitW l’espace
de représentation de IndGH θ. Il suffit de montrer l’égalité
det(1−(IndGH θ)(ϕw/v)N(v)−s |W Iw/v)−1 = det(1−θ(ϕw/w1)N(w1)−s | V Iw/w1 )−1.
Posons f = fw1/w = [κ(w1) : κ(v)]. Comme N(w1) = N(v)
f , il s’agit
par (3.10) de démonter l’identité
∞∑
n=1
Tr((IndGH θ)(ϕ
n
w/v) | W Iw/v)
tn
n
=
∞∑
n=1
Tr(θ(ϕnw/w1) | V Iw/w1 )
tnf
n
soit
(4.4)
Tr
(
(IndGH θ)(ϕ
n
w/v) | W Iw/v
)
=
{
0 si f ∤ n
f Tr
(
θ(ϕ
n/f
w/w1
) | V Iw/w1
)
si f | n
ce qui est un petit exercice amusant [84, ch. XII, §3].
La propriété (ii) permet de parler de L(ρ, s) pour une représentation
complexe (continue) du groupe de Galois absolu de K, sans faire le choix
d’une extension finie galoisienne L/K.
4.4.5. La loi de réciprocité d’Artin. — Soit L/K une extension abélienne
de groupe G. Soit S ⊂ ΣK un ensemble fini contenant Σ∞K et l’ensemble
des places ramifiées dans L. Alors, pour tout v ∈ ΣK−S, l’automorphisme
de Frobenius ϕv est un élément bien défini deG. D’où un homomorphisme
FL/K : I
S
K → G(4.5)
v 7→ ϕv.
C’est l’application de réciprocité d’Artin.
4.4.4. Théorème (Artin, 1927 [10]). — Le couple (S, FL/K) de (4.5)
est admissible au sens de la définition 4.3.22. De plus, FL/K est surjectif.
21. Pour (ii), le point est que si w′ est une place de L′ au-dessus de w, l’homomor-
phisme Iw′ → Iw est surjectif.
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Il induit un isomorphisme
FL/K : Cl
m(K)
∼−→ G
pour un module m convenable.
Démonstration. — Voir n’importe quel bon livre de théorie du corps de
classes. La surjectivité résulte d’une généralisation du théorème de la pro-
gression arithmétique : le théorème de densité de Čebotarev. L’injectivité
(i.e. l’existence de m) est beaucoup plus difficile.
4.4.5. Remarque. — L’isomorphisme “abstrait” du théorème 4.4.4 est
dû à Takagi (1922, [136]) ; c’est Artin qui a construit cet isomorphisme
explicite. Citons Tate [140, p. 315] :
How did Artin guess his reciprocity law ? He was not looking
for it, not trying to solve a Hilbert problem. Neither was he, as
would seem so natural to us today, seeking a natural isomor-
phism, to make Takagi’s theory more functorial. He was led to
the law trying to show that a new kind of L-series which he
introduced really was a generalization of the usual L-series.
C’est le contenu du
4.4.6. Corollaire. — Supposons que la représentation ρ de G soit ir-
réductible ( i.e. de degré 1). Alors
L(ρ, s) = L(ρ ◦ FL/K , s)
est une fonction L de Hecke.
4.4.6. Les facteurs locaux archimédiens et le conducteur. — Pour écrire
l’équation fonctionnelle que va vérifier L(ρ, s), il est pratique d’introduire
tout de suite la “fonction L complétée” correspondante.
Commençons par les facteurs à l’infini lorsque carK = 0. Si v est une
place réelle et si w | v, l’extension Lw/Kv est de degré 1 ou 2. Soit Gw
son groupe de Galois, et soit ϕw son générateur (le Frobenius à l’infini !) :
pour ε = ±1, on pose
V ε = {v ∈ V | ϕwv = εv}
(donc V + = V , V − = 0 si Gw = 1).
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4.4.7. Définition. — Pour v ∈ Σ∞K ,
Γv(ρ, s) =
{
ΓR(s)
dimV +ΓR(s+ 1)
dimV − si v est réelle
ΓC(s)
dimV si v est complexe.
La définition du conducteur d’Artin f(ρ) [12] est beaucoup plus dé-
licate : je renvoie par exemple à Serre [125, ch. VI] où elle est donnée
localement en termes des groupes de ramification supérieurs (cette défi-
nition dépend du théorème de Hasse-Arf ).
On pose maintenant
Λ(ρ, s) =
(|dK |dimVN(f(ρ)))s/2 ∏
v∈Σ∞K
Γv(ρ, s) · L(ρ, s).
4.4.7. Prolongement analytique et équation fonctionnelle. —
4.4.8. Théorème (Artin-Brauer, (1947) [25]). — Pour toute repré-
sentation galoisienne ρ, la fonction L d’Artin L(ρ, s) se prolonge analy-
tiquement à tout le plan complexe et admet une équation fonctionnelle de
la forme
Λ(ρ∨, 1− s) = W (ρ)Λ(ρ, s)
où ρ∨ est la représentation duale de ρ et W (ρ) est un nombre complexe
de module 1.
Démonstration. — Elle repose sur le théorème de Brauer [25] : toute
représentation linéaire de G est combinaison linéaire à coefficients dans
Z d’induites de représentations de degré 1. Une version de ce théorème
avait été prouvée antérieurement par Artin, en remplaçant Z par Q. Cela
démontrait le théorème 4.4.8 après élévation à une puissance entière.
Pour faire la démonstration, il faut vérifier que les fonctions L com-
plétées continuent à avoir la propriété d’induction (iii) de la proposition
4.4.3, ce qui se fait facteur par facteur. On est alors ramené par (une
extension du) corollaire 4.4.6 au cas d’une fonction L de Hecke, et on
applique le théorème 4.3.29.
4.4.8. La conjecture d’Artin. — Le théorème 4.4.8 donne la méromor-
phie des L(ρ, s), mais pas la
4.4.9. Conjecture (Artin). — Si ρ est une représentation irréductible
différente de 1, L(ρ, s) est holomorphe dans le plan complexe.
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Cette conjecture est toujours ouverte, sauf dans les cas où on sait
prendre les coefficients positifs dans le théorème de Brauer et des cas de
dimension 2 “automorphes” établis par Langlands et ses successeurs. (22)
Toutefois, on a :
4.4.10. Théorème (Weil). — La conjecture d’Artin est vraie sur les
corps de fonctions pour les représentations irréductibles non triviales ρ :
G → GLn(C) du groupe de Galois G d’une extension L/K régulière, et
l’hypothèse de Riemann est vérifiée.
La preuve est dans [153, §V]. En fait, Z(ρ, t) est un polynôme P (t) ∈
Z[t] dont les racines inverses sont de valeurs absolues complexes
√
q, si
q est le nombre d’éléments du corps des constantes de K. L’idée de la
démonstration est de plonger l’algèbre du groupe Z[G] dans l’anneau des
correspondances Corr≡(C,C) où C est le modèle projectif lisse de K, et
d’utiliser le théorème de positivité 2.8.17.
4.4.11. Remarques. — a) Le théorème 4.4.10 est faux si on enlève l’hy-
pothèse “régulière” (c’est-à-dire si K et L n’ont pas le même corps des
constantes) : prenons par exemple K = Fq(x), L = Fq2(x) et pour ρ le
caractère de valeur −1 de G = Gal(L/K) = Z/2. Alors
Z(ρ, t) =
Z(P1Fq2 , t)
Z(P1Fq , t)
=
(1− t2)−1(1− q2t2)−1
(1− t)−1(1− qt)−1 =
1
(1 + t)(1 + qt)
.
Ceci contraste fortement avec le cas des corps de nombres, où on ne
demande pas que K et L aient le même nombre de racines de l’unité.
b) Nous donnerons une démonstration motivique du théorème 4.4.10 au
§6.15.
4.5. Le mariage d’Artin et de Hecke. — Il est réalisé par Weil qui
introduit ses W -groupes (appelés communément groupes de Weil), mo-
difications d’un groupe de Galois par l’intermédiaire du corps de classes
[156] : c’est un groupe localement compact. Dans le cas local non archi-
médien, ou global de caractéristique > 0, le groupe de Weil W (K) est
l’image réciproque de Z (engendré par Frobenius) par l’homomorphisme
continu π : GK → Zˆ, où GK est le groupe de Galois absolu de K : si K
est local (resp. global), π est donné par la restriction à l’extension non
22. Il y a aussi le théorème d’Aramata-Brauer : si L/K est finie galoisienne,
ζ(L, s)/ζ(K, s) est entière. Sa preuve repose sur le théorème d’Artin plutôt que sur
celui de Brauer.
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ramifiée maximale de K (resp. au sous-corps des constantes). Le groupe
de Weil de C (resp. de R) est C∗ (resp. l’extension non triviale de µ2 par
C∗ réalisée par 〈C∗, j〉 dans les unités du corps des quaternions réels).
Dans le cas des corps de nombres, le groupe de Weil W (L/K) d’une ex-
tension galoisienne finite de groupe G est une certaine extension de G
par le groupe des classes d’idèles CL ; il y a ensuite un travail hautement
non trivial pour montrer que ces extensions forment un système cohérent
“convergeant” vers un groupe de WeilW (K), extension de GK . Voir aussi
Artin-Tate [14].
Ceci permet à Weil de définir des fonctions L qui généralisent à la
fois celles de Hecke et d’Artin, et d’étendre la factorisation d’Artin des
fonctions zêta à toutes les fonctions L de Hecke. Voir aussi le commentaire
de Tate à la fin de [140].
4.6. La constante de l’équation fonctionnelle. — Ce numéro est
consacré à la constante W (ρ) pour la fonction L d’Artin d’une représen-
tation galoisienne complexe ρ, apparaissant dans l’équation fonctionnelle
du théorème 4.4.8. Deux excellentes références sont les articles de Marti-
net [91] et de Tate [141], dont nous résumons ici les points principaux.
Dans sa thèse [137, 4.5], Tate donne une formule explicite pour W (ρ)
quand ρ est de degré 1 (23) ; par le théorème de Brauer, cela détermine
la valeur de W (ρ) pour ρ quelconque. Mais Tate fait mieux : pour ρ de
degré 1 il décompose W (ρ) en un produit de facteurs locaux W (ρv), ne
dépendant que de la restriction ρv de ρ au groupe de Galois local Gv en la
place v. Plus précisément, W (ρv) est une puissance de i si v est réelle et
est une certaine somme de Gauss normalisée si v est non archimédienne,
égale à 1 si ρ est non ramifiée en v. Voir loc. cit., 2.5 pour les formules
précises.
Peut-on étendre cette décomposition au cas général ? La réponse est
oui :
4.6.1. Théorème (Langlands, Deligne). — (24) Soit K un corps lo-
cal. Il existe une et une seule famille d’homomorphismes
W : R(GE)→ S1
23. Plus correctement, il donne une telle formule pour la fonction L de Hecke du
caractère correspondant à ρ par la théorie du corps de classes.
24. Langlands et Deligne préfèrent exprimer ce résultat en termes de facteurs epsi-
lon.
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où E décrit les extensions finies de K, GE est le groupe de Galois absolu
de E, R(GE) est le groupe des représentations complexes continues de
GE, et S1 ⊂ C∗ est le cercle unité, ayant les propriétés suivantes :
(i) Si deg ρ = 1, W (ρ) est le facteur local déterminé par Tate.
(ii) Si E ′/E est une extension finie et ρ ∈ R(GE′) avec deg ρ = 0,
on a W (IndGEGE′ ρ) =W (ρ).
On a
(4.6) W (ρ)W (ρ∗) = detρ(−1)
où ρ∗ est la représentation duale de ρ, et detρ est son déterminant (re-
présentation de degré 1).
Cet énoncé s’étend sans difficulté aux représentations continues du
groupe de Weil (voir numéro précédent). L’unicité est une conséquence
presque immédiate du théorème de Brauer. L’existence est une toute
autre affaire : Langlands en a donné une démonstration non publiée d’en-
viron 400 pages [86] avant que Deligne n’en trouve une démonstration
beaucoup plus courte, par voie globale (voir [34] et [141]).
Voici quelques propriétés remarquables de la constante W (ρ) :
4.6.2. Théorème. — a) (Dwork, Deligne, [141, cor. 4]) Si ρ est irré-
ductible et sauvagement ramifiée, W (ρ) est une racine de l’unité. (C’est
aussi le cas si ρ est non ramifiée, par réduction au cas abélien.)
b) (Deligne [37]) Si ρ est une représentation orthogonale de GK virtuelle
de degré 0 et de déterminant 1, on a
W (ρ) = (−1)w2(ρ)
où w2(ρ) ∈ H2(K,Z/2) ≃ Z/2 est la seconde classe de Stiefel-Whitney
de ρ.
Notons qu’en vertu de (4.6), W (ρ) = ±1 si ρ est symplectique ; ce
signe est intimement lié à la structure de module galoisien de l’anneau
des entiers de L, où ρ se factorise par Gal(L/K) (Fröhlich, Taylor. . .,
voir par exemple [31]).
Signalons aussi les travaux de Deligne-Henniart et Henniart sur la
variation de W (ρ) quand on tord ρ par un caractère pas trop ramifié
[40, 65]. Enfin, comme W (ρ) appartient à l’extension abélienne maxi-
male A de Q, le groupe de Galois Γ = Gal(A/Q) opère sur les W (ρ), et
son action peut être comparée à celle de Γ sur le caractère de ρ (Fröhlich,
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[91, cor. 5.2]) ; ceci permet de majorer le corps cyclotomique contenant
W (ρ) [72].
5. Les fonctions L de la géométrie
5.1. Fonctions zêta “de Hasse-Weil”. —
5.1.1. Un exemple de Weil [158]. — Il y démontre une conjecture de
Hasse : sur un corps k, soit C la k-courbe algébrique plane d’équation
Y e = γXf + δ
2 ≤ e ≤ f , γ, δ ∈ k∗, ef ∈ k∗. Si k est un corps de nombres, on peut
réduire C modulo p pour presque tout p ⊂ OK en gardant les hypothèses,
soit Cp. Soit S l’ensemble des “mauvais” p.
5.1.1. Définition (Hasse). —
Z(C, s) =
∏
p/∈S
ζ(Cp, s).
5.1.2. Théorème (Weil [158, p. 495]). — Z(C, s) admet un prolonge-
ment méromorphe à C et satisfait une équation fonctionnelle de la forme
suivante : Z(C, 2 − s)Z(C, s)−1 peut s’exprimer comme produit fini de
“facteurs élémentaires” (incluant bien sûr des fonctions gamma) qui pour-
raient être facilement écrits explicitement.
Citons Weil (commentaires sur [158]) :
Peu avant la guerre, si mes souvenirs sont exacts, G. de Rham
me raconta qu’un de ses étudiants de Genève, Pierre Humbert,
était allé à Göttingen avec l’intention de travailler sous la di-
rection de Hasse, et que celui-ci lui avait proposé un problème
sur lequel de Rham désirait mon avis. Une courbe elliptique C
étant donnée sur le corps des rationnels, il s’agissait principa-
lement, il me semble, d’étudier le produit infini des fonctions
zêta des courbes Cp obtenues en réduisant C modulo p pour
tout nombre premier p pour lequel Cp est de genre 1 ; plus pré-
cisément, il fallait rechercher si ce produit possède un prolon-
gement analytique et une équation fonctionnelle. (...) J’avoue
avoir pensé que Hasse avait été par trop optimiste. (...)
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Au Brésil, cherchant des applications de l’hypothèse de Rie-
mann, je fis des calculs sur les fonctions zêta des courbes hyper-
elliptiques sur un corps fini (...) Comme l’indiquent ces notes,
il s’ensuit immédiatement que le produit infini de Hasse pour
la courbe Y 2 = X4 + 1 est une fonction L de Hecke relative
au corps Q(i). La conjecture de Hasse commençait à prendre
forme à mes yeux. (...)
(...) (Chevalley) ne croyait pas que les fonctions L de Hecke
eussent un rôle à jouer en théorie des nombres. Je soutenais le
contraire (...) et citai en exemple le produit de Hasse pour la
courbe Y 2 = X4+1, peut-être aussi pour Y 2 = X3−1, en ajou-
tant qu’il devait s’agir là d’un phénomène bien plus général. Là
je m’avançais beaucoup ; ce qui finalement me donna confiance
dans cette idée, ce fut une fois de plus l’analogie entre corps de
nombres et corps de fonctions ; j’observai (...) que la conjecture
de Hasse pour les courbes sur les corps de nombres correspond
exactement à mes conjectures de 1949 pour les surfaces sur un
corps fini, au sujet desquelles il ne me restait plus aucun doute.
5.1.2. Idée de la démonstration. — Les calculs de [155] expriment les
fonctions ζ(Cp, s) en termes de sommes de Jacobi : plus précisément,
Z(Cp, t) est de la forme
Z(Cp, t) =
∏
a,b
La,b(t)
où (a, b) décrit le quotient de Z/f×Z/e par l’action diagonale de (Z/m)∗,
m étant le ppcm de e et f . Hormis les cas triviaux, on a
La,b(t) = 1 + λt
d
où d est le degré d’une certaine extension cyclotomique κ′ de κ(p) et λ
est essentiellement une somme de Jacobi
ja,bp =
∑
x=y=−1
χ(x)a0χ(y)b0.
Cette somme est calculée dans κ′, et χ est un caractère multiplicatif
de κ′, c’est-à-dire un homomorphisme (κ′)∗ → C∗. Le point-clé est alors,
toujours en simplifiant un peu, que la loi p 7→ ja,bp définit un caractère de
Hecke χa,b. La fonction Z(C, s) est alors essentiellement le produit des
fonctions L des χa,b.
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5.1.3. L’intuition de Weil. — Au lieu d’un corps de nombres, choisissons
comme base un corps global k de caractéristique p, soit k = Fq(U) où U
est une courbe lisse. Soit C une courbe lisse sur k. Quitte à remplacer
U par un ouvert non vide, le morphisme C → Spec k se prolonge en un
Fq-morphisme lisse de type fini
f : CU → U.
La fonction zêta de CU s’écrit alors (cf. proposition 2.2.3 b)) :
ζ(CU , s) =
∏
u∈U(0)
ζ(Cu, s)
où Cu est la fibre de f en u. À droite on reconnait une fonction zêta
“à la Hasse”, et à gauche la fonction zêta de la surface (lisse mais pas
projective) CU .
(Ce raisonnement typique à un nombre fini de facteurs près, analogue
à celui indiqué au numéro 4.1.1, ne réduit pas tout à fait la conjecture
de Hasse à celle de Weil pour les surfaces, qui n’était énoncée que dans
le cas projectif lisse : Shreeram Abhyankar ne démontre la résolution des
singularités pour les surfaces sur un corps parfait de caractéristique p
qu’en 1957 [1].)
5.1.4. Définition générale des fonctions L de Hasse-Weil : première ap-
proximation. — Soit k un corps global, et soit C une courbe projective
lisse sur k. Soit U un modèle de k régulier de type fini sur Z : si k est un
corps de nombres, U est de la forme SpecOS où OS est une localisation
de l’anneau des entiers de k ; si k = Fq(C) pour une courbe projective
lisse C, U est un ouvert non vide de C. Si U est assez petit, le morphisme
C → Spec k se prolonge en un morphisme projectif lisse
f : CU → U
comme ci-dessus. On peut alors définir, en première approximation :
L(C, s) = ζ(CU , s) =
∏
u∈U(0)
ζ(Cu, s).
Supposons d’abord k = Fq(C). En utilisant le théorème d’Abhyankar
[1], on peut compléter CU en une surface projective lisse S/Fq ; alors
ζ(CU , s) = ζ(S, s)ζ(S − CU , s)−1. Le facteur ζ(S, s) est une fonction ra-
tionnelle en q−s et vérifie une équation fonctionnelle reliant ζ(S, s) et
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ζ(S, 2− s). Le fermé S − CU est de dimension 1 ; en complétant et nor-
malisant, on se ramène au cas de courbes projectives lisses et on obtient
ainsi une équation fonctionnelle (laide) pour L(C, s).
Supposons maintenant que k soit un corps de nombres. Quelle est la
généralité de l’argument de Weil ?
Le point est que la courbe considérée par Weil (ou plus exactement
sa complétée projective) a une jacobienne J à multiplication complexe :
End0(J) est une Q-algèbre commutative de rang 2g où g est le genre
(géométrique) de C. Dans le cas que considère Weil et sur lequel il revient
dans [162], End0(J) =
∏r
i=1Ki où les Ki sont des sous-corps de Q(µm)
pour m assez grand. (25) Cela a été généralisé par Yutaka Taniyama et
Weil au cas de toutes les variétés abéliennes à multiplication complexe
[160, p. 6], [131]. Voir [SGA41
2
, Sommes trig., §5] pour une reformulation
de [158, 162] en termes de faisceaux l-adiques.
Ces résultats contiennent en particulier le cas des courbes elliptiques à
multiplication complexe, qui remonte à Deuring [46]. Le cas des courbes
elliptiques sans multiplication complexe définies sur Q est beaucoup plus
récent : ici les caractères de Hecke ne suffisent plus, et on utilise les formes
modulaires pour prouver le prolongement analytique et l’équation fonc-
tionnelle. C’est la démonstration de la conjecture de Shimura-Taniyama-
Weil : travaux d’Andrew Wiles, Richard Taylor, Christophe Breuil, Brian
Conrad, Fred Diamond (voir entre autres [163, 143, 26]).
5.2. Bonne réduction. — Nous verrons au §5.6 comment Serre pro-
pose une définition précise des facteurs locaux de la fonction zêta d’une
variété projective lisse X définie sur un corps global. Serre est plus exi-
geant : il propose une formule non seulement pour ces facteurs locaux,
mais pour leur factorisation en termes de la cohomologie de X dans le
style du §3.3. À l’époque de [124], cette formule reposait sur un certain
nombre de conjectures ; parmi celles-ci, les conjectures de Weil sont main-
tenant démontrées, ce qui permet d’avoir une définition inconditionnelle
des facteurs locaux avec leur factorisation au moins aux places de bonne
réduction. Le but de ce paragraphe est de remarquer que, si on ne de-
mande pas une telle factorisation, la définition de ces facteurs locaux est
élémentaire.
Commençons par préciser la notion de bonne réduction :
25. Weil indique dans [162] qu’un cas particulier de ses calculs de [158] remonte à
Eisenstein en 1850 ! [49, pp. 192–193].
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5.2.1. Définition. — Soit K un corps muni d’une valuation discrète v
de rang 1, d’anneau de valuation O et de corps résiduel k. Une K-variété
projective lisse X a bonne réduction (relativement à v) s’il existe un O-
schéma projectif lisse X , de fibre générique Xη = X ⊗O K isomorphe à
X. On dit que X est un modèle lisse de X, et on appelle X ⊗O k la fibre
spéciale associée à X : c’est une k-variété projective lisse.
Dans certains cas (surfaces K3), on affaiblit la condition que X soit un
schéma en demandant seulement qu’il soit un espace algébrique – mais
la fibre spéciale est toujours supposée être un schéma.
5.2.2. Proposition. — Dans la définition 5.2.1, supposons que K soit
un corps global. Alors X a bonne réduction en toutes les places de K,
sauf (au plus) un nombre fini d’entre elles.
Démonstration. — Donnons-nous un plongement X ⊂ PNK . Soit C =
SpecOK si K est un corps de nombres, et soit C le modèle projectif lisse
de K si K est un corps de fonctions. Notons X l’adhérence de X dans
PNC : c’est un C-schéma projectif, de fibre générique X. Le morphisme
p : X → C est lisse en dehors d’un fermé Z ⊂ X ; comme p est propre,
p(Z) est fermé dans C, et différent de C puisque p est lisse au-dessus
du point générique de C. Alors p est lisse au-dessus de l’ouvert non vide
U = C − p(Z).
5.2.3. Remarques. — 1) TouteK-variété projective lisse n’a pas bonne
réduction ! Le contre-exemple le plus simple est celui d’une courbe ellip-
tique dont l’invariant j vérifie v(j) < 0. (On peut aussi prendre une
conique sans point rationnel, mais cet exemple est moins pertinent, cf.
remarque 6.8.2 b).)
2) Si X a un modèle lisse, elle en a en général bien d’autres ; étant donné
deux tels modèles X ,X ′, leurs fibres spéciales Y, Y ′ ne sont en général
pas isomorphes. Toutefois :
5.2.4. Proposition. — Dans la situation de la remarque 5.2.3 2), on a
ζ(Y, s) = ζ(Y ′, s).
Démonstration. — D’après le théorème 6.8.3, Y et Y ′ ont des motifs
de Chow isomorphes, et d’après le lemme 6.13.4, la fonction zêta d’une
k-variété projective lisse ne dépend que de son motif de Chow.
5.2.5. Théorème. — Soit X une K-variété projective lisse ; notons ΣK(X)
l’ensemble des places finies de K où X a bonne réduction. Pour toute
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place v ∈ ΣK(X), notons ζv(X, s) la fonction ζ(Y, s), où Y est la fibre
spéciale d’un modèle lisse quelconque de X en v (proposition 5.2.4). Alors
le produit ∏
v∈ΣK(X)
ζv(X, s)
converge absolument pour ℜ(s) > dimX + 1.
Démonstration. — Reprenons les notations de la preuve de la proposition
5.2.2 : l’ensemble U(0) des points fermés de l’ouvert U est contenu dans
ΣK(X), et le complémentaire ΣK(X) − U(0) est fini. Comme ζv(X, s)
converge absolument pour ℜ(s) > dimX (théorème 2.2.5), il suffit de
démontrer la convergence en remplaçant ΣK(X) par U(0). Mais on a∏
v∈U(0)
ζv(X, s) = ζ(p
−1(U), s)
(proposition 2.2.3), et le deuxième membre converge absolument pour
ℜ(s) > dim p−1(U) = dimX + 1 en réappliquant le théorème 2.2.5.
Le théorème 5.2.5 fournit une définition de la “partie non ramifiée” de
la fonction zêta de Hasse-Weil de X.
5.3. Fonctions L de faisceaux l-adiques. — Références : Grothen-
dieck [56], [SGA5, exp. XV], et Illusie [67] pour des commentaires his-
toriques très éclairants (dépassant largement le cadre des fonctions L).
5.3.1. Faisceaux l-adiques. — Citons Serre [CorrGS, fin lettre 26 oct.
61] :
(À propos des variétés affines : peux-tu décomposer (filtrer,
ou n’importe quoi) leur cohomologie de façon à mettre en évi-
dence les morceaux qui proviennent de la variété complète ? Je
n’arrive pas à m’exprimer (*), mais tu comprendras ce que je
veux si je le mets sous la forme : quelles conjectures doit-on
faire pour la fonction zêta d’une variété affine non singulière ?
Il me paraît scandaleux qu’il soit nécessaire de la plonger (si
tant est que ce soit possible !) dans une variété projective non
singulière, pas du tout unique, et dégueulasse ; d’autre part, je
n’arrive à rien formuler. As-tu en main une autre homologie
que l’usuelle (par exemple « à supports fermés » ou Dieu sait
quoi) qui pourrait servir à quelque chose ?)
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(*) Il me manquait le langage des motifs. (note ajoutée en
2001).
puis Grothendieck [56] :
Le but de cet exposé est de prouver le résultat de rationalité
pour toutes les fonctions L envisagées au §1, et même pour un
type de fonctions L beaucoup plus général, associé à des fais-
ceaux l-adiques sur X. Nous donnerons en effet une formule
explicite du style Lefschetz-Weil de ces fonctions. Les outils
essentiels sont de deux sortes :
(a) Le formalisme de la “cohomologie à supports compacts”
(...)
(b) Une formule de Lefschetz généralisée, due à J. L. Verdier
(...)
5.3.1. Définition ([SGA5, exp. VI, déf. 1.1.1 et 1.2.1])
Soit X un schéma, et soit l un nombre premier.
a) Un faisceau l-adique sur X est un système projectif F = (Fn)n≥0 de
faisceaux étales sur X tels que, pour tout n, le morphisme de projection
Fn+1 → Fn soit isomorphe au morphisme canonique Fn+1 → Fn+1 ⊗Z
Z/ln+1, ce qui implique que chaque Fn est annulé par ln+1.
b) F est constructible si chaque Fn est constructible (pour cela, il suffit
que F0 le soit).
c) F est constant tordu [constructible] (26) Si les Fn sont localement cons-
tants et constructibles.
Lorsque X est connexe, si a→ X est un point géométrique, on a une
équivalence de catégories [SGA5, exp. VI, prop. 1.2.5]
{faisceaux l-adiques constants tordus}⇆
{représentations continues de π1(X, a) à valeurs
sur les Zl-modules de type fini}.
5.3.2. Mise en garde. — Une représentation continue d’un groupe pro-
fini sur un C-espace vectoriel de dimension finie se factorise par un quo-
tient fini. C’est totalement faux si on remplace C-espace vectoriel par
Zl-module, ou même par Ql-espace vectoriel (exemple : Zl opère conti-
nûment et fidèlement sur Ql par x 7→ exp(lx)).
26. Plus tard, on dira aussi lisse.
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5.3.3. Exercice. — Soit k un corps commutatif, de clôture séparable
ks. Si G = Gal(ks/k) et n est un entier inversible dans k, l’action de G
sur les racines de l’unité µn définit un homomorphisme
κ(m) : G→ Aut(µm) ≃ (Z/m)∗
c’est le caractère cyclotomique modulo m. En passant à la limite projec-
tive, on obtient le caractère cyclotomique
κ : G→ lim←−(Z/m)
∗ =
∏
l 6=p
Z∗l
où p = car k. Par projection sur Z∗l , on obtient sa composante l-primaire
κl.
(a) Supposons k = Fq, et soit ϕq ∈ G le Frobenius arithmétique (ϕq(x) =
xq). Montrer que κl(ϕq) = q pour tout l 6= p. En déduire que l’image
de κl est ouverte dans Z∗l .
(b) Supposons que k = Q. Montrer que κl est surjectif pour tout l.
(Utiliser l’irréductibilité des polynômes cyclotomiques.)
(c) Supposons k de type fini sur son sous-corps premier. Montrer que
l’image de κl est ouverte.
5.3.4. Exercice. — Soit l un nombre premier ; soit K une extension
finie de Ql et OK son anneau d’entiers.
(a) Soit x ∈ 1 + lnOK . Montrer que xl ∈ 1 + ln+1OK .
(b) Soient x ∈ 1 + lOK et a ∈ Zl. Soit (ar) une suite d’entiers naturels
convergeant l-adiquement vers a. Montrer que la suite xan converge
dans 1 + lOK vers une limite xa qui ne dépend que de a.
(c) Montrer les identités
(xy)a = xaya, (xa)b = xab.
(d) Soit m un entier premier à l. Soit k le corps résiduel de K. Montrer
que l’homomorphisme de réduction µm(K) → µm(k) est bijectif.
(Utiliser le lemme de Hensel.)
(e) *Soit ζ une racine de l’unité de K, différente de 1. Montrer que
ζ /∈ 1+ lOK si l > 2, et que ζ /∈ 1+4OK si l = 2. (Traiter d’abord le
cas où ζ est d’ordre premier à l, en utilisant (d). Sinon, se ramener
à ζ d’ordre l si l > 2 et d’ordre 4 si l = 2 ; traiter séparément le cas
l = 2, ζ = −1.)
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(f) Soit n ≥ 1. Montrer que U = 1 + lMn(Zl) est un sous-groupe de
GLn(Zl), et un pro-l-groupe. (Filtrer U par les U (r) = 1+ lrMn(Zl),
r ≥ 1, et construire un isomorphisme de groupes U (r)/U (r+1) ∼−→
Mn(Fl) pour tout r.)
5.3.2. Images directes, inverses. . .— Soit f : X → Y un morphisme de
schémas. Je renvoie à [SGA4] ou Milne [92, ch. III] pour la définition
de l’image réciproque des faisceaux f ∗ et des images directes supérieures
Rqf∗, et surtout des images directes supérieures à support propre Rqf!
(ces dernières si f est un morphisme séparé de type fini de schémas
localement noethériens), dont la construction complète est faite dans
l’exposé XVII de [SGA4] (voir aussi [92, ch. VI, §3]).
D’après [SGA5, exp. VI], on peut définir ces foncteurs sur les faisceaux
l-adiques (27), et
5.3.5. Théorème ([SGA5, exp. VI, lemme 2.2.2 et 2.2.3 A)])
Si F est constructible, Rqf!F est constructible pour tout q ≥ 0 et nul
pour q > 2d, où d est la dimension relative de f .
5.3.6. Théorème ([SGA5, exp. VI, 2.2.3 B)]). — La formation des
Rqf!F commute à tout changement de base.
Précisons ce dernier point en utilisant le langage des catégories dérivées
(§B.2.6). En général, soit
C′ g
′
∗−−−→ C
f ′∗
y f∗y
D′ g∗−−−→ D
un carré naturellement commutatif de catégories et de foncteurs : natu-
rellement commutatif signifie qu’on s’est donné un isomorphisme naturel
(5.1) f∗g′∗ ≃ g∗f ′∗.
Supposons que g∗ et g′∗ aient des adjoints à gauche g
∗, g′∗. De (5.1), on
tire une composition
f∗
f∗∗η′−−−→ f∗g′∗g′∗ ≃ g∗f ′∗g′∗
27. Ce point est un peu délicat, car en général l’image directe d’un faisceau l-adique
ne vérifie plus tout à fait la condition de la définition 5.3.1 a). La solution est de le
“rectifier” en utilisant la technique du théorème B.1.7 avec le système multiplicatif
des morphismes de décalages (Fn) 7→ (Fn+r), cf. [SGA5, exp. V, §§2.4 et 2.5].
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où η′ est l’unité de l’adjonction (g′∗, g′∗), puis
(5.2) g∗f∗ → g∗g∗f ′∗g′∗
ε∗f ′∗g
′∗
−−−−→ f ′∗g′∗
où ε est la coünité de l’adjonction (g∗, g∗) : c’est le morphisme de chan-
gement de base. Lorsque cette situation émane d’un carré cartésien de
Fq-schémas de type fini
(5.3)
X ′
g′−−−→ X
f ′
y fy
Y ′′
g−−−→ Y
avec C = Dbc(X,Zl), etc. et f∗ signifie Rf∗, etc., le théorème de change-
ment de base propre implique que (5.2) est un isomorphisme quand f est
propre et g quelconque.
Si f : X → Y est maintenant un morphisme quelconque de Sch(Fq),
on peut le factoriser en
X
j−→ X¯ f¯−→ Y
où j est une immersion ouverte et f¯ est propre (grâce au théorème de
compactification de Nagata (28)). Par définition,
Rf! = Rf¯∗ ◦ j!,
le théorème de changement de base propre assurant que cette définition
est indépendante du choix de (j, f¯). On définit alors l’isomorphisme de
changement de base
(5.4) g∗Rf!
∼−→ Rf ′! g′∗
comme le composé de (5.2) pour f¯ et de l’isomorphisme trivial g′′∗j!
∼−→
j′!g
′∗. (Ici, g′′ est le changement de base de g par f¯ et j′ le changement
de base de j par g′′.)
5.3.3. La fonction L d’un faisceau l-adique constructible. —
5.3.7. Définition ([SGA5, exp. XV, §3 no 1)]). — a) Soit F un fais-
ceau l-adique sur SpecFq (l ∤ q), c’est-à-dire une représentation l-adique
de Gal(F¯q/Fq) ≃ Zˆ. On définit
L(Fq, F ) = det(1− ϕ−1q tn | F ⊗Ql)−1 ∈ Ql(t) ⊂ Ql[[t]]
28. Si X ⊂ X¯0 est une compactification de X au-dessus de Fq, on peut prendre
pour X¯ l’adhérence dans X¯0 × Y du graphe de f dans X × Y .
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où ϕq est l’automorphisme de Frobenius x 7→ xq de F¯q et q = pn.
b) Soit X un schéma de type fini sur Fq, et soit F un faisceau l-adique
constructible sur X. On définit :
L(X,F ) =
∏
x∈X(0)
L(x, Fx)
où Fx est la fibre de F en x (soit i∗xF , où ix : x → X est l’immersion
fermée canonique).
5.3.4. Explication de ϕ−1q . — Soit πX : X → X l’endomorphisme de Fro-
benius au-dessus de Fq : il induit un isomorphisme de faisceaux l-adiques
(πX)∗F
∼−→ F , dont l’inverse définit après adjonction un morphisme :
Fr∗F/X : π
∗
XF → F
la “correspondance de Frobenius”. On vérifie “trivialement” que la com-
position
H∗(X,F )→ H∗(X, π∗XF )→ H∗(X,F )
où la première flèche est l’application canonique (définie par le morphisme
F → (πX)∗π∗XF ) et la seconde flèche est H∗(X,Fr∗F/X), est égale à l’iden-
tité. En appliquant ceci à X¯ = X ×Fq F¯q, on en déduit que l’action de
πX×1 sur H∗(X¯, F r∗F/X) est l’inverse de celle de 1×πFq , soit l’action de
ϕq : “le Frobenius arithmétique est l’inverse du Frobenius géométrique”.
Pour une excellente exposition de ce sorite incompréhensible, voir l’ex-
posé de Houzel [SGA5, exp. XV, §§1 et 2].
5.3.5. Convergence ; fonctorialité en F . —
5.3.8. Lemme. — Le produit infini L(X,F ) est convergent dans Ql[[t]]
(comme série formelle).
Démonstration. — Cela revient à dire que, pour tout n > 0, l’ensemble
{x ∈ X(0) | vt(L(x, Fx)− 1) ≤ n}
est fini, ce qui résulte de la définition.
5.3.9. Lemme. — Si 0 → F ′ → F → F ′′ → 0 est une suite exacte de
faisceaux l-adiques constructibles, on a
L(X,F ) = L(X,F ′)L(X,F ′′).
Démonstration. — C’est évident en se ramenant au cas des corps finis.
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5.3.6. Le théorème. —
5.3.10. Théorème ([SGA5, exp. XV, §3 no 2)]). — Soit f : X → Y
un Fq-morphisme de type fini. Pour tout faisceau l-adique F sur X, on
a
L(X,F ) =
2n∏
i=0
L(Y,Rif!F )
(−1)i .
En prenant Y = SpecFq, on obtient :
5.3.11. Corollaire. — L(X,F ) =
2n∏
i=0
det(1−ϕ−1q t | H ic(X¯, F )⊗ZlQl)(−1)
i+1
∈ Ql(t).
5.3.12. Corollaire. — Z(X, t) =
2n∏
i=0
det(1 − ϕ−1q t | H ic(X¯,Ql))(−1)i+1 ;
Z(X, t) ∈ Ql(t) ∩Q[[t]] = Q(t).
En effet, Z(X, t) = L(X,Zl).
5.3.7. Réduction à X = un ouvert de P1 ( loc. cit. ).— En quatre étapes :
1. Si le théorème 5.3.10 est vrai pour chaque fibre de f au-dessus d’un
point fermé de Y , alors il est vrai pour f . (Résulte du théorème
5.3.6.)
2. Le théorème est vrai si f est fini. (Par 1, on se ramène à une exten-
sion de corps finis Fq′/Fq, et alors
L(Fq′ , F ) = L(Fq, Ind
GFq
GF
q′
F )
résulte du même calcul que dans la démonstration de la proposition
4.4.3 (iii).)
3. Le théorème est stable par composition des morphismes (résulte de
la suite spectrale de Leray
Rpg!R
qf!F ⇒ Rp+q(g ◦ f)!F
et du lemme 5.3.9.) (29)
29. Le point ici est : “les suites spectrales préservent les caractéristiques d’Euler-
Poincaré” ; pour ce genre de raisonnements, voir par exemple Serre [127, p. V-24].
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4. Supposons Y = SpecFq. Si Z est un fermé de X d’ouvert complé-
mentaire U et si le théorème est vrai pour, f|Z , alors il l’est pour f
si et seulement s’il l’est pour f|U . (Résulte du lemme 5.3.9 et de la
suite exacte de cohomologie à supports propres
· · · → Rq(f|U)!F → Rqf!F → Rq(f|Z)!F → Rq+1(f|U)!F → . . . )
Par le point 4 et par récurrence noethérienne, on se ramène à X af-
fine, puis par le point 2 et le lemme de normalisation de Noether au cas
X = An, puis par les points 1 et 3 à n = 1. On voit facilement que le
corollaire 5.3.11 est vrai pour dimX = 0 : en réutilisant le point 4, on
peut remplacer A1 par n’importe quel ouvert non vide U de P1.
5.3.8. Démonstration pour X = U ⊂ P1. — En prenant les logarithmes,
le corollaire 5.3.11 est équivalent via (3.10) à la formule des traces
(5.5)
∑
x∈U(0)
Tr(ϕ−nq | Fx) =
2∑
i=0
(−1)iTr(ϕ−nq | H ic(U¯ , F )⊗Ql).
Comme ϕnq = ϕqn , quitte à remplacer Fq par Fqn on peut supposer
n = 1. De plus, quitte à restreindre U , on peut supposer F localement
constant.
Par un argument très délicat, on se ramène à démontrer (5.5) pour
un faisceau F localement libre de Z/ln-Modules. Le premier point est
qu’alors, le second membre n’est pas a priori défini parce que les Z/ln-
modules H ic(U¯ , F ) ne sont pas libres en général. De plus, on ne peut pas
en général les remplacer par une résolution projective finie, parce que
l’anneau Z/ln est de dimension homologique infinie pour n > 1. Pour
résoudre ce problème, on fait appel de manière essentielle aux catégories
dérivées Dbc(X,Z/l
n) et aux complexes parfaits RΓc(X,F ) ∈ Dbc(X,Z/ln)
dont la cohomologie est H∗c (X¯, F ) (voir définition B.3.2 pour les com-
plexes parfaits) : on peut alors donner un sens aux traces Tr(ϕ−1 |
RΓc(X,F )), et donc à (5.5) dans le cas d’un faisceau de torsion.
L’argument de [SGA5, exp. XV, §3 no 3] utilise de plus des lemmes
subtils d’algèbre homologique sur les anneaux Z/ln.
Il y a alors deux démonstrations :
– Une “formule de Lefschetz-Verdier” qui calcule le second membre de
(5.5) comme somme de termes locaux, qu’il faut ensuite reconnaître
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comme étant les Tr(ϕ−nq | Fx). Une exposition courte mais détaillée
s’en trouve dans [102] (30).
– Une réduction à la formule des traces de la proposition 3.5.5 inspirée
de travaux de Nielsen et Wecken [150] que nous allons résumer main-
tenant. (Références : [SGA5, exp. XII], [SGA41
2
, Rapport], [92, ch.
VI, §13].)
Comme F est localement constant constructible, c’est un π1(U, u)-
module pour un point géométrique u → U ; l’action se factorise par le
groupe de Galois G d’un revêtement étale fini (connexe) π : U ′ → U . On
veut montrer la formule
(5.6)
∑
x∈U(0)
Tr(ϕ−1q | Fx) = Tr(ϕ−1q | RΓc(U¯ , F )).
Soit K (resp. K ′) le corps des fonctions de U (resp. de U ′) : l’extension
K ′/K est galoisienne de groupe G. Soit k = Fq (resp. k′) la fermeture al-
gébrique de Fp dans K (resp. dans K ′) : on a un diagramme d’extensions
galoisiennes
k′ −−−→ K ′ −−−→ K ′k¯
g
x Gx Hx
k −−−→ K −−−→ Kk¯
où le groupe H est le groupe de Galois du revêtement étale géométrique
U¯ ′ = U ′ ×k′ k¯ → U ×k k¯ = U¯ . La partie droite du diagramme ci-dessus
est la fibre générique du carré (non nécessairement cartésien !)
U ′ ←−−− U¯ ′
π
yG π¯yH
U ←−−−
Γ
U¯
où Γ = Gal(k¯/k). On a un diagramme commutatif de suites exactes de
groupes profinis
1 −−−→ H −−−→ G˜ p−−−→ Γ −−−→ 1
||
y y
1 −−−→ H −−−→ G −−−→ g −−−→ 1
où G˜ = Gal(U¯ ′/U) (les flèches verticales sont surjectives).
30. Je remercie Oussama Ouriachi de m’avoir signalé cette référence.
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Le groupe Γ est isomorphe à Zˆ, de générateur l’inverse ϕ−1 du Fro-
benius “arithmétrique” ϕ := ϕq. Notons H1 = p−1(ϕ−1) ⊂ G˜ : c’est un
H-torseur dont les éléments opèrent sur U¯ ′.
Notons d’autre part πX le Frobenius “géométrique” de X¯ pour tout
Fq-schéma X de type fini, de sorte que l’action de πX sur RΓc(X¯, F ) est
égale à celle de ϕ−1 (cf. §4.4.2). Sur U¯ ′, on a donc l’action de H1 et de
πU ′ : la première est au-dessus de U et la seconde au-dessus de k¯.
5.3.13. Lemme. — Soit E = {σ ∈ Autk¯(U¯ ′) | π¯σ = πU π¯}. Alors
H1 = E = πU ′H.
Le groupe H opère sur H1 par conjugaison, donc aussi sur H par
transport de structure : soit S l’ensemble des orbites de cette action. Pour
h ∈ H , notons Zh son stabilisateur : à conjugaison près, il ne dépend que
de l’image de h dans S. La formule fondamentale est alors ([SGA41
2
,
Rapport, (5.12.1)], [92, ch. VI, lemma 13.15])
(5.7) Tr(ϕ−1q | RΓc(U¯ , F )) = Tr(πU | RΓc(U¯ , F ))
=
∑
h∈S
1
|Zh| Tr(πU
′h−1 | H∗c (U¯ ′,Ql)) · Tr(h | π∗F )
(voir §5.3.4 pour la première égalité), où les nombres l-adiques
1
|Zh| Tr(πU
′h−1 | H∗c (U¯ ′,Ql))
appartiennent à Zl et π∗F est considéré comme faisceau constant sur U ′,
muni d’une action de G (donc de H).
Soit C ′ la complétion projective lisse de U ′ : l’action de G se prolonge
canoniquement à C ′ ; notons que les points fixes de πC′h−1 sur C¯ ′ sont
tous de multiplicité 1. En leur appliquant la formule des traces de la
proposition 3.5.5, un petit calcul fournit le théorème 5.3.10 (en passant
encore par le point no 4 du §5.3.7).
Pour démontrer la formule (5.7), on a besoin de la notion de traces
non commutatives (Stallings [134], Hattori). Soit R un anneau unitaire,
non nécessairement commutatif. On note
H0(R) = R/[R,R]
le quotient de R par le sous-groupe engendré par les commutateurs ab−
ba : c’est le 0-ème groupe d’homologie de Hochschild de R. Étant donné
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une matrice M = (mij) ∈Mn(R), on définit sa trace comme
TrR(M) =
∑
mii ∈ H0(R).
Cette définition s’étend aux endomorphismes des R-modules à gauche,
projectifs de type fini. On montre que, si C est un complexe parfait sur
R et que f est un endomorphisme de C dans D(R), la trace de f est bien
définie [SGA41
2
, Rapport, 4.3]. Alors (5.7) résulte de propriétés formelles
de la trace non commutative, la plus importante étant :
5.3.14. Lemme ([SGA41
2
, Rapport, prop. 5.6]). — Soit H un groupe
fini, et soit P un Λ[H ]-module projectif, où Λ est un anneau (par exemple,
Λ = Z/ln). Soit u un endomorphisme de P . Alors
TrΛ(u) = |H|TrΛ[H](u).
5.3.9. Généralisations : complexes parfaits et faisceaux de Weil. — Tout
d’abord, on peut définir la fonction L d’un complexe parfait C de fais-
ceaux l-adiques sur X :
L(X,C) =
∏
i∈Z
L(X,H i(C))(−1)
i
.
Cette définition ne dépend que de la classe de C dans Dbc(X,Ql) (voir
§5.4.3). Le théorème 5.3.10 se reformule alors de manière plus agréable :
(5.8) L(X,C) = L(Y,Rf!C).
Une autre généralisation est aux faisceaux de Weil. Pour X de type fini
sur Fp, avec X¯ = X×FpF¯p, un faisceau de Weil surX est un faisceau étale
F sur X¯ muni d’une action de Frobenius, c’est-à-dire d’un morphisme
πF : π
∗
XF → F . Un faisceau étale sur X est un cas particulier de faisceau
de Weil. On dit constructible, l-adique, etc si ces adjectifs s’appliquent à
F sur X¯.
On peut alors définir la fonction L d’un faisceau de Weil, voire d’un
complexe parfait de tels faisceaux, puis énoncer le même théorème, avec
la même démonstration [34, §10].
L’idée des faisceaux de Weil a été reprise par Lichtenbaum pour définir
sa topologie Weil-étale, et la cohomologie correspondante [88].
5.4. L’équation fonctionnelle en caractéristique p. —
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5.4.1. Le formalisme des six opérations. — Pour exprimer une équation
fonctionnelle que vérifie la fonction L d’un faisceau l-adique, on a besoin
du formalisme des six opérations
f ∗, f∗, f!, f
!,⊗,Hom
inventé par Grothendieck. Risquons la
5.4.1. Définition. — Soit S un schéma, et soit Sch(S) la catégorie
des S-schémas de type fini (les morphismes sont les morphismes de S-
schémas). Un formalisme des 4 opérations sur S est la donnée :
1. Pour tout X ∈ Sch(S), d’une catégorie T (X).
2. Pour tout morphisme f : X → Y dans Sch(S), de 4 foncteurs
f ∗, f ! : T (Y )→ T (X), f∗, f! : T (X)→ T (Y )
munis d’isomorphismes naturels cohérents (g ◦ f)∗ ≃ f ∗ ◦ g∗, etc.,
possédant les propriétés suivantes :
(a) f∗ est adjoint à droite de f ∗, f! est adjoint à gauche de f !.
(b) Recollement faible : Soit Z i−→ X j←− U une décomposition
de X en fermé (Z) et ouvert complémentaire (U) ; alors le
couple (i∗; j∗) est conservatif : si ϕ : x → y est une flèche de
T (X) telle que i∗ϕ et j∗ϕ soient des isomorphismes, ϕ est un
isomorphisme. De plus, i∗ et j∗ sont pleinement fidèles.
(c) On a un morphisme de foncteurs f! → f∗, qui est un isomor-
phisme si f est propre.
(d) si f est lisse, il existe une autoéquivalence Th(f) de T (Y )
telle que f ! ≃ Th(f) ◦ f ∗, avec des compatibilités “évidentes”
pour la composition des morphismes lisses. Si f est étale, on
a Th(f) = 1.
Pour les deux dernières opérations, on suppose que pour tout X, T (X)
soit munie d’une structure de catégorie monoïdale fermée, en général
unitaire et symétrique (31) (§A.2, définition A.2.11). On désire alors les
propriétés suivantes :
M1 : Les f ∗ sont des foncteurs monoïdaux.
31. Mais Ayoub évite cette hypothèse dans [16, ch. 2].
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M2 : On a des accouplements canoniques “associatifs et unitaires”
f ∗a⊗ f !b→ f !(a⊗ b)
qui sont des isomorphismes pour f lisse ; dans ce cas, l’autoéquiva-
lence Th(f) de la définition 5.4.1 2d est obtenue en faisant b = 1
ci-dessus.
M3 : Le morphisme de foncteurs
f!(f
∗a⊗ c)→ a⊗ f!c
déduit de M2 par adjonction est un isomorphisme (formule de pro-
jection).
On en déduit alors formellement un isomorphisme de foncteurs
M4 : Hom(f!a, b)
∼−→ f∗Hom(a, f !b).
SoitM une catégorie monoïdale symétrique unitaire fermée, et soit K
un objet de M. Pour tout X ∈ M, le morphisme d’évaluation (coünité
de l’adjonction ⊗− Hom)
X ⊗ Hom(X,K)→ K
donne par adjonction une flèche de bidualité
(5.9) X → Hom(Hom(X,K), K).
5.4.2. Définition. — On dit que K est un objet dualisant si (5.9) est
un isomorphisme pour tout X ∈M.
Un objet dualisant n’est pas uniquement déterminé : siK est dualisant,
L⊗K est dualisant pour tout objet inversible L deM (i.e. tel qu’il existe
L−1 et un isomorphisme 1 ∼−→ L ⊗ L−1). La réciproque est vraie : si K ′
est dualisant, L = Hom(K,K ′) est inversible, d’inverse Hom(K ′, K), et
K ⊗ L ∼−→ K ′.
On désire alors les propriétés suivantes :
M5 : Si K ∈ T (Y ) est dualisant, alors f !K ∈ T (X) est dualisant pour
tout f : X → Y .
M6 : Si X est régulier, 1 ∈ T (X) est dualisant.
Supposons S régulier et vérifiant M6. Soit f : X → S un morphisme
lisse : d’après M2, f ∗1 est inversible et les conditions M5 et M6 sont
équivalentes pour X.
Supposons toujours S régulier : on pose alors
KX = f
!
X1
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pour tout X ∈ Sch(S), où fX : X → S est le morphisme structural, et
DX(a) = Hom(a,KX)
pour a ∈ T (X). Supposant M1,. . ., M6 vérifiés, DX est une bidualité
pour tout X ∈ Sch(S) et on démontre formellement ( ?) les identités
suivantes pour un S-morphisme f : X → Y :
DX(f
∗y) ≃ f !DY (y), DX(f !y) ≃ f ∗DY (y)(5.10)
DY (f∗x) ≃ f!DX(x), DY (f!x) ≃ f∗DX(x).(5.11)
En pratique, on demande que les T (X) soient des catégories triangulées
et les foncteurs f ∗, etc. des foncteurs triangulés.
5.4.3. Remarque. — J’ai essayé de donner une liste de propriétés qui
sont vraies dans tous les cas que je connais, mais je ne tente pas ici de
donner un système minimal d’axiomes, ni une collection maximale de
propriétés, ni (sauf cas faciles) une idée des démonstrations possibles des
implications. Non seulement cela dépasserait le cadre de ce cours, mais
cette tâche semble impossible à l’heure actuelle. Il existe à ma connais-
sance quatre formalismes des six opérations en géométrie algébrique :
1. La dualité cohérente de Grothendieck, expliquée par Robin Hart-
shorne dans [61] et reprise par Brian Conrad [28], puis Amnon
Neeman [98]. (Mais j! n’existe pas pour une immersion ouverte j. . .)
2. La dualité en cohomologie étale ou l-adique, qui est l’objet de SGA
4 et SGA 5 en passant par SGA 4 1/2 (voir ci-dessous).
3. La dualité dans le monde motivique à la Voevodsky, construite par
Joseph Ayoub dans [16].
4. La dualité pour les D-modules holonomes et pour les modules de
Hodge mixtes (par exemple [113]).
Dans les quatre cas, les principes des axiomes de départ et des démons-
trations se ressemblent sans tout à fait se recouvrir. On part de données
“faciles”, à savoir f ∗ et f∗ dans les cas 1 et 2, et on construit les autres
en se fondant sur des théorèmes non triviaux de changement de base
et de finitude. Mais les stratégies sont différentes. Dans le cas étale on a
changement de base pour tout morphisme propre et par tout morphgisme
lisse ; dans le cas cohérent, on a un théorème de changement de base par
tout morphisme plat, alors que pour les morphismes propres on n’a qu’un
théorème de semi-continuité. Le cas 3 est encore différent : on utilise en
plus la connaissance (facile) d’un adjoint à gauche de f ∗ quand f est
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lisse, plus des propriétés de A1-invariance par homotopie qui sont forcées
axiomatiquement (alors qu’elles sont déduites des théorèmes dans le cas
2 et fausses dans le cas 1). Contrairement au cas étale, le changement de
base par un morphisme lisse est facile à démontrer et le changement de
base pour un morphisme propre s’en déduit en passant par l’axiome de
recollement faible (déf. 5.4.1 2b), qui est la propriété la moins formelle.
Je ne dirai rien du cas 4, faute de compétence.
Il semble (à l’auteur) qu’un travail de fondements clarifiant les liens
entre ces constructions et dégageant un squelette commun éventuel serait
utile à entreprendre.
5.4.2. Les six opérations en cohomologie étale. — Pour tout schéma X,
tout nombre premier l inversible dans X et tout entier n ≥ 1, notons
Dbc(X,Z/l
n) = Dbc(X)
la sous-catégorie pleine de D(Xe´t,Z/ln) (catégorie dérivée des faisceaux
étales de Z/ln-modules) formée des complexes bornés C tels que H i(C)
soit constructible pour tout i ∈ Z. C’est une sous-catégorie épaisse de
D(Xe´t,Z/l
n).
Soit f : X → Y un morphisme de schémas. Il est évident que
f ∗Dbc(Y ) ⊂ Dbc(X);
le théorème de finitude pour la cohomologie à supports propres assure
l’existence d’un foncteur triangulé
Rf! : D
b
c(X)→ Dbc(Y )
lorsque f est compactifiable (32). Qu’en est-il pour les autres opérations
f∗, f
!,Hom,⊗ ?
5.4.4. Théorème (Deligne, [SGA41
2
, Th. finitude, th. 1.1])
Soit S un schéma régulier de dimension ≤ 1, et soit Sch(S) la catégorie
des S-schémas de type fini. Donnons-nous un nombre premier l inversible
sur S. Soit f : X → Y un morphisme de Sch(S), et soit F un faisceau
étale constructible sur X, de ln-torsion. Alors Rqf∗F est constructible
pour tout q ≥ 0 et nul pour q ≫ 0. Par conséquent :
Rf∗D
b
c(X) ⊂ Dbc(Y ).
32. Ou, plus généralement, séparé de type fini à condition que X et Y soient quasi-
compacts et quasi-séparés : [SGA4, exp. XVII, §7].
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5.4.5. Corollaire (ibid., cor. 1.5, cor. 1.6). — Sous les mêmes hy-
pothèses,
Rf !Dbc(Y ) ⊂ Dbc(X); RHom(Dbc(X), Dbc(X)) ⊂ Dbc(X).
Pour la dernière opération ⊗, on a besoin d’une condition de Tor-
dimension finie :
5.4.6. Définition ([SGA4, exp. XVII, 4.1.9]). — Un objet K ∈
Db(Xe´t,Z/l
n) est de Tor-dimension ≤ d s’il vérifie les conditions équiva-
lentes suivantes :
(i) Pour tout L ∈ Db(Xe´t,Z/ln) tel que H i(L) = 0 pour i < l,
H i(K
L⊗L) = 0 pour i < l − d.
(ii) Il existe un quasi-isomorphisme K ′ → K, avec K ′ à composantes
plates et nulles pour i < −d.
On dit que K est de Tor-dimension finie s’il est de Tor-dimension ≤ d
pour un entier d convenable ; on note
Dbtf (X) = {K ∈ Db(Xe´t,Z/ln) | K est de Tor-dimension finie}
et
Dbctf(X) = D
b
c(X) ∩Dbtf (X).
On voit facilement que cette condition est stable par
L⊗.
5.4.7. Corollaire ([SGA41
2
, Th. finitude, rem 1.7 et th. 4.3])
X 7→ Dbctf(X) est stable par les six opérations f ∗, Rf∗, Rf!, Rf !,
L⊗,
RHom. De plus, le complexe
KX = Rf
!
XZ/l
n,
où fX : X → S est le morphisme structural, est dualisant.
5.4.3. Passage à la cohomologie l-adique. — Ce passage est non trivial :
un point délicat est de définir correctement des catégories Dbc(X,Zl) et
Dbc(X,Ql), voire D
b
c(X, Q¯l).
Expliquons le problème de la première. On aimerait définir
(5.12) Dbc(X,Z/l
n) = 2− lim←−
n
Dbctf(X,Z/l
n)
où, étant donné un système projectif (Cn, Fn : Cn → Cn−1) de catégories,
2 − lim←−Cn est la catégorie dont les objets sont les systèmes (Xn, un :
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Fn(Xn)
∼−→ Xn−1) avec Xn ∈ Cn, les morphismes étant donnés “compo-
sante par composante”. Malheureusement, si les Cn sont des catégories
triangulées et les Fn des foncteurs triangulés, la structure triangulée est
en général perdue après passage à 2− lim←−, à cause de la non-exactitude
du foncteur limite projective (sur les groupes abéliens).
Heureusement, dans le cas où X est de type fini sur SpecZ[1/l], le
théorème 5.4.4, joint au fait que H ie´t(SpecZ[1/l], F )] est fini pour tout
i ∈ Z et tout faisceau constructible de Z/ln-modules F (33), implique
que Hom(K,L) est un groupe fini pour tous K,L ∈ Dbc(X,Z/ln). La
condition de Mittag-Leffler implique alors que (5.12) définit bien une
catégorie triangulée. C’est ce que fait Deligne dans [39, 1.1.2].
Le problème de la bonne définition de D(Xe´t,Zl) pour X quelconque
n’a été résolu que plus tard par Ofer Gabber (non publié) et indépen-
damment par Torsten Ekedahl [51].
Pour définir Dbc(X,Ql) ou D
b
c(X, Q¯l), on part de D
b
c(X,Zl) et on ten-
sorise les groupes d’homomorphismes par Ql ou Q¯l, en prenant ensuite
l’enveloppe karoubienne si besoin est. On a alors :
5.4.8. Théorème. — Pour X variant dans Sch(Z[1/l]), X 7→ Db(X,Ql)
admet un formalisme des six opérations et de dualité parallèle à celle du
corollaire 5.4.7.
5.4.4. L’équation fonctionnelle de Grothendieck. — Nous disposons main-
tenant du langage qui permet de formuler l’équation fonctionnelle étudiée
par Grothendieck dans [CorrGS, lettre du 30-9-64].
SoitX ∈ Sch(Fq). Donnons-nous un objet E ∈ Dbc(X,Ql). On aimerait
relier la fonction L(X,E) à la fonction L(X,DX(E)), oùDX est la dualité
donnée ci-dessus.
Pour expliquer le point délicat, calculons cette dernière fonction en
appliquant la formule (5.8) avec Y = SpecFq :
L(X,DX(E)) = L(Fq, Rf!DX(E)) = L(Fq, DFq(Rf∗E)) = L(Fq, (Rf∗E)
∗)
où ∗ est la dualité simple des Ql-espaces vectoriels gradués (pour la règle
de Koszul). Ainsi, on trouve une expression non pas en termes de la
cohomologie à supports propres de E, mais de sa cohomologie ordinaire.
Cela n’arrête pas Grothendieck, qui pose
R∞f(E) = [Rf∗E]− [Rf!E]
33. Ce qui se réduit essentiellement à la finitude du groupe des classes de Z[1/l, µl]
et au fait que son groupe d’unités est un Z-module de type fini.
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dans le groupe de Grothendieck de Dbc(Fq,Ql) (voir §B.2.4). Il en tire
l’équation fonctionnelle
(5.13) L(X,DX(E), t) = (−t)−χ(E)δ(E)L(X,E, t−1)A∞(t)
où
χ(E) =
∑
i
(−1)i dimQl H ic(X¯, E), δ(E) =
∏
i
det(πFq | H ic(X¯, E))(−1)
i
et A∞(t) = L(Fq, R∞f(E), t)−1 est considéré comme un “terme correctif
à l’infini”. (La formule (5.13) n’est pas difficile à démontrer, en suivant
la méthode de démonstration de (3.14) : voir le calcul de (3.13).)
Grothendieck justifie cette expression en donnant une formule explicite
pour R∞f(E) en termes d’une compactification X¯ de X :
X
j //
f ##●
●●
●●
●●
●●
X¯
f¯

Y
ioo
g{{✇✇
✇✇
✇✇
✇✇
✇
SpecFq
où Y est le fermé complémentaire :
R∞f(E) = [Rg∗(i
∗Rj∗(E))].
Prouvons cette formule : pour tout G ∈ Dbc(X¯,Ql), on a un triangle
exact canonique :
j!j
∗G→ G→ i∗i∗G +1−→ .
Prenant G = Rj∗E et utilisant que j∗Rj∗ = IdX , on obtient
j!E → j∗E → i∗i∗j∗E +1−→ .
En appliquant maintenant Rf¯!, on obtient
Rf¯!j!E → Rf¯!j∗E → Rf¯!i∗i∗Rj∗E +1−→ .
Mais f¯ est propre, donc Rf¯! = Rf¯∗ et le triangle ci-dessus se récrit
R(f¯ j)!E → R(f¯ j)∗E → R(f¯ i)∗i∗Rj∗E +1−→
soit
Rf!E → Rf∗E → Rg∗i∗Rj∗E +1−→ .
Lorsque f est propre, la formule (5.13) devient plus propre (sic) puis-
qu’alors A∞(t) = 1.
Supposons maintenant f lisse, purement de dimension n ; alors
KX = Rf
!Ql = f
∗Ql(n)[2n] = Ql(n)[2n]
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d’où
DX(E) = E
∗(n)[2n]
où E∗ = RHom(E,Ql) est le dual “naïf” de E. Dans ce cas, (5.13) se
récrit
(5.14) L(X,E∗, q−nt) = (−t)−χ(E)δ(E)L(X,E, t−1)A∞(t).
Un cas particulier important, qui sera justifié par un exemple ci-dessous,
est celui où E est “faiblement polarisable de poids ρ” au sens que
(5.15) E∗ ≃ E(ρ)
pour un certain entier ρ ∈ Z, où E(ρ) := E ⊗Ql(ρ). Dans ce cas, (5.14)
prend la forme (en remplaçant t par 1/t)
(5.16) L(X,E, 1/qn+ρt) = (−t)χ(E)δ(E)L(X,E, t)A∞(t−1).
On a alors la généralisation suivante de (3.14) “à coefficients” :
5.4.9. Théorème (Grothendieck, ibid.). — En plus des hypothèses
ci-dessus, supposons f propre. Donc :
– f est propre et lisse ;
– E est faiblement polarisable de poids ρ au sens de (5.15).
Alors L(X,E, t) vérifie l’équation fonctionnelle
L(X,E, 1/qn+ρt) = (−t)χ(E)δ(E)L(X,E, t)
avec
χ(E) =
∑
i
(−1)i dimQl H i(X¯, E), δ(E) =
∏
i
det(πFq | H i(X¯, E))(−1)
i
.
De plus, on a δ(E)2 = q(ρ+n)χ(E), donc
δ(E) = ±q (ρ+n)χ(E)2 .
Démonstration. — La seule chose restant à démontrer est la relation
entre δ(E) et χ(E). Mais par dualité de Poincaré, on peut aussi écrire
δ(E) =
∏
i
det(πFq | H i(X¯,DX(E)))(−1)
i+1
.
En remplaçant DX(E) par sa valeur E(ρ) et en comparant à l’expres-
sion précédente, on obtient aisément la relation annoncée.
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5.4.5. Un cas particulier. — Soit K = Fq(C) avec C projective lisse, et
soit j : U →֒ C un ouvert non vide. Donnons-nous un Ql-faisceau lisse
M sur U , et prenons E = j∗M . On a alors
E∗ = j∗(M
∗)
DC(E) = E
∗(1)[2].
SiM est faiblement polarisable de poids ρ, cette dernière formule se récrit
DC(E) = E(ρ+ 1)[2]
et on trouve :
5.4.10. Théorème (Grothendieck, ibid.). — Avec les notations et
hypothèses ci-dessus, on a la même équation fonctionnelle que dans le
théorème 5.4.9, avec n = 1. De plus, on a une factorisation
L(X,E, t) =
P1(t)
P0(t)P2(t)
avec Pi(t) = det(1− tπFq | H i(C¯, j∗M)).
5.5. La théorie des poids. — Référence : Deligne [39].
Citons Grothendieck [CorrGS, lettre du 31.10.61], réponse à celle de
Serre du 26 oct. 61 citée au §5.3.1 :
Je n’ai pas bien compris ta question sur la cohomologie (de
Weil, je présume) des variétés affines, et d’ailleurs je ne sais
rien d’une éventuelle filtration naturelle, même pour une va-
riété complète. On pourra en recauser quand tu seras à Har-
vard.
Et encore (Récoltes et Semailles, vol. 5, p. 792, note 4) :
Je croyais, à tort, me rappeler que j’avais introduit la filtration
par les poids d’un motif, se reflétant (pour tout ℓ) en la filtra-
tion correspondante sur la réalisation ℓ-adique de ce motif (fil-
tration définie en termes de valeurs absolues de valeurs propres
de Frobenius). En fait, Deligne m’a rappelé que je n’avais tra-
vaillé qu’avec les notions de poids virtuelles (ce qui revenait
à travailler avec des motifs virtuels, éléments d’un groupe de
Grothendieck convenable. . .). C’est Deligne qui a découvert ce
fait important que la notion virtuelle avec laquelle je travaillais
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devrait correspondre à une filtration canonique, par poids crois-
sants. Cette découverte (toute aussi conjecturale que la théorie
conjecturale des motifs) a fourni aussitôt la clef d’une défi-
nition en forme des structures de Hodge-Deligne (dites aussi
structures de Hodge mixtes) sur le corps des complexes, comme
transcription à la Hodge des structures déjà connues sur le mo-
tif et sur sa réalisation de Hodge.
Je vais décrire ci-dessous la théorie des poids dans le cas l-adique, qui
est le sujet de [39].
5.5.1. Poids et faisceaux mixtes. —
5.5.1. Définition. — Soit q une puissance d’un nombre premier, et soit
i ∈ Z. Un nombre α ∈ Q¯ est un q-nombre de Weil de poids i si |σα| = qi/2
pour tout σ ∈ Gal(Q¯/Q).
5.5.2. Remarque. — Soit α un q-nombre de Weil de poids i. Alors σα
est un q-nombre de Weil de poids i pour tout σ ∈ Gal(Q¯/Q). Supposons
σ induit par la conjugaison complexe. Alors α · σα est un nombre réel
positif, de valeur absolue q, donc égal à q. Ainsi, q/α est conjugué de α.
5.5.3. Définition. — Soit X ∈ Sch(Z[1/l]) et soit F un faisceau Ql-
adique sur X.
(i) F est (ponctuellement) pur de poids i si, pour tout x ∈ X(0), les
valeurs propres de πx | Fx sont des N(x)-nombres de Weil de poids
i. (πx désigne comme d’habitude le Frobenius géométrique de x.)
(ii) F est mixte de poids ≤ i s’il existe une filtration finie de F , de
quotients successifs purs de poids ≤ i.
5.5.4. Exemples. — Ql(1) est pur de poids −2. Si A est un schéma
abélien sur X, Vl(A) = Tl(A)⊗Ql est pur de poids −1 grâce au théorème
3.2.2 a). (Ce dernier résultat n’est pas utilisé dans [39].)
En fait, Deligne travaille avec une notion plus fine de ι-poids et de
faisceaux ι-mixtes, où ι est un isomorphisme fixé de Q¯l sur C, de sorte
que mixte ⇐⇒ ι-mixte pour tout ι : en effet, les valeurs propres de
πx | Fx ci-dessus sont a priori des éléments de Ql. Implicitement, ceci
utilise l’axiome du choix ! Citons-le, [39, rem. 1.2.11] :
Je ne prétends pas croire à l’existence d’isomorphismes entre
Q¯l et C, et ceux-ci ne sont qu’une commodité d’exposition.
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Chaque fois que nous prouverons qu’un nombre est pur, un
fragment facile de la démonstration suffirait à établir qu’il est
algébrique. Pour le reste des arguments, il suffirait alors de
considérer les plongements complexes du sous-corps de Q¯l for-
mé des nombres algébriques, et ceci ne requiert pas l’axiome du
choix.
Pour la définition correcte de ι-poids (à valeurs dansR) et des faisceaux
ι-purs et ι-mixtes, voir [39, 1.2.6].
Il y a d’abord la conjecture frappante :
5.5.5. Conjecture. — Si X ∈ Sch(Fp), tout Ql-faisceau constructible
sur X est mixte.
Le théorème principal est :
5.5.6. Théorème ([39, th. 3.3.1]). — Soit f : X → Y un morphisme
de Sch(Z[1/l]), et soit F un Ql-faisceau sur X, mixte de poids ≤ ρ. Alors
Rqf!F est mixte de poids ≤ ρ+ q pour tout q ≥ 0.
Deligne en déduit :
5.5.7. Théorème ([39, th. 3.4.1]). — Soit X ∈ Sch(Fq), et soit F un
Ql-faisceau lisse mixte sur X. Alors
a) F admet une filtration croissante finie W•F , la filtration par le poids,
telle que pour tout i ∈ Z, Gri F := WiF/Wi−1F soit lisse et pur de poids
i. Cette filtration est unique et strictement fonctorielle en F .
b) Si F est pur et X est normal, F|X¯ est semi-simple.
5.5.8. Corollaire ([39, th. 6.1.11]). — Pour X ∈ Sch(Fq), notons
Dbm(X,Ql) la sous-catégorie épaisse de D
b
c(X,Ql) formée des objets C
tels que H i(C) soit mixte pour tout i ∈ Z. Alors Dbm est stable par les six
opérations.
Le même corollaire vaut pour X ∈ Sch(Q) à condition de définir un
faisceau mixte sur X comme unQl-faisceau provenant d’un faiceau mixte
sur Xn pour n multiplicativement assez grand, où Xn est un modèle de
type fini de X sur Z[1/n] (ibid).
Un autre résultat important est :
5.5.9. Théorème ([39, th. 3.2.3]). — Soient C une courbe projective
lisse sur Fq, j : U → C un ouvert dense et F un Ql-faisceau lisse sur
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U , pur de poids ρ. Alors les valeurs propres de Frobenius agissant sur
H i(C¯, j∗F ) sont des q-nombres de Weil de poids ρ+ i.
On aura enfin besoin de l’énoncé suivant, qui n’est pas explicite dans
[39] (mais voir [17, 5.1.14 et l. 5 au-dessus de 5.1.9]) :
5.5.10. Proposition. — Soit p : X → U un morphisme propre et lisse,
où U est une variété lisse de dimension d sur Fq. Soit F un Ql-faisceau
lisse sur X , pur de poids ρ. Alors, pour tout i ≥ 0, Rip∗F est lisse, et
pur de poids ρ+ i.
Dans le cas d = 0, F = Ql, on retrouve la dernière conjecture de Weil
(hypothèse de Riemann) généralisée du cas projectif lisse au cas propre
et lisse, [39, cor. 3.3.9].
Démonstration. — Que Rip∗F soit lisse résulte du fait que p est propre
et lisse. Le théorème 5.5.7 implique qu’il est mixte de poids ≤ ρ+ i ; pour
conclure, il suffit de voir que son dual est mixte de poids ≤ −ρ− i. Pour
cela, on peut supposer X connexe, donc équidimensionnel. On applique
le formalisme (5.11) :
DU(Rp∗F ) ≃ Rp∗DX (F )
qui donne
RHom(Rp∗F,Ql(d)[2d]) ≃ Rp∗RHom(F,Ql(n + d)[2n+ 2d])
où n est la dimension relative de p, d’où
RHom(Rp∗F,Ql) ≃ Rp∗RHom(F,Ql(n)[2n])
et en prenant H−i :
Hom(Rip∗F,Ql) ≃ R2n−ip∗(Hom(F,Ql))(n)
(noter qu’on a RHom(G,Ql) = Hom(G,Ql)[0] pour tout faisceau lisse
G). On conclut en réappliquant le théorème 5.5.7.
5.5.2. Le théorème de Lefschetz difficile. — SoitX une variété projective
lisse de dimension n sur un corps k. Choisissons une section hyperplane
lisse Y ⊂ X pour un plongement projectif convenable i : X →֒ PN . Par
le théorème de Bertini [62], l’ensemble de ces sections définit un ouvert
non vide U d’un espace affine : Y existe donc toujours si k est infini.
Si k est fini, il se peut que U(k) = ∅ : dans ce cas, on compose i avec
un plongement de Veronese
PN = P(V ) →֒ P(Sr(V ))
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induit par x 7→ xr. Pour r assez grand, l’ouvert Ur correspondant a un
point rationnel sur k (cf. [SGA7, exp. XVII]). Ceci revient à remplacer
les sections hyperplanes dans PN par des sections par des hypersurfaces
de degré r.
Notons L = cl1(Y ) ∈ H2(X)(1), où H est une cohomologie de Weil.
Pour i ≤ n, on peut considérer l’homomorphisme
(5.17) H i(X)
·[L]n−i−−−−→ H2n−i(X)(n− i).
Si k = C et H = HB, (5.17) est un isomorphisme : cela résulte de la
théorie de Hodge. En utilisant les théorèmes de comparaison du §3.6.1,
on en déduit que (5.17) est un isomorphisme si H = Hl et car k = 0.
Le cas d’un corps fini est vrai mais beaucoup plus difficile :
5.5.11. Théorème ([39, th. 4.1.1]). — (5.17) est un isomorphisme si
k = Fq et H = Hl, avec l ∤ q.
D’autre part, la dualité de Poincaré fournit un accouplement parfait
(3.3). En combinant les deux, on obtient :
5.5.12. Corollaire. — Pour tout i ≤ n, le choix de L fournit un ac-
couplement parfait, Galois-équivariant et (−1)i-symétrique :
H il (X)×H il (X)→ Ql(−i).
5.6. La fonction L complétée d’une variété projective lisse sur
un corps global. — Référence : Serre [124].
5.6.1. Le problème. — Soit K un corps global, et soit X ∈ V(K). Si
v ∈ ΣfK est une place de bonne réduction pour X, on peut définir un
facteur local en v de la fonction L (ou zêta) de X :
Lv(X, s) = ζ(X(v), s)
où X(v) est la fibre spéciale en v d’un modèle projectif lisse de X sur
Ov, puis une fonction L “de Hasse-Weil” partielle
L0(X, s) =
∏
v∈ΣfK
v bonne
Lv(X, s).
De manière essentiellement équivalente, le morphisme X → SpecK
s’étend en un morphisme projectif lisse X → U , où U = SpecOS pour
un anneau de S-entiers de K convenable si K est un corps de nombres,
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et U est un ouvert du modèle projectif lisse de K si K est un corps de
fonctions ; on a alors
L0(X, s) = ζ(X , s)
à un nombre fini de facteurs eulériens près (dépendant du choix de U).
Dans le cas de certaines courbes sur un corps de nombres, on peut
démontrer (à l’aide des caractères de Hecke) que L0(X, s) admet un pro-
longement analytique à C et une équation fonctionnelle : cf. théorème
5.1.2 et §5.1.4.
Dans [124], Serre étudie la question suivante : peut-on associer à X
un “facteur local” en chaque place v ∈ ΣK , et un “terme exponentiel”, qui
permettent de conjecturer une “jolie” équation fonctionnelle ?
Il répond à cette question de manière plus précise, en attachant à
chaque “groupe de cohomologie de X” des facteurs locaux et un termes
exponentiel, qui lui permettent de formuler une conjecture comme ci-
dessus. De plus, cette conjecture est vraie en caractéristique p essentiel-
lement par réduction au théorème 5.4.9.
On fixe donc dans la suite une K-variété projective lisse X de dimen-
sion n, et un entier i ∈ [0, 2n].
5.6.2. Les facteurs locaux non archimédiens. —
5.6.1. Définition. — Soit v ∈ ΣfK . On pose
Lv(K,H
i(X), s) = det(1− πvN(v)−s | H il (X)Iv)−1
où
– l est un nombre premier ne divisant pas N(v).
– H il (X) = H
i
e´t(X¯,Ql) est la cohomologie de Weil attachée à l (coho-
mologie l-adique géométrique).
– Iv est le groupe d’inertie en v.
– πv est (une classe de conjugaison de) l’élément de Frobenius géomé-
trique en v.
Précisons cette définition. Le groupe de Galois absolu Gv de Kv, com-
plété de K en v, s’insère dans une suite exacte
1→ Iv → Gv → G(v)→ 1
où G(v) est le groupe de Galois absolu du corps résiduel κ(v). L’action
de Gv sur H il (X)
Iv se factorise par G(v), et l’élément de G(v) interve-
nant dans la définition 5.6.1 est, comme toujours, l’inverse du Frobenius
“arithmétique”.
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5.6.2. Lemme. — Supposons que X ait bonne réduction en v, et soit
X(v) la fibre spéciale d’un modèle projectif lisse Xv de X sur Ov. Alors
Lv(K,H
i(X), s) = Pi(X(v), N(v)
−s)−1
où Pi ∈ Z[t] est le polynôme intervenant dans la décomposition de la
fonction Z(X(v), t), cf. (3.11). En particulier :
1. Lv(K,H i(X), s) ne dépend pas du choix de l ;
2.
∏2n
i=0 Lv(K,H
i(X), s)(−1)
i
= ζ(X(v), s).
Démonstration. — La première affirmation résulte du théorème de chan-
gement de base propre et lisse, cf. §3.6.1 : celui-ci contient le fait que (sous
l’hypothèse de bonne réduction) Iv opère trivialement sur H il (X). L’in-
tégralité des Pi et leur indépendance de l résulte alors de l’hypothèse de
Riemann [35], cf. lemme 3.6.4. La dernière identité est claire.
5.6.3. Le cas de mauvaise réduction. — Que se passe-t-il quand X n’a
pas bonne réduction en v ? L’indépendance de l est alors une conjecture :
5.6.3. Conjecture (Serre [124, conj. C5 et C6]). — Le polynôme
det(1− πvt | H il (X)Iv)
est indépendant du choix de l et à coefficients entiers ; ses racines inverses
sont des nombres de Weil de poids compris entre 0 et i.
5.6.4. Théorème. — La conjecture 5.6.3 est vraie dans les cas sui-
vants :
(i) Si i ∈ {0, 1, 2n− 1, 2n}.
(ii) Si carK > 0.
Démonstration. — (i) est trivial pour i = 0 ; c’est un théorème de Gro-
thendieck pour i = 1 : [SGA7, exp. IX, th. 4.3 et cor. 4.4]. Les autres
cas s’en déduisent par dualité de Poincaré.
(Pour appliquer les résultats de Grothendieck, on observe queH1l (X) =
Tl(Pic
0(X)) où Pic0(X) est la variété de Picard de X, cf. théorème
3.1.12.)
Le cas (ii) est dû à Tomohide Terasoma [144].
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5.6.4. La conjecture de monodromie-poids. — La conjecture 5.6.3 est
liée à cette conjecture, qui peut se résumer par le slogan :
Sur H il (X), la filtration par le poids coïncide avec la filtration
par la monodromie.
Plus précisément, on définit surH il (X) une certaine filtrationM∗H
i
l (X)
Gal(K¯/K)-invariante : la filtration par la monodromie [39, 1.7]. Elle est
sujette au théorème de monodromie l-adique de Grothendieck (théorème
5.6.6 ci-dessous) :
5.6.5. Définition. — Soient Γ un groupe profini, l un nombre premier,
et ρ : Γ → GLn(Ql) une représentation continue. On dit que ρ est uni-
potente si, pour tout g ∈ Γ, l’endomorphisme ρ(g)− 1 est nilpotent. On
dit que ρ est quasi-unipotente s’il existe un sous-groupe ouvert U ⊂ Γ tel
que la restriction de ρ à U soit unipotente.
5.6.6. Théorème ([SGA7, exp. I]). — Soit K un corps complet pour
une valuation discrète, à corps résiduel fini k de caractéristique p, et
soit ρ : G → GLn(Ql) une représentation continue, où G = Gal(Ks/K)
et soit l 6= p. Alors la restriction de ρ au groupe d’inertie I est quasi-
unipotente.
Voir l’exercice 5.6.8 pour une démonstration, et [SGA7, loc. cit.] pour
d’autres (avec des hypothèses plus faibles sur k).
Ce théorème implique que l’action de Iv sur GrMj H
i
l (X) se factorise
par un quotient fini ; si F est un relevé du Frobenius géométrique dans
Gal(K¯v/Kv), son action sur GrMj H
i
l (X) est donc bien définie à une racine
de l’unité près. Ceci permet de formuler :
5.6.7. Conjecture. — Pour tout j ∈ Z, les valeurs propres de Frobe-
nius opérant sur GrMj H
i
l (X) sont des nombres de Weil de poids i+ j.
Si K = Fq(C) pour une courbe C, cette conjecture est démontrée par
Deligne dans [39, 1.8.4] ; la preuve de Terasoma du théorème 5.6.4 (ii)
repose sur ce résultat.
D’après Takeshi Saito [111, cor. 0.6], la conjecture 5.6.3 résulte de la
conjecture 5.6.7 et de l’algébricité du i-ème projecteur de Künneth de X.
Cela lui permet de démontrer la conjecture 5.6.3 pour les surfaces sur un
corps de nombres : dans ce cas, on sait en effet que tous les projecteurs
de Künneth sont algébriques, et la démonstration de la conjecture de
monodromie-poids est due à Rapoport-Zink [104, Satz 2.13].
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De plus, Morihiko Saito a montré que (sur un corps de nombres) la
conjecture 5.6.7 résulte des conjectures standard de Grothendieck [110].
Enfin, Peter Scholze l’a démontrée dans un certain nombre de cas nou-
veaux [116].
5.6.8. Exercice. — Pour faire cet exercice, il faut connaître un peu
de théorie de la ramification des corps locaux, qu’on peut trouver dans
[125, ch. IV, §§1 et 2]. L’exercice suit la démonstration de [128, prop.
dans l’appendice]. On pourra utiliser les exercices 5.3.3 et 5.3.4.
(a) Soit ρ comme dans le théorème 5.6.6, et soit V son espace de re-
présentation. Montrer que G laisse invariant un réseau de V . (Soit
L0 un réseau quelconque de V : montrer que ρ(G) ·L0 est compact,
donc est un réseau.)
(b) En déduire qu’on peut supposer que ρ est à valeurs dans GLn(Zl).
(c) Montrer qu’il suffit de démontrer le théorème en remplaçant G par
un sous-groupe ouvert, c’est-à-dire K par une extension finie.
(d) En déduire qu’on peut supposer que, pour tout σ ∈ G, on a ρ(σ) ≡
1n (mod l
2Mn(Zl)) où 1n est la matrice unité (considérer la com-
position G
ρ−→ GLn(Zl)→ GLn(Z/l2)). On va alors montrer que ρ|I
est unipotente.
(e) Montrer que ρ(P ) = 1, où P est le groupe d’inertie sauvage de K.
(Utiliser l’exercice 5.3.4 (f).)
(f) Montrer que ρ se factorise même à travers le quotient I lm = Zl(1)
de Im.
(g) Soit s ∈ I lm, et soit λ ∈ L une valeur propre de ρ(s) dans une
extension finie L de Ql. Montrer que λ ∈ 1 + l2OL.
(h) Soit q le cardinal du corps résiduel de K. Montrer que λq est aussi
une valeur propre de ρ(s). (Utiliser l’exercice 5.3.3 (a) et le fait que
l’homomorphisme de [125, ch. IV, §2, cor. 1] est Galois-équivariant.)
(i) En déduire que λq
i
est valeur propre de ρ(s) pour tout i ≥ 0, puis
que λ est une racine de l’unité.
(j) En déduire que λ = 1. (Utiliser (g) et l’exercice 5.3.4 (d).)
(k) Conclure que ρ(s) est bien unipotente.
FONCTIONS ZÊTA ET L DE VARIÉTÉS ET DE MOTIFS 127
5.6.5. Les facteurs locaux archimédiens. — Soit maintenant v ∈ Σ∞K .
Pour définir un facteur local Γv(K,H i(X), v), on utilise la décomposition
de Hodge
H i(Xv(C),C) =
⊕
p+q=i
Hp,q
où Xv = X ⊗K Kv.
Commençons par le cas complexe :
5.6.9. Définition. — Supposons Kv = C. Alors on pose
Γv(K,H
i(X), s) =
∏
p,q
ΓC(s− inf(p, q))h(p,q), h(p, q) = dimHp,q.
Le cas réel est plus intéressant : la conjugaison complexe πv ∈ Gal(K¯v/Kv)
≃ Z/2 opère alors surXv(C) (on identifie K¯v àC), donc surH i(Xv(C),C)
en transformant Hp,q en Hq,p.
5.6.10. Définition. — Supposons Kv = R.
a) Si i est impair, on pose
Γv(K,H
i(X), s) =
∏
p<q
ΓC(s− p))h(p,q).
b) Si i = 2j est pair, on pose
Γv(K,H
i(X), s) =
∏
p<q
ΓC(s− p))h(p,q)ΓR(s− j)h(j,+)ΓR(s− j + 1)h(j,−)
où h(j, ε) est la dimension de l’espace propre de valeur propre ε pour
l’action de πv sur Hj,j.
5.6.6. Le facteur exponentiel. — Sa définition fait intervenir le conduc-
teur de H i(X) : c’est un diviseur effectif
f =
∑
v∈ΣfK
f(v)v
où f(v) = εv + δv, ces entiers étant définis comme suit :
εv = dimH
i
l (X)− dimH il (X)Iv .
Pour définir δv, on remplace la représentationH il (X) deGv par sa semi-
simplifiée H il (X)
ss : le théorème de monodromie l-adique implique que
l’action de Iv sur H il (X)
ss se factorise par un quotient fini. On peut alors
donner un sens à son conducteur de Swan (une variante du conducteur
d’Artin, [105, p. 130]) ou [124, §2.1]) : δv est l’exposant de celui-ci.
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On définit aussi le discriminant de K par
D =
{
|dK/Q| si carK = 0
q2g−2 si K = Fq(C)
où, dans le deuxième cas, C est le modèle projectif lisse de K, g est son
genre et Fq est son corps des constantes.
5.6.11. Définition. — A = N(f)DBi où Bi = dimQl H
i
l (X).
5.6.7. La fonction L complétée. —
5.6.12. Définition (Serre [124], à la notation près)
On pose
L(K,H i(X), s) =
∏
v∈ΣfK
Lv(K,H
i(X), s)
Λ∞(K,H
i(X), s) = As/2
∏
v∈Σ∞K
Γv(K,H
i(X), s)
Λ(K,H i(X), s) = Λ∞(K,H
i(X), s)L(K,H i(X), s).
5.6.13. Remarque. — Le terme exponentiel As/2 se décompose en pro-
duit de facteurs locaux : T. Saito m’a suggéré qu’il pourrait être inté-
ressant de les incorporer aux facteurs locaux Lv(K,H i(X), s) correspon-
dants.
5.6.8. L’équation fonctionnelle. —
5.6.14. Conjecture (Serre, ibid.). — La fonction Λ(K,H i(X), s) ad-
met un prolongement méromorphe à tout le plan complexe, et une équa-
tion fonctionnelle
Λ(K,H i(X), s) = wΛ(K,H i(X), i+ 1− s), w = ±1.
Pour X une courbe elliptique, cette conjecture (sous une forme non
cohomologique) remonte à Weil [161].
5.6.15. Théorème (Grothendieck, Deligne). — La conjecture 5.6.14
est vraie si carK > 0. De plus, si K = Fq(C) comme ci-dessus, on a
Λ(K,H i(X), s) = As/2
P1(q
−s)
P0(q−s)P2(q−s)
avec P0, P1, P2 ∈ Z[t], où les racines inverses de Pj sont de valeur absolue
complexe q
i+j
2 .
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Démonstration. — Le morphisme projectif lisse X → SpecK s’étend en
un morphisme projectif lisse p : X → U où U est un ouvert convenable
de C ; si jU : U →֒ C est l’immersion correspondante, on a
j∗H
i
l (X) = (jU )∗R
ip∗Ql
où j : SpecK → C est l’inclusion du point générique.
Ainsi, j∗H il (X) est un Ql-faisceau mixte sur C. Je dis qu’au terme
exponentiel près, on a :
Λ(K,H i(X), s) = L(C, j∗H
i
l (X), q
−s).
En effet, considérons le facteur local du membre de droite en x ∈ C(0) :
L(κ(x), i∗xj∗H
i
l (X), q
−s) = L(κ(x), i∗x(jx)∗H
i
l (X), q
−s)
où jx est l’inclusion locale SpecK → SpecOC,x. Il résulte de la descrip-
tion galoisienne de l’image directe par une telle immersion ouverte (par
exemple [92, ch. II, ex. 3.15]) que
(jx)∗H
i
l (X) = H
i
l (X)
Ix
comme module sur le groupe de Galois absolu de K. Donc
L(κ(x), i∗x(jx)∗H
i
l (X), q
−s) = Lx(K,H
i(X), s)
au sens de la définition 5.6.1.
D’après la proposition 5.5.10, Rip∗Ql est lisse et pur de poids i. Le co-
rollaire 5.5.12 implique que le faisceau H il (X) est “faiblement polarisable
de poids i” ; quitte à restreindre U (34), cet énoncé s’étend au faisceau
Rip∗Ql. En appliquant le théorème 5.4.10, on trouve donc une équation
fonctionnelle de la forme
(5.18) L(C, j∗H il (X), q
i+1−s) = ±(−q−s)χq (i+1)χ2 L(C, j∗H il (X), qs)
où χ = χ(C, j∗H il (X)), et la factorisation annoncée (a priori, à coeffi-
cients dans Ql).
De plus, le théorème 5.5.9 implique que les racines inverses de Pj sont
des nombres de Weil de poids i+ j. D’autre part, le théorème 5.6.4 im-
plique que L(C, j∗H il (X), t) ∈ Z[[t]] : c’est donc une fraction rationnelle
à coefficients rationnels (cf. preuve du théorème 3.6.1). Le même raison-
nement que dans la preuve du lemme 3.6.4 montre alors que les Pj sont
premiers entre eux deux à deux, à coefficients entiers et indépendants du
choix de l.
34. Pour disposer d’une bonne polarisation relative à p.
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Il reste à déduire de (5.18) l’équation fonctionnelle donnée dans l’énoncé
de la conjecture 5.6.14. Cela résulte de la formule de Grothendieck-Ogg-
Šafarevič [105, th. 1] :
χ(C, j∗H
i
l (X)) = (2− 2g)Bi − deg f
(cf. §5.6.6 pour f). Un ancêtre de cette formule est dû (comme toujours. . .)
à Weil : [125, ch. VI, §4].
(Cet argument n’est pas tout à fait complet : la formule de Grothen-
dieck-Ogg-Šavarevič est valable pour les Z/ln-faisceaux constructibles ; il
faut donc l’appliquer à j∗H ie´t(X¯,Z/l
n) pour tout n ≥ 1, puis passer à la
limite.)
Pour la constante de l’équation fonctionnelle, je renvoie à l’exposé de
Deligne [33] qui repose essentiellement sur le théorème 4.6.1 et la conjec-
ture de monodromie-poids du §5.6.4.
6. Motifs
Références : Kleiman [79], Scholl [115], André [4].
On se donne un corps de base k.
6.1. La problématique. — Citons Serre [129] :
La situation décrite ci-dessus n’est pas tout à fait satisfaisante.
On dispose de trop de groupes de cohomologie qui ne sont
pas suffisamment liés entre eux – malgré les isomorphismes
de compatibilité. Par exemple, si X et Y sont deux variétés
(projectives, lisses), et f : H ie´t(X,Qℓ) → H ie´t(Y,Qℓ) une ap-
plication Qℓ-linéaire, où ℓ est un nombre premier fixé, il n’est
pas possible en général de déduire de f une application ana-
logue pour la cohomologie ℓ′-adique, où ℓ′ est un autre nombre
premier. Pourtant, on a le sentiment que c’est possible pour
certains f , ceux qui sont “motivés” (par exemple ceux qui pro-
viennent d’un morphisme de Y dans X, ou plus généralement
d’une correspondance algébrique entre X et Y ). Encore faut-il
savoir ce que “motivé” veut dire !
Les isomorphismes de compatibilité dont parle Serre sont ceux du
§3.6.1 ainsi qu’un isomorphisme analogue entre cohomologie de Betti
et cohomologie de de Rham : ils n’existent qu’en caractéristique zéro.
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En caractéristique p la situation est plus mystérieuse : on n’a pas d’iso-
morphismes de comparaison liant les différentes cohomologies l-adiques.
Pourtant, le polynôme caractéristique de l’action de Frobenius sur la co-
homologie l-adique est à coefficients entiers et indépendant de l. . .
On pourrait imaginer l’existence d’une cohomologie de Weil initiale, à
coefficients dans Q et s’envoyant vers toutes les cohomologies l-adiques :
c’est impossible par l’observation de Serre décrite au §3.5.9. Alors ?
L’idée de Grothendieck est de trouver une cohomologie de Weil initiale,
non pas à valeurs dans une catégorie d’espaces vectoriels sur un corps
puisque c’est impossible, mais dans une catégorie abélienne convenable.
Cette catégorie serait la catégorie des motifs et la cohomologie de Weil
universelle la cohomologie motivique. (35)
L’idée de Grothendieck pour donner un sens à “motivé” est, comme le
suggère Serre, de partir des correspondances algébriques, point commun
entre les diverses cohomologies de Weil par l’intermédiaire des applica-
tions classes de cycles. Ceci définit déjà une catégorie additive dont les
objets sont les variétés projectives lisses ; en raffinant cette dernière par
des procédés purement catégoriques, on arrive à une catégorie monoï-
dale symétrique rigide (théorème 6.6.1) : la catégorie des motifs purs
M∼(k, F ).
Implicitement, on a fait le choix d’un corps F de coefficients et d’une re-
lation d’équivalence adéquate ∼ (§6.2). Si on choisit pour ∼ l’équivalence
numérique, la catégorie M∼(k, F ) est abélienne semi-simple (théorème
6.7.1). Si k est fini, il résulte de la dernière conjecture de Weil (Deligne)
queM∼(k, F ) admet une graduation par le poids (théorème 6.9.6 et pro-
position 6.12.3) et une partie du programme de Grothendieck est réalisée.
En particulier, tout motif simple a un poids bien déterminé i, et sa fonc-
tion zêta est un polynôme ou l’inverse d’un polynôme suivant la parité
de i, ses racines inverses étant des nombres de Weil de poids i (théorème
6.13.5). Comme cas particulier, on retrouve le théorème de Weil sur la
conjecture d’Artin en caractéristique p (§6.15).
Malheureusement, des problèmes ouverts limitent la portée de la dé-
finition de Grothendieck : les conjectures standard, déjà mentionnées au
§3.6.1. Par exemple, on ne sait pas si les projecteurs qui définissent la
graduation d’une cohomologie de Weil (“composantes de Künneth de la
35. Cette terminologie a été adoptée par Lichtenbaum, puis Friedlander, Suslin et
Voevodsky, dans un sens très différent (groupes Hom dans la catégorie des motifs
triangulés) : on prendra garde à ne pas confondre les deux notions.
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diagonale”) sont toujours représentés par des cycles algébriques. Pour
approcher les fonctions L sur les corps de nombres, Deligne a alors in-
troduit une variante de la catégorie des motifs de Grothendieck : les
Hom de cette catégorie ne sont pas formés de cycles algébriques, mais
de “cycles de Hodge absolus” [38, 41], et les conjectures standard y sont
vraies grâce au théorème de Lefschetz difficile et à la polarisabilité des
structures de Hodge portées par la cohomologie de Betti des vatiétés pro-
jectives lisses complexes. Ceci a été poussé plus loin par Yves André [3],
chez qui les cycles de Hodge absolus sont remplacés par des “cycles moti-
vés”. Je n’aborderai pas ces théories, et encore moins les aspects les plus
excitants de la théorie des motifs qui dépassent l’enjeu des conjectures de
Weil : théorie tannakienne et groupe de Galois motivique [109, 41, 3].
6.2. Relations d’équivalence adéquates. —
6.2.1. Définition. — Soit V(k) la catégorie des k-variétés projectives
lisses, et soit F un anneau commutatif. Une relation d’équivalence ∼
sur les cycles algébriques à coefficients dans F est adéquate si elle est
F -linéaire et si :
(i) Lemme de déplacement. Soient α, β ∈ Z∗(X,F ) = Z∗(X)⊗Z
F pour X ∈ V(k). Alors il existe β ′ ∼ β tel que α et β ′ se coupent
proprement (c’est-à-dire avec les bonnes codimensions).
(ii) Soient X, Y ∈ V(k), et soient α ∈ Z∗(X), β ∈ Z∗(X × Y ) tels
que α × Y et β s’intersectent proprement. Alors a ∼ 0 implique
(pY )∗(β · (α× Y )) ∼ 0.
On dira que (F,∼) est un couple adéquat.
Étant donné un couple adéquat (F,∼) etX ∈ V(k), on noteA∗∼(X,F ) =
Z∗(X,F )/ ∼ et A∼∗ (X,F ) = Z∗(X,F )/ ∼ : on peut faire de la théorie de
l’intersection sur A∗∼(X,F ).
6.2.2. Exemples. — Voici les principales relations d’équivalences adé-
quates :
∼rat≥∼alg≥∼tnil≥∼H≥∼num
respectivement, l’équivalence rationnelle, l’équivalence algébrique, l’équi-
valence de smash-nilpotence de Voevodsky, l’équivalence homologique re-
lative à une cohomologie de Weil H (lorsque F = Q), et l’équivalence
numérique. Le signe ≥ indique la relation d’implication entre ces équi-
valences. L’équivalence rationnelle est la plus fine des équivalences adé-
quates, et l’équivalence numérique est la moins fine si F est un corps.
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Pour plus de détails, on pourra consulter Fulton [53, ch. 19] et André [4,
ch. 3]. Extrayons seulement, pour plus tard, de la dernière référence :
6.2.3. Lemme. — ∼rat est la plus fine des équivalences adéquates.
Démonstration (d’après [4, 3.2.2.1]). — . Soit ∼ une équivalence adé-
quate pour les cycles algébriques à coefficients dans F . La condition (ii)
nous ramène à prouver que [0] ∼ [∞] sur P1. Par la condition (i), il existe
un cycle
∑
ni[xi] ∼ [1], ni ∈ F , tel que
∑
ni[xi] · [1] soit bien défini, i.e.
xi 6= 1. Appliquons (ii) en prenant pour β le graphe de la fraction ra-
tionnelle 1−∏(x−xi
1−xi
)mi
(mi > 0) et α =
∑
ni[xi]− [1] : on obtient que
mn[1] ∼ m[0], où m =∑mi, n =∑ni ; comme les mi sont arbitraires,
on conclut que n[1] ∼ [0]. En appliquant l’automorphisme x 7→ 1/x (et
de nouveau la condition (ii)), on obtient n[1] ∼ [∞], d’où [0] ∼ [∞].
On a aussi :
6.2.4. Théorème. — Les groupes de cycles (à coefficients entiers) mo-
dulo l’équivalence numérique sont des Z-modules libres de type fini.
Démonstration (d’après [4, 3.4.6]). — Soit H une cohomologie de Weil,
de corps de coefficients K. Pour X projective lisse de dimension d et pour
r ≥ 0, plongeons Ad−rH (X) dans le K-espace vectoriel de dimension finie
H2(d−r)(X)(d− r) via l’application classe de cycle cl. Soit (β1, . . . , βn) un
système maximal d’éléments de Ad−rH (X) tel que cl(β1), . . . , cl(βn) soient
K-linéairement indépendants. Alors l’homomorphisme
α 7→ (deg(αβ1), . . . , deg(αβn))
de Arnum(X) dans Z
n est injectif : en effet, si β ∈ Ad−rH (X), cl(β) est
combinaison linéaire des cl(βi), donc deg(αβ) = 0 par la compatibilité
entre le produit d’intersection et l’accouplement de Poincaré (définition
3.4.1 (viii)). Ceci conclut la démonstration puisque Z est noethérien.
6.3. Catégorie des correspondances. —
6.3.1. Définition. — Soit ∼ une relation d’équivalence adéquate. On
définit la catégorie Corr∼(k, F ) :
Objets : [X ], X ∈ V(k).
Morphismes : Corr∼(k, F )([X ], [Y ]) = Corr
0
∼(X, Y ), où Corr
0
∼ est le
groupe des correspondances modulo ∼, cf. définition 3.5.8 dans le
cas de ∼rat.
134 BRUNO KAHN
La composition des correspondances se définit comme dans loc. cit.
6.3.2. Définition. — On a un foncteur contravariant de V(k) vers
Corr∼(k, F ) :
V(k)op → Corr∼(k, F )
X 7→ [X ]
f 7→ t[Γf ].
La catégorieV(k) est monoïdale symétrique unitaire (définition A.2.29)
pour le produit des variétés (unité : Spec k), et
6.3.3. Lemme. — Le foncteur [ ] commute aux coproduits finis : la ca-
tégorie Corr∼(k, F ) est F -linéaire. De plus, il existe une structure monoï-
dale symétrique unitaire F -linéaire canonique sur Corr∼(k, F ) telle que
le foncteur ci-dessus soit monoïdal symétrique.
Démonstration. — Par construction, Corr∼(k, F ) est une F -catégorie (ses
Hom sont des F -modules et la composition est F -bilinéaire) ; si X, Y ∈
V(k), on vérifie tout de suite que [X ] ⊕ [Y ] est représenté par [X∐Y ]
et que [∅] représente l’objet nul. Pour la seconde affirmation, on définit
[X ]⊗[Y ] = [X×Y ], et le produit tensoriel des correspondances est donné
par le produit des cycles :
Corr∼(X, Y )⊗ Corr∼(X ′, Y ′)→ Corr∼(X ×X ′, Y × Y ′).
La vérification des axiomes se fait sans difficulté.
6.4. Motifs purs effectifs. —
6.4.1. Définition. — On garde les notations ci-dessus. La catégorie
Meff∼ (k, F ) des motifs effectifs (à coefficients dans F , relativement à ∼)
est l’enveloppe karoubienne de Corr∼(k, F ) (définition A.1.5). On abrège
cette notation en Meff∼ (k) ou Meff∼ quand il n’y a pas de risque d’ambi-
guïté.
D’après le lemme A.1.9 et la proposition A.2.24, la structure mo-
noïdale symétrique F -linéaire de Corr∼(k, F ) s’étend canoniquement à
Meff∼ (k, F ). On note
[X ] 7→ h(X)
le foncteur canonique Corr∼(k, F ) → Meff∼ (k, F ). S’il est besoin de pré-
ciser, on note h∼ au lieu de h.
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D’après la démonstration du lemme 6.2.3, [0] = [∞] dans A∼0 (P1, F ) ;
en appliquant une homographie convenable z 7→ az+b
cz+d
, on en déduit que
[x] = [y] dans A∼0 (P
1, F ) pour tous x, y ∈ P1(k). Ainsi, la classe du
projecteur
p : P1 → Spec k ix−→ P1
dans Corr0∼(P
1, F ) ne dépend pas du choix de x ∈ P1(k).
6.4.2. Définition. — Le motif de Lefschetz L est l’image du projecteur
1− p. On a donc
h(P1) = 1⊕ L.
Pour tout motif effectif M ∈ Meff∼ (k, F ) et tout entier n ≥ 0, on note
(sic)
M(−n) =M ⊗ L⊗n.
6.4.3. Proposition. — L est quasi-inversible (définition A.2.19).
Démonstration. — Pour tout X ∈ V(k), les projecteurs p et 1 − p in-
duisent la formule de la droite projective
(6.1) An∼(X ×P1, F ) ≃ An∼(X,F )⊕ An−1∼ (X,F )
(se réduire au cas de l’équivalence rationnelle, cf. lemme 6.2.3, puis ap-
pliquer [53, th. 3.3]). En itérant une fois et en suivant le sens des flèches,
on voit facilement que ceci fournit un isomorphisme
Meff∼ (h(X), h(Y )) ∼−→Meff∼ (h(X)(−1), h(Y )(−1))
induit par −⊗ L.
On a aussi :
6.4.4. Proposition. — Pour tout X ∈ V(k) et tout n ≥ 0, on a des
isomorphismes naturels
An∼(X,F ) ≃Meff∼ (Ln, h(X)), A∼n (X,F ) ≃Meff∼ (h(X),Ln).
De plus, la composition
Meff∼ (Ln, h(X))×Meff∼ (h(X),Ln)→Meff∼ (Ln,Ln) ∼←− F
s’identifie au produit d’intersection
An∼(X,F )×A∼n (X,F )→ F.
Démonstration. — Cela résulte encore de la formule (6.1), par itération.
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6.5. Motifs purs. —
6.5.1. Définition. — On note
M∼(k, F ) =Meff∼ (k, F )[L−1]
cf. définition A.2.21.
Compte tenu de la proposition 6.4.3, le théorème A.2.23 donne :
6.5.2. Théorème. — Le foncteur canonique Meff∼ (k, F ) → M∼(k, F )
est pleinement fidèle ; la structure monoïdale symétrique de Meff∼ (k, F )
s’étend à M∼(k, F ).
6.5.3. Définition. — On note T = L−1 un quasi-inverse de L : c’est le
motif de Tate. Pour M ∈M∼(k, F ) et n ∈ Z, on note
M(n) =
{
M ⊗ L⊗−n si n ≤ 0
M ⊗ T⊗n si n ≥ 0.
Pour résumer, on a construit une chaîne de catégories et foncteurs
monoïdaux symétriques
V(k)op −−−→ Corr∼(k, F ) ♮−−−→ Meff∼ (k, F ) L
−1−−−→ M∼(k, F )
X 7→ [X ] 7→ h(X) 7→ h(X)
f 7→ [tΓf ]
les deux derniers étant pleinement fidèles.
6.5.4. Remarque. — Ce qui prédède est la construction classique des
motifs purs, comme la présentait Grothendieck. Dans [68], Uwe Jannsen
a introduit une construction directe de M∼(k, F ) comme la catégorie
des triplets (X, p, n) où X ∈ V(k), p est un projecteur sur X et n ∈ Z.
Cette description est reprise par exemple dans [115] et [4]. Je préfère
suivre la construction initiale de Grothendieck, donnée dans [79], pour
deux raisons :
– elle met mieux en relief les enjeux catégoriques ;
– elle est le modèle de la construction ultérieure des motifs triangulés
par Voevodsky [148] ;
– l’autre construction est idéale pour la structure tensorielle, mais
moins pour la structure additive : il est difficile de décrire (X, p,m)⊕
(Y, q, n) sim 6= n. Le recours à la formule de la droite projective (6.1)
est nécessaire et plus artificiel, cf. [115, 1.14].
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6.6. Rigidité. —
6.6.1. Théorème. — La catégorie M∼(k, F ) est rigide (définition
A.2.12).
Démonstration. — Soit M′ la sous-catégorie pleine de M∼(k, F ) dont
les objets sont les h(X)(n) pour X ∈ V(k) équidimensionnel et n ∈ Z.
Son enveloppe karoubienne estM∼(k, F ). D’après les propositions A.2.13
c) et A.2.25, il suffit de monter que h(X) est fortement dualisable pour
X équidimensionnel.
Soit n = dimX. Je dis que
h(X)∗ = h(X)(n)
définit un dual fort de X. Pour cela, il faut décrire les morphismes η et ε
de la définition A.2.12. À un twist à la Tate près, il s’agit de morphismes
Ln
η−→ h(X)⊗ h(X), h(X)⊗ h(X) ε−→ Ln.
En utilisant l’identité h(X)⊗h(X) = h(X×X) et la proposition 6.4.4,
ces morphismes correspondent à des classes de
An∼(X ×X,F ) = A∼n (X ×X,F ).
Dans les deux cas, on prend la classe de la diagonale [∆X ]. La vérifi-
cation des identités de la définition A.2.12 sont laissées en exercice.
6.7. Le théorème de Jannsen. —
6.7.1. Théorème (Jannsen, 1991). — Si F est un corps de caracté-
ristique zéro, la catégorie Mnum(k, F ) est abélienne semi-simple.
Avant la percée de Jannsen, on savait que cet énoncé résultait des
conjectures standard de Grothendieck. Le fait qu’on puisse le démontrer
inconditionnellement a été une surprise générale. Je renvoie à l’article de
Jannsen [68] pour sa démonstration originelle, et à [7] pour une version
abstraite de cette démonstration.
Celle-ci repose sur l’existence d’une cohomologie de Weil ; son principe
est très proche de celui de la démonstration du théorème 6.2.4.
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6.8. Spécialisation. — Soit K un corps muni d’une valuation discrète
v de rang 1, d’anneau de valuation O et de corps résiduel k. On aimerait
définir un foncteur de spécialisation
M∼(K,F )→M∼(k, F )
au moins pour certains couples adéquats (F,∼). J’ignore si c’est possible
dans cette généralité, mais c’est au moins le cas si on se restreint à une
sous-catégorie pleine de M∼(K,F ) :
6.8.1. Définition. — On note M∼(K, v, F ) la sous-catégorie épaisse
de M∼(K,F ) engendrée par les motifs de la forme h(X), où X est une
K-variété projective lisse qui a bonne réduction relativement à v (cf. défi-
nition 5.2.1). Les objets deM∼(K, v, F ) sont les motifs à bonne réduction
(relativement à v).
6.8.2. Remarques. — a) P1 a bonne réduction ; si X,X ′ ont bonne ré-
duction, X ×X ′ a bonne réduction. Cela implique que la sous-catégorie
M∼(K, v, F ) ⊂M∼(K,F ) est rigide.
b) Supposons car k 6= 2 et soit C la conique projective anisotrope d’équa-
tion aX20 + πX
2
1 −X22 = 0, où a ∈ K∗ −K∗2 et π est une uniformisante.
Alors C n’a pas bonne réduction, mais h(C) ≃ h(P1) dans M∼(K,F )
dès que 2 est inversible dans F . (Cet exemple marche aussi en caracté-
ristique résiduelle 2, avec une modification convenable.) Ainsi, le motif
d’une K-variété projective lisse X peut être à bonne réduction même si
X n’est pas à bonne réduction.
6.8.3. Théorème. — Il existe un unique ⊗-foncteur
sp :M∼(K, v, F )→M∼(k, F )
envoyant le motif d’une K-variété projective lisse X à bonne réduction
sur celui de sa fibre spéciale (relative à un modèle lisse quelconque), dans
les cas suivants :
1. ∼ est l’équivalence rationnelle, F est quelconque.
2. ∼ est l’équivalence algébrique.
3. ∼ est l’équivalence de smash-nilpotence, F est quelconque.
4. ∼ est l’équivalence homologique l-adique où le nombre premier l est
inversible dans k, F ⊃ Q.
5. car k = 0, ∼ est une cohomologie de Weil classique, F ⊃ Q.
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Démonstration. — Si le foncteur existe, son unicité est évidente ainsi que
sa tensorialité.
Le cas 4 résulte du théorème de changement de base propre et lisse (cf.
§3.6.1), et le cas 5 s’en déduit par les théorèmes de comparaison. Le cas
3 se déduit immédiatement du cas 1. Il reste à traiter les cas 1 et 2.
J’ai appris l’argument qui suit de Yves André. On utilise les homomor-
phismes de spécialisation [53, ex. 20.3.1]
σ : Ai∼(X,F )→ Ai∼(Y, F ) (∼=∼rat,∼alg)
où X/K a bonne réduction et Y est la fibre spéciale d’un modèle lisse X
de X.
Précisons : dans loc. cit., Fulton ne traite que le cas de l’équivalence
rationnelle. Mais sa construction repose sur les suites exactes [53, prop.
1.8]
(6.2) An−1∼ (Y, F )
i∗−→ An∼(X , F ) j
∗−→ An∼(X,F )→ 0
(où j : X → X , i : Y → X sont les immersions ouverte et fermée
correspondant à la situation), et l’identité
(6.3) i∗i∗ = 0
déduite de [53, cor. 6.3]. Or la suite exacte (6.4) vaut également pour
l’équivalence algébrique [53, ex. 10.3.4], ainsi évidemment que l’identité
(6.3).
Si X ′ est une autre variété à bonne réduction, munie d’un modèle lisse
X ′ de fibre spéciale Y ′, X ⊗O X ′ est un modèle lisse de X ×X ′, de fibre
spéciale Y × Y ′, et σ induit un homomorphisme
sp : Corr∼(K,F )(X,X
′)→ Corr∼(k, F )(Y, Y ′).
Si X ′′ est une troisième variété à bonne réduction, munie d’un modèle
lisse X ′′ de fibre spéciale Y ′′, et si
α ∈ Corr∼(K,F )(X,X ′), β ∈ Corr∼(K,F )(X ′, X ′′)
sont deux correspondances, les compatibilités démontrées dans [53, 20.3]
impliquent que
sp(β ◦ α) = sp(β) ◦ sp(α).
En particulier, prenons X = X ′ = X ′′, α = β = ∆X , X ′′ = X : on
obtient que sp(α) et sp(β) sont des isomorphismes inverses de h(Y ) sur
h(Y ′). En faisant varier les modèles lisses de X, on obtient un système
transitif d’isomorphismes entre les motifs h(Y ), où Y décrit les fibres
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spéciales correspondantes. Ceci montre que le motif h(Y ) est bien déter-
miné à isomorphisme unique près, et que sp définit bien un foncteur ; ce
foncteur est clairement monoîdal, en réutilisant la compatibilité de σ au
produit [53, 20.3].
La construction de sp s’étend maintenant automatiquement aux motifs
effectifs, puis à tous les motifs.
6.8.4. Remarque. — Le cas de l’équivalence numérique n’est pas clair ;
il résulterait des conjectures standard. On pourra consulter [5, 3] pour
une manière de contourner ce problème.
6.9. Théorie motivique des poids (cas pur). — On suppose que
F est un corps de caractéristique zéro, et on se donne une cohomologie
de Weil H∗ à coefficients dans K ⊃ F .
6.9.1. Définition. — Soit X ∈ V(k), et soit i ∈ Z. Le i-ème projecteur
de Künneth de X (relativement à H) est la projection pi de H∗(X) =⊕
j H
j(X) sur H i(X). C’est un endomorphisme idempotent de H∗(X).
Remarquons que cette définition s’étend à tout motifM ∈MH(k, F ) :
on peut parler des projecteurs de Künneth de M .
6.9.2. Définition. — Soit M ∈MH(k, F ), et soit i ∈ Z.
a) On dit que M est purement de poids i si Hj(M) = 0 pour j 6= i. On
abrège cette définition par la notation w(M) = i.
b) On dit que le i-ème projecteur de Künneth de M est algébrique si on
a
pi = H(pialg) pour p
i
alg ∈ End(M).
On abrégera cette phrase en : “piM est algébrique”. Si M = h(X) pour
X ∈ V(k), on écrit piX pour piM .
Si cette condition est vérifiée, le représentant pialg est unique dans
EndMH(M) ; on peut donc le noter p
i
M sans ambiguïté. Notons aussi
M (i) = Im piM : c’est la partie de poids i de M . Si M = h(X), on note
hi(X) pour M (i).
Les conjectures standard de Grothendieck impliquent que, pour tout
M et pour tout i, le i-ème projecteur de Künneth de M est algébrique.
Indiquons maintenant ce qui est connu inconditionnellement, i.e. sans
supposer ces conjectures vraies :
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6.9.3. Lemme. — Soient M,N ∈MH(k, F ) et soient i, j ∈ Z.
a) Si piM et p
i
N sont algébriques, p
i
M⊕N est algébrique.
b) Si piM est algébrique, p
i
M ′ est algébrique pour tout facteur direct M
′ de
M .
c) Si les p∗M et les p
∗
N sont algébriques, les p
∗
M⊗N sont algébriques.
d) Si piM est algébrique, p
−i
M∗ est algébrique.
Démonstration. — a), c) et d) résultent des identités (dans Vec∗K)
piM⊕N = p
i
M ⊕ piN , pkM⊗N =
∑
i+j=k
piM ⊗ pjN , p−iM∗ = tpiM .
Pour b), soit p ∈ End(M) un projecteur d’imageM ′. On remarque que
piM est central dans End(H
∗(M)), donc a fortiori dans son sous-anneau
End(M). Donc piM commute à p et pp
i
M est encore un projecteur : on
voit tout de suite que c’est piM ′.
6.9.4. Théorème. — Soit H une cohomologie de Weil vérifiant l’axiome
de la remarque 3.4.3 (par exemple une cohomologie de Weil classique,
§3.5.9).
a) Pour tout X ∈ V(k), purement de dimension n, piX est algébrique
pour i = 0, 1, 2n − 1, 2n. On a h2n(X) ≃ Ln si X est géométriquement
connexe.
b) Si n = 2, tous les piX sont algébriques.
c) Si A est une variété abélienne, tous les piA sont algébriques.
Démonstration. — a) Notons kX le corps des constantes de X, c’est-à-
dire la fermeture algébrique de k dans k(X). Comme X est lisse, kX/k
est séparable, donc h(Spec kX) est défini. Je dis que
h0X = h(kX)
= 1 si kX = k.
Notons d’abord que H0(kX)
∼−→ H0(X) (axiome (v) d’une cohomologie
de Weil). Considérons maintenant un point fermé ix : x →֒ X, de corps
résiduel E. Soit f : SpecE → Spec kX le morphisme canonique. Alors la
composition
h(kX)
p′∗−→ h(X) i
∗
x−→ h(x) f∗−→ h(kX)
est égale à deg f · 1h(kX) grâce à la formule du corollaire 2.8.9 (qui est
valable en toute généralité). Donc 1
deg f
p′∗f∗i
∗
x est le projecteur p
0
X cherché.
Par dualité, on obtient l’algébricité de p2nX et la valeur de h
2n(X).
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Le cas de p1X et p
2n−1
X est beaucoup plus délicat : il est dû à Grothen-
dieck et généralisé par Jakob Murre à l’équivalence rationnelle (les deux
preuves reposant sur un même théorème de Weil). Je renvoie à [115, §4]
pour les détails.
b) résulte de a) puisque
p2X = 1h(X) − p0X − p1X − p3X − p4X .
c) Ce théorème est dû à Lieberman-Kleiman, et généralisé par Sher-
menev, Deninger-Murre et Künnemann à l’équivalence rationnelle : je
renvoie à [42] et [81] pour les détails.
6.9.5. Corollaire. — Pour tout M ∈MeffH , piM est algébrique pour i =
0, 1.
Démonstration. — Par le lemme 6.9.3 b), on se ramène à M = h(X)
pour X ∈ V(k) et on applique le théorème 6.9.4 a).
Enfin, le théorème suivant est beaucoup plus profond : il repose sur la
démonstration par Deligne de l’hypothèse de Riemann [39].
6.9.6. Théorème (Katz-Messing, [76]). — Si k est fini, les projec-
teurs de Künneth sont algébriques pour tout X ∈ V(k) et H = Hl pour
tout l 6= car k, ainsi que pour la cohomologie cristalline. De plus, piX
est donné par un cycle algébrique indépendant de la cohomologie de Weil
choisie, et combinaison linéaire de puissances de Frobenius.
6.10. Exemple : motifs d’Artin. —
6.10.1. Définition. — Un motif d’Artin est un facteur direct de h(X),
où X est de dimension 0.
Un k-schéma lisse de dimension 0 est de la forme SpecE, où E est une
k-algèbre étale, c’est-à-dire produit
∏r
i=1Ei d’extensions finies séparables
de k.
6.10.2. Proposition. — Soit M0∼(k, F ) ⊂M∼(k, F ) la sous-catégorie
pleine formée des motifs d’Artin. Alors :
(i) M0∼(k, F ) ⊂Meff∼ (k, F ).
(ii) M0∼(k, F ) est une sous-catégorie monoïdale symétrique rigide de
M∼(k, F ).
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(iii) M0∼(k, F ) ne dépend pas du choix de l’équivalence adéquate ∼,
au sens suivant : si ∼≥∼′, le foncteur M0∼(k, F )→M0∼′(k, F ) est
une équivalence de catégories.
(iv) Pour ∼=∼H où H est une cohomologie de Weil vérifiant l’axiome
de la remarque 3.4.3, on a
M0H(k, F ) = {M ∈MeffH | w(M) = 0}
(cf. définition 6.9.2 a)).
Démonstration. — (i) et (ii) sont évidents ; pour (iii) on se ramène à
montrer que
M∼(h(X), h(Y )) ∼−→M∼′(h(X), h(Y ))
si dimX = dimY = 0, ce qui est évident puisqu’il s’agit de cycles de
codimension 0. Dans (iv), l’inclusion ⊂ est évidente ; inversement, si M
est effectif et w(M) = 0, écrivons-le comme facteur direct de h(X) pour
X projective lisse. Alors M est facteur direct de h0(X) (cf. théorème
6.9.4 a)).
6.10.3. Théorème. — Notons G = Gal(ks/k). La catégorie M0∼(k, F )
est équivalente à la catégorie (monoïdale symétrique) RepF (G) des repré-
sentations linéaires continues de G à coefficients dans F .
Démonstration. — Si dimX = 0, la théorie de Galois revue par Gro-
thendieck associe à X l’ensemble fini X(ks) muni de l’action (continue)
de G, d’où la représentation “de permutation”
ρX = F [X(ks)] ∈ RepF (G).
Comme RepF (G) est pseudo-abélienne, ceci s’étend en un foncteur
ρ :M0∼(k, F )→ RepF (G)
qui est visiblement monoïdal symétrique. Il reste à voir que ρ est une
équivalence de catégories.
Pour la pleine fidélité, on se ramène par rigidité (proposition 6.10.2
(ii)) à voir que
(6.4) M∼(1, h(X)) ∼−→ RepF (G)(F, ρX)
si X = SpecE où E est une extension finie séparable de k. Le groupe de
gauche est A0∼(X,F ) ≃ F et celui de droite est HomG(F, F [X(ks)]) ≃ F
puisque l’action de G sur X(ks) = Homk(E, ks) est transitive. On voit
144 BRUNO KAHN
tout de suite que (6.4) envoie le générateur [X ] du membre de gauche
sur l’élément
∑
x∈X(ks)
x du membre de droite.
Il reste à démontrer l’essentielle surjectivité. Soit ρ ∈ RepF (G). Par
continuité, ρ se factorise à travers G¯ = Gal(E/k), où E est une exten-
sion galoisienne finie de k. Alors ρ est facteur direct de la représentation
régulière rG¯ = ρSpecE.
6.11. Exemple : h1 de variétés abéliennes. — Soit A une variété
abélienne sur k. Daprès le théorème 6.9.4 c), les projecteurs de Künneth
de h(A) sont algébriques ; d’après Deninger-Murre [42], on dispose même
de projecteurs de Chow-Künneth piA modulo l’équivalence rationnelle,
naturels pour les homomorphismes de variétés abéliennes. Ceci définit
un foncteur (contravariant)
h1 : Ab(k)op →Mrat(k,Q)
où Ab(k) est la catégorie des k-variétés abéliennes (objets : variétés abé-
liennes ; morphismes : homomorphismes de variétés abéliennes).
6.11.1. Théorème. — Le foncteur h1 est additif. Il induit un foncteur
pleinement fidèle
h1 : Ab0(k)op →Mrat(k,Q)
où Ab0(k) a les mêmes objets que Ab(k), les morphismes étant tensori-
sés par Q. Sa composée avec la projection Mrat(k,Q) → M∼(k,Q) est
encore pleinement fidèle pour toute relation d’équivalence adéquate ∼. Si
H est une cohomologie de Weil vérifiant l’axiome de la remarque 3.4.3,
l’image essentielle de h1 dans MeffH est formée des motifs purement de
poids 1.
Démonstration. — Par construction des projecteurs piA, on a
piA ◦ nA = nipiA
pour tout i ≥ 0 et n ∈ Z, où nA est l’endomorphisme de multiplication
par n sur A [42, th. 3.1]. On en déduit facilement l’additivité de h1, qui
s’étend donc à Ab0(k). Comme Mrat(k,Q) →M∼(k,Q) est plein pour
tout ∼ et que ∼num est l’équivalence adéquate la moins fine, il suffit de
montrer que h1 est plein pour ∼=∼rat et fidèle pour ∼=∼num. Pour cela,
on peut se ramener au cas de deux jacobiennes de courbes J et J ′, et
les deux énoncés résultent de l’isomorphisme de Weil (théorème 3.2.4).
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Enfin, la dernière assertion se démontre comme pour la proposition 6.10.2
(iv).
6.12. La fonction zêta d’un endomorphisme. —
6.12.1. Cas d’une relation d’équivalence suffisamment fine. — En appli-
quant le théorème A.2.32, on obtient :
6.12.1. Théorème. — Supposons que F soit un corps de caractéris-
tique zéro. Pour toutM ∈Mrat(k, F ) et tout endomorphisme f ∈ End(M),
la fonction Z(f, t) de la définition A.2.31 est une fraction rationnelle à
coefficients dans F . Si f est un isomorphisme, on a une équation fonc-
tionnelle de la forme
Z(tf−1, t−1) = det(f)(−t)χ(M)Z(f, t)
où tf ∈ End(M∗) est le transposé de f et det(f) est un scalaire donné
par la formule du théorème A.2.32. Dans cet énoncé, on peut remplacer
∼rat par ∼alg ou ∼tnil.
Démonstration. — Il suffit de connaître l’existence d’un foncteur monoï-
dal symétrique H∗ = Mrat(k, F ) → Vec∗K pour un corps K contenant
F : un tel foncteur est donné par une cohomologie de Weil, par exemple
la cohomologie l-adique pour un l 6= car k.
6.12.2. Cas de l’équivalence numérique. — La conjecture standard prin-
cipale de Grothendieck [57] prédit que l’équivalence homologique coïn-
cide avec l’équivalence numérique pour toute cohomologie de Weil. Faute
de connaître cette conjecture, l’extension du théorème 6.12.1 aux motifs
modulo l’équivalence numérique est une question délicate. Les résultats
qui suivent sont extraits de [5].
Soit A un anneau ; rappelons la définition de son radical de Jacobson :
R = {a ∈ A | ∀b ∈ A, 1− ab est inversible}.
6.12.2. Proposition ([5, cor. 3 et prop. 5]). — Considérons les motifs
à coefficients dans un corps F de caractéristique 0. Soit H une cohomo-
logie de Weil classique (§3.5.9), et soit M ∈MH(k, F ) =MH . Alors
a) Le radical de Jacobson R de AH = End(M) est nilpotent, et AH/R
est une F -algèbre semi-simple.
b) [68, cor. 1] Si la somme des projecteurs de Künneth de degrés pairs
de M est algébrique, AH/R
∼−→ Anum où Anum = EndMnum(Mnum), Mnum
étant la projection de M dans Mnum.
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c) Soit M ∈MH tel que la somme des projecteurs de Künneth de degrés
pairs de M soit algébrique. Si Mnum = 0, alors M = 0.
d) ( cf. [68, rk. 4]) Soit M ∈ Mnum. Alors il existe M˜ ∈ MH tel que
M˜num ≃M .
On trouvera une version abstraite de cette proposition dans [7, th. 1
b)].
6.12.3. Proposition ([5, prop. 6]). — NotonsM∗H la sous-catégorie plei-
ne de MH formée des M dont tous les projecteurs de Künneth sont al-
gébriques, et soit M∗num son image essentielle dans Mnum. Alors
a) M∗num ne dépend pas du choix de H (classique).
b) Pour M ∈ M∗num, provenant de M˜H ∈ M∗H ( cf. proposition 6.12.2
d)), l’image piM de p
i
M˜H
dans End(M) ne dépend pas du choix de H ni
de celui de M˜H .
c) Si k est fini, M∗num =Mnum.
Cet énoncé est démontré incomplètement dans [5] ; la démonstration
(suivant O. Gabber) est complétée dans [6, app. B]. Notons que c) ne
fait que répéter le théorème 6.9.6.
6.12.4. Corollaire. — Pour tout motif simple S ∈ M∗num, il existe un
unique i ∈ Z tel que piS 6= 0 : c’est le poids de S.
6.12.5. Définition. — Un motif M ∈ M∗num est pur de poids i s’il est
somme directe de motifs simples de poids i.
6.12.6. Corollaire. — Soit M ∈ M∗num, pur de poids i. Alors pour
tout f ∈ End(M), Z(f, t) = P (t)(−1)i+1 où P ∈ F [t]. On a l’équation
fonctionnelle du théorème 6.12.1.
Démonstration. — Cela résulte immédiatement de la formule des traces
(lemme A.2.28).
6.13. Cas d’un corps de base fini. — Supposons maintenant k =
Fq. Pour tout X ∈ V(k), notons πX l’endomorphisme de Frobenius vu
comme correspondance algébrique (transposé du graphe du Frobenius ab-
solu de X). Alors πX est central dans Corr0rat(X,X) ; plus généralement,
FONCTIONS ZÊTA ET L DE VARIÉTÉS ET DE MOTIFS 147
pour toute correspondance γ ∈ Corr0rat(X, Y ), le diagramme
h(X)
γ−−−→ h(Y )
πX
y πYy
h(X)
γ−−−→ h(Y )
est commutatif. De plus, πX×Y = πX ⊗ πY . On en déduit que X 7→ πX
s’étend en un ⊗-automorphisme du foncteur identique
Mrat(k,Q) ∋M 7→ πM ∈ Aut(M)
vérifiant les identités
(6.5) πM⊕N = πM ⊕ πN , πM⊗N = πM ⊗ πN , πM∗ = tπ−1M .
(la dernière identité étant une propriété générale d’un ⊗-automorphisme
du foncteur identique, cf. [109, I, (3.2.3.6)]).
Notons de plus que Mnum =M∗num par [76].
6.13.1. Proposition. — a) L’endomorphisme πL du motif de Lefschetz
L est la multiplication par q.
b) Si X est géométriquement connexe de dimension n, l’endomorphisme
πh2n(X) est la multiplication par qn.
c) Si M ∈Meffnum(k,Q) est pur de poids i (définition 6.12.5), on a
det(πM) = ±qiχ(M)/2
où det(πM) est le nombre rationnel apparaissant dans l’équation fonc-
tionnelle du théorème 6.12.1.
Démonstration. — a) Soit p = p2
P1
le second projecteur de Künneth de
la droite projective : il découpe L sur le motif de P1. Il faut donc voir
que
πP1p = qp.
Mais p est la classe de 0×P1 dans CH1(P1 ×P1), transposé du graphe
de la composition P1 → {0} →֒ P1. Si (t1, t2) sont les coordonnées de
P1×P1, l’équation de ce diviseur est t1 = 0. Quand on lui applique πP1 ,
on obtient l’équation tq1 = 0, d’où la conclusion. b) résulte maintenant
de a), du théorème 6.9.4 et de (6.5). Enfin, pour c) on utilise la formule
du théorème A.2.32, l’hypothèse de Riemann pour H i(X) et le fait que
les racines inverses du polynôme caractéristique de πM forment un sous-
ensemble (Galois-invariant !) de celui des racines inverses du polynôme
caractéristique de πhi(X).
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6.13.2. Remarques. — a) En particulier, χ(M) est pair dans c) si i
est impair, au moins si q n’est pas un carré. (C’est vrai conjecturalement
même si q est un carré : voir exercice 6.14.5 c).)
b) Si M est de la forme hi(X) avec i impair, le signe est +1 dans l’ex-
pression de det(πM ). En effet, la dualité de Poincaré et le théorème de
Lefschetz difficile (§5.5.2) munissent H il (X), pour l premier ne divisant
pas q, d’un accouplement parfait, Galois-équivariant
H il (X)×H il (X)→ Ql(−i)
qui est alterné puisque i est impair ; en particulier, d = dimH il (X) est
pair. Le déterminant d’une matrice symplectique étant égal à 1, celui de
πM est égal à (
√
qi)d. Voir remarque 3.6.2 pour le cas i pair.
c) On pourra consulter [70, III] pour une approche différente de la pro-
position 6.13.1 c) (et une généralisation aux “fonctions zêta motiviques”),
utilisant la notion de déterminant d’un motif.
6.13.3. Définition. — Pour M ∈Mnum(k,Q), on note
Z(M, t) = Z(πM , t).
On pose aussi ζ(M, s) = Z(M, q−s) : c’est la fonction zêta de M .
6.13.4. Lemme. — a) Si M = h(X) pour X ∈ V(k), on a Z(M, t) =
Z(X, t).
b) Pour tout M ∈Mnum(k,Q), on a
Z(M(1), t) = Z(M, q−1t).
Démonstration. — a) est clair, cf. preuve du théorème 3.6.1, et b) est un
simple calcul.
6.13.5. Théorème. — Supposons M ∈ Meffnum(k,Q) pur de poids i.
Alors Z(M, t) = P (t)(−1)
i+1
où P (0) = 1 et P ∈ Z[t]. On a une équation
fonctionnelle de la forme
Z(M∗, t−1) = det(πM)(−t)χ(M)Z(M, t), det(πM) = ±qiχ(M)/2
où χ(M) est pair et le signe de det(πM) est + si i est impair et M de la
forme hi(X), cf. remarques 6.13.2 a) et b). De plus, les racines inverses
de P sont des nombres de Weil de poids i.
Démonstration. — Le corollaire 6.12.6 donne la première et la seconde
partie de l’énoncé, en utilisant (6.5) pour l’équation fonctionnelle.
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Pour la dernière assertion (y compris P ∈ Z[t]), on écrit M comme
facteur direct de h(X) pour X ∈ V(k) (non nécessairement connexe) ;
alors M est même facteur direct de hi(X), et P divise le polynôme Pi
attaché à X. La conclusion découle alors de l’hypothèse de Riemann.
En particulier, pour X projective lisse,
(6.6) Z(hi(X), t) = Pi(t)(−1)
i+1
où Pi est le i-ème polynôme intervenant dans la factorisation de Z(X, t)
(§3.3).
6.13.6. Remarques. — a) Si on enlève la condition que S soit effectif,
l’énoncé reste valable mais P est alors à coefficients dans Z[1/q] : par
exemple, Z(T, t) = 1− q−1t.
b) Le théorème 6.13.5 s’étend au cas où les coefficients Q sont remplacés
par un corps de nombres F ; le polynôme P est alors à coefficients dans
OF si M est effectif, dans OF [1/q] en général.
c) Pour i = 0, 1, le corollaire 6.12.6 et le théorème 6.13.5 ne dépendent
pas des résultats de Deligne et Katz-Messing, mais “seulement” de ceux
de Weil (formule pour les morphismes entre jacobiennes de courbes et
hypothèse de Riemann pour les courbes) : cf. théorèmes 6.10.3 et 6.11.1.
6.14. La conjecture de Tate. — On continue à supposer que k = Fq.
6.14.1. Conjecture. — Pour toute k-variété projective lisse X et tout
entier i ≥ 0, on a
ords=i ζ(X, s) = − rgAinum(X).
(Rappelons que le groupe Ainum(X) est libre de type fini d’après le
théorème 6.2.4.)
Cette conjecture est vraie pour i = 0 d’après la partie “hypothèse de
Riemann” des conjectures de Weil. Pour plus de détails sur le cas i > 0, je
revoie à l’exposé de Tate [142]. En particulier, pour un nombre premier
l ∤ q, on a les énoncés suivants, où G = Gal(k¯/k) :
T i(X, l) : L’homomorphisme déduit de la classe de cycle
CH i(X)⊗Ql → H2il (X)(i)G,
est surjectif.
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Si(X, l) : L’application composée
H2il (X)(i)
G →֒ H2il (X)(i)→H2il (X)(i)G
est bijective.
SSi(X, l) : L’action de G sur H il (X) est semi-simple.
On a évidemment SS2i(X, l)⇒ Si(X, l), et :
6.14.2. Théorème ([142, th. 2.9]). — Pour tout l, la conjecture 6.14.1
pour (X, i) est équivalente à T i(X, l)+T d−i(X, l)+Si(X, l) ; elle implique
la conjecture standard “équivalence homologique = équivalence numéri-
que” en codimensions i et d− i. De plus, Si(X, l) ⇐⇒ Sd−i(X, l).
6.14.3. Théorème ([69, th. 6]). — On a l’équivalence
Sd(X ×X, l) ⇐⇒ SSi(X, l) pour tout i.
Les énoncés T i(X, l) et S1(X, l) sont connus quand i = 1 et X est
une variété abélienne [139] : c’est une variante du théorème 3.1.8. Par
conséquent, la conjecture 6.14.1 est connue pour i = 1 quand X est une
variété abélienne.
6.14.4. Exercice. — Dans cet exercice, on considère le foncteur de réa-
lisation enrichi
R∗l :Ml(k,Ql)→ Rep∗(G,Ql)
induit par la cohomologie de Weil Hl, à valeurs dans la catégorie abé-
lienne des représentations Ql-adiques Z-graduées de G.
a) (cf. [4, prop. 7.3.1.3 1)]) Montrer que la conjecture T i(X, l) pour tout
(X, i) équivaut à l’énoncé suivant, pour tout (M,N) ∈ Ml(k,Ql) ×
Ml(k,Ql) :
T(M,N,l) : L’homomorphisme
Ml(k,Ql)(M,N)→ Rep∗(G,Ql)(R∗l (M), R∗l (N))
est surjectif.
Autrement dit, R∗l est plein. (Montrer que T (M,N, l) ⇐⇒ T (1,M∗ ⊗
N, l), puis se ramener à T ∗(X, l) pour un X convenable.)
b) Montrer de même que la conjecture SSi(X, l) pour tout (X, i) implique
pour tout M ∈Ml(k,Ql) :
SS(M,l) : R∗l (M) est semi-simple.
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c) Soient M,N ∈ Ml(k,Ql). Supposons que dimRil(M) = dimRil(N)
pour tout i et que les valeurs propres de l’action de Frobenius sur ces
espaces vectoriels coïncident. Sous les conjectures T (M,N, l), SS(M, l)
et SS(N, l), en déduire que M ≃ N .
d) Montrer que la conjecture 6.14.1 implique l’énoncé suivant : pour tout
M ∈Mnum(k,Q) et tout i ∈ Z, on a
ords=i ζ(M, s) = − dimQMnum(M,Li).
(Reprendre la preuve de [142, th. 2.9].)
6.14.5. Exercice. — Dans cet exercice, on examine ce que devient le
signe de l’équation fonctionnelle dans le théorème 6.13.5 quand on rem-
place hi(X) par un motif quelconque de poids i impair.
a) SoitM ∈Meffnum(k,Q), purement de poids i. Montrer qu’on peut écrire
M ≃ M ′ ⊕M ′′, où les valeurs propres de πM ′ (resp. de πM ′′) sont de la
forme ±qi/2 (resp. ne sont pas de cette forme). (Construire l’idempotent
correspondant comme polynôme en πM .)
b) Si M ′ = 0, montrer que χ(M) est pair, que det(πM ) > 0, et que le
signe de l’équation fonctionnelle de ζ(M, s) est +1. (Utiliser les formules
du théorème 6.12.1 et du théorème A.2.32, ainsi que la remarque 5.5.2.)
c) On suppose M ′′ = 0 et i impair. Soit ε ∈ {+,−}. D’après Deuring [45]
(voir aussi Honda [66]), il existe une courbe elliptique supersingulière Eε,
définie sur k et telle que πEε ait pour valeur propre εqi/2. En utilisant
l’exercice 6.14.4 c), montrer que sous la conjecture 6.14.1, M est de la
forme
(
h1(Eε)(
1−i
2
)
)r pour un r > 0. En déduire que les conclusions de
b) restent vraies. (36)
d) Que se passe-t-il quand i est pair ?
6.15. Coronidis loco. — Déduisons de ce qui précède une démons-
tration motivique du théorème de Weil 4.4.10 (conjecture d’Artin sur les
corps de fonctions) : d’après la remarque 6.13.6 c), elle n’utilise que les
résultats de Weil.
SoitK un corps de fonctions d’une variable sur Fq : quitte à augmenter
Fq, on peut le supposer algébriquement fermé dans K. Soit L une exten-
sion finie régulière de K, galoisienne de groupe G. Soit ρ : G→ GLn(C)
une représentation linéaire, irréductible et non triviale. Alors ρ est définie
36. En examinant la démonstration, on voit que la conjecture 6.14.1 est en fait
utilisée en codimension i+12 .
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sur un corps de nombres F . En choisissant une place finie λ de F au-
dessus d’un nombre premier l qui ne divise pas q, on peut voir ρ comme
représentation à valeurs dans le complété Fλ, extension finie de Ql.
Soit p : C˜ → C le revêtement (ramifié), galoisien de groupe G, des
modèles projectifs lisses de K et L. Le groupe G opère sur le motif
h(C˜) ∈Mnum(Fq, Fλ), et ρ y découpe un motifMρ ; la formule des traces
(étendue aux coefficients Fλ) montre que
L(ρ∗, t) = Z(Mρ, t).
(37)
Par hypothèse sur ρ, Mρ est facteur direct de l’image du projecteur
π = 1− 1
|G|
p∗p∗. Écrivons
h(C) = 1⊕ h1(C)⊕ L
h(C˜) = 1⊕ h1(C˜)⊕ L
(on a utilisé l’hypothèse que l’extension L/K est régulière). Comme
Im(1 − π) = h(C), on voit que Mρ est facteur direct de h1(C˜) ; donc
Z(Mρ, t) est un polynôme divisant P1(C˜). Ainsi ζ(ρ∗, s) = Z(Mρ, q−s) est
une fonction entière, dont les zéros sont situés sur la droite ℜ(s) = 1/2.
Annexe A
Catégories karoubiennes et catégories monoïdales
A.1. Catégories karoubiennes. —
A.1.1. Endomorphismes idempotents (ou projecteurs). —
A.1.1. Définition. — Soit C une catégorie, et soit C un objet de C. Un
endomorphisme p de C est idempotent si p2 = p. On dit aussi que p est
un projecteur.
A.1.2. Définition. — Soient C, C, p comme ci-dessus. L’image de p est,
s’il existe, le noyau Im p du couple de flèches parallèles (1X , p).
(Cette définition est justifiée par le calcul ensembliste suivant, lui-
même justifié par le lemme de Yoneda : si x ∈ C est de la forme p(y),
alors p(x) = p2(y) = p(y) = x.)
37. Prendre garde que les fonctions L d’Artin sont définies en termes des Frobenius
arithmétiques, contrairement aux fonctions L de faisceaux l-adiques et de motifs :
pour passer d’une convention à l’autre, il faut remplacer ρ par sa duale.
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A.1.3. Lemme. — Supposons que p ait une image. Alors Im p est ca-
noniquement rétracte de C.
Démonstration. — Par définition, on a un morphisme canonique Im p→
C, égalisant les deux flèches 1X , p. Inversement, l’endomorphisme p : C →
C égalise ces deux flèches, donc se factorise canoniquement par Im p. On
voit immédiatement que la composition
Im p→ C → Im p
est égale à l’identité.
A.1.4. Définition. — La catégorie C est karoubienne si tout projecteur
a une image.
A.1.2. Enveloppes karoubiennes. —
A.1.5. Définition. — Soit C une catégorie. Une enveloppe karoubienne
de C (en anglais : idempotent completion) est un foncteur i : C → C♮, où C♮
est pseudo-abélienne, vérifiant la propriété 2-universelle suivante : pour
toute catégorie karoubienne D, le foncteur de restriction
i∗ : Fonct(C♮,D)→ Fonct(C,D)
est une équivalence de catégories.
A.1.6. Théorème. — Une enveloppe karoubienne existe toujours ; le
foncteur i est pleinement fidèle et le foncteur C♮ → (C♮)♮ (enveloppe ka-
roubienne de C♮) est une équivalence de catégories.
Démonstration. — On en trouve deux dans [SGA4] : l’une dans l’exer-
cice 7.5 de l’exposé IV et l’autre dans l’exercice 8.7.8 de l’exposé I. Don-
nons la première, qui a l’avantage d’être constructive (la seconde, qui
utilise les ind-objets, est plus conceptuelle) :
Définissons une catégorie C♮ dont les objets sont les couples (C, p) où
C ∈ C et p est un projecteur de C. Pour un autre objet (D, q), on définit :
C♮((C, p), (D, q)) = {f ∈ C(C,D) | f = qfp.}
La composition des morphismes est induite par celle de C ; l’identité
de (C, p) et p. Le foncteur i est défini par
i(C) = (C, 1C)
et i est l’identité sur les morphismes. La propriété universelle se vérifie
facilement, et implique la dernière affirmation.
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A.1.3. Cas des catégories additives. —
A.1.7. Proposition. — Si C est additive, C♮ est additive. De plus, pour
tout objet C ∈ C et tout projecteur p de C, le morphisme canonique de
C♮
Im(p)⊕ Im(1− p)→ C
est un isomorphisme.
(Noter que, si p est un projecteur, alors 1 − p est un projecteur ; de
plus, Im(1− p) = Ker(0, p) =: Ker(p).)
Démonstration. — Par définition [89, ch. VIII, §2], C est additive si ses
Hom sont des groupes abéliens, la composition des morphismes étant
bilinéaire, et si les produits finis y sont représentables. Ces propriétés
sont clairement préservées par la construction donnée dans la preuve du
théorème A.1.6.
Pour la dernière affirmation, on vérfie que les morphismes donnés par
le lemme A.1.3 (pour p et 1 − p) font de C un biproduit de Im(p) et
Im(1− p) au sens de [89, ch. VIII, déf.].
A.1.4. Structures F -linéaires. —
A.1.8. Définition. — Soit F un anneau unitaire. Une structure F -
linéaire sur une catégorie additive A est la donnée d’un homomorphisme
d’anneaux F → End(IdA).
Explicitons : les endomorphismes du foncteur identique de A ont une
structure naturelle d’anneau. Un homomorphisme comme ci-dessus est
la donnée, pour tout λ ∈ F et tout A ∈ A, d’un endomorphisme λA :
A→ A, naturel en A, additif et multiplicatif en λ. Il revient au même de
se donner des structures de F -modules bilatères sur les A(A,B), compa-
tibles à la composition.
A.1.9. Lemme. — Soit A une catégorie additive : toute structure F -
linéaire sur A s’étend canoniquement à son enveloppe karoubienne.
Démonstration. — Exercice.
A.2. Catégories monoïdales. —
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A.2.1. Définitions. —
A.2.1. Définition. — Une catégorie monoïdale est un triplet (A,⊗, a)
où
– A est une catégorie ;
– ⊗ : A×A → A est un foncteur ;
– la contrainte d’associativité a est un isomorphisme naturel
aA,B,C : A⊗ (B ⊗ C) ∼−→ (A⊗B)⊗ C
soumis à la condition de cohérence suivante : pour tous A,B,C,D ∈
A, le diagramme pentagonal
A⊗ (B ⊗ (C ⊗D))aA,B,C⊗D//
1A⊗aB,C,D

(A⊗B)⊗ (C ⊗D)aA⊗B,C,D// ((A⊗B)⊗ C)⊗D
A⊗ ((B ⊗ C)⊗D) aA,B⊗C,D // (A⊗ (B ⊗ C))⊗D
aA,B,C⊗1D
OO
est commutatif.
A.2.2. Remarque. — Cette définition se trouve dans Mac Lane [89, ch.
VII, §1], mais aussi dans Saavedra [109, ch. I, 1.1.1] (à la terminologie
près). Ceci s’applique aussi aux définitions qui suivent. J’ai repris de
Saavedra la terminologie de contrainte.
Le théorème de cohérence de Mac Lane [89, ch. VII, §2, th. 1] énonce
que la commutativité ci-dessus entraîne “toutes” les autres commutativi-
tés (i.e. contraintes d’associativité supérieures) imaginables.
A.2.3. Définition. — Une catégorieAmunie d’un bifoncteur⊗ comme
ci-dessus est unitaire si elle est munie d’un objet unité 1 et, pour tout
A ∈ A, d’isomorphismes naturels (contraintes d’unité)
1⊗ A ∼−→ A ∼←− A⊗ 1.
Si A est monoïdale, on demande des compatibilités “évidentes” entre la
contrainte d’associativité et les contraintes d’unité.
A.2.4. Lemme. — Soit A une catégorie monoïdale unitaire. Alors le
monoïde EndA(1) est commutatif.
Démonstration. — On dispose de deux lois de composition sur EndA(1) :
la composition des morphismes ◦ et leur produit tensoriel ⊗. On vérifie
facilement que chaque loi est distributive par rapport à l’autre ; un lemme
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bien connu des topologues (servant à montrer que les groupes d’homoto-
pie supérieurs des sphères sont commutatifs) implique alors que ces deux
lois sont égales et commutatives.
A.2.5. Définition. — Une catégorie monoïdale symétrique est une ca-
tégorie monoïdale munie de contraintes de commutativité
σA,B : A⊗ B ∼−→ B ⊗A
telles que σ2 = 1, et compatibles à la containte de commutativité en
un sens “évident”. On peut ajouter une unité ; on a alors une catégorie
monoïdale symétrique unitaire (⊗-catégorie ACU dans la terminologie
de Saavedra [109]).
On trouvera dans [109, ch. I] une infinité de sorites sur les diverses com-
patibilités entre contraintes. En particulier, si A est monoïdale, une unité
est unique à isomorphisme près, et les contraintes d’unité impliquent les
autres contraintes.
A.2.6. Lemme. — Soit A un objet d’une catégorie monoïdale symé-
trique A. Pour tout n ≥ 0, la contrainte de commutativité induit un
homomorphisme canonique
Sn → AutA(A⊗n)
où Sn est le groupe symétrique.
Démonstration. — On se ramène au cas n = 2 en utilisant la présenta-
tion “de Coxeter” de Sn pour les générateurs σi = (i, i+ 1) (1 ≤ i < n).
La vérification des relations
σiσi+1σi = σi+1σiσi+1
provient de l’interaction entre les contraintes d’associativité et de com-
mutativité.
A.2.7. Remarque. — Une notion plus faible que la symétrie est la
condition de tressage : on ne demande plus à la contrainte de commu-
tativité σ d’être involutive, mais seulement de vérifier les relations de
Yang-Baxter [89, ch. XI]. Cette notion est importante dans la théorie des
groupes quantiques, ainsi que pour l’étude du groupe de Grothendieck-
Teichmüller introduit par Drinfeld. L’action du groupe symétrique est
alors remplacée par celle du groupe des tresses.
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A.2.2. Foncteurs monoïdaux. —
A.2.8. Définition. — SoientA, B deux catégories monoïdales. Un fonc-
teur monoïdal de A vers B est un couple (F, ϕ) où F : A → B est un
foncteur et ϕ est un isomorphisme naturel
ϕA,B : F (A)⊗ F (B) ∼−→ F (A⊗B)
compatible aux contraintes d’associativité en un sens “évident”. Si A,B
sont unitaires, symétriques, on a de même la notion de foncteur monoïdal
unitaire, symétrique.
A.2.9. Remarque. — Il arrive souvent qu’on ait une transformation
naturelle comme ci-dessus, mais qui n’est pas un isomorphisme. On parle
alors de foncteur pseudo-monoïdal. On dit aussi parfois faiblement mo-
noïdal, ou en anglais lax-monoidal (monoïdal au sens lâche). Par ailleurs,
Mac Lane dit “monoïdal” là où j’utilise “pseudo-monoïdal” et “strong mo-
noïdal” là où j’utilise “monoidal”. Il faut vérifier la terminologie selon les
auteurs !
On dit enfin qu’un foncteur est strictement monoïdal si ϕ est l’identité :
ce choix semble faire consensus.
Une catégorie monoïdale est dite stricte si sa contrainte d’associativité
est égale à l’identité. Un énoncé équivalent au théorème de Mac Lane est
le suivant :
A.2.10. Théorème ([89, ch. XI, §2, th. 1]). — Toute catégorie monoï-
dale est (monoïdalement) équivalente à une catégorie monoïdale stricte.
Grâce à ce théorème, on s’autorise à ne pas noter les parenthèses dans
une catégorie monoïdale pour les produits de trois objets ou plus.
A.2.3. Catégories monoïdales fermées ; objets dualisables. —
A.2.11. Définition. — Une catégorie monoïdale A est fermée si le
foncteur ⊗ a un adjoint à droite, nommé Hom interne.
Plus correctement, la définition demande l’existence d’un bifoncteur
Hom : Aop ×A → A et d’isomorphismes
A(A⊗ B,C) ≃ A(A,Hom(B,C))
naturels en A,B,C.
SiA est unitaire, appliquons l’identité ci-dessus avec A = 1 ; on trouve :
A(B,C) ≃ A(1,Hom(B,C))
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ce qui justifie la terminologie “Hom interne”.
A.2.12. Définition (Dold-Puppe). — Soit A une catégorie monoï-
dale symétrique unitaire. Un objet A ∈ A est fortement dualisable s’il
existe un triplet (A∗, η, ε), avec A∗ ∈ A (le dual de A), et
η : 1→ A⊗ A∗ (unité), ε : A∗ ⊗A→ 1 (coünité)
tels que les compositions
A
η⊗1A−−−→ A⊗ A∗ ⊗ A 1A⊗ε−−−→ A
A∗
1A∗⊗η−−−−→ A∗ ⊗A⊗A∗ ε⊗1A∗−−−−→ A∗
soient égales à l’identité.
On dit que A est rigide si tout objet de A est fortement dualisable.
A.2.13. Proposition. — a) Si A est fortement dualisable, le triplet
(A∗, η, ε) est unique à isomorphisme unique près. De plus, A∗ est for-
tement dualisable, de dual A et de constantes de structure η∗ = σ ◦ η,
ε∗ = ε ◦ σ où σ est la contrainte de commutativité.
b) Soit A fortement dualisable. Alors pour tous B,C ∈ A, on a des iso-
morphismes naturels
A(B ⊗ A,C) ≃ A(B,C ⊗ A∗), A(B,C ⊗A) ≃ A(B ⊗ A∗, C).
c) Si A,B sont fortement dualisables de duaux A∗, B∗, alors A ⊗ B est
fortement dualisable de dual A∗ ⊗ B∗.
Démonstration. — a) L’unicité est laissée au lecteur. La seconde affirma-
tion est obtenue en faisant subir la permutation (13) aux termes centraux
des deux compositions.
b) Construisons par exemple le premier isomorphisme ; dans un sens :
A(B ⊗ A,C) ⊗1A∗−−−→ A(B ⊗A⊗A∗, C ⊗A∗) (1B⊗η)
∗
−−−−−→ A(B,C ⊗ A∗).
Dans l’autre :
A(B,C ⊗A∗) ⊗1A−−→ A(B ⊗ A,C ⊗A∗ ⊗ A) (1C⊗ε)∗−−−−→ A(B ⊗ A,C).
Les axiomes impliquent que la composition dans les deux sens est égale
à l’identité.
c) est laissé au lecteur.
FONCTIONS ZÊTA ET L DE VARIÉTÉS ET DE MOTIFS 159
A.2.14. Exemple. — En prenant B = 1 et C fortement dualisable, on
obtient un isomorphisme
A(A,C) ≃ A(1, C ⊗ A∗) ≃ A(1, A∗ ⊗ C) ≃ A(C∗, A∗)
appelé transposition : on le note f 7→ tf . Cette opération est involutive
et vérifie
t(g ◦ f) = tf ◦ tg, t(f ⊗ g) = tf ⊗ tg.
A.2.15. Lemme. — Soient A une catégorie monoïdale symétrique uni-
taire et A ∈ A un objet fortement dualisable. Alors pour tout foncteur
monoïdal symétrique unitaire F : A → B vers une autre catégorie mo-
noïdale symétrique unitaire, F (A) est fortement dualisable.
Démonstration. — Trivial.
A.2.4. Catégories avec suspension. —
A.2.16. Définition. — a) Une catégorie avec suspension est un couple
(A,ΣA) où A est une catégorie et ΣA est un endofoncteur de A. Un mor-
phisme de catégories avec suspension (A,ΣA) → (B,ΣB) est un couple
(F, ρ) où F : A → B est un foncteur et η : F ◦ ΣA ⇒ ΣB ◦ F est un iso-
morphisme naturel. Un 2-morphisme entre morphismes parallèles (F, ϕ),
(G,ψ) est une transformation naturelle u : F ⇒ F telle que le diagramme
FΣA(A)
ϕA−−−→ ΣBF (A)
uΣA(A)
y ΣB(uA)y
GΣA(A)
ψA−−−→ ΣBG(A)
soit commutatif pour tout A ∈ A. Étant donné deux catégories avec
suspension (A,ΣA), (B,ΣB), on note
Hom((A,ΣA), (B,ΣB))
la catégorie dont les objets sont les morphismes de (A,ΣA) vers (B,ΣB)
et les morphismes sont les 2-morphismes.
b) Si (A,ΣA) est une catégorie avec suspension, on dit que ΣA est inver-
sible si c’est une autoéquivalence.
A.2.17. Lemme. — Soit (A,ΣA) une catégorie avec suspension. Il exis-
te un morphisme ρ : (A,ΣA) → (A[Σ−1A ], Σ˜A) où Σ˜A est inversible, 2-
universel au sens suivant : pour toute catégorie avec suspension (B,ΣB)
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où ΣB est inversible, le foncteur
ρ∗ : Hom((A[Σ−1A ], Σ˜A), (B,ΣB))→ Hom((A,ΣA), (B,ΣB))
est une équivalence de catégories.
On peut choisir pour Σ˜A un automorphisme de catégories.
Démonstration. — SoitA[Σ−1A ] la catégorie dont les objets sont les couples
(A,m) pour A ∈ A, m ∈ Z, les morphismes étant donnés par la formule
A[Σ−1A ]((A,m), (B, n)) = lim−→
k≫0
A(Σm+kA (A),Σn+kA (B))
où les morphismes de transition sont induits par ΣA. La composition des
morphismes est définie de manière évidente. Soit Σ˜A l’endofoncteur
(A,m) 7→ (A,m)[1] = (A,m+ 1), f [1] = f
pour l’identification canonique
A[Σ−1A ]((A,m), (B, n)) = A[Σ−1A ]((A,m+ 1), (B, n+ 1)).
C’est évidemment un automorphisme de A[Σ−1A ](. On a un foncteur
canonique
ρ : A → A[Σ−1A ]
A 7→ (A, 0)
f 7→ f
L’égalité Σm+kA (ΣA(A)) = Σ
m+k+1(A) donne un isomorphisme naturel
(A, 1)
∼−→ (ΣAA, 0), soit
η : [1] ◦ ρ ∼−→ ρ ◦ ΣA.
Étant donné deux morphismes (F, ϕ), (G,ψ) : (A[Σ−1A ], [1])⇒ (B,ΣB),
un 2-morphisme u : F ◦ρ⇒ G◦ρ s’étend uniquement en un 2-morphisme
u : F ⇒ G par la formule
u(A,m) = uA[m].
Cela montre que ρ∗ est pleinement fidèle. D’autre part, si (F, ϕ) :
(A,ΣA) → (B,ΣB) est un morphisme avec ΣB inversible, il s’étend à un
2-isomorphisme près en un morphisme (F˜ , ϕ˜) : (A[Σ−1A ], [1]) → (B,ΣB)
par la formule
F (A,m) =
{
ΣmB F (A) si m ≥ 0
Σ′B
−mF (A) si m < 0
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où Σ′B est un quasi-inverse de ΣB. Ce qui montre que ρ
∗ est essentiellement
surjectif.
A.2.5. Objets inversibles ; localisations multiplicatives. — SoitA une ca-
tégorie monoïdale symétrique unitaire.
A.2.18. Lemme. — Pour un objet L ∈ A, les conditions suivantes sont
équivalentes :
(i) L’endofoncteur tL : A 7→ A⊗L est une équivalence de catégories.
(ii) Il existe L′ ∈ A et un isomorphisme 1 ∼−→ L′ ⊗ L.
Démonstration. — (ii) est le cas particulier de (i) : “1 est dans l’image
essentielle de tL”. Inversement, si (i) est vrai, un quasi-inverse de tL est
donné par tL′ .
A.2.19. Définition. — Un objet L de A est inversible s’il vérifie les
conditions équivalentes du lemme A.2.18, quasi-inversible si le foncteur
tL de ce lemme est pleinement fidèle.
A.2.20. Lemme. — a) Pour tout objet L de A on a un homomorphisme
canonique
EndA(1)→ EndA(L).
b) Si L est quasi-inversible, c’est un isomorphisme ; en particulier, le
monoïde EndA(L) est commutatif.
c) Si L est quasi-inversible„ alors pour tout n ≥ 2 l’action de Sn sur L⊗n
(lemme A.2.6) se factorise à travers la signature.
Démonstration. — a) L’homomorphisme est induit par tL, modulo la
contrainte d’unité.
b) C’est évident.
c) résulte de b) appliqué à L⊗n.
A.2.21. Définition. — Soit L ∈ A. On noteA[L−1] la catégorieA[t−1L ],
où (A, tL) est considérée comme une catégorie avec suspension (cf. défi-
nition A.2.16 et lemme A.2.17).
Par construction, on a un foncteur canonique A → A[L−1]. Il n’est
pas vrai en général que la structure monoïdale symétrique de A s’étende
à A[L−1] : par le lemme A.2.20 c), une condition nécessaire pour cela
est que la permutation (123) opère trivialement sur l’image de L⊗3 dans
A[L−1]. En fait :
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A.2.22. Proposition (Voevodsky [147]). — La condition ci-dessus est
suffisante.
Pour une démonstration élégante, je renvoie à Riou [107, rem. 5.4 et
th. 5.5]. (38)
En particulier :
A.2.23. Théorème. — Si L est quasi-inversible, le foncteurA → A[L−1]
est pleinement fidèle et la structure monoïdale symétrique de A s’étend
à A[L−1] le long de ce foncteur.
Démonstration. — La première affirmation est évidente, et la seconde
résulte de la proposition précédente.
A.2.6. Catégories monoïdales et enveloppes karoubiennes. —
A.2.24. Proposition. — Soit A une catégorie. Toute structure monoï-
dale sur A s’étend canoniquement à son enveloppe karoubienne. De même
pour une structure monoïdale unitaire, monoïdale symétrique unitaire. Si
A est fermée, A♮ est fermée.
Démonstration. — Par la propriété universelle de l’enveloppe karoubienne,
le bifoncteur
A×A ⊗−→ A i−→ A♮
s’étend canoniquement en un foncteur de (A×A)♮ ≃ A♮×A♮. De même
les contraintes d’associativité, etc., s’étendent.
A.2.25. Proposition. — Supposons A monoïdale, symétrique, rigide
et karoubienne. Soit A ∈ A, et soit p = p2 un projecteur de A. Supposons
A fortement dualisable ; alors Im p est fortement dualisable, de dual Im tp
(voir exemple A.2.14).
Démonstration. — Exercice.
38. Cette problématique n’apparaît pas explicitement dans Saavedra, mais semble
implicite dans les calculs de [109, ch. I, 2.6].
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A.2.7. La trace d’un endomorphisme. —
A.2.26. Définition. — Soient A une catégorie monoïdale symétrique
unitaire, A ∈ A un objet fortement dualisable et f un endomorphisme
de A. On lui associe un élément
Tr(f) ∈ EndA(1),
défini comme la composition
1
η−→ A⊗A∗ f⊗1−−→ A⊗A∗ σ−→ A∗ ⊗A ε−→ 1.
C’est la trace de f . Si on veut préciser, on note TrA(f).
On note χ(A) = Tr(1A) : c’est la caractéristique d’Euler-Poincaré de A.
A.2.27. Proposition. — Soient A,B deux objets fortement dualisables
de A. La trace a les propriétés suivantes :
Tr(fg) = Tr(gf) si f ∈ A(A,B), g ∈ B(B,A);
Tr(f ⊗ g) = Tr(f) Tr(g) si f ∈ EndA(A), g ∈ EndA(B).
De plus, si f ∈∈ A(A,B), g ∈ B(B,A), on a la formule suivante ; notant
ιAB l’isomorphisme canonique A(1, A∗ ⊗ B) ∼−→ A(A,B) :
Tr(g ◦ f) = t(ι−1AB(f)) ◦ ι−1BA(g).
Démonstration. — Laissée au lecteur en exercice.
A.2.28. Lemme (Formule des traces). — Soient (A, A, f) comme
dans la définition A.2.26, et soit T : A → B un foncteur monoïdal
symétrique unitaire. Alors
T (TrA(f)) = TrB(T (f)).
Démonstration. — Trivial.
A.2.8. Cas additif : la fonction zêta d’un endomorphisme. —
A.2.29. Définition. — Soient A une catégorie et F un anneau com-
mutatif unitaire. Une structure monoïdale et une structure F -linéaire sur
A sont compatibles si, pour deux morphismes f, g et λ ∈ F , on a
λ(f ⊗ g) = (λf)⊗ g = fλ⊗ g = f ⊗ λg = f ⊗ (gλ) = (f ⊗ g)λ.
Dans ce cas, EndA(1) est une F -algèbre et, si A ∈ A est fortement
dualisable, la trace TrA : EndA(A)→ EndA(1) est F -linéaire.
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A.2.30. Exemples. — 1) F est un corps commutatif, A = VecF (es-
paces vectoriels non gradués) muni du produit tensoriel des espaces vec-
toriels. Alors V ∈ A est fortement dualisable si et seulement s’il est de
dimension finie ; si f ∈ End(V ), TrA(f) est la trace habituelle. Pour le
voir aisément, on peut se ramener (par fonctorialité !) à F algébriquement
clos, mettre f sous forme triangulaire, et enfin se ramener à dim V = 1
auquel cas l’énoncé est trivial. On peut aussi faire une démonstration
directe.
2) Même exemple, mais A = Vec∗F , la contrainte de commutativité étant
donnée par la règle de Koszul : si V,W ∈ A sont homogènes de degrés
i, j, alors pour (v, w) ∈ V ×W
σ(v ⊗ w) = (−1)ijw ⊗ v.
Si V ∈ Vec∗F est de dimension finie et f ∈ End(V ), on trouve alors
TrA(f) =
∑
i∈Z
(−1)iTr(f | V i).
A.2.31. Définition. — Supposons que F = EndA(1) soit une Q-algè-
bre. Soit f un endomorphisme d’un objet fortement dualisable A. On
définit sa fonction zêta :
Z(f, t) = exp
(
∞∑
n=1
TrA(f
n)
tn
n
)
∈ F [[t]].
La théorème 3.6.1 et sa démonstration prennent alors la forme abstraite
suivante :
A.2.32. Théorème. — Supposons que F soit un corps et qu’il existe
un foncteur monoïdal symétrique
H∗ : A → Vec∗K
où K est une extension de F . Alors, pour tout objet fortement dualisable
A ∈ A et tout endomorphisme f de A, on a
Z(f, t) ∈ F (t).
Si f est un isomorphisme, on a une équation fonctionnelle de la forme
Z(tf−1, t−1) = det(f)(−t)χ(A)Z(f, t)
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où tf ∈ End(A∗) est le transposé de f et det(f) est un scalaire ; si
Z(f, t) =
∏m
i=1(1− αit)∏n
j=1(1− βjt)
avec αi, βj ∈ F¯ , on a
det(f) =
∏m
i=1 αi∏n
j=1 βj
.
Démonstration. — On peut supposer A = Vec∗K et H∗ = Id. Alors f est
homogène de degré 0, ce qui permet de se ramener au cas où A est homo-
gène, disons de degré i. Sans perte de généralité, on peut de plus supposer
K algébriquement clos ; mettant f sous forme triangulaire supérieure, on
se ramène alors au cas où dimA = 1 et où f est la multiplication par un
scalaire α. On trouve alors
Z(f, t) =


1
1− αt si i est pair
1− αt si i est impair.
L’équation fonctionnelle, avec la valeur de det(f), s’en déduit en ob-
servant que χ(A) = (−1)i.
On trouvera dans [70, th. 3.2 et rem. 3.3] des conditions plus faibles
entraînant les conclusions de ce théorème.
Annexe B
Catégories triangulées, catégories dérivées et complexes
parfaits
B.1. Localisation. — Référence : Gabriel-Zisman [54].
B.1.1. Catégories de fractions. — Si A est un anneau commutatif et S
est une partie de A, on sait définir le localisé de A, S−1A, par rapport
à S [23] : il est muni d’un homomorphisme A→ S−1A qui est universel
pour les homomorphismes rendant les éléments de S inversibles.
Si A est intègre, la construction de S−1A est facile : c’est le sous-anneau
du corps de fractions de A engendré par A et S−1. En général, il faut
être plus soigneux avec sa construction [23, §2, no 1, déf. 2] .
Quand A n’est pas commutatif (mais tout de même unitaire), le pro-
blème universel indiqué ci-dessus a toujours une solution, même s’il n’est
pas facile de trouver une référence dans la littérature à part le cas où S
vérifie la “condition de Ore”.
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Modulo des problèmes ensemblistes, cette situation se généralise (39) à
une catégorie quelconque comme suit :
B.1.1. Définition. — Soit C une catégorie, et soit S un ensemble de
morphismes de C. Un foncteur F : C → D inverse S si, pour tout s ∈ S,
F (s) est un isomorphisme de D.
Une localisation de C par rapport à S est un foncteur Fu : C → C′ vérifiant
la propriété 2-universelle suivante : pour toute catégorie D, le foncteur
Fonct(C′,D) F
∗
u−→ Fonct(C,D)
est pleinement fidèle, d’image essentielle les foncteurs inversant S.
B.1.2. Théorème ([54, ch. I, 1.1 et 1.2]). — Si C est petite, elle admet
une localisation. Plus précisément, il existe une catégorie S−1C ayant les
mêmes objets que C et un foncteur PS : C → S−1C qui est l’identité sur
les objets, vérifiant la propriété 2-universelle ci-dessus.
(Une catégorie C est petite si la classe Ob(C) de ses objets est un
ensemble et, pour tout (c, d) ∈ Ob(C)2, C(c, d) est un ensemble. Dans le
langage des univers de Grothendieck, on se donne un univers U et on dit
qu’un ensemble est U-petit s’il appartient à U .)
B.1.3. Exemple. — Soit M un monoïde. On lui associe une catégorie
à un seul objet, notée BM . Si S est un sous-ensemble de M , la catégorie
S−1BM est de la forme B(S−1M) où S−1M est le monoïde des fractions
de M par rapport à S. Si M est un anneau, on retrouve l’anneau des
fractions de M .
B.1.4. Théorème ([54, ch. I, 1.3]). — Soit G : C → D un foncteur,
d’adjoint à droite D : D → C. Notons ε : GD → IdD la coünité de cette
adjonction. Les conditions suivantes sont équivalentes :
(i) ε est un isomorphisme de foncteurs.
(ii) D est pleinement fidèle.
(iii) G est une localisation relative à S = {s ∈ F l(C) | G inverse s}.
(iv) Pour toute catégorie E , le foncteur
Fonct(D, E) G∗−→ Fonct(C, E)
est pleinement fidèle.
39. Voir exemple B.1.3.
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B.1.2. Calcul des fractions. — Lorsque M est un monoïde non com-
mutatif, le monoïde S−1M est en général très difficile à décrire quand
S ⊂ M est quelconque : un élément général de S−1M est de la forme
s−11 m1s
−1
2 m2 . . . s
−1
r mr, où si ∈ S, mi ∈ M , l’entier r étant a priori non
borné et les relations entre ces générateurs n’étant pas explicites. La si-
tuation est meilleure quand on a un calcul des fractions : c’est la condition
de Ore lorsque M est “sans torsion”. Cette situation se généralise au cas
d’une catégorie quelconque et donne lieu à :
B.1.5. Définition ([54, ch. I, 2.2]). — Soit C une catégorie et soit S ⊂
F l(C) une classe de morphismes. On dit que S admet un calcul des frac-
tions à gauche si les conditions suivantes sont vérifiées :
Multiplicativité : S contient les identités des objets de C et est stable
par composition.
Condition de Ore : Pour tout diagramme X ′ s←− X u−→ Y où s ∈ S, il
existe un carré commutatif
X
u−−−→ Y
s
y s′y
X ′
u′−−−→ Y ′
où s′ ∈ S.
Simplification : Si X
f
⇒
g
Y sont deux morphismes parallèles et s ∈ S est
tel que fs = gs, il existe t ∈ S tel que tf = tg.
Définition duale pour le calcul des fractions à droite.
Si S admet un calcul des fractions à gauche, la condition de Ore im-
plique que toute flèche de S−1C peut s’écrire s−1f , où f ∈ F l(C) et s ∈ S.
Elle fournit aussi une règle de composition de deux telles flèches ; enfin,
la condition de simplification dit quand deux couples (f, s) et (f ′, s′) dé-
finissent la même flèche s−1f : voir [54, ch. I, 2.3] pour plus de précisions.
B.1.6. Exemple. — Soit A une catégorie abélienne. Une sous-catégorie
B ⊂ A est dite de Serre si elle est pleine et si, étant donné une suite exacte
courte 0→ A′ → A→ A′′ → 0, A ∈ B ⇐⇒ A′, A′′ ∈ B. On associe à B
la classe de morphismes
SB = {s | Ker s,Coker s ∈ B}.
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Alors SB admet un calcul de fractions à gauche et à droite, et la catégo-
rie A/B := S−1B A est abélienne : c’est le quotient de Serre de A par B.
Ainsi, on peut dire que le premier exemple de localisation de catégories
apparaissant dans la littérature est celui de Serre dans [118] (où A =
{groupes abéliens} et B = par exemple {groupes abéliens finis de torsion
p-primaire}). Voir aussi [119, nos 56–60].
Un autre exemple, ci-dessous, sera celui d’une sous-catégorie épaisse
d’une catégorie triangulée.
B.1.7. Théorème ([54, ch. I, 4.1, prop.]). — Soit C une petite catégo-
rie, et soit S ⊂ F l(C) un ensemble de flèches admettant un calcul des
fractions à gauche. Alors le foncteur de localisation
PS : C → S−1C
admet un adjoint à droite si et seulement si la condition suivante est
vérifiée : pour tout objet c ∈ C, il existe un morphisme s : c→ d tel que
(i) PS(s) soit inversible ;
(ii) pour tout t : x→ y de S, l’application t∗ : C(y, d)→ C(x, d) soit
bijective.
Si cette condition est vérifiée, c 7→ d définit l’adjoint à droite cherché et
la flèche s correspond à l’unité de l’adjonction.
B.2. Catégories triangulées et dérivées. — Références : la thèse
de Verdier [146], son état 0 [SGA41
2
, C.D.], Residues and Duality [61,
ch. 1]. . .
B.2.1. Le cône d’un morphisme de complexes. — Soit A une catégorie
additive : notons C(A) la catégorie des complexes de cochaînes
· · · → Cn−1 dn−1−−−→ Cn dn−→ Cn+1 → . . .
de A.
B.2.1. Définition. — Soit f : C → D un morphisme de C(A). Le cône
de f est le complexe E où
En = Dn ⊕ Cn+1
et la différentielle dnE : E
n → En+1 est donnée par la matrice
dnE =
(
dnD f
n+1
0 −dn+1C
)
.
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On a des morphismes de complexes
D
g−→ E h−→ C[1]
où (C[1])n = Cn+1, dnC[1] = −dn+1C :
g(d) = (d, 0); h(d, c) = c.
On trouvera dans [146, ch. I, prop. 3.1.3] une description de cette
construction comme partie d’une adjonction.
B.2.2. Homotopies. —
B.2.2. Définition. — Soient C
f
⇒
g
D deux morphismes parallèles de C(A).
Une homotopie de f à g est un homomorphisme gradué de degré −1 :
Hn : Cn → Dn−1
tel que g − f = dDH +HdC.
S’il existe une homotopie entre f et g, on dit qu’ils sont homotopes.
B.2.3. Lemme. — La relation d’homotopie est une relation d’équiva-
lence compatible à l’addition et à la composition des morphismes.
B.2.4. Lemme. — Soit f : C → D un morphisme de C(A), de cône
E, et soient g, h comme dans la définition B.2.1. Alors h◦ g = 0 et g ◦f ,
f [1] ◦ h sont homotopes à 0.
Démonstration. — Une homotopie H1 de 0 à g ◦ f est donnée par
H1(c) = (0, c)
et une homotopie H2 de 0 à f [1] ◦ h est donnée par
H2(d, c) = d.
B.2.5. Définition. — Soit K(A) la catégorie dont les objets sont ceux
de C(A), les morphismes étant donnés par
K(A)(C,D) = C(A)(C,D)/ ∼h
où ∼h est la relation d’homotopie (cf. lemme B.2.3). C’est la catégorie
homotopique de A. Si f : C → D est un morphisme de C(A), on lui
associe le triangle
t(f) : C
f−→ D g−→ E h−→ C[1]
de la définition B.2.1, poussé dans K(A).
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B.2.3. Catégories triangulées. —
B.2.6. Définition. — a) Une Z-catégorie est une catégorie T munie
d’une autoéquivalence de catégories X 7→ X [1] ; si c’est un automor-
phisme de catégories, on dit Z-catégorie stricte. On appelle cette autoé-
quivalence décalage, suspension ou translation.
b) Un triangle de T est un diagramme
X → Y → Z → X [1]
souvent abrégé en
X → Y → Z +1−→ .
Un morphisme de triangles est la notion évidente.
Une autre notation courante dans la littérature, qui explique la termi-
nologie, est
X
  ❆
❆❆
❆❆
❆❆
❆
Z
+1
>>⑦⑦⑦⑦⑦⑦⑦⑦
Y.oo
B.2.7. Définition (Verdier [146, ch. II, déf. 1.1.1])
Une catégorie triangulée est la donnée d’une Z-catégorie additive stricte
T et d’une classe de triangles, appelés triangles exacts, possédant les pro-
priétés suivantes :
TR1 : Tout triangle isomorphe à un triangle exact est exact. Pour tout
objet X de T , le triangle X 1X−→ X → 0 → X [1] est exact. Tout
morphisme u : X → Y de T est contenu dans un triangle exact
X
u−→ Y v−→ Z w−→ X [1].
TR2 : Un triangle X u−→ Y v−→ Z w−→ X [1] est exact si et seulement si le
triangle Y v−→ Z w−→ X [1] −u[1]−−−→ Y [1] est exact.
TR3 : Tout diagramme commutatif
X
u−−−→ Y v−−−→ Z w−−−→ X [1]
f
y gy
X ′
u′−−−→ Y ′ v′−−−→ Z ′ w′−−−→ X ′[1]
FONCTIONS ZÊTA ET L DE VARIÉTÉS ET DE MOTIFS 171
où les lignes sont exactes, peut se compléter en un diagramme com-
mutatif
X
u−−−→ Y v−−−→ Z w−−−→ X [1]
f
y gy hy f [1]y
X ′
u′−−−→ Y ′ v′−−−→ Z ′ w′−−−→ X ′[1].
TR4 : (“axiome de l’octaèdre”) Pour tout triangle commutatif
X2
u1
!!❇
❇❇
❇❇
❇❇
❇
X1
u3
==⑤⑤⑤⑤⑤⑤⑤⑤
u2 // X3
et tout triplet de triangles exacts
X1
u2−−−→ X2 v3−−−→ Z3 w3−−−→ X1[1]
X2
u1−−−→ X3 v1−−−→ Z1 w1−−−→ X2[1]
X1
u3−−−→ X3 v2−−−→ Z2 w2−−−→ X1[1]
il existe deux morphismes m1 : Z3 → Z2, m3 : Z2 → Z1 tels que
(1X1, u1, m1) et (u3, 1X3m3) soient des morphismes de triangles et
que le triangle
Z3
m1−→ Z2 m1−→ Z1 v3[1]w1−−−−→ Z3[1]
soit exact.
Voir [17, 1.1.7–1.1.14] pour des commentaires sur l’axiome de l’octa-
èdre.
B.2.8. Théorème ([146, ch. II, prop. 1.3.2]). — Soit A une catégorie
additive. La catégorie K(A) de la définition B.2.5, munie des triangles
t(f), est triangulée.
B.2.9. Définition. — a) Soient T , T ′ deux catégories triangulées. Un
foncteur triangulé de T vers T ′ est un foncteur additif F : T → T ′, muni
d’isomorphismes naturels de commutation aux foncteurs de décalage, et
transformant triangles exacts en triangles exacts.
b) Soient T une catégorie triangulée et A une catégorie abélienne. Un
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foncteur homologique de T vers A est un foncteur H : T → A tel que,
pour tout triangle exact X → Y → Z +1−→ de T , la suite de A
HX → HY → HZ → H(X [1])
soit exacte. (Il est automatiquement additif : [146, ch. II, rem. 1.2.7]).
Un foncteur cohomologique de T vers A est un foncteur homologique de
T vers Aop.
B.2.10. Définition. — Soient T , T ′ deux catégories triangulées, et
F1, F2 : T ⇒ T ′ deux foncteurs triangulés parallèles. Une transforma-
tion naturelle u : F1 ⇒ F2 est triangulée si elle commute aux décalages
au sens suivant : pour tout X ∈ T , le diagramme
F1(X [1])
∼−−−→ F1(X)[1]
uX[1]
y uX [1]y
F2(X [1])
∼−−−→ F2(X)[1]
commute, où les isomorphismes horizontaux sont les isomorphismes de
commutation aux décalages inclus dans la structure de F1 et F2.
B.2.11. Théorème ([146, ch. II, prop. 1.2.1]). — Soit T une catégo-
rie triangulée, et soit Ab la catégorie des groupes abéliens. Pour tout ob-
jet X ∈ T , le foncteur T (X,−) : T → Ab est homologique et le foncteur
T (−, X) : T → Abop est cohomologique.
B.2.12. Remarque. — a) Dans [146], Verdier utilise la terminologie
“triangle distingué”, “foncteur exact” et “foncteur cohomologique” res-
pectivement pour (ici) “triangle exact”, “foncteur triangulé” et “foncteur
homologique”. La terminologie choisie ici s’est progressivement imposée :
“triangle exact” reflète plus fidèlement le fait qu’un tel triangle génère
des suites exactes longues, et “foncteur exact” est particulièrement mal-
heureux puisque les foncteurs triangulés usuels sont des dérivés totaux
de foncteurs non exacts entre catégories abéliennes ! De même, il paraît
préférable de réserver “homologique” aux foncteurs covariants et “coho-
mologique” aux foncteurs contravariants.
b) L’hypothèse que le foncteur de décalage soit un automorphisme de
T exclut des exemples de catégories triangulées la catégorie homoto-
pique stable des topologues : le foncteur suspension n’y est qu’une auto-
équivalence de catégories. C’est néanmoins une différence inessentielle.
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J’ai préféré garder l’hypothèse de Verdier pour éviter d’éventuels pro-
blèmes imprévus.
B.2.4. K0 de catégories abéliennes et triangulées. — Si A est une (pe-
tite) catégorie abélienne, son groupe de Grothendieck K0(A) est le groupe
abélien défini par générateurs et relations :
Générateurs : [A], où A décrit les classes d’isomorphismes d’objets de
A.
Relations : [A] = [A′] + [A′′] pour toute suite exacte courte 0 → A′ →
A→ A′′ → 0.
Si T est une (petite) catégorie triangulée, on définit K0(T ) de la même
manière, les relations provenant des triangles exacts.
Si Db(A) est la catégorie dérivée bornée d’une catégorie abélienne A,
le plongement A 7→ A[0] de A dans Db(A) induit un isomorphisme
K0(A) ∼−→ K0(Db(A))
[SGA5, exp. VIII, §4].
B.2.5. Le quotient de Verdier. — Dans ce numéro, je passe hypocrite-
ment sur les problèmes ensemblistes.
B.2.13. Définition. — a) Soit T une catégorie triangulée. Une sous-
catégorie S ⊂ T est triangulée si elle est pleine, stable par décalage, et
si pour tout morphisme f : X → Y de S, il existe un triangle exact
X
f−→ Y g−→ Z +1−→ de T avec Z ∈ S. Le foncteur d’inclusion est alors
triangulé.
b) S est épaisse (40) si, de plus, elle est stable par facteurs directs.
Soit S ⊂ T une sous-catégorie triangulée. On lui associe la classe de
morphismes
S(S) = {s : X → Y | X, Y ∈ T ; il existe un triangle exact
X
s−→ Y → Z +1−→ avec Z ∈ S}.
B.2.14. Théorème ([146, ch. II, prop. 2.1.8 et th. 2.2.6])
La classe S(S) admet un calcul des fractions à gauche et à droite.
Notons T /S la catégorie localisée : elle possède une unique structure de
catégorie triangulée telle que le foncteur de localisation P : T → T /S
40. Verdier disait : saturée.
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soit triangulé ; c’est celle dont les triangles exacts sont les images des
triangles exacts de T . La catégorie T /S est le quotient de Verdier de S
par T .
B.2.15. Remarque. — La catégorie S♮ = KerP est la plus petite sous-
catégorie épaisse de T qui contient S : ses objets sont les facteurs directs
des objets de S. Pour cette raison, on se limite parfois à localiser par
rapport à une sous-catégorie épaisse (ce que ne fait pas Verdier).
B.2.16. Définition. — Soit C une classe d’objets de T . L’orthogonal à
droite (resp. à gauche) de C est
C⊥ = {X ∈ T | T (C, X) = 0}
(resp.
⊥C = {X ∈ T | T (X, C) = 0}).
Si C est stable par translation, ce sont des sous-catégories épaisses de T .
La théorème suivant retraduit le théorème B.1.7 dans le contexte tri-
angulé :
B.2.17. Théorème ([146, ch. II, prop. 2.3.3]). — Soit S une sous-ca-
tégorie triangulée de T . Le foncteur de localisation P : T → T /S admet
un adjoint à droite ( resp. à gauche) si et seulement si sa restriction à
S⊥ ( resp. à ⊥S) est essentiellement surjective.
B.2.6. Catégories dérivées. —
B.2.18. Définition. — a) Soit A une catégorie abélienne, et soient
C,D ∈ C(A). Un morphisme f : C → D est un quasi-isomorphisme
si H∗(f) : H∗(C) → H∗(D) est un isomorphisme. Un objet C est acy-
clique si H∗(C) = 0, i.e. s’il est quasi-isomorphe à 0.
b) On note D(A) le quotient de Verdier K(A)/S, où S est la sous-
catégorie épaisse des complexes acycliques. C’est la catégorie dérivée de
A.
B.2.19. Remarque. — On a des variantes “bornées” deK(A) etD(A) :
K+(A) = {C ∈ K(A) | Cn = 0 pour n≪ 0}
K−(A) = {C ∈ K(A) | Cn = 0 pour n≫ 0}
Kb(A) = K+(A) ∩K−(A)
de même pour D#(A) (# ∈ {+,−, b}).
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B.2.20. Proposition. — Soit KP (A) ( resp. KI(A) la sous-catégorie
pleine de K(A) formée des complexes dont les termes sont projectifs
( resp. injectifs) : ce sont des sous-catégories épaisses de K(A).
a) Les compositions
KP (A)→ K(A)→ D(A), KI(A)→ K(A)→ D(A)
sont pleinement fidèles.
b) Si tout objet de A est un quotient d’un objet projectif ( resp. se plonge
dans un objet injectif), l’image essentielle de la première ( resp. seconde)
composition contient D−(A) ( resp. D+(A)).
B.2.21. Remarque. — La proposition ci-dessus est la version dérivée
des résolutions injectives et projectives, qui permet de faire des calculs en
algèbre homologique. Dans les années 60 et 70, on était très attentif aux
questions de “bornitude” et aux pathologies qui risquaient de se produire
si on les supprimait. Cette situation a été révolutionnée dans les années
1990 par Spaltenstein [133], puis Bökstedt-Neeman [18] qui ont intro-
duit des méthodes permettant de travailler de la même manière avec des
catégories dérivées non bornées. Une étape fondamentale a été l’article de
Thomason-Trobaugh identifiant les complexes parfaits aux objets com-
pacts de la catégorie dérivée des faisceaux quasi-cohérents sur un schéma
raisonnable [145]. L’importance des catégories dérivées non bornées a
alors crû avec les travaux ultérieurs de Neeman [99] : par exemple, si
A est une catégorie abélienne admettant des sommes directes infinies
exactes, alors D(A) est stable par sommes directes infinies ce qui n’est
le cas ni de D+(A), ni de D−(A), et encore moins de Db(A).
B.2.7. Foncteurs dérivés. — Soit F : A → B un foncteur exact à gauche
entre catégories abéliennes. Si A a assez d’injectifs au sens de la propo-
sition B.2.20 b), on définit les foncteurs dérivés à droite de F par la
formule
RqF (A) = Hq(I∗)
où I∗ est une résolution injective de A. L’idée qui sous-tend le concept
des catégories dérivées est de conserver l’information contenue dans I∗
mais perdue en passant à sa cohomologie. Cela conduit à la notion de
foncteur dérivé total.
B.2.22. Définition. — F : A → B étant comme ci-dessus, on dit que
F est dérivable à droite s’il existe un foncteur triangulé RF : D(A) →
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D(B) et une transformation naturelle
ϕA : F (A)[0]→ RF (A)
(où B[0] ∈ D(B) désigne l’objet B de B, considéré comme complexe
concentré en degré 0), ayant la propriété universelle suivante : pour
tout foncteur triangulé G : D(A) → D(B) muni d’une transformation
naturelle ψ : F [0] ⇒ G, il existe une unique transformation naturelle
θ : RF ⇒ G tel que ψ = θ ◦ ϕ.
Variante : on remplace D par D+.
Cette notion est un cas particulier de celle d’extension de Kan [89,
X.3].
B.2.23. Proposition. — Si A a assez d’injectifs, RF est défini sur
D+(A) ; il s’étend à D(A) [au moins] si RqF = 0 pour q ≫ 0. (On
dit alors que F est de dimension cohomologique finie.)
B.2.24. Théorème. — Soient A F−→ B G−→ C des foncteurs exacts à
gauche entre catégories abéliennes. Supposons que A et B aient assez
d’injectifs et que F transforme tout objet injectif de A en un objet G-
acyclique de B ( i.e. un objet B tel que RqG(B) = 0 pour tout q > 0).
Alors on a un isomorphisme canonique
R(G ◦ F ) ≃ RG ◦RF
sur D+(A) (et sur D(A) sous des hypothèses de dimension cohomologique
finie).
Ce théorème remplace et généralise la suite spectrale des foncteurs
composés :
RpGRqF (A)⇒ Rp+q(G ◦ F )(A). (41)
B.2.8. Dérivés et adjoints. — Ce qui est dit ci-dessus pour la dérivation
à droite s’applique à la dérivation à gauche, mutatis mutandis. Que se
passe-t-il dans le cas de foncteurs adjoints ?
Voici un exemple de réponse :
B.2.25. Proposition. — Soient A,B deux catégories abéliennes, et G :
A → B, D : B → A un couple de foncteurs adjoints (G est adjoint
à gauche de D) : donc G est exact à droite et D est exact à gauche.
41. Au moins pour des raisonnement formels ! Il est difficile d’éviter les suites spec-
trales pour faire des calculs concrets. . .
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Supposons que B ait assez d’injectifs et que A ait assez de projectifs. Alors
les foncteurs dérivés totaux LG : D−(A) → D−(B), RD : D+(sB) →
D+(A) existent et leurs restrictions à Db(A) et Db(B) sont adjointes
l’une de l’autre.
Pour une généralisation dans un cadre très abstrait, on peut consulter
[73].
B.2.9. Exemples :
L⊗ et RHom. —
B.2.26. Définition. — Soit A une catégorie abélienne munie d’une
structure monoïdale symétrique ⊗, qu’on suppose exacte à droite.
a) Un objet A ∈ A est plat si le foncteur A⊗− est exact.
b) Un Hom interne est un adjoint à droite Hom de ⊗ (s’il existe). Un
objet A ∈ A est coplat si Hom(−, A) est exact.
B.2.27. Proposition. — Soit (A,⊗) comme ci-dessus, et supposons
que tout objet de A soit quotient d’un objet plat (on dit que A a suf-
fisamment d’objets plats). Alors le foncteur
⊗ : A×A → A
se dérive en
L⊗ : D−(A)×D−(A)→ D−(A).
Supposons que A soit fermée et admette suffisamment d’objets coplats.
Alors Hom se dérive en
RHom : D−(A)×D+(A)→ D+(A).
De plus, les restrictions de
L⊗ et RHom à Db(A)×Db(A) sont adjointes
l’une de l’autre.
En pratique, on prend pour A la catégorie des faisceaux de Λ-Modules
sur un site X, où Λ est un faisceau d’anneaux sur X : alors A a suf-
fisamment d’objets plats, et de plus tout objet injectif est coplat. La
proposition ci-dessus s’applique donc.
B.3. Complexes parfaits. —
B.3.1. Définition. — Soit Λ un anneau unitaire, et soit A la catégorie
abélienne des Λ-modules à gauche. Un complexe C ∈ C(A) est parfait s’il
est isomorphe dans D(A) à un complexe borné de Λ-modules projectifs
de type fini.
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B.3.2. Définition. — Soit (S,Λ) un site localement annelé, et soit A
la catégorie abélienne des Λ-Modules à gauche.
a) Un complexe C ∈ C(A) est strictement parfait si c’est un complexe
borné de Λ-Modules localement libres de type fini.
b) Un objet C ∈ D(A) est parfait s’il existe un recouvrement (Ui) de
S tel que, pour tout i, C|Ui soit isomorphe à un complexe strictement
parfait.
Le théorème suivant est initialement dû à Thomason-Trobaugh dans
un cas particulier [145, th. 2.4.3] ; l’énoncé général suivant a été dégagé
par Amnon Neeman [98].
B.3.3. Théorème. — Supposons que (S,Λ) = (X,OX) pour un schéma
X quasi-compact et séparé. Alors un objet de D(A) est un complexe par-
fait si et seulement s’il est compact.
J’ignore si cet énoncé reste vrai dans le cas des complexes parfaits
de [SGA5, Exp. XV] intervenant au §5.3.8 ; il existe en tout cas des
exemples de champs algébriques quasi-compacts et quasi-séparés sur les-
quels certains complexes parfaits ne sont pas compacts, cf. [59, §4] (je
remercie Neeman pour cette référence).
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