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By using the gauge-invariant kinetic equation, we analytically investigate the influence of the
scattering on the optical properties of superconductors in the normal-skin-effect region. Both linear
and second-order responses are studied under a multi-cycle terahertz pulse. In the linear regime,
we reveal that the optical absorption σ1s(ω), which origins from the scattering, exhibits a crossover
point at ω = 2|∆|. Particularly, it is further shown that when ω < 2|∆|, σ1s(ω) from the scattering
always exhibits a finite value even at low temperature, in contrast to the vanishing σ1s(ω) in the
anomalous-skin-effect region as the Mattis-Bardeen theory revealed. In the second-order regime,
responses of the Higgs mode during and after the optical pulse are studied. During the pulse,
we show that the scattering causes a phase shift in the second-order response of the Higgs mode.
Particularly, this phase shift exhibits a significant pi-jump at ω = |∆|, which provides a very clear
feature for the experimental detection. After the pulse, by studying the damping of the Higgs-mode
excitation, we reveal a relaxation mechanism from the elastic scattering, which shows a monotonic
enhancement with the increase of the impurity density.
PACS numbers: 74.40.Gh, 74.25.Gz, 74.25.N-
I. INTRODUCTION
In the past few decades, the optical properties of the
superconducting states have attracted much attention in
both linear and nonlinear regimes. The linear response is
focused on the behavior of the optical conductivity1–20,
which was first discussed by Mattis and Bardeen (MB)
within the framework of the Kubo current-current corre-
lation approach in the anomalous-skin-effect region21,22.
In this region, the excited current at one space point, de-
pends not only on the electric field at that point but also
on the ones nearby. This non-local effect dominates in
systems with a small skin depth δ in comparison with the
mean free path l, as usually the case in thin-film super-
conductors or clean type-I superconductors, whereas the
scattering effect in this circumstance is marginal. The
MB theory suggests that the optical absorption at zero
temperature is realized by breaking the Cooper pairs into
quasiparticles when the optical frequency ω is larger than
twice the superconducting gap amplitude |∆|21. Thus,
the real part of the optical conductivity σ1s(ω) vanishes
at T = 0 K when ω < 2|∆| but becomes finite above 2|∆|,
leading to a crossover point at 2|∆|. At finite temper-
ature, an additional quasiparticle contribution appears
below 2|∆|. This theory so far has successfully described
the observed data in the anomalous-skin-effect region,
as experiments in In1, Pb2,6,7, Al8, thin-film Nb5 and
NbN3,4,9 superconductors demonstrated.
The counterpart of the anomalous-skin-effect region is
known as the normal-skin-effect one9,23 (l < δ) where
the relatively dirty type-II superconductors lie in and
the scattering effect becomes important. The optical
absorption in the normal-skin-effect region, as experi-
ments in dirty Nb9,11, MgB2
12,13, NbTiN14,15, NbN16,18,
MoN19 and Al17,20 superconductors, always exhibits a fi-
nite σ1s(ω) even at low temperature for ω < 2|∆|, in con-
trast to the vanishing σ1s(ω) in the anomalous-skin-effect
region. Moreover, with the decrease of ω in terahertz
(THz) regime from ω ≫ 2|∆|, the observed σ1s(ω) first
decreases at ω > 2|∆| and then shows an upturn below
2|∆|, leading to a crossover point at 2|∆|. Although the
experimental observations are very convincing, theories
in the normal-skin-effect region where the scattering ef-
fect dominates, are still in progress. The difficulty within
the Kubo formalism comes from the inevitable calcula-
tion of the vertex correction due to the scattering, which
becomes hard to tackle in superconductors23,24. Whereas
the Eilenberger equation is restricted by the normaliza-
tion condition25–28, and is also hard to handle for calcula-
tion of the scattering. So far, to fit the experimental data,
the MB theory derived from the anomalous region is ex-
cessively used9,11,13–20. Nevertheless, such an unphysical
fit underestimates σ1s(ω) below 2|∆| particularly at low
temperature where the quasiparticle contribution from
MB theory is too small to count for finite experimen-
tal result9,11,13–20. To explain the residual σ1s(ω), sev-
eral works16,17,20 considered the influences of the collec-
tive gapful Higgs29–33 and gapless Nambu-Goldstone32–45
(NG) modes which describe the amplitude and phase
fluctuations of the order parameter respectively. How-
ever, the Higgs mode is charge neutral and does not man-
ifest itself in the linear regime29,32,33. The linear response
of the NG mode does not occur either due to its coupling
with the long-range Coulomb interaction29,32,34,35,38,39,43
which causes the original gapless energy lifted up to
the plasma frequency as a result of Anderson-Higgs
mechanism46. Therefore, a detailed study capable of clar-
ifying the scattering effect is necessary.
As for the non-linear regime, it was recently realized
2that through the intense THz pulse, one can excite the os-
cillation of the superfluid density in the second-order re-
sponse, which is attributed to the excitation of the Higgs
mode47–53. The most convincing evidence comes from
the observed resonance at 2ω = 2|∆|48–50, in consistency
with the energy spectrum of the Higgs mode29,31,32. Af-
ter the THz pulse, a fast damping of this oscillation is
observed, and then, a suppressed gap is further observed
as a consequence of the thermal effect47–49. Theory in
the literature for these findings is based on Bloch49–59
or Liouville60–63 equation derived in the Anderson pseu-
dospin picture64. The vector potential A naturally in-
volves in this description as a second-order term, which
pumps up the fluctuation of the order parameter (pump
effect). Nevertheless, the microscopic scattering is ab-
sent in the literature. In order to describe the observed
damping after the optical pulse, the phenomenological
relaxation time is further introduced into the Anderson
pseudospin picture52,53. Very recently, this whole set
of approach is challenged. On one hand, this approach
with no drive effect fails in the linear regime to give the
optical current. On the other hand, symmetry analysis
from the Anderson pseudospin picture implies that the
pump effect excites the NG mode rather than the ob-
served Higgs mode65. Besides these deficiencies, without
the microscopic origin, the introduced phenomenological
relaxation mechanism is not exact and convincing.
Very recently, by using the equal-time non-equilibrium
τ0-Green function, the gauge-invariant kinetic equation
(GIKE) of superconductivity with the microscopic scat-
tering is developed in our previous papers66–70. We have
proved that the retained gauge invariance in this theory
directly leads to the charge conservation in the electro-
magnetic response70, in consistency with Nambu’s con-
clusion that the gauge invariance in superconductors is
equivalent to the charge conservation34. In fact, nei-
ther the Bloch49–59 nor Liouville60–63 equation mentioned
above are gauge invariant under the gauge transforma-
tion in superconductors34. In contrast, in the GIKE,
thanks to the gauge invariance, both pump and drive
effects mentioned above are kept66–70. Moreover, both
superfluid and normal-fluid dynamics are involved in
the GIKE69,70, beyond the previous Boltzmann equation
of superconductors with only the quasiparticle physics
retained71–73.
Consequently, the well-known clean-limit results such
as the Ginzburg-Landau equation and Meissner super-
current in the magnetic response as well as the optical
current captured by the two-fluid model can be directly
derived from the GIKE69. Particularly, we show that
the normal fluid is present only when the excited su-
perconducting velocity vs is larger than a threshold
69.
Moreover, the linear responses of the collective modes
from the GIKE also agree with the well-known results in
the literature70. Whereas the second-order response from
the GIKE exhibits interesting physics. On one hand,
a finite second-order response of the Higgs mode, at-
tributed solely to the drive effect rather than the widely
considered pump effect, is revealed70, in contrast to the
above theory from Anderson pseudospin picture49–63. On
the other hand, a finite second-order response of the
NG mode, survived from the Anderson-Higgs mecha-
nism, is predicted as a consequence of charge conser-
vation. An experimental scheme for this response is
further proposed70. Actually, thanks to the equal-time
scheme, the microscopic scattering in superconductors,
which is hard to deal with in the literature as mentioned
above, becomes easy to handle within the GIKE ap-
proach. Thus, rich physics from the scattering can be
expected. Particularly, at low frequency (i.e., large vs),
we have analytically shown that due to the scattering,
there exists viscous superfluid besides the non-viscous
one69. Then, together with the normal fluid, a three-
fluid model is proposed69.
In this work, by extending the previous scattering
terms in Ref. 69 into the THz regime via carefully imple-
menting the Markovian approximation, we further ap-
ply the GIKE to investigate the influence of the scat-
tering on the optical properties of superconductors in
the normal-skin-effect region (l < δ). Both linear and
second-order responses are analytically studied under a
multi-cycle THz pulse. In the linear regime, we ana-
lytically show that at a relatively weak scattering (i.e.,
ξ < l with ξ being the coherence length24), the optical
absorption σ1s(ω) during the pulse, which origins from
the scattering, always exhibits a finite value even at low
temperature when ω < 2|∆|, in contrast to the vanishing
σ1s(ω) in the anomalous-skin-effect region as MB theory
revealed21. Moreover, with the decrease of the optical
frequency from ω ≫ 2|∆|, σ1s(ω) first increases and then
drops abruptly around 2|∆|. By further decreasing ω be-
low 2|∆|, an upturn of σ1s(ω) is observed, leading to a
crossover point at 2|∆|. In the second-order regime, re-
sponses of the Higgs mode during and after the optical
pulse are revealed. During the pulse, it is found that the
scattering causes a phase shift in the optical response of
the Higgs mode. Particularly, this phase shift exhibits
a significant π-jump at ω = |∆|, which provides a very
clear feature for the experimental detection. After the
pulse, the damping of the Higgs-mode excitation is stud-
ied. In this situation, we reveal a relaxation mechanism
due to the elastic scattering, which shows a monotonic
enhancement with the increase of the impurity density.
This paper is organized as follows. We first present the
GIKE of superconductivity in Sec. II. Then, we perform
the analytic analysis of the influence from the scattering
on the optical properties of superconductors in Sec. III.
We summarize in Sec. IV.
II. MODEL
In this section, we first introduce the complete GIKE.
Then, we present a simplified GIKE to study the opti-
cal response of superconductors in the normal-skin-effect
region. The microscopic scattering terms of the non-
3magnetic impurity scattering are also addressed in this
section.
A. GIKE
The GIKE of the s-wave BCS superconductors, which
is developed in our previous papers69,70, reads:
∂tρ
c
k+i
[
(ξk+eφ+µH +µF )τ3+∆τ++∆
∗τ−, ρ
c
k
]
+i
[e2A2
2m
τ3, ρ
c
k
]
−i
[ 1
8m
τ3,∇
2
Rρ
c
k
]
+
1
2
{ k
m
τ3,∇Rρ
c
k
}
+
1
2
{
eEτ3−(∇R−2ieAτ3)∆ˆ(R), ∂kρck
}
− i
8
[
(∇R−2ieAτ3)(∇R−2ieAτ3)∆ˆ(R), ∂k∂kρck
]
−e
[2A ·∇R+∇R ·A
4m
τ3, τ3ρ
c
k
]
=∂tρ
c
k
∣∣∣
sc
. (1)
Here, [ , ] and { , } represent the commutator and anti-
commutator, respectively; ξk =
k2
2m − µ with m and µ
being the effective mass and chemical potential; R =
(t,R) stands for the center-of-mass coordinate; φ and A
denote the scalar and vector potentials, respectively; τi
are the Pauli matrices in the particle-hole space; ρck is
the density matrix in the Nambu space; on the right-
hand side of Eq. (1), the scattering term ∂tρ
c
k
∣∣∣
sc
is added
for the completeness, whose explicit expression is shown
in Sec. II C.
The superconducting order parameter ∆, Fock field µF
and Hartree field µH in Eq. (1) are written as
∆(R) = −g
∑
k
′
Tr[ρckτ−], (2)
∆∗(R) = −g
∑
k
′
Tr[ρckτ+], (3)
µF (R) = gδn(R)/2, (4)
µH(R) =
∑
R′
VR−R′δn(R
′), (5)
where δn(R) represents the density fluctuation; VR−R′
denotes the Coulomb potential whose Fourier compo-
nent Vq = e
2/(q2ǫ0); g stands for the effective electron-
electron attractive potential in the BCS theory74.
∑′
k
here and hereafter represents the summation restricted
in the spherical shell (|ξk| < ωD) with ωD being the De-
bye frequency74.
The effective electric field E in Eq. (1), as a gauge-
invariant measurable quantity, is given by
eE = −∇R(eφ+ µH + µF )− ∂teA. (6)
The gauge-invariant density n and current j read69:
en = e
∑
k
[1 + Tr(ρckτ3)] , (7)
j =
∑
k
Tr
(
ek
m
ρck
)
. (8)
We emphasize that Eq. (1) is gauge-invariant under
the gauge transformation first revealed by Nambu34:
eAµ → eAµ − ∂µχ(R), (9)
θ(R)→ θ(R) + 2χ(R), (10)
where the four vectors are Aµ = (φ,A) and ∂µ =
(∂t,−∇R); θ denote the phase of the superconducting
order parameter. Thanks to the retained gauge invari-
ance, the charge conservation:
∂teδn+∇R · j = 0, (11)
is naturally satisfied during the electromagnetic response
as we proved in our latest work70. This agrees with
the Nambu’s conclusion via the Ward’s identity that the
gauge invariance in the superconducting states is equiv-
alent to the charge conservation34. Moreover, due to the
gauge invariance, both the pump [third term in Eq. (1)]
and drive [sixth and seventh terms in Eq. (1)] effects men-
tioned in the introduction are kept.
B. Simplified GIKE in normal-skin-effect region
In this part, we present a simplified GIKE in the
normal-skin-effect region. We first choose a specific gauge
by transforming Eq. (1) under the gauge transformation
ρk(R) = e
−iτ3θ(R)/2ρck(R)e
iτ3θ(R)/2. Then, under a spa-
tially uniform (i.e., long-wave-limit) optical field in the
normal-skin-effect region, the spatial gradient terms in
the kinetic equation can be neglected. Consequently,
Eq. (1) becomes:
∂tρk+i[(ξk+µeff)τ3+|∆|τ1, ρk]+ i
8
[|∆|τ1, (ps ·∂k)2ρk]
+
1
2
{eEτ3+ps|∆|τ2, ∂kρk}=∂tρk
∣∣∣
sc
, (12)
with the gauge-invariant superconducting momentum ps
and effective field µeff written as
ps = ∇Rθ − 2eA, (13)
µeff =
∂tθ
2
+ eφ+ µH + µF +
p2s
8m
. (14)
Moreover, by expanding the density matrix as ρk =∑4
i=0 ρkiτi, the gap equations [Eqs. (2) and (3)] corre-
spondingly read:
g
∑
k
′
ρk1 = −|∆|, (15)
g
∑
k
′
ρk2 = 0. (16)
As shown in our latest work70, Eq. (15) gives the gap
equation, from which one can self-consistently obtain the
Higgs mode. The NG mode can be self-consistently de-
termined by Eq. (16). Moreover, under the transverse
and uniform optical response, one finds that ∇R · j = 0.
Therefore, as a consequence of the charge conservation
[Eq. (11)], the density fluctuation δn and hence both the
Hartree µH and Fock µF fields vanish.
4C. Microscopic Scattering
We next present the scattering terms ∂tρk|sc in
Eq. (12) which are derived based on the generalized
Kadanoff-Baym ansatz75–78. Considering the fact that
the electron-phonon scattering is weak at low temper-
ature, we mainly consider the electron-impurity scatter-
ing. The specific impurity scattering terms read (detailed
derivation can be found in Refs. 76–78):
∂tρk
∣∣∣
sc
= −[Sk(>,<)− Sk(<,>) + h.c.], (17)
with
Sk(>,<) = ni
∑
k′
∫ t
−∞
dt′[Ukk′e
i(t′−t)H
k′ρ>k′(t
′)Uk′k
×ρ<k (t′)e−i(t
′−t)Hk ]. (18)
Here, ρ<k = ρk and ρ
>
k = 1−ρk; Hk = ξk+mvsτ3τ3+ |∆|τ1
denotes the BCS Hamiltonian in the presence of the su-
perconducting velocity vs; ni is the impurity density;
Ukk′ = Vk−k′τ3 stands for the electron-impurity interac-
tion in the Nambu space. This scattering term [Eq. (17)]
is non-Markovian.
It is well established in semiconductor optics76 and
spintronics77 that the clean-limit solution of the corre-
sponding kinetic (i.e., Liouville) equation:
ρ
>/<
k
(t′) = e−i(t
′−t)Hkρ
>/<
k
(t)ei(t
′−t)Hk , (19)
is substituted into the scattering terms as the Markovian
approximation to obtain the conventional energy conser-
vation in the scattering. In our previous works66–69, we
also take such approach in Eq. (18) to derive the scat-
tering in superconductors. In the present work, this ap-
proach is sublated in the presence of the multi-cycle THz
optical field, since the free coherent oscillation in this
circumstance does not hold, i.e., Eq. (19) is no longer
the clean-limit solution of the GIKE in superconductors
[Eq. (12)]. In fact, as shown in the next section, during
the multi-cycle THz pulse, the response of the density
matrix is forced to oscillate with the multiples of the op-
tical frequency.
III. ANALYTIC ANALYSIS
In this section, by solving the simplified GIKE
[Eq. (12)] in the normal-skin-effect region, we analyti-
cally investigate the scattering effect in the optical re-
sponse of superconductors under a multi-cycle THz pulse.
In this circumstance, analytic analyses for two extreme
cases: during and after the pulse, are performed to care-
fully handle the Markovian approximation in order to
turn the non-Markovian scattering in Eq. (17) into the
Markovian one. The multi-cycle THz pulse, as applied
in recent experiments53, possesses a stable phase as well
as a narrow frequency bandwidth. Consequently, during
the optical pulse, the system is under a periodic drive
scheme at a well-defined frequency, similar to the case
under a continuous waveform field. In this situation, as
an approximation, the response of the superconductivity
is forced to oscillate with the multiples of the optical fre-
quency. Whereas after the optical pulse, the system is
free from the optical field, and the study in this situation
reveals the relaxation mechanism of the optically excited
non-equilibrium states.
A. Forced oscillation
During the multi-cycle THz pulse, by assuming the
electromagnetic potential φ = φ0(R)e
iωt and A =
A0e
iωt, the density matrix ρk reads:
ρk = ρ
0
k + ρ
ω
ke
iωt + ρ2ωk e
2iωt, (20)
with the equilibrium-state density matrix ρ0k given
by66,69,70
ρ0k =
1
2
− 1− 2f(Ek)
2
(
ξk
Ek
τ3 +
∆0
Ek
τ1
)
. (21)
Here, ρ
ω(2ω)
k denotes the linear (second-order) response
of the density matrix; Ek =
√
ξ2k +∆
2
0; f(x) represents
the Fermi-distribution function.
Correspondingly, the responses of the phase θ and am-
plitude |∆| of the superconducting order parameter are
written as
θ = θωeiωt + θ2ωe2iωt, (22)
|∆| = ∆0 + δ|∆|ωeiωt + δ|∆|2ωe2iωt. (23)
From Eqs. (15) and (21), the equilibrium-state order pa-
rameter ∆0 is determined by
∆0 = −g
∑
k
′
ρ0k1 = g
∑
k
′
[
∆0
Ek
1− 2f(Ek)
2
]
, (24)
which is exactly the gap equation in the BCS theory74.
Moreover, as shown in our latest work70, the Higgs mode
dose not manifest itself in the linear regime (δ|∆|ω = 0).
The linear response of the NG mode from the GIKE70,
due to its coupling to the long-range Coulomb inter-
action, does not effectively occur either (i.e., µωeff = 0
and pωs = −2eA⊥0 with A⊥0 being the physical trans-
verse vector potential) as a result of the Anderson-Higgs
mechanism46, in agreement with the previous works in
the literature29,32,34,35,38,39,43.
Furthermore, it is noted that in the presence of the
multi-cycle THz pulse, the response of the density ma-
trix [Eq. (20)], as the solution of the kinetic equation,
is forced to oscillate with the multiples of the optical
frequency, rather than the free coherent oscillation men-
tioned above. Then, substituting this forced oscillation
[Eq. (20)] into the scattering term [Eq. (17)], the n-th
order of the scattering during the optical pulse can be
obtained (refer to Appendix A):
5∂tρk|nωsc =−niπ
∑
k′η1η2
|Vk−k′ |2[τ3Γη1k′ (τ3ρnωk −ρnωk′ τ3)Γη2k δ(Eη1k′ +nω − Eη2k )+Γη2k (ρnωk τ3−τ3ρnωk′ )Γη1k′ τ3δ(Eη1k′ −nω−Eη2k )]
=−niπ
∑
k′
4∑
i=0
|Vk−k′ |2[Y ikk′(nω)(ρnωki −ρnωk′i)+N ikk′(nω)ρnωk′i], (25)
with
Y ikk′(nω) =
∑
η1η2
(τ3Γ
η1
k′ τ3τiΓ
η2
k + Γ
−η2
k τiτ3Γ
−η1
k′ τ3)
× δ(Eη1k′ + nω − Eη2k ), (26)
N ikk′(nω) =
∑
η1η2
(τ3Γ
η1
k′ [τ3, τi]Γ
η2
k + Γ
−η2
k [τi, τ3]Γ
−η1
k′ τ3)
× δ(Eη1k′ + nω − Eη2k ). (27)
Here, η = ±; E±
k
= k · vs ± Ek denotes the tilted
quasiparticle energy; the projection operators Γ±k are
written as Γ±k = U
†
kQ
±Uk with Q± = (1 ± τ3)/2 and
Uk = ukτ0 − vkτ+ + vkτ− being the unitary transforma-
tion matrix from the particle space to the quasiparticle
one. uk =
√
1/2 + ξk/(2Ek) and vk =
√
1/2− ξk/(2Ek).
Consequently, due to the forced oscillation of the den-
sity matrix in the influence of the multi-cycle THz pulse,
the optical frequency is involved in the energy conserva-
tion of the scattering as seen from Eq. (25). Particularly,
it is noted that at low frequency ω≪∆0, the scattering
term in Eq. (25) recovers the one in our previous work
where we propose the three-fluid model as mentioned in
the introduction69. In the present work for the optical
properties, we focus on the THz regime where ω∼∆0.
Moreover, considering a weak and fast-oscillating optical
field, the tilt in quasiparticle energy (i.e., the supercon-
ducting velocity vs), which is related to the electromag-
netic field69, can be neglected (i.e., E±
k
= ±Ek).
1. Linear response: optical conductivity
We first investigate the optical conductivity in the lin-
ear regime. The linear order of the GIKE [Eq. (12)] reads:
iωρωk+i[ξkτ3+∆0τ1, ρ
ω
k ]+(eE0 ·∂k)ρ0k3τ0 = ∂tρk|ωsc. (28)
From above equation, it is noted that only the τ0 com-
ponent of ρωk is optically excited:
ρωk0 = ρ
ω
k0|cl−
niπ
iω
∑
k′i
|Vk−k′ |2Y 0kk′(ω)(ρωk0−ρωk′0), (29)
and the other components of ρωk are zero, in consistency
with the above mentioned vanishing δ|∆|ω [Eq. (15)] and
µωeff [Eq. (16)]. Here, ρ
ω
k0|cl = eE0·kimω l(Ek) with l(Ek) =
∂ξk [
ξk
Ek
1−2f(Ek)
2
] is the clean-limit solution, exactly same
as the one in our previous works69,70. The second term on
the right-hand side of Eq. (29) comes from the scattering.
The exact solution of ρωk0 from Eq. (29) is difficult in
the presence of the scattering. Nevertheless, at the rel-
atively weak scattering (ξ < l), after the first-order it-
eration by substituting ρωk0|cl into the scattering term
[second term on the right-hand side of Eq. (29)], ρωk0 can
be directly solved:
ρωk0 ≈
eE0 · kF
imω
l(Ek) +
eE0 · kF
mω2
ηk, (30)
with
ηk = niπ
∑
k′
|Vk−k′ |2Y 0kk′(ω)[l(Ek)− cos θkk′ l(Ek′)].
(31)
Then, substituting the solved ρωk0 into Eq. (8), the opti-
cal conductivity in the superconducting states σs(ω) =
σ1s(ω) + iσ2s(ω) is obtained (refer to Appendix B):
σ1s(ω)
σ1n(ω)
=
{∫ ∞
∆0
dE
[E(E + ω)−∆20][l(E) + l(E + ω)]√
(E + ω)2 −∆20
√
E2 −∆20
−
∫ −∆0
∆0−ω
dE
[E(E + ω)−∆20]l(E + ω)√
(E + ω)2 −∆20
√
E2 −∆20
θ(ω − 2∆0)
}
, (32)
σ2s(ω) = −ne
2
mω
+ σ1n(ω)
∫ ∆0
max(−∆0,∆0−ω)
dE
[E(E + ω)−∆20]l(E + ω)√
(E + ω)2 −∆20
√
∆20 − E2
. (33)
where θ(x) is the step function; σ1n(ω) = ne
2
mω2τp
with 1
τp
= Γ0 − Γ1 exactly being the momentum relaxation rate in
6normal metals and Γi = 2nipiD
∫ dΩ
k′
4pi
|VkF−k′F |
2 cos iθkk′ .
D is the density of states. It is noted that the first term
in σ2s(ω) recovers the clean-limit one in the superfluid as
revealed in our previous work69.
Firstly, we point out that the obtained optical con-
ductivity from the GIKE [Eqs. (32) and (33)] becomes
σn =
ne2
mω2τp
+ ne
2
imω in the normal states at T > Tc with
∆0 = 0 (refer to Appendix C), exactly recovering the
one in normal metals as the Drude model or conven-
tional Boltzmann equation revealed. To the best of our
knowledge, so far there is no theory of the optical con-
ductivity in the literature that can rigorously recover the
conductivity in normal metals from T < Tc to T > Tc,
due to the difficulty in calculating the vertex correction
in superconductors23,24,79. Therefore, the GIKE actually
provides an efficient approach to deal with the scattering.
We then discuss the frequency dependence of the op-
tical absorption σ1s(ω) in the superconducting states,
which is plotted in Fig. 1. As seen from the figure,
σ1s(ω) in the normal-skin-effect region shows a signifi-
cant crossover at ω = 2∆0(T ), which comes from the
step function in Eq. (32), similar to the MB theory in
the anomalous-skin-effect region. Secondly, at T = 0 K
with l(Ek) =
∆2
0
E3
k
in Eq. (32), one finds that σ1s(ω), shown
by the solid curve in Fig. 1, always exhibits a finite value
even when ω < 2∆0, in sharp contrast to the vanishing
σ1s(ω) in the anomalous-skin-effect region as MB the-
ory revealed. Moreover, as shown in Fig. 1, with the
decrease of ω from ω ≫ 2∆0, σ1s(ω) first increases and
then drops abruptly around 2∆0. By further decreas-
ing ω below 2∆0, due to the fast increase of σ1n(ω) in
Eq. (32), a significant upturn of σ1s(ω), exhibiting ω
−2
growth, is observed, in qualitative agreement with the
experimental findings9–20.
Although the upturn of the finite σ1s(ω) below 2∆0
and the crossover point at ω = 2∆0(T ) in σ1s(ω) have
been observed in disordered type II superconductors as
mentioned in the introduction, the experiments so far lies
in the dirty limit (l < ξ) where Eq. (32) is inadequate to
make the quantitative fit. Thus, further experiments in
type II superconductors at the relatively weak scattering
(δ > l > ξ) are called for. Whereas to quantitatively
explain the experimental data in the dirty limit, an exact
solution of Eq. (29) is necessary and goes beyond the
present analytic analysis. Nevertheless, from Eq. (29),
thanks to the finite value of l(Ek) at T = 0 K, the finite
σ1s(ω) at low temperature when ω < 2∆0 is unlikely
changed even in the dirty limit. In addition, due to the
existence of δ(ω − Ek + Ek′ ) in Y 0kk′(ω) [Eq. (26)], the
crossover point at ω = 2∆0(T ) can also be obtained in
the dirty limit.
Moreover, as mentioned in the introduction, the MB
theory derived from anomalous-skin-effect region is ex-
cessively used in the literature10,11,13–20 to fit the exper-
imental data in the normal-skin-effect region where the
scattering effect dominates. Nevertheless, as shown by
the dotted curve in Fig. 1, at low temperature, when ω <
2∆0, σ1s(ω) from MB theory derived at the anomalous-
skin-effect region, which comes from the quasiparticle
contribution21, is too small in comparison with the fi-
nite experimental observation10,11,13–20. Therefore, such
an unphysical fit underestimates the upturn of σ1s(ω) be-
low 2∆0 particularly at low temperature, and hence, is
incapable of capturing the experimental findings10–20.
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FIG. 1. (Color online) Frequency dependence of σ1s(ω) at
different temperatures by calculating Eq. (32). In the cal-
culation, ∆0 is calculated from Eq. (24); τ
−1
p = 0.6∆00
with ∆00 denoting the order parameter at zero tempera-
ture; σ1n(ω) =
σ0e0
ω2τp
. Other parameters used in our calcu-
lation are listed in Table I. The black dotted curve denote
the results from the MB theory, in which we artificially set
σ1n(ω) =
4σ0e0
ω2τp
. The inset shows the temperature depen-
dence of the superconducting order parameter ∆0 to confirm
the crossover point in the frequency dependence of σ1s(ω).
2. Second-order response: excitation of Higgs mode
We next investigate the second-order response of the
Higgs mode. The second-order GIKE is written as
2iωρ2ωk +i[ξkτ3+∆0τ1, ρ
2ω
k ]+i[µ
2ω
effτ3+δ|∆|2ωτ1, ρ0k]
+
1
2
{eE0τ3+pωs τ2∆0, ∂kρωk}+
i
8
[∆0τ1, (p
ω
s ·∂k)2ρ0k]
=∂tρk|2ωsc , (34)
from which ρ2ωk can be analytically solved at the rela-
tively weak scattering.
Substituting the solved ρ2ωk1 into Eq. (15), the second-
order response of the Higgs mode can be self-consistently
derived (refer to Appendix D):
δ|∆|2ω =
v2F∆0
6
(
eE0
iω −
pωs
2
)2
dω(1− isH)
∆20 − ω2 + iωγH
, (35)
7where
dω =
∫∞
∆0
EdEo(E)d(E)∫∞
∆0
dE Eg(E)z(E)√
E2−∆2
0
, (36)
γH =
Γ0∫∞
∆0
g(E)z(E)EdE√
E2−∆2
0
{∫ ∞
∆0
dEo(E)o(E + 2ω)
× [g(E) + g(E + 2ω)]−
∫ 2ω−∆0
∆0
dEo(E)o(2ω − E)
× g(2ω − E)θ(ω −∆0)− i
∫ 2ω+∆0
max(∆0,2ω−∆0)
dEo(E)
× g(2ω − E)z(2ω − E)
√
∆20 − (E − 2ω)2
}
, (37)
sH =
ωΓ0∫∞
∆0
EdEo(E)d(E)
{∫ ∞
∆0
dEo(E + 2ω)o(E)
× [d(E) + d(E + 2ω)]−
∫ 2ω−∆0
∆0
dEo(2ω − E)o(E)
× d(2ω − E)θ(ω −∆0)− i
∫ 2ω+∆0
max(∆0,2ω−∆0)
dEo(E)
× d(2ω − E)z(2ω − E)
√
∆20 − (E − 2ω)2
}
, (38)
with g(E) = 1−2f(E)2E , d(E) =
∂El(E)
E , z(E) = (E
2−ω2)−1
and o(E) = z(E)
√
E2 −∆20. It is noted that in the ab-
sence of the scattering (i.e., Γ0 = 0), Eq. (35) exactly re-
duces to the clean-limit one revealed in our latest work70.
As seen from Eq. (35), γH from the scattering causes
the broadening of the Higgs-mode spectrum whereas sH
represents the second-order optical absorption through
the scattering. The existences of sH and γH result
in an imaginary part in the second-order response of
the Higgs mode, and hence, lead to a phase shift in
this response. The magnitude A2ωH (ω) and phase shift
φ(ω) of the second-order response of the Higgs mode
δ|∆|2ω = A2ωH eiφ(ω) are plotted in Fig. 2(a) and (b),
respectively. As seen from Fig. 2(a), the magnitude of
the second-order response of the Higgs mode exhibits a
resonant peak at 2ω = 2∆0(T ), in consistency with the
experimental observation48–50. Moreover, it is also found
from Fig. 2(b) that the phase shift φ of this second-order
response exhibits a π-jump at ω = ∆0(T ). This is nat-
ural since from Eq. (35), the real part of δ|∆|2ω at the
weak scattering is proportional to (ω2 −∆20)−1 whereas
the imaginary one is proportional to (ω2−∆20)−2, leading
to tanφ ∝ (ω2 −∆20)−1.
Very recently, thanks to the advanced pump-probe
technique, a π-jump of the phase shift has been experi-
mentally observed at ω = ∆0(T ) in the second-order op-
tical response of the disordered high-Tc cuprates-based
superconductors53. So far, the origin of this jump is still
controversial due to the complexity in the high-Tc super-
conductors. Whereas in the present work, we point out
that the π-jump of the phase shift of the second-order
optical response, which origins from the scattering effect,
can also be realized in the conventional superconductors.
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FIG. 2. (Color online) Frequency dependence of the magni-
tudeA2ωH (ω) and phase shift φ(ω) of the second-order response
of the Higgs mode at different temperatures. The dimension-
less parameter η0 =
v2F
2∆2
00
(
eE0
iω
− pωs
2
)2
. Γ0 = 0.6∆00 . Other
parameters used in our calculation are listed in Table I.
B. Free decay
In the previous subsection, we have investigated the re-
sponse of the superconducting states during the optical
pulse. In this part, we focus on the situation of the tem-
poral evolution of the optically excited collective modes
after the optical pulse.
1. Simplified model
The GIKE after the optical pulse is written as
∂tρk+i [(ξk+µeff) τ3+|∆|τ1+δ|∆|τ1, ρk]=∂tρk
∣∣∣
sc
. (39)
The density matrix is given by
ρk = ρ
0
k + δρk, (40)
where δρk denotes the part deviated from the equilibrium
state due to the optical excitation. The fluctuations of
the amplitude (i.e., δ|∆|) and phase (i.e., µeff) of the
8order parameter can be obtained from Eqs. (15) and (16),
respectively.
It is noted that in Eq. (39), the second term on the left-
hand side causes the coherent oscillation of the density
matrix whereas the one on the right-hand side provides
the scattering. In this circumstance, as established in the
semiconductor optics76 and spintronics77, Eq. (19) as a
clean-limit solution of Eq. (39), can be safely used into
Eq. (18) as the Markov approximation to further derive
the scattering terms. Then, the scattering, irrelevant of
the optical frequency, is given by
∂tρk|sc=−niπ
∑
k′η
|Vk−k′|2(τ3Γηk′τ3Γηkρk−τ3ρk′Γηk′τ3Γηk
+ρkΓ
η
kτ3Γ
η
k′τ3−Γηkτ3Γηk′ρk′τ3)δ(Ek′−Ek)
=−niπ
∑
k′
|Vk−k′|2[τ3(wk′kρk−ρk′wk′k)+(ρkwkk′
−wkk′ρk′)τ3]δ(Ek′−Ek), (41)
where wkk′ =
∑
η Γ
η
kτ3Γ
η
k′ = w
1
kk′τ1+w
3
kk′τ3 with w
1
kk′ =
∆0(ξk′+ξk)
2EkEk′
and w3kk′ = u
2
k′u
2
k + v
2
k′v
2
k − 2ukvkuk′vk′ .
Since only the isotropic part of the density matrix
in the momentum space survives the summation in
Eqs. (15) and (16), i.e., contributes to the calculations
of the amplitude and phase of the order parameter, we
neglect the anisotropic part in δρk. Then, considering
the fact wkk′ |ξk=−ξk′ = 0, the scattering term in Eq. (41)
is simplified after the summation of k′, and the GIKE
becomes
∂tρk + i [(ξk + µeff) τ3 + |∆|τ1 + δ|∆|τ1, ρk]
= −2Γ0
[
ρk2
ξ2k
E2k
τ2 +
(
ρk1
ξ2k
E2k
− ρk3∆0ξk
E2k
)
τ1
]
. (42)
Particularly, it is pointed out that Eq. (42) in the An-
derson pseudospin picture64 is written as
∂tsk−2bk×sk = −2Γ0ξk
Ek
[
(sk ·a2)xˆ+ ξk
Ek
(sk ·a1)yˆ
]
, (43)
where bk = (∆0+δ∆, 0, ξk+µeff) and sk = (ρk1, ρk2, ρk3)
denote the Anderson pseudo field and spin, respectively;
a1 = (0, 1, 0) and a2 = (ξk/Ek, 0,−∆0/Ek) are two
transverse directions to the equilibrium-state pseudo field
b0k. It is noted that in Eq. (43), the second term on the
left-hand side of the equation causes the coherent pre-
cession of the Anderson pseudospin, exactly same as the
one in the previous works49–59. The terms on the right-
hand side come from the scattering, which provide the
relaxation of the non-equilibrium states. Particularly,
since sxk and s
y
k contribute to the calculations of the Higgs
[Eq. (15)] and NG [Eq. (16)] modes separately, one imme-
diately finds that the first term on the right-hand side of
Eq. (43) provides the damping of the excited Higgs mode
whereas the second term causes the damping of the NG
mode.
We point out that in the present work, the relax-
ation terms on the right-hand side of Eq. (43), exactly
come from the microscopic scattering, differing from and
going beyond the previous phenomenological relaxation
in the Anderson pseudospin picture mentioned in the
introduction52,53. In fact, the previous phenomenolog-
ical relaxation mechanism, without the microscopic ori-
gin, is not exact and convincing. Specifically, in Ref. 52,
in analogy with the real spin precession, the longitudinal
and transverse relaxation processes, which describe the
damping of the components of δsk along and perpendicu-
lar b0k, are introduced into the Anderson pseudospin pic-
ture through the phenomenological relaxation time. Nev-
ertheless, one finds that the longitudinal component of
the pseudospin δsk ·b0k/Ek = (∆0δρk1+ ξkδρk3)/Ek = δρqk3.
Since the diagonal δρqk3 is related to the quasiparticle dis-
tribution, the longitudinal relaxation process [i.e., terms
like (δsk ·b0k)] directly describes the damping of the quasi-
particles in which only the inelastic scattering contributes
and the elastic scattering makes no contribution at all.
Hence, in superconductors, considering the weak inelas-
tic electron-phonon scattering at low temperature, the
longitudinal relaxation process is marginal and only the
transverse ones [i.e., terms like (δsk · a1) and (δsk · a2)]
play the important role. Particularly, there is no reason
for the two transverse relaxation processes, which pro-
vide the dampings of the two collective modes separately
as mentioned above, to share the same rate. Most im-
portantly, since δszk is related to the density fluctuation
[i.e., δn =
∑
k δs
z
k = 0 from Eq. (7)], as a consequence
of the charge conservation, the relaxation terms should
not have any component along z direction. All above
features, unsatisfied in Ref. 52, are well kept in our re-
laxation terms in Eq. (43) , thanks to the microscopic
scattering in the GIKE.
2. Damping of Higgs mode
By taking the optical response of the density matrix
δρk(t = 0) = ρ
ω
k + ρ
2ω
k , we first perform the numer-
ical calculation to self-consistently solve Eq. (42) with
Eqs. (15) and (16). Then, the temporal evolution of the
Higgs mode δ|∆|(t) and NG mode µeff(t) can be self-
consistently obtained. We focus on the measurable Higgs
mode in this part. The study of the NG mode is ad-
dressed in Appendix F.
The temporal evolution of the Higgs mode after the
optical pulse is plotted in Fig. 3 at different scattering
rates. As seen from the figure, δ|∆|(t) exhibits an oscil-
latory decay behavior, in consistency with the experimen-
tal observation47–50,52,53. The frequency of the oscillation
is around 2∆0, in agreement with the energy spectrum
of the Higgs mode. Moreover, it is also found that the
damping of δ|∆|(t) shows a monotonic enhancement with
the increase of the scattering rate.
To further understand the temporal evolution of
δ|∆|(t), we analytically derive the solution of Eq. (42)
by first transforming Eq. (42) into the quasiparticle space
through the unitary transformation ρqk = UkρkU
†
k . Then,
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FIG. 3. (Color online) Temporal evolution of Higgs mode
δ|∆| after the optical pulse at different scattering strengths.
The inset shows the comparison between the analytic solution
from Eq. (48) and full numerical results from Eq. (42). In the
calculation, δρk(t = 0) = ρ
ω
k +ρ
2ω
k with ω = ∆0 and T = 1K.
Other parameters used in our calculation are listed in Table I.
under a weak excitation (i.e., small δρk), one has
∂tρ
q
k + i[Ekτ3, δρ
q
k] + i[µefft3 + δ|∆|t1, ρq0k ] = −
ξk
E2k
Γ0
× [2ξk(δρqk+τ+ + δρqk−τ−) + ∆0(δρqk+ + δρqk−)τ3], (44)
whose components are written as
∂tδρ
q
k+ + 2iEkδρ
q
k+ + 2
ξ2k
E2k
Γ0δρ
q
k+ = 2iak, (45)
∂tδρ
q
k− − 2iEkδρqk− + 2
ξ2k
E2k
Γ0δρ
q
k− = −2iak, (46)
∂tδρ
q
k3 + δρ
q
k+
ξk∆0
E2k
Γ0 + δρ
q
k−
ξk∆0
E2k
Γ0 = 0, (47)
with ti = UkτiU
†
k and ak = (−∆0Ek µeff + δ|∆|
ξk
Ek
)ρq0k3.
An exact solution from above equations is difficult.
However, at the weak scattering, similar to the Elliot-
Yafet mechanism in the spin relaxation of the semicon-
ductor spintronics77, the coupling terms between ρqk3 and
ρqk± in Eq. (47) can be effectively removed through the
unitary transformation as the Lo¨wdin partition method
showed80. Then, ρqk(t) and hence ρk(t) can be solved (re-
fer to Appendix E). Consequently, from the gap equation
[Eq. (15)], the temporal-evolution equation of the excited
Higgs mode is given by:
δ|∆|
g
=
∑
k
{∆0
Ek
ck3 − Fk∆
2
0ξ
2
kΓ0
E5k
∫ t
0
δ|∆|(t′)dt′
+
ξk
Ek
[ck1 cos(2Ekt)− ck2 sin(2Ekt)]e−γkt
+
Fkξ
2
k
E2k
∫ t
0
δ|∆|(t′) sin(2Ekδt)e−γkδtdt′
}
, (48)
with γk =
2ξ2kΓ0
E2
k
, Fk = 1 − 2f(Ek) and δt = t − t′.
The coefficients cki are determined by the initial optical
excitation:
ck1 =
∆0
Ek
δρk3(t = 0)− ξk
Ek
δρk1(t = 0), (49)
ck2 = −δρk2(t = 0), (50)
ck3 = −∆0
Ek
δρk1(t = 0)− ξk
Ek
δρk3(t = 0). (51)
As seen from the right-hand side of Eq. (48), the
first term is related with the initial optical excitation;
the last two terms show the oscillatory decay with the
time evolution, and hence, directly lead to the oscillating
damping of δ|∆| with the relaxation rate proportional
to Γ0. By artificially removing these last two terms in
Eq. (48), one finds that the left equation can be writ-
ten as ∂tδ|∆| = −Γ0
(
g
∑
k
Fk∆
2
0
ξ2k
E5
k
)
δ|∆|. Therefore, the
second term on the right-hand side of Eq. (48) also causes
the damping of δ|∆| with the relaxation rate proportional
to Γ0. Consequently, the relaxation rate of the Higgs
mode can be monotonically enhanced by increasing the
impurity density, similar to the Elliot-Yafet mechanism
in the spin relaxation of the semiconductor spintronics77.
Comparisons between the analytic solution [Eq. (48)] and
full numerical results are plotted in the insets of Fig. 3.
As seen from the insets, the results from the two sets of
calculations agree well with each other, which justifies
the above analytic analysis based on Eq. (48).
IV. SUMMARY AND DISCUSSION
Within the GIKE approach, we analytically investigate
the influence of the scattering on the optical response of
superconductors in the normal-skin-effect region (l < δ)
under a multi-cycle THz pulse. Two extreme situations:
during and after the pulse, are considered with a careful
implementation of the Markovian approximation for the
microscopic scattering. During the pulse, the multi-cycle
optical field with the stable phase and narrow frequency
bandwidth as applied in recent experiments53, exhibits
the continuous-wave-like behavior. Then, response of the
density of matrix, as the solution of the free GIKE in su-
perconductors, is forced to oscillate with the multiples of
the optical frequency. Consequently, due to this forced
oscillation, the optical frequency is involved in the en-
ergy conservation of the scattering after the Markovian
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approximation. Whereas after the optical pulse, the sys-
tem is free from the optical field, and the density of ma-
trix in this situation exhibits the free coherent oscillation
in the clean limit. Then, after the Markovian approxima-
tion, the energy conservation of the scattering, irrelevant
of the optical frequency, is obtained. Study in this sit-
uation reveals the relaxation mechanism of the optically
excited non-equilibrium states. Rich physics in both ex-
treme cases is revealed.
Specifically, during the pulse, responses of the super-
conductivity in linear and second-order regimes are stud-
ied. In the linear regime, we analytically derive the op-
tical conductivity from the GIKE at the weak scattering
(l > ξ). We show that by taking T > Tc the optical
conductivity from our theory obtained at T < Tc ex-
actly recovers the one in normal metals as the Drude
model or conventional Boltzmann equation revealed. To
the best of our knowledge, so far there is no theory in
the literature that can rigorously make this recovery.
Whereas in the superconducting states at T < Tc, we
find that the optical absorption σ1s(ω), which origins
from the scattering, always exhibits a finite value even
at low temperature when ω < 2∆0, in contrast to the
vanishing σ1s(ω) in the anomalous-skin-effect region as
MB theory revealed21. Particularly, with the decrease
of the frequency from ω ≫ 2∆0, σ1s(ω) first increases
and drops abruptly around 2∆0. By further decreasing
ω below 2∆0, an upturn of σ1s(ω) is observed, leading
to a crossover point at 2∆0. So far, both the upturn
of the finite σ1s(ω) below 2∆0 and the crossover point
at ω = 2∆0(T ) in σ1s(ω) have been observed in disor-
dered type II superconductors, as experiments in Nb10,11,
NbN18, MgB2
9,12,13,19, NbTiN14–16 and Al17,20 supercon-
ductors performed. Nevertheless, these experiments lie
in the dirty limit (l < ξ) where our analytic derivation is
inadequate to make the quantitative fit. Further experi-
ments in type II superconductors at the relatively weak
scattering (δ > l > ξ) are called for.
As for the second-order regime, we study the response
of the Higgs mode. We show that the scattering causes a
phase shift in this second-order optical response. Partic-
ularly, we find that this phase shift exhibits a significant
π-jump at ω = ∆0, which provides a very clear feature
for the experimental detection. Recently, thanks to the
advanced pump-probe technique, a π-jump of the phase
shift has been experimentally observed at ω = ∆0(T ) in
the second-order optical response of the disordered high-
Tc cuprates-based superconductors
53. The origin of this
jump is still controversial. Whereas our present work
suggests that the π-jump of the phase shift in the second-
order optical response can also be realized in the conven-
tional superconductors by the scattering.
Study after the optical pulse reveals the relaxation
mechanism of the optically excited collective modes. In
this situation, based on the complete GIKE, a simplified
model with the damping terms in the Anderson pseu-
dospin picture is proposed. The damping terms in this
model exactly come from the microscopic scattering, dif-
fering from and going beyond the phenomenological re-
laxation mechanism in the previous works52,53. Particu-
larly, both the charge conservation and the unique feature
of the dominant elastic scattering in superconductors:
vanishing longitudinal relaxation process, are kept in our
relaxation terms, in sharp contrast to Ref. 52. Then, by
studying the damping of the Higgs-mode excitation, we
reveal a relaxation mechanism due to the elastic scat-
tering, which shows a monotonic enhancement with the
increase of the impurity density. In addition, we also in-
vestigate the damping of the NG mode. It is shown that
in the conventional BCS superconductors, the damping
of the phase fluctuation (NG mode) is much faster than
that of the amplitude fluctuation (Higgs mode) of the
order parameter.
TABLE I. The used parameters in our calculations. With the
specific values of ∆00 and ωD, the effective electron-electron
attractive potential g is determined by Eq. (24) at T = 0 K.
∆00 1.268 meV ωD 15.856 meV
EF 700 meV e0 8 meV
(eE0/iω)
2/m 10−4∆00 A
⊥
0 0
σ0 n0e
2/(me0)
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Appendix A: Derivation of Eq. (25)
In this part, we derive Eq. (25). From Eq. (18), one
has
Ik = Sk(>,<)− Sk(<,>) = ni
∑
k′η1η2
∫ t
−∞
dt′|Vk−k′ |2e−i(t−t
′)(E
η1
k′
−E
η2
k
){τ3Γη1k′ [τ3ρk(t′)− ρk′(t′)τ3]Γη2k }, (A1)
in which eitHk =
∑
η Γ
η
ke
itEη
k is used. The n-th order of above equation during the optical response is written as
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Ik|nω = ni
∑
k′η1η2
|Vk−k′|2[τ3Γη1k′ (τ3ρnωk −ρnωk′ τ3)Γη2k ]
∫ 0
−∞
dt′ei(E
η1
k′
−E
η2
k
+nω)t′ = ni
∑
k′η1η2
|Vk−k′ |2 τ3Γ
η1
k′ (τ3ρ
nω
k −ρnωk′ τ3)Γη2k
i(Eη1k′ −Eη2k +nω − i0+)
= πni
∑
k′η1η2
|Vk−k′ |2[τ3Γη1k′ (τ3ρnωk − ρnωk′ τ3)Γη2k ]δ(Eη1k′ − Eη2k + nω). (A2)
Similarly, one also finds
I†k|nω = πni
∑
k′η1η2
|Vk−k′ |2[Γη2k (ρnωk τ3−τ3ρnωk′ )Γη1k′ τ3]
× δ(Eη1k′ − Eη2k − nω). (A3)
Consequently, Eq. (25) is derived. For completeness, The
explicit expressions of Y ikk′(nω) [Eq. (26)] are given by
Y 0kk′ = τ0[(u
2
ku
2
k′ + v
2
kv
2
k′ − 2ukuk′vkvk′ )δ(Ek′ + nω − Ek) + (u2ku2k′ + v2kv2k′ − 2ukuk′vkvk′ )δ(Ek + nω − Ek′ )
+ (u2kv
2
k′ + v
2
ku
2
k′ + 2ukuk′vkvk′ )δ(Ek′ + nω + Ek) + (u
2
kv
2
k′ + v
2
ku
2
k′ + 2ukuk′vkvk′ )δ(nω − Ek − Ek′ )], (A4)
Y 3kk′ = [(u
2
ku
2
k′ + v
2
kv
2
k′ + 2ukuk′vkvk′)τ3 +∆0(ξk′ − ξk)/(2EkEk′ )τ1 + i(ukvk + uk′vk′ )τ2]δ(Ek′ + nω − Ek)
+ [(u2ku
2
k′ + v
2
kv
2
k′ + 2ukuk′vkvk′ )τ3 +∆0(ξk′ − ξk)/(2EkEk′ )τ1 − i(ukvk + uk′vk′ )τ2]δ(Ek + nω − Ek′)
+ [(u2kv
2
k′ + v
2
ku
2
k′ − 2ukuk′vkvk′ )τ3 −∆0(ξk′ − ξk)/(2EkEk′ )τ1 + i(uk′vk′ − ukvk)τ2]δ(Ek + nω + Ek′)
+ [(u2kv
2
k′ + v
2
ku
2
k′ − 2ukuk′vkvk′ )τ3 −∆0(ξk′ − ξk)/(2EkEk′ )τ1 + i(ukvk − uk′vk′ )τ2]δ(nω − Ek′ − Ek), (A5)
Y 1kk′ = [∆0(ξk′ − ξk)/(2EkEk′)τ3 + (u2kv2k′ + v2ku2k′ − 2ukuk′vkvk′)τ1 + i(u2k′v2k − u2kv2k′ )τ2]δ(Ek′ + nω − Ek)
+ [∆0(ξk′ − ξk)/(2EkEk′ )τ3 + (u2kv2k′ + v2ku2k′ − 2ukuk′vkvk′ )τ1 − i(u2k′v2k − u2kv2k′ )τ2]δ(Ek + nω − Ek′)
+ [∆0(ξk − ξk′)/(2EkEk′ )τ3 + (u2ku2k′ + v2kv2k′ + 2ukuk′vkvk′ )τ1 + i(u2k′u2k − v2kv2k′ )τ2]δ(Ek + nω + Ek′)
+ [∆0(ξk − ξk′)/(2EkEk′ )τ3 + (u2ku2k′ + v2kv2k′ + 2ukuk′vkvk′ )τ1 − i(u2k′u2k − v2kv2k′ )τ2]δ(nω − Ek − Ek′), (A6)
iY 2kk′ = [(ukvk + uk′vk′ )τ3 + (u
2
k′v
2
k − u2kv2k′ )τ1 + i(u2kv2k′ + v2ku2k′ + 2ukuk′vkvk′ )τ2]δ(Ek′ + nω − Ek)
− [(ukvk + uk′vk′)τ3 + (u2k′v2k − u2kv2k′ )τ1 − i(u2kv2k′ + v2ku2k′ + 2ukuk′vkvk′)τ2]δ(Ek + nω − Ek′ )
+ [(uk′vk′ − ukvk)τ3 + (u2k′u2k − v2kv2k′ )τ1 + i(u2ku2k′ + v2kv2k′ − 2ukuk′vkvk′)τ2]δ(Ek′ + nω + Ek)
− [(uk′vk′ − ukvk)τ3 + (u2k′u2k − v2kv2k′ )τ1 − i(u2ku2k′ + v2kv2k′ − 2ukuk′vkvk′)τ2]δ(nω − Ek − Ek′ ). (A7)
One also has N1kk′(nω) = 2Y
1
kk′ (nω), N
2
kk′ (nω) = 2Y
2
kk′ (nω)
and N0kk′ (nω) = N
3
kk′ (nω) = 0.
Appendix B: Derivation of Eqs. (32) and (33)
We derive Eqs. (32) and (33) in this part. At the
weak scattering, substituting the solved ρωk0 [Eq. (30)]
into Eq. (8), one has
j = j1 + j2, (B1)
with
j1 =
2e2E0Dk
2
F
3iωm2
∫
dξkl(Ek) =
ne2
iωm
E0, (B2)
j2 ≈
∑
kk′
2e2k2FE0
3m2ω2
niπ|VkF−k′F |2Y 0kk′(ω)[l(Ek)− cos θkk′
× l(Ek′ )]
=
∑
k
e2E0k
2
F
3m2ω2
∫
dξk′Y
0
kk′(ω)[Γ0l(Ek)− Γ1l(Ek′)].(B3)
Then, with the explicit expression of Y 0kk′ in Eq. (A4),
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the above equation becomes
j2 =
ne2E0
mω2
1
2
∫
dξk
∫
dξk′ [Γ0l(Ek)− Γ1l(Ek′)]
×
∑
η1η2
1
2
(
1 +
∆0
Eη1k E
η2
k′
)
δ(ω + Eη1k + E
η2
k′ )]
=
ne2E0
mω2
∫
dE
∫
dE′
EE′[Γ0l(E)− Γ1l(E′)]√
E2 −∆20
√
E′2 −∆20
×
∑
η1η2
(
1 +
η1η2∆0
EE′
)
δ(ω + η1E + η2E
′), (B4)
in which we have taken care of the particle-hole symmetry
to remove terms with the odd orders of ξk and ξk′ in the
summation of k and k′. After the mathematical integral,
above equation becomes
j2 = σ1nE0
{∫ ∞
∆0
dE
[(E+ω)E−∆20][l(E+ω)+l(E)]√
E2−∆20
√
(E+ω)2−∆20
+
∫ ω−∆0
∆0
dE
[(ω−E)E+∆20][l(ω−E)+l(E)]
2
√
E2−∆20
√
(ω−E)2−∆20
θ(ω−2∆0)
+
1
i
∫ ω+∆0
max(ω−∆0,∆0)
dE
[(ω−E)E+∆20][l(ω−E)+l(E)]
2
√
E2−∆20
√
∆20−(ω−E)2
}
.
(B5)
Consequently, the optically excited current j in the lin-
ear regime and hence the optical conductivity σs(ω) =
σ1s(ω) + σ2s(ω) are derived.
Appendix C: Optical conductivity at T > Tc
We give the optical conductivity at T > Tc. In the nor-
mal state at T > Tc, with ∆0 = 0, one finds that l(E) =
−∂Ef(E) and E(E+ω)−∆
2
0√
(E+ω)2−∆2
0
√
E2−∆2
0
= E(E+ω)/(|E||E+ω|).
Then, thanks to the constant density of states in normal
states, Eqs. (32) and (33) become
σ1s(ω)
σ1n(ω)
=−
∫ ∞
0
dE[∂Ef(E)+∂E+ωf(E+ω)]−
∫ 0
−ω
dE
× ∂E+ωf(E + ω) = −2
∫ ∞
0
dE∂Ef(E) = 1, (C1)
σ2s(ω) = −ne
2
mω
, (C2)
which are exactly the optical conductivity in normal met-
als as the Drude model or conventional Boltzmann equa-
tion revealed.
Appendix D: Derivation of Eq. (35)
We derive Eq. (35) in this part. Following the approach
in our previous work in the clean limit70, the solution of
ρ2ωk from Eq. (34) in the presence of the scattering is
written as
ρ2ωk2 = iωAk + S
c
k, (D1)
ρ2ωk1 = −ξkAk −
ξkS
c
k
iω
+
∂tρk|2ω,τ1sc
2iω
, (D2)
ρ2ωk3 = ∆0Ak +Bk +
∆0S
c
k
iω
+
∂tρk|2ω,τ3sc
2iω
, (D3)
where ∂tρk|2ω,τisc denotes the τi component of the scatter-
ing term ∂tρk|2ωsc ; Ak, Bk and Sck are given by
Ak =
ak−∆0[( eE0iω −ps) · ∂kρωk0−(ps · ∂k)2ρ0k3/4]
2(ω2 − E2k)
, (D4)
Bk = − (eE0 · ∂k)ρ
ω
k0
2iω
, (D5)
Sck =
ξk∂tρk|2ω,τ1sc +iω∂tρk|2ω,τ2sc −∆0∂tρk|2ω,τ3sc
2(E2k−ω2)
. (D6)
The scattering term ∂tρk|2ωsc [Eq. (25)] reads:
∂tρk|2ωsc = −niπ
∑
k′i
|Vk−k′ |2[Y 0kk′(2ω)(ρ2ωk0 − ρ2ωk0)
+ Y 3kk′(2ω)(ρ
2ω
k3 − ρ2ωk3) + Y 1kk′(2ω)(ρ2ωk1 + ρ2ωk1)
+ Y 2kk′(2ω)(ρ
2ω
k2 + ρ
2ω
k2)]. (D7)
At the weak scattering, by substituting the clean-limit
solution of ρ2ωk into the scattering terms as the first-order
iteration, Eq. (D7) becomes
∂tρk|2ωsc = −niπ
∑
k′i
|Vk−k′ |2[∆0Y 3kk′(2ω)(Ak −Ak′)
+ iωY 2kk′(2ω)(Ak +Ak′)− Y 1kk′(2ω)(ξkAk + ξk′Ak′)
+ Y 3kk′(2ω)(Bk −Bk′)]. (D8)
Then, ρ2ωk is solved.
Consequently, substituting ρ2ωk1 into Eq. (15), with
Y ikk′(2ω) given by Eqs. (A4)-(A7), one has
δ|∆|2ω
g
=
∑
k
′
ξ2kCk −
iniπω
4
∑
kk′
ξ2kξ
2
k′
EkEk′
|VkF−k′F |2
×
[
Ck′δ(Ek′ + 2ω − Ek)
(Ek + ω)(Ek′ + ω)
+
Ckδ(Ek′ + 2ω − Ek)
(Ek − ω)(Ek′ − ω)
+
Ck′δ(Ek + 2ω − Ek′ )
(Ek − ω)(Ek′ − ω) +
Ckδ(Ek + 2ω − Ek′ )
(Ek + ω)(Ek′ + ω)
+
Ck′δ(Ek′ + 2ω + Ek)
(Ek − ω)(Ek′ + ω) +
Ckδ(Ek′ + 2ω + Ek)
(Ek + ω)(Ek′ − ω)
+
Ck′δ(2ω − Ek′ − Ek)
(Ek + ω)(Ek′ − ω) +
Ckδ(2ω − Ek′ − Ek)
(Ek − ω)(Ek′ + ω)
]
, (D9)
where Ck is given by
Ck =
δ|∆|2ωg(Ek)
E2k − ω2
+
∆0v
2
F
(
eE0
iω − p
ω
s
2
)2
d(Ek)
6(E2k − ω2)
. (D10)
Here, we have taken care of the particle-hole symmetry
to remove terms with the odd orders of ξk and ξk′ in the
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summation of k and k′; we also take ηk in ρ
ω
k [Eq. (30)]
as its average value η¯k in the momentum space. Then,
after the mathematical integral, Eq. (35) is obtained.
Appendix E: Solution of Eq. (44)
In this part, we analytically solve Eq. (44). Consider-
ing the weak scattering, we only keep zeroth and first or-
ders of the scattering strength Γ0 in the following deriva-
tion. Similar to the Elliot-Yafet relaxation mechanism
in the semiconductor spintronics77, following the Lo¨wdin
partition method80, through a unitary transformation
(δρsk+, δρ
s
k−, δρ
s
k3)
T = (1− S)(δρqk+, δρqk−, δρqk3)T with
S =
ξk∆0Γ0
2iE3k

 0 0 00 0 0
1 −1 0

 , (E1)
Eqs. (45)-(47) become
∂tδρ
s
k+ + (2iEkδρ
s
k+ + 2
ξ2k
E2k
Γ0)δρ
s
k+ = 2iak, (E2)
∂tδρ
s
k− − (2iEkδρsk− − 2
ξ2k
E2k
Γ0)δρ
s
k− = −2iak, (E3)
∂tδρ
s
k3 = −2
∆0ξkΓ0
E3k
ak, (E4)
from which δρsk can be directly solved:
δρsk± = −ck± exp
[
−(±2iEk + 2ξ
2
kΓ0
E2k
)t
]
±
∫ t
0
2iak(t
′)
× exp
[
−(±2iEk + 2ξ
2
kΓ0
E2k
)δt
]
dt′, (E5)
δρsk3 = −ck3 −
∫ t
0
2∆0ξkΓ0
E3k
ak(t
′)dt′. (E6)
Through the inverse transformations δρk = U
†
kδρ
q
kUk and
(δρqk+, δρ
q
k−, δρ
q
k3)
T = (1 + S)(δρsk+, δρ
s
k−, δρ
s
k3)
T , one has
δρk1 =
ξk
Ek
δρsk1 +
∆0
Ek
(
δρsk3 −
ξk∆0Γ0
E3k
δρsk2
)
, (E7)
δρk2 = δρ
s
k2, (E8)
δρk3 =
ξk
Ek
(
δρsk3 −
ξk∆0Γ0
E3k
δρsk2
)
− ∆0
Ek
δρsk1. (E9)
Finally, substituting Eq. (E7) into Eq. (15), by taking
care of the particle-hole symmetry to remove terms with
the odd order of ξk in the summation of k, one obtains
δ|∆|
g
=
∑
k
{∆0
Ek
ck3 − Fk∆
2
0ξ
2
kΓ0
E5k
∫ t
0
δ|∆|(t′)dt′
+
ξk
Ek
[ck1 cos(2Ekt+ φk)− ck2 sin(2Ekt− φk)]e−γkt
+
Fkξ
2
k
E2k
∫ t
0
δ|∆|(t′) sin(2Ekδt+ φk)e−γkδtdt′
}
, (E10)
where the phase shift φk = ∆
2
0Γ0/E
3
k can be neglected at
the weak scattering. Then, Eq. (48) is derived.
Appendix F: Response of NG mode
As mentioned in the introduction, in our latest work
for the clean limit70, a finite second-order response of
the NG mode, free from the influence of the Anderson-
Higgs mechanism, is predicted as a consequence of charge
conservation. An experimental scheme for this response
is further proposed based on Josephson junction. In this
part, for completeness, we study the influence of the scat-
tering on this response during and after the THz pulse.
a. Excitation of NG mode in second-order response
During the pulse, substituting ρ2ωk2 into Eq. (16), with
Y ikk′(2ω) given by Eqs. (A4)-(A7), the NG mode can be
self-consistently derived:
(ω + iγ0)µ
2ω
eff =
ω + iγ1 + iγM
3
(eE0
iω
− pωs
)
· eE0
iωm
gω
+
(eE0
iω
− p
ω
s
2
)2ω + iγ2
6m
lω. (F1)
Here, gω =
∫
dξkl(Ek)z(Ek)/[
∫
dξkg(Ek)z(Ek)] and
lω =
∫
dξkm(Ek)z(Ek)/[
∫
dξkg(Ek)z(Ek)] with m(Ek) =
(2ξk∂ξk + 1)l(Ek). The scattering contributions are given
by
γM =
3
∫
dξk η¯kz(Ek)
2
∫
dξkl(Ek)z(Ek)
, (F2)
γ0 =
4Γ0∫
dξk
g(Ek)
E2
k
−ω2
{∫ ∞
∆0
dEo(E)o(E + 2ω)ω(E + ω)
× [g(E + 2ω)z(E + 2ω)− g(E)z(E)]−
∫ 2ω−∆0
∆0
dE
× o(E)o(E − 2ω)ω(ω − E)g(2ω − E)z(2ω − E)
× θ(ω −∆0)−
∫ 2ω+∆0
max(∆0,2ω−∆0)
dEo(E)o(2ω − E)
× ω(ω − E)g(2ω − E)z(2ω − E), (F3)
and γ1 and γ2 are determined via replacing function g(x)
on the right-hand side of Eq. (F3) by l(x) and m(x),
respectively. It is noted that in the absence of the scat-
tering, Eq. (F1) exactly reduces to the clean-limit one
revealed in our previous work70.
Consequently, similar to the investigation of the
Higgs mode in Sec. III A 2, the scattering also causes
a phase-shift in the second-order response of the NG
mode. Nevertheless, due to the free influence of the
Anderson-Higgs mechanism by the charge conservation,
the NG mode maintains the original gapless energy
spectrum in its second-order response70. Therefore, the
phase shift in this response has no clear feature in the
frequency dependence, and is hard to detect, differing
from the measurable phase shift in the optical response
of the Higgs mode in Sec. III A 2.
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FIG. 4. (Color online) Temporal evolution of NG mode µeff
after the optical pulse at different scattering strengths. The
inset shows the comparison between the analytic solution from
Eq. (48) and full numerical results from Eq. (42). In the
calculation, δρk(t = 0) = ρ
ω
k +ρ
2ω
k with ω = ∆0 and T = 1K.
Other parameters used in our calculation are listed in Table I.
b. Damping of NG mode
After the pulse, by numerically solving our simplified
model in Sec. III B 1 [Eq. (42) with Eqs. (15) and (16)],
the temporal evolution of the optically excited NG mode
is plotted in Fig. 4 at different scattering rates. As seen
from the figure, the NG mode µeff(t) = ∂tθ(t), i.e., the
phase fluctuation, after the optical excitation exhibits an
oscillatory decay behavior. The oscillating frequency is
around 2∆0, and the damping shows a monotonic en-
hancement with the increase of the scattering rate.
Substituting the analytic solution of δρk2 [Eq. (E8)]
into Eq. (16), by taking care of the particle-hole sym-
metry to remove terms with the odd order of ξk in the
summation of k, the analytic solution of µeff(t) is derived:∫ t
0
µeff(t
′)
∑
k
∆0
Ek
Fk
2
cos(2Ekδt)e
−γkδtdt′
= −
∑
k
[ck1 sin(2Ekt) + ck2 cos(2Ekt)]e
−γkt. (F4)
As seen from Eq. (F4), terms on both the left- and
right-hand sides show the oscillatory decay with the
time evolution, and hence, directly lead to the oscillat-
ing damping of µeff(t) with the relaxation rate propor-
tional to Γ0. Therefore, the relaxation rate of the NG
mode can be monotonically enhanced by increasing the
impurity density, similar to the study of the Higgs mode
in Sec. III B 2. Comparisons between the solution from
Eq. (F4) and the full numerical results from Eq. (42) are
plotted in the insets of Fig. 4, and the results from the
two sets of calculations agree with each other again. Par-
ticularly, by further comparing Figs. 3 and 4, it is inter-
esting to find that the damping of the phase fluctuation
(NG mode) is much faster than that of the amplitude
fluctuation (Higgs mode) of the order parameter.
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