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Our study in this paper concerns the infinite systems of nonlinear integral equations
of Volterra–Stieltjes type. We show that some assumptions imposed on terms of the
mentioned systems guarantee the solvability of those systems in the space C (I, c0) with
I = [0, 1] and c0 being the classical sequence space. As a particular and very important case
of the investigated systems of nonlinear Volterra–Stieltjes integral equations we obtain
infinite systems of nonlinear integral equations of fractional orders. Thus, the approach
applied in the paper enables us to obtain rather general results concerning the existence of
solutions of infinite systems of nonlinear fractional integral equations.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
The principal aim of the paper is to study the solvability of infinite systems of nonlinear integral equations of fractional
orders on the finite interval [a, b]. Our approach applied in this paper depends on the investigation of a more general
situation. Namely, wewill consider the infinite systemof nonlinear integral equations of Volterra–Stieltjes typewith kernels
depending on two real variables.
Such an approach enables us to apply the tools developed recently in some papers devoted to nonlinear Volterra–Stieltjes
integral equations (cf. [1–6]). On the other hand that approach allows us to obtain, as a particular case, several interesting
results concerning infinite systems of nonlinear fractional integral equations. Let us mention that in the case of a nonlinear
integral equation of fractional order such a technique was developed and applied in the paper [6]. Thus, the present paper
can be treated as a generalization and extension of the paper [6].
It is worthwhile mentioning that the theory of differential and integral equations of fractional order was intensively
developed during the last three decades. That theory finds a lot of interesting and important applications in describing of
several real world problems appearing in physics, mechanics, engineering, among others (see [6–18]).
The basic tool used in proving our principal result is the classical Schauder fixed point theorem. That theorem will be
applied to operators defined on the space C (I, c0) consisting of functions defined on the interval I = [0, 1] with values in
the classical Banach sequence space c0 of real sequences converging to zero and normed via the classical maximum norm.
In this paperwewill use also some idea applied in the paper [19] for a class of infinite systems of classical Volterra integral
equations.
Thus, the results obtained in this paper create both generalization and extension of the results obtained in [19]. On the
other hand, these results generalize also those obtained in [20], where the authors investigated infinite systems of integral
equations of fractional orders which create a particular case of infinite systems of fractional integral equations considered
in this paper.
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2. Notation and some auxiliary facts
In this sectionwepresent a fewauxiliary factswhichwill be applied in our further investigations. At the beginning assume
that E is a real infinite dimensional Banach space with the norm ∥ ·∥E . For an interval I = [0, T ] denote by C = C (I, E) the
space consisting of all continuous functions defined on I and taking values in the space E. This space will be furnished with
the norm
∥x∥C = max {∥x (t)∥E : t ∈ E} .
If X is a subset of the space C (I, E), then for a fixed t ∈ I , we denote by X(t) the set in E defined as follows
X(t) = {x(t) : x ∈ X} .
In the sequel we will use the following generalization of Arzéla-Ascoli theorem (cf. [21]) which forms a criterion of
compactness in the space C (I, E).
Theorem 2.1. A bounded subset X of the space C (I, E) is relatively compact if and only if functions belonging to X are
equicontinuous on the interval I and the set X(t) is relatively compact in E for each t ∈ I .
In what follows we will work in the Banach sequence space c0 consisting of all real sequences x = (xi) = (x1, x2, x3, . . .)
converging to zero with the standard norm ∥x∥c0 = max { |xi| : i = 1, 2, . . .} for x = (xi).
Let us recall [22] that a bounded subset X of the space c0 is relatively compact if and only if
lim
i→∞

sup
x∈X
[max {|xk| : k ≥ i}]

= 0.
Further on we will also need some basic facts concerning functions of bounded variation [22,23]. To this end assume
that x is a real function defined on the interval [a, b]. The symbol
b
a x will denote the variation of the function x on the
interval [a, b]. We say that x is of bounded variation on [a, b] whenever
b
a x is finite. If we have a function u (t, s) = u :
[a, b]×[c, d] −→ R, thenwedenote byqt=p u (t, s) the variation of the function t −→ u (t, s) on the interval [p, q] ⊂ [a, b].
In the samewaywe define the quantity
q
s=p u (t, s). For the properties of functions of bounded variationwe refer to [22,23].
If x and ϕ are two real functions defined on the interval [a, b] then under some additional conditions [23] we can define
the Stieltjes integral (in the Riemann–Stieltjes sense), b
a
x(t)dϕ(t),
of the function x with respect to the function ϕ. In this case we say that x is Stieltjes integrable on the interval [a, b] with
respect to ϕ.
Let us mention that several conditions are known which guarantee the Stieltjes integrability [22–24]. One of the most
frequently used requires that x is continuous and ϕ is of bounded variation on [a, b].
In what follows we will use a few properties of the Stieltjes integral gathered in below formulated lemmas [22,23,25].
Lemma 2.2. If x is Stieltjes integrable on the interval [a, b] with respect to a function ϕ of bounded variation, then b
a
x(t)dϕ(t)
 ≤  b
a
| x(t)| d

t
a
ϕ

.
Lemma 2.3. Let x1, x2 be Stieltjes integrable functions on the interval [a, b]with respect to a nondecreasing function ϕ such that
x1(t) ≤ x2(t) for t ∈ [a, b]. Then b
a
x1(t)dϕ(t) ≤
 b
a
x2(t)dϕ(t).
In the sequel we will also consider the Stieltjes integral of the form b
a
x(s)dsg (t, s) ,
where g : [a, b] × [a, b] −→ R and the symbol ds indicates the integration with respect to the variable s. The details
concerning the integral of such a type will be given later.
3. An existence result concerning an infinite system of nonlinear Volterra–Stieltjes integral equations
Now we proceed to the study of the following infinite system of nonlinear integral equations of Volterra–Stieltjes type
xi(t) = pi(t)+
 t
0
vi (t, s, x1(s), x2 (s) , . . .) dsgi (t, s) (3.1)
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for i = 1, 2, . . . and for t ∈ I . For ease of exposition we will assume that I = [0, 1]. Moreover, we denote by∆ the triangle
∆ = {(t, s) : t, s ∈ I, s ≤ t}.
We will investigate system (3.1) under the below formulated hypotheses.
(i) The function pi = pi(t) is continuous on the interval I for i = 1, 2, . . . . Moreover, the sequence (| pi(t)|) converges
monotonically to zero at every point t ∈ I .
(ii) vi : ∆× R∞ −→ R (i = 1, 2, . . .) and the operator V defined on the space∆× c0 by the formula
(t, s, x) −→ (Vx) (t, s) = (v1 (t, s, x) , v2 (t, s, x) , . . .)
transforms the space∆× c0 into c0 and the family of functions {(Vx) (t, s)}(t,s)∈∆ is equicontinuous on the space c0.
(iii) For any bounded subset S of the space c0 the function t −→ (Vx) (t, s) is uniformly continuous on the set ∆ × S
i.e., for any ε > 0 there exists δ > 0 such that if (t1, s) , (t2, s) ∈ ∆ are such that | t2 − t1| ≤ δ then
∥(Vx) (t2, s)− (Vx) (t1, s)∥c0 ≤ ε for all x ∈ S.
Keeping in mind the above formulated assumption (iii) we can define the function NS = NS (ε) by putting
NS (ε) = sup
∥(Vx) (t2, s)− (Vx) (t1, s)∥c0 : (t1, s) , (t2, s) ∈ ∆, | t2 − t1| ≤ ε, x ∈ S . (3.2)
Observe that NS (ε) −→ 0 as ε −→ 0, which is a simple consequence of assumption (iii).
Further assumptions imposed in our investigations have the following form.
(iv) The function gi (t, s) = gi : ∆ −→ R is continuous on the triangle∆ (i = 1, 2, . . .).
(v) The function s −→ gi (t, s) is of bounded variation on the interval [0, t] for each t ∈ I (i = 1, 2, . . .).
(vi) For any ε > 0 there exists δ > 0 such that for all t1, t2 ∈ I such that t1 < t2 and t2 − t1 ≤ δ the following inequality
holds
t1
s=0
[ gi (t2, s)− gi (t1, s)] ≤ ε
for all i = 1, 2, . . . .
(vii) gi (t, 0) = 0 for t ∈ I and i = 1, 2, . . . .
Before formulating the remainder of our assumptions we pay our attention to some consequences of assumptions
(iv)–(vi). First of all let us observe that based on assumption (vi) we may define the function M : R+ −→ R+ by the
following formula
M (ε) = sup

t1
s=0
[ gi (t2, s)− gi (t1, s)] : t1, t2 ∈ I, t1 < t2, t2 − t1 ≤ ε, i = 1, 2, . . .

. (3.3)
Notice thatM (ε) −→ 0 as ε −→ 0 which is a consequence of assumption (vi).
Further, let us quote some properties of the functions gi (t, s) which were derived in the paper [6] (cf. Corollary 1 and
Lemma 5 from [6]). We formulate here the mentioned properties in the form of two lemmas.
Lemma 3.1. Let assumptions (iv)–(vi) be satisfied. Then, for any ε > 0 there exists δ > 0 such that if t1, t2 ∈ I, t1 < t2 and
t2 − t1 ≤ δ then
t2
s=t1
gi (t2, s) ≤ ε
for all i = 1, 2, . . . .
Based on the above lemma we can define the function G = G (ε) by putting
G (ε) = sup

t2
s=t1
gi (t2, s) : t1, t2 ∈ I, t1 < t2, t2 − t1 ≤ ε, i = 1, 2, . . .

. (3.4)
Obviously we have that G (ε) −→ 0 as ε −→ 0.
Lemma 3.2. Under assumptions (iv)–(vi), for any fixed natural number i, the function t −→ts=0 gi (t, s) is continuous on the
interval I.
Now, taking into account Lemma 3.2 we infer that there exists a finite positive constant Ki such that
Ki = sup

t
s=0
gi (t, s) : t ∈ I

. (3.5)
Obviously the sequence (Ki) of these constants has not to be bounded.
In our next formulated assumption we require that the sequence (Ki) has to be bounded.
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(viii) The sequence (Ki) of constants defined by (3.5) is bounded.
Thus, under assumptions (iv)–(viii), we can define a finite constant K by putting
K = sup { Ki : i = 1, 2, . . .} . (3.6)
Our next and simultaneously final assumptions needed in our investigations are formulated below.
(ix) There exist nonnegative functions αi = αi (t, s) and βi = βi (t, s) defined on the triangle ∆ for each i = 1, 2, . . . such
that the sequences (αi (t, s)) and (βi (t, s)) are equibounded on∆ and for every fixed t ∈ I there exist the integrals t
0
αi (t, s) dsgi (t, s) ,
 t
0
βi (t, s) dsgi (t, s)
(i = 1, 2, . . .). Moreover, there exists a constantm ∈ (0, 1) such that t
0
βi (t, s) ds

s
p=0
gi (t, p)

≤ m
for any t ∈ I and i = 1, 2, . . . .
(x) The function sequence
 t
0 αi (t, s) ds
s
p=0 gi (t, p)

is monotonically convergent to 0 on I and the function sequence t
0 βi (t, s) ds
s
p=0 gi (t, p)

is nonincreasing at each point t ∈ I . Moreover, the following estimate is satisfied
| vi (t, s, x1, x2, . . .)| ≤ αi (t, s)+ βi (t, s) sup {| xk| : k ≥ i}
for each (t, s) ∈ ∆, x = (xi) ∈ c0 (i = 1, 2, . . .).
Observe that in view of assumption (ix) we can define the finite constants α, β by the formulas
α = sup {αi (t, s) : (t, s) ∈ ∆, i = 1, 2, . . .} , (3.7)
β = sup {βi (t, s) : (t, s) ∈ ∆, i = 1, 2, . . .} .
Remark 3.3. Notice that the functions | pi(t)| and
 t
0 αi (t, s) ds
s
p=0 gi (t, p)

(i = 1, 2, . . .) appearing in assumptions (i)
and (x), respectively, are continuous on I (cf. [23]). Thus, in view of Dini theorem [24], the function sequences (| pi(t)|) and t
0 αi (t, s) ds
s
p=0 gi (t, p)

converge uniformly on I to the function vanishing identically on I .
Remark 3.4. Observe that assumption (ii) on the equicontinuity of the family of functions {(Vx) (t, s)}(t,s)∈∆ in the space c0
means that for any x0 ∈ c0 and for an arbitrary fixed ε > 0, there exists δ > 0 such that ∥(Vx) (t, s)− (Vx0) (t, s)∥c0 ≤ ε for
each (t, s) ∈ ∆ and for each x ∈ c0 such that ∥x− x0∥c0 ≤ δ (see [24]).
Now, we can formulate the main result of the paper.
Theorem 3.5. Under assumptions (i)–(x) the infinite system of Volterra–Stieltjes integral equations (3.1) has at least one solution
x(t) = (xi(t)) such that x(t) ∈ c0 for each t ∈ I .
Proof. Denote by X0 the subset of the space C = C (I, c0) consisting of all functions x(t) = (xi(t)) such that
sup {| xk(t)| : k ≥ i} ≤ ui(t)+ wi(t)
for i = 1, 2, . . . and t ∈ I , where ui(t) andwi(t) are defined on the interval I in the following way
ui(t) =
 t
0 αi (t, s) ds

s
p=0
gi (t, p)

1−  t0 βi (t, s) ds

s
p=0
gi (t, p)
 ,
wi(t) = sup {| pi(s)| : 0 ≤ s ≤ t }
1−  t0 βi (t, s) ds

s
p=0
gi (t, p)

for i = 1, 2, . . . .
Observe that the functions ui(t) and wi(t) are nondecreasing on the interval I . Apart from this, in virtue of assumptions
(i), (ix) and (x) we deduce that the function sequences (ui(t)) and (wi(t)) converge uniformly on I to the function vanishing
identically on I (cf. Remark 3.3). By these regards we can define the finite constants U andW by putting
U = sup {ui(t) : t ∈ I, i = 1, 2, . . .} , W = sup {wi(t) : t ∈ I, i = 1, 2, . . .} . (3.8)
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Now, let us consider the operator F defined on the space C (I, c0) in the following way
(Fx)(t) = ((Fi x) (t)) =

pi(t)+
 t
0
vi (t, s, x1(s), x2 (s) , . . .) dsgi (t, s)

.
Notice that the operator F maps the set X0 into itself. Indeed, in order to prove this assertion let us fix arbitrarily a natural
number i and x ∈ X0. Then, for k ≥ i, in view of Lemmas 2.2 and 2.3, we get
|(Fk x) (t)| ≤ | pi(t)| +
 t
0
vk (t, s, x1(s), x2(s), . . .) dsgk (t, s)

≤ | pi(t)| +
 t
0
| vk (t, s, x1(s), x2(s), . . .)| ds

s
p=0
gk (t, p)

≤ | pi(t)| +
 t
0
[αk (t, s)+ βk (t, s) sup {| xn(s)| : n ≥ k}] ds

s
p=0
gk (t, p)

≤ | pi(t)| +
 t
0
αk (t, s) ds

s
p=0
gk (t, p)

+
 t
0
βk (t, s) [ uk (s)+ wk(s)] ds

s
p=0
gk (t, p)

≤ | pi(t)| +
 t
0
αi (t, s) ds

s
p=0
gi (t, p)

+ [ ui(t)+ wi(t)]
 t
0
βi (t, s) ds

s
p=0
gi (t, p)

≤ sup {| pi(s)| : 0 ≤ s ≤ t} +
 t
0
αi (t, s) ds

s
p=0
gi (t, p)

+ [ ui(t)+ wi(t)]
 t
0
βi (t, s) ds

s
p=0
gi (t, p)

≤ ui (t)+ wi(t).
This proves our claim.
Now, we show that the operator F is continuous on the set X0. To this end fix arbitrarily ε > 0 and x0 ∈ X0. Next, let us
choose δ = δ (ε, x0) according to assumption (ii) (cf. Remark 3.4) i.e., for x ∈ X0 such that ∥x− x0∥c0 ≤ δ and for arbitrary
(t, s) ∈ ∆we have
∥(Vx) (t, s)− (Vx0) (t, s)∥c0 ≤ ε.
Then we obtain
∥(Fx)(t)− (Fx0) (t)∥c0 = max { |(Fi x) (t)− (Fi x0) (t)| : i = 1, 2, . . .}
= max

 t
0
vi (t, s, x1(s), x2(s), . . .) dsgi (t, s)−
 t
0
vi

t, s, x01(s), x
0
2(s), . . .

dsgi (t, s)
 : i = 1, 2, . . .

= max
 t
0

vi (t, s, x1(s), x2(s), . . .)− vi

t, s, x01(s), x
0
2(s), . . .

dsgi (t, s)
 : i = 1, 2, . . . .
Hence, in view of Lemmas 2.2 and 2.3 we derive the following estimates
∥(Fx)(t)− (Fx0) (t)∥c0
≤ max
 t
0
vi (t, s, x1(s), x2(s), . . .)− vi t, s, x01(s), x02(s), . . . ds

s
p=0
gi (t, p)

: i = 1, 2, . . .

≤ sup
 t
0
ε ds

s
p=0
gi (t, p)

: i = 1, 2, . . .

≤ ε sup

t
s=0
gi (t, s) : i = 1, 2, . . .

= εK ,
where K is the constant defined by (3.6) (cf. also Lemma 3.2 and (3.5)).
The above obtained estimate proves the desired assertion.
In what follows let us consider the set X1 = FX0. We show that the set X1 consists of functions being equicontinuous
on the interval I . To this end fix arbitrarily x = (xi) ∈ X0 and a number ε > 0. Next, choose arbitrary t, s ∈ I such that
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| t − s| ≤ ε. Without loss of generality we may assume that s < t . Then, for a fixed natural i, we obtain:
| (Fi x) (t)− (Fi x) (s)| ≤ | pi (t)− pi(s)|
+

 t
0
vi (t, τ , x1 (τ ) , x2 (τ ) , . . .) dτ gi (t, τ )−
 s
0
vi (s, τ , x1 (τ ) , x2 (τ ) , . . .) dτ gi (s, τ )

≤ | pi(t)− pi(s)| +
  t
0
vi (t, τ , x1 (τ ) , x2 (τ ) , . . .) dτ gi (t, τ )−
 s
0
vi (t, τ , x1 (τ ) , x2 (τ ) , . . .) dτ gi (t, τ )

+
  s
0
vi (t, τ , x1 (τ ) , x2 (τ ) , . . .) dτ gi (t, τ )−
 s
0
vi (t, τ , x1 (τ ) , x2 (τ ) , . . .) dτ gi (s, τ )

+
  s
0
vi (t, τ , x1 (τ ) , x2 (τ ) , . . .) dτ gi (s, τ )−
 s
0
vi (s, τ , x1 (τ ) , x2 (τ ) , . . .) dτ gi (s, τ )
 . (3.9)
Now, keeping in mind Lemmas 2.2 and 2.3, we obtain  t
0
vi (t, τ , x1 (τ ) , x2 (τ ) , . . .) dτ gi (t, τ )−
 s
0
vi (t, τ , x1 (τ ) , x2 (τ ) , . . .) dτ gi (t, τ )

≤
  t
s
vi (t, τ , x1 (τ ) , x2 (τ ) , . . .) dτ gi (t, τ )

≤
 t
s
|vi (t, τ , x1 (τ ) , x2 (τ ) , . . .)| dτ

τ
p=0
gi (t, p)

≤
 t
s
[αi (t, τ )+ βi (t, τ ) sup {| xk (τ )| : k ≥ i}] dτ

τ
p=0
gi (t, p)

≤
 t
s
αi (t, τ ) dτ

τ
p=0
gi (t, p)

+
 t
s
βi (t, τ ) [ ui (τ )+ wi (τ )] dτ

τ
p=0
gi (t, p)

≤ α
 t
s
dτ

τ
p=0
gi (t, p)

+ [ui(t)+ wi(t)]β
 t
s
dτ

τ
p=0
gi (t, p)

= α
t
p=s
gi (t, p)+ β (U +W )
t
p=s
gi (t, p)
= [α + β (U +W )]
t
p=s
gi (t, p) ,
where the finite constants α, β,U,W were defined by (3.7) and (3.8).
Hence, taking into account Lemma 3.1 and the function G (ε) defined by (3.4), we obtain the following inequality  t
0
vi (t, τ , x1 (τ ) , x2 (τ ) , . . .) dτ gi (t, τ )−
 s
0
vi (t, τ , x1 (τ ) , x2 (τ ) , . . .) dτ gi (t, τ )

≤ [α + β (U +W )]G (ε) . (3.10)
Next, taking again into account Lemmas 2.2 and 2.3, we deduce the following estimates:  s
0
vi (t, τ , x1 (τ ) , x2 (τ ) , . . .) dτ gi (t, τ )−
 s
0
vi (t, τ , x1 (τ ) , x2 (τ ) , . . .) dτ gi (s, τ )

=
  s
0
vi (t, τ , x1 (τ ) , x2 (τ ) , . . .) dτ [ gi (t, τ )− gi (s, τ )]

≤
 s
0
| vi (t, τ , x1 (τ ) , x2 (τ ) , . . .)| dτ

τ
p=0
[ gi (t, p)− gi (s, p)]

≤
 s
0
[αi (t, τ )+ βi (t, τ ) sup {| xk (τ )| : k ≥ i}] dτ

τ
p=0
[ gi (t, p)− gi (s, p)]

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≤
 s
0
[αi (t, τ )+ βi (t, τ ) (ui (τ )+ wi (τ ))] dτ

τ
p=0
[ gi (t, p)− gi (s, p)]

≤ [α + β (U +W )]
 s
0
dτ

τ
p=0
[ gi (t, p)− gi (s, p)]

≤ [α + β (U +W )]
s
p=0
[ gi (t, p)− gi (s, p)] = [α + β (U +W )]M (ε) , (3.11)
where the functionM (ε)was defined by (3.3).
In what follows we evaluate the last term appearing on the right hand side of inequality (3.9). Observe that arguing in
the similar way as above, we obtain:  s
0
vi (t, τ , x1 (τ ) , x2 (τ ) , . . .) dτ gi (s, τ )−
 s
0
vi (s, τ , x1 (τ ) , x2 (τ ) , . . .) dτ gi (s, τ )

≤
 s
0
|vi (t, τ , x1 (τ ) , x2 (τ ) , . . .)− vi (s, τ , x1 (τ ) , x2 (τ ) , . . .)| dτ

τ
p=0
gi (s, p)

≤
 s
0
NX0 (ε) dτ

τ
p=0
gi (s, p)

= NX0 (ε)
s
p=0
gi (s, p) = KNX0 (ε) , (3.12)
where the function NX0 (ε)was defined by (3.2) and K is the constant defined by (3.6).
Finally, combining estimates (3.10)–(3.12) and taking into account inequality (3.9) we conclude that the set X1 consists
of functions being equicontinuous on the interval I .
In the sequel we consider the set Y = ConvX1 i.e., the closed convex hull of the set X1. Notice that Y is closed, convex,
bounded and consists of functions being equicontinuous on I , Apart from this we have that Y ⊂ X0 and FY ⊂ Y .
On the other hand, for arbitrarily chosen x ∈ X0, we have
| (Fi x) (t)| ≤ ui(t)+ wi(t)
(i = 1, 2, . . .). Taking into account that the sequence (ui(t)+ wi(t)) converges uniformly on the interval I to the function
vanishing identically on I , we deduce that for every ε > 0 there exists a natural number n0 such that | (Fi x) (t)| ≤ ε for any
i ≥ n0 and t ∈ I . This statement and the criterion of compactness in the space c0 quoted in Section 2, allow us to infer that
the set X1(t) is relatively compact in the space c0 for each fixed t ∈ I . Gathering all the above deduced facts we obtain in
the light of Theorem 2.1 that the set Y is relatively compact in the space C (I, c0). Moreover, the set Y is compact since it is
closed.
Finally, keeping in mind the fact that the operator F maps continuously the set Y into itself, by the Schauder fixed point
principle we conclude that the operator F has a fixed point in the set Y which is a solution of Eq. (3.1). Thus the proof is
complete. 
4. Application to infinite system of nonlinear integral equations of fractional orders
In this section we present an application of the result proved previously to the infinite system of nonlinear Volterra
integral equations of fractional orders having the form
xi(t) = pi(t)+ 1
0 (γi)
 t
0
vi (t, s, x1(s), x2(s), . . .)
(t − s) 1−γi ds, (4.1)
where t ∈ I = [0, 1] and γi ∈ (0, 1) for i = 1, 2, . . . . Moreover, 0 (γ ) denotes the gamma function.
Observe that system (4.1) represents the system of singular integral equations of Volterra type. A particular case of
systems of such a kind may be encountered in [20], for example. As we mentioned earlier, equations appearing in system
(4.1) can be applied to several real world problems and are investigated in several papers and monographs (cf. [8–13,16,17,
26,27], for example).
Now, let us notice that the infinite system of nonlinear integral equations of fractional orders (4.1) can be considered
as a particular case of the infinite system of Volterra–Stieltjes nonlinear integral equation (3.1), which was investigated in
Section 3. Indeed, for a fixed natural number i, consider the function gi (t, s) = gi : ∆ −→ R defined by the formula
gi (t, s) = 1
γi
[t γi − (t − s) γi ] .
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Obviously, the function gi is continuous on the triangle∆ for all i = 1, 2, . . . . Thus assumption (iv) is satisfied (cf. Section 3).
Further, we have
∂gi
∂s
= 1
(t − s) 1−γi > 0
for 0 ≤ s < t . This implies that the function s −→ gi (t, s) is increasing on the interval [0, t] for each fixed t ∈ I . This means
that the function gi satisfies assumption (v) for i = 1, 2, . . . . Moreover, we get
t
s=0
gi (t, s) = gi (t, t)− gi (t, 0) = gi (t, t) = 1
γi
t γi .
Hence we deduce that in this case the constant Ki defined by formula (3.5) has the form
Ki = sup

t
s=0
gi (t, s) : t ∈ I

= 1
γi
(4.2)
for i = 1, 2, . . . . Thus, assumption (viii) of Theorem 3.5 will be satisfied if we impose the following requirement:
(viii′) The sequence (γi) is bounded from below by a positive constant γ i.e., there exists γ > 0 such that γi ≥ γ for all
i = 1, 2, . . . .
Thus, if we denote γ∗ = inf { γi : i = 1, 2, . . .}, then γ∗ ≥ γ and in view of (4.2) we have
K = sup {Ki : i = 1, 2, . . .} = sup

1
γi
: i = 1, 2, . . .

= 1
γ∗
<∞. (4.3)
In what follows we show that the functions gi (t, s) (i = 1, 2, . . .) satisfy assumption (vi) (see Theorem 3.5). To this end
let us fix t1, t2 ∈ I such that t1 < t2. Consider the function Gi(s) = gi (t2, s)− gi (t1, s) (i = 1, 2, . . .) defined on the interval
[0, t1]. Then we have
G′i(s) = (t2 − s) γi−1 − (t1 − s) γi−1 =
1
(t2 − s)1− γi
− 1
(t1 − s)1− γi
.
Hence we see that G′i(s) < 0 for s ∈ [0, t1). This implies that the function Gi(s) is decreasing on the interval [0, t1] for any
i = 1, 2, . . . .
Now, taking into account the above established fact, we get
t1
s=0
[gi (t2, s)− gi (t1, s)] = [gi (t2, 0)− gi (t1, 0)]− [gi (t2, t1)− gi (t1, t1)]
= gi (t1, t1)− gi (t2, t1) = 1
γi
[(t2 − t1) γi + t1 γi − t2 γi ] . (4.4)
Hence, keeping in mind the definition of the functionM (ε) given by formula (3.3), in view of (4.4) we obtain
M (ε) = sup

1
γi
[(t2 − t1) γi + t1 γi − t2 γi ] : t1, t2 ∈ I, t1 < t2, t2 − t1 ≤ ε, i = 1, 2, . . .

= sup

1
γi
[ε γi + 1− (1+ ε) γi ] : i = 1, 2, . . .

= 1
γ∗
[ε γ∗ + 1− (1+ ε) γ∗ ] .
From the above obtained equality we conclude that functions gi = gi (t, s) satisfy assumption (vi) of Theorem 3.5.
We omit the simple verification of assumption (vii).
Obviously, assumption (viii) is also satisfied which is a simple consequence of (4.3).
Finally, let us observe that
dsgi (t, s) = ds
(t − s)1− γi
for i = 1, 2, . . . . This observation allows us to express system (4.1) in the following form
xi(t) = pi(t)+ 1
0 (γi)
 t
0
vi (t, s, x1 (s) , x2(s), . . .) dsgi (t, s) (4.5)
for t ∈ I and for i = 1, 2, . . . .
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Hence, if we put vi (t, s, x) = 10(γi)vi (t, s, x) for (t, s) ∈ ∆, x ∈ c0 and i = 1, 2, . . . , we see that the infinite
system of nonlinear Volterra integral equations of fractional orders (4.1) is a particular case of infinite system of nonlinear
Volterra–Stieltjes integral Eq. (3.1) if we change the functions vi by the functions vi (i = 1, 2, . . .).
Thus, combining the above established facts concerning the infinite system of integral equations of fractional orders (4.1)
with Theorem 3.5, we can formulate the following result concerning that system.
Theorem 4.1. Assume that the functions pi involved in system (4.1) satisfy assumption (i) and the functions vi = vi (t, s, x)
satisfy assumptions (ii), (iii) and (x) for i = 1, 2, . . . . Moreover, we assume that hypotheses (ix) and (viii′) are satisfied. Then
there exists at least one solution x = x(t) of system (4.1) belonging to the space C (I, c0).
Remark 4.2. Notice that integrals involved in assumptions (ix) and (x) of Theorem 4.1 have the following form: t
0
αi (t, s) dsgi (t, s) =
 t
0
αi (t, s) ds

s
p=0
gi (t, p)

=
 t
0
αi (t, s)
(t − s)1− γi ds, t
0
βi (t, s) dsgi (t, s) =
 t
0
βi (t, s) ds

s
p=0
gi (t, p)

=
 t
0
βi (t, s)
(t − s)1− γi ds
for i = 1, 2, . . . .
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