I. Introduction
YSTEM identification has emerged as an important topic of research over the past few decades owing to the advancements of model based modern guidance, navigation and control. Eigensystem Realization Algorithm [1] (ERA) is widely acknowledged as a key contribution from the aerospace engineering community to this dynamic research topic. The system identification methods for time invariant systems have seen efforts from various researchers. The methods are now well understood for continuous and discrete time systems including the relationships between the continuous and discrete time system models.
On the other hand, discrete time varying system identification methods are comparatively poorly understood.
Several past efforts by researchers have documented the developments in the identification of discrete time varying models. Cho et al. [2] explored the displacement structure in the Hankel matrices to obtain time invariant models from instantaneous input-output data. Shokoohi and Silverman [3] and Dewilde and Van der Veen [4] , generalized several concepts of the classical linear time invariant system theory to include the time varying effects. Verhaegen and coworkers [5, 6] subsequently introduced the idea of repeated experiments (termed ensemble i/o data), enabling further research in the development of methods for identification of time varying systems. Liu [7] developed a methodology for developing time varying model sequences from free response data (for systems with an asymptotically stable origin) and made initial contributions to the development of time varying modal parameters and their identification [8] . An important concept of kinematic similarity among linear discrete time varying system models concerns certain time varying transformations involved in the state transition matrices. Gohberg et al. [9] S discuss fundamental developments of this theory using a difference equation operator theoretic approach. In companion papers, Majji et al. [10, 11] extend the ERA, a classical algorithm for system identification of linear time invariant systems to realize discrete time varying models from input-output data following the framework and conventions of the above papers. The time varying eigensystem realization algorithm (TVERA) presented in the companion papers [10, 11] uses the generalized Markov parameters to realize time varying system descriptions by manipulations on Hankel matrix sequences of finite size. The realized discrete time varying models are shown to be in time varying coordinate systems and a method is outlined to transform all the time varying models to a single (observable or controllable subspace) coordinate system at a given time step.
However the algorithm developed there-in requires the determination of the generalized Markov parameters from sets of input-output experimental data. Therefore we need a practical method to calculate them without resorting to a high dimensioned calculation. This calculation becomes further compounded in systems where stability of the origin cannot be ascertained, since the number of potentially significant generalized Markov parameters grows rapidly. In other words, in case of the problems with an unstable origin, the output at every time step in the time varying case depends on the linear combinations of the (normalized) pulse response functions of all the inputs applied until that instant (causal inputs). Therefore the number of unknowns increase by * m r for each time step in the model sequence and consequently, the analyst is required to perform more experiments if a refined discrete time model is sought. In other words, the number of repeated experiments is proportional to the resolution of the model sequence desired by the analyst. This computational challenge has been among the main reasons for the lack of readyadoption of the time varying system identification methods.
In this paper, we use an asymptotically stable observer to remedy this problem of unbounded growth in the number of experiments. The algorithm developed as a consequence is called the time varying observer/Kalman filter system identification (TOKID). In addition, the tools systematically presented in this paper give an estimate on the minimum number of experiments one needs to perform for identification and/or recovery of all the Markov parameters of interest until that time instant. Thus, the central result of the current is to make the number of repeated experiments independent of the desired resolution of the model. Furthermore, since the frequency response functions for time varying systems are not well known, the method outlined seems to be the one of the first practical ways to obtain the generalized Markov parameters bringing most of the generalized Markov parameter based discrete time varying identification methods to the table of the practicing engineer.
Novel models relating input-output data are developed in this paper and are found to be elegant extensions of the ARX models well known in the analysis of time invariant models (cf. Juang et al., [12] ). This generalization of the classical ARX model to the time varying case admits analogous recursive relations with the system Markov parameters as was developed in the time invariant case. This analogy is shown to go even further and enable us to realize a deadbeat observer gain sequence for time varying systems. The generalization of this deadbeat definition is rather unique and general for the time varying systems as it is shown that not all the closed loop time varying eigenvalues need to be zero for the time varying observer gain sequence to be called dead beat. Further, it is demonstrated that the time varying observer sequence (deadbeat or otherwise) computed from the GTV-ARX model is realized in a compatible coordinate system with the identified plant model sequence. Relations with the time varying Kalman filter are made comparing features of the parameters of the Kalman filter gains with the time varying observer gains realized from the generalized OKID procedure presented in the paper.
II. Basic Formulation
We start by revisiting the relations between the input output sets of vectors via the system Markov parameters as developed in the theory concerning the Time Varying Eigensystem Realization Algorithm (TVERA, refer to a companion paper [10] based on [11] and the references therein). The fundamental difference equations governing the evolution of a linear system in discrete time are given by
together with the measurement equations
with the state, output, and input dimensions , , 
Using the definition of the compound state transition matrix, the input-output relationship is given by
This enables us to define the input-output relationship in terms of the two index coefficients as
where the generalized Markov parameters are defined as
From now on, we try to use the expanded form of the state transition matrix ( ) .,. Φ to improve the clarity of the presentation. Thus the output at any general time step k t is related to the initial conditions and all the inputs as
where 0 k can denote any general time step prior to k (in particular let us assume that it denotes the initial time such that 0 0 k = ). As was pointed out in the companion paper, such a relationship between the input and output leads to a problem that increases by * m r parameters for every time step considered. Thus it becomes difficult to compute the increasing number of unknown parameters. In the special case of systems whose open loop is asymptotically stable, this is not a problem. However, frequently, one tries to use identification in problems which do not have a stable origin for control and estimation purposes. In such problems, the analyst may be required to compute time varying model sequences with higher resolution. Hence we need to explore alternative methods in which plant parameter models can be realized from input-output data. A viable alternative to this problem useful to the practicing engineer is developed in the following section.
American Institute of Aeronautics and Astronautics 6 The central assumption involved in the developments of this paper is that (in order to obtain the generalized system and observer gain Markov parameters for all time steps involved), one should start the experiments from zero initial conditions or from the same initial conditions each time the experiment is performed. The more general case deals with the presence of initial condition response in the output data. In the physical situation of unknown initial conditions, this problem is compounded and the separation of zero input response from the output data becomes an involved procedure. We do not discuss this general situation in the present paper. Most importantly since the connections between time varying ARX model and the state space model, and a discussion on the associated observer are complicated by themselves, we proceed with the presentation of the algorithm under the assumption that each experiment can be performed with zero initial conditions.
III. Input Output Representations: Observer Markov Parameters
The input-output representations for the time varying systems are quite similar to the input output model estimation of a lightly damped flexible spacecraft structure in the time invariant case. In the identification problem involving a lightly damped structure, one has to track a large number of Markov parameters to obtain reasonable accuracy in computation of the modal parameters involved. An effective method for "compressing" experimental input-output data, called observer/Kalman filter Markov parameter identification theory (OKID) was developed by
Juang et al. [1, 12, 13] . In this section, we generalize these classical observer based schemes for determination of generalized Markov parameters. The concept of frequency response functions that enables the determination of system Markov parameters for time invariant system identification does not have a clear analogous theory in case of the time varying systems. Therefore, the method described here-in constitutes one of the first efforts to efficiently compute the generalized Markov parameters from experimental data. Importantly, for the first time, we are also able to isolate a minimum number of repeated experiments to help the practicing engineer to plan the experiments required for identification a priori. 
with the definitions
and no change in the measurement equations at the time step k t
The outputs at the consecutive time steps, starting from the initial time step ...
with the definition of generalized observer Markov parameters (13) we arrive at the general input-output relationship
We point out that the generalized observer Markov parameters have two block components similar to the linear time invariant case shown in the partitions to be ( ) ( ) ( )
where the partitions If the repeated experiments (as derived and presented in [10, 11] ) are performed so as to compute a least-squares solution to the input-output behavior conjectured in Eq. (16), we have identified the system (together with the observer-in-the-loop) such that the output k p y + does not depend on the state k x . Stating the same in a vectormatrix form, for any time step k t (denoted by k and k p ∀ > ) we have that
This represents a set of m equations in ( ) ( ) * m r p r m × + + unknowns. In contrast to the developments using the generalized system Markov parameters, (to relate the input-output data sets; refer Eq. (8) in the companion paper [10, 11] and the references there-in for more information) the number of unknowns remains constant in this case.
This makes the computation of observer Markov parameters possible in practice since the number of repeated experiments required to compute these parameters is now constant (derived below) and does not change with the discrete time step k t (resolution of the model sequence desired by the analyst). This is an important result of the current paper. In fact, it is observed that a minimum of (17) with N repeated experiments yields
Therefore the least squares solution for the generalized observer Markov parameters is given for each time step as
where ( ) †
. denotes the pseudo inverse of a matrix [16, 17] . The calculation of the system Markov parameters and observer gain Markov parameters is detailed in the next section.
IV. Computation of Generalized System Markov Parameters and Observer Gain Sequence
We first outline a process for the determination of system Markov parameter sequence from the observer Markov parameter sequence calculated in the previous section. A recursive relationship is then given to obtain the system Markov parameters with the index difference of greater than p time steps. Similar procedures are set up for observer gain Markov parameter sequences.
A. Computation of System Markov Parameters from Observer Markov Parameters
Considering the definition of the generalized observer Markov parameters, we write
where the superscripts (1) and (2) are used to distinguish between the Markov parameter sequences useful to compute the system parameters and the observer gains respectively. Consider the following manipulation written as
where the unadorned , i j h are used to denote the generalized system Markov parameters, following the conventions and notations set up in the companion papers [10, 11] . A similar expression for Markov parameters with two time steps between them yields
This elegant manipulation leads to an expression for the generalized system Markov parameter , 2 k k h − to be calculated from observer Markov parameters at the time step k t and the system Markov parameters at previous time steps. This recursive relationship was found to hold in general and enables the calculation of the system Markov parameters from the observer Markov parameters
To show this holds in general, consider the induction step with observer Markov parameters (with p time step separation) given by ( ) 
Careful examination reveals that the term
This manipulation enables us to write
Writing the derived relationships between the system and observer Markov parameters yields the following set of
, we obtain the system of linear equations relating the system and observer Markov parameters as
We note the striking similarity of this equation to the relation between observer Markov parameters and the system Markov parameters in the classical OKID algorithm for time invariant systems (compare coefficient matrix of Eq.
(27) with equation (6.8) of Juang [1] ).
Considering the expressions for , 
Then based on the constraint imposed in Eq. (17) for the calculation of the generalized observer Markov parameters, all the terms with time step separation greater than k p vanish identically, and we obtain the relationship
For maintaining the simplicity of the presentations here-in, we will not make any more references to the variable order option in the subsequent developments of the paper. That is to say that the variable order of the GTV-ARX model at each time step is set to realize the time varying deadbeat observer, i.e., 
B. Computation of Observer Gain Markov Parameters from the Observer Markov Parameters
Consider the generalized observer gain Markov parameters defined as
We will now derive the relationship between these parameters and the GTV-ARX model coefficients
h . These parameters will be used in the calculation of the observer gain sequence from the input-output data in the next subsection, a generalization of the time invariant relations obtained in [1, 12] similar to Eq. (27).
From their corresponding definitions, note that
In general, an induction step similar to Eq. (23) holds and is given by, 
...
Where the identity derived in Eq. (24) (replace k p B − in favor of k p G − ) is used. This enables us to write the general relationship, 
to be solved at each time step k . Having outlined a method to compute the observer gain Markov parameters, let us now proceed to look at the procedure to extract the observer gain sequence from them.
C. Calculation of the Realized Time Varying Observer Gain Sequence
From the definition of the observer gain Markov parameters, (recall equation (30)) we can stack the first few parameters in a tall matrix and observe that ...
such that a least squares solution for the gain matrix at each time step is given by
However from the developments of the companion paper, we find that it is, in general, impossible to determine the observability grammian in the true coordinate system [10] , as suggested by Eq.(38) above. This is because the computed observability grammian is, in general in a time varying and unknown coordinate system denoted by,
such that
therefore, with no explicit intervention by the analyst, the realized gains are automatically in the right coordinate system for producing the appropriate time varying OKID closed loop. For consistency, it is often convenient, if one obtains the first few time step models as included in the developments of the companion paper. This automatically gives the observability grammians for the first few time steps to calculate the corresponding observer gain matrix values. To see that the gain sequence computed by the algorithm is indeed in consistent coordinate systems, recall the identified system, control influence and the measurement sensitivity matrices in the time varying coordinate systems, to be derived as (cf. companion paper [10] ) :
The time varying OKID closed loop system matrix, with the realized gain matrix sequence is seen to be consistently given as ( )
in a kinematically similar fashion to the true time varying OKID closed loop. The nature of the computed stabilizing (deadbeat or near -deadbeat) gain sequence are best viewed from a reference coordinate system as opposed to the time varying coordinate systems computed by the algorithm. The projection based transformations can be used for this purpose and are discussed in detail in the companion paper.
V. Relationship between the Identified Observer and a Kalman Filter
We now qualitatively discuss several features of the observer realized from the algorithm presented in the paper.
Constructing the closed loop of the observer dynamics, it can be found to be asymptotically stable as purported at the design stage. Following the developments of the time invariant OKID paper, we use the well understood time varying Kalman filter theory to make some intuitive observations. These observations help us qualitatively address 
together with the propagated output equation
where the gain k K is optimal (expression in Eq.(69)). As documented in the standard estimation theory textbooks, optimality translates to any one of the equivalent necessary conditions of minimum variance, maximum likelihood, orthogonality or Bayesian schemes. A brief review of the expressions for the optimal gain sequence is derived in the Appendix A which also provides an insight into the useful notion of orthogonality of the discrete innovations process, in addition to deriving an expression for the optimal gain matrix sequence (See Eq. (69) in Appendix A for an expression for the optimal gain). From an input-output stand point, the innovations approach provides the most insight for analysis and is used in this section. Using the definition of the innovations process :
y y , the measurement equation of the estimator shown in Eq.(45) can be written in favor of the system outputs as given by
Rearranging the state propagation shown in Eq.(43), we arrive at a form given by
Notice the structural similarity in the layout of the rearranged equations to the time varying OKID equations in section III. This rearrangement helps in making comparisons and observations as to what are the conditions in which we actually manage to obtain the Kalman filter gain sequence.
Starting from the initial condition, the input-output relation of the Kalman filter equations can be written as ... ,
Comparing the Eqs. (14) and (50) we conclude that their input-output representations are identical for a suitable
together with the additional condition that ,
. In the presence of noise in the output data, the additional requirement is to satisfy the orthogonality (innovations property) of the residual sequence, as derived in the Appendix A. Therefore under these conditions, (more specifically the innovations property) our algorithm is expected to produce a gain sequence that is optimal.
However, we proceeded to enforce the p (in general arises as to whether we can ever obtain the "optimal" gain sequence using the truncated representation for gain calculation.
To answer this question qualitatively, we consider the input-output behavior of the true Kalman filter in Eq.(50).
Observe that Kalman gains can indeed be constructed so as to obtain matching truncated representations as the GTV-ARX (more precisely GTV -ARMAX) model as in equation (16) via the appropriate choice of the tuning parameters 0 , k P Q . In the GTV-ARMAX parlance using a lower order for k p (at any given time step) means the incorporation of a forgetting factor which in the Kalman filter framework is tantamount to using larger values for the process noise parameter k Q (at the same time instant). Therefore, the generalized time varying ARX and ARMA models used for the observer gain sequence and the system Markov parameter sequence in the algorithmic developments of this paper are intimately tied into the tuning parameters of the Kalman filter and represent the fundamental balance existing in statistical learning theory between ignorance of the model for the dynamical system and incorporation of new information from measurements. Further research is required to develop a more quantitative relation between the observer identified using the developments of the paper and the time varying
Kalman filter gain sequence.
VI. Numerical Example
We now detail the problem of computing the generalized system Markov parameters from the computed observer Markov parameters as outlined in the previous sections.
Consider the same system as presented in an example of the companion paper. It has an oscillatory nature and does not have a stable origin. In case of the time invariant systems, systems of oscillatory nature are characterized by poles on the unit circle and the origin is said to be marginally stable [18, 19] . However, since the system under consideration is not autonomous, the origin is said to be unstable in the sense of Lyapunov [16, 20] . A separate classification has been provided in the theory of nonlinear systems for systems with origin of this type. That is called orbital stability or stability in the sense of Poincare (cf. Meirovitch [21] ). We follow the convention of Lyapunov and term the system under consideration unstable. In this case the plant system matrix was calculated as 
where the matrix is given by Relating to the discussions of the previous section, this implies that the process noise is set very high as the forgetting factor of the GTV-ARX model is implied to be largest possible for unique identification of the coefficients. In this case we were able to realize an asymptotically stable closed loop for the observer equation with OKID. In fact two of the closed loop eigenvalues could be assigned to zero at each time step and there is a certain distribution of closed loop eigenspaces such that the product of any two consecutive closed loop matrices has all the poles at origin. This time varying deadbeat condition realized is demonstrated using the same example in the we would still need extra system Markov parameters to assemble the generalized Hankel matrix sequence for the TV ERA algorithm. These are computed using the recursive relationships. Since the truncation of the input-output relationship even with the observer in the loop is an approximation for the time varying case, we incur some error.
The worst case error although it is sufficiently small is incurred in the situation when minimum number of experiments is performed. This is plotted in Figure 2 
Experiments)
The error incurred in the system Markov parameter computation is directly reflected in the output error between the computed and true system response to test functions. It was found to be of the same order of magnitude (and never greater) in several representative situations incorporating various test cases. The corresponding output error plots for Because the considered system is unstable (oscillatory) in nature, the initial condition response was used to check the nature of state-error decay of the system in the presence of the identified observer. The open loop response of the system (with no observer in the loop) and the closed loop state-error response including the realized observer are plotted in Figure 6 . The plot represents the errors of convergence of a time varying deadbeat observer to the true states of the system. The computed states converge to the true states in precisely two time ( min 2 p = ) steps to zero
response. An important comment is due at this stage regarding the convergence of the observer in min p time steps.
Since the observer gain Markov parameters for the first few time steps cannot be calculated (because the free decay experiments do not yield any information for the gain calculations -cf. companion paper [10] for details) the corresponding observer gain sequence cannot be determined uniquely. Hence the min p time steps in implementation implies after the first few time steps -this translates to around min 2 p time steps in most implementations. In other words the decay of the deadbeat closed loop starts after the correct determination of unique gains from the time varying OKID procedure. In the example problem, this number min 2 4 p = can be clearly seen from the nonzero output error time steps in Figure 6 . This decay to zero was exponential and too steep to plot for the (time varying) deadbeat case. However when the order was chosen to be slightly higher (near deadbeat observer is realized in this case and therefore it takes more than two steps for the response to decay to zero). The gain history of the realized observer as seen in the initial condition coordinate system is plotted as Figure 7 . 
VII. Conclusion
The paper provides an algorithm for efficient computation of system Markov parameters for use in time varying system identification. An observer is inserted in the input -output relations and this leads to effective utilization of the data in computation of the system Markov parameters. As a byproduct one obtains an observer gain sequence in the same coordinate system as the system models realized by the time varying system identification algorithm. The efficiency of the method in bringing down the number of experiments and computations involved is improved further by truncation of the number of significant terms in the input-output description of the closed loop observer.
In addition to the flexibility achieved in using a time varying ARX model, it is shown that one could indeed use models with variable order. Relationship with a Kalman filter is detailed from an input-output stand point. It is shown that the flexibility of variable order moving average model realized in the time varying OKID computations is related to the forgetting factor introduced by the process noise tuning parameter of the Kalman filter. The working of the algorithm is demonstrated using a simple example problem.
Appendix A Linear Estimators of the Kalman Type: A Review of the Structure and Properties
We review the structure and properties of the state estimators for linear discrete time varying dynamical systems (Kalman Filter Theory [22, 23] ) using the innovations approach propounded by Kailath [24] and Mehra [25] . The most commonly used truth model for the linear time varying filtering problem is given by
together with the measurement equations given by
The process noise sequence is assumed to be a Gaussian random sequence with zero mean ( ) , 
and
Defining the state estimation error to be given by, : 
Defining the uncertainty associated by the state estimation process, quantified by the covariance to be :
 e e , covariance propagation equations are given by
Instead of the usual, minimum variance approach in developing the Kalman recursions for the discrete time varying linear estimator, let us use the orthogonality of the innovations process, a necessary condition for optimality and to obtain the Kalman filter recursions. This property is usually called the innovations property is the conceptual basis for projection methods [24] in a Hilbert space setting. As a consequence of this property we have the following condition.
If the gain in the observer gain is optimal, then the resulting recursions should render the innovations process orthogonal (uncorrelated) with respect to all other terms of the sequence. That is to say that for any time step i t and a time step 
Using the definitions for the innovations process and the state estimation error, we use the relationship between them to arrive at the following expression for the necessary condition that 0 ε ε e e e υ
where the two terms 0 υ e υ υ 
Applying the evolution equation for the estimation error dynamics for k time steps backward in time from i t , we have that 
We obtain expressions for e e ... ... 
which is necessary to hold for all Kalman type estimators with the familiar update structure, 0
because of the innovations property involved. Qualitative relationship between the identified observer realized from the time varying OKID calculations (GTV-ARX model) and the classical Kalman filter is explained in the main body of the paper using the innovations property of the optimal filter developed above.
Appendix B Time Varying Deadbeat Observers
It was shown in the paper that the generalization of the ARX model in the time varying case gives rise to an observer that could be set to a deadbeat condition that has different properties and structure when compared to its linear time invariant counterpart. The topic of extension of the deadbeat observer design to time varying systems has not been pursued aggressively in the literature and only scattered results exist in this context. Paper by Minamide et.
al. [14] , develops a similar definition of the time varying deadbeat condition and present an algorithm to systematically assign the observer gain sequence to achieve the generalized condition thus derived. In contrast, through the definition of the time varying ARX model we arrive at this definition quite naturally and we further develop plant models and corresponding deadbeat observer models directly from input-output data.
First we recall the definition of a deadbeat observer in case of the linear time invariant system and present a simple example to illustrate the central ideas. Following the conventions of Juang [1] and Kailath [19] , if a linear discrete time dynamical system is characterized by the evolution equations given by
with the measurement equations (assuming that ( ) , C A is an observable pair)
where the usual assumptions on the dimensionality of the state space are made, is an n n × matrix of zeros.
D. Example of a Time Invariant Deadbeat Observer:
Let us consider the following simple linear time invariant example to fix the ideas.
[ ]
Now the necessary and sufficient conditions for a deadbeat observer design give rise to a gain matrix 
giving rise to the gain matrix 1
(it is easy to see that 2 p = for this problem). The closed loop can be verified to be given by ( )
which can be verified to be a singular, defective (repeated roots at the origin) and nilpotent matrix. Therefore the deadbeat observer is the fastest observer that could possibly be achieved, since in the time invariant case, it designs the observer feedback such that the closed loop poles are placed at the origin. However, it is quite interesting to note that the necessary conditions, albeit redundant nonlinear functions in fact have a solution that exists (one typically does not have to resort to least squares solutions) since some of the conditions are dependent on each other (not necessarily linear dependence). This nonlinear structure of the necessary conditions to realize a deadbeat observer makes the problem interesting and several techniques are available to compute solutions in the time invariant case, for both cases when plant models are available (Minamide solution [14] ) and when only experimental data is available (OKID solution).
Now considering the time varying system and following the notation developed in the main body of the paper, this time varying deadbeat definition appears to have been naturally made. Recall (from Eq. (16) We now illustrate this definition using an example problem.
E. Example of a Time Varying Dead Beat Observer
To show the ideas, we demonstrate the observer realized on the same problem used in the Numerical Example section (Section VI) of the paper and follow the example by a short discussion on the nature and properties of the time varying deadbeat condition in case of the observer design. The parameters involved in the example problem are given (we repeat here for convenience) as 
The examples clearly indicate that the composite transition matrices taken p (= 2 for this example) at a time can form a null matrix, while still retaining nonzero eigenvalues individually. This is the generalization that occurs in the definition of deadbeat condition in the case of time varying systems. Similar to the case of time invariant systems, the observer which is deadbeat happens to be the fastest observer for the given (or realized) time varying system model.
We reiterate the fact that in the current developments, the deadbeat observer (gain sequence) is realized naturally along with the plant model sequence being identified. It is not difficult to see that the time varying OKID procedure (the generalized ARX (GTV-ARX) model construction and the deadbeat observer calculation) subsumes the special case when the time varying discrete time plant model is known. It is of consequence to observe that the procedure due to time varying OKID is developed directly in the reduced dimensional input-output space while the schemes developed to compute the gain sequences in the paper by Minamide et al. [14] , which is quite similar to the method outlined by Hostetter [15] , are based on projections of the state space on to the outputs.
