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INTRODUCTION
Modem complex systems can place very high cognitive demands upon their operators. The rate of information flow, the complex nature of this information, and the number and rate of required decisions can overwhelm the human operator. At the other end of the continuum, automation of tasks can lead to operator complacency and errors of inattention (Billings, 1997) . However, current systems are capable of modifying themselves to meet the momentary needs of the operator. This includes assuming some task functions until the operator's mental load is reduced. In other cases, systems can adjust to improve the operator's awareness to relieve boredom or inattention. Adaptive aiding based on the current functional state of the operator can be most beneficial when supplied at the appropriate time and with the consent of the operator (Rouse, 1988) . Further, accurate assessment of operator functional state is required in the test and evaluation of new and modified systems (Charlton & O'Brien, 2002) . In these situations the critical factor is the accurate and reliable assessment of the operator's functional state. The functional state of an operator is defined as his or her ability to carry out the job at that moment in time.
One method of monitoring operator functional state is by examining the operator's physiology. The various physiological measures provide unique information about several aspects of operator state. Eye blink rate contains valuable information with regard to the visual demands of tasks. Heart rate is useful to determine the operator's global response to task demands (Wilson & Eggemeier, 1991) . The electroencephalogram (EEC) provides useful information about both high workload and inattention (Gundel & Wilson, 1992; Kramer, 1991; Steman & Mann, 1995; Wilson & Eggemeier, 1991) . EEG measures have been used to classify patients with regard to types of neuropathy and psychiatric disorders using linear statistical techniques (John, Pricep, Fridman, & Easton, 1988) and artificial neural networks (ANNs; Kloppel, 1994) . EEG has also been used to classify drug effects and to detect alcohol intoxification and fatigue (Gevins & Smith, 1999; Hemiiann, 1982) . Physiological signals are always present and can be unobtrusively collected and, thereby, are able to provide uninterrupted infomiation about operator state (Wilson, 2001 (Wilson, ,2002 .
Several studies have used psychophysiological measures to classify operator state with regard to mental workload. Most of these studies have employed EEG, cardiac, and eye data. Several of these studies used either simple, single-task paradigms (Gevins et al., 1998; Gevins & Smith, 1999; Nikolaev, Ivanitskii, & Ivanitskii, 1998; Wilson & Fisher, 1995) or relatively few peripheral nervous system variables in the context of complex task performance (Wilson & Fisher, 1991) . Others have used complex tasks with skilled operators (Russell & Wilson, 1998; Russell, Wilson, & Monett, 1996; Wilson & Russell, 2003) . These papers report overall successful task classification in the 80% to 90% correct range. The success rate of correctly classifying high mental workload oi-altered operator state is very encouraging. This suggests that these methods could be used to provide accurate and reliable operator functional state assessment during test and evaluation and to implement adaptive aiding systems. Hilburn, Joma, Byrne, and Parasuraman (1997) used psychophysiological measures to show that adaptive aiding controlled by the task demands of their air traffic control task reduced mental workload. This demonstrates that psychophysiological measures of operator functional state change to show reduced mental workload when adaptive aiding is applied.
Psychophysiological measures have also been used to implement adaptive aiding in laboratory situations designed to detect lowered operator engagement in the task being performed (Freeman, Mikulka, Prinzel, & Scerbo, 1999; Freeman, Mikulka, Scerbo, Prinzel & Clouatre, 2000; Pope, Bogart, & Bartolome, 1995; Prinzel, Scerbo, Freeman, & Mikulka, 1995) . These investigations demonstrated enhanced operator performance when the EEG-based adaptive aiding system detected operator disengagement or lowered attention and modified the task to increase operator involvement. Prinzel, Freeman, Scerbo, Mikulka, and Pope (2000) studied the effects of utilizing their engagement index when participants performed either one or three tasks. They reported improved perfomiance wdth adaptive aiding, even though the index values did not differ between the two difficulty conditions.
Most contemporary systems, such as civil and military aircraft, are a complex combination of multiple tasks that can easily place demands upon operators that may exceed the operator's cognitive capabilities. This can result in errors and catastrophic performance breakdowns that can lead to system failure. In the case of mental overload, it may be possible to avoid system failure by reducing the task demands on the operator. Accurate estimation of the operator's functional state is crucial to successful implementation of such an adaptive aiding system (Byrne & Parasuraman, 1996; Scerbo, 1996) .
In the present investigation psychophysiological signals were continuously monitored on line in order to determine the participant's functional state in real time. Further, this information was used to adapt the task when high levels of mental workload were detected in order to see if task performance would be enhanced or harmed. The goal of the present study was to determine the level of accuracy that an ANN could achieve in real time using psychophysiological variables to determine participants' level of mental workload while they performed a complex task. Previous work in our laboratory has demonstrated that very accurate levels of operator functional state assessment are possible using ANNs when the data are analyzed off line using a different task (Wilson & Russell, 2003) . Further, the relative contribution of EEG and peripheral nervous system measures was determined. In addition, saliency analysis was performed on all of the EEG and peripheral measures (Ruck, Rogers, & Kabrisky, 1990) . This type of analysis permits one to interrogate the trained ANN to determine which of the input features provide the most relevant information to the classifier solution. This information can be used to provide a better understanding of the underlying dynamics in the data.
METHODS
Seven participants (4 women, 3 men) took part in the experiment. Their age range was from 19 to 26 years. They were trained to stable performance on the NASA Multi-Attribute Task Battery (MATE; Comstock & Amegard, 1992) . After initial familiarization with the task, they were taught to manipulate a joystick with their right hand, which controlled the position of the tracking cursor, and to use their left hand to move a mouse, which controlled a pointing cursor on the screen. All of the MATE subtasks were used: lights and dials monitoring, manual tracking, resource management, and the auditory communication task. Two levels of task difficulty were provided and were manipulated by valuing the number of events that occurred during each of the 5-min trials. In order to avoid confounding by learning, performance scores from each task were recorded and practice was continued unril each participant exhibited stable performance on all tasks. Stable performance was defined as level performance scores over successive trials. This required approximately 6 hr of practice spread over 3 days.
Physiological data were recorded during task performance on the 4th day and consisted of six EEG channels as well as electrocardiographic (ECG), electrooculographic (EOG), and respiration inputs. EEG electrodes were placed on the scalp at Fz, F7, T4, T5, Pz, and Oz sites of the 10-20 system. Electrodes placed on the mastoids served as reference and ground. Horizontal and vertical EOG signals were recorded from electrodes placed by the outer canthus of each eye and above and below the midline of the right eye, respectively. Grass P511 amplifiers were used to amplify and filter the signals with a band pass of 0.3 to 30 Hz for the EEG and EOG and a band pass of 10 to 30 Hz for the ECG. The respiration was recorded with a Respitrace system. For the ECG signals, R-wave peaks were detected on line and interbeat intervals were calculated. The EOG signals were evaluated by laboratory-developed software that detected blinks and provided interblink intervals. The respiration signal was used to derive interbreath intervals using a zero crossing algorithm.
On the day of data collection, Day 4, the participants practiced the tasks for 5 min prior to data collection. Then three 5-min long conditions were presented to the participants. One was a baseline condition, during which the participants merely looked at the static MATE screen. The second condition required them to perform the task at the low difficulty level. In the third condition the task was presented at the high difficulty level.
The psychophysiological data from these three conditions were input to a multiple-layer perceptron ANN classifier using backpropagation. The ANN contained three layers: an input layer, a hidden layer, and the output layer. The input and hidden layers consisted of 43 nodes representing the EEG features plus the peripheral features. The output layer consisted of three nodes representing baseline, low, and high. The ANN was trained to recognize these three conditions separately for each participant. The input to the ANN consisted of the log power of spectral EEG and EOG features, which were derived by the fast Fourier transform. The five bands included deha (1-3 Hz), theta (4-7 Hz), alpha (8-13 Hz), beta (14-30 Hz), and gamma (31-42 Hz). The low-pass filters used on the Grass P511 amplifiers are analog and pass frequencies are reduced in magnitude above 30 Hz, thereby passing some gamma band activity. Other features included ECG interbeat, EOG interblink, and respiration intervals. The 43 input features to the ANN consisted of six EEG channels and two EOG channels with five bands each, plus the three peripheral interval measures.
The data were segmented into 10-s windows with a 50% overlap. Of the 10-s segments from each of the three conditions, 75% were randomly selected and used as training data. The remaining 25% were used as test data to determine the accuracy of the ANN training. After the ANN training reached the sum squared error of .04, which usually required fewer than 10 000 passes through the data, the remaining 25% of the data were then used to test the accuracy of the classifier. These data were evaluated with the trained ANN coefficients to determine if the ANN would place the data segments in the correct class of baseline, low, or high. Using the trained ANN, the level of mental workload was determined on line to be one of the three conditions (baseline, low, or high). This was accomplished based entirely on psychophysiological data. The block of three conditions used for training was repeated twice. During both replications, on-line determination of participant mental workload level was performed every 5 s using the ANN weights derived from the training session. The output node with the largest value determined which of the three conditions the operator was in at that moment. The workload classifications were recorded to determine the accuracy of the trained ANN.
The number of correctly classified 5-s epochs during the 5-min task performance was used to determine classifier accuracy. In the other replication, adaptive aiding was applied such that when the high workload condition was detected by the trained ANN, the MATE task was adapted by "turning off" two of the subtasks. During adaptive aiding, the lights and dials monitoring and the communication tasks were turned off, and their areas on the screen were highlighted in blue to indicate that an aiding period was in progress. The participants were instructed to ignore these tasks and concentrate their efforts on the tracking and resource management tasks. They were given practice with the aiding by ignoring these tasks. The order of presentation of the classification and aiding runs was alternated across participants.
In order to assess the relative contributions of the EEG and peripheral measures, off-line analyses were performed separately on these data. The EEG and the heart, eye, and respiration rates were separated into two data sets and were individually used to train the separate ANNs. The same procedures used for training and testing the ANN with the full data set were used with these data. An additional saliency analysis was carried out to determine which of the features contributed the most information or were the most salient to the ANN. The Ruck et al. (1990) saliency measure was used to determine the relative importance of each feature to the overall solution. A partial derivative analysis was performed on the fully trained ANN, and the importance of each feature was rank ordered in the final solution. The saliency values for each participant were normalized so that their sum equaled 1.0. The results of the saliency analysis were examined via visual inspection to determine the "break point" for each participant's data -that is, the point where the saliency values noticeably changed, by showing a marked decrease, was used as the break point. The features above this point were designated as the most salient or important features. In order to determine the effects of feature reduction, a separate set of ANN analyses was completed using only the salient features.
Tracking task root mean square (RMS) error and resource management error scores were recorded so that the effects of task difficulty and the adaptive aiding could be evaluated. After performing each condition, the participants were asked to provide subjective estimates of their mental workload using an 11-point scale (0-10), with 10 representing very high workload.
RESULTS
Analysis of the performance data showed that the RMS error of the two difficulty levels of the tracking task and resource management task error were significantly different: tracking task, mean low = 12.4 versus mean high = 59.9, t{6) -1.46, p < .00007; resource management task, mean low = 42.5 versus mean high ==51.0, t(6) = 2.63, p < .023. Subjective reports of overall task difficulty for the low-and high-difficulty conditions showed that the participants perceived them as different: mean low = 2.7 versus mean high = 8.3, ^(6) = 8.18, p < .0002. The accuracy of the trained ANN was first tested by having it classify the withheld 25% of the training data set. These were the 25% of the data not seen by the ANN during training. The mean ANN accuracy for the training data was 98.5% correct. We have previously found this almostperfect accuracy of classifying the test data set (Wilson & Russell, 2003) . The levels of classification accuracy were very high during the test run, in which the trained ANN was used for online classification of the workload while the participants performed the three task difficulty levels. The mean accuracies were 84.9% for the baseline condition, 82.0% for the low-workload condition, and 86.0% for the high-workload condition (see Table 1 ).
These results demonstrate that an ANN can produce high levels of correct classification while participants perform complex multiple tasks. Note the pattern of confusion by the ANN of adjacent workload conditions when misclassifications did occur. During the baseline condition, the majority of errors (14.1%) were assigned to the low condition, with only 1 % misclassified as high. The errors during the low condition were primarily confusion with the baseline condition (14.5%), and most of the errors for the high condition (11.3%) were misses categorized as belonging to the low condition, with only 2.6% misclassified as baseline. Classification accuracies for each participant showed a mean correct classification range from 69.0% to 97.8% (see Table 2 ). The highest accuracy for any one condition was 100%, which occurred in 4 of the 21 comparisons, and 12 of the comparisons were in the 90% range. All of the observed accuracies were well above the expected chance level of 33%. Exceptions to the very high classification levels were conditions for Participants 3, 4, and 7; each had one condition that was classified viath a low percentage correct of 28.7%, 41.3%, and 41.0%, respectively The next-lowest accuracy was 76.7%, with most of the estimates being in the 80% to 100% correct range.
The results of the off-line analysis using only the EEG data are shown in Table 3 . The mean correct classification accuracy was 87.2% for the three conditions, with a mean of 85.0% for the baseline condition, 87.4% for the low condition, and 89.2% for the high condition.
As was the case with the entire data set ANN, the misclassification results showed the closest neighbor receiving the highest percentage of incorrect classifications.
Using only the three peripheral measures, the overall accuracy dropped to 55.9% (see Table 4 ). The correct classifications for the baseline, lowworkload, and high-workload conditions were 59.1%, 64.9%, and 43.8%, respectively Because separate analyses of the EEG and peripheral features were performed off line, the entire data set was also used to train an ANN in order to provide comparison with the original on-line analysis. These results are shown in Table 5 . The results of the off-line analysis are very similar to the on-line results. The mean correct classifications for the baseline, low-workload, and high-workload conditions were 86.2%, 89.6%, and 86.5%, respectively The mean correct classification was 87.4%, compared with 84.3% found with the on-line analysis. Table 6 shows the salient input features for each participant and rank ordered across the 7 participants based on the saliency analysis. This table can be used to show which features were the most important for each participant as well as across the 7 participants. For example, theta band EEG activity from the Fz electrode contributed the most information for the ANNs of all of the features. This was followed by F7 theta, Pz theta, and vertical electro-oculographic (VEOG) theta band activity. The mean number of salient features was 14.9. The number of salient features for Participants 1 through 7 was 17, 17, 12, 17, 28, 8, and 5, respectively The final analysis used only the salient features to train ANNs for each participant using combined EEG and peripheral features. This was accomplished to determine the accuracy of the off-line-trained ANN using only the salient features, compared with using all of the available features for the on-line analysis. Only the salient features for each participant were used to train ANNs using the procedures outlined earlier. The results of this analysis showed an overall correct classification accuracy of 88.0%. The mean accuracy was 91.0% for baseline, 85.2% for low, and 88.7% for high (Table 7) .
During adaptive aiding, the participants' performance on the tracking and resource management tasks was monitored. By removing the monitoring and communication tasks when the classifier detennined high workload, the participants were free to focus their efforts on the remaining two tasks. Adaptive aiding resulted in a 44% reduction in RMS tracking error, t{6) --6.134, p < .0008, compared with the nonadaptive condition. Performance on the resource management task improved with a 33% reduction in the error score that was marginally significant, <(6) = -1.822,p<.06.
DISCUSSION
These resuUs demonstrate that an ANN using central and peripheral nervous system features can be trained to very accurately determine, on line, the functional state of an operator. This is especially significant in light of the complex multiple task that was performed by the participants. All four subtasks of the MATE were performed during both the low and high difficulty levels of task demand. Only the density of stimulus and response events was changed. The mean correct classification accuracy across participants for the three task conditions during the on-line classification ranged from 82.0% to 86.0%. These results are consistent with previous reports and demonstrate the high levels of accuracy that are possible using ANNs (Gevins & Smith, 1999; Russell et al., 1996; Wilson & Russell, 2003) . These results were derived from ANNs using both central and peripheral nervous system features. The EEG-only analysis produced classification accuracies that were essentially identical to the overall accuracy of the on-line results. The analysis using the peripheral measures alone did not show very high levels of correct classification. The off-line analysis, which included both the EEG and peripheral measures, showed the same accuracies as the EEG-only analysis.
Because there are a greater number of EEG features, they probably contain more information relevant to the functional state of the participants than do the three peripheral features. This is not surprising, given that six electrodes placed over widespread scalp sites were used and their electrical activity was divided into five different frequency bands. In our analysis, only interval information was used from the three peripheral measures. Further, spectral analysis of the VEOG and horizontal electro-oculographic (HEOG) channels were included with the EEG features. One of the VEOG bands was among the five most salient features. HEOG and the interbeat and interbreath intervals were in the top third of the salient features. In order to determine the contribution of the peripheral interval data, they should be tested in other task situations. This may be especially true if the classifier results are to be used in the test and evaluation of systems and to implement adaptive aiding. Very high accuracies will be required to assure acceptance by users, and the peripheral data may improve the overall accuracies in some situations. The operator functional state assessment must be very accurate and reliable in order to gain the confidence of the operators who will depend on the classifiers.
The results of the analysis using only the salient features did show an approximately 4% benefit over the on-line analysis, as has been previously reported (Wilson & Russell, 2003) . The overall accuracy scores were essentially the same as those when all of the data were used off line to train the ANN. This is interesting because fewer features were used in this investigation than in the Wilson and Russell (2003) study, in which 17 EEG channels with five frequency bands and three peripheral features provided a total of 88 features. The EEG electrode positions used in the present study were based on the saliency analysis of the earlier work.
ANN classification accuracy improvement has been achieved, during off-line analysis, with the addition of performance features to the psychophysiological data (Wilson & Russell, 1999) . However, many modern systems do not provide adequate performance data to augment psychophysiological data because few operator responses are required (Kramer, Trejo, & Humphrey, 1996) . The value of perfonnance data to on-line ANN operator functional state assessment is yet to be determined. However, the present results demonstrate that veiy high levels of correct classification can be achieved using only the psychophysiological features.
The utilization of operator state information to govern the application of adaptive aiding is also interesting. Lowering task demands based on operator state resulted in large improvements in performance. The tracking task error was reduced by 44%, and the resource management error was reduced by 33%. Reduction of overall task demands by temporarily removing the burden of the monitoring and communication tasks, based on the physiologically determined operator state, freed the participants to concentrate on the two remaining tasks and greatly improve their performance.
The effect of removing the two subtasks without regard to the participant's state remains to be determined. Randomly removing these subtasks could also have improved performance. However, it is possible that there would have been no change or even degraded performance from the random removal of the two subtasks. Random removal might interfere with the participant's strategy and lead to deteriorated performance. This question will have to be determined by further research.
Acceptance of psychophysiologically determined operator functional state assessment in the workplace will be based to a large extent on the accuracy of the classification and acceptability of the data collection methods. This requires that the operator functional assessment methods must be highly accurate. If the assessment is not highly accurate and reliable, then it will not be used. The accuracy may have to approach 95% to be acceptable (Rouse, 1991) . Even if the psychophysiological assessment does not meet the 95% criteria, it still may be a useful component of a procedure that incorporates other aspects of system and operator variables.
Another issue has to do with the day-to-day reliability of the measures and the effects of other factors such as illness, drugs, fatigue, and circadian shifts. Other considerations include whether or not it is necessary to establish an ANN or other type of classifier for each operator or if a generic solution can be found that would accommodate all operators. By developing an ANN for each operator, one takes advantage of the unique physiological response patterns of each person. This capability may outweigh advantages for a "one-size-fits-all" solution, which would have the benefit of rapid training or fine-tuning of the ANN.
The results of this study show that ANNs using psychophysiological measures can produce very high levels of correct classification in real time. These procedures show promise for use in applied settings where real-time operator functional state assessment is needed. This includes test and evaluation and adaptive aiding. Miniaturization of physiological recording equipment and computer hardware will make possible the development of small wearable assessment systems. Dry sensors with small telemetry units will eliminate the need for the operator to wear all of the recording and computing equipment.
