Abstract: Pose estimation is a fundamental building block for robotic applications such as autonomous vehicles, UAV, and large scale augmented reality. It is also a prohibitive factor for those applications to be in mass production, since the state-of-the-art, centimeter-level pose estimation often requires long mapping procedures and expensive localization sensors, e.g. LiDAR and high precision GPS/IMU, etc. To overcome the cost barrier, we propose a neural network based solution to localize a consumer degree RGB camera within a prior sparse LiDAR map with comparable centimeter-level precision. We achieved it by introducing a novel network module, which we call "resistor module", to enforce the network generalize better, predicts more accurately, and converge faster. Such results are benchmarked by several datasets we collected in the large scale indoor parking garage scenes. We plan to open both the data and the code for the community to join the effort to advance this field.
Introduction
For a robot to navigate in space autonomously, it has to localize itself precisely within a prior map of the environment. Therefore, 6DoF pose estimation of the localization sensor is one of the core technologies to enable robots such as autonomous cars into reality. Nowadays, the most commonly used localization sensors are camera and LiDAR. LiDAR generates the point cloud of the environment as the map, and the localization system would find the best registration between the runtime point cloud w.r.t a subarea of the map to infer the LiDAR pose [1] . With a good guess of initial position (often from a high definition GPS), this approach infers the pose at the centimeter level, the start-ofthe-art accuracy for self-driving cars. However, there are several roadblocks for this approach to be in mass production. First, the cost of LiDAR and HD GPS remains too high for consumers. Second, the engineering complexity of a LiDAR also challenges the manufacturers to produce reliable items. Third, the GPS signal sometimes is simply not available, such as the indoor scenario, e.g., parking garages, etc. Without a good initial pose, the LiDAR localization system would require significantly increased computation resources at least, if not fail completely. The above limitations of LiDARbased localization approach have been motivating camera-based approaches. Cameras are cheap in price, easy to mass produce, and, thanks to the advancement of visual odometry (VO) [2] [3] and visual SLAM (vSLAM) [4] [5] [6] [7] , camera pose could be precisely computed given only visual inputs, without GPS or with consumer degree GPS. However, the achilles heel for camera-based localization is its stability against different lighting conditions and the structure of the visual scenes, and its inaccurate perception of the scene depth [8] . When the robot movement creates a strong uneven lighting sequence, e.g., sudden exposure of strong light from dark shadow, state-of-the-art direct VO or vSLAM will inevitably fail, i.e., loss tracking or fluctuate too significantly to be useful. Even photometric calibration [9] would only help in a scratching degree instead of solving the problem. Furthermore, visual methods often rely on the presence of structures at their scene, so the algorithms may find many "features" to track across frames. Although such a requirement is often fulfilled in outdoor environments, it could be lacking in indoor scenes. For example, in typical parking garages, large white walls and repetitive pillars often occupy the images, making the indirect VO/vSLAM methods that leveraging geometry features suffer. Last but not least, when accurate depth of the scene is not available, the visual methods may result in scale drift [8] that leads to siz-able accumulative localization error within a few hundred frames, which makes it not applicable for a reasonable trip length (thousands of frames).
There emerges a handful of initiatives that attempt to combine the advantages from both the Li-DAR side and the camera side. That is to estimate camera pose using its image inputs within a prior 3D LiDAR point cloud map. The motivations along this line of research are clearly attractive. First, despite the cost of LiDAR, using it for survey purposes of the environment has been a feasible industrial approach for decades. The result point cloud is the most accurate we can get based on current technology, overshadowing mapping methods by cameras in terms of stability and accuracy [10] . Second, cameras capture the semantics of the world orders of magnitude more than LiDAR, and they are more accessible than LiDAR on the end products that contain the localization function at the edge. However, the challenges of such research are also hard to overcome. To begin with, LiDAR and camera belong to different regimes in terms of sensing capabilities. Major localization approaches only operate in one regime. For example, LiDAR SLAM compares point cloud structures, and vSLAM matches image features. How to bridge ideas that work in one modal within another modal remains an active field of research. Secondly, the design space for the camera on vSLAM is huge. Monocular, stereo and RGB-d cameras are often referred to as major branches for the hardware used in vSLAM [8] . Each of them brings unique leverages and constraints for algorithm designs. Which combination of a special camera setting and LiDAR map would be optimal is still an unanswered question. Thirdly, since LiDAR scans are often sparse and it is time-consuming, expensive, and technical challenging to obtain dense results, it is highly desirable to make the camera localization work within the sparse point cloud. Meanwhile, the density is an indicator of the quantity of information withheld in the point cloud. How well the camera can compensate the point cloud sparsity is another interesting challenge to face.
In this paper, we propose an end-to-end novel neural network structure as a solution in pursuit of camera pose estimation in LiDAR point cloud that copes with all challenges above. We design the approach with a monocular camera which is the most commoditized among other types of camera in terms of hardware maturity and calibration difficulty. Given a mono camera image and initial rough pose estimation, our approach first makes a set of depth projections using the point cloud and feeds the pair of image and projection to infer a camera pose. More importantly, borrowing from the reinforcement learning framework, we designed a state value constraint, which we call "resistor module", in the network, to quantify how good the pose estimation could be, and backpropagates that supervision to the network. We found that the resistor module not only makes the network converges faster but also give it better predict power and generalization capability.
To summarize, our contributions are as follows.
• We give a systematic solution for localizing camera within a sparse 3D LiDAR point cloud.
Our solution has the level of accuracy that is on par with the state-of-the-art LiDAR-based localization method. Our output pose is an absolute scale, which is not normalized. Since it is based on end-to-end neural network training and inference, the system is also easy to implement and extend. Our designated model is a good trade-off accuracy and speed.
• With our approach to the localization problem, we invented a novel resistor module based on the idea of reinforcement learning, SARSA [11] scheme to be specific. The new module significantly improved the network performance in multiple dimensions based on our evaluation results.
• To the best of our knowledge, we are the first to conduct throughout benchmark on multimodal localization problem in a large scale indoor setting. We build the agent for rendering the depth image for further data collection and augmentation.
• We will open-source our localization approach along with the data we have collected. In our future work, we are looking to extend such open framework to an open benchmarking tool for both indoor and outdoor localization research.
Related Work
Camera localization in 3D LiDAR Map. Localization with cameras in 3D LiDAR map has been an active field in the autonomous driving like a typical sensor fusion direction. The major types of cameras used for this purpose are monocular, RGB-d, and stereo cameras. With different kinds of cameras, there are two large categories of methods to get the relative pose of the camera in 3D prior map. The first category is utilizing current view feature point to match the prior map points, the methodology behind this is to minimize the matching points' distance [12, 13, 14, 15] . This kind of methods need a good initial guess of scale if the monocular camera is used, and it suffers scale drift. For RGB-d or stereo cameras, the sensor cost will be much higher and the calibration process will be tedious. Besides, the LiDAR map points may not be the feature points in the camera image, and the correspondences between the LiDAR map and the camera image will be quite sparse, especially with the LiDAR of low beam lines. To avoid those constraints, our method belongs to the second category which renders synthetic views from the 3D map and comparing them with RGB images. With different information in the maps, the rendering can be different, like depth image, intensity image or RGB image [16, 17, 18, 19, 20] . Different criteria [16, 19, 21] are proposed to measure the similarity of the camera image and the rendered image. We have found that this kind of method is suitable when the LiDAR map is dense and the pose transformation between the current camera view and the rendering image is not too large. However, with the changing light condition and scale drift, the method still suffers to pose jump and accumulative localization error. There are earlier attempts that learn the similarity measurements with data instead of handcrafting them [22, 23, 24, 25] . These methods combine many tasks, such as semantic segmentation, depth prediction, or pose estimation, into one network and manipulate its inference heads and losses to learn them all at once. Our method is more focus on a single task and we innovate on the communication of the state-value prediction and the pose regression, we also design the network for high inference speed.
Pose estimation. Camera pose estimation is also an essential task in visual odometry or full-fledged vSLAM. Traditionally, these methods focus on minimizing the geometry error [7] of the features or the photometric error [3] of the consecutive pixels. And the bundle adjustment [26] is usually used in the backend optimization procedure. Recently, the learning-based methods for pose estimation is becoming a hot topic, since they could overcome the motion blur or lighting problems to some extent [27, 28, 29, 30, 31] . Most of learning based methods extract the relationship between consecutive frames with the photometric loss optimization. They do not study multi-modal setting like ours, and we do not assume consecutive frames as input. Therefore, our method is more suitable for camera re-localization, which complements VO or vSLAM.
Deep reinforcement learning Deep RL was applied to localization at a coarse degree [32] . We have different problem settings and we did not discretize action space. Moreover, to avoid the complexity in training continuous RL agent, we focus more on the state-value only.
Dataset
Data collection As we are focusing on the large scale closed area low-speed autonomous driving, but there are no such public open datasets with the 3D point cloud, RGB images and relative poses. We setup our own device for data collection. We used VLP-16 Velodyne LiDAR, and one global shutter Intel RealSense camera is fused with it by Autoware [33] camera and LiDAR calibration toolkit. Figure 1 illustrates our data collection vehicle. We modified the LeGO-LOAM SLAM [34] to construct the 3D point cloud for our data collection requirement. In total, we have about 30GB LiDAR and camera data for 100K frames at several different parking garages in California, US. We define G ijk as the j th trajectory data in the i th garage with camera mounting position k (k = 0 for forward facing and k = 1 for side facing).
Method
Intuitively, we design the approach by comparing the camera image with a set of depth images that are projected from several pose guesses, and quantifies the proximity of each guess towards the real camera pose to decide the sample positions for the next iteration of pose guesses. Therefore, our approach operates on image feature space rather than inferring depth map from images and operate on point cloud space. The first reason is that we can make an infinite number of accurate depth projections for any feasible camera parameters given a point cloud. The second reason is that image similarity measurement is a more diverse research field than point cloud registration, which means we may tackle the problem at more angles. More details about the approach are in the following subsections.
Problem Formulation
Formally, a 6DoF camera pose is defined as p = [R, t] ∈ SE(3) where R ∈ SO(3) is the rotation and t ∈ R 3 is the translation. A LiDAR map is a set of points P (L) from space M = {m i |m i ∈ R 3 , i = 1, 2, 3, ...|M |}. A projection P of a LiDAR map from the viewpoint pose V p is defined as
Here G is the projection parameter for clipping planes, and K is the camera intrinsic parameters matrix.
A pair of RGB image I (taken at pose P i ) and a depth map D (projected at pose P d ) is defined as
, where the ⊗ operator computes a representation vector for the pair. The pose difference of I Pi and
A pose estimation problem can be therefore formulated as
where E is some function that quantifies the "similarity" between I Pi and D P d . For the ease of presentation, we will refer the pose used for depth projection as P d and the pose from which the image is taken as P i .
Exploration on Projective Image Registration
In previous research [18, 20] , I Pi and D P d are brought to the same grey-scale or edge imagery landscape for a direct comparison by some mutual information based similarity measurement E entropy . It has been demonstrated that if the ground truth ∆P i,d is small, their gradients trend to be close [20] . However, we found that the gradient was too noisy to be useful if the depth is sparse. Figure 2 shows such an example. The depth map is projected within a 3D point cloud generated by a Velodyne 16 line LiDAR one-time scan. Therefore, its gradient was far from smooth even after we applied a sequence of filters such as Gaussian or local contrast normalization.
We also tried to apply depth completion and triangulation to D P d , combined with different gradient filters such as Sobel or Canny. But from Figure 2 shows no promising similar features on generating meaningful structures that could possibly match the sketches in I Pi , as the depth image and the RGB image have different feature response from different sensors and lack of consistency in features.
We further confirmed it by applying several forms of E entropy [18, 20] and little matches were found between I and D taken at the same pose.
This experiment confirmed that, due to sparsity, the mutual information is not significant enough to be quantified between I Pi and D P d even if they are taken at the same pose. Therefore, the heuristic post-processing on the sparse depth map and the similarity measurement does not work well, which makes us leaning towards learning-based approaches.
EnforceNet Design
Goals and Specialties Since the camera pose estimation is often a real-time task that requires reliable results given various lighting conditions, our design goals for the network are fast, accurate, and generalizable. Our scenario is low-speed large scale indoor and our algorithm should not depend on the sequence of frames, only the current image frame is utilized. Ideally, it should run at high frequency on embedded hardware with restricted computation resources. The localization error should be at centimeter-level. It needs to require as less retraining/fine-tuning as possible when applying to different scenes. It should be stable when facing lighting condition changes.
To fulfill the goals, we fully leverage the prior 3D point cloud M and the fact that infinite depth projections {D j |j ∈ [1, ∞)} can be generated from it with poses samples {P d |d ∈ [1, ∞)}. This would help the model with not only exploration of training pairs of H i,d with large or small pose differences, but also exploitation of incrementally deriving plausible poses that are close to P i .
Resistor Module In order to infer P i for one RGB image, we can randomly sample a set of P d within M and measure E(H Pi,P d ) to derive where our next batch of {P d } should be until they converge. This process can be formulated as a M DP where the future pose estimates are independent of the past given the present estimates, of which the reinforcement learning frameworks may be suitable for solving. However, being a continuous-valued regression problem, it may be hard for the off-theshelf RL frameworks, such as DQN, to tackle. It usually takes careful discretization of the action space [32] , tremendously large dataset, and a large total number of episodes to successfully train a continuous RL model. Due to resource limitations, we take the inspiration from the RL frameworks and redirect it into a neural network design.
Implicitly, we have a virtual "agent" that explores the space for the best pose. We treat H Pi,P d as a "state" for that agent. We define a state-value function F (∆P i,d ) to be a monotone decreasing function. Therefore, a state has a high value if ∆P i,d is low, and low-value vice versa. In our context, F is a convolutional neural network. In a classic SARSA paradigm, the state value function is helpful in selecting good actions which lead to better rewards and better-valued states. Since in the scope of this paper we neither discretize actions nor explicitly design reward function, we emphasize on discovering how the state-value function introduces regularization to the network, which makes it performs better in convergence, accuracy, and generalization ability. In addition to a neural network that quantifies state-value, we need another network to regress ∆P i,d showing in Figure 4 . The input for this network is also the RGB-depth image pairs H Pi,P d , and its labels are their ground truth pose difference.
The regression network and the state-value network are connected by the resistor module, where the ∆P i,d predictions are used as state-value labels. The intuition is that if the ∆P i,d is large, the state value should be small, since the depth image should be from a projection that is far from the RGB image, while the ∆pose being small means the state value should be large. Therefore, the resistor module enforces the state-value network to learn about the ground truth ∆P i,d . Meanwhile, we decide to let both networks to share weights. The weight-sharing further enforces several benefits in terms of learning. First, it adds regulation on the ∆P i,d regression network, because the state-value gradient with the ground truth ∆P i,d also back-propagates through the regression network. Second, the state-value network learns the ground truth information easier, because the regression weights directly come from that. Third, the training complexity and the inference speed are both improved. Similar weight sharing scheme and the benefits are also discovered in AutoML research [35] . Figure 3 shows how the whole architecture looks like.
Network Architecture and Loss We chose the backbone network to be a 7-layer ConvNet as depicted in Figure 5 . The RGB and depth image pair H Pi,P d is the network input. The ⊗ operator is stacking in this particular case. Their pose difference ∆P i,d is the label. We applied some standard architectural tricks to the network, such as batch normalization and residual module. We used RMSProp as the back-propagation scheme. In contrast to more complex architectures in Figure 5 that infers not only camera pose but also semantic scene or depth, our model is lightweight and more accurate on the localization task.
To train the network, the simple Euclidean error of combining translation and rotation is utilized. The ground truth transformation ∆P i,d (translation t t and rotation R t ) at timestamp t between the depth image and the camera capture can be described as:
The prediction transformation ∆P can be combined with:
The pose loss can be defined as the weighted sum of error of the two components from rotation and translation below (α 1 is the rotation loss in the pose loss, α 2 is the translation loss in the pose loss):
Besides the traditional pose loss, the state value loss is added. The state value has the ability to evaluate current pose prediction. To train the state value function, we regard the negative pose loss as ground truth S t , and our state value prediction can be represented as F (∆P i,d ). So the state value pose L F (∆P t,i,d ) can be represented as following (α 3 is the weight of state value loss):
In conclusion, the total loss L oss in our network is: 
Experimental Results

Agent in Data Augmentation
To efficiently render depth image, we build an agent that encapsulates Open3D [36] GL framework. Our agent contains the implementation of depth projection and depth image augmentation [37] . To get more RGB and depth image pair, the pose of the camera is perturbed with random noise to render more depth images. Such perturbation results in image pairs with known ground truth ∆P . In our experiments, the highest distance for two poses is about 12 m. In the indoor scenario, such a gap is considered very large because the view could be completely changed. The permutation rotation of the pose is ±5
• and the translation permutation is ±0.5m. Every initial RGB and depth image pair can be augmented into 50 samples in our experiment. We use Lego-LOAM LiDAR SLAM [34] and sensor synchronization to get RGB keyframes. In total, we have more than 60000 image pairs of keyframes with ground truth pose difference for parking garages
Each dataset is divided into 60% training, 30% validation, and 10% testing.
Network Implementation Our network is implemented in Tensorflow 1.7.0, and the training process is on 4 GTX 1080 Titan GPU. The batch size of our model is setting to 16, and the training time for every batch is less than 1s. The optimizer we used here is RMSProp optimizer. In our experiments, we set the epoch number to 60. The learning rate is 10 −3 . In the training process, we will start train the pose net without the state value branch. When the model is more stable, the combining training is starting. As for the loss weight, we set α 1 , α 2 and α 3 to 100, 1, and 0.1 respectively. As for the inference time, every step is close 50 ms on Nvidia TX2 platform.
Pose/Localization Accuracy We use the data from different parking garages at different times to demonstrate that our localization accuracy and generalizability. Table 1 summarized some combinations of garage and time which we are using in the following experiments.
Performance within one garage The appearances of the same garage can be significantly different due to parking conditions and time of the day. To verify our model stays accurate when facing appearance changes, we experiment with the inference performance for several training settings with different RGB trajectories. Table 2 contains the details about our localization accuracy for one garage. We can see the translation error is less than 10cm in the test data set on average cases, and the rotation error is close to 0 degree. The mixed training can get more stable results comparing to the pure training mode of SPDT, so more mix data can make our model more robust.
Performance across garages We have just validated the model works well once being trained by the data from one single garage. What it requires for retraining on another garage is the key for Table 2 : Same Garage, Different Training Settings generalization of the model. Therefore, we analyzed some fine-tuning schemes in the following. Table 3 indicates the mix version of training data will make the model faster to converge and get better result than pure version training. The pure version of training will make the training has large dependence on the order of sequence, which lowers the generalization ability of the model. Therefore, we have seen similar results in the same garage scenario and the cross-garage scenario based on similar intuition. Such results have good indications that more data in more parking garages makes the model more robust and accurate.
Source Performance of resistor module So far, we have demonstrated the weight-sharing and the EnforceNet structure works well for our task. We further show the performance difference between EnforceNet and a plain regression network on accuracy and generalizability. Figure 6 compares the test pose loss with same training steps. From the figure, we can see the EnforceNet module can make our model converge faster and more stable, and improve the ability to a new scenario. 
Conclusion
We proposed EnforceNet, an end-to-end solution for camera pose localization within a large scale and sparse 3D LiDAR point cloud. The EnforceNet has a novel resistor module and a weightsharing scheme that is inspired by the state value function and value-iteration in RL framework. We conducted detailed experiments on real-world datasets of large scale indoor parking garages, and demonstrated the EnforceNet has reached the state-of-the-art localization accuracy with better generalization capability than previous research. We are preparing to open-source our system and the dataset for the ease of further development of similar research for the community.
