Land water and energy balances vary around the globe because of variations in amount and temporal distribution of water and energy supplies and because of variations in land characteristics. The former control (water and energy supplies) explains much more variance in water and energy balances than the latter (land characteristics). A largely untested hypothesis underlying most global models of land water and energy balance is the assumption that parameter values based on estimated geographic distributions of soil and vegetation characteristics improve the performance of the models relative to the use of globally constant land parameters. This hypothesis is tested here through an evaluation of the improvement in performance of one land model associated with the introduction of geographic information on land characteristics. The capability of the model to reproduce annual runoff ratios of large river basins, with and without information on the global distribution of albedo, rooting depth, and stomatal resistance, is assessed. To allow a fair comparison, the model is calibrated in both cases by adjusting globally constant scale factors for snow-free albedo, non-water-stressed bulk stomatal resistance, and critical root density (which is used to determine effective root-zone depth). The test is made in standalone mode, that is, using prescribed radiative and atmospheric forcing. Model performance is evaluated by comparing modeled runoff ratios with observed runoff ratios for a set of basins where precipitation biases have been shown to be minimal.
Introduction
Global models of land water and energy balances translate precipitation and radiative fluxes and near-surface atmospheric states to land water and energy storage and effluxes. This translation is achieved by use of functional relations that include parameters characterizing land processes. These relations and parameters differ from one model to the next; however, all land models need parameters to describe, in some way, shortwave reflectance, soil water retention characteristics and plant root density profile (which collectively control water storage capacity for evaporation), surface control of vapor release to the atmosphere, and aerodynamic roughness of the surface. Originally, land models used global constants for most land parameters (e.g., Manabe 1969) . Dickinson et al. (1981) and Sellers et al. (1986) initiated the practice of assigning values to parameters of global land water-and energy balance models on the basis of estimated global distributions of vegetation and soil characteristics, and this method has since become standard practice among climate modelers. Underlying this approach is an implicit assumption that the characteristics and the functional dependences are sufficiently well known to make this an improvement over the use of global constants.
VOLUME 3 J O U R N A L O F H Y D R O M E T E O R O L O G Y
Various investigators (e.g., de Rosnay and Polcher 1998; Zeng et al. 1998; Kleidon and Heimann 1998) have reported improvements in model performance associated with changes in methods for specification of land parameters. However, such studies, including that described in Part I (Milly and Shmakin 2002) of this series of papers, generally have not distinguished between improvements due to information on geographical variations of parameters and those due to better global mean information.
An indication of the immature state of land modeling has been provided in a revealing analysis by Koster et al. (1999) . They compared the annual runoff produced by nine models to observations for 106 river basins worldwide. They used the same set of observations to test the simple semiempirical equation of Budyko (1974) , which uses only annual precipitation and net radiation as inputs. Overall, no model performed substantially better than Budyko's equation, and most models performed much worse. The superior performance of Budyko's equation was found despite the fact that most or all of the models had the advantage of using information on the global distributions of surface characteristics. Furthermore, all of the models used information on the temporal variations of forcing at a 6-h timescale. In view of these findings, it is reasonable to question whether land models gain any advantage from use of globally distributed information. Koster et al. remarked Having introduced globally variable land parameters into a land model (Part I), we seek here to determine to what extent, if any, the use of globally varying parameters benefits model performance. Our chosen measure of model performance is the degree of agreement between observed and modeled annual runoff ratios of large river basins. The runoff ratio is a simple integral measure of the partitioning of precipitation into evaporation and runoff and, hence, of the partitioning of net radiation into latent and sensible heat fluxes. Furthermore, runoff and precipitation are arguably the best and second-best measured major water or energy fluxes at the basin scale. Our focus on the annual timescale helps to separate the problem of runoff generation, our main interest here, from that of runoff routing. On a monthly timescale, model performance would be affected by details of the formulation of storage lags, but on the annual timescale, such effects essentially will be removed for most basins.
We assume at the outset that the detection of a landcharacteristic signal in runoff response may be difficult. We do not expect, for example, that differences in runoff between a forest and a grassland under similar climatic conditions will be much greater than the noise introduced into our model by errors in precipitation. To minimize the distortion of the analysis by measurement errors, we use only river basins for which errors in precipitation are known to be small. The analysis is facilitated by use of the error-characterized basin dataset of Milly and Dunne (2002a, manuscript submitted to Water Resour. Res., hereafter MIDUa) .
Methodology

a. Model
The Land Dynamics (LaD) model has been described and tested in Part I. Water storage is tracked in snow, glacier ice, root-zone, and groundwater stores. Heat is stored as latent heat of fusion of snow and glacier ice, and as sensible heat in the ground, the latter represented by a one-dimensional conduction equation. Runoff is generated, as necessary, to keep root-zone water content from exceeding a given capacity. All runoff passes through a groundwater reservoir of specified residence time and then is summed over all grid cells in a river basin for calculation of river discharge. Evaporation is limited by a bulk stomatal resistance in series with the aerodynamic resistance and decreases below its maximum value as soil water decreases. Most land parameters are defined as globally varying fields, as described below.
The LaD model has nine parameters (of which the first two listed appear only as a product): effective depth of the root zone (Z R ), available water capacity (AWC), bulk heat capacity of the ground (C), thermal conductivity of the ground (), surface roughness length (z o ), non-water-stressed bulk stomatal resistance (r s ), groundwater residence time (), snowfree surface albedo (A n ), and snow-masking depth ( ). Each land param-W* S eter is prescribed as a temporally constant function of soil type (S) (ϭ1, 2, . . . , 9) and/or vegetation type (V) (ϭ1, 2, . . . , 10) indices, which, in turn, are determined from global datasets. In general, for any parameter ,
where indices i and j denote dependence on longitude and latitude, respectively, and F is a table of parameter values indexed by soil type or vegetation type. The geographic distribution of nine soil types (seven texture classes or combinations for mineral soils plus ice and organic soil) are specified following Zobler (1986) . The distribution of 10 vegetation types (5 forest types, grassland, desert, tundra, agriculture, and ice) is obtained from Matthews (1983) , whose 32 types were aggregated in Part I to form the LaD model types. Both fields are defined at 1Њ resolution.
How can we assess the predictive value of global distributions of model parameters? First, we need to introduce some objective measure of agreement between the model and some set of observations. We then could compare the model performance using its global distribution of parameters to that with globally constant parameter values. The result of such a comparison, however, would undoubtedly depend upon the values chosen for the globally constant parameters. An objective and meaningful choice for the global constants would be those values that optimize the value of the chosen performance measure. Such an optimization would, however, give unfair advantage to the globally constant parameter set. To make a meaningful comparison, therefore, we should optimize both the globally constant and the globally varying parameter distributions, using an equal number of degrees of freedom in both optimizations.
To describe the strategy more precisely, let us consider first the case of any single parameter . In order to quantify the predictive power of the model, we define a measure of performance ⌽ (e.g., the root-mean-square difference between modeled and observed runoff 
is optimized. The difference between the corresponding optima, ⌽( * ij ) and ⌽( * o ), is our measure of the
predictive value of globally distributed parameter estimates. For the case of multiple parameters, we still perform only two optimizations, one with all parameters globally constant, and the other with all globally variable. However, each optimization must be carried out in a multidimensional space of tuning factors, with one factor for each parameter. The general approach outlined above is applied here. Because the computational magnitude of the problem grows rapidly with the number of parameters optimized, it is critical that we minimize that number within reason. In preliminary sensitivity studies, we have found that model results for annual runoff (and all other water and energy fluxes) are, under many conditions, highly sensitive to values of Z R and r s within the ranges over which they are believed to vary geographically. In general, annual runoff from the model is relatively insensitive to differences in the values of C, , z o , , and . W* S Sensitivities to A n and AWC are intermediate in magnitude. For our main analysis, we shall consider only the three parameters Z R , r s , and A n . The other parameters will be allowed to follow their usual global distributions, described in Part I. Thus, we initially are investigating only the predictive power that (imperfect) knowledge of spatial distributions of Z R , r s , and A n brings to the model. (Analyses involving the other parameters will be described below.)
For the optimization, our treatment of r s and A n is as described in the outline of the approach above. In contrast, Z R is handled differently. The effective root-zone depth is given by (Part I)
where R o (V) and (V) are parameters in the relation (Jackson et al. 1996 )
that describes root biomass density as a function of depth z below the ground surface, and our parameter R c is the critical root-biomass density at the bottom of the effective root zone, which is assigned a globally constant value of 0.5 kg m Ϫ3 (Part I). For optimization of both globally constant and globally varying parameter cases, we apply a globally constant scale factor to R c . For the case of globally varying parameters we use R o (V) and (V), and for the globally constant case we instead use constants for both of these fields. As for the parameters r s and A n , the choice of values for these constants is immaterial, as the tuning factor is allowed to vary freely to find the optimum. We chose to optimize with respect to R c because we considered it more uncertain than either R o or , and because we wanted to minimize the dimensionality of the problem.
It will be informative to know not only the overall value of information on r s , A n , R o , and , but also the individual contributions of these parameters to predictive power. For this reason, we design three single-parameter comparisons. In each of these comparisons, all parameters except one (or two in the case of R o and ) are kept spatially varying according to their usual model distributions. In each case, the corresponding singlescale factor is tuned to optimize model performance. Finally, we also perform similar single-parameter optimizations for the other model parameters: z o , AWC, C, and /C. The complete series of analyses is summarized in Tables 1 and 2 .
c. Quantifying model performance
Our measure of model performance ⌽ is the rootmean-square deviation between modeled and observed runoff ratios during the year 1988,
[ ]
in which K is the number of basins with suitable observational data, and y m,k , ŷ k , and p k are modeled and observed runoff and observed precipitation, respectively, all for basin k. Following Part I, we use the ''hat'' notation as a reminder that observations are subject to Table 2 . Whenever V is indicated for A n , Z R , and/or r s , the global distribution includes application of the optimal scale factors from the all-var series. Here A n is snowfree surface albedo, Z R is effective depth of the root zone, r s is non-water-stressed bulk stomatal resistance, z o is surface roughness length, AWC is available water capacity, C is bulk heat capacity of the ground, and is thermal conductivity of the ground. 
error. We use the year 1988 in order to allow the use of the 1987-88 global forcing of the International Satellite Land Surface Climatology Project (ISLSCP) Initiative I CD-ROM; the model is run in stand-alone mode, forced by 6-hourly data. The first year allows spinup of the model, and the second year is used for model performance evaluation. The ISLSCP precipitation and radiation fields are adjusted for consistency with precipitation analyses of MIDUa and radiation estimates from the Surface Radiation Budget dataset, as described in Part I. The set of basins used in (4) is a subset of those used in Part I for an initial evaluation of the LaD model. Mainly on the basis of data availability for 1988, the set of 175 basins of MIDUa was reduced to a set of 82 in Part I. Basins were excluded from the latter set for the present analysis if one or more of the following conditions were met:
• The characteristic annual precipitation error would induce a large runoff-ratio error. A quantity ⌬* is defined in Part I as the error in apparent runoff ratio that would be caused by a characteristic error in basinmean, annual precipitation, if the model were perfect. Here we exclude basins for which ⌬* is greater than 0.1. The purpose of this constraint is to minimize distortion of our model evaluation by erroneous input data.
• The basin climate is characterized by strong annualmean aridity, interrupted by an intense wet season. In Part I it was shown that large model errors in a small number of basins appear to be associated with neglect of upward soil-water diffusion into the root zone during the dry season. To avoid distortion of our analysis by this recognized model error, we used only basins for which the index ⌿ defined in Part I is less than 40 kg m Ϫ2 y Ϫ1 . (A large value of ⌿ implies both a very arid annual-mean climate and the presence of a strong seasonal excess of precipitation over evaporative energy supply.)
• The estimated area under cultivation, according to Matthews (1983) , is more than 50% of the total basin area. This constraint was added because the model vegetation field is based entirely on estimated natural conditions, but vegetation type is a critical factor in the present analysis.
• The estimated area of deserts, according to Matthews (1983) , is more than 50% of the total basin area. This constraint was used because LaD parameter specifications for desert are quite arbitrary and are not linked to vegetation characteristics in the model.
When all of these constraints were applied, the number of basins decreased to K ϭ 22. These were, however, surprisingly well distributed across the major vegetation types that determine the assignment of parameter values (Table 3) .
d. Practical details
For each experiment series, numerous experiments were run and the search for the optimum was done iteratively. Automated optimization techniques were not used, because the process of checking their performance for the limited number of series run would have required essentially the same amount of computation. For the allvar and all-const cases, we began with uniformly spaced values of f A (scale factor for A n ) and logarithmically spaced values of f r and f Z (scale factors for r s and Z R , respectively). The initial coarse grid of ⌽ results indicated the approximate location of the optimum, and subsequent experiments were run to find the exact location and value of the optimum to a precision more than adequate to quantify differences among the various experiment series. To accelerate the search and to simplify the identification of the optimum, we constrained the optimum to be the minimum value of ⌽ located on the surface of zero mean error in runoff ratio across all basins. More detailed sensitivity analyses for specific cases suggested that this constrained value did not differ significantly from the global optimum. Approximately 60-70 experiments were run in both the all-var and allconst series. FIG. 1. Contour plot of the performance measure ⌽, for the allvar case, as a function of non-water-stressed bulk stomatal resistance and critical rooting density of a mixed broadleaf/needleleaf (BN) forest, for a snowfree albedo-scale factor of 1. Parameters for all vegetation types were varied simultaneously as described in the text; BN was chosen simply to allow familiar physical quantities, rather than the scale factors, as the plotted variables.
For the single-parameter optimizations, all factors were set initially at the optimum values determined in the all-var series. Subsequently, one factor (corresponding to the globally constant parameter field) was given 3-5 values, ⌽ was computed for each value, the location of zero mean error in runoff ratio was determined, and the corresponding value of ⌽ was noted.
Results
The dependence of ⌽ on stomatal resistance and rooting depth, for a fixed level of snowfree albedo, is illustrated in Fig. 1 . The ⌽ surface is well behaved, and there is no difficulty estimating the minimum level of ⌽. With a snowfree albedo scale factor of 1 (the case in Fig. 1 ), the minimum value of ⌽ is 0.065. For albedo factors of 0.5 and 1.5, the minimum is 0.066. Thus, the overall minimum is estimated to be 0.065.
The optimal adjustment factors for A n , r s , and R c in the all-var case were found to be about 1.0, 0.44, and 0.25, respectively. The last of these three values implies R c ϭ 0.125 kg m Ϫ3 . The fourfold decrease in R c from the initial estimate causes only a small change in typical values of rooting depth derived therefrom; resultant Z R values are mostly in the 1-1.5-m range, depending on vegetation type. The reduction of r s by a factor of 0.44 is similar to the result of crude tuning in Part I, in which other parameters were not allowed to vary. This represents a significant reduction in our a priori values of r s , which were obtained from Dorman and Sellers (1989) . We have speculated that at least part of the discrepancy may be associated with the lack of evaporation from an interception store and from wet ground in the model (Part I). The absence of these pathways for evaporation in the model would be compensated, in the tuned model, by an artificial reduction in the resistance to vapor flux through foliage.
For the all-const series, optimized globally constant parameter values for A n , Z R , and r s are 0.12, 0.74 m, and 67 s m Ϫ1 , respectively. These are values consistent with median values obtained in the all-var calibration. We noted that the general topology of the ⌽ function did not differ qualitatively between the all-var and allconst cases.
Of main interest for this study are the optimal values of ⌽ determined in each experimental series (Table 4) . As already noted, the optimal value of ⌽ for all-var is 0.065. This value implies that the 1988 basin runoff in the model typically differs from the observed runoff by 6.5% of estimated 1988 precipitation. When the major vegetation parameters are constrained to be globally constant, with tuning (all-const), ⌽ degrades seriously to a value of 0.095. This value implies that over half of the error variance in the latter case can be explained by the geographical variation of vegetation parameters in the former case.
The relative contributions of A n , Z R , and r s to the difference between all-var and all-const results can be inferred from results of the single-parameter calibrations (Table 4) . For the A n -const case, the optimal value of ⌽ is identical to that for all-var. Thus, when albedo was prescribed as a global constant, the model output was not degraded. For Z R -const, we obtained an optimal ⌽ value of 0.072. This value indicates some decrease in model performance from the all-var case, implying that spatial information on rooting depth may contribute to model performance. The most significant degradation in model performance for a single-parameter series was in the r s -const case. When stomatal resistance was made to be globally constant, the optimal ⌽ was 0.098, approximately equal to the all-const value. This result implies that the dominant difference between all-var and all-const is that associated with information on global distribution of r s .
The degradation of model results from all-var to allconst is illustrated by comparison of Figs. 2 and 3 . In the all-var case (Fig. 2) , only one of the 22 basins has a modeled runoff ratio that differs from the observation by more than Ϯ2⌬*. In all-const, calibrated model runoff ratio differs from the observations by more than Ϯ2⌬* in seven of the basins. The two largest underestimates of runoff occur for basins in which the vegetation is predominantly broadleaf deciduous forest. As seen in Fig. 4 , prescription of globally constant r s leads to an underestimate of r s in broadleaf deciduous forests, causing the model to allow excessive evaporation, and thus suppressing runoff. Conversely, the largest overestimate of runoff in the calibrated all-const experiment is for a basin covered by broadleaf evergreen forest, consistent again with Fig. 4 .
The apparent lack of sensitivity of ⌽ to information on the global distribution of albedo was investigated further. For the four forest types represented in this analysis (Table 3) , A n ranges only from 0.11 to 0.13 in allvar, so changing to a constant value of 0.12 in A n -const causes little difference in absorbed shortwave radiation of forests; hence, little change in runoff ratio results. However, the grassland A n changes from 0.20 in all-var to 0.12 in A n -const. This change implies a 10% increase in absorbed solar radiation under snowfree conditions. The corresponding change in net all-wave radiation typically was 15% for grassland (larger than 10% because of a relatively unchanged net loss of longwave radiation between the two experiments). This significant change in energy supply, however, produced almost no change in the modeled runoff ratio. The failure of increased energy supply to convert to decreased runoff is easily understood. The runoff ratio already was smaller than 0.03 in most grassland basins in the all-var experiment, so any further reductions induced by enhanced energy availability inevitably would be small compared to typ-
3. Scatterplot of modeled against observed runoff ratio in 1988, for all-const. Each symbol represents one of the 22 basins having suitable data. Error bars represent Ϯ2⌬*, where ⌬* is the error in apparent runoff ratio that would be caused by the characteristic error in basin-mean annual precipitation, if the model were perfect. Labeled points are those for which model output differs by more than Ϯ2⌬* from observations: BD, broadleaf deciduous forest; BE, broadleaf evergreen forest; BN, mixed broadleaf and needleleaf forest; G, grassland. ical differences between observed and modeled runoff ratios. Thus, the value of the optimal ⌽ could change only very little between all-var and A n -const. The results of the single-parameter calibrations for z o , AWC, C, and /C are given in Table 4 . None of the optimal ⌽ values for these cases differs much from the optimal all-var value of ⌽. We conclude that information on spatial variability of these parameters adds no predictive power to the model in its present form.
In the spirit of the investigation by Koster et al. (1999) , mentioned in the introduction, we compared the LaD model performance to that of Budyko's (1974) equation. We also considered a more general equation of the same basic type as that of Budyko (Turc 1954; Pike 1964; Choudhury 1999; Milly and Dunne 2002b , manuscript submitted to Water Resour. Res., hereafter MIDUb),
[ ] p r where y is annual runoff, p is annual precipitation, r is surface net radiation divided by the latent heat of vaporization of water, and is a fitting parameter. We used (5) in addition to Budyko's equation, because it allows for tuning of to our dataset, maximizing the performance of this approach. For both the Budyko and the generalized Turc-Pike equations, we used values of r that had been produced by the optimal all-var model experiment.
The performance of the Budyko equation, the generalized Turc-Pike equation, and the LaD model runs is summarized in Table 4 . Using the Budyko equation to predict runoff, we found a value of 0.110 for ⌽. With the generalized Turc-Pike equation, where we chose to minimize the sum of squares of deviations in runoff ratios, the optimal value of ⌽ was only marginally better, at 0.107; the optimal value of was 2.26, similar to values found in previous investigations (MIDUb). Both the Budyko and the Turc-Pike ⌽ values are larger than the all-const (0.095) optimum obtained with the LaD model. It is reasonable to infer that the superior performance of the LaD model, even for the case of globally constant parameters, may be attributable to knowledge of the subannual temporal variability of forcing. The inferiority of the optimized Turc-Pike equation, relative to the all-const case, is weakly evident also in Fig. 5 , which shows nine basins (compared to seven in the all-const case) for which observations differ by more than Ϯ2⌬* from predictions of the equation.
Summary and discussion
a. Summary
We have tested the hypothesis that information on spatial variations in land characteristics contributes to the capability of a land model to reproduce observed patterns of annual water and energy balances. To this end, we compared observations to model outputs from experiments with and without globally variable parameters. In order to make a fair comparison, the model was calibrated for both cases. The measure of performance of the model was the goodness of fit of the calibration. The performance measure was defined in terms of river discharge. Discharge can be accurately measured, and it is indicative of water and energy balances in general, because it is highly correlated with evaporation, latent heat flux, and sensible heat flux for given precipitation and radiative forcings.
Scatterplot of modeled against observed runoff ratio in 1988, for generalized Turc-Pike Eq. (5) with ϭ 2.26. Each symbol represents one of the 22 basins having suitable data. Error bars represent Ϯ2⌬*, where ⌬* is the error in apparent runoff ratio that would be caused by the characteristic error in basin-mean annual precipitation, if the model were perfect. Labeled points are those for which model output differs by more than Ϯ2⌬* from observations: BD, broadleaf deciduous forest; BE, broadleaf evergreen forest; BN, mixed broadleaf and needleleaf forest; G, grassland; NE, needleleaf evergreen forest.
We find that knowledge of spatial variations in land characteristics does improve model performance. For the LaD model introduced in Part I, with a carefully selected subset of the dataset of MIDUa, the analysis showed that the use of globally variable land characteristics approximately halved the error variance of the annual runoff ratio. The major contribution to this reduction is associated with the vegetation-based specification of global variations of non-water-stressed bulk stomatal resistance. Parameters that define the rooting depth also appeared to make a minor contribution; it is possible that the relatively weak influence of rooting depth in our results is more indicative of our poor knowledge of its distribution than of model insensitivity to rooting depth. For other parameters, globally variable parameter estimates yielded no detectable improvement in model performance over globally constant values.
Additionally, the performance of the model was compared to the performance of simple equations that relate runoff to annual precipitation and surface net radiation. The model performed better than the simpler equations, even when globally constant model parameters were used, but especially when globally variable parameters were used. This ordering of model performance is consistent with the types of information provided as input. The most accurate results are obtained using information on both spatial variations in parameters and temporal structure of forcing; accuracy decreases when the spatial information is withdrawn; and accuracy decreases further when temporal information is withdrawn.
b. Land model versus Budyko-type equation
The results described above are a departure from earlier findings for land models. Koster et al. (1999) voiced the logical expectation that land models should be able to perform better than a simple Budyko-type equation, but presented results implying that they could not. They implicitly posed a challenge in discussing the results of their analysis:
As [land models] become more complex and realistic, they will presumably reach a point at which their generated runoff rates are indeed more accurate than those produced by [Budyko's] It would be gratifying to claim that the LaD model is the first model to meet this challenge, but we believe some other models would probably perform equally well or better in a similarly designed experiment. We believe that our positive results in this regard are explained mainly by the level of attention given to assessment and control of errors in precipitation. As argued by MIDUa, this is a crucial issue in the evaluation and future development of land models. It appears that the results of Koster et al. (1999) may have contained a substantial distortion of results due to nonnegligible errors in precipitation forcing, despite their reasonable efforts to eliminate this factor. The present success is also partially a result of excluding from analysis several seasonally arid basins, for which the LaD model and similar models are believed to be conceptually flawed. Additionally, the strategy for tuning of the model may have contributed to the success of the experiment.
c. Intrinsic model errors, forcing errors, and parameter errors
The error in a variable computed by a model is determined by the intrinsic errors in the model formulation, the errors in the parameters, and the errors in the forcing. These undoubtedly interact in nonlinear ways, but for purpose of discussion they may be considered to be independent sources of error. When the error associated with any one of these factors (model, parameters, or forcing) is much greater than the error associated with the others, the most fruitful efforts to reduce total model error probably will be those that attack the largest error source.
We believe insufficient characterization and control of errors in model forcing, especially precipitation, is currently the ''bottleneck,'' or limiting factor, in the rigorous testing of land models and, hence, in their further development (Milly 1994) . When the forcing data used for model testing contain errors larger than those intrinsic to the model, any improvements in model formulation or parameter specification will be masked by the data errors. Similarly, in model intercomparisons, the differences between models of low and high accuracy can be hidden by the common error in shared forcing data. Forcing errors also can mask errors associated with errors in parameters, leading a globally constantparameter model to perform no worse than a model with accurate global distribution of parameters. On the basis of results presented here and in Part I, we believe more attention should be directed toward detailed characterization of errors in model forcing as an integral part of the land model evaluation process.
For the sake of completeness, we acknowledge that errors in measurements of the ''output'' variables used for model testing also must be taken into consideration. When models, parameters, and forcing are all more accurate than the measurements with which the models are being tested, then it is time to improve the measurements. In our application, we have focused on discharge observations. Probably, errors in these measurements generally are much smaller than errors in the models, forcing, and parameters. This fortunate state of affairs is brought about by the natural spatial integration of river basins. The situation presently is very different for observationally derived estimates, at the spatial scale of the model grid, of the various components of water storage: snowpack, soil water, groundwater, and surface water. Each of these factors can be measured accurately at a point, but intense spatial variability prohibits easy extrapolation to the spatial scales resolved by models.
d. Stand-alone analysis
In interpreting and applying the conclusions of this analysis, is it crucial that the experimental design be kept in mind. Most importantly, it should be recalled that the model was run in stand-alone mode, that is, with prescribed forcing by precipitation, downwelling radiation, and near-surface atmospheric state. In so isolating the land for analysis, we have cut potentially important feedback links, which could amplify or attenuate any surface changes through induced changes in the forcing. It is reasonable to suggest that a similar experiment, if it allowed for atmospheric feedback, might have results that differ quantitatively or even qualitatively from our results.
In particular, we note that the sensitivities to stomatal resistance with prescribed forcing may be much greater than those with atmospheric feedbacks. When evaporation is suppressed by high stomatal resistance, the atmospheric boundary layer is warmed and dried, thereby enhancing the tendency for evaporation. This enhancement implies that a stand-alone design is more sensitive than an atmosphere-coupled design to r s variations and, hence, is a good starting point for the type of analysis we have introduced in this paper. On the other hand, it also implies that the benefit of knowing the spatial pattern of r s in a climate model (and, correspondingly, the degradation of accuracy when r s variations are unknown) might not be so great as implied by the present analysis.
e. Focus on annual timescale
We reiterate here a comment made in Part I, noting that the conclusions of these papers are limited by their focus on the annual timescale. Physical processes of land water and energy exchange operate over a wide spectrum of timescales. While acknowledging the importance of many timescales, we find it helpful to approach the problem of data analysis and model development with an initial focus on the annual timescale. Nevertheless, it should be noted that the focus on annual timescale will tend to affect specific aspects of the results. In particular, it would not be surprising to find that the relative importance of individual parameters might change if the study were conducted using seasonally varying parameters as inputs and seasonal runoff as a performance measure.
