Abstract: Location-Based Services (LBS) have been widely deployed for the connected vehicle (CV) applications such as vehicle navigation,vehicle tracking and location-based augmented reality. The current LBS deployments have limitations in supporting time-critical CV use cases, including vehicle to vehicle (V2V), vehicle to infrastructure (V2I) and vehicle-to-people (V2P) safety applications. The paper presents the new LBS framework based on the publish-subscribe communication paradigm, to enable device-to-device (D2D) connections through use of selected application protocols in the application layer of the TCP/IP layered protocol model. Two publish-subscribe application protocols, Distributed Data Service (DDS) real-time publish and subscribe (DDS-RTPS) and Message Queue Telemetry Transport (MQTT), are introduced to support the LBS D2D applications. A number of test scenarios with Mosquitto MQTT and OpenDDS under 4G-mobile broadband (MBB) services are designed to assess the transmit/receive round-trip time (RTT) and packet-loss rate (PLR) with settings of a publisher to multiple subscribers, to simulate the connections to multiple vehicles. The transmission frequency is set for 10 Hz and the message sizes vary from 100 to 2000 Bytes. The PLRs are defined as the percentages of the delayed messages beyond a delay limit. Static test results with OpenDDS show that for the RTT delay beyond the limit of 100 ms, the total PLRs range between 5.25% and 8.76% for the message size of 50 to 2000 Bytes. Vehicle testing results with Mosquitto show that PLRs for the RTT delays between 200 ms and 1000 ms are 0.63%, 3.58% and 5.77%, for connections with 1, 4 and 10 vehicles, respectively. The results demonstrate the potential of the D2D LBS framework for medium-demanding CV safety applications such as V2P and V2I use cases, taking advantages of the 4G-MBB services and 5G extreme mobile broadband (eMBB) services and mobile devices generally available with all road users.
INTRODUCTION
Location-based services (LBS) is traditionally defined as an information service, accessible with mobile devices through mobile network and utilizing the ability to make use of the geographical position of the mobile device [1] . Today, users' ability to generate content is core to the services or applications. A more recent definition of an LBS is a service where [2] • The user can determine their location.
• The information provided is spatially related to the user's location.
• The user is offered dynamic or two-way interaction with the location information or content.
In this way the user can answer three key questions: Where am I? What can I do nearby? What is my assessment of about this place? Referring to this definition, there have been many well-defined LBS applications, including vehicle and personal navigation, location-based social media, mobile
• Road navigation: With this service, user's mobile device can search for a point of interest and travel on the best travel routes between the user's current location and end location. A Google mobile map is one of the most popular navigation applications which combine the road maps and hybrid positioning technologies to give a user high position availability and timely real-time turn to turn instruction services.
• Vehicles tracking: A LBS server for vehicle tracking accesses the locations of individual vehicles through Internet connections with onboard vehicle tracking devices. Vehicle related information and locations can be displayed on the maps and accessible via user interface apps. For instance, a Uber taxi user can view a number of Uber cars nearby. Vehicle tracking systems are more commonly used by fleet operators for fleet management functions such as fleet tracking, routing, dispatching, on-board information and security.
• Monitoring: A vehicle monitoring system is one of the LBS services that combine some technologies, such as Global Navigation Satellite System (GNSS), onboard vehicle sensors to follow something based on geographical position and time. While vehicle tracking is concerned with the historical and current data of the vehicles, location monitoring has more to do with knowledge such as exceptions, alerts, and warnings based on a set of rules, normally bound by space and time [4] .
• Emergency services: Emergency service is one of the most important LBS applications that can identify and locate an individual who is calling or signalling to the emergency services, such as ambulance and police because of an emergency situation. This location may be a physical address or coordinates of a moving vehicle. The caller's telephone number is used in numerous manners to track a location that can be used to dispatch police, fire, emergency medical and other response resources [5] .
• Augmented Reality: Augmented Reality (AR) is a combination of the virtual world with real environment by overlaying digital information including images, sound, or geographic location, on the top of the existing environment, such as streets and buildings. It provides real-time interaction and registered in 3D to users through screen of mobile devices onboard vehicles.
These LBS applications are typically implemented with mobile devices carried by people or installed onboard vehicles through Internet connections. One common characteristic is that the most communications follow the client-server architecture. It employs point-to-point data link and two-way interactions. For instance, the application-layer protocol, HyperText Transfer Protocol (HTTP), used primarily on the World Wide Web, uses a client-server mode. The web browser is the client and communicates with the web server that hosts the website. To establish the connection between the client and the server, the client begins to send a request to the server, and then the client waits for the server response. The server sends the response back by re-establishing the connection with the client side. In general, the current LBS, typically described as Device-to-Server (D2S) or Server-to-Device (S2D) LBS, is a centralised system. In fact, the update rates of mobile location data are usually set low, such as 5 to 30 seconds in vehicle tracking or fleet management. Moreover, most of the computation is completed on the LBS server side, such as real-time vehicle tracking, alternative route suggestions and emergency information. The LBS server takes normally seconds to minutes for computation and analysis. In the context of connected vehicles, the location-based D2S and S2D communications are referred to Vehicle to Network (infrastructure), or V2N/V2I connections. However, connected vehicles (CV) more generally refer to the presence of devices in an automobile that connect devices within the car/vehicles together or with devices, networks and services outside the car including other cars, people, home, office or infrastructure. In the V2I communication, real-time data, such as road traffic and weather information can be sent and received to/from the road side unit infrastructures through the core networks, while the V2V communication allows the vehicles communicate each other [6] . More specifically connected vehicles include the concepts of Vehicle-to-Everything (known as V2X) interactions, such as Vehicle-to-Vehicle (V2V), Vehicle-to-People (V2P) and Vehicle-to-Network (infrastructure) data or message exchanges. In the V2X scenarios, it requires device-to-device connections supporting one-to-many and many-to-many communications. The mobile devices/platforms often provide data streams and images to the servers or other devices instead of information or context-aware messages. The computation or decision making should be completed at the mobile device edge in real-time instead of at a server with a delay. V2X communications requires high timeliness, low round-trip time (RTT) latency, and high user scalability. In support of wireless connectivity among vehicle-based devices, and between fixed roadside devices and vehicle-based devices, the currently deploy-able technologies define the hardware and services operating from the application layer down to the physical layer. These include the 5.9 GHz Dedicated Short-Range Communications (DSRC)/IEEE Standard for Wireless Access in Vehicular Environments (WAVE), and 4G-Long-Term Evolution (LTE). The developing technologies include LTE-Direct and LTE-Vehicle and 5th generation cellular technology (5G) Ultra-reliable Machine-Type communications (uMTC) services, which are also hardware dependent. On the other hand, the development of the Internet of Things (IoT) applications drives the merge of DSRC, wireless local area networks (WLAN), and cellular networks, leading to the Internet of Vehicles (IoV). IoV refers to the real time interactions between vehicles, and vehicles with other road entities [7] . IoV is a large-scale complex system with heterogeneous network components and diverse applications, which are enabled by special design of MAC layer protocols and routing protocols and application layer software tools [8] , [9] . The Internet-based LBS applications are implemented only at the application-layer, thus having the potential advantages for implementation of V2X applications without depending on physical-layer changes. In addition to vehicle-based navigation and tracking applications, there have been numerous well-adopted consumer grade LBS applications in people's daily life, thanks to the explosions of mobile devices and social networks and the global leading LBS providers such as Alibaba, Apple, Foursquare, Google, Uber and HERE. The high popularity of the LBS can leverage the rapid deployments of more critical V2X LBS applications for road safety, efficiency and mobility benefits. The problem is that to support the time critical V2X applications, the limitation of the current LBS client-sever architecture must be addressed and the new communication architecture should be adopted. To what degree the new LBS architecture can meet the timeliness and reliability requirements of V2X applications is the next key question to answer.
In the recent work [10] , a new LBS definition was proposed for time critical applications and LBSs were extended from the consumer and business categories to the professional category. In this work, the contributions are twofold: (1) the establishment of the D2D LBS framework and (2) extensive experimental assessments to demonstrate the feasibility and potential of the D2D framework in supporting light-weight V2X applications. The rest of the paper is arranged as follows. First, we review the current LBS communications based on the Request/Response framework. Next we present a D2D LBS framework based on the publish-subscribe architecture. The publish-subscribe paradigm offers advantages such as lower latency and higher scalability, which can support D2D LBS applications. After this, we examine two application protocols that can support the publish-subscribe paradigm, including Distributed Data Service (DDS) real-time publish and subscribe (DDS-RTPS) and Message Queue Telemetry Transport (MQTT). We design DDS and MQTT test scenarios to examine the transmit/receive round-trip-time (RTT) latency and packet-loss rates (PLR) with different latency bounds. Experimental results are presented to show the RTT and PLR performance of D2D data exchanges through 4G-mobile broadband (MBB) services at the frequency of 1 to 10 Hz and different message sizes, demonstrating the benefits of the new LBS framework for V2X LBS applications.
RELATED WORKs ON LBS ARCHITECTURE AND COMPONENTS
A LBS architecture mainly refers to the communication paradigm that connects all the components effectively to offer certain location-based services and applications [10] . This section will describe the fundamental of a LBS architecture including the basic components of the LBS and the request-response communication paradigm. The limitations of the current LBS framework will be identified, providing the rationale for a new LBS framework
LBS components
A Location Based Service (LBS) system generally consists of several components. The work [2] describes a LBS with four key components that are common to all applications: mobile device, content provider, communication networks and positioning systems. A LBS model of six components, mobile devices, content provider, application provider, communication network, positioning technology and user, were outlined in [3] . The 'mobile devices' are referred to electronic devices, such as smartphones and laptops that are used to communicate with the LBS service, which is capable of connecting to a mobile cellular network and transferring voice and/or data. It is essential that these mobile devices include positioning capability. It is desirable that the device can host an operating system, such as iOS or Android for various mobile apps. The 'content provider' creates host media (contents) in terms of geographic location and related data from different sources that are provided to mobile devices, either reactively or pro-actively. The 'application and service providers' provide various services based on the user requests. The 'communication network' in [3] refers to the communication channels that users (mobile devices) can send requests and receives the information, which includes voice and data to/from LBS services (service providers) across mobile networks. Positioning technology is a hybrid positioning technology embedded in each mobile device that is used to determine and/or track client mobile devices. The dominant positioning technology used for LBS are GNSS, Cell-ID and Cell tower triangulation. The user refers to a client or a person who is using mobile devices to send the requests to LBS services (service providers) and receive the responses from the service providers through communication networks. While the user and mobile device are in the mobile device end, the 'Service and Application Provider' and the 'Data and Content Provider' might be the same actor in the LBS architecture. The LBS provides a versatile structure that enables various applications to be implemented by changing the contents and apps of mobile devices. Figure 1 shows the six major components of the LBS required to deliver fully functional services. 
The LBS Request-Response communication paradigm
The LBS architecture fundamentally consists of three-layers: Client, Server and Wireless Communication networks [11] . Each layer contains a member of sub-functions as follows:
• Client: request, pull, display, and interface.
• Server: response, push, collecting, computing, management, contents, and services.
• Wireless Communication: transmission, connection, services, real-time, protocols, and interaction.
Referring to Figure 1 , the user initially sends a service request with a current location acquired from the positioning component to service providers through the mobile application across a communication network. When the service provider receives a user request, it will be sent to a content provider to provide the requested information to a user. The above LBS client-server connection utilizes the Request-Response model. The Request-Response paradigm enables bidirectional communication between the server and a client. As shown in Figure 2 for bidirectional communication between endpoints, the initiator of the communication endpoint A sends a request message, and the target endpoint B receives the request and processes it and then sends a response message to the original initiator A. Many LBS deployments follow the same client-server architecture, or implement an interactive communication, that is, both endpoints have information to send to the other side, the receipt of information are fully acknowledged. However, not all LBS deployments need to have the same characteristics. For instance in some scenarios, one-way communication from a mobile device to a server or a server to a device is needed. 
Limitations of client-server architecture and current LBS services
The client-server architecture is a centralized model, in which clients requests are sent to the server to receive the information. Such client-server architecture performs well when data is stored in a central server, such as a file and a database server, or contents are accessible from third parties through the server. With the client-server model, a single server can accommodate various services to many client requests and the client can send requests to multiple servers through a network. The client-server architecture consists of three major components including hardware, software, and communication middle-ware, which can communicate with each other. Each component of the client-server comprises: (1) hardware is related to the client and the server that client usually requests the services to the server, which is the computer that provides the services and the responses to every client requests; (2) software is used to response the requirement of users (clients); (3) communication middle-ware is used to transmit information among the client and the server across a network [12] .
However, the client-server architecture has some disadvantages. The server side will take more overheads to serve thousands of simultaneous client requests, due to the Request-Response communication. Figure 3 shows the centralised LBS structure. Every HTTP request from the client will have to create a new TCP connection, and the client has to wait until the responses to the previous HTTP requests have been completed [13] . These overheads lead to the reduced performance of the system, such as high latency. In addition, the client-server architecture has a scalability problem in a large scale network. Normally, more servers are introduced to meet the demand of a large number of clients. Because of these problems, the client-server architecture is not considered suitable for supporting Device-to-Device (D2D) LBS applications in terms of scalability and timeliness. 
DEVICE-TO-DEVICE LBS ARCHITECTURE BASED ON THE PUBLISH-SUBSCRIBE PARADIGM
To overcome the limitations of the client-server LBS architecture and difficulties in the current LBS deployments, we propose the Device-to-Device (D2D) LBS concept based on internet connections. Specifically, this is to introduce the publish-subscribe communication paradigm in the application layer to support the proposed D2D LBSs with the mobile broadband services (MBB) under the current 4G-LTE networks and the future 5G extreme Mobile Broadband (eMBB) services. In the following, the new D2D LBS architecture is outlined, followed by several use cases and requirements for communications.
Device-to-Device LBS use cases
The term "Device-to-Device (D2D)" refers to direct communication between two mobile devices. D2D was initially proposed as a new paradigm in cellular networks. LTE-Direct is an innovative D2D technology that enables mobile devices and applications to passively discover and interact with the world around them in a privacy sensitive and power efficient manner [14] . LTE-Direct creates new proximity service opportunities for the entire mobile industry in social networking, venue services, loyalty services, local advertising, and much more. Along the same line, LTE-Vehicle enables Vehicle-to-Everything (V2X) communication and is considered to be one of the optimal choices for effective connected vehicles. On the other hand, the 5G uMTC services provide ultra-reliable and low latency communication for high demanding applications. V2X is one of most important applications of uMTC services in the future. LTE-Direct, LTE-Vehicle and 5G uMTC services will certainly enhance the LBS applications and empower many new LBS use cases. However, in the D2D LBS concept, devices are IP-based, generally including smartphones, computers, mobile devices on-board vehicles, roadside devices, network servers and Internet of Things (IoT) end-devices. For LBS applications, all devices have location sensors. For the connected vehicle applications, D2D connections can mean vehicle-to-vehicle, vehicle-to-infrastructure , vehicle-to-network and vehicle-to-people. More specifically, the D2D LBS can support, but not to limit to the following use cases:
• V2V and V2I safety message and location data exchanges for cooperative awareness. The data are required to be transmitted at the rate between 1 and 10 Hz. The payload of each message ranges from 60 to 1500 Bytes [15] , affected by the road and traffic conditions. The message types may include GNSS measurements in the standards of Radio Technical Commission for Maritime Services (RTCM) and the SAE J2735 Message Set Dictionary, and the emerging SAE J2945.1 Communication Minimum Performance Requirements standard [16] . While the Basic Safety Message (BSM) (Part-1) in the SAE J2735 is less than 60 Bytes, the optional BSM including RTCM corrections can range from 300 to 1200 Bytes for 1 to 4 GNSS constellations.
• V2N and V2I traffic data exchanges for traffic efficiency. This transmission does not have strict delay latency and reliability requirements, as prompt action at the vehicle side is not neccessarily required. Each vehicle updates the Traffic Management server (uplink) every few seconds with location, status and road information for the more efficient route selection. The payload of this type of message is up to 1500 Bytes [15] . The response from the Traffic Management servers (downlink) includes digital map title updates, which may be in the size of a few MBytes, but the transmission is event-driven and is not time critical.
• V2P and P2V data exchanges for vulnerable road users (VRUs). This use case is similar to the cooperative awareness category in terms of latency and reliability requirements. The difference is in that the destination device is a user equipment (e.g., smartphone), where the needed information is less, e.g., payload sizes from 60 to 120 Bytes [15] .
• Location-based vehicle and personal tracking. This offers a tracking platform within a group of people and vehicles in the same company without a centralised LBS server. In other words, a mobile app can be designed to track family members. The data exchange rate of 1 Hz is sufficiently frequent and the message size should be about 60 to 120 Bytes.
• Device to Server GNSS raw data collections and Server to Device distribution in RTCM formats. This is similar to the V2V RTCM data exchanges, but the data are collected or transmitted at the frequency of 1 Hz or lower. If the payload of each message includes all raw measurements from multiple constellations, the message size can be 1200 to 1500 Bytes.
Overall, in the above D2D LBS use cases, the messages of 60 to 1500 Bytes are required to be transmitted at the frequency of up to 10 Hz. While the LTE-Direct and 5G and uMTC technologies may support all use cases of D2D LBSs in years of the future, many D2D LBS use cases may also be deployed right now through the application protocols based on the publish-subscribe communication paradigm. Therefore, in the following subsections, we introduce the publish-subscribe communication paradigm, and propose the D2D LBS framework, which can be implemented with the current Internet connections.
Publish-Subscribe paradigm and D2D connections
The publish-subscribe paradigm enables unidirectional communication from a publisher to one or more subscribers. In software architecture, publish-subscribe is a messaging pattern where senders of messages, are called publishers, and receivers are called subscribers. Publishers do not program the messages to be sent directly to specific subscribers, but categorize published messages into classes, in which subscribers express interest in one or more classes and receive messages that are of their interest. Publishers and subscribers communicate for the interested messages without knowledge of subscribers or publishers. The Publish-subscribe model enables event-driven architectures and asynchronous event notifications, while improving performance, reliability and scalability. Figure 4 illustrates the publish-subscribe model with three publishers and three subscribers for the commonly interested messages of mobile phone, vehicles and road information. Vehicle users declare their interests in both roadside data and vehicles data to the publisher-subscriber server. When the server has new data available in that topic, the server platform pushes the data or messages to interested vehicle subscribers. This process will repeat for all publishers and subscribers.
The publish-subscribe model is well suited for many D2D LBS deployments as a device can be both a publisher and subscriber, and can communicate with each other through the publisher-subscriber server. D2D LBS can benefit from the loose coupling between communication endpoints, low latency and better scalability. The parallelism and multicast capabilities of the underlying transport network can be improved by a publish-subscribe model. This model can also support point-to-multipoint and multipoint-to-multipoint. In other words, one device can choose to receive data from multiple devices or data sources. Although a server is needed for exchange of data, it can be set close to data sources and many can be used in the distributed manner.
In the publish-subscribe model, subscribers typically receive only a subset of the total messages published. The process of selecting messages for reception and processing is called filtering. Three publish-subscribe schemes, including topic-based, content-based and type-based, have been researched to identify the events of interest [17] . How these schemes may be implemented for various location-based V2X applications is an important issue, deserving dedicated research attentions. However, research on geographic routing (GR) or position-based routing protocols for vehicular ad-hoc networks (VANET) [18] can serve as a good reference for the design of the above filter alongside the application layer protocols. With various publish-subscribe schemes, flexibility of contents and dynamic contents are offered in order to exchange data between large numbers of entities without establishing any contracts or knowing each other [19] . However how to implement a filtering scheme to effectively support a particular D2D LBS use case is a new research problem that requires specific attention in due course.
Device-to-Device LBS architecture with the publish-subscribe communication paradigm
Based on the publish-subscribe paradigm, the LBS reference architecture must be updated. Figure 5 is a diagram of a D2D LBS architecture that allows clients to exchange data each other, depending on the interests to particular classes of data. Each client is both a publisher and subscriber. As a result, for instance, Clients 1, 4 and 5 are connected through the server and can exchange data. Clients 2 and 3 can exchange data. It must be noted that a client may still be connected to a centralised LBS server in the client-server model. The D2D LBS architecture adds supplementary use cases rather than replaces the existing deployments. With the new LBS architecture, the scope of LBS is extended to support D2D services as well as the communication connections or simultaneous mobile users in the services can be extended. 
APPLICATION PROTOCOLS SUPPORTING PUBLISH-SUBSCRIBE PARADIGM
In the application layer of the TCP/IP layered protocol model, Application protocols are responsible for handling the communications between application entities, such as devices, gateways, and Applications [20] . They typically support the flow of data (eg., readings and measurements) from devices to a application platform and the flow of command or control information in the reverse direction. They support different communication patterns and enable varying paradigms of interaction between applications and devices. There have been many application protocols developed over years. In this section, we introduce two IP-based protocols, which could be potentially very suitable for D2D LBS applications.
Data Distribution Service for Real-Time Systems
The Data Distribution Service for real-time systems (DDS) is an Object Management Group (OMG) Machine-to-Machine (sometimes called middle-ware) standard that aims to enable scalable, real-time, dependable, high-performance and interoperable data exchanges using a publish-subscribe pattern [21] . DDS can integrate massive information networks while maintaining performance of the real-time services, including low latency and high throughput as well as to minimize network resources consumption in a dynamic and independent environment, including wireless and satellite connections [22] . DDS enables reliable communication with more than 20 Quality of Services (QoS) policies, such as reliability, durability and priority, which regards to various objectives of communication. The DDS architecture has divided into two layers, which include the Data-Centric Publish-Subscribe (DCPS) and the Data Local Reconstruction Layer (DLRL). The DCPS enables the delivery efficiency of data from the publishers to subscribers [23] . The DLRL is an optional platform for providing an object-oriented view of DCPS. DDS is based on the idea of a Global Data Space (GDS) where the publishers and subscribers can exchange information. DDS is completely distributed communication. The GDS is used to identify circulating information in the system [21] . As shown in Figure 6 , the POI, road and traffic information providers and vehicle and mobile users can interact by identifying themselves on a network. Then, the data from publishers will be delivered to the subscribers, who are subscribing the same topic via the DDS Global Data Space (data bus). With a decentralized architecture of DDS technology, publishers and subscribers can communicate directly without broker (broker-less) through the Real-Time Publish-Subscribe (RTPS) protocol, which is the standard network protocol defined by the OMG, for supporting multi-cast communication and connectionless best-effort transport layer, such as UDP/IP [24] . DDS is mostly used for the high-performance systems (low latency, real-time, and well scalability), mission-critical systems via distributed data and event-driven processing. Various DDS middleware have been developed by vendors such as RTI DDS and open-source software development such as OpenSplice DDS and OpenDDS. In our evaluation for D2D LBS applications in the next section, we choose the widely-used open source OpenDDS. 
Message Queue Telemetry Transport (MQTT) protocol
The Message Queue Telemetry Transport (MQTT) protocol has been developed by IBM and standardized in 2013 by OASIS [25] . MQTT is a message-centric wire protocol designed for Machine-to-Machine (M2M) communications that provides lightweight, simple implementation, open standard, reliability, and efficiency with regards to processor, memory, and network resources. The publish-subscribe communication model is used to transfer the telemetry-data in the messages format from publisher (device), along restricted environments and unreliable networks, to brokers across TCP/IP. Recently, the two main versions of MQTT are mentioned as follows: (i) MQTT version 3.1 has been developed to transmit data over Transmission Control Protocol/Internet Protocol (TCP/IP) and it is defined as the basic transport and network service and (ii) MQTT-SN which has been developed for transmitting data through User Datagram Protocol (UDP) over low-bandwidth wireless communication networks [26] , [27] . MQTT has defined three QoS levels for data delivery. In the QoS level 0, a message is sent only once, which means that the message can be lost, and there is no guarantee that the message will arrive to the destination. In the QoS level 1, a message is sent at least once, and it will be retransmitted until a broker receives acknowledgement from subscriber by using PUBACK. As a result, a subscriber could receive message multiple times due to the message retransmission. In the QoS level 2, a message is sent exactly once by using a four-way handshake which guarantees that the message will not be lost. However, the end-to-end delays will be increased as more packets are exchanged. For D2D LBS use cases, QoS 1 is the default mode of data transfer. The several MQTT broker products have been used in a worldwide not only industries but also academic research. The benchmark evaluation of MQTT scalability has been revealed that the performance in term of latency, CPU and message rate of JoramMQ and Mosquitto is desirable and satisfiable [28] . In the next section, the D2D LBS applications will be evaluated using an open source Mosquitto MQTT broker [29] . Figure 7 illustrates the basic model of MQTT. Traffic, road and POI data publishers publish messages with specifying the topic names to a central broker (server). When the broker receives the published messages from the publishers, it then transmits (publishes) these messages to the mobile and vehicle subscribers based on their subscription topics. MQTT has been widely adopted in various IoT applications, such as home automation, medical applications and remote monitoring as it can offer the implementation on limited memory or power devices and in constrained networks, such as low bandwidth, high latency, and fragile connection.
Comparison between the application protocols
MQTT is a lightweight messaging protocol that has been designed for highly resource-constrained devices. It is a message-centric approach that focuses on data transmission without regard to the contents. DDS, on the other hand, is a data-centric approach that focuses on data structure which has to be understood by the middleware before exchanging information. It requires more computing power for running the DDS middleware and is suitable for complex applications by providing a rich set of QoS policies and hard real-time. Both DDS and MQTT deliver real-time communication as well as maintaining QoS. For D2D LBS applications, adoption of DDS or MQTT protocols depend on the performance requirements, network and computing resources available for the use cases. In the following section, we examine the latency performance of the OpenDDS and the feasibility of MQTT based on Mosquitto protocols for the V2V use cases, which requires light-weight data exchanges.
D2D DATA EXCHANGE PERFORMANCE WITH MQTT and DDS PROTOCOLS
To verify the concept of the D2D LBS based the publish-subscribe model, we perform two experiments with the MQTT and DDS protocols in device-to-server and device-to-device data exchange. The objectives of both experiments are to find the data exchange Round-trip time (RTT) and the packet-loss rate (PLR) between multiple publishers-subscribers at different message sizes. The experiments and results are presented in the following two subsections.
Experiment 1: Static tests with OpenDDS protocols and RTT and PLR results
The experiment used two 4G mobile phones for Internet connections and two PCs to run OpenDDS protocols, in order to simulate vehicle communications. One PC was running a 4 core AMD processor at 4 GHz with 16 GB of RAM while the other PC was equipped with an 8th generation Intel CPU with 6 cores running at 4.8 GHz with 16 GB of RAM. There is no broker between two PCs. OpenDDS operates in the RELIABLE QoS mode. Each PC sets 4pubs to 4subs to simulate the connections of the host vehicle and 4 target vehicles. The message size settings include 50, 100, 300, 500, 1000, 2000 Bytes, to reflect different V2X message size requirements as discussed in Section 3.1. Each test sets the transmission frequency of 10 Hz and runs for 120 seconds. For the 4pubs to 4subs, there are a total of 4800 messages to transmit and receive. Table 1 lists the performance parameters such as the average and maximum RTT, the delayed message rates beyond the bounds of 100 ms, packet-loss rate for the lost messages and the total packet-loss rates beyond the 100 ms bound. Fig 8 plots the RTT records for transmission at the frequency of 10 Hz and the message size of 1000 Bytes over all the messages received. It is observed that when the message size increases from 50 to 2000 Bytes, the percentages of the delayed messages over 100 ms increase from 0.85% to 5.29%. The total PLRs over the limit of 100 ms remain in the range of 5.25% to 8.76%. This result shows the good potential for using OpenDDS to support moderate demanding V2X communications at the frequency of 10 Hz and up to 2000 Bytes per message. 
Experiment 2: Static and dynamic tests with Mosquitto and RTT and PLR results
The static experiments used the same two laptops. The first one was placed in an office room and connected to the Ethernet. The second one was connected to the Internet with a 4GX Wi-Fi modem. Both laptops ran the middleware, Mosquitto in the default QoS 1 mode. The first laptop operated as a MQTT broker. The second laptop was used as a mobile device. The settings for publishers and subscribers included 1pub/1sub, 4pubs/4subs and 10pubs/10subs to simulate the connections between 1, 4 and 10 target vehicles. The message size settings included 100, 600, 1000, 2000 Bytes, to reflect different V2X requirements. The transmission frequency was set 1 and 10 Hz and each test ran for 10 minutes. RTT is the time delay measured between the time of transmission messages from a publisher and the time of receiving the same message at a subscriber. A timestamp was added to each message published and received from the mobile device so that the RTT data can be measured. Table 2 summarizes the average and maximum RTTs in milliseconds, the number of the delayed messages beyond 100 ms, and total PLR beyond 100 ms. The results show that the average RTT of lower than 100 milliseconds is achieved by the default mode QoS 1 at the frequency of 10 Hz for the message size of 100 to 2000 Bytes and in three publisher/subscriber settings. This finding is similar to the OpenDDS testing results. For the setting of 4pubs/4subs, the results show that at the data transfer frequency of 10 Hz, the PLR is 4.75%. It is clearly observed that overall the MQTT offers slightly lower RTT and PLRs for the same pub/sub setting as for OpenDDS.
In the dynamic testing scenario, the broker is set with a cloud virtual machine. Two sets of laptops and 4G modems for mobile broadband (mBB) are carried on a bus that travels at the speeds of 60 Km/h to 80 Km/h on a Busway for about 35 minutes. The busway includes several poor 4G reception areas, mainly due to high building structures and tunnels. Figure 9 illustrates three parts of the bus route, and the travel/stop time is about 11-12 minutes each. Two laptops/4G modems operate simultaneously and send and receive the messages of 100 and 1000 Bytes, respectively, but all at the frequency of 10 Hz. Figures 10 to 12 show the RTT in millisecond for the 1pub/1sub, 1pub/4subs, 1pub/10subs settings. For each setting, Table 3 outlines the average RTT, the delayed messages and PLR results between 100 ms and 1000 ms and between 200 ms and 1000 ms. Any RTT delays over the threshold of 1000 ms are grouped into RTT outages and are removed from the RTT averaging. The results show that average RTTs are lower than 100 ms with the message sizes of 100 and 1000 Bytes after removing the RTT outages. The outages are considered being caused by 4G signal reception coverage or degradation problems due to cell handover and physical structures such as tunnels etc. Generally, RTT and PLR performance depend on user mobility, message size and number of connected vehicles under normal 4G signal reception conditions. Specifically for the message size of 100 Bytes, the PLRs over delays of 200 to 1000 ms are 0.38% and 3.58%, for the settings of 1pub/1sub and 1pub/10subs, respectively. On the other hand, for the message size of 1000 Bytes, the PLRs over delays of 200 to 1000 ms are 0.63% and 5.77% for the settings of 1pub/1sub and 1pubs/10subs, respectively. Bus dynamic tests show the realistic performance of MQTT for V2X data exchanges at the latency of 100 ms and 200 ms.
The average RTT delays in the above testing are less than 100 ms, which is much lower than the average RTT delays of 300-400 ms obtained by [30] in their running vehicle 4G-MBB tests with respect to the vehicle running velocity of 60 to 120 Km/h. Similarly, we do not conclude that 4G-MBB can meet the lowest RTT requirement of 100 ms for safety applications. However, our MQTT test results do show that 4G-MBB meets the lower RTT requirements of 200 ms at the PLRs of less than 6%, when a host vehicle connects to 10 vehicles. Comparing to DSRC for V2X communications, LTE based MQTT is less-favourable in terms of the latency performance, but its PLR performance does not depend on the distance between vehicles on roads. This performance allows a considerable number of medium-demanding V2X safety applications, especially V2I and V2P use cases to be supported by 4G-LTE by adopting the MQTT protocols in the application layer. 
Conclusion
Location-Based Services (LBS) deployments adopt the client-server architecture in the connected vehicle applications such as road personal navigation, tracking or fleet management and augmented reality. But the client-server architecture is a centralised structure, and it is tightly coupling with space, * PLR (100 -1000 ms) = 100 ms <RTT<= 1000 ms, PLR (>1000 ms) = RTT >1000 ms, PLR (200 -1000 ms) = 200 ms <RTT<= 1000 ms structure and time constraints and has limitations in support of Device to Device (D2D) applications in terms of low latency, high reliability and large scalability performance. These are important requirements for high-demanding connected vehicle applications, such as Vehicle-to-Everything (V2X) applications. Currently, dedicated short-range communication (DSRC) and 4G-LTE are two widely used candidate schemes for connected vehicle applications. However, the recent 4G-LTE experimental results have shown that the average RTTs are 300-400 ms for the vehicle speeds from 60 Km/h to 120 Km/h. Thus, 4G-LTE cannot meet the lowest RTT requirement of 100 ms for safety applications. DSRC latency can be well within the lowest requirement of 100 ms, but their PLRs are significantly degraded when the inter-vehicle distances are over 200 m. In this contribution, a D2D LBS framework based on the publish-subscribe architecture has been proposed. Publishers and subscribers communicate data of interest or messages without knowledge of subscribers or publishers.
The publish-subscribe model enables event-driven architectures and asynchronous event notifications, while improving performance, reliability and scalability. The publish-subscribe model can support many D2D LBS deployments as a device can be both a publisher and subscriber, and can communicate with each other through a publisher-subscriber server. D2D LBS can benefit from the loose coupling between communication endpoints, lower latency and higher scalability. The paper also introduced two well-established publish-subscribe application protocols: Distributed Data services (DDS) and Message Queue Telemetry Transport (MQTT) for implementation of the proposed D2D LBSs.
To demonstrate the concept and benefits of the D2D LBS based on the publish-subscribe model for connected vehicle applications, DDS and MQTT tests were designed to assess the round-trip time (RTT) and packet-loss rates (PLR) in the sense of 100 ms and 200 ms latency under a single 4G connection. Static and dynamic experimental results generally show that the average RTT of less than 100 ms can be achieved with tested DDS and MQTT protocols for D2D data exchanges at the frequency of 10 Hz and messages sizes of 100 to 2000 Bytes. The packet-loss rates however depend on user mobility, the message sizes and number of connected vehicles, but typically for the message sizes of 100 and 1000 Bytes and connecting 10 vehicles, the PLRs within 200 ms and 1000 ms are 1% and 6%, respectively. PLRs could be partially caused by RTT outages over the 4G poor receptions areas, but not due to use of the application protocols. Generally, it is feasible to use DDS and MQTT protocols to implement high density, medium-demanding D2D LBS use cases, such as Vehicle to People (V2P) and Vehicle-to-Infrastructure (V2I) safety applications. As the DDS and MQTT middle-ware codes can be implemented in the application layer, the finding is promising: many V2X applications could be implemented as a mobile apps with the current 4G mobile broadband (MBB) services and future 5G eMBB services.
