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Abstract
I-balls/oscillons are long-lived and spatially localized solutions of real scalar fields. They are
produced in various contexts of the early universe in, such as, the inflaton evolution and the axion
evolution. However, their decay process has long been unclear. In this paper, we derive an analytic
formula of the decay rate of the I-balls/oscillons within the classical field theory. In our approach,
we calculate the Poynting vector of the perturbation around the I-ball/oscillon profile by solving
a relativistic field equation, with which the decay rate of the I-ball/oscillon is obtained. We also
perform a classical lattice simulation and confirm the validity of our analytical formula of the decay
rate numerically.
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I. INTRODUCTION
Scalar fields are essential ingredients in particle physics and cosmology. They are ubiq-
uitous in many low energy effective field theories, as they provide concise descriptions of
spontaneous symmetry breaking. The scalar fields corresponding to the Nambu-Goldstone
bosons also appear in many well-motivated high energy theories. In the de facto standard
model of the cosmic inflation, inflation is driven by the scalar potential of a scalar field, the
inflaton [1–4]. The scalar fields are also indispensable if supersymmetry is realized in nature.
In this paper, we study the time-evolution of the I-ball/oscillon which appears in real
scalar field theories. The I-ball/oscillon has long been recognized as a spatially localized
solitonic state which appears in a real scalar field theory [5–7]. The I-ball/oscillon associates
with the conserved charge, the adiabatic charge I [8, 9], as the topological solitons (i.e.,
domain walls, monopoles, cosmic strings) [10–13] as well as the non-topological solitons
(i.e., Q-balls) [14–19] associate with their corresponding conserved (topological) charges.
The I-ball/oscillon can also be regarded as a Q-ball in the non-relativistic field theory where
the adiabatic charge I is reduced to the charge of an approximate U(1) symmetry related
to the particle number conservation [20]. These two pictures are consistent with each other
since the adiabatic invariant I is well conserved when the quadratic potential dominates the
scalar potential, and hence when the non-relativistic limit is valid.
The I-ball/oscillon is produced in various contexts of the early universe. For example,
the oscillations of the inflaton after inflation can lead to a strong inhomogeneity through
the self-resonance, which results in the formation of the I-ball/oscillon [21–29]. The infla-
tonic I-ball/oscillon formation produces the gravitational wave, and its spectrum is stud-
ied in Ref. [30, 31]. The axion can also form the I-ball/oscillon which is sometime called
“axiton”[32–35]. The axion [36–40] is the Nambu-Goldstone boson associated with sponta-
neous symmetry breaking of the Peccei-Quinn symmetry [41, 42], which is the most attractive
solution to the strong CP problem [43]. Due to the axiton formation, the axion can be spa-
tially localized in the universe, which could have a significant impact on the axion search
experiments.
The conservation of the adiabatic charge I or the U(1) charge in the non-relativistic limit
is not exact. Accordingly, the I-ball/oscillon is not completely stable and decays eventually.
Although physics of the I-ball/oscillon have been studied in many papers [9, 44–51], the
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decay process of the I-ball/oscillon has not been fully understood. It is only recently that
an analytic formula of the I-ball/oscillon decay has been derived based on the Q-ball picture
where the decay rate is calculated in the Feynman diagrammatic approach [52, 53].
The main purpose of this paper is to revisit the decay process of the I-ball/oscillon. In
our approach, we solve the relativistic classical field equation of the perturbation around
the I-ball/oscillon solution. By calculating the Poynting vector of the perturbation, we
estimate how the localized energy of the I-ball/oscillon leaks out, which gives the decay rate
of the I-ball/oscillon. Because our analysis only uses the classical field equation, it is more
straightforward than the analysis in [52, 53]. Our analysis also clarifies the physical picture
of the I-ball/oscillon decay. The decay process is just a leakage of the localized energy of the
I-ball/oscillon via a classical emission of the relativistic modes of the scalar field. We also
validate our analytical formula of the decay rate by performing a classical lattice simulation.
Organiztion of this paper is as follows. In Sec. II, we briefly review the I-ball/oscillon
solution in both the Q-ball picture and the adiabatic invariant picture. In Sec. III, we calcu-
late the I-ball/oscillon decay rate by solving a relativistic field equation of the perturbation
around the I-ball/oscillon configuration. In Sec. IV, we perform a classical lattice simulation
to validate our perturbative analysis. Finally in Sec. V, we summarize our results.
II. I-BALL/OSCILLON SOLUTION
In this section, we briefly review the I-ball/oscillon solution in a real scalar field theory.
In II A we explain the Q-ball description of the I-ball/oscillon following Ref. [20, 52] and
see that the I-ball/oscillon associates with the particle number conservation. In II B, we
re-derive the I-ball/oscillon solution by using the conservation of the adiabatic charge [8, 9].
The I-ball/oscillon profiles derived by these two approaches coincide with each other when
the quadratic potential dominates its scalar potential.
A. I-ball/oscillon as Q-ball
Let us consider a classical field theory of a real scalar field φ with a Lagrangian density
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L = 1
2
∂µφ(x)∂µφ(x)− 1
2
m2φ2 − V (φ) , (1)
where we assume a scalar potential with coupling constants gn as
V (φ) =
∑
n≥3
gn
n!
φn . (2)
The equation of motion of the field is represented by
(
+m2
)
φ(x) = −V ′, (3)
where V ′ = ∂V/∂φ and the corresponding energy density is
E = 1
2
φ˙(x)2 +
1
2
(∇φ(x))2 + 1
2
m2φ2 + V (φ) . (4)
Let us take the non-relativistic limit by expanding φ(x) by a complex scalar field Ψ;
φNR(t,x) = Ψ(t,x)e
−imt + Ψ(t,x)†eimt , (5)
where we assume |∂0Ψ|  |mΨ|, |∂20Ψ|  |m2Ψ|, and |∇2Ψ|  |m2Ψ|. By substituting
φNR to the Lagrangian and the energy density and taking time average of them with a time
scale much longer than m−1 but much shorter than that of the time variation of Ψ(t,x), the
terms proportional to einmt(n 6= 0) drop out. The resultant effective Lagrangian and the
time-averaged energy density are represented by1
LNR = ∂µΨ∂µΨ† − imΨ(∂0Ψ†) + im(∂0Ψ)Ψ† − Veff , (7)
E = |Ψ˙− imΨ|2 + |∇Ψ|2 +m2|Ψ|2 + Veff , (8)
Veff =
∑
n≥2
g2n
(2n)!
2nCn(ΨΨ
†)n =
∑
n≥2
g2n
(n!)2
(ΨΨ†)n . (9)
In this approximation terms with the odd number of Ψ vanish and the time averaged
1 Here, the time-averaged energy density E does not coincide with the effective Hamiltonian density derived
from the effective Lagrangian in Eq. (7),
HNR = |Ψ˙|2 + |∇Ψ|2 + Veff , (6)
with Π = Ψ˙− imΨ being the canonical momentum of Ψ†.4
Lagrangian shows a U(1) symmetry which corresponds to the conservation of the particle
number. The conserved charge is represented by,2
Q = −i
∫
d3x
(
Ψ(Ψ˙− imΨ)† −
(
Ψ˙− imΨ
)
Ψ†
)
. (10)
It should be stressed that no particle creation is allowed via the interaction terms in the
non-relativistic limit, which is the reason why we have an approximate U(1) symmetry.
Now, let us find a Q-ball solution for a given Q0 by the Lagrangian multiplier method
because the field configuration of the Q-ball is obtained by minimizing the time-averaged
energy for a given charge.
IQ0 =
∫
d3x E + ω(Q0 −Q) (11)
=
∫
d3x
[
|Ψ˙− i(m− ω)Ψ|2 +∇Ψ∇Ψ† + (m2 − ω2)|Ψ|2 + Veff
]
+ ωQ0 . (12)
Then, a Q-ball solution
ΨQ = e
iµtψ(r) , (ψ ∈ R) , (13)
µ = m− ω , (µ m ∈ R) , (14)
should satisfy [
∂2
∂r2
+
2
r
∂
∂r
]
ψ(r) = (2µm− µ2)ψ(r) + 1
2
V ′eff(ψ) , (15)
lim
r→0
∂ψ(r)
∂r
= lim
r→∞
ψ(r) = 0 . (16)
where
Veff(ψ) =
∑
n≥2
g2n
(n!)2
ψ2n . (17)
and V ′eff(ψ) denotes the derivative with respect to ψ.
3
The necessary condition for the existence of solutions of Eq. (15) is
0 < 2µm− µ2 < −min [Veff/ψ2] , (18)
2 The corresponding symmetry is Ψ→ Ψ′ = eiαΨ.
3 It should be noted that ∂Veff(ΨΨ
†)/∂Ψ = ∂Veff(ΨΨ†)/∂Ψ† = ∂Veff(ψ)/∂ψ/2.
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The parameter ω = m− µ is chosen so that the solution satisfies
Q0 = 8piω
∫
dr r2ψ(r)2 . (19)
The total energy of the solution is given by
E = 4pi
∫
dr r2
[
(ω2 +m2)ψ2(r) + (∂rψ(r))
2 + Veff(ψ(r))
]
. (20)
With these definitions, we can show
dE
dQ0
= ω , (21)
by taking derivative of ω and using the equation of motion Eq. (15).
Finally, let us comment on the relation between the time-averaged energy density Eq. (8)
and the Hamiltonian density Eq. (6). For the I-ball/oscillon solution, these densities are
related via
E = HNR + m
2 − 2µm
2(m− µ) q0 , (22)
where q0 is the charge density of the I-ball/oscillon i.e. q0 = 2(m − µ)ψ2(r). Thus, the
I-ball/oscillon solution which minimizes E for a given value Q0 also minimizes HNR.
B. I-ball/oscillon from Adiabatic Invariance
The I-ball/oscillon solutions are obtained in Ref. [8] as localized scalar field configurations
which minimize their time-averaged energy for a given adiabatic charge I. The adiabatic in-
variant approximately conserves when the scalar field dynamics is dominated by a quadratic
potential.4
The adiabatic invariance is defined as
I =
1
ω
∫
d3xφ˙2 , (23)
where ω is the angular frequency of the oscillating field and the overbar denotes the average
4 It is shown in Ref. [9] that, only for the particular potential, I is exactly conserved and the oscillon is
expected to be stable classically.
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over one period of the oscillation. The I-ball/oscillon solution is obtained by minimizing
Eλ =
∫
d3x
(
1
2
φ˙2 +
1
2
(∇φ)2 + 1
2
m2φ2 + V
)
+ λ (I0 − I) (24)
where λ is the Lagrange multiplier and V denotes the scalar potential in Eq. (2). Since
the I-ball/oscillon solution exists when the mass term dominates the scalar potential, the
solution can be written as φ(t,x) = 2ψ(x) cos(ωt) in good approximation, where ω is nearly
equal to but less than m. Thus we define µ as µ = m− ω  m.
Using φ = 2ψ cos(ωt), Eλ is rewritten as
Eλ =
∫
d3x
[
(∇ψ)2 + (m2 + ω2 − 2λω)ψ2 + Veff(ψ)
]
+ λI0 , (25)
where the-averaged scalar potential V coincides with Veff(ψ) in Eq. (9). Assuming the con-
figuration is spherical, i.e. ψ(x) = ψ(r), the I-ball/oscillon solution is obtained from[
∂2
∂r2
+
2
r
∂
∂r
]
ψ(r) = (m2 + ω2 − 2ωλ)ψ(r) + 1
2
dVeff
dψ
(ψ) , (26)
with the boundary condition,
lim
r→0
∂ψ(r)
∂r
= lim
r→∞
ψ(r) = 0 . (27)
The Lagrange multiplier λ is determined by using equation of motion for φ which is given
by
φ¨−∇2φ+m2φ+ dV
dφ
(φ) = 0 . (28)
Substituting φ = 2ψ cos(ωt),
−ω2ψ cos(ωt)−∇2ψ cos(ωt) +m2ψ cos(ωt) + 1
2
dV
dφ
(2ψ cos(ωt)) = 0 . (29)
Multiplying this equation by cos(ωt) and averaging over a period, we obtain
∇2ψ = (m2 − ω2)ψ + 1
2
dVeff
dψ
(ψ) . (30)
Comparing Eq. (26) and Eq. (30), we find
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λ = ω = m− µ . (31)
It means that ω is chosen to minimize the adiabatic invariant I0.
As a result, we see that the I-ball/oscillon solution associates with the adiabatic charge
I0 is the same with the one derived in the previous section. The correspondence between the
two approach is more evident by noting that the U(1) charge Q is nothing but the adiabatic
charge
Q0 = I0 = 8piω
∫
dr r2ψ(r)2 , (32)
for the I-ball/oscillon solution. It should be again emphasized that the conservation of the
adiabatic charge and the approximate U(1) charge are valid when the scalar potential is
dominated by the quadratic term, which makes the oscillation frequency of the real scalar
field very close to m, i.e. µ m.
III. ANALYTICAL CALCULATION OF I-BALL/OSCILLON DECAY
In this section, we derive a formula of the scalar radiation from I-ball/oscillon in the
classical field theory. For a given I-ball/oscillon solution, we solve the equation of motion of
the perturbation and calculate the energy loss rate of the I-ball/oscillon.
A. Scalar Radiation from I-ball/oscillon
Let us take the I-ball/oscillon (Q-ball) solution at t = t0 and consider the perturbation ξ
around it,
φ(x) = 2ψ(r) cos(ωt) + ξ(x) , (33)
with ω = m− µ. The I-ball/oscillon solution constructed in the previous section satisfies
(+m2)2ψ(r) cosωt = −V ′eff(ψ) cosωt . (34)
When the perturbation is small, i.e., |ξ|  |ψ|, the right-hand side of the equation of
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motion in Eq. (3) can be approximated by
V ′(φ) ' V ′(2ψ(r) cosωt) =
∑
n≥3
2n−1gn
(n− 1)!ψ
n−1 cosn−1 ωt . (35)
In this approximation, the back reaction of the radiation is neglected. The equation of
motion of ξ is written as
(+m2)ξ = −
∑
n≥1
ρn(r) cos
n ωt , (36)
ρ1(r) = −
∑
`≥2
2`g2`
(`!)2
ψ(r)2`−1 , (37)
ρn(r) =
2ngn+1
(n)!
ψ(r)n , (n ≥ 2) . (38)
Here, ρ1 denotes the contribution from the right-hand side of Eq. (34), while ρn’s come from
the right-hand size of Eq. (35). Using cosn ωt =
∑n
k=0
1
2n n
Ck cos((n−2k)ωt), we may further
reduce the source term to
(+m2)ξ = −
∑
n≥1
n∑
k=0
1
2n
nCkρn(r) cos((n− 2k)ωt) . (39)
As we will see shortly, ρ1(r) in Eq. (37) does not contribute to the scalar radiation.
To solve the equation of motion of ξ, let us assume that the I-ball/oscillon is placed at
t0 → −∞, so that ξ is radiated constantly. In this setup, the equation of motion can be
easily solved by using the Fourier transformed fields,
ξˆ(p0,p) =
∫
d4x ξ(t,x)eip
0t−ip·x , (40)
ρˆ(p0,p) =
∫
d4x ρ(t,x)eip
0t−ip·x , (41)
Gˆ(p0,p) =
∫
d4xGret(t,x)e
ip0t−ip·x (42)
= lim
ε→+0
1
(p0 + iε)2 − p2 −m2 , (43)
where Gret is the Green function satsifying (+m2)Gret = δ(x) with the retarded boundary
condition, i.e. ε > 0. Here, ρ(t,x) denotes the right-hand side (×(−1)) of Eq. (39). It should
be noticed that the source at t′ only affects ξ(t) for t > t′. The domain of p0 is (−∞,∞) as it
just parameterizes the frequency. By using the Fourier transformation of ρ(t,x) in Eq. (39),
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ρˆ(p0,x) is written as
ρˆ(p0,p) =
∑
n≥1
n∑
k=0
pi
2n
nCk (δ(p0 − (n− 2k)ω) + δ(p0 + (n− 2k)ω)) ρ˜n(p) , (44)
ρ˜n(p) =
∫
d3x ρn(r)e
ip·x = 4pi
∫
drρn(r)
r sin pr
p
, (45)
ρ˜n(−p) = ρ˜n(p) . (46)
Thus, ρˆ(p0,p) does not depend on the direction of p but only on p = |p|. Solving the
equation of motion of ξ (see the appendix A for a detailed derivation), we obtain
ξ(t,x) =
∑
n≥2
n∑
{k|ωnk>m}
−1
(2pi)
gn+1
k!(n− k)! ψ˜n(ωnk)
1
r
cos(ωnkt− ωnkr) , (47)
ψ˜n(p) = 4pi
∫
dr ψn(r)
r sin pr
p
, (48)
ωnk = |(n− 2k)ω| = |(n− 2k)(m− µ)| > m , (49)
ωnk = (ω
2
nk −m2)1/2 , (50)
for r → ∞. Here, the summation over k is taken only for ωnk > m, and hence, n = 1 does
not contribute since m − µ < m. Therefore, ρ1, and hence, Veff do not contribute to the
scalar radiation.
Now, let us estimate how the localized energy around the I-ball/oscillon leaks out to
r →∞. The energy loss rate of the I-ball/oscillon is represented by
dE
dt
= 4pir2T 0r , (51)
where T0r denotes the Poynting vector given by,
T0r = ∂0ξ∂rξ . (52)
By averaging over time, we obtain
4pir2T r0 =
−1
2pi
∑
n≥2
∑
{k |ωnk>m}
gn+1
k!(n− k)! ψ˜n(ωnk)ωnk

×
∑
l≥2
∑
{j |ωlj>m}
gn+1
j!(l − j)! ψ˜l(ωnk)ωnk
 δn−2k,l−2j , (53)
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FIG. 1. The I-ball/oscillon (Q-ball) solutions for a given ω. In each panel, blue and yellow lines
show ψ/m and d(ψ/m)/d(mr), respectively. The values of ω are ω = 0.85, 0.90, 0.95 from left to
right.
for r →∞. By using this time-averaged Poynting vector, the decay rate of the I-ball/oscillon
for a given energy E and a charge Q0 = I0 is represented by
Γ =
1
E
|4pir2T r0| , (54)
which is finite at r →∞. By using Γ, the lifetime of an I-ball/oscillon with an initial charge
Qi = Ii is given by,
τI =
∫ Qcr
Qi
ωdQ0
E(Q0)Γ
, (55)
where Qcr is the critical value of the charge below which no stable I-ball/oscillon exists (see
the next subsection).
B. Example
Here we estimate the decay rate for a specific potential. In the following, we consider
V (φ) =
g4
4!
φ4 +
g6
6!
φ6 , (56)
with g4 = −3! and g6 = 0.4 × 5!m−2 to conform with the analysis in [52]. The scalar
potential with these parameters satisfies the I-ball/oscillon (Q-ball) condition in Eq. (18).
In Fig.1, we show the I-ball/oscillon configuration for a given ω. It is seen that ψ(r) is well
described by the Gaussian profile for ω & 0.9. The profile deviates from the Gaussian shape
for a smaller ω (e.g. ω = 0.85).
In Fig. 2, we show ω (blue), ψ0 = ψ(r = 0) (yellow), RQ (green) as functions of Q0 = I0,
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Right) The enlarged plot of ω.
����� ����� ����� ����� ����� �����-���
-���
�
���
���
��
ψ˜ �(ω-
��
)
����� ����� ����� ����� ����� �����
-�����
�
�����
��
ψ˜ �(ω-
��
)/��
����� ����� ����� ����� ����� �����-���
-���
�
���
���
��
ψ˜ �(ω-
��
)/��
FIG. 3. Plots of ψ˜n(ωnk) for given Q0. We see that ψ˜5(ω50) is subdominant compared with ψ˜3(ω30)
and ψ˜5(ω51).
which reproduce Fig. 1 in [52].5 Here, ψ0 and RQ are defined to fit the profile by a Gaussian
profile,
ψ ∼ ψ0 exp
[
− r
2
R2Q
]
. (57)
In the figure, we show only the parameters for stable solutions, i.e. dω/dQ0 < 0 [52].
6 There
is no stable solution for the charges smaller than the critical value, Qcr ' 101.9.
We also plot ψ˜n(ωnk) for given Q0 = I0 in Fig. 3. The figure shows that ψ˜5(ω50) is
subdominant compared with ψ˜3(ω30) and ψ˜5(ω51). This can be understood as the emission
of the mode of ω30 = ω51 = 3ω corresponds to the first excited state, while that of ω50 to
the second excited state.7
Fig. 4 shows the absolute value of dE/dt (left) and the decay rate Γ (right) for given Q0.
As the Γ is dominated by the contributions form ψ˜30 and ψ˜51, the position of the zeros of
5 The normalizations of ψ0 and Q0 in this paper are different from those in Fig. 1 of [52] by a factor of two,
respectively [54].
6 This condition corresponds to the condition for E(Q1 +Q2) < E(Q1) + E(Q2) (see Eq. (21)).
7 The emission of the mode of ω is kinematically forbidden since ω < m. The mode of 2ω is absent for the
scalar potential with g2n+1 = 0.
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FIG. 4. The time-derivative of the I-ball/oscillon energy (left) and the decay rate Γ (right) for
given Q0.
the decay rate are determined by the zero points of g4ψ˜3(ω30)/3! + g6ψ˜5(ω51)/5!, though
the decay rate is not exactly vanishing at the zero points due to the contributions of other
modes such as ψ˜50.
8 The I-ball/oscilon loses its energy gradually by emitting relativistic
radiation with a give rate in the figure. As there is no stable I-ball/oscillon solution below
Qcr ' 101.9, the I-ball/oscillon it rapidly decays once the charge reaches Q0 = I0 = Qcr (see
Sec. IV B).9
IV. VALIDATION OF THE ANALYTIC DECAY RATE
A. Setup of Numerical Simulation
To confirm the validity of the analytical calculation in the previous section, we perform
a classical lattice simulation of the time-evolution of a real scalar field φ. We calculate
a relation between the I-ball/oscillon charge Q0 = I0 and the time derivative of the I-
ball/oscillon energy E˙.
In the simulation, units of energy and time are taken to be m and m−1, that is,
φ→ mφ , t→ t
m
, x→ x
m
, . . . etc . (58)
We also assume that the configuration of φ is spherically symmetric in three spatial dimen-
8 Here, we use ω30 = ω51 and ω30 = ω51 in Eq. (53).
9 Although the decay rate is more less consistent with that of [52] as a whole, the zeros of the decay rate
given are not well reproduced. We validate our result by the classical lattice simulation in Sec. IV B.
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ωini varying
g4 −3!
g6 0.4× 5!
Box size L 64
Grid size N 1024
Initial time 0
Final time 1.0× 105
Time step 1.0× 10−2
TABLE I. Simulation parameters. ωini is changed through simulations to set the appropriate
initial value of the I-ball/oscillon charge Q0.
sions, so the equation of motion of φ is represented by
d2φ
dt2
=
d2φ
dr2
+
2
r
dφ
dr
− ∂V
∂φ
. (59)
The potential is the same as that adopted in III B,
V (φ) =
g4
4!
φ4 +
g6
6!
φ6 , (60)
where g4 = −3! and g6 = 0.4 × 5!. To avoid the divergence of the second term of the
right-hand side of Eq. (59), we impose the following condition at the origin:
1
r
dφ
dr
∣∣∣∣
r=0
= 0 . (61)
At the boundary r →∞, we impose the absorbing boundary condition (see the appendix of
the reference [55] for details). Under this condition, radiation of the real scalar field emitted
from the I-ball/oscillon is absorbed at the boundary, so that we can calculate the dynamics
of I-ball/oscillon correctly.
For the initial condition, we use the theoretical I-ball/oscillon profile for a given ωini and
φ˙(t = 0, r) = 0 . (62)
We choose ωini properly to aquire the desired value of the I-ball/oscillon charge Q0. The
other simulation parameters are shown in Table I.
We develop our own classical lattice simulation code, in which the time evolution is
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calculated by the fourth-order symplectic integration scheme and the spatial derivatives are
by the fourth-order central difference scheme. To check the correctness of the code, we
have confirmed that the results do not significantly change when we set different simulation
parameters (box size L, grid size N , time step ∆t).
B. Result
In numerical simulations, we cannot calculate Q0 nor I0 directly since Q0 is defined by Ψ
while I0 is defined by an average over one period of the oscillation as in Eq. (23). Instead,
we approximate Q0 = I0 by Q defined by
Q =
1
Tave
∫ t
t−Tave
dt
∫ L
0
d3xφ˙2, (63)
=
1
Tave
∫ t
t−Tave
dt
∫ L
0
dr4pir2φ˙2. (64)
where Tave = 100 is the duration of the time average. This value is much larger than 2pi/ω '
10, but much smaller than the typical time scale of the I-ball/oscillon decay 1/Γ ' 104. Thus
Tave = 100 does not affect the results of our simulations.
We also take the time average to calculate the I-ball/oscillon energy
E =
1
Tave
∫ t
t−Tave
dt
∫ L
0
dr4pir2
[
1
2
φ˙2 +
1
2
(∇φ)2 + V
]
, (65)
and calculate Γ = E˙/E by the fourth-order central difference scheme.
The results of the simulations are shown in Fig. 5, which are compared with our analytical
calculation (see Fig. 4). The figure shows that the analytical results are in good agreement
with the results of the classical lattice simulation for Q0 . 102.5. On the other hand, for the
I-ball/oscillon with a large charge Q0 & 102.5, the lattice results deviate from the analytical
results. The deviation is partly because the approximation µ  m is no more valid for
Q0 & 102.5 (see III B). Because we set the final time of the numerical simulation as t = 105,
the decay late smaller than ∼ 10−7 cannot be shown in Fig. 5.
As we mentioned in the previous section, there is no stable I-ball/oscillon solution for Q .
101.9 ' 80. Accordingly, we expect that the I-ball/oscillon decays rapidly when its charge
reaches Qcr ' 80. This situation is realized in the numerical simulation for ωini = 0.910 as
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FIG. 5. Comparison between the results of our simulations and analytical calculation (Fig. 4).
The definition of Q and E in the simulations are shown in Eq. (64) and Eq. (65). Blue, orange,
and green lines show the result of ωini = 0.850, ωini = 0.858, and ωini = 0.908 respectively and
black dots show the analytical result. Because we set the final time of the numerical simulation
as t = 105, the decay late smaller than ∼ 10−7 cannot be shown in this figure. We also cannot
calculate the relation Q . 101.9 because the field does not have the stable I-ball/oscillon solution
in this range (see Fig. 6), so we remove the data after the I-ball/oscillon decay for clarity. The
two results look slightly different in large charge (Q & 102.5) because the approximation µ  m
may not be appropriate as explained in III B. From this figure, we can find that the result of the
analytical calculation is almost in agreement with the simulation results.
102 103 104 105
t
100
101
102
103
ωini = 0.910
E
Q
FIG. 6. One example of our simulations for ωini = 0.910. Blue and orange lines show the I-
ball/oscillon Energy E and its charge Q. The figure shows that the I-ball/oscillon decays rapidly
when its charge decreases down to Qcr ' 101.9 at t ∼ 104 ×m−1.
shown in Fig. 6. In this case, the I-ball/oscillon charge Q becomes 101.9 at t ' 104 and the
I-ball/oscillon has completely decayed at Q ' 80 as expected. This result is consistent with
the analytical result Fig. 4.
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V. CONCLUSION
In this paper, we have shown that the decay rate of the I-ball/oscillon within the classical
field theory. Our method applies to various scalar field models (potentials) that exhibit
long-lived, spatially localized and time-dependent solutions. Our analysis clarifies the decay
process that it is just a leakage of the localized energy of the I-ball/oscillon via a classical
emission of the relativistic modes of the scalar field. From the point of view of the adiabatic
charge, the decay process is caused by the deviation of the scalar potential from the quadratic
one, where the adiabatic invariant is not precisely conserved. From the point of view of the
U(1) charge, it corresponds to the U(1) symmetry breaking due to the violation of the
non-relativistic approximation by the emission of the relativistic modes.
To validate our analytical approach, we have performed a classical lattice simulation.
There, the classical relativistic field equation is solved by setting the initial condition of
the real scalar field as an I-ball/oscillon configuration. The results are in good agreement
with the analytical result. For Q0 . 102.1, for example, the lifetime of I-ball/oscillon is
t ∼ 104m−1, which is expected from the estimation of the decay rate Γ (See Fig. 4). The
agreement between the analytical result and the numerical simulation shows that the leading
order approximation in our analytical calculation is sufficient to obtain the decay rate of the
I-ball/oscillon, since the numerical calculation does not rely on the perturbative expansion
of the solution around the I-ball/oscillon.
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Appendix A: Detail of Calculation of ξ
In this appendix, we show the details of the integration of ξ used in III A. By using the
retarded Green Function in Eq. (42), the perturbation around the I-ball/oscillon solution is
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given by,
ξ(t,x)=
∑
n≥1
n∑
k=0
pinCk
2n
∫
dp0d3p
(2pi)4
e−ip
0t+ip·x
(p0 + iε)2−p2−m2
(
δ(p0 − ω′nk)+δ(p0 + ω′nk)
)
ρ˜n(p) ,(A1)
where ρ˜(−p) = ρ˜(p) and ω′nk = (n − 2k)ω. We take the limit of ε → +0 implicitly. By
integrating the delta functions of the source term by p0 and by integrating out the angular
directions of p, we obtain
ξ(t,x) =
∑
n≥1
n∑
k=0
pinCk
2n
i
2(2pi)3
∫ ∞
−∞
dp
(
e−iω
′
nkt
(p− (ωnk + iε′))(p+ (ωnk + iε′))
+
eiω
′
nkt
(p− (ωnk − iε′))(p+ (ωnk − iε′))
)
× p
r
(
eipr − e−ipr) ρ˜(p) , (A2)
where ωnk =
√
ω′2nk −m2 and ε′ = (ω′nk/ωnk)ε. Here, we extend the integration region of p
from (0,∞) to (−∞,∞) by using the fact that the integrand is an even function of p.
Now, let us perform integration with respect to p. For r > 0, the integration of the terms
proportional to eipr can be performed by attaching an infinite arch to the integration contour
in the complex plane of p with Im[p] > 0. Thus, the integration is given by the residue of
the poles in the Im[p] > 0 region. It should be noted that the poles with finite imaginary
parts dump exponentially at r →∞. In the following, we only keep the contributions with
ωnk ∈ R, i.e. |n− 2k| > 1, since we are we are interested in the perturbation at r →∞. As
a result, the relevant poles are,
p = ωnk + iε
′ , (ω′nk > 0) , (A3)
p = −ωnk − iε′ , (ω′nk < 0) , (A4)
for the first term in the first bracket of Eq. (A2), and
p = −ωnk + iε′ , (ω′nk > 0) , (A5)
p = ωnk − iε′ , (ω′nk < 0) , (A6)
for the second term in the first bracket. Similarly, the poles which contribute to the inte-
gration of the terms proportional to e−ipr are
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p = −ωnk − iε′ , (ω′nk > 0) , (A7)
p = ωnk + iε
′ , (ω′nk < 0) , (A8)
for the first term in the first bracket of Eq. (A2), and
p = ωnk − iε′ , (ω′nk > 0) , (A9)
p = −ωnk + iε′ , (ω′nk < 0) , (A10)
Altogether, the integration over p leads to
ξ(t,x) =
∑
n≥2
n∑
{k |m>ωnk}
pi
2n
nCk
−1
2pi2
1
r
cos(ωnkt− ωnkr)ρ˜n(ωnk) , (A11)
where we defined ωnk = |(n − 2k)ω|. Here, we have neglected the contribution from ρ1 in
Eq. (37), since ω1k < m and Im[ω1k] 6= 0 for n = 1. By inserting Eq. (38), we obtain
ξ(t,x) =
∑
n≥1
n∑
{k |ωnk>m}
−1
2pi
gn+1
k!(n− k)!
1
r
cos(ωnkt− ωnkr)ψ˜n(ωnk) , (A12)
ψ˜n(p) = 4pi
∫
dr ψn(r)
r sin pr
p
, (A13)
which gives Eq. (47).
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