Abstract. We study properties of evolution equations which are first order in time and arbitrary order in space (FTN S). Following Gundlach and Martín-García (2006) we define strong and symmetric hyperbolicity for FTN S systems and examine the relationship between these definitions, and the analogous concepts for first order systems. We demonstrate equivalence of the FTN S definition of strong hyperbolicity with the existence of a strongly hyperbolic first order reduction. We also demonstrate equivalence of the FTNS definition, up to N = 4, of symmetric hyperbolicity with the existence of a symmetric hyperbolic first order reduction.
Introduction
Systems of partial differential equations admitting wave-like solutions are ubiquitous in both physics and applied mathematics. With additional smoothness assumptions, it is known that by restricting to the special case with at most first order derivatives the initial value problem of such systems can be classified algebraically with respect to its well-posedness. The crucial step in this classification is to check for strong hyperbolicity by analyzing the principal part, i.e. the derivative terms, of the evolution system [13, 17] .
The theory used to demonstrate this relies on pseudo-differential calculus [24] . By performing a pseudo-differential reduction to first order the basic method can also be applied to evolution systems with higher order derivatives, see for example [21, 10] .
For the initial boundary value problem the theory is not so complete. The simplest approach for first order systems is to check for a stronger condition, called symmetric hyperbolicity. With carefully chosen boundary conditions it can be used to identify a well-posed initial boundary value problem [13, 17] . If the evolution system is not symmetric hyperbolic there is still hope to demonstrate well-posedness, e.g. by employing the Laplace-Fourier method [16, 1, 20, 23] , which unfortunately does not apply to arbitrary strongly hyperbolic evolution systems.
We study strong and symmetric hyperbolicity for a special class of higher order evolution equations. Hyperbolicity of higher order systems was studied before in a different context, see e.g. [2, 25, 6] . The equations of interest here are linear constant coefficient, first order in time and arbitrary order in space systems (FTN S). They admit a reduction to first order for which standard definitions of hyperbolicity are applicable.
Reductions to first order are obtained by introducing new variables for all but the highest order derivatives [7] , which is a common approach in numerical relativity [14, 22, 3, 19] . In this way the known, first order definitions of hyperbolicity can be applied, and powerful numerical methods are available in the construction of approximate solutions [13, 17, 12] .
However, making the first order reduction raises questions, e.g. about the number of constraints to impose and the size of the approximation error [18, 5] . For practical applications it also incurs a cost. The memory footprint of any numerical approximation method increases hugely due to the auxiliary variables.
The question we address here is whether or not we can characterize hyperbolicity of FTN S systems without making a differential or pseudo-differential reduction to first order. The idea is to establish when "good" reductions of either type can be made. For the important case of second order in space systems this question was already answered satisfactorily in the affirmative by Gundlach and Martín-García [10] , see also [9, 8, 11] for applications of these ideas. The present work is the extension of those calculations to first order in time, higher order in space systems. The generalization here will be useful in analyzing higher derivative systems. A more abstract treatment of evolution systems can be found in [4] .
We propose definitions of strong and symmetric hyperbolicity for FTN S systems without reference to any first order system. This enables us to demonstrate equivalence of FTN S strong hyperbolicity with the existence of an iterative first order reduction, either differential or pseudo-differential, that is strongly hyperbolic in the sense of first order systems.
We also find that if a higher order system has a symmetric hyperbolic first order reduction then the equations must satisfy the FTN S definition of symmetric hyperbolicity. Conversely, for systems containing up to fourth order spatial derivatives, we show that the new definition of symmetric hyperbolicity is also sufficient for the existence of a symmetric hyperbolic first order reduction.
The first order reduction used in this case is a direct, not iterative method, i.e. it differs from the one applied in the proofs concerning strong hyperbolicity. As discussed in section 3.4, the iterative, order-by-order reduction is not appropriate for symmetric hyperbolicity.
The Laplace-Fourier method, which can be used to prove well-posedness of initial boundary value problems is not considered here. Higher order derivative evolution systems can be treated by this technique (see for example [15] ), because it once again relies on pseudo-differential calculus.
The paper is structured as follows. In section 2 we review the definitions of strong and symmetric hyperbolicity for first order in time, second order in space systems. For pedagogical purposes, in section 3, we explicitly present the special case of the extension of the theory to first order in time, third order in space systems. Then we provide a general formulation of first order in time, N -th order in space systems in section 4. In section 5 we discuss strong hyperbolicity using an iterative reduction procedure. In section 6 definitions for symmetric hyperbolicity are given for the higher order system without reduction. The relationship between the definitions is then investigated using a direct reduction to first order. We conclude in section 7.
Basic notions of hyperbolicity
In this article we consider a special class of linear systems of partial differential equations with constant coefficients. We are mainly interested in questions about the well-posedness of initial (boundary) value problems.
Well-posedness: An initial (boundary) value problem is called well-posed if there is a unique solution that depends continuously, in some appropriate norm, on the choice of initial data.
Second order systems:
The class of partial differential equations under consideration is a generalization of the first order in time, second order in space systems analyzed in [10, 9, 8] . We start with a short summary of that work. Consider first order in time, second order in space systems of the form
where we have absorbed all non-principal terms into the source functions S. They have the form S u = α 1ũ + f u , and
where f u and f v do not depend onũ orṽ and the α i are constant coefficient matrices.
Principal part: The principal part of the system (2.1) is
where ≃ denotes equality up to non-principal terms. We denote the matrix
p the principal matrix of the system (2.1). For a fixed unit spatial vector s i the principal symbol of the system (2.1) is
Note that with S i := diag(s i , 1) one obtains the principal symbol from the principal matrix by the contraction P 
where we used the standard inequality for hermitian matrices
It is a necessary and sufficient condition for well-posedness of the initial value problem. This definition is furthermore equivalent to the existence of a fully first order reduction of (2.1) which satisfies the standard definition of strong hyperbolicity for first order systems. Note that this is not quite equivalent to the definition given in [10, 9, 8] , where it is required that the principal symbol has real eigenvalues and a complete set of eigenvectors that depend continuously on s.
What can be shown [23, 17] is that (2.2) is equivalent to the existence of a constant K 2 > 0 and a family of matrices T 2 (s) such that
with a real, diagonal matrix Λ(s) and the standard spectral norm · . In view of example 12 in [23] , the continuity of T 2 (s) required in [10, 9, 8] is sufficient to guarantee the existence of K 2 , but not necessary. Fortunately despite the continuity condition being slightly too restrictive, the construction of first order reductions with the approach of [10] is unaltered if we instead require (2.4). Our treatment of strong hyperbolicity for FTN S systems is therefore the natural generalization of [10] .
Symmetric hyperbolicity: For the analysis of the initial boundary value problem the stronger notion of symmetric hyperbolicity is desirable. It guarantees the existence of a conserved energy in the principal part and allows the construction of boundary conditions such that the initial boundary value problem is well posed. A Hermitian matrix 
It can be shown that
Third order systems
Before starting with the generalization to arbitrary order we discuss third order systems here. In [10] Gundlach and Martín-García give different possible definitions of hyperbolicity of second order systems. They showed that these definitions are equivalent to the existence of a first order reduction with the same level of hyperbolicity. We follow a similar approach here.
Definition of third order systems
FT3S systems: We consider first order in time, third order in space (FT3S) systems of the form
where s u , s v and s w are arbitrary source terms that do not depend on u, v or w. In analogy to the second order case we define the principal part of that system as
where as before ≃ denotes equality up to non principal terms. As the principal matrix of the system (3.1) we define
and the principal symbol is P
Reduction to second order
Reduction variables: We are going to define strong hyperbolicity of FT3S systems by referring to strong hyperbolicity of second order systems.
Here we define what we mean by a reduction of the FT3S system (3.1) to second order. We introduce a vector of reduction variables d a . The reduction variables eventually replace the spatial derivatives of the fields u in the reduced system:
We use lower case letters from the beginning of the Latin alphabet as derivative indices without further meaning. In what follows their use simply helps to identify indices which belong to d which makes it simpler to work with the principal matrix of the second order reduction. Unmodified evolution equations: The aim is now to include the d a as independent variables in a first order in time second order in space (FT2S) system. Therefore an evolution equation for these variables is needed which must be consistent with d a = ∂ a u. One gets this equation e.g. by taking the spatial derivative of the evolution equation for u:
In this equation ∂ a s u does not depend on the variables u, v, w or d a and hence can be considered as a given source function. Auxiliary constraints: Obviously the system composed of (3.1) and (3.2) is not second order. However, one can get rid of the higher order terms by adding linear combinations of the following functions and their derivatives to the right hand sides
These functions vanish when d a = ∂ a u is satisfied. We will show that their evolution system is closed for the FT2S systems that we consider here. The functions c are denoted auxiliary constraints. Furthermore the c ija can be written as a linear combination of derivatives of the c ia : c ija = 2/3∂ i c ja + 2/3∂ j c ia . Therefore their addition to the right hand sides is already covered by the addition of derivatives of the c ia . We do not consider the c ija separately. Reduced system: FT2S systems which are obtained in that way have the form
We denote the constant matrices D andD the reduction parameters. Since c jb is antisymmetric we can assume without loss of generality
We call a first order in time, second order in space system of the form (3.4) an FT2S reduction of the first order in time, third order in space system (3.1).
This definition of a reduction to second order is quite restrictive, one may think of other definitions that are satisfied by more second order systems. Indeed one finds that it is too restrictive to be used in a definition of symmetric hyperbolicity for FT3S systems. We discuss that aspect shortly in section 3.4.
Auxiliary constraint evolution: For every FT2S reduction of (3.1), provided that the reduction constraints are satisfied, one can show that there is a relationship between solutions of the two systems. Lemma 1. If the system (3.4) is an FT2S reduction of (3.1) and (u, d a , v, w) is a solution of (3.4) with vanishing auxiliary constraints (3.3) then (u, v, w) is a solution of the FT3S system (3.1). Moreover, if (u, v, w) is a solution of the FT3S system (3.1) and the system (3.4) is an FT2S reduction of (3.1) then (u, ∂ a u, v, w) is a solution of the FT2S system (3.4) with vanishing auxiliary constraints (3.3).
Proof. By inserting the subset (u, v, w) of the FT2S solution into the FT3S system one can easily check that these functions satisfy (3.1), because the auxiliary constraints (3.3) vanish by assumption. Moreover, if (u, v, w) is a solution of (3.1) then one can insert (u, ∂ a u, v, w) into the system (3.4) to see that it is a solution.
The reason for this being that the auxiliary constraint evolution system is closed:
It is straightforward to check that (u, ∂ a u, v, w) solves (3.3).
Principal part of the FT2S reduction: According to the definitions given in section 2 the principal part of the FT2S reduction (3.4) is
and the principal matrix is
Strong hyperbolicity
Definitions of strong hyperbolicity: We show that the following definitions of third order strong hyperbolicity are equivalent Definition 2a. The FT3S system (3.1) is called FT2S strongly hyperbolic if there exists an FT2S reduction (3.4) which is strongly hyperbolic in the sense described in section 2.
Definition 2b. The FT3S system (3.1) is called FT3S strongly hyperbolic if there exist a constant M 3 > 0 and a family of hermitian matrices H 3 (s) such that
where the matrix inequality is understood in the standard sense (2.3).
With this one can apply an iterative procedure which reduces strong hyperbolicity of FT3S systems to strong hyperbolicity of fully first order systems. First one reduces the FT3S system to second order and after that the resulting FT2S system to a fully first order system by applying the work of Gundlach and Martín-García [10] 
A third possible definition of strong hyperbolicity employs a pseudo-differential reduction. One finds that this definition is very similar to our definition 2b. We discuss the topic in section 5.3 for systems or arbitrary order. 
There we used that theD are antisymmetric in the last two indices. That is, if one contracts both indices with s then the result vanishes. The assumption that (3.1) is FT2S strongly hyperbolic means that there exist a constant M 2 and a family of matrices H 2 (s) AB such that
where I AB is the appropriate identity matrix. We decompose H 2 (s)
AB in a way compatible to the decomposition in (3.6):
and find
Looking at the lower right block of this expression equation (3.7) implies H 22 (s)P
because (3.8) is satisfied by assumption. Hence, the matrix H 3 (s) := H 22 (s) satisfies (3.5) and FT3S strong hyperbolicity of (3.1) is shown.
FT3S strong hyperbolicity ⇒ FT2S strong hyperbolicity: For the reverse direction we need to choose the reduction parameters appropriately. One can check easily that the first row and column of (3.6) vanish with the choice
We call (3.9) the partial choice of reduction parameters. Under the partial choice P s 2 A B has the following lower block triangular form,
where
As mentioned in section 2, definition 2a is equivalent to the existance of a constant K 2 and a family of matrices
Here we show this property instead of the original definition.
Following [10] we choose the reduction parameters such that X B A is diagonalizable:
with λ ∈ R and ε a jb the Levi-Civita symbol. The eigenvalues of X B A become ±λ. They are independent of s and the eigenvalues of P s 2 A B are the union of the eigenvalues of P s 3 and ±λ. Using that P s 3 is bounded, because it is a sum of products of bounded matrices:
we choose λ larger than all eigenvalues of P 
where we used w :
, which exists, because λ does not coincide with an eigenvalue of P s 3 . Now, a matrix which makes T 2 (s)
where T 3 (s) and
Both, T 2 (s) A B and its inverse are bounded, because on the one hand T 3 (s) and T 3 (s) −1 are bounded by the assumption (3.5) and we have chosen λ such that (λ − P
−1 is bounded as well. Hence, we get that there exists a constant
, which shows that FT3S strong hyperbolicity implies FT2S strong hyperbolicity.
Why two different reductions?
Failure of the iterative procedure for symmetric hyperbolicity: Symmetric hyperbolicity relies fundamentally on conserved quantities (we will discuss the details of FT3S conservation equations in section 3.6). Hence, in order to deal with symmetric hyperbolicity for the second order reductions, which were used to handle strong hyperbolicity, we need to construct a reduction with a conserved quantity that is associated to the given FT3S symmetrizer. However, one finds that there are FT3S systems with a conserved energy for which no FT2S reduction with the same conserved quantity exists. We derive such a counterexample explicitly in the notebook counter example 3rd order sym hyp.nb which is available online a , but for brevity do not give details here.
Discussion: This situation differs from the case of reductions of FT2S systems to first order. There every FT2S symmetrizer implies an FT1S conserved energy. In [10] this was the basis of the proof that for every symmetric hyperbolic FT2S system there exists a symmetric hyperbolic first order reduction. Thus, we cannot use the iterative procedure to prove existence of symmetric hyperbolic lower order reductions. In order to avoid this problem we employ a direct reduction to first order (described in section 3.5) and construct a conserved quantity for the first order system.
Why not always use the direct reduction? Conversely, one may also think of using the direct first order reduction to show statements about strong hyperbolicity. There the problem is that the proofs rely on the choice of reduction parameters (3.11). For direct first order reductions the structure of reduction parameters changes completely, and we did not find a choice that shows existence of a strongly hyperbolic direct first order reduction. So we use one class of reductions for proofs about strong hyperbolicity, namely reductions from FT3S to FT2S, and another class for proofs on symmetric hyperbolicity, namely reductions from FT3S to FT1S.
Direct reduction to first order
Reduction variables: In analogy to the construction of FT2S reductions of the FT3S system (3.1) we now define direct first order reductions of (3.1). We also use the terminology direct FT1S reduction. We define reduction variables d
The equations of motion which one derives from a http://www.tpi.uni-jena.de/~hild/FTNS.tgz these definitions are
Auxiliary constraints: They are subject to the first order auxiliary constraints
We call a first order system which is composed of equations (3.1) and (3.13) with additions of linear combinations of the auxiliary constraints (3.14) and their derivatives to the right hand sides a direct first order reduction of the FT3S system (3.1).
Reduction: Note that we allow additions of derivatives of the auxiliary constraints, but it is not possible to add arbitrary derivatives, because the final system must be first order. The constraint additions are used to cancel the higher order terms in (3.1) and (3.13). As in section 3.2 one can show that there is a one-to-one relation between solutions of (3.1) and the solutions of first order reductions which satisfy the auxiliary constraints. The reason is again that the auxiliary constraint evolution system in the first order reduction is closed. We show this step for arbitrary spatial derivative order in section 6.1.
The principal part of a first order reduction of (3.1) has the form Since the reduction parameters are contracted with auxiliary constraints and the symmetric part of thec vanishes we assume without loss of generality that theD symmetrized in the upper indices vanish:
In a representation with the state vector u, d
, w the principal matrix of the system (3.15) is
Symmetric hyperbolicity
Definitions of symmetric hyperbolicity: Now we show that the following definitions of third order symmetric hyperbolicity are equivalent 
is conserved up to non principal terms, i.e. ∂ t E ≃ 0.
Def. 3a ⇒ Def. 3b: Given an FT3S system which satisfies definition 3a there exist, according to the usual definition of symmetric hyperbolicity for first order systems [13] , reduction parameters, D andD, and a matrix H 
By assumption this matrix is Hermitian, because it is a quadratic subblock on the diagonal of the Hermitian matrix H ij kl 1
mn . Furthermore, when we contract the index p in (3.19) with an arbitrary spatial vector s p and the full matrix from the left and right with S ij and S mn = diag(s m s n , s m , 1) respectively then the result is still Hermitian, because S ij and S mn are Hermitian.
Using the fact that the symmetrization of the reduction parametersD in all upper indices vanishes according to (3.16) it follows that all terms in (3.19) that contain reduction parameters vanish after the contractions with s p , S ij and S mn .
The remaining terms are A p 3 kl mn s p S mn Hermitian, we now construct a symmetric hyperbolic first order reduction of (3.1). At first it is convenient to make a partial choice of the reduction parameters such that the first three rows and columns of (3.17) vanish. This is achieved by choosing all reduction parameters D
The next step is to make the ansatz
where the 2×2 decomposition here is to be understood in the same sense as in (3.18 is Hermitian for all p. In this equation T p ij nm is fixed because we assume an FT3S system with given symmetrizer.
The condition that H ij kl 3 is a candidate symmetrizer is equivalent to T (p ij nm) = T † (p ij nm) , because for all tensors X p ij kl the equivalence: X (p ij kl) = 0 ⇔ s p s i s j X p ij kl s k s l = 0 ∀s holds. Now we need to find an appropriate J p ij nm . In order to be able to solve (3.22) for the reduction parameters it needs to satisfy certain symmetries:
Note that J (p| ij |kl) = 0 implies that the last column of J p ij kl vanishes. One can prove the existence of a J p ij kl which satisfies (3.24) and makes (3.23) Hermitian by construction. With the definition V p ij kl := T p ij kl − T †p kl ij the condition that (3.23) is Hermitian becomes
In the Mathematica notebook flux construction.nb accompanying the paper b we show that using the ansatz,
the system (3.24),(3.25) becomes a linear system on the x π , which can be solved if V (p ij kl) = 0. The latter condition is satisfied by assumption. Hence, multiplication of the resulting J p ij kl from the left by H −1 3 (which exists, because H 3 is positive definite) shows that there exists a first order reduction which is symmetric hyperbolic and has the symmetrizer (3.21).
Higher order systems
In the following sections we extend the notions of strong and symmetric hyperbolicity to a certain type of higher order in space systems. As Gundlach and Martín-García in [10] we do not consider the most general first order in time, N th order in space system, but rather the subset for which a first order reduction exists. Here we describe these systems and establish our notation.
FTNS systems
Notation: We start by describing the notation that we use to present FTN S systems efficiently. The equations of motion will be given for fields v µ , where v µ denotes a vector of fields which can appear at most N − µ times differentiated in the FTN S system. For reasons that will become clear later we also denote fields with that property variables with µ implicit derivatives. To denote derivatives acting on v . Since the number of "derivative indices" (the indices denoted by lower case Latin letters) in these matrices is fixed through µ, ν and ρ we also use the abbreviations
i.e. an underlined lower case Latin letter means "fill in an appropriate number of derivative indices". Analog notations are used for the other objects that appear here. The fields v µ may also appear undifferentiated, i.e. in the form A
For efficiency we use the same notation in that case:
Evolution equations: We define an FTN S system as a system of equations of the form
with µ = 0, . . . , N − 2 and source terms s µ , s N −1 (the source terms do not contain the v µ ). Note that FT2S systems are the first order in time, second order in space systems treated in [10] and FT1S systems are fully first order systems. If we consider the equation of motion for v µ in (4.2) then the left hand side, ∂ t v µ , is a first order derivative and in the right hand side the highest derivative acting on v ν has order µ − ν + 1. If we consider v µ as a variable which contains µ derivatives implicitly then the counting of derivatives gives at both sides µ + 1. Therefore it is helpful to think of the v µ in that way, which explains our terminology.
Principal part:
We will see that one can define strong and symmetric hyperbolicity of FTN S systems through the coefficients of the highest order derivatives in (4.2). Therefore we call
ν v ν , with µ = 0, . . . , N − 2 the principal part of the FTN S system. Furthermore we denote the matrix
, with (i) meaning symmetrization and 
Higher order strong hyperbolicity
In this section we consider strong hyperbolicity of FTNS systems. In analogy to the case of FT3S systems we introduce an iterative reduction procedure, FTN S → FT(N − 1)S → . . . → FT1S and use this to define strong hyperbolicity for FTN S systems without referring to the reduction.
Reduction to order (N − 1)
Reduction variables and auxiliary constraints: We begin with the description of reductions to order (N − 1). The starting point is the FTN S system (4.2). Using the same procedure that was described in detail for FT3S systems in section 3.2 we construct FT(N − 1)S reductions of (4.2). We define the reduction variables d i := ∂ i v 0 and derive from (4.2) their equation of motion:
The auxiliary constraints introduced with the new reduction variable are
One can show that for σ > 2 the constraints c i1...iσ can be written as linear combinations of derivatives of the c ij . The proof can be done through induction with the induction step 
where µ = 1, . . . , N − 2 and the matrices denoted D andD are the reduction parameters. Due to the antisymmetry of c ij one can assume without loss of generality that theD are antisymmetric in the last two indices. By applying this reduction procedure (N − 1) times we finally arrive at an FT1S system.
Auxiliary constraint evolution: By construction it is clear that there is a one-toone correspondence between the solutions of (4.2) and the solutions of (5.4) which satisfy the auxiliary constraints (5.2). The reason is that the constraint evolution system is closed:
Having (5.3) and (5.5) one can show by induction that ∂ t c i1...iσ is equal to a linear combination of the auxiliary constraints (5.2) and their spatial derivatives.
Principal part: The principal part of the FT(N − 1)S system (5.4) is 
where µ, ν = 1, . . . , N − 1. Note that
. Hence, if we rename i → i N −1 and j → j N −1 and assume vanishing reduction parametersD then the FT(N −1)S principal matrix has the FTN S principal matrix as a submatrix:
The FT(N −1)S principal symbol can be obtained by the appropriate contraction of the principal matrix with a spatial vector s:
where s ν k = s k1 . . . s kν .
FTN S strong hyperbolicity
Definitions The second definition does not rely on any reduction to lower order systems. Note that for N = 1 it is consistent with the standard definition of strong hyperbolicity for fully first order systems [13] . 
Equivalence of the definitions:
We now demonstrate that the two definitions of strong hyperbolicity are equivalent. There is no major difference to the case of N = 3 which was discussed in section 3.3.
2+1 decomposition: For the proof we apply a 2+1 decomposition of the reduction variable d i . Let q A a be the orthogonal projector of s, then the reduction variable is written as
Definition 4a ⇒ 4b: Assume that definition 4a is satisfied for an FT(N − 1)S reduction (5.4), i.e. there exist a constant M N −1 > 0 and a family of hermitian matrices H N −1 (s) AB such that
where I AB is the appropriate identity.
Since (5.8) is a block triangular matrix with the lower right diagonal block
the same arguments used in section 3.3 can be applied to show that in an appropriate decomposition of H N −1 (s) AB the lower right block is a bounded symmetrizer of P s N . Hence, definition 4b is satisfied.
Definition 4b ⇒ 4a: Conversely, assuming definition 4b is satisfied for an FTN S system (4.2) one can identify an FT(N −1)S reduction which is strongly hyperbolic. We make the partial choice of reduction parameters 
The same procedure that we used for FT3S systems in section 3.3 allows the identification of a strongly hyperbolic FT(N − 1)S reduction. The key in this procedure is to choose (D) i kj = iλε i jk , where λ ∈ R. With this the eigenvalues of X B A are ±λ and if λ is sufficiently large then one can show that definition 4a is satisfied using the assumption that the properties of the principal symbol in definition 4b hold for P s N .
Pseudo-differential reduction method
Reduction variables: To define strong hyperbolicity, in the literature a pseudodifferential reduction method is used, see for example [21] . With our calculations from section 5.2 it is straightforward to apply this method to FTN S systems as well. One takes a Fourier transformation in space of the FTN S system (4.2) with wave number ω i = |ω|s i . The Fourier transforms of the v µ are denotedv µ and we introduce a reduction variabled 0 := i|ω|v 0 .
Principal part: Using the reduction variable the principal part of the Fourier transformed system (the terms with the highest order of |ω|) can be written as
(i|ω|)
where P s N is the principal symbol of the FTN S system (4.2) and the non principal terms not shown here are lower order in |ω|. Applying this reduction (N − 1) times results in a first order pseudo-differential system with principal symbol P s N . Hence, using definition 4b, an FTN S system is strongly hyperbolic if and only if there exists a strongly hyperbolic pseudo-differential reduction to order (N − 1).
Higher order symmetric hyperbolicity
In this section we show that one can extend the notion of symmetric hyperbolicity to higher order in space systems. For reasons discussed in section 3.4 we follow the strategy to employ a direct reduction to first order.
Reduction of FTN S systems to first order
Reduction variables: We start with the description of the reduction to first order for the FTN S system (4.2), The reduction variables are defined as Unmodified equations of motion: Using these definitions the equations of motion for the reduction variables can be derived by taking derivatives of (6.1). One finds
where µ = 0, . . . , N − 2, ν = 1, . . . , N − µ − 1 and we used
The terms ∂ i1 . . . ∂ iν s µ in (6.2) do not contain the d µ ν or v µ and can be seen as given source terms.
Auxiliary constraints: The reduction variables are subject to the following first order auxiliary constraints
where µ = 0, . . . , N − 2, ν = 1, . . . , N − µ − 1.
First order reduction:
As before we ask now, which first order systems can be constructed by adding the constraints (6.3) and their derivatives to the right hand sides of (6.1) and (6.2). We note that lower order derivatives of the v µ (i.e. derivatives of order N − µ − 1 or smaller) can be written as linear combinations of the constraints, their derivatives and undifferentiated reduction variables. For µ = 0, . . . , N − 2 and ν = 1, . . . , N − µ − 1 one finds 4) where the sums are understood to vanish when the upper bound is smaller than the lower bound and the terms with ρ = 0 should be interpreted as the undifferentiated constraints. One can prove this by induction over ν. For ν = 1 we get
, which is of the form (6.4) . Assuming that (6.4) holds for a certain ν we get
In case ν < N − µ − 1 the first term on the right hand side can be rewritten:
Hence, definingν = ν + 1 one gets 
which is just the derivative of (6.4) with ν = N − µ − 1. This shows that when deriving a first order reduction all lower order derivatives of the v µ can be completely absorbed into the constraint additions and that up to constraint additions the highest order derivative of v µ becomes a first order symmetrized derivative of d µ .
Reduction parameters: The ambiguity of adding arbitrary linear combinations of the auxiliary constraints (6.3) to the right hand sides of the first order system is parametrized by using reduction parameters. We denote the constraint additions as are the reduction parameters. Without loss of generality we assume the symmetry properties
The constraint additions on the different equations are independent of each other. We use the short notation
where X has the same meaning as in (6.5).
Reduced equations of motion: With these findings the right hand sides for the v µ in the first order reductions of (6.1) have the form
for µ = 0, . . . , N − 3. Likewise one finds the equations of motion for the reduction variables in the first order reduction
where µ = 0, . . . , N − 3 and σ = 1, . . . , N − µ − 2. The C µ σ can be read off from (6.7), and in (6.9) we used the symbol (∆ N µν ) k ij which is defined in (4.3). We call a system of the form (6.8),(6.9) a first order reduction or FT1S reduction of the FTN S system (6.1). Principal part: We now write the principal part of the first order reduction (6.8),(6.9) in a standard form. The terms that contain derivatives in the con-straint additions are
, and we used the symmetry properties (6.6) of the reduction parameters. The symbol ≃ means equality up to terms without derivatives and X has the same meaning as in (6.5). We write the state vector as 
and we used definition 
Auxiliary constraint evolution:
Having defined what we mean by first order reductions of the FTN S system (6.1) we note that again there is a one-to-one correspondence between the solutions of the first order reduction (6.8),(6.9) which satisfy the auxiliary constraints (6.3) and the solutions of the original FTN S system (6.1). This property of the reduced systems is a consequence of the construction procedure, which leads to a closed constraint evolution system. To see that the constraint evolution system is closed is straightforward. One just uses equation (6.4) to express the reduction variables by derivatives of the v µ and constraints. In the right hand sides of the constraint evolution system the derivatives of the v µ cancel due to their symmetry in the derivative indices. This leads to the closed constraint evolution system. However, one obtains very lengthy expressions, so we suppress the details.
FTN S symmetric hyperbolicity
Definitions of symmetric hyperbolicity: To get definitions of symmetric hyperbolicity for FTN S systems we generalize the second order definitions given in [10] . We start by defining candidate symmetrizers.
Definition 5a. Given an FTN S system (6.1) we call a Hermitian matrix H When we refer to lower order systems then we require the existence of a first order reduction such that there is a candidate symmetrizer in the usual first order sense:
Definition 5b. We call a Hermitian matrix H to the lower order equivalent. The proof is performed with the help of an iterative differential reduction of the FTN S system from arbitrary to first order. One finds that an evolution system is FTN S strongly hyperbolic if and only if there exists a first order reduction which is strongly hyperbolic in the standard first order sense.
We also considered symmetric hyperbolicity of FTN S systems. In this case one finds that it is better to introduce a direct reduction to first order instead of using the iterative method applied to prove statements about strong hyperbolicity. We proposed a definition of FTN S symmetric hyperbolicity and were able to show for N ≤ 4 that it is equivalent to the existence of a direct first order reduction which is symmetric hyperbolic in the standard first order sense. For higher orders we were not successful in showing equivalence, but only one direction, that the existence of a symmetric hyperbolic first order reduction implies FTN S symmetric hyperbolicity.
There are various questions which can be addressed in further analysis. One is that the proofs about strong hyperbolicity rely strongly on three spatial dimensions, because the Levi-Civita symbol ε ijk is used. Whether a similar construction is possible for other spatial dimensionality is not known. For symmetric hyperbolicity the spatial dimensionality is not used in the calculations, i.e. the results apply to any dimension. However, as mentioned above, equivalence for N > 4 is not yet shown.
Finally, it is essential for the construction of approximate solutions to identify good numerical methods. Therefore it is also of interest to analyze the connection between high order hyperbolicity and e.g. stability of finite difference methods.
