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Dans le contexte de l’informatique pervasive et de l’internet des objets, les systèmes sont
hétérogènes, distribués et adaptatifs (p. ex., systèmes de gestion des transports, bâtiments
intelligents). La conception et le déploiement de ces systèmes sont rendus difficiles par leur
nature hétérogène et distribuée mais aussi le risque de décisions d’adaptation conflictuelles
et d’inconsistances à l’exécution. Les inconsistances sont causées par des pannes matérielles
ou des erreurs de communication. Elles surviennent lorsque des actions correspondant aux
décisions d’adaptation sont supposées être effectuées alors qu’elles ne le sont pas.
Cette thèse propose un support intergiciel, appelé SICODAF, pour la conception et le
déploiement de systèmes adaptatifs fiables. SICODAF combine une fiabilité comportemen-
tale (absence de décisions conflictuelles) au moyen de systèmes de transitions et une fiabilité
d’exécution (absence d’inconsistances) à l’aide d’un intergiciel transactionnel. SICODAF est
basé sur le calcul autonomique. Il permet de concevoir et de déployer un système adaptatif
sous la forme d’une boucle autonomique qui est constituée d’une couche d’abstraction, d’un
mécanisme d’exécution transactionnelle et d’un contrôleur. SICODAF supporte trois types
de contrôleurs (basés sur des règles, sur la théorie du contrôle continu ou discret). Il permet
également la reconfiguration d’une boucle, afin de gérer les changements d’objectifs qui
surviennent dans le système considéré, et l’intégration d’un système de détection de pannes
matérielles. Enfin, SICODAF permet la conception de boucles multiples pour des systèmes
qui sont constitués de nombreuses entités ou qui requièrent des contrôleurs de types diffé-
rents. Ces boucles peuvent être combinées en parallèle, coordonnées ou hiérarchiques.
SICODAF a été mis en œuvre à l’aide de l’intergiciel transactionnel LINC, de l’environ-
nement d’abstraction PUTUTU et du langage Heptagon/BZR qui est basé sur des systèmes
de transitions. SICODAF a été également évalué à l’aide de deux études de cas.
Abstract
In the context of pervasive computing and internet of things, systems are heterogeneous,
distributed and adaptive (e.g., transport management systems, building automation). The
design and the deployment of these systems are made difficult by their heterogeneous and
distributed nature but also by the risk of conflicting adaptation decisions and inconsistencies
at runtime. Inconsistencies are caused by hardware failures or communication errors. They
occur when actions corresponding to the adaptation decisions are assumed to be performed
but are not.
This thesis proposes a middleware support, called SICODAF, for the design and the
deployment of reliable adaptive systems. SICODAF combines a behavioral reliability (ab-
sence of conflicting decisions) by means of transitions systems and an execution reliability
(absence of inconsistencies) through a transactional middleware. SICODAF is based on au-
tonomic computing. It allows to design and deploy an adaptive system in the form of an
autonomic loop which consists of an abstraction layer, a transactional execution mechanism
and a controller. SICODAF supports three types of controllers (based on rules, on conti-
nuous or discrete control theory). SICODAF also allows for loop reconfiguration, to deal
with changing objectives in the considered system, and the integration of a hardware failure
detection system. Finally, SICODAF allows for the design of multiple loops for systems that
consist of a high number of entities or that require controllers of different types. These loops
can be combined in parallel, coordinated or hierarchical.
SICODAF was implemented using the transactional middleware LINC, the abstrac-
tion environment PUTUTU and the language Heptagon/BZR that is based on transitions
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Aujourd’hui, avec l’informatique pervasive et l’internet des objets, les systèmes
(p. ex., bâtiment intelligent, contrôle de procédés industriels) sont hétérogènes et
distribués. Ils sont constitués de nombreuses entités matérielles (p. ex., capteurs,
actionneurs, ressources de calcul) et logicielles (p. ex., bases de données) qui sont
réparties dans différents endroits et qui interagissent pour réaliser un certain nombre
d’objectifs (p. ex., économie d’énergie, fonctionnement continu). De tels systèmes
opèrent dans des environnements dynamiques qui peuvent faire l’objet de plusieurs
changements (p. ex., variations de charges, panne d’une ressource de calcul). Pour
réaliser leurs objectifs et rester opérationnels, ces systèmes s’adaptent aux change-
ments qui surviennent dans leur environnement et sont appelés systèmes adaptatifs.
Un système adaptatif est un système qui a la capacité de modifier son compor-
tement en réponse aux changements de son environnement [99]. Pour ce faire, le
système collecte des données à l’aide de capteurs, analyse les données collectées,
prend des décisions et exécute les actions correspondantes à l’aide d’actionneurs.
Les systèmes distribués adaptatifs peuvent être conçus à l’aide d’intergiciels
adaptatifs [111, 31]. Ces intergiciels permettent de gérer les aspects liés à la distribu-
tion (communications entre entités distantes) et fournissent un support pour l’adap-
tation des systèmes. Certains de ces intergiciels (p. ex., SOCAM [54], Facts [128],
LINC [79]) utilisent un langage à base de règles et permettent de concevoir un
système en spécifiant les actions à effectuer lorsque des événements spécifiques sur-
viennent.
Dans un système adaptatif, la logique d’adaptation doit être séparée de la logique
du système à adapter. Cela permet la réutilisation de la logique d’adaptation, pour
un autre système, et son évolution. Une approche qui permet une séparation nette
entre la logique d’adaptation et le système à adapter est le calcul autonomique [64].
Comme illustré à la Figure 2.1, le système est constitué d’un gestionnaire autono-
mique qui gère un ensemble d’entités pouvant être logicielles et/ou matérielles, sous
la forme d’une boucle autonomique. Le gestionnaire autonomique observe les enti-
tés gérées en collectant des données. Ensuite il analyse les données collectées pour
planifier et exécuter des actions, sur la base d’une connaissance sur les entités.
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Figure 1.1 – Architecture d’un système autonomique
1.2 Problématique
Concevoir et déployer un système adaptatif consistent à mettre en place une
boucle autonomique qui gère les entités du système pour réaliser les objectifs fixés.
Par exemple, considérons une plateforme d’exécution composée de trois ressources de
calcul sur lesquelles sont exécutées des entités logicielles. Lorsque la charge de travail
est faible, la boucle autonomique peut décider de regrouper les entités logicielles sur
une seule ressource de calcul et éteindre les deux autres, dans le but de réduire
la quantité d’énergie consommée par la plate forme d’exécution. Par exemple dans
un bâtiment intelligent, lorsqu’une présence est détectée dans une pièce, la boucle
autonomique peut allumer la lampe ou ouvrir le volet pour éclairer la pièce.
La conception d’un système adaptatif pose plusieurs problèmes. D’abord, les
capteurs et les actionneurs sont produits par différents fabricants et utilisent des
technologies de communication différentes. De même, les ressources de calcul sont
hétérogènes. Elles sont de différents types (p. ex., PC, Raspberry Pi), ont des capaci-
tés, en termes de CPU et de RAM, différentes, des systèmes d’exploitation différents
et des modes de démarrage différents. Certaines ressources de calcul (p. ex., PC)
peuvent être démarrées, à travers le réseau, en utilisant la technique du Wake on
LAN (WoL) 1. D’autres ressources de calcul (p. ex., Raspberry Pi) ne peuvent pas
être démarrées avec le WoL parce qu’elles doivent être débranchées puis rebranchées.
Ensuite, l’exécution des actions qui correspondent aux décisions prises peut créer
des inconsistances. En effet, une ressource de calcul peut tomber en panne ou devenir
inaccessible à cause d’une erreur de communication. Dans les deux cas, la ressource
de calcul ne reçoit pas la commande qui lui a été envoyée et l’action correspondante
n’est pas effectuée. Le fait de supposer que l’action a été effectuée crée une incon-
sistance. Par exemple, démarrer une ressource de calcul, pour y déployer une entité
logicielle, et supposer qu’elle est démarrée devient une inconsistance si la ressource
de calcul reste éteinte du fait d’une panne. Dans ce cas, le déploiement est supposé
être effectué mais ne l’est pas. Un exemple, d’inconsistance dans le domaine du bâ-
1. http ://openclassrooms.com/courses/wake-on-lan
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timent intelligent est d’allumer une lampe et de supposer qu’elle est allumée alors
qu’elle est restée éteinte du fait d’une panne ou d’une erreur de communication.
Ensuite, les décisions prises pour l’adaptation du système peuvent être conflic-
tuelles. Elles peuvent aussi violer un ou plusieurs objectifs. Par exemple, la boucle
autonomique peut décider de migrer plusieurs entités logicielles sur une ressource de
calcul qui est éteinte ou qui n’est pas disponible pour des raisons de maintenance.
De plus, la conception d’un système adaptatif requiert une séparation des aspects
déploiement et applicatif, par la mise en place de deux boucles autonomiques : une
boucle de déploiement et une boucle applicative. La mise en œuvre de ces boucles
nécessite une aide à la conception par un langage de spécification de haut niveau.
Enfin, selon la nature du système considéré, il peut être nécessaire de mettre en
œuvre plusieurs boucles applicatives et/ou de déploiement. Par exemple, pour un
système constitué d’un grand nombre d’entités, utiliser une seule boucle pour gérer
toutes les entités peut causer des dégradations de performance. Ces boucles doivent
être coordonnées pour éviter les décisions conflictuelles et les violations d’objectifs.
1.3 Contribution
La contribution de cette thèse est un support intergiciel, appelé SICODAF (Sup-
port Intergiciel pour la COnception et le Déploiement Adaptatifs Fiables), pour la
conception et le déploiement de systèmes adaptatifs fiables. Ce support intergiciel
permet de concevoir et de déployer un système adaptatif sous la forme d’une boucle
qui combine deux formes de fiabilité : une fiabilité comportementale et une fiabilité
d’exécution. La fiabilité comportementale consiste à prendre des décisions d’adap-
tation correctes et cohérentes. Elle garantit l’absence de conflits et de violations
d’objectifs et est obtenue à l’aide de systèmes de transitions. La fiabilité d’exécution
consiste à détecter le fait qu’une action ne peut pas être effectuée du fait d’une
erreur de communication ou d’une panne matérielle. Elle garantit l’absence d’incon-
sistances à l’exécution et est obtenue au moyen d’un intergiciel transactionnel.
La Figure 3.2 présente l’architecture d’une boucle autonomique mise en œuvre
à l’aide du support intergiciel SICODAF. Cette boucle est constituée d’une couche
d’abstraction, d’un mécanisme d’exécution transactionnelle et d’un contrôleur. La
couche d’abstraction communique avec les entités du système et masque leur hétéro-
généité. Le mécanisme d’exécution transactionnelle exécute des règles d’observation
et des règles d’exécution. Ces règles collectent des données sur le système et exé-
cutent des commandes. Le contrôleur analyse les données collectées et calcule les
commandes à exécuter, sur la base d’une connaissance sur le système. Le contrôleur
peut être basé sur des règles, sur la théorie du contrôle continu [52] ou du contrôle
discret [25]. Cette boucle peut être, selon la nature des entités du système à adapter,
une boucle de déploiement ou une boucle applicative. Elle est une boucle de déploie-
ment lorsqu’elle gère des entités logicielles et des ressources de calcul pour réaliser
des objectifs tels que le fonctionnement continu et l’économie d’énergie de la pla-
teforme d’exécution. Une telle boucle est une boucle applicative, par exemple dans
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le contexte du bâtiment intelligent, lorsqu’elle contrôle les actionneurs du bâtiment
pour réaliser des objectifs tels que la régulation de la température et l’éclairage.
SICODAF permet la reconfiguration d’une boucle, pour gérer les changements
d’objectifs qui surviennent dans système à adapter, et l’intégration d’un système de
détection de pannes. SICODAF permet également, pour la conception et le déploie-
ment d’un système composé de nombreuses entités, la mise en œuvre de boucles
multiples. Ces boucles peuvent être composées en utilisant le mode de composi-
tion approprié pour minimiser les coûts de conception et d’exécution. Les modes de
composition supportés par SICODAF sont : parallèle, coordonné et hiérarchique.
Le support intergiciel SICODAF a été mis en œuvre en utilisant l’intergiciel
à base de règles transactionnelles LINC [79], l’environnement d’abstraction PU-
TUTU [100] et le langage Heptagon/BZR [36] basé sur des systèmes de transitions.
O   Observation
A   Analyse
P   Plani cation
C   Connaissance
E   Execution












Figure 1.2 – Architecture d’une boucle générique
1.4 Organisation du manuscrit
Le manuscrit est divisé en sept chapitres. Le chapitre 2 présente l’état de l’art
sur la conception et le déploiement des systèmes adaptatifs. Il rappelle d’abord le
contexte et la problématique de la thèse. Ensuite, il présente les solutions proposées
dans la littérature en se focalisant sur celles basées sur des intergiciels et/ou sur
le calcul autonomique. Enfin, ce chapitre présente dans le domaine applicatif du
bâtiment intelligent, les problèmes rencontrés et les solutions qui ont été proposées.
Le chapitre 3 présente une vue d’ensemble du support intergiciel proposé, SI-
CODAF, et la conception d’une boucle générique. Il décrit d’abord SICODAF et
présente le flot de conception d’une boucle générique. Ensuite, il présente la recon-
figuration d’une boucle et l’intégration d’un système de détection de pannes.
Le chapitre 4 présente d’abord la conception d’une boucle de déploiement.
Ensuite, il décrit la conception d’une boucle applicative de bâtiment intelligent.
Le chapitre 5 décrit le support pour des boucles multiples. Il présente d’abord
les motivations et avantages de la conception de boucles multiples. Ensuite, il pré-
sente trois modes de composition de boucles (boucles en parallèle, boucles coordon-
nées et boucles hiérarchiques) et leur conception à l’aide du support SICODAF.
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Le chapitre 6 présente l’implémentation puis la validation du support intergiciel
SICODAF. Pour la validation, deux études de cas sont d’abord présentées puis des
boucles sont conçues pour permettre leur conception et leur déploiement.
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Ce chapitre présente l’état de l’art sur la conception et le déploiement de sys-
tèmes adaptatifs fiables. Il introduit d’abord les systèmes adaptatifs et leur fiabilité.
Ensuite, il présente les solutions proposées, dans la littérature, pour la conception et
le déploiement de systèmes adaptatifs fiables. Enfin, ce chapitre présente les outils
qui seront utilisés, par la suite, pour la mise en œuvre du support intergiciel proposé.
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2.1 Systèmes considérés
Dans le contexte de l’informatique pervasive et de l’internet des objets [7], les
systèmes sont constitués de nombreuses entités matérielles (p. ex., ressources de cal-
cul, capteurs, actionneurs) et logicielles (p. ex., bases de données). Des exemples de
tels systèmes sont les bâtiments intelligents, les systèmes de gestion des transports,
les systèmes de soins médicaux et les systèmes de contrôle de procédés industriels.
Dans ces systèmes, différentes entités coopèrent dans le but de réaliser un certain
nombre d’objectifs. Par exemple, un bâtiment intelligent est équipé de nombreux
capteurs, d’actionneurs et de ressources de calcul qui sont contrôlés, de façon auto-
matique, par un ensemble d’entités logicielles. L’objectif est, par exemple, d’assurer
le confort des occupants tout en minimisant la consommation d’énergie du bâtiment.
Ces systèmes opèrent dans des environnements dynamiques et sont à la fois
— hétérogènes : les ressources de calcul qui constituent ces systèmes sont
de différents types et ont des capacités de calcul, de stockage et de com-
munication différentes. De plus, les ressources de calcul ont des systèmes
d’exploitation différents et des modes de démarrage différents. Certaines res-
sources de calcul (p. ex., PC) peuvent être démarrées à travers le réseau en
utilisant la technique du Wake on LAN (WoL). D’autres ressources de calcul
(p. ex., Raspberry Pi) ne peuvent pas être démarrées en utilisant le WoL parce
qu’elles doivent être débranchées et rebranchées pour démarrer. De même, les
capteurs et les actionneurs sont hétérogènes. Ils sont produits par différents
fabricants et utilisent des technologies de communication qui sont différentes
(p. ex., ZigBee [139], EnOcean [42], Plugwise [105], MODBUS [90]) ;
— distribués : les entités qui constituent ces systèmes sont physiquement dis-
tribuées et interagissent à travers le réseau pour réaliser les objectifs fixés.
Les motivations de la distribution de ces systèmes sont, par exemple, des rai-
sons de performance (p. ex., plus de capacité de calcul), des raisons de tolé-
rance aux pannes (p. ex., redondance d’ entités logicielles) ou des contraintes
géographiques. Les interactions entre les différentes entités requièrent la ré-
solution de problèmes tels que le partage de données, les accès concurrents et
la synchronisation. De plus, les entités qui constituent ces systèmes peuvent
devenir inaccessibles à cause d’une erreur de communication ou d’une panne.
Pour rester opérationnels et réaliser leurs objectifs, ces systèmes doivent s’adap-
ter aux changements de leur environnement (p. ex., panne d’une entité matérielle).
2.1.1 Adaptation des systèmes
L’adaptation, pour des systèmes, consiste à modifier leur comportement en ré-
ponse aux changements qui surviennent dans leur environnement [27, 99]. L’environ-
nement étant tout ce qui peut être perçu par les systèmes. Du fait du nombre élevé
d’entités qui constituent ces systèmes et de la nature dynamique de leur environne-
ment, l’adaptation manuelle n’est pas réalisable. Les systèmes doivent s’adapter de
façon autonome et sont appelés systèmes auto-adaptatifs ou, seulement, adaptatifs.
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Pour s’adapter, un système collecte de façon continue des données de son en-
vironnement. Le but est de détecter les changements qui surviennent. Ensuite, le
système analyse les données collectées pour prendre des décisions et exécuter les
actions correspondantes. Par exemple, dans le contexte du bâtiment intelligent, le
système peut allumer le chauffage d’une pièce lorsqu’une présence y est détectée et
que la température est inférieure à 17˚C. Lorsque la charge de travail est faible, le
système peut regrouper toutes les entités logicielles sur une ressource de calcul et
éteindre les autres ressources de calcul pour réduire la consommation d’énergie.
Pour éviter que les systèmes se retrouvent dans des états qui sont indésirables, ne
pouvant plus réaliser leurs objectifs, l’adaptation doit être effectuée de façon fiable.
2.1.2 Fiabilité des systèmes
La fiabilité d’un système est définie dans [11] comme étant la continuité du fonc-
tionnement correct. Elle consiste à éviter les états indésirables qui compromettent
le bon fonctionnement du système. Par exemple, dans le contexte du bâtiment intel-
ligent, la non fiabilité d’un système peut causer des comportements indésirables ou
anormaux pouvant frustrer les occupants du bâtiment. Des exemples de tels com-
portements sont : des volets qui s’ouvrent et se ferment en boucle, une pièce occupée
qui n’est pas éclairée ou la température qui est supérieure à 30˚C dans un bureau
occupé. Ces comportements doivent être évités pour garantir la fiabilité du système.
La fiabilité d’un système adaptatif dépend des décisions prises, pour réagir aux
changements survenus dans l’environnement, et de l’exécution des actions correspon-
dantes. Elle consiste en une fiabilité comportementale et une fiabilité d’exécution.
2.1.2.1 Fiabilité comportementale
La fiabilité comportementale consiste à prendre des décisions d’adaptation qui
sont à la fois correctes et cohérentes. En effet, les décisions prises par un système pour
s’adapter aux changements de son environnement peuvent être conflictuelles. Elles
peuvent aussi violer un ou plusieurs objectifs du système. Les conflits et les violations
d’objectifs sont explicites ou implicites. Ils sont implicites lorsqu’ils sont dus aux
effets de l’exécution des actions qui correspondent aux décisions d’adaptation prises.
Par exemple, dans le contexte du bâtiment intelligent, le fait d’ouvrir une fenêtre
pour ventiler une pièce peut violer un objectif qui limite le niveau de bruit de la pièce
à un certain seuil. De même, migrer une entité logicielle d’une ressource de calcul
à une autre peut violer un objectif relatif à la performance qui consiste à ne pas
surcharger une ressource de calcul. Enfin, migrer une ou plusieurs entités logicielles
vers une ressource de calcul qui n’est pas allumée est une décision conflictuelle.
Pour la fiabilité des systèmes, les conflits et les violations d’objectifs doivent
être évités lors de la prise de décisions. De plus, les actions qui correspondent aux
décisions prises doivent être correctement exécutées, en prenant en compte le fait
que des erreurs de communication et des pannes matérielles peuvent survenir.
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2.1.2.2 Fiabilité d’exécution
La fiabilité d’exécution consiste à éviter les inconsistances qui peuvent être cau-
sées par des erreurs de communication et des pannes matérielles. Une inconstance
survient lorsque le système suppose qu’une action est effectuée alors qu’elle ne l’est
pas en réalité du fait de l’occurrence d’une erreur de communication ou d’une panne.
Par exemple, le fait d’ouvrir une fenêtre pour ventiler une pièce crée une incon-
sistance si le système suppose que la fenêtre a été ouverte alors qu’elle ne l’est pas
du fait d’une erreur de communication. De même, démarrer une ressource de calcul
et y déployer des entités logicielles crée une inconsistance si la ressource de calcul
reste éteinte du fait d’une panne. Dans ce cas, les entités logicielles sont supposées
être déployées alors qu’elles ne le sont pas, ce qui peut causer l’arrêt du système.
2.2 Conception et déploiement de systèmes adaptatifs
fiables
Du fait de la nature distribuée des systèmes adaptatifs, plusieurs solutions pro-
posées, dans la littérature, pour leur conception et leur déploiement utilisent un
intergiciel. Cela permet de gérer la communication entre les entités distribuées et
leurs interactions. Pour permettre l’adaptation autonome des systèmes, plusieurs so-
lutions, de conception et de déploiement, sont basées sur le calcul autonomique. Les
intergiciels, le calcul autonomique et les solutions de conception et de déploiement
de systèmes adaptatifs proposées dans la littérature sont présentés ci-après.
2.2.1 Intergiciel
Un intergiciel est un outil logiciel qui simplifie la conception de systèmes dis-
tribués. Il fournit des mécanismes d’abstraction qui masquent l’hétérogénéité des
systèmes et permettent la communication ainsi que la coordination des entités dis-
tribuées [41]. Ces mécanismes permettent aux développeurs de se concentrer sur la
logique du système (les fonctionnalités à fournir et les objectifs à atteindre) et non
sur les aspects liés à sa distribution (p. ex., les interactions entre entités distantes).
De plus, certains intergiciels fournissent des mécanismes qui permettent aux
systèmes d’avoir une connaissance de leur contexte d’exécution, en collectant et en
interprétant des données dans le but de détecter des changements. Plusieurs intergi-
ciels ont été proposés dans le contexte de l’informatique pervasive et de l’internet des
objets. Ces intergiciels utilisent différentes approches pour permettre la conception
de systèmes distribués et peuvent être classés, d’après [109], en sept catégories :
1. Intergiciels orientés événements : dans un intergiciel orienté événements,
les entités du système considéré interagissent à travers des événements. Ces
événements sont produits par des entités appelées producteurs et sont consom-
més par d’autres entités appelées consommateurs. Ces intergiciels sont géné-
ralement basés sur le paradigme publier/souscrire (« publish/suscribe ») [44].
Les consommateurs souscrivent aux événements qui les intéressent et n’ont
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pas besoin de connaître leurs producteurs ou d’être exécutés au même instant
qu’eux. De même, les producteurs n’ont pas besoin de connaître les consom-
mateurs. Ces intergiciels permettent le découplage spatial et temporel des
entités du système considéré. Ce découplage permet de gérer la nature dyna-
mique des systèmes (une entité matérielle peut tomber en panne ou devenir
disponible). Des exemples de tels intergiciels sont Hermes [104] et Green [120].
2. Intergiciels orientés services : dans un intergiciel orienté services, des enti-
tés, appelées fournisseurs de services, fournissent des services qui sont décou-
verts et utilisés par d’autres entités appelées consommateurs de services. Ces
intergiciels sont basés sur l’architecture orientée services et bénéficient des
avantages tels que l’interopérabilité, le couplage faible entre les différents ser-
vices et la possibilité de découvrir et de composer des services. Des exemples
d’intergiciels orientés services sont MUSIC [110] et SOCRADES [57].
3. Intergiciels orientés agents : dans un intergiciel orienté agents, l’appli-
cation considérée est conçue sous la forme de programmes modulaires qui
sont distribués entre les entités matérielles du système (p. ex., ressources de
calcul) à l’aide d’agents mobiles. Un agent mobile peut migrer d’une entité à
une autre et maintient son état d’exécution lors de la migration. Les intergi-
ciels orientés agents facilitent la conception de systèmes distribués capables
de tolérer des pannes partielles, du fait de la mobilité des agents. Cependant,
la nature autonome des agents peut causer des comportements imprévisibles
à l’exécution. Des exemples de tels intergiciels sont Impala [77] et Agilla [47].
4. Intergiciels à base de machines virtuelles : dans un intergiciel à base de
machines virtuelles, l’application considérée est conçue en modules séparés
qui sont distribués entre les entités matérielles du système. Chaque entité
matérielle possède une machine virtuelle pour l’interprétation des différents
modules qui lui sont alloués. Ces intergiciels supportent l’hétérogénéité des
entités matérielles qui constituent le système, grâce à la virtualisation. Cepen-
dant, la virtualisation requiert d’importantes ressources en termes de CPU
et de RAM et peut ne pas être faisable sur toutes les entités matérielles du
système. Des exemples de tels intergiciels sont Maté [75] et Melete [136].
5. Intergiciels orientés bases de données : dans un intergiciel orienté bases
de données, un réseau de capteurs est considéré comme un système de base
de données relationnelle virtuelle. Une application peut interroger la base
de données à l’aide d’un langage de requêtes (p. ex., SQL) pour obtenir des
données des capteurs. Ces intergiciels simplifient l’accès aux données mais uti-
lisent une approche centralisée qui limite le passage à l’échelle. Des exemples
d’intergiciels orientés bases de données sont TinyDB [81] et Sensation [58].
6. Intergiciels à application spécifique : ces intergiciels sont conçus pour
répondre aux besoins spécifiques d’une application ou d’un domaine d’appli-
cation (p. ex., bâtiments intelligents, transports). Ces intergiciels sont limités
par le fait qu’ils n’offrent pas de support pour plusieurs domaines d’applica-
tion. Des exemples de tels intergiciels sont MidFusion [1] et TinyCubus [85].
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7. Intergiciels à base de tuples : dans un intergiciel à base de tuples, les en-
tités du système considéré interagissent à travers des mémoires associatives
(« associative memories ») qui contiennent des données sous forme de tuples.
Ces intergiciels sont dérivés du langage de coordination Linda [24]. Ils four-
nissent une interface de programmation applicative simple. Cette interface
permet d’accéder aux mémoires associatives pour lire, consommer ou insé-
rer des tuples. De plus, ces intergiciels permettent le découplage spatial et
temporel entre les différentes entités du système considéré (les entités n’ont
pas besoin de se connaître ni d’exister au même instant). Des exemples de
tels intergiciels sont TOTA [84], EgoSpaces [62], TuCSoN [98], LIME [95],
MARS [20], MobiGATE [138], Holoparadigm [13], SAPERE [26] et LINC [79].
Un intergiciel peut appartenir à plusieurs catégories et bénéficier de leurs avan-
tages. Par exemple, un intergiciel orienté agents peut utiliser des mémoires asso-
ciatives et permettre le découplage spatial et temporel des différents agents. De
même, un intergiciel à base de tuples peut utiliser une approche orientée agents.
Cela permet, grâce à la mobilité des agents, l’adaptation des systèmes distribués.
Une approche pour rendre l’adaptation autonome est le calcul autonomique [64].
2.2.2 Calcul autonomique
Le calcul autonomique [64] a été introduit en 2001 par IBM pour rendre auto-
nome l’administration des systèmes informatiques. Il permet la conception de sys-
tèmes capables de s’adapter à leur environnement de façon autonome en effectuant
— l’auto-réparation : consiste à détecter, diagnostiquer et réparer les dysfonc-
tionnements causés par des pannes matérielles et des erreurs logicielles ;
— l’auto-optimisation : consiste à, continuellement, améliorer son fonctionne-
ment (p. ex., en termes de performance et de consommation de ressources) ;
— l’auto-protection : consiste à se défendre contre les attaques malicieuses ou
les dysfonctionnements qui n’ont pas pu être résolus par l’auto-réparation ;
— l’auto-configuration : consiste à se reconfigurer, de façon automatique, en
fonction des changements qui surviennent dans le but de rester opérationnel.
Un système capable de s’adapter, aux changements qui surviennent dans son en-
vironnement de façon autonome, en effectuant l’auto-réparation, l’auto-optimisation,
l’auto-configuration ou l’auto-protection est appelé système autonomique. Un tel
système est caractérisé par une séparation nette entre la logique d’adaptation et le
système à adapter. Un tel système est, comme illustré à la Figure 2.1, constitué
— d’entités gérées : elles peuvent être matérielles (p. ex., ressources de calcul)
et/ou logicielles (p. ex., logiciels de traitement d’images) et constituent le
système à adapter pour réaliser un ensemble d’objectifs (p. ex., performance) ;
— de capteurs : ils permettent d’observer le système à adapter et son environ-
nement. Un capteur peut être matériel (p. ex., capteur de température) ou
logiciel (p. ex., entité logicielle conçue pour détecter d’une panne matérielle) ;
— d’actionneurs : ils permettent d’effectuer des actions sur le système (p. ex.,
démarrer une ressource de calcul) et peuvent être matériels ou logiciels ;
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— d’un gestionnaire autonomique : il communique avec les capteurs et les
actionneurs et est chargé de contrôler le comportement du système à adapter.
Le gestionnaire autonomique fonctionne sous la forme d’une boucle, appelée
MAPE-K [64], en effectuant quatre opérations : Observation («Monitoring »), Ana-
lyse (« Analysis »), Planification (« Planning ») et Exécution (« Execution »), sur
la base d’une connaissance sur le système (« Knowledge »). Le gestionnaire autono-
mique observe, de façon continue, le système à adapter en collectant des données
des capteurs (Observation). Ensuite, il analyse les données collectées pour détecter
les changements qui sont survenus (Analyse) et prendre des décisions d’adaptation
(Planification). Enfin, il effectue les actions correspondantes à l’aide des actionneurs
(Exécution) et met à jour la connaissance qu’il a sur le système. L’analyse et la pla-
nification sont essentielles. Elles permettent de détecter le fait que le système doit
s’adapter et de décider des actions à effectuer pour mettre en œuvre l’adaptation.
L’adaptation d’un système peut être effectuée par un ou plusieurs gestionnaires
autonomiques. Lorsque l’adaptation est effectuée par un seul gestionnaire autono-
mique, l’architecture du système est dite centralisée. Cette architecture est adoptée
par plusieurs solutions de conception et de déploiement de systèmes adaptatifs. Des
exemples de telles solutions sont RAINBOW [49], QoSMOS [21], DACAR [38] et
MADME [33]. Dans ces solutions, un gestionnaire autonomique effectue les opé-
rations d’observation, d’analyse, de planification et d’exécution sur le système à
adapter. L’avantage est que le gestionnaire autonomique a une vision globale du
système et peut prendre des décisions d’adaptation appropriées. Cependant, lorsque
le système considéré est constitué de nombreuses entités, l’utilisation d’un seul ges-
tionnaire autonomique peut causer, à l’exécution, des dégradations de performance.
Pour éviter les dégradations de performance à l’exécution, certaines solutions de
conception et de déploiement de systèmes adaptatifs proposées dans la littérature
adoptent une architecture décentralisée. Des exemples de telles solutions sont celles
proposées dans [133, 135]. Dans [133], plusieurs gestionnaires autonomiques sont uti-
lisés pour permettre l’adaptation d’un système. Chaque gestionnaire autonomique
effectue les opérations d’Observation, d’Analyse, de Planification et d’Execution
(OAPE) sur un sous-système. Dans certains cas, pour prendre une décision, la pla-
nification est effectuée par plusieurs gestionnaires autonomiques qui interagissent
par échange de messages. Dans [133], les auteurs proposent des modes d’interac-
tions de gestionnaires autonomiques (p. ex., le mode hiérarchique). Dans le mode
hiérarchique, les gestionnaires autonomiques sont structurés sous la forme d’une hié-
rarchie. Les gestionnaires autonomiques qui possèdent le niveau hiérarchique le plus
faible effectuent les opérations OAPE sur le système à adapter et peuvent recevoir,
en entrée, des données de la part des gestionnaires du niveau hiérarchique supérieur.
Le calcul autonomique est utilisé par plusieurs solutions de conception et de dé-
ploiement de systèmes adaptatifs pour bénéficier de la nature autonome de l’adap-
tation. Plusieurs autres solutions permettant l’adaptation autonome des systèmes,
sans se référer au calcul autonomique ou le mentionner de façon explicite, ont été
également proposées. Ces différentes solutions, proposées dans la littérature, pour
la conception et le déploiement de systèmes adaptatifs sont présentées par la suite.
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Figure 2.1 – Architecture d’un système autonomique
2.2.3 Solutions proposées dans la littérature
De nombreuses solutions ont été proposées, dans la littérature, pour permettre
la conception et le déploiement de systèmes adaptatifs tout en garantissant leur
fiabilité. Ces solutions sont basées sur des règles, des fonctions d’utilité, des objectifs
ou des modèles [69]. Les règles, les fonctions d’utilité et les objectifs sont utilisés,
par les solutions, pour prendre des décisions d’adaptation et peuvent être combinés
avec des modèles qui représentent les comportements ou les structures des systèmes.
Dans les solutions basées sur des règles (p. ex., [96, 83, 71, 66, 119, 14, 32, 63, 38]),
l’adaptation consiste à déclencher une ou plusieurs règles qui effectuent des actions
lorsqu’un événement spécifique survient. Dans les solutions basées sur une fonction
d’utilité (p. ex., [65, 89, 110, 50, 23]), l’adaptation consiste à choisir la configuration
du système qui offre la plus grande utilité. Enfin, dans les solutions basées sur des
objectifs (p. ex., [112, 118, 33, 88, 68]), l’adaptation consiste à réaliser les objectifs
du système. Dans ces solutions, les objectifs sont réalisés à l’aide d’algorithmes
spécifiques, à l’aide de la résolution de contraintes ou grâce à la théorie du contrôle.
Par la suite, sont présentées dans les détails l’adaptation basée sur des règles,
l’adaptation basée sur des fonctions d’utilité et l’adaptation basée sur la théorie du
contrôle, qui sont utilisées par de nombreuses solutions proposées dans la littérature.
2.2.3.1 Adaptation basée sur des règles
Elle consiste à utiliser un ensemble de règles qui spécifient les actions que le
système considéré doit effectuer lorsque des événements spécifiques surviennent.
Les règles sont généralement sous la forme si conditions alors actions et sont utili-
sées dans de nombreux intergiciels, par exemple, FACTS [128], SOCAM [54], Mid-
Sen [101], REED [45] et LINC [79]. Les règles sont également utilisées dans plusieurs
solutions de conception et/ou de déploiement de systèmes adaptatifs proposées dans
la littérature. Certaines de ces solutions ciblent un domaine d’application spécifique
(p. ex., bâtiment intelligent) tandis que les autres solutions proposent des approches
génériques pour permettre la conception et/ou le déploiement de systèmes adapta-
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tifs.
Les solutions proposées dans [86, 96, 83, 122, 74, 30] s’intéressent au domaine
applicatif du bâtiment intelligent. Elles permettent de concevoir le système considéré
sous la forme d’un ensemble de règles. Ces règles effectuent des actions lorsque
des événements spécifiques surviennent, pour réaliser, par exemple, des objectifs
de confort, de sécurité ou d’économie d’énergie. Par exemple, une règle peut être
utilisée pour ouvrir la fenêtre d’une pièce lorsqu’une présence y est détectée et que
le niveau de CO2 est élevé, dans le but de ventiler la pièce. Une règle peut également
être utilisée pour fermer la porte d’une pièce et éteindre toutes les lampes lorsque
la pièce n’est pas occupée, pour des raisons de sécurité et d’économie d’énergie.
Les solutions proposées dans [49, 71, 66, 119, 14, 32] ne ciblent pas de domaines
applicatifs particuliers. Dans ces solutions, la logique du système à adapter est mise
en œuvre sous la forme d’un ensemble d’entités logicielles (p. ex., composants) et
la logique d’adaptation est implémentée en utilisant des règles. Ces règles vérifient
des conditions et effectuent des actions qui modifient les entités logicielles (p. ex.,
remplacer un composant par un autre) et/ou leurs interactions dans le but d’adapter
le système. Ces solutions séparent la logique d’adaptation du système à adapter.
Cette séparation permet la réutilisation de la logique d’adaptation et son évolution.
De plus, des études effectuées, dans le contexte du bâtiment intelligent, ont
montré que les règles sont intuitives pour la description de comportements adapta-
tifs [37, 129]. L’ensemble des règles utilisées pour l’adaptation d’un système ne doit
pas contenir des erreurs de conception, pour garantir la fiabilité comportementale.
Fiabilité comportementale des systèmes L’ensemble de règles utilisées pour
l’adaptation d’un système peut contenir différents types d’erreurs :
— conflit : un conflit survient lorsque des règles différentes sont activées au
même instant et ont des actions contradictoires sur le système considéré ;
— violation d’objectifs : une violation d’objectifs survient lorsque l’exécution
d’une règle mène à un état, indésirable, violant un ou plusieurs objectifs ;
— règle non activable : une règle est non activable lorsque deux ou plusieurs
conditions qu’elle vérifie sont incompatibles (p. ex., sont contradictoires) ;
— incomplétude : elle est caractérisée par le fait qu’il manque des règles ;
— redondance : elle survient lorsque des règles effectuent une même action ;
— circularité : elle correspond à une exécution en boucle de plusieurs règles.
La circularité peut correspondre au comportement d’un fonctionnement répétitif.
Dans ce cas, elle n’est pas considérée comme une erreur. De même, la redondance
peut être volontaire pour de la tolérance aux pannes. Lorsqu’elle est involontaire,
la redondance peut causer des dégradations de performance (exécution de plusieurs
règles) ou mener à des exécutions multiples d’une action qui ne doit pas être exécutée
plusieurs fois (p. ex., injection d’une dose d’insuline à un patient) et est une erreur.
Certaines erreurs (conflit, violation d’objectifs, circularité et redondance) peuvent
être explicites ou implicites. Elles sont implicites lorsqu’elles sont dues aux effets qui
résultent de l’exécution des règles. Par exemple, une règle qui ouvre la fenêtre pour
28 Chapitre 2. État de l’art
ventiler une pièce peut violer, de façon implicite, un objectif qui limite le niveau
de bruit de la pièce à un certain seuil. De même, une règle qui migre une entité
logicielle d’une ressource de calcul à une autre peut violer un objectif qui stipule
que deux entités logicielles utilisées pour de la redondance ne doivent pas être sur
la même ressource de calcul. Enfin, une règle qui ferme toutes les ouvertures, d’une
pièce, et une règle qui ferme toutes les portes et les fenêtres sont redondantes.
Plusieurs méthodes ont été proposées, dans la littérature, pour garantir la fia-
bilité comportementale des systèmes adaptatifs à base de règles. L’objectif est de
détecter et de résoudre les erreurs qui peuvent être contenues dans un ensemble de
règles. Pour détecter les erreurs, ces méthodes utilisent des mécanismes tels que la
comparaison par paire de règles et la vérification formelle [12]. La vérification for-
melle consiste à modéliser la logique du système considéré en utilisant un langage
formel (p. ex., réseaux de Petri [94], automates [59]) et à vérifier à l’aide d’un outil
de vérification si un ensemble de propriétés, exprimées en logique temporelle, sont
satisfaites par le modèle. Des exemples de telles propriétés sont l’absence de conflits
et de violations d’objectifs, de redondance, de circularité et de règles non activables.
Le Tableau 2.1 présente des méthodes de détection et de résolution d’erreurs
dans un ensemble de règles. Il spécifie pour chaque méthode les types d’erreurs
qu’elle permet de détecter. Comme illustré par le tableau, les conflits explicites
sont détectés par la plupart des méthodes alors que les erreurs implicites ne sont
souvent pas détectées. La raison est que plusieurs méthodes de détection et de
résolution d’erreurs ne considèrent pas les effets qui résultent de l’exécution des
règles. Les méthodes proposées dans [76, 87, 116, 108], considèrent les effets de
l’exécution des règles et permettent de détecter des conflits implicites et/ou des
violations d’objectifs implicites. Dans [76, 87, 108], les conflits et/ou les violations
d’objectifs détectés doivent être résolus de façon manuelle. Dans [116], les conflits
détectés, au moment de l’exécution, sont résolues de façon automatique, en utilisant
des règles de résolution qui sont prédéfinies, et une méthode est proposée pour la
fiabilité d’exécution.
Fiabilité d’exécution des systèmes Plusieurs méthodes ont été proposées pour
garantir la fiabilité d’exécution des systèmes adaptatifs à bases de règles [116, 107,
108, 39, 79]. Dans [116, 107, 108], les auteurs proposent une approche qui permet
de détecter et d’éviter les inconsistances. Cette approche consiste à vérifier l’effet de
l’exécution des règles en utilisant les données des capteurs ou d’autres sources. Par
exemple, le capteur de luminosité peut être utilisé pour vérifier l’effet de la règle
qui allume la lampe de la pièce. Lorsque l’action d’une règle n’est pas effectuée, une
inconsistance est détectée. Par exemple, dans le cas de la règle qui allume la lampe
d’une pièce, une inconsistance est détectée lorsque la luminosité de la pièce n’est pas
égale à une valeur spécifique après l’exécution de la règle. Cependant, cette approche
peut mettre du temps avant de détecter les inconsistances, dans le cas des actions
dont les effets ne sont pas instantanés (p. ex., allumer le chauffage ou le climatiseur).
Dans [39, 79], les auteurs proposent d’utiliser des transactions distribuées [15]
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Table 2.1 – Solutions de détection d’erreurs entre des règles
COE COI VIE VII REN INC REE REI CIE CII
Agusto, 2004 [8] 4 6 6 6 4 6 4 6 4 6
Cano, 2014 [22] 4 6 4 4 4 6 4 6 4 6
Khakpour, 2010 [67] 4 6 4 6 4 6 4 6 6 6
Le Guilly, 2016 [72] 6 6 4 6 6 6 6 6 6 6
Liang, 2015 [76] 4 4 4 4 6 6 6 6 6 6
Liu, 2014 [78] 4 6 6 6 4 6 4 6 6 6
Magill, 2016 [82] 4 6 6 6 6 6 6 6 4 6
Maternaghan, 2013 [87] 4 4 6 6 6 6 6 6 6 6
Nacci, 2015 [96] 4 6 6 6 6 6 6 6 6 6
Preuveneers, 2016 [108] 4 4 6 6 6 6 6 6 6 6
Stavropoulos, 2015 [123] 4 6 6 6 6 6 6 6 6 6
Shankar, 2005 [116] 4 4 6 6 6 6 6 6 6 6
Sun, 2015 [124] 4 6 6 6 6 6 4 6 4 6
Vannucchi, 2017 [131] 6 6 4 6 4 6 4 6 6 6
COE = conflit explicite, COI = conflit implicite, VIE = violation d’objectif explicite
VII = violation d’objectif implicite, REN = règle non activable, INC = incomplétude
REE = redondance explicite, REI = redondance implicite, CIE = circularité explicite
CII = circularité implicite
pour éviter les inconsistances. Une transaction permet d’exécuter un ensemble d’opé-
rations de façon atomique. Elle est utilisée dans une règle pour effectuer des actions
et mettre à jour les états logiques des actionneurs (états stockés dans le système).
Lorsqu’une action ne peut pas être effectuée, par exemple, à cause d’une erreur de
communication, l’état logique de l’actionneur correspondant n’est pas mis à jour et
l’action n’est pas supposée être effectuée. Cela permet d’éviter les inconsistances au
moment où les actions sont effectuées. Par exemple, le fait que le chauffage est en
panne est détecté au moment de l’allumer et non après la baisse de la température
de la pièce. Cependant, un actionneur peut tomber en panne après qu’une action
ait été effectuée et créer une inconsistance. Par exemple, le chauffage peut tomber
en panne après avoir été allumé. Dans ce cas, l’état logique du chauffage est égal à
allumé alors qu’il ne l’est pas. Une telle inconsistance peut être détectée en utilisant
les données des capteurs comme l’approche proposée dans [116, 107, 108]. Cette ap-
proche a été également proposée par [113, 114] pour détecter les inconsistances, dans
le contexte du bâtiment intelligent, des processus métiers (« business processes »).
Conclusion L’adaptation basée sur des règles permet la conception intuitive de
systèmes adaptatifs. De plus, de nombreuses méthodes ont été proposées pour ga-
rantir la fiabilité comportementale et la fiabilité d’exécution des systèmes conçus.
Cependant, lorsque le système considéré est constitué de nombreuses entités, l’écri-
ture des règles peut être fastidieuse. En effet, le développeur doit considérer ma-
nuellement tous les cas possibles. L’objectif est d’éviter que le système se retrouve
dans des états dans lesquels aucune action ne peut être effectuée parce la règle cor-
respondante n’ a pas été définie. Pour éviter aux développeurs le fait de considérer
l’ensemble des cas, plusieurs solutions de conception et/ou de déploiement de sys-
tèmes adaptatifs, proposées dans la littérature, se basent sur une fonction d’utilité.
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2.2.3.2 Adaptation basée sur une fonction d’utilité
Elle consiste à adapter le système considéré de façon automatique en utilisant
une fonction d’utilité. Une fonction d’utilité est une somme pondérée des proprié-
tés du système (p. ex., qualité de service fournie, quantité d’énergie consommée).
Les pondérations permettent de spécifier une préférence entre les propriétés. Par
exemple, la qualité de service peut être préférée à la réduction de la consommation
d’énergie. L’adaptation consiste à choisir, de façon automatique, la configuration du
système qui offre la plus grande utilité lorsqu’un événement spécifique survient. Les
fonctions d’utilité sont utilisées par des solutions de conception de systèmes adapta-
tifs (p. ex., [65, 89]) et par des intergiciels tels que MADAM [50] et CAMPUS [134].
MADAM et CAMPUS permettent d’adapter un système qui est développé sous
la forme d’un ensemble d’entités logicielles (p. ex., composants). Pour utiliser ces
intergiciels, le développeur décrit d’abord le système considéré (les entités logicielles
et leurs interactions). Pour chaque entité logicielle, le développeur spécifie les diffé-
rentes implantations et leurs propriétés. Une propriété décrit une qualité de service
fournie (p. ex., temps de réponse) ou une ressource requise (p. ex., quantité de mé-
moire) et peut dépendre du contexte. Par exemple, le temps de réponse d’une entité
peut dépendre de la bande passante disponible. Ensuite, le développeur définit, dans
le cas de MADAM, la fonction d’utilité qui sera utilisée pour l’adaptation du sys-
tème. Dans le cas de CAMPUS, une formule de fonction d’utilité prédéfinie permet
de calculer et d’associer une valeur d’utilité à chaque entité logicielle. Dans les deux
intergiciels, un gestionnaire d’adaptation est chargé de la reconfiguration automa-
tique du système, sur la base d’une connaissance des entités logicielles et de leur
propriétés. Lorsqu’un événement spécifique survient, le gestionnaire d’adaptation
reconfigure le système en choisissant la configuration qui offre la plus grande utilité.
Le même principe (choix d’une configuration qui offre la plus grande utilité) est
utilisé par les solutions proposées dans [21, 92]. De plus, ces solutions proposent une
méthode pour garantir la fiabilité comportementale des systèmes adaptatifs conçus.
Fiabilité comportementale des systèmes Pour garantir la fiabilité compor-
tementale, certaines solutions, de conception et de déploiement de systèmes adap-
tatifs, basées sur des fonctions d’utilité, utilisent un outil de vérification formelle.
L’objectif est de choisir, lorsqu’un événement spécifique survient, la configuration
du système qui ne viole pas les objectifs considérés et qui offre la plus grande utilité.
Un exemple d’une telle de solution est proposée dans [21]. Cette solution est basée
sur les principes du calcul autonomique et utilise un gestionnaire autonomique pour
effectuer l’adaptation du système considéré. Le gestionnaire autonomique possède
comme connaissance sur le système à adapter un modèle de Markov [17], qui décrit
le comportement du système. Ce modèle contient des paramètres qui sont mis à
jour par l’observation du système (p. ex., temps d’exécution estimé d’un service) et
est utilisé, par le gestionnaire autonomique, pour effectuer les opérations d’analyse
et de planification. Ces opérations sont effectuées à l’aide de l’outil de vérification
PRISM [70]. Cet outil permet d’explorer toutes les configurations possibles du sys-
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tème, dans le but de déterminer celle qui offre la plus grande utilité, de façon fiable.
Fiabilité d’exécution des systèmes Les solutions de conception et de déploie-
ment de systèmes adaptatifs basées sur des fonctions d’utilité se concentrent sur
la prise de décisions. Elles proposent des approches pour choisir la configuration
du système lorsqu’un événement spécifique survient et, dans la plupart des cas, ne
spécifient pas comment la reconfiguration est mise en œuvre et comment la fiabilité
d’exécution est garantie. Toutefois, les méthodes de fiabilité d’exécution proposées
pour les système adaptatifs à base de règles peuvent être appliquées. Par exemple,
les données des capteurs peuvent être utilisées pour vérifier l’exécution des actions.
Conclusion L’adaptation basée sur une fonction d’utilité permet l’automatisa-
tion de la prise des décisions d’adaptation. Cela permet aux développeurs de ne pas
considérer tous les cas possibles pour permettre l’adaptation d’un système. Cepen-
dant, ils doivent définir des propriétés pertinentes du système à adapter et, dans
la plupart des cas une fonction d’utilité, ce qui n’est pas une tâche facile [69]. De
plus, l’utilisation en ligne d’un outil de vérification qui permet de garantir la fiabilité
comportementale des systèmes conçus peut causer des dégradations de performance.
2.2.3.3 Adaptation basée sur la théorie du contrôle
Elle consiste à spécifier, dans un premier temps, les objectifs à réaliser et à définir
un modèle du système à adapter. Ensuite, à concevoir un contrôleur qui, à partir du
modèle et des objectifs, adapte le système aux changements de son environnement.
L’adaptation basée sur la théorie du contrôle est utilisée par plusieurs solutions pour
concevoir des systèmes adaptatifs [102, 117]. Des exemples de telles solutions sont
celles proposées dans [118] et [68]. Dans [118], les auteurs proposent une approche
générique pour la conception de systèmes adaptatifs dans lesquels plusieurs objectifs
doivent être réalisés. Dans [68], les auteurs s’intéressent aux bâtiments intelligents
et proposent une approche réalisant des objectifs de confort et d’économie d’énergie.
Ces solutions sont basées sur la théorie du contrôle continu ou du contrôle discret.
Contrôle continu Le modèle du système est fourni sous une forme mathéma-
tique (p. ex., des équations différentielles) qui décrit la dynamique du système. Les
objectifs constituent la consigne de contrôle qui permet au contrôleur d’adapter le
système. Pour effectuer l’adaptation, comme illustré à la Figure 2.2, le contrôleur
calcule, en fonction de l’écart entre la sortie du système et la consigne (l’erreur),
une commande qui est appliquée au système. Cette commande permet d’adapter le
système de sorte que la sortie soit égale à la consigne (ou à la plus proche valeur
possible) et ceci malgré les perturbations extérieures (p. ex., variation de charges).
Le contrôleur peut être conçu sous plusieurs formes. Il peut être, par exemple,
un PI (Proportionnel Intégral), un PID (Proportionnel Intégral Dérivé) ou basé sur
une technique de contrôle avancée (p. ex., commande prédictive, commande H∞).
Le PID est, d’après [117], le contrôleur le plus utilisé dans la littérature pour la
32 Chapitre 2. État de l’art
Figure 2.2 – Boucle de contrôle continu
conception de systèmes adaptatifs. La raison est qu’il permet d’obtenir une erreur
nulle (la sortie du système est égale à la consigne) malgré les perturbations et est
facile à concevoir. La commande (u) à appliquer sur le système est calculée en
fonction de l’erreur (e), entre la consigne et la sortie mesurée, en utilisant la formule
suivante :









où K,Ti, Td sont des gains à définir. Ces gains peuvent être définis par le calcul
en utilisant le modèle du système ou de façon empirique, en utilisant des méthodes
telles que celle de Ziegler et Nichols [130]. Une fois les gains définis, le PID peut
être programmé dans un langage (p. ex., python) et utilisé pour adapter le sys-
tème. Cependant, le PID ne permet pas de contrôler des systèmes qui possèdent
plusieurs entrées et plusieurs sorties. Pour l’adaptation de tels systèmes, la tech-
nique de contrôle la plus utilisée dans la littérature est basée sur la commande
prédictive [117]. Enfin, pour les systèmes dont l’adaptation consiste à prendre des
décisions logiques (p. ex., démarrer ou arrêter une ressource de calcul), les solutions
de systèmes adaptatifs, proposées dans la littérature, utilisent le contrôle discret.
Contrôle discret Le modèle du système considéré est d’abord fourni sous la forme
d’un système de transitions, (cf. Figure 2.3), qui peut être par exemple un auto-
mate [59] ou un réseau de Petri [94]. Ensuite, le système de transitions conçu est
utilisé pour effectuer la vérification formelle, comme dans certaines méthodes pro-
posées, dans la littérature, pour la détection d’erreurs dans un ensemble de règles.
La vérification formelle [12] consiste à vérifier, à l’aide d’un outil de vérification,
si un ensemble de propriétés, exprimées en logique temporelle, sont satisfaites par
le système de transitions qui modélise le système considéré. Des exemples de telles
propriétés sont : le fait qu’une action soit toujours effectuée après un événement spé-
cifique ou le fait que deux actions ne puissent pas être effectuées au même instant.
La vérification formelle permet de garantir la fiabilité comportementale des systèmes
et est utilisée, par exemple, dans [55, 5, 10, 29, 103, 9]. Cependant, elle requiert de
programmer manuellement, en utilisant un système de transitions, la logique du sys-
tème (les différentes entités du système, leurs comportements et leurs interactions
pour réaliser les objectifs). De plus, lorsqu’une propriété n’est pas satisfaite, la lo-
gique programmée du système doit être modifiée et le système de transitions obtenu
doit être vérifié à nouveau. Du fait de la programmation manuelle de la logique du
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système et de sa modification, la vérification formelle peut devenir fastidieuse.
Pour surmonter cette limitation, certaines solutions de conception et/ou de dé-
ploiement de systèmes adaptatifs (p. ex., [3, 56, 137, 56]), se basent sur la synthèse
de contrôleurs discrets [59]. Dans ce cas, le système de transitions modélise les entités
du système et leurs comportements : les comportements désirables et les comporte-
ments indésirables par rapport aux objectifs du système et est utilisé par un outil
de synthèse de contrôleurs. Le but est de contrôler le système de transitions de sorte
à n’autoriser que les comportements qui ne violent pas les objectifs considérés.
Pour ce faire, les variables d’entrées du système de transitions doivent être di-
visées en deux catégories : variables non contrôlables et variables contrôlables. Les
variables non contrôlables sont celles dont les valeurs ne dépendent pas du système
(p. ex., la panne d’une ressource de calcul, la présence d’une personne dans une
pièce). Les variables contrôlables sont utilisées pour effectuer la synthèse du contrô-
leur, par un outil de synthèse de contrôleurs. L’outil de synthèse de contrôleurs
explore, en mode hors ligne, l’espace d’états du système de transitions et calcule
les valeurs possibles des variables contrôlables dans le but de réaliser les objectifs
qu’elles que soient les valeurs des variables non contrôlables. Le résultat de la syn-
thèse est un contrôleur qui, comme illustré à la Figure 2.4, donne des valeurs aux
variables contrôlables en fonction des valeurs des variables non contrôlables et de
l’état courant du système de transitions. Cela déclenche une transition qui adapte le
système de transitions à son environnement tout en réalisant les objectifs considérés.
Le système de transitions contrôlé doit être relié au système réel à l’aide de cap-
teurs et d’actionneurs. Le but est de collecter les entrées et d’exécuter les sorties pour
adapter le système et garantir sa fiabilité comportementale. L’exécution doit être
effectuée, de façon fiable, en prenant en compte le fait que les actionneurs peuvent
tomber en panne ou devenir inaccessibles à cause d’une erreur de communication.
Fiabilité comportementale des systèmes La théorie du contrôle, grâce à ses
fondements mathématiques, garantit la fiabilité comportementale des systèmes adap-
tatifs conçus. Dans le cas du contrôle continu, la commande calculée par le contrô-
leur permet d’atteindre la consigne de contrôle malgré les perturbations extérieures.
Dans le cas de la vérification formelle, l’outil de vérification permet de garantir que
les décisions d’adaptation ne sont pas conflictuelles et ne violent pas des objectifs
du système considéré. Enfin, dans le cas de la synthèse de contrôleurs discrets, le
contrôleur généré calcule des commandes qui sont à la fois correctes et cohérentes.
Fiabilité d’exécution des systèmes Dans [56, 51, 40], les auteurs proposent
une approche qui consiste à modéliser dans le système de transitions le fait que
certaines entités du système peuvent tomber en panne. Dans ce cas, des variables
non contrôlables sont associées à ces entités pour spécifier si elles sont ou pas en
panne. Ces variables sont des entrées du contrôleur et doivent être collectées à chaque
instant (les pannes des entités doivent être détectées), par exemple en utilisant les
données des capteurs. En fonction des valeurs des variables non contrôlables, le
34 Chapitre 2. État de l’art
Figure 2.3 – Système de transitions
Figure 2.4 – Système de transitions contrôlé
contrôleur décide des actions à effectuer pour adapter le système. Cette approche
permet d’éviter les inconsistances causées par des pannes matérielles. En effet, cette
approche oblige à détecter les pannes pour les fournir en entrée du contrôleur. De
plus, elle permet, lorsqu’une panne est détectée, d’effectuer une action alternative.
Dans des solutions telles que celles proposées dans [55, 60], les auteurs effectuent
la vérification formelle et modélisent les pannes qui peuvent survenir. Cela permet
de vérifier que le système se comporte correctement même en présence de pannes.
Conclusion La théorie du contrôle permet l’adaptation des systèmes et garan-
tit, du fait des ses fondements mathématiques, leur fiabilité comportementale. De
plus, la théorie du contrôle continu et la synthèse de contrôleurs discrets permettent
l’automatisation de la prise des décisions d’adaptation. En effet, les actions à effec-
tuer pour adapter le système considéré sont décidées de façon automatique par un
contrôleur, comme illustré dans [56, 137, 68], dans domaine du bâtiment intelligent.
2.2.4 Solutions spécifiques au bâtiment intelligent
Dans la littérature, de nombreuses solutions ont été proposées pour permettre la
conception et le déploiement de systèmes de gestion de bâtiments intelligents. Cer-
taines de ces solutions proposent des interfaces graphiques de programmation qui
sont destinées aux occupants ou aux gestionnaires des bâtiments. Des solutions ont
été également proposées pour éviter les décisions conflictuelles implicites en spéci-
fiant les effets que les actions effectuées sur les actionneurs ont sur l’environnement.
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2.2.4.1 Interfaces graphiques de programmation
Plusieurs interfaces graphiques de programmation ont été proposées dans le
contexte du bâtiment intelligent [48, 73, 115, 80, 121, 68]. L’objectif est de permettre
aux occupants, ou aux gestionnaires des bâtiments, de contrôler leurs bâtiments en
définissant des règles. Les occupants ou les gestionnaires de bâtiments spécifient
les actions à effectuer lorsque des événements spécifiques surviennent. Par exemple,
pour éclairer une pièce, un occupant peut écrire deux règles : une règle qui ouvre le
volet pour utiliser la lumière du jour et une autre règle qui allume la lampe lorsque
la lumière du jour n’est plus disponible. L’utilisation de ces interfaces ne requiert
pas de connaissances en informatique. Cependant, comme ces interfaces sont basées
sur des règles, leur utilisation pour contrôler un bâtiment requiert la considération
de tous les cas possibles. Par exemple, pour éclairer une pièce équipée d’un volet et
d’une lampe, plusieurs règles doivent être définies pour spécifier quand est ce que le
volet doit être ouvert, fermé, et quand est ce que la lampe doit être allumée, éteinte.
2.2.4.2 Effets des actionneurs sur l’environnement
Plusieurs solutions proposées pour la fiabilité des systèmes de gestion de bâti-
ments intelligents ont souligné la nécessité de considérer les effets des actionneurs
sur l’environnement. La raison est que ces effets peuvent être à l’origine de décisions
conflictuelles ou de violations d’objectifs qui sont implicites et difficile à détecter. Des
exemples de telles solutions sont celles proposées dans [93, 87, 97]. Dans [93], les au-
teurs considèrent d’abord, onze paramètres de l’environnement (p. ex., température,
humidité, luminosité, odeur). Ensuite, ils définissent des opérateurs qui permettent
de spécifier les effets des actionneurs sur ces paramètres. Ces opérateurs sont aug-
mente, diminue et change. Par exemple, un chauffage augmente la température. De
même, une lampe augmente la luminosité. Dans [87, 97], les auteurs spécifient les
effets des actionneurs de façon plus précise. Ils proposent de spécifier de combien
un actionneur augmente, diminue ou change un paramètre de l’environnement. Par
exemple, le fait d’allumer une lampe augmente la luminosité de 200 lux. Le fait de
spécifier de combien un actionneur affecte un paramètre de l’environnement permet
de détecter plus de conflits et de violations d’objectifs. Par exemple, cela permet de
détecter que le fait d’allumer, dans une pièce, une seule lampe qui fournit 200 lux
viole un objectif qui consiste à fournir une luminosité supérieure ou égale à 500 lux.
2.2.4.3 Synthèse des solutions pour les bâtiments intelligents
Dans le contexte du bâtiment intelligent, plusieurs interfaces graphiques ont été
proposées pour permettre aux occupants ou aux gestionnaires des bâtiments de
contrôler le comportement des actionneurs. De plus, certaines solutions proposées
pour garantir la fiabilité comportementale des systèmes de gestion de bâtiments
considèrent les effets des actionneurs sur l’environnement. Ces solutions permettent
de détecter les décisions qui, de façon implicite, sont conflictuelles ou violent les
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objectifs à réaliser. Cependant, dans la plupart de ces solutions, les violations d’ob-
jectifs et les conflits implicites détectés doivent être résolus de façon manuelle.
2.2.5 Conclusion
Plusieurs solutions ont été proposées, dans la littérature, pour la conception et
le déploiement de systèmes adaptatifs. Ces solutions sont basées sur des règles, des
fonctions d’utilité ou des objectifs pouvant être réalisés avec la théorie du contrôle.
Les solutions basées sur des règles sont intuitives pour la conception de sys-
tèmes adaptatifs. Cependant, elles peuvent devenir fastidieuses lorsque le système
considéré est constitué d’un nombre élevé d’entités. Dans ce cas, le développeur doit
considérer tous les cas possibles pour décrire les actions à effectuer lorsque des événe-
ments spécifiques surviennent. Dans les solutions basées sur des fonctions d’utilité,
les actions à effectuer sont décidées par un gestionnaire d’adaptation, sur la base
d’une connaissance du système et une fonction d’utilité fournies par le développeur.
Enfin, dans le cas des solutions basées sur la théorie du contrôle, les actions à effec-
tuer sont décidées par un contrôleur. Ce contrôleur garantit, grâce aux fondements
mathématiques de la théorie du contrôle, la fiabilité comportementale du système.
Du fait de la nature distribuée des systèmes adaptatifs, plusieurs solutions pro-
posées pour leur conception et leur déploiement utilisent un intergiciel. Certaines
solutions garantissent la fiabilité comportementale et/ou d’exécution des systèmes
conçus. Enfin, pour permettre l’adaptation autonome des systèmes, plusieurs solu-
tions proposées dans la littérature se basent sur les principes du calcul autonomique.
Le Tableau 2.2 compare plusieurs solutions proposées, dans la littérature, pour la
conception, le déploiement et la fiabilité des systèmes adaptatifs. Ce tableau présente
pour chaque solution la technique d’adaptation employée et spécifie si elle utilise un
intergiciel. Le Tableau précise également pour chaque solution si elle garantit la
fiabilité comportementale et la fiabilité d’exécution des systèmes adaptatifs conçus.
Comme illustré dans le Tableau 2.2, la fiabilité comportementale et la fiabilité
d’exécution ne sont pas à la fois considérées par beaucoup de solutions. Les solutions
(p. ex., [116, 108, 56]) qui combinent ces deux forme de fiabilité sont basées sur des
règles ou n’utilisent pas d’intergiciels. Les solutions basées sur des règles requièrent
de considérer tous les cas pour décrire les actions à effectuer. Celles n’utilisant
pas d’intergiciels requièrent la gestion des interactions entre les entités du système
considéré. De plus, ces solutions, combinant les deux formes de fiabilité, se basent
sur les données des capteurs pour détecter les inconsistances. Une inconsistance est
détectée après l’exécution de l’action correspondante et la détection peut prendre du
temps, dans le cas d’une action dont les effets ne sont pas instantanés. Par exemple,
considérons une pièce équipé d’un chauffage, qui est en panne, et une action qui
consiste à allumer le chauffage. Lorsque les données des capteurs sont utilisées, le fait
que l’action n’est pas effectuée est détecté, lorsque la température n’a pas changé,
après un certain temps. Ce qui crée une inconsistance entre l’instant où l’action
est effectuée et l’instant où la panne est détectée, pouvant être un problème. Une
telle inconsistance peut être évitée en utilisant des transactions distribuées comme
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Table 2.2 – Solutions de conception et de déploiement de systèmes adaptatifs
Technique d’adaptation Intergiciel Fiabilité
comportementale exécution
SOCAM [54] Règles 4 6 6
DACAR [38] Règles 4 4 6
PobSAM [66] Règles 6 4 6
ECA-P [116] Règles 6 4 4
BuildingRules [96] Règles 6 4 6
SIFT [76] Règles 6 4 6
[108] Règles 4 4 4
MADAM [50] Fonction d’utilité 4 4 6
CAMPUS [134] Fonction d’utilité 4 4 6
QosMOS [21] Fonction d’utilité 6 4 6
SimCA [118] Contrôle continu 6 4 6
Ctrl-F [3] Contrôle discret 4 4 6
[56] Contrôle discret 6 4 4
[68] Contrôle continu 6 4 6
dans [39, 79]. Dans ce cas, le fait qu’une action ne peut pas être effectuée parce que
l’actionneur correspondant est en panne est détecté au moment d’effectuer l’action.
Pour résoudre ces différentes limitations, cette thèse propose un support inter-
giciel pour la conception et le déploiement de systèmes adaptatifs, garantissant à
la fois la fiabilité comportementale et la fiabilité d’exécution des systèmes conçus.
Pour ce faire, ce support intergiciel repose sur la théorie du contrôle, les transac-
tions distribuées et la vérification des actions effectuées, à l’aide des capteurs, pour
la détection de pannes. De plus, le support intergiciel proposé est basé sur les prin-
cipes du calcul autonomique pour permettre l’adaptation autonome des systèmes. Ce
support intergiciel permet de générer des modèles comportementaux et des modèles
d’exécution pour les systèmes et est mis en œuvre en utilisant différents outils.
2.3 Outils utilisés
Le support intergiciel proposé, dans cette thèse, pour la conception et le déploie-
ment de systèmes adaptatifs fiables est mis en œuvre à l’aide de trois outils. Ces
outils sont : un intergiciel à base de tuples qui supporte les transactions distribuées
(LINC [79]), un environnement d’abstraction (PUTUTU [100]) et un langage réactif
permettant d’effectuer de la synthèse de contrôleurs discrets (Heptagon/BZR [36]).
L’intergiciel à base de tuples supportant les transactions permet de bénéficier du
découplage spatial et temporel des différentes entités des systèmes et d’une interface
de programmation applicative simple pour la gestion de leurs interactions. De plus, il
permet, en partie grâce aux transactions, de garantir la fiabilité d’exécution des sys-
tèmes. L’environnement d’abstraction permet de gérer l’hétérogénéité des capteurs
et des actionneurs qui constituent les systèmes. Enfin, le langage réactif supportant
la synthèse de contrôleurs discrets permet de garantir la fiabilité comportementale
des systèmes. Ces outils (LINC, PUTUTU et H/BZR) sont présentés par la suite.
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2.3.1 LINC
LINC [79] est un intergiciel, à base de tuples, utilisé pour concevoir et déployer
des applications distribuées. Il fournit un langage à base de règles pour la conception
des applications distribuées et des mécanismes pour permettre leur déploiement.
2.3.1.1 Langage LINC
LINC fournit un langage qui permet de concevoir une application distribuée sous
la forme d’un ensemble d’objets et de règles. Ce langage repose sur trois paradigmes :
— mémoire associative [24] : elle consiste à modéliser l’application considérée
sous la forme de sacs contenant des tuples. Les sacs sont regroupés, selon la
logique de l’application, dans des entités logicielles appelées objets. Les tuples
sont manipulées à l’aide de trois opérations : rd, get et put. L’opération rd
permet de vérifier la présence d’un tuple dans un sac. Les opérations get et
put permettent, respectivement, de consommer et d’ajouter des tuples dans
des sacs. Ces trois opérations sont utilisées dans des règles de production ;
— règles de production [28] : une règle de production est constituée de deux
parties : une précondition et une performance. Dans la précondition, l’opéra-
tion rd est utilisée, avec comme paramètre un tuple partiellement instancié,
pour vérifier des conditions sur le système. Lorsque les conditions sont vraies,
la performance est déclenchée. Dans la performance les trois opérations rd,
get et put sont utilisées. Les tuples manipulés dans la performance d’une
règle doivent être complètement instanciés. Le rd est utilisé pour vérifier des
conditions. Le get et le put sont utilisés pour effectuer des actions sur le
système et mettre à jour son état logique (tuples stockés dans des sacs) ;
— transactions distribuées [15] : elles sont utilisées dans la performance
d’une règle LINC. Une transaction permet de regrouper en une seule opé-
ration : la vérification des conditions (rd), la réalisation des actions (put) et
la mise à jour de l’état logique du système (get, put). Ainsi, la performance
d’une règle peut être annulée si, par exemple, la vérification d’une condition
à l’aide d’une opération rd n’est plus vraie. La performance s’arrête égale-
ment si une opération put échoue parce que l’action correspondante (p. ex.,
allumer une lampe) ne peut pas être effectuée (p. ex, du fait d’une panne).
Exemple de règle LINC Considérons une pièce contenant trois ressources de
calcul qui sont allumées. Le Listing 2.1 présente une règle LINC qui éteint toutes
les ressources de calcul cette pièce lorsqu’une présence n’ y est pas détectée.
La précondition de la règle (avant le symbole ::) vérifie d’abord si le capteur de
présence, dont l’identifiant est égal à pres_12, n’a pas détecté une présence. Pour ce
faire, elle effectue une opération rd sur le sac Sensors de l’objet ModBus (technologie
de communication du capteur de présence). Ensuite, la précondition vérifie s’il y a,
dans la pièce, des ressources de calcul qui sont allumées, en effectuant une opération
rd sur le sac Etat de l’objet RscCalcul. Ce sac associe l’identifiant d’une ressource
2.3. Outils utilisés 39
1 [ "ModBus" , "S e n s o r s " ] . r d ( "pres_12" , "f a l s e ") &
[ "R s cCa l c u l " , "E t a t " ] . r d ( i d , "a l l ume e ")
3 : :
{
5 [ "ModBus" , "S e n s o r s " ] . r d ( "pres_12" , "f a l s e ") ;
[ "R s cCa l c u l " , "Commande" ] . put( i d , "e t e i n d r e ") ;
7 [ "R s cCa l c u l " , "E t a t " ] . get ( i d , "a l l ume e ") ;
[ "R s cCa l c u l " , "E t a t " ] . put( i d , "e t e i n t e ")
9 } .
Listing 2.1 – Exemple de règle LINC
de calcul à son état logique. L’opération rd sur ce sac (ligne 4) retourne, un par un
dans la variable id, les identifiants des ressources de calcul qui sont allumées. Pour
chaque identifiant retourné, la performance de la règle est déclenchée et exécutée.
La performance de la règle est constituée d’une seule transaction (entre {}).
Cette transaction vérifie d’abord le fait que la présence n’est toujours pas détectée
dans la pièce (ligne 5). Ensuite, elle éteint la ressource de calcul dont l’identifiant est
spécifié dans la variable id et change son état logique (lignes 6 et 8). LINC garantit
que toutes les opérations d’une transaction sont effectuées ou aucune d’elles ne l’est.
Par exemple, lorsqu’une ressource de calcul (p. ex., rsc12) ne peut pas être éteinte
du fait d’une erreur de communication, l’opération put de la ligne 6 échoue et les
autres opérations de la transaction ne sont pas exécutées pour rsc12. Dans ce cas,
l’état logique de rsc12 reste égal à allumee et est consistant avec son état réel.
Exécution des règles LINC Les règles, d’une application LINC, sont compilées
et exécutées, en parallèle, par des objets LINC. Un objet peut exécuter plusieurs
règles. Pour chaque règle, l’objet associé exécute d’abord la précondition. Pour ce
faire, l’objet évalue chaque opération rd et construit un arbre d’inférence avec ins-
tanciation et la propagation des variables. Pour chaque branche dont la profondeur
est égale au nombre d’opérations rd utilisées dans la précondition, la performance
de la règle est déclenchée et est exécutée par l’objet. Plusieurs instances de la per-
formance peuvent être déclenchées, en parallèle, pour différentes branches.
Dans la performance, les transactions d’une règle sont exécutées en séquence.
Chaque transaction implante un protocole de validation exécutée en deux phases
(« two-phase commit protocol »). Dans la première phase d’une transaction, des pré-
opérations (pre_rd, pre_get, pre_put) sont exécutées pour voir si les opérations
correspondantes peuvent être effectuées. Lorsqu’une pré-opération échoue, du fait
d’une erreur de communication ou d’une panne, la première phase échoue et l’exécu-
tion de la transaction s’arrête. Lorsque l’exécution d’un pre_rd ou d’un pre_get est
réussie, le tuple associé est verrouillé et ne peut plus être utilisé par une autre tran-
saction. Une autre transaction voulant utiliser le même tuple attend jusqu’à ce qu’il
soit libéré, à la fin de l’exécution de la transaction qui est en cours. Lorsque toutes
les pré-opérations sont réussies, la deuxième phase de la transaction est exécutée.
La deuxième phase de la transaction consomme (get) ou libère (rd) les tuples
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qui ont été verrouillés, lors de la première phase, et insère les tuples associés aux
opérations put. L’exécution de la deuxième phase de la transaction est toujours
réussie parce qu’il a été vérifié, dans la première phase, que toutes les opérations
peuvent être effectuées. Cependant, des erreurs de communication ou des pannes
peuvent survenir après les vérifications effectuées dans la première phase et font que
certaines opérations ne peuvent plus être effectuées. De telles erreurs et pannes ne
sont pas détectées, avant la fin de la transaction, parce qu’elles sont survenues après
la phase de vérification. De telles erreurs de communication et pannes sont traitées
comme si elles étaient survenues juste après que la transaction ait été effectuée.
Par exemple, considérons une ressource de calcul allumée, connectée au réseau
local et une transaction T1 utilisée pour l’éteindre. Dans la première phase, la tran-
saction vérifie si la ressource de calcul peut être éteinte (elle n’est pas en panne
ou inaccessible à cause d’une erreur de communication) par exemple en effectuant
une commande Ping. Dans la deuxième phase, la transaction éteint la ressource de
calcul puisqu’il a été vérifié, dans la première phase, qu’elle pouvait être éteinte.
Cependant, La ressource de calcul peut tomber en panne ou devenir inaccessible
juste après la vérification effectuée dans la première phase. Dans ce cas, comme la
vérification a été déjà effectuée, la panne (ou l’erreur de communication) n’est pas
détectée par la transaction T1, elle sera détectée par une autre transaction qui vou-
dra effectuer une action sur la ressource de calcul (p. ex., allumer). C’est comme si
la panne était survenue juste après que la ressource de calcul ait été éteinte par T1.
Exemple d’exécution d’une règle LINC Considérons la règle présentée au
Listing 2.1. L’objet qui exécute cette règle commence par évaluer la première opé-
ration rd (ligne 1). Cela retourne, un par un, tous les tuples qui sont contenus dans
le sac Sensors de l’objet Modbus qui correspondent au motif (pres_12,"false").
Si un tel tuple n’existe pas dans le sac Sensors (le capteur a détecté une présence),
le rd reste bloqué et l’exécution de la règle s’arrête, jusqu’à ce que un tel tuple
soit inséré. Lorsqu’un tel tuple existe (une présence n’est pas détectée), il est re-
tourné, une branche de l’arbre d’inférence est créée et l’opération rd de la ligne 4
est évaluée. De même, cela retourne, un par un, tous les tuples du sac States de
l’objet RscCalcul qui correspondent au motif (id,"allumee"). Pour chaque tuple
retourné, la variable id est instanciée et une nouvelle branche est créée dans l’arbre
d’inférence. Pour chaque branche de profondeur égale à deux (le nombre d’opéra-
tions rd utilisées dans la précondition de la règle), la performance de la règle est
exécutée pour éteindre une ressource de calcul et mettre à jour son état logique.
2.3.1.2 Déploiement des applications LINC
Dans LINC, l’unité de déploiement est l’objet. Un objet contient un ou plusieurs
sacs et possède un type. Le type d’un objet définit ses sacs et son code (modules
Python). Le type peut être utilisé pour définir un nouveau type d’objet en effectuant
de l’héritage. LINC fournit des mécanismes pour démarrer, arrêter et migrer des
objets. Il fournit également des mécanismes pour activer et désactiver des règles.
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Démarrage et arrêt d’un objet Un objet peut être démarré, ou arrêté, sur une
ressource de calcul. Pour ce faire, un processus démon est exécuté sur la ressource
de calcul. Le démon peut être lancé à distance (p. ex., en utilisant ssh) ou automa-
tiquement lorsque la ressource de calcul s’allume. Le démon fournit une URL pour
démarrer et arrêter des objets sur la ressource de calcul. Pour démarrer un objet,
son code doit être présent sur la ressource de calcul. Pour ce faire, le code de l’objet
peut être téléchargé à partir d’un dépôt ou copié d’une autre ressource de calcul.
Une fois démarré, un objet s’inscrit au NameServer. Le NameServer est un objet
spécifique qui contient des informations (p. ex., emplacement) sur les autres objets
dans une application LINC. Lorsqu’un objet A, exécutant une règle, veut commu-
niquer avec un objet B (p. ex., lire un tuple dans un sac), il demande d’abord les
informations pertinentes au NameServer. Ensuite, il crée, à partir des informations
fournies par le NameServer, un stub pour communiquer directement avec l’objet B.
Migration d’un objet LINC permet de migrer, pour une application, un objet
d’une ressource de calcul à une autre sans arrêter l’application. D’abord, l’objet est
gelé. Pour ce faire, toutes les transactions, dans lesquelles l’objet est impliqué, sont
terminées et aucune nouvelle transaction n’est acceptée. Ensuite, l’état interne de
l’objet (le contenu de ses sacs) est sauvegardé dans un tuple. Ce tuple est ensuite
déplacé et l’objet correspondant est re-instancié sur la nouvelle ressource de calcul.
Au cours de la ré-instanciation, le NameServer est mis à jour avec les nouvelles
informations. Durant le processus de migration, tous les objets, exécutant des règles,
qui essaient de communiquer avec l’objet à migrer (M ) recevront une erreur de
communication. Ces objets vont attendre un certain temps et vont demander à
nouveau, au NameServer, des informations pour communiquer avec l’objet M. À
un instant donné, l’objet M sera démarré sur la nouvelle ressource de calcul, le
NameServer sera mis à jour et les objets peuvent à nouveau communiquer avec
l’objet M et exécuter leurs règles. Ce processus de migration est présenté en détail
dans [6] où il est mis en œuvre avec un version précédente de l’intergiciel LINC.
Activation et désactivation d’une règle Lorsqu’un objet compile une règle, il
génère d’abord un identifiant (p. ex., Ru_001). Ensuite, il ajoute une opération rd
au début de la précondition et au début de chaque transaction de la règle, comme
illustré au Listing 2.2. La variable ego est remplacée au moment de la compilation
par le nom de l’objet exécutant la règle. Chaque objet possède un sac appelé RulesId.
Ce sac associe l’identifiant de chaque règle, exécutée par l’objet, à un état qui peut
être ENABLED (actif) ou DISABLED (inactif). Le sac RulesId d’un objet est utilisé
pour activer ou désactiver des règles, en consommant et en insérant des tuples.
Par exemple, considérons la règle présentée au Listing 2.2. Pour désactiver cette
règle, le tuple ("Ru_001","ENABLED") est consommé du sac RulesId et le tuple
("Ru_001","DISABLED") y est inséré. Dans ce cas, aucune nouvelle précondition
n’est commencée et toutes les transactions échoueront lors de la première opération
(ligne 5). En d’autres termes cela garantit que la règle cesse d’avoir un effet sur le sys-
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1 [ ego , "R u l e s I d " ] . r d ( "RU_001" , "ENABLED") &
. . . # a u t r e s r d
3 : :
{
5 [ ego , "R u l e s I d " ] . r d ( "RU_001" , "ENABLED") ;
# a u t r e s o p e r a t i o n s
7 } .
Listing 2.2 – Opérations rd ajoutée lors de la compilation d’une règle
tème, même si ses événements déclencheurs se produisent. La réactivation de la règle
est effectuée en remplaçant, dans le sac RulesId, le tuple ("Ru_001","DISABLED")
par ("Ru_001","ENABLED"). Cela déclenchera une nouvelle précondition. Plus de
détails sur l’activation et la désactivation des règles peuvent être trouvés dans [79].
2.3.2 PUTUTU
PUTUTU [100, 39] est un environnement d’abstraction fourni par l’intergiciel
LINC. Il permet de communiquer avec des capteurs et des actionneurs et de masquer
leur hétérogénéité. PUTUTU est constitué d’un ensemble d’objets LINC. Comme
illustré à la Figure 2.5, ces objets encapsulent différentes technologies de communica-
tion (p. ex., TelosB, EnOcean, Tellstick) et héritent de quatre objets génériques :
— Object_dongles_modules : il est utilisé pour gérer un dongle ou tout autre
équipement connecté à un port Ethernet ou un port USB. Cet objet permet
de communiquer avec les capteurs et/ou les actionneurs d’une technologie
spécifique et contient deux sacs : Type et Location. Type associe l’identifiant
d’un capteur (d’un actionneur) à son type (p. ex., capteur de CO2). Location
associe l’identifiant d’un capteur (celui d’un actionneur) à son emplacement ;
— Object_wsan_sensors : il est utilisé pour communiquer avec des capteurs.
Cet objet contient un sac supplémentaire appelé Sensors. Ce sac associe
l’identifiant d’un capteur à la valeur qu’il a mesurée, sous la forme (id,valeur) ;
— Object_wsan_actuators : il est utilisé pour communiquer avec des ac-
tionneurs. Cet objet contient un sac supplémentaire appelé Actuators qui est
utilisé pour envoyer des commandes aux actionneurs. Les tuples de ce sac
sont sous la forme (id,commande,paramètres). L’insertion d’un tel tuple, en
utilisant l’opération put, envoie la commande à l’actionneur qui est spécifié ;
— Object_wsan_sensors_actuators : il est utilisé pour gérer les technolo-
gies fournissant à la fois des capteurs et des actionneurs (p. ex., EnOcean).
Cet objet hérite des deux objets génériques précédents et contient leurs sacs.
2.3.3 Heptagon/BZR
Heptagon/BZR (H/BZR) [36] est un langage, flot de données, synchrone, uti-
lisé pour la mise œuvre de systèmes réactifs. Il appartient à la même famille que
les langages Lustre, Esterel et Signal [4]. Ces langages sont basés l’hypothèse syn-
chrone [4] : une réaction du système est supposée être plus rapide que la dynamique









Figure 2.5 – Environnement d’abstraction PUTUTU
du système. Dans ces langages, le comportement réactif du système conçu peut être
périodique ou basé sur des événements [4]. Dans le premier cas, une réaction est
déclenchée périodiquement (p. ex., toutes les 5 secondes). Dans le deuxième cas,
une réaction est déclenchée à chaque fois qu’un événement survient dans le système.
Dans H/BZR, chaque entité du système considéré peut être modélisée sous la
forme d’un automate. Ensuite, les différents automates peuvent être composés, en
parallèle ou en hiérarchie, pour obtenir un automate global qui représente le compor-
tement du système considéré. La spécificité de H/BZR est qu’il permet d’effectuer,
lors de la compilation des programmes conçus, de la synthèse de contrôleurs discrets.
2.3.3.1 Conception d’un programme H/BZR
Un programme H/BZR est conçu sous la forme d’un ensemble de blocs appelés
nœuds. Un nœud possède des flots d’entrée et des flots de sortie. Il contient des
équations qui définissent les sorties en fonction des entrées, des variables locales
et éventuellement des variables d’états intermédiaires. Ces équations peuvent être
encapsulées dans les états d’un ou de plusieurs automates et peuvent également
instancier d’autres nœuds. Chaque nœud peut être équipé d’un contrat pour spécifier
un ensemble d’objectifs à réaliser, en utilisant la synthèse de contrôleurs discrets.
Automate Un automate possède un ensemble d’états, l’un d’eux étant l’état ini-
tial, et des transitions entre eux. Les états sont associés à des équations qui donnent
des valeurs aux flots de sortie du nœud qui contient l’automate. La valeur d’un
flot de sortie doit être définie à chaque instant. Une transition est associée à une
expression booléenne qui peut être liée à un ou plusieurs flots d’entrée du nœud.
À chaque instant, un état est actif et les expressions booléennes associées à ses
transitions sortantes sont évaluées, l’une après l’autre suivant l’ordre de déclaration
des transitions. Lorsqu’une expression booléenne évaluée est vraie, la transition as-
sociée est déclenchée. Lorsqu’une transition est déclenchée, l’état actif est changé de
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EteinteAllumee
Rsc(c1, c2) = allumee, cmd
allumee = false




cmd = Demarrer    Null
Figure 2.6 – Automate modélisant le contrôle d’une ressource de calcul
façon instantanée et les flots de sortie prennent les valeurs données par les équations
du nouvel état actif. Si aucune transition n’est déclenchée, l’état actif reste inchangé.
La Figure 2.6 présente un exemple d’automate qui modélise le contrôle d’une
ressource de calcul. Cet automate est contenu dans un nœud qui possède deux
flots d’entrée (c1, c2) et deux flots de sortie (allumee, cmd). L’automate possède
deux états (Allumee, Eteinte) et deux transitions. Chaque état est associé à deux
équations qui donnent des valeurs aux flots de sortie. À l’état Allumee, le flot de
sortie allumee est égal à true. Cela signifie que la ressource de calcul est allumée.
Le flot de sortie cmd est égal à Demarrer lorsque l’état Allumee est nouvellement
atteint. Autrement, il est égal à Null. La raison est double. D’abord, la valeur d’un
flot de sortie doit être définie à chaque instant. Ensuite, cela empêche d’envoyer, de
façon continue, cmd = Demarrer alors que la ressource de calcul est déjà allumée.
L’état initial de l’automate est Allumee. Dans cet état, lorsque la valeur du flot
d’entrée c1 est égale à true, l’automate va dans l’état Eteinte et les flots de sortie
prennent les valeurs données par les équations de cet état. Autrement (la valeur
c1 est égale à false), l’automate reste dans l’état Allumee. Cela signifie que dans
l’état Allumee, il existe une transition implicite associée à not c1 (c1 = false) qui
permet de rester dans cet état. De même, lorsque l’automate est dans l’état Allumee,
si not c2 est égale à true (c2 = false), l’automate va dans l’état Eteinte. Sinon
(la valeur de c2 est égale à true), l’automate reste dans l’état Allumee. Il y a une
transition implicite qui est associée à c2 qui permet de rester dans l’état Allumee.
Cet exemple de nœud pourrait être conçu en utilisant un seul flot d’entrée, pour
réduire le nombre de variables utilisées. Par exemple, c1 et not c2, associés aux
transitions de l’automate pourraient être respectivement remplacés par c et not c.
Synthèse de contrôleurs discrets avec H/BZR H/BZR permet d’effectuer la
Synthèse de Contrôleurs Discrets (SCD) [36], lors de la compilation, à l’aide d’un
mécanisme de contrat. Un contrat est associé à un nœud et est constitué de trois
parties : assume, enforce et with. La partie assume définit les hypothèses qui sont
émises sur le système. La partie enforce définit les objectifs à réaliser et la partie
with définit les variables contrôlables qui seront utilisées pour réaliser les objectifs.
À partir du contrat, l’algorithme de SCD explore l’espace d’états du modèle du
système et calcule les valeurs possibles des variables contrôlables. Le but est de réali-
ser les objectifs spécifiés quelles que soient les valeurs des variables non contrôlables.
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Par exemple, les flots d’entrée c1 et c2 dans l’automate qui modélise le contrôle
d’une ressource de calcul (présenté à la Figure 2.6) peuvent être définis comme des
variables contrôlables pour allumer ou éteindre la ressource de calcul lorsqu’un évé-
nement spécifique survient. L’algorithme de SCD va calculer leurs valeurs possibles.
Après la synthèse du contrôleur, plusieurs solutions peuvent être possibles par
rapport aux objectifs à réaliser. Par exemple, une ressource de calcul dans une pièce
peut être allumée ou éteinte lorsqu’une présence n’y est pas détectée. Cependant,
une seule solution doit être choisie. Pour ce faire, le backend du compilateur H/BZR
sélectionne une des solutions. Il est possible de guider la sélection avec deux options.
D’abord, le backend du compilateur favorise la valeur true à la valeur false
pour une variable contrôlable booléenne. Par exemple, dans l’automate modélisant
le contrôle d’une ressource de calcul, présenté à la Figure 2.6, pour favoriser l’état
Eteinte, la transition qui va de l’état Allumee à l’état Eteinte est associé à c1.
Dans ce cas, la transition implicite qui permet de rester dans l’état Allumee est
associée à not c1 et est, par conséquent, défavorisée par le backend du compilateur.
La deuxième option est que le backend du compilateur suit l’ordre de déclaration
des variables contrôlables et leur donne la valeur true. Si cela ne réalise pas les
objectifs considérés, le backend du compilateur donne la valeur false aux variables
suivant l’ordre inverse de leur déclaration. Par conséquent, en déclarant une variable
contrôlable c1 avant une autre, c2, si deux transitions T1 et T2, respectivement,
associées à c1 et à not c2 sont possibles, le backend du compilateur choisira T1.
La Figure 2.7 présente un exemple de nœud avec un contrat pour éteindre les
trois ressources de calcul d’une pièce lorsqu’une présence n’y est pas détectée. Ce
nœud possède un flot d’entrée (c) et six flots de sortie (cmd_rsc12, cmd_rsc13,
cmd_rsc14, allumee_rsc12, allumee_rsc13, allumee_rsc14). Les flots de sortie
spécifient les commandes à envoyer aux différentes ressources de calcul et leurs états.
Ce nœud définit trois instances du nœud qui modélise le contrôle d’une ressource de
calcul (cf. Figure 2.6) et compose leurs automates respectifs en utilisant l’opérateur
de composition parallèle ;. Le contrat de ce nœud définit aucune hypothèse (assume
true), un objectif et six variables contrôlables. L’objectif à réaliser est : lorsque la
valeur du flot d’entrée c est égale à false (une présence n’est pas détectée), les
trois ressources de calcul de la pièce doivent être éteintes. Les variables contrôlables,
quant à elles, correspondent aux flots d’entrée des différentes instances du nœud qui
modélise le contrôle d’une ressource de calcul et sont utilisées pour réaliser l’objectif.
Pour un système constitué de nombreuses entités, définir un seul contrat pour
réaliser les objectifs considérés est limitant. Cela génère un seul contrôleur pour
l’ensemble du système. De plus, la synthèse du contrôleur peut prendre beaucoup
de temps ou ne pas réussir du fait de limitations de CPU et/ou de RAM. En effet,
explorer tout l’espace d’états d’un système constitué d’un nombre élevé d’entités
requiert beaucoup de ressources en termes de CPU et de RAM. Pour ces différentes
raisons, H/BZR permet d’effectuer de la synthèse de contrôleurs discrets modulaire.
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with (c1_rsc12, c2_rsc12, c1_rsc13, c2_rsc13, c1_rsc14, c2_rsc14)





enforce not c => (not allumee_rsc12 and not allumee_rsc13 and not allumee_rsc14) 
(allumee_rsc12, cmd_rsc12) = Rsc(c1_rsc12, c2_rsc12);
assume true
(allumee_rsc12, cmd_rsc13) = Rsc(c1_rsc13, c2_rsc13);
(allumee_rsc14, cmd_rsc14) = Rsc(c1_rsc14, c2_rsc14)
Figure 2.7 – Exemple de nœud avec contrat
with (c_p1, c_p2)







enforce not pr1 => (not allumee_rsc12 and not allumee_rsc13 and not allumee_rsc14)
            not pr2 => (not allumee_rsc15 and not allumee_rsc16 and not allumee_rsc17)
(cmd_rsc12, cmd_rsc13, cmd_rsc14, allumee_rsc12, allumee_rsc13, allumee_rsc14) = Piece(c_p1);
assume true
(cmd_rsc15, cmd_rsc16, cmd_rsc17, allumee_rsc15, allumee_rsc16, allumee_rsc17) = Piece(c_p2) 
Figure 2.8 – Exemple de nœud modulaire
Synthèse de contrôleurs discrets modulaire Le principe consiste à diviser
le système considéré en plusieurs sous-systèmes. Chaque sous-système est constitué
d’un ensemble d’entités et réalise un certain nombre d’objectifs. Ensuite, à définir
pour chaque sous-système, un nœud avec un contrat pour réaliser les objectifs du
sous-système. Le nœud défini pour un sous-système instancie les nœuds qui corres-
pondent aux différentes entités du sous-système et compose leurs automates. Dans
ce cas, la synthèse de contrôleurs discrets est effectuée sur chaque sous-système et
non sur l’ensemble du système. Cela diminue le temps d’exécution de l’algorithme
de synthèse de contrôleurs discrets et réduit sa consommation de CPU et de RAM.
La Figure 2.8 montre un exemple d’utilisation de la synthèse de contrôleurs dis-
crets modulaire dans H/BZR. Le nœud Piece (cf. Figure 2.7), est d’abord instancié
deux fois, dans un nœud Batiment, pour modéliser un bâtiment de deux pièces
contenant chacune trois ressources de calcul. Le nœud Batiment prend en entrée
deux flots pr1 et pr2 modélisant la valeur mesurée par un capteur de présence dans
chaque pièce. Ensuite, un contrat global est ajouté à ce nœud. L’objectif est d’as-
surer que, pour chaque pièce, toutes les ressources calcul sont éteintes lorsqu’une
présence n’y est pas détectée. Cet objectif est réalisé en utilisant deux variables
contrôlables (c_p1, c_p2) qui sont les flots d’entrée des deux instances du nœud
Piece. La synthèse de contrôleurs discrets est effectuée sur chacun des trois nœuds.
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2.3.3.2 Exécution d’un programme H/BZR
La compilation d’un programme H/BZR génère du code C ou Java. Dans les
deux cas, le code généré contient une fonction appelée step et une variable appelée
mémoire contenant l’état de l’automate qui modélise le système considéré. Dans
le cas de la Synthèse de Contrôleurs Discrets (SCD) modulaire, plusieurs step sont
générés (un pour chaque nœud avec un contrat) et l’un d’eux est le step principal. Le
step (ou le step principal dans le cas de la SCD modulaire) prend comme paramètre
les valeurs courantes des entrées du système. Ensuite, il calcule les sorties et met à
jour l’état de l’automate, modélisant le système, sous la forme d’une boucle réactive.
Une exécution du step (ou du step principal dans le cas de la SCD modulaire)
correspond à une réaction du système. Par conséquent, le step doit être correctement
exécuté chaque fois qu’une réaction est requise, en respectant l’hypothèse synchrone.
Cela peut être effectué périodiquement ou à chaque fois qu’un événement survient.
2.3.4 Conclusion
Cette section a présenté LINC, PUTUTU et H/BZR. LINC est un intergiciel
à base de tuples. Il fournit un langage de règles transactionnelles pour permettre
la conception d’applications distribuées et garantir leur fiabilité d’exécution. LINC
fournit également des mécanismes pour le déploiement des applications conçues.
PUTUTU est un environnement d’abstraction fournit par LINC. Il est basé sur
la mémoire associative pour permettre la communication avec les capteurs et les ac-
tionneurs tout en masquant l’hétérogénéité de leurs technologies de communication.
Enfin, H/BZR est un langage de programmation qui est utilisé pour la conception
de systèmes réactifs. Il permet d’effectuer, lors de la compilation, la synthèse de
contrôleurs discrets pour garantir la fiabilité comportementale des systèmes conçus.
Ces différents outils seront utilisés, par la suite, avec le contrôle continu, la
vérification formelle et la vérification de l’exécution des actions effectuées à l’aide
des capteurs et sources de données. L’objectif est de permettre la conception et le
déploiement de systèmes adaptatifs fiables, sous la forme de boucles autonomiques.
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Ce chapitre présente, dans un premier temps, une vue d’ensemble du support
intergiciel, SICODAF, proposé dans cette thèse. Ensuite, il décrit la conception, à
l’aide de SICODAF, d’une boucle autonomique générique, pour la mise en œuvre de
systèmes adaptatifs fiables. Enfin, ce chapitre montre comment SICODAF permet
la reconfiguration d’une boucle et l’intégration d’un système de détection de pannes.
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3.1 Présentation générale de SICODAF
Le support intergiciel SICODAF (Support Intergiciel pour la COnception et le
Déploiement Adaptatifs Fiables) permet la conception et le déploiement de systèmes
adaptatifs, sous la forme d’une boucle autonomique. Cette boucle combine deux
formes de fiabilité (une fiabilité comportementale et une fiabilité d’exécution) et
peut être reconfigurée, de façon automatique, pour gérer les changements d’objectifs
pouvant survenir dans le système. SICODAF permet également l’intégration d’un
système de détection de pannes matérielles et la mise en œuvre de boucles multiples
pouvant être en parallèle, coordonnées ou hiérarchiques. Cette section décrit les
systèmes considérés et le support fourni pour leur conception et leur déploiement.
3.1.1 Systèmes considérés
Les systèmes considérés dans cette thèse sont distribués et adaptatifs. Un tel sys-
tème est constitué d’une application et d’une plateforme d’exécution. L’application
fournit un ensemble de fonctionnalités et est déployée sur la plateforme d’exécution.
3.1.1.1 Applications considérées
Une application est constituée d’un ensemble de tâches de calcul. Une tâche offre
une ou plusieurs fonctionnalités et peut utiliser des ressources d’entrée/sortie pou-
vant être matérielles (p. ex., écran, caméra) ou logicielles (p. ex., base de données).
Chaque tâche possède une ou plusieurs versions qui offrent les mêmes fonctionnalités
avec des qualités de service différentes (Elevee, Moyenne, Faible). Une tâche peut
également avoir plusieurs transitions pour spécifier les changements de versions qui
sont valides. Par exemple, considérons une tâche qui possède trois versions : v1, v2
et v3. Pour cette tâche, il peut être valide d’aller de v1 à v2 ou de v2 à v3 et non de
v1 à v3 directement, par exemple, pour des raisons de séquencement. Une version de
tâche est mise en œuvre sous la forme d’un ensemble d’entités logicielles constituées
d’objets et de règles. Les objets et les règles ont des caractéristiques différentes
(charges en CPU et RAM). Un objet peut utiliser des ressources d’entrée/sortie.
Une règle communique avec un ou plusieurs objets et est exécutée par un objet.
3.1.1.2 Plateformes d’exécution considérées
Une plateforme d’exécution est constituée d’un ensemble de ressources de calcul
et de ressources d’entrées/sorties (p. ex., imprimante, scanner) qui sont interconnec-
tées à travers des réseaux. Une ressource de calcul est composée d’un hôte et d’un
ensemble de ressources d’entrée/sortie auxquelles elle accède localement ou à travers
le réseau. Les hôtes ont des caractéristiques différentes (p. ex., mode de démarrage,
capacité en RAM) et des informations de connexion (p. ex., adresse IP, nom d’uti-
lisateur). Les ressources d’entrée/sortie peuvent être matérielles ou logicielles. Une
ressource d’entrée/sortie matérielle possède un mode d’utilisation qui spécifie si elle
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peut être utilisée par plusieurs tâches et plusieurs objets à la fois. Le mode d’utilisa-
tion est : une écriture à la fois (1E ), plusieurs écritures à la fois (nE ) ou lecture (L).
Par exemple, une imprimante peut être utilisée, en écriture, par plusieurs tâches à la
fois tandis qu’un écran ne peut être utilisé, en écriture, que par une seule tâche à un
instant donné. Une ressource d’entrée/sortie matérielle peut avoir une technologie
de communication (p. ex., ZigBee [139], EnOcean [42], Plugwise [105]). C’est le cas
des capteurs et des actionneurs qui sont installés dans les bâtiments intelligents.
3.1.1.3 Conception et déploiement des systèmes considérés
La mise en œuvre d’un système adaptatif consiste à concevoir l’application as-
sociée et la déployer sur une plateforme d’exécution. La conception de l’application
consiste à mettre en œuvre les différentes tâches. Le déploiement consiste dans un
premier temps à choisir les tâches à activer en fonction des fonctionnalités que le
système doit fournir et des ressources d’entrée/sortie disponibles. Ensuite, à choisir
pour chacune de ces tâches, la version à activer en fonction de leurs caractéristiques
(p. ex., qualité de service fournie, charge en RAM). Enfin, à déployer les objets et
les règles des versions choisies sur la plateforme d’exécution. Chaque règle doit être
exécutée par un objet et un objet doit être démarré sur une ressource de calcul.
Une fois déployé, le système doit s’adapter aux changements qui surviennent dans
son environnement pour rester opérationnel et réaliser ses objectifs. L’adaptation
consiste à collecter des données de l’environnement, les analyser pour prendre des
décisions d’adaptation et exécuter les actions correspondantes, sous la forme d’une
boucle. Les décisions d’adaptation concernent l’application, la plateforme d’exécu-
tion ou le déploiement. L’adaptation doit être effectuée de façon autonome et fiable.
3.1.2 Support intergiciel SICODAF
Pour permettre l’adaptation des systèmes, le support intergiciel SICODAF se
base sur le calcul autonomique [64]. Le calcul autonomique, comme présenté au cha-
pitre 2, permet la conception de systèmes qui sont capables de s’adapter aux change-
ments de leur environnement de façon autonome. Dans un tel système, comme rap-
pelé à la Figure 3.1, l’adaptation est effectuée par un gestionnaire autonomique sur
la base d’une connaissance. Le gestionnaire autonomique observe le système, de fa-
çon continue, et collecte des données pour détecter les changements qui surviennent.
Ensuite, il analyse les données collectées, prend des décisions d’adaptation et exé-
cute les actions correspondantes, sous la forme d’une boucle autonomique appelée
MAPE-K (« Monitoring, Analysis, Planning and Execution over a Knowledge »).
Le support intergiciel SICODAF permet la mise en œuvre de boucles auto-
nomiques fiables pour l’adaptation des systèmes. Une telle boucle est constituée,
comme illustrée à la Figure 3.2, d’une couche d’abstraction, d’un mécanisme d’exécu-
tion transactionnelle et d’un contrôleur. La couche d’abstraction permet de commu-
niquer avec les différentes entités du système considéré et masque leur hétérogénéité.
Le mécanisme d’exécution transactionnelle permet d’exécuter des règles d’observa-
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Figure 3.1 – Architecture d’un système autonomique
tion et des règles d’exécution. Ces règles collectent des données du système à l’aide
de capteurs et exécutent des commandes à l’aide d’actionneurs. Les commandes sont
exécutées dans des transactions distribuées pour éviter les inconsistances (le fait de
supposer qu’une action est effectuée alors qu’elle ne l’est pas du fait d’une panne
matérielle ou d’une erreur de communication). Le contrôleur calcule, en fonction des
données qui sont collectées, les commandes qui réalisent les objectifs du système.
Une telle boucle peut être une boucle de déploiement ou une boucle applicative.
O   Observation
A   Analyse
P   Plani cation
C   Connaissance
E   Execution












Figure 3.2 – Architecture d’une boucle autonomique fiable
La boucle autonomique mise en œuvre pour l’adaptation d’un système peut être
reconfigurée de façon automatique. Cela permet de gérer les changements d’objectifs
qui surviennent dans le système. Dans ce cas, le contrôleur de la boucle autonomique
est remplacé par un autre contrôleur qui réalise les nouveaux objectifs du système.
Le support intergiciel SICODAF permet également l’intégration d’un système de
détection des pannes de ressources de calcul et de ressources d’entrée/sortie. L’ob-
jectif est de permettre la collecte de données relatives à ces pannes et d’adapter le
système considéré en conséquence. Par exemple, le fait de détecter la panne d’une
ressource de calcul exécutant des entités logicielles permet de redéployer les entités
sur une autre ressource de calcul, afin de continuer à fournir la fonctionnalité cor-
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respondante. De plus, le fait de détecter les pannes de ressources de calcul et de
ressources d’entrée/sortie permet d’informer la maintenance pour leur réparation.
Enfin, le support intergiciel SICODAF permet la mise en œuvre de boucles mul-
tiples pour les systèmes adaptatifs qui sont constitués de nombreuses entités. Dans ce
cas, le système considéré est d’abord divisé en plusieurs sous-systèmes. Ensuite, une
boucle est mise en œuvre pour chaque sous-système et les boucles sont composées.
SICODAF supporte trois modes de composition de boucles : parallèle, coordonné et
hiérarchique. Le choix du mode de composition est fait en fonction de la structure
du système, des interactions entre les sous-systèmes ainsi que les coûts de conception
et d’exécution. La conception de boucles multiples est présentée au chapitre 5.
3.2 Conception d’une boucle générique
Cette section présente comment à partir des systèmes considérés, une boucle
générique possédant l’architecture présentée à la Figure 3.2 est conçue. Pour ce
faire, cette section définit d’abord la classe de systèmes considérés. Ensuite, elle
présente le flot de conception de la boucle générique et la possibilité de la générer.
3.2.1 Définition de la classe de systèmes considérés
Les systèmes considérés sont définis à l’aide d’un méta-modèle d’une application
et d’un méta-modèle d’une plateforme d’exécution. Ces méta-modèles décrivent les
différentes entités qui constituent les systèmes considérés et identifient leur relations.
La Figure 3.3 présente le méta-modèle d’une application. Une application est
composée de tâches qui offrent des fonctionnalités. Une fonctionnalité peut être
obligatoire ou optionnelle et possède un niveau de priorité qui est un nombre entier.
Le niveau de priorité permet de définir une préférence entre des fonctionnalités qui
sont optionnelles. Une tâche peut utiliser des ressources d’entrée/sortie matérielles
ou logicielles et possède des versions et des transitions entre les versions. Une ver-
sion de tâche fournit une qualité de service (p. ex., Elevee, Moyenne ou Faible) et
est composée de configurations d’objets et de règles qui sont caractérisées par des
charges en CPU et en RAM. Ces charges peuvent être négligeables ou exprimées en
pourcentage dans le cas d’une charge CPU ou en Mo pour une charge RAM. Une
règle communique avec un ou plusieurs objets et est exécutée par au moins un objet.
Un objet peut utiliser des ressources d’entrée/sortie et est composé d’un ensemble
de configurations d’objets. Chaque entité possède un id pour son identification.
La Figure 3.4 présente le méta-modèle d’une plateforme d’exécution. Une pla-
teforme d’exécution est composée de ressources d’entrée/sortie et de ressources de
calcul. Une ressource d’entrée/sortie peut être matérielle ou logicielle. Une ressource
d’entrée/sortie matérielle possède un mode d’utilisation et peut avoir une technologie
de communication. Une ressource de calcul est composée d’un hôte et d’un ensemble
de ressources d’entrée/sortie. Elle peut avoir accès à des ressources d’entrée/sortie.
Un hôte possède plusieurs caractéristiques (p. ex., système d’exploitation, mode de
démarrage, capacité en CPU) et des informations qui permettent de s’y connecter.
54
Chapitre 3. Support Intergiciel et Conception d’une boucle
autonomique fiable
Figure 3.3 – Méta-modèle des applications considérées
Figure 3.4 – Méta-modèle des plateformes d’exécution considérées
3.2.2 Flot de conception d’une boucle générique
Une boucle SICODAF, pour l’adaptation d’un système, est conçue à l’aide :
— d’un intergiciel à base de tuples avec un langage de règles transac-
tionnelles donnant accès aux fonctionnalités d’un système d’exploitation ;
— d’un environnement d’abstraction qui permet de communiquer avec les
différentes entités du système considéré et masquer leur hétérogénéité ;
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— de langages et outils de spécification et de conception de contrô-
leurs corrects (p. ex., vérification formelle, synthèse de contrôleurs discrets).
La conception de cette boucle générique consiste en la conception de la couche
d’abstraction, des règles d’observation, des règles d’exécution et du contrôleur.
3.2.2.1 Conception de la couche d’abstraction
La couche d’abstraction d’une boucle SICODAF, présentée à la Figure 3.2, est
constituée d’un ensemble d’entités logicielles. Certaines de ces entités collectent des
données ou exécutent des commandes. Les autres entités sont relatives aux règles
d’observation et aux règles d’exécution qui interprètent, respectivement, les données
et les commandes. Les entités de la couche d’abstraction sont de deux types :
— les entités qui permettent de communiquer avec les utilisateurs du système à
adapter ou les systèmes externes. Un exemple d’utilisateur (resp. de système
externe) est l’équipe de maintenance (resp. système de détection de pannes) ;
— les entités qui permettent de communiquer avec le système à adapter.
Entités pour la communication avec les utilisateurs et systèmes ex-
ternes Ces entités sont conçues à l’aide de l’intergiciel à base de tuples. Pour ce
faire, des mémoires associatives dédiées sont créées et exécutées sur des ressources
de calcul. Par exemple, une mémoire associative appelée RequeteMaintenance peut
être créée pour stocker et collecter des requêtes de maintenances pour les ressources
de calcul. L’insertion d’un tuple dans cette mémoire associative permet au système
de savoir que la ressource de calcul spécifiée doit être éteinte pour une maintenance.
Entités pour la communication avec le système à adapter Ces enti-
tés sont spécifiques à chaque type de boucle. Dans le cas d’une boucle de déploie-
ment, elles permettent de communiquer avec l’application à déployer et la plateforme
d’exécution. Dans le cas d’une boucle applicative, par exemple pour le bâtiment in-
telligent, ces entités permettent de communiquer avec les capteurs et les actionneurs
qui sont installés dans le bâtiment. Les entités permettant de communiquer avec le
système à adapter pour les deux types de boucles sont présentées au chapitre 4.
3.2.2.2 Conception des règles d’observation et d’exécution
La conception des règles d’observation et des règles d’exécution, de la boucle
autonomique, de la Figure 3.2, est effectuée à l’aide de l’intergiciel à base de tuples.
Une règle conçue à l’aide de cet intergiciel, comme présentée au Listing 3.1,
est constituée de deux parties : surveillance et mise à jour transactionnelle. Dans la
partie surveillance, une règle lit une ou plusieurs données sur le système considéré et
vérifie, si nécessaire, des conditions sur les données lues. Ensuite, elle exécute une ou
plusieurs actions, dans sa partiemise à jour transactionnelle. L’aspect transactionnel
de la partie mise à jour garantit, dans le cas où la règle effectue plusieurs actions, que
toutes les actions sont effectuées ou aucune d’elles n’est exécutée. La lecture d’une
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Regle [ I d ]
[ Su r v e i l l a n c e ]
Donnees
Cond i t i ons
[ Mise a j o u r t r a n s a c t i o n e l l e ]
Act ions
Listing 3.1 – Structure d’une règle
donnée et le test de sa valeur correspondent à une opération de lecture d’un tuple sur
une mémoire associative de l’intergiciel à base de tuple. De même, l’exécution d’une
action correspond à une opération d’écriture d’un tuple sur une mémoire associative.
Règles d’observation L’objectif de ces règles est d’améliorer l’observation du
système considéré. Elles collectent d’abord des données du système à l’aide des
capteurs de la boucle autonomique (les entités logicielles qui constituent la couche
d’abstraction). Ensuite, ces règles transforment les données collectées en de nouvelles
données, qui sont requises par la prise des décisions d’adaptation, et les stockent dans
des mémoires associatives dédiées, qui sont au niveau de la couche d’abstraction.
Des exemples de transformations sont : l’agrégation des données qui sont issues
de plusieurs capteurs (p. ex., calcul de la moyenne des charges en RAM de deux
ressources de calcul qui sont vues comme une seule) ou l’estimation d’une donnée
à partir des données des capteurs (p. ex., estimation d’une présence à partir d’une
valeur de CO2). Une règle d’observation est réactive. Elle est déclenchée à chaque fois
qu’une nouvelle instance d’une donnée qu’elle collecte est produite dans le système.
Règles d’exécution L’objectif de ces règles est d’améliorer l’exécution des com-
mandes à effectuer sur le système considéré. Ces règles effectuent d’abord une in-
terprétation des commandes, calculées par le contrôleur, en fonction d’une connais-
sance sur le système et des données qui sont collectées. Ensuite, elles exécutent les
commandes sur le système. L’interprétation permet d’identifier, pour chaque com-
mande, les actionneurs de la boucle autonomique qui doivent la recevoir. Une telle
règle envoie, selon l’interprétation, une commande à un ou plusieurs actionneurs.
Les règles d’exécution sont basées sur les mémoires associatives de l’intergiciel
à base de tuples. La conception d’une règle d’exécution consiste en la redéfinition
de l’opération d’insertion de tuples dans une mémoire associative. La redéfinition
de cette opération est effectuée pour l’interprétation et l’exécution des commandes.
Lorsqu’elle est redéfinie, l’opération lit d’abord des informations (connaissance sur
le système, données collectées) relatives à la commande qu’elle reçoit en paramètre.
Ensuite, l’opération envoie la commande aux actionneurs qui doivent la recevoir.
Par exemple, une règle d’exécution peut être définie pour envoyer une commande à
une ressource de calcul qui est constituée de deux ressources de calcul différentes. De
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même, une règle d’exécution peut être définie pour identifier les lampes à allumer
dans les pièces d’un bâtiment, dans l’objectif de fournir une lumière blanche ou une
lumière jaune, en fonction de la préférence des personnes qui occupent les pièces.
3.2.2.3 Conception du contrôleur
Le contrôleur, de la boucle autonomique présentée à la Figure 3.2, calcule, sur
la base d’une connaissance sur le système et des données collectées, les commandes
à exécuter pour réaliser les objectifs du système. Le contrôleur, comme illustré à
la Figure 3.5, possède des entrées, des sorties et il utilise un modèle qui représente
les états des entités du système. Le contrôleur peut être conçu de façon manuelle
sous la forme d’un ensemble de règles. Le contrôleur peut être également conçu à
l’aide de la théorie du contrôle continu [52] ou la théorie du contrôle discret [25] en
utilisant un langage de spécification de contrôleurs. Lorsque la théorie du contrôle
discret est utilisée, le contrôleur peut être conçu de façon manuelle, puis validé par la
vérification formelle, ou de façon déclarative par la synthèse de contrôleurs discrets.
Une fois conçu, le contrôleur de boucle autonomique, est exécuté à l’aide du mé-
canisme d’exécution transactionnel de l’intergiciel à base de tuples. Le mécanisme
d’exécution transactionnel permet d’exécuter les commandes calculées par le contrô-
leur et la mise à jour de la connaissance du système, dans une transaction, comme
une seule opération. Lorsqu’une commande ne peut pas être exécutée du fait d’une
panne ou d’une erreur de communication, la transaction échoue et la connaissance
sur le système n’est pas mise à jour. Cela permet d’éviter les inconsistances consis-
tant à mettre à jour la connaissance sur le système alors que les commandes n’ont
pas été exécutées. Les différents types de contrôleurs sont présentés par la suite.
Contrôleur
Modèle des entités 
    du système
Entrées Sorties
Figure 3.5 – Structure d’un contrôleur
Contrôleur basé sur des règles Un contrôleur basé sur des règles est conçu, à
l’aide de l’intergiciel à base de tuples. Il est utilisé pour des objectifs qui peuvent être
réalisés sous la forme si alors sinon et qui impliquent un nombre limité d’entités.
Conception du contrôleur La conception du contrôleur consiste en la défi-
nition d’un ensemble de règles qui réalisent les objectifs considérés. Un tel contrôleur
possède comme connaissance sur le système, les états logiques des différentes entités
du système (c.-à-d. une représentation des états réels des entités). Ces états logiques
sont stockés dans des mémoires associatives dédiées de l’intergiciel à base de tuples.
Chaque règle, par exemple celle présentée au Listing 3.2, lit des données sur le
système, vérifie des conditions relatives à ces données et effectue des actions. Les
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conditions vérifiées par une règle peuvent être relatives à l’occurrence d’événements
et aux valeurs des états logiques des entités du système. Une règle est déclenchée
lorsque les conditions qu’elle vérifie sont vraies. Les actions effectuées par une règle
sont : la vérification des conditions qui l’ont déclenchée, pour voir si elles sont tou-
jours valides, l’exécution de commandes sur le système et la mise à jour des états
logiques des entités concernées. La vérification de la validité des conditions, effectuée
avant l’exécution des commandes, est motivée par le fait que les systèmes considérés
sont dynamiques et l’exécution d’une règle n’est pas instantanée. Il y a un délai
entre l’instant où une règle est déclenchée et l’instant où ses actions, relatives à
l’exécution des commandes et à la mise à jour des états logiques des entités, sont
effectuées. Entre ces deux instants, les conditions qui ont déclenché la règle peuvent
ne plus être valides. Ainsi, une vérification des conditions d’entrée est rajoutée dans
la transaction qui exécute les commandes et met à jour les états logiques des entités.
Les règles d’un tel contrôleur peuvent être conflictuelles ou violer des objectifs.
Par conséquent, la conception du contrôleur requiert la détection et la résolution
de conflits et de violations d’objectifs. La résolution est effectuée en vérifiant des
conditions additionnelles sur les règles qui sont conflictuelles ou qui violent des
objectifs. Le but est d’inhiber certaines règles (empêcher leur activation) lorsque des
événements spécifiques surviennent parce qu’elles violent des objectifs du système
ou sont en conflit avec d’autres règles. Une règle peut être inhibée si ses objectifs
peuvent être réalisés à l’aide d’actions alternatives. Le fait d’inhiber des règles peut
rendre nécessaire la définition de nouvelles règles. Ces nouvelles règles réalisent les
objectifs des règles qui sont inhibées lorsque les événements considérés surviennent.
Par exemple, considérons un système et deux règles (R1 et R2) qui réalisent
chacune un objectif du système. Ces règles sont, respectivement, présentées au Lis-
ting 3.2 et au Listing 3.3. La règle R1 vérifie deux conditions (cond1 et cond11),
sur le système, et exécute une commande (cmd1). La règle R2 vérifie une condition
(cond2) et exécute une commande (cmd2). Supposons que les commandes exécu-
tées par ces règles sont contradictoires. Dans ce cas, les deux règles sont en conflit
lorsque les conditions cond1, cond11 et cond2 sont vraies. Pour résoudre ce conflit,
il faut empêcher le fait que les deux règles soient actives en même temps, en inhi-
bant l’une des règles. Si l’objectif réalisé par R1 ne peut pas être effectué à l’aide
d’une commande alternative et que l’objectif réalisé par R2 peut être effectué par
une autre commande cmd22, c’est la règle R2 qui doit être inhibée. Pour ce faire, des
conditions additionnelles relatives à cond1 et cond11 sont d’abord rajoutées dans
R2 (cf. Listing 3.4). Ensuite, une nouvelle règle R3, présentée au Listing 3.5, est
définie pour réaliser l’objectif de la règle R2 lorsque les conditions cond1 et cond11
et cond2 sont vraies. La règle R3 réalise l’objectif de R2 en exécutant la commande
alternative cmd22. La règle R3 est définie parce que la règle R2 est inhibée, lorsque
les trois conditions sont vraies, et son objectif doit être réalisé (cond2 est vraie).
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Regle R1
2
Su r v e i l l a n c e
4 Donnees
% l i s t e d e s donnees
6 Cond i t i ons
cond1 = v r a i e t cond11 = v r a i
8
Mise a j o u r t r a n s a c t i o n e l l e
10 Act ions
Cond i t i ons
12 cond1 = v r a i e t cond11 = v r a i
Commandes
14 cmd1
Mise a j o u r e t a t s l o g i q u e s
16 % l i s t e d e s o p e r a t i o n s
Listing 3.2 – Exemple de règle : R1
Regle R2
2
Su r v e i l l a n c e
4 Donnees
% l i s t e d e s donnees
6 Cond i t i ons
cond2 = v r a i
8
Mise a j o u r t r a n s a c t i o n e l l e
10 Act ions
Cond i t i ons
12 cond2 = v r a i
Commandes
14 cmd2
Mise a j o u r e t a t s l o g i q u e s
16 % l i s t e d e s o p e r a t i o n s
Listing 3.3 – Exemple de règle : R2
Regle R2_modi f iee
2
Su r v e i l l a n c e
4 Donnees
% l i s t e d e s donnees
6 Cond i t i ons
cond2 = v r a i e t ( cond1 = f a u x ou cond11 = f a u x )
8
Mise a j o u r t r a n s a c t i o n e l l e
10 Act ions
Cond i t i ons
12 cond2 = v r a i e t ( cond1 = f a u x ou cond11 = f a u x )
Commandes
14 cmd2
Mise a j o u r e t a t s l o g i q u e s
16 % l i s t e d e s o p e r a t i o n s
Listing 3.4 – Règle R2 modifiée
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Su r v e i l l a n c e
4 Donnees
% l i s t e d e s donnees
6 Cond i t i ons
cond2 = v r a i e t cond1 = v r a i e t cond11 = v r a i
8
Mise a j o u r t r a n s a c t i o n e l l e
10 Act ions
Cond i t i ons
12 cond2 = v r a i e t cond1 = v r a i e t cond11 = v r a i
Commandes
14 cmd22
Mise a j o u r e t a t s l o g i q u e s
16 % l i s t e d e s o p e r a t i o n s
Listing 3.5 – Règle R3
Exécution du contrôleur Les règles qui constituent le contrôleur sont exécu-
tées par un moteur de règles. Pour chaque règle, le moteur évalue d’abord la partie
surveillance en construisant un arbre d’inférence. Ensuite, il exécute la partie mise
à jour transactionnelle. L’exécution peut aussi être effectuée de façon distribuée
à l’aide de plusieurs moteurs de règles. Ces règles peuvent paraître indépendantes
mais elles ne le sont pas. Elles lisent au même instant plusieurs données des mêmes
capteurs pour synchroniser leurs actions. Le but est d’éviter les conflits et les viola-
tions d’objectifs. Par conséquent, l’exécution distribuée de ces règles peut dégrader
la réactivité du système. Elles vont accéder aux mêmes données à travers le réseau.
Cependant, cette distribution peut être bénéfique par exemple pour effectuer de la
tolérance au pannes ou réduire la charge en CPU et RAM de l’exécution des règles.
Contrôleur basé sur la théorie du contrôle continu Un contrôleur basé sur la
théorie du contrôle continu est conçu pour des objectifs dont la réalisation requiert
un modèle quantitatif à temps continu qui décrit la dynamique du système consi-
déré. Il peut être également conçu pour la réalisation des objectifs qui consistent
à atteindre une valeur de consigne malgré la présence de perturbations extérieures.
Un tel contrôleur possède comme connaissance sur le système à adapter, un modèle
mathématique qui peut être, par exemple, sous la forme d’équations différentielles.
Conception du contrôleur Le contrôleur est conçu en utilisant les techniques
du contrôle continu. Il peut être, selon la nature du système considéré, un contrô-
leur Proportionnel Intégral Dérivé (PID) ou un contrôleur basé sur les techniques
de contrôle avancées (p .ex., commande prédictive, commande H∞). Par exemple,
lorsque le système considéré possède une entrée et une sortie ( il est de type SISO
« Single Input Single Output ») le contrôleur peut être conçu sous la forme d’un PID.
Dans ce cas, le contrôleur est d’abord conçu en utilisant l’équation 2.1 du chapitre 2
et en réglant les valeurs des différents gains. Lorsque le système possède plusieurs
entrées et plusieurs sorties (il est de type MIMO « Multiple Input Multile Output »),
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le contrôleur peut être conçu par exemple à l’aide de la commande H∞. Le contrô-
leur peut aussi être conçu à l’aide de la commande prédictive, afin d’anticiper le
comportement futur du système. Par exemple, dans [91, 132], un contrôleur basé
sur la commande prédictive a été conçu afin de minimiser la consommation d’énergie
d’un réseau de capteurs tout en respectant les contraintes de l’application. Après
sa conception à l’aide des techniques du contrôle continu, le contrôleur est mis en
œuvre sous la forme d’une fonction (p. ex., en Matlab ou Python) puis exécuté.
Exécution du contrôleur Pour permettre l’exécution du contrôleur, la fonc-
tion associée est invoquée dans une règle. Cette règle est déclenchée, selon le mode de
réaction du contrôleur, périodiquement ou à chaque à fois qu’un événement survient
dans le système. Lorsque le mode de réaction du contrôleur est périodique, la période
de déclenchement de la règle est égale à la période d’échantillonnage du contrôleur.
Dans ce cas, le déclenchement périodique de la règle est effectué grâce à l’horloge
du système d’exploitation de la ressource de calcul sur laquelle elle s’exécute. Lors-
qu’elle est déclenchée, la règle collecte d’abord les données requises. Ensuite, elle
invoque le contrôleur pour calculer les commandes à exécuter. Enfin, la règle vérifie
si les données collectées sont toujours valides et exécute les commandes calculées.
Contrôleur basé sur la théorie du contrôle discret Un contrôleur basé sur la
théorie du contrôle discret est conçu pour des objectifs dont la réalisation consiste à
prendre des décisions logiques. Un tel contrôleur est basé sur un système de transi-
tions (p. ex., automates [59], réseau de Petri [94]) qui modélise le système considéré.
Conception du contrôleur Le contrôleur peut être conçu de façon manuelle
puis validé par la vérification formelle [125]. Il peut également être conçu de façon
déclarative et semi-automatique en utilisant la synthèse de contrôleurs discrets [126].
Contrôleur validé par la vérification formelle : pour concevoir un tel contrô-
leur, le comportement du système contrôlé est d’abord modélisé sous la forme d’un
système de transitions. Ensuite, le modèle est vérifié, à l’aide d’un outil de vérifica-
tion, pour détecter des conflits et des violations d’objectifs. Lorsque des conflits ou
violations d’objectifs sont détectés, le modèle est d’abord modifié pour leur résolu-
tion. Ensuite, il est vérifié à nouveau. Par exemple, dans [125], le contrôleur est conçu
à l’aide du réseau de Petri coloré [61] puis validé pour la fiabilité comportementale
du système. La conception d’un tel contrôleur requiert la spécification manuelle des
différentes entités du système considéré et aussi comment elles interagissent pour
réaliser les objectifs (les actions à effectuer lorsque des événements surviennent).
Contrôleur basé sur la synthèse de contrôleur discrets : pour concevoir un tel
contrôleur, chaque entité du système considéré est d’abord modélisée sous la forme
d’un système de transitions en spécifiant ses états, ses transitions d’états et ses
caractéristiques. Ensuite, les objectifs que le système doit réaliser sont définis. Les
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modèles des entités et les objectifs à réaliser sont utilisés en entrée d’un outil de syn-
thèse de contrôleurs discrets. Cela permet de contrôler le modèle (la composition des
modèles des entités) afin de réaliser les objectifs du système. La conception d’un tel
contrôleur requiert la spécification des entités du système considéré et des objectifs
à réaliser. Elle ne requiert pas de spécifier comment ces entités interagissent pour
réaliser les objectifs considérés. Cela est effectué par le contrôleur qui est synthétisé.
Exécution du contrôleur Un contrôleur basé sur la théorie du contrôle dis-
cret possède une fonction de transitions. La fonction de transitions d’un contrôleur
prend en entrée les données qui sont collectées sur le système. Ensuite, elle déclenche
une ou plusieurs transitions, du modèle du système, pour calculer les commandes à
exécuter afin de réaliser les objectifs et mettre à jour l’état du modèle du système.
Pour permettre son exécution, la fonction de transitions est invoquée dans une règle.
3.2.3 Conception semi-automatique d’une boucle générique
Une boucle générique peut être conçue de façon semi-automatique. Dans ce cas,
les composants de la boucle sont générés à partir d’un fichier de description du
système considéré et de ses objectifs. Ce fichier est fourni par le développeur.
3.2.3.1 Génération de la couche d’abstraction
Deux mémoires associatives, RequeteMaintenance et Etat, sont générées pour
communiquer, respectivement, avec l’équipe de maintenance et un système de dé-
tection de pannes. La mémoire associative RequeteMaintenance contient des tuples
qui sont sous la forme (id, requete) où id correspond à l’identifiant d’une ressource
de calcul ou d’une ressource d’entrée/sortie et requete est une variable booléenne.
Lorsque la variable requete est égale à vraie, le tuple spécifie que la ressource de
calcul ou d’entrée/sortie, identifiée par son id, ne doit pas être utilisée du fait d’une
opération de maintenance, par exemple une mise à jour matérielle. La mémoire as-
sociative Etat contient des tuples qui sont sous la forme (id, panne, disponible) où
panne et disponible sont des variables booléennes. Un tel tuple spécifie qu’une res-
source de calcul ou d’entrée/sortie, identifiée par son id, est en panne ou disponible.
D’autres entités logicielles sont générées pour communiquer avec le système à
adapter. Ces entités dépendent du type de la boucle et sont présentées au chapitre 4.
3.2.3.2 Génération du contrôleur
La contrôleur est généré sur la base d’un modèle comportemental et d’un contrat.
Le modèle comportemental décrit, sous la forme de systèmes de transitions, les
entités du système à adapter. Le contrat spécifie les points de contrôlabilité du
modèle comportemental, les propriétés qui doivent être valides sur le modèle et les
hypothèses émises. Le modèle comportemental et le contrat sont fournis en entrée
d’un outil de synthèse de contrôleurs discrets qui génère la fonction de transitions du
contrôleur. Cette fonction de transitions est exécutée par une règle qui est générée.
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[ memo i r eA s s o c i a t i v e ] . l e c t u r e ( i d , v a l e u r )
Listing 3.6 – Lecture d’une entrée
Génération de la partie surveillance de la règle exécutant la fonction de
transitions Cette partie lit les valeurs des entrées de la fonction de transitions
du contrôleur et est générée comme suit. Une opération de lecture d’un tuple dans
une mémoire associative est générée pour chaque entrée de la fonction de transitions
(cf. Listing 3.6). Les noms des mémoires associatives dans lesquelles les valeurs des
entrées sont lues et les tuples associés sont calculés de façon automatique. Cela est
effectué sur la base des noms des variables qui sont utilisées dans les paramètres d’en-
trée. Par exemple, pour une entrée dont le nom de la variable associée est rmaint_D1,
le tuple ("D1", rmaint_D1) est lu dans la mémoire associative RequeteMaintenance
qui stocke les requêtes envoyées par l’équipe de maintenance.
Génération de la partie mise à jour transactionnelle de la règle exécutant
la fonction de transitions Cette partie lit d’abord les valeurs des entrées pour
vérifier si elles sont toujours valides. Ensuite, elle invoque la fonction de transitions
du contrôleur puis exécute les commandes calculées. Elle est générée comme suit :
1. une opération de lecture d’un tuple dans une mémoire associative est générée
pour chaque entrée, de la fonction de transitions, pour lire sa valeur et vérifier
si elle est toujours valide ;
2. une opération de lecture d’un tuple dans une mémoire associative encapsu-
lant la fonction de transitions est générée, pour l’invoquer et récupérer les
commandes calculées (les valeurs des sorties de la fonction de transitions) ;
3. une opération d’insertion d’un tuple dans une mémoire associative est générée
pour chaque sortie, de la fonction de transitions, pour exécuter la commande
correspondante.
Les opérations de la partie mise à jour transactionnelle de la règle sont embarquées
dans une transaction. Le but est d’éviter les inconsistances et le fait d’exécuter des
commandes lorsque les entrées qui ont déclenché la règle ne sont plus valides. Une
fois générées, les entités de la couche d’abstraction et la règle exécutant la fonction
de transitions du contrôleur peuvent être exécutées pour l’adaptation du système.
3.3 Reconfiguration d’une boucle autonomique
Cette section présente la reconfiguration du contrôleur d’une boucle autono-
mique. Elle décrit le principe de la reconfiguration et présente sa mise en œuvre.
3.3.1 Principe de la reconfiguration du contrôleur d’une boucle
La reconfiguration du contrôleur d’une boucle permet de gérer les changements
d’objectifs qui surviennent dans le système. Elle consiste d’abord à définir pour
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une boucle, plusieurs contrôleurs qui réalisent des objectifs différents. Ensuite, à
remplacer, comme illustré à la Figure 3.6, le contrôleur de la boucle par un autre
contrôleur lorsque des événements spécifiques surviennent. Le remplacement est ef-















Figure 3.6 – Principe de reconfiguration d’une boucle autonomique
Lorsque le contrôleur à activer est basé sur la théorie du contrôle discret, la
reconfiguration requiert de garantir que l’état courant du système est un état valide
du contrôleur à activer. Un état valide pour un contrôleur (p. ex., ctrl_A) peut être
invalide pour un autre contrôleur (p. ex., ctrl_B), par exemple parce qu’il n’est
pas connu du contrôleur ctrl_B ou qu’il viole un objectif devant être réalisé par le
contrôleur ctrl_B. Un état qui est invalide pour un contrôleur n’est pas autorisé
à être atteint lorsque ce contrôleur est actif. Par conséquent, le remplacement du
contrôleur d’une boucle par un autre n’est possible que si l’état courant du système,
qui est valide pour le contrôleur courant, est un état valide du contrôleur à activer.
Il n’est pas trivial de vérifier si un état est valide pour un contrôleur basé sur un
système de transitions. En effet, un état est valide pour un tel contrôleur si :
— il appartient à l’espace d’états (l’ensemble des états connus) du contrôleur ;
— il ne viole pas un ou plusieurs objectifs réalisés par le contrôleur ;
— il ne mène pas, par une ou plusieurs transitions, à un état qui viole un objectif.
Cependant, des solutions particulières peuvent être utilisées pour permettre l’ac-
tivation d’un contrôleur basé sur un système de transitions. Par exemple, tous les
contrôleurs d’une boucle autonomique, basés sur un système de transitions, peuvent
être conçus de sorte qu’ils aient le même état initial qui est un état de reconfigura-
tion du système. Il est ainsi possible de changer de contrôleur lorsque le système est
dans cet état. Par exemple, un bâtiment peut avoir un état de reconfiguration dans
lequel il est : non occupé, complètement fermé, non refroidi et non ventilé. Cet état
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peut être utilisé comme état initial de tous les contrôleurs de la boucle autonomique,
définie pour ce bâtiment, qui sont basés sur un système de transitions (p. ex., un
contrôleur pour les périodes de travail et un contrôleur pour les vacances). Cela
permet, par exemple, de désactiver le contrôleur des périodes de travail et d’activer
le contrôleur des vacances lorsque le bâtiment est dans son état de reconfiguration.
3.3.2 Mise en œuvre de la reconfiguration d’une boucle
La mise en œuvre de la reconfiguration du contrôleur d’une boucle autonomique
consiste en la conception, par le développeur, d’une boucle de reconfiguration. Une
boucle de reconfiguration possède comme connaissance, sur la boucle à reconfigurer,
un modèle qui représente les états des différents contrôleurs (c.-à-d. actif ou inactif ).
Le contrôleur d’une boucle de reconfiguration prend des décisions logiques rela-
tives à des contrôleurs (c.-à-d. activer ou désactiver) et peut être conçu de façon
manuelle sous la forme de règles. Il peut être également conçu à laide de la théorie
du contrôle discret. La conception est effectuée comme présentée à la section 3.2.
3.4 Intégration d’un système de détection de pannes
Cette section illustre la possibilité d’intégrer dans une boucle autonomique,
conçue à l’aide du support intergiciel SICODAF, un système de détection de pannes.
Elle décrit d’abord un exemple de systèmes de détection de pannes. Ensuite, elle
présente la mise en œuvre du système décrit et son intégration dans une boucle.
3.4.1 Exemple d’un système de détection de pannes
Le système considéré permet de détecter les pannes de ressources de calcul et de
ressources d’entée/sortie. Il permet également de détecter le fait qu’une ressource
de calcul ou une ressource d’entrée/sortie qui était en panne est devenue disponible.
La détection des pannes et des disponibilités permet d’adapter le système considéré
lorsque de tels événements surviennent. Les données relatives à ces pannes et dispo-
nibilité sont collectées par la boucle autonomique mise en œuvre pour le système.
La détection des pannes et des disponibilités, effectuée par le système considéré,
est basé sur un mécanisme de supervision de type « keep-alive ». Un signal est
envoyé périodiquement aux ressources de calcul et aux ressources d’entrée/sortie de
la plateforme d’exécution considérée. Si aucune réponse n’est reçue après le délai
d’expiration, la ressource est supposée être en panne. Pour une ressource qui était en
panne, le fait de recevoir une réponse signifie que la ressource est devenue disponible.
3.4.2 Mise en œuvre du système de détection de pannes
Le système de détection de pannes est mis en œuvre à l’aide de l’intergiciel à base
de tuples. Il est constitué de mémoires associatives pour stocker et lire des données
et de règles pour détecter les pannes et les disponibilités. Ces mémoires associatives
et règles sont relatives aux ressources de calcul et aux ressources d’entrée/sortie.
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3.4.2.1 Ressources de calcul ou d’entrée/sortie avec une adresse IP
Pour détecter les pannes et les disponibilités des ressources de calcul et res-
sources d’entrée/sortie qui possèdent une adresse IP, deux mémoires associatives et
deux règles sont définies. Ces mémoires associatives sont Information et Etatrsc. La
mémoire associative Information contient des informations sur les ressources de cal-
cul et d’entrée/sortie, sous la forme (id, adresse IP, délai d’expiration). La mémoire
associative Etatrsc contient des tuples sous la forme (id, état). Un tel tuple associe
l’id d’une ressource à son état qui peut être égal à éteinte, allumée ou indisponible.
Les deux règles vérifient, respectivement, des pannes et des disponibilités, à l’aide
de la commande Ping. Ces règles sont déclenchées périodiquement à l’aide de l’hor-
loge du système d’exploitation de la ressource de calcul sur laquelle elles s’exécutent.
Lorsqu’elle est déclenchée, la règle de détection de pannes lit d’abord, dans la mé-
moire associative Etatrsc, les id des ressources qui sont allumées. Ensuite, la règle
lit pour chaque ressource allumée, son adresse IP et son délai d’expiration, dans la
mémoire associative Information à l’aide de son id. Ensuite, la règle effectue un Ping
sur la ressource. Si aucune réponse n’est reçue après le délai d’expiration, la règle
décide que la ressource est tombée en panne et met à jour l’état de la ressource dans
la mémoire associative Etat, en consommant le tuple (id, "allumée") et en insérant
le tuple (id, "indisponible"). Si une réponse est reçue avant le délai d’expiration
(c.-à-d. la ressource est toujours allumée), l’exécution de la règle s’arrête. La règle
de détection de disponibilités est également déclenchée périodiquement pour voir
si les ressources indisponibles sont devenues disponibles, en effectuant un Ping sur
chacune de ces ressources. Cette règle change l’état d’une ressource, lorsqu’elle est
devenue disponible, de indisponible à allumée dans la mémoire associative Etatrsc.
3.4.2.2 Ressources d’entrée/sortie sans adresse IP
Pour les ressources d’entrée/sortie qui ne possèdent pas une adresse IP et qui
peuvent recevoir des commandes (les actionneurs), deux règles qui envoient une
commande spécifique, appelée test, sont définies. Ces règles sont déclenchées pério-
diquement et elles utilisent le résultat de l’envoi de la commande test pour détecter
une panne ou une disponibilité. Une mémoire associative Etatact est également défi-
nie. Cette mémoire associative contient des tuples sous la forme (id, état) (la valeur
de état est égale à disponible ou indisponible) et est mise à jour par les règles de
détection de pannes et de disponibilités. Ces règles utilisent les entités logicielles qui
sont fournies par l’environnement d’abstraction des technologies de communication,
de capteurs et d’actionneurs, pour l’envoi de la commande test aux actionneurs.
Lorsqu’elle est déclenchée, la règle de détection de pannes lit d’abord les id
des actionneurs qui sont disponibles. Ensuite, la règle envoie à chacun des ces ac-
tionneurs, la commande test et met à jour sont état à disponible dans la mémoire
associative Etatact. L’envoi de la commande à un actionneur et la mise à jour de
son état sont effectués dans une transaction. Lorsque la commande ne peut pas être
envoyée (l’actionneur est toujours indisponible), la transaction échoue, l’état de l’ac-
tionneur n’est pas mis à jour et reste égal à indisponible. La règle de détection de
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disponibilités, quant à elle, envoie la commande test aux actionneurs indisponibles.
3.4.3 Intégration du système de détection de pannes
Un système de détection de pannes peut être intégré dans une boucle autono-
mique conçue à l’aide du support intergiciel SICODAF. L’intégration est effectuée
en rajoutant le modèle de fautes correspondant dans le contrôleur de la boucle et
en intégrant les entités logicielles du système de détection de pannes dans la couche
d’abstraction. Considérons l’exemple du système de détection de pannes. Son inté-
gration dans une boucle, conçue pour un système, est effectuée comme suit :
Addition du modèle de fautes le contrôleur de la boucle est conçu de sorte
qu’il puisse réagir aux disponibilités et indisponibilités des ressources de cal-
cul et des ressources d’entrée/sortie. Pour ce faire, ces états sont rajoutés
dans la description de chaque ressource de calcul et d’entrée/sortie, dans
le modèle comportemental. Ensuite, la règle qui exécute le contrôleur de la
boucle est conçue de sorte qu’elle lise des données dans les mémoires associa-
tives Etatrsc et Etatact du système de détection de pannes, pour détecter le
fait que certaines ressources de calcul ou d’entrée/sortie ne sont plus dispo-
nibles ou sont devenues disponibles. Cette règle insère également des données
dans la mémoire associative Etatrsc pour la mettre à jour lorsqu’elle effectue
des commandes sur les ressources de calcul ou d’entrée/sortie. Le but est de
notifier au système de détection de pannes, les changements d’états des res-
sources. Par exemple, lorsque la règle allume (resp. éteint) une ressource de
calcul, elle met à jour la mémoire associative Etatrsc pour notifier au système
de détection de pannes le fait que la ressource est allumée (resp. éteinte) ;
Ajout des entités du système de détection de pannes les mémoires asso-
ciatives Etatrsc et Etatact sont rajoutées dans la couche d’abstraction.
Lorsque le système de détection de pannes à intégrer n’est pas basé sur des
mémoire associatives et des règles, il est intégré dans une boucle, conçue à l’aide de
SICODAF, comme suit. Les entités logicielles de ce système sont d’abord encapsulées
dans des mémoires associatives. Ensuite, ces mémoires associatives sont rajoutées à
la boucle. L’encapsulation des entités logicielles permet l’intégration d’un système
de détection de pannes quel que soit le langage avec lequel il a été mis en œuvre.
3.5 Conclusion
Ce chapitre a présenté le support intergiciel SICODAF proposé pour la concep-
tion et le déploiement de systèmes adaptatifs fiables. Il a d’abord décrit les systèmes
considérés puis il a présenté une vue d’ensemble du support intergiciel proposé.
Le support intergiciel SICODAF est basé sur les principes du calcul autonomique
et permet la conception et le déploiement d’un système adaptatif autonome, sous
la forme d’une boucle autonomique. Une telle boucle est conçue à l’aide (i) d’un
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intergiciel à base de tuples avec un langage de règles transactionnelles, (ii) d’un en-
vironnement d’abstraction (iii) des langages de spécification et outils de conception
de contrôleurs (p. ex., vérification formelle, synthèse de contrôleurs discrets).
Une boucle autonomique conçue à l’aide du support intergiciel SICODAF est
constituée d’une couche d’abstraction, d’un mécanisme d’exécution transactionnelle
et d’un contrôleur. La couche d’abstraction masque l’hétérogénéité des entités du
système considéré et permet de communiquer avec elles pour collecter des données et
exécuter des commandes. Le mécanisme d’exécution transactionnelle permet d’éviter
les inconsistances qui peuvent être causées par des erreurs de communication et des
pannes matérielles lors de l’exécution des commandes. Enfin, le contrôleur calcule
des commandes correctes et cohérentes qui permettent de réaliser les objectifs du
système considéré. Le contrôleur peut être conçu de façon manuelle sous la forme
d’un ensemble de règles. Il peut également être conçu à l’aide de la théorie du contrôle
continu ou du contrôle discret (conception manuelle puis validation par vérification
formelle ou conception déclarative en utilisant la synthèse de contrôleurs discrets).
Le support intergiciel SICODAF permet de reconfigurer le contrôleur d’une
boucle afin de gérer les changements d’objectifs qui surviennent dans le système.
Ce support intergiciel permet également l’intégration dans une boucle d’un système
de détection de pannes matérielles. Cela permet à la boucle de collecter les données
relatives à ces pannes et d’adapter le système en conséquence. Ce chapitre a présenté
un exemple de système de détection de pannes et son intégration dans une boucle.
Une boucle conçue à l’aide de SICODAF peut être une boucle de déploiement
ou une boucle applicative. Les différences entre ces deux types de boucles sont : les
données collectées, les commandes calculées et leur exécution. La conception d’une
boucle de déploiement et d’une boucle applicative est présentée au chapitre 4.
Enfin, le support intergiciel SICODAF permet de gérer des systèmes adapta-
tifs qui sont constitués de nombreuses entités ou qui requièrent différents types de
contrôleurs. Cela est effectué par la conception de boucles multiples qui sont com-
posées en parallèle, coordonnées ou hiérarchiques, comme présenté au chapitre 5.
Chapitre 4
Conception d’une boucle de
déploiement et d’une boucle
applicative
Ce chapitre montre comment à partir d’une boucle SIOCDAF générique (cf. cha-
pitre 3), une boucle de déploiement et une boucle applicative peuvent être conçues.
Il présente d’abord la conception d’une boucle de déploiement. Ensuite, il décrit,
dans le contexte du bâtiment intelligent, la conception d’une boucle applicative.
4.1 Conception d’une boucle de déploiement
Cette section présente la conception d’une boucle de déploiement à l’aide du
support intergiciel SICODAF. Elle décrit d’abord les spécificités d’une boucle de
déploiement par rapport à la boucle générique présentée au chapitre 3. Ensuite, elle
présente le flot de conception d’une telle boucle et la possibilité de la générer. Enfin,
cette section présente un exemple pour illustrer le flot de conception d’une boucle.
4.1.1 Spécificité d’une boucle de déploiement
Une boucle de déploiement, conçue pour un système, contrôle l’application, la
plateforme d’exécution et le déploiement, pour fournir des fonctionnalités. Une telle
boucle réalise des objectifs relatifs par exemple à la continuité du fonctionnement et
à l’économie d’énergie de la plateforme d’exécution. Les spécificités de cette boucle
sont : les données collectées, les commandes calculées et la couche d’abstraction.
4.1.1.1 Données collectées par une boucle de déploiement
Une boucle de déploiement collecte des données des ressources de calcul et des
ressources d’entrée/sortie matérielles de la plateforme d’exécution du système. Des
exemples de telles données sont les charges en CPU et RAM d’une ressource de cal-
cul. Cette boucle peut aussi collecter des données qui sont fournies par un utilisateur
du système, un opérateur de maintenance ou un système de détection de pannes.
4.1.1.2 Commandes d’une boucle de déploiement
Les commandes d’une boucle de déploiement sont relatives aux objets, aux règles,
aux ressources de calcul et aux ressources d’entrée/sortie du système considéré.
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commande d’un objet : elle est égale à démarrer sur une ressource de calcul,
migrer d’une ressource de calcul vers une autre ou arrêter ;
commande d’une règle : elle est égale à activer et faire exécuter par un objet
particulier ou désactiver ;
commande d’une ressource de calcul : elle est égale à allumer ou éteindre ;
commande d’une ressource d’entrée/sortie logicielle : elle est égale à ins-
taller sur une ressource de calcul particulière.
Les commandes calculées peuvent être conflictuelles ou violer des objectifs.
Conflits et violations d’objectifs de déploiement Les conflits de déploiement
sont relatifs aux objets, aux règles, aux ressources de calcul et aux ressources d’en-
trée/sortie du système considéré. Les conflits d’une boucle de déploiement sont :
1. démarrer (resp. migrer) un objet sur (resp. vers) une ressource de calcul qui
est éteinte ou qui est indisponible du fait d’une panne ou d’une maintenance ;
2. démarrer (resp. migrer) un objet sur (resp. vers) une ressource de calcul qui
ne possède pas toutes les ressources d’entrée/sortie requises par l’objet ;
3. activer une règle et la faire exécuter par un objet qui n’est pas démarré ;
4. utiliser une ressource de calcul au-delà de sa capacité en RAM et/ou CPU ;
5. démarrer (resp. migrer) des objets sur (resp. vers) une ressource de calcul
de sorte qu’ils utilisent tous, en écriture, une même ressource d’entrée/sortie
dont le mode d’utilisation est égal à 1E (c.-à-d. une seule écriture à la fois).
Un conflit a comme conséquence sur le système, la violation d’un ou de plusieurs
objectifs. La violation d’un objectif peut aussi être la conséquence d’une décision qui
n’est pas conflictuelle mais qui est incorrecte par rapport à cet objectif. Par exemple,
considérons un objectif qui consiste à ne pas déployer deux objets utilisés pour de
la redondance sur une même ressource de calcul. Cet objectif est violé lorsque ces
objets sont démarrés (resp. migrés) sur (resp. vers) une même ressource de calcul.
Contraintes liées à l’exécution des commandes Pour le bon fonctionnement
du système, la boucle de déploiement doit respecter l’ordre d’exécution des com-
mandes. L’ordre dans lequel les commandes doivent être exécutées est :
— une ressource de calcul doit être allumée avant d’y installer un logiciel ;
— une ressource d’entré/sortie logicielle doit être installée sur une ressource de
calcul, avant d’y démarrer ou migrer un objet qui l’utilise ;
— une ressource de calcul doit être allumée avant d’y démarrer ou migrer un
objet ;
— une ressource de calcul ne doit être éteinte qu’après avoir effectué la migration
vers une autre ressource de calcul, ou l’arrêt, des objets qu’elle exécute.
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4.1.1.3 Couche d’abstraction d’une boucle de déploiement
En plus des mémoires associatives qui permettent de communiquer avec les utili-
sateurs et les systèmes externes, la couche d’abstraction d’une boucle de déploiement
contient d’autres mémoires associatives. Ces dernières permettent de communiquer
avec les ressources de calcul, les objets et aussi les règles du système considéré.
Communication avec les ressources de calcul Quatre types de mémoires as-
sociatives sont fournis par le support intergiciel SICODAF pour permettre la com-
munication avec les ressources de calcul et masquer leur hétérogénéité. Ces types
de mémoires associatives sont : Configuration, Commande, Notification et Charge.
Configuration stocke des informations sur les ressources de calcul sous la forme de
tuples (id, système d’exploitation, mode de démarrage, adresse MAC, adresse IP,
nom d’utilisateur, mot de passe). Commande contient des tuples qui sont sous la
forme (id, commande). L’insertion d’un tel tuple envoie d’abord la commande spé-
cifiée à la ressource de calcul dont l’identifiant est égal à la valeur de la variable id.
Ensuite, elle insère dans Notification le résultat de l’envoi de la commande. Pour en-
voyer la commande, l’opération d’insertion lit d’abord une ou plusieurs informations
sur la ressource de calcul, dans Configuration à l’aide de son id, et utilise la com-
mande appropriée. Par exemple, pour installer un logiciel sur une ressource de calcul
dont le système d’exploitation est Ubuntu, l’opération utilise la commande apt-get
install. Notification contient des tuples qui sont sous la forme (id, commande, résul-
tat) où résultat est une variable booléenne spécifiant si la commande est effectuée ou
non. la mémoire associative Charge permet de mesurer la charge d’une ressource de
calcul et contient des tuples qui sont sous la forme (id, charge CPU, charge RAM).
Une instance de mémoire associative de chaque type (c.-à-d. Configuration, Com-
mande, Notification et Charge) est exécutée sur chaque ressource de calcul du sys-
tème. La mémoire associative de type Commande d’une ressource de calcul permet
de l’éteindre ou d’y installer un logiciel mais ne permet pas de l’allumer. La raison
est que lorsque la ressource de calcul est éteinte, ses mémoires associatives ne sont
pas accessibles. Par conséquent, la mémoire associative de type Commande d’une
ressource de calcul qui est éteinte ne peut pas être utilisée pour l’allumer. Pour pou-
voir allumer les ressources de calcul, une mémoire associative de type Commande
exécutée sur une ressource de calcul qui est tout le temps allumée doit être utilisée.
Communication avec les objets Un type de mémoire associative appelé Objet
est fourni par SICODAF et il contient des tuples qui sont sous la forme (id objet, id
configuration, id ressource de calcul, commande). L’insertion d’un tel tuple permet,
de démarrer un objet identifié par son id, avec la configuration spécifiée, sur une
ressource de calcul, de le migrer vers une autre ressource de calcul ou de l’arrêter.
Pour démarrer, migrer ou arrêter un objet, l’opération d’insertion de tuples lit
d’abord des informations sur la ressource de calcul spécifiée (p. ex., adresse IP).
La lecture de ces informations est effectuée dans une mémoire associative de type
Configuration. Ensuite, l’opération utilise, en fonction de la commande à exécuter, le
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mécanisme de déploiement approprié, de l’intergiciel à base de tuples, pour démarrer,
migrer ou arrêter l’objet. Dans le cas du démarrage ou de la migration d’un objet,
l’opération vérifie d’abord si le code de l’objet est présent sur la ressource de calcul.
Si ce n’est pas le cas, l’opération déploie le code de l’objet sur la ressource de calcul.
Une instance de mémoire associative de type Objet est exécutée sur chaque
ressource de calcul pour pouvoir y exécuter des commandes relatives aux objets.
Communication avec les règles Une type de mémoire associative appelé Regle
est fourni et contient des tuples qui sont sous la forme (id règle, id objet, commande).
L’insertion d’un tel tuple permet, selon la valeur de la commande, d’activer une règle
et la faire exécuter par l’objet spécifié ou de la désactiver. Une instance de mémoire
associative de type Regle est exécutée sur chaque ressource de calcul du système.
4.1.2 Flot de conception d’une boucle de déploiement
La conception d’une boucle de déploiement pour un système peut être effectuée
de façon manuelle par le développeur comme présenté au chapitre 3 ou de façon
semi-automatique, à l’aide d’un outil du support intergiciel SICODAF. Dans tous
les cas, il peut être nécessaire que le développeur écrive des règles d’observation
et/ou des règles d’exécution pour étendre la couche d’abstraction de la boucle.
La conception d’une boucle de déploiement peut être effectuée de façon semi-
automatique lorsque le contrôleur est basé sur la synthèse de contrôleurs discrets.
Dans ce cas, le développeur décrit les entités du système considéré et les objectifs
qu’il doit réaliser, dans un fichier de description. Ce fichier de description est ensuite
utilisé pour générer les différents composants de la boucle de déploiement.
La Figure 4.1 montre comment à partir d’un fichier de description d’un système
les composants d’une boucle de déploiement sont générés. Ces composants sont :
— les entités de la couche d’abstraction ces entités correspondent à des
mémoires associatives fournies par SICODAF sous la forme de librairies ;
— la fonction de transition d’un contrôleur cette fonction est générée à
l’aide d’un langage de spécification de contrôleurs, basé sur des systèmes de
transitions, qui permet d’effectuer la synthèse de contrôleurs discrets ;
— une règle exécutant la fonction de transitions du contrôleur, cette
règle collecte les données, invoque la fonction et exécute les commandes.
4.1.2.1 Description du système considéré et de ses objectifs
La description du système et de ses objectifs est effectuée par le développeur, à
l’aide d’un langage textuel de SICODAF. Ce langage est conçu à partir du méta-
modèle des systèmes considérés (cf. chapitre 3). Il permet de décrire, pour un sys-
tème, l’application, la plateforme d’exécution et les objectifs qui doivent être réalisés.
Description de l’application Une application est décrite par ses fonctionnalités,
ses configurations d’objets, ses objets, ses règles, ses tâches et leurs propriétés.
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Figure 4.1 – Génération d’une boucle autonomique
Description d’une fonctionnalité Une fonctionnalité, comme illustrée au
Listing 4.1, est décrite par son identifiant unique et ses propriétés estObligatoire et
priorité qui sont respectivement une variable booléenne et une variable entière.
Fonc t i o nna l i t e [ i d ] : i d e n t i f i a n t
e s tOb l i g a t o i r e : v a r i a b l e b o o l e e n e
p r i o r i t e : v a r i a b l e e n t i e r e
End.
Listing 4.1 – Description d’une fonctionnalité
Le Listing 4.2 présente un exemple de fonctionnalité. Cette fonctionnalité a pour
id acquisitionDeDonnees. Elle est obligatoire avec un niveau de priorité égal à 12.
Fonc t i o nna l i t e a cqu i s i t i o nDeDonne e s
e s tOb l i g a t o i r e : v r a i
p r i o r i t e : 12
End.
Listing 4.2 – Exemple de fonctionnalité
Description d’une configuration d’objet Une configuration d’objets, comme illus-
trée au Listing 4.3, est décrite par son id, sa charge en CPU et sa charge en RAM.
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Con f i gu ra t i on [ i d ] : i d e n t i f i a n t
chargeCPU : v a r i a b l e e n t i e r e
chargeRAM : v a r i a b l e e n t i e r e
End.
Listing 4.3 – Description d’une configuration d’objets
Le Listing 4.4 présente un exemple de configuration d’objet. Cette configuration
a pour id O1.conf1 et possède des charges en CPU et en RAM qui sont négligeables.




Listing 4.4 – Exemple d’une configuration d’objet
Description d’un objet Un objet, comme illustré au Listing 4.5, est décrit
par son id, ses ressources d’entrée/sortie requises et ses différentes configurations.
Une ressource d’entrée/sortie requise correspond à un type de ressource d’entrée/-
sortie. Le nombre de configurations d’un objet doit être supérieur ou égal à un.
Objet [ i d ] : i d e n t i f i a n t
r e s sou r ce sRequ i s e s : l i s t e de t y p e s de r e s s o u r c e s d’ e n t r e e /s o r t i e
c on f i g u r a t i o n s : l i s t e de c on f i g u r a t i o n s
End.
Listing 4.5 – Description d’une configuration d’objet
Le Listing 4.6 présente un exemple d’objet. Cet objet a pour identifiant O1. Il
requiert le logiciel Octave et possède deux configurations O1.conf1 et O1.conf2.
Objet O1
r e s sou r ce sRequ i s e s : Octave
c on f i g u r a t i o n s : O1. c o n f 1 O2. c on f 2
End.
Listing 4.6 – Exemple d’un objet
Description d’une règle Une règle, comme illustrée au Listing 4.7, est décrite
par son id, les objets avec qui elle communique, sa charge en CPU et en RAM.
Regle [ i d ] : i d e n t i f i a n t
o b j e t s : l i s t e d’ Objet
chargeCPU : nombre e n t i e r
chargeRAM : nombre e n t i e r
End.
Listing 4.7 – Description d’une règle
Le listing 4.8 présente un exemple de règle. Cette règle a pour id R1 et commu-
nique avec l’objet O1. Cette règle a des charges, en CPU et RAM, négligeables.
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Regle R1




Listing 4.8 – Exemple d’une règle
Description d’une tâche Une tâche, comme illustrée au Listing 4.9, est dé-
crite par son id, les fonctionnalités qu’elle offre, les ressources d’entrée/sortie qu’elle
requiert, ses différentes versions et ses transitions de versions. Le nombre de versions
doit être supérieur ou égal à un. Chacune des versions est décrite par son id, ses
configurations d’objets et ses règles. Une version doit avoir au moins une configu-
ration d’objet et peut ne pas avoir de règles. Une transition est décrite par son id,
une chaîne de caractères formée des id de deux versions séparés par le symbole ->.
Tache [ i d ] : i d e n t i f i a n t
f o n c t i o n n a l i t e s : l i s t e de Fonc t i o nna l i t e
r e s sou r ce sRequ i s e s : l i s t e de type de r e s s o u r c e s d’ e n t r e e /s o r t i e
v e r s i o n s : l i s t e de Vers ion
Vers ion [ i d ] : c h a i n e de c a r a c t e r e s
QdS : Elevee | Moyenne| Fa i b l e
c o n f i g u r a t i o n s : l i s t e de c on f i g u r a t i o n s d’ ob j e t s
r e g l e s : l i s t e de Regle
End.
t r a n s i t i o n s : l i s t e de c h a i n e s de c a r a c t e r e s
End.
Listing 4.9 – Description d’une tâche
Le Listing 4.10 présente un exemple de tâche. Cet tâche a pour identifiant T1. Elle
offre deux fonctionnalités acquisitionDeDonnees et analyseDeDonnees et requiert
une ressource d’entrée/sortie (le logiciel Octave). Cette tâche a deux versions T1.V1
et T1.V2 qui offrent des qualités de services différentes. Chacune des versions est mise
en œuvre à l’aide d’une configuration d’objets et d’une règle. T1 a deux transitions
qui permettent d’aller d’une version à une autre (T1.V1->T1.V2 et T1.V1->T1.V2).
Tache T1
f o n c t i o n n a l i t e s : a cqu i s t i onDeDonnee s ana lyseDeDonnees
r e s sou r ce sRequ i s e s : Octave
v e r s i o n s :
Vers ion T1. V1
QdS : Elevee
c on f i g u r a t i o n s : O1. c o n f 1
r e g l e s : R1
End.
Vers ion T1. V2
QdS : Moyenne
c on f i g u r a t i o n s : O1. c o n f 2
r e g l e s : R2
End.
t r a n s i t i o n s : T1. V1−>T1. V2 T1. V2−>T1. V1
End.
Listing 4.10 – Exemple d’une tâche
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Description de la plateforme d’exécution Elle consiste en la description des
ressources d’entrée/sortie, des ressources de calcul et de leurs propriétés.
Description d’une ressource d’entrée/sortie logicielle Une ressource d’en-
trée/sortie logicielle, comme illustrée au Listing 4.11, est décrite par son id et son
type.
Res sou rceESLog i c i e l l e [ i d ] : i d e n t i f i a n t
type : type de Res sou rceESLog i c i e l l e
End.
Listing 4.11 – Description d’une ressource d’entrée/sortie logicielle
Le Listing 4.12 présente un exemple de ressource d’entrée/sortie logicielle. Cette
ressource d’entrée/sortie logicielle correspond à la version 4.2.1 du logiciel Octave.
Res sou rceESLog i c i e l l e Octave4. 2 . 1
type : Octave
End.
Listing 4.12 – Exemple d’une ressource d’entrée/sortie logicielle
Description d’une ressource d’entrée/sortie matérielle Une ressource
d’entrée/sortie matérielle, comme illustrée au Listing 4.13, est décrite par son id,
son type, son mode d’utilisation et sa technologie de communication si elle en a.
RessourceESMater ie l l e [ i d ] : i d e n t i f i a n t
type : type de RessourceESMater ie l l e
modeUt i l i s a t i on : 1E| nE| L
techno l og i e : nomTechnologie
End.
Listing 4.13 – Description d’une ressource d’entrée/sortie matérielle
Le Listing 4.14 présente un exemple de ressource d’entrée/sortie matérielle. Cette
ressource d’entrée/sortie matérielle possède un id égal à P1 et est de type impri-
mante. Son mode d’utilisation est égal à nE (c.-à-d. plusieurs écritures à la fois).
RessourceESMater ie l l e P1
type : impr imante
modeUt i l i s a t i on : nE
End.
Listing 4.14 – Exemple d’une ressource d’entrée/sortie matérielle
Le Listing 4.15 présente un exemple de ressource d’entrée/sortie matérielle qui
est un capteur de température. Son identifiant est C1, son mode d’utilisation est
égal à L (c.-à-d. lecture) et il utilise la technologie de communication EnOcean [42].
RessourceESMater ie l l e C1
type : capteurTemperature
modeUt i l i s a t i on : L
techno l og i e : EnOcean
End.
Listing 4.15 – Exemple d’une ressource d’entrée/sortie matérielle
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Description d’une ressource de calcul Une ressource de calcul, comme
illustrée au Listing 4.16, est décrite par son id, son système d’exploitation, sa capacité
en RAM, sa capacité en CPU, son mode de démarrage, son adresse MAC, son adresse
IP, son nom d’utilisateur, son mot de passe et ses ressources d’entrée/sortie. Chaque
ressource d’entrée/sortie est décrite en spécifiant son id et le mode d’accès par lequel
la ressource de calcul y accède. Le mode d’accès est égal à local ou reseau.
RessourceCa lcu l [ i d ] : i d e n t i f i a n t
systeme : nomSysteme
capaciteCPU : nombre e n t i e r ( en %)
capaciteRAM : nombre e n t i e r ( en Mo)
modeDemarrage : typeDeModeDemarrage
adresseMAC : c h a i n e de c a r a c t e r e s
adres se IP : c h a i n e de c a r a c t e r e s
nomUt i l i s a teu r : c h a i n e de c a r a c t e r e s
motDePasse : c h a i n e de c a r a c t e r e s
ressourcesES : l i s t e de ( RessourceES , modeAcces)
End.
Listing 4.16 – Description d’une ressource d’entrée/sortie matérielle
Le Listing 4.17 présente un exemple de ressource de calcul et ses propriétés.
RessourceCa lcu l D1
systeme : Ubuntu
capaciteCPU : 200 %
capaciteRAM : 2000 Mo
modeDemarrage : wakeOnLAN
adresseMAC : "B9: 4 2 : EB: 0 0 : 0 0 : 0 0 "
adres se IP : "1 9 5 . 1 6 8 . 1 . 2 "
nomUt i l i s a teu r : "Adja"
motDePasse : "a z e r t y 3 2 5 "
ressourcesES : ( P1, r e seau )
End.
Listing 4.17 – Exemple de ressource de calcul
Description des objectifs Elle consiste, comme illustrée au listing 4.18, à dé-
crire les fonctionnalités à fournir et quand est ce qu’elles doivent être fournies. Une
fonctionnalité peut être fournie lorsqu’un événement survient ou en continu.
Ob j e c t i f [ i d ] : i d e n t e n t i f i a n t
Evenements => Fonc t i o nna l i t e
End.
Listing 4.18 – Description d’un objectif
Le Listing 4.19 présente un exemple d’objectif. Cet objectif, objectif1, spécifie
que la fonctionnalité acquisitionDeDonnees doit être fournie de façon continue.
Ob j e c t i f o b j e c t i f 1
a c qu i s i t i o nDeDonne e s
End.
Listing 4.19 – Exemple d’un objectif
Le Listing 4.20 présente un exemple d’objectif spécifiant que lorsque l’événement
heureViste survient, la fonctionnalité maintienConfidentialite doit être fournie.
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Ob j e c t i f o b j e c t i f 2
h e u r e V i s i t e => m a i n t i e n C o n f i d e n t i a l i t e
End.
Listing 4.20 – Exemple d’un objectif
4.1.2.2 Génération des entités de la couche d’abstraction
En plus des mémoires associatives, RequeteMaintenance et Etat, pour la com-
munication avec l’équipe de maintenance et le système de détection de pannes ma-
térielles, des mémoires associatives sont générées pour les ressources de calcul.
Comme illustré à la Figure 4.2, une instance des types de mémoires associatives
Configuration, Notification, Charge, Commande, Objet et Règle est générée et exé-
cutée sur chaque ressource de calcul. Les instances des quatre premiers types de
mémoires associatives sont relatives à la ressource de calcul. Les instances de type
Objet et Regle permettent, respectivement, de déployer sur la ressource de calcul,
des objets et des règles lorsqu’elle est allumée. L’instance de type Commande per-
met d’éteindre la ressource de calcul ou d’y installer un logiciel mais ne permet
pas de l’allumer. La raison est que lorsqu’une ressource de calcul est éteinte, les
mémoires associatives qu’elle exécute ne sont pas accessibles et ne peuvent pas être
utilisées. Pour pouvoir allumer les ressources de calcul, une mémoire associative de
type Commande appelée Commande_Generale est générée. Commande_Generale
doit être accessible à tout instant pour allumer les ressources de calcul du système.








Ressource de calcul D1 Ressource de calcul D2
Figure 4.2 – Mémoires associatives de la couche d’abstraction
4.1.2.3 Génération de la fonction de transitions du contrôleur
La fonction de transitions du contrôleur est générée, à l’aide de la synthèse de
contrôleurs discrets, sur la base d’un modèle comportemental et d’un contrat.
4.1.2.3.1 Génération du modèle comportemental Un système de transi-
tions est généré pour chaque tâche, objet, règle, ressource d’entrée/sortie et res-
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source de calcul du système considéré. Dans cette section, le système de transitions
utilisé, pour illustrer la génération du modèle comportemental, est l’automate.
Automate d’une tâche Une tâche est inactive ou l’une de ses versions est
active et offre une qualité de service spécifique. Lorsqu’une version de tâche est
active, il peut être possible de changer de version, selon les transitions de versions.
L’automate d’une tâche contient un état Idle dans lequel la tâche est inactive. Il
contient également un état pour chaque version de la tâche. Chaque état est associé
aux configurations d’objets et règles de la version correspondante. Les transitions
de cet automate sont les transitions de versions de la tâche. L’automate contient
également une transition de l’état Idle à chacun des autres états. La raison est
qu’une tâche peut être activée avec une de ses différentes versions. L’état Idle est
préféré aux autres états parce que dans cet état aucune commande ne doit être
exécutée. La préférence entre les états qui modélisent les versions de la tâche est
basée sur les qualité de services, fournies par les versions associées, dans cet ordre :
Elevee puis Moyenne et ensuite Faible. Cette préférence est codée dans l’ordre de
déclaration des variables qui sont associées aux différentes transitions de l’automate.
La Figure 4.3 présente l’automate de la tâche T1 décrite au Listing 4.10. Les
entrées de cet automate sont des points de contrôlabilité (leurs valeurs sont défi-
nies lors de la synthèse du contrôleur par l’outil de synthèse utilisé). Ces entrées
permettent d’activer une version (c2 et c3) ou de désactiver la tâche (c1). L’ordre
de déclaration des entrées (c1 puis c2 puis c3) signifie que l’état Idle est préféré
à l’état T1.V1 qui est lui préféré à T1.V2 pour la qualité de service. Les sorties de
cet automate correspondent à l’état courant de la tâche (active), les configurations




con gurationsObjets = {O1.conf1}
regles = {R1}
active = faux
con gurationsObjets = {}
regles = {}
active = vrai
con gurationObjets = {O1.conf2}
regles = {R2}








Figure 4.3 – Automate de la tache T1
Automate d’un objet Un objet est arrêté ou démarré, en choisissant une de
ses configurations, sur une ressource de calcul de la plateforme d’exécution. Lorsqu’il
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est démarré, un objet peut être arrêté ou migré vers une autre ressource de calcul.
L’automate d’un objet contient un état Arrete et un état pour chaque configu-
ration de l’objet. Un état correspondant à une configuration spécifie que l’objet est
démarré avec la configuration associée sur une ressource de calcul particulière.
La Figure 4.4 présente l’automate de l’objet O1 décrit au Listing 4.6. Les entrées
de cet automate sont des points de contrôlabilité. Elles permettent de démarrer
(c2) l’objet sur une ressource de calcul identifiée par son id (crsc) ou de l’arrêter
(c1). Les sorties de cet automate correspondent à l’état de l’objet (démarre), sa
configuration (config), la commande à exécuter (cmd) et les identifiants de deux
ressources de calcul (rsc_source, rsc_dest). Ces ressources de calcul correspondent
respectivement à la ressource sur laquelle l’objet était démarré et celle sur laquelle
il doit être démarré. Par exemple, considérons l’état Arrete. Dans cet état, l’objet
n’est pas démarré, sa configuration est égale à configIdle et la commande est
égale à arreter la première fois que cet état est atteint sinon elle est égale à null.
Cela empêche d’envoyer continuellement la commande arreter alors que l’objet
est déjà arrêté. Dans cet état, la sortie rsc_dest est égale à aucune (l’objet n’est
pas démarré) et la sortie rsc_source est égale à sa valeur précédente (last) de
rsc_dest (la ressource de calcul sur laquelle l’objet était exécuté l’instant d’avant).
Dans les états où l’objet n’est pas arrêté (O1.conf1 et O1.conf2), la cmd est calculée
comme suit :
— si rsc_source est égale à aucune et rsc_dest est différente de aucune (l’ob-
jet était arrêté et doit être démarré), la commande est égale à demarrer ;
— si rsc_source est égale à rsc_dest (l’objet est toujours sur la même res-
source de calcul et ne doit pas bouger), la commande est égale à null ;
— si rsc_source est différente de rsc_dest (la ressource de calcul destination
a été changée en une autre ressource), la commande est égale à migrer.
Arrete
O1.conf1 O1.conf2







con g = confIdle
cmd = arreter    null
rsc_dest = aucune
rsc_source = last rsc_source
demarre = true
con g = O1.conf1
cmd  = cmd1
rsc_dest = crsc
rsc_source = last rsc_dest
demarre = true
con g = O1.conf2
cmd  = cmd1
rsc_dest = crsc
rsc_source = last rsc_dest
if rsc_source = aucune & rsc_dest != aucune then cmd1 = demarre else 
if rsc_dest = rsc_source then cmd1 = null else cmd1 = Migrer 
c2
Figure 4.4 – Automate de l’objet O1
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Automate d’une règle Une règle est désactivée ou activée et exécutée par
un objet. L’automate d’une règle contient un état Desactivee et un état Activee. Cet
automate contient deux transitions permettant d’activer et de désactiver la règle.
La Figure 4.5 présente l’automate de la règle R1 qui est décrite au Listing 4.8. Les
entrées de cet automate sont des points de contrôlabilité qui permettent d’activer
la règle (c2) et de choisir l’objet qui l’exécute (cobj) ou de la désactiver (c1). Les
sorties de cet automate correspondent à l’état de la règle (active), la commande à
exécuter sur la règle (cmd) et l’objet qui a été choisi pour son exécution (objet).
Desactivee Activee
R1(c1, c2, cobj) = active, cmd, objet
active = true 
objet = cobj
cmd = activater    null
active = false 
objet = aucun
cmd = desactiver    null
c2
c1
Figure 4.5 – Automate de la règle R1
Automate d’une ressource d’entrée/sortie Une ressource d’entrée sortie
est indisponible, inutilisée ou utilisée. Elle peut passer de indisponible à inutilisée
puis de inutilisée à utilisée. Dans le cas d’une ressource d’entrée/sortie logicielle, elle
peut passer de indisponible à utilisée. Dans ce cas, elle est installée puis utilisée.
L’automate d’une ressource d’entrée/sortie contient trois états : Indisponible,
Inutilisee, Utilisee et cinq entrées dispo, panne, c1, c2 et c3. Les entrées dispo et
panne permettent de savoir si la ressource d’entrée/sortie est disponible ou est en
panne. Dans le cas d’une ressource d’entrée/sortie logicielle, l’entrée panne est une
constante qui est égale à false (un logiciel ne tombe pas en panne). Les entrées
c1 et c3 sont des points de contrôlabilité qui permettent de changer l’état de la
ressource d’entrée/sortie. Dans le cas d’une ressource logicielle, c2 est un point de
contrôlabilité et permet d’installer la ressource logicielle lorsque sa valeur est égale
à false. Dans le cas d’une ressource d’entrée/sortie matérielle, l’entrée c2 est une
constante qui est égale à true. La raison est que la ressource ne peut pas être installée.
La Figure 4.6 présente l’automate de la ressource d’entrée/sortie Octave4.2.1
décrite au Listing 4.12. Les sorties de cet automate correspondent à l’état de la res-
source d’entrée/sortie (estDispo, estUtilisee) et la commande à exécuter (cmd).
Automate d’un hôte Un hôte est éteint, allumé ou indisponible du fait d’une
panne ou d’une opération de maintenance. Un hôte peut être dans un état d’attente
lorsqu’il est allumé et qu’une requête de maintenance, ne pouvant pas être satisfaite,
est reçue. Dans cet état d’attente l’hôte va, dès que possible, à l’état indisponible.
L’automate d’un hôte contient quatre états Eteint, Allume, Indisponible, Attente.
Il contient six entrées dispo, panne, rmaint, c1, c2 et c3. Les trois premières entrées
sont fournies par des capteurs. Elles spécifient respectivement si l’hôte est disponible,
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if not c2 cmd =installer else cmd =null
dispo
pannepanne
c3 and not panne
c1 and not panne
not dispo and not c2
Figure 4.6 – Automate de la ressource Octave
s’il est en panne ou une requête de maintenance est envoyée par la maintenance
pour ne plus l’utiliser. Les entrées c1, c2, c3 sont des points de contrôlabilité qui
permettent de démarrer l’hôte, de l’arrêter ou de le mettre dans l’état Attente.
La Figure 4.7 présente l’automate de l’hôte associé à la ressource de calcul D1
décrite au Listing 4.17. Initialement l’hôte est Etient. De cet état, il peut être
Indisponible, suite à une panne ou à la réception d’une requête de maintenance
qui est acceptée (rmaint and c1), ou Allume. Lorsqu’il est Allume, l’hôte peut être
Eteint, Indisponible ou aller dans l’état Attente. Dans l’état Attente l’hôte
peut aller à Indisponible. Dans l’état Indisponible, lorsque l’entrée dispo est
true l’hôte est allumé. S’il n’est pas utilisé pour le déploiement, il est ensuite éteint.
Automate d’une ressource de calcul Une ressource de calcul est composée
d’un hôte et de ressources d’entrée/sortie matérielle ou logicielles. Une ressource
d’entrée/sortie matérielle est locale à la ressource de calcul (p. ex., un écran) ou est
accédée à travers le réseau (p.ex., une imprimante). Une ressource d’entrée/sortie
logicielle qui n’est pas disponible sur la ressource de calcul peut être installée.
L’automate d’une ressource de calcul est la composition d’automates suivants :
— un automate d’hôte qui modélise l’hôte associé à la ressource de calcul ;
— un automate de ressource d’entrée/sortie matérielle pour chaque res-
source d’entrée/sortie matérielle qui est locale à la ressource de calcul ;
— un automate de ressource d’entrée/sortie logicielle pour chaque res-
source d’entrée/sortie logicielle décrite dans le fichier, afin de pouvoir l’ins-
taller si elle n’est pas disponible sur la ressource de calcul, en cas de besoin.
La Figure 4.8 présente l’automate de la ressource de calcul D1. Cette automate
est la composition des automates de l’hôte H1 (cf. Figure 4.7) et de la ressource
d’entrée/sortie logicielle Octave (cf. Figure 4.6). L’entrée dispo de l’automate de la




H1(dispo, panne, rmaint, c1, c2, c3) = on, estDispo, cmd
on = false
estDispo =
cmd = eteindre    null
on = true
estDispo = true






cmd = cmd1    null
if c2 then cmd1 = eteindre else cmd1 = null
panne or rm
aint and c1













rmaint and not c2





c1 and not rmaint and not panne
 true
Figure 4.7 – Automate de l’hôte de la ressource de calcul Rsc1
ressource Octave est égale à false car le logiciel Octave ne figure pas dans la liste
des ressources d’entrée/sortie de D1. D1 accède à l’imprimante P1 à travers le réseau.
Par conséquent, l’automate de P1 n’est pas pris en compte dans l’automate de D1.
D1(dispo_H1, panne_H1, rmaint_H1, c1_H1, c2_H1, c3_H1, c1_Octave_D1 , c3_Octave_D1) = 
# automate de l'hôte H1
   (on_D1, estDispo_D1, cmd_D1)  = 
    D1(dispo_D1, panne_D1, rmaint_D1, c1_D1, c2_D1, c3_D1);
# automate de la ressource octave
   (estDispo_Octave_D1, estUtilisee_Octave_D1, cmd_Octave_D1) = 
    Octave4.21(dispo_octave_D1, false, c1_Octave_D1, c3_Octave_D1) 
on_D1, estDispo_D1, cmdD1, estDispo_octave_D1, estUtilisee_Octave_D1, cmd_Octave_D1 
Figure 4.8 – Automate de la ressource de calcul D1
Génération du contrat Le contrat est constitué de trois parties : hypothèses qui
sont émises sur le système considéré, les propriétés qui doivent être valides sur le
modèle comportemental et les variables contrôlables du modèle comportemental.
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Génération des hypothèses Les hypothèses sont relatives aux ressources de
calcul et aux ressources d’entrée/sortie matérielles de la plateforme d’exécution du
système considéré. Elles consistent en un modèle de fautes qui permet au système
de fonctionner et en dehors duquel il ne fonctionne plus. Ces hypothèses sont :
1. les ressources de calcul ne sont pas toutes indisponibles au même instant ;
2. les ressources d’entrée/sortie matérielles qui possèdent le même type (p. ex.,
toutes les imprimantes) ne sont pas toutes indisponibles aux mêmes instants.
Une ressource d’entrée/sortie qui est locale à une ressource de calcul est
indisponible si elle est indisponible ou la ressource de calcul est indisponible ;
3. les ressources d’entrée/sortie utilisées par différentes tâches qui fournissent
la même fonctionnalité ne sont pas toutes indisponibles au même instant.
Le développeur peut modifier les hypothèses générées pour le système considéré.
Cela lui permet d’utiliser un autre modèle de fautes spécifique au système considéré.
Génération des propriétés Les propriétés permettent de réaliser les objectifs
du système. Elles sont relatives aux entités du modèle comportemental et sont :
1. lorsqu’une fonctionnalité doit être fournie, une parmi les tâches qui l’offre doit
être active et ses ressources d’entrée/sortie requises doivent être disponibles ;
2. lorsqu’une tâche est active, les objets (resp. les règles) de la version active de
la tâche doivent être démarrés sur des ressources de calcul (resp. activées) ;
3. lorsqu’un objet est démarré sur ressource de calcul, elle doit être allumée et
doit avoir accès aux ressources d’entrée/sortie qui sont requises par l’objet ;
4. lorsqu’une règle est activée, l’objet choisi pour l’exécuter doit être démarré ;
5. la somme des charges en CPU (resp. des charges en RAM) des objets (les
configurations de ces objets) et des règles qui sont déployés sur une ressource
de calcul doit être inférieure ou égale à sa capacité en CPU (resp. en RAM) ;
6. une ressource d’entrée/sorite dont le mode d’utilisation est 1E (une écriture
à la fois) doit être utilisée par un seul objet et une seule tâche à la fois.
Génération des variables contrôlables Les variables contrôlables sont les
entrées des automates dont les valeurs ne sont pas fournies par des capteurs. Par
convention, les noms de ces variables commencent par c. Par exemple, les entrées
c1, c2 et c3 dans l’automate d’hôte de la Figure 4.7 sont des variables contrôlables.
4.1.2.4 Génération de la fonction de transitions
Le modèle comportemental et le contrat sont utilisés, en entrée d’un outil de
synthèse de contrôleurs discrets, pour générer la fonction de transitions du contrôleur
de la boucle. Cette fonction de transitions est exécutée par une règle qui est générée.
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4.1.2.5 Génération de la règle qui exécute la fonction de transitions
La partie surveillance de la règle est générée comme présentée au chapitre 3. La
spécificité de cette règle est qu’elle gère l’ordre d’exécution des commandes calculées
par le contrôleur. L’ordre d’exécution dépend de la valeur des commandes et n’est pas
fixe. Il doit donc être défini de façon dynamique en fonction des commandes. Pour ce
faire, la partie mise à jour transactionnelle de la règle, dans laquelle les commandes
sont exécutées, est générée par une fonction appelée genererTransaction() qui est
invoquée dans la partie surveillance de la règle. Cette fonction est invoquée à chaque
fois que de nouvelles entrées sont lues. La raison est que de nouvelles commandes
vont être calculées par le contrôleur pour ces entrées. Par conséquent, il faut calculer
l’ordre d’exécution de ces commandes. Une fois générée, la transaction est exécutée.
La fonction genererTransaction() prend comme paramètre les entrées collectées
dans la partie surveillance de la règle et génère une transaction qui permet d’exécuter
les commandes dans le bon ordre. Une transaction est une règle qui n’a pas de partie
surveillance. La fonction genererTransaction() génère une transaction qui contient :
1. une opération de lecture d’un tuple sur une mémoire associative pour chaque
entrée lue dans la partie surveillance, pour vérifier si elle est toujours valide ;
2. une opération de lecture d’un tuple sur une mémoire associative encapsulant
la fonction de transitions du contrôleur, pour calculer les commandes ;
3. des opérations, d’insertion de tuples dans des mémoires associatives, qui sont
ordonnées, pour exécuter les commandes calculées dans le bon ordre.
La fonction genererTransaction() définit les noms des mémoires associatives et
les tuples dans les opérations générées et aussi l’ordre d’exécution des commandes.
Définition des noms des mémoires associatives et tuples Les noms des
mémoires associatives et des tuples sont définis pour les opérations de lecture et
les opérations d’écriture de la règle. Pour les opérations de lecture, les noms des
mémoires associatives et les tuples, sont définis sur la base des paramètres d’entrées
de la fonction genererTransaction(). Cela est effectué comme présenté au chapitre 3.
Pour les opérations d’écriture, les noms des mémoires associatives et des tuples
sont définis sur la base des commandes calculées. Par exemple, considérons une
commande qui est égale à {"cmd_D1", cmd_D1_val} où D1 est une ressource de
calcul. Pour cette commande, le tuple inséré est égal à ("D1", cmd_D1_val) et le
nom de la mémoire associative dépend de la valeur de la variable cmd_D1_val. Si la
valeur de cmd_D1_val est égale à eteindre alors le nom de la mémoire associative est
Commande_D1 (la mémoire associative de type Commande exécutée sur D1 ). Si la
valeur de cmd_D1_val est égale à allumer alors le nom de la mémoire associative est
Commande_Generale. Cette mémoire associative est celle qui est accessible à chaque
instant et utilisée pour allumer toutes les ressources de calcul. Commande_Generale
est utilisée parce que Commande_D1 n’est pas accessible. En effet, D1 est éteinte.
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Définition de l’ordre d’exécution des commandes L’ordre d’exécution est
généré sur la base des contraintes décrites à la section 4.1.1. Pour ce faire, les com-
mandes relatives aux ressources d’entrée/sortie logicielles et celles relatives aux ob-
jets sont d’abord évaluées. L’objectif est d’obtenir pour chacune de ces commandes,
sa valeur et les ressources de calcul impliquées. Ensuite, pour chaque ressource de
calcul identifiée sa commande est évaluée. Le but est de décider si la commande
de la ressource de calcul doit être exécutée avant ou après les commandes de res-
sources d’entrée/sortie logicielles et d’objets dans lesquelles la ressource de calcul
est impliquée. Après l’analyse, l’ordre d’exécution est défini comme suit :
— si une ressource de calcul est impliquée dans l’installation d’une ressource
d’entrée/sortie logicielle alors la commande de la ressource d’entrée/sortie
logicielle est exécutée avant celle de la ressource de calcul ;
— si une ressource de calcul est impliquée dans le démarrage d’un objet alors
la commande de la ressource de calcul est exécutée avant celle de l’objet ;
— si une ressource de calcul est impliquée dans l’arrêt d’un objet, alors la com-
mande de l’objet est exécutée avant celle de la ressource de calcul ;
— si une ressource de calcul est impliquée dans la migration d’un objet et qu’il
est la ressource de calcul source (resp. destination), la commande de l’objet
est exécutée avant (resp. après) la commande de la ressource de calcul ;
— sur une même ressource de calcul, la commande d’une ressource d’entrée/-
sortie logicielle est effectuée avant la commande d’un objet.
4.1.3 Exemple de conception d’une boucle de déploiement
Cette section décrit d’abord un système de traitement de données et ses objectifs
et présente la génération d’une boucle de déploiement à partir de cette description.
4.1.3.1 Exemple d’un système de traitement de données
Considérons un système qui est constitué d’une application de traitement de
données et d’une plateforme d’exécution. L’application de traitement de données
fournit deux fonctionnalités : acquisition de données et analyse de données. Ces
fonctionnalités sont fournies par une tâche T1 qui utilise le logiciel Octave. La tâche
T1 possède deux versions et correspond à la tâche qui est décrite au Listing 4.10.
La plateforme d’exécution, associée à l’application de traitement de données, est
composée de deux ressources de calcul : D1 et D2 connectées via un réseau local.
Ces ressources de calcul peuvent être démarrées à distance avec le Wake on LAN.
L’application de traitement de données doit être déployée sur la plateforme d’exé-
cution associée. L’objectif est de fournir de façon continue les fonctionnalités acqui-
sition des données, analyse des données. De plus, après le déploiement, pour rester
opérationnel, le système de traitement de données doit s’adapter aux changements
qui surviennent (c.-à-d. panne d’une ressource de calcul ou d’une ressource d’entrée/-
sortie, requête de maintenance d’une ressource de calcul). Cela est effectué, par la
génération, pour ce système à partir de sa description, d’une boucle de déploiement.
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4.1.3.2 Génération d’une boucle de déploiement
Huit mémoires associatives (Commande_Di, Configuration_Di, Notification_Di
et Charge_Di) sont générées pour les ressource de calcul D1 et D2. Une mémoire
associative Commande_Generale est aussi générée pour pouvoir allumer D1 et D2.
Ensuite, la fonction de transitions du contrôleur est générée à partir d’un modèle
comportemental, qui décrit le système de traitement de données, et d’un contrat.
Cette fonction de transitions est ensuite exécutée par une règle qui est aussi générée.
Modèle comportemental du système de traitement de données Le modèle
comportemental décrivant ce système est composé des sept automates :
— un automate de tâches pour T1 ;
— un automates d’objets pour O1 ;
— deux automates de règles pour R1 et R2 ;
— deux automates de ressources de calcul pour D1 et D2.
Les automates de T1, O1, R1 etD1 sont ceux qui sont présentés, respectivement,
aux Figures 4.3, 4.4, 4.5 et 4.8. Les autres automates du modèle comportemental
(ceux de R2 et D2) sont conçus selon le même principe et ne sont pas présentés.
Contrat du système de traitement de données La Figure 4.9 présente le
contrat défini pour réaliser l’objectif du système de traitement de données. Cet ob-
jectif consiste à fournir de façon continue, les fonctionnalités acquisition des données,
et analyse des données. Le contrat est composé de trois parties : assume, enforce
et with. La partie assume définit l’hypothèse émise sur le système de traitement de
données. Cette hypothèse est : l’état où D1 et D2 sont toutes les deux indisponibles
ne peut pas être atteint. La partie enforce définit les propriètés qui sont relatives
— à la tâche T1 : elle doit être toujours active car les fonctionnalités acquisition
des données, et analyse des données doivent être fournies de façon continue et
elle est la seule tâche qui les offre. Lorsque T1 est active, les objets d’une des
ses versions doivent être démarrés et les règles associées doivent être actives ;
— à l’objet O1 : lorsqu’il est démarré, la ressource de calcul de destination
doit être allumée et doit avoir la ressource d’entrée/sortie logicielle Octave ;
— aux règles R1 et R2 : pour chacune d’elles, lorsqu’elle est activée, l’objet
choisi pour son exécution doit être démarré sur une ressource de calcul.
La partie with définit les variables contrôlables. Ces variables correspondent aux
points de contrôlabilité des automates qui composent le modèle comportemental.
Le modèle comportemental et le contrat sont fournis en entrée d’un outil de
synthèse de contrôleurs discrets qui génère la fonction de transitions du contrôleur.
Fonction de transitions du contrôleur La Figure 4.10 présente la fonction
de transitions du système de traitement de données. Cette fonction de transitions
a six entrées qui correspondent aux événements de panne, de disponibilité et de
requête de maintenance relatifs aux ressources de calcul D1 et D2. Cette fonction
de transitions a douze sorties qui correspondent aux commandes à exécuter sur les
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contract
  assume  not (D1.estDispo = false and D2.estDispo = false) 
  enforce
                #propriétés relatives aux tâches             
                T1.active and 
                T1.active => (T1.con gurationObjets.demarre and T1.regles.active)
            # propriétés relatives aux objets
                O1.demarre =>  (O1.rsc_dest.on and O1.rsc_dest.Octave.estDispo)
            # propriétés relatives aux règles
                 R1.active => R1.objet.demarre
                 R2.active => R2.objet.demarre
   with ( c1_T1, c2_T1, c3_T1, c1_O1, c2_O1, c3_O1,crsc_O1, 
            c1_R1, c2_R2, cobj_R1,c1_R1, c2_R2, cobj_R1,
            c1_ocatve_D1, c2_octave_D1, c3_octave_D1,
            c1_ocatve_D2, c2_octave_D2, c3_octave_D1,
            c1_D1, c2_D1, c3_D1, c1_D2, c2_D2, c3_D2)
Figure 4.9 – Contrat du système de traitement de données
entités du système de traitement de données (D1, D2, O1, R1, R2 et Octave). Cette
fonction de transitions est exécutée par la règle qui est présentée au Listing 4.21.
Fonction de transitions du système 


















de la tâche T1
de l'objet O1
de la ressource de calcul D1
de la ressource de calcul D2
de la règle R1
de la règle R2
cmd_R2
objet_R2
Figure 4.10 – Contrat du système de traitement de données
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1 Regle R_tra i tement_donnees
3 Donnees
5 E t a t . l i r e ( "D1" , panne_D1, dispo_D1)
E t a t . l i r e ( "D2" , panne_D2, dispo_D2)
7 RequeteMaintenance . l i r e ( "D1" , rmaint_D1)
RequeteMaintenance . l i r e ( "D2" , rmaint_D2)
9 t r a n s = g e n e r e rT r a n s a c t i o n ( { "panne_D1" , panne_D1} ,{"dispo_D1" , dispo_D1} ,
{"panne_D2" , panne_D2} ,{"dispo_D2" , dispo_D2} ,
11 {"rmaint_D1" , rmaint_D1} ,{"rmaint_D2" , rmaint_D2} )





17 execute r t r a n s
Listing 4.21 – Règle exécutant la fonction de transitions traitement de données
4.2 Conception d’une boucle applicative
Cette section présente la conception d’une boucle applicative, dans le contexte du
bâtiment intelligent, à l’aide du support intergiciel SICODAF. Elle décrit d’abord
les spécificités d’une boucle applicative, conçue pour un bâtiment intelligent, par
rapport à la boucle générique présentée au chapitre 3. Ensuite, elle présente le flot
de conception d’une boucle applicative et la possibilité de la générer. Enfin, cette
section présente un exemple pour illustrer le flot de conception qui a été décrit.
4.2.1 Spécificité d’une boucle applicative de bâtiments intelligents
Une boucle applicative, dans le contexte du bâtiment intelligent, contrôle les cap-
teurs et les actionneurs installés dans le bâtiment considéré. Elle réalise des objectifs
définis par le développeur relatifs, par exemple, au confort ou à la confidentialité.
Les spécificités d’une boucle applicative, par rapport à la boucle générique présentée
au chapitre 3, sont les données collectées, les commandes et la couche d’abstraction.
4.2.1.1 Données collectées par une boucle applicative
Une boucle applicative, dans le contexte du bâtiment intelligent, collecte des
données des capteurs qui sont installés dans le bâtiment considéré (p. ex., capteurs
de présence, de bruit). Elle peut également collecter des données qui sont fournies
par un autre système (p. ex., système de détection de pannes, agenda des occupants).
Une boucle applicative peut également collecter des données fournies manuellement
par le gestionnaire du bâtiment considéré (p. ex., le début ou la fin des vacances).
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4.2.1.2 Commandes d’une boucle applicative
Une boucle applicative, dans le contexte du bâtiment intelligent, calcule des
commandes relatives aux actionneurs du bâtiment. Les commandes calculées pour
un actionneur dépendent de son type. Des exemples de types d’actionneurs, dans un
bâtiment intelligent, sont : des actionneurs de lampes et des actionneurs de volets.
La commande calculée pour un actionneur de lampe peut être égale à allumer ou
éteindre. La commande d’un actionneur de volet peut être égale à ouvrir ou fermer.
Les commandes calculées peuvent être conflictuelles ou violer des objectifs à réaliser.
Un conflit survient lorsqu’un même actionneur reçoit, au même instant, des com-
mandes contradictoires. Une violation d’objectif survient lorsque l’exécution d’une
commande viole un ou plusieurs objectifs à réaliser. Dans un bâtiment intelligent,
les conflits et les violations d’objectifs peuvent être dus à des dépendances qui sont
liées aux paramètres de l’environnement. De tels conflits et violations d’objectifs
sont implicites et leur détection requiert un modèle de l’environnement. Ce modèle
spécifie les effets des actionneurs sur les paramètres de l’environnement. Les conflits
et violations d’objectifs sont évités pour la fiabilité comportementale du système.
4.2.1.3 Couche d’abstraction d’une boucle applicative
La couche d’abstraction est conçue en utilisant un environnement qui encap-
sule différentes technologies de communication de capteurs et d’actionneurs. Des
exemples de tels technologies sont : ZigBee [139], EnOcean [42] et Plugwise [105].
Cet environnement d’abstraction fournit des entités logicielles qui permettent de
communiquer avec les capteurs et les actionneurs tout en masquant l’hétérogénéité
de leurs technologies de communication. Chaque entité logicielle encapsule une tech-
nologie de communication et contient une mémoire associative Sensors et/ou une
mémoire associative Actuators. Sensors contient des tuples au format (id, valeur).
La lecture d’un tel tuple donne la dernière valeur mesurée par le capteur dont l’id
est spécifié. Actuators contient des tuples au format (id, commande). L’insertion
d’un tel tuple permet d’envoyer une commande à l’actionneur dont l’id est spécifié.
Le Listing 4.22 présente la lecture de la valeur mesurée par le capteur de tem-
pérature temp_12 qui utilise la technologie de communication EnOcean. Le tuple
("temp_12",temp_12_val) est lu dans la mémoire associative Sensors de l’entité
logicielle EnOcean. Cela retourne dans temp_12_val la dernière valeur mesurée.
EnOcean. S e n s o r s . l i r e ( "temp_12" , temp_12_val)
Listing 4.22 – Exemple de lectue de la valeur d’un capteur
Le Listing 4.23 présente l’envoi d’une commande, allumer, à l’actionneur chauf-
fage_12 qui utilise la technologie Plugwise. Le tuple ("chauffage_12","allumer")
est inséré dans la mémoire associative Actuators de l’entité logicielle Plugwise.
P l ugw i s e . A c t u a t o r s . e c r i r e ( "chau f f a g e 1 2" , "a l l um e r ")
Listing 4.23 – Exemple d’envoi d’une commande à un actionneur
4.2. Conception d’une boucle applicative 91
La couche d’abstraction de la boucle est constituée d’une entité logicielle pour
chaque technologie utilisée par les capteurs et actionneurs du bâtiment considéré.
4.2.2 Flot de conception d’une boucle applicative
Une boucle applicative peut être conçue de façon manuelle, par le développeur,
ou de façon semi-automatique à l’aide d’un outil du support intergiciel SICODAF.
La conception semi-automatique d’une boucle applicative est effectuée comme
dans le cas d’une boucle de déploiement (cf. Figure 4.1). Les différences sont : la des-
cription du système et des objectifs, les entités générées pour la couche d’abstraction
et la génération de la règle qui exécute la fonction de transitions du contrôleur.
4.2.2.1 Description du système et de ses objectifs
Le développeur fournit un modèle de l’environnement et définit les objectifs à
réaliser. Le développeur identifie dans le modèle de l’environnement les variables
contrôlables (points de contrôlabilité) et peut définir des hypothèses sur le système.
Enfin, le développeur spécifie pour chaque capteur et chaque actionneur, son type,
id, sa technologie de communication et son emplacement (intérieur ou extérieur).
Définition du modèle de l’environnement Le développeur considère d’abord
un ensemble de paramètres de l’environnement (p. ex., luminosité, bruit, CO2).
Ensuite, il modélise chaque type d’actionneurs sous la forme d’un automate. L’au-
tomate d’un type d’actionneurs décrit les différents états du type d’actionneurs, les
transitions entre ses états et ses effets sur les paramètres de l’environnement.
Le fait de décrire les types d’actionneurs (p. ex., lampe, volet, fenêtre) et non
des actionneurs particuliers (p. ex., lampe_12, volet_15, fenêtre_18), permet la
réutilisation du modèle de l’environnement pour un autre système. Par exemple, le
modèle défini pour une pièce équipée d’une lampe et d’un volet peut être réutilisé
pour une autre pièce qui a deux lampes et deux volets du même type. Un automate
d’un type d’actionneurs sera instancié pour chaque actionneur particulier de ce type.
Définition des objectifs à réaliser Pour définir les objectifs, le développeur
spécifie les valeurs que les paramètres de l’environnement doivent prendre. La défi-
nition des objectifs est effectuée à l’aide de variables et d’opérateurs. Les variables
sont relatives aux données collectées et aux paramètres de l’environnement. Les opé-
rateurs, par exemple, ⇒ (implication logique), ∧ (et) sont utilisés pour exprimer les
relations entre les variables. Des exemples d’objectifs pour une pièce sont :
1. presence ⇒ luminosite dans [500,600] lux ;
2. presence ⇒ bruit < 80 dB ;
3. presence ∧ temperature < 17 ˚C ⇒ heat ;
4. presence ∧ CO2 > 800 ppm ⇒ ventilation.
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Le premier objectif spécifie que si une présence est détectée, dans la pièce, la
luminosité doit être comprise entre 500 et 600 lux. Le deuxième objectif spécifie
que si une présence est détectée, le niveau de bruit doit être inférieur à 80 dB.
Le troisième objectif (resp. le quatrième objectif) spécifie que si une présence est
détectée dans la pièce et que la température de la pièce est inférieure à 17 ˚C (resp.
le CO2 est supérieur à 800 ppm), la pièce doit être chauffée (resp. ventilée).
Définition des variables contrôlables et des hypothèses Le développeur
identifie les entrées du modèle comportemental qui sont des variables contrôlables
et les déclare comme telles. Les entrées du modèle comportemental dont les valeurs
sont fournies par les capteurs sont des variables non contrôlable. Les autres sont
des variables contrôlables. Le développeur peut également spécifier des hypothèses
à émettre sur le système (c-à-d. un modèle de fautes). Un exemple d’hypothèse est :
les lampes d’une pièce ne tombent pas toutes en panne au même instant.
4.2.2.2 Génération des entités de la couche d’abstraction
Une instance d’une entité logicielle particulière de l’environnement d’abstraction
est générée pour chaque technologie de communication utilisée par les capteurs et/ou
actionneurs dont les informations sont décrites par le développeur. Par exemple, si
la technologie de communication EnOcean [42] est utilisée par des capteurs et/ou
des actionneurs du système, une instance d’une entité logicielle, de l’environnement
d’abstraction, qui encapsule la technologie de communication EnOcean est générée.
4.2.2.3 Génération de la règle qui exécute la fonction de transitions
La fonction de transitions est d’abord générée en effectuant la synthèse de contrô-
leurs discrets sur la description du système et des objectifs. Ensuite une règle tem-
plate est générée pour exécuter la fonction de transitions. Enfin, une instance de la
règle template qui est spécifique aux capteurs et aux actionneurs décrits est générée.
Génération de la règle template Une règle template est indépendante des tech-
nologies de communication des capteurs et des actionneurs considérés ainsi que de
leurs identifiants. Une telle règle (cf. Listing 4.25) lit des tuples template dans des
mémoires associatives, template, qui sont appelées memoireAssociative.
La règle template exécutant la fonction de transitions du contrôleur est générée
comme présenté à la section 3.2.3 du chapitre 3. La génération d’une règle template
permet sa réutilisation pour d’autre systèmes du même type, en l’instanciant, pour
chacun de ces systèmes, avec les informations des capteurs et actionneurs spécifiques.
Génération de l’instance de règle L’instance de règle est générée en utilisant la
règle template et la description des informations sur les capteurs et les actionneurs.
Cette instance de règle est générée en remplaçant d’abord, dans chaque opération
de lecture de la règle template, la variable memoireAssociative (resp. id) par la
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technologie de communication (resp. l’identifiant) du capteur dont la valeur corres-
pond à l’entrée lue. Ensuite, en remplaçant dans chaque opération d’écriture de la
règle template, la variable memoireAssociative (resp. id) par la technologie de
communication (resp. l’identifiant) de l’actionneur qui doit recevoir la commande.
4.2.3 Exemple de conception d’une boucle applicative
Cette section décrit d’abord un système de gestion de l’éclairage d’une pièce.
Ensuite elle présente la mise en œuvre d’une boucle applicative pour ce système.
4.2.3.1 Exemple de système d’éclairage
Considérons une pièce équipée de deux capteurs (présence, luminosité extérieure)
et deux actionneurs (volet, lampe). L’objectif à réaliser est : lorsqu’une présence est
détectée dans la pièce, la valeur de la luminosité doit être entre 500 et 600 lux.
4.2.3.2 Description du système d’éclairage et son objectif
Le système d’éclairage est décrit en trois étapes. Les informations (c-à-d. type,
id, technologie de communication et emplacement) sur les capteurs et actionneurs
de la pièce sont d’abord fournies. Ensuite, un modèle de la pièce est défini. Enfin,
l’objectif de luminosité à réaliser et les variables contrôlables à utiliser sont définis.
Définition des informations sur les capteurs et actionneurs Le listing 4.24
présente les informations sur les capteurs et actionneurs de la pièce. Ce Listing
spécifie, par exemple, que l’id du capteur de présence est pr1 et sa technologie de
communication est TelosB. Ce capteur est installé à l’intérieur de la pièce.
1 # typ e : i d : t e c h n o l o g i e : emplacement
p r e s e n c e : p r 1 : Te losB: i n t e r i e u r
3 l u m i n o s i t y : l u 9 : RFXCOM: e x t e r i e u r
lamp: e_l_1: EnOcean: i n t e r i e u r
5 s h u t t e r : vo l e t_43 : KNX: i n t e r i e u r
Listing 4.24 – Capteurs et actionneurs de l’exemple de la pièce
Définition d’un modèle de la pièce Pour modéliser la pièce, un paramètre
d’environnement, luminosité, est d’abord défini. Ensuite, pour chaque type d’ac-
tionneurs, son effet sur le paramètre luminosité, ses états et ses transitions d’états
sont décrits, sous la forme d’un automate possédant des entrées et des sorties.
La Figure 4.11 présente la description de l’actionneur de lampe, sous la forme
d’un automate. Cet automate a deux entrées (c1, c2) et deux sorties (cmd_lampe,
lum_lampe). L’automate a deux états (Eteinte, Allumee) et deux transitions. L’état
intial de l’automate est Eteinte. Dans cet état, la sortie cmd_lampe est égale à
eteindre si cet état est nouvellement activé et null sinon. Cela permet de ne pas
envoyer en continu cmd_lampe = eteindre alors que la lampe est déjà éteinte. Dans
l’état Eteinte, lum_lampe est égale à 0 (lorsqu’elle est éteinte, la lampe ne fournit
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cmd_lampe = allumer     null
lum_lampe = 500
cmd_lampe = eteindre     null
lum_lampe = 0
Lampe(c1, c2) = cmd_lampe, lum_lampe
Figure 4.11 – Description d’un actionneur de lampe





cmd_volet = fermer   null
lum_volet = 0
cmd_volet = ouvrir    null
lum_volet = o_lum
Figure 4.12 – Description d’un actionneur de volet
pas de luminosité). Les entrées de l’automate sont des variables booléennes permet-
tant de passer d’un état à un autre. Par exemple, lorsque c1 est vraie, l’automate va
dans l’état Allumee et les sorties prennent les valeurs qui sont associées à cet état.
La Figure 4.12 présente la description de l’actionneur de volet, sous la forme d’un
automate. Cet automate a trois entrées (c3, c4, o_lum) et deux sorties (cmd_volet,
lum_volet). Cet automate a deux états (Ferme, Ouvert) et deux transitions. L’état
initial de l’automate est Ferme Dans cet état, le volet ne fournit pas de luminosité.
Dans l’état Ouvert, il fournit une luminosité égale à la luminosité extérieure (o_lum).
Définition des objectifs et des variables contrôlables L’objectif à réaliser
dans la pièce est définie comme suit : i_presence ⇒ lum dans [500,600] où presence
est une valeur mesurée par un capteur de présence intérieur, lum est une variable
qui est égale à la somme des luminosités fournies par la lampe et le volet.
Les variables contrôlables correspondent aux variables c1, c2, c3 et c4 qui sont
associées aux automates décrivant l’actionneur de volet et l’actionneur de lampe.
4.2.3.3 Génération d’une boucle applicative
La Figure 4.13, présente la fonction de transitions générée. Elle a deux entrées
(i_presence, o_lum) et deux sorties (cmd_volet, cmd_lampe). Ces entrées corres-
pondent, respectivement, à la valeur mesurée par un capteur de présence intérieur et
un capteur de luminosité extérieur. Les sorties sont les commandes à envoyer au vo-
let et à la lampe et sont calculées sur la base d’un modèle d’un volet et d’une lampe.
Le Listing 4.25 montre la règle template qui exécute la fonction de transitions.
La règle instance générée à partir de la règle template (Listing4.25) et de la
description des capteurs et actionneurs (Listing 4.24) est présentée au Listing 4.26.
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Fonction de transitions 
du système d'éclairage
Figure 4.13 – Description d’un actionneur de volet
1 Regle R_ec la i r age_temp la t e
3 Donnees
5 memo i r eA s s o c i a t i v e . l i r e ( i d , i_pre sence_id_va l )
memo i r eA s s o c i a t i v e . l i r e ( i d , i_olum_id_val)
7






memo i r eA s s o c i a t i v e . l i r e ( i d , i_pre sence_id_va l )
15 memo i r eA s s o c i a t i v e . l i r e ( i d , i_olum_id_val)
F o n c t E c l a i r a g e . l i r e ( i_presence_id_va l , i_olum_id_val , cmd_volet , cmd_lampe)
17 memo i r eA s s o c i a t i v e . e c r i r e ( i d , cmd_volet)
memo i r eA s s o c i a t i v e . e c r i r e ( i d , cmd_lampe)
Listing 4.25 – Règle template exécutant la fonction de transitions éclairage
1 Regle R_ec l a i r a g e_ in s t an c e
3 Donnees
5 TelosB. S e n s o r s . l i r e ( "p r 1 " , i_presence_pr1_va l )
RFXCOM. S e n s o r s . l i r e ( "l u 9 " , i_olum_lu9_val)
7






TelosB. S e n s o r s . l i r e ( "p r 1 " , i_presence_pr1_va l )
15 RFXCOM. S e n s o r s . l i r e ( "l u 9 " , i_olum_lu9_val)
F o n c t E c l a i r a g e . l i r e ( i_presence_pr1_va l , i_olum_lu9_val , cmd_volet , cmd_lampe)
17 KNX. Ac t u a t o r s . e c r i r e ( "vo l e t_43" , cmd_volet)
Enocean. A c t u a t o r s . e c r i r e ( "e_l_1" , cmd_lampe)
Listing 4.26 – Règle instance exécutant la fonction de transitions éclairage
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Chapitre 4. Conception d’une boucle de déploiement et d’une boucle
applicative
4.3 Conclusion
Ce chapitre a présenté la conception d’une boucle de déploiement et la conception
d’une boucle applicative, dans le contexte du bâtiment intelligent, avec SICODAF.
Une boucle de déploiement, d’un système, contrôle l’application, la plateforme
d’exécution et le déploiement afin de fournir une ou plusieurs fonctionnalités. Une
boucle applicative quant à elle, dans le contexte du bâtiment intelligent, contrôle les
actionneurs dans le but de réaliser des objectifs relatifs, par exemple, au confort.
SICODAF permet la conception manuelle et semi-automatique de ces deux types
de boucles. Pour la conception manuelle, un méthodologie est décrite et peut être
suive par le développeur. Pour la conception semi-automatique, le développeur four-
nit un fichier de description du système considéré et des objectifs qu’il doit réaliser.
Dans le cas d’une boucle de déploiement, le développeur utilise un langage tex-
tuel. Ce langage a été conçu à partir de la classe de systèmes considérée et permet
de décrire, pour un système, l’application, la plateforme d’exécution et les objectifs.
Dans le cas d’une boucle applicative, dans le contexte du bâtiment intelligent, le dé-
veloppeur fournit un modèle de l’environnement et définit les objectifs. Le modèle de
l’environnement spécifie pour chaque type d’actionneurs (p. ex., lampe, fenêtre) ses
états, ses transitions et ses effets sur les paramètres de l’environnement (p. ex., lu-
minosité, bruit), sous la forme d’un système de transitions. Les objectifs sont définis
en spécifiant les valeurs que les paramètres de l’environnement doivent prendre.
Pour les deux types de boucles, le fichier de description fourni est utilisé en
entrée d’un outil de SICODAF qui génère les différents composants de la boucle.
Ces composants sont : (i) la couche d’abstraction à l’aide des librairies fournies par
SICODAF, (ii) la fonction de transitions du contrôleur à l’aide d’un outil de synthèse
de contrôleurs discrets, (iii) la règle qui exécute la fonction de transitions. Après leur
génération, ces composants sont exécutés pour permettre l’adaptation du système.
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Ce chapitre présente la conception, à l’aide du support intergiciel proposé, de
boucles multiples, pouvant être des boucles de déploiement ou des boucles applica-
tives. Il présente d’abord les motivations et avantages des boucles multiples. Ensuite,
il présente trois modes de composition de boucles : parallèle, coordonné et hiérar-
chique. Enfin, il présente la conception de boucles composées selon chaque mode.
5.1 Motivations et avantages des boucles multiples
La conception de boucles multiples est motivée par la taille des systèmes et aussi
par le fait que les objectifs qu’ils doivent réaliser peuvent nécessiter plusieurs types
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de contrôleurs (basés sur des règles, sur la théorie du contrôle continu ou discret).
5.1.1 Motivations
La plupart des systèmes adaptatifs sont constitués de nombreuses entités, par
exemple, un bâtiment de plusieurs étages. L’adaptation d’un tel système ne peut pas
être effectuée de façon monolithique avec une seule boucle. Cette boucle collecterait
toutes les données et calculerait toutes les commandes. Cela dégraderait la réactivité
du système. En effet, toutes les données du système doivent être lues avant de réagir
à l’occurrence d’un événement. Par exemple, pour démarrer un extincteur dans
une pièce lorsque de la fumée y est détectée, il faudrait lire toutes les données de
l’ensemble des capteurs du bâtiment. De plus, cela causerait des problèmes en termes
de conception : cette boucle serait difficile à concevoir parce qu’il faut gérer
une grande quantité de données, par exemple, les données de tous les capteurs
des différents pièces du bâtiment de plusieurs étages. De plus, la conception
du contrôleur d’une telle boucle requiert de spécifier les états de toutes entités
du système. Il peut être nécessaire, dans le cas où le contrôleur est basé sur
des règles ou est validé par la vérification formelle, de spécifier comment ces
entités interagissent pour réaliser les objectifs du système. Dans ce cas, le
développeur doit considérer tous les cas possibles afin d’écrire un ensemble
de règles complet ou de modéliser l’ensemble des comportements du système.
de validation : cette boucle serait difficile à valider du fait du nombre élevé
d’entités. Dans le cas où le contrôleur est conçu sous la forme d’un ensemble
de règles écrites manuellement, le développeur doit détecter et résoudre des
conflits entre les règles. Il doit pour ce faire, comparer l’ensemble des règles,
modifier certaines règles en leur rajoutant des conditions et, si nécessaire,
écrire de nouvelles règles. De plus, le développeur doit faire plusieurs itéra-
tions pour s’assurer que tous les conflits sont détectés et résolus. De même,
lorsque le contrôleur est basé sur la théorie du contrôle discret (vérification
formelle ou synthèse de contrôleurs discrets), le coût de validation est ex-
ponentiel en fonction du nombre de variables utilisées dans le modèle du
système. Ce qui fait que, lorsque le nombre d’entités est élevé, la valida-
tion peut prendre du temps. Elle peut même échouer du fait de limitations
de ressources en termes de CPU et/ou de RAM. La difficulté de valider le
comportement de la boucle peut compromettre la fiabilité comportementale.
d’exécution : le coût de l’exécution de cette boucle serait élevé parce qu’elle
lit de nombreuses données. Dans le cas où le contrôleur est une fonction de
transitions, elle est invoquée dans une règle unique. Cette règle est ensuite
exécutée par un moteur de règles qui crée un arbre d’inférence. Du fait du
nombre élevé d’entités, la taille de l’arbre d’inférence est grande. Ce qui fait
que le coût de son stockage et son parcours (charge en RAM et en CPU)
est élevé. Lorsque le contrôleur est constitué d’un ensemble de règles, leur
exécution peut être distribuée pour réduire la charge en CPU et en RAM.
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Cependant, ces règles vont accéder au même instant à plusieurs données qui
sont les mêmes, pour éviter les conflits, et en plus à travers le réseau. Cela
peut dégrader la réactivité du système du fait du coût de communication.
La conception de boucles multiples est également motivée par le fait que certains
systèmes doivent réaliser des objectifs qui requièrent différents types de contrôleurs.
Par exemple, un système peut avoir des objectifs pouvant être réalisés sous la forme
si alors sinon. Ce même système peut avoir d’autres objectifs, en termes de consignes
à atteindre malgré la présence de perturbations extérieures, dont la réalisation re-
quiert un contrôleur basé sur la théorie du contrôle continu. L’adaptation d’un tel
système est effectuée par plusieurs boucles qui ont différents types de contrôleurs.
5.1.2 Avantages
Les boucles multiples permettent la structuration d’un système adaptatif, sim-
plifient sa conception et son déploiement. Le système considéré est d’abord divisé en
sous-systèmes. Ensuite, une boucle est conçue, comme présenté au chapitre 3, pour
chaque sous-système. Un sous-système étant constitué d’un nombre limité d’entités,
et non de l’ensemble des entités du système, le coût de conception d’une boucle d’un
sous-système est plus faible que celui d’une boucle unique pour tout le système.
Par exemple, considérons un bâtiment B1 qui est composé de quatre étages
avec plusieurs pièces et couloirs chacun. Chaque pièce est équipée de capteurs et
d’actionneurs. Les actionneurs de ce bâtiment doivent être contrôlés pour réaliser
des objectifs relatifs au confort des occupants. Pour ce faire, le développeur peut
concevoir une boucle pour chaque étage. Cela diminuerait, par rapport à une seule
boucle pour tout le bâtiment, les coûts de conception, de validation et d’exécution.
La raison est que la boucle d’un étage ne concerne que les entités de cet étage et ne
lit que les données relatives à cet étage. Le développeur pourrait également concevoir
une boucle pour chaque pièce. Une pièce étant constituée de moins d’entités qu’un
étage, la conception d’une boucle de pièce permet de réduire les coûts de conception,
de validation et d’exécution par rapport à ceux d’une boucle unique par étage.
Les boucles multiples permettent également de réutiliser des boucles ou des com-
posants de boucles existants lors de la conception. En effet, une boucle qui est conçue
pour l’adaptation d’un sous-système peut être réutilisée avec ou sans modification
pour un ou plusieurs autres sous-systèmes. Dans l’exemple du bâtiment de plusieurs
étages, une boucle de pièce peut être conçue puis réutilisée pour toutes les pièces
qui sont équipées des mêmes types de capteurs et des mêmes types d’actionneurs.
Enfin, la conception de boucles multiples simplifie l’évolution des systèmes en
permettant la modification des boucles des sous-systèmes sans affecter les autres
boucles. Par exemple, lorsqu’un nouveau capteur et un nouvel actionneur sont ra-
joutés dans une pièce du bâtiment B1, la boucle de cette pièce est modifiée et seules
ces entités sont considérées lors de la modification. Dans le cas d’une seule boucle
pour tout le bâtiment, toutes les entités de toutes les pièces devraient être considé-
rées pour pouvoir intégrer dans la boucle le nouveau capteur et le nouvel actionneur.
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5.2 Modes de composition de boucles
Le support intergiciel SICODAF permet de concevoir des boucles de déploiement
ou des boucles applicatives qui sont en parallèle, coordonnées ou hiérarchiques.
Boucles en parallèle : chaque boucle effectue l’adaptation d’un sous-système
indépendamment des autres boucles. Ce mode de composition est utilisé dans
le cas où le système considéré peut être divisé en sous-systèmes indépendants.
Des sous-systèmes sont indépendants lorsqu’ils n’ont pas d’entités en commun
et lorsqu’un événement (resp. une action) survenu (resp. effectuée) dans un
des sous-systèmes n’a pas d’effet dans un ou plusieurs autres sous-systèmes.
Boucles coordonnées : les boucles sont contrôlées par un coordinateur pour
éviter les décisions conflictuelles et les violations d’objectifs. Ce mode de
composition est utilisé lorsque les sous-systèmes ne sont pas indépendants.
Boucles hiérarchiques : les boucles sont conçues avec un ou plusieurs niveaux
hiérarchiques. Les boucles du niveau hiérarchique le plus faible effectuent
l’adaptation des sous-systèmes et sont contrôlées par des contrôleurs au ni-
veau supérieur. Lorsque le niveau hiérarchique est égal à un, ce mode de com-
position est le même que le mode boucles coordonnées. Le fait de concevoir
plusieurs niveaux hiérarchiques permet de contrôler les boucles d’un niveau
en faisant abstraction des boucles qui ont un niveau hiérarchique inférieur.
5.3 Conception de boucles en parallèle
Le développeur divise le système considéré en sous-systèmes indépendants et
conçoit une boucle pour chaque sous-système, comme illustré à la Figure 5.1. La
division en sous-systèmes peut être guidée par la structure du système ou les objec-
tifs qu’il doit réaliser. La conception d’une boucle pour un sous-système peut être
effectuée de façon manuelle ou semi-automatique comme présentée au chapitre 3.
5.3.1 Avantages des boucles en parallèle
Les boucles en parallèle permettent de réduire les coûts de conception, de vali-
dation et d’exécution du système considéré grâce à sa division en sous-systèmes.
Réduction du coût de conception : le développeur conçoit la boucle de chaque
sous-système en ne prenant en compte que les données (resp. les entités) de ce
sous-système qui est un sous ensemble des données (resp. entités) du système.
Réduction du coût de validation : les sous-systèmes sont indépendants et
donc leurs boucles sont validées séparément. Dans le cas où le contrôleur
d’une boucle à valider est basé sur des règles, le développeur a moins de règles
à analyser (les règles d’un sous-système et non celles de tout le système). De
même, dans le cas où le contrôleur est basé sur la théorie du contrôle discret,
le coût exponentiel de la vérification formelle, ou de la synthèse du contrôleur,
est réduit car elle est effectuée sur un sous-ensemble des entités du système.

























Figure 5.1 – Boucles en parallèle
Réduction du coût d’exécution : le contrôleur de chaque boucle est associé,
pour son exécution, à une règle (plusieurs pour un contrôleur basé sur des
règles). Les règles associées aux différents contrôleurs peuvent être exécutées
à l’aide d’un moteur de règles. Pour limiter la taille de l’arbre d’inférence
créé lors de l’exécution, les règles peuvent être exécutées à l’aide de plusieurs
moteurs de règles. Dans ce cas, chaque moteur exécute un sous-ensemble de
règles et crée un arbre d’inférence de taille limité. Ces moteurs peuvent être
distribués sur plusieurs ressources de calcul pour réduire le coût d’exécution.
5.3.2 Limitations des boucles en parallèle
Les boucles en parallèle sont limitées par le fait que la plupart des systèmes ne
peuvent pas être divisés en sous-systèmes qui sont tous indépendants. Les événe-
ments (resp. les actions) qui surviennent (resp. sont effectuées) dans certains sous-
systèmes ont des effets sur d’autres sous-systèmes. Ces effets peuvent être indési-
rables, lorsqu’ils mènent à des décisions conflictuelles ou violent un objectif.
Par exemple, considérons le bâtiment B1 décrit à la section 5.1.2. Un étage de ce
bâtiment est constitué, comme illustré à la Figure 5.2, de deux couloirs séparés dans
lesquels se trouvent différentes pièces. Si nous considérons un objectif qui consiste à
limiter le niveau de bruit dans une pièce lorsqu’elle est occupée, nous pouvons faire
l’hypothèse que les pièces qui sont dans des couloirs différents sont indépendantes
(les couloirs sont séparés). Par contre, dans le même couloir, le niveau de bruit élevé
d’une pièce, causé par exemple par des travaux, peut affecter les autre pièces et
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violer l’objectif qui consiste à limiter le niveau de bruit lorsqu’elles sont occupées,
ce qui doit être évité. Pour ce faire, les boucles des pièces du même couloir doivent
être coordonnées, en fermant les fenêtres des autres pièces lorsqu’elles sont occupées







Figure 5.2 – Structure d’une étage de l’exemple du bâtiment B1
5.4 Conception de boucles coordonnées
Le développeur identifie les boucles qui doivent être coordonnées et conçoit un
coordinateur. Comme illustré à la Figure 5.3, le coordinateur collecte des données
des contrôleurs et des sous-système et fournit des entrées aux contrôleurs. Le but est
d’éviter les conflits entre les différentes boucles en empêchant le fait qu’elles aient
au même instant des actions contradictoires sur une même entité ou qu’une boucle
effectue une action pouvant violer un ou plusieurs objectifs d’un autre sous-système.
La conception de boucles coordonnées a des prérequis et le coordinateur peut
être conçu sous la forme d’un ensemble de règles ou à l’aide du contrôle discret.
5.4.1 Prérequis de la conception d’un coordinateur
La conception de boucles coordonnées, pour un système, requiert que les contrô-
leurs des boucles qui doivent être coordonnées puissent recevoir des entrées de la part
du coordinateur. Un tel contrôleur est dit contrôlable. Il possède une ou plusieurs
entrées qui sont appelées variables de coordination. Une telle variable oblige, ou non
selon sa valeur, le contrôleur à effectuer une action particulière sur une entité qu’il
contrôle. Pour un contrôleur qui est contrôlable, le fait de l’obliger à effectuer une
action (p. ex., fermer fenêtre) ne viole pas les objectifs qu’il doit réaliser parce qu’il
pourra effectuer une action alternative si nécessaire (p. ex., démarrer le climatiseur).
Par exemple, considérons le bâtiment B1 dans lequel une boucle a été conçue
pour chaque pièce. Le contrôleur de la boucle d’une pièce contrôle les différents ac-
tionneurs (lampe, volet, fenêtre, climatiseur réversible, ventilation mécanique) pour
assurer le confort des occupants et réduire la consommation d’énergie. Il réalise pour
ce faire des objectifs relatifs à la luminosité, la température et au CO2. Pour l’éco-
nomie d’énergie, le contrôleur préfère ouvrir la fenêtre pour ventiler (resp. refroidir)



























Figure 5.3 – Boucles coordonnées
la pièce lorsqu’une présence est détectée et que le CO2 (resp. la température) est
élevé. Le contrôleur de la boucle d’une pièce est contrôlable. Il possède une variable
de coordination qui l’oblige à fermer la fenêtre lorsque la pièce est occupée et que
le bruit dans une ou plusieurs autres pièces du même couloir est élevé (p. ex., du
fait de travaux). Le fait d’obliger au contrôleur de fermer la fenêtre ne lui empêche
pas de réaliser les objectifs relatifs à la température et au CO2. La raison est que
le contrôleur est conçu de sorte que s’il ne peut pas ouvrir la fenêtre pour ventiler
(resp. refroidir) la pièce, il va utiliser la ventilation mécanique (resp. le climatiseur).
Un autre prérequis de la conception de boucles coordonnées est lié au fait que
certains contrôleurs peuvent partager les mêmes entités. De tels contrôleurs peuvent
avoir comme connaissance sur ces entités, des modèles qui représentent leurs états.
Dans ce cas, les états des entités partagées doivent être les mêmes à tout instant
pour tous les contrôleurs. Cela doit être effectué par le coordinateur, à l’aide des
variables de coordination et des commandes calculées par les contrôleurs. Ces va-
riables permettent, lorsqu’un contrôleur calcule une nouvelle commande pour une
entité partagée avec d’autres contrôleurs, d’obliger les autres contrôleurs à changer
l’état de cette entité pour qu’il soit le même pour tous les contrôleurs qui le partage.
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5.4.2 Conception d’un coordinateur basé sur des règles
Le développeur écrit un ensemble de règles qui vérifient des conditions et donnent
des valeurs aux variables de coordination des contrôleurs des boucles à coordonner.
Par exemple, considérons un étage du bâtiment B1 (cf. Figure 5.2). Pour coor-
donner les pièces du couloir C1, afin d’empêcher que le bruit dans une pièce affecte
l’autre lorsqu’elle est occupée, le développeur doit écrire deux règles : R1p1 et R1p2.
Le Listing 5.1 présente la règle R1p1. Cette règle vérifie si une présence est détectée
dans Piece1 et si le niveau de bruit dans Piece2 est élevé puis donne la valeur
vrai à la variable de coordination du contrôleur de la boucle de Piece1 pour qu’il
ferme la fenêtre. La règle R1p2 vérifie la présence dans Piece2 et le bruit dans
Piece1 puis donne la valeur vrai à la variable de coordination du contrôleur de la
boucle de Piece2 pour éviter qu’elle ne soit affectée par le bruit. Le développeur
doit également écrire deux autres règles qui changent les valeurs des variables de
coordination des contrôleurs à faux. Une telle règle spécifie à un contrôleur qu’il
n’est plus obligé de fermer la fenêtre. Par exemple, le Listing 5.2 présente la règle
qui change la variable de coordination du contrôleur de la boucle de Piece1 à faux.
Cette règle vérifie si une présence n’est pas détectée dans Piece1 ou le bruit dans
Piece2 n’est pas élevé.
Regle R1p1
Su r v e i l l a n c e
Donnees
EnOcean. S e n s o r s . l i r e ( "presence_P1" , presence_P1_val)
Te losB. S e n s o r s . l i r e ( "bru i t_P2" , b ru i t_P2_val)
Cond i t i ons
presence_P1_val = v r a i e t bru i t_P2 = e l e v e
Mise a j o u r t r a n s a c t i o n e l l e
Act ions
Cond i t i ons
presence_P1_val = v r a i e t bru i t_P2 = e l e v e
Commandes
ferme_fenetre_P1 = v r a i
Listing 5.1 – Exemple de règle pour la coordination de boucles
Regle R2p1
Su r v e i l l a n c e
Donnees
EnOcean. S e n s o r s . l i r e ( "presence_P1" , presence_P1_val)
Te losB. S e n s o r s . l i r e ( "bru i t_P2" , b ru i t_P2_val)
Cond i t i ons
presence_P1_val = f a u x ou bru i t_P2 != e l e v e
Mise a j o u r t r a n s a c t i o n e l l e
Act ions
Cond i t i ons
presence_P1_val = f a u x ou bru i t_P2 != e l e v e
Commandes
ferme_fenetre_P1 = f a u x
Listing 5.2 – Exemple de règle pour la coordination de boucles







Figure 5.4 – Contrôle du contrôleur de la boucle de Piece1
5.4.3 Conception d’un coordinateur basé sur le contrôle discret
Le coordinateur peut être conçu de façon manuelle puis validé par la vérification
formelle. Il peut aussi être conçu en utilisant la synthèse de contrôleurs discrets.
5.4.3.1 Coordinateur validé par la vérification formelle
Le développeur modélise d’abord le contrôleur de chacune des boucles à coor-
donner, sous la forme d’un système de transitions. Lors de la modélisation d’un
contrôleur, le développeur doit spécifier les comportements qui sont pertinents pour
la coordination. Ces comportements sont ceux qui peuvent être contrôlés pour éviter
les conflits et violations d’objectifs. Ensuite, le développeur modélise la logique de
coordination et vérifie le modèle des contrôleurs coordonnés (la composition des mo-
dèles des contrôleurs et de la logique de coordination). Le but est de vérifier que les
contrôleurs ne prennent pas de décisions conflictuelles et ne violent pas d’objectifs.
Si c’est le cas, la logique de coordination est valide et peut être mise en œuvre.
Par exemple, considérons le couloir C1 du bâtiment B1 (cf. Figure 5.2) et l’ob-
jectif de coordination qui consiste à éviter que le bruit dans une pièce, du fait
de travaux, n’affecte l’autre pièce lorsqu’elle est occupée. Pour concevoir et vali-
der le coordinateur des boucles de ces pièces, trois automates ctrlP1, ctrlP2 et
coordinationC1 sont définis. ctrlP1 (resp. ctrlP2) modélise le comportement du
contrôleur de la boucle Piece1 (resp. Piece2) par rapport à la fenêtre. Le compor-
tement du contrôleur par rapport aux autres actionneurs n’est pas pertinent pour
l’objectif de coordination qui consiste à éviter le bruit provenant d’une autre pièce.
coordinationC1 modélise la logique de coordination des deux contrôleurs.
La Figure 5.4 montre l’automate ctrlP1. Cet automate a deux états et deux
transitions qui spécifient que ctrlP1 peut selon une condition extérieure, cond1, être
obligé (Oblige) ou non (NonOblige) de fermer la fenêtre de Piece1. La Figure 5.5
montre l’automate ctrlP2. Cet automate spécifie également que ctrlP2 peut selon
une condition extérieure cond2 être obligé ou non de fermer la fenêtre de Piece2. La
Figure 5.6 montre l’automate qui modélise la logique de coordination. Cet automate
définit est la composition des automates des contrôleurs et de deux équations. Ces
équations spécifient quand est ce que les contrôleurs sont obligés ou non de fermer
les fenêtres qu’ils contrôlent, en donnant des valeurs à cond1 et cond2 en fonction







Figure 5.5 – Contrôle du contrôleur de la boucle de Piece2




if presence_P1 = true and bruit_P2 = eleve then cond1 = true else cond1 = false;
if presence_P2 = true and bruit_P1 = eleve then cond2 = true else cond2 = false  
Figure 5.6 – Coordinateur du couloir C1 par vérification formelle
du niveau de bruit et de la présence de chacune des pièces. La composition des
automates et la logique de coordination est vérifié à l’aide d’un outil de vérification.
Pour ce faire, deux propriétés Prop1 et Prop2 sont définies
— Prop1 : presence_P1 and bruit_P2 = eleve ⇒ ferme_fenetre_P1
— Prop2 : presence_P2 and bruit_P1 = eleve ⇒ ferme_fenetre_P2
Ces propriétés permettent de vérifier si lorsqu’une pièce est occupée et qu’il y a du
bruit, dans l’autre pièce, le contrôleur de la pièce sera obligé de fermer la fenêtre.
5.4.3.2 Coordinateur basé sur la synthèse de contrôleurs discrets
Le développeur modélise les contrôleurs des boucles, sous la forme de systèmes
de transitions, et définit un contrat. Ce contrat spécifie les propriétés qui doivent être
valides pour la coordination et les points de contrôlabilité. Cela permet la génération
de la logique de coordination à l’aide d’un outil de synthèse de contrôleurs discrets.
Par exemple, considérons le couloir C1 du bâtiment B1. Le modèle du contrôleur
de la boucle de Piece1 (resp. Piece2) est celui de la Figure 5.4 (resp. 5.5). La
Figure 5.7 présente le contrat qui est défini pour la coordination des contrôleurs. La
propriété qui doit être valide est : lorsqu’une présence est détectée dans une pièce
et que le bruit dans l’autre pièce est élevé, le contrôleur doit être obligé de fermer
la fenêtre (prop1 et prop2 ). Les points de contrôlabilité sont les conditions sous
lesquelles les contrôleurs sont obligés, ou pas, de fermer les fenêtres (cond1 et cond2).
La synthèse de contrôleurs discrets est effectuée afin de générer le coordinateur.
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coordinateurC1(bruit_P1, presence_P1, bruit_P2, presence_P2) = 
ferme_fenetre_P1, ferme_fenetre_P2 
contract 
  enforce  (presence_P1 and bruit_P2 = eleve)  => ferme_fenetre_P1 and 
               (presence_P2 and bruit_P1 = eleve)  => ferme_fenetre_P2
  with (cond1, cond2)
(ferme_fenetre_P1) = ctrl1P1(cond1);
(ferme_fenetre_P2) = ctrl1P2(cond2)
Figure 5.7 – Coordinateur du couloir C1 par synthèse de contrôleurs discrets
5.4.4 Limitations des boucles coordonnées
Les boucles coordonnées sont limitées par le fait que lorsque tous les sous-
systèmes interagissent , s un coordinateur unique doit être conçu. Un tel coordi-
nateur peut être difficile à concevoir lorsque le nombre de sous-systèmes considérés
est élevé.
Par exemple, considérons un étage du bâtiment B1 (cf. Figure 5.2). Les boucles
des pièces de chaque couloir sont coordonnées par un coordinateur pour éviter que
le bruit d’une pièce affecte une autre pièce qui est occupée. Considérons un nouvel
objectif qui consiste à éviter le fait qu’il y ait du courant d’air. Par rapport à ce
nouvel objectif, les pièces des deux couloirs ne sont pas indépendantes. En effet, le
fait d’ouvrir une fenêtre dans au moins une pièce de chaque couloir peut introduire
un courant d’air et violer l’objectif. Pour éviter la violation de cet objectif, les
boucles des pièces des deux couloirs doivent être coordonnées. Cela est effectué
par la conception d’un nouveau coordinateur qui contrôle les boucles de toutes
les pièces pour réaliser les objectifs considérés. Dans ce cas, les coordinateurs des
pièces de chaque couloir ne sont pas réutilisés et le coût de conception du nouveau
coordinateur peut être élevé du fait qu’il coordonne les boucles de toutes les pièces
de l’étage. Une solution à cette limitation est la conception de boucles hiérarchiques.
5.5 Conception de boucles hiérarchiques
Le développeur conçoit des boucles avec plusieurs niveaux hiérarchiques. Comme
illustré à la Figure 5.8, les boucles du niveau hiérarchique le plus faible contrôlent
les sous-systèmes et sont contrôlées par des contrôleurs qui peuvent eux aussi être
contrôlés. La conception de boucles hiérarchiques permet de contrôler des contrôleurs
de sous-systèmes qui interagissent. Par exemple, dans un étage du bâtiment B1, pour
éviter qu’il y ait du courant d’air, les coordinateurs pour le bruit, des boucles des
pièces, des couloirs sont contrôlés. Cela permet la réutilisation des coordinateurs.
La conception de boucles hiérarchiques requiert que les contrôleurs des boucles
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puissent être contrôlés par des contrôleurs pouvant être contrôlés. Ces contrôleurs
possèdent des variables de coordination et peuvent être conçus en utilisant le langage
































Figure 5.8 – Boucles hiérarchiques
5.5.1 Conception à l’aide du langage de règles
Chaque contrôleur est conçu sous la forme d’un ensemble de règles. Les règles
d’un contrôleur du niveau hiérarchique le plus faible, par exemple ctrl1 de la Fi-
gure 5.8 vérifient des conditions sur un sous-système et exécutent des commandes.
Ces règles peuvent recevoir, pour le calcul des commandes, des entrées de la part
d’autres règles qui correspondent aux contrôleurs du niveau hiérarchique supérieur.
5.5.2 Conception à l’aide de la théorie du contrôle discret
Les contrôleurs des boucles hiérarchiques peuvent validés par la vérification for-
melle. Ils peuvent également être conçus à l’aide de la synthèse de contrôleurs dis-
crets.
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5.5.2.1 Validation à l’aide de la vérification formelle
Les comportements des contrôleurs sont d’abord modélisés sous la forme d’un
système de transitions hiérarchique pouvant être, par exemple, un réseau de Pe-
tri. Ensuite, le système de transitions est vérifié pour détecter des conflits et des
violations d’objectifs. La nature hiérarchique du système de transitions permet de
structurer le système et de réduire les coûts de conception des contrôleurs. Le sys-
tème de transitions hiérarchique permet aussi d’effectuer la vérification formelle de
façon modulaire, comme illustré dans [2, 53]. Cela réduit les coûts de validation.
5.5.2.2 Conception à l’aide de la synthèse de contrôleurs discrets
La synthèse de contrôleurs discrets modulaire est utilisée pour générer les contrô-
leurs des boucles. Les contrôleurs du niveau hiérarchique le plus faible sont d’abord
spécifiés sous la forme d’un modèle comportemental et d’un contrat. Ensuite, ces spé-
cifications sont réutilisées pour les contrôleurs de niveau supérieur. Enfin, la synthèse
de contrôleurs discrets modulaire est effectuée sur les spécifications des contrôleurs.
Par exemple, considérons sur la Figure 5.8, la boucle hiérarchique qui est consti-
tuée des contrôleurs ctrl1, ctrl2 et ctrl4. Les contrôleurs ctrl1 et ctrl2 sont
d’abord spécifiés comme présenté à la Figure 5.9 pour le contrôleur ctrl1. Ensuite,
ces spécifications sont réutilisées pour ctrl4, comme présenté à la Figure 5.10.
ctrl1 (...) = ...
assume
enforce prpriétés de ctrl1 
with (...)
# automates composant ctrl1
Figure 5.9 – Spécification du contrôleur ctrl1
ctrl4 (...) = ...
assume
enforce proptiétés de ctrl4
with (...)
ctrl1 (...) = ...
assume
enforce propriétés de ctrl1 
with (...)
# automates composant ctrl1
ctrl2 (...) = ...
assume
enforce propriétés de ctrl2 
with (...)
# automates composant ctrl2
Figure 5.10 – Spécification du contrôleur ctrl4
Le contrat dans la spécification d’un contrôleur doit définir suffisamment de
propriétés, d’hypothèses et de points de contrôlabilité pour que le contrôleur puisse
être contrôlé au niveau supérieur. En effet, le contrat est utilisé pour abstraire le
comportement du contrôleur lors de la synthèse de contrôleurs discrets modulaire.
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Le fait d’effectuer la synthèse de contrôleurs discrets modulaire permet de générer
une fonction de transitions pour chaque contrôleur. Elle permet également de réduire
les coûts de synthèse. La synthèse est effectuée sur chaque sous-système (le modèle
comportemental de chaque contrôleur) et non sur l’ensemble du système.
Parmi les fonctions de transitions générées, figure une fonction principale. Elle est
en charge d’exécuter les autres fonctions de transitions. Pour permettre l’exécution
des contrôleurs, la fonction de transitions principale est invoquée dans une règle.
Cette règle collecte les données et invoque la fonction de transitions principale
qui exécute les autres fonctions de transitions. Cela est limitant car une seule règle
est utilisée pour exécuter plusieurs fonctions de transitions. Une solution serait d’in-
voquer chaque fonction de transitions dans une règle et de gérer leurs interactions
(une sortie d’une fonction de transitions peut être une entrée d’une autre). La gestion
des interactions peut être validée par la vérification formelle comme dans [34].
5.6 Conclusion
Ce chapitre a présenté la conception de boucles multiples à l’aide du support
intergiciel SICODAF. Des boucles multiples sont conçues pour un système qui est
constitué d’un nombre élevé d’entités ou qui requiert différents types de contrôleurs.
Pour ce faire, le système est d’abord divisé en plusieurs sous-systèmes et une boucle
est conçue pour chacun d’eux. La conception de boucles multiples permet de struc-
turer un système et de réduire les coûts liés à sa conception, sa validation et son exé-
cution. La réduction des coûts est rendue possible par la décomposition du système
en sous-systèmes. La conception de boucle multiples permet également la réutilisa-
tion de boucles existantes pour un autre système. Enfin, elle permet l’évolution d’un
système par la modification d’une ou de plusieurs boucles de ses sous-systèmes.
Les boucles multiples conçues à l’aide de SICODAF peuvent être composées sui-
vant trois modes (parallèle, coordonnée et hiérarchique). Le mode de composition
est choisi en fonction des interactions entre les sous-systèmes considérés et le nombre
d’entités d’un sous-système. Le mode parallèle est utilisé lorsque les sous-systèmes
sont indépendants. Le mode coordonné est utilisé lorsque certains sous-systèmes
interagissent. Le mode hiérarchique peut être utilisé lorsque le système considéré
possède une structure hiérarchique ou lorsque plusieurs sous-systèmes interagissent.
Les boucles multiples peuvent être conçues en utilisant le langage de règle de l’inter-
giciel à base de tuples, la vérification formelle ou la synthèse de contrôleurs discrets.
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Ce chapitre présente la mise en œuvre du support intergiciel SICODAF et sa
validation expérimentale. Il décrit d’abord comment SICODAF a été implémenté à
l’aide d’outils concrets. Ensuite, il présente deux études de cas pour la validation.
6.1 Implémentation
Le support intergiciel SICODAF a été implémenté à l’aide du langage basé sur
des systèmes de transitions Heptagon/BZR, de l’intergiciel transactionnel LINC
et de l’environnement d’abstraction de technologies de communication PUTUTU.
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Cette implémentation a été effectuée comme suit : LINC a été d’abord combiné à
Heptagon/BZR, pour garantir à la fois la fiabilité comportementale et la fiabilité
d’exécution des systèmes. Ensuite, deux types de boucles ont été implémentés :
boucle de déploiement et boucle applicative dans le contexte du bâtiment intelligent.
6.1.1 Combinaison de LINC et Heptagon/BZR
Cette section présente comment LINC a été combiné à Heptagon/BZR (H/BZR).
Le contrôleur de la boucle du système considéré est d’abord mis en œuvre sous la
forme d’un programme H/BZR (cf. section 2.3 du chapitre 2). Ensuite, le programme
est compilé pour effectuer la synthèse de contrôleurs discrets et générer du code C.
Ce code contient (i) une fonction de transitions appelée step, (ii) une variable appelée
memory qui contient l’état de l’automate modélisant le système et (iii) une fonction
d’initialisation appelée reset qui initialise la variable memory. La fonction step est
encapsulée dans un sac (mémoire associative de LINC), appelé Step contenu dans
un objet LINC, puis invoquée dans une règle LINC, pour son exécution [126].
6.1.1.1 Invocation de la fonction step
L’invocation du step, dans une règle LINC pour son exécution, est effectuée sur la
base des fondements de H/BZR et de LINC. Ces fondements sont rappelés ci-après.
Rappel des fondements de LINC et H/BZR Le step prend en entrée les don-
nées collectées, calcule les commandes à exécuter et met à jour l’état de l’automate
global qui modélise le système. Une exécution du step correspond à une réaction du
système et doit être effectuée à chaque fois que des changements surviennent. H/BZR
étant un langage synchrone, l’exécution du step requiert de garantir l’hypothèse syn-
chrone qui stipule qu’une réaction du système est plus rapide que sa dynamique et
celle de son environnement : le système n’évolue pas durant l’exécution du step.
Une règle LINC, quant à elle, est constituée de deux parties : une précondition
et une performance. Elle est déclenchée à chaque fois qu’une nouvelle instance d’une
donnée qu’elle lit est produite. La précondition collecte des données sur le système
à l’aide des capteurs, sous la forme de tuples pouvant être partiellement instanciés.
La performance vérifie si les données collectées sont toujours valides, exécute une
ou plusieurs commandes, à l’aide des actionneurs, et met à jour l’état logique (une
représentation de l’état réel) du système, dans une transaction. Les tuples manipulés
dans la performance doivent être complètement instanciés, lors de la précondition.
Invocation du step Le step met à jour l’état de l’automate du système et la
performance d’une règle LINC est utilisée pour mettre à jour l’état logique du sys-
tème. Par conséquent, le step devrait être invoqué dans la performance d’une règle
LINC, en effectuant une opération put sur le sac Step, de l’objet HBZR, qui en-
capsule la fonction step. Dans ce cas, l’opération put prendrait en paramètre un
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tuple qui contient des variables instanciées et des variables non instanciées. Les va-
riables instanciées correspondent aux valeurs des données collectées. Les variables
non instanciées, quant à elles, sont utilisées pour stocker les commandes qui seront
calculées par le step une fois exécuté. Cela n’est pas conforme avec la logique de
LINC qui stipule que tous les tuples qui sont manipulés dans la performance d’une
règle doivent être complètement instanciés, lors de la précondition de la même règle.
Pour résoudre ce problème, la solution proposée est la suivante. Le step est
d’abord invoqué dans la précondition de la règle sans changer l’état de l’automate.
L’objectif est de calculer les commandes et d’instancier les variables qui sont utilisées
pour les stocker. Ensuite, le step est invoqué une deuxième fois dans la performance
de la règle pour changer l’état de l’automate après avoir envoyé les commandes,
dans une transaction. Dans ce cas, il faut veiller à ce que les deux invocations du
step donnent le même résultat. En effet, si l’état actuel de l’automate change avant
l’exécution de la performance (du fait de l’exécution d’une autre instance de la même
performance), la deuxième invocation du step donnera un autre résultat, différent de
celui obtenu dans la précondition. Dans cas, les commandes calculées ne sont plus
valides et devront être recalculées avant d’être envoyées. Il faut aussi veiller à ce
que le step qui change l’état de l’automate soit exécuté par une seule instance de la
performance, sur des entrées qui sont valides. Cela garantit l’hypothèse synchrone.
Cette solution a été implémentée comme suit. La précondition de la règle effectue
d’abord une opération rd d’un tuple dans un sac pour pour collecter les données
sur le système. Ensuite, la précondition stocke les données lues dans une chaîne de
caractères appelée entrees et effectue une opération rd sur le sac Step de l’objet
HBZR. Ce rd invoque le step avec la valeur instanciée de la variable entrees pour
calculer les commandes à exécuter sur le système. Dans cette invocation, le step ne
change pas l’état de l’automate modélisant le système. Il retourne l’état courant
de l’automate et les commandes à envoyer respectivement, dans deux variables :
etatCourant et cmds. Ces variables sont instanciées et utilisées dans la performance.
La performance de la règle, dans une transaction, vérifie d’abord si les données
collectées sont toujours valides en effectuant des opérations rd. Ensuite, elle effectue
un rd du tuple ("allowed") dans le sac StepAccess de l’objet HBZR. Cela verrouille
le tuple ("allowed") durant l’exécution de la transaction qui est en cours. Un autre
instance de la même transaction voulant utiliser ce tuple doit attendre jusqu’à ce
qu’il soit déverrouillé, à la fin de l’exécution de l’instance qui est en cours. Cela
garantit l’hypothèse synchrone qui stipule que l’exécution de la règle invoquant
le step doit être plus rapide que l’évolution du système (production de nouvelles
données). En effet, le step qui change l’état de l’automate n’est exécuté, à un instant
donné, que par une seule instance de la transaction, avec les données qui ont été
collectées sur le système dans la précondition de la règle. Si de nouvelles données
sont produites avant la fin de l’exécution de la règle, l’instance de transaction qui est
en cours avorte (la vérification de la validité des anciennes données échoue) et une
autre instance de la même transaction est déclenchée avec les nouvelles données.
Après le rd du tuple ("allowed"), la transaction envoie les commandes calculées
aux entités du système en effectuant des opérations put. Enfin, la transaction effectue
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une opération put du tuple (entrees,etatCourant,"") dans le sac Step. Ce put vérifie
d’abord si l’état courant de l’automate modélisant le système est toujours égal à
etatCourant. Ensuite, il invoque le step, avec comme paramètre, la valeur de la
variable entrees. Lors de cette invocation, le step renvoie les mêmes commandes, que
celles qui ont été calculées dans la précondition, et met à jour l’état de l’automate. La
transaction échoue si au moins une de ses opérations échoue. Sinon, elle réussit, les
commandes sont envoyées et le step est exécuté pour changer l’état de l’automate.
Le fait de changer l’état de l’automate à la fin de la transaction permet de ne pas
annuler l’exécution du step lorsqu’une des opérations précédentes échoue. En effet,
le step n’est exécuté que si toutes les opérations qui le précèdent sont réussies.
Exemple d’invocation du step Considérons le programme H/BZR qui est pré-
senté à la Figure 2.8 du chapitre 2. Ce programme éteint toutes les ressources de
calcul d’une pièce, dans un bâtiment de deux pièces, lorsqu’une présence n’y est pas
détectée. Le step généré lors de la compilation de ce programme prend en entrée
deux variables qui correspondent aux valeurs mesurées par le capteur de présence de
chaque pièce. Ensuite, il retourne les commandes à envoyer aux différentes ressources
de calcul du bâtiment et met à jour l’état des automates qui les modélisent.
1 [ "ModBus" , "S e n s o r s " ] . r d ( "p r 1 " , p r1_va l ) &
[ "Te losB" , "S e n s o r s " ] . r d ( "p r 2 " , p r2_va l ) &
3 INLINE_COMPUTE: e n t r e e s = "(%s ,%s ) " %(pr1_val , p r2_va l ) &
[ "HBZR" , "Step" ] . r d ( e n t r e e s , e t a tCou ran t , cmds) &
5 cmd_rsc12 , cmd_rsc13 , cmd_rsc14 , cmd_rsc15 , cmd_rsc_16, cmd_rsc17 = e v a l ( cmds)
: :
7 {
[ "ModBus" , "S e n s o r s " ] . r d ( "p r 1 " , p r1_va l ) ;
9 [ "Te losB" , "S e n s o r s " ] . r d ( "p r 2 " , p r2_va l ) ;
[ "HBZR" , "S t epAcce s s " ] . r d ( "a l l ow e d ") ;
11 [ "RscCa l c" , "Commande" ] . put( "r s c 1 2 " , cmd_rsc12) ;
[ "RscCa l c" , "Commande" ] . put( "r s c 1 3 " , cmd_rsc13) ;
13 [ "RscCa l c" , "Commande" ] . put( "r s c 1 4 " , cmd_rsc14) ;
[ "RscCa l c" , "Commande" ] . put( "r s c 1 5 " , cmd_rsc15) ;
15 [ "RscCa l c" , "Commande" ] . put( "r s c 1 6 " , cmd_rsc16) ;
[ "RscCa l c" , "Commande" ] . put( "r s c 1 7 " , cmd_rsc17) ;
17 [ "HBZR" , "Step" ] . put( e n t r e e s , e t a tCou ran t , "")
} .
Listing 6.1 – Exemple de règle LINC invoquant un step
Le Listing 6.1 présente la règle LINC qui exécute ce step. La précondition de
la règle lit d’abord les valeurs mesurées par les deux capteurs de présence dans
les variables pr1_val et pr2_val (lignes 1 et 2). Ensuite, elle les stocke sous la
forme d’une chaîne de caractères dans une variable, appelée entrees, en utilisant
l’opérateur INLINE_COMPUTE (ligne 3). Cet opérateur permet d’effectuer, dans la
précondition d’une règle LINC, des commandes Python. Ensuite, la précondition de
la règle effectue une opération rd sur le sac Step de l’objet HBZR (ligne 4) pour
calculer les commandes et instancier la variable utilisée pour les stocker (cmds). Une
fois instanciée, cette variable est utilisée dans la performance de la règle.
La performance est constituée d’une seule transaction. Cette transaction vérifie
d’abord si les valeurs mesurées par les capteurs de présence n’ont pas changé. En-
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suite, elle effectue une opération rd, du tuple ("allowed"), dans le sac StepAccess
de l’objet HBZR (ligne 10) pour garantir l’hypothèse synchrone. Ensuite, la transac-
tion envoie les commandes calculées aux ressources de calcul (lignes 11 à 16). Enfin,
elle effectue une opération put du tuple (entrees,etatCourant,"") dans le sac
Step pour changer les états des automates modélisant les ressources de calcul.
Les actions asynchrones (p. ex. , ouverture d’une porte, d’une fenêtre ou d’un
volet) dont l’exécution prennent plus de temps que l’exécution du step peuvent être
modélisées à l’aide d’états transitoires. Ces états permettent d’attendre la fin de
l’exécution de l’action, qui sera notifiée par un capteur. Cette notification va déclen-
cher le step et ce dernier mettra à jour l’état de l’entité, comme illustré dans [18].
6.1.1.2 Encapsulation de la fonction Step
Cette section explique comment les opérations rd et put du Step de l’objet HBZR
ont été implémentées. Ces opérations permettent respectivement, d’exécuter le step
d’un programme H/BZR sans modifier l’état de l’automate ou en le mettant en jour.
Le code C associé au programme H/BZR, du système, est d’abord utilisé pour
générer une librairie Python appelée BZRLINC. La raison est que LINC est écrit en
Python. Ensuite, un objet LINC de type H/BZR utilisant ce module est défini.
BZRLINC Il permet d’exécuter le code C en Python et contient les fonctions :
— get_state() : cette fonction ne prend pas de paramètres. Elle renvoie sous
la forme d’une chaîne de caractères, la valeur de la variable memory, du code
C, qui contient l’état courant de l’automate modélisant le système considéré ;
— do_reset() : cette fonction ne prend pas de paramètres. Elle appelle la
fonction reset, du code C, qui initialise la valeur de la variable memory ;
— do_pre_step() : cette fonction prend en entrée les données qui sont col-
lectées sur le système. Lorsqu’elle est exécutée, cette fonction copie, dans un
premier temps, la valeur courante de la variable memory dans une autre va-
riable appelée memoryCopy. Ensuite elle exécute la fonction step, du code C,
en utilisant les données collectées et la variable memoryCopy. Cela permet
de calculer les commandes sans changer l’état de l’automate. Enfin, cette
fonction retourne les commandes sous la forme d’une chaîne de caractères ;
— do_step() : cette fonction prend en entrée les données collectées et exé-
cute le step, du code C, sur la variable memory. Cela permet de calculer les
commandes et de mettre à jour l’état de l’automate modélisant le système.
Objet HBZR Le code de cet objet est une classe Python. Cette classe contient
quatre méthodes qui correspondent aux fonctions du module BZRLINC. Elle contient
également deux attributs Step et StepAccess (mémoires associatives) qui corres-
pondent à des objets de deux autres classes : bag et Step_bag. Chacune de ces
classes contient des méthodes parmi lesquelles figurent put et rd. Pour la classe bag
ces méthodes permettent, respectivement, de stocker des tuples en mémoire et de
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lire leurs valeurs. Pour la classe Step_bag, ces méthodes sont redéfinies pour pouvoir
exécuter la fonction step. La redéfinition de ces méthodes est effectuée comme suit :
— rd : il calcule les commandes sans changer l’état de l’automate. Ce rd prend
en paramètre un tuple dont le motif est égal à (entrees, etatCourant, com-
mandes). Dans ce motif, entree est une variables instanciée tandis que etat-
Courant et commandes sont non instanciées et leurs valeurs seront retournées
par le rd. Pour ce faire, le rd appelle d’abord la méthode get_state de l’objet
HBZR et stocke le résultat dans etatCourant. Ensuite, il appelle la méthode
do_pre_step() et stocke le résultat dans commandes et retourne le tuple ;
— put : il change l’état de l’automate. Ce put prend en paramètre un tuple
de motif (entrees, etatCourant, "") où entrees et etatCourant sont toutes les
deux des variables instanciées. Le put vérifie d’abord, à l’aide de la méthode
get_state() que la valeur de la variable memory est toujours égale à etatCou-
rant. Si c’est le cas, le put appelle la fonction step, du code C, en utilisant les
entrées et la variables memory. Cela permet de changer l’état de l’automate.
6.1.2 Implémentation de boucles de déploiement
L’implémentation effectuée est relative à la couche d’abstraction, au langage de
description textuel et au générateur de règles exécutant une fonction de transitions.
6.1.2.1 Implémentation de la couche d’abstraction
La couche d’abstraction, pour les boucles de déploiement, a été mis en œuvre
par la création de quatre types d’objets LINC : Materiel, Logiciel, Objet et Regle.
Objet de type Matériel Il contient trois sacs, Commande, Configuration et
Notification permettant d’exécuter des commandes sur une ressource de calcul.
L’opération put du sac Commande a été redéfinie pour pouvoir allumer ou
éteindre une ressource de calcul identifiée par son id. Ce put prend en paramètre un
tuple complètement instancié dont le motif est (id, cmd). Il teste d’abord la valeur
de la variable cmd pour voir si elle est valide. Ensuite, lorsque la cmd est égale à
éteindre, le put éteint la ressource de calcul en utilisant la commande appropriée se-
lon son système d’exploitation, qui est lu dans le sac Configuration. Par exemple, le
Listing 6.2 présente la commande qui est utilisée par l’opération put pour éteindre,
localement, une ressource de calcul dont le système d’exploitation est Ubuntu.
shutdown now
Listing 6.2 – Exemple de commande pour éteindre une ressource de calcul
Lorsque la valeur de cmd est égale à allumer, le put lit d’abord le mode de
démarrage et l’adresse MAC de la ressource de calcul. Ensuite, il allume la ressource
selon son mode de démarrage. Enfin, le put effectue un Ping sur la ressource de calcul
et insère un tuple dans Notification pour spécifier le fait qu’elle est allumée ou pas.
Si le mode de démarrage est égal à priseIntelligente, le put envoie la commande à la
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prise qui est associée à la ressource de calcul. Si le mode démarrage est égal à WoL
(Wake on LAN), le put utilise la commande etherwake. Par exemple, le Listing 6.3
montre la commande qui permet d’allumer une ressource de calcul dont l’adresse
MAC est égale à 00:14:4F:F7:65:0C, eno1 est le nom de l’interface réseau de type
ethernet de la ressource de calcul depuis laquelle le démarrage est effectué.
sudo e the rwake −i eno1 0 0 : 1 4 : 4 F: F7: 6 5 : 0 C
Listing 6.3 – Exemple de commande pour allumer une ressource de calcul
Objet de type Logiciel Il contient trois sacs Commande, Configuration et Noti-
fication permettant d’installer un logiciel sur une ressource de calcul. Le put du sac
Commande a été redéfini. Il prend en paramètre le nom d’un logiciel et l’installe,
localement, sur la ressource de calcul qui exécute l’objet. Pour ce faire, le put lit
d’abord le système d’exploitation de la ressource de calcul, le nom d’utilisateur et le
mot de passe associé dans le sac Configuration. Ensuite, il installe le logiciel, en utili-
sant la commande appropriée, et insère un tuple dans Notification pour notifier que
le logiciel est installé. Par exemple, le Listing 6.4 montre la commande utilisée pour
installer Dia 1 sur une ressource de calcul dont le système d’exploitation est Ubuntu.
L’option -y spécifie que l’installation est à faire sans demande de confirmation.
sudo apt−g e t i n s t a l l −y d i a
Listing 6.4 – Exemple de commande pour installer un logiciel
Objet de type Objet Il contient deux sacs Commande et Configuration. L’opé-
ration put du sac Commande a été redéfinie pour démarrer un objet, localement
sur une ressource de calcul, l’arrêter ou le migrer vers une autre ressource de calcul.
Le put prend en paramètre un tuple qui est complètement instancié sous la forme
(id_objet, config, id_rsc_dest, id_rsc_src, cmd) et effectue la commande spécifiée.
Lorsque la commande est égale à demarrer, le put démarre localement l’objet
sur la ressource de calcul de destination id_rsc_dest. Pour ce faire, le put récupère
l’adresse IP de la ressource de calcul et utilise la commande start_object de LINC.
Lorsque la commande est égale à arreter, le put arrête, localement, l’objet depuis la
ressource de calcul sur laquelle il est exécuté, avec la commande stop_object. Enfin,
lorsque la commande est égale à migrer, le put migre l’objet de la ressource source
vers la ressource destination avec la commande migrate_object de LINC.
Objet de type Regle Il contient trois sacs, CompileId, Commande et Trigger,
permettant d’activer et de désactiver des règles. Le sac CompileId contient des
tuples, sous la forme (id_regle, id_compile_regle), qui mappent l’id dans la des-
cription d’une règle à son identifiant de compilation généré par l’objet qui l’exécute.
Commande contient des tuples qui sont sous la forme (id_regle, commande). Le put
1. http ://dia-installer.de/index.html.fr
118 Chapitre 6. Mise en œuvre et Études de cas
de ce sac a été redéfini. Il lit d’abord, dans le sac CompileId, l’identifiant de compila-
tion associé à la règle. Ensuite, le put insère le tuple (id_compile_regle, commande)
dans le sac Trigger. Cette insertion déclenche une règle LINC qui active ou désactive
la règle spécifiée suivant le principe présenté dans la section 2.3 du chapitre 2.
6.1.2.2 Langage de description textuel
Le langage permettant de décrire un système et ses objectifs a été développé à
l’aide de l’environnement Eclipse Xtext [16]. La grammaire du langage a d’abord été
définie, sur la base du méta-modèle des systèmes considérés (cf. chapitre 2). Ensuite,
un éditeur associé à ce langage été généré à l’aide de Xtext. Cet éditeur supporte
l’auto-complétion, la vérification syntaxique et la coloration des mots clés.
6.1.2.3 Générateur de règles exécutant une fonction de transitions
La règle qui exécute la fonctions de transitions du contrôleur (fonction step),
dans le cas d’une boucle de déploiement, gère de façon dynamique l’ordre d’exécu-
tion des commandes. Cet ordre dépend de la valeur des commandes et est défini à
chaque fois que des commandes sont calculées. Cela est effectué comme présenté au
chapitre 4. La précondition de la règle collecte, dans un premier temps, les données
et appelle le step pour calculer les commandes à exécuter. Ensuite, la précondition
appelle une fonction, appelée genererTransaction, qui définit l’ordre dans lequel les
commandes calculées doivent être exécutées. Cette fonction génère une transaction
qui est stockée dans une variable appelée transact. Enfin, la performance de la règle
insère la transaction générée dans un sac particulier pour permettre son exécution.
Le générateur d’une telle règle est constitué de trois fonctions Python qui sont :
generer_Precondition(), generer_Transaction() et generer_Performance(). Ces fonc-
tions génèrent, respectivement, la précondition de la règle, la transaction définissant
l’ordre d’exécution des commandes qui sont calculées et la performance de la règle.
generer_Precondition() Cette fonction prend en entrée, les paramètres du step
généré lors de la compilation du programme H/BZR du système. Elle génère :
— un rd d’un tuple dans un sac pour chaque entrée du step pour lire sa valeur ;
— un INLINE_COMPUTE qui permet de stocker les entrées dans une va-
riable appelée entrees. Cette variable est une chaîne de caractères qui est
dans ce format entree1_nom,entree1_val, ..., entreen_nom,entreen_val ;
— un rd sur le sac Step de l’objet HBZR pour calculer les commandes à exé-
cuter. Le tuple lu est le suivant (entrees, etatCourant, commandes). Ce rd
retourne l’état courant de l’automate et les commandes calculées dans les
variables etatCourant et commandes. La variable Commande est une chaîne
de caractères de ce format cmd1_nom,cmd1_val, ...,cmdn_nom,cmdn_val ;
— un COMPUTE qui appelle la fonction genererTransaction() , avec les va-
riables entree et commandes, pour générer la transaction qui gère l’ordre
d’exécution des commandes et la stocker dans une variable appelée transact ;
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genererTransaction() Cette fonction formate dans un premier temps les va-
riables entrees et commandes qu’elle reçoit en paramètre. Ensuite, elle analyse les
commandes et définit l’ordre d’exécution comme décrit au chapitre 4. Enfin, cette
fonction génère et retourne une transaction constituée des opérations suivantes :
— un rd , pour chaque entrée pour vérifier si sa valeur est toujours valide ;
— un rd sur le sac StepAccess de l’objet HBRZ, pour verrouiller l’accès au step
et empêcher qu’il soit exécuté par plusieurs instances de la même transaction ;
— un put d’un tuple dans un sac pour chaque commande, pour l’exécuter ;
— un put du tuple (entrees, commandes,"") dans le sac Step de l’objet HBZR,
pour exécuter le step et changer l’état de l’automate modélisant le système.
generer_Performance() Cette fonction génère un put du tuple (transact) dans
le sac AddRules de l’objet qui exécute la règle (ego). Le tuple transact correspond
à la transaction générée pour l’ordre d’exécution des commandes. Le sac AddRules,
comme détaillée dans [79], compile la transaction et l’exécute, de façon dynamique.
6.1.3 Implémentation de boucles applicatives
L’implémentation effectuée est relative à la couche d’abstraction et aux géné-
rateurs de règles exécutant une fonction de transitions : règles template et règles
instances.
6.1.3.1 Générateur de couches d’abstraction
Ce générateur est une fonction qui prend en entrée le fichier de description du
système. Il instancie pour chaque technologie de communication utilisée par les cap-
teurs et/ou les actionneurs décrits, un objet de l’environnement d’abstraction PU-
TUTU de type spécifique. Le type de l’objet correspond au nom de la technologie de
communication. Par exemple, pour la technologie de communication EnOcean, l’ob-
jet PUTUTU instancié est de type EnOcean. Cet objet, encapsulant la technologie
EnOcean, permet de communiquer avec les capteurs et/ou actionneurs EnOcean.
6.1.3.2 Générateur de règles templates
Ce générateur est constitué de deux fonctions pour générer la précondition et la
performance d’une règle template qui exécutent une fonctions de transitions. Il prend
en entrée, le code C généré par la compilation du programme H/BZR considéré et
génère la règle selon le principe décrit à la section 6.1.2.3. Les différences sont :
— la règle template lit et insère des tuples, contenant le mot id, sur des
mémoires associatives, template (memoireAssociative) d’objets appelés Obj ;
— la règle template ne gère pas l’ordre d’exécution des commandes. La raison
est que les commandes sont effectuées sur des actionneurs de bâtiments in-
telligents et il n’est pas nécessaire de gérer l’ordre. Par exemple, allumer une
lampe, éteindre un chauffage et ouvrir une fenêtre peuvent être effectuées
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dans n’importe quel ordre. Par conséquent, cette règle n’appelle pas, dans sa
précondition, une fonction qui génère une transaction pour gérer l’ordre.
6.1.3.3 Générateur de règles instances
Ce générateur est également constitué de deux fonctions. Il prend en entrée,
une règle template et le fichier de description des capteurs et actionneurs du sys-
tème. Ce générateur remplace dans la règle template, id, memoireAssociative et Obj,
respectivement, par les id, les noms de mémoires associatives et ceux d’objets spé-
cifiques. Le remplacement est effectué en utilisant les informations sur les capteurs
et actionneurs décrits (c.-à-d. id, emplacement et technologie de communication).
6.2 Études de cas
Cette section présente deux études de cas pour la validation de SICODAF.
Chaque étude de cas est d’abord décrite. Ensuite une boucle est mise en œuvre pour
sa conception ou son déploiement et le comportement de la boucle est présenté.
6.2.1 Déploiement d’un système de traitement de données
Ce système est une extension de l’exemple présenté au chapitre 4. Il est consti-
tué d’une application de quatre fonctionnalités : acquisition de données, de cinq
capteurs de température depuis un site web, analyse de données, diffusion des ré-
sultats et maintien de la confidentialité. Les fonctionnalités acquisition de données
et analyse de données sont fournies par une tâche T1 qui utilise le logiciel Octave.
La fonctionnalité affichage des résultats est offerte par deux tâches T2 et T3 qui
utilisent respectivement un écran et une imprimante. La fonctionnalité maintien de
la confidentialité est offerte par une tâche T4 qui efface le contenu de tous les écrans
pendant les heures de visite. Lorsqu’elles sont actives au même instant, les tâches T2
et T4 sont en conflit sur l’écran (afficher et effacer au même instant). Ce conflit doit
être évité, en empêchant que les tâches, T2 et T4, soient actives au même instant.
La plateforme d’exécution, associée à l’application de traitement de données,
est composée de trois ressources de calcul (D1, D2, D3) et deux imprimantes (P1,
P2), connectées via un réseau local. Les ressources de calcul D1 et D2 peuvent être
démarrées à l’aide du Wake on LAN (WoL) et D2 a un écran E1. D3 ne supporte
pas le WoL et est associée à une prise intelligente qui permet de la démarrer.
6.2.1.1 Description des entités du système
Le tableau 6.1 décrit les entités de l’application de traitement de données. La
tâche T1 possède deux versions (T1.V 1 et T1.V 2) qui collectent les données et
les analysent. La version T1.V 1 offre une qualité de service égale à Elevee et est
mise en œuvre à l’aide d’une configuration d’objet (O1.conf1) et d’une règle (R1
qui communique avec O1). La version T1.V 2 offre une qualité de service égale à
Moyenne et est aussi mise en œuvre à l’aide d’une configuration d’objet (O1.conf2)









T1.V 1 ↔ T1.V 2 O1.conf1 R1 O1 Octave
T1.V 2 (Moyenne) O1.conf2 R2
T2
T2.V 1 (Elevee)
T2.V 1 ↔ T2.V 2 O2.conf1
R3 O2
écran
T2.V 2 (Moyenne) O2.conf2
T2.V 3 (Moyenne) T2.V 2 ↔ T2.V 3 O2.conf3
T3 T3.V 1 (Elevee) - O3.conf1 R4 O3 imprimante
T4 T4.V 1 (Elevee) - O4.conf1 R5 O4 écran














D1 Ubuntu wake on LAN P1 (réseau), P2 (réseau) imprimante
D2 Windows wake on LAN E1 (local), P1 (réseau), P2 (réseau) écran, imprimante
D3 Ubuntu prise intelligente P1 (réseau), P2 (réseau) imprimante
Table 6.2 – Plateforme d’exécution de l’application de traitement de données
et d’une règle (R2). L’objet O1 requiert le logiciel Octave. La tâche T2 possède trois
versions (T2.V 1, T2.V 2 et T2.V 3) qui utilisent un écran et affichent les résultats
avec une taille de police égale à large, normale et petite, respectivement. Pour
le confort visuel, la tâche T2 possède les transitions suivantes : T2.V 1 ↔ T2.V 2 et
T2.V 2 ↔ T2.V 3. La tâche T3 possède une version qui utilise une imprimante pour
diffuser les résultats. La tâche T4 possède aussi une version. Cette version utilise
un écran et efface son contenu pour maintenir la confidentialité. Les charges des
configurations d’objets et celles des règles sont négligées dans ce système. La raison
est que la quantité de données collectées (de cinq capteurs) n’est pas importante.
Le Tableau 6.2 décrit les entités de la plateforme d’exécution. Les ressources de
calcul D1, D2, D3 possèdent respectivement, Ubuntu, Windows et Fedora comme
système d’exploitation. Pour le mode de démarrage, D1 et D2 supportent le Wake
on LAN et D3 est associée à une prise intelligente. Enfin, D2 possède un écran, E1,
et toutes les ressources de calcul ont accès aux imprimantes P1 et P2 via le réseau.
Chaque ressource de calcul possède des propriétés (p. ex., adresse MAC, adresse IP,
nom d’utilisateur, mot de passe) qui ne sont pas présentées dans le Tableau 6.2.
6.2.1.2 Description des objectifs du système
Les objectifs devant être réalisés par le système de traitement de données sont :
— objectif1 : les fonctionnalités acquisition de données, analyse de données et
affichage des résultats doivent être fournies, en continu, de 6 h à 14 h ;
— objectif2 : la fonctionnalité maintien de la confidentialité doit être fournie
durant les heures de visite si l’écran E1 de la ressource D2 est disponible.
6.2.1.3 Mise en œuvre d’une boucle de déploiement
Le contrôleur est d’abord conçu à l’aide de la synthèse de contrôleurs discrets.
Ensuite, une règle (exécutant la fonction de transitions) et la couche d’abstraction
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sont générées. Enfin, le comportement de la boucle est montré à l’aide de chrono-
grammes.
Conception du contrôleur de la boucle Un modèle comportemental et un
contrat son définis. Le modèle comportemental de ce système est composé de :
— quatre automates de tâches pour T1, T2, T3 et T4 ;
— quatre automates d’objets pour O1, O2, O3 et O4 ;
— cinq automates de règles pour R1, R3, R4 et R5 ;
— deux automates de ressources d’entrée/sortie matérielles pour P1 et P2 ;
— trois automates d’hôtes pourD1,D2 etD3. Chacun de ces automates d’hôtes
est composé avec un automate de ressource d’entrée/sortie logicielle modé-
lisant le logiciel Octave. L’automate d’hôte associé à D2 est composé à un
automate de ressource d’entrée/sortie matérielle qui modélise l’écran E1.
Les automates de T1, O1, R1, D1 et l’automate modélisant le logiciel Octave
correspondent à ceux qui ont été présentés à la section 4.1.3 du chapitre 4. La Fi-
gure 6.1 présente l’automate de la ressource d’entrée/sortie matérielle modélisant
l’imprimante P1. Cet automate modélise le fait que l’imprimante est P1 est initiale-
ment Inutilise. Il peut devenir Indisponible ou Utilise en fonction des entrées
de l’automate : panne, dispo, c1, c3 où c1 et c3 sont des points de contrôlabilité.
Les autres automates du modèle comportemental du système sont conçus sur le
même principe, décrit dans la section 4.1.2 du chapitre 4, et ne sont pas présentés.
Indisponible
Inutilisee Utilisee









if not c2 cmd =installer else cmd =null
dispo
pannepanne
c3 and not panne
c1 and not panne
not dispo and not c2
Figure 6.1 – Automate de l’imprimante P1
La Figure 6.2 présente le nœud H/BZR qui contient le contrat défini pour le sys-
tème de traitement de données. Les entrées de ce nœud correspondent aux données
collectées. Elles sont relatives au temps, à l’heure de visite, aux pannes, disponibili-
tés et requêtes de maintenance relatives aux ressources de la plateforme d’exécution.
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Les sorties de ce nœud quant à elles correspondent aux commandes à exécuter sur les
entités du système (les objets, les règles, les ressources de calcul et d’entrée/sortie).
Le contrat de ce nœud définit deux hypothèses, des propriétés relatives aux en-
tités du système et des variables contrôlables. Les hypothèses sont : (i) l’état où les
ressources de calcul D1, D2 et D3 sont toutes les trois indisponibles ne peut pas être
atteint, (ii) l’état où les imprimantes P1 et P2 sont toutes les deux indisponibles ne
peut pas être atteint. Ces hypothèses garantissent que le système peut fonctionner.
Elles stipulent qu’au moins une ressource de calcul et une imprimante sont dispo-
nibles. Cela permet de fournir les fonctionnalités lorsqu’elles doivent être fournies.
Les variables contrôlables correspondent aux points de contrôlabilité des automates
du modèle comportemental. Les propriétés sont quant à elles relatives aux tâches,
aux objets, aux règles et aux ressources d’entrée/sortie matérielles (l’écran E1).
Propriétés relatives aux tâches Ces propriétés sont les suivantes :
— lorsque l’entrée temps est comprise entre 6 et 14, T1 doit être active. La
raison est que les fonctionnalités acquisition de données et analyse de données
doivent être fournies de 6 h à 14 h et T1 est l’unique tâche qui les offre ;
— lorsque l’entrée temps est comprise entre 6 et 14, l’une des tâches T2 ou T3
doit être active. La raison est que la fonctionnalité affichage des résultats doit
être fournie, de 6h à 14h, et elle est offerte par chacune de ces deux tâches ;
— lorsque l’entrée heureVisite est égale à vraie et l’écran E1 est disponible,
de même que la ressource de calcul D2, la tâche T4 doit être active. La raison
est que la fonctionnalité maintien de la confidentialité doit être fournie ;
— les tâches T2 et T4 ne doivent pas être actives au même instant pour éviter
le conflit sur l’écran (afficher résultats sur l’écran et effacer son contenu) ;
— lorsqu’une tâche est active, les objets de l’une de ses versions doivent être
démarrés et les règles associées, à cette version, doivent être activées.
Propriétés relatives aux objets Les propriétés relatives aux objets sont :
— lorsque l’objet O1 est démarré, sa ressource de calcul de destination doit être
allumée et le logiciel Octave doit y être disponible (O1 requiert ce logiciel) ;
— lorsque l’objet O2, de même que O4, est démarré, sa ressource de calcul de
destination doit être allumée et doit avoir un écran. Dans ce cas, le nombre
d’utilisateurs de l’écran augmente de un. Le nombre d’utilisateurs de l’écran
est calculé car il ne doit pas être utilisé par plusieurs objets à la fois ;
— lorsque l’objet O3 est démarré, sa ressource de calcul de destination doit être
allumée et l’une des deux imprimantes (P1, P2) doit être disponible.
Propriétés relatives aux règles et ressources d’entrée/sortie Les pro-
priétés relatives aux règles spécifient que lorsqu’une des règles est active, l’objet qui
l’exécute doit être démarré. Une seule propriété est définie pour les ressources d’en-
trée/sortie et elle est relative à l’écran E1. Cette propriétés spécifie que le nombre
d’utilisateurs de E1 doit être inférieur ou égal à un (son mode d’utilisation est 1E ).
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contract
 assume
   not (D1.estDispo = false and D2.estDispo = false and D3.estDispo = false) and 
   not (P1.estDispo = false and P2.estDispo = false) 
 enforce
 #propriétés relatives aux tâches             
   temps in [6, 14] => T1.active and 
   temps in [6, 14] => (T2.active or T3.active) and 
   (heureVisite and E1.estDispo and D2.estDispo) => T4.active and
   not (T2.active and T4.active) and 
   Ti.active => (Ti.con gurationObjets.demarre and Ti.regles.active)
 # propriétés relatives aux objets
  O1.demarre => (O1.rsc_dest.on and O1.rsc_dest.Octave.estDispo) and 
  O2.demarre => (O2.rsc_dest.on and O2.rsc_dest.ecran.estDispo and O2.dest.ecran.nUtili = O2.dest.ecran.nUtiliPrec+1) and  
  O3.demaree => (O3.rsc_dest.on and (P1.estDispo or P2.estDispo)) and
  O4.demarre => (O4.rsc_dest.on and O4.rsc_dest.ecran.estDispo and O4.dest.ecran.nUtili = O4.dest.ecran.nUtiliPrec+1 and    
 # propriétés relatives aux règles
  Ri.active => Ri.objet.demarre and 
 # propriétés relatives aux ressources d'enrée/sortie 
  E1.nUtili <=  1 
 with (c1_T1, c2_T1, c3_T1, c1_O1, c2_O1, c3_O1,crsc_O1, 
            c1_R1, c2_R2, cobj_R1,c1_R1, c2_R2, cobj_R1,
            c1_ocatve_D1, c2_octave_D1, c3_octave_D1,
            c1_ocatve_D2, c2_octave_D2, c3_octave_D1,
            c1_D1, c2_D1, c3_D1, c1_D2, c2_D2, c3_D2, ...)
TraitementDonnees(temps, heureVisite, dispo_D1, panne_D1,rmaint_D1, dispo_D2, panne_D2,rmaint_D2, 
dispo_D3, panne_D3,rmaint_D3, dispo_P1, panne_P1, dispo_P2, panne_P2, dispo_E1, panne_E1) = 
(cmdD1, cmd_D2, cmd_D3, cmd_O1, rsc_dest_O1, rsc_source_O1, con g_O1, cmd_O2, rsc_dest_O2, 
rsc_source_O2, con g_O2,cmd_O3, rsc_dest_O3, rsc_source_O3, con g_O3,cmd_O4, rsc_dest_O4, 
rsc_source_O4, con g_O4, cmd_R1, objet_R1, cmd_R2, objet_R2, cmd_R3, objet_R3,cmd_R4, objet_R4
cmd_R5, objet_R5, cmd_Octave_D1,cmd_Octave_D2,cmd_Octave_D3)  
)
Figure 6.2 – Contrat du système de traitements de données
Règle exécutant le contrôleur de la boucle Le modèle comportemental et
le contrat du système de traitement de données sont compilés et la fonction step
générée est invoqué dans une règle LINC. Cette règle est présentée au Listing 6.5.
La règle collecte d’abord les entrées et les stocke dans la variable entrees. En-
suite, elle invoque la fonction step pour calculer les commandes et récupérer l’état
courant de l’automate du système (ligne 19). Ensuite, la règle invoque la fonction
genererTransaction et stocke la transaction qui permet d’exécuter les commandes
dans la variable transact (ligne 20). Enfin, la règle exécute la transaction générée,
grâce à son insertion dans le sac AddRules de l’objet qui l’exécute. La règle est
déclenchée à chaque fois qu’une nouvelle valeur est produite pour une entrée.
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1 [ "Systeme" , "Temps" ] . r d ( "temps" , temp_val) &
[ "Systeme" , "H e u r eV i s i t e " ] . r d ( "h e u r e V i s i t e " , h e u r e V i s i t e_ v a l ) &
3 [ "Maintenance" , "RequeteMaintenance" ] . r d ( "D1" , rmaint_D1) &
[ "De t e c t i o n " , "E t a t " ] . r d ( "D2" , panne_D2, dispo_D2) &
5 [ "Maintenance" , "RequeteMaintenance" ] . r d ( "D2" , rmaint_D2) &
[ "De t e c t i o n " , "E t a t " ] . r d ( "D3" , panne_D1, dispo_D3) &
7 [ "Maintenance" , "RequeteMaintenance" ] . r d ( "D3" , rmaint_D3) &
[ "De t e c t i o n " , "E t a t " ] . r d ( "P1" , panne_P1, dispo_P1) &
9 [ "De t e c t i o n " , "E t a t " ] . r d ( "P2" , panne_P2, dispo_P2) &
[ "De t e c t i o n " , "E t a t " ] . r d ( "E1" , panne_E1, dispo_E1) &
11 INLINE_COMPUTE: e n t r e e s = "(%s ,%s ,%s ,%s ,%s ,%s ,%s ,%s ,%s ,%s ,%s ,%s ,%s ,
% s ,%s ,%s ,%s ,%s ,%s ,%s ,%s ,%s ,%s ,%s ,%s ,%s ,%s ,%s ,%s ,%s ,%s ,%s ,%s ,%s ) "
13 % ( "temps" , temp_val , "h e u r e V i s i t e " , h e u r eV i s i t e_v a l ,
"panne_D1" , panne_D1, "dispo_D1" , dispo_D1 , "rmaint_D1" , rmaint_D1 ,
15 "panne_D2" , panne_D2, "dispo_D2" , dispo_D2 , "rmaint_D2" , rmaint_D2 ,
"panne_D3" , panne_D3, "dispo_D3" , dispo_D3 , "rmaint_D3" , rmaint_D3 , "panne_P1" ,
17 panne_P1, "dispo_P1" , dispo_P1 , "panne_P2" , panne_P2, "dispo_P2" , dispo_P2 ,
"panne_E1" , panne_E1, "dispo_E1" , d ispo_E1) &
19 [ "HBZR" , "Step" ] . r d ( e n t r e e s , e t a tCou ran t , commandes) &
COMPUTE: t r a n s a c t = g e n e r e rT r a n s a c t i o n ( e n t r e e s , e t a tCou ran t , commandes)
21 : :
{
23 [ ego , "AddRules" ] . put( t r a n s a c t ) ;
} .
Listing 6.5 – Règle du système de traitement de données
Couche d’abstraction de la boucle La couche d’abstraction est constituée de :
— quatre instances d’objets LINC de type Materiel : une instance pour chaque
ressource de calcul (Materiel_D1,Materiel_D2,Materiel_D3) pour l’éteindre
et une instance (Materiel_General) qui permet de les allumer ;
— trois instances d’objet LINC de type Logiciel pour chaque ressource de calcul ;
— trois instances d’objets LINC de type Objet pour chaque ressource de calcul ;
— trois instances d’objets LINC de type Regle pour chaque ressource de calcul.
6.2.1.4 Comportement de la boucle
La Figure 6.3 présente une trace d’exécution du contrôleur de la boucle du
système. Cette trace d’exécution est obtenu à l’aide l’outil Sim2chro de l’équipe
Verimag 2. Elle montre les états des tâches et des ressources de calcul (variables en
rouge) du système en fonction des données qui sont collectées (variables en bleu).
De 1 h à 6 h, ce n’est pas encore l’heure des visites, toutes les ressources de
calcul sont disponibles. Comme aucune fonctionnalité ne doit être fournie, toutes
les tâches sont inactives et toutes les ressources de calcul sont éteintes. À 12h, ce
n’est pas encore l’heure des visites et les ressources de calcul sont toujours dispo-
nibles. Pour réaliser l’objectif de la boucle qui consiste à fournir les fonctionnalités
acquisition de données, analyse de données et affichage des résultats de 6 h à 14h,
le contrôleur active les tâches T1 et T3 et démarre la ressource de calcul D1. La
2. http ://www-verimag.imag.fr/ ?lang=fr
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Figure 6.3 – Chronogramme du système de traitements de données
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tâche T1 fournit les deux premières fonctionnalités et T3 fournit la fonctionnalité
affichage des résultats.
Le contrôleur aurait pu choisir d’activer T2 à la place de T3 mais dans ce cas,
il faudrait allumer la ressource de calcul D2 car T2 a besoin d’un écran et D1
n’en possède pas. À 12 h, la ressource de calcul D1 tombe en panne. Dans cas,
pour continuer à fournir les trois fonctionnalités, le contrôleur allume la ressource
de calcul D2 et y déploie les objets et règles des tâches T1 et T3. À 14 h, l’entrée
relative aux heures de visite est égale à vrai. Pour fournir la fonctionnalité maintien
de la confidentialité, le contrôleur active la tâche T4 qui utilise un écran et efface son
contenu. Le contrôleur n’allume pas une nouvelle ressource de calcul car D2 dispose
d’un écran et est déjà allumée. À 15 h, l’entrée relative aux heures de visite devient
égale à faux et le contrôleur désactive la tâche T4 (la fonctionnalité maintien de
la confidentialité ne doit plus être fournie). Cependant, le contrôleur n’éteint pas
D2 car les tâches T1 et T3 sont toujours actives et leurs objets et règles y sont
déployés. Enfin, à partir de 15 h, aucune fonctionnalité ne doit être fournie, le
contrôleur désactive les tâches T1 et T2 et éteint la ressource de calcul D2.
La Figure 6.3 montre que le contrôleur de la boucle calcule des commandes
correctes et cohérentes permettant d’adapter le système de traitements de données.
6.2.2 Conception d’une pièce de bureau intelligente
La pièce de bureau considérée est équipée de plusieurs capteurs et actionneurs.
Les actionneurs doivent être contrôlés, de façon automatique, dans le but d’assurer
le confort des occupants et de minimiser la consommation d’énergie de la pièce.
6.2.2.1 Description des capteurs et des actionneurs
La pièce Piece1, comme présentée au Listing 6.6, est équipée d’une fenêtre, d’un
volet, d’une porte, d’une lampe, d’un climatiseur réversible, d’une ventilation méca-
nique et de trois capteurs intérieurs (présence, température et CO2). Des capteurs
sont également installés à l’extérieur de la pièce pour collecter des données relatives
aux conditions extérieures (température, bruit, CO2, luminosité et pollen) et un cap-
teur de bruit est installé dans le couloir. Tous les capteurs utilisent la technologie de
communication TelosB et les actionneurs sont de la technologie EnOcean. Les infor-
mations sur les réunions qui ont lieu dans la pièce sont fournies par un agenda. Elles
permettent de savoir si une réunion est en cours, si elle est confidentielle et si une
réunion va avoir lieu dans moins de trente minutes, après une réunion précédente.
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# typ e : i d : t e c h n o l o g i e : emplacement
2
f e n e t r e : f e n e t r e 1 : EnOcean: i n t e r i e u r
4
v o l e t : v o l e t 1 : EnOCean: i n t e r i e u r
6
p o r t e : p o r t e 1 : EnOcean: i n t e r i e u r
8
lamp: lamp1: EnOcean: i n t e r i e u r
10
c l i m a t i s e u r R e v e r s i b l e : c l imRev1 : EnOcean: i n t e r i e u r
12
v e n t i l a t i o nMe c a n i q u e : v e n t i lMe c 1 : EnOcean: i n t e r i e u r
14
p r e s e n c e : p r e s e n c e I n t 1 : Te losB: i n t e r i e u r
16
t empe r a t u r e : t emp In t1 : Te losB: i n t e r i e u r
18
CO2: CO2Int1: Te losB: i n t e r i e u r
20
t empe r a t u r e : tempExt1: Te losB: e x t e r i e u r
22
b r u i t : b r u i t E x t 1 : Te losB: e x t e r i e u r
24
CO2: CO2Ext1: Te losB: e x t e r i e u r
26
l u m i n o s i t e : lumExt1: Te losB: e x t e r i e u r
28
p o l l e n : p o l l e n E x t 1 : Te losB: e x t e r i e u r
30
b r u i t : b r u i t C o u l 1 : Te losB: e x t e r i e u r
Listing 6.6 – Capteurs et actionneurs de la pièce Piece1
6.2.2.2 Description des objectifs
Les objectifs devant être réalisés dans la pièce de bureau sont les suivants :
— Pour le confort, lorsqu’une présence est détectée, la luminosité doit être
entre 500 et 600 lux et le niveau de bruit doit être inférieur à 80 dB. Lors-
qu’une présence est détectée et que la température est inférieure à 17˚C
(resp. supérieure à 27 ˚C), la pièce doit être réchauffée (resp. refroidie) ;
— Pour la qualité de l’air, lorsqu’une présence est détectée et que le CO2
dépasse 800 ppm, la pièce doit être ventilée. De plus, la pièce ne doit pas
être polluée par le pollen ou le CO2 extérieur. Enfin, la pièce doit être ven-
tilée rapidement entre deux réunions qui sont séparées par moins de trente
minutes ;
— Pour la confidentialité, la pièce doit être complètement fermée (la porte,
la fenêtre et le volet doivent être fermés) durant une réunion confidentielle ;
— Pour l’économie d’énergie, l’éclairage, la ventilation, le chauffage et le
refroidissement naturels sont préférés à l’éclairage, la ventilation, le chauffage
et le refroidissement artificiels.
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1 [ "P i e c e 1 " , "E t a t " ] . r d ( "v o l e t 1 " , "f e rme") &
[ "Te losB" , "S e n s o r s " ] . r d ( "p r e s e n c e I n t 1 " , "True") &
3 [ "Te losB" , "S e n s o r s " ] . r d ( "lumExt1" , lumExt_val) &
INLINE_ASSERT: lumExt_val >= "500" and lumExt_val <= "600"&
5 : :
{
7 [ "Te losB" , "S e n s o r s " ] . r d ( "p r e s e n c e I n t 1 " , "True")
[ "Te losB" , "S e n s o r s " ] . r d ( "lumExt1" , lumExt_val) ;
9 [ "EnOcean" , "Ac t u a t o r s " ] . put( "v o l e t 1 " , "o u v r i r ") ;
[ "P i e c e 1 " , "E t a t " ] . get ( "v o l e t 1 " , "f e rme") ;
11 [ "P i e c e 1 " , "E t a t " ] . put( "v o l e t 1 " , "o u v e r t ") ;
} .
Listing 6.7 – Exemple de règle de luminosité
6.2.2.3 Mise en œuvre d’une boucle applicative
La boucle de la pièce est d’abord mise en œuvre et un démonstrateur est présenté.
Ensuite, des boucles sont conçues pour sept autres pièces, du même type mais avec
plus d’actionneurs, et une comparaison des coûts de validation est effectuée.
Mise en œuvre de la boucle de la pièce Le contrôleur est, d’abord, mis en
œuvre sous la forme de règles puis à l’aide de la synthèse de contrôleurs discrets et
une comparaison est effectuée. Ensuite, la couche d’abstraction est mise en œuvre.
Contrôleur sous la forme de règles Pour réaliser les objectifs de la pièce,
trente deux règles LINC ont d’abord été écrites. Chaque règle vérifie des conditions
et envoie une commande à un actionneur. Les règles sont regroupées en cinq sous-
ensembles : Luminosité, Bruit, Qualité de l’air, Température et Confidentialité.
Luminosité : ce sous-ensemble contient cinq règles qui envoient des commandes
au volet et à la lampe pour maintenir la luminosité de la pièce entre 500 et 600 lux
lorsqu’une présence est détectée. Ces règles sont : RL1, RL2, RL3, RL4 et RL5.
La règle RL1 est présentée au Listing 6.7. Cette règle vérifie d’abord si le volet
est fermé et une présence est détectée. Ensuite, elle lit la valeur de la luminosité
extérieure dans la variable lumExt_val et utilise l’opérateur INLINE_ASSERT de
LINC pour vérifier si elle est comprise entre 500 et 600 lux. Si ce n’est pas le cas,
l’exécution de la règle s’arrête. Sinon, la règle envoie la commande ouvrir au volet et
met à jour son état logique. Cela est effectué de façon atomique, avec une transaction.
La règle RL2 allume la lampe lorsqu’une présence est détectée et que la lumi-
nosité extérieure n’est pas comprise entre 500 et 600. La règle RL3 ferme le volet
lorsqu’il est ouvert, une présence est détectée et que la luminosité extérieure est
supérieure à 600 lux. RL4 éteint la lampe lorsqu’elle est allumée et qu’une présence
n’est plus détectée. RL5 éteint la lampe lorsqu’elle est allumée, une présence est
détectée et la luminosité extérieure est entre 500 et 600 lux et le volet est ouvert.
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[ "P i e c e 1 " , "E t a t " ] . r d ( "f e n e t r e 1 " , "o u v e r t e ") &
2 [ "Te losB" , "S e n s o r s " ] . r d ( "p r e s e n c e I n t 1 " , "True") &
[ "Te losB" , "S e n s o r s " ] . r d ( "b r u i t E x t 1 " , b r u i t E x t_v a l ) &
4 INLINE_ASSERT: b r u i t E x t_v a l > "80" &
: :
6 {
[ "P i e c e 1 " , "E t a t " ] . r d ( "f e n e t r e 1 " , "o u v e r t e ") ;
8 [ "Te losB" , "S e n s o r s " ] . r d ( "p r e s e n c e I n t 1 " , "True") ;
[ "Te losB" , "S e n s o r s " ] . r d ( "b r u i t E x t 1 " , b r u i t E x t_v a l ) ;
10 [ "EnOcean" , "Ac t u a t o r s " ] . put( "f e n e t r e 1 " , "f e rm e r ") ;
[ "P i e c e 1 " , "E t a t " ] . get ( "f e n e t r e 1 " , "o u v e r t e ") ;
12 [ "P i e c e 1 " , "E t a t " ] . put( "f e n e t r e 1 " , "f e rmee") ;
} .
Listing 6.8 – Exemple de règle de bruit
Bruit : ce sous-ensemble contient deux règles RB1 et RB2. La règle RB1 ferme
la fenêtre lorsqu’elle est ouverte, une présence est détectée dans la pièce et le bruit
extérieur est supérieur à 80 dB. RB2, quant à elle, ferme la porte lorsqu’elle est
ouverte, une présence est détectée et que le bruit du couloir est supérieur à 80 dB.
Le Listing 6.8 présente la règle RB1. Elle vérifie d’abord si la fenêtre est ouverte
et une présence est détectée. Ensuite, elle lit le niveau du bruit extérieur et vérifie
s’il est supérieur ou égal à 80 dB. Si c’est le cas, elle ferme la fenêtre, en effectuant
un put sur le sac Actuators de l’objet EnOcean, et met à jour son état logique.
Qualité de l’air : ce sous-ensemble contient douze règles. Deux de ces règles
empêchent le fait que la pièce soit polluée par le CO2 extérieur et le pollen, en
fermant la fenêtre. Les neuf autres règles envoient des commandes au volet, à la
fenêtre et à la ventilation mécanique. Elles spécifient quand est ce que la fenêtre doit
être ouverte, le volet doit être ouvert, la ventilation mécanique doit être démarrée
et quand est ce qu’elle doit être arrêtée. Le nombre de règles est égal à neuf car il
faut considérer tous les cas possibles. Par exemple, utiliser le volet et la fenêtre pour
ventiler la pièce, lorsque cela est nécessaire, requiert de considérer trois cas :
— le volet et la fenêtre sont tous les deux fermés, dans ce cas il faut les ouvrir ;
— le volet est fermé et la fenêtre est ouverte, dans ce cas il faut ouvrir le volet ;
— le volet est ouvert et la fenêtre est fermée, dans ce cas il faut ouvrir la fenêtre.
Le Listing 6.9 présente la règle qui éteint la ventilation mécanique lorsque le
CO2 de la pièce est devenu inférieur à 600 ppm. Cette règle vérifie d’abord si la
ventilation mécanique est allumée et lit la valeur du CO2. Ensuite, elle vérifie que
la valeur est inférieure à 600 ppm, éteint la ventilation et change son état logique.
Température : ce sous ensemble contient dix règles qui permettent de refroidir
et de réchauffer la pièce, en envoyant des commandes au volet, à la fenêtre et au
climatiseur réversible lorsque les conditions qu’elles vérifient sont vraies. Ces règles
spécifient quand est ce que : la fenêtre (resp. le volet) doit être ouverte (resp. ouvert),
le climatiseur doit être démarré (en mode chauffage ou refroidissement) et arrêté.
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1 [ "P i e c e 1 " , "E t a t " ] . r d ( "v e n t i lMe c 1" , "demar re") &
[ "Te losB" , "S e n s o r s " ] . r d ( "CO2Int1" , CO2Int_val) &
3 INLINE_ASSERT: CO2Int_val < "600" &
: :
5 {
[ "P i e c e 1 " , "E t a t " ] . r d ( "v e n t i lMe c 1" , "demar re") ;
7 [ "Te losB" , "S e n s o r s " ] . r d ( "CO2Int1" , CO2Int_val) ;
[ "EnOcean" , "Ac t u a t o r s " ] . put( "v e n t i lMe c 1" , "a r r e t e r ") ;
9 [ "P i e c e 1 " , "E t a t " ] . get ( "v e n t i lMe c 1" , "demar re") ;
[ "P i e c e 1 " , "E t a t " ] . put( "v e n t i lMe c 1" , "a r r e t e ") ;
11 } .
Listing 6.9 – Exemple de règle de qualité de l’air
1 [ "P i e c e 1 " , "E t a t " ] . r d ( "v o l e t 1 " , "f e rme") &
[ "P i e c e 1 " , "E t a t " ] . r d ( "f e n e t r e 1 " , "f e rmee") &
3 [ "Te losB" , "S e n s o r s " ] . r d ( "p r e s e n c e I n t 1 " , "True") &
[ "Te losB" , "S e n s o r s " ] . r d ( "temp In t1" , t emp In t_va l ) &
5 INLINE_ASSERT: t empIn t_va l > "27"&
[ "Te losB" , "S e n s o r s " ] . r d ( "tempExt1" , tempExt_val) &
7 INLINE_ASSERT: tempExt_val < tempIn t_va l
: :
9 {
[ "Te losB" , "S e n s o r s " ] . r d ( "p r e s e n c e I n t 1 " , "True")
11 [ "Te losB" , "S e n s o r s " ] . r d ( "temp In t1" , t emp In t_va l ) ;
[ "Te losB" , "S e n s o r s " ] . r d ( "tempExt1" , tempExt_val) ;
13 [ "EnOcean" , "Ac t u a t o r s " ] . put( "v o l e t 1 " , "o u v r i r ") ;
[ "EnOcean" , "Ac t u a t o r s " ] . put( "f e n e t r e 1 " , "o u v r i r ") ;
15 [ "P i e c e 1 " , "E t a t " ] . get ( "v o l e t 1 " , "f e rme") ;
[ "P i e c e 1 " , "E t a t " ] . put( "v o l e t 1 " , "o u v e r t ") ;
17 [ "P i e c e 1 " , "E t a t " ] . get ( "f e n e t r e 1 " , "f e rmee") ;
[ "P i e c e 1 " , "E t a t " ] . put( "f e n e t r e 1 " , "o u v e r t e ") ;
19 } .
Listing 6.10 – Exemple de règle de température
Le Listing 6.10 présente la règle qui ouvre le volet et la fenêtre pour refroidir
la pièce. Cette règle vérifie d’abord si le volet est fermé, la fenêtre est fermée et
une présence est détectée dans la pièce. Ensuite, elle lit la valeur de la température
intérieure et vérifie si elle est supérieure à 27˚C. Ensuite, la règle lit la valeur de la
température extérieure et vérifie si elle est inférieure à la température intérieure. Si
c’est le cas, la règle ouvre le volet et la fenêtre et met à jour leurs états logiques.
Confidentialité : ce sous-ensemble est constitué de trois règles qui ferment le vo-
let, la fenêtre et la porte de la pièce durant une réunion confidentielle. Le listing 6.11
présente la règle qui ferme la porte. Cette règle vérifie si la porte est ouverte et une
réunion confidentielle est en cours puis elle ferme la porte et change son état logique.
Les règles écrites pour réaliser les objectifs de la pièce Piece1 contiennent qua-
rante deux conflits potentiels. Des exemples de tels confits sont :
— sur la fenêtre : ouvrir pour refroidir la pièce et fermer du fait du pollen ;
— sur le volet : ouvrir pour éclairer la pièce et fermer pour la confidentialité ;
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1 [ "P i e c e 1 " , "E t a t " ] . r d ( "p o r t e 1 " , "o u v e r t e ") &
[ "P i e c e 1 " , "Agenda" ] . r d ( "True" , "True" , "")
3 : :
{
5 [ "P i e c e 1 " , "E t a t " ] . r d ( "p o r t e 1 " , "o u v e r t e ") ;
[ "P i e c e 1 " , "Agenda" ] . r d ( "True" , "True" , "") ;
7 [ "EnOcean" , "Ac t u a t o r s " ] . put( "p o r t e " , "f e rm e r ") ;
[ "P i e c e 1 " , "E t a t " ] . get ( "p o r t e 1 " , "o u v e r t e ") ;
9 [ "P i e c e 1 " , "E t a t " ] . put( "p o r t e 1 " , "f e rmee") ;
} .
Listing 6.11 – Exemple de règle de confidentialité
— sur la fenêtre : ouvrir pour ventiler la pièce et fermer du fait du bruit extérieur.
Pour garantir la fiabilité comportementale, les conflits ont été résolus, manuelle-
ment. Pour chaque conflit potentiel, une ou plusieurs opérations rd ont été ajoutées
dans la précondition des règles impliquées, pour s’assurer qu’elles ne seront pas dé-
clenchées au même instant, et de nouvelles règles ont été définies. Par exemple,
la règle de luminosité RL1 a été modifiée comme suit : elle vérifie si une réunion
confidentielle n’est pas en cours avant d’ouvrir le volet. Une nouvelle règle a été ra-
joutée pour allumer la lampe durant une réunion confidentielle lorsque la luminosité
extérieure est comprise entre 500 et 600 lux. La raison est que RB1 ne sera pas
déclenchée.
Au total, quarante et une conditions supplémentaires ont été ajoutées sur onze
règles (34.37%) parmi trente deux et quatorze autres règles ont été ajoutées (43,75%).
Contrôleur basé sur la synthèse de contrôleurs discrets Un programme
H/BZR, permettant de réaliser les objectifs de la pièce à l’aide de la synthèse de
contrôleurs discrets, est d’abord défini. Ensuite, ce programme est compilé et le step
généré est exécuté dans une règle template. Enfin, une instance de la règle template
est générée à partir des informations sur les capteurs et actionneurs de la pièce.
Le programme H/BZR de la pièce est constitué d’un automate pour chaque
type d’actionneur et d’un contrat qui réalise les objectifs. Chaque automate décrit
les états du type d’actionneur, ses transitions d’états et ses effets sur les paramètres
d’environnement qui sont considérés (luminosité, bruit, CO2, température, pollen et
air). L’automate modélisant le comportement de la lampe (resp. du volet) est celui
qui est présenté à la Figure 4.11 (resp. la Figure 4.12) du chapitre 4.
La Figure 6.4 présente l’automate qui modélise la porte. Cet automate a deux
états et deux transitions. Chaque état est associé à deux équations pour produire la
commande de la porte et spécifier son effet sur le niveau de bruit d’une pièce. Par
exemple, à l’état Ouverte, la porte introduit le bruit du couloir dans la pièce. Les ef-
fets de la porte sur les autres paramètres de l’environnement (air, CO2, température,
luminosité) ne sont pas pris en compte car les capteurs correspondants ne sont pas
installés dans le couloir. Les transitions qui vont d’un état à un autre sont associées
à not c. Cela permet d’ouvrir ou de fermer la porte seulement si nécessaire. Cela
est rendu possible par le fait que le contrôleur généré est déterministe et il favorise
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Porte(c, c_bruit) = cmd, bruit 
Fermee Ouverte
         not c
         not c
cmd = fermer   null
bruit = 0
cmd = ouvrir    null
noise = bruit = c_bruit
Figure 6.4 – Automate d’une porte
Arrete Refroidit
Rechau e
ClimRev(c1, c2) = cmd, refroid, rechauf
cmd = arreter   null
refroid = false
rechauf = false
cmd = modeRf   null
refroid = true
rechauf = false








  not c1
Figure 6.5 – Automate d’un climatiseur réversible
la valeur true à la valeur false pour une variable contrôlable booléenne.
La Figure 6.5 montre l’automate modélisant le climatiseur réversible (climRev).
Cet automate a trois états et six transitions. Chaque état est associé à trois équa-
tions pour produire le commande du climRV et spécifier ses effets sur la pièce. Par
exemple, à l’état Arrete, le climRV ne refroidit pas et ne chauffe pas la pièce. Cet
automate possède deux entrées c1 et c2. La raison est que, à chaque état, trois
transitions peuvent être déclenchées (deux transitions qui quittent l’état et une qui
permet de rester). Pour associer une expression booléenne différente à chacune des
trois transitions d’un état, au moins deux variables sont nécessaires. Par exemple,
lorsque l’état Arrete est activé, si l’entrée c1 est égale à false, l’automate va dans
à l’état Refroidit. Si c2 est égale à false, il va dans l’état Rechauffe. Si c1 et c2
sont toutes les deux égales à true, l’automate reste dans l’état Arrete. Enfin, si c1
et c2 sont toutes les deux égales à false, la transition qui a été déclarée en premier
est choisie. Le fait d’associer not c1 et not c2 (resp. c1 et c2) aux transitions qui
quittent (resp. arrivent à) l’état Arrete spécifie qu’il est préférable de maintenir le
climRV à l’état Arrete pour minimiser la consommation d’énergie.
La Figure 6.6 présente l’automate modélisant la ventilation mécanique (VM).
Cet automate a trois états. Chaque état est associé à trois équations pour produire
la commande de la VM et spécifier son effet sur le CO2 de la pièce. Par exemple, à
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Arrete Mode1
Mode2
VM(c1, c2) = cmd, ventil, rapidventil
cmd = arreter    null
ventil = false
rapidventil = false
cmd = mode1    null
ventil = true
rapidventil = false









Figure 6.6 – Automate d’une ventilation mécanique
Fenetre(c, i_co2, i_temp, e_co2, e_temp, e_bruit, o_pollen, air) =










cmd = ouvrir    null
ventil = air and e_temp < i_temp 
rechauf = air  and e_temp > i_temp 
refroid = air and o_temp < i_temp
poll = air and e_co2 > 500  or e_pollen >80
bruit = e_bruit
Figure 6.7 – Automate d’une fenêtre
l’état Arrete, la VM ne ventile pas la pièce. Au Mode1, elle ventile la pièce mais pas
rapidement, comme au Mode2. Les transitions qui partent de Arrete sont associées
à not c1 et not c2 pour spécifier qu’il est préférable de ne pas utiliser la VM.
La Figure 6.7 présente l’automate qui modélise une fenêtre. Cet automate a deux
états. Chaque état est associé à cinq variables pour spécifier les effets de la fenêtre
sur différents paramètres d’une pièce. A l’état Fermee, la fenêtre ne permet pas de
ventiler, réchauffer ni refroidir la pièce. Elle ne pollue pas la pièce et n’y introduit
pas le bruit extérieur. Les transitions qui conduisent à un état différent sont associés
à not c pour spécifier que la fenêtre ne doit être ouverte ou fermée que si nécessaire.
La Figure 6.8 présente le nœud H/BZR qui contient le contrat. Ce contrat spé-
cifie, de façon déclarative, les objectifs de la pièce et des variables contrôlables.
Ces variables correspondent aux entrées des automates dont les valeurs ne sont pas
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Piece(i_presence, i_temp, i_co2, e_temp, e_co2, e_lum, e_noise, 
e_pollen, co_bruit, reunion, con d, entre2Reunions) returns 
( cmd_volet, cmd_fenetre, cmd_porte, cmd_lampe, cmd_VM, cmd_climRev)
contract  enforce
i_presence  => lum in [500,600]
i_presence   => bruit < 80
(i_presence and i_temp ≤ 17)  => rechauf
(i_presence and i_temp ≥ 27)  => refroid
(i_presence and i_CO2  ≥ 800)  => ventil
(reunion and con d)   => (volet Ferme and fenetre Fermee and porte Fermee)
entre2Reunions =>  rapidventil
not pollution
with (c1_lampe, c2_lampe, c1_climRev, c2_climRev, c1_VM, c2_VM,
       c_volet, c_fenetre, c_porte)
(cmd_volet, lum_volet, air) = Volet(c_volet, e_lum);
(cmd_lampe, lum_lampe) = Lampe(c1_lampe, c2_lampe);
(cmd_porte, bruit_porte) = Porte(c_porte, co_bruit);
cmd_climRev, refroid_climRev, rechauf_climRev) = ClimRev(c1_climRev, c2_climRev);
(cmd_VM, ventil_MV,rapidventil) = VM(c1_VM, c2_VM);
(cmd_fenetre, ventil_fenetre, rechauf_fenetre, refroid_fenetre, pollution, bruit_fenetre) 
= Fenetre(c_fenetre, i_co2, i_temp, e_co2, e_temp, e_noise, e_pollen, air);
lum = lum_volet + lum_lampe;
bruit = bruit_porte + bruit_fenetre;
refroid = refroid_fenetre or refroid_climRev;
rechauf = rechauf_fenetre or rechauf_climRev;
ventil = ventil_fenetre or ventil_VM 
# equations
Figure 6.8 – Nœud H/BZR avec le contrat de la pièce Piece1
fournies par les capteurs ou l’agenda. L’objectif d’économie d’énergie (éclairage,
chauffage, ventilation et refroidissement naturels sont préférés) est exprimé en dé-
clarant les variables contrôlables du volet et de la fenêtre après celles de la lampe,
du climRev et de la MV. L’ensemble des objectifs sera réalisé par la synthèse de
contrôleurs discrets. Cela permet d’éviter les conflits et les violations d’objectifs.
Le Listing 6.12 montre la règle template qui a été générée pour exécuter le step
qui résulte de la compilation du programme H/BZR de la pièce. La règle instance
de la pièce n’est pas présentée. Elle est générée comme décrite à la section 6.1.3.3.
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[ Obj , " S e n s o r s " ] . r d ( i d , i_pres_id_va l ) &
2 [ Obj , " S e n s o r s " ] . r d ( i d , i_temp_id_val) &
[ Obj , " S e n s o r s " ] . r d ( i d , i_co2_id_val) &
4 [ Obj , " S e n s o r s " ] . r d ( i d , e_temp_id_val) &
[ Obj , " S e n s o r s " ] . r d ( i d , e_co2_id_val) &
6 [ Obj , " S e n s o r s " ] . r d ( i d , e_lum_id_val) &
[ Obj , " S e n s o r s " ] . r d ( i d , e_bru i t_ id_va l ) &
8 [ Obj , " S e n s o r s " ] . r d ( i d , e_po l l en_id_va l ) &
[ Obj , " S e n s o r s " ] . r d ( i d , co_bru i t_id_va l ) &
10 [ " P i e c e " ,"Agenda" ] . r d ( r e un i on , c o n f i d , e n t r e 2Reun i o n s ) &
INLINE_COMPUTE: e n t r e e s = "(%s ,%s ,%s ,%s ,%s ,%s ,%s ,%s ,%s ,%s ,%s ,%s ) "
%(i_pres_id_va l ,
12 i_temp_id_val , i_co2_id_val , e_temp_id_val , e_co2_id_val ,
e_lum_id_val , e_bru i t_id_va l , e_po l l en_id_va l ,
14 co_noise_id_val , r e un i on , c o n f i d , e n t r e 2Reun i o n s ) &
[ " HBZR" ,"S tep" ] . r d ( e n t r e e s , e t a tCou ran t , commandes) &
16 INLINE_COMPUTE: cmd_volet , cmd_fenetre , cmd_porte , cmd_lampe,
cmd_VM, cmd_climRev = e v a l ( commands)
18 : :
{
20 #o p e r a t i o n s r d pou r v e r i f i e r l e s v a l e u r s d e s donnees
[ Obj , " A c t u a t o r s " ] . pu t ( i d , cmd_volet) ;
22 [ Obj , " A c t u a t o r s " ] . pu t ( i d , cmd_fenetre) ;
[ Obj , " A c t u a t o r s " ] . pu t ( i d , cmd_porte) ;
24 [ Obj , " A c t u a t o r s " ] . pu t ( i d , cmd_lampe) ;
[ Obj , " A c t u a t o r s " ] . pu t ( i d , cmd_VM) ;
26 [ Obj , " A c t u a t o r s " ] . pu t ( i d , cmd_climRev) ;
[ " HBZR" ,"S tep" ] . pu t ( e n t r e e s , e t a tCou ran t , " " ) ;
28 } .
Listing 6.12 – Règle template de la pièce Piece1
Comparaison des deux types de contrôleurs Lors de la mise en œuvre du
contrôleur sous la forme de règles LINC, il a fallu considérer tous les cas possibles
pour écrire un ensemble de règles complet. Il a aussi été nécessaire de modifier
l’ensemble de règles pour éviter les conflits. Cela a été effectué en ajoutant des
conditions supplémentaires sur plusieurs règles et en écrivant de nouvelles règles.
Plusieurs itérations ont été faites pour s’assurer que tous les conflits ont été résolus.
Lors de la mise en œuvre à l’aide de la synthèse de contrôleurs discrets, il a
fallu concevoir un automate pour chaque type d’actionneur et définir les objectifs à
réaliser sous la forme d’un contrat. Cela a permis la génération d’un contrôleur. Il
n’a pas été nécessaire de considérer tous les cas possibles et de résoudre des conflits.
Cela est effectué, en mode hors ligne, par l’algorithme de synthèse de contrôleurs
discrets. Par conséquent, le coût de la synthèse du contrôleur, même s’il est élevé,
est un coût hors ligne. De plus, cela garantit l’absence de conflits et de violations.
Mise en œuvre de la couche d’abstraction La couche d’abstraction est
constituée de deux objets PUTUTU : TeloB et EnOcean. Ces objets permettent
respectivement de communiquer avec les capteurs et les actionneurs de la pièce.
Démonstrateur Pour illustrer la boucle de la pièce Piece1, un démonstrateur a
été mis en œuvre. Le but est de réaliser les objectifs relatifs à la luminosité et à la









Figure 6.9 – Démonstrateur
confidentialité avec des capteurs et actionneurs concrets. Ces objectifs sont : présence
⇒ luminosité dans [500 600] lux et réunion confidentielle⇒ pièce complètement
fermée. Le démonstrateur, comme représenté sur la Figure 6.9, est constitué :
— d’une prise intelligente Plugwise [106] : elle est utilisée pour allumer ou
éteindre automatiquement la lampe. Cela est fait en effectuant l’opération
put(id, commande) sur le sac Actionneurs de l’objet PUTUTU Plugwise ;
— d’un commutateur EnOcean [43] : il est utilisé comme un capteur de
présence. Le commutateur a un bouton qui peut être pressé pour émuler une
présence. La valeur du commutateur (présence détectée ou non) est obtenue
en effectuant l’opération rd(id,val) sur le sac Sensors l’objet EnOcean ;
— d’une interface graphique : elle est utilisée pour émuler le volet. Un sac
est créé pour envoyer une commande au volet. L’insertion d’un tuple, (id,
commande) dans ce sac, montre l’action correspondante (ouvrir, fermer) sur
l’interface ;
— d’une Raspberry Pi : elle est utilisée pour exécuter la règle du contrôleur et
les objets de la couche d’abstraction Elle est connectée à la prise intelligente et
au commutateur à travers deux dongles de type égal à Plugwise et EnOcean.
Deux sacs (LuminositeExt et Agenda) contenus dans un objet (Piece) ont été créés
pour émuler un capteur de luminosité extérieur et un agenda pour les réunions.
Plusieurs scénarios ont été effectués pour valider le démonstrateur. Un des scé-
narios contient un conflit (présence détectée, luminosité extérieure entre [500, 600]
lux et réunion confidentielle en cours). D’autres scénarios contiennent des erreurs
de communication ou des panes matérielle (p. ex., prise débranchée). Dans tous les
cas, il n’y avait pas de conflits et pas d’inconsistances. Trois exemples de scénarios
sont :
— Premier scénario : le bouton du commutateur a été pressé pour émuler une
présence, dans la pièce, et la luminosité extérieure a été fixée à 500 lux en
insérant le tuple ("500") dans le sac LuminositeExt. Une réunion confiden-
tielle a été également émulée en insérant le tuple ("reunionConfidentielle")
dans le sac Agenda. Dans ces conditions, le contrôleur a allumé la lampe et
fermé le volet. Le conflit qui consiste à ouvrir le volet pour la lumière du jour
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Table 6.3 – Comparaison des temps de synthèse de contrôleurs
Pièces considérées Temps de synthèse
Piece1 (6 actionneurs/65 variables) 1.4 s
Piece2 (12 actionneurs/101 variables) 31 s
Piece3 (18 actionneurs/137 variables) 797 s
Piece4 (24 actionneurs /173 variables) 4888 s
Piece5 (48 actionneurs/353 variables) 10920 s
et le fermer au même instant du fait d’une réunion confidentielle a été évité.
— Deuxième scénario : il a été effectué juste après le premier scénario. La
présence était encore détectée, la luminosité extérieure était égale à 500 lux,
le volet était fermé et la lampe allumée. Dans ce contexte, la fin de la réunion
confidentielle a été émulée en supprimant le tuple ("reunionConfidentielle")
du sac Agenda et en insérant le nouveau tuple ("pasDeReunionConfiden-
tielle"). Cela a ouvert le volet et éteint la lampe pour économiser de l’énergie.
— Troisième Scénario : il a été effectué après le deuxième scénario. La pré-
sence était encore détectée, la lampe éteinte et le volet ouvert. La luminosité
extérieure a été fixée à 700 lux. De plus, une panne a été émulée sur la lampe
(la prise intelligente a été débranchée). Dans ce cas, le contrôleur décide de
fermer le volet et d’allumer la lampe pour maintenir la luminosité entre 500
et 600 lux. Comme la lampe n’est pas accessible, la transaction a échoué et
l’inconsistance qui consiste à supposer que la lampe a été allumée n’est pas
survenue. La règle est conçue de sorte qu’elle envoie un SMS à la maintenance.
Mise en œuvre de boucles pour quatre autres pièces Quatre autres pièces
(Piece2, Piece3, Piece4, Piece5) possédant les mêmes types d’actionneurs et de
capteurs que la pièce Piece1 et qui doivent réaliser les même objectifs sont consi-
dérées. La Piece2 possède deux volets, deux fenêtres, deux lampes, une porte, un
climatiseur réversible et une ventilation mécanique. Piece3 a, par rapport à la pièce
Piece2, deux autres lampes, fenêtres et volets, et ainsi de suite jusqu’à Piece5.
Une boucle avec un contrôleur basé sur la synthèse de contrôleurs discrets à été
mis en œuvre pour chaque pièce. Le Tableau 6.3 présente les temps de synthèse des
différents contrôleurs, sur une ressource de calcul de 15 Go de RAM avec un proces-
seur i7 (3.4 GHZ). Le Tableau illustre le fait que le temps de synthèse augmente de
façon exponentielle avec le nombre de variables qui sont utilisées dans le modèle du
système considéré. Ce coût peut être réduit par la synthèse de contrôleurs discrets
modulaire [35]. Cela a été effectué dans [127] pour les mêmes pièces de bureau.
6.3 Conclusion
Ce chapitre a présenté l’implémentation du support intergiciel SICODAF avec
des outils concrets et sa validation expérimentale à l’aide de deux études de cas.
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L’implémentation a été effectuée avec l’intergiciel transactionnel LINC, le lan-
gage Heptagon/BZR, basé sur des systèmes de transitions et supportant la syn-
thèse de contrôleurs discrets, et l’environnement d’abstraction PUTUTU. LINC a
été d’abord combiné à Heptagon/BZR pour fournir les deux formes de fiabilité :
fiabilité d’exécution et fiabilité comportementale. Ensuite les deux types de boucles
(boucles de déploiement et boucles applicatives) ont été implémentés. Pour la boucle
de déploiement, l’implémentation est relative au langage de description de systèmes,
à la couche d’abstraction et au générateur de règles exécutant la fonction de transi-
tions du contrôleur. Le langage de description a été implémenté avec l’environnement
Eclipse Xtext, la couche d’abstraction avec LINC et le générateur de règles en Py-
thon. Cette implémentation est partielle car le générateur de modèle comportemental
(un programme Heptagon/BZR) à partir du fichier de description d’un système et
de ses objectifs n’a pas encore été développé. L’implémentation de boucles applica-
tives a été effectuée dans le contexte du bâtiment intelligent. Elle est relative à la
couche d’abstraction, basée sur PUTUTU, et à deux générateurs de règles exécutant
la fonction de transitions du contrôleur : une règle template et son instance.
Pour la validation de SICODAF, deux études de cas ont été présentées. La
première est relative au déploiement d’un système de traitement de données et la
deuxième est relative à la conception d’une pièce de bureau intelligente. Pour cha-
cune de ces études de cas, le système considéré et ses objectifs ont été décrits. En-
suite, une boucle de déploiement (resp. une boucle applicative) a été mise en œuvre
pour le système de traitement de données (resp. la pièce de bureau intelligente).
Enfin, le comportement de chacune des deux boucles a été présenté. Cela a permis
d’illustrer le fait que SICODAF supporte l’adaptation autonome des systèmes en





Cette thèse s’est intéressée aux systèmes adaptatifs, à leur fiabilité par rapport
à la prise des décisions d’adaptation et à l’exécution des actions correspondantes.
Dans ce contexte, elle a proposé un support intergiciel qui permet de concevoir et de
déployer des systèmes adaptatifs à l’aide de systèmes de transitions pour la fiabilité
comportementale et d’un intergiciel transactionnel pour la fiabilité d’exécution.
7.1.1 Rappel du contexte et de la problématique
Les systèmes dans le contexte l’informatique pervasive et l’internet des objets
sont distribués et constitués de nombreuses entités hétérogènes. De tels systèmes
s’adaptent aux changements qui surviennent dans leur environnement et sont appe-
lés systèmes adaptatifs. L’adaptation de ces systèmes consiste à collecter des données
de leur environnement, les analyser pour prendre des décisions d’adaptation et exé-
cuter les actions correspondantes dans le but de réaliser leurs objectifs et rester
opérationnels. La conception de tels systèmes et leur déploiement sont rendus dif-
ficiles par plusieurs facteurs : la nature hétérogène et distribuée de ces systèmes,
le risque de décisions d’adaptation conflictuelles et d’inconsistances (le fait de sup-
poser qu’une action est effectuée alors qu’elle ne l’est pas). Les inconsistances sont
causées, à l’exécution, par des erreurs de communication et des pannes matérielles.
De nombreuses solutions ont été proposées pour la conception et le déploiement
de systèmes adaptatifs. Du fait de la nature distribuée de ces systèmes, plusieurs
solutions utilisent un intergiciel. La plupart de ces solutions permettent d’éviter les
décisions conflictuelles. Certaines solutions permettent de détecter les inconsistances
et d’autres permettent de les éviter. Il y a un besoin de solutions qui permettent à la
fois d’éviter les décisions conflictuelles, de détecter les inconsistances et d’empêcher,
dans le cas où les inconstances peuvent être évitées, le fait qu’elles surviennent.
7.1.2 Contribution de la thèse
Cette thèse a proposé un support intergiciel, appelé SICODAF, pour la concep-
tion et le déploiement de systèmes adaptatifs fiables et autonomes. Ce support in-
tergiciel est basé sur les principes du calcul autonomique. Il permet de concevoir et
de déployer un système adaptatif sous la forme d’une boucle autonomique qui com-
bine deux formes de fiabilité : une fiabilité comportementale (absence de décisions
d’adaptation conflictuelles) et une fiabilité d’exécution (absence d’inconsistances).
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Une boucle conçue à l’aide de SICODAF est constituée d’une couche d’abstrac-
tion pour l’hétérogénéité du système, d’un mécanisme d’exécution transactionnelle
pour éviter les inconsistances et d’un contrôleur pour la prise de décisions d’adap-
tation qui sont correctes et cohérentes. Le contrôleur peut être basé sur des règles,
sur le contrôle continu ou le contrôle discret. Une telle boucle peut être une boucle
de déploiement ou une boucle applicative et peut être conçue de façon manuelle par
le développeur, en suivant une méthodologie décrite par SICODAF. Elle peut aussi
être conçue de façon semi-automatique. Dans ce cas, les composants de la boucle
sont générés à partir d’un fichier de description du système et de ses objectifs.
SICODAF permet également la reconfiguration du contrôleur d’une boucle pour
gérer les changements d’objectifs qui peuvent survenir dans le système. Il permet
aussi d’intégrer dans une boucle, un système de détection de pannes matérielles.
Enfin, SICODAF permet la mise en œuvre de boucles multiples pour la concep-
tion et le déploiement des systèmes adaptatifs qui sont constitués d’un nombre élevé
d’entités ou qui requièrent différents types de contrôleurs. Les boucles multiples
peuvent être composées selon trois modes (parallèle, coordonné et hiérarchique).
SICODAF a été mis en œuvre puis validé avec trois études de cas dont deux dans
le domaine du bâtiment intelligent. Ces études de cas ont montré que le support
intergiciel permet l’adaptation autonome des systèmes et garantit leur fiabilité.
7.2 Perspectives
Les perspectives de cette thèse consistent, dans un premier temps, à permettre
l’utilisation de SICODAF dans d’autres domaines d’application ou pour gérer d’autres
problématiques. Ensuite, les perspectives consistent en l’extension de SICODAF.
L’objectif est d’étendre la classe de systèmes considérés et de fournir aux dévelop-
peurs plus de support pour la conception automatisée de boucles autonomiques.
7.2.1 SICODAF pour d’autres domaines ou problématiques
SICODAF peut être utilisé dans d’autres domaines d’application tels que les
maisons, les usines et les villes intelligentes. Les différences entre ces domaines d’ap-
plication et celui qui est considéré actuellement, le bâtiment intelligent, sont les
entités à contrôler et leur modélisation. Par exemple, dans une maison intelligente,
il faudrait considérer des entités telles que les machines à laver, les fours et les micro-
ondes. Dans sa version actuelle, SICODAF permet aux développeurs de concevoir
de façon manuelle une boucle pour un système de ces domaines, en suivant la mé-
thodologie de conception décrite. Il serait intéressant de proposer un langage de
spécification pour chacun de ces domaines. Cela permettrait à un développeur de
décrire le système considéré et de générer, de façon automatique, la boucle associée.
SICODAF pourrait aussi être utilisé dans d’autres domaines tels que le déploiement
dans le contexte de l’informatique en nuage ou les grilles de calcul, comme dans [19].
SICODAF pourrait également être utilisé pour répondre à d’autres probléma-
tiques tels que la sécurité des systèmes. Une boucle pourrait être conçue pour pro-
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téger un système contre les attaques malicieuses. Dans ce cas, la boucle collecte des
données du système et les analyse pour détecter des attaques. Ensuite, elle décide
de la mesure de protection à appliquer et exécute les actions correspondantes.
7.2.2 Extension de SICODAF
Les extensions qu’il serait intéressant d’apporter à SICODAF sont relatives à
l’amélioration de la boucle générique et la conception automatique de boucles.
7.2.2.1 Améliorations de la boucle générique
Les améliorations pouvant être apportées à la boucle générique sont :
— L’extension de la classe de systèmes considérés : les systèmes considé-
rés dans la version actuelle de SICODAF sont constitués d’une application
devant être déployée sur une plateforme d’exécution. Un tel système est un
cas particulier. En général, plusieurs applications avec des caractéristiques et
des contraintes différentes et doivent être déployées sur la même plateforme
d’exécution. Il serait intéressant de considérer cette classe de systèmes et de
proposer une approche pour l’allocation des ressources à ces applications ;
— Permettre l’adaptation prédictives des systèmes : dans la version ac-
tuelle de SICODAF, l’adaptation des systèmes est réactive. Les données col-
lectées correspondent aux changements qui surviennent dans l’environnement
et sont utilisées pour la prise des décisions d’adaptation. Il serait intéressant
de proposer une approche permettant d’anticiper les changements et d’adap-
ter les systèmes en conséquence. Une telle approche requiert d’abord de dé-
finir pour un système, les changements qui doivent être anticipés en fonction
des objectifs à réaliser. Ensuite, à définir comment l’occurrence d’un tel chan-
gement peut être prédit en fonction de l’état du système et des données ;
— La proposition d’une approche permettant l’exécution distribuée
des boucles hiérarchiques : Dans la version actuelle de SICODAF, lorsque
les boucles hiérarchiques sont conçues à l’aide de la synthèse de contrôleurs
discrets modulaire, leur exécution est centralisée. Une règle invoque la fonc-
tion de transitions principale qui exécute toute les autres fonctions de tran-
sitions. Il serait intéressant de proposer une approche permettant l’exécution
distribuée des contrôleurs de boucles hiérarchiques, comme illustrée dans [34].
7.2.2.2 Conception automatique de boucles
Il serait intéressant de permettre la conception automatique de boucles par
— La proposition d’un langage pour la description des d’un bâtiment
intelligent et de ses objectifs : dans la version actuelle de SICODAF, le
développeur fournit un modèle de l’environnement sous la forme d’un système
de transitions. Ce modèle est ensuite utilisé pour générer le contrôleur à
l’aide de la synthèse de contrôleurs discrets. La fiabilité d’un tel contrôleur
dépend du modèle de l’environnement fourni par le développeur. Il serait
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intéressant de proposer un outil qui permet aux développeurs de choisir,
dans une liste prédéfinie, les types d’actionneurs et capteurs installés dans
le bâtiment considéré et de définir les objectifs à réaliser. Cet outil devra
ensuite générer le modèle de l’environnement puis le contrôleur de la boucle ;
— La proposition d’une approche pour la conception systématique ou
automatisée de contrôleurs basés sur la théorie du contrôle continu :
la conception de contrôleurs basé sur le contrôle continu pour des systèmes
logiciels (p. ex., pour la répartition des charges des ressources de calcul) n’est
pas une tâche facile. La raison est qu’il faut trouver un modèle de la dyna-
mique du système. Il serait intéressant de proposer une méthode permettant
d’automatiser la conception de tels contrôleurs, comme illustré dans [46] ;
— La proposition d’une approche pour la conception automatique de
boucles multiples : il serait intéressant de proposer une approche qui à
partir d’un fichier de description d’un système et de ses objectifs effectue
d’abord une analyse de dépendance entre les entités du système, en termes
de variables partagées ou en fonction des objectifs qui doivent être réalisés.
Ensuite, elle décompose le système en sous-systèmes et génère des boucles
multiples qui sont composées selon le mode de composition approprié. Le
mode de composition choisi devrait minimiser le coût d’exécution du système.
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Résumé
Dans le contexte de l’informatique pervasive et de l’internet des objets, les systèmes sont
hétérogènes, distribués et adaptatifs (p. ex., systèmes de gestion des transports, bâtiments
intelligents). La conception et le déploiement de ces systèmes sont rendus difficiles par leur
nature hétérogène et distribuée mais aussi le risque de décisions d’adaptation conflictuelles
et d’inconsistances à l’exécution. Les inconsistances sont causées par des pannes matérielles
ou des erreurs de communication. Elles surviennent lorsque des actions correspondant aux
décisions d’adaptation sont supposées être effectuées alors qu’elles ne le sont pas.
Cette thèse propose un support intergiciel, appelé SICODAF, pour la conception et le
déploiement de systèmes adaptatifs fiables. SICODAF combine une fiabilité comportemen-
tale (absence de décisions conflictuelles) au moyen de systèmes de transitions et une fiabilité
d’exécution (absence d’inconsistances) à l’aide d’un intergiciel transactionnel. SICODAF est
basé sur le calcul autonomique. Il permet de concevoir et de déployer un système adaptatif
sous la forme d’une boucle autonomique qui est constituée d’une couche d’abstraction, d’un
mécanisme d’exécution transactionnelle et d’un contrôleur. SICODAF supporte trois types
de contrôleurs (basés sur des règles, sur la théorie du contrôle continu ou discret). Il permet
également la reconfiguration d’une boucle, afin de gérer les changements d’objectifs qui
surviennent dans le système considéré, et l’intégration d’un système de détection de pannes
matérielles. Enfin, SICODAF permet la conception de boucles multiples pour des systèmes
qui sont constitués de nombreuses entités ou qui requièrent des contrôleurs de types diffé-
rents. Ces boucles peuvent être combinées en parallèle, coordonnées ou hiérarchiques.
SICODAF a été mis en œuvre à l’aide de l’intergiciel transactionnel LINC, de l’environ-
nement d’abstraction PUTUTU et du langage Heptagon/BZR qui est basé sur des systèmes
de transitions. SICODAF a été également évalué à l’aide de deux études de cas.
Abstract
In the context of pervasive computing and internet of things, systems are heterogeneous,
distributed and adaptive (e.g., transport management systems, building automation). The
design and the deployment of these systems are made difficult by their heterogeneous and
distributed nature but also by the risk of conflicting adaptation decisions and inconsistencies
at runtime. Inconsistencies are caused by hardware failures or communication errors. They
occur when actions corresponding to the adaptation decisions are assumed to be performed
but are not.
This thesis proposes a middleware support, called SICODAF, for the design and the
deployment of reliable adaptive systems. SICODAF combines a behavioral reliability (ab-
sence of conflicting decisions) by means of transitions systems and an execution reliability
(absence of inconsistencies) through a transactional middleware. SICODAF is based on au-
tonomic computing. It allows to design and deploy an adaptive system in the form of an
autonomic loop which consists of an abstraction layer, a transactional execution mechanism
and a controller. SICODAF supports three types of controllers (based on rules, on conti-
nuous or discrete control theory). SICODAF also allows for loop reconfiguration, to deal
with changing objectives in the considered system, and the integration of a hardware failure
detection system. Finally, SICODAF allows for the design of multiple loops for systems that
consist of a high number of entities or that require controllers of different types. These loops
can be combined in parallel, coordinated or hierarchical.
SICODAF was implemented using the transactional middleware LINC, the abstrac-
tion environment PUTUTU and the language Heptagon/BZR that is based on transitions
systems. SICODAF was also evaluated using two case studies.
