A constrained Monte Carlo problem arises when one computes an expectation in the presence of a priori computable constraints on the expectations of quantities that are correlated with the estimand. This paper discusses different applications settings in which such constrained Monte Carlo computations arise, and establishes a close connection with the method of control variates when the constraints are of equality form.
INTRODUCTION
This paper is concerned with "constrained Monte Carlo" computation. In particular, suppose that we wish to compute an expectation of the form (11 = E X via a sampling-based method. In many applications settings, there exists a random vector Y, correlated with X , for which one has a priori knowledge that EY lies in some known set B . For example, if B is a singleton p, we are dealing with an equality constraint of the form EY = p . This, of course, is precisely the setting of the traditional method of control variates. However, as we shall see in Section 2, the set B can also describe inequality constraints, in which case a general methodology capable of dealing with both equality and inequality constraints on E Y is needed.
In this paper, we will show how inequality constraints can arise quite naturally in many applications. This is the subject of Section 2. In the remainder of the paper, we discuss one approach to the problem of constrained Monte Carlo, and show how the proposed methodology coincides asymptotically with the traditional method of control variates when B exclusively describes equality constraints. In particular, in Section 3, we describe a nonparametric maximum likelihood approach and relate its large-sample behavior to control variates. In Section 4, we illustrate our theory with an Asian option pricing example.
We are unaware of any previous literature on the problem of constrained Monte Carlo, at the level of generality described here. However, recent work by Avellaneda and his collaborators on a closely related "calibration" problem that arises in the finance context contains come ideas that parallel our proposals; see ; and Avellaneda and Gamba (2000) . Nevertheless, the theorem that we present in Section 3 appears to be new.
As mentioned above, this paper is largely concerned with motivating the need for constrained Monte Carlo methods (Section 2), providing an analysis of the proposed methodology in the context of equality constraints (Section 3), and giving numerical evidence of our results (Section 4). A complete discussion of constrained Monte Carlo in the inequality setting can be found in Szechtman and Glynn (200 1).
CONSTRAINED MONTE CARLO COMPUTATION
Suppose that we wish to compute a = E X , where X is a real-valued random variable. We assume that we can simulate independent and identically distributed (iid) replicates XI, X 2 , . . of the Rd-valued random vector X , where X = ( X I , . . . , X d ) and X I = X (where = denotes "equality in distribution"). In other words, the estimand X is just the first component of the simulatable random vector X .
Constrained Monte Carlo deals with the situation in which there exists a given set B 5 Rd for which it is known that E X E B . As mentioned in the Introduction, one important such context is the setting of equality constraints.
Pure equality constraints arise when it is known that Y ( X 2 , . . . , Xd) satisfies the constraint E Y = p E Etd-' with p given. This is the problem environment within which the traditional method of control variates is relevant. However, there are many applications contexts within which more complex constraints arise.
D D
Example 1 Suppose that we wish to compute the probability (11 = P ( A ) of the event A via importance sampling. In this context, the estimator X for a! takes the form X = I ( A ) L , where ] ( A ) is the indicator of the event A (i.e. ] ( A ) is 1 or 0, depending in whether or not the A occurs), and L is a suitable likelihood ratio; see, for example, Glynn and Iglehart (1989) . If we set 
for x 2 0. Note that if we let M , = max{Sk : 0 5 k p m ) be our (simulatable) approximation to M , P ( M > x ) can be approximately estimated by the estimator X = I ( M , > x). If pm = P ( M , > x), it follows that a sample mean formed from iid copies of X will have a standard deviation d p m ( l -p , ) / n , where n is the sample size. Given that
is valid under modest additional regularity conditions (Asmussen 1987, p. 269) , it follows that the bound (1) will be violated with substantial positive probability for values of n that are of equal or smaller order than exp(Q*x). Thus, this is a setting in which constrained Monte Carlo is potentially valuable, because the inequality constraint is likely to be active even for large sample sizes.
Example 3 There has been recent activity in exploiting the method of Lyapunov functions to obtain a priori bounds on steady-state expectations for Markov chains and processes; see, for example Bertsimas, Gamarnik, and Tsitsiklis (1998) ; Bertsimas, Gamarnik, and Tsitsiklis (2000) ; and Kumar and Kumar (1994) .
We offer here a different bound, with an elementary proof. To set the stage, let Z = ( Z , : n 2 0) be an Svalued (time-homogeneous) Markov chain, and let P be the (one-step) transition kernel given by
for x, y E S. Given a non-negative (measurable) function h : S -+ IR, let P h be the function defined by for x E S. Furthermore, for a probability q defined on S, let q P be the probability and let qh = l, h ( y ) q ( d y ) .
Our goal is to provide a bound on nf, where n is a probability that is stationary for P in the sense that n = IT P . The quantity n f can typically be viewed as the steady-state reward accrued per unit time, when f (x) is interpreted as the reward received when Z spends one unit of time in x E S. Proposition 1. Suppose f and g are non-negative functions and IT is a stationary distribution for which n g < CO. If there exists a (measurable) set K C_ S such that Proof. Since IT is stationary and g is non-negative, n g = n f g . Furthermore, since n g < CO, evidently n ( P -I ) g = 0. so.
On the other hand, (2) : x E S) < 00). Let f and g be two non-negative functions for which rrg < 00, where IT is a probability satisfying n A = 0. If there exists
Proof. Let A ( x ) = -A ( x , x ) be the jump rate for state x E S, and note that the uniformizability of A ensures that sup{h(x) : x E S } = IIA11/2 < 00. Also, the inequality ( A g ) ( x ) 5 -f ( x ) is equivalent to where R = ( R ( x , y ) : x , y , E S ) is the stochastic matrix in which R ( x , x) = 0 and R ( x , y ) = A ( x , y ) / h ( x ) for x # y. Set ? ( x ) = n ( x ) h ( x ) / Cy n ( y ) h ( y ) . The uniformizability of A ensures that 17 is a stationary distribution for R satisfying %g < 00. Consequently, we can follow the proof of This bound on rr f can be applied similarly as in discrete time. It follows, from Propositions 1 and 2, that bounds on steady-state expectations for Markov chains and processes can easily be generated in practice. For additional discussion of such bounds, see Zeevi and Glynn (2001) .
NONPARAMETRIC MAXIMUM LIKELIHOOD APPROACH TO CONSTRAINED MONTE CARLO
Suppose that we can simulate n iid copies XI, X2, . . . , Xn of the random vector X, with the goal of computing the expectation a = E X 1 of the first component of X. Given the knowledge that EX E 8 , a natural means of dealing with such a constraint is to analyze the simulated data via the principle of (nonparametric) maximum likelihood. In particular, we look for a probability distribution supported on the n sample points XI, . . -,X, that maximizes the likelihood of the simulated data set, subject to the constraint that the resulting probability distribution be consistent with the knowledge that EX E B . To be precise, write xi = ( X i l , . . . , Xid). The nonparametric maximum likelihood problem involves solving subject to pi 2 0, 1 5 i 5 n and
If the convex hull of X I , . . . , X, intersects B , then the above optimization problem has a feasible point. Furthermore, if B is convex, the above problem involves maximizing a strictly concave function (namely cy=l log p i ) over a convex set, so that any maximizer must be unique. Let p* be the associated maximizer. The vector p* induces the probability n i = l (here Sx, (.) = I (X; E .)), leading to the point estimator
Proposition 3. Suppose that B has an open interior Bo
and that E X E Bo. Then; a ( n ) -+ a! a.s. as n + 00.
Proof. Without the constraint (6) on (PI, . . . , Pn), the solution of the nonparametric maximum likelihood estimation problem is pi = I / n , 1 5 i 5 n. Consequently, if n-' Cy=l X ; E B , the constraint (6) is not active at p, so the "relaxed maximizer" p actually maximizes the fully constrained problem.
X ; + E X a s . as n -+ 00. Given EX E Bo, it follows that n-l Cy=l X ; E Bo C B for n sufficiently large, so that we may conclude that By the strong law of large numbers, n-' for n large enough. Thus a ( n ) = n-l cy=l Xi1 for n sufficiently large, so that a ( n ) -+ E X 1 a s . as n -+ 00 by the strong law for iid sequences. Thus, Proposition 3 provides a setting in which a ( n ) is a (strongly) consistent estimator for a. Note, however, that Proposition 3 does not cover the case in which Y = ( X 2 , . . . , X d ) satisfies the equality constraint E Y = p. In the remainder of this section, we study this important special case. In particular, we will establish that the estimator a ( n ) is asymptotically identical to the estimator associated with the method of control variates. This suggests that at least in this special setting, the estimator a ( n ) behaves sensibly (and, in some sense, optimally).
Before discussing this result, we recall that the method of control variates involves taking advantage of the fact that the random variable X -hT ( Y -p ) is an unbiased estimator for a, regardless of the value of the "control coefficient" vector h. (Here we encode A and Y as column vectors). Assuming that the covariance matrix C E ( Y -p ) ( Y -p ) T is non-singular, the variance of the estimator is minimized (7) i=l The standard means of solving such an optimization problem is to temporarily ignore the non-negativity constraints and to introduce Kuhn-Tucker multipliers yn E R for (7) 
"-', a ( n ) is then defined by
If the root v yields pij's that are all positive, then the relaxation obtained by ignoring the non-negativity constraints yields a solution to the fully constrained problem. The proof of the next theorem will confirm that the above approach is asymptotically valid (so that the pij's defining a(n) can be obtained from the root U,, of f n ( v ) = 0). More importantly, the next theorem establishes that a(n) and cr,(n) become asymptotically identical as n + CO.
In order to simplify our exposition, we focus on the case where Y is scalar-valued. We say that a sequence of random vectors (Xn : n 2 1) is op(n-1/2) if n1l2xn + 0 as n -+ 00. Moreover, a sequence (x,, : n 2 1) of random vectors is O(an) a.s. (o(a,z) as.) if Xn/an is a.s. a bounded sequence (X,,/a,, -+ 0 a s . as n -+ CO).
Theorem. Suppose that Y is scalar-valued. If EX2 < CO and EY4 < CO, then
as n + 00, so that as n + CO, where N is a mean-zero normal r.v. with unit variance, and o2 = var X . (1 -p 2 ) with p the coefficient of correlation between X and Y.
Proof. We will start by establishing that for n sufficiently large, the equation f n ( v ) = 0 has a root U,, for which all the quantities p,*;, 1 5 i 5 n, defined by (10) are positive. It will then follow by convexity and Theorem 4.38 of Avriel (1976) that p i = (p,*,, . .. , P,*,,)~ is the global solution of the-fully constrained problem.
Y,/(cy=l ?;/n). By the strong law of large numbers (as applied to p ; / n ) and the law of the iterated logarithm (as applied to F;), it follows that Vu = O((nloglogn)I/') a s . as n + CO. Put I,, = [ E, , -n', v,, + n'] for 6 E (0, 1/2).
We claim that fn(.) is continuous on I,, for n large.
Given the form of f,,, this will follow if we can show that n + uFi > 0 for 1 5 i 5 n and v E I,,, for n large. To verify this, observe that the Borel-Cantelli lemma and the hypothesis EF4 < 00 imply that F, , = ~( n ' /~) as. as n + CO. Consequently, for U E I,,, vF; = o(n) a s . as n 3 00, proving the uniform positivity of the terms n +up; , for n large.
We will now show that fn(Vn -n') and f n ( V n + n s ) are of opposite sign, for n large. The continuity of fn(.) then guarantees the existence of a root U,, E I,, at which the quantities (n + u,,Fi)-' are uniformly positive in i E { 1, . . . , n}. As argued earlier, this implies that U,, is the desired global maximizer.
Then, for n sufficiently large,
so.
i=l log log n
(The definition of ij,, was used to eliminate the first term in the third equality above.)
Hence, f n ( 6 n -n') = ns-lEF2 + O((loglogn)/n) as. and f,,(ij,, + n') = -ns-lEF2 + O((loglogn)/n) as., proving that the endpoints of I,, are of opposite sign.
Our last task is to establish the relationship with control variates. Since (12) holds uniformly in U E I,, and U,, E In, it follows that Vn = ijfl + O(1og log n ) a s .
as n + 00. So, (1 1) shows that i=l 1 "
as n -+ 00. (Note that Cauchy-Schwarz inequality implies that EIX?21 < CO.) The central limit theorem follows from a converging together argument and the existing central limit theory for a!,(n).
rn
The above theorem makes concrete the assertion that nonparametric maximum likelihood, in the presence of equality constraints, basically coincides with the method of control variates.
A NUMERICAL EXAMPLE
In this section, we offer a numerical example to complement the theory developed in Section 3. Specifically, we consider the problem of numerically computing the price of an Asian option via simulation. Such a price can be expressed as the expectation of a random variable X (where the expectation is computed under the so-called "equivalent martingale measure"; see Duffie (1996) for details).
In particular,
where t = (c(s) : s 2 0) is a stochastic process describing the price of the underlying security and k is the "strike price". A common specification for 6 is to assume that it is a geometric Brownian motion. We will follow this convention. and will assume that where B = ( B ( t ) : t 2 0) is standard Brownian motion. For our example, we choose t = 1 and k = 1.25.. A commonly used control variate in the setting of Asian options is Y = s, ' t(s)ds.
For our geometric Brownian motion example
For the purposes of this numerical study, we consider three estimators. The first estimator we consider, denoted G(n), is the conventional Monte Carlo estimator based on computing a sample mean formed from n iid replications of the random variable X. Our second estimator for a! = E X is the control variates estimator a!,(n) described in Section 3. Finally, the third estimator is a @ ) , the nonparametric maximum likelihood estimator.
Since we are interested in comparing the variability of the three estimators just defined, we repeat m = 1000 times the simulation described in the previous paragraph The results are summarized in Tables 1 and 2 ; the true value of a! here is 0.3247. Observe that the nonparametric maximum likelihood estimator a ( n , m ) and the control variates estimator a!,(n, m ) give similar results, in accordance with our theorem. 
