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v‘Sir, What is the secret of your success ?’ a reporter
asked a bank president.
‘Two words.’
‘And, sir, what are they ?’
‘Good decisions.’
‘And how do you make good decisions ?’
‘One word.’
‘And sir, what is that ?’
‘Experience.’
‘And how do you get Experience ?’
‘Two words.’
‘And, sir, what are they ?’
‘Bad decisions.’
Unknown author
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Pre´face
Le but de ce me´moire est de pre´senter une synthe`se des re´sultats que j’ai obtenus depuis
la soutenance de ma the`se de doctorat en 2007 (Meyer, 2007) et de proposer des pistes de
recherches a` court et a` moyen terme. Ces re´alisations passe´es concernent principalement
le domaine de l’Aide Multicrite`re a` la De´cision (AMCD). Mon objectif ici est d’e´viter de
faire un inventaire a` la Pre´vert, et de de´montrer une cohe´rence entre les diﬀe´rents travaux
que j’ai pu eﬀectuer ces 5 dernie`res anne´es.
Le premier chapitre me permet d’introduire le domaine de recherche en AMCD, avant
de passer a` une pre´sentation des objectifs scientiﬁques qui ont guide´ mes travaux. J’y
e´voque notamment mon souci re´current de proposer des solutions d’aide a` la de´cision
ope´rationnelles, mon de´sir de validation empirique de mes propositions, ainsi que mon
envie de de´velopper des outils de soutien du processus d’AMCD performants et pe´rennes.
Ces objectifs sont perceptibles tout au long des re´sultats pre´sente´s dans ce me´moire.
Le deuxie`me chapitre pre´sente mes contributions algorithmiques et me´thodologiques
aux 2 principaux courants de pense´e de l’AMCD. Au dela` du de´sir de re´pondre a` des besoins
issus d’applications re´elles, le ﬁl rouge de ces travaux est la validation expe´rimentale des
algorithmes propose´s. Je pense en eﬀet que celle-ci doit aller au-dela` de caracte´risations
mathe´matiques et de confrontations a` quelques cas re´els, et doit rejoindre ce qui se fait dans
des domaines comme l’intelligence artiﬁcielle ou la fouille de donne´es, ou` les algorithmes
sont confronte´s a` des grandes quantite´s de donne´es ge´ne´re´es artiﬁciellement. Je montre
notamment dans ce chapitre comment ces expe´rimentations peuvent aider a` mieux utiliser
les algorithmes propose´s en pratique, en plus de leur donner une validite´ accrue.
L’ame´lioration des outils informatiques de soutien du processus d’AMCD est une autre
de mes pre´occupations. Le troisie`me chapitre traite de cette the´matique, et pre´sente les
travaux que j’ai re´alise´s dans le contexte du Decision Deck Consortium. J’y pre´sente no-
tamment l’e´cosyste`me diviz qui re´unit dans un meˆme environnement un grand nombre
d’algorithmes et de proce´dures d’AMCD. L’outil diviz est utilisable aussi bien en recherche
et en enseignement que lors de la re´solution de proble`mes de de´cision re´els. Son fort po-
tentiel de disse´mination de re´sultats a re´cemment e´te´ de´montre´, et, comme en te´moignent
les nombreux cours d’AMCD qui l’ont adopte´, diviz apparaˆıt comme un excellent outil de
formation.
Je porte e´galement beaucoup d’inte´reˆt a` la diﬀusion des re´sultats de mes recherches
dans d’autres domaines scientiﬁques qui pourraient be´ne´ﬁcier d’une prise en compte des
pre´fe´rences humaines dans leurs mode`les mathe´matiques. Le quatrie`me chapitre pre´sente
ainsi quelques exemples de telles applications, et je m’arreˆte plus particulie`rement a` l’e´tude
d’indicateurs de bien-eˆtre en e´conomie et la construction d’e´chelles de risque territorial.
Pour terminer, en annexe le lecteur trouvera d’abord un curriculum vitæ et un descriptif
de mes activite´s de recherche, avant de pouvoir consulter la liste de mes publications
scientiﬁques et de mes pre´sentations a` des colloques et se´minaires.
xvii
xviii PRE´FACE
En dehors de mes travaux en AMCD, j’ai re´cemment participe´ a` la de´ﬁnition de la
robustesse de mesures de qualite´ en fouille de donne´es, plus particulie`rement dans un
contexte de re`gles d’associations (Le Bras et al., 2010a,b, 2011). Par ailleurs, toujours
dans ce domaine, j’ai contribue´ a` proposer une me´thode de classiﬁcation non supervise´e
(Bisdorﬀ et al., 2011). Ces travaux ne sont cependant pas de´taille´s dans ce me´moire.
Patrick Meyer
Quilihouarn le 17 septembre 2013
Chapitre 1
Contexte et objectifs
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Ce chapitre a comme objectif principal de de´limiter le cadre de nos recherches et de
situer notre discours dans le contexte scientiﬁque de l’Aide Multicrite`re a` la De´cision. A
cette ﬁn, une premie`re section pre´sente ce domaine de manie`re succincte et introduit les
concepts que nous utiliserons et auxquels nous ferons re´fe´rence par la suite. Ensuite, une
deuxie`me section pre´sente notre vision de la recherche dans ce domaine, les points qui nous
ont motive´s a` travailler sur les sujets pre´sente´s dans ce me´moire, ainsi que nos objectifs
scientiﬁques.
1.1 L’Aide Multicrite`re a` la De´cision : bre`ve introduction
et concepts essentiels
Aider a` prendre des de´cisions de manie`re plus e´claire´e, tenir compte de facteurs hu-
mains, organisationnels et sociaux dans les proble`mes de de´cision, formaliser les pre´fe´rences
des diﬀe´rents acteurs et eˆtre capable de faire face a` plusieurs points de vue dans le proces-
sus de´cisionnel, ge´rer les contraintes et exigences de de´cideurs multiples, . . . sont des sujets
qui font tous partie des pre´occupations des chercheurs du domaine de l’Aide Multicrite`re
a` la De´cision (AMCD).
L’AMCD est une branche de la recherche ope´rationnelle, et a comme objectif d’aider
un ou plusieurs de´cideurs a` pre´parer et a` prendre des de´cisions, lorsque plusieurs points
de vue, le plus souvent conﬂictuels, doivent eˆtre pris en compte. L’objectif de cette aide
n’e´tant pas de forcer une prise de de´cision a` tout prix ou de se substituer au(x) de´cideur(s),
l’AMCD peut simplement se re´sumer a` une structuration du proble`me de de´cision en vue
de sa meilleur compre´hension, ou aller jusqu’a` l’e´laboration d’une recommandation de
de´cision.
Les proble`mes de de´cision pour lesquels une telle aide multicrite`re peut eˆtre envisa-
ge´e concernent les de´cisions complexes du quotidien, comme par exemple les de´cisions
manage´riales dans des organisations, la gestion du risque dans l’industrie, la se´lection de
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fournisseurs, le tri de re´ponses a` des appels d’oﬀres, les de´cisions de triage dans les urgences
hospitalie`res, le design de syste`mes complexes, le choix de strate´gies d’investissement, . . .
L’ide´e que les mathe´matiques doivent eˆtre utilise´es pour servir la connaissance dans
son sens le plus large est tre`s re´pandue parmi les scientiﬁques. Il est ainsi tre`s tentant de
mode´liser des situations de la vie re´elle par des principes logiques forts en vue de les de´crire,
de les expliquer, ou meˆme de pre´dire des e´ve´nements futures qui pourraient en de´couler.
Cependant, lorsqu’il s’agit de repre´senter des de´cisions, les mode`les mathe´matiques se
heurtent souvent a` l’irrationalite´ des humains.
Cette ne´cessaire intervention de l’humain dans la prise de de´cision repre´sente ainsi une
des diﬃculte´s majeures que rencontre un chercheur tentant de fournir des outils de recom-
mandation au de´cideur. L’AMCD peut donc eˆtre vue comme un processus pre´paratoire a`
la prise de de´cision tentant de garantir un certain niveau d’objectivite´.
Ce processus d’AMCD ne´cessite en ge´ne´ral au moins 2 acteurs : d’une part le de´ci-
deur (qui peut dans le cas le plus ge´ne´ral eˆtre un groupe de de´cideurs), qui portera la
responsabilite´ de la prise de de´cision et de ses conse´quences, et qui est re´gi par un certain
syste`me de valeurs qu’il s’agira d’expliciter ; et d’autre part l’analyste qui a comme taˆche
de faciliter la prise de de´cision en guidant le de´cideur a` travers le processus d’aide a` la
de´cision. Ce processus est de´ﬁni par toute un se´rie de taˆches qui vont de la de´ﬁnition et la
structuration du proble`me a` la construction d’une recommandation de de´cision, en passant
par l’utilisation d’un algorithme d’agre´gation. La complexite´ de ce processus de´pend donc
notamment du contexte du proble`me de de´cision et des acteurs qui ont une inﬂuence sur
la prise de de´cision.
Les me´thodes classiques de la recherche ope´rationnelle ont tendance a` formuler un
proble`me de de´cision en des termes analytiques (contraintes, fonction objectif, . . .) et
proposent une re´solution en recherchant une solution optimale. Le de´cideur intervient dans
ce cas dans la de´limitation et la formulation du proble`me ainsi que lors de la validation de
la solution. En AMCD par contre, l’accent est mis sur le roˆle central du de´cideur, et une
attention toute particulie`re est porte´e a` l’inclusion d’une repre´sentation de son syste`me de
valeur dans les mode`les mathe´matiques. Il intervient ainsi a` toutes les e´tapes du processus
d’aide a` la de´cision et la recommandation qui en re´sulte est en ge´ne´ral assez ﬁde`le a` ses
objectifs initiaux.
D’autre part, les proble`mes lie´s a` la prise de de´cision sont souvent dus a` la nature
multidimensionnelle des options de de´cision. En eﬀet, meˆme les proble`mes de de´cision
d’apparence simple auxquels nous sommes re´gulie`rement confronte´s sont souvent soumis
a` de multiples dimensions de pre´fe´rences (couˆt, qualite´, e´cologie, . . .), qui de plus ont
tendance a` eˆtre conﬂictuelles (un couˆt peu e´leve´ n’est en ge´ne´ral pas compatible avec une
qualite´ de fabrication e´leve´e). Lorsqu’il s’agit alors de choisir la“meilleure”option, l’AMCD
propose plutoˆt de rechercher un bons compromis, qui prend en compte les pre´fe´rences du
de´cideur, aﬁn de faciliter l’adoption de cette recommandation par le de´cideur.
D’un point de vue historique, les origines de l’AMCD remontent au moins jusqu’au
18e sie`cle, ou` le Marquis de Condorcet a e´te´ le premier a` appliquer syste´matiquement
des the´ories mathe´matiques aux sciences sociales. En 1785 il e´crit son ouvrage “Essai sur
l’application de l’analyse a` la probabilite´ des de´cisions rendues a` la pluralite´ des voix”, qui
traite de prise de de´cision en pre´sence de plusieurs votants. Cependant les bases de l’AMCD
moderne ont e´te´ pose´es au milieu du 20e sie`cle avec la the´orie des pre´fe´rences re´ve´le´es de
Samuelson (1938), les de´buts de la the´orie des jeux par von Neumann et Morgenstern
(1944), l’e´mergence de la the´orie du choix social par Arrow (1951) et les recherches sur
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les aspects psychologiques et mathe´matiques des de´cisions par Luce et Raiﬀa (1957) et
Fishburn (1970).
Dans les anne´es 1950, un pas important est fait par Simon vers une fondation prag-
matique des the´ories de la de´cision avec son concept de rationalite´ limite´e (Simon, 1957).
Il stipule que dans une de´cision de la vie re´elle, diﬀe´rents facteurs limitent la capacite´
d’un de´cideur a` faire un choix comple`tement rationnel. Par conse´quent, le de´cideur est
soumis a` une rationalite´ limite´e et il choisira une option qui prendra en compte a` la fois
ses limitations sur la connaissance et celles sur ses capacite´s cognitives. D’un point de
vue mathe´matique, cette de´cision ne sera pas force´ment optimale, mais aura tendance a`
satisfaire le de´cideur.
A la ﬁn des anne´es 1960, les premie`res me´thodes de re´solution de proble`mes de de´cision
multidimensionnels commencent a` apparaˆıtre. En 1968 Roy cre´e la branche des me´thodes
de surclassement (Roy, 1968) alors qu’en 1976, Keeney et Raiﬀa e´largissent la the´orie de
l’utilite´ (ou de la valeur) au cas multidimensionnel (Keeney et Raiﬀa, 1976). Ces deux cou-
rants de pense´e vont ge´ne´rer deux conceptions me´thodologiques diﬀe´rentes pour l’AMCD :
l’e´cole europe´enne et l’e´cole anglo-saxonne.
D’un point de vue me´thodologique, les outils mathe´matiques ge´ne´re´s par les deux
courants diﬀe`rent fortement. D’un coˆte´, l’e´cole europe´enne s’est de´veloppe´e autour du
concept de relation de surclassement, ou` la recommandation de de´cision est construite
a` partir de comparaisons par paires des diﬀe´rentes options de de´cision. D’un autre coˆte´,
l’e´cole anglo-saxonne se base sur la notion d’utilite´ ou de valeur dans la the´orie de l’utilite´
ou de la valeur multiattribut (MAVT) aﬁn d’obtenir, par agre´gation, une comparabilite´
totale des alternatives.
Notons X l’ensemble ﬁni des n alternatives de de´cision. Elles repre´sentent les options
possibles au sujet desquelles un de´cideur doit prendre une de´cision. La de´ﬁnition de cet
ensemble est en ge´ne´ral assez de´licate, et doit permettre au de´cideur de mieux appre´hen-
der le proble`me de de´cision, en clariﬁant ses contours. Vincke (1989) observe que “X ne
s’impose ge´ne´ralement pas comme une re´alite´ objective facile a` cerner”. Il en de´coule que
les choix de mode´lisation pour X ont une inﬂuence non ne´gligeable sur l’ensemble des
e´tapes du processus d’AMCD.
Roy (1985) constate que l’objectif d’un processus d’AMCD est de re´soudre une des
trois proble´matiques suivantes : de´terminer une alternative pouvant eˆtre conside´re´e comme
la meilleure (choix), aﬀecter les alternatives a` des cate´gories pre´de´ﬁnies (tri), classer les
alternatives de la meilleure a` la plus mauvaise (classement). Ces proble´matiques de de´cision
se distinguent principalement par le fait que les jugements se font de manie`re absolue (tri)
ou relative (choix et classement).
Dans le cadre multidimensionnel dans lequel se situent ces travaux, les conse´quences
de la mise en oeuvre d’une alternative sont multiples. Elles traduisent la diversite´ des
caracte´ristiques qui interviennent dans la comparaison des alternatives. Un crite`re est
principalement une fonction qui sert a` re´sumer les e´valuations d’une alternative sur diverses
conse´quences relativement homoge`nes qui se rattachent a` un meˆme point de vue ge´ne´ral.
Roy et Bouyssou (1993) de´ﬁnissent ainsi un crite`re comme une fonction a` valeur re´elle
de´ﬁnie sur l’ensemble X des alternatives et qui permet de comparer deux alternatives x
et y de sorte que
g(x) ≥ g(y)⇒
“x est au moins aussi bon que y
relativement au point de vue conside´re´”.
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La valeur nume´rique prise par une alternative sur un crite`re est appele´e sa performance
ou son e´valuation, et le tableau regroupant toutes les e´valuations des alternatives sur les
crite`res est appele´ tableau de performance.
La notion de crite`re sous-entend que la comparaison qualitative des alternatives se fait
par rapport au point de vue du de´cideur. Il est donc essentiel de prendre en compte son sys-
te`me de valeurs et ses objectifs a` travers ce qu’on appelle la mode´lisation de ses pre´fe´rences.
Pour ce faire, on fait en ge´ne´ral appel a` des relations binaires aﬁn de repre´senter la ma-
nie`re avec laquelle deux alternatives se comparent. La the´orie classique base´e sur le concept
d’utilite´ ou de valeur (Fishburn, 1970) distingue deux relations diﬀe´rentes pour cette com-
paraison, l’indiﬀe´rence et la pre´fe´rences, toutes deux e´tant conside´re´es comme transitives.
L’e´cole europe´enne d’AMCD a enrichi cette dichotomie par l’introduction d’une relation
d’incomparabilite´ (impossibilite´ pour le de´cideur de trancher) et de pre´fe´rence faible (he´-
sitation entre l’indiﬀe´rence et la pre´fe´rence) (Roy et Vanderpooten, 1996), aucune des
relations n’e´tant suppose´e transitive.
L’information pre´fe´rentielle qu’un analyste peut espe´rer obtenir du de´cideur peut en
ge´ne´ral prendre deux formes. D’un coˆte´, il s’agit d’information qu’on qualiﬁera de directe
lorsqu’il s’exprime par exemple sur des diﬀe´rences d’e´valuation non signiﬁcatives sur un
crite`re, des coalitions de crite`res suﬃsantes pour emporter une comparaison entre deux
alternatives ou des taux de substitution entre deux crite`res. D’un autre coˆte´ on parle
d’information indirecte lorsque que le de´cideur fait re´fe´rence aux re´sultats attendus du
mode`le d’aide a` la de´cision en comparant deux alternatives entre elles ou en donnant des
exemples d’aﬀectation d’alternatives a` des cate´gories.
Un processus d’AMCD vise en ge´ne´ral a` fournir une recommandation au de´cideur.
Dans ce contexte multidimensionnel, cela sous-entend qu’une proce´dure d’agre´gation doit
eˆtre mise en oeuvre aﬁn de synthe´tiser les pre´fe´rences exprime´es par le de´cideur sur chacun
des crite`res. Mousseau (2003) de´ﬁnit une telle proce´dure d’agre´gation multicrite`re par une
re`gle ou un proce´de´ qui permet d’e´tablir, sur la base des performances des alternatives sur
les crite`res et de parame`tres pre´fe´rentiels, un ou plusieurs syste`mes relationnels permettant
de comparer les alternatives de X. L’exploitation de ce syste`me relationnel permet alors
de re´pondre a` la proble´matique adopte´e par une recommandation de de´cision.
Les valeurs des parame`tres pre´fe´rentiels sont quant a` eux de´termine´es via un processus
d’e´licitation des pre´fe´rences. Ce dernier consiste en une interaction entre l’analyste et
le de´cideur et ame`ne ce dernier a` exprimer une information sur ses pre´fe´rences dans le
cadre de la proce´dure d’agre´gation qui a e´te´ choisie pour les mode´liser. Cette information
se traduit en un ensemble de valeurs plausibles pour les parame`tres pre´fe´rentiels de la
proce´dure d’agre´gation (Mousseau, 2003).
Les deux principales e´coles me´thodologiques pour l’AMCD fournissent diﬀe´rentes pro-
ce´dures d’agre´gation multicrite`re. Du coˆte´ de l’e´cole europe´enne, le principe ge´ne´ral des
me´thodes de surclassement est de comparer les alternatives par le biais d’une relation
majoritaire qui se base sur des diﬀe´rences d’e´valuations qui sont compare´es a` des seuils
de discrimination (indiﬀe´rence, pre´fe´rence, veto) pour chacun des crite`res. Une agre´gation
de ces comparaisons locales est ensuite eﬀectue´e, dans laquelle chacun des crite`res a un
pouvoir de vote qui s’exprime par un coeﬃcient d’importance. L’ope´rationnalisation de ces
comparaisons par paires peut se faire de diﬀe´rentes fac¸ons (Roy et Bouyssou, 1993; Brans
et Mareschal, 2002; Bisdorﬀ et al., 2008) et me`ne au concept de relation de surclassement.
Cette relation n’e´tant en ge´ne´ral pas transitive, une deuxie`me e´tape d’exploitation est
ne´cessaire aﬁn d’aboutir a` une recommandation de de´cision.
Du coˆte´ de l’e´cole anglo-saxonne, le but est de construire une repre´sentation nume´rique
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des pre´fe´rences du de´cideur sur X a` travers une fonction de valeur U : X → R telle que
x est au moins aussi bon que y ⇐⇒ U(x) ≥ U(y), ∀x, y ∈ X.
Une nouvelle fois, la de´ﬁnition de U peut prendre diﬀe´rentes formes, comme par exemple
une somme ponde´re´e, l’inte´grale de Choquet (Grabisch, 1996) ou la fonction de valeur
additive (von Winterfeldt et Edwards, 1986, chaptitre 8). La relation de pre´fe´rence induite
par cette fonction de valeur est ne´cessairement un pre´ordre, et son exploitation en vue
d’une recommandation est assez aise´e.
Cette bre`ve introduction au domaine de l’Aide Multicrite`re a` la De´cision montre bien
la diversite´ des sujets de recherche qui peuvent eˆtre traite´s. Sans eˆtre exhaustif, on peut
donc y trouver par exemple la proposition de nouvelles proce´dures d’agre´gation multicri-
te`re, leur caracte´risation mathe´matique, l’e´tude du comportement du de´cideur en vue de
proposer la proce´dure d’agre´gation approprie´e, l’e´laboration de nouvelles proce´dures d’e´li-
citation des pre´fe´rences, la recherche de recommandations robustes, la formalisation du
processus d’AMCD et le de´veloppement d’outils informatiques qui lui viennent en soutien,
l’application des me´thodes d’AMCD a` d’autres champs scientiﬁques ou a` des proble`mes
de´cisionnels de la vie re´elle . . .
1.2 Motivations et objectifs scientifiques de nos recherches
Dans cette section, nous commenc¸ons par pre´senter des observations qui ont initie´
plusieurs de nos travaux. Nous pre´sentons ensuite les objectifs scientiﬁques qui en de´coulent
et qui structurent notre recherche, ainsi que ce me´moire.
Les aspects lie´s a` la mise en œuvre pratique de re´sultats de recherche nous paraissent
essentiels aﬁn que ceux-ci puissent avoir un inte´reˆt pour des applications re´elles, et pour
faciliter la taˆche de l’analyste dans le processus d’aide a` la de´cision. En conse´quence, nous
avons en ge´ne´ral veille´ a` ce que les re´sultats plus the´oriques de nos recherches aient aussi
une de´clinaison dans un outil informatique de soutien au processus d’AMCD.
De nombreux travaux existent sur les caracte´risations mathe´matiques des proce´dures
d’agre´gation multicrite`re (Krantz et al., 1971; Bouyssou et Marchant, 2007a, entre autres).
Il existe aussi de nombreuses proce´dures qui argumentent leur validite´ par des justiﬁca-
tions me´thodologiques ou par plusieurs applications re´ussies a` des cas re´el. Ces deux voies
sont inte´ressantes et essentielles pour comprendre les situations dans lesquelles il est pre´-
fe´rable d’appliquer une proce´dure d’agre´gation donne´e. Cependant, comme cela se fait
classiquement en intelligence artiﬁcielle ou en fouille de donne´es, nous pensons que des
tests empiriques de proce´dures, a` l’aide d’un grand nombre d’instances de proble`mes ge´-
ne´re´es artiﬁciellement, doivent donner des indications pre´cieuses sur leur validite´ et leur
utilisation en pratique.
Les deux principaux courants me´thodologiques de l’AMCD ont tendance a` eˆtre oppose´s.
Nous pre´fe´rons ne pas souscrire a` cette vision et estimons que chacune des e´coles a ses
avantages et inconve´nients. De manie`re ge´ne´rale, ce sont la situation de de´cision re´elle
combine´e au comportement du de´cideur qui doivent guider l’analyste dans le choix de la
me´thodologie a` appliquer.
Le processus d’AMCD, en tant que processus me´tier de l’analyste, a a` ce jour e´te´ tre`s
peu mode´lise´ et formalise´. Des travaux comme ceux de Tsoukia`s (2007) et de Franco
et Montibeller (2010) sont des tentatives inte´ressantes. La formalisation du processus
d’AMCD peut cependant eˆtre pousse´e plus loin en utilisant des concepts et me´thodologies
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issus de l’inge´nierie dirige´e par les mode`les, qui vise a` cre´er et a` exploiter des connaissances
et des activite´s d’un domaine me´tier.
Jusqu’il y a peu, le paysage des outils informatiques pour l’AMCD e´tait compose´ d’une
diversite´ de logiciels totalement inde´pendants, ayant tous leurs spe´ciﬁcite´s d’interaction
et souvent incapables de partager des donne´es entre eux. Dans d’autres domaines scienti-
ﬁques, comme par exemple les statistiques ou la fouille de donne´es, il existe des plateformes
qui permettent de tester des me´thodes d’analyse diﬀe´rentes dans un cadre commun (le sys-
te`me statistique R du R Development Core Team (2005) et le logiciel Weka de Hall et al.
(2009)). Beaucoup de chercheurs du domaine sont convaincus qu’un tel outil, applique´ a`
l’AMCD, permettrait clairement d’augmenter le rayon de disse´mination de leurs re´sultats,
et contribuerait a` une adoption plus large des techniques d’aide a` la de´cision.
En partant de ces cinq observations, voici les objectifs qui ont guide´ et qui guident
encore actuellement nos travaux de recherche :
1. Proposer des proce´dures d’e´licitaion des pre´fe´rences ou d’agre´gation multicrite`re
re´pondant a` des besoins issus de re´ﬂexions me´thodologiques ou d’applications re´elles
et dont l’inte´reˆt est garanti minimalement par une validation empirique, en les
confrontant a` un grand nombre de situations de de´cision ge´ne´re´es artiﬁciellement ;
2. Fournir des recommandations d’utilisation des proce´dures propose´es a` partir de
leur validation empirique ;
3. Proposer un e´cosyste`me cohe´rent d’outils informatiques de soutien au processus
d’AMCD, englobant des techniques issues des deux e´coles me´thodologiques, et,
proposer un cadre formel pour la pratique du processus d’AMCD ;
4. Appliquer les concepts et outils issus de l’AMCD a` des proble`mes re´els et promou-
voir leur utilisation dans d’autres domaines scientiﬁques.
Ces objectifs nous me`nent a` pre´senter nos travaux dans ce me´moire a` travers trois axes
the´matiques :
1. Au chapitre 2, nos contributions aux aspects algorithmiques et me´thodologiques de
l’AMCD sont pre´sente´s, via une e´tude empirique de l’expressivite´ de diﬀe´rentes pro-
ce´dures d’agre´gation multicrite`re, la de´ﬁnition et l’e´tude de la proble´matique de la
classiﬁcation non supervise´e en AMCD, la proposition d’une aide au tri multicrite`re
en pre´sence de de´cideurs multiples et l’e´licitation stable de parame`tres pre´fe´rentiels
dans un contexte de surclassement. Tous ces re´sultats sont soumis a` des validations
empiriques en les confrontant a` un grand nombre de proble`mes de de´cision ge´ne´re´s
artiﬁciellement, aﬁn notamment d’en extraire des recommandations d’utilisation ;
2. Ensuite, au chapitre 3, nous nous focalisons sur des outils de soutien au processus
d’AMCD, en de´taillant l’initiative diviz ainsi qu’une premie`re tentative de mode´-
lisation du processus me´tier de l’analyste, a` l’aide de l’inge´nierie dirige´e par les
mode`les ;
3. Pour terminer, au chapitre 4 nous pre´sentons des applications de l’AMCD a` d’autres
domaines scientiﬁques, en particulier l’ame´lioration d’indicateurs de bien-eˆtre en
e´conomie et la construction d’e´chelles de risque territorial.
Chapitre 2
Aspects algorithmiques et
me´thodologiques de l’AMCD
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Ce chapitre pre´sente quatre apports algorithmiques et me´thodologiques au domaine de
l’AMCD. Ces travaux tre`s diﬀe´rents au premier abord se rejoignent sur un point tre`s
important a` nos yeux : la confrontation des algorithmes a` des donne´es ge´ne´re´es artiﬁciel-
lement.
En premier lieu, cette e´tape sert a` valider de manie`re empirique les proce´dures. Elle
peut paraˆıtre tout a` fait e´vidente et essentielle, mais n’est pas force´ment naturelle dans
les travaux d’AMCD. En fouille de donne´es ou en intelligence artiﬁcielle par contre, toutes
les me´thodes propose´es sont confronte´es soit a` des proble`mes classiques (benchmarks) ou
a` des donne´es artiﬁcielles.
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Ensuite, en analysant leur comportement face a` ces proble`mes de de´cision artiﬁciels,
cette e´tape sert a` fournir des recommandations sur l’utilisation des proce´dures dans des
situations re´elles. Ainsi, pour des proce´dures d’e´licitation des pre´fe´rences, ces simulations
de comportement peuvent notamment fournir des indications sur le volume d’informa-
tion a` obtenir d’un de´cideur, avant d’arriver a` un mode`le “stable” et “repre´sentatif” des
pre´fe´rences du de´cideur.
Cette validation empirique repre´sente ainsi le ﬁl rouge de ces travaux et servira a`
conﬁrmer l’inte´reˆt des algorithmes, ainsi qu’a` en de´duire des recommandations de bonne
pratique pour la re´solution de proble`mes de de´cision re´els.
Tout d’abord nous pre´sentons en section 2.1 des re´sultats sur l’expressivite´ de diﬀe´rents
mode`les d’aggre´gation multicrite`res, c’est a` dire leur capacite´ a` repre´senter des pre´fe´rences
de de´cideurs (Pirlot et al., 2010; Meyer et Pirlot, 2012). Ensuite, la section 2.2 s’inte´resse
plus particulie`rement a` la proble´matique de la classiﬁcation non supervise´e en AMCD,
dont l’objectif est de regrouper des alternatives de de´cision que le de´cideur conside`re
comme indiﬀe´rentes, et de se´parer celles qui ne le sont pas a` ses yeux (Meyer et Olteanu,
2013). Les deux sections suivantes traitent d’e´licitation des pre´fe´rences. Tout d’abord, la
section 2.3 de´taille une me´thode d’aide au tri d’alternatives dans un contexte ou` plusieurs
de´cideurs interviennent dans le processus d’e´valuation (Cailloux et al., 2012). Ensuite,
nous pre´sentons des travaux sur l’e´licitation stable de parame`tres pre´fe´rentiels (Bisdorﬀ
et al., 2009, 2013) en section 2.4.
2.1 Expressivite´ empirique de mode`les d’agre´gation
Dans le contexte de l’e´cole anglo-saxonne pour l’AMCD, la fonction de valeur additive
occupe une position dominante dans les mode`les utilise´s pour repre´senter les pre´fe´rences
d’un de´cideur sur des alternatives de´crites par plusieurs crite`res (Keeney et Raiﬀa, 1976;
Bouyssou et Pirlot, 2004). Ce mode`le implique l’inde´pendance pre´fe´rentielle (Keeney et
Raiﬀa, 1976, page 32), ce qui ne signiﬁe cependant pas qu’il peut eˆtre utilise´ pour repre´-
senter toutes les pre´fe´rences qui satisfont cette condition.
Un exemple simple pour montrer que cette condition d’inde´pendance peut eˆtre facile-
ment viole´e est celui d’un commerc¸ant qui veut louer un nouveau local commercial. Les
locaux sont e´value´s par rapport a` leur surface, le montant de la location et le quartier
dans lequel ils sont situe´s. Le commerc¸ant estime que dans un quartier commercialement
attractif, il pre´fe`re le local qui est grand et cher par rapport a` celui qui est petit et e´co-
nomique, alors que dans un quartier peu inte´ressant pour ses aﬀaires, il pre´fe`re le local
petit et e´conomique a` celui qui est grand et cher. Cette situation parfaitement plausible
ne satisfait pas la condition d’inde´pendance pre´fe´rentielle et ne peut pas eˆtre repre´sente´
par un mode`le de fonction de valeur additive.
Dans les anne´es 1980, le mode`le base´ sur l’inte´grale de Choquet (Schmeidler, 1986) a
e´merge´ pour repre´senter des pre´fe´rences dans lesquelles un certain type d’interaction entre
les crite`res doit eˆtre pris en compte (Grabisch, 1996).
Le type d’interaction qui peut eˆtre mode´lise´ par l’inte´grale de Choquet s’illustre facile-
ment via l’exemple du classement d’e´tudiants de gestion de Grabisch et Labreuche (2004).
Ces e´tudiants sont e´value´s par leurs performances passe´es en mathe´matiques, statistiques
et langues. E´tant donne´ que les notes de mathe´matiques et de statistiques sont corre´le´es,
le jury qui doit classer les e´tudiants estime que pour ceux qui sont bons en mathe´matiques,
il pre´fe´rera ceux qui sont bons en langues a` ceux qui sont bons en statistiques. Cependant
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dans le cas oppose´, pour les e´tudiants mauvais en mathe´matiques, le jury pre´fe´rera ceux qui
sont bons en statistiques a` ceux qui sont bons en langues. Dans cette situation, il existe une
interaction (ne´gative) entre les crite`res mathe´matiques et statistiques et l’inde´pendance
pre´fe´rentielle est clairement viole´e.
Il est cependant inte´ressant de noter que l’interaction entre les crite`res est une proprie´te´
qui ne doit pas eˆtre identiﬁe´e avec la violation de l’inde´pendance pre´fe´rentielle : en eﬀet, des
pre´fe´rences repre´sentables par une inte´grale de Choquet ne satisfont pas ne´cessairement la
condition d’inde´pendance pre´fe´rentielle, mais comme le montre Wakker (1989, page 111)
elles satisfont une forme d’inde´pendance plus faible comme l’inde´pendance comonotone
ainsi que la se´parabilite´ faible (Bouyssou et Pirlot, 2004).
L’objectif de ces travaux, mene´s en collaboration avec Marc Pirlot 1, est d’e´tudier la
capacite´ de diﬀe´rentes proce´dures d’agre´gation a` repre´senter les pre´fe´rences de de´cideurs,
dans le cadre de la the´orie de la valeur multiattribut (MAVT).
Nous appelons cette capacite´ de repre´sentation l’expressivite´ d’un mode`le. Ainsi, un
mode`le tre`s expressif aura tendance a` eˆtre approprie´ pour repre´senter les pre´fe´rences d’un
de´cideur pris au hasard, alors qu’un mode`le peu expressif aura de fortes chances de n’eˆtre
utilisable que dans des situations tre`s spe´ciﬁques.
Ces travaux tentent en particulier de re´pondre aux questions suivantes :
1. Quelle est l’expressivite´ de l’inte´grale de Choquet compare´e a` celles du mode`le
additif ge´ne´ral et de la somme ponde´re´e ?
2. Quelle est l’expressivite´ du mode`le additif ge´ne´ral compare´e a` celle de mode`les
line´aires par morceaux ?
3. Comment se comporte l’inte´grale de Choquet quand elle est confronte´e a` des pre´-
fe´rences non inde´pendantes ?
Nous supposons dans cette e´tude que l’inte´grale de Choquet est calcule´e directement
sur le vecteur des performances des alternatives, sans passer par un recodage de ces per-
formances par des fonctions de valeur. Le mode`le additif ge´ne´ral au contraire utilise ces
fonctions de valeur potentiellement non line´aires pour repre´senter les pre´fe´rences du de´ci-
deur.
Aﬁn de de´terminer l’expressivite´ de ces mode`les et de re´pondre aux questions pose´es,
nous eﬀectuons une se´rie d’expe´riences qui sont de´crites brie`vement dans la section 2.1.1.
Les re´sultats et conclusions que nous avons obtenus sont ensuite pre´sente´s en section
2.1.2. Le lecteur inte´resse´ pourra trouver plus de de´tails, ainsi que des tableaux re´sumant
les re´sultats, dans les deux articles (Pirlot et al., 2010; Meyer et Pirlot, 2012).
2.1.1 Cadre expe´rimental
Soit (a1, . . . , am) le vecteur de performances de l’alternative a de X. Supposons sans
perte de ge´ne´ralite´ que ces performances ont leurs valeurs dans l’intervalle [0, 1]. Les mo-
de`les qui sont teste´s dans ce travail sont :
1. La somme ponde´re´e pour laquelle le score de l’alternative a est
m∑
i=1
wiai, ou` wi sont
des poids qui doivent eˆtre de´termine´s.
1. Marc Pirlot, Universite´ de Mons, Belgique
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2. La fonction de valeur additive pour laquelle le score de l’alternative a est
m∑
i=1
ui(ai),
ou` les ui sont les fonctions de valeur marginales de [0, 1] vers lui-meˆme qui doivent
eˆtre de´termine´es. Deux cas particuliers de ce mode`le ge´ne´ral sont aussi e´tudie´s,
dans lesquels les fonctions marginales conside´re´es sont des fonctions line´aires par
morceaux. Dans la premie`re variante, ui a deux morceaux line´aires correspondant
a` une division de l’intervalle [0, 1] en deux parties e´gales. La seconde variante quant
a` elle divise l’intervalle [0, 1] en trois parties e´gales pour conside´rer des fonctions a`
3 morceaux line´aires.
3. L’inte´grale de Choquet dans laquelle le score de l’alternative a est calcule´ en utilisant
des capacite´s 2-additives et 3-additives. Dans le cas de capacite´s 2-additives, le score
de a s’obtient par la formule :
m∑
i=1
miai +
∑
i,j,i<j
mij(ai ∧ aj), ou` mi (resp. mij) sont
les poids associe´s aux crite`res (resp. aux paires de crite`res) et ai ∧ aj indique le
minimum de ai et de aj . Ces poids sont e´videmment re´gis par un ensemble de
contraintes qui sont par exemple de´taille´es dans Grabisch et al. (2008). La formule
pour des capacite´s 3-additives est similaire et contient un terme additionnel de
poids mijk associe´ aux triplets de crite`res.
En vue d’e´tudier les questions mentionne´es pre´ce´demment, les deux cadres expe´rimen-
taux suivants sont mis en place. Tout d’abord, pour tester l’expressivite´ des diﬀe´rents
mode`les, pour un nombre n d’alternatives et un nombre m de crite`res donne´s, nous ge´ne´-
rons ale´atoirement n vecteurs de performances a` m composantes. Ces performances sont
ge´ne´re´es ale´atoirement a` partir d’une distribution uniforme sur l’intervalle [0, 1]. Nous sup-
posons aussi, sans perte de ge´ne´ralite´, que le de´cideur pre´fe`re les performances e´leve´es aux
performances basses pour tous les crite`res. Un ordre total est ensuite ge´ne´re´ pour les n
alternatives a` partir d’une distribution uniforme de tous les ordres totaux. Des routines
de programmation line´aire sont alors utilise´es pour ve´riﬁer que cet ordre est repre´sentable
par le biais des diﬀe´rents mode`les retenus. Dans chacun de ces mode`les, l’alternative a est
pre´fe´re´e a` l’alternative b si son score est plus e´leve´ que celui de b.
Ensuite, pour tester le comportement de l’inte´grale de Choquet quand elle est confron-
te´e a` des pre´fe´rences non inde´pendantes, des donne´es et des ordres approprie´s sont ge´ne´re´s
d’apre`s un cadre similaire au pre´ce´dent. Nous ge´ne´rons d’abord ale´atoirement les perfor-
mances de deux alternatives a et b. Ensuite nous tirons au hasard un indice de crite`re q
dans {1, . . . ,m} et ge´ne´rons ale´atoirement deux e´valuations xq et yq. Nous construisons
ensuite les quatre vecteurs de performances (xq, a−q), (xq, b−q), (yq, a−q) et (yq, b−q), ou`
la notation (xq, a−q) repre´sente le proﬁle de l’alternative a pour laquelle l’e´valuation aq
a e´te´ remplace´e par l’e´valuation xq. Nous ge´ne´rons ensuite les n − 4 alternatives comme
dans le cadre pre´ce´dent. Les ordres sont ge´ne´re´s de fac¸on a` ce que (xq, a−q) soit classe´
avant (xq, b−q) et (yq, a−q) soit classe´ apre`s (yq, b−q), ce qui garantit que cet essai viole la
condition d’inde´pendance pre´fe´rentielle. En pratique nous ge´ne´rons un ordre ale´atoire sur
les n alternatives et nous le retenons si la condition pre´ce´dente sur les quatre proﬁles est
respecte´e ; si non, l’ordre est rejete´.
Toutes ces expe´riences sont eﬀectue´es dans le syste`me statistique R (R Development
Core Team, 2005). Les parame`tres pour les deux premiers mode`les sont de´termine´s en uti-
lisant un solveur qui peut eˆtre appele´ a` partir de R (lpSolve). La structure des contraintes
pour les fonctions de valeur line´aires par morceaux sont inspire´es de la technique d’agre´gation-
de´sagre´gation UTA de Jacquet-Lagre`ze et Siskos (1982), alors que la formulation pour
tester l’existence d’une fonction de valeur ge´ne´rale est de Greco et al. (2008). Pour ve´-
riﬁer l’existence d’une repre´sentation des pre´fe´rences a` travers une inte´grale de Choquet
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2-additive ou 3-additive, la librairie Kappalab de Grabisch et al. (2008) est utilise´e, via
la fonction “lin.prog.capa.ident”. Dans tous les mode`les, la routine d’optimisation tente de
maximiser une variable d’e´cart δ qui repre´sente la diﬀe´rence minimale entre deux alterna-
tives qui se suivent dans le classement ale´atoire.
Nous explorons les cas ou` n = 4, 5, 6, 8, 10 et pour chaque valeur de n un nombre de
crite`res e´gal a` m = 3, 4, 5, 6, 8. Pour des petites valeurs de n (4 a` 6), nous ge´ne´rons entre 50
et 100 instances de n alternatives et nous essayons de repre´senter syste´matiquement tous
les ordres possibles (pour le deuxie`me cadre expe´rimental, nous ne conside´rons e´videmment
que les ordres qui violent la condition d’inde´pendance pre´fe´rentielle). Pour n = 8 et n = 10,
nous ge´ne´rons 50 instances et ne conside´rons qu’un e´chantillon de 3000 ordres.
2.1.2 Re´sultats et observations
Nous ne pre´sentons ici que les observations principales qui peuvent eˆtre de´duites des
re´sultats des expe´riences que nous avons mene´es. Pour des re´sultats de´taille´s, le lecteur
inte´resse´ peut se re´fe´rer a` Meyer et Pirlot (2012).
Tout d’abord, en ce qui concerne l’expressivite´, nous observons que :
1. Pour tous les mode`les, la proportion d’instances qui peuvent eˆtre repre´sente´es croit
avec le nombre de crite`res (pour n ﬁxe´) et de´croˆıt avec le nombre d’alternatives
(pour m ﬁxe´).
2. Le mode`le additif est plus expressif que l’inte´grale de Choquet 3-additive ; cette
dernie`re e´tant le´ge`rement plus expressive que le mode`le 2-additif ; qui lui-meˆme est
plus expressif que la somme ponde´re´e. Ces diﬀe´rences sont d’autant plus marque´es
que n est grand.
3. Les diﬀe´rences d’expressivite´ entre le mode`le additif ge´ne´ral et ses variantes line´aires
par morceaux croissent avec n. Pour des valeurs de n infe´rieures a` 6 cette diﬀe´rence
reste petite. Pour une valeur ﬁxe´e de n cette diﬀe´rence croit avec le nombre de
crite`res.
Il est e´galement inte´ressant de comparer l’expressivite´ des diﬀe´rents mode`les. A cette
ﬁn, pour chaque mode`le, nous calculons l’ame´lioration qu’il apporte par rapport aux autres
mode`les en terme de repre´sentativite´ des ordres. Nous en de´duisons les observations sui-
vantes :
1. Dans tre`s peu de cas (moins d’1% des instances que nous avons ge´ne´re´es), les
mode`les a` base d’inte´grale de Choquet 2-additive ou 3-additive sont capables de
repre´senter un ordre que le mode`le additif ge´ne´ral ne peut pas mode´liser.
2. L’avantage d’une inte´grale de Choquet 3-additive par rapport a` une inte´grale de
Choquet 2-additive n’est pas ﬂagrant jusqu’a` n = 8.
3. L’inte´grale de Choquet est capable de repre´senter un grand nombre d’ordres que la
somme ponde´re´ ne peut pas mode´liser.
Il peut paraˆıtre assez surprenant que l’inte´grale de Choquet n’est capable de repre´sen-
ter que quelques instances qui ne sont pas mode´lisables par un mode`le additif ge´ne´ral. La
question que l’on peut alors se poser concerne la proportion de pre´fe´rences qui violent l’in-
de´pendance que l’inte´grale de Choquet peut repre´senter. Le deuxie`me cadre expe´rimental
que nous avons de´crit a` la section 2.1.1 nous permet de faire les observations suivantes a`
ce sujet :
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1. Le pourcentage d’ordres qui violent la condition d’independance, mais repre´sen-
tables par une inte´grale de Choquet 2-additive ou 3-additive, est plus e´leve´ que ce
que la premie`re expe´rience ne laissait penser (en moyenne une dizaine de pourcents).
2. La proportion de pre´fe´rences repre´sentables par ces deux mode`les augmente avec
le nombre de crite`res (pour n ﬁxe´) et de´croˆıt avec le nombre d’alternatives (pour
m ﬁxe´).
3. Le passage d’un mode`le 2-additif a` un mode`le 3-additif ne re´sulte pas en une aug-
mentation ﬂagrante de l’expressivite´.
Ces observations conﬁrment un certain nombre d’hypothe`ses “naturelles”, mais sont
e´galement accompagne´es de nouvelles questions. En particulier, on peut se poser des ques-
tions sur la ge´ne´ration de nos donne´es, et plus spe´ciﬁquement sur les donne´es qui violent
l’inde´pendance pre´fe´rentielle. Il est clair que l’approche choisie pour le deuxie`me cadre
expe´rimental n’est pas garante d’un e´chantillonnage uniforme des pre´fe´rences qui ne sont
pas repre´sentables par une fonction de valeur additive ge´ne´rale. Nous en concluons donc
que l’inte´grale de Choquet est capable de mode´liser certaines pre´fe´rences que la fonction de
valeur additive ge´ne´rale ne peut pas repre´senter, mais nous pre´fe´rons ne pas nous avancer,
dans l’e´tat actuel de nos recherches, sur une estimation nume´rique de cette proportion.
L’inte´grale de Choquet peut aussi eˆtre utilise´e a` la place de la somme dans le mode`le
de fonctions de valeur additive (Grabisch et Labreuche, 2004). Ceci aurait e´videmment
comme conse´quence d’accroˆıtre l’expressivite´ de ce dernier, pour laquelle nous donnons
une estimation dans Meyer et Pirlot (2012).
2.1.3 Conclusions
A la vue de ces re´sultats, il pourrait eˆtre tentant de recommander de restreindre l’uti-
lisation de l’inte´grale de Choquet a` des cas ou` les fonctions de valeur ont e´te´ e´licite´es et
ou` il y a des indices forts d’interactions entre des crite`res.
Cependant, nous pensons qu’il faut eˆtre un peu moins restrictif en se rappelant que les
mode`les les plus expressifs ne sont pas force´ment le meilleur choix dans un contexte d’ap-
prentissage des pre´fe´rences, car ils ne´cessitent la spe´ciﬁcation d’un tre`s grand nombre de pa-
rame`tres. En eﬀet, si les informations pre´fe´rentielles fournies par le de´cideur sont pauvres,
l’utilisation d’un mode`le moins expressif, comme l’inte´grale de Choquet 2-additive, peut
eˆtre conseille´e, car elle devrait fournir un degre´ d’inde´termination des parame`tres plus bas
qu’avec une fonction de valeur additive ge´ne´rale.
Notons e´galement que de bonnes alternatives au mode`le additif ge´ne´ral sont les mode`les
line´aires par morceaux, qui ne´cessitent la de´termination de moins de parame`tres, tout en
ayant une bonne expressivite´.
*
Dans la section suivante, nous pre´sentons des travaux sur la classiﬁcation non super-
vise´e en AMCD, une proble´matique de de´cision assez peu e´tudie´e a` ce jour, et qui peut
se rapprocher des proble´matiques de tri et de rangement, suivant la perspective adopte´e.
Une nouvelle fois, nous soulignerons des aspects de validation empirique.
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2.2 Formalisation du concept de classification non supervi-
se´e et me´thode de re´solution
En analyse des donne´es, il est classique de rassembler des objets de´crits par une se´rie
de variables aﬁn de mieux comprendre la structure du proble`me sous-jacent. Cette action
de regrouper est tre`s naturelle pour l’humain, car elle constitue notre fac¸on d’appre´hender
un nouveau concept, en tentant de le rapprocher d’autres e´le´ments de notre champs de
connaissance (Anderberg, 1973; Everitt et al., 2001). En analyse des donne´es, la classiﬁ-
cation supervise´e et la classiﬁcation non supervise´e sont deux approches ge´ne´rales pour
re´soudre ces proble`mes de regroupement d’objets.
La classiﬁcation supervise´e se base sur des informations concernant les groupes d’ob-
jets, appele´s des classes. Dans ce cas, le but est de tenter de faire correspondre un certain
mode`le aux donne´es et de le valider ensuite. La classiﬁcation non supervise´e quant a` elle
ne be´ne´ﬁcie pas de cette information a priori sur la structure des donne´es, et a comme
objectif de la de´couvrir, en utilisant des mesures de similarite´.
Un des atouts principaux de l’AMCD est de tenter d’inclure des pre´fe´rences dans la
comparaison des alternatives et par conse´quent, l’information disponible est plus riche
qu’en analyse des donne´es. De manie`re ge´ne´rale on distingue entre trois types de relations
entre ces alternatives : l’indiﬀe´rence, la pre´fe´rence stricte et l’incomparabilite´ (Vincke,
1989). La proble´matique du tri en AMCD peut d’une certaine manie`re se rapprocher de la
classiﬁcation supervise´e en analyse des donne´es, e´tant donne´ que de l’information sur les
classes (ou cate´gories) est a` fournir a priori. La proble´matique du classement en AMCD
quant a` elle se rapproche sous certains aspects de la classiﬁcation non supervise´e en analyse
des donne´es, puisque en ge´ne´ral aucune information n’est donne´e a priori sur la structure
du proble`me.
Ne´anmoins, il reste que la proble´matique de la classiﬁcation non supervise´e en AMCD
a jusqu’a` pre´sent e´te´ tre`s peu aborde´e et formalise´e. Cailloux et al. (2007) proposent
une taxonomie de me´thodes existantes, qui les se´pare en deux cate´gories, suivant qu’elles
prennent en compte de l’information pre´fe´rentielle ou non.
Il convient aussi de citer Bisdorﬀ (2002a) qui proce`de a` une classiﬁcation non supervise´e
des crite`res, et non des alternatives. Par ailleurs, De Smet et Guzman (2004) ont e´tendu
l’algorithme classique des K-Means au contexte de l’AMCD. Une extension de ces travaux
est propose´e par la suite par De Smet et Eppe (2009) aﬁn de ge´ne´rer des relations de
pre´fe´rence entre les classes ge´ne´re´es. Cet algorithme des K-Means est aussi a` la base des
travaux de Figueira et al. (2004) et Baroudi et Saﬁa (2010).
Dans Nemery et De Smet (2005) et Fernandez et al. (2010) les auteurs proposent des
approches qui de´terminent des classes totalement ordonne´es, alors que plus re´cemment,
dans Rocha et al. (2012) les classes peuvent eˆtre partiellement ordonne´es.
Ce bref tour d’horizon constitue le point de de´part de ce travail que nous avons mene´
en collaboration avec Alexandru Olteanu 2, lors de l’encadrement de sa the`se de doctorat.
Dans la suite, nous pre´senterons dans la section 2.2.1 notre de´ﬁnition de la proble´matique
de classiﬁcation non supervise´ en AMCD qui se base sur des relations de pre´fe´rence entre les
alternatives. Ensuite, dans la section 2.2.2 nous pre´senterons brie`vement notre approche
pour re´soudre cette proble´matique, avant de passer a` une illustration et la validation
empirique en section 2.2.3. Le lecteur inte´resse´ pourra se re´fe´rer a` Meyer et Olteanu (2013)
pour plus de de´tails sur ces travaux.
2. Alexandru Olteanu, Universite´ du Luxembourg, Luxembourg
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2.2.1 De´finitions et objectifs pour une classification non supervise´e
La classiﬁcation non supervise´e en analyse des donne´es a comme but de regrouper des
objets qui se ressemblent et de se´parer ceux qui ne se ressemblent pas. Dans le cadre de
l’AMCD nous pouvons rajouter de l’information pre´fe´rentielle a` ces comparaisons d’objets
aﬁn de prendre en compte les pre´fe´rences d’un de´cideur.
Il existe de nombreuses me´thodes pour comparer des alternatives de´crites sur un cer-
tain nombre de crite`res, et qui prennent en compte diﬀe´rents types d’informations pre´fe´-
rentielles. Cependant, d’un point de vue ge´ne´ral, ces proce´dures fournissent trois types de
comparaisons : l’indiﬀe´rence, la pre´fe´rence stricte et l’incomparabilite´ (note´es I, P et R).
La relation d’indiﬀe´rence I est re´ﬂexive et syme´trique, l’incomparabilite´ R est irre´ﬂexive
et syme´trique et la pre´fe´rence stricte P est asyme´trique. La me´thode de construction de ces
relation n’est pas l’objectif de ces travaux, et nous supposons donc qu’elles sont donne´es
(il est ainsi possible de les de´river d’une relation de surclassement, par exemple).
E´tant donne´ qu’entre deux alternatives de X une et une seule de ces relations peut
exister, nous pouvons adapter la de´ﬁnition de base de l’analyse des donne´es au contexte
de l’AMCD.
De´finition 1. La classification non supervise´e non relationnelle en AMCD est le
processus qui regroupe les alternatives qui sont indiffe´rentes entre elles et qui se´pare celles
qui ne le sont pas.
Il est inte´ressant de noter que dans ce cas les relations entre alternatives sont divise´es en
deux : d’un coˆte´ celle qui rassemble les alternatives (l’indiﬀe´rence), et de l’autre coˆte´ celles
qui les se´parent (pre´fe´rence stricte et incomparabilite´). En analyse des donne´es, chacun
de ces ensembles ne contient qu’une relation, et elles sont comple´mentaires (similarite´ et
dissimilarite´). En AMCD, le “comple´mentaire” de l’indiﬀe´rence est soit de la pre´fe´rence
stricte dans un sens ou dans l’autre ou de l’incomparabilite´.
Suivant l’objectif de la classiﬁcation, on peut eˆtre tente´s d’exploiter la richesse des
relations qui se´parent les alternatives pour de´ﬁnir d’autres re´sultats.
De´finition 2. Nous appelons classification non supervise´e relationnelle en AMCD
le processus qui regroupe les alternatives qui sont indiffe´rentes entre elles, tout en se´parant
les classes qui sont strictement pre´fe´re´es ou incomparables entre elles.
Dans ce cas, on ne cherche pas que des ensembles d’alternatives clairement indiﬀe´rentes,
mais aussi des classes qui se comparent entre-elles via une relation de pre´fe´rence stricte
ou d’incomparabilite´. Il est aussi possible d’eˆtre plus discriminant au sujet de ces relations
entre les classes, et de rechercher un tournoi partiel ou un tournoi complet entre les
classes.
Un re´sultat encore plus structure´ est celui de la relation d’ordre entre les classes, ou`
les ensembles d’alternatives indiﬀe´rentes sont ordonne´es du meilleur au plus mauvais.
De´finition 3. On appelle classification non supervise´e ordonne´e en AMCD le pro-
cessus qui regroupe les alternatives qui sont indiffe´rentes entre elles, tout en se´parant les
classes sont strictement pre´fe´re´es ou incomparables entre elles, de manie`re a` cre´er un
ordre entre les classes.
Il est a` nouveau possible de distinguer dans ce cas entre deux structures pouvant
apparaˆıtre entre les classes : un ordre partiel strict et un ordre total strict.
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Classification non supervisée
non relationnelle
Classification non supervisée
relationnelle
Classification non supervisée
ordonnée
Tournoi
partiel
Tournoi
complet
Ordre partiel
strict
Ordre total
strict
Figure 2.1 – Structures potentielles du re´sultat d’une classiﬁcation non supervise´e en
AMCD.
La ﬁgure 2.1 re´sume ces diﬀe´rentes structures qui peuvent e´merger d’une classiﬁcation
non supervise´e en AMCD.
Aﬁn de rendre ces diﬀe´rentes de´ﬁnitions ope´rationnelles, nous construisons pour cha-
cune d’elles une fonction objectif (a` maximiser). Pour une de´ﬁnition donne´e, cette fonction
permet de qualiﬁer un re´sultat de classiﬁcation. La valeur maximale de cette fonction est
alors atteinte lorsque la partition est “ide´ale” pour la de´ﬁnition choisie.
De manie`re ge´ne´rale, le but de la classiﬁcation non supervise´e est de de´terminer une
partitionK = {Kl,Km,Kn, ...} de l’ensemble des alternatives X ayant certaines proprie´te´s
suivant la de´ﬁnition choisie.
Pour la de´ﬁnition la moins restrictive, c’est a` dire celle de la classiﬁcation non su-
pervise´e non relationnelle, le re´sultat ide´al serait d’avoir une partition pour laquelle les
alternatives a` l’inte´rieur d’une classe seraient toutes indiﬀe´rentes entre elles, et aucune
relation d’indiﬀe´rence n’apparaisse entre des alternatives appartenant a` des classes diﬀe´-
rentes.
Soit SO(A,B) la fonction qui compte le nombre de relations O ∈ {I,P,R} qui appa-
raissent entre deux ensembles d’alternatives A et B de X. La fonction objectif pour la
classiﬁcation non supervise´e non relationnelle, a` maximiser, est donc donne´e par :
fnr(K) :=
∑
l
SI(Kl,Kl) +
∑
l<m
(
SP(Kl,Km) + SP(Km,Kl) + SR(Kl,Km)
)
. (2.1)
Le premier terme de fnr mesure a` quel point la relation d’indiﬀe´rence est pre´sente a`
l’inte´rieur des classes, alors que le second terme e´value l’existence des autres relations entre
les classes. L’optimum est atteint lorsque fnr(K) =
|X|·(|X|−1)
2 , et dans ce cas K est une
partition ide´ale par rapport a` l’objectif de la classiﬁcation non supervise´e non relationnelle.
Les autres fonctions objectifs se de´ﬁnissent de manie`re similaire. Le lecteur inte´resse´
pourra se re´fe´rer a` Meyer et Olteanu (2013) pour de plus amples de´tails.
2.2.2 Me´thode de re´solution
Aﬁn de de´terminer une solution au proble`me de la classiﬁcation non supervise´e non re-
lationnelle, nous pourrions e´nume´rer toutes les partitions de l’ensemble des alternatives X
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et se´lectionner la partition qui maximise fnr. La complexite´ d’une telle approche est claire-
ment exponentielle, e´tant donne´ que le nombre de partitions d’un ensemble est donne´ par
le nombre de Bell (pour 10 alternatives, le nombre de partitions est d’environs 105). Ainsi,
meˆme dans le contexte de l’AMCD ou` le nombre d’alternatives est en ge´ne´ral restreint,
cette e´nume´ration exhaustive n’est pas raisonnable.
L’approche que nous proposons, qui se base sur nos travaux Bisdorﬀ et al. (2011) en
fouille de donne´es, est compose´e de deux e´tapes : tout d’abord nous tentons de trouver
une partition des alternatives en ne conside´rant que la relation d’indiﬀe´rence ; ensuite nous
raﬃnons ce re´sultat en de´plac¸ant des alternatives entre les e´le´ments de la partition aﬁn de
se rapprocher du re´sultat optimal.
Dans la premie`re e´tape, nous tentons de cre´er des ensembles, a` l’inte´rieur desquels les
alternatives sont majoritairement indiﬀe´rentes entre elles, et entre lesquels il existe peu
d’indiﬀe´rences. Cela re´duit la complexite´ du proble`me original a` la recherche d’ensembles
denses dans le graphe repre´sentant la relation d’indiﬀe´rence, note´ G(X, I).
En vue de trouver ces re´gions denses, nous recherchons les cœurs des classes, que nous
de´ﬁnissons comme des ensembles d’alternatives qui sont toutes indiﬀe´rentes entre-elles et
qui se comparent de manie`re consistante aux autres alternatives de X. Ceci signiﬁe que
nous aimerions que ces cœurs contiennent des alternatives qui sont soit indiﬀe´rentes aux
meˆmes alternatives de X (ces dernie`res seront rajoute´es a` la classe de´ﬁnie par le cœur
par la suite), soit non indiﬀe´rentes aux meˆmes alternatives de X (ces dernie`res seront
place´es dans d’autres classes). De cette de´ﬁnition de´coule le fait que les cœurs que nous
recherchons sont des cliques dans G(X, I).
Ide´alement, soit un cœur Y ne pre´sentera que des relations d’indiﬀe´rences vers l’ex-
te´rieur, soit il n’en pre´sentera aucune. La fonction pour mesurer la qualite´ d’un cœur est
donc de´ﬁnie comme :
fC(Y ) :=
∑
x∈X
∣∣SI(x, Y )− SP(x, Y )− SP(Y, x)− SR(x, Y )∣∣. (2.2)
ou` SO(x, Y ) compte le nombre de relations O ∈ {I,P,R} de x vers les e´le´ments de Y .
Une valeur e´leve´e pour fC(Y ) indique que Y est en moyenne plutoˆt indiﬀe´rent ou plutoˆt
pas indiﬀe´rent aux alternatives a` l’exte´rieur de Y , ce qui traduit la proprie´te´ que nous
recherchons pour un coœur.
Nous recherchons donc les cliques de G(X, I) qui sont les maxima locaux de fC , aﬁn de
de´terminer le nombre de re´gions denses du graphe, et par conse´quent le nombre de classes
(que nous notons k).
Ceci peut eˆtre fait d’une manie`re exacte en utilisant l’algorithme de Bron et Kerbosch
(1973), ame´lioration de Koch (2001), et qui e´nume`re de manie`re eﬃcace toutes les cliques
maximales d’un graphe. Cette proce´dure est exponentielle en complexite´ a` cause du fait
qu’un graphe contient un nombre exponentiel de cliques maximales (Moon et Moser, 1965).
Cependant, comme les proble`mes en AMCD ne sont ge´ne´ralement pas tre`s grands, cette
approche pour rechercher les cœurs est bien adapte´e (|X| < 100). Dans le cas ou` le nombre
d’alternatives devient plus grand, nous proposons d’appliquer une meta-heuristique telle
que celle que nous avons propose´ dans Bisdorﬀ et al. (2011). Nous conside´rerons ici que le
proble`me est raisonnable en taille, et nous notons C = {C1, . . . , Ck} l’ensemble des cœurs
de´termine´s.
Chaque classe est alors construite en lui ajoutant d’abord les e´le´ments de son cœur,
et ensuite en ajoutant les alternatives restantes a` la classe la plus approprie´e d’apre`s
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l’heuristique gloutonne suivante :
1) Kl = Cl, ∀l ∈ 1..k,
2) Kl = Kl ∪ {x} : l = argmax
m
(
SI(x,Cm)
)
, ∀x ∈ X −
⋃
i
Ci, (2.3)
Cette premie`re partition devrait de´ja` eˆtre assez proche de l’optimum de fnr (comme
nous le montrons empiriquement dans la section 2.2.3). Un raﬃnement de ce premier
partitionnement est eﬀectue´ a` l’e´tape suivante, en fonction de l’objectif de la classiﬁcation
non supervise´e recherche´.
L’ide´e de cette deuxie`me e´tape est de de´placer des alternatives entre les classes en vue
d’augmenter la valeur de la fonction objectif. A cette ﬁn nous de´ﬁnissions des heuristiques
pour chacun des objectifs de classiﬁcation qui permettent d’e´valuer si le de´placement
entraˆıne une augmentation de la fonction objectif ou non. Nous invitons le lecteur inte´resse´
a` consulter Meyer et Olteanu (2013) pour une argumentation de´taille´e sur ces heuristiques.
Toute meta-heuristique de recherche locale peut alors eˆtre utilise´e, comme par exemple
la recherche tabou (Glover, 1989, 1990) ou le recuit simule´ (Kirkpatrick et al., 1983) pour
trouver la classiﬁcation optimale. De manie`re ge´ne´rale, ce type d’algorithme commence
avec une partition initiale K (trouve´e a` l’e´tape pre´ce´dente), et ge´ne`re ensuite son voisinage
(l’ensemble des de´placements d’alternatives a` d’autres classes). Ces de´placements sont
e´value´s graˆce aux heuristiques pre´ce´demment mentionne´es, en fonction de l’objectif de
classiﬁcation retenu. Le meilleur voisin est alors choisi, et la me´canique ite´rative de la
meta-heuristique se met en marche, suivant sa spe´ciﬁcite´.
2.2.3 Illustration et validation empirique
L’algorithme est ici illustre´ sur des donne´es issues de Bouyssou et al. (2000) concernant
le choix d’une voiture par un e´tudiant. Pour rappel, le proble`me contient 14 alternatives
(voitures) de´ﬁnies sur 5 crite`res : un crite`re de couˆt, deux crite`res de performance, et deux
crite`res de se´curite´.
Les alternatives sont compare´es au moyen d’une relation de surclassement value´e en
utilisant la re`gle d’Electre iii (Roy, 1978). Les poids des crite`res sont e´gaux, et les seuils
d’indiﬀe´rence et de pre´fe´rence sont ﬁxe´s a` 10% et a` 20% de la longueur de l’intervalle des
valeurs de chaque crite`re. Des seuils de veto ont e´te´ de´ﬁnis pour les crite`res de couˆt et
d’acce´le´ration a` 60% de la longueur de l’intervalle des valeurs. Une coupe de la relation
value´e a e´te´ eﬀectue´e a` 0.5 aﬁn d’en extraire les relations d’indiﬀe´rence, de pre´fe´rence
stricte et d’incomparabilite´, comme pre´sente´ dans Vincke (1992).
La ﬁgure 2.2 pre´sente les sorties de l’algorithme pour des classiﬁcations non supervise´es
ordonne´es ou` les classes sont ordonne´es partiellement et totalement. Sur la gauche sont
de´taille´es les relations entre les alternatives. Ces dernie`res ont e´te´ re´ordonne´es aﬁn de
tenir compte du re´sultat de la classiﬁcation. Les graphes sur la droite repre´sentent les
classes et les relations entre celles-ci. Aﬁn de faciliter la repre´sentation, les classes du
haut sont conside´re´es comme pre´fe´re´es a` celles du bas et des classes au meˆme niveau sont
conside´re´es comme incomparables. Les conﬁances en dessous de chaque tableau correspond
a` fops (ordre partiel strict) et a` focs (ordre complet strict).
Pour l’ordre partiel strict l’algorithme trouve cinq classes. Les classes {a8, a9, a14}
et {a6} sont incomparables entre elles. Les cases grise´es dans le tableau indiquent des
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Ordre partiel strict
K a3 a7 a11 a5 a10 a12 a8 a9 a14 a6 a1 a2 a4 a13
a3 I I P I I I P P P P P P P
a7 I P P P I P P R P P P P
a11 P P I P P P P P P P P
a5 I I I P P I P I I P
a10 I I I P P I I I I
a12 P P P P P I P P
a8 I I R P P P P
a9 I R P I
a14 R P R R P
a6 P I I I
a1 I I I
a2 P I I
a4 P I
a13
Confiance du re´sultat : 72.52%
a3,a7,a11
a5,a10,
a12
a1,a2,
a4,a13
a6a8,a9,
a14
Ordre total strict
K a3 a7 a8 a11 a12 a1 a2 a4 a5 a6 a10 a13 a9 a14
a3 I I I I P P P P P I P P P
a7 I I P P P P P R P P P P
a8 P P P I R I P I I
a11 P I P P P P P P P P P
a12 P P I P I P I P P P
a1 I I I I
a2 I I I I I P R
a4 I I I I P R
a5 P I I P P P
a6 P I R R
a10 P I I P
a13 I
a9 P I
a14 P P
Confiance du re´sultat : 71.42%
a3,a7,a8,
a11,a12
a1,a2,a4,
a5,a6,a10,
a13
a9,a14
Figure 2.2 – Re´sultats de la classiﬁcation non supervise´e.
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Objectif
Fitness
(% de l’optimum)
nr / e´tape 1 96.00
nr 99.94 (0.08)
tp 99.82 (0.33)
tc 99.80 (0.29)
ops 76.00 (17.38)
ocs 98.51 (2.10)
Table 2.1 – Moyennes des re´sultats (e´carts types entre parenthe`ses).
incohe´rences avec le re´sultat de la classiﬁcation (par exemple a5 et a8 sont indiﬀe´rentes
alors qu’elles n’appartiennent pas a` la meˆme classe).
Pour le second re´sultat, la conﬁance est e´videmment moins e´leve´e que pour le premier
calcul, car l’algorithme tente d’e´carter l’incomparabilite´ entre les classes.
En vue de valider notre algorithme de manie`re empirique, nous ge´ne´rons des jeux de
donne´es ale´atoires. Comme l’objectif est de montrer que la me´thode approxime bien la
solution optimale, ces donne´es ne contiennent que 10 alternatives, aﬁn de nous permettre
d’utiliser une me´thode exacte comme algorithme de controˆle. D’autre part, nous ge´ne´rons
directement les relations de pre´fe´rences et ne passons pas par une proce´dure d’agre´gation
particulie`re comme dans l’exemple illustratif.
800 proble`mes sont ge´ne´re´s en faisant varier plusieurs parame`tres de´crits ci-dessous :
— Nombre de classes de 2 a` 10 ;
— Taille des classes (diﬀe´rentes combinaisons de petit, moyen et grand) ;
— Pourcentage d’indiﬀe´rences dans les classes (60% ou 80%) ;
— Pourcentage d’indiﬀe´rences entre les classes (5% ou 15%) ;
— Relation entre les classes ;
— Perturbations sur la structure cre´e´e (5% ou 15%).
Pour les 800 proble`mes nous avons d’abord utilise´ la me´thode d’e´nume´ration de toutes
les partitions aﬁn de de´terminer le re´sultat optimal pour chaque objectif. Ensuite nous
avons applique´ notre algorithme 100 fois sur chaque proble`me et pour chaque objectif.
Chaque essai de re´solution a e´te´ arreˆte´ apre`s 1 seconde.
Le tableau 2.1 pre´sente les re´sultats de ces expe´riences. La premie`re colonne indique
l’objectif de classiﬁcation non supervise´e recherche´e. La seconde colonne donne le ratio
entre la valeur de la fonction objectif de´termine´e par notre me´thode et celle du re´sultat
optimal.
Les re´sultats indiquent bien la diﬃculte´ croissante des diﬀe´rents objectifs de classiﬁca-
tion. Pour des objectifs simples, on trouve des re´sultats proches de la me´thode exhaustive.
La premie`re ligne indique la qualite´ de la solution apre`s l’e´tape 1 de notre me´thode, ce qui
tend a` prouver que cette e´tape fournit de´ja` de bons re´sultats.
2.2.4 Conclusions
La validation empirique de notre me´thode de classiﬁcation non supervise´e montre l’in-
te´reˆt de cette approche. Une nouvelle fois nous estimons que cette e´tape de validation est
essentielle, car elle permet de donner des indications sur le comportement de l’algorithme
propose´ dans des situations re´elles.
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Justement en parlant de situations re´elles, le lecteur attentif aura remarque´ que nous
n’avons pas encore aborde´ de domaines applicatifs pour la classiﬁcation non supervise´e
en AMCD. Tout d’abord il y a e´videmment l’analyse exploratoire, qui permet de mieux
comprendre la structure du proble`me sous-jacent, en regroupant les alternatives indiﬀe´-
rentes dans des classes. On pourrait e´galement imaginer des variations de la classiﬁcation
ordonne´e stricte pour re´soudre des proble`mes de tri, lorsque la structure des classes n’est
pas tout a` fait claire, et qu’elle devrait eˆtre de´couverte.
Il est possible d’e´tendre ces travaux a` des cas ou` le nombre d’alternatives est plus
e´leve´. En eﬀet, en utilisant la meta-heuristique que nous avons propose´e dans Bisdorﬀ
et al. (2011), il est possible de de´terminer les cœurs de manie`re approche´e. Cependant la
deuxie`me e´tape de notre me´thode ne´cessitera des ame´liorations, e´tant donne´ que le nombre
d’ope´rations de de´placements est potentiellement quadratique.
*
La section suivante pre´sente une contribution a` l’e´liciation des pre´fe´rences pour la
proble´matique du tri dans un contexte ou` plusieurs de´cideurs interviennent. Le paradigme
utilise´ est celui des relations de surclassement, et comme dans les deux pre´ce´dents travaux,
une attention particulie`re est porte´e a` la validation empirique de la proce´dure propose´e.
Par ailleurs, pour des raisons ope´rationnelles, nous soulignons comment se positionne cette
proce´dure dans l’ensemble des outils de soutien a` l’e´licitation de pre´fe´rences d’un groupe
de de´cideurs.
2.3 Aide au tri en pre´sence de crite`res et de de´cideurs mul-
tiples
Ce travail se situe dans le contexte de la proble´matique du tri multicrite`re, dans la-
quelle chaque alternative de X doit eˆtre aﬀecte´e a` une cate´gorie pre´de´ﬁnie. Les k classes
disponibles sont par ailleurs ordonne´es pre´fe´rentiellement C1 ≪ C2 ≪ ...≪ Ch ≪ ...≪ Ck
(C1 e´tant la plus mauvaise cate´gorie, et Ck la meilleure).
Par rapport au travail de la section pre´ce´dente, les cate´gories et leur nombre sont
donne´s a` l’avance et l’aﬀectation des alternatives ne se fait pas en les comparant entre-
elles, mais par des comparaisons a` des normes donne´es a priori.
De nombreuses approches ont e´te´ propose´es aﬁn de re´soudre des proble`mes de tri
multicrite`re (Perny, 1998; Greco et al., 2002). Dans ce travail, nous nous inte´ressons a` une
variante de la me´thode Electre Tri (Figueira et al., 2005; Mousseau et al., 2000; Roy,
1991) qui respecte l’axiomatique de Bouyssou et Marchant (2007b,c).
Cette variante aﬀecte les alternatives aux cate´gories en utilisant les performances des
alternatives ainsi que de l’information pre´fe´rentielle de trois types : les proﬁls qui de´limitent
les cate´gories, des poids qui spe´ciﬁent l’importance de chacun des crite`res, et des seuils
de veto. Aﬁn d’e´liciter ces pre´fe´rences, nous supposons que les de´cideurs sont capables
de fournir des exemples d’aﬀectation, i.e. des alternatives ﬁctives ou re´elles associe´es a`
la cate´gorie a` laquelle les de´cideurs les aﬀecteraient. Ces exemples d’aﬀectation peuvent
correspondre a` des de´cisions passe´es ou eˆtre lie´es a` des alternatives que les de´cideurs
connaissent bien.
Bon nombre de travaux sur l’e´licitation des pre´fe´rences dans le contexte de l’AMCD
se focalisent sur la repre´sentation des pre´fe´rences d’un de´cideur unique. Dans ce travail,
2.3. TRI MULTI-DE´CIDEURS 21
que nous avons eﬀectue´ en collaboration avec Vincent Mousseau 3 et Olivier Cailloux 4,
nous nous sommes inte´resse´s a` une proce´dure d’e´licitation pour des groupes de de´cideurs
qui permet a` chacun d’eux de fournir de l’information pre´fe´rentielle individuelle en vue de
construire un mode`le de tri multicrite`re repre´sentant les pre´fe´rences du groupe.
Cette proce´dure utilise des programmes line´aires aﬁn de de´terminer, a` partir d’exemples
d’aﬀectations fournis par les de´cideurs, des proﬁls communs, partage´s par tous les de´ci-
deurs. Les poids des crite`res pouvant par contre varier d’un de´cideur a` un autre, cette
proce´dure peut eˆtre vue comme une premie`re e´tape vers un mode`le consensuel.
La suite de la section se structure de la fac¸on suivante. Nous pre´sentons d’abord dans la
section 2.3.1 le contexte de ce travail ainsi que les proce´dures d’e´licitation connexes, avant
de passer a` la section 2.3.2 a` une pre´sentation succincte des outils que nous proposons.
Les formulations des programmes line´aires qui permettent de de´terminer les parame`tres
pre´fe´rentiels ne sont pas de´taille´s ici et le lecteur inte´resse´ pourra se re´fe´rer a` Cailloux
et al. (2012) pour plus d’informations a` ce sujet. En section 2.3.3 nous passons ensuite
a` la proposition d’un processus d’e´licitation incluant ces nouveaux algorithmes, avant de
de´tailler leur application a` un exemple illustratif et leur validation empirique dans la
section 2.3.4.
2.3.1 Electre Tri et me´thodes d’e´licitation des pre´fe´rences connexes
Par rapport a` la me´thode classique d’Electre Tri, la proce´dure utilise´e dans le cadre
de ces travaux (Bouyssou et Marchant, 2007b,c) utilise uniquement la re`gle d’aﬀectation
pessimiste, sans seuils d’indiﬀe´rence ou de pre´fe´rence, et avec un veto binaire, qui invalide
un surclassement, peu importe la situation de concordance.
Dans la suite nous rappelons brie`vement le principe de cette me´thode de tri mul-
ticrite`re. Soit un ensemble de proﬁls B = {b0, . . . bk} et un ensemble ﬁni de crite`res
{gj , j ∈ J}. gj(a) de´note la performance de l’alternative a sur le crite`re gj . Chaque ca-
te´gorie Ch est de´ﬁnie par les performances de son proﬁl infe´rieur bh−1 et de son proﬁl
supe´rieur bh, avec bh−1, bh ∈ B. Nous supposerons qu’une performance plus e´leve´e repre´-
sente une performance meilleure et que les performances des proﬁls sont non-de´croissantes,
i.e. ∀j ∈ J, 1 ≤ h ≤ k : gj(bh−1) ≤ gj(bh).
En vue de trier les alternatives, la me´thodologie d’Electre Tri de´ﬁnit une relation
de surclassement S sur l’ensemble des alternatives de manie`re a` ce qu’une alternative a
surclasse une alternative b si et seulement si a est conside´re´e comme au moins aussi bonne
que b. La re`gle d’aﬀectation pessimiste aﬀecte une alternative a a` la cate´gorie la plus e´leve´e
Ch telle que l’alternative surclasse le proﬁl infe´rieur bh−1 de cette cate´gorie.
Une alternative a surclasse un proﬁl bh−1 si et seulement si la coalition de crite`res en
faveur de l’assertion “a est au moins aussi bon que bh−1” forme une majorite´ (ponde´re´e)
et qu’aucun crite`re ne s’oppose fortement a` cette assertion.
La coalition de crite`res en faveur de aSbh−1, ∀a ∈ X, 1 ≤ h ≤ k, forme une majorite´ si
et seulement si ∑
j∈J
wjCj(a, bh−1) ≥ λ, (2.4)
ou` wj est le poids du crite`re gj (avec
∑
j∈J wj = 1), Cj(a, bh−1) ∈ {0, 1}, et Cj(a, bh−1) =
1 ⇔ gj(a) ≥ gj(bh−1), 0 sinon. Le re´sultat de la somme des poids des crite`res en faveur
3. Vincent Mousseau, Ecole centrale Paris, France
4. Olivier Cailloux, Ecole centrale Paris, France
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Article input output
MS98 Mousseau et S lowin´ski (1998) i P, W
MFN01 Mousseau et al. (2001) i, P W
NM00 The et Mousseau (2002) i, W P
DMFC02 Dias et al. (2002) i mode`le robuste (P, W),
aﬀectations robustes
MDFGC03 Mousseau et al. (2003) i∗ exemples a` enlever
pour re´tablir la consistance
MDF06 Mousseau et al. (2006) i∗ exemples a` relaˆcher
pour re´tablir la consistance
DDM07 Damart et al. (2007) g, P mode`le progressif
collectif (W)
CMM13 Cailloux et al. (2012) g mode`le collectif (P)
Table 2.2 – Proce´dures d’inference pour Electre Tri.
du surclassement est compare´ a` un seuil de majorite´ λ ∈ [0.5, 1] de´ﬁni avec le de´cideur en
meˆme temps que les poids. Si la coalition n’est pas suﬃsante, l’alternative ne surclasse pas
le proﬁl bh−1 et sera par conse´quent aﬀecte´e a` une cate´gorie en dessous de Ch.
Meˆme en cas de coalition suﬃsamment forte, il est possible qu’un crite`re s’oppose au
surclassement en levant un veto. Ceci arrive lorsque gj(a) < v
h−1
j , ou` le seuil de veto v
h−1
j
repre´sente la performance en dessous de laquelle le de´cideur interdit a` l’alternative a de
surclasser le proﬁl bh−1, et n’est par conse´quent pas autorise´ a` eˆtre aﬀecte´ a` la cate´gorie ch.
En re´sume´, l’alternative a surclasse le proﬁl bh−1 (et est aﬀecte´ par conse´quent au moins
a` la cate´gorie Ch) si et seulement si
∑
j∈J wjCj(a, bh−1) ≥ λ et ∀j ∈ J : gj(a) ≥ v
h−1
j .
Dans une situation ou` il n’y a qu’un seul de´cideur, les poids, le seuil de majorite´, les
seuils de veto et les proﬁls des cate´gories peuvent eˆtre soit directement donne´s par le de´ci-
deur, ou peuvent eˆtre infe´re´s a` partir d’exemples d’aﬀectation. La situation se complique
lorsque plusieurs de´cideurs sont implique´s. Nous supposerons que l’ordre des cate´gories, les
crite`res a` utiliser et les performances des alternatives sont consensuels. Cependant, il n’y a
aucune raison de penser que tous les de´cideurs sont d’accord a priori sur l’importance des
crite`res, le seuil de majorite´ ou les limites des cate´gories. Dans ce travail nous montrons
donc comment trouver un consensus sur ces parame`tres pre´fe´rentiels, a` partir d’exemples
d’aﬀectation non ne´cessairement consensuels fournis par plusieurs de´cideurs.
De nombreux travaux ont e´te´ eﬀectue´s sur l’e´licitation de parame`tres de la proce´dure
Electre Tri pour un de´cideur isole´ a` partir d’exemples d’aﬀectation qu’il a fourni (Mous-
seau et S lowin´ski, 1998; Mousseau et al., 2001; The et Mousseau, 2002; Dias et al., 2002;
Dias et Cl´ımaco, 1999, 2000), ainsi que sur la de´tection et la re´solution d’inconsistances
dans ces aﬀectations (Mousseau et al., 2003, 2006).
Damart et al. (2007) proposent quant a` eux une me´thode qui permet de ge´rer une
multiplicite´ de de´cideurs en proposant un processus ite´ratif de construction des poids
individuels et collectifs.
Nous re´sumons dans le tableau 2.2 ces diﬀe´rentes proce´dures. Pour chacun des articles
re´pertorie´s, la deuxie`me colonne indique l’entre´e attendue, alors que la dernie`re colonne
re´sume la sortie produite. i de´signe des exemples d’aﬀectation d’un de´cideur isole´, i∗
de´signe les exemples d’aﬀectation potentiellement entache´s d’inconsistances d’un de´cideur
isole´, g de´signe les exemples d’aﬀectation d’un groupe de de´cideurs, P est un ensemble de
proﬁls, W est un vecteur de poids. La dernie`re ligne repre´sente notre contribution.
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2.3.2 Infe´rence des profils des cate´gories a` partir d’exemples d’affecta-
tion
Dans ce travail, nous proposons trois outils permettant d’aider a` la recherche du consen-
sus en vue de la construction des proﬁls des cate´gories. Ces outils utilisent de la program-
mation line´aire en nombres entiers et sont de´crits ci-apre`s :
— ICL, ou “Infer Category Limits”, de´termine, si possible, les proﬁls des cate´gories a`
partir d’exemples d’aﬀectation des de´cideurs en utilisant des poids et un seuil de
majorite´ individuels, sans l’intervention de vetos ;
— ICLV, ou “Infer Category Limits with Vetoes”, est une ge´ne´ralisation d’ICL, qui
de´termine, si possible, les proﬁls des cate´gories a` partir d’exemples d’aﬀectation des
de´cideurs en utilisant des poids et un seuil de majorite´ individuels, et en faisant
intervenir des vetos, si ne´cessaire ;
— CWR, ou “Compute Weights Restrictions”, mesure la latitude que les de´cideurs
ont pour ﬁxer l’ordre de leurs poids, e´tant donne´ que les proﬁls consensuels ont e´te´
de´termine´s.
Nous renvoyons le lecteur inte´resse´ a` Cailloux et al. (2012) pour des formulations
de´taille´es de ces programmes.
2.3.3 Processsus d’aide au tri pour un groupe de de´cideurs
Les outils que nous avons de´veloppe´s ne constituent e´videmment qu’une partie de la
boˆıte a` outil dont dispose un analyste pour aider un groupe de de´cideur dans cette situation
de tri. Les autres proce´dures qu’il peut utiliser incluent les re´sultats cite´s a` la section 2.3.1.
Aﬁn de rendre les outils propose´s ope´rationnels, nous pre´sentons dans cette section
un processus d’AMCD visant a` obtenir un mode`le consensuel de tri pour un groupe de
de´cideur, qui se base notamment sur nos re´sultats. D’autre part, ce processus permet
d’illustrer ou` ces algorithmes interviennent, et comment ils se combinent avec d’autres
outils existants.
Le processus propose´ comporte deux parties. Dans une premie`re e´tape, il s’agit d’ob-
tenir des proﬁls de cate´gories, de´termine´s a` partir d’exemples d’aﬀectation et de poids des
crite`res individuels. Ensuite, dans une deuxie`me e´tape, en partant de ces proﬁls consen-
suels, le but est de trouver des poids et un seuil de majorite´ consensuels aﬁn d’aboutir a`
un mode`le de tri du groupe de de´cideurs.
La premie`re partie du processus est de´taille´e ci-apre`s :
— Obtenir des exemples d’aﬀectation individuels des de´cideurs ;
— Rechercher des proﬁls communs avec des poids individuels a` l’aide du programme
ICL ;
— Si aucune solution ne peut eˆtre trouve´e, autoriser des vetos en utilisant le pro-
gramme ICLV. Une autre possibilite´ consiste a` utiliser MDFGC03 (voir tableau
2.2) aﬁn de sugge´rer aux de´cideurs de changer certains exemples d’aﬀectation en
vue d’e´liminer l’inconsistance ; le groupe e´tant alors conside´re´ comme un individu ;
— Lorsqu’une solution est trouve´e, calculer les latitudes des de´cideurs concernant la
ﬁxation des poids a` l’aide de l’algorithme CWR. Ceci permet d’exclure une solution
trop restrictive ou trop ine´quitable ;
— Pour terminer, demander aux de´cideurs si les choix des proﬁls, ainsi que les contraintes
sur leurs poids sont satisfaisants. Si non, relancer les programmes ICL ou ICLV avec
des contraintes supple´mentaires.
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de´cideur 1 de´cideur 2 de´cideur 3 de´cideur 4
Prj 1 → Average Prj 31 → Good Prj 61 → Bad Prj 91 → Bad
Prj 2 → Good Prj 32 → Bad Prj 62 → Good Prj 92 → Bad
Prj 3 → Good Prj 33 → Bad Prj 63 → Bad Prj 93 → Bad
Table 2.3 – Quelques exemples d’aﬀectation fournis par les quatre de´cideurs.
Lorsqu’une solution consensuelle a e´te´ trouve´e pour les proﬁls des cate´gories, des poids
et un seuil de majorite´ consensuels doivent eˆtre de´termine´s. Il est e´videmment possible
qu’a` ce stade, le choix des proﬁls implique qu’aucun consensus sur les poids ne puisse eˆtre
trouve´ qui respecte tous les exemples d’aﬀectation. Dans ce cas, DDM07 (voir tableau
2.2) peut eˆtre utilise´ pour cre´er progressivement un mode`le des pre´fe´rences du groupe en
partant de proﬁls consensuels et d’exemples d’aﬀectation.
Il faut e´galement noter que nous supposons dans ce processus que les de´cideurs sont
d’accord de discuter et d’adapter leurs exemples d’aﬀectation, aﬁn d’obtenir un mode`le
qui satisfasse tout le groupe. Dans le cas contraire, la proce´dure ne peut pas s’appliquer.
2.3.4 Exemple illustratif et validation empirique
Aﬁn d’illustrer ce travail, nous imaginons un sce´nario ﬁctif. Un comite´ a la respon-
sabilite´ de de´terminer quels projets de recherche doivent eˆtre ﬁnance´s parmi une liste de
soumissions. Ce comite´ d’e´valuation de´sire mettre en place une proce´dure syste´matique
aﬁn d’aﬀecter les projets a` trois cate´gories : celle des bons projets qui me´ritent directement
un ﬁnancement (cate´gorie Good) ; celle des bons projets qui pourront eˆtre ﬁnance´s si un
budget supple´mentaire peut eˆtre trouve´ (cate´gorie Average) ; et celle des mauvais projets
et qui n’obtiendront pas de ﬁnancement (cate´gorie Bad). Les quatre membres du comite´
se mettent d’accord pour utiliser les six crite`res suivants pour e´valuer les projets :
— La qualite´ scientiﬁque du projet, e´value´e sur une e´chelle a` cinq niveaux (sq) ;
— La qualite´ re´dactionnelle de la soumission, e´value´e sur une e´chelle a` cinq niveaux
(wq) ;
— L’ade´quation du projet avec les priorite´s du gouvernement, e´value´e sur une e´chelle
a` trois niveaux (ad) ;
— L’expe´rience de l’e´quipe de recherche, e´value´e sur une e´chelle a` cinq niveaux (te) ;
— La participation de partenaires internationaux, e´value´e de manie`re binaire (ic) ;
— Un score mesurant le niveau de publication des chercheurs, e´value´ sur une e´chelle
[0,100] (ps).
Nous supposons que chacun des de´cideurs fournit 30 exemples d’aﬀectation. Les ta-
bleaux 2.3 et 2.4 re´sument certaines de ces aﬀectations.
Sur base de ces exemples d’aﬀectation, le programme ICL est utilise´ pour de´terminer
des proﬁls consensuels. Cependant, aucune solution ne peut eˆtre trouve´, et nous utilisons
alors le programme ICLV program qui permet d’inclure des vetos dans le mode`le. Nous
obtenons un re´sultat avec un veto sur le crite`re sq, vb2sq = 2. Les re´sultats sont re´sume´s
dans le tableau 2.5. Le tableau 2.6 montre pour chaque de´cideur un vecteur de poids
qui est compatible avec ses exemples d’aﬀectation, le seuil de veto et les proﬁls communs
de´termine´s.
Nous pouvons aussi repre´senter pour chaque de´cideur les contraintes sur les poids qui
de´coulent du choix des proﬁls et du veto communs. Ces restrictions sont de´termine´es par
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sq wq ad te ic ps
Prj 1 1 5 1 5 0 72
Prj 2 5 4 1 5 1 6
Prj 3 5 4 3 5 1 50
Prj 31 4 5 3 5 0 98
Prj 32 5 3 1 1 1 65
Prj 33 3 1 2 1 0 53
Prj 61 2 3 2 2 0 62
Prj 62 5 5 1 4 1 67
Prj 63 5 2 2 1 1 9
Prj 91 3 1 1 1 0 89
Prj 92 1 1 2 1 0 12
Prj 93 1 3 3 2 0 40
Table 2.4 – Performances de quelques exemples d’aﬀectations.
Proﬁl sq wq ad te ic ps
b1 3 4 1 3 0 22
b2 5 4 3 4 2 27
vb1 - - - - - -
vb2 2 - - - - -
Table 2.5 – Proﬁls infe´re´s et veto.
de´cideur sq wq ad te ic ps λ
1 0 0.2 0.2 0.4 0 0.2 0.5
2 0 0.2 0.2 0.4 0 0.2 0.5
3 0 0.2 0.2 0.3 0.3 0 0.6
4 0.2 0.2 0.2 0.4 0 0 0.5
Table 2.6 – Des jeux de poids et des seuils de majorite´ pour chaque de´cideur, compatibles
avec les proﬁls e´licite´s et les exemples d’aﬀectation.
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Figure 2.3 – Les restrictions sur les poids impose´es par le choix des proﬁls communs. Un
arc d’un crite`re j a` un crite`re j′ signiﬁe que le choix de ces proﬁls implique que ce de´cideur
devra choisir un poids pour j strictement plus e´leve´ que pour j′.
sq wq ad te ic ps
poids 0.09 0.18 0.18 0.37 0.09 0.09
λ = 0.5
Table 2.7 – Poids et seuil de majorite´ λ consensuels.
le programme CWR et sont repre´sente´es a` la ﬁgure 2.3.
On peut facilement remarquer qu’il sera impossible aux de´cideurs de tomber d’accord
sur les poids des crite`res (sq doit eˆtre plus important que ps pour les de´cideurs 1, 2 et
4, alors que ps doit eˆtre plus important que sq pour le de´cideur 3). Comme nous l’avons
de´ja` e´voque´ pre´ce´demment, il va eˆtre ne´cessaire de remettre en cause certains exemples
d’aﬀectation lors d’une discussion entre les de´cideurs.
La me´thode propose´e par Damart et al. (2007) permet d’arriver a` un consensus de
poids de manie`re ite´rative. Le lecteur inte´resse´ pourra se re´fe´rer a` Cailloux et al. (2012)
pour une mise en oeuvre de cette proce´dure sur cet exemple. Un mode`le des pre´fe´rences
commun peut eˆtre trouve´ en modiﬁant 3 exemples d’aﬀectation pour 2 de´cideurs. Les poids
consensuels obtenus sont repre´sente´s dans le tableau 2.7.
Aﬁn d’e´valuer les performances des programmes mathe´matiques propose´s dans le cadre
de ce travail, nous les avons teste´s sur une se´rie de proble`mes cre´e´s artiﬁciellement. Ainsi,
nous avons ge´ne´re´ 2000 proble`mes de tailles diﬀe´rentes en faisant varier les parame`tres
suivants :
— Nombre de crite`res entre 3 et 10 ;
— Nombre de de´cideurs entre 1 et 4 ;
— Nombre de cate´gories entre 2 et 5 ;
— Nombre d’exemples d’aﬀectation entre 1 et 700.
Les alternatives prennent leurs valeurs sur les crite`res dans l’intervalle [0, 99].
Pour un proble`me donne´, nous ge´ne´rons des limites de cate´gories que nous supposons
partage´es par tous les de´cideurs. Pour chaque de´cideur nous ge´ne´rons aussi un vecteur
de poids ale´atoire, ainsi que des exemples d’aﬀectation. L’aﬀectation de ces derniers se
fait en fonction du poids ge´ne´re´ et des proﬁls des cate´gories de´ﬁnis a` l’avance. Ensuite
les programmes ICL et CWR sont applique´s au proble`me. Par construction il existe des
proﬁls communs aux de´cideurs qui satisfont tous les exemples d’aﬀectation des de´cideurs.
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Number of binary variables Number of instances Solved
[0, 399] 477 100%
[400, 799] 441 87%
[800, 1199] 362 80%
[1200, 1599] 290 78%
[1600, 1999] 268 75%
[2000, 2199] 121 69%
Table 2.8 – Pourcentage de proble`mes re´solus en moins de 90 minutes.
Nous observons ensuite le pourcentage de programmes ICL qui peuvent eˆtre re´solus en
moins de 90 minutes (sur un ordinateur portable de performance moyenne en 2012). Le
tableau 2.8 pre´sente ces valeurs en fonction de la taille des proble`mes, i.e. le nombre de
variables binaires implique´es. Ce dernier nombre est e´gal au produit entre le nombre de
crite`res, le nombre de proﬁls a` de´terminer et le nombre d’exemples d’aﬀectation (Cailloux
et al., 2012).
Les proble`mes impliquant moins de 400 variables binaires sont tous re´solubles en moins
de 90 minutes. Ces proble`mes correspondent a` des exemples avec environs 3 cate´gories, 5
crite`res et 40 exemples d’aﬀectation. Une grande majorite´ des proble`mes est re´solue quand
le nombre de variables binaires ne de´passe pas 1200. Ces proble`mes correspondent a` des
proble`mes de taille classique, comme par exemple 6 crite`res, 3 cate´gories et 100 exemples
d’aﬀectation. D’autres re´sultats peuvent eˆtre trouve´s dans Cailloux et al. (2012).
Le programme CWR a aussi e´te´ teste´ lorsque des proﬁls des cate´gories ont pu eˆtre
de´termine´s. Les restrictions sur les poids sont calculables en quelques minutes pour les
proble`mes les plus diﬃciles, et en quelques secondes pour la majorite´ des proble`mes.
Ces re´sultats montrent que le programe ICL est utilisable dans un contexte re´el, ou` les
calculs seraient eﬀectue´s entre deux re´unions des de´cideurs. Pour des proble`mes de taille
plus grande il sera probablement ne´cessaire de de´velopper des me´thodes approche´es aﬁn
de de´terminer les proﬁls en un temps raisonnable.
2.3.5 Conclusions et perspectives
Ce travail ouvre un grand nombre de perspectives de recherche. En eﬀet, des proble`mes
impliquant plus de 8 crite`res son diﬃcilement re´solubles en un temps raisonnable. A coˆte´ de
la construction de me´thodes approche´es, il serait aussi inte´ressant d’adapter l’algorithme
en vue de rechercher des proﬁls qui minimisent les restrictions sur les poids impose´s aux
de´cideurs. Par ailleurs, lorsque des proﬁls communs ne peuvent eˆtre de´termine´s, il serait
inte´ressant d’identiﬁer des sous-ensembles de de´cideurs qui sont proches d’un consensus.
Dans la meˆme ligne´e, on pourrait imaginer que les de´cideurs sont capables de donner
un degre´ de conﬁance a` chacun de leur exemple d’aﬀectation. La prise en compte de ces
degre´s, lorsqu’aucune solution ne peut eˆtre trouve´e, pourrait aussi faciliter la re´solution
des conﬂits.
Pour terminer, nous aimerions a` nouveau souligner l’importance de la validation empi-
rique de la me´thode que nous proposons. Elle permet justement de montrer ses limites dans
des utilisations re´elles, et ge´ne`re un grand nombre de nouvelles questions de recherche.
*
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Dans la section suivante, nous pre´sentons une approche pour e´liciter les poids des
crite`res, qui tente de garantir une grande stabilite´ de la relation de surclassement. Une
nouvelle fois, la proce´dure propose´e sera valide´e de manie`re empirique, aﬁn de pouvoir en
de´duire un processus d’e´licitation des pre´fe´rences adapte´.
2.4 Elicitation stable des poids d’une relation de surclasse-
ment
Le contexte de ce travail est a` nouveau celui des me´thodes de comparaisons par paires.
Classiquement, la de´termination des informations pre´fe´rentielles peut se faire suivant deux
approches :
- soit via une approche directe, ou` les parame`tres pre´fe´rentiels sont de´termine´s par un
questionnement ade´quat, avant que la relation de surclassement ne soit calcule´e ;
- ou, via une approche indirecte (de´saggre´gation), ou` de la connaissance partielle
sur certaines situations de surclassement (ou la recommandation ﬁnale) est utilise´e
pour infe´rer les parame`tres pre´fe´rentiels du mode`le.
Une des premie`res approches de de´saggre´gation a e´te´ propose´e dans le contexte de
the´orie de la valeur multiattribut dans la me´thode UTA de Jacquet-Lagre`ze et Siskos
(1982). Les auteurs y utilisent des techniques de programmation line´aire aﬁn de de´terminer
des fonctions de valeur additives a` partir d’un classement d’alternatives donne´ par le
de´cideur.
Dans le cadre des me´thodes de surclassement, comme nous l’avons de´ja` mentionne´ a` la
section pre´ce´dente, diﬀe´rentes solutions ont e´te´ propose´es pour infe´rer les parame`tres de
la me´thode Electre Tri. Par exemple, dans Mousseau et S lowin´ski (1998) et Mousseau
et al. (2001), les auteurs proposent une approche interactive pour de´terminer les para-
me`tres pre´fe´rentiels d’un mode`le de tri a` partir d’exemples d’aﬀectation donne´s par le
de´cideur. D’autres travaux concernent notamment l’e´licitation de seuils de veto (Dias et
Mousseau, 2006).
Une des diﬃculte´s dans ces travaux est celle du choix de des valeurs des parame`tres
parmi toutes les valeurs compatibles avec l’information pre´fe´rentielle fournie en entre´e.
Dans de nombreux cas, ce choix se fait de manie`re assez arbitraire, ou de´portant ce choix
sur le solveur. Une analyse de sensibilite´ peut alors eˆtre eﬀectue´e pour permettre de me-
surer l’impact de ce choix algorithmique sur la recommandation de de´cision. Cependant
dans la plupart des cas (comme par exemple dans Triantaphyllou et Sanchez (1997)),
chaque crite`re est conside´re´ inde´pendamment des autres et des variations de leurs poids
sont teste´es se´pare´ment autour d’une solution “ide´ale”. Une autre possibilite´ consiste a`
conside´rer tous les ensembles de valeurs des parame`tres compatibles avec l’information
fournie en entre´e, aﬁn de fournir une recommandation robuste, comme dans Greco et al.
(2008, 2011). Cependant, dans certaines situations pratiques, ces approches tre`s ge´ne´rales
peuvent ne pas fournir des conclusions tre`s riches, e´tant donne´ que l’ensemble des mode`les
compatibles peut eˆtre tre`s vaste lorsque l’information pre´fe´rentielle du de´cideur est pauvre.
Dans ce travail, que nous avons mene´ mene´ en collaboration avec Raymond Bisdorﬀ 5
et Thomas Veneziano 6 (dans le cadre de l’encadrement de la the`se de doctorat de ce
dernier), nous proposons d’e´liciter un unique vecteur de poids des crite`res, avec comme
objectif de maximiser la stabilite´ de la relation de surclassement sous-jacente. Ceci doit
5. Raymond Bisdorff, Universite´ du Luxembourg, Luxembourg
6. Thomas Veneziano, Universite´ du Luxembourg, Luxembourg
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notamment re´duire la de´pendance de cette dernie`re a` la ﬁxation pre´cise des valeurs des
poids.
La suite de cette section s’organise comme suit : tout d’abord, nous pre´sentons ce que
nous entendons par la stabilite´ de la relation de surclassement en section 2.4.1. Ensuite,
nous introduisons brie`vement les proce´dures algorithmiques que nous avons mises en place
pour l’e´licitation des poids a` la section 2.4.2, avant de passer a` la validation empirique
de notre proposition a` la section 2.4.3 et une proposition d’un processus d’e´licitation des
poids.
2.4.1 Au sujet de la stabilite´ de la relation de surclassement
Pour rappel nous notons X l’ensemble des alternatives et J l’ensemble des crite`res. La
relation de surclassement repre´sente des comparaisons du type “est au moins aussi bon
que” entre toutes paires d’alternatives de X. Elle se construit classiquement a` partir d’un
indice de concordance et d’un principe de discordance. L’indice de concordance mesure
le degre´ selon lequel les comparaisons marginales sur les crite`res sont en accord avec la
comparaison globale de deux alternatives. Les comparaisons marginales sont caracte´rise´es
par la fonction suivante, ∀x, y ∈ X et ∀i ∈ J :
Si(x, y)


= 1 si xi est clairement au moins aussi bon que yi,
= −1 si xi n’est clairement pas au moins aussi bon que yi,
∈ ]− 1; 1[ s’il n’est pas clair si x est, ou n’est pas,
au moins aussi bon que y sur le crite`re i,
ou` la performance de l’alternative x sur le crite`re i est note´e xi.
La transition de l’e´tat totalement valide´ (+1) a` l’e´tat totalement non-valide´ (−1) peut
se faire via une interpolation line´aire comme dans les me´thodes Electre (Figueira et al.,
2010), une fonction constante e´gale a` la valeur me´diane de l’intervalle comme dans Bisdorﬀ
(2002b) et Bisdorﬀ et al. (2008), ou toute autre fonction de´croissante monotone.
A chaque crite`re i est aussi associe´ un poids wi qui repre´sente son importance. Soit
w = (w1, .., wm) le vecteur des poids t.q. 0 < wi (∀i ∈ J) et soit W l’ensemble de ces
vecteurs de poids. L’indice de concordance global est alors construit a` partir d’une somme
ponde´re´e des concordances partielles.
Dans le paradigme du surclassement, dans des situations ou` les alternatives ont des
proﬁls tre`s conﬂictuels, un principe de veto permet d’invalider selon un certain degre´ la
concordance globale. Lorsqu’une telle situation de veto apparaˆıt, la concordance est soit
aﬀaiblie (voir la discordance dans Electre iii (Roy et Bouyssou, 1993), comple`tement
invalide´e (voir le principe du veto dans Electre i (Roy et Bouyssou, 1993)), ou, place´e
dans une situation d’inde´termination (Bisdorﬀ et al., 2008).
Dans ce travail nous ne traitons que le second type de veto, qui lorsqu’il est active´, ne
conside`re plus le vecteur de poids, et invalide comple`tement la concordance. Par conse´-
quent, comme nous e´tudions la stabilite´ de la relation de surclassement par rapport a` des
variations des poids, sans perte de ge´ne´ralite´, la relation de surclassement value´e S˜w se
re´sume ici a` l’indice de concordance de´ﬁni par :
S˜w(x, y) =
∑
wi∈w
wi · Si(x, y), ∀(x, y) ∈ X ×X.
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Une coupe majoritaire de cette relation de surclassement value´e permet de de´terminer
si une situation de surclassement est valide´e ou non. Nous disons qu’une alternative x
surclasse (resp. ne surclasse pas) une alternative y si S˜w(x, y) > 0, (resp. S˜w(x, y) < 0),
i.e. lorsqu’une majorite´ ponde´re´e est en faveur (resp. n’est pas en faveur) de la situation
“x est au moins aussi bon que y”. Nous noterons cette situation xSwy (resp. x✓Swy).
S˜w(x, y) = 0 indique une situation de balance, ou` les crite`res en faveur du surclassement
sont aussi importants que ceux en de´faveur. Nous noterons cette situation x?wy.
Soit >w le pre´ordre
7 sur J associe´ a` la relation naturelle > sur les valeurs des poids
wi du vecteur w.
De´finition 4 (pre´ordre-compatible). Deux vecteurs de poids de crite`res w,w′ ∈ W sont
pre´ordre-compatibles s’ils induisent le meˆme pre´ordre sur J .
La notion de stabilite´ que nous avons e´tudie´ dans ce travail caracte´rise pour chaque
(x, y) ∈ X×X, la de´pendance de la situation de surclassement au vecteur de poids w ∈ W.
Ce concept a e´te´ de´ﬁni a` l’origine par Bisdorﬀ (2004). L’auteur y donne des conditions
mathe´matiques pour e´valuer cette de´pendance aux poids. Soient x et y deux alternatives
de X. La situation xSwy (resp. x✓Swy) est conside´re´e comme :
- Inde´pendante (par rapport aux poids) : si une majorite´ ponde´re´e de crite`res est en
faveur de (resp. n’est pas en faveur de) cette situation de surclassemnt, pour tous
les vecteurs de poids de W ;
- Stable (par rapport aux poids) : si une majorite´ ponde´re´e de crite`res est en faveur
de (resp. n’est pas en faveur de) cette situation de surclassement entre x et y pour
tout vecteur de poids qui est pre´ordre-compatible avecw. Cette situation ne de´pend
que du pre´ordre induit par w, et non de valeurs nume´riques particulie`res ;
- Instable (par rapport aux poids) : si une majorite´ ponde´re´e de crite`res est en faveur
de (resp. n’est pas en faveur de) cette situation de surclassement pour w, mais
pas pour tous les vecteurs de poids pre´ordre-compatibles avec w. Cette situation
de´pend de la pre´cision des valeurs nume´riques des poids des crite`res.
Dans le contexte d’e´licitation des pre´fe´rences par une approche de de´sagre´gation, tenter
d’obtenir des poids qui maximisent le nombre de situations de surclassement stables permet
une meilleure validation de la relation de surclassement par le de´cideur. En eﬀet, il est
possible de lui garantir que les situations stables ne changeront pas tant que le pre´ordre
induit par son vecteur de poids est respecte´. Nous pensons que ce pre´ordre peut eˆtre plus
aise´ment valide´ par le de´cideur que des valeurs nume´riques pre´cises des poids. Ainsi, si
nous supposons que le de´cideur a` valide´ ce pre´ordre, il n’aura plus qu’a` se focaliser sur la
validation ou non des situations instables pour aﬃner les poids des crite`res.
Le lecteur inte´resse´ pourra se re´fe´rer a` Bisdorﬀ et al. (2013) et Bisdorﬀ (2004) pour
le calcul du niveau de stabilite´ associe´ a` une situation de surclassement. Ci-apre`s, nous
illustrons ces concepts de stabilite´ par un petit exemple.
Conside´rons un cas avec 3 alternatives et 6 crite`res, dont le tableau de performance est
donne´ dans la partie gauche du tableau 2.9, et pour lequel tous les crite`res sont a` maximiser.
Soit le vecteur de poids w qui induit le pre´ordre {1, 2} > {3} > {4, 5, 6} sur les crite`res.
La relation de surclassement value´e (dont les valeurs ont e´te´ normalise´es entre −1 et 1)
est repre´sente´e dans la partie droite du tableau et le niveau de stabilite´ y est indique´ entre
parenthe`ses. Nous pouvons observer que les deux situations de surclassement bSwa et cSwb
ne sont pas e´galement stables, alors qu’elles ont la meˆme valeur de surclassement (0.09). En
7. >w de´note la partie asyme´trique de >w, alors que =w de´note sa partie syme´trique.
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J 1 2 3 4 5 6 S˜w (stabilite´)
W 3 3 2 1 1 1 a b c
a 7 6 5 3 5 7 a 1.00 (ind.) 0.09 (ins.) -0.45 (sta.)
b 6 8 6 3 4 5 b 0.09 (sta.) 1.00 (ind.) -0.09 (ins.)
c 8 7 4 5 8 6 c 0.45 (sta.) 0.09 (ins.) 1.00 (ind.)
ind. : independent ; sta. : stable ; ins. : instable.
Table 2.9 – Tableau de performance, relation de surclassement S˜w et stabilite´ associe´e.
eﬀet, le premier surclassement est stable et restera donc valide tant que le de´cideur accepte
le pre´ordre induit par les poids des crite`res. La faible majorite´ de 0.09 n’est donc pas aussi
instable que sa seule valeur nume´rique ne le laissait penser. La deuxie`me situation par
contre est une situation instable qui pourra potentiellement eˆtre invalide´e si le de´cideur
change le´ge`rement les poids (meˆme s’il respecte par exemple le pre´ordre initial des poids).
2.4.2 Algorithme de de´termination stable des poids
Dans cette section, nous ne donnerons que quelques ide´es ge´ne´rales sur la construction
de la proce´dure qui permet de de´terminer les poids garantissant une certaine stabilite´ de
la relation de surclassement. Pour plus de de´tails, le lecteur pourra se re´fe´rer a` Bisdorﬀ
et al. (2013). La de´termination d’un jeu de poids maximisant la stabilite´ de la relation de
surclassement se fait via des techniques de programmation line´aire en nombres entiers. Le
point de de´part est l’information pre´fe´rentielle qu’un de´cideur pourrait exprimer au sujet
du proble`me sous-jacent. Elle peut prendre les formes suivantes :
- un ensemble E ⊆ X ×X de paires d’alternatives (x, y) pour lesquelles un de´cideur
est capable d’exprimer de la pre´fe´rence stricte ou de l’indiﬀe´rence ;
- un pre´ordre partiel >n sur un sous-ensemble de crite`res N ⊆ J ;
Exemple : le crite`re 1 est plus important que le crite`re 4 ;
- des contraintes sur des valeurs nume´riques de certains poids de crite`res ;
Exemple : le poids du crite`re 2 vaut 3, ou est entre 2 et 4 ;
- un pre´ordre partiel entre certaines coalitions de crite`res, exprimant des pre´fe´rences
sur l’importance de ces ensembles ;
Exemple : la coalition de crite`res 1 et 3 est plus importante que 2 ;
- des ensembles de crite`res suﬃsants pour valider ou invalider une situation de sur-
classement ;
Exemple : si l’alternative x est au moins aussi bonne que y sur les crite`res 1, 2 et
3, le de´cideur conside`re que x est globalement au moins aussi bon que y.
De´taillons un peu la mise en œuvre du premier type d’information pre´fe´rentielle. Soit
P la relation de pre´fe´rence stricte et I la relation d’indiﬀe´rence. Si le de´cideur exprime
que aPb, alors on en de´duit que xSwy et y✓Swx, ou` w est le vecteur de poids recherche´.
De la meˆme fac¸on, si le de´cideur exprime que zIt, alors on en de´duit que zSwt et tSwz.
Aﬁn de fournir une solution aussi stable que possible au de´cideur, nous traitons les
de´clarations du type xPy comme suit :
- Nous garantissons par des contraintes line´aires que xSwy et y✓Swx ;
- Nous tentons d’obtenir la stabilite´ des deux surclassements (via des contraintes
relaxe´es, voir Bisdorﬀ et al. (2013) pour des de´tails).
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De manie`re similaire nous traduisons des jugements d’indiﬀe´rence par des contraintes
qui garantissent le surclassement dans les deux sens, et nous tentons d’obtenir des situa-
tions stables par des contraintes relaxe´es.
Ces contraintes relaxe´es garantissent d’e´viter un blocage en permettant au solveur de
trouver une solution qui ne respecte pas totalement la stabilite´ de l’information pre´fe´ren-
tielle du de´cideur.
Les contraintes que nous de´duisons pour les autres types d’information pre´fe´rentielle
sont plus classiques, et nous invitons a` nouveau le lecteur inte´resse´ a` consulter notre article
Bisdorﬀ et al. (2013) pour plus de de´tails.
L’objectif du programme line´aire en nombres entiers qui de´coule de ces conside´rations
est de de´terminer un vecteur de poids w∗ qui maximise le nombre de situations de surclas-
sement stables tout en minimisant la somme des poids w∗i , ce qui a tendance, en pratique,
a` minimiser le nombre de classes d’e´quivalence dans le pre´ordre des poids.
2.4.3 Validation empirique et processus d’e´licitation
En vue de valider notre approche (que nous allons nommer stab dans la suite), nous
mettons en place deux expe´riences :
1. En partant d’une relation de surclassement comple`te, obtenue a` l’aide d’un vecteur
de poids w inconnu, nous recherchons un autre vecteur w∗ qui permet de recons-
truire la relation de surclassement coupe´e. L’objectif est de valider notre mode`le et
d’analyser son comportement lorsque l’information fournie en entre´e est comple`te.
2. Dans la deuxie`me expe´rience, nous construisons ite´rativement un ensemble d’in-
formation pre´fe´rentielle sur les alternatives qui permet de reconstruire la relation
de surclassement coupe´e comple`te. Ce sce´nario doit mettre en e´vidence l’applicabi-
lite´ en pratique de notre proce´dure, ou` l’information pre´fe´rentielle en entre´e n’est
ge´ne´ralement que partielle.
Nous conside´rons 25 tailles de proble`mes diﬀe´rentes, en faisant varier le nombre d’al-
ternatives et de crite`res (7, 10, 13, 16 et 19). Pour chaque taille nous ge´ne´rons 500 tableaux
de performances et vecteurs de poids. Ceux-ci nous permettent de construire le graphe de
surclassement original, dont il s’agira de retrouver par notre proce´dure la version coupe´e.
Un algorithme de controˆle est e´galement utilise´ pour montrer l’inte´reˆt de notre ap-
proche. Nous l’appelons acon et son objectif est de de´sagre´ger la relation de surclassement
en vue de de´terminer un vecteur de poids compatible, sans aucune contrainte de stabilite´.
Pour chacune des 3 relations de surclassement trouve´es (ge´ne´ration ale´atoire (Orig), acon,
stab), nous comptons le pourcentage de situations stables, en vue de montrer l’apport de
notre approche.
Le tableau 2.10 re´sume, pour certaines tailles de proble`mes, le pourcentage moyen de
situations stables observe´es pour les 3 relations. Les temps de calcul indique´s sont pour
un ordinateur portable moyen de 2012. Etant donne´ que l’algorithme de controˆle met
au maximum 3 secondes pour trouver une solution, nous n’avons pas indique´ ses dure´es
d’exe´cution.
Nous observons que chacune des me´thodes analyse´es a tendance a` ame´liorer la stabilite´
de la relation de surclassement originale (Orig). acon, en minimisant simplement la somme
des poids, a tendance a` minimiser le nombre de classes d’e´quivalence dans le pre´ordre des
poids, ce qui provoque une augmentation de 18% en moyenne de la stabilite´. Ces re´sultats
montrent aussi que pour des grands proble`mes, les temps de calcul deviennent assez longs,
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% moyen de Temps de
surclassements stables calcul moyen (s)
|J | |X| Orig acon stab stab
7 7 62 86 90 0.0
7 13 68 78 85 0.3
7 19 65 72 78 1.8
13 7 48 76 86 0.0
13 13 46 62 83 4.8
13 19 46 56 76 25.1
16 7 40 71 95 0.1
16 13 41 67 91 44.5
16 19 42 60 80 412.3
19 7 38 71 86 0.0
19 13 36 55 85 11.9
19 19 39 53 77 459.7
Table 2.10 – Accroissements de stabilite´ et temps de calculs.
ce qui exclut une utilisation dans un processus d’e´licitation en temps re´el, en face a` face
avec le de´cideur. La deuxie`me expe´rience doit nous permettre de rendre ce processus
plus ope´rationnel, en ne conside´rant en entre´e qu’une partie de l’information pre´fe´rentielle
disponible.
Pour cette deuxie`me expe´rience, nous conside´rons un de´cideur ﬁctif a` qui on demande
de fournir de l’information pre´fe´rentielle sur des paires d’alternatives. Le but est d’obtenir
ite´rativement assez d’informations pour retrouver les poids des crite`res qui permettent
de rendre compte de toutes les comparaisons par paires (mode´lise´es par la relation de
surclassement originale). Ceci doit nous permettre d’estimer le nombre ade´quat de paires
d’alternatives auquel il faut confronter le de´cideur aﬁn d’obtenir une solution acceptable
en un temps raisonnable.
2 heuristiques sont teste´es pour le choix de ces paires d’alternatives :
- se´lection ale´atoire (sa),
- se´lection de la paire ayant la valeur de surclassement la plus faible en valeur absolue
(vsf), i.e. proche de la valeur mediane (et donc potentiellement tre`s de´pendante
des poids).
Aﬁn d’arreˆter la construction ite´rative de la relation de surclassement, nous testons
deux conditions : soit la reconstruction comple`te, soit une reconstruction a` 95% conforme
a` la relation originale.
Le tableau 2.11 re´sume pour certaines tailles de proble`mes, le nombre moyen de paires
se´lectionne´es (i.e. une estimation du nombre de questions a` poser au de´cideur avant de
passer a` l’exploitation de la relation de surclassement) et le nombre moyen de re´solutions
(si une paire se´lectionne´e est de´ja` stable, on passe a` la suivante). L’heuristique sa ayant
fourni de tre`s mauvais re´sultats, nous ne pre´sentons que les re´sultats de l’heuristique vsf.
Dans la partie gauche du tableau 2.11, nous de´taillons les re´sultats pour une recons-
truction comple`te de la relation de surclassement coupe´e. Ceci correspond a` une version
ite´rative de la premie`re expe´rience, en ne conside´rant pas toutes les paires d’alternatives.
Les temps de calcul sont signiﬁcativement re´duits, meˆme pour des instances de grande
taille (moins d’une seconde pour chaque ite´ration sur un ordinateur portable standard).
Ceci montre que ce processus est utilisable en temps re´el pour l’e´licitation des poids d’un
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reconstruction a` 100% reconstruction a` 95%
J X nb paires† nb select⋆ nb solve∗ %stable‡ nb select⋆ nb solve∗ %stable‡
7 7 21 3.7 / 17.6% 1.2 83 2.0 / 9.5% 0.8 87
7 13 78 8.7 / 11.2% 2.2 76 4.5 / 5.7% 1.2 82
7 19 171 10.2 / 6.0% 2.4 76 5.0 / 2.9% 1.3 84
13 7 21 5.2 / 24.8% 2.1 79 2.9 / 13.8% 1.3 83
13 13 78 16.8 / 21.5% 4.5 70 7.3 / 9.4% 2.2 79
13 19 171 25.8 / 15.1% 6.2 63 8.0 / 4.7% 2.3 78
19 7 21 5.9 / 28.1% 2.5 77 3.8 / 18.1% 1.7 78
19 13 78 18.2 / 23.3% 5.6 70 7.8 / 10.0% 2.5 78
19 19 171 30.7 / 18.0% 8.4 59 10.3 / 6.0% 3.1 76
† nb paires : nombre de paires d’alternatives pouvant eˆtre potentiellement conside´re´es
⋆ nb select : nombre moyen / % de paires se´lectionne´es par l’algorithm
∗ nb solve : nombre moyen de re´solutions du programme line´aire
‡ %stable : % moyen de situations stables dans la relation de surclassement obtenue
Table 2.11 – Re´sultats pour la reconstruction ite´rative, en utilisant l’heuristique de se´-
lection vsf.
de´cideur.
Il est aussi inte´ressant de noter que l’heuristique vsf ne ne´cessite que 30% des paires
possibles dans le pire des cas (beaucoup de crite`res et peu d’alternatives), et seulement
6% dans le meilleur des cas (peu de crite`res et beaucoup d’alternatives).
Ces expe´riences montrent clairement l’inte´reˆt de l’algorithme propose´. Nous pouvons
meˆme en de´duire une description d’un processus d’e´licitation des poids comme suit :
Tout d’abord nous questionnons le de´cideur pour de´terminer s’il peut exprimer un pre´-
ordre partiel sur les poids de certains crite`res. Si c’est le cas, nous rajoutons ces contraintes
au mode`le mathe´matique. Ensuite nous le questionnons sur quelques paires a` l’aide de
l’heuristique vsf, au sujet desquelles il peut exprimer de la pre´fe´rence, de l’indiﬀe´rence
ou de l’ignorance. Le pre´ordre sur les poids est ensuite de´termine´ et pre´sente´ au de´cideur
pour validation. S’il de´sire le modiﬁer, le nouveau pre´ordre est inte´gre´ au mode`le, et nous
repre´sentons au de´cideur quelques paires instables (i.e. pour lesquelles au moins un arc
entre les deux alternatives est instable) en vue de raﬃner les poids. Pour terminer, la rela-
tion de surclassement peut eˆtre exploite´e aﬁn de re´pondre a` la proble´matique de de´cision
se´lectionne´e.
2.4.4 Conclusions et perspectives
La validation empirique de l’approche que nous avons propose´e dans ce travail nous
permet de supposer que le processus de´crit devrait eˆtre applicable sur des proble`mes re´els
sans trop de diﬃculte´s. Cependant, une vraie validation de ce travail ne peut passer que
par une confrontation du protocole d’e´licitation a` des vrais de´cideurs. Dans le cadre de
la the`se de Thomas Veneziano nous avons eﬀectue´ des tests sur un exemple ﬁctif avec
des de´cideurs re´els. Les re´sultats sont tre`s encourageants, et le processus de´crit dans cette
section s’est montre´ tre`s utile.
L’utilite´ de construire une relation de surclassement stable est assez e´vidente. Si la
relation est bien valide´e par le de´cideur, l’exploitation qui en sera faite en vue de re´soudre
une proble´matique de de´cision n’en sera qu’ame´liore´e, et la recommandation qui en de´coule
plus robuste.
Ce travail a aussi fait l’hypothe`se que les seuils de discrimination pour la construction
de la concordance sont donne´s a` l’avance. Dans les expe´riences que nous avons faites
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avec de vrais de´cideurs, nous avons remarque´ la diﬃculte´ qu’ils ont a` ﬁxer ces seuils. Par
conse´quent nous travaillons actuellement sur une e´licitation simultane´e des poids et de ces
seuils tout en maximisant la stabilite´ de la relation de surclassement.
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Ce chapitre pre´sente le second axe de nos contributions, sous la forme de travaux sur des
outils informatiques ou de mode´lisation qui permettent de soutenir le processus d’AMCD.
Depuis le de´but de nos recherches en AMCD, nous avons toujours porte´ une attention
particulie`re a` ces outils qui contribuent au bon de´roulement du processus d’aide a` la
de´cision.
Nous sommes partis du constat initial que la situation des logiciels en AMCD n’e´tait pas
satisfaisante, et que le domaine pourrait be´ne´ﬁcier d’outils plus performants et pe´rennes.
Nous montrons donc dans la suite, comment nous avons initie´ plusieurs actions qui, ces
dernie`res anne´es, ont e´norme´ment fait e´voluer le paysages des logiciels en AMCD.
A cette ﬁn, nous introduisons dans la section 3.1 le format de donne´es XMCDA, dont
l’objectif est de proposer une fac¸on standard de repre´senter des donne´es issues de l’AMCD
en XML, en vue de permettre a` diﬀe´rents programmes informatiques de devenir plus
facilement interope´rables (Meyer et Bigaret, 2013). Ensuite, dans la section 3.2 nous pre´-
sentons l’eﬀort de publication d’algorithmes d’AMCD sous la forme de services web, avant
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de de´tailler, dans la section 3.3, le logiciel diviz, un outil de cre´ation de chaˆınes de trai-
tement algorithmiques pour l’AMCD utilisant le format XMCDA ainsi que les services
web (Meyer et Bigaret, 2012). Pour terminer, dans la section 3.4 nous de´crivons nos tra-
vaux en cours sur la mode´lisation du processus d’AMCD en utilisant des techniques issues
de l’inge´nierie dirige´e par les mode`les. Il est inte´ressant de noter que les contributions de ce
chapitre s’inscrivent dans le cadre du Decision Deck Consortium (Decision Deck Consor-
tium, 2009a), un groupement de chercheurs europe´ens, dont l’objectif est de proposer des
outils informatiques pour venir en soutien au processus d’AMCD.
3.1 Le standard XMCDA
Les activite´s de recherche en AMCD se sont rapidement de´veloppe´es ces dernie`res
anne´es, et ont donne´ naissance a` de nombres outils informatiques qui imple´mentent diverses
proce´dures d’agre´gation multicrite`res. Malheureusement, lorsqu’il s’agit de se servir de ces
logiciels en pratique, l’utilisateur est souvent confronte´ aux proble`mes suivants :
1. des proce´dures d’agre´gation diﬀe´rentes sont ge´ne´ralement imple´mente´es dans des
logiciels diﬀe´rents, avec des interfaces utilisateur he´te´roge`nes ;
2. tester plusieurs proce´dures d’agre´gation multicrite`re sur un meˆme proble`me est
souvent diﬃcile, car les logiciels ne supportent pas les meˆmes formats de donne´es ;
3. un grand nombre d’algorithmes en AMCD qui sont publie´s dans des articles scienti-
ﬁques ne sont pas accessibles facilement, et ne sont par conse´quent souvent utilise´s
que par leurs auteurs ;
4. beaucoup de logiciels d’AMCD ne sont pas libres (ni au sens ﬁnancier, ni d’un
point de vue open-source), ce qui peut eˆtre conside´re´ comme un frein pour leur
disse´mination plus large.
Aﬁn de tenter d’ame´liorer cette situation, un groupe de chercheurs europe´ens a cre´e´ le
Decision Deck Consortium (voir Decision Deck Consortium, 2009b), dont l’objectif est de
de´velopper de manie`re collaborative des logiciels open-source imple´mentant des techniques
d’AMCD.
L’he´te´roge´ne´ite´ des formats de donne´es utilise´s par les diﬀe´rents programmes empeˆche
e´galement de cre´er des combinaisons d’algorithmes d’AMCD, et rend diﬃcile la mise en
place de chaˆınes de traitement impliquant plusieurs outils informatiques pour soutenir le
processus d’AMCD. Dans cette situation, la re´solution d’un proble`me de de´cision complexe
se re´sume en ge´ne´ral a` l’utilisation d’un seul outil d’AMCD, comple´te´ potentiellement par
d’autres logiciels de pre´- ou de post-analyse. Cette constatation repre´sente notamment une
grande frustration pour de nombreux analystes, chercheurs et enseignants en AMCD qui
aimeraient tester plusieurs proce´dures d’agre´gation sur une meˆme instance d’un proble`me,
sans devoir re´encoder les donne´es dans diﬀe´rents formats.
Dans cette section nous pre´sentons de manie`re succincte le standard de donne´es XMCDA,
issu des travaux du Decision Deck Consortium. Ce format unique doit permettre aux logi-
ciels qui l’adoptent de devenir interope´rables tout en garantissant une facilite´ d’utilisation.
XMCDA est principalement le fruit d’une collaboration avec 2 chercheurs du consortium,
Raymond Bisdorﬀ 1 et Thomas Veneziano 2. La de´ﬁnition de ce standard a pris plusieurs
1. Raymond Bisdorff, Universite´ du Luxembourg, Luxembourg
2. Thomas Veneziano, Universite´ du Luxembourg, Luxembourg
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mois, et les versions interme´diaires ont e´te´ re´gulie`rement confronte´es aux autres membres
du consortium en vue de leur validation. Ce travail de longue haleine commence a` porter
ses fruits, e´tant donne´ que le nombre de programmes compatibles avec XMCDA est en
augmentation permanente.
La suite de la section se structure de la fac¸on suivante. Tout d’abord, en 3.1.1 nous
pre´sentons la philosophie ge´ne´rale qui nous a guide´ dans la de´ﬁnition de XMCDA, ainsi que
les grandes lignes du standard. Pour une pre´sentation plus exhaustive, le lecteur inte´resse´
pourra se re´fe´rer a` Meyer et Bigaret (2013). Ensuite, la section 3.1.2 pre´sente une mise en
œuvre de XMCDA via l’encodage d’un proble`me classique de la litte´rature d’AMCD.
3.1.1 Pre´sentation
XMCDA est un langage de balisage qui utilise la syntaxe de XML 3. Il est de´ﬁni par
un Schema XML 4 qui de´crit sa structure et les contraintes qui re´gissent son contenu. Un
document XML qui respecte le Schema XMCDA est dit “XMCDA valide”. La version
oﬃcielle de XMCDA au moment de la re´daction de ce texte est 2.2.0.
Avant toute chose, il est important de de noter que le but de XMCDA n’est pas
de mode´liser le processus d’AMCD qui est compose´ de plusieurs e´tapes et ou` plusieurs
intervenants jouent des roˆles bien de´ﬁnis (de´cideur, analyste, expert me´tier, . . .). XMCDA a
e´te´ de´veloppe´ pour permettre a` des algorithmes, proce´dures d’agre´gation et outils d’analyse
du domaine de l’AMCD de devenir interope´rables et de partager un meˆme standard de
donne´es. Par conse´quent, XMCDA se limite a` mode´liser des donne´es et concepts ne´cessaires
a` ces proce´dures.
L’origine de XMCDA remonte a` l’automne 2007 ou` le Decision Deck Consortium s’est
re´uni a` Paris pour re´ﬂe´chir a` un standard de donne´es pouvant eˆtre utilise´ par un grand
nombre de logiciels d’AMCD. Les travaux qui en ont de´coule´ ont donne´ lieu a` plusieurs
versions successives, chacune ame´liorant la pre´ce´dente en corrigeant des erreurs ou en
rajoutant de nouveaux concepts, jusqu’a` la version actuelle.
Un ﬁchier XMCDA contient un certain nombre de balises qui de´crivent les concepts
et les donne´es lie´es au proble`me d’aide a` la de´cision sous-jacent. Lors de l’e´laboration du
standard, une des grandes diﬃculte´s e´tait de re´unir autour d’une meˆme repre´sentation, des
concepts issus d’e´coles de pense´es diﬀe´rentes. Un exemple simple est le celui du poids d’un
crite`re, qui a une se´mantique diﬀe´rente dans le surclassement et les me´thodes recherchant
un crite`re de synthe`se unique. La version actuelle de XMCDA fait ainsi souvent abstraction
de la se´mantique pre´cise lie´e a` certains concepts, aﬁn de tenter d’uniﬁer un grand nombre
d’approches me´thodologiques. Ainsi, le poids d’un crite`re est repre´sente´ dans XMCDA
sous la forme d’une valeur nume´rique associe´e a` un crite`re et le soin est donc laisse´ a`
l’utilisateur ou au logiciel d’attacher une certaine se´mantique a` cette donne´e. Nous sommes
e´videmment conscients des abus que cette approche peut ge´ne´rer.
La balise racine de XMCDA est appele´e XMCDA et contient de nombreuses sous-
balises, chacune de´crivant en de´tail des donne´es ou des concepts lie´s au proble`me de
de´cision. En re´sume´, ces balises peuvent eˆtre aﬀecte´es a` cinq cate´gories ge´ne´rales :
— la description du projet d’aide a` la de´cision courant ou du ﬁchier XMCDA ;
— les de´ﬁnitions des concepts e´le´mentaires d’AMCD comme les attributs, les crite`res,
les cate´gories et les alternatives ;
3. http://www.w3.org/XML/
4. http://www.w3.org/XML/Schema
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ID voiture marque couˆt accel. reprise freins tenue de route
(g1, e) (g2, s) (g3, s) (g4 ) (g5 )
a01 Tipo 18342 30.7 37.2 2.33 3
a02 Alfa 15335 30.2 41.6 2 2.5
a03 Sunny 16973 29 34.9 2.66 2.5
a04 Mazda 15460 30.4 35.8 1.66 1.5
a05 Colt 15131 29.7 35.6 1.66 1.75
a06 Corolla 13841 30.8 36.5 1.33 2
a07 Civic 18971 28 35.6 2.33 2
a08 Astra 18319 28.9 35.3 1.66 2
a09 Escort 19800 29.4 34.7 2 1.75
a10 R19 16966 30 37.7 2.33 3.25
a11 P309-16 17537 28.3 34.8 2.33 2.75
a12 P309 15980 29.6 35.3 2.33 2.75
a13 Galant 17219 30.2 36.9 1.66 1.25
a14 R21t 21334 28.9 36.7 2 2.25
Table 3.1 – Tableau de performance pour le proble`me de choix de Thierry.
— la description des pre´fe´rences lie´es aux crite`res, alternatives, attributs ou cate´gories
(soit fournies en entre´e par le de´cideur, ou produites en sortie par une proce´dure) ;
— les donne´es du tableau de performance ;
— des messages produits par les algorithmes (messages d’erreur ou d’information) et
des parame`tres d’entre´e pour ces proce´dures.
Un ﬁchier XMCDA valide ne contient pas force´ment des e´le´ments de toutes ces cate´gories
et peut n’eˆtre constitue´ que d’une seule balise.
Le lecteur inte´resse´ trouvera une documentation de´taille´e du standard sur le site web
du Decision Deck Consortium 5. Un guide d’utilisation avec une description des principales
balises peut eˆtre trouve´ dans Meyer et Bigaret (2013). Nous pre´fe´rons ici tenter de donner
une intuition sur XMCDA a` travers un exemple illustratif a` la section suivante.
3.1.2 Illustration
Le proble`me de de´cision, dont nous pre´sentons le codage XMCDA ici, concerne le choix
d’une voiture par un e´tudiant belge. Il a e´te´ de´crit dans Bouyssou et al. (2000, chapitre
6), ou` le lecteur inte´resse´ trouvera des informations comple´mentaires. Il s’agit du meˆme
exemple que celui traite´ dans la section 2.2.3 sur la classiﬁcation non supervise´e.
En 1993, Thierry, un e´tudiant aˆge´ de 21 ans, est passionne´ par les voitures de sport et
aimerait acheter une voiture d’occasion puissante. Il se´lectionne cinq crite`res lie´s au couˆt
(crite`re g1), a` la performance du moteur (crite`res g2 and g3) et a` la se´curite´ (crite`res g4 et
g5). La liste des alternatives et de leurs e´valuations sur ces cinq crite`res est pre´sente´e dans le
tableau 3.1. Le crite`re de“couˆt” (e) et les crite`res de performance“acceleration”(secondes)
et “reprise” (secondes) doivent eˆtre minimise´s, tandis que les crite`res de se´curite´ “freinage”
et“tenue de route”doivent eˆtre maximise´s. Les valeurs prisent par ces deux derniers crite`res
sont des e´valuations moyennes obtenues a` partir d’e´valuations qualitatives multiples qui
ont e´te´ recode´es en entiers entre 0 et 4.
5. http://www.decision-deck.org/xmcda
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Comme dans Bouyssou et al. (2006, chapitre 7), nous supposons ici que Thierry a une
certaine connaissance de plusieurs voitures, et qu’il est capable d’en classer quelques unes
d’apre`s ses pre´fe´rences :
P309-16 ≻ Sunny≻ Galant ≻ Escort ≻ R21t.
En XMCDA, un extrait de la partie de´ﬁnissant les alternatives est donne´ ci-apre`s :
<alternatives name="Les voitures potentielles">
<alternative id="a12" name="P309">
<description>
<comment>Peugeot 309</comment>
</description>
</alternative>
[...]
<alternative id="a14" name="R21t">
<description>
<comment>Renault 21</comment>
</description>
</alternative>
</alternatives>
Chaque alternative est de´crite au minimum par son identiﬁant (id). La balise description
contient potentiellement d’autres balises que comment, mais nous nous limiterons ici a`
celle-la`.
Les crite`res sont de´ﬁnis par l’extrait de code suivant :
<criteria>
<criterion name="cout" id="g1">
<description>
<comment>Cout en euros</comment>
</description>
<scale>
<quantitative>
<preferenceDirection>min</preferenceDirection>
</quantitative>
</scale>
</criterion>
[...]
<criterion name="tenue de route" id="g5">
<description>
<comment>0: mauvaise, 4: bonne</comment>
</description>
<scale>
<quantitative>
<preferenceDirection>max</preferenceDirection>
<minimum><real>0</real></minimum>
<maximum><real>4</real></maximum>
</quantitative>
</scale>
</criterion>
</criteria>
Comme pour les alternatives, chaque crite`re est au minimum de´crit par son identiﬁant (id).
Les directions de pre´fe´rences peuvent eˆtre spe´ciﬁe´es avec la balise preferenceDirection, ainsi
que les bornes de l’e´chelle d’e´valuation, si ne´cessaire.
Les performances des voitures sur les diﬀe´rents crite`res sont stocke´s dans l’extrait de
code suivant :
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<performanceTable>
<alternativePerformances>
<alternativeID>a11</alternativeID>
<performance>
<criterionID>g1</criterionID>
<value><real>17537</real></value>
</performance>
[...]
<performance>
<criterionID>g5</criterionID>
<value><real>2.75</real></value>
</performance>
</alternativePerformances>
[...]
<alternativePerformances>
<alternativeID>a14</alternativeID>
<performance>
<criterionID>g1</criterionID>
<value><real>21334</real></value>
</performance>
[...]
<performance>
<criterionID>g5</criterionID>
<value><real>2.25</real></value>
</performance>
</alternativePerformances>
</performanceTable>
Chaque balise alternativePerformances correspond a` une ligne du tableau de performances.
Le classement fourni par Thierry sur quelques voitures est re´sume´ dans l’extrait sui-
vant :
<alternativesValues name="Rangs des alternatives">
<description>
<comment>Classement a priori de Thierry</comment>
</description>
<alternativeValue>
<alternativeID>a11</alternativeID>
<value>
<integer>1</integer>
</value>
</alternativeValue>
[...]
<alternativeValue>
<alternativeID>a14</alternativeID>
<value>
<integer>5</integer>
</value>
</alternativeValue>
</alternativesValues>
Ce morceau de XMCDA repre´sente les rangs des alternatives dans le classement de Thierry.
Pour terminer, nous pre´sentons aussi un extrait d’une sortie d’une proce´dure d’e´lici-
tation de pre´fe´rences. Nous avons choisi pour cela la technique de de´sagre´gation UTA de
Jacquet-Lagre`ze et Siskos (1982) qui, a` partir d’un classement d’alternatives, fournit des
fonctions de valeur qui mode´lisent les pre´fe´rences du de´cideur.
<criteria name="fonctions de valeur">
<criterion id="g1">
<criterionFunction>
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<points>
<point>
<abscissa>
<real>21334.0</real>
</abscissa>
<ordinate>
<real>0.0</real>
</ordinate>
</point>
<point>
<abscissa>
<real>17587.5</real>
</abscissa>
<ordinate>
<real>0.5</real>
</ordinate>
</point>
<point>
<abscissa>
<real>13841.0</real>
</abscissa>
<ordinate>
<real>0.5</real>
</ordinate>
</point>
</points>
</criterionFunction>
</criterion>
[...]
</criteria>
Cette portion de donne´es repre´sente, pour le crite`re de couˆt, une fonction line´aire par
morceaux a` deux segments, de´ﬁnie par 3 points.
3.1.3 Conclusion
Les avantages de proposer un standard de donne´es pour l’AMCD sont donc tre`s nom-
breux. En particulier, les donne´es de l’exemple pre´ce´dent peuvent eˆtre utilise´es par n’im-
porte quel logiciel d’AMCD qui est capable d’interpre´ter cette norme. Cela repre´sente
donc une avance´e signiﬁcative par rapport a` la situation initiale des outils informatiques
en AMCD.
Par ailleurs, graˆce a` des outils de transformation comme XSLT 6, les ﬁchiers XMCDA
peuvent eˆtre aise´ment transforme´s en d’autres formats, comme par exemple du HTML,
qui peut eˆtre visualise´ dans n’importe quel navigateur web. La ﬁgure 3.1 montre une pos-
sible repre´sentation du tableau de performance le l’exemple pre´ce´dent dans un navigateur
(obtenue a` partir d’une transformation du code XMCDA).
Il est e´galement possible de ge´ne´rer directement des interfaces utilisateurs a` partir
du Schema XML de XMCDA. Ceci doit faciliter la cre´ation d’interfaces graphiques de
nouveaux logiciels d’AMCD.
Pour terminer, XMCDA permet la construction de chaˆınes de traitement de proce´dures
d’AMCD. En eﬀet, si l’analyste dispose de plusieurs logiciels d’AMCD qu’il souhaite mettre
les uns a` la suite des autres, ce standard facilitera ce travail, e´tant donne´ qu’aucune
6. http://www.w3.org/Style/XSL
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Figure 3.1 – Le tableau de performance de Thierry au format HTML.
transformation de donne´es interme´diaire n’est ne´cessaire. Nous reviendrons sur ce point
dans les deux sections suivantes.
*
La version actuelle de XMCDA est utilise´e par plusieurs logiciels ou librairies d’AMCD.
Par exemple on peut citer des librairies de calculs comme ws-RXMCDA de Bigaret et
Meyer (2009-2010), Digraphs de Bisdorﬀ (2007) et J-MCDA de Cailloux (2010). Le De-
cision Deck Consortium propose e´galement des outils utilisant ce standard. Il s’agit des
services-web XMCDA qui facilitent l’acce`s a` des ressources algorithmiques d’AMCD. La
section suivante pre´sente cette initiative qui de´montre clairement l’inte´reˆt pratique de du
standard XMCDA.
3.2 Les services-web XMCDA
D’un point de vue ge´ne´ral, un service-web est une application a` laquelle il est possible
d’acce´der via Internet, et qui est exe´cute´e sur un syste`me distant. Les grands avantages
de ces programmes en ligne sont leur disponibilite´ et leur facilite´ d’utilisation.
L’ide´e initiale d’utiliser des services-web pour proposer des proce´dures d’AMCD revient
a` Raymond Bisdorﬀ. Par la suite, nous avons contribue´ a` les mettre en place a` plus grande
e´chelle avec Se´bastien Bigaret 7, avec qui nous avons e´galement participe´ a` l’ame´lioration
de leur architecture ge´ne´rale. Dans la suite, en section 3.2.1 nous pre´sentons d’abord les
motivations qui justiﬁent le choix des services-web, avant de de´tailler leur fonctionnement
et leur utilisation a` la section 3.2.2.
3.2.1 Motivations
L’option des services-web s’est impose´e pour un certain nombre de raisons qui sont
fonde´es sur les exigences exprime´es par le Decision Deck Consortium.
Tout d’abord, il s’agit de faciliter l’interope´rabilite´ entre les diﬀe´rents programmes
d’AMCD produits. Celle-ci entraˆıne la possibilite´ de cre´er des enchaˆınements de proce´dures
en vue de faciliter le processus d’AMCD. La re´sultante de cette exigence est la naissance
de XMCDA, et de manie`re logique, les services-web propose´s sont base´s sur ce standard.
7. Se´bastien Bigaret, Te´le´com Bretagne, France
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Ensuite, le consortium voudrait capitaliser sur le long terme les eﬀorts d’imple´men-
tation. De nos jours, beaucoup d’imple´mentations d’algorithmes ont un cycle de vie tre`s
court, car, par exemple, ils sont inte´gre´s dans des logiciels qui ne sont plus maintenus par
leurs de´veloppeurs. Ainsi leurs imple´mentations ont tendances a` disparaˆıtre et le meˆme
algorithme se voit reprogramme´ de manie`re re´currente. La technologie des services-web
re´pond bien a` ces soucis de capitalisation et de re´utilisation.
Il s’agit e´galement de maximiser les contributeurs potentiels et de minimiser leurs
efforts de programmation. En AMCD, comme dans beaucoup d’autres domaines de re-
cherches, les personnes qui imple´mentent des algorithmes, ne sont pas force´ment des infor-
maticiens. Pour ces chercheurs, l’informatique n’est qu’un outil de support pour re´pondre
a` une question de recherche. Il en de´coule que si on leur demande de participer a` un eﬀort
de programmation, leur imposer un langage de programmation est souvent perc¸u comme
une contrainte diﬃcile. Aﬁn de re´pondre a` ce proble`me, l’architecture de services-web mise
en place permet d’y inclure des algorithmes e´crits dans une grande varie´te´ de langages de
programmation.
Le consortium soutient e´galement l’ide´e qu’il est inte´ressant de produire de petits com-
posants algorithmiques a` la place de grandes boˆıtes noires. En eﬀet, les logiciels ou pro-
ce´dures d’AMCD sont souvent des se´quences d’algorithmes plus e´le´mentaires. Dans de
nombreux programmes ceci est peu visible, alors que les re´sultats interme´diaires de ces
diﬀe´rentes e´tapes peuvent avoir un inte´reˆt pour mieux comprendre le proble`me de de´-
cision. Les outils propose´s via les services-web doivent donc correspondre a` ces briques
plus e´le´mentaires, qui le cas e´che´ant peuvent eˆtre recombine´es pour cre´er la proce´dure
d’AMCD originale. Cela ge´ne`re deux eﬀets positifs de manie`re imme´diate : l’eﬀet boˆıte
noire de certaines proce´dures est supprime´ et la cre´ation de variantes de proce´dures est
simpliﬁe´e.
Pour terminer, il est important pour le consortium de simplifier l’acce`s aux outils.
Contrairement aux statistiques ou a` la fouille de donne´es, le domaine de l’AMCD souﬀre
clairement d’un manque de disponibilite´ des proce´dures de re´solution. La publication de
ces ressources de calcul sous la forme de services-web accessibles au plus grand nombre
doit re´pondre a` ce proble`me d’acce`s.
Au moment de l’e´criture de ce manuscrit, le Decision Deck Consortium met a` disposi-
tion des utilisateurs une centaine de services-web XMCDA. Bon nombre d’entre-eux ont
e´te´ de´veloppe´s par des chercheurs ou des e´tudiants et se basent sur quelques librairies
d’AMCD existantes, comme le pacakge Kappalab de´veloppe´ par Grabisch et al. (2008), la
librairie PyXMCDA de Veneziano (2010), la librairie UTAR de Leistedt (2010) ou la librai-
rie J-MCDA de Cailloux (2010). Une liste exhaustive des services-web XMCDA existants
peut eˆtre trouve´e sur http://www.decision-deck.org/ws, accompagne´e d’une documen-
tation des algorithmes imple´mente´s, de leurs entre´es et sorties au format XMCDA, et des
coordonne´es des contributeurs.
D’un point de vue plus ope´rationnel, ces services permettent de reconstruire des me´-
thodes classiques d’AMCD de la litte´rature. Par exemple, en combinant un certain nombre
de ces services entre eux (par des appels successifs), la plupart des proce´dures Electre
(Roy, 1968) peuvent eˆtre obtenues. De meˆme, un bon nombre des outils de la se´rie Prome-
thee (Brans et Vincke, 1985) sont disponibles, ainsi que des techniques de de´sagre´gation
du type UTA (Jacquet-Lagre`ze et Siskos, 1982). Des proce´dures plus re´centes sont e´vi-
demment aussi disponibles sous la forme de services-web, et de nombreux contributeurs
nous fournissent re´gulie`rement de nouvelles briques algorithmiques.
46 CHAPITRE 3. OUTILS DE SOUTIEN AU PROCESSUS D’AMCD
3.2.2 De´tails techniques et acce`s
Dans cette section nous pre´sentons le principe de fonctionnement des services-web
XMCDA. Tout d’abord, la ﬁgure 3.2 re´sume l’architecture supportant ces services.
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Figure 3.2 – Architecture des services-web XMCDA.
Les calculs eﬀectue´s par certains services ne ne´cessitent que quelques instants, alors
que pour d’autres, cette exe´cution peut prendre plusieurs heures. Aﬁn de tenir compte de
cette spe´ciﬁcite´, nous avons opte´ pour une imple´mentation asynchrone. Le fonctionnement
de l’architecture de support des services-web est pre´sente´ ci-apre`s :
— Un utilisateur soumet un proble`me a` un service-web XMCDA ;
— La requeˆte est stocke´e dans la ﬁle d’attente ge´ne´rale qui contient les taˆches qui
doivent eˆtre traite´es ;
— Le serveur retourne un nume´ro de ticket a` l’utilisateur. Il identiﬁe de manie`re unique
la taˆche qui a e´te´ soumise, et il est ne´cessaire pour consulter le re´sultat par la suite ;
— Un gestionnaire de taˆches est de´die´ a` cette ﬁle d’attente. Lorsqu’une nouvelle taˆche
est soumise, il la transmet a` la ﬁle d’attente du service-web que l’utilisateur veut
appeler ;
— Ce gestionnaire de taˆches (un par service-web) s’occupe d’exe´cuter la taˆche, en
mettant d’abord en place l’environnement ne´cessaire a` l’exe´cution du programme
sous-jacent au service, et en le de´marrant ensuite. Ce me´canisme permet l’exe´cution
de programmes e´crits en toutes sortes de langages, en leur aﬀectant un environne-
ment spe´ciﬁque (chargement de librairies, etc) ;
— Lorsque le programme se termine, son re´sultat est stocke´ ;
— Quand l’utilisateur sollicite le re´sultat, il pre´sente le nume´ro de ticket qui lui a e´te´
fourni lors de la soumission, et re´cupe`re ensuite le re´sultat.
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Tous les services-web sont accessibles via une interface unique, compose´e de trois me´-
thodes :
— hello : une me´thode sans parame`tres, qui reourne simplement une chaˆıne de ca-
racte`res contenant le nom du service, son auteur et sa version. Cette me´thode peut
eˆtre utilise´e pour ve´riﬁer qu’un service est disponible.
— submitProblem : soumet de nouvelles taˆches. Ses parame`tres de´pendent du service
appele´, certains pouvant eˆtre optionnels. Chacun des parame`tres est documente´ sur
la page web des services-web XMCDA de Decision Deck. La me´thode retourne une
chaˆıne de caracte`res contenant le nume´ro du ticket aﬀecte´ a` cette taˆche.
— requestSolution : e´tant donne´ un nume´ro de ticket, retourne les re´sultats qui ont
e´te´ produit. Leur nombre de´pend a` nouveau du service appele´.
Les donne´es e´change´es (proble`me soumis et re´sultat re´cupe´re´) sont e´videmment au
format XMCDA.
Les services-web sont actuellement accessibles par des requeˆtes SOAP 8. Il existe des im-
ple´mentations SOAP pour quasiment tous les langages de programmation. Les url (adresses
web) pour acce´der aux services sont du type :
http://webservices.decision-deck.org/soap/service.py,
ou` service doit eˆtre remplace´ par le nom du service. La liste des noms des services-web
se trouve a` l’adresse http://www.decision-deck.org/ws.
3.2.3 Conclusion
Dans cette section nous avons pre´sente´ les services-web XMCDA. Nous avons contribue´
a` la mise en oeuvre de leur architecture de support et nous de´veloppe´ un grand nombre
d’entre-eux. Leur gestion quotidienne est eﬀectue´e par Se´bastien Bigaret, qui s’occupe
e´galement d’implanter toute nouvelle proposition de service-web.
L’avantage de rassembler des algorithmes et proce´dures d’AMCD sous cette forme est
inde´niable et il est de´sormais tre`s simple d’acce´der a` ces resources de calcul et de les
inte´grer, par exemple, dans des logiciels.
Un tel exemple de re´utilisation peut eˆtre trouve´ dans le syste`me d’information ge´o-
graphique open-source Quantum GIS (Quantum GIS Development Team, 2009). Depuis
peu, il permet d’utiliser la me´thode Electre Tri et une proce´dure d’e´licitation de proﬁls
et de poids (Sobrie, 2011). L’utilisation de ces me´thodes se fait via des appels aux deux
services-web XMCDA correspondants, ElectreTriExploitation et ElectreTriBMInference.
Pour le de´veloppeur, l’avantage a e´te´ de ne pas devoir s’occuper de l’imple´mentation de
ces deux proce´dures, ce qui lui a permis de se focaliser sur la pre´paration des donne´es dans
le syste`me d’information ge´ographique.
*
La diﬃculte´ qui reste a` re´soudre est celle de la composition facile de ces services, en vue
de cre´er des proce´dures d’AMCD capables de re´pondre aux besoins d’un analyste confronte´
a` un proble`me d’aide a` la de´cision. La section suivante de´crit la plateforme diviz qui sert
a` cre´er de manie`re tre`s intuitive des chaˆınes de traitement de services-web XMCDA.
8. http://www.w3.org/TR/soap12-part1/
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3.3 La plateforme diviz
La plateforme diviz est une initiative du Decision Deck Consortium, qui facilite l’utilisa-
tion des services-web XMCDA, en simpliﬁant leur appel, et en permettant de les combiner
facilement pour cre´er ce qu’on appelle des workflows d’algorithmes. Ces workﬂows peuvent
par exemple repre´senter des me´thodes d’AMCD, leurs variantes, ou des expe´riences mene´es
sur des proce´dures d’agre´gation.
L’outil diviz est ne´ il y a 4 ans lors de notre rencontre avec Se´bastien Bigaret 9. Depuis, il
a beaucoup e´volue´, et commence a` eˆtre utilise´ pour l’enseignement a` travers toute l’Europe
dans des institutions d’enseignement supe´rieur, et dans le cadre de la recherche pour
la disse´mination de re´sultats d’AMCD. Dans cette section nous pre´sentons d’abord la
plateforme a` la section 3.3.1, avant de passer a` un exemple illustratif a` la section 3.3.2.
3.3.1 Description et utilisation
La ﬁgure 3.3 pre´sente l’espace de travail de diviz.
— Dans la partie supe´rieure gauche, un arbre aﬃche la liste des workﬂows ouverts,
avec leurs re´sultats d’exe´cution ;
— Le panneau central supe´rieur pre´sente le workﬂow se´lectionne´ : il montre soit le
panneau de cre´ation qui permet de modiﬁer le workﬂow, ou le panneau de re´sultats
qui aﬃche les diﬀe´rents re´sultats interme´diaires de l’exe´cution ;
— Le panneau central infe´rieur n’apparaˆıt que lorsque l’on analyse un re´sultat, et
pre´sente les sorties des diﬀe´rents e´le´ments du workﬂow ;
— Sur la droite, tous les programmes disponibles dans diviz (les services-web XMCDA)
sont aﬃche´s et regroupe´s par the`mes.
Le logiciel peut eˆtre te´le´charge´ a` l’adresse http://www.diviz.org, ou` le lecteur in-
te´resse´ trouvera aussi des exemples de workﬂows qu’il pourra importer facilement dans
diviz.
Le design d’un workﬂow dans diviz se fait a` l’aide d’une interface graphique intuitive,
ou` chaque proce´dure de calcul est repre´sente´e par une boˆıte qui peut eˆtre connecte´e a`
des donne´es ou d’autres e´le´ments de calcul a` l’aide de connecteurs (voir ﬁgure 3.4 pour
une vue plus de´taille´e du panneau de cre´ation). La cre´ation de workﬂows complexes d’al-
gorithmes ne ne´cessite donc pas de compe´tences de programmation, mais uniquement la
connaissance du fonctionnement de chacun des modules utilise´s (dont la documentation
peut eˆtre trouve´e sur le site web de diviz).
Les entre´es et les sorties de ces composants de calcul peuvent eˆtre multiples et cor-
respondre a` diﬀe´rents concepts ou e´le´ments de donne´es d’AMCD. En vue d’illustrer ceci,
conside´rons l’exemple suivant.
Exemple diviz permet d’utiliser un composant appele´ weightedSum. Cet e´le´ment calcule
la somme ponde´re´e d’e´valuations d’alternatives par rapport a` un vecteur de poids asso-
cie´ aux crite`res. Par conse´quent, weightedSum requiert quatre entre´es : la description des
crite`res, celle des alternatives, le tableau de performances contenant les e´valuations nu-
me´riques des alternatives sur les crite`res, et les poids nume´riques associe´s aux crite`res.
La principale sortie de ce module est le vecteur des valeurs des alternatives a` travers cet
9. Se´bastien Bigaret, Te´le´com Bretagne, France
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Figure 3.3 – Une session de travail typique dans diviz.
ope´rateur d’agre´gation (voir la figure 3.4 pour un exemple d’utilisation du module weigh-
tedSum).
Pour construire un nouveau workﬂow, l’utilisateur choisit un ou plusieurs modules de
la liste de droite et les glisse et les de´pose dans l’espace de travail central. Ensuite il y
ajoute les ﬁchiers de donne´es, et les connecte aux entre´es des e´le´ments de calcul. Pour
terminer, il relie les entre´es et les sorties des composants aﬁn de de´ﬁnir la structure du
workﬂow.
Lorsque le design du workﬂow est termine´, l’utilisateur peut l’exe´cuter aﬁn d’obtenir les
sorties des diﬀe´rents algorithmes. Ces calculs sont eﬀectue´s par les services-web XMCDA,
et par conse´quent, diviz ne contient aucune ressource de calcul locale, mais ne´cessite une
connexion a` internet pour y acce´der.
Lorsque l’exe´cution du workﬂow est termine´e, les sorties de chacun des modules peuvent
eˆtre visualise´es et analyse´es par l’utilisateur. L’utilisateur a donc acce`s a` tous les re´sultats
interme´diaires, ce qui lui permet de facilement adapter les parame`tres des algorithmes.
Exemple Conside´rons le workflow suivant (repre´sentant une me´thode de de´sagre´gation
typique a` la UTA) : un premier module de´termine des fonctions de valeur line´aires par
morceaux sur base d’un classement d’alternatives fourni par le de´cideur ; un second module
transforme le tableau de performance en lui appliquant ces fonctions ; un troisie`me e´le´ment
calcule la somme de ces performances pour chaque alternative ; un quatrie`me programme
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Figure 3.4 – Un workﬂow repre´sentant les donne´es d’entre´e (a` gauche), et un module de
somme ponde´re´e (au centre) qui est combine´ a` un module de repre´sentation graphique du
re´sultat (a` droite).
repre´sente graphiquement le re´sultat final, i.e. le classement des alternatives obtenu. Les
re´sultats interme´diaires sont les fonctions de valeur, le tableau de performance transforme´
et les scores des alternatives. La disponibilite´ de ces informations permet a` l’utilisateur
de diviz d’acque´rir une connaissance approfondie de la technique mise en œuvre, et lui
facilite les re´glages des diffe´rents parame`tres (comme par exemple le nombre de segments
des fonctions de valeur).
Dans diviz, l’historique des exe´cutions est stocke´ dans le logiciel et peut eˆtre consulte´
a` tout moment. Plus pre´cise´ment, si un workﬂow est modiﬁe´, ses versions ante´rieures
sont toujours accessibles, ainsi que les re´sultats qui y sont associe´s. Cette fonctionnalite´
contribue e´galement a` la meilleure compre´hension des proce´dures construites et facilite le
calibrage des parame`tres des diﬀe´rents e´le´ments.
En plus de permettre de cre´er et d’exe´cuter des workﬂows, diviz peut aussi eˆtre utilise´
pour comparer les sorties de diﬀe´rentes proce´dures d’AMCD sur un meˆme jeu de donne´es.
Ainsi, si l’utilisateur construit a` l’inte´rieur de son espace de travail diﬀe´rents workﬂows
repre´sentant plusieurs me´thodes d’AMCD, il peut les connecter aux meˆmes donne´es d’en-
tre´e et facilement comparer leurs sorties. Cette fonctionnalite´ innovante est illustre´e dans
la section 3.3.2 via une application. Il faut cependant noter que cette possibilite´ doit en
pratique eˆtre utilise´e de manie`re prudente, e´tant donne´ que les parame`tres pre´fe´rentiels
de diﬀe´rentes proce´dures d’AMCD peuvent avoir des signiﬁcations tre`s diﬀe´rentes. Nous
pensons cependant qu’un utilisateur averti peut exploiter cette fonctionnalite´ pour ge´ne´rer
de nouvelles pistes de recherche.
Pour terminer cette pre´sentation de diviz, nous voudrions souligner une dernie`re pro-
prie´te´ tre`s inte´ressante de diviz, qui permet d’exporter les workﬂows, avec ou sans les don-
ne´es, sous la forme d’une archive. Cette dernie`re peut ensuite eˆtre partage´e avec d’autres
utilisateurs de diviz, qui peuvent la re´importer dans leur logiciel, et par exemple continuer
le de´veloppement du workﬂow, ou l’exe´cuter sur les donne´es originales ou leurs donne´es
personnelles. Par conse´quent, diviz peut eˆtre utilise´ comme un outil de diﬀusion tre`s perfor-
mant : tout d’abord, en combinaison avec un article de recherche, l’auteur d’une nouvelle
proce´dure d’AMCD ou d’une expe´rience peut proposer le workﬂow diviz correspondant
au te´le´chargement. Ensuite, dans un contexte applicatif, un analyste pourrait eˆtre tente´
de partager les traitements mis en place avec les diﬀe´rents acteurs du processus d’AMCD.
De manie`re plus ge´ne´rale, cette fonctionnalite´ doit participer a` la disse´mination plus large
des re´sultats d’AMCD et des nouveaux algorithmes, et faciliter ainsi leur adoption par des
chercheurs et des utilisateurs.
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3.3.2 Exemple d’utilisation
Dans cette section nous illustrons l’utilisation de diviz sur l’exemple du choix d’une
voiture que nous avons de´ja` introduit a` la section 3.1 (voir aussi Bouyssou et al. (2000,
chapitre 6)).
Le but de Thierry est de de´terminer quelle voiture du tableau 3.1 il doit acheter.
L’analyste propose par conse´quent de de´terminer un classement de toutes ces voitures en
fonction des pre´fe´rences de Thierry. Aﬁn de mettre en avant le potentiel de diviz, nous
e´tendons l’exemple classique comme suit :
— Dans une premie`re e´tape, Thierry exprime des pre´fe´rences sur quelques voitures
qu’il connaˆıt bien, sous la forme d’un classement :
P309-16 ≻ Sunny≻ Galant ≻ Escort ≻ R21t;
— Ensuite, dans une deuxie`me e´tape, apre`s une discussion avec l’analyste, il change
d’avis et n’est plus tre`s conﬁant dans ce classement. Il pre´fe`re donner des informa-
tions pre´fe´rentielles sur l’importance relative des diﬀe´rents crite`res et des seuils de
discrimination. Thierry est conscient du fait que ces nouvelles pre´fe´rences ne sont
pas force´ment compatibles avec le classement fourni pre´ce´demment, mais il de´sire
comparer les deux re´sultats.
Aﬁn de de´terminer les deux recommandations et d’arriver a` leur comparaison, l’ana-
lyste construit le workﬂow suivant dans diviz :
— Une premie`re partie du workﬂow repre´sente une variante de la technique UTA
(Jacquet-Lagre`ze et Siskos, 1982) appele´e ACUTA (Bous et al., 2010), et qui permet
de de´terminer un classement des alternatives sur base du classement initial de
Thierry (cadre 1 de la ﬁgure 3.5) ;
— Une deuxie`me partie du workﬂow repre´sente la me´thode Promethee (Brans et
Vincke (1985)) en vue de de´terminer un classement des alternatives sur base d’in-
formation intra- et inter-crite`re (cadre 2 de la ﬁgure 3.5) ;
— Pour terminer, une troisie`me partie du workﬂow est utilise´e pour comparer les
sorties des deux me´thodes (cadre 3 de la ﬁgure 3.5).
De plus amples de´tails sur la partie “ACUTA”du workﬂow sont visibles a` la ﬁgure 3.6.
Ce workﬂow contient 7 e´le´ments algorithmiques. En re´sume´, la proce´dure ACUTA de´ter-
mine des fonctions de valeur line´aires par morceaux, sur base d’un classement d’alternatives
fourni en entre´e, dans le cadre d’un mode`le additif. Par conse´quent, le module ACUTA
requie`re en entre´e la description des alternatives et des crite`res, le tableau de performance,
un classement d’un sous-ensemble des alternatives, les directions de pre´fe´rence des crite`res,
et le nombre de segments des fonctions a` de´terminer. La sortie principale de ce composant
est un ensemble de fonctions de valeur compatible avec le classement fourni en entre´e.
Ces fonctions sont alors utilise´es par computeNormalisedPerformanceTable pour trans-
former le tableau de performance original en un tableau qui repre´sente les valeurs de sa-
tisfaction (entre 0 et 1) associe´es par Thierry a` chacune des e´valuations. La ﬁgure 3.7
repre´sente un graphique de ces fonctions de valeur a` l’aide du module plotValueFunctions.
De ces premiers calculs, l’analyste de´duit que le crite`re de couˆt est le plus important
pour Thierry, et qu’il a une forte pre´fe´rence pour des voitures qui couˆtent moins de 18000
e.
Le module generalWeightedSum est ensuite utilise´ pour calculer la valeur aggre´ge´e de
chaque alternative. Cette sortie est repre´sente´e sous la forme d’un diagramme a` barres via
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Figure 3.5 – Le workﬂow pour le proble`me de se´lection d’une voiture.
Figure 3.6 – La partie “ACUTA” du workﬂow.
Figure 3.7 – Fonctions de valeur marginales.
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Figure 3.8 – Diagramme a` barres des scores des alternatives.
le composant plotAlternativesValues (voir ﬁgure 3.8), ainsi que sous la forme d’un classe-
ment via plotAlternativesValuesPreorder. Pour terminer, le module rankAlternativesValues
est utilise´ pour obtenir les rangs des alternatives en fonction de leur score global.
On peut observer que l’alternative a11 (P309-16) obtient la valeur la plus e´leve´e et
peut ainsi eˆtre conside´re´e comme le meilleur compromis pour Thierry dans ce mode`le.
Plus de de´tails sur la partie Promethee du workﬂow sont visibles a` la ﬁgure 3.9.
Ce sous-workﬂow est compose´ de 7 e´le´ments. Le module PrometheePreference calcule, sur
Figure 3.9 – La partie Promethee du workﬂow.
base d’un tableau de performances, de crite`res, d’alternatives, de seuils de discrimination
et de poids de crite`res, un indice de pre´fe´rence entre toutes paires d’alternatives. L’analyste
e´licite ces pre´fe´rences directement aupre`s de Thierry en respectant la se´mantique spe´ci-
ﬁque a` la proce´dure Promethee de ces parame`tres. Le re´sultat de cette de´termination est
re´sume´ dans le tableau 3.2. L’indice de pre´fe´rence est ensuite utilise´ pour calculer le ﬂot
net via le composant PrometheeFlows, qui est utilise´ pour classer les alternatives. Comme
pre´ce´demment, le pre´ordre des alternatives est repre´sente´ graphiquement a` l’aide de plo-
tAlternativesPreorder, un diagramme a` barres des ﬂots nets est construit via le module
plotAlternativesValues (voir ﬁgure 3.10), et les rangs des alternatives sont obtenus par le
composant rankAlternativesValues.
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couˆt accel. reprise freins tenue de route
(g1, e) (g2, s) (g3, s) (g4 ) (g5 )
poids (%) 40 20 20 10 10
indiﬀe´rence 500 1 0.5 1 1
pre´ference 2000 1.5 1 2 2
Table 3.2 – Les informations intra- et inter-crite`res.
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Figure 3.10 – Diagramme a` barres des ﬂots nets.
D’apre`s les ﬂots nets obtenus par la me´thode Promethee, la voiture a5 (Colt) est
conside´re´e comme e´tant le meilleur compromis pour Thierry, e´tant donne´ ce mode`le de ses
pre´fe´rences.
La troisie`me partie du workﬂow consiste en la comparaison de ces deux re´sultats. Elle
est repre´sente´e de manie`re plus de´taille´e a` la ﬁgure 3.11. Dans une premie`re e´tape (haut
Figure 3.11 – Comparaison des deux me´thodes.
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de la ﬁgure 3.11) Thierry est inte´resse´ de savoir comment les 5 voitures qu’il a classe´
initialement sont ordonne´es par la me´thode Promethee. A cette ﬁn, l’analyste restreint
le classement ACUTA a` ces 5 voitures. Le taux de Kendall est ensuite calcule´ entre ces
deux pre´ordres a` l’aide du module alternativesValuesKendall. On obtient une valeur de
0.8, qui signiﬁe qu’il existe une inversion dans les deux classements (a09 est place´ avant
a18 par Promethee, alors que Thierry avait indique´ pre´fe´rer a18 a` a09).
Ensuite, les deux classements de Promethee et d’ACUTA sont compare´s dans le bas
de la ﬁgure 3.11. Une nouvelle fois le taux de Kendall est calcule´, et les inversions entre
les deux classements sont visualise´s a` l’aide du module XYPlotAlternativesValues (voir
ﬁgure 3.12). L’axe des abscisses repre´sente les rangs par Promethee, alors que l’axe des
ordonne´es repre´sente les rangs par ACUTA. Un grand nombre d’inversions sont visibles
entre ces deux classements, ce qui est aussi conﬁrme´ par le taux de Kendall de 0.47.
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Figure 3.12 – Graphe XY repre´sentant les deux classements (abscisse : rangs par la
me´thode Promethee, ordonne´e : rangs par ACUTA).
Plus de de´tails sur diviz et cet exemple peuvent eˆtre trouve´s dans Meyer et Bigaret
(2012). Par ailleurs, le workﬂow pre´sente´ dans cette section peut eˆtre te´le´charge´ sur le site
web de diviz 10 et le lecteur inte´resse´ pourra facilement l’importer dans diviz.
3.3.3 Conclusions et perspectives
Les eﬀorts que nous menons sur le de´veloppement et la promotion de diviz sont tre`s
gratiﬁants. En eﬀet, de plus en plus d’enseignants adoptent cet outil pour leurs cours
d’AMCD. Personnellement nous utilisons diviz dans plusieurs formations, avec des publics
diﬀe´rents, et nous remarque clairement que la compre´hension des proce´dures d’AMCD a`
la ﬁn des cours en est nettement ame´liore´e. Concernant les chercheurs, l’article Meyer et
10. http://www.decision-deck.org/diviz/workflow.URPDM2010SpecialIssue.html
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Bigaret (2012) a incite´ plusieurs d’entre-eux a` proposer d’inclure leurs algorithmes dans
l’environnement de services-web XMCDA ainsi que dans diviz.
La plateforme diviz n’est pas un outil ﬁge´. La prochaine e´tape de de´veloppement
consistera a` inte´grer des mode`les de workﬂows plus complexes, permettant de cre´er des
boucles ite´ratives ou des nœuds de tests conditionnels.
*
La prochaine section traite d’un travail en cours. Nous estimons cependant qu’il serait
inte´ressant de montrer ici les re´sultats pre´liminaires, e´tant donne´ qu’ils font appel aux
outils que nous avons pre´sente´ dans ce chapitre. Il s’agit d’une tentative de mode´lisation
du processus d’AMCD a` l’aide de techniques issues de l’inge´nierie dirige´e par les mode`les.
3.4 Mode´lisation du processus d’AMCD
Le processus d’AMCD est en ge´ne´ral guide´ par l’analyste, qui doit faire preuve d’une
grande expertise lors de la gestion de ses diﬀe´rents moments cle´s. Le de´roulement du
processus de´pend donc tre`s fortement de son expe´rience personnelle, et de sa connaissance
des techniques d’AMCD qu’il met en œuvre.
Un grand nombre de sujets de recherche en AMCD se focalisent sur les proce´dures
d’agre´gation ou d’e´licitation des pre´fe´rences. Celles-ci ne repre´sentent cependant qu’une
petite partie du processus d’aide. Celui-ci est en ge´ne´ral compose´ d’un certain nombres
d’activite´s, comme par exemple, la structuration du proble`me, la de´ﬁnition des alternatives
de de´cision, la structuration d’une hierarchie de crite`res, l’e´valuation des alternatives sur
les crite`res par des experts, l’e´licitation des pre´fe´rences du ou des de´cideurs, l’utilisation
d’une proce´dure d’agre´gation, l’e´tude de la robustesse de la conclusion et la proposition
d’une recommandation de de´cision. On peut donc facilement imaginer que ce processus
est assez complexe, et de´pend fortement de la situation pratique et de la me´thode de
re´solution choisie.
Cependant, a` notre connaissance, peu de travaux ont e´te´ mene´s a` ce jour pour de´crire
ce processus et le formaliser. Il est inte´ressant de citer Tsoukia`s (2007), qui a approche´ ce
proble`me en proposant un mode`le assez ge´ne´ral du processus et des concepts cle´s qui y
interviennent. Sans de´sir d’exhaustivite´, d’autres travaux comme ceux de Belton et Stewart
(2001), Bana e Costa et al. (1999), Brown (1989) et Pidd (1988) proposent e´galement
des recommandations pour un processus d’aide a` la de´cision. Cependant, aucune de ses
tentatives ne propose un mode`le de´taille´, supporte´ par des outils ope´rationnels.
Les avantages d’avoir un processus clairement documente´ et mode´lise´ sont nombreux.
Tout d’abord, l’analyste aurait a` sa disposition une aide pour le guider dans le processus,
et qui lui permettrait de clariﬁer son discours face aux diﬀe´rents intervenants. Ensuite, en
cas de doutes, le de´cideur serait plus enclin a` accepter la recommandation de de´cision, si
elle se basait sur un processus clairement de´crit. En eﬀet, une trac¸abilite´ des diﬀe´rentes
e´tapes lui donnerait acce`s a` des justiﬁcations qui expliqueraient les conclusions retenues.
Ces constats sont le point de de´part des travaux que nous pre´sentons dans cette section,
et que nous avons mene´ en collaboration avec Vanea Chiprianov 11 et Jacques Simonin 12.
11. Vanea Chiprianov, Te´le´com Bretagne, France
12. Jacques Simonin, Te´le´com Bretagne, France
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Nous proposons de mode´liser d’abord le processus d’AMCD en utilisant des techniques
issues de l’inge´nierie dirige´e par les mode`les, i.e. via un langage standard de mode´lisa-
tion. Ce processus ge´ne´rique peut ensuite eˆtre instancie´ pour des proble`mes de de´cision
particuliers. Par ailleurs, le mode`le doit permettre l’appel d’outils de support a` diﬀe´rents
moments du processus.
La section se structure de la fac¸on suivante. Tout d’abord, en section 3.4.1 nous pre´-
sentons quelques e´le´ments cle´s du mode`le ainsi que la fac¸on dont il est en train d’eˆtre cre´e´.
Le de´tail de la version actuelle du mode`le peut eˆtre trouve´ dans le rapport technique Chi-
prianov et al. (2012). Ensuite nous pre´sentons une instanciation du processus a` l’exemple
classique du choix de voiture a` la section 3.4.2 et illustre l’utilisation d’outils informatiques
pour soutenir le processus.
3.4.1 Aperc¸u du mode`le
Un mode`le de processus est de´ﬁni comme une repre´sentation de l’enchaˆınement d’acti-
vite´s ou d’actions exe´cute´es par des acteurs sur des donne´es d’entre´e en vue de de´velopper
des artefacts de sortie (d’apre`s les de´ﬁnitions de processus de Ramsin et Paige (2008) et
de mode`le de Rothenberg (1989)).
Nous choisissons ici le langage de mode´lisation appele´ SPEM (Object Management
Group’s Software Process Engineering Metamodel) de l’OMG (2008) pour de´crire le pro-
cessus d’AMCD. Il s’agit d’un langage qui permet de repre´senter des activite´s et des taˆches
d’un processus, tout en faisant intervenir de multiples roˆles.
Les objectifs de cette mode´lisation sont multiples :
— fournir une repre´sentation aussi comple`te que possible du processus, en fe´de´rant
plusieurs e´coles de pense´es, ainsi que diﬀe´rentes fac¸ons de travailler des analystes ;
— augmenter la lisibilite´ pour le de´cideur et l’analyste a` travers une repre´sentation
graphique du processus, qui peut eˆtre consulte´e a` tout moment de son de´roulement ;
— guider l’analyste, qui se voit libe´re´ de certaines responsabilite´s ;
— donner la possibilite´ de connecter facilement des services ou workﬂows de services
au processus, en vue d’en automatiser une partie ;
— augmenter la trac¸abilite´ et l’audit de recommandations de de´cision.
La me´thode de construction du mode`le est une spirale ite´rative (voir ﬁgure 3.13) avec
deux activite´s principales qui se suivent : la mode´lisation et la confrontation a` des experts
de l’AMCD. La premie`re version du mode`le (V01) se base sur les travaux de Tsoukia`s
(2007). Celle-ci a ensuite e´te´ confronte´e a` des chercheurs en AMCD lors de trois ite´rations
majeures. Lors de la dernie`re ite´ration, le mode`le a e´te´ pre´sente´ dans le cadre d’un d’un
workshop d’AMCD (Bigaret et al., 2012). Apre`s chaque ite´ration, des ame´liorations et
re´visions propose´es par les “experts” sont inte´gre´es au mode`le. Il est important de noter
que le travail est loin d’eˆtre abouti, et nous pensons que plusieurs versions supple´mentaires
seront encore ne´cessaires avant d’arriver a` un consensus stable et accepte´ par un grand
nombre de chercheurs du domaine.
SPEM oﬀre la possibilite´ d’organiser un processus de manie`re hie´rarchique, a` travers
trois types de niveaux. Le premier type est compose´ de sous-processus, le second d’activite´s
et le troisie`me de taˆches. Le premier type de niveaux est utilise´ pour de´crire les grands
sous-processus qui composent le processus ge´ne´ral d’AMCD. Le second type de niveaux
est utilise´ pour de´crire des activite´s compose´es de sous-activite´s et de taˆches, alors que le
celui des taˆches repre´sente le niveau ﬁnal qui ne doit plus eˆtre rede´compose´. Ce dernier
contient aussi des de´tails sur les donne´es manipule´es ou les intervenants dans le processus,
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Model
Confront with domain "experts"
V01: Extraction from MCDA literature
Confrontation of V01 by P. Meyer
V02: Discussions with domain "experts": P. Meyer
Confrontation of V02 by V. Mousseau, M. Pirlot, W. Ouerdanne, O. Cailloux
V03 (current): Discussions with domain "experts":
V. Mousseau, M. Pirlot, W.Ouerdane, O. Cailloux
Confrontation of V03 by MCDA 75 community
V04: Discussions with domain "experts": MCDA 75 community
Figure 3.13 – La me´thode de construction du mode`le du processus d’AMCD.
ainsi que la connexion a` des proce´dures d’AMCD (comme par exemple les services-web
XMCDA).
Figure 3.14 – Le processus ge´ne´ral (gauche) et le sous-processus Decision aid (droite).
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Le niveau le plus abstrait du mode`le est pre´sente´ dans la partie gauche de la ﬁgure 3.14.
Apre`s que le processus d’aide ait de´marre´, un premier sous-processus de´bute (Situating
the problem) qui consiste entre autres a` de´terminer les roˆles de de´cideur et d’analyste ainsi
que les pre´occupations ge´ne´rales du de´cideur. Ensuite, si le de´cideur pense avoir besoin
de plus d’aide avant de prendre une de´cision, le sous-processus formel Decision aid est
entame´. Si non, il peut prendre sa de´cision, et le processus ge´ne´ral se termine.
Pour rappel, le de´tail des sous-processus et des activite´s est disponible dans Chiprianov
et al. (2012). Nous ne pre´sentons ici qu’une description assez haut niveau du sous-processus
Decision aid (a` droite de la ﬁgure 3.14). En premier lieu, dans ce sous-processus, le de´cideur
est confronte´ a` une activite´ appele´e Formulate the problem. Il s’agit d’y de´terminer entre
autres a` quel type de proble´matique le de´cideur est confonte´, ainsi que les premiers e´le´ments
du proble`me de de´cision, comme certaines options ou points de vue importants pour le
de´cideur. Le processus nous ame`ne ensuite dans l’activite´ Construct the evaluation model,
qui est de´taille´e a` la ﬁgure 3.15.
Cette activite´ repre´sente l’activite´ principale du processus d’AMCD, dans laquelle les
alternatives et les crite`res sont construits, les pre´fe´rences du de´cideur sont e´licite´es et
une conclusion est fournie. Une pre´sentation des diﬀe´rentes activite´s qui la composent est
donne´e ci-apre`s :
1. Start Construct the evaluation model : le point de de´part de l’activite´ de construc-
tion du mode`le d’e´valuation ;
2. Preselect MCDA agreggation method : l’analyste, en fonction de l’information re-
cueillie pre´ce´demment, choisit un certain nombre de proce´dures d’agre´gation d’AMCD
(ou une seule) adapte´es ;
3. L’activite´ Construct hierarchy : la construction complexe de la hie´rarchie des cri-
te`res, sur base de diﬀe´rents indicateurs et attributs ;
4. Review MCDA aggregation method and criteria : apre`s la construction de la hie´rar-
chie de crite`res, l’analyste a probablement une meilleure connaissance du proble`me,
et serait peut-eˆtre tente´ de re´viser l’ensemble des proce´dures d’agre´gation choisies
(en vue de le re´duire ou de l’augmenter) ;
5. Is aggregation method coherent ? : si certaines me´thodes d’agre´gation ne sont pas
cohe´rentes avec la hierarchie construite, re´viser la hie´rarchie ou mettre a` jour les
proce´dures retenues ;
6. Include preferences into hierarchy : les pre´fe´rences du de´cideur sont inclues dans la
hie´rarchie de crite`res (par exemple sur la fac¸on d’agre´ger certains indicateurs) ;
7. Construct alternative : inde´pendamment des activite´s concernant les crite`res, cette
activite´ construit l’ensemble des alternatives potentielles ;
8. Construct performance table : le tableau de performance est construit en e´valuant
les alternatives sur les crite`res ;
9. Confront DM to perf table : le de´cideur est confronte´ au tableau ou a` une repre´sen-
tation synthe´tique de celui-ci ;
10. Elicit criteria preferences : l’analyste de´termine ensemble avec le de´cideur ses pre´-
fe´rences inter- et intra-crite`res, en fonction des proce´dures d’agre´gation retenues ;
11. Obtain conclusion : une ou plusieurs conclusions sont obtenues en utilisant la ou
les proce´dures d’agre´gation retenues ;
12. Is DM satisfied with the conclusion ? : si le de´cideur n’est pas satisfait avec les
conclusions propose´es, des modiﬁcations peuvent eˆtre apporte´es aux pre´fe´rences
e´licite´es ;
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Figure 3.15 – L’activite´ Construct the evaluation model.
13. Stop Construct the evaluation model : l’activite´ Construct the evaluation model se
termine.
La sortie principale de cette activite´ est une conclusion, qui repre´sente une version pre´-
liminaire de la recommandation de de´cision. Dans une e´tape suivante, l’activite´ Construct
the final decision recommendation sera utilise´e pour construire la recommandation ﬁnale,
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en faisant des post-analyses (robustesse, stabilite´, . . .).
Si le de´cideur est satisfait avec la recommandation ﬁnale le sous-processus se termine.
Si non, une nouvelle ite´ration peut eˆtre envisage´e pour modiﬁer le mode`le d’e´valuation ou
meˆme la formulation initiale du proble`me (cf. ﬁgure 3.14 a` droite).
Il est e´vident que toutes les activite´s que nous avons de´crites ici se de´composent en
un grand nombre de sous-activite´s et de taˆches. Elles de´pendent d’un certain nombre de
choix que l’analyste fait tout au long du processus. Leur description exacte, ainsi que la
fac¸on dont elles s’enchaˆınent font partie d’un travail de recherche que nous continuons
d’alimenter.
Un certain nombre de taˆches de ces activite´s ge´ne´rales peuvent eˆtre directement connec-
te´es a` des outils informatiques de soutien au processus d’AMCD. Nous illustrons cette
possibilite´ dans la section suivante.
3.4.2 Une instance du processus d’AMCD
L’instanciation du processus ge´ne´ral pre´sente´ a` la section pre´ce´dente a` un proble`me de
de´cision concret permet de guider un analyste dans la re´solution de ce dernier. L’exemple
choisi ici est a` nouveau celui de l’e´tudiant Thierry qui aimerait choisir une voiture, qui a
de´ja` e´te´ pre´sente´ et traite´ aux sections 2.2.3, 3.1.2 et 3.3.2.
Sans rentrer dans plus de de´tails, le sous-processus Situate the problem de la partie
gauche de la ﬁgure 3.14 aide a` de´terminer dans une premie`re e´tape les roˆles de de´cideur
(Thierry) et d’analyste. Ensuite nous supposons que Thierry de´sire avoir une aide pour son
proble`me, ce qui nous me`ne au sous-processus Decision aid sur la droite de la ﬁgure 3.14.
L’activite´ Formulate the problem permet a` l’analyste d’identiﬁer qu’il est face a` un
proble`me de classement (classer les voitures de la meilleure a` la plus mauvaise) ou a` un
proble`me de choix (se´lectionner la meilleure voiture pour Thierry). Dans une discussion
avec Thierry, il identiﬁe e´galement que celui-ci a trois pre´occupations majeures pour ce
proble`me : minimiser les couˆts, maximiser la performance de la voiture, et maximiser sa
se´curite´.
L’analyste passe alors a` l’activite´ Construct the evaluation model qui est de´taille´e a` la
ﬁgure 3.15. Dans l’activite´ Preselect MCDA aggregation method, sur base de la discussion
initiale que l’analyste a eu avec Thierry (celui-ci parle de “compenser”des points forts avec
des points faibles), il de´cide d’utiliser un mode`le d’agre´gation se basant sur la the´orie de la
valeur multi-attribut. Pour commencer, il choisit d’utiliser un mode`le d’agre´gation additif.
L’analyste passe ensuite a` l’activite´ Construct hierarchy, dans laquelle il met en place
les diﬀe´rents crite`res qui permettent a` Thierry de comparer les voitures entre-elles. La
discussion me`ne Thierry a` de´ﬁnir un crite`re de couˆt (g1) comme une agre´gation de divers
indicateurs comme le prix d’achat de la voiture, des couˆts annuels, des taxes, et des esti-
mations de couˆts lie´s a` l’assurance du ve´hicule et a` sa consommation d’essence. Comme
Thierry veut acheter une voiture puissante, un crite`re mesurant son acce´le´ration (g2) (en
secondes) et un crite`re de reprise (g3) (en secondes) sont rajoute´s. Pour terminer, comme
indique´ pre´ce´demment dans l’activite´ Formulate the problem, Thierry porte e´galement de
l’importance a` la se´curite´, ce qui ame`ne l’analyste a` rajouter deux crite`res mesurant la
qualite´ du freinage (g4) et la qualite´ de la tenue de route (g5). Ces derniers crite`res sont
des agre´gats d’un certain nombres d’indicateurs choisis par Thierry (voir Bouyssou et al.
(2000) pour de plus amples de´tails sur la construction de cette hie´rarchie).
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Figure 3.16 – Graphes en e´toile de deux alternatives obtenus par le service-web plot-
StarGraphPerformanceTable.
L’analyste ve´riﬁe alors si la hierarchie ainsi construite est compatible avec un mode`le
de fonction de valeur additif et de´cide ensuite de passer a` l’activite´ Include preferences into
the hierarchy. Dans celle-ci, l’analyste demande a` Thierry si les 5 crite`res sont a` maximiser
ou a` minimiser sur leurs e´chelles d’e´valuation. Thierry indique que le crite`re de “couˆt” et
les crite`res de performance “acce´le´ration” et “reprise” doivent eˆtre minimise´s, alors que les
crite`res de se´curite´ “freinage” et “tenue de route” sont a` maximiser.
En paralle`le, l’analyste et Thierry doivent de´cider de l’ensemble des alternatives poten-
tielles pour l’achat dans l’activite´ Construct alternative. Comme Thierry est un e´tudiant,
il n’a pas le budget pour s’acheter une voiture neuve, et de´cide d’explorer les voitures
d’occasion de moins de 4 ans du marche´. Comme par ailleurs il vit en ville et qu’il n’a
pas de garage, il ne veut pas une voiture trop attractive pour les voleurs. Ces contraintes
me`nent a` restreindre le choix de Thierry aux 14 voitures du tableau 3.1.
L’activite´ suivante est de construire le tableau de performance. En pratique, ceci signiﬁe
que les 14 voitures doivent eˆtre e´value´s sur tous les indicateurs et les crite`res de´ﬁnis
pre´ce´demment. Le re´sultat de cette e´valuation se trouve dans le tableau 3.1.
Ensuite Thierry est confronte´ a` cette repre´sentation de son proble`me dans l’activite´
Confront DM to performance table. L’analyste lui pre´sente les donne´es, et par ailleurs, fait
appel au service-web plotStarGraphPerformanceTable qui permet de repre´senter chaque
alternative sous la forme d’un graphe en e´toile (voir ﬁgure 3.16). Cette activite´ permet
a` Thierry de mieux appre´hender le proble`me sous-jacent et de comparer les alternatives
entre-elles, en vue d’augmenter la compre´hension de ses pre´fe´rences.
Le service-web est appele´ a` l’aide de la plateforme diviz, ou` un workﬂow des services
est construit progressivement tout au long du processus d’aide a` la de´cision. A` cette e´tape,
ce workﬂow contient en plus des donne´es du proble`me uniquement le module plotStar-
GraphPerformanceTable (voir ﬁgure 3.17).
Nous supposons ici que Thierry est satisfait avec les donne´es et que l’analyste conside`re
que le mode`le additif est toujours approprie´ pour la mode´lisation des pre´fe´rences. L’activite´
suivante du processus d’AMCD est Elicit criteria preferences, ou` les pre´fe´rences de Thierry
sont ajoute´es aux de´ﬁnitions des crite`res. Dans le cas du mode`le retenu par l’analyste, il
s’agit d’e´liciter des fonctions de valeur qui repre´sentent la satisfaction de Thierry par
rapport aux diﬀe´rentes valeurs prises par les alternatives sur les crite`res.
Dans sa discussion avec Thierry, l’analyste de´termine que Thierry connaˆıt bien cer-
taines voitures et qu’il est capable d’exprimer des pre´fe´rences sous la forme d’un classement
de certaines d’entre-elles (Bouyssou et al., 2006) :
3.4. MODE´LISATION DU PROCESSUS D’AMCD 63
Figure 3.17 – La premie`re e´tape de la construction progressive du workﬂow diviz sup-
portant le processus d’AMCD.
Figure 3.18 – Repre´sentations graphiques des fonctions de valeur pour les crite`res g1
(couˆt) et g2 (acce´leration), obtenues a` l’aide du service plotValueFunctions.
P309-16 ≻ Sunny≻ Galant ≻ Escort ≻ R21t;
Ceci ame`ne l’analyste a` choisir l’approche indirecte UTA de Jacquet-Lagre`ze et Siskos
(1982) d’e´licitation des fonctions de valeur. Il continue la construction du workﬂow diviz en
y ajoutant le module UTA. La sortie de cette proce´dure donne un ensemble de fonctions de
valeur qui repre´sentent les pre´fe´rences de Thierry par rapport au classement des 5 voitures
fourni en entre´e. L’analyste confronte alors Thierry a` une repre´sentation graphique de ses
pre´fe´rences a` l’aide du module plotValueFunctions dans diviz (voir ﬁgure 3.18) aﬁn de
les valider. Le workﬂow diviz obtenu a` cette e´tape est repre´sente´ a` la ﬁgure 3.19.
Aﬁn d’obtenir un classement des 14 voitures potentielles, le mode`le de fonction de
valeurs additives doit eˆtre applique´ au tableau de performances. Ceci est fait dans le
Figure 3.19 – La deuxie`me e´tape de la construction progressive du workﬂow diviz.
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Figure 3.20 – De´but du classement des voitures.
Figure 3.21 – La troisie`me e´tape de la construction progressive du workﬂow diviz.
processus d’AMCD a` l’activite´ Obtain conclusion. Le workﬂow diviz est comple´te´ aﬁn de
transformer les donne´es du tableau de performance en des degre´s de satisfaction de Thierry
(a` l’aide de computeNormalizedPerformanceTable), avant qu’une agre´gation additive des
performances des voitures ne soit eﬀectue´e (graˆce a` generalWeightedSum), dont la sortie
est le score de chaque voiture a` travers le mode`le choisi.
Thierry est ensuite confronte´ a` une repre´sentation graphique du re´sultat (graˆce a` plot-
AlternativesValuesPreorder), et nous supposons qu’il est satisfait avec la premie`re
voiture du classement (a11, la Peugeot 309-16) de la ﬁgure 3.20. Le workﬂow diviz construit
par l’analyste a` cette e´tape est repre´sente´ a` la ﬁgure 3.21.
Il est inte´ressant de noter la correspondance entre le processus que nous proposons et
le workﬂow diviz construit de manie`re progressive. Celle-ci est pre´sente´e dans le tableau
3.3. Dans ce cas, il n’y a que 3 activite´s du processus qui ont des services correspondants.
D’autre part, une des activite´ ne´cessite une se´rie de services.
process activity diviz service
Confront the DM to performance table plotStarGraphPerformanceTable
Elicit criteria preferences UTA ; plotValueFunctions
Obtain conclusion
computeNormalizedPerformance-
Table ; generalWeightedSum ; plot-
AlternativesValuesPreorder
Table 3.3 – Correspondance entre les activite´s du processus d’AMCD et les services-web
XMCDA pour le proble`me de Thierry.
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3.4.3 Perspectives
La construction de ce mode`le du processus d’AMCD est un travail de longue haleine.
Les activite´s pre´sente´es ici sont de´compose´es pour la plupart en des sous-activite´s, qui
ensuite sont de´compose´es en des taˆches, en fonction de certains choix que l’analyste a fait
dans des e´tapes pre´ce´dentes. Une des grandes diﬃculte´s consiste a` proposer un mode`le qui
re´unit les deux grands courants me´thodologiques de l’AMCD.
D’autre part, l’ope´rationalisation de ce processus requiert qu’on mette en correspon-
dance un certain nombre de taˆches avec des logiciels d’AMCD. Nous avons montre´ cette
correspondance au niveau d’activite´s assez ge´ne´riques, mais en pratique, elle se fait au ni-
veau des taˆches (qui ne sont pas pre´sente´es ici). L’e´tude de cette correspondance s’appelle
leur “alignement” en inge´nierie des mode`les. Il permet de de mesurer la correspondance
entre une partie du mode`le et des outils informatiques existant, en vue de le valider le
processus.
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Chapitre 4
Applications de l’AMCD
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Ce chapitre repre´sente le troisie`me volet de notre recherche, et de´taille deux de nos contri-
butions a` l’utilisation de techniques d’AMCD dans des applications. Cette de´marche est
importante pour valoriser nos travaux ainsi que pour faire connaˆıtre l’AMCD au dela` des
frontie`res de la recherche ope´rationnelle. Nous commenc¸ons par pre´senter une e´tude explo-
ratoire sur la construction d’indicateurs de bien-eˆtre en e´conomie dans la section 4.1 (Meyer
et Ponthie`re, 2011). Ensuite, dans la section 4.2, nous pre´sentons comment on pourrait
utiliser la me´thodologie propose´e en section 2.3 pour construire une e´chelle de risque ter-
ritoriale (Cailloux et al., 2013) tenant compte de l’avis de plusieurs experts.
A` coˆte´ de cela, nous avons e´galement participe´ ces dernie`res anne´es a` la mise en œuvre
de l’AMCD dans deux autres applications. Tout d’abord nous avons propose´ d’inclure les
pre´fe´rences des ope´rateurs dans les mode`les de controˆle automatiques de drones. Ce travail
que nous avons mene´ en collaboration avec Pritesh Narayan 1 et Duncan Campbell 2 a pro-
duit des re´sultats tre`s encourageants qui sont publie´s dans Narayan et al. (2013). Nous y
montrons que l’inclusion des pre´fe´rences des ope´rateurs dans ce controˆle automatique ame´-
liore sensiblement les trajectoires de vol, et augmente par la meˆme occasion la conﬁance
que les ope´rateurs ont dans l’algorithme de pilotage autonome. Ensuite, une deuxie`me
application concerne l’e´valuation e´conomique de techniques de te´le´me´decine. L’introduc-
tion des technologies de l’information et de la communication au sein des organisations de
1. Pritesh Narayan, University of the West of England, Bristol, Grande Bretagne
2. Duncan Campbell, Queensland University of Technology, Brisbane, Australie
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sante´ repre´sente un enjeu strate´gique important dans le contexte actuel des transforma-
tions profondes auquel est confronte´ le syste`me de sante´ franc¸ais. Dans ce travail, que nous
avons mene´ avec Ge´rald-Re´parate Retali 3 et Myriam Le Goﬀ Pronost 4, nous avons tente´
de de´montrer que la prise en compte des pre´fe´rences des patients et des me´decins au sujet
de diﬀe´rentes options de te´le´me´decine a un inte´reˆt pour aider un de´cideur institutionnel a`
choisir quelle technologie de sante´ sera ope´rationnalise´e. La me´thodologie propose´e a e´te´
teste´e sur des patients et des me´decins dans le cadre de l’implantation d’unite´s de dialyse
me´dicalise´es te´le´surveille´es en Coˆtes d’Armor. Ces travaux s’inscrivent dans le cadre des
travaux de the`se de doctorat de Ge´rald-Re´parate Retali (voir aussi Retali et al., 2011a,b).
Nous nous permettons ici de ne pas de´tailler ces deux dernie`res applications, car elles
ne´cessitent de longues introductions aux domaines me´tiers.
4.1 Au sujet de la construction d’indicateurs de bien-eˆtre
en e´conomie
Les e´conomistes s’inte´ressent depuis bien longtemps a` la mesure du bien-eˆtre des hu-
mains. Re´gulie`rement ils tentent de re´pondre aux questions suivantes :
— Est-ce que toutes les socie´te´s humaines se valent ?
— Si non, est-ce que le bien-eˆtre est perc¸u diﬀe´remment d’une socie´te´ a` une autre ?
Les principales diﬃculte´s lie´es a` leur e´tude sont l’interpre´tation subjectivite´ des questions
et la nature multidimensionnelle des “objets” qu’il s’agit de mesurer.
Concernant la nature subjective de la qualite´ de la vie, il n’est pas surprenant de
conside´rer que deux individus perc¸oivent de manie`re tre`s diﬀe´rente le concept de “bonne
socie´te´”. Meˆme si on arrivait a` de´ﬁnir ce terme de manie`re tre`s objective, la perception
qu’en auraient des individus serait biaise´e par leurs syste`mes de valeurs leur expe´riences
passe´es diﬀe´rents. Cette he´te´roge´ne´ite´ dans la perception des individus des conditions
de vie est e´videmment tre`s proble´matique pour la construction d’indicateurs de bien-eˆtre.
Cela tend a` remettre en question des indicateurs base´s sur des aggre´gations qui ne tiennent
pas compte des pre´fe´rences des individus. Des indicateurs de ce type incluent le United
Nations’ Human Development Index – le HDI – (United Nations Development Program
(UNDP), 1990) et l’Index of Economic Well-Being d’Osberg et Sharpe (2002, 2005).
Il est commune´ment accepte´ qu’une bonne qualite´ de vie est lie´e a` plusieurs facteurs,
comme par exemple un pouvoir d’achat e´leve´, beaucoup de temps libre, et une longue vie en
bonne sante´. Cette de´composition traduit bien la nature multidimensionnelle des standards
de vie et on peut facilement imaginer des interactions entre ces facteurs (comple´mentarite´
ou redondance).
Pour illustrer ces propos, on peut prendre l’exemple du HDI, qui est construit en
agre´geant un indice d’espe´rance de vie, un indice d’e´ducation, et un indice de PIB via une
moyenne. Le tableau 4.1, qui pre´sente le classement des 10 premiers pays en fonction de
leur HDI en 2007, souligne les diﬃculte´s lie´es a` la mesure des standards de vie.
Tout d’abord, comme cela a e´te´ souligne´ par Dasgupta (1993), le classement fourni
par le HDI souﬀre de l’arbitraire lie´ aux poids des 3 dimensions. Il n’est par exemple pas
e´vident de comprendre pourquoi des poids e´gaux sont aﬀecte´s a` ces 3 indicateurs. Cette
critique est renforce´e par le fait qu’une petite variation dans ces poids peut avoir un impact
signiﬁcatif sur le classement obtenu.
3. Ge´rald-Re´parate Retali, Te´le´com Bretagne, France
4. Myriam Le Goff Pronost, Te´le´com Bretagne, France
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pays espe´rance de vie e´ducation PIB HDI
Islande 0.941 0.978 0.985 0.968
Norve`ge 0.913 0.991 1.000 0.968
Australie 0.931 0.993 0.962 0.962
Canada 0.921 0.991 0.970 0.961
Irlande 0.890 0.993 0.994 0.959
Sue`de 0.925 0.978 0.965 0.956
Suisse 0.938 0.946 0.981 0.955
Japon 0.954 0.946 0.959 0.953
Pays Bas 0.904 0.988 0.966 0.953
France 0.919 0.982 0.954 0.952
Table 4.1 – Classement international, Human Development Index, 2007
Ensuite, il n’est pas clair pourquoi l’HDI repose sur une moyenne ponde´re´e des trois
indices. En eﬀet, on peut facilement imaginer que dans la perception des individus, il existe
certaines interactions entre les diﬀe´rentes dimensions qui composent le bien-eˆtre, ce qui
ne peut eˆtre traduit par une moyenne ponde´re´e. Par exemple, on pourrait se demander
pourquoi un pays qui est tre`s bon en revenu, moyen en enseignement et mauvais en lon-
ge´vite´ est conside´re´ comme e´quivalent a` un pays qui est moyen sur tous les facteurs. On
pourrait en eﬀet facilement imaginer qu’il existe une interaction positive entre le pouvoir
d’achat et la longe´vite´, de fac¸on a` ce que le deuxie`me pays soit classe´ avant le premier.
Cependant, pour prendre en compte ces interactions, il faut s’e´carter de l’agre´gation par
la moyenne ponde´re´e.
L’objectif de cette e´tude exploratoire, que nous avons mene´e avec Gre´gory Ponthie`re 5,
est de re´examiner la construction d’indices de qualite´ de vie, en portant une attention par-
ticulie`re a` la subjectivite´ et la nature multidimensionnelle des objets a` mesurer. A cette
ﬁn, nous proposons d’utiliser la the´orie de la valeur multiattribut (MAVT) (Keeney et
Raiﬀa, 1976), en vue d’extraire, de manie`re empirique, des poids plausibles pour les diﬀe´-
rentes dimensions qui composent la qualite´ de la vie. Ces poids mode´lisent les pre´fe´rences
des individus interroge´s. Aﬁn de tenir compte de l’interaction possible entre les diﬀe´rentes
dimensions, nous optons pour un mode`le utilisant l’inte´grale de Choquet comme ope´ra-
teur d’agre´gation (Choquet, 1953). Elle repre´sente une extension naturelle de la moyenne
ponde´re´e classique, tout en permettant de mode´liser un certain type d’interaction entre
les dimensions. Le lecteur inte´resse´ pourra se re´fe´rer a` Grabisch et al. (2008) pour une
pre´sentation de´taille´e de l’inte´grale de Choquet et de plusieurs me´thodes d’e´licitation des
pre´fe´rences permettant d’identiﬁer une capacite´ sur base d’un classement d’alternatives
fourni en entre´e.
Aﬁn d’illustrer l’utilisation de MAVT pour la construction d’indices de qualite´ de vie,
nous mettons en place une petite expe´rience, ou` des e´tudiants doivent classer des socie´te´s
ﬁctives de´crites sur 5 dimensions (longe´vite´, sante´, consommation, temps pour les loisirs,
qualite´ de l’environnement). A` partir de ces classements, nous extrayons les poids de ces
dimensions. Cette expe´rience nous permet de de´duire quelques observations inte´ressantes
qui sont e´videmment a` valider a` plus grande e´chelle. Ce travail n’a aucune pre´tention de
ge´ne´ralite´, mais nous sert uniquement de point de de´part pour une e´tude plus vaste.
Nous terminons cette introduction par une illustration de la diversite´ des pre´fe´rences
qui peuvent eˆtre repre´sente´es par une inte´grale de Choquet. A cette ﬁn, imaginons un
petit exemple compose´ de 3 individus ayant des pre´fe´rences diﬀe´rentes sur des socie´te´s
de´crites par leur consommation (mesuree´ en euros par mois) et la longe´vite´ (mesure en
terme d’espe´rance de vie a` 65 ans).
5. Gre´gory Ponthie`re, Ecole normale supe´rieure, France
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Les pre´fe´rences des 3 individus A, B et C sont re´sume´es dans le tableau 4.2 en terme
de capacite´s dans l’espace consommation/longe´vite´ (con/lon). Pour simpliﬁer le discours,
nous supposons ici que les fonctions de valeur marginales ont une forme particulie`re, que
nous appelons “en s”. Ces fonctions sont convexes pour des e´valuations en dessous d’un
niveau de re´fe´rence, et concaves au dessus. Pour notre cas, ces niveaux sont ﬁxe´s a` 13000
euros par mois pour la consommation et 19 ans pour l’espe´rance de vie a` 65 ans.
individu fonction de valeur µ(∅) µ(con) µ(lon) µ(con, lon)
A en s 0 0.1 0.2 1
B en s 0 0.2 0.8 1
C en s 0 0.8 0.9 1
Table 4.2 – Description des pre´fe´rences des trois individus A, B et C
Les pre´fe´rences de ces 3 individus diﬀe`rent en terme d’interactions entre les 2 dimen-
sions conside´re´es. A conside`re que la consommation et la longe´vite´ sont comple´mentaires
(i.e. µ(con, lon) > µ(con) + µ(lon)), B ne perc¸oit pas d’interactions entre les 2 dimen-
sions (i.e. µ(con, lon) = µ(con) + µ(lon)), alors que C conside`re que la consommation et
la longe´vite´ sont redondants (i.e. µ(con, lon) < µ(con) + µ(lon)).
Les graphes de la ﬁgure 4.1 pre´sentent les courbes d’indiﬀe´rence des trois individus
(l’axe vertical indique la valeur totale d’une socie´te´). Meˆme si une consommation et une
longe´vite´ e´leve´e me`nent e´videmment a` une valeur e´leve´e dans toutes les situations, on
observe cependant que les courbes d’indiﬀe´rence des trois individus sont tre`s diﬀe´rentes.
Le premier graphe de la ﬁgure 4.1 souligne l’existence de comple´mentarite´s entre la
consommation et la longe´vite´ pour l’individu A. Un haut niveau de valeur totale peut eˆtre
obtenu uniquement si la consommation et la longe´vite´ sont toutes les deux suﬃsamment
e´leve´es. Par exemple pour A, une consommation basse est diﬃcilement compensable par
des anne´es d’espe´rance de vie.
Le second graphe montre les pre´fe´rences de l’individu B, pour qui il n’existe aucune
interaction entre les 2 dimensions. D’apre`s lui, il est possible de compenser un niveau de
consommation bas par un comple´ment de longe´vite´, aﬁn de garder une valeur e´leve´e pour
la socie´te´.
Pour terminer, le troisie`me graphe de la ﬁgure 4.1 pre´sente les courbes d’indiﬀe´rence
de l’individu C, pour qui il y a de la redondance entre les deux dimensions. C pre´fe`re une
socie´te´ qui est tre`s bonne sur une des deux dimensions, par rapport a` une socie´te´ moyenne
sur les deux dimensions.
La suite de cette section se structure de la fac¸on suivante. Nous pre´sentons tout d’abord
en 4.1.1 le cadre ge´ne´ral de l’expe´rience ainsi que son imple´mentation pratique. Ensuite,
en section 4.1.2 nous pre´sentons quelques re´sultats et montrons sur un petit exemple leur
implication sur un classement de socie´te´s re´elles.
4.1.1 Cadre expe´rimental
Aﬁn d’illustrer l’utilisation de MAVT pour la construction d’indicateurs de bien-eˆtre,
nous avons mis en place une expe´rience que nous avons appele´e “Making the World Bet-
ter : a simple classroom experiment”, dans laquelle nous avons soumis a` un petit groupe
d’individus, un questionnaire standardise´, leur demandant de classer des socie´te´s ﬁctives
multidimensionnelles. De ces re´ponses, nous testons d’abord l’existence d’un mode`le addi-
tif pour repre´senter leurs pre´fe´rences individuelles. Apre`s avoir montre´ l’inade´quation de
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Figure 4.1 – Courbes d’indiﬀe´rence pour les 3 individus ﬁctifs.
ce type de mode`le, nous identiﬁons leurs pre´fe´rences individuelles en utilisant un mode`le
a` base de l’inte´grale de Choquet.
Pour pre´parer cette expe´rience, nous choisissons d’abord des dimensions pertinentes
pour mesurer la qualite´ de vie. Aﬁn de permettre aux re´pondants de s’exprimer par rap-
port aux socie´te´s qui leur seront pre´sente´es, nous se´lectionnons les 5 dimensions suivantes
(voir aussi l’argumentaire de Miller (1956) sur le nombre de dimensions a` retenir) : la
consommation, la qualite´ de l’environnement, la sante´, le temps de loisir et la longe´vite´.
Nous sommes tout a` fait conscients que la restriction a` ces dimensions est une simpliﬁ-
cation de la situation re´elle, mais nous pensons que les socie´te´s ﬁctives qui en de´coulent
permettront aux re´pondants de bien se projeter par rapport a` leurs pre´fe´rences.
Pour chacune de ces 5 dimensions, un indicateur est choisi (qu’on appellera par la suite
crite`re). La consommation est mesure´e en euros par mois, la qualite´ environnementale en
tonnes de CO2 e´mis par habitant, la sante´ est mesure´e par l’espe´rance de vie en bonne
sante´ a` 65 ans (en anne´es), le temps de loisir est mesure´ par le nombre d’heures de travail
par semaine, alors que la longe´vite´ est mesure´e par l’espe´rance de vie a` 65 ans (en anne´es).
D’autres choix auraient pu eˆtre faits, mais ces indicateurs ont l’avantage d’eˆtre clairs et
faciles a` interpre´ter.
Pour cette expe´rience nous choisissons de pre´senter des socie´te´s ﬁctives aux re´pondants.
Si on leur demandait de classer des pays re´els, leurs re´ponses seraient probablement biaise´es
par d’autres facteurs que nous ne pourrions pas maˆıtriser. La construction de ces socie´te´s
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se fait en partant d’une socie´te´ de re´fe´rence, dont les e´valuations sur les diﬀe´rents crite`res
correspondent a` des valeurs moyennes dans la partie du monde que nous e´tudions ici
(l’Europe de l’ouest). Pour chaque crite`re, quatre niveaux supple´mentaires sont introduits.
Le niveau “mauvais” (resp. “tre`s mauvais”) correspond a` une e´valuation a` 90% (resp. 80%)
de l’e´valuation de re´fe´rence, alors que le niveau“bon” (resp. “tre`s bon”) correspond a` 110%
(resp. 120%) de l’e´valuation de re´fe´rence. Ceci nous garantit que les socie´te´s ge´ne´re´es a`
partir de ces niveaux sont plausibles. Cette construction est re´sume´e dans le tableau 4.3.
Crite`res
“tre`s mauvaise” “mauvaise” socie´te´ de “bonne” “tre`s bonne”
socie´te´ socie´te´ re´fe´rence socie´te´ socie´te´
(-20 %) (-10 %) (+ 10 %) (+ 20 %)
Consommation
1040 e 1170 e 1300 e 1430 e 1560 e
(e par mois)
Environnement
12 tonnes 11 tonnes 10 tonnes 9 tonnes 8 tonnes(tonnes de CO
2
par habitant)
Sante´
12 anne´es 13.5 anne´es 15 anne´es 16.5 anne´es 18 anne´es
(espe´rance de vie
en bonne sante´
a` 65 ans)
Temps de loisir
45.6 hours 41.8 hours 38 hours 34.2 hours 30.4 hours(heures de travail
par semaine)
Longe´vite´
15.2 anne´es 17.1 anne´es 19 anne´es 20.9 anne´es 22.8 anne´es(espe´rance de vie
a` 65 ans)
Table 4.3 – Construction des socie´te´s ﬁctives
La mode´lisation des pre´fe´rences des individus se fait en partie a` travers des fonctions
de valeur. La construction de ces fonctions peut se faire par exemple en utilisant la me´-
thodologie MACBETH de Bana e Costa et Vansnick (1999) dans le cas d’une agre´gation
additive, ou son extension propose´e dans Labreuche et Grabisch (2003) dans le cas d’une
agre´gation par l’inte´grale de Choquet. Cependant cette taˆche de questionnement direct
n’est pas compatible avec une expe´rience telle que nous la mettons en place, et qui est
fortement contrainte par le temps. La me´thodologie adopte´e est de´crite par la suite.
Aﬁn de ve´riﬁer si un mode`le additif existe pour repre´senter les pre´fe´rences des individus,
nous utilisons une technique inspire´e de Greco et al. (2008) (voir aussi la section 2.1). Ainsi,
aucune hypothe`se ne sera faite a priori pour ce mode`le sur la forme de ces fonctions de
valeur marginales. Si aucune solution ne peut eˆtre trouve´e, l’hypothe`se d’additivite´ des
pre´fe´rences peut eˆtre rejete´e.
Pour l’e´licitation des mode`les se basant sur l’inte´grale de Choquet, l’identiﬁcation si-
multane´e des poids des coalitions de crite`res et des fonctions de valeur marginales est
proble´matique, car elle ge´ne`re des contraintes non line´aires dans les programmes mathe´-
matiques. Aﬁn d’e´viter cette diﬃculte´, nous de´cidons de ﬁxer la forme de ces fonctions une
fois pour toute. La forme choisie est celles des fonctions “en s” pre´sente´es dans l’exemple
introductif. Il s’agit de fonctions line´aires par morceaux qui sont convexes en dessous du
niveau de re´fe´rence, et concaves au dessus. Ces fonctions particulie`res ve´riﬁent la premie`re
loi de Gossen (i.e. la loi de l’intensite´ de´croissante des besoins) pour des gains par rap-
port a` l’e´valuation de re´fe´rence, et mode´lisent le fait que de petites pertes par rapport a`
la socie´te´ de re´fe´rence provoquent des pertes de satisfaction de´croissantes. Nous sommes
conscients que tout en e´tant plausible, cette hypothe`se forte sur les fonctions de valeurs
marginales est un point faible de cette e´tude expe´rimentale. Cependant, dans une e´tape
de post-analyse, nous perturbons le´ge`rement ces fonctions, aﬁn d’e´tudier la robustesse de
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nos conclusions. Le tableau 4.4 re´sume ces fonctions de valeurs partielles.
fonction de valeur “tre`s mauvais” “mauvais” ‘re´fe´rence’ “bon” “tre`s bon”
en s 0 0.125 0.5 0.875 1
Table 4.4 – Fonction de valeur “en s”
La de´termination des parame`tres de l’inte´grale de Choquet peut se faire de manie`re
indirecte via une me´thode d’identiﬁcation des capacite´s. Dans Grabisch et al. (2008) les
auteurs pre´sentent une grande varie´te´ de telles proce´dures. Nous utilisons dans cette ex-
pe´rience celle qui de´termine une capacite´ minimisant sa variance (voir aussi Kojadinovic,
2007). Celle-ci exploitera en eﬀet au mieux, en moyenne, tous ses arguments, et choi-
sir cette capacite´ revient a` utiliser l’inte´grale de Choquet qui est la “plus proche” de la
moyenne arithme´tique. Par ailleurs, la fonction objectif dans cette programmation ma-
the´matique est strictement convexe, ce qui garantit une solution unique pour la capacite´.
Nous recherchons e´galement des repre´sentations nume´riques avec le plus petit niveau de
k-additivite´ (Grabisch, 1997) aﬁn de d’obtenir la repre´sentation la plus simple, et donc la
plus ge´ne´rale possible.
Le questionnaire soumis aux e´tudiants est structure´ comme suit. Tout d’abord les deux
premie`res sections pre´sentent le but de l’e´tude (i.e. une exploration des pre´fe´rences des
sujets concernant des socie´te´s), tout en de´taillant les taˆches a` re´aliser par les re´pondants
(i.e. classer des socie´te´s en fonction de leurs pre´fe´rences). La section 3 du questionnaire
pre´sente les socie´te´s a` comparer et les localise par rapport a` la socie´te´ de re´fe´rence. La
section 4 est divise´e en 2 parties : tout d’abord, on pre´sente 10 groupes de 6 socie´te´s a`
classer au re´pondant. A l’inte´rieur d’un groupe, les socie´te´s sont e´gales sur deux crite`res,
et varient sur les 3 crite`res restants. Les ame´liorations et de´te´riorations marginales par
rapport a` la socie´te´ de re´fe´rences sont identiques dans les 10 groupes. Dans la seconde
partie, les re´pondants doivent d’abord recopier les 10 socie´te´s qu’ils ont pre´fe´re´es dans
la premie`re partie, et classer les 5 premie`res, avant de refaire la meˆme chose avec les
10 socie´te´s les moins attractives. La dernie`re section du questionnaire contient quelques
questions de controˆle, ainsi qu’une estimation du degre´ de conﬁance dans les re´ponses
fournies.
Le groupe de re´pondants est constitue´ de 14 e´tudiants du Master en Sciences Environ-
nementales et de Gestion de l’Universite´ de Lie`ge en Belgique, durant l’anne´e acade´mique
2007-2008.
4.1.2 Re´sultats
Nous ne pre´sentons ici que les principaux re´sultats de cette e´tude exploratoire. Pour
plus de de´tails, nous conseillons au lecteur de se re´fe´rer a` Meyer et Ponthie`re (2011).
Tout d’abord il faut noter que les mode`les de pre´fe´rences que nous discutons ici sont
base´s sur les re´ponses a` la seconde partie du questionnaire. La premie`re raison de ce
choix est qu’apre`s avoir traite´ les 10 groupes de socie´te´s, nous pouvons supposer que les
re´pondants sont familiers avec les donne´es, et que cette connaissance leur permettra de
donner un classement assez ﬁable dans la seconde partie. La deuxie`me raison concerne les
limites des mode`les e´tudie´s. En eﬀet, e´tant donne´ le grand nombre de socie´te´s classe´es
par les e´tudiants dans la premie`re partie, il n’est pas e´tonnant qu’aucun mode`le a` base de
fonction de valeur additive ou meˆme d’inte´grale de Choquet (contrainte par nos fonctions
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marginales “en s”) n’existe pour repre´senter ces pre´fe´rences. Nous utilisons cependant cette
premie`re partie pour valider nos observations.
En premier lieu le mode`le additif ge´ne´ral est teste´ pour chacun des re´pondants. Pour
6 re´pondants un tel mode`le existe, alors que pour les 7 autres, la ﬂexibilite´ de ce mode`le
n’est pas suﬃsante pour repre´senter leurs pre´fe´rences. Il est aussi inte´ressant de noter
qu’un re´pondant a syste´matiquement viole´ la dominance de Pareto, ce qui nous a oblige´
de l’exclure des re´sultats (re´pondant 5).
Ce premier re´sultat nous permet de rejeter le mode`le de fonctions de valeur additives
pour la repre´sentation ge´ne´rale des pre´fe´rences des re´pondants. Dans le cadre particulier
de´ﬁni par cette expe´rience, les indicateurs classiques (comme par exemple le HDI) ne sont
donc pas force´ment de bons repre´sentants des pre´fe´rences des individus.
Nous testons ensuite le mode`le a` base d’inte´grale de Choquet, et nous trouvons un
mode`le pour chacun des re´pondants analyse´s (sous les contraintes que nous avons de´crites
pre´ce´demment). Le niveau de k-additivite´ minimal est pre´sente´ dans le tableau 4.5.
01 02 03 04 06 07 08 09 10 11 12 13 14
2 3 2 3 2 2 4 3 2 2 2 4 2
Table 4.5 – Niveaux de k-additivity minimaux pour les 13 re´pondants analyse´s.
L’indice d’importance de Shapley (1953) permet de donner une indication de l’impor-
tance de chacun des crite`res. Le tableau 4.6 pre´sente les valeurs de ces indices pour chaque
re´pondant.
re´p. con. env. san. loi. lon. re´p. con. env. san. loi. lon.
01 0.26 0.24 0.15 0.20 0.15 09 0.19 0.24 0.17 0.22 0.18
02 0.21 0.12 0.16 0.31 0.20 10 0.20 0.22 0.21 0.23 0.15
03 0.19 0.19 0.20 0.23 0.19 11 0.23 0.19 0.21 0.20 0.16
04 0.29 0.16 0.26 0.15 0.15 12 0.20 0.16 0.19 0.18 0.27
06 0.20 0.21 0.18 0.24 0.18 13 0.22 0.17 0.15 0.24 0.21
07 0.20 0.22 0.18 0.20 0.20 14 0.22 0.21 0.13 0.20 0.24
08 0.23 0.23 0.18 0.18 0.18
Table 4.6 – Les valeurs des indices de Shapley pour les 13 re´pondants analyse´s.
Nous observons tout d’abord que les valeurs prises par cet indice d’importance sont tre`s
diﬀe´rentes suivant les crite`res. Ensuite, le tableau 4.6 nous permet aussi de voir qu’il existe
une grande he´te´roge´ne´ite´ parmi les re´pondants au sujet de l’importance qu’ils accordent
aux diﬀe´rentes dimensions de bien-eˆtre (diﬀe´rence sur l’ordre d’importance et la variance
des valeurs). Une nouvelle fois, dans le contexte particulier de cette expe´rience, cela tend
a` montrer que les indices utilisant des poids e´gaux pour les diﬀe´rentes dimensions du
bien-eˆtre, ne repre´sentent pas ﬁde`lement la varie´te´ des pre´fe´rences des humains. Cette
observation est renforce´e par le fait que nous estimons ici une capacite´ minimisant la
variance de ses arguments, donc aussi proche que possible de la moyenne arithme´tique.
De la meˆme fac¸on, un indice d’interaction (Murofushi et Soneda, 1993) permet de
calculer, pour une capacite´ donne´e, l’interaction entre les diﬀe´rents crite`res conside´re´s.
Le tableau 4.7 pre´sente le nombre d’interactions positives et ne´gatives observe´es entre les
diﬀe´rents crite`res parmi les 13 re´pondants analyse´s.
On peut observer qu’il existe a` nouveau une grande he´te´roge´ne´ite´ parmi les sujets et
il est diﬃcile d’en extraire des tendances ge´ne´rales. Mais assez clairement, de la comple´-
mentarite´ et de la redondance apparaissent entre quasiment toutes les paires de crite`res.
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comple´mentarite´ (> 0) redondance (< 0)
env. san. loi. lon. env. san. loi. lon.
con. 6 4 6 7 4 8 6 5
env. 6 7 2 6 3 7
san. 6 0 5 10
loi. 6 7
Table 4.7 – Nombre d’interactions strictement positives et ne´gatives pour les 13 re´pon-
dants.
Des re´sultats plus de´taille´s sont pre´sente´s dans Meyer et Ponthie`re (2011), ou` nous
discutons plus amplement les similitudes et les diﬀe´rences entre les diﬀe´rents re´pondants.
Il faut noter que nous avons e´galement entrepris une petite e´tude de robustesse, aﬁn de
valider le choix des fonctions de valeur marginales “en s”. Cette e´tude, de´taille´e dans Meyer
et Ponthie`re (2011), nous permet de garantir une certaine validite´ de nos conclusions, en
faisant varier sensiblement la forme des fonctions de valeur marginales. Dans ce travail
nous avons e´galement applique´ les mode`les trouve´s a` la premie`re partie du questionnaire,
pour chacun des individus. L’objectif est de mesurer a` quel point les repre´sentations nu-
me´riques de´termine´es via la seconde partie du questionnaire permettent de rendre compte
des classements exprime´s lors de la premie`re phase. Les re´sultats sont malheureusement
un peu de´cevants, et montrent que pour certains individus, il existe une tre`s grande dif-
fe´rence entre le mode`le et les pre´fe´rences exprime´es dans la premie`re taˆche. Le mode`le
d’inte´grale de Choquet avec les restrictions que nous nous sommes impose´es n’est donc
pas assez ﬂexible pour mode´liser parfaitement nos re´pondants.
Pour terminer nous avons applique´ les mode`les des pre´fe´rences des individus interroge´s
au classement de socie´te´s re´elles. Les pays retenus sont l’Autriche, le Danemark, l’Alle-
magne, la Gre`ce, l’Italie, les Pays Bas, et l’Espagne, dont les performances sur les 5 crite`res
retenus sont re´sume´es dans le tableau 4.8.
Country Con Env San Loi Lon
Autriche 1557 8 15.95 39.9 18.60
Danemark 1428 10 15.70 35.6 17.40
Allemagne 1459 10 15.50 36 18.45
Gre`ce 1281 9 15.30 43 17.95
Italie 1305 8 15.65 38.80 19.15
Pays Bas 1492 9 16.35 30.80 18.00
Espagne 1255 8 14.15 39.60 19.00
Table 4.8 – Performances des 7 pays sur les 5 crite`res.
Les classements obtenus en appliquant les mode`les e´licite´s pour les 13 e´tudiants sont
re´sume´s dans le tableau 4.9.
Pays 01 02 03 04 06 07 08 09 10 11 12 13 14
Autriche 2 2 2 2 2 2 2 2 2 2 2 2 2
Danemark 5 4 4 4 5 5 5 5 3 5 5 5 5
Allemagne 3 3 3 3 3 4 3 4 4 3 4 3 4
Gre`ce 7 6 7 6 7 7 7 7 7 7 7 7 7
Italie 4 5 5 5 4 3 4 3 5 4 3 4 3
Pays Bas 1 1 1 1 1 1 1 1 1 1 1 1 1
Espagne 6 7 6 7 6 6 6 6 6 6 6 6 6
Table 4.9 – Rangs des 7 pays pour chacun des re´pondants
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Comme le montre ce tableau, tous les re´pondants classent les Pays Bas en premier
et l’Autriche en deuxie`me. Ceci s’explique tout d’abord par le fait que les re´pondants
mettent tous beaucoup d’importance sur les crite`res de consommation, de loisir et de
qualite´ environnementale, et qu’ensuite il existe beaucoup d’interactions positives entre
ces crite`res. Pour le reste du classement, il existe des de´saccords entre les re´pondants, ce
qui s’explique par les diﬀe´rences entre les pre´fe´rences des individus.
4.1.3 Conclusions et perspectives
Cette petite e´tude exploratoire nous montre surtout que la mesure de la qualite´ de la
vie est un proble`me complexe et diﬃcile. Ce travail nous a permis de souligner certains
proble`mes lie´s a` la subjectivite´ et la multidimensionalite´ de la mesure de cette qualite´
perc¸ue.
La premie`re observation que nous faisons est que, sur base du petit e´chantillon de
re´pondants, le mode`le additif n’a pas l’air d’eˆtre un bon mode`le pour mesurer la qualite´
de la vie. Cependant nous ne le rejetons pas cate´goriquement, car nous pourrions nous
contenter d’un mode`le approche´, reclassant une partie des socie´te´s correctement (ce qui
ne´cessiterait moins d’hypothe`ses sur le mode`le sous-jacent que pour l’inte´grale de Cho-
quet). Par ailleurs, il est e´videmment possible que ce mode`le additif puisse eˆtre valide´
a` plus grande e´chelle. Nous observons aussi qu’une des raisons de ce rejet pourrait eˆtre
l’existence de certaines comple´mentarite´s et de redondances entre les indicateurs consi-
de´re´s. Ensuite, nous soulignons qu’il existe une grande he´te´roge´ne´ite´ dans les pre´fe´rences
exprime´es par les re´pondants sur ces socie´te´s hypothe´tiques. Nous montrons e´galement
comment on peut appliquer les mode`les des pre´fe´rences obtenus a` des socie´te´s re´elles aﬁn
de cre´er un classement de pays repre´sentant la qualite´ de vie individuelle.
Cette application n’a e´videmment aucune pre´tention de ge´ne´ralite´, mais illustre simple-
ment l’inte´reˆt d’appliquer des outils de MAVT a` la proble´matique des indices de bien-eˆtre.
En particulier un certain nombre de diﬃculte´s restent a` re´soudre : tout d’abord au sujet
de l’aspect arbitraire des fonctions de valeurs “en s” (voir aussi la remarque pre´ce´dente au
sujet du mode`le additif), ensuite concernant la possibilite´ de mener ce type d’expe´rience a`
plus grande e´chelle, et pour terminer concernant l’agre´gation de ces pre´fe´rences en un in-
dice plus ge´ne´ral. Nous comptons continuer cette e´tude exploratoire dans un futur proche
aﬁn d’eˆtre capable de faire des recommandations plus concluantes.
*
Dans la section suivante, nous pre´sentons une possible application de la me´thodologie
d’aide au tri pour un groupe de de´cideurs que nous avons pre´sente´e a` la section 2.3. Il
s’agit d’une re´ﬂexion sur la mise en place d’outils pour construire une e´chelle de risque
territoriale en collaboration avec un groupe d’experts. Il est important de noter qu’il ne
s’agit que d’une proposition, e´tant donne´ que la solution envisage´e n’a pas encore e´te´ mise
en œuvre a` ce jour.
4.2 Construction d’une e´chelle de risque territorial prenant
en compte plusieurs crite`res et experts
E´valuer un niveau de risque associe´ a` une zone ge´ographique peut repre´senter une taˆche
complexe. Ce risque concerne souvent des points de vue multiples et conﬂictuels : une zone
4.2. E´CHELLE DE RISQUE TERRITORIAL 77
peut eˆtre peu risque´e sur un crite`re, tout en e´tant expose´e a` un risque critique d’apre`s
un autre point de vue. D’autre part, l’aﬀectation d’un niveau de risque a` une zone peut
exiger l’avis de plusieurs intervenants qui pourraient avoir des objectifs et des syste`mes
de valeurs diﬀe´rents. En conse´quence, la construction de telles e´chelles de risque ne´cessite
l’agre´gation de diﬀe´rents points de vue, tout en tenant compte d’opinions multiples.
Cette activite´ d’e´valuation du risque peut donc eˆtre vue comme une taˆche classique
d’AMCD, ce qui permet de mettre en œuvre une approche formelle pour le proble`me
d’agre´gation sous-jacent, tout en mode´lisant et en incluant les pre´fe´rences des diﬀe´rents
intervenants du processus.
Plus classiquement, l’analyse du risque est traite´e dans la litte´rature depuis longtemps
a` travers diﬀe´rentes approches me´thodologiques. Pour la plupart d’entre elles, le concept de
probabilite´s joue un roˆle central pour repre´senter, analyser et e´valuer le niveau de risque.
Aven (2003, 2008) fournit une revue de´taille´e des the´ories qui permettent d’e´valuer la no-
tion de risque. La litte´rature propose des me´thodes comme les re´seaux baye´siens, (Jensen,
1997; Singpurwalla, 2006), la de´cision dans l’incertain de von Neumann et Morgenstern
(1944); Wakker (2012), l’analyse par les arbres de de´faillance (Molak, 1996), etc.
Dans ce travail, que nous avons mene´ avec Vincent Mousseau 6, Olivier Cailloux 7 et
Brice Mayag 8, la perspective de l’analyse du risque que nous adoptons ne ne´cessite pas
force´ment de mode´liser l’incertitude sous la forme de probabilite´s, mais est aussi base´e
sur une e´valuation qualitative. Il faut noter que de l’analyse du risque base´e sur une
me´thodologie meˆlant des aspects qualitatifs et quantitatifs n’implique pas force´ment que
le le re´sultat de l’analyse est moins pre´cis que par une approche purement quantitative. En
eﬀet, des quantite´s nume´riques et des probabilite´s repre´sentant le risque sont aussi sujettes
a` de l’impre´cision. D’autre part, la mode´lisation du risque en utilisant des probabilite´s, est
souvent associe´e a` une e´valuation objective. Cependant, comme le mentionne Aven (2010,
page 110), une mesure objective du risque ne peut en ge´ne´ral pas eˆtre obtenue. L’approche
que nous proposons permet donc d’inte´grer la subjectivite´ des de´cideurs et experts dans
les mode`les de risque.
Dans la suite, en section 4.2.1 nous motiverons d’abord de manie`re plus de´taille´e l’in-
te´reˆt d’utiliser des techniques d’AMCD pour la cre´ation d’e´chelles de risque territorial, et
plus particulie`rement de la technique d’e´licitation que nous avons pre´sente´e en section 2.3.
Ensuite a` la section 4.2.2, nous pre´senterons un exemple illustratif imple´mentant notre
approche et qui se base sur les outils informatiques pre´sente´s au chapitre 3.
4.2.1 Me´thodologie multicrite`re et multi-de´cideurs pour la construction
d’une e´chelle de risque territorial
La plupart des concepts utilise´s dans les proble`mes d’e´valuation du risque peuvent
assez facilement eˆtre mode´lise´s dans la proble´matique du tri multicrite`re.
Ce qu’on appelle un ensemble de cate´gories pre´de´ﬁnies en AMCD correspond a` l’e´chelle
de risque par rapport a` laquelle les diﬀe´rentes zones doivent eˆtre e´value´es. Ces cate´gories
peuvent par exemple eˆtre {risque e´leve´, risque moyen, risque bas}.
Les zones ge´ographiques correspondent aux alternatives de de´cision, alors que les diﬀe´-
rents points de vue qui interviennent dans l’e´valuation du risque correspondent aux crite`res
6. Vincent Mousseau, E´cole centrale Paris, France
7. Olivier Cailloux, E´cole centrale Paris, France
8. Brice Mayag, Universite´ Paris Dauphine, France
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d’e´valuation dans un proble`me de tri multicrite`re. On peut par exemple citer la pre´sence
ou non d’une e´cole dans la zone ou le pourcentage d’habitants vulne´rables.
Par conse´quent, de´terminer une e´chelle qualitative de risque revient a` construire un
mode`le de tri multicrite`re.
Chaque zone e´tant de´crite par un vecteur de facteurs de risque associe´s aux points
de vue implique´s dans le proble`me, l’objectif est donc d’aﬀecter ces zones a` un ensemble
de cate´gories repre´sentant les diﬀe´rents niveaux de risque. Le mode`le de tri mis en place
contient aussi des donne´es plus subjectives repre´sentant les pre´fe´rences des experts consi-
de´re´s, comme par exemple l’importance relative des diﬀe´rents crite`res.
Les parame`tres pre´fe´rentiels peuvent eˆtre e´licite´s de manie`re directe, mais ceci est en
ge´ne´ral assez diﬃcile, car cela ne´cessite que le de´cideur ait une connaissance de la proce´dure
d’aggre´gation choisie. Nous proposons plutoˆt de de´duire les parame`tres pre´fe´rentiels de
manie`re indirecte, en demandant aux de´cideurs de proposer des exemples de zones pour
chacun des niveaux de risque retenus, i.e. pour chacune des cate´gories pre´de´ﬁnies.
Le fait que plusieurs de´cideurs interviennent dans la cre´ation de l’e´chelle pose e´videm-
ment une diﬃculte´ supple´mentaire. En eﬀet, chacun d’eux peut potentiellement conside´rer
un meˆme facteur comme plus ou moins dangereux, et il n’y a donc pas force´ment consen-
sus entre tous ces experts. La me´thodologie pre´sente´e en section 2.3 permet cependant de
bien re´pondre a` ce proble`me, et aide a` e´liciter une partie des parame`tres pre´fe´rentiels de
manie`re consensuelle.
Par conse´quent, l’approche propose´e ici se situe dans le paradigme des relations de
surclassement. Cette mode´lisation se preˆte bien a` notre proble`me, e´tant donne´ que certains
crite`res de´duits des points de vue seront e´value´s sur des e´chelles qualitatives, et que l’e´chelle
de risque globale est purement ordinale. Pour la construction de l’e´chelle nous proposons
donc d’utiliser la me´thode Electre Tri pre´sente´e a` la section 2.3.1 et qui se base sur
les travaux de Bouyssou et Marchant (2007b,c). Pour rappel, elle utilise uniquement la
re`gle d’aﬀectation pessimiste, sans seuils d’indiﬀe´rence ou de pre´fe´rence, et avec un veto
binaire, qui invalide un surclassement, peu importe la situation de concordance.
Le processus de construction que nous proposons se de´taille comme suit :
— Obtenir de chaque expert des zones typiques qui correspondent aux niveaux de
risques pre´de´ﬁnis. Ces zones sont de´ﬁnies par leurs e´valuations sur les crite`res et
seront utilise´es comme information indirecte pour l’e´licitation du mode`le d’e´valua-
tion du risque ;
— Rechercher un mode`le Electre Tri sans vetos repre´sentant les exemples de zones
a` l’aide de l’algorithme ICL (voir aussi la section 2.3.2) ;
— Si aucun mode`le d’Electre Tri sans vetos ne peut eˆtre trouve´, rechercher un
mode`le avec vetos a` l’aide de l’algorithme ICLV (voir aussi la section 2.3.2) ;
— Si aucun mode`le ne peut eˆtre trouve´, rechercher un ensemble maximal d’exemples
de zones compatible avec le mode`le en utilisant une technique de Mousseau et al.
(2003, 2006). Les experts doivent dans ce cas individuellement dire s’ils acceptent
d’enlever certaines zones ou de modiﬁer leur e´valuation de risque, aﬁn de re´cupe´rer
la compatibilite´ avec le mode`le Electre Tri ;
— Lorsque des limites de cate´gories consensuelles ont e´te´ trouve´es, elles doivent eˆtre
pre´sente´es aux experts pour validation. S’ils ne sont pas d’accord, il est possible
qu’ils rajoutent des exemples de zones avec leurs niveaux de risque, aﬁn de de
converger ite´rativement a` des limites de cate´gories satisfaisantes.
— A tout moment du processus, les experts peuvent aussi spe´ciﬁer directement des
contraintes sur les valeurs des parame`tres du mode`le (par exemple des valeurs de
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veto). Les algorithmes ICL et ICLV sont capables de tenir compte de ce type de
contraintes additionnelles.
— A cette e´tape, les experts sont d’accord sur un ensemble de limites de cate´gories,
et des poids consensuels peuvent eˆtre trouve´s a` l’aide de la me´thode propose´e par
Damart et al. (2007).
La sortie du processus sont des parame`tres pre´fe´rentiels consensuels, partage´s par tous
les experts : un vecteur de poids des crite`res, des limites des cate´gories, et potentiellement
des seuils de veto. Ceux-ci peuvent maintenant eˆtre utilise´ avec le mode`le d’Electre Tri
particulier aﬁn de de´terminer les cate´gories des zones restantes, i.e. aﬁn de les e´valuer sur
l’e´chelle de risque de´ﬁnie.
Une des principales caracte´ristiques de l’approche propose´e est qu’elle s’applique a` un
groupe d’experts et qu’elle ne suppose pas qu’une partie du mode`le de pre´fe´rence est connu
a` l’avance.
Dans la section suivante, nous pre´sentons un exemple illustratif, et montrons comment
il peut eˆtre re´solu a` l’aide des outils que nous avons introduit au chapitre 3.
4.2.2 Exemple illustratif
Un groupe de 4 experts de´sire mettre en place une e´chelle qui permet d’e´valuer le
risque de zones territoriales autour d’une installation industrielle. Chaque zone a` e´valuer
doit donc eˆtre aﬀecte´e a` une des 3 cate´gories suivantes {risque e´leve´ ≺ risque moyen ≺
risque bas}. Chacun de ces niveaux de l’e´chelle est associe´ avec des mesures de pre´caution
(par exemple, e´vacuation de la population). La construction de ce type d’e´chelles de risque
lie´e a` des installations industrielles est classique en France dans le cadre du PPRT (Plan
de Pre´vention des Risques Technologiques) (PPRT, 2011).
Les 4 membres du groupe d’experts conside`rent que les six crite`res suivants doivent
eˆtre utilise´s pour e´valuer le risque associe´ a` chacque zone. Chaque e´chelle d’e´valuation des
crite`res est de´ﬁnie de fac¸on a` ce qu’une valeur e´leve´e correspond a` une “bonne” e´valuation,
et donc un risque moindre.
— (pr) Pourcentage de la population qui n’est pas vulne´rable (les enfants de moins de
15 ans et les personnes aˆge´es sont conside´re´es comme vulne´rables) ;
— (sc) Pre´sence ou absence d’une e´cole dans la zone ; e´valuation binaire (pas d’e´cole :
1, e´cole : 0) ;
— (i) Impact sur d’autres installations industrielles pouvant mener a` des eﬀets de
cascade (e´chelle ordinale de 5 niveaux) ;
— (bv) Vulne´rabilite´ des baˆtiments de la zone (e´chelle ordinale de 5 niveaux) ;
— (pe) Pre´sence d’atouts techniques ou environnementaux (e´chelle ordinale de 5 ni-
veaux) ;
— (d) La distance de la zone a` l’installation industrielle (e´chelle ordinale de 3 niveaux ;
moins de 500 me`tres : 1, entre 500 et 2000 me`tres : 2, plus de 2000 me`tres : 3).
Nous supposons que chaque expert est capable de fournir 30 exemples de zones avec
leurs risques associe´s. Ces exemples peuvent correspondre a` des zones re´elles que les ex-
perts ont e´value´es dans le passe´, ou a` des zones ﬁctives de´ﬁnies par leurs vecteurs d’e´va-
luation. Une partie de ces exemples est repre´sente´e dans le tableau 4.10. Les donne´es
utilise´es dans cet exemple illustratif sont disponibles dans le workﬂow diviz a` l’adresse
http://www.diviz.org/workﬂow.ressArticle.html.
A` partir de ces exemples de zones, l’algortihme ICL est utilise´ pour de´terminer les
limites des cate´gories consensuelles, partage´es par tous les experts. Le re´sultat de cette
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expert zone pr sc i bv pe d cate´gorie
dm1 Zone08 91 1 4 5 4 1 Low
dm1 Zone11 93 0 3 5 3 2 Medium
dm1 Zone12 43 1 2 1 3 3 High
dm1 Zone13 91 0 5 2 4 3 High
dm2 Zone00 64 1 4 3 3 2 Medium
dm2 Zone01 84 0 3 2 5 3 High
dm2 Zone03 4 1 3 2 1 2 High
dm2 Zone05 14 1 4 5 5 3 Low
dm3 Zone00 64 1 4 3 3 2 Medium
dm3 Zone01 84 0 3 2 5 3 Medium
dm3 Zone06 9 1 2 2 2 1 High
dm3 Zone08 91 1 4 5 4 1 Low
dm4 Zone02 69 1 5 3 1 2 Medium
dm4 Zone05 14 1 4 5 5 3 High
dm4 Zone09 38 1 3 5 4 3 High
dm4 Zone10 36 0 3 2 4 1 High
Table 4.10 – Partie des exemples de zones donne´es par les experts.
proce´dure est pre´sente´ dans le tableau 4.11.
frontie`re pr sc i bv pe d
b1 41 1 3 3 2 2
b2 84 1 4 4 4 3
Table 4.11 – Limites des cate´gories infe´re´es. b1 se´pare les cate´gories “risque e´leve´” et
“risque moyen”, alors que b2 se´pare les cate´gories “risque moyen” et “risque bas”.
Les valeurs nume´riques de ces frontie`res sont facilement interpre´tables pour les ex-
perts. Par exemple, l’e´valuation de la frontie`re b2 sur le point de vue de vulne´rabilite´ des
baˆtiments (bv) vaut 4. Ceci signiﬁe qu’une e´valuation de 4 pour une zone donne´e sur ce
crite`re compte comme un argument en faveur de l’aﬀectation de cette zone a` une cate´gorie
meilleure que b2, i.e. la cate´gorie “risque bas”. Si la zone a une e´valuation entre 1 et 3,
ce point de vue plaide en faveur de l’aﬀectation de la zone a` la cate´gorie “risque moyen”,
alors qu’une e´valuation de 0 a` 2 tend a` placer cette zone dans la cate´gorie “risque e´leve´”.
Le tableau 4.11 pre´sente donc des frontie`res de cate´gories compatibles avec tous les
exemples d’aﬀectation des experts. A ce stade, les poids des experts ne sont cependant pas
encore consensuels. Le tableau 4.12 pre´sente pour chaque expert un tel jeu de poids qui
correspond a` ses aﬀectations.
expert pr sc i bv pe d λ
dm1 0.05 0.204 0.05 0.348 0.254 0.094 0.649
dm2 0.05 0.273 0.05 0.223 0.13 0.273 0.774
dm3 0.237 0.237 0.237 0.144 0.05 0.094 0.572
dm4 0.556 0.05 0.05 0.244 0.05 0.05 0.804
Table 4.12 – Des vecteurs de poids pour chaque expert, de´termine´s par le programme
ICL.
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Cependant, lors de la validation de ces limites de cate´gories, le groupe d’expert estime
que la valeur de la frontie`re b2 pour le crite`re d’impact sur d’autres installations (i) doit
valoir 5, et qu’une e´valuation de 1 sur ce crite`re doit interdire a` la zone d’appartenir a` la
cate´gorie de “risque bas” (peu importe les autres e´valuations). Ce second point se mode´lise
par un veto, qui est ajoute´ en contrainte au programme ICLV. Ce dernier est utilise´ pour
de´terminer des proﬁls qui sont compatibles avec ces contraintes supple´mentaires, i.e. v2i = 1
et gi(b2) = 5. Les nouvelles limites des cate´gories sont pre´sente´es au tableau 4.13, et des
jeux de poids compatibles avec les aﬀectations et ces limites sont re´sume´es dans le tableau
4.14.
frontie`re pr sc i bv pe d
b1 41 1 3 3 2 2
b2 82 1 5 4 4 3
v1 - - - - - -
v2 - - 1 - - -
Table 4.13 – Limites des cate´gories infe´re´es lors du second essai. b1 se´pare les cate´gories
“risque e´leve´” et “risque moyen”, alors que b2 se´pare les cate´gories “risque moyen”et “risque
bas”.
expert pr sc i bv pe d λ
dm1 0.05 0.221 0.05 0.365 0.221 0.094 0.633
dm2 0.05 0.512 0.05 0.144 0.05 0.194 0.854
dm3 0.237 0.237 0.237 0.144 0.05 0.094 0.572
dm4 0.244 0.05 0.05 0.556 0.05 0.05 0.804
Table 4.14 – Des vecteurs de poids pour chaque expert, de´termine´s par le programme
ICLV.
Une fois que ces limites ont e´te´ de´termine´es et que tous les experts les acceptent,
l’approche sugge´re´e par Damart et al. (2007) peut eˆtre utilise´e pour construire de manie`re
ite´rative des poids consensuels. Nous supposons ici que la sortie de cette proce´dure ge´ne`re
les poids du tableau 4.15, qui permettent de valider 96 des 120 exemples de zones fournies
par les experts (tout en respectant les frontie`res, ainsi que la valeur de veto du tableau
4.13).
expert pr sc i bv pe d λ
tous 0.36 0.18 0.18 0.18 0.05 0.05 0.68
Table 4.15 – Un vecteur de poids consensuel respectant 96 des exemples d’aﬀectation.
Supposons maintenant que les 4 experts doivent e´valuer le risque associe´ a` 6 zones
re´elles (ZoneA a` ZoneF du tableau 4.16). Ils peuvent a` cette ﬁn utiliser la re`gle d’aﬀectation
Electre Tri en se basant sur les parame`tres pre´fe´rentiels e´licite´s ci-avant. Les e´valuations
de ces zones sont donne´es dans la dernie`re colonne du tableau 4.16.
Avant de terminer, nous montrons comment le processus d’aide a` la de´cision de cet
exemple illustratif peut eˆtre imple´mente´ a` l’aide des outils pre´sente´s au chapitre 3, et
plus particulie`rement diviz. La ﬁgure 4.2 repre´sente le workﬂow construit pour venir en
soutien au processus d’e´licitation, ainsi qu’a` l’aﬀectation des zones re´elles. Le workﬂow
contien deux instances du module ElectreTri1GroupDisaggregationSharedProfiles (1 et 2)
pour l’e´licitaiton des proﬁls consensuels durant les 2 essais de l’exemple. La sortie du
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zone pr sc i bv pe d e´valuation du risque par Electre Tri
ZoneA 68 1 3 3 2 2 moyen
ZoneB 50 0 2 1 4 3 haut
ZoneC 85 1 4 4 1 2 bas
ZoneD 10 0 2 3 1 2 haut
ZoneE 20 0 3 2 1 3 haut
ZoneF 15 1 3 5 4 1 haut
Table 4.16 – Zones re´elles a` e´valuer en fonction de leur risque, et l’aﬀectation par Electre
Tri.
1
2
3
4
5
6
7
Figure 4.2 – Le workﬂow diviz imple´mentant le processus de l’exemple illustratif.
premier module n’est pas re´utilise´e, e´tant donne´ que les experts n’e´taient pas satisfaits du
re´sultat. Le module criteriaDescriptiveStatistics (3) est utilise´ par les experts durant la
phase d’e´licitation pour comprendre les de´cisions auxquels ils sont confronte´s. Ce module
aﬃche des indicateurs statistiques e´le´mentaires sur les exemples d’aﬀectation (pour chaque
crite`re, moyenne, e´cart type valeurs maximales et minimales).
Figure 4.3 – Diagramme a` barres des poids consensuels et diagramme en e´toile de la zone
ZoneC (resp. ZoneB), aﬀecte´e a` la cate´gorie “risque bas” (resp. “risque e´leve´”) d’apre`s la
re`gle d’aﬀectation Electre Tri.
Une fois que la sortie du second module d’e´licitation (2) est valide´e, la proce´dure sug-
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ge´re´e par Damart et al. (2007) est utilise´e (sans diviz) pour obtenir des poids consensuels,
dont les valeurs sont repre´sente´s dans la partie gauche de la ﬁgure 4.3 a` l’aide du module
plotCriteriaValues (4).
Les six zones re´elles sont repre´sente´es graphiquement a` l’aide du module plotStargra-
phPerformanceTable (5). Sa sortie pour ZoneC (resp. ZoneB) est donne´e au centre (resp. a`
droite) de la ﬁgure 4.3. La sortie du module d’e´licitation, combine´e aux poids consensuels,
est alors utilise´ par le module ElectreTriExploitation (6), qui permet d’aﬀecter ces 6 zones
re´elles a` leur niveaux de risque respectifs. Pour terminer, le module plotAlternativesAssi-
gnment (7) repre´sente graphiquement ces aﬀectations (voir ﬁgure 4.4).
Figure 4.4 – Aﬀectation automatique des 6 zones re´elles a` l’aide du mode`le Electre
Tri.
Ce workﬂow peut eˆtre te´le´charge´ ensemble avec les donne´es a` l’adresse http://www.
diviz.org/workflow.ressArticle.html. Le lecteur inte´resse´ peut l’importer dans diviz,
et ainsi reproduire les calculs de cet exemple illustratif.
4.2.3 Conclusion
Il est e´vident que la de´termination d’une e´chelle de risque territorial base´e sur des
points de vues multiples, et prenant en compte les pre´fe´rences de plusieurs experts, est
une taˆche diﬃcile. Nous pensons que la me´thodologie pre´sente´e dans ce travail peut eˆtre
inte´ressante dans une application re´elle, et peut permettre a` un groupe d’experts d’arriver
a` un consensus.
Dans l’exemple illustratif nous n’avons pas utilise´ de probabilite´s. Ceci ne signiﬁe pas
que les crite`res probabilistes ne peuvent eˆtre conside´re´s par notre approche. Nous pensons
plutoˆt qu’un savant me´lange de crite`res quantitatifs, probabilistes ou non, et de crite`res
qualitatifs constitue la bonne de´marche pour re´soudre ce proble`me.
Pour terminer nous pensons avoir de´montre´ une nouvelle fois l’inte´reˆt d’un outil inte´gre´
comme diviz pour venir en soutien au processus d’aide a` la de´cision propose´ ici.
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Chapitre 5
Conclusion et recherches futures
A l’issue de ce me´moire, le lecteur devrait avoir perc¸u les contours du champ d’investigation
auquel nous portons notre attention dans nos travaux de recherche.
Nous avons souligne´ l’importance de fournir des proce´dures d’agre´gation et d’e´licita-
tion multicrite`re dont la validite´ est minimalement garantie par des confrontations a` un
grand nombre de proble`mes de de´cision artiﬁciels. Dans certaines situations, ces expe´-
rimentations permettent e´galement de produire des recommandations sur utilisation des
proce´dures dans des conditions re´elles. Nous avons e´galement pre´sente´ un e´cosyste`me co-
he´rent d’outils informatiques qui peuvent eˆtre utilise´s par l’analyste dans le processus
d’AMCD. La conse´quence principale de cette partie de nos travaux est qu’elle fe´de`re un
grand nombre de chercheurs, qui, comme nous, pensent qu’une plateforme libre qui pro-
pose une grande varie´te´ algorithmes d’AMCD est un atout important pour ce domaine.
Nous avons aussi montre´ l’inte´reˆt de promouvoir l’AMCD au-dela` de ses frontie`res, aﬁn
d’inte´grer les pre´fe´rences d’humains dans des domaines comme l’e´conomie ou le controˆle
de drones.
Au fur et a` mesure de notre pre´sentation, nous avons e´voque´ des proble`mes ouverts et
des pistes de recherche qu’il nous parait inte´ressant de poursuivre. Ci-apre`s nous de´taillons
tout d’abord les principales questions de recherche de´coulant de nos travaux passe´s.
Recommandations d’utilisation de proce´dures d’AMCD
Comme nous l’avons montre´ tout au long du chapitre 2, un point important de notre
travail consiste a` valider les proce´dures propose´es via une confrontation a` des proble`mes de
de´cision ge´ne´re´s artiﬁciellement. Au-dela` de cette validation, ces expe´rimentations peuvent
e´galement servir pour des recommandations d’utilisation des proce´dures dans des situa-
tions de de´cision re´elles.
Ainsi, nous aimerions de´velopper cette ide´e aﬁn d’en de´duire des pistes pour la mo-
de´lisation du processus d’AMCD, et en particulier, tenter de de´terminer, dans le cadre
de proce´dures d’e´licitation, une estimation de la quantite´ d’information a` recueillir pour
obtenir un mode`le satisfaisant des pre´fe´rences du de´cideur. Nous avons de´ja` illustre´ la
faisabilite´ de cette ide´e dans la section 2.4, ou` nous avons de´termine´ une estimation du
nombre de comparaisons par paires a` renseigner pour garantir une bonne stabilite´ de la
relation de surclassement.
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E´tude de l’expressivite´ de mode`les de surclassement
La section 2.1 traite de l’expressivite´ de mode`les d’agre´gation dans le contexte de la
the´orie de la valeur multiattribut. Il serait certainement inte´ressant de traiter le cas des
proce´dures issues de l’approche du surclassement. La diﬃculte´ ici viendra du fait que pour
aboutir a` une recommandation ﬁnale, la relation de surclassement doit en ge´ne´ral passer
par une phase d’exploitation, pour laquelle la relation entre la sortie et les parame`tres
pre´fe´rentiels d’entre´e n’est pas toujours facilement interpre´table. Du coup, il serait peut-
eˆtre plus judicieux de partir de relations de surclassement value´es, et d’analyser diﬀe´rentes
fac¸on de les construire, en vue d’en de´duire une mesure de l’expressivite´ de ces mode`les.
Prise en compte de de´cideurs multiples et d’e´valuations non consensuelles
Dans la section 2.3 nous avons pre´sente´ des travaux en AMCD lorsqu’un groupe de
de´cideurs est implique´. L’inclusion de ces de´cideurs multiples dans les mode`les d’agre´gation
n’est pas une chose aise´e, mais nous pensons que les besoins lie´s aux applications re´elles
doivent nous faire re´ﬂe´chir sur ces sujets complexes. De manie`re ge´ne´rale, deux voies
peuvent eˆtre imagine´es pour ces mode`les de de´cision de groupe :
— Obtenir un mode`le des pre´fe´rences pour chaque de´cideur se´pare´ment (par exemple
un classement), et ensuite cre´er le mode`le social qui les agre`ge (par exemple par
une re`gle majoritaire) ;
— Obtenir des parame`tres pre´fe´rentiels consensuels des de´cideurs, avant de cre´er un
mode`le du groupe.
La premie`re voie permet d’utiliser des proce´dures d’AMCD initialement pre´vues pour
des de´cideurs uniques. La seconde voie par contre, ne´cessite, comme nous l’avons montre´
a` la section 2.3, de de´velopper des techniques permettant d’obtenir un consensus sur les
parame`tres pre´fe´rentiels. Une diﬃculte´ supple´mentaire apparaˆıt lorsque les alternatives
de de´cision ne sont pas e´value´es de la meˆme fac¸on par tous les de´cideurs, et qu’il n’y a
pas de consensus sur les crite`res a` utiliser. Nous avons re´cemment rencontre´ ce type de
diﬃculte´ dans deux proble`mes de de´cision re´els (en architecture de logiciels et dans des
proble`mes spatiaux), et nous pensons que cette voie ne´cessite un travail de recherche assez
conse´quent.
De´veloppement de mode`les de workflows diviz plus complexes
Actuellement, les workﬂows d’algorithmes d’AMCD pouvant eˆtre cre´e´s avec diviz sont
de nature line´aire, et l’exe´cution est purement se´quentielle. Ceci rend diﬃcile l’expression
d’algorithmes dynamiques, ou` l’action d’une pe´riode est fonction de l’e´tat de la pe´riode
pre´ce´dente. En vue de la valorisation de la plateforme, il est essentiel de pouvoir mode´liser
des processus de traitement plus complexes, et plus ge´ne´ralement de formaliser la notion
de “mode`le de calcul”, inde´pendante du graphe de de´pendance.
L’inclusion de conditions d’arreˆt, de boucles et de tests conditionnels dans ce mode`le
de workﬂows permettra ainsi de mieux re´pondre aux besoins des utilisateurs de diviz, et
d’apporter un soutien plus avance´ a` l’analyste dans le processus d’AMCD.
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Validation empirique de proce´dures d’AMCD dans diviz
Aﬁn de promouvoir la de´marche de confrontation de proce´dures d’AMCD a` un gros
volume de proble`mes de de´cision artiﬁciels, nous pensons qu’il serait important d’inte´-
grer des outils de validation dans l’environnement diviz. Plus concre`tement, il s’agirait
tout d’abord de de´velopper des modules permettant de ge´ne´rer des donne´es sous un cer-
tain nombre de contraintes, de proﬁter des mode`les de workﬂows plus complexes aﬁn de
cre´er des exe´cutions ite´ratives, et de produire des outils d’analyse de re´sultats permettant
d’extraire des indicateurs de performance des mode`les.
De´veloppement et mise en place d’une plateforme communautaire de
partage de workflows diviz
Le partage de workﬂows se fait actuellement de manie`re “manuelle”, en exportant un
workﬂow dans diviz et en l’envoyant a` ses collaborateurs ou en le publiant sur un site
internet personnel. L’objectif de cette taˆche est de cre´er une plateforme de partage (de
type re´seau social), ou` les contributeurs pourraient facilement publier des workﬂows, les
classer par type de contenu, et ou` ils seraient automatiquement indexe´s pour des recherches
ulte´rieures. Les utilisations de ce genre d’outil seraient multiples :
— Une plateforme de ce type sera un lieu de stockage de re´fe´rence, et les chercheurs
publiant des expe´riences utilisant diviz pourront re´fe´rencer ces workﬂows dans leurs
articles scientiﬁques.
— Le de´veloppement collaboratif de workﬂows dans un projet de recherche ou pour
une application spe´ciﬁque sera facilite´. Une fonctionnalite´ de gestion de versions
permettra d’acce´der a` tout l’historique de la construction du workﬂow.
— En enseignement, la plateforme permettra de cre´er des salles de classes virtuelles,
aﬁn que les e´tudiants d’un meˆme cours puissent travailler collaborativement sur
des workﬂows et que l’enseignant ait acce`s a` toutes les ressources ne´cessaires pour
l’e´valuation de leur travail.
Poursuite de l’effort sur la mode´lisation du processus d’AMCD
Les travaux pre´liminaires que nous avons pre´sente´ a` la section 3.4 sur la mode´lisation du
processus d’aide a` la de´cision de´montrent la faisabilite´ du projet, mais soulignent e´galement
un certain nombre de diﬃculte´s auxquelles nous serons confronte´s dans cette taˆche.
En particulier, l’inclusion de diﬀe´rentes e´coles de pense´e et la prise en compte de plu-
sieurs fac¸ons diﬀe´rentes d’aborder le proble`me constituent les deux obstacles majeurs qu’il
s’agira de surmonter. Nous restons ne´anmoins convaincus que ces travaux aboutirons sur
un outil me´thodologique important qui permettra notamment d’enseigner l’utilisation des
techniques d’AMCD de manie`re plus rigoureuse, et pourra servir de guide a` des analystes
confronte´s a` des proble`mes de de´cision re´els. Le “bon” alignement des taˆches identiﬁe´es
dans le mode`le avec des services d’AMCD constituera un de´ﬁ supple´mentaire qu’il s’agira
de relever dans cette recherche.
E´tude des indicateurs de bien-eˆtre a` plus grande e´chelle
L’e´tude exploratoire que nous avons pre´sente´ a` la section 4.1 souligne l’inte´reˆt de
tenir compte des pre´fe´rences individuelles dans la construction d’indicateurs de bien-eˆtre.
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Cependant, elle fait e´galement e´merger un grand nombre de diﬃculte´s. Il n’est notamment
pas clair si le mode`le additif est a` rejeter de manie`re ge´ne´rale ou non, et la construction des
fonctions de valeur individuelles dans le cas d’une agre´gation par l’inte´grale de Choquet
ne´cessite e´galement une re´ﬂexion plus pousse´e.
Nous aimerions donc reproduire une expe´rience similaire a` plus grande e´chelle. Le ques-
tionnaire actuel ayant de´montre´ ses limites, nous pensons qu’il serait inte´ressant d’inclure
une plus grande varie´te´ de socie´te´s ﬁctives, qui ressembleraient plus a` des socie´te´s re´elles,
sans eˆtre identiﬁables pour autant. De premiers essais montrent qu’il pourrait inte´ressant
de prendre comme socie´te´s a` classer des repre´sentants de classes de socie´te´s re´elles. Par
ailleurs, le nombre de socie´te´s a` classer est un parame`tre qu’il serait inte´ressant d’e´tudier.
Ce dernier point rejoint d’ailleurs la premie`re perspective de recherche pre´sente´e ci-avant.
*
Au dela` de ces travaux qui repre´sentent la suite logique de nos eﬀorts, notre re´cente
prise de responsabilite´ a` la teˆte de l’e´quipe DECIDE de l’UMR 6285 Lab-STICC nous
donne l’occasion de pre´senter deux objectifs de recherche qui ont pour but de fe´de´rer les
travaux de l’e´quipe et d’animer les e´changes entre ses chercheurs.
Passage a` l’e´chelle des me´thodes d’AMCD
Les principales the´matiques de DECIDE sont la fouille de donne´es et l’AMCD. Des
tentatives de rapprochement entre ces deux domaines ont de´ja` porte´ leurs fruits (voir par
exemple Lenca et al. (2008) ou Bisdorﬀ et al. (2011)), mais nous pensons qu’une e´tape
supple´mentaire devrait eˆtre franchie pour permettre aux algorithmes d’AMCD de traiter
des volumes de donne´es plus conse´quents.
En particulier, suivant la proble´matique qui est a` re´soudre, certaines me´thodes de
comparaisons par paires ne sont pas adapte´es a` de grands volumes de donne´es. L’utilisation
de me´thodes de re´solution heuristiques doit probablement eˆtre recommande´e dans ces
situations (comme nous le montrons d’ailleurs dans la section 2.2 sur la classiﬁcation
non supervise´e). Un domaine d’application ou` ces gros volumes de donne´es peuvent poser
proble`me est celui des syste`mes d’information ge´ographiques, dans lesquels les alternatives
repre´sentent des zones ge´ographiques, qui peuvent eˆtre tre`s nombreuses.
Les travaux qui traitent de ce passage a` l’e´chelle en AMCD n’en sont qu’a` leurs de´buts.
Nous pensons qu’au sein de l’e´quipe DECIDE nous pourrions apporter des re´ponses a` ces
questions diﬃciles, en fe´de´rant les compe´tences de chercheurs des deux disciplines.
Observation de de´cideurs dans des situations re´elles
L’UMR Lab-STICC dispose d’un laboratoire d’observation des usages des technologies
de l’information et de la communication (LOUSTIC) 1. Cette plateforme permet notam-
ment d’e´tudier des testeurs confronte´s a` des dispositifs comme des logiciels ou d’autres
services innovants.
Nous pensons que ce dispositif peut eˆtre utilise´ pour de l’analyse expe´rimentale du com-
portement de´cisionnel. L’e´tude de testeurs confronte´s a` des situations de de´cision simule´es
1. http://www.loustic.net/brest
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doit permettre d’alimenter les re´ﬂexions autour des proce´dures d’agre´gation et d’e´licita-
tion des pre´fe´rences. Par ailleurs, les travaux sur la mode´lisation du processus d’aide a`
la de´cision, pourront certainement eˆtre alimente´s par les re´sultats de ces expe´riences. Des
re´ﬂexions dans ce sens ont e´te´ entrepris dans le cadre de la the`se de doctorat de Deparis
(2012).
Certains membres de DECIDE se sont de´ja` de´clare´s inte´resse´s par ce projet, et nous
pensons que les re´sultats qui pourraient de´couler de ces expe´rimentations pourront e´gale-
ment alimenter des de´bats inte´ressants dans la communaute´ d’AMCD.
*
De manie`re ge´ne´rale, nos recherches futures s’inscrivent dans le mouvement, fe´de´rateur,
d’ope´rationnalisation de l’AMCD. Comme nous l’avons de´ja` e´voque´, nous pensons en eﬀet
que nos travaux contribueront a` l’ame´lioration des outils de soutien (au sens large) du
processus d’AMCD. En amont de l’utilisation de ces proce´dures, nous nous inte´resserons
a` leur validite´, et a` produire des recommandations sur leur mise en œuvre en pratique.
Plus en aval, nous continuerons a` produire des outils eﬃcaces et pe´rennes qui participent
a` la diﬀusion de l’AMCD et permettent de re´soudre plus facilement des proble`mes d’aide
a` la de´cision. Il est inte´ressant de noter que, dans un contexte ou` les volumes de donne´es
a` traiter sont en forte croissance, cette ope´rationnalisation s’accompagne e´videmment du
de´veloppement de me´thodes de re´solution et d’e´licitation approche´es, sujet qui nous tient
plus particulie`rement a` cœur pour le moment.
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Cette premie`re annexe contient mon curriculum vitæ ainsi qu’un re´sume´ de mes principales
activite´s scientiﬁques, depuis mes de´buts en recherche en 1999.
A.1 Curriculum vitæ
A.1.1 E´tat civil
Patrick Meyer
Institut TELECOM, TELECOM Bretagne
De´partement LUSSI
UMR CNRS 6285 Lab-STICC
Technopoˆle Brest-Iroise CS 83818
29238 Brest Cedex 3, France
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patrick.meyer@telecom-bretagne.eu
http://public.telecom-bretagne.eu/~pmeyer/
Date et lieu de naissance : 2 mai 1976, Luxembourg.
A.1.2 Formation
⋄ Octobre 2007 : Doctorat en mathe´matiques applique´es et en sciences de
l’inge´nieur
Universite´ du Luxembourg & Faculte´ Polytechnique de Mons (co-tutelle)
◦ Titre de la the`se : Progressive Methods in Multiple Criteria Decision Analysis.
◦ Soutenance : le 8 octobre 2007 a` l’Universite´ du Luxembourg devant le jury
compose´ de
— Raymond Bisdorﬀ, Professeur, Universite´ du Luxembourg (directeur de the`se) ;
— Marc Pirlot, Professeur, Faculte´ Polytechnique de Mons (directeur de the`se) ;
— Philippe Fortemps, Professeur, Faculte´ Polytechnique de Mons (membre du
comite´ d’encadrement) ;
— Jean-Luc Marichal, Assistant Professeur, Universite´ du Luxembourg (pre´-
sident du jury et membre du comite´ d’encadrement) ;
— Vincent Mousseau, Professeur, Universite´ Paris Dauphine ;
— Theodor Stewart, Professeur, University of Cape Town.
◦ Mention : excellent
⋄ Septembre 2003 : DEA (Master recherche) en mathe´matiques
Faculte´ Polytechnique de Mons
◦ Titre du me´moire : Two Aspects of User Centred Data Analysis and Decision
Aid : Quality Measures for Association Rules and Multiple Criteria Sorting.
◦ Encadrant : Marc Roubens, Universite´ de Lie`ge (Belgique).
⋄ Juillet 1999 : Licence (Bac +4) en mathe´matiques
Universite´ de Lie`ge
◦ Titre du me´moire : Proble`me de tourne´es de distribution avec feneˆtres de temps
et application.
◦ Encadrant : Marc Roubens, Universite´ de Lie`ge (Belgique).
A.1.3 Fonctions assure´es
⋄ Depuis mars 2008 : Maˆıtre de confe´rences
TELECOM Bretagne, De´partement LUSSI
◦ Recherche en Aide Multicrite`re a` la De´cision (AMCD) et en fouille de donne´es
(voir section A.2.1).
◦ Enseignements en AMCD, en algorithmique et en recherche ope´rationnelle.
⋄ Septembre 2004 - fe´vrier 2008 : Assistant - doctorant
Universite´ du Luxembourg, Service de Mathe´matiques Applique´es (SMA)
◦ Recherche en AMCD (voir Section A.2.1).
◦ Enseignements en mathe´matiques, statistique et informatique.
◦ Organisation de plusieurs confe´rences et de se´minaires (voir section A.10).
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◦ De´veloppement et maintenance de sites web (SMA, confe´rences).
⋄ Juillet 1999 - de´cembre 2003 : Chercheur “Re´gion Wallonne”, Belgique
Universite´ de Lie`ge
◦ Participation au projet CELOFA (Centre d’E´tude de la Logique Floue et de ses
Applications) : de´veloppement d’un logiciel de gestion de portefeuilles ﬁnanciers
a` l’aide de syste`mes d’infe´rence ﬂoue (voir section A.5).
◦ Supervision de travaux d’e´tudiants et de me´moires de licence.
◦ Enseignements ponctuels de cours en recherche ope´rationelle et en AMCD.
A.1.4 Compe´tences
⋄ Syste`mes d’exploitation et langages de programmation
◦ Linux (Ubuntu, Debian), Windows (2000, XP).
◦ R, HTML, LATEX, GNU MathProg.
⋄ Langues
◦ Luxembourgeois, franc¸ais, hongrois : langues maternelles.
◦ Allemand, anglais : courant.
A.2 The`mes de recherche
J’ai mene´ mes activite´s de recherche de juillet 1999 a` de´cembre 2003 au sein de l’Institut de
Mathe´matiques de l’Universite´ de Lie`ge, sous la direction du Prof. Marc Roubens. Ensuite,
de septembre 2004 a` fe´vrier 2008, j’ai eﬀectue´ ces activite´s dans le cadre d’une the`se
de doctorat sous la direction du Prof. Raymond Bisdorﬀ au Service de Mathe´matiques
Applique´es de l’Universite´ du Luxembourg. Depuis mars 2008, je me`ne ces travaux au
de´partement LUSSI de Te´le´com Bretagne dans le laboratoire Lab-STICC (UMR CNRS
6285).
Elles portent principalement sur deux the`mes :
— Contributions au processus d’AMCD ;
— Fouille de donne´es.
A.2.1 Contributions au processus d’AMCD
Comme je l’ai montre´ dans ce me´moire, mes contributions a` ce the`me se situent dans
les 2 principaux courants me´thodologiques d’AMCD : l’e´cole europe´enne autour des me´-
thodes de surclassement et l’e´cole ame´ricaine autour de la the´orie de la valeur multiattribut
(MAVT).
Dans le cadre de nombreuses collaborations nationales et internationales (voir sec-
tion A.4), mes contributions principales a` ce the`me sont :
◦ l’extension de l’inte´grale de Choquet a` des nombres flous ;
◦ la proposition d’une me´thode d’identification de la capacite´ mode´lisant l’importance
des sous-ensembles de crite`res dans le cadre de proble`mes de MAVT se basant sur
l’inte´grale de Choquet ;
◦ la proposition de me´thodes de tri, de classement et de choix en MAVT se basant
sur l’inte´grale de Choquet ;
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◦ l’e´tude de l’expressivite´ de mode`les d’agre´gation (voir section 2.1) ;
◦ la proposition d’une me´thode progressive de re´solution de la proble´matique du choix
via une relation de surclassement bipolaire value´e ;
◦ l’extension de la proble´matique du choix a` celle du k-choix (de´termination de k > 1
alternatives les meilleures) dans un contexte de surclassement ;
◦ des travaux en de´sagre´gation de relations de surclassement et l’identiﬁcation des
parame`tres pre´fe´rentiels d’un de´cideur (analyse inverse) ;
◦ l’e´licitation de pre´fe´rences de groupe pour la me´thode de tri multicrite`re Electre
Tri (voir section 2.3) ;
◦ l’e´tude de la stabilite´ d’une relation de surclassement par rapport a` des variations
des poids, et l’e´licitation stable de ces poids (voir section 2.4) ;
◦ l’e´tude du concept de progressivite´ en AMCD ;
◦ la de´ﬁnition de la proble´matique de la classiﬁcation non supervise´e en AMCD (clus-
tering) et la proposition de techniques de re´solution (voir section 2.2) ;
◦ la participation au de´veloppement d’une boˆıte a` outils, nomme´e Kappalab, permet-
tant l’utilisation de mesures et d’inte´grales non additives dans le cadre de proble`mes
d’AMCD ;
◦ la proposition du standard de donne´es XMCDA pour stocker des informations issues
du domaine de l’AMCD (http://www.decision-deck.org/xmcda) dans le cadre
du projet Decision Deck (voir section 3.1) ;
◦ le de´veloppement de plusieurs services-web imple´mentant des algorithmes d’AMCD
dans le cadre du projet Decision Deck (voir section 3.2) ;
◦ le de´veloppement de l’outil diviz qui permet de cre´er et de partager des me´thodes
d’AMCD (http://www.diviz.org) dans le cadre du projet Decision Deck (voir
section 3.3) ;
◦ le de´veloppement d’un mode`le du processus d’AMCD a` l’aide de techniques d’in-
ge´nierie dirige´e par les mode`les (voir section 3.4) ;
◦ une analyse multicrite`re des comportements d’achat et de vente des analystes fi-
nanciers de la salle des marche´s de CBC Banque & Assurance, Bruxelles, Belgique ;
◦ l’utilisation de l’inte´grale de Choquet et de the´ories de l’AMCD dans la perception
du bien-eˆtre en Economie (voir section 4.1) ;
◦ une proposition de me´thodologie pour la construction d’e´chelles de risque territorial
(voir section 4.2) ;
◦ l’utilisation de l’AMCD pour la mise en place de syste`mes de te´le´me´decine en
prenant en compte les pre´fe´rences des patients et des me´decins ;
◦ l’inclusion de mode`les de pre´fe´rences multicrite`re dans le controˆle automatique de
drones.
A.2.2 Fouille de donne´es
◦ la de´ﬁnition du concept de robustesse de re`gles d’association ;
◦ une analyse multicrite`re des indices de qualite´ de re`gles d’association en fouille de
donne´es ;
◦ l’analyse de donne´es ﬁnancie`res accessibles librement sur internet et la conﬁrmation
empirique de plusieurs hypothe`ses, projet MIKADO (Market Investigation and
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Knowledge Acquisition through Data Observation) ;
A.3 Responsabilite´s scientifiques et animation de la recherche
A.3.1 Responsabilite´s
⋄ Co-responsable de l’e´quipe DECIDE de l’UMR CNRS 6285 Lab-STICC (Labo-
ratoire des Sciences et Techniques de l’Information, de la Communication et de la
Connaissance) (avec Philippe Lenca) ;
Le projet scientiﬁque du Lab-STICC peut se re´sumer facilement dans le titre “des
capteurs a` la connaissance : communiquer et de´cider”. Le laboratoire est constitue´
de 3 poˆles qui permettent de de´cliner de fac¸on concre`te les diﬀe´rents points de
vue de ce projet. Le poˆle CID traite plus particulie`rement de la connaissance, de
l’information et de la de´cision, et a` l’inte´rieur de ce poˆle, l’ambition de l’e´quipe
DECIDE (DECision aId and knowleDge discovEry) est de de´velopper des syste`mes
d’aide a` la de´cision ﬁables, de qualite´ et robustes inte´grant notamment les diﬀe´rents
acteurs du processus de de´cision. L’e´quipe s’inte´resse principalement aux aspects
me´thodologiques, algorithmiques, et de robustesse des mode`les en aide a` la de´cision
et en fouille de donne´es. A` ce jour elle est compose´e de 27 membres, dont 11
doctorants et post-doctorants.
Mon objectif en tant que responsable de cette e´quipe est de stimuler les interactions
entre les diﬀe´rents chercheurs qui la composent, et surtout de tenter de cre´er un
pont entre les diﬀe´rentes disciplines qui y sont repre´sente´es : la fouille de donne´es,
l’AMCD, les grands syste`mes et l’inge´nierie des mode`les.
⋄ Responsable du se´minaire mensuel de l’e´quipe DECIDE ;
Le se´minaire de l’e´quipe DECIDE a lieu au moins une fois par mois, et permet aux
chercheurs de pre´senter leurs travaux re´cents, et de discuter librement de nouvelles
pistes de recherche. Il permet e´galement a` des personnes exte´rieures a` l’e´quipe de
s’y exprimer, en vue de monter de nouvelles collaborations.
Son programme est disponible a` sur le site web du Lab-STICC http://labsticc.
fr/.
⋄ Participation au groupe de travail sur l’e´laboration de la strate´gie de la re-
cherche de Te´le´com Bretagne (2011 - 2012).
A.3.2 Encadrement de the`ses de doctorat
◦ Thomas Veneziano, On the stability of outranking relations : Theoretical and
practical aspects, the`se en co-tutelle entre l’Universite´ du Luxembourg (UL) et Te´-
le´com Bretagne (TB), soutenue le 10 septembre 2012, directeurs de the`se : Raymond
Bisdorﬀ (UL) et Philippe Lenca (TB) ;
◦ Alexandru Olteanu, On clustering in multi-criteria decision aid : Theory and
applications, the`se en co-tutelle entre l’Universite´ du Luxembourg (UL) et Te´le´com
Bretagne (TB), en cours, soutenance pre´vue le 24 juin 2013, directeurs de the`se :
Raymond Bisdorﬀ (UL) et Philippe Lenca (TB).
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A.3.3 Encadrement de stages de Master Recherche
◦ Sarra Kacem (Universite´ de Rennes 1 - INSA de Rennes, Master 2 en statistique
et e´conome´trie), Elicitation de pre´fe´rences en aide multicrite`re a` la de´cision : appli-
cation au cas de socie´te´s multidimensionnelles par l’approche Macbeth (2009-2010)
A.4 Collaborations re´centes nationales et internationales
⋄ Vincent Mousseau, Professeur, Ecole Centrale Paris
XMCDA, Elicitation de pre´fe´rences pour une me´thode de tri multicrite`re
⋄ Marc Pirlot, Professeur, Universite´ de Mons, Belgique
Expressivite´ des mode`les d’agre´gation
⋄ Raymond Bisdorff, Professeur, Universite´ du Luxembourg
De´veloppement de la me´thode Rubis dans le cadre de la proble´matique du choix en
AMCD, de´sagre´gation de relations de surclassement bipolaires value´es, stabilite´ des
relations de surclassement, XMCDA
⋄ Philippe Lenca, Maˆıtre de Confe´rences, Te´le´com Bretagne, Brest
Fouille de donne´es, AMCD applique´e aux indices de qualite´ de re`gles d’association,
robustesse de re`gles d’association
⋄ Pritesh Narayan, chercheur, University of the West of England, Grande Bretagne,
etDuncan Campbell, Professeur, Queensland University of Technology, Australie
Inclusion de pre´fe´rences d’experts dans le controˆle automatique de drones
⋄ Gre´gory Ponthie`re, Maˆıtre de Confe´rences, Ecole Normale Supe´rieure, Paris
Elicitation de pre´fe´rences a` partir de socie´te´s multicrite`res
⋄ Se´bastien Bigaret, inge´nieur de recherche, Te´le´com Bretagne, Brest
De´veloppement de l’outil diviz et de services-web XMCDA
A.5 Participation a` des projets
⋄ Decision Deck (2007 - )
Luxembourg - France - Belgique - Portugal - Pologne - Pays Bas
◦ Responsable : Decision Deck Consortium.
◦ Membres : Chercheurs europe´ens de l’Universite´ du Luxembourg, de l’Universite´
Paris Dauphine, de l’Universite´ de Mons, de l’Ecole Centrale Paris, de Te´le´com
Bretagne, . . .
◦ Objectifs : De´veloppement d’outils d’AMCD.
◦ Contributions personnelles : e´laboration et maintenance du standard de donne´es
XMCDA, de´veloppement de services-web XMCDA, participation au de´veloppement
de l’outil diviz de cre´ation, d’exe´cution et de partage de workﬂows d’AMCD.
⋄ D2-Decision Deck (2007 - 2009 )
Luxembourg - France - Belgique
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◦ Financement : Universite´ du Luxembourg, Projet num. R1F207L07.
◦ Responsable : Raymond Bisdorﬀ.
◦ Membres : Raymond Bisdorﬀ, Patrick Meyer, Jean-Luc Marichal.
◦ Objectifs : De´veloppement de syste`mes d’aide a` la de´cision pour l’entreprise :
e´licitation de pre´fe´rences, analyse de robustesse et outils logiciels.
◦ Contributions personnelles : participation a` l’e´laboration du standard de don-
ne´es XMCDA, de´veloppement de services-web issus de la librairie Kappalab.
⋄ Recherches me´thodologiques et mathe´matiques en aide a` la de´cision et
classification (2005 - 2007 )
Luxembourg
◦ Financement : Universite´ du Luxembourg, Projet num R1F205L01.
◦ Responsables : Raymond Bisdorﬀ et Jean-Luc Marichal.
◦ Membres : Raymond Bisdorﬀ, Jean-Luc Marichal, Patrick Meyer.
◦ Objectifs : Etudes me´thodologiques et mathe´matiques en AMCD.
⋄ Kappalab (2006 - 2007 )
France - Luxembourg
◦ Financement : CNRS (GDR Recherche Ope´rationnelle num 3002).
◦ Responsable : Ivan Kojadinovic.
◦ Membres : Michel Grabisch, Christophe Labreuche, Fabien Lange, Jean-Luc
Marichal, Patrick Meyer.
◦ Objectifs : Ame´lioration du package Kappalab pour la manipulation de capacite´s
et d’inte´grales discre`tes.
⋄ CELOFA (1999 - 2003 )
Belgique
◦ Financement : Re´gion Wallonne (Belgique) (num 9813803).
◦ Responsables : Jacques Teghem et Marc Roubens.
◦ Objectifs : De´veloppement d’un logiciel de gestion de portefeuilles a` l’aide de
syste`mes d’infe´rence ﬂoue.
◦ Partenaire industriel : CBC Banque & Assurance, Bruxelles, Belgique.
A.6 Affiliations
⋄ Membre de l’UMR CNRS 6285 Lab-STICC (2008-) ;
⋄ Membre et tre´sorier du Decision Deck Consortium, organe de gestion du projet
Decision Deck (2007-) ;
⋄ Membre de l’EURO Working Group “Multiple Criteria Decision Aiding”.
A.7 Travaux de re´dacteur
⋄ Membre du comite´ de re´daction de l’International Journal of Multicriteria
Decision Making (IJMCDM)
⋄ Re´dacteur invite´ du nume´ro spe´cial “EURO 2004” du European Journal of Ope-
rational Research (EJOR)Avec Raymond Bisdorff et Yannis Siskos
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A.8 Participation a` des comite´s de lecture
⋄ Relectures pour des journaux internationaux
◦ Fuzzy Sets and Systems ;
◦ European Journal of Operational Research ;
◦ A Quarterly Journal of Operations Research (4 0R) ;
◦ EURO Journal on Decision Processes ;
◦ Journal of Multicriteria Decision Analysis ;
◦ International Journal of Multicriteria Decision Making .
⋄ Relectures pour des revues nationales
◦ Revue Nationale des Technologies de l’Information.
⋄ Relectures pour des confe´rences internationales
◦ Information Processing and Management of Uncertainty in Knowledge-Based
Systems (IPMU) ;
◦ The International Conference on Data Mining (DMIN) ;
◦ Knowledge Discovery and Business Intelligence workshop (KDBI).
A.9 Membre de comite´s de programme de confe´rences
⋄ From Decision Aid to Preference Learning workshop (DA2PL’12) ;
⋄ Decision Deck workshop (bi-annuels) ;
⋄ Ateliers Qualite´ des Donne´es et des Connaissances (en conjonction avec EGC),
France ;
⋄ Quality issues, measures of interestingness and evaluation of data mining models
workshop (QIMIE) ;
⋄ Knowledge Discovery and Business Intelligence workshop (KDBI) (Portuguese Confe-
rence on Artiﬁcial Intelligence, EPIA) ;
⋄ International Conference on Data Mining (DMIN’10) ;
⋄ 4e`mes journe´es d’Extraction et de Gestion des Connaissances (EGC 2004).
A.10 Membre de comite´s d’organisation de confe´rences scien-
tifiques
⋄ Organisateur du 5th Decision Deck Workshop (17-18 sep. 2008, Brest)
⋄ Organisateur adjoint du 38th Meeting of the European Mathematical Psychology
Group (10-13 sep. 2007, Luxembourg)
⋄ 1st Decision Deck Workshop (8-9 mar. 2007, Luxembourg)
⋄ 21st annual meeting of the Belgian Operational Research Society (18-19 jan. 2007,
Luxembourg)
⋄ 54e et 61e re´unions du groupe de travail EURO MCDA (oct. 2001, Durbuy, Belgique
et 10-11 mar. 2005, Luxembourg)
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A.11 Se´jours de recherche
⋄ Universite´ du Luxembourg, Interdisciplinary Lab for Intelligent and Adaptive
Systems
Luxembourg (plusieurs se´jours d’une semaine, 2008-2013 )
Collaborations avec Raymond Bisdorff et Jean-Luc Marichal, encadrement des
the`ses de doctorat de Thomas Veneziano et d’Alexandru Olteanu.
⋄ Tampere University of Technology, Department of Mathematics
Finlande (24 avr. 2006 - 29 avr. 2006)
Collaboration avec Stephan Foldes et se´minaire sur la me´thode Rubis.
⋄ University of Economics, Prague, Department of Information and Knowledge
Engineering
Re´publique Tche`que (9 mar. 2003 - 15 mar. 2003 )
Collaboration avec Jan Rauch, travaux sur les re`gles d’association et la me´thode
Guha / 4ft-miner (Cost Action 274, TARSKI).
⋄ ENST Bretagne, Brest, De´partement IASC
France (1 semaine en nov. 2002)
Collaboration avec Philippe Lenca et travaux sur les mesures de qualite´ de re`gles
d’association.
⋄ ENST Bretagne, Brest, De´partement IASC
France (1 semaine en juin 2002)
Collaboration avec Philippe Lenca et se´minaires sur : TOMASO, la qualite´ de
re`gles de de´cision, introduction aux mesures de qualite´ de re`gles d’association.
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Dans cette deuxie`me annexe, je pre´sente la liste de mes publications scientiﬁques, ainsi
que mes participations a` divers colloques ou confe´rences. Suivant leur type, ces travaux de
disse´mination sont regroupe´s en diverses cate´gories aﬁn de permettre au lecteur de plus
facilement s’orienter dans cette liste.
B.1 Articles dans des revues internationales avec comite´ de
lecture
1. O. Cailloux, B. Mayag, P. Meyer, V. Mousseau, Operational tools to build a mul-
ticriteria territorial risk scale with multiple stakeholders, Reliability Engineering &
System Safety, 120, 88-97, 2013, Elsevier (doi :10.1016/j.ress.2013.06.004).
2. R. Bisdorﬀ, P. Meyer, T. Veneziano, Elicitation of criteria weights maximising
the stability of pairwise outranking statements, Journal of Multi-Criteria Decision
Analysis, 2013, Wiley, available online (doi :10.1016/j.ejor.2013.01.016).
3. P. Meyer, A. Olteanu, Formalizing and solving the problem of clustering in MCDA,
European Journal of Operational Research, 227 (3), 494 - 502, 2013, Elsevier,
(10.1016/j.ejor.2013.01.016).
4. P. Narayan, P. Meyer, D. Campbell, Embedding Human Expert Cognition into Au-
tonomous UAS Trajectory Planning, IEEE Journal of Systems, Man, and Cyberne-
tics, Part B : Cybernetics, 43 (2), 530-543, 2013, (doi : 10.1109/TSMCB.2012.2211349).
5. P. Meyer, S. Bigaret, diviz : a software for modeling, processing and sharing al-
gorithmic workﬂows in MCDA, Intelligent Decision Technologies, 6 (4), 283-296,
2012, IOS Press (doi :10.3233/IDT-2012-0144).
6. O. Cailloux,P. Meyer, V. Mousseau, Eliciting Electre Tri category limits for a group
of decision makers, European Journal of Operational Research, 223 (1), 133 - 140,
2012, Elsevier,
(doi :10.1016/j.ejor.2012.05.032).
109
110 ANNEXE B : PUBLICATIONS
7. P. Meyer, G. Ponthie`re, Eliciting preferences on multiattribute societies with a
Choquet integral, Computational Economics, 37(2), 133-168, 2011, Springer,
(doi :10.1007/s10614-009-9196-0).
8. P. Meyer, Progressive Methods in Multiple Criteria Decision Analysis, 4OR, 7 (2),
191-194, June 2009, Springer (doi :10.1007/s10288-008-0069-5).
9. R. Bisdorﬀ, P. Meyer, M. Roubens, Rubis : a bipolar-valued outranking method for
the best choice decision problem, 4OR, 6 (2), June 2008, Springer, (doi :10.1007/s10288-
007-0045-5).
10. M. Grabisch, I. Kojadinovic, P. Meyer, A review of capacity identiﬁcation methods
for Choquet integral based multi-attribute utility theory, Applications of the Kap-
palab R package, European Journal of Operational Research, 186 (2), 766-785, 2008,
Elsevier,
(doi :10.1016/j.ejor.2007.02.025).
11. P. Lenca, P. Meyer, B. Vaillant, S. Lallich, Useful characterization and multicriteria
decision aid : A two step approach to interestingness measure selection, European
Journal of Operational Research, 184 (2), 610–626, 2008, Elsevier,
(doi :10.1016/j.ejor.2006.10.059).
12. P. Meyer, M. Roubens, On the use of the Choquet integral with fuzzy numbers in
Multiple Criteria Decision Aiding, Fuzzy Sets and Systems, 157 (7), 927-938, 2006,
Elsevier, (doi :10.1016/j.fss.2005.11.014).
13. J.-L. Marichal, P. Meyer, and M. Roubens, Sorting multiattribute alternatives :
The TOMASO method, Computers & Operations Research, 32 (4), 861-877, 2005,
Elsevier, (doi :10.1016/j.cor.2003.09.002).
B.2 Articles dans des ouvrages collectifs avec comite´ de lec-
ture
1. P. Meyer, S. Bigaret, XMCDA : a standard XML encoding of MCDA data. In R.
Bisdorﬀ, L. Dias, V. Mousseau, M. Pirlot, editors, Evaluation and Decision Models
with Multiple Criteria : Case Studies. Springer Handbook, forthcoming 2013.
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