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As traditional wireless sensor networks (WSNs) rely on batteries with finite stored energy to
operate, much research have focused on designing energy-efficient networking protocols to
maximize network lifetime, usually at the expense of throughput reduction. Since energy can
be replenished with energy harvesters, energy harvesting WSNs (EH-WSNs) can potentially
operate perpetually without sacrificing throughput by balancing energy usage with the energy
harvesting rate. EH-WSNs are particularly suited for emerging WSN applications including en-
vironmental/habitat monitoring and structural health monitoring of critical infrastructures and
buildings, where batteries are hard or even impossible to replace in sensors that are required to
operate for long durations after being deployed.
This thesis focuses on the design and performance analysis of medium access control (MAC)
and routing protocols that can achieve high throughput in EH-WSNs by addressing the follow-
ing major challenges: (i) the unpredictability in the energy harvesting process; (ii) the variation
of energy harvesting rates in time, space and across different harvesting technologies; and (iii)
changes in node densities and node mobility. Our proposed probabilistic polling MAC protocol
addresses the above challenges by dynamically adjusting the contention probability as well as
the polling frequency according to actual transmission outcomes. We present a novel transmis-
sion outcome classifier that uses RSSI and LQI (link quality indicator) values to distinguish
between packet losses due to collisions and weak signals for fully overlapping transmissions
without the need for hardware modifications in IEEE 802.15.4 devices. We show that our pro-
posed scheme can achieve close to, or even exceed the theoretical success rate of probabilistic
polling due to packet capture effect, and performs better than CSMA-based and polling-based
MAC protocols in realistic single-hop EH-WSNs, with different harvesting rates and node den-
sities.
Next, we present EH-MAC, a receiver-initiated reliable MAC protocol that uses probabilis-
tic polling and reduces the hidden terminal problem to achieve higher throughput compared to
other MAC schemes in multi-hop EH-WSNs. Using an adaptive energy management scheme,
we show that EH-MAC can continue to function even when ambient energy is unavailable tem-
vii
porarily by accumulating some harvested energy during periods when ambient energy is avail-
able. It can also reduce fluctuations in throughput when the energy harvesting rate changes
quickly over time.
Finally, we develop opportunistic routing (OR) protocols (EHOR and AOR for linear and
2D topologies respectively) for EH-WSNs. First, we use a regioning approach to group nodes
together to share transmission slots in order to reduce delay and improve goodput. AOR/EHOR
are adaptive to node density and energy harvesting rate by adjusting the number of regions.
Next, we further improve performance by considering energy availability in each node in ad-
dition to its distance from the sender when determining its transmission priority for a received
packet, thereby increasing the probability of forwarding data packets by relay nodes. We show
that EHOR/AOR can achieve higher goodput and fairness when compared to traditional OR
and other non-OR routing protocols for different node densities and energy harvesting rates.
AOR/EHOR can support mobility by eliminating overheads due to neighborhood discovery
since they do not need to know the identity of awake nodes. Furthermore, AOR/EHOR do
not require time synchronization protocols, therefore it is easy to implement them on resource-
constrained energy harvesting wireless sensor nodes.
viii
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1.1 Wireless Sensor Networks (WSNs)
Wireless sensor networks (WSNs) are an active area of research today because of its promise
to improve our way of life using Machine-to-Machine (M2M) communications. Through the
use of sensors, we can increase our awareness of the environment around us. Using intelligent
WSNs, many manual tasks can be automated. WSNs were originally conceived for military
applications, where sensors are deployed randomly (for covertness) and densely (for robust-
ness in harsh deployment environments). However, the use of WSNs has since evolved and has
extended into many other areas such as home monitoring, health care, habitat monitoring, envi-
ronment monitoring, inventory control and industrial applications. In WSNs, small computing
devices with sensing, computational and wireless communications capabilities, commonly re-
ferred to as sensor nodes or motes, are used to monitor events or the environment. Examples
of sensor nodes include MICAz and IRIS modes and they are illustrated in Fig. 1.1. The sen-
sor nodes are usually equipped with various kinds of sensors depending on their usage. These
sensors can monitor temperature, pressure, sound, vibration and motion in the node’s local en-
vironment. The acquired sensor data is directly transmitted, or relayed with the cooperation of
other sensor nodes, to data collection points known as sinks. In-network processing may also
be done to reduce the amount of data sent to the sink.
These sensor nodes are usually powered by batteries and have to be replaced or recharged
manually after a period of time when the energy is depleted. Furthermore, since these sensor
nodes could be deployed in environments where batteries are hard to replace, once these bat-
teries run out of energy, the sensor nodes cease to operate. Due to these constraints, current
research on wireless sensor networks [1], and more recently wireless multimedia sensor net-
works [2], have focused on extending network lifetime [3]. However, constrained by the size
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(a) MICAz sensor node (b) IRIS sensor node
Figure 1.1: Wireless sensor network nodes
of the battery and the application requirements, there is a limit on the gains in performance
provided by energy-efficient WSN networking protocols over general networking protocols for
wired networks or wireless LANs. An emerging solution is to convert the energy available from
the environment into electrical energy so as to supplement the energy supply. This technology
is generically termed energy harvesting or energy scavenging.
1.2 Energy Harvesting Wireless Sensor Networks (EH-WSNs)
1.2.1 Energy Harvesters for Sensor Nodes
To increase the lifetime of sensor networks, recent research efforts have focused on developing
energy harvesting devices for WSN nodes [4] to supplement battery power. The use of renew-
able energy to generate electricity is not a new concept. Renewable energy that is being har-
vested to generate electricity today includes solar, wind, water and thermal energy. However,
harvesting energy for low-power devices is a new concept and poses new design challenges.
This is because the energy harvesting devices cannot be too large since it would be difficult to
deploy the sensor node, therefore the power generated is unlikely to be able to power the sensor
node continuously so new networking protocols have to be designed for EH-WSNs.
Currently, the main sources of energy for these energy harvesting devices are solar, mechan-
ical (vibration or strain), thermal, RF and wind energy. Solar power is the most common and
mature among the different forms of energy harvesting. However, it has the disadvantage of
being able to generate energy only when there is sufficient sunlight or artificial light. In [5], a
system has been developed to harvest energy from solar cells to power sensor nodes in indoor
applications. Other solar-powered systems are illustrated in [6] and [7]. In [8], an empirical
and mathematical analysis of two micro-solar power systems is provided and is used to propose
design guidelines for micro-solar power systems for WSNs.
We can harvest vibrational, kinetic and mechanical energy generated by movements of ob-
2
jects. Vibrations are present all around us and are especially prominent in bridges, roads and
rail tracks. One method of harvesting vibrational energy is through the use of a piezoelectric
capacitor while kinetic energy can be harvested using a spring-loaded mechanism. In [9], a
vibration-based harvesting micro power generator is used to scavenge environmental vibrations
for use in a sensor node. In [10], experimental results show that when a piezoelectric pushbutton
is used, sufficient energy is harvested to transmit two complete 12-bit digital word information
wirelessly. Traffic sensors [11] can also be solely powered by the short duration vibrations gen-
erated when a vehicle passes over the sensor. In [12], a system that harvests energy from the
forces exerted on a shoe during walking is demonstrated.
Thermal energy harvesting uses temperature differences or gradients to generate electricity.
Current is generated when there is a temperature difference between two junctions of a conduct-
ing material. Wind energy can be generated with a wind turbine ([13], [14]) but the size of the
turbine is usually much larger than the node itself.
Specialized hardware for sensor nodes have been designed for sensor nodes that can harvest
ambient energy. For example, in [15], digital signal processors that harvest power from ambient
mechanical vibration have been designed. Another sensor node that can harvest energy from
multiple power sources, including solar, wind, thermal and vibration, is shown in [13]. In one
of the latest developments, a 1cm3 sensor node [16] that can be powered by different types of
energy harvester has been successfully created.
There are also existing commercial energy harvesting sensor nodes available. Mide, Micros-
train, Micropelt, Enocean, AdaptivEnergy and Powercast have produced energy harvesters that
can convert ambient energy such as solar energy from light sources, vibrational energy from ma-
chinery, thermal energy from heat sources, mechanical energy from movement and RF energy
from radio waves into electrical energy to power sensor nodes. The sensor nodes developed by
Microstrain [17] (technical details in [18]) harvest energy from two sources. The first source
uses tiny solar cells to convert solar energy while the second source uses piezoelectric materials
to convert mechanical energy into electric energy. Another company, EnOcean [19], produces
transmitters that can power themselves by harvesting ambient energy from the environment.
Advanced Cerametrics [20] produce vibration-based energy harvesters. Texas instruments [21]
has a solar energy harvesting development kit that can be used to create EH-WSNs based on
their ultra-low power components.
The amount of energy that can be harvested depends on the type of energy harvesters and
their size. In [4] and [22], a good summary of the various energy harvesting technologies is
given which is reproduced in Table 1.1.
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Table 1.1: Energy harvesting rates for different types of energy harvesters
Type of Energy Harvesters Power Density
Ambient radio frequency (RF) < 1 µW/cm2
Ambient light (directed toward bright sun) 100 mW/cm2
Ambient light (illuminated office) 100 µW/cm2
Thermoelectric 60 µW/cm2
Vibrational microgenerators (human motion) 4 µW/cm3
Vibrational microgenerators (machines) 800 µW/cm3
Ambient airflow 1 mW/cm2
Push buttons 50 µJ/N
Piezoelectric (finger motion) 2.1 mW
Vibrations (indoor environment) 0.2 mW/cm2
1.2.2 Energy Storage for Sensor Nodes
Batteries are commonly used in sensor nodes because they are readily available and the energy
characteristics of batteries are widely known. However, the use of batteries in WSNs has its own
disadvantages. Normal batteries cannot replenish their energy storage, therefore once the energy
in the battery is used up, they have to be replaced or recharged. Batteries can also be difficult to
replace in sensors embedded in structures such as buildings and bridges. Even if rechargeable
batteries are used, they have limited recharge cycles so they have to be replaced once they cannot
be charged further. Disposal of used batteries also poses environmental problems.
Supercapacitors, which are recharged by energy harvesting devices, can replace batteries
as the main energy storage. By removing the battery and storing the energy in supercapacitor,
we can achieve longer hardware lifetime. A supercapacitor for WSNs can be recharged for
more than half a million charge cycles and has a 10-year operational lifetime before the energy
capacity is reduced to 80% [23]. The main difference between capacitors and supercapacitors
lies in their energy storage density. Supercapacitors can store energy at higher energy density,
therefore its small form factor makes it more suitable for sensor nodes than a capacitor. How-
ever, if the size is not an issue, a capacitor can also be used. Self-powered sensors with energy
harvesting capabilities using supercapacitors or capacitors will eliminate the need for frequent
battery changes.
Batteries can also be combined with supercapacitors to extend hardware lifetime. We can
use a two-stage buffer [24] using the supercapacitor as the primary buffer and the rechargeable
battery as the secondary buffer to prolong the lifetime of the system hardware.
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1.2.3 Components of an EH-WSN Node
By using energy harvesters, WSNs are able to operate perpetually until hardware failure. Each
energy harvesting sensor node typically comprises one or more energy harvesters that convert
ambient energy into electrical energy, an energy storage device (e.g., supercapacitor) to store the
harvested energy, a sensor for measurement, a micro-controller for processing and a transceiver
for communications. The main hardware differences between a battery-powered wireless sensor
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Figure 1.2: Battery-operated versus energy-harvesting sensor node
The energy characteristics of an EH-WSN node are different from that of a battery-powered
sensor node, as illustrated in Fig. 1.3. In a battery-powered node, the total energy reduces with
time and the sensor node can operate until the energy level reaches an unusable level. In an
EH-WSN node, energy can be replenished using energy harvesters. However, since the energy
harvesting rates achievable with EH-WSN devices in the market today are much lower than the
power consumption for node operation (sensing, processing and communication), harvested en-
ergy is accumulated in a storage device until a certain level before the node can operate. The
process is repeated when the energy is depleted, as illustrated in Fig. 1.4. Since storage devices
such as supercapacitors offer virtually unlimited recharge cycles, EH-WSN can potentially op-
erate for very long periods of time (years or even decades) without the need to replenish its
energy manually.
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Figure 1.3: Energy characteristics of battery-operated versus energy harvesting sensor nodes
Time
Stored Energy in an 
EH-WSN node
Node charging




WSN node in 
operation
Charging Cycle 1 Charging Cycle 2 Charging Cycle 3
Em
Charging Time Charging Time
Charging 
Time
Figure 1.4: Charging cycles of EH-WSN nodes
6
For example, solar-powered sensor nodes can be deployed on rooftops to monitor various en-
vironmental parameters such as air quality, rainfall, temperature etc. A vehicular transportation
sensor network can be used to manage traffic conditions, where vehicles may be equipped with
solar energy harvesters to harvest solar energy from the sun as well as vibrational and thermal
harvesters to harvest vibrations and heat from the motors. We consider two different types of
wireless sensor networks, event-driven WSNs and monitoring WSNs.
1.2.4 Event-driven WSNs
In event-driven WSNs, data is only sent to the sink when an event is detected. For example, in a
target tracking WSN, an alert is only sent to the sink once a sensor has detected the target. Once
the target has moved out of the coverage of the sensor node, data transmission will cease. For
event-driven WSNs, there is usually only one or a few data sources and the rest of the sensor
nodes are relay nodes.
1.2.5 Monitoring WSNs
In active monitoring WSNs, sensed data is periodically sent to the sink for analysis. For ex-
ample, in structural health monitoring, the stability of structures needs to be monitored and
analyzed continuously. For active monitoring WSNs, usually a fixed percentage of nodes are
assigned as source nodes and the rest are relay nodes.
1.3 Research Challenges in EH-WSNs
The use of energy harvesters in WSNs is very promising. However, there remain research
challenges that have to be overcome before EH-WSNs can be viable and useful:
1. Although EH-WSNs are very promising for solving the energy constraints of traditional
WSN, the power levels available from the state-of-the-art energy harvesting devices are
in the order of tens to thousands of µW or several mW which is not enough to power the
sensor node continuously. For example, the TI energy harvesting sensor node requires
72.6 mW to receive and 83.7 mW to transmit. One possible solution is to use multiple
energy harvesters together in a single sensor node, however this is not possible in some
scenarios where space or cost is a constraint. The average rate of energy harvesting may be
low as compared to the average rate of energy consumption by the sensor nodes, therefore
nodes can only be awake for very short periods of time.
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2. The energy harvesting rates vary spatially and temporally due to environmental factors as
well as the type and size of energy harvesters used. For example, the energy harvesting
rates for solar energy harvesters are usually highest at noon but lower in the morning
or evening. Furthermore, the harvested ambient energy may be the only energy source
which presents a greater challenge in designing suitable networking protocols for use in
EH-WSNs than other energy-harvesting aware networking protocols since there is greater
energy availability uncertainty.
3. The nodes may be mobile (e.g., vehicular sensor networks) which increases the difficulty
of forming and maintaining network topologies.
4. Since a battery-powered sensor node can operate continuously until its total energy re-
duces to an unusable level, the main aim of existing networking protocols is to conserve
energy to extend network lifetime. These protocols cannot be directly applied to EH-
WSNs since each node can operate as long as ambient energy is available, making balanc-
ing energy usage with the amount of harvested energy the key objective. The comparison
between battery-operated WSNs and EH-WSNs are summarized in Table 1.2.




Maximize lifetime at the expense
of throughput and delay since
battery cannot be replaced
Maximize throughput and mini-
mize delay given the energy har-










Energy model is well understood Energy harvesting rate varies
across time, location as well as
type of energy harvester used
In this thesis, we focus on designing MAC and routing protocols for EH-WSNs that can
maximize throughput given the available harvesting rates. Therefore, our main aim is to match
energy consumption with the amount of harvested energy to achieve high throughput.
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1.4 Contributions
The main research objectives of this thesis are to design asynchronous medium access control
(MAC) and routing protocols for both single-hop and multi-hop EH-WSNs that can achieve high
throughput. Multi-hop capabilities are important for EH-WSNs to achieve wide coverage, as the
effective transmission range of each node is limited in typical deployment environments. Our
research covers both practical and theoretical aspects of networking in EH-WSNs. We aim to
develop distributed and practical networking protocols that can be deployed in EH-WSNs. On
the other hand, we would perform theoretical analysis on our protocols where possible to enable
us to determine the performance of our protocols when deployed under different scenarios. The
novelty of our research will be demonstrated through the following:
1. We use the harvested ambient energy as the only energy source, which makes the eventual
system truly sustainable as there is no need to replace any battery.
2. Our aims are to maximize throughput while minimizing delays given the rate of energy
that can be harvested from the environment. Therefore, we need to match the energy
consumption rates with energy harvesting rates.
3. Our protocols are adaptive to different node densities and energy harvesting rates. This
is important because the energy harvesting rate varies greatly across different energy har-
vesting technologies, deployment location and/or time. By adapting to different node
densities, we can add new sensor nodes or remove failed nodes easily.
4. Our MAC and routing protocols use asynchronous operations. We do not assume that time
is synchronized between nodes which may be difficult to achieve in sensor networks given
the cost and processing constraints on sensor nodes, therefore no time synchronization
protocols are needed. This also ensures that our protocols can be implemented easily on
energy harvesting sensor nodes.
5. Our protocols will require minimal neighborhood discovery. This not only increases
throughput but ensure that the protocols can be used even when the nodes are moving.
Our proposed protocols as well as existing networking protocols used for comparison in this
thesis are shown in Fig. 1.5.
1.4.1 MAC Protocols for EH-WSNs
The first contribution is the study of existing and design of new MAC protocols for EH-WSNs.
We base the study on (i) network throughput, which is the rate of sensor data received by the
9






GR-DD, Geographic Routing, EHOR, AOR, OR
Slotted CSMA, Unslotted CSMA, ID Polling, 
Probabilistic Polling, EH-MAC, WSF, RI-MAC, X-MAC
802.15.4
Figure 1.5: Summary of different networking protocols used in this thesis
sink, (ii) fairness index, which determines whether the bandwidth is allocated to each sensor
node equally and (iii) inter-arrival time which measures the average inter-arrival time of packets
from a source node. For CSMA, we compare both the slotted and unslotted variants. For polling,
we first consider identity polling where the sink will request data from individual nodes. Then
we design a probabilistic polling protocol that takes into account the unpredictability of the
energy harvesting process to achieve good performance by adjusting the contention probability
dynamically based on the energy harvesting rates of the sensor nodes. Finally, we present an
optimal polling MAC protocol to determine the theoretical maximum performance. We validate
the analytical models using extensive simulations incorporating experimental results from the
characterization of different types of energy harvesters. The performance results show that
probabilistic polling achieves high throughput and fairness as well as low inter-arrival times.
Next, we incorporate probabilistic polling into EH-MAC, which is a multi-hop MAC proto-
col for EH-WSNs. EH-MAC is a reliable multi-hop MAC protocol with acknowledgements and
retransmissions, therefore it is suitable for WSN applications that require reliable data deliv-
ery. It can be used with geographic routing protocol to send data from the source to the sink or
used with a data dissemination algorithm. We show that EH-MAC performs better with higher
throughput and network capacity compared to other multi-hop MAC protocols for WSNs.
1.4.2 Opportunistic Routing Protocols for EH-WSNs
The second contribution is in the area of routing for EH-WSNs. We design an opportunistic
routing protocol (EHOR) for EH-WSNs for a linear topology. First, we use a regioning ap-
proach to group nodes together in EHOR to reduce delay and improve goodput as compared to
conventional opportunistic routing protocols. Next, we further improve EHOR’s performance
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by taking into consideration the amount of available energy in each node in addition to its dis-
tance from the sender when determining its transmission priority. We evaluate EHOR using
extensive simulations and the results show that assigning transmission priorities to the nodes
according to distance and energy considerations is important to achieve high goodput in a lin-
ear topology. Next, we design an adaptive opportunistic routing protocol (AOR) which extends
EHOR for 2D topology. In addition, we show that AOR performs well under mobility and dif-
ferent energy models. EHOR/AOR are best-effort opportunistic routing protocols that are used
with the CSMA protocol. It does not ensure reliable packet delivery but it can achieve higher
throughput through the use of opportunistic routing with minimal neighborhood discovery.
1.5 Organization of the thesis
In Chapter 2, we review the state-of-the-art networking protocols that have been developed for
both WSNs and EH-WSNs. Next, we characterize the radio and energy harvesting characteris-
tics of EH-WSN nodes in Chapter 3 and describe the different energy management schemes that
can be used. Then, we design a probabilistic polling MAC protocol for single-hop EH-WSNs
in Chapter 4 and extend it to multi-hop scenarios in Chapter 5. We design opportunistic rout-
ing algorithms for a linear topology in Chapter 6 and extend it to a 2D scenario in Chapter 7.




Background and Related Work on
EH-WSNs
In this chapter, we review the state-of-the-art in sensor network research, with particular inter-
est/focus on those relevant to EH-WSNs.
2.1 WSN Architecture
The architecture of WSN is important in the design of networking protocols. We can generally
classify WSN architectures into single-hop and multi-hop WSNs.
2.1.1 Single-hop EH-WSN
In the single-hop architecture, all the sensor nodes are within direct transmission range of the
sink as illustrated in Fig. 2.1 . While this architecture is simple, it is commonly used to achieve
tractable analysis of networking protocols.
: Source
: Sink
Figure 2.1: Single-Hop Architecture
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2.1.2 Multi-hop EH-WSN
In the multi-hop architecture as illustrated in Fig. 2.2, except for a few nodes, data from the
source nodes have to be relayed through intermediate sensor nodes. This architecture is the




Figure 2.2: Multi-Hop Architecture
2.2 Physical Data Transmission
The physical layer suitable for low-rate low-power wireless transmissions has been standardized
by the IEEE 802.15.4 working group [25]. Current standards support transmission speeds of up
to 250kbps. Many commercial companies produce sensor nodes based on this standard which is
commonly referred to as Zigbee [26], arising from the Zigbee Forum which defines upper layer
protocols using the IEEE 802.15.4 as the underlying physical layer.
2.3 Power Management
Even though the energy of EH-WSNs can be replenished using energy harvesting, the amount
of harvested energy can be unpredictable and some energy harvesting devices only provide
low power. Therefore, efficient power management is important to maximize the benefits of
having the extra harvested energy. The use of energy harvesting devices in sensor motes meant
that traditional metrics such as residual battery level can no longer be solely used in power
management. As shown in [27], information about future energy availability is required to
make optimal routing decisions. To achieve this, an environmental energy harvesting framework
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(EEHF) is proposed in [28] to adaptively learn the energy environment and make use of this
information to use the energy resources more efficiently to improve the performance of the
sensor network. It models a day as a single epoch and uses an autoregressive filter to predict the
available energy in the next epoch using the previous epochs.
Another power management system to improve the performance of EH-WSNs using an
Exponentially Weighted Moving-Average (EWMA) filter is shown in [29]. It divides a day into
forty-eight half hour slots and energy availability for each slot is estimated using a weighted
average in the same slot over the previous days and slots. The model can also be optimized to
tune the weighting factor based on seasonal patterns. Another fast, efficient and reliable solar
prediction algorithm is presented in [30]. An analytical model that can be used to predict various
performance metrics, such as latency, is derived in [31].
One possible way to reduce power consumption is to employ duty cycling schemes. Duty
cycling measures the fraction of time in which a node is in active state. The duty cycle of a node
affects the network performance. A higher duty cycle can give higher throughput and lower
delay but leads to more energy consumption. Duty cycles can also be adapted to maximize sys-
tem performance. In [32], adaptive control theory is used to reduce the variability in duty cycle
while ensuring energy neutrality in EH-WSNs. The performance of different sleep and wakeup
strategies based on factors such as channel state, battery state and environmental factors are
analyzed in [33] and game theory is used to find the optimal parameters for a sleep and wakeup
strategy to tradeoff between packet blocking and dropping probabilities [34]. In [35], a proba-
bilistic observation-based model is used to develop a time-slotted energy allocation scheme to
use the periodically harvested solar energy optimally. In [36], energy management policies are
developed to minimize a linear combination of the mean queue length and the mean data loss
rate. However, contention for nodes using the same slot is not modeled in these schemes.
In [37], an Energy Synchronized Communication (ESC) is used to assign working sched-
ules to nodes in an EH-WSN to optimize cross-traffic delays where there can be many source-
destination pairs. The main idea is to balance (synchronize) energy supply with demand to
ensure that energy is not wasted during periods when the energy harvesting rate is high. The
communication delays for routes in EH-WSNs can also be bounded as described in [38]. How-
ever, the bounds are only for low duty-cycled WSNs where the traffic or data congestion is low
and every node needs to know their neighbors’ working schedule.
Power control is also important to reduce energy consumption and maintain connectivity.
In general, reducing power will reduce transmission range but may reduce interference to other
concurrent transmissions. In [39], the minimum number of sinks required to keep the network
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connected is analyzed. Another approach [40] is to tradeoff energy consumption with packet
error to maximize performance.
2.4 MAC Protocols
In WSNs, nodes communicate with one another and with the sink via a shared wireless media.
Therefore, an efficient medium access control (MAC) protocol is needed, especially in energy-
constrained sensor networks. There are many ultra-low power MAC protocols designed for
sensor networks which can generally be classified into two types: scheduled or random access
protocols.
2.4.1 Scheduled MAC Protocols
For scheduled MAC protocols, the most common method is to assign time slots to each node
to transmit so that idle listening can be eliminated. In [41] and [42], periodic sleep schedules
are proposed to reduce energy consumption. However, this incurs the additional overhead of
exchanging time schedules and a protocol for the synchronization of time slots. Furthermore,
these protocols cannot adapt to different duty cycles by changing the number of active slots dy-
namically, therefore they are not optimal for EH-WSNs. Polling MAC ([43],[44],[45]) protocols
require a centralized coordinator to determine the order of transmissions. Since these schemes
assume the use of batteries in their scenarios, energy conservation therefore is a key consider-
ation. While many MAC protocols have been designed for wireless sensor networks, they are
not optimized for the energy characteristics of an EH-WSN where nodes cannot control their
wakeup schedules as the energy charging times are dependent on environmental conditions.
In EH-WSNs, since the energy source is unpredictable, it is difficult for nodes to exchange
time schedules since the nodes do not know the amount of energy that they can harvest in
advance. However, a Wakeup Schedule Function (WSF) [46] can solve this problem by allowing
each node to wake up asynchronously without coordination with other nodes. With a (u,w,v)
block design, each node is awake over a block of u slots, and is active over w slots such that any
two nodes would have at least v overlapping active slots. In an EH-WSN, the node will harvest
enough energy in each charging cycle to be active in w slots. After charging to the required level,
the node will start a new block at the start of the next time slot. If no charging is required within
blocks (since the node may accumulate enough energy for the block during the sleep periods
within the block), then any two blocks would have at least v active slots in common. To ensure
that nodes do not wake up at the same time, the active slots in each node may be randomized.
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Furthermore, the unpredictability in the energy harvesting process also ensures that not all the
nodes wake up at the same time.
The WSF scheme in an EH-WSN is illustrated in Fig. 2.3 using a (7,3,1) block design. In
each active slot, the node can either choose to be a receiver or a sender. If it chooses to be a
receiver, then it would need to transmit a beacon at the start of the slot to let other senders know
that it is ready to receive data. If it chooses to be a sender, it would wait to receive beacons
from the receivers. Once a beacon is received successfully by the sender, it would determine
whether the sender of the beacon is closer to the sink than it is to determine whether it could be
a forwarder. If it could be a forwarder for the sender, the sender will send its data to the receiver.
If the receiver receives the data successfully, it would send an acknowledgment packet (ACK)




















Figure 2.3: Possible wakeup schedules for different nodes with WSF(7,3,1)
2.4.2 Random Access MAC Protocols
Random access protocols do not need to exchange state information or schedules but incur
additional idle time for the node to sense the channel before transmitting and overhearing time
to listen to packets from other nodes in which it may not be the destination node. B-MAC [47]
uses an adaptive preamble sampling scheme using low power listening to reduce duty cycle and
minimize idle listening. B-MAC performs periodic channel sampling by alternating between
active and sleep periods. In the active period, the node will do carrier sensing to determine
whether there is any channel activity. If any channel activity is detected, the node will remain
active to receive the incoming data packet or else it will go back to sleep. X-MAC [48] improves
upon B-MAC by using shorter preambles and reducing energy consumption for receivers.
B-MAC and X-MAC are sender-initiated protocols since senders will start to initiate com-
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munications with receivers by sending preamble packets. Another type of MAC protocols for
WSNs is receiver-initiated protocols. RI-MAC [49] and LPP [50] are examples of receiver-
initiated protocols where receivers start communications with the senders using preamble pack-
ets. One advantage of receiver-initiated protocols is that the receiver knows when it is ready to
receive data packets (i.e. the channel is clear) so there is greater probability of a successful data
reception by the receiving node.
2.4.3 Other MAC Protocols for WSNs
For event-driven sensor networks, Sift [51] is shown to perform well in experiments and it is
shown analytically in [52] that Sift is near optimal. However, many of these MAC protocols are
not designed for use in EH-WSNs. Many of the proposed MAC protocols for WSNs proposed
some form of backoff mechanism to reduce contention when there are excessive collisions.
An active area of research in wireless communications is cooperative transmission protocols
in which neighboring nodes help each other during the retransmission process. This concept can
also be used in sensor networks and is described and analyzed in [53]. Another class of MAC
protocols which use code assignments is used in DS-UWB wireless networks [54]. However,
code assignment as well as the complexity of encoding and decoding are open problems in
sensor networks with limited processing resources. An optimal transmission policy [55] can be
used to achieve better performance when the data generated is of different priorities.
2.5 Routing Protocols
Since sensor networks are data-centric, as compared to the node-centric communication paradigm
used in the Internet, new routing protocols have to be designed for sensor networks. To reduce
energy usage, sensors do not send their data to the sink directly. Instead, sensed data is usually
delivered using multiple relay sensor nodes to the sink. One early routing protocol designed for
sensor networks is directed diffusion [56] where gradients are used to set up routes from the data
source to the sink. These routing protocols normally choose routes based on the lowest latency
from the source to the sink.
With EH-WSNs, the best route may no longer be the one with the least latency since the
available energy at each node is different due to the type and location of the energy harvester.
There are a number of routing protocols designed for use in WSNs with energy harvesting
devices. For example, in [57], directed diffusion is modified to incorporate information on
whether a node is running on solar power or on battery power. Results show that solar-aware
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directed diffusion performs better than shortest-path routing. In [58], a solar-cell energy model
is incorporated into geographic routing to improve network performance. Since nodes may har-
vest different amounts of energy, their duty cycles may not be the same. To reduce latency, a
low-latency routing algorithm is proposed in [59]. In WSNs with energy harvesting devices,
maximizing the network’s workload is the main consideration since energy can be replenished.
However, the amount of power provided by the environment is limited, therefore we need to
have a routing algorithm that takes into consideration nodes with energy harvesting capabilities.
A solution to this problem is given in [60] and this work is further extended in [61]. The main
idea is to model the network as a flow network and obtain the solution by solving the maxflow
problem to maximize throughput. Another solution is given in [62] where the energy replenish-
ment rate is incorporated into the cost metric when computing routes. Geographic routing can
also be modified as described in [63] to take into consideration the amount of energy that can
be harvested from the environment. If batteries are used in conjunction with supercapacitors,
then a routing metric can be derived [64] to maximize network life by minimizing the use of the
battery since it has limited recharge cycles and maximizing the use of the supercapacitor since
it can be recharged millions of times.
Another method to route packets in sensor networks is through the use of clusters. In
LEACH [65], nodes route packets to cluster heads. The cluster heads will form an overlay
to route the packets before reaching the destination. Clustering in sensor networks can also be
improved by considering harvested energy as shown in [66] and [67]. In EH-WSNs, nodes with
energy harvesters are chosen as cluster heads since the energy can be replenished. sLEACH
[66], which is an extension to LEACH, chooses cluster heads probabilistically and energy har-
vesting sensor nodes are assigned higher probabilities compared to battery-powered nodes. As
compared to LEACH, sLEACH can achieve higher lifetime.
Conventional WSN routing protocols cannot be used in EH-WSN since the wakeup timings
of the sensor nodes cannot be predicted in advance because the time required to charge up the
sensor node fully is dependent on environmental factors. Therefore, it is not possible for a node
to know the number or the identity of neighbors who are in receive state when it is ready to
transmit. However, assuming that each node knows its own location, we can use a broadcast-
based geographic routing protocol. In our earlier work [68], we showed that Geographic Routing
with Duplicate Detection (GR-DD) performs better than geographic routing alone in EH-WSNs.
In Geographic Routing (GR), any sensor node that is nearer to the sink than the sender has to
relay the data packet. When a relay node receives a data packet in the receive period, it will
first store the packet in the buffer. At the end of the receive period and if the channel is clear,
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the packet at the head of the queue in the buffer will be transmitted. GR-DD improves GR by
checking for duplicate packets when a sensor node receives a data packet so duplicate packets
are not forwarded.
2.6 Transport Protocols
The most popular transport protocol being used today is TCP in the Internet. The main roles
of TCP are to ensure reliable data delivery and to regulate data flow so as to avoid congestion
collapse . Another objective of TCP is to ensure that every flow gets its fair share of bandwidth.
However, TCP cannot be used directly in sensor networks because of many factors such as
energy constraints and excessive overhead in maintaining end-to-end reliability. Furthermore,
TCP does not perform well in wireless networks. Many transport protocols have been proposed
in sensor networks. STCP [69] is an end-to-end congestion control scheme for sensor network.
It can provide variable reliability based on the applications’ requirements. Since sensor net-
works are data-centric, ESRT [70] considers reliability based on individual events rather than
on each individual node. Therefore, ESRT provides reliability on a per-event basis instead of
a per-node basis. Many congestion control algorithms ([71],[72],[73]) have been designed for
sensor networks, with the main objective of maximizing throughput while maintaining fairness
for each data flow in WSNs.
2.7 Examples of EH-WSNs
Some examples of sensor nodes using energy harvesters have been deployed in testbeds. For
example, in [74], 557 solar-powered sensor nodes have been used to evaluate robust multi-target
tracking algorithms. Their work mainly focuses on the design and implementation aspects of the
testbed. Another solar-powered sensor network testbed that is used to track animals in a farm is
illustrated in [75]. A similar testbed that makes use of solar energy together with rechargeable
batteries is shown in [76].
Zebranet[77] is a mobile sensor network used to track zebra movement. It uses solar mod-
ules with a Li-ion rechargeable battery to support bad weather during the day when there is no
sunlight and during night when there is no ambient energy available. The Li-ion battery can
provide each node with 72 hours of operation when it is fully charged.
SHiMer[78] is a wireless platform for structural health monitoring. It is a solar energy
harvesting platform that uses supercapacitors as the energy storage. A node would sense the
vibration of a structure using a piezoelectric element embedded within the structure and perform
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computations to detect the damage. Besides civil structures, energy harvesting wireless sensors
have also been developed for monitoring the structures of aircraft [79].
All the testbeds show that there are many factors affecting energy harvesting. For example,
if solar energy is used, these factors could include seasonal and daily variation in solar power,
the placement of solar panels, etc. Therefore, the rate of energy harvested is not constant or
predictable.
2.8 Summary
In this chapter, we have reviewed some state-of-the-art networking protocols that have been
designed for WSNs. While these protocols work well in battery-operated WSNs, they may not
work well in EH-WSNs since they are designed for power constrained battery-operated sensor
nodes and not for energy harvesting sensor nodes. Although networking protocols have been
designed specifically for WSNs that utilize harvested energy, our protocols have the following
advantages compared to other EH-WSN protocols described in this chapter:
• Our protocols do not need to know much information about the network (e.g., the identity
or schedule of the active nodes), therefore they reduce overheads by eliminating neighbor
discovery schemes and ensure that they can continue to function under high node mobility.
• Our protocols do not need to predict energy availability, thereby eliminating performance
degradation due to prediction inaccuracies.
• Our protocols can adapt to changes in node density as well as the energy harvesting rate
quickly to give high throughput.
• Our protocols do not require time synchronization protocols, therefore it is easy to imple-
ment them on energy harvesting sensor nodes and accurate clocks are not needed.
• Our protocols do not have fixed duty cycles, therefore when energy harvesting rates in-
crease, we can increase throughput by increasing the duty cycles of the nodes.
• Our protocols are designed for different types of WSNs, including monitoring WSNs and
event-driven WSNs. There are no restrictions on the traffic load, number of source nodes
or events.
In the next chapter, we will characterize the energy harvesting process and radio behavior
of EH-WSN nodes. We will also describe two different energy management schemes that can




Characterization and Energy Models
of Energy Harvesting Nodes
3.1 Introduction
In this chapter, our main focus is to determine the radio behavior and energy harvesting charac-
teristics of energy harvesting sensor nodes. The radio behavior affects the deployment of sensor
nodes and network performance, therefore an accurate characterization will ensure that actual
performance will closely match our simulation results. The energy harvesting characteristics
will enable us to model the energy harvesters and justify the need for novel networking pro-
tocols for EH-WSNs. We also define two different energy management models for use under
different scenarios where harvested energy are continuously available as well as in scenarios
where harvested energy may be unavailable for some periods of time.
3.2 Characterization of EH-WSN nodes
We empirically characterize the (i) radio behavior as well as (ii) traffic and energy harvesting
characteristics of solar [21] and thermal [80] energy harvesting nodes that use the MSP430
microcontroller and CC2500 radio transceiver from Texas Instruments (TI), as shown in Fig.
3.1.
The sensor node development kit [21] we use consists of a solar panel optimized for indoor
use, two eZ430-RF2500T target boards and one AAA battery pack for debugging purposes. The
target board comprises the TI MSP430 microcontroller, CC2500 radio transceiver and an on-
board antenna. The CC2500 radio transceiver [81] operates in the 2.4GHz band with data rate
(α) of 250 kbps and is designed for low power wireless applications. The operating power for
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node is 72.6 mW (Prx) and 83.7 mW (Ptx) for receiving and transmitting (at 1dBm) respectively
as measured in [82]. The turnaround time (tta) to change state from receive to transmit and vice
versa is 0.192 ms as defined in [25]. The power consumption (Pta) during the turnaround time
is estimated to be the average of the transmit and receive power. The clear channel assessment
time (tcca) is 0.128 ms as defined in [25].
The harvested energy is stored in EnerChip, a thin-film rechargeable energy storage de-
vice with low self-discharge manufactured by Cymbet. The thermal energy harvester converts
temperature differences into electrical energy and the generated voltage is proportional to the
temperature difference. The common simulation parameters modeling the TI energy harvesting
sensor node are shown in Table 3.1 and is incorporated into all the simulations in this thesis.








The experimental setup comprises one or more transmitters (with transmission power fixed
at 1dBm) and a receiver (sink) connected to a laptop as shown in Fig. 3.2a and 3.2b. The
battery pack is used for powering the target board at the transmitter in the radio characterization
tests. For the traffic and energy characterization, a TI evaluation board is used at the receiver as a
sniffer to overhear packet transmissions from the transmitter and record their timings accurately.
(a) Outdoor Solar Energy Harvester (b) Indoor Solar Energy Harvester (c) Thermal Energy Harvester
Figure 3.1: Energy harvesting sensor nodes using MSP430 microcontroller and CC2500




(a) Setup for link measurements
Receiver
Transmitter
(b) Setup for energy measurements
Figure 3.2: Experimental setup
3.2.1 Radio Characterization
To quantify the maximum transmission range, we transmit 1000 packets in an open field using
the experimental setup shown in Fig. 3.3a, and measure the ratio of successful receptions (packet
delivery ratio or PDR) at different transmitter-receiver distances. Each packet consists of 40
bytes of data (the current maximum value allowed due to software issues) with an additional 11
bytes of headers, therefore each data packet is 51 bytes. The results are shown in Fig. 3.3b.
To reduce the physical layer overhead, we may want to increase the size of the data packet.
Using bit error rate (BER) at different transmitter-receiver distances from the empirical mea-
surements by assuming that the BER is the same for different packet sizes at any transmitter-
receiver distance, we can obtain the PDR and transmission range for different packet sizes. For
example, the PDR results for 100 bytes packets are shown in the same graph. Although the
observed PDR at shorter transmitter-receiver distances is sometimes lower than that at longer
distances, the general trend is that the PDR (link quality) degrades gradually with distance, but
falls sharply beyond 70m.
3.2.2 Traffic and Energy Characterization
We characterize the traffic and energy model of each harvesting device by deploying the setup in
various scenarios and recording the charging time as well as the number of packets transmitted
in each cycle. When the transmitter is powered by the solar or thermal energy harvester, its
stored energy is low initially. After some energy harvesting (charging) time, when sufficient
energy has been harvested and accumulated in the energy storage device to send or receive a
few data packets, the power supply for the microcontroller and transceiver will be switched on.
Then, the transmitter will continuously broadcast data packets until the energy is depleted after





































51 bytes packet size
100 bytes packet size
(b) Results
Figure 3.3: Radio characterization in open field
start to accumulate energy again and the process is repeated in the next cycle as illustrated in
Fig. 1.4. Some of the scenarios that we use are shown in Table 3.2.






1 Outdoor Solar Outdoors, 10am (Average light intensity of 27000 lux)
2 Outdoor Solar Outdoors, 11am (Average light intensity of 42000 lux)
3 Indoor Solar Directly under a 28 W fluorescent lamp (Light intensity
of 20000 lux) (Fig. 3.4a)
4 Indoor Solar 1m under a 28W fluorescent lamp (Light intensity of 1600
lux)
5 Indoor Solar 2m under a 28W fluorescent lamp (Light intensity of 700
lux)
6 Thermal Mounted on a CPU heat sink inside a computer (Fig.
3.4b) (Temperature gradient of 45◦C)
Fig. 3.5 illustrate the probability density functions (pdf) of the charging times under differ-
ent scenarios obtained from 1000 charge cycles. The pdf describes the relative likelihood for
the charging time to occur within a given time interval and the probability in any time interval
is given by the integral of its density over the interval. The number of transmitted packets per
cycle (npkt ) depends on the minimum energy required for the node to become active. For the
TI sensor node, once the minimum energy has been accumulated, we can send 17 to 19 packets









(b) Thermal Energy Harvester mounted on a
CPU Heat Sink
Figure 3.4: Placement of energy harvesters for energy measurements
time decreases when light intensity increases (Scenario 2). For the indoor solar energy harvester,
the results show that there is greater variation (higher standard deviation) in the charging time
required for each charge cycle when the sensor node is further away from the light source. A
summary of the energy harvesting characteristics obtained from these experiments is given in
Table 3.3. The bin size refers to the data range for each interval for the histogram. It depends
on minimum and maximum charging time as well as the number of intervals required. We have
chosen the bin size such that the distribution of the charging time can be observed clearly from
the histogram. The duty cycle (κ) refers to the time in which the node is in active state where it
is transmitting data packets. It can be computed by
κ =
npktttx
npkt ttx + tc
(3.1)
where tc is the average charging time for each cycle and ttx is the time taken for a packet trans-
mission. For a packet size, sd , of 51 bytes used in our radio characterization tests, and data rate,
α of 250 kbps, the packet transmission time, ttx is 1.632 ms. The energy harvesting rate can be
obtained by considering the total energy consumed during node operation given by
Etotal = npkt Ptxttx. (3.2)























(a) Outdoor solar energy harvester at 10am














(b) Outdoor solar energy harvester at 11am


















(c) Solar energy harvester directly under fluorescent
lamp




















(d) Solar energy harvester 1m under fluorescent lamp

















(e) Solar energy harvester 2m under fluorescent lamp















(f) Thermal energy harvester on a CPU heat sink
Figure 3.5: Probability density functions of charging times in different scenarios
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Table 3.3: Charging time statistics for scenarios 1 to 6
Scenario 1 Scenario 2 Scenario 3
Minimum Charging time (ms) 270.27 257.01 1208.63
Maximum Charging time (ms) 2518.26 538.32 1286.12
Average Charging time (ms), tc 547.23 m 343.31 1266.10
Standard deviation (ms) 309.63 41.94 8.12
Bin size in Fig. 3.5 (ms) 40 10 5
Average time to harvest energy to send
one packet (ms)
30.45 19.10 70.46
Duty cycle (%) 5.09 7.87 2.26
Average energy harvesting rate (mW) 4.26 6.59 1.89
Scenario 4 Scenario 5 Scenario 6
Minimum Charging time (ms) 4753.88 7470.19 1818.71
Maximum Charging time (ms) 6734.70 12279.66 2422.81
Average Charging time (ms), tc 5854.37 9655.25 1980.46
Standard deviation (ms) 340.34 623.37 105.14
Bin size in Fig. 3.5 (ms) 50 100 10
Average time to harvest energy to send
one packet (ms)
325.79 537.30 110.21
Duty cycle (%) 0.50 0.30 1.46
Average energy harvesting rate (mW) 0.42 0.25 1.22
29
Upon visual inspections, the histograms suggest that the distributions can be modeled using
normal distributions. We carry out statistical tests using the chi-square goodness-of-fit test [83].
We divide the data into 52 (exponential) or 53 intervals (uniform and normal) so that the degrees
of freedom is 50. At the 0.05 level of significance, the critical value χ20.05,50 is 67.5. The null
hypothesis that the charging time conforms to the distributional assumption is rejected if the
computed χ2 value exceeds 67.5. Other than testing for normal distribution, we also compute
the χ2 values for exponential and uniform distributions as shown in Table 3.4. As expected, the
χ2 values for exponential and uniform are large, indicating that they do not fit these distributions
at all. Although the χ2 values for the normal distribution are smaller, only scenario 3 fits the
normal distribution from the statistical tests. Therefore, since the empirical measurements do not
fit any of these well-known distributions well, we have used actual charging time measurements
in our simulations to reflect actual performance.







Scenario 1 3782.9 2047.0 1307.4
Scenario 2 990.9 5239.0 154.2
Scenario 3 1757.6 38239.9 32.4
Scenario 4 842.7 12364.7 164.8
Scenario 5 2340.8 14634.0 2428.1
Scenario 6 2227.2 20250.9 731.2
Next, we investigate the temporal and spatial variation of energy harvesting, and quantify
the level of time correlation in charging time across charging cycles.
• Temporal variation:
For scenario 1, we plot the average energy harvesting rate obtained at 1-minute intervals
for measurements collected over 30 minutes in Fig. 3.6. The light intensity during this
period was from 5000 lux to 40000 lux. We observe that the average energy harvesting
rate changes over time, decreasing (increasing) when light intensity decreases (increases).
• Spatial variation:
For scenarios 1 and 4, we fixed the position of one node (Node 1), and placed the second
node (Node 2) within a radius of 1m by changing the position of node 2. For each place-
ment, we compute the average harvesting rate over 10 minutes, and plot them in Figs.
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Figure 3.6: Average charging times of the node in different time intervals
3.7a and 3.7b. We observe that the energy harvesting rates exhibit spatial variation. To
determine whether there is any correlation in harvesting rates between the two nodes, we





where di is the difference between the ranks assigned to variables X and Y and n is the
number of pairs of data. Each pair of data refers to the average energy harvesting rate
measured by the two nodes. An rs value of 1 indicates perfect correlation while an rs value
of close to zero would conclude that the variables are uncorrelated. Since there are 6 pairs
of data, the critical value of rs at 5% significance level is 0.829 obtained from statistical
tables. The values of rs for the outdoor and the indoor solar energy harvesters are 1.00
and 0.60 respectively. This means that the readings between nodes for the outdoor energy
harvesters are correlated while that for indoor solar energy harvesters are not strongly
correlated. This is because for the outdoor energy harvester, the energy source is mainly
from the sun while for indoor energy harvesters, there are many sources of energy from
various fluorescent lamps in the room therefore readings are less likely to be correlated.
3.3 Energy Management in EH-WSNs
With the state-of-the-art energy harvesters for EH-WSN nodes, the rate of energy harvesting is
much lower than typical power consumption levels in a wireless sensor node. As such, the node
can be in one of two states: (i) charging - in this state, the node is inactive and harvested energy
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Figure 3.7: Average charging times of nodes in the same region
is cumulatively stored; (ii) active - in this state, there is sufficient stored energy to operate the
node and energy can also be replenished by the energy harvester while the sensor node is active.
In the active state, the power consumed by the node is not constant as transmission and reception
of data packets consumes different amounts of energy. This difference is being modeled in this
thesis using Ptx and Prx as the transmit and receive power levels respectively. We assume that a
node remains in the active state to receive or transmit packets for a fixed period of time ta. The
minimum accumulated energy required to operate the node for ta is
Em = max(Prx,Ptx)ta. (3.5)
The capacity of the energy storage device required is at least Em. At the end of the active period,
the processor and transceiver will be switched off.
We consider two energy management schemes that determine the duty cycling mechanism
of an EH-WSN node:
3.3.1 Simple Energy Management
With this scheme, the node switches to active state whenever the stored energy reaches Em,
remains active for ta, and switches back to charging state. This is illustrated in Fig. 3.8a.
3.3.2 Adaptive Energy Management
In the event that there are periods where ambient energy is unavailable (e.g., an overcast sky
for solar energy harvesting as illustrated by the plateaus in Fig. 3.8b), the simple energy man-
agement scheme may result in extended blackout periods with zero throughput. This may be
undesirable, particularly for applications where continuous monitoring is required (e.g., threat
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Active State (ta)Charging State (tc)
Eh
El
(b) Adaptive Energy Management
Figure 3.8: Different energy management schemes of an EH-WSN node
to continue to operate in the absence of ambient energy. The idea is to build up energy beyond
Em (as illustrated in Fig. 3.8b) when ambient energy is available which can then be used during
periods when the latter is temporarily unavailable.
We define three energy levels: Em, El = nlEm and Eh = nhEm, 1 < nl < nh. Unlike the simple
energy management scheme in which the node becomes active once the accumulated energy
reaches Em, we randomize every node’s charging time. The interval between consecutive wake-
ups is varied using td , which is the charging time between cycles. We denote by Ec the stored
energy level and use td to control the duty cycle of the node. Each node will check its energy
level whenever it wakes up. If Ec is below Em, it will go back to the charging state. Otherwise, it
will become active for ta. At the end of the active period, the next wake-up time will be adjusted
based on its remaining energy. If Ec falls below El, we decrease the duty cycle by increasing td .
If Ec is between El and Eh, we maintain the current duty cycle. If Ec is above Eh, we increase
the duty cycle by decreasing td and the node can remain active for another active period. This
ensures that throughput will increase when there is abundant ambient energy while ensuring a
minimum throughput temporarily when there is no ambient energy. Algorithm 1 describes the
adaptive energy management feature.
Since checking of energy level consumes some energy, we impose a upper bound on the
checking rate through a lower bound, TMIN , on td. On the other hand, to ensure that EH-
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Algorithm 1 Adaptive energy management
1: El ← nlEm; Eh ← nhEm; td ← TMIN
2: Check energy level Ec
3: if Ec ≥ Em then
4: Remain active for a time period of ta
5: else
6: Go to step 9
7: end if
8: At the end of active period, check energy level Ec
9: if Ec ≤ El then
10: td ← min (2∗ td ,TMAX )
11: else if El < Ec ≤ Eh then
12: maintain current value of td
13: else if Ec > Eh then
14: td ← max (td/2,TMIN )
15: Go to step 3
16: end if
17: Choose a charging time tc where tc ∈ [TMIN , td ]
18: Turn off sensor node and stay in charging state for tc
19: At the end of the charging period, repeat step 2.
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WSN achieves a certain minimum throughput, we set the minimum duty cycle through an upper
bound, TMAX , on td. TMAX is also used to ensure that the node will check its energy level regularly
to increase throughput when more harvested energy is available.
By analyzing the duty cycle, we are also able to know the amount of time in which the node
can continue to operate in the absence of harvested energy. We let tlast be the time in which the
sink receives the last packet from the source sensor nodes when there is no harvested energy
available. El is the lower bound of the ideal energy level of the node. Assuming that the sensor
node has at least El energy in its storage when the energy harvester ceases to produce energy,
the average interval between active periods is TMAX2 . Therefore, if the maximum energy is used






















Since the node may not utilize the maximum amount of energy available in each active period,
the value obtained in (3.6) is a lower bound.
Both energy management schemes are included in our simulations to illustrate the perfor-
mance of our proposed protocols in scenarios when ambient energy is readily available and
when ambient energy is not available for extended periods of time. Our protocols are not re-
stricted to these two energy management schemes. Other energy management schemes (e.g.
[32]) can be used with our schemes to provide better performance.
3.4 Conclusion
From the experimental characterization results, we can conclude that the energy harvesting rate
of each node depends on the energy harvester used (indoor solar, outdoor solar or thermal), the
location of the energy harvester as well as the time of the day (for outdoor solar cells). The
collected charging cycle timings are also used in our simulations so that simulation results will
reflect actual performance. We also present two different energy management schemes to cater
for scenarios in which ambient energy is not available for some periods of time. In the next




Single-Hop MAC Protocols for
EH-WSNs
4.1 Introduction
In this chapter, we consider single-hop MAC protocols for EH-WSNs with three main contribu-
tions:
1. We do a performance analysis of existing MAC protocols when adapted for use in EH-
WSNs in a single-hop scenario using network throughput, fairness and inter-arrival time.
We use CSMA and polling MAC protocols which are the most commonly used MAC pro-
tocols for wireless networks. We validate our analysis by comparing numerical predic-
tions with simulation results using empirical charging times taken from our experiments.
We show that the simulation results match our analysis closely, therefore we are able to
predict performance for different node densities and energy harvesting rates.
2. We design and analyze a probabilistic polling algorithm that can achieve high throughput
and fairness as well as low inter-arrival times in EH-WSNs with different node densities
and energy harvesting rates. We validate our analytical models by comparing the numer-
ical predictions with simulation and experimental results.
3. We present a design for a transmission outcome classifier that is able to accurately distin-
guish among packet transmissions and losses in IEEE 802.15.4 networks. The classifier
uses RSSI and LQI (link quality indicator) values to distinguish between collisions and
weak signal losses. Unlike other approaches, our classifier works well for fully overlap-
ping collisions and do not require modifications to the hardware. By incorporating the
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classifier into the probabilistic polling MAC protocol, we are able to implement proba-
bilistic polling on EH-WSN nodes.
The rest of this chapter is organized as follows: We describe the analytical model and as-
sumptions used in Section 4.2. We analyze various CSMA-based and polling-based MAC pro-
tocols for EH-WSNs in Section 4.3 and 4.4. Next, we design an improved form of polling using
probabilistic methods in Section 4.5. An optimal polling protocol is presented in Section 4.6 for
comparison. The performance results and comparison of various MAC protocols are presented
in Section 4.7. Finally, we present a practical implementation of probabilistic polling using a
transmission outcome classifier in 4.8. We conclude the chapter in Section 4.9. The notations
used in this chapter are summarized in Table 4.1.
4.2 Model and Assumptions
A MAC protocol determines how the common wireless medium is shared among all the EH-
WSN nodes. To compare the performance of different MAC protocols that are used in EH-
WSNs, we have identified three important performance metrics which are the network through-
put (S), fairness index (F) and inter-arrival time (γ). We define Ri to be the rate of data packets







Our analysis assumes that packet losses are only due to collisions between two or more
sending nodes and not due to poor channel conditions. Therefore, the throughput obtained from
the analysis is an upper bound on the actual throughput possible since there would be packet
losses due to weak signals when the channel conditions are poor. While high throughput is
important in the evaluation of any MAC protocol, achieving high fairness is also essential for
active monitoring applications to ensure that sensed data from every sensor is received by the
sink in sufficient quantities to be analyzed. We quantify this using Jain’s fairness metric [84],





F is bounded between 0 and 1. If the sink receives the same amount of data from all the sensor
nodes, F is 1. If the sink receives data from only one node, then F → 0 as n → ∞.
Unlike traditional WSNs where users can specify a data packet sending rate, packets can
only be sent when the EH-WSN node has accumulated enough energy. Therefore, the inter-
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Table 4.1: Notations used in probabilistic polling and other MAC protocols
Symbol Denotes
Erx Energy required to receive a data packet (mJ)
Eta Energy required to change state (from receive to transmit or from transmit to
receive) (mJ)
Etx Energy required to send a data packet (mJ)
Em Minimum energy for the sensor node to become active (mJ)
F Fairness
n Number of sensor nodes in the network
pc Contention probability in probabilistic polling
Prx Power needed when the sensor is in receive state (mW)
Pta Power needed to switch from receive to transmit or from transmit to receive
(mW)
Ptx Power needed when the sensor is in transmit state (mW)
R Per-node throughput of each sensor (packets/second)
S Network throughput (packets/second)
sack Size of an acknowledgment packet from the sink (bits)
sd Size of a data packet (bits)
sp Size of a polling packet (bits)
tcca Time taken to determine whether the channel is clear or not (s)
tpoll Time to send a polling packet (s)
ts Time of a transmission slot in the slotted CSMA model (s)
ttx Time to send a data packet (s)
trx tx Hardware turnaround time from receive state to transmit state (s)
ttx rx Hardware turnaround time from transmit state to receive state (s)
α Transmission rate of the sensor (kbps)
λ Average energy harvesting rate (mW)
γ Average inter-arrival time between packets from the same source (s)
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arrival time, γ , between the successive data packets from each source depends on the charging
characteristics of the energy harvesters.
Our analysis uses the average value of a variable (e.g. average charging rate) wherever pos-
sible which is a methodology commonly used in the performance analysis of computer systems.
This is because from our empirical measurements, the energy charging characteristics do not
follow well-known statistical distributions that can lead to tractable analysis, therefore using
stochastic analysis is difficult.
In this chapter, we consider a monitoring single-hop WSN consisting of n EH-WSN source
nodes that can transmit data directly to a sink, which is a data collection point which is connected
to power mains, and therefore does not need to be charged. Based on an empirical maximum
transmission range of 70m (c.f., Section 3.2.1), we consider a 50m by 50m deployment area for
the EH-WSN. Sensed data is continuously being disseminated periodically to the sink. In the
case of an EH-WSN node, this occurs whenever sufficient energy has been accumulated in the
node. We have used the simple energy management where the node will go into active state
immediately after enough energy has been accumulated. We model the energy charging time in
each charge cycle, i.e., the time needed to charge up the capacitor to the required energy level
(Em) as a continuous random variable and independent of other nodes.
4.3 CSMA MAC protocols for EH-WSNs
4.3.1 Slotted CSMA for EH-WSNs
We first consider a modified version of a slotted CSMA protocol which is used in IEEE 802.11
[85] and 802.15.4 [25] networks. In the slotted CSMA model, there are three states in which
a node could be in, as illustrated by the state transition diagram in Fig. 4.1a. They are the
charging, carrier sensing and transmit states. In the charging state, the processor and transceiver
of the node are powered down to accumulate energy. In the carrier sensing (transmit) state, the
processor is active and the transceiver is in receive (transmit) mode.
In the slotted form of the CSMA protocol, we denote the hardware turnaround time from
receive to transmit and vice versa by trx tx and ttx rx respectively. We define the hardware
turnaround time, tta, as the larger of trx tx or ttx rx, i.e.,
tta = max(trx tx, ttx rx).
We let the duration of each slot be ts where ts = tta + ttx. A sensor would only transmit its data
packet when the ongoing transmission in the current slot has ended. If there is no transmis-
sion in the current slot by any sensor, the sink would transmit a synchronization packet in that
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slot. To simplify our analysis, we set the size of the synchronization packet such that the end
of transmission time of the synchronization packet coincides with the end of that slot. The data
transmission timings are illustrated in Fig. 4.1b which shows that data packets are sent by the
sensor nodes in the 1st, 2nd and 4th transmission slots while the sink would transmit a synchro-
nization packet in the 3rd and 5th slots once it detects that no sensor node has transmitted in that
slot. The time taken to determine whether the channel is idle or not when it transits into the


























Figure 4.1: Slotted CSMA protocol
A cycle starts when the sensor goes into the charging state and ends when it leaves the
transmit state. When the stored energy of the sensor reaches a predetermined amount of energy
denoted by Em, it wakes up and goes into the carrier sensing state to wait for the start of the
next time slot. At the beginning of the next time slot, it will go into the transmit state and start
sending its sensed data to the sink. This is illustrated in Fig. 4.1c.
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4.3.2 Analysis of Slotted CSMA
To analyze the performance of the CSMA protocol, we need to find the probability of a collision
when a sensor transmits a data packet. We let Ai and Bi be the time in charging state and carrier
sensing state (waiting time till start of next slot) of sensor node i respectively and let ts = tta + ttx
be the slot duration. In any given time slot, we have
P(node i transmits data packet successfully)
= P(node i transmits) P(no other node transmits)
=
ts





Ak + Bk + ts
since the charging processes of all the sensor nodes are independent. We let Ri be the node
throughput of sensor node i and S be the network throughput (expected number of packets

























If the charging processes of all sensor nodes are statistically identical, then the per-node through-









and the network throughput, S, is given by




Next, we need to determine E[A] and E[B]. We define Em to be the minimum energy re-
quired to ensure that the node can transmit at the start of a time slot by listening to the end of a
transmission of a previous data packet by another node or a synchronization packet by the sink.
It can be calculated by
Em = (tcca + tta + ttx)Prx + Eta + Etx,
since the maximum time to wait for the end of a synchronization or data packet is (tcca +tta +ttx).
Referring to Fig. 4.1c, we can write the following for charging cycle j:
E j = E j−1 + λ jAi− (BiPrx + Eta + Etx)+ λ j(ts + Bi),
where λ j is the charging rate for cycle j.
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Taking expectations, and under steady-state conditions (where E[E j] = E[E j−1]), we have:
E[A] =
(E[B]Prx + Eta + Etx)−λ (E[B]+ ts)
λ (4.3)
The minimum value of Bi is tcca when the node senses the channel just before the end of a
transmission slot and the maximum value is (tcca + ts) when the node senses the channel after
another transmission has ended. Since Bi is uniformly distributed over the interval [tcca, tcca + ts],
E[B] = 0.5ts + tcca. (4.4)
Next, we compute the network capacity which is defined as the maximum value of S. From
(4.2), we know that S first increases and then decreases for increasing values of n. Therefore,
there is an optimal value of n that maximizes S. We denote this optimal value of n by n∗ and the
network capacity by S∗. To determine n∗, we solve
dS
dn = 0. (4.5)
By substituting (4.2) into (4.5), we get
n∗ = ⌊
1








λ [(0.5ts + tcca)Prx + Eta + Etx−λ ts]n−1
[(0.5ts + tcca)Prx + Eta + Etx]n
, , (4.8)
and
S = nλ [(0.5ts + tcca)Prx + Eta + Etx−λ ts]
n−1
[(0.5ts + tcca)Prx + Eta + Etx]n
.. (4.9)




4.3.3 Unslotted CSMA for EH-WSNs
Another variant of CSMA protocols is the unslotted version where transmissions do not have
to be aligned to slots. For the unslotted CSMA protocol, there are five states in which a sensor
could be in as illustrated by the state transition diagram in Fig. 4.2a. They are the charging,
carrier sensing, receive, idle and transmit states. Initially, the sensor is uncharged so it would
be in the charging state. When the stored energy reaches Em, it goes into the carrier sensing
state to determine whether the channel is free. If the channel is free, it transmits the data packet.
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Then, it moves into the receive state to wait for an acknowledgment (ACK) packet of size sack
from the sink. After receiving the ACK packet from the sink, it returns to the charging state.
Fig. 4.2c illustrates the energy model for a successful data transmission if the channel is free at
the first carrier sensing attempt.
If the channel is busy, it performs a backoff and goes back into the charging state. If the
energy stored reaches Em but the sensor has not reached the end of its backoff period, then it
remains in the idle state until the end of the backoff period, after which it goes into the carrier
sensing state. The energy model when backoffs are needed is shown in Fig. 4.2d. The average
backoff period is doubled under two situations as shown in the flowchart in Fig. 4.2b. The first
situation is when a node senses that the channel is not free. The second situation is when it does
not receive an ACK from the sink after transmitting a data packet. The average backoff time
is doubled after every backoff attempt by increasing the backoff exponent (BE) until it reaches
maxBE . Each backoff duration ranges from one unit backoff period to a maximum of 2maxBE
unit backoff periods. Each unit backoff period is 320 microseconds which is the duration of a
time slot specified in IEEE 802.15.4 standards [25]. In each backoff period, the node would be
recharged until sufficient energy (Em) is accumulated.
4.4 ID Polling for EH-WSNs
Polling is a common MAC protocol used in single-hop wireless networks comprising a sink
and sensor nodes which are assigned a unique ID each. The sink will transmit a polling packet
containing the ID of the sensor to be polled, and the polled sensor will respond with a packet
transmission. If the sink can anticipate the state of the sensor, it can determine the polling ID
based on a predictable schedule. However, as shown in Section 3.2, the energy charging times
in each cycle are not fixed. Hence, the polling ID is randomly chosen from the set of all n nodes.
If the sensor being polled is in the receive state, it will send its sensed data to the sink after it
receives the polling packet. However, it will not be polled again in the next poll since it will be
in the charging state, and the sink will not be able to get a response. The state transition diagram
as shown in Fig. 4.3a is similar to that of the slotted CSMA protocol. However, there is a new
possible transition from the receive state to the charging state since the sensor has to recharge if
its ID does not match the ID value in the polling packet it receives in the receive period.
Each polling packet is separated from a data packet by tta which is the time required for the
sink and the polled sensor node to change states. For an unsuccessful poll, there is a minimum
separation of (2tta + tcca) between two successive polling packets which is the time required to








(a) State transition diagram
Unslotted CSMA
Perform Clear Channel Assessment (CCA)

































(d) Energy model when backoff periods are required
Figure 4.2: Unslotted CSMA protocol
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as illustrated in Fig. 4.3b. If the sensor is not being polled by the sink and its energy level
falls below the energy required to transmit one packet, the sensor will need to harvest additional
energy until the total energy reaches Em. The energy model is illustrated in Fig. 4.3c.
Charging Receive Transmit




: Unsuccessful Polling Packet
tpoll
tta tta+tcca+tta tta
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(b) Transmission timings













Figure 4.3: ID Polling
4.4.1 Analysis of ID Polling
We define a cycle to be the time taken to send a data packet from a sensor to the sink successfully.
A cycle starts immediately when the sensor transits to the charging state after the end of a
successful transmission. The cycle ends at the end of a successful data transmission to the sink.
During the cycle, the sensor may transit into the charging state several times as it waits for its
turn to be polled by the sink. We let the probability that the sensor is in receive state when the
sink polls the sensor for data be prx.
Since tpoll is the time taken to transmit a polling packet of size sp bits, it is given by sp/α . For
a successful poll, the time required is tpoll +2tta + ttx, where ttx is the transmission time of a data
packet. For an unsuccessful poll, the time required is tpoll + 2tta + tcca. Therefore, each sensor
requires an average time of tpoll +2tta + prxttx +(1− prx)tcca to poll. Since the sensors are polled
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randomly, the average total time to poll each sensor once is n[tpoll + 2tta + prxttx +(1− prx)tcca]
and the average number of data packets received from all the sensors is nprx. Since a cycle
is also the time to receive an average of one data packet from each sensor or a total of n data
packets, the average cycle time is n[tpoll + 2tta + prxttx +(1− prx)tcca]/prx. Therefore,
R ≈
1
average cycle time =
prx
n[tpoll + 2tta + prxttx +(1− prx)tcca]
, (4.11)
S = nR = prx
tpoll + 2tta + prxttx +(1− prx)tcca
. (4.12)
Next, we need to compute prx. We define Em to be the energy required to receive at least
one polling packet and transmit one data packet. It can be computed by considering the case in
which a node wakes up just after the beginning of a transmission of a polling packet. Therefore,
Em = (2tpoll + 2tta + ttx)Prx + Eta + Etx.
We let Tj be the duration of the jth polling cycle, i.e., the interval between the ( j−1)th and jth
successful packet transmission from node i as shown in Fig. 4.3c. Each Tj begins with residual
energy E j−1 comprising of charging periods of total duration C j = ∑
m
C j,m where C j,m is the mth
charging period in the jth poll cycle and receive periods of total duration D j = ∑
m
D j,m where
D j,m are the mth receive period in the jth poll cycle. Since a poll is successful only if node i is




tpoll + 2tta + ttx
2tpoll + 2tta + ttx
. (4.13)
The constant factor in (4.13) accounts for the fact that the sink has to start transmitting at least
for tpoll before the end of the node’s receive period for the node to receive the poll packet from









Time in which 
transmission of 
polling packet must 
start
Figure 4.4: Timings in polling protocols
47
Next, we consider the energy flow of polling cycle j:
E j = E j−1 +C jλ j −D jPrx−Eta−Etx +(D j + tta + ttx)λ j.
Taking expectations, and under steady-state conditions (where E[E j] = E[E j−1]), we have
E[C]λ = E[D]Prx + Eta + Etx− (E[D]+ tta + ttx)λ . (4.14)
In addition, since E[T ] = E[C]+ E[D]+ ttx + tta, we have
n[tpoll + 2tta + prxttx +(1− prx)tcca]
prx
= E[C]+ E[D]+ ttx + tta. (4.15)
By solving (4.13), (4.14) and (4.15), we can get the values of E[C], E[D] and prx. We let
the maximum throughput using the polling protocol be S∗. When n increases, prx increases, and




When n increases, the time used to harvest energy for listening to polling packets increases.
When n→∞, most of the energy harvested is consumed in the receive state. Furthermore, since
(tta + ttx) << E[D] when n is large, (4.14) can be approximated using
E[C]≈ E[D]Prx−E[D]λλ . (4.16)





tpoll + 2tta + ttx
2tpoll + 2tta + ttx
. (4.17)
By substituting (4.17) into (4.12), we can get S∗.
Unlike slotted CSMA, the network throughput for ID polling is not affected by n when n
is large. However, if λ << Prx, the achievable throughput is very small. This is because the
probability of a successful poll is small since the time in which a sensor spends in receive state
is much shorter than the time in charging state. Another drawback of ID polling is that the sink
has to know the unique IDs of all the sensors in the network which may not be possible if we
allow new nodes to be added or failed nodes to be removed over time.
4.5 Probabilistic Polling for EH-WSNs
4.5.1 Probabilistic Polling Description
We propose to address the drawbacks of CSMA and ID polling by designing a probabilistic
polling protocol that adapts to the energy harvesting rates and/or the number of nodes in EH-
WSNs to achieve high throughput, fairness and scalability.
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In probabilistic polling, instead of having the sensor’s unique ID in the polling packet, the
sink sets a contention probability, pc, in the polling packet to indicate the probability that a
sensor should transmit its data packet. Upon receiving the polling packet, a node would generate
a random number x ∈ [0,1]. The sensor transmits its data packet if x < pc; otherwise, it will
either remain in the receive state or transit to the charging state when its energy falls below the
energy required to transmit one data packet. Ideally, only one out of all the sensors that are
in receive state when polled should transmit a data packet. If no node responds to the polling
packet, the contention probability will be increased. If more than one node respond to the polling
packet, the contention probability will be decreased. Accordingly, the value of pc is updated as
follows:
Algorithm 2 Probabilistic Polling
1: Send a polling packet with contention probability pc.
2: if no sensor responds to the polling packet then
3: increase pc
4: else if a data packet is successfully received from one of the sensor nodes or there is a packet
loss due to a weak signal received from a single node then
5: maintain pc at current value




9: Repeat step 1.
The algorithm has to differentiate between packet losses due to collision or packet error
due to weak signals. This can be done using a packet transmission classifier described later in
Section 4.8.
The contention probability, pc, is adjusted dynamically as follows: Since the data packet
is usually larger than the polling packet, a collision will take longer than an unsuccessful poll
when no node responds to the polling packet. Therefore, it would be better to increase the con-
tention probability gradually when polling is unsuccessful and decrease the contention probabil-
ity by a larger amount whenever there are collisions. Hence, an additive-increase multiplicative-
decrease (AIMD) protocol is ideal for our case and we show in our performance evaluation that
AIMD gives higher throughput than other schemes like multiplicative-increase multiplicative-
decrease (MIMD), additive-increase additive-decrease (AIAD) and multiplicative-increase additive-
decrease (MIAD).
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Consequently, node additions or failures as well as changes in the energy harvesting rates
are implicitly managed: When more nodes are added, the contention probability will decrease
so as to reduce the number of collisions. When there are node failures or removal of nodes
from the network, the contention probability will increase. Similarly, when the average energy
harvesting rates increase (decrease), the contention probability will decrease (increase).
4.5.2 Analysis of Probabilistic Polling
When the optimal contention probability is used, probabilistic polling can achieve high through-
put by reducing the number of collisions.
Lemma 1. The optimal contention probability that maximizes throughput is 1
nactive
where nactive
(nactive ≥ 1) is the number of nodes which receive the polling packet.
Proof. There can be different outcomes when a polling packet is transmitted to all the active
nodes and the probabilities of these outcomes can be derived analytically. We let nactive be the
number of active nodes which receive the polling packet (i.e. they are not in the charging state).
Among the nactive nodes that receive the poll packet, let Y be the number of nodes which transmit
a data packet in response. The probability of a successful transmission is






= nactive pc(1− pc)(nactive−1). (4.18)
The probability that no node responds to the polling packet is
P(Y = 0) = (1− pc)nactive . (4.19)
The probability of a collision is
P(Y > 1) = 1−P(Y = 0)−P(Y = 1).
To maximize throughput, we would want to maximize (4.18). To determine the optimal
value of pc, we evaluate dP(Y=1)dpc = 0 and get
nactive(1− pc)nactive−1−nactive(nactive −1)pc(1− pc)nactive−2 = 0




























Probability of a successful poll, P(Y=1)
Probability that no active node responds to the polling packet, P(Y=0)
Probability of a collision, P(Y>1)
Figure 4.5: Probability of different outcomes for a polling attempt
We evaluate the various probability by varying the number of active nodes as shown in Fig.
4.5.
Lemma 2. If the optimal contention probability is used and there are no losses due to poor
channel conditions, then the probability of a successful poll is always larger than the probability
of not receiving any response from a node or an unsuccessful poll due to collision between two
or more sending nodes for large values of nactive.
Proof. We find the limits of the probability of different outcomes. By substituting (4.20) into
(4.18) and taking limits,
lim
nactive→+∞

















Since limx→+∞(1− 1x )
x = 1
e
and limx→+∞(1− 1x ) = 1,
lim
nactive→+∞
P(Y = 1) = 1
e
≈ 0.368
Similarly, by substituting (4.20) into (4.19) and taking limits,
lim
nactive→+∞














P(Y > 1) = 1− lim
nactive→+∞








This analysis shows that the minimum success probability is at least 36.8% even when the
number of active nodes is large and up to 100% for low number of active nodes. Even though
the probability of not receiving any data packet is up to 36.8%, this is less of a problem than
packet collision since the size of the polling packet is much smaller than that of a data packet and
another polling packet can be sent once a node senses that there are no data transmissions from
the active nodes. For the worst case scenario when there is data packet collision, this happens
in at most 26.4% of the time.
4.5.3 Throughput Analysis of Probabilistic Polling
We derive the throughput of probabilistic polling based on the node density, energy harvesting
rate as well as the contention probability adjustment scheme used. We let pi be the contention
probability for the ith polling packet sent by the sink, and let it be initialized to pini, i.e.,
p1 = pini.
We let plin to be the linear factor, pmi (pmi > 1) be the multiplicative-increase factor and pmd
(pmd < 1) be the multiplicative-decrease factor. Therefore, we have
pinc =





 plin for AIAD and MIAD(1− pmd)pi for AIMD and MIMD
If X is the number of nodes which are currently in the receive state, then:






where prx is the probability that a node receives the polling packet.
If the number of nodes is small, then most of the harvested energy are used for the transmis-
sion of the data packets, and prx can be approximated by
prx =
λ tpoll
1.5tpollPrx + ttaPta + ttxPtx
(4.22)
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where λ is the average energy harvesting rate. If the number of nodes is high, then prx can be
approximated using (4.17).
We let Y be the number of nodes which send a data packet to the sink in response to the
polling packet. The probability that no sensor node responds to the polling packet is given by
P(Y = 0) = P(X = 0)+ P(X = 1)(1− pi)+ ...+ P(X = n)(1− pi)n. (4.23)
The probability that exactly one sensor node responds to the polling packet is given by










P(X = n)pi(1− pi)n−1. (4.24)
The probability that more than one sensor node respond to the polling packet which will
result in a corrupted packet at the sink is given by
P(Y > 1) = 1−P(Y = 0)−P(Y = 1). (4.25)




P(Y = 0)min(pi + pinc,1)+ P(Y = 1)pi+
P(Y > 1)(pi − pdec) for AIMD and MIMD
P(Y = 0)min(pi + pinc,1)+ P(Y = 1)pi+
P(Y > 1)max(pi− pdec,ε) for AIAD and MIAD
(4.26)
By evaluating (4.23), (4.24), (4.25) and (4.26) recursively, pi may converge to a value if the
values of pinc and pdec are well-chosen. If pi converges, we let the converged value of pi be
pcv. Then, assuming packet failures are only due to collisions and not packet errors, the network




tpoll + 2tta + ttx
)
+ P(Y=0)P(Y=1)(tpoll + 2tta + tcca)
. (4.27)
where P(Y = 0), P(Y = 1) and P(Y > 1) can be computed by substituting pcv into (4.23), (4.24)
and (4.25) respectively. We can bound the range of achievable throughput by using the values
of prx calculated in (4.22) and (4.17).
The throughput for each node is S/n, therefore the inter-arrival time for data packets from
each node is given by
γ = nS (4.28)
4.6 Optimal Polling for EH-WSNs
While optimal polling cannot be implemented in practice, it gives us an upper bound on the
maximum theoretical throughput attainable based on a polling MAC protocol. In the optimal
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polling scheme, the sink knows the current state (charging, receive or transmit) of every sensor
node. If there is only one sensor node that is in the receive state, the sink will poll that sensor
node. If there is no sensor node that is in the receive state, the sink will defer sending a polling
packet for a duration of tpoll . If there are more than one sensor node in the receive state, the
sink will poll the sensor node that has the lowest per-node throughput so as to maximize the
fairness metric. The probabilities of these different scenarios can be computed using (4.21).
The network throughput can then be computed using
S = 1
(tpoll + 2tta + ttx)+ P(X=0)P(X>0)(tpoll + 2tta + tcca)
. (4.29)
4.7 Simulation Results
To evaluate the performance of various MAC protocols as well as to validate our analysis, we
use the Qualnet [86] network simulator to simulate a single-hop EH-WSN comprising a sink
and n nodes deployed randomly over a 50m by 50m area. We consider data packet sizes (sd) of
800 bits (100 bytes) and polling and acknowledgement packet sizes (sp and sack) of 120 bits (15
bytes).
The carrier sensing time (tcca) is 0.128 ms while the hardware turnaround time (tta) is 0.192
ms as given in the 802.15.4 [25] standards. Table 4.2 summarizes the parameter values used
in our simulations. The simulation parameters shown in Table 3.1 which models the TI energy
harvesting sensor node are also used. Each simulation point for the performance graphs is
averaged over 10 simulation runs of 100 seconds each, except for short-term fairness, which is
evaluated over periods of 10 seconds using different energy charging distributions as shown in
Fig. 3.5.
Table 4.2: Values of various parameters
Parameter Value







4.7.1 Characterization of various MAC protocols
In this section, we characterize the performance of each MAC protocol for various network
sizes and energy harvesting rates. We set the average energy harvesting rate at 2 mW and vary n
from 10 to 200 to determine the performance for low (0.004 node/m2) and high (0.08 node/m2)
density sensor networks. The range of energy harvesting rates (λ ) we use are obtained from
datasheets of commercial energy harvesters and empirical measurements. Our measurements
show that energy harvesting rates range from 0.25 mW to 8.18 mW for different energy har-
vesters. In our simulations, the energy harvesting rates range from 1 mW to 10 mW (with
n = 100) to take into account the different types and sizes of energy harvesters. The energy
charging characteristics are obtained from the empirical data collected from Chapter 3.
The propagation model used in this chapter is different from that used in other chapters. In
Chapters 5 to 7, we use the lognormal propagation model with shadowing and fading effects
that closely models the empirical measurements we have done in Chapter 3. In this chapter,
since we have to validate our analysis, we use a simple propagation model. In this model, all
nodes can hear one another since we are considering a single-hop scenario. Furthermore, a
packet transmission will be successful if there is exactly one node transmitting and a packet
transmission will result in a collision if there are two or more nodes transmitting concurrently.
Therefore, losses are only due to collisions and there are no losses due to weak signals.
Slotted CSMA
The throughput results with the corresponding 95% confidence intervals for the slotted CSMA
protocol are shown in Fig. 4.6a and 4.6b. As expected, the protocol does not scale to large num-
ber of sensor nodes and/or high energy harvesting rates due to excessive number of collisions
when there are too many concurrent transmissions in a single slot. In addition, we also observe
that the simulation results match our analysis well, validating our analytical model for slotted
CSMA.
Unslotted CSMA
Next, the results for the unslotted CSMA protocol are shown in Fig. 4.7 for varying values of the
maximum backoff exponent (maxBE). The performance results show that having a larger maxi-
mum backoff exponent will increase throughput when the number of nodes increases. However,
the main tradeoff is that fairness will decrease since some nodes will have much lower per-node
throughput compared to other nodes due to unfairness induced by the backoff mechanism. This
observation is concurrent with what is observed in 802.11 wireless networks [87]. In fact, when
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(a) Varying number of nodes (λ=2 mW)




































(b) Varying energy harvesting rates (n = 100)
Figure 4.6: Throughput for slotted CSMA
the backoff exponent is unbounded (by assigning maxBE to ∞), the throughput saturates but the
fairness metric does not converge to 1 even in the long-term. For other values of maxBE , the
fairness metric will converge to 1 in the long-term but they induce short-term unfairness to vary-
ing degrees. We also observe that there is an optimal value of maxBE that maximizes fairness
for high values of n (8 in our scenario). When maxBE is small, the overall throughput is low
for large number of n, so the unfairness is mainly due to some nodes being starved as a result of
excessive collisions. When maxBE is high, the overall throughput is high and the unfairness is
due to some nodes having longer backoff periods than other nodes. Therefore, there is a value of
maxBE that maximizes fairness when n is high depending on the type and degree of unfairness
due to either excessive collisions or unequal backoff periods.
ID Polling
The throughput results with the corresponding 95% confidence intervals for the ID polling pro-
tocol are shown in Fig. 4.8. As expected, the network throughput is invariant with the network
size. When we increase the energy harvesting rates, the throughput for ID polling increases as
the probability of polling a sensor node increases. In addition, we also observe that the simula-
tion results match our analysis well, validating our analytical model for ID polling.
Probabilistic Polling
Finally, we consider probabilistic polling. First, we validate our analytical model. The results
in Fig. 4.9 show that the actual throughput and inter-arrival time lie within the lower and upper
bounds given by our analysis. Next, we compared AIMD scheme with other schemes (AIAD,
MIAD and MIMD) using pini = 0.01, plin = 0.01, pmi = 2, pmd = 0.5 and ε = 0.01. The results
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(b) Short-term Fairness (10 seconds)
























(c) Long-term Fairness (100 seconds)
Figure 4.7: Throughput and fairness for varying number of EH-WSN nodes (n) with unslotted
CSMA (λ=2 mW)






































(a) Varying number of nodes (λ=2 mW)








































(b) Varying energy harvesting rates (n = 100)
Figure 4.8: Throughput for ID Polling
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are illustrated in Fig. 4.10. From the performance results, adjustment of the polling probability
using the AIMD scheme outperforms other schemes which validates our motivation for using
AIMD as explained in Section 4.5.1. This is because polling packets are smaller in packet size,
therefore it is better to reduce the number of collisions by reducing the contention probability
quickly.
We also need to determine the optimal values of plin and pmd . Fig. 4.11 shows the simulation
results using different value pairs of (plin, pmd). If plin is too small, the throughput will be
reduced since it would take a longer time to reach the optimal polling probability. If plin is too
large, the optimal polling probability may not be reachable. Similarly, if pmd is too small, the
decrease would be too large (since pdec = (1− pmd)pi), therefore it would take a longer time
to reach the optimal probability. If pmd is too large, it would take many successive collisions
to decrease the polling probability to the optimal range which reduces throughput. It can be
observed that the optimal values of these parameters depends on many factors, including node
densities and energy harvesting rates. A general guideline is to use plin = 0.01 and pmd = 0.5
as they give good performance over a wide range of node densities and energy harvesting rates.
Next, we plot the average and maximum number of active nodes for each polling packet
sent in Fig. 4.12 with 95% prediction intervals. The minimum number of active nodes for
all data points are 0. The results show that as the number of nodes or energy harvesting rate
increase, there can be 0 to 55 active nodes that receive a polling packet. Therefore, it is crucial
for probabilistic polling to have an effective contention probability adjustment scheme to enable
the sink to determine the optimal polling probability quickly.
4.7.2 Performance Comparison of MAC Protocols for EH-WSNs
We have studied the performance of four MAC protocols when used in EH-WSNs. The unslot-
ted CSMA, slotted CSMA and ID polling protocols are modified for EH-WSNs while proba-
bilistic polling is designed specifically for use in EH-WSNs. To compare the performance of
these protocols with the theoretical maximum achievable, we have added the optimal polling
MAC protocol for comparison. For the unslotted CSMA, we let maxBE = ∞ since we want
to maximize throughput. The different performance metrics are illustrated in Fig. 4.13. The
performance results show that ID polling gives consistently low throughput. This is because the
probability of successfully polling a selected node is low since the node is only active for very
short periods of time.
For CSMA, the unslotted CSMA protocol outperforms the slotted version. This is due to
two main factors. Firstly, for large number of EH-WSN nodes, the number of collisions can
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(a) Throughput for varying number of nodes (λ=2 mW)







































(b) Throughput for varying energy harvesting rates (n =
100)































(c) Inter-arrival time for varying number of nodes (λ=2
mW)





























(d) Inter-arrival time for varying energy harvesting rates
(n = 100)
Figure 4.9: Throughput and inter-arrival time for probabilistic polling







































(a) Varying number of nodes (λ=2 mW)







































(b) Varying energy harvesting rates (n = 100)
Figure 4.10: Comparison of different contention probability (pc) adjustment schemes for prob-
abilistic polling ( plin = 0.01, pmi = 2, pmd = 0.5)
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(a) Varying number of nodes (λ=2 mW)




























































(b) Varying energy harvesting rates (n = 100)
Figure 4.11: Comparison of different parameters (plin and pmd) for probabilistic polling






























(a) Varying number of nodes (λ=2 mW)


































(b) Vary energy harvesting rates (n = 100)
Figure 4.12: Average number of active neighbors
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be reduced by having a backoff scheme. Secondly, by not having time slots, energy required is
reduced during the carrier sensing state. This is because once the node senses that the channel
is busy, it can go into the charging state to recharge immediately. Although unslotted CSMA
gives the highest throughput in most cases, its fairness is low especially when the number of
nodes is high. For probabilistic polling, the throughput is only marginally lower than that of the
unslotted CSMA (for maxBE = ∞) due to the additional overheads of the polling packets but
performs best among all the MAC protocols in terms of fairness. This shows that probabilistic
polling is well-suited for use in EH-WSNs to achieve high throughput and fairness.


































































































Figure 4.13: Performance metrics for varying number of EH-WSN nodes (n) for different MAC
schemes (λ=2 mW)
Next, we vary the energy harvesting rates. The network throughput, short-term fairness and
inter-arrival time are illustrated in Fig. 4.14. When the average energy harvesting rate is in-
creased, throughput is increased because the EH-WSN nodes can transmit more frequently as
less time is needed to harvest energy to transmit one packet. However, increased contention for
the wireless channel may result in excess collisions. For the slotted CSMA protocol, through-
put decreases with increasing energy harvesting rate because there is no contention resolution
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scheme to reduce concurrent transmissions when the average number of active nodes per time
slot increases. For the unslotted CSMA, the throughput remains fairly constant because of the
effectiveness of the backoff scheme in reducing contention, however the fairness is low because
some nodes get to transmit more often than the others. For ID polling, throughput increases with
increasing energy harvesting rate because the probability of a successful poll increases as the
average charging time for each charge cycle reduces. For probabilistic polling, the contention
probability acts as an effective contention resolution scheme as it can adapt to the number of
active nodes. The contention probability decreases (increases) as the number of active nodes
increases (decreases). Furthermore, the fairness is high as every active node has equal proba-
bility of responding to the polling packet. From the performance analysis, probabilistic polling
MAC protocol can give high throughput and fairness as well as low inter-arrival times when we
increase the energy harvesting rates.


































































































Figure 4.14: Performance metrics for varying energy harvesting rates for different MAC
schemes with 100 nodes (n = 100)
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4.8 Practical Implementation of Probabilistic Polling
In WSNs, IEEE 802.15.4 is the most commonly used physical layer protocol with many RF
transceivers (e.g., CC2420, CC2500) based on this standard. Many contention-based MAC
protocols have been proposed to coordinate access to the medium to achieve the performance
required by the application. It is important to determine the outcome of packet transmissions,
i.e., whether (i) no packet is received (E1); (ii) a packet is correctly received (E2); (iii) a packet is
lost due to weak received signal (E3); or (iv) a packet is lost due to multiple access collision (E4)
for the protocol to take appropriate action, e.g., by adapting the protocol parameters or adjusting
transmission power. There are typically two types of packet collisions: (a) partially overlapping,
arising from MAC protocols such as RI-MAC [49] and (b) fully overlapping, arising from MAC










(b) Fully overlapping collision
Figure 4.15: Different types of collisions
There are several prior work that address loss differentiation in wireless networks. In [88],
Received Signal Strength Indicator (RSSI) values and error patterns within a physical-layer
symbol in IEEE 802.11 were proposed to diagnose wireless losses. However, these techniques
are not directly applicable to IEEE 802.15.4 which uses different modulation schemes and hard-
ware. In [89], a RTS/CTS and packet fragmentation mechanism is used in IEEE 802.11 to
isolate the physical packet error rate. However, this requires additional transmission overheads
which our classifier does not incur. In [90], it is shown that collision can be detected for partially
overlapping collisions if the power levels of two concurrent transmissions differ significantly.
In comparison, our classifier works for fully overlapping collisions without any restriction on
the power levels of concurrent transmissions. In [91], RSSI values were used to determine if a
collision occurred by observing changes in these values during packet transmissions; however,
their method only works where the collisions do not fully overlap (see Fig. 4.15a). RSSI values
and Link Quality Indicator (LQI) values have also been used to estimate link quality (e.g., [92])
but they are not used to differentiate wireless losses.
In probabilistic polling, we have to perform loss differentiation in order to achieve high
throughput. This is because we have to decrease the contention probability when there is a
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packet loss due to collision between two or more concurrent transmissions while we do not de-
crease the contention probability if the packet loss is due to a weak signal from the sender. In
this section, we design a transmission outcome classifier for IEEE 802.15.4 wireless networks
based on received signal strength indicator (RSSI) and link quality indicator (LQI) values. Our
classifier performs loss differentiation by analyzing statistical differences between weak signal
and collision losses. We implement our proposed classifier using the CC2500 RF transceiver
and evaluate it experimentally. The results show that our classifier can accurately detect packet
transmissions as well as distinguish wireless losses due to weak signals and multiple access col-
lisions, with a maximum error rate of 15%. We apply the classifier to probabilistic polling, and
show experimentally that it is able to achieve close to or even exceed the theoretical throughput
due to packet capture effect.
4.8.1 Design of Transmission Outcome Classifier
We describe our design of a transmission outcome classifier that can distinguish between the
four types of events (E1-4). We consider the CC2500 low-cost 2.4 GHz RF transceiver [81] (Fig.
4.16a) which is highly suitable for low-power applications such as wireless sensor networks and
it is used for the TI energy harvesting sensor node. The corresponding packet format comprises
the preamble, sync word, data payload length, data payload and CRC, as illustrated in Fig.
4.16b.
The sync word plays a key role in our proposed classifier. Upon detection of the sync word,
the measured LQI value, Lm, [81] gives an estimate of how easily a received signal can be
demodulated by accumulating the magnitude of the error between ideal constellations and the
received signal over the 64 symbols immediately following the sync word. It is a metric used
to measure the quality of the received signal and ranges from 0 (high quality link) to 127 (low
quality link), and is sometimes correlated with the RSSI: a strong signal (i.e., high RSSI value)
is less likely to be affected by noise and therefore indicative of a high quality link (low LQI
value). Since the sync word is typically much smaller than the whole packet, the likelihood of
detecting it remains much higher under event E3 (weak signal from a single transmitter) than E4
(multiple access collision). Hence, detection of the sync word is a necessary condition for event
E2 and E3 (single transmitter). Following this, we can infer that event E2 occurred if the CRC
is correct; otherwise, we propose to distinguish between packet losses due to weak signal and
multiple access collisions by using both the RSSI and LQI values - this is described in Section
4.8.3.
On the other hand, if the sync word cannot be detected, then the measured RSSI value, Rm,
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which indicates the strength of the received signal, can be used to distinguish between E1 (no
transmission) and E4 (multiple transmissions). Assuming Rb to be the background noise, then
it is reasonable to expect that Rm ≤ Rb for E1 and Rm > Rb for E4.
(a) CC2500 RF Transceiver with a battery
pack
Preamble Sync word Data CRCLen
4 bytes 4 bytes 2 bytes1 byte sd bytes
(b) Packet format
Figure 4.16: CC2500 transceiver and packet format
4.8.2 LQI vs. RSSI for Weak Signals and Multiple Access Collisions
We begin by conducting experiments to obtain the RSSI-LQI characteristics under the con-
ditions of (i) weak signal losses and (ii) multiple access collisions. Our experimental setup
comprises one receiver and ns transmitters as shown in Fig. 4.17. A control node is placed
close to the transmitters to synchronize the nodes while the receiver is placed at a distance of dtr
from the transmitters. The control node will broadcast control packets at fixed intervals to the
receiver and transmitters. After receiving the broadcast packet, every transmitter will send out a




Figure 4.17: Experiment setup to classify collision and weak signal losses
In the first experiment, we have a single transmitter where ns = 1 (i.e., all packet losses
will be due to weak signal) and vary dtr from 0m to 30m in steps of 5m. For each transmitter-
receiver distance, the control node will send out control packets until 1,000 control packets are
received by the receiver. The size of the control and data packet is 23 and 51 bytes respectively
which are inclusive of the physical layer overheads. We carry out our experiments at a corridor
(indoor) and a pavement (outdoor) as shown in Fig. 4.18. We collect all the incorrect packets
as indicated by a wrong CRC value with a total of 1,012 and 1,182 packets for the indoor and
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(b) Pavement setup for transmitters with
different dtr
Figure 4.18: Experimental setups in indoor and outdoor environments
In the next experiment, we have multiple transmitters where ns ∈ (2,3,4,5), therefore all
packet losses will be due to multiple access collisions. We vary both ns and dtr. A total of
28,000 control packets (7,000 for each ns value with 1,000 for each dtr value) are collected
by the receiver. We collect all the incorrect packets with a total of 5377 and 3685 packets for
the indoor and outdoor environment respectively. The corresponding RSSI and LQI values are
shown in Figs. 4.19b and 4.19d. It can be observed that there are two main clusters whereby the
RSSI readings above -50 dBm are for dtr of 0m and the RSSI readings below -50 dBm are for
dtr of 5 to 30m.
From Fig. 4.19, we observe that at a given RSSI value, the LQI value for collision losses
are higher than that for weak signal losses, and use this as a basis to devise an algorithm to
differentiate between these wireless losses.
4.8.3 Joint RSSI-LQI Based Packet Loss Classifier
For a given environment and known packet loss type y, where y ∈ {w,c} corresponds to weak
signal (E3) and collision (E4) losses respectively, we first try to fit the data given in Fig. 4.19.
Although various types of data fitting functions can be applied to (Rm,Lm), we adopted a linear
fit, ˆL0 = aR0 + b, as it is simple and only marginally less accurate than an exponential fit (e.g., the
summed square of residuals, a goodness-of-fit statistic, are 57,121 and 55,336 respectively for
the dataset in Fig. 4.19a). Accordingly, we compute the 95% prediction interval [83], (Lyl ,Lyu)
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(a) Weak signal losses (Indoor)





















(b) Collision losses (Indoor)























(c) Weak signal losses (Outdoor)





















(d) Collision losses (Outdoor)
Figure 4.19: RSSI versus LQI values for weak signal and collision losses in different environ-
ments
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that reflects the range of LQI values possible for a future RSSI reading as follows:
















where ¯R is the average RSSI reading, ˆLy0 is the predicted LQI value for loss type y, nr is the
number of readings, t0.025 is a value of the t-distribution with nr degrees of freedom, and s is an
unbiased estimate of the variance.
If (Rm,Lm) is the measured RSSI and LQI value of the data packet for which a sync word is
received and the CRC is incorrect, our proposed packet loss classifier works as follows: (i) if
Lm ∈ (Lcl,Lcu) and Lm /∈ (Lwl,Lwu), then the packet loss is due to collision; (ii) if Lm ∈ (Lwl,Lwu)
and Lm /∈ (Lcl,Lcu), then the packet loss is due to weak signal; (iii) else, the event is classified as
yp = arg min
y={w,c}
|Lm− ˆLy0|. Our proposed algorithm to distinguish between the events E1 to E4












Obtain Ly0, (Lyl,Lyu), 
y {c,w}
Lm (Lcl,Lcu) & 
Lm (Lwl,Lwu)











Figure 4.20: Transmission Outcome Classifier Flowchart
To reduce computation overheads, the prediction intervals (Lyl ,Lyu) are computed and pre-
programmed into the nodes for different environments using a lookup table. The lookup table is
small as the measured RSSI values are integers and range from -100 to -10.
We let pr and pw be the probabilities of right and wrong event classification respectively.
We let nt be the total number of packet events to be classified, and n1 to n4 be the number of
events classified under events 1 to 4 (E1-4) respectively. Therefore, we have pr = nr/nt and
pw = nw/nt . Table 4.3 shows the values of nr and nw for different number of transmitters. Note
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that it is possible to receive correct data packets even if there are multiple transmitters due to the
packet capture effect when the signal strength of one transmission is significantly higher than
other transmissions.
Table 4.3: Calculation of nr and nw
Number of transmitters (ns) nr nw
0 n1 n3 + n4
1 n2 + n3 n1 + n4
> 1 n2 + n4 n1 + n3
The 95% confidence intervals for the background noise are (-105.63,-96.13) and (-105.71,-
96.2) for the indoor and outdoor environment respectively for 5,000 samples, therefore Rb is
set to -96 for both environments. Two different datasets are used in the evaluation: the first
dataset is the training dataset that is used to obtain the linear fit (i.e., values of a and b); the
second dataset comprises readings from a new location (e.g., a different corridor or pavement)
to verify that the classifier works at different environments. The prediction accuracy for the
indoor environment is shown in Fig. 4.21 for different ns values. The maximum error rate is
15.1%. As the number of transmitters increases, the quality of the signal received is decreased
(i.e., higher LQI values), and hence it is easier to identify collision losses, leading to improved
accuracy. For the single transmitter scenario, most misclassifications are a result of a loss of the
sync word, therefore the classifier wrongly classifies packet losses as collision losses instead of
weak signal losses. However, the misclassification probability is low.
The prediction accuracy for the outdoor environment is shown in Fig. 4.22. The maximum
error rate is 12.6% which is slightly lower than that for the indoor environment. For both envi-
ronments, we observe that the accuracy obtained with the non-training dataset is comparable to
that for the training dataset, therefore this validates that our proposed classifier works well for
different environments.
4.8.4 Application of Transmission Outcome Classifier to Probabilistic Polling
We apply the transmission outcome classifier to probabilistic polling and evaluate its efficacy for
the scenario illustrated in Fig. 4.23a with one sink and ns sensor nodes. Since maximizing the
success probability of a poll (ps) will also maximize throughput, it is used as the performance
metric. The sink will send out 2,000 polling packets in each scenario and the experiment is
repeated at five different locations for a total of 10,000 polling packets. After each polling
packet is sent, the contention probability is adjusted based on the packet type that it received.
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(a) 0 transmitter (ns=0)
































(b) 1 transmitter (ns=1)
































(c) 2 transmitters (ns=2)
































(d) 3 transmitters (ns=3)
































(e) 4 transmitters (ns=4)
































(f) 5 transmitters (ns=5)
Figure 4.21: Classification accuracy for different number of transmitters (indoor)
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(a) 0 transmitter (ns=0)
































(b) 1 transmitter (ns=1)
































(c) 2 transmitters (ns=2)
































(d) 3 transmitters (ns=3)
































(e) 4 transmitters (ns=4)
































(f) 5 transmitters (ns=5)
Figure 4.22: Classification accuracy for different number of transmitters (outdoor)
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The throughput of probabilistic polling is maximized by setting the contention probability pc to
1/ns. However, since the sink has no advanced knowledge of the number of transmitters, it has
to adjust pc based on the event type after it sends out a polling packet. Although probabilistic
polling is designed for energy harvesting WSNs, the nodes in our experiments are powered








(b) Linear topology with five sensor nodes
Figure 4.23: Experiment setup for probabilistic polling
Since the number of nodes we use is small and the nodes are always active, we do not use
the AIMD algorithm to adjust the contention probability. Instead, we estimate the contention
probability by estimating the number of active neighbors. We let the estimated value of ns by the
sink be nest (pc = 1/nest ) with an initial value of 1. The value of nest will be adjusted at the sink
based on the event type after a polling packet is sent: (i) If it detects no transmission (E1), nest
is decreased by 1 subject to a minimum value of 1; (ii) if it receives a correct data packet (E2)
or detects a weak signal packet loss (E3), nest remains unchanged for the next polling packet;
(iii) finally, if it detects a collision packet loss (E4), nest is increased by 1. The average value
of nest will be close to ns if our classifier is highly accurate. A poll will be successful when the










since the optimal contention probability is 1/ns.
The experimental success probabilities with 95% confidence intervals obtained for indoor
and outdoor scenarios are compared with the theoretical analysis in Fig. 4.24 with 1, 3 and
5 sensor nodes. With a single sensor node, ps decreases with increasing transmitter-receiver
distance even when the accuracy of our classifier is high due to wireless losses. For multiple
nodes, the experimental ps may be higher than the theoretical ps due to the packet capture effect
(not modeled in our theoretical analysis) which allows the sink to receive a correct packet from
one node even when there are multiple nodes sending data packets concurrently.
Next, we vary the transmitter-receiver distances using a linear topology with five sensor
nodes as illustrated in Fig. 4.23b (pavement setup shown in Fig. 4.18b). The results are illus-
trated in Fig. 4.25 with varying number of transmitters which are randomly selected from the set
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(a) 1 sensor node (indoor)





































(b) 3 sensor nodes (indoor)





































(c) 5 sensor nodes (indoor)





































(d) 1 sensor node (outdoor)





































(e) 3 sensor nodes (outdoor)





































(f) 5 sensor nodes (outdoor)
Figure 4.24: Success probabilities for indoor and outdoor environments
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of five sensor nodes. Unlike the previous case when all the nodes are equidistant from the sink,
they are placed at different distances to the sink, giving rise to a more significant packet cap-
ture effect. This results in higher experimental success probability than the theoretical success
probability in some scenarios.












































































Figure 4.25: Success probabilities for probabilistic polling with different ns for a linear topology
Next, we evaluate probabilistic polling using n sensor nodes with a sink where n varies from
5 to 20 with energy harvesting rate of 20 mW. Fig. 4.26 shows that the experimental throughput
are 23% to 27% lower than the analytical throughput. This is due to wireless losses which are
not considered in the analytical model. Furthermore, there are software and hardware delays
when processing packets.



































Figure 4.26: Comparison between analytical and experimental throughput of probabilistic
polling in single-hop scenarios
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4.9 Conclusion
In this chapter, we studied different MAC protocols that can be used in EH-WSNs. We pre-
sented analytical models for the slotted CSMA, identity polling, probabilistic polling and op-
timal polling MAC schemes. We also derived the performance metrics, sensor and network
throughput, as functions of the number of sensor nodes, charging rate, transmission time, trans-
mit power and receive power. Our analytical models were validated using simulations developed
on the QualNet simulator using energy charging characteristics of commercially available en-
ergy harvesting sensor nodes. Table 4.4 summarizes the behavior of various MAC protocols in
EH-WSNs.
Table 4.4: Comparison between different MAC protocols
Property Slotted
CSMA































The evaluation results show that slotted CSMA is not scalable, unslotted CSMA achieves
high throughput but with low fairness while ID polling gives low throughput. We design prob-
abilistic polling which gives high throughput and fairness while having low inter-arrival times
and therefore is suitable to be used in EH-WSNs. Furthermore, it is able to adapt to different
node densities and energy harvesting rates using an adaptive contention probability adjustment
scheme (e.g., AIMD). Probabilistic polling is also scalable to very high number of nodes, mak-
ing it suitable to be deployed in dense sensor networks (e.g., vehicular sensor networks).
We also present a design for a transmission outcome classifier that is able to accurately dis-
tinguish among packet transmissions and losses in IEEE 802.15.4 networks. The classifier uses
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RSSI and LQI (link quality indicator) values to distinguish between collisions and weak signal
losses. Unlike other approaches, our classifier works well for fully overlapping collisions and
do not require modifications to the hardware. By incorporating the classifier into the proba-
bilistic polling MAC protocol, we are able to achieve close to, or even exceed the theoretical




Multi-Hop MAC Protocols for
EH-WSNs
5.1 Introduction
In this chapter, we propose a multi-hop medium access control protocol (EH-MAC) for en-
ergy harvesting wireless sensor networks (EH-WSNs). In EH-WSNs, the main goal is to match
energy consumption with the amount of harvested energy which is different from minimizing
energy consumption in battery-operated WSNs. Unlike most existing MAC protocols that are
designed to extend network lifetime, EH-MAC is designed to maximize throughput given the
varying amount of ambient energy that can be harvested from the environment at different loca-
tions and times. EH-MAC is based on asynchronous, receiver-initiated polling which is different
from traditional random backoff mechanisms because it uses probabilistic polling to reduce data
packet collisions. EH-MAC also dynamically adjusts the number of polling packets to minimize
interference.
Probabilistic polling was first proposed for single-hop EH-WSNs in the previous chapter.
EH-MAC extends and improves the use of probabilistic polling for multi-hop scenarios in the
following ways:
1. In single-hop scenarios, the sink can control the contention probability while in multi-hop
scenarios the adjustment of contention probability is distributed. We explore two different
methods of adjusting contention probability in a distributed manner in EH-MAC.
2. In single-hop scenarios, only the sink will transmit polling packets while in multi-hop
scenarios, all the nodes will need to transmit polling packets. EH-MAC randomizes the
transmission of polling packets to reduce collisions and dynamically adjusts the number
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of polling packets to reduce interference.
3. Multi-hop WSNs have hidden terminal problem which are not present in single-hop
WSNs. EH-MAC reduces the impact of this problem by minimizing collision time and
requiring non-senders to defer transmission.
4. EH-MAC can use the adaptive energy management feature described in Chapter 3 which
allows the node to continue transmission during extended periods when there is no am-
bient energy available which is not explored in the previous chapter. Furthermore, it can
also reduce fluctuations in throughput when the energy harvesting rate changes quickly
over time.
EH-MAC is similar to the request-data-acknowledge mechanism used in many data dis-
semination protocols (e.g., SPIN [93], Deluge [94]). EH-MAC improves on these schemes by
incorporating a probabilistic polling mechanism to resolve collisions. Furthermore, EH-MAC is
not only used for data dissemination but also provides high throughput for event-driven WSNs.
EH-MAC is also similar to other receiver-initiated MAC protocols (e.g., RI-MAC [49], LPP
[50]) since data transmissions are started using a beacon packet but EH-MAC uses a different
contention resolution scheme. RI-MAC uses a dynamic backoff window to reduce collisions
while LPP has no contention resolution scheme as it is designed for very ultra-low duty cycle
WSNs. EH-MAC uses the contention probability in the polling packet to adapt to the number
of contending senders. The performance results show that EH-MAC increases data through-
put over other MAC protocols for both monitoring and event-driven WSNs with different node
densities and energy harvesting rates.
The rest of the chapter is organized as follows: The key features of our proposed EH-
MAC scheme are described in Section 5.2 using probabilistic polling as a contention resolution
mechanism. Extensive simulation results to demonstrate the efficacy of our proposed scheme
are presented in Section 5.3, while conclusions are given in Section 5.4.
5.2 Probabilistic Polling in EH-MAC
The notations used in the description of EH-MAC is similar to those in Table 4.1 in the previous
chapter. Unlike sender-initiated MAC protocols (e.g., B-MAC and X-MAC), EH-MAC adopts
a receiver-initiated approach where data communications is initiated by requiring receivers to
send polling packets. This has two benefits: Firstly, the receiver will only send the polling
packet when the channel is clear, thereby increasing the probability of a successful data transfer.
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Secondly, this reduces communication overheads by not requiring senders to send additional
periodic beacon packets.
At the start of the active period, after some random time, a node will send a polling packet
to request data from other nodes if the channel is clear. Otherwise, the node will wait until the
channel is clear after which it will wait for some random time before attempting to send another
polling packet. The random time to wait before sending the polling packet is between 0 to tmax.
This is to enable nodes to listen to other polling packets as well as to randomize access to the
wireless channel so as to reduce the probability of collisions between polling packets. A suitable
value for tmax is the duration of one data packet transmission denoted by ttx.
To reduce the number of data packet collisions, each receiver node maintains a contention
probability, pc which is used in the polling packet to indicate the probability that a sender node
should transmit its data packet. Upon receiving a polling packet, a node would generate a
random number x ∈ [0,1]. The node transmits its data packet if x < pc; otherwise, it will defer
transmission for ttx to avoid collision with the data transmission from the sender node to the
receiver node.
Each node monitors its time in the active state. If it does not have enough time to transmit
(receive) a data packet even if it can receive (send) a polling packet, it will switch to charging
state so that less energy needs to be harvested in the next cycle.
5.2.1 Contention Probability Adjustment Mechanisms
We compare two different methods to adjust the contention probability to maximize throughput.
In the first method, the contention probability is pc = 1/nest ,nest ≥ 1, where nest is the Estimated
Number of Active Neighbors (ENAN). A neighboring node is considered an active neighbor if
it is in the active state and can respond to polling packets. EH-MAC(ENAN) only estimates the
number of active neighbors but does not need to know the identity of its active neighbors thereby
eliminating the need for costly neighborhood discovery schemes. The initial value of nest for the
first polling packet is set to 1. This initial value is not important because our algorithm will adjust
it to maximize the probability of a successful data packet reception by the receiver node. The
value of nest for the ith polling packet depends on the outcome of the (i−1)th polling packet: if
exactly one node responded, nest may have been estimated correctly; if multiple active neighbors
responded, nest is increased by 1 as it may have been underestimated; if there was no response,
nest is decreased by 1 (subject to a minimum value of 1) as it may have been overestimated.
Fig. 5.1a illustrates the process of receiving data packets from other nodes where the neigh-
bors of each node are indicated in the brackets, and the shaded and unshaded boxes represent
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packet transmission and reception respectively. When node 10 is in the active state, it will turn
on its transceiver to listen to the channel. Assuming that nest is 4 for node 10, when the channel
is clear, it will send a polling packet with pc=0.25. Since it has not received a response, it will
reduce nest to 3 and retransmit another polling packet with pc = 0.33 after a random interval.
After node 10 has received a data packet from node 8, it will send an acknowledgement (ACK)
packet to node 8. After some random time, the node will send another polling packet with the
same pc. If it receives concurrent transmissions from multiple nodes resulting in a corrupted
packet, it will increase nest and reduce pc in the next poll. If a received data packet needs to be
forwarded, it will be stored in a buffer of size sb. When the buffer is full, the node will not send
any polling packets to prevent overflow.
Node 10 (Nodes 8, 20 and 25) 











Node 25 (Nodes 10 and 20)
DATA




















: Transmission of packets: Reception of packets
(a) EH-MAC receiver example for node 10
Node 10 (Nodes 8 and 12) 








No transmission during this period for node 10
Node 15 (Node 12)
DATA

















No transmission during 
this period for node 8
(b) EH-MAC sender example for node 10
Figure 5.1: Description of EH-MAC with the neighbors of any node listed inside the brackets
beside the identity of that node.
Fig. 5.1b illustrates the process of sending data packets. When node 10 receives a polling
packet from node 12 but decides not to transmit, it will defer transmission for a period of one
data transmission to avoid potential collision at node 12. When node 10 receives the next polling
packet from node 8, it decides to transmit a data packet. When the data packet is successfully
sent to node 8, node 10 will receive an ACK and remove the data packet from its buffer. If
it does not receive the ACK due to wireless losses, the data packet will not be removed from
the buffer and retransmissions are needed. A node can receive and transmit data packets in the
same cycle as illustrated by node 10 which transmits a data packet to node 8 and receives a data
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packet from node 12.
The second method is to adjust the contention probability using an Additive-Increase Multiplicative-
Decrease (AIMD) algorithm which has been shown to work well in single-hop EH-WSNs in the
previous chapter. The variables plin and pmd are the additive increase and multiplicative de-
crease factors respectively. EH-MAC(AIMD) is more complex than EH-MAC(ENAN) as we
have to determine suitable values for plin and pmd while in EH-MAC(ENAN), we just addi-
tively increase or decrease nest . In Chapter 4, we show that plin = 0.01 and pmd = 0.5 give high
throughput, therefore these values are used in the evaluation of EH-MAC(AIMD). Both meth-
ods also differ in the rate at which pc changes. When there are collisions, pc decreases faster in
EH-MAC(AIMD) than EH-MAC(ENAN). However, pc increases slower in EH-MAC(AIMD)
than EH-MAC(ENAN) when a node receives no response from its neighbors. Algorithm 3
summarizes both methods.
Algorithm 3 Updating contention probability pc in EH-MAC
1: nest ← 1 (for ENAN); pc ← 1.0 (for AIMD)
2: Wait for some random time
3: Send a polling packet with pc = 1/nest (for ENAN)
4: Send a polling packet with pc (for AIMD)
5: Listen to the channel
6: if no sensor responds to the polling packet then
7: nest ← min(1,nest −1) (for ENAN)
8: pc ← min(pc + plin,1.0) (for AIMD)
9: else if a data packet is successfully received then
10: maintain value of nest (for ENAN) or pc (for AIMD)
11: else if packet loss due to poor channel conditions then
12: maintain value of nest (for ENAN) or pc (for AIMD)
13: else if packet loss due to collision between two or more sender nodes then
14: nest ← nest + 1 (for ENAN)
15: pc ← pc− (1− pmd)pc (for AIMD)
16: end if
17: if reach end of active period then
18: Go to charging state. Once enough energy is accumulated, repeat step 3
19: else
20: Repeat step 3
21: end if
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In chapter 4, it is shown that the optimal pc that maximizes throughput is 1/nactive , where
nactive is the number of active neighbor nodes. Therefore, EH-MAC aims to achieve this optimal
contention probability. Furthermore, if the optimal contention probability is used and there are
no losses due to poor channel conditions, then the probability of a successful poll is always
larger than the probability of not receiving any response from a node or an unsuccessful poll
due to data packet collisions for large values of nactive. We show that the minimum success
probability is at least 36.8% even when nactive is large and reasonably high for low nactive. Even
though the probability of not receiving any data packet is up to 36.8%, this is preferable to
packet collision since the size of the polling packet is much smaller than that of a data packet
and another polling packet can be sent once a node senses that there are no data transmissions
from neighboring active nodes. For data packet collision, this happens in at most 26.4% of all
polls.
For the rest of this chapter, EH-MAC refers to both EH-MAC(ENAN) and EH-MAC(AIMD).
Since the energy harvesting rate of each node varies with time and its location, nodes become
active or inactive at different times. Therefore, neighbor discovery algorithms are needed in
traditional polling protocols. Instead of requiring every node to know the identity of its active
neighbors, all nodes using EH-MAC will only need to maintain a variable, either the number
of estimated active neighbors or the contention probability. Unlike S-MAC [41], no sleep-and-
wakeup schedules of other nodes need to be maintained which reduces memory requirements.
Therefore, EH-MAC can support mobility where nodes are constantly moving (e.g., sensor
nodes fitted to vehicles) where regular neighborhood updates would be prohibitively expensive.
5.2.2 Important Features of EH-MAC
EH-MAC has three important main features:
1. Adaptive to node density and energy availability: Node additions or failures as well as
changes in the energy harvesting rates are implicitly managed in EH-MAC. When nodes
are added, pc will decrease to reduce collisions. When there are node failures or removals,
pc will increase. Similarly, when the average energy harvesting rates increase (decrease),
pc will decrease (increase).
2. Reduction of hidden terminal problem: Probabilistic polling also reduces the hidden ter-
minal problem as illustrated in Fig. 5.1b. Nodes 10 and 15 are out of the range of each
other’s transmission. When node 15 is transmitting to node 12, node 10 could potentially
disrupt the transmission since it cannot hear node 15’s transmission. EH-MAC reduces
the hidden terminal problem by requiring polling packets to be sent before data packets
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can be transmitted. In this scenario, after node 12 sends a polling packet, node 10 will
defer data transmission to other nodes for a period of one data packet transmission time
when it does not respond to the polling packet to avoid interference to the data transmis-
sion from node 15 to node 12.
3. Minimizing communications overhead and interference: EH-MAC minimizes protocol
overheads to reduce interference. It reduces the number of polling and ACK packets by
combining these packets whenever possible. For example, the sender can indicate on the
data packet whether it has more data packets to transmit. If the receiver has more energy
to receive more data packets, it can request the sender to continue sending more data
packets using the ACK packet thereby reducing the number of polling packets required.
If the ACK packet for the data packet is lost, this will lead to duplicate packets. We
can reduce the number of duplicate packets in the network by including the identity of
the source node and sequence number for the last data packet received in every polling
packet. Therefore, even if a node did not receive the ACK when the data packet has
already been successfully forwarded, it can remove the data packet from its queue after
receiving subsequent polling packets from that node.
If a node does not get any data packet even when the contention probability is 1.0, the
node may not have any active neighbor or it is not a forwarding node for its active neigh-
bor nodes, therefore we can decrease the frequency of sending polling packets to reduce
interference. We double tmax up to the maximum active time each time the node does not
receive any response from other nodes even when the contention probability is 1.0. After
the node starts to receive data packets, tmax will be set back to its initial value.
5.3 Performance Evaluation
We use the Qualnet [86] network simulator to evaluate EH-MAC and other protocols in EH-
WSNs. We modify Qualnet to incorporate the energy management schemes in Fig. 3.8. The
performance metrics are throughput, fairness and delay. Fairness is defined using Jain’s metric
[84] by using the throughput (i.e., number of unique packets received by the sink) of each source
node. Each data point is derived from the average of 10 simulation runs of duration 100s each
using different seeds, node deployments and energy charging rates. We have incorporated the
specifications of the TI energy harvesting sensor node [21] into our simulations. The simulation
and protocol parameters are listed in Table 5.1. The simulation parameters shown in Table 3.1
which models the TI energy harvesting sensor node are also used.
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Table 5.1: Simulation parameters for EH-MAC
Parameter Value
Number of nodes, n 50-500
Data packet size, sd 100 bytes
Buffer size, sb 10
Simulation Area 500m by 500m
Average energy harvesting rate, λ 2-20 mW, 10-100 mW
TMIN for EH-MAC 1 ms
TMAX for EH-MAC 2 s
plin for EH-MAC(AIMD) 0.01
pmd for EH-MAC(AIMD) 0.5
Sleep interval in X-MAC 100 ms
tmax for EH-MAC 3.2 ms
We model the radio propagation using a lognormal shadowing model and a Ricean fading
model which approximates closely the empirical results of the radio characterization tests in
Chapter 3. Unlike the simple propagation model used in Chapter 4, this model is more accurate.
It models both collision and weak-signal losses. Furthermore, it also models the packet capture
effect where a node can still receive a data packet correctly in the presence of two or more
concurrent transmitters as long as the signal strength from one of the transmitters is significantly
higher than that of the other transmitters. The average transmission range of the nodes is about
70m in the absence of interference. The TI sensor node allows packet sizes larger than those
using TinyOS, so the size of each data packet (sd) is set to 100 bytes to minimize overheads.
The range of average energy harvesting rates (λ ), from 2 mW to 20 mW, are obtained from
datasheets of commercial energy harvesters (e.g., Micropelt, Mide etc.) and empirical measure-
ments (Chapter 3,[95]). Since the node requires 72.6 mW (receive) to 83.7 mW (transmit) to
operate, the node cannot be active at all times and the unpredictability in the energy harvesting
process results in different charging times for each charge cycle. The charging time distribution
is based on empirical measurements using the TI nodes given in Chapter 3.
5.3.1 Network Capacity Performance Analysis
First, we evaluate the network capacity of EH-WSNs which is independent of the routing proto-
col or queue management scheme used, therefore it is a useful and fair measure for performance
evaluation. To calculate the network capacity, we assume that each node always has data packets
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to send. Upon receiving an ACK packet (i.e., data packet was successfully sent), another data
packet is generated. The throughput is defined in bit-meters per second and is computed by the
number of packets received and the sender-receiver distance for each data packet. The network
capacity S is computed using (∑ni=1 ∑Gij=1 di, j)/t, where Gi is the total number of packets sent
successfully by node i, di, j refers to the sender-receiver distance for the jth packet sent by node
i, n is the number of nodes and t is the simulation time.
We first consider the simple energy management scheme with two different scenarios. In
the first scenario, we vary the number of nodes, n from 50 to 500 using an energy harvesting
rate, λ of 10 mW. In the second scenario, we vary λ from 2mW to 20mW with 200 nodes.
To determine the duration of active state that maximizes the performance of EH-MAC(ENAN),
its throughput performance with different active period durations (by using different values of
na) is shown in Fig. 5.2. There are significant throughput gains when we increase na from 2 to
20 but the gain reduces when we increase na further. This is because the charging time in each
cycle is proportional to the active period so a longer charging time is required for a longer active
period. We have the same observations with EH-MAC(AIMD), therefore na is set to 20.





















































(a) na from 2 to 30 for different node densities





















































(b) na from 2 to 30 for different energy harvesting rates
Figure 5.2: EH-MAC(ENAN) throughput using different values of na
Next, we compare EH-MAC with RI-MAC [49], WSF [46] and X-MAC [48], which are
representative of the different types of MAC protocols that can be adapted for use in EH-WSNs.
There are two possible schedules for the WSF protocol, either (7,3,1) or (73,9,1) schedule. To
determine the effectiveness of probabilistic polling, we have also included EH-MAC without
any contention resolution scheme (EH-POLL). EH-POLL consists of all the features of EH-
MAC except that pc is set to 1.0 for every poll packet sent, therefore every node that receives
the polling packet and has data packets to send will transmit a data packet. All the beacons,
polling and preamble packets of the various protocols are set to 15 bytes for fair comparison.
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Fig. 5.3 illustrates the throughput and fairness results for varying node densities and energy
harvesting rates. The 95% confidence intervals are between 1-9% of the means. For clarity, all
fairness graphs start from 0.5.








































(a) Throughput for different node densities





















(b) Fairness for different node densities








































(c) Throughput for different energy harvesting rates





















(d) Fairness for different energy harvesting rates
Figure 5.3: Network capacity for different MAC protocols
EH-MAC gives high throughput because it aims to balance energy consumption with the
amount of harvested energy. When the energy harvesting rates increase, more data can be trans-
mitted. For the WSF protocol, the maximum duty cycle is 42.8% for the (7,3,1) block design
and 12.3% for the (73,9,1) block design. Even if more energy is harvested, the extra energy
cannot be used to transmit data packets. When the node density or energy harvesting rate is low,
WSF(7,3,1) outperforms WSF(73,9,1) due to higher duty cycles. However, when the node den-
sity or energy harvesting rate increases, the higher duty cycle results in more interference and
packet collisions for beacon and data packets, resulting in WSF(7,3,1) having lower throughput
than WSF(73,9,1). X-MAC is designed for energy-constrained battery-operated WSNs, there-
fore it typically operates at very low duty cycles so as to achieve long lifetime. Since it also
cannot make use of additional energy when energy harvesting rates increase, its throughput is
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low in EH-WSNs.
Another key reason why EH-MAC outperforms WSF and X-MAC is that it incorporates
a contention resolution scheme using probabilistic polling to reduce packet collisions. When
node density or energy harvesting rate increases (decreases), the contention probability will
decrease (increase) since there are more (less) active neighbors. For WSF or X-MAC, there is no
mechanism to reduce packet collisions. At high node densities or energy harvesting rates, EH-
MAC outperforms EH-POLL which clearly demonstrates the effectiveness of the probabilistic
polling scheme in reducing packet collisions.
Although EH-MAC and RI-MAC are both receiver-initiated protocols, EH-MAC outper-
forms RI-MAC by up to 31% due to the following reasons:
• EH-MAC takes shorter time to recover from collisions than RI-MAC as illustrated in Fig.
5.4a using the example in [49]. This is because EH-MAC uses the contention probability
in the polling packet instead of a backoff window as the contention resolution scheme. In
EH-MAC, nodes can send data packets as soon as they receive a polling packet without
any delay. However in RI-MAC, a backoff window is required for collision resolution
which increases idle time.
• EH-MAC can handle hidden terminal problems better than RI-MAC as illustrated in Fig.
5.4b. This is because in RI-MAC, the backoff window will only work if neighboring
nodes of the receiver can hear one another, otherwise a collision may still occur. However,
this requirement is not needed in EH-MAC. Furthermore, the duration of every collision
in EH-MAC is fixed at the duration of one packet transmission while the duration of a
collision in RI-MAC may be much longer due to hidden terminals.
• EH-MAC can adapt to changing energy harvesting rates better than RI-MAC. This is
because we can change the contention probability after every poll packet while in RI-
MAC, the backoff window size can only be changed after each backoff window which
can be up to 255 slots.
EH-MAC(AIMD) outperforms EH-MAC(ENAN) at high node densities or energy harvest-
ing rates because EH-MAC(AIMD) is more aggressive at reducing the contention probability
and more conservative when increasing the contention probability. Since collisions take up
more time and energy in EH-MAC, EH-MAC(AIMD) outperforms EH-MAC(ENAN) as there
are less collisions in EH-MAC(AIMD). The fairness metric refers to the network capacity given
to each node. For all the data points, EH-MAC maintains high fairness (above 0.8 in terms of
Jain’s index) since every neighboring active node has equal probability of sending a data packet
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(a) EH-MAC takes shorter time to recover from collisions than RI-MAC
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(b) EH-MAC can reduce hidden terminal problems than RI-MAC
Figure 5.4: Comparison of EH-MAC versus RI-MAC
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in response to a polling packet.
Next, we plot the average and maximum number of active neighbors for each polling packet
sent in Fig. 5.5 with 95% prediction intervals. The minimum number of active neighbors are
0 for all data points. The results show that as the number of nodes or energy harvesting rate
increases, there can be 0 to 25 active nodes that can receive each polling packet. Therefore, it
is crucial for EH-MAC to have an effective contention probability adjustment scheme to enable
every receiver to determine the optimal polling probability quickly.





























(a) Different node densities



























(b) Different energy harvesting rates
Figure 5.5: Average number of active neighbors
5.3.2 Event-driven WSN Performance Analysis
We evaluate an event-driven EH-WSN using some source nodes and a sink. We deploy the
sink, which is a data collection point, at the center of the deployment area. We assume that
the polling, beacon or preamble packet contains the location of the sender, and use simple
geographic routing to deliver data packets from the source nodes to the sink. Accordingly, a
node will forward its data packet in response to a polling packet from any node that is nearer
the sink than itself. This has two main advantages. Firstly, sensor nodes can be added (new
nodes), removed (faulty nodes) or moved (nodes with mobility) without incurring additional
overhead. Secondly, since the energy harvesting process is dependent on the environment, some
nodes may not be able to harvest energy at all times. Therefore, we reduce the probability of
not having any single active forwarding neighbor at any time.
We designate 10 nodes as source nodes and they are chosen from nodes that are furthest
away from the sink to demonstrate multi-hop capabilities. Only source nodes can generate data
packets to send and a new packet is generated whenever it successfully transmits a data packet.
The rest of the nodes are relay nodes. For relay nodes, it may not have packets to send if it does
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not receive any data packet to forward.
The throughput is given by the rate of data packets received by the sink from all the source
nodes, therefore S = (∑nsi=1 Hi)/t where Hi is the number of unique data packets received from
source node i, ns is the number of source nodes and t is the simulation time. The results are
shown in Fig. 5.6 for different node densities and energy harvesting rates respectively. In this
scenario, EH-MAC(ENAN) outperforms EH-MAC(AIMD) which illustrates the importance to
choose a good contention probability adjustment scheme. WSF(7,3,1) gives higher throughput
than EH-MAC at low node densities or energy harvesting rates but EH-MAC outperforms other
MAC protocols at higher node densities or energy harvesting rates. This is unlike the case in the
network capacity evaluation where EH-MAC outperforms all other protocols due to differences
in the traffic model. At low node densities or energy harvesting rates, the WSF protocol works
well because they achieve energy savings from the synchronization of time slots, therefore it
incurs less idle time. Furthermore, the probability of a collision (i.e. concurrent transmissions
in the same time slot) is low. However, for higher node densities or energy harvesting rates, the
probability of a collision in the same time slot increases and results in lower throughput. For
X-MAC, the throughput remains fairly constant when we increase the energy harvesting rates
because the duty cycle of the nodes remains constant as it is unable to adapt to different energy
harvesting rates. Similarly, EH-MAC outperforms RI-MAC for the same reasons in the network
capacity evaluation.
Next, we consider the end-to-end delay which includes queueing and transmission delays.
In EH-WSNs, there is also additional delay when a packet is stored in the buffer while the node
is in the charging state. For EH-MAC, the delay first decreases when we increase the node
density or the energy harvesting rate because this increases the number of potential forwarding
neighbors. However, when we increase the node density or energy harvesting rate further, delay
increases because of increased channel contention and packet losses due to collisions. Except for
receiver-initiated protocols, the delay mostly increases with increasing node density or energy
harvesting rate because any decrease in delay due to an increase in the number of neighbors is
offset by increased delays due to channel contention and packet collisions. EH-MAC has one of
the lowest delays for most data points.
For fairness, EH-MAC is able to give high fairness because probabilistic polling ensures
that all sending and receiving nodes have equal opportunities to transmit, therefore data from all
the source nodes are able to reach the sink. The hop count gives the number of transmissions
needed before a data packet is received by the sink. There is no significant difference in hop
count for all protocols except the WSF protocol in which it is lower in some scenarios. This is
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(a) Throughput for different node densities
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(c) End-to-end delay for different node den-
sities






























(d) End-to-end delay with different energy
harvesting rates





















(e) Fairness for different node densities





















(f) Fairness with different energy harvesting
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(g) Hop Count for different node densities






































(h) Hop Count with different energy harvest-
ing rates
Figure 5.6: Performance evaluation for different MAC protocols with 10 source nodes for event-
driven WSNs
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because less packets are received from source nodes further away from the sink, therefore the
hop count is lower.
The difference in throughput for EH-MAC and EH-POLL is small because there are only
10 source nodes so traffic is light.
5.3.3 Monitoring WSN Performance Analysis
Next, we consider a monitoring WSN and vary the number of source nodes by designating
10% of the total number of nodes as sources. The throughput is shown in Fig. 5.7a. When
the number of source nodes increases, both EH-MAC(ENAN) and EH-MAC(AIMD) perform
better than RI-MAC and EH-POLL by up to 27% and 37% respectively. This clearly illustrates
that probabilistic polling is an effective contention resolution scheme. The end-to-end delays
for EH-MAC may be higher than other protocols. This is because EH-MAC receives more data
packets further away from the sink, therefore the end-to-end delays are higher.


































































































Figure 5.7: Performance metrics with varying number of source nodes for monitoring WSNs
(ns = n/10)
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5.3.4 Varying Energy Harvesting Rates
For the previous sections, we have used 2 mW to 20 mW as the energy harvesting rates in
the performance analysis. These rates are chosen based on experimental results and datasheets
of commercial energy harvesters for sensor nodes. Next, we illustrate the performance results
for a wider range of energy harvesting rates. Fig. 5.8 shows the throughput values for energy
harvesting rates between 10 mW to 100 mW for both event-driven and monitoring WSNs using
200 sensor nodes. At 100 mW, the sensor nodes can always be active with very high probabilities
since it exceeds the operating power requirements. The results show that EH-MAC is able
to give high throughput even for higher energy harvesting rates by adjusting the contention
probability dynamically. For WSF and X-MAC, the duty cycle is fixed, therefore any additional
harvested energy has minimal impact on throughput. EH-MAC outperforms RI-MAC due to a
better contention resolution scheme using probabilistic polling.







































(a) Event-driven WSN with 10 source nodes









































(b) Monitoring WSN with 10% source nodes
Figure 5.8: Throughput of different MAC protocols for varying energy harvesting rates from 10
mW to 100 mW using 200 sensor nodes
5.3.5 Impact of Buffer Size in EH-MAC
The buffer size affects the performance of EH-MAC. A larger buffer size will generally increase
throughput since the nodes will be able to receive packets from other nodes even if it is unable
to forward the packets immediately. However, the tradeoff is increased delay. The tradeoff
between throughput and delay for different buffer sizes are illustrated in Fig. 5.9 where the
buffer size sb varies from 1 to 20 data packets in an event-driven WSN with 10 sources and
average energy harvesting rate of 10 mW. From the results, we can observe that EH-MAC only
requires small buffer sizes to give good performance and therefore the memory requirements of
EH-MAC is low.
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(a) Throughput for different node densities






































(b) Delay for different node densities
Figure 5.9: EH-MAC(ENAN) performance using different buffer sizes (1 to 20 data packets)
for 10 source nodes
5.3.6 Adaptive Energy Management in EH-MAC
It is possible that ambient energy may be temporarily unavailable for extended periods of time,
therefore it is beneficial for EH-MAC to adjust its duty cycle when ambient energy is available
so that some energy can be saved for future use. To determine the effectiveness of our adaptive
energy management algorithm described in Section 3.3, an event-driven EH-WSN with 300
sensor nodes and 10 sources is used. The energy harvesting rate is 10 mW during the first
100 seconds after which no energy can be harvested for the next 100 seconds. We compute
the throughput for blocks of 10 seconds each. We vary nl between 20 to 80 and nh is set to
nl +10 which controls the desired amount of reserve energy storage. The parameter TMAX , which
controls the minimum duty cycle, is set to 2 seconds. Fig. 5.10 illustrates the throughput for EH-
MAC(ENAN) with and without adaptive energy management. Similar results are obtained for
EH-MAC(AIMD). Each data point is for the number of data packets received in the preceding
10 seconds. For higher values of nl , the EH-WSN can operate for longer periods of time in the
absence of ambient energy. However, the tradeoff is that the initial throughput will be lower to
accumulate energy.
The parameter nl can be used to predict the maximum time the sensor network can operate
without harvesting energy using (3.6) as shown in Section 3.3.2. Fig. 5.11 shows that the
actual tlast values, which is the time of the last data packet received by the sink, are close to the
computed lower bounds, therefore we can use nl to determine the minimum time the node can
operate without any harvested energy.
The adaptive energy management scheme can reduce the fluctuations in throughput when
there are large fluctuations in the amount of harvested energy. By analyzing the duty cycle, we
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Figure 5.10: Adaptive energy management using EH-MAC(ENAN)

























Figure 5.11: Maximum time in which the node can operate without ambient energy
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are able to reduce the fluctuations in throughput by setting the parameters in the adaptive energy
management scheme using TMAX and nl . The parameter td affects the duty cycle of the node. We





λ − ta, (5.1)
where ta is the maximum active period. This equation is obtained by assuming that equal time
is spent in both receive and transmit states in each active period and energy is also harvested
during the active period. The parameter nl which determines the lower bound of the ideal energy
level is obtained by considering the maximum duration in which the energy harvesting rate stays
below the average energy harvesting rate. For example, if the energy harvesting rate follows the
pattern shown in Fig. 5.12a, then we compute the shaded area shown in Fig. 5.12b. If the area





Fig. 5.12c shows the throughput obtained using the simple and adaptive energy management
schemes with the energy harvesting model shown in Fig. 5.12a. At steady state (e.g., after 60
seconds), the simple energy management scheme has a standard deviation of 26.95 packets but
the adaptive energy management scheme has a lower standard deviation of 13.69 packets which
represents a 50% reduction in throughput fluctuation.
5.3.7 Impact of Mobility in EH-MAC
We determine the impact of node mobility on network performance. We vary the speed from
2 m/s (walking speed) to 20 m/s (driving speed) using the random waypoint mobility model.
Fig. 5.13 illustrates the impact of mobility on throughput. The network capacity is reduced
up to 30% while the throughput for event-driven WSNs is reduced by up to 52%. There are
two factors affecting throughput when nodes are mobile. Firstly, packet reception probability
decreases when nodes are moving and this reduces throughput. However, since EH-MAC does
not incur overheads for neighborhood discovery, the reduction in network capacity is mainly due
to reduction in packet reception probability and the network capacity remains steady even under
high speeds. Secondly, reduced packet reception probability has also the effect of reducing
the total number of transmissions, therefore reducing collisions and interference, resulting in
increased throughput in some scenarios. This is clearly shown in the event-driven WSN where
the throughput for node mobility of 20m/s is higher than that at 5m/s.
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(a) Energy Harvesting Rate































(b) Computation of Ea






























Figure 5.12: Adaptive energy management using EH-MAC(ENAN) to reduce fluctuations in
throughput















































































(b) Event-driven WSN with 10 source nodes




This chapter describes EH-MAC, a novel MAC protocol designed for multi-hop EH-WSNs.
EH-MAC comprises a probabilistic polling mechanism to reduce packet collisions. With prob-
abilistic polling, the contention probability of each node is dynamically adjusted according to
changing energy harvesting rates, node densities and traffic load. It also reduces the hidden ter-
minal problem by requiring nodes not to transmit for the duration of one packet transmission if
they do not respond to the polling packet. The number of polling packets is also dynamically ad-
justed according to the traffic requirements to reduce overheads and interference to other nodes.
Extensive simulation results show that EH-MAC can achieve high throughput compared to other
MAC protocols for periodic monitoring and event-driven EH-WSNs with different node densi-
ties and energy harvesting rates. Different probability adjustment schemes (e.g., AIMD, ENAN)
will affect throughput. There is no single probability adjustment scheme that performs best in all
scenarios. EH-MAC(AIMD) gives higher throughput when network load is higher therefore it
can maximize network capacity. However, EH-MAC(ENAN) works better with lower network
load as it is able to estimate the number of active neighbors with data to send more accurately.
EH-MAC can also use an adaptive energy management scheme to enable the EH-WSN to func-
tion even when ambient energy is unavailable. Furthermore, the adaptive energy management
scheme can reduce fluctuations in throughput when the energy harvesting rate changes quickly
over time. In the next chapter, we design an opportunistic routing scheme for EH-WSNs.
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Chapter 6
Opportunistic Routing Protocol for
EH-WSNs
6.1 Introduction
In the previous chapter, we have designed EH-MAC, which is a reliable MAC protocol for
EH-WSNs using polling and acknowledgement packets with a simple geographic routing pro-
tocol. In this chapter, we design a best-effort multi-hop energy harvesting opportunistic rout-
ing (EHOR) protocol that (i) partitions nodes into regions and (ii) assigns transmission priori-
ties to regions, taking into consideration proximity to the sink and energy availability, so as to
minimize collisions while ensuring packet advancement in a linear multi-hop EH-WSN. Since
EHOR only provides best-effort data delivery without any reliability, therefore a simple CSMA
MAC protocol is used. Using extensive simulations, we demonstrate that EHOR achieves good
performance and outperforms traditional opportunistic routing protocols as well as other (non-
opportunistic) routing protocols that are applicable to EH-WSN. EHOR reduces the cost of
deploying EH-WSN by extending the range and coverage using multi-hop communications.
The rest of this chapter is organized as follows: We introduce opportunistic routing in Sec-
tion 6.2. Then, we present our opportunistic routing protocol designed for EH-WSN in Section
6.3. The performance results using EHOR under various scenarios are presented in Section 6.4.
We compare EHOR with other routing protocols in Section 6.5 and conclude the chapter in
Section 6.6.
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6.2 Basics of Opportunistic Routing
Opportunistic Routing (OR) is a scheme that takes advantage of the broadcast nature of the wire-
less medium to improve link reliability and system throughput in a multi-hop wireless network.
It comprises (i) forwarding candidate selection, which determines the set of forwarding nodes
and (ii) relay priority assignment, which determines the transmission priority among the set of
forwarding candidates. We illustrate OR using the scenario in Fig. 6.1 where there is a sender,
seven nodes labeled from 1 to 7 and a sink. In the forwarding candidates selection phase, nodes
1 and 2 will drop the received broadcast packet from the sender since they are further away
from the sink than the sender is. Since nodes 3 to 7 are closer to the sink than the sender is, they
are designated as potential relay nodes for the sender. Next, we need to assign the transmis-
sion priorities for relay nodes 3 to 7. Due to shadowing and fading effects, there is a non-zero
probability that the relay nodes and the sink will receive the broadcast packet from the sender.
However, this probability generally decreases with increasing inter-node distance. Ideally, if the
sink receives the data packet directly from the sender, all the relay nodes should not rebroadcast
the received packet. Otherwise, the relay node which is closest to the sink that receives the data
packet should forward the received data packet. For example, if nodes 3, 5, and 6 receive the
broadcast data packet correctly, only node 6 should forward the data packet.
2 31 4 5 6 7
SinkSender
Figure 6.1: Example in Opportunistic Routing
ExOR [96], MORE [97] and the OpRENU scheme [98] are opportunistic protocols designed
based on this concept. However, the performance of these protocols is reduced when used in EH-
WSNs as compared to battery-operated WSNs. This is because EH-WSN nodes are not always
active since the energy harvesting rates are usually less than the power consumption of the node.
Furthermore, MORE uses network coding which may not be suitable for resource-constrained
WSNs. GeRaF [99] is another protocol that uses RTS/CTS-based receiver contention scheme to
select the best forwarders but it uses preceding control packets to determine channel conditions
which is not suitable for rapidly changing channel conditions.
In this chapter, we consider both event-driven and active monitoring sensor network appli-
cations using the simple energy management scheme.
Accordingly, we define three different types of nodes: relay, source and sink nodes.
• Relay Node: Relay nodes are used to forward data packets from the source nodes to the
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sink when they are not within direct communication range of each other. When the relay
node receives any data packet in the receive state, it would buffer the data packet and
schedule it for possible transmission. There are 3 states in which the relay node can be
in: charging, receive and transmit states. An initially uncharged relay node will enter the
charging state, where the energy consumption is minimal as most of the components of
the node are shut down. It will transit into the receive state when the node is charged to a
certain amount of energy, Em. If a node has a packet to transmit, it will only transit into
the transmit state after it senses that the channel is clear so as to reduce the number of col-
lisions. Otherwise, it will go into the charging state when its energy is depleted until it is
charged to Em and the whole cycle repeats itself. Therefore, each charging cycle consists
of a charging phase, a receive phase and an optional transmit phase. The energy model
and state transition diagram are illustrated in Figs. 6.2a and 6.2b respectively. Based
on our empirical results from our energy harvesting characterization tests, we model the
charging time in each cycle using a continuous random variable.



























(a) Energy model using the simple energy management scheme
Charging Receive Transmit
(b) State Transition Diagram
Figure 6.2: Characteristics of an EH-WSN node in opportunistic routing
• Source Node: The operations of the source node are similar to that of the relay node
except that if it does not have to forward any received packet at the end of the receive
period, it will send its own data packet in the transmit period. This means that relay
packets are given higher priority than source packets. For every new data packet sent by
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the source node, it would be given a unique ID. This means that every data packet can be
uniquely identified using the tuple (node ID, packet ID). In addition to these two fields,
each data packet will consist of the sensor data, location information and the physical
layer headers. Unlike traditional wireless sensor networks where the user can specify a
sending rate, in EH-WSN the sending rate is determined by the energy harvesting rate
since the source sensor node is also powered using an energy harvester.
• Sink: The sink is a data collection point which is connected to power mains, and therefore
does not need to be charged. This means that the sink can hear data packets from its
neighboring nodes continuously.
We deploy n EH-WSN source/relay nodes and a sink node uniformly over an interval lx
in the following scenarios: (i) single-source, comprising one source node and n-1 relay nodes
(Fig. 6.3a), and (ii) multi-source, where ns nodes (ns ≤ n) are randomly selected (Fig. 6.3b) to be
source nodes. In addition, to determine the impact of node placement on network performance,
we also deploy nodes randomly for the multi-source scenario as shown in Fig. 6.3c. We let
the transmission range of the node be dtr which is defined as the maximum distance where the
packet delivery ratio (PDR) is above the threshold T h.
Since we have deployed the sensor nodes manually, the location information of each node
can be pre-programmed into the nodes in advance.
6.3 Energy Harvesting Opportunistic Routing Protocol (EHOR) Pro-
tocol Design
In this section, we present the design of our Energy Harvesting Opportunistic Routing (EHOR)
protocol which is an opportunistic routing protocol designed for EH-WSN. The notations used
in the description of EHOR are summarized in Table 6.1.
6.3.1 Challenges of Opportunistic Routing in EH-WSNs
Traditional OR schemes like ExOR [96] and MORE [97] are designed for nodes which are
powered by either batteries or power mains. Therefore, ExOR or MORE are optimized for
nodes which are always in either the transmit or receive state. However, in EH-WSN, the nodes
may be in the charging state most of the time if the energy harvesting rate is low compared to
the rate of energy consumption. Therefore, the goodput of OR schemes in EH-WSN would be
low and the delay would be high if each individual EH-WSN node is assigned an unique time
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lx/n : Relay Node
ns source nodes n-ns relay nodes







ns source nodes n-ns relay nodes
(c) Multi-source random node placement
Figure 6.3: Node placement using a linear network topology
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Table 6.1: Notations used for EHOR
Symbol Denotes
dtr Maximum transmission range of the sensor node where packet delivery ratio
is above T h (m)
ds Distance from the sender to the node (m)
Erxmax Maximum energy required in the receive state (mJ)
Eta Energy required to change state (from receive to transmit) (mJ)
Etx Energy required to send a data packet (mJ)
Em Minimum energy for a node to become active (mJ)
k Number of regions in EHOR
n Number of sensor nodes in the network
ns Number of source nodes
prx Probability that a node receives a packet
Prx Power needed when the sensor is in receive state (mW)
Ptx Power needed when the sensor is in transmit state (mW)
sack Size of an acknowledgment packet in WSF scheme (bits)
sd Size of a data packet (bits)
tprop Maximum propagation delay (s)
trmax Maximum time in the receive state (s)
tta Hardware turnaround time from receive to transmit state (s)
ttx Time to send a data packet (s)
T h Packet data delivery threshold for determining the transmission range
lx Length of deployment area (m)
α Transmission rate of the sensor (kbps)
β Weightage factor in determining the priority list in EHOR
λ Average energy harvesting rate (mW)
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slot for transmission. Furthermore, due to the energy characteristics of EH-WSN nodes, it is
difficult to coordinate the nodes using traditional OR schemes since it is not possible to know
which state (e.g. charging, receive) a node is in without using beacon messages. This is because
each node would have different wakeup schedules as the time taken to harvest energy is different
for each node as shown in our experimental results.
In ExOR, giving nodes that are closer to the destination higher relay priority will maximize
the expected packet advancement. However, this method does not take into consideration energy
availability in the EH-WSN node, and hence will result in reduced network performance.
These shortcomings of traditional OR approaches motivate the design of EHOR, which uses
a region-based approach to group nodes together to reduce delay and increase goodput. EHOR
also takes into consideration energy availability in the EH-WSN nodes as well as the expected
packet advancement in the relay priority assignment so as to maximize performance.
There are four desired properties of EHOR.
• Maximize Goodput: We need to maximize data goodput given the energy harvesting
rates. This means that goodput should increase with an increase in (i) the number of EH-
WSN nodes or (ii) the average energy harvesting rate (by using better energy harvesters).
• Maximize Data Delivery Ratio: We want to maximize data delivery ratio by minimizing
the number of lost packets.
• Maximize Efficiency: We want to minimize the number of duplicate packets because
they are of no value to the sink.
• Maximize Fairness: While goodput or data delivery ratio are important in the evaluation
of any routing protocol, another important metric in sensor networks is fairness as data
from every sensor node is equally important for active monitoring WSNs. If any of the
sensor nodes has unequal amount of bandwidth allocation, this would have an adverse
impact on the performance of the monitoring application since signals from some sensor
nodes are not sent to the sink in sufficient quantity to be analyzed. To determine the
fairness of various routing protocols in this chapter, we use Jain’s fairness metric [84]





where Gi is the goodput of the ith sensor node.
Some of these goals may be conflicting. For example, data delivery ratio can be increased by
sending duplicate packets but this conflicts with our goal of maximizing efficiency which aims to
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minimize the number of duplicate packets. The main goal of EHOR is to achieve high goodput.
Other secondary performance metrics, such as data delivery ratio, efficiency and fairness, are to
illustrate the tradeoffs between different routing protocols in EH-WSN as well as the choice of
different parameter values on the performance of EHOR.
6.3.2 Regioning in EHOR
The first issue in EHOR is to determine the best forwarding candidates to forward the data
packets while minimizing coordination overheads and duplicate transmissions. Since we cannot
determine the exact identities of nodes that are awake at any time, EHOR divides the possible
set of forwarding neighbors into several regions.
A node is in the forwarding region of a sender if it is nearer to the sink than the sender is.
The sender is either a source node transmitting its own data packet or a relay node forwarding
data packets from other source nodes. Upon receiving a packet, if the receiving node finds that
it is not within the forwarding region of the sender, the packet will not be forwarded. Otherwise,
the node will next compute the region ID which will determine its transmission priority. We let
the distance from the sender to the node be ds and the number of regions be k. The region ID j
can be computed using
j =

 1, ds > dtr;1+ ⌈dtr−dsdtr ∗ (k−1)⌉, ds ≤ dtr,
(6.2)
A region will have a lower region ID if it is closer to the sink as compared to another region
that is further away from the sink. Nodes outside the transmission range of the sender may still
be able to receive the data packets correctly but with very low PDR. If the sink is outside the
transmission range of the sender, region 1 would consist of all the nodes outside the transmission
range. Nodes with a lower region ID have higher priority to forward the data packet than nodes
with a higher region ID. The region concept is illustrated in Fig. 6.4.
Sender
dtr







Figure 6.4: Illustration of region concept (k=5) with one awake node in R3
Once a packet has been received by the awake nodes in the forwarding region, EHOR has to
determine which node to transmit first so as to minimize the number of collisions. Since there
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are k regions, we assign k time slots for the nodes to transmit. A node in the jth region will
transmit in the jth time slot after arrival of the packet as long as the node has enough energy.
We let the size of a data transmission (including all headers) be sd bits and the transmission
rate of the sensor node be α bps. The time taken to transmit one data packet is
ttx = sd/α . (6.3)
The hardware turnaround time, which is the time for the sensor node to change from receive
state to transmit state, is denoted by tta. This turnaround time is hardware-dependent. The
duration of each time slot can be computed using
tslot = tprop + tta + ttx (6.4)
where tprop is the maximum propagation delay.
The maximum time in receive state, denoted by trmax, must be greater than the number of
time slots. Therefore, trmax must be more than ktslot . In this chapter, we let
trmax = (k + 1)tslot . (6.5)
The number of regions (k) will depend on the average energy harvesting rate as well as the
number of possible forwarding candidates. Since there are n sensor nodes, the number of nodes





The exact value of dtr can be determined from actual experimentation or calculated using the
propagation model of the environment in which the sensor network is being deployed in. To
reduce the probability of concurrent transmissions which will lead to a wasted collision, we
want an average of one awake node in each region. If the sink is outside the transmission
range of the sender, there would be an additional region which consists of nodes outside the
transmission range of the sender. If we let p be the probability that a node can receive a data
packet from a sender, then the value of k is
k = ⌈n1 p⌉+ 1. (6.7)





which uses the average energy harvesting rate to determine the probability of a node being in
the active state. When the energy harvesting rates increase, the number of regions will increase,
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therefore there will be less nodes in a single region to reduce the probability of concurrent
transmissions in the same region.
We denote the maximum energy required in the receive state by Erxmax, the energy required
to transmit a data packet by Etx, the energy required to change from receive state to transmit
state by Eta and the energy of a charged node by Em. We let the receive and transmit power of
the sensor be Prx and Ptx respectively. Therefore, we have





Em = Erxmax + Eta + Etx. (6.9)
To illustrate EHOR, let us consider a scenario where a node receives a data packet from a
sender at the time illustrated in Fig. 6.5. In this scenario, the node can only wait for 3 time slots
before it has to transmit a data packet or shut down to recharge. If it is in region R4, it has to
drop the data packet since it has insufficient energy to wait for the 4th time slot to transmit. If
it is in R1, it will transmit the data packet immediately upon receiving the data packet. If it is
in R3, it will wait for 2 time slots in order to overhear whether other nodes in R1 and R2 have
relayed the data packet. If it overhears that the data packet has already made progress towards







Receive state Transmit stateCharging state
Tc
Eta+Etx
Arrival of data packet
tslot tslot
Node transmits in this 
slot if it is in region R1 Node transmits in 
this slot if it is in 
region R3
Figure 6.5: Example in EHOR
In EHOR, each node may receive more than one data packet in the receive state but each
node can only transmit one data packet in each charging cycle. Although some received packets
are being dropped if they cannot be transmitted, nodes in other regions will forward the data
packets so the impact on data delivery ratio is not adversely affected.
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6.3.3 Energy Considerations in EHOR
By applying regioning, nodes further away from the sender are favored without taking into
consideration energy availability in an EH-WSN node. This results in suboptimal performance
because a node that is scheduled to transmit in a particular slot may be unable to transmit
although it has received the data packet. For example, in the scenario as shown in Fig. 6.4,
nodes in R1 have the lowest probability of receiving the data packet since they are furthest away
from the sender but they have the highest probability of forwarding the data packet since they
can transmit immediately after receiving the data packet if the channel is clear. Nodes in R5
have the highest probability of receiving the data packet since they are nearest the sender but
they have the lowest probability of sending the data packet since they have to wait for 4 time
slots to determine whether nodes in R1, R2, R3 and R4 have relayed the packet or not. At the
end of this waiting time, the node may not have enough energy to wait for its transmission time
slot and therefore it cannot forward the data packet.
This observation means that the performance of EHOR may be improved by devising a
scheme to adjust the transmission priority based on the amount of available energy in the current
active period, in addition to its distance from the sink. Nodes that are further away from the
sender but have more remaining energy would have their priority reduced. Nodes that are nearer
the sender but have less remaining energy would have their priority increased. Accordingly, if
the remaining energy of the node at the end of the packet reception from the sender is Ere, then
the jth time slot in which it is scheduled to transmit in is








 1, ds > dtr;Ere−Eta−Etx
tslot Prx , ds ≤ dtr.
The factor, β , 0 ≤ β ≤ 1, weighs the forwarding priority of a node between its energy
availability and quality of the direct link (based on distance) with the sink. With β = 0 (1), nodes
with lower remaining energy (nearer the sink) will be assigned higher forwarding priority.
The detailed algorithms of EHOR are illustrated in Algorithms 4 to 7.
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Algorithm 4 Main EHOR Algorithm
1: Compute Em using (6.9)
2: Compute k using (6.7)
3: Stay in the charging state until the accumulated energy reaches Em
4: Go to receive state
5: while Node is in receive state do
6: if Node receives a data packet then
7: RECEIVEDATAPACKET
8: end if
9: if Any data packet is due for transmission then
10: TRANSMITDATAPACKET
11: end if




16: Go to Step 3.
6.4 Characterization of EHOR
We use the Qualnet network simulator [86] to assess the performance of EHOR. We modify
Qualnet to incorporate the energy model as shown in Fig. 6.2a. The main performance metric
is goodput while other performance metrics of interest include source sending rate, throughput,
data delivery ratio, efficiency, hop count and fairness. Each data point is derived from the
average of 10 simulation runs of duration 200s each using different seeds. Each data packet is
100 bytes while the acknowledgment packet in the WSF scheme is 15 bytes.
The transmission rate of the node is 250kbps while the hardware turnaround time is 0.192
ms. We fixed lx at 300m and T h at 10%. Using the radio characterization results in Section 3.2.1,
the transmission range used in the computation of the number of regions in EHOR, dtr, is 70m.
We model the radio propagation model using a lognormal shadowing model and a Ricean fading
model which approximates closely the empirical results of the radio characterization tests. For
traditional routing protocols, strong links are preferred over weak links, therefore T h is usually
set to a high value (e.g. 90%). However in opportunistic routing, we would also want to make
use of weak but long-distance links. Therefore, T h is set to a lower threshold to increase the
transmission range. These parameter values are shown in Table 6.2. The simulation parameters
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Algorithm 5 Algorithm when a node receives a data packet in the receive state
1: procedure RECEIVEDATAPACKET
2: Check for duplicate packet in the buffer
3: if Packet is already in buffer then
4: Drop received data packet
5: if Sender is nearer to the sink than the node is then
6: Remove data packet from the buffer as the packet has already made progress
towards the sink
7: end if
8: else ⊲ packet is not in buffer
9: if Sender is nearer to the sink than the node is then
10: Drop received data packet
11: else





Algorithm 6 Algorithm when any data packet is due for transmission
1: procedure TRANSMITDATAPACKET
2: Remove data packet, which is scheduled to transmit now, from the buffer
3: if Channel is clear then
4: Drop all existing data packets in the buffer
5: Transmit data packet
6: Go to charging state
7: else
8: Drop data packet




Algorithm 7 Algorithm when maximum receive time is reached
1: procedure ENDRECEIVESTATE
2: Drop all data packets in the buffer
3: if Node is a source node then
4: if Channel is clear then
5: Transmit own data packet
6: else
7: Go to charging state
8: end if
9: else ⊲ Node is a relay node
10: Go to charging state
11: end if
12: end procedure
shown in Table 3.1 which models the TI energy harvesting sensor node are also used.
Table 6.2: Values of various parameters in EHOR
Parameter Value
dtr 70m






β 0.0, 0.2, 0.4, 0.6, 0.8, 1.0
Shadowing Model Lognormal
Fading Model Ricean
Simulation Time 200 seconds
The performance metrics which we considered and their definitions are summarized in Table
6.3. First, we need to analyze the behavior of EHOR under different scenarios using a uniformly
distributed topology as illustrated in Figs. 6.3a and 6.3b.
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Table 6.3: Performance metrics used in EHOR
Parameter Definition
Source Sending Rate (SR) Combined rate of data packets sent by all the source nodes
Throughput (T ) Rate of data packets (including duplicate packets) re-
ceived by the sink
Goodput (G) Rate of unique data packets received by the sink
Data Delivery Ratio (DR) Ratio of G to SR
Efficiency (η) Ratio of G to T
Hop Count (H) Average number of times a packet is transmitted until it
reaches the sink
Fairness (F) Computed using (6.1)
6.4.1 Impact of β for event-driven WSNs
The value of β is a key design parameter in EHOR, therefore we need to determine the impact
of different values of β on network performance. We consider a single-source scenario with
λ=10mW and vary the number of relay nodes from 20 to 300. The performance results are
illustrated in Fig. 6.6 for different values of β from 0 to 1.
First, we consider the source sending rate (SR) which is the combined rate of packets sent
by all the sources. The source sending rate varies because the source node will only transmit at
the end of a receive period after it senses that the channel is clear so as to minimize collisions.
Furthermore, since the number of regions (k) increases as the number of relay nodes increases,
trmax will also increase, resulting in lower sending rate from each source. From the graphs, the
choice of β has little influence on SR. This is because β will only affect the priority assignment
when it is received by relay nodes, therefore it has negligible impact on the sending rates of the
source nodes.
Next, we consider throughput (T ) of the network. The throughput of the network is defined
as the rate of data packets, including duplicate packets, received by the sink. From the results, it
is clear that setting β to 0 gives the highest throughput. However, the throughput metric is not a
good performance metric as it includes the duplicate packets which are of no value to the sink.
Therefore, we consider goodput (G) as our main performance metric which is defined as the rate
of unique packets received by the sink. In the single-source scenario, setting β to 0 gives the
highest goodput. This is because by considering only energy constraints, every relay node will
attempt to transmit the received data packet at the end of the receive cycle when there is little
active time left, thereby increasing the probability of a successful data delivery to the sink.
113

























(a) Source Sending Rate






































































(d) Data Delivery Ratio








































Figure 6.6: Performance results for a single-source scenario with varying number of relay nodes
(n=20 to 300,ns=1,λ=10mW)
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The data delivery ratio (DR) is the ratio of goodput (G) to source sending rate (SR). This
metric computes the probability of a packet being delivered to the sink for every packet transmit-
ted by the source node. Similarly, DR is maximized by having β=0. We also consider efficiency
and hop count. Efficiency (η) is the ratio of goodput (G) to throughput (T ). It can also be
described as the probability of a received packet being a unique packet when received by the
sink. The metric hop count (H) is the average number of packet transmissions before the packet
reaches the sink. High efficiency and low hop count are desirable in order to maximize the usage
of the harvested energy. Although setting β to 0 gives the highest throughput, goodput and data
delivery ratio, it performs the worst in terms of efficiency and hop count. This is because more
shorter-range links are used, therefore more hops are required for a data packet to reach the sink.
6.4.2 Impact of β for monitoring WSNs
We consider a multi-source scenario where the total number of sensor nodes (n) is set to 300
with the number of source nodes (ns) varying from 20 to 300. The results are illustrated in Fig.
6.7. Unlike the single-source scenario, setting β to 0 no longer maximizes goodput when the
number of source nodes is high even though throughput is maximized. This clearly shows that
high throughput does not always equate high goodput. The data delivery ratio and hop count
decreases while efficiency increases when β increases. For multi-source scenarios, we also
consider fairness. For small number of source nodes, different values of β have only minimal
impact on fairness but for large number of source nodes, setting β to 0 maximizes fairness due
to an increase in the number of packets received from the source nodes furthest away from the
sink.
6.4.3 Impact of β for varying energy harvesting rates
We vary the average energy harvesting rate (λ ), from 2mW to 20mW, to take into account
varying energy harvesting rates when different types and sizes of energy harvesters are used.
Fig. 6.8 illustrates the scenarios with 1, 150 and 300 source nodes with a total of 300 sensor
nodes. When there is only 1 source node, setting β to 0 maximizes goodput when the energy
harvesting rate is less than 14 mW. However, when there are 150 or 300 source nodes, setting β
to 0 gives the worst goodput.
6.4.4 Summary of EHOR
From the results presented so far, we can infer some properties of EHOR. When there is only one
source node, goodput is maximized by considering the remaining energy alone (β=0) when as-
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(a) Source Sending Rate











































































(d) Data Delivery Ratio
























































Figure 6.7: Performance results for a multi-source scenario with varying number of source
nodes (n=300,ns=20 to 300,λ=10mW)
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(a) Single Source (ns=1)

























(b) 50% Source Nodes (ns=150)

























(c) 100% Source nodes (ns=300)
Figure 6.8: Performance results with varying energy harvesting rates (n=300,λ=2 to 20 mW)
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signing transmission priorities. However, this reduces efficiency as the number of transmissions
required per packet will increase because EHOR has to use some short-distance links instead
of long-distance ones. When the number of source nodes increases, there will be increased
MAC contention due to more transmissions by the nodes. Therefore, by giving long-distance
links higher priority (β > 0), goodput will improve as this means that the number of retransmis-
sions needed per packet is reduced, thereby reducing the possibility of collisions. In general,
as β increases, the average number of hops needed per packet decreases due to the usage of
more long-distance links and goodput may increase due to less MAC collisions and interfer-
ence. However, goodput may also decrease due to less retransmission opportunities as the node
may need to drop the packet before it is due for retransmission as it uses up its harvested energy
and needs to recharge. Hence, these two opposing effects result in an optimal value of β to be
used when we vary the number of sources and energy harvesting rates.
6.5 Comparison of EHOR with Other Routing Protocols
To determine the performance gains from using regioning as well as energy considerations in
EH-WSN, we also consider opportunistic routing without these enhancements. This protocol
is labeled as OR in Figs. 6.9 to 6.13. In OR, each possible forwarding node is given a unique
timeslot based on its distance from the sink to forward the received data packet, therefore the
maximum time spent in a receive period is given by
trmax = (n1 + 1)tslot (6.11)
where n1 is the number of forwarding candidates which is computed using (6.6).
In addition, we compare EHOR with two other different routing protocols suited for EH-
WSNs that do not require neighborhood discovery: a broadcast-based geographic routing pro-
tocol (GR-DD) for EH-WSN [68] and an asynchronous wakeup schedule protocol (WSF) [46].
For the WSF protocol, we use the (7,3,1) and (73,9,1) block designs as described in Chapter 2.
GR-DD differs from EHOR in three ways:
• In GR-DD, the time spent in the receive state is fixed at 2ttx while in EHOR, the time spent
in the receive state is not fixed and trmax is calculated using the total number of nodes and
the average energy harvesting rate.
• GR-DD needs non-volatile memory as packets received need to be stored in the buffer for
transmission in future charging cycles if the packet cannot be transmitted at the end of the
current charging cycle. In EHOR, any packet in the buffer is dropped at the end of the
charging cycle if it cannot be transmitted.
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• Unlike EHOR, GR-DD is not an opportunistic routing protocol since it does not attempt
to overhear whether the packet has already made progress before transmission.
WSF differs from EHOR in the following two ways:
• A successful data transmission requires the reception of 3 packets: the beacon packet, the
data packet and the ACK packet. If only the first 2 packets are successfully transmitted,
there would be duplicate packets since the sender has to retransmit the packet to possibly
another forwarder. For EHOR, a successful data transmission requires only the reception
of the data packet.
• EHOR, like other OR schemes in general, uses the broadcast nature of the wireless
medium to send the packets to as many forwarding nodes as possible while WSF uses
unicast routing.
For EHOR, we set β to 0.6 as this value achieves high goodput for most scenarios. First, we
consider the scenario where there is one source node with varying number of relay nodes. The
results are shown in Fig. 6.9. The results show that EHOR and GR-DD gives high throughput
for higher number of relay nodes while the WSF scheme works well for fewer relay nodes. The
WSF scheme is not scalable to large number of nodes due to excessive MAC collisions during
the beaconing process. From the hop count metric, it is also clear that WSF can only make use
of good-quality but short-range links, otherwise data transmission would not be successful.
Next, we consider the scenario where we vary the number of sources. The comparisons
between EHOR, OR, GR-DD and WSF are illustrated in Fig. 6.10. EHOR achieves higher
goodput and efficiency compared to the other routing protocols and also requires fewer trans-
missions by relay nodes. For the WSF protocol, the number of hops decreases with increasing
number of source nodes as more packets are received from the source nodes closer the sink,
thereby reducing the average number of hops required. Although OR maximizes fairness in
some scenarios, the goodput is low as compared to EHOR.
Finally, we consider scenarios with varying energy harvesting rates. The results are shown
in Fig. 6.11 for scenarios with 1, 150 and 300 source nodes. For all the scenarios, only EHOR
can achieve high goodput consistently.
Next, we study the impact of node failure on network performance. There are a total of
300 nodes with 30 source nodes. We vary the number of failed relay nodes from 10% to 100%
which are randomly chosen from the set of relay nodes. Fig. 6.12 shows that EHOR performs
the best in most cases except when the failure rate is very high (i.e., more than 80% in this sce-
nario) in which case GR-DD performs the best. The performance of EHOR degrades gracefully
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(a) Source Sending Rate



































































(d) Data Delivery Ratio





































Figure 6.9: Performance comparison between different routing protocols for a single-source
scenario with varying number of relay nodes (n=20 to 300, ns=1, λ=10mW)
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(a) Source Sending Rate





































































(d) Data Delivery Ratio



























































Figure 6.10: Performance comparison between different routing protocols with varying number
of source nodes (n=300,ns=20 to 300,λ=10mW)
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(a) Single Source (ns=1)























(b) 50% Source Nodes (ns=150)
























(c) 100% Source Nodes (ns=300)
Figure 6.11: Performance comparison between different routing protocols with varying energy
harvesting rates (n=300,λ=2 to 20 mW)
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because EHOR uses opportunistic retransmissions, so even if some nodes failed, other nodes
can forward the data packets. The performance of GR-DD and WSF improves when failure rate
increases resulting in overall fewer sensor nodes, thereby reducing channel contention. This
shows that both GR-DD and WSF are not suitable for use in dense sensor networks. Although
the performance of GR-DD is the highest for high failure rates, the fairness is low indicating
that most packets are received from the source nodes near the sink, therefore packets from nodes
further away from the sink cannot be delivered to the sink.


























Figure 6.12: Goodput of different protocols in the presence of node failures (n=300,ns=30, λ=10
mW)
Finally, we determine the impact of node placement on network performance. The nodes
are placed randomly as shown in Fig. 6.3c and we vary the total number of nodes from 20 to
300 with a total of 20 source nodes. Fig. 6.13 shows that goodput may increase or decrease for
low number of nodes; however at high node density, the difference is not significant for all the
protocols. The results show that EHOR gives the best performance. This is because EHOR uses
opportunistic retransmissions so it performs well even if the nodes are not uniformly distributed
as long as there are sufficient nodes within the forwarding region of the sender.
From the performance analysis, we find that EHOR improves performance over opportunis-
tic routing without regioning and energy considerations (OR) because
1. Regioning helps to improve performance by grouping EH-WSN nodes together, thereby
reducing the time required in the receive state. This optimizes the use of the harvested
energy so that more packets can be sent or forwarded by the nodes.
2. By considering energy availability, each EH-WSN node has a higher probability of for-
warding the received packet, thereby increasing goodput. However, this benefit has to be
carefully weighed against more transmissions required due to the use of more short-range
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Figure 6.13: Goodput of different protocols when the nodes are randomly distributed (n=20 to
300,ns=20, λ=10 mW)
links.
GR-DD does not perform well compared to EHOR because
1. It does not attempt to listen to whether a packet has been successfully forwarded before
transmission, resulting in the sink receiving a lot of duplicate packets besides causing
more collisions and interference.
2. The receive period is fixed in GR-DD but is variable in EHOR, thereby reducing the
number of MAC collisions through using fewer transmissions and utilizing more long-
distance links.
WSF does not perform well in EH-WSN as compared to EHOR because
1. The duty cycle of WSF is fixed and not adapted to the energy harvesting rate. This is
because WSF is optimized for battery-operated WSNs where network lifetime is of key
consideration. However, in EH-WSN, harvested energy could be replenished and there-
fore goodput is our key consideration. In EHOR, the number of regions can change when
the energy harvesting rates change, thereby optimizing network performance.
2. Beaconing and acknowledgments are required for WSF in EH-WSN, and some bandwidth
has to be allocated to these control packets, thereby reducing overall performance.
3. A successful transmission requires three successful successive transmissions, therefore
it cannot make use of long-distance links. This is illustrated in the performance graphs
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where the average number of hops using the WSF scheme is much larger than other rout-
ing protocols.
6.6 Conclusion
In this chapter, we have designed an opportunistic routing protocol (EHOR) for EH-WSNs with
linear topologies. First, we use a regioning approach to group nodes together in EHOR to reduce
delay and improve goodput as compared to conventional opportunistic routing protocols. Next,
we further improve EHOR’s performance by taking into consideration energy availability in
each node in addition to its distance from the sink when determining its transmission priority.
We evaluate EHOR using extensive simulations by varying the number of nodes as well
as the energy harvesting using the energy charging characteristics of commercially available
energy harvesting sensor nodes. We show that assigning transmission priorities to the nodes
using both distance from the sink and energy availability is important to achieve good network
performance. The results show that giving higher priority to energy availability (i.e., lower β
values) works well when the traffic is light with only a few source nodes. However, this incurs
more transmissions by relay nodes resulting in higher hop count. Giving higher priority to
distance (i.e., higher β values) works better in the presence of higher traffic with larger number
of source nodes since this maximizes the use of long-distance links thereby reducing hop count
and the number of forwarding required by relay nodes. When compared to other non-OR routing
protocols, EHOR achieves high goodput, efficiency, data delivery ratio and fairness. In the next
chapter, we extend EHOR to a 2D scenario and show that it works well under mobility with







In this chapter, we propose an adaptive opportunistic routing (AOR) protocol that achieves high
goodput with minimal neighborhood discovery for multi-hop EH-WSNs using a 2D deployment
scenario. Similar to EHOR described in the previous chapter, AOR uses a regioning scheme that
partitions nodes into regions and a prioritization scheme that assigns transmission priorities to
regions, taking into consideration proximity to the sink and energy constraints, so as to minimize
collisions and maximize packet forwarding probabilities. AOR extends and improves the use of
opportunistic routing for multi-hop scenarios in the following ways:
• We extend EHOR from a 1D topology to a 2D topology.
• We show that AOR works well when the sensor nodes are mobile (e.g. a vehicular sensor
network).
• We show that AOR can use the adaptive energy management feature which allows an EH-
WSN node to continue transmission during extended periods when there is no ambient
energy available temporarily which is not explored in the previous chapter.
• In EHOR, we need to know the energy harvesting rate in order to compute the number of
regions. In AOR, no knowledge of energy harvesting rate is needed.
The rest of this chapter is organized as follows: In Section 7.2, we describe AOR, an op-
portunistic routing protocol designed for multi-hop EH-WSNs. The performance of AOR under
different scenarios is illustrated in Section 7.3 and experimental results are shown in Section 7.4.
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Performance comparison with other routing protocols is presented in Section 7.5. We conclude
the chapter in Section 7.6.
7.2 Adaptive Opportunistic Routing (AOR) Protocol Design
In this section, we present the design of our Adaptive Opportunistic Routing (AOR) protocol
which is an opportunistic routing protocol designed for EH-WSN. The notations used in the
description of AOR are similar to Table 6.1 from the previous chapter.
We assume that n source/relay nodes and a sink node are randomly deployed over an area
measuring lx by ly. We let the transmission range of the node be dtr which is defined as the
maximum distance where the packet delivery ratio (PDR) is above the threshold T h. If the sen-
sor nodes are deployed manually, the location information of each node can be pre-programmed
into the nodes in advance. Otherwise, a localization algorithm can be used to generate location
information for each node.
7.2.1 Regioning in AOR
The main aim of AOR is to maximize data throughput and ensure fairness so that the sink would
receive sufficient amount of data from each source node. The first issue in AOR is to determine
the best forwarding candidates to forward the data packets while minimizing coordination over-
heads and duplicate transmissions. Since we cannot determine the exact identities of nodes that
are awake at any time, AOR divides the possible set of forwarding candidates into k forwarding
regions, as illustrated in Fig. 7.1 for k = 5. If the sink is outside the transmission range of the
sender, there would be an additional region which consists of nodes outside the transmission
range of the sender.
For a sender node, we let A be the area of the forwarding region that is within its transmission
range, as illustrated in Fig. 7.2. Since there are n sensor nodes, the average number of relay
nodes within the forwarding region for each node, n1, is ⌊ Alxly n⌋. To reduce the probability of
concurrent transmissions which will lead to a collision, we want an average of one awake node
in each region. If we let prx be the probability that a node can receive a data packet from a
sender, then the value of k is
k = ⌈n1 prx⌉+ 1. (7.1)





















Figure 7.2: Illustration of the forwarding region (shaded for the sender) in AOR
129
We compute A by considering the intersection area between two circles as shown in Fig. 7.3
where dsink is the distance from the sender to the sink. In general, for two circles of radius r and





dc2 + R2− r2
2dcR
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(−dc + r + R)(dc + r−R)(dc− r + R)(dc + R + r)
2
(7.3)
The value of A can then be computed using Algorithm 8.
For a relay node r that is at a distance of ds from the sender, its region ID j can be computed.
j =

 1, ds > dtr;1+ ⌈ArA ∗ (k−1)⌉, ds ≤ dtr, (7.4)
where Ar is the area within A in which all the nodes are nearer to the sink than receiver r, as
illustrated in Fig. 7.3. As with A, Ar can be computed based on the intersection of two circles,


















(b) dsink ≤ 12 dtr
Figure 7.3: Illustration of area Ar
Once a packet has been received by the active nodes in the forwarding region, AOR has to
determine which node to transmit first so as to minimize the number of collisions. Since there
are k regions, we assign k time slots for the nodes to transmit. A node in the jth region will
transmit in the jth time slot after arrival of the packet as long as the node has enough energy.
In AOR, each node may receive more than one data packet in the receive state but can only
transmit one data packet in each charging cycle. Although some received packets are being
dropped if they cannot be transmitted, nodes in other regions will relay the data packet so that
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Algorithm 8 Computation of A and Ar
1: if dsink > 12dtr then
2: A = Ai(dtr,dsink,dsink)
3: if dr ≥ dtr −dsink then
4: Ar = Ai(dtr,dr,dsink)
5: else
6: Ar = pidr2
7: end if
8: else
9: A = pidsink2
10: Ar = pidr2
11: end if
the probability of successful packet reception by the sink from each source node will not be
adversely affected.
7.2.2 Energy Considerations in AOR
By applying regioning, nodes further away from the sender are favored without taking into con-
sideration the energy availability of an EH-WSN node. This results in suboptimal performance
because a node that is scheduled to transmit in a particular slot may be unable to do so although
it has received the data packet. For example, in the scenario as shown in Fig. 7.1, nodes in
R1 have the lowest probability of receiving the data packet since they are furthest away from
the sender but they have the highest probability of forwarding the data packet since they can
transmit immediately after receiving the data packet if the channel is clear. Nodes in R5 have
the highest probability of receiving the data packet since they are nearest the sender but they
have the lowest probability of sending the data packet since they have to wait for 4 time slots
to determine whether nodes in R1, R2, R3 and R4 have relayed the packet or not. At the end
of this waiting time, the node may not have enough energy to wait for its transmission time slot
and therefore it cannot forward the data packet.
This observation means that the performance of AOR can be improved by devising a scheme
to adjust the transmission priority based on the available energy in the node for the current active
period, in addition to its distance from the sink. Nodes that are nearer the sink but have more
remaining energy would have their priority reduced. Nodes that are further away from the
sink but have less remaining energy would have their priority increased. Accordingly, if the
remaining energy of the node at the end of the packet reception from the sender is Ere for the
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current active period, then the jth time slot in which it is scheduled to transmit in is








 1, ds > dtr;Ere−Eta−Etx
tslot Prx , ds ≤ dtr.
The factor, β , 0≤ β ≤ 1, weighs the forwarding priority of a node between its stored energy
and quality of the direct link (based on distance) with the sink. With β = 0 (1), nodes with lower
remaining energy (nearer the sink) will be assigned higher forwarding priority.
7.3 Characterization of AOR
We use the Qualnet [86] network simulator to evaluate AOR and other protocols in EH-WSNs.
We modify Qualnet to incorporate the energy management schemes in Fig. 3.8. The perfor-
mance metrics are goodput and fairness. Each data point is derived from the average of 10 sim-
ulation runs of duration 100s each using different seeds, node deployments and energy charging
rates. We fixed lx and ly at 500m and T h at 10%. Using the radio characterization results in
Chapter 3, the transmission range used in the computation of the number of regions in AOR, dtr,
is 70m. For traditional routing protocols, strong links are preferred over weak links, therefore
T h is usually set to a high value (e.g. 90%). However in opportunistic routing, we would want to
make use of weak but long-distance links. Therefore, T h is set to a lower threshold to increase
the transmission range. The simulation parameters shown in Table 3.1 which models the TI
energy harvesting sensor node are also used. We model the radio propagation using a lognormal
shadowing model and a Ricean fading model which approximates closely the empirical results
of the radio characterization tests in Chapter 3. The TI sensor node allows packet sizes larger
than those using TinyOS, so the size of each data packet (sd) is set to 100 bytes to minimize
overheads.
The range of average energy harvesting rates (λ ), from 2 mW to 20 mW, is obtained from
datasheets of commercial energy harvesters (e.g., Micropelt, Mide etc.) and empirical measure-
ments (Chapter 3,[95]). Since the node requires 72.6 mW (receive) to 83.7 mW (transmit) to
operate, the node cannot be active at all times and the unpredictability in the energy harvesting
process results in different charging times for each charge cycle. The charging time distribution
is based on empirical measurements using the TI nodes given in Chapter 3.
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We first consider the simple energy management scheme in Fig. 3.8a for event-driven and
monitoring WSNs. Unlike the previous chapter where we consider both throughput and good-
put, in this chapter we only consider goodput which is defined as the number of unique packets
received from the source nodes by the sink.
7.3.1 Impact of β in event-driven WSNs
In an event-driven WSN, an EH-WSN node will report its reading to the sink once an event
is detected. We consider two scenarios of 1 and 10 events. For event-driven WSN, the source
nodes are chosen so that they are furthest away from the sink to demonstrate multi-hop com-
munications. The value of β is a key design parameter in AOR, therefore we need to determine
the impact of different values of β on network performance. We consider the scenario with
λ=10mW and vary the total number of nodes from 50 to 500 with 1 or 10 source nodes. The
performance results are illustrated in Fig. 7.4 for different values of β from 0 to 1. The goodput
is maximized by setting β to 0. This increases the probability of a relay node forwarding a data
packet which leads to an increase in goodput. However, the tradeoff is that this increases the to-
tal number of transmissions or relay nodes required since some shorter links are used. However,
as the number of source nodes is low, the probability of packet collisions are low, therefore this
leads to an increase in goodput. When node density increases, fairness also increases because
there are more relay nodes to forward the data packets, resulting in more even distribution of
data traffic, thereby data packets from all the source nodes can reach the sink. The value of β
does not have any significant impact on fairness.
7.3.2 Impact of β in active monitoring WSNs
Next, we consider a monitoring WSN where we set the number of the source nodes at 10%
and 20% of the total number of nodes. For monitoring WSN, the source nodes are randomly
chosen among all nodes. The results are illustrated in Fig. 7.5. Unlike event-driven WSNs,
the value of β does not have significant impact on goodput. This is because the number of
source nodes is comparatively higher in this scenario, therefore any increase in goodput due to
more transmissions by relay nodes is offset by collision losses and higher interference from the
increased traffic. Lower values of β give slightly higher values for fairness. This is because
this favors transmissions of packets from sources further away from the sink, thereby improving
fairness since packets from sources nearer the sink need fewer hops to reach the sink.
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Figure 7.4: Performance results for a event-driven WSN with varying number of relay nodes
(n=50 to 500,λ=10mW)
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(a) Goodput (ns = n/10)




















(b) Fairness (ns = n/10)

























(c) Goodput (ns = n/5)




















(d) Fairness (ns = n/5)
Figure 7.5: Performance results for an active monitoring WSN with varying number of source
nodes (n=50 to 500,λ=10mW)
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7.3.3 Impact of β for varying energy harvesting rates
We vary the average energy harvesting rate (λ ), from 2mW to 20mW, to take into account
varying energy harvesting rates when different types and sizes of energy harvesters are used.
Fig. 7.6 illustrates the scenarios with 1, 10, 50 and 100 source nodes with a total of 500 sensor
nodes. For the single source scenario, an increase in energy harvesting rate increases goodput
for increasing β . However for other scenarios, increasing energy harvesting rates can increase
or decrease goodput for different values of β as there is a tradeoff between more transmissions
by relay nodes versus losses due to collisions due to increased traffic. For the rest of this chapter,
we use β = 0.6 since this value achieves high goodput for many scenarios.



























(a) 1 source node (ns=1)























(b) 10 source nodes (ns=10)


























(c) 50 source nodes (ns=50)


























(d) 100 source nodes (ns=100)
Figure 7.6: Goodput of AOR with varying energy harvesting rates for 500 sensor nodes
(n=500,λ=2 to 20 mW)
7.3.4 Impact of Node Failure on AOR
Next, we study the impact of node failure on network performance. There are a total of 500
nodes with 10 and 100 source nodes for event-driven and monitoring WSNs respectively. We
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vary the number of failed relay nodes from 10% to 100% which are randomly chosen from the
set of relay nodes. Fig. 7.7 show that the performance of AOR degrades gracefully because
AOR uses opportunistic routing without any fixed relay node, so even if some nodes failed,
other nodes can relay the data packets. The fairness decreases for increasing node failure rate
because fewer packets are received from nodes further away from the sink when more relay
nodes fail. For the event-driven WSN, fairness becomes 0 when all the relay nodes fail because
the sink does not receive any packets from the source node.






















(a) Goodput for 10 source nodes (ns=10)



















(b) Fairness for 10 source nodes (ns=10)





















(c) Goodput for 100 source nodes (ns=100)



















(d) Fairness for 100 source nodes (ns=100)
Figure 7.7: Goodput of AOR in the presence of node failures (n=500,λ=10 mW)
7.3.5 Adaptive Energy Management in AOR
It is possible that ambient energy may be temporarily unavailable for extended periods of time,
therefore it is beneficial to adjust the duty cycle of the node when ambient energy is available
so that some energy can be stored for future use. We use the adaptive energy management
algorithm described in Section 3.3. There are 500 sensor nodes with 10 source nodes used. The
energy harvesting rate is 10 mW during the first 150 seconds after which no energy is harvested.
We compute the goodput for blocks of 10 seconds each. We vary nl between 100 to 300 and nh
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is set to nl + 10 which are used to determine the desired amount of stored energy in the node.
The minimum goodput is determined by TMAX which we set to 0.4 seconds. Fig. 7.8 illustrates
the goodput for AOR with and without adaptive energy management. Each data point is for
the number of data packets received in the preceding 10 seconds. For higher values of nl , the
EH-WSN can operate for longer periods of time in the absence of ambient energy. However, the
tradeoff is that the initial goodput will be lower to accumulate energy.







































Figure 7.8: Goodput of AOR for different energy management scheme (n=50 to 500,ns=10,
λ=10 mW)
The parameter nl can be used to predict the maximum time the sensor network can oper-
ate without harvesting energy using (3.6) as shown in Section 3.3.2. Fig. 7.9 shows that the
actual tlast values obtained are close to the computed lower bounds, therefore we can use nl to
determine the minimum time the node can operate without any harvested energy.


























Figure 7.9: Maximum time in which the node can operate without ambient energy
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7.3.6 Impact of Mobility on AOR
We determine the impact of node mobility on network performance using the random waypoint
mobility model. We vary the speed from 2 m/s (walking speed) to 20 m/s (driving speed) for
relay nodes while source nodes are stationary. Fig. 7.10 shows that the goodput decreases for
the single-source scenario but increases for other scenarios. This is due to the following factors
when the nodes are mobile:
1. The packet reception probability decreases when nodes are mobile, therefore some nodes
will receive less data packets from other nodes resulting in decreased goodput.
2. Reduced packet reception probability has the effect of reducing the total number of trans-
missions, therefore reducing collisions and interference, resulting in increased goodput.
3. Nodes in other regions will retransmit data packets even though the data packets have al-
ready been forwarded by the nodes in the higher-priority regions due to the reduced packet
reception probability, thereby increasing the probability of a successful data delivery.
For single-source scenario, the main reason for decrease in throughput is due to reduced packet
reception probability. For multi-source scenarios, the main reasons for increase in throughput
is due to more retransmissions as the benefits of overhearing decreases due to reduced packet
reception probability. Furthermore, since there are more source nodes, the reduced packet recep-
tion probability has less impact on throughput since there are more packets to relay. For AOR,
there is no overhead for route maintenance, so mobility does not incur additional overheads.
7.3.7 Estimation of Energy Harvesting Rates in AOR
If the average energy harvesting rate is not known or changes with time, then we can estimate
the energy harvesting rate by considering the charging time needed in each cycle. If Er is the
energy required before the node becomes operational and the charging time is tc, then the energy





The nodes will recompute the number of regions dynamically in each charging cycle. The results
are illustrated in Fig. 7.11 which show that there is no significant difference. This is because
the number of regions is an integer value (i.e. there is a range of energy harvesting rate for each
k value), therefore small differences in the instantaneous energy harvesting rates do not cause
large differences in the number of regions used for each node.
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(a) 1 source node (ns=1)



























(b) 10 source nodes (ns=10)



























(c) 10% source nodes (ns = n/10)




























(d) 20% source nodes (ns = n/5)
Figure 7.10: Goodput of AOR for different mobility scenarios (n=50 to 500, λ=10 mW)
140


















Known Average Energy Harvesting Rate
Unknown Average Energy Harvesting Rate
(a) 1 source node (ns=1)





















Known Average Energy Harvesting Rate
Unknown Average Energy Harvesting Rate
(b) 10 source nodes (ns=10)




















Known Average Energy Harvesting Rate
Unknown Average Energy Harvesting Rate
(c) 10% source nodes (ns = n/10)




















Known Average Energy Harvesting Rate
Unknown Average Energy Harvesting Rate
(d) 20% source nodes (ns = n/5)
Figure 7.11: Goodput of AOR with known and unknown energy harvesting rates (n=50 to 500,
λ=10 mW)
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7.4 Experimental Evaluation of AOR
Next, we implement AOR on the TI sensor nodes. We use a single sink with n sensor nodes
where n varies from 10 to 20. The nodes are randomly placed in an indoor area measuring
3m by 3m with the sink at one corner. There is one source node which is the node furthest
away from the sink. The transmission power is reduced so that the source node is about 2 to 3
hops away from the sink. We set the energy harvesting rate to be 20 mW. The experiments are
repeated 5 times for each data point with each experiment lasting 5 minutes. To determine the
performance gains from using regioning as well as energy considerations in EH-WSN, we also
consider opportunistic routing without these enhancements. This protocol is labeled as OR. Fig.
7.12 shows that the experimental results (with 95% confidence intervals) are reasonably close to
the simulation results. Some differences are expected due to additional delays in software and
hardware when processing packets. Furthermore, the actual propagation model changes with








































Figure 7.12: Comparison between simulations and experimental goodput of AOR in multi-hop
scenarios for 1 source node (Indoor)
7.4.1 Summary of AOR
From the results presented so far, we can infer some properties of AOR. When there is only
one source node, goodput is maximized by considering the remaining energy alone (β=0) when
assigning transmission priorities. However, this increases the number of transmissions required
per packet because AOR has to use some short-distance links instead of long-distance ones.
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When the number of source nodes increases, there will be increased MAC contention due to
more transmissions by the nodes. Therefore, by giving long-distance links higher priority (β >
0), goodput will increase in some scenarios as this means that the number of transmissions
needed per packet to reach the sink is reduced, thereby reducing the possibility of collisions.
7.5 Performance Comparison with Other Routing Protocols
Next, we compare AOR and OR with other routing protocols for EH-WSNs. In addition, we
compare AOR with two other different routing protocols suited for EH-WSN using a broadcast-
based geographic routing protocol (GR-DD) for EH-WSN [68] and unicast routing using an
asynchronous wakeup schedule protocol (WSF) [46]. For the WSF protocol, we use two com-
binations using (7,3,1) and (73,9,1) block design as described in Chapter 2.
For AOR, we set β to 0.6 for both event-driven and monitoring WSNs. First, we consider
the event-driven WSN for 1 or 10 events with varying number of sensor nodes. The results are
shown in Fig. 7.13. The results show that only AOR and GR-DD scale to large number of relay
nodes while the WSF scheme works well for low density node deployments. The WSF scheme
is not scalable to large number of nodes due to excessive MAC collisions during the beaconing
process.
Next, we consider the scenario for monitoring WSNs. The comparisons between AOR, OR,
GR-DD and WSF are illustrated in Fig. 7.14. AOR achieves higher goodput compared to the rest
of the routing protocols for high-density node deployments. AOR outperforms OR due to the
regioning and energy considerations which increase the probability of a successful packet recep-
tion by the sink. GR-DD performs well under low traffic because flooding or broadcast-based
routing protocols increase packet reception probabilities with the tradeoff that more duplicate
packets are received. To determine the scalability of AOR and GR-DD, we increase the number
of nodes shown in Fig. 7.15. Even at a very high node density of 1,000 nodes, the goodput of
AOR is maintained or is only degraded gradually compared to GR-DD.
Next, we also evaluate the scalability of AOR using a wider range of energy harvesting rates
from 10 mW to 100 mW. Since the sensor node requires 72.6 mW to receive and 83.7 mW to
transmit, the sensor node is almost always active when using the maximum energy harvesting
rate of 100 mW. Fig. 7.16 shows that AOR can scale to high energy harvesting rates compared
to GR-DD.
From the performance analysis, we find that AOR improves performance over other routing
protocols because
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(a) Goodput for 1 source node (ns = 1)




























(b) Goodput for 10 source nodes (ns = 10)



















(c) Fairness (ns = 10)
Figure 7.13: Performance comparison between different routing protocols for an event-driven
WSN with varying number of sensor nodes (n=50 to 500,λ=10mW)
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(a) Goodput for 10% source nodes (ns = n/10)



















(b) Fairness (ns = n/10)

























(c) Goodput for 20% source nodes (ns = n/5)



















(d) Fairness (ns = n/5)
Figure 7.14: Performance comparison between different routing protocols for an active moni-
toring WSN with varying number of source nodes (n=50 to 500,λ=10mW)


























(a) Goodput for 10 source nodes (ns = 10)
























(b) Goodput for 20% source nodes (ns = n/5)
Figure 7.15: Scalability of AOR (n=100-1000,λ=10mW)
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Figure 7.16: Scalability of AOR using an event-driven WSN with 10 sources (n=500,ns =
10,λ=10-100 mW)
1. Regioning helps to improve performance by grouping EH-WSN nodes together, thereby
reducing idle time so that more packets can be sent or forwarded by the nodes.
2. By considering energy availability in each node, each EH-WSN node has a higher prob-
ability of forwarding the received packet, thereby increasing goodput. However, this
benefit has to be carefully weighed against more transmissions required due to the use of
more short-range links.
3. AOR will listen to the channel to determine whether a packet in its buffer has been suc-
cessfully relayed before transmission, thereby reducing the number of transmissions and
interference.
4. In AOR, the number of regions changes when the energy harvesting rates or node density
change, thereby it can adapt to changing network conditions.
5. AOR does not use any beaconing and acknowledgments, therefore it reduces overheads
and can support mobility.
7.6 Conclusion
In this chapter, we have designed an opportunistic routing protocol (AOR) for energy harvesting
wireless sensor networks. First, we use a regioning approach to group nodes together in AOR
to reduce delay and improve goodput as compared to conventional opportunistic routing pro-
tocols. Next, we further improve AOR’s performance by taking into consideration the amount
of available energy in each node in addition to its distance from the sink when determining its
transmission priority. We evaluate AOR using extensive simulations by varying the number of
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nodes as well as the energy harvesting using the energy charging characteristics of commer-
cially available energy harvesting sensor nodes. The results show that assigning transmission
priorities to the nodes according to distance and available energy is important to achieve good
network performance. We have also analyzed the tradeoffs in prioritizing transmission using
distance and energy availability. The results show that giving higher priority to energy avail-
ability (i.e., lower β values) work well when the traffic is light with few source nodes but giving
higher priority to distance (i.e., higher β values) works better in the presence of higher traffic
with higher number of source nodes. When compared to other non-OR routing protocols, AOR
achieves high goodput and fairness.
Furthermore, we show that the performance of AOR does not degrade under mobility if per-
fect location information is known. We also show that AOR can work with the adaptive energy
management scheme to reduce fluctuations in goodput when ambient energy is not available for




Conclusion and Future Work
Using energy harvesters in wireless sensor networks (WSNs) is very useful as it can replenish
the energy of sensor nodes, thereby eliminating the problem of replacing batteries in hard-to-
reach deployment areas. Many networking protocols for WSNs often trade reducing throughput
or increasing latency for a decrease in energy consumption to extend network lifetime. Since
nodes in energy harvesting WSNs (EH-WSNs) can replenish their energy by harvesting ambient
energy, new approaches to designing network protocols that can match energy consumption
with the amount of energy harvested are needed. Therefore, this thesis focuses on the design
and evaluation of asynchronous MAC and routing protocols specifically for EH-WSNs.
8.1 Contributions and Extensions
The main goal of many networking protocols for battery-operated WSNs is to maximize life-
time. However, since energy can be replenished in EH-WSNs, the former protocols would
perform poorly in EH-WSNs because throughput is reduced to conserve energy. Taking this
key difference in energy model into account, we design networking protocols that aim to match
energy consumption with the energy harvesting rate to maximize throughput for different node
densities.
In this thesis, we have used two different energy management schemes: the simple energy
management scheme and the adaptive energy management scheme. In the simple energy man-
agement scheme, we assume that energy from the energy harvester is available most of the time
and is accumulated in the energy storage until the minimum energy level to operate the node is
reached. The node then becomes active and can receive or transmit data packets. This scheme
is very simple and is easy to implement either in hardware or software.
In the adaptive energy management scheme, instead of activating the node whenever the
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energy has reached the minimum level, the duty cycle is adjusted such that some energy can
be stored in reserve (in excess of the minimum level) to operate the node when no energy is
available from the energy harvester for extended periods of time. The tradeoff for this benefit
is that the throughput will be lower during periods when the energy level falls below the ideal
stored energy range since some energy could not be utilized and has to be accumulated for future
use. The amount of energy to store depends on individual protocols and is adjustable depending
on the users’ specifications on the minimum duration in which the EH-WSN can continue to
operate in the absence of harvested energy. Furthermore, the adaptive energy management
scheme can be used to reduce fluctuations in throughput when there are large fluctuations in the
energy harvesting rate over time.
8.1.1 Probabilistic Polling MAC Protocol for EH-WSNs
We evaluated various CSMA-based and polling-based MAC protocols for single-hop EH-WSNs.
Then, we proposed a probabilistic polling mechanism to provide higher throughput in EH-
WSNs by dynamically adjusting the contention probability of each node according to changing
energy harvesting rates, node densities and traffic load. We also presented analytical models
for the slotted CSMA, identity polling, probabilistic polling and optimal polling MAC schemes.
We also derived the performance metrics, sensor and network throughput, as functions of the
number of sensor nodes, charging rate, transmission time, transmit power and receive power.
This gives us insights on how the performance metrics are affected by different parameters. Our
analytical models were validated using simulations developed on the QualNet simulator using
energy charging characteristics of commercially available energy harvesting sensor nodes.
Next, we present the design of EH-MAC, a novel receiver-initiated reliable MAC protocol
designed for multi-hop EH-WSNs using polling and acknowledgement packets. EH-MAC uses
probabilistic polling to reduce collisions. It also reduces the hidden terminal problem by requir-
ing nodes not to transmit for the duration of one packet transmission if they do not respond to
the polling packet. The number of polling packets is also dynamically adjusted according to the
traffic requirements to reduce overheads and interference to other nodes.
We have listed the insights and design considerations we gained from developing probabilis-
tic polling MAC protocols (including EH-MAC) during the course of the research:
1. Probabilistic polling is adaptive to varying node densities and energy harvesting rates by
adjusting the contention probability dynamically. This is important because the energy
harvesting rate varies greatly across different energy harvesting technologies. Extensive
simulation results show that probabilistic polling can achieve high throughput compared
150
to other MAC protocols for periodic monitoring and event-driven EH-WSNs with differ-
ent node densities and energy harvesting rates.
2. Different probability adjustment schemes (e.g., AIMD, NEAN) will affect throughput.
There is no single probability adjustment scheme that performs best under all scenarios.
AIMD gives higher throughput when network load is higher therefore it can maximize
network capacity. However, NEAN works better with lower network load as it is able to
estimate the number of active neighbors with data to send more accurately.
3. Probabilistic polling does not need to predict energy availability, therefore it will not be
affected by inaccurate energy predictions.
4. Probabilistic polling uses asynchronous operations. We do not assume that time is syn-
chronized between nodes which may be difficult to achieve in sensor networks given the
cost, processing and energy constraints on sensor nodes, therefore no time synchroniza-
tion protocol is needed.
5. We design a transmission outcome classifier that is able to accurately distinguish among
packet transmissions and losses in IEEE 802.15.4 networks. The classifier uses RSSI
and LQI (link quality indicator) values to distinguish between collisions and weak signal
losses. Unlike other approaches, our classifier works well for fully overlapping collisions
and does not require modifications to the hardware. Probabilistic polling makes use of
fully overlapping collisions to increase throughput by reducing both idle and collision
time. By incorporating the classifier into probabilistic polling, we are able to implement
probabilistic polling in actual EH-WSN nodes. Actual experimental results show that we
are able to obtain throughput close to analytical values.
6. EH-MAC requires minimal neighborhood discovery. This not only increases through-
put but also ensures that the protocols can be used even under mobility. Furthermore,
this helps probabilistic polling to scale to high node densities, making it suitable to be
deployed in dense sensor networks.
7. Probabilistic polling can be used with different energy management schemes. Using an
adaptive energy management scheme, we show that EH-MAC can continue to function
even when ambient energy is unavailable for a period of time. Furthermore, we show
that the adaptive energy management scheme is able to reduce fluctuations in throughput
when the energy harvesting rate changes quickly over time.
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Although we have shown that probabilistic polling works well in EH-WSNs, there are some
possible extensions:
1. It is also possible to extend the idea of probabilistic polling to normal battery-operated
WSNs. One advantage of probabilistic polling is that it does not require neighborhood
discovery schemes so it can perform well for mobile WSNs. Furthermore, since it is
adaptive to different node densities and traffic loads, probabilistic polling is able to per-
form well in these scenarios.
2. We have used simple geographic routing with EH-MAC in this thesis. It is possible that
higher throughput can be obtained using other routing protocols.
3. Probabilistic polling can be extended to provide many other network services such as
broadcast and anycast (e.g., [101]).
8.1.2 Opportunistic Routing Protocol in EH-WSNs
We have designed opportunistic routing protocols (EHOR/AOR) for EH-WSNs. EHOR and
AOR are best-effort data delivery routing algorithms without any reliability for a linear network
topology and a 2D deployment scenario respectively. We use a regioning approach to group
nodes together in EHOR/AOR to reduce delay and improve goodput as compared to conven-
tional opportunistic routing protocols. The regioning scheme works by assigning several nodes
into each region so that there is an average of one active node in that region at any instance. This
reduces time required before a node detects that no other node nearer to the sink has received
and forwarded the data packet. Next, we further improve performance by taking into considera-
tion energy availability in each node in addition to its distance from the sink when determining
its transmission priority. We evaluate EHOR/AOR using extensive simulations by varying the
number of nodes as well as the energy harvesting using the energy charging characteristics of
commercially available energy harvesting sensor nodes.
We have listed the insights and design considerations we gained from developing EHOR/AOR
during the course of the research:
1. Regioning works well when the energy harvesting rates are low, thereby increasing the
probability of forwarding data packets for relay nodes which increases goodput.
2. We show that assigning transmission priorities to the nodes according to distance from the
sink and energy availability is important to achieve good performance. The results show
that giving higher priority to energy availability (i.e., lower β values) work well when the
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traffic is light with few source nodes. However, the tradeoff is that more short-distance
links are used which increases the overall number of forwarding attempts required by
relay nodes. Giving higher priority to distance (i.e., higher β values) works better with
higher number of source nodes because more long-distance links are used, thereby reduc-
ing the number of relay nodes required to forward the data packets which reduces MAC
contention and interference.
3. EHOR/AOR are adaptive to different node densities and energy harvesting rates by ad-
justing the number of regions. This is important because the energy harvesting rate varies
greatly across different energy harvesting technologies. Furthermore, this allows new
nodes to be added and failed nodes to be removed easily.
4. EHOR/AOR do not need to know the identity of awake nodes, therefore it reduces over-
heads due to neighborhood discovery to support mobility and increases the scalability of
the protocols for high node densities and energy harvesting rates.
5. EHOR/AOR do not require time synchronization protocols, therefore it is easy to im-
plement them on energy harvesting sensor nodes. Our experimental results also closely
match the simulation results using a testbed of 20 nodes.
6. EHOR/AOR can increase throughput compared to EH-MAC with geographic routing be-
cause only data packets are transmitted. In EH-MAC, three packets (polling, data and
acknowledgement) are required for a successful data transmission. However, EH-MAC
can provide reliability which is not available in EHOR/AOR.
Although EHOR/AOR can give high throughput in EH-WSNs, there are some possible ex-
tensions:
1. EHOR/AOR do not provide any reliability or acknowledgements to the source nodes,
therefore it is useful to incorporate them for applications that require feedback or reliabil-
ity.
2. We have assumed that each node knows its own location. When nodes are mobile, a
localization protocol is needed to update the locations of the nodes, therefore the accuracy
of the localization on EHOR/AOR needs to be investigated.
3. We have used the scenario of a single sink in this thesis. With a single sink, nodes that
are nearer the sink are likely to have more packets to forward and therefore some packets
have to be dropped due to insufficient number of transmission slots. This problem can
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mitigated by using multiple sinks or giving nodes nearer the sink more transmission time
slots.
4. We can extend EHOR/AOR to 3D scenarios which is increasingly important for applica-
tions such as sensor networks for building monitoring etc.
8.2 Open Research Problems in EH-WSNs
The main focus of this thesis is on MAC and routing protocols for EH-WSNs. The difference
in energy models between an EH-WSN node and a battery-operated WSN node provides new
challenges for other research areas in EH-WSNs.
8.2.1 Transport Protocols for EH-WSNs
Currently, a source node sends its own data once it has accumulated enough energy. This may
not be the best method especially if there are different priorities among source nodes, therefore a
transport protocol may be useful to control the rate of data packets that each source node sends.
Furthermore, a transport protocol can be implemented to provide end-to-end reliability using
retransmissions with flow control.
8.2.2 Coverage in EH-WSNs
A sensor network can be deployed to provide sensing coverage to a given area of interest. Un-
like traditional WSNs where the coverage quality is dependent on the node density (e.g., [102])
and the duty cycle, the coverage on EH-WSNs is also dependent on the energy harvesting rates.
Therefore, the placement of nodes in practical deployments is important to ensure that the max-
imum energy harvesting rate is achieved without compromising the coverage requirements.
8.2.3 Energy Management Schemes
We have presented two different energy management schemes in this thesis, the simple energy
management scheme and the adaptive energy management scheme. However, while we have
shown that these schemes work well for our protocols, we have not optimized the parameters
used in these schemes. One future work is to determine how we can optimize and set the param-
eters to achieve the performance needed for our protocols. Furthermore, it is worth exploring
the use of other energy management schemes to determine how they can be incorporated into
our protocols. There can also be joint optimization using cross-layer interactions between the
energy management, MAC and routing protocols. Both energy management schemes do not
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consider the energy consumption of the sensors. Depending on the type of application, the
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Part of chapter 3 on characterization of energy harvesting nodes is based on paper 3. Part of
chapter 4 on single-hop MAC protocols for EH-WSNs is first presented in paper 1 and extended
in paper 5 with the practical implementation details in paper 6. The multi-hop MAC protocol in
chapter 5 is based on paper 7. Opportunistic routing in chapters 6 and 7 are based on papers 4
and 8 respectively with both chapters using paper 2 as comparison.
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