This paper presents a framework for designing the driving functions of an array of radiating elements given a scalar representation of the desired propagating field at a finite number of remote spatial locations. Based on a point source propagation model in a homogeneous media, the relationship between the driving functions and the resulting field leads to a system of linear equations in the frequency domain. A least-squares solution to the inverse problem is obtained by solving the system of linear equations for the unknown array driving functions. The proposed framework is suitable for designing array driving functions that could be used to generate "source-free" (homogeneous) solutions to the wave equation. This paper focuses on the use of the proposed technique for calculating array driving functions for generating 
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Fourier transform ed independently from the other) to produce the desired LW field. It is desired that given enough elements in an array of a specified size, the transmitted field energy remains localized for a reasonable range of distances.
It has been verified through computer simulations that it is possible to generate LW solutions to the wave equation over a limitex[ range of distances using a finite-sized array of radiating elements. • This is achieved by driving a finite planar array of point sources with the appropriately shaped pulses. The driving function for each array element is a broad-bandwidth waveshape determined by the exact LW solution and its derivatives. These functions correspond to those required by a Huygens representation of the array generated wave field. Although in theory the array should be infinite and continuous to recover the exact field at every space-time point, the results show that it is possible to obtain FIG. 1. The desired field is used to calculate a set of optimum driving functions to produce a field similar to the desired field.
reasonably localized beam fields with a finite-sized array.
We are currently investigating ways to reduce the aperture size of the array as well as the number of array elements and still be able to generate the LW solution. One approach consists of finding ways to squeeze a large array into a smaller one by driving the array with a more complicated set of pulse shapes whose functions are derived from the original solutions within the array aperture and beyond it.
• The solutions beyond the maximum distance are "folded" into the interior of the array in a particular way, trading a simple source distribution for a more complicated one.
Another approach is to use optimization techniques to find driving functions that will "best" match: ( 1 ) LW solutions or (2) an ideal "traveling-impulse." The approach is illustrated in Fig. 1 . Basically, the desired field is specified at a finite number of spatial locations. Field samples are then used to calculate an optimum set of driving functions that will produce a field similar to the desired field.
In Sec. I, we formulate the least-squares solution to the LW inverse propagation problem. Based on a point source propagation model in a homogeneous media, a relationship between the driving functions and the desired field is formulated which leads to a set of linear equations in the frequency domain. The least-squares solution to the inverse problem is then obtained by solving the system of linear equations for the unknown array driving functions. In Sec. III, we demonstrate the use of the proposed technique for calculating array driving functions for generating localized wave energy. Two different cases are investigated. In the first case, an LW solution to the wave equation is used as the desired field. The resulting field is compared to the field generated from a Huygens reconstruction which has been the traditional way of calculating array driving functions to generate source-free solutions to the wave equation. A discussion on how to sample the desired field is included. In the second case, a numerical traveling impulse function is specified as the desired field. All the results are then compared to the traditional continuous wave (cw) or monochromatic case. The last section discusses the results and suggests some areas of future work. Several possible alternate approaches to solving the inverse problem are discussed in the Appendix.
I. PROBLEM FORMULATION
In this section, we formulate a mathematical model for designing the driving functions of an array of point sources given the desired field at a finite number of spatial locations. We will be considering acoustic pulses that satisfy the scalar wave equation in a homogeneous media with a constant speed of propagation.
A. Field generated by an array of point source
The field generated at some arbitrary location in space due to a single point source is given by g( t,x,y,z) --f ( t --r,xo,Yo,Zo)/( 4rrr),
wheref ( ) is the driving function, g( ) is the resulting field, r is the propagation delay, r is the traveled distance, and xo,Yo,Z o are the spatial coordinates of the point source. Based on the principle of superposition, the field generated at some arbitrary location in space due to an array of point sources is then given by g(t,x,y,z) = •, f,(t -ri,xi,y,.,zi) 
B. Definition of the mean-square error
The mean-square error (MSE) between an observed field and a desired field at some arbitrary set of spatial locations and for a specified set of discrete times is defined as follows: set of optimum driving functions (f) that will minimize the MSE. This concept is illustrated in Fig. 2 . 
D. Solving the set of linear equations Equation (7) represents a set of linear equations which can be solved for the set of optimum driving functions f,. (t). We first formulate Eq. (7) in matrix form and then solve the resulting matrix system for the driving functions. This can be easily accomplished by formulating Eq. (7) in the frequency domain.
Taking the Fourier transform of Eq.
p•kJG•(co) • i p(•-•')F,(co) wherep •k• = e c/•'•), F i (co) is the Fourier and G• (co) is the Fourier transform ofg1
We can now rewrite Eq. (8) frequency (to), we have L equations which can be written in matrix form as follows: 
In this case, we can always obtain an exact solution.
E. The propagation equation
We now present a more intuitive derivation of the leastsquares solution to the inverse propagation problem presented in the previous sections. We note that Eq. (3a) has the frequency domain representation g=Hf.
( 13 the pulse is propagating along the Z axis. Figure 4 shows contour levels of the energy distribution of the MPS field as a function of time, and distance along the X (or Y) axis after traveling a distance of 30 cm (since this particular LW solution is circularly symmetric, it is sufficient to specify the field along the X or Y axis). The reference time t = 0 represents the time at which the center of the pulse arrives atz = 30 cm. A simple procedure for reconstructing this field using an array of point sources is to excite the array elements with a set of driving functions derived from the original sourcefree solution using Huygen's principle? Figure 5 shows the field generated by driving the array depicted in Fig. 3 Before comparing this field with the one obtained with the least-squares approach, we must discuss the strategy used to sample the field of the MPS source-free solution.
B. Sampling the desired field
In order to apply the least-squares approach, we must sample the desired field at a finite number of locations and time intervals. Our strategy is to sample the field based on sampling theory concepts. Let us first consider the temporal and spatial characteristics of the MPS source-free solution. The wave-number spectrum of the MPS field is shown in Fig. 8 as a be sampled. Therefore, for a 4-cm wavelength, the sampling density should be on the order of 0.2 samples/cm 2. Observe that a hexagonal sampling scheme was also used to arrange the array elements of the source array (see Fig. 3 ). Table I summarizes the requirements for selecting the temporal and spatial samples of the MPS field (based on sampling theory concepts) to be used for calculating the driving functions of the source array using the least-squares approach. Based on these results we need a total of 512 temporal samples (or 256 frequency components, neglecting the dc term) at 9800 different spatial locations. In terms of the number of mathematical computations involved, this problem requires the solution of 256 linear systems of complex equations of order 19 X 9800. Unfortunately, the number of spatial locations is directly proportional to the squared value of the aperture size, and it is also proportional to the squared value of the spatial bandwidth (l/)[mi n )2. Therefore, in order to reduce the number of spatial locations (and, therefore, the number of computations), we have to either reduce the sampling density or reduce the aperture size. (Another option would be to use a different sampling strategy which will not be considered at this time). Since the short wavelengths are important in order to preserve the localized behavior of the solution (which is the main feature that we are trying to duplicate), it is more desirable to reduce the size of the receiving aperture.
C. Least-squares solution to the LW source-free example
We now compare the field generated with the Huygen's approach with the field generated from the same array using a set of driving functions obtained with the proposed leastsquares approach. The resulting field is slhown in Fig. 9 . Note that although the beam is not as localized as the exact field (Fig. 4) , spatially, it is very similar to the beam generated from the Huygens reconstruction approach (Fig. 5) .
This reconstructed MPS field was generated using the sampling parameters from Table I Based on other computer simulations not shown here, our studies indicate that increasing the value of the sampling parameters (sampling rate, sampling density, and time span) tend to generate smoother energy profiles than the one shown in Fig. 9 , but the localized characteristics of the resuiting field remain about the same.
D. The array driving functions
Our studies show that the least-squares solution to tlhe inverse propagation problem tends to generate very large low-frequency components which do not seem to be necessary in order to generate a localized field. Although, at this point, this behavior is not well understood, we suspect that due to the particular geometry of our problem (array elements as well as selected field locations are very close together in comparison to the traveled distance), the inverse problem is "ill-conditioned" at the low frequencies. We have investigated two ways of suppressing these strong, 1ow-fi'equency resonances in the driving functions. For the first ap-proach we high-pass filter the calculated driving functions in order to attenuate the low-frequency resonances. It also helps to taper the ends of the resulting time series after the filtering operation. This can be easily accomplished by multiplying the driving functions times a Hanning (or similar) window function. In the second approach we apply an energy constraint to the inverse problem (see last section of the Appendix). This approach tends to keep the number of resonances to a minimum. constrained and the filtered cases are very similar. Moreover, both cases produce a beam more localized than the beam generated from the Huygens reconstruction approach (Fig. 5 ).
E. Traveling impulse example
Ideally, the ultimate wave pulse for the transmission of localized wave energy is a traveling impulse function. Although such a pulse cannot be realized physically, a leastsquares solution to the traveling impulse problem can be obtained by defining the desired field to be the (numerical) unit impulse function, i.e., a field with a value of one at x = y = 0 and t = z/c, and a value of zero everywhere else. Figure 12 shows the solution to this problem using the same sampling parameters that were used for the MPS field example. Note that the solution to the traveling impulse problem gives a more localized field than the one obtained for the MPS source-free problem, given the same source array and the same sampling parameters. The beam spreading is defined as the radial distance from the z axis (the center of the beam) to the point at which the beam energy decays to half its on-axis value. This quantity is also a function of the traveled distance of the beam. The energy spreading and efficiency results for all the cases previously discussed are shown in Fig. 13 . All the results corresponding to the least-squares approach were high pass filtered as previously discussed. The first set of curves corresponds to the field generated by using the MPS sourcefree solution via the Huygens' approach. The second set corresponds to the least-squares solution to the MPS sourcefree case. The third set corresponds to the least-squares TABLE II. Summary of the beam performance at z = 5:0 cm for: ( 1 ) the Iw example via Huygens approach, (2) least squares with filtering, (3) least squares with au energy constraint and filtering, (4) the traveling impulse example using least squares with filtering, (5) least squares with an energy constraint and filtering, (6) cw at 345 kHz, (7) cw at 2 MHz. Our studies show that the proposed technique tends to generate very large low-frequency components which do not seem to be necessary in order to generate a localized field. We suspect that due to the particular geometry of the localized energy problem (array elements as well as selected field locations are very close together in comparison to the traveled distances), the inverse problem is "ill-conditioned" at the very lowest frequencies. These large resonances can be reduced by high pass filtering the driving functions. They can also be minimized by solving the inverse problem with an energy constraint on the solution. This approach and several other possible alternate approaches are discussed in the Appendix to follow.
