For bond percolation on the two-dimensional triangular lattice with arbitrary retention parameter p 2 0; 1], we show that the number of in nite rigid components is a.s. at most one. This proves a conjecture by Holroyd. Further results, concerning simultaneous uniqueness, and continuity (in p) of the probability that a given edge is in an in nite rigid component, are also obtained.
Introduction
We consider standard bond percolation on the triangular lattice T = (V; E) in two dimensions, de ned as the graph with vertex set V = fi(1; 0) + j( ) : i; j 2 Zg and edge set E consisting of all pairs of vertices x; y 2 V with kx ? yk = 1, where k k denotes Euclidean norm. Each edge of T is deleted independently with probability 1?p, and thus kept with probability p. Retained and deleted edges are also called open and closed, and their status are represented by the symbols 1 and 0. Let P p denote the resulting product probability measure on f0; 1g E with marginal distributions (1 ? p; p).
Of central interest in percolation theory is whether or not in nite connected components exist, and this typically depends on whether p is above or below a certain critical value p c . For the triangular lattice T, the critical value is known; this is due to Wierman 13] who showed that P p (9 in nite connected component) = ( 0 for p p c 1 for p > p c (1) with p c = 2 sin( 18 ) 0:3473. The next natural question is to ask for the number of in nite connected components with p > p c . For the analogous problem for the cubic lattice Z d , it is well known that there is a.s. only one connected component. This result carries over to T, and the easiest way to see this is to note that the famous Burton{Keane 3] encounter point argument works equally well on T as on Z d .
Originating in the physics literature, there has been some recent interest in studying percolation processes with focus on other aspects than connectivity. Instead of in nite connected components, one may consider in nite rigid components, or in nite entangled components. Here we shall prove the following rigidity analogue of the uniqueness of the in nite connected component result: Whenever an in nite rigid component exists for bond percolation on T, it is a.s. unique (Theorem 3.4) . This proves a conjecture by Holroyd 11] , who obtained a somewhat weaker result in the same direction (Theorem 3.1).
The corresponding uniqueness problem for entanglement percolation has recently been treated in 7] and in 8].
It will become clear in Sections 4{7 that our arguments are speci c to planar lattices in two dimensions, and this is why we do not consider more general lattices in higher dimensions. The reason for studying percolation on T rather than on the more usual square lattice Z 2 is that the latter is uninteresting from the point of view of rigidity, because it does not contain any rigid subgraphs (except for some trivial examples with at most one edge).
A preliminary discussion of rigidity and rigidity percolation is given in Section 2. In Section 3 we discuss the issue of uniqueness of in nite rigid components and state our main uniqueness results. Proofs of these results are given in Sections 4 and 5. Some additional results, concerning continuity in p of the P p -probability that a given edge is in an in nite rigid component, and so-called \simultaneous uniqueness", will be obtained in Sections 6 and 7.
Rigidity percolation
Following is a brief recollection of (generic) two-dimensional rigidity of graphs, and of rigidity percolation on T. We refer to Holroyd 11] for a more detailed and general account; in particular, rigidity is a dimension-dependent concept, and the de nitions below have natural extensions in higher dimensions.
Let G be a nite graph with vertex set V (G) and edge set E(G). Let (3) To show that p c p r 1 is a triviality, but the corresponding strict inequalities in (3) are not. Graph automorphisms. A graph automorphism for T is a bijection : V ! V with the property that for any x; y 2 V , we have that (x) and (y) share an edge in E i x and y share an edge in E. This induces a corresponding mapping 0 : E ! E in the obvious way. Graph automorphisms of T are translations (of integer length and in directions that are multiples of 3 ), rotations (around a given vertex, by angles that are multiples of 3 ), re ections (in lines through vertices at directions that are again multiples of 3 ), and compositions of these. A probability measure Q on f0; 1g E , and the corresponding f0; 1g E -valued random element Z, are said to be automorphism invariant if for any n, any e 1 ; : : : ; e n 2 E, any i 1 ; : : : ; i n 2 f0; 1g and any graph automorphism we have Q(Z(e 1 ) = i 1 ; : : : ; Z(e n ) = i n ) = Q(Z( 0 (e 1 )) = i 1 ; : : : ; Z( 0 (e n )) = i n ) :
Positive correlations. A function f : f0; 1g E ! R is said to be increasing if f(!) f(! 0 ) whenever ! ! 0 , where is the usual coordinatewise partial order on f0; 1g E . A random element Z 2 f0; 1g E is said to have positive correlations if for all bounded increasing f; g : f0; 1g E ! R we have
] where E denotes expectation. Surrounding circuits. Let H n denote the closed convex hull in R 2 of the hexagon that has its six corners in ( n; 0) and ( n 2 ; n p 3 2 ). Let V n = V \ H n (so that V n is the set of vertices at graph-theoretic distance at most n from the origin), and let E n be the set of edges in E that have both endpoints in V n . A (6) holds, let X be a f0; 1g E -valued random object with distribution P p , and de ne the f0; 1g E -valued random object Y as in (7) . Then, with probability 1, Y has a unique connected component, and contains, for each n, a circuit surrounding H n .
Proof: A rigid component has to be connected (see e.g. 11, Proposition 6.6]), so with p as in the corollary we have that Y contains some in nite connected component a.s. Hence, it is su cient to verify that Y satis es conditions (i), (ii) and (iii) of Theorem 4.1.
The distribution of X is just i.i.d. measure, so X satis es (i) and (ii), and it is easy to see that these properties are inherited by Y .
It remains to verify the positive correlations property (iii). Positive correlations holds for X; this is the well-known Harris{FKG inequality (see e.g. 5]). Now write h : f0; 1g E ! f0; 1g E for the mapping de ned in (7) , and note that h is increasing, meaning that ! ! 0 implies h(!) h(! 0 ). Hence the compositions f h and g h are increasing whenever f; g : f0; 1g E ! R are, so that
where the inequality follows from the positive correlations property of X. 
But A is an increasing event (meaning that for any !; ! 0 2 f0; 1g E such that ! ! 0 and ! 2 A, we have ! 0 2 A), which in conjunction with (8) implies P p 2 (A) = 1 :
We wish to show that with P p 2 -probability 1, any two edges e 1 ; e 2 
). In other words, the edges incident to x are enumerated in counter-clockwise order, starting with the one connecting x and x + (1; 0).
Lemma 5.1 Let x be a vertex of T, and let i; j; k; l 2 f0; : : : ; 5g be such that i < j < k < l. Suppose for a percolation con guration ! 2 f0; 1g E that (i) e x;i ; e x;j ; e x;k and e x;l are all open, (ii) e x;i and e x;k are in the same rigid component C i;k , and (iii) e x;j and e x;l are in the same rigid component C j;l . Then C i;k = C j;l .
Proof: Write y i for the endpoint (other than x) of e x;i , and de ne y j , y k and y l similarly.
We claim that there must exist a path r i;k in C i;k which starts at y i , ends at y k , and does not go through x. To see this, suppose for contradiction that there does not exist any such path. Then the edge set of C i;k can be partitioned into two sets according to whether x must be used when going (in C i;k ) from y i to a given edge. These two edge sets have only a single vertex (x) in common, so Lemma 4.3 (b) shows that C i;k is not rigid, which is a contradiction.
Similarly, there must exist a path r j;l in the component C j;l , which stats at y j , ends at y l , and does not go through x. By planarity, the paths r i;k and r j;l must intersect at some vertex z (di erent from x); see The above argument was inspired by a similar use of planarity by Alm 2] in the context of rst-passage percolation.
We now come to the main additional ingredient (compared to Section 4) in the proof of Theorem 3.4, which is the introduction of some \decorated" variants of the lattice T. The main shortcoming of representing in nite rigid components by the process Y is that an in nite connected component in Y may contin more than one in nite rigid component (although the event that this happens will be shown to have probability 0, it is easy to construct deterministic con gurations where it happens). The following modi ed lattice T 0 = (V 0 ; E 0 ) is tailored to take care of this problem.
Fix a small " > 0 (for concreteness, we may take " = 0:1). T 0 is obtained from T by the following three step procedure (see the left and the middle part of Figure 2 x. 2. For each x 2 V and each i; j 2 f0; : : : ; 5g with i 6 = j, connect x 0 i and x 0 j by an edge in E 0 , so that in other words the six satellites of x are connected as in the complete graph K 6 . These edges in E 0 are said to be local. 3. Replace each edge e 2 E by an edge e 0 2 E 0 as follows. If e has endpoints x and y, then we let e 0 connect the satellites x 0 i and y 0 j , where i; j 2 f0; : : : ; 5g are chosen in the unique way to make kx 0 i ? y 0 j k = 1 ? 2". These edges in E 0 are said to be regional. Note that each vertex in V 0 is incident to exactly one regional edge. Given the percolation realization X 2 f0; 1g E , we de ne the con guration X 0 2 f0; 1g E 0 as follows. If e 0 2 E 0 is a regional edge, then we let X 0 (e 0 ) = X(e), where e 2 E is the edge in T corresponding to e 0 . If on the other hand e 0 2 E 0 is a local edge connecting two satellites x 0 i and x 0 j , then we let Proof: Suppose that e andẽ are in the same rigid component R of X. Since rigid components are connected, we can nd a sequence of edges e 1 ; : : : ; e n 2 R with e 1 = e and e n =ẽ, such that e i and e i+1 share a vertex in T for i = 1; : : : ; n+1. It is immediate from the costruction of X 0 that, for each such i, the edges e 0 i and e 0 i+1 (de ned in the obvious way) are in the same connected component of X 0 , and the same must then hold for e 0 andẽ 0 as well. uniqueness of the in nite connected component in X 0 . The problem with this idea is that the Gandol {Keane{Russo technique builds heavily on planarity, whereas the lattice T 0 is not planar. To solve this problem, we shall modify the lattice one step further, to get a lattice T 00 = (E 00 ; V 00 ) which is planar and which at the same time has connectivity properties that (as far as the process X 0 is concerned) are essentially the same as for T 0 .
To this end, we represent each edge in T 0 by a straight line in R Clearly, only local edges cross each other.
Some local edges will then pass thorugh three vertices in V (see Figure 2 ). E 00 is obtained from E 0 by replacing each such edge e 0 (connecting, say, x 0 i and x 0 j , and passing through z 00 1 ; z 00 2 ; z 00 3 2 V , in that order), by four edges: one from x 0 i to z 00 1 , one from z 00 1 to z 00 2 , one from z 00 2 to z 00 3 , and one from z 00 3 to x 0 j . We call e 0 2 E 0 the parent of these four edges in E 00 . The lattice T 00 obtained in this way is planar (see Figure 2 again), and it turns out that the Gandol {Keane{Russo theorem can be adapted in the same straightforward manner as for Theorem 4.1, to obtain the following result. Proposition 5.3 Let Z 00 ba a f0; 1g E 00 -valued random object satisfying assumptions (i), (ii) and (iii) of Theorem 4.1. Suppose furthermore that Z 00 has an in nite connected component a.s. Then this in nite connected component is a.s. unique, and each H n is a.s. surrounded by some circuit in Z 00 .
Proof: See the proof of Theorem 4.1.
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Now de ne X 00 2 f0; 1g E 00 as follows. If e 00 2 E 00 is also on E 0 , then we let X 00 (e 00 ) = X 0 (e 00 ); otherwise we let X 00 (e 00 ) = X 0 (e 0 ), where e 0 is the parent of e 00 . (This means e.g. Proof: Lemma Remark 5.6 An inspection of our arguments for Theorem 3.4 reveals that the only properties of the product probability measure P p that are used (besides (6) 6 A continuity result A well-known result for standard bond percolation on Z d is that the probability that a given vertex x is in an in nite connected component, is an increasing function of p above the connectivity critical probability p c . The usual proof of this result (see e.g. 5]) works equally well for T.
In this section we consider the analogous problem for rigidity percolation. For p 2 0; 1], we de ne (p) to be the P p -probability that a given edge e in T is in an in nite rigid component (note that this de nition is independent of the choice of e 2 E). To prove the lemma under the additional assumption (vi), it su ces to show that for any set A 2 E n C of edges inside r such that e 2 A and !(e) = 1 for all e 2 A, and any nite set B 2 E n C of edges outside r, we have A C B is not rigid.
Fix two such edge sets A and B. By assumption (v), we have that A C is not rigid. ?Q(e is in an in nite rigid component of X p ) = lim h#0 Q(e is in an in nite rigid component of X p+h but not of X p ) = Q(D p ) ; (12) whith the event D p de ned as D p = fe is in an in nite rigid component of X p+h for all h > 0, but not of X p .g Fix n such that e 2 E n . By Remark 5.5, we have with Q-probability 1 that the unique rigid component in X p contains a circuit r surrounding H n . Lemma 6.3 tells us that if e is not in in the in nite rigid component (i.e. not in the rigid component containing r) in X p , and yet belongs to the in nite rigid component in X p+h , then at least one edge inside the circuit r is closed in X p but open in X p+h .
On the event D p , we have that the event (13) happens for all h > 0, and since there are only nitely many edges inside r, it follows that some edgeẽ inside r has to be closed on level p but open on level p + h for all h > 0. This means that U(ẽ) = p, which has Q-probability 0. Now sum over all possible circuits r and allẽ inside r (this is a countable sum), to deduce that Q(D p ) = 0, which (using (12)) implies (11).
We next state our partial result concerning continuity of (p) at the rigidity critical value p r . 1] such that e 1 and e 2 are in di erent in nite rigid components of X p ) = 0 : (14) Fix e 1 ; e 2 2 E and " > 0, and write A " e 1 ;e 2 for the event in (14). Pick n large enough so that e 1 ; e 2 2 E n . By Remark 5.5, we have Q-a.s. that the unique in nite rigid component in X pr+" contains a circuit r surrounding E n . By arguing as in the proof of Theorem 3.2, we see that for all p p r + " we have the following: if e 1 is in an in nite rigid component, then e 1 is also in the same rigid component as the circuit r. The same reasoning applies to the edge e 2 , and (14) follows.
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