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Abstract
We study stochastic wave equations in the sense of Walsh defined by fractal Laplacians on
Cantor-like sets. For this purpose, we give an improved estimate on the uniform norm of eigenfunc-
tions and approximate the wave propagator using the resolvent density. Afterwards, we establish
existence and uniqueness of mild solutions to stochastic wave equations provided some Lipschitz
and linear growth conditions. We prove Hölder continuity in space and time and compute the
Hölder exponents. Moreover, we are concerned with the phenomenon of weak intermittency.
1 Introduction
In this paper we study second-order hyperbolic stochastic partial differential equations defined by
generalized second order differential operators. To introduce the operator of interest, let [a, b] ⊂ R
be a finite interval, µ a finite non-atomic Borel measure on [a, b], L2([a, b], µ) the space of measurable
functions f such that
∫ b
a f
2dµ < ∞ and L2([a, b], µ) the corresponding Hilbert space of equivalence
classes with inner product 〈f, g〉µ :=
∫ b
a fgdµ. We define
D2µ :=
{
f ∈ C1((a, b)) ∩ C0([a, b]) :∃ (f ′)µ ∈ L2([a, b], µ) :
f ′(x) = f ′(a) +
∫ x
a
(
f ′
)µ
(y)dµ(y), x ∈ [a, b]
}
.
The Krein-Feller operator with respect to µ is given as
∆µ : D2µ ⊆ L2([a, b], µ)→ L2([a, b], µ), f →
(
f ′
)µ
.
This operator has been introduced, for example, in [11,19,23–25], especially as the infinitesimal gener-
ator of a so-called Quasi diffusion. It is a measure-theoretic generalization of the classical second weak
derivative ∆λ1 , where λ1 is the one-dimensional Lebesgue measure.
We recall the well-known physical motivation for Krein-Feller operators (see [1, Section 1.2]): We
consider a flexible string of length 1 clamped between two points x = 0 and x = 1 such that, if we
deflect it, a tension force drives it back towards its state of equilibrium. The mass distribution of the
bar shall have a density denoted by ρ : [0, 1] → R. For reasons of simplicity, we assume that for the
tangentially acting tension force F it holds F = 1. Then, the deviation of the string, the function
u(t, x), is determined by the wave equation
κ
∂2u
∂x2
(t, x) = cρ(x)
∂u
∂t
(t, x) (1)
with Dirichlet boundary conditions u(t, 0) = u(t, 1) = 0 for all t ≥ 0. We impose Neumann boundary
conditions ∂u∂x(t, 0) =
∂u
∂x(t, 1) = 0 if the ends of the strings are attached to a pair of frictionless tracks
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which are free to move up and down.. In order to solve this wave equation, we use the separation of
variables and write u(t, x) = f(x)g(t), which yields
κf ′′(x)g(t) = cρ(x)f(x)g′′(t)
and by resorting
f ′′(x)
ρ(x)f(x)
=
c
κ
g′′(t)
g(t)
for all t and x. Consequently, both sides of the equation are constant and we denote the value by −λ.
We only consider the left-hand side, given by
f ′′(x) = −λρ(x)f(x).
By integration with respect to the Lebesgue measure we get
f ′(x)− f ′(0) = −λ
∫ x
0
f(y)ρ(y)dy,
which can be written as
f ′(x)− f ′(0) = −λ
∫ x
0
f(y)dµ(y),
where ρ is the density of the measure µ. By applying the definition of ∆µ,
∆µf = −λf,
which yields
∆µu =
∂2u
∂t2
, (2)
as a generalization of wave equation (2), since this equation does not involve the density ρ. Conse-
quently, we can use it to formulate the problem for measure which possess no density, in particular for
fractal measures on [0, 1].
We are interested in the case where µ is a self-similar measure on a Cantor-like set. More precisely,
let N ≥ 2 and {S1, ..., SN} be a finite family of affine contractions on [0, 1], i.e.
Si : [0, 1]→ [0, 1], Si(x) = rix+ bi, 0 < ri < 1, 0 ≤ bi ≤ 1− ri, i = 1, ..., N,
where S1(0) = 0 < S1(1) ≤ S2(0) < S2(1) ≤ ... < SN (1) = 1. Further, let µ1, ..., µN , i.e. µ1, ..., µN ∈
(0, 1) weights and
∑N
i=1 µi = 1. It is known from [14] that a unique non-empty compact set F ⊆ [0, 1]
exists such that
F =
M⋃
i=1
Si(F ) (3)
and a unique Borel probabiliy measure µ such that
µ(A) =
N∑
i=1
µiµ
(
S−1i (A)
)
(4)
for any Borel set A ⊆ [0, 1]. Further, it holds suppµ = F . We call the set F Cantor-like set. Wave
equations where µ is defined by an IFS with overlaps and has full support were investigated in [5].
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By adding a random external force, more precicely, a space-thime white noise ξ on L2([0, 1], µ), we
are concerned with the hyerpbolic stochastic PDE
∂2
∂t2
u(t, x) = ∆bµu(t, x) + f(t, u(t, x))ξ(t, x),
u(0, x) = u0(x),
∂
∂t
u(0, x) = u1(x),
(5)
where b ∈ {N,D} determines the boundary condition. It is known (see [28]) that the stochastic wave
equation defined by the classical one-dimensional weak Laplacian ∆λ1 has a unique mild solution which
is, some regularity conditions provided, essentially 12 -Hölder continuous in space and in time. Here,
essentially α-Hölder continuous means Hölder continuous for every exponent strictly less than α. In two
space dimensions it turns out that the mild solution is a distribution, no function (see [28]). Hambly
and Yang [16] addressed the questions regarding these properties in the setting of a p.c.f. self-similiar
set (in the sense of [20]) with Hausdorff dimension between one and two. However, the damped wave
equation in their paper is a system of first-order SPDEs. According to the knowledge of the author,
there are no results regarding these properties in case of second-order Walsh SPDEs defined by a fractal
Laplacian. The Krein-Feller operator can be interpreted as a fractal Laplacian on sets with dimension
less or equal one.
We prepare the formulation of the main theorem by stating the following regularity conditions, where
γ is the spectral exponent of ∆bµ and δ := max1≤i≤N
log µi
log((µiri)γ)
is an indicator for the skewness of µ.
Assumption 1.1: (i) δ + 1 < 1γ
(ii) u0 ∈ D
(
∆bµ
)
, u1 ∈ D
(
(−∆bµ)
1
2
)
(iii) There exists q ≥ 2 such that f is predictable and satisfies the following Lipschitz and linear
growth conditions: There exists L > 0 and a real predictable process M : Ω × [0, T ] → R with
sups∈[0,T ]‖M(s)‖Lq(Ω) <∞ such that for all (w, t, x, y) ∈ Ω× [0, T ]× R
|f(ω, t, x)− f(ω, t, y)| ≤ L|x− y|,
|f(ω, t, x)| ≤M(w, t) + L|x|.
Note that Condition (i) is satisfied if µ is the dH -dimensional Hausdorff meausre on F , where dH is
the Hausdorff dimension of F , with the exception of λ1 on [0, 1].
We formulate the main result of the present paper, where dH is the Hausdorff dimension of F and
νmin := min1≤i≤N µi
r
dH
i
.
Theorem 1.2: Let T ≥ 0 and assume Condition 1.1 with q ≥ 2. Then, there exists a unique mild
solution {u(t, x) : 0 ≤ t ≤ T, 0 ≤ x ≤ 1} to SPDE (5). Furthermore, there exists a version of this
solution such that the following holds:
(i) If q > 2 and t ∈ [0, T ], u(t, ·) is a.s. essentially 12 − 1q -Hölder continuous on [0, 1].
(ii) If q >
(
dH + 1 +
log(νmin)
log(rmax)
)−1
and x ∈ [0, 1], u(·, x) is a.s. essentially 1
dH+1+
log(νmin)
log(rmax)
− 1q -Hölder
continuous on [0, T ].
If µ is chosen as the natural measure, we have νmin = 0 and thus an increasing temporal Hölder
exponent as the Hausdorff dimension of the considered Cantor-like set decreases. In particular, if q can
be chosen arbitrarily large, we obtain 12 as ess. spatial and
1
dH+1
as ess. temporal Hölder exponent.
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Figure 1: Hölder exponent graphs
This is visualized in Figure 1.
In preparation for proving the main results, we will have a closer look on the wave propagator of
∆bµ, defined by
PD(t, x, y) =
∑
k≥1
sin
(√
λDk t
)
√
λDk
ϕDk (x)ϕ
D
k (y)
and
PN (t, x, y) = t+
∑
k≥2
sin
(√
λNk t
)
√
λNk
ϕNk (x)ϕ
N
k (y),
respectively. Here, λbk, k ≥ 1 are the eigenvalues and ϕbk, k ≥ 1 the L2(µ)-normed eigenfunctions of
the Neumann- (or Dirichlet- resp.) Krein-Feller operator ∆bµ. In order to investigate this object, we
establish an improved estimate on the uniform norm of ϕbk since the known estimate, which grows
exponentially in k (see [1, Lemma 4.1.6]), is to rough for our purposes. Particularly, we prove that a
constant C2 > 0 exists such that for all k ∈ N∥∥∥ϕbk∥∥∥∞ ≤ C2k δ2 .
A comparable result is known for the eigenfunction of p.c.f. Laplacians (see [20, Theorem 4.5.4]).
Afterwards, we approximate the wave propagator by proving that for x ∈ F , t ∈ [0, T ]∫ 1
0
(〈Pb(t, ·, y), fxn 〉 − Pb(t, x, y))2 dµ(y)→ 0
as n → ∞, where the sequence (fxn )n∈N approximates the Delta functional of x. Then, we show
that the resulting approximating mild solutions have the desired continuity and that the regularity is
preserved upon taking the limit. Next to these continuity properties, we investigate the intermittency
of mild solutions to (5). Roughly speaking, an intermittent process develops increasingly high peaks
on small space-intervals when the time parameter increases. This is a phenomenon of the mild solution
to SPDEs that has found much attention in the last years (see, among many others, [3], [15], [21] [22]
for parabolic and [4], [7], [6] for hyperbolic SPDEs). We call a mild solution u weakly intermittent on
[0, 1] if the upper moment Lyapunov exponents, which is the function γ¯ defined by
γ¯(p, x) := lim sup
t→∞
1
t
logE [u(t, x)p] , p ∈ (0,∞), x ∈ [0, 1]
4
satisfies
γ¯(2, x) > 0, γ¯(p, x) <∞, p ∈ [2,∞), x ∈ [0, 1]
(see [21, Definition 7.5]). We prove this under some conditions on g.
This paper is structured as follows. In Section 2 we give definitions related to Krein-Feller operators
and Cantor-like sets, we recall results concerning the spectral asymptotics and establish the explained
estimate on the uniform norm of eigenfunctions. Furthermore, we develop a method to approximate
the resolvent density and introduce the wave propagator. Section 3 is dedicated to the analysis of
SPDE (5), including the proofs of existence, uniqueness and Hölder continuity properties of the mild
solution as well as the investigation of weak intermittency.
2 Preliminaries and Preparing Estimates
2.1 Definition of Krein-Feller Operators on Cantor-like Sets
First, we recall the definition and some analytical properties of the operator ∆bµ, where b ∈ {N,D}
and µ is a self-similar measure on a Cantor-like set according to the definition in Section 1.
We denote the support of the measure µ and thus the Cantor-like set by F . If [0, 1]\F 6= ∅, [0, 1]\F
is open in R and can be written as
[0, 1] \ F =
∞⋃
i=1
(ai, bi) (6)
with 0 < ai < bi < 1, ai, bi ∈ [0, 1] for i ≥ 1. We define
D1λ1 :=
{
f : [0, 1]→ R : there exists f ′ ∈ L2([0, 1], λ1) : f(x) = f(0) +
∫ x
0
f ′(y)dλ1(y), x ∈ [0, 1]
}
andH1
(
[0, 1], λ1
)
as the space of allH := L2([0, 1], µ)-equivalence classes having a D1λ1−representative.
If µ = λ1 on [0, 1], this definition is equivalent to the definition of the Sobolev space W 12 .
H1
(
[0, 1], λ1
)
is the domain of the non-negative symmetric bilinear form E on H defined by
E(u, v) =
∫ 1
0
u′(x)v′(x)dx, u, v ∈ F := H1 ([0, 1], λ1) .
It is known (see [12, Theorem 4.1]) that (E ,F) defines a Dirichlet form on H. Hence, there exists an
associated non-negative, self-adjoint operator ∆Nµ on H with F = D
((−∆Nµ ) 12) such that
〈−∆Nµ u, v〉µ = E(u, v), u ∈ D
(
∆Nµ
)
, v ∈ F
and it holds
D (∆Nµ ) = {f ∈ H : f has a representative f¯ with f¯ ∈ D2µ and f¯ ′(0) = f¯ ′(1) = 0} .
∆Nµ is called Neumann Krein-Feller operator w.r.t. µ. Furthermore, let F0 := H10
(
[0, 1], λ1
)
be the
space of all H-equivalence classes that have a D1λ1−representative f such that f(0) = f(1) = 0. The
bilinear form defined by
E(u, v) =
∫ 1
0
u′(x)v′(x)dx, u, v ∈ F0
5
is a Dirichlet form, too (see [12, Theorem 4.1]). Again, there exists an associated non-negative, self-
adjoint operator ∆Dµ on H with F0 = D
((−∆Dµ ) 12) such that
〈−∆Dµ u, v〉µ = E(u, v), u ∈
(
∆Dµ
)
, v ∈ F0
and it holds
D (∆Dµ ) = {f ∈ H : f has a representative f¯ with f¯ ∈ D2µ and f¯(0) = f¯(1) = 0} .
∆Dµ is called Dirichlet Krein-Feller operator w.r.t. µ.
A concept to describe Cantor-like sets is given by the so-called word or code space. Let I := {1, ..., N},
Wn = In be the set of all sequences ω of length |ω| = n, W∗ := ∪n∈NIn, the set of all finite sequences
and W := I∞ the set of all infinite sequences θ = θ1θ2θ3... with θi ∈ I for i ∈ N. Then, I is called
alphabet and W, W∗, Wn : n ∈ N are called word spaces. We define an ordering on W by denoting
two words ω and σ as equal if ωi = σi for all i ∈ N and otherwise, we write ω < σ :⇔ σk < ωk or
ω > σ :⇔ σk > ωk, where k := inf{n ∈ N : σn 6= ωn}. In addition to an ordering we define a metric on
the word space by the map d : W×W→ R, d(ω, σ) = N−k with k defined as before. It is known (see
e.g. [?, Theorem 2.1]) that for every x ∈ [0, 1] the map
pix : W→ F, σ 7→ lim
n→∞Sσ1 ◦ Sσ2 ◦ ... ◦ Sσn(x)
is well-defined, continuous, surjective and independent of x ∈ [0, 1], which means pix(σ) = piy(σ) for all
x, y ∈ [0, 1], σ ∈W. Therefore, for every x ∈ [0, 1] and every y ∈ F there exists, at least, one element
of W which is by pix associated to y.
2.2 Spectral Theory of Krein-Feller Operators
Let b ∈ {N,D} and let µ be a self-similar measure on a Cantor-like set according to the given
conditions. Further, let γ be the spectral exponent of −∆bµ, that is the unique solution of
N∑
i=1
(µiri)
γ = 1. (7)
It is known from [10, Proposition 6.3, Lemma 6.7, Corollary 6.9] that there exists an orthonormal
basis {ϕbk : k ∈ N} of L2([0, 1], µ) consisting of L2([0, 1], µ)-normed eigenfunctions of −∆bµ and that
for the related ascending ordered eigenvalues {λbi : i ∈ N} it holds 0 ≤ λb1 ≤ λb2 ≤ ..., where λD1 > 0.
Furthermore, by [11] there exist constants C0, C1 > 0 such that for k ≥ 2
C0k
1
γ ≤ λbk ≤ C1k
1
γ . (8)
Next, we consider the uniform norm of an eigenfunction
∥∥ϕbk∥∥∞ for k ≥ 1, where the situation is more
complicated. The only estimate, established in [13, Section 2] and [2, Lemma 3.6], is easy to derive
and grows exponentially in k, which is far to rough for later following heat kernel estimates. In the
following proposition we establish a better estimate, where we do not use the explicit representation
of the eigenfunctions as in [2], but the ideas from [20, Theorem 4.5.4] for a uniform norm estimate for
Laplacians on p.c.f. fractals.
Theorem 2.1: Let δ := max1≤i≤N logµilog((µiri)γ) . Then, there exists a constant C¯2 > 0 such that for all
k ∈ N ∥∥∥ϕbk∥∥∥∞ ≤ C¯2 (λbk)
γ
2
δ
.
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Hereby, ‖f‖∞ := ess supx∈[0,1]|f(x)|. This is an estimate for the essential supremum, but it also
holds for the supremum of the representative in D2µ, since this representative is continuous on [0, 1]
and linear on (ai, bi), i ∈ N, Inequality (8) implies with C2 := C
δ
2
1 C¯2∥∥∥ϕbk∥∥∥∞ ≤ C2k δ2 . (9)
To verify Theorem 2.1, we follow closely the proof of [20, 4.5.4]. First, we need a few preparations.
Thereby, E(u) := E(u, u).
Lemma 2.2: There exists a constant c0 > 0 such that for all u ∈ F0
‖u‖2µ ≤ c0E(u).
Proof. It holds λD1 > 0 and therefore (compare [9, Theorem 1.3])
E(u) ≥ λD1 ‖u‖2µ , u ∈ F0.
Lemma 2.3: There is a constant c1 > 0 such that for all u ∈ F
‖u‖2µ ≤ c1
(
E(u) + ‖u‖21
)
,
where ‖f‖1 :=
∫ 1
0 |f(x)|dµ(x).
Proof. Let u ∈ F and u0 be the unique harmonic function with u0(0) = u(0) and u0(1) = u(1), that
is u0(x) := u(0)(1 − x) + u(1)x. We have (u − u0)(0) = (u − u0)(1) = 0 and thus u − u0 ∈ F0. Since
the space of harmonic functions on [0, 1] with two boundary conditions is two-dimensional, there exists
c′1 > 0 such that for all harmonic functions u0
‖u0‖µ ≤ c′1 ‖u0‖1
and since µ is a probability measure we have for all u ∈ F
‖u‖1 ≤ ‖u‖µ .
Furthermore,
E(u− u0) = E(u)− 2E(u, u0) + E(u0)
= E(u)− 2
∫ 1
0
u′(x)(u(1)− u(0))dx+ (u(1)− u(0))2
= E(u)− 2(u(1)− u(0))2 + (u(1)− u(0))2
= E(u)− (u(1)− u(0))2
and thus
E(u− u0) ≤ E(u).
By Lemma 2.2 and the above calculations,
‖u‖µ ≤ ‖u0‖µ + ‖u− u0‖µ
≤ c′1 ‖u0‖1 +
√
c0E(u− u0, u− u0)
≤ c′1(‖u‖1 + ‖u− u0‖1) +
√
c0E(u− u0, u− u0)
≤ c′1(‖u‖1 + ‖u− u0‖µ) +
√
c0E(u− u0, u− u0)
≤ c′1 ‖u‖1 + c′1
√
c0E(u− u0, u− u0) +
√
c0E(u− u0, u− u0)
≤ 2c
1
2
0 c
′
1(‖u‖1 +
√
E(u)).
The assertion follows from the fact that for positive numbers a, b, c with a ≤ b + c it holds a2 ≤
2(b2 + c2).
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Moreover, we need scaling properties for µ and E . Preliminary, we introduce the notion of a partition
(see [20, Definition 1.3.9]).
Definition 2.4: For ω ∈W∗ let Σω := {σ = σ1σ2... ∈W : σi = ωi for all 1 ≤ i ≤ |ω|}. A finite subset
Λ ⊂W∗ is called partition if it holds Σω ∩ Σσ = ∅ for ω 6= σ ∈ Λ and W =
⋃
ω∈Λ Σω.
We introduce some notation for the following lemma. Let w ∈ W∗. For a function f we define
fω := fω1 ◦ fω2 ◦ ... ◦ fω|ω| . Analogously, the pushforward measure µ ◦ fω1 ◦ fω2 ◦ ... ◦ fω|ω| is denoted by
µ ◦ fω.
Lemma 2.5: Let Λ be a partition. It holds
(i) µ =
∑
ω∈Λ
µω(µ ◦ S−1ω ),
(ii)
∑
ω∈Λ
r−1ω E(u ◦ Sω) ≤ E(u) for all u ∈ F .
We skip the proof of this lemma since it works by standard arguments, as in [1, Section 3.2.1].
Proof of Theorem 2.1. Let u ∈ F be fixed. Then,
‖u‖2µ =
∫ 1
0
u2(x)dµ(x)
=
∑
ω∈Λ
µw
∫ 1
0
u2(x)dµ ◦ S−1ω (x) (10)
=
∑
ω∈Λ
µw
∫ 1
0
u(Sω(x))
2dµ(x)
≤ c1
∑
ω∈Λ
µw
(
E(u ◦ Sω) + ‖u ◦ Sω‖21
)
(11)
≤ c1
(
max
ω∈Λ
{µωrω}
∑
ω∈Λ
r−1ω E(u ◦ Sω) +
∑
ω∈Λ
µ−1w
(
µω
∫ 1
0
|u ◦ Sω|dµ
)2)
(12)
≤ c1
(
max
ω∈Λ
{µωrω}E(u) + min
ω∈Λ
{µ−1ω } ‖u‖21
)
. (13)
Hereby, equation (10) follows from Lemma 2.5(i), inequality (11) from Lemma 2.3 and inequality (13)
from Lemma 2.5(ii). Now, let νi := (µiri)γ , i = 1, ..., N . By (7) it holds
∑N
i=1 νi = 1. Let λ ∈ (0, 1)
and the partition Λλ defined by
Λλ = {ω ∈W∗ : νω1 · · · νω|ω|−1 > λ ≥ νω}.
By definition of Λλ we have for ω ∈ Λλ ν
1
γ
ω = µωrω ≤ λ
1
γ and from that maxω∈Λλ(µωrω) ≤ λ
1
γ .
Furthermore, it is known from [20, Proposition 4.5.2] that there exists C ′2 > 0, such that minω∈Λλ µω ≥
C ′2λδ, from which it follows (minω∈Λλ µω)
−1 ≤ 1
C′2
λ−δ. This and (13) yield to the existence of a constant
C ′′2 > 0 such that for all λ ∈ (0, 1), u ∈ F
‖u‖2µ ≤ C ′′2
(
λ
1
γ E(u) + λ−δ ‖u‖21
)
.
Let θ := 2γδ. We assume that E(u) > ‖u‖21 and choose λ ∈ (0, 1) such that λ
1
γ
+δ
=
‖u‖21
E(u) . It follows
‖u‖2µ ≤ 2C ′′2λ−δ ‖u‖21 (14)
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and therefore
‖u‖
4
θ
µ ≤ (2C ′′2 )
2
θλ−
2δ
θ ‖u‖
4
θ
1
= (2C ′′2 )
2
θλ
− 1
γ ‖u‖
4
θ
1 . (15)
By combining (14) and (15) we get
‖u‖2+
4
θ
µ ≤ (2C ′′2 )1+
2
θλ
−δ− 1
γ ‖u‖2+
4
θ
1
= (2C ′′2 )
1+ 2
θ ‖u‖
4
θ
1 E(u).
If it holds E(u) ≤ ‖u‖21, from Lemma 2.3 it follows
‖u‖2µ ≤ 2c1 ‖u‖21
and thus
‖u‖2+
4
θ
µ ≤ (2c1)1+
2
θ ‖u‖21 ‖u‖
4
θ
1 .
All in all, there is a C ′′′2 > 0 such that for all u ∈ F the Nash-type inequality
‖u‖2+
4
θ
µ ≤ C ′′′2
(
E(u) + ‖u‖2µ
)
‖u‖
4
θ
1 (16)
is fulfilled. Let ψ : L2([0, 1], µ) → L2(F, µ), f → f |F and ∆˜Nµ : ψ
(D (∆Nµ )) → L2(F, µ), u →
ψ ◦∆Nµ ◦ψ−1u. Then, ∆˜Nµ is self-adjoint, has eigenvalues λNk with eigenfunctions ψ ◦ϕNk for k ∈ N and
the Dirichlet form E˜ (u˜, v˜) := E(ψ−1u˜, ψ−1v˜), u˜, v˜ ∈ F˜ := ψ(F) is associated (see Appendix A.1).
Then, for all u˜ ∈ F˜ the Nash-type inequality
‖u˜‖2+
4
θ
µ ≤ C ′′′2
(
E˜ (u˜) + ‖u˜‖2µ
)
‖u˜‖
4
θ
1 (17)
is satisfied. Since it holds µ(O) > 0 for all open sets O ⊆ F , we can apply [20, Proposition B.3.7] to
get the existence of C ′′′′2 > 0 such that for all k ∈ N∥∥∥T˜Nt ϕ˜Nk ∥∥∥∞ ≤ C ′′′′2 t− θ4 , (18)
where
(
T˜Nt
)
t≥0
is the strongly continuous semigroup associated to ∆˜Nµ . With T˜Nt ϕ˜Nk = e
−λNk tϕ˜Nk for
t ≥ 0 (see [20, Corollary B.2.7]), t := 1
λNk
and C¯2 := C ′′′′2 e we obtain for all k ∈ N
∥∥ϕ˜Nk ∥∥∞ ≤ C¯2λ γδ2k ,
from which the assertion follows for b = N since ϕbk is linear on the intervals in F
c. In case of b = D
the proof works analogously since F0 ⊆ F .
2.3 Properties of the Resolvent Operator
For λ > 0 and b ∈ {N,D} let ρbλ be the resolvent density of ∆bµ. That is, with Rλb := (λ−∆bµ)−1 it
holds
Rλb f(x) =
∫ 1
0
ρbλ(x, y)f(y)dµ(y), f ∈ H .
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Such a mapping exists and is given by (compare [10, Theorem 6.1])
ρNλ (x, y) = ρ
N
λ (y, x) =
(
BλN
)−1
gλ1,N (x)g
λ
2,N (y), x, y ∈ [0, 1], x ≤ y,
ρDλ (x, y) = ρ
D
λ (y, x) =
(
BλD
)−1
gλ1,D(x)g
λ
2,D(y), x, y ∈ [0, 1], x ≤ y,
where BλN , B
λ
D are non-vanishing constants and the mappings g
λ
1,N , g
λ
2,N , g
λ
1,D, g
λ
2,D are eigenfunctions of
∆µ with appropriate boundary conditions (see [10, Remark 5.2]). We prove that the resolvent density
is Lipschitz.
Proposition 2.6: Let λ > 0. Then, for every λ > 0 there exists a constant Lλ ≥ 0 such that∣∣∣ρbλ(x, y)− ρbλ(x, z)∣∣∣ ≤ Lλ|y − z|, x, y, z ∈ [0, 1].
Proof. Let b ∈ {N,D}. We denote the maximum of the Lipschitz constants of the functions gλ1,b, gλ2,b
(according to the amount) by L′λ and max
{∥∥∥gλ1,b∥∥∥∞ , ∥∥∥gλ2,b∥∥∥∞} by L′′λ. Now, let x ∈ [0, 1]. For y, z ∈
[x, 1] we have∣∣∣ρbλ(x, y)− ρbλ(x, z)∣∣∣ = ∣∣∣∣(Bλb )−1∣∣∣∣ ∣∣∣gλ1,b(x)(gλ2,b(y)− gλ2,b(z))∣∣∣ ≤ ∣∣∣∣(Bλb )−1∣∣∣∣L′λL′′λ|y − z|.
From the symmetry we get the same for y, z ∈ [0, x]. For 0 ≤ z ≤ x ≤ y ≤ 1 we have∣∣∣ρbλ(x, y)− ρbλ(x, z)∣∣∣ = ∣∣∣∣(Bλb )−1∣∣∣∣ ∣∣∣gλ1,b(x)gλ2,b(y)− gλ1,b(z)gλ2,b(x)∣∣∣
≤
∣∣∣∣(Bλb )−1∣∣∣∣
( ∣∣∣gλ1,b(x)gλ2,b(y)− gλ1,b(x)gλ2,b(x)∣∣∣
+
∣∣∣gλ1,b(x)gλ2,b(x)− gλ1,b(z)gλ2,b(x)∣∣∣
)
≤
∣∣∣∣(Bλb )−1∣∣∣∣L′λL′′λ (|y − x|+ |x− z|)
=
∣∣∣∣(Bλb )−1∣∣∣∣L′λL′′λ|y − z|
and, again, the symmetry implies the same for 0 ≤ y ≤ x ≤ z ≤ 1.
2.4 Approximation of the Resolvent Density
We develop a method to approximate the delta functional on Cantor-like sets, in particular to
approximate the just introduced resolvent density, which will then again (dann wiederrum) be used to
approximate point evaluations of heat kernels.
For n ≥ 1 let Λn be the partition of the word space W be defined by
Λn = {ω = ω1...ωm ∈W∗ : rω1 · · · rωm−1 > rnmax ≥ rω},
where rmax := maxi=1,...,N ri. Moreover, let νi = µi
r
dH
i
, 1 ≤ i ≤ N , where dH is the Hausdorff dimension
of F . Further, for ω ∈W we denote Sω(F ) by Fω.
Lemma 2.7: It holds for n ∈ N:
(i) |Λn| <∞ and
⋃
ω∈Λn Fω = F.
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(ii) For ω ∈ Λn there exists a subset Λ′ ⊆ Λn+1 such that Fω =
⋃
ν∈Λ′ Fν .
(iii) For ω, ν ∈ Λn, ω 6= ν it holds |Fω ∩ Fν | ≤ 1.
(iv) For ω ∈ Λn it holds µ(Fω) > rndHmaxrdHminνnmin.
(v) For w ∈ W∗ there exists n ∈ N such that w ∈ Λn. Consequently, for all m ≥ n there exists
Λ′m ⊆ Λm such that Fw = ∪ν∈Λ′mFν .
If the measure µ is chosen as µi = rdHi and thus νi = 1, i = 1, ..., N , we get an estimate similar
to [16, Lemma 3.5(iv)]. Note that these ideas can be used to generalize the corresponding results
in [16].
Proof. (i) The first claim is obvious. For the second we note that ∪w∈WFw = F and that ∪w∈ΛnΣw =
W and thus ∪v∈Σw,w∈ΛnFv = F. It remains to show that Fw = ∪v∈ΣwFv for w ∈ Λn. This follows
from applying fw to both sides of the equation ∪ν∈WFν = F .
(ii) Let ω ∈ Λn. We know from part (i) that Fw = ∪ν∈ΣwFν . If rw ≤ rn+1max , the assertion follows since
we can choose Λ′ = {w}. Now, we assume rw > rn+1max . Then it holds for i = 1, ..., N rωri ≤ rn+1max ,
since rω ≤ rnmax. It follows wi ∈ Λn+1 for i = 1, ..., N . We get the result by using this and
applying fw to both sides of equality (3).
(iii) Since ω 6= ν, there exists an m ≤ min{|ω|, |ν|} such that ωm 6= νm. From |Im(fi) ∩ Im(fj)| ≤ 1
for 1 ≤ i 6= j ≤ N it follows
|fωm ◦ fωm+1 ◦ · · · ◦ fω|ω|(F ) ∩ fνm ◦ fνm+1 ◦ · · · ◦ fν|ν|(F )| ≤ 1.
The assertion follows by composing with the respective maps fωm−1 , ..., fω1 , fνm−1 , fν1 and using
the injectivity if ωi = νi and the disjointness of the images, except at most one point if ωi 6= νi
for i < m.
(iv) Let ω ∈ Λn and m := |ω|. By definition of Λn it holds rω1 · · · rωm−1 > rnmax and therefore
rω > r
n
maxrmin. By using that,
µω = r
dH
ω1
µω1
rdHω1
· · · rdHωm
µωm
rdHωm
≥ rdHω νmmin
> rndHmaxr
dH
minν
m
min
≥ rndHmaxrdHminνnmin.
The last inequality follows from m ≤ n and νmin ≤ 1.
(v) Let w = w1....wm ∈ W∗. Choose n ∈ N such that rw ≤ rnmax and rw > rn+1max . From
rw1 ...rwm−1rmax > rw1 ...rwm it follows
rw1 ...rwm−1 > rw1 ...rwmr
−1
max > r
n+1
maxr
−1
max = r
n
max.
Therefore, we can find an n ∈ N such that w ∈ Λn. For the second part, we can argue as in (ii)
with induction.
We introduce a sequence of functions approximating the Delta functional. Hereby, we use the
notation of [16]. We prepare this definition by defining the n-neighbourhood of x ∈ F for n ∈ N by
D0n(x) :=
⋃
{Fw : w ∈ Λn, x ∈ Fw}.
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Note that D0n(x) consists of at least one element of {Fw, w ∈ Λn}, which follows from Lemma 2.7(i),
and of at most two elements since pairs of these elements intersect in at most one point. From the
latter and the definition of Λn it follows
|D0n(x)| ≤ 2rnmax. (19)
With that, we can define the approximating functions for x ∈ F and n ≥ 1 by
fxn = µ(D
0
n(x))
−11D0n(x).
From Lemma 2.7(iv) it follows
||fxn ||2µ = µ(D0n(x))−1 ≤ r−ndHmax r−dHmin ν−nmin. (20)
We deduce the following result.
Lemma 2.8: Let x ∈ F . It holds limn→∞〈fxn , g〉µ = g(x) for any continuous g ∈ H.
Proof. For n ∈ N and ω ∈ Λn it holds |Fω| ≤ rnmax since |F | ≤ 1 and rω ≤ rnmax. Therefore, it holds
|y − x| ≤ rnmax for x, y ∈ D0n(x). Now, let x ∈ F and ε > 0. Since g is continuous in x, there exists
δ > 0 such that |g(x) − g(y)| < ε for y ∈ [0, 1] with |y − x| < δ. Choose n ∈ N such that rnmax < δ.
Then, it follows
|〈fxn , g〉µ − g(x)| =
1
µ(D0n(x))
∣∣∣ ∫
D0n(x)
g(y)dµ(y)− g(x)
∣∣∣
≤ 1
µ(D0n(x))
∫
D0n(x)
|g(y)− g(x)|dµ(y)
≤ 1
µ(D0n(x))
µ(D0n(x)) · ε = ε.
Lemma 2.9: Let x1, x2 ∈ F and m,n ≥ 1. Then,∣∣∣∣∫ 1
0
∫ 1
0
ρb1(y, z)f
x1
m (y)f
x2
n (z)dµ(y)dµ(z)− ρb1(x1, x2)
∣∣∣∣ ≤ 2L1(rnmax + rmmax),
where L1 denotes the Lipschitz constant of ρb1.
Proof. By using the Lipschitz continuity of ρb1 and (19),∣∣∣∣∫ 1
0
∫ 1
0
(
ρb1(y, z)− ρb1(x1, x2)
)
fx1m (y)f
x2
n (z)dµ(y)dµ(z)
∣∣∣∣
≤
∫ 1
0
∫ 1
0
∣∣∣ρb1(y, z)− ρb1(x1, z)∣∣+ ∣∣ρb1(x1, z)− ρb1(x1, x2)∣∣∣ fx1m (y)fx2n (z)dµ(y)dµ(z)
=
1
µ(D0m(x1))µ(D
0
n(x2))
(∫
D0m(x1)
∫
D0n(x2)
∣∣ρb1(y, z)− ρb1(x1, z)∣∣
+
∣∣ρb1(x1, z)− ρb1(x1, x2)∣∣dµ(y)dµ(z)
)
≤ 1
µ(D0m(x1))µ(D
0
n(x2))
∫
D0m(x1)
∫
D0n(x2)
2L1 (r
m
max + r
n
max) dµ(y)dµ(z)
= 2L1 (r
m
max + r
n
max) .
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2.5 Wave Equations Defined by Fractal Laplacians
We introduce the notion of a wave propagator in this section which will be used to define the
concept of a mild solution to (5). Let T > 0, b ∈ {N,D}, u0 =
∑
k≥1 u
b
0,kϕ
b
k ∈ D
(
∆bµ
)
and u1 =∑
k≥1 u
b
1,kϕ
b
k ∈ D
((−∆bµ) 12), that is ∑k≥1 (λbk)2 (ub0,k)2 < ∞ and ∑k≥1 λbk (ub1,k)2 < ∞. ∆bµ is a
self-adjoint, dissipative operator on H. Hence, it is well-known (compare, e.g., [27]) that the wave
equation 
∂2
∂t2
u(t, x) = −∆Nµ u(t, x),
u(0, x) = u0(x),
∂u(0,x)
∂t = u1(x)
(21)
on [0, T ]× [0, 1] has a unique solution given by
u(t, x) =
∫ 1
0
Pb(t, x, y)u1(y)dµ(y) +
∂
∂t
∫ 1
0
Pb(t, x, y)u0(y)dµ(y), (t, x) ∈ [0, T ]× [0, 1],
where Pb is the so-called wave propagator (see [8, Chapter 5]), defined by
PD(t, x, y) =
∑
k≥1
sin
(√
λDk t
)
√
λDk
ϕDk (x)ϕ
D
k (y)
and
PN (t, x, y) = t+
∑
k≥2
sin
(√
λNk t
)
√
λNk
ϕNk (x)ϕ
N
k (y),
respectively. Note that,
∫ 1
0
PN (t, x, y)u0(y)dµ(y) = tu
D
1,k +
∑
k≥2
sin
(√
λNk t
)
√
λNk
uN1,kϕ
N
k (x),
∂
∂t
∫ 1
0
PN (t, x, y)u0(y)dµ(y) = u
N
1,k +
∑
k≥2
cos
(√
λNk t
)
uN0,kϕ
N
k (x),
∫ 1
0
PD(t, x, y)u1(y)dµ(y) =
∑
k≥1
sin
(√
λDk t
)
√
λDk
uD1,kϕ
D
k (x),
∂
∂t
∫ 1
0
PD(t, x, y)u0(y)dµ(y) =
∑
k≥1
cos
(√
λDk t
)
uD0,kϕ
D
k (x).
Recall that γ is the spectral exponent of −∆bµ (compare (7)) and δ := max1≤i≤N log µilog((µiri)γ) .
Lemma 2.10 (Properties of the wave propagator):
Let δ + 1 < 1γ . Then, there exists a constant C3 > 0 such that
sup
t∈[0,∞)
sup
x∈[0,1]
‖Pb(t, x, ·)‖µ < C3.
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Proof. By Proposition 2.1 and (8), for all t ≥ 0 and x ∈ [0, 1]∥∥∥∥∥∥
∑
k≥2
sin
√
λkt√
λk
ϕk(x)ϕk(·)
∥∥∥∥∥∥
2
µ
=t2 +
∑
k≥2
sin2
√
λkt
λk
ϕ2k(x)
≤ T 2 + C2
∑
k∈N
1
λk
kδ
≤ T 2 + C1C2
∑
k∈N
k
δ− 1
γ ,
which is finite independently of x ∈ [0, 1] and t ∈ [0, T ] due to the assumption.
3 Analysis of Stochastic Wave Equations
3.1 Preliminaries
Let (Ω,F ,F := (Ft)t≥0,P) be a filtered probability space statisfying the usual conditions. We
consider the stochastic PDE
∂2
∂t2
u(t, x) = ∆bµu(t, x) + f(t, u(t, x))ξ(t, x)
u(0, x) = u0(x),
∂
∂t
u(0, x) = u1(x)
(22)
for (t, x) ∈ [0, T ]× [0, 1], where T > 0, b ∈ {N,D} determines the boundary conditions, u0, u1 : [0, 1]→
R, f : Ω× [0, T ]× [0, 1]→ R and ξ is a F-space-time white noise on ([0, 1], µ), that is a mean-zero set-
indexed Gaussian process on B ([0, T ]× [0, 1]) such that E [ξ(A)ξ(B)] = |A ∩B| (compare [28, Chapter
1]). Moreover, let for a time interval I ⊆ [0, T ] and a space interval J ⊆ [0,∞) PI,J be the σ-algebra
generated by simple functions on Ω× I × J , where a simple function on Ω× I × J is defined as a finite
sum of functions h : Ω× I × J → R of the form
h(ω, t, x) = X(ω)1(a,b](t)1B(x), (ω, t, x) ∈ Ω× I × J
with X bounded and Fa-measurable, a, b ∈ I, a < b and B ∈ B(J).
Definition 3.1: Let q ≥ 2, T > 0 be fixed. Let Sq,T be the space of [0, T ] × [0, 1]-indexed processes v
being predictable (i.e. measurable from P[′,T ],[′,∞] to B(R) and satisfying
||v||q,T := sup
t∈[0,T ]
sup
x∈[0,1]
(E|v(t, x)|q) 1q <∞.
Furthermore, define Sq,T as the space of equivalence classes of processes in Sq,T , where two processes
v1, v2 are equivalent if v1(t, x) = v2(t, x) almost surely for all (t, x) ∈ [0, T ]× [0, 1].
Note that Sq and Sq,T are Banach spaces. The proof works by using standard arguments, so we skip
it here.
We define the concept of a solution to (22) which we observe in this paper.
Definition 3.2: A mild solution to the SPDE (22) is defined as a predictable [0, T ]× [0, 1]-indexed
process such that for every (t, x) ∈ [0, T ]× [0, 1] it holds almost surely
u(t, x) =
∂
∂t
∫ 1
0
Pb(t, x, y)u0(y)dµ(y) +
∫ 1
0
Pb(t, x, y)u1(y)dµ(y)
+
∫ t
0
∫ 1
0
Pb(t− s, x, y)f(s, u(s, y))ξ(s, y)dµ(y)ds,
(23)
for (t, x) ∈ [0, T ]× [0, 1], where the last term is a stochastic integral in the sense of [28, Chapter 2].
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In this chapter, we assume that Condition 1.1 is satisfied for a given q ≥ 2. Note that since
u0 ∈ D (−∆µ), it holds
|u0,k| < C4k
1
γ , k ≥ 1,
where C4 :=
∥∥∥(−∆µ) 12 u0∥∥∥
µ
. Analogously, since u1 ∈ D
(
(−∆bµ)
1
2
)
, we have
|u1,k| < C5k
1
2γ , k ≥ 1,
where C5 :=
∥∥∥(−∆µ) 12 u1∥∥∥
µ
.
3.2 Existence, Uniqueness and Continuity
Let b ∈ {N,D}. In this section, we prove continuity properties of vi, i = 1, 2, 3, which are defined as
follows for v0 ∈ Sq,T :
v1(t, x) :=
∫ t
0
∫ 1
0
Pb(t− s, x, y)f(s, v0(s, y))ξ(s, y)dµ(y)ds, (24)
v2(t, x) :=
∫ 1
0
Pb(t, x, y)u1(y)dµ(y), (25)
v3(t, x) :=
∂
∂t
∫ 1
0
Pb(t, x, y)u0(y)dµ(y). (26)
We need some preparing lemmas. The following lemma shows how to find upper estimates of func-
tionals of the wave propagator by using the resolvent density.
Lemma 3.3: For all t ∈ (0, T ] and g ∈ H it holds∫ 1
0
(∫ 1
0
Pb(t, x, y)g(y)dµ(y)
)2
dµ(x) ≤ 2t2
∫ 1
0
ρb1(x, y)g(x)g(y)dµ(x)dµ(y).
Proof. Let b = N and g =
∑∞
k=0 gkϕ
N
k . Then, since the sequence of eigenvalues is increasing,
∫ 1
0
(∫ 1
0
PN (t− s, x, y)g(y)dµ(y)
)2
dµ(x) =
∥∥∥∥∥∥∥tg0 +
∞∑
k=2
sin
(√
λNk (t− s)
)
√
λNk
gkϕ
N
k
∥∥∥∥∥∥∥
2
µ
= t2g20 +
∞∑
k=2
sin2
(√
λNk (t− s)
)
λNk
g2k
≤ t2
(
g20 +
∞∑
k=2
1
λNk
g2k
)
≤ t2 1 + λ
N
2
λN2
∞∑
k=1
1
1 + λNk
g2k
= t2
1 + λN2
λN2
〈
g,
(
1−∆Nµ
)−1
g
〉
µ
. (27)
By definition of the resolvent density it holds(
1−∆Nµ
)−1
g =
∫ 1
0
ρN1 (·, y)g(y)dµ(y).
Plugging this and the fact that λN2 > 1 (see, e.g., [1, Section 3.3.1]) into (27), the assertion for b = N
follows. The case b = D works similarly using λD1 > 1 (see, e.g., [26, Lemma 4.9]).
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This leads to a useful approximation of Pb(t, x, ·) for fixed (t, x) ∈ [0, T ]× [0, 1].
Lemma 3.4: Let x ∈ F . Then, there exists a constant C6 such that for all t ∈ (0,∞) and n ∈ N∫ 1
0
(〈Pb(t, ·, y), fxn 〉 − Pb(t, x, y))2 dµ(y) ≤ C6t2rnmax.
Proof. Let b = N . For any (t, y) ∈ [0,∞)× [0, 1] PN (t, ·, y) is an element of H and the inner product
on H is continuous in each argument. It thus holds for any g ∈ H
〈PN (t, ·, y), g〉µ =
〈
t+
∞∑
k=2
sin
(√
λNk (t)
)
√
λNk
ϕNk (y)ϕ
N
k , g
〉
µ
=
〈
lim
m→∞ t+
m∑
k=2
sin
(√
λNk (t)
)
√
λNk
ϕNk (y)ϕ
N
k , g
〉
µ
= t 〈1, g〉µ +
∞∑
k=2
sin
(√
λNk (t)
)
√
λNk
ϕNk (y)
〈
ϕNk , g
〉
µ
. (28)
By using this, Lemma 2.8 and Fatou’s Lemma,∫ 1
0
(〈PN (t, ·, y), fxn 〉 − PN (t, x, y))2 dµ(y)
=
∫ 1
0
t 〈1, fxn 〉µ + ∞∑
k=2
sin
(√
λNk (t)
)
√
λNk
ϕNk (y)
〈
ϕNk , f
x
n
〉− PN (t, x, y)

2
dµ(y)
=
∫ 1
0
t(〈1, fxn 〉µ − 1)+ ∞∑
k=2
sin
(√
λNk (t)
)
√
λNk
[〈
ϕNk , f
x
n
〉− ϕNk (x)]ϕNk (y)

2
dµ(y)
=
∞∑
k=2
sin2
(√
λNk (t)
)
λNk
[〈
ϕNk , f
x
n
〉− ϕNk (x)]2 (29)
=
∞∑
k=2
sin2
(√
λNk (t)
)
λNk
[〈
ϕNk , f
x
n
〉− lim
m→∞
〈
ϕNk , f
x
m
〉]2
=
∞∑
k=2
lim
m→∞
sin2
(√
λNk (t)
)
λNk
[〈
ϕNk , f
x
n
〉− 〈ϕNk , fxm〉]2
≤ lim inf
m→∞
∞∑
k=2
sin2
(√
λNk (t)
)
λNk
[〈
ϕNk , f
x
n
〉− 〈ϕNk , fxm〉]2
= lim inf
m→∞
∫ 1
0
(∫ 1
0
PN (t− s, y, z) (fxn (z)− fxm(z)) dµ(z)
)2
dµ(y).
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Note that 〈1, fxn 〉µ =
∫ 1
0 f
x
n (y)dµ(y) = 1, what we have used in equation (29). By Lemma 3.3,∫ 1
0
(∫ 1
0
PN (t, y, z)(f
x
n (z)− fxm(z)dµ(z))
)2
dµ(y)
≤ 2t2
∫ 1
0
∫ 1
0
ρN1 (x, y)(f
x
n (y)− fxm(y))(fxn (z)− fxm(z))dµ(y)dµ(z)
= 2t2
∣∣∣∣∫ 1
0
∫ 1
0
ρb1(z, y) (f
x
m(z)f
x
m(y)− fxm(z)fxn (y)− fxn (z)fxm(y) + fxn (z)fxn (y)) dµ(z)dµ(y)
∣∣∣∣
= 2t2
∣∣∣ ∫ 1
0
∫ 1
0
ρb1(z, y)f
x
m(z)f
x
m(y)− ρb1(x, x)− ρb1(z, y)fxm(z)fxn (y) + ρb1(x, x)
− ρb1(z, y)fxn (z)fxm(y) + ρb1(x, x) + ρb1(z, y)fxn (z)fxn (y)− ρb1(x, x)dµ(z)dµ(y)
∣∣∣
≤ 16L1t2(rmmax + rnmax),
where we have used Lemma (2.9) in the last inequality. We conclude∫ 1
0
(〈PN (t− s, ·, y), fxn 〉 − PN (t− s, x, y))2 dµ(y) ≤ lim infm→∞ 16L1t
2(rnmax + r
m
max)
= 16L1t
2rnmax.
The case b = D works similarly.
We need one more estimate to find upper bounds for point evaluations of the wave propagator.
Lemma 3.5: Let a < 0, b ≥ 0. Then, there exists a constant Ca,b such that for all t ∈ [0,∞)∑
k∈N
ka−1 ∧ tkb−1 ≤ Ca,bt
−a
b−a .
Proof. [17, Lemma 5.2]
We are now able to prove Hölder continuity propoerties of vi, i = 1, 2, 3. We start with the deter-
ministic ones.
Proposition 3.6: Let T > 0 be fixed. Then, there exists a constant C7 > 0 such that for all i ∈ {2, 3},
t ∈ [0, T ], x, y ∈ [0, 1] vi(t, x) is well-defined and it holds
|vi(t, x)− vi(t, y)| ≤ C7|x− y|,
|vi(s, x)− vi(t, x)| ≤ C7|s− t|(2−(2+δ)γ)∧1.
Proof. First, we consider the spacial continuity, where we use ideas from [18, Proposition 4.1]. Let
t ∈ [0, T ], x, y ∈ F . By Lemma 2.9, 3.3 and 3.4,∣∣∣∣∫ 1
0
Pb(t, x, z)u1(z)dµ(z)−
∫ 1
0
Pb(t, y, z)u1(z)dµ(z)
∣∣∣∣2
≤
∫ 1
0
(Pb(t, x, z)− Pb(t, y, z))2 u21(z)dµ(z)
≤ sup
z∈[0,1]
(
u21(z)
) ∫ 1
0
(Pb(t, x, z)− Pb(t, y, z))2 dµ(z)
= sup
z∈[0,1]
(
u21(z)
)
lim
n→∞
∫ 1
0
(〈Pb(t, ·, z), fxn − fyn〉)2 dµ(z)
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≤ 2 sup
z∈[0,1]
(
u21(z)
)
t2 lim
n→∞
∣∣∣∣∫ 1
0
∫ 1
0
ρb1(z1, z2)(f
x
n (z1)− fyn(z1))(fxn (z2)− fyn(z2))dµ(z1)dµ(z2)
∣∣∣∣
= 2 sup
z∈[0,1]
(
u21(z)
)
t2
∣∣∣ρb1(x, x)− 2ρb1(x, y) + ρb1(y, y)∣∣∣
≤ 4L1 sup
z∈[0,1]
(
u21(z)
)
t2|x− y|.
Recall that [0, 1] \ F = ⋃∞i=1(ai, bi) (see (6)). Now, let b = N and x, y ∈ F c such that there exists an
i ∈ N with (x, y) ∈ (ai, bi), where we assume x < y. Then, since ai, bi ∈ F , the previous calculation
implies ∣∣∣∣∫ 1
0
(PN (t, x, z)− PN (t, y, z))2 u21(z)dµ(z)
∣∣∣∣
≤ sup
z∈[0,1]
(
u21(z)
) ∞∑
k=2
sin2
(√
λNk t
)
λNk
(
ϕNk (x)− ϕNk (y)
)2
≤ sup
z∈[0,1]
(
u21(z)
)( x− y
bi − ai
)2 ∞∑
k=2
sin2
(√
λNk t
)
λNk
(
ϕNk (bi)− ϕNk (ai)
)2 (30)
≤ 4L1 sup
z∈[0,1]
(
u21(z)
)
t2
(
x− y
bi − ai
)2
|bi − ai|
≤ 4L1 sup
z∈[0,1]
(
u21(z)
)
t2
(x− y)2
bi − ai
≤ 4L1 sup
z∈[0,1]
(
u21(z)
)
t2|x− y|,
where we have used that for k ∈ N ϕNk is linear on (ai, bi), i ∈ N in (30). The remaining cases for
x, y ∈ [0, 1] follow by using the triangle inequality for the H-norm. Since the Dirichlet case works
similarly, we obtain for all (x, y) ∈ [0, 1]∣∣∣∣∫ 1
0
Pb(t, x, z)u1(z)dµ(z)−
∫ 1
0
Pb(t, y, z)u1(z)dµ(z)
∣∣∣∣ ≤ 3 · 2 12 sup
z∈[0,1]
(|u1(z)|) 2 12 t|x− y| 12 .
We turn to v3 and define u˜b0,k =
√
λbku
b
0,k, k ∈ N for k ≥ 2. With that,
∂
∂t
∫ 1
0
PN (t, x, y)u0(y)dµ(y) = u
N
0,1 +
∑
k≥2
cos
(√
λNk t
)
uN0,kϕ
N
k (x)
= uN0,1 +
∑
k≥2
cos
(√
λNk t
)
√
λNk
u˜N0,kϕ
N
k (x)
and can now argue similar to the proof for v2 since
∑
k≥2 u˜
N
0,kϕ
N
k ∈ D
((
∆bµ
) 1
2
)
as u1. Again, the proof
works analogously for Dirichlet boundary conditions.
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For the temporal continuity, let s, t ∈ [0, T ] with s < t and x ∈ [0, 1]. Then,∣∣∣∣∫ 1
0
(Pb(t, x, y)− Pb(s, x, y))u1(y)dµ(y)
∣∣∣∣
≤ (t− s)|u1,0|+
∞∑
k=2
(
sin
(√
λk(t)
)− sin (√λk(s))√
λk
)
|ϕk(x)u1,k|
≤ (t− s)|u1,0|+
∞∑
k=2
(
2 ∧ (√λk(t)−√λk(s))√
λk
)
|ϕk(x)u1,k|
≤ 2TC−
1
2
0 C2C5
∞∑
k=2
(
k
δ
2
− 1
γ ∧
(
|s− t|k δ2− 12γ
))
.
Choose a = δ2 − 1γ + 1 and b = δ2 − 12γ + 1 in Lemma 3.5 to get∣∣∣∣∫ 1
0
(PN (t, x, y)− PN (s, x, y))u1(y)dµ(y)
∣∣∣∣ ≤ 2C− 120 C2C5Ca,b|s− t|(2−(2+δ)γ)∧1.
With similar methods,
∞∑
k=1
∣∣∣∣cos(√λNk t)− cos(√λNk s)∣∣∣∣ |ϕNk (x)||uN0,k| ≤ 2C 121 C2C4∑
k∈N
(
1 ∧ k 12γ (t− s)
)
k
δ
2k
− 1
γ .
Again, choose a = δ2 − 1γ + 1 and b = δ2 − 12γ + 1 to get
∑
k∈N
∣∣∣∣cos(√λNk t)− cos(√λNk s)∣∣∣∣ |ϕNk (x)||u0,k| ≤ 2C 121 C2C4Ca,b|t− s|
(
1
γ−1− δ2
1
2γ
)
∧1
= 2C
1
2
1 C2C4|t− s|(2−(2+δ)γ)∧1.
The calculation for Dirichlet boundary conditions works similarly.
Proposition 3.7: Let q ≥ 2 and T > 0 be fixed. Then, there exists a constant c8 > 0 such that for all
v0 ∈ Sq,T v1 is well-defined, predictable and it holds for all t ∈ [0, T ], x, y ∈ [0, 1]
E (|v1(t, x)− v1(t, y)|q) ≤ c8
(
1 + ‖v0‖qq,T
)
|x− y| q2
E (|v1(s, x)− v1(t, x)|q) ≤ c8
(
1 + ‖v0‖qq,T
)
|s− t|
q
dH+1+
log(νmin)
log(rmax) .
Proof. For fixed x ∈ [0, 1], P (·, x, ·) is measurable and deterministic and therefore predictable and f
and v0 are predictable, according to the assumption. Hence, the integrand in (24) is predictable. By
Hypothesis (iii) we have
|f(t, v0(t, x))| ≤M(t) + L|v0(t, x)|, (t, x) ∈ [0, T ]× [0, 1]. (31)
With that, for t ∈ [0, T ], x ∈ [0, 1]
E
[∫ T
0
∫ 1
0
P 2b (t− s, x, y) (f(s, v0(s, y)))2 dµ(y)ds
]
≤ sup
s∈[0,T ]
‖M(s)‖L2(Ω) + L ‖v0‖q,T
∫ T
0
∫ 1
0
P 2b (t− s, x, y)dµ(y)ds
≤ sup
s∈[0,T ]
‖M(s)‖L2(Ω) + LT ‖v0‖q,T sup
(s,x)∈[0,T ]×[0,1]
∫ 1
0
P 2b (s, x, y)dµ(y),
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which is finite, independently of x and t, due to Lemma 2.10. Consequently, v1 is well-defined for
t, x ∈ [0, T ] × [0, 1]. We now prove the spatial estimate for v1. For that, let t ∈ [0, T ], x, y ∈ [0, 1] be
fixed. Then, there exists Cq > 0 such that
E (|v1(t, x)− v1(t, y)|q)
= E
(∣∣∣∣∫ t
0
∫ 1
0
(Pb(t− s, x, z)− Pb(t− s, y, z)) f(s, v0(s, y))ξ(s, y)dµ(z)ds
∣∣∣∣q)
≤ Cq
(
E
(∣∣∣∣∫ t
0
∫ 1
0
(Pb(t− s, x, z)− Pb(t− s, y, z))2 f(s, v0(s, y))2dµ(z)ds
∣∣∣∣
q
2
)) 2
q
q
2
(32)
≤ Cq
∣∣∣∣∫ t
0
∫ 1
0
|(Pb(t− s, x, z)− Pb(t− s, y, z))q E (f(s, v0(s, y))q)|
2
q dµ(z)ds
∣∣∣∣
q
2
(33)
= Cq
∣∣∣∣∫ t
0
∫ 1
0
(Pb(t− s, x, z)− Pb(t− s, y, z))2 |E (f(s, v0(s, y))q)|
2
q dµ(z)ds
∣∣∣∣
q
2
(34)
≤ 2q−1Cq
(
‖M‖qq,T + Lq‖v0‖qq,T
) ∣∣∣∣∫ t
0
∫ 1
0
(Pb(t− s, x, z)− Pb(t− s, y, z))2 dµ(z)ds
∣∣∣∣
q
2
, (35)
where we have used the Burkholder-Davis-Gundy inequality (see e.g. [21, Theorem B.1]) in (32), which
can be used since the considered stochastic integral is a square-integrable martingale (see [28, Theorem
2.5], Minkowski’s integral inequality in (33) and the relation
E (f(s, v0(s, y))q) ≤ E (M(s) + L|v0(s, y)|)q ≤ 2q−1 (E (M(s)q) + LqE (|v0(s, y)|q)) , (36)
which follows from (31), in (35). We proceed by estimating the integral term in (35), whereby we first
treat the case x, y ∈ F . Analogously to the proof of Proposition 3.6, we calculate∫ t
0
∫ 1
0
(Pb(t− s, x, z)− Pb(t− s, y, z))2 dµ(z)ds
=
∫ t
0
∫ 1
0
(Pb(s, x, z)− Pb(s, y, z))2 dµ(z)ds
≤
∫ t
0
4L1s
2|x− y|ds
≤ 4L1 t
3
3
|x− y|
Now, let b = N and x, y ∈ F c such that there exists an i ∈ N with (x, y) ∈ (ai, bi), where we assume
x < y. Again, we can follow the proof of Proposition 3.6 and get∫ t
0
∫ 1
0
(PN (t, x, z)− PN (t, y, z))2 dµ(z)ds
≤
∫ t
0
4L1s
2|x− y|ds
≤ 4L1 t
3
3
|x− y|
The remaining cases for x, y ∈ [0, 1] follow by using the triangle inequality for the norm L2([0, T ] ×
[0, 1], λ1 × µ), whereby this works analogously for b = D. Consequently, for all (x, y) ∈ [0, 1]∣∣∣∣∫ t
0
∫ 1
0
(Pb(t− s, x, z)− Pb(t− s, y, z))2 dµ(z)ds
∣∣∣∣
1
2
≤ 3 · 2L
1
2
1 t
1
2 |x− y| 12 .
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We conclude
E (|v1(t, x)− v1(t, y)|q) ≤ 3q22q−1T
q
2CqL
q
2
1
(
‖M‖qq,T + Lq‖v0‖qq,T
)
|x− y| q2 .
This proves the spacial estimate.
We now turn to the temporal esimate, where we adapt ideas from [18, Proposition 4.3]. Let s, t ∈
[0, T ] with s < t and x ∈ [0, 1] be fixed. Then, by using the Burkholder-Davis-Gundy inequality,
Minkowski’s integral inequality and inequality (36), we get
E (|v1(t, x)− v1(s, x)|q)
≤ Cq
∣∣∣∣∫ t
0
∫ 1
0
∣∣∣(Pb(t− u, x, y)− Pb(s− u, x, y)1[0,s](u))2 E (f(s, v0(s, y))q)∣∣∣ 2q dµ(y)du∣∣∣∣
q
2
≤ 2q−1Cq
(
‖M‖qq,T + Lq‖v0‖qq,T
) ∣∣∣∣∫ t
0
∫ 1
0
(
Pb(t− u, x, y)− Pb(s− u, x, y)1[0,s](u)
)2
dµ(y)du
∣∣∣∣
q
2
.
We split the above integral in the time intervals [0, s] and (s, t] and consider the first part,∫ s
0
∫ 1
0
(
Pb(t− u, x, y)− Pb(s− u, x, y)1[0,s](u)
)2
dµ(y)du
=
∫ s
0
∫ 1
0
(Pb(t− u, x, y)− Pb(s− u, x, y))2 dµ(y)du.
By Lemma 3.4,(∫ 1
0
(Pb(t− u, x, y)− Pb(s− u, x, y))2 dµ(y)
) 1
2
−
(∫ 1
0
(〈Pb(t− u, ·, y)− Pb(s− u, ·, y), fxn 〉)2 dµ(y)
) 1
2
≤
(∫ 1
0
(Pb(t− u, x, y)− Pb(s− u, x, y)− (〈Pb(t− u, ·, y)− Pb(s− u, ·, y), fxn 〉))2 dµ(y)
) 1
2
≤
(∫ 1
0
(〈Pb(t− u, ·, y), fxn 〉 − Pb(t− u, x, y))2 dµ(y)
) 1
2
+
(∫ 1
0
(〈Pb(s− u, ·, y), fxn 〉 − Pb(s− u, x, y))2 dµ(y)
) 1
2
≤ C
1
2
6 (t+ s− 2u)r
n
2
max.
By resorting and squaring,∫ 1
0
(Pb(t− u, x, y)− Pb(s− u, x, y))2 dµ(y)
≤ 2
∫ 1
0
(〈Pb(t− u, ·, y)− Pb(s− u, ·, y), fxn 〉)2 dµ(y) + 2C6(t+ s− 2u)2rnmax
and by integration,∫ s
0
∫ 1
0
(Pb(t− u, x, y)− Pb(s− u, x, y))2 dµ(y)ds
≤ 2
∫ s
0
∫ 1
0
(〈Pb(t− u, ·, y)− Pb(s− u, ·, y), fxn 〉)2 dµ(y) + C6(t+ s− 2u)2rnmaxdu
= 2
∫ s
0
∫ 1
0
(〈Pb(t− u, ·, y)− Pb(s− u, ·, y), fxn 〉)2 dµ(y)du+
4
6
C6
(
(t+ s)3 − (t− s)3) rnmax.
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Now, let b = N . We consider the first term on the right-hand side of the last equality. Applying the
Cauchy-Schwarz inequality,∣∣∣∣∫ s
0
∫ 1
0
(〈PN (t− u, z, y)− PN (s− u, z, y), fxn (z)〉)2 dµ(y)du
∣∣∣∣
≤ ‖fxn‖2µ
∫ s
0
∫ 1
0
(t− s)2 +
∞∑
k=2
(
sin
(√
λNk (t− u)
)
− sin (√λk(s− u)))2
λNk
(
ϕNk
)2
(y)dµ(y)du.
Since
∥∥ϕNk ∥∥µ = 1,
∫ s
0
∫ 1
0
(t− s)2 +
∞∑
k=2
(
sin
(√
λNk (t− u)
)
− sin
(√
λNk (s− u)
))2
λNk
(
ϕNk
)2
(y)dµ(y)du
=
∫ s
0
(t− s)2 +
∞∑
k=2
(
sin
(√
λNk (t− u)
)
− sin
(√
λNk (s− u)
))2
λNk
du
= s(t− s)2 +
∞∑
k=2
1
λNk
∫ s
0
(
sin
(√
λNk (t− u)
)
− sin
(√
λNk (s− u)
))2
du
= s(t− s)2 +
∞∑
k=2
1
λNk
∫ s
0
(
sin
(√
λNk (t− s+ u)
)
− sin
(√
λNk (u)
))2
du
= s(t− s)2 +
∞∑
k=2
1(
λNk
) 3
2
∫ √λNk s
0
(sin (t− s+ u)− sin (u))2 du
= s(t− s)2 +
∞∑
k=2
1(
λNk
) 3
2
sin2
(
t− s
2
)(
sin(t− s+ 2
√
λNk s)− sin(t− s) + 2
√
λNk s
)
≤ (t− s)2 + (2 + 2T )
∞∑
k=2
1
λNk
sin2
(
t− s
2
)
≤ T (t− s)2 +
(
1
2
+
1
2
T
) ∞∑
k=2
1
λNk
(t− s)2,
whereby
∑∞
k=2
1
λNk
<∞ since γ < 12 . We turn to the second part and get analogous to the first part∫ t
s
∫ 1
0
(PN (t− u, x, y))2 dµ(y)du
≤ 2
∫ t
s
∫ 1
0
(〈PN (t− u, ·, y), fxn 〉)2 dµ(y) + 2C6(t− u)2rnmaxdu
= 2
∫ t
s
∫ 1
0
(〈PN (t− u, ·, y), fxn 〉)2 dµ(y)du+
2
3
C6(t− 3)3rnmax.
Again, we give an upper bound for the integral term.∫ t
s
∫ 1
0
(〈PN (t− u, ·, y), fxn (·)〉)2 dµ(y)du
≤ ‖fxn‖2µ
∫ t
s
∫ 1
0
(t− u)2 +
∞∑
k=2
sin2
(√
λNk (t− u)
)2
λNk
(
ϕNk
)2
(y)dµ(y)du.
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With similar methods as above,
∫ t
s
∫ 1
0
(t− u)2 +
∞∑
k=1
sin2
(√
λNk (t− u)
)
λNk
(
ϕNk
)2
(y)dµ(y)du
=
(t− s)3
3
+
∞∑
k=2
∫ t
s
sin2
(√
λNk (t− u)
)
λNk
du
=
(t− s)3
3
+
∞∑
k=2
∫ t−s
0
sin2
(√
λNk (u)
)
λNk
du
≤ (t− s)
3
3
+
∞∑
k=2
∫ t−s
0
∣∣∣sin(√λNk u∣∣∣)
λNk
du
≤ (t− s)
3
3
+
∞∑
k=2
∫ t−s
0
u√
λNk
du
=
(t− s)3
3
+
1
2
∞∑
k=1
1√
λNk
(t− s)2
with
∑∞
k=2
1√
λNk
<∞. Further, by (20),
‖fxn‖2µ < r−dHmin r−ndHmax ν−nmin.
Consequently, there exists C > 0 and C ′ > 0 such that for all t, s ∈ [0, T ], x ∈ F , n ∈ N∫ t
0
∫ 1
0
(
PN (t− u, x, y)− PN (s− u, x, y)1[0,s](u)
)2
dµ(y)du ≤ C(t− s)2r−ndHmax ν−nmin + C ′rnmax
C(t− s)2r−ndHmax ν−nmin + C ′′rnmax,
where C ′′ := max
{
C ′, C(t− s)2
(
dH +
log(νmin)
log(rmax)
)}
. In order to find the minimum in n, we define
f(y) := C(t− s)2ey log
(
1
rmax
)(
dH+
log(νmin)
log(rmax)
)
+ C ′′e− log
(
1
rmax
)
y
.
We differentiate:
f ′(y) = C(t− s)2 log
(
1
rmax
)(
dH +
log(νmin)
log(rmax)
)
e
y log
(
1
rmax
)(
dH+
log(νmin)
log(rmax)
)
− C ′′ log
(
1
rmax
)
e
− log
(
1
rmax
)
y
.
Setting zero we get
e
y log
(
1
rmax
)(
dH+
log(νmin)
log(rmax)
+1
)
=
C ′′ log
(
1
rmax
)
C(t− s)2 log
(
1
rmax
)(
dH +
log(νmin)
log(rmax)
) = C ′′
C(t− s)2
(
dH +
log(νmin)
log(rmax)
) .
By logarithmising we obtain
y log
(
1
rmax
)(
dH +
log(νmin)
log(rmax)
+ 1
)
= log
 C ′′
C(t− s)2
(
dH +
log(νmin)
log(rmax)
)
 .
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Solving this equation for y we get
y =
1
log
(
1
rmax
)(
dH +
log(νmin)
log(rmax)
+ 1
) log
 C ′′
C(t− s)2
(
dH +
log(νmin)
log(rmax)
)
 ,
which we denote by y0. This value does not need to be an integer, but there exists an integer n with
n ∈ [y0, y0 + 1). Since y0 is the unique minimum on R, f is increasing on [yo,∞). Hence, there exists
C ′′′ such that∫ t
0
∫ 1
0
(
PN (t− u, x, y)− PN (s− u, x, y)1[0,s](u)
)2
dµ(y)du
≤ f (y0 + 1)
= C(t− s)2
(
1
rmax
)(dH+ log(νmin)log(rmax))( 1
rmax
) log
 C′′
C(t−s)2
(
dH+
log(νmin)
log(rmax)
)

log( 1rmax )
dH+
log(νmin)
log(rmax)
dH+1+
log(νmin)
log(rmax)
+ C ′′
(
1
rmax
)− 1
2
(
1
rmax
) log
 C′′
C(t−s)2
(
dH+
log(νmin)
log(rmax)
)

log( 1rmax )
−1
dH+
log(νmin)
log(rmax)
+1
= C(t− s)2
(
1
rmax
)(dH+ log(νmin)log(rmax)) C ′′
C(t− s)2
(
dH +
log(νmin)
log(rmax)
)

dH+
log(νmin)
log(rmax)
dH+1+
log(νmin)
log(rmax)
+ C ′′
(
1
rmax
)− 1
2
 C ′′
C(t− s)2
(
dH +
log(νmin)
log(rmax)
)
 −1dH+1+ log(νmin)log(rmax)
= C ′′′(t− s)
2
dH+1+
log(νmin)
log(rmax) .
The case b = D works similarly.
Corollary 3.8: Let q ≥ 2 and v0 ∈ Sq,T . Then, vi, i = 1, 2, 3, defined as in (24)-(26) are elements of
Sq,T .
Proof. By setting s = 0 in Proposition 3.7 we obtain ‖vi‖q,T < ∞, i = 1, 2. We need to show that v1
is predictable. For n ∈ N let
vn1 (t, x) =
2n−1∑
i,j=0
v1
(
i
2n
T,
j
2n
)
1( i2n T,
i+1
2n
T ](t)1( j2n ,
j+1
2n ]
(x), (t, x) ∈ [0, T ]× [0, 1].
It holds evidently ‖vn1 ‖q,T < ∞. To prove that vn1 is predictable, we show that vn1 is the Sq,T -limit of
a sequence of simple functions. To this end, let for N ≥ 1
vn,N1 (t, x) = v
n
1 (t, x) ∧N, t ∈ [0, T ], x ∈ [0, 1].
This defines a simple function since v1
(
i
2nT,
j
2n
)
∧ N is F iT
2n
-measurable and bounded. It converges
24
in Sq,T to vn1 , which can be seen as follows:
lim
N→∞
sup
t∈[0,T ]
sup
x∈[0,1]
∥∥∥vn1 (t, x)− vn,N1 (t, x)∥∥∥
Lq(Ω)
≤ lim
N→∞
sup
t∈[0,T ]
sup
x∈[0,1]
2n−1∑
i,j=0
∥∥∥∥v1( i2nT, j2n
)
− v1
(
i
2n
T,
j
2n
)
∧N
∥∥∥∥
Lq(Ω)
= lim
N→∞
2n−1∑
i,j=0
∥∥∥∥v1( i2nT, j2n
)
− v1
(
i
2n
T,
j
2n
)
∧N
∥∥∥∥
Lq(Ω)
= 0,
where the last equation follows from the monotone convergence theorem. We conclude that vn1 is
predictable for n ∈ N . By Proposition 3.7, there exists a constant C ′8 such that
‖v1 − vn1 ‖q,T ≤ sup
|s−t|<T
n
sup
|x−y|< 1
n
‖v1(s, x)− v1(t, y)‖Lq(Ω)
≤ sup
|s−t|<T
n
sup
|x−y|< 1
n
‖v1(s, x)− v1(t, x)‖Lq(Ω)
+ sup
|s−t|<T
n
sup
|x−y|< 1
n
‖v1(t, x)− v1(t, y)‖Lq(Ω)
≤ C ′8
((
T
n
) 1
2
− γδ
2
+
(
1
n
) 1
2
)
→ 0, n→∞.
Hence, v1 is predictable. The predictability of v2 and v3 follows from the fact that they are measurable
and deterministic.
Theorem 3.9: Assume Condition 1.1 with q ≥ 2. Then the SPDE (22) has a unique mild solution in
Sq,T .
Proof. Uniqueness: For that, let u, u˜ ∈ Sq,T be mild solution of (22). Then v := u − u˜ ∈ S2,T . With
G(t) := supx∈[0,1] E
[
v2(t, x)
]
and by using Walsh’s isometry, we calculate for (t, x) ∈ [0, T ]× [0, 1]
E
[
v(t, x)2
]
= E
[(∫ t
0
∫ 1
0
Pb(t− s, x, y) (f(s, u(s, y))− f (s, u˜(s, y))) ξ(s, y)dµ(y)ds
)2]
= E
[∫ t
0
∫ 1
0
Pb(t− s, x, y)2 (f(s, u(s, y))− f (s, u˜(s, y)))2 dµ(y)ds
]
≤ L2E
[∫ t
0
∫ 1
0
v2(s, y)P 2b (t− s, x, y)dµ(y)ds
]
≤ L2
[∫ t
0
sup
y∈[0,1]
E
[
v2(s, y)
] ∫ 1
0
P 2b (t− s, x, y)dµ(y)ds
]
≤ L2 sup
t∈[0,T ]
‖Pb(t, x, ·)‖2µ
∫ t
0
sup
x∈[0,1]
E
[
v2(s, x)
]
ds
≤ L2 sup
t∈[0,T ]
‖Pb(t, x, ·)‖2µ
∫ t
0
G(s)ds.
It follows
G(t) ≤ L2 sup
t∈[0,T ]
‖Pb(t, x, ·)‖µ
∫ t
0
G(s)ds.
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Since G is continuous on [0, T ] (use Proposition 3.7 by setting v0 = v), we can use Gronwall’s lemma to
conclude G(s) = 0 for s ∈ [0, T ] and thus u(t, x) = u˜(t, x) almost surely for every (t, x) ∈ [0, T ]× [0, 1].
Existence: We follow the methods in [16, Theorem 7.5] and use Picard iteration to find a solution. For
that, let u2 = 0 ∈ Sq,T and for n ≥ 2
un+1(t, x) =
∫ 1
0
∂
∂t
Pb(t, x, y)u0(y)dµ(y) +
∫ 1
0
Pb(t, x, y)u1(y)dµ(y) (37)
+
∫ t
0
∫ 1
0
Pb(t− s, x, y)f(s, un(s, y))ξ(s, y)dµ(y)ds. (38)
From Proposition 3.6 and 3.7 it follows that un ∈ Sq,T for every n ≥ 2. We prove that (un)n∈N is
a Cauchy sequence in Sq,T . Let wn = un+1 − un ∈ Sq,T . By using the Burkholder-Davis-Gundy
inequality, the Lipschitz property of f as well as Minkowski’s integral inequality we get
E [wn+1(t, x)q]
= E
[∣∣∣∣∫ t
0
∫ 1
0
P (t− s, x, y) (f(s, un+1(s, y))− f (s, un(s, y))) ξ(s, y)dµ(y)ds
∣∣∣∣q]
≤ CqE
[∣∣∣∣∫ t
0
∫ 1
0
P 2(t− s, x, y) (f(s, un+1(s, y))− f (s, un(s, y)))2 dµ(y)ds
∣∣∣∣
q
2
]
≤ CqLqE
[∣∣∣∣∫ t
0
∫ 1
0
P 2(t− s, x, y)w2n(s, y)dµ(y)ds
∣∣∣∣
q
2
]
≤ CqLq
(∫ t
0
∫ 1
0
P 2(t− s, x, y) (E [|wn(s, y)|q])
2
q dµ(y)ds
) q
2
≤ CqLq sup
t∈[0,T ]
‖P (t, x, ·)‖qµ
(∫ t
0
sup
x∈[0,1]
(E [|wn(s, y)|q])
2
q ds
) q
2
.
Set Hn(t) = supx∈[0,1] (E [|wn(t, y)|q])
2
q for n ≥ 2, t ∈ [0, T ]. Then for every n ≥ 2 there exists
a constant κn such that |Hn(t)| ≤ κn for every t ∈ [0, T ]. With Proposition 2.10 it follows for
(t, x) ∈ [0, T ]× [0, 1]
(E [wn+1(t, x)q])
2
q ≤ C
2
q
q L
2 sup
t∈[0,T ]
‖P (t, x, ·)‖2µ
∫ t
0
Hn(s)ds
and thus
Hn+1(t) ≤ C
2
q
q L
2 sup
t∈[0,T ]
‖P (t, x, ·)‖2µ
∫ t
0
Hn(s)ds.
With κ := C
2
q
q L2 supt∈[0,T ] ‖P (t, x, ·)‖2µ we see that H3(t) ≤ κκ2t and deduce inductively
Hn+2(t) ≤ κ2 (κt)
n
n!
, n ≥ 1.
The series
∑
n≥3H
1
2
n (t) is uniformly convergent on [0, T ], which can be verified by the ratio test using
that
√
Hn+1(t)
Hn(t)
≤
√
κt
n+1 for n ≥ 2. We conclude
sup
t∈[0,T ]
√
Hn(t)→ 0, n→∞,
which implies the same for ‖wn‖q,T . Hence, (un)n≥2 is Cauchy in Sq,T and we denote the limit by
u. To verify that u satisfies (23) we take the limit in Lq(Ω) for n → ∞ on both sides of (38) for
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every (t, x) ∈ [0, T ]× [0, 1]. We get u(t, x) on the left-hand side for any (t, x) ∈ [0, T ]× [0, 1]. For the
right-hand side we note that for (t, x) ∈ [0, T ]× [0, 1]
E
[∣∣∣∣∫ t
0
∫ 1
0
Pb(t− s, x, y) (f(s, u(s, y))− f (s, un(s, y))) ξ(s, y)dµ(y)ds
∣∣∣∣q]
≤ CqLq
(∫ t
0
∫ 1
0
P 2b (t− s, x, y) (E [|u(s, y)− un(s, y)|q])
2
q dµ(y)ds
) q
2
,
which goes to zero as n tends to infinity with the same argumentation as before.
We have computed different temporal Hölder exponents. The following lemma shows which one is
greater.
Lemma 3.10: Let r1, ..., rN and µ1, ..., µN be arbitrary, but chosen according to the conditions given
in section 1. Then, (
dH + 1 +
log νmin
log rmax
)−1
≤ 2− (2 + δ)γ.
Proof. We have
mini=1,...,N logµi − log rdHi
maxi=1,...,N log ri
+ dH + 1
=
mini=1,...,N logµi − log rdHi
maxi=1,...,N log ri
− (1− dH) + 2
≥ max
i=1,...,N
logµi − log rdHi
log ri
− (1− dH) + 2
= max
i=1,...,N
logµi − log ri + (1− dH) log ri
log ri
− (1− dH) + 2
= max
i=1,...,N
logµi − log ri
log ri
+ 2.
Using that as well as the fact that γ < 12 ,(
dH + 1 +
log νmin
log rmax
)−1
≤
(
max
i=1,...,N
logµi − log ri
log ri
+ 2
)−1
= min
i=1,...,N
(
logµi − log ri
log ri
+ 2
)−1
= min
i=1,...,N
log ri
logµi + log ri
= min
i=1,...,N
(
1− logµi
logµi + log ri
)
=
(
1− max
i=1,...,N
logµi
logµi + log ri
)
= (1− γδ)
< 2− 2γ − γδ.
Using this lemma and the established continuity properties (compare Proposition 3.6 and Proposition
3.7), the main result of this paper, Theorem 1.2, is a direct consequence of Kolmogorov’s continuity
theorem.
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Figure 2: Hölder exponent graphs
Example 3.11: We discussed the case of µ being the natural on a given Cantor-like set in Section 1.
If µ is not the natural measure on a given Cantor-like set, then νmin does not vanish. As an example,
consider the Classical Cantor set with weights µ1, µ2 ∈ (0, 1). If u0, u1 and f satisfy Assumption 1.1
and f is uniformly bounded, q can be chosen arbitrarily large. We then have as ess. temporal Hölder
exponent
1
dH + 1 +
log(νmin)
log(rmax)
=
1
log 2
log 3 + 1− logµmin+log 2log 3
=
1
1− log(µmin)log 3
,
provided that δ + 1 < 1γ . This is satisfied if
max
i=1,2
logµi
log µi3
+
log 2
log 6
< 1,
which holds for µ1, µ2 such that mini=1,2 µi > 0.18. The behaviour of the temporal Hölder exponent is
visualized on the right-hand side of Figure 2.
3.3 Intermittency
Let ε ≥ 0. According to [4] we call the mild solution of a stochastic wave equation u weakly
intermittent on [ε, 1− ε] if for the upper moment Lyapunov exponents
γ¯(p, x) := lim sup
t→∞
1
t
logE
[
u(t, x)2
]
it holds
γ¯(2, x) > 0, γ¯(p, x) <∞, x ∈ [ε, 1− ε], p ∈ [2,∞).
In this section we make the following additional assumption:
Assumption 3.12: We assume Condition 1.1 with q ≥ 2 and that f fulfills the following Lipschitz
and linear growth condition: For all (w, t, x) ∈ Ω× [0, T ]× R there exists a constant L > 0 such that
|f(ω, t, x)− f(ω, t, y)| ≤ L|x− y|,
|f(ω, t, y)| ≤ L(1 + |x|).
Proposition 3.13: Let p ≥ 1. Then there exists constants C9, C10 > 0 such that for (t, x) ∈ [0,∞)×
[0, 1]
E [|u(t, x)|p] ≤ C9eC10p2t.
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Proof. v2 and v3 are uniformly bounded on [0,∞)× [0, 1]. This can be verified with the same methods
as in the proof of Proposition 3.7. For example, for b = D and (t, x) ∈ [0,∞)× [0, 1]∣∣∣∣∣∣∣
∞∑
k=1
sin
(√
λDk t
)
√
λDk
ϕDk (x)u
D
1,k
∣∣∣∣∣∣∣ ≤
∞∑
k=1
C
− 1
2
0 C2C5k
− 1
2γ k
1
2k
− 1
2γ ≤ C−
1
2
0 C2C5
∞∑
k=1
k
1
2
− 1
γ <∞.
Hence, there exists a constant K > 0 such that for i ∈ {2, 3}, (t, x) ∈ [0,∞) × [0, 1] vi(t, x) ≤
K, i = 2, 3. It follows by using the Burkholder-Davis-Gundy inequality as well as Minkowski’s integral
inequality,
e−αt (E [|u(t, x)|p]) 1p
≤ e−αt2K + 2√p
(
E
[∣∣∣∣∫ t
0
∫ 1
0
e−αtPb(t− s, x, y)f(s, u(s, y))ξ(s, y)dµ(y)ds
∣∣∣∣p])
1
p
≤ e−αt2K + 2√p
(∫ t
0
∫ 1
0
e−2αtP 2b (t− s, x, y) (E [|f(s, u(s, y))|p])
2
p dµ(y)ds
) 1
2
≤ e−αt2K + L2√p
(∫ t
0
∫ 1
0
e−2αtP 2b (t− s, x, y) sup
z∈[0,1]
(
1 + (E [|u(s, z))|p]) 1p
)2
dµ(y)ds
) 1
2
≤ e−αt2K + L2√p
(∫ t
0
∫ 1
0
e−2α(t−s)P 2b (t− s, x, y) sup
z∈[0,1]
(
e−αs + e−αs (E [|u(s, z))|p]) 1p
)2
dµ(y)ds
) 1
2
≤ e−αt2K
+ L2
√
p sup
s,z∈[0,T ]×[0,1]
(
e−αs + e−αs (E [|u(s, z))|p]) 1p
)(∫ t
0
∫ 1
0
e−2α(t−s)P 2b (t− s, x, y)dµ(y)ds
) 1
2
≤ e−αt2K + L2√p
(
1 + sup
s,z∈[0,T ]×[0,1]
e−αs (E [|u(s, z))|p]) 1p
)(
C23
∫ t
0
e−2α(t−s)ds
) 1
2
≤ e−αt2K + C
2
3L2
√
p√
2α
(
1 + sup
s,z∈[0,T ]×[0,1]
e−αs (E [|u(s, z))|p]) 1p
)
.
Choose α = 8C43L2p. Then it follows
(E [|u(t, x)|p]) 1p ≤ 4K + eαt = 4K + e8C44L2pt.
For p ∈ [1, 2) we have for (t, x) ∈ [0,∞)× [0, 1]
(E [|u(t, x)|p]) 1p ≤
(
E
[
|u(t, x)|2
]) 1
2 ≤ 4K + e16C43L2t ≤ 4K + e16C43L2pt.
From the above proposition, it follows immediately for p ≥ 1
γ¯(p) = lim sup
t→∞
1
t
sup
x∈[0,1]
logE [|u(t, x)|p] ≤ lim sup
t→∞
logC9
t
+ C10p
2.
= C10p
2.
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Proposition 3.14: Assume inf
x∈[0,1]
|f(x)/x| > 0.
1. Let b = N , infx∈[0,1] u0(x) > 0 and infx∈[0,1] u1(x) > 0. Then, there exists a constant κ such that
γ¯(2, x) ≥ κ for all x ∈ [0, 1].
2. Let b = D, ε > 0, infx∈[ε,1−ε] u0(x) > 0 and infx∈[ε,1−ε] u1(x) > 0. Then, there exists a constant
κε such that γ¯(2, x) ≥ κε for all x ∈ [ε, 1− ε].
Proof. Let ε ≥ 0, infx∈[ε,1−ε] u0(x) > 0, infx∈[ε,1−ε] u1(x) > 0 and x ∈ [ε, 1 − ε]. It suffices to find a
constant β > 0 ∫ ∞
0
e−βtE
[
u(t, x)2
]
dt =∞ for all β ≤ β (39)
(see the proof of [4, Theorem 3.3]). By using Walsh’s isometry and the zero-mean property of the
stochastic integral we get
E
[
u(t, x)2
]
dt = (v2(t, x) + v3(t, x))
2 +
∫ t
0
∫ 1
0
P 2b (t− s, x, y)E
[
f(u(s, y))2
]
dµ(y)ds
+ (v2(t, x) + v3(t, x))
2 E
[∫ t
0
∫ 1
0
Pb(t− s, x, y)f(u(s, y))ξ(s, y)dµ(y)ds
]
= (v2(t, x) + v3(t, x))
2 +
∫ t
0
∫ 1
0
P 2b (t− s, x, y)E
[
f(u(s, y))2
]
dµ(y)ds
and thus, by Laplace transformation,∫ ∞
0
e−βtE
[
u(t, x)2
]
dt
=
∫ ∞
0
e−βt (v2(t, x) + v3(t, x))2 dt+
∫ ∞
0
e−βt
∫ t
0
∫ 1
0
P 2b (t− s, x, y)E
[
f(u(s, y))2
]
dµ(y)dsdt.
In order to bound the first term on the right-hand side from below, we note that v2(0, x) = u1(x) ≥
infx∈[ε,1−ε] u1(x) > 0 and v3(0, x) = u0(x) ≥ infx∈[ε,1−ε] u0(x) > 0. Using that both functions are
Hölder-continuous in t uniformly for all x ∈ [0, 1] (see Proposition 3.6), we obtain the existence of a
constant tε > 0 such that
v3(t, x) >
u0
2
, v2(t, x) > −u0
4
, t ∈ [0, tε.]
We see that v2(t, x) + v3(t, x) > u04 for all (t, x) ∈ [0, tε]× [ε, 1− ε]. It follows that for all β > 0 there
exists a constant Kβ,ε such that∫ ∞
0
e−βtE
[
u(t, x)2
]
dt
≥ Kβ,ε + L2ε
∫ ∞
0
e−βt
∫ t
0
∫ 1
0
P 2b (t− s, x, y)E
[
(u(s, y)2
]
dµ(y)dsdt,
where Kβ,ε =
u20
16β . Further, for (x, y, t) ∈ [0, 1]2 × [0,∞)∫ t
0
P 2b (t− s, x, y)E
[
(u(s, y)2
]
dµ(y)ds =
(
Pb(·, x, y) ∗ E
[
u(·, y)2]) (t),
30
where ∗ denotes the time convolution. It holds Lβ(f ∗ g) = Lβf · Lβg, where L denotes the Laplace
transformation. We thus see∫ ∞
0
e−βt
∫ t
0
∫ 1
0
P 2b (t− s, x, y)E
[
(u(s, y)2
]
dµ(y)dsdt
=
∫ 1
0
∫ ∞
0
e−βt
∫ t
0
P 2b (t− s, x, y)E
[
(u(s, y)2
]
dsdtdµ(y)
=
∫ 1
0
∫ ∞
0
e−βtP 2b (t, x, y)dt
∫ ∞
0
e−βsE
[
u(s, y)2
]
dsdµ(y).
With Mβ(x) :=
∫∞
0 e
−βsE
[
u(s, x)2
]
ds it follows
Mβ(x) ≥ Kβ,ε + L2ε
∫ 1
0
∫ ∞
0
e−βtP 2b (t, x, y)Mβ(y)dtdµ(y). (40)
If b = N , it holds for all for all t ≥ 0
‖PN (t, x, ·)‖2µ = t2 +
∑
k≥2
sin2
(√
λNk t
)
λNk
(
ϕNk
)2
(x)
≥ t2
and thus ∫ ∞
0
∫ 1
0
e−βtP 2N (t, x, y)Kβ,εdµ(y)dt = Kβ,ε
∫ ∞
0
e−βt ‖PN (t, x, ·)‖2µ dt
≥ Kβ,ε
∫ ∞
0
e−βtt2dt
= 2Kβ,εβ
−3.
By iterating this in (40) we obtain
Mβ(x) ≥ Kβ,ε
∞∑
n=0
(
2β−3
)n
.
This sum diverges if and only if β ≤ 3√2. Hence, we have shown (39).
If b = D, we define cε := infx∈[ε,1−ε] ϕD1 (x) and calculate
∫ ∞
0
∫ 1
0
e−βtP 2D(t, x, y)Kβ,εdµ(y)dt ≥ Kβ,ε
∫ ∞
0
e−βt
∞∑
k=1
sin2
(√
λDk t
)
λDk
(
ϕDk
)2
(x)dt
≥ Kβ,ε
∫ ∞
0
e−βt
sin2
(√
λD1 t
)
λD1
(
ϕD1
)2
(x)dt
≥ Kβ,ε
∫ ∞
0
e−βt
sin2
(√
λD1 t
)
λD1
cεdt
=
Kβ,εcε
(λD1 )
3
2
∫ ∞
0
e
− β√
λD1
t
sin2(t)dt > 0
=
Kβ,εcε
(λD1 )
3
2
2(
β√
λD1
)3
+ 4
(
β√
λD1
) > 0.
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The last term is strictly positive, since ϕD1 (x) > 0 for all x ∈ (0, 1) (see [13, Proposition 2.5]) and
therefore bounded from below for all x ∈ [ε, 1− ε]. By iterating this in (40) we obtain
Mβ(x) ≥ K ′β,ε
∞∑
n=0
 2cε
(
λD1
)− 3
2(
β√
λD1
)3
+ 4
(
β√
λD1
)

n
.
Let β¯ := β√
λD1
. The above sum is equal to ∞ for all β such that β¯3 + 4β¯ ≤ 2cε
(
λD1
)− 3
2 . This verifies
(39).
A Some Technical Details
Lemma A.1: Let b ∈ {N,D}, ψ : L2([0, 1], µ)→ L2(supp(µ), µ), u→ u|supp(µ) and
∆˜bµ : ψ
(
D
(
∆bµ
))
→ L2(supp(µ), µ), u→ ψ ◦∆bµ ◦ ψ−1u.
Then,
(i) ∆˜bµ is self-adjoint, dissipative and has eigenvalues λbk with eigenfunctions ψϕ
b
k, k ∈ N. In partic-
ular, ∆˜bµ is the generator of a unique strongly continuous semigroup
(
T˜ bt
)
t≥0
.
(ii) E˜ (u˜, v˜) := E(ψ−1u˜, ψ−1v˜), u˜, v˜ ∈ F˜ := ψ(F) defines a Dirichlet form which is associated to ∆˜Nµ
and E˜ (u˜, v˜) , u˜, v˜ ∈ F˜0 := ψ(F0) defines a Dirichlet form associated to ∆˜Dµ .
Proof. (i) First, we show that ∆˜bµ is self-adjoint. We denote the inner product on L2(supp(µ), µ)
also by 〈·, ·〉µ. Since D
(
∆bµ
)
is dense in L2([0, 1], µ), for any u ∈ L2([0, 1], µ) there exists a
sequence (un)n∈N with un ∈ D
(
∆bµ
)
, n ∈ N such that ‖un − u‖µ → 0 for n → ∞. From
‖un − u‖µ = ‖ψun − u˜‖µ for all n ∈ N and ψun ∈ D
(
∆˜bµ
)
= ψ
(D (∆bµ)) the density of D (∆˜bµ)
in L2(supp(µ), µ) follows. Now, let u˜, v˜ ∈ D
(
∆˜bµ
)
= ψ
(D (∆bµ)), i.e. there exist unique u, v ∈
D (∆bµ) such that u˜ = ψu, v˜ = ψv. It is straight forward to check that v → 〈u,∆bµv〉µ is a
linear continuous mapping on D (∆bµ) if and only if v˜ → 〈u˜, ∆˜bµv˜〉
µ
is linear and continuous on
D
(
∆˜bµ
)
, which yields D
(
∆˜bµ
)
=D
((
∆˜bµ
)∗)
. Further, for all u˜, v˜ ∈ D
(
∆˜bµ
)
〈
∆˜bµu˜, v˜
〉
µ
=
〈
ψ ◦∆bµ ◦ ψ−1 ◦ ψu, ψv
〉
µ
=
〈
ψ ◦∆bµu, ψv
〉
µ
=
〈
∆bµu, v
〉
µ
=
〈
u,∆bµv
〉
µ
=
〈
ψu, ψ ◦∆bµ ◦ ψ−1 ◦ ψv
〉
µ
=
〈
u˜, ∆˜bµv˜
〉
µ
.
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The self-adjointness of ∆bµ follows. For the dissipativity of ∆˜bµ we obtain from the dissipativity
of ∆bµ 〈
∆˜bµu˜, u˜
〉
µ
=
〈
∆bµu, u
〉
µ
≤ 0.
The self-adjointness along with the dissipativity implies that ∆˜bµ generates a strongly contin-
uous semigroup
(
T˜ bt
)
t≥0
(see [20, Theorem B.2.2]). It remains to show that eigenvalues and
eigenfunctions of ∆˜bµ and ∆bµ coincide. For that, let λ < 0, u ∈ D
(
∆bµ
)
. The bijectivity of ψ
implies that
(
∆bµ − λ
)
u = 0 if and only if ψ
(
∆bµ − λ
)
u = 0. The results about eigenvalues and
eigenfunctions follow.
(ii) Let b = N . Again, let let u˜, v˜ ∈ D
(
∆˜Nµ
)
= ψ
(D (∆Nµ )), i.e. there exist u, v ∈ D (∆˜bµ) with
u˜ = ψu, v˜ = ψv. The density of F˜ in L2(supp(µ), µ) can be checked exactly like the density of
D
(
∆˜Nµ
)
in H. Further, it is obvious that E˜ defines a positive definite, symmetric bilinear form.
Moreover, with α > 0 and E˜α (u˜, v˜) := E˜ (u˜, v˜) + α 〈u˜, v˜〉µ,
(
F˜ , E˜α
)
is a Hilbert space. To verify
this, note that E˜α (u˜, v˜) = Eα(u, v), which implies that E˜α defines an inner product. Now, let
u˜n, n ∈ N be a Cauchy sequence in F˜ . Then, un = ψ−1u˜n, n ∈ N is a Cauchy sequence in F
with limit, say u. Since ‖u˜n − ψu‖ = ‖un − u‖ for all n, ψu is the limit of (u˜n)n∈N in F˜ . For the
Markov property, we calculate
E˜ (0 ∨ u˜ ∧ 1) = E (0 ∨ u ∧ 1) ≤ E(u) = E˜ (u˜) .
To verify that ∆˜Nµ is associated to E˜ , we apply the correspondence between ∆Nµ and E to get for
−
〈
∆˜Nµ u˜, v˜
〉
µ
= − 〈∆Nµ u, v〉µ = E(u, v) = E˜ (u˜, v˜) .
The case b = D works similarly.
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