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Abstract
A new expression for the Gramian of a row-wise Vandermonde matrix is devised, when the values defining
the matrix are real and symmetric. The extension to complex values, symmetric with respect to the origin of the
complex plane, is also derived. Both these formulations may be useful in symbolic or parallel computation.
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1. Introduction
In this paper we will consider row-wise Vandermonde matrices of order n × m, with n = 2q and
m = 2p of type
V (−α1, α1, . . . ,−αq , αq )T =


1 −α1 · · · (−α1)m−1
1 +α1 · · · +αm−11· · · · · · · · · · · ·
1 −αq · · · (−αq)m−1
1 +αq · · · +αm−1q

 (1.1)
E-mail address: tommasin@dm.unibo.it.
0893-9659/$ - see front matter © 2005 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2004.08.005
484 T. Tommasini / Applied Mathematics Letters 18 (2005) 483–486
where ±α j ( j = 1, q) are q distinct pairs of real numbers different from zero, the two roots of the real
and positive numbers a j ( j = 1, q), that is
α2j = a j , j = 1, q. (1.2)
This type of matrix arises in polynomial least squares approximation (see [1,2]), when the points are
symmetric with respect to the origin of the real axis.
In [3] it was shown that the matrices V and V T can be written in a block form as
V = {ai−1j Vj }i=1,p; j=1,q (1.3)
V T = {a j−1i V Ti }i=1,q; j=1,p (1.4)
where
Vj =
(
1 1
−α j α j
)
, j = 1, q. (1.5)
Now we call A pq = {ai−1j }i=1,p; j=1,q the p × q column-wise Vandermonde matrix derived from the
points a j ( j = 1, q). Using the Kronecker product and its properties, we can write the following
expressions for V and V T as in [3]:
V = (A pq ⊗ I2)D, (1.6)
V T = DT (ATpq ⊗ I2), (1.7)
where I2 is the 2-order identity matrix and D is the diagonal block matrix
D = diag(V1, V2, . . . , Vq). (1.8)
2. Gramian expression
From the previous formulas (1.6) and (1.7) one derives the following formulation of the Gramian of
V T : the m × m matrix
V V T = (A pq ⊗ I2)DDT (ATpq ⊗ I2). (2.1)
Moreover, this matrix can be written in a block formulation as
V V T = {ai−1j Vj }i=1,p; j=1,q{a j−1i V Ti }i=1,q; j=1,p
=
{ ∑
k=1,q
a
i+ j−2
k Vk V
T
k
}
i=1,p; j=1,p
=
∑
k=1,q
{ai+ j−2k }i=1,p; j=1,p ⊗ Vk V Tk . (2.2)
Now, if we call Hk (k = 1, q),
Hk = {ai+ j−2k }i=1,p; j=1,p, (2.3)
the Hankel matrices of order p of the first 2p − 2 powers of ak , then it is possible to write V V T as
V V T = H1 ⊗ V1V T1 + H2 ⊗ V2V T2 + · · · + Hq ⊗ Vq V Tq . (2.4)
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We observe that the matrices Vk V Tk (k = 1, q) are diagonal; denoting them as
Dk = Vk V Tk = 2 diag(1, ak), k = 1, q, (2.5)
the expression of the Gramian of V T will be
V V T = H1 ⊗ D1 + H2 ⊗ D2 + · · · + Hq ⊗ Dq . (2.6)
It may be pointed out that the Hankel matrices Hk (k = 1, q) and the diagonal matrices Dk (k = 1, q)
depend on only one value ak (k = 1, q). The similarity of the structure of the Hankel matrices
Hk (k = 1, q) and the diagonal form of the matrices Dk (k = 1, q) makes this type of formula useful
for a symbolic computation.
Moreover, as matrices Hk and Dk (k = 1, q) are independent of each other, the formula (2.6) can be
utilized for the parallel computation of the Gramian of V T .
3. The complex case
The previous formula (2.6) may be extended to the complex case when the values ±α j ( j = 1, q)
are q distinct pairs of complex numbers different from zero, the two roots of the complex numbers
a j ( j = 1, q), that is α2j = a j ( j = 1, q). In other words the points ±α j ( j = 1, q) are symmetric with
respect to the origin of the complex plane.
In this case the block expression for the matrix V H will be
V H = {a¯ j−1i V Hi }i=1,q; j=1,p. (3.1)
Then, as in the real case, we may obtain an expression for the Gramian of V H in this way:
V V H = {ai−1j Vj }i=1,p; j=1,q{a¯ j−1i V Hi }i=1,q; j=1,p
=
{ ∑
k=1,q
ai−1k a¯
j−1
k Vk V
H
k
}
i=1,p; j=1,p
=
∑
k=1,q
{ai−1k a¯ j−1k }i=1,p; j=1,p ⊗ Vk V Hk . (3.2)
In a similar way, if we define the p × p matrices Lk (k = 1, q) as
Lk = {ai−1k a¯ j−1k }i=1,p; j=1,p, (3.3)
it is possible to write V V H as
V V H = L1 ⊗ V1V H1 + L2 ⊗ V2V H2 + · · · + Lq ⊗ Vq V Hq . (3.4)
We may denote by Ek the diagonal matrices Vk V Hk :
Ek = Vk V Hk = 2 diag(1, |ak |) k = 1, q (3.5)
and then write the previous formula (3.3) as
V V H = L1 ⊗ E1 + L2 ⊗ E2 + · · · + Lq ⊗ Eq . (3.6)
As in the real case, the matrices Lk (k = 1, q) and the diagonal matrices Ek (k = 1, q) depend on only
one value ak (k = 1, q). This type of formula may be useful for a symbolic computation because of the
similarity in structure of the matrices Lk (k = 1, q) and the diagonal form of the matrices Ek (k = 1, q).
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Moreover, as matrices Lk and Ek (k = 1, q) are independent of each other, the formula (3.5) can be
utilized for the parallel computation of the Gramian of V H .
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