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Рассмотрим автономную систему двух дифференциальных уравнений вида 
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где x , y  и z  - комплексные переменные, P  и Q  - многочлены по x  и y  с постоянны-
ми коэффициентами. Пусть представления многочленов P  и Q  имеют вид 
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Обозначим { } 2max pli =  ( )1,0 pi = , { } 2max qri =  ( )1,0 qi = . 
Задача: выделить класс систем дифференциальных уравнений вида ( )1 , имеющих 
решение ( ) ( )( )zy,zx  со свойством 
 
 ( ) ∞→zx , ( ) ∞→zy  при 0zz → ,  ( )2  
 
для функций ( )zx  и ( )zy  которого точка 0z  является полюсом, обычным или критическим. 
Разделив первое уравнение системы ( )1  на второе, получим уравнение 
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решение ( )yx  которого обладает свойством ( ) ∞→yx  при ∞→y . 
Сделав в уравнении ( )3  замену 
v
y 1= , приведем его к виду 
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где M  и N  многочлены по  x  и v . Имеют место 
Теорема 1 [1]. Если 211 +≥ qp  и 222 +≥ pq , то система ( )1  всегда имеет хотя бы 
одно решение со свойством ( )2 , для обеих функций которого точка 0z  является полю-
сом, обычным или критическим. В окрестности точки 0z  это решение представляется в 
виде рядов 
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где r , s , 1m  - целые положительные числа. 
Теорема 2 [2]. Если выполнены условия 
 
 211 +≥ qp , 222 += pq , ( )yP0  многочлен степени 2p ,  ( )6  
или  
 222 +≥ pq , 211 += qp , ( )yQ0  многочлен степени 2q ,  ( )7  
 
или 211 +≥ qp , 222 +≥ pq  и  
 
 iRlli +≤ 0 , ( )Rjkqrj −−≤ 2 , где kqp
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то система ( )1  имеет только алгеброидные решения со свойством ( )2 . 
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Широкий круг задач обработки эмпирических данных имеет целью установление функцио-
нальной связи зависимой переменной (отклика) с одной или несколькими независимыми пе-
ременными (факторами). Например, в задаче простой линейной регрессии взаимосвязь меж-
ду откликом y  и фактором x  находят в виде модели = +y ax b, при этом относительно имею-
щихся наблюдений ( ) =, , 1,i ix y i n полагают, что ε= + +i i iy ax b , при этом случайные величины 
(остатки) ε εK1, n, по условию гомоскедастичности, одинаково распределены и независимы. 
Для подбора "наилучшей" прямой широко применяется известный метод наименьших 
квадратов ([1]), который заключается в такой оценке параметров ( )ˆˆ,a b , которая мини-
мизирует сумму квадратов величин ie , называемых невязками: 
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