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本稿では，階層構造をもつ配置問題のための解法アルゴリズムと探索手順について研究されている。
この配置問題は，多数の配置ユニットを階層構造内にある配置セルへ割り当てる決定問題であり，
ユニット間のフローコストと隣接選好が考慮されている。この問題を解くために，シミュレーテッ
ドアニーリング法に基づく解法アルゴリズムを開発した。最適解の探索効果やパラメータ設定，近
傍探索手順の採用などの検討を行うために，数値実験を実施した。実験の結果から，次のようなこ
とがわかった。120 ユニットで最適値が 5000～9000 の例題において，エポックをユニット数の 2 乗
として 40～60 の初期温度を設定した場合に探索効果が高いことがわかった。近傍探索手順として単
純 2 点交換法と動的 2 点交換法を比較したが，結果に大きな相違は認められなかった。初期解を違
えた実験の結果からは初期解依存性はないとみられる。階層数の違いよりも，階層間コスト係数の
違いの方が，問題の最適解を見出すことを難しくする。開発されたアルゴリズムの探索効果は概ね
確認できた。今後の課題として，階層間コスト係数が高い配置問題のために，探索手順やパラメー
タ設定に更なる検討が必要である。 
 In this paper, algorithms and search procedures are studied for solving the multi floor layout problem. The layout problem is a decision of assignment of units into cells in a multi floor structure considering the flow cost and adjacent preference between units. To solve this problem, an algorithm based on the simulated annealing method and neighborhood search procedures were developed in this study. For consideration of optimizations, setting of parameter values and neighborhood search procedures, numerical experiments were executed. From the results of experiments, it was found to be as follows: for the problems with 120 units in the range of the optimum of 5000-9000 by using the algorithm set the square of the number of units into the epoch, the search effectiveness is excellent in the case of initial temperature of 40-60. It was compared a simple 2-opt exchange method and a dynamic 2-opt exchange method as neighborhood search procedures, however the large difference in the results was not observed. From comparison of the results of computation with different two initial solutions, the initial solution dependence was not recognized. The difference in the cost factor between floors makes it difficult to find the optimum than the difference in the number of floors. Effectiveness of the developed algorithm has been demonstrated by numerical experiments. As a future research, it is required more research on the search procedure and the parameter settings for problems given higher flow cost factor between floors.   
―――――――――    *:獨協大学 経済学部 
Vol.5 ????をもつ????のための??アルゴリズムと????に?する?????
5
1. はじめに 
社会には何らかの資源について位置を決定する様々
な問題が存在する。この場合の資源とは，人や物，資
金などの資源である。これらの資源をどのように配置
または配分するかが，例えば，労務管理で言えば従業
員一人一人にどの職務を担当させるかは人材配置問題
である。製造業の工場について，原材料や労働力，消
費地の位置と輸送費用を考慮して場所を決定する工場
計画も配置問題の一例と言える。ビル内にどの部署の
部屋をどの階のどの位置に置くかも配置問題とみるこ
とができる。 
経営資源の配置は経営における意思決定の本質とみ
ることもできる。このような配置問題には，それぞれ
の配置単位をどこへ置くか絶対的位置を決定する問題
の要素もあるが，配置単位間の関係を考慮して相対的
位置を決定する要素の考慮も大きい。この相対的な位
置関係は平面的に同一階層で考慮する必要もあるが，
現実の社会には階層的な上下関係も考慮するべき必要
も大きい場合がある。 
配置においては，相対的な位置関係が重視される場
合が多い。すなわち，どの配置単位とどの配置単位の
間の距離がどれほどか，という連続値による評価と，
その配置単位とどの配置単位が隣り合っているか否か，
という離散値による評価がある。 
本研究では前もって与えられた配置すべき場所へ，
資源の配置単位をどのように割り当てるのか，という
種類の配置問題を扱う。その際に垂直方向でのフロー
コストや隣接選好も考慮し，垂直方向の関係性が配置
問題の解決にどのような影響を与えるかも考察する。   2. 問題設定と定式化  2.1 問題設定と定式化 
本研究で扱う配置問題は，l階m行 n列の仮想的な格
子状に配置された配置場所（以下，セルと呼ぶ）へ lmn
個の配置単位(以下, ユニットと呼ぶ)を割り当てる問
題であり, 1セルには１ユニットのみ置かれる（図１参
照）。 配置案は次式のようなフローコストと隣接選好
ファクターの線形結合による目的関数値 Z で評価され
る：  
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ただし， h1=1,2, ...,l,  h2=1,2, ...,l,  i1=1,2, ..., m， i2=1,2, ..., m，j1=1,2, ..., n，j2=1,2, ..., n に対して， p(h1,i1, j1) : セル(h1,i1, j1) に配置されたユニットの番
号 Fh(p(h1,i1, j1), p(h2,i2, j2)) : 設備p(h1,i1, j1) からp(h2,i2, j2) 
の水平方向における単位距離あたりのフローコ
スト Dh((h1,i1, j1), (h2,i2, j2)) :セル(h1,i1, j1) とセル(h2,i2, j2) の
間の水平方向における直交距離 Fv(p(h1,i1, j1), p(h2,i2, j2)) : 設備p(h1,i1, j1) からp(h2,i2, j2) 
の垂直方向における単位距離あたりのフローコ
スト Dv((h1,i1, j1), (h2,i2, j2)) :セル(h1,i1, j1) とセル(h2,i2, j2) の
間の垂直方向における高低差 Gh(p(h1,i1, j1), p(h2,i2, j2)) : 設備p(h1,i1, j1) とp(h2,i2, j2) 
の隣接ファクター。設備p(i1, j1)と設備p(i2, j2)が水
平方向で隣り合わない時に発生するコストを
表す Uh(p(h1,i1, j1), p(h2,i2, j2))：設備p(h1,i1, j1)と設備p(h2,i2, j2)が水平方向で隣り合っている時には0，そう
でない時には1の値を取る0-1変数 Gv(p(h1,i1, j1), p(h2,i2, j2)) : 設備p(h1,i1, j1) とp(h2,i2, j2) 
の隣接ファクター。設備p(i1, j1)と設備p(i2, j2)が垂
直方向で隣り合わない時に発生するコストを
表す Uv(p(h1,i1, j1), p(h2,i2, j2))：設備p(h1,i1, j1)と設備p(h2,i2, j2)が垂直方向で隣り合っている時には0，そう
でない時には1の値を取る0-1変数  ：水平方向フローコストに対する垂直方向フロ
ーコスト係数（階層間コスト係数） 
 
このうち隣接ファクターは, 該当するユニットの対が
隣接しない時に運用上発生する人件費や設備費などが 
  
図1 セル概念図  
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相当する。 
この配置問題は，いわゆる組合せ最適化
（Combinatorial Optimization）の一つである。類似
した問題設定は多いが，多くの研究では本研究におけ
るフローコストのように配置単位間の関係が距離に依
存する連続値として見なされ，総フローコスト値の最
小化問題としてモデル化されている。本研究のように，
連続値のフローコストと離散値の隣接選好を並列的に
扱う研究は多いとは言えない。これは隣接選好の離散
構造が入ることで解決が複雑になるためである。それ
を回避しようと，離散的な隣接選好も距離に依存する
連続値として扱うアプローチをとる研究が多いが，問
題の本質を歪めると考えられ，本研究では離散的な隣
接選好としてフローコストと線形結合する定式化を採
用している。   2.2 先行研究 
上述の問題に対しユニット数15程度までは分枝限定
法による解法
(6)
が効果的であることが報告されている。
これより大きな問題では列挙法や分枝限定法で最適解
を見出すのは困難とみられる。ユニット数20以上の問
題では，データ構造に着目して探索領域を限定する工
夫を加えることで，最適解ないし優れた解を見出すこ
とが考えられる。分枝限定法では解くのが困難な規模
の単一階層の配置問題については，進化的なアルゴリ
ズム
(2)
，個体群を用いたアルゴリズム
(4)
，隣接選好順位
を利用したシミュレーテッドアニーリング(SA)法によ
るアルゴリズム
(5)
，近傍探索手順を考慮したSAアルゴ
リズム
(8)
などの手法が提案されてきた。本研究で対象と
する複数階層問題では，階層内の二次元配置と階層間
の三次元配置の探索を確率的に変動させるアイデア
(7)
も検討されている。SA を用いた先行研究
(9)
では，階層
をもつ配置問題に対してユニット数が異なる場合に，
どのようなパラメータ設定をすれば探索効果が変わる
かを検討している。それに対し，同じユニット数であ
るが階層数が異なる場合については研究がなされてい
ない。本研究では，あるユニット数に固定して，階層
数が2から5に異なる配置問題を，SAによるアルゴリ
ズムを適用して解き，どのような近傍探索手順やSAの
パラメータ設定に効果があるのかを検証する。   3. 解法アルゴリズム 3.1 アルゴリズムの概略 
本研究のSAに基づくアルゴリズムについて説明する。
SAはKirkpatrickらが物質の「焼き鈍し」プロセスにお
ける構造の形成をヒントに最適化の枠組みを提案した
ものである
(10)
。本稿のアルゴリズムは，先行研究
(9)
で
のアルゴリズムにエポック処理手順を改良したもので
ある（図2参照）。図2中の太線部分が先行研究
(7)(9)
と
異なる新規部分である。以下，アルゴリズムでの各ス
テップを手順に沿って説明する。 
 
図2 アルゴリズム概略 
 
(1) 初期温度の設定 
最初に初期温度 tiniを与える。この場合の「温度」は
概念的なパラメータで，一般にその値は実験的に決定
される。本研究では，問題のデータ構造とアルゴリズ
ムの特徴に応じて適する数値帯があるという感触を得
ている。本稿では，予備実験から20から100の間とし
た。 
(2) 初期解の設定 
次に初期解（初期配置）を与える。通常はランダム
に 1 つの配置案を作成して初期解とする。ただし後述
する数値実験では，初期解依存性を調べるため，あら
かじめ配置案をランダムに作成しておき，このステッ
プで読み込ませている。そのようにして与えた初期解
を，現行解と最良解としても設定する。これは探索開
始時点では，初期解が最良であり，探索点でもあるか
らである。 
(3) カウンタの初期化 
後述するエポックのためのカウンタを 0 に初期化す
る。 
(4) 終了判定 
計算時間上限に達していれば，終了=Yes とし，終了
処理に進める。そうでなければ，次のステップに進め
る。 
(5) 近傍探索と評価 
現行解の近傍を探索する。近傍探索法については3.2
節で後述する。評価として，得られた近傍の目的関数
値を算出する。 
初期温度設定 
初期解作成，現行解お
よび最良解に設定． 
カウンタ初期化． 
終了判定 
No 
近傍探索と評価 
改善？ 
No 
Yes 
現行解更新 
クーリングと 
カウンタ初期化 
最良解表示 
終了 
開始 
Yes 
受理？ 現行解と最良解 更新 
Yes 
No 
エポック？ 
Yes 
No 
カウンタ 1加算 
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(6) 改善判定 
近傍の目的関数値が，現行解の目的関数値より小さ
ければ改善されていると判定する。改善されていれば，
現行解と最良解を近傍で置き換え，(4)終了判定へ戻る。
改善されていなければ，次のステップに進む。 
(7) 受理判定 
改善されていない近傍を受理するか判定する。次式
を満足している場合，その近傍は受理される。  rand[0,1) < )/exp( t   (2) 
 
ただし，rand[0,1)=0以上1未満の一様乱数， =近傍の
目的関数値－現行解の目的関数値である。受理されれ
ば，現行解を近傍で置き換える（最良解は置き換えな
い）。この式が満足されない場合は，受理されない。 
(8) エポック判定 
カウンタがエポックに達しているかを判定する。本
稿では予備実験の結果を基にエポック数をユニット数
の 2 乗とした。エポック数に達していれば次のクーリ
ングに進む。達していなければ，カウンタに 1 を加算
して，(4)終了判定へ戻る。 
(9) クーリング 
概念的な意味での「冷却」で，アルゴリズムでは温
度の数値を下げる操作である。現温度t をクーリング係
数 によって次式のように新温度tに遷移させる。 
  tt    (3) 
 
本稿ではエポックを導入してこの式の実行を n2回に 1
度とし，予備実験から =0.995とした。先行研究では，
このステップを通る度に実行すると温度が急激に下が
り，探索が進まないケースが観察されたため，このよ
うな処理を考えた。改善していない場合のみクーリン
グを実行する点と，エポックを用いてクーリング実行
を制御する仕組みを考案した点が，本稿で新たに導入
したアルゴリズム上の工夫である。 
 
 3.2 近傍探索法 
近傍探索法は二点交換を基本とし，ランダムに 2 か
所の異なるセルを選択して，そこに置かれたユニット
同士を交換する操作である。先行研究
(7)(9)
では階層内二
点交換と階層間二点交換の実行確率を変えて検討を行
っている。本稿では，先行研究
(9)
でのアルゴリズムMFSA1 とMFSA2 の探索手順部分（本稿では，それぞ
れSimple 3D 2-optとDynamic 3D 2-optと呼ぶ）を用い
た。 
(1) Simple 3D 2-opt 
現行解の配置案において，3次元に並んでいるセルか
らランダムに 2 つのセルを選択し，そのセルに置かれ
ているユニットを交換する操作によって，近傍となる
別の配置案を作りだす方法である 
(2) Dynamic 3D 2-opt 
現行解の配置案において 2 つのセルを選択してその
セルに置かれているユニットを交換する点は(1) Simple 3D 2-optと共通であるが，その操作を同じ階層内
に限定する（階層内2-opt）か，他の階層との間で交換
する（階層間2-opt）かを確率的に制御するのが相違点
である。次の式を満足している場合には階層内 2-opt
を，そうでない場合には階層間 2-opt をそれぞれ実行
する。 
maxminmax )(]1,0[rand ptt
pp
ini
      (4) 
ただし，rand[0,1]=0 以上 1 以下の一様乱数， maxp =実
行確率上限， minp =実行確率下限，t =温度， init =初期
温度である。本稿では予備実験から maxp =0.9， minp=0.4とした。これを用いることにより， t が高い探索
初期には階層間2-optの実行確率が高く，t が低い探索
末期に行くに従って階層間 2-opt の実行確率が低くな
るよう，近傍探索を動的に制御できる。探索初期には
大幅な配置の変更が起こる階層間 2-opt の実行を多く
することで大域的探索を進め，探索末期には小規模な
配置の変更になる階層内 2-opt の実行を多くすること
で局所的探索を深める意図がある。ただし，この効果
を解析的に調べることは困難であるので，本稿では数
値実験により検証することとした。   4. 数値実験 
先行研究
(9)
では，ユニット数を64（l=4, m=4, n=4）
および125（l=5, m=5, n=5）にした場合について数値
実験を行い比較している。それに対し本稿では，ユ
ニットが同数で階層構造が異なる場合について比較
するとともに，階層間コスト係数 の違いと，近傍
探索の確率設定，初期解依存性，初期温度 init につい
ても検討を行うこととする。そこで次のような条件
で実験を行った。 
階層間コスト係数α=1, 2, 3の各場合について，ユ
ニット数は120で階層数を2, 3, 4, 5と変えて各階が
同じmn となる 12 問題を用意した（表 1 参照）。一
般には，ユニット数 120 の問題では組合せ数が多い
ため最適解を特定するのは容易ではないが，本研究
では，ある配置案を設定し，その配置案で隣接する
ユニット間のみにフロー関係と隣接選好関係を与え
ることで“最適配置”を特定することができる。実
験ではこれらをベンチマークとして最適化の程度を
検証することにした。 
各問題に対し，次のように条件を変えた。    初期温度 tini =20, 40, 60, 80, 100   近傍探索法：Simple 3D 2-opt，Dynamic 3D 2-opt  初期解：2配置案（Initial1, Initial2）  
計算機環境は，Pentium4 3.60GHz，RAM2GB，Windows7 SP1，BCC++5.5 である。各問題について上述の条件を
変えて5回ずつ実行（1回あたり1200sec.）した結果を
表2から表13に示す（各表中，Best: 最良値，Mean: 平 
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表1 問題一覧 Prob. No. α l m n Optimum 1-1 1 2 10 6 5360 
1-2 1 3 8 5 5620 1-3 1 4 5 6 5720 1-4 1 5 6 4 5720 2-1 2 2 10 6 6560 
2-2 2 3 8 5 7220 2-3 2 4 5 6 7520 2-4 2 5 6 4 7640 3-1 3 2 10 6 7760 
3-2 3 3 8 5 8820 3-3 3 4 5 6 9320 3-4 3 5 6 4 9560 
 
均，SD: 標準偏差とする）。  
表2 問題1-1(l=2, m=10, n=6,α=1)の計算結果 
1-1 2x10x6 Simple 3D 2-opt Dynamic 3D 2-opt tini Value Initial1 Initial2 Initial1 Initial2 
20 Best 9280.0  8720.0  9400.0  9160.0  Mean 10272.0  10064.0  10368.0  10000.0  
SD 562.4  981.7  897.3  620.3  
40 Best 6800.0  5360.0  6920.0  5360.0  Mean 7976.0  7224.0  7944.0  6832.0  
SD 731.9  1245.7  856.3  1075.7  
60 Best 5360.0  5360.0  5360.0  5360.0  Mean 5392.0  6772.0  5544.0  8204.0  
SD 71.6  2206.2  270.7  2927.1  
80 Best 16220.0  16260.0  15800.0  16060.0  Mean 16464.0  16732.0  16636.0  16352.0  
SD 196.7  373.8  477.6  259.1  
100 Best 18480.0  18640.0  18280.0  18620.0  Mean 18772.0  18912.0  18832.0  19060.0  
SD 248.4  238.2  389.3  343.8   
表3 問題1-2(l=3, m=8, n=5,α=1)の計算結果 
1-2 3x8x5 Simple 3D 2-opt Dynamic 3D 2-opt tini Value Initial1 Initial2 Initial1 Initial2 
20 Best 8920.0  9520.0  7600.0  6900.0  Mean 9672.0  10108.0  9216.0  9080.0  
SD 989.6  341.4  1223.1  1308.7  
40 Best 5620.0  5620.0  5620.0  5620.0  Mean 7000.0  7360.0  7588.0  7168.0  
SD 1262.9  1700.2  1145.8  1436.5  
60 Best 5620.0  5620.0  5620.0  5620.0  Mean 5620.0  5988.0  5620.0  5620.0  
SD 0.0  696.5  0.0  0.0  
80 Best 17560.0  17920.0  17960.0  17580.0  Mean 18160.0  18336.0  18192.0  17956.0  
SD 607.1  319.2  168.9  392.8  
100 
Best 19980.0  20000.0  20340.0  19840.0  
Mean 20336.0  20400.0  20660.0  20588.0  
SD 252.7  385.5  224.1  435.1  
  
表4 問題1-3(l=4, m=5, n=6,α=1)の計算結果 
1-3 4x5x6 Simple 3D 2-opt Dynamic 3D 2-opt tini Value Initial1 Initial2 Initial1 Initial2 
20 Best 5720.0  8440.0  5720.0  11500.0  Mean 10652.0  10848.0  10036.0  11788.0  
SD 2789.0  1519.1  2634.4  170.1  
40 Best 5720.0  5720.0  5720.0  5720.0  Mean 8244.0  7800.0  6868.0  5912.0  
SD 2638.6  1764.5  2072.5  429.3  
60 Best 5720.0  5720.0  5720.0  5720.0  Mean 6552.0  5912.0  6144.0  8104.0  
SD 921.9  429.3  584.9  2900.0  
80 Best 18580.0  18360.0  18620.0  18640.0  Mean 18976.0  18968.0  19148.0  19156.0  
SD 485.3  428.6  576.3  397.3  
100 Best 20920.0  21040.0  21580.0  21240.0  Mean 21488.0  21704.0  21836.0  21468.0  
SD 444.9  411.2  262.1  174.1   
表5 問題1-4(l=5, m=6, n=4,α=1)の計算結果 
1-4 5x6x4 Simple 3D 2-opt Dynamic 3D 2-opt tini Value Initial1 Initial2 Initial1 Initial2 
20 Best 10660.0  8920.0  10940.0  5720.0  Mean 11660.0  10444.0  11860.0  9784.0  
SD 621.4  1383.9  610.1  2518.9  
40 Best 5720.0  5720.0  5720.0  5720.0  Mean 5720.0  7248.0  8100.0  7256.0  
SD 0.0  1474.7  2836.8  2110.1  
60 Best 5720.0  5720.0  5720.0  5720.0  Mean 5720.0  5720.0  5720.0  6176.0  
SD 0.0  0.0  0.0  823.8  
80 Best 19020.0  18940.0  18780.0  16680.0  Mean 19552.0  19152.0  19192.0  18864.0  
SD 363.2  145.3  371.9  1270.5  
100 Best 21380.0  21500.0  21540.0  20500.0  Mean 21648.0  21684.0  21788.0  21584.0  
SD 213.4  116.1  248.4  650.0   
表6 問題2-1(l=2, m=10, n=6,α=2)の計算結果 
2-1 2x10x6 Simple 3D 2-opt Dynamic 3D 2-opt tini Value Initial1 Initial2 Initial1 Initial2 
20 Best 12560.0  8880.0  11900.0  11840.0  Mean 12992.0  11280.0  12416.0  13000.0  
SD 333.0  1619.4  591.8  1029.9  
40 Best 8800.0  8600.0  6560.0  8640.0  Mean 10552.0  9864.0  9824.0  10752.0  
SD 1497.8  871.1  2099.3  1491.3  
60 Best 6560.0  6560.0  6560.0  6560.0  Mean 7372.0  11148.0  7164.0  7724.0  
SD 1447.2  3905.7  1083.5  1449.6  
80 Best 17940.0  18000.0  17820.0  17520.0  Mean 18496.0  18256.0  18440.0  18304.0  
SD 333.9  255.1  440.0  506.8  
100 Best 20260.0  20360.0  19900.0  20220.0  Mean 20536.0  20764.0  20572.0  20484.0  
SD 240.2  341.3  578.7  149.3  
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表7 問題2-2(l=3, m=8, n=5,α=2)の計算結果 
2-2 3x8x5 Simple 3D 2-opt Dynamic 3D 2-opt tini Value Initial1 Initial2 Initial1 Initial2 
20 Best 13180.0  11720.0  13060.0  12960.0  Mean 14372.0  13708.0  14196.0  14128.0  
SD 908.5  1447.8  822.4  842.0  
40 Best 7220.0  7220.0  9200.0  7220.0  Mean 12064.0  11008.0  9872.0  11648.0  
SD 3344.2  2701.4  488.2  2950.6  
60 Best 7760.0  7220.0  14640.0  14920.0  Mean 14672.0  13692.0  15864.0  15808.0  
SD 3891.6  4012.3  885.3  563.0  
80 Best 19860.0  19820.0  19740.0  17900.0  Mean 20184.0  20036.0  20040.0  19776.0  
SD 285.8  222.4  251.8  1111.6  
100 Best 21840.0  21900.0  22380.0  22320.0  Mean 22508.0  22460.0  22752.0  22724.0  
SD 550.0  378.7  278.4  417.5   
表8 問題2-3(l=4, m=5, n=6,α=2)の計算結果 
2-3 4x5x6 Simple 3D 2-opt Dynamic 3D 2-opt tini Value Initial1 Initial2 Initial1 Initial2 
20 Best 13980.0  9200.0  14200.0  14180.0  Mean 14828.0  13144.0  15212.0  14584.0  
SD 862.2  3219.6  624.1  336.3  
40 Best 8480.0  11020.0  13340.0  12720.0  Mean 11948.0  12500.0  13860.0  13464.0  
SD 2087.6  1335.6  584.5  1221.3  
60 Best 16100.0  15400.0  14800.0  16220.0  Mean 16884.0  16624.0  15856.0  16628.0  
SD 670.1  854.6  756.2  499.3  
80 Best 20240.0  20360.0  19740.0  10160.0  Mean 20772.0  20540.0  20360.0  17064.0  
SD 405.9  174.4  435.2  4045.0  
100 Best 22920.0  22680.0  23180.0  23340.0  Mean 23536.0  23128.0  23372.0  23468.0  
SD 381.4  331.2  167.7  110.1   
表9 問題2-4(l=5, m=6, n=4,α=2)の計算結果 
2-4 5x6x4 Simple 3D 2-opt Dynamic 3D 2-opt tini Value Initial1 Initial2 Initial1 Initial2 
20 Best 13260.0  13840.0  14700.0  7640.0  Mean 14736.0  15764.0  15360.0  11756.0  
SD 875.3  1512.4  455.0  3256.1  
40 Best 7640.0  10680.0  11360.0  7640.0  Mean 11332.0  12396.0  12380.0  12180.0  
SD 2867.0  1169.3  743.0  2847.2  
60 Best 7640.0  7640.0  7640.0  7640.0  Mean 13408.0  7640.0  11888.0  13120.0  
SD 5269.7  0.0  4318.1  5059.0  
80 Best 20720.0  19300.0  17300.0  20640.0  Mean 20928.0  20796.0  20064.0  20912.0  
SD 198.3  848.5  1601.1  377.0  
100 
Best 23160.0  22960.0  22560.0  23120.0  
Mean 23420.0  23344.0  23144.0  23092.0  
SD 273.9  340.1  464.4  383.0  
表10 問題3-1(l=2, m=10, n=6,α=3)の計算結果 
3-1 2x10x6 Simple 3D 2-opt Dynamic 3D 2-opt tini Value Initial1 Initial2 Initial1 Initial2 
20 Best 13060.0  13760.0  13500.0  13380.0  Mean 14140.0  14352.0  14368.0  13912.0  
SD 767.7  441.5  920.4  392.3  
40 Best 9260.0  12480.0  13060.0  10240.0  Mean 12880.0  13688.0  13912.0  12872.0  
SD 2323.1  744.3  631.9  2140.9  
60 Best 14380.0  14620.0  13560.0  11320.0  Mean 14940.0  15672.0  14824.0  12940.0  
SD 640.0  615.1  1214.2  1364.3  
80 Best 17500.0  17860.0  16760.0  17500.0  Mean 18344.0  18152.0  17792.0  18264.0  
SD 596.6  177.0  793.7  599.6  
100 Best 19740.0  19860.0  19280.0  19860.0  Mean 20348.0  20524.0  20124.0  20404.0  
SD 565.3  607.2  691.9  509.4   
表11 問題3-2(l=3, m=8, n=5,α=3)の計算結果 
3-2 3x8x5 Simple 3D 2-opt Dynamic 3D 2-opt tini Value Initial1 Initial2 Initial1 Initial2 
20 Best 15360.0  14400.0  15180.0  16300.0  Mean 15984.0  16028.0  16072.0  16564.0  
SD 545.4  944.8  555.8  225.6  
40 Best 14380.0  14340.0  14520.0  14640.0  Mean 15352.0  14940.0  15588.0  15144.0  
SD 771.2  518.5  831.8  527.5  
60 Best 16420.0  16640.0  16460.0  15920.0  Mean 16792.0  16960.0  16940.0  16600.0  
SD 217.1  438.9  394.5  456.3  
80 Best 18400.0  19080.0  18900.0  19400.0  Mean 19424.0  19452.0  19260.0  19540.0  
SD 721.9  276.6  381.3  115.8  
100 Best 21460.0  21980.0  21440.0  21460.0  Mean 21876.0  22104.0  21940.0  21772.0  
SD 399.3  126.8  329.2  222.1   
表12 問題3-3(l=4, m=5, n=6,α=3)の計算結果 
3-3 4x5x6 Simple 3D 2-opt Dynamic 3D 2-opt tini Value Initial1 Initial2 Initial1 Initial2 
20 Best 16180.0  16800.0  15580.0  16200.0  Mean 17012.0  17052.0  16796.0  17296.0  
SD 601.4  284.1  716.7  1071.8  
40 Best 11000.0  9320.0  13460.0  14620.0  Mean 14824.0  12916.0  14696.0  15360.0  
SD 2155.8  2958.3  695.5  757.8  
60 Best 14340.0  9320.0  10280.0  9320.0  Mean 16776.0  16112.0  16152.0  13656.0  
SD 1585.8  3799.0  3350.1  3982.9  
80 Best 20040.0  20480.0  20160.0  18800.0  Mean 20424.0  20740.0  20644.0  20048.0  
SD 274.7  190.8  354.2  758.5  
100 Best 23160.0  23480.0  23300.0  22160.0  Mean 23804.0  23960.0  23860.0  23108.0  
SD 430.7  414.7  358.1  676.8  
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表13 問題3-4(l=5, m=6, n=4,α=3)の計算結果 
3-4 5x6x4 Simple 3D 2-opt Dynamic 3D 2-opt tini Value Initial1 Initial2 Initial1 Initial2 
20 Best 15300.0  16900.0  13140.0  13740.0  Mean 16884.0  17936.0  16452.0  16568.0  
SD 1438.6  1050.7  2734.9  2141.5  
40 Best 13100.0  13400.0  11360.0  12760.0  Mean 13904.0  14492.0  13488.0  15276.0  
SD 894.6  1083.5  1339.4  1946.4  
60 Best 15240.0  9560.0  13640.0  15460.0  Mean 17660.0  15596.0  15668.0  17316.0  
SD 1801.1  3427.0  1745.5  1328.9  
80 Best 9560.0  10320.0  9560.0  12280.0  Mean 19776.0  19012.0  16928.0  20216.0  
SD 5718.3  5397.0  6729.7  4444.5  
100 Best 24740.0  23860.0  24060.0  23920.0  Mean 25020.0  24220.0  24356.0  24252.0  
SD 196.5  278.6  252.3  210.5    5. 考察 
以下，実験結果に基づいて考察を行う。表13に各問
題の最適値Optimumと実験結果の最良値Bestを掲げる。
実験で最適解を見出すことができたケースに下線網掛
けを施した。  
表13 最適値と最良値の比較 Prob. No. Optimum Best  1-1 5360 5360 1-2 5620 5620 
1-3 5720 5720 1-4 5720 5720 2-1 6560 6560 2-2 7220 7220 
2-3 7520 8480 2-4 7640 7640 3-1 7760 9260 3-2 8820 14340 
3-3 9320 9320 3-4 9560 9560  
表13より，12問中9問で最適解を見出すことができ
たことがわかる。そして，問題番号1-1から1-4の4問
では全て最適に達していることから，階層間コスト係
数 =1の場合は，適用したアルゴリズムで良好な結果
が得られているとも言える。それに対し，問題2-3，3-1，3-2 では最適値に達していない。このため 1 の場合
について，アルゴリズムを検討する必要もあるが，問
題としての難度が上がることが考えられる。ユニット
数が同一でありながら，最適化の難しさが異なること
から，今後，さらに問題のデータ構造の特徴と解法の
適用について関連性の検討が望まれる。 
次に，表14に実験条件ごとに最適解を見出した度数
をまとめる。   
 
表14 最適解を見出した度数の比較 
tini Simple 3D 2-opt Dynamic 3D 2-opt Total Initial1 Initial2 Initial1 Initial2 
20 1 0 1 2 4 
40 5 6 4 6 21 
60 6 9 6 7 28 
80 1 0 1 0 2 
100 0 0 0 0 0 
Total 13 15 12 15 55  
この実験結果から次のようなことが言える。   初期温度 tini=60 の場合に最適解を見出している度
数が28で最も多く，次が tini=40 の場合で 21 であ
る  近傍探索法での Simple 3D 2-opt と Dynamic 3D 2-optの差は度数1であり，探索効果の違いは小さ
い  初期解に依存する探索過程の違いは認められない  SA法において，温度は解の受理に影響を与える重要な
パラメータである。温度が低い場合は近傍が改善する
場合のみを受理することになり，温度が高いと近傍が
改悪の場合でも受理する確率が高くなる。このことか
ら，適度な温度帯を維持することで適当な改悪近傍の
受理を生じさせ，結果として局所近傍に陥らずに異な
る解へ遷移させることが可能になっていると見られる。
本研究で用いたアルゴリズムを用い，エポックをユニ
ット数の二乗とした場合，目的関数値が5000から9000
の問題では，初期温度を 40 から 60 の間とすることが
好ましいと言える。ただし，ユニット数がさらに多い
場合には，初期温度をどう設定する方が良いかは，大
きな問題を解く数値実験を行って確認する必要がある。 
 近傍探索法による違いが認められないことから，階
層間 2-opt と階層内 2-opt を使い分けることによる効果
は低いことが窺える。計算処理手順の効率を考慮すれ
ば，単純に 2 か所のセルをランダムに選択してユニッ
トを交換する操作を採用する方が好ましいと判断でき
る。  6. おわりに 
本稿では複数の階層をもつ配置問題のための解法と
して SA 法を基にしたアルゴリズムを適用するととも
に，問題のデータ構造やアルゴリズムの設定条件によ
って探索効率がどのように変化するかを検討した。実
験した結果の範囲で，次のようなことが言える。   SA 法を基にしたアルゴリズムについて，12 問中 9
問で最適解を見出すことができ，それ以外の3問で
も概ね探索効果が確認できた  エポック数をユニット数の二乗とした場合，目的関
数値が 5000 から 9000 の範囲では初期温度を 40 か
ら60の範囲で効果が高い  近傍探索手順は，単純 2-opt でも階層を考慮した動
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的2-optでも効果に大きな違いは見られない  初期解依存性は確認されなかった  ユニット数が同一でも階層数が違う場合は，複数回
の試行において最適解を見出す度数が異なる  階層間コスト係数（α）が増加すると，探索の難度
が上がり，最適解を見出す度合いが下がる問題があ
る  
また，今後の課題として次のような点が挙げられる。   問題規模や目的関数値のオーダーが変わると，エポ
ックをどのように設定するべきか検討が必要であ
る  問題のデータ構造により，近傍探索手順には改良が
望まれる。例えば先行研究
(8)
での近傍探索手順を三
次元に拡張することが考えられる  
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