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Abstract
The rapid growth of the Internet of Things (IoT) introduces an additional challenge
to the existing spectrum under-utilisation problem as large scale deployments of
thousands devices are expected to require wireless connectivity. Dynamic Spectrum
Access (DSA) has been proposed as a means of improving the spectrum utilisation
of wireless systems. Based on the Cognitive Radio (CR) paradigm, DSA enables
unlicensed spectrum users to sense their spectral environment and adapt their op-
erational parameters to opportunistically access any temporally unoccupied bands
without causing interference to the primary spectrum users. In the same context,
CR inspired Machine-to-Machine (M2M) communications have recently been pro-
posed as a potential solution to the spectrum utilisation problem, which has been
driven by the ever increasing number of interconnected devices. M2M communi-
cations introduce new challenges for CR in terms of operational environments and
design requirements. With spectrum sensing being the key function for CR, this
thesis investigates the performance of spectrum sensing and proposes novel sensing
approaches and models to address the sensing problem for cognitive M2M deploy-
ments.
In this thesis, the behaviour of Energy Detection (ED) spectrum sensing for cog-
nitive M2M nodes is modelled using the two-wave with diffuse power fading model.
This channel model can describe a variety of realistic fading conditions including
worse than Rayleigh scenarios that are expected to occur within the operational
environments of cognitive M2M communication systems. The results suggest that
ED based spectrum sensing fails to meet the sensing requirements over worse than
Rayleigh conditions and consequently requires the signal-to-noise ratio (SNR) to be
increased by up to 137%. However, by employing appropriate diversity and node
cooperation techniques, the sensing performance can be improved by up to 11.5
dB in terms of the required SNR. These results are particularly useful in analysing
the effects of severe fading in cognitive M2M systems and thus they can be used
to design efficient CR transceivers and to quantify the trade-offs between detection
performance and energy efficiency.
A novel predictive spectrum sensing scheme that exploits historical data of past
sensing events to predict channel occupancy is proposed and analysed. This ap-
proach allows CR terminals to sense only the channels that are predicted to be
unoccupied rather than the whole band of interest. Based on this approach, a spec-
trum occupancy predictor is developed and experimentally validated. The proposed
scheme achieves a prediction accuracy of up to 93% which in turn can lead to up to
84% reduction of the spectrum sensing cost.
Furthermore, a novel probabilistic model for describing the channel availability
in both the vertical and horizontal polarisations is developed. The proposed model
is validated based on a measurement campaign for operational scenarios where CR
terminals may change their polarisation during their operation. A Gaussian approx-
imation is used to model the empirical channel availability data with more than
95% confidence bounds. The proposed model can be used as a means of improving
spectrum sensing performance by using statistical knowledge on the primary users
occupancy pattern.
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Chapter 1
Introduction
1.1 The Spectrum Utilisation Problem
Since the 1920’ s, the assumption that any new wireless transmitter will inter-
fere with existing users has led to a centralised regulation policy for the Radio
Frequency (RF) spectrum by governmental authorities such as the Office for
Communications (Ofcom) in the United Kingdom and the Federal Commission
for Communications (FCC) in the United States [1]. Under such an allocation
policy, frequency bands are statically assigned to wireless systems on a long
term basis over large geographical areas. As a result, every wireless system,
from cellphones to remote garage-door openers, requires an exclusive licence to
operate in a particular frequency band. This approach makes the RF spectrum
one of the most tightly regulated natural resources of all time.
With reference to the UK frequency allocation chart as in [2], shown in
Figure 1.1, a shortage on available frequency bands for new wireless systems is
observed. However, spectrum activity measurements have indicated that large
portions of the spectrum remain unused for long periods of time especially in
the spectrum below 6 GHz [3], [4]. Therefore, in reality, the spectrum scarcity
problem lies on the inefficient spectrum usage that stems from both technical
and regulatory reasons such as rigid spectrum allocation policies, fixed radio
functions and limited network coordination.
On the other hand, according to a recent report the global mobile data
traffic is expected to grow exponentially to 15.9 Exa Bytes (EB) per month
with nearly a 6-fold increase over 2014, as shown in Figure 1.2 [5]. The main
factor for the global mobile traffic growth is the proliferation of mobile devices
driven by the advanced services they provide.
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Figure 1.1: UK frequency allocation chart [2].
With the spectrum under-utilisation problem on the one hand and the in-
creasing demand for bandwidth on the other, efficient spectrum utilisation has
become even more essential. To date, several techniques have already been
used to improve spectrum utilisation such as Multiple Input Multiple Out-
put (MIMO) technology and Orthogonal Frequency-Division Multiple Access
(OFDMA) [6], [7]. However, these techniques are being applied within exist-
ing frequency allocation policies and thus, their performance is still limited by
spectrum availability.
To this end, Dynamic Spectrum Access (DSA) [8] has been proposed as
a new paradigm for accessing the RF spectrum. DSA is expected to improve
spectrum utilisation and increase the spectrum efficiency of wireless systems
by allowing unlicensed users to opportunistically access the licensed frequency
bands that are temporally unoccupied. This can be achieved by allowing two
different types of users to co-exist in the same network:
2
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 Primary Users (PUs)
 Secondary Users (SUs).
Figure 1.2: Mobile data traffic prediction from 2013 to 2018 [4].
PUs are conventional radios, with higher priority on accessing the licensed
RF spectrum. Such users may operate within any wireless technology such as
Global System for Mobile Communications (GSM), Worldwide Interoperabil-
ity for Microwave Access (WiMax), Long Term Evolution (LTE) as well as
wireless microphone systems and Wireless Local Area Network (WLAN), etc.
On the other hand, SUs are “smart” radios able to opportunistically access
any temporally available band within the licensed spectrum and vacate it as
soon as a PU needs to access it. An example of the DSA concept is illustrated
in Figure 1.3 where the SU is shown to transmit within different temporally
available frequency bands of a given spectrum.
Cognitive Radio (CR) is the key enabling technology for DSA systems [9].
CR technology is considered to be an advancement of Software Defined Radio
(SDR) [9] as it enables the SUs to monitor their spectral environment, adjust
their operating parameters (e.g. frequency, transmission power, modulation
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scheme) in real-time and access any available channels subject to their Quality
of Service (QoS) requirements.
Figure 1.3: Example of the DSA concept.
1.2 Cognitive Radio and Machine-to-Machine
Communications
Machine-to-machine (M2M) communication systems are expected to enable
devices to communicate autonomously without any human interaction. In
thins context, M2M are systems are considered as the practical realisation of
the Internet of Things (IoT). The IoT concept is envisioned as an extended
network of heterogeneous “things” where physical and virtual objects are in-
terconnected. Such deployments are expected to provide intelligent wireless
services in a wide range of smart sensing applications such as smart buildings,
vehicular automation, public health, manufacturing etc. For example, the
concept of smart city suggests that intelligent buildings will use M2M tech-
nology for automation and energy management. More specifically, a number
of “smart” objects within the building will monitor the energy consumption
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and control the functionality of home appliances such as Television (TV) sets,
air conditioners, etc. Furthermore, wireless M2M communications are be-
ing used by Intelligent Transportation Systems (ITS) to exchange information
from road-based and vehicle-based sensors for traffic monitoring and electronic
tolling. Therefore, given the increasing interest in IoT, M2M communications
are envisioned as a very important sector of the future Information and Com-
munications Technologies (ICT) market. However, with 50 billion devices to
be interconnected by 2020, an additional challenge will be posed to the existing
spectrum utilisation problem [10]. In this context, CR technology has been
proposed for improving the spectrum efficiency of future M2M systems.
Different from traditional wireless systems M2M communications introduce
new challenges and requirements owing to their operational environments and
design specifications. Sensing and monitoring is considered as the main ap-
plication space of M2M systems. Therefore, such schemes typically consist
of statically deployed sensors, on or within the environment being monitored.
More specifically, the use of sensing devices inside enclosed structures such as
aircraft, vehicles, and shipping containers has been explored as a means of
proactive maintenance and security. One of the basic issues of such environ-
ments is that their wave propagation properties are fundamentally different
because of their small dimensions and metallic structure, which result in high
number of multipath components. Hence, the performance of CR technology
needs to be analysed over such non-traditional fading environments.
Furthermore, M2M nodes are characterised as low-cost, energy-constrained
devices with high energy efficiency requirements. However, cognitive M2M
system’s energy consumption is expected to increase because of the additional
cognitive functions including: spectrum sensing; spectrum decision; spectrum
sharing; and spectrum mobility. Thus, given that energy consumption will be
further increased as CR functions are going to be integrated in M2M devices,
energy efficiency is a key feature of cognitive M2M systems.
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1.3 Scope of Thesis
CR is a broad and multidisciplinary technology that involves different research
aspects of wireless communications such as antenna design, information theory,
Medium Access Control (MAC) protocol design, routing and SDR architec-
tures. As a result, cognition can be integrated in all layers of a protocol stack
such as the Open Systems Interconnection (OSI) model. Hence, efficiency can
be achieved through any level of the OSI model. However, the focus of this
thesis lies on the PHY-layer of CR and more specifically on spectrum sensing.
Spectrum sensing is one of the most essential components of CR and refers to
the process of monitoring the radio spectrum in order to dynamically access it
without interfering with the primary system.
Spectrum sensing is fundamentally influenced by the fading characteris-
tics of the wireless channel. For example, due to the effects of multipath or
shadowing, an SU may not distinguish between a deeply faded channel and an
unoccupied one. In this context, the performance analysis of spectrum sens-
ing and the investigation of potential mitigation techniques for fading is the
first step of determining the spectrum sensing requirements and designing effi-
cient CR receivers. Hence, the study of spectrum sensing over fading channels
that best describe the new landscape of M2M deployments, i.e. short range
communications in enclosed structures and confined environment, is essential.
Another solution to energy efficient CR lies in minimising the time and
energy expenditure of the spectrum sensing process. This can be achieved
by using appropriate knowledge of the PU occupancy statistics in order to
learn and predict the channel availability at future time instants. To this
end, the use of prior knowledge of the spectrum occupancy statistics and PU
occupancy patterns is used to determine the channels to be sensed in future
sensing events. Therefore, by adjusting the sensing parameters according to
spectrum occupancy prediction, the sensing task can be avoided for channels
that are predicted to be occupied. This in turn can reduce the sensing time
and energy consumption, hence, maximise battery life of cognitive M2M nodes.
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In this context, the main objective of this thesis is to investigate fading
conditions that affect the sensing performance and propose sensing methods
that can improve the sensing performance in terms of energy efficiency for fu-
ture wireless systems such as cognitive M2M communications. The objectives
of this study can be summarised as follows:
 To analyse the detection performance of different spectrum sensing
schemes over fading conditions that are expected to occur in confined
environments and enclosed structures.
 To develop a predictive spectrum sensing scheme that combines PHY-
layer spectrum sensing and PU occupancy statistics as a means of im-
proving the sensing performance in terms of sensing time and energy
consumption.
 To develop a channel availability model for the polarisation domain that
can describe the perceived channel availability by mobile CR nodes.
1.4 Key Contributions
The main contributions of this thesis are summarised as follows:
 In Chapter 3 a novel closed form expression for the average probabil-
ity of single user detection for Energy Detection (ED)-based spectrum
sensing over Two-Wave with Diffuse Power (TWDP) fading channels is
derived and validated. This expression provides a new insight into the
performance of spectrum sensing over worse than Rayleigh fading con-
ditions. The derived expression can be used to model the behaviour of
ED-based spectrum sensing over fading conditions that occur in enclosed
environments for a variety of emerging communication systems such as
cognitive sensor and wireless M2M deployments.
 By extending the derived expression, simple yet accurate closed form
expressions for cooperative spectrum sensing and Square Law Selection
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(SLS) diversity reception are deduced in Chapter 3. Based on these ex-
pressions, the performance of diversity reception and cooperative spec-
trum sensing are analysed over different fading scenarios. Furthermore,
the optimal detection threshold for ED-based spectrum sensing is ana-
lytically determined for improving the performance over hyper-Rayleigh
fading channels.
 The framework of a Hidden Markov Model (HMM) for spectrum sensing
and occupancy prediction in the temporal domain is described in Chapter
4. More specifically, it is shown how the spectrum sensing problem can
be formulated as an HMM and how the proposed model can be further
exploited to model and predict spectrum occupancy for CR based on
historical spectrum sensing data.
 The occupancy model is evaluated experimentally using real-world data
over cellular and the Industrial Scientific and Medical (ISM)frequency
bands in Chapter 5. Furthermore, a smart spectrum sensing scheme
based on the HMM-based spectrum occupancy predictor is proposed.
The predictive spectrum sensing scheme is proposed as a means of im-
proving the sensing performance and reducing the sensing time and en-
ergy consumption by enabling the CR nodes to sense the channels that
are predicted to be unoccupied rather than the entire band of interest.
The performance of the proposed is analysed in terms of its prediction
performance for one-step and multi-step ahead predictions.
 An empirical channel availability model for the polarisation domain is de-
veloped in Chapter 6. The proposed model forms a statistical framework
for the channel availability in both the vertical and horizontal polarisa-
tion for CR systems .
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1.5 Thesis outline
The structure of this thesis is organised as follows:
 Chapter 2: A literature review on CR technology as a realisation of
the DSA concept is proved. Key functions, current and emerging ap-
plications, and standarisation efforts of CR technology are presented.
State-of-the-art spectrum sensing and spectrum occupancy prediction
algorithms are introduced and compared. Finally, the need for efficient
CR and hence spectrum sensing for future application spaces is discussed.
 Chapter 3: Closed form expressions for the average probability of detec-
tion for energy detection based spectrum sensing over Two Wave with
diffused power fading channels are derived. Such fading channels can
model the sensing behaviour of CR nodes that operate in enclosed en-
vironments. The TWDP fading statistics are described followed by the
derivation of novel closed form expressions for the average probability of
detection for ED-based spectrum sensing. The accuracy of the derived
expressions is evaluated through simulations.
 Chapter 4: An HMM model for spectrum occupancy prediction is in-
troduced. The fundamentals of HMM are presented, including relevant
estimation and prediction algorithms that will form the basis of the pro-
posed predictive spectrum sensing approach.
 Chapter 5: A smart sensing scheme based on spectrum occupancy
prediction is introduced and evaluated. The performance of the HMM-
based spectrum occupancy prediction method and the predictive spec-
trum sensing is analysed based on real-world spectrum activity measure-
ments.
 Chapter 6: An empirical channel availability model for the polarisation
domain is developed. The proposed model is developed and evaluated
based on real-world spectrum occupancy data obtained through a spec-
trum activity campaign.
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 Chapter 7 A chapter by chapter synopsis of this manuscript provided
and the conclusion of this work are drawn. The limitations of this re-
search are discussed and further research directions are proposed.
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Cognitive Radio - A
Literature Review
2.1 Introduction
The term “Cognitive Radio” was first introduced in 1999 by Mitola to describe
an intelligent radio that can autonomously make decisions through model-
based reasoning grounded on information about the radio environment [9].
Since then, the CR paradigm has been adopted as the key enabling technology
for DSA [8]. Contrary to the current static spectrum access policy, which allows
licensed users to use the radio spectrum exclusively, DSA enables unlicensed
users to opportunistically access any unused portions of spectrum within the
licensed frequency bands. The DSA concept requires SUs with cognitive ca-
pabilities able to monitor their spectral surroundings, adjust their operation
parameters, and access the available spectrum whilst causing minimal inter-
ference to the primary system. The remainder of this chapter is organised
as follows. The CR functions are described in Section 2.2 whereas in Sec-
tion 2.3 current standarisation efforts and future application of CR to M2M
communication systems are discussed. A literature review on state-of-the-art
spectrum sensing techniques as well as on energy efficient spectrum sensing
methods is presented in Section 2.4 and Section 2.5, respectively. Further-
more, an overview of spectrum occupancy prediction methods is presented in
Section 2.6.
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2.2 Cognitive Radio
Cognitive capability and reconfigurability are the two distinctive characteris-
tics of CR. Cognitive capability enables CR to be aware and interact with the
RF environment, while reconfigurability allows real-time adaptation of its op-
erational parameters in order to efficiently utilise the available spectrum. More
specifically, cognitive capability refers to a set of tasks that are performed pe-
riodically by the CR, known as the “cognition cycle”. This cognition cycle
consists of four functions: spectrum sensing; spectrum analysis; spectrum de-
cision; and data transmission [11]. On the other hand, reconfigurability refers
to the ability of CR to adjust its operational parameters such as operating
frequency, modulation scheme and transmission power in real-time, subject to
channel conditions and QoS requirements.
These characteristics can clearly describe the operation of a CR as an
autonomous entity. However, the operation of an integrated CR system at
network level is described effectively by the CR protocol stack as introduced by
[8]. In this context, the operation of a CR system involves four main functions
that span from the lowest (PHY-layer) to the highest layer (Application layer)
of the OSI model. These four functions include: spectrum sensing; spectrum
decision; spectrum sharing; and spectrum mobility.
An illustration of a typical CR system’s operation cycle is presented in
Figure 2.1. Spectrum sensing enables the CR to monitor the spectrum activity
within its surroundings to determine whether a frequency band of interest
is occupied or unoccupied by a PU. Then, based on the spectrum sensing
result, the SU selects the “best” channel and adjusts its operational parameters
accordingly through spectrum decision. The aim of spectrum sharing is to
fairly and efficiently share the available spectrum between the SUs based on
their QoS requirements. Finally, spectrum mobility refers to the process of
vacating and switching to a different channel when the current channel becomes
unavailable to the SU.
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Figure 2.1: CR operation cycle.
2.3 Cognitive Radio Applications
Due to its inherent flexibility and capability of efficient spectrum utilisation, in-
dustrial use and standarisation of CR technology have already been initiated
by research-funding and defence organisations. More specifically, the Next
Generation Communications Program (XG) developed by the Defense Ad-
vanced Research Projects Agency (DARPA), focuses on spectrum awareness
and adaptive transmission. Both the European Union and the National Science
Foundation (NSF) have funded several projects, such as E3, GENI, ORACLE,
SOCRATES and WINNER+ that focus on different aspects of CR, DSA and
SDR [12]. Furthermore, companies such as Microsoft, Apple, and Google have
recently started working on the industrialisation and standardisation of DSA
after the release of analogue TV channels by the US government.
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2.3.1 Current Cognitive Radio Applications
The Institute of Electrical and Electronic Engineering (IEEE) 802.22 Wireless
Regional Area Network (WRAN) standard has been the first attempt to com-
mercialise CR technology [13]. The WRAN standard was finalised in 2011 and
designed to deliver wireless broadband services in wide rural areas through op-
portunistic access within the TV bands in the frequency range of 54-862 MHz.
In this standard, TV transmitters and wireless microphones are considered as
PUs, while the SUs are known as TV Band Devices (TVBDs). TVBDs are
either fixed terminals that operate from known locations or mobile terminals.
Fixed TVBDs are required to use a geo-location database, with spectrum sens-
ing as an optional capability, whereas mobile TVBDs are sensing-only devices
[14].
CR technology has already been introduced in the form of cognitive femto-
cells in cellular systems as a means of improving the mobile network’s coverage
and capacity [15]. Femtocells are low-power basestations that are used to im-
prove the coverage of mobile networks in small indoor environments. However,
as the licensed spectrum is shared between femtocells and macrocells, CR tech-
nology is employed to minimise the effects of interference to the macrocell net-
work by enabling femtocells to sense and adjust their parameters accordingly
[16].
Apart from commercial applications, CR technology has been found to
be particularly useful for military and public safety communication systems.
Public safety workers and soldiers typically use a number of different wireless
devices including: radios; laptops; and mobile cameras along with services that
span from voice to text messaging, email, web browsing, database access, and
real-time video streaming. Given the public safety bands’ spectrum congestion,
especially in urban areas, CR technology is used to increase the spectrum
efficiency of public safety networks [17]. Military communication systems also
make use of CR technology since it facilitates the use of multiple frequency
bands and different waveforms in a single device. In addition, CR-enabled
devices are used to improve the efficiency of military communications in the
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warfare by avoiding jammed frequencies [18].
2.3.2 Future Cognitive Radio Applications
Although there are several communication systems in which CR technology
has already been introduced, they are all focused on traditional Human-to-
Human (H2H) connectivity. However, as technology evolves, there is a growing
interest in a new communication regime that enables machines to communicate
autonomously, termed as M2M communications.
It is envisaged that typical M2M systems would involve a large number
of “smart” devices with diverse functionalities that generate, exchange and
process data without human intervention [19]. M2M communications are con-
sidered as the key enabling technology for the practical realisation of the IoT.
According to [20], the IoT is envisaged as a network of “things”, especially
everyday objects such as home appliances, clothes, furniture and vehicles de-
ployed in the physical world for sensing and controlling purposes. Such de-
ployments are expected to be widely utilised in the future for various perva-
sive applications including: automated manufacturing; healthcare monitoring;
intelligent transportation systems; smart power grids; and home multimedia
sharing.
Currently, different standardisation activities associated with M2M are
in progress, initiated mainly from the Third Generation Partnership Project
(3GPP), the European Telecommunications Standards Institute (ETSI), and
the IEEE [21] with Weightless being the first standard for white space M2M
communication systems. Weightless is a standard designed specifically for ma-
chine communications within white space and is expected to enable billions of
connected devices worldwide overcoming the traditional problems associated
with current wireless standards such as capacity, cost, power consumption
and coverage [22]. Weightless standard has been specifically optimised for the
requirements of M2M applications. In this context, Weightless standard pro-
poses: Time Division Duplex (TDD) access since it may be challenging to
detect a pair of available channels with appropriate duplex separation; rela-
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tively long frame duration of the order of 2 seconds; frequency hopping for
interference avoidance; broadband downlink (DL); narrowband uplink (UL);
and highly efficient MAC-layer protocols to reduce overheads.
M2M nodes are expected to be deployed in a large scale, perhaps with
thousands of devices exchanging information [10]. To this end, by allowing
opportunistic data transmission, CR technology is expected to alleviate the
spectrum congestion problem created by the ever increasing number of commu-
nicating devices and innovative services. Additionally, the CR reconfigurability
is expected to enable efficient communication between heterogeneous devices
with different communication protocols and data formats that are expected to
coexist in M2M systems [23].
However, different from traditional wireless communication systems, M2M
introduces a new wireless landscape which poses a number of new technical
challenges. These challenges include: low power consumption requirements;
and reliable and efficient spectrum utilisation within operating environments
that significantly differ from those of current wireless technologies.
Energy efficiency will be a key feature for M2M wireless communication
systems as M2M nodes are expected to be low-cost, energy-constrained devices
able to operate for several years without any need of replacing or recharging
batteries. Thus, by introducing CR technology in wireless M2M systems design
of energy efficient CR functions, i.e. spectrum sensing, access and transmission,
will be a very critical aspect of their success.
2.4 Spectrum Sensing
Spectrum awareness is one the cornerstone of CR as it enables the SUs to access
unused frequency bands without interfering with the PUs. This awareness can
be obtained by means of either geo-location database, or by spectrum sensing.
In the former method the SU queries a geo-location database and then accesses
the available spectrum based on the database’s response. On the other hand,
spectrum sensing allows the SU to actively monitor its spectral environment
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in real-time and access the spectrum autonomously.
A geo-location database contains a list of potentially available frequency
channels with their corresponding power level within a given geographical area.
However, the channels’ power level is estimated using propagation and terrain
models, which result in underestimated channel availability and hence results
in conservative spectrum usage [24]. In addition, the infrastructure require-
ments and the need of SUs with localisation capabilities increases the complex-
ity and limits the operational environments. Thus, spectrum sensing provides
a better solution for dynamic spectral environments as well as for scenarios
with mobile users [25]. This thesis focuses on the spectrum sensing approach
because of its flexibility and no infrastructure requirements.
Spectrum sensing can be described as a PHY and MAC cross-layer mecha-
nism. PHY-layer sensing focuses on the signal processing aspects of spectrum
sensing. Several PHY-layer spectrum sensing techniques have been proposed
in the literature, with ED: Matched Filter Detection (MFD); and Cyclostation-
ary Feature Detection (CFD) being the most commonly proposed [26], [27],
[28].
On the other hand, MAC-layer sensing focuses on scheduling and coordi-
nation when multiple SUs are used. The use of multiple cooperative SUs that
sense their spectral environment and share the spectrum sensing results has
been proposed as a means of mitigating the effects of multipath and shad-
owing by exploiting spatial diversity [29]. Furthermore, it has been found to
alleviate the hidden PU problem and reduce the requirements on sensing time
and receiver sensitivity. Cooperative spectrum sensing can be implemented
using either a centralised or a non-centralised (distributed) architecture. The
centralised architecture requires a fusion centre that collects the SUs’ sensing
outputs and controls the spectrum sensing process. On the other hand, in the
distributed architecture the SUs share sensing information and make decisions
individually. A tree diagram showing the relation between state-of-the-art
spectrum sensing methods is presented in Figure 2.2.
17
Chapter 2. Cognitive Radio - A Literature Review
Figure 2.2: Classification of spectrum sensing techniques.
Spectrum sensing can be described as a method for identifying the presence
of a signal in a noisy environment and can be described in its simplest form as
a binary hypothesis problem as,
H0 : y[n] = w[n] n = 1, ...N
H1 : y[n] = x[n] + w[n] n = 1, ...N,
(2.1)
where y[n] denotes the received signal, x[n] expresses the primary signal, w[n]
is noise and n is the sample index. The null hypothesis, H0, corresponds to the
absence of a primary signal, whereas the alternative hypothesis, H1, indicates
the presence of a primary signal [30]. In order for the SU to distinguish be-
tween hypotheses H0 and H1, a test statistic, Tx, is compared with a detection
threshold, λ, as follows,
Tx
H1
≷
H0
λ. (2.2)
The sensing accuracy can be evaluated using three probabilistic metrics
known as the: probability of detection, (Pd); probability of missed detection,
(Pmd); and probability of false alarm, (Pfa). Pd expresses the rate of correct
signal detections, while Pfa expresses the rate of incorrectly detecting a signal
which is actually not present. Pmd expresses the rate of detection failures.
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These metrics are expressed as conditional probabilities by [31],
Pd = P (Tx > λ | H1) (2.3)
Pfa = P (Tx > λ | H0) (2.4)
Pmd = P (Tx < λ | H1). (2.5)
Selecting the detection threshold is one of the most important challenges
in spectrum sensing as it determines the trade-offs between the probabilities
of detection and false alarm and hence the overall sensing accuracy. In the
classical deterministic framework, (H0 and H1 are true or false) the detec-
tion threshold, λ, is selected in order to maximise Pd subject to a given Pfa
constraint [31]. The detection accuracy is then quantified using the Receiver
Operation Characteristics (ROC) curve or the complementary ROC curve.
ROC and complementary ROC curves describe the performance of binary de-
cision making systems in terms of the relation between Pfa and Pd or Pmd
respectively. The ROC curve is generated by varying the detection threshold
from −∞ to ∞ which makes the curve to move from the upper right point
(1, 1) to the origin (0, 0). Figure 2.3 describes how the detection performance
is interpreted based on the position of the ROC curve within the ROC space.
The ROC space is defined by Pfa and Pd as x and y axis. The ideal detection
performance with Pd = 1 and Pfa = 0 would yield a point in the upper left
corner (0,1) of the ROC space whereas a random guess would result in a point
along a diagonal line from the lower left corner (0,0) to the upper right corner
(1,1). The resulting diagonal line divides the ROC space, with points above
it suggesting a better detection performance and points below it suggesting a
deteriorated one.
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Figure 2.3: ROC space.
In the context of CR, a high probability of missed-detection results in detec-
tion failures which in turn causes unwanted interference to the PUs. Neverthe-
less, a high Pfa results in inefficient spectrum utilisation and hence, an overall
performance degradation. Thus, for optimal spectrum sensing, high detection
probability is required, while false alarm probability must be kept as low as
possible to prevent spectrum under-utilisation. As a result, a pair of high Pd
and low Pfa, which in turn leads ROC curves to move towards the upper left
corner within the ROC space, indicates superior detection performance. Being
a system level parameter, the Pfa target values may vary depending on the
application. However, Pfa values between 10
−2 and 10−1 are considered in the
literature, whereas the IEEE 802.22 standard recommends a Pfa ≤ 10−1 [13].
In addition to the aforementioned metrics, spectrum sensing performance
can be further evaluated with respect to the following parameters:
 Required SNR: This figure expresses the minimum required Signal to
Noise Ratio (SNR) of the received PU signal in order for the SU to achieve
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a target sensing accuracy. The received SNR depends on the PU transmit
power and propagation environment and it can significantly affect the
detection performance in terms of Pd, Pfa and Pmd. As expected, the
detection performance improves as the SNR increases. Thus, achieving
a target sensing accuracy at low SNR regions suggests superior detection
performance.
 Sensing time: This figure expresses the minimum required time or sam-
ples in order to achieve a target detection accuracy. As the transceiver
chain is typically used for sensing and transmission, shorter sensing dura-
tions result in longer data transmission slots. Therefore, reliable sensing
within a short sensing time results in increased data rates of the sec-
ondary system.
 Complexity: This figure refers to the computational and implementa-
tion complexity of the sensing algorithm. It depends on the statistics
that are used for signal detection and on the required knowledge on the
primary signal’s parameters. Complexity is directly related to the en-
ergy consumption of the spectrum sensing technique. Thus, estimation
and optimisation of the complexity requirements can lead to improved
sensing performance in terms of energy efficiency.
2.4.1 Energy Detection
ED, also known as the radiometre, is a non-coherent detection method that
measures the energy of the received signal and compares it with a predefined
threshold that depends on the noise floor [32]. ED has been widely used
in a number of wireless applications such as Radio Detection and Ranging
(RADAR) systems and Ultra-Wideband (UWB) communications [33], [34].
Recently, ED has shown high applicability as a spectrum sensing technique in
the emerging CR technology [35]. In ED-based spectrum sensing, the received
signal is filtered within the bandwidth of interest, squared and integrated over
a given observation interval in order to measure the received signal’s energy
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level and then compare it with a detection threshold. Figure 2.4 presents the
block diagram of ED-based spectrum sensing.
Figure 2.4: Energy detection [12].
A received signal can be mathematically described as,
y(n) = x(n) + w(n), (2.6)
where x(n) is the transmitted signal, w(n) is the Additive White Gaussian
Noise (AWGN), and n is the sample index. In ED-based spectrum sensing the
test statistic is obtained by the received signal’s energy as,
TED =
N∑
n=0
|x(n)|2, (2.7)
where N represents the number of samples, which can be related to the sensing
time. For simplicity, both the noise and the signal term are modelled as zero-
mean, independent Gaussian random variables with variance σ2x, i.e. x(n) ≈
N (0, σ2x) and σ2w, i.e. w(n) = N (0, σ2w), respectively [26]. However, in practice,
the signal term, x(n), is more complicated due to the added impact of channel
fading that needs to be taken into account. The topic of ED-based spectrum
sensing over fading channels is presented in detail in Chapter 3.
Given that the test statistic, TED, is a sum of N Gaussian random variables,
the Probability Density Function (PDF) follows a chi-squared distribution.
Hence, based on the Central Limit Theorem (CLT), the test statistic can be
approximated by a Gaussian distribution as,
TED ≈
{
N (Nσ2w, 2Nσ4w) ,H0
N (N(σ2w + σ2x), 2N(σ2w + σ2x)2) ,H1.
(2.8)
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After hypothesis testing, the closed-form expressions for the probabilities Pfa
and Pd over AWGN are evaluated as,
Pfa = Q
(
λ
σ2w
−N
√
2N
)
(2.9)
Pd = Q
(
λ
σ2w+σ
2
x
−N
√
2N
)
, (2.10)
where λ is the detection threshold and SNR = σ2x/σ
2
w.
By solving (2.9) for λ, and replacing in (2.10), the complexity of ED-based
spectrum sensing, in terms of the minimum required number of samples N to
achieve a target pair of Pfa and Pd, is given by,
NED = 2[Q
−1(Pfa −Q−1(Pd)SNR−1 −Q−1(Pd)]2. (2.11)
The ROC curve for ED-based spectrum sensing is obtained by plotting
expressions (2.9) and (2.10) as shown in Figure 2.5. These curves describe the
performance of ED-based spectrum sensing over AWGN for a range of a SNR
values and N = 100. It is evident that the detection performance is improved
as the received signal’s SNR increases since the ROC curves move towards the
upper left corner of the ROC space.
ED-based spectrum sensing is the most commonly used sensing technique
because of its low computational and implementation complexities. In addi-
tion, it is considered as a more generic spectrum sensing technique as it does
not require any prior knowledge on the received signal. Although ED-based
spectrum sensing is considered as the most popular spectrum sensing method,
it has several limitations including: poor detection performance in low SNR re-
gions; need for accurate noise variance estimation; and inability to differentiate
between different types of PU signals.
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Figure 2.5: ROC curves for ED-based spectrum sensing over AWGN for dif-
ferent SNR values.
2.4.2 Matched filter Detection
In the context of signal processing, matched filters are known as linear fil-
ters that are used to maximise the output SNR of a given input signal in the
presence of additive stochastic noise [36]. In the context of CR, MFD-based
spectrum sensing exploits pilot signals that are embedded to the primary sig-
nal in order to detect the presence of a PU. Such pilot signals are used in
communication systems for synchronisation and typically account for 1% to
10% of the total transmitted signal power [37].
In MFD-based spectrum sensing the unknown primary signal is convolved
with a time-reversed version of the pilot signal. If the template signal exists
in the unknown signal then the PU is denoted as present, or absent otherwise.
The block diagram of MFD-based spectrum sensing is shown in Figure 2.6.
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Figure 2.6: Matched filter detection [12].
Given the received signal (2.6), the operation of MFD is mathematically
described as,
Y [n] =
∞∑
κ=−∞
h[n− κ]y[κ], (2.12)
where y(n) is the received signal, h(n) is the matched filter’s impulse response
and κ indicates the time shifts.
By correlating the received signal with a time shifted version of the pilot
signal, Xˆp, the test statistic is obtained by [37],
TMFD =
1
N
N∑
n=1
Y [n]Xˆp[n]. (2.13)
Having determined the detection threshold, Pfa and Pd can be evaluated
after hypothesis testing as [37],
Pfa = Q
(
λ√
σ2wEp
)
(2.14)
Pd = Q
(
λ− Ep√
Epσ2w
)
, (2.15)
where Ep =
1
N
∑N
n=1(Xˆp[n])
2 denotes the pilot signal’s energy and σ2w is the
noise variance.
By using the same methodology as in Subsection 2.4.1 and expressions
(2.14) and (2.15), the complexity of MFD-based spectrum sensing in terms of
the minimum required number of samples, N , for a target pair of Pfa and Pd
is given as [37],
NMFD = [Q
−1(Pfa −Q−1(Pd)]2SNR−1. (2.16)
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Figure 2.7 presents the ROC curves for MFD-based spectrum sensing ob-
tained by plotting expressions (2.14) and (2.15). The performance of MFD-
based spectrum sensing is analysed for three different SNR regimes with
N = 100 and E equal to 10% of the total signal’s energy. It is shown that
as the received signal’s SNR increases the ROC curves move towards the up-
per left corner of the ROC space which in turn indicates improved detection
performance.
The fact that a matched filter is primarily designed to maximise the SNR of
the received signal results in robust detection performance in low SNR regimes.
Moreover, due to the high processing gain of coherent detection, the required
number of samples scales to O(1/SNR−1), which in turn reduces the observa-
tion time. However, due to the coherent nature of matched filtering, perfect
timing and synchronisation between the PUs and SUs is required. Further-
more, it has been shown that MFD-based spectrum sensing results in high
power consumption because of the signal processing algorithms that are needed
in the receiver’s end [18].
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Figure 2.7: ROC curves for MFD-based spectrum sensing over AWGN for
different SNR values.
2.4.3 Cyclostationary Feature Detection
Information theory suggests that communication signals with maximal infor-
mation content (entropy) are statistically white Gaussian. Thus, one would
expect signals used in wireless communications systems to be nearly white
Gaussian. Based on this assumption, no spectrum sensing technique could
outperform ED. However, real-world signals contain distinctive cyclostationary
features that can be further exploited for signal detection [38]. Such features
are generated by multiplexing the transmitted signals with chirp codes, pulse
trains, hopping sequences, spreading functions, and Cyclic Prefixes (CP). In
the context of CR, CFD refers to a spectrum sensing technique that exploits
known statistical properties of the primary signal in order to determine the
presence or absence of PUs.
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The Autocorrelation Function (ACF) of a stohastic process y[n] is given
by,
ry[n, τ ] = E[y[n]y ∗ [n+ τ ]], (2.17)
where E denotes the mathematical expectation, n the sample index and τ the
time lag.
This processes can be characterised as second-order cyclostationary if the
ACF (2.17) is periodic in n and can be expressed by a Fourier series as,
ry[n, τ ] =
∑
α
Ry(α, τ)e
jan. (2.18)
The Fourier coefficient Ry(α, τ), also known as the cyclic autocorrelation, at
cyclic frequency α on the time lag τ is given by,
Ry(α, τ) =
1
N
N−1∑
n=0
ry[n, τ ]e
−jan. (2.19)
The cyclic spectral density of y[n] for the cyclic frequency α is represented by
the cyclic spectrum which can be expressed as a Fourier coefficient given by,
Sy[α, ω] =
∑
τ
Ry(α, τ)e
−jωτ . (2.20)
Based on the cyclic features of a signal, CFD-based methods that exploit
spectral correlation can be developed. A block diagram of a typical CFD-based
spectrum sensing method is depicted in Figure 2.8.
Figure 2.8: Cyclostationary feature detection [12].
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A CFD-based spectrum sensing technique based on the cyclic autocorrela-
tion of one cyclic frequency is proposed in [28]. This method was later extended
to use multiple frequencies in [39]. In addition, a CFD-based spectrum sensing
method that exploits second-order statistics of CP-based orthogonal frequency
division multiplexing (OFDM) signals is developed in [40]. Based on the au-
tocorrelation statistics, for CP-based OFDM signal of Td length with a CP
of Tc length and an autocorrelation coefficient ρ(τ) that corresponds to lags
τ = ±Td, the detector has to distinguish between the following hypotheses,
H0 : ρ(±Td) = 0
H1 : ρ(±Td) = ρ1,
(2.21)
where ρ1 =
Tc
Td+Tc
SNR
1+SNR
.
After Neyman-Peasron hypothesis testing, the probability of false alarm is
obtained as,
Pfa =
1
2
erfc
(√
Nη
)
, (2.22)
where N is the number of samples that are required to calculate the autocor-
relation coefficient and erfc denotes the complementary error function.
By solving (2.22) for η the detection threshold is obtained by,
η =
1√
N
erfc−1(2Pfa). (2.23)
Similarly, the probability of detection can be expressed as,
Pd =
1
2
erfc
(√
N
η − ρ1
1− ρ21
)
. (2.24)
By applying the same methodology as in Subsections 2.4.1 and 2.4.2, the num-
ber of samples required for CFD to achieve a target detection performance is
given by,
NCFD = [erfc
−1(2Pfa)− 1− ρ21)erfc−1(2Pd)]ρ−21 . (2.25)
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A performance analysis of CFD-based spectrum sensing in terms of ROC
curves is presented in Figure 2.9. These curves are obtained by plotting expres-
sions (2.22) and (2.24) for a range of SNR values over AWGN. The obtained
results indicate that the performance of CFD-based spectrum sensing improves
as the received signal’s SNR increases.
The main advantage of CFD-based spectrum sensing is the ability to dis-
tinguish between different types of primary signals, noise, and interference in
scenarios with low SNR. On the other hand, the main disadvantages of CFD-
based spectrum sensing are the high implementation complexity and the large
number of samples required for accurate feature estimation.
Figure 2.9: ROC curves for CFD-based spectrum sensing over AWGN for
different SNR values.
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2.4.4 Performance Comparison
The previous section described the state-of-the-art spectrum sensing tech-
niques for CR. Based on the features of each sensing method and the perfor-
mance metrics as presented in Section 2.4, a performance comparison follows.
MFD-based spectrum sensing is the optimal detector with a more robust de-
tection performance, when compared with ED and CFD based methods due to
coherent processing gain. However, it requires perfect knowledge on PU signal
characteristics and additional operations on the receiver end such as synchro-
nisation and demodulation, which makes it impractical for CR applications.
The performance of ED-based spectrum sensing is limited in the cases of non-
stationary noise and unknown noise variance. ED-based spectrum sensing has
also been found to be affected by baseband filter effects and suprious tones [41].
ED-based spectrum sensing is considered as the optimal detection method in
the case of stationary noise [42]. However, in the presence of co-channel or
adjacent channel interference when noise becomes non-stationary, CFD-based
methods outperform ED-based spectrum sensing [43]. On the other hand,
CFD-based spectrum sensing is known to be vulnerable due to channel fading
as cyclostationary features are lost when fading occurs [44]. An overview of
the most popular spectrum sensing techniques is presented in Table 2.1.
Table 2.1: Spectrum sensing techniques overview.
Technique Advantages Disadvantages
ED
Low complexity
No prior knowledge required
Poor performance in low SNR
Cannot differentiate between PUs
MFD
Optimal detection
Low complexity
Requires prior knowledge
and synchronisation
CFD
Robust in low SNR
Differentiates between PUs
Requires prior knowledge
High complexity
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The selection of the appropriate spectrum sensing technique requires some
trade-offs to be considered regarding the application requirements and con-
straints. The key factors for selecting a spectrum sensing method include: the
sensing accuracy; the SNR requirements; the sensing duration; and the compu-
tational complexity. To this end, Figure 2.10 presents the sensing performance
with respect to the required SNR for ED, MFD and CFD based spectrum
sensing. These curves are obtained by plotting expressions (2.10), (2.15) and
(2.24) as a function of SNR. It can be observed that for a target Pfa = 0.01 ED
and MDF require higher SNR to obtain a performance comparable to CFD.
Indicatively, ED and MFD-based spectrum sensing require an SNR of 9 dB
and 8 dB respectively in order to achieve a target Pd = 0.9, while CFD-based
spectrum sensing achieves the same detection performance for an SNR value
of -6 dB.
Figure 2.10: Detection performance comparison between ED, MFD and CFD
spectrum sensing techniques.
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Figure 2.11 illustrates the sample complexity (minimum number of samples
to achieve Pd = 0.9 and Pfa = 0.1) of the ED, MFD and CFD-based spec-
trum sensing as a function of SNR. It can be seen that at high SNR regions,
ED-based spectrum sensing requires less number of samples than MFD-based
spectrum sensing since it uses the total signal power for detection, whereas the
MFD uses only a fraction of the total signal power. Indicatively, for an SNR
of 0 dB, ED-based spectrum sensing requires 14 samples while MFD requires
66. As expected, CFD-based spectrum sensing is the most complex sensing
technique in terms of the number of samples with 326 samples being required
to achieve a the target detection performance at 0 dB.
Figure 2.11: Sample complexity for ED, MFD and CFD spectrum sensing
techniques.
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2.4.5 Other Detection Methods
Several spectrum sensing techniques that are less commonly used than those
described in the previous subsections have also been developed. Covariance-
based spectrum sensing techniques exploit known properties of the sample
covariance matrix of the primary signals [45]. Such properties exist in the co-
variance matrix of received signals by multiple antennas and encoded signals
with Orthogonal Space-time Block Codes (OSTBC) [46]. In [47] the difference
in the covariance matrix between received signals and AWGN is used to detect
Digital TV (DTV) signals. More specifically, the proposed spectrum sensing
technique is based on the fact that, under hypothesis H0, the non-diagonal
elements of the covariance matrix are equal to zero and the diagonal elements
represent the noise variance, while under hypothesis H1 the non-diagonal el-
ements have non-zero values. Based on known properties of the covariance
matrix, semi-blind spectrum sensing techniques that require no knowledge on
the noise variance can be developed. However such methods require that the
primary signals are correlated.
Eigenvalue-based spectrum sensing methods rely on the idea that the eigen-
values of the covariance matrix behave differently under H0 and H1 if the signal
is correlated, even if the exact structure of the signal is not known. Given the
sample covariance matrix, the corresponding eigenvalues are computed and
are used to determine the detection threshold as described in [48]. Similar to
the covariance-based method eigenvalue-based spectrum sensing is only based
on the assumption that the primary signal is correlated. Thus, as they do
not require any knowledge on the signal structure and the noise variance,
eigenvalue-based methods are considered as fully blind.
Wavelet transforms may be used for detecting irregularities or singularities
in the Power Spectral Density (PSD) of a signal. In the CR context, wavelet-
based spectrum sensing is used for detecting varying power levels over a wide
portion of the spectrum and has been found to be particularly suitable for
ultra-wideband CR systems as a means of detecting narrowband incumbent
PUs in a wide portion of a spectrum [49]. Although this technique alleviates
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the requirements of complex bandpass filtering it requires high sampling rate
which in turn increases its computational complexity and energy requirements.
A multitaper spectrum sensing is proposed in [50]. This method uses dis-
crete prolate spheroidal wave functions also known as Slepian sequences. The
two main characteristis of Slepian sequences are: 1) they have maximal energy
in the main lobe; and 2) they are orthogonal. The orthogonality assures that
the filter outputs are uncorrelated. Therefore, after estimating the spectrum
of the band of interest, spectrum sensing can be performed with ED.
Filterbank-based spectrum sensing is a particularly useful spectrum sensing
technique in the case that the primary signal is not known and has no useful
features that can be efficiently exploited for signal detection. In this context, a
set of bandpass filters with low side-lobes that are used to estimate the signal
spectra [51]. Filterbank detection is traditionally used for spectral estimation
and has also been proposed for CR spectrum sensing. Although this method is
significantly complex due to the large number of the required bandpass filters
it can be conveniently applied on filterbank multicarrier CR systems without
any additional requirements.
CR systems may require to detect available channels over a wide frequency
range (hundreds of MHz to several GHz) in order to achieve higher through-
put. However, wide-band spectrum sensing requires high sampling rate and
hence, high power consumption by the Analogue to Digital Converter (ADC).
Compressive spectrum sensing has been proposed as a solution to this prob-
lem based on the fact that a signal can be sampled below the Nyquist rate
through a special linear sampling process given that the signal is sparse in a
given dimension (frequency or time) [52].
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All the aforementioned sensing methods have different advantages and dis-
advantages and can be effectively used for a number of CR applications. How-
ever, their applicability in CR-based M2M systems may be limited due to
their high complexity requirements driven by different factors such as: the
high sampling rate requirements of the wavelet transform based method; the
implementation complexity of the filterbank-based method; and the computa-
tional complexity of the spectrum reconstruction algorithms for compressive
sensing. In addition, the fact that both covariance and eignenvalue-based
methods require correlated primary signals can make them ineffective for sce-
narios in which the nodes operate in multipath environments where multiple
uncorrelated primary signals are most likely to exist.
2.5 Energy Efficient Spectrum Sensing
Over the last years, the proliferation of mobile devices, such as smart phones
and tablets, has spurred an increasing growth of high data-rate wireless ser-
vices. In turn, such diverse and demanding wireless services, have led in in-
creased energy consumption of battery-powered mobile devices. Unfortunately,
the relatively slow advances on battery technology has so far eliminated the
possibility of high-capacity batteries as a solution. Therefore, in order to al-
leviate the energy consumption of mobile devices and improve the end-user’s
experience, the design of energy efficient wireless communication systems has
been a major focus of industry and academia [53]. With the penetration of
CR technology in wireless communication systems, energy efficiency has be-
come even more critical as additional cognitive functions are introduced to
CR-enabled wireless terminals.
As discussed in the previous sections, by increasing the sensing time, robust
and accurate sensing is achieved, which in turn ensures efficient spectrum util-
isation. However, similar to the transmission process, spectrum sensing con-
sumes non-negligible amounts of energy since the CR transceiver is required
to be in active state [54]. As a result, increasing the sensing time results in in-
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creased overall energy consumption. Additionally, in the case of fixed sensing/
transmission time slots the remaining amount of time left for transmission is
limited. Therefore, careful design of CR systems that take into account the
trade-off between energy efficiency and sensing accuracy is required. To this
end, different techniques that improve the energy efficiency of spectrum sens-
ing have been proposed in the literature which include sequential detection,
censoring, sleeping, and clustering.
The basic idea behind sequential detection is to reduce the sensing energy
by minimising the average time subject to given constraints relating to the
probabilities of missed detection and false alarm, i.e. Pfa ≤ a and Pmd ≤ b,
with a, b ∈ (0, 1). In [55], sequential detection is proposed as a means of
reducing the sensing time of a distributed spectrum sensing scheme by sensing
the radio environment as long as the Likelihood Ratio (LLR), Λ, satisfies
η1 ≤ Λ < η2, with η1 = b/(1 − a) and η2 = (1 − b/a). In [56], all sensing
nodes send their most current LLRs to a fusion centre, where an LLR test is
carried out, until a positive test result is obtained and the sensing nodes can
stop sensing. On the other hand, in [40] if the LLR test is negative, only one
node that did not participate in the fusion gathers new information and sends
its LLR to the fusion center.
Another energy efficient spectrum sensing mechanism is referred to as “cen-
soring”. This mechanism suggests that each CR node sends only informative
sensing results, whereas uninformative results are censored. In [57], optimal
censoring is performed in terms of the global detection error probability. As
a result, the CR nodes send only their sensing outputs that can minimise the
difference between the interference and the spectral efficiency of the overall
system.
Sleeping or on/off spectrum sensing is another energy aware spectrum sens-
ing mechanism where CR sensing nodes randomly stop the sensing procedure
with a given probability, known as sleeping rate. The main advantage of sleep-
ing is that the CR nodes that are asleep do not consume any power for sensing,
whereas in censoring all the CR nodes have to continuously perform spectrum
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sensing. However, sleeping is generally applied in combination with censoring
[58], [59]. For example, in [58] the global detection error probability is opti-
mised with respect to the sleeping rate, while in [59] the main objective of the
sensing scheme is to maximise the mutual information between the occupancy
and the decision state of the fusion center.
All of the aforementioned sensing mechanisms focus on the MAC-layer and
are used to improve the energy efficiency at a network level through schedul-
ing, without taking into account the energy consumption of CR sensing nodes
individually. In addition, static scenarios are assumed without considering
spatio-temporal changes of the PU occupancy. Therefore, adaptive sensing
and learning for autonomous CR nodes is required for enhanced sensing effi-
ciency of CR systems [60]. In this context, predictive spectrum sensing has
been proposed as a means of improving the spectrum sensing of autonomous
CR nodes [61]. The proposed scheme enables the CR nodes to avoid sensing
channels that are predicted to be occupied in future time instants, and thus aim
to improve the sensing efficiency in terms of sensing time and energy. To this
end, a review of state-of-the-art prediction methods for spectrum occupancy
is presented in the following section.
2.6 Spectrum Occupancy Prediction
Spectrum occupancy prediction refers to the process of estimating the future
occupancy of a given frequency band based on historical data. In order to
perform any prediction, a history of past observations is required as input
to the prediction model. In the context of CR, the SU obtains a history of
occupancy data through spectrum sensing. This history of past sensing outputs
is then used for learning and inferring the spectrum occupancy at future time
instants.
In this section, different spectrum occupancy prediction methods and their
applicability in CR systems are presented. These methods can be broadly
divided into two categories: 1) binary; and 2) non-binary time-series methods.
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Binary time-series models quantise data by applying a detection threshold in
the received signal power [62], whereas non-binary time series models use the
received signal power values for prediction [63]. For the first category, Markov
family predictors and neural networks may be applied, whereas for the second
category regression models can be used.
2.6.1 Markov Family Models
The kth-order Markov prediction schemes assume that a future state can be
predicted based on the sequence of k most recent historical data. Such a
model is mathematically described by a Markov chain of S possible states [64].
A Markov chain is a stochastic process that describes the sequence of S states
and the probabilities associated with the state changes as the process evolves
over time. Having a k-length binary sequence of past spectrum samples, the
Markov predictor calculates the times that the k-length sequence was followed
by a “0” and by a “1”. By comparing these two values, the predictor estimates
the channel occupancy in the next time instant. In this model, the process
output is directly observable which, in the context of CR, means that such
a prediction scheme assumes error-free spectrum sensing. However, in real-
world communication scenarios, spectrum sensing is affected by noise and other
channel impairments such as fading and multipath. In other words, the actual
PU channel occupancy is hidden from the SU. Therefore, HMMs can describe
more efficiently the spectrum sensing problem.
The HMM is a Markov family extension with an underlying Markov process
that is not observable (hidden states) and can be observed via another stochas-
tic process known as the observation sequence. HMMs have been widely used
in machine learning applications such as DNA sequence analysis, handwritten
character recognition etc. An HMM is described by the tuple (pi,A,B), where
pi is the initial state distribution, A is the transition matrix that describes
the probabilities of changing from one state to another, and B is the emission
matrix that describes the relationship between observed and the hidden states
[65].
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In the context of CR, a PU transmission regime, channel occupancy can be
described by a 2-state Markov process with states “0” and “1” for an idle or
a busy channel, respectively. The spectrum sensing output that corresponds
to the observation process can be defined by a 2-state emission space, with
states “0” and “1” for a channel being sensed as unoccupied or occupied,
respectively. A detailed description of the mathematical model for HMM for
spectrum sensing and prediction for CR is presented in Chapters 4 and 5,
respectively.
2.6.2 Artificial Neural Networks
Artificial Neural Networks (ANNs) are nonlinear parametric models that cre-
ate a mapping function between the input and output data. ANNs have been
used in various applications, such as system identification and time series pre-
diction. Multi-layer Perception (MLP) network is an example of ANN and it
is a structure that consists of an input layer, an output layer, and at least one
hidden layer [66]. Each layer contains a number of computing units, known as
neurons, which are connected to each other with a certain weight. Each neu-
ron, with the ones in the input layer excluded, calculates a weighted sum of the
input and performs a nonlinear transformation using the hyperbolic tangent
function.
The MLP-based predictor parameters are updated through the training
process using the batch Back-propagation algorithm (BP) [67]. More specifi-
cally, for each observation in the MLPs input layer, the outputs of each neuron
from the hidden layer to the output layer are calculated. The outputs in the
MLP output layer are considered as an estimate to the corresponding desired
value. The difference between the estimated and the desired values is calcu-
lated as the output error. The objective of the training algorithm is to adjust
the connection weights by minimising the output error. Once the training pro-
cess is completed the predicted value is obtained by the latest observation in
the input layer of the MLP. In the context of CR, an MLP-based spectrum hole
predictor is proposed in [68]. The proposed scheme is proposed as a means of
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reducing the sensing error and hence, improving spectrum utilisation.
2.6.3 Regression Models
Regression models are used for understanding and identifying the underlying
context of time series, i.e. a sequence of observations sampled at uniform time
intervals. An autoregressive model of order p, i.e. AR(p), represents a random
time varying process where its output is linearly dependent on its previous
p values [69]. An AR(p) based predictor estimates the future values based
on the prediction rule: Xt =
∑p
i=1 φiXt−1 + t, where, Xt, is the predicted
value at time instant t, Xt−1 is the time series under consideration, p is the
model’s order, φi is the AR coefficient and t is Gaussian white noise. A moving
average prediction model of order q, i.e. MA(q), estimates the future value of
a time series as the average of the last q observations [69]. An autoregressive
moving average model ARMA(p,q) combines an AR(p) and a MA(q) model.
A generalisation of the ARMA(p, q) model is the autoregressive integrated
moving average model ARIMA(p, d, q) with a differencing step, d, which is
applied to time series that exhibit non-stationarity.
In order to determine the model in which the time series of interest belongs
to, its AR and MA signatures of the autocorrelation and Partial Autoccore-
ation Function (PACF) plots have to be investigated. If the PACF of the
differenced series displays a sharp cut-off and/or the lag 1 is positive an AR
model is considered. The lag at which the PACF cuts off indicates the num-
ber of AR terms. If the ACF of the differenced series displays a sharp cut-off
and/or the lag 1 autocorrelation is negative an MA model is considered [70].
The lag at which the ACF cuts off indicates the number of MA terms. After
determining the model that describes the given time series, the model’s param-
eters are estimated using either the Yule-Walker equations or the maximum
likelihood estimation. When this process is completed, by using a sequence
of past observation as input and the corresponding prediction rule, the future
sates of the system are predicted.
In the context of CR systems, a sequence of received signal power measured
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over equal time intervals can be considered as a time series and therefore anal-
ysed and predicted using time series models. The use of appropriate time series
models for spectrum occupancy of cellular bands has been investigated in [71]
and [72]. Furthermore, in [73], an MA-based predictor is used to improve the
spectrum sensing performance of an ED-based spectrum sensing scheme in
terms of energy efficiency. The CR uses a history of received power readings
and predicts the future channel occupancy based on the most recent observa-
tions by assigning exponentially decreasing weights to the older ones. An AR
spectrum hole prediction model for CR is proposed in [63] that could also be
used for improving the energy efficiency of CR.
2.6.4 Comparison of Spectrum Occupancy Prediction
Methods
The previous subsections described state-of-the-art spectrum occupancy pre-
diction methods that can be applied in CR applications. Such predictive
schemes require prediction accuracy, adaptability to the channel occupancy
statistics, and low computational complexity. Prediction accuracy and adapt-
ability are essential in order to ensure efficient spectrum utilisation. To this
end, a prediction accuracy of at least 90 % that corresponds to a Pd = 0.9 as
indicated by the IEEE 802.22 CR standard is required whereas the predictor
has to adapt to channel occupancy changes in less than one sensing cycle. On
the other hand, the predictor’s complexity should be kept as low as possible
in order to facilitate its implementation in energy-constrained CR terminals.
More specifically, kth-order Markov predictors can perform fast online, i.e.
real-time, predictions with low complexity. However, they have been found to
be unable to quickly adapt to channel occupancy variations as there is no train-
ing included. On the other hand, the principle of HMMs allows the predictor
to adjust its parameters according to a target spectrum sensing performance,
whereas online training facilitates the adaptation to the channel’s occupancy
status. Although ANN-based predictors have similar behaviour to the HMM-
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based ones, they cannot perform online predictions and require comparative
long observation time which poses extra complexity. These characteristics
make them ideal candidates for large scale and long term oﬄine predictions.
Regression models are linear prediction filters; therefore, they could be used
to predict the spectrum occupancy of wireless systems with deterministic oc-
cupancy statistics such as broadcast TV, in which the transmission patterns
are fixed. A quantitative comparison of different state-of-the-art spectrum
occupancy methods is presented in Table 2.2.
Table 2.2: Overview of spectrum occupancy prediction methods.
Method Advantages Disadvantages
Markov chain
Online prediction
No training required
Low complexity
Sensitive to occupancy changes
Assumes perfect sensing
HMM
Online prediction
Robust to occupancy changes
Complexity
MLP Robust to occupancy changes
Oﬄine prediction
Long observation history
Regression models
Long term predictions
Trend prediction
Model fitting
Oﬄine prediction
Long observation history
With reference to Table 2.2, the characteristics of HMMs, i.e. robustness
to channel occupancy statistics and online parameter training and estimation,
make them ideal candidates for spectrum occupancy prediction within dynamic
CR scenarios with varying PU occupancy statistics. Therefore, this thesis
focuses on HMM for implementing spectrum occupancy prediction as a part of
a predictive spectrum sensing scheme for CR. Further details on how HMMs
can be employed for modelling spectrum sensing and prediction are presented
in the following chapters (Chapter 4 and 5).
43
Chapter 2. Cognitive Radio - A Literature Review
2.7 Summary
This chapter has described the operation of CR and presented current and
future applications of CR technology. The opportunities and challenges of CR
technology for future wireless cognitive M2M communication systems have
also been introduced. Being the focus of this thesis, an in depth review and
analysis of state-of-the-art spectrum sensing techniques has been performed
including classical as well as recently developed spectrum sensing approaches.
With energy efficiency being a key feature of future CR systems, the need
for energy efficient spectrum sensing and the current energy efficient sensing
methods have been discussed. The concept of predictive spectrum sensing as
a means of energy efficient spectrum sensing has been introduced followed by
an overview of state-of-the-art spectrum occupancy prediction methods.
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Spectrum Sensing over
Two-wave with Diffuse
Power Fading Channels
3.1 Introduction
This chapter analyses the performance of ED-based spectrum sensing over
TWDP fading channels. The related work in the area of spectrum sensing
over fading channels is presented in Section 3.2. The fading statistics of TWDP
fading and the fundamentals of ED-based spectrum sensing are presented in
Section 3.3. A closed-form expression for the average detection probability of
ED-based spectrum sensing over TWDP fading channels is derived in Section
3.4. This expression is then extended to account for cooperative spectrum sens-
ing and diversity reception. Furthermore, an optimised threshold ED-based
spectrum sensing method is proposed as a means of improving the detection
performance under severe fading conditions. Based on the derived expressions
the behaviour of ED-based spectrum sensing is studied for a variety of fading
conditions including Rayleigh, Rician, and “hyper-Rayleigh” channels. These
fading channels present a reliable behavioural model of M2M cognitive nodes
operating in confined structures such as in-vehicular environments. The ob-
tained results enable the design of energy efficient CR systems in the context of
M2M wireless networks, and facilitate the analysis of diversity and cooperative
sensing methods as a means of improving the sensing performance over worse
than Rayleigh fading conditions.
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3.2 Related Work
In ED-based spectrum sensing the presence or absence of a PU is determined by
comparing the received signal’s energy with a predetermined detection thresh-
old at the SU end. As a result, the detection performance of ED-based spec-
trum sensing is significantly affected by the large-scale and small-scale fading
characteristics of the wireless channel between the SU and PU nodes [74]. In
this context, the effects of channel fading on ED-based spectrum sensing have
been demonstrated in several studies that focused on analysing the perfor-
mance of ED within different communication scenarios and fading environ-
ments.
More specifically, closed form expressions for the average probability of
detection over Rayleigh, Rician and Nakagami fading channels, are applicable
for CR systems that operate in land-mobile and indoor multipath propagation
environments were derived in [75]. In [76], the ED performance in the case
of Nakagami-m fading has been evaluated. The Nakagami-m model is a more
generic fading model that can also describe Rayleigh and Rician fading as
special cases. However, the arbitrary values of the fading severity index, m,
lack physical interpretation. Likewise, the detection of unknown signals in
low SNR regions over K-distributed and generalised K-distributed channels
has been analysed in [77]. This fading model is a simplified approximation of
the Rayleigh-lognormal distribution and is used to describe the performance
of wireless communication links with both multipath and shadowing. The
performance of ED-based spectrum sensing over κ-µ and κ-µ extreme fading
channels has been recently investigated in [78].
All of the aforementioned studies focus on spectrum sensing for traditional
indoor and outdoor fading scenarios. Yet, as technology evolves, CR is in-
troduced in new wireless systems as a means of improving the energy and
spectral efficiency for emerging application spaces such as M2M communi-
cations and Wireless Sensor Networks (WSNs) [79], [23]. These application
spaces are demonstrating fading conditions that are not adequately charac-
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terised by the existing fading models. Indicatively, WSNs deployed in cavity
environments (e.g. aircraft, public transportation vehicles [80]), Vehicle-to-
Vehicle (V2V) communications [81], Radio Frequency Identification (RFID)
systems [82], and inside computer cabinets [83] have been found to exhibit
frequency-dependent and spatially-dependent fading whose severity exceeds
those predicted by the Rayleigh fading model, which is traditionally considered
as the worst-case fading scenario for wireless systems [84]. Such small-scale
fading scenarios, termed as “hyper-Rayleigh”, were experimentally verified to
be adequately characterised by the TWDP model [85].
3.3 System and Channel Model
A mathematical description of the system and channel model is provided in
this section. The physical interpretation and the theoretical underpinnings
of the TWDP fading model are introduced. Moreover, the channel statistics
including the fading envelope and the SNR PDFs are provided. Furthermore,
the mathematical model of ED which forms the basis for deriving the novel
expressions for determining the detection performance of ED-based spectrum
sensing over TWDP fading channels is described.
3.3.1 TWDP Fading Channel Model
For channels with a large number of multipath components, each of random
amplitude and phase, their summation creates a complex envelope in which,
by virtue of the CLT, the real and imaginary components tend to a Gaussian
distribution [86]. As such, the magnitude of the envelope has been found to be
Rayleigh distributed and the phase component to be uniformly distributed. On
the other hand, in environments where a strong Line of Sight (LOS) component
exists in addition to weaker, numerous, yet random, multipath components,
the fading statistics will follow a Rician distribution. Therefore, the existence
of a large number of uncorrelated multipath components results in a Rayleigh
fading channel. However, if the number of multipath components reduces,
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the CLT criterion is no longer met and as a result the real and imaginary
components will no longer follow a Gaussian distribution. Hence, the envelope
resulting amplitude statistics will no longer be described as Rayleigh. Such a
scenario has been found to be adequately described by the two-wave model in
[85].
This fading model is a special case of the generic multi-wave analytic
TWDP fading model that is presented in [87]. Durgin et. al derived a new
family of PDFs that approximates the TWDP PDF and can describe a wide
range of fading scenarios. This parametric family of PDFs mathematically de-
scribes small-scale fading in the presence of two strong multipath components.
It can characterise a variety of fading scenarios including those experienced by
narrow-band receivers, the use of directional antennas, and wide-band signals.
In addition, the TWDP fading model has been found to be particularly flexible
since it can be reduced to the well-known Rician and Rayleigh distributions.
The TWDP PDF is described by two parameters related to the wireless
channel. First, the ratio between the average specular power and the diffused
power given by,
K =
Average specular power
Diffuse power
=
(V 21 + V
2
2 )
2σ2
. (3.1)
The relative strength of the two specular waves is expressed as,
∆ =
Peak specular power
Average specular power
− 1 = 2V1V2
(V 21 + V
2
2 )
, (3.2)
where V1 and V2 denote the voltage magnitudes of the two specular waves, and
σ2 indicates the average power of the diffused waves.
Given a fading channel with TWDP statistics and a transmitted signal x(t)
with symbol energy Es, the received signal can be expressed as,
y(t) = rejφx(t) + w(t), (3.3)
where x(t) is AWGN, random variable φ is the instantaneous phase, and ran-
dom variable r is the the TWDP distributed fading envelope.
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The approximate PDF of the fading envelope, r, is given as [87],
fr(r) =
r
σ2
exp
(
− r
2
2σ2
−K
) M∑
i=1
aiD
(
r
σ
;K; ai
)
, (3.4)
where
D(x;K; a) =
1
2
exp(aK)I0
(
x
√
2K(1− a)
)
+
1
2
exp(−aK)I0
(
x
√
2K(1 + a)
)
,
(3.5)
with a = ∆ cos(pi(i−1)/2M−1), I0(.) denoting the zero-order modified Bessel
function of the first kind, and M representing the order of approximation of the
TWDP PDF. The minimum required order, M , is determined by the product
of the parameters K and ∆ as,
Mmin ≥
⌈
1
2
K∆
⌉
, (3.6)
where d.e is the ceiling function.
As the product of K and ∆ increases, a higher value of M is required
for a mathematically exact PDF. For the case of K > 10 and ∆ = 1 the
approximate PDF will deviate from the exact PDF. However, it still gives a
good approximation over the upper and lower PDF tails providing adequate
modelling for wireless communication systems [88]. The exact values of the
coefficients ai for the corresponding order M are given in [87, Table II] for the
first five approximation orders covering the most useful range of K and ∆.
In two special cases, the TWDP PDF is reduced to the Rician PDF when
K 6= 0 and ∆ = 0, and to the Rayleigh PDF when K = 0. As previously
described, Rayleigh fading arises from the summation of a large number of
uncorrelated multipath components. However, if the number of multipath
components reduces, the envelope fading statistics will no longer be Rayleigh.
This extreme fading scenario of two summed multipath components with equal
weights has been experimentally validated as a new worst-case fading scenario
[85] and is also included as a special case of the TWDP model for K → ∞
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and ∆ = 1. Therefore, the TWDP PDFs can mathematically represent a
family of PDFs for different values of K and ∆ [87]. The special cases that are
characterised by the TWDP model through K and ∆ are shown in Table 3.1.
Table 3.1: TWDP PDF Special Cases.
Parameter Fading
K = 0 − Rayleigh
K > 0 ∆ = 0 Rician
K →∞ ∆ = 0 One-Wave
K →∞ ∆ = 1 Two-Wave
3.3.2 TWDP Fading Statistics
Given the received signal from (3.3), the instantaneous SNR, γ, per symbol is
given as [86],
fγ(γ) =
Es
N0
fr2(r
2), (3.7)
where Es is the symbol energy and N0 is the noise power spectral density.
In order to estimate the energy of the received signal, a square transforma-
tion of RV is applied in (3.4), and hence fr2(r
2) is expressed as,
fr2(r
2) =
1
2σ2
exp
(
−K − r
2σ2
) M∑
i=1
aiD
(√
r
σ
;K; a
)
. (3.8)
According to [87], the energy per symbol to the noise power spectral density,
Es/N0, can be expressed as Es/N0 = γ¯/2σ
2(K+1) where γ¯ is the average SNR.
Hence, the instantaneous SNR, γ, can be determined in terms of the average
SNR and the channel fading parameters. Thus, by substituting (3.8) into
(3.7), the PDF of the SNR over TWDP fading, which is derived in [89], can
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be rewritten as,
fγ(γ) =
K + 1
2γ¯
exp(−K)
M∑
i=1
ai
[
exp(aiK)exp
(
− (K + 1)γ
γ¯
)
A
+ exp(−aiK)exp
(
− (K + 1)γ
γ¯
)
B
]
,
(3.9)
where
A = I0
(
2
√
K(K + 1)(1− ai)γ
γ¯
)
(3.10)
B = I0
(
2
√
K(K + 1)(1 + ai)γ
γ¯
)
. (3.11)
3.3.3 Energy Detection Fundamentals
In the context of a communication link, the received signal, y(t), can be math-
ematically described as,
y(t) = gx(t) + w(t), (3.12)
where x(t) is the unknown transmitted signal, g denotes the channel gain, w(t)
is AWGN and t is the time index.
For ED, the received signal is filtered within a predefined bandwidth W ,
squared, and integrated over an observation interval T . The output of the
integrator is the received signal’s energy which is then used as a test statistic
[26]. By comparing the received signals energy with a predefined detection
threshold, λ, the detector has to distinguish between the following hypotheses,
y(t) =
{
w(t) ,H0
hx(t) + w(t) ,H1,
(3.13)
where H0 and H1 denote the hypothesis of the signal to be absent or present,
respectively. Given the time-bandwidth product, u = TW , the test statistic
follows a central chi-square distribution with 2u degrees of freedom under
hypothesis H0 and a non central chi-square distribution with 2u degrees of
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freedom under hypothesis H1 [26]. As a result, the corresponding PDF is
given by [75],
fy(y) =
{
1
2uΓ(u)
yu−1e−
y
2 ,H0
1
2
y
2γ
u−1
2 e−
y+2γ
2 Iu−1(
√
2yγ) ,H1,
(3.14)
where γ is the instantaneous SNR, Γ(a) =
∫∞
0
ta−1e−tdt is the gamma function
and In(x) = (1/pi)
∫ pi
0
cos(nθ)excos(θ)dθ is the modified Bessel function of the
first kind [90].
By integrating (3.14) over the limits of zero to infinity, the mathematical
expressions of the probabilities of false alarm and detection are obtained as
[75],
Pfa =
Γ(u, λ/2)
Γ(u)
(3.15)
Pd = Qu(
√
2γ,
√
λ), (3.16)
where Γ(a, x) =
∫∞
x
t(a−t)e−tdt denotes the incomplete gamma function and
Qm(a, b) = (1/a
(m−1))
∫∞
b
xme−(x
2+a2)/2I(m−1)(ax)dx denotes the generalised
Marcum Q-function [90], [91].
3.4 Energy Detection Over TWDP Fading
Channels
In this section a novel closed-form expression for the average probability of
detection over TWDP fading channels is derived for single user detection.
The expression is then extended to account for cooperative detection and a
SLS diversity reception spectrum sensing scheme. Additionally, a method for
anatically obtaining the optimal detection threshold for ED-based spectrum
sensing over TWDP is proposed. These methods are then analysed as a means
of mitigating TWDP channel fades and improving the detection performance
of ED-based spectrum sensing.
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3.4.1 Single User Spectrum Sensing
The probability of false alarm and detection for single user spectrum sensing
over AWGN are given by (3.15) and (3.16), respectively. The probability of
detection over a fading channel can be obtained by averaging (3.16) over the
corresponding SNR fading statistics [86],
P¯d =
∫ ∞
0
Qu(
√
2γ,
√
λ)fγ(γ) dγ . (3.17)
Thus, the probability of detection over TWDP fading is obtained by substi-
tuting (3.9) into (3.16) and averaging as,
P¯dTWDP =
∫ ∞
0
Qu(
√
2γ,
√
λ)
K + 1
2γ¯
exp(−K)
M∑
i=1
[
exp(aiK)
exp
(
− (K + 1)γ
γ¯
)
A+ exp(−aiK)exp
(
− (K + 1)γ
γ¯
)
B
]
dγ .
(3.18)
By substituting x for
√
2γ and using [92, eq. (45)] the following Lemma
yields.
Lemma 1: The average detection probability over TWDP fading channels
is expressed by a closed-form representation as,
P¯dTWDP =
M∑
i=1
1
2
ai
[
Q
(√
2Kγ¯(1− ai)
K + γ¯ + 1
,
√
λ(K + 1)
K + γ¯ + 1
)
+Q
(√
2Kγ¯(1 + ai)
K + γ¯ + 1
,
√
λ(K + 1)
K + γ¯ + 1
)]
.
(3.19)
A detailed proof of Lemma 1 is shown in appendix A. Note that the proba-
bility of false alarm remains the same under any fading channel since it corre-
sponds to the noise-only case and hence, it is independent of the SNR statistics
[75].
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3.4.2 Cooperative Spectrum Sensing
The detection performance of ED-based spectrum sensing may be affected by
destructive channel conditions since the CR terminals are unable to distinguish
between an unoccupied channel and one that is attenuated by deep fading.
Therefore, cooperative detection that exploits spatial diversity among SUs has
been proposed as an effective means of improving the detection performance
by alleviating the effects of shadowing and multipath [93], [94].
In such a cooperative scheme every CR node, i, performs spectrum sensing
independently and makes a binary decision Di ∈ 0, 1∀i = 1, ...K where K is
the total number of cooperative users. All 1-bit decisions are forwarded into
a common receiver through an error-free channel where they are combined in
order for the fusion centre to decide whether a PU signal is present or absent
within the band of interest. This operation can be mathematically represented
as [95],
ζ =
K∑
i=1
Di
{
< n ,H0
≥ n ,H1,
(3.20)
where H0 and H1 denote the inferred hypothesis by the fusion centre that a
PU signal is absent or present, respectively.
After the fusion rule the resulting probabilities of false alarm, (Qfa), and
detection (Qd) for cooperative spectrum sensing are obtained as [96],
Qfa =
K∑
l=n
(
K
l
)
P lfa(1− P lfa)K−l (3.21)
Qd =
K∑
l=n
(
K
l
)
P ld(1− P ld)K−l, (3.22)
where n is an integer that represents the threshold for the number of cooper-
ative users for the “n-out-of-K” voting rule. For the case of n = 1 the voting
rule results in the OR-voting fusion rule whereas for n = K results in the
AND-voting fusion rule.
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For a cooperative scheme with m CR collaborative SUs, the probabilities
of false alarm and detection for the case of the OR-voting fusion rule are
expressed as [96],
Qfa = 1− (1− Pfa)m (3.23)
Qd = 1− (1− Pd)m. (3.24)
Similarly, for the case of the AND-voting fusion rule the corresponding
probability of false alarm and detection are given as [96],
Qfa = P
m
fa
(3.25)
Qd = P
m
d . (3.26)
Closed-form expressions for the average probability of detection of cooper-
ative spectrum sensing over TWDP channels can be derived by substituting
(3.19) into (3.24) and (3.26) for the case of OR-voting and AND-voting fusion
rules, respectively. Hence, the following Lemmas yield.
Lemma 2: The average probability of detection of m cooperative SUs with
OR-voting fusion rule operating over TWDP fading channels is expressed by
a closed-form representation as,
Q¯dTWDP =1−
[
1−
M∑
i=1
1
2
ai
[
Q
(√
2Kγ¯(1− ai)
K + γ¯ + 1
,
√
λ(K + 1)
K + γ¯ + 1
)
+Q
(√
2Kγ¯(1 + ai)
K + γ¯ + 1
,
√
λ(K + 1)
K + γ¯ + 1
)]]m
.
(3.27)
As previously stated, the probability of false alarm is independent of the
fading statistics and hence it can be evaluated as,
Q¯fa = 1−
[
1− Γ(u− λ/2)
Γ(u)
]m
. (3.28)
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Lemma 3: The average probability of detection of m cooperative SUs with
AND-voting fusion rule operating over TWDP fading channels is expressed by
a closed-form representation as,
Q¯dTWDP =
[
M∑
i=1
1
2
ai
[
Q
(√
2Kγ¯(1− ai)
K + γ¯ + 1
,
√
λ(K + 1)
K + γ¯ + 1
)
+Q
(√
2Kγ¯(1 + ai)
K + γ¯ + 1
,
√
λ(K + 1)
K + γ¯ + 1
)]]m
.
(3.29)
Similarly, the probability of false alarm is independent of the fading statis-
tics and hence it can be evaluated as,
Q¯fa =
[
Γ(u, λ/2)
Γ(u)
]m
. (3.30)
3.4.3 Spectrum Sensing with Diversity Reception
Although cooperation has been found to improve the detection performance of
ED-based spectrum sensing its achievable cooperation gain can be limited by
several factors. For example, the overall sensing performance can be degraded
by correlated observations of CR users blocked by the same obstacle or by co-
operation signaling overhead resulting in extra sensing time, delay and energy
consumption. As a result, single user detection with diversity reception has
been proposed as an alternative solution to improve the sensing performance
over fading channels [97].
Diversity is a well known technique used to compensate for signal fades
in wireless communication channels. SLS is an efficient diversity reception
scheme that is highly regarded due to its simplicity. Its principle is based on
selecting the branch with the maximum decision statistic [98],
ySLS = max[y1, y2, ...yL]. (3.31)
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In the case of i.i.d branch statistics PfaSLS can be expressed as the following
conditional probability,
P [ysls > λ|H0] = 1−
L∏
j=1
P (yj > λ|H0). (3.32)
Since H0 depends only on the noise statistics and thus is independent of
the fading its closed-form expression is given as follows [75, eq. (14)],
P¯ SLSfaTWDP = 1−
L∏
j=1
[
1− Γ(u, λ/2)
Γ(u)
]
. (3.33)
Following the same principle, the P SLSd can be written by the following
conditional probability,
P [ysls > λ|H1] = 1−
L∏
j=1
P (yj > λ|H1). (3.34)
Since H1 depends on the signal statistics and hence, on the channel fading
its closed-form expression can be obtained by averaging (3.34). This can be
represented as,
P¯ SLSd = 1−
L∏
j=1
∫ ∞
0
[1−Qu(
√
2γi,
√
λ)]fγi(γi)dγi. (3.35)
By expanding (3.35) yields,
P¯ SLSdTWDP = 1−
L∏
j=1
∫ ∞
0
fγj(γj) dγj −
∫ ∞
0
Qu(
√
2γj,
√
λ)fγj(γj)dγj. (3.36)
Taking into account that
∫∞
0
fγj(γj)dγj = 1, the integral under evaluation
in (3.36) is the same as the integral in (3.19). Hence, the average probability of
detection for SLS over TWDP fading can be obtained by averaging 3.35 over
independent TWDP branches. Therefore, by substituting (3.19) into (3.36),
the following lemma yields.
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Lemma 4: The closed form expression of the average probability of detec-
tion over TWDP fading channels with SLS diversity reception is deduced as,
P¯ SLSdTWDP =1−
L∏
j=1
[
1−
M∑
i=1
1
2
ai
[
Q
(√
2Kγ¯j(1− ai)
K + γ¯j + 1
,
√
λ(K + 1)
K + γ¯j + 1
)
+Q
(√
2Kγ¯j(1 + ai)
K + γ¯j + 1
,
√
λ(K + 1)
K + γ¯j + 1
)]]
.
(3.37)
3.4.4 Threshold Optimisation
As discussed in Chapter 2, the selection of the detection threshold selection
is a critical task as it determines the trade-offs between the probabilities of
false alarm and detection or missed detection and, hence, affects the spectrum
sensing performance. Probability of false alarm and miss detection are the
two error metrics for spectrum sensing. In traditional Constant False Alarm
Rate (CFAR) spectrum sensing, the detection threshold is selected subject to
a given Pfa constraint.
The threshold selection mechanism for CFAR ED-based spectrum sensing
is described in Figure 3.1. Let f(H0) and f(H1) correspond to the noise and
signal power distribution. By setting a detection threshold λCFAR, the area
of the f(H0) that exceeds the λCFAR expresses the Pfa whereas the area of
f(H1) below λCFAR expresses Pmd. However, with reference to Figure 3.2,
which describes a scenario with higher SNR, it can be seen that by using
the CFAR approach the probability of false alarm remains the same whereas
the probability of missed detection is reduced. Therefore, taking into account
both Pfa and Pmd the sensing performance can be improved in terms of SNR
requirements. In addition taking into account both sensing error metrics, opti-
mal sensing performance can be achieved by improving the spectrum efficiency
and minimising the interference to the primary system at the same time.
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Figure 3.1: Threshold selection in CFAR ED-based spectrum sensing.
Figure 3.2: Adaptive threshold selection for ED-based spectrum sensing.
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To this end, a dynamic detection threshold mechanism is proposed where
contrary to CFAR ED-based spectrum sensing the detection threshold is deter-
mined with respect to the minimal detection error probability, Pe [99]. Based
on the fact that false alarms and missed detections occur under hypotheses
H0 and H1 the detection error probability can be expressed as a linear com-
bination of Pfa and Pmd with the corresponding PU occupancy statistics as
weights [100]. Hence,
Pe = P (H0)Pfa + P (H1)Pmd, (3.38)
where P (H0) and P (H1) denote the probability of PU presence and absence,
respectively, with P (H0) + P (H1) = 1. Note that for P (H0) = P (H1) = 0.5
(3.38) expresses the total sensing error.
The optimal detection threshold, λopt, that minimises the detection error
probability, Pe, can be obtained by,
λopt = argmin(P (H0)Pfa + P (H1)Pmd). (3.39)
This can be achieved when,
P (H0)
∂Pfa
∂λ
+ P (H1)
∂Pmd
∂λ
= 0. (3.40)
Therefore, the derivative terms
∂Pfa
∂λ
and ∂Pmd
∂λ
need to be evaluated. As
Pfa does not depend on the fading statistics of the channel,
∂Pfa
∂λ
for AWGN is
derived in [99] as,
∂Pfa
∂λ
= − 1
(u− 1)!
λu−1
2u
e−
1
2 . (3.41)
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Given the probability of detection over TWDP fading, (3.19) and based on
the chain rule, ∂Pd
∂λ
is obtained as,
∂Pd
∂λ
=− (K + 1)
2
(
λ(K+1)
K+γ¯+1
) 1
2 (K + γ¯ + 1)
M∑
i=1
1
2
ai
[
exp
(
− 2Kγ¯(1− ai) + λ(K + 1)
2(K + γ¯ + 1)
)
I0
(
2Kγ¯λ(K + 1)(1− ai)
(K + γ¯ + 1)2
)
+ exp
(
− 2Kγ¯(1 + ai) + λ(K + 1)
2(K + γ¯ + 1)
)
I0
(
2Kγ¯λ(K + 1)(1 + ai)
(K + γ¯ + 1)2
)]
.
(3.42)
A detailed derivation of (3.42) is presented in appendix A.
Taking into account that Pmd = 1 − Pd yields ∂Pmd∂λ = −∂Pd∂λ . Hence, using
(3.41) and (3.42) the solution to P (H0)
∂Pfa
∂λ
+ P (H1)
∂Pmd
∂λ
= 0 provides the
optimal detection threshold for different occupancy statistics P (H0) and P (H0)
over TWDP fading channels.
3.5 Numerical Results
This section presents numerical results on the performance of ED-based spec-
trum sensing for different operating scenarios and fading conditions. Different
spectrum sensing schemes are considered, including single user spectrum sens-
ing, diversity reception and cooperative spectrum sensing. The performance
of ED-based spectrum sensing with optimised threshold over hyper-Rayleigh
fading conditions is also analysed. Additionally, a numerical analysis of the ef-
fect of the TWDP fading parameters on the detection performance is provided.
The detection performance is evaluated through the ROC (Pd vs. Pfa) and
complementary ROC (Pmd vs. Pfa) curves as well as in terms of the detection
accuracy with respect to the SNR requirements.
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3.5.1 Fading Scenarios
The selected fading scenarios are considered as representatives for describing
the behaviour of ED-based spectrum sensing under moderate, severe and worse
than Rayleigh fading conditions within realistic operational environments as
per Table 3.2. Scenario 1 describes typical Rayleigh fading, while Scenario 2
represents Rician fading with a K-factor of 5 dB. These scenarios are adequent
representatives of cognitive M2M wireless deployments operating in both in-
door and outdoor environments. On the other hand, Scenarios 3-5 are chosen
to describe the operation of cognitive M2M deployments in confined structures
under extreme fading conditions.
All the aforementioned scenarios are based on the experimental work in [80]
and can model the behaviour of static nodes that operate within in-vehicular
environments in the 2.4 GHz Industrial Scientific and Medical (ISM) band.
Three different in-vehicular environments are considered including a single-
deck bus and two different types of airframe, an MD-90 and a 747-400. Due
to the enclosed, metallic structure of such environments, the SU is expected
to experience rapid fluctuations and deep fades in the received signal over
distances of the order of a wavelength because of reflections which result in
severe small-scale fading conditions [101]. Furthermore, due to the rich in
multipath environment, which may lead in increased spread figures, severe
frequency selective behaviour is also expected. In this context, Rician and
Rayleigh fading are used to describe moderate and severe fading conditions,
respectively, whereas the hyper-Rayleigh channel model is used to desrcibe
extreme fading conditions.
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Table 3.2: Fading scenarios.
Scenario Environment K ∆ Fading
Scenario 1 Indoor/ outdoor 0 dB - Rayleigh
Scenario 2 Indoor/ outdoor 5 dB ∆ = 0 Rician
Scenario 3 747-400 airframe 10 dB ∆ = 1 hyper-Rayleigh
Scenario 4 MD-90 airframe 20 dB ∆ = 1 hyper-Rayleigh
Scenario 5 Single-deck bus 30 dB ∆ = 1 hyper-Rayleigh
The severity of different fading channels is presented in Figure 3.3, which
describes the frequency selective fading behaviour of Rician, Rayleigh, and
hyper-Rayleigh channels in the 2.4 GHz ISM band. It can be seen that all
traces exhibit similar large-scale behaviour with a median received power of
-45 dB (Rician), -46 dB (Rayleigh), and -48 dB (hyper-Rayleigh). However,
their small-scale fading statistics are significantly different. More specifically,
the Rician trace fluctuates smoothly whereas the Rayleigh and hyper-Rayleigh
exhibit higher than 20 dB and 30 dB fades, respectively, which in turn result
in severe and extreme fading conditions.
3.5.2 Simulation Model
The derived analytical expressions are substantiated through both numerical
evaluations and simulations. The simulation model for the wireless fading
channel is built as shown in Figure 3.4. This simulation model generates the
received signal, y(t), at the detector front-end based on the signal’s structure
given by expression (3.12). The required fading channel coefficients, g, for the
fading channel are generated on a case by case basis. For each scenario the
corresponding channel coefficients are obtained through the TWDP PDF given
by expression (3.4). Noise is modelled as AWGN with variance σw = 1 and
as such, the corresponding noise samples are drawn from a Gaussian random
process (0, 1).
The received SNR γ is defined as g
2Eb
N0
. Hence, the average SNR, γ¯ =
E
(
g2Eb
N0
)
where E(.) denotes the mathematical expectation. According to [26],
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Figure 3.3: TWDP fades.
Figure 3.4: Simulation model of ED-based spectrum sensing over a fading
channel.
for ED-based spectrum sensing the received signal’s energy is obtained within
an observation interval T as,
Ex =
∫ T
0
x2(t)dt =
1
2TW
2u∑
i=1
x2i (3.43)
Assuming that the energy Ey of y(t) is observed within 2u samples,
x2i =
TWEx
u
(3.44)
Therefore, based on the simulation model in [102], for a time-bandwidth
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product u = TW = 1 and a given γ¯, a minimum of 2u samples of y(t) are
required to calculate the signal’s energy, Ey. Then, the 2u samples are multi-
plied with the corresponding fading channel coefficient. In the case of H1, the
samples of y(t) are constructed by adding the noise samples from a Gaussian
random process (0, 1) to the corresponding samples of x(t). In the case of H0,
no PU signal is present and thus, all xi samples are of zero energy.
The test statistic, Ty, is generated from equally likely hypothesis (probabil-
ity that event H0 and H1 occur is 0.5), unless otherwise stated. By comparing
Ty with the detection threshold, λ, the presence or absence of a PU signal is
determined. The value of λ is calculated subject to a Pfa constraint as dis-
cussed in the previous chapter. After 105 iterations, the average Pfa and Pd
are obtained as,
Pfa =
Nfd
NH0
(3.45)
Pd =
Ncd
NH1
, (3.46)
where Nfd and Ncd denote the total number of false and correct detections,
respectively whereas NH0 and NH1 denote the total number of times the PU
signal is under hypothesis H0 and H1, respectively.
3.5.3 Results and Discussion
Figure 3.5 shows the complementary ROC curve for ED-based spectrum sens-
ing over TWDP fading obtained using expressions (3.15) and (3.19) for the
range of K and ∆ values specified in Table 3.2. The SNR is fixed to 15 dB
as it has been found to provide adequate detection performance over AWGN
channels [103]. The complementary ROC curves for Rician and Rayleigh fad-
ing channels are shown in the same figure for comparison between the derived
expression and the relevant expressions from [75]. Notice that these two curves
closely match the curves obtained using our derived expression for the special
cases of Rayleigh (K=0 dB) and Rician (K = 5 dB, ∆ = 0). The good match
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between these curves and between the simulation and analysis results suggests
that the proposed physical model is valid as well as that the derived expression
for the average probability of detection over TWDP fading channels presents
an effective approximation of realistic fading scenarios.
With reference to Figure 3.5, it can be seen that as the value of K in-
creases, the ROC curve moves within the hyper-Rayleigh region towards the
upper bound of two-ray fading (K = ∞, ∆ = 1). These results suggest that
inferior detection performance is achieved when compared to the Rayleigh fad-
ing as a result of cancellation of two anti-phase specular waves and the low
power of diffused components. Indicatively, for a Pmd = 0.1, i.e, Pd = 0.9 the
corresponding Pfa reaches 0.01 and 0.03 under Rician and Rayleigh whereas
for hyper-Rayleigh fading varies from 0.27 to 0.7. Therefore, under “hyper-
Rayleigh” fading conditions the required criterion Pfa ≤ 0.1 is not met. It is
worth noting that such high false alarm values would prevent any unused spec-
trum from being accessed by the CR nodes, leading to low spectral utilisation.
Figure 3.5: Complementary ROC curve for ED-based spectrum sensing over
TWDP fading with different K and ∆ values for γ¯ = 15 dB.
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Figures 3.6, 3.7 and 3.8 present the detection performance of ED-based
spectrum sensing with respect to the required average SNR, γ¯, for different
fading scenarios. The results are obtained by plotting (3.19) for different SNR
values in the range of 0 dB-30 dB. Figure 3.6 shows the detection performance
over a TWDP fading channel for the same range of K values as in Durgin’s
analysis in [87] and ∆ = 1. When ∆ = 1, both specular waves are out
of phase and of equal strength, while the specular power is K times larger
than the power of the diffuse component. This results in a poorer detection
performance than for Rayleigh fading channels.
Figure 3.6: P¯dTWDP versus SNR for ED-based spectrum sensing over TWDP
fading for a target Pfa = 0.1 with different values of K.
67
Chapter 3. Spectrum Sensing over Two-wave with Diffuse Power
Fading Channels
Figure 3.7 depicts the performance of ED-based spectrum sensing for K =
10 dB and different values of ∆ from 0 to 1. It can be seen that the detection
performance deteriorates when ∆ approaches to 1, i.e. moves from Rician to
a two-wave scenario and the two specular components start cancelling each
other out.
Figure 3.7: P¯dTWDP versus SNR for ED-based spectrum sensing over TWDP
fading for a target Pfa = 0.1 with different values of ∆.
Similarly, Figure 3.8 describes the sensing performance within a severe
fading scenario, i.e. K ≥ 10 dB and ∆ = 1, in which the diffuse components
are of equal power whereas the total power of the specular waves is at least
ten times that of the diffuse component. Under such fading conditions, as the
value K increases, the product of K and ∆ becomes large and the TWDP
PDF becomes bimodal, thus exhibiting two maxima [87]. This in turn results
in the order change that is observed in the γ¯ versus P¯dTWDP curves at an SNR
of 15 dB. The curve for the case of two-ray fading channel is also provided as
the upper-bound of hyper-Rayleigh fading.
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The obtained results suggest that the average detection performance dete-
riorates as K increases, (the PDF moves from Rician to the two-wave fading
scenario) as the two specular components cancel each other out and the power
difference between the multipath components and the corresponding diffuse
components increases. More specifically, for ∆ = 1, K = 10 dB, a minimum
SNR of 18 dB is required to achieve a Pd = 0.9, while for ∆ = 1, K = 20
dB and ∆ = 1, K = 30 dB a minimum SNR of 21 dB and 23 dB is required,
respectively. On the other hand, ED-based spectrum sensing over Rayleigh
requires and SNR of 13 dB. According to these SNR figures, it is deduced
that the SNR requirements for Pd = 0.9 are increased up to 77% which would
significantly affect the energy efficiency of energy-constrained CR nodes.
Figure 3.8: P¯dTWDP versus γ¯ for ED-based spectrum sensing over TWDP fading
for a target Pfa = 0.1 with different values of K ≥ 10dB and ∆ = 1.
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Figure 3.9 describes how the detection performance of ED-based spectrum
sensing in terms of Pd is affected as K increases, for the extreme case of the
two-wave fading channel, i.e. ∆ = 1. The behaviour of ED-based spectrum
sensing is studied for three scenarios with a target Pfa = 0.1 and SNR values of
3 dB, 6 dB and 10 dB. It is observed that although the detection performance
is not very sensitive to the variations of K, for such fading conditions, ED
is unable to achieve a probability of detection of Pd, that ensures efficient
spectrum sensing in terms of interference to the PUs as indicated by the IEEE
802.22 standard in [13].
Similarly, Figure 3.10 presents the effect of the fading parameter ∆ on
the detection performance in terms of the corresponding for a fading scenario
with K = 10 dB. It can be seen that the detection performance degrades
significantly as ∆ increases from 0 (Rician) to 1 (two-wave) since the channel
exhibits worse fading than Rayleigh due to deep fades.
Figure 3.9: P¯dTWDP versus K for ED-based spectrum sensing over TWDP
fading for a target Pfa = 0.1 with different values of γ¯.
70
Chapter 3. Spectrum Sensing over Two-wave with Diffuse Power
Fading Channels
Figure 3.10: P¯dTWDP versus ∆ for ED-based spectrum sensing over TWDP
fading for a target Pfa = 0.1 with different values of γ¯.
These results indicate that the overall detection performance is affected by
the fading parameters, particularly in high SNR regions. More specifically for
a fading scenario of an in-vehicular network, with K = 10 dB and ∆ = 1, SNR
of more than 19 dB is required in order to achieve a detection performance of
Pd = 0.9 and Pfa = 0.1, while for Rayleigh and Rician fading an SNR of 13 dB
and 8 dB is required, respectively. Such SNR requirements could significantly
affect the energy efficiency of energy-constrained terminals in such WSN de-
ployments. Although, such deep fades could be avoided by simply moving the
receiver a fraction of a wavelength, this is not always possible, as in the case of
a static node deployment that is often used in WSNs and M2M deployments.
Therefore, cooperation and diversity reception are proposed as a means of
mitigating the effect of TWDP fades in the spectrum sensing performance.
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In this context, by plotting expressions (3.27) and (3.28), Figure 3.11 illus-
trates the ROC curve for ED-based spectrum sensing with up to six cooperative
CR users over a TWDP fading channel with K = 10 dB and ∆ = 1. For this
scenario the OR-voting fusion rule with an average SNR of γ¯ = 10 dB is con-
sidered. It can be seen that the detection performance of the ED-based scheme
improves substantially as the number of cooperative CR users increases. The
Rayleigh curve for single-user detection is also provided for comparison. For
this fading scenario, for a target probability of false alarm Pfa = 0.1, the prob-
ability of detection for six cooperative users is approximately 45% larger than
for single user spectrum sensing.
Figure 3.11: ROC curves for ED-based spectrum sensing with OR-voting fusion
rule based cooperation with n SUs for γ¯ = 5 dB, K = 10 dB and ∆ = 1.
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Figure 3.12 shows the ROC curve for ED-based spectrum sensing over the
same operational scenario and fading conditions. However, for this case an
AND-voting fusion rule is considered. As it can be seen, cooperative spectrum
sensing with AND-voting fusion rule cannot improve the detection performance
over TWDP fading channels as it requires from all the cooperative sensing users
to have the same sensing result in order to determine whether a PU is present
or absent. Hence, over such severe fading conditions the probability of all
cooperative SUs to have same sensing results decreases exponentially (Figure
3.13) which in turn results in overall detection performance degradation.
Figure 3.12: ROC curves for ED-based spectrum sensing with AND-voting
fusion rule based cooperation with n SUs with γ¯ = 5 dB, K = 10 dB and
∆ = 1.
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Figure 3.13: Probability of detection versus the number of cooperative users
for AND-voting fusion rule.
Based on the obtained results, OR-voting fusion rule has been found to
be a more effective cooperative spectrum sensing scheme compared to AND-
voting fusion rule. In this context, Figure 3.14 describes the performance of
the OR-voting fusion rule cooperative scheme over TWDP fading with respect
to the SNR requirements. The highest cooperation gain is observed from the
single-user to the two cooperative users case. Indicatively, for a target Pd = 0.9
an SNR value of 18 dB is required for single-user spectrum sensing whereas
for the case of two cooperative sensing users the same performance is achieved
for an SNR of 6.5 dB resulting in a cooperation gain of 11.5 dB.
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Figure 3.14: Probability of n cooperative users to have the same sensing output
of a TWDP fading channels with K = 10 dB and ∆ = 1.
Although cooperation achieves significant gains and can improve the sens-
ing performance over TWDP fading channels it requires dedicated channels for
exchanging sensing results between the cooperative nodes. In addition, as the
number of cooperative nodes increases the communication overhead increases
which may result in sensing delays and low spectrum utilisation. Thus, SLS
diversity reception can be employed to mitigate the fading effects with re-
duced complexity and infrastructure requirements. More specifically, Figure
3.15, obtained by plotting expressions (3.33) and (3.37), describes the detec-
tion performance for and SLS diversity scheme with up to five branches. The
average SNR for each branch is set to γ¯1 = 5 dB, γ¯2 = 1 dB, γ¯3 = 2 dB, γ¯4 = 3
dB and γ¯5 = 4 dB.
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With reference to Figure 3.15 it can be seen that as the number of diversity
branches increases the detection performance improves as the average prob-
ability of detection increases by up to 38% for L = 5. More specifically, for
a target probability of false alarm Pfa = 0.1, the probability of detection for
L = 5 is 95% larger than the corresponding value for L = 1. Additionally, the
highest diversity gain is observed from the no diversity case to the dual branch
(L = 2) scheme.
Figure 3.15: ROC curves for ED-based spectrum sensing with SLS diversity
reception over TWDP fading with K = 10 dB, ∆ = 1 and γ¯1 = 0 dB, γ¯2 = 1
dB, γ¯3 = 2 dB, γ¯4 = 4 dB.
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In all previous cases, CFAR ED-based spectrum sensing with the detection
threshold being determined subject to a Pfa = 0.1 constraint is considered.
By analysing the detection performance, in terms of the detection error prob-
ability, Pe, as discussed in Subsection 3.4.4, with respect to the required SNR
it can be seen that the resulting curves have a global minimum for any fading
scenario as shown in Figure 3.16. This implies that there is an exact value of λ,
which minimises Pe which can analytically be obtained as shown in Subsection
3.4.4. As expected, the best detection performance is achieved over AWGN
with Pemin = 0.05, whereas Pemin = 0.3 over TWDP with K = 10 dB and
∆ = 1.
Figure 3.16: Detection error probability of ED-based spectrum sensing over
different fading channels for γ¯ = 10 dB
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The CFAR performance curves are obtained by evaluating (3.19) with re-
spect to the required SNR for a detection threshold λ = 4.6 dB that corre-
sponds to a target Pfa = 0.1. On the other hand, the performance curves of the
optimal threshold approach are obtained by evaluating (3.19). The detection
performance is analysed for the operational scenarios and fading conditions as
per Table 3.2. The extreme case of two-ray fading with K =∞ and ∆ = 1 is
also considered as the upper bound of hyper-Rayleigh fading.
In Figure 3.17 the performance of CFAR and optimal threshold ED-based
spectrum sensing is compared for a range of fading scenarios. Rayleigh fading
(highlighted curves) is considered as a performance benchmark whereas the
two-ray fading scenario is considered as the upper bound of “hyper-Rayleigh”
fading. It is observed that the optimal threshold sensing approach outperforms
the CFAR one. Indicatively, the average Pe is improved by approximately up
to 50% for every fading scenario. In addition, it is shown that using optimal
detection threshold the SNR requirements are significantly reduced. More
specifically, for Scenario 1, CFAR achieves a minimum Pe = 0.22 at 25 dB
whereas the same Pe is achieved for an SNR of 13 dB when optimal threshold
is applied. Similarly, for Scenario 2 the minimum Pe of 0.24 is achieved for
an SNR of 25 dB whereas the optimised method requires an SNR of 12 dB to
achieve the same performance. For Scenario 3, an SNR of 25 dB is required
for a Pe of 0.26. On the other hand, under same fading conditions, an SNR
of 11 dB is required when optimal threshold is applied. Those results suggest
that the use of the optimal threshold can achieve SNR gains of up to 13 dB in
terms of detection error probability Pe.
These results suggest that the use of the optimal threshold can achieve SNR
gains of up to 13 dB in terms of detection error probability Pe. Such gains
are achieved due to the fact that the threshold is selected based on the SNR
and the signal fading statistics as explained in Subsection 3.4.4. To this end,
the performance of the optimal detection ED-based spectrum sensing in terms
of false alarm and detection probabilities independently is analysed in Figure
3.18. It can be seen that although the proposed approach achieves similar Pd
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to the CFAR ED-based spectrum sensing it significantly reduces the Pfa. This
in turn explains the high SNR gains in the detection performance in terms of
Pe.
Figure 3.17: Detection error probability, Pe, for CFAR and optimal threshold
ED-based spectrum sensing over different fading channels.
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Figure 3.18: Probability of detection and false alarm for CFAR and optimised
ED-based spectrum sensing over different TWDP fading with K = 10 dB and
∆ = 1.
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In all previous cases, equal occupancy probabilities P (H0) = P (H1) = 0.5
are considered. However, as it can be seen from (3.40) the optimal detection
threshold depends on the spectrum occupancy statistics. In this context, Fig-
ure 3.19 analyses the performance of the optimal threshold approach in terms
of Pe with respect to the received signal’s SNR and the spectrum occupancy
statistics P (H0). Note that, P (H0) denotes the spectrum availability and thus,
spectrum occupancy P (H1) is given as 1− P (H0).
With reference to Figure 3.19 it is shown that highly occupied channels
(0 ≤ P (H0) ≤ 0.2) result in high Pe within the range of 0.6-1 as the probability
of a TWDP fade with K = 10 dB and ∆ = 1 to occur is in the range between
80%-100%. As a result the sensing performance is affected with such Pe figures
resulting in degraded spectrum utilisation and increased interference to the
PUs.
On the other hand, for low (0% - 19%) and moderate (20% - 80%) and
spectrum utilisation, the detection performance is improved with Pe values
ranging between 0.6 and 0.1 based on the received signal’s SNR as discussed
previously in this subsection. Based on these results, optimal detection per-
formance can be achieved for SNR values higher than 13 dB and spectrum
availability higher than 20%.
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Figure 3.19: Evolution of Pe with respect to SNR and channel availability
P (H0).
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3.6 Summary
The performance of ED-based spectrum sensing under moderate and severe
fading conditions as described by the TWDP fading channel model has been
analysed in this chapter. An analytic expression for the average probability
of detection over TWDP fading channels is derived, which also encompasses
Rayleigh and Rician fading as special cases. This expression has been ex-
tended to the case of SLS diversity reception scheme as well as to the case of
cooperative spectrum sensing. These derivations allowed us to quantify the
effects of fading in the performance of ED-based spectrum sensing for CR en-
abled applications that could not be adequately characterised by traditional
fading models. The obtained results demonstrate that under such fading con-
ditions, 46% and 137% higher SNR is required to achieve the same detection
performance as in Rayleigh and Rician fading respectively. To this end, di-
versity reception and cooperative detection are proposed and investigated as
a means of improving the detection performance and reduce the requirements
in terms of SNR by up to 18 dB. Additionally, the performance of an ED-
based spectrum sensing scheme with optimal detection threshold selection is
proposed. Different from traditional CFAR spectrum sensing, the proposed
scheme selects a threshold dynamically subject to a minimum detection error
probability which in turn results in an up to 13 dB SNR gain. The presented
results, provide a comprehensive performance analysis of ED-based spectrum
sensing for cognitive radio systems in worse than Rayleigh fading scenarios
which can lead to the design of improved CR receivers that enhance the over-
all performance of CR communication systems operating in confined structures
such as in-vehicular wireless M2M environments.
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Chapter 4
A Hidden Markov
Model for Spectrum
Occupancy Prediction
4.1 Introduction
With reference to the analysis on state-of-the-art prediction methods, as pre-
sented in Chapter 2, HMM-based spectrum occupancy prediction is considered
the most appropriate scheme for real-time channel occupancy state prediction
owing to its statistical properties and characteristics. To this end, this chapter
describes how the spectrum sensing problem can be formulated as an HMM
and how HMMs can be further used to model and predict spectrum occupancy.
More specifically, in Section 4.2 the related work on spectrum occupancy mod-
elling and estimation using Markov and Hidden Markov processes (HMPs) is
reviewed, whereas in Section 4.3 the theoretical background of HMMs is de-
scribed. The spectrum occupancy model in the context of CR including the
PU activity model, the channel model and the spectrum sensing model are
described in Section 4.4. Based on this model, the framework for modelling
the perceived spectrum occupancy as an HMM is presented in terms of the
model’s structure and parameters. In Section 4.5 the algorithms for HMM
state estimation and prediction are presented. These algorithms include the
forward-backward algorithm, the Viterbi algorithm, the Baum-Welch Algo-
rithm (BWA) and the state prediction algorithm. Note that in the literature,
HMPs are more commonly referred to as HMMs, as the term HMP emphasises
the process itself rather than its use as a model. Therefore, the term HMM
will be used throughout this thesis.
85
Chapter 4. A Hidden Markov Model for Spectrum Occupancy
Prediction
4.2 Related Work
The existence of a Markovian pattern in spectrum occupancy has been exper-
imentally validated in [104], through spectrum activity measurements in the
928-948 MHz paging band. The main objective of that work was to estimate
the hidden sequence of channel occupancy base on the observation sequence
of past spectrum sensing results with the use of the Viterbi algorithm. How-
ever, this approach is restricted only to parameter estimation for a narrow
spectrum of 20 MHz. Furthermore, its applicability to real-world scenarios is
significantly limited as perfect spectrum sensing has been assumed.
An HMM-based dynamic spectrum allocation algorithm for CR has been
proposed in [105]. The proposed algorithm is based on a Markov chain with
a finite-state observable process, whose parameters are estimated online using
the Baum-Welch training algorithm. The CR accesses the spectrum based on
the estimated parameters and the PU activity is inferred based on the joint
probability of the observation sequence and the hidden state. However, the
proposed access method has only been based on the occupancy state estimation
rather than spectrum occupancy prediction. This approach has been found to
outperform the traditional Carrier Sense Multiple Access (CSMA) method in
terms of SNR. However, due to the assumption of error-free spectrum sens-
ing the applicability of the proposed algorithm is limited only to high SNR
scenarios.
In [106], an HMM-based channel status predictor has been proposed as a
means of minimising the negative impact of response delays caused by SDR
platforms. The model’s parameters are estimated by a simple statistical pro-
cess over a training sequence of spectrum sensing outputs instead of using a
training process. As a result, the model’s parameters cannot be optimised,
which in turn may have degraded its overall prediction performance. The pre-
diction performance of the proposed model has been evaluated using Wi-Fi sig-
nals with periodic patterns in an indoor measurement environment. However,
the use of periodic patterns diminishes the advantages of HMMs. Addition-
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ally, although the proposed model has been clearly described, its prediction
performance has not been compared with other prediction methods.
In [107] a discrete-time Markov chain has been used to model the spec-
trum sensing problem in the time domain. By using the Viterbi algorithm,
a sequence detection algorithm is proposed to decode the PU state given the
observation sequence. Unlike the previous studies, spectrum sensing errors
have been considered in terms of the probabilities of missed detection and
false alarm. More specifically, the proposed algorithm has been based on the
assumption that spectrum sensing can be described by an HMM and has ex-
ploited the forward-backward algorithm to estimate the actual channel state
through a noisy channel to improve the sensing accuracy of ED-based spectrum
sensing in terms of Pfa and Pmd. The proposed sequence detection algorithm
improves the overall sensing performance with up to 10 dB SNR gains com-
pared to classical ED. However, the Baum-Welch algorithm has not been used
to estimate the model’s parameters and the problem of predicting future PU
occupancy states has not been considered.
Existing research has shown that HMMs can effectively describe tempo-
ral spectrum occupancy. However, the majority of literature is focused on
estimating the actual occupancy state for a current time instant rather than
predicting it in future time instants. Furthermore, the majority of the afore-
mentioned studies applied HMMs for decision-theoretic access protocols at the
MAC layer. In this work, HMM is used to model the PHY-layer spectrum sens-
ing for CR by integrating the PU occupancy statistics as a means of improving
spectrum sensing efficiency. Given that HMM provides a simple yet effective
framework for modelling PHY-layer spectrum sensing this approach results
in reduced complexity compared to MAC-layer approaches that require more
sophisticated statistical tools such as queuing theory models or Partial Ob-
servable Markov Decision Processes (POMDP). In addition, the HMM-based
PHY-layer approach can be further exploited for cross-layer implementation
of efficient spectrum sensing and access mechanisms.
In this context, this work focuses on modelling PHY-layer spectrum sensing
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using an HMM as a means of improving the sensing efficiency of autonomous
SUs in terms of energy and time consumption. On-line training of the HMM-
based prediction model is considered to facilitate real-time parameter estima-
tion, and thus, prediction. In addition, spectrum sensing errors are considered
in the model formulation to account for realistic CR scenarios.
4.3 Hidden Markov Model Fundamentals
A random process can be characterised as a Markov process if the Markovian
property is satisfied, i.e. given a present event, future and past events are
independent [108]. The output of a Markov process is assumed to be directly
observable. However, in some cases the observable output depends on the
outputs of an underlying process. In this context, an HMM is described as
a doubly stohastic process that incorporates an observable process with an
underlying one. The underlying process is a Markov chain that is observed
through a memoryless, discrete-time invariant channel and is referred to as
the hidden process, whereas the observable process is a sequence of condition-
ally independent random variables [109]. The hidden process can be either
a discrete-time or a continuous-time finite-state homogenous Markov chain,
whereas the output of the observable process can either have a finite or a
general alphabet.
4.3.1 Mathematical Formulation
Given a hidden process, {Xt}, and an observable process, {Yt}, an HMM can
be described as a doubly embedded process {Xt, Yt}, t = 0, 1, ...T as shown in
Figure 4.1. The hidden process {Xt} consists of N number of hidden states
within the state space S of {S1, ...SN} and satisfies the Markovian property.
Formally,
P (xt = Si|xt−1 = Sj, xt−2 = SN , ...) = P (xt = Si|xt−1 = Sj), (4.1)
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where xt denotes the hidden state at time instant t.
Figure 4.1: Hidden Markov model.
As a Markov process, Xt is characterised by the transition probabilities aij,
and the initial state distribution pii. The transition probabilities describe the
relation between the current and past states of the process, whereas the initial
state distribution expresses the probabilities that the process starts from a
given state. Formally,
aij = P (xt = Si|xt−1 = Sj), 1 ≤ i, j ≤ N (4.2)
pii = P (x1 = Si), 1 ≤ i ≤ N, (4.3)
with aij ≥ 0 and
∑N
j=1 aij = 1.
In addition to the transition probabilities and initial state distribution,
another critical element to characterise an HMM is the set of the emission
probabilities bj(vk). Given the observable discrete output Yt, the emission
probabilities express the probability of observing a particular output for a
given state. Formally,
bj(vk) = P (yt = Vk|xt = Sj), 1 ≤ j ≤ N, 1 ≤ k ≤M, (4.4)
where M is the number of observations vk within the emission space V1, ...VM
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and yt is the observable state at time instant t.
4.3.2 Application to real-world problems
In order to describe and apply HMMs in real-world applications the transition
and emission probabilities are used in the form of a matrix. The transition
probability matrix is a square N×N matrix that contains the set of aij and the
emission matrix is anN×M matrix that contains the set of bj(vk). Using all the
essential parameters, an HMM is characterised by the tuple λ = (pi,A,B) with
pi denoting the initial state distribution, and A and B denoting the transition
and emission matrices, respectively. There are three problems when HMMs
need to be used in real-world applications [65]:
 Problem 1: Given the model parameters the probability of a particular
observation sequence to have been generated by the given model must
be computed.
 Problem 2: Given the model parameters and a particular observation
sequence the hidden sequence that has most likely generated the output
sequence must be determined.
 Problem 3: The maximum likelihood estimate of the model parameters
that have generated the given set of the observation sequence must be
obtained.
These problems are known as the HMM canonical problems. Therefore, in
order to apply HMMs in spectrum occupancy prediction, all three problems
need to be solved. Problem 1 can be solved using a dynamic programming
approach for calculating efficiently the likelihood that a particular observation
has been generated by a given model; Problem 2 can be solved through the
decoding process using the Viterbi algorithm; and Problem 3 can be solved
during the learning process by applying the Baum-Welch algorithm [65]. The
following sections provide the framework for modelling spectrum occupancy as
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an HMM and describe how the three aforementioned problems are solved in
the context of spectrum occupancy prediction.
4.4 System Model
Let Xt and Yt denote the PU activity and sensing output at the SU, respec-
tively. The PU activity Xt is unknown to the SU, and thus it is considered
as the hidden state of an underlying process. Spectrum sensing is performed
at the CR node by measuring the received signal power and comparing it to
a predefined detection threshold to determine the PU occupancy status, Xt,
as active or idle. By using past spectrum sensing outputs the PU occupancy
state is estimated and is used for spectrum occupancy prediction without any
knowledge on the current sensing output.
Figure 4.2: Spectrum occupancy prediction description.
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As shown in Figure 4.2 spectrum occupancy describes how the PU activity
is perceived by the SU subject to a noisy wireless channel. In this context,
spectrum occupancy can be described by three components:
1. the PU activity model
2. the channel model between the PU and SU
3. the spectrum sensing model.
4.4.1 Primary User Activity Model
The PU activity model is used to describe the features of the primary system
that can be further exploited by the SU in order to distinguish between a
PU transmission and noise. In this work, PU activity is assumed to follow
a first-order Markov chain. Despite the simplicity of Markov models, they
have been found to provide a strong mathematical framework for modelling
different stochastic processes and they are considered as the most popular tool
for modelling network users’ activity from the early wireless network activity
models to the latest advances in CR [110]. Furthermore, the assumption of
modelling PU activity as a Markov chain is experimentally verified in the
following chapter. Thus, in the CR context, PU activity can be described by
a two-state, discrete-time Markov chain with a state space S{0, 1} as shown
in Figure 4.3 [111].
Let the random variable St ∈ {0, 1} describe the channel occupancy state at
time instant t with St = 1 corresponding to an active state (PU is transmitting)
and St = 0 corresponding to an idle state (PU is not transmitting). Since only
two states are considered, the transition between idle and active states are
mathematically described by a set of transition probabilities aij = P (xt+1 =
Sj|xt = Si), for i, j ∈ {0, 1}, which in turn are used to form the transition
matrix as,
A =
 a00 a01
a10 a11
 . (4.5)
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Figure 4.3: PU transmission model.
Let the random variables µ0 and µ1 express the time duration that the
PU remains in idle and active state, respectively. Since the PU transmissions
are modelled as a first-order Markov process, µ0 and µ1 will be geometrically
distributed with parameters a01 and a10, respectively, i.e. E[µ0] = 1/a01 and
E[µ1] = 1/a10 with E[.] denoting the expectation of a random variable. Fur-
thermore,the initial state distribution is assumed to be in steady state and can
be obtained by [112],
pi =[pi0, pi1] = [P (xt = 0), P (xt = 1)]
=
[
a10
a01 + a10
,
a01
a01 + a10
]
, t = 0, 1, 2, ...T.
(4.6)
Note that in this work slotted PU transmission is assumed without syn-
chronisation between the PU and the SU. Hence, throughout this thesis, the
term “slot” refers to the irreducible time interval within which a sensing or a
transmission event occurs.
4.4.2 Channel Model
Although a Markov chain is appropriate for modelling the PU activity the
true state of the PU transmission is not known to the SU at any particular
instant since the SU observes an emission of the actual PU state as it receives
a noisy version of the transmitted signal. The received signal, Yt, can be
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mathematically described as,
Yt = StXt +Wt (4.7)
where Xt is the primary signal, St is the PU state, and Wt is the noise term
modelled as AWGN with zero mean and variance σ2.
A Gaussian channel is considered for simplicity and due to the fact that it
can describe several channel impairments such as fading, shadowing, multipath
and interference [113]. In addition, the use of a Gaussian channel is verified
by the measurement results as shown in the following chapter.
4.4.3 Spectrum Sensing Model
Spectrum sensing can be performed using different techniques as discussed in
Chapter 2. In this work, ED-based spectrum sensing is considered due to its
low implementation and computational complexities. As presented in detail in
previous chapters, for ED-based spectrum sensing the sensing output is deter-
mined by comparing the received signal’s energy with a detection threshold.
Having modelled the PU activity model as a two-state discrete-time Markov
chain as described in Section 4.4.1, an SU that performs ED-based spectrum
sensing has to determine the PU state at time instant t based on the following
hypotheses
H0 : Xt = 0→ PU transmission absent
H1 : Xt = 1→ PU transmission present.
(4.8)
However, the actual channel state is not directly observable due to errors
caused by noise and other channel impairments. Hence, spectrum sensing
can be modelled as an HMM with state space S = {0, 1} and emission space
V = {0, 1} as shown in Figure 4.4.
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Figure 4.4: Spectrum sensing model.
Let Xt = (x1, x2, ...xT ) denote the PU transmission state, and Yt =
(y1, y2, ...yT ) the SUs spectrum sensing output. The conditional probability
of observing yt given state xt at time instant t is expressed as fY |X(yt|xt).
Based on the first-order Markov assumption and the Markovian property, the
observed states within the observation sequence are conditionally independent
of the state sequence. Thus,
fYt|Xt,Yt−1(yt|xt, yt−1) = fY |X(yt|xt). (4.9)
Hence, given that, spectrum sensing is modelled as a two-state HMM, the
emission probabilities can be expressed as,
b01 = P (Xt = 0|Yt = 1) = Γ(u, λ/2)
Γ(u)
(4.10)
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b00 = P (Xt = 0|Yt = 0) = 1− b01 (4.11)
b10 = P (Xt = 1|Yt = 0) = 1− b11 (4.12)
b11 = P (Xt = 1|Yt = 1) = Qu(
√
2γ,
√
λ). (4.13)
Note that the emission probabilities b01 and b11 correspond to the probabilities
of false alarm and probability of detection, respectively. Hence, for ED-based
spectrum sensing they can be determined by expressions (3.15) and (3.16) as
discussed in Chapter 3.
4.5 Spectrum Occupancy Estimation and Pre-
diction
The objective of spectrum occupancy prediction is first to determine the chan-
nel occupancy states up to time instant T and then predict the occupancy
state T +d based on the SU’ s observation sequence up to time instant T , with
T and d denoting the length of spectrum sensing history and the prediction
step, respectively. The following subsections provide a detailed description of
the algorithms to be used for channel occupancy parameter estimation and
prediction based on the considered HMM spectrum occupancy model. More
specifically, the following algorithms provide solutions to each one of the canon-
ical problems associated with HMMs (see Subsection 4.3.2) in the context of
spectrum occupancy prediction.
4.5.1 Forward-Backward Recursions
In order to solve the first canonical problem, the likelihood of the observed sig-
nal, and the conditional probability of observing a state given the observation
process is required. Let O = o1, o2, ...oT denote a history of spectrum sensing
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outputs up to time instant T . The probability of observing a sequence O that
has been generated by a state sequence S given an HMM λ can be described
mathematically as [65],
P (O, S|λ) = P (O|S, λ)P (S|λ), (4.14)
where
P (O|S, λ) =
T∏
t=1
P (ot|sit , λ) = b1t(o1)b2t(o2)...bit(oT ) (4.15)
and
P (S|λ) = pisi1asi1 si2asi2 si3 ...asi(T−1)siT . (4.16)
Hence, expression (4.14) can be rewritten as,
P (O, S|λ) = (pisi1 bi1(o1))
T∏
t=2
asi(t−1)sit bit(ot) . (4.17)
Although expression (4.14) can compute P (O, S|λ), in practice it is not
useful because the state sequence is still unknown at this stage. Therefore,
the observation sequence O may have been generated by more than one state
sequences, S. Hence, P (O, S|λ) can be calculated by determining the most
probable S that has generated O. This can be achieved by computing the
probability of observing O given all the possible paths within λ that could
have generate it, expressed by,
P (O|λ) =
∑
[P (O|S, λ)P (S|λ)] (4.18)
However, this solution is not useful in practice because the number of pos-
sible paths grows exponentially with the length of the sequence. To this end,
the forward-algorithm is used for efficient and accurate computation of P (O|λ)
[114]. The forward-backward algorithm is a dynamic programming algorithm
that exploits the Markovian property of O and is used to calculate the forward
variable α which represents the probability of observing sequence OT being in
state Siat a time instant t, given an HMM λ. The forward variable α is defined
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as [114],
αi(t) = P (o1, ...ot, Si(t)|λ). (4.19)
The forward probability α is recursively calculated using the forward-
algorithm as follows [115],
1. Initialisation:
αi(1) = piibi(o1) 1 ≤ i ≤ 2. (4.20)
2. Recursion:
αj(t) =
[ 2∑
i=1
αi(t− 1)aij
]
bj(ot) 2 ≤ t ≤ T, 1 ≤ j ≤ 2. (4.21)
3. Termination:
P (O|λ) =
2∑
i=1
αi(T ). (4.22)
In Step 1 the forward probabilities are initialised as the joint probability the
initial state distribution and the probability of the observation for all states at
time instant t = 1. Based on the fact that αi(t) expresses the joint probability
of sequence O to be observed and the last state is St, the product αi(t)aij
expresses the joint probability of the sequence to be observed and state Sj is
reached at time instant t+1 through state Si at time instant t. The summation
of this product over all the possible states results in the probability of state
Sj at time instant t with all previous observations. Since Sj is now known,
αj(t + 1) is obtained by multiplying the summed quantity by the probability
bj(ot+1) for the two states. Finally, Step 3 calculates P (O|λ) as the sum of
all the terminal forward variables ai(T ) based on the definition of the forward
variable given by expression 4.19. Using the forward-algorithm, the calculation
of αi(t) requires O(2
2T ) calculations rather than O(2T2T ) as required by direct
calculation using expression (4.18).
Similarly, the backward variable βt(i) expresses the probability of the par-
tial observation sequence from time instant t + 1 to the end, given a state Si
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at time instant t and the model parameters λ . Formally,
βt(i) = P (Ot+1, Ot+2, ..., OT |xt = Si, λ). (4.23)
The backward variable βt(i) is computed recursively as follows,
1. Initialisation:
βT (i) = 1 1 ≤ i ≤ 2. (4.24)
2. Recursion:
βt(i) =
2∑
i=1
aijbj(ot+1)βt+1(j) 1 ≤ i ≤ 2. (4.25)
In Step 1 βT (i) is arbitrarily initialised to 1. The backward variable βt(i)
is then computed taking into account the transition from Si to Sj for the two
states, (aij), as well as the observation ot+1 in state Sj and the remaining
partial observation sequence ot+1 from state j expressed by the terms bj(ot+1)
and βt+1(j), respectively.
Owing to the nature of CR, spectrum sensing is performed frequently within
short time intervals to ensure reliable and efficient spectrum usage. As a re-
sult, the spectrum sensing history is continuously updated resulting in reduced
precision of P (O|λ). Therefore, in order to ensure the numerical stability and
precision on the forward-backward recursions an embedded scaling procedure
is implemented.
Hence, the scaled forward variable is obtained by [116],
α¯i(t) =
αi(1)∑
xt
α¯i(t)
t = 1, ...T. (4.26)
Similarly the scaled backward variable is obtained by [116],
β¯i(t) =
βi(1)∑
xt
β¯i(t)
t = 1, ...T. (4.27)
Although the backward variable is not directly related to the solution of
Problem 1, Problems 2 and 3 require its computation. Therefore, the backward
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variable is computed at this step in order to reduce the complexity of the
prediction algorithm in total.
4.5.2 Decoding Process
Problem 2 requires the inference of the optimal state sequence that has been
generated by the observation O given the model’s parameters λ. This problem
can be treated as an optimisation and as such the Viterbi algorithm is used to
find the optimal state sequence that maximises P (S|O, λ) [117]. Let variable
δt(i) express the highest probability within a path, at time instant t, which ac-
counts for the first t observations and ends in state Si. This is mathematically
described as [117],
δt(i) = max
x1,...xt−1
P (x1, ...xt−1 = i, O1, O2, ...OT |λ). (4.28)
By induction, this yields
δt+1(i) = [max
i
δt(i)aij]bj(Ot+1). (4.29)
In order to retrieve the state sequence a track of the argument that max-
imises (4.28) must be kept. This can be achieved by using an array ψt(j).
Based on (4.28), the optimal state sequence is inferred recursively using the
Viterbi algorithm as follows [117], [118]:
1. Initialisation:
δt(i) = piibi(o1) 1 ≤ i ≤ 2 (4.30)
ψt(1) = 0. (4.31)
2. Recursion:
δt(j) = max
1≤j≤2
[δi(t− 1)aij|bjot] 2 ≤ t ≤ T, 1 ≤ j ≤ 2 (4.32)
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ψt(j) = arg max
1≤j≤2
[δi(t− 1)aij] 2 ≤ t ≤ T, 1 ≤ j ≤ 2. (4.33)
3. Termination:
PˆT = max
1≤j≤2
[δT (i)]. (4.34)
xˆT = arg max
1≤j≤2
[δT (i)]. (4.35)
4. Backtracking:
xˆt = ψt+1(xˆt+1). (4.36)
Note that the Viterbi algorithm is similar to the forward algorithm except
for the backtracking step. The major difference between the Viterbi and the
forward algorithm is the maximisation of previous states (4.32) which is used
instead of the summation in (4.21).
4.5.3 Training Process
The Baum-Welch algorithm is an iterative expectation maximisation (EM)
algorithm used to adjust the HMM parameters λ = (pi,A,B) so that the
probability of the observations sequence to have been generated by a given
state sequence P (O|λ) is maximised [119]. More specifically, the Baum-Welch
algorithm estimates the optimal parameters λ∗ = (pi,A∗,B∗) by iteratively
updating the parameters until a terminating condition is satisfied [120]. This
process, known as training or learning process can be described in three basic
steps as follows:
 Step 1: Initialise the model’s parameters λ0 and compute P (O|λ0).
 Step 2: Given the observation sequence O and the model’s parameters
λk−1 estimate λk, after k iterations with k = 1, 2, ..
 Step 3: If P (O|λk) > P (O|λk−1) continue from Step 2. Otherwise,
terminate the procedure with λk being the optimal parameters λ
∗.
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The key step of the Baum-Welch algorithm is Step 2 where the model’s
parameters are re-estimated. In order to describe the re-estimation process,
the probability of being in state Si at time instant t, and in state Sj at instant
t+ 1 can be defined as [119],
ξt(i, j) = P (xt = Si, xt+1 = Sj)|O, λ). (4.37)
Based on the definitions of the forward (4.19) and backward (4.28) vari-
ables, ξt(i, j) can be rewritten in terms of the forward and backward variables
as,
ξt(i, j) =
αt(i)aijbj(Ot+1)βt+1(j)
P (O|λ)
=
αt(i)aijbj(Ot+1)βt+1(j)∑2
i=1
∑2
j=1 αt(i)aijbj(Ot+1)βt+1(j)
(4.38)
γt(i) = P (xt = Si|O, λ) (4.39)
γt(i) =
αt(i)βt(i)
P (O|λ) =
∑2
i=1 βt(i)
P (O|λ) . (4.40)
Having defined γt(i) it can be related to ξt(i, j) as follows,
γt(i) =
2∑
j=1
ξt(i, j). (4.41)
By employing the concept of counting event occurrences and the above
expressions, the optimal HMM parameters are obtained using the following
expressions,
pi∗i = expected frequency in state Sj at time (t = 1) = γ1(i) (4.42)
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a∗ij =
expected number of transitions from state Si to state Sj
expected number of total transitions from state Si
=
∑T−1
t=1 ξt(i, j)∑T−1
t=1 γt(i)
(4.43)
b∗j(k) =
expected number of times in state Sj observing symbol vk
expected number of times from state Sj
=
∑
s,t,Ot=vk
T
t=1γt(i)∑T
t=1 γt(j)
.
(4.44)
Note that during the re-estimation procedure the stochastic constraints of
the HMM parameters are automatically satisfied at each iteration [120]. That
is,
2∑
i=1
pi∗i = 1 (4.45)
2∑
j=1
a∗ij = 1, 1 ≤ i ≤ 2 (4.46)
2∑
k=1
b∗j(k) = 1, 1 ≤ j ≤ 2. (4.47)
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4.5.4 State Prediction
Having obtained the optimal HMM parameters λ∗ = (pi∗,A∗,B∗) after the
training process, the channel occupancy status at a future time instant, T +d,
of a prediction time span d, can be determined based on the following decision
rule,
xˆT+d =
{
0, P (OT+d, 0|λ∗) ≥ P (OT+d, 1|λ∗)
1, P (OT+d, 0|λ∗) < P (OT+d, 1|λ∗),
(4.48)
where P (OT+d, 0|λ∗) and P (OT+d, 1|λ∗) express the joint probabilities of an
observation sequence OT to be followed by an unoccupied, and by an occupied
channel at a future time slot T + d, respectively.
Having an HMM with parameters λ = (pi,A,B) and a two-state Markov
process Xt, the probability of being in state xt given an observation sequence
OT can be expressed in terms of the forward variable as,
P (xt|OT , λ) = α(xt, OT ), t = 0, ...T. (4.49)
Based on the forward variable definition, the joint probability P (xt|OT , λ)
can be computed recursively using expressions (4.20) and (4.21). Thus, the
conditional d-step ahead predicted state probabilities of xt+d given OT are
computed as,
P (xt+d|Ot, λ) =
∑
P (xt|Ot, λ∗)P (xt+m|Ot, λ∗)
=
∑
α(xt, Ot)bj(ot)[A]
d.
(4.50)
It can be seen that P (xt+d|Ot, λ) is obtained by the forward part of the forward-
backward algorithm and hence, P (xt+d|Ot, λ) can be computed after O(4T )
multiplications.
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4.6 Summary
This chapter has focused on providing a complete description of the framework
for describing spectrum sensing as an HMM. The system model consists of the
PU transmission model, the channel model between the PU and the SU, as
well as the spectrum sensing method on the SU end. The PU activity is
modelled as a two-state Markov chain, whereas ED-based spectrum sensing
has been assumed. In addition, the wireless channel between the PU and
the SU is described by a Gaussian model. Based on these assumptions, the
HMM structure and the model parameter’s have been described, followed by
a detailed mathematical description of the algorithms that are used for state
estimation and prediction in the context of spectrum occupancy prediction for
CR applications.
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Chapter 5
Predictive Spectrum
Sensing
5.1 Introduction
Having described the framework for modelling spectrum occupancy as an
HMM and presented the required algorithms for estimation and prediction,
in this chapter a “smart” spectrum sensing method based on spectrum occu-
pancy prediction is introduced. The HMM-based spectrum occupancy predic-
tion model is integrated to ED-based spectrum sensing as a means of improv-
ing the sensing efficiency of CR systems. The related work on smart spectrum
sensing is presented in Section 5.2, while in Section 5.3 the system model
of the proposed predictive sensing scheme is described. In Section 5.4 the
methodology that is followed for analysing the performance of the proposed
scheme is described including an overview of a spectrum activity measurement
campaign, the performance metrics and the evaluation process. The obtained
results on the prediction performance of the proposed scheme are presented
and compared with state-of-the-art prediction methods in Section 5.5 followed
by a performance analysis on the sensing efficiency of the proposed scheme
through a case study.
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5.2 Related Work
Adaptive spectrum sensing also known as “smart” sensing has been proposed
as a means of reducing the amount of spectrum to be sensed by the SUs. Owing
to the opportunistic nature of CR, the channel availability depends on the PU
transmission patterns. Therefore, the more channels that are being sensed, the
higher the probability for the SU to access the primary spectrum. However,
the wider the sensed bandwidth, the higher the cost for the CR nodes [121].
As a result, several adaptive sensing techniques have been proposed as a means
of reducing the sensing cost in terms of sensing time and energy consumption.
A parametric adaptive sensing scheme based on historical occupancy data
has been proposed in [122]. In this technique the channels to be sensed are
selected based on the DC of each channel. The performance of this scheme
was analysed through simulations and was found to improve the sensing effi-
ciency for up to 80% when applied to the DTV frequency bands. A first-order
Markov chain was used to determine the channels to be sensed based on the
transition probabilities by selecting the channels with the minimum probabil-
ity of changing from unoccupied to occupied [123]. Furthermore, in [124], the
use of periodicities in the PU signals has been proposed for adaptive sensing
in DSA networks.
The performance of these methods has been evaluated based on real-world
measurements within the cellular frequency bands in [125]. All the proposed
schemes have been found to improve sensing efficiency by exploiting long-term
periodicities within 24 hours. However, such “smart” sensing schemes do not
enable real-time adaptation and have large memory requirements. As a result,
the practical realisation of such predictive sensing schemes, may be feasible for
a sensing infrastructure but not for low-cost, energy-constrained mobile CR
terminals.
Contrary to the already proposed smart sensing methods, this work pro-
poses a predictive spectrum sensing scheme which exploits short term peri-
odicities to perform real-time spectrum occupancy predictions based on short
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sensing history. Owing to these characteristics the proposed scheme is ex-
pected to enable low-cost autonomous CR nodes to perform prediction within
dynamic environments with fast changing occupancy statistics as a means of
reducing the number of sensed channels and hence, the sensing time and energy
expenditure.
5.3 System Model
Let a CR network with Ni, i = 1, 2, ...N frequency channels shared between
NPU primary and NSU secondary users. The SUs are assumed to monitor
the PU activity using ED-based spectrum sensing. The SU senses the PU
spectrum and stores the sensing outputs in its memory. The past spectrum
sensing outputs are then used as inputs into the HMM-based prediction model
to determine the spectrum occupancy output at future time instants. Upon
the request of data transmission the SU senses only the channels that have
been predicted to be unoccupied. A block diagram of an ED-based predictive
spectrum sensing scheme is shown in Figure 5.1.
Figure 5.1: Predictive spectrum sensing scheme.
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The proposed predictive spectrum sensing scheme enables the SU to deter-
mine whether a PU transmission is present in a given channel in future time
instants. Therefore, in comparison with the conventional ED-based spectrum
sensing, predictive spectrum sensing exploits historical knowledge on the PU
behaviour to sense the channels that are predicted to be unoccupied. Such
a predictive way of sensing is expected to outperform traditional spectrum
sensing in terms of reduced sensing time and hence energy consumption.
Let the CR to sense a frequency spectrum F = fmax − fmin with fmax
and fmin denoting the upper and lower bound of the spectrum of interest.
The spectrum consists of N number of frequency channels N = F/R with R
denoting the frequency resolution of the SU. At each sensing event the CR
senses N frequency channels indexed as i = 1, 2, ...N . Therefore, the CR
creates a history with N vectors of length T with binary occupancy data. The
historical spectrum sensing outputs are stored in the CR’s memory and used
to develop the HMM that best represents the historical spectrum occupancy
binary time series.
The pseudocode of the predictive spectrum sensing algorithm is presented
below with Learning, Prediction and Sensing being the three kernel functions
for the main algorithm. The Learning function is an implementation of the
BWA training algorithm based on Section 4.5.3 of the previous chapter whereas
the Prediction function performs prediction as per Section 4.5.4. Based on the
prediction outcome, spectrum sensing is performed by the Sensing function for
updated sets of f ∗max and f
∗
min.
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Algorithm 1 Main
Require: Spectrum sensing history OT
Ensure: Channel state prediction xiT+d
Algorithm starts when SU wants to transmit
if SU senses for the first time then
Initialise λi with random parameters
else
Initialise λi based on historical data
end if
λ∗i = Learning(λi, OiT )
xiT+d = Prediction(λ
∗, OiT )
Sensing[xiT+d = 0]
Algorithm 2 Learning
Require: λ, OiT
Ensure: λ∗
Calculate αi, βi, ξi and γi using (4.26), (4.27), (4.38) and (4.39)
Calculate P (O|λ) using (4.22)
repeat
Recalculate αi, βi, ξi and γi using (4.26), (4.27), (4.38) and (4.39)
Adjust pi∗i , A
∗
i and B
∗
i using (4.42), (4.43) and (4.44)
Calculate P (O|λ∗) using (4.22)
until log(P (Oi|λ∗i )) > log(P (Oi|λi))
Replace pii, Ai and Bi with pi
∗
i , A
∗
i and B
∗
i
return λ∗ = (pi∗i , A
∗
i and B
∗
i )
Algorithm 3 Prediction
Require: λ∗i , OiT
Ensure: xT+d
Determine prediction span d
Calculate P (xit+d|O, λ) using (4.50)
Calculate argmaxP (xit+d |O, λ)
return xiT+d
Algorithm 4 Sensing
Require: i
Ensure: Spectrum sensing output
Adjust fmin and fmax
Perform ED-based spectrum sensing within F ∗ = f ∗max − f ∗min
return Spectrum sensing output
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5.4 Evaluation Methodology
In this section the evaluation process for the spectrum occupancy prediction
scheme is described. This process consists of data collection process, perfor-
mance analysis and comparison with different prediction schemes using the
obtained data. To this end, in this section the spectrum activity measurement
campaign, the performance metrics and the performance evaluation process
are described.
5.4.1 Spectrum Occupancy Measurements
In order to evaluate the prediction performance of the proposed spectrum occu-
pancy prediction scheme within realistic scenarios a series of spectrum activity
measurements were conducted in different frequency bands. The frequency
bands under investigation include the DL and UL bands of 2G (GSM 900,
GSM 1800) and 3G (Universal Mobile Telecommunications System (UMTS)
2100) cellular standards as well as the 2.4 GHz ISM band. The purpose of
the measurement system is to provide insight on the PU activity as perceived
by an SU that performs spectrum sensing in an indoor environment. In this
context, the measurement campaign took place inside an urban building, in
the third floor of a four-floor building in the central campus of University of
Bedfordshire.
The measurement equipment consists of an R&S FSL6 spectrum analyser,
configured as per Table 5.1. The spectrum analyser was programmed to per-
form automated measurements controlled by a host computer using a tailor-
made software written in Labview. The sensing parameters were chosen based
on the sensing requirements indicated by the IEEE 802.22 CR standard. More
specifically, the resolution bandwidth was set to 100 kHz with respect to the
minimum signal bandwidth within the investigated bands, i.e. GSM signal
of 200 kHz, whereas the sensing time was set to 1 s (IEEE 802.22 suggests a
maximum of 2 s). Due to the time varying nature of the measured signals, the
detection mode was set to Root Mean Square (RMS).
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Table 5.1: Measurement set-up.
Parameter Value
Resolution bandwidth 100 kHz
Sweep time 1 s
Detector type RMS
Reference level -20 dBm
In order to monitor the frequency bands of interest three different types of
antennas were used as shown in Table 5.2. Antennas 1 and 2 were used for
measuring the spectrum activity within the cellular frequencies GSM/UMTS
whereas Antenna 3 was used for the 2.4 GHz ISM band.
Table 5.2: Antenna specifications.
Antenna Frequency (MHz) Gain (dBi) Polarisation Impedance (Ω)
1 824-980 / 1710 -1990 3 Linear 50
2 1710-2120 3 Linear 50
3 2400 - 2480 3 Linear 50
Although the analysis of transmission patterns and characteristics of differ-
ent wireless standards and frequency bands is beyond the scope of this work,
a brief analysis is performed to provide an insight on the spectrum occupancy
scenarios under investigation. The metrics that are used to describe spectrum
occupancy are: duty cycle; channel occupancy; and transition rate. With ref-
erence to ED, the occupancy metrics were obtained by comparing the received
power with a detection threshold which is determined based on the noise level
of the spectrum band and the system’s noise figure. Figure 5.2 shows the noise
and signal power distribution as obtained by the measurements campaign, and
the detection threshold of -95 dBm which is employed to distinguish between
an occupied and an unoccupied channel.
113
Chapter 5. Predictive Spectrum Sensing
Figure 5.2: Measured noise and signal distributions.
Duty cycle, DCf , is defined as the portion of time during which the power
of a frequency channel exceeds the detection threshold and is defined as,
DCf =
1
N
T∑
1
{Xt = 1}, (5.1)
where N is the number of sensing events and Xt is the channel occupancy state
as described in the previous chapter.
The percentage of the channels that are occupied in a frequency band at a
given time is determined by channel occupancy. A straight forward estimate
of channel occupancy is given as,
z =
Noccupied
Ntotal
, (5.2)
where Noccupied is the number of channels that exceed the detection threshold
and Ntotal is the total number of channels in the band of interest.
Having modelled the PU transmission as a Markov process as described in
the previous chapter, the transition rate is defined as the probability of the
channel to change from an occupied to an unoccupied state (a10) and vice versa
(a01). This pair of transition probabilities can be used as an indication of the
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temporal correlation of the channel. More specifically, the higher the probabil-
ity that the channel state alternates from unoccupied to occupied or vice versa,
the lower the temporal correlation is. A summary of the spectrum occupancy
characteristics based on the described occupancy metrics is presented in Table
5.3.
Table 5.3: Occupancy statistics.
Band DC (%) Occupancy (%) Rate (%)
GSM 900 DL 68 66 27
GSM 900 UL 10 9 18
GSM 1800 DL 63 77 40
GSM 1800 UL 26 27 39
UMTS 2100 DL 91 82 16
UMTS 2100 UL 23 24 33
ISM 2.4 GHz 66 35 44
Figures 5.3 to 5.12 describe the spectrum occupancy statistics of each band
as obtained by the measurement campaign for a period of 30 minutes. The
top sub-figure describes the spectrum occupancy in the frequency domain in
terms of the maximum and average received power. The mean is obtained by
averaging the power values of each 100 kHz frequency during the measurement
period whereas, the maximum is obtained by the maximum power observed in
each frequency bin during the measurement duration. These results are used
to investigate the temporal behaviour of each frequency band. The difference
between the average and maximum received power values suggests intermittent
PU transmissions over a fading channel. The middle sub-figure shows the
temporal variation of the PSD and is used to describe how the received power
varies in time for a given frequency band of interest. The bottom sub-figure
describes the channel occupancy in the time domain in terms of the DC of
each frequency bin within each band of interest.
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Figure 5.3: 2.4 GHz ISM band spectrum occupancy analysis.
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Figure 5.4: GSM 900 DL band spectrum occupancy analysis.
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Figure 5.5: GSM 1800 DL band spectrum occupancy analysis.
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Figure 5.6: UMTS 2100 DL band spectrum occupancy analysis.
119
Chapter 5. Predictive Spectrum Sensing
Based on the obtained spectrum activity results, the frequency bands can
be categorised in terms of occupancy as: a) high; b) moderate; and c) low.
An example of a highly occupied frequency band in both the frequency and
time domain is the UMTS 2100 DL band (Figure 5.6) which has been found
to be occupied 91% of the time with more than 80% occupied channels. On
the other hand, the GSM 900 DL shows low occupancy statistics with 10% of
the channels being occupied for less than 10% of the time. All the other bands
in this study show mixed occupancy statistics with their duty cycle varying in
the range between 20% to 80% with the cellular UL bands being up to 40%
less congested than the DL bands. Furthermore, the 2.4 GHz ISM band is
found to have similar occupancy statistics with the cellular up-link bands with
an average duty cycle and channel occupancy of 66% and 60%, respectively.
However, due to the short duration and random access intervals from Wi-Fi
and Bluetooth systems the transition rate is higher than any other frequency
band.
In addition to the aforementioned occupancy metrics, channel vacancy du-
ration expresses the time period during which a frequency channel remains
idle. Having modelled the channel occupancy as a binary time-series, chan-
nel vacancy duration can be obtained by observing the number of consecutive
zeros in the occupancy sequence. Based on the observed data, Figure 5.10
describes the channel vacancy duration of the investigated frequency bands.
By applying the least-square regression analysis to the empirical data, chan-
nel vacancy duration in the 2.4 GHz ISM band can be approximated by an
exponential distribution with a coefficient of determination r2 > 0.95. The
fitting parameters for the channel vacancy duration distribution are shown in
Table 5.4. The geometrical distribution of the channel vacancy duration im-
plies a memory-less process, i.e. the duration of a channel being in a given
state is independent of its past states which in turn validates the selection of
a Markov chain to model and predict the PU activity and hence, occupancy.
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(a) (b)
(c) (d)
Figure 5.7: Channel vacancy duration: a) 2.4 GHz ISM band; b) GSM 900
DL; c) GSM 1800 DL; d) UMTS 2100 DL.
Table 5.4: Channel vacancy duration fitting parameters.
Frequency band a b r2
GSM 900 DL 1.78 1.054 0.992
GSM 1800 DL 2.136 1.172 0.994
UMTS 2100 DL 1.129 0.7737 0.998
ISM 2.4 GHz 0.7501 0.5605 0.997
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5.4.2 Performance Metrics
In order to evaluate the prediction performance of the proposed scheme two
metrics are considered. False Positive Rate (FPR) expresses the probability
of predicting an unoccupied channel to be occupied, whereas True Positive
Rate (TPR) expresses the probability of correctly predicting a channel to be
occupied. Let xˆt+d = 0 denote the d-step ahead predicted channel occupancy
state at time instant t+ d FPR and TPR are expressed as,
FPR =
P (xˆt+d = 1|xt+d = 0)
P (xt+d = 0)
(5.3)
TPR =
P (xˆt+d = 1|xt+d = 1)
P (xt+d = 1)
. (5.4)
Note that FPR and TPR are similarly defined as the detection metrics that
are described in Chapter 2 with FPR corresponding to Pfa and TPR to Pd.
However, the terms FPR and TPR are going to be used throughout the rest
of this thesis when referring to spectrum occupancy prediction. As a binary
decision problem, the prediction performance can be accessed using a confusion
matrix [126]. A confusion matrix consists of two columns and two rows with
each column representing the predicted instances of channel occupancy, and
each row representing the actual ones (Table 5.5).
Table 5.5: Confusion matrix.
actual
value
Prediction outcome
0 1 total
0
True
Negative
False
Positive
N
1
False
Negative
True
Positive
P
total Nˆ Pˆ
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The confusion matrix entries can be categorised as: True Positives (TP);
False Positives (FP); True Negatives (TN); and False Negatives (FN). The
number instances that a channel is correctly predicted as occupied is expressed
by TP, whereas the number of instances that an unoccupied channel is pre-
dicted to be occupied, is expressed by FP. On the other hand, TN corresponds
to the number of correct predictions of an unoccupied channel, whereas the
number of instances that an occupied channel is predicted as occupied corre-
sponds to FN. Given the confusion matrix, FPR and TPR are obtained as,
FPR =
FP
P
(5.5)
TPR =
TP
N
. (5.6)
Additionally, prediction accuracy, which expresses the rate of correct pre-
dictions is obtained as,
Accuracy =
TP + TN
TP + TN + FP + FN
. (5.7)
The above prediction methods are used to assess the prediction performance
of the proposed scheme with respect to SNR, occupancy transition rate, his-
tory length and prediction span. By evaluating the prediction accuracy with
respect to SNR and transition rate the robustness and the adaptability of the
proposed scheme are assessed. In addition, the required sensing history is used
to evaluate the complexity requirements of the proposed scheme to achieve a
target prediction performance as the length of history determines the number
of operations and the prediction time for the HMM as discussed in Chapter 4.
In order to evaluate the reliability of the proposed scheme the relation between
the prediction accuracy and the prediction span is analysed.
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5.4.3 Evaluation Process
The occupancy status of each frequency channel is obtained by comparing the
PSD data that have been obtained through the measurement campaign de-
scribed in Subsection 5.3.1. with a predefined threshold based on the system’s
noise floor. The resulting binary occupancy sequence for each frequency index
is treated as a binary time-series. Therefore, in order to evaluate the predic-
tion performance, each binary time series that corresponds to one frequency
channel is divided in two data subsets, the training and the test data-set.
The training data-set is used as input to the HMM-based spectrum oc-
cupancy prediction scheme whereas the test data-set is used to evaluate the
prediction performance. The prediction performance is then evaluated by com-
paring predictor’s output with the occupancy states of the test data-set. How-
ever, since the actual channel occupancy sequence is not directly observable
from the measurement results the BWA is used to estimate the corresponding
HMM parameters and then the Viterbi algorithm is used to infer the actual
PU state sequences that have generated the observed data. The performance
evaluation process is illustrated in Figure 5.8.
The performance of the HMM-based spectrum occupancy predictor is com-
pared with a Markov predictor and an autoregressive model. A 1st and a
2nd-order Markov predictors are considered. The 2nd-order Markov predictor
is considered as higher order Markov chains can capture more complete tem-
poral correlation. However, the analysis is limited to the 2nd-order Markov
chain as higher order results in higher complexity on the prediction algorithm.
In addition, an AR(2) model is considered as proposed in [63] for spectrum
hole prediction in CR systems. These methods that are used for performance
comparison have already been described in Chapter 2.
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(a)
(b)
Figure 5.8: Prediction performance evaluation process: a) Test data pre-
processing; b) Performance evaluation.
5.5 Numerical Results
In this section the performance of the proposed predictive spectrum sensing
scheme is analysed. First, the performance of the HMM-based spectrum oc-
cupancy prediction is evaluated and compared with state-of-the-art prediction
methods, with respect to the performance metrics that have been introduced
in the previous subsection. In addition to the prediction performance, the
efficiency of the predictive spectrum sensing scheme is analysed in terms of
energy and time consumption. Based on the obtained occupancy results, most
of the frequency bands under investigation could be potentially used for DSA
since large portions of their spectrum have been found to remain unused for
long periods of time. However, the 2.4 GHz ISM band is selected for evalu-
ating in detail the performance of the proposed spectrum occupancy scheme
because of its occupancy characteristics which pose extra challenge for occu-
pancy prediction compared to frequency bands with determinist occupancy
patterns.
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5.5.1 Validation of Hidden Markov Model For Channel
Occupancy Estimation
The first step to HMM-based spectrum occupancy prediction is the estimation
of the optimal HMM parameters λ. To this end, as discussed in the previous
chapter, the BWA training algorithm is applied to the training data-set. The
algorithm is initialised with parametres λ0 = (pi0, A0, B0). The pi0 and A0
values can be initialised either through statistical analysis of past sensing data
or randomly. In this work, pi0 and A0 are obtained through statistical analysis
on the historical data for optimal performance. On the other hand, B0 is
initialised for a target sensing performance with Pfa = 0.1 and Pd = 0.9 as
specified by the CR standard. Hence, the HMM emission matrix is initialised
as,
B =
 0.9 0.1
0.1 0.9
 (5.8)
Figure 5.9 shows the learning curve of the BWA algorithm in which the
optimal HMM parameters are estimated over 40 iterations. The algorithm is
terminated when the log-likelihood value is smaller than 10−4. In case that
the BWA algorithm does not converge, the training process finishes after 100
iterations in order to ensure that the training process finishes within the time
constraint of 1 sec.
In order to test whether HMMs can model channel occupancy of real-world
systems, a cross validation method is followed. First, the HMM parameters
are randomly initialised and then are optimised through the training process
using 1000 observations for each frequency channel in the observed frequency
bands. When the training process has been completed the estimated transition
matrices for each frequency channel is compared with the actual transition rate
as obtained by the measured data.
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Figure 5.9: BWA learning curve.
Figures 5.10, 5.11, 5.12, and 5.13 compare the actual transition rates with
the HMM estimates for the GSM 900, GSM 1800, UMTS 2100 and 2.4 GHz
ISM bands, respectively. The accuracy of the HMM parameter estimation was
validated in terms of the Root Mean Square Error (RMSE). A summary of
the error between the estimated and actual transition rate for each frequency
band is shown in Table 5.6. It is worth noting that for some cases the BWA
algorithm has been found not to converge with the target value of 10−4 within
the constraint of 100 iterations. This explains the underestimation of the
transition rate as shown for example in Figure 10 for the channels between
925 MHz and 930 MHz. The estimation accuracy of the algorithm could be
improved by increasing the number of training iterations. However, such an
increase would result in increasing the overall duration of the prediction process
beyond the time constraint of 1 sec which equals to sensing interval.
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The findings in Section 5.4.1 showed that PU activity can be described
by a Markov chain owing to the memoryless nature of the observed process
indicated by the geometrical distribution of the channel vacancy duration.
Therefore, given that PU activity can be described by a Markov process and
the estimation accuracy of the BWA, channel occupancy has been verified to be
adequately modelled by an HMM for a range of well-known frequency bands.
Table 5.6: HMM parameters estimation.
Frequency band RMSE
GSM 900 DL 0.084
GSM 1800 DL 0.050
UMTS 2100 DL 0.036
ISM 2.4 GHz 0.054
Figure 5.10: Estimation of state transition probability for the GSM 900 DL
band.
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Figure 5.11: Estimation of state transition probability for the GSM 1800 DL
band.
Figure 5.12: Estimation of state transition probability for the UMTS 2100 DL
band.
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Figure 5.13: Estimation of state transition probability for the 2.4 GHz ISM
band.
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5.5.2 Prediction Performance
Having verified that HMM can model spectrum occupancy, the performance
of the HMM-based spectrum occupancy prediction algorithm can now be eval-
uated. The prediction performance is first evaluated for one step-ahead pre-
dictions, i.e. predict channel occupancy at time instant T + 1, with a history
of 200 previous observations. The performance of the HMM-based prediction
scheme is compared with a 1st order Markov, 2nd order Markov and an AR(2)
autoregressive model.
Figure 5.14a describes how TPR varies with respect to the channel occu-
pancy transition probability. This analysis assesses the performance of the
prediction schemes to correctly predict occupied channels with respect to the
probability of the channel occupancy state changes within the historical data.
It can be observed that the HMM-based approach outperforms all other meth-
ods by achieving a TPR = 0.9 until a transition rate of 0.4 is reached. The
fact that the model’s parameters are adjusted online via the BWA algorithm
results in higher adaptability of the HMM-approach. In other words, the HMM
approach learns faster than the Markov and the autoregressive approach ow-
ing to its inherent training capabilities. Moreover, with reference to Figure
5.14b it can be seen the HMM-based approach also achieves better prediction
performance in terms of false predictions with up to 50% lower FPR compared
to the Markov and AR methods.
In addition to the transition probability, the prediction performance is also
analysed with respect to SNR, as shown in Figures 5.15a and 5.15b where it
can be seen that as the SNR increases, the TPR increases as well, which in turn
implies higher prediction accuracy. This is because ED-based spectrum sensing
can detect the presence of a PU signal with up to 100% in the SNR regions
above 11 dB. Therefore, having a history of error-free spectrum sensing results,
which suggest the existence of a dominant PU signal, spectrum occupancy
prediction is not very challenging.
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(a)
(b)
Figure 5.14: Prediction performance: a) TPR versus transition rate; b) FPR
versus transition rate.
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However, for SNR regions below 9 dB where ED starts failing to accurately
detect the presence of PU signals, spectrum occupancy prediction becomes a
very complicated task. To this end, it can be seen that the HMM-based ap-
proach significantly outperforms the other candidates with up to 90% higher
prediction accuracy in the SNR regions below 10 dB. The superior prediction
performance of the HMM approach can be explained by the use of the emis-
sion matrix in the HMM for modelling the sensing errors within the historical
data. Therefore, through the training process the HMM parameters used for
prediction are optimised based on the sensing performance of the CR system.
As a result, the propagation of errors from the historical data to the predicted
ones is limited compared to the other prediction methods. More specifically, as
shown in Figure 5.15b, the HMM-based method achieves a TPR of 0.9 for an
SNR value of 4 dB with an up to 10 dB gain compared to the AR(2) approach.
Similarly, the HMM-based approach reaches an FPR of 0.1 for an SNR of 1
dB with an up to 15 dB gain.
Overall, the HMM-based method achieves 30% and 80% higher prediction
accuracy in terms of TPR and FPR, respectively. Moreover, it is shown that
using a higher order Markov chain results in negligible performance improve-
ment with less than 5% higher TPR between the 2nd and 1st order Markov
approaches. Therefore, with reference to Table 5.7, the HMM-based spectrum
occupancy prediction approach outperforms the Markov and AR ones with
a mean TPR and FPR of 0.93 and 0.07, respectively. Such TPR and FPR
values suggest that the HMM-based meets the requirements of Pd = 0.9 and
Pfa = 0.1 in accordance with the CR standard specifications.
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(a)
(b)
Figure 5.15: Prediction performance: a) TPR versus SNR; b) FPR versus
SNR.
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Table 5.7: Prediction performance.
Method ¯TPR ¯FPR SNR|TPR=0.9 Transition rate|TPR=0.9
HMM 0.93 0.07 3.8 dB 0.4
1st order Markov 0.79 0.18 12 dB 0.3
2nd order Markov 0.82 0.15 10 dB 0.2
AR(2) 0.71 0.36 14 dB 0.2
Having analysed the performance of the HMM-based spectrum occupancy
prediction method for one-step ahead predictions, multi-step ahead predictions
are now considered. To this end, Figure 5.16 describes how the prediction
performance varies with respect to the length of history and the prediction
span. With reference to Figure 5.16 can be obserced that as the the length
of history increases, the prediction performance improves. On the other hand,
as the prediction span increases the prediction performance degrades. More
specifically, using 190 past spectrum sensing outputs a prediction accuracy
of 90% is achieved for one-step ahead predictions. Nevertheless, in order to
achieve 90% prediction accuracy for a prediction span, d = 10, a history of 450
past sensing outputs is required. Furthermore, it is worth noting that when
prediction starts without any historical information the predictor performs
random guess resulting in 50% accuracy.
For real-world systems the trade-off between the length of history and the
prediction span can be quantified in terms of computational complexity. As dis-
cussed in the previous chapter, the computational complexity of HMM scales
to O(4T ) multiplications. Hence, given a target prediction accuracy of 90%,
for one step-ahead predictions 760 multiplications are required, while for ten
step-ahead predictions this number increases to 1800. To this end, given that
the computational complexity of an FFT (key signal processing component
of ED-based spectrum sensing) scales to O(Nlog2(N)), for a 512 point FFT
4608 operations are required. Thus, in order to predict the ten step-ahead
occupancy of a frequency channel, less than half operations are performed
compared to those performed by a standard FFT process resulting in no ad-
135
Chapter 5. Predictive Spectrum Sensing
ditional computational burden to the CR.
Figure 5.16: Multi-step ahead prediction performance for d=1 to d=10.
5.5.3 Case Study
In this section it is demonstrated how the integration of HMM-based spectrum
occupancy prediction scheme to ED-based spectrum sensing can enhance the
sensing efficiency of CR systems. Sensing efficiency expresses the total number
of channels that need to be sensed in order to determine the channel availability
within a given band of interest. Hence, the sensing efficiency, ηsensing, can be
expressed as,
ηsensing =
Nfree
Nsense
, (5.9)
where Nfree denotes the number of free channels and Nsense denotes the total
number of frequency channels that have been sensed.
Assuming that in order to sense Nsense number of channels requires a τsense
(s) time unit the total sensing time for Nsense channels equals to Tsense =
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τsense × Nsense. As a result, given that an energy unit, esense (j/s), per time
unit is required to perform spectrum sensing, the total sensing energy can be
expressed as Esense = Tsense × esense. Given that sensing time and energy per
channel are constant, the total sensing energy consumption can be expressed
as Esense = esense × τsense × Nsense. Therefore, based on expression (5.9),
spectrum, energy and time efficiency are directly related to the number of
sensed channels.
Let a CR network with Ntotal licensed channels, with different PU occu-
pancy statistics, shared between the PUs and SUs. Every SU performs multi-
channel spectrum sensing over a constant sensing time-slot and stores a his-
tory of the past sensing outputs for every channel. In such a multi-channel
scenario, a CR that performs conventional ED-based spectrum sensing would
sense the entire band of interest to identify the available channels to be dy-
namically accessed, i.e. Nsense = Ntotal. However, when predictive spectrum
sensing is employed, the CR senses only the channels that will be predicted to
be unoccupied. Hence, for predictive spectrum sensing the number of sensed
channels equals to the number of the predicted channels, Nsense = Npred, with
Npred ≤ Ntotal. Therefore, predictive spectrum sensing is expected to reduce
the sensing cost in terms of the required sensing energy and time. The percent-
age of saved sensing cost compared to the conventional ED-spectrum sensing
is obtained as,
Csensing =
Ntotal −Npred
Ntotal
. (5.10)
The performance of the predictive spectrum sensing algorithm, as described
in Subsection 5.3.1, is analysed in terms of the sensing cost over different
frequency bands and PU occupancy statistics. In order to mimic realistic
scenarios, the obtained data from the measurement campaign as previously
described in this chapter are used to generate synthetic occupancy data for
each frequency band of interest. The simulated scenario consists of one SU
that performs predictive spectrum sensing and multiple PUs that transmit
in the primary bands. The primary bands include the GSM 900 and GSM
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1800, UMTS 2100 and 2.4 GHz ISM bands. Given the prediction performance
analysis as presented in the previous section, the SU is assumed to have already
created a history of 200 past sensing outputs which are subsequently used to
perform one-step ahead predictions.
Figure 5.17 shows how predictive spectrum sensing can reduce the sens-
ing cost compared with conventional ED-based spectrum sensing for different
frequency bands. The performance of predictive spectrum sensing is analysed
for time duration of 100 sensing slots which correspond to approximately 1.5
minutes. It can be seen that a maximum sensing cost reduction of up to 84%
is achieved in the UMTS band whereas the minimum improvement is observed
in the ISM band with an up to 45% reduction. It is worth noting that these
results are in line with the occupancy statistics of the bands which reveals
the prediction accuracy of the predictive sensing scheme. Furthermore, it is
observed that the predictive sensing scheme requires approximately 20 past
sensing outputs in order for the BWA algorithm to converge.
Figure 5.17: Spectrum sensing energy cost for conventional ED-based spectrum
sensing and predictive ED-based spectrum sensing.
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5.6 Summary
In this chapter the concept of predictive spectrum sensing as a smart sensing
mechanism as a means of reducing the sensing cost of autonomous CR nodes
has been introduced. The prediction performance of the proposed scheme has
been evaluated through real-world spectrum activity measurements in different
cellular frequency bands as well as in the 2.4 GHz ISM band. The proposed
scheme is designed to perform real-time, short-term spectrum occupancy pre-
dictions by using short observation history. In summary, the HMM-based
spectrum occupancy prediction has been found to outperform state-of-the-art
prediction methods with up to 30% and 80% in terms of TPR and FPR, re-
spectively. Furthermore, by applying the HMM-based spectrum occupancy
prediction to spectrum sensing, an improvement between 45% and 84% is
achieved on the sensing performance in terms of the required sensing time and
sensing energy consumption.
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Chapter 6
Channel Availability
Modelling for the
Polarisation Domain
6.1 Introduction
In this chapter a channel availability model for the polarisation domain is in-
troduced. This model forms a statistical framework that describes channel
availability in both vertical and horizontal polarisation for CR applications.
The proposed channel availability model is developed and validated using em-
pirical data obtained through a measurement campaign in the cellular bands
within a realistic operational scenario. Such a probabilistic spectrum avail-
ability model can be employed for studying and improving the performance of
CR systems operating in the defined scenario. A review of up to date chan-
nel availability models is presented in Section 6.2. In Section 6.3 the system
model and problem formulation are presented by describing how the effects
of polarisation affect the perceived spectrum availability, and hence degrade
the performance of CR systems. A detailed description of the measurement
campaign and methodology for capturing and processing the occupancy data
is presented in Section 6.4. In Section 6.5 the effects of polarisation on the per-
ceived channel availability are analysed, whereas in Section 6.6 the spectrum
availability model for the polarisation domain is validated based on experi-
mental data.
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6.2 Related Work
Owing to the opportunistic nature of the DSA method, the network’s perfor-
mance is highly dependent on the PU spectrum occupancy statistics. As a
result, accurate modelling of spectrum availability or occupancy is required in
order to optimise the performance of CR systems in terms of energy and spec-
trum efficiency. Such probabilistic models are employed for either facilitating
spectrum access or optimising spectrum sensing strategies.
For example, adaptive spectrum sensing based on prior knowledge of the
spectrum occupancy statistics has been proposed in [127], [128]. More specif-
ically, by using suitable statistical knowledge of the PU occupancy patterns,
the sensing task can be prioritised and the amount of time for spectrum sens-
ing and access can be partitioned accordingly. Given that spectrum occupancy
statistics vary between different frequency bands, geographical locations and
time periods, a method that relates these characteristics is required. To date,
several statistical occupancy models have been proposed for time, frequency
and space dimensions. Based on this classification, a review of these existing
channel occupancy models follows.
In the frequency domain spectrum occupancy is described by the PSD of a
received signal over a given resolution bandwidth. Frequency domain models
are used to describe the probability distribution of occupied or available chan-
nels within a given frequency range. To this end, in [129] channel availability
has been found to follow a Beta distribution whereas a Poisson-Normal ap-
proximation has been proposed to describe the number of available channels.
The proposed model has been validated using real-time data obtained by an
extensive measurement campaign in the frequency range 0-6 GHz in multiple
indoor and outdoor locations around Europe [130].
Time domain models are used to model the average DC as well as the
distribution of the duration of busy/idle periods. Two-state Markov chains are
the most widely used statistical technique for describing spectrum occupancy
in the time domain. The two states indicate a channel at a given time instant as
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occupied or unoccupied. The average channel occupancy in the time domain
is described in terms of the DC which expresses the fraction of time that
the channel is occupied by a PU. Although DC is a straightforward metric,
the duration of the busy and idle periods is an important metric for realistic
spectrum occupancy modelling in the time domain.
Time-varying spectrum occupancy is a well investigated topic with different
occupancy models for the time domain which have already been proposed.
In [131] spectrum sensing has been evaluated by an exponential distribution
to describe the busy periods of the primary system. In addition, a time-
varying statistical model that can describe both the idle and busy periods
of the primary system as two independent Poisson processes has also been
proposed.
Spatial occupancy models are used to describe the spectrum occupancy
patterns as perceived by the CR users at different geographic locations. This
is a currently rich and extensive research area as it is closely related to radio
propagation modelling. In the context of CR, radio environment maps have
been proposed as a tool for improving the radio environment awareness par-
ticularly for cooperative spectrum sensing schemes [132]. In [133], spectrum
occupancy has been analysed in terms of the spatial distribution of the PSD
for a given frequency band. An alternative channel occupancy model for the
spatial domain has been developed in [134] where a propagation model is first
used to estimate the path loss between the PU transmitter and the CR user.
Based on a set of parameters such as the PU transmission power, operating
frequency and distance, the received power of the PU signal by the CR user
in various locations is then calculated. By employing a detection threshold
based on the receiver’s noise power the received power level can be mapped
to a binary busy/idle occupancy map at different locations. In addition, an
analytical model based on a semivariogram has been fitted to average PSD
values of different frequency band at various locations in [132].
All previous studies have provided accurate channel availability models
for the frequency, temporal and spatial dimensions that constitute a valuable
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tool for designing, evaluating and improving the performance of CR systems.
However, in all the aforementioned studies only the vertical polarisation has
been considered. Hence, the derived models are only applicable to CR nodes
that perform spectrum sensing in a single polarisation, i.e. vertical. Therefore,
the case of mobile SUs such as on-body sensors, mobile handsets or tablets are
most likely to change their orientation and hence signal polarisation during
spectrum sensing [135] has not been covered by the proposed models.
In such a scenario, the CR terminals may incorrectly sense an occupied
channel as unoccupied and vice versa as the received signal power level may
be significantly different between different polarisations (similar to the hidden
PU problem) because of the propagation environment and the polarisation mis-
match between the primary and secondary system. Furthermore, the concept
of using polarisation as an additional degree of freedom for spectrum sharing
has recently gained significant attention [136], [137] and has been found to
enhance sensing efficiency. In this context, this work introduces an empiri-
cal channel availability model that describes the channel availability in both
vertical and horizontal polarisation at the same time for mobile CR terminals.
6.3 System Model
Let a CR network use a frequency spectrum divided into Nch shared channels
between the PU and SU system. The primary system is assumed to operate
at a given polarisation, whereas the secondary system consists of mobile SUs
that change their orientation during spectrum sensing, as shown in Figure 6.1a.
With reference to ED-based spectrum sensing, the binary channel occupancy
status, St,i, for the i
th channel at time instant t at the SU is obtained as,
St,i =
{
1, Pi,t ≥ λ
0, Pi,t < λ,
(6.1)
where Pt,i is the received signal’s power and λ is the detection threshold. The
temporal dependencies of the channel occupancy pattern at time instant t
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varies as a function of time t, as shown in Figure 6.1b.
(a)
(b)
Figure 6.1: Problem formulation a) system model; b) example of spectrum
occupancy of N channels at time instant t in both polarisations.
Under such conditions the missed detection and false alarm probabilities
will increase, causing unwanted interference to the PU system and impairing
the overall spectrum utilisation. Thus, in order to provide a framework for
characterising this problem we propose a probabilistic model that describes
the spectrum availability in both vertical and horizontal polarisations in terms
of two different probabilistic metrics:
1. the distribution of available channels in both polarisations at the same
time instant
2. the channel idleness probability in both polarisation at the same time
instant.
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Let Nfree denote the total number of available channels in both polari-
sations at any given time. The probability distribution, mean and variance
of Nfree characterise spectrum availability. In addition, the channel idleness
probability can be defined as the probability of the ith channel to be unoc-
cupied in both polarisations at the same time instant t and can be expressed
mathematically as the joint probability,
pidleness = P (Si,tvertical = 0, Si,thorizontal = 0), (6.2)
where, Si,tvertical and Si,thorizontal denote the channel occupancy status by a
vertically and a horizontally polarized receiving antenna, respectively.
6.4 Measurement Campaign
A measurement campaign was conducted in order to investigate the effects
of polarisation on the perceived channel occupancy by an SU. To this end,
the measurement equipment consisted of a Universal Software Radio Periph-
eral (USRP) platform, USRP-2922 and two omni-directional 3 dBi monopole
antennas with a frequency range from 824 MHz to 980MHz and 1710 MHz
to 1990 MHz with a Cross-polarisation Discrimination (XPD) of 8dB. The
measurement set-up is depicted in Figure 6.2.
The NI USRP-2922 platform is an SDR transceiver with frequency cov-
erage from 0.4 GHz to 4.4 GHz that covers a variety of popular bands and
wireless standards such as cellular communication systems and the 2.4 GHz
Wi-Fi [138]. Key specifications of the USRP platform’s receiver are presented
in Table 6.1. The USRP platform is connected to a host PC over a standard
TCP/IP interface via 1 Gigabit Ethernet and is controlled by tailor-made soft-
ware developed using LabView. A Graphical User Interface (GUI) accepts user
defined parameter details such as start and stop frequency, number of sweeps
and resolution bandwidth, and allows the USRP to collect PSD data in real-
time, which is subsequently logged for post-processing. Owing to the Gigabit
Ethernet connection, the I/Q real-time data is processed with a sampling rate
146
Chapter 6. Channel Availability Modelling for the Polarisation
Domain
of up to 25 MSamples/s. This sampling rate corresponds to a real-time band-
width of 20 MHz. Therefore, in order to sweep more than 20 MHz spectrum,
a bandwidth aggregation technique is used. This technique allows the SDR
to sense spectrum wider than 20 MHz by sensing chunks of 20 MHz, storing
the corresponding I/Q data in a memory buffer and then perform the FFT to
obtain the PSD of the entire bandwidth.
(a)
(b)
Figure 6.2: Measurement equipment a) block diagram; b) experimental set up.
The USRP platform was set to operate as an RMS detector with a resolu-
tion bandwidth of 200 kHz. The resolution bandwidth is equal to the channel
bandwidth of GSM and the RMS detector has been chosen to obtain the av-
erage received signal power. In order to capture the polarisation diversity of
the channel and avoid coupling between the receiving antennas, a spacing of
half a wavelength was used, i.e. 16 cm for GSM 900 and 8 cm for GSM 1800.
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Table 6.1: USRP-2922 specifications.
Parameter Value
Frequency range 400 MHz-4.4 GHz
Rx Gain Range 0 dB-31.4 dB
Noise figure 5-7 dB
Max input power 0 dBm
Max real-time bandwidth 20 MHz
Max I/Q sample rate 25 MSamples/s
ADC 2 channels, 100 MSamples/s, 14 bit
The measurement campaign took place in an indoor environment in an of-
fice space on the first floor of an urban building at the University of Bedford-
shire campus in Luton, UK. In most studies the measurement equipment had
been placed at the rooftop of high buildings resulting in high power reception
from all the transmitters [139], [140]. In this study, however, the measurement
location has been chosen to mimic a more realistic situation for mobile CR ter-
minals operating in an indoor environment, which is akin to the operational
scenarios considered in this thesis. This campaign monitors the spectrum ac-
tivity on the 900 MHz-1000 MHz and 1800 MHz-1900 MHz frequency bands
that include the GSM 900 and GSM 1800 DL bands over 24 hours during a
normal working day. The temporal power variation in the GSM 900 over 24
hours in the vertical and horizontal polarisation is shown in Figures 6.3a and
6.3b, respectively. Similarly, Figures 6.4a and 6.4b show the temporal power
variation in the GSM 1800 band in both polarisations. With reference to Fig-
ure 6.4 and 6.5, it can be seen that the occupancy patterns on the different
polarisations exhibit distinctive differences. A detailed analysis on the effects
of polarisation on the channel occupancy is presented in the following section.
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(a)
(b)
Figure 6.3: Temporal power variation in the GSM 900 frequency band on the:
a) vertical polarisation; b) horizontal polarisation.
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(a)
(b)
Figure 6.4: Temporal power variation in the GSM 1800 frequency band on the:
a) vertical polarisation; b) horizontal polarisation.
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6.4.1 Data post-processing
In order to develop and evaluate the proposed channel availability model, the
obtained PSD data has been converted into binary occupancy data by applying
a detection threshold, λ. The detection threshold is determined following the
same procedure as described in Chapter 5. Thus, according to [133] for ED-
based spectrum sensing the detection threshold is obtained by,
λ = Q−1(Pfa)σN , (6.3)
where Q−1 and σN denote the inverse Q function and the equipment’s noise
variance, respectively.
The system’s noise statistics have experimentally been obtained by replac-
ing the antennas with a 50 Ω match load. Hence, from expression 6.3 and for a
target Pfa = 0.1, as indicated by the IEEE 802.22 CR standard, and σN = 2.2
dB the detection threshold was set 5 dB above the equipment’s noise floor of
-100 dB. Hence, the detection threshold has been set to -95 dBm.
By applying the detection threshold to the captured PSD data, two differ-
ent data-sets were created as shown in Figure 6.5:
1. received data for the vertical polarisation
2. received data for the horizontal polarisation.
The idleness probability, pidleness, can now be obtained empirically by ob-
serving the channel availability (Si = 0) of the i
th channel in both data-sets
at the same time and averaging it over the duration of the measurement. In
a similar way, the probability distribution of available channels in both polar-
isations was obtained.
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Figure 6.5: Channel occupancy data-sets.
6.5 Effects of Polarisation
By observing the difference between the received power in the horizontal and
vertical receiving branch |Pi,thorizontal − Pi,tvertical |, the effects of polarisation
in the received signal can be evaluated. Figure 6.6 describes the difference
between the received power in the horizontal and vertical receiving branch as
a function of time and frequency. With reference to the obtained results a
mean difference of 26 dB and 14 dB was observed in the GSM 900 and GSM
1800, respectively. This difference is clearly larger than the XPD of 8 dB and
can be explained by the propagation environment and polarisation mismatch
between the primary and secondary system. In turn, a difference of this order
can significantly affect the sensing result between the vertical and horizontal
branch.
Figure 6.7 presents two different spectrum sensing scenarios in terms of
the noise and signal distribution in the vertical and horizontal polarisation.
In the first scenario (Figure 6.7a), the received signal in both polarisations
is above the detection and thus the sensed channel is perceived as occupied.
On the other hand, in the second scenario (Figure 6.7b) the sensed channel is
perceived as unoccupied in the horizontal polarisation whereas in the vertical
polarisation is perceived as occupied.
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(a)
(b)
Figure 6.6: Difference in the received power between a vertically and horizon-
tally polarised antenna in the: a) GSM 900 frequency band; b) GSM 1800
frequency band.
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(a)
(b)
Figure 6.7: Distribution of the noise and the received signal in the vertical and
horizontal polarisation for a) Scenario 1; b) Scenario 2.
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Table 6.2 summarises the channel availability in the vertical and horizontal
polarisation separately as well as on both polarisations at the same time. More
specifically, it can be seen that there is up to 13% more channel availability
in the vertical polarisation with an up to 70% difference when compared to
both polarisations. This means that although the mean channel availability
is not significantly different between the two polarisations there is a difference
between the channels that are available at a given time instant.
Indicatively, Figure 6.8 depicts the received signal strength in each polar-
isation for four different channels over 20 continuous sensing slots (the black
line represents the detection threshold). Therefore, it can be observed that
the difference in the received signal’s amplitude between different polarisa-
tions can be significant enough to affect the sensing output, resulting into up
to 47% difference in the overall perceived channel availability.
(a) (b)
(c) (d)
Figure 6.8: Time domain plots of the received PU signal by the SU in both
the vertical and horizontal polarisation.
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Table 6.2: Channel availability.
Parameter GSM 900 GSM 1800
Vertical 280 170
Horizontal 255 150
V ertical ∧Horizontal 236 100
6.6 Channel Availability Model
Let {x1, x2, ...xN} represent random variables of the PU system’s channel oc-
cupancy status where xi = 1 if the i
th channel is occupied by a PU and xi = 0
if it is idle, with i = 1, 2, ...N representing the channel index of a spectrum of
N number of channels. In order to determine the channel availability a dis-
crete random variable Nfree that represents the total number of idle channels
in both polarisations is also defined.
The CLT provides a well established baseline approach for approximating
the limiting distribution of a sequence of variables [141]. Hence, let N¯free and
σN denote the mean and variance of the available channels in both polarisa-
tions at the same time, the probability of having k available channels in both
polarisations can be approximated by a Gaussian distribution as,
P (Nfree = k) ≈ 1√
2piσN
e
−
(
(x−N¯free)2
2σN
)
, (6.4)
where k = 0, 1, ...N .
Different statistical distributions that can reasonably represent the empiri-
cal distribution of Nfree and pidleneess, including the Poisson, Binomial and Lo-
gistic distributions, were explored. The parameters of each distribution have
been estimated by using the empirical data and by applying the maximum
likelihood estimation (MLE) method. This method, selects a set of values as
an estimate for which the observed sample is most likely to occur [142]. Based
on the MLE method the Gaussian distribution was found to fit best to the
observed data.
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Having modelled the number of available channels as a Gaussian distribu-
tion, the channel idleness probability can also be approximated by a Gaussian
distribution, which is expressed mathematically as,
P (St,ivertical = 0, St,ihorizontal = 0) ≈
1√
2piσ
e
−
(
(x−µ)2
2σ
)
, (6.5)
where µ is the mean and σ the standard deviation of the channel idleness
probabilities.
Figures 6.9a and 6.9b show the empirical PDF plot of the available chan-
nels, P (Nfree), for the GSM 900 DL and GSM 1800 DL frequency bands and
its fit by the a Gaussian distribution. Similarly, Figures 6.10a and 6.10b show
the empirical channel idleness probability distribution over its Gaussian ap-
proximation for the same frequency bands. Both figures indicate that there
is a good agreement between the Gaussian Normal PDF and the empirical
data that is confirmed by the Chi-squared goodness of fit validation test as
presented in the following subsection.
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(a)
(b)
Figure 6.9: Normal approximation of number of available channels distribution
over measured data for: a) GSM 900 DL; b) GSM 1800 DL.
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(a)
(b)
Figure 6.10: Normal approximation of number of available channels distribu-
tion over measured data for: a) GSM 900 DL; b) GSM 1800 DL.
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6.6.1 Model Validation
Let yi denote the empirically calculated probability values, known as the ob-
served data, and y¯i the expected probability values as obtained by the Gaussian
model for the ith frequency channel. The Chi-squared statistic, χ2, is defined
as the weighted difference between the observed and expected data [141]. For-
mally,
χ2 =
N∑
i=1
(yi − y¯i2)
y¯i
. (6.6)
Table 6.3 presents the estimated parameters µ and σ for the Gaussian ap-
proximation and the corresponding Chi-square goodness-of-fit validation test
value. Given that the 5% critical value of χ2 for a distribution with two de-
grees of freedom is 5.99 [129], both metrics of the channel idleness probability
and channel availability can be modelled by a Gaussian distribution with 95%
confidence bounds. Such confidence bounds in turn, suggest that the proposed
model can estimate the channel availability with up to 95% accuracy which is
inline with the IEEE 802.22 CR standard’s requirements of identifying avail-
able channels with 90% accuracy.
Table 6.3: Gaussian approximation parameters.
Band Parameter µ σ χ2
GSM 900 Nfree 231 15.7 5.28
GSM 900 pidleness 0.82 0.02 5.04
GSM 1800 Nfree 96 3.87 4.83
GSM 1800 pidleness 0.36 0.11 4.99
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6.7 Summary
Accurate channel occupancy models are required in order to optimise the over-
all performance of CR networks. In this chapter a novel channel availability
model for mobile CR terminals for the polarisation domain has been intro-
duced. The channel availability has been described in terms of two different
probabilistic metrics, the number of available channels and the idleness prob-
ability in both the vertical and horizontal polarisation at the same time. The
proposed model has been validated using real-time measurements within real-
istic operational scenarios. Based on the obtained results it has been verified
that the perceived channel occupancy by a CR terminal can be significantly
different between different polarisations. To this end, the channel availability
is approximated by a Gaussian distribution. Such a probabilistic availability
model can assist in the optimisation of mobile CR terminals that change their
orientation and can lead to performance improvement in terms of energy and
spectrum efficiency.
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Conclusion and Further
Work
7.1 Summary
As technology evolves, new wireless communication paradigms emerge, with
new requirements and operational environments compared to traditional wire-
less systems. In this thesis the spectrum sensing process as a realisation of CR
technology within M2M communication systems has been investigated. Ini-
tially, the problem of spectrum sensing over severe fading conditions that are
expected to occur in the operational environments of wireless M2M communi-
cation systems has been addressed in order to study the feasibility of CR-based
M2M systems. Furthermore, the use of statistical knowledge on channel occu-
pancy as a means of “smart” sensing for minimising the time and energy cost
of M2M cognitive nodes is investigated.
In Chapter 2 the concept of CR technology has been described and visions
on future application of CR technology in the field of M2M systems and the
IoT have been presented. With spectrum sensing being the focus of this work,
the challenges regarding the operational environment and design requirements
of M2M nodes are discussed. Amongst other theoretical notions, state-of-the-
art spectrum sensing methods have been summarised. Furthermore, in this
chapter the reader is being introduced to the concept of spectrum occupancy
through a description of different prediction models and their applicability in
CR.
In Chapter 3, simple yet accurate closed form expressions for the average
probability of detection for ED-based spectrum sensing over TWDP fading
channels have been derived and verified. These expressions facilitate the per-
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formance evaluation of different ED-based spectrum sensing schemes for a vari-
ety of fading scenarios that include the well-known Rayleigh and Rician fading
channels as well as a worse than Rayleigh fading channel which is character-
istic of M2M nodes operating in confined environments. The obtained results
provide a comprehensive performance analysis and identify the limits of ED-
based spectrum sensing for emerging CR systems that are expected to operate
in non conventional environments that cannot be adequately characterised by
the traditional fading models. More specifically, the performance of ED-based
spectrum sensing has been found to significantly degrade compared to Rician
fading with the SNR requirements to increase by 137%. Hence, an ED-based
CR system cannot meet the requirements and operate efficiently under such
conditions. Therefore, appropriate mitigation techniques need to be applied in
order for ED-based spectrum sensing to achieve the sensing requirements when
operating in such environments. To this end, the performance improvement
due to diversity reception and cooperative detection are investigated and are
found to improve the sensing performance in terms of SNR requirements by
up to 18 dB when cooperation is employed, whereas for diversity reception
the overall detection improves by up to 95%. In addition to different sensing
schemes an optimal threshold technique is proposed. The proposed technique
dynamically adjusts the detection threshold subject to a minimum total de-
tection error which allows to minimise both Pfa and Pmd. The performance of
ED-based spectrum sensing, and hence, spectrum efficiency has been found to
be affected by TWDP fading at a higher extent than Rayleigh fading which is
considered as the worst case fading. However, by applying different techniques
as proposed, ED-based spectrum sensing can meet the requirements of CR
standards for efficient spectrum usage.
In Chapter 4 the perceived spectrum occupancy in the temporal domain
has been formulated as an HMM. The PU transmission patterns are modelled
as a 2-state Markov chain, whereas the sensing output is described as a binary
random variable being observed through a Gaussian channel. The HMM is
used to estimate and predict the PU channel occupancy states at future time
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instants based on a history of past sensing outputs.
By incorporating spectrum occupancy prediction to ED-based spectrum
sensing, in Chapter 5 a “smart” sensing multi-channel scheme has been pro-
posed as a means of reducing the sensing time of CR systems. The perfor-
mance of the proposed spectrum sensing approach is evaluated using both real
spectrum measurement data and simulated data obtained by the spectrum
activity measurements. With reference to the obtained results, the HMM-
based approach was found to accurately estimate the occupancy parameters
and outperform other prediction methods, particularly in scenarios with less
correlated occupancy statistics as well as in low SNR regions. Furthermore, by
using longer observation history the prediction performance of the proposed
approach was found to improve for multiple step ahead predictions. In addi-
tion, the proposed sensing method leads to up to 84% reduction of the sensing
cost expressed by the sensing time and energy consumption when compared
to conventional ED-based spectrum sensing. As a result, by using appropriate
history length and prediction span in order to optimise the prediction per-
formance with respect to complexity, the proposed scheme can significantly
reduce the energy consumption of energy-constrained CR terminals.
The effects of polarisation in the perceived channel occupancy are investi-
gated in Chapter 6. With reference to the obtained results it can be verified
that the perceived channel occupancy by a CR terminal can vary significantly
between different polarisations. Such differences in the sensing results between
the vertical and horizontal polarisation can affect sensing performance akin to
the hidden PU problem by increasing the Pfa and Pd. Therefore, accurate
channel availability modelling for the polarisation domain is required. To this
end, this work proposes a statistical framework for modelling the available
channles in both polarisations at the same time. The proposed model charac-
terises the channel availability in terms of two different probabilistic metrics,
the number of available channels and the idleness probability in both the verti-
cal and horizontal polarisation at the same time and is validated using real-time
measurements within realistic operational scenarios.
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7.2 Conclusions
The key conclusions for the research presented in this study can be summarised
as follows:
 Under hyper-Rayleigh fading conditions single user spectrum sensing
cannot achieve the required sensing performance that ensures efficient
spectrum access without interfering to the primary system for cognitive
M2M systems.
 Cooperative spectrum sensing with up to 6 cooperative SUs can improve
the sensing performance by up to 45% and reduce the SNR requirements
by up to 11.5 dB within environments that exhibit worse than Rayleigh
fading conditions.
 Under the same fading conditions, diversity reception with up to Coop-
erative spectrum sensing with up to 5 diversity branches can improve the
sensing performance by up to 38%.
 Threshold optimisation for ED-based spectrum sensing can significantly
improve the sensing performance by achieving an up to 13 dB SNR gain.
 Temporal spectrum occupancy can be efficiently modelled and estimated
in terms of transmission probabilities using a 2-state HMM.
 HMM-based spectrum occupancy prediction outperforms state-of-the-art
prediction methods and can achieve up to 93% and 8% prediction accu-
racy in terms of TPR and FPR, respectively. Such values suggest that
prediction can infer the channel occupancy with comparable performance
of detection.
 Predictive spectrum sensing can significantly reduce the sensing cost in
terms of sensing energy and time by up to 84% based on the occupancy
statistics of the primary frequency band of interest.
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 Signal polarisation can affect the sensing output. To this end, channel
availability on the polarisation domain can be modelled as a Gaussian
approximation with 95% confidence bounds.
7.3 Limitations
Throughout this thesis ED is considered owing to its low implementation com-
plexity and computational needs. However, the assumption of using ED is
that the noise variance may always be accurately estimated which is not al-
ways achievable in practice. The noise uncertainty is expected to degrade
the system’s performance even for cooperative or diversity reception spectrum
sensing strategies. In addition, in order to provide closed form solutions for
the integrals regarding the average probability of detection over TWDP fad-
ing channels, a time-bandwidth product u = 1 is assumed. Therefore, the
obtained expressions are limited for the case of u = 1. They give however an
insight into the performance over worse than Rayleigh fading conditions when
compared to benchmark results for the same time bandwidth parameters. This
limitation can be overcome by using the Moment Generation Function (MGF)
of the TWPD fading model to obtain analytical expressions for the average
probability of detection over TWDP for different time-bandwidth values. How-
ever, owing to the integrals under evaluation including the MGF, the obtained
expressions would be in the form of a series expansions rather than in a closed
form. Furthermore, spectrum sensing is considered as a binary decision prob-
lem and hence the prediction performance as well as the channel availability
model depend on the detection threshold. In addition, PU activity is modelled
as a two-state discrete time first order Markov chain in order to ensure minimal
complexity. However, by considering higher order HMMs may capture a more
complete description of the temporal correlation.
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7.4 Further Work
Although this thesis has offered some new insights on cognitive M2M systems
and on spectrum sensing in particular, there is still a number of open prob-
lems that need to be solved to enable the development of fully cognitive M2M
communication systems. Owing to the cognitive nature of such systems, in-
tegration and convergence among different wireless communication systems is
expected. Therefore, standardisation and regularisation is an important as-
pect for future M2M systems. In addition, accurate traffic characterisation of
M2M networks is fundamental to the design and optimisation of such infras-
tructures. Furthermore, although the proposed predictive spectrum sensing
scheme enables energy efficiency for CR M2M nodes, by reducing the sensing
cost, current SDR solutions have processing requirements, which may delay
the operation of such a scheme. However, as CR is an emerging technology, it
is expected that future SDR platforms will be optimised and this issue will be
resolved. Based on the presented findings this work can be further extended
by considering the following research directions for future work:
 Investigate the performance of ED-based spectrum sensing over compos-
ite fading i.e. multipath and shadowing. In addition, for a comprehen-
sive analysis on the performance of diversity reception different diversity
schemes such as Maximal Ratio Combining (MRC), Equal Gain Com-
bining (EGC) should be considered.
 Modify the HMM-based spectrum occupancy prediction scheme to in-
clude more than 2 states such as the possibility of a channel to be at a
“fuzzy” state (SU is undetermined whether the channel is occupied or
unoccupied).
 Extend the proposed predictive spectrum sensing scheme to account for
cooperative prediction where predictions from multiple SUs will be com-
bined into improving the overall performance.
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 Use the proposed spectrum occupancy prediction scheme for predicting
the activity of other SUs as a means of efficient spectrum sharing.
 Investigate the optimal length of history for accurate and efficient multi-
step ahead predictions.
 The use of the derived channel availability model to identify the proba-
bility of an adjacent channel to be unoccupied in a different polarisation
could be exploited for polarisation diversity.
 The proposed model can be further extended to account for tri-polar
antennas for CR systems with additional degrees of freedom as a means
of improving spectrum sensing and hence spectrum efficiency.
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Appendix A
Derivations
A.1 Derivation of expression (3.19)
For the first order i.e., M = 1, the average probability of detection is expressed
as
P¯dTWDP = ai
K + 1
2γ¯
[
exp(K(ai − 1))
∫ ∞
0
Qu(
√
2γ,
√
λ)
exp
(
− (K + 1)γ
γ¯
)
I0
(
2
√
K(K + 1)(1− ai)γ
γ¯
)
dγ
+ exp(−K(ai + 1))
∫ ∞
0
Qu(
√
2γ,
√
λ)
exp
(
− (K + 1)γ
γ¯
)
I0
(
2
√
K(K + 1)(1 + ai)γ
γ¯
)
dγ
(A.1)
By substituting for x =
√
2γ (A.1) can be rewritten
P¯dTWDP = ai
K + 1
2γ¯
[
exp(K(ai − 1))
∫ ∞
0
Qu(x,
√
λ)
exp
(
− (K + 1)γ
γ¯
)
I0
(
2
√
K(K + 1)(1− ai)γ
γ¯
)
xdx
+ exp(−K(ai + 1))
∫ ∞
0
Qu(x,
√
λ)
exp
(
− (K + 1)γ
γ¯
)
I0
(
2
√
K(K + 1)(1 + ai)γ
γ¯
)
xdx
(A.2)
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For u = 1 the integrals in (A.2) can be solved according to [92, eq. (45)]
following that
∫ ∞
0
Qu(ax, b)exp
(
− p
2x2
2
)
I0(cx)xdx =(
c2
2p2
)
Q
(
ac
p
√
p2 + a2
,
bp√
p2 + a2
) (A.3)
with a = 1, b =
√
λ, p =
√
K+1
γ¯
, and c = 2
√
K(K+1)(1±ai)
2γ¯
For all approximation orders M , the average probability of detection is
given as a summation by
P¯dTWPD =
M∑
i=1
1
2
ai
[
Q
(√
2Kγ¯(1− ai)
K + γ¯ + 1
,
√
λ(K + 1)
K + γ¯ + 1
)
+Q
(√
2Kγ¯(1 + ai)
K + γ¯ + 1
,
√
λ(K + 1)
K + γ¯ + 1
)] (A.4)
A.2 Derivation of expression (3.42)
Based on [92, eq. (9)],
∂Qm(a, b)
∂b
= −b
(
b
a
)m−1
exp
(
− a
2 + b2
2
)
Im−1(ab) (A.5)
For m = 1, (A.5) can be rewritten as
∂Qm(a, b)
∂b
= −bexp
(
− a
2 + b2
2
)
I0(ab) (A.6)
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From (3.42) a =
√
2Kγ¯(1−ai)
K+γ¯+1
and b =
√
λ(K+1)
K+γ¯+1
. By applying the chain rule
yields,
∂Pd
∂λ
= − (K + 1)
2
(λ(K+1)
K+γ¯+1
) 1
2 (K + γ¯ + 1)
M∑
i=1
1
2
ai
[
exp
(
− 2Kγ¯(1− ai) + λ(K + 1)
2(K + γ¯ + 1)
)
I0
(
2Kγ¯λ(K + 1)(1− ai)
(K + γ¯ + 1)2
)
+
exp
(
− 2Kγ¯(1 + ai) + λ(K + 1)
2(K + γ¯ + 1)
)
I0
(
2Kγ¯λ(K + 1)(1 + ai)
(K + γ¯ + 1)2
)]
(A.7)
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