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In this paper, we consider the elliptic system of two equations in H1(RN )× H1(RN ):
−u + a(x)u = 2α
α + β |u|
α−2u|v|β, −v + b(x)v = 2β
α + β |u|
α |v|β−2v,
where α,β > 1 satisfy α + β < 2NN−2 , N  3; the potentials a(x), b(x) are regular functions
such that lim inf|x|→∞ a(x) = a∞ > 0 and lim inf|x|→∞ b(x) = b∞ > 0. Moreover, a(x), b(x)
verify suitable decay assumptions, but not requiring any symmetry property. By means
of the standard critical point theory, we ﬁnd inﬁnitely many approximate solutions in
bounded balls. Then we obtain inﬁnitely many solutions for the original elliptic system
by analyzing the structures of the approximate solutions carefully, and by passing to a
limit.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction and main results
In this paper, we are concerned with the problem⎧⎪⎪⎨⎪⎪⎩
−u + a(x)u = 2α
α + β |u|
α−2u|v|β in RN ,
−v + b(x)v = 2β
α + β |u|
α |v|β−2v in RN ,
(1.1)
where α,β > 1 satisfy α + β < 2∗ , 2∗ = 2NN−2 , N  3; the potentials a(x),b(x) are continuous functions, positive in RN ,
except at most a bounded set, verifying suitable decay assumptions, but not required to possess any symmetry property.
A pair of functions (u, v) ∈ H1(RN ) × H1(RN ) is said to be a weak solution of problem (1.1) if for any ϕ = (ϕ1,ϕ2) ∈
H1(RN )× H1(RN )∫
RN
(∇u∇ϕ1 + ∇v∇ϕ2 + a(x)uϕ1 + b(x)vϕ2)dx− 2α
α + β
∫
RN
|u|α−2u|v|βϕ1 dx− 2β
α + β
∫
RN
|u|α |v|β−2vϕ2 dx = 0.
Problem (1.1) has a variational structure: its solutions can be searched as critical points of the energy functional I , which is
deﬁned on H1(RN )× H1(RN ) by
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2
∫
RN
(|∇u|2 + |∇v|2 + a(x)|u|2 + b(x)|v|2)dx− 2
α + β
∫
RN
|u|α |v|β dx. (1.2)
However, the usual variational methods, that allow us to prove the existence of inﬁnitely many solutions to (1.1) in a
bounded domain, cannot be applied straightly to I . Indeed, for any bounded sequence (un, vn) in H1(RN )× H1(RN ), we can
select a subsequence (uni , vni ) such that (uni , vni ) ⇀ (u, v) weakly in H
1(RN )× H1(RN ), but we are not sure whether there
is a subsequence (un j , vn j ) such that lim j→∞
∫
RN
|un j |α |vn j |β dx =
∫
RN
|u|α |v|β dx, where α > 1, β > 1, α + β < 2NN−2 , N  3.
Therefore the basic Palais–Smale condition is not satisﬁed by I in all the energy levels. This diﬃculty can be avoided when
a(x), b(x) enjoy of some symmetry. Indeed if either a(x) ≡ b(x) ≡ const > 0 or a(x) = a(|x|), b(x) = b(|x|), the restriction of I
to H1r (R
N )×H1r (RN ), the subspace of H1(RN )×H1(RN ) consisting of spherically symmetric functions, restores compactness,
that is, for any bounded sequence (un, vn) in H1r (R
N ) × H1r (RN ), we can select a subsequence (unk , vnk ) and a pair of
functions (u, v) in H1r (R
N ) × H1r (RN ) such that limk→∞
∫
RN
|unk |α |vnk |β dx =
∫
RN
|u|α |v|β dx, where α + β < 2NN−2 , N  3,
α > 1, β > 1. So, in such cases, the existence of a positive solution to (1.1) can be proved either by using mountain pass
theorem or by minimization on a natural constraint, while the existence of inﬁnitely many solutions follows by applying
standard minimax arguments.
The question becomes more diﬃcult when a(x) or b(x) has not symmetry properties, and even proving the existence of
one positive solution is not a simple matter. To handle this situation a deeper understanding of the nature of the obstruc-
tions to the compactness and subtle tools are needed.
Set a(x) = b(x), α = β , u = v . Then system (1.1) reduces to the scalar semilinear elliptic problem:
−u + a(x)u = |u|2α−2u in RN , 1<α < 2
∗
2
. (1.3)
During the past years there has been a considerable interest in problems like (1.3) due essentially to two reasons: such
problems arise naturally in various branches of Mathematical Physics, indeed the solutions of (1.3) can be seen as solitary
waves (stationary states) in nonlinear equations of the Klein–Gordon or Schrödinger type, and, on the other hand, they
present speciﬁc mathematical diﬃculties that make them challenging to the researchers. Most of the researches have been
concerned with (1.3) in the case
lim|x|→∞a(x) = a∞ > 0, (1.4)
so that (1.3) can be related to the “problem at inﬁnity”
−u + a∞u = |u|2α−2u in RN . (1.5)
Let (1.4) hold, and let a(x) be a continuous function satisfying
0< δ  a(x) a∞ in RN . (1.6)
A ﬁrst answer to the existence question on (1.3) has been given by minimization, because the concentration-compactness
principle can be applied. Subsequently a careful analysis of the behavior of the Palais–Smale sequences has allowed us
to state that the compactness can be loosen (in the sense that a Palais–Smale sequence does not converge to a critical
point) if and only if such a sequence breaks into a ﬁnite number of solutions to (1.5) which are centered at points whose
inter distances go to inﬁnity. As a consequence, it has been possible to give an estimate of the energy levels in which the
Palais–Smale condition fails and to establish some existence and multiplicity questions for (1.3). In fact, the existence of a
positive solution to (1.3) has been proved (see [2]) even when a ground state solution cannot exist, that is, for instance,
when, besides (1.4) and suitable decay assumptions, the potential satisﬁes the condition a(x) > a∞ in RN ; moreover, under
the conditions (1.4), (1.6) and a suitable decay on a at inﬁnity, it has been shown the existence of a changing sign solution
of (1.3) in addition to the positive one (see [14]).
In particular, we point out that in [15] the existence of a positive and a negative solutions is proved, provided
infx∈RN a(x) > 0 and lim|x|→∞ a(x) = ∞; while in [4] the existence of a third changing sign solution is shown. Under assump-
tions of periodicity on a, (1.3) has been shown to posses inﬁnitely many solutions (see [6]). Recently, Cerami, Devillanova
and Solimini [5] established the existence of inﬁnitely many solutions to (1.3) without symmetry or periodicity assumptions
on the potential a(x).
There is a comprehensive literature on problem (1.3), here we do not state them in detail, and only list them as references
for the interested readers, see [1,7–13,16,17] and the references cited therein.
As far as we know the question of the existence of inﬁnitely many solutions to (1.1), without symmetry or periodicity
assumptions on the potential a(x), is largely open. In this paper, we give a positive answer to this question.
Let us state the hypothesis on the functions a, b, which will be used throughout this paper.
(1) a,b ∈ C1(RN ,R);
(2) lim inf|x|→∞ a(x) = a∞ > 0, lim inf|x|→∞ b(x) = b∞ > 0;
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α0|x| = +∞, ∀α0 > 0; lim|x|→∞ ∂b(x)∂x eβ0|x| = +∞, ∀β0 > 0; where x= x|x| , ∀x ∈RN\{0};
(4) there exists a constant c0 > 0 such that∣∣∇τxa(x)∣∣ c0 ∂a(x)
∂x
and
∣∣∇τxb(x)∣∣ c0 ∂b(x)
∂x
, ∀|x| c0;
where ∇τxa(x) denotes the component of the gradient of a at x, in the hyperplane orthogonal to x and containing x.
Theorem 1.1. Assume the potentials a(x), b(x) satisfy the assumptions (1)–(4), then problem (1.1) admits inﬁnitely many solutions
with positive energy.
Remark. In Theorem 1.1 we do not need to assume a(x),b(x)  δ > 0 in RN . Assumptions (2), (3) imply only that a(x),
b(x) are bounded from below at inﬁnity by a positive constant and that, for large values of x, a(x), b(x) are increasing in a
reasonable way in the direction ν .
This paper is organized as follows: In Section 2, we establish the strong H1-convergence for the sequences of approximate
solutions of (2.1) (see below), which plays the fundamental role in our arguments. Section 3 devotes to ﬁnding inﬁnitely
many energy-positive solutions of (1.1).
Throughout this paper, we denote the norms of the spaces H10(D), L
(D) (1   < ∞) by ‖u‖H10(D) = (
∫
D(|∇u|2 +
|u|2)dx) 12 , ‖u‖L(D) = (
∫
D |u| dx)
1
 respectively, and the positive constants (possibly different) by C,C1,C2, . . . . Moreover,
set ‖(u, v)‖H10(D)×H10(D) = ‖u‖H10(D) + ‖v‖H10(D) .
2. H1-strong convergence for approximate solutions of (1.1) on diverging balls
In this section, we establish the H1-strong convergence for solutions⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−u + a(x)u = 2α
α + β |u|
α−2u|v|β in Bρn (0),
−v + b(x)v = 2β
α + β |u|
α |v|β−2v in Bρn (0),
u = v = 0 on ∂Bρn (0),
(2.1)
where 0 < ρn → +∞ as n → ∞. Since it is possible to prove that (2.1) possesses inﬁnitely many solutions, obtained con-
structing inﬁnitely many critical levels for the related functionals by minimax theorem. It is natural to consider sequences
of solutions to (2.1), and then try to pass to the limit. Clearly such argument, by itself, is not suﬃcient, because such se-
quences are not necessarily precompact in H1(RN ) × H1(RN ) due to translations. Hence some additional tools are needed
to control the situation. This is just a local Pohozaev type identity that, together with some uniform decay estimates and
integral bounds on any bounded sequence of solutions to (2.1), allows us to conclude that, in our assumptions, the loss of
compactness cannot occur.
Let (u, v) be a solution of problem (2.1). Set u˜ = |u|, v˜ = |v| (extended by zero out of Bρn (0)), then u˜, v˜ ∈ H1(RN ) satisfy
for any ϕ ∈ H1(RN ) with ϕ  0∫
RN
∇u˜∇ϕ dx =
∫
Bρn (0)
∇|u|∇ϕ dx
=
∫
∂Bρn (0)
ϕ
∂|u|
∂ν
dS −
∫
Bρn (0)
|u|−1uuϕ dx

∫
Bρn (0)
|u|−1u
(
2α
α + β |u|
α−2u|v|β − a(x)u
)
ϕ dx
=
∫
Bρn (0)
(
2α
α + β |u|
α−1|v|β − a(x)|u|
)
ϕ dx
=
∫
RN
(
2α
α + β u˜
α−1 v˜β − a(x)u˜
)
ϕ dx
which implies in the sense of distribution
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α + β u˜
α−1 v˜β.
Similarly,
−v˜ + b(x)v˜  2β
α + β u˜
α v˜β−1.
Whence we obtain
−(u˜ + v˜)+ a(x)u˜ + b(x)v˜  2(u˜ + v˜)α+β−1 in RN . (2.2)
In the next sections, we can consider the estimates of solutions to (2.2) in H1(RN ), and this makes us free from caring
about the sign of u or taking into account the domain Bρn (0).
Deﬁnition 2.1. {(un, vn)} ⊂ H1(RN )× H1(RN ) is said to be a controlled sequence if un + vn is a solution of (2.2); a balanced
sequence if {(un, vn)} ⊂ H10(Bρn (0)) × H10(Bρn (0)) solves problem (2.1).
Remark. Every balanced sequence {(un, vn)} is a controlled sequence. In addition, the controlled sequence {(un, vn)} is
nonnegative in the whole space RN , that is, un, vn  0 in RN , since we could replace them with their absolute values
respectively.
Let {(un, vn)} ⊂ H10(Bρn (0)) × H10(Bρn (0)) be a bounded noncompact sequence of solutions of (2.1). Then, from Proposi-
tion A in Appendix A, replacing {(un, vn)} if necessary by a subsequence, there exist k sequences of points xin ∈ Bρn (0) such
that as n → ∞⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
|un| = |u∞| +
k∑
i=1
∣∣Ui(x− xin)∣∣+ω1n,
|vn| = |v∞| +
k∑
i=1
∣∣Vi(x− xin)∣∣+ω2n,
(2.3)
and
lim
n→∞
∣∣xin∣∣= +∞, limn→∞∣∣xin − x jn∣∣= +∞, ∀1 i = j  k,
where (u∞, v∞) is a solution of problem (1.1), ‖ωin‖H1(RN ) → 0 (i = 1,2).
For i = 1,2, . . . ,k, (Ui, Vi) ∈ H1(RN ) × H1(RN ) is a solution of problem (P∞), where (P∞) denotes the “problem at
inﬁnity”:
(
P∞
):
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−u + a∞u = 2α
α + β |u|
α−2u|v|β in RN ,
−v + b∞v = 2β
α + β |u|
α |v|β−2v in RN ,
u, v → 0 as |x| → ∞,
with α,β > 1 and α + β < 2∗ .
Let xin be given in (2.3), and xn be the smallest one for which
|xn|
∣∣xin∣∣, ∀1 i  k.
In order to deal with any noncompact balanced sequence on some suitable regions of the space, we introduce some nota-
tions.
Let A ⊂ RN be a subset and a point v ∈ RN , v /∈ A. We call one cone of vertex v generated by A the smallest set
containing A and positively homogeneous with respect to the vertex v , i.e. the set{
w ∈RN : w = v + λ(x− v), x ∈ A, λ ∈R+}.
Let us now consider a noncompact sequence {(un, vn)} (either controlled or balanced), let {xn} be the respective smallest
sequence of those appearing in (2.3), and let us deﬁne some sequences of subsets of RN that are related to {xn}. First of
all, we construct a sequence of cones Cn , having, for all n, a vertex xn2 and generated by a ball BRn (xn). Take the cone C1,n
with the vertex xn2 and generated by the ball B1,n := Brn (xn), where rn = γ̂ |xn |2k with 0 < γ̂ < min{ 15 , 14(1+c0) }, c0 is from
the assumption (4). If ∂C1,n ∩ B rn (xin) = ∅ for all xin = xn , 1  i  k, we set Cn = C1,n and Rn = rn . Otherwise we consider2
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|xn| |xin| and ∂C1,n ∩ B rn2 (xin) = ∅, such that B rn2 (xin) ⊂ C2,n , and set Cn = C2,n if C2,n does not touch any of the other balls
B rn
2
(xin), x
i
n = xn . Otherwise we continue to ﬁx the cone C3,n having a vertex xn2 and generated by the ball B3,n := B3rn (xn)
that surely contains the balls of radius rn2 centered at the points x
i
n , touching C2,n . We iterate this arguments and, after at
most k steps, we associate to xn a cone Cn , having a vertex xn2 and generated by the ball BRn (xn) with rn  Rn  krn , and
having the property that ∂Cn ∩ B rn
2
(xin) = ∅ for all xin = xn , 1 i  k.
Denote by θn the “width angle” of the cone Cn , then Rn = |xn|2 tan θn , and 0 < γ̂k  tan θn  γ̂ . For any s ∈ R1, consider
the cones Cs,n = Cn − s xn|xn| , and the regions around the boundary of Cn: S2,n = Cs,n\C−s,n . Lastly set Sn =RN\
⋃k
i=0 B rn2 (x
i
n),
where x0n = 0, rn and xin , 1 i  k, are as above.
Lemma 2.2. Let a(x), b(x) satisfy (1), (2), and let {(un, vn)} be a balanced sequence bounded in H10(Bρn (0))× H10(Bρn (0)). Then there
exists a constant C > 0 independent of n such that
‖un‖L∞(Bρn (0)) + ‖vn‖L∞(Bρn (0))  C .
Proof. Choose
ϕ1 = unu2(s−1)n,l , ϕ2 = vnv2(s−1)n,l , s, l > 1, un,l =min
{|un|, l}, vn,l =min{|vn|, l}.
Multiply the two equations in (2.1) by ϕ1, ϕ2 respectively. Then∫
Bρn (0)
(
u2(s−1)n,l |∇un|2 + v2(s−1)n,l |∇vn|2 + 2(s − 1)u2(s−1)n,l |∇un,l|2 + 2(s − 1)v2(s−1)n,l |∇vn,l|2
)
dx
= −
∫
Bρn (0)
(
a(x)|un|2u2(s−1)n,l + b(x)|vn|2v2(s−1)n,l
)
dx+ 2
α + β
∫
Bρn (0)
|un|α |vn|β
(
αu2(s−1)n,l + βv2(s−1)n,l
)
dx. (2.4)
Now we recall Sobolev’s inequality:( ∫
Bρn (0)
|w|2∗ dx
) 2
2∗
 C0
∫
Bρn (0)
|∇w|2 dx, ∀w ∈ H10
(
Bρn (0)
)
, (2.5)
where C0 is a positive constant depending only on N .
From (2.4), (2.5), we derive that( ∫
Bρn (0)
(|un|us−1n,l + |vn|vs−1n,l )2∗ dx)
2
2∗
 2
( ∫
Bρn (0)
∣∣unus−1n,l ∣∣2∗ dx)
2
2∗ + 2
( ∫
Bρn (0)
∣∣vnvs−1n,l ∣∣2∗ dx)
2
2∗
 C
∫
Bρn (0)
(∣∣∇(unus−1n,l )∣∣2 + ∣∣∇(vnvs−1n,l )∣∣2)dx
 C
∫
Bρn (0)
(
u2(s−1)n,l |∇un|2 dx+ v2(s−1)n,l |∇vn|2 dx
+ (s − 1)2u2(s−1)n,l |∇un,l|2 + (s − 1)2v2(s−1)n,l |∇vn,l|2
)
dx
 Cs
∫
Bρn (0)
(|un|2u2(s−1)n,l + |vn|2v2(s−1)n,l )dx
+ Cs
∫
Bρn (0)
|un|α |vn|β
(
u2(s−1)n,l + v2(s−1)n,l
)
dx. (2.6)
Set w(x) = max{|un(x)|, |vn(x)|}. Then by the choice of un,l, vn,l , we have
wl(x) = max
{
w(x), l
}= max{un,l(x), vn,l(x)}.
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Bρn (0)
(
wws−1l
)2∗
dx
) 2
2∗
 Cs
∫
Bρn (0)
w2w2(s−1)l dx+ Cs
∫
Bρn (0)
wα+βw2(s−1)l dx.
Note that 2<α + β < 2∗ and 2< 2×2∗2∗+2−α−β < 2∗ . We deduce that for any  > 0,∫
Bρn (0)
wα+βw2(s−1)l dx
∫
Bρn (0)
(|un| + |vn|)α+β−2∣∣wws−1l ∣∣2 dx

∥∥|un| + |vn|∥∥α+β−2L2∗ (Bρn (0))∥∥wws−1l ∥∥2L 2×2∗2∗+2−α−β (Bρn (0))
 C
∥∥|∇un| + |∇vn|∥∥α+β−2L2(Bρn (0)) × (∥∥wws−1l ∥∥L2∗ (Bρn (0))
+ C(N,α,β)− α+β−22∗−α−β ∥∥wws−1l ∥∥L2(Bρn (0)))2
 C2
( ∫
Bρn (0)
(
wws−1l
)2∗
dx
) 2
2∗ + C− 2(α+β−2)2∗−α−β
∫
Bρn (0)
(
wws−1l
)2
dx. (2.7)
Inserting (2.7) into (2.6), we obtain( ∫
Bρn (0)
(
wws−1l
)2∗
dx
) 2
2∗
 Cs2
( ∫
Bρn (0)
(
wws−1l
)2∗
dx
) 2
2∗ + Cs
∫
Bρn (0)
w2w2(s−1)l dx
+ Cs− 2(α+β−2)2∗−α−β
∫
Bρn (0)
(
wws−1l
)2
dx. (2.8)
Taking  = 1√
2Cs
in (2.8), we conclude that( ∫
Bρn (0)
(
wws−1l
)2∗
dx
) 2
2∗
 Csα˜
∫
Bρn (0)
w2w2(s−1)l dx, (2.9)
where α˜ = 2∗−22∗−α−β > 0.
Deﬁne the sequence
s j =
(
2∗
2
) j
, j = 1,2, . . . ,
and take s = s j in (2.9), then( ∫
Bρn (0)
w2w
2s j+1−2
l dx
) 1
2s j+1

(
Csα˜j
) 1
2s j
( ∫
Bρn (0)
w2w
2s j−2
l dx
) 1
2s j
 · · ·
 C
∑∞
j=1 12s j
∞∏
j=1
s
α˜
2s j
j
( ∫
Bρn (0)
w2w2
∗−2
l dx
) 1
2∗
. (2.10)
It is not diﬃcult to verify that
∞∑
j=1
1
2s j
= 1
2∗
∞∑
j=1
(
2
2∗
) j
 C,
∞∏
j=1
s
α˜
2s j
j =
(
2∗
2
) α˜
2∗
∑∞
j=1( 22∗ )
j(
2∗
2
) α˜
2∗
∑∞
j=1 j( 22∗ )
j
 C, (2.11)
and ∫
B (0)
w2w2
∗−2
l dx
∫
B (0)
(|un| + |vn|)2∗ dx C . (2.12)
ρn ρn
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‖wl‖L2s j+1 (Bρn (0))  C
( ∫
Bρn (0)
w2w
2s j+1−2
l dx
) 1
2s j+1
 C .
Note that s j+1 → ∞ as j → ∞. So let j → ∞ and l → +∞ in the above inequality. We infer that
‖w‖L∞(Bρn (0))  C,
and the proof of Lemma 2.2 is complete. 
Remark. Let a(x),b(x) satisfy (1), (2), and let {(un, vn)} be a controlled sequence bounded in H1(RN ) × H1(RN ). Then
following the proof of Lemma 2.2, there also exists a constant C > 0 independent of n such that
‖un‖L∞(RN ) + ‖vn‖L∞(RN )  C . (2.13)
Given a sequence of functions {un} ⊂ H1(RN ), and a sequence {xn} ⊂ RN , we say that {xn} is a sequence of drift points
for {un} if un(· − xn) ⇀ 0 weakly in H1(RN ).
Given a sequence of functions {un} ⊂ H1(RN ), and a drift points sequence {xn} ⊂ RN , we say that a diverging sequence
of positive numbers {δn} is a sequence of drift distances for {xn} with respect to {un} if any sequence {yn} ⊂ RN , such that
d(xn, yn) hδn for some constant h ∈ [0,1] independent of n, is a sequence of drift points for {un} ⊂ H1(RN ).
Observe that, if {un} ⊂ H1(RN ) is a noncompact sequence, any sequence of points zn ∈ Sn for all n, is a drift points
sequence for {un} and δn = σn(zn) (where σn(zn) is deﬁned in (2.22) below) is a drift distances sequence for {zn}. Moreover,
given a drift points sequence {zn} ⊂ RN for a sequence of functions {un} ⊂ H1(RN ), a sequence {δn} is not uniquely deter-
mined. For instance, given a noncompact sequence {un} ⊂ H1(RN ), any sequence {xn} ⊂ RN such that xn ∈ ∂Cn is a drift
points sequence and considering either δn = rn2 (rn as deﬁned in the above) or δn = |xn|, we obtain drift distances sequences.
Lemma 2.3. Let a(x),b(x) satisfy (1), (2), and let {(un, vn)} be a controlled sequence bounded in H1(RN ) × H1(RN ). Let {xn} ⊂ RN
and δn be respectively a drift points sequence for {(un, vn)} ⊂ H1(RN ) × H1(RN ) and a drift distances sequence for {xn} ⊂RN . Then
for all h ∈ (0,1)
lim
n→∞ supBhδn(xn)
(
un(x)+ vn(x)
)= 0.
Proof. We argue by contradiction and assume that there exist real numbers h ∈ (0,1), η > 0 and a sequence {yn} ⊂ RN ,
yn ∈ Bhδn(xn) such that for large n,
un(yn)+ vn(yn) > sup
Bhδn(xn)
(
un(x)+ vn(x)
)− 1
n
> η. (2.14)
It follows from (2.13) that there exists a constant c0 > 0 such that for all n
−(un(x) + vn(x)) c0. (2.15)
Set wn = un + vn . Then it follows from (2.15) that
−c0
∣∣Bρ(0)∣∣ ∫
Bρ(yn)
wn(y)dy =
∫
∂Bρ(yn)
∂wn(y)
∂ν
dS = ρN−1 ∂
∂ρ
∫
|ω|=1
wn(yn + ρω)dω.
Whence,
−c0
∣∣B1(0)∣∣ r∫
0
ρ dρ 
∫
|ω|=1
wn(yn + rω)dω −
∫
|ω|=1
wn(yn)dω,
and then from (2.14)
|∂B1(0)|η
N|B1(0)| < −
c0r2
2(N + 2) +
|∂B1(0)|
N|B1(0)|wn(yn)
 1|Br(0)|
∫
wn(x− yn)dx if 0< r  √η,
Br(0)
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weakly in H1(RN ) by the choices of δn , h and yn . 
Lemma 2.4. Let a(x),b(x), {(un, vn)}, {δn} be as in Lemma 2.3 and, moreover, let {|xn|} be supposed diverging. Then, for all γ ∈
(0,
√
min{a∞,b∞}) there exists a constant cγ > 0 such that for all n
un(xn)+ vn(xn) cγ e−γ δn .
Proof. Let γ0 =
√
min{a∞,b∞}, 0 < γ < γ0 be ﬁxed, and choose h ∈ ( γγ0 ,1), and γ ∈ (γ ,hγ0). Then, by using Lemma 2.3,
we obtain that, for any n large enough, un, vn weakly satisfy
(un + vn) a(x)un + b(x)vn − 2(vn + un)α+β−1
 γ 2h−2(vn + un) 0 in Bhδn(xn). (2.16)
Thus, since hδn > 1 for large n, checking the process of the proof of Lemma 2.3, one has for large n
rN−1
(
un(xn)+ vn(xn)
)
 1|∂B1(0)|
∫
∂Br(xn)
(un + vn)dS, ∀0< r < 1.
Integrating from 0 to 1, we infer
un(xn)+ vn(xn) N|∂B1(0)|
1∫
0
∫
∂Br(xn)
(un + vn)dS dr
= N|∂B1(0)|
∫
B1(xn)
(un + vn)dx. (2.17)
Now we show that there exists a constant cγ > 0 such that∫
B1(xn)
(un + vn)dx cγ e−γ δn . (2.18)
Set wn(ρ) =
∫
Bρ (xn)
(un + vn)dx and w˜n(ρ) = |B1(0)|(hδn)Neγ (−δn+ ρh ) .
Note that for large n
w˜n(1) =
∣∣B1(0)∣∣(hδn)Neγ (−δn+ 1h )  ∣∣B1(0)∣∣heγ0δNn e−(γ−γ )δne−γ δn  cγ e−γ δn . (2.19)
Next we verify that
wn(ρ) w˜n(ρ), ∀ρ ∈ [0,hδn]. (2.20)
Observe that
w ′n(ρ) =
d
dρ
ρ∫
0
∫
∂Br(xn)
(un + vn)dS dr =
∫
∂Bρ(xn)
(un + vn)dS,
and from Lemma 2.3
1
|∂Bρ(xn)|
∫
∂Bρ(xn)
(un + vn)dS =
ρ∫
0
d
dr
{
1
|∂Br(xn)|
∫
∂Br(xn)
(un + vn)dS
}
dr
=
ρ∫
0
d
dr
{
1
|∂B1(xn)|
∫
|ω|=1
(un + vn)(xn + rω)dω
}
dr
=
ρ∫ {
1
|∂B1(xn)|
∫
d
dr
(un + vn)(xn + rω)dω
}
dr0 |ω|=1
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ρ∫
0
{
1
|∂Br(xn)|
∫
∂Br(xn)
∂
∂ν
(un + vn)dS
}
dr
=
ρ∫
0
{
1
|∂Br(xn)|
∫
Br(xn)
(un + vn)dx
}
dr.
Therefore,
d
dρ
{
w ′n(ρ)
|∂B1(xn)|ρN−1
}
= 1|∂B1(xn)|ρN−1
∫
Bρ(xn)
(un + vn)dx,
and then from (2.16)
ρ1−Nw ′′n(ρ) ρ1−Nw ′′n(ρ)+ (1− N)ρ−Nw ′n(ρ)
= d
dρ
{
w ′n(ρ)
ρN−1
}
= 1
ρN−1
∫
Bρ(xn)
(un + vn)dx
 γ
2h−2
ρN−1
∫
Bρ(xn)
(vn + un)dx
= γ
2h−2
ρN−1
wn(ρ),
which implies that
w ′′n(ρ) γ 2h−2wn(ρ), ∀ρ ∈ (0,hδn). (2.21)
Assume that (2.20) does not hold. Then the function (wn − w˜n)(ρ) has a maximum point ρn ∈ (0,hδn) such that (wn −
w˜n)(ρn) > 0 and (wn − w˜n)′′(ρn) 0. It follows from (2.21) that
w ′′n(ρ)− w˜ ′′n(ρ) γ 2h−2
(
wn(ρ)− w˜n(ρ)
)
> 0,
this is a contradiction. Whence, (2.20) holds. Since hδn > 1 for large n, we get from (2.20) that wn(1)  w˜n(1), which,
together with (2.19) implies that (2.18) holds. Then from (2.17), the proof of Lemma 2.4 is complete. 
Lemma 2.5. Let a(x), b(x) satisfy (1), (2), and let {(un, vn)} be a controlled sequence. Then for all γ ∈ (0,
√
min{a∞,b∞}) there is a
constant Cγ > 0 such that for large n
un(x) + vn(x) Cγ e−γ σn(x), ∀x ∈ Sn, where σn(x) = inf
1ik
∣∣x− xin∣∣; (2.22)
and there exist constants ci, γi > 0 and a sequence {sn} ⊂ (− 12 , 12 ) such that for all 2 q < ∞, and large n∫
Sn
(
un(x)+ vn(x)
)q
dx c1e−γ1|xn|, (2.23)
and ∫
∂Csn ,n
(∣∣∇un(x)∣∣2 + ∣∣∇vn(x)∣∣2)dσ  c2e−γ2|xn|. (2.24)
Proof. If there exist γ ∈ (0,√min{a∞,b∞}) and xm ∈ Sm such that um(xm)+ vm(xm) >me−γ σm(xm) , which is a contradiction
with Lemma 2.3 by choosing δm = σm(xm), thus (2.22) holds. Using (2.22), we conclude for large n
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Sn
(
un(x)+ vn(x)
)q
dx Cqγ
∫
Sn
e−qγ σn(x) dx
 Cqγ
k∑
i=1
∫
Sn
e−qγ |x−xin| dx
 Cqγ
k∑
i=1
+∞∫
γ̂ |xn |
4k
e−qγ ttN−1 dt
 c1e−γ1|xn|,
which is (2.23).
Let ϕn ∈ C∞0 (RN ), 0  ϕn  1; ϕ ≡ 1 on S1,n; suppϕn ⊂ S2,n; |ϕn|  C , where C is independent of n. From (2.2), we
obtain ∫
S2,n
∣∣∇(un + vn)∣∣2ϕn dx− 1
2
∫
S2,n
(ϕn)(un + vn)2 dx
=
∫
S2,n
∇(un + vn) · ∇
{
(un + vn)ϕn
}
dx
 2
∫
S2,n
(un + vn)α+βϕn dx−
∫
S2,n
(
a(x)un + b(x)vn
)
(un + vn)ϕn dx.
By the choice of ϕn , noting that S2,n ⊂ Sn for large n, and a(x),b(x) > 0 on Sn , we infer from (2.23) that there exist c∗ > 0,
γ2 > 0 such that for large n∫
S1,n
∣∣∇(un + vn)∣∣2 dx 2∫
Sn
(un + vn)α+β dx+ C
2
∫
Sn
(un + vn)2 dx c∗e−γ2|xn|. (2.25)
Using the integral mean value theorem and recalling that θn denotes the width angle of the cone Cn , we derive from (2.25)
that there exists a sequence sn ∈ (− 12 , 12 ) such that
sin θn
∫
∂Csn ,n
∣∣∇(un + vn)∣∣2 dS =
1
2∫
− 12
∫
∂Cs,n
∣∣∇(un + vn)∣∣2 sin θn dS ds
=
∫
S1,n
∣∣∇(un + vn)∣∣2 dx
 c∗e−γ2|xn|,
which implies that (2.24) holds because sin θn  0 for some positive constant 0. 
In the next parts, we consider noncompact balanced sequences bounded in H1(RN ) and their some important properties.
Set Dn = Csn,n ∩ Bρn (0). Then ∂Dn = (∂Dn)i ∪ (∂Dn)e , where (∂Dn)i = ∂Csn,n ∩ Bρn (0), (∂Dn)e = Csn,n ∩ ∂Bρn (0).
Lemma 2.6. Let a(x), b(x) satisfy (1), (2), and let {(un, vn)} be a noncompact balanced sequence. Then the identity holds
1
2
∫
Dn
(|un|2∇a(x) · xn + |vn|2∇b(x) · xn)dx = 1
2
∫
∂Dn
(|∇un|2 + |∇vn|2 + a(x)|un|2 + b(x)|vn|2)(ν · xn)dσ
−
∫
∂Dn
(
(∇un · ν)(∇un · xn)+ (∇vn · ν)(∇vn · xn)
)
dσ
− 2
α + β
∫
∂Dn
|un|α |vn|β(ν · xn)dσ ,
where ν is the outward normal to ∂Dn.
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−
∫
Dn
un(∇un · xn)dx−
∫
Dn
vn(∇vn · xn)dx =
∫
Dn
(
2α
α + β |un|
α−2un|vn|β − a(x)un
)
(∇un · xn)dx
+
∫
Dn
(
2β
α + β |un|
α |vn|β−2vn − b(x)vn
)
(∇vn · xn)dx
= 2
α + β
∫
Dn
∇(|un|α|vn|β) · xn dx
− 1
2
∫
Dn
(
a(x)∇|un|2 + b(x)∇|vn|2
) · xn dx
= 2
α + β
∫
∂Dn
|un|α |vn|β(ν · xn)dσ
− 1
2
∫
∂Dn
(
a(x)|un|2 + b(x)|vn|2
)
(ν · xn)dσ
+ 1
2
∫
Dn
(|un|2∇a(x) · xn + |vn|2∇b(x) · xn)dx. (2.26)
Using the divergence theorem, we get
−
∫
Dn
un(∇un · xn)dx = −
∫
∂Dn
(∇un · ν)(∇un · xn)dσ +
∫
Dn
∇un · ∇(∇un · xn)dx
= −
∫
∂Dn
(∇un · ν)(∇un · xn)dσ + 1
2
∫
∂Dn
|∇un|2(ν · xn)dσ .
Whence,
−
∫
Dn
un(∇un · xn)dx−
∫
Dn
vn(∇vn · xn)dx = −
∫
∂Dn
(
(∇un · ν)(∇un · xn)+ (∇vn · ν)(∇vn · xn)
)
dσ
+ 1
2
∫
∂Dn
(|∇un|2 + |∇vn|2)(ν · xn)dσ . (2.27)
Therefore, from (2.26), (2.27), we complete the proof of Lemma 2.6. 
Lemma 2.7. Let a(x), b(x) satisfy (1), (2), (4), and let {(un, vn)} be a noncompact balanced sequence. Then for large n, the following
inequalities hold
1
2
∫
Dn
(
∂a(x)
∂x
u2n(x) +
∂b(x)
∂x
v2n(x)
)
dx
∫
Dn
((∇a(x) · xn)u2n(x)+ (∇b(x) · xn)v2n(x))dx, (2.28)
and
1
4
∫
Dn
(
∂a(x)
∂x
u2n(x) +
∂b(x)
∂x
v2n(x)
)
dx 1
2
∫
(∂Dn)i
(|∇un|2 + |∇vn|2 + a(x)|un|2 + b(x)|vn|2)(ν · xn)dσ
−
∫
(∂Dn)i
(
(∇un · ν)(∇un · xn)+ (∇vn · ν)(∇vn · xn)
)
dσ
− 2
α + β
∫
(∂Dn)i
|un|α |vn|β(ν · xn)dσ . (2.29)
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verify (2.29). Since {(un, vn)} is a balanced sequence, un = vn = 0 on ∂Bρn (0), and (∂Dn)e ⊂ ∂Bρn (0), we infer that ∇un and∇vn have the same direction as ν on ∂Bρn (0), and ν · xn  0. It follows from (2.28) and Lemma 2.6 that
1
4
∫
Dn
(
∂a(x)
∂x
u2n(x) +
∂b(x)
∂x
v2n(x)
)
dx 1
2
∫
∂Dn
(|∇un|2 + |∇vn|2 + a(x)|un|2 + b(x)|vn|2)(ν · xn)dσ
−
∫
∂Dn
(
(∇un · ν)(∇un · xn)+ (∇vn · ν)(∇vn · xn)
)
dσ
− 2
α + β
∫
∂Dn
|un|α |vn|β(ν · xn)dσ
 1
2
∫
(∂Dn)i
(|∇un|2 + |∇vn|2 + a(x)|un|2 + b(x)|vn|2)(ν · xn)dσ
−
∫
(∂Dn)i
(
(∇un · ν)(∇un · xn)+ (∇vn · ν)(∇vn · xn)
)
dσ
− 2
α + β
∫
(∂Dn)i
|un|α |vn|β(ν · xn)dσ ,
which is (2.29). 
Proposition 2.8. Let a(x), b(x) satisfy (1)–(4), and let {(un, vn)} be a balanced sequence bounded in H1(RN ) × H1(RN ). Then
{(un, vn)} is relatively compact in H1(RN ).
Proof. We argue by contradiction and we assume that {(un, vn)} is not compact in H1(RN ) × H1(RN ). Then, by Proposi-
tion A in Appendix A and Lemma 2.7, up to a subsequence, the inequality (2.29) holds. Observe that, for n large, by the
assumption (2), a(x),b(x) > 0 for all x ∈ (∂Dn)i , and ν · xn  0 on (∂Dn)i . Whence for large n∫
(∂Dn)i
(|∇un|2 + |∇vn|2 + a(x)|un|2 + b(x)|vn|2)(ν · xn)dσ  0. (2.30)
By (2.24) in Lemma 2.5, one has for large n
−
∫
(∂Dn)i
(
(∇un · ν)(∇un · xn)+ (∇vn · ν)(∇vn · xn)
)
dσ 
∫
(∂Dn)i
(|∇un|2 + |∇vn|2)|xn|dσ

∫
∂Csn ,n
(|∇un|2 + |∇vn|2)|xn|dσ
 c˜2e−γ˜2|xn|. (2.31)
Set Ah,i = {x ∈ ∂Csn,n: 2h−1 rn2 < |x − xin| < 2h rn2 }. Then there exists C > 0 such that for i = 1,2, . . . ,k, meas(Ah,i) 
C(2h rn2 )
N−1. Since (∂Dn)i ⊂ ∂Csn,n ⊂ Sn for large n, it follows from (2.22) that
−
∫
(∂Dn)i
|un|α |vn|β(ν · xn)dσ 
∫
∂Csn ,n
|un|α|vn|β |xn|dσ
 Cα+βγ
∫
∂Csn ,n
e−γ (α+β)σn(x)|xn|dσ
 Cα+βγ
k∑
i=1
∫
∂Csn ,n
e−γ (α+β)|x−xin||xn|dσ
 Cα+βγ
k∑
i=1
∞∑
h=1
∫
A
e−γ (α+β)|x−xin||xn|dσ
h,i
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k∑
i=1
∞∑
h=1
∫
Ah,i
e−γ (α+β)2h−1
rn
2 |xn|dσ
 Ck
∞∑
h=1
e−γ (α+β)2h−1
rn
2 |xn|
(
2h
rn
2
)N−1
 Ce−γ3|xn|. (2.32)
Set ρ˜n = max{ρn, |xn|} and D˜n = Csn,n ∩ Bρ˜n (0). In view of Proposition A in Appendix A and by the choice of xn , we derive∫
D˜n
(
u2n(x)+ v2n(x)
)
dx δ0 > 0.
Then for large n∫
Dn
(
∂a(x)
∂x
u2n(x)+
∂b(x)
∂x
v2n(x)
)
dxmin
{
inf
Dn
(
∂a(x)
∂x
)
, inf
Dn
(
∂b(x)
∂x
)}∫
Dn
(
u2n(x) + v2n(x)
)
dx
 C˜ min
{
inf
D˜n
(
∂a(x)
∂x
)
, inf
D˜n
(
∂b(x)
∂x
)}∫
D˜n
(
u2n(x)+ v2n(x)
)
dx
 C˜δ0 min
{
inf
D˜n
(
∂a(x)
∂x
)
, inf
D˜n
(
∂b(x)
∂x
)}
. (2.33)
Combining (2.29)–(2.32) and (2.33), we obtain for large n
C˜δ0 min
{
inf
D˜n
(
∂a(x)
∂x
)
, inf
D˜n
(
∂b(x)
∂x
)}
 c4e−γ4|xn|,
which is impossible because of the assumption (3). 
3. Existence of inﬁnitely many positive energy solutions for (1.1)
In this section, we ﬁrst introduce some notations and preliminary lemmas, and then establish the existence of inﬁnitely
many solutions to problem (1.1).
Lemma 3.1. Let D ⊂ RN be a bounded domain, α,β > 1, α + β < 2∗ , and let un ⇀ u, vn ⇀ v weakly in H10(D). Then there exist a
subsequence {(un j , vn j )}, and (u, v) ∈ H10(D)× H10(D) such that
lim
j→∞
∫
D
|un j − u|α|vn j − v|β dx = 0.
Proof. By Sobolev’s embedding theorem, we infer that there exist a subsequence {un j }, and u ∈ H10(D) such that un j → u
strongly in Lα+β(D). Similarly, there exist a subsequence of {vn j }, still denoted by {vn j }, and v ∈ H10(D) such that vn j → v
strongly in Lα+β(D). Using Hölder inequality, one gets
lim
j→∞
∫
D
|un j − u|α|vn j − v|β dx lim
j→∞
∫
D
|un j − u|α+β dx+ lim
j→∞
∫
D
|vn j − v|α+β dx = 0. 
Proof of Theorem 1.1. Let 0< ρn → +∞ as n → +∞. We consider the following approximate problem of (1.1).⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−u + a(x)u = 2α
α + β |u|
α−2u|v|β in Bρn (0),
−v + b(x)v = 2β
α + β |u|
α |v|β−2v in Bρn (0),
u = v = 0 on ∂B (0).
(3.1)ρn
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In(u, v) = 1
2
∫
Bρn (0)
(|∇u|2 + |∇v|2 + a(x)|u|2 + b(x)|v|2)dx− 2
α + β
∫
Bρn (0)
|u|α|v|β dx.
From Lemma 3.1, we can verify that for every n, the functional In satisﬁes the Palais–Smale condition, and the conditions
of fountain theorem in [3,18]. Whence there exists a sequence of critical points of In , denoted by (ukn, v
k
n) such that for
every n,
cnk := In
(
ukn, v
k
n
)→ +∞ as k → +∞. (3.2)
Using Proposition 2.8, we deduce that there is a subsequence, still denoted by (ukn, v
k
n) such that for every k(
ukn, v
k
n
)→ (uk, vk) strongly in H1(RN)× H1(RN).
Therefore, (uk, vk) is a solution of (1.1), and for every k,
cnk := In
(
ukn, v
k
n
)→ I(uk, vk) := ck. (3.3)
If supk ck < ∞, then from (3.3), we deduce that supk,n cnk < ∞, which contradicts (3.2). Therefore there exists a subsequence{k j} satisfying k j → +∞, such that
ck j → +∞ as j → +∞,
which implies that problem (1.1) has inﬁnitely many positive energy solutions. 
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Appendix A
This appendix is devoted to the characterization for noncompact balanced sequences in H1(RN )× H1(RN ).
Proposition A. Let {(un, vn)} ⊂ H10(Bρn (0)) × H10(Bρn (0)) be a bounded noncompact sequence of solutions to (2.1). Then, replacing
{(un, vn)} if necessary by a subsequence, there exist k sequences of points xin ∈ Bρn (0) such that⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
|un| = |u∞| +
k∑
i=1
∣∣Ui(· − xin)∣∣+ω1n,
|vn| = |v∞| +
k∑
i=1
∣∣Vi(· − xin)∣∣+ω2n,
(A.1)
and
lim
n→∞
∣∣xin∣∣= +∞, limn→∞∣∣xin − x jn∣∣= +∞, ∀1 i = j  k,
where (u∞, v∞) is a solution of problem (1.1), ‖ωin‖H1(RN ) → 0 (i = 1,2).
For i = 1,2, . . . ,k, (Ui, Vi) ∈ H1(RN )× H1(RN ) is a solution of problem (P∞):
(
P∞
):
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−u + a∞u = 2α
α + β |u|
α−1u|v|β in RN ,
−v + b∞v = 2β
α + β |u|
α |v|β−2v in RN ,
u, v → 0 as |x| → ∞,
with α,β > 1 and α + β < 2∗ .
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tions (u, v) ∈ H1(RN )× H1(RN ) such that, up to a subsequence if necessary
(un, vn) ⇀ (u, v) weakly in H
1(
R
N)× H1(RN) and Lp(RN)× Lp(RN), ∀2 p  2∗;
(un, vn) → (u, v) strongly in Lqloc
(
R
N)× Lqloc(RN), ∀1 q < 2∗;
(un, vn) → (u, v) a.e. in RN ×RN .
Since {(un, vn)} is not compact in H1(RN )× H1(RN ), there exists τ > 0 such that for all n
‖un − u‖H1(RN ) + ‖vn − v‖H1(RN )  τ > 0. (A.2)
Decompose RN into N-dimensional unitary hypercubes Q with integer-coordinate vertices. Set dn := supQ
∫
Q (|un − u|2 +
|vn − v|2)dx. Then there is an η > 0 such that for all n
dn  η > 0. (A.3)
In fact, if (A.3) is not valid, up to a subsequence, dn → 0 as n → ∞. Then for any 2< q < r < 2∗∫
RN
(|un − u|q + |vn − v|q)dx =∑
Q
∫
Q
(|un − u|q + |vn − v|q)dx

∑
Q
(∫
Q
(|un − u|2 + |vn − v|2)dx) q(1−θ)2 (∫
Q
(|un − u|r + |vn − v|r)dx) qθr
 d
q(1−θ)
2
n
∑
Q
(∫
Q
(|un − u|r + |vn − v|r)dx) qθr
 Cd
q(1−θ)
2
n
∑
Q
(∫
Q
(∣∣∇(un − u)∣∣2 + ∣∣∇(vn − v)∣∣2 + |un − u|2 + +|vn − v|2)dx) qθ2
 Cd
q(1−θ)
2
n
(‖un − u‖H1(RN ) + ‖vn − v‖H1(RN ))qθ
 C˜d
q(1−θ)
2
n → 0 as n → ∞, (A.4)
where we use qθ2 > 1, which is possible for r close to q enough, because
qθ
2 = r(q−2)2(r−2) → q2 > 1 if r → q.
By (1), (2), there exist a0 ∈ (0,a∞), b0 ∈ (0,b∞), and a1(x),b1(x) ∈ C0(RN ) such that a(x) a0 − a1(x), b(x) b0 − b1(x),
∀x ∈RN . Since {(un, vn)} is a balanced sequence, from (A.2) and (A.4), one has for large n
τ 2
2

∫
RN
(∣∣∇(un − u)∣∣2 + ∣∣∇(vn − v)∣∣2 + a0|un − u|2 + b0|vn − v|2)dx
 2
α + β
∫
RN
|un − u|α|vn − v|β dx+
∫
RN
(
a1(x)|un − u|2 + b1(x)|vn − v|2
)
dx+ o(1)
 2
α + β
∫
RN
(|un − u|α+β + |vn − v|α+β)dx+ o(1)
= o(1),
which is a contradiction. Therefore, (A.3) holds, and so there exists a sequence of hypercubes Qn ⊂ RN with the center
xn ∈RN such that∫
Qn
(|un − u|2 + |vn − v|2)dx η
2
> 0. (A.5)
Set u˜n(x) = (un − u)(x− xn), v˜n(x) = (vn − v)(x− xn). We may assume, up to a subsequence if necessary
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1(
R
N)× H1(RN);
(˜un, v˜n) → (˜u, v˜) strongly in L2loc
(
R
N)× L2loc(RN);
(˜un, v˜n) → (˜u, v˜) a.e. in RN ×RN .
Set Q˜ n = Qn − xn . Then (A.5) gives∫
Q˜ n
(|˜un|2 + |˜vn|2)dx η
2
> 0,
and u˜ ≡ 0 or v˜ ≡ 0. But
(un − u, vn − v)⇀ (0,0) weakly in H1
(
R
N)× H1(RN).
Whence, |xn| → ∞ as n → ∞.
Note that(
(un − u)(· − xn), (vn − v)(· − xn)
)= (˜un, v˜n)⇀ (˜u, v˜) weakly in H1(RN)× H1(RN),
which implies that(
un(· − xn), vn(· − xn)
)
⇀ (˜u, v˜) weakly in H1
(
R
N)× H1(RN).
In addition, it is not diﬃcult to verify that∫
RN
(∣∣∇(un − u)∣∣2 + ∣∣∇(vn − v)∣∣2 + |un − u|2 + |vn − v|2)dx
=
∫
RN
(|∇u˜n|2 + |∇ v˜n|2 + |˜un|2 + |˜vn|2)dx
=
∫
RN
(∣∣∇ (˜un − u˜)∣∣2 + ∣∣∇ (˜vn − v˜)∣∣2 + |˜un − u˜|2 + |˜vn − v˜|2)dx
+
∫
RN
(|∇u˜|2 + |∇ v˜|2 + |˜u|2 + |˜v|2)dx+ o(1). (A.6)
Iterating the above argument and observing that the iteration procedure has to stop in a ﬁnite number of steps because of
(A.6) and (˜u, v˜) ≡ (0,0) in RN , we obtain⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
un −
k∑
i=1
Ui
(· − xin)→ u strongly in H1(RN),
vn −
k∑
i=1
Vi
(· − xin)→ v strongly in H1(RN),
where
lim
n→∞
∣∣xin∣∣= +∞, limn→∞∣∣xin − x jn∣∣= +∞, ∀1 i = j  k.
For any given  > 0, there exist sets B0, B1, . . . , Bk such that∫
RN\B0
(|∇u|2 + |∇v|2)dx< , ∫
RN\Bi
(|∇Ui |2 + |∇Vi |2)dx< , i = 1,2, . . . ,k.
Therefore for large n∫
N
(∣∣∣∣∣∇
(
un − u −
k∑
i=1
Ui
(· − xin)
)∣∣∣∣∣
2
+
∣∣∣∣∣∇
(
vn − v −
k∑
i=1
Vi
(· − xin)
)∣∣∣∣∣
2)
dxR
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∫
B0∪(⋃(Bi+xin))
(∣∣∣∣∣∇
(
un − u −
k∑
i=1
Ui
(· − xin)
)∣∣∣∣∣
2
+
∣∣∣∣∣∇
(
vn − v −
k∑
i=1
Vi
(· − xin)
)∣∣∣∣∣
2)
dx
+
∫
RN\(B0∪(⋃(Bi+xin)))
(∣∣∣∣∣∇
(
un − u −
k∑
i=1
Ui
(· − xin)
)∣∣∣∣∣
2
+
∣∣∣∣∣∇
(
vn − v −
k∑
i=1
Vi
(· − xin)
)∣∣∣∣∣
2)
dx
=
∫
B0
(∣∣∇(un − u)∣∣2 + ∣∣∇(vn − v)∣∣2)dx+ k∑
i=1
∫
Bi+xin
(∣∣∇(un − Ui(· − xin))∣∣2 + ∣∣∇(vn − Vi(· − xin))∣∣2)dx+ H()
=
∫
B0
(∣∣∇(|un| − |u|)∣∣2 + ∣∣∇(|vn| − |v|)∣∣2)dx
+
k∑
i=1
∫
Bi
(∣∣∇(∣∣un(· + xin)∣∣− |Ui|)∣∣2 + ∣∣∇(∣∣vn(· + xin)∣∣− |Vi |)∣∣2)dx+ H()
=
∫
B0∪(⋃(Bi+xin))
(∣∣∣∣∣∇
(
|un| − |u| −
k∑
i=1
∣∣Ui(· − xin)∣∣
)∣∣∣∣∣
2
+
∣∣∣∣∣∇
(
|vn| − |v| −
k∑
i=1
∣∣Vi(· − xin)∣∣
)∣∣∣∣∣
2)
dx+ H()
=
∫
RN
(∣∣∣∣∣∇
(
|un| − |u| −
k∑
i=1
∣∣Ui(· − xin)∣∣
)∣∣∣∣∣
2
+
∣∣∣∣∣∇
(
|vn| − |v| −
k∑
i=1
∣∣Vi(· − xin)∣∣
)∣∣∣∣∣
2)
dx,
where H() → 0 as  → 0. From the outgoing arguments, we complete the proof of Proposition A. 
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