Abstract Precise knowledge about factors influencing the habitat suitability of a certain species forms the basis for the implementation of effective programs to conserve biological diversity. Such knowledge is frequently gathered from studies relating abundance data to a set of influential variables in a regression setup. In particular, generalised linear models are used to analyse binary presence/absence data or counts of a certain species at locations within an observation area. However, one of the key assumptions of generalised linear models, the independence of observations is often violated in practice since the points at which the observations are collected are spatially aligned. In this paper, we describe a general framework for semiparametric spatial generalised linear models that allows for the routine analysis of non-normal spatially aligned regression data. The approach is utilised for the analysis of a data set of synthetic bird species in beech forests, revealing that ignorance of spatial dependence actually may lead to false conclusions in a number of situations.
Introduction
The conservation of biological diversity nowadays is a widely accepted aim in most states. In order to reduce the extinction rate of species due to dramatic habitat changes caused by man, various international programs exist. A starting point was the convention on biological diversity in Rio de Janeiro in 1992 (Wilson 1992) , where different concepts were developed and precise implementation measures adapted to single states were recommended (Czech et al. 2005) . Regarding forests and their management, the identification of key parameters for the conservation of species emerged as a central factor. Nevertheless, insufficient knowledge resulted in imprecise and doubtful recommendations and, as a result, the discipline of conservation biology evolved (Primack 2004) . In order to identify critical environmental variables, a multitude of studies was conducted to relate species data to environmental variables. Clarification of such relationships is a prerequisite for the adaptation of land use measures that determine the survival of certain key species or species communities and, as a consequence, for the specification of appropriate conservation goals.
The statistical methods in ecological research are constantly evolving. Univariate correspondence analyses were replaced more and more by multivariate procedures. Two popular approaches for the analysis of habitat suitability are based on the generalised linear model (GLM) framework, where the expectation of the response variable is related to a linear combination of the covariates via a suitably chosen response function, see Fahrmeir and Tutz (2001) for an introduction. Measuring presence or absence of a certain species at several observation points allows the environmental factors to be related to the binary outcome (presence/absence) based on logit or probit models. Log-linear Poisson GLMs are employed for modelling counts of subjects from a species at an observation point instead of modelling presence/absence only.
However, naively applying GLMs to ecological data ignores the fact that these are often prone to spatial autocorrelation while standard GLM theory requires independent observations. Spatial autocorrelation is likely to be introduced in many ecological studies even if the data are taken in a standardised way, since the sampling points are usually close by and subject to similar environmental factors being only partly explained by the available covariates (Underwood 1981; Hurlbert 1984) . The reasons for this situation are on the one side lack of comparable adequate habitats and on the other side limited human and financial recourses. Within the repeated measurement setting of longitudinal data, correlations induced by unobserved covariates are known as the problem of unobserved heterogeneity, and independent, individual-specific random effects are usually employed as a surrogate for the effect of these covariates. In analogy, spatially aligned data can be considered as being clustered spatially but usually require spatially correlated random effects since fully independent data have, in most cases, been judged as not attainable (Krebs 1999) . Comprehensive introductions to spatial statistics can be found in the books by Banerjee et al. (2004) , Schabenberger and Gotway (2004) and Diggle and Ribeiro (2006) .
Ignoring spatial correlations in a GLM analysis may have severe impact on inferential conclusions. In the case of positive correlation, standard errors of estimated regression coefficients will be too narrow and, as a consequence, effects may be falsely judged to be significant. Legendre (1993) gives an intuitive justification for this effect: For independent observations, each of the measurements represents one degree of freedom, while in the case of positive correlation, knowledge of some of the observations already tells us something about the remaining ones. Hence, the effective sample size in spatially correlated data sets will be smaller than under independence. Griffith (2005) casts this intuitive interpretation into a rigorous framework and gives a proper definition of the effective sample size. Note that in some situations such as species competition, negative correlations may also occur in ecological data. In fact, mixtures of both positive and negative correlation may be the most frequent empirical phenomenon with stronger positive correlations masking the negative.
In the case of normally distributed response variables, several approaches for dealing with spatial correlations have been considered, see for example Legendre (1993) , Keitt et al. (2002 ), or Perry et al. (2002 for overviews in the context of ecological applications. These approaches range from tests for the presence of spatial correlations to more advanced methods that allow for the determination of the specific form of the correlation, such as variograms or correlograms in classical geostatistical kriging approaches. Far less research has been devoted to non-normal responses since most of the above-mentioned procedures rely heavily on the assumption of normality, partly because the normal assumption made spatial analyses feasible with small to moderate computational effort (Ripley 1990 ). In particular, it is not possible to remove spatial trends in a preprocessing step for a non-normal regression model.
For binary responses, autologistic models have been considered in a number of papers, see for example Huffer and Wu (1998), Augustin et al. (1998 ), Hoeting et al. (2000 , or Wintle and Bardos (2006) . In these models, response variables from spatially close locations are included as additional covariates in the predictor of a logistic model. Estimation is usually based on Markov chain Monte Carlo (MCMC) simulation techniques, requiring careful monitoring of the simulations constituting the estimation process. In addition, autoregressive models bear the risk of hiding effects of environmental covariates since these are also implicitly included in the neighbouring response variables.
Eigenfunction-based spatial filtering methods (that are conceptually related to principal component analysis) for non-normal data are described in Griffith (2002) for the auto-Poisson model and in Griffith (2004) for the auto-logistic model. A general discussion in the context of generalised linear models is presented by Griffith and Peres-Neto (2006) . In spatial filtering approaches, a nonparametric estimate of the spatial effect is built upon the eigen decomposition of a spatial proximity matrix and the inclusion of the relevant eigenvectors into the predictor. This also has the advantage to allow for the decomposition of spatial effects on different spatial scales, similar as in wavelet-based multiscale decompositions of time series. From a conceptual perspective, spatial filtering is actually closely related to the approach followed in this paper where the basis functions that are used to built-up the spatial effect are replaced by the eigenfunctions. Therefore, the filtering approaches share a lot of advantages with the idea of semiparametric spatial GLMs presented in this paper. Our approach might, however, be a bit closer to the usual understanding of GLMs since it avoids the eigen decomposition. On the other hand, the filtering approach might be more appropriate, if different spatial scales are of interest. Gotway and Stroup (1997) and Augustin et al. (2005) use quasi-likelihood approaches with spatial working correlations to obtain estimates for regression coefficients that are (approximately) consistent and unbiased even if spatial correlations are present in the data. Another possibility to include spatial correlations is to augment the predictor of a GLM with a spatially correlated stochastic process. Latimer et al. (2006) discuss this possibility both for regularly gridded observations and observations collected at prespecified (continuous) coordinates. The latter case is also treated in Diggle et al. (1998) , Finley et al. (2007) and Stephenson et al. (2005) . The first three references employ MCMC simulation techniques for estimation which, again, may require careful tuning and monitoring by the user. The approach by Stephenson et al. (2005) is based on mixed model methodology providing a fully automated likelihood-based estimation procedure that will also form the basis for the smoothing approaches discussed later-on in this paper.
The approach most closely connected to the methodology presented here has been developed in Wood (2003) and is grounded in generalized additive models. The fundamental basis is to set up a smooth function of the coordinates defining the spatial locations as an additional predictor component. In Wood (2003) this is achieved via the specification of thin plate spline basis functions and the degree of smoothness is determined based on either an information criterion or cross validation. While our approach is conceptually close to the one by Wood (2003) , it uses a fully likelihoodbased approach for the determination of all model components and leaves model fit criteria for the comparison of different model specifications (e.g. models including and excluding a spatial component).
To be more specific, we utilize a general framework for spatially correlated GLMs proposed by Fahrmeir et al. (2004) and apply it to the analysis of habitat suitability. This general framework builds upon spatial smoothing approaches that employ either spatial process priors (similar as in kriging) or bivariate splines in a basis functions approach. Smoothness is in both cases controlled by a smoothness parameter that is estimated from the corresponding marginal likelihood. In summary, this approach combines the following advantages:
• The model fit is fully automated and does not require the specification of tuning parameters or the assessment of convergence and mixing issues as common in MCMC-based approaches.
• Spatial effects and effects of further covariates are estimated jointly based on a penalised likelihood approach.
• The model is build in a similar way as simple polynomial trend surfaces (though it is much more flexible) and, hence, has an intuitive appeal and allows for a relatively simple interpretation of the results.
• The standard errors of estimated regression coefficients are corrected for the spatial correlations and therefore allow for valid statistical conclusions regarding significance of influential factors to be drawn.
• Estimated spatial effects can be visualized and therefore allow to identify influential variables not contained in the analysis that may explain the spatial variation in the data.
We utilise a semiparametric spatial Poisson model for the analysis of habitat suitability using counts of synthetic bird species in beech forests. With respect to the target factors, recent research shows that leaving the single species view for concentrating on functional groups, or using functional diversity instead of species diversity as a key factor can be helpful (Tilman et al. 1997) . In this approach, species having similar habitat requirements are collected in ecological guilds (Jaksic and Medel 1990; Simberloff and Dayan 1991) . Proceeding in this way, conclusions regarding habitat quality get more robust and universally valid. While registrations of a single species are often rather random in field inventory, an aggregation of species with similar structural requirements yields a more informative indicator for changes in the environment.
Methodology

Spatial smoothing in generalized linear models
Generalised linear models extend the well-known linear model to regression models with more general response variables such as binary responses or count data. Since the dependent variables in our application are counts of birds at a specific site, we will relate them to covariates of interest u = (1, u 1 , . . . , u p ) using the special case of a log-linear Poisson model, i.e.,
with linear predictor
and regression coefficients β = (β 0 , . . . , β p ) . In general, GLMs express the expectation of the response variable in terms of the linear predictor (1) using a suitable one-to-one transformation g(µ) = η, in our example the log-transform. Although we focus on the Poisson case, the described methodology can be readily applied to other types of GLMs without any further difficulties. In contrast to linear models where spatial dependence can be modelled within the correlation structure of the error term, inclusion of spatial correlations within GLMs is hindered by the fact that no direct standard formulations for correlated count data or binary data are available. Fahrmeir et al. (2004) therefore propose including spatial correlations through a latent effect on the predictor level, i.e., the predictor (1) is extended to
where f (x 1 , x 2 ) is a function of the coordinates of the sites where the observations are collected. Model (2) can be interpreted in two different ways: From a deterministic viewpoint, f (x 1 , x 2 ) is simply an interaction surface that can be modelled using bivariate extensions of univariate nonparametric smoothing methods. In a stochastic formulation f (x 1 , x 2 ) represents the realisation of a spatially correlated stochastic process, emphasizing the fact that we want to account for spatial correlations in the data.
Bivariate penalised splines
One particularly useful deterministic approach is based on bivariate penalised splines (see e.g. Lang and Brezger 2004) . The bivariate case is probably most easily understood when considering the univariate setting first. The basic idea (Eilers and Marx 1996) is to represent a nonparametric effect f (x) as the scaled sum of a set of basis functions, i.e., question on selecting the optimal number and position of the basis functions limits the applicability of this direct approach. A large number of basis functions usually results in wiggly estimates and therefore in overfitting. On the other hand, using a small number of basis functions may be too restrictive and yield very inflexible estimates. As a remedy, Eilers and Marx (1996) propose to use a moderate number of equidistant basis functions (usually 20-40) and to augment an additional penalty term to the likelihood to obtain estimates that balance adequately between smoothness and fidelity to the data. A suitable penalty term can be constructed based on kth order differences of the regression coefficients since this essentially corresponds to penalisation of the squared kth order derivative of f . For example, first order differences lead to the penalized log-likelihood criterion
Maximizing this expression with respect to the regression coefficients α yields penalized maximum likelihood estimates, which can be computed based on similar iterative schemes as in usual GLMs by appropriate augmentation of penalty terms to the score function and the Fisher information (see the appendix and Fahrmeir and Tutz 2001, Ch. 5). The crucial choice in (4) is the parameter τ 2 which controls the flexibility of the function estimate. A small value of τ 2 gives large weight to the penalty term and therefore enforces the construction of smooth estimates, while for a large value the likelihood is the dominating term in (4) yielding very flexible estimates. Hence, the problem of optimally selecting the number and position of the knots has been transformed to the problem of optimally selecting the parameter τ 2 . We will describe an automatic procedure that performs this selection later-on. For bivariate surface fitting we simply extend the univariate approach by defining appropriate bivariate basis functions and adjust the penalty term accordingly. The former can be achieved by considering all pairwise products of univariate basis functions in the two coordinate directions x 1 and x 2 , yielding the so-called Tensor product basis. Figure 2 shows a single and a set of such basis functions. Note however, that for increa- sed visibility only a small number of basis functions is included in the figure and that a much larger amount of overlapping would be observed with a full bivariate tensor product B-spline basis (similar as in Fig. 1a) . Applying the Tensor product basis to our bivariate smoothing problem yields the expression
with Tensor product basis functions
). Therefore the model (2) can be represented in matrix notation as
where Uβ corresponds to the usual parametric part of the predictor, while B and α consist of the basis functions evaluated at the observed locations and the corresponding amplitudes respectively. Since the basis functions are now spatially aligned along the x 1 -and the x 2 -axis, the ordering principle used in univariate smoothing to construct a difference penalty can no longer be applied. Instead, neighbourhoods on a regular lattice have to be considered. We simply used the four nearest neighbours on the grid but more sophisticated approaches are also available. A suitable difference penalty is then constructed based on squared deviations of α jk from the regression coefficients of the four nearest neighbours. At the boundaries appropriate modifications have to be employed, see Lang and Brezger (2004) for details.
Geostatistical models
We now focus on a stochastic model for the spatial term which corresponds to the more classical, geostatistical approach to the estimation of spatial surfaces. The basic idea is to assume a zero-mean Gaussian stochastic process (i.e. a Gaussian random field, GRF) for f (x 1 , x 2 ) and to model spatial correlations explicitly via the correlation function of this process. To be more specific, we assume E(
where ρ is a parametric correlation function. A useful simplification arises when
i.e., if ρ is only a function of the Euclidean distance between (x 1 , x 2 ) and (x 1 , x 2 ). In this special case the process is (second order) stationary and the correlation function is said to be isotropic since correlations in the model no longer depend on the positions of the points in the plane and the direction of the distance vector between the points. In the following we will focus on one particular member of the Matérn class of correlation functions given by
The parameter φ specifies the effective range of correlations to be considered, i.e., at which distance the correlation should effectively equal zero. In our implementation we choose the effective range according to the rulê
with a suitable constant c. This rule of thumb proved to work well in our experience and also ensures scale invariance of the estimated surface.
In the geostatistical approach, the penalty matrix for the spatial effect involves the correlation function ρ. More specifically, the penalty matrix for the vector of spatial function evaluations is given by the inverse of the correlation matrix induced by ρ which leads to smoothing between points which are highly correlated. In contrast, for spatial points that are farther apart and therefore less correlated, the spatial effect is allowed to differ significantly.
Note that the geostatistical model can also be interpreted as the assumption of a spatially correlated random effects distribution for f (x 1 , x 2 ). Hence, mixed model methodology can be applied to its estimation and is available in the most popular statistical software packages such as the package nlme (Pinheiro et al. 2007; Pinheiro and Bates 2000) in R (R Development Core Team 2006) or PROC MIXED in SAS (SAS/STAT 2007). In particular, the geostatistical model also induces a penalized likelihood and predictions for f (x 1 , x 2 ) can be derived from maximizing this penalized likelihood. The variance parameter τ 2 of the stochastic process plays a similar role as the parameter τ 2 in (4) and can also be interpreted analogously. However, our view on the geostatistical approach is motivated from a smoothing perspective where the correlation functions are considered as basis functions. This is also the reason why the rule of thumb for choosing the range parameter φ in (6) is considered to be sufficient for our purposes. In principle, the effective range can be considered to be an additional parameter of the spatial surface that is to be estimated. There is, however, a trade-off between larger values for the range parameter, resulting in long-range correlations and therefore smoother surface estimates and small values of the smoothing variance τ 2 indicating similar behaviour. Based on this argument we recommend to fix one of them to avoid identification problems. From a more pragmatic perspective, the range parameter merely scales the basis functions of the geostatistical effect and the rule of thumb ensures an appropriate scaling where there is enough overlap between the basis functions while still keeping the basis functions approximately local. In the applications considered later-on both the penalised spline and the geostatistical approach yield virtually identical results indicating that the choice of φ works well in these cases.
General framework and inference
Although the deterministic and the stochastic formulation of the spatial smoothing problem look quite different at first sight, they share a lot of similarities. On the one hand, the geostatistical model can be interpreted as a mixed model with spatially correlated random effects, but on the other hand, also has an interpretation as a basis function approach based on radial basis functions (refer to Kneib and Fahrmeir 2006 , for a motivation and Nychka 2000, for a mathematically rigorous derivation). More specifically, the bivariate correlation functions ρ correspond to (radial) basis functions and each of the basis functions is located at one of the observation points. Hence, geostatistical models can be written in the form (5) while, vice versa, the smoothing approach based on penalised splines can also be interpreted in a stochastic way. In the univariate case, penalisation of differences between adjacent parameters is formally equivalent to assuming a Gaussian random walk for the sequence of parameters. This is mainly used in a Bayesian formulation of penalised splines but can in principle also be interpreted as a special type of random effects distribution. In the bivariate case, the spatial difference penalty transforms to a bivariate random walk on a regular lattice. Hence, both bivariate penalised splines and kriging approaches can be formulated within a unified framework and estimation can be based on penalised Fisher scoring algorithms, see the appendix for a detailed description.
The remaining crucial point is the determination of the smoothness parameter τ 2 . Subjective choices have been used frequently in the literature, sometimes supplemented by a grid search algorithm based on some model choice criterion. However, since semiparametric spatial models can also be interpreted as mixed models with fixed effects β and random effects α, mixed model methodology can be applied to derive an estimate of τ 2 . This has the advantage of supplying an automated way for determining the amount of smoothness using a likelihood-based criterion, therefore eliminating the need for subjective judgements. In addition, extensions to more complicated data structures such as geoadditive models with several smooth components and an additional spatial effect can easily be incorporated. Within the mixed model formulation, the smoothness parameter is simply a variance component of the random effects distribution induced either by the geostatistical or the penalised spline model and, hence, algorithms for the estimation of variance parameters in generalized linear models with random effects can be applied. In particular, marginal likelihood estimation, an extension of restricted maximum likelihood estimation to the non-normal case can be employed. In practice, some additional steps have to be taken to reformulate spatial models as proper mixed models, but since they do not provide additional insights into the model formulation, we will not pursue them here (see Fahrmeir et al. 2004 , for a detailed description).
Application: bird species in beech forests
Study site and field methods
The "Northern Steigerwald" is a forest area of about 10,000 hectare, located in northern Bavaria (N49 • 50 ; E010 • 29 ), dominated by hardwood. The dominating tree species are beeches (Fagus sylvatica). For our study, 258 observation plots were randomly selected using the forest inventory net in pre-stratified 100-350 year old beech stands (Müller 2005b) . Forest structural data were collected using GPS measured fixed-radius (r = 17.82 m) point counts. Stand and landscape data were obtained from inventory and aerial photographs. An overview over the set of available variables is given in Table 1 . Diurnal breeding birds were sampled five times at each site from March to June 2002 by using a quantitative grid mapping. Each square-shaped grid-plot was one hectare in size with a GPS measured point of the forest inventory in the centre. For a more detailed method-description see Müller (2005b) .
Synthetic species
We used ordination techniques (canonical correspondence analysis) to define seven guilds of birds with similar structural requirements (Structural Guilds = SG) (Müller 2005a 
Variable selection
Prior to the incorporation of spatial information into log-linear Poisson regression models, covariates important for our final models have to be selected. Variable selection in our application was performed within the same modelling framework, i.e., in loglinear Poisson models. In contrast to the usual iterative re-weighted least squares algorithm applied to fit GLMs, we utilized an iterative stepwise gradient descent algorithm with implicit variable selection, known as 'boosting', to select a small subset of the habitat factors to be studied in more detail in spatial regression models.
For each site, 23 numeric habitat factors (see Table 1 ) were measured. For each of the synthetic species, a log-linear Poisson model was fitted by an iterative boosting algorithm with univariate linear models as base learners. For a large number of iterations, this algorithm fits the same model as a Poisson model with iteratively weighted least squares, however, important covariates enter the model first and unimportant covariates remain with a zero regression coefficient for some time.
Variable selection takes place when an appropriate criterion of early stopping of the iteration is implemented. We utilized the Akaike information criterion (AIC) which suggested to stop the algorithm after 150-500 iterations. For all subsequent analyses, we removed all covariates with zero regression coefficient after early stopping. The methodology is explained in-depth by Bühlmann and Hothorn (2008) .
Note, that the boosting technique was only used for variable selection while estimation of the spatial semiparametric models (including only the covariates selected by the boosting algorithm) was performed on the basis of the penalised likelihood approach outlined in Sect. 2.4.
Results
To demonstrate the usefulness of spatial smoothing techniques, we applied both spatial smoothing approaches discussed in Sect. 2 to the seven guilds. More precisely, we estimated semiparametric spatial models combining parametric effects of the covariates determined by the variable selection strategy with either a bivariate penalized spline or a GRF surface. For comparison, we also estimated purely parametric models which neglect spatial correlations. Table 2 presents some summary statistics on the model fit for these models. The effective number of parameters df represents a measure for the model complexity, taking into account the penalisation of some of the coefficients. AIC and GCV are variants of the popular model fit criteria Akaikes information criterion and generalised cross validation adapted to semiparametric spatial models (see the appendix for a thorough definition).
Obviously, an improvement of the model fit by the inclusion of a spatial effect is only obtained for guilds 3-6, with larger improvements for guilds 4 and 5. This can be interpreted in the following way: While no spatial correlations are present for The columns of the table display minus twice the log-likelihood (−2l), the effective degrees of freedom (df), Akaikes information criterion (AIC) and the generalised cross validation criterion (GCV) guilds 1, 2 and 7 after accounting for appropriate covariates, spatial heterogeneity remains unexplained for guilds 3-6. However, this should not be mistaken as a proof that no spatial correlations are present for guilds 1, 2 and 7. Consider a model that only consists of a spatial effect and does not account for any further covariates at all. Figure 3 (first row) shows the estimated spatial effect for guild 2 in such a model, i.e. the estimated functionf (x 1 , x 2 ) resulting from either a bivariate penalised spline or a kriging term if the model contains no further covariates. Obviously, a strong spatial effect is present and therefore the observations are in fact spatially correlated. Since the covariates are themselves spatially varying and spatially correlated, inclusion of covariates may in some cases explain this correlation (as for example for guild 2) but in other cases spatial correlation remains present. Hence, it is important to distinguish between observations being marginally independent (without the inclusion of any covariates) and observations that are conditionally independent (after accounting for covariate effects).
Comparing results obtained with either bivariate P-splines or the kriging approach, differences are generally quite small. This does not only hold for the model fit criteria but also for the estimated parametric and spatial effects themselves (see Fig. 3 ).
With respect to our results, guilds of species with a high grade of specialisation (guilds 1, 2, 6, 7) are (at least approximately) conditionally independent given the covariates, while more ubiquitous species (guilds 3-5) remain spatially correlated even after accounting for covariate effects. Estimated spatial effects in a purely spatial model for guild 2 (first row) and in semiparametric spatial models for guilds 3 and 4 (second and third row). The diameter of the circles is proportional to the number of observed birds effect remaining for guilds 3 and 4 when covariates are included. Such figures can be quite useful in detecting unrecognized influential factors that are causing the spatial structure and, hence, lead to a better understanding of habitat suitability.
Our results indicate that the survey of songbirds in forests based on 1 ha grids allows for a meaningful analysis of the habitat structures for extreme structure-specialists despite of the spatial adjacency. For example, even after taking the spatial proximity into account, the critical habitat structures remain the same in SG1 (requirement of small caves, snags and habitat trees). This supports the assumption that the single nesting hole on the scale of a sample grid is much more important than the surrounding conditions. Flycatchers, being compiled in this guild, also stand out in other surveys in that they find and colonize even small forest patches with a high number of nesting holes (Scherzinger and Schumacher 2004; Müller 2005a) . Similar statements apply to Middle and Lesser Spotted Woodpecker which belong to guild 2. Although their territories, in contrast to the flycatchers, exceed the 1 ha grid, the critical environmental factors after accounting for spatial correlations remain the same. This means that these species search, find and colonize old forest stands in the forest matrix (Scherzinger and Schumacher 2004) . In guilds 6 and 7, coniferous trees are the main required habitat structures. Our analyses also indicate that the spatial relationship between the quadrants is less important than the actual habitat factors in the plot for these specialists. These species even find single coniferous trees in a beech forest and prefer these evergreen structures (Purroy 1974; Mosimann et al. 1987; Müller 2005a) .
This situation changes in guilds 3 and 5, where species having common middlestrong relationships to the structures are compiled. Here, the interpretation of the covariate effects changes when the model is augmented with a spatial term. In particular, certain factors being previously significant turn out to be insignificant after accounting for spatial correlation (although there are also some rare examples with contrary behaviour). This is in accordance with the claim from the introduction that inclusion of a spatial effect is also important to obtain valid standard deviations for the estimated effects and, correspondingly, valid test statistics for determining their significance. Table 3 presents a summary of estimated covariate effects for guild 3 both from a parametric GLM and a semiparametric spatial model. A comparison of the standard deviations and corresponding p-values reveals, that neglecting the spatial structure of the data leads to over-optimistic results with too narrow confidence intervals and too small p-values for several covariate effects.
For the species in guild 3 (related to mature deciduous trees), several parameters are not significant (on the 5% level) after including spatial effects in the model. These are percentage of oak trees (OAK), percentage of gaps per grid (GAP), percentage of roads per grid (ROA), number of small cavities per grid (SCA), and percentage of regeneration (L_SU). Only the factors percentage of cover of mature trees (MAT), age (AGE), and amount of logs per grid (LOG), which are also the factors known to be important from previous analyses, remain significant in the semiparametric spatial model. Thus, in this case the results are getting more intuitive and, in this sense, more precise, since these are all parameters appearing meaningful for the synthetic species "mature deciduous forest" while most of the excluded factors are difficult to relate to guild 3 from the knowledge about their ecology. For example, forest roads are not considered as significantly important if spatial correlations are considered. This indicates, that more common species react more sensitively to the forest-landscape level than other species and, thus, are more sensitive with respect to the spatial proximity of the samples taken. The importance of the forest matrix for more common species was also emphasized by other surveys in southern Germany (Utschick 2004) . Especially regarding these species, the habitat modelling based on plots with spatial proximity may be objectified and improved. 
Discussion
We have demonstrated that the application of spatial smoothing techniques can help to solve the problems arising from spatial alignment of samples even in regression situations with non-normal responses. It allows for evaluating whether spatial correlations remain unexplained after accounting for covariate effects or not, and, through visualisation of the remaining spatial effect, hints at unknown influential factors introducing the spatial correlation. Standard errors and test statistics are corrected for spatial correlation and allow for valid statistical conclusions. A further advantage of semiparametric spatial models is that they provide a unified framework for the joint determination of spatial effects and parametric covariate effects that does not rely on stepwise procedures but on simultaneous estimation of all parameters. So far in forest ornithology and remote sensing, expert judgements have been used to define minimum distances between plots in an attempt to achieve independent observations (see for example Midgarden et al. 1993 , for an application to beetle catches with yellow traps). In contrast, spatial semiparametric models are fully automatic and require no subjective choices to be made. They can be applied for any species group and each habitat without the need to recalculate distances at which the observations are expected to be independent.
Of course, the questions discussed in the context of our application are also relevant for other ecological applications with spatially aligned data. Fortunately, the presented methodology is readily applicable in any type of GLM and also available in the software we considered (see the next section). For example, the analysis of presence/absence data via binary regression models could also benefit from the inclusion of spatial effects, see Griffith (2004) for an example based on spatial filtering. Furthermore, the semiparametric spatial model can easily be extended to more complicated data structures including for example nonparametric effects of continuous covariates or models with space-varying coefficients (see Fahrmeir et al. 2004, for details) . It is also applicable in situations with multivariate, categorical responses. Kneib and Fahrmeir (2006) describe such extensions for both unordered and ordered response variables.
Software
The spatial smoothing approaches described in this article are implemented in the software package BayesX, available from http://www.stat.uni-muenchen.de/~bayesx (Brezger et al. 2005) . Variable selection has been performed within R (R Development Core Team 2006) using the package mboost (Hothorn and Bühlmann 2006) .
where U is the design matrix formed of the covariates u 1 , . . . , u p (as in usual linear models),
n ) is a diagonal matrix of working weights and y (k) is a vector of working observations (see Fahrmeir and Tutz 2001 , for more details). The updating scheme (7) is called iteratively (re-)weighted least squares (IWLS) since its form is similar to that of the least squares estimate in linear models but the weights and the working observations are updated iteratively in each step. Upon convergence, β equals the maximum likelihood estimate and expression (7) is also used to construct model fit statistics in analogy to the linear model. For example, the matrix
is called the hat matrix since it projects the working observationsỹ on the predicted values in the corresponding working model. Diagonal elements of H can for example be used to detect highly influential observations similar as in the linear model.
Goodness of fit measures in GLMs can be defined in terms of the deviance residuals
where l i (·) is the log-likelihood of observation i evaluated for either the observation itself or the mean µ i predicted from the current model. For example, in our Poisson regression model the deviance residual is given by
The sum of all deviance residuals is called the deviance
and based on the deviance we can define the generalised cross validation criterion GCV = n (n − df) 2 D (y,μ) that allows to compare the performance of different models. The degrees of freedom df associated with a model simply equals the number of parameters in a parametric GLM, i.e., df = p + 1, but has to be adapted appropriately in semiparametric spatial models. Another criterion frequently used for comparing the performance of regression models is Akaikes information criterion (AIC) AIC = −2l(β) + 2 df .
For spatial GLMs, maximum likelihood inference has to be adjusted appropriately. Basically, semiparametric spatial models based on either bivariate penalised splines or kriging terms determine a penalised likelihood of the form
where β is the vector of usual parametric covariate effects and α contains the coefficients describing the spatial term. The matrix K acts as a penalty matrix that enforces spatial smoothness and, therefore, enduces spatial correlations. Hence, β may also be interpreted as a vector of fixed effects, while α represents a spatially correlated vector of random effects with random effects distribution
i.e. a multivariate Gaussian distribution. From a Bayesian perspective, this random effects distribution corresponds to a prior distribution for the vector α. Fahrmeir et al. (2004) present inference from a Bayesian perspective but we will not pursue this any further in the following.
A version of the IWLS updating scheme (7) for semiparametric spatial models corresponding to (8) is given by
where B is the design matrix representing the spatial effect. Consequently, the hat matrix is defined as is used to measure the complexity of the model, i.e., the effective degrees of freedom Hastie and Tibshirani (1990) . In parametric GLMs this definition simply collapses to df = p + 1 while in spatial models variation of the smoothing parameter allows for a continuous selection between models with smooth spatial effects and therefore a small effective number of parameters (τ 2 small, df close to the dimension of the null space of the penalty matrix K ) and very flexible models with a very large effective number of parameters (τ 2 large, df close to the number of distinct spatial locations). Based on this definition for df we can also define adjusted measures for the model fit, i.e., appropriate versions of GCV and AIC. A similar measure for model complexity that can be derived from Markov chain Monte Carlo simulation output is presented in Spiegelhalter et al. (2002) who also discuss models with spatially correlated effects. 
