Abstract-We present a statistical optimization framework for solving the end-to-end problem of multiple antenna transmission of progressive images over noisy channels. Such channels exhibit temporally correlated loss characteristics and are associated with wireless communication links. In our study, we protect the progressive bitstream associated with an image source utilizing a family of rate compatible punctured Reed-Solomon (RS) product codes along with receiver feedback. We consider the impacts of transmission bit errors as well as packet erasures. To cope with the impact of random bit errors, we formulate an optimization problem aimed at minimizing the end-to-end expected distortion of a reconstructed image subject to rate and efficiency constraints. In order to eliminate the impact of packet erasures, we propose utilizing an algorithm that is capable of statistically guaranteeing the delivery of a number of packet sets associated with a progressive bitstream. Our experiments capture the effects of embedding multiple antennas in the transmission of progressive images over wireless tandem channels. Under identical power constraints, our results show that increasing the number of antennas on either transmitting or receiving sides improves the quality of a reconstructed image. Further, the use of receive diversity used in conjunction with simple communication coding schemes such as Maximum Ration Combining (MRC) yields more improvements than the use of transmit diversity used in conjunction with comparable communication coding schemes such as Space-Time Block Code (STBC). Finally, the use of receiver feedback can further improve the quality of an image reconstructed in the absence of feedback.
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I. INTRODUCTION
P ROGRESSIVE image transmission relies on the ability of a source coder to allow a decoder to progressively reconstruct its data at different bit rates from the prefixes of a single bitstream. introduces high sensitivity to transmission noise, i.e., the occurrence of the first error in a set of bits can lead to the loss of progressive property and synchronization as the result of misinterpretation of the remaining bits. Therefore when transmitted over noisy channels, progressive images have to be protected by relying on appropriate channel coding or joint source-channel coding schemes. This paper focuses on the identification of Manuscript received July 13, 2007 ; revised February 10, 2008 . The associate editor coordinating the review of this manuiscript and approving it for publication was Dr. Zixiang Xiong.
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Digital Object Identifier 10.1109/JSTSP. 2008 . 923581 optimal patterns of progressive image transmission over noisy channels. The work of [17] provides a comprehensive review of the literature material as they pertain to the subject of interest to this paper. In what follows, we review some of the literature articles in the context of progressive source coding and transmission of images. In the area of source coding, the works of [32] introducing embedded zerotrees of wavelets, [30] proposing Set Partitioning In Hierarchical Trees (SPIHT), [25] covering embedded coding of the bitplanes of a wavelet-transformed image, and [20] suggesting yet another progressive wavelet coding technique are perhaps most closely related to our work.
In the area of channel coding and joint source-channel coding, researchers have looked at two closely related but not exactly identical family of problems. These are namely minimizing distortion or distortion-optimal problems and maximizing delivered useful source coding or rate-optimal problems. Rate-optimal problems have been used by many researchers as lower complexity alternatives to distortion-optimal problems. The work of [33] represents an example of solving a rate-optimal problem for a channel with bit errors only. For channels identified by bit errors only, experimental results have shown that the distortion of rate-optimal solutions is not far from the distortion of distortion-optimal approaches for a relatively large class of channel coders.
In [33] , the authors proposed concatenating a source coder bitstream with an outer Cyclic Redundancy Check (CRC) coder and an inner Rate Compatible Punctured Convolutional (RCPC) coder. Focusing on the rate-optimal problems and variable-length packets with fixed data payloads, the authors of [10] and [9] proposed the use of dynamic programming and exhaustive search for protecting the source coder bitstream transmitted over Binary Symmetric Channels (BSC) and channels with memory, respectively. They also solved a suboptimal problem with dynamic programming. The authors of [36] provided an algorithm capable of accelerating the computation of the optimal strategy of [10] for the case of fixed-length packets. The authors of [5] proposed the use of a brute-force search algorithm to solve a distortion-optimal problem in a BSC to protect JPEG2000 coded images with an outer CRC coder and an inner punctured turbo coder. Thewithout memory. In [42] , the authors used a product code with a turbo coder at the rows to combat bit errors and an RS coder at the columns to compensate against packet erasures. They utilized a two-step iterative optimization approach to identify near-optimal parity assignments of turbo and RS coders. In [3] , the exponential rate-distortion model of an image coder was used to analytically solve the distortion-optimal problem for a BSC. In [19] , a similar distortion-optimal problem was solved relying on data fitting techniques for BSCs. When attempting at applying their approach to the case of channels with memory, their approach resulted in very conservative estimates of channel error probability. As an alternative to directly applying channel coding techniques in conjunction with the source coding techniques, the authors of [35] proposed utilizing a Maximum A Posteriori (MAP) detector to compensate for the impacts of spatially correlated compressed bitstreams as well as temporally correlated channel errors. Their approach called for the utilization of interleaving techniques when dealing with temporally correlated channel errors. Without investigating the optimality of their approach, the authors of [11] showed the potential advantage of using a hybrid technique for adding channel coding to wavelet-based zerotree encoded images and reordering the resulting embedded zerotree bitstream into packets with a small set of wavelet coefficient trees.
Besides the tandem schemes mentioned above, there are also a large set of Channel Optimized Vector Quantization (COVQ) literature articles following the work of [14] . The work of [26] is among such schemes showing relative effectiveness of COVQ in terms of addressing performance-complexity tradeoff in noisy channels with and without memory.
Our review of the literature articles reveals that there is a lack of 1) analysis and quantification of the effects of utilizing multiple antennas when transmitting progressive images over wireless tandem channels and 2) capturing of the effects of utilizing multiple round feedback transmission.
This paper proposes an end-to-end statistical optimization framework for multiple antenna transmission of progressive images over noisy channels. The framework consists of two components applied in the form of a product channel code the combination of which is capable of dealing with temporally correlated random bit errors and packet erasures. The random bit error component is materialized by applying a Reed-Solomon (RS) channel coder for correcting the errors at the row level. A CRC is further used in a serial concatenation with the RS coder for detecting bit errors. We note that the combination of RS+CRC coders can be applied to either a distortion-optimal or a rate-optimal problem. Further, it can be applied to both fixed-length and variable-length packet scenarios. The statistical packet erasure component is materialized by applying an RS coder at the column level. The component further includes an algorithm that can guarantee the delivery of a block of packets formed by a number of symbols with a given probability for both memoryless channels and channels with memory. We note that while the use of a product code introduces further decoding complexity compared to a one dimensional code, its use is justified considering the fact that ignoring either bit errors or packet erasures can yield significant performance degradations in the transmission of multimedia.
Although the framework of this paper may resemble the works of [13] , [28] , [29] , [38] , [42] from the standpoint of considering transmission over channels with bit errors and packet erasures, it has to be noted that those articles consider neither the effects of embedding multiple antennas within an optimization problem nor the effects of using feedback for image delivery. Thus, this paper attempts at analyzing and quantifying performance improvements of end-to-end image delivery systems over wireless tandem channels as the result of utilizing multiple antennas as well as multiple round feedback transmissions.
It is also important to emphasize on the fact that the framework of this paper does not represent a case study. While different components have been gathered to form a complete end-to-end transmission system, the framework can transparently work with different alternatives of each component. For example, the use of multiple antennas can be considered in cojunction with other coding schemes such as RCPC codes, turbo codes, and LDPC codes.
This paper is organized in a top-down fashion, i.e., the overall functionality in the form of an integrated protocol is described first. Once an understanding of the system functionality is developed, the individual components are described in further details. Accordingly, the outline of the paper follows. In Section II, we describe our integrated protocol. In Section III, we discuss the details of calculating the symbol error rates of multiple antenna links, our hybrid modeling of the channel loss, and the channel coding technique utilized in our work. In Section IV, we discuss the random bit error component of our optimization framework. The discussion of this section introduces a probabilistic formulation of the optimization problem the cost function of which is derived utilizing the hybrid loss model of Section III. This section, also provides a low complexity solution to the optimization problem. In Section V, we describe the statistical packet erasure component of our framework. In Section VI, we numerically validate our results. Finally, Section VII includes a discussion of concluding remarks and future work.
II. DESCRIPTION OF THE END-TO-END PROTOCOL
In this section, we provide a description of our end-to-end integrated protocol. We consider the transmission of a bitstream produced by a progressive image source coder such as SPIHT [30] or JPEG2000 [41] over a noisy channel. Considering the progressive nature of the source coder, a reconstruction of the transmitted source image can be created from a prefix of the bitstream. The quality of the reconstructed image can be further enhanced by receiving more information in order. We note that due to the progressive nature of transmission, the lack of any number of bits in the final sequence can potentially render subsequently received bits useless. We assume that the bitstream is packetized into a number of packets with a fixed or a variable number of source bits per packet. We consider errors associated with both bit errors and packet erasures. The utilization of error detection and error correction channel codes can potentially compensate for the error effects at both bit and packet levels. Examples of such codes are RCPC codes [16] ; punctured turbo codes [1] and [22] ; or rate compatible punctured RS codes [43] and [21] . Encoding the information bits of individual packets, we note that each packet will contain source coding and channel coding or parity bits. The calculation of parity bits is done based on minimizing the expected distortion of the reconstructed bitstream. While the details of distortion minimization are discussed in Section IV, we note that the minimization can be carried out for both variable length and fixed-length packets. We consider the case of fixed-length packets in our implementation because it is more challenging and convincingly more practical from the standpoint of underlying network protocols such as ATM or even UDP/IP. Further, we propose the use of packet level channel coding to compensate for the packet erasure impacts on the packetized bitstream. Such coding scheme treats the collection of information and parity bits in each packet as data for the purpose of packet erasure compensation. However with the exception of an interleaving operation, there is no significant difference between compensating for bit errors and packet erasures from the standpoint of channel coding.
Our integrated protocol is categorized under type II hybrid Automatic Repeat reQuest (ARQ) and Forward Error Correction (FEC) protocols. In a type II hybrid protocol, a retransmission request is responded by transmitting a codeword containing extra parity bits for a previously transmitted codeword. Relying on the discussion of RS codes in [43] and [7] together with receiver feedback and erasure decoding, we propose the use of systematic rate compatible punctured RS codes in our protocol to compensate for both random bit errors and packet erasures. We note that the systematic rate compatible punctured RS codes together with erasure decoding outperform non-systematic RS codes of [21] . Fig. 1 depicts the flowchart of our end-to-end protocol. We assume that a bit budget and a per round probability of delivering a packet set are given. Our round-based protocol, with variable keeping track of the round number, consists of two components. The first component or the outer loop is used to compensate for random bit errors. The second component or the inner loop is utilized to recover erased packets. In the first round, a bitstream is initialized to the progressively encoded image data. Assuming a fixed packet length of , a bitstream size of generated by the image coder, and a total of source coding bits delivered so far, the number of packets to transmit the bitstream is chosen as where is a design parameter effectively splitting the available budget between the two components of the protocol and is a per round upper bound on the number of transmitted packets. The number of per packet parity symbols minimizing the expected distortion of the image under bit errors only is then calculated according to the discussion of Section IV. For packet in the set of formed packets, quantities and represent the number of bits allocated to source coding and parity, respectively. Next, the total number of data and parity packets required to statistically guaranteeing the delivery of the packet set is calculated according to the discussion of Section V. After updating transmission budget , announcing the start time and the duration of the round, the source proceeds with the transmission of the coded packet set to the receiver. Each packet includes a sequence number. The receiver waits for the duration of the round before determining whether it has received packets required to recover the packet set. The variable tracks the total number of source coding bits embedded in the packet set. At the end of the round, the receiver sends the packet numbers of the erased packets to the source in a single packet NAK message if it has not been able to recover the block of packets. We also note that utilization of similar error detection and correction codes along with the employment of timeout mechanisms can effectively cope with the impacts of random bit errors and packet erasures in the transmission of single packet NAK and control messages. For simplicity, we assume that the transmission of single packet NAK and control messages are error free in the rest of our discussion. The NAK message includes a two bit per packet bitmap associated with the individual packets of the set. The receiver sets the bit associated with a packet to zero if it has been able to recover the packet. With the bit set to one, the receiver sets the bit to one if it has not been able to recover the packet due to an erasure. The source then retransmits an extra number of packets in order to compensate for packet erasures in the channel. The number of extra packets is again calculated from the statistical guarantee algorithm of Section V. Notice that the RS code applied to the columns is also a rate compatible punctured RS code, and extra redundant packets can be generated if necessary. Because of the Maximum Distance Separable (MDS) property of RS codes [43] , any received packets can be used in the RS erasure decoder to recover the first packets and the packet loop can be terminated. Once the receiver has recovered the block of packets, it aims at recovering the source coding bits in each packet. In the first round, each packet contains source coding bits and parity bits and is directly decoded to recover the data. In the second and later rounds, each packet includes incremental redundant bits. The variable indicates the total number of parity packets received in multiple rounds associated with the source coding bits of the original packet . The receiver thus needs to append them to the previously uncorrectable packets. In either case, the contents of the receiver buffer are decoded. If there are no uncorrectable packets and is less than , another set of rounds is initiated starting from the first round. However, if uncorrectable packets exist containing a total of source coding bits, the receiver requests extra redundant bits for those packets. If uncorrectable packets exist but their RS code has reached the length of the mother code, the transmission of the current set is started from the first round after checking the available budget. Otherwise, another round of delivering extra redundant bits initiates. The amount of redundancy is determined by increasing the error correcting capability of each packet of the first round to an amount calculated from the optimization algorithm of Section IV for the second round and beyond. Next, the source packetizes extra parity bits using appropriate header paddings and choosing . It will then transmits the packets to the receiver. The entire set of rounds and consequently the image transmission terminate under one of the two following conditions: 1) the entire bitstream of the size has been received with no uncorrectable blocks, and 2) the transmission budget is exhausted. The image is reconstructed using all of the packets preceding the first uncorrectable packet immediately after the transmission is terminated.
In Sections III-V, we provide a detailed description of the components of our protocol.
III. CHANNEL CODING AND LOSS ANALYSIS
In this section, we first describe the properties of our proposed channel coder. We then continue by discussing the impacts of utilizing multiple antennas. We finish this section by providing an analysis of temporally correlated channel loss relying on the Bernoulli and Gilbert-Elliott [12] , [15] models.
In a round-based transmission scheme with rounds, a rate compatible punctured RS channel coder converts information symbols (packets) into a sequence of -symbol ( -packet) blocks where . Each symbol consists of a number of bits and each packet consists of a number of symbols. For the first sequence, parity symbols (packets) are appended to data symbols (packets). The sequences for are obtained by appending symbols (packets) to the previous symbols (packets). We also note that a combined channel code is capable of correcting up to errors when applied to symbols and up to errors when applied to packets.
In order to calculate the error rate of an coder block, we utilize a hybrid model consisting of the single-state Bernoulli and the two-state Gilbert-Elliott (GE) error models. In our discussion below, we describe the modulation symbol error rate and channel coding symbol loss rates. We distinguish between the two types of symbols by noting that a channel coding symbol typically consists of a number of modulation symbols. For example, an 8-bit RS channel coding symbol may consist of eight BPSK modulation symbols.
A. Calculation of the Symbol Error Rate for Multiple Antenna Systems
In [45] , the authors calculate closed-form expressions describing the modulation symbol error rate of a multiple-transmit multiple-receive antenna system in terms of the number of signal points in the constellation and the average signal-to-noise ratio . We carry out our calculations under the assumption of facing a slow fading Rayleigh channel and utilizing the PSK modulation scheme. In what follows we provide a brief review of our discussion. First, we introduce the symbol error rate of a single-transmit -receive antenna system using Maximum Ratio Combining (MRC) as (1) where , , and
. From (1), one can calculate the symbol error rate of a single-transmit single-receive antenna system as well as a single-transmit double-receive antenna system by setting to 1 and 2, respectively. Relying on a discussion of diversity gains, we also argue that the modulation symbol error rate of the Space-Time Block Codes (STBCs) of [2] and [40] can be calculated from (1) by proper mapping of the values of . For example, the symbol error rate of a double-transmit single-receive antenna system can be calculated by replacing with and setting to 2 in (1). Similarly, the symbol error rate of a double-transmit double-receive antenna system can be calculated by replacing with and setting to 4 in (1).
B. Discussion of the Hybrid Loss Model
As pointed out in many research articles, the pattern of random bit errors in a fading wireless channel is bursty representing temporal correlation. The two-state GE loss model provides an elegant mathematical model to capture the error pattern of such channel. In the GE model, the loss of a bit is described by a two-state Markov chain. The two states are denoted by state and . State represents a bit error rate of while state represents a bit error rate of where . State also introduces a self-transitioning probability of and a transitioning probability of to state . Similarly, state introduces a self-transitioning probability of and a transitioning probability to state . Per state bit error rates of the GE model and can be expressed as a function of modulation symbol error rates and . For example, for the BPSK modulation scheme, i.e., in (1), and . The parameters and can be typically measured from the observed loss rates and average burst lengths of the channel [18] .
For the GE loss model, the probability of receiving exactly bits from transmitted bits is described by (2) Further, the recursive probabilities of receiving exactly bits from transmitted bits and winding up in state and are respectively given by (3) and (4) for and the initial conditions
In what follows, we model the loss pattern of the channel coding symbols under the assumption that the loss pattern of the communication channel at the bit level is described by the GE model. Suppose the RS coder generates a set of channel coding symbols where each symbol consists of bits. A channel coding symbol is received error free if all of its bits are received free of errors. The probability of receiving a channel coding symbol free of error under the GE model is obtained from (2) with as . Note that we assume not having access to the information about the initial bit of a given channel coding symbol and hence also capturing the inter-symbol temporal correlation in the expression . Relying on a hybrid loss model in which inter-symbol temporal correlation is not deemed significant compared to intra-symbol temporal correlation, we can obtain the probability of channel coding symbol block loss from (6) where . It is important to note that in (6), the probabilities of receiving error free channel coding symbols are calculated independently for each channel coding symbol but intra-symbol temporal correlation is captured in the calculation of . Next, we experimentally validate our hybrid loss model. Fig. 2 provides sample validation results of our hybrid loss model. For a channel coding symbol size of eight bits, BPSK modulation, and three different choices of transmitted byte lengths , the figure compares the calculated average byte loss from our hybrid model with the observed average byte loss over a range of values of in the GE model with . The other parameters of the GE model are set as and representing a burst length of eight. The averages are calculated over one million experiments. As observed from the plots, the values of calculated and observed average byte loss match in all three cases. Note that while the choice of channel coding symbol size affects our validation results, the error correcting capabilities of the utilized channel coding scheme has no effect on our results. While not shown here, we have observed consistent results in a large set of validation experiments for a variety of the GE model parameter settings.
At the end of this section, we note that the Gilbert model of [15] with trivial per state error probabilities of and is used to describe the packet loss of the underlying channel.
IV. BIT ERROR CORRECTION
In this section, we discuss the protection of the source coding bits in a packet set associated with a progressive bitstream. The bitstream is packetized into a number of packets with fixedlengths. In order to protect source coding bits against random bit errors, we propose the use of rate compatible punctured RS error correction codes in each packet. As pointed out in Section II, our protocol calls for an ordered round-based transmission of packet sets. Leaving the details of compensating for packet erasures to the next section, we discuss the details of random bit error compensation going from one round to another in this section. Hence, the main goal of this section is to introduce an optimization framework that minimizes the expected distortion of the reconstructed image due to random bit errors in a single round of transmission.
A. Optimization Formulation
Consistent with Section II, we assume the original size of the bitstream generated by the image source is and so far bits of the bitstream have been delivered. Hence, the remaining number of the bits in the bitstream have to be packetized into fixed-length packets with length . The choice of packet length has to avoid segmentation in the data link, network, and transport layer protocols in order to preserve the effectiveness of channel coding operation at the bit level.
Once the packet length is chosen, the number of packets for the first round is selected such that the collection of packets contains a number of source coding bits less than or equal . We set where the parameters are defined in Section II. Denoting and respectively as the source and the channel coding bits associated with packet for , we observe that . We recall that utilizing our proposed channel coding scheme introduces a channel code rate of for packet . The optimization problem is aimed at finding the parity assignment of each packet such that a measurement of the expected distortion is minimized. The expected distortion can be calculated as the probabilistic average of distortions associated with recovering the first packets in a given packet set and failing to recover packet with . Generally speaking, the distortion of events associated with recovering consecutive packets are not mutually independent for a channel with memory. However, the use of the hybrid loss model of the previous section allows us to assume such events are mutually independent with a relative accuracy. Thus, the expected distortion can be expressed as (7) In (7), with is the failure probability of recovering packet , , with is the distortion of a reconstructed image with the first packets, and is the source variance. The distortion is a function of the aggregate received bits . While the data associated with the function can be extracted directly from SPIHT or other coders, it can also be approximated utilizing data fitting techniques. The advantage of using a closed-form approximated function for distortion is to reduce the time complexity of our optimization problem. In [3] , the authors propose an approximation of the rate-distortion function of the SPIHT codec in the form of (8) where and are parameters that are identified independently for different classes of images. We note that the same approach can be used to approximate the rate-distortion function of other image codecs. Further, the probabilities for can be expanded in terms of channel loss characteristics as described in Section II. In the case of utilizing the hybrid Bernoulli-GE loss model and calculating the bit error probability , is calculated from (6) by setting and . Making note that for the fixed-length packet specifying the bits allocated to data is equivalent to specifying the bits allocated to parity , the optimization problem of the first round is expressed as (9) (10) (11) While Constraint (10) shows that the number of source coding bits in the packets adds up to no more than the number of bits in the remaining part of bitstream, Constraint (11) places a lower and an upper bound on the per packet channel coding bits. We note that the problem of (9) is subject to discrete constraints applied to available channel coding variables . It is hence categorized under Mixed Integer NonLinear Programming (MINLP). Under the assumption of feasibility, the solution to the standard problem can provide a close estimate of the MINLP solution. Assuming the solution to the optimization problem of the first round specifies a per packet set of channel coding bits and source coding bits , the optimization problem of the rounds beyond the first round are specified with the same cost function as (7) for the per packet source coding bits of the first round but a different number of channel coding bits, for previously delivered packets, and the following constraint set: (12) (13) (14) where , is the mother code length, and indicate the set of failed and recovered packets, and with denote the current and the previous collective number of parity bits for packet , respectively. While the formulations of this section specify a distortion-optimal problem, they can be easily changed to reflect a rate-optimal problem. Further, we note that the formulation of (9) can be applied to a variable-length packet scenario in which the number of data bits in a packet is fixed and the number of parity bits are obtained by solving the optimization problem. In the rest of our discussion, we focus on the distortion-optimal problem of (9) along with the constraint set (10) and (11) for a fixed-length packet scenario.
B. Optimization Solution
In this section, we provide a discussion of solving the optimization problems of Section IV-A. Relying on the Lagrangian theory [6] , we convert the problem of the first round to an optimization problem without constraints. We define the Lagrangian function of (9) as (15) where the parameters , , , and are the Lagrange multipliers in the Lagrangian (15) . The unconstrained minimization problem for is defined as (16) where and the parameters , are the Lagrange multipliers.
Taking into consideration the discrete nature of our problem and considering the fact that (9)- (11) are convex 1 , we propose deploying Sequential Quadratic Programming (SQP) technique to solve the problem. In SQP, the necessary conditions for optimality are represented by Karush-Kuhn-Tucker (KKT) conditions described below. 
A variant of the quasi-Newton method [31] can then be used to iteratively find the solution to the optimization problem. We note that utilizing a variant of the quasi-Newton method is equivalent to solving a quadratic estimation of the problem in every iteration. The time complexity of solving the optimization problem is where indicates the number of iterations and indicates the degree of the overall quadratic estimation 2 . The solution to the optimization problem of the second round and beyond is similar and is skipped here. We have observed that an average of ten and no more than twelve iterations are required for the convergence of our proposed optimization algorithm of the first round. The associated numbers for the algorithm of the second round and beyond depend on the number of lost packets but are generally smaller than the ones in the first round. Hence, the worst case complexity results are quite good compared to other recursive optimization approaches such as dynamic programming introducing a worst case time complexity in the order of . At the end of this section, it is important to note that our optimization approach is loosely coupled with the choice of error model through the choice of coefficients in (7) . While in our work the expressions of are calculated relying on the expressions of (6), (2), (3), and (4) for the hybrid Bernoulli-GE loss model, one can work with an alternate error model such as a finite-state Markov chain model by updating the expressions of accordingly. Thus, our optimization approach can be transparently used in conjunction with any error model.
V. STATISTICAL RECOVERY FROM PACKET ERASURES
We now turn our focus on the statistical recovery of the packets associated with the bitstream of a progressive source coder in an erasure channel. We assume that the individual packets of the set contain both source coding and parity bits. For the purpose of packet erasure compensation, we treat the collection of source coding and parity bits as data. Focusing on ordered delivery of consecutive packet sets, we propose utilizing rate compatible punctured RS codes at the packet level to compensate for packet erasures. However, our approach in this section relies on providing a statistical guarantee for delivering a packet set. The term statistical guarantee of the packet set delivery is used to indicate that a packet set can be successfully delivered with a probability better than a given threshold assuming the specifications of the packet erasure channel are known. Our earlier work of [44] introduces the following algebraic placement algorithm with a time complexity of to calculate the smallest number of required transmitted packets in order to guarantee the receipt of at least packets with a probability or better for a system governed by the Gilbert loss model. The quantities of interest in the algorithm above are described as follows. the probability of receiving packets from transmitted packets is given by (2) and recursive (3) and (4) in the case of utilizing Gilbert model. Further, the probability of receiving packets or more from transmitted packets is defined as (20) It is important to note that there is a one-to-one relationship between the choice of the parameter in our statistical guarantee algorithm and the bandwidth split factor parameter . In other words, specifying one of the parameters automatically identifies the other parameter.
Statistical Guarantee for
It also is important to note that the choice of error model does not affect the operation of the algorithm described above. By calculating the values of from the recursive or closed-form expressions of an alternate error model of choice, one can utilize that error model instead of the Gilbert model.
VI. NUMERICAL ANALYSIS
In this section, we present our simulation results based on the protocol of Section II and the discussion of the sections following it. For our simulation, we consider the transmission of SPIHT [30] encoded class of gray scale images including Lena, Zelda, and Barbara images over a channel characterized by correlated loss.
In our experiments, we use rate compatible punctured RS codes with a maximum length 255 over and a symbol size of 8 bits. We utilize hybrid Bernoulli-GE and Gilbert loss models to describe bit errors and packet erasures, respectively. We set the transition probabilities of both models as and corresponding to an average burst length of 8. Besides the trivial choice of error probabilities in the case of Gilbert model, per state error probabilities of the GE model are calculated based on the results of (1) for BPSK modulation with and . Hence, we set and in our hybrid Bernoulli-GE error model. Further, we set and for a compression ratio of 8. For our statistical packet delivery algorithm, we set translating to . Our choices of packet lengths guarantee that there is no segmentation/reassembly of UDP or ATM packets over Ethernet and/or IEEE 802.11 frames. This is due to the fact that transmitting UDP/IP packets on top of Ethernet and IEEE 802.11 frames introduces a maximum allowable packet size of without facing segmentation. The set of parameters associated with the Lena image in (8) We validate and present our results as follows. First, we study the behavior of our single round protocol without receiver feedback. We refer to the latter scenario as an open-loop scenario.
We conduct our open-loop experiments for an erasure free channel and a channel with packet erasures. Second, we look at the behavior of our multiple round protocol with receiver feedback to which we refer to as a closed-loop scenario.
A. Open-loop Results
In an open-loop scenario, we transmit a bitstream in a single round and evaluate the quality of the reconstructed image at the receiver. We start by transmitting the bitstream over an erasure free channel. We have two compelling reasons to study the behavior of our protocol for such a scenario. First, we are able to validate the effectiveness of our bit error optimization scheme. Second, we can show the mere advantage of utilizing multiple antenna transmission. While this section only reports our results in the case of Lena image, we have obtained similar results in the case of other images including Zelda and Barbara. Comparing the results of the figures, we observe that the of a DT/DR antenna system is higher than that of the rest. In addition, the of an ST/SR antenna system is lower than that of the rest. Comparing the of an ST/DR antenna system with that of a DT/SR antenna system, we observe that the former introduces a higher . From the results of [45] , we recall that the diversity gain is in the order of the product of the transmit and the receive antennas. Hence, both ST/DR and DT/SR scenarios achieve a diversity gain of order two. However, from the signal-to-noise ratio standpoint the efficiency of the latter scenario suffers a 3 dB loss compared to that of the former scenario because the transmission power is divided between antennas. This justifies the higher of an ST/DR antenna system compared to that of a DT/SR antenna system. Since the channel coding effects saturate beyond a certain , we also observe that the performance advantage of utilizing multiple antennas in lower values of SNR is more significant than that of higher values of SNR. However due to lack of packet erasures, the expected quality is relatively good in all four cases even with the small transmission budget of 5000 Bytes.
B. Closed-Loop Results
In this section, we study the performance of our closed-loop protocol over a channel introducing bit errors and packet erasures. With the exception of , we apply identical settings of other parameters as before to our experiments. The best quality is achieved by DT/DR configuration followed by ST/DR, DT/SR, and ST/SR. In all of the curves, there is almost a linear transition regime from a low quality region to a high quality region. The quality of the reconstructed image remains in a low quality region for any choice of below a low threshold. As increases, the quality improves until reaching to a high threshold. The quality of the reconstructed image remains in a high quality region for any choice of beyond the high threshold. the neighboring curves are more than few dB's apart from each other in scale, the difference for large values of is less than 1 dB. Next, we study the effects of the choice of packet size in the performance of our end-to-end protocol. Fig. 6 shows the plots of versus for two different values of the packet length in the case of Lena image. For a given packet size, the plots describe how the quality of the reconstructed image improves as the average signal-to-noise ratio increases. Again, every point in the curves indicates an average value taken over 20 simulations. The plots show a similar pattern with different choices of the packet size. Once more, we observe a linear transition regime from a low quality region to a high quality region with the effect of larger packet sizes shifting the curve to the right. We also observe a slightly lower high quality value for that can be potentially justified as the result of getting close to the maximum mother code length. Fig. 7 shows sample images corresponding to the low, medium, and high regions in Fig. 6 for the choice of . In order to study the behavior of the protocol under different assignments of the bandwidth to the random bit error and packet erasure components of the protocol, we have also performed a set of open-loop experiments with different values of in the range of while keeping the other parameters fixed utilizing the class of images that includes Lena, Zelda, and Barbara images. While we do not report our results here due to lack of space, our experiments show similar qualitative behaviors as the ones reported here. The main observation is that for a specific choice of which is experimentally approximated to be 0.72, the performance results are optimized in terms of achieved . The results are more complicated in the case of closed-loop experiments although the same choice of still represents an appropriate selection of the parameter. Exploiting the optimal choice of is the subject of our future research work.
VII. CONCLUSION
In this paper, we presented a statistical optimization framework for multiple antenna transmission of progressive images over noisy channels. Relying on rate compatible punctured RS codes, our framework was able to compensate for random bit errors as well as packet erasures. We considered the impacts of transmission over channels with memory represented by a hybrid Bernoulli and Gilbert-Elliott model. In order to cope with random bit errors, we introduced an optimization framework to minimize the expected distortion of a reconstructed image. We were able to solve our optimization problem with a worst case time complexity better than that of dynamic programming and exhaustive search. Next, we provided an algorithm that was capable of statistically compensating for packet erasures. Relying on the receiver feedback, we integrated our bit error and packet erasure results in the form of a type II hybrid FEC-ARQ algorithm. Finally, we numerically validated our results by transmitting images over lossy channels characterized by temporally correlated loss. In addition we investigated the effects of multiple antenna diversity in transmission scenarios of progressive images over such channels. Simulation results demonstrated a great performance improvement as the result of using multiple antennas. Our future research work relates to the accommodation of real-time deadlines in our protocol framework for the transmission of video and point-to-multipoint transmission scenarios. 
