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ABSTRACT  
The objective of this research is to demonstrate that the time series are an excellent tool for 
modeling of data traffic on networks Wimax. To achieve this goal we used the Box-Jenkins 
method, which is described in this article. The traffic modeling Wimax through correlated 
models such as time series allow you to adjust much of the dynamic behavior of the data in an 
equation, and based on this estimate future values of traffic. This is an advantage for planning 
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coverage, reservation-tion of resources and the realization of a more timely and efficient in an 
integrated manner at different levels of the hierarchy of functional data network Wimax. As a 
result of the investigation was a model of traffic ARIMA Order 18, which made traffic forecasts 
with values of root mean square error relatively small, for a period of 10 days. 
Keywords: ARIMA, Correlation, Networks of communications, Time series, Traffic models. 
RESUMEN 
El objetivo de esta investigación es demostrar que las series de tiempo son una excelente 
herramienta para el modelamiento de tráfico de datos en redes Wimax. Para lograr este objetivo 
se utilizó la metodología de Box-Jenkins, la cual se describe en este artículo. El modelamiento 
de tráfico Wimax a través de modelos correlacionados como las series de tiempo permiten 
ajustar gran parte de la dinámica del comportamiento de los datos en una ecuación y con base en 
esto estimar valores futuros de tráfico. Lo anterior es una ventaja para la planeación de 
cobertura, reservación de recursos y la realización de un control más oportuno y eficiente en 
forma integrada a diferentes niveles de la jerarquía funcional de la red de datos Wimax. Como 
resultado de la investigación se obtuvo un modelo de tráfico ARIMA de orden 18, el cual realizó 
pronósticos de tráfico con valores del error cuadrático medio relativamente pequeños, para un 
periodo de 10 días. 
Palabras clave: ARIMA, Correlación, Modelo de tráfico, Serie de tiempo, Red de 
comunicaciones. 
 
1 INTRODUCCION 
   
A lo largo del desarrollo de las redes de comunicaciones en los últimos cien 
años, se han propuesto diferentes modelos de tráfico, cada uno de los cuales ha 
resultado útil dentro del contexto particular para el que se propuso. Sin embargo hoy en 
día se ha demostrado que el tráfico de datos es altamente correlacionado. El fenómeno 
de correlación hace que la variabilidad se extienda a muchas escalas de tiempo, 
comprometiendo la validez de las técnicas de control diseñadas para los modelos 
tradicionales de tráfico. Por esta razón, ha sido necesario desarrollar modelos 
adicionales de tráfico más complejos, capaces de representar estas correlaciones y que 
tengan en cuenta las características del trafico real, en especial las correlaciones que 
existen entre los tiempos entre llegadas, completamente ausentes en los modelos no 
correlacionados. (Alzate, 2004). 
Actualmente las redes de comunicaciones modernas no tienen una herramienta 
confiable que permita pronosticar tráfico 24 o 48 horas hacia el futuro, por lo que se 
plantea el siguiente interrogante: (Grossglausser, 1999) (Pajouh 2002)  
 
¿ES POSIBLE DESARROLLAR UN MODELO ESTADISTICO QUE PERMITA 
ESTIMAR PRONOSTICOS FUTUROS DE TRAFICO WIMAX? 
 
Las series de tiempo tienen como objetivo central desarrollar modelos 
estadísticos que expliquen el comportamiento de una variable aleatoria que varía con el 
tiempo permitiendo estimar pronósticos futuros de dicha variable aleatoria. (Correa, 
2004). 
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Por tanto los modelos de tráfico a través de series de tiempo son beneficiosos 
para: la planeación de cobertura, reservación de recursos, monitoreo de la red, detección 
de anomalías, y producción de modelos de simulación más exactos, en la medida en que 
pueden pronosticar  el tráfico en un tiempo de escala determinado. (Papadopouli, 2004). 
En la planeación, para futuras necesidades de cualquier sistema, la exactitud en 
el pronóstico de tráfico, es realmente importante para definir capacidad futura requerida 
y planear los cambios. Un modelo de series de tiempo bastante exacto podría predecir 
varios años hacia el futuro, cuya habilidad es una ventaja para la planeación de futuros 
requerimientos. (Fillatre, 2003). 
 
En el presente documento se busca: 
 
 Desarrollar un modelo estadístico que permita estimar pronósticos futuros de tráfico 
en redes Wimax a través del modelamiento en series de tiempo. 
 
 Evaluar los diferentes modelos actuales más utilizados para el pronóstico de tráfico, 
relacionados con series de tiempo. 
 
A continuación se desglosaran cada uno de los pasos realizados durante la 
investigación a fin de construir el modelo de tráfico para una red de datos Wimax. 
 
2 DESARROLLO DEL MODELO DE TRÁFICO 
El desarrollo de este trabajo fundamenta su metodología en la de Box-Jenkins, 
entonces, una vez capturados los datos se analiza la estructura de correlación que 
presenta la muestra, de aquí se propone y se  estima un modelo basado en ecuaciones en 
diferencias, el cual busca capturar la dinámica de la serie, de ser correcta la formulación 
del modelo, este se valida y después se pronostican las futuras observaciones. Con el fin 
de realizar un estudio profundo del modelamiento de tráfico de datos a través de series 
de tiempo, se desarrollaran varios tipos de modelamiento de la serie. 
 
2.1 Extracción de la Serie 
   El primer paso en el desarrollo de cualquier modelo de tráfico es tomar una 
muestra de datos, con los se pueda caracterizar el tráfico de un tipo de red 
predeterminada. En el presente estudio se decidió desarrollar un modelo de tráfico para 
una red con tecnología Wimax, en razón a que esta tecnología es la que actualmente 
tiene mayor auge en el ámbito de las redes de datos debido a todas sus características, 
igualmente debido a que esta tecnología es relativamente nueva, no existen muchos 
estudios acerca del comportamiento de su tráfico, sin embargo como lo han confirmado 
varios estudios de trafico en redes alámbricas e inalámbricas (como WiFi) el trafico 
actual como el de Internet e incluso el de video, presenta características fuertes de 
correlación. (Casilari, 2002), (Casilari, 2003), (Olexa, 2004), (Papadopouli, 2004). Los 
datos de tráfico fueron extraídos a través de la herramienta Netflow Analyzer, estos 
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datos se capturaron como una variable de paquetes por segundo y se tomaron 889 
muestras que corresponden a un poco más de 9 días con un intervalo de una muestra 
cada 15 minutos. 
Netflow Analyzer es una herramienta de software basada en Web que permite el 
monitoreo del ancho de banda de cualquier red. Los datos son exportados de los 
dispositivos de enrutamiento  hacia el Analizer Network Traffic el cual reporta el ancho 
de banda utilizado en tiempo real a través de la red monitoreada. Debido a su carácter 
de herramienta de software basada en Web, permite la monitorización remota de 
cualquier red a través de los dispositivos de red (como Routers) que se encuentren 
configurados en este software. 
  A pesar de haberse extraído 889 datos de tráfico los modelos se desarrollaran 
únicamente con los 672 primeros (correspondientes a los siete primeros días), los datos 
restantes se utilizaron para comparar y evaluar los pronósticos de cada una de las series. 
(Fillatre, 2003). 
 
2.2 Preprocesamiento de la Serie 
    Es frecuente que se presenten algunos valores perdidos dentro de la serie de 
tráfico. Estos generalmente se deben a varias razones entre las cuales se destacan las 
siguientes cuatro: (1) el router puede estar caído debido a mantenimiento del mismo, o 
por un reinicio accidental de este; (2) el router puede estar ocupado resolviendo 
solicitudes SNMP; (3) la conexión inalámbrica entre el router y la estación de 
monitorización de trafico puede estar temporalmente perdida o caída; y (4) la solicitud y 
respuesta de los paquetes SNMP (Simple Network Management Protocol) puede 
haberse perdido ya que ellos son transportados usando el protocolo UDP (User 
Datagram Protocol es un protocolo no confiable). (Ansley, 1985), (Papadopouli, 2004). 
Para el tratamiento de los valores perdidos existen dos opciones: (1) ignorar los 
datos perdidos, o (2) estimarlos los valores perdidos. Para la presente investigación se 
decidió estimar los valores perdidos con el fin de obtener un modelo más completo, en 
el cual se puedan observar factores de estacionalidad, tendencia o ciclo, para una 
muestra de tráfico de una semana.  
El procedimiento adoptado para la estimación de valores perdidos se realizo a 
través de un software especializado para esta tarea, dicho software es el: SEATS 
TRAMO WINDOWS (TSW).  
El procedimiento está fundamentado en la interpolación de promedios de datos 
de tráfico previos, estas interpolaciones se realizan examinando el patrón de tráfico y 
tratando en lo posible de mantener dicho patrón dentro del subconjunto de valores 
trafico actuales. En algunas ocasiones se decide remplazar el valor perdido (o valores 
perdidos) por uno del mismo día, hora y minuto, pero de una semana anterior o una 
semana posterior, esto se justifica en el fuerte patrón semanal que muestra la serie de 
tiempo de los datos de tráfico, en esta ocasión esto no es posible en razón a que la 
muestra de datos de trafico en este estudio es para una sola semana y dos días. (Ansley, 
1985). 
En la figura 1 se puede observar la serie de trafico Wimax obtenida para los 899 
datos capturados. 
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Datos de Trafico Originales
Serie de Tiempo a Modelar
15 16 17 18 19 20 21 22 23 24
January
0
800
1600
2400
3200
4000
4800
5600
6400
TRAFICO_REAL
 
Figura 1. Serie de tiempo del trafico wimax         
                 extraído 
 
2.3 Identificación del Modelo 
Debido que uno de los objetivos es comparar diferentes modelos correlacionados, 
es decir construir varios modelos de trafico basados en diferentes tipos de series de 
tiempo y analizar cuál de ellos es el mejor estimador del trafico Wimax capturado. Esta 
etapa de identificación carece de sentido para esta investigación, ya que sin importar las 
conclusiones de la identificación del modelo, se desarrollaran cuatro modelos de trafico 
correlacionados: (1) Modelo AR (Autoregresivo), (2) Modelo MA (Promedios 
Móviles), (3) Modelo ARMA (AutoRegresivo y Promedio Móviles), y (4) Modelo 
ARIMA (AutoRegresivo e Integrado de Promedio Móvil). Vale la pena recordar que los 
tres primeros modelos correlacionados implican la necesidad de que la serie sea 
estacionaria, mientras que para el cuarto modelo no es necesario que exista 
estacionariedad en la serie de tiempo. (Box, 1976). 
El concepto de estacionariedad es importante para el análisis de series de tiempo. 
En general, para caracterizar completamente un proceso estocástico es necesario 
conocer la función de densidad conjunta de sus variables aleatorias; sin embargo en la 
práctica no es realista pensar que esto pueda lograrse con una serie de tiempo. Como se 
mencionó anteriormente en lo que respecta a la covarianza, no existe dependencia del 
tiempo pero si de la separación (k) que hay entre las variables. Lo anterior conduce a 
pensar que la serie, mostrará el mismo comportamiento en términos generales sin 
importar el momento en el que se observe. Esto es, si se graficara un cierto número de 
observaciones contiguas de una serie, la gráfica  que se obtendría seria bastante similar 
a la que se lograría al graficar el mismo número de observaciones contiguas pero k 
periodos hacia delante o hacia atrás de los considerados inicialmente. (Brillinger, 2001), 
(Hamilton, 1954). 
 De la observación de la serie de tiempo que nos atañe, se puede concluir 
fácilmente que esta no es estacionaria, debido a que su media no es cero (observar 
figura 1), aunque su varianza parece constante, dos condiciones imperiosas para que una 
serie de tiempo sea estacionaria (estos cálculos se desarrollaran más adelante). 
De acuerdo a lo anterior los tres primeros modelos cuya condición es la 
estacionariedad de la serie, no tendrían mucho sentido. Por esto el único modelo que se 
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ajusta a la serie de tiempo es el ARIMA, con esto la etapa de identificación esta 
terminada. Sin embargo debido a que el objetivo es comparar los cuatro modelos se 
desarrollara primero el modelo ARIMA, el cual cuenta con la ventaja de ser integrado 
“I” permitiendo volver estacionaria una serie no estacionaria (por tendencia); una vez 
realizado el modelo ARIMA, se tomó la serie estacionaria y con ella se estimaron los 
modelos AR y MA, que para este caso se convierten en los modelos ARI e IMA en un 
sentido estricto de la palabra, el modelo ARMA ya carecería de sentido porque al 
calcularlo se llegaría al mismo modelo ARIMA. (Box, 1964). 
 
2.4 Estimación de Parámetros y Validación 
 
2.4.1 Modelo ARIMA 
    Para verificar la no estacionariedad de la serie de tiempo se realizó la prueba de 
Raíz Unitaria de Dickey –Fuller a través del software RATS (Regression Analysis of 
Time Series), estos son los resultados obtenidos: (Davis, 1996), (Dickey, 1979), (Fuller, 
1976). 
 
Dickey-Fuller Unit Root Test, Series TRAFICO_REAL 
Regression Run From 2007:01:15//62 to 2007:01:21//95 
Observations 828 
With intercept with 60 lags 
T-test statistic      -1.49785 
Critical values: 1%= -3.443 5%= -2.867 10%= -2.569 
 
Según el criterio de Dickey – Fuller, la serie no es estacionaria, ya que el valor 
absoluto del test es menor al valor absoluto del valor crítico del 5%. Lo anterior era 
consecuencia de que la media de los datos no es cero como se mostró en la figura 1, 
aunque la varianza parece constante. Para volver esta serie estacionaria se diferenciará 
la serie y se volverá a realizar la prueba de raíz unitaria.  
Entonces se tomó la serie de tiempo original con sus primeros 672 datos de 
tráfico y se diferenció inicialmente una sola vez, luego se diferenció dos veces y por 
último se diferenció una vez el logaritmo de la serie de tiempo original, para cada una 
de las series resultantes anteriormente luego de la diferenciación, se realizó la prueba de 
Dickey –Fuller  para verificar su respectiva estacionariedad. 
Del proceso anterior se concluyó que la mejor transformación es la 
diferenciación de la serie una sola vez con esto se obtuvo una serie como la que muestra 
la figura 2 (observe que esta vez la media de los datos si es cero). 
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Serie de Tiempo Original Diferenciada Una Vez
DTrafico_Real
15 16 17 18 19 20 21
January
-6000
-4000
-2000
0
2000
4000
6000
DTRAFICO_REAL
 
  Figura 2. Serie de tiempo diferenciada una vez 
 
Si solo se han aplicado primeras diferencias  será un ARIMA(p,1,q), si requiere 
segundas diferencias es un ARIMA(p,2,q), en general si se aplica (1-B)d se llega a un 
ARIMA(p, d, q). Para el desarrollo de esta investigación se tiene entonces d=1. 
(Brillinger, 2001). 
Se debe evitar el sobre-diferenciar la serie original y eliminar información 
valiosa que se manifestaría en la función de autocorrelación, ya que en un caso de 
sobre-diferenciación las autocorrelaciones se hacen aún más complicadas, y el modelo 
pierde parsimonia, se incrementa la varianza y se pierden d-observaciones. (Brockwell, 
2002).  
Ahora que ya se tiene una serie estacionaria se deben determinar el orden de “p” 
(autoregresivo) y de “q” (promedio móvil); para esto se utilizó la función de 
autocorrelación y la función de autocorrelación parcial. (Akaike, 1973), (Anderson, 
1980), (Davis, 1996). 
Para obtener estas gráficas de autocorrelación y autocorrelación parcial se utilizó 
el software RATS con el cual se generaron las gráficas que se muestran en la Figura 3. 
Estas dos gráficas (FAC y FACP) permiten estimar el valor de “p” y “q” para construir 
el modelo ARIMA(p,d,q) que nos interesa. Entonces de la FAC se obtiene, q=22, y de 
la FACP se obtiene, p=22, como la serie se diferenció finalmente solo una vez, entonces 
d=1. Ósea que finalmente se tiene un modelo inicial ARIMA (22,1,22). 
 
 
Funcion de Autocorrelacion
FAC ( q )
0 5 10 15 20 25 30 35 40 45 50
-1.00
-0.75
-0.50
-0.25
0.00
0.25
0.50
0.75
1.00
FAC
Funcion de Autocorrelacion Parcial
FACP ( p )
0 5 10 15 20 25 30 35 40 45 50
-1.00
-0.75
-0.50
-0.25
0.00
0.25
0.50
0.75
1.00
FACP
 
  Figura 3. FAC y FACP de la serie de tráfico  
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Según los resultados de la FAC y la FACP se tiene el modelo presentado en la ecuación 
1, para el cual aun no se conocen sus coeficientes. 
 
222222222222 −−−− ×−×−+×+×= tttttt aaaZZZ θθφφ
    (1) 
 
Ahora que se tiene un fuerte candidato, hay que estimar sus parámetros. En la 
práctica esta es una labor de cómputo, aquí se debe escoger el paquete a usar, para este 
estudio se eligió el software RATS (Por encima inclusive del Software Eviews) por la 
flexibilidad que ofrece y por su gran potencialidad y estimación de máxima 
verosimilitud. 
Lo usual es, pasar de la estimación inicial al análisis de los residuos, aquí se 
vuelve a buscar picos pero ahora en los residuos. Estos picos revelan términos que uno 
debe incluir en la nueva formulación del modelo ARIMA que se volverá a estimar. Este 
ciclo de re-especificación dinámica termina cuando los residuos ya no presentan 
correlaciones (picos) y en ese momento se puede decir que son residuos son ruido 
blanco. (Box, 1976), (Jones, 1978), (Makridakis, 1997). 
Realizando lo anterior en el software RATS se obtuvo la primera estimación de 
parámetros del modelo, es decir los coeficientes del modelo ARIMA que se presentan 
en la ecuación 2, y cuyos valores se listan en la ecuación 2. 
 
222
222
504850197.0451619226.0        
546189772.0385785636.0
−−
−−
×−×+
+×+×−=
tt
tttt
aa
aZZZ
 (2) 
 
En la Figura 4 se grafica el modelo estimado en la ecuación 2 en función del 
tiempo para el cual se extrajeron los datos de tráfico correspondientes a una semana 
completa. Sin embargo, de la simple inspección de dicho modelo no es posible 
validarlo. La validación de los modelos de series de tiempo se realiza a través de la 
verificación de correlación entre los residuales de dicho modelo, para lo cual es 
necesario aplicar la función de autocorrelación (FAC) y la función de autocorrelación 
parcial (FACP) a dichos residuos. 
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Modelo de Trafico Estimado
Modelo ARIMA
15 16 17 18 19 20 21
January
-800
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2400
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4000
4800
5600
6400
TRAFICO_MODELADO
 
  Figura4. Serie de tráfico obtenida a partir  
                  de la ecuación 3.   
 
Las FAC y FACP de los residuales del modelo estimado en la ecuación 2, se 
pueden observar en la Figura 5. De esta figura se puede observar que existe correlación 
entre los residuales del modelo de la ecuación 2, por lo tanto este modelo no incluye 
toda la dinámica de la serie de tiempo. En este punto es necesario volver a iterar y 
estimar nuevamente los coeficientes del modelo incluyendo ahora los nuevos valores de 
“p” y “q” que sugiere las funciones de autocorrelación y autocorrelación parcial, ósea 
para “p” los valores: 1, 2, 3, 4, 6, 7, 11, 12, 13, 17, 20, y para “q” los valores: 1, 18. De 
acuerdo con lo anterior se realiza una nueva estimación de los coeficientes incluyendo 
los nuevos parámetros de “p” y “q”.  
 
Funcion de Autocorrelacion de los Residuales
FAC ( q )
0 5 10 15 20 25 30 35 40 45 50
-1.00
-0.75
-0.50
-0.25
0.00
0.25
0.50
0.75
1.00
FAC
Funcion de Autocorrelacion Parcial de los Residuales
FAC ( p )
0 5 10 15 20 25 30 35 40 45 50
-1.00
-0.75
-0.50
-0.25
0.00
0.25
0.50
0.75
1.00
FACP
 
  Figura 5. FAC y FACP para los residuales del  
                   modelo 3.  
 
El procedimiento anterior se lleva a cabo hasta que la FAC y FACP de los 
residuales demuestren que no existe correlación alguna entre los residuales del modelo 
estimado, lo cual se logro luego de 3 iteraciones adicionales, sin embargo el número de 
parámetros obtenidos para el modelo correspondiente fue 18. Un modelo con un número 
grande de parámetros es un modelo que no presenta una buena parsimonia, por lo que se 
analizó el nivel de significancia de cada parámetro eliminando aquellos que presentan 
un valor mayor al cinco por ciento, ya que estos no resultan significativos para el 
modelo. Una vez realizado lo anterior es necesario validar nuevamente el modelo y 
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dependiendo del resultado iterar una vez más. 
Finalmente se llegó a un modelo definitivo descrito por la ecuación 3 y cuyo 
comportamiento se muestra en la figura 6.  
 
1810
118
106
009945630.0009496113.0        
978862096.0093022957.0        
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  Figura 6. Serie de tráfico del modelo de la  
                    ecuación 4.  
 
Con el fin de realizar una comparación subjetiva entre los datos estimado por el 
modelo desarrollado en la ecuación 3 y los datos de tráfico reales, se muestra la figura 7, 
donde las trazas azules indican los datos de tráfico estimados y las negras los reales. 
 
Datos de Trafico Originales Vs Modelo de Trafico Estimado
Modelo ARIMA
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  Figura 7. Datos de tráfico estimados vs datos  
                    originales.   
 
Como conclusión final se obtiene un modelo ARIMA(18,1,18) de seis 
parámetros el cual esta definido por la ecuación 3 y que por inspección visual de la 
Figura 7, modela bastante bien los 672 datos de tráfico Wimax. En la sección 3 se 
realiza una evaluación cuantitativa del presente modelo. 
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2.4.2 Modelo ARI 
    La metodología para la estimación del modelo ARI es idéntica a la utilizada en 
el modelo ARIMA por lo que se presentara directamente los resultados obtenidos. La 
ecuación 4 describe el modelo ARI definitivo y las figuras 8 y 9 muestran 
respectivamente, el comportamiento del modelo ARI y la comparación de dichos 
estimativos de tráfico con los datos originales. 
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  Figura 8. Serie de tráfico del modelo de la  
                    ecuación 5.   
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  Figura 9. Datos de tráfico estimados vs datos  
                   originales.   
 
En conclusión con los resultados obtenidos a partir de la metodología adoptada 
se construyó un modelo ARI(22) (autorregresivo e integrado una vez) definido por la 
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ecuación 4, el cual presenta un orden de 22 y 18 parámetros, que logra modelar el 
trafico Wimax capturado de forma satisfactoria como lo demuestran las Figuras 8 y 9.   
 
2.4.3 Modelo IMA 
    La metodología para la estimación del modelo IMA es idéntica a la utilizada en 
el modelo ARIMA y ARI por lo que se presentara directamente los resultados 
obtenidos. La ecuación 5 describe el modelo IMA definitivo y las figuras 10 y 11 
muestran respectivamente, el comportamiento del modelo IMA y la comparación de 
dichos estimativos de tráfico con los datos originales. 
 
61 0.044320950.91525888 −− ×−×−+= tttt aaaZ   (5) 
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  Figura 10. Serie de tráfico del modelo de la  
                     ecuación 6.   
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  Figura 11. Datos de tráfico estimados vs datos  
                     originales.   
 
3 RESULTADOS 
   Es usual encontrarse con varios modelos alternativos y se debe decidir cual 
escoger. En primera instancia se tiene la función de autocorrelación y la función de 
autocorrelación parcial, las cuales se aplican a los residuos del modelo final para 
determinar si existe correlación entre estos, de no tener correlación se puede decir que el 
modelo ha sido validado con éxito. Sin embargo en este estudio no se obtuvo 
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correlación entre los residuales para ninguno de los tres modelos desarrollados por lo 
que entonces la pregunta seria ¿cual escoger? (Brillinger, 2001). 
Debido a lo anterior se analizaran otros criterios a parte del análisis residual para 
seleccionar adecuadamente un modelo: 
 
 Criterio de calidad de ajuste. 
 Criterio de parsimonia.  
 Criterios estadísticos. 
 
3.1.1 Calidad de Ajuste 
    La calidad de ajuste de un modelo esta definida como la suma de los cuadrados 
de los residuos dividida por el tamaño de la muestra, y su objetivo es medir la habilidad 
del modelo para reproducir los datos de la muestra, es decir verifica que tan parecida es 
la serie modelada con la real. (Guerrero, 2003). 
En la Tabla 1 se muestran los valores de la calidad de ajuste para cada modelo 
desarrollado.  
 
Tabla 1. Calidad de ajuste de los modelos  
               desarrollados. 
Modelo 
Desarrollado 
Modelo 
ARIMA 
Modelo ARI 
Modelo 
IMA 
Calidad de 
Ajuste 
171,4137326 20489,69984 976512,583 
 
3.1.2 Parsimonia 
    La idea de parsimonia es que un buen modelo tiene pocos parámetros ya que ha 
capturado las propiedades intrínsecas de la serie que se analiza, un modelo complicado 
con demasiados parámetros es un modelo sin parsimonia. Desde este punto de vista, el 
modelo ARI que se obtuvo anteriormente es un modelo sin parsimonia, debido a la gran 
cantidad de parámetros que presenta (en total 18 parámetros) en contraste con el modelo 
ARIMA (en total 6 parámetros) y el modelo IMA (en total 2 parámetros). 
Se podría concluir que el modelo IMA es el que presenta mayor parsimonia, 
inclusive mayor  a la del modelo ARIMA. Sin embargo este criterio siempre deberá ser 
el último  que utilice para seleccionar un modelo, debido a su carácter cualitativo y no 
cuantitativo como si lo es el criterio de calidad de ajuste y los que se describen a 
continuación. 
 
3.1.3 Criterios Estadísticos 
    A pesar de poder seleccionar un modelo adecuado a partir de los criterios de 
análisis de residuos, calidad de ajuste y parsimonia, se calculó también varios criterios 
estadísticos que permitieran realizar objetivamente un análisis comparativo entre los 
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modelos de serie de tiempo desarrollados. Los estadísticos calculados son: 
 
 Error cuadrático medio 
 Valor absoluto de la desviación estándar 
 Coeficiente de correlación 
 
Entre estos estadísticos el más significativo es la desviación estándar en valor 
absoluto, para esta investigación se decidió calcular el error cuadrático medio como el 
promedio de las desviaciones estándares al cuadrado de los valores estimados con 
respecto a los originales, con el fin de obtener un valor cuantitativo de la exactitud del 
modelo, ya que por definición el error cuadrático medio tendría el mismo valor del 
criterio calidad de ajuste, el cual no nos dice que tan eficaz es el modelo, solo nos 
permite compararlo con otros.  
Debido a que el promedio de las desviaciones estándares de cada dato estimado 
no es significativamente objetivo en razón a que puede tomar valores positivos como 
negativos que afectan el resultado final, se decidió tomar el promedio del valor absoluto 
de las desviaciones estándares de cada dato. 
Y por ultimo se calculo el factor de correlación entre los datos estimados y los 
originales, debido a que como se explico anteriormente este estadístico da un indicativo 
del nivel de relación entre dos variables, lo cual no puede lograr la función de 
covarianza.  
Los resultados de los criterios estadísticos mencionados se muestran en la tabla 
2. 
 
Tabla 2. Criterios estadísticos.  
Modelo 
Desarrollado 
Mode
lo 
ARI
MA 
Mode
lo 
ARI 
Model
o IMA 
Error 
Cuadrático 
Medio 
0,124
859% 
15,66
4319
% 
1284,1
22643
% 
Desviación 
Estándar en 
Valor 
Absoluto 
1,213
379% 
13,97
9571
% 
122,17
8100% 
Coeficiente de 
Correlación 
0,999
92493
9 
0,991
10978
6 
0,4454
68898 
 
Como conclusión de los resultados obtenidos en cada criterio se decidió 
seleccionar el modelo ARIMA como la mejor opción para modelar los datos de trafico 
Wimax capturados. 
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3.1.4 Evaluación de los Pronósticos 
   En la realidad se puede sostener la tesis de que un modelo es realmente útil solo 
en la medida que anticipa la evolución de la variable. En este sentido se está aceptando 
que se espere a que vengan las futuras observaciones para después analizar la calidad 
del modelo. Esto se denomina una evaluación ex-post, y es una validación más fuerte en 
el sentido común, que el análisis de residuos. (Dethe, 2003).  
Para cada modelo se pronosticaron 217 (217=889-672) datos de tráfico que 
fueron respectivamente comparados con los datos de tráfico originales, para generar la 
Tabla 3, donde se muestran la exactitud de los pronósticos en función de estadísticos 
como el error cuadrático medio, el promedio de la desviación estándar en valor 
absoluto, el coeficiente de correlación y la calidad de ajuste, lo cual permite observar 
detalladamente la eficacia de cada modelo desarrollado para pronosticar los respectivos 
datos de tráfico.  
 
 Tabla 3. Evaluación de Pronósticos.  
Modelo             
Desarrollado 
Model
o 
ARIM
A 
Model
o    
ARI 
Model
o     
IMA 
Error 
Cuadrático 
Medio 
2,2665
23% 
26,098
772% 
1366,1
44832
% 
Desviación    
Estándar en 
Valor Absoluto 
5,9327
70% 
21,842
614% 
131,17
3949% 
Coeficiente de    
Correlación 
0,9981
36212 
0,9817
0719 
0,3822
41697 
Calidad de 
Ajuste 
4306,2
78315 
29074,
16568 
10442
23,598 
 
Es realmente interesante analizar la capacidad de predicción que posee el modelo 
ARIMA ya que tan solo tiene un 6% de error en promedio de los pronósticos de los 
datos de tráfico para los dos días siguientes, según la desviación estándar en valor 
absoluto. Pero ¿Que tanto tiempo a futuro podría mantener tan fantásticos pronósticos?  
 
4 CONCLUSIONES 
    Las series de tiempo y en especial los modelos Autorregresivos e Integrados con 
Promedios Móviles (ARIMA), resultan realmente apropiados para modelar el tráfico 
moderno en redes de datos Wimax con características de correlación fuertes. La 
evaluación de este estudio del modelo ARIMA desarrollado y seleccionado finalmente 
como el más apropiado, exhibe un desempeño bastante alto con relación a la magnitud 
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de sus residuales, los cuales no experimentaron correlación alguna. 
En la modelación del trafico Wimax, de este estudio, las series de tráfico en 
función del tiempo en su gran mayoría, no experimentan estacionariedad debido a que 
los patrones de demanda que influyen sobre la serie no son relativamente estables, 
requiriendo la transformación de la serie, generalmente a través de la diferenciación 
como se realizo en el desarrollo del modelo ARIMA, destacando nuevamente la 
importancia de este tipo de modelado. 
No todos los modelos de series de tiempo caracterizan apropiadamente el tráfico 
Wimax, en especial para la serie de trafico wimax de este estudio, las series de tiempo 
como la de Promedios Móviles (MA) no logra capturar toda la dinámica de la serie; 
otros modelos como el AutoRregresivo (AR) proporcionan realizaciones bastante 
parecidas en magnitud a las originales, pero con un numero grande de parámetros que 
reduce significativamente su parsimonia y ende aumenta el costo computacional; 
generalmente las series de trafico correlacionadas como la que nos ocupa, exhibe uno o 
mas parámetros de una componente autorregresiva y al mismo tiempo uno o mas 
parámetros de una componente de promedio móviles, sugeridos por las funciones de 
autocorrelación y autocorrelación parcial, proponiendo como fuerte candidato un 
modelo ARIMA, la inclusión de ambas componentes tiene por objetivo reducir 
significativamente el numero de parámetros necesarios para modelar la serie original, tal 
y como se demostró en el desarrollo de dicho modelo. Las evaluaciones realizadas a 
estos modelos basados en series de tiempo implicaron en su totalidad algún tipo de 
estadístico alrededor de los residuales (diferencia entre el valor real y el estimado por el 
modelo), para los cuales el modelo ARIMA obtuvo no solo los mejores resultados en 
comparación con los demás modelos de series de tiempo, sino además un alto grado de 
desempeño, confiabilidad y exactitud en sus pronósticos. 
Los modelos correlacionados desarrollados a partir de las series de tiempo no 
experimental una relación tan compacta como la del modelo de poisson y su tratabilidad 
matemática se ve comprometida, sin embargo permiten modelar el trafico wimax con 
una precisión y exactitud realmente significativa, debido a que son capaces de capturar 
los efectos de la correlación a costos computacionales razonables. Lo anterior permite a 
los modelos de series de tiempo ofrecer un alto desempeño en la caracterización del 
trafico wimax a diferencia del modelo Poisson, con un costo computacional que no tiene 
mucho que envidiarle a la tratabilidad matemática de los modelos Poissonianos.  
 
5 RECOMENDACIONES 
    Como recomendaciones de esta investigación se plantean tres propuestas, cada 
una de ellas enfocada a lograr un modelamiento de tráfico Wimax más exacto pero a la 
vez flexible, tratando de reducir al máximo el costo computacional que trae consigo los 
modelos correlacionados como las series de tiempo.  
La primera propuesta es el desarrollo de un modelo de trafico a través de una 
serie de tiempo ARIMA(p,d,q) con datos de tráfico correspondientes a por lo menos un 
año, con tiempos de muestreo alrededor de una hora. Lo anterior con el fin de identificar 
con mayor precisión los componentes de dicha serie de tiempo; de esta forma se busca 
poder determinar si existe o no estacionalidad en el trafico Wimax, y de existir, modelar 
el trafico a través de una serie de tiempo SARIMA(p,d,q)x(P,D,Q) evaluando su 
desempeño y comparándolo con el modelo ARIMA(p,d,q). (Reyes, 1999). 
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La segunda propuesta es el desarrollo de un modelo de trafico Wimax a través 
de una serie de tiempo FARIMA(p,d,q) que permita modelar el respectivo trafico 
fractal, evaluar el desempeño de dicho modelo y realizar la comparación con los 
modelos ARIMA y SARIMA. Los procesos FARIMA han sido poco usados en los 
modelos de tráfico, debido fundamentalmente a que los métodos de generación sintética 
propuestos en la literatura son muy costosos computacionalmente. (Harmantzis, 2005), 
(Sweeney, 2004), (Tanenbaum, 2003). 
La tercera y última propuesta es el desarrollo de un modelo de tráfico a través de 
una serie de tiempo VARMA (Vector Autoregressive Moving Average) (Jones, 1975), 
(Kamarianakis, 2003), donde la variable dependiente (trafico Wimax) sea explicada por 
medio de dos o más variables independientes como el tiempo y el número de usuarios 
de la red, es decir que el modelo permita estimar el trafico no solo a partir del tiempo 
sino también de variables directamente relacionadas con el trafico como el número de 
usuarios conectados a la red y/o las aplicaciones que utiliza generalmente, etc. 
Igualmente evaluar el desempeño de dicho modelo y realizar la comparación con los 
modelos ARIMA, SARIMA y FARIMA. 
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