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Abstract
A bijection mapping that assigns natural numbers to vertices and/or edges of a graph
is called a labeling. In this thesis, we consider graph labelings that have weights
associated with each edge and/or vertex. If all the vertex weights (respectively,
edge weights) have the same value then the labeling is called magic. If the weight
is different for every vertex (respectively, every edge) then we called the labeling
antimagic. Since its introduction by Sedla´cˇek in 1963, research in both magic and
antimagic labelings has been growing fast.
In this thesis we introduce some variations of magic and antimagic labelings and
discuss their properties and provide corresponding labeling schemes. There are two
main parts in this thesis. One main part is on vertex labeling and the other main
part is on edge labeling.
In vertex labeling, we introduce super vertex magic total labeling and super (a, d)-
vertex antimagic total labeling, and present new results in these labelings. Addition-
ally, we give vertex labeling schemes for some particular classes of graphs. Moreover,
we introduce consecutive vertex magic total labeling and give new results concerning
properties of consecutive vertex magic total labeling.
In edge labeling, we present new results in super (a, d)-edge antimagic total labeling.
We go on to introduce a consecutive edge magic total labeling and present some new
vii
viii
results in this labeling. As in the vertex labeling chapter, we also give edge labeling
schemes for some particular classes of graphs.
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Chapter 1
Introduction
A graph is a collection of nodes and lines that we call vertices and edges, respectively.
A graph can be labeled or unlabeled. In this thesis, we are interested in labeled
graph. In many labeled graphs, the labels are used for identification only. The kind
of labeling we are interested in can serve dual purposes: Labeling can be used not
only to identify vertices and edges, but also to signify some additional properties,
depending on the particular labeling.
Many studies in graph labeling refer to Rosa’s research in 1967 [94]. Rosa in-
troduced a function f from a set of vertices in a graph G to the set of integers
{0, 1, 2, . . . , q}, where q is the number of edges in G, so that each edge xy is assigned
the label |f(x)−f(y)|, with all labels distinct. Rosa called this labeling β-valuation.
Independently, Golomb [46] studied the same type of labeling and called this label-
ing graceful labeling. Subsequently, many results appeared about graceful labeling.
Apart from the theoretical developments, researchers have been trying to find appli-
cations of graph labeling. Applications of graph labeling have been found in x-ray
crystallography, coding theory, radar, circuit design, astronomy and communication
design. Particularly interesting applications of graph labeling can be found in Bloom
1
2and Golomb’s papers [24, 25].
Interestingly, in 1963 Sedla´cˇek [95] already published a paper about another kind of
graph labeling. He called the labeling magic labeling. His definition was motivated
by the magic square notion in number theory. A magic labeling is a function α from
the set of edges of graph G into non-negative real numbers, so that the sums of the
edge labels around any vertex in G are all the same. Note that Sedla´cˇek’s definition
allowed for any real numbers to be used while today usually only integers are used.
Stewart [104] called magic labeling supermagic if the set of edge labels consisted
of consecutive integers. Motivated by Sedla´cˇek and Stewart research, many new
related definitions have been proposed and new results have been found.
Graph labeling is an injective mapping from elements of a graph (can be vertices,
edges, faces, or a combination) to a set of numbers (usually positive integers). In
this thesis, we consider only a mapping from a set of vertices, set of edges, or a
combination. If the domain of the mapping is the set of vertices (or edges) then the
labeling is called vertex labeling (or edge labeling). If the domain of the mapping is
the set of vertices and edges then the labeling is called total labeling. The notion
of supertotal labeling is used for labeling that has a domain containing the set of
vertices, edges and faces. There are three common possibilities when making an
evaluation of the labeling of the graph: vertex-evaluation, edge-evaluation and face
evaluation. If the evaluation forms an arithmetic progression starting at a and with
difference d, d a non-negative integer, then the labeling is called an (a, d)-antimagic
labeling. If d = 0 then the labeling turns out to be a magic labeling. Thus, a magic
labeling is a special case of an antimagic labeling. A recent survey of magic labeling
can be found in the Gallian’s comprehensive dynamic survey [44].
While many researchers studied the properties of various magic labelings, other re-
searchers examined their applications. Kalantari, Khosrovshahi and Mitchell [58, 85]
3tried to find applications of magic labeling in optimisation theory, especially for the
travelling salesmen problem. Baskoro et al. [20, 21] proposed a secret sharing
scheme construction using edge magic labeling. Based on Bloom and Golomb’s re-
sults [24, 25], Wallis [115] proposed edge magic total labeling for assigning addresses
of communications network and radar pulse codes. Recently, Hartnell and Rall [51]
proposed a game based on vertex magic labeling.
The notion of an antimagic graph was introduced by Hartsfield and Ringel in 1989
[52]. Many variations of antimagic labeling have been studied since this paper. More
than 200 papers have been written on magic and antimagic labelings, and there are
still many open problems. In this thesis, we present new results that solve some of
these open problems.
Generally, there are two main basic reasons for developing a theory. First, we may
need a new theory to solve a problem. An example of this is graceful labeling that
was developed to solve the problem of the decomposition of a complete graph into
isomorphic subgraphs. Second, the development of a new theory comes from human
curiosity. An example of this is magic labeling. In this thesis, we are mainly driven
by the second reason.
When researchers find a new property about a set of objects, the natural questions
that arise may be:
• Which objects can admit that property?
• How to prove the property?
• Are there any applications of that property?
In graph labeling, the first question will lead to the development of the structures
and properties of a specific labeling. The second question will usually be answered
4by constructing a graph that admits the graph labeling or by finding appropriate
labeling schemes for some classes of graphs. The last question will encourage re-
searchers to find applications of graph labeling in other fields.
Attempting to answer the above questions, in this thesis, we introduce new variations
of magic and antimagic labelings and discuss their properties and labeling schemes.
There are two main chapters in this thesis. First we focus on vertex labelings, then
on edge labelings.
The third natural question, concerning applications, is partly answered as we find
an application of edge magic labeling to secret sharing scheme [105]. The scheme
was inspired by the magic covering property in [50]. For other applications in secret
sharing schemes, see also [20, 21].
More detailed information about magic and antimagic labeling will be given in
Chapter 2, as well as an overview of the known results.
The main contributions of this thesis are presented in Chapters 3 and 4. All orig-
inal results are indicated by the symbol ¨. Finally, in the Conclusion chapter, we
summarise our results.
1.1 Outline of the thesis
In Chapter 1 we give basic definitions of graph theory and an introduction to the
thesis.
In Chapter 2 we give an overview of magic and antimagic labeling and the known
results in this research area.
5In Chapter 3 we present new results in vertex antimagic labeling. New variations
of vertex magic total labeling, namely, super vertex magic total labeling and con-
secutive vertex magic labeling, and their properties, will be given in this chapter.
Additionally, we give vertex antimagic total labeling schemes for particular families
of graphs.
In Chapter 4 we study edge antimagic total labeling. New results on properties of
edge antimagic labeling and such labeling schemes for specific families of graphs will
also be presented. Furthermore, we provide edge antimagic total labeling schemes
for particular families of graphs. Lastly, we introduce consecutive edge magic total
labelings and present their properties.
In Chapter 5 we summarise our results.
Known labelings of some classes of graphs are presented in a tabular form in Ap-
pendix.
Chapter 2
Magic and antimagic labeling
2.1 Basic definitions
The study of graph theory was born in the 18th century when the citizens of
Ko¨nigsberg tried to solve the problem of traversing the 7 bridges on the Pregel
river. They wondered if they could walk and cross every bridge exactly once and
finish back at the starting point. Using graph representation, the well known math-
ematician Euler found that it is impossible to do it. However, it is fair to say that
the formal and systematical study of graph theory began with D. Ko¨nig’s book in
1935 [120].
A graph G consists of two sets: a set of vertices V (G) and a set of edges E(G). We
denote a graph by G = (V (G), E(G)). If x and y are vertices in V (G) then the edge
with the endpoints x and y is denoted by xy. We say that a graph has order n and
size e, where n = |V (G)| and e = |E(G)|. If the graph G is fixed then for simplicity
we sometimes write V for V (G) and E for E(G). A graph G that has order n and
size e is sometimes called an (n, e)-graph. A graph is said to be finite if the order n
is finite. A graph is called simple if there is no loop (an edge that has both endpoints
the same) or multiple edges (more than one edge between two vertices). From now
6
7on, every graph mentioned in this thesis is a simple finite graph.
There are many ways to represent a graph. However, traditionally a graph is repre-
sented by a diagram. A dot represents a vertex and a curve (usually a line segment)
represents an edge.
Figure 2.1 gives examples of simple finite graphs.
G1                                                                  G2                                                                       G3
u1
u4
u2 u3
v1
v0
v2
v3v4
v4
w1 w2
w3 w4
Figure 2.1: Examples of simple finite graphs.
In a graph G, a vertex u ∈ V is said to be adjacent to a vertex v ∈ V if there is
an edge uv between u and v. Vertex v is then also called a neighbour of u. The
notation N(u) is used to represent the set of all the neighbours of vertex u. The
number of vertices that are adjacent to a vertex u is called the degree of u, denoted
by deg(u). Thus deg(u) = |N(u)|. A vertex with degree 0 is called an isolated vertex
and a vertex with degree 1 is called an end vertex (or leaf). The minimum degree of
a graph G is denoted by δ = δ(G) = minu∈V deg(u) and the maximum degree of a
graph G is denoted by ∆ = ∆(G) = maxu∈V deg(u). If every vertex in a graph has
the same degree r, that is, δ = ∆ = r, then G is called a regular graph of degree r,
or an r-regular graph.
In the graph G1 in Fig. 2.1, vertices u2, u3 and u4 are adjacent to u1. Thus N(u1) =
{u2, u3, u4} and |N(u1)| = 3. When all the degrees of the vertices are the same and
8equal to 3, as in G1, then the graph is called a 3-regular graph, or a cubic graph.
Graphs G2 and G3, in the same figure, are not regular graphs. Vertex v0 in G2
has deg(v0) = 5 and the other vertices in G2 have degree 1. Thus δ(G2) = 1 and
∆(G2) = 5. In the graph G3, the minimum degree δ(G3) = 2 and the maximum
degree ∆(G3) = 3.
u2                                     u3               u2                                     u3                u2                                    u3
(a)                                                        (b)                                                        (c)                                                    (d)
 (e)                                                        (f)                                                        (g)
u2                                    u3                 u2                                   u3                u2                                    u3                u2                                  
u1                                                         u1                                                       u1                                                        u1
u4                                                        u4                                                                                                                     u4
 u1                                                       u1                                                         u1
u4                                                        u4                                                         u4
Figure 2.2: Graph K4 and some of its subgraphs.
A graph H is called a subgraph of graph G if V (H) ⊆ V (G) and E(H) ⊆ E(G).
The graph G is then called a supergraph of H. A spanning subgraph H is a subgraph
of G such that V (H) = V (G). In Fig. 2.2, we give examples of subgraphs, includ-
ing spanning subgraphs. Subgraphs (b), (e), (f) and (g) in Fig. 2.2 are spanning
subgraphs of the graph (a).
The complement G of a graph G is the graph with V (G) = V (G), and uv ∈ E(G)
if and only if uv /∈ E(G)
A path of length n−1, denoted by Pn, is a sequence of distinct edges v1v2, v2, v3, ...vn−1vn
9with vivi+1 ∈ E(Pn). A closed path, a path with v1 = vn, is called a cycle or a cir-
cuit. A connected graph G is a graph in which there is a path from x to y for every
pair of vertices x, y ∈ V . Otherwise, a graph is called disconnected. A connected
graph that does not contain a cycle, a graph that is ‘cycle-free’, is called a tree. A
path is a special kind of tree. Figure 2.3 gives examples of path P7 and cycles C5
and C7.
w7
C5 C7
P7
u1                      u2                       u3                       u4                      u5                u6                 u7
v1
v2
v3v4
v5
w1
w2
w3
w4w5
w6
Figure 2.3: Path P7 and cycles C5 and C7.
A factor of a graph G is a spanning subgraph of G. A k-factor is a spanning k-
regular subgraph. Thus, a 1-factor is a spanning 1-regular subgraph of G. Figure
2.4 gives all 1-factors of the complete graph K4.
Two graphs G1 and G2, of the same order, are called isomorphic if there is a one-
to-one mapping f from G1 to G2 that preserves the adjacency property. Thus f(v1)
is adjacent to f(v2) if and only if v1 is adjacent to v2. If G1 = G2 then f is called
an automorphism. Examples of isomorphic graphs are presented in Fig. 2.5.
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K4
Figure 2.4: The three 1-factors of K4.
Figure 2.5: Two isomorphic graphs.
Two graphs G1 and G2 are called vertex disjoint graphs if V (G1) ∩ V (G2) = ∅. Let
G1 and G2 be two vertex disjoint graphs. A union of G1 and G2, denoted by
G = G1 ∪ G2, is the graph that consists of V (G) = V (G1) ∪ V (G2) and E(G) =
E(G1)∪E(G2). A join of G1 and G2, denoted by G = G1+G2, is the graph that has
V (G) = V (G1)∪V (G2) and E(G) = E(G1)∪E(G2)∪{xy : x ∈ V (G1), y ∈ V (G2)}.
A Cartesian product G1 and G2, denoted by G = G1 × G2, is the graph G such
that V (G) = V (G1) × V (G2) and (x1x2)(y1y2) ∈ E(G) if and only if x1 = y1 and
x2y2 ∈ E(G2), or x2 = y2 and x1y1 ∈ E(G1). A crown product of G1 and G2, denoted
by G = G1 ¯G2, is the graph that is obtained by placing a copy of G1 and |V (G1)|
copies of G2 so that all vertices in the same copy of G2 are joined with exactly one
vertex of G1 while each vertex of G1 is joined to exactly one copy of G2. See Fig.
2.6, for examples of G1 = P3 ∪ C3, G2 = P3 + C3, G3 = P3 × C3, G4 = P3 ¯ P2.
Next we give definitions of some particular families of graphs that are studied in
this thesis.
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Figure 2.6: Products of two graphs.
A complete graph Kn of order n is a graph in which every two distinct vertices
are adjacent. Kn is a regular graph with degree r = n − 1. Figure 2.7 shows the
complete graphs K5 and K6.
A wheel Wn, with n spokes, is a graph that has a centre x connected to all the n
vertices in cycle Cn. A fan graph Fn can be constructed from a wheel by deleting
one edge on the n-cycle. A friendship graph is a graph that can be represented as
fn = K1 + nK2.
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A book graph is a graph Bi = K2 +Ki; it has i+ 2 vertices.
Figure 2.7: Complete graphs K5 and K6.
A graph G is called bipartite if V can be partitioned into two nonempty subsets V1
and V2 in such a way that every edge in E joins a vertex of V1 with a vertex of V2.
If each vertex in V1 is adjacent to all vertices in V2, then G is said to be complete
bipartite, denoted by Km,n, where m = |V1| and n = |V2|.
A caterpillar is a graph derived from a path by hanging any number of leaves from the
vertices of the path. The caterpillar can be seen as a sequence of stars S1∪S2∪· · ·∪Sr,
where each Si is a star with centre ci, and ni leaves, i = 1, 2, . . . , r, where the leaves
of Si include ci−1 and ci+1, i = 2, ..., r − 1. We denote the caterpillar as Sn1,n2,...,nr ,
where the vertex set is
V (Sn1,n2,...,nr) = {ci : 1 ≤ i ≤ r} ∪
r−1⋃
i=2
{xji : 2 ≤ j ≤ ni − 1} ∪ {xj1 : 1 ≤ j ≤
n1 − 1} ∪ {xjr : 2 ≤ j ≤ nr} and the edge set is
E(Sn1,n2,...nr) = {cici+1 : 1 ≤ i ≤ r− 1} ∪
r−1⋃
i=2
{cixji : 2 ≤ j ≤ ni− 1} ∪ {c1xj1 : 1 ≤
j ≤ n1 − 1} ∪ {crxjr : 2 ≤ j ≤ nr}.
If r = 2 then the graph is called a double star. See Fig. 2.8 for an example of a
13
caterpillar.
Figure 2.8: Caterpillar.
Let n and m be positive integers, n ≥ 3 and 1 ≤ m < n
2
. The generalised Petersen
graph P (n,m) is a graph that consists of an outer-cycle y0, y1, y2, . . . , yn−1, a set of
n spokes yixi, 0 ≤ i ≤ n−1, and n edges xixi+m, 0 ≤ i ≤ n−1, where all subscripts
are taken modulo n. Note that, for m = 1, the generalised Petersen graph P (n, 1)
is also known as a prism. The common notation for a prism with 2n vertices is Dn.
See Fig. 2.9 for examples of generalised Petersen graph P (5, 2) and prism D5.
Figure 2.9: Petersen graph P (5, 2) and prism D5.
The generalised prism can be defined as the cartesian product Cm×Pn of a cycle on
m vertices with a path on n vertices. Let V (Cm × Pn) = {vi,j : 1 ≤ i ≤ m and 1 ≤
j ≤ n} be the vertex set and E(Cm × Pn) = {vi,jvi+1,j : 1 ≤ i ≤ m and 1 ≤ j ≤
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n} ∪ {vi,jvi,j+1 : 1 ≤ i ≤ m and 1 ≤ j ≤ n − 1} be the edge set, where i is taken
modulo m.
A generalised antiprism Anm can be obtained by completing the generalised prism
Cm × Pn, by adding the edges vi,j+1vi+1,j, for 1 ≤ i ≤ m − 1, 1 ≤ j ≤ n − 1, and
the edges vm,j+1v1,j, for 1 ≤ j ≤ n − 1. Let V (Anm) = V (Cm × Pn) = {vi,j : 1 ≤
i ≤ m and 1 ≤ j ≤ n} be the vertex set of Anm; and let E(Anm) = E(Cm × Pn) ∪
{vi,j+1vi+1,j : 1 ≤ i ≤ m and 1 ≤ j ≤ n− 1} be the edge set of Anm, where i is taken
modulo m.
Figure 2.10: Antiprism Q5.
A ladder Ln is a graph K2 × Pn with V (Ln) = {ui, vi : 1 ≤ i ≤ n} and E(Ln) =
{uiui+1, vivi+1 : 1 ≤ i ≤ n− 1} ∪ {uivi : 1 ≤ i ≤ n}. A triangular ladder Ln, n ≥ 2,
is a graph obtained by completing the ladder Ln ' Pn × P2 by adding the edges
uivi+1, for 1 ≤ i ≤ n− 1. Figure 2.11 gives examples of ladders.
2.2 Definitions of magic and antimagic labelings
Let G=(V,E) be a simple, finite and undirected graph with v vertices and e edges.
As mentioned in the Introduction chapter, Sedla´cˇek introduced the magic labeling
concept in 1963. The notion of an antimagic graph was introduced by Hartsfield and
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Ringel in 1989 [52]. Subsequently, as mentioned by Nicholas et al. [89], Bodendiek
and Walther in 1996 [27] were the first to introduce the concept of (a, d)-vertex
antimagic edge labeling; they called this labeling (a, d)-antimagic labeling.
Figure 2.11: Ladder L6 and triangular ladder L6.
In both magic and antimagic labelings, we consider the sum of all labels associated
with a graph element. This will be called the “weight” of the element.
The weight of a vertex x ∈ V , under the labeling α, is wt(x) = α(x)+Σy∈N(x)α(xy),
where for every x ∈ V , α(x) = 0 under an edge labeling, and α(x) 6= 0 under a
total labeling. The weight of an edge xy ∈ E, under the labeling α, is wt(xy) =
α(x)+α(y)+α(xy), where α(xy) = 0 for every xy ∈ E, under a vertex labeling, and
α(xy) 6= 0 under a total labeling. (a, d)-vertex antimagic edge labeling is a special
type of antimagic labeling, where the vertex weights have a constant difference d.
Since its introduction, many variations of antimagic labeling have been studied.
Formal definitions of (a, d)-vertex antimagic edge labeling and (a, d)-vertex an-
timagic total labeling of graphs are as follows.
A bijection α : E → {1, 2, ..., e} is called an (a, d)-vertex antimagic edge labeling,
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in short, (a, d)-VAE labeling, of G = G(V,E), if the set of vertex weights of all the
vertices in G is {a, a + d, ..., a + (n − 1)d}, where a > 0 and d ≥ 0 are two fixed
integers.
A bijection α : V ∪ E → {1, 2, ..., n + e} is called an (a, d)-vertex antimagic total
((a, d)-VAT) labeling of G = G(V,E), if the set of vertex weights of all the vertices
in G is {a, a+ d, ..., a+ (n− 1)d}, where a > 0 and d ≥ 0 are two fixed integers.
An (a, d)-vertex antimagic total labeling α is called a super (a,d)-vertex antimagic
total (super (a, d)-VAT) labeling if α(V ) = {1, 2, ..., n} and α(E) = {n + 1, n +
2, ..., n+ e}. For simplicity, super (a, d)-VAT is sometimes denoted as SVAT.
If d = 0 then (a, d)-VAT labeling is called a vertex magic total labeling (VMT
labeling). This labeling was introduced by MacDougall et al. [75] in 2002. If
α(V ) = {1, 2, ..., n} and α(E) = {n + 1, n + 2, ..., n + e} then the VMT labeling is
called super vertex magic total (SVMT) labeling.
In this thesis, we introduce SVMT labeling and vertex/edge consecutive vertex magic
total labeling. We also study basic properties of these labelings and generate labeling
schemes of particular families of graphs. The results are presented in Chapter 3.
The notions of (a, d)-edge antimagic total labelings and super (a, d)-edge antimagic
total labelings are natural extensions of the notions of edge magic labeling which
was introduced by Kotzig and Rosa [60, 61], and super edge magic labeling which
was defined by Enomoto et al. in [35]. Note that Wallis et al. [77, 78, 81, 115, 118]
use the term strongly edge magic labeling in place of super edge magic total labeling.
An edge magic total (EMT) labeling is a bijection α : V ∪E → {1, 2, ..., n+ e} with
the property that for every xy in E, α(x) + α(y) + α(xy) = k, for some constant k
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(which we call the magic constant for α).
A more general concept, called (a, d)-edge antimagic total labeling, was introduced
by Simanjuntak et al. [97] in 2000. They also introduced (a, d)-edge antimagic vertex
labeling and found a relationship between these two labelings. Recently, we became
aware of the fact that Hegde (1989) in his thesis introduced the concept of strongly
(k, d)-indexable labeling which is equivalent to (a, d)-edge antimagic vertex labeling.
More results about strongly indexable graphs can be found in [1, 2, 54]. Since
the “antimagic” terminology has become more widespread than the “indexable”
terminology, we use the term antimagic throughout this thesis.
A bijection β : V → {1, 2, ..., n} is called an (a, d)-edge antimagic vertex (EAV)
labeling of G = G(V,E) if the set of the edge weights of all the edges in G is
{a, a+ d, ..., a+ (e− 1)d}, where a > 0 and d ≥ 0 are two fixed integers.
A bijection β : V ∪ E → {1, 2, ..., n + e} is called an (a, d)-edge antimagic total
(EAT) labeling of G = G(V,E) if the set of the edge weights of all the edges in G is
equal to {a, a+ d, ..., a+ (e− 1)d}, for two integers a > 0 and d ≥ 0.
An (a, d)-EAT labeling β is called super (a, d)-edge antimagic total (super (a, d)-
EAT) if β(V ) = {1, 2, ..., n} and, consequently, β(E) = {n + 1, n + 2, ..., n + e}.
For simplicity, sometimes we call super (a, d)-EAT labeling (a, d)-SEAT labeling. If
d = 0 then the labeling is called super edge magic total (SEMT) labeling.
In this thesis, we study properties of SEAT and SEMT labelings. We introduce
the concepts of vertex/edge consecutive edge magic total labelings and study ba-
sic properties of these labelings. Additionally, we produce these kinds of labeling
schemes for particular families of graphs. These results are presented in Chapter 4.
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2.3 Known results
Magic and antimagic total labelings in which the labeling is a bijection and has a
subset of natural numbers as a codomain will be explored in this thesis. However,
some researchers have studied magic labelings with different codomains. For ex-
ample, Combe et al. [31, 32] studied vertex magic and edge magic labeling based
on finite and infinite groups as a codomain. They denoted this kind of labeling
as A-magic in which A is a codomain base group. A study of VMT of countably
infinite graphs over Abelian groups was conducted by Beardon [23]. S-M Lee et al.
[68] studied a variation of VME, with V4 (the group Z2 × Z2) as a codomain. They
called a graph that has A-magic labeling, for every Abelian group A, fully magic.
They showed that every regular graph is fully magic. They also showed families of
graphs that admit the V4-magic labeling. Shiu et al. [96] studied A-magic graphs,
where A is a group of even order. They investigated particular graphs that admit
A-magic labeling and also showed that the product of two A-magic graphs can still
be an A-magic graph. Both S-M Lee et al. and Shiu et al. allowed duplicate labels
for some edges. S-M Lee, with various coauthors has published more than 30 papers
in vertex magic labeling that allows edges with duplicate labels, see for example
[65, 66, 67, 69, 70, 71, 72]. Singhi et al. [99] studied set magic labeling of infinite
graphs.
Trenkler has studied VME labeling, where edge labels do not have to be consecutive
numbers. He showed that any graph with order n and size e is magic if and only if
n = 2 and e = 1 or n ≥ 5, 5n
4
< e ≤ n(n−1)
2
[111]. See [112, 113] for his other results
in VME labeling.
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2.3.1 Vertex labeling
As mentioned in the Introduction chapter, Sedla´cˇek introduced the notion of magic
labeling in 1963 [95]. For a graph G, he defined a mapping f : E → R+ ∪ {0} to
be a magic labeling if the vertex weights wt(v) = Σe=vu,u∈N(v)f(e) are a constant k
for every v ∈ V . Stewart [104] proved that complete graphs Kn, n ≥ 5 and basket
graphs Bn, n = 4 and n ≥ 6, are magic, while fan graphs Fn are magic only for
n odd and n ≥ 3. Since then, many researchers have studied magic labeling, see
[44]. Interestingly, without realising, many researchers studied independently the
same thing at the same time and produced the same results. Consequently, more
than one term was used for the same meaning. As an example, super edge magic
total labeling has the same meaning as strong edge magic labeling. Strongly (k, d)-
indexable labeling has the same meaning as (a, 1)-edge antimagic vertex labeling
[1, 2, 54]. The term “super” has also been used with several different meanings.
Jezny´ and Trenkler [57] characterised VME labeling. They proved that a graph G
is a VME graph if and only if every edge of G belongs to a (1-2) factor and every
pair of edges e, f is separated by a (1-2) factor. Note that a factor F of G is called
a (1-2) factor if each of its components is a regular graph of degree 1 or 2.
In his paper about complete graphs, Stewart [103], introduced a magic labeling
where the labels of edges do not need to start from 1, but can start from any
positive integer. He called this labeling semi-magic. If distinct integers are used
to label the edges then he called the labeling magic. A supermagic labeling is a
magic labeling such that the set of edge labels is a set of consecutive integers. We
call supermagic labeling a VME labeling for the sake of consistency. Stewart also
introduced prime labeling [104]. In this labeling, he used only prime integers to label
all edges.
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Considering the relationship between edges and vertices in a VME graph, Trenkler
[111] proved that a connected graph with order n and size e can have VME labeling
if and only if 5n
4
< e ≤ n(n−1)
2
. He also generalised the concept of VME labeling for
hypergraphs [112]. Sonntag [102] studied antimagic vertex labeling for hypergraphs.
A characterisation of regular VME graphs was done by Doob [34]. Jeurissen char-
acterised magic graphs in [56]. Sun and Lee [108] proved that the product of two
VME graphs (as an examples: sum product and Cartesian product) are also VME
graphs.
Bodendiek and Walther in 1996 [27] introduced the concept of an (a, d)-vertex
antimagic-edge labeling (VAE); they called it an (a, d)-antimagic labeling. An (a, d)-
vertex antimagic edge labeling is a special type of antimagic labeling, where the
vertex weights have a constant difference d. In their other papers [27, 28, 29], they
investigated some classes of graphs that admit VAE labeling, such as parachutes,
paths Pn with n odd, trees of odd order, complete graphs Kn and a special class of
trees with one additional edge, called Husimi trees.
A study of VAE labeling, especially for d = 1, was conducted by Bacˇa in [4]. Miller
and Bacˇa investigated VAE labeling for the generalised Petersen graphs, for d = 3,
and proposed some open problems for d ∈ {2, 3, 4} [82]. Miller, together with Bacˇa
and her other collaborators, presented many results in magic and antimagic labeling,
including [6, 7, 9, 10, 11, 13, 12, 14, 15, 16, 17, 73, 74, 75, 76, 83, 84, 77, 81].
Simanjuntak et al. [98] studied distance magic labeling, that is, a vertex magic
vertex labeling in which the vertex weight of u is calculated as the sum of the vertex
labels in the neighbourhood of u.
Tezer and Cahit [110] gave the existence as well as some negative results in VAE
labeling of paths and cycles for d ≥ 5. Recently, Nicholas et al. [89] investigated VAE
labeling of some special trees, such as caterpillars and spiders, as well as complete
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bipartite graphs Kn,n+2 and Kn,n, and they categorised VAE labeling of unicyclic
graphs.
Bacˇa et al. [6] introduced and investigated basic properties of (a, d)-vertex antimagic
total (VAT) labeling and constructed such labeling for some families of graphs.
In the same paper, they studied dual labeling, as well as a relationship between
SVMT labeling and (a, d)-antimagic labeling, and they gave labeling schemes for
paths Pn, cycles Cn, complete graphs Kn and complete bipartite graphs Km,n. In
another paper, Bacˇa et al. [7] presented VAT labeling for prisms Dn, antiprisms
Qn, generalised Petersen graphs P (n, k) and some convex polytope graphs. Bacˇa
and his collaborators have published many papers on magic and antimagic labelings,
including VAT labelings. Bacˇa produced more than 30 papers in this area, see, for
example, [3, 4, 5, 6, 7, 8, 9, 10, 11, 13, 12, 14, 83, 84].
MacQuillan [79] explored a variation of VAT labeling on cubic graphs by relaxing
the injective property. Thus, the mapping does not have to be bijective, but can be
any mapping to a set of integers {1, 2, ...,m}, for any integer m.
A variation of the concept of (a, d)-VAT labeling, for d = 0, called vertex magic total
labeling (VMT), was introduced by MacDougall et al. [75] in 2002. MacDougal and
his collaborators have published many papers on VMT labeling, including [47, 48,
49, 75, 76, 81, 84].
Froncˇek et al. [41] investigated the VMT labeling of Cartesian products of cycles.
Kova´rˇ generalised the results to regular VMT graphs in [62]. Kova´rˇ also studied
VMT labeling of copies of regular graphs in [63, 64]. He investigated VAT labeling
for cycles Cn and 2-regular graphs. He also studied VMT labeling of products of
some regular VMT graphs, copies of some VMT graphs and factors, as well as
compositions, for VMT and VAT labelings of graphs.
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Researchers have also studied the upper and lower bounds of vertex degrees in VMT
graphs. Beardon [22] presented both upper and lower bound of vertex degree in a
VMT graph, and an upper and a lower bound for SVMT graph can be found in [17].
2.3.2 Edge labeling
Kotzig and Rosa [60, 61] introduced magic valuations for a graph. Independently,
Ringel and Llado´ [92] introduced the same concept and called it edge magic labeling.
They conjectured that “all trees admit edge magic labeling”. In 1998, Enomoto et
al. introduced SEMT labeling [35].
In [118], Wallis et al. surveyed the properties of EMT graphs. They presented
labelings of complete graphs up to K6 (since Kn does not have EMT labeling for
n > 6), cycles Cn, sun graphs (crown product of cycle and K2), stars and complete
bipartite graphs Km,n. Craft and Tessar [33] computed a bound on the maximum
size of EMT graphs. Recently, Pikhurko [90] improved this bound. Fukuchi studied
EMT labeling for wheels [43]
An EMT labeling is called SEMT labeling if we assign the smallest labels to the
vertices of the graph. Enomoto et al. [35] gave a necessary condition for a graph
to be a SEMT graph: If a graph G of order n and size e has SEMT labeling then
e ≤ 2n− 3.
Ringel and Llado´ [92] proved that a caterpillar is an EMT graph and conjectured
that every tree is an EMT graph. Furthermore, Enomoto et al. [35] conjectured
that all trees are SEMT graphs. This conjecture is still open. Kotzig and Rosa
[60] proved that every caterpillar is a SEMT graph. As reported in Gallian’s survey
[44], Lee and Shan verified this conjecture for all trees with at most 17 vertices.
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Fukuchi in [42] investigated SEMT labeling for some special type of trees and also
proved that, under certain condition, the union of two special types of SEMT trees
will also be SEMT graph. Figueroa-Centeno et al. [39] proved that in a tree an
α-labeling is SEMT labeling. Recall that an α-labeling f is a graceful labeling with
the additional property that there exists an integer k, such that for each edge xy,
either f(x) ≤ k ≤ f(y) or f(y) ≤ k ≤ f(x).
Wallis in [117] gave a survey of two unpublished results of Kotzig: a characterisation
of a class of forests that cannot have EMT labeling and a characterisation of regular
graphs that can admit EMT labeling.
Figueroa-Centeno et al. [40] studied the possibility of adding an isolated vertex to
make a non SEMT graph become a SEMT graph. They called the minimum number
of additional isolated vertices, super edge magic deficiency. In their paper [40], they
give some results on cycles Cn, complete bipartite graphs Km,n and forests. Roditty
and Bachar [93] also have some results on EMT labeling of cycles.
Recently, MacDougall and Wallis [81] investigated SEMT labeling for a graph that
has maximum size (maximum number of edges). Ivancˇo and Lucˇkanicˇova´ [55] con-
structed an EMT labeling of some disconnected graphs. The magic strength of a
graph has been studied by Kong et al. [59].
In his PhD thesis, Muntaner-Batle [86] explored some properties of EMT and SEMT
labelings. He studied the relationship between EMT labeling and other labelings,
operations on graphs and labeling schemes for some special graphs. Furthermore, he
studied how close a graph is to being an EMT graph (magic deficiency) and magic
total graphs that contain a large complete graph.
For further results in SEMT labeling, see the book on magic labeling by Wallis [115].
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Apart from his book, Wallis, with many coauthors, published many results in magic
labeling, including [12, 37, 47, 48, 49, 75, 76, 77, 81, 91, 115, 116, 118] . For the
latest results in graph labelings, including magic and antimagic total labelings, we
refer to the dynamic survey by Gallian [44].
(a, d)-EAT labelings and super (a, d)-EAT labelings are natural extensions of the
notion of EMT labeling which was introduced by Kotzig and Rosa [60, 61] and the
notion of SEMT labeling which was defined by Enomoto et al. in [35].
The relationship between EAV labeling and super (a, d)-EAT labeling has been
investigated by Sugeng et al. in [106]. They use the adjacency matrices of EAV
graphs to explore the relationship.
Many other researchers have investigated various forms of antimagic graphs. Super
(a, d)-EAT labelings for wheels, fans, complete graphs, complete bipartite graphs,
generalised Petersen graphs and many more classes of graphs and also many various
properties that arise from super (a, d)-EAT labeling have been studied, see [4, 9, 10,
11, 18, 26, 27, 28, 30, 33, 35, 36, 37, 38, 39, 42, 45, 52, 53, 60, 61, 81, 87, 88].
Some relationships between (a, d)-EAV labeling, (a, d)-EAT labeling and other la-
belings, namely, EMV labeling and EMT labeling, can be found in [10]. Figuero-
Centeno et al. [39] studied SEMT labeling and other classes of labeling.
We summarise the known results of labeling schemes for SVMT labeling, SVAT
labeling, SEMT labeling and SEAT labeling, based on the dynamic survey of graph
labeling by Gallian [44], in the Appendix.
The next chapter will present new results in SVMT,super (a, d)-VAT labelings and
consecutive vertex magic total.
Chapter 3
On (a, d)-vertex antimagic total
labeling
3.1 Introduction
Although many results on (a, d)-VAT labeling have already been published, there
are still many problems that we can try to solve. In this chapter we present new
results for various types of super (a, d)-VAT labeling. We study the properties of
each labeling and give labelings for particular families of graphs.
New results on VAE and SVAT labelings are presented in Sections 3.2 and 3.3.
In Section 3.4, we investigate some properties of consecutive vertex magic total
labeling. In Section 3.4, we introduce SVMT labeling and present basic properties
of SVMT labeling. We also show that cycles Cn and paths Pn have SVMT labelings
for n > 2, that the complete bipartite graphs Km,m is a SVMT graph for all m > 1,
and that complete graphs Kn have a SVMT labeling for odd n. Additionally, we
show that some families of graphs cannot have SVMT labeling, in particular, graphs
that contain a vertex of degree 1 (including trees), wheels, fans, friendship graphs,
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ladders and complete bipartite graphs.
Relationships between VAE labeling and SVAT labeling are given in Section 3.5.
Labeling schemes of specific families of graphs are presented in Section 3.6. In
Section 3.6, we use known results of VAE labeling from Bacˇa and Holla¨nder [8] and
Nicholas et al. [89] to generate SVAT labeling for prism Dn and for some special
types of trees and unicyclic graphs. In the last section, we introduce consecutive
vertex magic total labeling and present some properties of such labeling.
A super vertex magic total (SVMT) labeling is a special case of a super (a, d)-VAT
labeling in which d = 0.
Next, we present some known results about (a, d)-VAT labeling from Bacˇa et al. [6].
We will use these results to prove that complete graphs Kn, n = 2, or n > 5 and
n 6= 0 (mod 4), and complete bipartite graphs Kn,n, n ≥ 3, all have super (a, 1)-VAT
labelings.
Let α : V ∪ E → {1, 2, . . . , n + e} be an (a, d)-VAT labeling for a graph G. Define
the labeling α′ : V ∪ E → {1, 2, . . . , n+ e} as follows.
α′(x) = n+ e+ 1− α(x), x ∈ V,
α′(xy) = n+ e+ 1− α(xy), xy ∈ E.
Then α′ is called the dual of α.
Theorem 3.1.1 [6] The dual of an (a, d)-VAT labeling for a graph G is an (a′, d)-
VAT labeling of G for some a′ if and only if G is regular.
A bijection β : E → {1, 2, . . . , e}, such that all vertices have the same weight, is
called super magic labeling.
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Theorem 3.1.2 [6] Every super magic graph G has an (a, 1)-VAT labeling.
Note that the meaning of a super magic graph used in Theorem 3.1.2 is the same
as our notion of VME graph. Recalling that Kn, n = 2 or n > 5 and n 6= 0 (mod
4), and Kn,n, for all n ≥ 3, have a VME labeling, allows us to obtain the following
results.
Corollary 3.1.1 [6] If n = 2 or n > 5 and n 6= 0 (mod 4) then the complete graph
Kn has an (a, 1)-VAT labeling.
Corollary 3.1.2 [6] There is an (a, 1)-VAT labeling for Kn,n, for all n ≥ 3.
Bacˇa and Holla¨nder in [8] proved the following theorem.
Theorem 3.1.3 [8] Let prism Dn have an (a, d)-VAE labeling. Then
(i) If n is even then either d = 1 and a = 7n+4
2
, or d = 3 and a = 3n+6
2
.
(ii) If n is odd then either d = 2 and a = 5n+5
2
, or d = 4 and a = n+7
2
.
3.2 Vertex antimagic edge labeling
In VAE labeling, we only assign labels to the edges of a graph G. However, the
evaluation is done for each vertex in G.
Let Se be the sum of the edge labels. We assign the integers 1, 2, . . . , e to the edges
of a graph G. If δ is the smallest degree in G, then the minimum possible value for
a vertex weight is at least 1 + 2 · · ·+ δ. It follows that
a ≥ δ(δ + 1)
2
. (3.2.1)
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If ∆ is the largest degree of a graph G then the maximum possible value for a vertex
weight is at most (e) + (e− 1) + · · ·+ (e− (∆− 1)). Consequently,
a+ (n− 1)d ≤ Σ∆−1i=0 (e− i). (3.2.2)
From (3.2.1) and (3.2.2), we conclude that
d ≤ ∆(2e−∆+ 1)− δ(δ + 1)
2(n− 1) . (3.2.3)
Since the labels are the integers 1, 2, . . . ., e, then if we sum all the labels, we will get
Se = Σ
e
i=1i =
e(e+ 1)
2
. (3.2.4)
Let wt(xj) = a + jd, j = 0, . . . , n − 1. Summing the vertex weights over all the
vertices, we use each edge label twice and so
2Se = Σ
n−1
j=0 (a+ jd) =
n
2
(2a+ (n− 1)d). (3.2.5)
Combining Equations (3.2.4) and (3.2.5), we have the following observation.
¨ Observation 3.2.1 If G has an (a, d)-VAE labeling then a is unique for each d
and a = 2e(e+1)−n(n−1)d
2n
.
Figure 3.1 gives an example of a (9,3)-VAE labeling for prism D4.
3.3 Super vertex antimagic total labeling
The following lemma will be very useful to generate SVAT labeling for some partic-
ular graphs.
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Figure 3.1: (9,3)-VAE labeling of prism D4.
¨ Lemma 3.3.1 Let A be a set A = {c, c+ 1, c+ 2, . . . c+ k}, k even. Then there
exists a permutation Π(A) of the elements of A such that A+Π(A) = {2c+ k
2
, 2c+
k
2
+ 1, 2c+ k
2
+ 2, . . . , 2c+ 3k
2
− 1, 2c+ 3k
2
}.
Proof. Let A be a set A = {ai| ai = c+ (i− 1), 1 ≤ i ≤ k + 1} and k be even.
Define a permutation Π(A) = {bi| 1 ≤ i ≤ k + 1} of the elements of A as follows:
bi =
 c+ k2 + 1−i2 if i is odd, 1 ≤ i ≤ k + 1c+ k + 2−i
2
if i is even, 2 ≤ i ≤ k.
By direct computation we obtain that
A+Π(A) = {ai + bi| 1 ≤ i ≤ k + 1} =
{2c+ k
2
+ i−1
2
| i odd, 1 ≤ i ≤ k + 1} ∪ {2c+ k + i
2
| i even, 2 ≤ i ≤ k} =
{2c+ k
2
, 2c+ k
2
+ 1, . . . , 2c+ 3k
2
− 1, 2c+ 3k
2
}.
and we arrive at the desired result. ¤
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Let Sn be the sum of all vertex labels and Se be the sum of all edge labels. For
super labeling, we assign the set of positive integers {1, 2, . . . , n} to the vertices of
the graph G and the set {n+1, . . . , n+e} to the edges of G. If δ is the smallest degree
in G then the minimum possible vertex weight is 1 + (n+ 1) + (n+ 2) · · ·+ (n+ δ).
Then
a ≥ 1 + nδ + δ(δ + 1)
2
. (3.3.1)
If ∆ is the largest degree of G then the maximum possible vertex weight is n+(n+
e) + (n+ e− 1) + · · ·+ (n+ e− (∆− 1)). Consequently,
a+ (n− 1)d ≤ n+ Σ∆−1i=0 (n+ e− i). (3.3.2)
By combining the Inequalities (3.3.1) and (3.3.2), we conclude that
d ≤ 1 + ∆(2(n+ e)−∆+ 1)− δ(2n+ δ + 1)
2(n− 1) . (3.3.3)
Since the labels are the integers 1, 2, . . . ., n+ e, the sum of all the labels (vertex and
edge) is
Sn + Se = Σ
(
i=1n+ e)i =
(n+ e)(n+ e+ 1)
2
. (3.3.4)
Let wt(xj) = a+ jd, j = 0, . . . , n− 1. By summing the vertex weights over all the
vertices, we use each vertex label once and each edge label twice. Then
Sn + 2Se = Σ
n−1
j=0 (a+ jd) =
n
2
(2a+ (n− 1)d). (3.3.5)
By combining Equations (3.3.4) and (3.3.5), we obtain the following observation.
¨ Observation 3.3.1 If G has a super (a, d)-VAT labeling then a is unique for
each d. More precisely, a = (n+e)(n+e+1)+e(e+1)+2en−n(n−1)d
2n
.
Figure 3.2 gives an example of super (34, 4)-VAT labeling for prism D4.
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Figure 3.2: (34,4)-VAT labeling of prism D4.
3.4 Super vertex magic total labeling
In this section, we introduce a variation of (a, d)-VAT labeling that is called ‘super
vertex magic total labeling’ and we explore some properties of such a labeling.
If d = 0 then (a, d)-VAT labeling is called a vertex magic total labeling (VMT
labeling). If α(V ) = {1, 2, . . . , n} and α(E) = {n + 1, n + 2, . . . , n + e} then the
VMT labeling is called a super vertex magic total (SVMT) labeling.
Let G be a graph and let λ be a SVMT labeling of G. Let V = {x1, x2, . . . , xn}. A
symmetric matrix A = (aij), i, j = 1, . . . , n, is called a label adjacency matrix of G
if aii = λ(xi) and aij = λ(xixj). The magic property of λ implies that the sum of
all entries in row i, together with λ(xi), will be equal to the magic constant k, for
each i = 1, 2, . . . , n. Then we have
k = λ(x1) + a12 + · · ·+ a1n
k = a12 + λ(x2) + a23 · · ·+ a2n
. . .
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k = a1n + · · ·+ an−1,n + λ(xn).
If we sum all the rows, we obtain
nk = λ(x1) + · · ·λ(xn) + 2(a12 + · · ·+ an−1,n)
= (1 + 2 + · · ·+ n) + 2[(n+ 1) + (n+ 2) + · · ·+ (n+ e)]
since the vertices have the labels 1, · · · , n and the edges have the labels
n+ 1, . . . , n+ e. Thus
nk = (n+ e)(n+ e+ 1)− n(n+ 1)
2
and we have proved
¨ Theorem 3.4.1 If G has a SVMT labeling, then
k =
(n+ e)(n+ e+ 1)
n
− n+ 1
2
.
Suppose that G is a SVMT graph with a magic constant k, the order of G is more
than one and G has an isolated vertex v. Then the weight of v must be equal to
k, k ≤ n. Let u be another vertex of G. If u is another isolated vertex, then the
weight of u, wt(u) ∈ {1, 2, ..., n}−{k}. It means G cannot be a SVMT graph, since
the magic number is not unique. If u is not an isolated vertex, then the weight of u
must be greater n + 2. Thus the weight of u is greater than the weight of v. Thus
we have the following observation.
¨ Observation 3.4.1 If G has a SVMT labeling then G cannot have an isolated
vertex.
We can easily find a lower bound on the size of G which applies to any vertex magic
graph, not just those with a SVMT labeling.
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¨ Lemma 3.4.1 If G has a VMT labeling then e ≥ 2n
3
.
Proof. If G is connected then e ≥ n− 1. If G is a disconnected graph with a VMT
labeling then, according to Observation 3.4.1, G cannot have an isolated vertex.
Additionally, it was remarked in [75] that G cannot contain a K2 component (the
weights of the two vertices would be different). Thus each connected component of
G has at least three vertices and, consequently, at least two edges. It follows that
e ≥ 2n
3
. ¤
A calculation combining the results of Lemma 3.4.1 and Theorem 3.4.1 gives the
following two corollaries.
¨ Corollary 3.4.1 If G has SVMT labeling with magic constant k then k ≥ 41n+21
18
.
If, in addition, G is connected then k ≥ 7n−5
2
.
¨ Corollary 3.4.2 If G has SVMT labeling, then
(i) n divides e(e+ 1) if n is odd and,
(ii) n divides 2e(e+ 1) if n is even.
Furthermore, we have
¨ Corollary 3.4.3 If G is a graph of even order having a SVMT labeling then
either
(i) n ≡0 (mod 8) and e ≡ 0 or 3 (mod 4), or
(ii) n ≡ 4 (mod 8) and e ≡ 1 or 2 (mod 4).
Proof. If n is even then n = 2w, for some w ∈ Z+. Then n(k+ n+1
2
) = w(2k+2w+1)
must be even. It follows that w must be even or n ≡ 0 (mod 4). If n ≡ 0 (mod 4) then
n = 4w for some w ∈ Z+. Substituting n = 4w in the equation k = (n+e)(n+e+1)
n
− n+1
2
gives 2w + e(e + 1) ≡ 0 (mod 4). If n ≡ 0 (mod 8) then e ≡ 0 (mod 4) or e ≡ 3
(mod 4). If n ≡ 4 (mod 8) then e ≡ 1 (mod 4) or e ≡ 2 (mod 4). ¤
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3.5 Vertex antimagic edge and super vertex an-
timagic total labelings
A VAE-matrix n× e, B = (bij), of a graph G of order n and size e, under a labeling
α, is a variation of the incidence matrix of G such that
bij =
 α(ej) if vi is one of the end vertices of the edge ej0 otherwise
The label of edge ej occurs in a column of B twice, once for each end vertex. Let
I(vi) be a set of edges that have vi as one of the end vertices. The sum of the
elements in row i, i = 1, 2, . . . , n, represents the vertex weight of vertex vi under the
VAE labeling α. Thus
wt(vi) =
∑
ej∈I(vi)
α(ej)
¨ Theorem 3.5.1 If G is a regular (a, d)-VAE labeled graph then G has super (a+
n, d− 1)-VAT labeling and (a+ 1, d+ 1)-VAT labeling.
Proof. Suppose that G has (a, d)-VAE labeling α. Then the set of vertex weights
W = {wtα(vi) : i = 1, 2, . . . , n} forms an arithmetic progression of difference d,
namely, W = {a, a+d, . . . , a+(n−1)d}. Under the VAE labeling α, only the edges
of the graph have the labels 1,2,. . . ,e.
We re-label the edges and add new labels for the vertices of G as
β(ej) = n+ α(ej), for every j = 1, 2, . . . , e.
β(vi) = i (respectively, β(vi) = n+ i),
where vi is the vertex with weight a+ (i− 1)d in W, i = 1, . . . , n.
Since G is regular, then the set of the vertex weights is {a+1, a+ d+2, . . . , a+n+
(n− 1)d} (respectively, {a+ n, a+ n+ d− 1, . . . , a+ n+ (n− 1)(d− 1)}). Thus G
35
also has a super (a+1, d+1)-VAT labeling and a super (a+n, d− 1)-VAT labeling.
¤
The next theorem gives a relationship between an (a, 1)-VAE labeling and a super
(a′, 1)-VAT labeling for an r-regular graph, for some positive integers a and a′.
¨ Theorem 3.5.2 If a regular graph G with odd size e has an (a, 1)-VAE labeling
then G has a super (a′, 1)-VAT labeling, where a′ = a+ 2e+ n+1
2
.
Proof. Suppose that G with an odd number of edges has an (a, 1)-VAE labeling α.
Then the set of vertex weightsW = {wtα(vi) : i = 1, 2, . . . , n} consists of consecutive
integers; namely, W = {a, a+ 1, . . . , a + (n− 1)}. Under the VAE labeling α, only
the edges of the graph have labels, that is, the labels 1,2,. . . ,e.
We re-label the edges of G by
β(ej) = n+ α(ej), for every j = 1, 2, . . . , e.
Using Lemma 3.3.1, we can add labels to vertices so that the set of vertex weights
under the new labeling consists of consecutive integers. ¤
3.6 Super vertex antimagic total labeling for par-
ticular families of graphs
In this section, we present characterisations of graphs based on whether or not they
can admit SVAT labeling and we show how to generate SVAT labeling for particular
families of graphs. Figure 3.3 gives an overview of SVAT results for several families
of graphs.
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Figure 3.3: An overview of SVAT labeling.
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3.6.1 Super vertex magic total labeling
First, we turn our attention to a special class of graphs that are called regular graphs.
Recall that an r-regular graph is a graph with δ = ∆ = r. In this subsection, we
discuss SVMT labelings for some specific r-regular graphs such as cycles (r = 2),
cubic graphs (r = 3) and complete graphs (r = n− 1).
• SVMT of regular graphs
¨ Theorem 3.6.1 If an r-regular graph G of order n has a SVMT labeling then n
and r have opposite parity and
(i) if n ≡ 0 (mod 8) then e ≡ 0 (mod 4).
(ii) if n ≡ 4 (mod 8) then e ≡ 2 (mod 4).
Proof. Suppose that an r-regular graph G of order n, n odd, has SVMT labeling.
Then e = rn
2
. The magic constant k is given by
k =
(n+ rn
2
)(n+ rn
2
+ 1)
n
− n+ 1
2
=
(2 + r)(2n+ rn+ 2)
4
− n+ 1
2
.
Since k must be an integer, if n is odd then r must be even, and if n is even then r
must be odd. Since e = rn
2
then, by Corollary 3.4.3, we must have: if n ≡ 0 (mod
8) then e ≡ 0 (mod 4), or if n ≡ 4 (mod 8) then e ≡ 2 (mod 4).
• Cycles
The only regular graphs with r = 2 are cycles or disjoint unions of cycles. For cycles,
we have the complete answer.
¨ Theorem 3.6.2 The cycle Cn has a SVMT labeling if and only if n is odd.
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Proof. Let V (Cn) = x1, x2, . . . , xn. For n odd, let λ : V (Cn)→ Z+ with λ(xi) = i,
i = 1, 2, . . . , n. Label the edge xixi+1 with
λ(xixi+1) =
 2n− i−12 , for i odd,2n− n−1
2
− i
2
, for i even.
It can easily be checked that λ has a SVMT labeling. According to Corollary 3.4.1,
if n is even, it follows that Cn cannot have SVMT labeling since r = 2 is then also
even. ¤
• Cubic graphs
Cubic graphs of order n exist only for even n. Then, by Corollary 3.4.3, we are
restricted to graphs of order n ≡ 0 (mod 4).
For order 4, K4 is the only cubic graph and this graph does not have SVMT labeling
(see the next section).
There are six cubic graphs of order 8. These include the 3-cube, the Mo¨bius ladder
and 2K4. All six graphs admit super VMT labelings and an example of each is given
in Fig. 3.4.
• Complete graphs
MacDougall et al. showed in [75] that, for complete graphs, the feasible range for
the magic constant is
n(n2 + 3)
4
≤ k ≤ n(n+ 1)
2
4
with the largest value occurring when the vertices are labeled 1, · · · , n, i.e., when
the labeling is super. Theorem 9 of [75] gives a labeling scheme for a family of VMTs
for Kn, when n is odd. In this case, setting n = 2m − 1, for some positive integer
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m, the inequalities become
(2m− 1)(m2 −m+ 1) ≤ k ≤ (2m− 1)m2.
Figure 3.4: Cubic graphs of order 8.
The labeling scheme uses a pair of orthogonal Latin squares. There is scope within
the application of Latin squares to provide labelings with a variety of different magic
constants, including the largest feasible value. Recall that a Latin square of order n
is an n×n array in which every symbol occurs exactly once in each row and column
of the array. A Latin square A can be denoted as A = (aij), where aij is a symbol
at row i and column j. Usually, we use the symbols 1, 2, . . . , n. Two Latin squares
A = (aij) and B = (bij) of the same order are orthogonal if and only if the ordered
pairs (aij, bij) are all distinct.
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Figure 3.5: SVMT labeling of complete graph K5.
In interesting recent work, McQuillan and Smith [80] have developed a new technique
that constructs VMT labeling for the complete graph Kn (for n odd) for all values
of k in the feasible range. We restate their theorem.
Theorem 3.6.3 [80] For any n = 2m−1, there is a VMT labeling of Kn with magic
constant k for each k in the feasible range (2m−1)(m2−m+1) ≤ k ≤ (2m−1)m2.
Figure 3.5 gives an example of a super VMT labeling of K5 using the McQuillan
and Smith labeling.
For n even, we know from Corollary 3.4.3 that n ≡ 0 (mod 4). Setting n = 4m, we
find k = m(4m+1)2 for VMT labeling. Then in the case when n = 4, we must have
k = 25. However, it was shown by MacDougall et al. [75] that no VMT labeling
exists for K4 with k = 25. For each of the cases n = 8 and n = 12, we have found
an example of VMT labelings. The corresponding adjacency tables are shown in
Table 3.1 and Table 3.2. Note that the entries in the tables are the edge labels. We
suspect that n = 4 is the exceptional case and that super VMT labeling exists for all
n ≡ 0 (mod 4), n > 4. In fact, supported by the McQuillan and Smith’s results [80]
for odd n, we conjecture that a VMT labeling exists for Kn, for all feasible values
of k for n ≡ 0 (mod 4), including the super-magic case.
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8 6 2 4 5 7 1 3
8 0 23 21 36 20 33 11 10
6 23 0 13 12 22 26 25 35
2 21 13 0 30 34 15 29 18
4 36 12 30 0 17 16 28 19
5 20 22 34 17 0 24 9 31
7 33 26 15 16 24 0 27 14
1 11 25 29 28 9 27 0 32
3 10 35 18 19 31 14 32 0
Table 3.1: SVMT labeling for complete graph K8.
Conjecture 3.6.1 If n ≡ 0 (mod 4) and n > 4, then Kn has a super VMT labeling.
• Families of graphs that do not have super vertex magic total labeling
Using the properties from Section 2.4, we can show that some families of graphs
cannot have SVMT labelings.
¨ Theorem 3.6.4 No wheel Wn, n > 3 admits a SVMT labeling.
Proof. Suppose that Wn, with n > 3, has a SVMT labeling. Then v = n + 1 and
e = 2n, and so
k =
(v + e)(v + e+ 1)
v
− v + 1
2
=
(3n+ 1)(3n+ 2)
n+ 1
− n+ 2
2
=
17n2 + 15n+ 2
2n+ 2
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But then k cannot be an integer. Thus, no wheel can have a SVMT labeling. ¤
9 1 11 8 5 4 6 12 7 2 3 10
9 0 43 45 60 16 59 56 69 35 21 65 29
1 43 0 23 73 76 52 20 68 13 53 41 44
11 45 23 0 49 58 27 33 28 72 48 42 71
8 60 73 49 0 47 37 15 30 77 36 51 24
5 16 76 58 47 0 17 55 57 78 22 26 50
4 59 52 27 37 17 0 46 64 32 66 40 63
6 56 20 33 15 55 46 0 70 61 31 75 39
12 69 68 28 30 57 64 70 0 19 38 18 34
7 35 13 72 77 78 32 61 19 0 74 25 14
2 21 53 48 36 22 66 31 38 74 0 54 62
3 65 41 42 51 26 40 75 18 25 54 0 67
10 29 44 71 24 50 63 39 34 14 62 67 0
Table 3.2: SVMT labeling of complete graph K12.
Using similar reasoning as in the proof above, we can conclude:
¨ Theorem 3.6.5 No ladder, fan (n > 2) or friendship graph (n > 2) has SVMT
labeling.
Proof. (i). Suppose that ladder Ln, n ≥ 3, has a SVMT labeling. Then v = 2n
and e = 3n− 2, and so
k =
(v + e)(v + e+ 1)
v
− v + 1
2
=
(5n− 2)(5n− 1)
2n
− 2n+ 1
2
=
23n2 − 16n+ 2
2n
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But then k cannot be an integer. Thus, no ladder Ln, n ≥ 3, can have a SVMT
labeling.
(ii). Suppose that fan Fn, n > 2, has a SVMT labeling. Then v = n + 1 and
e = 2n− 1, and so
k =
(v + e)(v + e+ 1)
v
− v + 1
2
=
(3n)(3n+ 1)
n+ 1
− n+ 2
2
=
17n2 + 3n− 2
2(n+ 1)
But then k cannot be an integer. Thus, no fan Fn, n > 2, can have a SVMT
labeling.
(iii). Suppose that friendship graph fn, n > 2, has a SVMT labeling. Then
v = 2n+ 1 and e = 3n, and so
k =
(v + e)(v + e+ 1)
v
− v + 1
2
=
(5n+ 1)(5n+ 2)
2n+ 1
− 2n+ 2
2
=
46n2 + 24n+ 2
(2n+ 1)
But then k cannot be an integer. Thus, no friendship graph fn, n > 2, can have a
SVMT labeling. ¤
Trees and forests were studied in detail by Gray et al. in [47], where certain classes,
such as the paths and certain unions of stars, were shown to be VMT. On the
other hand, trees and forests with too many leaves in comparison to the number of
internal vertices, were shown not to admit VMT labeling. Investigating which trees
might be SVMT, we were surprised to find that, in fact, there are none. Indeed, the
following theorem shows that a much stronger condition is necessary for a graph to
be a SVMT graph. Note that a graph that has a K2 as a component cannot be an
SVMT graph [75].
44
¨ Theorem 3.6.6 If G has a vertex of degree one then G is not an SVMT graph.
Proof. Let G be a graph of order n ≥ 3 and let x0 be a vertex of degree one in G.
Then x0 has a unique neighbour x of some degree β > 1. Let e0, e1, · · · , eβ−1 be the
edges incident with x, where e0 = xx0. Suppose that G has SVMT labeling λ. Then
k = λ(x0) + λ(e0) = λ(x) + λ(e0) + λ(e1) + · · ·+ λ(eβ−1).
Rearranging, we get
λ(x0)− λ(x) = λ(e1) + · · ·+ λ(eβ−1).
Since λ is super, then all terms on the right hand side must be larger than n (since
the value of edge labels are greater than n), whereas the terms on the left hand side
are each smaller than or equal to n. This is clearly a contradiction, so G does not
have a SVMT labeling. ¤
¨ Corollary 3.6.1 No tree admits super VMT labeling.
It was shown in MacDougall et al. [75] that the only complete bipartite graphs that
could admit VMT labeling are Km,m and Km,m+1 and that VMT labeling does exist
in both cases for every m > 1. So these complete bipartite graphs are the only
candidates for haveing SVMT labeling. However, we show that neither of them is a
SVMT graph.
Suppose that Km,m has SVMT labeling. Then, according to Theorem 3.4.1, the
value of k must be
k =
(2m+m2)(2m+m2 + 1)
2m
− 2m+ 1
2
,
that is,
k =
(m+ 2)(2m+m2 + 1)− 2m− 1
2
.
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This value is not an integer for either odd or even m, and so it follows that Km,m
cannot have SVMT labeling.
For Km,m+1, on the other hand, the number of edges is e = m
2 + m, while the
number of vertices is n = 2m + 1 The number of edges is not a multiple of n and
so, by Corollary 3.4.2, no super VMT labeling exists. Thus, we have the following
theorem.
¨ Theorem 3.6.7 No complete bipartite graph is SVMT.
For further results on SVMT, see [17].
3.6.2 Super vertex antimagic total labeling
• Complete graphs and complete bipartite graphs
If a graph G has SVMT labeling then, according to Theorem 3.1.2, G has (a, 1)-
VAT labeling. From Theorem 3.1.1, the dual of (a, 1)-VAT labeling is a (a′, 1)-VAT
labeling. From the definition of the dual of a labeling, we conclude that G has a
super (a′, 1)-VAT labeling. Since Kn, for n > 5 and for n 6= 0 (mod 4), as well
as Kn,n, for n ≥ 3, both have SVMT labeling, then it follows that they both also
have super (a′, 1)-VAT labelings. Figure 3.6 gives an example of a super (a, 1)-VAT
labeling for K5.
¨ Corollary 3.6.2 The complete graph Kn, n > 5 and n 6= 0 (mod 4), and the
complete bipartite graph Kn,n, n ≥ 3, have super (a, 1)-VAT labelings.
• Paths and cycles
In this subsection, we show how to find super (a, d)-VAT labeling of paths and cycles.
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Figure 3.6: Super (40, 1)-VAT labeling of complete graph K5.
Using the Inequality (3.3.3) from Section 3.3 and Observation 3.3.1, we have
¨ Observation 3.6.1 If a path Pn has a super (a, d)-VAT labeling then d ≤ 3 and
a = 7n−5−(n−1)d
2
.
¨ Observation 3.6.2 If a cycle Cn, n ≥ 3, has a super (a, d)-VAT labeling then
d ≤ 2 and a = 7n+3−(n−1)d
2
.
It is known that path Pn, n ≥ 2, and even cycle Cn, n ≥ 4, do not have super
(a, 0)-VAT labeling, see Mac Dougall et al. [75]. By combining the fact that Cn, n
even, does not have SVMT labeling, with Observation 3.3.1, we obtain the following
result.
¨ Corollary 3.6.3 Cycle Cn has neither super (a, 0)-VAT labeling nor super (a, 2)-
VAT labeling when n is even.
On the other hand, for n odd we have the following.
¨ Proposition 3.6.1 Every cycle Cn, n odd, has a super (a, 2)-VAT labeling.
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Proof. Let the vertices of the cycle be {x1, x2, . . . , xn}. Label the vertices and the
edges of Cn by
α(xi) = i, for i = 1, 2, . . . , n
α(xixi+1) =
 n+ i+12 , for i odd2n− 2 + i
2
, for i even.
Then the vertex weights form an arithmetic progression with difference two, namely,
5n+5
2
, 5n+9
2
, . . . , 5n− 2.
Note that xn+1 = x1. Thus Cn, n odd, has a super (a, 2)-VAT labeling. ¤
Figure 3.7: Super (a, 1)-VAT and super (a, 2)-VAT labeling for cycle C7.
¨ Proposition 3.6.2 Cycle Cn has a super (a, 1)-VAT labeling for all n ≥ 2.
Proof. Let the vertices of the cycle be x1, x2, . . . , xn. Label the vertices and the
edges of Cn by
α(xi) = i, for i = 1, 2, . . . , n
α(xixi+1) = 2n− i+ 1, for i = 1, 2, . . . , n.
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Then the vertex weights are
wtα(xi) = 4n+ 3− i, for i = 2, . . . , n
wtα(x1) = 3n+ 2.
The vertex weights form the arithmetic progression 3n+2, 3n+3, . . . , 4n+1. Thus
Cn has a super (a, 1)-VAT labeling. ¤
Next, we turn our attention to super (a, d)-VAT labeling for paths Pn, n ≥ 2.
¨ Proposition 3.6.3 For n ≥ 3, the path Pn, has neither super (a, 0)-VAT labeling
nor super (a, 1)-VAT labeling.
Proof. The fact that path Pn does not have a super (a, 0)-VAT labeling was already
proved by MacDougall et al. in [75].
Suppose that Pn has a super (a, 1)-VAT labeling. Then a = 3n − 2. However, the
maximum end vertex weights will be at most equal to the sum of the maximum
possible labels of vertex and edges as follows.
• wt(x1) = n+ (2n− 1) = 3n− 1 and wt(xn) = (n− 1) + (2n− 2) = 3n− 3 < a
(which is impossible), or
• wt(x1) = n+ (2n− 2) = a and wt(xn) = (n− 1) + (2n− 1) = a (which is also
impossible).
Thus Pn cannot have a super (a, 1)-VAT labeling. ¤
¨ Proposition 3.6.4 Paths Pn, n ≥ 3, have super (a, d)-VAT labeling for d = 2 if
and only if n is odd.
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Proof. Case of n even. From Observation 3.6.1, we know that for super (a, 2)-VAT
labeling of Pn, the smallest vertex weight is a =
5n−3
2
. If n is even, this contradicts
the fact that a is an integer. Consequently, Pn, n even, cannot have a super (a, 2)-
VAT labeling.
Case of n odd. Let the vertices of the path be (x1, x2, . . . , xn). Label the vertices
and the edges of the path Pn in the following way.
α(x1) = n
α(xi) = i− 1, for i = 2, . . . , n
α(xixi+1) =
 3n+i2 , for i oddn+ i
2
, for i even.
The vertex weight set forms the arithmetic progression 5n−3
2
, 5n+1
2
. . . , 9n−7
2
. Thus,
Pn has super (a, d)-VAT labeling, where a =
5n−3
2
and d = 2, for n odd. ¤
¨ Proposition 3.6.5 Every path Pn, n ≥ 3, has a super (a, 3)-VAT labeling.
Proof. Case of n odd. Let the vertices of the path be {x1, x2, . . . , xn}. We define
the labeling α in which the vertices of the path Pn receive the following labels:
α(x1) = 1
α(xn) = n
α(xi) = n− i+ 1 for i = 2, . . . , n− 1
and the edges receive the labels
α(xixi+1) =
 2n− 1− i for i odd2n+ 1− i for i even.
We can see that the labeling α is a super labeling and the vertex weights form an
arithmetic progression with difference 3, namely 2n− 1, 2n+ 2, . . . , 5n− 4.
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Case of n even. Let the vertices of the path be x1, x2, . . . , xn. Define the labeling
α : V (Pn) ∪ E(Pn)→ {1, 2, . . . , 2n− 1}, where
α(x1) = n− 2
α(xn) = n
α(xi) =
 2i− 3 for i = 2, . . . , n2 + 12(n− i) for i = n
2
+ 2, . . . , n− 1.
and
α(xixi+1) =
 n+ 2i− 1 for i = 1, 2, . . . , n23n− 2i for i = n
2
+ 1, . . . , n− 1.
Then the vertex weights form an arithmetic progression with difference 3, namely,
2n−1, 2n+2, . . . , 5n−4. Thus Pn has a super (a, 3)-VAT labeling, with a = 2n−1.
¤
Figure 3.8 gives examples of super (a, d)-VAT labelings of paths Pn.
Figure 3.8: Super (a, d)-VAT of paths for d ∈ {2, 3}.
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• Families of trees and unicyclic graphs
In this subsection, we investigate the properties of super (a, d)-VAT labeling for
slightly more general graphs, in particular, trees instead of just paths; and unicyclic
graphs instead of just cycles. We shall start with unicyclic graphs.
Let G be a graph that has n = e. In light of Observation 3.3.1, giving the value of
a as a = 7n+3−(n−1)d
2
, we obtain
¨ Observation 3.6.3 If G is a super (a, d)-VAT graph with n = e even then d
must be odd.
¨ Corollary 3.6.4 For a cycle with at least one tail and an even number of vertices,
there is no super (a, 1)-VAT labeling.
Proof. Let G be a cycle of order n even and with at least one tail. Suppose that α
is a super (a, 1)-VAT labeling of Cn with a = 3n+ 2.
Assume that G has at least one vertex of degree one, say xp. Then, the maximum
vertex weight of xp can be obtained by assigning the biggest value to that vertex and
the biggest possible value to its adjacent edge, i.e., wt(xp) = n+2n = 3n. However,
wt(xp) < a, and we have a contradiction. Thus, G cannot have a super (a, 1)-VAT
labeling. ¤
Now we investigate super (a, d)-VAT labeling for trees, where e = n− 1 ≥ 1. Using
the formula from Observation 3.3.1, we obtain a = 7n−5−(n−1)d
2
. If n is even then a
is an integer only if d is odd. Thus, we have the following observation.
¨ Observation 3.6.4 If a tree is super (a, d)-VAT with an even number of vertices
then d must be odd.
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Moreover,
¨ Corollary 3.6.5 A tree with an even number of vertices does not have super
(a, 1)-VAT labeling.
Proof. Suppose that G is a tree with an even number of vertices. Then n = e + 1
is even and G has at least two vertices of degree one (say xp and xq). Suppose that
G has a super (a, d)-VAT labeling. Then, by Observation 3.6.4, d must be odd.
Suppose that d = 1, then a = 3n−2. Considering the extreme values of the labeling
of vertices and edges, the largest possible vertex weights for xp and xq are
• wt(xp) = n+(2n− 1) = 3n− 1 and wt(xq) = (n− 1)+ (2n− 2) = 3n− 3 < a.
• wt(xp) = n+(2n−2) = 3n−2 = a and wt(xq) = (n−1)+(2n−1) = 3n−2 = a.
It is obvious that both cases give contradictions. Thus, a tree with even number of
vertices cannot admit a super (a, 1)-VAT labeling. ¤.
Star Sn cannot have a super (a, 1)-VAT labeling even when it contains even number
of vertices. More generally, we have the following theorem.
¨ Theorem 3.6.8 For every star Sn, n ≥ 3, there is no super (a, d)-VAT labeling
for any (a, d).
Proof. Let x0 be the centre-vertex and let xi, for i = 1, . . . , n, be the leaf-vertices
of a star Sn. Suppose that the star Sn has a super (a, d)-VAT labeling α. Then, by
Observation 3.6.4, it follows that d must be odd and d ≤ 3n2+3n−4
2n
. The smallest
possible vertex weight of the central vertex x0 under the labeling α is
min(α(x0)) = 1 + (n+ 2) + · · ·+ (2n− 1) = 3n
2 + 3n+ 2
2
and the largest vertex weight of a leaf xi is
max(α(xi) = (n+ 1) + (2n+ 1) = 3n+ 2.
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Clearly, min(α(x0)) - max(α(xi)) ≤ d, which allows us to obtain the following in-
equality.
(n+ 1)(3n2 − 9n+ 4) ≤ 0
The inequality only holds for two integers, namely, n = 1 and n = 2. This means
that Sn can only have a super (4, 1)-VAT labeling for S1, a super (a, 2)-VAT labeling
for S2, and a super (5,3)-VAT labeling for S2. ¤.
• Generalised Petersen graphs
Let n and m be positive integers, n ≥ 3 and 1 ≤ m < n
2
. Recall that generalized
Petersen graph P (n,m) is a graph that consists of an outer-cycle y0, y1, y2, . . . , yn−1,
a set of n spokes yixi, 0 ≤ i ≤ n− 1, and n edges xixi+m, 0 ≤ i ≤ n− 1, where all
subscripts are taken modulo n.
¨ Observation 3.6.5 If P (n,m), n ≥ 3 and 1 ≤ m < n
2
, has a super (a, d)-VAT
labeling then d < 5.
The following theorem gives super (a, 1)-VAT labeling for the case of n odd.
¨ Theorem 3.6.9 The generalised Petersen graph P (n,m), n ≥ 3, n odd and 1 ≤
m < n
2
, has a super (a, 1)-VAT labeling.
Proof. Let the generalized Petersen graph P (n,m) have
V (P (n,m)) = {x0, x1, . . . , xn−1} ∪ {y0.y1, . . . , yn−1} and
E(P (n,m)) = {yixi, yiyi+1, xixi+m : i = 0, 1, 2, . . . , n− 1}
with indices taken modulo n. Now, consider two cycles of P (n,m), the outer-cycle
y0, y1, . . . , yn−1 and the inner-cycle x0, xm, x2m, . . . , x(n−1)m. Rename the inner cycle
vertices as follows: x∗0 = x0, x
∗
1 = xm, x
∗
2 = x2m, . . . , x
∗
n−1 = x(n−1)m. Then, we have
the inner-cycle x∗0, x
∗
1, . . . , x
∗
n−1.
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Define the total labeling α for the outer-cycle and the inner-cycle as follows.
α(x∗i ) = i+ 1 for i = 0, 1, . . . , n− 1
α(yi) = n+ 1 + i for i = 0, 1, . . . , n− 1
α(yiyi+1) =
 3n− i2 for i even5n−i
2
for i odd
α(x∗ix
∗
i+1) =
 4n− i2 for i even7n−i
2
for i odd.
We can see that
α(yi−1yi) + α(yi) + α(yiyi+1) =
13n+ 3
2
and
α(x∗i−1x
∗
i ) + α(x
∗
i ) + α(x
∗
ix
∗
i+1) =
15n+ 3
2
for i = 0, 1, . . . , n− 1, where all subscripts are taken modulo n.
If we complete the labels for spokes by assigning
α(yixi) = 4n+ 1 + i for i = 0, 1, . . . , n− 1
then the vertex weights of P (n,m) are
wtα(yi) =
21n+ 5
2
+ i
and
wtα(xi) =
23n+ 5
2
+ i
for i = 0, 1, . . . , n− 1.
Thus, the total labeling α is super
(
21n+5
2
, 1
)
-VAT. ¤
As mentioned earlier, for m = 1, the generalised Petersen graph P (n, 1) is also
known as a prism. According to Theorem 3.1.3 by Bacˇa and Holla¨nder [8], a prism
Dn has (a, d)-VAE labeling for
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(i) d = 2 when n odd, n ≥ 3;
(ii) d = 1 when n even, n ≥ 4.
Figure 3.9: A super (55, 1)-VAT labeling of the Petersen graph P (5, 2).
Since Dn is a 3-regular graph, then combining Theorems 3.1.3 and 3.5.1, we obtain
the following result for Dn.
¨ Corollary 3.6.6 Let Dn be a prism.
(i) For n odd, n ≥ 3, every prism Dn has a super (a, 1)-VAT and a super (a′, 3)-
VAT labeling,
(ii) For n even, n ≥ 4, every prism Dn has a super (a, 0)-VAT and a super (a′, 2)-
VAT labeling.
We summarise the results in the following.
¨ Theorem 3.6.10 A prism graph P (n, 1), n ≥ 3, has a super (a, d)-VAT labeling
for d ∈ {0, 1, 2, 3}.
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Figure 3.10: A super (34, 4)-VAT labeling for prism D4.
Figure 3.10 shows an example of a super (34, 4)-VAT labeling for prismD4 = P (4, 1).
In the next section, we introduce consecutive vertex magic total (CVMT) labeling
and present properties of such a labeling.
3.7 Consecutive vertex magic total labeling
In this section, we introduce the notions of a vertex consecutive vertex magic total
labeling and an edge consecutive vertex magic total labeling. We explore some
properties of these labelings.
Recall that a labeling α is called a vertex magic total (VMT) labeling if the value
of the vertex weights of all the vertices in G is equal to a constant k.
If α(V ) = {a+ 1, a+ 2, . . . , a+ n}, 0 ≤ a ≤ e, then we call the VMT labeling α an
a-vertex consecutive vertex magic total (a-VCVMT) labeling. If α(E) = {b + 1, b +
2, . . . , b + e}, 0 ≤ b ≤ n, then we call the labeling α a b-edge consecutive vertex
magic total (b-ECVMT) labeling. A SVMT labeling is a special case of consecutive
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vertex magic labelings. In fact, a SVMT labeling is a 0-VCVMT labeling and an
n-ECVMT labeling as well.
3.7.1 a-vertex consecutive magic total graphs
Recall from the definitions in Chapter 2 that a CVMT labeling is a VMT labeling
whose vertex labels (respectively, edge labels) are consecutive integers.
Let G be an a-VCVMT graph and λ be an a-VCVMT labeling of G. If V =
{v1, v2, . . . , vn} then λ(vi) ∈ {a+1, a+2, . . . , a+n}, with 0 ≤ a ≤ e; and the magic
constant k = wtλ(vi) = λ(vi) +
∑
vj∈N(vi) λ(vivj). Figure 3.11 gives an example of
an a-VCVMT graph for the case a = n = 5 with a magic constant k = 40.
Figure 3.11: 5-VCVMT labeling of a complete graph K5.
Balbuena et al. [16] studied the properties of VCVMT labeling. Since λ is an
a-vertex consecutive magic total labeling, then the magic property implies that
nh = (a+1+ a+2+ . . .+ a+ n) + 2
(
1+ 2+ . . .+ a+ (a+ n+1)+ . . .+ (n+ e)
)
.
This means that nh = (n+ e)(n+ e+ 1)− n(n+ 1)/2− na, which gives
k = 2e+
e(e+ 1)
n
+
n+ 1
2
− a. (3.7.1)
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From (3.7.1) the following result is immediate.
¨ Lemma 3.7.1 Let G be an a-VCVMT graph with n vertices and e edges. If n is
odd then n divides e(e+ 1). If n is even then n divides 2e(e+ 1).
v v v
v
1 2
4
6
5 3
Figure 3.12: Example of a 2-VCVMT graph with one isolated vertex.
In Theorem 2.1 of [16], a 0-VCVMT graph was shown to have a minimum degree at
least two. Hence tree does not have a 0-VCVMT labeling. The following theorem
shows that a tree can have an a-VCVMT if the number of vertices is odd.
Theorem 3.7.1 [16] If a tree of order n is an a-VCVMT graph then n is odd and
a = n− 1.
Figure 3.13 shows a path of three vertices that is a 2-VCVMT graph and a path of
5 vertices that is a 4-VCVMT graph. These are two particular examples of a result
contained in [109] in which the following n-VCVMT labeling is provided for a path
Pn = {v1, v2, . . . , vn} on n vertices, for n odd:
f(v1) = 2n− 1;
f(vi) = n− 2 + i, 2 ≤ i ≤ n;
f(vivi+1) = (n− i)/2 if i ∈ {1, 3, . . . , n};
f(vivi+1) = n− i/2 if i ∈ {2, 4, . . . , n− 1}.
Theorem 3.7.2 [16] Let G be an a-VCVMT graph with n vertices n and e = n
edges. Then n must be odd anf if G has minimum degree one, then a = (n + 1)/2
or a = n.
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v v v v v v v v1 2 2 4 1 3
5 3 4 9 5 6 7 8
Figure 3.13: Labeling of paths P3 and P5.
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Figure 3.14: Two 5-VCVMT graphs with e = n = 9 and minimum degree one.
Figure 3.14 shows particular examples of (n+ 1)/2-VCVMT graphs with e = n.
Next, we study families of regular graphs. The only 2-regular graphs are cycles
or disjoint unions of cycles. We will prove that there are no 2-regular a-VCVMT
graphs if either n is even, or n is odd and a /∈ {0, n}. To prove this, we will need to
recall the concept of a dual labeling. Given the VCVMT labeling λ for a graph G,
its dual labeling λ′ is defined as
λ′(v) = n+ e+ 1− λ(v) for all v ∈ V ;
λ′(uv) = n+ e+ 1− λ(uv) for all uv ∈ E.
It is known [75] that the dual of a VMT labeling for a graph G is VMT if and only
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if G is regular. Additionally, we give the following observation.
Observation 3.7.1 [16] The dual of an a-VCVMT labeling of a regular graph is an
a′-VCVMT labeling with a′ = e− a.
The following theorem concerns 2-regular graphs which are a-VCVMT graphs.
Theorem 3.7.3 [16] If a 2-regular graph is a-VCVMT then n is odd and a ∈ {0, n}.
Corollary 3.7.1 [16] Let G be a cycle or a disjoint union of cycles. Then G is not
a-VCVMT graph if 1 ≤ a ≤ n− 1.
In Theorem 2.2 of [16], there is given an explicit 0-VCVMT labeling for the disjoint
union of r cycles of length s, denoted by rCs, r and s being odd. Clearly, the dual of
that labeling is n-vertex consecutive. Swaminathan and Jeyanthi showed that the
disjoint union of r cycles of length s, rCs, is an n-VCVMT graph if and only if both
r and s are odd [109].
Theorem 3.7.4 [16] If an r-regular graph G of order n has an a-VCVMT labeling
then n and r must have opposite parities.
As a consequence of the previous theorem, it follows that a complete bipartite graph
Kp,p is not an a-VCVMT, if p is even.
¨ Corollary 3.7.2 A complete bipartite graph Kp,p is not an a-VCVMT if p is
even.
Note that from (3.7.1) a complete bipartite graph Kp,p with p odd does not have an
a-VCVMT labeling.
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3.7.2 b-edge consecutive vertex magic total graphs
Let us consider an integer b ∈ {0, 1, . . . , n} and let G be a b-ECVMT graph. Then
there is a b-ECVMT total labeling γ of G such that, if E = {e1, e2, . . . , en} then
γ(ei) ∈ {b + 1, b + 2, . . . , b + e}, with b ≤ n. Note that every 0-ECVMT graph is
an e-VCVMT graph, and every n-ECVMT graph is a 0-VCVMT one. The magic
property implies that
nk =
b∑
i=1
i+
n∑
j=b+1
(e+ j) + 2
e∑
k=1
(b+ k) =
(n+ e)(n+ e+ 1)
2
+ be+
e(e+ 1)
2
,
or, equivalently,
k =
n(n+ 1) + 2ne+ e(e+ 1)
2n
+
2be+ e(e+ 1)
2n
.
As a consequence,
k =
n+ 1
2
+ e+
e(e+ b+ 1)
n
. (3.7.2)
Since k must be an integer, the following lemma is clear from Equation (3.7.2).
¨ Lemma 3.7.2 If G is a b-ECVMT graph of order n and size e then
(i) if n is odd then n divides e(e+ b+ 1);
(ii) if n is even then n divides 2e(e+ b+ 1).
Figure 3.15 shows an example of a 2-ECVMT graph for n = 4 with e = 3.
v v v v4 5 3
6 1 2 7
Figure 3.15: A 2-ECVMT labeling of path P4.
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As mentioned in the preceding section, every 0-ECVMT graph was proved to have
minimum degree two in [16], which is equivalent to saying that every n-ECVMT
graph has minimum degree two. The next two theorems use this fact. Theorem
3.7.5 shows that b-ECVMT odd trees exist for b = 0, and b-ECVMT even trees exist
if b = n/2. Figure 3.15 illustrates a tree of this kind.
¨ Theorem 3.7.5 If a tree with odd order n has a b-ECVMT labeling then b = 0.
If a tree with even order has a b-ECVMT labeling then b = n/2.
Proof. Notice that we can assume that b ≤ n− 1 because an n-ECVMT graph has
minimum degree two. A tree satisfies e = n− 1. Subtituting e = n− 1 to Equation
3.7.2, we obtain
k =
n+ 1
2
+ 2n− 2 + b− b
n
.
If n is odd then n divides b, that is, b = αn for some positive integer α ≥ 1. This
means that a tree with odd order does not have a b-ECVMT labeling for 0 < b < n.
If n is even then n divides 2b. Thus 2b = βn, for some positive integer β ≥ 1. We
know that b < n, which implies that 2n > βn. Then β = 1, which gives b = n/2
and the theorem holds. ¤
Note that if G is a b-ECVMT graph of order n and size e, such that e = n, then
n must be odd because k must be an integer. A sun is a cycle that has a pendant
vertex adjacent to every vertex of the cycle. Since the number of vertices n of a sun
is always even and a sun has size e = n, we can write the following corollary.
¨ Corollary 3.7.3 A graph of even order n and size e, such that e = n, cannot
have a b-ECVMT labeling. Hence a sun graph is not a b-ECVMT graph.
Moreover, we will show that there is no 2-regular b-ECVMT graph if either n is even
or b /∈ {0, n}. To do this, we will use the dual labeling λ′ of λ. Noticing that if
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λ(E) = {b+ 1, . . . , b+ e} then λ(E ′) = {n− b+ 1, . . . , n− b+ e}, we can make the
following observation.
¨ Observation 3.7.2 The dual of a b-ECVMT labeling for a regular graph is a
b′-ECVMT labeling, with b′ = n− b.
¨ Theorem 3.7.6 If a 2-regular graph is b-ECVMT then n is odd and b ∈ {0, n}.
Proof. Since the graph is 2-regular, it follows that e = n. Hence k = (5n+3)/2+ b
and n must be odd because k is an integer. Suppose that 1 ≤ b ≤ n − 1. Then
we can consider a vertex v with label 2n. Since the graph is 2-regular, we have
k = wt(v) ≥ 2n + (b + 1) + (b + 2). Therefore, k = (5n + 3)/2 + b ≥ 2n + 2b + 3,
which gives b ≤ (n− 3)/2.
Thus, we have shown that if a 2-regular graph G possesses a b-ECVMT labelling
then b ≤ (n− 3)/2. By Observation 3.7.2, G is also (n− b)-ECVMT, which implies
that n− b ≤ (n− 3)/2. This gives b ≥ (n+ 3)/2, which is a contradiction. ¤
Hence, taking into account Theorem 3.7.6, the following corollary is obvious.
¨ Corollary 3.7.4 The cycles or a disjoint union of cycles are not b-ECVMT if
1 ≤ b ≤ n− 1.
If a r-regular graph has a b-ECVMT labeling then the following theorem gives a
relationship between the order and the degree.
¨ Theorem 3.7.7 If an r-regular graph G of order n has a b-ECVMT labeling then
n and r must have opposite parities.
Proof. Since G is an r-regular graph then e = rn/2. Then we have
k =
n+ 1
2
+
r
4
(n(2 + r) + 2b+ 2).
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Hence it is clear that, if r is even then n must be odd; and, if r is odd then n must
be even. ¤
As a consequence of this result, we can conclude that a complete bipartite graph
Kp,p, where p is even, is not b-ECVMT because the order 2p and the degree p have
the same parity.
¨ Corollary 3.7.5 A complete bipartite graph Kp,p is not b-ECVMT if p is even.
We have shown some new properties of SVMT labeling, a-VCVMT labeling, b-
VCVMT labeling, SVAT labeling and have given these labelings for particular fam-
ilies of graphs, such as complete graphs and graphs with one vertex of degree one.
We have also shown how we can use VAE labelings to create SVAT labelings for
prisms, Petersen graphs and generalised Petersen graphs.
We have dealt with some interesting results in vertex magic labeling and vertex
antimagic labeling throughout this chapter. Another interesting topic in magic and
antimagic labeling is one that deals with edge valuation. In the next chapter we will
explore properties of edge magic labeling and edge antimagic labeling.
Chapter 4
On (a, d)-edge antimagic total
labeling
4.1 Introduction
While in the previous chapter we investigated properties on (a, d)-VAT labeling, in
this chapter we present new results in SEMT labeling and SEAT labeling, and give
labelings for some particular families of graphs. We also introduce a variation of
EMT that we call “edge consecutive” magic total (ECMT) labeling.
Section 4.2 will explain some new properties of EAV labeling. In Section 4.3, we
present basic properties of some families of graphs that admit SEAT labeling. Rela-
tionships between EAV labeling and SEAT labeling are given in Section 4.4. Using
these relationships, we can obtain further SEAT labelings for other graphs that have
the same weight edge set as the known SEAT graph. We also use this relationship to
generate a bigger SEMT graph that will be presented in Section 4.6. New labeling
schemes of specific families of graphs are given in Section 4.5. We show the labeling
for caterpillars, ladders, triangular ladders, generalised prisms and generalised an-
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tiprisms. In the last section, we explain the new concepts of consecutive edge magic
total labelings and present new results of such labelings.
Before we begin presenting the new results, we give lemmas which will be useful in
the following sections.
¨ Lemma 4.1.1 Let P be a set P = {c, c+1, c+2, . . . , c+ k−3
2
, c+ k−1
2
, c+ k+3
2
, c+
k+5
2
, . . . , c+k+1}, k odd. Then there exists a set of integers R = {r1, r2, r3, . . . , rk+1},
such that the set P+R consists of consecutive integers.
Proof. Suppose that k is odd, k ≥ 1, and consider the setP = {pi| pi = c−1+i, 1 ≤
i ≤ k+1
2
} ∪ {pi| pi = c+ i, k+32 ≤ i ≤ k + 1}.
We will distinguish three cases.
Case 1. k ≡ 1 (mod 6).
For k ≥ 1, we define the set R = {ri| 1 ≤ i ≤ k + 1} as follows.
ri =

k + 1− 2i if i ≡ 1 (mod 3) and 1 ≤ i < k−1
2
k + 1− 2i if i ≡ 2 (mod 3) and 2 ≤ i < k−1
2
k + 4− 2i if i ≡ 0 (mod 3) and 3 ≤ i ≤ k−1
2
ri =
 k + 1 if i = k+12k if i = k+3
2
ri =

2k + 1− 2i if i ≡ 0 (mod 3) and k+5
2
≤ i ≤ k − 1
2k + 1− 2i if i ≡ 1 (mod 3) and k+7
2
≤ i ≤ k
2k + 4− 2i if i ≡ 2 (mod 3) and k+9
2
≤ i ≤ k + 1.
Case 2. k ≡ 3 (mod 6).
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For k ≥ 3, we use the set R = {ri| 1 ≤ i ≤ k + 1}, defined as follows.
ri =
 k if i = 1k + 1 if i = k+1
2
ri =

k + 4− 2i if i ≡ 1 (mod 3) and 4 ≤ i ≤ k−1
2
k + 1− 2i if i ≡ 2 (mod 3) and 2 ≤ i < k−1
2
k + 1− 2i if i ≡ 0 (mod 3) and 3 ≤ i < k−1
2
ri =

2k + 4− 2i if i ≡ 1 (mod 3) and k+5
2
≤ i ≤ k + 1
2k + 1− 2i if i ≡ 2 (mod 3) and k+7
2
≤ i ≤ k − 1
2k + 1− 2i if i ≡ 0 (mod 3) and k+3
2
≤ i ≤ k.
Case 3. k ≡ 5 (mod 6).
For k ≥ 5, we construct the set R = {ri| 1 ≤ i ≤ k + 1} in the following way.
ri =

k if i = 1
k − 2 if i = 2
k + 1 if i = k+1
2
k − 3 if i = k+3
2
k − 1 if i = k+5
2
k − 4 if i = k+7
2
ri =

k + 1− 2i if i ≡ 1 (mod 3) and 4 ≤ i < k−1
2
k + 4− 2i if i ≡ 2 (mod 3) and 5 ≤ i ≤ k−1
2
k + 1− 2i if i ≡ 0 (mod 3) and 3 ≤ i < k−1
2
ri =

2k + 1− 2i if i ≡ 1 (mod 3) and k+9
2
≤ i ≤ k − 1
2k + 1− 2i if i ≡ 2 (mod 3) and k+11
2
≤ i ≤ k
2k + 4− 2i if i ≡ 0 (mod 3) and k+13
2
≤ i ≤ k + 1.
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It is not difficult to check that in every case the set P +R consists of consecutive
integers.¤
4.2 Edge antimagic vertex labeling
In EAV labeling, we give labels only to the vertices of a graph G. However, the
evaluation is done for each edge in G. An EAV graph can be represented by its
adjacency matrix. Some properties of adjacency matrices of EAV graphs will be
presented in Section 4.4., especially in Subsection 4.4.1.
Figure 4.1: (4,1)-EAV labeling of cycle C5.
Suppose that a graph G has an (a, d)-EAV labeling. Let α : V → {1, 2, . . . , n} be
an (a, d)-EAV labeling for G, and let Wα = {wtα(xy) = α(x) + α(y)|xy ∈ E} =
{a, a + d, . . . , a + (e − 1)d} be the set of the edge weights. The minimum possible
value for a is at least 3. The maximum possible value for an edge weight is at most
2n− 1. Consequently,
a+ (e− 1)d ≤ 2n− 1
and
d ≤ 2n− 4
e− 1 .
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Figure 4.1 gives an example of a (4,1)-EAV labeling for C5.
4.3 Super edge antimagic total labeling
In this section, we present a necessary condition for a graph to be super (a, d)-EAT
and we provide an upper bound on the parameter d.
¨ Lemma 4.3.1 If a graph G of order n and size e is a super (a, d)-EAT labeled
graph then
d ≤ 2n+ e− 5
e− 1 .
Proof. Assume that there exists a bijection α : V ∪ E → {1, 2, . . . , n + e} which
is super (a, d)-EAT, and W = {wt(xy) : wt(xy) = α(x) + α(y) + α(xy), xy ∈ E} =
{a, a + d, a + 2d, . . . , a + (e − 1)d} is the set of edge weights. It is easy to see that
the minimum possible edge weight in a super (a, d)-EAT labeling is at least n + 4.
Consequently, a ≥ n+ 4. On the other hand, the maximum possible edge weight is
at most 3n+ e− 1.
Thus,
a+ (e− 1)d ≤ 3n+ e− 1
and
d ≤ 2n+ e− 5
e− 1 . ¤
Figure 4.2 gives examples of a super (a, 2)-EAT labeling and a super (a, 0)-EAT
labeling for cycle C5. Cycles Cn with even number of vertices cannot admit super
(a, 0)-EAT or super (a, 2)-EAT labeling, see (4.5.4). Figure 4.3 gives examples of
super (a, 1)-EAT labelings for Cn, one example for n odd and one example for n even.
The complete result for super (a, d)-EAT labeling for Cn is presented in Section 4.6
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Figure 4.2: Examples of SEAT labelings of cycle Cn, n odd.
4.4 Relationship between edge antimagic vertex
and super edge antimagic total labelings
Bacˇa et al. in [10] proved the following relationship between EAV labeling and super
EAT labeling.
Theorem 4.4.1 [10] If G has a (a, d)-EAV labeling then
(i) G has a (a+ n+ 1, d+ 1)-EAT labeling, and
(ii) G has a (a+ n+ e, d− 1)-EAT labeling.
Proof. Let f be an (a, d)-EAV labeling of graph G. Let ei be the edge having the
edge weight a+ id, i = 0, 1, 2, . . . , e− 1. Next, define the total labelings f1 and f2:
f1(x) = f2(x) = f(x) for x ∈ V
f1(ei) = n+ i+ 1 for i = 0, 1, . . . , e− 1
f2(ei) = n+ e− i for i = 0, 1, . . . , e− 1.
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Under the total labeling f1 (respectively, f2), the set of edge weights in G is equal
to
{wt(ei) + f1(ei) : 0 ≤ i ≤ e− 1} = {a+ n+ 1 + (d+ 1)i : 0 ≤ i ≤ e− 1}
(resp. {wt(ei) + f2(ei) : 0 ≤ i ≤ e− 1} = {a+ n+ e+ (d− 1)i : 0 ≤ i ≤ e− 1})
and we arrive at the desired result. ¤
Figure 4.3: SEAT labelings of cycles Cn for d = 1.
We turn our attention to the adjacency matrix of an EAV graph. Using this matrix,
we can find more relationships between an EAV graph and a SEAT graph.
4.4.1 Adjacency matrix
Let G(n, e) be a graph. Let V = {x1, x2, . . . , xn} be the set of vertices in G with
the labels {1, 2, . . . , n}. A symmetric matrix A = (aij), i, j = 1, . . . , n is called an
adjacency matrix of G if
aij =
 1 if there is an edge between xi and xj0 if there is no edge between xi and xj.
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If G is an EAV graph then the rows and columns of A can be labeled as 1,2,. . . ,n.
A is symmetric and every skew-diagonal (diagonal of A which is traversed in the
“northeast” direction) line of matrix A has at most two “1” elements, since A is
symmetric and every entry represents the sum of two vertex labels uniquely. The
set {f(x) + f(y) : x, y ∈ V }, that is, the set of entries in a skew-diagonal lines,
generates a sequence of integers of difference d. If d = 1 then the non-zero off
diagonal lines form a band of consecutive integers. If d = 2 then the non-zero
skew-diagonal lines form a band of difference 2 but with a zero skew-diagonal line
in between. Note that Hegde [54] used a similar concept to construct all possible
strongly indexable graphs (that is, (a, 1)-EAV graphs in our terminology) on a given
number of points.
A maximal EAV graph is a graph that has an EAV labeling and that has the maxi-
mum possible number of edges. If G has a maximal (a, d)-EAV labeling then a = 3.
By checking the number of edges that can be possible in an adjacency matrix of an
EAV graph, we obtain the following observation.
¨ Observation 4.4.1 The number of edges of a maximal d-EAV graph is dn−1
d
e+
dn−2
d
e.
Let A = (aij) be an adjacency matrix of a maximal 1-EAV graph G. We can easily
see that a = 3 and |{a1j : a1j 6= 0, j = 1, . . . , n}| = n − 1 and |{ai1 : ai1 6= 0, i =
1, . . . , n}| = n − 1. Note that ann is counted twice. Thus, the maximum width of
the (e, 1)-band is 2n − 3. Figure 4.4 gives an example of adjacency matrices of a
non-maximal and a maximal EAV graph with n = 5.
Considering the adjacency matrix of an EAV graph G of order n, we can see that if
we move the element “1” along the skew-diagonal line, we can obtain another graph
that also has an EAV labeling with the same d and the same edge weight set. This
process can be repeated several times. Thus, if we have a non-maximal (respectively,
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Figure 4.4: Examples of adjacency matrices of non-maximal and maximal EAV
graphs with d = 1.
maximal) graph G then we can obtain another non-maximal (respectively, maximal)
graph G∗. If the graph G∗ is obtained by the technique of moving the “1” element,
then we say that G and G∗ are EAV-equivalent. Figure 4.5 shows an example of
generating a new maximal 1-EAV graph from an old one. Graph G∗ is obtained
from graph G by moving the element “1” from position (1,4) to position (2,3) in the
same skew-diagonal line.
Figure 4.6 gives all the possible maximal-EAV graphs with 5 vertices.
Graph G∗ is obtained from graph G by moving the element “1” from the position
(1,4) to the position (2,3) in the same skew-diagonal line. By using this technique
several times, we can get new graphs that have the same super d-EAV labelings and
also the same edge weight sets as G.
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Figure 4.5: Generation of a new EAV graph.
4.4.2 EAV graph and SEAT labeling
According to Theorem 4.4.1, if we have an (a, d)-EAV labeling for a graph G then
we can add labels {n+ 1, n+ 2, . . . , n+ e} to the edges of G in such a way that we
obtain a super (a+ |V |+1, d+1)-EAT labeling and a super (a+ |V |+ |E|, d−1)-EAT
labeling of G.
Enomoto et al. [35] proved that any SEMT graph with e > 1 satisfies e ≤ 2n − 3.
By Observation 4.4.1, for the case d = 1, we also obtain the same result.
Suppose that we have an (a, 1)-EAV graph G, and G has an odd number of edges.
Then we have the following theorem.
¨ Theorem 4.4.2 Let G be a (a, 1)-EAV graph. If e = |E| is odd then G has a
super (a, 1)-EAT labeling.
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Proof. Let G be a graph with (a, 1)-EAV labeling, e odd. Let V = {x1, . . . , xn}
and f : V → {1, 2, . . . , n}, then the edge weights set is {a, a+1, a+2, . . . , a+e−1}.
Using Lemma 3.3.1, we can extend the labeling function by adding labels to the
edges of G to obtain total labeling. It follows that the edge weights set under the
total labeling forms the sequence a+n+ e+1
2
, a+n+ e+1
2
+1, . . . , a+n+ 3e−1
2
. This
means that G has a super (a, 1)-EAT labeling. ¤
Figure 4.6: Maximal EAV graphs on 5 vertices which are EAV-equivalent with a
graph G in Fig. 4.5.
4.5 Super edge antimagic total labeling for spe-
cific families of graphs
In this section, we present characterisations of graphs on the basis of whether or
not they admit SEAT labeling, and we show how to construct a SEAT labeling
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for particular families of graphs. Figure 4.7 gives an overview of SEAT results for
several families of graphs.
In the next subsections, we study super (a, d)-EAT properties of ladders, generalized
prisms and antiprisms, and caterpillars.
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Figure 4.7: An overview of super EAT labeling.
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4.5.1 Ladders
Let Ln ' Pn × P2 be a ladder with V (Ln) = {ui, vi : 1 ≤ i ≤ n} and E(Ln) =
{uiui+1, vivi+1 : 1 ≤ i ≤ n− 1} ∪ {uivi : 1 ≤ i ≤ n}.
From Lemma 4.1.1, it follows that if a ladder Ln, n ≥ 2, is super (a, d)-EAV, then
the parameter d ≤ 7
3
.
Figure 4.8: Super (a, d)-EAT labeling for ladder L5, d ∈ {0, 1, 2}.
¨ Theorem 4.5.1 The ladder Ln ' Pn × P2 is super (a, d)-EAV if n is odd and
d ∈ {0, 1, 2}.
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Proof. Figueroa-Centeno et al. ([39], Theorem 10) stated that the ladder Ln is
a SEMT graph (super (a, 0)-EAT graph), where n is odd and the magic constant
a = 11n+1
2
. Then clearly, there exists a
(
n+5
2
, 1
)
-EAV labeling with the set of edge
weights {n+5
2
, n+7
2
, n+9
2
, . . . , 7n−3
2
, 7n−1
2
}. From Theorem 4.4.2, it follows that Ln has
a super a (a, 2)-EAT labeling, where a =
(
5n+7
2
)
.
Let a set A = {c, c + 1, c + 2, . . . , c + k} be the set of edge weights of (n+5
2
, 1
)
-
EAV labeling for c = n+5
2
and k = 3n − 3. In light of Lemma 3.3.1, there exists
a permutation Π(A) of the elements of A such that A + [Π(A)− c+ 2n+ 1] ={
c+ 7n−1
2
, c+ 7n−1
2
+ 1, . . . , c+ 13n−9
2
, c+ 13n−7
2
}
. If [Π(A)− c+ 2n+ 1] is an edge
labeling of Ln then A + [Π(A)− c+ 2n+ 1] gives the set of the edge weights of
Ln, which implies that the total labeling is super (a, 1)-EAT labeling, where a =(
c+ 7n−1
2
)
. ¤
Figure 4.8 shows super (a, d)-EAT labeling for ladder L5, d ∈ {0, 1, 2}.
¨ Theorem 4.5.2 The ladder Ln ' Pn × P2 is super (a, 1)-EAT if n is even.
Proof. Consider the following bijection
α : V (Ln) ∪ E(Ln)→ {1, 2, . . . , 2n, 2n+ 1, . . . , 5n− 2},
where

α(ui) = i if 1 ≤ i ≤ n
α(vi) = 2n+ 1− i if 1 ≤ i ≤ n
α(uiui+1) = 4n− i if 1 ≤ i ≤ n− 1
α(vivi+1) = 2n+ i if 1 ≤ i ≤ n− 1
α(uivi) = 4n− 1 + i if 1 ≤ i ≤ n− 1
α(unvn) = 3n.
We conclude that the total labeling α extends to a super (4n+ 2, 1)-EAT. ¤
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Figure 4.9 gives examples of super (a, d)-EAT labelings of L6 for d = 1.
Figure 4.9: Super (a, 1)-EAT labeling for ladder L6.
Figure 4.10: Super (a, d)-EAT labeling for triangular ladder Ln, d ∈ {0, 1, 2}.
It is easily verified that L2 is not super (a, 0)-EAT. Figueroa-Centeno et al. [39]
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have found super (a, 0)-EAT labelings for n = 4 and n = 6. They suspect that a
super (a, 0)-EAT labeling might be found for larger even values of n.
Thus, the following conjecture might be true.
Conjecture 4.5.1 The ladder Ln ' Pn × P2 is super (a, d)-EAT if n is even and
d ∈ {0, 2}.
A triangular ladder Ln, n ≥ 2, is a graph obtained by completing the ladder Ln '
Pn × P2 by edges uivi+1 for 1 ≤ i ≤ n− 1.
¨ Lemma 4.5.1 The triangular ladder Ln, n ≥ 2, has a (a, 1)-EAV labeling.
Proof. Construct the bijection α : V (Ln)→ {1, 2, . . . , 2n} as follows. α(ui) = 2i if 1 ≤ i ≤ nα(vi) = 2i− 1 if 1 ≤ i ≤ n
We can see that the vertex labeling α is (3, 1)-EAV. ¤
¨ Theorem 4.5.3 The triangular ladder Ln, n ≥ 2, has a super (a, d)-EAT labeling
if and only if d ∈ {0, 1, 2}.
Proof. If the triangular ladder Ln, n ≥ 2 is super (a, d)-EAT then, in light of
Lemma 4.1.1, the parameter d ≤ 2.
It was stated, in Lemma 4.5.1 that Ln, n ≥ 2, has a (3, 1)-EAV labeling. Thus, a
super (a, 0)-EAT labeling and a super (a, 2)-EAT labeling are obtained as immediate
consequences of Theorem 4.4.1.
Now, consider the vertex labeling α from Lemma 4.5.1. The set of edge weights
under the labeling α gives the set A = {c, c+1, c+2, . . . , c+k} for c = 3 and k = 4n−
4. From Lemma 3.3.1, it follows that there exists a permutation Π(A) of the elements
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of A such that A+[Π(A)− c+ 2n+ 1]= {c+4n−1, c+4n, . . . , c+8n−6, c+8n−5}.
If [Π(A)− c+ 2n+ 1] is the edge labeling of Ln. Then A + [Π(A)− c+ 2n+ 1]
gives the set of edge weights of Ln, which means that the total labeling is super
(c+ 4n− 1, 1)-EAT. ¤
4.5.2 Cycles
Kotzig and Rosa [60] showed that the cycles Cn, n > 3, are EMT graphs with magic
constant 3n + 1 (for n odd), 5n
2
+ 2 (for n ≡ 2 (mod 4)) and 3n (for n ≡ 0 (mod
4). An EMT labeling for Cn with magic constant
5n+3
2
(for n odd) and 5n
2
+ 2 (for
n even) was provided by Godbold and Slater in [45].
Let Cn be a cycle with V (Cn) = {vi : 1 ≤ i ≤ n} and E(Cn) = {vivi+1 : 1 ≤ i ≤
n− 1} ∪ {vnv1}.
¨ Proposition 4.5.1 If Cn, n ≥ 3, is super (a, d)-EAT then d < 3.
¨ Theorem 4.5.4 Let Cn, n ≥ 3, be a super (a, d)-EAT graph.
(i) If n is even then d = 1 and a = 2n+ 2.
(ii) If n is odd then either
– d = 0 and a = 5n+3
2
, or
– d = 1 and a = 2n+ 2, or
– d = 2 and a = 3n+5
2
.
Proof. Suppose that a bijection α : V (Cn) ∪ E(Cn) → {1, 2, . . . , 2n} is a super
(a, d)-EAT labeling and W = {wt(e) : e ∈ E(Cn)} = {a, a + d, . . . , a + (n − 1)d}
is the set of weights. The sum of all vertex labels and edge labels used to calculate
the edge weights is equal to
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2
∑
v∈V (Cn)
α(v) +
∑
e∈E(Cn)
α(e) =
(5n+ 3)n
2
. (4.5.1)
The sum of the edge weights in W is∑
e∈E(Cn)
wt(e) = na+
(n− 1)n
2
d. (4.5.2)
Combining Equations (4.5.1) and (4.5.2) gives
a =
1
2
(5n+ 3− (n− 1)d). (4.5.3)
Since d < 3 (by Proposition 4.5.1) then, from Equation 4.5.3, it follows that.
(i) If d = 0 then a = 5n+3
2
. The parameter a is an integer if and only if n is odd.
(ii) If d = 1 then a = 2n+ 2 for all n.
(iii) If d = 2 then a = 3n+5
2
and n is odd.
¨ Theorem 4.5.5 Every odd cycle Cn, n ≥ 3, has a super (a, 1)-EAT labeling and
a super (a, 2)-EAT labeling.
Proof. Let Cn be a cycle with V (Cn) = {vi : 1 ≤ i ≤ n} and E(Cn) = {vivi+1 :
1 ≤ i ≤ n− 1}∪ {vnv1}. Define a total labeling α : V (Cn)∪E(Cn)→ {1, 2, . . . , 2n}
with α(V (Cn)) = {1, 2, . . . , n} as follows.
α(vi) =
 i+12 if i is odd, 1 ≤ i ≤ nn+i+1
2
if i is even, 2 ≤ i ≤ n− 1.
α(vivi+1) = n+ 1 + i for 1 ≤ i ≤ n− 1.
α(vnv1) = n+ 1.
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Under the total labeling α, the edge weights of all edges of Cn constitute an arith-
metic sequence 3n+5
2
, 3n+9
2
, . . . , 7n+1
2
. Thus, Cn has a super (a, 2)-EAT labeling.
Define a new labeling β : V (Cn) ∪ E(Cn) → {1, 2, . . . , 2n} with β(V (Cn)) =
{1, 2, . . . , n} as follows.
β(vi) = α(vi) for i = 1, 2, . . . , n.
β(vivi+1) =
 2n+ 1−i2 if i is odd, 1 ≤ i ≤ n− 23n+1−i
2
if i is even, 2 ≤ i ≤ n− 1.
β(vnv1) =
3n+ 1
2
.
We can check that the set of edge weights consists of the consecutive integers 2n+
2, 2n+ 3, . . . , 3n+ 1. Thus, Cn has a super (a, 1)-EAT labeling. ¤
¨ Theorem 4.5.6 Every even cycle Cn, n ≥ 4, has a super (a, 1)-EAT labeling.
Proof. Let Cn be a cycle with V (Cn) = {vi : 1 ≤ i ≤ n} and E(Cn) = {vivi+1 :
1 ≤ i ≤ n− 1}∪ {vnv1}. Define a total labeling α : V (Cn)∪E(Cn)→ {1, 2, . . . , 2n}
with α(V (Cn)) = {1, 2, . . . , n} as follows.
α(vi) = i for 1 ≤ i ≤ n.
α(vivi+1) = 2n+ 1− i for 1 ≤ i ≤ n− 1.
α(vnv1) = n+ 1.
Under the total labeling α, the edge weights of all the edges of Cn constitute an
arithmetic sequence 2n + 2, 2n + 3, . . . , 3n + 1. Thus, Cn has a super (a, 1)-EAT
labeling. ¤
The results on cycles can be summarised as follows.
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¨ Theorem 4.5.7 Cycle Cn has a super (a, d)-EAT labeling if and only if
(i) d ∈ {0, 2} for n odd, n ≥ 3,
(ii) d = 1 for all n ≥ 3.
4.5.3 Generalised Petersen graphs
Let n and m be positive integers, n ≥ 3 and 1 ≤ m < n
2
. Recall that generalised
Petersen graph P (n,m) is a graph that consists of an outer-cycle y0, y1, y2, . . . , yn−1,
a set of n spokes yixi, 0 ≤ i ≤ n− 1, and n edges xixi+m, 0 ≤ i ≤ n− 1, where all
subscripts are taken modulo n. The standard Petersen graph is the instance P (5, 2).
¨ Proposition 4.5.2 If a generalised Petersen graph P (n,m), n ≥ 3, 1 ≤ m ≤
b (n−1)
2
c, is super (a, d)-EAT then d < 3.
Figueroa-Centeno et al. [39] and Fukuchi [42] constructed an (a, 1)-EAV labeling
for the generalised Petersen graphs P (n, 1) and P (n, 2). Ngurah and Baskoro [88]
completed Figueroa-Centeno et al. result and proved that every generalised Petersen
graph P (n,m), n ≥ 3, 1 ≤ m ≤ n
2
, has a super (4n+2, 1)-EAT labeling. Combining
these two results and Theorem 4.4.1, we obtain the following result.
¨ Theorem 4.5.8 Every generalised Petersen graph P (n,m), n odd, n ≥ 3, 1 ≤
m ≤ 2, has a super (11n+3
2
, 0)-EAT labeling and a super (5n+5
2
, 2)-EAT labeling.
Proof. Figueroa-Centeno et al. [39] showed that the generalised prism Cn×Pk is a
SEMT graph if n is odd and k ≥ 2. The generalised prism Cn × P2 is a generalised
Petersen graph P (n, 1).
Fukuchi [42] proved a (n+3
2
, 1)-EAV labeling for a generalised Petersen graph P (n, 2)
if n is odd, n ≥ 3, and they proved that P (n, 2) is a SEM graph.
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Combining these two results with Theorem 4.4.1 for P (n, 1) and P (n, 2), we conclude
that both graphs P (n, 1) and P (n, 2) have a super (n+3
2
+ 2n + 1, 2)-EAT labeling
and a super (n+3
2
+ 5n, 0)-EAT labeling. ¤
¨ Theorem 4.5.9 For n odd, n ≥ 3, every generalised Petersen graph P (n, n−1
2
)
has a super (11n+3
2
, 0)-EAT labeling and a super (5n+5
2
, 2)-EAT labeling.
Proof. Define the total labeling for a generalised Petersen graph P (n,m) in the
following way.
α(yi) =
 2n+1−i2 if i is odd, 1 ≤ i ≤ nn+1−i
2
if i is even, 1 ≤ i ≤ n− 1.
α(xi) = n+ 1 + i for 1 ≤ i ≤ n.
Denote the edge weights of edges yiyi+1, yixi and xixi+n−1
2
, under the vertex labeling
α, by
wt(yiyi+1) = α(yi) + α(yi+1),
wt(yixi) = α(yi) + α(xi),
wt(xixi+n−1
2
) = α(xi) + α(xi+n−1
2
),
for a ≤ i ≤ n, with indices taken modulo n.
Under the EAV labeling α, the edge weights of all edges of P (n, n−1
2
) constitute the
sets
W1 = {wt(yiyi+1) : 0 ≤ i ≤ n− 1} = {n+12 + 1, n+12 + 2, . . . , 3n+12 },
W2 = {wt(yixi) : 0 ≤ i ≤ n− 1} = {3n+12 + 1, 3n+12 + 2, . . . , 5n+12 },
W3 = {wt(xixi+n−1
2
) : 0 ≤ i ≤ n− 1} = {5n+1
2
+ 1, 5n+1
2
+ 2, . . . , 7n+1
2
}.
The set
⋃3
t=1Wt consists of consecutive integers. Thus, P (n,m) has a super (
n+3
2
, 1)-
EAV labeling. Combining this result with Theorem 4.4.1, it is easy to see that
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P (n, n−1
2
) has a super (11n+3
2
, 0)-EAT labeling and a super (5n+5
2
, 2)-EAT labeling.
¤
Figure 4.11: Super (a, d)-EAT labeling for Petersen graph P (n, 2), d ∈ {0, 2}.
4.5.4 Generalised prisms
The generalised prism can be defined as the cartesian product Cm×Pn of a cycle on
m vertices with a path on n vertices. Let V (Cm × Pn) = {vi,j : 1 ≤ i ≤ m and 1 ≤
j ≤ n} be the vertex set and E(Cm × Pn) = {vi,jvi+1,j : 1 ≤ i ≤ m and 1 ≤ j ≤
n} ∪ {vi,jvi,j+1 : 1 ≤ i ≤ m and 1 ≤ j ≤ n − 1} be the edge set, where i is taken
modulo m.
This section starts by providing an upper bound on the difference d for super (a, d)-
edge antimagicness of Cm × Pn.
If a generalised prism Cm × Pn, of order v = mn and size e = m(2n − 1), m ≥ 3,
n ≥ 2, is super (a, d)-EAT then, utilising Lemma 4.1.1, we obtain
d ≤ 2n+ e− 5
e− 1 = 2 +
m− 3
2mn−m− 1 .
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Since 2m(n − 1) + 2 > 0, for m ≥ 3 and n ≥ 2, it follows that m−3
2mn−m−1 < 1 and
thus d < 3.
¨ Lemma 4.5.2 The generalised prism Cm × Pn has a (a, 1)-EAV labeling if m is
odd, m ≥ 3 and n ≥ 2.
Proof. Define vertex labeling α : V (Cm × Pn) → {1, 2, . . . ,mn} in the following
way.
α(vi,j) =

m(2j−2)+i
2
if 2 ≤ i ≤ m is even and 2 ≤ j ≤ n is even
m(2j−1)+i
2
if 1 ≤ i ≤ m is odd and 2 ≤ j ≤ n is even
(2j−2)+i+1
2
if 1 ≤ i ≤ m is odd and 1 ≤ j ≤ n is odd
m(2j−1)+i+1
2
if 2 ≤ i ≤ m is even and 1 ≤ j ≤ n is odd
By direct computation, we obtain the set of edge weights as the arithmetic sequence
{wt(uv) : wt(uv) = α(u) + α(v), uv ∈ E(Cm × Pn)} = {m+32 , m+32 + 1, m+32 +
2, . . . , m+3
2
+ e− 1} for e = m(2n− 1), and therefore the desired result follows. ¤
With the results of Lemma 4.5.2 in hand, we are ready to prove the following
theorem.
¨ Theorem 4.5.10 If m is odd, m ≥ 3, n ≥ 2 and d ∈ {0, 1, 2}, then the gener-
alised prism Cm × Pn has a super (a, d)-EAT labeling.
Proof. We consider the
(
m+3
2
, 1
)
-EAV labeling α. Let the set A = {c, c + 1, c +
2, . . . , c + k} be the set of edge weights for c = m+3
2
, k = e− 1 and e = m(2n− 1),
under the labeling α. There exists a permutation Π(A) of the elements of A (by
Lemma 4.1.1) such that A+[Π(A)− c+ n+ 1] = {c+ e+1
2
+n, c+ e+1
2
+n+1, . . . , c+
e+1
2
+ n+ e− 2, c+ e+1
2
+ n+ e− 1}.
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If [Π(A)− c+ n+ 1] is the edge labeling of the Cm×Pn then A+[Π(A)− c+ n+ 1]
gives the set of edge weights of Cm × Pn, and therefore we state that Cm × Pn has
a super
(
c+ e+1
2
+ n, 1
)
-EAT labeling.
Utilising Theorem 4.4.2, we can see that Cm×Pn has a super
(
m+3
2
+ n+ e, 0
)
-EAT
labeling and a super
(
m+3
2
+ n+ 1, 2
)
-EAT labeling. ¤
We note here that Figueroa-Centeno et al. [39] have shown that the generalised
prism Cm × Pn is SEMT (super (a, 0)-EAT) if m is odd and n ≥ 2.
The next theorem shows super (a, 1)-edge antimagicness of Cm × Pn for m even.
¨ Theorem 4.5.11 If m is even, m ≥ 4, n ≥ 2, then the generalised prism Cm×Pn
has a super (a, 1)-EAT labeling.
Proof. Consider the bijection
α : V (Cm × Pn) ∪ E(Cm × Pn)→ {1, 2, . . . ,m(3n− 1)},
where
α(vi,j) =

m(j − 1) + i if 1 ≤ i ≤ m and 1 ≤ j ≤ n is odd
mj if i = 1 and 2 ≤ j ≤ n is even
m(j − 1) + i− 1 if 2 ≤ i ≤ m and 2 ≤ j ≤ n is even
α(vi,jvi+1,j) =

m(2n− j + 1)− i if 1 ≤ i ≤ m− 1 and 1 ≤ j ≤ n is odd
m(3n− j) if i = m and 1 ≤ j ≤ n is odd
m(3n− j) if i = 1 and 2 ≤ j ≤ n is even
m(2n− j + 1)− i+ 1 if 2 ≤ i ≤ m and 2 ≤ j ≤ n is even
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α(vi,jvi,j+1) =
 m(2n− j) if i = 1 and 1 ≤ j ≤ n− 1m(3n− j)− i+ 1 if 2 ≤ i ≤ m and 1 ≤ j ≤ n− 1.
We observe that, under the total labeling α, the edge weights of all the edges of
Cm×Pn constitute an arithmetic progression 2mn+2, 2mn+3, 2mn+4, . . . , 2mn+
1 + e and therefore the total labeling α is super (2mn+ 2, 1)-EAT. ¤
The prism Cm × P2, m even and d ∈ {0, 2} is not super (a, d)-EAT, as is shown in
the next lemma.
¨ Lemma 4.5.3 For prism Cm×P2, m even, m ≥ 4, there is no super (a, 0)-EAT
labeling and no super (a, 2)-EAT labeling.
Proof. Suppose, to the contrary, that there exists a super (a, d)-EAT labeling
α : V (Cm × P2) ∪ E(Cm × P2)→ {1, 2, . . . , 2m} ∪ {2m+ 1, 2m+ 2, . . . , 5m}, for m
even, m ≥ 4 and d < 3.
Thus, the sum of all the vertex labels and all the edge labels used to calculate the
edge weights is
3
∑
v∈V (Cm×P2)
α(v)+
∑
e∈E(Cm×P2)
α(e) = 3
2m∑
i=1
i+
3m∑
j=1
(2m+ j) =
3m
2
(11m+3). (4.5.4)
The sum of all the edge weights is
3m∑
j=1
(a+ (j − 1)d) = 3ma+ 3m(3m− 1)
2
d. (4.5.5)
From Equations (4.5.4) and (4.5.5), we have
a =
11m+ 3− d(3m− 1)
2
.
Hence, if m is even and d = 0 or d = 2, this contradicts the fact that a is an integer.
¤
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Applying Theorems 4.5.10 and 4.5.11 and Lemma 4.5.3, to prism Cm×P2, we obtain
the following theorem.
¨ Theorem 4.5.12 The prism Cm×P2 has a super (a, d)-EAT labeling if and only
if either
(i) d ∈ {0, 1, 2} and m is odd, m ≥ 3, or
(ii) d = 1 and m is even, m ≥ 4.
Is there an analogous theorem for the generalised prism Cm×Pn? What can be said
about the remaining cases if m is even and d ∈ {0, 2}? We have an intuitive feeling
that the following conjecture might even be true.
Conjecture 4.5.2 If m is even, m ≥ 4, n ≥ 3 and d ∈ {0, 2}, then the generalised
prism Cm × Pn has a super (a, d)-EAT labeling.
4.5.5 Generalised antiprisms
A generalised antiprism Anm can be obtained by completing the generalised prism
Cm × Pn by edges vi,j+1vi+1,j for 1 ≤ i ≤ m− 1, 1 ≤ j ≤ n− 1 and edges vm,j+1v1,j
for 1 ≤ j ≤ n− 1. Let V (Anm) = V (Cm×Pn) = {vi,j : 1 ≤ i ≤ m and 1 ≤ j ≤ n} be
the vertex set of Anm and E(A
n
m) = E(Cm × Pn) ∪ {vi,j+1vi+1,j : 1 ≤ i ≤ m and 1 ≤
j ≤ n− 1} be the edge set of Anm, where i is taken modulo m.
¨ Theorem 4.5.13 The generalised antiprism Anm, m ≥ 3, n ≥ 2, is super (a, d)-
EAT if and only if d = 1.
Proof. Let Anm, m ≥ 3, n ≥ 2, be super (a, d)-EAT with a super (a, d)-EAT labeling
f : V (Anm) ∪ E(Anm) → {1, 2, . . . v} ∪ {v + 1, v + 2, . . . , v + e}, where v = mn and
e = m(3n− 2). In light of Lemma 4.1.1, it follows that
d ≤ 2v + e− 5
e− 1 = 1 +
2mn− 4
3mn− 2m− 1 .
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If m ≥ 3 and n ≥ 2, then m(n− 2) + 3 > 0 and 2mn−4
3mn−2m−1 < 1. Therefore, d < 2.
Enomoto et al. [35] proved that if a (v, e)-graph is SEMT (super (a, 0)-EAT), then
e ≤ 2v − 3. In our case, for the generalised antiprism Anm we have
m(3n− 2) ≤ 2mn− 3 .
This leads to the inequality m(n− 2) + 3 ≤ 0, which is a contradiction.
In order to complete the proof, we need to show that Anm is super (a, 1)-EAT.
We define the bijection
α : V (Anm) ∪ E(Anm)→ {1, 2, . . .m(4n− 2)}
in the following way.
α(vi,j) = m(j − 1) + i if 1 ≤ i ≤ m and 1 ≤ j ≤ n
α(vi,jvi+1,j) =
 m(2n− j + 1)− i if 1 ≤ i ≤ m− 1 and 1 ≤ j ≤ nm(3n− j) if i = m and 1 ≤ j ≤ n
α(vi,jvi,j+1) = m(4n− j − 1)− i+ 1 if 1 ≤ i ≤ m and 1 ≤ j ≤ n− 1
α(vi,j+1vi+1,j) =
 m(2n− j) if i = m and 1 ≤ j ≤ n− 1m(3n− j)− i if 1 ≤ i ≤ m− 1 and 1 ≤ j ≤ n− 1 .
It is easy to verify that the total labeling α uses each integer from the set α(V (Anm))∪
α(E(Anm)) = {1, 2, . . .mn}∪{mn+1,mn+2, . . . ,m(4n−2)} exactly once. By direct
computation, we obtain that under the total labeling α, the set of edge weights
consists of the consecutive integers 2mn + 2, 2mn + 3, 2mn + 4, . . . , 2mn + 1 + e.
Thus, the labeling α is super (2mn+ 2, 1)-EAT and the theorem is proved. ¤
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4.5.6 Stars and caterpillars
Let x0 denote the central vertex of the star Sn, n ≥ 1, and let xi, 1 ≤ i ≤ n, be its
adjacent vertices.
Our first result provides an upper bound on the parameter d for super (a, d)-edge
antimagicness of stars Sn.
¨ Theorem 4.5.14 If the star Sn, n ≥ 1, is super (a, d)-EAT graph then d ≤ 3.
Proof. Assume that there exists a bijection α : V (Sn)∪E(Sn)→ {1, 2, . . . , 2n+1}
which is super (a, d)-EAT, and W = {wt(uv) : wt(uv) = α(u) + α(v) + α(uv), uv ∈
E(Sn)} = {a, a+ d, a+2d, . . . , a+ (n− 1)d} is the set of edge weights. It is easy to
see that the minimum possible edge weight in a super (a, d)-EAT labeling is at least
n + 5. Consequently, a ≥ n + 5. On the other hand, the maximum edge weight is
no more than 4n+ 2.
Thus,
a+ (n− 1)d ≤ 4n+ 2
and
d ≤ 4n+ 2− n− 5
n− 1 = 3 . ¤
¨ Theorem 4.5.15 Every star Sn, n ≥ 1, has a (a, 1)-EAV labeling.
Proof. Let α: V (Sn) → {1, 2, . . . , n + 1} be a vertex labeling of Sn. The set of
edge weights consists of the consecutive integers a, a+ 1, a+ 2, . . . , a+ n− 1 if and
only if the values of the vertices xi, 1 ≤ i ≤ n, receive consecutive integers. Then,
clearly, the value of the central vertex can be α(x0) = 1 or α(x0) = n + 1, and the
set of the edge weights is either {3, 4, . . . , n+ 2} or {n+ 2, n+ 3, . . . , 2n+ 1}. ¤
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Figure 4.12: Super (10,2)-EAT and SEMT labeling for star S5.
In light of the preceding theorem, the following result follows immediately.
¨ Theorem 4.5.16 The star Sn, n ≥ 1, has a super (a, 0)-EAT labeling and a
super (a, 2)-EAT labeling.
Proof. We consider the (3, 1) or (n + 2, 1)-EAV labeling from Theorem 4.5.15. If
we add the edge labeling with values in the set {n + 2, n + 3, . . . , 2n + 1} then we
obtain
(a) super (2n+ 4, 0) or (3n+ 3, 0)-EAT labeling, or
(b) super (n+ 5, 2) or (2n+ 4, 2)-EAT labeling. ¤
Figure 4.12 shows a super (10,2)-EAT and a SEMT labeling for star S5.
¨ Theorem 4.5.17 The star Sn, n ≥ 1, has a super (a, 1)-EAT labeling.
Proof. If n is odd, we consider the (3, 1) or (n+ 2, 1)-EAV labeling from Theorem
4.5.15, where the set of the edge weights gives the set A = {c, c+1, c+2, . . . , c+k},
for c = 3 or c = n + 2 and k = n − 1. From Lemma 3.3.1, it follows that there
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exists a permutation Π(A) of the elements of A, such that A+ [Π(A)− c+ n+2] =
{c+ 3n+1
2
+ 1, c+ 3n+1
2
+ 2, . . . , c+ 5n+1
2
− 1, c+ 5n+1
2
}.
If [Π(A)−c+n+2] is the edge labeling of Sn then A+[Π(A)−c+n+2] gives the set
of the edge weights of Sn, which implies that the total labeling is super (a, 1)-EAT
for a = c+ 3n+1
2
+ 1, and c = 3 or c = n+ 2.
If n is even, define the vertex labeling α : V (Sn)→ {1, 2, . . . , n+1} in the following
way.
α(x0) =
n
2
+ 1.
We continue by labeling
α(xi) =
 i if 1 ≤ i ≤ n2i+ 1 if n
2
+ 1 ≤ i ≤ n.
Denote the set of the edge weights of all edges in Sn, under vertex labeling α, by
P = {c, c + 1, c + 2, . . . , c + k−3
2
, c + k−1
2
, c + k+3
2
, c + k+5
2
, . . . , c + k + 1}, where
c = n
2
+ 2, k = n− 1.
From Lemma 4.1.1, it follows that there exists a set of the consecutive integers
R = {1, 2, 3, . . . , k + 1}, such that the set P + [R + n + 1] consists of consecutive
integers. If [R+ n+1] is the edge labeling of Sn then P+ [R+ n+1] describes the
set of the edge weights of Sn and we can see that the total labeling of Sn is super
(a, 1)-EAT. ¤
To completely characterize super (a, d)-EAT labeling of Sn, it only remains to con-
sider the case d = 3.
96
Figure 4.13: Super (a, 1)-EAT labelings.
¨ Theorem 4.5.18 For the star Sn, n ≥ 3, there is no super (a, 3)-EAT labeling.
Proof. Assume that Sn, n ≥ 1, is super (a, 3)-EAT with a total labeling α :
V (Sn) ∪ E(Sn)→ {1, 2, . . . , 2n+ 1}. In the computation of the edge weights of Sn,
the label of the centre x0 is used n times, the labels of all the other vertices and the
labels of edges are used once each. Thus, we have
n+1∑
i=1
i+ (n− 1)α(x0) +
n∑
j=1
(n+ 1 + j) =
n∑
j=1
(a+ 3(j − 1)) (4.5.6)
which is obviously equivalent to the equation
n2 + 9n+ 2 + 2(n− 1)α(x0) = 2na (4.5.7)
The minimum possible edge weight is a = n+3+α(x0) and, from Equation (4.5.7),
it follows that
n2 + 9n+ 2 + 2(n− 1)α(x0) ≥ 2n(α(x0) + n+ 3) (4.5.8)
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and then
0 ≥ n2 − 3n− 2 + 2α(x0). (4.5.9)
We can see that Inequality 4.5.6 has real solutions if α(x0) ≤ 178 .
If α(x0) = 1 then, from Inequality 4.5.6, it follows that n ≤ 1.
If α(x0) = 2 then, from Inequality 4.5.6, we obtain that 1 ≤ n ≤ 2.
Trivially, S1 has a super (6, 3)-EAT labeling α1 with α1(x0) = 1, α1(x1) = 2 and
α1(x0x1) = 3.
In the case n = 2, label α2(x0) = 2, α2(x1) = 1, α2(x2) = 3, α2(x0x1) = 4,
α2(x0x2) = 5. The labeling α2 is super (7, 3)-EAT. ¤
A caterpillar is a graph derived from a path by hanging any number of leaves from
the vertices of the path. The caterpillar can be considered as a sequence of stars
S1∪S2∪ · · · ∪Sr, where each Si is a star with centre ci and ni leaves, i = 1, 2, . . . , r,
and the leaves of Si include ci−1 and ci+1, i = 2, . . . , r − 1.
We denote the caterpillar as Sn1,n2,...,nr , where the vertex set is V (Sn1,n2,...,nr) =
{ci : 1 ≤ i ≤ r}∪
r−1⋃
i=2
{xji : 2 ≤ j ≤ ni−1}∪{xj1 : 1 ≤ j ≤ n1−1}∪{xjr : 2 ≤ j ≤ nr}
and the edge set is E(Sn1,n2,...nr) = {cici+1 : 1 ≤ i ≤ r − 1} ∪
r−1⋃
i=2
{cixji : 2 ≤ j ≤
ni−1}∪{c1xj1 : 1 ≤ j ≤ n1−1}∪{crxjr : 2 ≤ j ≤ nr}. Consequently, |V (Sn1,n2,...,nr)|
=
r∑
i=1
ni − r + 2 and |E(Sn1,n2,...,nr)| =
r∑
i=1
ni − r + 1.
¨ Theorem 4.5.19 If a caterpillar with n vertices, n ≥ 2, is super (a, d)-EAT
graph then d ≤ 3.
Proof. Assume that there exists a super (a, d)-EAT labeling α : V ∪E → {1, 2, . . . , 2n−
1}, and W = {w(uv) : wt(uv) = α(u) + α(v) + α(uv), uv ∈ E} = {a, a + d, a +
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2d, . . . , a + (n − 2)d} is the set of the edge weights. The minimum (respectively,
maximum) possible edge weight under the labeling α is at least (respectively, at
most) n+ 4 (respectively, 4n− 2).
Thus, we have
a+ (n− 2)d ≤ 4n− 2
and d ≤ 3. ¤
¨ Theorem 4.5.20 All caterpillars are super (a, 0)-EAT and super (a, 2)-EAT.
Proof. Considering caterpillar G as a bipartite graph, we can draw G in two rows,
each row containing vertices from one partite set. To facilitate the description of our
labeling, we will draw a caterpillar in a special way, using two rows. Let c1, c2, . . . , cr
be the centres of the caterpillar, place c4, i odd, in the first row and its leaves in
the second row, so that, in particular all ci, i even will be placed in the second row;
Place all their leaves in the first row. For example, see Fig. 4.14. Let a1, a2, . . . , at
be the vertices in the first row ordered from left to right and let b1, b2, . . . , bn−t be
the vertices in the second row ordered from left to right.
Define the vertex labeling λ : V → {1, 2, . . . , n} in the following way.
λ(ai) = i for 1 ≤ i ≤ t,
λ(bj) = t+ j for 1 ≤ j ≤ n− t.
It is an easy exercise to check that the set of the edge weights {wt(aibj) = t+ i+ j :
1 ≤ i ≤ t, 1 ≤ j ≤ n− t} = {t+ 2, t+ 3, . . . , t+ n}. If an edge labeling with values
n+ 1, n+ 2, . . . , 2n− 1 is added to the vertex labeling λ then the resulting labeling
can be
(i) super (2n+ t+ 1, 0)-EAT or
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(ii) super (n+ t+ 3, 2)-EAT. ¤
Figure 4.14: SEMT labeling and super (27,2)-EAT labeling for a caterpillar.
¨ Theorem 4.5.21 Any caterpillar with an even number of vertices has a super
(a, 1)-EAT labeling.
Proof. Suppose G is a caterpillar with n vertices and n is even. From the previous
theorem, consider the vertex labeling λ : V → {1, 2, . . . , n}, which is super (t+2, 1)-
EAT, where the set of the edge weights gives the set A = {a, a+1, a+2, . . . , a+k},
for a = t + 2 and k = n − 2. According to Lemma 3.3.1, we know that there
exists a permutation Π(A) of the elements of A such that [Π(A) − a + n + 1] =
{a+ 3n
2
, a+ 3n
2
+ 1, a+ 3n
2
+ 2, · · · , a+ 5n
2
− 2}.
If [Π(A)−a+n+1] is the edge labeling of G then A+[Π(A)−a+n+1] determines the
set of the edge weights of G and the resulting total labeling is super (a+ 3n
2
, 1)-EAT.
¤
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¨ Theorem 4.5.22 Any caterpillar with an odd number of vertices has a super
(a, 1)-EAT labeling.
Proof. Consider the caterpillar Sn1,n2,...,nr , where the number of vertices n is odd.
Order the vertices of Sn1,n2,...,nr to form a sequence c1, x
1
1, x
2
1, . . . , x
n1−1
1 , c2, x
2
2, x
3
2, . . . ,
xn2−12 , c3, x
2
3, x
3
3, . . . , x
n3−1
3 , c4, . . . , cr, x
2
r, x
3
r, . . . , x
nr
r . Now, we describe a vertex label-
ing λ : V (Sn1,n2,...,nr)→ {1, 2, . . . , n} as follows.
Step 1. Choose a vertex from the sequence in the position n+1
2
+1 and label it with
1.
Case 1a. If the chosen vertex is a centre ci, then we label by the consecutive values
2, 3, 4, . . . the leaves of the star Si+1, except ci and including ci+2, and continue by
labeling the leaves of the star Si+3, except ci+2 and including ci+4, and so on until
the centre cr or the leaves of the star Sr are labeled.
Note that the leaves of any star Si are labeled in sequence i.e., ci−1 receives the
smallest label, and xnii = ci+1 receives the largest one.
Case 1b. If the chosen vertex is xji then we label by consecutive values 2, 3, 4, . . .
the vertices xj+1i , x
j+2
i , . . . , x
ni−1
i and the centre ci+1, and continue by labeling the
leaves of the star Si+2, except ci+1 and including ci+3, and then label the leaves of
the star Si+4, except ci+3 and including ci+5, and so on until the centre cr or the
leaves of the star Sr are labeled.
Step 2. We continue by labeling the vertices at the beginning of the sequence of
vertices so that
Case 2a. If the centre ci was chosen in Step 1 and i is odd (respectively, i is even),
we start by labeling the leaves of the star S1, including c2, (respectively, the star
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S2, including c1 and c3), then by labeling the leaves of the star St, except ct−1 and
including ct+1, t = 3, 5, 7, . . . (respectively, t = 4, 6, 8, . . . ). After labeling the leaves
of the star Sr or the centre cr, we continue by labeling the leaves of the star S2,
including c1 and c3, (star S1, including c2) and then by labeling the leaves of the
star Sp, except cp−1 and including cp+1, p = 4, 6, 8, . . . (respectively, p = 3, 5, 7, . . . )
and so on until the leaves of the star Si−1, except ci, are labeled.
Case 2b. If the vertex xji was chosen and i is odd (respectively, i is even), we start
by labeling the leaves of the star S2, including c1 and c3, (respectively, the star S1,
including c2), then by labeling the leaves of the star St, except ct−1 and including
ct+1, t = 4, 6, 8, . . . (respectively, t = 3, 5, 7, . . . ). After labeling the leaves of the star
Sr or the centre cr, we continue by labeling the leaves of the star S1, including c2,
(respectively, the star S2, including c1 and c3) and then by labeling the leaves of the
star Sp, except cp−1 and including cp+1, p = 3, 5, 7, . . . (respectively, p = 4, 6, 8, . . . ),
and so on until the last vertex before xji is labeled.
It is easy to see that the set of the edge weights of all the edges in Sn1,n2,...,nr , under
the vertex labeling λ, gives the set B = {a, a + 1, a + 2, . . . , a + k−3
2
, a + k−1
2
, a +
k+3
2
, a+ k+5
2
, . . . , a+ k+ 1}, for k = n− 2. From Lemma 4.1.1, it follows that there
exists a set of the consecutive integers R = {1, 2, 3, . . . , k + 1}, such that the set
B+ [R+ n] consists of consecutive integers.
If [R+n] is the edge labeling of the caterpillar Sn1,n2,...,nr then B+[R+n] describes
the set ofthe edge weights of Sn1,n2,...,nr . This implies that the caterpillar has a super
(a, 1)-EAT labeling. ¤
Let Sn1,n2,...,nr be a caterpillar and N1 =
b r
2
c+1∑
i=1
n2i−1 and N2 =
b r
2
c∑
i=1
n2i, where b r2c
denotes the greatest integer smaller than or equal to r
2
. The next three theorems
give results for super (a, 3)-edge antimagicness of caterpillar Sn1,n2,...,nr .
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Figure 4.15: Super (35, 1)-EAT labeling for a caterpillar.
¨ Theorem 4.5.23 If r is even and N1 = N2 or |N1−N2| = 1 then the caterpillar
has a super (a, 3)-EAT labeling.
Proof. Let Sn1,n2,...,nr , r even, be a caterpillar.
Case 1. N1 = N2. We construct a vertex labeling λ : V (Sn1,n2,...,nr)→ {1, 2, . . . , n}
in the following way. The leaves of S2 receive the odd integers 1, 3, 5, . . . , 2n2 − 1,
where λ(c1) = 1 and λ(c3) = 2n2 − 1. The leaves of S4 (except c3) receive the odd
integers 2n2 + 1, 2n2 + 3, . . . , 2n2 + 2n4 − 3, where λ(c5) = 2n2 + 2n4 − 3. This
algorithm is applied for labeling the leaves of S6, S8, . . . , Sr.
The leaves of S1 are then labeled by the even integers 2, 4, 6, . . . , 2n1, where λ(c2) =
2n1 and the leaves of S3 (except c2) are labeled by the even integers 2n1 + 2, 2n1 +
4, . . . , 2n1 + 2n3 − 2, where λ(c4) = 2n1 + 2n3 − 2. We continue labeling the leaves
of S5, S7, . . . , Sr−1, where λ(cr) will be the largest even value i.e., n.
It is easy to verify that the labeling λ uses each integer from the set {1, 2, 3, . . . , n}
exactly once. By direct computation, it can be shown that the set of the edge
weights forms the set W = {w(uv) : wt(uv) = λ(u) + λ(v), uv ∈ E(Sn1,n2,...nr)} =
{a, a+ d, a+ 2d, . . . , a+ (n− 2)d} for a = 3 and d = 2. If we add the edge labeling
of Sn1,n2,...nr , with values in the set {n+ 1, n+ 2, n+ 3, . . . , 2n− 1}, then we obtain
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a super (2n+ 2, 1)-EAT labeling or a super (n+ 4, 3)-EAT labeling.
Case 2. N2 = N1 + 1. Consider a super (n + 4, 3)-EAT labeling λ of a caterpillar
Sn1,n2,...nr from Case 1 and add one leaf y to cr. Define a new labeling λ1 as follows:
λ1(u) = λ(u) for all vertices u ∈ V (Sn1,n2,...nr), and λ1(y) = λ(cr) + 1 = n+ 1,
We continue by labeling
λ1(uv) = λ(uv) + 1 for all edges uv ∈ E(Sn1,n2,...nr), and λ1(cry) = 2n+ 1.
We can see that λ1 is a super (n+ 5, 3)-EAT labeling of Sn1,n2,...nr + {y}.
Case 3. N1 = N2 + 1. Now, we consider the vertex labeling λ : V (Sn1,n2,...,nr) →
{1, 2, . . . , n}, described in Case 1. Define a new vertex labeling g such that for any
vertex x ∈ V (Sn1,n2,...nr)
 g(x) = λ(x) + 1 if λ(x) is an odd valueg(x) = λ(x)− 1 if λ(x) is an even value
where the largest even label n is received by vertex xjr, and g(cr) = n− 1.
Clearly, the values of g are 1, 2, . . . , n and it is not difficult to check that the the
edge weights constitute an arithmetic progression 3, 5, 7, . . . , 3 + 2(n− 2).
Connect a leaf z to cr−1, and define a vertex labeling g1 in the following way.
g1(x) = g(x) for all vertices x ∈ V (Sn1,n2,...nr) except cr,
g1(cr) = n+ 1, and label
g1(z) = n− 1.
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Again, we can see that the vertex labeling g1 uses each integer from the set {1, 2, 3,
. . . , n + 1} exactly once and the edge weights constitute an arithmetic progression
a, a+d, a+2d, . . . , a+(n−1)d, for a = 3 and d = 2. If we combine the vertex labeling
g1 and the edge labeling g
∗
1 : E(Sn1,n2,...,nr) ∪ {cr−1z} → {n + 2, n + 3, . . . , 2n + 1},
then we obtain a super (n+ 5, 3)-EAT labeling of Sn1,n2,...,nr + {z}. ¤
¨ Theorem 4.5.24 If r is odd and N1 = N2 or N1 = N2 + 1 then the caterpillar
has a super (a, 3)-EAT labeling.
Proof. Let Sn1,n2,...,nr , r odd, be a caterpillar.
Case 1. N1 = N2. Construct a vertex labeling λ : V (Sn1,n2,...,nr) → {1, 2, . . . , n},
using the algorithm from Case 1 of the previous theorem, in such a way that the
leaves of stars S2, S4, . . . , Sr−1 receive the odd integers 1, 3, 5, . . . , 2n2 − 1, . . . and
the leaves of stars S1, S3, S5, . . . , Sr receive the even integers 2, 4, 6, . . . , 2n1, . . . , and
the centre cr receives the largest odd value.
The edge weights, under vertex labeling λ, form an arithmetic progression with
initial term 3 and a common difference d = 2. If we combine the vertex labeling
λ and the edge labeling λ∗ : E(Sn1,n2,...,nr) → {n + 1, n + 2, . . . , 2n − 1}, then the
resulting labeling is super (2n+ 2, 1)-EAT or super (n+ 4, 3)-EAT.
Case 2. N1 = N2 + 1. Consider the super (n+ 4, 3)-EAT labeling f of a caterpillar
Sn1,n2,...,nr from the previous case. Add one leaf y to cr and define a new labeling
f1 as in the Case 2 of the previous theorem. It can be seen that f1 is a super
(n+ 5, 3)-EAT labeling of Sn1,n2,...,nr + {y}. ¤
Figure 4.16 gives an example of a super (a, 3)-EAT labeling for a caterpillar.
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Figure 4.16: Examples of super (a, 3)-EAT labelings for caterpillars.
¨ Theorem 4.5.25 For the double star Sm,n,m 6= n and |m − n| 6= 1, there is no
super (a, 3)-EAT labeling.
Proof. Assume that Sm,n has a super (a, 3)-EAT labeling α : V (Sm,n)∪E(Sm,n)→
{1, 2, . . . , 2m+2n−1}, andW = {wt(uv) : uv ∈ E(Sm,n)} = {a, a+3, a+6, . . . , a+
(m+n− 2)3} is the set of the edge weights. The sum of the edge weights in the set
W is
∑
uv∈E(Sm,n)
wt(uv) = (m+ n− 1)a+ 3
2
(m+ n− 1)(m+ n− 2). (4.5.10)
The minimum possible edge weight under the labeling α is at least m + n + 4.
Consequently, a ≥ m + n + 4. On the other hand, the maximum possible edge
weight is at most 4m+ 4n− 2 and so
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a+ (m+ n− 2)3 ≤ 4m+ 4n− 2 and a ≤ m+ n+ 4.
Thus, a = m + n + 4. In the computation of the edge weights of Sm,n, the label of
the centre c1 (respectively, c2) is used m times (respectively, n times) and the labels
of the leaves and the labels of the edges are used once. The sum of all the vertex
labels and all the edge labels used to calculate the edge weights is thus equal to
2m+2n−1∑
i=1
i+ (m− 1)α(c1) + (n− 1)α(c2). (4.5.11)
From Equations (4.5.10) and (4.5.11), we have
m2 + n2 + 2mn−m− n− 2 = 2(m− 1)α(c1) + 2(n− 1)α(c2). (4.5.12)
Since a = m+n+4 and a+(m+n−2)3 = 4m+4n−2, then the vertices labeled by
1 and 2 have to be adjacent, and so do the vertices labeled by m+n and m+n− 1.
This leads to the following cases.
Case 1. If α(c1) = 1 and α(c2) = m+n then, from Equation (4.5.12), it follows that
m2 −m = n2 − n but this is impossible since m 6= n.
Case 2. If α(c1) = 1 and α(c2) = m+ n− 1 then, from Equation (4.5.12), it follows
thatm2−m−2 = n2−3n. This is possible if n = m+1 but it contradicts |m−n| 6= 1.
Case 3. Let α(c1) = 2 and α(c2) = m + n. From Equation (4.5.12) we have the
equationm2−3m = n2−n−2 which givesm = n+1 but this contradicts |m−n| 6= 1.
Case 4. Assume that α(c1) = 2 and α(c2) = m + n− 1. From Equation (4.5.12) it
follows that m2 − 3m = n2 − 3n which is a contradiction to m 6= n. ¤
Let Sn1,n2,...,nr be a caterpillar with centre ci, i = 1, . . . , r. If |
∑b r
2
+1c
i=1 n2i−1 −∑b r
2
c
i=1 n2i| ≤ 1 then we say that the leaves of the caterpillars are well distributed.
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To conclude this subsection, let us pose the following.
Conjecture 4.5.3 Any caterpillar that has a super (a, 3)-EAT labeling must have
well distributed leaves.
4.6 Expanding of super edge antimagic total graphs
4.6.1 Maximal super edge magic total labeling
MacDougall and Wallis [81] studied SEMT maximal graphs. They called SEMT
labeling strong edge magic total labeling. They proved the following propositions.
Proposition 4.6.1 [81] Any strong edge magic labeling of a graph of order n can
be obtained from any other by a sequence of single edge replacements.
According to the adjacency matrix property, single edge replacement is the same as
moving an “1” element along the skew-diagonal line in the adjacency matrix of a
1-EAV graph.
Proposition 4.6.2 [81] Every maximal strong edge magic graph with at least 4
vertices contains at least two triangles.
Proposition 4.6.3 [81] Every maximal strong edge magic graph of order n can be
extended to one of order n+ 1.
These propositions can be generalised to the following theorem, due to MacDougall
and Wallis [81], proving that we can obtain a new SEMT graph using two known
maximal SEMT graphs.
Theorem 4.6.1 [81] Let G1 and G2 be any maximal strong edge magic graphs of
order n1 and n2 respectively. Then there are strong edge magic graphs of order
n1 + n2 − 2, n1 + n2 − 1, and n1 + n2 which contain G1 and G2 as induced graphs.
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Similar results can be obtained for non-maximal SEMT graph. These results will
be presented in the next section.
Next, we give new results on maximal SEMT labeling. If a graph G is an r-regular
maximal SEMT graph then the maximum number of vertices is 6.
¨ Proposition 4.6.4 If an r-regular graph G is a maximal SEMT graph then the
number of vertices n is equal to 2, 3 or 6 and
• if n = 2, then r = 1,
• if n = 3, then r = 2,
• if n = 6, then r = 3.
Proof. If G is an r-regular graph of order n and has a maximal SEMT labeling
then rn
2
= 2n− 3. It follows that n|6. Thus, n is equal to 2, 3 or 6. ¤
The 1-regular graph with two vertices is K2 and the 2-regular graph with three
vertices is the cycle C3. It is known that K2 and C3 are SEMT graphs. Figure 4.17
gives examples of EAV 3-regular graphs on 6 vertices.
Figure 4.17: Maximal EAV 3-regular graph on 6 vertices.
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4.6.2 Non-maximal super edge magic total graph
In this section, we show how the adjacency matrix of an EAV graph can be used for
manipulating a given SEMT graph.
¨ Theorem 4.6.2 Any non-maximal SEMT graph can be extended to a maximal
SEMT graph.
Proof. If G is a non-maximal SEMT graph of order n, then its adjacency matrix A
has n rows and n columns but only p, p < 2n − 3, non-empty skew-diagonal lines.
Putting element “1” in 2n− 3− p empty skew-diagonal lines, we obtain a maximal
SEMT graph. ¤
Since the composition of the vertex labeling has changed, then the edge labels for
the new graph will also change. Figure 4.18 illustrates a maximal SEMT labeling
extending a non-maximal SEMT graph of order 5. We use P5 as an example. P5
is not a maximal SEMT graph. It has only 4 edges. Extending P5 to a maximal
SEMT graph, we need 3 more edges. For this case, we only have one possible way
to enter all four “1” elements in the adjacency matrix of P5.
¨ Theorem 4.6.3 Let G1 and G2 be any non-maximal SEMT graphs of orders n1
and n2, respectively. Then there is a SEMT graph of order n1 + n2 which contains
G1 and G2 as subgraphs. The minimum number of additional edges needed is 2n1−
1+min {wt(ei) : ei ∈ E(G2)}−max {wt(ej) : ej ∈ E(G1)}.
Proof. Let G1 and G2 be non-maximal SEMT graphs of orders n1 and n2, respec-
tively, and with the number of edges e and f , respectively. Let A and B be the
adjacency matrices of G1 and G2, respectively. Create a new adjacency matrix C as
C =
 A 0
0 B
 .
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Considering the set of skew-diagonal lines, we have several empty skew-diagonal
line bands in the middle. The number of empty skew diagonals is 2n1 − 1+min
{wt(ei) : ei ∈ E(G2)}−max {wt(ej) : ej ∈ E(G1)}. If we put two “1” elements
in every skew-diagonal line of the set of these empty skew-diagonal bands then we
obtain an SEMT graph with n1 + n2 vertices. ¤
Figure 4.18: Expanding a non-maximal SEMT graph on 5 vertices.
¨ Theorem 4.6.4 Let G1 and G2 be any two non-maximal SEMT graphs of orders
n1 and n2, respectively. Then there are SEMT graphs of orders n1 + n2 − 2 and
n1 + n2 − 1, which contain G1 and G2 as subgraphs.
Theorems 4.6.3 and 4.6.4 can be generalised as follows.
¨ Theorem 4.6.5 Let Gi, i = 1, . . . , p be non-maximal SEMT graphs of order
ni, i = 1, . . . , p, respectively. Then there are SEMT graphs of orders
∑p
i=1 ni,
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∑p
i=1 ni− p+1 and
∑p
i=1 ni− 2(p− 1), each containing the graphs Gi, i = 1, . . . , p,
as induced subgraphs.
The above theorems deal with the expansion of a given maximal (respectively, non-
maximal) SEMT graph. On the other hand, we can also contract a maximal (respec-
tively, non-maximal) SEMT graph by deleting k vertices (and edges incident with
those vertices) of a maximal (respectively, non-maximal) SEMT graph G to obtain
a subgraph G′ that still preserves the maximal (respectively, non-maximal) SEMT
property. However, we can only delete vertices that have the following properties.
• k largest labeled vertices, or
• k smallest labeled vertices, or
• l largest labeled vertices and k − l smallest labeled vertices.
This requirement keeps the d-band set of the adjacency matrix of such graphs pre-
served as a set of consecutive integers. The subgraph G has n − k vertices. Note
that, if we use either of the last two options, then we not only have to re-label the
edges, but we also have to re-label the vertices by
• α∗(vi) = α(vi)− k for the second option,
• α∗(Vi) = α(vi)− (k − l) for the third option.
Considering the adjacency matrix of an SEMT graph G, the contracting process
above can be achieved by the following actions.
• deleting the k largest labeled columns (and rows) for the first option, or
• deleting the k smallest labeled columns (and rows) for the second option, or
• deleting the l largest labeled columns (and rows) and k − l smallest labeled
columns (and rows) for the third option.
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In Sugeng and Miller [106], we generalised the results for a super (a, d)-EAT graph,
especially for d = 1.
We have presented new properties of SEMT labeling, SEAT labeling, a-VCEMT
labeling and b-VCEMT labeling. We have also given labeling schemes of particular
families of graphs and showed the non-existence of these kinds of labelings for some
families of graphs.
4.7 Consecutive edge magic
In this section we introduce the concept of vertex consecutive edge magic total
labeling and edge consecutive edge magic total labeling. Furthermore, we study
properties of these labelings.
Recall that a bijection β : V ∪ E → {1, 2, . . . , n + e} is called an edge magic total
(EMT) labeling of G if all elements of the set of the edge weights of all edges in G
is equal to a constant k.
A bijection β : V ∪ E → {1, 2, . . . , n + e} is called an a-vertex consecutive edge
magic total (a-VCEMT) labeling of G = G(V,E) if β is an EMT labeling and
β(V ) = {a+ 1, . . . , a+ n}, 0 ≤ a ≤ e. On the other hand, a bijection β : V ∪ E →
{1, 2, . . . , n+e} is called a b-edge consecutive edge magic total (b-ECEMT) labeling of
G = G(V,E) if β is an EMT total labeling and β(E) = {b+1, . . . , b+e}, 0 ≤ b ≤ n.
A graph G that has an a-vertex consecutive (respectively, a b-edge consecutive) edge
magic labeling is called an a-vertex consecutive (respectively, a b-edge consecutive)
edge magic graph.
Let γ : V ∪ E → {1, 2, . . . , n + e} be SEMT labeling for a graph G. Define the
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labeling γ′ : V ∪ E → {1, 2, . . . , n+ e} as follows.
γ′(x) = n+ e+ 1− γ(x), x ∈ V,
γ′(xy) = n+ e+ 1− γ(xy), xy ∈ E.
Then γ′ is called the dual of γ.
¨ Theorem 4.7.1 [115] The dual of a SEMT labeling of a graph G is also a SEMT
labeling of G.
Similar results in dual labeling for a-VCEMT and b-ECEMT labelings will be pre-
sented in the next subsections.
4.7.1 a-vertex consecutive edge magic total graphs
Let G be an a-VCEMT graph and β be an a-VCEMT labeling of G. Then β(x) ∈
{a+1, a+2, . . . , a+n}, for every x ∈ V, 0 ≤ a ≤ e. The SEMT labeling is a special
case when a = 0. In this thesis, we consider a-VCEMT labeling for 1 ≤ a ≤ e− 1;
Note that a 0-VCVMT is actually SEMT. According to duality labeling by Wallis
[115], every SEMT graph always has an e-VCEMT labeling.
Similarly to the dual labeling Theorem 4.7.1, if a graph G has an a-VCEMT labeling
then we have.
¨ Theorem 4.7.2 The dual of an a-VCEMT labeling for a graph G is an (e− a)-
VCEMT labeling of G.
Proof. Let G be a graph that has an a-VCEMT labeling β with the magic constant
k. Thus, β(V ) = {a + 1, a + 2, . . . , a + n}. Define the labeling β′ : V ∪ E →
{1, 2, . . . , n+ e} as follows.
β′(x) = n+ e+ 1− β(x), x ∈ V,
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β′(xy) = n+ e+ 1− β(xy), xy ∈ E.
We can see that β′(V ) = {e+1−a, e−a+2, . . . , e+n−a}. Since the dual of an EMT
labeling is also an EMT labeling, then β′ is also an (e− a)-VCEMT labeling. ¤.
It follows that the dual of an 0-VCEMT labeling is an e-VCEMT labeling, and vice
versa.
Considering the adjacency matrix of an a-VCEMT graph, and since all labels of the
vertices of G are consecutive integers, then the adjacency matrix A of G contains
all the elements in {a+ 1, a+ 2, . . . , a+ n} as its rows and columns elements. The
maximum number of edges in these graphs will be 2n− 3. For details, see Enomoto
et al. and Sugeng and Miller [35, 106]. If a 6= 0 and a 6= e, and we know that
β(E) = {1, . . . , a}∪ {a+n+1, . . . , n+ e}, then there will be a gap in the set of the
edge weights {β(x) + β(y) : x, y ∈ V }. The width of the gap must be n, the same
as the gap of the edge labels. Thus, we can conclude that the maximum number
of edges in G is (2n − 3) − n = n − 3. As a consequence, G cannot be connected.
Thus, we proved the following theorem.
¨ Theorem 4.7.3 If G has an a-VCEMT labeling, a 6= 0 and a 6= e, then G is a
disconnected graph.
A natural guess that arises is that G might be the union of 3 trees. However, the
following results prove that this is not the case.
¨ Corollary 4.7.1 If a 6= 0 and a 6= e then there is no a-VCEMT labeling for 3K2.
Proof. Suppose that 3K2 has an a-VCEMT β, a 6= 0 and a 6= e, then
ek =
(n+ e)(n+ e+ 1)
2
=
(9.10)
2
= 45
or k = 15. Since n = 6 and e = 3, then the only possibilities for 0 < a < e are a = 1
or a = 2.
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Case a = 1. β(v) ∈ {2, 3, 4, 5, 6, 7} and β(e) ∈ {1, 8, 9}, for v ∈ V (K2) and e ∈
E(K2).
Since k = 15 then β(x) + β(y) ∈ {6, 7, 14}, for x, y ∈ V . The sum of the two
largest labels of the vertices of G is less than 14. Thus, we cannot get the value
β(x) + β(y) = 14, and so we cannot have the labeling.
Case a = 2. β(v) ∈ {3, 4, 5, 6, 7, 8} and β(e) ∈ {1, 2, 9}.
Since k = 15 then β(x) + β(y) ∈ {6, 13, 14} for x, y ∈ V . The sum of the two
smallest labels of vertices in G is more than 6. Thus, we cannot have the value
β(x) + β(y) = 6, and so we cannot have the labeling.
Thus there is no a-VCEMT labeling for 3K2. ¤
Furthermore, we can prove that G cannot be a union of any three trees.
¨ Theorem 4.7.4 If a 6= 0 and a 6= e, and G has an a-vertex consecutive edge
magic labeling β then G cannot be the union of three trees T1, T2 and T3, where
|V (Ti)| ≥ 2, i = 1, 2, 3.
Proof:
Let G be an a-VCEMT graph, a 6= 0 and a 6= e. Suppose that G = T1 ∪ T2 ∪ T3,
where T1, T2, T3 are three arbitrary trees. Let n1 ≥ 2 (respectively, n2 ≥ 2, n3 ≥ 2)
and e1 (respectively, e2, e3) be the number of vertices and the number of edges in
T1 (respectively, T2, T3). Since G is an a-VCEMT graph then the edge labels are
divided into two blocks, each block consists of consecutive integers, then the set
of vertices in G also forms two disjoint subsets, say S1 and S2, following the edge
blocks. Suppose that vertices in T1 and T2 are in the same block S1 and the vertices
of T3 is S2.
Since n3 ≥ 2 then a+n and a+n−1 are in S2. LetWS1 = {β(x)+β(y)|x, y ∈ S1} and
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WS2 = {β(x) + β(y)|x, y ∈ S2} be the edge-weights sets of β. Since the number of
edges must be the maximum (= n−3), then the minimal and maximal values of edge-
weight in the setsWS1 = {β(x)+β(y)|x, y ∈ S1} andWS2 = {β(x)+β(y)|x, y ∈ S2}
must be used. The maximal element of WS2 is (a+ n) + (a+ n− 1) = 2a+ 2n− 1
and the minimal element of WS2 is a + 2n, since the maximal edge label in this
block is a. The magic constant is then k = 2a+ 2n.
Let z∗ =max {z|z ∈ S1}, then z∗ = a+n−p, p ≥ 2. Let z1 be a vertex inN(z∗). The
consequence is that the edge label must be minimum, that is β(z∗z1) = a + n + 1.
Since the magic constant is k = 2a + 2n then β(z1) = p − 1. We know that
p− 1 ≥ a+ 1. Consequently, p ≥ a+ 2, that is z∗ ≤ n− 2. Thus n− 1, n, n+ 1 will
all be in S2.
Let β(x1) = n− 1, β(x2) = n and β(x3) = n+1. Let y1 ∈ N(x1), y2 ∈ N(x2), y3 ∈
N(x3). Then the only possibilities are β(x2, y2) = a and β(x1y1) = a− 1), but then
we cannot find the value of β(x3y3). Thus G cannot be a union of three trees. ¤.
If G is the union of three non-trivial (has more than 1 vertex) component subgraphs
then the only possibility is G = T1 ∪ T2 ∪ T3, where T1, T2 and T3 are trees, since
the maximal number of edges are n− 3. However, the previous theorem states that
this is not possible for union of non-trivial trees. Thus, if G has more than two
connected non-trivial components, then G has to have at least one isolated vertex.
Figure 4.19 gives examples of a-VCEMT labelings.
If G has an a-VCEMT labeling, a 6= 0 and a 6= e, and has the maximum number
of edges, then in every case we need at least one isolated vertex. By counting the
maximum number of edges and comparing it to the number of vertices in the graph,
we derive the number of isolated vertices that are needed.
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Figure 4.19: Examples of a-VCEMT graphs.
¨ Observation 4.7.1 Let G be an a-VCEMT graph, a 6= 0 and a 6= e. If G consists
of
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(i) two trees, then there is only one isolated vertex;
(ii) one tree and one unicyclic graph, then the number of isolated vertices is two;
(iii) two unicyclic graphs, then the number of isolated vertices is three;
(iv) otherwise, the number of isolated vertices is at least three.
¨ Theorem 4.7.5 There is an a-VCEMT graph for every a and n.
Proof. Let G be the union of two stars, S1 and S2, and one isolated vertex x. Let
v1i, i = 1, . . . , t1, t1 = e − a denote the leaves of S1 and v2j, j = 1, . . . , t2, t2 = a
denote the leaves of S2. Label vertices of G as follows.
β(v) =

n− 1 if v = x
a+ 1 if v is a centre of S1
a+ 1 + i if v = v1i, i = 1, . . . , t1
a+ n if v is a centre of S2
a+ n− j if v = v2j, j = 1, . . . , t2
Add edge labels {1, 2, . . . , a} ∪ {a+ n+1, . . . ., a+ n}. Then we have an a-VCEMT
labeling for G. ¤.
4.7.2 b-edge consecutive edge magic total graphs
Let G be a b-ECEMT graph and γ be a b-ECEMT labeling of G. Then γ(xy) ∈
{b + 1, b + 2, . . . , b + n}. The SEMT labeling is a special case, when b = n. Since
vertex labels in a b-ECEMT labeling, 0 < b < n, do not form consecutive integers,
it follows that the rows/columns of the adjacency matrix of a b-ECEMT graph are
labeled according to the vertex labels of G and not consecutively as 1, 2, . . . , n.
¨ Theorem 4.7.6 Every b-ECEMT graph has an EAV labeling.
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Proof. Let G be a b-ECEMT graph. Then all the edge labels consist of consecutive
integers {b + 1, . . . , b + e}. If we define γ′ as a restriction mapping of γ in V then
we can see that γ′ is an EAV labeling. ¤
Figure 4.20: Examples of b-ECEMT graphs.
Considering the results of dual labeling in Theorem 4.7.1, if a graph G has a b-
ECEMT labeling then we have.
¨ Theorem 4.7.7 The dual of a b-ECEMT labeling of a graph G is an (n − b)-
ECEMT labeling of G.
Proof. LetG be a graph that has a b-ECEMT labeling with magic constant k. Thus,
γ(E) = {b + 1, b + 2, . . . , b + e}. Define the labeling γ′ : V ∪ E → {1, 2, . . . , n + e}
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as follows:
γ′(x) = n+ e+ 1− γ(x), x ∈ V,
γ′(xy) = n+ e+ 1− γ(xy), xy ∈ E.
We can see that γ′(E) = {n+ 1− b, n− b+ 2, . . . , n− b+ e}. Since the dual of an
EMT labeling is also an EMT labeling, then γ′ is an (n− b)-ECEMT labeling. ¤.
We have an example of a b-ECEMT labeling for every b. Figure 4.20 gives examples
of labelings for some values of b. In general, we have:
¨ Theorem 4.7.8 There exists a b-ECEMT graph for every b.
Proof. Let G be a caterpillar Sn1,n2,...,nr with centres c1, c2, . . . , cr, such that every
centre ci with i even has degree 2. Let b, b =
r
2
, for r even; and b = r+1
2
, for r odd.
Note that a star can be regarded as a caterpillar Sn1,n2, with n2 = 1. Let γ be a
b-ECEMT labeling for G. Label the odd centre as follows.
γ′(ci) =
i+ 1
2
for i odd.
Let vji be the j-th leaf of the centre ci. Label the leaves adjacent to the odd centres
by
γ′(vji ) = b+ e+ 1 + j + (
i−1∑
k=1
(nk − 1))
If i − 1 ≤ 1 then ∑i−1k=1(nk − 1) = 0. and the even centre is treated as a leaf of the
previous odd centre and is given the biggest label among the leaves.
Thus, for every b, b = r
2
, for r even; and b = r+1
2
, for r odd, we have constructed a
b-ECEMT graph. ¤
In general, if b ∈ {1, . . . , n− 1}, then the only graph that has a b-ECEMT labeling
is a bipartite graph.
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¨ Theorem 4.7.9 If a connected graph G has a b-ECEMT labeling, with b ∈
{1, . . . , n− 1}, then G is a tree.
Proof. Suppose that G has a b-ECEMT labeling γ. Then γ(V ) = V1 ∪ V2, where
V1 = {1, 2, . . . , b} and V2 = {b+ e+ 1, b+ e+ 2, . . . , n+ e}. Let b ∈ {1, . . . , n− 1}.
Let γ′ be a restriction of γ under V . Then γ′ is a VAE labeling.
Let A be the adjacency matrix of G. Since the set of the vertex labels is the union
of the two disjoint subsets V1 and V2, then we can divide the adjacency matrix into
4 blocks as follows.
A =
 A1∗ A2
A3 A4

Since A is a symmetric matrix, then A3 is the transpose of A2. The entries of A1
represent all the edges between the vertices inside V1, the entries of A2 represent all
the edges between the vertices in V1 and the vertices in V2, and the entries of A4
represent all the edges between the vertices inside V2.
Suppose that A1 is a nonzero submatrix. Then there is at least one edge, say xy,
between the vertices in V1 and γ
′(xy) = γ(x) + γ(y) ≤ 2b − 1. Let x′y′ be an edge
between a vertex in V1 and a vertx in V2. Then γ(x
′y′) = γ(x′) + γ(y′) ≥ b+ e+ 2.
Since γ′ is a VAE labeling then the edge weights under γ′ must be a set of consecutive
integers. This means that (b+e+2) < (2b−1) or b > e+3. We know that b ≤ n−1,
whence e < n− 4. This means G is disconnected. Similarly, if A4 is nonzero.
Suppose that A2 is a zero submatrix. Then A1 and A4 cannot be zero submatrices
of A. Obviously, G will then be a disconnected graph.
If G is connected then A1 and A4 must be zero submatrices of A. Consider the
submatrix A2. The maximum edge weight under γ
′ is n + e + b, and the minimum
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edge weight is b+ e+ 2. Thus, the maximum number of edges will be (n+ e+ b)−
(b+ e+ 2)− 1 = n− 1. Obviously, G must be a tree. ¤.
¨ Corollary 4.7.2 A double star Sn1n2 has a b-ECEMT labeling for some b ∈
{1, 2, . . . , n− 1} and
(i) if b = 1 then Sn1n2 is a star,
(ii) if b > 1 then b = n2 + 1.
Proof. Let Sn1,n2 be a double star with centres c1 and c2. Let n1 be the number of
leaves of c1, excluding c2, and n2 be the number of leaves of c2, excluding c1.
• Case b = 1. Label the vertices and the edges of Sn1,1 as follows.
γ(v) =

1 if v = c1
1 + i if v = vi, vi leaves of c2
n+ e if v = c2
γ(c1vi) = i+ 1 for i = 1, . . . , n1 + 1
Then γ is a b-ECEMT labeling for Sn1,1.
• Case b > 1. Let b = n2 + 1. Label the vertices and the edges of Sn1,n2 as
follows.
γ(v) =

1 if v = c1
1 + i if v = vi, vi leaves of c2
b+ e+ j if v = vj, vj leaves of c1
n+ e if v = c2
γ(c1vi) = i+ 1 for i = 1, . . . , n1 + 1
Complete the labeling of all edges with elements of {b+ 1, . . . , b+ e}, in such
a way that γ is a b-ECEMT labeling for Sn1,n2 . ¤
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We have presented some interesting results in edge magic labeling and edge an-
timagic labeling throughout this chapter. We conclude this thesis in the next chap-
ter.
Chapter 5
Conclusion
We believe that this thesis has made a substantial contribution to investigating
some new variations of magic and antimagic labelings and exploring their properties
and labeling schemes. There are two main sections of original contributions in this
thesis. First, in Chapter 3, we focused on vertex labeling, then, in Chapter 4, we
dealt with edge labeling.
New variations of magic and antimagic labeling, called a-consecutive vertex magic
total labeling, b-consecutive vertex magic total labeling, super vertex magic total
labeling and super (a, d)-vertex antimagic total labeling, were presented in Chapter
3. In that chapter, we also gave new results in vertex magic and vertex antimagic
total labeling. We showed new properties of SVMT labeling, a-VCVMT labeling,
b-VCVMT labeling, SVAT labeling and gave such labelings for particular families
of graph, such as, complete graphs, and graphs with vertex of degree 1. We also
showed how we can use the results from VAE labelings to create SVAT labelings
for prisms, Petersen graphs and generalised Petersen graphs. We proved that some
classes of graphs do not admit vertex magic or vertex antimagic labeling, or both.
Based on our results, we propose the following conjecture.
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Conjecture 1. If n ≡ 0 (mod 4) and n > 4, then Kn has a super VMT labeling.
New results in (a, d)-antimagic edge labeling were presented in Chapter 4. In that
chapter, we gave some new results in edge magic and antimagic labeling. Labeling
schemes for several classes of graphs were also presented in Chapter 4, in partic-
ular, for cycles, paths, ladders, triangular ladders, generalised prisms, generalised
antiprisms, stars and caterpillars.
Next, we put forward two more conjectures regarding labeling schemes for several
families of graphs.
Conjecture 2. The ladder Ln ' Pn × P2 is super (a, d)-EAT if n is even and
d ∈ {0, 2}.
Conjecture 3. Any caterpillar that has a super (a, 3)-EAT labeling must have well
distributed leaves.
We also explored the adjacency matrices of SEMT graphs to extend SEMT graphs.
Using those matrices, we constructed new SEMT graphs. Furthermore, we intro-
duced a-consecutive edge magic and b-consecutive edge magic labeling. Both are
new variations of edge magic labeling, where we label the vertices or the edges by
consecutive integers.
As mentioned earlier, we introduced the concept of SVMT labeling, SVAT labeling,
consecutive vertex magic labeling and consecutive edge labeling. For future research,
there is scope to explore further properties of these labelings. Examples of open
problems are listed below.
Problem 1. Do consecutive magic labelings have the same properties as other known
magic labeling?
Problem 2. Can the magicness property be preserved in the product of two graphs
that have consecutive magic labelings?
Problem 3. Find new ways of generating magic or antimagic labelings scheme from
known magic and antimagic labeling schemes.
Problem 4. Are there relationships among vertex and edge labelings or between
magic and antimagic labelings and other known labelings, such as graceful labeling,
sum labeling and harmonius labeling?
More generally, we have the following research direction.
Investigate further properties of magic and antimagic labelings.
Considering possible applications, we found an application of edge magic labeling
to secret sharing schemes [105].
Problem 5. Is it possible to use edge magic labeling to construct a general secret
sharing scheme? In general, find other application in data security.
In general, we have the following research direction.
Find any other applications of magic and antimagic labeling.
Appendix
In this Appendix, we give tables of the known results in VMT, VAT, EMT and EAT
labeling. All the information is taken from the comprehensive survey by Gallian [44].
Table 5.1: Summary of vertex-magic total labelings.
Graph Labeling Notes
Cn VMT [75]
Pn VMT n > 2 [75]
Km,m VMT m > 1[73, 75]
Km,m − e VMT m > 2 [75]
Km,n VMT iff |m− n| ≤ 1 [75, 76]
Kn VMT for n odd [75]
for n ≡ 2 (mod 4), n > 2 [73]
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Table 5.2: Summary of vertex-magic total labelings (cont.)
Graph Labeling Notes
Petersen graphs P (n, k) VMT [13]
prisms Dn VMT [101]
Wn VMT iff n ≤ 11 [75, 76]
Fn VMT iff n ≤ 10 [75, 76]
friendship graphs fn VMT iff number of triangles ≤ 3 [75, 76]
G+H VMT |V (G)| = |V (H)|
and G ∪H is VMT [115]
union of stars ∪Si VMT [115]
tree with n internal vertices
and more than n leaves not VMT [115]
nG VMT n odd, G regular of even
degree, Wallis in [44]
nG VMT G regular of odd degree,
but not K1, Wallis in [44]
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Table 5.3: Summary of vertex-magic total labelings (cont.)
Graph Labeling Notes
Cn × C2m+1 VMT Froncˇek in [44]
K5 × C2n+1 VMT Froncˇek in [44]
G× C2n VMT G is 2r + 1-regular VMT, Kova´rˇ in [44]
G×K5 VMT G is 2r + 1-regular VMT, Kova´rˇ in [44]
G×H VMT G r−regular VMT, r odd or r even
and |H| odd, H 2s-regular supermagic, Kova´rˇ in [44]
P3 TM the only connected TM graph with a vertex
of degree 1 [37]
Kn TM iff n ≡ 1, 3 [37]
Km,n TM iff Km,n = K1,2 [37]
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Table 5.4: Summary of edge-magic total labelings.
Graph Labeling Notes
nK3 TM iff n is odd [37]
P3 ∪ nK3 TM iff n is even [37]
Km,n EMT for all m and n [60]
Cn EMT for n ≥ 3 [60, 45]⋃
n P2 EMT iff n odd [60]
Kn EMT iff n = 1, 2, 3, 5, or 6 [33, 35, 61, 118]
trees EMT? [61, 92]
Pn EMT [118]
crowns Cn ¯K1 EMT [118]
Km,n EMT [118]
Cn with a single edge
attached to one vertex EMT [118]
Wn not EMT if n ≡ 3 (mod 4) [35]
EMT if n ≡ 0, 1, 2 (mod 4) [91]
Fn EMT [100]
(n, e)-graphs not EMT if e even and n+ e ≡ 2 (mod 4) [92]
nP3 EMT if b is odd, Yegnanarayanan in [44]
Pn + K1 EMT Yegnanarayanan in [44]
Pn × C3 EMT n ≥ 2, Yegnanarayanan in [44]
crown Cn ¯K1 EMT for n ≥ 2, Yegnanarayanan in [44]
r-regular graphs not EMT if r odd and n ≡ 4 (mod 8) [33]
r-regular (n, e)-graphs not EMT if r = 2ts+ 1)(t > 0) and e even
then 2t + 2 divides n [115].
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Table 5.5: Summary of edge-magic total labelings (cont.)
Graph Labeling Notes
P4 ∪ nK2 EMT n odd [86]
P5 ∪ nK2 EMT [86]
nPi EMT n odd, i = 3, 4, 5 [86]
2Pn EMT [86]
P1 ∪ P2 ∪ ... ∪ Pn EMT [86]
mK1,n EMT [86]
Cm ¯Kn EMT [86]
K1 ¯ nK2 EMT n even [86]
W2n EMT [86]
K2 ×Kn EMT [86]
nK3 EMT n odd [86]
binary trees EMT [86]
generalised Petersen graphs EMT [86, 88]
P (n, k) [86]
ladders EMT [86]
books EMT [86]
Fn EMT [86]
odd cycle with pendant
attached to one vertex EMT [86]
Pm × Pn EMT n odd, n ≥ 3, Wijaya and Baskoro in [44]
Pm × P2 EMT m odd, m ≥ 3, Wijaya and Baskoro in [44]
P2 × Cn not EMT [88]
K1,m ∪K1,n EMT iff mn is even [86]
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Table 5.6: Summary of super edge-magic total labelings.
Graph Labeling Notes
Cn SEMT iff n is odd [35]
caterpillars SEMT [35, 60, 61]
Km,n SEMT iff m = 1 or n = 1 [35]
Kn SEMT iff n = 1, 2 or 3 [35]
trees SEMT? [35]
nK2 SEMT if n odd [60, 61]
nG SEMT if G is a bipartite or tripartite
SEMT graph and n odd [86]
K1,m ∪K1,n SEMT if m is a multiple of n+ 1 [86]
K1,2 ∪K1,n SEMT iff n is a multiple of 3 [86]
K1,3 ∪K1,n SEMT iff n is a multiple of 4 [86]
Pm ∪K1,n SEMT if m ≥ 4 is even [86]
2Pn SEMT iff n is not 2 or 3 [86]
2P4n SEMT [86]
K1,m ∪ 2nK1,2 SEMT [86]
C3 ∪ Cn SEMT iff n ≥ 6 even [86]
C4 ∪ Cn SEMT iff n ≥ 4 odd [86]
C5 ∪ Cn SEMT iff n ≥ 5 even [86]
Cm ∪ Cn SEMT if m ≥ 6 even and n odd n ≥ m/2 + 2 [86]
Cm ∪ Cn SEMT iff m+ n ≥ 9 and m+ n odd [86]
C4 ∪ Pn SEMT iff n 6= 3 [86]
C5 ∪ Pn SEMT if n 6= 4 [86]
Cm ∪ Cn SEMT if m > 6 even and n ≥ m/2 + 2 [86]
Pm ∪ Pn SEMT iff (m,n) 6= 2 or (3,3) [86]
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Table 5.7: Summary of super edge-magic total labelings (cont.)
Graph Labeling Notes
corona Cn ¯Km SEMT n ≥ 3 [86]
St(m,n) SEMT n ≡ 0 (mod m+ 1)
St(1, k, n) SEMT k=1,2, or n, Lee and Kong in [44]
St(2, k, n) SEMT k=2,3, Lee and Kong in [44]
St(1, 1, k, n) SEMT k= 2,3, Lee and Kong in [44]
St(k, 2, 2, n) SEMT k=1,2, Lee and Kong in [44]
St(a1, a2, ..., an) SEMT? for n > 1 odd, Lee and Kong in [44]
Ct4m SEMT [81]
Ct4m+1 SEMT [81]
friendship graphs f2n SEMT iff n = 3, 4, 5, or 7 [100]
generalised Petersen
Petersen graphs P (n, 2) SEMT if n ≥ 3 odd [42]
nP3 SEMT if n ≥ 4 even [19]
P 2n SEMT [39, 86]
K2 × C2n+1 SEMT [39, 86]
P3 × kP2 SEMT for all k [86]
kPn SEMT if k odd [86]
k(P2 ∪ Pn) SEMT if k odd and n = 3, 4 [86]
fans Fn SEMT iff n ≤ 6 [86]
books Bn SEMT? iff n even or n ≡ 5 (mod 8) [86]
trees with α labeling SEMT [86]
P2m+1 × Pm SEMT [35, 86]
G¯Kn EMT, SEMT if G is EMT/SEMT 2-regular graph [86]
Cm ¯Kn SEMT [86]
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Table 5.8: Summary of super edge-magic total labelings (cont.)
Graph Labeling Notes
join of K1 with any subgraph
of star SEMT [30]
join of two nontrivial graphs
one has two vertices and their
union has exactly one edge SEMT [30]
G is a connected (n, e) graph SEMT G exists iff n− 1 ≤ e ≤ 2n− 3 [30]
G is a connected 3-regular
graphs on n vertices SEMT if n ≡ 2 (mod 4) [30][30]
nK2 + nK2 not SEMT [30]
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Table 5.9: Summary of antimagic labelings.
Graph Labeling Notes
Pn (a, d)-VAT wide variety of a and d [6]
Cn (a, d)-VAT wide variety of a and d [6]
generalised Petersen [7]
graphs P (n, k) (a, d)-VAT [7]
prisms Dn (a, d)-VAT [7]
antiprisms Qn (a, d)-VAT [7]
Wn not (a, d)-VAT for n > 20 [74]
Pn (3, 2)-EAV
not (a, d)-EAV with d > 2 [97]
P2n (n+ 2, 1)-EAV [97]
Cn not (a, d)-EAV with d > 1 [10]
C2n not (a, d)-EAV [97]
C2n+1 (n+ 2, 1)-EAV [97]
(n+ 3, 1)-EAV [97]
Kn not(a, d)-EAV for n > 1 [10]
Kn,n not(a, d)-EAV for n > 3 [10]
Wn not (a, d)-EAV [10]
generalised Petersen with d > 1 [10]
graphs P (n, k) not (a, d)-EAV [10]
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Table 5.10: Summary of antimagic labelings (cont.).
Graph Labeling Notes
Pn not (a, d)-EAT for d > 5 [97]
P2n (6n, 1)-EAT [97]
(6n+ 2, 2)-EAT [97]
P2n+1 (3n+ 4, 2)-EAT
(3n+ 4, 3)-EAT
(2n+ 4, 4)-EAT
(5n+ 4, 2)-EAT
(3n+ 5, 2)-EAT
(2n+ 6, 2)-EAT [97]
Cn (2n+ 2, 1)-EAT
(3n+ 2, 1)-EAT
not (a, d)-EAT for > 5 [97]
C2n (4n+ 2, 2)-EAT
(4n+ 3, 2)-EAT
(2n+ 3, 4)-EAT?
(2n+ 4, 4)-EAT? [97]
C2n+1 (3n+ 4, 3)-EAT
(3n+ 5, 3)-EAT
(n+ 4, 5)-EAT?
(n+ 5, 5)-EAT? [97]
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Table 5.11: Summary of antimagic labelings (cont.)
Graph Labeling Notes
Kn not (a, d)-EAT for d > 5 [10]
Kn,n not (a, d)-EAT for d > 5 [10]
Wn not(a, d)-EAT for d > 4 [10]
generalised Petersen not (a, d)-EAT for d > 4 [10]
graphs P (n, k) ((5n+ 5)/2, 2)-EAT for n odd, N ≥ 3 and k = 1, 2 [88]
super (4n+ 2, 1)-EAT for n ≥ 3, and 1 ≤ k ≤ n/2 [88]
trees (a, 1)-EAT? [10]
Pn Antimagic [53]
Cn Antimagic [53]
Wn Antimagic [53]
Kn Antimagic [53]
every connected graph Antimagic? [53]
except K2 Antimagic [53]
n ≥ 4 vertices
∆(G) ≥ n− 2 Antimagic
all complete partite graphs [53]
except K2 Antimagic [53]
parachutes Pg,b (a, d)-VAE for certain classes [27]
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Table 5.12: Summary of antimagic labelings (cont.)
Graph Labeling Notes
prisms Dn ((7n+ 4)/2, 1)-VAE n ≥ 3, n even [8, 26]
((5n+ 5)/2, 2)-VAE n ≥ 3, n odd [8, 26]
((3n+ 6)/2, 3)-VAE n ≥ 3, n even [8, 26]
((n+ 7)/2, 4)-VAE? n ≥ 7 [8, 26]
generalised Petersen P (n, k) ((3n+ 6)/2, 3)-VAE n ≥ 8, n ≡ 0 (mod 4) [8]
Cn not (a, d)-VAE n even, [29]
C2n+1 not (n+ 2, 1)-VAE n even, [29]
P2n not (a, d)-VAE [29]
P2n+1 (n, 1)-VAE [29]
stars not (a, d)-VAE [29]
C
(k)
3 , C
(k)
4 not (a, d)-VAE [29]
Kn,n+2 (
(n+1)(n2−1)
2
, n+ 1)-VAE n ≥ 3, n odd, [29]
K3,3 not (a, d)-VAE [29]
K4 not (a, d)-VAE [29]
Petersen graphs P (n, 2) not (a, d)-VAE [29]
Wn not (a, d)-VAE n > 3 [74]
antiprisms Qn (6n+ 3, 2)-VAE n ≥ 3, n 6= 2(mod 4) [5]
(4n+ 4, 4)-VAE n ≥ 3, n 6= 2(mod 4)
(2n+ 5, 6)-VAE? n ≥ 4
(6n+ 3, 2)-VAE? n ≥ 6, n 6= 2(mod 4)
(4n+ 4, 4)-VAE? n ≥ 6, n 6= 2(mod 4) [5]
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