Abstract. The basic properties of the cones of lower semicontinuous traces and 2-quasitraces are studied. These properties include: compactness and Hausdorffness of the given cone, continuity of the corresponding functor, and a suitable notion of dual space. These results are applied to the study of the Cuntz semigroup of some classes of C*-algebras. It is shown that if a C*-algebra absorbs the Jiang-Su algebra, then the subsemigroup of its Cuntz semigroup consisting of the purely non-compact elements, is isomorphic to the dual space of the cone of lower semicontinuous 2-quasitraces. This yields a computation of the Cuntz semigroup for the following two classes of C*-algebras: C*-algebras that absorb the Jiang-Su algebra and have no non-zero simple subquotients, and simple C*-algebras that absorb the Jiang-Su algebra.
Introduction
The most standard invariants in the classification of nuclear, simple, C*-algebras are their K-groups and their traces. The traces are assumed to be bounded in the unital case, and lower semicontinuous and densely finite in the non-unital case. If one has in mind the classification of non-simple C*-algebras, it is clear that these traces will not suffice and a broader class should be considered. In this paper we study the properties of the cone of all lower semicontinuous traces on a C*-algebra with the purpose of applying our results to questions in the classification of non-simple C*-algebras. We also consider lower semicontinuous 2-quasitraces, since they appear naturally as functionals on the Cuntz semigroup of the algebra. If the algebra is exact (this is the case that we are mostly concerned with in the classification program), then lower semicontinuous traces and 2-quasitraces coincide. However, some of our considerations apply equally to traces and 2-quasitraces without assuming exactness of the C*-algebra. Thus, we treat both classes for arbitrary C*-algebras.
Recall that a trace on a C*-algebra A is a linear map τ on the positive elements of A, with values in [0, ∞], and satisfying the trace identity τ (xx * ) = τ (x * x) (see [7] ). A 2-quasitrace is a map on (A ⊗ K) + (or one on A + that extends to (A ⊗ K) + ), with values in [0, ∞], satisfying the trace identity, and linear on pairs of positive elements that commute (see [8] ). If a trace or 2-quasitrace is lower semicontinuous, then it is invariant under approximately inner automorphisms. This makes the cones of lower semicontinuous traces and 2-quasitraces of a C*-algebra A-let us denote them by T (A) and QT 2 (A)-natural classification invariants associated to A. Let us proof (2.2) . Let e n be an approximate unit of (a 1 + a 2 )A(a 1 + a 2 ) such that e n (a 1 + a 2 )e n ≤ (a 1 + a 2 − 1/n) + (e.g., e n = φ n (a 1 + a 2 ), with φ n (t) = 1 t (t−1/n) + ). Since e n a 1 e n → a 1 and e n a 2 e n → a 2 , by Lemma 2.2 we have that there is n such that (a 1 − ǫ) + + (a 2 − ǫ) + e n (a 1 + a 2 )e n ≤ (a 1 + a 2 − 1/n) + .
(ii) Let us show that (x * x − ǫ) + is Murray-von Neumann equivalent to (xx * − ǫ) + . Let x = u|x| be the polar decomposition of x in the bidual of A. Then the element y = u(x * x − ǫ) + belongs to A and satisfies that y * y = (x * x − ǫ) + and yy * = (xx * − ǫ) + . (iii) Suppose that i a i = j x * j x j and k b k = j x j x * j . By the RieszPedersen decomposition property, there are y i,j s such that a i = j y 2.2. Non-cancellative cones. Let us call non-cancellative cone an abelian semigroup endowed with a scalar multiplication by positive real numbers. The semigroup may not have cancellation, that is to say, τ + τ 1 = τ + τ 2 does not imply that τ 1 = τ 2 . In the subsequent sections we will some times refer to non-cancellative cones simply as cones and standard cones that embed in a vector space will be referred to as cancellative cones.
Notice that we have not included scalar multiplication by 0 or ∞ in the definition of non-cancellative cone. In the cones that we shall consider hereof traces and 2-quasitraces-we will be able to extend the scalar multiplication to include 0 and ∞. However, it will not necessarily be the case that scalar multiplication by 0 will result in the zero element of the cone.
Noncancellative cones satisfy the following form of restricted cancellation.
Lemma 2.4. (Cancellation lemma.) Let S be a non-cancellative cone. Suppose that x + z = y + z for some z such that z + z 1 = nx and z + z 2 = ny. Then x = y.
Proof. By induction we have nx + z = ny + z. So let us assume that n = 1. Then x + y = x + z + z 2 = y + z + z 2 = 2y. In the same way x + y = 2x, and so x = y.
3. The cone of lower semicontinuous traces 3.1. The cone T (A). Let A be a C*-algebra. Let us say that τ : A + → [0, ∞] is a trace on A if τ is linear and satisfies τ (xx * ) = τ (x * x). The following lemma is well known (see [8, Remark 2 .27 (iv)]).
Proof. By parts (i) and (ii) of Proposition 2.3 we have thatτ is a trace. We also have thatτ (a) = sup ǫτ ((a − ǫ) + ). Let us see that this implies thatτ is lower semicontinuous. Suppose thatτ (x) > a for some a ≥ 0. Let ǫ be such that
Let us denote by T (A) the collection of all lower semicontinuous traces of A. This set is a non-cancellative cone endowed with the operations of pointwise addition and pointwise scalar multiplication by positive real numbers (we will later extend the scalar multiplication to include 0 and ∞). We shall also consider T (A) endowed with the order induced by its addition operation.
The following proposition is well known for various classes of traces on a C*-algebra (e.g., see [7, Proposition 6] 
It is easily verified that τ 3 is linear, satisfies the trace identity, and
In [10, Theorem 3.1] Pedersen used the Riesz-Pedersen property to show that the cone of lower semicontinuous, densely finite, traces is a lattice. We shall follow a similar method here to show that T (A) is a lattice. 
Proof. The properties of lower semicontinuity, linearity, and the trace identity, are preserved after taking the pointwise supremum of an upward directed family of lower semicontinuous traces. Thus, T (A) is closed by directed suprema. In order to prove that T (A) is a lattice it is enough to show that the supremum of any two lower semicontinuous traces exists.
Let τ 1 and τ 2 be in T (A). Let τ : A + → [0, ∞] be given by the RieszKantorovich formula:
We clearly have τ (xx * ) = τ (x * x). The linearity of τ follows from the Riesz decomposition property (i.e., Proposition 2.3 (iii)) by a standard argument that goes back to Riesz (see [12, Theorem 1] ). It is clear that τ 1 ≤ τ , τ 2 ≤ τ , and that any trace that majorizes τ 1 and τ 2 is greater than or equal to τ . Let τ be the lower semicontinuous traceτ (a) = sup ǫ τ ((a − ǫ) + ). For any lower semicontinuous trace τ ′ we have that τ ≤ τ ′ if and only ifτ ≤ τ ′ . Soτ is the supremum of τ 1 and τ 2 in T (A).
The identity (3.1) follows from the Riesz-Kantorovich formula for the supremum of two traces in T (A).
Let τ :
By the Riesz decomposition property τ is a trace. Thenτ (a) = sup ǫ τ ((a−ǫ) + ) is a lower semicontinuous trace and the infimum of τ 1 and τ 2 . The identity (3.2) now follows from the Riesz-Kantorovich formula for the infimum of two traces.
Vector lattices, that is, ordered vector spaces that are a lattice with respect to their order, have a number of properties that are implied by their lattice structure. For example, a vector lattice is always distributive and satisfies the identities (3.1) and (3.2) (see [15] ). The cone T (A) cannot be embedded in a vector space since it is not cancellative. For instance, if I denotes a closed two-sided ideal of A then
is a lower semicontinuous trace and satisfies τ + τ = τ . Indeed, the lower semicontinuous traces with only possible values 0 and ∞-i.e., that satisfy τ + τ = τ -are in order reversing bijection with the closed two-sided ideals of A by the map I → τ I . However, making use of equations (3.1) and (3.2) , and the restricted cancellation of Lemma 2.4, we can still show that T (A) shares some properties with vector lattices.
2), and add the resulting equations.
(ii) Let us prove that (
It is enough to prove this equality after adding on both members τ 1 ∧ τ 2 ∧ τ 3 since this term may be cancelled by Lemma 2.4. For the right side we have
For the left side we have
The topology on T (A). Let us endow the cone T (A) with the topology such that the net (τ
for any a ∈ A + and ǫ > 0. A subbasis of neighbourhoods for the trace τ is given by the sets
Remark. In order to define the topology of T (A) the element a can be restricted to vary in a dense subset S of A + such that a ∈ S implies that (a − 1/n) + ∈ S for all n ≥ 1. Let us see this. Suppose we have such a set S. Let a ∈ A + and ǫ > 0. By Lemma 2.2, for every ǫ > 0 there is a ′ ∈ S and n ∈ N, such that One can verify from (3.3) that ατ → τ supp τ when α → 0 and ατ → τ ker τ when α → ∞. In view of this, we extend by continuity the scalar multiplication in order to include the scalars 0 and ∞: Proof. Let us show that T (A) is Hausdorff. Let τ 1 and τ 2 be in T (A). We have that either τ 1 τ 2 or τ 2 τ 1 . Suppose we are in the first case. Then there are a ∈ A + and ǫ > 0 such that τ 1 ((a − ǫ) + ) τ 2 (a) + ǫ. Let us choose ǫ such that τ 2 (a) < 2/ǫ − ǫ/2 (this is possible since τ 2 (a) < ∞). Then the sets U(τ 1 ; (a − ǫ/2) + , ǫ/2) and V (τ 2 ; a, ǫ/2) are disjoint neighbourhoods of τ 1 and τ 2 respectively. For suppose that τ belongs to their intersection. Then
This is a contradiction.
The following simple proof of the compactness of T (A) was suggested to us by E. Kirchberg (our original proof was much longer).
Let (τ i ) i∈Λ be a net of traces in T (A). By Tychononff's theorem (using the compactness of [0, ∞]), we can choose a pointwise convergent subnet (τ i ) i∈Λ ′ with limit τ . The function τ : A + → [0, ∞] is linear and satisfies the trace identity. Letτ be the lower semicontinuous traceτ
Proof. It follows from the remark made after the definition of the topology of T (A) that if A is separable then T (A) is second countable. Since T (A) is also compact and Hausdorff, it is metrizable and separable.
Proposition 3.8. (i) An upward directed family of traces of T (A) converges to its supremum and a downward directed family converges to its infimum. (ii) Let {τ i } be a family of traces in T (A) indexed by a set Λ (possibly infinite). Let τ ∈ T (A). We have
Proof. (i) Let (τ i ) i∈Λ be upward directed with supremum τ . It is enough to show that every convergent subnet of (τ i ) i∈Λ ′ converges to τ . So let us assume without loss of generality that (τ i ) i∈Λ converges to τ ′ . For every i we have τ i + µ i = τ for some µ i . Passing to a convergent subnet of µ i (by compactness) and taking limit, we get that τ ′ + µ = τ . That is, τ ′ ≤ τ . On the other hand, for every i, j with i ≤ j we have τ i + µ i,j = τ j . Let us fix i and pass to a subnet such that µ i,j converges to µ i as j → ∞. We get that
We proceed in a similar way for downward directed families in T (A).
(ii) By the distributivity of T (A) we have
for every finite subset F of Λ. Let us consider both sides as downward directed families of traces indexed by the finite subsets of Λ. Since every downward directed family of traces converges to its infimum, the right side converges to
It is enough to prove that if the downward directed net (µ F ) has infimum µ, then the infimum of (µ F ∨ τ ) is µ ∨ τ . We have µ F ∨ τ + µ F ∧ τ = µ F + τ . Taking limits on both sides we get
Remark. Proposition 3.8 (i) may be proved directly from the definition of the topology of T (A). The proof given above, however, applies to arbitrary topological cones that are a complete lattice, and are compact and Hausdorff. 
+ . We have that τ (a) ≤ lim inf τ i (a). We need to show that lim sup τ i (a) ≤ τ (a). Let us first reduce proving this to the case that a ≤ (b − ǫ) + for some b ∈ Ped(I) + . Consider the set S = { c ∈ I + | c (b−ǫ) + , for some b ∈ Ped(I) + and ǫ > 0 }. The set S is a cone by Proposition 2.3 (i), it is dense in I + , and satisfies that y * cy ∈ S for all c ∈ S and y ∈ I. Thus Ped(I)
Changing a to a ′ , we see that it is enough to assume that a ≤ (b − ǫ) + .
It will be shown in Proposition 5.1 of Section 4 that if τ (b) < ∞ and
Now suppose that we have a net (τ i ) of lower semicontinuous traces with support I converging pointwise on Ped(I) + to τ . Let a ∈ A + and ǫ > 0. We need to show that the inequalities (3.3) hold. If a / ∈ I + then this is true, since
and
for all ǫ > 0.
(ii) The traces that are a multiple of 0 form a closed subset of T (A). Hence Lat(A) is compact and Hausdorff in the topology induced by the topology of T (A). Let us show that this topology, call it σ, is finer than the Lawson topology. This will give the desired result, since Lat(A) is compact and Hausdorff in both topologies.
Recall that the Lawson topology has the sub-basis of open sets U I = {J | I J}, and V I = {J | I << J}, I ∈ Lat(A). Suppose that (J i ) i∈Λ is a net converging to J in σ, and J ∈ U I . If we have I ≤ J i for a subnet (J i ) i∈Λ ′ , then
Let J ∈ V I . Then by the characterization of the relation << for Lat(A), there is a ∈ Ped(J) + such that I ≤ Ideal(a). It was observed in the proof of part (i) of this proposition that there is b ∈ J and ǫ > 0 such that
The functor T (·)
. Homomorphisms between C*-algebras induce morphisms going in the opposite direction between their cones of traces; given φ : A → B the map T (φ) :
It is easily verified that T (φ) is linear and continuous. 
It is enough to prove that µ is bijective since a continuous bijection between compact Hausdorff spaces has continuous inverse.
Suppose that the traces τ 1 and τ 2 in T (A) are such that τ 1 • φ i,∞ = τ 2 • φ i,∞ for all i. Thus, τ 1 and τ 2 agree on the set i φ i,∞ (A + i ), of positive elements coming from the algebras A i . Let us call this set B. Then B is dense in A + and is such that if a ∈ B then (a − ǫ) + ∈ B for all ǫ > 0. It follows that τ 1 and τ 2 cannot be separated in the topology of T (A). Since T (A) is Hausdorff,
Let τ i ∈ T (A i ) be traces compatible with the inductive limit. For every
Taking supremum on ǫ > 0 we get τ i (x) ≤ τ i (y). Having x and y switch roles we get τ i (x) = τ i (y). So τ is well defined on B.
Let us extend τ from B to A + as follows:
Let us show thatτ is a lower semicontinuous trace that extends τ . For every x ′ and ǫ > 0 such that x
. Also, it can be shown using (2.
Taking the supremum of the left side over ǫ we get that τ is subadditive.
In view of Theorems 3.3 and 3.6 a natural category for T (A) seems to be the category whose objects are (non-cancellative) topological cones C such that (I) C is a complete lattice (in the order induced by addition) and the identities (3.1) and (3.2) hold in C, (II) addition and scalar multiplication are continuous and C is compact and Hausdorff.
The arrows of the category are the linear continuous maps between cones. An inspection of the proofs of Propositions 3.4, 3.8, and 3.9 (i), shows that they also hold on replacing T (A) by any topological cone that satisfies (I) and (II).
Functionals on the Cuntz Semigroup
Let Cu(A) denote the stabilized Cuntz semigroup of A, that is, the ordered semigroup of Cuntz equivalence classes of positive elements in A ⊗ K (see [13] ). Every τ ∈ T (A) extends to a lower semicontinuous trace in (A ⊗ K) + in a unique way. Let us define λ τ ([a]) = sup n τ (a 1/n ), for a ∈ (A ⊗ K) + . This is known to be a well defined function on Cu(A) with values in [0, ∞] and with the following properties:
(1) λ τ is additive and order preserving, (2) λ τ preserves the suprema of increasing sequences. 
where
Let us denote by QT 2 (A) the cone of lower semicontinuous quasitraces of A⊗K. Let us endow QT 2 (A) with the topology such that the net (τ i ) converges to tau if
for all a ∈ (A ⊗ K) + and ǫ > 0. The basis of neighbourhoods of a point is defined analogously to how it was done before for T (A).
Let us denote by D (Cu(A) ) the cone of functionals on Cu(A). We say that the net (λ i ) converges to λ if
for all [a] ∈ Cu(A) and ǫ > 0. (ii) The topology induced on T (A) by the topology of QT 2 (A) coincides with the topology given to T (A) in the previous section.
Proof. (i) The proof that QT 2 (A) is compact and Hausdorff is the same proof that we did before for T (A). We will show that D(Cu(A)) is compact and Hausdorff in Theorem 4.3 below. In order to show that τ → λ τ is a homeomorphism it is enough to show that it is continuous. Suppose that
(ii) Let us show that T (A) is a closed subset of QT 2 (A). Let τ i → τ in QT 2 (T (A)) and τ i ∈ T (A). Let us pass to a subnet of τ i such that τ i converges pointwise to some τ ′ . Then, as seen in the proof of Theorem 3.6, τ (x) = sup ǫ τ ′ ((x − ǫ) + ). Since every τ i is additive, τ ′ is additive, and by Lemma 3.1, τ is also additive. Thus, T (A) is a closed subset of QT 2 (A). The cone T (A) is compact and Hausdorff in the two topologies that we are comparing, and the topology induced by the inclusion in QT 2 (A) is clearly the finest of the two. Therefore, these topologies coincide.
As a corollary to the previous theorem we get that T (A) is isomorphic to its image in D (Cu(A) ). If A is exact then T (A) and D(Cu(A)) are isomorphic as topological cones.
In [4] , Coward, Elliott, and Ivanesvcu, showed that Cu(A) belongs to a special category of ordered semigroups denoted by Cu. Let us recall it here.
For elements a and b of an ordered set, let us say that a is far below b, denoted by a << b, if for any increasing sequence (b n ) with supremum greater than or equal to b there is n such that a ≤ b n . The category Cu has for objects the ordered semigroups S with 0 and such that (1) increasing sequences in S have a supremum, (2) for every a ∈ S there is a sequence a 1 , a 2 , . . . with supremum a and such that a i << a i+1 for all i, The morphisms of the category Cu are the ordered semigroup morphisms (i.e., additive and order preserving) that preserve suprema of increasing sequences and the far below relation.
Remark. The far below relation (also called way below relation), is usually defined with respect to increasing nets (b i ) instead of countable sequences (b n ). Nevertheless, it is countable increasing sequences that we want here.
Let S be a semigroup in the category Cu. Let us call an additive and order preserving function λ : S → [0, ∞] that also preserves the suprema of increasing sequences a functional on S. Let us denote by D(S) the cone of functionals on S endowed with pointwise addition and scalar multiplication by positive real numbers. We endow D(S) with the topology such that a net 
Proof. If x ≤ y and x
′ << x then x ′ << y. This allows us to conclude that λ(x) ≤λ(y). If x ′ << x and y ′ << y then x ′ + y ′ << x + y, soλ(x) +λ(y) ≤ λ(x + y). If z << x + y then there are x ′ << x and y ′ << y such that z << x ′ + y ′ . Soλ(x + y) ≤λ(x) +λ(y). Finally, let (x i ) be an increasing sequence with supremum x. Then for all x ′ << x we have x ′ << x i ≤ x for some i. Soλ(x) ≤ supλ(x i ) ≤λ(x).
The order of pointwise comparison of functionals in D(S) is the same as the order coming from the semigroup structure. The proof of this is identical to the proof for T (A) (see Proposition 3.2). We use Lemma 4.2 instead of Lemma 3.1.
Theorem 4.3. D(·) is a continuous contravariant functor from the category Cu to the category of compact Hausdorff cones.
Proof. The proof that D(S) is compact and Hausdorff runs along similar lines as the proof for T (A). We use Lemma 4.2 instead of Lemma 3.1.
Let us see that D(·) is a continuous functor. Inductive limits of the category Cu are characterized as follows: S is the inductive limit of (S i , φ i,j ) if
(1) every element of S is supremum of an increasing sequence of elements coming from the S i s, (2) if x, y ∈ S i satisfy that φ i,∞ (x) ≤ φ i,∞ (y) in the limit, then for all z << x there is n such that φ i,n (z) ≤ φ i,n (y) in S n . Let C be the projective limit of (D(S i ), D(φ i,j )) in the category of topological spaces. If λ 1 and λ 2 are two functionals on S that agree on the elements coming from finite stages, then λ 1 and λ 2 are equal by property (1) above of inductive limits in Cu. Thus, the map from C to D(S) is in injective. In order to see that this map is surjective we need to show that for any sequence of functionals λ i ∈ D(S i ) compatible with the inductive limit, there is λ ∈ D(S) such that D(φ i,∞ )(λ) = λ i . Let us define λ on the subsemigroup i φ i,∞ (S i ) by λ(φ i,∞ (x)) = λ i (x). Let us see that this map is well defined. Suppose that φ i,∞ (x) = φ i,∞ (y). Then by property (2) of the inductive limits of Cu, for every z << x there is n such that φ i,n (x) ≤ φ i,n (y). So λ i (z) = λ n (φ i,n (z)) ≤ λ n (φ i,n (y)) = λ i (y). Since this holds for all z << x we have λ i (x) ≤ λ i (y) and having x and y switch roles we get λ i (x) = λ i (y).
Let us write T = i φ i,∞ (S i ). Let us extend λ from T to all S as follows:
One can now show thatλ is a functional on D(S) that extends λ. We will only show here thatλ is additive. Let x, y ∈ S. Let x ′ << x, y ′ << y and x ′ , y ′ ∈ T . Then x ′ + y ′ << x + y and x ′ + y ′ ∈ T . This implies thatλ is superadditive. On the other hand, if z ′ << x + y , z ′ ∈ T , then there are x ′ , y ′ ∈ T such that z ≤ x ′ + y ′ << x + y and x ′ << x, y ′ << y. From this we conclude thatλ is subadditive. (Cu(A)) ). Here τ λ is the quasitrace associated to λ by (4.1).
In this section if a is a positive element we will use the notation a ǫ to mean (a − ǫ) + .
Proposition 5.1. For all a ∈ A
+ and ǫ > 0 we have a ǫ ≤ (1 − ǫ/ a )â and a ǫ is continuous on each point whereâ is finite.
Proof. We have a ǫ ≤ (1 − ǫ/ a )a. Suppose thatâ(λ) < ∞ and that λ i → λ. We have τ λ (a ǫ ) ≤ lim inf τ λ i (a ǫ ). Let µ > 0 and set a ′ = a ǫ +µa. There is ǫ ′ > 0 such that a ǫ ≤ a ′ ǫ ′ (this is easily verified in C * (a)). Therefore lim sup τ
. This is true for all µ > 0. Since τ λ (a) is finite we conclude that lim sup τ
Let us denote by S(D (Cu(A) )) the subset of LS(D (Cu(A) )) composed of those functions f such that there is an increasing sequence (h i ), h i ∈ LS(D(Cu(A))), with the properties:
(I) the supremum of the h i s is f , (II) h i ≤ (1 − ǫ i )h i+1 for some ǫ i > 0, and h i is continuous on each point where h i+1 is finite.
By Proposition 5.1 for every a ∈ (A⊗K) + the functionâ is in S(D(Cu(A))). We will see in the next proposition that S(D(Cu(A))) is closed by suprema of increasing sequences. Since [a] = sup n (a 1/n ), we see that [a] is also in S(D (Cu(A))) . (
Let us see that this implies that f << g in LS(D (Cu(A) )). Let (g i ) be an increasing sequence of functions in LS(D(Cu(A))) with pointwise supremum greater than of equal to g. Then Set(g) ⊆ i Set(g i ). Since Set(f ) is compact, we must have that
(iii) Let f and g be functions in S(D (Cu(A) )), and (h 
We now find h
. We continue in this to find a sequence h
. Moreover, by applying an argument as in the proof of [4, Theorem 1 (i)], we can choose this sequence so that its supremum is f . If h
. We conclude that f belongs to S(D (Cu(A)) ).
Let λ I be the functional on Cu(A) that is 0 on Cu(I) and ∞ outside (i.e., λ I = λ τ I ). For a functional λ let us define the support of λ by supp λ : (Cu(A) )) let us define the support of f as the ideal supp f := inf{ I | f (λ I ) = 0 }. Since the functionals λ J such that f (λ J ) = 0 form an upward directed set (because it is closed by addition), the support of f is also the maximal ideal such that f (λ I ) = 0. If a is a positive element then suppâ = Ideal(a).
Proposition 5.3. Let f and g be in LS(D(Cu(A))).
(
(ii) If supp f ⊆ supp g then for any h ≺≺ f we have h ≤ Cg for some constant C.
Proof. (i) Let us write I = supp g. Suppose that (I i ) is upward directed family of ideals with supremum I. Then
(iii) Let us show that there is ǫ > 0 such that Set(f ) ⊆ ǫ · Set(g). Suppose the contrary. Then there is a sequence (λ i ) with limit λ, such that h(λ i ) > 1 and g(λ) = 0 (this uses the compactness of D(Cu(A))). Since g(∞ · λ) = 0, we have f (∞ · λ) = 0. Since ∞λ i → ∞λ we have lim sup h(∞λ i ) ≤ 0. So h(∞λ i ) = 0 for almost all i. This contradicts that h(λ i ) > 1 for all i.
The following theorem follows from general arguments in the duality theory of topological vector spaces. 
Proof. Let us identify D A (Cu(A)) with the cone of quasitraces of A ⊗ K with support A. The topology induced on D A (Cu(A) ) by the topology of D (Cu(A) ) is the topology given by pointwise convergence on the set { a ǫ | a ∈ (A ⊗ K) + } (this is shown as in Proposition 3.9 (ii)). Therefore, D A (Cu(A)) is a weakly complete cancellative cone in the class S of Choquet (see [2] ). Now the theorem follows from [2, Proposition 30.7] . Proof. Let us assume without loss of generality that supp
, we have a ǫ/2 ≤ Cf , for some C. Hence a ǫ is continuous on K for all a ∈ (A ⊗ K)
+ and all ǫ > 0. Since f is finite on K, we also have that g is continuous on K.
Suppose that g cannot be uniformly approximated in C(K) by convex combinations of functions of the form a ǫ . Then there there is a real measure m = m + − m − on K such that a ǫ dm + = a ǫ dm − for all a ∈ (A ⊗ K)
+ and ǫ > 0, and g dm + = g dm − + 1. By Proposition 5. Let us see that the restriction of g to D A (Cu(A)) is continuous. Recall that we have assumed the existence of g ′ such that g ≤ g ′ ≺≺ f , and g is continuous where g ′ is finite. Then g ′ (λ) < ∞ for all λ ∈ D A (Cu(A)) by Proposition 5.3 (ii). Since g is continuous where g ′ is finite we are done. We conclude that g restricted to K is in the closure of the convex set spanned by the functionsâ ǫ . Hence, for every ǫ > 0 there is positive element a such that g ≤â + ǫf andâ ≤ g + ǫf on K. It is easily seen that this holds then for all D (Cu(A) ). Changingâ toâ/(1 + ǫ) we haveâ ≤ f . Proof. Let (h i ) be a an increasing sequence satisfying (I) and (II). We have that supp
Let us choose δ > 0 and ǫ > 0 such that δC + 1 − µ < 1 and ǫ < δ/C. Finally, using Lemma 5.5, let us find a in (A ⊗ K) + such thatâ ≤ h 2 and h 1 ≤ ǫh 2 +â. By the stability of A ⊗ K, we may assume that the elements a and b that we found in the previous paragraph are orthogonal (if they are not, we replace them by Murray-von Neumann equivalent elements that are orthogonal). Let
Corollary 5.7. S(D (Cu(A)) ) is a continuous covariant functor from the category of C*-algebras to the category Cu.
Proof. We have seen already seen that the supremum of an increasing sequence in S(D (Cu(A) )) exists and is equal to the pointwise supremum of the sequence. By Theorem 5.6 every element is supremum of a rapidly increasing sequence of functions (i.e., one satisfying axiom (2) of the category Cu) that also belong to S(D (Cu(A)) ). We clearly have axiom (3) too, since the supremum of an increasing sequence of functions in S(D (Cu(A)) ) is the pointwise supremum of the sequence. Suppose that f 1 << g 1 and f 2 << g 2 in S(D(Cu(A))). Let h 1 be such that f 1 ≤ h 1 ≤≤ (1 − µ)g 1 , and h 1 is continuous on each point where g 1 is finite. Suppose that h 2 is in the same relationship with respect to g 2 . Then
, and h 1 + h 2 is continuous on the points where g 1 + g 2 is finite. Hence,
If φ : A → B is a homomorphism of C*-algebras then D(Cu(φ)) is continuous and linear. It is now easy to see the S(D(Cu(φ))) preserves suprema of increasing sequences and the far below relation.
Suppose that A = lim(A i , φ i,j ). The union of the images A + i in A + is a dense set closed by functional calculus. Thus for every a ∈ A + and ǫ > 0 there is a ′ coming from a finite stage such that (a − ǫ) + a ′ a. It follows that a is the supremum of an increasing sequence ofâ i s coming from finite stages. Thus, every element of S(D(Cu(A))) is supremum of an increasing sequence of elements coming from the S(D (Cu(A i ) 
The space S(T (A)
). Here we briefly review the construction and the properties of the space S(T (A)). Let us denote by S(T (A)) the space of linear, lower semicontinuous functions on T (A) that satisfy the conditions (I) and (II) from before. If a ∈ A + thenā(τ ) = τ (a) defines a lower semicontinuous functions in S(T (A)) (this function is the restriction ofâ to T (A)).
The following corollaries may be drawn from this theorem: S(T (A)) is an ordered semigroup in the category Cu, S(T (·)) is a continuous fucntor from the C*-algebras to the category Cu, and the map S(D(Cu(A))) → S(T (A)) of restriction of a function from QT 2 (A) to T (A) is surjective.
6. The structure of the Cuntz semigroup of some C*-algebras Let us apply the results of the previous sections to understand the structure of the Cuntz semigroup of some classes of C*-algebras. 
Proof. First suppose that A is a direct sum of homogeneous algebras. In this case the theorem is a corollary of the following theorem of Toms (see [14, Theorem] 
There is a constant K such that for every finite dimensional space X, if
Let us see how.
We may assume without loss of generality that b(x) = 0 for all x. So rank b ≥ 1 and
Let A be an AH algebra of no dimension growth. We now turn to C*-algebras with almost unperforated Cuntz semigroup. Recall that an ordered semigroup is almost unperforated if (k + 1)x ≤ ky for some k ∈ N, implies that x ≤ y.
The following proposition is an improvement of [13, Proposition 3.2] for semigroups in the category Cu. Proof. Suppose that S satisfies the condition of comparison of elements by functionals described in the statement of the proposition (this condition is often referred to as "strict comparison"). If (k + 1)x ≤ ky then λ(x) ≤ k/(k + 1) < λ(y) for any λ such that λ(y) = 1. Since x ≤ ky ≤ ∞ · y, we conclude that x ≤ y, as desired.
Suppose that S is almost unperforated. Let x, y ∈ S be such that x ≤ ∞ · y and λ(x) < λ(y) for all λ such that 0 < λ(y) < ∞. Let z << x. Then z ≤ ky for some k. We shall prove that for every additive, order preserving, function D on S-not necessarily preserving suprema of increasing sequences-such that D(y) = 1, we have D(z) < D(y). By [13, Proposition 3.2] , this will imply that z ≤ y, from which the desired result will follow taking supremum over all z that are far below x. Proof. The implication that λ(x) ≤ λ(y) for every functional λ if kx ≤ (k +1)y for all k ∈ N is obvious. Let us proof the converse.
By considering functionals with only the possible values 0 or ∞ we conclude that x ≤ ∞y. We now apply the previous proposition to x ′ = kx and y ′ = (k + 1)y. In particular, every element of Cu(A) is purely non-compact.
(ii) The complement of the set of purely non-compact elements, in the case of a simple C*-algebra, is the set of elements [p] such that p is a finite projection. It is easy to see that among finite projections Cuntz equivalence amounts to Murray-von Neumann equivalence.
