The main approach of traditional information retrieval (IR) is to examine how many words from a query appear in a document. A drawback of this approach, however, is that it may fail to detect relevant documents where no or only few words from a query are found. The semantic analysis methods such as LSA (latent semantic analysis) and LDA (latent Dirichlet allocation) have been proposed to address the issue, but their performance is not superior compared to common IR approaches. Here we present a query-document similarity measure motivated by the Word Mover's Distance. Unlike other similarity measures, the proposed method relies on neural word embeddings to calculate the distance between words. Our method is efficient and straightforward to implement. The experimental results on TREC and PubMed show that our approach provides significantly better performance than BM25. We also discuss the pros and cons of our approach and show that there is a synergy effect when the word embedding measure is combined with the BM25 function.
Introduction
In information retrieval (IR), queries and documents are typically represented by term vectors where each term is a content word and weighted by tf-idf or other weighting schemes (Salton and Buckley, 1988) . The similarity of a query and a document is then determined as a dot product or cosine similarity. Although this works reasonably, the traditional IR scheme often fails to find relevant documents when synonymous or polysemous words are used in a dataset, e.g. a document including only "neoplasm" cannot be found when the word "cancer" is used in a query. One solution of this problem is to use query expansion (Carpineto and Romano, 2012) or dictionaries, but these alternatives still depend on the same philosophy, i.e. queries and documents should share exactly the same words.
While the term vector model computes similarities in a sparse and high-dimensional space, the semantic analysis methods such as latent semantic analysis (LSA) (Deerwester et al., 1990; Hofmann, 1999) and latent Dirichlet allocation (LDA) (Blei et al., 2003) learn dense vector representations in a low-dimensional space. These methods choose a vector embedding for each term and estimate a similarity between terms by taking an inner product of their corresponding embeddings (Sordoni et al., 2014) . Since the similarity is calculated in a latent (semantic) space based on context, the semantic analysis approaches do not require having common words between a query and documents. However, it has been shown that LSA and LDA methods do not produce superior results in various IR tasks (Maas et al., 2011; Baroni et al., 2014; Pennington et al., 2014) and the classic ranking method, BM25 (Robertson and Zaragoza, 2009), even outperforms them in document ranking (Atreya and Elkan, 2011; Nalisnick et al., 2016) .
Neural word embedding (Bengio et al., 2003; Mikolov et al., 2013 ) is similar to the semantic analysis methods described above. The main difference is that LSA and LDA utilize co-occurrences of words but neural word embedding learns to predict context. Moreover, training of semantic vectors is derived from neural networks. The neural word embedding models have gained popularity in recent years due to their high performance in NLP tasks (Levy and Goldberg, 2014) . Here we present a query-document similarity measure using a neural word embedding approach. This work is particularly motivated by the Word Mover's Distance (Kusner et al., 2015) . Unlike the common similarity measure taking query/document centroids of word embeddings, the proposed method evaluates a distance between individual words from a query and a document. The experimental results on TREC (Hersh et al., 2006; Hersh et al., 2007) and PubMed 1 show that our approach is significantly better than the BM25 ranking. We also show that an additional improvement can be achieved by combining the word embedding approach and the BM25 function.
Taken together, we make the following major contributions in this work. First, to our best knowledge, this work represents the first investigation of query-document similarity for information retrieval using the recently proposed Word Mover's Distance. Second, we modified the original Word Mover's Distance algorithm so that it is computationally less expensive and thus more practical for real-world search scenarios (e.g. biomedical literature search). Third, we propose a novel strategy for using PubMed article titles as a proxy for relevance so that ranking algorithms can be evaluated and compared at a large scale without the involvement of tedious manual relevance judgment process. Finally, on both TREC and PubMed datasets, our proposed method achieved stronger performance compared to BM25.
Methods
A common approach of computing a similarity between texts (e.g. phrases, sentences or documents) is to take a centroid of word embeddings, and evaluate an inner product or cosine similarity between centroids 2 (Furnas et al., 1988; Nalisnick et al., 2016) . This has found use in classification and clustering because they require to find an overall topic of each document. However, taking a simple centroid is not a good approximator for calculating a distance between a document and a query (Kusner et al., 2015) .
A standard method of document search, on the other hand, is to find a set of documents that include query words or a subtopic relevant to the query. Consistent with this, our approach here is to measure the distance between individual words, not the average distance between a query and a document.
Word Mover's Distance
Our work is based on the Word Mover's Distance between text documents (Kusner et al., 2015) , which calculates the minimum cumulative distance that words from a document need to travel to match words from a second document. First, we might assume that documents are represented by normalized bag-of-words (BOW) vectors, i.e. if a word w i appears tf i times in a document, the weight
, where n is number of words in the document. The higher the weight, the more important the word. Combined with a measure of word importance, we also require a method to measure the relatedness of a pair of words. For this purpose, we use a neural embedding approach. The dissimilarity c between w i and w j can be calculated by c(i, j) = x i −x j 2 , where x i and x j are the embeddings of w i and w j , respectively. The Word Mover's Distance makes use of word importance and the relatedness of words as we now describe.
Let D and D ′ be BOW representations of two documents D and D ′ . Let T ∈ R n×n be a flow matrix, where T ij ≥ 0 denotes how much it costs to travel from w i in D to w j in D ′ , and n is the number of unique words appearing in D and D ′ . To entirely transform D to D ′ , we ensure that the entire outgoing flow from w i equals d i and the incoming flow to w j equals d ′ j . The Word Mover's Distance between D and D ′ is then defined as the minimum cumulative cost required to move all words from D to D ′ , i.e.
The solution is attained by finding T ij that minimizes the expression in (1). Kusner et al. (2015) applied this to obtain nearest neighbors for document classification, i.e. k-NN classification and it produced outstanding performance among other stateof-the-art approaches. What we have just described is the approach given in Kusner et al. We will modify the word weights and the measure of the relatedness of words to better suit our application.
Our Query-Document Similarity Measure
While the prior work gives a hint that the Word Mover's Distance is a reasonable choice for evaluating a similarity between documents, it is uncertain how the same measure could be used for searching documents from a query. First, it is expensive to compute the Word Mover's Distance. The time complexity of solving the distance problem is O(n 3 log n) (Pele and Werman, 2009). Second, the semantic space of queries is not the same as those of documents. A query consists of a small number of words in general, hence words in a query tend to be more abstract and somewhat vague. On the contrary, a text document is longer and more informational. Having this in mind, we realize that two distinctive components are required for querydocument search: 1) mapping queries to documents using a word embedding model trained on a document set and 2) mapping documents to queries using a word embedding model obtained from a query set. In this work, however, we aim to address the former, and the mapping of documents to queries remains as future work.
For our purpose, we will change the word weight d i to incorporate inverse document frequency (idf ), i.e.
. K is the size of a document set and k i is the number of documents that include the ith term. This is the idf factor normally used in tf-idf and BM25 (Witten et al., 1999; Wilbur, 2001) .
Let Q and D be BOW representations of a query Q and a document D. D and D ′ in Section 2.1 are now replaced by Q and D, respectively. The word embedding model is trained on a set of (large) documents. Since we want to have a higher score for documents relevant to Q, c(i, j) is redefined as a cosine similarity, i.e. c(i, j) = the problem we try to solve is the flow Q → D. Hence, Eq. 1 is rewritten as follows.
subject to
The optimal solution of the expression in (2) is to map each word in Q to the most similar word in D based on word embeddings. The time complexity for getting the optimal solution is O(mn), where m is the number of unique query words and n is the number of unique document words. In general, m ≪ n and evaluating the similarity between a query and documents can be implemented in parallel computation. Thus, the document ranking process can be quite efficient.
Experimental Results
To evaluate our word embedding approach, we used two scientific literature datasets: TREC and PubMed. TREC is the benchmark set created for TREC 2006 Genomics Tracks (Hersh et al., 2006 Hersh et al., 2007) . The original task is to retrieve passages relevant to topics (i.e. queries) from full-text articles, but the same set can be utilized for searching relevant documents. Our setup is more challenging because we only use PubMed abstracts, not full-text articles, to find evidence. The PubMed set is larger, and it contains all the documents that have non-empty titles and abstracts in PubMed. word2vec was trained on titles and abstracts from over 25 million PubMed documents 3 , and the trained model is available online 4 . For experiments, we removed stopwords from queries and documents. BM25 5 is chosen for performance comparison in following subsections. Among document ranking functions, BM25 shows a competitive performance (Trotman et al., 2014) . It also outperforms co-occurrence based word embedding models (Atreya and Elkan, 2011; Nalisnick et al., 2016). Table 2 presents the average precision of BM25 and our embedding approach on the TREC dataset. Relevance judgements in TREC are based on the pooling method (Manning et al., 2008) , i.e. relevance is manually assessed for top ranking documents returned by participating systems. Therefore, we only used the documents that annotators reviewed for evaluation (Lu et al., 2009) . As shown in the table, the embedding approach boosts the average precision of BM25 by 19% and 6% on TREC 2006 and 2007, respectively. 
TREC Dataset

PubMed Dataset
Even if TREC is a reasonable set to evaluate search systems, queries used in the set do not reflect an actual search scenario in PubMed. For manual judgements, TREC queries should be specific and unambiguous if possible. This constraint makes queries longer than usual PubMed queries. This evaluation is based on the observation that humans can recognize the subject of a document satisfactorily from the title (Resnick, 1961) . Table 3 shows the average precision of BM25 and the embedding approach over user queries of different lengths. When using the embedding approach, the average precision is increased by 23%, 59% and 116% for queries with 2, 3, and 4 or more words, respectively. Interestingly, the BM25 performance degrades for longer queries, but the performance does not decrease much in the word embedding approach. We speculate that BM25 picks up more irrelevant abstracts because it scores based only on the exact words found, whereas the word embedding approach produces a semantic score even for query words that do not appear in the document.
Word Embeddings with BM25
Another experiment we performed was to score all documents from TREC using BM25 and the word embedding approach. In this experiment, only positives are used from manual judged labels, and we assume all the remaining documents are negatives (Webber and Park, 2009). As expected, the performance drops significantly (Table 4) 2007, the word embedding approach performs worse than BM25. This may be due to the bias issue of the pooling method (Buckley et al., 2007; Webber and Park, 2009) or simply added noises by scoring all documents. Since we found a case that BM25 performed better, we considered a linear combination of the word embedding and BM25, i.e. α· EMBED + (1 − α)· BM25. As depicted in Figure 1 , any α between 0.1 and 0.9 yields better performance than BM25 only. This demonstrates that there is a synergy effect by merging the two approaches.
Conclusions
We presented a word embedding approach for measuring a similarity between a query and a document. Starting from the Word Mover's Distance, we reinterpreted the model for a query-document search problem. Even with the Q → D flow only, the word embedding approach is already efficient and effective. In this setup, the proposed approach cannot distinguish documents when they include all query words, but surprisingly, the word embedding approach shows remarkable performance on TREC and PubMed datasets. Our immediate plan is to analyze the D → Q flow by learning word embeddings from billions of PubMed user queries.
