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GAUSSIAN DISTRIBUTIONS AND PHASE SPACE WEYL–HEISENBERG
FRAMES
MARKUS FAULHUBER, MAURICE A. DE GOSSON, AND DAVID ROTTENSTEINER
Abstract. Gaussian states are at the heart of quantum mechanics and play an essential
role in quantum information processing. In this paper we provide approximation formulas
for the expansion of a general Gaussian symbol in terms of elementary Gaussian functions.
For this purpose we introduce the notion of a “phase space frame” associated with a Weyl-
Heisenberg frame. Our results give explicit formulas for approximating general Gaussian
symbols in phase space by phase space shifted standard Gaussians as well as explicit error
estimates and the asymptotic behavior of the approximation.
1. Introduction and Main Result
Gaussian distribution functions play a central role in many areas of mathematics ranging
from statistics to signal theory. This is not only because of their relative simplicity, but also
because of their usefullness in many applied areas. For instance, in signal processing Gaussian
smoothing, the blurring of an image by a Gaussian function, is used to reduce noise (theory
of low-pass filters). In quantum mechanics the so-called Gaussian states are fundamental in
quantum communication protocols [1], one of the reasons being that such states and their
evolution are more accessible in the laboratory than their non-Gaussian counterparts [33].
The present paper is motivated by finding convenient expansions of distributions of the type
(1) ρ(z) =
√
detΣ−1 e−piΣ
−1z2
where Σ is a real symmetric positive matrix of order 2n × 2n and the vector z = (x, p) is an
element of R2n ≡ Rn × Rn. Since the function ρ is even and L1-normalized, i.e.∫
R2n
ρ(z) d2nz = 1,
the matrix Σ is the covariance matrix of ρ viewed as a centered normal probability distribution:
Σ =
∫
R2n
zρ(z)zT d2nz for z =
(
x
p
)
.
In the quantum case, ρ has the following interpretation: assume that the eigenvalues of the
Hermitian matrix Σ + i~2 J are all non-negative (J is the standard symplectic matrix); then
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the Weyl operator with symbol (2π~)nρ is the quantum mechanical density operator [16]
ρ̂ =
∑
j
λj ρ̂j ,
where (ρ̂j)j is a sequence of mutually orthogonal projectors on normalized vectors ψj ∈ L2(Rn)
and (λj) a sequence of positive numbers summing up to one; it follows that we have
(2) ρ =
∑
j
λjWψj,
where Wψj is the usual Wigner transform of ψj defined by
Wψj(x, p) =
(
1
2pi~
)n ∫
Rn
e−
i
~
pyψj(x+
1
2y)ψj(x− 12y) dny.
Now, formula (2) raises the following non-trivial question: given a Gaussian distribution (1),
is it possible to write it as a linear combination of elementary Gaussians? In the quantum
case this amounts to asking whether the functions ψj could themselves be chosen as simpler
Gaussians. In general, this problem is still open, however for the special cases of 2 × 2 and
2 × 3 systems a solution is known [23] and, to some extent, numerical methods for higher
dimensions are available [27].
The aim of this article is to study in some detail the decomposition of Gaussian mixed states
into pure Gaussian states using the theory of Weyl–Heisenberg frames (also called Gabor
frames). In general, these systems are non-orthogonal and overcomplete and, hence, neither
the expansion coefficients are uniquely determined nor is their sum equal to 1. However,
there is a canonical choice for the coefficients and it is possible to control their ℓ2-norm by
the frame inequality (5) given further down. We reformulate the notion of Weyl–Heisenberg
frames as in [12] using the Weyl–Wigner–Moyal formalism. This has the advantage of making
the underlying symplectic covariance properties, which play an essential role in the study
of Gaussians, more obvious. We will give explicit formulas; these turn out to be rather
complicated, but are certainly of use in applications, both theoretical and numerical. Our
main results are as follows.
Theorem 1. For x ∈ Rn we denote the n-dimensional standard Gaussian by
ϕ~(x) = ( 1pi~)
n/4e−
1
2~x
2
Let Λ = δ−1QSZ2n ⊂ R2n be a lattice with δ > 0, Q ∈ SO(2n,R) ∩ Sp(n) and
S =
(
L 0
L−TP L−T
)
∈ Sp(n),
for which L is invertible and P = P T , whose associated Weyl-Heisenberg system G(ϕ~,Λ) is
a frame for L2 (Rn). Consider the proper subspace Hϕ~ ⊂ L2
(
R
2n
)
given as the image of the
linear operator
Uϕ~ : L
2 (Rn)→ L2 (R2n) ,
ψ 7→ Ψ = (2π~)n/2W (ψ,ϕ~),
where W (ψ,ϕ~) is the cross-Wigner transform. Furthermore, we define
T˜ (zλ)Φ
~ = (2π~)n/2W (T̂ (zλ)ϕ
~, ϕ~),
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for the usual Heisenberg operator T̂ . Then, the system
G˜(Φ~,Λ) = {T˜ (zλ)Φ~ : zλ ∈ Λ}
is a (so-called phase space) frame for Hϕ~ . For the associated (phase space) frame operator
A˜G we obtain the stable approximation
(3) ||Id − δ−2n A˜G ||op = O
(
e
− δ
2
4~
(||L||2
Rn×n
+||L||−2
Rn×n
)
)
,
as the parameter δ →∞.
Theorem 2. Under the assumptions of Theorem 1, for Ψ ∈ Hϕ~ the (phase space) frame
expansion approximates the element Ψ in the sense of
Ψ ≈ δ−2nA˜GΨ = δ−2n
∑
zλ∈Λ
((Ψ | T˜ (zλ)Φ~)) T˜ (zλ)Φ~,
where the accuracy of the approximation is determined by (3).
In particular, for a generalized n-dimensional Gaussian defined by
ϕ~M (x) = (
1
pi~)
n/4 det(Re(M))1/4e−
1
2~Mx
2
,
with M =M∗ and Re(M) > 0, we have
Φ~F (z) = Uϕ~ϕ
~
M (z) = det(Re(M))
1/4 det(12 (M + I))
−1/2 e−
1
~
Fz2 ∈ Hϕ~ ,
with
F =
(
2(M + I)−1M −i(M − I)(M + I)−1
−i(M + I)−1(M − I)−1 2(M + I)−1
)
.
We obtain the numerically stable approximation
Φ~F ≈ δ−2n
∑
zλ∈Λ
czλ T˜ (zλ)Φ
~
with convergence rate (3) from Theorem 1 and coefficients
czλ =
(
2
pi~
)n/2
det(F + I)−1/2 e−
1
4~
z2λ e−
1
4~ (F+I)
−1
(
(J−iI)zλ
)2
.
The paper is structured as follows:
• In Section 2 we first review the main results we will need from the theory of Weyl–
Heisenberg frames using the notation and approach in [12]; we thereafter propose an
extension of this notion to phase space, where we make use of the notion of “Bopp
quantization”, which one of us has introduced and studied in [13, 14, 16] (also see de
Gosson and Luef [19]). The resulting frames, called phase space frames, are related
to the usual Weyl–Heisenberg frames by a family of partial linear isometries Uφ :
L2(Rn) −→ L2(R2n) defined in terms of the cross-Wigner transform.
• In Section 3 we study n-dimensional Gaussian mixed states. We begin by recalling
results about the cross-Wigner and cross-ambiguity transforms of pairs of Gaussians.
These formulas (which have their own intrinsic interest) are necessary for computing
the Weyl–Heisenberg coefficients in a Gaussian frame expansion. We successively
derive the results stated in Theorems 1 and 2.
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• In Section 4 we restrict our study to Gaussian states in the case n = 1. The reason
for treating this case separately is that a full characterization of Gaussian Weyl–
Heisenberg frames is known and Sp(1) = SL(2,R), which means that all lattices are
symplectic. Also, the blocks appearing in the symplectic matrix S are scalars in this
case. Hence, some of the formulas simplify substantially.
Our notation and results are meant for mathematical physicists as well as for people working
in time-frequency analysis. For the latter group, the dependence on ~ might seem irritating
at the beginning, but by setting ~ = 12pi one obtains the classical setting for time-frequency
analysis.
1.1. Notation and Terminology. The generic point in phase space R2n ≡ Rn × Rn is
denoted by z = (x, p), where we have set x = (x1, . . . , xn), p = (p1, . . . , pn). The scalar
product of two vectors p and x is denoted by px. When matrix calculations are performed,
z, x, p are viewed as column vectors. We write Mx2 for the quadratic form xTMx, and Mxp
for pTMx. For an invertible matrix M we write M−T for its transposed inverse. Moreover,
we equip R2n with the standard symplectic structure
σ(z, z′) = px′ − p′x,
in matrix notation σ(z, z′) = (z′)TJz, where J =
(
0 I
−I 0
)
is the standard symplectic ma-
trix. The symplectic group of R2n is denoted by Sp(n); it consists of all linear automorphisms
of R2n such that σ(Sz, Sz′) = σ(z, z′) for all z, z′ ∈ R2n. Working in the canonical basis,
Sp(n) is identified with the group of all real 2n × 2n matrices S such that STJS = J (or,
equivalently, SJST = J).
We will write d2nz = dnx dnp, where dnx = dx1 . . . dxn and d
np = dp1 . . . dpn. The scalar
product in L2(Rn) is denoted by
(ψ|φ) =
∫
Rn
ψ(x)φ(x)dnx
and the associated norm by || . || (in physicist’s bra-ket notation we thus have (ψ|φ) = 〈φ|ψ〉).
In phase space we denote the inner product by
((Ψ|Φ)) =
∫
R2n
Ψ(z)Φ(z) d2nz
and the induced norm by ||| . |||.
The Schwartz space of rapidly decreasing functions is denoted by S(Rn) and its dual space
by S ′(Rn). The Fourier transform on Rn is formally defined by
Fψ(p) = ( 12pi~)n/2 ∫
Rn
ψ(x)e−
i
~
px dnx.
2. Weyl–Heisenberg Frames
2.1. Definition and Terminology. It is customary in frame theory to introduce Gabor
frames, which we prefer to call Weyl–Heisenberg frames in this work because of their very close
relationship with the theory of the Heisenberg group and Weyl pseudodifferential calculus.
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Let φ be a (non-zero) square integrable function (the frame window) on Rn, and let Λ
a discrete (countable) subset of R2n (the index set of the frame). The associated Weyl–
Heisenberg system is the family of square-integrable functions
G(φ,Λ) = {T̂ (zλ)φ : zλ ∈ Λ},
where T̂ (z) = e−iσ(zˆ,z)/~ is the Heisenberg operator and ẑ = (x̂, p̂) is the formal position-
momentum operator with x̂ψ = xψ and p̂ψ = i~∂tψ. The action of T̂ (z) in L
2 (Rn) is given
by
(4) T̂ (z0)φ(x) = e
i
~
(p0x−
1
2
p0x0)φ(x− x0),
where z0 = (x0, p0). They satisfy the commutation and addition properties
T̂ (z0)T̂ (z1) = e
i
~
σ(z0,z1)T̂ (z1)T̂ (z0)
and
T̂ (z0 + z1) = e
−
i
2~σ(z0,z1)T̂ (z0)T̂ (z1).
See [15, 16, 28] for detailed studies of these operators.
We will call the system G(φ,Λ) a Weyl–Heisenberg frame if there exist constants a, b > 0
(frame bounds) such that
(5) a||ψ||2 ≤
∑
zλ∈Λ
|(ψ | T̂ (zλ)φ)|2 ≤ b||ψ||2
for every ψ ∈ L2(Rn). If a = b, then the frame G(φ,Λ) is said to be tight. Note that a tight
frame is an orthonormal basis if all frame elements of G(φ,Λ) are normalized and a = b = 1
(see e.g. [20, Lemma 5.1.6.]). An immediate example of a Weyl–Heisenberg frame is given by
the well-known Fourier (orthogonal) basis G(χ[0,2pi~),Z × Z).
Given a Weyl–Heisenberg frame G(φ,Λ), the associated frame operator ÂG is given by
ÂGψ =
∑
zλ∈Λ
(ψ | T̂ (zλ)φ) T̂ (zλ)φ.
It is a positive, bounded, self-adjoint, invertible operator on L2(Rn) with bounded inverse,
and we have
(6) ψ =
∑
zλ∈Λ
(ψ | T̂ (zλ)Â−1G φ) T̂ (zλ)φ =
∑
zλ∈Λ
(ψ | T̂ (zλ)φ) T̂ (zλ)Â−1G φ.
We will see that Weyl–Heisenberg frames can be expressed, both, in terms of the cross-
Wigner transform and the cross-ambiguity function.
The usefulness of Weyl–Heisenberg frames comes from the fact that they serve as “gener-
alized bases” in the Hilbert space L2(Rn). The Weyl–Heisenberg expansion of an element ψ
in the Hilbert space L2 (Rn) with respect to the window φ is given by
(7) ψ =
∑
zλ∈Λ
czλ T̂ (zλ)φ.
Due to the possible over-completeness of the system (see Section 2.2), this expansion is not
always unique and in general it is difficult to determine the coefficients czλ . One possibility
6 M. FAULHUBER, M.A. DE GOSSON, AND D. ROTTENSTEINER
to do so, is to introduce the canonical dual window to φ, φ◦ = Â−1G φ (see equation (6) above).
For every Weyl–Heisenberg expansion of type (7) we have∑
zλ∈Λ
|czλ |2 ≥
∑
zλ∈Λ
|(ψ|T̂ (zλ)φ◦)|2
with equality only if
czλ = (ψ|T̂ (zλ)φ◦).
2.2. Lattices, the Frame Set and an Approximation Formula. One of the most chal-
lenging questions in time-frequency analysis is to determine whether a Weyl–Heisenberg sys-
tem already constitutes a frame. Only in this case we have a stable Weyl–Heisenberg expan-
sion of every element in our Hilbert space with respect to the elements of the Weyl–Heisenberg
system. This question seems to be far too general to be answered. At this point the frame
set enters the scene. For a fixed window φ, the frame set consists of all discrete point sets
Λ ⊂ R2n which together with φ give a frame, that is
F(φ) = {Λ ⊂ R2n : G(φ,Λ) is a frame}.
For the 1-dimensional standard Gaussian function ϕ~(x) = ( 1pi~)
1/4e−
1
2~x
2
the system G(ϕ~,Λ)
is a frame for L2 (R) whenever the lower Beurling density of Λ is greater than (2π~)−1, i.e., if
(8) δ∗(Λ) = lim inf
r→∞
1
r2
min
(x,p)∈R2
#{z ∈ Λ : z ∈ (x, p) + [0, r]2} > (2π~)−1.
In this case, the necessary conditions imposed by the Balian-Low theorem and the density
theorem are already sufficient as proved by Lyubarskii [29], Seip [31] and Seip and Wallste´n
[32] (see also e.g. [20, chap. 8.4]).
Condition (8) is one of the manifestations of the classical uncertainty principle and it implies
that we cannot construct an orthonormal basis consisting of quantum displaced Gaussians.
Allowing arbitrary point sets in phase space is too general for this work as we want to come
up with explicit formulas. Therefore, we focus on lattices and for the rest of this work Λ will
be a lattice, unless otherwise mentioned. We recall that a lattice is a discrete co-compact
subgroup of (Rn,+) and that one can write a given lattice as
Λ =MZ2n
for some, not uniquely determined, invertible matrix M ∈ GL(2n,R). The columns of M
serve as a basis for Λ and its non-uniqueness results from the fact that we can choose from
countably many bases. The volume and density of the lattice are given by
vol(Λ) = |det(M)| and δ(Λ) = 1
vol(Λ)
respectively. For a lattice the Beurling density δ∗ coincides with the density δ of the lattice.
A lattice is called symplectic if the generating matrix is a multiple of a symplectic matrix,
i.e., Λ = cS Z2n with S ∈ Sp(n) and c 6= 0 (we may assume, without loss of generality, that
c > 0 as Λ = −Λ). Note that for n = 1 every lattice is symplectic, whereas this is not true in
higher dimensions. The adjoint lattice to Λ =MZ2n is defined by
Λ◦ = JM−TZ2n.
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If Λ is symplectic, we simply have Λ◦ = 1
vol(Λ)1/n
Λ. This follows from the definition of a
symplectic matrix, SJ = JS−T , and JZ2n = Z2n. In this work we will exclusively consider
symplectic lattices, although some of the results are valid for general index sets Λ, which we
will point out in those cases.
There are some canonical subsets of F(φ) which we introduce now. We define the lattice
frame set of φ by
FΛ(φ) = {Λ ⊂ R2n, Λ lattice : G(φ,Λ) is a frame}.
A special class of lattices are the so-called separable lattices, which are of the form Λα,β =
αZn × βZn. A generating matrix is given by
S =
(
αI 0
0 βI
)
,
and the density of the lattice is δ(Λα,β) = (αβ)
−n. The reduced frame set of φ is defined as
F(α,β)(φ) = {(α, β) ∈ R2+ : G(φ, αZn × βZn) is a frame}.
Clearly, if (α, β) ∈ F(α,β)(φ) then αZn×βZn ∈ FΛ(φ). Hitherto, the only windows for which a
complete characterization of the general and the lattice frame sets are known are generalized
1-dimensional Gaussians. There are some classes of functions for which the reduced frame set
is fully known, we refer to the surveys by Gro¨chenig [21] and Heil [22] for more details. Note
that for n = 1 we have Sp(1) = SL(2,R) and that 1-dimensional generalized Gaussians can
be written as the composition of a metaplectic operator and the standard Gaussian.
The metaplectic group Mp(n) is a unitary representation of the double cover Sp2(n) of the
symplectic group Sp(n). The simplest (but not necessarily the most useful) way of describing
Mp(n) is to use its elementary generators Ĵ , V̂−P , and M̂L,m; denoting by π
Mp the covering
projection Mp(n) −→ Sp(n) these operators and their projections are given by
Ĵψ(x) = e−inpi/4Fψ(x), πMp(Ĵ) = J
V̂−Pψ(x) = e
i
2~
Px2ψ(x), πMp(V̂−P ) = V−P
M̂L,mψ(x) = i
m
√
|detL|ψ(Lx), πMp(M̂L,m) =ML,m.
Here F is the unitary ~-Fourier transform and V−P (P = P T ), ML,m (detL 6= 0) are the
symplectic generator matrices
V−P =
(
I 0
P I
)
, ML,m =
(
L−1 0
0 LT
)
.
The index m in M̂L,m is the Maslov index, an integer corresponding to a choice of arg detL:
m is even if detL > 0 and odd if detL < 0.
Using these generators it is a simple exercise to show that the Heisenberg operators satisfy
the symplectic covariance relations
T̂ (Sz0) = ŜT̂ (z0)Ŝ
−1
for every Ŝ ∈Mp(n), S = πMp(Ŝ).
It is always possible to construct frames with non-separable lattices from a given frame
with separable lattice using the property of symplectic/metaplectic covariance as one of us
has shown in [12] (see also [5]):
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Proposition 3. Let φ ∈ L2(Rn). A Weyl–Heisenberg system G(φ,Λ) is a frame if and only if
G(Ŝφ, SΛ) is a frame; when this is the case both frames have the same bounds. In particular,
G(φ,Λ) is a tight frame if and only if G(Ŝφ, SΛ) is a tight frame.
From [3, 30] we recall the following generalization of the results originating from the work
of Lyubarskii [29], Seip [31], and Seip and Wallste´n [32]:
Proposition 4. For the multi-indices α = (α1, . . . , αn), β = (β1, . . . , βn) ∈ Zn let Λα,β =
αZn × βZn. Let ϕ~j (xj) = (π~)−1/4e−
1
2~x
2
j be the 1-dimensional standard Gaussian and let
ϕ~(x) = (π~)−n/4e−
1
2~x
2
=
∏n
j=1 ϕ
~
j (xj) be the n-dimensional standard Gaussian. Then the
following are equivalent:
(i) G(ϕ~,Λαβ) is a frame.
(ii) G(ϕ~j ,Λαjβj ) is a frame for all j = 1, . . . , n.
(iii) αjβj < 2π~ for all j = 1, . . . , n.
Combining these two results we get the following statement, whose proof can be found in
de Gosson [12]:
Corollary 5. Let Ŝ ∈ Mp(n) have projection S ∈ Sp(n). The Weyl–Heisenberg system
G(Ŝϕ~, SΛαβ) is a frame if and only if αjβj < 2π~ for 1 ≤ j ≤ n. In this case the frame
bounds of G(Ŝϕ~, SΛαβ) are the same as those of G(ϕ~,Λαβ).
Note that for n > 1, Sp(n) is a proper subgroup of SL(2n,R) and, hence, the above results
do not necessarily carry over to arbitrary lattices.
It was already observed by Folland [11, Chap. 4] that for n = 1 the only family of functions
whose Wigner transforms are rotation invariant are the Hermite functions (which include the
standard Gaussian). This is usually referred to as the “rotational invariance” of Hermite
functions; heuristically it gives an explanation for the fact that all systems G(ϕ~, RΛ) with
R ∈ SO(2n,R) give a frame whenever δ∗ > (2π~)−1 (in this case Λ need not to be a lattice).
Moreover, the frame bounds are the same regardless of R. See Faulhuber [5] and de Gosson
[17] for an extension of this result to arbitrary Gaussian and Hermitian frames. This has led
to the following conjecture in one of the author’s doctoral thesis [6]:
Conjecture 6. For φ ∈ L2(R) the following are equivalent:
(i) φ is a Hermite function.
(ii) Wφ is rotation-invariant.
(iii) The frames G(φ,RΛ) possess the same frame bounds for all R ∈ SO(2,R).
For n > 1, Conjecture 6 in combination with Folland’s result suggests the somewhat
restricted conjecture.
Conjecture 7. Let n > 1. Then for φ ∈ L2(Rn) the following are equivalent:
(i) φ is a Gaussian.
(ii) Wφ is rotation-invariant.
(iii) The frames G(φ,RΛ) possess the same frame bounds for all R ∈ O(2n,R).
Let us note that for both conjectures the relations (i) ⇔ (ii) ⇒ (iii) are well-known (see,
e.g., [11]) in contrast to (iii)⇒ (i).
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We will discuss some properties of the Weyl–Heisenberg frame operator now. Regarding
the approximation we have the following result (for more details see [10]). For φ ∈ L2 (Rn)
with ‖φ‖ = 1 we have
(9) ‖Id− vol(Λ) ÂG‖op ≤
∑
z◦λ∈Λ
◦\{0}
|(φ | T̂ (z◦λ)φ)|.
This result follows from Janssen’s representation of the Weyl–Heisenberg frame operator ÂG
[25]. The idea behind it is the following. If the lattice Λ is quite dense, then the adjoint lattice
Λ◦ is rather sparse and since
(
φ | T̂ (z◦λ)φ
) ∈ C0(R2d), the sum on the right-hand side of (9)
tends to zero as vol(Λ) → 0. The speed of convergence depends on the concrete function as
well as on the lattice (see the works of Faulhuber [7] and Faulhuber and Steinerberger [8]
for a study on optimal lattices for Gaussian Weyl–Heisenberg frames). For Gaussians the
convergence is of exponential order with respect to the density δ(Λ) = 1vol(Λ) (see Sections 3
and 4 for exact results). It follows that the frame operator satisfies
lim
volΛ→0
vol(Λ) ÂG = Id.
So, as the density increases, the frame operator converges to the identity operator in the
operator norm. The analogous statement is of course true for the inverse frame operator,
meaning that
lim
vol(Λ)→0
1
vol(Λ) Â
−1
G = Id
in the operator norm. This implies
lim
vol(Λ)→0
1
vol(Λ) φ
◦ = φ
in the Hilbert space norm. At this point, it seems appropriate to introduce Feichtinger’s
algebra S0(Rn) which (densely) contains the Schwartz space S(Rn). Feichtinger’s algebra,
introduced by Feichtinger in the 1980s [9], is easily characterized as follows;
φ ∈ S0(Rn) ⇐⇒ Wφ ∈ L1(R2n).
It is a Banach space invariant under the Fourier transform and the action of the Heisenberg
operators T̂ . For more details we refer to the study by Jakobsen [24]. If φ ∈ S0(Rn), then
1
vol(Λ)φ
◦ also converges uniformly to the window φ [10]. Hence, for large density (small volume)
of the lattice, we have the approximate Weyl–Heisenberg expansion
(10) ψ(x) ≈ vol(Λ)
∑
zλ∈Λ
(ψ | T̂ (zλ)φ) T̂ (zλ)φ(x).
2.3. Two Reformulations of the Frame Condition. We will see that Weyl–Heisenberg
frames can be expressed both in terms of the cross-Wigner transform and the cross-ambiguity
function.
Recall that the cross-Wigner transform of a pair of square-integrable functions (ψ, φ) is
W (ψ, φ)(x, p) =
(
1
2pi~
)n ∫
Rn
e−
i
~
pyψ(x+ 12y)φ(x− 12y) dny;
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the cross-ambiguity function of (ψ, φ) is in turn given by
A(ψ, φ)(x, p) =
(
1
2pi~
)n ∫
Rn
e−
i
~
pyψ(y + 12x)φ(y − 12x) dny.
For the (auto) Wigner transform and the ambiguity function we write
Wφ =W (φ, φ) and Aφ = A(φ, φ),
respectively. It was observed already by Klauder that these functions are (symplectic) Fourier
transforms of each other, that is
W (ψ, φ) = FσA(ψ, φ) and A(ψ, φ) = FσW (ψ, φ),
for Fσψ(z) = Fψ(Jz). We also have the algebraic relation
(11) A(ψ, φ)(z) = 2−nW (ψ, φ∨)(12z),
where φ∨(x) = φ(−x) (see for instance [11, 16]). The cross-Wigner transform satisfies the
Moyal identity
(12)
((
W (ψ, φ)|W (ψ′, φ′))) = ( 12pi~)n (ψ|ψ′)(φ|φ′)
for all ψ, φ, ψ′, φ′ in L2(Rn); using Plancherel’s formula together with (11), we also have((
A(ψ, φ)|A(ψ′, φ′))) = ( 12pi~)n (ψ|ψ′)(φ|φ′).
To reformulate the frame conditions, we will need the following lemma:
Lemma 8. For all ψ, φ ∈ L2(Rn) we have
(13) A(ψ, φ)(z) =
(
1
2pi~
)n
(ψ|T̂ (z)φ).
We omit the proof as it is a trivial consequence of (4) (see [15, 16]).
Proposition 9. The system G(φ,Λ) is a Weyl–Heisenberg frame with bounds a, b if and only
if either of the following two equivalent conditions hold for all ψ ∈ L2(Rn):
(2π~)2na||ψ||2 ≤
∑
zλ∈Λ
|A(ψ, φ)(zλ)|2 ≤ (2π~)2nb||ψ||2(14)
(4π~)2na||ψ||2 ≤
∑
zλ∈
1
2
Λ
|W (φ,ψ)(zλ)|2 ≤ (4π~)2nb||ψ||2(15)
Proof. Condition (14) immediately follows from (13) and, by (11), it is equivalent to (15).
2.4. Extension of a Frame to Phase Space. The cross-Wigner transform satisfies the
translational property
W (T̂ (z0)ψ, T̂ (z1)φ)(z) = e
− i
~
[σ(z,z0−z1)+
1
2
σ(z0,z1)]W (ψ, φ)(z − 12(z0 + z1))
for all ψ, φ ∈ S ′(Rn) (see [11, 16, 18]). In particular, taking z1 = 0, we have
W (T̂ (z0)ψ, φ)(z) = e
− i
~
σ(z,z0)W (ψ, φ)(z − 12z0),
which motivates the notation
(16) T˜ (z0)W (ψ, φ) =W (T̂ (z0)ψ, φ).
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This suggests to define, as in [16], the operators
T˜ (z0) : S(R2n)→ S(R2n),
T˜ (z0)Ψ(z) = e
− i
~
σ(z,z0)Ψ(z − 12z0).
These operators extend to unitary operators on L2(R2n) and, a fortiori, to continuous auto-
morphisms of S ′(R2n). We have
T˜ (z0)
∗ = T˜ (z0)
−1 = T˜ (−z0),
and it is easily checked that the operators T˜ (z0) satisfy the same commutation and addition
properties as the Heisenberg operators, that is
T˜ (z0)T˜ (z1) = e
i
ℏ
σ(z0,z1)T˜ (z1)T˜ (z0)
T˜ (z0 + z1) = e
−
i
2ℏσ(z0,z1)T˜ (z0)T˜ (z1).
One of us has studied these operators in relation with the extension of Weyl operators to
phase space [16]. This extension works as follows: let a ∈ S ′(R2n) be viewed as a symbol; the
corresponding Weyl operator
OpW(a) : S(Rn) −→ S ′(Rn)
is defined by
(17) OpW(a)ψ(x) =
(
1
2pi~
)n ∫
R2n
aσ(z0)T̂ (z0)ψ(x)d
2nz0
where aσ is the symplectic Fourier transform of a, formally given by
aσ(z) =
(
1
2pi~
)n ∫
R2n
e−
i
~
σ(z,z′)a(z′)d2nz′.
For example, we have ρ̂ = OpW(ρ) for the density operator ρ̂ and its Wigner transform ρ
mentioned in the introduction.
One then defines the “Bopp operator” OpB(a) (see [4, 16, 14]) by replacing T̂ (z0) in (17)
by T˜ (z0): for Ψ ∈ S(R2n) we thus have
OpB(a)Ψ(z) =
(
1
2pi~
)n ∫
R2n
aσ(z0)T˜ (z0)Ψ(z)d
2nz0.
This quantization associates to the symbols x and p the operators
x˜ = x+
i~
2
∂p and p˜ = p− i~
2
∂x,
respectively.
2.5. Definition of a Phase Space Frame. For fixed φ ∈ L2(Rn) we define the operator
Uφ : L
2(Rn)→ L2(R2n),
ψ 7→ Ψ = (2π~)n/2W (ψ, φ).
By Moyal’s formula we have ((Uφψ|Uφψ′)) = (ψ|ψ′), hence Uφ is an isometry of L2(Rn) onto
proper subspace of L2(R2n), which we denote by Hφ. Observe that U∗φUφ is the identity
operator on L2(Rn) and that Πφ = UφU
∗
φ is the orthogonal projection of L
2(R2n) onto Hφ
(we have Π∗φ = Πφ, Π
2
φ = Πφ and the range of U
∗
φ is L
2(Rn)).
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Let G(Λ, φ) be a Weyl–Heisenberg frame. We associate to G(Λ, φ) the phase space frame
operator
A˜GΨ(x) =
∑
zλ∈Λ
((Ψ|T˜ (zλ)Φ)) T˜ (zλ)Φ,
where Φ = Uφφ = (2π~)
n/2Wφ.
Proposition 10. Let ÂG be the frame operator of G(Λ, φ) and A˜G the associated phase space
frame operator. Then we have the intertwining relation
A˜GΨ = Uφ(ÂGψ)
for all Ψ ∈ Hφ.
Proof. Since every Ψ ∈ Hφ can be written as
Ψ = Uφψ = (2π~)
n/2W (ψ, φ)
for some uniquely determined ψ ∈ L2(Rn), it suffices to show
(18) A˜GW (ψ, φ) =W (ÂGψ, φ).
for all ψ ∈ L2(Rn). Using (16), we have
A˜GW (ψ, φ) = (2π~)
n
∑
zλ∈Λ
((W (ψ, φ)|T˜ (zλ)Wφ)) T˜ (zλ)Wφ
= (2π~)n
∑
zλ∈Λ
((W (ψ, φ)|W (T̂ (zλ)φ, φ))W (T̂ (zλ)φ, φ),
on the one hand. On the other hand, by Moyal’s identity (12), we have
((W (ψ, φ)|W (T̂ (zλ)φ, φ))) =
(
1
2pi~
)n
(ψ|T̂ (zλ)φ)
since φ is normalized, and hence
A˜GW (ψ, φ) =
∑
zλ∈Λ
(ψ|T̂ (zλ)φ)W
(
T̂ (zλ)φ, φ
)
=
∑
zλ∈Λ
W
(
(ψ|T̂ (zλ)φ) T̂ (zλ)φ, φ
)
.
This is precisely (18).
Corollary 11. Let G(φ,Λ) be a Weyl–Heisenberg frame and set Φ = Uφφ. Then the system
G˜(Φ,Λ) = {T˜ (zλ)Φ : zλ ∈ Λ} is a frame on the Hilbert space Hφ with frame operator A˜G and
we have
a|||Ψ|||2 ≤
∑
zλ∈Λ
|((Ψ|T˜ (zλ)Φ))|2 ≤ b|||Ψ|||2
for all Ψ ∈ Hφ where a and b are the same bounds as for the system G(φ,Λ).
Proof. It is an immediate consequence of (5) by employing the isometry Uφ.
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3. Gaussian Mixed States on Rn
In this section we derive all results stated in Theorems 1 and 2. We start with a quick
characterization of Gaussian mixed states, which is followed by a description and explicit
formulas of the cross-Wigner transform and the cross-ambiguity function of pairs of Gaussians.
We conclude the section with explicit phase space frame expansions in terms of standard phase
space Gaussians.
3.1. Characterization. For the moment, we go back to using the notation of density oper-
ators from the introduction. Let ρ be a Gaussian of the type
ρ(z) =
√
detΣ−1e−piΣ
−1z2 ,
where the covariance matrix Σ is a real positive definite symmetric matrix. The function ρ is
normalized such that ∫
R2n
ρ(z)d2nz = 1
so that it can be viewed as a probability density. As briefly discussed in the introduction, ρ
is the Wigner distribution of a density operator ρ̂ if and only if Σ satisfies the condition1
Σ+
i~
2
J ≥ 0.
3.2. The Cross-Wigner and Cross-Ambiguity Transform of Pairs of Gaussians. Let
ϕ~M be the centered Gaussian
(19) ϕ~M (x) =
(
1
pi~
)n/4
(detX)1/4e−
1
2~Mx
2
,
where M = X + iY with positive definite, symmetric X and symmetric Y . The coefficient in
front of the exponential is chosen such that ϕ~M is L
2-normalized. If M = I, we simply write
ϕ~ instead of ϕ~I .
In [16] one of us has shown the following result.
Proposition 12. Let (ϕ~M , ϕ
~
M ′) be a pair of Gaussians of the type (19). Their cross-Wigner
transform is given by
W (ϕ~M , ϕ
~
M ′)(z) =
(
1
pi~
)n
CM,M ′e
− 1
~
Fz2 ,
where CM,M ′ is the complex constant
CM,M ′ = (detXX
′)1/4 det
[
1
2(M +M
′)
]−1/2
and F is the symmetric complex matrix
F =
(
2M ′(M +M ′)−1M −i(M −M ′)(M +M ′)−1
−i(M +M ′)−1(M −M ′) 2(M +M ′)−1
)
.
If M =M ′ = X + iY with positive definite, symmetric X and symmetric Y , we write G = F
and recover the well-known formula
Wϕ~M (z) =
(
1
pi~
)n
e−
1
~
Gz2 .(20)
1Observe that Σ+ i~
2
J is a self-adjoint complex matrix since JT = −J = J−1; it follows that its eigenvalues
are real, and the condition above is equivalent to saying that these eigenvalues are all non-negative.
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The matrix G is then a real Gram matrix which can be factored as
(21) G = STS,
where the symplectic matrix S is given by
S =
(
X1/2 0
X−1/2Y X−1/2
)
.(22)
3.3. Gaussian Phase Space Frame Expansions. In the following we will give a quanti-
tative estimate for the approximation error (9) for arbitrary symplectic lattices in Rn as the
density tends to infinity. Recall that for the symplectic lattice Λ = δ−1SZ2n, S ∈ Sp(n), of
density δ2n = vol(Λ)−1, the adjoint lattice is simply given by Λ◦ = δSZ2n = vol(Λ)−1/nΛ.
Given the Weyl–Heisenberg frame G(ϕ~,Λ), Janssen’s representation [25] of the associated
frame operator is given by
(23) AˆG =
(2π~)n
vol(Λ)
∑
zλ◦∈Λ
◦
Aϕ~(zλ◦) T̂ (zλ◦) =
(2π~)n
vol(Λ)
∑
k,l∈Zn
Aϕ~
(
S(δk, δl)
)
.
The value of the ambiguity function evaluated at a point on the adjoint lattice is given by
Aϕ~
(
δSzλ
)
= (2π~)−n e−
δ2
4~
Gz2λ , zλ ∈ Λ,
where G = STS is positive definite with
S =
(
L 0
0 L−T
)(
1 0
P 1
)
=
(
L 0
L−TP L−T
)
∈ Sp(n),
for some invertible matrix L and real, symmetric matrix P = P T . For our purpose, this
particular splitting is no restriction (recall (20), (21), (22) as well as [11, Prop.4.76.]); this is
due to the fact that for S′ = QS with Q ∈ SO(2n,R) ∩ Sp(n) we have (S′)TS′ = STS. We
obtain the following generalization of [7, Prop. 3.1.], where the following result was proven
for n = 1.
Proposition 13. Let G(ϕ~,Λ) be the Weyl–Heisenberg frame with Λ = δ−1QSΛ, with δ > 0,
Q,S and ϕ~ as above. Then for the Weyl–Heisenberg frame operator ÂG we have
||Id − δ−2n AˆG ||op = O
(
e
− δ
2
4~
(||L||2
Rn×n
+||L||−2
Rn×n
)
)
.
Proof. Let δ > 0. Due to (23), we find
vol(Λ) AˆG =
∑
k,l∈Zn
e−
δ2
4~
|S(k,l)|2
=
∑
k,l∈Zn
e−
δ2
4~
Lk2 e−
δ2
4~
|L−T (Pk+l)|2
≤
∑
k,l∈Zn
e
− δ
2
4~
||L||2
Rn×n
k2
e
− δ
2
4~
||L||2
Rn×n
|Pk+l|2
=
∑
k,m∈Zn
e
− δ
2
4~
||L||2
Rn×n
k2 ||L||2Rn×n√
2δ
e
− 1
δ2~
||L||2
Rn×n
m2
e
i
~
kPm,(24)
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where the last step is due to Poisson summation. As our summation goes over all m ∈ Zn,
(24) equals ∑
k,m∈Zn
e
− δ
2
4~
||L||2
Rn×n
k2 ||L||2Rn×n√
2δ
e
− 1
δ2~
||L||2
Rn×n
m2 cos
(
1
~
kPm
)
.
Finally, since cos(2x) = 1− 2 sin(x)2, we obtain
vol(Λ) AˆG ≤
∑
k,m∈Zn
e
− δ
2
4~
||L||2
Rn×n
k2 ||L||2Rn×n√
2δ
e
− 1
δ2~
||L||2
Rn×n
m2
=
∑
k,l∈Zn
e
− δ
2
4~
(
||L||2
Rn×n
k2+||L||−2
Rn×n
l2
)
,
where we have applied Poisson summation once more.
Definition 14. For ϕ~M , ϕ
~
M ′ as in (19) we set
Φ~F (z) = (2π~)
n/2W (ϕ~M , ϕ
~
M ′)(z) =
(
2
pi~
)n/2
CM,M ′ e
− 1
~
Fz2 ,
where CM,M ′ and F are as in Proposition 12. If F = I we simply write Φ
~ instead of Φ~I .
Corollary 15. Let Λ = δ−1QSZ2n. For the associated phase space frame G(Φ~,Λ) for Hϕ~ ⊂
L2
(
R
2n
)
associated to the Weyl–Heisenberg frame G(ϕ~,Λ) we have the stable approximation
||Id − δ−2n A˜G ||op = O
(
e
− δ
2
4~
(||L||2
Rn×n
+||L||−2
Rn×n
)
)
.
Proof. Since the according property of the Weyl–Heisenberg frame G(Φ~,Λ) holds due to
Proposition 13, the statement follows directly from an application of the isometry U~ϕ as
Φ~ = U~ϕϕ
~.
This proves Theorem 1.
Proposition 16. Let Λ ⊂ R2n be a discrete index set such that G(Φ~,Λ) is a phase space
frame for Hϕ~ . Then the coefficients of the expansion
A˜GΦ
~
F =
∑
zλ∈Λ
czλ T˜ (zλ)Φ
~
are given by
czλ = ((Φ
~
F , T˜ (zλ)Φ
~)) =
(
2
pi~
)n/2
det(F + I)−1/2 e−
1
4~
z2λ e−
1
4~ (F+I)
−1
(
(J−iI)zλ
)2
.
Equivalently, by setting H = (J − iI)T (F + I)−1 (J − iI), we have
((Φ~F , T˜ (zλ)Φ
~)) =
(
2
pi~
)n/2
det(F + I)−1/2 e−
1
4~ (I+H)z
2
λ .
Proof. Let z = (x, p) ∈ R2n and zλ = (xλ, pλ) ∈ Λ. Then we compute
((Φ~F , T˜ (zλ)Φ
~)) =
∫
R2n
(
2
pi~
)n/2
e−
1
~
Fz2
(
2
pi~
)n/2
e
i
~
σ(z,zl) e−
1
~
(z−
zλ
2 )
2
d2nz
=
(
2
pi~
)n
e−
1
4~
(x2λ+p
2
λ)
∫
R2n
e−
1
~
(F+I)z2 e
i
~
[x(pλ−ixλ)p(xλ+ipλ)] dnx dnp
=
(
2
pi~
)n
e−
1
4~
z2λ
∫
R2n
e−
1
2~
2(F+I)z2 e
i
~
(J−iI)z2λ d2nz,
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where in the last equality we have used (J − iI)zλ = (pλ, xλ) − i(xλ, pλ). The last integral
can be viewed as the 2n-dimensional Fourier transform of the Gaussian (2π~)n/2e−
1
2~
2(F+I)z2
at (iI − J)zλ (see Appendix A). We have∫
R2n
e−
1
2~
2(F+I)z2 e
i
~
(J−iI)z2λ d2nz = (2pi~)
n/2
det(2(F+I))1/2
e−
1
4~ (F+I)
−1((iI−J)zλ)
2
.
Consequently,
((Φ~F , T˜ (zλ)Φ
~)) =
(
2
pi~
)n/2
det(F + I)−1/2 e−
1
4~
z2λ e−
1
4~ (F+I)
−1
(
(J−iI)zλ
)2
=
(
2
pi~
)n/2
det(F + I)−1/2 e−
1
4~
z2λ e−
1
4~ (I+H)z
2
λ .
The second identity is evident.
This proves Theorem 2.
Corollary 17. If F = I, it is quickly checked that
(J − iI)T (F + I)−1(J − iI) = 0.
In this case we get
((Φ~, T˜ (zλ)Φ
~)) =
(
1
2pi~
)n/2
e−
1
4~ z
2
λ = (2π~)n/2Aϕ~(zλ).
4. Gaussian Mixed States on R
We treat the 1-dimensional case separately since this is the only case where for a Gaussian
window ϕ~ a complete characterization of the frame set is known. Also, in this case all lattices
are symplectic since Sp(1) = SL(2,R). We omit all proofs since the results follow already
from Section 3. Note that the blocks L and P are now scalars. We denote the 1-dimensional
standard Gaussian by
ϕ~(x) =
(
1
pi~
)1/4
e−
1
2~x
2
.
In time-frequency analysis ~ is usually set to 12pi . In this case we write ϕ(x) = ϕ
1
2pi (x) =
21/4e−pix
2
. We note that (ϕ~|ϕ~) = ‖ϕ~‖2 = 1 and the (general) frame set is given by
F(ϕ~) = {Λ ⊂ R2 | δ∗(Λ) > 2π~}.
Its Wigner transform is given by
Wϕ~(x, p) = 1pi~ e
−
1
~
(x2+p2).
and its ambiguity function by
Aϕ~(x, p) = 12pi~ e
−
1
4~(x
2+p2).
A generalized Gaussian in L2 (R) is of the form
M̂LV̂−Pϕ
~(x) = ϕ~P,L(x) =
(
1
pi~
)1/4√
Le−
1
2~ (L
2+iLP )x2 ,
where V̂−P is the metaplectic chirp and M̂L is the metaplectic dilation operator (where we
ignore the Maslov index and set it to m = 0) given by
V̂−Pψ(x) = e
i
2~Px
2
ψ(x) and M̂Lψ(x) =
√
Lψ(Lx), L > 0.
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For certain densities of the lattice, it is possible to explicitly compute Weyl–Heisenberg ex-
pansions of a function and the canonical dual window of ϕ~ using results from Baastians [2]
and Janssen [26].
However, this is a quite cumbersome task. Since we know that the canonical dual window
resembles (up to a factor determined by the density) the original window if the density is
high enough, we might use the simpler approximation (10) instead of the Weyl–Heisenberg
expansion (6) (see Figure 1 for an example). For a Gaussian window, this approximation
becomes accurate quite quickly. In fact, we have the following property for the frame operator
ÂG associated to the Weyl–Heisenberg frame G(ϕ~,Λ), where
Λ = δ−1
(
L 0
0 L−1
)(
1 0
−P 1
)
Z
2.
For our analysis we can focus on lattices generated by lower triangular matrices since any
matrix can be decomposed into an orthogonal matrix and a lower triangular matrix (QR-
decomposition). The orthogonal matrix can be ignored since ϕ~ is an eigenfunction with
eigenvalue of modulus 1 of the corresponding metaplectic operator (see, e.g., [5, 12]). In
short, a rotation of the lattice does not affect our results since the Wigner transform and the
ambiguity function of the standard Gaussian are invariant under rotations. Computing the
ambiguity function of a generalized Gaussian yields
Aϕ~P,L(x, p) =
1
2pi~ e
−
1
4~
((
L2+
P 2
L2
)
x2+2
P
L2
xp+
1
L2
p2
)
.
In the 1-dimensional case, it is customary to parametrize a lattice in phase space by the
triple (α, β, γ) in the following way
Λ =
(
α 0
βγ β
)
Z
2 =
(
α 0
0 β
)(
1 0
γ 1
)
Z
2 .
Sometimes, the shearing and the dilation matrix are interchanged in the literature, however,
this has no effect on our results. We also note that all 2-dimensional lattices can be expressed
in the above form, up to a rotation which is negligible for the analysis of Gaussian states
[5, 12].
The following proposition is essentially [7, Prop. 3.1.].
Proposition 18. For r > 0 and α, β, γ ∈ R with αβ = 1 we have∑
k,l∈Z
e−r(α
2k2+2αβγ kl+β2(1+γ)2l2) ≤
∑
k,l∈Z
e
−r
(
1
α2
k2+
1
β2
l2
)
.
This yields the following result.
Proposition 19. For G(ϕ~,Λ) with Λ = δ−1Q
(
α 0
βγ β
)
Z
2, where δ > 0, Q ∈ SO(2,R) is
an orthogonal matrix and αβ = 1, we have
‖Id− δ−2ÂG‖op = O
(
e
−
δ2
4~
(
1
α2+
1
β2
))
.
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(a) The Gaussian ϕ0,2.
(b) Approximation of ϕ0,2 by using formula (10)
for the integer lattice Z× Z.
(c) Approximation of ϕ0,2 by using formula (10)
for the square lattice 1
2
Z×
1
2
Z.
(d) The pointwise difference (in absolute values)
between the approximated Gaussian and the orig-
inal Gaussian.
(e) The pointwise difference (in absolute values)
between the approximated Gaussian and the orig-
inal Gaussian.
Figure 1. Comparison of a dilated Gaussian and its approximation by
standard Gaussians using a truncated expansion of type (10) for square
lattices at critical density δ = 1 (left) and density δ = 4 (right). For the plots
we set ~ = 12pi . Note the different scales!
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Appendix A. The Fourier Transform of a Gaussian and Poisson’s Summation
Formula
Recall that the Fourier transform of a function ψ ∈ S(Rn) is given by
Fψ(p) = ( 12pi~)n/2 ∫
Rn
ψ(x)e−
i
~
px dnx.
The corresponding Plancherel’s theorem reads
‖ψ‖2L2(Rn) = ‖Fψ‖2L2(Rn).
For a Gaussian of type φ(x) = e−
1
2~Mx
2
such that M has positive definite real part and
M∗ =M , the Fourier transform is given by
Fφ(p) = ( 12pi~)n/2 ∫
Rn
e−
1
2~Mx
2
e−
i
~
px dnx = det(M)−1/2e−
1
2~M
−1p2 .
This result is just a slight variation of Folland’s formula [11, App. A, eq. (1)]. With these
definitions Poisson’s summation formula reads∑
k∈Zn
ψ(k + x) =
∑
l∈Zn
Fψ(l) e i~ lx.
Since we will use the formula only for Gaussians, we omit the technical details for when this
formula holds pointwise.
Acknowledgements. The authors thank the anonymous referee for a careful reading of the
manuscript and pointing out some references. Markus Faulhuber was supported by the Aus-
trian Science Fund (FWF) project P27773-N23 and by the Erwin–Schro¨dinger Program of
the Austrian Science Fund (FWF) J4100-N32. Maurice A. de Gosson was supported by the
Austrian Science Fund (FWF) projects P23902-N13 and P27773-N23. David Rottensteiner
was supported by the Austrian Science Fund (FWF) project P27773-N23.
References
[1] G. Adesso, S. Ragy and A.R. Lee. Continuous variable quantum information: Gaussian states and
beyond. Open Systems & Information Dynamics 21(01n02):1440001, (2014).
[2] M.J. Baastians. Gabor’s expansion of a signal into Gaussian elementary signals. Proceedings of the
IEEE, 68(4):538–539, (1980).
[3] A. Bourouihiya. The tensor product of frames. Sampling Theory in Signal & Image Processing, 7(1):65–
76, (2008).
[4] N.C. Dias, M.A. de Gosson, F. Luef, J. Prata, A pseudo-differential calculus on non-standard sym-
plectic space; spectral and regularity results in modulation spaces. Journal de mathematiques pures et
appliquees, 96(5):423–445, (2011).
[5] M. Faulhuber. Gabor frame sets of invariance: a Hamiltonian approach to Gabor frame deformations.
Journal of Pseudo-Differential Operators and Applications, 7(2):213–235, (2016).
[6] M. Faulhuber. Extremal Bounds of Gaussian Gabor Frames and Properties of Jacobi’s Theta Functions.
Doctoral Thesis, University of Vienna, (2016).
[7] M. Faulhuber Minimal Frame Operator Norms via Minimal Theta Functions. Journal of Fourier Anal-
ysis and Applications, 24(2):545–559, (2018).
[8] M. Faulhuber, S. Steinerberger Optimal Gabor frame bounds for separable lattices and estimates for
Jacobi theta functions. Journal of Mathematical Analysis and Applications, 445(1):407–422, (2017).
[9] H.G. Feichtinger. On a new Segal algebra. Monatshefte fu¨r Mathematik, 92(4):269–289, (1981).
[10] H.G. Feichtinger, G. Zimmermann. A Banach space of test functions in Gabor analysis. In H.G. Fe-
ichtinger and T. Strohmer, eds., Gabor Analysis and Algorithms: Theory and Applications, pp. 123–170,
Birkha¨user, (1998).
20 M. FAULHUBER, M.A. DE GOSSON, AND D. ROTTENSTEINER
[11] G.B. Folland. Harmonic analysis in phase space. Number 122 in Annals of Mathematics Studies. Prince-
ton University Press, (1989).
[12] M.A. de Gosson. Hamiltonian deformations of Gabor frames: First steps. Applied and Computational
Harmonic Analysis, 38(2):196–221, (2014).
[13] M.A. de Gosson. Phase Space Weyl Calculus and Global Hypoellipticity of a Class of Degenerate Elliptic
Partial Differential Operators. In L. Rodino and M.W. Wong, eds., New Developments in Pseudo-
Differential Operators, volume 189 ofOperator Theory: Advances and Applications, pp.1–14, Birkha¨user,
(2009).
[14] M.A. de Gosson. Spectral properties of a class of generalized Landau operators. Communications in
Partial Differential Equations, 33(11):2096–2104, (2008).
[15] M.A. de Gosson. Symplectic Geometry and Quantum Mechanics. Birkha¨user, (2006).
[16] M.A. de Gosson. Symplectic Methods in Harmonic Analysis and in Mathematical Physics. Birkha¨user,
(2011).
[17] M.A. de Gosson. The canonical group of transformations of a Weyl–Heisenberg frame; applications to
Gaussian and Hermitian frames. Journal of Geometry and Physics, 114:375–383 (2017).
[18] M.A. de Gosson. The Wigner Transform. World Scientific, Singapore, (2017).
[19] M.A. de Gosson, F. Luef. Born–Jordan Pseudodifferential Calculus, Bopp Operators and Deformation
Quantization. Integral Equations and Operator Theory, 84(4):463–485, (2016).
[20] K. Gro¨chenig. Foundations of Time-Frequency Analysis. Applied and Numerical Harmonic Analysis.
Birkha¨user, Boston, MA, (2001).
[21] K. Gro¨chenig. The mystery of Gabor frames. Journal of Fourier Analysis and Applications, 20(4):865–
895, (2014).
[22] Heil, Christopher. History and evolution of the density theorem for Gabor frames. Journal of Fourier
Analysis and Applications, 13(2):113–166, (2007).
[23] M. Horodecki, P. Horodecki, R. Horodecki. Separability of mixed states: necessary and sufficient con-
ditions. Physics Letters A, 223(1):1–8, (1996).
[24] M.S. Jakobsen. On a (No Longer) New Segal Algebra: A Review of the Feichtinger Algebra. Journal of
Fourier Analysis and Applications, pp. 1–82, (2018).
[25] A.J.E.M. Janssen. Duality and Biorthogonality for Weyl-Heisenberg Frames. Journal of Fourier Analysis
and Applications,4(1):403–436, (1994).
[26] A.J.E.M. Janssen. Some Weyl-Heisenberg frame bound calculations. Indagationes Mathematicae,
7(2):165–183, (1996).
[27] J.M. Leinaas, J. Myrheim, E. Ovrum Geometrical aspects of entanglement. Physical Review A
74:012313, (2006).
[28] R.G. Littlejohn. The semiclassical evolution of wave packets. Physics Reports, 138(4–5):193–291, (1986).
[29] Y. Lyubarskii. Frames in the Bargmann space of entire functions. In Entire and Subharmonic Functions,
pp. 167–180. American Mathematical Society, Providence, RI, (1992).
[30] G.E. Pfander, P. Rashkov, Y. Wang. Geometric Construction of Tight Multivariate Gabor Frames with
Compactly Supported Smooth Windows. Journal of Fourier Analysis and Applications, 18(2):223–239,
(2012).
[31] K. Seip. Density theorems for sampling and interpolation in the Bargmann-Fock space. American Math-
ematical Society. Bulletin. New Series, 26(2):322–328, (1992).
[32] K. Seip , R. Wallste´n, Density theorems for sampling and interpolation in the Bargmann–Fock space.
II, Journal fu¨r die reine und angewandte Mathematik, 1992(429):107–113, (1992).
[33] K.P. Seshadreesan, L. Lami and M.M. Wilde. Re´nyi relative entropies of quantum Gaussian states.
arXiv preprint, arXiv:1706.09885, (2017).
