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７．考察
本研究では，ニューラルネットワークであるＣＰとＶＣＰの動作特性の比較検討をデー
タ予測の座席予測問題を取り扱った。
グラフ１よりユニット数の増加により平均２乗誤差も増えているおり，ＣＰの精度が落ち
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グラフ１１ＣＰの平均２乗誤差グラフ１４ＣＰとＶＣＰの処理時間
3０
ていることが分かる。これに対しグラフ２では，ユニット数の増加に反比例して平均２乗
誤差は減少しており，ＶＣＰの精度が上がっていることが分かる。グラフ３，４の処理時間
を考慮に入れて,ＣＰはある程度の結果が得られる少数のユニット数に設定し,ＶＣＰはネッ
トワークの精度を上げるために,処理時間が増加するがユニット数を増やすことが望ましい。
グラフ５，６よりユニット数ごとの平均２乗誤差は，クラスタ数の増加に反比例して減少
しており，ＣＰとＶＣＰともに精度が上がっていることが分かる。グラフ７，８の処理時間
も考慮に入れると，これらのネットワークのクラスタ数の設定を，システムとして有効な
結果が得られる個数にとどめると良いだろう。
グラフ９より，ユニット数が少ないほどグラフの傾きが大きいことから，学習効率がい
いことが分かります。グラフ11より，クラスタ数の多いほうが精度の良いことが分かる。
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グラフ10,12より，数回の学習回数で有効な結果が得られていることが分かる。グラフ13,
14より，ＶＣＰのＣＰより早い段階で有効な解が得られていることが分かる。
８．おわりに
本研究では，航空機座席予測問題を用いてＣＰとＶＣＰによるニューラルネットワーク
の動作特性の比較検討を行った。
ＣＰでは，Kohonen層のユニット数の増加による処理時間，平均２乗誤差ともに増加し
ており，ネットワークの精度が落ちていることが分かる。しかし，ＶＣＰでは，ユニット数
の増加により処理時間は増加するが予測の精度は上がっており，優れたネットワークを構
成するにはユニット数を増やす必要がある。
ＣＰとＶＣＰにおいてクラスタ数の増加によるネットワークの比較検討をおこなったが
どちらも精度が上がっており，クラスタ方式を適用したことによって優れたネットワーク
が構成することができた。
したがって，クラスタ方式を用いたＶＣＰは，少ない学習回数すなわち短い処理時間で，
高い精度の結果が得られることより，データ予測問題においては大変優れたネットワーク
であると言える。
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SinceMcCullochandPittsproposedartificialneuralnetworkinl943，alotof
neuralnetworkresearchesconcerningtheartificialneuralnetworkshavebeenreport‐
edGeneralspeaking,thesearecalledsimplyasneuralnetworkswhicharemodelsfor
computationthattaketheirinspirationfromthewaythebraininsupposedtobe
construction
Counterpropagationnetwｏｒｋｓａｒｅｏｎｅｏｆｔｈｅｈｙｂｒｉｄｎｅｔｗｏｒｋｓｔhatarecomposed
competitivelearningnetworksandfilterlearningnetworks､Thiscounterpropagation
networksareconsideredaspatternrecognitionsystem
lnthispaper,werepresentthedataestimationbyapplyingthiscounterpropagation
networks,ａｓａｎｕｍｅｒｉｃｅｘａｍｐｌｅ,wesolvedtheoverbookingproblemoｆｓｏｍｅａｉｒｌｉｎｅ
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