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Re´sume´ – Le sujet conside´re´ est la reconstruction d’images dans le cas d’un bruit Gaussien Poissonnien, mode`le des donne´es
astrophysiques acquises avec un capteur CCD. Nous proposons un algorithme ite´ratif de reconstruction base´ sur la vraisemblance
de l’image et re´gularise´ avec une fonction quadratique. Cet algorithme est applique´ sur des donne´es astrophysiques et compare´
en terme de moyenne et de variance de l’erreur d’estimation a` des algorithmes classiques tels que ISRA ou RL.
Abstract – In this paper, we consider the problem of restoring astronomical images in the case of Poisson data with additive
Gaussian noise, model of the data acquired with Charge Coupled Device cameras. An iterative algorithm is proposed based
on the maximum likelihood with a classical penalization-regularization term to impose a smoothness property on the solution.
The proposed algorithm is checked on typical astronomical images and is compared in terms of mean and variance of the error
estimation with classical algorithms like ISRA or RL.
1 Introduction
Le proble`me traite´ dans ce papier est la restauration
d’images astrophysiques. Pour de telles images, deux pro-
cessus de bruit sont ge´ne´ralement conside´re´s. Le premier
est un processus Gaussien additif correspondant a` des
donne´es de forte intensite´ ; dans ce cas l’estimateur par
maximum de vraisemblance (MV) de l’objet, sous con-
trainte de positivite´, conduit a` l’algorithme ISRA (Image
Space Reconstruction Algorithm), [5]. Le second mode`le
adapte´ a` des donne´es de faible flux correspond a` une trans-
formation de Poisson de l’image, l’estimateur du MV est
alors obtenu avec l’algorithme RL (Richardson Lucy), [12].
Le mode`le le plus adapte´ aux images acquises avec un cap-
teur CCD (Charged Coupled Device) est le mode`le com-
posite : donne´es de Poisson et bruit additif Gaussien. Un
tel mode`le a de´ja` e´te´ analyse´ par Snyder et al. [16] et par
Llacer et Nun˜ez [11].
Ce sujet s’inscrit dans le cadre des proble`mes inverses,
proble`mes mal pose´s au sens de Hadamard, dont la solu-
tion devient instable pour des donne´es bruite´es. Quelque
soit le mode`le conside´re´, les me´thodes ite´ratives de maxi-
mum de vraisemblance conduisent a` des solutions instables :
le processus ite´ratif doit eˆtre interrompu avant l’appari-
tion du bruit. Une autre solution consiste a` ajouter une
contrainte de douceur stabilisant la solution et condui-
sant a` une estimation par maximum a posteriori (MAP),
cette technique classiquement utilise´e pour les proble`mes
inverses est appele´e re´gularisation dans ce contexte, [6].
Dans les papiers pre´ce´dents de Snyder, la re´gularisation
est re´alise´e au moyen de fonctions sieves, or il a e´te´ montre´
dans [3] que la solution du MAP donne de meilleurs re´-
sultats. L’approche utilise´e par Llacer et Nun˜ez est celle
du MAP avec des fonctions de pe´nalite´ telles que l’en-
tropie croise´e de Shannon entre la solution et un a priori
constant, cependant comme cela est mentionne´ dans [18],
ni la positivite´ de la solution, ni la convergence de l’algo-
rithme propose´ ne sont garanties.
Nous proposons ici de de´velopper un algorithme ite´ratif
du type MGS (Me´thode du Gradient Se´pare´) pour estimer
l’objet au sens du MV sous contrainte de positivite´ et de
conservation de l’e´nergie pour un mode`le Gaussien Pois-
sonnien de l’image. Cet algorithme sera ensuite e´tendu a`
l’approche re´gularise´e et nous proposerons d’utiliser une
fonction de re´gularisation quadratique avec a priori va-
riable. L’algorithme sera mis en œuvre sur des donne´es as-
trophysiques et on mettra en e´vidence l’inte´reˆt du mode`le
choisi par rapport aux mode`les classiques en terme d’er-
reur de reconstruction.
2 Mode`le Gaussien Poissonnien de
l’image
On utilisera des lettres capitales pour des tableaux N ×
N , des caracte`res gras pour les vecteurs N × 1, l’indice i
pour le pixel i de l’image, ordonne´e lexicographiquement.
On peut re´sumer les diffe´rentes e´tapes conduisant aux
donne´es a` traiter de la manie`re bre`ve et simplificatrice
suivante : la lumie`re provenant de l’objet x se propage a`
travers une atmosphe`re turbulente, puis elle est observe´e
par un syste`me optique imparfait (le te´lescope). Cette
premie`re transformation est mathe´matiquement de´crite
par un produit de convolution entre l’objet et la re´ponse
impulsionnelle de l’ensemble te´lescope/atmosphe`re appele´e
PSF (Point Spread Function), on note cette transforma-
tion Hx sous forme matricielle. Un capteur CCD re´alise
une photo conversion donnant n photons, transformation
de Poisson de moyenne Hx. Enfin un bruit de lecture
Gaussien s’ajoute (read out noise), inde´pendant du pro-
cessus de Poisson.
Une re´alisation de l’intensite´ de l’image y dans le pixel
i, yi peut alors eˆtre mode´lise´e suivant :
yi = ni + bi, (1)
ou` bi est une re´alisation d’un processus GaussienN (g, σ2),
inde´pendant de ni : re´alisation d’un processus de Poisson
P((Hx)i).
Le proble`me consiste a` retrouver x a` partir des donne´es
y. H est mesure´ expe´rimentalement et les parame`tres du
bruit Gaussien sont des caracte´ristiques connues du cap-
teur CCD.
2.1 Vraisemblance des donne´es - MLE
Compte tenu de l’inde´pendance des processus de bruit
et de l’inde´pendance des pixels de l’image, la fonction de
vraisemblance de l’image y s’e´crit :
L(y;x) =
∏
i
∑
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√
2pi
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)
(Hx)nii
ni!
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(2)
L’estimateur du MV de x est la valeur de x qui maximise
(2) ou de manie`re e´quivalente qui minimise J1(y;x) =
− log(L(y;x)) :
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xi est donc solution de :
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pj et rj sont deux se´ries convergentes que l’on peut re´duire
a` une en utilisant, [7] :
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En pratique, on limitera la sommation sur ni a` [max yj +
3σ].
2.2 Ajout d’un a priori - MAP
Dans le cas re´gularise´, on ajoutera a` J1(y;x), une fonc-
tion J2(x), convexe, introduisant une contrainte de dou-
ceur et un facteur de re´gularisation γ permettant de re´gler
le poids relatif de la pe´nalite´ sur l’objet par rapport a` la
vraisemblance des donne´es : J(y;x) = J1(y;x) + γJ2(x),
le gradient s’e´crit alors ∇J(y;x) = ∇J1(y;x) + γ∇J2(x),
[17].
La discussion du choix de la fonction de re´gularisation
et de l’a priori ne sera pas traite´ ici, on peut se reporter a`
[8, 13, 10, 4] pour une e´tude sur les re´gularisations quadra-
tiques ou entropiques, avec a priori constant ou non. On
propose d’utiliser une re´gularisation quadratique avec un
a priori variable qui donne de bons re´sultats, [10]. Dans
ce cas la fonction de re´gularisation s’e´crit :
J2(x) =
1
2
||x−Ax||2, (11)
ou` A est la matrice repre´sentant le masque : 0 1/4 01/4 0 1/4
0 1/4 0

et Ax est la notation matricielle pour l’ope´ration de convo-
lution entre x et ce masque. Le gradient correspondant est
alors :
∇J2(x) = (I +ATA−AT −A)x. (12)
La solution est alors implicitement biaise´e vers une ver-
sion ”adoucie” de la solution. On peut noter que A peut
repre´senter toute autre forme de filtre passe bas.
3 Algorithme
L’e´quation (4) e´tant non line´aire en xi, on utilise une
me´thode ite´rative d’optimisation du type MGS incluant
les contraintes de borne infe´rieure et de conservation de
l’e´nergie [9, 10], l’e´quation de re´actualisation de xˆi est
alors :
xˆk+1i = C
k
(
xˆki + α
k
i
xˆki
Vi(xˆk, γ)
(Ui(xˆk, γ)− Vi(xˆk, γ))
)
.
(13)
L’estime´ initial xˆ0 est choisi de manie`re a` satisfaire les
contraintes, Ck est un facteur de normalisation pour la
conservation de l’intensite´, αki > 0 est le facteur de re-
laxation choisi de manie`re a` garantir la convergence, k
est le nume´ro de l’ite´ration. Les fonctions U() > 0 et
V () > 0 re´sultent de la de´composition de la fonction ∇J()
suivante :
−∇J(xˆk, γ) = U(xˆk, γ)− V (xˆk, γ). (14)
Si l’on effectue cette de´composition pour ∇J1() et ∇J2(),
on obtient :
U(xˆk, γ) = U1(xk) + γU2(xk) (15)
V (xˆk, γ) = V1(xk) + γV2(xk) (16)
U1(), V1(), U2(), V2() sont donne´s sous forme matricielle
dans le tableau 1. La valeur maximale de αkm qui garantit
Fonction J1 J2
U U1 = H
T diag
“
1
(Hx+d)i
”
r U2 = γ(A
T +A)x
V V1 = a, (
P
j hj,i = ai) V2 = γ(I +A
TA)x
Tab. 1 – fonctions U et V
xk+1i ≥ 0,∀i,∀k est donne´e par :
αkm = min
i∈C
 1
1− Ui(xk,γ)
Vi(xk,γ)
 , (17)
ou` C est l’ensemble des indices i tels que (∇J(xk, γ))i > 0
et xki > m ; clairement on voit que α
k
m > 1, donc pour
αk = 1, la contrainte est toujours satisfaite. La valeur
optimale du pas αkc inde´pendante de i assurant la conver-
gence doit appartenir a` l’intervalle ]0, αkm] (ou ]0, α
k
m[ si
une ine´galite´ stricte est demande´e) par une proce´dure de
recherche en ligne (voir par exemple [1, 2, 15, 14]), avec la
direction de descente :
ρk = diag
(
(xki −m)
Vi(xk, γ)
)
(U(xk, γ)− V (xk, γ)). (18)
Cette direction n’est plus l’inverse du gradient mais elle
reste une direction de descente pour J(x). Pour assurer
la convergence the´orique de (13) sans une augmentation
dramatique du couˆt de calcul, la proce´dure e´conomique
de recherche du pas de descente suivant l’algorithme d’
Armijo [1] a e´te´ utilise´e.
4 Application a` des donne´es astro-
physiques faible flux
Cet algorithme est illustre´ sur une image provenant
du te´lescope spatial Hubble (HST), http://hubblesite.
org/gallery/, fig. 1(a). La partie contenant la structure
principale a e´te´ extraite et constitue l’objet, fig. 1(c). Ces
donne´es ont e´te´ convolue´es avec une re´ponse physiquement
re´aliste d’un te´lescope terrestre incluant l’effet de la turbu-
lence atmosphe´rique, fig. 1(b). Pour stopper les ite´rations
avant l’apparition du bruit et e´galement pour pouvoir don-
ner un crite`re quantitatif sur la qualite´ de la restauration,
on utilise la distance euclidienne relative entre l’objet re´el
x et l’objet reconstruit xˆk :
²(k) =
||xˆk − x||2
||x||2 , (19)
On note ²min = mink (²(k)) et kmin = argmink (²(k)).
Une transforme´e de Poisson a ensuite e´te´ re´alise´e sur
l’image et finalement un bruit Gaussien a e´te´ ajoute´ don-
nant l’image a` restaurer. La fig. 2(a) repre´sente l’image
obtenue avec 3000 photons , g = 0.1, σ2 = 1. Les images
reconstruites repre´sente´es sont celles obtenues pour ²min
et pour diffe´rents algorithmes : ISRA, fig. 2(b), RL fig.
2(d) et l’algorithme propose´ note´ GP fig. 2(c).
On peut noter l’ame´lioration tre`s nette de la reconstruc-
tion pour GP autant de manie`re qualitative (“a` l’œil nu”)
que quantitative (minimum de l’erreur sensiblement plus
faible). La moins bonne reconstruction, dans ce cas, est
celle obtenue sous hypothe`se Gaussienne avec ISRA, hy-
pothe`se la plus e´loigne´e des donne´es e´tant donne´ le faible
nombre de photons.
La figure 3 donne la moyenne et la variance de l’erreur
d’estimation sur 50 re´alisations en fonction du nombre de
photons pour des caracte´ristiques fixes du bruit Gaussien,
expe´rience re´aliste d’une acquisition d’images avec cap-
teurs CCD, ceci pour les trois algorithmes non re´gularise´s
ISRA, RL et GP. Le tableau 2 donne la moyenne et la
variance de l’erreur d’estimation pour 1000 et 3000 pho-
tons pour les trois algorithmes re´gularise´s avec les meˆmes
caracte´ristiques du bruit Gaussien. Le facteur de re´gulari-
sation a e´te´ de´termine´ expe´rimentalement comme e´tant
celui qui donne la plus petite erreur asymptotique (a` 200
ite´rations). Plusieurs observations peuvent en eˆtre tire´es :
L’erreur diminue lorsque le nombre de photons aug-
mente pour les 3 algorithmes, re´sultat classique d’esti-
mation. L’erreur la plus faible est pour l’algorithme GP
quelque soit le nombre de photons, ce qui correspond a`
l’ade´quation donne´es mode`le. Moins il y a de photons plus
la diffe´rence en terme d’erreur de reconstruction entre les
algorithmes est grande. L’introduction d’un a priori pro-
voque une le´ge`re augmentation de l’erreur et une diminu-
tion de l’e´cart entre les algorithmes. En effet, dans le cas
re´gularise´, le poids accorde´ a` la vraisemblance des donne´es
est diminue´ au profit d’une information a priori dont la
forme est la meˆme pour les trois algorithmes. Tout ceci
met en e´vidence l’inte´reˆt du mode`le composite, en parti-
culier pour les faibles flux.
photons 1000
algo. ISRA RL GP
E(²(k)) 0.68 0.71 0.64
var(²(k)) 1.00e−2 2.34e−4 4.73e−4
photons 3000
algo. ISRA RL GP
E(²(k)) 0.54 0.58 0.53
var(²(k)) 3.24e−4 2.04e−4 2.65e−4
Tab. 2 – Moyenne et variance de l’erreur d’estimation (50
re´al.), m = 0, σ2 = 2 avec re´gularisation.
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Fig. 2 – (a) Image bruite´e, 3000 photons, m = 0.1, σ2 =
1 (b) ISRA, kmin = 2, ²min = 0.55 (c) GP, kmin = 5,
²min = 0.46 (d) RL, kmin = 3, ²min = 0.52
5 Conclusion
Un algorithme de reconstruction d’images dans le cas
d’un bruit Gaussien Poissonnien a e´te´ propose´. Ce mode`le
est particulie`rement adapte´ aux donne´es astrophysiques
acquises graˆce a` des capteurs CCD. Classiquement les
mode`les utilise´s pour de telles donne´es conside`rent soit un
bruit Gaussien pur, ce qui conduit a` l’algorithme ISRA,
soit un bruit Poissonnien pur, ce qui conduit a` l’algorithme
RL. Les re´sultats de simulation mettent en e´vidence l’inte´reˆt
du mode`le composite, en particulier a` tre`s faible flux.
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