Recommender systems have strongly attracted the attention of the machine learning research community with prosperous real-life deployments in the last few decades. The performance and success of most applications developed in this domain highly depend on an elaborate selection of models and configuration of their hyperparameters. The international MoST-Rec 2019 workshop addresses the issues of algorithm selection and parameter tuning for recommender systems. The workshop aims to bring together researchers from the model selection and hyperparameter tuning community in the general scope of machine learning with researchers from the recommender systems community for discussing and exchanging recent advances and open challenges in the field.
INTRODUCTION
As the variety and scale of data-driven applications grow, we witness an increased use of machine learning (ML) approaches for dealing with immense amounts of data. This results in the availability of an abundance of ML models and methods that can be applied to various types of problems. Model selection or algorithm selection in machine learning corresponds to the problem of selecting the most suitable model to the problem at hand. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). CIKM '19, November 3-7, 2019 , Beijing, China © 2019 Copyright held by the owner/author(s). ACM ISBN 978-1-4503-6976-3/19/11. https://doi.org/10.1145/3357384.3358804 The selection of an ML model usually involves another inherent decision problem, driven by the fact that the design and application of ML models typically involve a large number of hyperparameters. These are the configuration parameters of an ML model itself that need to be preset before the training, in contrast to the model parameters that are learned during the training phase. The choices of the values for such hyperparameters significantly influence the ML model's performance on a given problem or data set. Due to the typically large size and complexity of the search space, a brute-force approach is usually impractical for high-dimensional hyperparameters of ML models. Therefore the so-called hyperparameter tuning or hyperparameter optimization problem has been extensively studied in recent years.
As one of the most widely and successfully applied areas of machine learning, recommender systems represent a motivating yet challenging application for hyperparameter tuning and algorithm selection research. On the other hand, recommender systems can significantly benefit from online automated methods to adapt to diversifying real-life use cases and datasets. This symbiosis constitutes the main focus of our workshop.
SCOPE AND TOPICS
The MoST-Rec Workshop aims to connect the domains of recommender systems, model selection, and hyperparameter tuning by facilitating knowledge exchange between the communities of these research areas. Therefore, the workshop call for papers solicited research contributions that explain methods, challenges and insights at the intersection of these domains. In particular, the nonexhaustive list of topics of interest for the workshop included:
• Model selection and parameter tuning methods for recom 
WORKSHOP ORGANIZATION AND PROGRAM
The workshop program consists of short presentations of research papers accepted through the open call, two or three invited talks, and an open poster or discussion session to allow researchers to interact and discuss the presented research papers in further detail. All accepted papers and related materials will be made available on the workshop website 1 . Eleven papers have been submitted to the workshop, each of which were evaluated by three independent reviewers. Five papers were accepted for inclusion in the workshop program based on the review scores. Accepted papers cover a large range of topics that all fit well to the intended research focus of the workshop: Sahin Albayrak is a professor of computer science at Technische Universität Berlin, where he holds the chair Agent Technologies in Business Applications and Telecommunication (AOT). He is the founder and head of the Distributed Artificial Intelligence Laboratory (DAI-Labor) at TU Berlin, currently employing over 120 researchers. He is also the founder of Deutsche Telekom Innovation Laboratories, and the founding director of the Connected Living Association and the German-Turkish Advanced Research Centre for ICT (GT-ARC). He serves as an advisor to several authorities and companies in both Germany and Turkey. His research interests include distributed systems, machine learning, cybersecurity, 1 http://most-rec.gt-arc.com/ multi-agent systems, and autonomous systems, with their particular applications in autonomous driving, smart cities, smart energy systems, new generation telecommunication systems, conversational assistants, and preventive health services.
Organizers
Defu 
Program Committee
The workshop program committee (PC) for the workshop consists of an international group of fifteen researchers that provide a comprehensive coverage of both research areas of model selection / hyperparameter tuning and recommender systems. PC members are listed below in alphabetical order.
• Sun Aixin, Nanyang Technological University, Singapore 
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