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1.- 1 N T R O D U C C ION
Frecuentemente, en el campo de la investi
gación quimica, el experimentador se halla ante la nece­
sidad de obtener unas condiciones óptimas de operación.­
En todo estudio existirán ciertamente una serie de varia
bles controlables (factores), tales como temperatura, -­
presión, concentración de los componentes, etc., y una -
serie de variables dependientes de aquellas (respuestas)
como pueden ser la pureza de un producto, el rendimiento
de una operación, el coste, etc .. El problema consiste
en establecer qué combinación de los factores proporcio­
na un conjunto de una o varias respuestas adecuado.
Básicamente este problema se ha tratado -
bajo dos enfoques distintos. Por una parte se han desa­
rrollado métodos totalmente empíricos que establecen u-­
nas condiciones de operación supuestamente óptimas, sin
aportar información sobre la influencia de las· variables
controlables en la respuesta o respuestas. En este gru­
po se pueden incluir el clásico método de variación de -
un factor formalizado por Friedman y Savage (1), el méto
do Simplex propuesto por Spendley, Hext y Himsworth (2),
e incluso técnicas que inicialmente fueron desarrolladas
para la optimación númerica, es decir, en ausencia de e­
�ror, como el método Complex de M. J. Box (3) y las modi
ficaciones propuestas por Nelder y Mead (4), asi como -­
por Umeda e Ichikawa (5), y que pueden ser adaptadas a -
la optimación empirica (método Reflex de R. W. Glass(6»
Asimismo debe ser incluido en este grupo el método alea­
torio de optimación introducido por Satterwhite (7). La
segunda forma de considerar el problema, consiste en as­
cender,a las condiciones óptimas mediante un estudio es-
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tadístico de la influencia de las variables sobre la res
puesta o respuestas a optimar, de acuerdo con el método
semiempírico de optimación de G.E.P.Box y W.J.Wilson
(8). En esencia este método consiste en ajustar una su­
perficie de respuesta polinomial por medio de un diseño
experimental, y con la información obtenida, realizar un
posterior desplazamiento de las condiciones de operación
hacia el óptimo.
La determinación de superficies de res--­
puesta mediante diseños experimentales constituye pues -
un método valiosísimo para la estimación de la influen-�
cia de las variables controlables sobre la respuesta o -
respuestas a considerar, y en los casos en que sea opor­
tuno para poder determinar qué combinación de los facto­
res conduce a la obtención de unas condiciones óptimas -
de operación. Es por ello que la metodología de las su­
perficies de respuesta se estudia con cierto detalle en
los apartados siguientes.
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1.1.- ANTECEDENTES HISTORICOS
El estudio de las superficies de respues­
ta mediante ajuste polinomial, puede considerarse lnlCla
do en el año 1935 con el trabajo de Yates (9), en el --­
cual se halla implícita la idea de una función que rela
ciona la respuesta con los niveles de una serle de varla
bles en un experimento factorial. No obstante, el impul
so definitivo para el estudio y ajuste polinomial de las
superficies de respuesta, no se produjo hasta el año
1951 con la publicación del importante trabajo de G.E.P.
Box y W.J. Wilson (8), en el cual se desarrolla la no--­
ción de diseño experimental, introduciéndose los llama-­
dos diseños factoriales compuestos, para el ajuste de r�
laciones polinomiales de segundo orden. En 1957 G.E.P.
Box y J.S. Hunter proponen nuevos tipos de diseños a los
que denominan diseños rotatorios. Basados en este estu­
dio y en años sucesivos, se han publicado distintos tra­
bajos en los que se describen nuevos diseños de segundo
orden, como son los de R.C. Bose en 1959 (11), G.E.P.
Box y D.W. Behnken en 1960 (12), N.R. Draper en 1960 y.­
P.J. Thaker en 1962 (13) y (14), M.N. Das y V.L. Nara--­
sirnham en 1962 (15), G.E.P. Box y N.R. Draper en 1963 -
(16), M.N. Das en 1963 (17), A.M. Herzberg en 1967 (18),
N.R. Draper y A.M. Herzberg en 1968 (19), así como, par�
lelamente, los de D.A. Gardiner, A.H.E. Grandage, R.J. -
Hader en 1959 (20) y los de N.R. Draper en 1960, 1961 Y
1962 (21),(22),(23), en los que se describen diseños de
tercer orden.
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1.2.- DISEÑOS EXPERIMENTALES Y AJUSTE DE SUPERFICIES DE
RESPUESTA
En general toda respuesta n dependiente -
de k variables sl,s2, .•. sk' está relacionada con éstas -
por medio de cierta función � desconocida:
(1.1 )
Para explorar esta relación, supóngase
que se realizan N experimentos, y que el u-ésimo de e--­
llos, realizado según unas condiciones predeterminadas -
de las variabless1ú,s2u' .•. ,sku' conduzca a la respuesta
y. El conjunto de estos N puntos experimentales constiu -
tuye lo que se denomina diseño experimental, y tiene por
objeto el conocimiento de la superficie de respuesta re­
presentada por la ecuación 1.1.
Para el estudio de los diseños experlmen­
tales conVlene adoptar una serie de variables estandari­
zadas, de modo que los momentos de segundo orden para e�
tas variables respecto a sus medias sean igual a la uni­
dad.(8),(10),(24). Para ello se definen dichas 'variables
de la forma siguiente:
x· =
lU
�iu - si
S.
l
(1. 2)
donde ¡.es el valor medio de las s. y por otra parte S.
l lU l
es:
S.
l
2
N (�. - s·)
= {L lU l
u=l N/c
(1. 3)
donde c es un factor de escala que en principio adopta -
el valor unidad.
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Para estos niveles estandarizados deberá
cumplirse:
N
L x. = O
u=l
lU
N
L x� = N/c
u=l
lU
(1.4)
(1.5)
El programa de N experimentos a realizar
en términos de las nuevas variables así definidas, se r�
presenta mediante una matriz D, Nxk, denominada matriz -
de diseño. Los elementos de la u-ésima fila son los va­
lores de los niveles estandarizados x1u,x2u, .•. ,xku que
se utilizan en el u-ésimo punto experimental de las va-­
riables.
A partir de los niveles estandar defini-­
dos de acuerdo con las "ecuaciones 1.2 y 1.3, es posible
disponer de distintas matrices de diseño apropiadas al -
número de dimensiones del espacio considerado y al tipo
de función supuesto para�. Así, de acuerdo con las cir
cunstancias concretas de la experimentación, se podrán -
elegir valores medios convenientes �1'�2'··. '�k Y unida­
des Sl,S2' ••• ,Sk de modo que el diseño cubra la subre--­
gión del espacio de interés inmediato. El nivel del i-é
Slmo factor que será usado en el u-ésimo experimento, -­
vendrá dado por:
�iu = �.1 S.x.1 lU (1.6)
1.2.1.- AJUSTE POLINOMIAL A LA SUPERFICIE DE RESPUESTA
Se puede supon�r que en la región estu--­
diada la función 9 está representada por un polinomio de
orden d, lo cual, si las derivadas de la función existen
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y son continuas será cierto por desarrollo en serie de -
Taylor alrededor del punto central de la región. De es­
ta forma, la respuesta en el u-ésimo punto experimental
vendrá dada por:
+- 8 x3 +-111 1u etc. (1. 7)
Por convenlO se denominará variables ln-­
dependientes a xO; x1' ... ,xk; xI'" .,x�; x1x2' ..• , etc ..
Evidentemente si el polinomio es de grado superior al -­
primero, las variables independientes no son desde luego
funcionalmente independientes.
Es posible obtener estimados bO,b1,· •. ,bk
etc. de los coeficientes 81,82"" ,Sk etc., ajustando -­
por mínimos cuadrados los N valores observ�dos Y1'Y2""
y, ... 'YN al polino�io expresado por la ecuación 1.7. Au .
los coeficientes S. se les denomina coeficientes linea-­
l
les, a los coeficientes B.· coeficientes cuadráticos, yII
a los coeficientes S .. coeficientes de interacción. Las
lJ
variables independientes x.,x�,x.x., se denominan de forl l l ]
ma similar, puesto que por necesidad en la notación ma--
tricial, se conviene en escribir SOxOu' mejor que SO' ha
ciendo xOu igual a la unidad para todo u.
Un diseño que incluya k factores y perml­
ta estimar todos los coeficientes hasta el orden d, se -
denomina diseño k-dimensional de orden d. El número de
puntos experimentales a realizar deberá ser superlor a -
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(k�d), puesto que en el polinomio de orden d existen (k�d)
coeficientes a estimar.
1.2.2.- PROPIEDADES DE LOS DISEÑOS EXPERIMENTALES
Existe un cierto número de propiedades de
carácter eminentemente práctico, y de una importancia re
lativa a la situación concreta del experimentador, que -
debería satisfacer todo diseño experimental. Estas pue­
den esquematizarse en los siguientes puntos (10):
(i) El diseño elegido deberá perml-­
tir el ajuste del polinomio deseado dentro de la región
de interés.
(ii) El ajuste polinomial deberá ser
lo más preClSO posible, en el sentido de que los�coefi-­
cientes estimados presenten varianzas mínimas y estén -­
mínimamente sesgados por posibles coeficientes de orden
superlor.
(iii) El número de puntos experimen­
tales de un diseño no debe ser excesivo, aunque si sufi­
ciente para un correcto ajuste y para permitir efectuar
un posterior "test" estadístico de significación del mlS
mo ,
(iv) El diseño debe poder sUbdividiE
se en bloques de puntos experimentales (este hecho es ú­
til en la práctica cuando las condiciones experimentales
no son repetitivas).
(v) Si una vez completado un diseño
para el ajuste de un polinomio de orden d, éste resulta­
ra inadecuado, debe ser posible la formación de otro di­
seño para ajustar un polinomio de orden d+l, agregando -
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un bloque adicional de experimentos al conjunto primiti-
vo.
El hecho de que un determinado diseño no
cumpla todas las propiedades enunciadas, no es motivo p�
ra que no se considere útil, pues como se ha dicho, de-­
penderá fundamentalmente de la situación experimental
concreta ante la que se halle el investigador.
1.2.3.- AJUSTE POLINIMIAL POR EL METODO DE MINIMOS CUA-­
DRADOS
Todo modelo polinomial en el que existen
una serle de ecuaciones referidas al mismo modelo, puede
ser representado convenientemente en notación matricial.
Así el expresado mediante la ecuación 1.7, en el que e-­
xisten L coeficientes desconocidos y N puntos experlmen­
tales, vendrá representado por:
!l. = XS (1. 8)
donde la matriz �, NxL, se denomina matriz de las varla­
bles independientes.
Si se representan los N valores experlme�
tales observados mediante un vector Y y además:
s(Y) = n (1. 9)
= 1 a2
-N (1.10)
representando mediante e( ) valores estimados del valor
real y mediante IN la matriz identidad NxN, entonces ba­
jo la suposición de que el modelo mátematico expresado -
por la ecuación 1.8 representa la verdadera situación, -
los estimados B de los coeficientes �,(e(�) = S ) caren-
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rentes de sesgo y con varlanza mínima, son aquellos que
reducen al mínimo la suma de cuadrados (�-Y)'(�-Y) de
las diferencias entre los valores observados r, y los va
lores � dados por la ecuación ajustada ( � = XB). Es-­
tos son los coeficientes estimados por mínimos cuadrados
y en notación matricial Vlenen dados por la ecuación:
B = (X'X)-lX'Y = TY
- - --
(1.11)
siendo T la denominada matriz de transformación del dise
_1
ño , (T = (2S,'1P .2S,'). Sus varianzas y covaraanzas son --
los elementos de la matriz:
(1.12)
y �na estimación de la varianza del error Vlene dada por
la ecuación:
(�-Y)' (�-Y) = Y'Y-B'X'XB (;1.13)
Si contrariamente a lo supuesto el modelo matemático ex
presado mediante la ecuación 1.8 es inadecuado, y son -
necesarios L1 términos adicionales �1�1 para asegurar -
una representación adecuada de la respuesta, entonces:
(1.14)
y los estimados dados por la ecuación 1.10 Vlenen sesga­
dos por
e: (B) = .@_ .¡. AS1 (1.15)
en donde A = (2S,'.2S,)-l�'�l es la matriz LxL1 de los coefi­
cientes de sesgo y se denomina matrlz de sesgo. La suma
de cuadrados resulta igualmente sesgada cuando el modelo
expresado en la ecuación 1.8 no es satisfactorio:
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eCY'Y-B'X'XB) = CN-L)a2 �
-. - - --
� S'X'CI -X(X'X)-1X')X S-1-1 -N - - - - -1-1 (1.16)
1.2.4- LA MATRIZ MOMENTO DEL DISEÑO
La matriz �'� que figura en las ecuaC10-­
nes anteriores, contiene sumas y productos de las varia­
bles independientes. Por tanto la matriz N-1C�'�) puede
ser considerada como una matriz de momentos del diseño.­
Por ejemplo, Sl se ajusta para k=2 la ecuación de segun­
do grado:
� �
�1�11xi � S22x� � S12x1x2
,.-""'"
(1.17)
la matriz N-1CX'X) será la expres�da en la ecuación 1.18.
Las cantidades encerradas entre barras en dicha ecuación
representan los momentos del diseño. Así, por ejemplo,
1111 = N-1Cx211 ' x212 .L. .L x2) 121 - N-1Cx 'x 'T • 1N' - 21 _"t" 2 2 "1"
4- � x2N)' etc •.
La matriz N-1CX'X) se denomina matriz mo­
mento, mientras que su invers�,-N(K'X)-1, matriz que re­
presenta las varianzas y covarianzas de los efectos ref�
ridas a una base relativa al número de observaciones, -­
cuando la varianza del error es la unidad, se denomina -
matriz de precisión del diseño.
Las matrices de sesgo �, y de precisión -
N(X,�)-1, constituyen una base adecuada para la compara-
o 1 2 11 22 12
O I 1 111 121 1111 1221 1121
1 I 111 1111 1121 11111 11221 11121
2 1 121 1121 1221 11121 12221 11221
N-1(X'X) =
11 I 1111 11111 11121 111111 111221 111121
22 I 1221 11221 12221 111221 122221 112221
12 I 1121 11121 11221 111121 112221 111221
Matriz momento
Ecuaci6n 1.18
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ción de diseños sujetos a los convenlOS representados -­
por las ecuaciones 1.2 y 1.3.
1.2.5.- DISEÑOS ORTOGONALES
Un diseño k-dimensional se dice que es or
togonal, cuando la matriz momento N-1(X'X) considerada:
en el subapartado anterior, es diagonal. La importancia
de la ortogonalidad reside principalmente en dos hechos:
a) Una gran facilidad en el cálculo
necesarlO para la estimación de los coeficientes. En e
fecto, la matriz de transformación T es muy simple, al
provenir de la matriz inversa de �'!.
b) Los coeficientes S se estiman in­
dependientemente y con varianzas mínimas (24),(25),(26),
( 27) •
Los diseños de prlmer orden, es decir los
diseños cuyas variables independientes son xl' x2, ... ,
-
xk sujetas a las convenciones adoptadas (ecuaciones 1.2
y 1.3),con una matriz de diseño Q cuyas columnas son or­
togonales entre sí, o sea con el sumatorio
N
Ix. x.
u=llU JU
nulo para cualquier par de valores distintos para l y j
entre 1 y k,son todos ellos ortogonales. La matriz de -
transformación T es, en este caso, p�rticularmente senCl
lla: T = N-1X'.
Los diseños de orden superlor al prlmero
contienen variables cuadráticas o de mayor orden, que no
son funcionalmente independientes. Este hecho hace que
sea imposible el obtener una matriz momento diagonal, ya
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que Slempre existirán sumatorios del tipo
N N
I x� x� ,I x� "o '
u=l
lU JU 'u=l
lU
los cuales no serán nulos a menos que lo sean las coor-­
denadas de todos los puntos experimentales.
Sin embargo, es posible ortogonalizar el
diseño redefiniendo las variables en términos de polino­
mlOS ortogonales. El polinimio ortogonal de orden m-é-­
Slmo para la variable i-ésima, se define como:
(m)
x. =
1
m m-'l
x . + el. x . +
1 m-1,m 1
+
+ eI..., x . +
:J.,m 1
el.
O ,m
(1.19)
donde las el. se eligen de forma tal que los m sumatorios
que a continuación se expresan sean nulos:
N
I x�m)x�m-p) = O
u=l
lU lU
(p = 1,2, ... ,m) (1.20)
De esta forma los(k�d)polinomios originales, en notación
matricial, y en función de los polinomios ortogonales -­
as! definidos serán:
(1.21)
donde f es la matriz que transforma las antiguas varia-­
bles independientes en las nuevas, mientras que � y e r�
presentan respectivamente la matriz de las nuevas varla­
bles ortogonales y el vector de los coeficientes ligados
a estas nuevas variables. El diseño será elegido de f0�
ma conveniente para que � sea diagonal, y los coeficien­
tes S se obtendrán a partir de la matriz P:
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(1.22)
Aunque el proceso pueda parecer algo complicado, esto no
es así, ya que en la mayoría de los casos la matriz P se
rá extremadamente simple, y la ortogonalización del dise
ño será por consiguiente muy sencilla.
La ortogonalidad implica una gran simpli­
ficación en el cálculo, pero debe tenerse en cuenta que
está referida a una orientación particular del diseño y
que esta propiedad se pierde en general al cambiar dicha
orientación. Si se supone, por ejemplo, que la superfi­
cie de respuesta viene representada localmente por una e
cuación de segundo orden, y se refiere el conjunto de có
nicas por ella engendrado a sus ejes principales, la 0-­
rientación de dichos ejes respecto a los del diseño, di-
ferirá de un problema a otro. Se puede comprobar además
que las varianzas de los coeficientes estimados de segu�
do orden, así corno las correlaciones entre los mismos au
mentan de acuerdo con una función trigonométrica, al ha­
cer girar el diseño. Puesto que en principio nada se c�
noce acerca de la orientación de la superficie de res--­
puesta se puede concluir que la precisión con que un di­
seño ortogonal de orden superior al primero estima los -
coeficientes constituye una propiedad un tanto fictícea.
1.2.6.- FUNCION VARIANZA Y. DISEÑOS ROTATORIOS
Una función característica de los diseños
experimentales es la llamada función varianza.(10).
Si se designa mediante el vector � (kx1)
las k coordenadas x1' x2' ••• , xk' de un punto en el esp�
ClO k-dimensional, y por y la respuesta estimada en es­x
te punto mediante un polinomio ajustado por mínimos cua-
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drados a las N observaciones de cierto diseño experlmen­
tal, la varianza V(y ) de este valor estimado, será unax
función de �,y de cr2, la varianza del error experimental.
Puesto que al incrementar N se reduce V(y ), la funciónx
V(x) = NV(y )/cr2, denominada función varianza o bien su
x
inversa W(x) = cr2/NV(y ) , constituyen una referencia es
- x
tandarizada de la precisión con la cual un diseño de ma-
triz Q estima la respuesta en el punto�. En efecto, co
mo se podrá comprobar en la ecuación 1.26, la función va
rianza depende únicamente del punto particular considera
do y de la matriz de precisión.
Debido al desconocimiento que se posee a­
cerca de la orientación de la superficie de respuesta, -
parece oportuna la adopción de diseños con una distribu­
ción esférica de la varianza de las respuestas estimadas,
es decir; diseños tales en que esta varlanza sea constan
te en todos los puntos que equidisten del origen del di­
seño. Un diseño k-dimensional cuyos contornos de varia�
za en el espacio sean circulos, esferas o hiperesferas,
centradas en el origen del mismo, se deno�ina diseño ro-
tatorio. Para tal diseño, la varianza de las respuestas
estimadas por el polinomio ajustado es, por consiguiente,
una función sólo de la distancia del punto considerado �
al centro del diseño.
1.2.7.- CONDICIONES PARA QUE UN DISEÑO SEA ROTATORIO
Si se considera la respuesta y estimadax
por un polinomio de orden d ajustado por minimos cuadra-
dos, en el punto cuyas coordenadas vienen dadas por los
k últimos elementos del vector �I = (1,x1,x2, ... ,xk) de:
finido aquí corno se observa con el elemento unidad adi-­
cional, se puede escribir:
- 23 ,..
+ ..•• +
etc. (1.23)
que en notación vectorial equivale a:
I
(1.24)
donde x ' Id I es el vector derivado de x I de potencia d
(28) y � es el vector (k�d)x 1 que c�ntiene todos los
coeficientes b con multiplicadores adecuados de forma
que la ecuación 1.24 sea equivalente a la 1.23.
Si la verdadera respuesta en este punto -
se representa por nx entonces:
-<_.
(1.25)
y la varlanza_ ;<;le la respues ta es timada V Ujx)
""
sera:
<_
V(y� ) = e:{(0 -n )(0 -n )'} =x �x -x �x-x
(1.26)
Si se considera la varlanza de un segundo valor estimado
Yx en un punto situado a la mlsma distancia p del orlgen
del diseño, y cuyas coordenadas son los úl�imos k elemen
tos del vector � = Rx, donde � es una matriz ortogonal -
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(k+1)x(k+1), la cual consiste en una matriz ortogonal
cualquiera H, cuya primera fila es �' = (1,0, ... ,0) y su
primera columna es u. Sustituyendo en la ecuación 1.26
esta última igualdad, se tiene:
(1.27)
donde es la d-ésima matriz de Schlaflian (28).
Para satisfacer la condición de que la v�
rlanza sea constante en los puntos situados sobre hiper­
esferas centradas en el origen del diseño, es necesario
que la ecuación 1.27 sea idéntica a la 1.26 para todo
vector � y para toda matriz ortogonal R. Así pues:
(1.28)
para cada matriz ortogonal�. El segundo miembro de la
ecuación 1.28 es N veces la matriz momento para el dise­
ño de matriz HD. Por consiguiente, la varlanza será --­
constante para cada punto situado a la misma distancia p
del origen, �iempre y cuando la matriz momento permanez­
ca invariante bajo cualquier transformación ortogonal de
la matriz de diseño D.
1.2.8.- MOMENTOS DE UN DISEÑO ROTATORIO
Si por l' se representa el vector (k+1)xl
t' = (1,t1,t1, ... ,tk)se puede escribir una función poli­
nomial Q generadora de los momentos hasta orden 2d del -
diseño:
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Q = (1.29)
,',
puesto que x� = Cl,x1u'x2u"" ,xku)' XIX será el sumato-
rlo
NI Idl ,Idlx x-u -u
u=l
y por lo tanto:
N
= N-1I'(1-!-
u=l
S· t 110:1 20:2 kO:k I 1 tl se represen a por " ... , , a momen o
N
N
- 1 \' o: 1 o: 2· " al.
L xl x2 ... xk
u=l
u u u
(2d) !
k
TI 0:.!(2d-0:)!
i=l l
en donde o: es el orden del
k
= La ..
i=l l
momento, o:
(1. 30)
( 1. 31)
De la ecuación 1.28 se deduce que el dise
ño es rotatorio si y sólo si :
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(1.32)
es decir si y sólo si cualquier transformaci6n que deja
invariante t't no hace variar a la función Q. Por con-­
siguiente el diseño será rotatorio si y sólo si Q es --­
cierta función de 1'1, y puesto que es un polinomio en -
t, Q debe ser de la forma:
d k
Q = L a2 (L t�)
s
O
s :
1
l
s= l=
(1.33)
¡
!
El coeficiente del término en t�l, t�2, ... ,t�k en esta
expresión será nulo si cualquiera de las a. es un ente-­l
ro lmpar. Si los a. son pares, el coeficiente vendrá dal
do por:
a (a/2)!
a
(1.34)
k
TI (a ./2)!
.
1
l
l=
Igualando coeficientes a partir de las expreslones 1.31
y 1.34 se obtiene para los momentos de orden 2d e infe-­
rlores la ecuación:
k
a (a/2)!(2d-a)! TI o . !
a i=l l
k
2d! TI (a./2)!
.
1
l
l=
(1. 35)
haciendo
A =
a
a 2a/2(a/2)!(2d-a)!
a
(1.36)
2d!
se tiene para los momentos de un diseño rotatorio de or-
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den d:
(1. 37)
Sl una o var1as a· son lmpares y:1
I al a2 ka\( I1. , 2 , • . • , = Aa / k2a 2 1T (a./2)!
.111=
k
1T a.!
.
1.
1
1=
(1. 38)
Sl todas las a· son pares.1
1.2.9.- EFECTO DE TRANSFORMACIONES SOBRE MOMENTOS NULOS
Se puede comprobar fácilmente que Sl una
transformación lineal transforma las variables x1,x2' ...
xk a otra nuevas X1,X2, .•. ,Xk, los momentos de orden a -
para estas nuevas variables, serán combinación lineal de
los momentos de orden a de las antiguas variables. En -
particular, los momentos que anteriormente eran nulos, -
lo seguirán siendo despues de la transformación.
La importancia de este hecho radica en -­
que en la matriz de sesgo A de un diseño de orden d ln­
tervienen los momentos de orden 2d�1, y si estos son nu­
los en una orientación particular, lo son en todas las -
demás.
1.2.10.- DISEÑOS ROTATORIOS
En los apartados que slguen se estudian con cierto deta­
lle los distintos tipos de diseños rotatorios, así como
- 28 -
las propiedades que los caracterizan.
1.2.10.1.- Matriz momento y de ses�
Las ecuaClones derivadas en el apartado -
1.2.8. muestran que la matriz momento para un diseño ro�
tatorio se conoce perfectamente salvo ciertas constantes
arbitrarias AO,A2"" ,A2d• Por consiguiente para este
tipo de diseño depende exclusivamente de dichas constan­
tes y del radio p = (�1�)1/2. Estudiando detenidamente
la variación de V(x) en función de las A y de p, se pue­
den determinar valores convenientes de las prlmeras a -­
fin de obtener una función varlanza y una matriz de ses­
go - ésta depende asimismo de las A - satisfactorias. A
este respecto debe ser puesto de manifiesto que la ma�-­
triz de sesgo puede �er expresada completamente en fun-­
ción de las A y de los momentos de orden 2d+1. Por tan­
to en cuanto sea posible se utilizarán diseños tales que
dichos momentos sean nulos (recuérdese en cste punto lo
expuesto en el apartado anterior, esto es, que Sl son nu
los en una orientación, lo son en todas las demás), Slen
do el sesgo, por consiguiente, función exclusiva de las
A.
1.2.10.2.- Disefios rotatorios de Erlmer orden
Si se desea ajustar un polinomio de orden
d = 1, a una serie de k variables x1,x2' ... ,xk' es decir
obtener la ecuación representativa de un hiperplano
(1.39)
mediante un diseño de prlmer orden rotatorio, sujeto a -
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los convenlOS adoptados en el apartado 1.2.1., se obten­
drán los siguientes momentos (ecuaciones 1.37 y 1.38):
a) de prlmer orden
- del tipo jij = O (i=O,1, .. ,k)
del tipo jijj = O (iFj)
(i,j=O, .. ,k)
b) de segundo orden
- del tipo jiij = A = 12
(i=0,1, .. ,k)
Es decir, no hay elección posible para el valor de A, y
la matriz momento resulta ser la matriz identidad:
(1.40)
La condición para que un diseño de prlmer orden sea rota
torio es precisamente la misma para que sea ortogonal.
La condición de ser rotatorio el diseño,
hace aSlmlsmo que la función varianza sea de la forma:
V(x) = NV(y )/02 = 1 + p2X (1.41)
donde p
k
= ( I x�) 1/2
i=1 l
e indica que la varlanza de una -
respuesta estimada aumenta de forma cuadrática al alejar
el punto considerado del centro del diseño.
Si el modelo de prlmer orden resulta ina­
decuado, les coeficientes estimados estarán sesgados por
los supuestos nulos de segundo orden, de acuerdo con las
siguientes ecuaciones derivadas de la matriz de sesgo:
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k k
= S· + L I IghilS hl
g=1 h=g g
(1.42)
Si se selecciona un diseño tal que los momentos del tipo
Ighil sean nulos se obtendrán estimados sin sesgo de los
S .•
l
Como ya se ha mencionado, cualquier diseño -
ortogonal de orden uno, constituye un diseño rotatorio -
del mlsmo orden. De esta forma todas las figuras regul�
res en los distintos espacios k-dimensionales, dan lugar
a- diseños adecuados. Así en dos dimensiones (k= 2) se -­
pueden considerar los siguientes:
- Triangulo (tres puntos experiment�
les). Constituye el diseño Sim--­
plex,para k=2.
- Cuadrado (cuatro puntos experlmen­
.tales). Constituye el diseño fac­
torial para k= 2.
Pentágono (cinco puntos experlmen­
tales) .
Hexágono (seis puntos experimenta­
les) .
- Etc.
pudiéndose añadir cualquier número de puntos centrales.
En el espaclo tridimensional (k=3) sólo e
xisten Clnco !iguras regulares:
Tetraedro (cuatro puntos experlme�
tales). Constituye el diseño Sim-
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plex para k= 3.
- Octaedro (seis puntos experimenta­
les) .
- Hexaedro (ocho puntos experimenta­
les). Constituye el diseño facto­
rial completo para k=3.
- Icosaedro (doce puntos experiment�
les) .
- Dodecaedro (veinte puntos experl-­
mentales) .
e igualmente resulta posible adicionar cualquier número
de puntos centrales.
Para espacios k-dimensionales, k�4, sola­
mente existen tres figuras regulares:
- Figura análoga al tetraedro (k+1 -
puntos experimentales). Constitu­
ye el diseño Simplex en el espacio
k-dimensional.
- Figura análoga al octaedro (2k pu�
tos experimentales).
F·.. (
k
- 19ura analoga al hexaedro 2 pun
tos experimentales), Constituye -
el diseño factorial completo en el
espacio de k dimensiones.
Naturalmente pueden utilizarse fracciones adecuadas del
diseño factorial(29),(30). Como antes, se pueden adicio
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nar el número de puntos centrales que se crea convenlen­
te.
En el espaclo de cuatro dimensiones eXlS­
ten además dos figuras regulares adicionales con 120 y -
600 vértices cada una de ellas. Su interés es, no obs-­
tante escaso, debido al elevado número de puntos experi­
mentales.
1.2.10.2.1.- Coeficientes de l� ecuación
La estimación de los coeficientes de la -
ecuación que se obtiene a partir de un diseño rotatorio
de primer orden es extremadamente simple por el hecho de
ser ortogonal.
Los estimados b. de la ecuación 1.39, ob-l
tenidos por mínimos cuadrados, se derivan de la ecuación
1.11 con la condición de ortogonalidad expresada en la e
cuación 1.40. De esta forma se puede escribir:
b . =
l
N
I y x.
u=1
u lU
N
I x�
u=1
lU
i=1, ... ,k (1.43)
Por otra parte, ésta ecuación es igualmente útil para -­
i=O, es d�cir para bO' dado el convenio de adoptar xO=1.
La varlanza de los coeficientes b., V(b.)
l l
Vlene dada sencillamente por la siguiente ecuación:
V(b.) = o2/N
l
(1. 44)
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1.2.10.2.2.- Análisis de varlanza
La suma de cuadrados total S = Yl + Y� +
+ � Y�, con N grados de libertad, puede ser dividi-­
da en dos partes, la suma de cuadrados SOl debida al a-­
juste de la ecuación de primer orden, con k+l grados de
libertad y la suma residual de cuadrados R obtenida por
diferencia entre las dos primeras, con N-k-l grados de -
libertad:
R = S - SOl (1.45)
La suma de cuadrados debida a la regresión puede ser su�
dividida en sumas de cuadrados debidas a los coeficien-­
tes particulares:
k
I s.
.
O
l
l=
(1.46)
siendo cada S.:
l
N
( I x . y )2
u=l
lU u
s. =
l N
L x�
u=l
lU
(1.47)
Si se dispone de una estimación del error experimental -
se podrán efectuar tests adecuados para el estudio de la
significación de la ecuación asi como de los coeficien-­
tes que intervienen en la misma (31),(32),(33),(Apéndice
1 ) .
1.2.10.3.- Diseños rotatorios de segundo orden
Si el polinomio que se desea ajustar es -
de segundo orden (d=2), es decir, si se desea obtener --
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una ecuación del tipo:
(1.48)
mediante un diseño de segundo orden sujeto a l�s conve-­
nios adoptados en sI apartado 1.2.1., se obtendrá a par­
tir de la ecuación 1.38 la matriz momento que figura en
la ecuación 1.49, la cual posee todos los momentos impa-
.
res nulos y los momentos pares con los siguientes valo--
res:
liil = 1
liijjl = A4 (1.50)
liiiil = 3A4
La matriz de precisión, lnversa de la an­
terior está expresada en la ecuación 1.51 en donde
a = 2A4Ckt-2) (1.52)
b = -2A A (1.53)4
-1
(1. 54)e = A4
d = {Ckt-1)A4-(k-1)}A (1.55)
e = (1-A4)A (1.56)
y A = {2A4(CKt-2)A4-k)}-1 (1. 57)
Por consiguiente las varlanzas y covarlanzas de los coe­
ficientes estimados mediante un diseño rotatorio de segu�
o i 2 . . k 11 22 · · · kk 12 13 • • . k-1,k
O 1 * L 1 1 , ;. • 1 I *
1 1
2 1
'"
. I * I *
J . 1
- ...------ -- ------.'----- J.-----------______ . ____
.
11 1 i3X >'4 • · · >'4I 4
22 1 I >'4 3>'4 · · · >'4N-1(�I�) !! .
: I::'. * I • - I *
kk I 1 I 1 >'4 >'4 • · • 3>'4_
_J
121 I I ¡ >'43 I >. .
I
4
.
-Ir I * I * I
I
k-i,k I I I I >'4-
Eouac.i én 1.49 (Los asteriscos representan submatrices hulas)
o 1 2 . . . k 11 22 · · · kk 12 13 .• . . k-l,k
O al 1< I b b · · b I •·
1 j 1
2 i 1,
i
,
I I • I 1<
I
..
I
.',
kl 1
�
11
I
I db' e · · · eI22 bl e d · · · e
, N<'�'1P-l = . !
I .. I I .-I
I
kkl
• t
b! I e e · · · d
121 I I I e3 e
1< ,1 ! . I "• •
¡
k-l,� I ¡! I I e,
Ecuación 1.51 (Los 'asteriscos representan submatrices nulas",
"
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do orden vendrán dadas por:
(1. 58)
(1. 59)
V (b .. )
11
= {(k�1)A4-(k-l)}Aa2/N
-1 2= A4 a
(1.60)
V (b .. )
1J
(1.61)
(1.62)
Cov(b .. ,b .. ) = (1-A4)Ap2/N11 1J (1.63)
siendo las demás covar1anzas nulas. Haciendo A4=1, se -
observa que desaparecen las covarianzas de los coeficie�
tes cuadráticos, es decir se ortogonaliza el diseño.
Por tanto para un diseño ortogonal y rota
torio de segundo orden se tendrá:
V(bO) = (k�2)cr2/2N (1.64)
V (b . ) = a2/N (1.65)
1
V (b .. ) = a2/2N (1.66)
11
V (b .. ) = a2/N (1. 67)
1J
Cov(bo,b .. ) = -a2/2N (1.68)11
La funci6n var1anza para un diseño rotato
r10 vendrá dada según la ecuación 1.51 por:
(1.69)
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donde igualmente p
k
= ( L x�)1/2
.
1
1
1=
En particular para un diseño ortogonal y
rotatorio de segundo orden la ecuación 1.69 que define -
la función varianza se simplifica a:
V(x) = (k+2+p4)/2 (1. 70)
La figura 1.1 muestra una representación
de la inversa de la función varianza W(p), con A4como -­
parámetro, para el caso k=2. Se observará que la preci­
sión decae rápidamente en cuanto p supera la unidad, con
independencia del valor de A4 elegido.
Si el modelo de segundo orden resulta lna
decuado, los coeficientes estimados estarán sesgados por
los supuestos nulos de tercer orden, de acuerdo con las
siguientes ecuaciones derivadas de la matriz de sesgo:
k k k k
e(bO) = So - A42A I I I I I fgh i i I S f h (1. 71)
f=l g=f h=g i=l g
k
e(b.) = S . + 3A 4S ... + A 4 I Shh' (1.72)J. 1 111 h¡ti 1
k k k k
.¡. (1-A4)A I L L L I fghii I Sfgh (1. 73)f=l g=f h=g i=l
k k k
c Cb .. ) = t3 • • .¡. A-1 L L I I f gh i j I S fgh (1.74)lJ lJ 4 f=l g=f h=g
w0,5
o.'. 0,8 1,2 1,6 2,0 2,L. 2,8 f1
Figura 1.1
Función W para varios valores de A4 y para k=2
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Se observa que seleccionando un diseño tal que los mamen
tos de quinto orden sean nulos, desaparece gran parte -­
de sesgo. No obstante existe un sesgo remanente directa
mente proporcional al valor de �4' En la elección de A4
deberá tenerse en cuenta esta circunstancia junto con la
relativa a la precisión de los estimados. Un valor de -
A4=1 conduce a un diseño ortogonal y a una alta preci--­
sión en los estimados (figura 1.1). Sin embargo el ses­
go derivado de los posibles coeficientes de tercer orden
es aSlmlsmo elevado.
El hecho de que un diseño rotatorio de or
den d presente los momentos hasta el orden 2d id�nticos
a los de la función de distribución esf�rica, sugiere la
obtención de diseños rotatorios por equiespaciado de pu�
tos en una o más hiperesferas. (De hecho corno puede -­
comprobarse, los diseños de primer orden responden a es­
te criterio).
Para la construcción de un diseño de se-­
gundo orden, es preciso considerar puntos experimentales
situados equidistantemente en más de una hiperesfera,
puesto que si se considera una sola entonces:
k
= I
i=1
x�
lU
N k
= N-1 L I x�
u=1 i=1 lU
=
k
I liil
i=1 .
= k (1. 75)
y, además:
N k k k k
p4= N-11 ( I x=? )2= L liiiil + I .).Iiijjlu=1 i=1 lU i=1 i=1 Jtl
(1. 76)
de donde se deduce teniendo en cuenta la ecuación 1.50 _
que:
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(1.77)
y, por consiguiente:
(1.78)
Este valor denominado singular para A4' sustituido en la
ecuación 1.57 da lugar a que la varianza de los coefi--­
cientes bO,b11, ... ,bkk, sea infinita (ecuaciones 1.58 y
1.60) por lo que no es posible la estimación independie�
te de estos coeficientes.
No obstante, sí constituyen diseños rota­
torios de segundo orden, conjuntos de puntos equidistan­
tes situados en dos o más hiperesferas.
Si se consideran s conjuntos equirradia--
les con el mismo origen, de modo que en el
junto situado a la distancia p del origenw
tos, entonces, teniendo en cuenta que:
.. .
w-eSlmo con--
haya n pun-­w
s
N = I n
w=l
w
(1.79)
se puede deducir una expresión para A4'
En efecto, si se considera la expresión -
siguiente para el radio del w-ésimo conjunto,
n k
= ( IW I x� ) In
u=l i=l
lU w
(1.80)
se deduce:
s
I n p2 =
w=l
w w
s n k
I IW I x�
w=l u=1 i=l lU
k
= N I liil
i=1
= Nk (1.81)
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Por otra parte:
n k
IW ( I x� ) 2 =
u=l i=l
lU
n k k
= IW {( I x� ) ( I x� )} =
1
.
1
lU .
1 ]
u
u= l= ]=
n k
IW ( I x� x� )
U=1 l ]
lU ]U
,
(1.82)
y por lo tanto:
s s n k k
I n p4 = I IW( I x� x� ) = I Nliiiil .J-
w=l
W W
w=1 u=1
lU ]U i=1l,]
k
-1- I Nliijjl = 3NA4k -1- k(k-l)N"4 (1. 83)
i#j
de donde:
s
I n p4
w=1
W W
s
N I n p4
w=l
W W
(1. 84)=
3Nk -1- k(k-1)N
s
(k.J-2)( I n p2)2
w=1
W W
Dado que un conjunto de puntos experimentales situados -
en el centro del diseño afecta únicamente al valor de N,
la ecuación 1.84 puede ser empleada sin más modificación
para diseños con un número determinado de replicaciones
en el centro. Si se consideran n1 puntos en el origen y
n2en la hiperesfera de radio P2' se tendrá:
k(n1.J- n2)
(k.J-2)n2
(1.85)
Tras estas consideraciones se discuten --
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los diseños rotatorios de segundo orden más usuales en -
los distintos espacios k-dimensionales (10).
i) Espacio bidimensional (k=2)
Están constituidos por dos o más anillos
concéntricos de puntos equidistantes. El caso más fre-­
cuente es el de n2 puntos situados en una circunferencia
de radio P2' siendo n2�5, y n1 puntos situados en el cen
tro del diseño (P1=0).
Cuando n1 es igual a n2, siendo k=2, A4 -
toma el valor unidad en la ecuación 1.85 y el diseño ad�
más de rotatorio es ortogonal. Un valor de A4=0,78 , o�
tenido a partir de la ecuación 1.69 haciendo coincidir -
las varianzas de los estimados para p=O y p=l, conduce a
una distribución más uniforme de la varianza dentro del
diseño (figura 1.1) y a ,un menor sesgo en los coeficien­
tes que se estiman. Es este pues un valor recomendable
a usar en este tipo de diseños. Valores de A4 cercanos
al especificado, se obtienen adicionando n1=3 puntos cen
trales, cuando n2=5 (pentágono), o n2=6 (hexágono). Pa­
ra otros polígonos se obtienen valores de n1 adecuados
-
mediante la ecuación 1.85.
Especial mención debe hacerse de los octó
ganas con ocho puntos centrales como caso especial de -­
los diseños factoriales compuestos introducidos por Box
y Wilson y que han sido ampliamente utilizados (8),(34).
ii) Espacio tridimensional (k=3)
En el espaClO tridimensional, los vérti-­
ces de Clnco figuras regulares - tetrae�ro (N=4), octae­
dro (N=6), hexaedro (N=8), icosaedro (N=12), y dodecae-­
dro,(N=20) - proporcionan conjuntos de puntos equiespa--
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ciados en una esfera. Como era de esperar, los vértices
del tetraedro, octaedro y hexaedro no constituyen indivi
dualmente, diseños rotatorios de orden dos. No obstante
si lo constituyen los de un icosaedro o un dodecaedro d�
bido a su mayor nGmero de puntos experimentales. En am­
bas figuras evidentemente, se les debe añadir un nGmero
de puntos centrales, al objeto de que A4 no adquiera el
valor singular.
Al igual que antes, para obtener otros ti
pos de diseños rotatorios, es posible combinar icosae-�­
dros y dodecaedros de diferentes radios P1 y P2 en cual­
qUler orientación absoluta y relativa. El valor de A4 -
queda determinado en todos los casos por medio de la e-­
cuación 1.84, una vez conocidos n1 y n2, y la razón de
-
radios P1/P2.
Igualmente que en los diseños de dos di-­
menslones, pueden obtenerse qiseños rotatorios de orden
dos, por combinación de diseños no rotatorios de orden -
dos en si mismos, y que se comentan en el subapartado Sl
guiente iii).
iii) Espacios k-dimensionales (k�4)
Se pueden obtener diseños rotatorios en -
espaclos de dimensiones superiores a la tercera, por co�
binación de los vértices de un hipercubo con los de la -
figura an§loga al octaedro, cada uno con la orientación
est§ndar, esto es, un cubo de coordenadas
C±1,±1, ..• ,±1)
y la figura an§loga al octaedro con coordenadas
(±a.,0, ... ,0) ,(O,±a., ••. ,0), ... ,(0,0, ..• ,±a.)
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Teniendo en cuenta que el factor de escala
c es
c = (1.86)
mediante la ecuación 1.84 es posible deducir la relación
de radios p /p para que el diseño sea rotatorio, obte-­a c
niéndose:
(1.87)
siendo p el radio de la figura análoga al octaedro con
2k/4
a
.
d. p.
. ..
a= y p el radlo el hlpercubo. or adlclon de pun-e
tos centrales, pueden seleccionarse valores adecuados p�
ra Al� (ecuación 1.84). Especialmente interesantes son -
los valores de A4 unidad - diseño ortogonal - y los ex-­
presados en la tabla 1.1 que son los que proporcionan -­
una distribución más uniforme de la varianza dentro del
diseño.
Tabla 1.1
Valores requeridos para que la varlanza pa­
ra p=1 sea la misma que para p=O
k 2 3 4 5 6 7
0,784 0,838 0,870 0,892 0,907 0,918
Este tipo de diseño, válido para todas --
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las dimensiones, es el denominado diseño factorial com-­
puesto, y es de suma utilidad al permitir una investiga-­
ción de tipo secuencial. En efecto, Sl una vez construi
do el hipercubo, es decir Sl una vez completado el dise-
ño 2k factorial, el análisis de varlanza mostrara que el
modelo lineal no es adecuado, pueden ser añadidos 2k pun
tos adicionales denominados axiales por situarse a lo -­
largo de los ejes deY diseño, para completar el diseño -
anteriormente expuesto.
Para espaclos de dimensión suficientemen­
te elevada, k�5, pueden utilizarse fracciones apropiadas
del diseño 2k factorial, de modo que las interacciones -
de segundo orden no estén confundidas entre si (29),(30)
(32), es decir que al añadir los vértices de la figura -
análoga al octaedro, resulte una matriz momento corres-­
pondiente a un diseño rotatorio (ecuación1.49). No obs­
tante, el sesgo de los coeficientes estimados, será ge-­
neralmente mayor al no ser nulos los momentos de quinto
orden (ecuaciones 1.71, 1.73 y 1.74),
La tabla 1.2 muestra un resumen de los di
ferentes diseños factoriales compuestos rotatorios posi­
bles en los distintos espacios k-dimensionales. Se in-­
cluyen los valores de A4 unidad - diseño ortogonal - y -
los correspondientes a la tabla 1.1, que proporclonan u­
na distribución más uniforme de la varianza dentro del -
diseño. La nomenclatura que se slgue es la siguiente:
n número de puntos correspondientesc
sI diseño 2k factorial o fraccio-
nado apropiado, con coordenadas -
L
C±1,±1, ... ,±1).
na número de puntos axiales correspo�
dientes a los vértices de la fig�
Diseños factoriales compuestos rotatorios y rotatorios-ortogonales
k 2 3 4 5 51. 6 61 7 71. 8 81. 81.2 2 2 . 2 4
n 4 8 16 32 16 64 32 128 64 256 128 64
e
n 4 6 8 10 10 12 12 14 14 16 16 16
a I
nO(Tabla1.1) 5 6 7 10 6 15 9 21 14 28 20 13
nO(Ortogonal) 8 9 12 17 10 24 15 35 22 52 33 20
N(Tabla1.1) 13 20 31 52 32 91 53 163 92 300 164 93
N(Ortogonal) 16 23 36 59 36 100 59 177 100 324 177 1"(\ 1u�1/4 1,414 1,682 2,000 2,378a=n 2,000 2,828 2,378 3,364 2,828 4,000 3,364 2,828 1e
A4(Tabla1.1) 0,81 0,86 0,86 0,89 0,89 0,91 0,90 0,92 0,92 0,93 0,93 0,93 I
A4(Ortogonal) 1,00 0,99 1,00 1,01 1,00 1,00 1,01 1,00 1,00 1,00 1,00 1,CO
PalPe 1,000 0,971 1,000 1,064 I 0,89411,155 0,971 11,271 I 1,0691 1,414 11,189 I 1,000
Tabla 1. 2
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ra análoga al octaedro, con coor­
denadas (±a,O) .. , ,0),(0,±a"" ,0)
""(0,0,.,, ,±a),
no número de puntos en el centro del
disefio, con coordenadas (0,0"",,,
O) •
En todos los casos a, coordenada axial,
. 1/4
d d.í s efitlene el valor de n , como corres pon e a un lseno ro-
tatorio, con un fac�or de escala c = N/(n + 2n1/2),c c
Además de los hasta aquí expuestos, han -
sido propuestos numerosos tipos de disefios rotatorios de
se gundo orden, ( 11) , ( 12 ) , ( 13 ) , ( 14) , ( 15 ) , ( 16 ) , ( 17) , ( 18), -
(19) ,
Bose y Draper (11),(13), derivan un nuevo
m�todo de construcci6n �asándose en el estudio de la di­
ferencia entre los momentos puros de cuarto orden
N
I x�
u=l
lU
y los mixtos del mlsmo orden
N
I x� x�
u=l
lU JU
Esta diferencia a la que denominan funci6n exceso debe -
ser nula en un disefio rotatorio, Los conjuntos de pun-­
tos a los que se aplica esta funci6n, forman parte del -
grupo sim�trico derivado de considerar todas las permut�
ciones de las k coordenadas de un punto cualquiera (xl'
x2'.,' ,xk) en el espacio k-dimensional, junto con todas
las combinaciones de signos de estas k coordenadas. Re­
sulta así un conjunto de 2kk! puntos, aunque únicamente
se consideran subconjuntos en los que s610 tres de las -
k coordenadas son distintas, ya que de lo contrario el -
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número total de puntos resulta exceSlVO.
Las tablas 1.3 y 1.4 resumen este tipo de
diseños cuyo interés es más teorico que práctico. Los­
conjuntos de puntos S. utilizados en la tabla 1.4 son -�l
los siguientes:
S1 {(±a,±a, ... ,tan
S2 (< ±c, 0, ... , O) y permutaciones l'
S3 {CO,±f, ... ,±f) Y permutaciones}
S4 {(±p,±p,O, ... ,0,0) y permutaciones}
Ss {(±p,±p, ... ,±p,O,O) Y permutacionesI
Basado en consideraciones ariálogas, Tha-­
ker (14), obtiene nuevos diseños rotatorios de segundo -
orden, aunque el número de puntos experimentales preci-­
sos resulta ser también comparativamente excesivo.
Otro enfoque distinto es el que aplican -
Box y Behnken (12) para derivar los diseños que denomi-­
nan "Simplex - Sum". Se basan en los diseños Simplex -
de primer orden, obteniéndose los l1Simplex - Suml1 suman­
do vectorialmente y de todas las formas posibles los k�1
vértices del Simplex ; primeramente considerados de uno
en uno, a continuación de dos en dos, y así sucesivamen­
te hasta la suma de k�1 en k�1, una única suma que condu
ce obviamente a las coordenadas del punto central. Por
consiguiente el número de puntos no centrales para los -
•
11
• kJ.1
dlseños Slmplex - Suml1 es de 2
.
- 2. Cada grupo de --
vectores obtenido sumando de todas las formas posibles -
s vectores del Simplex, está multiplicado por un coefi-­
ciente a adecuado para que el diseño sea rotatorio.s
Así, si mediante D se designa la matriz de diseño del --s
....... ,.....
.
H...... ro .¡..J
ot-IC> -tI ""' O
�� � C> .¡..J'
O'O' ro �
-ti+1 -tI C>
. Rango de los parámetros y valores de
Valor de
�� �
� Ul
o.A.. !ti (J o""' las
coordenadas en función de los mis 2
+1+1 -ti +1 .¡..J C> mos, para que el diseño sea rotatorio
"4/1.2
'-''-' '-'
'-' A.Z
1
01 Z
2412 S 6 z'-'
O�td 3-15) /2 r= N/S(s-+t+1)}
1/2
1 24 s = 1 / 2 { 3 ( t + 1 ) � /5 ( t 2 -+ 6 t -+ 1 )} S(st+s-+t)r4/N
t).(3+/5)/2 p= sl/2r q=tl/2r
1 2 20 O s xs 2/2 y=/S-x2 ¡3.= N/2(x-+y+4)
1/2
Sa4/N
c1=xl/2a C2=y1/2a
2 1 22 . 1 c= N/2(4x-+4y-+1)
1/2
O�x�'2V'1 y=V1l8-x2 a1=x1/2c a2=y1/2c
CI /N
1 2 24 p= N/2(x-+y+4)
1/2
p=q
O�x" 1 y=h-x2 cl= x1/2p c2=y1/2p 4p4/N
1 1 1 26 c= N/2(4x+4y+l)
1/2
1 y={(1-2x2)/8}1/2 4(x2+2y2)c4/N
p=q O�x"'T2 . p= xl/2c a=yl/2c
a={N/4(x+y+2)}1/2
1 1 20 xs-O y=�{ 3 x;!: 15x2+16} p= xl/2a q=vl/2a 4(2+xy)a4/N
c�{N/2(2x+2y+l)}1/2
1 1 18 x,>0.63 y=t{3X± 15x2_2 } p= x1/2c q=vl/2c 4xyc4/N
Tabla 1.3
SlS2S3S4SS' Número de
(M) Rango de los parámetros y valor de las Valor de
ptos. N-NO coordenadas en función de las mismasaefpp para que el diseño sea rotatorio A4J"�k=4 k-S k=6 k=7
k-l 1/2
12 32 52 88 156 0k-1 I.i k 2
a={N/2(x+y+a2 )}
2ka4/Na-1o�x�
J
a y= � a-X
c1;;; x1/2a c2;;; y1/2a
'k-l 1/2
O;:: x ;::�-k1 al � -k 2
c={N/2(1+2 (a,x+a2y)} c4/N21 40 74 140 270 y= (2 -alX )/a2
a :: x1/2c a2;;; y1/2c1
v'c ) k- 2 2
�={N/2(x+y+(k_l)2k-2}1/2k-3 (k_2)2k-lf4/H21 48 100 215 476 O� x�,I( 2k-5) 2 y= 2k-5 2 -x
c2=y1/2fc =x1/2f1
1/2 p={N/(4(k-l)+2k(a1x+a2y»}1/21-k 2(k_2)p4/N21 - 104 188 340 O::;x;:: 2 (k-1) la y= (21-k(k_4)_ 1x2} . la 2
al:: x1/2p a2:: yl/2p
k
112
o�x�V0 �k 2
1/2 a={N/(2x+4(k-l)y+2 a} 2k 4
111 - 82 136 226 y= � -x /2(k-4)
c= x1/2a p=y1/2a
(4Y+a )a IN
1/2
O:::�'¡(k-2) (7-k) y=h(k-2)(7-k)-x2
p={N/2(x+y+(k-l)(k-2»}
8(k_2)p4/N21 48 100 184 308
cl;;; xl/2p c = yl/2p2
(M)Sesupone una replicación completa
enelconjunto Sl
Tabla 1.4
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Simplex de primer orden, se puede considerar la matriz -
de los diseños Simplex - Sum como la matriz ampliada:
D =
a D
s-s
(1.88)
D d d
.
bmatr
í (k + 1) k � .on e ca a D constltuye una su atrlz s x ,cuyas Tl-s
las consisten en las diferentes sumas posibles de las
k+l filas de Ql consideradas de s en s. Para valores de
k superiores a cinco, resulta posible la construcci6n de
diseños "Simplex - Sum" reducidos, con un menor número -
de puntos. La tabla 1.5 resume esquemáticamente estos -
diseños para distintos espacios k-dimensionales. El nú­
mero de puntos centrales incluidos es el que proporciona
una distribución uniforme de la varlanza dentro del dise
ño (valores de A4 normalizados, según la tabla 1.1). Se
incluye además con fines comparativos el número de pun-­
tos de las fracciones más reducidas correspondientes a -
los diseños de Box - Hunter de la tabla 1.2. Como se -­
puede observar, para k=2 y k=3 resultan respectivamente
el diseño hexagonal y el factorial compuesto examinados
anteriormente. Especialmente interesante por su escaso
número de puntos frente al número de coeficientes a es ti
mar, es el diseño "Simplex - Sum" para k=7. Igual suce­
de, aunque no se incluye en la tabla en el de nueve di--
menslones.
Otros tipos de diseños rotatorios de se-­
gundo orden han sido propuestos en la bibliografía. Así
Herzberg (18), proporciona un método para la construc--­
ci6n de diseños rotatorios en k dimensiones, tomando co-
NQ de puntos experimentales
,Coeficient�s mul�iplic�tivos,
D. Simplex- D. Factoriales
Tipo Sum ' compuestos
de Puntos Puntos Puntos
kdiseño al
Puntos
a2 a3 a4 a5 a6 a7 aS rad. centro rad. centro
2Standard 1 1 6 3 8 5
3Standard 1 0,841 14 6 14 6
4Standard 1 0,760 0,760 1 30 14 24 7
5Standard 1 0,707 0,639 O ,70 7 1 62 24
Reducldo 1 0,841 0,841 1 42 10
Reducldo 1 0,760 1 32 8 26 6
6Standard 1 0,669 ° ,562 0,562 0,669 1 126 38
Reducldo 1 0,595 0,595 1 84 16
Reducido 1 1 1 1 56 13 44 9
7Standard 1 0,639 0,508 0,473 0,508 0,639 1 254 59
Reducido 1 0,577 0,577 1 128 21
ReduCldo 1 0,595 1 86 15
Reducldo ° 1 1 56 10 78 14
8Standard 1 0,615 0,467 0,411 0,411 0,467 O ,615 1 510 90
Reducldo 1 0,447 0,447 1 270 26
Reducido O 1 0,577 0,577 1 240
Reducldo 1 0,577 0,577 1 186 28 80 13
Tabla 1. 5
Diseños Simplex-Sum
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mo base uno en k-1 dimensiones. Sin embargo el número -
de puntos precisos es demasiado alto. Finalmente, Dra-­
per y Herzberg (19), derivan nuevos diseños rotatorios -
de segundo orden, considerando fracciones replicadas de
distinto radio del diseño factorial, en combinación con
la figura análoga al octaedro. Aunque el número de pun­
tos experimentales es siempre superior a los análogos -­
factoriales compuestos, pueden ser útiles en alguna oca�
sión, cuando sea precisa la replicación de algún bloque
experimental.
1.2.10.3.1.- Coeficientes de la ecuaci6n
En orden a la simplificación de la nota-­
ción, es conveniente la utilización de las siguientes ex
presiones:
N
{Oy} = I xOuyu
u=l
N
{iy} = I xiuYu
u=l
N
{ijy} = I x. x. ylU JU uu=l
(1.89)
(1.90)
(1.91)
Pudiéndose emplear entonces las siguientes ecuaClones p�
ra la estimación de los coeficientes del polinomio de se
gundo orden:
k
2"4c L {iiy})
i=l
(1.92)
(1.93)
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-1 ) - k){ iiy} +b .. = AcN ( c ( (k+ 2 A 4-II
k
.¡. c(1-A4) I {jjy} - 2A4{Oy}) (1.94)
j=l
b ..
2 -1 -1 (1.95)= c N l]y
l] 4
donde, como antes
(1.96)
y el factor de escala c:
N
c = N / I x�
u=l
lU
(1.97)
Las varlanzas y covarianzas de los estima
dos se deducen directamente a partir de la matriz de pr�
cisi6n del disefio (ecuaci6n 1.51), y son:
V(bO) = 2AA4 (k'¡'2)o2N-1 (1.98)
vrs. ) = co2N-1 (1.99)
l
V(b .. ) = A«k+l)A4 - (k_l))c202N-1 (1.100)II
V (b .. ) = c202(NA )-1 (1.:1.01)
l] 4-
Caso de que el disefio además de rotatorio
sea ortogonal, las anteriores ecuaciones se simplifican
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notablemente al ser A4 la unidad.
La ecuación obtenida puede ser sometida -
Sl se desea, a un posterior an�lisis canónico para deteE
. .
illlnar el tipo de superficie de que se trata. (Apéndice 2)
( 8) , (31) ,( 34) .
1.2.10.3.2.- An�lisis de varlanza
Como siempre la suma de cuadrados total -
S = YI + Y� + ... + y�, con N grados de libertad, puede
ser dividida en dos partes, la suma de cuadrados debida
al ajuste de la ecuación de segundo orden, S02 con un nú
mero de grados de libertad igual a (k+l)(k+1)/2, y la su
ma residual de cuadrados R obtenida por diferencia entre
las dos primeras, con N - (k+1)(k+1)/2 grados de liber-­
tad.
R = S - S02 (1.102)
La suma de cuadrados debida a la regresión puede ser sub
dividida en tres partes:
i) La suma So con un grado de -
libertad, asociada con el ajuste de un polinomio de or-­
den cero, llamada corrección debida a la media:
(1.103)
ii) La suma S1.0 con k grados de
libertad, asociada con el ajuste de un polinomio de pri­
mer grado:
k
¿ b.{iy}
i=l l .
(1.104)
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iii) La suma S con k(k+1)/22.1.0
grados de libertad, asociada con el ajuste de un polino-
mio de segundo orden:
(1.105)
En ocaSlones puede resultar conveniente -
aislar la suma cuadrática de algún coeficiente o coefi-­
cientes en particular, para estudiar su significación.
Esto puede realizarse de forma adecuada, obteniendo la -
suma cuadrática debida a la regresión del modelo reduci­
do, y substrayéndola del modelo completo.
Igualmente pueden efectuarse tests esta-­
dísticos para determinar la bondad del ajuste al modelo
supuesto, si, para ello se dispone de una estimación del
error experimental (31),(32),(33),(Apéndice 3).
1.2.10.4.- Disefios rotatorios de tercer o�den
Los disefios de tercer orden, que han sido
escasamente estudiados hasta el presente, vienen igual-­
mente caracterizados por su matriz momento, directamente
deducible de la ecuación 1.38. La forma de esta matriz -
se expone en la ecuación 1.106, en donde §'�i,A41, y A61
son las submatrices expresadas mediante las ecuaciones -
1.107, 1.108, 1.109, Y 1.110.
La matriz de precisión, lnversa de la an­
terior, se d�duce a partir de las submatrices §'�i,A41 y
A61 e igualmente se expresará en función dé estas mismas
(ecuaciones 1.111, 1.112, 1.113, y 1.114)
G, * * * * *
* A4! * * * *
* * K1 * * *
* * *
K2 * *
N-1(X'X)
1
=
* * * *
Kk
* * ** * A61
Ecuación 1. 106
*
(Los asteriscos representan submatrices nulas)"
.:_'"
o 11 22 · · · kk
O 1 1 1 · · · 1
11 1 3/..4 /..4 . · · · /..4
N-1CX'X) = 22 1 /..4 3/..4 · · · /..4
kk 1 /..4 /..4
Ecuación 1.107
3/..4
J. III ill i22 · · ikk
l I 1 31.4 1.4 1.4 · · 1.4
III 31.4 151.6 31.6 31.6 · · 3"6
il1 1.4 3"6 31.6 1.6 • · 1.6
N-1CX'X) =
i22 I 1.4 31.6 1.6 31.6 · · 1.6
ikk "4 31.6 "6 1.6 3"6
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En las referidas ecuaclones, es:
b ::: 2Ck'¡'2)A4
c ::: -2A4
d ::: (k'¡'1)A4- k .¡. 1
e = 1 - A4
f ::: 6(k'¡'4)A6
g ::: -6A4
h ::: k'¡'l - (k-1)A4/A6
m ::: 3(A�/A6 -1)
w ::: 3 (k'¡' 3 - (k'¡'1)A�/A6)
(1.115)
(1.116)
(1.117)
(1.118)
(1.119)
(1.120)
(1.121)
(1.122)
(1.123)
y A Y B Vlenen dados por
A ::: {2A4«k'¡'2)A4 - k)}-l
B ::: {6(Ck+4)A6 - (k'¡'2)A4)}-1
C1.124)
(1.125)
. ;
Como puede observarse, la ecuaClon 1.124
es an&loga al 1.57, lo cual no es sor�rendente puesto
que ambas matrices de precisión, la de segundo orden Ce
cuación 1.51) y la de tercer orden (ecuaciones 1.111,
1.112, 1.113, Y 1.114) se derivan de la expresión gene-­
ral para los.momentos de un diseño rotatorio (ecuación -
1.38).
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A partir de las ecuaClones 1.134 - o 1.57
- y 1.125 se observa que valores de A4 y A6
(1.126)
(1.127)
imposibilitan la estimación de los coeficientes lineales
cuadráticos y cúbicos, al ser la varianza de los mismos
infinita. En la selección del diseño deberán, pues, eVl
tarse estos valores denominados singulares.
En espaclos bidimensionales los diseños -
más simples, y por tanto más interesantes, están consti­
tuidos por dos o más anillos concéntricos, cada uno de e
llos con un número de puntos superlor a selS. Se les -­
puede adicionar además cualquier número de puntos centra
les. Así, si se considera un conjunto de N puntos expe­
rimentales, distribuidos en dos anillos concéntricos --­
-
ni puntos en el primero de radio Pi' y n2 en el segun­
do de radio P2
- más una serie de nO puntos en el centro
del diseño, se pueden deducir expresiones para P4 y P6,
de manera semejante a la deducción de la ecuación 1.84:
(1.128)
(1.129)
En espaclos tridimensionales el número de
puntos necesarlOS para la construcción de un diseño rota
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torio de tercer orden resulta ya elevado pues oscila al-
rededor de cincuenta. Los diseños más simples están for
mados por distintas combinaciones de octaedros y hexae-­
dros con radios diferentes. Para espacios de dimensión
superior los diseños rotatorios de tercer orden sólo tie
nen interés teórico, puesto que, desde un punto de vista
práctico, el n6mero de experimentos necesarios resulta -
prohibitivo.
1�2.10.4.1.- Coeficientes de la ��uaci6n
Los coeficientes de la ecuación de ter-­
cer orden pueden obtenerse a partir de la ecuación gene­
ral para la estimación de coeficientes por mínimos cua-­
drados (ecuación 1.10), teniendo en cuenta las simplifi­
caca one s introducidas en la matriz de precisión al ser rota
torio el diseño (ecuaciones 1.111, 1.112, 1.113, y i.114i
(23) •
1.2.10.4.2.- Análisis de varianza
N.R. Draper (23), describe el análisis de
varlanza para un modelo de tercer orden en tres dimensio
nes. Las 'sumas cuadráticas son análogas a las descritas
en el apartado 1.2.10.3.2, aunque en el caso de modelos
de tercer orden las sumas cuadráticas debidas a los tér­
minos de primer y tercer orden no se pueden separar al -
no ser ortogonales entre Sl, y por tanto deben ser consi
deradas conjuntamente. Obtenidas las sumas cuadráticas
de los coeficientes, el procedimiento es completamente _
análogo al descrito en los anteriores apartados 1.2.10.-
3.2 y 1.2.10.2.2.
- 67 -
2.- O B JET O DEL A P R E S E N T E I N V E S -
T I G A e ION
Dados los siguientes supuestos:
1.- Importancia de los diseños
experimentales y en especial de los rotatorios para el -
estudio de la influencia de las variables que intervie-­
nen en cualquier proceso o investigación química.
2.- Necesidad de disponer de e�
timados de los coeficientes de la ecuación representati­
va del fenómeno suficientemente precisos (varianza y se�
go mínimos) para su utilización en una posible optima.--­
ción del proceso según el método de ascenso por el cami­
no de mayor pendiente desarrollado por Box y Wilson.
3.- Importancia económica deri­
vada del ahorro de tiempo y esfuerzo empleados en cual-­
quier estudio y del aprovechamiento máximo posible de la
experimentación efectuada.
4.- Posibilidad de que exis�an
otros diseños distintos de los clásicos factorial y fa�
torial compuesto, aplicables a la investigación química
o de procesos químicos y que pudieran ser más convenien
tes económicamente, manteniendo sus cualidades matemáti
co-estadísticas.
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5.- Escasa importancia prestada
en los trabajos publicados hasta el presente, a las limi
taciones prácticas de los diseños propuestos, y que en -
algunos casos los convierte en inefectivos dada su alta
incidencia económica.
6.- Importancia práctica de los
diseños de segundo y tercer orden en espacios bidimensi�
nales dado el relativamente escaso número de puntos exp�
rimentales preclsos para su construcción, su facilidad -
de interpretación, y posibilidades de representación gr�
fica.
7.- Escaso conocimiento de los
diseños rotatorios de tercer orden, tanto de sus propie­
dades como del tratamiento matemático, y dado que puede
supon�rseles una considerable importancia en el estudio
de la influencia de las variables en espaclos bidimen-­
sionales, cuando, como es frecuente, no puede ser redu­
cido el campo experimental y la función del proceso no
puede quejar limitada a un desarrollo en serie de orden
dos por su complejidad,
se emprendió la presente investigación para cubrir los -
siguientes. objetivos:
1.- Recopilar y estudiar en pr�
fundidad los diseños propuestos en la bibliografía, con
el fin de sentar las bases para un posible desarrollo de
diseños de �ayor interés práctico.
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2.- Proponer nuevos diseños, o
bien desarrollar tratamientos secuenciales de los ya e-­
xistentes, que permitan el aprovechamiento m�ximo de l�
experimentaci6n efectuada, por lo que puedan ser de ma-­
yor interés práctico.
3.- Teniendo en cuenta la impoE
tancia de la precisi6n de los coeficientes estimados, e�
tudiar ampliamente los nuevos diseños, con el fin de que
su inte�és pr�ctico, no pueda quedar desvirtuado por una
falta de calidad matem�tica.
4.- Realizar el estudio te6rico
de los diseños rotatorios de tercer orden completando el
limitado conocimiento existente, así como efectuar la ex
perimentaci6n precisa para probar su efectividad.
5.- Desarrollar un tratamiento
secuencial entre los diseños de primer segundo y tercer
orden en espaClOS bidimensionales, teniendo presentes -
los resultados del estudio teórico anteriormente realiza
do.
6.- Comparar experimentalmente
mediante simulaci6n por ordenador, la eficacia de los
distintos diseños experimentales existentes, así corno la
de los nuevos diseños propuestos, al objeto de obtener -
conclusiones sobre la importancia e interés de todos e-­
llos.
7.- Comparar pr�cticamente me--
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diante la realización de experimentos en el laboratorio,
la eficacia de los disefios experimentales existentes, -­
as1 corno la de los nuevos propuestos, para poder confir­
mar las conclusiones obtenidas en el punto 6.
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3.- E S T U D 1 D DEL A S S U P E R F 1 e 1 E S
D E R E S P U E S T A E N E S P A e lOS
K - D 1 M E N S ION A L E S
En los siguientes apartados se exponen
las técnicas propuestas para el estudio de las super­
ficies de respuesta de
i) prlmer orden (apartado 3.1)
ii) segundo orden (apartado 3.2)
iii) tercer orden (apartado 3.3)
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3.1.- SUPERFICIES DE PRIMER ORDEN
El ajuste de una superficie de orden uno
reviste especial importancia cuando se trata de aplicar
el método de ascenso por el camino de máxima pendiente -
propuesto por Box y íVilson. Aunque si bien es posible -
seguir éste en una superficie de segundo orden, los cál­
culos necesarios para obtener la línea de ascenso son
ciertamente complicados. Por otro lado, si se reduce la
ecuación de segundo orden a variables canónicas (apéndi­
ce 2), y se asciende por el eje de la cónica correspon-­
diente, no se obtiene mayor simplificación operativa, ya
que de nuevo los cálculos son realmente laboriosos. Es
por consiguiente de sumo interés, el ajuste de una ecua­
ción de primer orden, ya que en este caso la obtención -
de la línea de ascenso, se puede decir que es inmediata.
Por otra parte, la ecuación ajustada debe
ser significativa a cierto nivel de probabilidad. Es p�
sible además que, si la información que se posee acerca
de la superficie de respuesta es escasa - caso usual --­
cuando se realiza este tipo de investigación - la ecua-­
ción obtenida no sea válida estadísticamente. La solu-­
ción que se ofrece en la bibliografía es la casi repeti­
ción completa de la experimentación efectuada, contraye�
do la amplitud de la subregión en estudio. Evidentemen­
te el coste que representa tal solución puede ser, en 0-
cas a.one s , causa de descartar el inicio de' una investiga­
ción de esta índole.
Sentadas pues estas bases, el trabajo re�
lizado ha tenido como objetivo remediar en lo que fuese
posible tal anomalía, creando, o bien un nuevo diseño -­
que se autocontrayera en cuanto se presentase la circuns
tancia mencionada, o bien aprovechando los ya existentes
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encontrar una combinación de los mlsmos que cumplera el
objetivo propuesto. Aunque la utilización de los dise-­
ños factoriales para el ajuste de ecuaciones de primer -
orden es, de hecho, casi unánime, existen numerosísimos
diseños de primer orden en la bibliografía - recuérdese
en este punto que todos los diseños rotatorios de segun­
do orden lo son asimismo se prlmero - por lo que la cre�
ción de un nuevo diseño rotatorio de primer orden con un
número razonable de puntos, y con las ventajas deseadas,
se ha descartado, al juzgarse como realmente imposible,
orientándose la investigación hacia la búsqueda de combi:_
naClones secuenciales de diseños de primer orden ya eXlS
tentes.
3.1.1.- DIFERENTES COMBINACIONES POSIBLES PARA LA FORMA-
CION DE DISENos ROTATORIOS SECUENCIALES EN LOS -
DISTINTOS ESPACIOS K - DIMENSIONALES
En el presente trabajo se han desarrolla­
do tres métodos de aplicación secuencial para la estima­
cién de ecuaciones de primer orden.
Como base para efectuar las comparaciones
se ha elegido el clásico diseño 25 factorial fraccionado
1/2, que presenta un total de dieciseis puntos experime�
tales. La referencia al espacio de cinco dimensiones, -
es debida n ser el correspondiente al utilizado en la -­
parte experimental de este estudio, aunque como se verá,
este hecho resulta en realidad indiferente para la obten
ción de las conclusiones a que se llega.
La matriz de diseño del diseño 25 facto-�
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rial fraccionado 1/2 con dos puntos centrales, segGn co­
ordenadas estandarizadas (ecuaciones 1.4 y 1.5), se exp�
ne en la tabla 3.�. A partir de ella, resulta fácil de­
rivar la matriz X de las variables independientes, y a -
partir de ésta, la matriz de sesgo A (ecuación 1.15) ex­
puesta en la tabla 3.2 y que ha de serVlr para la poste­
rior comparación - segGn lo expuesto en el apartado 1.2.
4 - de los diseños que se proponen. La matriz de preci­
sión no se incluye en la discusión debido a que todos �­
los diseños que se proponen son rotatorios y consecuent�
mente la matriz de precisión para todos ellos es la ma-­
triz identidad (apartado 1.2.10.2).
En los apartados que slguen se estudian -
separadamente las tres combinaciones secuenciales que se
proponen.
3.1.1.1.- Combinación de diseños Simplex
Las combinaciones de diseños Simplex de -
distinto radio constituyen diseños ortogonales y por lo
tanto rotatorios, de primer orden.
Las combinaciones que aquí se proponen e�
tán formadas por dos diseños Simplex, con una razón de -
radios entre ambos igual a r. Es posible deducir una ex
presión general para tales diseños en el espacio k - di-
mensional. La matriz de diseño que se obtiene se expone
en la página siguiente y constituye la ecuación 3.1. Las
constantes que figuran en la referida ecuación son las -
siguientes:
V2(k'¡'1)
2 (k'¡'1) ( 3 • 2 )
c1 cl c1 bl
a2 a2 a2 a2
b2 c2 c2 c2
D =
-8
C2 b2 C2 C2
..
o
o
e
2
o o
o o
Ecuación 3.1
o
o
X
1
'1,061 1,061 1,061 1,061 1,061
1,061 1,061 1,061 -1, ° 61 -1,061
1,061 1,061 -1,061 1,061 -1,061
1,061 1,061 -1,061 -1,0.61 1,061
1,061 -1,061 1,061 1,051 -1,061
1,061 -1,061 1,061 -1,061 1,061
1,061 -1,061 -1,061 1,061 1,061
1,061 -1,061 -1,061 -1,061 -1,061
--1,061 1,061 1,061 1,061 -1,061
-1,061 1,061 1,061 -1,061 1,061
-1,061 1,061 -1,061 1,061 1,061
-1,061 t,061 -1,061 -1,061 -1,061
-1�061 -1,061 1,061 1,061 1,061
-1,061 -1,061 1,061 -:1.,061 -1,061
-1,061 -1,061 -1,061 1,061 -1,061
-1,061 -1,061 -1,061 -1,061 1,061
0,000 0,000 0,000 0,000 0,000
0,000 0,000 0,000 0,000 O,OOÓ
Tabla 3.1
Diseño 25 factorial fraccio­
nado 1/2. Matriz de diseño.
B11 22 B33 B44 B55 B12 B13 B14 B15 B23 B24 B25 B34 B35 B45
BO1,00 ,00 1,00 1,00 1,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
Bi0,00 ,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
B20,00 ,00 0,00 0,00 0�00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
B30,00 ,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
B40,00 ,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
B50,00 ,00 0,00 0,00, 0,00 0,00 0,00 O,DO 0,00 0,00 0,00 0,00 0,00 0,00 0.00
Tabla 3.2
:Disefio 25 factorial fraccionado. Matriz de sesgo.
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al (t/k'¡'1 + k2-11
bj_ = ( 3. 3)
k k-l-l
al (V k'¡'l - k - 1)
cl.
= ( 3.4 )
k k+l
á.2 = a1r ( 3.5)
al «k-1)'�k'¡'l - 1)
b2 = r ( 3 . 6)
k
(3.7)
siendo r la razón de radios de los dos d
í
sefio s Simplex.
Obsérvese que en la matriz de diseño, el subíndice de -­
las coordenadas se corresponde con el Simplex a que per­
tenecen. El Simplex 2 es pues el de menor radio ya que
O<rs1.
La matriz expresada en la ecuación 3.1 se
refiere a dos diseños Simplex centrados en el origen de
coordenadas, y con la arista del mayor igual a la unidad.
Para su manejo, sin embargo, esta no es la expresión más
conveniente, por lo que se hace necesario estandarizarla
de acuerdo con la ecuación 1.5. El factor de escala pa­
ra la matriz de diseño propuesta resulta ser:
2N
c = ( 3.8)
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siendo independiente de la dimensión del espac10 conside
rada. De acuerdo con el factor de escala se estandariza
el diseño multiplicando todos los elementos de la matriz
Qs por el factor:
( 3 • 9 )
La figura 3.1 muestra un diseño Simplex -
combinado en el espacio bidimensional, con una razón de
radios r = 0,5.
La razón de radios r está relacionada di­
rectamente con el sesgo de los coeficientes estimados y,
..
la reducción del intervalocorno se vera, con exper1men--
tal en la �plicación secuencial de los diseños. La ra--
..
de radios ha elegido este estudio hazon que se para Sl-
do de 0,5, aunque a continuación se estudia la relación
existente entre el sesgo de los estimados y r.
El sesgo de los coeficientes de pr1mer or
den Vlene dado por la ecuación:
¡;;(b.) = B· +
. 1 1
k k
L L I ghi l e t
g=1 g=h g
1
(3.10)
Observando la matriz de diseño expresada en la ecuación
3.1, se puede comprobar que solo existen tres tipos de -
momentos de tercer orden para este tipo de diseño: m1 de
la forma liiil, m2 de la forma Ihhil y m3 de la forma -­
Ighil (i�h,h�g,itg). A partir de la matriz de momento -
normalizada es posible deducir la siguiente expresión p�
ra mi (i = 1 , 2 � 3 ) :.
m.
1
(3.11)
Figura 3.1
DiseRo Simplex aombinado en el
espacio bidimensional (r=03SJ.
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en donde:
(k-1 ). ( k - 2 )
A1(k) = (3.12)k2
1/2
2 (k-j_) (k+l)
Bj_(kl = (3.13)k2(k+1)
(k-2)
A2(k) = (3.14)k2
2(k+1)1/2
B2(k) - - (3.15)k2(k+1)
2
A3 (k) = ( 3 .16 )k2
(k+2)(k.J.1)1/2
B3(k) = (3.17)k2(k.J.l)
Elegida la razón de radios r, el uso ade­
cuado de las ecuaciones anteriores, proporcionar� la me­
dida en que el sesgo afecta a los coeficientes de prlmer
orden estimados. Derivando las funciones m. con respec-l
to a r se puede observar que mi disminuirá con el aumen-
to de r, al contrario de m2 y m3, los cuales aumentar�n
paralelamente con la razón de radios. Asimismo cabe men
cionar que el sesgo aumenta proporcionalmente a la raiz
cuadrada del·número total de puntos experimentales N.
La tabla 3.3 muestra las coordenadas es--
1,366 1,366 1,366 1,366 1,366
2,950 0,396 0,396 0,396 0,396
0,396 2,950 0,396 0,396 0,396
0,396 0,396 2,950 0,396 0,396
0,396 0,396 0,396 2,950 0,396
0,396 0,396 0,396 0,396 2,950
0,683 0,683 0,683 0,683 0,683
1,202 0,471 0,471 0,471 0,47.1
0,471 1,202 0,471 0,471 0,471
0,471 0,471 1,202 0,471 0,471
0,471 0,471 0,471 1,202 0,471
0,471 0,471 0,471 0,471 1,202
0,000 0,000 0,000 0,000 0,000
0,000 0,000 0,000 0,000 0,000
-Tabla 3.3
Diseño Simplex combi­
nado. Matriz de diseño
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tandarizadas para un diseño Simplex combinado con dos -­
puntos centrales en el espacio de cinco dimensiones, co­
rrespondiente al de la experimentación efectuada. Esta
serie de coordenadas constituyen evidentemente la matriz
de diseño en cinco dimensiones para el diseño propuesto,_
y a partir de ella es posible la construcción de la ma-­
triz X de las variables independientes. La matriz de -­
sesgo � , cuyos elementos muestran el posible sesgo de -
los coeficientes estimados por los supuestamente nulos -
de segundo orden, se muestra en la tabla 3.4. Id�nticos
resultados se obtienen utilizando las ecuaciones 3.10 y
3.11 para k�5 y r�0,5. Resulta fácil en este punto com­
probar que la matriz de precisión es precisamente la ma­
triz identidad CNCX'X)-1 � 1).
Como puede observarse este tipo de diseño
es secuencial, puesto que si la ecuación ajustada resul­
ta no significativa, basta la repetición de k+1 puntos -
(los del diseño Simplex de mayor radio), situándolos a -
un radio 0,25 veces el mayor de los dos del diseño primi
tivo. Asi se obtiene un nuevo diseño formado por dos -­
bloques de k+1 puntos cada uno de ellos, más un determi-·
nado númer-o de puntos centrales. El bloque de mayor ra­
dio contiene los puntos ya realizados, y el de radio me­
nor lo constituyen la serie de k+1 puntos repetidos. La
figura 3.2 muestra esquemáticamente la aplicación de la
secuencia para un espacio bidimensional. En todos los -
casos la reducción del intervalo experimental es del 50%
del valor primitivo.
3.1.1.2.- Combinación de diseños factoriales fraccionados
La combinación de diseños factoriales fra�
cionados de distinto radio, constituye asimismo diseños -
B11 22 B33 B44 B55 B12 B13 B14 B15 B23 B24 B25 B34 B35
B45
BO1,00 ,00 1,00 1,00 1,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
Bl1,75-0,44 -0,44 -0,44 -0,44 -0,44 -0,44 -0,44 -0,44 -0,03 -0,03 -0,03 -0,03 -0,03 -0,03
B2-0,44 1,75 -0,44 -0,44 -0,44 -0,44 -0,03 -0,03 -0,03 -0,03 -0,03 -0,03 -0,03 -0,03 -0,03
B3-0,44 0,44 1,75 -0,44 -0,44 -0,03 -0,44 -0,03 -0,03 -0,44 -0,03 -0,03 -0,44 -0,44 -0,03
B4-0,44 0,44 -0,44 1,75 -0,44 -0,03 -0,03 -0,44 -0,03 -0,03 -0,44 -0,03 -0,44 -0,03 -0,44
B5-0,44 0,44 -0,44 -0,44 1,75 -0,03 -0,03 -0,03 -0,44 -0,03 -0,03 -0,44 -0,03 -0,44 -0,44
Tabla 3.4
Diseño Simplex combi­
nado. Matriz de sesgo
....
....
....
....
....
.... .!:4,
....
¡----ltI----'-,�'....
o Puntos 'correspondientes al ler diseño Simplex combinado
• Puntos 'comunes al ler y 2Q diseños Simplex combinado
o Puntos adicionales correspondientes al 2Q diseño Simplex
combinado
Figura 3.2
Diseño Simplex combinado. Secuencia de aplicación
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ortogonales y consecuentemente rotatorios de prlmer or-­
den de aplicación secuencial.
Las combinaciones que aquí se proponen es
tán formadas por dos fracciones de distinto radio del di
seño factorial, o bien de una fracción adecuada del mis­
mo. Dichas fracciones son complementarias una de la 0-­
tra, en el sentido de que si la razón de radios fuese la
unidad, es decir,si ambos fraccionados tuviesen el mismo
radio, entonces el diseño formado sería el factorial com
pleto o bien la fracción adecuada que se hubiese conside
rado. La razón de radios que aquí se ha estudiado ha si
do de 0,5. Naturalmente son posibles otros valores así
como combinaciones formadas por más de dos hiperesferas
de puntos equiespaciados.
El tipo de fraccionado que se puede empl�
ar para la construcción de tales diseños depende del nfi­
mero de dimensiones del espacio considerado. Se debe te
ner presente, no obstante, que a medida que aumenta el -
grado de fraccionamiento, aumenta paralelamente el sesgo
derivado de posibles efectos de segundo orden. Así para
k=3 y 4 l'2sultan convenientes factoriales fraccionados -
1/2. Para k=5 es adecuado eJ fraccionado 1/4 y para es-
pacios de dimensión más elevada, pueden emplearse frac-­
cionados superiores. Para k=2 no existe ninguna frac--�
ción adecuada del diseño factorial, y por lo tanto, no -
es posible la construcción de los diseños que aquí se -­
proponen.
Dada esta diversidad, el estudio de la de
pendencia del sesgo de los coeficientes con la razón de
radios r, se ha realizado particularmente para el diseño
que posteriormente se estudia, es decir, para el diseño
25 factorial fraccionado 1/4 combinado. No obstante el
procedimiento es general para cualquier espacio k - di--
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mensional, teniendo en cuenta que siempre podrán constru
irse p disefios fraccionados �/p.
La matriz para tal disefio se expone en la
página siguiente (ecuación 3.�8). El factor f por el
que se deben multiplicar los elementos de la matriz Qf -
para estandarizar el disefio, resulta ser:
(3.19)
El seigo de los coeficientes se calcula análogamente me­
diante la ecuación 3.10, pero en este caso, sólo existe
un tipo de momento de tercer orden m distinto de cero. -
Su valor se puede calcular a partir de la matriz normali
zada:
N1/2 (1-r3)
m =
{2(1+r2)}312
(3.20)
Se observa que para r=O el sesgo es idéntico al del dise
fio factorial fraccionado 1/4, y para r=l, el sesgo es nu
lo, como corresponde al diseño factorial fraccionado 1/2.
Asimismo cabe mencionar que el sesgo de los coeficientes
aumenta a medida que r disminuye, hecho que resulta cla­
ro, dada la función expresada en la ecuación 3.20.
La tabla 3.5 muestra la matriz de disefio
para la combinación de dos fraccionados 1/4 del disefio -
25factorial, según las coordenadas estandarizadas (ecua­
ciones 1.4 y 1.5). La razón de radios es como ya se ha
mencionado 0,5. A partir de e�ta matriz resulta relati­
vamente sencillo derivar una expresión para la matriz de
sesgo A (tabla 3.6), característica del diseño.
1 1 1 1 1
-1 -:1
1 -1 1 -1 -1
1 -1 -1 1 -1
-1 1 1 -1 -1
-1 1 -1 1 -1
-1 -1 1 1 1
-1 -1 -1 -1 1
Y' Y' Y' Y' -Y'
Y' Y' -Y' -Y' -Y'
Qf = Y' -Y'
-Y' Y'
(Ecuación 3.18) Y' -Y' -Y' Y' Y'
-Y' Y' Y' -Y' Y'
-Y' Y' -Y' Y' Y'
-Y' -Y' Y' Y' -Y'
-Y' -Y' -Y' -Y' -Y'
O O O O O
O O O O O
I 1,342 1,342 1,342 1,342 1,342
1,342 1,342 -1,342 -1,342 1,342
1,342 -1,342 1,342 -1,342 -1,3l�2
1,342 -1,342 -1,342 1,342 -1,342
--1,342 1,342 1,342 -1,342 -1,342
-1,342 1,342 -1,342 1,342 -1,342
-1,342 -1,342 1,342 1,342 1,342
-1,342 -1,342 -1,342 -1,342 1,342
0,671 0,671 0,671 0,671 -0,671
0,671 0,671 -0,671 -0,671 -0,671
0,671 -0,671 0,671 -0,671 0,671
0,671 -0,671 -0,671 0,671 0,671
-0,671 0,671 0,671 -0,671 0,671
-0,671 0,671 -0,671 0,671 0,671
-0,671 -0,671 0,671 0,671 -0,671
-0,671 -0,671 -0,671 -0,671 -0,671
0,000 0,000 0,000 0,000 0,000
0,000 0,000 0,000 0,000 0,000
Tabla 3.5
Diseño fraccionado combi
nado. Matriz de diseño
:811B22 B33 B4!.J- B55 B12 B13 Bj_!.J- Bj_5 B23 B2!.J- B25
B34 B35 B45
BO1,00 ,00 1,00 1,00 1,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
0,00
B10,00 ,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,94 0,00 0,00
0,00
B20,00 ,00 0,00 0,00 0,00 0,00 0,00 0,00 0,94 0,00 0,00 0,00 0,00 0,00
0,00
B30,00 ,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,94
B40,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,94 0,00
B50,00 0,00 0,00 0,00 0,00 0,94 0,00 0,00 0,00 0,00 0,00 0,00 0,94 0,00 0,00
Tabla 3.6
Diseilo'fraccionado combinado. Matriz de sesgo.
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Como puede observarse, el diseño resulta
igualmente secuencial, puesto que si la ecuación ajusta­
da es no significativa, basta la repetición del fraccio­
nado correspondiente a la hiperesfera de mayor radio, si
tu�ndolo en un hiperesfera de radio 0,5 veces el radio -
de la mayor de las dos hiperesferas que formaban el dise
ño primitivo.
El esquema mostrado en la página slgulen­
te aclara la aplicación secuencial de los diseños aquí -
presentados. Asimilando los bloques de los diseños Sim­
plex combinados a los fraccionados del factorial, el mi�
mo esquema sirve para mostrar el funcionamiento de los -
diseños secuenciales mencionados en el apartado anterior,
puesto que, esencialmente, es la mlsma idea.
Conviene advertir que el diseño factorial
fraccionado 1/4, es decir, cualquiera de los dos bloques
que constituyen el diseño propuesto, son asimismo dise-­
ños rotatorios de primer orden - como lo son los diseños
Simplex tratados en el apartado anterior - aunque sus -­
propiedades - sesgo de los estimados y precisión de los
mismos - 00n inferiores a las de los diseños propuestos.
3.1.1.3.- Diseños axiales
Se ha adoptado la denominación de diseños
axiales para aquellos cuya matriz de diseño tiene la fOE
ma de la matriz expresada en la ecuación 3.21. De esta
manera, en dos dimensiones, el diseño axial corresponde
a un cuadrado con sus vértices situados en los ejes cooE
denados. En"tres dimensiones los diseños axiales consti
tuyen octaedros, mientras que en espacios k - dimensiona
les, forman figuras análogas al octaedro Chiperoctaedros)
APLICACION SECUENCIAL DE LOS DISEÑOS FACTORIALES
FRACCIONADOS COMBINADOS
Fraccionado 1 (radio r >­
a
Fraccionado 11 (radio rb)
¿Es la ecuación
significativa?
S· Finl---e=- .
secuenCla
No
Reducción de la subregión experimental en
estudio mediante la repetición de los pUE!_
tos correspondientes al fraccionado 1 Sl­
tuándolos en una hiperesfera de radio r ,e
siendo r =O,25r )
c a
Fraccionado 11 (radio rb)
Fraccionado 1 (radio r )
e
Para cerrar el ciclo se sustituyen los ra
dios y fraccionados de acuerdo con el si=
guiente esquema:
rb pasa a ser ra
r
11
rbe
Fraccionado 11 11 Fraccionado 1
Fraccionado 1 11 Fraccionado 11
Esquema 3.1
a O O O
-a O O O
O a O O
O -a Q O
O O a O
O O �a O
D =
-a
o o o
o o o
o oo
o o o
Ecuaci6n 3.21
a
-a
o
o
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Los diseños axiales mencionados en la a-­
partado 1.2.10.3, aunque bajo una denominación distinta,
presentan unas caracteristicas tales, que los convierten
en excelentes diseños secuenciales de primer orden, aun­
que este hecho haya pasado desapercibido hasta el prese�
te. En efecto, dada la especial ortogonalidad de las co
lumnas de la matriz de diseño, es posible la reducción -
selectiva de una variable determinada, sin modificar el
de las demás. Esto equivale a decir que con la sola re­
petición de dos puntos experimentales, una ecuación esta
dísticamente no significativa, puede pasar a serlo.
En lineas generales, el procedimiento a -
seguir en su aplicación secuencial, se podría esquemati­
zar en los siguientes puntos:
i) Obtención de una ecuación de prl­
mer orden mediante un diseño axial.
ii) Estudio de la ecuación y de la -­
significación de cada uno de sus coefi--­
cientes.
iii) Si el desajuste de la ecuación re
sulta significativo, se procede a la re-­
ducción selectiva de la variable (o en su
caso variables) que más contribuya al mlS
mo.
iv) Se realiza un nuevo diseño axial
con las ecuaClones de cambio de variable
(real a variable de diseño) modificadas -
de acuerdo con lo efectuado en iii)
v) Vuelta a ii)
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No obstante los puntos de procedimiento -
expuestos, existen numerosas posibilidades de actuación.
Así si una variable o un grupo de variables resultan no
signifivas, pueden permanecer en sus niveles iniciales,
a lo largo de posibles y sucesivas reducciones de los ni
veles de las demás, o bien, si se cree conveniente, pue­
den asimismo modificarse selectivamente, en el sentido -
de incrementar el intervalo experimental al que van lig�
das. Las combinaciones a que pueden dar lugar los dise­
ños axiales, son múltiples y muy distintas, siendo su -­
principal característica la gran flexibilidad derivada -
de la especial ortogonalidad de las variables entre sí,
es decir, al no depender en un experimento, el nivel de
una variable del de las demás.
Por otra parte las propiedades estadísti­
cas de un diseño axial son totalmente comparables e in-­
cluso con ventaja - como se indica en el próximo aparta­
do - a las de cualquier otro diseño de primer orden. La
tabla 3.7 muestra la matriz de diseño en coordenadas nor
malizadas, mientras que la tabla 3.8, muestra la matriz
de sesgo A.
3.1.2.- DISCUSION DE LOS DISEÑOS PROPUESTOS
De lo expuesto en los apartados anterio-­
res, cabe concluir la superioridad de los diseños axia-­
les para la estimación de superficies de respuesta de
primer orden, .frente a los demás diseños examinados. En
efecto, en lo que se refiere al número de experimentos a
repetir en el caso de que la ecuación estimada fuese no
significativa, los diseños axiales muestran una flexibi­
lidad no comparable con la de ningún otro diseño, al pe�
2,449 0,000' 0,000 0,000 0,000
2,449 0,000 0,000 0,000 0,000
0,000 2,449 0,000 0,000 0,000
0,000 2,449 0,000 0,000 0,000
0,000 0,000 2,449 0,000 0,000
0,000 0,000 2,449 0,000 0,000
0,000 0,000 0,000 2,449 0,000
0,000 0,000 0,000 2,449
0,000
0,000 0,000 0,000 0,000 2,449
0,000 0,000 0,000 0,000
2,449
0,000 0,000 0,000 0,000
0,000
0,000 0,000 0,000 0,000
0,000
Tabla 3.7
Diseño axial.
Matriz de diseño.
B11 22 B33 B41j. B55 B12
B13 B14 B15 B23 B24 B25
B34 B35 B45
B°1',°°1 , 00 1 , 00 1 , ° ° 1 , ° °
° ) ° ° ° , ° ° ° , ° ° ° , ° °
° , ° ° ° , ° ° ° , ° ° ° , ° °
° , ° ° ° , ° °
B10,00 ,00 0,00 0,00 0,00 0,00 0,00 0,00
0,00 0,00 0,00 0,00 0,00 0,00 0,00
B20,00 ,00 0,00 0,00 0,00 0,00 0,00 0,_00 0,00
0,00 0,00 0,00 0,00 0,00 0,00
B30,00 ,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
0,00 0,00 0,00 0,00 0,00 0,00
B40,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
0,00 0,00 0,00 0,00 0,00 0,00
B50,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
0,00 0,00 0,00 0,00 0,00 0,00
Tabla 3.8
Diseño axial. Matriz de sesgo.
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mitir la contracción selectiva del intervalo experlmen-­
tal de una sola variable. Así pues,repitiendo tan solo
dos experimentos, es posible la estimación de una nueva
ecuación. A partir de ella se tomará la decisión de re­
petir dos experimentos más. o caso de obtenerse ya la e­
cuación significativa, seguir adelante con la investiga­
ción propuesta.
Cabe señalar además la extremada senci--­
llez del cálculo necesario para la obtención de la ecua­
ción y del análisis de varianza consiguiente, que se de­
rlva de la especial ortogonalidad de la matriz de diseño.
Debe pensarse además que, aún en el caso más desfavora-­
ble - repetición finalmente completa de la totalidad de
los puntos del diseño axial inicial - la cifra de experi:
mentos resulta comparable con la de los demás diseños, -
los cuales no poseen la opción de la repetición selecti­
va por variables. Obs�rvese al efecto la tabla 3.9 que
muestra el número de puntos experimentales a repetir en
los casos de obtención de ecuaciones estadísticamente no
significativas, ,con los distintos diseños aquí estudia-­
dos. Debe mencionarse asimismo, que se ha supuesto que
la segunda ecuación ajustada resulta significativa, y -­
que de cumplirse contrariamente que la ecuación resulta­
se no significativa, todavía resultan más ventajosos los
diseños axiales.
En lo que se refiere al sesgo de los coe­
ficientes estimados (tablas 3.2, 3.4, 3.6, y 3.8), los -
diseños axiales muestran aquí tambien su superioridad, -
puesto que, al igual'que ocurre con los diseños factori�
les y fraccionados adecuados, el sesgo es nulo para to-­
dos los coeficientes que estiman salvo el estimado de bO•
Otro detalle importante es el relativo al
número de puntos necesarios para completar un diseño a--
k Simplex
combinado
Fraccionado
combinado
Axial Factorial
fraccionado
2
3
4
5
3
4 4
5 8
6 8
Tabla 3.9
2 o 4
2 o 4 o 6
2 o 4 o 6 o 8
2 o 4 o 6 o 8 o 10
Número de puntos a repetir en la aplicación secuencial de los diseños en los �
distintos espacios k - dimensionales.
4
8
16
16
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xial. En efecto, 2k puntos, más los centrales que se de
see, es un nGmero muy apropiado, acercándose al valor re
comendado por Draper (13).
Otra ventaja que por su singularidad mer�
ce ser destacada, es la que poseen los disefios axiales,
al permitir estudiar una nueva variable sin tener que, -
para ello , repetir un nGmero de puntos igual a los del
disefio. En efecto la adición de dos nuevos puntos exp�
rimentales permite el ajuste de una nueva ecuación en el
espacio k+1 - dimensional, siendo k la dimensión del es­
pacio primitivo.
Al margen de lo expuesto, conVlene aSlmlS
mo constatar, que los disefios axiales constituyen una ba
se desde la cual es posible la construcción de un disefio
apto para la estimación de una ecuación de segundo orden.
Aunque este no sea el objetivo que se ha propuesto para
este tipo de disefio, se ha mencionado este hecho como
prueba de su bondad, segGn las normas expuestas en el a­
partado 1.2.2.
Como última ventaja de los disefios aXla-­
les, es necesarlO destacar que permiten una estimación �
niforme del error experimental,sin tener que, para ello,
duplicar la totalidad de los puntos del disefio. Esto es
así ya que resulta posible duplicar los experimentos co­
rrespondientes a un eje �oordenado, Sln que el disefio -­
pierda su ortogonalidad.
Los disefios Simplex combinados son los -­
que slguen al axial en cuanto a número de puntos a repe­
tir cuando los desajustes son significativos. Estos di
sefios presentan el inconveniente frente a los demás de -
la tabla 3.9, de su mayor sesgo. El número total de ex­
perimentos, 2k+2+ puntos centrales, se puede considerar
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adecuado al criterio de Draper.
Los diseños Simplex combinados presentan
además la ventaja de constituir una base sobre la cual -
es posible la formación de un diseño de segundo orden Ca
partado 3.2.2).
En los diseños factoriales fraccionados -
combinados, el número de puntos a repetir al obtener una
ecuación no significativa es superior al de los diseños
Simplex combinados, aunque resulta inferior al necesario
en los diseños factoriales o fraccionados adecuados con­
vencionales. En lo referente al sesgo, la relación es,
sin embargo, inversa, estando los coeficientes de prlmer
orden más sesgados que en los diseños factoriales o frac
cionados adecuados convencionales, pero menos que en los
diseños Simplex combinados.
Globalmente las ventajas de estos dos úl­
timos diseños son muy discutibles frente al diseño axial.
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3.2.- SUPERFICIES DE SEGUNDO ORDEN
Los diseños pertenecientes a este grupo,
han sido ampliamente estudiados en la bibliografía, por
lo que la obtenci6n de un nuevo diseño con un n6mero ra­
zonable de puntos resulta prácticamente irrealizable.
No obstante, el detenido estudio que se ha realizado de
los mismos ha revelado aspectos de cierta importancia p�
ra su aplicaci6n secuencial.
El estudio se ha realizado sobre diseños
de segundo orden en dos dimensiones debido a que éste es
el epacio en d6nde este tipo de diseños puede presentar
mayor utilidad: inferior n6mero de puntos experimentales,
posibilidad de representaci6n gráfica, etc ..
3.2.1.- DISEÑOS ROTATORIOS DE SEGUNDO ORDEN EN ESPACIOS
BIDIMENSIONALES
De los diseños propuestos en la bibliogr�
fía, el más utilizado, sin duda alguna, es el diseño fa�
torial compuesto, que cuando es ortogonal y rotatorio
presenta un total de dieciseis puntos experimentales,
distribuidos ocho en el centro y ocho formando un octóg2
no regular. No obstante, y según lo expuesto en el apa�
tado 1.2.10.3, las combinaciones de anillos concéntricos
constituyen asimismo diseños rotatorios de segundo orden.
En este apartado se estudia su aplicaci6n secuencial.
Si se dispone de dos anillos concéntricos
con n puntos experimentales cada uno de ellos, y nO pun­
tos en el centro, y la ecuaci6n ajustada resulta global­
mente no significativa, se puede disponer de un nuevo di
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sefio an�logo, cubriendo una zona experimental m�s reduci
da, con la sola repetici6n de los n puntos situados en -
el anillo de mayor radio, situ�ndolos esta vez en un anl
110 de radio inferior a los anteriores. La figura 3.3 -
expone esta situaci6n en el caso de un disefio formado -­
por la combinaci6n de hex�gonos.
Si se consideran dos anillos conc�ntricos
con un número de puntos n igual en ambos, n.::_5, y con una
determinada raz6n de radios r se puede deducir a partir
de la ecuaci6n 1.84 la siguiente:
r =
2nA - {<2nA )2 - (2n(1-A )�n )211/24 Lf 4 • O
(3.22)
Esta ecuaci6n relaciona la raz6n de radios r necesarla -
para la obtenci6n de un disefio rotatorio con un determi­
nado número de puntos centrales n y con un valor de A4
. O
fijo. Según lo expuesto en 1.2.10.3 el valor de A4 6p-
timo para un disefio rotatorio es de 0,78 y para un dise­
ño ortogonal y rotatorio, A Lf debe ser igual a la unidad.
El estudio se ha realizado para las dos posibilidades.
Si se utiliza el valor A4 unidad (disefio
ortogonal y rotatorio) se obtiene para r:
r = (3.23)
La·matriz de disefio general para un dise-
Figura 3.3
Diseño hexagonaL combinado. Secuencia
de apLicación
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fio de N puntos, formado por combinación de anillos con-­
céntricos se expone en la tabla 3.10. En la misma figu­
ra igualmente el factor f por el que se han multiplicado
los elementos de la matriz para estandarizarla.
En los apartados siguientes se estudian y
discuten separadamente los disefios formados por combina­
ción de pentágonos, hexágonos, heptágonos, y octógonos.
Las matrices de precisión y de sesgo no se han incluido
en la discusión, excepto la de sesgo para los diseños -­
pentagonales combinados, debido a ser comunes para todos
los disefios rotatorios de segundo orden estandarizados -
según las ecuaciones 1.4 y 1.5, y con momentos de quinto
orden nulos (esta última circustancia es precisamente la
que no se cumple en los disefios formados por combinación
de pentágonos). Las tablas 3.11 y 3.12, muestran estas
"matrices para este tipo de disefios (rotatorios A4�0,78,
y ortogonales y rotatorios A4=1,00). Todas las matrices
deducidas responden a la teoria general expuesta en el �
partado 1.2.10.3.
3.2.1.1.- Combinación de pentágonos
Para n=5 se tendrán combinaciones de pen­
tágonos. La ventaja principal de esta combinación resi­
de en el hecho de poseer un escaso número de puntos nec�
sarios para la obtención de un nuevo disefio rotatorio en
su aplicación secuencial. No obstante, el sesgo deriva­
do de no poseer todos los momentos de quinto orden nulos,
constituye su principal inconveniente. La tabla 3.13 ex
pone la matriz de sesgo para un disefio pentagonal combi­
nado rotatorio y rotatorio ortogonal.
La tabla 3.14 muestra distintos valores -
de la razón de radios r para distintos valores de nO
---
f sen(2n/n) f cos(2n/n)
f sen(2(2n/n» f cos(2(2n/n»
f sen«n-l)(2n/n» f cos«n-l)(2n/n»
f sen(2n) f cos(2n)
f r sen(2n/n) f r cos(2n/n)
f r sen(2(2n/n» f r cos(2(2n/n»
f r sen«n-1)(2n/n» f r cos«n-1)(2n/n»
o o
o o
1/2 {.
n
. 1/2f = N 1 (1+r2) I sen2(2TIl/n)}
. i=l
r = razón de radios
n = número de puntos en el anillo
N = número total de puntos
Tabla 3.10
Matriz de diseño estandarizada para diseños fOE
mados por combinación de anillos concéntricos.
BO Bl B2 Bll B22 B12
BO ,2,76 0,00 0,00 -0,88 -0,88 0,00
Bl 0,00 1,00 0,00 0,00 0,00 0,00
B2 0,00 0,00 1,00 0,00 0,00 0,00
Bll -0,88 0,00 0,00 0,76 0,00 0,00
B22 -0,88 0,00 0,00 0,00 0,76 0,00
B12 0,00 0,00 0,00 0,00 0,00 1,28
Matriz de precisión
Blll B222 Bl12 B122
BO 0,00 0,00 0,00 0,00
Bl 2,35 0,00 0,00 0,78
B2 0,00 2,35 0,78 0,00
Bll 0,00 0,00 0,00 0,00
B22 0,00 0,00 0,00 0,00
B12 0,00 0,00 0,00 0,00
Matriz de sesgo
Tabla 3.11
Matrices características para los diseños
rotatorios de segundo orden (A4=0,78, k=2)
EO Bl B2 Bl1 B22 B12
BO 2,00 0,00 0,00 -0,50 -0,50 0,00
B1 0,00 1,00 0,00 0,00 0,00 0,00
B2 0,00 0,00 1,00 0,00 ° , ° ° 0,00
B11 -0,50 0,00 0,00 0,50 0,00 0,00
B22 -0,50 0,00 0,00 0,00 0,50 0,00
B12 0,00 0,00 0,00 0,00 0,00 1,00
Matriz de precisión
B111 B222 B112 B122
BO 0,00 0,00 0,00 0,00
B1 3,00 0,00 0,00 1,00
B2 0,00 3,00 1,00 0,00
B11 0,00 0,00 0,00 0,00
B22 0,00 0,00 0,00 0,00
B12 0,00 0,00 0,00 0,00
Matriz de sesgo
:Tabla 3,12
Matrices características para los diseños ortogo­
nales y rotatorios de segundo orden (�4=1,OO, k=2)
Blll B222 Bl12 B122
BO 0,00 0,00 0,00 0,00
Bl 2,35 0,00 0,00 0,78
B2 0,00 2,35 0,78 0,00
Bll 0,47 0,00 ° , ° ° -0,47
B22 -0,47 0;00 0,00 0,47
B12 0,00 0,93 -0,93 0,00
. Diseño rotatorio (A4=0,78)
Bl11 B222 B112 B122
HO 0,00 0,00 0,00 0,00
Bl 3,00 0,00 0,00 1,00
B2 0,00 3,00 1,00 0,00
B11 0,52 0,00 0,00 -0,52
B22 -0,52 0,00 0,00 0,52
B12 0,00 1,04 -1,04 0,00
Diseño ortogonal y rotatorio (A4=1,00)
Tabla 3.13
Matrices de sesgo para diseños pen­
tagonales combinados (nO = 2).
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frente a un valor de \4=0,78 y otro de \4=1,00, obteni-­
dos todos ellos al hacer uso de las ecuaciones 3.22 y --
3.23. Estos mismos valores informan sobre la reducción
del intervalo experimental, cuando es necesario proceder
a una reducción del mismo.
1 3 4 52
0,6970,459 0,536 0,613 0,806
0,392 0,457 0,5180,224 0,318
Tabla 3.14
Combinación de pentágonos
Valores de la relación de radios en fun
6ión del n6mero de puntos centrales.
3.2.1.2.- Combinación de hexágonos
Para n=6 se obtienen combinaciones de he­
xágonos, que además de poseer un pequeño n6mero de pun-­
tos experimentales, sus estimados están libres de sesgo
debido a posibles coeficientes de tercer orden.
La tabla 3.15 muestra distintos valores -
de la razón de radios r para distintos valores de nO y
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frente a valores de A4=0,78 y A4=1,00, obtenidos todos �
llos al hacer uso de las ecuaciones 3.22 y 3.23. Estos
mismos valores informan sobre la reducci6n del intervalo
experimental, cuando se hace necesario proceder a una re
ducci6n del mismo.
1 2 3 4 5
0,445 0,511 0,574 0,639 0,712
0,4140,204 0,356 0,4670,290
Tabla 3.15
Combinaci6n de hexágonos
Valores de la relaci6n de radios en fun
ci6n del número de puntos centrales.
3;2.1.3.- Combinaci6n de heptágonos
Para n=7 se obtienen combinaciones de heE
tágonos que proporcionan asimismo estimados libres de
sesgo. Son altamente interesantes debido a que, como se
estudia en los apartados dedicados a diseños de tercer -
orden, son capaces de estimar ecuaciones de tercer orden.
La aplicaci6n secuencial es por lo demás totalmente aná-
- 112 -
loga, con la ventaja adicional antes mencionada.
La tabla 3.16 muestra distintos valores -
de la
'"
de radios distintos valores de fren-razon para nO
te a valores de A4=0,78 y A4=1,00, obtenidos todos ellos
al hacer uso de las e ouac i.one s 3.22 y 3.23. Estos mlS--
mas valores informan sobre la reducción del intervalo ex
perimental, cuando es necesario proceder a una reducción
del mismo.
1 2 3 4 5
0,6030,436 0,492 0,547 0,659
0,382 0,4300,189 0,268 0,329
Tabla 3.16
Combinación de heptágonos
Valores de la relación de radios en fun
ción del número de puntos centrales.
3.2.1.4.- Combinación de octógonos
Para n=8 se obtienen combinaciones de oc­
tógonos, las cuales, al igual que las de heptágonos, es-
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timan ecuaClones cGbicas. No obstante, presentan la veg
taja de obtener estimados de tercer orden con un sesgo -
inferior al obtenido con las combinaciones de heptágonos
(este hecho se estudia adecuadamente en el apartado 3.2.
2). Además, la mayor regularidad de las figuras que los
forman trae conslgo una simplificaci6n en los cálculos
necesarios para la obtenci6n de las ecuaciones.
1 2 3 4 5
0,428 0,526 0,574 0,6230,478
0,308 0,356 0,4000,177 0,250
Tabla 3.17
Combinaci6n de oct6gonos
Valores de la relaci6n de radios en fun
ci6n del número de puntos centrales.
La tabla 3.17 muestra distintos valores -
de la raz6n de radios r para distintos valores de nO y
-
frente a valores deA4=0,78 y A4=1,OO, obtenidos todos e­
llos al hacer uso de las ecuaciones 3.22 Y 3.23. Estos
mismos valores informan sobre la reducci6n del intervalo
experimental, cuando es necesario proceder a una reduc-­
ci6n del mismo.
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3.2.2.- DISCUSION DE LOS DISEÑOS PROPUESTOS
De lo expuesto en los anteriores aparta-­
dos se puede concluir la utilización ventajosa de los di
señas formados por combinación de anillos concéntricos -
frente a la del diseño factorial compuesto. Matemática­
mente, a excepción hecha de los diseños formados por -­
combinación de pentágonos, todos los diseños aquí pro--­
puestos son equivalentes, puesto que poseen matrices de
precisión y de sesgo idénticas (naturalmente separando -
en dos grupos los diseños rotatorios y los diseños orto-
gonales y rotatorios). Pero el menor número de puntos -
experimentales a realizar que en cada caso representa la
aplicación de los diseños formados por combinación de he
xágonos y heptágonos les confiere a este respecto, una -
cierta superioridad.
Los diseños formados por combinación de -
hexágonos presentan la ventaja adicional de permitir el
ajuste de una ecuación de primer orden, antes de comple­
tar la totalidad de los puntos que los forman. Esto es
así en efecto, debido a que los tres puntos alternados -
de un hexágono forman un diseño Simplex, y el conjunto -
de los dos Simplex, provenientes de los dos hexágonos, -
un diseño Simplex combinado (a.partado 3.1.1.1), el cual
constituye un diseño adecuado para la estimación de ecua
ciones de primer orden. La figura 3.4 muestra la cons-­
trucción de un diseño hexagonal combinado a partir de un
diseño Simplex combinado.
La aplicación secuencial de los diseños -
pentagonales combinados adquiere su máxima importancia -
en los casos en que de aDtemanc se conoce la poca in�--­
fluencia de los coeficientes de tercer orden, mientras -
que la combinación de octógonos será útil en el caso en
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Figura 3.4
Formación de un diseño hexagonaZ combinado
a partir de dos diseños SimpZex combinados
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que se desee el ajuste de una ecuación significativa de�
tro de una determinada región experimental, ya que la u­
tilización de diseños octogonales combinados permite, al
igual que los heptagonales combinados, el ajuste de ecu�
ciones de tercer orden. Por otra parte, la utilización
de diseños octogonales combinados permite el ajuste de -
ecuaClones de primer orden, pues básicamente están forma
dos por la combinación de diseños axiales y factoriales.
Este hecho, asi como el de su completa utilización se--­
cuencial, se estudia en el apartado 6.
La elección de uno u otro diseño de los -
que aqui se proponen dependerá fundamentalmente, como se
observa, de la situación experimental concreta, y deberá
ser el experimentador el que, en su caso, tome la deci-­
sión.
Finalmente cabe menClonar que los diseños
rotatorios de segundo orden formados por n puntos distri
buidos en un anillo y nO situados en el centro, constit�
yen diseños cuya secuencia de aplicación es análoga a -­
los aqui propuestos, en lo referido al número de puntos
a repetir cuando la ecuación ajustada no es significati­
va. Sin embargo, los aqui expuestos presentan la venta­
ja de una exploración más completa del espacio experl-­
mental, asi como, los dos últimos, la de una posible uti
lización como diseños de tercer orden.
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3.3.- SUPERFICIES DE TERCER ORDEN
Es indudable la importancia que pueda te­
ner, en ciertas ocasiones, el ajuste de una ecuaci6n de
tercer orden, en especial en los casos en que es necesa­
rio establecer una relación estadísticamente significati
va entre las variables dentro de una determinada regi6n.
Ciertamente, no se ha prestado excesiva atenci6n al estu
dio de las superficies de tercer orden, desarrollándose
tan solo algunos aspectos teóricos que los diseños expe­
rimentales correspondientes pueden presentar, pero deja�
do un tanto al margen el problema de su utilizaci6n así
como el de su posterior análisis. Es por esto que se ha
iniciado la presente investigaci6n, al objeto de cubrir
esta falta de informaci6n, desarrollando un tratamiento
más completo de estos diseños, tanto en los aspectos te6
ricos, como en los aspectos prácticos.
Dado el elevado número de puntos experl-­
mentales que son necesarios para la construcción de dise
ños rotatorios de tercer orden, se ha limitado este estu
dio a espacios bidimensionales.
3.3.1.- DISEÑOS ROTATORIOS DE TERCER ORDEN EN ESPACIOS
BIDIMENSIONALES
Como se mencionó en el apartado 1.2.10.4,
los diseños de tercer orden rotatorios en espacios bidi­
mensionales deben estar constituidos por dos o más anl-­
llos concéntricos, cada uno de ellos con un número de -­
puntos experimentales igualo superior a siete.
Evidentemente las combinaciones formadas
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por:
i) oct6gono - oct6gono
ii) heptágono - heptágono
iii) combinaci6n mixta oct6gono -
heptágono
dado su menor nGmero de puntos experimentales en compara
ci6n con cualquier otra, son las que resultan más atrac�
tivas desde un punto de vista práctico. Por conslgule�
te son éstas las combinaciones que se ha decidido estu-­
diar.
En este estudio, se pretenden dos objeti­
vos en cierto modo conjugados:
lQ) Una distribuci6n de la varlanza
de las respuestas estimadas lo más favorable posible -­
(valor mínimo y uniformidad respecto al radio del dise-­
ño).
2Q) Un sesgo mínimo en los coeficien
tes estimados.
Asimismo se desea explicitar para simplificar su utiliza
ci6n, el cálculo preciso para la estimaci6n de la ecua-­
ci6n de tercer orden.
Para ello, y en los apartados que slguen,
se estudia la variaci6n de las propiedades característi­
cas del diseño - varianza y sesgo - con la raz6n de los
radios de los anillos en el diseño y con el nGmero de -­
puntos replicados en el centro del mlsmo.
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3.3.1.1.- Distribuci6n de la varianza
Como se expuso en el apartado 1.2.10.4, -
la matriz de precisi6n N(�,�)-l para un disefio rotatorio
de tercer orden viene dada por las ecuaciones 1.111, ---
1.112, 1.113 y 1.114. En el caso particular de espacios
bidimensionales, la matriz se simplifica, y la expresi6n
resultante se muestra en la tabla 3.16, en donde:
(3.24)
(3.25)
Si se multiplica la matriz (X'X)-l a iz-­
quierda y a derecha por el vector derivado de tercera -
potencia y su transpuesto, es decir, si se efectúa el -­
producto x' 131 (X1X)-lxI31 se obtiene fácilmente una ex-­
presi6n para la varianza del disefio, puesto que para di­
sefios rotatorios:
v (p ) (3.26)
Efectuado el producto indicado en la ecuaci6n anterior,
y las oportunas simplificaciones, se obtiene para la fun
ci6n varianza del disefio la siguiente expresi6n:
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(3.27)
Sustituyendo los valores de A y de B, ln­
dicados en las ecuaciones 3.24 y 3.25, resulta:
(3.28)
en donde:
2
Co = ( 3 • 29)
2). -1
4
3:\6 1
C2 = (3.30)
3).6-2:\4 2:\4-1
C4
3). 4-1 :\4
(3.31)=
-4). (2:\ -1) 3).6-2).44 4
1
�fr)C6 = ( 3 - (3.32)
12(3:\6-2Afr) :\6
Conocidas las expresiones que relacionan
el número de puntos del diseño y su distribución con los
parámetros característicos del mismo ).4 y ).6' ecuaClones
128 y 129 que a continuación se reproducen:
N Cn1pi .¡.. n2P�)
:\4 =
2 (n1P1 .¡.. n p2)22 2
N2(n p6 .¡.. n2P�)1 1
:\6 =
6 (n1P1 .¡.. n p2)32 2
(3.33)
(3.34 )
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y establecido el tipo de diseño, es decir, conocido el -
número de puntos ni y n2 en cada uno de los anillos, y -
la relación r entre sus radios,
(3.35)
así como el número de puntos centrales nO' se podrá cono
cer rápidamente la distribución de varlan�a para el dise
ño.
Para el estudio de esta distribución, se
ha efectuado la integración de la función V(p) entre los
valores de p comprendidos entre O y 1 ( no se han consi­
derado valores mayores para p debido a que la varlanza -
aumenta de forma rápida y considerable al alejar los pu�
tos del diseño). La integración analítica conduce a la
expresión:
1
Vm(p) " fVCP)dP " Co l- [C2/�p3 1- (C4/�p5 l- [C6/�p7O (3.36 )
Por V (p) se ha representado la V2rlanza media integralm
de las respuestas estimadas en puntos situados a una dis
tancia del orlgen comprendida entre O y 1, puesto que, -
como puede observarse, coincide con el valor de la inte­
gral.
3.3.1.2.- Sesgo de los coeficientes
Tal como se indicó en el apartado 1.2.3,
si el modelo supuesto - en este caso el de tercer orden
- resulta inadecuado dentro de la región estudiada, los
coeficientes de tercer orden vendrán sesgados por los su
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puestos nulos de cuarto orden. El sesgo Vlene expresado
en forma matricial por la ecuaci6n 1.15 que, de nuevo, -
se reproduce a continuaci6n:
e: ( B) = S .;. AS 1 (3.37)
donde � es la matriz de sesgo, obtenida al efectuar el -
producto matricial siguiente:
A = (X'X)-1X'X
- - --1 (3.38)
!1' es el vector de los coeficientes de cuarto orden, -­
mientras que � es el de los de tercero.
Para un diseño rotatorio de tercer orden
se dispone de la expresi6n de la matriz N-1CX'X)-1 (ta-­
bla 3.16). Para la obt�nci6n de la matriz de sesgo �, -
bastar� pues obtener otra expresi6n para N-1C�'�1)' el -
producto de la matriz transpuesta de las variables inde­
pendientes, por la matriz de las variables independien-­
tes adicional, partido por el número total de puntos ex­
perimentales. Se ha procedido pues a efectuar este pro­
ducto, cuyo resultado queda reflejado en la tabla 3.1í.
La matriz N-1(�'�1) contiene todos los momentos de cuar­
to a s�ptimo orden del diseño. En este punto resulta f�
cil obtener la matriz A
A = NCX'X)-lN-l(X'X )
- - - --1 (3.39)
El resultado de este producto no se ha tabulado, ya que
se ha procedido directamente a explicitar la ecuaci6n --
3.37 efectuando las operaciones matriciales allí indica­
das. El resultado de �as mismas proporciona el sesgo de
los coeficientes de tercer orden debido a los de cuarto
8AA4
o
o
-2AA4
-2AA4
o
o
o
o
o
-o
36A5B
o
o
o
o
-51.. B
4
o
o
-5A B
4
o
o
35A5B
o
o
o
o
-51.. B
4
-51.. B
4
o
-2AA4
o
o
(3A4-1)A
(1-A4)A
o
o
o
o
o
-2AA4 o o
-51.. B
4
o
o
o
o
1..2
(3--4)B
1..5
o
o
1..2
3(-4-1)B
A6
o
o
-61.. B
4
o
o
o
o
A2
(3--4)B
A6
1..2
3 (-4-1) B
1..6
o
o
o
-6A4B
o
o
o
o
1.2
3 (-4-1) B
1.5
1.2
3(5-3-4)B
A6
o
Matriz de precisión para diseños rotatorios de tercer orden en dos dimensiones
o o
o o
C1-A4)A o
(3A4-1)A o
o 1/1.4
o o
o o
o o
o o
Tabla 3.15
-61. B
4
A2
3C-4-1)B
A6
1.2
3(5-3-4)B
1.5
o
o
o
o
o
o
o
1111101 1222201 1111201 1122201 1112201
1111111 1122221 1111121 1112221 1111221
1111121 1222221 1111221 1122221 1112221
11111111 11122221 11111121 11112221 11111221
11111221 12222221 11112221 11222221 11122221
11111121 11222221 11111221 11122221 11112221
111111111 111122221 111111121 111112221 111111221
111112221 122222221 111122221 112222221 111222221
111111121 111222221 111111221 111122221 111112221
111111221 112222221 111112221 111222221 111122221
Tabla 3.17
Matriz X'X N-1 para un diseño de tercer orden
- -1
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y queda reflejado en la tabla 3.18.
3.3.1.3.- Puntos centrales y relación de radios
El estudio de los diseños rotatorios de -
tercer orden ha consistido hasta este punto en la obten­
ción de sendas expresiones para la varianza media inte-­
gral de las respuestas estimadas, así como para el sesgo
de los coeficientes de la ecuación ajustada.
Evidentemente, tanto el sesgo como la va­
rlanza varían con la relación de radios r entre los dos
anillos que componen el diseño, y con el número de pun-­
tos centrales que se consideren. Por otra parte, para -
completar el estudio y alcanzar el objetivo propuesto, -
se hace necesaria la elección de valores de r y nO' que
proporcionen las bases para la construcción de diseños
óptimos de tercer orden. Dado que además, esta elección
viene determinada por el tipo de combinación de anillos
que se est� considerando, el estudio debe conducirse de
manera particular para cada tipo de ellas.
3.3.1.4.- Estudio Earticular de los diseños
La dependencia de la varlanza y el sesgo
con los factores relación de radios y número de puntos -
centrales, se ha estudiado de forma númerica para cada -
una de las combinaciones consideradas. Para ello se han
tabulado la varianza media integral Vm(p) de las respue�
tas estimadas en puntos situados a una distancia del o�i
gen comprendida entre O y 1, Y los valores de los coefi
cientes de sesgo unidos a los distintos coeficientes"de
,E(bO)=So+8AA�(111110Is1111 + 1222201132222
+ 1111201131112 + 1122201131222 + 1112201(31122)
-
-2AA4{(11111111+11111221)s1111 + (11122221+12222221)(32222 + <11111121+11112221)(31122
.¡.
+<11112221+11222221)61222 + <11111221+11122221)1311221
! : I I
E(b1)=131+ 6A6B(1111111s1111 .¡. 1222211132222";' 1111121(31112
+ 1112221(31222 + 1111221(31122) -
6A4B{(111111111+111111221 )(31111 + (111122221+112222221)(32222
+
+(111111121+111112221 )(31112 + (111112221+111222221 )(31222";' (111111221+111122221)S1122J
E<b2)=132+ 6A6B(1111121s1111 + 1222221132222 + 111122181112
..;. 1122221131222 + 1112221(1122) -
-6A4B{<111112221+111111121 )81111 + (122222221+111222221)82222 ..;.
..;.(112222221+111122221 )81222 .¡. <111122221+111111221 )131112 + (111222221+111112221 )S1122}
Tabla 3.18
Sesgo de los coeficientes estimados de una ecuación de
tercer orden
€(b11)=Sll-2AA4Clllll0lsllll + 122220162222
+ 111120161112 + 112220161222 + 111220161122)
+
+(3A4-1)AClllllll!61111 + 1112222162222 + 1111112161112
+ 1111222161222 + !111122161122)+
+Cl-A4)ACI111122161111 + 1222222162222 + 1111222161112
+ 1122222161222 + 1112222161122)
s(b22)=S22 AA4<!11110Is1111 + 122220162222
+ !111201s1112 + 112220161222 + 1112201S1122)
+
+Cl-A4)ACI111111Is1111 + 11122221s2222 + 1111112161112
+ 1111222161222 + 1111122IS1122)+
+ (3A4-1)ACI111122161111 + 1222222162222 + .1111222161112 + 1122222161222
+ 1112222161122)
Eeb12)=612+ el/A4)(1111112161111 + 1122222162222
+ 1111122161112 + 1112222161222 + 1111222161122)
seb111)=Slll - 6A4BCllllll1s1111 + 1122221s2222 + 111112161112
+ 111222161222 + 111122161122) +
A2
+ (3-I�)B(lllll111Is1111 + 11112222162222
+ 11111112161112 + 11111222161222 + ...
Tabla 3.18 (continuación)
A2
� 111111221s1122) � 3Cr4-1)BCI1111122Is1111 + 11222222182222
� 11111222181112
6
+ 11122212181222 � 11112222181122)
sCb222)=S222- 6A4BCI111121s1111 + 1222221s¿222
+ 1111221s1112 + 1122221s1222 + 1112221s1122) �
+ C3-��)BCI1111222181111 + 122222221s2222 + 11112222161112 + 11222222161222 +
6
A2
+ 111222221Sj,122) + 3CI�-1)BCI1111112Is1111 + 111222221s2222
+ 111111221B1112 +
+ 111122221s1222 + 111112221S1122)
sCb112)=8112- 6A4BCI111121s1111 + 1222221s2222 � 1111221s1112
+ 1122221s1222� •••
Tabla 3.18 (continuación)
, A2
� 111222181122) + 3CT4-1)BCI1111222Is1111 + 122222221s2222
+ 11112222181112 +
6
+ 112222221s1222 + 111222221S1122) + 9(�-��)BCI1111112IS1111 + 1222i2221s2222 +
+ 111111221s1112 + 111122221s1222 + 111112221S1122)
ECb122)=S122 - 6A4BCl111111s1111
+ 1122221s2222 + 1111121s1112 + 111222181222
+ 1111221S1122)
+ 3C��-1)BCI1111111Is1111 + 111122221s2222 + 111111121s1112 + 111112221s1222 +
6
5 A2
+ 111111221S1122) + 9C3-T4)BCI1111122Is1111 + 112222221s2222
+ 111112221s1112 +
6
+ 111222221s1222 + 111122221S1122)
Tabla 3.18 Ccontinuación)
- 130 -
de cuarto orden. Asi, se ha partido de la ecuaci6n 3.36
para el cálculo de V (p), y de las matrices de diseño --m
normalizadas - correspondientes a la raz6n de radios r y
al n6mero de puntos centrales nO considerados - asi como
de la tabla 3.18 que expone el sesgo de los coeficientes
de tercer orden en funci6n de los momentos del diseño y
de sus constantes caracteristicas, para el cálculo de
los coeficientes de sesgo (la -tabla 3.19 muestra la no-­
menclatura que se ha seguido para su tabulaci6n):
3.3.1.4.1.- Combinaci6n de octógonos
La tabla 3.20 muestra los valores de V (p)
m
para valores de r comprendidos entre 0,05 y 0,95, Y para
un n6mero de puntos centrales que varia entre O y 9. Ca
mo puede observarse, la varianza media V (p) disminuye -m
en general al aumentar el n6mero de puntos centrales, y
en lo referente a la relaci6n de radios, los valores óp­
timos - entendiéndose como 6ptimos aquellos cuya varian­
za media integral sea minima - se sit6an entre 0,35 y --
0,50, precisándose en este sentido valores más altos de
r al aumentar nO'
Los diseños de tercer orden formados por
combinaci6n de oct6gonos, poseen todos los coeficientes
estimados de primer y tercer orden libres de sesgo. Por
el contrario, si presentan sesgo los estimados de segun­
do orden, asi como el tér'mino constante e(bO)' La tabla
3.21 muestra los valores absolutos de los coeficientes -
de sesgo implicados, para relaciones de radio comprendi­
das entre 0,10 y 0,95 Y para 0,2,4, y 6 puntos centrales.
La nomenclatura seguida, como ya se ha mencionado, queda
aclarada en la tabla 3.19. Como puede observarse, los -
coeficientes de sesgo S1 y 32 presentan sus valores máxi
e(bO) sesgado por 61111 Denominación S1
dbO)
" 11 62222
11
S1
dbO)
" " 61122
11
S2
e(b11)
" 11 6
11
S31111
e(b22)
11 " 62222
Ir
S3
e(b11)
Ir 11 62222
11
S4
e(b22)
11 11 61111
" S4
€(b11)
11 11 61122
II Ss
€(b22)
11 11 61122
" Ss
c(b12)
If 11 61112
"
S6
e(b12)
" 11 81222
11 S6
c(b111)
If 11 81111
11 S7
c(b111)
" 11 61122
" S7
(:(b111)
" 11 62222
11 S7
e(b222)
11 Ir 61112
Ir S7
e(b222)
n " 61222
" S7
€(b112)
fI n 61112
" S8
e(b112)
11 " 61222
fI S8
e(b122)
ff " 61111
11 S8
€(b122)
11 n 61112
n S8
€(b122) "
ff 82222
" S8
Tabla 3.19
Nomenclatura de los coeficientes de
sesgo según sus valores absolutos
no ° 1 2 3 4 5 6 7 8 9
r
0,05 99 , 6 L� 101,50 103,27 104,91 106,49 107,93 109,30 110,57 111,93 113,10
0,10 27,00 27,41 27,84 28,29 28,73 29,19 29,66 30,14 30,64 31,16
0,15 13,60 13,73 13,89 14,09 14,31 14,57 14,85 15,15 15,48 15,84
0,20 8,99 8,99 9,04 9,13 9,26 9,42 9,61 9,83 10,08 10,35
0,25 6,97 6,88 6,85 6,87 6,93 7,03 7,15 7,31 7,50 7,72
0,30 6,03 5,85 5,75 5,7J 5,71 5,75 5,83 5,94 6,07 6,24
0,35 5,65 5,37 5,20 5,10 5,05 5,04 5,07 5,13 5,22 5,33
0,40 5,65 5,26 5,00 4,83 4,72 4,66 4,65 4,66 4,70 4,77
0,45 5,99 5,43 5,06 4,80 4,63 4,52 4,46 4,43 4,43 4,45
0,50 6,68 5,87 5,34 4,99 4,74 4,57 4,45 4,38 4,34 4,33
0,55 7,81 6,61 5,86 5,37 5,03 4,78 4,61 4,49 4,41 4,36
0,60 9,58 7,72 6,65 5,96 5,50 5,17 4,93 4,76 4,64 4,56
0,65 12,34 9,32 7,75 6 ,8O 6,18 5,75 4,44 5 ,22 5,05 4,94
0,70 16,80 11,58 9,25 7,94 7,12 6,58 6,20 5,92 5,72 5,57
0,75 24,50 14,80 11,30 9,53 8,48 7,81 7,34 7,02 6,79 6,61
0,80 39,15 19,40 14,21 11,88 10,59 9,80 9,27 8,91 8,66 8,49
0,85 71,76 26,36 18,96 16,06 14,58 13,72 13,20 12,86 12,64 12,51
0,90 167,61 39,53 29,86 26,65 25,22 24,52 24,19 24,05 24,03 24,08
0,95 699,95 93,84 84,04 82,26 82 ,35 83,17 84,27 85,44 86,70 87,92
Tabla 3.20
Combinación de octógonos. Varianza media integral
no ° 2 4 6
r
0,95 1,467 0,038 0,024 0,019
0,90 1,476 0,150 0,096 0,079
0,85 1,458 0,311 0,209 0,174
0,80 1,426 0,484 0,346 0,294
0,75 1,381 0,643 0,486 0,424
0,70 1,323 0,764- 0,611 ° ,547
0.,65 1,252 0,841 ° ,70 7 0,648
0,60 1,167 0,874 0,767 0,719
0,55 1,069 0,867 0,787 0,754
0,50 0,959 0,825 0,771 0,751
0,45 0,840 0,754 0,722 0,713
0,40 0,713 0,662 0,645 0,645
0,35 0,583 0,55-5 0,549 0,554
0,30 0,454 0,441 ° , 41�1 ° , 41�9
0,25 0,332 0,327 0,330 0,338
0,20 0,222 0,220 0,224 0,231
0,15 0,129 0,129 0,132 0,136
0,10 0,059 0,059 0,061 0,063
Tabla 3.21
Combinación de octógonos. Coeficiente de sesgo' S1
no ° 2 4 6
r
0,95 0,528 0,014 0,009 0,007
0,90 0,502 0,051 0,033 0,027
0,85 0,490 0,104 0,070 0,059
0,80 0,478 ° ,163 0,116 0,099
0,75 0,462 0,215 0,163 0,142
0,70 0,442 0,255 0,204 0,163
0,65 0,418 0,281 0,236 0,217
0,60 0,390 0,292 0,256 0,240
0,55 0,357 0,290 0,263 0,252
0,50 0,321 0,276 0,258 0,251
0,45 0,281 0,252 0,241 0,238
0,40 0,238 0,221 0,216 0,216
0,35 0,195 0,185 0,184 0,185
0,30 0,152 0,147 0,148 0,150
0,25 0,111 0,109 0,110 0,113
0,20 0,074 0,074 0,075 0,077
0,15 0,043 0,043 0,044 0,046
0,10 0,020 0,020 0,021 0,021
Tabla 3.21 (continuación)
Combinación de octógonos. Coeficiente de sesgo 82
no O 2 4 6
r
0,95 ,2 ',491 1,996 2,208 2 ,425
0,90 2,518 2 , 077 2,273 2,487
0,85 2,549 2,203 2,379 2,589
0,80 2,591 2,355 2,520 2,729
0,75 2,644 2 ,52 ° 2 ,686 2,899
0,70 2,709 2 ,685 2,865 3,088
0,65 2,782 2,847 3,049 3,289
0,60 2,862 3,000 3,231 3,492
0,55 2 ,945 3,145 3,407 3,691
0,50 3,029 3,280 3,572 3,850
0,45 3,110 3,404 3,724 Lt,056
0,40 3,187 3,516 3,861 4,215
0,35 3,258 3,615 3,983 4,356
0,30 3,321 3,701 4,088 4,1+78
0,25 3,375 3,773 4,176 4,581
0,20 3,420 3,833 4,428 4,655
0,15 3,454 3,878 4,304 4,729
0,10 3,479 3,911 4,343 4,775
Tabla 3.21 (continuación)
Combinación de octógonos. Coeficiente de sesgo S3
no ° 2 4 6
r
0,95 0,480 0,266 0,305 0,339
0,90 0,475 0,211 0,281 0,323
0,85 0,448 0,161 0,247 0,299
0,80 0,407 0,101 0,209 0,273
0,75 0,354 0,057 0,178 0,251
0,70 0,290 0,036 0,159 0,238
0,65 0,217 0,040 0,158 0,239
0,60 0,137 0,065 0,175 0,254
0,55 0,054 0,107 0,207 0,284
0,50 0,030 0,161 0,251 0,325
0,45 0,111 0,220 0,303 0,374
0,40 0,188 0,282 0,358 0,426
0,35 0,259 0,341 0,413 0,479
0,30 0,321 0,397 0,465 0,530
0,25 0,376 0,446 0,512 0,576
0,20 0,420 0,487 0,552 0,615
0,15 0,455 0,520 0,583 0,646
0,10 0,480 0,543 0,606 0,669
Tabla 3.21 (continuación)
Combinación de octógonos. Coeficiente de sesgo S4
no ° 2 4- 6r
0,95 0.,515 0,289 0,318 0,34-8
0,90 0,504- 0,310 0,332 0,361
0,85 0,502 0,34-1 0,356 0,382
0,80 0,501 0,376 0,386 0,4-10
0,75 0,501 0,4-11 0,4-18 0,4-4-2
0,70 0,501 0,4-4-2 0,4-51 0,4-76
0,65 0,500 0,4-68 ° ,1+ 8 7 0,509
0,60 0,500 0,4-90 0,510 0,54-0
0,55 0,500 0,507 0,534- 0,568
0,50 0,500 0,520 0,554- 0,593
0,4-5 0,500 0,531 0,571 0,614-
0,4-0 0,500 0,539 0,584- 0,632
0,35 0,500 0,54-6 0,595 0,64-7
0,30 0,500 0,551 0,604- 0,659
0,25 0,500 0,555 0,611 0,668
0,20 0,500 0,558 0,617 0,676
0,15 0,500 0,560 0,621 0,681
0,10 0,500 0,562 0,623 0,685
Tabla 3.21 (continuación)
Combinación de octógonos. Coeficiente de sesgo S�
no O 2 4 6r
0,95 1,005 1,131 1,257 1,382
0,90 1,022 1,150 1,277 1,405
0,85 1,051 1,183 1,313 1,445
0�80 1,092 1,229 1,365 1,502
0,75 1,146 1,289 1,432 1,575
0,70 1,210 1,361 1,512 1,664
0,65 1,283 1,444 1,604- 1,764-
0,60 1,363 1,533 1,704 1,874
0,55 1,446 1,627 1,807 1,988
0,50 1,530 . 1,721 1,912 2,103
0,45 1,611 1,813 2,014- 2,215
0,40 1,688 1,899 2,110 2,321
0,35 1,759 1,976 2,199 2,418
0,30 1,822 2,049 2,277 2,505
0,25 1,876 2,110 2,345 2,579
0,20 1,920 2,160 2,401 2,641
0,15 1,955 2,200 2,444 2,689
0,10 1,980 2 ,228 2 ,475 2,723
Tabla 3.21 (continuación)
Combinación de octógonos. Coeficiente de sesgo 86
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mos para valores de r comprendidos entre 0,50 y 0,60 (e�
cepto para diseños sin puntos centrales, en cuyo caso el
sesgo aumenta paralelamente con r). Por el contrario, -
los coeficientes de sesgo S3' SS' y S6 disminuyen al au­
mentar r. El comportamiento de S4 es irregular, siendo
mínimo para valores de r alrededor de 0,60. Respecto a
la variación con el número de puntos centrales, se obse�
va que en general el sesgo resulta óptimo para diseños -
con dos puntos centrales.
De lo anteriormente expuesto se pueden de
ducir las siguientes conclusiones:
- A ser posible el diseño debe po--­
seer como mínimo un punto central, puesto que,de lo con­
trario, la varianza y especialmente el sesgo aumentan de
forma considerable.
- Si se desea obtener estimados con
un sesgo mínimo el diseño deberá poseer dos puntos cen-­
trales y una relación de radios alrededor de 0,70.
- Si de antemano se creen desprecia­
bles los coeficientes de cuarto orden, será aconsejable
un diseño con varianza mínima. La elección de r depend�
rá del número de puntos centrales que se realicen. Así,
por ejemplo, si el diseño contiene cuatro puntos centra­
les, una relación de radios de 0,45 resulta óptima.
- En general no se puede deducir una
regla para la construcción de tales diseños, ya que de-­
penderá de las diversas circunstancias experimentales -­
que se pueden presentar. No obstante, puede concluirse
que los diseños óptimos deberán poseer una relación de -
radios entre 0,50 y 0,60 Y un número de puntos centrales
entre 2 y 4.
- lLfO -
La figura 3.5 presenta la distribuci6n del valor de la -
funci6n W(p), inversa de V(p), con el radio del disefio p
para un disefio con una relación de radios r=0,45 y cua-­
tro puntos centrales. Este disefio con una varianza me-­
dia integral V (p)=4,63, corresponde al utilizado en lam
parte experimental de este trabajo.
3.3.1.4.2.- Combinación de heptágonos
La tabla 3.22 muestra los valores de la -
varlanza media integral para valores de r comprendidos -
entre 0,05 y 0,95, Y para un número de puntos centrales
que varía entre O y 9. Como puede observarse, la varia�
za media V (p) disminuye en general al aumentar el núme-m
ro de punTos centrales, y en lo referente a la relación
de radios, los valores 6ptimos - entendiéndose como ópti
mas aquellos cuya varianza media integral sea mínima -
se sitúan entre 0,35 y 0,50, precisándose en este senti­
do valores más altos de r al aumentar nO' La similitud
de las tablas 3.20 y 3.22, no es de extrafiar, puesto que
ambos disefios poseen un número de puntos semejante (14 y
16), lo que influye en los valores de A4 y A6, los eua-­
les son muy pr6ximos en ambos disefios, y consecuentemen­
te, en las distribuciones de varianza.
Los diseños de tercer orden formados por
combinaci6n de heptágonos poseen todos sus estimados -
excepto los de primer orden - sesgados por los posibles
coeficientes de cuarto orden en cierta extensión. La-­
tabla 3.23 muestra los valores absolutos de los coefi--­
cientes de sesgo implicados, para relaciones de radios -
comprendidas entre 0,10 y 0,95, Y para 0,2,4 y 6 puntos
centrales. El comportamiento de los coeficientes de se�
go 81, 82, 83, 84, 85, Y 86 es análogo al de los mismos
WO,'f
013
. 0,2.
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1),2. 0,8 ./.,0 p
Figura 3.5
Función W para nO
= 4 Y r = 0,45
no O 1 2 3 4 5 6 7 8 9
r
0,05 99,62 101,73 103,71 105,58 107,24 108,87 110,45 111,87 113,29 114,21
0,10 27,00 27,47 27,97 28,48 29,00 29,52 30,07 30,64 31,23 31,86
0,15 13,60 13,75 13,95 14,18 14,46 14,76 15,11 15,48 15,89 16,35
0,20 9,00 9,00 9,06 9,18 9,35 9,55 9,80 10,05 10,40 10,75
0,25 6,97 6,87 6 ,85 6,90 6,99 7,12 7,29 7,50 7,75 8,04
0,30 6,03 5,83 5,73 5,71 5,73 5,82 5,92 6,07 6,26 6,49
0,35 5,65 5,34 5,17 5,07 5,04 5,06 5,12 5,22 5,35 5,52
0,40 6,65 5,22 4,94 4,78 4,68 4,65 4,66 4,70 4,79 4,90
0,45 5,99 5,37 4,98 4,72 4,56 4,47 4,43 4,43 4,46 4,53
0,50 6,68 5,78 5,23 4,87 4,63 4,48 4,39 4,34 4,33 4,35
0,55 7,81 6,48 5,70 5,21 4,88 4,65 4,50 4,41 4,36 4,34
0,60 9,58 7,53 6,42 5,74 5,30 4,99 4,70 4,64 4,55 4,50
0,65 12,34 9,03 7,43 6,50 5,92 5,52 5,25 5,06 4,93 4,84
0,70 16,80 11,14 8,50 7,55 6,79 6,29 5,95 5,72 5,55 5,44
0,75 24,50 14,10 10,68 9,02 8,06 7,46 7 , ° 5 6,78 6,59 6,46
0,80 39,15 18,31 13,38 11,24 10,09 9,40 8,96 8,67 8,47 8,34
0,85 71,76 24,70 17,89 15,31 14,04 13,32 12,90 12,64 12,49 12,41
0,90 167,60 37,20 28,63 25,91 24,77 24,36 24,06 24,03 24,09 24,22
0,95 699,95 91,16 83,17 82,15 82,77 83,93 85,31 86,70 88,08 89,40
Tabla 3.22
Combinación de heptágonos. Varianza media integral
no ° 2
4- 6
r
0,95 1,4-97 0,035 0,022 0,019
0,90 1,484- 0,137 0,090 0,075
0,85 1,461 0,287 0,196 0,166
0,80 1,4-27 0,454- 0,327 0,282
0,75 1,382 0,609 0,4-63 0,409
0,70 1,324- 0,732 0,588 0,531
0,65 1,252 0,814 0,585 0,634
0,60 1,167 0,853 0,749 0,708
0,55 1,070 0,851 0,775 0,74-7
0,50 0,960 0,814- 0,763 0,74-8
0,45 0,84-0 0,74-8 0,717 0,713
0,40 0,713 0,658 0,644- 0,64-8
0,35 0,583 0,553 0,550 0,559
0,30 0,454- 0,440 0,44-3 0,4-54-
0,25 0,332 0,327 0,332 0,34-2
0,20 0,222 0,221 0,226 0,234-
0,15 0,129 0,130 0,133 0,139
0,10 0,059 0,059 0,061 0,064-
Tabla 3.23
Combinación de heptágonos. Coeficiente de sesgo Si
no ° 2 4
6
r
0,95 0,500 0,012 0,007 0,006
0,90 0,495 0,046 0,030 0,025
0,85 0,487 0,096 0,066 0,055
0,80 0,476 0,156 0,109 0,094
0,75 0,461 0,203 0,155 0,136
0,70 0,442 0,244 0,196 0,177
0,65 0,418 0,272 0,229 0,212
0,60 0,390 0,285 0,250 0,236
0,55 0,357 0,284 0,259 0,249
0,50 0,320 0,272 0,255 0,250
0,45 0,280 0,249 0,239 0,238
0,40 0,238 0,220 0,215 0,216
0,35 0,195 0,185 0,183 0,186
0,30 0,152 0,147 0,148 0,151
0,25 0,111 0,109 0,111 0,114
0,20 0,074 0�074 0;075 0,078
0,15 0,043 0,043 0,045 0,046
0,10 0,020 0,020 0,020 0,021
Tabla 3.23 (continuación)
Combinación de heptágonos. Coeficiente de sego S2
no ° 2 4
6
r
0,95 2,506 2,025 2,270 2,519
0,90 2,521 2,103 2,333 2,580
0,85 2,550 2,223 2,438 2,683
0,80 2,591 2,373 2,578 2,823
0,75 2,645 2,537 2,744 2,996
0,70 2,709 2,706 2,926 3,190
0,65 2,782 2,871 3,115 3,397
0,60 2,862 3,030 3,304 3,609
0,55 2,942 3,180 3,486 3,817
0,50 3,029 3,320 3,659 4,015
0,45 3,110 3,448 3,818 4,200
0,40 3,187 3,561+ 3,961 4,368
0,35 3,258 3,667 4)089 4,517
0,30 3,321 3,756 4,199 4,546
0,25 3,375 3,831 4,292 4,755
0,20 3,419 3,892 4,367 4,844
0,15 3,454 3,939 4,424 4,912
0,10 3,479 3,972 4,466 4,960
Tabla 3.23 (continuación)
Combinación de heptágonos. Coeficiente de sesgo S3
no ° 2 4 6
r
0,95 0,532 0,568 0,603 0,636
0,90 0,538 0,575 0,610 0,642
0,85 0,548 0,585 0,621 0,654
0,80 0,561 0,599 0,636 0,670
0,75 0,577 0,617 0,554 0,689
0,70 0,595 0,635 0,674 0,710
0,65 0,613 0,655 0,695 0,732
0,60 0,631 0,675 0,715 0,754
0,55 0,649 0,693 0,735 0,775
0,50 0,665 0,711 0,754 0,795
0,45 0,680 0,727 0,771 0,813
0,40 0,694 0,742 0,787 0,829
0,35 0,706 0,755 0,801 0,844
0,30 0,717 0,767 0,813 0,857
0,25 0,727 0,777 0,824 0,869
0,20 0,735 0,785 0,833 0,879
0,15 0,741 0,792 0,840 0,886
0�10 0,746 0,797 0,845 0,891
Tabla 3.23 (continuación)
Combinación de heptágonos. Coeficiente de sesgo S4
no O 2 4 6
r
O) 9 5 0,177 0,190 0,201 0,212
0,90 0,179 0,192 0,203 0,214
0,85 0,183 0,195 0,207 0,218
0,80 0,187 0,200 0,212 0,224
0,75 0,193 0,206 0,218 0,230
0,70 0,198 0,212 0,225 0,237
0,65 0,205 0,219 0,232 0,244
0,60 0,211 0,225 0,239 0,252
0,55 0,216 0,231 0,245 0,259
0,50 0,222 0,237 0,252 0,265
0,45 0,227 0,243 0,257 0,271
0,40 0,232 0,248 0,273 0,277
0,35 0,236 0,252 0,267 0,282
0,30 0,239 0,256 0,271 0,286
0,25 0,242 0,259 0,275 0,290
0,20 0,245 0,262 0,279 0,293
0,15 0,245 0,264 0,280 0,295
0,10 0,249 0,266 0,282 0,297
Tabla 3.23 (continuación)
Combinación de heptágonos. Coeficiente de sego S5
no ° 2 4
6
r
0,95 1,005 1,149 1,293 1,436
0,90 1,022 1,168 1,314 1,460
0,85 1,051 1,201 1,351 1,501
0,80 1,092 1,2L}8 1,404 1,560
0,75 1,146 1,309 1,473 1,637
0,70 1,210 1,383 1,556 1,728
0,65 1,283 1,466 1,650 1,833
0,60 1,363 1,557 1,752 1,947
0,55 1,445 1,552 1,859 2,066
0,50 1,530 1,748 1,967 2,185
0,45 1,611 1,841 2,072 2,302
0,40 1,688 1,929 2,171 2,412
0,35 1,759 2,010 2,261 2,513
0,30 1,822 2,082 2,342 2,602
0,25 1,876 2,144 2,412 2,680
0,20 1,920 2,195 2,469 2,743
0,15 1,955 2,235 2,514 2,793
0,10 1,980 2,263 2,246 2,829
Tabla 3.23 (continuación)
Combinación de heptágonos. Coeficiente de sesgo S6
no ° 2 4
6
r
0,95 0,501 0,293 0,326 0,361
0,90 0)500 0,312 0,340 0,374
0,85 0,500 0,341 0,363 0,394
0,80 0,500 0,375 0,392 0,422
0,75 0,500 0,410 0,424 0,454
0,70 0,500 0,442 0,457 0,488
0,65 0,500 0,469 0,489 0,522
0,60 0,500 0,491 0,518 0,555
0,55 0,500 0,510 0,543 0,584
0,50 0,500 0,525 0,565 0,611
0,45 0,500 0,536 0,583 0,634
0,40 0,500 0,546 0,598 0,653
0,35 0,500 0,553 0,610 0,669
0,30 0,500 0,559 0,620 0,682
0,25 0,500 0,563 0,627 0,693
0,20 0,500 0,566 0,633 0,701
0,15 0,500 0,569 0,638 0,707
0,10 0,500 0,570 0,641 0,711
Tabla 3.23 (con�inuación)
Combinación de heptágonos. Coeficiente de sesgo S7
no O 2 4 6
r
0,95 0,495 0,272 0,315 0,353
0,90 0,478 0,233 0,294 0,339
0,85 0,499 0,178 0,263 0,319
0,80 0,408 0,123 0,230 0,295
0,75 0,354 0,080 0,201 0,276
0,70 0,290 0,059 0,185 0,266
0,65 0,217 0,061 0,184 0,268
0,60 0,137 0,084 0,200 0,284
0,55 0,054 0,124 0,231 0,313
0,50 0, 030' 0,175 0,274 0,354
0,45 0,111 0,233 0,324 0,402
0,40 0,188 0,294 0,379 0,454
0,35 0,259 0,353 0,433 0,507
0,30 0,322 0,407 0,484 0,557
0,25 0,376 0,456 0,531 0,503
0,20 0,410 0,497 0,570 0,642
0,15 0,455 0,529 0,602 0,673
0,10 0,480 0,553 0,525 0,696
Tabla 3.23 (continuación)
Combinación de heptágonos. Coeficiente de sesgo S8
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en los diseños formados por combinación de octógonos.
El comportamiento de los coeficientes de sesgo adiciona­
les S7 y SS' es análogo al de los S3 y S6' aumentando -­
con relaciones de radio crecientes.
Dada la similitud de las tablas señaladas
en este subapartado con las señaladas en el subapartado
anterior, las cuales se refieren a diseños formados por
combinación de octógonos, las conclusiones que aquí se -
pueden obtener son análogas a las allí descritas.
3.3.1.4.3.- Combinación mixta de heptágonos y octógonos
Como puede observarse, no se han estudia­
do combinaciones mixtas de heptágonos y octógonos, ya -­
que raramente pueden resultar de utilidad. No obstante,
caso de utilizarse, debe señalarse que su comportamiento
es similar al de las combinaciones descritas, y que en -
todo caso es preferible utilizarlas de modo que el radio
del oct6gono sea superior al del heptágono, puesto que �
así los coeficientes de sesgo S7 y Ss son prácticamente
despreciables para relaciones d2 radio intermedias.
3.3.2.- ESTlMACION DE LOS COEFICIENTES
En este apartado se pretende formular las
ecuaciones necesarias para la fácil estimación y poste-­
rior análisis estadístico de las ecuaciones de tercer or
den en espacios bidimensionales.
La ecuación matricial para la estimación
de los coeficientes es, como ya se indicó en la introduc
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ción a este trabajo:
(3.40)
es decir, el producto ,de la matriz de precisión por la
matriz X'Y. Esta última contiene como componentes ele-­
mentos de la forma {Oy} ,{1y} ,{2y}, etc., según la nomen­
clatura introducida en 1.2.10.3.1. Si se efectúa este -
producto siguiendo la expresión generalizada para la ma­
triz de precisión de un diseño (ecuación 3.16), y tenien
do en cuenta el factor de escala c para matrices de dis�
ño no normalizadas, se puede llegar a las ecuaciones si
guientes, que indican las operaciones a realizar para la
estimación de los coeficientes en función de los paráme�
tros característicos del diseño A4 y A6�
bO = N-1A(8A�{Oy} - 2A�c2({11yl�{22y})) (3.41)
b1 = N-1B(36A6C{1y} 6A4c2{111y} 6A4C2{122y})
(3.42)
b2 = N-1B(36A6C{2Y} - '6 A 4 c2 { 222 Y } - 6A4C2{112y})
(3.43)
b11 = N-1A(-2A4C{ÜY} � (3A4-1){11y}c2 �
� C1-A4)c2{22y} )
b22 = N-1AC-2A4C{OY} � C3A4-1){22y}c2 �
� Cl-A4)c2{11y} )
b12 = N-1Cc21A4){12Y}
(3.44)
C3.45)
C3.46)
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b111 = N-1BC-6A4C2{1Y} -!- A2C3--4)c3{111y} .¡..A6
.¡.. A23Ci4-1)c3{122y}) (3.47)
6
b222
-1
{ A2= N BC-6A4C2 2y} -!- C3-i4)c3{222y} .¡..
6
.¡..
A2
3C¡4-1)c3{112y}) C3.48)
6
b112 N-1BC-6A4C2{2Y} -!- A2= 3Ci4-1)c3{222y} .¡..
6
-!-
A2
3(S-3I4)c3{112y}) (3.49)
6
b122 N-1BC-6A4C2{1y} A2= .¡.. 3(I4-1)c3{111y} .¡..
6
-!- A2 (3.50)3C5-3i4)c3{122y})
6
donde A Y B Vlenen dados por las ecuaClones 3.24 y 3.24,
A4 Y A6 se calculan mediante las ecuaciones 3.33 y 3.34,
mientras que c se calcula de acuerdo con la ecuaci6n 1.5.
3.3.3.- ANALISIS DE VARIANZA
En este apartado se introducen las expre­
siones necesarias para llevar a cabo el análisis de va-­
rianza de las ecuaciones de tercer orden estimadas en es
pacios bidimensionales.
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Siguiendo un desarrollo análogo al efec-­
tuado en el apartado 1.2.10.3.2 para ecuaciones estima-­
das de segundo orden, se dividirá la suma de cuadrados -
total
N
S = L y�
.
1
l
l=
con N grados de libertad en dos partes:
i) la suma de cuadrados debida al a­
juste de la ecuación de tercer orden S03 con 10 grados -
de libertad (uno por coeficiente)
ii) la suma residual de cuadrados R -
obtenida por diferencia entre las dos primeras, con N-lO
grados de libertad:
R = S - S03 (3.51)
La suma de cuadrados debida a la regre--­
sión puede, a su vez, dividirse en tres bloques:
a) la suma So con un grado de Ji
bertad, asociada con el t�rmino de orden cero, llamada -
corrección debida a la media:
(3.52)
b) la suma S20' con tres grados
de libertad, asociada con los t�rminos de segundo orden:
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(3.53)
c) la suma 3130, con seis gra-­
dos de libertad, asociada con los términos de prlmer y -
tercer orden (dado que los estimados de primer y tercer
orden se hallan correlacionados, no es posible la separ�
ción en dos bloques ortogonales de las sumas cuadráticas
correspondientes, por lo que se deben considerar conjun­
tamente) :
(3.54)
Mediante estas sumas cuadráticas, es pos�
ble el estudio de la significación estadistica, a cierto
nivel de probabilidad, de los coeficientes englobados en
las distintas sumas cuadráticas, si para ello se dispone
de una estimación de la varianza del error. La suma re-
sidual de cuadrados R puede a su vez subdividirse en dos
sumas cuadráticas:
a) la suma cuadrática 3 debida
e
al error experimental (si existe replicación en alguno -
de los puntos que forman el diseño, es decir, si existe
estimación interna del error), con p grados de libertad.
b) la suma cuadrática 3d corre�
pondiente al desajuste del modelo de tercer orden, con -
.N-10-p grados de libertad, obtenida como diferencia en-­
tre R y 3 :
e
= R - 3
e
(3.55)
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A partir de las sumas cuadráticas Se y Sd y de sus gra-­
dos de libertad, será posible el cálculo de las medias -
cuadráticas correspondientes, y probar consiguientemente,
mediante un test de F, la validez estadística del modelo
propuesto.
3.3.4.- DISCUSION DE LOS DISEÑOS PROPUESTOS
De lo anteriormente expuesto se puede co�
cluir que la construcci6n y análisis de disefios de ter-­
cer orden en espacios bidimensionales, es una tarea cie�
tamente asequible, con un nGmero de puntos experimenta-­
les relativamente pequefio, y que en ocasiones puede re-­
sultar de gran utilidad.
La elecci6n del tipo de diseño de tercer
orden dependerá de los objetivos que se quieran cubrir -
al inicio de la investigaci6n, aunque,en general, la e-­
lecci6n 16gica debe recaer sobre el formado por la combi
naci6n de oct6gonos. Tanto por su menor sesgo, corno por
facilidad de cálculo, y especialmente por su flexibili-­
dad en un tipo secuencial de investigaci6n (detalle que
se estudia adecuadamente en el apartado 6), los diseños
octogonales combinados son superiores a los correspon--­
dientes heptagonales, aun con el inconveniente (que en -
muchos casos no será tal) de la realizaci6n de dos expe­
rimentos adicionales.
Los diseños formados por combinaci6n de -
heptágonos son especialmente Gtiles en ocasiones en que
el coste de los experimentos es realmente elevado, y a -
su vez, interesa el ajuste de una relaci6n polinomial de
orden superior al primero.
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Por otra parte, fijado ya el tipo de dise
ño de tercer orden, la elección de la relación de radios
dependerá del número de puntos centrales que se realicen
y, en general, como ya se ha comentado, de la situación
experimental concreta en que se sitúe el problema. En­
todo caso, la elección se puede efectuar adecuadamente,
mediante el uso de las tablas 3.20, 3.21, 3.22 Y 3.23, Y
a partir de todo lo expuesto en el apartado 3.3.1.4.1.
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4.- S 1 M U L A e ION E X P E R 1 M E N TAL
S o B R E F U N e ION E S
M U L T 1 V A R 1 A B L E S
En este apartado se describen las simula­
Clones efectuadas sobre diversas funciones multivaria--­
bles, para comprobar la eficacia de los diversos diseños
propuestos en el apartado 3.
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4.1.- SUPERFICIES DE PRIMER ORDEN
El estudio realizado en este punto tiene
como objetivo comparar la eficacia de los diseños aXla-­
les frente a la de los factoriales. Para ello, se han �
fectuado simulaciones experimentales por medio de un com
putador Siemens.
Los diseños elegidos han sido el axial y
el factorial fraccionado 1/2 (para que, de esta forma, -
el sesgo de los coeficientes de las interacciones fuese
nulo), ambos con Clnco puntos centrales para una estima­
ci6n interna del error con un n6ciero razonable de grados
de libertad. El espaclo de las variables considerado es
el de cinco dimensiones, por coincidir con el de la expe
rimentaci6n realizada. No obstante, los resultados son
generalizables a otros �spacios de diferente dimensi6n.
4.1.1.- PROCEDIMIENTO
El programa realizado para efectuar las
-
simulaciones se puede esquematizar en los siguientes pu�
tos
i) Selección de una función de Clnco
variables a la que se le añade un error (seg6n la distri
buci6n normal, con una varlanza determinada, y media el
valor de la funci6n en el punto considerado).
ii) Construcci6n de los diseños fact�
rial y axial, de acuerdo con los incrementos de las va-­
riables y coordenadas del punto inicial (central).
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iii) C&lculo de la ecuación y análisis
de varianza de la mlsma.
iv) Cambio de variables para la obte�
ción de la ecuación referida a las coordenadas reales, y
comparación de los coeficientes con los correspondientes
al desarrollo en serle de Taylor de la función considera
da alrededor del punto inicial, y hasta primer grado.
Una vez seleccionada la función simulado­
ra de un proceso real, el programa opera sucesivamente -
para distintos puntos iniciales y distintos incrementos.
4.1.2.- RESULTADOS OBTENIDOS
Para tener conocimiento del rango de los
incrementos para los cuales la ecuación es significativa
y, por consiguiente, comparable, se han realizado unas -
pruebas previas para cada una de las cinco funciones es­
tudiadas. Estas han consistido simplemente en disminuir
el valor del incremento hasta hallar dos ecuaciones sig­
nificativas - las que se exponen en los apartados si---­
guientes - para cada diseño y para cada uno de los tres
puntos iniciales estudiados.
La descripción del tipo de función, as! -
como los resultados obtenidos con la misma, se exponen -
en los cinco apartados que siguen.
4.1.2.1.- Función F-1
Como función F-l se ha designado a la fun
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ción cuya expresión matemática es:
( 4 . 1 )
Como puede observarse, los coeficientes ligados a cada �
variable son distintos, y con un "peso específico" cre-­
ciente dentro de la misma, para así determinar la facili
dad de los disefios'para su estimación. La función pre--
senta además un gradiente decreciente a medida que los -
puntos se alejan del origen de coordenadas.
Los incrementos (iguales para todas las -
variables) y los puntos iniciales (asimismo idénticos p�
ra todas ellas) para los que las ecuaciones han demostra
do ser estadísticamente significativas han sido los si-­
guientes:
Punto inicial 1,0 Incrementos 0,006 Y 0,005
" " 1,5 " 0,005 Y 0,004
" " 2,0 " 0,0025 0,0015
Los coeficientes del desarrollo en serle
de Taylor hasta primer orden, correspondientes a los dis
tintos puntos iniciales, se muestran en las tablas si-­
guientes (simulaciones F1-1 a Fl-12), bajo la denomina-­
ción de cosficientes reales. Asimismo se muestran los -
resultados obtenidos con los diseños, los análisis de va
rianza correspondientes, así como la comparación coefi-­
ciente real - coeficiente estimado en términos porcentu�
les.
*** DISENO AXIAL ***
lr.CRF.'·'ENTO O.OObO PUNTO INICIAL 1.0000 S 1
�I U l A e r o N F 1 - 1
1(() x 1 x2 X3 ':<4 x S y
1.üÍ)() 2.739 O.OCiO c.ooo 0,000 0.000 O.2Q"'1SE (ll:-
1 • (¡ o o -2.73�; 0.000 0.000 0.000 1) • o i) o
O.51t.,.;,c..F. 06
1.0ÜO 0.000 2.739 o.ooc 0,000 (l.OO\)
í).2"r')7SE (/)
1 • (, \) o \,).OO'! -2.75(¡ O.'j(JO 0,\)0(. (1.00 o O •.
S2-',:;,2E Ü 'j
1.G00 I).O()(l 0.000 ;::.73" O.vOI) 0.000
O.27107E 00
1.(100 \j • o J o 0.000 -2.731 O.PUf) 0.000 O •
.33142E (1 ')
1.000 o.oeo 'J. o o o (1.000 2 , ? � '.;' J.000 o. "b S
11) F: O·,
'.()i)O 0.000 lJ.lJUG u.Ol)() -2.75" 0.000 o • .H
" .$ b t ¡\ ."• .1 _-
1 • ¡) Q ¡¡ \:' • o'_', n (, • 1) i) \_, n.vou o • l) ü '.', t • 75:) ü.2S·.¡,:.,1¡::
(l �
1.ll0U 1) • o o r) ij.U()li (l.OOO o • () U," -2.73) O • .s',21f-.E
V"
1 • u () o O.O(l¡] ().OOG () • ,) (J () o,ou'; n.(JO;) O.5uS¡-<Qf::
tJ (¡
1.u00 (l.OO;) () • (i e (, ('..(lO\) \.1 • Ü \) '1 G.üi)O O.5:)/.5UE
D�
1.000 (l.Ü00 ü.0Uu 0.000 O.Oü() 0.0\)0 O.S075P¡: .�!
A
1 • 1) o o O.OliO O.OOG C.OOO o • 0 U�) i} • o o e V.3r:,,"�E
eh
1.00U 0.0(;(' 0.000 O.ClOO O.U()!�1 \;.000 J.;04"�'f:
ti é'
eCUACIONy NALISrs DE VARIANZA
GRADO1SI�ULACION Fl- 1
TOrAL
B(1
81
H2
ti3
B4
a5
RESIOUAL
ERROR
DESAJUSTE
COEFICIENTe
0",30697E 06
..0.34163E 04
-(J�73344E 04
"'0.110171: O,
...O.15019E 05
"O,,18723E OS
APROXIMACIONALA ECUACION ReAL
oeSVIACIONPORCENTUAL MEDIA: 2.03
e o
B 1
B 2
e 3
B 4
8 5
SUMA DE CUADRADOS GL
O.14249E 13 15
0.1413412 13 1
O.17S07E 09 1
O,80691E 09 1
O,18207f! 10 1
O.33837g 10 1
O.52581E 10 1
o ,;51 073 e 08 9
0.62713€ 07 4
0.44802E 08 5
COEFICIENTE
ESTIMADO
O.95586E 07
..O,,56939E 06
-O.12224E 07
"O.18362E 07
-O,,25032e 07
"O.31204E 07
MEDIA CUADRATfCA
O.14134E 13
O .. 1;7507E 09
O.80691E 09
0.18207e 10
O,.33831E 10
O.52581E 10
O.56748E 07
o,,1567aE ()7
O.89603e'01
COEFICIENTE
REAL
O.94830E 07
-O.61180E 06
-O.12236E 07
... O.1.8354E Q7
-O,24472E 07
.. 0.30590E 07
F EXPERIMENTAL
901521.810
111.665
514.666
1161.297
2158.210
3353.722
5.715
DESVIACION
PORCENTUAL
O,SO
6.93
0.10
0,04
2.29
2.01
*** OISENO FACTORIAL ***
INCReMENTO 0.0060 PUNTO INICIAL 1.0000 SIMUI.ACION 1=1. 2
xO X1 X2 X3 X4 xS y
1.000 1 ,146 1 .146 1 .146 1 .146 1 .146 O.24Q94E 06
1.000 1 .146 1 ,146 1.146 ,,1,146 "'1.146 O.31901E 06
1 • o o o 1 .146 1 ,146 -1.146 1 .146 .. ,,146 0.30956E Oó
1.000 1.146 1 .146 .. , ,,146 ':'1,146 1 .146 Od0216E 06
1.000 1 ,146 ·1.146 1 .146 1 ,146 -'.146 0.30244E 06
1,000 1 .146 .. 1.146 1.146 ';",146 1 .146 O,29610E 06
1 .00 o 1 .146 "1.146 -'.146 1.146 1.146 0.28591€ 06
1.000 1 .146 -1.146 .. 1.146 ';'1,146 -'.146 O.36464E 06
1 • o o o -',,146 1 ,146 1 .146 1 , , 4 Ó "".146 O.29109E 06
1 • o o o ,,'.146 1 .146 1 .146 -1,,146 1 .146 O.28649E 06
1 • o o o "1.146 1 ,146 "'1.146 1�146 1 .146 0.21822€ 06
1 • o o o .. 1,146 1 .146 ... 1,146 ...1.146 .. 1.146 0.35521e 06
1.000 "'.146 "".146 1 .146 1,146 1 .146 O.27132E 06
, • o o o ... 1.146 .1 .. 146 1.146 ';'1,146 -1.146 O.34398E 06
1 • o o o "1.146 -1.146 -'.146 1,,146 -1.146 O.33310e 06
1,000 "'1.146 .. 1.146 -1.146 -1�146 1,146 O.327S0e 06
1 "O o o 0.000 0.000 0,,000 O,QOO 0.000 0.30309E 06
1.000 0.000 0.000 0.000 0,000 0.000 0.30541E 06
1.000 0.000 0.000 0.000 0,,000 0.000 Od0512E 06
1 "O 00 0.000 0.000 0.000 0,000 0.000 0.306071; 06
1.000 0.000 0.000 0.000 O,QOO 0.000 O,30656E 06
eCUACIONyANALISIS CE VARIANZA
GRADU1SIMULACION F1· 2
TOTAL
BO
¡;1
b2
B3
ti4
85
RESIDUAL
t;RkOR
DESAJUSTE
COEFICIENTE
0,306811: 06
"0.311811: 04
"O.72730E 04
...O,10690E OS
"'O,,14921E OS
-O,17535E 05
APROXIMACIONALA ECUACION REAL
OESVIACIONPORCENTUAL MEDIA : 4,61
SUMA DE CUADRADOS GI.
0,19917€ 13 21
O.19767E 13 1
O.20417E 09 1
ü.11'08E 10 1
O,,23997E 10 1
0.46·152e 10 ,
0.64568€ 10 1
0.808181: 08 15
Q,70879E 07 4
0.73730& Os 11
COEFICIENTE
eSTIMADO
B o 0.92295e 07
B 1 ..O.51968e 06
8 2 ';'O.12122E 07
a 3 -0.17816€ 07
B 4 .. 0,24868E 07
8 5 "O.29225e 07
MEDIA CUAORATICA
O.19767E 13
O.20417E 09
O.11108e 10
0.239971: 10
0.46152e 10
O.64568E 10
O.53879E 07
O,17720e 07
0.67028€ 07
COEFICIENTE
REAl..
O.94830e 07
.O.61180E 06
...O.12236e 07
';'0,,18354E 07
';'O.24472e 07
...O.30590e 07
¡; EXPERtMENTAL
111554·,.000
115.220
626.891
1354.232
263;;.431
3643.834
3.783
DESVIACION
PORCENTUAL
2.67
15.06
0.93
2.93
1.62
4.46
r*** DISERO AXIAL •••
1 IJ e R F.:'" H' T '.) O. O U 5 O ;, ,) r T o I'� I lo r ;, L 1. V O (J e S 1
�. U L A e 1 o �J n.. )
ÁJ .\ 1 x.l i . .) 'XI. .\ S y
1.('(1,) 2.7$c) \.)11 v U 0 i, • U el \": O • \.) o �) ,j.u(j(; Ü.?:<bU-¿ 0�
1.(i\J\) -2.7�J Vo\)O() :) • (J u U íJ • ü IJ (\ ¡' • O O o 0.31\);,.;(,1:: o I�
1 • (, 0 ,) (J • 1) l) ¡J (. • 13 y C:.OO(1 1).0:)1) ;'\.00') O.2)G::){.E O(
1.CJ(J Ll.l'��i¡j -2.15'1 f!.l)()\.J O • t) U {, \; • o ,) U O.5¿24·q: J":>
1 • l· ;} ') u • O,) ¡' (' • \,; .) \.J (.1.$; .í) • u () !..' ,i.OGO ü.2·'(1)6E o
...�
1 • ',) ti o t'¡ • () el t-_i t'j • v U L' -¿.?5, e" u U;...} �; • u i) o U.554!.?!..;: ú ;
1 • \i 1) \.) G • G �.l c! 1; • U U l.' {\ • t 1 (i ;_'j 2. • 7.�· ;...; • e: u \) u.274:)[ U (")
1 • (\ o ,) (Í.Oí1'¡ Q • U U \.) (I.OIJ·) -2.13:, ., . \) ..) :) u.53".3'it ,j (,
, • J o u (, • U U !: ��.()()l; l'.OC,,' (1 • II o (; 2.73,' u • "( '.l 7 7 S E: .) ,,,",,,
1 • o (¡ 1) (r • Ü o () \.'j • 0 () u " • II Ü e' I_' • lit.) (/ -2.75) o • 55 1 5" E i)
1.000 ,) • J í� '.1 () • v U 1) r • ,) \) ,: (j • 0 \,: �,
. I'.I;�)O l) • 5 l' 4 ... �, t: ('i
1.()UO e • 01.) t! l).UUU ".Olle: i),UJ) ,.-. • ') ,J () ü • .sos ,,' E c� ,
1.000 o • l) t, el \: • v;) i) :1. 0(1 l' o • \; \i .) ,� • (l :) n O • .5DS>iI:if: e'....
1 • u o u u • lJ Q (i Cl.UüO U.UllL, (l.Ü()'.l 0.000 O.30.50UE 'j ....
1.()UO U.llOr) r.oOO 0.f)OU o • l) l) 1) c.ooo
.. 0.30719= \)("1
r'
�CUACIONyANALISrs DE VARIANZA
GRADOiSIMULACJON F1- 3
COEFICIENTE SUMA DE CUADRADOS GL
TOTAL O.14157E 13 1 5
8O O,,3063ge 06 0,1401:$1E 13 1
I:S1 -O.25997E 04 O.10138E 09 1
1:32 -O.57584E 04 O.49739E 09
1
83 -0.96178E 04 Q,13875E 10 ,
B4 ... O.'1S78E 05 0.2010812 10 1
85 -O.15301e 05 O,35118E 10 1
RESIDUAL O.57576E 08 9
ERROR 0,10357€ 08 '"
DESAJUSTE 0.472195 08 5
APROXIMACIO�ALA ECUACION REAL
DESVIACIONPORCENTUAL MEDIA: 5,55
MEDIA CUADRATICA F EXPERIMENTAL
O.14081e 13
0.101381; 09
O.4973ge 09
O.1387Se 10
O.20108e 10
0,351181: 10
O.63974E 07
O.25892e 07
O.9443ge 01
543845.310
39.155
192.102
535.885
776.611
1356.326
3.647
COEFICIENTE COEFICIENTE DESV!ACION
ESTIMADO REAl.. I=lORCENTUAL
8 O O.92774E 07 O.94830E 07 2.17
B 1 -O.51995e 06 .0.61180e 06 15.,01
S 2 ..O,11517E 07 -O.12236E 07 5.88
8 3 -O.19236E 07 -O.18354E 07 4.80
i3 4 -O.23156E 07 "O.24472E 07 5.38
B 5 -0.30602E 07 -0.30590E 07 0.04
*** DISENO FACTORIAL ***
INCREMENTO 0.0050 PUNTO INICIAL 1.0000 SIMULACION F1 ... 4
xo X1 X2 )(3 X4 X5 y
1.000 1 � 1 46 1 .146 1 .146 1 .146 1.146 O.25663e 06
1 .00 O 1 .146 1 .146 1.146 ';",146 -1.146 O.31584E 06
1 • O O O 1 .146 1 .146 -'.146 1 ,146 "".146 O.30763E 06
1.000 1 .146 1 .146 -1.146 -1.146 1.146 O.30129E 06
1 • O O O 1 .146 -'.146 1,146 1 ,146 "1 .. 146 O,30661E 06
1 • 000 1 .146 "1.146 1 .. 146 .. 1,146 1 .146 O.29644E 06
1 • O O O 1 ,146 -'.146 -'.146 1 ,146 1.146 O.29006E 06
1 • O O O 1 .146 ... 1.146 ,,1,,146 .. 1.146 -1,146 O.35S31E 06
1.000 "".146 1.146 1 .. 146 1 .146 "1.146 O.29451E 06
1 • O O O -1.146 1 .146 1,,146 .. 1.146 1 .146 0,28839E 06
1 • O O O "1.146 1 .146 -1.146 1 .149 1 ,146 0.2818SE 06
1 • O O O "'.146 1 '" 146 "'1.146 .. 1.146 "1.146 O.34867E 06
1,,000 ,,'.146 .. 1.146 1.146 1 ,146 1 .146 O.27S84E 06
1 "O 00 "".146 -'.146 1 .146 -1,146 -1,146 0.33898E 06
1 • O O O "'.146 ... 1.146 -'.146 1 ,146 .. 1.146 O.33302E 06
1.000 -1.146 "1.146 -'.146 .. 1,146 1.146 O.32232E 06
1.000 0.000 0.000 0.000 0,000 0.000 O,,30768E 06
1 • O ° O 0.000 0.000 0.000 0,000 0.000 O.30S33E 06
1.000 0.000 0,000 0.000 0,000 ().OOO O.30628E 06
1 "O O O 0.000 0.000 0.000 0,000 0.000 0.30722E 06
1 "O O O 0.000 0.000 0.000 0,000 0.000 0.30641e 06
rECUACIONyANAlISIS DE VARIANZA
GRADO1SIMULACION F1- 4
TOTAL
tiO
81
82
b3
El4
85
RESIDUAL
ERROR
DESAJUSTE
COEFICIENTE
0.30697€ 06
-O,29339E 04
-O.67517E 04
-O,91062E 04
-O.12062E 05
..O,1S697E OS
APROXIMACIONALA ECUACION REAL
DESVIACIONPORCENTUAL MEDIA: 3.45
SUMA DE CUADRADOS GL
O.19900E 13 21
O.19788E 13 1
Ow1807?E 09 1
üw9S728E 09 1
O.17414E 10 1
O.30555E 10 1
O.51744E 10 1
0,50639 e 08 1 S
O.33138E 07 4
O.47325e 08 11
MEDIA CUAORATICA F EXPERIMIHJTAL.
O.19788E 13
O.18077e 09
O.95728e 09
O.17414E 10
0.3055Se 10
0.51744E 10
2388566.000
218.200
1155.516
2102,000
3688.227
6245.945
O,3375ge 07
O.82844E 06
O,43023e 01 5.193
COEFICIENTE COEFICIENTE DESVIACION
ESTIMADO REAl,. PORCENTUAL
e o O.9617Ze 07 O.94830E 07 1 .42
B 1 "0.58679E 06 ...O.61180E 06 4.09
B 2 -O.13S03e 07 -O.12236E. 01 10.36
B 3 -0.18212e 07 ...O.183S4E 07 0.77
B 4 "O.2412SE 07 -O.24472E 07 1.42
9 5 ';"O.31394e 07 ';'O.30S90E 07 2.63
r.. * * DISEfW AXIAL .... 1t ....
1 !, e R E �. f 'j r o 1) • () (1 5 II vIJ\¡TO INlr.I:..L 1.5liO�)
SIfv'L'LACIO� n- s
�". r.. � ,q x2 x3 :( 1.. )')
v
1 • U l.' (1 2. ?S'.¡ ').\)OC ().Ol)u o • \.) \) ;, o.o')() O.?11()7E-02
1 • u u n -2.7�'J !) • (¡() (J G. U o \) 0.00:) C.Oüú ü.22794E-02
1 • \} l) () o , o: ,) ¿.lSr., o • o 0 o () • u u (; (;.000
O.2ü124E-G?
1 • IJ () () \I.G�i') r c , n; :J • l) o () o • o �} i.. i '.l • o o o
C.23�.3?f-02
1 • o o i) C:.��IC;:) \1 • ¡_� n u ¿ • 73', U • l' (1 <1
) • o o o O.1;;569E ... 02
1 • U \., �i U • e \-� ) \J • J \.J (i .. ¿ • 73\'; ll.l)U,) '\ • o d i) o , 241301
� ... í)2
1 • ,j o o C'. 0\; 1,' iJ • Ü 1; U � 1 • t} (.l o 2. • 75': el. JO d o • 1
,� 7 1 " E - o 2
1.[lDO e • (; t.) ,�, " • \J 1) l', 1\1. o e {) -2.75) (,.000 O.25'i35E-02
1 • ,) () i' l' • ,) , i ,\ L, • U 1') í_... 'J • ,) e �j l� • U o .) 2.73 ;
0.1 7iJ5xE:�J2
1 • u U U � ,1 • �; ':: (� \
('" \: • \.' U I_'; l) • v') i i -?73� O.?7:J)S¡;-vé'' • ..1 • \.l \.' _,
1 • l; �) \ 1 l) • �'} (" .. } ,) • I i .: I f 1,': • \ '¡ \l ') \, • u,) , ,'.\):)0
o • z ¿ (1 " (' E - o 2
1.uQu i,1 • {¡ n .'1 '-' • \J (i l, \' • \_) \) U l;" 0U :.:' ¡,.\lO(, O.21i�1�-('2
1.,)1)\1 I,! • o :) :,1 \; • \,� ,'¡ t' !
'
• (' t¡ o 0.\)0.) ,\ • o o (1 O.?1771E-0?
1 • (1 t, li (1 • o J ,_\ e • \.i \.) e, i' • u (j \ I ll.vO" !i.OO�
O.21';"'1E-U2
1 • l\ u o (¡.Utl;) 0.VJ() ',JoDO,) (J.lld,"I IJ.00U
O.2Z175E-O¿
reCUACIONy NALISIS DE VARIANZA
GRAVO1SIMULACION F1- 5
TOTAL
BO
B1
B2
B3
B4
B5
RESIDUAL
ERROR
DESAJUSTE
COEFICIENTE
O.22125E"02
"'O.29153E"'04
"0,67801E·04
..0.95519E ... 04
"O.13177e-03
-0.167921:"03
APROXIMACIO�ALA ECUACION REAL
DESVIACIONPORCENTUAL MEDIA: 3.41
8 O
8 1
8 2
8 3
B 4
B 5
SUMA DE CUADRADOS
O.74335E"'04
0,73427E""04
O,1274ge-07
0.689551$"'07
0.136861: .. 06
O.26047E-06
0,42296E-06
O.56156e-08
O.89802e-09
0,471761:: .. 08
COEFICIENTE
ESTIMADO
O.14986E 00
-0.58306e-02
-O.13560e-01
-O.19104E"'01
-O.2635Se-01
-O,33584e-01
GL
1 S
,
1
1
1
1
1
9
4
5
MeOIA CUAORATICA
O.73427e-04
0.12749e.-07
O.68955e-07
0,136B6e;"06
O.26047e"06
O,42296E-06
O,6239óe·09
0.22450e-09
O,943S2e",09
COEFICIENTE
REAl..
O.15075e 00
-O,,66021e ... 02
..O.13204e-01
-O.19806E-01
-O,26408e-01
-O.33011E-01
F EXPERIMENTAL.
327063,560
56.785
301.142
609.608
1160.200
1883.955
4.203
DESVIACION
PORCENTuAL
0,59
11.69
2.70
3.54
0.20
1 .14
*** DISENO FACTORIAL ***
INCREMENTO 0.0050 PUNTO INICIAL 1.5000 SIMULACION F1 .. 6
xO X1 X2 x3 x4 x5 y
1,000 1.146 1 .146 1 .146 1 .146 1 .146 0,16990e .. 02
1.000 1 .146 1 .146 1 .146 ",,1.146 "'1.146 O.23178E-02
, • O O O 1.146 1.146 ... '.146 1,146 -1.146 O.22436E.02
1.000 1,146 1 .146 -1,146 .. 1.14f> 1.146 0.21713E ... 02
1 • 000 1,146 ·1.146 1 ,,146 1 ,146 -1.146 O.21772E ... 02
1 • O O O 1 ,146 -1.146 1 .146 ,,1,146 1.146 O.21005E-02
1 • 000 1 .146 ",'.146 .. 1.146 1 .146 1 .146 O,20356E .. 02
1 • O O O 1 .146 -1.146 -'.146 -1,146 "'.146 O .. 27189E-02
1,000 "'1,146 1 .146 1.146 1,146 -1,146 O.20884E-02
1,000 "'1,146 1 .146 1.146 ... 1,146 1 .146 O.20024E ... 02
1.000 ... 1.146 1 ,146 ·1 " 146 1,146 , .146 Q,19392E-02
1 "O O O ·1.146 1 .146 ... 1.146 -1.146 "'.146 O.26624E .. 02
1.000 -1,146 -1,146 1.146 1 ,146 1 ,,146 O.18840e-OZ
1.000 -1,146 -1.146 1.146 -1.146 -1.146 0.25643E .. 02
1,000 ·1.146 -1,146 -1,,146 1,146 -1,146 0.24852E-02
1.000 -1.146 -1.146 -1,146 ...1,146 1 .146 0.24148E-02
1.000 0,000 0.000 0,,000 0,000 0.000 O.22125E-02
1 ,,00 O 0.000 0.000 0.000 0,000 0.000 O,22003E-02
1.000 0.000 0.000 0.000 0,000 0,000 O.21746E-02
1.000 0.000 0.000 0.000 0.000 0.000 O,,22183e .. 02
1.000 0,000 0.000 0.000 0,000 0.000 0.21944E-02
rECUACIONy NALISIS DE VARIANZA
GRADO1SIMULACION F1- 6
rOTAL
F!o
B1
B2
tl3
B4
aS
RESIOUAI..
ERROR
DESAJUSTE
COEFICIENTE
O.22145E-02
"O,31468E-04
..O.68541E .. 04
"'0. '1 0024E ... 03
-O,1309Se-03
-O,1ó426E ... 03
APROXI�ACIONALA ECUACION REAl..
DESVIACIONPORCENTUAl". MEDIA: 1.85
B O
B 1
B 2
B 3
B 4
8 5
SUMA DE CUADRADOS
O,1042se"'03
O,10298e-03
0,207955"'07
O.98656r: .. 07
O.21101E-06
O.36011e-06
O.56664e .. 06
0.729905-08
Q.11682E-08
O.61308E"08
COEFICIENTE
ESTIMADO
O.15085e 00
...O.62936E .. 02
...O.13708E .. 01
..O,20048E .. 01
"'O.26190e-01
"'O.32853e-01
GL
21
1
1
1
1
1
1
1 5
4
, 1
¡�EDIA CUADRATICA
O.10298e"'03
O.20195e"07
O.9865óe .. 07
O.21'01E-06
O,3601'E�06
O.56664E-06
O.48660e-09
O,29206e-09
O.55734E"'09
COEFICIENTE
REAL
0.15075E 00
-0.66021e';'02
-O,13204E 01
...O.19806e 01
..O.26408e-01
..O.33011e-01
F ExPERIMeNTAL
352611.560
71.202
337.792
722.471
1232.995
1940.130
1.';)08
DESVIACION
PORCENTUAL
0.07
4.67
3.82
1 .. 22
0.83
0,48
r* * '" DISEHO AXIAL *",,,,
1 � (' � t f< t '1 TI) O • () ti 4 (.i PiJ�JTO INICIilL 1.�()00
srv,uLACIO�J F1- 7
YO X , f..? '(3 X4 x5
v
1 • Ü O o 2.7-" -., ü.C,OLi o.oou 0.000 (l.GOO
O.212"'bE-02
1 • o O o -2�75J O.UUli (I.l)(J() O,OO;} 0.000
O • ? 2 (\ ;< 1 E - 0 2
1 • u <) O O • O IJ r) 2.750 0.000 O • Ú O ,) (l.OllO
O.20ldI'1E-02
1.JrJO u.00:) -¿.1Si.,; O.l)OÓ) O • U (11) 0.000
O.23Z55E-02
1 • t' (1 U \.).().);) U.VOli '2.7�({ O.JUo 0.000
O • (1) o J O E - O ?
1.U\..I\) J • \} 1) :) l'.u)(¡ -?131 O.OOu L) • o O II
O.2t..1�21:-02
1.C\Jí) rJ • ,) ,) \) I} • \} Ü U n.GOl) 2 • 7.5', 0.000
O.1G579f-J2
1 • i.) O p (l.O')D I_) • l! o () 0.000
... 2.73� .i.OOO O.2S1�YE
.. 02
1 • \) (: ."1 (; . \.) :, ., :; • l) O \.1 (i • O () (j O • U U:' '2 •
7 3 .:; O.1 .... Uf:-E-O?_
1.l1vO U • U·) í.l \.) • V (', LJ (� • L; ti \) O. (' (j o -?75'�
O.2S;�S"t·02
1 • :; o ,) t; • 1:) ,.", J \1 • e 1) \} \
�
• �.., u o ¡) • U íl ¡, ,. • o l) i) o • 2 1 7 �� 5 r.:
- (1 2
1 • () J iJ :) • li \; :) .j • ¡) \.: u l� • o o o O.Vlj,j ".OD()
,) • 2 2 o -" 2 E - e 2
1.00u (1 • (' '1 J) U.JOC ().UO(I O.úl);j 0.000
u.22,.)t.':;E-02
1.0vU (1 • ;) (J 0 J.üV0 O.OliO O.vO:) 0.000
O.2206eE-O.?
1.000 (l.ü,'v (l.JDÜ 0.00n o • o o o G.OOO
O.22ü05E-02
r-
ECUACIQNyANALISIS DE VARIANZA
GRADO1Sr�ULACION F1- '7
TOTAl.
bO
f31
¡;¡2
ti3
Ij4
85
RESIDUAl.
ERROR
DrSAJUSTE
COEFICIENTE
O.22057E 02
... O.2S452E 04
-o.51429E-04
-O.75437E-04
-0.105721:"'03
-O.12984E-03
APROXIMACIONALA ECUACION REAL
DESVIACIONPORCENTUAL MEDIA: 2.47
SUMA DE C!JADRAOOS fllJEDIA CUADRATICA F EXPER!!>,;ENTAL.GL
O.73536e-04 1 5
0.72976f.-04
O.97172F .. 08
0.396'74E"'07
0.85360€ ... 07
0.167671::-06
O.25289E"'06
O,72976e 04
O.97172e 08
0.39674e"07
O.s5360e-07
0.161671:-06
O.2528ge ... 06
317749,120
42.310
172.746
371.671
730.045
1101.133
1
1
1
1
1
1
O,43705e""08
O.91S66e"09
0.34518€-08
O.48561e-09
O.22967E"09
O.69036e"'09
9
4
5
. 3.006
COEFICIENTE COEFICIENTE DESVIACIOtll
eSTIMADO REA L PORCENTUAl..
B o O,14766E 00 O.15015E 00 2.05
a 1 -O.63630e-02 ...O.660Z1E-02 3.62
B 2 "'O.12857e-01 ..O.13204E-01 2.63
8 3 .O.1885ge .. 01 ... 0.19806E-01 4.78
B 4 -O,26431e-01 -O.26408!-O1 0.09
8 5 ...O.32461E-01 -O.33011E-01 1.67
*** DISENO FACTORIAL ***
I�CREMENTO 0,0040 PUNTO INICIAL 1.5000 SIMULACION F1';' 8
xo X1 X2 X3 x4 X5 y
1 ,,0 O O 1.146 1.146 1.146 1,146 1 .14ó 0.119081:·02
1.000 1 .14� 1 ,14 (-; 1.146 .. 1.146 -1.146 O,22934E-02
1.000 , .146 1 .14 (:, -1,146 1 .146 -1.146 0.22153E .. 02
1 � O O O 1 .146 1 ,146 "'1.146 ·',146 1.146 O.21692E-02
1.000 1.146 "'.146 '.146 , � 146 "".146 0.2173Se-02
1 .. O O O 1 .146 "'1.146 1 .146 ·1.146 1.146 O.21236E-02
1 "O O O 1 .146 -1.146 .1.146 1 ,146 1.146 O.20538e.02
1 .. O O O 1 .. 146 -1.146 "'.146 -1.146 -1.146 O.26186E ... 02
1,000 .. '.146 1 .146 1 ,146 1,146 .. 1.146 O.21214E .. 02
1.000 -1.146 1 .146 1.146 ,,1,146 1.146 O.20591E-02
'.000 .. 1.146 1.146 ...1.146 1,146 1.146 O,19901e ... 02
1.000 "".146 1 .146 "'.146 -1.146 -,,,146 O.25748E-02
1.000 ... '.146 ... 1.146 1.146 1 ,146 1.146 0,,19473E':'02
1.000 .. 1.146 ",'.146 1 .146 ';'1,146 -'.146 O.24890e .. 02
1 ,,00 O "'1,,146 -1.146 -1.146 1 " 46 -'.146 O.2413se-02
1 • O O O -1 .146 ... 1.146 ...1.146 ':'1,146 1.146 O.23707e. .. 02
1 • O ° O 0.000 0.000 0.000 0.000 0.000 O.22036E"'02
1.UOO 0.000 0.000 0.000 0.000 0.000 0.220S:se-02
1 • O O O 0.000 0.000 0.000 0,000 0.000 O.21895E-02
1.000 0.000 0.000 0.000 0,000 0.000 O.21933E .. 02
1 • O O O 0.000 0.000 0.000 0,000 0.000 O.22080E-02
.r
'
ECUACIO�yANALISIS DE VARIANZA
GRADO1SIMULACION F1- 8
TOTAL
BO
B1
ti2
B3
B4
B5
RESIDUAL
ERROR
DESAJUSTE
COEFIClf:NTE
0.22097€"02
... O.28801e 04
...O.53248E 04
... O.7681SE-04
-O.10871e-03
-O.13064E-03
APROXIMACIONALA ECUACION REAL
OESVIACIONPORCENTUAL MEDIA: 2.90
SUMA DE CUADRADOS MEDIA CUAORATICA �
EXPERIMENTALGL
0.10335e .. 03
O.102S4e-03
O,17419S-0?
O.59541e"07
0.12391e-06
O.2481ge"06
O.35841e-06
21
1581640,000
268.687
918.408
1911.279
3828.354
5528.434
O.10254e ... 03
O.1741ge';'07
O.59541E"'07
O.12391E-06
O.24819r.:-06
0.35841e,,06
0.26644=:-09
O .. Ó4831e ... ,0
O,33975E�09
1
1
,
1
1
1
1 5
4
1 1
(l.39966e-08
O.25932e ... 09
O.37373e-08 S.241
COEFICIENTE COEFICIENTE DESVIACION
ESTIMADO REAl.. PORCENTuAL
8 O O.15154E 00 0.15075E 00 0.53
B 1 -O.72002e-02 ..O.66021e-02 9,06
8 2 -O.13312e-01 -O.13204e';'01 0.82
e 3 ..O.19204E-01 ..O.19806e';'01 3.04
B 4 ..O.2717ge-01 ..O.26408E-01 2.92
8 5 ';'O.32660e-01 ..O.33011E�01 1.06
....... DISENO AXIAL •••
I�CPE�E�TO 0.0025 ¡..> u �, 1 n 1 i� 1 e 1 A L '2 • Ü o o o SIMiJLACION F1-
;
)1 t) X 1 x2 n '14 xS
v
1.000 2. 7 3 tri U.GOv (:.OOü v.OOI:, (..000 O.?i541.H"'1.:.
1• ü G 0 - 2. 7 3'� 0.000 O.Ovó 0.000 0.000 0.9077t.E
.. 14
1• o \) o ü.OQÜ 2.139 O.CiOO O.OU(¡ 0.000 O.�-2;;'21E·14
1.00U � • o o () -2."1':''1 U.Ge0 Ú.i)Ul; (I.Ü(JO O • .,.¿195E-14
1.uvu II .. U �� G (;.(;(!(j 2. 73 '-f (J,(JU:, l, • () o \) O.büc,."',4E-1t..
1.(JI)() (¡.(lor) 0.lJ(j\) -2.739 o , o () :, U.ooo O.c;';43UF.-14
1• () ;) !) (;.('0\) C.OGU ::, • (¡ (J o '2 • '13 r) C.OOO ü.1Zi1¡.¡9t-1:..
1.¡lOO I,! • (J () !i v.OvO O.OOl! -2.73) 0.000 0.97413E-1t..
1• (1 (! ') {_í • o U;j C.0Pu ',; • () (¡ 0 l' • 1) o '1 2 • 75:, 1).7"'¿47E-l/.
1• f} (; l.' U.U�),! i) • r \j u :'; • 1) j) ,) o • ,) o :
\ "'2.73'1 O.::;c;.o51E-14
1.U()J '.) • 0.,) í.1 v.ve',) d.Ul)\.¡ Ú • () lJ J \).()úC) O.><,1"2�1[:-14
1 • (¡ U (¡ (i • o (j ') (; • o �) \J (; • \.) {j (1 C.UU,) '),000 Oo!'l¡.<503E-1.::.
1.(i()(J ÍI.Uv·) c .vo» í¡ • (1 Ü o O,()Ol 0.000 O.t1J26E-14
1.(\vO v.uun G • v \)�.' O.(:fJ\) O.OG() 0.000 ü.b75c.;9E-14
1 • o o o G.Onn O.líO\; O.uOu o • u o ,) CI.OOü 0.dU52E-14
ECUACJONyANALISIS DE VARIANZA
GRADO1SIMULACION F1- 9
TOTAL
8O
B1
82
1;)3
ti4
B5
RESIDUAL
ERROR
LlESAJUSTE
COEFICIENTE
ü.87927e-14
-0.97870e-16
"O.16933e"'15
-O.26374e"15
"'O.33272e·15
-0.42705E-1>
APROXIMACIONALA eCuACrON REAL
DESVIACIONPORCENTUAL MEDIA: 4.11
SUMA DE CUADRADOS MEOIA CUAORATICA F EXPERIMENTALGL
O.116S7E-26
O.11597E-26
0,14368(-30
O,43008E":SO
0.104341:",,9
O.16605E-29
O,27356e-29
O.2199Se'"'31
O.95926e"32
O,12403E-31
15
O.11597S .. 26
0,14368.:-30
O.43008e-30
O,10434E-29
0,16605e-29
O.27356e-29
483575.180
59.912
179.339
435.0031
692.427
1140.714
,
1
1
1
1
,
O.2443ge-32
0.23981e':"32
O.24806e-.32
9
4
5 1.034
COEFICIENTE COEFICIENTE OESVIACION
eSTH1AOO REAL. PORCENTUAL
8 O O.10414e"11 O.10595e"11 1 , 71
B 1 "O.39148E-13 -O.35026E-13 11.77
B 2 "O.67731e-13 -O.70052e-13 3.31
e 3 -O.10550e-12 ..O.10S08e-12 0.40
B 4 ';'O.13309E-12 ...O,14010e-12 5.00
8 5 -0.17082':-12 -O.17513e-12 2.46
*** DISENO FACTORIAL ***
INCREMENTO 0.0025 PUNTO INICIAL 2.0000 SIMULACION F1 .. 10
XO X1 X2 x3 X4 x5 y
1.000 1.146 1 .146 1.146 , • i 46 1 .146 0.7271SE·14
1.000 1 .146 1.146 1.146 -',146 .. , .146 O.90?25E"14
1.000 1.146 1 .146 .. 1.146 1 .146 .. '.146 0.B8736E-14
1.000 1 ,146 1 .146 -1.146 ';",146 1 .146 0.86799E .. 14
1.000 1 .146 .. 1,146 1.146 1 .146 .. 1.146 O.tSó547E .. 14
1 • O O O 1 .146 "1.146 1 .146 -1,146 1.146 O.84728e .. 14
1 "O O O 1.146 ... 1.146 ...1.146 1 .146 1 .14 ó O.82521e .. 14
1 • O O O 1 .146 -1.146 -'.146 ... 1,146 "".146 O.10217e"'13
1 • O O O ,,'.146 , .146 1 .146 1,146 -1.146 0.84526E ... 14
1 • 000 "'.14f. 1 , 146 1 .146 .. 1.146 1 .146 O.82S05E .. 14
1 ,,000 .. 1.146 1 .146 -1.146 1.146 1.146 O.80676E .. 14
1 • O O O "'.146 1 .146 -'.146 -1.146 -, .146 O,98984E-14
1 • O O O "".146 .. 1 .146 1.146 1 .146 1.146 O.78938E .. 14
1 11 00 O "'1.146 "1,146 1.146 -'.146 -'.146 O.96609E"'14
1 • 000 "'1,146 -'.146 -1.146 '.146 .. 1.146 O.95095E .. 14
1 .000 ""1,146 -1.146 -1.146 -1,146 1.146 O.92077E-14
1.0(ll) 0.000 0.000 0.000 0,,000 0.000 O.87736E-14
1 .. 000 0.000 0.000 0,,000 0,000 0.000 O.87774E"14
1.000 0.000 0.000 0.000 0,000 0.000 O.87946E-14
1.000 0.000 0.000 0.000 0.000 0.000 O.87394E"14
1 • O O O 0.000 0.000 0.000 0.000 0.000 O.87830E-14
eCuACIONyANALISIS DE VARIANZA
GRADO1SIMULACION F1-10
TOTI\L
BO
81
82
63
B4
B5
RESIDUAL
ERROR
DESAJUSTE
COEFlcrENT�
O.87763e ... 14
"O.78932e-16
-0.180141:-15
-O.27150e';"15
-O.35376E-15
-0.44972E-15
APROXIMACIONALA ECUACION REAl.
UESVIACIONPORCENTUAL MEDIA: 3.56
SUMA DF CUADRADOS [-1 E O 1 A e u A D R A TIC A F eXP�RI¡v!ENTALGl.
O.16268E-26 21
O,,16175e-Z6
O,13084E-30
0.68143€-30
0.15480€-29
O.26281E-29
O,,42472e-29
0.16175E-26
0.130841:-30
O.68143E-30
O.15480E';"29
O.26281�"29
O.42472e-29
37B658io\.OOO
306.289
1595.242
3623.779
6152.332
9942.773
1
1
1
1
1
1
O.26084e-31
O.170871E"32
0.24376€·31
O,17390e"32
O,42717e';"33
O.22160E';'32 5.188
15
4
1 1
COEFICIENTE COEFICIENTE DESVIACION
ESTIMADO REAL PORCENTUAl.
8 o O.10760E·11 O.10S95e';'1' 1 .. 56
B 1 ...O,315?3e .. 13 ..O.3S026e .. 13 9,86
B 2 "O,72055E-13 ...O.7'OO52e-13 2.86
B 3 ",0,10860E"12 -O.10S08e-12 3 .. 35
B 4 "'O.14150E""12 -O,14010E-12 1.00
B 5 -O.1798ge-12 ..O.17513E-12 2.72
**'*' DISENO AXIAL *'*'*
INCREMENTO 0.0015 VIJI\!TO IrdCJAL (.uOOu s 1
�1 U L A e 1 u '" F 1 - 1 1
Xv x 1 x "( x.$ XL. x)
y
1• G o o 2.73'" Ü.V(;U (j • (j o r o • u O:) ().OüO
Ü.i)tl639E-1l.
1• () o v .. 2 • 7 j '�i u.GOL! (1 .. 0(J() o • o o �¡ iI.üOU
0.MS,166E-1L.
1.()(J(J ú.OilU 2.739 C.OGO Ij • \) Ü i:' e.ooo ().�522l,iE
.. 14
1.Cu0 IJ • (, (l L' -¿.75� Ci • () l; \) G.uurj 0.000
O.Q40??E ... 1�
1.0GU o • v r.: :_, �l • ÍJ 0 u 2 • 7 �
" J) • u o ,�j (; • Ú o () J.C:2�;-,3E-j4
1• e 0 o u.don v.vOI) -2.7:5(, (J.OO:, u.OUt) o •
) 1 2. �, 3 E - 1 4
1• o J o {) • (; (; lj D.UUli :j.(10u 2. n í
"
• o o () O.�?570E .. 1i.
1.(¡OO C}.jJn v • (j ,) v G.J(lO -'2.73;. 8.000
O.ii3418E-L.
1 • e, O;) n • (J e, '.:' i..: • e '..)'..._; !;.Ouc o o o ,j r: ¡ •
7 S 1 Ü.:"'O?-;'.?E-14
..
, • lJ J (j \) • CJ L' :,.) ,', • l; (i \) �: • (} G \.' (; • i..i J ,i -2.rs.)
Ü."'')01c:E-1l.
1 • Vve, l.' • e' u r: \.) • \." \.) u ;;.• () o \,¡ U • U J._i :_! fa O o ()
O • >: 1 ¡ .. 4 '= - 1 4
1 • C¡ G '" (!.L):;�i O .. U íj U t: • () t) l.1 (; , tj V
.-, ,:.(Ji)(j O.!,77�4E-'¿
1 • v v V o • o ú ;) J.U\)(; 'J.I)ÜU O • 0 O ,_) ;, • Ü Ú O
O."'ó-ie:jE-14
1 • el u o i) • Ü (í :) IJ.ÚD\; (j.I)Q0 (, • (10 ,j (, • o o o
O.�73t1E .. 1L.
1 • () (¡ (.¡ (l.OOJ (J.ÜÚl! o • (¡ (J o O,iJÜC' n.ooo O.1"1(,:U7E
.. 14
eCUACIONyANALIsrs OE VARIANZA
GRADO1S¡MULACION F1-11
TUTAL
BO
b1
B2
83
b4
BS
RESIDUAl.
ERROR
DESAJUSTE
COEFICIENTE
O.87679E-14
-O.46150E-16
-O.10668E-15
.. 0.15336E .. 15
-O.2ü170e ... ,S
-O.26885E-1S
APROXIMACIONA�A ECUACION REA�
OESVIACIONPORCENTUA� MEDIA: 4.03
SUMA De CUADRADOS
0,11554€-26
O.11531e-26
0,319471:-31
O.17072e-30
O.35281e"'30
O,61026e-30
O.10842E-29
O.24375e"'31
0,599606-32
O,1837ge-31
COEFICIENTE
ESTIMADO
B o O.10444e-11
B 1 ...O.30766E-13
B 2 -O.71122E"'13
B 3 -O.10224E-12
f3 4 "'O.13447E-12
6 S .O.17923E-12
Gl.
1 5
,
1
,
1
1
1
9
4
5
MEDIA CUAORATtCA
O.11531e.-26
0.319476-31
O.17012e-30
O.35281e .. 30
O.61026e"30
O,10842e-29
O.27083E .. 32
O.14990e .. 32
O.367S8�';'32
COEFICIENTE
REAl..
O.1059Se';'11
..O.3S02óe·13
-O.1QOS2E-13
..O.10S08E';'12
-O,,1401Qe-12
';'O.11513E.1Z
F EXPERIMENTAL
769277.560
21.312
113.888
235.366
407.116
723.297
2.452
OESVIACION
PORCENTUAL
1.42
12.16
1 .53
2,70
4.02
2,,34
*** DISENO FACTORIAL ***
INCREMENTO 0,0015 PUNTO INICIAL 2.0000 SIMUlACION F1 .. 12
xO X1 x2 X3 xl. x5 y
1.000 1.146 1 .146 1 .146 1 .146 1 ,,146 O.78796e-14
1.00 O 1.146 1 .146 1.146 .1,146 "1.146 O.89169E .. 14
1.000 1 .146 1 .146 -'.146 1 t 1 46 -1.146 0.81881E .. 14
1• O O O 1 .146 1 .146 .. 1.146 �1,146 1 .146 O.87182E-14
1.000 1 • , 46 "1.146 1.146 1 .146 "1.146 O.87280e-14
1.000 1 .146 ·1.146 1 .146 ';",146 1 .146 O.85884E .. 14
1• O O O 1 ,146 -1.146 -1.146 1 .146 1 .146 0.84911e-14
1.000 1 .146 ... 1.146 ..1,146 �1,146 �1.146 O.96433E-14
1• O O O -'.146 1 .146 1.146 1 .14 () "'.146 0.86088E-14
1• O O O .. 1.146 1 .146 1.146 ';'1,146 1 ,146 0.84681E .. 14
1• 000 "'.146 1 .146 "1.146 1,146 1.146 O.83406E .. 14
1.000 ... 1.146 1 .146 -1.146 ';"',146 .. 1,146 0.95003E';"14
1• 00 O ·1.146 -1.146 1.146 1 ,146 1 .146 0.81763E .. 14
1• O O O "'.146 .. 1.146 , .146 ';".14f .. ,.146 O.94531E-14
1.000 -1.146 -'.146 -'.146 1 .14 () -'.146 O.91?21E-14
1.000 .. 1.146 "".146 .1,146 ';",146 1 .146 0.90735E-14
1.000 0,000 0.000 0,000 0,000 0.000 O.86877E-14
1• O O O 0.000 0.000 0.000 0,000 0.000 0,,87393E-14
1.000 0,000 0.000 0.000 0.000 0.000 0.87443E-14
1.000 0.000 0,000 0.000 0.000 0.000 0.87458€-14
1.000 0.000 0.000 0.000 0,000 0.000 O.87391E-14
ecuACIONyANALISIS DE VARIANZA
GRADO1SIMlJLACION F1"12
TOTAl.
8O
B1
B2
83
b4
El5
RESIOUAL.
ERROR
DESAJUSTE
COEFICIENTE
O.87715e-14
-O.S6704E .. 16
-0.11485E-15
"'O.1586Se"'15
.. 0 .. 227891: .. 15
-O.27686E-15
APROXIMACIONALA ECUACION REAL
DESVIACIONPORCENTUAL MEOIA : 6.27
SUMA DE CUADRADOS MEDIA CUADRATICA F expERIMENTALGL
O,16194e .. Z6 21
1
1
1
,
1
1
O.16157e-26
O.67522e ... 31
O.2769ge-30
O.52853e-30
O.10906E .. 29
0,16096E"29
O.28047e';'32
O.60214e-33
0.360S7E-32 5.988
2683318.000
112.137
460.011
877.757
1811.192
2673,,200
O.16157E-26
O,67522e"'31
O.2769ge"'30
O.52853E-30
O.10906e-Z9
0,,16096E"'29
O.42071� .. 31
O.2408óe"32
O,39662e-31
., S
4
11
COEFICIENTE COEFICIENTE DESVIACION
ESTIMADO REAL PORCENTUAL
B o O.11220e-11 O,10595e .. 11 5,90
B 1 ..O.37s03e .. 13 ..O.35026e-13 7.93
8 2 "O.76565e-13 -O.70052E .. 13 9,,30
a 3 -O.10S76e ... 12 .. 0.10508E-12 0.65
B 4 ..O.1S193e ... 12 ..O.14010e .. 12 8.44
a 5 ..O.18457e"'12 ...O.17S13E-12 5.39
- 186 -
4.1.2.2.- Función F-2
Como función F-2 se ha designado a la fun
ci6n cuya expresión matemática es:
y = 100/{xI + 2x2 +2 + 4x24 (4.2)
Los coeficientes ligados a cada variable
son los mlmos que en el caso de la función F-1 y que en
el caso de las demás funciones estudiadas. Igualmente -
el gradiente disminuye a medida que los puntos se alejan
del origen de coordenadas.
Los incrementos y los puntos iniciales -
en que las ecuaciones han mostrado ser estadísticamente
significativas han sido los siguientes:
Punto inicial Incrementos 0,12 y 0,10
11 11 1,5 11 0,16 Y 0,14
11 11 2,0 11 0,18 Y 0,16
Los coeficientes del desarrollo en serle
de Taylor hasta primer orden correspondientes a los dis­
tintos puntos iniciales se muestran en las tablas si---­
guientes .(sim�laciones F2-1 a F2-12), bajo la denomina­
ción de coeficientes reales. Asimismo se muestran los -
resultados de los diseños, las ecuaciones obtenidas, los
análisis de varianza correspondientes, así como la comp�
ración coeficiente estimado - coeficiente real, en térmi
nos porcentuales.
I�CRE�ENTO O.1�OO
xí)
1.00(l
1 • o o o
1 • f, V \.i
1.000
1.(¡Oll
1 • U G U
1.')00
1.üuv
1.000
1 • V U (;
1 • ij o o
1 • 1) Li l�
1.(ldtJ
1.nl)Ü
1.vuO
�. 1
? • 1 5 ,;
-2.7;,;
o.Ctr)(1
0.00n
Ü • (J ('. ()
lJ.OCt'J
C'.(j(lp
(j • U li o
el • u �', �_)
1,' • l) () :1
\.: • ü ,) ¡�,
�:I • (� c: f'
G • (1 e 0
l: • o n l'
O.OOG
x.l
0.0(10
U.DD()
(.759
-2.73'f
1) • Ü u (..<
O.uOU
lJ.uOC
e • u o l'
v • (. u U
li • (¡ l' G
í., • v J l,
�:.• lj (; \)
u • v U!j
u.(iUv
ll.\)OV
'Ir'lr,.. DISERO AXIAL
plj�nO INICIAL 1.0000
,3
U.ClOO
(,.von
0.000
0.000
2. ?Yi
-¿.73·
ü.!)Gi)
e, • (! o o
() • i) o o
f_; • ,) o e
n • o U ti
!: • i, () !)
('.1) 0 1)
n.GOI)
f,.OOü
>.4
o.o()()
(1, o o l.:
O,OOu
1) • II \) "¡
1) • o u ')
O.llÚIJ
¿ • 75 .;
-2.73"
o • () o f;
O.uoe'
e.UOi)
c. u Ü ,,'
Ij.JO')
O.UI)(1
v. o o (J
... * ...
x5
o.üOO
G.OUO
(;.000
n.ooo
(; • Ü o 0
0.000
'J.000
n.ooo
2.75:J
,,2.75(,
u.l:OU
;' • o J o
·;.00\)
:j. e, o (1
0.000
� 1 r.� \J L A e 1 (J � � 2 - 1
v
o • 2 s 2 ,) 4 E :1 2
ü.26¿O(jE 02
O.24055E u2
O.(b',:,"!: i)2
1) • 2 4 (, 5 5 F :; 2
O.'27574¡: 02
J • ¿ 3 5 " Q F: d 2
O.21'i36E 02
o • 2 3 \.i /", l. F (¡ 2
(1 • '2 ..; 7 3 5 r: í) 2
ü.¿C,,:,,1�f. (;(.
C.257J2E: 1")
(1.¿;".,45E 1)2
o • '2 5 � � 5 E o 2
O.2')71SE u?
ECUACIONy NALISlS DE VARIANZA
GRADO1SIMULACI0N FZ- 1
TOTAL.
ElO
ti1
ti2
B3
b4
85
RESIDUA�
ERROR
DE.SAJUSTE
COEFICIENTE
O_25768E 02
"'O,18337E 00
-0.40524E 00
-0.605991: 00
-O.83389E 00
"'O.10318E 01
APROXIMACIONALA ECUACION REAL
OESvIACIONPORCENTUAL MEDIA: 2.85
SUMA DE CUADRADOS
0.999491:: 04
Ü,99598E 04
O.50436E 00
O.24633e 01
0,55083E 01
O.10431e 02
O,15968E 02
(l,11184E 00
O,44683e-01.
Q,12715E 00
COEFICIENTE
EsrP-1AOO
8 O O,51270E 02
8 1 -O,,15281E 01
B 2 ..O.33770e 01
El 3 "'0.50499E 01
8 4 -O.ó9491e 01
B 5 "'O.B5982E 01
GI..
15
1
1
1
1
,
1
9
4
5
i>iEOIA CUAORATICA
O.99598E 04
O.50436E 00
0.24633e 01
0.550831: 01
O.10431e 02
0,159681: 02
O,19093e-01
0.111715-01
O,25431e�01
COEFICIENTE
REAL.
O,51640E 02
�O.1'7Z13E 01
-O.34427E 01
-O.51640E 01
.. 0.68853E 01
...O.86066E 01
F EXPERP'lENTAL,
891604.060
45.150
22(J.510
493.102
933.750
1429.498
2.277
OESVIACION
PORCENTUAL,
0.72
11 .23
1 .91
2.21
O.Q3
0.10
*** DISENO FACTORIA� ***
INCREMENTO 0,1200 PUNTO INICIAL 1.0000 SIMULACION F2 .. 2
xo x1 x2 X3 )(4 X5 V
1 .00 O 1�146 1 .146 1�146 1,146 1 ,146 0.22724E 02
1 • O O O 1 .146 1.146 1.146 .. 1,146 .,.146 0.26398€ 02
1.000 1 ,146 1 .146 -1.146 1,146 -1.146 O.25728E 02
1 .. 000 1.146 1 .146 .. 1.146 .. 1.146 1 .146 O.2S301E 02
1 • U 00 1.146 .. 1.146 1.146 1 " , 46 ,,1,146 0.2S200E 02
1.000 1 .146 -1.146 1 .146 �1.146 1 .146 O.24Q39E 02
1.000 1 .146 -1.146 -1.146 1.146 1.146 O.24438E 02
1 .. 000 1.146 ... 1.146 -1.146 .. 1,146 .. 1.146 O.29072E 02
1.000 "1,146 1.146 1.146 1 ,146 "'.146 O,24990E 02
1.000 .1.146 1.146 1.146 .. 1,146 1 .146 O.24483E 02
1.000 ·1.146 1 .146 -1.146 1,146 1 .146 O.2401SE 02
1.000 ... 1,146 1 .146 -1,146 .. 1,146 -1.146 O.28679E 02
1.000 "1,146 ·'.146 1.146 1.146 1.146 O.23S90E 02
1.000 -1.146 .'.146 , .146 .1,,146 .. 1.146 O.28029E 02
1 • 000 "1.146 -1,146 -'.146 1,146 -,,146 O.27422E 02
1.000 ... 1.146 -1,146 �1,146 .1.146 1,146 O.26868E 02
1 • 000 0.000 0.000 0,,000 O�oOO 0.000 O.25801E 02
1.000
.
0,000 0.000 0.000 0,000 0.000 O.25706E 02
1 • O O O 0.000 0.000 0.000 0.000 0.000 O,25621E 02
1 • O O O 0.000 0,000 0.000 0,000 0,000 O,,25956E 02
1,000 0.000 0,000 0.000 0,000 0.000 O.25891E 02
ECUAcrONy NALISIS cE VARIANZA
GRADO1SlMULACION F2- 2
rOTAL
Bo
B1
S2
B3
El4
BS
RESIDUAL
ERROR
DESAJUSTE
COEFICIENTE
O.2S755E 02
-O.23327E 00
-O.39498E 00
-O.60930E 00
-O,,85443E 00
...O.10453E 01
APROXIMACIONALA ECUACION REAL
OESVIAC!ONPORCENTUAL MEDIA: 4,02
SUMA DE CUADRADOS
O.13981E 05
0.13930e 05
O.11427e 01
0,32763€ 01
O.77963E 01
O.15331E 02
O.2Z944E 02
O.79442E 00
O.14293E-01
0.12013E 00
COEFICIENTE
ESTIMADO
H o O.51899E 02
8 1 ;"0.19439E 01
8 2 -0,,32915E 01
8 3 -O.50775E 01
8 4 -O,,71203e 01
El 5 -O.87106e 01
GI..
21
1
1
1
1
1
1
1 !)
4
1 1
MEDIA CUADRATlCA
O.13930E 05
O,11427e 01
0.32763E 01
0.77963€ 01
0.153311: 02
0.22944e 02
O.52961e"01
O.18573E""01
0,,654661:"'01
COEFICIENTE
REAL
O.51640e 02
';'0,172131: 01
.. 0.34427e 01
-O.51640E 01
..O.68853E 01
.. 0.86066E 01
F EXPE�lMeNTAL
749990.180
61.526
176.398
419.159
825.447
1235.342
3.525
oeSVIACION
PORCENTUAL
0.50
12.93
4.39
1.67
3.41
1.21
*** DISEfW AXIAL "'**
r�C�E���T0 0.1000 rJ IHH (1 1 i. 1 e 1 A L 1. G o o o SIMULAcro',) F2- 3
x ¡) X1 x? ;t3 'i4 xs y
1• 00 Ü 2. ts» u • v o l: i_;.UOO (j • u o Ij ::'.000 O.2S457E 02
1.u()() -2.7'>'- Ü.üOu c'.O(lO o.noo !_'.ooo C.26457E 02
1.(JlJO O.OIJO 2.139 O.00u o • o ú el 1) • Ú Ü O O.?4S2AE 02
1• I.} (¡ \) \J • v L' 1) -2.759 ,) • o U \' \) • U,) l' :'1. Ü O o o • 2 1) f, �) 4 E Ü;,:
1.r.vU 'J.Ü!;í) O.liiJ\.; 2.73 (; .0 • U IJ !=i :) • 0 O 'j O.241<;H 02
,• o u O o • \1 e o O.(JI)Li "2.73" e , o o \! ,) • o o o O.¿6'i7¡;f:: ()2
1• r) Ü o () • (1 U :. :; • [, 1.1 lJ ti. U o o 2 • ? 3'� '1.ü(JO O.(.s"S6E o ?
1• r) U (l O.00J (; • \.; U 1) ll.OO;') -2.73'1 (; • o o o O.2761?E O?
1.C')O \_! • o ;) � 1 �: • 1.J e '.; (�.ÜCI�; ('.(jU'! ( • 7 � '.) u.234,,":/)¡: J¿
í• �! V !) '."l • ü!) 'i .�} • u o t: fi • l' {I (J \i.\_iU�' -¿.75;:' ü.;,�.,MCE' 02
1.(,u() el. VI':' Ó•• ' • e 1) l; �,.(;l),) (¡ • i) iJ ,) .; • :¡ o o o • ¿ "; (J 1 1 F o ?
1.(JUU u.Uf,) G • U :.J ,'¡ ;) 8 1) o J G • \) U ,¡ ;' • o \) U (J.2)f)''E: 0?
1• (, (; (¡ o • o � o V • U (J Ij ¡�, • (10 J e "I.� ') ,) (-.0')0 O.2S"15E 02
'1.000 \) • J �) �J u.uOu ';.í)l){, o.uuu ¡¡.(JOU O.¿S:'14t 02
1.00ü ().O')f) (1 • G 1) () \¡. ')01) (j • ü v () c.uoo ü.2.,U27E 02
ECUACIONyANALISIS DE VARIANZA
GRADO1SIMULACrON F2- 3
TUTAL
6O
B1
;32
b3
B4
[15
RESIDUAL
ERROR
lJESAJUSTE
COEFICIENTE
o.25784E 02
-O.18634E 00
-O.39027E 00
-O.51SY4E 00
-O.66754E 00
..O.86061E 00
APROXIMACION�LA eCUACION REAL
OEsvtACIONPORCENTUAL MEDIA: 4.24
SUMA DE CUADRADOS GL
0.99969E 04 15
0.997196 04 1
0.52081€ 00 1
O.22846e 01 1
Q.39929E 01 1
0.66841E 01 . 1
O,11110E 02 1
O.47039E 00 9
0.1821912 00 4
O.28821E 00 5
MEDIA CUAORATICA F EXPERIMENTAL.
0.99'71ge 04
0.52081€ 00
O.22846e 01
O.3992ge 01
O",ó6841e 01
0.11110e 02
218936.180
11.435
50.160
81.667
146.152
243.917
0.52266€-01
0.45547€-01
O.57641e-01 1.266
COEFICIENTE COEFICIENTE OeSVIACION
eSTH1AOO REAL PORCENTUAL.
B O O.51990e 02 0.51640E 02 0.68
8 1 -0_18634€ 01 ...O.17213E 01 8.25
8 2 -0,390271: 01 ...O.34427E 01 13.36
8 3 -O.51594E 01 -O.S1640E 01 0.09
B 4 -O,66754e 01 ';'O.68853E 01 3.05
B 5 ..O.86061e 01 .. 0.86066E 01 0.01
*** DISENO FACTORIAL ***
INCREMENTO 0.1000 PUNTO INICIAL 1.0000 SIMUl.ACION F2,. 4
xO X1 X2 X3 X4 X5 y
1 .00 O 1,146 1,146 '.146 1 ,,146 1 .146 O.23037E 02
1.000 1 .146 1 .146 1 ,,146 ';'1,146 "1,146 O.26278E 02
1.000 1 .146 1.146 ",'.146 1 .146 -'.146 O .. 26000E 02
1 "O 00 1.146 1 .146 ... 1.146 ';"1,146 1 .146 O.25582E 02
1 • O O O 1,146 ... 1.146 1,,146 1 .146 ... 1.146 O.2S350e 02
1 • O O O 1 .146 .. 1.146 1.146 ..1,146 1.146 O,,24927E 02
1.000 , w 1 46 ·'.146 .. 1.146 1.146 1 .146 O.24194E 02
1.000 1.146 ... 1.146 ",'.146 ';'1,146 "'1.146 O.28853E 02
1 • O O O ,,'.146 1 ,,146 1 .146 1.146 -1.146 O.24926E 02
1 • O O O ",,1.146 1 .146 1.146 "',146 1.146 0.24857E 02
1.000 "'1.146 1 ,,146 ... 1,,146 1 ,146 1 ,146 0.244311: 02
1.000 -1.146 1 .146 -'.146 -1.146 ·1.146 O,28054E 02
1 • O O O "'1.146 -1,,146 1.146 1 .146 1.146 O.24122E 02
1 • O O O ·1,146 ... 1.146 1 .146 ';"1,146 -1.146 O.27617E 02
1 • 000 -'.146 -1,146 -1.146 1.146 "1.146 O.Z7378E 02
1 • O O O ... 1.146 ... 1.146 .1.146 ';'1.146 1.146 0.26727E 02
1.000 0.000 0.000 0.000 0,000 0.000 0.25759E 02
1.000 0,000 0.000 0.000 0.000 0.000 O.25622E 02
1.000 0.000 0.000 0.000 0,000 0.000 O.25920E 02
1.000 0.000 0.000 0,000 0,000 0.000 0,,25874E 02
1 • O O O 0.000 0.000 0.000 0,000 0.000 O,25792E 02
ECUACIONyANALISIS oe VARIANZA
GRADO1Sl�ULACION F2- 4
TOTAL
BO
El1
f32
B3
a4
B5
RESIDUAL
ERROR
DESAJUSTE
COEFICIENrE
Q,,25808E 02
"O.18277E 00
"'O,,3635se 00
-O.58086E 00
-O,,70460e 00
-O.87499E 00
APRO�IMACI0NALAECuACION REAL
DESVIACIONPORCENTUAL MEDIA: 5,11
SUMA DE CUADRADOS
O.14024E 05
O.13987e os
0.70152E 00
0.27756€ 01
O.708S3E 01
O.10426E 02
O,16078E 02
0.555251: 00
Q,53008E"01
O.50224E 00
COEFICIENTE
ESTH1ADQ
8 o O,52875E 02
8 1 ",O.18277E 01
B 2 ...O.36355E 01
8 3 ..O.58086E 01
8 4 -O.70460e 01
8 5 -O.87499E. 01
GL
21
1
1
1
1
1
1
, 5
4
1 1
MEDIA CUADRATICA
O.13987E 05
0,,70152E 00
O.27756E 01
O.70853E 01
O,10426e 02
Q,16078E 02
0.37017e"01
0,13252€-01
O.4S65ge-01
COEFIcrENTE
REAL
O.51640e 02
-O.17213E 01
-Q,34427€ 01
.O.S1640e 01
...O.68853e 01
-0.86066E 01
F EXPERIMENTÁL
1055430.000
52.936
209,,444
534.653
786.717
1213.227
3,,445
DESVIACION
PORCENTUAL
2.39
6,,18
5.60
12.48
2.33
1.67
••• DISEfW AXIAL .*.
1i'i e R E n E .\1 Ti) o • 1 /� o o �'lJ�\TCl INIC!!\L 1.5000 SII-1ULACION �2 .. 5
x\.' '(1 XI d x4 x5 y
1.000 2. 1 � ,.¡ 0.01)0 ü.Oúu O.Out) ').000 O.1i)><Z7E o:?
1• (1 Ü o - 2 • 75') O.Ol¡(_¡ O.vOl) OeU()O ,).000 0.1 r4hCE 02
í.t�Ü() () • Ü !) G t.7.,lf O.OOu v.oo(j c.oü6 O.lb4(-,5E 02
1.\)00 O.O'Jí) -c.75G 0. o o ,) 0.000 C.ooo O.177S6E 02
1.(01) 'l.CO;) L.vv(; (: • 13 J .() • o o (; 1.000 O.1�15tE 02
1.1)0 J ;) . o: U (..l(!U - 2. 73 '¡' o • u o iJ ,�;.ooo O.'�05tf 02
1.()v(} 0.0\)1) 1; • l) V l' o , o U n 2. I S''; ro • U () ,] O e 1 5 "" t� S E 02
1.(",00 U • O ¡') () ¡, • V Ü (1 d.GO\) - 2 • 1 S o':¡ ¡J.(lOO O.1/".5S9E 02
1• ,j o ,1 u.e:J! �,.t_JC;�J ;'"¡ • () O :1 Ü e 1) O ,) "2.75 ti O.15:;ct.E 02
1• o O O J • (; ) (: U • \) (¡ 1.1 " • e G l; (! • ¡) 0 '\ <? • 73'; 0.1!'(�/l¡: O?
1.1: d 'J r: • �J 1:; ·.�t 1.1 • 1) \.' l. o:.JuC (_; • (1 d ' t , • O \) o O.172><KE (' -,ele
1• i) I.H' \} • (j (j (- l,l • � ¡ � ! lJ ":.(J()C \J • Oí l:j �'.JU() O.171-:0f:: 02
1• I.,() \) i.} • G () J:�; i) • U \.i I.._J t'.OO\) (; • () U !) �I • O () O ü.172r))E r .,. .1 t:
i.()úO 1) • O O (\ J.UG0 i) • 1] (; v O.U()!) í¡.OOO O.1714t>E \) 2
1.000 u.oar v.vco ( ... Q G \) e • \! Ü r) ,).000 O.17175E o z
eCUAC¡ONy NA�ISIS DE VARIANZA
GRADO1SIMULAClúN F2� 5
TOTAl.
RO
e1
B2
B3
B4
ti5
RESIPUAL
ERROR
DESAJUSTE
COEFICIENTE
O.17168E 02
..O.1172aE 00
-O.2355ge 00
..O.34686E 00
"O.45006E 00
-O.60303e 00
APROXIMACIONALA ECUACION REAL
DESVIACIONPORCENTUAL MEDIA: 4.24
B o
B 1
8 2
B 3
B 4
B 5
SUMA DE CUADRADOS
0.44327E 04
Q,44213E 04
O,20633e 00
O.8325SE 00
O.18047e 01
O.30384E 0'1
O.54S47E 01
0.54068e"'01
O,1S378E-01
Q,38689E ... 01
COEFICIENTE
ESTIMADO
O.33601E 02
-O.73301E 00
"O.14724E 01
"O.21679E 01
-0.281291: 01
"'O.37689E 01
GL
1 5
,
1
1
1
,
1
9
<.
s
MEDIA CUAORATICA
0.44213e 04
0.20633e 00
0.8325Se 00
0,18047€ 01
0.30384E 01
0.54547� 01
O.6007Se-02
0.38446e .. 02
0.773791:-02
COEFICIENTE
R EA l.
O.34426E 02
-O.76503e 00
-O.15301e 01
-O.22951E 01
-O.50ó01E 01
.. 0.38252€ 01
F eXPERr¡V1ENTAI.
1150012.000
53.667
216.552
469,,404
790.293
1418.792
2.013
DESVIACION
PORCENTuAl.
2.40
4.19
3.77
5.54
8.08
1 .47
*** DISENO FACTORIAL ***
INCREMENTO 0.1600 PUNTO INICIAL 1.5000 SIMUI.ACrON F2 .. 6
xo X1 X2 X3 X4 X5 y
1,,000 1 " 146 1 .146 1,146 1 ,146 1 .146 O,,1541dE 02
1 • O O O 1 ,146 1 .146 1.146 ..1,146 -1.146 0.17504€ 02
1 , O O O 1 ,146 1 ,146 ·'.146 1 � 1 46 .. ,.146 O.17268E 02
1 • 000 1.146 1 .146 -'.146 "1,146 1.146 O.17034E 02
1.000 1 .146 "'1.146 1.146 1 ,146 -,,,146 0.169651: 02
1 ,O O O 1 ,146 -'.146 1 .146 ,,1,146 1.146 O,16535E 02
1 "O O O 1 .146 -1.146 .. 1.146 1.146 1.146 O.16644E 02
1 .. O O O 1 " 146 -1,146 "'1,146 -1.146 -'.146 0.1910ZE 02
1 • O O O "'1.146 1 .146 1.146 1,14� -1.146 O.1670SE O,
1.000 "".146 '1 .146 1 .146 ·',146 1.146 O.16378E 02
1 • O O O -1.146 1.146 .... 1.146 1.146 1 ,146 O.16140e 02
1 "O O O "1.146 1 ,,146 -'.146 -'.146 "1.146 O.18852E 02
1 lO O O O .1.146 .. 1.146 1 ,146 1 .146 1.146 O,1S912E 02
1.000 -'.146 ... 1,146 1.146 ':'1.146 -1,146 Q.18489E 02
1 "O 00 -1,,146 -1.146 -1,146 1.146 -1.146 O.18195E 02
1.000 "'.146 .. 1,146 -1.146 ':'1,146 1,146 O.17817E 02
1 "O O O 0,000 0.000 0.000 O,QOO 0.000 O.17347E 02
1 • 000 0,000 0.000 0.000 0.000 0,000 0,17099E 02
1 • O O O 0.000 0.000 0.000 0.000 0.000 O.17122E 02
1 ,O O O 0.000 0.000 0.000 0,,000 0.000 O.17146E 02
1 • O O O 0.000 0.000 0.000 0,000 0,000 0.17214E 02
ECUACIONy NA�ISIS DE VARIANZA
GRADO1SIMULACION F2- 6
TOTAL.
ao
s1
B2
83
84
B5
RESIDUAL
ERROR
DESAJUSTE
COEFICIENTE
OIl'7188E 02
-O.11016E 00
-O .. 23786E 00
-O.3898óE 00
..O.46178E 00
-O.61115E 00
APROXIMACIONALA ECUACION REAL
DESVIACIONPORCENTUAL MEDIA: 4,27
SUMA DE CUADRADOS GL.
O.62211e 04 21
0.62039€ 04 1
O.25485E 00 1
O.11881E 01 1
O.31918e 01 1
0,447801: 01 1
O.78437E 01 1
O.27798E 00 1 5
0.46148e .. 01 4
O.23183E 00 1 1
MEOIA CUADRATICA F EXPERIMENTAL.
537740.370
22.090
102,982
276.661
388.143
679 .. 874
Q,6203ge 04
O.25485e 00
0.11881e 01
O.31918e 01
O.44780e 01
O.78437e 01
O.18S32e-01
O,,11537e-01
0.21075e-01 1.827
COEFICIENTE COEFICIENTE OESVIACION
ESTJlv1ADO REAl. PORCENTUAl..
8 o O,34164E 02 O.34426E 02 O�76
8 1 "'O.68851E 00 ..O,76503E 00 10,00
El 2 -O.14866e 01 -0.153011; 01 2.84
B ;3 -O.24366E 01 -0.22951E 01 6.17
8 4 ..O.28861E 01 ...O.30601E 01 5.69
a 5 -O.38197E 01 ..O.3a252e 01 0.14
......... DISE110 AXIAL ***
Ir�C�t:·�f-NrO 0.140(; � '.' i'; r o I�; 1 e J ,; L 1. s o O o S!i"1L1LACION �2- 7
Xv X 1 XI x,5 Xl. x 5 y
1.000 2.7.3 .) (i.(JOV o • O O 'J 0,001) n.ooo O.16,1<t}6E 02
1.\;0(1 -2.7S� u.OOl! o • o o U U,ouu (;.000 ú.1753.3E 02
1.(,OC. lJ • l�) (} J ¿.15(¡ ;) • o o i) o.OU'.l v.OOl) O.16t.,,4E 02
1 • ;j u ') u • (i e) (' -2.lSQ I_I • C' Ü i_l 0.000 (\ • O 01,) O.177(.?E O?
1.Ctt)U �) • (i \ ) ,_, ;) • U () t; �. 73.¡ .().OOU " • O Ü 0 ú.1b25YE 02
1 • I} 1) \) U • Ü (_, t; o • l; L) l: -(.73':, U • (! 0 .; ,', • O O U O.179G¿E O�
, • U \i O O • (J J e (, • U l; U (1 • Cí Ll ti ? • 75 ,¡ ,:.000 O.15";7.H 02
1.UUÜ r • (j {)'1 lj • e 0 U 1: • J u v -2.73.; 1:.000 0.1::-:.H5E 02
1. (!í!u {] " l' {J � • v.C()�.I r· • ¡"} o r,: U • 1) ¡j I.J 2.7.3 ¡ (l.15 ... 2?: (\2
1 • :) .) 1) ,"J. U �: ¡: .• • 'J \) e .' • n 11 \) U.I)ti�1 - 2 • 7 .3 Cf O.lK!Cl!4,t 02
1 .' ',) \} �; • U l�' \: \.: • �I U U r- • \ J U �.; (¡.u�)\j ;".(j(1(1 C.1727Sf: 02
1 • i) \) 1) t�.(¡()·j v. • 'j () L i! • I,'r (1 f) U • U (} .l .1 • ÍJ 1) i) Ü.l1;)�!: 1)2
1.(l(1(j 1 j • (J G .) ., • v tj lJ • J • :) LJ \ i 1),\)\)1' ".000 O.1727SE r, "J�
1 • L· í.i U \�i • G �) .� l, • e u (1 i.l.(j(lU (¡.\)lj{i c., • o o 0 O.1122xt Oí?
1.(}ÜO e • o l) ,\ U.uvO II • U () iJ 0.\)0.1 n.ooo O.1?2C'4E 02
"';.
ECUACIONy NALISIS DE VARIANZA
GRADO1SIMULACION F2. 7
TOTAL
BO
B1
ti2
83
84
B5
RESIDUAL
ERROR
DESAJUSTE
COEFICIENTE
O.1720SE 02
-O.11626E 00
-0.22965€ 00
"O,31630E 00
...O,44010e 00
-O.52150E 00
APROXIMACIONALA ECUACION REAL
OESVIACIONPORCENTUAL MEDIA: 3,86
SUMA DE CUADRADOS GL
Q,44499E 04 1 5
0.444031: 04 1
O.20273e 00 1
0,791111; 00 1
O.1S007E 01 ,
O.29053e 01 ,
Q,40795E 01 1
0.67565E-01 9
O.10383e-01 4
O,57182e-01 5
¡.!feOIA CUADRATICA F EXPERIMENTAl.
O.44403e 04
O,20273e 00
O.79111E 00
O.1S007E 01
Q,29053E 01
Q,4079Se 01
O.7S072e .. 02
0.259S8e .. 02
0.11436e"01
1710616,000
78.102
304.769
578.124
1119.247
1571.606
4,406
COEFICIENTE COEFICIENTe OESVIACION
ESTIMADO REAL PORCENTUAL.
B o O,,34ó03E oz O.3442óe 02 0.52
8 1 ..O.83041E 00 ..O.76503E 00 8.55
B 2 ... O.16404E 01 ..O.1S$01E 01 7w21
B 3 -0.22593E 01 -O.22951E 01 1.56
8 4 ..O,,31436E 01 ..O.30601E 01 2.73
B 5 -0.37250e 01 -O,,382S2e 01 2.62
*** DISENO FACTORIA� ***
INCREMENTO 0.1400 PUNTO INICIAL 1.5000 SIMUL.AC10N F2· 8
XO X1 X2 X3 x4 X5 v
1 "O O O 1 .146 1 .146 1 ,146 1.146 1 ,146 O.15588E 02
1.000 1,146 1 .146 1.146 ... 1,146 "1.146 O.17383E 02
1.000 1 .146 1 .146 -1.146 1.146 -'.'46 O.17199E 02
1 • O O O 1.146 1 .146 -1.146 -1,146 1 ,,146 O.17083E 0,
1 "O O O 1 " 146 "'1.146 1.146 1,14() "1,146 O.16869E 02
1.000 1.146 -1.146 1 .146 .. 1.146 1.146 O.16860E 02
1.000 1 .146 -1.146 ""',146 1 ,146 , .146 O.16514E 02
1.000 1 .146 ... 1.146 -1.146 ':'1,146 "1,146 O,18<,óOE 02
1.000 ·1,146 1 ,,146 1 ,,146 1,146 -1,146 0.16867E 02
1 • O O O -1.146 1 .14ó 1 .146 ';'1,146 1 ,146 O.16578E 02
1 • O O O "'1,146 1.146 -1.146 1 � 146 1 .146 O.16282E 02
1 • O O O -1 ,146 1 .146 .. 1,,146 ';"1.146 -1.146 O,,18518E 02
1,,000 "'1,146 -1,146 1 .146 1.146 1,146 O.16074S 02
1.000 -1.146 ... 1.146 1 .146 ';'1,146 -1.146 O,18288E 02
1 "O O O -1.146 "'1.146 "'1,146 1 .146 -1.146 0,18084E 02
1 "O O O ... '.146 ... 1.146 .. 1,,146 -1,146 1 .146 O,17770E 02
1.000 0.000 0.000 0,000 0.000 0.000 O.17223E 02
1 � O ° O 0.000 0.000 0.000 0,000 0.000 O.17340E 02
1 ,O O O 0,000 0.000 0,,000 0.000 0.000 O.17103E 02
1 • O O O 0.000 0.000 0,,000 0.000 0.000 O.17216E 02
1 "O O O 0.000 0.000 0.000 0,000 0.000 O.17198E 02
ECUACIONyANALISIS OE VARIANZA
GRADO1SIMULACJON F2- 8
TOTAl.
BO
81
�2
a3
84
85
RESIDUAl..
ERROR
DESAJUSTE
COEFICIENTE
O.17193e 02
-O.10941E 00
..O.21399E 00
"'0,32200(; 00
"'0.43451E 00
-O.51391E 00
APROXIMACIONALA ECUACION REAL
DESVIACIONPORCENTUAL MEDIA: 1.40
SUMA DE CUADRADOS GL
0.62209€ 04 21
0.62077E 04 1
0.25140e 00 1
0.96158€ 00 1
0.21174E 01 1
0.39647E 01 1
Q.55462e 01 1
O.23156E 00 1 ;
O.31536E-01 4
O.20002E 00 1 1
¡"EDlA CUADRATICA � EXPERH'lENTAI.
787396.310
31.888
121.968
276.185
502.887
703.482
O.62077E 04
0.25140e 00
O.961S8e 00
O.21774e 01
O.39647E 01
O.55462e 01
0.154371:-01
O.7883ge-02
O.18184E-01 2.306
COEFICIENTE COEFICIENTE DESVIACION
ESTIMADO REAL PORCENTUAL
B o 0.34270€ 02 O.3442óE 02 0.45
B 1 .. 0.78153e 00 -O.76503E 00 2.16
8 2 ..O.15285e 01 -O.1S301E 01 0.11
B 3 "O.23000e 01 -O.22951E 01 0.21
B 4 -O.31036E 01 -O.30601E 01 1.42
B 5 "O.3670BE 01 ..O.38252E 01 4.04
*** DISEflO AXIAL ***
Ir.c � E ", E N r () o • 1 ;; o o 1-' ¡} \J T o I 1', 1 e 1 t. L 2 • o (J o o SI¡\IULACI!).\I r:2- 9
x U )1 , Xl y .3 X4 X5 v
1• \) o o 2.73·¡ v.ü00 (1.000 o.ou ..! :'\.000 0.12753(- Ü?
1.('00 -2.731 li • (J eJ u ('.vOO o • Li O;; e.ODO O.1317SE 02
1• P o o Ll.oür 2.75Q O.OvO O.uoo \! • vi)\) O.12.339E 02
1• 1) U \) o • (l (! C: "(..73; U.0uO o • 'J 0 t, e • e o i) O.1350?E 02
1.()üO o • 1)(' o v • o ¡, u 2.75 '! .o , U () ) n.ooo O.12¿::<5E 02
1.000 e.GelO u.\JU(J -? • '13 i Ü • U J (; �.OO0 O,1S54:;E 1)2
1.\)(J() o • (. \,1 'J u. U 1)(,; t) • o o 1) 2.73:... :!o o e o 0.120�í?E 02
í.OOÜ f) • o el \.J o • lí �\ (; '.\ • (; (.¡ i) -2.73:;, ."1.000 O.15S--SF. íJ21• i_� (j (j u • ,) ,1 t) \).O��Ci ¡i • 0 o () l.; • o o (\ 2.75"1 o • 1 1 7 r.; 'f E r) 2
1.000 l' • o 0 �,j l' .. \) 1..) l: (1. ,'; Ü l.' U • 1) (1 o -(./Y_;¡ O.n"?9E U?
1.lJUl) '1 • JI ¡ 'j U.dUf .. \) " i) Ü () (l. U u.: " • i! ,) 0 (j.1 su')�F: :) 2
1• o ü Ü {\ r,.\ 'i :...... L; \i U () • ,"¡ (� � ¡ (�.t,¡(!I) " .OO(! G.1?x')7E.
" "..... ;,J \ ...'
\, r"
1• (1) 1) (\ • () í) :.) 1, • P \} \) :_i • (_: :j '.) \! • \) U ': • U;) :J O.12 .... 7SE \.)¿
1• l¡ o U u • (J J f) v.¡j()(¡ J.OOU O.ul) :: • o o Ij ü.12,.t.5E 02
1• el u o U.l)OO 0.00(¡ (l.OOO 0.00 (1.000 ü.12l'1..$E \J2
ECUACIONy NALISIS DE VARIANZA
GRADO1SIMULACION F2- 9
TOTAL
BO
81
B2
83
84
B5
RESIDUAL
ERROR
DESAJUSTE
COEFICIENTE
O,,12890e 02
-O.76984E·01
-O.17568E 00
"O.23098E 00
-O.27977E 00
"O,38882E 00
APRÜXIMACIONALA ECUACION REAL
OESVIACIONPORCENTUAL MEDIA: 4.20
SUMA DE CUADRADOS MEDlA CUADRATICA F eXPeRIMENTAL
O.24912e 04
GL
1 5
O.24923e 04
O,88897e ... 01
O,46297E 00
O.80029E 00
O,11741e 01
O.22677E 01
O,24923E 04
0.888971:';'01
O.46297E 00
O.8002ge 00
O.11741e 01
O,,22677E 01
326764.180
11.655
60,699
104,,925
153.934
297.320
1
1
1
1
1
,
O,6951ge-01
0.305091:-01
0.39010e-01
O.77243e-Oz
O,76273e"02
O.78020E-02 1 • 023
9
4
5
COEFICIENTE COEFICIENTE OE:SVIACION
ESTIMADO REA L PORCENTUAL
B o O,25693E 02 O.2S820e 02 0.49
B 1 "0.42769E 00 ...0.43033E 00 0.61
8 2 ..O,97602E 00 ';'0.86066E 00 13.40
B 3 -O.12832E 01 .O.12910e 01 0.60
(3 4 -O.15543E 01 ..O,17213E 01 9.70
8 5 -O.21601E 01 -0.21S17E 01 0.39
*** OISENO FACTORIAL ***
INCREMENTO 0.1800 PUNTO INICIAL 2.0000 SIMULACION F2�10
xO X 1 X2 x3 Xl. )(5 y
1 • O O O 1 ,146 1 .146 1 ,146 ;'.146 1 .146 O.11614E 02
1 • O O O 1 ,146 1.146 1.146 .. 1,146 "1,146 O.13119E 02
1,000 1 .146 1 .146 -'.146 1 .146 -1.146 O.12918E 02
1,000 1 .146 1.146 "'.146 .1,146 1.146 O.1286SE 02
1.000 1 .146 .. 1,146 1 .146 1 ,146 "".146 O.12756E 02
1.000 , .146 "1.146 1 " 146 .1,146 '.146 O.j2636E 02
1 • O O O 1 ,146 -1.146 -1.146 1,,146 1 .146 0.123991: 02
1 "O O O 1 .146 ",'.146 "",146 -1.146 -'.146 O.14123E 02
1 • O O O -1.146 1 ,146 1.146 1 .146 -'.146 O.12682E 02
1 • O O O .. 1.146 1 .146 1.146 ';'1.146 1 .146 O.12513E 02
1 • O O O "1.146 1.146 -'.146 1,146 1 .146 O.12280E 02
1 • O O O .. 1.146 1 .146 .. 1.146 -1.146 .. 1.146 0.13821E 02
1 • O O O "1 ",146 .. 1.146 1 .146 , ,146 1 .146 0.120801: 02
1 • O O O -1.146 -'.146 1 .146 ';'1,146 ... 1.146 0.13689E 02
1 • O O O "'1.146 -1.146 "'1.146 1.146 -'.146 0,13501E 02
1 • 000 "'1.146 -1,146 "',146 -1.146 1 .146 O.13302E 02
1 '" O O O 0.000 0.000 0.000 O,UOO 0.000 O.13053E 02
1 • O O ° 0.000 0.000 0.000 0,000 0.000 O.12952E 02
1 • (100 0.000 0.000 0.000 0.000 0.000 0.12917E 02
1 • O O O 0.000 0.000 0.000 0.000 0.000 0.12930E 02
1 '" O O O 0.000 0.000 0.000 0.000 0.000 O.12838E 02
eCUACIONy NALISJS DE VARIANZA
GRADO1SIMULACION F2-10
TOTAl.
ao
81
B2
b3
t34
El5
RESIDUAL.
ERROR
DESAJUSTE
COEFICIENTE
O,12904E 02
-O.78469E"'01
-0,14585€ 00
-O,22473E 00
"O,31847E 00
"O,37757� 00
AP�OXIMACIONALA ECUACION REAL
DESVIACIONPORCENTUAL MEDIA: 2.75
SUMA DE CUADRADOS GL
O,35037E 04 21
O.34969E 04 1
O.12931E 00 1
0.44673€ 00 1
O.10606E 01 1
O,21299E 01 1
O.29937E 01 1
O.64283e"'01 1 S
0.23813e"01 4
O.40471e .. 01 1 1
MEDIA CUAORATICA F EXPERIMENTAL
0.349691: 04
O.12931e 00
O.44673e 00
O.10606E 01
O.21299E 01
0,29937e 01
587400.060
21.721
75.042
17$.161
357.774
502,870
O,42856e-02
0.59531e·02
O.36792e ... 02 0.618
COEFICIENTE COEFICIENTE DESVIACION
ESTIMADO REAL PORCENTUAl.
S o O.25627e 02 O.2S820E 02 0.75
8 1 "O�43594E 00 ..O.43033E 00 1.30
8 2 -O.81029E 00 -O.86066e 00 5.85
B 3 -O.12485e 01 -O.12910e 01 3.29
B 4 "'O.17693E 01 -O.17213E 01 2.79
B 5 "O.20976E 01 -O.21S17E 01 2.52
* '" * DISEfW AXIAL ***
1 '1 e K E: i t �j T o o • 1 Ó O o Pt!'lrn rv r c t s ; 2.0000 S 1 ,,� U L A e ION ¡:: 2 .. 1 1
)/0 Xl x? )..:) Xl. J(S y
1.0()Ü 2.73'1 (l. o o 0 o. Ij o o o • u () i' e' • o o o O.127-itlE 02
1• II 1.) 1) -2.73''; o.üuo (I.\)O o O.00C n.ooo ü.13150E CJ2
1• Ü o o o • 0(1\) 2. l Yi O.OUt) o • (! o ,J í) • o ü o O.1?50SE nz
1• ¡'t l) o \j • O,) '.) -2.7�" () • o (11) ¡J • lJ \<: �, • o ü o O.1:�)74E 02
1.dÜC1 ü.ü0C; \).(;�)l) 2.73 .. .(j.(J()t1 (i • O\.) í) O.12.34..:E (12
1.uOll :) • o e, oí \) • IJ \) v -2.73'1 ú.O()�j o , 01) Ü O.13S0.?E 02
1.f)ü'.) I).OCI(I Ü • U li (. 0.0\)t) 2.7'" .� (, � o 0 (1 O.12123E 02
1• \) \) o e • o �, (.l L' • o l) l¡ i, • 'J \¡ u -¿.7!>1 (\.000 ü.1.372YE 02
1• t \) () ',i • ü .. -, ., U.O\.·(., (, • :) G ;.: (� • t; e .1 ? • 7 .5 el O.11))3E ()2
1.\_\UO t) , Ü \� d G • Ud:) ('.:-lUí) U. O O :.. ' .. 2. 7.5 '1 O.1�';7{lE U2
1.(1l!(1 I! • () l ...
"
u.vOu ', __',,, () U U ('.,)O·j ,'·.ü00 ü.12,,,:;1F.. 02
1• l' o o i).í)\.II; U • \.' l' I} r¡ D l) U <¡ (l. U \1 ! ': • ;) (¡ O O • , 2 J (1 � f: 02
1• (¡ 0 o �': • O (. :1 1) • U \! V (: • \./ U e () • c! O ! l .• l.);) D (1.1(''1,,·1= ,) 2
1.uv(, u. o o ':' U • (J n l; c.Gue (. • u O ',\ ;'; • O i) \) O.P'1tl5E 02
1• ¡)llü o • U o e 0.00U 0.00U ¡) • l, L) (-' ':: • o o 0 O.12t.1'fE 02
ECUACIONy NALlSlS DE VARIANZA
GRADO1SIMULACION F2-11
TOTAL
BO
B1
tl2
a3
84
85
RESIDUAL
ERROR
DEsAJUSTE,
COEFICIENTE
O.12944E 02
"O.60733E",01
-O.15860E 00
-O.21073E 00
... O.29327E 00
"O.36818E 00
APROXIMACIONALA ECUACION REAL
OESVIACIONPORCENTUAL MEDIA: 7.56
8 o
8 1
B 2
8 3
8 4
8 5
SUMA DE CUADRADOS
0.2S175E 04
O.25131e 04
0,,55328e-01
0.37730e 00
O.66610e 00
0.129011: 01
O,20334E 01
0.966071:-02
O,59167e-02
O.31440e .. 02
COEFICIENTE
ESTIMADO
O.26588E 02
.O.37958E 00
.O.99124E 00
-O.13171E 01
�0.18330E 01
...O.23011E 01
GL
1 S
1
,
1
1
1
,
9
4
5
MEOIA CUADRATICA
O.25131e 04
O.55328e-01
0.37730e 00
O.66610E 00
O .. 12901E 01
O.20334E 01
0,10734e-02
0.14792e"02
O.74880e�03
COEFICIENTE
REA �
O.25820E 02
-O.43033E 00
-O.86066E 00
-O.12910E 01
';'O.17213E 01
-O.21S17E 01
F EXPERti"¡ENTAL
1698994.000
37.404
255.073
450.318
872.196
1374.656
0,5Q6
OESVIACION
PORCENTuAl.
2.97
11 .79
15.17
2.02
6.49
6.95
*** DISENO FACTORIAL ***
INCREMENTO 0.1600 PUNTO INICIAL 2.0000 SIMULACIQN F2-12
xO X1 x2 X3 X4 X5 y
1.000 1.146 1 .146 1,146 1,,146 1 .146 O.11759E 02
1.000 1.146 1.146 1.146 -1,146 "'.146 O,12962E 02
1.000 1 .146 1 ,146 -1,146 1 ,146 "".146 O.12937E 02
1 • O O O 1 ,146 1 .146 -1,146 "",146 1 .146 0,12661E 02
1 • O O O 1 .146 .1.146 1.146 1.146 ... 1.146 0.12758E 02
1,000 1 .146 -1.146 '.146 -1,146 1 .146 Q.12596E 02
1 .00 O 1 .146 ,,'.146 ,,'.146 1,'146 1 , , 46 O.12490E 02
1 • O O O 1 " 14 () -1.146 "1,146 .. 1,146 -'.146 0.14037E 02
1 • O O O ... 1.146 1.146 1.146 1.146 .. ,,146 O,12523E 02
1 • O O O "1.146 1 .146 1.146 .. 1,146 1 .146 O.12451E 02
1 • O O O -1.146 1 .146 "1.146 1 ,146 1.146 O.12356E 02
'10 000 "'1.146 1 ,146 -1.146 "'1,146 "".146 O.13810E 02
1 "O 00 ... 1.146 .. 1.146 1.146 1 ,146 1 .146 0.12231E 02
1 • O O O "1.146 -1.146 1.146 -1,146 "'.146 O.13586E 02
1 .. O O O ... 1.146 .. 1.146 "'.146 1.14f, -1,146 O.13470E 02
1,000 �1.146 "1,146 "1,146 "".146 1.146 O.13216E 02
1 ,,000 0.000 0,000 0,000 0.000 0.000 O.12889E 02
1 11 O O O 0.000 0.000 0,000 0,000 0.000 O.12945E 02
1,,000 0.000 0.000 0,,000 0,000 0.000 0,12843E 02
1.000 0.000 0.000 0.000 0,000 0.000 O.12931E 02
1 • O O O v .. OOO 0,000 0,000 0,000 0.000 0.12981E 02
eCUACIONy NALISIS cE VARIANZA
GRADO1SIMULACION F2-12
rOTAL
8o
B1
B2
8:3
B4
8S
RESIDUAL
ERROR
DESAJUSTE
COEFICIENTE
O.12878F. 02
"o.78727E"01
"O.15964E 00
"'O.22435E 00
-O.26151E 00
"'O.34497E 00
APRüXIMACIONALA ECUACION REAL
DESVIACIONPORCENTUAL MEDIA: 7.63
SUMA DE CUADRADOS MEDIA CUAORATlCA F EXPERIMENTALGL
O.34883E 04 21
0,348251: 04
0.13016€ 00
0.53520E 00
O.10570E 01
O.14368E 01
0,24991€ 01
0.34825E 04
Q.13016E 00
0.535201: 00
O.105?Oe 01
O.14368e 01
O,24991f 01
122352g.000
45.728
188.032
371.346
504,788
878,029
1
1
1
1
1
1
O.97380E-01
O,11385E-01
O,85994E""01
O.64920E ... 02
O.?846!e-02
O,,78177E .. 02 2.747
, 5
4
1 1
COEFICIENTE COEFICtENTE DESVtACION
ESTIM.AOO REA L PORCENTUAl,.
8 o O,26243e 02 O.25820E 02 1.64
B 1 "'O.49204E 00 ...O.43033e 00 14.34
8 2 -O.99777E 00 -O.86066E 00 15.93
B 3 ':"O.14022e 01 ...O.12910E 01 8,61
B 4 -O.16348E 01 ... O.17213E 01 5.02
8 5 "0.215611: 01 ..O.21517E 01 0.20
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4.1.2.3.- Función F-3
Como función F-3 se ha designado a la fun
ción cuya expresión matemática es:
Se trata de una función piramidal, la cual es perfecta-­
mente lineal excepto en las "aristas de la pirámide".
Esta es la razón por la cual se han elegido puntos ini-­
ciales más alejados del origen de coordenadas. Evidente
mente, no ha lugar al desarrollo en serie de Taylor por
ser la función lineal.
Los incrementos y puntos elegidos han Sl­
do los siguientes:
Punto inicial 2,0 Incrementos 0,65 Y 0,55
" 11 2 ,5 " 0,65 Y 0,55
11 " 3,0 11 0,65 Y 0,55
Los coeficientes del desarrollo en serle
de Taylor hasta primer orden, correspondientes a los dis
tintos puntos iniciales, se muestran en las tablas si--­
guientes (simulaciones F3-1 a F3-12), bajo la denomina-­
ción de coeficientes reales. Asimismo se muestran los -
resultados obtenidos con los diseños, los análisis de va
rianza correspondientes, as! como la comparación coefi-­
ciente real - coeficiente estimado en términos porcentu�
les.
*** DISENO AXIAL ***
r'�CRE� EI¡ro 0.')500 ;; U ',j T o 1 N 1 e rAL? • J o o Q SIMULACIO\l F3- 1
)- u l( 1 x( x3 X4 x5 '{
1.(!Oti 2 • 7 S 'J u.'Jvu i�).noU 0. u Ü ,1 �).ü()O O.6�27uE r. ".. t
l.uüe -2.7.5, (., • li U Li ',J. o o 1) O. 01):.' (1 • o o o O.71S1H 021
• Í) U o ij • \) ;) o 2.73..,' ',I.OVO o • O 0 ,) r.ooo O.t·6,47E 02
,• (, \; U 1.1 • o ¡, e -2.13'; l' • (1 (¡ 0 i) • IJ U,'; (, • u \) ti Q.75b54E 1)2
1.Utlv o • lJ n (� i.: • 'J \,: l: 2. t s, O. J U·) I} • o o j O.64��6E 02
1• í) 0 U 1) • d �) l_) iJ.Ouu -2.75'.; Cí • J U ;J \:.000 O.15.s�1 E o ;::
1.00C. v.U!)\) I_' • 1) o (, \) • el V 1) 2.7�;� o v o o o O."l24<'9t' 02
1• o o í; �.'¡ 11 o;) ,) ��I • U U 1) " • ) el u -2.75, o • o o o O.77;l'.<OE 02
1.tiUt) ;�; • C; :) 1, !i • Ij c: ; f', • (! o U i,) " Í} el .. ? • 7 S Q o ... 1 1 :_ {J E el ('
1• I¡(_) ('. 1).�)�Jí� ':' • \J U D
"
• l') 1) \: c • '1 l) l' -¿.75i U. 7·; 3 .. 4 E J2
1• -1 e t) 1" • 1) ,) " \.' • u'.,,_.) í} \1.0(;\; L'.:J\)" ::.t)t)�J o.",:;".'?t')E ..;?
1• ,1 t) \.; () • ti -_J l) ".:JUl' .: _ (1 ('1 L; (: • I_-, 1,) :', ,�;o()GU (¡ • " :; t¡ " l)E: (,2
1.G()�) t) • �) .) ,', ::.0�J\.� " • ti u u i,) , i_: ,) :"" I,,� • D tI "1 ü.7d;Y:;E 'j 2
'1• (10 i) c� • o �J .: I�� • \.1 \) t) \) • \) o (, e • u \) LI ').0J') O.70177E o 2
1• G o o (j • \J :1 ,) ,,1 . U (¡ L: \! • 'j U (./ G.UUIJ i) • \) o 1) O.bi715E ü2
ECUACIONy NALISlS DE VARIANZA
GRADO1S¡r.1UlACION F3- 1
COEFICIENTE SUMA DE CUADRADOS GL
TOTAl. O.73865e 05 1 5
BO O.10002E 02 O.73505E 05 1
!:l1 ..O.59216E 00 O.52S98E 01 ,
82 "0.1297SE 01 0.25254E 02 1
83 -O.19489E 01 O,,56975e 02 ,
B4 -O.26731E 01 0.107185 03 1
[35 -O.33169E 01 O,16S03e 03 1
RESIDUAl. O.86409E 00 9
ERROR O.32840E 00 4
DesAJUSTE O.5356ge 00 5
APROXIMACIONALA ECUACION REAL
OESVIACIONPORCENTUAL MEDIA: 2.38
COEFICIENTE
ESTH'IADO
8 o
B 1
s 2
e 3
6 4
8 5
O.10024E 03
"O,91102E 00
-0.199621: 01
-0,29984E 01
-O.41124E 01
"O.51030E 01
MEDIA CUADRATICA
0.73505€ 05
O.S2598E 01
O.25254E 02
O,56975e 02
O.10718e 03
Q.16503E 03
O.96010e-01
O.82101E ... 01
O.10714E 00
COEFICIENTE
R EA 1.
O.10000E 03
...O.10000E 01
..O,20000E 01
... O.30000E 01
-O.40000E 01
..O,SOOOOE 01
F EXPERP1ENTAL
895300.120
64.065
307.596
693.965
1305.458
2010.095
1.305
DESVI�ClON
PORCENTUAL
0.24
8.90
0.19
0.05
2.81
2.()6
*** DISENO FACTORIAL ***
INCREMENTO 0.6500 PUNTO INICIAL 2.0000 SIMULACION F3- 2
xO X1 X2 X3 XI., X5 y
1.000 1 ,146 1 .146 1 .146 1.146 1 .146 O.59040E 02
1.000 1 .146 1 .146 1,146 .. 1,146 "'.146 O.71660E 02
1.000 1 .146 1 .146 -1,,146 1,146 -1,,146 0.?'075E 02
1.000 1 .146 1 .146 -1.146 ·1,146 1,146 O.69471E 02
1 ,,000 1,1t.6 -1.146 1 .146 1 .146 -1.146 O.68914E 02
1.000 1 .14 (, "'.146 1 .146 -1.146 , .146 O.67?68E 02
1.000 1 • , 46 -1.146 .. 1.146 1 .146 1,,146 0.66272E 02
1 8 O O O 1 .146 "'.146 -1.146 -1,146 -'.146 O.7892SE 02
1.000 ... 1.146 1 .146 1.146 1 .146 ·1.146 0.68050E 02
1 ,O O O "'1.146 1 .146 1 .146 -1.146 1 ,146 O.65794E 02
1 • O O O .. 1.146 1 .146 .'.146 1,,146 1 .146 O.65099E 02
1 � O O O "1.146 1 ,146 -1.146 -1.146 ·'.146 0.78313E 02
1.000 .. 1.146 ... 1.146 1.146 1.146 1.146 O.63703E 02
1.000 "".146 "1.146 1 .146 ... 1,146 ""'.146 O.7715SE 02
1 • O O O ... 1.146 -1.146 -1.146 1.146 ... 1.146 0.75641E 02
1.000 "',146 .. 1,146 "1.146 .1,146 1 .146 O.73019E 02
1 ,,000 0,000 0.000 0.000 0.000 0.000 O.70014E 02
1.000 0.000 0,000 0.000 0.000 0.000 O.70194E 02
1 • O O O 0.000 0.000 0.000 0.000 0.000 O.70Z16E 02
1 • O O O 0.000 0.000 0.000 0.000 0.000 O.r0007E 02
1,,000 0.000 0.000 0.000 0.000 0.000 0.69283E 02
éCUAcrONy NALISIS DE VARIANZA
GRADO1SIMULACION F3- 2
TOTA�
BO
B1
B2
B3
B4
85
RESiDUAL,
ERROR
llESAJVSTE
COEFICIENTE
O.69981E 02
.O.74472e 00
...O.12491E 01
-o.19493E 01
..O.24174E 01
-0.32497E 01
APROXlMAClONALA ECUACION REAL
OEsvIACIONPORCENTUAL MEDIA: 4.33
SUMA DE CUADRADOS GI..
O.10332e 06 21
0.102851: 06 ,
Q.11647E 02 1
O.32763E 02 1
O.79792E 02 1
O.12272e 03 1
O.22177E 03 ,
O,23715e 01 1 5
O,S8203e 00 4
O.17894E 01 1 1
COEFICIENTE
ESTIMADO
B O O.99551e 02
B 1 -O.11457E 01
8 2 -O.19216E 01
B 3 -O.29989E 01
B 4 ';'O.37191e 01
8 S -O.49995E 01
r"lEDIA CUAPRAT!CA
O.10285e 06
0.11647E 02
O.32763e 02
O.79792e 02
O.12272e 03
O.22177E 03
O.15810E: 00
O.14551e 00
O,16268E 00
COEFICIENTE
R EA L.
0.10oooe 03
-O.10000E 01
-O.20000E 01
-O.30000E 01
';"O.40000E 01
.O.50000e 01
F EXPERt�ENTAL
706810.430
80.042
225.168
54b.376
843.410
1524 .. 099
1 .118
OESVIACION
PORCENTUAL.
0.45
14.57
3.92
0.04
7.02
0.01
'Ir. 'Ir DISENO AXIAL •• 'Ir
1�! e K t. ; t '� T o o • 5 5 o Ü Pli,\¡TO t v i c r- r ?U000 SIMULACION n .. 3
( u x 1 Xc >:3 xl.. xs '(
1.vOO 2 • 7 S '1 O.OÜ\; (,.JuG Ü • () o ,] 0.000 O.�:lbl't-E 02
1.0\)0 -2.7)( \).00[1 ;'¡ o 1) l) i) 0.001) 'JodOO O.71b50E o¿
1• e o o 1).0uo 2.75G ti .. ,} () o 1). ti 1) \.1 n.vOi) O.6t1b22E o�
1.u(JO \).00;' -2.1)'"1 o • 1) o o O.UO,_) o • o o o 0.730771: 02
1• u 1) \) U.U�·jU G.UUU 2.1.�'; 'o o (J t) '1 1) • o o o ü.h5161E 02
1.000 (1.0("; \).C0\: - 2 • 75'·, u • () J 1) :'. o Ü J 0.74995€ 02
1.cU\) (; • v ':'1 r. I).VGU �,: • \; u u 2 • 7 5 '1 !) • o Ü :J O.:-4216E <)2
1.\)O(l �; • o (j ') o • v U t, I i • II l) \) -2.73-.; '1. o o o O.7f,¿r;3E G?
1• C) ó) ,.; U • íl'.'j "�o; u • Ü '_.' e :' • ;) U í) o • t.l \! ., 2.73--: (j.:'12�C-1r: (:2
1.. (J L) U [o. ¡) t:: ¡.; l.) • 1....1 (� lO! l"; • (� () II e • el (1 11 -2.7)'; O.7f345F' o ?
1• ;¡ ,.1 u l,; • ') l j \} U.(h;\) (¡ • (; U :.-: �) • 11 v .: ': • (' o 0 O.o�·'j2><E: 02
1• \' �I U C' • (_'. \1 ,', \; • u (�. l.' :.� • e u o o • 01) ) .:> • (1;) \) ü./01Y,E 02
1• t) (1 J \1 • ,] :.: ,) Ü • U 1; l.: " • o V t) ¡': • (: '.1 ¡'o :r • o J \) O.7;)1�bt 0¿
1.0vl1 P. o J!) (l. J í_: u �.• /1 V ,; o • JO:; [1. O\) il o • 7 (¡ � ;.;, � E 02
1• l' o 1) o • o �� o e • \)(1 V l).í)\)\) J.U(lu 1).000 O.l)q1'<8�E )2
eCUAcrONy NALIstS DE VARIANZA
GRADO1SJMULACrON F3- 3
TOTAL
bO
B1
ti2
B3
8'*
B5
RESIDUAL
ERROR
PESAJUSTE
COEFICIENTE
O.70118E 02
-O.55566E 00
..O,,11420E 01
-O.16844E 01
-O.22049E 01
... 01l26920e 01
APROXINACIONALA ECUACION REAL
OESVIACIONPORCENTUAL MEDlA : 1.58
B O
6 1
B 2
8 3
El 4
B 5
SUMA DE CUADRADOS GL.
O.73998E 05 1 5
O.73749E 05 1
O.4631SE 01 1
O�19563E 02 ,
O.42558E 02 ,
O.72922F 02 ,
O.10870e 03 1
O,7S041e 00 9
0.20584e 00 4
0.54458E 00 5
COEFICIENTE
ESTIMADO
O.10022e 03
..O,10103e 01
-O.20764E 01
"O.30626E 01
-O.40089E 01
-O.48945E 01
MEDIA CUADRATICA
0.7374ge 05
O.46315E 01
0.19563e 02
O.42558E 02
O.12922e 02
O,10870e 03
O.8337ge';'01
O.s145ge-01
O.10892E 00
COEFICIENTE
REA L
O,10000E 03
-O.10000E 01
..O.20000E 01
..O.30000E 01
-O.40000E 01
..O.50000E 01
F EXPERIMeNTAL.
1433140.000
90.003
380.163
827.032
1417.097
2112.352
2. '17
OESVIACION
PORCENTUAL
0.22
1 • 03
3.82
2.09
0.22
2.11
*** DISENO FACTORIAL ***
INCREMENTO 0.5500 PUNTO INICIAL 2.0000 SIMUl.ACION F3 ... 4
xO X1 X2 X3 )(4 X5 y
1.000 1.146 1 ,146 1 .146 1.146 1 .146 O.59931E 02
1,,000 1 • , 46 1 .146 1 .146 ';'1,146 -'.146 O.72410e 02
1• O O O 1 .146 1 .146 -'.146 1.11.,6 -1.146 O.70895E 02
1" 000 1 , 14 oS 1 ,,146 .. 1.146 .. 1,146 1.146 0.693371: 02
1.000 1.146 ... 1 " , 46 1 .146 1.146 -'.146 O.69967E 02
,• O O O 1 ,146 ,,'.146 1.146 ';".146 1 ,,146 O.68239E 02
1"O O O 1.146 ,,'.146 -1.146 1,,146 1,146 O.67133E 02
1• O O O '.146 -'.146 ... 1.146 ';'1.146 -1.146 O.78038E 02
1• O O O -1,,146 1,,146 1.146 1 ., 46 -1,146 O.68S60E 02
1.. O O O ... 1.146 1 .146 1 .14ó ':'1,146 1 .146 O,66722E 02
1• O O O "'1,,146 1 .146 "'.146 1 .146 1 .146 0.66197E 02
1,O O O .. '.146 1 .146 ",'.146 ';"1,146 -1.146 O.76818E 02
1• O O O "1.146 "".146 1 .146 1,,146 1 .146 O.64625E 02
1.000 .. 1.146 .. 1.146 1 .146 -1.146 -1.146 0,76089E 02
1.. O O O ""1.146 -1.146 "".146 1 .146 -'.146 O.74730E 02
1.. O O O "',146 -1.146 -1,146 .. 1.146 1 .146 O.73201E 02
1.000 0.000 0.000 0.000 0,000 0.000 0.70231E 02
1• O O O 0,000 0.000 0.000 0,000 0.000 0.70570E 02
1• O O O 0.000 0.000 0,,000 0.000 0.000 0.70304E 02
1.000 0.000 0.000 0.000 0,000 0.000 O.69893E 02
1.000 0.000 0.000 0.000 0,000 0.000 O.69560E 02
�.
éCUACI0Ny NALISIS DE VARIANZA
GRADO1SlMU(.ACION �3" 4
COEFICIENTE SUMA DE CUADRADOS GI.
TOTAL O.10374E 06 21
ao O,70164E 02 011 1 O'33SE 06 1
B1 -0.599731: 00 O,75531E 01 1
B2 ..O.11539E 01 O.27963E 02 1
a3 -O.16261e 01 O.5S530e 02 ,
B4 "O.21177E 01 O.94173e 02 1
ti5 .. o.28435E 01 0.169791: 03 1
RESIDUAl.. 0.192875 01 1 5
ERROR O.61372e 00 4
OESAJUS-re 0.131505 01 1 1
APROXIMACIONALA ECUACION REAL
OESVIACIONPORCENTUAL MEDIA: 3.84
r-1EOIA CUADRArleA F EXPERIMeNTAL
0.10338E 06
0.75531e 01
O.27963e 02
0.55530e 02
0.94173E 02
O.1697ge 03
0.128581: 00
0,,15343e 00
O.119S4E 00
67381.3,,6�O
49.228
182.253
361.925
613.789
1106.631
0.779
COEFICIENTE COEFICIENTE DESVIACION
ESTIMADO R EA l. PORCENTUAL
B o O.10049E 03 Q,,10000E 03 0.49
8 1 .0.10904€ 01 ...O.10000e 01 9.04
8 2 "O.20981E 01 -O.20000E 01 4.90
B 3 -0.295661: 01 ..O.30000E 01 1 .45
8 4 ";'O.38503E 01 ';'O.40000E 01 3.74
B 5 .. 0.516991: 01 ..O.50000e 01 3.40
*** DISEnO AXIAL ***
I�CRE�ENTO O.�500 PU�TO INICIAL 2.5000 SH1ULACIO\l r:.3- 5
x o X 1 Xi '(3 XI. x5 y
1.0üO 2. 73 f..' 0.000 O.OOl) O.U()() I�.OÜ() ().�I)j40F. 02
1• (1 Ü () -2.7.FI ü.OüO (J.OUO O,UOU 0.000 O.6452�E 02
1.000 ü.UDO 2.739 0.000 0.001) O.OüO O.5G¿52E 02
1.(¡OÍJ u.OOO -2.73'1 U.DOO C,IlUI) o.üno O.f)�15/�E 02
1.()uü t) .(1) e ü.l)t)V ¿.13..; (J,uon (,.OvO O.5i'576E [12
1.001) \).0(")0 (i.GiJU ... 2 • 7 3 .� o • u u ) O.Ot)() O.67617f: 02
1.0u(1 D.GO') u.ÚVl! G • :) o o 2.75" 0.000 O.5526?<E 02
1.OVO 'j. o (", i__. u.ovG u.oco -2.75(, 0.000 v.60203E 02
1.C:)() () • 0,\ ,) \:' • \) o u (1. t.l o e o , u Ü;) ¿ • 75) 0.53c4CfE Ü'(
1• Ü o o (1 • !) (� \) l).(;Ul¡ 1\ • J () \1 \) • :) ,) ti -2.73� O.71¿16E 02
1• :i ,)(j \.1 Q (, e::: ¡j.vO\; C.00D 0. l, O,, i, . (l o 1) 0.'J?115t: 02
1• \1 () ¡; () • !) ¡) .�: ,; • () i,1 II :j • iJ V v u • e () '.� " • el) J 1) • A 2 ') e 5 E 'J 2
1.(100 i) • \);.1 '; 0.00\, :) • �! (1 �-) O • \) �J ; ',l. 0\) 1.) ü."¿4St.E 02
1.í)ütj el • ¡) ') i! o.or)() o.ouo o • JO) o.O;JO O.r"221'dE 02
1.000 LJ • () ,) n 0.000 ().OOJ U.UO,) ;¡.OOO ü."Z75�E 02
feCUACIONyANALISIS De VARIANZA
GRADO1SIMULACION F3- 5
TOTAl.
tio
B1
B2
a3
ti4
d5
RESIDUAl..
ERROR
DESAJUSTE
COEFICIENTE
O.62448E 02
-0,,728081: 00
..O.12564E 01
-O.18698E 01
-0.2S441E 01
..O.32074E 01
APROXIMACIONALA ECUACION REAL
OESVIACIONPORCENTUAL MEDIA: 3,93
SUMA DE CUADRADOS GL.
0.51'38321: 05 1 5
0.58496€ 05 1
0.79516E 01 1
O.23676E 02 1
0.52442e 02 ,
0,97081€ 02 1
0.15431E 03 1
0.666606 00 9
O.25959E 00 4
O.40700E 00 5
MEDIA CUAORATICA F EXPERIMENTAL.
O.58496e 05
0.79516e 01
O.23676e 02
O.52442e 02
0.97087E 02
O.15431e 03
901341.370
122.523
364.822
808.069
1495,,990
2311.748
0.C14066e .. 01
O.64898e.-01
0.81400e-01 1.254
COEFICIENTE COEFICIENTE OESVIAC1ON
ESTIMADO REAl. PORCENTUAL
B o 0.99393E 02 0.10000E 03 0 ...'>1
8 1 ..O.11201E 01 .. 0.10000E 01 12. O,
B 2 ...O.19329E 01 -O,20000E 01 3.36
8 3 ...O,28766e 01 ..O,30000e 01 4.11
B 4 "O.39140E 01 ...O.40000E 01 2.15
B 5 "'O.49345E 01 -O.50000e 01 1 .31
r*** DISENO FACTORIAL ***
INCREMENTO 0.6500 PUNTO INICIA� 2.5000 SIMUI.ACION F3. 6
XO X1 X2 X3 Xl. X5 y
1 • O O O 1 .146 1.146 1 ,146 1.146 1,146 O.51176E 02
1 • O O O 1 � 1 46 1 ,,146 1.146 -'.146 "1.146 O.65571E 02
1 "O 00 1 ,146 1,,146 -'.146 1.146 -1,146 O,63089E 02
1,000 1 " 14 Ó 1 .146 ... 1.146 .. 1,146 1 .146 O.61794E 02
1 • O O O 1 .146 -1.146 1,,146 1 .14 (, -1,'46 O.6195SE 02
1 .. 00 O 1 .146 -1.146 1.146 -1.146 1.146 O.60306E 02
1.000 1.146 -1,146 -',146 '1.146 1 .146 O.58570E 02
1.000 1 .146 -'.146 -'.146 ...1.146 "'1.146 O.71851E 02
1.000 ·1.146 1 ,,146 1 .146 1 .146 -1,146 O.60234E 02
1 • O O O -1.146 1.146 1 ,,146 "",,146 , ,146 O.58838E 02
1.000 -1,146 1 .146 "1.146 1 .146 1 ,146 0.57204E 02
1 ,,000 ... 1.146 1.146 ... '.146 -1,146 .. ,.146 O.70535E 02
1 "O O O -'.146 -'.146 1.146 1,14::) 1 .146 O.56388E 02
1,,000 ... 1�146 -1.146 1 .146 ';'1,14h ... '.14(1 0.69007E 02
1,,000 "".146 ..1.146 "1,,146 1 ,146 -1.146 0,6?805E 02
1 ,O O O .. 1,146 -1.146 .,.1.146 ':'1,146 1 .146 O,6557SE 02
1 .00 O 0,000 0.000 0,,000 0,000 0 .. 000 O.62585E 02
1 • ° O O 0.000 0.000 0,000 0,000 0.000 0,62857E 02
1 ,,000 0,000 0,000 0,000 0.000 0.000 0.6292oE 02
1 ,O O O 0.000 0.000 0.000 0,000 0.000 O.62719E 02
1.000 0.000 0.000 0.000 0,000 0.000 O.62592E 02
ECUACIONy NALISIS DE VARIANZA
GRADO1SIMUI..ACION F3- 6
TOTAl.
B°
B1
El2
B3
B4
8S
RESIDUAl..
ERROR
DESAJUSTE
COEFICIENTE
O.6�5S1E 02
-O.61489E 00
"O.1255ge 01
-O,,17973E 01
"'O,,25669E 01
"'0.328411: 01
APROXIMACIONALA ECUACION REAL
DESVIACIONPORCENTUAL MEDIA: 3.30
6 O
8 1
8 2
B :3
B 4
B 5
SUMA DE CUADRADOS GL.
0.826421: 05 21
O.82166E OS 1
O,7939ge 01 1
Q,,33122e 02 1
O.67838E 02 1
O,13837E 03 1
0.22650E O:> ,
Q,16086E 01 1 5
O.94490e ... 01 '+
0,15141€ 01 11
COEFICIENTE
ESrH1ADO
0.99164E 02
.. 0.945991: 00
-O.19321e 01
-O,27651e 01
-O.39491e 01
-0.505251: 01
MEOIA CUADRATteA
0.821661: 05
0.79399E 01
O.33122e 02
O.67838e 02
O.13837E 03
0,22650E 03
O.10724e 00
0.23623e .. ,01
0.13764€ 00
COEFICIENTE
REAL
O.10000E 03
..O.10000E 01
... 0.20000E 01
...O.30000e 01
.. O.4QOOOE 01
-O.50000E 01
F EXPERIMENTAl..
3478298 .. 000
330.116
1402,,127
2871,766
5857.484
9588.176
5.827
OESVIACION
PORCENTUAL
0.84
5.40
3.39
7.ti3
1.27
1 .05
*** DISENO AXIAL "''''*
l�CREME�TO 0.5500 PUNTO I�;ICIAL 2.5000 SIrviULACION F3 ... 7
AO X 1 .>- 2 x5 X4 )tS v
1.úOO 2.750 0.000 O.0Uu O.OUO 0.000 O.�115?E 02
1.0(1) -¿.l3� U.OLiO O.()Ou O,aoo i).llOl) (J.6so57E 02
1.(JUO O.O'JO 2.13;; O.OliO l) • O O i) !) • O O O O.5:;S"5E Cl'
1• Ü \) O \).000 -2.75:'¡ r,.Cil)C () • () II (1 n.ooo O.')5141E (;2
1.(;0ü (', • O ;.� ,) (¡.OllU 2 • 73') O • U U:) J.OÜQ O.5?ó35f: 02
1• O O O O.Oon 0.0')0 - ¿ • 73 -; O • 0 \) 1) Cl.OOO O.t>6617E 02
1.000 u.UDU lJ.O(11j ().(Ieo 2.13'" n.ooo O.56,j46� '.1 ?
1• (, O O lj.UO:) o , (.¡ ii (,o ,� • (nh) - 2.73 i; 0.000 ü.('!��t)E i)2
1• C' ,) [l ') • (¡ (,: f'; I ,; • (1 (� '" .: • ,) I_i ,) i) • O O �'.' 2. r s. O.551t,1E: ,) 2
1• G U U í) • U (', f'\ \' • Ü u U L • \.� l) U el • u U ,_: -2.75;'; O.70151t 02
1.\)00 (i • O,) L U • (:) \) ',,1 0 .. '.} (1 ') U , Ij (j '.) '.).000 (1 • r Z Q 1 4 E 02
1.líli'J ,O) • o \} �) \1. e e v (1 • () (j 1) (;.Ul!I! iJ • 0 (1 () C.t,275üE o ?
1.(iOO ,_j • o �) .J l) • ':. ti l; ;;.UÜU o • :) o L) O.Ov() O.�2,:,n� 02
1.ÍJOO i.j • �) l! l� v.Li(J(, U • 00') O.\Jv,) c.üOo O.t2;'/,·3E 02
1• o o o C.OJ0 l: • Li () (, e.OQO G�OUO 0.000 O.t;2Sr:1E 02
rECUACIONy NALISIS DE VARIANZA
GRADO1SIMULACION F3� 7
TOTAl.
8O
S1
82
B3
B4-
B5
RESIDUAl.
ERROR
DESAJUSTE.
COEFICIENTE
O.62S39E 02
.. 0.51216F. 00
-O.10545e 01
-O.1639ge 01
...O.21943E 01
-O,273S8E 01
APROXIMAC!ONALA ECUACION REAL
OESVlAC10NPORCENTUAl. MEDIA : 2�'5
SUMA DE CUADRADOS GI..
0.58913e OS 1 5
O.58667E 05 1
0,39347€ 01 1
Q.16619E 02 1
O.40339E 02 1
O.72222E 02 1
0.112271: 03 1
O,11114E 01 9
O.11165E 00 4
O,93974E 00 5
COEFICIENTE
ESTINADO
S O O,,99523E 02
B 1 ... 0.93121E 00
B 2 ..0.19173E 01
a 3 ..O.29816E 01
B 4 -O.39896E 01
8 5 ...O.49742e 01
MEDIA CVADRATICA
0,58667€ 05
0.39347e 01
0.1667ge 02
O.4033ge 02
O.72222E 02
O.1122i'e 03
O,,1234ge 00
O,42912e .. 01
O.18795e 00
COEFICIENTE
REAL.
0.100001: 03
..O.10000E 01
';'O.20000E 01
';'O.30000E 01
�0.40000E 01
-0.50000E 01
F EXPERtr>lENTAL.
1367132,000
91.692
388.688
940,,029
1683.013
2616.246
4,380
OeSVIACION
PORCENTUAL
0.48
6.88
4.14
0.61
0.26
0.52
*** DISENO FACTORIAL ***
INCREMENTO 0.5500 PUNTO INICIAL 2.5000 SIMUL.ACION F3 .. 8
xO X1 X2 X3 x4 X5 V
1 • O O O 1,146 1.146 1 .146 1 ,146 1 .146 O.52943E 02
1 • O O O 1 ,146 1 ,146 1 .146 ...1.146 ... ',146 O.63891E 02
1 • O O O 1 ,146 1 .146 ... 1.146 1 .146 .. ,.146 O.6300SE 02
1.000 1 .146 1 .146 -1.146 .. 1.146 1.146 O,62019E 02
1 • O O Q 1 .146 ... 1.146 1,,146 1,146 -1,,146 O,61770e 02
1 • O O O 1 .146 -1.146 1 .146 -1,146 1 .. 146 0.60421E 02
1 "O 00 1 • 1 4 6 -1.146 ..1.146 1 .146 1 .146 O.59554E 02
1 • O O O 1 .146 "1.146 "1,,146 -, .146 "".146 O.70142E 02
, • O O O ... 1.146 1 ,146 1 .146 1 ,146 -1.146 O.60004E 02
1 • O O O "1.146 1 .146 1 .146 -',146 1.146 0,S9314E 02
1.000 ... 1.146 1 ,146 .. 1.146 1 ,146 1 .146 O.57867E 02
1.000 "'1.146 1 .146 -'.146 "',146 "'.146 0.69578E 02
1 • O O O ·1,146 ",'.146 1 .146 1.146 1.146 0,56833E 02
1 • O O O -'.146 -1.146 1.146 ... 1.146 -1.146 0.68493E 02
1 • O O O .. 1.146 ... 1.146 ... '.146 1 ,14 ti -1 .. 146 0.66990E 02
1 � O O O .. 1.14(0, -'.146 ""1.146 -1,146 1 .146 O.65351E 02
1.000 0,000 0,000 0.000 0,000 0.000 O.62412E 02
1.000 0.000 0.000 0.000 0,000 0.000 0.62057E 02
1.000 0.000 0,000 0.000 0,000 0.000 0.62735E 02
1 • O O O 0,000 0.000 0,000 0,,000 0.000 0.62139E 02
1.000 0,000 0,000 0.000 0,000 0.000 O.62067E 02
rECUACIONy NALISrS DE VARIANZA
GRADO1SIMULACION F3- 8
TOTAL,
8O
B1
B2
B3
B4
B5
RESIDUAL.
ERROR
DESAJUSTE
COEFICIENTE
O.b2380E 02
-O.53920E 00
-O.11855E 01
-O,,17043E 01
-0.221711: 01
-01l27263E 01
APROXIMACIONALA ECUACION REAL
DESVIACIONPORCENTUAL MEOIA : 2,52
SUMA DE CUADRADOS GL
O,,82015E OS 21
O�81118E 05 1
O.61055E 01 1
0.29511E 02 1
O,60997E 02 1
O,10322e 03 1
O,1560ge 03 ,
O.11369E 01 1 S
Q.33906E 00 4
O.19786S 00 1 ,
MEDIA CUAORATICA F EXPERli'4ENTAL
964046,870
72,028
348.152
719.605
1211.776
1841.396
O.81718E 05
0.61055E 01
O.29511e 02
O,60997E 02
01l10322e 03
O,,1560ge 03
O1l7S794e .. 01
0,8476Se"01
O.72532e';"01 0.856
COEFICIENTE COEFICIENTE DESVIACION
eSTIMADO REAl.. PORCENTUAl.,.
a o O .. 10044e 03 O.10000E 03 0.44
8 1 �O.98036E 00 .O.10000E 01 1 .96
8 2 "O�215S4E 01 -O.20000E 01 7.77
B 3 -O.30981E 01 ..O.30000E 01 3.29
B 4 -O.40311E 01 ..O.40000E 01 0.78
8 S -O.49569E 01 "O.SOOQOE 01 0.86
*** DISEÑO AXIAL * 'ir *
I�CUE'ENTU O.h�OÜ ¡"'li\'TO PdCUL 3.0000 SIMULACIO\J �S- .:;
xO X 1 X? x3 Xl. X5 y
1.00(J 2. 13 l 0.000 n.GOu C,OOu u.()on ü.5349_H 02
iv o o o - 2 • 7.s ,; 0.000 (,'.000 u.\j()!") �.ooo O.5t-751E O?
1• no G o.or)o 2. n c¡ 0.00:) O • () O 1,' o.GOO 0951569E 02
1.CO\} f¡ • \) \) o -2.75(1 ;) • o O (i (; • f) \) f) .) • O O O O.::uSi:\49E 02
1• \.1 ,1 U (; • 0 l.' 1) L.(/(iU 2 • 73 'i .0 • O l_l i i \'.000 O.4ti7(J1E o 2
1• (l lJ O O.Ur_Jn 1.) • G U \1 -?75" ¡; • U U 1: e.000 O.5�7¡"4E 02
1• (í i) v u.DC', (•• Ü 1) \) ¡).iluU 2 • ? S < U • (j \) í) O • l. ¡< .. 1 ? E: JÍ"
1.CI\Ju U • iJ U t'j C.JO\! ':.• f¡ L) \, -2.13 i �::.oO() ü.t1717E 02
1.(I\JU ',\ • (i (i (.' \./ • L \) 1, :'.• ,1 \) i I U • i.i o .) ? • 7 � ''¡ 1) • 4 ¡... 1/. 4 E 02
1• (1 U (l �,¡ • O e \) C.\ldi) :, • 0 li U ,j • ¡J ti \) -2.1.$e, o • r 5 �, ", ¿ E 02
1• e¡ lO u ; I • ') (! ' ) ,l • ':j \1 l' r:.• n l,1:¡ ,) • \) \) r, � • ü (¡ el í).5t..l<;hE 02
1.i)il\) �I.()�'\) v.(JUi¡ �).�)U\J O.UD,I .: • ü í) (.¡ o • ;, S 1) 6 7 E 02
'1• ,) O) iJ :.j • e) ,') ',', l) • \; ',) ,1 !: • ',) IJ 1,: U • :) LI ',' " • 0(.)1) :) • ') t.. 1:'; 6 E e2
1• () v Ü i. _ Ü (; ,i (: • Ü IJ \,/ (" l • <l \} !) IJ • i) o :) \� • o o 1) :,) • 5 :, ,j :; (i E Jo?
,)• l; ;J u 1).00(· v.OUu ().üQJ (',UO') c.ooo ü.)S1".1E 02
•
,eCUAcrONy NALISIS DE VARIANZA
GRADO1SIMULACION F3- 9
COEFICIENTE SUMA DE CUADRADOS GL
TOTAl. O.45711E 05 1 5
BO O.55006e 02 O,45385E 05 1
61 "O.59477E 00 0.53062e 01 ,
B2 ..O.13292e 01 0.26501€ 02 1
s3 "O.18409E 01 O.50834E 02 ,
B4 -O.24284E 01 0.88456e 02 ,
B5 -O.31983E 01 O.15344E 03 1
RESIDUAL O.S1918e 00 9
ERROR O,12030E 00 4
DESAJUSTE O.39888e 00 5
APROXIMACIONALA ECUACION REAL
OESVIACIONPORCENTUAL MEDIA: 4.36
COEFICIENTE
eSTIMADO
8 o 0.98352€ 02
8 1 -0,91503e 00
6 2 "O.20449E 01
B 3 -O.28322E 01
El 4 .. 0.37360E 01
B S -O.49205E 01
¡-lEDIA CUAORATICA
0.45385E 05
O.53062e 01
O.26501e 02
O,50834E 02
O.88456e 02
0.15344E 03
O,57687e';"01
O.30075S-01
O.?9776e';"01
COEFICIENTE
REA L
O,10000E 03
-O,,10000E 01
...O.20000E 01
..O.30000E 01
-O.40000E 01
-O.50000E 01
F EXPERIMENTAl.
1509081.000
176,,434
881.164
1690.237
2941.192
5101.875
2.653
OESVIACION
PORCHJTUAt..
1.65
8.50
2.24
5.59
6.60
1 " 5 ijI
r---�--
*** DISENO FACTORIAL ***
INCREMENTO 0.6500 PUNTO INICIAL 3.0000 SIMULACION F3�10
xO X 1 X2 X3 X4 X5 v
1 • O O O 1.146 1 ,,146 1,146 1 ,146 1 ,146 0.43818E 02
1.000 1 .146 1 .146 1.146 -1,146 "1.146 O.S7160E 02
1.000 , ,146 1.146 -'.146 1 .146 "1.146 0.S5841E 02
1.000 1 .146 1 ,146 -1.146 -'.146 1 .. 146 O.S4658E 02
1.000 1,146 .1,146 1.146 1.146 -1,146 O,54546E 02
1 "O O O 1 .146 ·1.146 1 ,146 -1.146 1 .146 O.5275SE 02
1.000 1 .146 ... 1.146 .1.146 1,146 ,.146 0.50668E 02
1.000 1.146 "'.146 "".146 -',146 -'.146 O.65198E 02
1.000 -1.146 1 ,146 , .146 1 .14 é -1.146 O.52ó14E 02
1 • O O O -1.146 1 .146 1.146 .. 1.146 1 ,,146 0.50726E 02
1 • O O O "1.146 1 .146 -1,,146 1 .146 1.146 0.50037E 02
1 • O O O "1.146 1 .146 "'1.146 ... 1,146 .. '.146 O.63089E 02
1.000 "1.146 -1.146 1 ,146 1 ,140 1.146 O.48288E 02
1 • O O O -1.146 ... 1.146 1.146 ... 1,146 -,.146 O.6213Se 02
1 ,O O O .. 1.146 ... 1.146 -1.146 1 ,146 -1,146 0.60427E 02
1 • O O O .,.14fJ ... 1.146 -1.146 .1.146 1 ,146 O,58257E 02
1 • O O O 0.000 0.000 0.000 0.000 0.000 0,55251E 02
1.000 0.000 0.000 0.000 0,000 0.000 0.5S172E 02
1 • O O O 0.000 0.000 0.000 0,000 0.000 Q.54729E 02
1 • O O O 0.000 0.000 0.000 0.000 0.000 0.55001e 02
1 • O O O 0.000 0.000 0,000 0,000 0.000 0.54996E 02
rECUACION y ANALISrs DE VARIANZA
GRADO 1 SIMULACION F3 ... 1Q
COEFICIENre SUMA DE CUADRADOS GL
TOTA L O.6407SE 05 21
B O 0.550181: 02 0,63566€ 05 1
b 1 -O,59626E 00 0.746621: 01 1
d 2 -O.13274E 01 O,37002E 02 1
8 3 -O.19712E 01 Q,81600E 02 1
8 4 -O.26044E 01 Q,14Z4SE 03 1
B 5 ..O",33716E 01 0.238721: 03 1
RESIOUAL 0 .. 172361: 01 15
ERROR O.16389E 00 4
DESAJUSTE O.1S597E 01 1 1
APROXIMACION A LA ECUACION REAL
DESVIACION PORCENTUAL MEDIA: 2.66
MEOIA CUADRATtCA F EXPERIMENTAL
0,63566e 05
O,74662e 01
Od7002E 02
0.81600e 02
O.14245E 03
O.23872e 03
1551414.000
182.222
903.074
1991.569
347iS.600
5826.371
0.11491e 00
O.40973e-01
O,14179E 00 3.461
COEFICIENTE COEFICIENTE DESVIACION
ESTIMADO REAL PORCENTUAL
S O O,10058E 03 0.10000E 03 0.58
B 1 .. 0.91733e 00 -O,10000E 01 8.27
8 2 -O.20421E 01 ... O",20000E 01 2.11
8 3 -O,30326E 01 ...O.50000E 01 1.09
1:3 4 ..O.40068E 01 -O,40000E O, 0.17
B 5 "O.51871e 01 -O.SOOOOE 01 3",14
*** DISEno AXIAL ***
1�, C R � ., E �¡ T Ü o • 5 :, () o ¡.- I,!�: rOL ,� 1 r. 1 A L 3 • o o o o SIMULACIDN F3-11
AO X 1 'A( Xj Xi.. :X5 'r
1.I.iOC 2.7� .. G.í)OO 0.000 O.OOU 0.000 ü.SS�'.?H 07.
1.uOO -2.1,�'-,' lJ.(¡Úl,¡ \'.i.lOiJ u.vO',) 80000 O.S1U4kE O?
1.i)\)O U • () o o ¿.75Y VoO(iO (1.1) O!' ., • \)0 i) O051!)�3E 02
1• u o 1) f' • .Ju,) - � • 1 ,� (¡ n • u (J U V • u 1) ') (!.O()U O.574CJ7E 02
1• 1) el u C.OI:,.! G.uJu 2 • ? 3 ., ·(I.l)ü\:, ".000 U.5uSli<:E iJ '2
1.uuC ().()'jt) e • (; i.l u -2 o 13-1 O.uün 00000 U.)"759E .) :?
1, e o II ¡-) • (J o �'.I voLeC \:o\)(}\) 2. r s= o.CJJO O.4t'",:-_qE 02
1oli\)() (1 • 0 �� i'l e o (; \1 e (1,(JUO -2.73, �)oO(}U o o h () .;¡ 1 � E 02
1• ,1 (1 o 1,' • ;j l,: \ I • j_) (� {.: ',:' • :1 (; '1 U • U e;··' '2. 7!'..) �).':'757¿t 02
!• ,) ;} (.) () • (_i:--; � �) • 0 u U r. • ;'-' el u e • u Ü il -2.73" C.',?4l:'�t: O;.;
1• \"¡ U li ,1 " U _) ", �:' • i) I"¡ i_) '../ • (, r (; í) • L.' (1 \.1 ��, • (! o 1) ,) • s') ,) 4 e E o;
1• Ij 'J U i � " Ud r. • (; t) ') r; • :.1 o \} (¡ .. Ü \.) ,<; :�: • o o o 0.)4)U�( u¿
1• (, J U (" • ;! (� .: \ • U.J v 'J • e () 0 \) • 0 ü:' í,: • () (J G O.)5:.34E 02
1o G U l) ,_: • (J r: ;� C.V'�I(; \) • L' Ü U O.UÜI) ,') • o í) o O.54771E 02
1• 1) J Ú (JoO()�) u.G\iI,l u.ooo ü.U(l(! :; • 1) o Ij O.)J4UE 02
reCUACION y ANALISIS DE VARIANZA
GRADO 1 SIMULACION F3·11
COEFICIENTE SUMA DE CUADRADOS GL.
TOTA� O,4558SE 05 1 S
8 O O.54973E 02 O,45330E 05 1
8 1 -O.62530f; 00 O,586S1E 01 1
8 2 .. 0.1024ge 01 0.15757€ 02 1
B 3 "O.17201E 01 O.44382e 02 1
B 4 -O.22068E 01 0,73053€ 02 1
B 5 ...O,27601E 01 O,11427e 03 1
RESIDUAL 0.142055 01 9
ERROR 0.82880€ 00 4
DESAJUSTE O,,59167e 00 5
APROXIMACION A LA ECUACION REAL
DESVIACION PORCENTUAl. MEDIA: 4,32
COEFICIENTE
eSTIMADO
a o
8 1
8 2
B 3
8 4
B 5
0.10045E 03
-O.11369E 01
-O.18635E 01
-0,31275E 01
..O,,40124E 01
-O,,50183e 01
MEDIA CUADRATICA
Q.45330e 05
0.58651€ 01
0.15757e 02
O.44302e 02
O.73053e 02
0,11427E 03
0.15783E 00
0.20720e 00
Q.11833e 00
COEFICIENTE
REAl..
O.10000E 03
-O.10000e 01
-O,20000E 01
...0,30000€ 01
...O.40000e 01
-O.50000E 01
F eXPERIMENTAl.
218773,310
28.306
76.047
214.200
352.569
551.487
0.571
OESVIACION
PORCENTUAL
0.45
13.69
6.83
4.25
0.31
0.37
r*** DISENO FACTORIAL ***
INCREMENTO 0.5500 PUNTO INICIAL 3.0000 SIMULACION F3 .. 12
xO X1 X2 X3 xl. X5 y
, • O O O 1 • , 46 1 .. 146 1.146 1,146 1.146 O.45809E 02
1 • O O O 1 .146 1 .146 1.146 ';'1.146 -1,146 O.56530E 02
1 "O O O 1 .146 1 .146 -1.146 1 !I 1 4 (; -1.146 O.55194E 02
1.000 1 .. 146 1 .146 .. '.146 -1.146 1 .. 146 O.54509E 02
1.000 1 .146 ... 1.146 1.146 1,146 -1.146 O.54531E 02
1 .. O O O 1.146 ... '.146 1 .146 -1.146 1 .146 O.53023E 02
1 • 000 , .146 -'.146 '"".146 1 ,146 1 .146 O.52232E 02
1 .. O O O 1,,146 -1,146 -1.146 .1,146 -1,146 O,63374E 02
, • O 00 -1,146 1,146 1.146 1 .146 "".146 0.52725€ 02
1 .. O O O "'.146 1 .146 1.146 -1,146 1.146 O.S1991E 02
1 .00 O -1.146 1 .146 "1.146 1 ,146 1.146 0.50862E 02
1 • 000 -1,146 1,146 ... 1 ,,146 .. 1,146 "1_146 0.62174E 02
1.000 "1,146 "".146 1 .146 1 ,146 1.146 O.49222E 02
1 • O O O "1,146 "'1,146 1.146 .. 1,146 "".146 0.60321E 02
1.000 "1.146 "1.146 -1.146 1 !l14 6 "'.146 0,5911?E 02
1 • O O O "".146 -1.146 -1.146 .. 1,146 1 .146 O.5861SE 02
1,000 0,000 0.000 0.000 0,000 0.000 0.546¿S6E 02
1 • O O O 0.000 0.000 0.000 0.000 0,000 O.55573E 02
1 • O O O 0.000 0.000 0.000 0.000 0.000 O"S5263E 02
1.000 0.000 0.000 0.000 0.000 0.000 0,55196E 02
1,000 0,000 0.000 0.000 0,000 0.000 O.54781E 02
reCUACIONy NAlIsrS OE VARIANZA
GRADO1SIMULAcrON F3-12
TOTAL
BO
a1
i32
63
l34
65
RESIDUAL
ERROR
DESAJUSTE
COEFICIENTE
O,SS035E 02
-O.53553E 00
"0.11261E 01
-0.17411E 01
.. 0.222811: 01
-O.26025E 01
APRoxIMACIONALA ECUACION ReAL
DESVIACIONPORCENTUAL MEDIA: 2,87
B o
8 1
8 2
B 3
B 4
B 5
SUMA DE CUADRADOS GL
O.63949E 05 21
0.63605E 05 1
O.60227E 01 1
0.26630f: 02 1
O.636Sge 02 1
O.10425E 03 ,
O.14224E 03 1
O.14704e 01 1 5
O.S3211E 00 4
O.93830E 00 11
COEFICIENTE
ESTH1ADO
0.99944E 02
..O,97370e 00
-0.20474E 01
-O,31656E 01
.. O,40511E 01
"O,47319E 01
r'1 E o lA e u A o R A TI e A
O.63605E 05
O.60227e 01
O.26630e 02
O.63659E 02
O.1042SE 03
O.14224E 03
O.98028e-01
O.13303e 00
O,85300e ... 01
COEFICIENTE
REAL.
O.10000E 03
';'O,10000E 01
..O.20000E 01
..O,30000E 01
.. O.40000E 01
-O.50000E 01
F EXpeRIr'�eNrAI.
478134.250
45,,274
200.182
478,,540
783.684
1069.232
0.641
DESVIACION
PORCENTUAL
0.06
2,,63
2.37
5.52
1.28
5.36
- 236 -
4.1.2.4.- Función F-4
Como función F-4 se ha designado a la fun
ción cuya expresión matem&tica es:
y = x2 + 2x2 + 3x2 + 4x21 2 3 4 (4.4)
y, en la cual, el coeficiente ligado a x5 es nulo. Por
consiguiente deberá ser no significativo en las ecuaClO
nes estimadas.
Los incrementos y los puntos iniciales en
que las distintas ecuaciones han demostrado ser estadís­
ticamente significativas, han sido los siguientes:
Punto inicial 1,0 Incrementos 0,08 Y 0,05
" " 1,5 " 0,08 Y 0,05
" " 2,0 " 0,09 Y 0,06
Los coeficientes del desarrollo en serie
de Taylor hasta primer orden, correspondientes a los dis
tintos puntos iniciales, se muestran en las tablas si--­
guientes (simulaciones F4-1 a F4-12), bajo la denomina-­
ción de coeficientes reales. Asimismo se muestran los -
resultados obtenidos con los diseños, los análisis de va
rianza, así como la comparación coeficiente real - coefi
ciente estimado en términos porcentuales.
*** DISENO·AXIAL ***
Ih.CRE:\E\JT() 0.0>.,00 DU�TO r�ICI�L 1.0000 sIr<ilJLACION F4- 1
Xd x 1 x. t <3 :<4 ;.;5 v
1.(100 ? • 7 5 �) O.OOl) I� • U (lO 0,00:, {:' • O O tI O • 1 l) 4 '. 4 E 02
1• \.' O o -2.7.3'-' U.OOU 1,1 • ,) (1 (1 U.llOO O,ClOC O.'':;;141E 01
1• o \) 0 Ü • \) 1) ° 2.7.�9 U.(lOO O.O(l'j n.ül)O O.10Q<;OE 02
1• (1 U O O.OCí) -2.7Y; ('.vOi.) O.UOO '.) • (1) i) O.v¿514E o 1
1.JOG o • (l :) ;, ;) • Ü l} U 2. 73 , V.l)ÜU :'.()0(.i ü • 1 1 t; t- S E 02
1• () (1 O u.üfJC I�' • U O l� -¿.7S·,,¡ !',� • U (l ;) . ': " l� J U 1) ...... �.)1'1E 01
1• \; i I \) . .J • :) �' :": :) • l' í:, (_, t '¡ • l' (1 (l 2.7 h 1.' • (, '.l ,) ().1 1 Ij·e � E u?
1• \. ,i U -, .\.\. '.' • U l' V ! • JI.) U -2.7�·¡ (; • l.' C· '.\ l).t'4550E 1) í\..1 • u, "
'1• '. ¡ t) �) 1) • \:�I
.. I ,., /', .., ';
• �.J' ,J i"" ..._\ • .) U J Z. ?5 ; (1.1()(\1.;,>: C2,! • V \. {.
1• ,: i.i ;) �) • \'¡ '1 ,) 1) • I...J t.l t, l!.�!(!I: ,j • '.i U 1I -2.7;'; (! • 1 O U 5 (�. t ;) (
'1...: ,) 'J \! • 1) ,.'1 ._' ,) • U I_ \) '; • 1,) l:J ;; L • l' ,) .1 ' • n ..j :) 1; • ;;.. ". i � 5 F. f) 1
01• ;) J l1 I J • �',:: .:) :'; \,� • U 1) tJ' ;,' •.) I,} r' :� • l) :) .: , • (j !,� J U • 'i .; 5 4 � � ni
1• "V 'J {) • I_� ,! • �; • i ',1 i. t l . .'. \ el .. \:' • \.: \. i I �
,
.. t) � � 1,,: C.1U04�t: ..1 ;/
1.00ü U. U e' :', v.lJUv �·I.U\;j�� U.l1l1'o' ��, .. () u Ü O.1l)025E: .� ')v�
1.0\)0 J.()()i) ü • o (.l\) ).Ovo o • ¡) l) ,) l.' • O o o 0.9959(f: 01
r
::'
eCUAC¡ONy NALJSIS DE VARIANZA
GRAPO1SIMULACION F4. 1
TOTAl.
BO
81
ti2
B3
B4
B5
RESIDUAL.
ERROR
DeSAJUSTE
COEFICIENTE
O.10063e 02
O.16792E 00
O.32109E 00
O.48041E 00
O.62S67E 00
"'O.78328e-02
APROXIMACJONALA ECUACION REAL
DESVIACI0NPORCENTUAL MEDIA; 1.97
8 o
B 1
B 2
B 3
B 4
B S
SUMA DE CUADRADOS
0,153031: 04
O,,15189F. 04
Q,42298E 00
O.15465E 01
O,34619E 01
O,58719E 01
0.92030€ .. 03
O,65000e-01
0.610201:-02
O.58298e-01
COEFICIENTE
ESTIMAOO
-O,97778E 01
0.20991E 01
0.40136E 01
O.60051e 01
O.78208E 01
-O,97911e-01
GI..
1 5
,
1
1
1
,
1
9
4
5
¡"1eOIA CUAORATICA
0.15189E 04
0,,42298; 00
0.1546SE 01
O,3461ge 01
0.S8719E 01
0.92030e-03
0.72222e"02
0.167551:-02
O,11660e';'01
COEFICtENTE
ReAl.
-0.10000e 02
O.20000e 01
0.40000E 01
O.60000E 01
O.BOOOOE 01
O"OOOOOE 00
f.
:DI
F EXPERIMENTAL
906568.560
252.453
922.994
2066.209
3504.551
0.549
6.959
oeSVIACION
PORCENTuAL.
2.22
4.95
0.34
0.09
2,,24
0,00
r*** DISENO FACTORIA� ***
INCREMENTO 0.0800 PUNTO INICIAL 1.0000 SIMULACION F4- 2
xo X1 x2 x3 X4 x5 y
1 ,,0 00 1 ,146 1.146 1 .146 1,146 1.146 O.11948E 02
1 • 000 1 ,146 1 .146 1 .146 "1,146 ",,146 O.10484E 02
1,. O O O 1 .146 1 .146 "'1.146 1 ,146 ""'.146 O.10835E 02
1 11 O O O 1 .14 (, 1 � 146 ... 1 .. 146 .. 1,146 1 ,,146 O,92824E 01
1 11 O O O 1 ,146 -1.146 1.146 1,146 ·'.146 O.11222E 02
1 • O O O 1 .146 .. 1,146 1 .146 .. 1,141, 1.146 O.98646E 01
11!0OO 1.14fl -1.146 -1.146 1 ,,146 1.146 O.10158E 02
1 11 O O O 1 .146 "".146 "'1,146 .1,146 -1.146 O.85903E 01
'.000 ·'.146 1,146 1 .'46 , .146 ·'.146 0,11554E 02
1,000 ·1.146 1 .146 1.146 ...1,146 1 .146 O.10073E 02
1 • O O O ... 1.146 1 .146 "'1 ,,146 1 ,14 Ó '.146 0.10425E 02
1 • O O O "'1,146 '.146 "1.146 -1,146 "'1,146 O.89779E 01
1 "O 00 "1,146 ., " 146 1 ,,146 1 ,146 1,146 0.107'07E 02
1 • O O O ·1.146 ·1.146 1 .146 ... 1,146 -'.146 0.94184E 01
1 11 O O ° ·1,146 "'1,146 -1,146 1 ,14'; ... '.146 0.97538E 01
1.000 "".146 .'.146 ·'.146 ... 1,146 1 .146 O.82411E 01
1 • O O O O�OOO 0.000 0.000 0,000 0.000 O.10086E 02
1 ,O O O O,000 0.000 0.000 0,000 0.000 0.10019E 02
1.000 0.000 0.000 0,000 0,000 0,000 0.10042E 02
1 "O O O u.OOO 0 .. 000 0,000 O,OOu 0.000 O.99804E 01
1 • O O O 0.000 0.000 0.000 0,000 0.000 0.10066E 02
,.
1.:/
"
eCUACI0Ny NA�ISIS DE VARIANZA
GRADO1SIMULACION F4- 2
TOTAL
BO
81
B2
B3
84
85
RESIDUAl.
ERROR
DESAJUSTE
COEFICIENTE
O.10083e 02
O.17610E 00
O.30650e 00
O.49109E 00
O.63631E 00
"0.71642E-02
APROXI�ACIONALA ECUACION REAL
DESVIACIONPORCENTUAL MEDIA I 3.53
B O
B 1
a 2
8 3
a 4
8 5
SUMA DE CuADRADOS
0.215115 04
O.21348E 04
0.65122E 00
0.1972811: 01
O,S0645E 01
O.85027E 01
O.10778e-02
O.59881e ... 01
O.67927e-02
O.53088E"'01
COEFICIENTE
ESTIMADO
"'O.99529E 01
O.22012E 01
O.38313E 01
O.61386E 01
O.79539E 01
-0,895531:-01
GL
21
1
1
1
1
1
,
1 S
4
1 1
MEDIA Cl)AORATICA
O.2134�e 04
O.65122e 00
O.19728e 01
0.50645e 01
O.SS027e 01
O.10178e-02
O.39921e .. 02
0.16982e-02
0.48262 e.-02
COEFICIENTE
REAL
..O.10000e 02
O.20000E 01
0.40000E 01
O.60000E 01
O.SOOOOE 01
O.OOOOoe 00
F EXPERIMENTAL
125712Q,,000
,383.486
1161.728
2982.349
5006.977
0.635
2.842
OESVIACION
PORCENTUAL
0.47
10.06
4.22
2.31
0.58
0.00
r... *ir DISEflo AXIAL .........
IN e RE·,' f: N T o o • o 5 O ti PII�iTU n;!CIAL 1.0000 SI'" U L A e 1 o 1� � 4 - 3
/..1) X 1 x e 7\3 .� ,. X) '(
1•o o o 2.73,·; o.uoe 1.;.O(ll) O. o o i) 0.00(1 O.10278E 02
1•r:¡ o o .. 2. 73;; v.OJO 0.000 ü.O\)() !! • o o o O.Y123SE 01
1•o o o (J.O()Q 2.139 :).000 o • IJ u:; n.OVo 0.10'4$1: 02
1.00ll 0.002 -Z.15-i 0.000 0.()O�\ t, • o o \) O.-.J55L..H 01
1.00n v.llO') O.OCiO ¿.,?.sv (.) • ti U :J (1.0J(' O.10b:dE 02
1•U o o ,) • e iJ j o • (.1 (_i \) -2.7:',. li.UU(' ,\ • () (1 u v • .,.2527t 01
1.!)i)i) 0.[)C�1 1).l)O0 ::' • (10') 2. 7 5 ,; C).8J:J o • 1 1 ¿ " (i E o�.
1•(IO:J \; • Il :.1 ') o.uno l' • �.! (1 \) -2.13: :\ • o o �) O.c(.. 2b:;E 01
1.i)l)[) '.) • j', :.¡ e'· l:.ll(1\, '.� • (", (i ¡) o • V,) ',: 2. 7S-1 () • �.' :..� 2 7 � E ) 1
1•o O o ,) • \) U . J (_; • O il \' .� • I�I O ,', Ü.de:; -2.7).; O • 1 :) U � ; r 1) 2
1•(j U " U " U :�! ,J l} • ti U l, :,: • ,,"� U (: 0. U \) : • O 0 �'i () • 1 \) (¡ :; ,< F e, 2
1.'_lOO \_) • :} �) , J ,,:! • l! ¡') U ',' • \. G l' (j. U U {¡ ,� e o J \:1 (\.11)0111;: 1))
1•(1 l) U '.} • U "'� ; � �) • '�J l; �I .I.i:(;�� \.1 • "\ � ¡J 1_: !.� • :: \) ') ¡./.\')105E: ();>
1.000 (¡ '\ ,) 1) u.tJUU i ¡ • ,1 (; '! U • 1.) I)'� ,�, • O \) U O.YS-1.4i'E: Íj 1' • v\., .
1•U O O t).ÜI"1(\ ('cLlUU '.: • U O JI V • (; O i) Ce0üJ 0.;;'-,.151 E 01
réCUAcrONy NAL%SIS DE VARIANZA
GRADO1SrMULACION F4� 3
TOTA�
ElO
61
El2
83
H1..
B5
RESIDUAL
ERROR
DESAJUSTE
COEFICIENTE
O.10034E 02
O.10127E 00
0,18057& 00
o.29945E 00
O.42600E 00
-O.28420e-01
APROXIMACIONALA ECUACION REAL
DESVIACIONPORCENTUAL MEDIA I 4.45
SUMA DE CUADRADOS
ü.15150E 04
ú,,15102E 04
O.15385E 00
O.48910E 00
0,13451E 01
O,27221E 01
0,121151::-01
O.45185e-01
O,28844S-01
O.16941E-01
COEFICIENTE
ESTH1AOO
B O "0.954371: 01
6 1 O.20255E 01
8 2 O.36115E 01
B 3 O.59891e 01
8 4 O.85200E 01
8 5 "'0.56840E 00
GL
1 5
1
1
1
1
1
1
9
4
5
MEDIA CUAORATICA
O.15102E 04
O.1538Se 00
O.48910E 00
O.13451E 01
O.27221E 01
O.1211Se-01
0.50872e-02
0.721111;-02
O .33881'S ... 02
COEFICIENTE
REAl.
"O.10000E 02
O.20000E 01
0,40000E 01
O.6QOOOe 01
O.BOOOOE 01
O.OOOOOE 00
F EXPERIMENTAL
209428.310
21.335
67.826
186.528
377.491
1,680
0.470
DE$VIACION
PORCENTUAL.
4.56
1.21
9.71
0.18
6.50
0.00
r*** DISENO FACTORIAL ***
INCREMENTO 0,0500 PUNTO INICIAL 1.0000 SIMULACION F4';' 4
xO X 1 x2 X3 X4 X5 y
1,000 1 .146 1 .146 1 .146 1 ,146 1 .146 O.112S7E 02
1 • O O O 1 w 146 1 .146 1 ,146 ';'1 ,146 .. 1.146 0.10261E 02
1.000 , .146 1 .146 -1.146 1.146 "'1.146 O.10464E 02
1,000 1.146 1 .146 "1.146 -1.146 1 ,146 O.95669E 01
1 • O O O 1.146 -1.146 1 w 146 1,146 -1,146 Q.10663e 02
1 • O O O 1 .146 ·1.146 1 .146 -'.146 1 .146 O,98561E 01
1,000 1 .146 .. 1.146 ... 1.146 1 .14 ó 1 11 146 O.10117E 02
1.000 1 .1 4h "1.146 -1.146 -'.146 "'1,146 0.91398E 01
1.000 ... 1.146 1 .146 1 .146 1,14fl .. '.146 0,10998E 02
1 • O O O "'1.146 1 .146 1 .146 ... 1,146 1.14tJ O.99199E 01
1 • O O O -'.146 1.146 -1.146 1 .146 , .146 O,10227E 02
1.000 -'.146 1 .14 (., -1.146 -'.146 -1,146 O,Q3300E 01
1 "O O O .. 1.146 ... '.146 1 .146 1 .146 1 .146 O.10655E 02
1.000 "".146 "1 ,146 1 ,,146 -1.146 "'1,146 O.95981E 01
1 • O O O -1.146 ,,'.146 ... 1.146 1,146 ·1.146 O.98607E 01
1 • O O O -1.146 -'.146 "'1.146 -1.146 1.146 O,88984E 01
1 • O O O 0,000 0.000 0.000 0,000 0.000 O.99259E 01
1 • O O O 0,000 0.000 0.000 0,000 0.000 O.998'74E 01
1 • O O O 0.000 0.000 0.000 0.000 0.000 O.99958E 01
1.000 0,000 0.000 0.000 0,000 0,000 0.1003HE 02
1 • O O O 0,000 0.000 0.000 0,000 0.000 0.10079E 02
ECUACI0N y ANALISIS DE VARIANZA
GRADO 1 SIMULACION F4- 4
TOTAL
tl 1)
5 1
ti 2
B 3
B 4
8 5
RESIDUAL
ERROR
OESAJUSTE
COEFICIENTE
O,10043E 02
Q.97002e-01
O.17987E 00
O.30903E 00
O.41514E 00
O.13209E-01
APROXIMACION A LA ECUACION REAL
OESVIACION PORCENTUAL MEDIA: 4.46
SUMA De CUADRADOS MEDIA CUADRATICA F EXPERl¡l.1ENTAI.GL
O,21245E 04
O.21180E 04
O.19760e 00
O.67942E 00
0.20055E 01
O.36192E 01
O,36640e-02
21
O.21180e 04
O.19760e 00
0.67942e 00
O.20055E 01
O,,36192E 01
O.36640e-02
643283.060
60.016
206.358
609.109
1099,251
1 .113
1
1
1
,
1
1
0,5446412-01
O.131?OE"'01
O.4129Se .. 01
O.36310e-02
0.32924E-02
0.,37541e�02 1.140
15
4
11
COEFICIENTE COEFICIENTE OESVIACION
ESTIMADO R EA 1.. PORCENTuAl.
B o -0.10242E 02 ...O.10000e 02 2.42
8 1 0.194001: 01 O.20000E 01 3.00
8 2 O.35974e 01 0.40000E 01 10.06
B 3 O.61806E 01 0.600001: 01 3.01
B 4 O.8302ge 01 O.80000E 01 3.79
S 5 O.26418E 00 O.OOOOOE 00 0.00
*** DISEno AXIAL ***
1 N e R E '\'1 E �JT o o • o ; o o DU�T0 I�ICIAL 1.5UOO SI,IIUL,�CIO'-J r:4- 5
•
xO X 1 x2 X3 x4 x5 y
1 • o o o 2.730 O.oco ll.000 C.üue o.OOü 0.23146: 02
1.0QO -Z.73'i 0.000 0.000 O.oun 0.000 O.21'ÍlJ5E ()2
1.00Q O.OIj¡) 2.759 i).00') (' • o L) 1) u.OOO O.2396?E 02
1 • o o o o • o o 1) -2.739 L' • o o o o • o o (1 ¡".OiJO O.21104f 02
1.()1)í) 0.1i,)() 0.0(\0 2 • i'.3 c) (J.Du\) ,) • (llJ 1) O.(4)S'E 02
1 • o o u ':J • ('1 o 1-1 V.UOv "2.73� 0.\il),�: n.CO) O.i?1)0'<,H !) 2
1.uuO 0.UOn. 0.000 ('.uoo 2. 75 ".; 0.000 U.2S5?3E 02
1 • e) O \) v.O(¡O O.(íCc' ().\)O(\ -2.73',; o.oon O.2()10H O?
1.f)()(i (l. O n ,'} 1" ,.,..,. (l. n O�) o , u O:; '2. 1.5 ¡ O.22445F. í) 2'.) • ti t .. U
1 • ,.) Q 0 U.l!,Jil (".l'OU (' • 'J O 1:\ O • 1I 1) () - ? • 7 S '1 ().?¿':l"�i: ' ')v,
1.uvO O • o �) n ().(,t;V :.) _ l) li �') \) • v\) \: ;) • O J 1,) ü.2241;iE D?
1 • \! (1 i) e, • ') ;...J �J U.UDe 1) • dO\.) \) , ,) U (' n,()Ü(i O.i¿4h,�E :) 2
1 • o U l.J t\ • o (j i \ (} • e () v ,; • u o U O,l:()'�' ,l.UOO i) • 2 ¿ 5 :- l: E O?
1 • o o o o.uon v • \,J () \.) C.VU;l (; • 1.) t) '.i ;) • o J o ü.2¿5i,H o 2
1 • Ü o o 0.0\",) í) • o 1) 0 \".uoo O, v U l' n.()()() O.225),')l: 02
ECUACI0N y ANALISIS DE VARIANZA
GRADO 1 SIMULACION F4- 5
TOTAl,.
B O
B 1
8 2
B 3
8 4
6 5
RESIDUAL
ERROR
DESAJUSTE
COEFICIENTE
O.22543E 02
O.22698E 00
O.52173E 00
O.70437E 00
O.95339E 00
"O.2000SE"'01
APROXIMACION A LA eCuACION REAL
DESVIACI0N PORCENTUAL MEDIA: 3.66
SUMA DE CUADRADOS MEDIA CUAORATICA F EXPERIMENTAL
O.76486E 04
Gl.
15
1
1
1
1
1
1
1343545.000
136.210
719.674
1311.717
2403.194
1.058
O,76225E 04
0.77278E 00
O.40830E 01
O.74420E 01
O.13634E 02
O,60032e-02
O.76225E 04
O.77278e 00
O,40830E 01
O,74420e 01
O,13634E 02
O,60032e"02
O,13599E 00
0.22694e"01
O.11330e 00
0.15110e-01
O.56735e-02
O.22660e':"01 3,994
9
4
5
COEFICIENTE COEFICIENTE DE$VIACtON
eSTIMADO REAL PORCENTuAL
8 o .. 0.222041: 02 .O.22500E 02 1.32
B 1 O.28372E 01 O,30000E 01 5.43
8 2 O.65216E 01 O.60000e 01 8.69
8 3 O.88046E 01 O,90000e 01 2.17
B 4 O.11917E 02 O.12000E 02 0.09
8 5 -0.25007e 00 O.OOOOOE 00 0,00
*** DISENO FACTORIAL ***
INCREMENTO 0.0800 PUNTO INICIAL 1.5000 SlMUl.ACION F4 .. 6
xO X1 X2 X3 X4 X5 y
1.000 1 '" 146 1 .146 1 .146 1,146 1 .146 O.25394E 02
1 • 000 1 ,146 1 .146 1,,146 "1,146 "'.146 O.23234E 02
1.000 1 .146 1 .146 ,,'.146 1 , , 46 -1.146 O.23638E 02
1 • O O O 1 .146 1.146 -1.146 -'.146 1.146 O.21S49E 02
1 • 000 1 .146 ",'.146 1.146 1 ,146 .. ,.146 O.24139E 02
1 • 000 1.146 -'.146 1 .146 "'.146 1 .. 1 46 0.2198SE 02
, .000 1 .146 ,,'.146 ,,'.146 1 ,146 1.146 O.2260se 02
1.000 1 .146 -1.146 -1.146 ..1,146 "'1.146 O,20587E 02
1.000 ... 1.146 1 .. 1 46 1 .146 1 ,14 (; ",'.146 O�250,�9E 02
1 • 000 "'1.146 1.146 1 .146 -1.146 1 .146 0.225071: 02
1.000 ... 1.146 1 .146 .. '.146 1 ,146 1 .146 0.23014€ 02
1 • O O O "1.146 1 .146 "'1 .. 146 .. 1.146 -1,146 0.20930e 02
1 • 000 ... 1.146 ... 1.146 1.146 1 .146 1 .146 O.23851E 02
1 • 000 -1.146 "'.146 1.140 -1,146 .. , .146 O.21661E 02
1 .. O O O .. 1.146 -1.146 "".146 1 .146 -1.146 0,22120E 02
1 � 000 "'1.146 -1.146 "'1.146 -1.146 1.146 0.19944€ 02
1 ,O O O O�OOO 0.000 0.000 0,000 0.000 0.22373E 02
, • O O O 0.000 0,000 0.000 0,000 0.000 0.22613E 02
1 • O O O 0.000 0.000 0.000 0,000 0.000 0.22638E 02
1 • 000 0.000 0.000 0.000 0.000 0.000 O.22514E 02
1 • O O O 0.000 0,000 0,,000 0.000 0.000 O.22624E 02
ECUAC¡ONy NALISIS DE VARIANZA
GRADO1SIMULACION F4- 6
TOTAl...
RO
81
a2
B3
84
65
RESlOUAL
ERROR
UESAJUSTE
COEFICIENTE
O,22611E 02
Q,22172E 00
O.45899E 00
O.73233E 00
O.94934E 00
..O.27254E ... 01
APRoxIMACIONALA ECUACION REAL
OESVIACIONPORCENTUAL MEDIA: 4,15
SUMA DE CUADRADOS i<IEf)lA CUADRATICA F expERIMENTALGl
O.10778E 05 21
O,10142E 05
Q,10323E 01
O.44241e. 01
O.1126ZI! 02
0.18926(; 02
O.15599E-01
0.101421: 05
O.10323e 01
0.44241E 01
0,11262é 02
0.18926E 02
O,,15599E .. 01
O.17432E-01
O.12451E-01
O.19244e"'01
862741.000
82.912
355.319
904.523
1520.028
1.253
1
1
1
1
1
1
0.26149€ 00
O.49804E ... 01
0.211686 00
1 5
4
11 1.546
COEFICIENTE COEFICIENTE OESVIACION
eSTIMADO R EA lo PORCENTUAL
ti o ·O .. 21167E 02 ..O.22S00E 02 5.93
B 1 O.27715e 01 O.30000E 01 7.62
B 2 O.57374E 01 O.60000E 01 4.38
B 3 O.91541E 01 O.90000E 01 1 .71
!3 4 O.11867E 02 O.1:?OOOE 02 1 .1 1
8 5 .. 0.3406BE 00 o.oooooe 00 0.00
\.
*..,.* DISERO AXIAL ***
INCkE�ENTO 0.0500 PliNTO INIClI\L 1.SUÜO Sfi"ULACION F4- ?
Al X 1 x2 x3 X4 x5 y
1.00e 2 • 7.S '.) 0.000 O.ÜOO O.0()O (� • O O 1) O.2.5Ü .. 4E 02
1.U00 -2.73';; Q.(¡uv (, w ¡) O O O, O D (. n.OOI) O.221.30E Ü?
1 .000 II • �I o r) "2.739 O.OO(¡ o.oon (\ • O O O O.23.507F. 02
1 • l' Ol! 1) • O 1) ;/ -2.75'1 r • () U 1) (¡,UIJO C.000 O.215L.I':'E 02
1 • i) o U II • () () C' (1. O e � 2.1.5- v • t.) U '.1 1, • o o o 0.2.575h!: 02
1.00(j O.UJ��� e.v\¡u -2.7.S� l) • (J () G I� • J \) l) O.214"ZF 02
1.000 l' • o 1} �l \j.l)Cu l! • \) o o 2.7 S'" e.OOI) o • ? 4 1 ,,1 t: 02
1.u\)G u.O()) v.L¡l)U (' • \.1 o e - ¿ • 73') ;).OOt) O.21Ú(j1E 02
1 • U e e l.• D (\ n �J�C·f);, ',--' • 1') L; �¡ l' '\"', C • 7.5.; r) • ¿ 2 5 7 .; t o ?• v u .
1 • o o ,) 1_) • {) u .. \: • (i:1 U (i.\.!UU L1 • Ll U:) -2.n .. O.?'¿S1?F ,) 2 '\
1 • :.: U lí :,", • el (': �. :,) 41 \} (1 l' (\ , ..) U i . V • II ,1 ,.i 1'.\)':);1 O.22c5!Jf. (¡ 2
1 • ¡) o o e • e '; i�1 i.J • J 'J v .: • \_: o l: 0.0\1,; ·'.u\!) o • 22 :i \1 ) é: 1)2
1.;)lJU :. j • i) �'; ') \) • e, (" l l. \ • (l () (' í! • U U :.1 ,', • o o o e • 2 2 �.� e 4 E ,� ;)y -
1 • �í 0 o o , o U t\ (}.0UU (' • \) u:) o • o o �) 1".00,:1 0.2271\.iE iJ2
1.00\.l Ü.U!):) C.O(\(l \). ti o '} U.Ü()i) 0.001) Ü.22S,...1E ');>
eCUACION y ANALISrS DE VARIANZA
GRADO 1 SIMUlACION F4- 7
TOTAl.
B O
R 1
b 2
B 3
B 4
ti 5
RESIDUAL
ERROR
UESAJUSTE
COEFICIENTE
O.22577E 02
O,,17414E 00
O,32149E 00
Q.41524E 00
O,,57701E 00
O.12339E.02
APROXIMAClüN A LA ECUACION REAL
DESVIACION PORCENTUAL MEDIA: 7,32
B O
e 1
B 2
8 :3
B 4
8 5
SUMA DE CUADRADOS
ü.?65SSE 04
O.76459E 04
0,,45487E 00
O,15504E 01
O.25863E 01
0.49941€ 01
O.2283ge-04
O,10178E 00
O.42778e-01
0.59005E-01
COEFICIENTE
ESTIMADO
-0.22096E 02
O,34828E 01
O.64299E 01
O.83048E 01
O.11540e 02
O,,24679E-01
GL
1 5
1
1
1
1
1
1
9
4
5
r"leOIA CUAORATICA
O.16459E 04
O.45487e 00
O.15504e 01
0.25863E 01
0.49941e 01
O.2283ge';'04
0.1130ge .. 01
O.10694e"'01
O.11801e ... 01
COEFICIENTE
REAl..
...O,22S00E 02
0.30000E 01
O.60000E 01
0",90000e 01
O,12000E 02
O.oooooe 00
F EXPERIMENTAL.
714935.620
42,,533
144.969
241.838
466.982
0 .. 002
1 .103
DESVIACION
PORCENTUAL
1 " 79
16.09
7.16
7.12
3.83
0.00
*** DISENO FACTORIAL ***
INCREMENTO 0.0500 P U N T O r s r e 1 A 1. 1, 5 o o o SIMULACION F4 .. 8
XO X1 x2 x3 X4 xS y
1 ,,000 1 .146 1 .146 1 .146 1 ,146 1.146 O.2424?E 02
1.000 1 .141) 1 .146 1.146 .1,146 -1.146 O.22832E 02
1 "O o o 1 .146 1 .146 -1.146 1 .146 ,,1,146 O.23140E 02
1 "O o o 1.146 1 .146 -1.146 -1,146 1 .146 0.21877E 02
1.000 1 .146 .. 1.146 1,,146 1 .146 -1.146 0.23577E 02
1.000 1.146 -1,146 1 .146 -'.146 1.146 O.22220E 02
1.000 1 .146 .. 1.146 -1.146 1 ,146 1 .146 Q,,22374E 02
1.000 1 .146 "'.146 -1,146 -1.146 -'.146 0.21042E 02
1 "O 00 -1.146 1 ", 46 1 .146 1 .146 -1.146 O.23812E 02
1.000 "1.146 1 .146 1 .146 .. 1,,146 1 .14 (, O.22373E 02
1 "o o o .. 1.146 1 .146 .. '.146 , .146 1.146 0,230021: 02
1.000 "1,146 1 , 146 -'.146 "",146 "'.146 O.21455E 02
1.000 ·1.146 .. '.146 1 .146 1 ,146 1 ,14 () O.23209E 02
1 .. 000 "'.146 -1.146 '.146 -1.141"1 .. ,.146 O.21797E 02
1 • o o o .. 1.146 ... 1 .146 -1.146 1 ., 46 ,,'.146 O.22017E 02
1 • o o o "1.146 "1.146 -1.146 -1.146 1 ,146 O.20662E 02
1 • o o o 0.000 0.000 0.000 0.000 0.000 0.22592E 02
1 • o o o 0.000 0.000 0.000 0.000 0.000 0.22668E 02
1 • o o o 0,,000 0.000 0.000 0,000 0.000 0.22555E 02
1 • o o o 0,000 0.000 0.000 0,000 0.000 O.22716E 02
1 • o o o 0.000 0.000 0.000 0.000 0.000 O.22455E 02
eCUACION y ANALISIS DE VARIANZA
GRADO 1 SrMULACroN F4- 8
TOTAL.
8 O
fI 1
8 2
B 3
El 4
8 S
RESIDUAL
ERROR
DESAJUSTE
COEFICIENTE
O,22509E 02
O.1S951E 00
O.31542E 00
O.46024E 00
Q,60996E 00
0.126771: ... 01
APROXIMACION A LA ECUACION REAL
DESVIACION PORCENTUAL MEDIA : 4.62
B O
S 1
B 2
B 3
El 4
8 5
SUMA DE CUADRADOS
0.10654€ 05
O,10639f 05
O.53428E 00
O,20892E 01
0,44482E 01
O.78131E 01
O.33749E ... 02
0.20552e 00
O.41290e-01
O.16423e 00
COEFICIENTE
ESTIMADO
.O.24226E 02
0.31901€ 01
O .. 63084E 01
0,92048E 01
0.12199E 02
O.25354E 00
(JI.
21
1
1
1
1
1
1
15
4
11
MEDIA CUAORATICA
O.1063ge OS
O.S3428E 00
0,20892e 01
O,44482E 01
O,78131E 01
O.3374ge-02
O,13101e""01
0,10322S-01
O.14930E .. 01
COEFICIENTE
REA L
.O,22S00E 02
0,30000E 01
O.60000E 01
O.90000E 01
O.12000e 02
O.OODOOE 00
!: EXPERH�ENTAL
1030692.800
51.759
202.398
430.926
756.902
0.327
'.446
DESVIACION
PORCENTUAL,
7,67
6.34
5.14
2.28
1.66
0.00
*** DISENo AXIAL ***
1:\' e RE". F N T o o • o :,. o (l ,� l:'H o 1 '.; 1 e 1 .c" L 2 • o G o e SP"ULACIO'j F4- 'f
X ,1 X 1 x? x3 X4 x5 y
1.�iOO ?73-; o • () (1 l) 0.000 O.uo(' e' • o o o O.41.3t.1E 02
1.000 - '( • 7 � () O.OvU ii�(;O(l o • U (l:¡ o • o o o O.3'1293E 02
1.000 Ú.Ü;")" 2.73'-1 (¡.OC),.) (¡.(iOO ().ooo O.42564E 02
1.,:'00 (J.ü:);·j -'(./3'-; (; • (J o i ¡ o.OO( o • o o o O • .5k.3óOE 02
1• ,) o ,') L:.0!.. I'! {) • � 1) e ¿ • 73'¡ .\) • () \) !) n.Dvo O.L.Sl1.5E 02
1.\)OU L • () ,_, 0 V.\)(IU -2.73''''' O.e,uu ::.000 O.372K6E 02
1.UOú \) • o ,�� n e, • u (: l; .; • (,l (: n ¿ • 13 ; (', • u \) U O.4427,E 02
1• o \1 v \) .. () .} ¡:¡ l' • U G v () • l' bl - 2 .73,) ('.(1\)(1 O.3�'210E 02
1 """ \) It 1:.1 ,�. '-1
, ,,", .. u Vi; \1 • l,1 t,J :.: ? • 7 � .... o , id) u 3 e F: O?• '.: 'J �.., U • tj \' IJ
",• l,; ¡.) \) r f" ,
"
'J • \1 () �. r : • ¡} U i) J • \' n ',' -? .75;: 0.4I)11l.': 02� . '.' . ,
1.t:�):) !,! • (� l: • U �, �. ;;.tJÜ�� ��, • r ;) �¡ .� . \,.' \) �) (1 • 4 ;_i 2 " 4 [ (i2
1.\iUl) d • \) '.! l-; i._; • U t_� l.' �. " l' U!J e • l. IJ �.\ C.0ün l\ • 4 l) , S 1 E ü2
1.\i!](l p • o '_' -: 1) .. l· U l. .i 'o"'}. U t) r. l! • l� \} ,_, , • () (1 ,) 0.401412 ()2
1• Ü (1 !) t} • n J , __) ('! • U ('i \.1 () • \) l)\) o • \,) O.) ',) • (J o ('1 O.4IJlJi-4E o ¿
1.Jt)O �¡ • OC';\ U.vOl! ti • Ü o Ú L'�\)OC ().OÜíJ O • .3Q':f()4E 02
ECUACIONy NALIsrs OE VARIANZA
GRAOO1SIMULACION F4- 9
TOTAl.
8O
B1
b2
(:\3
Esi.
BS
RESIDUAL
ERROR
DESAJUSTE
COEFICIENTE
O,40214E 02
o.37404E 00
O,76758E 00
O.1069BE 01
O.14725E 01
"O,25337e",,01
APROXIMACIONALA ECUACION REAL
DESVIACIONPORCENTUAL MEDIA: 3.29
a o
e 1
B 2
6 3
B 4
B 5
SUMA DE CUADRADOS
O.24319E 05
0.242589 05
O.20985e 01
O.88377E 01
O,17168E 02
0,32524€ 02
O.96292e-02
0.36920e 00
0,66490€-01
O.30271E 00
COEFICIENTE
ESTIMADO
-O.41089E 02
0.41560e 01
0,85287E 01
O,11887E 02
0,16361e 02
-O,28152E 00
GL
15
1
1
1
,
1
1
9
4
5
MEDIA CUAORATICA
O.24258E 05
O.20985� 01
0,88377€ 01
0.17168e 02
O.32524E 02
O.96292e-02
0.41022e-01
O.16623e"'01
O.60542e-01
COEFICIENTE
REAl.
.. 0.40000e 02
0.40000E 01
O,80000e 01
O.12000E 02
O.16000E 02
O,OOOCOE 00
F EXPER¡r.�eNTAL
1459346.000
126.246
53"1.671
1032.835
1956,638
0.579
3.642
DESVIACION
PORCENTUAL
2,72
3.90
6.61
0.94
2,26
0.00
*** DISENO FACTORIAL ***
INCREMENTO 0.0900 PUNTO INICIAL 2.0000 stMULACION F4-10
xO X1 X2 X3 X4 x5 y
1 ,O O O 1 .146 1 .146 1 ,146 1 .146 1.146 0.44520E 02
1.000 1 .146 1 .146 1 .146 -1,146 -'.146 O.41086E 02
1 .00 O 1 .146 1 • , 46 -1.146 , ,146 "'.146 O.41963E 02
1 "O 00 1 • 146 1 .146 ... , .146 -1.146 1.146 O.38354E 02
1 ,,00 O 1 ,146 ·1,,146 1 " 146 1,,146 "'1.146 O.42738E 02
1.000 1 .146 ·1.146 1 .146 ,,1,146 1.146 O.39735E 02
1 ,O 00 1 " 146 -1.146 -1.146 1 '11'46 1 .146 O,40208E 02
1 • O O O 1 .146 .. 1.146 -'.146 ';".146 -1.146 0.31126E 02
'.000 "'1.146 1.146 1.146 , ,,146 -'.146 O.434Z1e 02
1 • O O O ... 1.146 1 .146 1 .146 ':",146 '.146 O.39980E 02
1 • O O ° "1.146 1 .146 -1.146 1 ,146 1 ,,'46 0.41102E 02
1 • O O O .1.146 1 .146 -1.146 -1.146 "1.146 O.37782E 02
'1" 000 "1.146 -1.146 ',1146 , � 146 1.146 O.42141E 02
1 • O O O ... 1.146 -1,,146 1.146 .. 1,146 -1.146 O.38349E 02
1 • O O ° -1.146 -1.146 "'.146 1 � 146 -1.146 0.39232E 02
1 • O O O "'.146 ... 1 .146 -1.146 .. 1.146 1 .146 OdS111E 02
1 ,O O O 0.000 0.000 0.000 0.000 0.000 O.40304E 02
1 "O O ° 0.000 0.000 0.000 0,000 0.000 O.40337E 02
1 • O O O 0.000 0.000 0,,000 0,000 0.000 0.3998ZE 02
1 • O O O 0.000 (1.000 0.000 0,000 0.000 0.39924E 02
1 • O O O 0,000 0.000 0,000 0.000 0.000 O .. 39857E 02
ECUACIONyANALISIS DE VARIANZA
GRADO1SIMULACION F4-10
TOTAl.
BO
B1
B2
B3
B4
B5
RESIOUAL
ERROR
DESAJUSTE
COEFICIENTE
O.40183E 02
O.43711e 00
Q",70739E 00
Q",11180e 01
O.14840E 01
O.28432e ... 02
APRoxlMAClONALA ECUACION REAL
DESVIACIONPORCENTUAL MEDIA: 7,52
SUMA DE CUADRADOS MEDIA CUAORATICA F EXPERlllljENTALGL
O,33997E 05 21
O.33909E 05
O,40123e 01
Q,10508E 02
O,26247E 02
O.46250E 02
0,16976e ... 03
0.33909E 05
O.40123e 01
O.10S08e 02
O.26247e 02
0,46250e 02
O.16976E-03
O.52710e';'01
O.50041E-01
O,53680E .. 01 1 .. 073
1
1
1
1
1
1
677621.,620
80.181
209.998
524,,506
924,,251
0.003
O.79065E 00
O.20016E 00
O.59048E 00
15
4
1 1
COEFICIENTE COEFICIENTE OESVIACION
ESTIMADO REAL PORCENTUAL
B O "0,,43136€ 02 -0.40000e 02 7.84
8 1 O.48568E 01 O.40000E 01 21.42
8 2 O.78599E 01 O.SOOOO!! 01 1,,75
B 3 0,12422e 02 O .. 12000E 02 3.52
B 4 O.16489E 02 0.160aOE 02 3.06
B 5 0.31591e-01 o.OaOOOE 00 0.00
rNrRE���TO O.0�OO
.(v
1 • ,10 ¡l
1 • ) O U
1.(¡OO
1.1¡()O
1.(IUI)
, • v O U
1 • U O \)
l.uO\)
1 • [; e, el
1.,)\lí.1
1 • ,) \ I u
1 • 1) -J o
1 • e o 11
1 • .JllU
1 • lJ 0 o
x 1
2.73 -:¡
-2.73':­
\J • Ü ] '¡
!).OUJ
\i.Ú¡)('.
J • e ') t,
u • (.1 () .)
(! • r) .) I i
CJ • ,} , ., .,
�) • 0(' :)
�) • '1 ," )
u.n��IC\
0.\))":
() • U e ,)
o • () ') :)
X2
J • ü 1) \,
().ooo
2.7S�
-2.75�
0.000
J.uOv
o , o U l.'
\i.GO\)
l.: • �} .¡ �)
\,! • U (\ \i
e • \j V l·
il • V '/ (,
\,� • \,1 \j l.!
,-,.()UlI
il.UC:(i
*** DISEnO AXIAL
P lJ '�l T o T j\; 1 e 1 '1 L '( • (j o o Ll
x3
0.000
O.OUO
0.000
0.000
z , 7 s-.
- '2. 7:t.,':'
(� • '1) (J ti
\.i • tj (1 '!
\.1 " l:¡ u \�I
:-': _ i) IJ ,�¡
ij.tJO�,
�'I
• U 1) : I
L, • I,} (.) �"
\.¡.\)i)(i
,) • o (1 o
'(4
U.uun
(-.V()l)
0.000
o • U \) II
,0 • u Ü ()
"
'v • U \) .,'
;¿ • 7 S .,
... ¿.15J
\) .0 U,,
'J. U lJ i)
l) • t.1 J 1";
1, • �1 U -'l
\_' • I,} \J r .
0.(1)(,
U.!JUll
***
X5
().OOO
L.OOO
(i • o o o
J.OOO
'¡.(lOO
e, .0 o o
(J.!)UO
": • Q \) U
? • 1.5 q
- ¿ • 't .5 r�
" • e o e
¡·.('un
�' • (; \1 ,)
��.OO\J
o • o o 1)
�I¡"uL·f:t.cr()1;j �4 ... 1,
y
O.4()6UOE 02
tl.3t,503E 02
O.415v1:lE 02
O.5i:'7C6F- 02
O.4214?E O?
O • .'",4U(tE :)?
Ü.4¿t-I1E ()2
O.)7)í,í.iE ;)2
G • 5 " r<. 7 \.' E el?
O.,�C)2?"E ll2
U • ,� , 7 (. t> E ) Z
o • 3 ;,: t ,.. 7 r \� ?
e • 4 U 1 \, ? ¡; �J ¿
O • .:.C12S1: 02
O • .3";'i34E \)2
ECUACJONy NALISlS DE VARIANZA
GRADO1SIMULACION F4-11
TOTAL
BO
81
B2
83
84
8S
RESIOUAL
ERROR
DESAJUSTE
COEFICIENTE
O.40037E 02
O.23677E 00
O.S0807E 00
O,68415E 00
O.94516E 00
"O,65470E-01
APROXIMACIONALA ECUACJON REAL
OeSVIACIONPORCENTUAL MEDIA: 4.28
SUMA DE CUADRADOS MEDIA CUADRATleA F EXPERIMENTALGL
O.24070E 05 1 5
1
1
1
1
1
1
605348.680
21.171
97.485
176.762
337.363
1.619
O.24044E 05
0.840921; 00
0.38720e 01
O.7020ge 01
O.13400E 02
0.64296e-01
O.24044E 05
O.84092E 00
Q,38720E 01
0.70209€ 01
O.13400E 02
ü.64296e-01
O,42696E 00
O,15888E 00
0,26808€ 00
O,47440e-01
0.3971ge-01
0.s3617e-01
9
4
5 1.350
COEFICIENTE COEFICIENTE DESVIACION
eSTIMADO REAL PORCENTuAl..
B ° -0.36919E 02 -O.40000E 02 7.70
6 1 O.39462e 01 0.40000E 01 1.34
B 2 O.84679E 01 o"aOOOOE 01 5.85
8 3 O.11403E 02 0.12000e 02 4.98
8 4 0,15753E 02 O.16000e 02 1.55
6 5 -O.10912e 01 o,oooOoe 00 0.00
*** DISENO FACTORIAL ***
INCREMENTO 0.0600 PUNTO INICIAL 2.0000 SlMULACION F4-12
xO X 1 x2 x3 X4 x5 y
1 • O O O 1 .146 1 ,146 1 .146 1.146 1 .146 Q,4279SE 02
1 ,O O O 1,146 1 .146 1 .146 ':",146 -1.146 O.41046E 02
1 • O O O 1.146 1 .146 "".146 1 ,146 -1.146 O.41281E 02
1.000 1.146 1.146 -'.146 -1,146 1 .146 O.38969E 02
1 • O O O 1 • , 46 -1.146 1 .146 1 .146 ,,'.146 O.41162E 02
1 • O O O 1 ,146 ·1,146 1.146 -1.146 1 .14 (1 0.39278E 02
1 • 000 1.146 -1.146 .. 1.146 L,146 1 .146 O.40085E 02
1 • 000 1 .146 -1,146 "'1.146 .. 1,146 "'1.146 O.38071E 02
1 • O O O -'.146 1.146 1 ,146 1 ,146 .. '.146 O.42448E 02
1 • O O O "1.146 1 .146 1 .146 -1.146 1 .146 0.39873E 02
1.000 ... 1.146 1 .146 ... 1.146 1 .146 1.146 O.40332E 02
1 .. O O O "'1 .146 1.146 -1.146 -1.146 -1.146 O.38487E 02
1.000 ... 1,146 .. 1,146 1.146 1,146 1 ,146 O.41499E 02
1 .. O O O "1,,146 "'.146 '.146 -1lJ146 -1.146 O.38691E 02
1 • O O O ... 1,146 .1,146 ... 1.146 1 ,146 -1,146 O.39689E 02
1 • O O O "'.146 ·1.146 -1.146 ..1,14h , • , 46 0.37350E 02
1 "O O O 0,000 0,,000 0,000 O�OOO 0,000 0.39953E 02
1 .. 00 O 0.000 0.000 0.000 0,000 0,000 O,40085E 02
1.000 0.000 0.000 0",000 0,000 0,000 0.40123E 02
1 • O O O 0.000 0.000 0.000 0.000 0.000 O.40316E 02
1 • O O O 0.000 0.000 0.000 0,000 0.000 0.40074E 02
ecuACION y ANALISrs DE VARIANZA
GRADO 1 SrMULACION F4-12
TOTAL.
8 O
B 1
ti! 2
8 3
B 4
8 5
RESIDUAL
ERROR
DESAJUSTE
COEFICIENTE
O.4010SE 02
O.26823E 00
O,,48044E 00
O.71612E 00
O.98887E 00
-O,,7062Se"01
APROXIMACION A LA ECUACION REAL
DESVIACION PORCENTUAL MEDIA: 3.42
SUMA DE CUADRADOS GL
0.33820€ OS 21
O.33781E QS 1
0,15109E 01 ,
O,48473E 01 1
O.10769E 02 1
0.205351: 02 1
O.10475E 00 1
O,7012Se 00 1 5
O.9672ge-01 4
0.60456€ 00 11
COEFICIENTE
ESTIMADO
B O �O.39327E 02
a 1 O.44705E 01
B 2 0.80073E 01
B 3 O.11935E 02
B 4 O.16481E 02
8 5 ..O.11771e 01
MEDIA CUADRArleA
O.33781e 05
0.15109€ 01
0.48473E 01
O.1076ge 02
Q,,20535e 02
O,10475E 00
0.467S2E�01
O,24182e ... 01
O,54960e"'01
COEFICIENTE
REAl..
-O.40000E 02
O,40000E 01
O.80000E 01
O.12000E 02
O.16000E 02
O .. OOOOOE 00
F EXPERIMENTAl,.
1396959.000
62.480
200.448
445.345
84Q.184
4.332
2.273
DESVIACION
PORCENTUAL
1 .. 68
11.76
0.09
0.54
3.01
0.00
- 261 -
4.1.2.5.- Función F-5
Como función F-5 se ha designado a la fun
ción cuya expresión matemática es:
Y = x2 L 2x2 L 3x2 L 4x2 L 5x-1' 2' 3' 4' 5 (4.5)
la cual es análoga a la función F-4, pero con la respue�
ta dependiendo linealmente de la variable x5 en esta oca
sión.
Los incrementos y los puntos iniciales en
que las distintas ecuaciones han demostrado ser estadis­
ticamente significativas han sido los siguientes:
Punto inicial 1,0 Incremenros 0,11 Y 0,09
" " 1,5 " 0,12 y 0,10
" 11 2 , O
11 0.12 Y 0,10
Los coeficientes del desarrollo en serle
de Taylor hasta primer orden, correspondientes a los dis
tintos puntos iniciales, se muestran en las tablas si-­
guientes (simulaciones F5-1 a F5-12), bajo la denomina-­
ción de coeficientes reales. Asimismo se muestran los -
resultados obtenidos con los diseños, los análisis de va
rianza correspondientes, asi corno la comparación coefi-­
cien te real - coeficiente estimado en términos porcentu�
les.
........ * DISEflO AXIAL ***
1 "� e R F. ,.; F. '" T J ü.110l' Ú ;,1 " T o 1 "j 1 e 1 ¡:. l 1.000U SI" u l .c.. e 1 (1 ,\¡ ;: 5 - ,
Xv X 1 x? x5 ',: 4 x 5 v. ,
1 • 1,; 1) J 2 • 7 � 'i I1 • U f¡ (. .: • (1 Ú ,) 1) • o 1) t, ;�: • o o (1 O.1)'511E (1 ?
1.1)00 -2.7),; 0.U(¡U (, • J u [) O.\)Ui,', ,'! • o o o O.1452SE 02
1.()l)ü 1) • Ü ,) ,) 2.13'-1 (-¡ • () l) �_) (J.UO'; (':.(!OO O.1A')44E 02
1 • i_l e O u • u'_) :.1 -??3�' i;.Ui¡(l (,1 • () U '_I u.OO(l ü.139�./H 02
1.u!.iU e' • o i_' �, i).(J('(l ¿ • l ;; 1, D • u u ') i�,.(JOG O.1:;:;2cE o;
1 .. o () (; l; • ,) -,} ;) ,) • l! 1) \J -'(.'15-1 o • i) () :', ,�,.I)Üi) O. 1.S l..? 1 e: ()2
1 • \) (I Í) �) • u',') , : l: • u u I_j r,.• '1 v v 2 • 7 S ,� �! • o o U O.17"�3GE 02
1 • �l (} '.) \.' • I_) � 1 t: G.uCLi \' • i'} :) i1 - ¿ • 73" ,-:, • u o J C.12:�1)F. 02
1 • (, ji s: !.' • c: ' , .--. ¡-' 11 \ ¡ .. i: I ¡ • t.: 1) � O, L: f\ _', ¿ • 7 j ) C.1�1,7?¡: (1 .?
1 • '.' �) U ,': _ \l (" ," :... .: U tI • 1, I \' ! ) �:.j()(' �?75¡ o • 1 54" o ¡:: \J ,)
1 .. \.) t, L: ;,' • \'j (; ;': f! • \..1 i...' i : w ',' ,_) l.; l· • �.' ,) "1 _ G �} 1) l' • 1 1.. -f " ',) E Ij)
1.\.lvU 1...' • "\ . �: ,. \ J V \....1 , • ,_1 L1 u \) • ,� u
"
• (1) l: o • 1 '; �) 1 1 f O?
1.00u �J • l; _: : {' • V (} ( � 1 It I! e ,:: L: e .¡ l: r: • e o J 0.14.'35;;
lO ....
'v !
1 • \; J (; :' • o {_".) ,_: • ,,¡ (,: {'I , • 1,' l' .¡ \} • l,'" U " • o U;) O.1)17H r�
�
ve
1 • i) n U ,) • ') l' ,\ u. C.;') (¡ (\" (,: U r) e • [) U l.' ,,' o (J 1) J O.14d>-)E: 02
ECUACIONy NAlISIS DE VARIANZA
GRADO1SIMULACrON F5� 1
TOTAL
BO
ti1
ti2
El3
b4
85
RESIDUAL
ERROR
DESAJUSTE
COEFICIENTE
O.1S121E 02
O.23503E 00
O.47383E 00
O.64024E 00
O.89897e 00
0.549791: 00
APROXIMACIONALA eCUACION REAL
OESV1ACIONPORCENTUAL MEDIA: 3,81
SUMA De CUADRADOS GL
0.34571E 04 15
0.34297€ 04 1
O.82859E 00 1
O.3367SE 01 1
Q.61486E 01 1
O.12122E 02 1
0.45340(: 01 1
O.36555E 00 9
0.61248="01 4
O.30430e 00 5
ME.DIA CUAORATtCA F EXPERIMENTAL
0.34291e 04
O.8285ge 00
O.33678E 01
O.61486e 01
O.12122e 02
O,45340E 01
223989.750
54.114
219.942
401,554
791.682
296.105
0.40617e .. 01
O.15312e"01
O,60861e�01 3,975
COEFICIENTE COEFICIENTE OESVIAcrON
ESTlfvlADO REAL PORCENTUAl.
8 o -O.10314E 02 ..O.10000E 02 3.14
B 1 O .. 21366E 01 O.20000e 01 6.ts3
8 2 O.43076E 01 O.40000e 01 7.69
B 3 O.58204E 01 O.60000e 01 2.99
a 4 O,81725E 01 O,80000E 01 2.16
B 5 O.49980e 01 O.50000e 01 0.04
*** DISENO FACTORIAL ***
INCREMENTO 0,1100 PUNTO INICIAL 1.0000 SP4UI..AClt1N FS" 2
xo X1 X, X3 X4 X5 y
1.000 1 .146 1 .14;' 1 .146 1 ,146 1 .146 O.18176E 02
1.000 1 .146 1 .146 1.146 .1,146 -1.146 O.15105E 02
1.000 1.146 1 ,146 -1.146 1,146 "1.146 0.15561E 02
1 .00 O 1 .146 1 .146 -1.146 -1,146 1 .146 O.1487SE 02
1.000 1 .146 -'.146 1 .146 1 .146 ·1,146 O.16136E 02
1 .00 O 1 .146 "'1.146 1 .146 -1,146 1.146 O.15372E 02
1 • O O O 1 .146 .. 1.146 -1.146 1 .146 ,.146 0.15638E 02
1 • 000 1 .146 .. 1.146 "".146 -1,146 -'.146 0.12515E 02
1.000 ... 1.146 1 .146 , .146 1.146 .. 1.146 0.16591E 02
1 • O O O -'.146 1 .146 1 ,,'46 .. 1,146 1.146 O.1583SE 02
1 • 000 .'.146 , ,146 ... 1.146 1,140 1,146- O.1629Se 02
1.000 "'1,146 1 ,146 "'1,146 ..1,146 -1,146 O.12883E 02
1 • O O O .. 1.146 ... 1.146 1.146 1 .146 1 ., 46 O.16709E 02
1 • O O O "'1,146 -1.146 1 .146 ...1,146 -1.146 0.13496E 02
1 • O O O .. 1.146 ... 1.146 ';".146 1 .146 -1.146 O.14185E 02
1 • O O O "'1.146 "1.146 -1.146 -1.146 1,146 O.1322SE 02
, • O O O 0.000 0.000 0,000 0.000 0.000 0.149S7E 02
1 • O O O 0.000 0.000 0.000 0,000 0.000 0.15041E 02
1.000 0.000 0.000 0.000 0.000 0.000 O,14922E 02
1.000 0.000 0.000 0.000 0.000 0.000 0,15108E 02
1 • 000 0.000 0.000 0,000 0.000 0.000 O.15131E 02
tl,;.
ECUACIONy NALISIS DE VARIANZA
GRADO1SIMULACION F5- 2
TOTAL
bO
81
"2
83
84
B5
RESIDUAL
ERROR
DESAJUSTE
COEFICIENTE
O.1S131E 02
o.22679E 00
(l,,43908e 00
O.66800e 00
O.87185e 00
O.52672e 00
APRQXIMACIONALA ECUACION REAL
DESVIACIONPORCENTUAL MEDIA: 2.10
SUMA DE CUADRADOS f,iL
O.48446E 04 21
O.480B1E 04 1
Q.10801e 01 1
O.40486E 01 1
0,93707e 01 1
O.15962E 02 1
0.582621: 01 1
O.21966E 00 1 5
O,33457e""01 4
O.18621E 00 1 1
COEFICIENTE
ESTIMADO
8 O -O.970r.;1e 01
B 1 O.20617e: 01
S 2 O.39917e 01
a 3 O,60728E 01
8 4 O.79259E 01
8 5 O.47884E 01
MEDIA ClIAORATICA
0.48081e ()4
0.10801e 01
O.40486E 01
0.93707e 01
O.15962E 02
O.58262e 01
0.14644e-01
O.83643E-02
O.16928e .. 01
COEFICIENTE
REAL
..O,10000E 02
O.20000E 01
O.40000E 01
O,60000E 01
O,80000E 01
O�50000E 01
i?ZI)
F EXPERIMENTAl.
574837.620
129.135
484.038
1120.326
1908.401
696.554
2.024
DESVIACION
PORCENTUAL
2.91
3.09
0.21
1 .21
0,93
4.23
.,..*. DISENO AXIAL *.*
1 N e R E ,/ E �J T (J O • o y o o �U�TO INICIAL 1.0000 SI�ULACIOi\j F5- _�
x ,) xl x? x ,5 \4 xS y
1.(,00 2. • 7 S ,¡ O.v()1) �l.(JQ() o • o o o C'.OOO O.1564kE 02
1 • O o o ·-2.7S-:; D.OOO O.Ovv o • o u o \1. O o o O.145¡;2E 02
1.000 ú.(l�() '2 • 7.3 '1 r) • o o í) O. o o ,) n.OOo O.1"102E 02
1 • (i o CJ 1J.l.JOO -2.7�Y 0.00<1 Ü. o o ':) 1). o o o O.1L.(¡�.I..E 02
1.0{)(¡ 1.i.()O:J o • \; u 0 ¿ • 73 ., ,G.l)\i') 1),000 O.167t'H o/
1.'lOu C • 0[1 (¡ II • Ü u o -? • 13,� 0.00', ;l.Ü()ü O.15722E 02
1.uOO () • (1 el lí \) • li Ü (, U. (!()I) '2.7Y: ('¡ • o o o O.112')1E D2
1.(.;(J;) v • () J í: 0.(;1)0 () • ii U o -2.73ci ;; • O\)() O. 1 32",4 ¡: 02
, • r, 'J IJ e • G (::\ (;.',j(;ij �, • (.� U r.: l, • (, U :) "(.75::- Q.1ó17?E n?
.¡ .0 'J U �) • o l"l ,>
' '11"' (¡ • u () {) () , \_) �J .:� -2.7.5-; o , , ,S,� LH 'j 2\.' • l.' v v
1 • ó) (¡ 'J r • ,) (: ') (�.L·:)U l' • (J U ,; (,.I!U'\ l.' • (j O U O.1J1:}"E \12
1.(1)) �., • O.:) I j C.L':_¡U i; • II V 1) Ij • U �) " \'.00(1 LJ.15U><4E \.-' �
1.ou(¡ l: • (; e {', n • 1; :) U i.0ui) (J.UUi' i�! • í) o \) Ü.151" ... E Cl2
1 • U {)l, (J • ü o ti (J.lJÜLJ fJ • o ú () \] • o (Ji' r, • O o ,) ü.1Súx5E 02
1.IJOO 1).0('\0 Ít.l)UV ti • Ú iJ \i U. U U (; J.O'JO O.1SU02E 02
ECUACIONy NALlSlS DE VARIANZA
GRADO1SIMULACION FS- 3
TOTAL
BO
81
B2
B3
B4
El5
RESIDUAL,
ERROR
DESAJUSTE
COEFICIENTE
0.15120e 02
O.19274E 00
O.36836E 00
O.55486E 00
O.73886e 00
0.43170E 00
APROXIMACIONALA ECUACION REAL
DESVIACIONPO�CENTUAL MEDIA: 3.62
SUMA DE CUADRADOS GL
0,34474E 04 1,
O,34291E 04 1
0.55724€ 00 1
0.203531: 01 1
0.46180E 01 1
0.81888e 01 1
O.27954E 01 1
0.10525E 00 9
O,14226e .. 01 4
O.91027e-01 5
COEFICIENTE
ESTIMADO
e o ;"0.10286E 02
B 1 O.21416E 01
13 2 O,40929E 01
8 3 0.61651E 01
8 4 O,82096E 01
8 5 O.47966E 01
MEDIA CUAORATICA
O.34291e 04
0.55724€ 00
O.20353e 01
O.46180e 01
O.81888E 01
O.27954E 01
O.11695E ... 01
0.35564E-02
0.18205(:-01
COEFICIENTE
REAL
.O.10000E 02
O.20000e 01
O,40000e 01
O,60000E 01
O,80000e 01
o,SOOOOE 01
F EXpeR1t�ENTAL
96420'.1.810
156.684
572.300
1298,500
2302.533
786.022
5�119
oeSVIAClON
PORCENTUAL
2.�6
7.08
2.32
2.75
2.62
4.07
*** DISENO FACTORIAL ***
INCREMENTO 0,0900 PUNTO INICIAL 1.0000 SIMULACION FS" 4
xO X1 X2 >:3 >:4 x5 y
1 • O O O , .146 1.146 1,146 1 ,146 1.146 O.17877E 02
1,000 1.146 1 .146 1.146 .. 1,146 "".146 O.15068E 02
, • O O O 1 .146 1.146 "'.146 1.146 -1,146 0,15232E 02
1 .. 000 1.146 1 .146 -1.146 -1,146 1 .146 O.14749E 02
1 • O O O 1 " 146 -1.146 1.146 1.146 -'.146 O.15932E 02
1 • O O O 1 .146 "1.146 , ,,146 ..1,146 1 .146 O.15267E 02
1.000 1 .146 ·'.146 '"'1.146 1,146 , .146 O.15699E 02
1.000 1.146 ... 1.146 ... 111146 ';'1.146 -'.146 O.12907E 02
1 "O Q O -'.146 1 .146 1 .146 1 ,146 -1.146 Q,16300E 02
1 • 000 .. 1.146 1 .146 1 .146 ';'1,146 1 .146 O.15802E 02
1 ,O O O "1.146 1 ,146 -1.146 1 ,146 1 .146 O.16075E 02
1 • O O O .. 1.146 1 .146 ... 1.146 ';'1,146 .. 1.146 0,13469€ 02
1 "O 00 .. 1.146 "'1,146 1 '" 146 1.146 1 .146 0 .. 16453E 02
1.000 .1,146 .. 1.146 1 .146 ';"1,146 "1,,146 0.137225 02
1 .. 000 ·1.141, -1,146 "'.146 1 .146 -'.146 0.14237E 02
1.000 .. 1,146 -1.146 ... 1.146 ';".146 1 .14 él 0.13614E 02
1 • O O O 0.000 0,000 0.000 0,000 0.000 0,,15138E 02
1 .. O O ° 0.000 0.000 0.000 0.000 0.000 O.14958E 02
1 .. O O O 0.000 0.000 0.000 0,000 0,000 O,,14981E 02
1.000 0.000 0.000 0,000 0,000 0.000 O.14887E 02
1 "O O O 0.000 0.000 0.000 0,000 0.000 0.15114E 02
ECUACIONy NALISIS DE VARIANZA
GRADO1SIMULACION FS- 4
TOTAL
BO
B1
B2
!33
84
8S
RESIDUAL
ERROR
OESAJUSTE
COEFICIENTE
O.15118E 02
O.16682E 00
O.36784E 00
O.S6951E 00
O.72044E 00
O.47290E 00
APROXIMACIONALA ECUACION REAL
DESVIACIONPORCENTUAL MEDIA: 4.04
SUMA DE CUADRAOOS MEOIA CUAORATICA F eXPERlfv1ENTALGL
O,48258E 04
0.47998€ 04
O.S8443E 00
O,28415E 01
O.68112e 01
0.1090011 02
O,46962E 01
21
1
1
1
1
1
1
O,47998E 04
O,58443e 00
O.2841SE 01
O.68112E 01
O.10900e: 02
O,46962E 01
419114.870
51.032
248.117
594.748
951.758
410.074
0,221671: 00
O.45809E"01
O.17586E 00
O.14778E-01
0.11452e-01
O.15987e""01
1 5
4
1 1 1.396
COEFICIENTE COEFICIENTE OESY!ACION
ESTIMADO REAL PORCENTuA�
ES O ..O,10410e 02 ... O.10000E 02 4.10
B 1 O.18536E 01 O.20000E 01 7.32
B 2 O.40872e 01 O,40000E 01 2.18
B 3 O.63279E 01 O,60000E 01 5.46
8 4 O.80049E 01 O.BOOOOE 01 0",06
8 5 O.52544E 01 O.50000E 01 5.09
•• 1t DISEÑO AXIAL *"'*
1 H. RE', E: !\: T 0 O • 1 2 O O p U ti ro I', 1 e 1 f.,. L 1 • 5 Ú O O sP'UI-ACION ¡:S .. 5
X (1 .<1 X? x � Xl. >.5 .,..
1.00G 2.75° U.vv\) ¡-l.OGO U.OCr (1.000 O.3115H 02
1 • (1 J o -2.7 )C; (1 • U () (; r: •.:) () (J G.()()() t' • ü o o O.?'J210E 02
1.0üU o • O O:,) ?? ,h e • a o \) O.\J(lr) :;.000 O.31<.,159E 02
í.('iJ(J c .c o» "''(.IY" 'J • () U :) ü.Oü:; :' • o () o O.?"1t'2E 02
1.000 'J • (1 (¡ :.) e • \.: v ti Z.75<1 () • () u .') o • o o o C.53237E 'J 2
1.(;00 o.VUO (i • (. o l -2.'1::' ... ü.uu:_: n.OOO 0.?7329E: 02
1 .tlIJU 0.0nd [; • \:.; tJ (j C.OÜ\j 2. 7 S', :).001) O.3L.52I'E 02
1 • e Cl (, u. 0:.1 I¡ e • (.; U (1 (, • () O v -2./5; (.cuo U.2é5C;"'E o;>
, • rj '_' \) u • (_l r. �1 (, • (1 \) t ( 11 :,) e (: (1 • !,t U t." ¿ • 75:, o • 3 1 7 " 1E o ;(
1.1)(.. 0 {} • (1 .,J 1) G • ,) (1 ti C. • ;) U :1 (j.Ud�i -2.75'- ü.?,,41bE- el
1 • 1_, �) 0 �.I • (i (1 :�i :,; • u U i; � .• :) \) 1) U • IJ (} ; :1 • o o \) o. 5CG�r,.E 02
í • ti \} \; 1) • '.) ji : I U • V t_) (} (j .. no {,! O.í):J: ¡}.001) o • ¿ :_ '1 7 -( E- ') ?
1.U,j<) 'J • 0 \.� I � ','.\I(Jl¡ �\ • t) l' () o • f) !) ,\ i_� • (J Ü 1) O.30ü1�E D2
1.liuí) U.(JO(J \j • 0·) I_; (; • (.; o (, () • r) V ,�, ,I.O')\) O.?Ybí3E J2
1 • U o u :).O(lU t] .. ;../ J l. o • o O.) Ü,Ll()(: 0.\)0(; O.3Cl112E 1) 2
ECUACIONy NALISIS DE VARIANZA
GRADO1SIMULACION FS- 5
TOTAL
8O
81
82
B3
B4
tj5
RESIDUAL
ERROR
DESAJUSTE
COEFICIENTE
0.301551: 02
O.35112E 00
Q,68600E 00
O.10786e 01
O.14646e 01
O.60343E 00
APROXIMACIONAlA eCUACION REAL
OESV1ACIONPORCENTUAL MEDIA: 1.87
SUMA DE CUADRADOS
0.137051:1 05
O.1:S640e 05
O.18493E 01
O.70590E 01
O.17450e 02
0,32177e 02
O.54618f! 01
O.S30'1e 00
O,5629ge-01
O.47382E 00
COEFICIENTE
ESTIMADO
8 O ':'0,22142E 02
8 1 O.292óOE 01
B 2 O.57167E 01
S 3 O.89883e 01
B 4 0.122051: 02
B 5 O,S0286E 01
GI..
15
1
1
1
1
1
1
9
4
5
MEDIA CUAORATICA
O.13640E 05
O.18493E 01
O.70590e 01
O.17450E 02
O,32177E 02
O.54618E 01
O.58902E""'01
O,'4075E�O'
O,94763e-01
COEFICIENTE
REAL
-O.22500e 02
O.30000E 01
O.60000E 01
O.90000E 01
O.12000e 02
O.50000E 01
-,
F EXPERI:\IlENTAL.
969137.620
131.392
501.538
1239.844
2286.150
388.063
6,733
DESVIACION
PORCENTUAL
1.59
2,47
4.72
0.13
1 .71
0.57
*** DISENO FACTORIAL ***
INCREMENTO O�1200 PUNTO INICIAL 1.5000
-,
S!MULAC!ON F5- 6
xO X1 X2 X3 X4 X5 y
1.000 1 .146 1 .146 1.146 1.146 1 " , 46 0.35009E 02
1 • O O O 1 .146 , .146 1.146 "'1,146 ""1.146 O.30426E 02
1 • O O O 1 " 146 1 .146 "'.146 1.146 -1.146 O.30958E 02
1 "O 00 1.146 1 .146 "'1.146 .. 1,146 1 .146 O,29216E 02
1 • 000 1.146 -1.146 1.146 1.146 -1.146 O,31898E 02
1 • O O O 1.146 "'1.146 1 .146 ... 1.146 1 .146 O.29977e 02
1.000 1.140 ... 1.146 ... 1.146 1.146 1 .146 O.307'75E 02
1 • O O O 1 .146 -'.146 -'.146 "",146 -1,146 O.26267E 02
1 • O O O "',146 1 .146 1 .146 1.146 -1.146 0.32919E 02
1 • O O O "1.146 1 .146 1 .146 -1,146 1 .146 O.30914E 02
1.000 ... 1.146 1 .146 .'.146 1,14fl 1 .146 O.31815E 02
1 \11 O O O "1,146 1 .146 -1.146 -1,146 "'.146 O.27220E 02
1.000 ... 1,146 ';"1,,146 1 .146 1 ,146 1 .146 0.32643€ 02
1,,000 ... 1.146 .. 1.146 1 .146 ';'1,146 .. ,.146 O.27876E 02
1 ,O O O -1.146 -1.146 -'.146 1 ,146 -'.146 0.28660E 02
1.000 "'1.146 -1,,146 "1,146 -1.146 1.146 O.26911E 02
1.000 0.000 0.000 0.000 0,000 0.000 0,29799E 02
1 • O O O 0.000 0,000 0.000 o,voo 0.000 0.30444E 02
1 • ° O O 0.000 0.000 0,000 0,000 0.000 0.29948E 02
1 .00 O 0.000 0.000 0.000 0.000 0.000 0,30036E 02
1.000 0,000 0.000 0.000 0,000 0.000 O.29764E 02
eCUACIONy NALISrS oe VARIANZA
GRADO1SIMULACION F5 .. 6
COEFICIENTE SUMA DE CUADRADOS GI.;
TOTAL 0,19197€ 05 21
BO O.3016SE 02 O.19109E 05 ,
B1 O.3037SE 00 0.193765 01 1
B2 O.73484E 00 O.11340e 02 1
B3 O.10824E 01 O.2460se 02 1
a4 O.14113E 01 0,418301: 02 1
B5 O.60204E 00 0.76114E 01 1
RESIDUAl. O.59872E 00 15
ERROR O.29695F. 00 4
DESAJUSTE O.301??!:! 00 11
APROXIMACIONALA ECUACION REAL
DESVIACIONPORCENTUAL MEDIA: 4.10
COEFICIENTE
ESTIMADO
8 o
B 1
8 2
a 3
B 4
8 5
... O.21515E 02
O.25313E 01
O.6123?E 01
O.90202E 01
O.11761E 02
O.50170e 01
M:DIA CUADRATICA
O.19109E 05
O.19376E 01
O.11340e 02
O.24605E 02
0.41830e 02
0.76114€ 01
O,,3991Se ... 01
O.74238E .. 01
O.27433e"01
COEFICIENTE
REAL
..O.22500E 02
O.30000e 01
O,60000e 01
O.90000E 01
O.12000E 02
o,SOOOOE 01
:)".
F EXPERP1ENTAL
257402.120
26.099
152.749
331.428
563.455
102.527
0.370
OESVIACION
PORCENTUAL
4.38
15.62
2.06
0.22
1.99
0.34
... '" DISENO AXIAL ..• * *
!�CREMENTO 0.1000 PI! r, T (l I'� 1 e 1 l' L 1. S 1) o (} S I �1!J L A e ION F 5 - 7
-, .«(\ X 1 Xc :<3 x4 ;<:, y
1.000 ? • 7 � {J 0.(10(; 0.0vO O.oor� 0.000 O.311oSE 02
1 • o ü o -2.7$''; (J.OOv O.OvO O.OOil O.OJU O.2Q2�SE 02
1.0üO 0.000 (.739 0.000 O,OOU 0.000 O • .31722E 02
1 • u o v !j.GOO -2.739 n.Ooo o • ti O:) (l.OO\) O.2-32/'4E 02
,) • U o o o • () o G e.uOLI '2."13', o • u (¡ (i n.ooo 0.32-'11 �E 02
1.1)00 o • (1 (j ') !) • lí o li -2.73</ o • o () 1) ,� • o o \) O.?7940E 02
1.0UO u.OH) Ú.lJ()() '1.0ue 2.73'.) 0.000 O.3S5U1E 02
1.0CJ(J \) • G o ':J (l.VOl) l).0()�! -¿075 .. ¡\ • G O;) O.(,71'J.5E 02
1."üC' f) D e (: t) í:' • u o {J ¡1.UC1() l).Ui)f' 2 • 7 S e) O.,3147'fE O/
1.(IÜ() (1 • O l! ') ':¡ • (¡ �) (,. l� • () U :) ().lJun -2.151; O.2�1((r:. 02
1 • ,1 ,.) (J Ij.Ví!�i (1 • V l) U e .(¡Ú¡) i).u:.Jl., :': • o J e 0.31.l114E 02
1 • \ ¡(J o (.1 • \.) () o (j " \J II \) r; • Ü l) (J í_¡ • 1) () r) (,:.uoo 1I • .3 :) (¡ () l. E el
1.1!00 (j • o 'J :'� l') • l; 1) ¡_; 0J • r) ti �) lJ • U J o_· ,i • t) \) l) 0.3U15;;1: ',) ?
1.l)ÜU J. e (o,� (1.1) u \) :'.UlJc. O.U(l') \).000 0.3U372E (,>Z
1.1)00 (J. G in C.LiGO 0.00C O.O()íl 0.000 O.30ü"'1f 02
eCUACIONy NA�ISlS DE VARIANZA
�RAOO1SIMULACION F5� 7
TOT.A1..
8O
B1
B2
�:3
64
B5
RESIDUAL
ERROR
DESAJUSTE
COEFICIENTE
O.30169fo; 02
Q,,33263e 00
O.62776E 00
O.85406E 00
Oll11693E 01
O.50332E 00
APROXIMACIONALA ECUACION REAL
OESVIACIONPORCENTUAL MEDIA: 4.24
<,
SUMA DE CUADRADOS GL
O,13695E 05 15
O,13652E 05 1
Q,16596E 01 1
O,S9113e 01 1
0,1094112 02 1
O.20510e 0, 1
Q,38000e 01 1
O.21703e 00 9
O.76057E-01 4
0,140971: 00 .s
�'lEPIA CUADRATICA F EXPERIMENTAL
O.13652E 05
O.16596e 01
O.59113E 01
0.10941e 02
0.20510e 02
0.38000e 01
718004.930
87.281
310,,883
575.420
1078.656
199.846
0,241141: ... 01
O.19014E-01
O.28194E-01 1.483
COEFICIENTE COEFICIENTE DESVIACION
eSTH'!ADO R EA L PORCENTuAL
B O �O.22138E 02 ..O,22500e 02 1 ,61
6 1 O.33263E 01 O.30000E 01 10.88
B 2 O.62776E 01 0.60000E 01 4.03
B 3 O,85406E 01 0.90000e 01 5.10
B 4 O,11693E 02 O.12000E 02 2.56
!3 S O.50332e 01 0.50000e 01 0,,66
*** DISENO FACTORIAL ***
INCREMENTO 0,1000 PUNTO INICIAL 1,5000 S 1 ro¡ U L A e ION F 5"- 8
xO X1 x2 X3 xl. xS y
1.000 1 ,,146 1 .146 1,146 1 ,146 1 � 146 O.34269E 02
1 ,O o o 1 " 146 1 .146 1.146 "",14';;' ... '.146 O.30071E 02
1,000 1 .146 1 .146 "'1,,146 1,146 -1,146 0.30719E 02
1.000 1 .146 1 .146 ,,'.146 �1,146 1,,146 0.29273E 02
, ., o o o 1 .146 -1.146 1 ,146 1,,146 "".146 O.31823E 02
1 ,,000 1 ,146 ... 1.146 1 .146 ... 1.146 1.146 O.29921E 02
1 • o o o 1 .146 -1.146 -1.146 1 t 146 1 ,,14 ti 0.30801e 02
, • o o o 1 .146 -1.146 -1.146 �1.146 "1.146 O.26827E 02
1 • o o o -1.146 1.146 1 .146 1 ,146 "".146 O.32224E 02
1 .00 o .. 1,146 1.146 1.146 -1.146 1,146 O.30767E 02
1 "O o ° "'.146 1 .146 "'1.146 ',146 1 .146 O.31499E 02
1 • o o ° ... 1,146 1.146 .. 1.146 �1,,146 ... '.146 0.27'464E 02
1 "O 00 "1.146 "1.146 1 .146 1 ,146 1 .146 0.31?34E 02
1 • o o o ... 1.146 .. 1,,146 1 .146 ':'1,146 -'.'46 O.28150E 02
1 .. 000 "'1.146 "'.146 "'.146 1.146 -'.146 O.29088E 02
1 "O 00 ... 1.146 ... 1.146 -1.146 ';"1,146 1.146 0.273401: 02
1 • o o o 0.000 0,000 0.000 0,000 0.000 0.30131E 02
1 • o o o 0,,000 0.000 0.000 0.000 0.000 0.29876E 02
1 .. o o o 0,000 0,,000 0.000 0,000 0.000 0.29967E 02
1 • o o o 0,000 0.000 0,,000 o,oon 0.000 0.30333E 02
1,,000 0.000 0.000 0.000 0.000 0.000 O.30260E 02
�:'
eCUACIONv NALISIS DE VARIANZA
GRADO1SIMULACION F5 .. 8
COEFICIENTE SUMA DE CUAORAPOS CH.
TOTAL O�191'4E 05 21
BO O.30121E 02 Q.19052E OS 1
81 O.29673E 00 O.18490e 01 1
82 O.57839E 00 O,70252E 01 1
83 O.87004E 00 0.15896E 02 1
"4 O.12190E 01 0.31207€ 02 1
b5 O.50402E 00 O.53348E 01 1
RESIDUAl. O.53890e 00 , 5
ERROR 0.14812E 00 4
DESAJUSTE O.3901ge 00 11
APRüXIMACIONALA ECUACION REAL
OESVIACIONPORCENTUAL MEDIA: 2.18
<,
MED1A CUAPRATICA F eXPERIMENTAL
O.19052e 05
O.18490e 01
O.702S2e 01
0.158961:: 02
0.31207e 02
O,53348E 01
514529,,000
49.935
189,,723
429.298
842.779
144.072
0.35927E-01
0,3702ge-o'
0.35526e':'01 0.959
COEFICIENTE COEFlCIENTE DESVIACION
ESTIMADO REAL PORCENTUAL
8 o -0,21903E 02 -O.22500E 02 2.65
B 1 O.29673e 01 O.30000E 01 1 .09
8 2 O.57839E 01 O.60000e 01 3.60
8 3 O.SlOOse 01 0.90000E 01 3.33
8 4 O.12190e 02 O.12000E 02 1.59
B 5 0.50403E 01 O,50000E 01 0.81
.** DISENO AXIAL ***
1,.; e RE'·! t 'H o O. 1 ? o o PUNTO INICIAL 2.0000 srr.1ULACION F5- q
x () X 1 '!-.2 '( -� XI. x5 y
1.00U 2. 7 s ,; U.OCu u.uOl) O,uoJ(_) G.OOO O.51296E 02
1.0\)0 -2.75) O.lJÜC. C.Ü(;(¡ e • el O o 0.000 O.4bhH8E o 2
1• o o e u.ooe ¿.7:59 O.U(¡0 0.00,:1 C.OOO O.52971E 02
1.nou Ú • 0\)1) -2.75'; (j • o li 'J o • U o 'J 0.000 O.47�)1E 02
í.00ij u • OC: Jj (;.000 v • ni O.U\)i, ('.000 O.'41�1E U2
í.(¡(11) u.u:)) 1.l.lIOU - 2. 73'; 0.üu" J.OUU O./d3i6E 02
í.(;JC c! • 1) \j [¡ U.vOI) iJ • �.) ü G ;¿ • 75') o • o o e¡ O.)S5f-tSE 02
í • () (j 1) e: • Ü l) \z e • v u (., 1) • (10 l) -2'.7$) GIDOOG 0.449<;SE O?
1• c� (\ o 1\ • 0\) '-1 i} • U (: () .�. ,luO U • ,.1 U ,í "( • 73
...
' G.51944r :)2
1.(¡()\) l) • II \,! ¡�. ('1 • �! e (J �; • fJ \.1 ;", Ú.lH)" -?7Sr..; ü.4i<424E 1) ?
1 • \: lJ U « , (: \.... ;"; ('1 • �.': ¡_: e (1 • í) L I � \).1:\)1'. O.CllO O.5(l(i"�E G2
1 • () (l (, u • {i :� i. f.; ti II l� i".: e • (, tJ L () • 1) U
" n.oOO O.SQ40¿F.: 02
í • iJ ,) v u • �) (t '1 �}.C�J�: 1.�.O()ti 0. U 1) ,:' /1. o J ,) O.497ü7f:- 02
1 • ¡:Ji.) \.1 U • o {j ¡J U.LUl: \).00,) O • () o (J 0.000 O.4yó3t:E fJ;?
1.000 \.) • JO ij o.cvO ,1.iJ(I(i \J,OÜ(\ (\.(JOO O.5041flE 02
feCUACIONy NALIsrs DE VARIANZA
GRADO1SIMUl.ACION FS ... 9
COEFICIENTE SUMA DE CUAORAOOS GL
TOTAL 0.37885€ 05 1 5
BO o.S0183e 02 O,37775E OS 1
81 O.43971E 00 O.29002E 01 ,
B2 0.93469E 00 O.13105e 02 1
83 0.14360E 01 O.30932E 02 1
B4 O.19303e 01 O.55894E 02 1
B5 O.65189E 00 O.63744E 01 1
RESIDUAl. O.90070E 00 9
ERROR Q.S4761E 00 4
DESAJUSTE Q.35303E 00 5
APROXIMACIONALA ECUACION REAL
DESVIACIONPORCENTUAL MEDIA: 3.54
COEFICIENTE
ESTlf'r1ADO
6 O -0.3969Se 02
B 1 0.36643E 01
B 2 O.77891E 01
B 3 O.11967E 02
B 4 O1l16086E 02
B 5 O.54324E 01
MEDIA CUADRATICA
O.37775E 05
O.29002e 01
O.13105e 02
O.30932e 02
0.55894e 02
O.63744e 01
O.10008E 00
0,13692e 00
O.7060óe-01
COEFICIENTE
REAL
... O.4QOOOE 02
O.40000e 01
O,80000E 01
O.12000e 02
0.16000E 02
O.50000E 01
F EXPERIMENTAl.
275896.370
21.182
95.713
225.916
408.230
46.557
0.516
DeSVIACION
PORCENTuAL
0.76
8.39
2.64
0.28
0.54
8.65
*** DISENO FACTORIAL ***
INCREMENTO 0,1200 PUNTO INICIAL 2.0000
-,
SIMUL.ACION FS-10
xO X1 X2 X3 X4 X5 y
1 ,O O O 1 .146 1.146 1 ,146 1.14t, 1 .146 O.56231E 02
1.000 1 ,146 1.146 1 .146 ·1,146 "'1.146 O.50269E 02
1 • O O O 1 .146 1 .146 "1.146 1.146 "'1,146 O,S1378E 02
1 "O 00 1 .146 1 .146 -'.'146 -'.146 1.146 O.48713E 02
1 "O 00 1 , 146 lO'1.146 1 .146 1 ,146 "1.146 O.53081E 02
1 • O O O , .146 ... 1.146 1.146 .. 1.146 1 .146 O.49832E 02
1 "O 00 1 • 146 -1.146 -1.146 1 .146 1.146 O.S1069E 02
, • O ° O , • , 46 "".146 -1.146 -1.146 -1,146 0,44954E 02
1 "O 00 "',146 1.146 1,146 1.146 -'.146 O,53792E 02
1 • 000 ""1.146 1 .146 1 .146 ... 1,146 1 .146 O.50571E 02
1.000 "1.146 1 .146 "1.146 1 ,,146 1 .146 O�52024E 02
1.000 "'1.146 1 • , 46 -1.146 -1.146 -,,146 O,46083E 02
1 • O O O "1.146 -1.146 1.146 1.146 1 ,146 O.52800E 02
1.000 '011,1/.6 -1.146 1.146 ..1,146 -1,146 O.47442E 02
1.000 ... 1,146 ... 1.146 ... 1,146 1.141-) .. '.146 O,,48366E 02
1 • O O O -1.146 -1.146 -1.146 -1,146 1 .146 O.45205E 02
1 .. 000 0.000 0.000 0.000 0.000 0.000 0.50207E 02
1 • 000 0,000 0.000 0.000 0.000 0.000 0.4910SE 02
1 ,,00 O 0,,000 0.000 0.000 0,000 0.000 O.S0158E 02
, • O O O 0,000 0.000 0,,000 0.000 0,000 0.50113E 02
1 "o 00 0.000 0.000 0.000 0,000 0.000 O.50101E 02
ECUACIONyANA�ISlS DE VARIANZA
GRADO1SIMULACIQN FS-10
COEFICIENTE SUMA DE CUADRADOS Gt..
TOTAL O.Sa862E 05 21
ElO O.501DOE 02 O.52709E 05 1
S1 O.50421E 00 O.53388E 01 1
e2 O.88992E 00 0.16631r.: 02 1
f.;3 O.14308E 01 0,429931: 02 1
B4 O.19460e 01 O.79528E 02 1
a5 O.60444E 00 O,76722E 01 1
RESIDUAL O.73084e 00 1 5
ERROR O.16146E 00 4
tH:SAJUSTE O.56938E 00 11
APROXIMACIONALA ECUACION REAL
OESVIACIONPORCENTUAL MEDIA: 2.72
-,
MEDIA CUAORATICA F eXPERIMENTAl.
0.5270ge 05
O.53388e 01
O.16631e 02
O.42993e 02
O.79S28e 02
0.76722e 01
0,48723E-01
0.40364e-01
0"S1762e"01
1305842.000
132.266
412.022
1065.134
1970.271
190.075
1,282
COEFICIENTE COEFICIENTE oeSVIACION
eSTIMADO REAL PORCENTuAl..
6 o �O,394S11e 02 .O.40000e 02 1.27
B 1 O.42018E 01 O.40000e 01 5.04
8 2 O,,74160e 01 O.80000E 01 7,,30
B 3 0.11924E 02 0.12000e 02 0.64
13 4 0,16217E 02 0.16000E 02 1.36
R 5 0.50370e 01 O.50000e 01 0.74
*** DISEflO AXIAL *"'*
.�
INCR��F�ru 0.1000 '-'I¡'HO rv: e r f� L ? 0000
'.
SI�UlACIO� F5-11
xO x 1 x.2 <s .< 4 X5 y
1.("lOU 2.7s" O.out; C.i)OO O,oun (; • 0(,)') 0.510cJE 02
1.000 -?. t s � O.u0U O.Ouo O.oün (1. O o J O.4I:ió":¡7E: 02
1.(¡l10 O • (; (1 ,,, (.7.S,) (l. \) U o ('.uüe !·�.ÚO(l O.,)251t<E 02
1 • u o 0 II • Ü e (1 -?'.75(¡ ü.üUO O.t)(J,) (;.000 O,4l;,l42E o;>
1 • u Ü o G • 0(' ¡'J c; .. o u U 2.13'1 ·Cl • ti U ,\ t. • o o o O.556.32E 02
1.[1(Ji) í.) • e c: ' C.0uv -7../j') (¡,I.JÚn e.ooo O.47297E 02
1 • {¡ IJ Ü o • (,!; ) \'.V\JU (; • 1) (J o 2. / .5 \; {i.OOO O.)4f.C'4E (i 2
1 • u (.; o ,1 • Ú ,) , lJ • U íj Ü ;¡.t]Ij!j .. 2. 7 � '1 !) • o') o O.45944E 02
1 • l' '/ U d.ll;.��} ( .• U (,' U r, " U U C', �'l • U :J '1 2 • 7 3"i o • 5 1 2,) ; E () ¿
1 • () (; ,) l.,' • J f! ;"1 �i • c� ,) ('1 .i , J U U (: 11 \' 1.1 :-¡ -¿.7j'l 1j.4��J("..¡F :) ?
, • il L () ).�)í' ) e • e u !i �: • li U í'¡ ( • \' Li -, (.\)OU O.4'1o".5E: 02
1 • i 1 Li U t.' • G �, '.� () • �I 'J ( .. " • ,,) U ') o o '! � o i_') ',.:)O;j [) • 4 (. :; ,_: >; E rJ 2
1 • (_l U \) ó) • l': () i f', • \.i JI; .: • U l) ") e • l.: U \
t.
• o V G O.5\i12?E o¡;
1 • (_I o o i.\ • O'i .) 'J.UUC ,) • o u .) (;.\)1);) ,.VO;; O.SG1).H (J(
1 • o (J o ti « () o í' (J.V{JV (i.UÜ\) Ü " \; o (, el. o \) U O.49';1oE 02
eCUACION v ANALIsts DE VARIANZA
GRAOO 1 SIMULACION F5-11
COEFICIENTE SUMA DE CUADRADOS GL MEDIA CUAORATICA F EXPERIMENTAL
TOTAL Q,37724e 05 1 S
6 O O.S0100e 02 0.376501: OS 1 O,376S0e OS 606632.930
B 1 Q.39577e 00 O.23495e 01 1 O.23495e 01 37.857
B 2 O.83545E 00 O,'0470e 02 1 0,10470e 02 168.691
B 3 O,1156SE 01 0,20064E 02 1 0,20064e 02 323,(80
B 4 O,1S812e 01 O.37504E 02 , 0.51504E 02 604.275
B 5 O.41878E 00 0.26306E 01 1 O.263Q6E 01 42,386
RESIDUAL O.92006E 00 9 0.10223E 00
ERROR O.24826E 00 4 O.62064e-01
DESAJUSTE O.67181e 00 5 O.13436E 00 2.165
APROXIMACION A LA ECUACION REAL
OESVIACION PORCENTUAL MEDIA: 5.40
COEFICIENTE COEFICIENTE oeSVIACION
ESTIMADO REA L PORCENTUAL
B O -0.37656E 02 .0.40000E 02 5,86
B 1 O.39S77E 01 O,40000E 01 1.06
8 2 O,8354se 01 O.BOOOOE 01 4,43
B 3 O.115�5e 02 O.12000E 02 3.62
B 4 0.15812e 02 O,16000E 02 1 .17
8 5 O.41878E 01 O.SOOOOE 01 16.24
ECUAcrONy NALISIS DE VARIANZA
GRADO1SlMULACION FS-12
TüTA�
ElO
81
El2
tl3
84
El5
kESIDUAL
ERROR
DEsAJUSTE
COEFICIENTE
O.50189E 02
O.4344SE 00
O.79978E 00
0.11968E 01
O.16370e 01
O.41214E 00
APKüXIMACIONALA ECUACION REAL
DESVIACIONPORCENTUAL MEDIA: 5.04
s O
8 1
B 2
B 3
8 4
a S
SUMA DE CUADRADOS Gl.
O.53007E OS 21
O,52898E 05 1
O,39636e 01 1
O.13433E 02 1
0.30079€ 02 1
O,56274E 02 1
O.35671E 01 1
O.11325E 01 1 5
O.1S115E 00 4
O.98132E 00 1 1
COEFiCIENTE
ESTIMADO
..O.39414E 02
0.43445E 01
O.79978E 01
0.119686 02
O.16370E 02
O.41214E 01
MEDIA CUAORATICA
O.52898e 05
0.39636E 01
0.13433e 02
0.3007ge 02
O,56274E 02
0.3S671E 01
0.75498e .. 01
0,37787e-01
0,89211e':"01
COEFICIENTE
REA t..
-O.40000e 02
0.40000E 01
O.BOOOOE 01
0.12000E 02
0.16000E 02
O.SOOOOE 01
F EXPERH-1ENTAL
1399915.000
104.894
355 .. 481
796.029
1489.251
94.401
2.361
OESVIACION
PORCENTuAL.
1.46
8.61
0.03
0.27
2.31
17.57
*** DISENO FACTORIAL ***
INCREMENTO 0.1000 PUNTO INICIAL 2.0000 SIMULACION F5�12
xO X1 X2 X3 X4 X5 y
1 • O O O 1 .146 1 ,,146 1,,146 1 ,146 1 .146 O.5S284E 02
1 ,O O O 1.'46 1.146 1,146 -1,146 .. ,.146 O.51033E 02
1 • O O O 1.146 1 .146 -1,,146 1,14t, "'.146 O.51559E 02
1 • O O O 1.146 1 ,,146 -1,146 .. 1,,146 1 .146 O.48898E 02
1 • O O O 1 ,146 ,,'.146 1.'46 1.146 ... 1.146 O.S2390E 02
1.000 1 " 146 -1.146 1 ,,146 -1.146 1 ,,146 0,49511E 02
1 • O O O 1 ,146 "'.146 ",'.146 1 .146 1.146 O. S O'/, 5 2 E 02
1,000 1 .146 -1.146 -1 .146 -'.146 -'.146 O.46163E 02
• 1 "O O O ... 1.146 1 , 1 46 1,146 1 ., 46 -1.146 0.53478E 02
1 ,O O O -1,,146 1.146 1 .146 "'.146 1,,146 O.50483E 02
1.000 -1.146 1.146 -1.146 , .146 1 .146 O.51283E 02
1 • O O O "'1.146 1 ,146 "'1",146 -1,146 -'.146 O.46918E 02
1 .. O O ° -1,146 -1,146 1 .146 1,146 1 .146 O.S2986E 02
1,000 "".146 -'.146 1.146 ... 1,146 -1.146 O,47411E 02
1 .00 O "'1.146 -1.146 -1.146 1,146 "1.146 0.48878E 02
1 • O O Q �1 .. 146 -1.146 -1,,146 ... 1,146 1 .146 O.46187E 02
1.()OO 0.000 0.000 0,000 0,000 0,000 0,49942E 02
1 • O O O 0.000 0.000 0.000 0,000 0.000 O.50106E 02
1 • O O O 0,000 0.000 0.000 0,000 0,,000 Q.50154E 02
1@OOO 0.000 0.000 0 .. 000 0,000 0.000 O,,50470e 02
1 • O O O O.QOO 0.000 0,000 0.000 0.000 O.50092E 02
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4.1.3.- DISCUSION DE LOS RESULTADOS
Las tablas FM-1, FM-2, FM-3, FM-4 Y FM-5
resumen esquem�ticamente las desviaciones porcentuales -
medias para los distintos coeficientes estimados, y para
las distintas funciones estudiadas. Un estudio detenido
de estos valores numéricos revela que no existen diferen
cias significativas ni a favor de los diseños axiales ni
a favor de los factoriales (medias generales absolutas -
3,83 Y 3,84% para diseños axiales y factoriales respecti
vamente).
Se observa adem�s que en general a medida
que aumenta el peso del coeficiente dentro de la ecua--­
ción, disminuye el error con que este es estimado, cir-­
cunstancia que ya cab{a esperar desde un punto de vista
estad{stico.
En general se puede concluir pues que los
diseños axiales se muestran tan efectivos ¿ara la deter­
minación de superficies de respuesta de primer orden, ca
IDO lo pueden ser los factoriales.
Finalmente debe señalarse que todas las �
cuaClones obtenidas son estad{sticamente significativas
al ser la F inferior a la F" b' que para 11 y 4 gra--exp ca
dos de libertad, a un nivel de probabilidad del 97,5%, -
tiene un valor de 8,80.
Simulación F1-1/2 F1-3/4 F1-5/6 F1-7/8 F1-9/10 F1-11/12 Media
Puntoinicial 1,0 1,0 1,5 1,5 2, O 2, O por
Incrementos 0,0060 0,0050 0,0050 0,0040 0,0025 0,0015 coeficiente
BO 0,80 2,17 0,59 2 , 05 :.1.,71 1,42 1,46
2.,67 1., 42 O., 07 O., 53 1., 56 5., 90 2,,03
B1 6,93 15,01 11,69 3,62 11,77 12,16 10,20
15" 06 4., 09 4., 67 9., 06 9., 86 7,,93 8" 45
B2 0,10 5,88 2,70 2,63 3,31 1,53 2 ,69
O., 93 10" 36 3" 82 O" 82 2., 86 9" 30 4., 68
B3 0,04 4,80 3,54 4,78 0,40 2,70 2,71
2.,93 O" 7 7 1,,22 3" 04 3" 35 0,,65 1,,99
B4 2 ,29 5,38 0,20 0,09 5,00 4,02 2 ,83
1" 62 1" 42 O., 83 2,,92 1" 00 8" 44 2" 71
B5 2,01 0,04 1,74 1,67 2,46 2,34 1,71
4., 46 2" 63 0,,48 1" 06 2" 72 5" 39 2" 79
IvIedla
2,03 6,55 3,41 2,47 4,11 4,03 3,60por
simulación 4" 61 3" 45 1,,85 2" 9 O 3" 56 6" 2 7 3" 77
Tabla FM-1
Desviaciones porcentuales de los coeficientes estimados
mediante los diseños axial y factorial (letra cursiva)
Simulación F2-1/2 F2-3/4 F2-5/6 F2-7/8 F2-9/10 F2-11/12 Media
Punto inicial 1,00 1,00 1,50 1,50 2,00 2,00 por
Errcz-emerrto.s 0,12 0,10 0,16 0,14 0,18 0,16 coeficiente
0,72 0,68 2,40 0,52 0,49 2 ,97 1,30
BO
O., 50 2., 39 O., 76 O., 45 O., 75 .1 . ., 64 1., 08
11,23 8,25 4,19 8,55 0,61 11,79 7,44
B1
12., 93 6.,18 10., 00 2., 16 1., 30 14., 34 7., 81
1,91 13,36 3,77 7,21 13,40 15,17 9,23
B2
4 .. 39 5., 60 2 .. 84 O., 11 5., 85 15., 93 5 .. 79
2,21 0,09 5,54 1,56 0,60 2,02 2,00
B3
1 .. (37 12 .. 48 6., 17 O .. 21 3., 29 8., 61 5.,40
0,93 3,05 8,08 2,73 9,70 6,49 5,16
B4
3., 41 2.,33 5 .. 69 1., 42 2 .. 79 5.,02 3., 44
0,10 0,01 1,47 2,62 0,39 6,95 1,92
B5
1 .. 21 1., 67 0 .. 14 4 .. 04 2., 52 0 .. 20 1., 63
Medla
2,85 4,24 4,24 3,86 4,20 7 ,56 4,50
por
simulación 4 .. 02 5 .. 11 4., 27 1 .. 40 2 .. 75 ? .. 6 3 4 .. 19
Tabla FM-2
Desviaciones porcentuales de los coeficientes estimados
mediante los diseños axial y factorial (letra cursiva)
Simulación F3-1/2 F3-3/4 F3-5/6 F3-7/8 F3-9/10 F3-11/12 Media
Puntoinicial 2,00 2,00 2,50 2,50 3,00 3,00 por
Incrementos 0,65 0,55 0,65 0,55 0,65 0,55 coeficiente
0,24 0,22 0,61 0,48 1,65 0,45 0,61
BO
O� 45 O� 49 O � 84 O� 44 O� 58 O � 06 O � 48
8,90 1,03 12,01 6,88 8,50 13,69 8,50
Bl
14 � 57 9�04 5� 40 J�96 8� 27 2� 63 6�98
0,19 3,82 3,36 4,14 2,24 6,83 3,43
B2
3� 92 4� 90 3� 39 ]�?7 2�11 2 � 37 4 � 08
0,05 2,09 4,11 0,61 5,59 4,25 2,78
B3
O�O4 1�45 ?�83 3� 2..9 1� 09 5� 52 3� 20
2,81 ° ,22 2,15 0,26 6,60 0,31 2 , 06
B4·
7 � 02 3� 74 1� 27 O � 78 O � 17 1,,28 2" 38
2,06 2,11 1,31 0,52 1,59 0,37 1,33
B5
O � 01 3" 10 1" 05 O" 86 3" 74 5" 36 2" 45
Medla
2,38 1,58 3,93 2,15 4,35 4,32 3,12por
simulación 4" 33 .'3" 84 3� 30 2� 52 2" 66 2� 87 3�2 5
Tabla FM-3
Desviaciones porcentuales de los coeficientes estimados
mediante los diseños axial y factorial (letra cursiva)
Simulación F4-1/2 F4-3/4 F4-5/6 F4-7/8 F4-9/10 F4-11/12 Media
Puntoinicial 1,00 1,00 1,50 1,50 2,00 2,00 por
Incrementos 0,08 0,05 ° , ° 8 0,05 0,09 0,06 coeficiente
2,22 4,56 1,32 1,79 2,72 7,70 3,38
BO
O � 4? 2� 42 5� 93 ? � 67 7 � 84 1� 68 4, 33
4,95 1,27 5,43 16,09 3,90 1,34 5,50
B1
10�06 3� 00 ?�62 6., 34 21., 42 11�?6 10., 03
0,34 9,71 8,69 7,16 6,61 5,85 6,39
B2
4�22 10�06 .4� 38 5., 14 1., 75 O�09 4., 27
0,09 0,18 2,17 7,72 0,94 4,98 2,68
B3
2., 31 3., 01 1.,71 2., 28 3., 52 O� 54 2., 23
2,24 6,50 0,69 3,83 2 ,25 1,55 2,84
B4
O., 58 3� 79. 1.,11 1.,66 3� 06 3., 01 2.,20
Hedia
1,97 4,45 3,66 7 , 32 3,29 4,28 4,16por
simulación 3., 53 4.,46 4� 15 4., 62 7., 52 3 .. 42 4., 61
Tabla FM-4
Desviaciones porcentuales de los coeficientes estimados
mediante los diseños axial y factorial (letra cursiva)
Simulación F5-1/2 F5-3/4 F5-5/6 F5-7/8 F5-9/10 F5-11/12 Media
Punto inicial 1,00 1,00 1,50 1,50 2,00 2,00 por
Incrementos 0,11 0,09 0,12 0,10 0,12 0,10 coeficiente
3,14 2,86 1,59 1,61 0,76 5,86 2 ,64
BO
2,3 91 4,310 4,3 38 2,3 65 1,327 1,3 46 2,3 79
6 ,83 7,08 2,47 10,88 8,39 1,06 6,12
B1
3,3 09 7,3 32 15" 62 1,,09 5" 04 8" 61 6., 79
7,69 2,32 Y·,72 4,63 2,64 4,43 4,40
B2
0,,21 2,318 2" 06 3" 60 7" 30 0,,03 2,3 56
2,99 2,75 0,13 5,10 0,28 3,62 2,48
B3
1., 21 5" 46 0,,22 3., 33 O" 64 0,3 2 7 1" 85
2,16 2,62 1,71 1,56 0,54 1,17 1,79
B4
O., 93 0,,06 1,,99 1,,59 1., 36 2" 31 1" 37
0,04 4,07 0,57 0,66 8,65 16,24 5,04
B5
4.,23 5" 09 O" 34 O" 81 O" 74 1 7., 5 7 4" 80
Media
3,81 3,62 1,87 4 24 3,54 5,40 3,75por ,
simulación 2,,10 4" 04 4., 1 O 2.,18 2., 71 5., 04 3., 36
Tabla FM-5
Desviaciones porcentuales de los coeficientes estimados
mediante los diseños axial y factorial (letra cursiva)
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4.2.- SUPERFICIES DE SEGUNDO ORDEN
Tras los resultados obtenidos en el apar­
tado 4.1, mediante los que se ha comprobado que diseños
de primer orden de caracteristicas estadisticas equlva-­
lentes conducen a ecuaciones estimadas similares, se ha
decidido no efectuar simulación alguna sobre funciones -
multivariables para ajustar ecuaciones de segundo orden,
dado que, igualmente, las caracteristicas matem&tico es­
tadísticas de los diseños propuestos son idénticas entre
si y asimismo idénticas a las del diseño factorial com-­
puesto.
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4.3.- SUPERFICIES DE TERCER ORDEN
Para comprobar la bondad de los diseños -
rotatorios de tercer orden se han efectuado asimismo si­
mulaciones experimentales sobre funciones de dos varia-­
bles.
El diseño de tercer orden elegido ha sido
un octogonal combinado, de razón de radios 1"=0,5 y con -
cuatro puntos centrales.
En los apartados que slguen se expone el
procedimiento seguido así como los resultados obtenidos.
4.3.1.- PROCEDIMIENTO
El procedimiento seguido puede esquemati­
zarse en los siguientes puntos:
i) Elección de puntos iniciales e i�
crementos para las variables en la función seleccionada.
ii) C�lculo de la respuesta de la fun
ción seleccionada en los distintos puntos que forman el
diseño experimental, mediante un pequeño calculador pro­
gramable, el cual genera autom�ticamente el error para -
la respuesta.
iii) Estimación de la ecuación y reali
zación del an�lisis de varlanza correspondiente según lo
expresado en 3.3.2 y en 3.3.3.
iv) Cambio de variables para la obten
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ción de la ecuación referida a las coordenadas reales y
comparación de los coeficientes con los correspondientes
al desarrollo en serie de Taylor de la función considera
da, hasta tercer orden.
4.3.2.- RESULTADOS OBTENIDOS
En los apartados siguientes se describen
las dos funciones seleccionadas así como los resultados
obtenidos con las mismas· segGn el procedimiento anterior
mente expuesto.
4.3.2.1.- Función F-6
Como función F-6 se ha designado a la fun
ción cuya expresión matemática es:
(4.6)
siendo los coeficientes del desarrollo en serle de Tay-­
lor hasta tercer orden que le corresponden los siguien-­
tes:
EO = 19/3
B1 = 3
B2 = 3
B11 = 3/2
B22 = 3/2 (4.7)
B12 = O
B111 = 1/3
B222 = 1/3
B112 = O
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B122 = °
resultando pues la siguiente aproximación polinomial pa­
ra F-6:
y = 6,33 + 3,00x1 + 3,00x2 - 1,50xl
- 1 50x2, 2 (4. 8)
El punto inicial (igual para ambas varla­
bIes) y el incremento (asimismo idéntico para las dos) -
para los que la ecuación ha mostrado ser estadísticamen­
te significativa, bajo un error del 5% y a un nivel de -
probabilidad del 95%, son:
XiO = 1,0 (4.9)
¡"x. = 0,35l (4.10)
Por tanto los cambios de variable procedentes son:
Xl
- 1,0
Xl = (4.11)1
0;35
x2
- 1,0
Xl = (4.12)2
0,35
La tabla 4.1 muestra los resultados obte­
nidos, mientras que la 4.2 proporciona la ecuación y su
análisis de varianza. Como se observa, la ecuación es -
significativa, ya que a un nivel de probabilidad del 95%
"'\ :.
Xl X2 y
1.000 10000 10.6076
LOOO -1.000 9.8 ez ;
-1 �OOO 10000 908725
-1.000 -1.000 901393
1.Lt1lt o�o 1.0.4058
-1,Jt 14 0.0 9�3192
0.0 lo4lLt 1 (.1 � 3 B96
0.0 -L414 9.3153
0 .. 500 0.500 10 .. 33f.l4
0.500 -0 .. 500 9.9787
-0�500 0.500 909615
-0.500 -0.500 906120
0.707 0.0 10.2209
-o .. 707 0.0 9.7186
0 .. 0 o. ·707 10.2328
0 .. 0 -0.707 9 .. 7300
0.0 0.0 9 .. 9919
000 0.0 10.0087
0.0 0.0 10.0005
0.0 000 9.9900
Tabla 4.1
Resultados obtenidos con la función F-6
ANAlISIS DE VARIANZA
ECUACION DE ORDEN 3
COEfICIENTE S.CUADRATICA GL M.CUADRATICA FExP
60 0.10004E 02 O.19744E 04 1
Bl 0.35907E 00
32 o. 3/�937E 00
B111 O.12267E-01 0.27617E 01 6 0.46028E 00 6227.266
82;:'2 0.15218E-01
8112 O.17738E-03
8122 -O.12474E-02
Bll -O.66617E-Ol
822 -O.69987E-Ol O.6.209E-01 3 O.2l403E-Ol 289.565
812 -0.12119E-02
TOTAL O.19772E 04 20
RESIDUAL 0.26979E-02 10
ERROR Ó.22174E-03 3 0.73914E-04
DESAJUSTE O.24762E-02 7 0.353-(/tE-03 4.786
Tabla 4.2
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Ftab(7,3)=8,59 frente a Fexp=4,79. Los coeficientes son
asimismo globalmente significativos (Ftab(6,3)=8,94 y -­
Ftab(3,3)=9,28).
Transformando las coordenadas según las e
cuaClones 4.11 y 4.12, se obtiene la ecuación en coorde­
nadas reales:
y = 6,239 + 2,961x1 + 3,161x2 - 1,406xi - 1,607x� +
(4.13)'
la cual es comparable con la ecuación polinomial 4.8, ob
tenida por desarrollo en serie de Taylor.
Tabla 4.3
Coef. BO 1,49%
" B1 1,30%
" B2 5,38%
" B11 6,25%
" B,,0 7,13%L.L
" B111 14,10%
" B222 6,59%
Desviaciones porcentuales en la
estimación de la función F-6.
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(4.16)
El punto inicial (igual para ambas varla­
bIes) y el incremento (asimismo idéntico para las dos),
para los que la ecuación ha mostrado ser estadísticamen­
te significativa, bajo un error del 5% y a un nivel de -
probabilidad del 95%, son:
XiO
= 1,0 (4.17)
l:lx. = 0,35l (4.18)
Por tanto los cambios de variable procedentes son:
Xl
- 1,0
Xl = (4.19)
1
0,35
x2
- 1,0
Xl = (4.20)
2
0,35
La tabla 4.4 muestra los resultados obte�
nidos, mientras que la 4.5 proporciona la ecuación y su
análisis de varianza. Como se observa la ecuación es -­
significativa, ya que a un nivel de probabilidad del 95%
Ftab(7,3)=8,89 frente a Fexp= 8,86. Los coeficientes -­
son asimismo significativos considerados globalmente al
ser
Transformando las coordenadas segGn las e
cuaClones 4.19 y 4.20 se obtiene la ecuación en coordena
das reales:
Xl X2 y
1.000 1.000 6.1/.56
1.000 -1.000 2.4197
-1.000 1.000 2.L¡·238
-1.000 -1.000 1.5196
1.414 0.0 4.4594
-lQ/� 1'1 0.0 1.,65ó2
0.0 10414 4· .1�468
0.0 -1.4l/t 1.6()O/t
0.500 Oe500 3 o 9818
0.500 -0 .. 500 2 .. 6'\0 7
-0.500 0.500 2.6471
-0.500 -0 .. 500 1. 9706
0.707 0.0 3.4 B92
-0.707 0.0 2.1285
0.0 O e 707 3.1,788
0.0 -0.707 2..l224
0.0 0.0 2.705Lt
0.0 0.0 2.7255
0.0 0 .. 0 2.7272
0.0 0.0 2."1385
Tabla 4.4
Resultados obtenidos con la función F-7
ANALIsrs DE VARIANZA
ECUACION DE O�DEN 3
COH re 1 ENTE S.CUADRATICA GL M.CUADRATICA
FEXP
BO 0.27183E 01 0.lé871E 03 1
61 ,O.95202E 00
62 0.954:371: 00
6111 0.19620E-Ol 0.22379E 02 6 0.37298E
01 19643.387
62<'Z 0.15104E-Ol
6112 0.18771">E 00
B 12 2 0.18377E 00
B11 0.18760E 00
622 0.1846H 00 0.2'j854E 01 3 0.8b180E
00 4538.754
812 O.70303E 00
TOTAL O.19368E 03 20
RESIDUAL 0.1234'.E-Ol 10
ERROR O.56962E-03 3 O.18987E-03
DESAJUSTE 0.11775E-Ol 7 O.16821E-02
8.859
Tabla u , S
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y = -3,428 + 8,336x1 + 7,983x2 4,221xI -
(4.21)
la cual es comparable con la ecuación polinomial 4.16 ob
tenida por desarrollo en serie de Taylor. Las desviacio
nes porcentuales respecto a los coeficientes de esta mlS
ma ecuación se muestran en la tabla 4.6.
Tabla 4.6
Coef. BO 5,42%
" B1 2,22%
" B2 2,11%
" B11 3,52%
" B22 5,92%
" B12 6,61%
" B111 1,02%
" B222 22,23%
" B112 7,41%
" B122 5,13%
Desviaciones porcentuales en la
.estimación de la función F-7
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4.3.3.- DISCUSION DE LOS RESULTADOS
Los resultados obtenidos mediante los di­
seños octogonales combinados muestran la plena validez -
de los mlsmos para la estimación de ecuaClones de prlmer
orden. En efecto, las desviaciones observadas en los
coeficientes estimados respecto a los reales - tablas
4.3 y 4.6 - son ciertamente muy aceptables. Conviene
menClonar al respecto que las desviaciones observadas en
los coeficientes de las ecuaClones cúbicas son en térmi­
nos medios superiores a las de los coeficientes de las e
cuaciones de primer orden. Este hecho resulta lógico si
se recuerda que la varianza de los diseños de tercer or­
den es comparativamente superlor a la de los diseños de
menor orden.
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5.- E S T U DIO E X P E R 1 M E N TAL Y
D 1 S e U S ION DEL O S R E S U L T A D O S
Se han elegido dos casos prácticos para -
el estudio comparativo de distintos diseños en cinco di­
mensiones (primer orden) y dos dimensiones (segundo y -­
tercer orden). En los siguientes apartados se exponen -
las particularidades de cada uno de ellos, los resulta-­
dos obtenidos, y su discusión en comparación con los co­
rrespo�dientes del apartado 4.
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5.1.- ESTUDIO EXPERIMENTAL DE LOS DISEÑOS DE PRIMER
ORDEN
Para el estudio de los diseños rotatorios
de prlmer orden, se ha elegido como problema la prepara­
ción de una composición detergente, en la que interviene
una amida obtenida mediante reacción bajo distintas con­
diciones experimentales. Existen cinco variables inde-­
pendientes, y la respuesta es la viscosidad de la compo­
sición medida a 25QC.
En este estudio se ha comprobado experl-­
mentalmente la eficacia de un diseño axial, frente a la
de un diseño 25factorial fraccionado.
5.1.1.- PRODUCTOS y DISPOSITIVO EXPERIMENTAL
La formulación objeto de estudio y que se
mantiene constante es:
15% Lauril eter sulfato sódico al 25%
5% Amida producto de reacción
0,5% Cloruro sódico
79,5% Agua desionizada
La variación de la viscosidad de la formu
lación vendrá impuesta exclusivamente por las caracterí�
ticas de la amida, obtenida por reacción de los siguien­
tes productos:
- Dietanolamina
- Aceite de coco
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- Esteres metílicos
- Glicerina
los cuales reaCClonan para dar lugar a una mezcla compl�
Ja de dietanolaminas láuricas y de coco con glicéridos -
de estos mismos radicales.
Como catalizador de la reacci6n se añade
el 0,5% en peso de metilato s6dico sobre el peso total -
de la mezcla reaccionante, disuelto al 10% en metanol.
Las reaCClones se han llevado a cabo en -
una batería de cinco reactores de laboratorio con agita­
ci6n (Fotografías 3.1 y 3.2). Cada uno de ellos, con u­
na capacidad de 250 ml, contenía 150 g de mezcla reaccio
nante. La temperatura de la reacci6n se ha regulado me­
diante un term6metro de contacto, que actúa de elemento
de control de la manta.calefactora. El tiempo de la re�
acci6n ha sido variable y durante su transcurso se reco
gía el metanol destilado. Este hecho daba cuenta de la
marcha de la reacci6n. Finalmente y para eliminar los -
restos de metanol que pudieran existir, se conectaba el
sistema durante 20 minutos a un vacío de unos 40 mm de -
mercurlo.
Todas las composiciones han tenido un pe­
so constante e igual a 270 g, y se ha utilizado para su
preparaci6n una balanza granatario de precisión ±0,01 g.
Para asegurar la uniformidad de la temperatura todas las
muestras se han termostatado a 25QC durante un tiempo a­
proximado de doce horas.
La medición de las viscosidades se ha rea
lizado mediante un viscosímetro Brookfield, modelo LV1.
Fotografía 3.1
Dispositivo
experimental
Fotografía 3.2
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5.1.2.- VARIABLES Y LIMITACIONES EN LAS MISMAS
Como variables se han elegido las slgule�
tes relaciones adimensionales:
Xl = G/DEA ( 5 • 1 )
X2 = DEA/(EM+AC) ( 5 • 2 )
X3 = EM/AC ( 5 • 3 )
donde G se refiere a los moles de glicerina, DEA a los -
de dietanolamina, EM a los de �steres metilicos y AC a -
los de aceite de coco.
Las restantes variables son:
= tiempo de
. ".
reaCClon ( 5 .4)
X5 = temperatura ( 5.5 )
Dado que los excesos de aceite de coco o
bien de �steres metilicos sobre la dietanolamina limitan
la conversión de ester a amida, y siendo ambos amidifica
bles, se deberá mantener la relación:
DEA/(EM+3AC) � 1 (5.6)
Los moles de aceite de coco Vlenen multiplicados por --­
tres debido a que contienen tres grupos amidificables.
Desarrollando la ecuación 5.6 �n función de las varia--­
bles anteriormente definidas se llega fácilmente a la Sl
guiente relación:
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2
X - 1 � -,--:----
2 1 + X3
( 5. 7)
que expresa las limitaciones de tipo cuadrático a que se
ven sometidas las variables.
5.1.3.- RESULTADOS EXPERIMENTALES
Como punto inicial de esta experimenta--­
ción y asimismo como centro de ambos diseños, se ha elgi
do el punto de coordenadas:
Xl = 0,5706 (5.8)
X2 = 1,5470 ( 5.9 )
X3 = 7,0851 (5.10)
X4 = 5,0 hr. (5.11)
X5 = 130QC (5.12)
que corresponden a unos pesos respectivos de d.i e tario Lam.i
na, aceite de coco, ésteres metílicos y glicerina de 60,
30,70 y 30 g.
Los resultados obtenidos se exponen sepa­
radamente en los siguientes subapartados de acuerdo con
el diseño a que pertenecen.
5.1.3.1.- Resultados obtenidos con el diseño 25 factorial
fraccionado
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Los incrementos adoptados para las varla­
bIes han sido los siguientes:
LlX1 = 0;25 (5.13)
LlX2 = 0,10 (5.14)
LlX3 = 0,60 (5.15)
LlX4 = 2,0 hr. (5.16)
LlX5 = 10QC (5.17)
Las variables, así pues, han sido ortogo­
nalizadas de acuerdo con la siguiente transformación:
XI =
1
XI =
2
XI =
3
x' =
4
XI =
5
Xl - 0,5706
0,25
(5.18)
X2 - 1,547 O
0,10
(5.19)
X3 - 7,0851
0,60
( 5 . 2 ° )
(5.21)
2,0
(5.22)
10
Los resultados obtenidos en el diseño 25
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factorial fraccionado se muestran en la tabla 5.1, mlen­
tras que la ecuación y el análisis de varianza correspo�
diente se muestran en la tabla 5.2. Como puede observar
se, la ecuación es globalmente no significativa a un nl­
vel de probabilidad del 95% (F =20,25 frente a Ft b =exp a
8,77 para 11 y 3 grados de libertad), siendo únicamente
significativos los coeficientes B1 y B2 (FtabCl,3)=10,1).
Dado que la variable Xl es la que contribuye al desajus­
te en una proporción notablemente superior e intere�ando
que la ecuación cubra una región experimental lo más am­
plia posible, se ha decidido reducir exclusivamente su -
intervalo, quedando de esta forma los siguientes incre-­
mentos para las variables:
llX1 = 0,15 (5.23)
llX2 = 0,10 (5.24)
llX3 = 0,60 (5.25)
llX4 = 2,0 hr. (5.26)
liX = 10QC (5.27)
5
Se han repetido pues los dieciseis puntos
correspondientes a la fracción de hipercubo, conservándo
se los cuatro puntos centrales.
La tabla 5.3 muestra la matriz de diseño
así como los resultados obtenidos, mientras que la 5.4 -
muestra la ecuación ajustada y su análisis de varianza.
A partir de las F tabuladas (nivel de probabilidad del -
95%) anteriormente expresadas, se concluye que la ecua-­
ción es globalmente significativa, siéndolo tambien los
coeficientes correspondientes a las variables Xl y X2.
El cambio de variables que procede tras -
XO Xl X2 X3 X4 X5
vIse.
l.OO? l.C()O 1. oca 1.000 1. 000 1.000
70.00
1.0::>0 1.000 1.000 1.000 -1.000 -1;000 110: 00
1. ;)0;) l.UO!) 1 .00í) -1. 000 1.000 -1.000
120.00
1. OJO �.Ci.)O 1 • DijO -1. 000 -1.000 1. 000
110.00
!.C'lQO 1..00n -1.000 1. GOC-. 1.000 -1.000
la 5.00
1.00(l 1. 00 o -1.000 1:000 -1.000 1. 000
190.00
1.000 1. 0(1)' -1.0CO -1. 000 l.ono 1. 000
180.00
i i ovo l. tH):) -1.000 -1.000 -1.000 -1.000
230,00
l. J.J\) -l.uCG 1.0(;0 1. (loe 1.000 -1. 000
1420.00
1.080 -l.(J:JQ l.ooo 1.000 -1.000 1. 000 1270:00
1.�')GJ -1.000 1 .00:) -1.000 1. oc o 1.000 1400
:00
� ." (', (' -l.U�·,O 1 • COO -1. GOO -1.000 -1.000
15;,8.00
J,. ...... �J J
i.cee -1.C00 -1. O:),) 1.(l!)O 1. DOO 1. 000
14�O.OO
.t.00V -1.000 -1..C00 1.000 -1.000 -1..000
1540.00
!.OOO -1. ('VO -1.()0!) -1. 000 1.000 -1. 000
1510.00
1 ; 1) 1) 1) -1.000 -1. con -l.COO -1.0()') 1.000
152�.OO
1.00,) 0.0 ·0.0 0:0 0.0 0.0 550.00
1. 000 0.(.) 0.0 0.0 0.0 0.0
500.00
!.OüO 0.0 0.0 0.0 0.0 0.0 575. co
1.000 o , O 0.0 0.0 0.0 0.0
520.00
Tabla 5.1
ECUACION v ANALISIS DE VARIANZA
GRADO 1
COEF ¡ e 1 [;nf: SU�A DE CUADRADOS <,L MEDrA ClJADRATICA F EXPFRiMENTt.L
iOT ¡"L ().lH344� ell 20
b o O.7490GE 03 :1.1122Cr: oa 1 o .1l22aE 08 10297;530
[) 1 -o.6j2.'llE 03 G.6(;lil6r- 07' 1 0.68 H6E 07 625B.o,2
� 2 - i.: • :. 2 1 a 8 [ e 2 O.43�77E: C" . 0.4)')77E 05 39;<;94�
B .) -C.19063E :::2 (').5sl41E C-+ 1 O.58141E 04 5.)3�
5 4 -0.6:i625E 01 ;).6(,')06E 03 , 0.68906E O� 0;632
f> 5 -O.24G3I3E 02 ().97�16F. 04 1. 0.97511)E 04 8;9')0
RESIDuAL O.24�96t: 06 14 O.17568E 05
ERROR o.32668t: 04 :l o .108%E 04
DE.S.\jt)STE O.24269t_ 06 11 O.22063E 05 20;249
Tabla 5.2
xo Xl X2 X1 X4 x;
VISC.
1.0GO l..000 ; • (l(iO 1.000 LO!)(} 1,000
220.00
1.000 l.00:) , .000 1.000 -l.OOJ
-1. coo 295.00
1.0JO 1 ..000 , .00í) -1.000 1.000
-1. 000 290.00
1.0;);] 1.vOO , .000 -1.000
':'1.000 1.000 255:00
l. ,)0,) 1.000 -l.Cor� lo OCO 1.
OM) -1.000 .345.00
1.:Jü� 1. GOO -� .OUtl 1.000 -l.Oíd)
1. oco 360.00
1,OCO 1.000 -, .0úO -1.000
1.000 1.000 360.00
i.OÜO 1.000 -, .ono -1.000 -1.000 -1.000'
42 0'.00
� • J':'" �� -l.DOO i .00n l.oce 1.000 -1.0ao
600.00
1.OCO -1, 000 , .000 i . 000 -1. 000 1. 000
620.CO
1. 000 -1.001) l.COO -1. 000 1.000
1.000 ;'1)0.00
1.0(l(j -:.000 , .000 -1.000 -1.000
-1.000 66!.OO
1.O0� -l.COO -¡.Qon 1.. GOO. 1.
O;¡O 1.000 64!>.OQ
1. 000 -1.000 -t.oon 1.000
-l.ono -1.000 7)0.00
1. 000 -LOOO -1.000 -1. 000 1.000
-1.000 745.00
1.QOO -¡, CQI) -1:.000 -1. 000 -1.000 1.000
730.00
':'.000 0.0 0.0 O. ,l o
1'\ 0.0 550.00• v
1. 000 O.V 0.0 0.0 0.0
0.0 500.00
1. 000 0.0 0.0 0:0 0.0 0:0
575.00
':'.000 0.0 0.0 0.0 0.0
0.0 520.00
Tabla 5.3
ECUACION y ANALIS¡S DE VA�¡ANZA
GRADO1 .
CCEF 1 e 1 L. T::: SUMA DE (llADRADOS GL MEDIA CUADRAT1CA F EX?FRp-lENTAL
TOT/,L O.5�762E 07 20
::J o O.50125f. 03 O.50;¡5()¡¿ 07 , O. 50'�)O� 07
4i-ll.B33
5 1 -J.17<t37E 03 J.4¡;ó51E 06 1 O.4e651E 06
446.507
E 2 -O.4Q)75E 02 0. 3'J(),')6t: O� ,
G.39Q06E 05 <)5.7�9
6 .3 -:::.15c25E 02 ().39M3::' 04 , O.39063E 04
3;;,a5
o 4 -0.1.6875€ 02 o.45562E (.4 1 0.45562t:: 04
4;182
h 5 -S.le7':i,)E 02 0.56250t: 04 1 0.5625,)1:': 04 5; 163
RES!DI,;AL U011)441:: 05 14 0.82457:; 03
eRROr< o.3263dE 04 .3 0.10B96E 04
Dé.SAJ..;STE n.B2752t:. 0'" i t 0.7S.t30E 0.3
0;.,90
Tabla 5.4
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el nuevo incremento adoptado se expresa en las slgulen�
tes ecuaciones:
XI -
1
-
Xi - ° ,S706
O,lS
(S.28)
XI =
2
X2 - 1,S470
0,10
(S.29)
XI =
3
X3 - 7,08S1
0,60
(S. 30)
XI =
4
X4 - S,OOO
(S.31)
2,0
XI =
S (S.32)
10
De acuerdo con ellas la ecuaci6n obtenida en t�rminos de
las variables reales es:
y = 2398,83 - 1162,47X1 - 493,7SX2
(S.33)
A partir de estos resultados se ha decidi
do desplazar las condiciones operativas hacia la regi6n
de viscosidades más altas, siguiendo la línea de máxima
pendiente sgún el m�todo de B0X - Wilson. Las ecuacio-­
nes de la recta de ascenso, calculadas a partir de los -
coeficientes que figuran en la tabla S.4, son las si----
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guientes:
llX' = -174,370 (5.3lf)1
llX' = -49,375 (5.35)2
llX' = -15,625 (5.36)3
llX' = -16,875 (5.37)4
llX' = -18,750 (5.38)5
Como puede observarse, se han incluido en la recta de as
censo los coeficientes no significativos. Esto es debi­
do a que no existe razón alguna para efectuar la hipóte­
sis de que sean realmente nulos, y, en todo caso, los va
lores utilizados corresponden a los mejores estimados
disponibles. La tabla 5.5 reproduce los resultados obte
nidos en el ascenso. Se observará que a partir del expe
rimento A3 se ha llegado al límite para la variable X1 -
(X1=0), manteniéndose en este nivel a lo largo de esta -
serie experimental. La recta de ascenso se ha dado por
finalizada al alcanzarse la línea límite para las varia­
bles X2 V X3 (ecuación 5.7). Puesto que la variable X3
no es significativa seg6n la ecuación obtenida, se ha -­
pensado que podría ser conveniente aumentarla siguiendo
la línea límite, de modo que X2 disminuyese. Así se ha
realizado un experimento (B1) en el punto de coordenadas
X1 = 0,00 (5.39)
X2 = 1,22 (5:40)
X3 = 8,09 (5.41)
X = 2,90 hr. (5.42)4
X5 = 117QC (5.43)
Exp. A1 A2 A3 A4 A5 A6
XI -2,000 -3,000 -3,804 -3,804 -3,804 -3,8041
XI -0,566 -0,849 -1,300 -1,800 -2,300 -2,8212
XI -0,179 -0,269 -0,411 -0,570 -0,728 -0,8933
XI -0,194 -0,290 -0,444 -0,615 -0,786 -0,9644
XI -0,215 -0,323 -0,494 -0,684 -0,873 -1,0715
Vise. (cp.) 2300 2750 4100 4460 4660 4790
Tabla 5.5
Recta de ascenso correspondiente al disefio factorial
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La viscosidad obtenida es de 4680 cp., lo que no repre-­
senta mejora alguna respecto al último resultado, por lo
que el punto A5 de coordenadas
x = 0,0000 (5.44)1
X2 = 1,2650 (5.45)
X3 = 6,5490 (5.46)
X4 = 3,07 hr. (5.47)
X5 = 119QC (5.48)
con una viscosidad de 4790 cp. se ha aceptado como ópti­
mo.
Finalmente se ha completado el estudio -­
con un diseño 25 factorial fraccionado 1/2 en la subre-­
gión aceptada como óptima, a fin de conocer la influen-"':'
cia de las variables en esta zona. Los resultados del -
ffilsmo se exponen en las tablas 5.6 y 5.7. El punto cen�
tral del diseño es el correspondiente a las coordenadas�
X1 = 0,335 (5.49)
X2 = 1,470 (5.50)
X3 = 7,200 (5.51)
X4 = 4,5 hr. (5.52)
Xs = 120QC (5.53)
mientras que los incrementos respectivos se han conserva
do iguales que los utilizados en el último diseño (ecua­
ciones 5.23 a 5.27). Por tanto los cambios adecuados de
varia.ble son:
XO Xl X2 X3 X4 X5 V!SC�
1.000 1. 000 1.000 1.000 1. 000 1. 000 64.00
1.000 1.000 '.oon 1.000 -1.000 -1.000 265.00
1.000 l. G�:O , .oon -1.(')00 1.000 -1.000 47().QO
1.()0C> 1. 000 1.000 -1. 000 -1.000 1.000 550.00
1. QU() 1. 000 -l.QUO 1.(lOO 1.1)00 -1.000 925.00
1.000 1.CCO -1,Oon 1. 000 -1.000 1. 000 965.00
1.000 ¡.oac -,.Oc,o -1.000 1.000 1.000 11'5.00
1 t Ct \J l.; 1.000 -l. ')00 -1.000 -1.000 -1.000 1475.00
1,000 -1.000 1.000 1.000 1. 000 .-1. COO 2060.00
lo 000 -l.t.itJO 1.0Gn 1.000 -1.00CJ 1. 000 21'15.00
j .nco .. ¡.eüo , .000 -1. 000 l.ono 1.000 2500.00
l.ooe -1.000 1. coa -1.000 -1.000 -1.000 2715.r;;
1.000 -:.000 -:".JOO 1.000 1.000 1. 000 2885.00
l,OOJ -lo (JO] -, • Jon ),,000 -l.COO -1.000 3075.00
1.00:) -1.0<)0 -j .0,JO -1.(,00 1.000 -¡.OOO .'3190.00
11000 -1.000 -l.QOO -1. 000 -1.000 1. 000 ,3i,.30.00
1.000 0.0 0.0 0.0 0.0 0.0 1800.00
:',00;) O.U 0·0 n.o 0.0 0.0 1840.00
1.000 0.0 n,o 0.0 v.O 0.0 1700.00
l. ouo
.... �, e.o 0.0 o. o' 0.0 1650.00v.\..
';
Tabla 5 • 6
.........
ECUACIO� y AN�LISIS DE VARIANZA
GRADO 1
COEF 1 e I t.tHE �U�A DE CUADRADos GL MED I A Cl¡ADRAr I CA r EXP;::R I HENT¡',L.
TOTAL O.80r, .. 4E 08 20
El ::J 0.17"79E G'+ r¡.Gjl0h 03 1 0.61107,: 09 7444.<;16
i.l 1 -:J.l::JO&2i:: 0'+ O. H263f� 08 1 0.16263E 08 2114• ,�76
e 2 -Q.J95é.9E i); ().25051é: 07 1 0.2505lE 07 3;5;690
e J -::;'.191.3H. 03 O.52561E 06 1 O.53561E 06 76;135
t) 4 -�i.Sól�QE. 02 O,12/.43¿ aú 1 \,).12443.:: 06 16.178
El 5 -r).2Jó':;'3!:: 02 O.90726E 0/• 1 O.90726E 04 1.180
RES 1 �:J"L o.50334E O, 14 0.35953E 04
é.rH�OR o.2';<l75E:. 05 :3 o.76917E 04
Cl�kJJSTE O.27259E O') 11 0.24701E O·� O:�22
Tabla 5.7
X' =
1
X' =
2
X' =
3
X' =
4
X' =
5
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Xl - 0,335
0,15
X2 - 1,470
0,10
X3 - 7,200
0,60
X4 - 4,50
2,0
X - 120
5
10
(5.54)
(5.55)
(5.56)
(5.57)
(5.58)
La ecuación obtenida es globalmente slgn�
ficativa, así como todos los coeficientes a excepción de
BS, a un nivel de probabilidad del 9S% CFtabCll,3)= 8,77
y Ftab(1,3)= 10,10). En términos de las variables rea­
les la ecuación se expresa:
y = 12335,45 - 6721,33X1 3956,9X2 - 318,8SX3
- 44,09X4 - 2,38X5 (S.59)
5.1.3.2.- Resultados obtenidos con el diseño axial
Paralelamente a la experimentación descri
ta en el apartado anterior, se han efectuado distintos -
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diseños axiales cubriendo las mlsmas reglones experlmen­
tales. Para cumplir este último requisito, los increme�
tos adoptados para las variables han sido los siguientes:
ll.Xl = 0,559 (5.60)
ll.X2 = 0,224 (5.61)
ll.X3 = 1,342 (5.62)
ll.X4 = 4,472 hr , (5.63)
ll.X5 = 22,36QC (5.64)
mientras que el punto inicial Vlene dado por las ecuaClO
nes 5.8 a 5.12.
La matriz de diseño correspondiente así -
como los resultados experimentales se muestran en la ta­
bla 5.8. La ecuaci6n ajustada y su an&lisis de varianza
se exponen en la tabla 5.9. Dado que la ecuaci6n resul­
ta globalmente no significativa (Ftab(5,3)= 9,01), se ha
procedido de acuerdo con lo expresado en el apartado 3.
1.1.3, a la reducci6n selectiva de la variable Xl' que -
es la que contribuye de forma notablemente superior a la
de las dem&s al desajuste del modelo de primer orden.
El nuevo incremento para Xl se ha elegido de manera qUR
cubriese la misma zona experimental que el diseño facto­
rial (ecuaciones 5.23 a 5.27), así:
ll.X = 0,3351 (5.65)
Los incrementos para las dem&s variables slguen siendo -
los mismos (ecuaciones 5.61 a 5.64). Los cambios de va-­
riable procedentes son ahora
XI =
1
Xl - 0,5706
0,335
( 5 • 66)
XC Xl X2 X_, X4 X� <,/l5C.
1.000 1. 000 0.0 0.0 _ 0.0 0.0 50 •.00
1.0':>0 -1.000 0.0 0.0 '0.0 0.0 2570.00
1 t O()(I 0.0 1.OUO 0.0 V.O 0.0 �2ú.OO
1 . C··) () J.\) -l.oon 0.0 0.0 0·0 7?('¡. ,00
·1. ouc 0.0 (l.O i, COQ o.e 0.0 600.00
1.0')1) �.i.) 0.0 -1.000 e.o 0.0 650.00
1.0'JJ 0.0 n.n 0.0 1.COO o.e 630.CO
1.0:):) 0.0 o.n 0:0 -1. CG,"} 0.0 670.00
1.000 0.0 0.0 0.0 0.0 1.000 �C¡O.OO
1.ClDJ 0.0 0.0 0.0 0.0 ' -1.0.00 645.00
llCCO 0.0 0.0 0.0 0.0 0.0 550.00
1.000 0.0 u.O 0.0 0.0 0.0 500.00
1.OOQ 0.0 0.0 0.0 0.0 0.0 575;00
1.000 0.0 0.0 o.e 0.0 0.0 520.00
Tabla 5.8
ECUACION y ANAL¡S¡S DE VARIANZA
GRAuO1
COEF : e 1 nm:: SUMA DE CUADRADOS GL M[DIA
CuADRAT1CA F EXPER: t-'.ENTAL
TOTAL o .10C1,+2E 06 14
ti o (¡.69929E:. 03 0.61'460;: 07 1
O. ña460E 07 621'3.141
!3 1 -0.126JOE C,4 o . 31 752E: (17
1 C·317S2E. 07 2,,14.142
:::. 2 -.:>.lauOOE 03 ('¡.2('lOOOi:: 05 1
O.2000Gt: 05 18:356
o 3 -Q.2S000C: 02 ().12500E 04 1
o.125COE 04 1.1107
tí 4 -(;.2C00CE 02 o.aOOOOE: 03 1
0.800Gor: 03 0.7�4
!i 5 -C;.27)üet: 02 0.15125 E 0/1 ,
0.151.'5E 04 ':':,88
RESIDuAL (l.6'.175ilE 06 8
0.11217E 06
EHROR o.3:?683E 04
.3 O.10896E 04
DEs,t.JdSTE o.89411E 06 5
O.17882E 06 164.120
Tabla 5.9
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XI =
2
X2 - 1,547
0,224
(5.67)
XI =
3
X3 - 7,085
1,342
(5.68)
XI -
4
-
X4 - 5,00
(5.69)
4,472
XI =
5 (5.70)
22,36
Los resultados tras la repetición de los
dos experimentos correspondientes a la variable reducida
se muestran conjuntamente con la matriz de diseño en la
tabla 5.10. La ecuación y el análisis de varianza aso--
ciado se exponen en la tabla 5.11. Corno puede observar­
se, la ecuación resulta globalmente significativa, no -­
siendo, por el contrario, significativos los coeficien-­
tes asociados con las variables X3, X4, y X5.
La ecuación en términos de las variables
reales es la siguiente:
y = 2365,95 - 1350,74X1 - 446,43X2 18,63X3
(5.71)
Igualmente en este punto se ha decidido -
el desplazamiento hacia la región óptima de viscosidades
segGn el método de Box - Wilson. Las ecuaciones de la -
recta de ascenso, calculadas a partir de los coeficien--
xo Xl X2 X3
X4 X5 vIse.
1.000 1.COO 0.0 0.0 0.0 0.0
95.00
1.000 -1. 000 0.0 O. :¡ 0.0
0.0 1000�OO
l.eoo 0.0 1.000 0.0 0.0
0.0 '20.00
1.000 0.0 -j .000 0.0 0.0
0.0 720�OO
'l,OGc} 0.0 «. o ·1.000 0.0
0.0 600.00
1. 000 0.0 0.0 -1.000 0.0
0.0 .650.00
1.000 0.0 0.0 0.0 1.000
·0.0 630.00
1.I)O� O.Ü 0.0 0.0 -1.000 0.0
670.00
Lon O.\J 0.0 0.0 0.0
1.000 590.0,,)
1.000 0.0 0.0 0;0 0.0 -1.000
64�.CO
l. OC') 0.0 n.o 0.0 0.0 0,(')
550.00
1.0()J 0.0 o.e 0.0 0.0 .o , e
500.00
1. OC:.J 0.0 (¡.O 0.0
. o. o 0.0 575.00
l.eue 0.0 0.0 0.0 0.0 0.0
520.00
Tabla 5.10
ECUACION y ANAL1SIS DE VARIANZA
GRADO 1
COCF ¡CiEr.TE �U�A DE CUADRADOS GL MEDIA CuADRATICA F EX?FRIMENTAL
TOTAL O • 53 t, 3 8 E Q 7 14
e o O.5'1v.3SC. 03 Í¡.4t:793t: 07 1 0.4e791€ 07 4478: 133
B 1 -Q.4)25�E 03 O.40951E 06 1 O.4G951E 06 375:843
B 2 -O.100coE 03 o.2coOOE 05 1 O.2000QE 05 18:356
ó J -ü.25000E 02 o.1:?'i00E 01;. 1 0.12"lOOE 04 1;147
t; 1;. -0.20')JQE <:2 l).il0.QO')E 03 1 O.SQOOOE 03 0.711;.
b 5 -0.27500:: 02 0.15125::. ti4 1 O.15125E 04 l:.na
f\ES!OUAL 0.31.3991:: 05 8 O •.39249E 04
Er:�,Jf¡ n.32f,8SE 04 3 O,10896E (')4
(.,(..S/� ..jvSTE O.28:..:;OE 05 5 O.56260E 04 5:163
Tabla 5.11
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tes que aparecen en la tabla 5.11, son las siguientes:
llX' = -452,50·1
llX' = -100,002
]1 X' = - 25,003
]1X' = 20,004
X' = 27,50]1 5
(5.72)
(5.73)
(5.74)
(5.75)
(5.76)
De la ffilsma forma que en las ecuaClones 5.33 a 5.38, se
han incluido los coeficientes no significativos por las
razones ya comentadas en aquel punto. La tabla 5.12, r�
produce los resultados obtenidos en el ascenso. Se ob-­
serva igualmente que a partir del experimento C2 se al�­
canza al límite para la variable Xl (Xl=O), manteniéndo­
se en este nivel a lo largo de esta serie experimental.
La recta de ascenso se .ha dado por finalizada al alcan-­
zarse la línea límite (ecuación 5.7) para las variables
X2 y X3•
Finalmente se ha realizado en diseño a--­
xial en esta subregión, a fin de conocer la infuencia de
las variables en la zona óptima, y asimismo disponer de
otra base para la comparación de estos diseños. Por es­
ta misma razón y dado que las condiciones de las varia­
bles significativas Xl y X2 en el experimento C6 son
prácticamente las mismas que las correspondientes al ex­
perimento A6, se ha centrado el diseño axial en el mismo
punto que el diseño factorial fraccionado y cuyas coorde
nadas son las expresadas en las ecuaciones 5.49 a 5.53.
Los incrementos elegidos de manera que la región experl
mental explorada sea la misma vienen dados por las ecua­
Clones 5.61 aS. 65. De esta forma, los cambios de vara a
ble adecuados son:
Exp. C1 C2 C3 C4 C5 C6
XI -1,500 -1,703 -1,703 -1,703 -1,703 -1,7031
Xl -0,331 -0.500 -0,700 -0,900 -1,100 -1,2772
XI -0,083 -0,125 -0,175 -0,225 -0,275 -0,3203
XI -0,066 -0,100 .-0,140 -0,180 -0,220 -0,2554
Xl -0,091 -0,138 -0,192 -0,248 -0,303 -0,3515
Visc.Ccp.) 2100 2500 2870 3325 3900 4800
Tabla 5.12
Recta de ascenso correspondiente al diseño axial
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XI =
1
Xl - 0,33S
0,33S
(S.77)
XI =
2
X2 - 1,470
0,224
( S . 78)
XI =
3
X3 - 7,200
1,342
(S.79)
XI =
4
X4 - 4,SO
4,47
(S.80)
XI =
S (S.81)
22,36
Las tablas S.13 y S.14 muestran los resul
tados obtenidos, la matriz de disefio, el a��lisis de va­
rianza y la ecuación estimada. Como puede observarse, -
ésta es globalmente significativa a un nivel de probabi­
lidad del 9S%, al igual que todos sus coeficientes, a ex
cepción del BS.
La ecuación obtenida en función de las va
riables reales es la siguiente:
y = 12817,78 - 6170,lSX1 - 409S,98X2 335,32X3
- 43,OSX4 - 2,46XS (S.82)
xo
..�
Xl X2 Xl X4 X5
vise.
1.000 1.000 0,0 0.0 0.0 0.0 61·9°
1.000 -1. GCO G.O O�O O.Ú 0.0
4195.00
1.0GO O.U 1.00n 0.0 0.0 (l,O
875.00
:.!)(.:j 0.e -l.OO(l o.() 0.0 0.0
2710.00
'!. QQJ 0.0 0.0 1.000 0.0 0.0
1350.00
:.000 o.e 0.0 -1.000 0.0 0.0
2250,00
1. o..o .J.I) 0.0 o.n 1. coa 0.0
1550.00
1.0(,.) 0.0 C.O 0:0 -1.000 0.0 193J..OQ
1.000 o.e 0.0 0.0 0.0 1. 000
1760.00
¡.ooo 0.0 \).0 0.0 0.0 -1.000
18"0.00
:.ClOO 0,0 n.O O.n e.o 0.0
1600.00
1.OCO C.Ú 0.0 0.0 0.0 b.o
18,·í).00
l,CGO o.e 0.0 0.0 0.0 0.0
1700.00
1 ..... "',. 0.0 0.0 0.0 0.0 0,0 1650.00.,vvv
Tabla 5.13
ECUACION y ANALISIS DE �ARIANZA
GRADO1
COEFICIE1�TE �I!�A DE C'JAORADOS GL �ED 1 A e, rADRA T ! CA F
EX?¡:R r ��frJT AL
TOTl.L n.5757GE 08 14
El o t. .162/.,7[ C.:.. ().4h614E 08 1 O.46614C:: 08
M60;344
B 1 -(:.20ó70E el.¡ ".e�45i)E 07 1 Q.a5450E 07
1110,940
1'. 2 -O.:H 750E 0.3 O.16836E:: 07· 1 O.16B3óE 07
zi8;ssa
e ,; -(J.45CGOE 03 ().4(;)OOE Qó j O.4051)0E: 06
�2;6'i4
:. 4 -D • .l92�,(lE 03 0.741.12€ 05 1 O.74!12E 05 9.635
[$ 5 -C..j5()QOE Ol O.50500E 04 1 O.60500E. 04
0.727
f¡E.;:; 1 (,UAL n.21fTB5E. C6 !\ O.309B1E 05
E.RROR O.23075E 05 .3 0.76917E 04
C[5Awll..'STL O.22477E 06 5 Q.449:;5E 05 5.845
Tabla 5.14
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5.1.4.- DISCUSION DE LOS RESULTADOS
Los resultados obtenidos mediante los di­
seños axial y factorial fraccionado, muestran la ventaja
que representa la utilización del primero frente al últi
mo , confirmando las conclusiones obtenidas en el apart�
do 4.1.3. En efecto, para la obtención de una ecuación
significativa, válida'para la aplicación del método de -
Box - Wilson, se han realizado 10 + 4 + 2 = 16 experime�
tos mediante el diseño axial, frente a los 16 + 4 + 16 =
36 realizados mediante los fraccionados de factorial.
Por otra parte se puede comprobar, obser­
vando los experimentos A6 y C6 (tablas 5.5 y 5.6 respec­
tivamente), que se ha alcanzado el mismo óptimo, espe--­
cialmente en las variables significativas. Este hecho -
cabia ya esperarlo tras la obtención de ecuaciones de
primer orden significativas muy semejantes (obsérvese la
similitud de los coeficientes estimados mediante ambos -
diseños, ecuaciones 5.33 y 5.71).
Finalmente las ecuaciones representativas
del fenómeno en la subregión que se ha aceptado como óp­
tima son asimismo del todo comparables, especialmente -­
las variables más significativas (ecuaciones 5.59 y ---
5.82). Cabe pues concluir tras lo expuesto aqui y en el
apartado 4.1.3.1a plena validez de los diseños axiales -
para la estimación de ecuaciones de primer orden.
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5.2.- ESTUDIO EXPERIMENTAL DE LOS DISEÑOS DE SEGUNDO y
TERCER ORDEN
La experimentación efectuada para el est�
dio de los diseños de segundo y tercer orden propuestos
se ha limitado al cálculo de dos ecuaciones - una de se­
gundo y otra de tercer orden - a modo de ejemplo de pro­
cedimiento en una situación experimental determinada.
Para ello, se ha elegido un caso práctico en el cual --­
sean realmente útiles las técnicas que aquí se recomien­
dan. Así pues, se ha estudiado la viscosidad de cierta
formulación tensioactiva en dos situaciones:
i) Para la obtención de una ecuación
de segundo orden significativa.
ii) Para la obtención de una ecuación
significativa, sea cual fuere su orden, dentro de una de
terminada región de interés.
5.2.1.- PRODUCTOS Y PROCEDIMIENTO EXPERIMENTAL
Los componentes de la formulación tensio­
activa objeto de estudio han sido los siguientes:
- Lauril eter sulfato sódico
- Superdietanolamida de coco
- Alquilbetaína
- Cloruro sódico
- Agua desionizada
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siendo los tres prlmeros de procedencia Tensia-Surfac S.
A.
Todas las formulaciones se han preparado
a peso constante igual a 160 g .. La mezcla se ha reali-
zado en f�ío y los componentes se han pesado en el orden
anteriormente expresado. Finalmente el pH de la formula
ción se ha ajustado con ácido acético a 6,5. Una vez -­
desespumadas las mezclas, se han termostatizado a 25QC -
durante un período constante de 24 horas.
Las viscosidades han sido medidas con un
viscosímetro Brookfield modelo LVl con la aguja número 4
y velocidad de 30 rpm., efectuándose la medición un mlnu
to despues de alcanzado el giro estacionario.
5.2.2.- VARIABLES SELECCIONADAS Y REGION ESTUDIADA
Las variables elegidas han sido el % en -
peso de alquilbetaína - variable Xl - Y el % en peso de
cloruro sódico - variable X2 - que intervienen en la for
mulación, El porcentaje de lauril eter sulfato sódico y.
el de superdietanolamida de coco, se han mantenido fijos
en los valores de 25 y 2% respectivamente. El resto has
ta 100 ha estado formado por agua desionizada:
25% Lauril eter sulfato sódico
2% Superdietanolamida de coco
X1% Alquilbetaína
X2% Cloruro sódico
(73-X1-X2)% Agua desionizada
La región estudiada ha comprendido valo--
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res de Xl entre 3 y 10% Y valores de X2 entre ° y 1%.
5.2.3.- RESULTADOS EXPERIMENTALES
Como punto inicial de esta experimenta--­
ci6n y asimismo como centro de los disefios de segundo y
tercer orden realizados, se ha elegido el punto de coor­
denadas:
Xl = 6,50%
X2 = 0,50%
( 5 • 83)
(5.84)
mientras que los incrementos para cubrir la regi6n de ln
terés inmediato han sido los siguientes:
LlXi = 1,061%
LlX2 = 0,354%
(5.85)
(5.86)
De acuerdo con las anteriores ecuaClones
las variables han sido ortogonalizadas mediante el si--­
guiente cambio:
XI =
1
Xl - 6,50
1,061
(5.87)
XI =
2
X2 - 0,50
0,354
(5.88)
Los resultados propiamente dichos se exp�
nen separadamente en los apartados siguientes.
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5.2.3.1.- Estimación de la ecuaClon de segundo orden
Para la obtención de una ecuación de se-­
gundo orden estadísticamente significativa se ha procedi
do a efectuar' un diseño hexagonal combinado, ortogonal y
rotatorio, con cuatro puntos centrales, de acuerdo con -
lo expresado en el apartado 3.2.1.2.
La matriz de diseño, referida a un radio
de diseño k1/2(por consiguiente en este caso 21/2) y con
relación de radios 0,414, se presenta conjuntamente con
los resultados experimentales en la tabla 5.15. La ecua
ción calculada según lo expresado en el apartado 1.2.10.
3.1 Y el análisis de varlanza correspondiente se mues--­
tran en la tabla 5.16.
Como puede comprobarse la ecuación es gl�
balmente no significativa CFexpmayor que Ftab= 8,89 para
7 y 3 grados de libertad), por lo que se ha porcedido a
la reducción del intervalo experimental al 41,4% de su -
valor inicial. Así pues la región experimental actual-­
mente en estudio comprende unos incrementos para las va­
riables:
t,X1 = 0,439%
t,X = 0,147%2
(5.89)
(5.90)
, '-
fer í d i ° 414 1/2La nueva matrlz de dlseno re lda a un ra la, 2
con la misma relación de radios anterior de 0,414, y
p�ra la que son válidas las ecuaciones de transformación
5.87 y 5.88, se presenta en la tabla 5.17, junto con --
los resultados experimentales. La ecuación y el análi--
SlS de varianza correspondiente se exponen en la tabla -
5.18.
X() Xl X2 Xl1 X22 X'
.., '.I[SC......
1,000 1.414 0.0 1.560 -0.439 0.0 904?,OO
1. CO'.) -1.414 (l.O 1. �60 -0.439 0.0 2950.00
1-.000 0.707 , .22<; 0.061 1.061 0.566 220.00
l.no� -0 _ -/07 1. 225 O .!JI)!_ 1.061 -0.866 7)(·0.00
1.OCJ 0.707 -1.225 0.061 1.061 -0.866 5220.00
l. CC'ü -.).70,· -1.225 0.061 1.061 0.666 ¡650.00
:'.C0D 0.505 0.0 -0.097 -0.439 0.0 eoao.co
1.00e -0.�l35 0.0 -0.097 -0.4.39 0.0 6640.00
1.0ao 0.293 0.507 -o .353 -0.182 0.149 8150.00
i .voo -0.293 O.Sr.7 -0.35.3 -0.182 -0.149 &560.00
!..ooo a.¿9) -0.507 -0.353 -O.lP -0.14<;' 627C.00
1. O�J -0.293 -0.507 -0.353 -0.la2 0.149 4900.00
1. 000 0.0 0.0 -0.439 -0.43') 0.0 7700.00
1,000 o.e n,O -0.439 -0.439 0.0 7600.00
1,C00 Ü.Ú n.o -0.439 -0.439 0.0 71.;00.00
1.000 0.0 0.0 -0.439 -0.4)') 0.0 7300.00
Tabla 5.15
ECiJ,l.CION Y .A�!I\!..I S 1 S DE vAR J¡\�Z>\
GRADO;:
COEFICIbrE SUM� DE ¿UADRADOS GL MEDIA
CUAf)RATICA F EXPFRIMENTAL
TOTAL O.71082E 09
16
::3 O O.ólB)():: CA
n.61207f: 09 1 0.61?C7� 09
1836::>.030
8 1 0.101 ','7E O', O.73ü:/Q::
e7 1 O.7,050E 07
/19.150
f:l 2 C.523;:lE CJ o.ln46e:
07 1 0.19246E 07
57:739
9 :) -l'� f 78(, '7 8 � O S O.38212E. 07
1 O.36212E 07 114: h,%
� '1 -Cl .. 23624� O'r- 0.3450(¡E 08
1 O • 3 11 S O 4 E O B 1035:130
\) � -o . .30Bf;8E 04 n.29467E
08 1 0.29467E 06 ,
"'84:020
RES ILJ'JAL ().21731é.
QB lO O.217JlE 07
[J-<!,\,)r¡ ó.l(l(i:JOE 06
'3 o.33333E e5
DES.';JUSTE. n.2163lE 08
7 0.30901E 07 92.704
Tabla 5.16
X0 Xl X2 .'<11 X22
X12 vISC.
1.000 0.585 0.0 0.267 -0.075
0.0 800e.00
l.on,) -0.555 0.0 0.267 -0.075
0.0 6640.00
1.0J0 0.293 0.507 0.011 00182
0.149 8150.00
l.OOCi -0.293 0.507 0.011 0.182
-0.149 8560.00
. ':'.000 0.293 -::.507 0.011 O.1¡;2
-0.149 6270.00
1.000 -0.2'J) -O.5él7 0.011 0.1él2
0.149 4900.00
1.00:> 0.242 O.) -0.017 -0.075 0.0
8120.0Ó
1.00J -0.2'12 0.0 -0.017 -0,07'5
0.0 7300.00
1.00:' 0.121 0.210 -0.0 .. 1 -o. 03'
0.025 8200.00
1. OCIO -0.l?1 0.210 -0.061 -0.031
-0.025 81.70.00
1.0C:O (.).121. -0.210 -0.0 .. 1 .-0.031
-o. ,,'2 5 8200.0J
1.000 -0.121 -0.21!1 -0.061
. -0.0:31 0.025 6890.00
1.0(.'0 Q.O 0·0 -0.075 -C.075
0.0 7700.00
:.. .0(.-; O.Ú 0.0 -0.075 -0.07'5
0.0 7600.00
l. 'JG:) ú.J C.O -0.075
-0.075 0.0 74üO.0C
1.000 0.0 0.0 -0.075 -0.075 0.0
7300.00
Tabla 5.17
ECU�CIO� y ANAL1S!S DE VARIANZA
GHAC>O:1
ccEFICIENTE �UMA DE CUADRADOS GL
�EDIA CUADRATICA F EXPf�¡MENTAL
TOThL O.90.:;.1.3�
09 16
ti O 0.74625>: ()4 O.e�i02f:. C9
1 0.S9i:02E: 09 26730;670
Ei 1 1J.11944c 04
O,l7168E 01 1 0.17168E 07
51;.,05
e 2 0.2554')[ 04 :).71\628<:
07 1. 0.7862"E 01
235:885
L J -'J.11f;3i,� 04 0.25335E
06 1 O.253':;SE 06
7;600
B 4 -C.¿J5G7r.: 04 0.1(·1)7I.E 07
1 o .lOOHE 01 30;222
� 5 -C.326852: 04
o.97055E 06 1 O.97055E 06
29; 117
R:' s ! vlJ�.L
0.129',6[ 07 10 O.12996E 06
ER�:J;,,\
O.l:.lOOOE 06 3 0.333332. 05
DESAJUSTE 9.11996f 07 7
O.17136� 06 ').141
Tabla 5.18
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Como puede observarse esta vez la eccua-­
ción es ya estadísticamente significativa al nivel de -­
probabilidad del 95% al igual que todos sus coeficientes.
Se ha obtenido finalmente pues una ecuación significati­
va en el espacio de las variables comprendido entre los
incrementos expresados en las ecuaciones 5.89 y 5.90.
Esta ecuación es:
y = �80861,86 + 19142,92X1 + 82587,69X2 1051,24Xi-
- 18806,06X� - 8702,22X1X2 (5.91)
expresada en coordenadas reales.
5.2.3.2.- Estimación de la ecuación de tercer orden
Si por el contrario interesa obtener una
relación entre las variables estadísticamente significa­
tiva dentro de la región expresada mediante las ecuacio­
nes 5.85 y 5.86, es necesario proceder a la estimación -
de una ecuación de tercer orden. Esto es así ya que se­
g6n lo expuesto en el apartado anterior, no es posible -
la obtención de una ecuación de segundo orden estadísti­
camente significativa, dentro de la región estudiada.
Así pues, se ha procedido a realizar el diseño de tercer
orden formado por combinación de octógonos, con relación
de radios 0,45 y con cuatro puntos centrales. Estos cua
tro puntos centrales son los mismos por supuesto que los
utilizados en la anterior experimentación. La matriz de
diseño y los resultados obtenidos se muestran en la ta-­
bla 5.19.
La ecuación - calculada seg6n lo expuesto
en el apartado 3.3.2 - Y el análisis de varianza corres­
pondiente - apartado 3.3.3 - se muestran en la tabla
Xl X2 Vise. (cp.)
'o', ..
.' : .v..' 1.000 1.000 14L�0. 000 o
1.000 -1.000 7300,,000(1
-1.000 1�000 77'+0.0000
-1.000 -1. 000 1500.0000
1.,(+ 1 ti, 0.0 8840.0000
-j .« 1'+ 0.0 2720.0000
0.0 1.41ft 3000.0000
0.0 -} e 41/t 2300.0000
O./¡.. �)O o � 1+ 50 8100.0DOO
0.[1"')0 -0.450 7300.00CJo
-o. Lt 50 o. It 50 8380.0000
-o. 't50 -O.1,'50 4840.0000
0.636 0.0 7900.0CJOO
-0.636 0.0 6680.0000
0.0 0.636 H8DO.COOO
000 -0.636 5 5 't o • o (} o o
0 .. 0 0.0 7700.0000
0.0 0.0 7600.0000
0.0 O. O· 7'tOO .000 o
0,,0 0.0 7300.0000
Tabla 5.19
Resultados obtenidos con el diseño de tercer orden
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5.20. Siendo el valor de F igual a 4,41 y siendo me-
exp
nor que el correspondiente valor para Ftab con 7 y 3 gr�
dos de libertad CFtabC7,3)= 8,89), la ecuación es global
mente significativa a un nivel de probabilidad del 95%.
Lo mismo sucede con los coeficientes de primer y tercer
orden considerados conjuntamente, al igual que los de se
gundo orden.
Se ha obtenido pues una ecuación de tercer or-­
den estadísticamente significativa, y por tanto represe�
tativa del fenómeno dentro de la región deseada, o sea -
en la región delimitada entre 5 y 8% para Xl y O Y 1% p�
ra X2 (Apéndice 4), y cuya expresión en función de las -
variables reales es:
y - - 80875,81 � 42371,73X1 - 194489,88X2 - 7395,92Xi
� 113271,94X� � 56163,21X1X2 � 438,62Xi -
- 31846,71X� - 3938,05XiX2 - 13059,94X1X� (5.92)
La figura 5.1 muestra una representación
parumétrica de la ecuación anterior. La zona englobada
por la línea a trazos representa el campo experimental -
de estudio, la cual en coordenadas de diseño correspond�
; ;
1 d di 21/2rla a un Clrcu o e ra 10 •
5.2.4.- DISCUSION DE LOS RESULTADOS
Los resultados obtenidos con el diseño he
xagonal combinado ortogonal muestran su utilización ven­
tajosa frente al diseño factorial compuesto ortogonal y
ANAlISIS DE VARIANZA
ECUACION DE OxOEN 3
r:.nEFICIENTE S.CUADRATICA GL M.CUADRATICA
FEXP
.
BO 0.772691: 04 O.74884E 09 1
Bl ,O.1l021E 04
82 0.30747E 04
B111 O.52388E 03 O.30815E 08 6
0.51358E 07 154.073
B22;: -0.14128E 04
8112 -0.15693E 04
B 122 -0.17365t: 04
B11 -0.91400E 03
B22 -O.24296E 04 O.89381E 08 3
0.29794E 08 893.814
812 -0.30391E 04
TOTAL 0.87017E 09 20
RESIDUAL 0.11296E 07 10
ERROR 0.10000E 06 3 O.33333E OS
DESAJUSTE 0.10296E 07 7 0.14709E 06 4.413
Tabla 5.20
10
q
B
3(100 cp
40('0,['
�OOO 'f'
6
6000 cí'
5
6000, p
5('00 cf'
4000 cp
3000 cp
4
3
o 0,5 1,0
Fig. 5.1
Representaci6n param�trica de la
ecuaci6n de tercer orden
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rotatorio para la estimación secuencial de relaciones p�
linomiales de segundo orden. Como puede observarse, con
veintidos puntos experimentales se ha conseguido ajustar
una ecuación significativa de segundo orden, número inf�
rior al que hubiese sido preciso caso de utilizar al -­
clásico diseño factorial compuesto (con igual número de
reducciones del campo experimental, hubiesen sido necesa
rios veinticuatro).
Por lo que respecta a la estimación de la
ecuación de tercer orden, los resultados obtenidos son -
una confirmación de los obtenidos mediante simulación ex
perimental por ordenador (apartado 4.3.3) puesto que la
ecuación ajustada reproduce con fidelidad el fenómeno -­
dentro de la región estudiada.
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6.- D 1 S e u S ION G E N E R A L DEL o S
D 1 S E Ñ o S E X P E R 1 M E N TAL E S
El objeto de este apartado es realizar -
una discusi6n general de los disefios existentes y espe--­
cialmente de los propuestos en este estudio.
La subdivisi6n corresponde al número de -
dimensiones de los espaclos considerados y a los objeti-­
vos de la investigaci6n.
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6.1.- ESPACIOS BIDIMENSIONALES
Se estudian separadamente en este aparta­
do, según se pretenda el alcance de ciertas condiciones -
óptimas mediante el método de Box - Wilson, o bien el a-­
juste de una relación polinomial.
6.1.1.- OBTENCION DE CONDICIONES OPTIMAS MEDIANTE EL METO
DO DE BOX - WILSON
La tabla 6.1 muestra esquemáticamente los
diseños básicos que pueden utilizarse, así como sus posi­
bilidades referentes a la estimación de ecuaciones de se-
gundo y tercer orden. Es evidente que en esta tabla se -
podían haber incluído otros muchos diseños, puesto que -­
cualquier diseño de orden superior es válido para la esti
mación de superficies de primer orden. No obstante, se
alejarían notoriamente del requisito fundamental de todo
diseño de poseer un número razonab!e de puntos experimen­
tales.
En la referida tabla se observa que de to
dos los diseños expuestos sólo dos, axial y Simplex combi
nado, son realmente de aplicación secuencial (en el senti
do de que no es necesario proceder a la repetición de la
totalidad de los puntos del diseño en una zona experlmen­
tal más reducida con el fin de obtener una ecuación slgn�
ficativa) .
Los diseños Simplex, con un número de pu�
tos experimentales realmente pequeño, resultan poco ade-­
cuados para el ajuste de ecuaciones de primer orden. Sus
COMPORTAMIENTO EN LA ZONA OPTIMA
Tipo Estimación de eco de 2Q orden Estimación de eco de er3 orden
de
Tipo de diseño Tipo de diseñodiseño N N1 N2 formado N3 formado
SIMPLEX 3 .¡.. nO 3 3 Hexagonal
- No es posible
AXIAL u .L 2 4 Factorial comp. 8 Octogonal combo, . nO
FACTORIAL 4 .¡.. nO 4 ó 2'¡"nO 4 Factorial comp. 8 Octogonal combo
PENTAGONAL 5 .¡.. nO 5 5 Pentagonal combo - No es posible
SIMPLEXCOMBo 6 .¡.. nO 3 l� ¡Hexagonal - No es posiblelHexagonal combo
HEXAGONAL 6 .¡.. nO 6 i� ¡Hexagonal - No es posibleexagonal combo
N=Númerototal de puntos del diseño
N1=Número ínimo de puntos adicionales para obtener una nueva ecuación de primer orden
N2=Número ínimo de puntos adicionales para obtener una ecuación de segundo orden
N3=Número ínimo de puntos adicionales para obtener una ecuación de tercer orden
nO=Númerode puntos centrales
Tabla 6.1
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principales inconvenientes son su escaso número de grados
de libertad para efectuar las pruebas estadísticas necesa
rlas para establecer la validez del modelo, y por otra -­
parte, el elevado sesgo de sus estimados.
Los diseños Simplex combinados poseen co­
mo ventaja la posibilidad de construir, en la zona acept�
da como óptima, un diseño hexagonal combinado, el cual, -
como se sabe (apartado 3.2.1.2), es secuencial en la esti
mación de ecuaciones de segundo orden, y la secuencia de
aplicación exige la repetición de sólo selS puntos experi
mentales.
No obstante, los diseños axiales resultan
ser, Sln lugar a dudas, los diseños óptimos para la esti­
mación de ecuaciones de primer orden de forma secuencial.
Entre las ventajas, ya mencionadas en la discusión de los
diseños de primer orden .(apartado 3.1.2), merecen ser des
tacadas la posibilidad de disponer de una nueva ecuaci6n,
cubriendo una zona experimental más reducida, con la rep�
tición de tan solo dos puntos experimentales, y la de --­
constituir una base sobre la cual es posible la construc
ción de un diseño octogonal - aptn para la estimación de
ecuaClones de segundo orden - así corno, mediante la adi-­
ción de un posterior octógono, la construcción de un dise
ño octogonal combinado, apto para la estimación de ecua-­
ciones de tercer orden. Por otra parte las propiedades -
matemático estadísticas de los diseños axiales son las -­
propias de cualquier diseño rotatorio de primer orden con
momentos de tercer orden nulos, poseyendo pues todas las
ventajas inherentes a esta clase de diseños.
6.1.2.- AJUSTE SECUENCIAL DE RELACIONES POLINOMIALES
El ajuste secuencial de relaciones polino
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miales permite aprovechar la experimentación efectuada en
la estimación de una ecuación de cierto orden, para esti­
mar otra de orden superior mediante la realización de una
serie adicional de puntos experimentales.
Si se desea ajustar dentro de una determi
nada región experimental una ecuación estadísticamente -­
significativa de primer o de segundo orden, de manera se­
cuencial, se puede disponer básicamente de los siguientes
diseños:
- Diseño Simplex combinado
- Diseño pentagonal
- Diseño hexagonal
El primero y el tercero conducen en su aplicación secuen­
cial a un diseño hexagonal combinado. Ambos, pentagonal
combinado y hexagonal combinado, pertenecen al grupo de -
diseños formados por combinación de anillos concéntricos
desarrollados en este trabajo. Todos ellos son rotato--­
rlos, y una discusión más detallada de los mis�os puede -
encontrarse en los apartados 3.2.1.1 y 3.2.1.2. No obs-­
tante, cabe recordar la superioridad de los diseños hexa­
gonales combinados frente a los pentagonales derivada de
poseer un sesgo inferior en sus estimados de segundo or-­
den.
Las particularidades de estos tres dise-­
ños e� lo que se refiere al ajuste de ecuaciones de pri-­
mer orden, así como en lo referido al número de puntos n�
cesarios para su aplicación secuencial se resumen esquem�
ticamente en la tabla 6.1. Conviene mencionar aquí que -
tal y como se describió en al apartado 5.2.4, los d.í se ños
hexagonales combinados ortogonal.es resultan superiores al
clásico diseño factorial compuesto ortogonal y rotatorio,
en el sentido de que se precisa un número inferior de pun
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tos experimentales en su aplicación secuencial para la o�
tención de una ecuación de segundo orden significativa.
'1:'" Por otra parte, si dentro de una determi­
nada región experimental interesa el ajuste secuencial de
una ecuación estadisticamente significativa de primer, se
gundo o tercer orden, los diseños de partida más intere-­
santes para ello son los siguientes:
- Diseño axial
- Diseño factorial
- Diseño heptagonal
El empleo del diseño heptagonal para el ajuste secuencial
de una relación polinomial, se justifica Gnicamente cuan­
do se poseen fundamentos suficientes para creer que la e­
cuación en cualquier caso no será de primer orden, y por
otra parte, el precio por experimento resulta realmente e
levado.
En la aplicación secuencial de los dise-­
ños heptagonales se forman diseños heptagonales combina-­
dos, los cuales pertenecen al grupo de los diseños forma­
dos por combinación de anillos concéntricos discutidos en
el apartado 3.2.2. Para la estimación de ecuaciones de -
tercer orden conviene utilizar los diseños heptagonales -
combinados con una relación de radios aproximadamente de
0,5 y un nGmero de puntos centrales igual a cuatro. Más
detalles acerca de su utilización como diseños de tercer
orden pueden encontrarse en el apartado 3.3.4.
Los diseños axial y factorial, son espe-­
cialmente Gtiles para la estimación secuencial de ecuacio
nes dp tercer orden, y resultan ser, para este fin, equi­
valen�es. En efecto, esto es así ya que ambos se comple­
mentan para dar lugar a un diseño octogonal, capaz de es-
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timar ecuaClones de segundo orden, y mediante la adición
posterior de un nuevo octógono se obtiene un diseño octo­
gonal combinado, el cual puede proporcionar ecuaciones de
tercer orden. Por otra parte su secuencia de aplicación
es idéntica (cuatro puntos ambos para la obtención del di
seño octogonal). La relación de radios de los dos octóg�
nos más recomendable es igualmente de un valor aproximado
a 0,5 cuando se utilizan cuatro puntos centrales. Este­
tipo de diseño resulta como se recordará mucho más apro-­
piado para la estimación de ecuaciones de tercer orden -­
que el heptagonal combinado, ya sea por facilidad de cál­
culo, como por un sesgo menor en sus estimados. Una dis­
cusión más amplia se encuentra en el apartado 3.3.4.
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6.2. - OTIWS E:?ACIOS K-DIMENSIONALES
Los diseños más útiles para la obtención
de condiciones óptimas mediante el m�todo de Box - Wilson
en espaclos de dimensión superlor a dos son los siguien-­
tes:
- Diseño Simplex
- Diseño axial
- Diseño factorial
- Diseño Simplex combinado
- Diseño factorial combiando
De los Clnco diseños señalados, sólo los
axiales, Simplex combiando y factorial fraccionado combi­
nado son secuenciales y por consiguiente de mayor inter�s�
Dentro de estos últimos destaca el diseño axial por la -­
gran ventaja que representa el disponer de una nueva ecua
ción con la sola repetición de dos puntos, y asimismo la
de que con la adición de dos experfmentos se obtiene una
ecuación en el espacio k+1 dimensional (siendo k la dimen
sión del espacio primitivo).
El diseño factorial combinado y el diseño
Simplex combinado presentan un número de puntos variable
según la dimensión del espacio y según el grado de frac-�
cionamiento adoptado en el caso de los factoriales tal co
mo se describió en los apartados 3.1.1.1 y 3.1.1.2. La­
secuencia de aplicación de estos consiste en la reduc6ión
del bloque completo de puntos del fraccionado o Simplex -
de mayor radio. El número de puntos a repetir varra con
el número de factores (tabla 3.9).
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La obtención de diseños de orden superlor
a uno en espaclos de más de dos dimensiones requiere un
número de puntos ciertamente elevado. Los diseños más a
decuados para este fin don los factoriales compuestos -­
<tabla 1.2) y en algunos casos - para k=7 y para k=9 - -
los diseños Simplex - Sum (tabla 1.5).
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7.- R E S U M E N y e o N e L u S ION E S
La investigación realizada se puede resu­
mlr en los puntos siguientes:
1.- Se ha estudiado en profundidad -
toda la bibliografía referente a la metodología de las -
superficies de respuesta, recopilándose todos los dise-­
ños experimentales rotatorios existentes.
2.- Se ha desarrollado y estudiado -
un m�todo para la aplicación secuencial de los diseños a
xiales, en la estimación de ecuaciones de primer orden.
3.� Se han desarrollado y estudiado
nuevos diseños rotatorios de primer orden tales como el
Simplex combinado y el factorial fraccionado combinado.
4.- Se han desarrollado y estudiado
los diseños rotatorios de segundo orden formados por co�
binación de dos anillos de puntos conc�ntricos, así como
un m�todo para su aplicación 3ec.uencial.
5.- Se ha realizado un estudio teóri
co estadístico completo de los diseños rotatorios de ter
cer orden, obteni�ndose las condiciones para su utiliza­
ción práctica y desarrollándose las Acuaciones necesa--­
rlas para la fácil estimación de los coeficientes y para
el posterior análisis de varianza.
6.- Se ha comprobado experimentalme�
te la eficacia de los diseños formados por combinación -
de anillos de puntos conc�ntricos en la estimación de e-
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cuaclones de segundo orden.
7.- Se ha comprobado mediante simul�
ción experimental por ordenador, así como mediante la -­
realización de experimentos, la eficacia de los diseños
de tercer orden desarrollados en esta investigación.
8.- Se ha desarrollado un tratamien­
to secuencial para la estimación de relaciones polinomi�
les mediante diseños de primero, segundo y tercer orden
en espacios bidimensionales,
habiéndose obtenido las siguientes conclusiones:
1.- Los diseños axiales conducen a e
cuaClones de prlmer orden muy similares a las que se ob­
tienen con el diseño factorial o en su caso con el dise­
ño factorial fraccionado correspondiente, hecho que se -
ha demostrado por realización de experimentos y simula-­
ción por ordenador.
2.- Los diseños axiales son superlo­
res al diseño factorial o en su caso al diseño factorial
fraccionado correspondiente, en su aplicación secuencial
para la obtención de condiciones óptimas según el método
de Box - Wilson y, muy especialmente, en espacios de di­
mensión elevada, al hacerse más patente la diferencia de
puntos a realizar para la obtención de una nueva ecua�--
. ,.
Clono
3.- Los diseños axiales son superio­
res al diseño factorial, o en su caso al diseño facto--­
rial fraccionado correspondiente, al permitir la incorpo
ración al estudio de una nueva variable, así como al po­
sibilitar una estimación más uniforme del error experl-­
mental en la subregión estudiada, con un número mínimo -
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de experimentos.
4.- Los diseños Simplex combinados,
así como los diseños factoriales fraccionados combinados
son válidos para la estimación de ecuaciones de prlmer -
orden, y aSlmlsmo para la aplicación secuencial en la es
timación de ecuaciones de primer orden, aunque sus pro-­
piedades resulten inferiores a las del diseño axial.
5.- Los diseños de segundo orden fOE
mados por combinación de hexágonos aventajan al diseño -
factorial compuesto en cuanto a número de puntos a repe­
tir cuando la ecuación ajustada no es significativa,
siendo por lo demás sus propiedades matemático estadísti
cas idénticas.
6.- Los diseños formados por combina
ción de dos octógonos, "así como los formados por combina
ción de dos heptágonos, con una relación de radios de --
0,5 Y con cuatro puntos centrales resultan óptimos, en -
la mayoría de las situaciones experimentales, para la es
timación de ecuaciones de tercer orden.
I
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8.- R E C O M E N D A C ION E S
1.- Estudiar las posibilidades que pueden
ofrecer los diseños formados por puntos distribuidos al
azar y situados en un círculo, esfera o hiperesfera de -
radio predeterminado.
2,- Estudiar posibles estrategias experl­
mentales para solventar los problemas ocasionados en un
diseño experimental al poseer respuesta.s múltiples.
3,- En relación con la anterior recomendQ
ción, estudiar los métodos de optimación secuenciales
que no precisan respuestas cuantitativas (Complex, alea­
torio, etc,), en comparación con el método de Box-Wilson,
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APENDICE 1
An&lisis de var1anza para disefios ortogonales de pr1mer
orden
Las ecuaC10nes para la estimación de las
distintas sumas cuadráticas y consiguientemente de las -
medias cuadráticas correspondientes, son las mismas que
en el caso de los diseños rotatorios de primer orden (e­
cuaciones 1.45, 1.46 Y 1.47)
El test adecuado para probar la validez -
estadística de la ecuación globalmente considerada, así
como la de los coeficientes individualmente, se podr& -
realizar si para ello se dispone de una estimación de la
var1anza del error 02• En la pr&ctica se pueden presen­
tar dos casos distintos (35):
a) La var1anza del error se conoce a
consecuenC1a de un alto número de experimentos anterio--
res.
En este caso se realiza un test de F en-­
tre la media cuadr&tica residual con N - (k�l) grados de
libertad y 02 con 00 grados de libertad. Solamente Sl la
var1anza residual es menor significativamente a un nivel
dado de probabilidad que la varianza del error, puede a­
ceptarse como cierta la hipótesis de que la var1anza re­
sidual es una estimación correcta del error y por tanto
las desviaciones del modelo propuesto respecto a la ver­
dadera superficie de respuesta solo son debidas a error
experimental. En caso contrario el modelo no se ajusta
a la verdadera superficie de respuesta.
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b) La varlanza del error es descono­
cida y se estima en el propio diseño.
Si se dispone de una estimación interna -
del error, realizada por replicación de puntos experime�
tales del diseño en condiciones tales que no impliquen -
la pérdida de la ortogonalidad, la suma cuadrática del e
rror Vlene dada por:
E =
p
L
j=1
(A.1.::L)
en donde nI es el número de replicaciones de los p pun-­
tos, y la media cuadrática se evalúa con p(nl-1) grados
de libertad.
Esta suma de cuadrados debida al error de
be desglosarse de la residual, obteniéndose así una nue­
va residual denominada desajuste D:
D = R - E (A.1.2)
con N - (k+1) - p(nl-1) grados de libertad permitiendo -
la evaluación de la media cuadrática correspondiente.
En estas circunstancias se formula la hi­
pótesis de que la media cuadrática del desajuste es una
estimación correcta de la varianza del error. Esta hiP2
tesis se comprueba mediante un test de F entre ambas me­
dias cuadráticas en las mismas circunstancias anterior-­
mente expresadas.
En ambos casos, Sl se constata que el mo-
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delo polinomial de prlmer grado es correcto, debe reali­
zarse un test de F sobre las medias cuadráticas de los -
coeficientes. Si éstas son mayores significativamente a
un nivel de probabilidad dado que la del error, los coe­
ficientes estimados no son manifestaciones del error y -
pueden considerarse significativos.
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APENDICE 2
Determinación de la ecuación canónica en espaclos k-di-­
mensionales
La determinación de la ecuación ...
.
canonlca
de una curva de segundo orden es un problema matemático
bien conocido y que consiste en una traslación y rota--­
ción de ejes, de forma que se expone solo brevemente su
resolución matemática general (35).
Sea:
k k k
I b.x. + lIb .. x.x.
i=l
l l
i=l j=l lJ
l J
(A. 2.1)
la ecuación de segundo orden, en donde b .. =b .. Y referi­
lJ Jl
da a un sistema de coordenadas x1,x2' ... ,xk' de modo que
mediante una traslación según un vector a., se pasa a un-l
.
d " , btnuevo slstema coordena o x1,x2' ... ,xk' para o ener una
transformación tal que cumpla:
'} = d .¡.
k k
lIb .. x l x '
i=l j=l lJ
l J
(A.2.2)
Puesto que por la traslación
x· = x
' .¡. a·
l l l
el cambio de coordenadas en la ecuación A.2.1 da lugar a:
k
lb. (x! .¡.
i=l l l
a . )
l
.¡.
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k k
+ L L b .. ex! + a.)(x! + a.) =
i=1 j=l lJ
l l J J
k
L b.a. +
i=l
l l
k k
L L b .. a.a. +
i=l j=l lJ
l J
k
L h .x ! +
.
1
l l
l=
k k k k
+ I I b .. a .x ' + L L b .. a .x! +
i=l j=l lJ J
l
i=l j=l lJ
l J
k k
+ L L b .. x l x I CA.2.3)
i=l j=1 lJ
l J
Puesto que debe cumplirse la ecuación A.2.
2, entonces:
k
lb. +
.
1
l
l=
k k k k
L I b .. a. + L L b .. a. = O
i=l j=l lJ J i=l j=l lJ
l
(A.2.4)
y siendo.b .. = b .. , se tiene en la anterior ecuación que
lJ Jl
el t�rmino segundo es igual al tercero y por tanto:
k k
2 L L b .. a. =
i=l j=l lJ J
k
L b.
i=l l
(A.2.5)
Si la.matriz A es la matriz de los coefi­
cientes bij, � es el vector (a1,a2, ... ,ak)'Y � es el vec
tor Cb1,b2, .. :,bk)', la anterior ecuación puede escribir
se:
Aa = 1. B
2 -
CA.2.6)
en donde:
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1. A-1B
2 - - (A.2.7)
ecuación que al determinar a, determina las coordenadas
de S, centro del sistema.
El nuevo término independiente en la ecu�
ción A.2.2, y que precisamente es y , respuesta en el -­s
centro del sistema, será:
k
L b v o . 1-
.
1
l l
l=
k k
L L b .. a.a.
i=1 j=1 lJ
l J
(A.2.8)
La ecuación obtenida de esta forma, es d�
clr, la ecuación A.2.2, no está referida a los ejes --­
principales de la curva y por ello debe realizarse una -
rotación de ejes que determinará la ecuación canónica a
través de la ecuación característica de A:
Al A = O (A.2.9)
en donde A. son los valores proplos, de forma que la e-­
l
.,.,# ';. ".
cuaClon canonlca sera:
y = d 1-
k
L A.X?
.
1
l l
l=
(A.2.1ü)
Las ecuaClones ne los nuevos ejes serán:
x = C-1xl (A.2.11)
en donde X es el vector de los nuevos ejes coordenados -
(X1,X2, .• ,Xk)', � es la matriz de vectores propios de A
I 1 t d· d d (1 I I )'y � es e vec or e eJes coor ena os x1,x2'··· ,xk .
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El conjunto'de todas las relaciones entre
ejes será por consiguiente:
x = Xl + (A.2.12)
x = ex CA. 2. 13 )
x = =
= CA.2.14)
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APENDICE 3
Análisis de varlanza para diseños ortogonales de segundo
orden
Para diseños ortogonales de segundo orden
es posible la estimación individual de las sumas cuadrá­
ticas asociadas a cada coeficiente. Así, las sumas cua­
dráticas debidas a los coeficientes de primer orden Vle­
nen dadas por:
N
( I y x . )2
u=1
u lU
s. =
l N
I x�
u=1
lU
(A.3.1)
mientras que las de segundo orden son:
s .. =
II
N
( I y x . . )2
u=1
U llU
N
I x�.
u=1
llU
(A.3.2)
para las asociadas a los coeficientes cuadráticos y,
s .. =
lJ
N
( l y x . x . )2
u=1
u lU JU
N
I x� x�
u=1
lU JU
(A.3.3)
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para las asociadas a los coeficientes de las interaccio­
nes. Cada una de estas sumas se estima con un grado de
libertad, por lo que directamente representan las medias
cuadráticas debidas a los coeficientes.
La suma cuadrática residual, con N _(k�2)
grados de libertad, vendrá dada por:
N
R = L y2
u=1
u
k
I s.
.
O
l
l=
k
I S ..
.
1
II
l=
k k
LIS ..
i=1 j=i'¡'1 lJ
(A. 3.4)
El test global de la ecuación y el de los
coeficientes se realiza de forma idéntica que para los -
diseños ortogonales de orden uno (Apéndice 1), y es asi­
mismo válido para diseños rotatorios de segundo orden, -
calculándose en este caso la residual según la ecuación
1.102.
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APENDICE 4
Zona experimental de estudio � matriz de disefio
Normalmente cuando se utiliza un disefio -
experimental interesa el ajuste de cierta ecuaci6n poli­
nomial dentro de una determinada regi6n en el espacio k­
dimensional de las variables. Esta regi6n Vlene determi
nada generalmente por unos valores extremos para cada va
riable, es decir, se dispone de cierto límite superior -
xiS y cierto límite inferior xiI entre los cuales intere
sa el ajuste de la ecuaci6n. A partir de estos valores,
se puede calcular fácilmente el punto central y los in-­
crementos para la aplicaci6n de cualquier disefio experl­
mental. En efecto, el punto central vendrá dado por:
(A.4.1)
2
y los incrementos:
8X. =
l
(A.4.2)
2
Así, del u-ésimo experimento cuyas coordenadas de disefio
son x! , se obtendrán fácilmente los niveles x. corres-lU lU
pondientes a las variables reales (como puede observarse
se sigue la nomenclatura utilizada en la parte experimen
tal de esta investigaci6n):
x . = xl'O + zx .x !lU l lU (A.4.3)
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Conviene utilizar como matriz de diseño D
(cuyas componentes son las coordenadas de diseño x! ) la
lU
matriz más simple posible, para así facilitar los cálcu-
los necesarios para la estimaci6n de la ecuaci6n.
Así, para diseños factoriales se utiliza­
rán las coordenadas:
(±1,±1, ... ,±1)
Para diseños axiales
(±1,0, ... ,0),(0,±1, ... ,0), ... ,(0,0, ... ,±1)
y para espacios bidimensionales figuras inscritas en una
.
f'
. 1/2 (
.�
Clrcun erenCla de radlo 2 a excepclon hecha de los -
diseños axiales cuyo radio recomendado es la unidad).
Así, por ejemplo las coordenadas de un diseño pentagonal
�
seran:
(1,414, 0,0),(0,437, 1,345),(0,437, -1,345),
(-1,145, 0,831),(-1,145, -0,831)
Las matrices de diseño estandarizadas (u­
tilizadas en los apartados 3 y 4, son útiles para la com
paraci6n de diseños experimentales y para el estudio de
sus propiedades matemático-estadísticas, pero ciertamen­
te resultan inc6modas en lo que se refiere a su utiliza­
ci6n práctica.
Debe tenerse en cuenta por otra parte que
al definir unos incrementos para las variables, el campo
experimental de estudio no corresponde realmente a la di
ferencia xiS
-
xiI Slno a una regi6n, que en coordenadas
de diseño está incluida en una circunferencia, esfera o
hiperesfera, cuyo radio - en general k1/2 - se obtendrá
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a partir de las coordenadas de diseño.
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APENDICE 5
Cálculo de la varlanza de las respuestas estimadas
Las ecuaciones ajustadas mediante diseños
experimentales Slrven para la pr�dicción de respuestas -
en puntos cercanos al centro del diseño. La varianza de
las respuestas estimadas aumenta de forma continua (fig�
ra 1.1) y para su cálculo se puede recurrir a la utiliza
ción de las variables estandarizadas del diseño.
Así, si interesa conocer la varlanza de -
cierto punto cuyas coordenadas reales vienen dadas en -­
términos de las x. , se calculará en primer lugar el ra­lU
dio del diseño p de acuerdo con:
P = L x!2
i=1 lU
(A. 5. 1)
en donde
x
' =
lU
x . - x .
OlU l
(A.5.2)
S.
l
y N
L (x.lU
= {u=1
_ x . )2
lO 1/2
} (A. 5. 3)S.l
N
La varlanza V(y ) del punto consideradQ,
x
se puede calcular ahora, si se dispone de una estimación
de la varianza 02 del error. Las ecuaciones a utilizar
son la 1.41, 1.69 o 3.27 según sea la ecuación de prime­
ro, segundo o tercer orden ,respectivamente. Una forma -
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de mejorar la varlanza de los estimados consiste en la -
duplicación del diseño. Conviene recordar en este punto
que los diseños axiales expuestos en el apartado 3.1.1.3
permiten la duplicación parcial de los mismos, circuns-­
tancia que les confiere todavía una mayor utilidad.
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N O M E N e L A T U R A
A Matriz de sesgo del diseño
B Vector de los coeficientes
c Factor de escala
D Matriz de diseño
d Orden del diseño
H Matriz ortogonal
1 Matriz identidad
k Número de dimensiones del espaclo experimental
Número de experimentos
Número de puntos situados en un anillo
Número de puntos en el centro del diseño
N
n
Q Función polinomial
R Matriz ortogonal, (k+1)x(k+1), que consiste en
una matriz ortogonal cualquiera �, cuya primera
fila es el vector u' y su primera columna el -­
vector u
r Relación de radios entre dos anillos de puntos
S. Incremento ponderado de la variable �. para su
l l
estandarización
T Matriz de transformación del diseño
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t' Vector en el espaclo k+1 dimensional cuya prlmera
componente es la unidad
u Vector transpuesto de u'
u' Vector en el espaclo k+1 dimensiomal cuyas compo­
nentes son u' = (1,0, .•. ,0)
V Función varlanza del diseño
W Función lnversa de V
X Matriz de las variables independientes del dise­
ño
�1 Matriz de las variables independientes adicional
del diseño
x Vector que representa la posición de un determina
do punto en el espacio k-dimensional
x' Vector en el espaclo k+1 dimesional cuya prlmera
componente es la unidad. Las restantes componen�
tes son las mismas que las del vector x
x. ValoT de la variable i-�sima en el u-�simo punto
lU
experimental. En la parte experimental de este -
estudio se ha utilizado como variabl� real Cequi
valente a s· )
lU
x! Símbolo utilizado en al parte experimental de es­
lU
te estudio para designar al valor de la coordena
da de diseño i en el u-�simo experimento
y Vector cuyas componentes son las respuestas obser
vadas
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Vector cuyas componentes son las respuestas esti­
madas mediante la ecuaci6n ajustada
Valor de la coordenada axial en un diseño facto-­
rial compuesto
S Vector cuyas componentes son los distintos coefi­
cientes correspondientes al desarrollo en serie -
de Taylor de la funci6n �
Incremento de una variable para cubrir la regi6n
de interés
nu Respuesta de cierta funci6n en el u-ésimo punto -
experimental
Constante que relaciona los momentos de un diseño
rotatorio
� Constante utilizada en las ecuaClones de la recta
de ascenso
�iu Valor de la variable independiente i-ésima de cier
ta funci6n desconocida en el u-ésimo experimento
p Radio del diseño
02 Varianza del error experimental
� Funci6n desconocida
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