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We describe an 2 2 O((logm + log n)log n) time parallel algorithm under the concurrent-read-exclusive-write PRAM model for deciding feasibility. It requires mn O(l°gn) processors in the worst case, though we do not know whether this bound is tight. If the coefficients are rational or the set of solutions is bounded then, given the output of the feasibility checking algorithm, a solution can be computed in constant time. Moreover, linear programming problems with two nonzero coefficients in the objective function can be solved in poly-log time on a similar number of processors. Consequently, all these problems can be solved 2 by sequentially with only 2 2 O((logm + log n) log n) space. It is also shown that if the underlying graph has bounded treewidth and an underlying tree is given then the problem is in the class NC.
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Introduction
Dobkin, Lipton and Reiss [DLR] first showed that the general linear programming problem was (log-spaoe) hard for P. Combined with Khaehiyan's result [K] that the problem is in P, this establishes that the problem is P-complete (that is, log-space complete for P). A popular specialization of the general linealr programming problem is the problem of solving linear inequalities with at most two variables per inequality (see [M1] and the references thereof). It is shown in [M1] that a system of m linear inequalities in n variables (but at most two nonzero coefficients per inequality) can be solved in O(mn 3 log n) arithmetic operations and comparisons over any ordered field. ][t is not known whether the general problem (even only over the rationals) can be solved in less than p(m, n) operations, for any polynomial p. Throughout the paper we assume that the space to store numbers and the time for arithmetic operations is O(1). Since each expression we compute can be written as an expression tree of height O(log n) in the input values, the length of numbers only increases by a polynomial factor during the execution of the algorithm, so this assumption does not alter the stal;ements of our results by more than a polynomial factor for the number of processors, or more than a polylog factor for the time.
In this paper we are interested in the parallel computational complexity of the two variables per inequality problem. We first mention some related results which, we hope, shed some light on the parallel complexity of the problem. 
Proof.
The proof follows from a result by Helmbold and Mayr [HM] that the 2-processor list scheduling problem is P-complete. The latter amounts to a special case of PROPAGATION: Xk = I , where T1 ..... Tn are given integers and x0 = 0.
Interestingly, the subproblem of PROPAGA-TION where all the ak'S and Tk'S are nonnegative is in NC.
This follows from more general results we prove in this paper.
We discuss three different problems: (i) Deciding feasibility. Here we only need to recognize whether there exists a solution to a given set of linear inequalities with at most two variables per inequality.
(ii) Solving inequalities. Here we require that if the system is feasible then some solution will be computed. (iii) Optimizing a linear function with at most two nonzero coefficients. As in the previous case, one has to distinguish here between the problem of computing the optimal value of the function and the problem of computing optimal values of the variables.
Deciding feasibility is the core of our algorithm. This is accomplished by computing the projections of the set of feasible solutions on the individual coordinate axes. Thus, we will compute for each variable x an interval [Mow, xhigh] , -~ _< xlow _< xhigh _< oo, (possibly empty) so that for every x t c [Mow, xhigh] there is a solution to the system of inequalities with x = x ~. This part of the algorithm suffices of course for determining whether a given system of linear inequalities (with at most two variables per inequality) has a solution. We shall later discuss the problem of finding a feasible solution given the (nonempty) projections on the axes. Finally, we show how to optimize a linear function with at most two nonzero coefficients subject to such systems of inequalities.
Preliminaries
Two characterizations of feasibility of linear inequalities with at most two variables per inequality were given by Nelson [N] and Shostak [S] . Our algorithm is essentially a parallelization of the algorithm in Nelson [N&rb, but our exposition will also make use tion of Shostak [S] and Aspvall and Shiloach [AS] of the characterizafurther results by which we now describe. Given some bounds on a variable x and an inequality ax + BY-< "r (where a and B are nonzero), some bound on y can obviously be derived, depending on the signs of a and B. If bounds on y were available before then we keep the tightest available. Let us call the routine that updates such bounds FORWARD (see [M1] ). It is convenient to discuss the problem using graph-theoretic terminology. Thus, we identify variables with vertices, and inequalities with edges of a graph, which we call the constraints graph. This graph may have multiple edges and loops. The routine FORWARD can be applied along paths of the graph, using bounds on the vertex at one end of the path for updating bounds on the vertex at the other end. Similarly, if we apply FORWARD around a cycle, starting and ending at some vertex x (using x as an indeterminate), then we may obtain some bounds on x, possibly thereby proving infeasibility.
Suppose we apply FORWARD along all simple paths and around all simple cycles. This procedure may discover that the system is infeasible, but in any case it computes upper and lower bounds on different variables which are implied by the system. By adding all these bounds to the system as explicit inequalities, we obtain the "closure" of the system. Shostak's theorem states that the system is feasible if and only if by applying the same procedure to the closure (that is, applying FOR-WARD along all simple paths and cycles) no infeasibility is detecteff. 
. k-1, then a single inequality ax + fly _< 77 is implied by this path, that is, Pxy(L) is a half-plane. (ii) if k > 2 and aifl i >O for at least one i (1 < i _< k-1), then Pxy(L) equals the entire plane gxL
Proof. The proof goes by inductic,n on k. The case k = 1 is trivial. The inductive step is essentially the same as the case k := 2 which is straightforward.
Operations on polygons
The algorithm of Nelson [N] made use of two operations on polygons, namely intersection and composition. In this section we describe the role played by these polygons and operations, and indicate how we do them efficiently in parallel.
Given a general system S of inequalities (with at most two variables per inequality), we would like to compute the projection Pxy(S) of the set of solutions P(S) on a two-dimensional subspace R xy corresponding to any two variables x,y.
Obviously, Pxy(S) is a twc.-dimensional polyhedron, that is, an intersection of a finite number of half-planes. We call these objects polygons even though they may sometimes be unbounded. These polygons will ]0e computed by considering subsystems of S corresponding to paths of some bounded length.
Suppose S consists of m inequalities in n variables. For any k, 2 _< k _< n, and any two variables x,y, let Qxky denote a polygon as follows. Suppose we set x to some value and then repeatedly update bounds on variables along paths (not necessarily simple) of length at most k, until bounds on y are derived. Thus for each x we obtain a certain interval (possibly empty) of feasible values of y. This mapping of x to intervals of y can naturally be represented by a convex polygonal region in the R xy plane, which we denote by Qxky. In particular, we allow y = x, in which case the polygon Qk represents tightest bounds obtained on x, as a function of the value of x that is sent around a cycle of length at most k. We compute only 2' polygons of the form Qxy (i = 0, 1 ..... log n). This is carried out in O(logn) parallel steps, where a single step amounts to computing all the polygons Qx~y, given all the polygons Qxky.
The algorithm uses two basic operations on convex polygons, namely, intersection and functional composition. We now describe these two operations. We represent convex polygons by at most two relations L(x)_<y_< H(x), where L(x) and H(x) are, respectively, convex and concave piecewise linear functions. For simplicity we first discuss the basic operations as applied to piecewise linear convex functions rather than polygons. Thus, we first consider functions of the form y =f(x) = MaXl <i<l¢{aiX + fli}. Furthermore, let us assume that ai < aj for i <j, and f coincides with each linear function y = aix + 13i over some interval of positive length.
Consider first the intersection problem.
Given two functions y=fl(x) and y=f2(x) in the form described above, with N1 and N2 linear pieces, respectively, we have to compute the
This problem can be solved in O(logN) time with O(N) processors, where N = N1 + N2. Here we briefly sketch the method. First note that we can convert between the representation discussed above and a list of the breakpoints (i.e., coordinates of points of discontinuity in the slope) of each function in constant time. Next, we merge the sets of breakpoints for fl and f2 according to their x-coordinate, but keep track of whether each came from fl or f2; call these respectively type 1 and type 2 breakpoints. Next, using standard pointer doubling techniques, each type 1 (resp. type 2) point can determine the previous and following type 2 (resp. type 1) point. Once this information is available, each point can determine in O (1) time whether it lies below or on g(x). Finally, knowing the type of its neighbors, and whether they lie below or lie on g(x), each point can determine in O(1) time whether ft and f2 intersect between it and its neighbor. Thus we can generate a list of all breakpoints of g(x).
The second operation we need for our algorithm is functional composition. We first demonstrate this operation in a special case. Suppose Obviously, if both f and g are increasing, or if both are decreasing, then h is increasing; otherwise, h is decreasing. As for convexity or concavity properties, it is easy to verify the following: (i) If g is monotone increasing then h is convex if both f and g are convex, and h is concave if both f and g are concave.
(ii) If g is monotone decreasing then h is convex if f is concave and g is convex, and h is concave if f is convex and g is concave.
Suppose a polygon Pyx is represented by Ly x (x) _< y _< Hyx (x), where Lyx (x) and Hy x (x) are piecewise linear convex and concave functions, respectively. Without loss of generality, let us restrict the.domains of the functions Lyx and Hyx to the set of x's for which 
Lyx(x) _< Hyx(X)
.
Deciding feasibility
Using the basic operations of !intersection and decomposition, we can now sketch the algorithm for deciding feasibility of a given system of linear inequalities with at most two variables per inequality. The algorithm runs in two phases which are essentially two applications of the same procedure. During the first phase we construct for any pair of variable.,; (x,y) (in-cluding (x,x)) a polygon Qxy(n). Assume for simplicity of presentation that n is a power of 2. The polygon Qxy(n) represents tightest bounds that can be derived with respect to y in terms of a value of x, when such a value is sent along any path of length at most n from x to y. The same polygon provides such bounds on x in terms of y. We explain below how these polygons are computed.
Polygons of the form Qxx(n) provide specific bounds xlow and xhigh on variables x. These can be derived by minimizing and maximizing x subject to 
Lxx(X) _<x < Hxx(X),

(2S).
Intersection of n polygons can be computed by n parallel teams of processors in O(logn) steps, where in each step each team is computing the intersection of two polygons. It is convenient to think here of a model of computation where the machine does not have to allocate all the processors in advance; it rather invokes processors as they are needed, just like a Turing machine using unlimited tape space. This allows us to talk about the "worst-case processor complexity" and discuss classes of problems, within which the worst case is better than the overall worst case. ((logm+ ioggn)log2n) . In a bounded fan-in model the we would need size and depth O(log S) = O(logm + log2n) times larger than the size and depth, respectively, of the unbounded fan-in circuit. Thus, the depth o~ the bounded fan-in circuit is O((logm + log2n) log2n). Since only O(logm + log2n) space suffices for encoding the circuit itself, it follows by the "parallel computation thesis" [G] , that our problem can be solved using only O((logm+ log2n) log2n) space.
Computing a feasible solution
We now consider the problem of computing a feasible solution, given the projections of the The case of unbounded feasible set seems more complicated. However, we show below that at least over the rationals the problem can be tackled by first adding to the system finite lower and upper bounds that hold for at least one feasible solution (if there is one). Note that if the number of unbounded projections is k, then the problem can be solved in k steps as follows. During each step set one of the unbounded variables to an arbitrary value in the corresponding projection and update the projections on the other axes accordingly. Thus, if k is poly-log in m and n the problem can still be solved in poly-log time.
We now discuss the case of systems with rational coefficients. If the system is feasible let ~ • R n denote the feasible vector which is nearest to the origin. Obviously, ~ is also nearest to the origin relative to the affine span of some face of the feasible set. In other words, there is a subset So_CS of inequalities, which are satisfied at ~ as equations, such that ~ is nearest to the origin relative to the flat determined by these equations. Denote this set of equations by Ax = b. Obviously, the matrix A has n columns, and without loss of generality we may assume it has at most n rows. Thus, is the optimal solution of a problem of minimizing II x II 2 subject to Ax = b. It follows that there exists a vector 71 of multipliers such that + ATT! = 0 and A~ = b. By Cramer's formula each coordinate of ~ can be represented as a ratio of two determinants (of order at most (2n) x (2n)), each of whose entries equals either 0, 1 or one of the coefficients of the original system. Let M denote the largest absolute value of any numerator or denominator of a coefficient of the original system (assuming only rational coefficients). It follows that the absolute value of any coordinate of ~ is bounded by u= ((2n)!)2M 4n. If we are interested in computing just any feasible solution, we can safely add the inequalities -u _<x _<u, for each variable x, and solve the revised problem. The latter is of course bounded. Note that the number of arithmetic operations required for obtaining u and solving the revised system does not depend on M. We have thus proven the following: 
Optimization problems
We have already shown that, with a general objective function, the problem with at most two variables per inequality is P-complete. In this section we discuss the case where the objective function also has at most two variables with nonzero coefficients.
Intuitively, the optimization problem can be solved by searching for the optimal value, using the feasibility checking algorithm as an "oracle". In the context of sequential computation this yields a polynomial-time (but not strongly )olynomial-time) algorithm. In the context of parallel computation this approach does not provide a poly-log algorithm since the number of queries during the search is linear in the length of the binary representation of the input.
We can use here a technique presented in [M2] to obtain a poly-log algorithm for the optimal value of the objective function over any ordered field, and optimal solutions over the rationals. The idea is roughly as follows (see [M2] for more detail). Suppose the problem is to minimize the function f(xl ..... Xn) = clxl + c2x2 subject to a system S of linear inequalities in xl ..... xn with at most two variables per inequality. Consider the system S ~ of inequalities, which is obtained by adding to S an inequality ClX 1 + C2X 2 < h, where h is a parameter. We need to find the smallest value of h for which S t is feasible. Denote this optimal value by h*. We can run our parallel algorithm for deciding feasibility on S', handling h as an indeterminate. Thus the "program variables" will be functions of h rather than field elements. Throughout the execution of the algorithm we maintain an interval of values of h, guaranteed to contain h*, over which the current program variables are all linear functions of h.
Comparisons between two functions of h have to be resolved according to the function values at h*, which is itself not known. However, during each step of the algorithm, each processor that is unable to perform the comparison (for which it is responsible), simply reports the value of h which is critical for that comparison. That is, a value h ~ such that the comparison between the two functions can be resolved by comparin 8 h ~ and h*. The comparison between h ~ and A = can be carried out by setting h to h p and checking feasibility of the system. Let p denote the number of processors used by the feasibility checking algorithm. For the parametric algorithm we can either use p2 processors, in which case all the critical values of h can be tested in parallel, or only p processors and run a binary search over the set of critical values. In either case we obtain a poly-log algorithm with mn O(l°gn) processors for computing h* over any ordered field.
Once h* is known, we can solve the system S p with h= h, provided the coefficients are rational or the feasible domain is bounded.
NC solutions to systems of bounded tree-width
Robertson and Seymour [RS] introduced the notion of the tree-width of a graph. This notion lends itself via the constraints graph to systems of linear inequalities with at most two variables per inequality. It is apparent from the work of Robertson and Seymour that the problem of deciding whether a given graph has tree-width less than or equal to k (and, moreover, constructing a suitable tree 3") is difficult. We assume the graph is given together with such a tree and develop an algorithm that relies on the tree. Note that a tree with at most n nodes suffices. It will follow that if the tree-width is bounded then the number of edges remains polynomial in m and n during the execution of the special algorithm.
For our purpose here we may assume, without loss of generality, that our graphs are connected and have no multiple edges, that is, each pair of variables participates in at most one inequality. Obviously, any system is reduced to this form if we replace each inequality ax + BY _< "r by a pair of inequalities: ax -z _< 0 and z + BY _< "r, where z is a new variable. Also, for simplicity of presentation, assume all the sets V i are (k + 1)-cliques in G; this assumption is also made without loss of generality since redundant inequalities can always be added to the system. Given the underlying tree 3", we can decompose the graph G in an efficient way. The decomposition is based on the centroid which is usually useful in the design of parallel algorithms (see [B] ). The centroid of a tree T with N nodes is a node c so that there exist two subtrees T1, T2 rooted at c (and also c is the only common node), each with no more than 2N/3 + 1 nodes, whose union is T.
The centroid decomposition of a tree is the iterated partitioning of a tree into two subtrees rooted at the centroid. Obviously, the tree decomposition is obtained in O(logN) iterations, and moreover, it can be computed in poly-log time with a polynomial number of processors [B] .
In view of Proposition 7.1 the centroid decomposition of ,~" induces a decomposition of G as follows. At the first level of the decomposition we have a set C of k + 1 vertices of G and two induced subgraphs G1, G2, whose vertex sets intersect at C and cover the all the vertices of G. Moreover, every edge of G in contained in one of these two graphs. The decomposition is iterated until all the subgraphs consist of not more than k+ 1 vertices. It follows that this decomposition has only O(log n) levels.
Given the decomposition of G, we produce polygons Qxy(G) as follows. The polygon Qxy(G) represents the tightest bounds that can be obtained on y in terms of x, or vice versa, by updating bounds along paths in some class including all the simple paths connecting x to y (or cycles if x and y are the same variable). The paths covered are not necessarily all the paths of length n as in the original algorithm. Let G1, CG2 and C be as explained above. We state the algorithm recursively. Thus, assume we have computed polygons Qxy(Gi) for all pairs of vertices x,y c Gi (i = 1,2). In particular, if x,y c C then we have for them two polygons Qxy(G1) and Qxy(CG2).
The recursive step is performed as follows. Let x and y be any two vertices of G for which we compute Qxy(G). For simplicity of notation assume without loss of generality l~hat x E G1. Any simple path from x to y can be represented as a union of paths ~' (Zo,Zl) , rr(Zl,Z2) ...... ~ '(zl_l,Zl) where zo = x, Zl = y and zi ¢ C for i =ffi 1 ..... !-1. Moreover, paths of the form ~r(z2i,z2i+l) stay entirely within G1 while paths of the form ~(Z2i_l,Z2i) stay entirely within (7::. Thus, to cover all simple paths connecting x and y in G, it suffices to intersect all the polygons obtained by compositions of the form Qx~ (G1) o Qzlz2 (G2) o Qz2z3 ( G1 ) o ... o Qz)_a ( Gi ) b (where y e Gi) , so that the zj's (1 <j < 1-1) are pairwise distinct points in C. ']?he number of different choices of the zj's implies that for each pair x,y, the number of polygons intersected this way is bounded by (k)) k. For each pair we compose at most k + 2 pieces. This may multiply the number of breakpoints by at most O(k), since composition of k polygons can be computed in O(log k) compositions of two polygons (where the number of breakpoints is at most approximately doubled). Since the entire process runs in O(logn) steps, and there are m inequalities in the beginning, it follows that the .mmber of edges in each of the generated poly-k O(logn) gons is m [k(k!)] . This is the same as mn g(k) where g(k) --O(k21ogk) , and hence polynomial in m and n for any fixed k. The running time on a suitable number of processors is O(log2n log m) with a coefficient that depends on k.
