Coded caching scheme has recently become quite popular in the wireless network due to the efficiency of reducing the load during peak traffic times. Recently the most concern is the problem of subpacketization level in a coded caching scheme. Although there are several classes of constructions, these schemes only apply to some individual cases for the memory size. And in the practice it is very crucial to consider any memory size. In this paper, four classes of new schemes with the wide range of memory size are constructed. And through the performance analyses, our new scheme can significantly reduce the level of subpacketization by decreasing a little efficiency of transmission in the peak traffic times. Moreover some schemes satisfy that the packet number is polynomial or linear with the number of users.
become infeasible when K is large. Furthermore, the complexity of a coded caching scheme increases with the parameter F . So minimizing the packets number F plays an important role in the field of coded caching scheme. Shanmugam et al. in [17] first discussed such subpacketization problem in a coded caching scheme. Very recently, Yan et al. in [24] characterized an F division (K, M, N ) caching scheme by a simple array which is called (K, F, Z, S) placement delivery array (PDA), where M/N = Z/F and R = S/F . Then they proved that MN scheme is equivalent to a special PDA which is referred as to MN PDA. Furthermore, by increasing little delivery rate, they obtained two classes coded caching scheme by means of constructing two infinite classes of PDAs such that F reduces significantly comparing with that of MN scheme. Inspired by the concept of a PDA, some constructions with lower level subpacketization were proposed in [16] , [18] , [24] from the view point of hypergraphs, Ruzsa-Szeméredi graphs, bipartite graphes respectively. For ease of exposition, we list the previously known results on the schemes in the following table, Table I which is summarised by Shangguang et al. in [16] . Construction in [24] (m + 1)q
Construction in [24] (m + 1)q q−1 q (q − 1)q
Construction in [16] From Table I , we can see that for fixed K, these constructions only apply to few values of However M/N may be any value of (0, 1) in the practice. In this paper, according to the different level subpacketization in [24] and [16] , we will propose four classes of coded caching schemes with flexible parameters M/N . And we show that our new schemes include all the results listed in Table I as special cases except MN PDA and the construction in [18] . Furthermore, our constructions propose many schemes with the same K, M/N and different packet number F .
The rest of this paper is organized as follows. Section II introduces system model and backgrounds for coded caching system. In Section III, two classes of new PDAs are constructed and the corresponding performance is proposed. In order to further reduce the packet number, another two constructions are proposed in Section IV. Finally conclusion is drawn in Section V.
II. SYSTEM MODEL AND BACKGROUNDS
In this paper, we use bold capital letter, bold lower case letter and curlicue letter to denote array, vector and set respectively. We use [a, b] = {a, a + 1, . . . , b} and [a, b) = {a, a + 1, . . . , b − 1} for intervals of integers for any integers a and b with a ≤ b.
A. System Model
In this paper we focus on the caching system proposed by Maddah-Ali and Niesen in [12] which is widely studied recently. A caching system consisting of a server containing N files, say W = {W 1 , W 2 , · · · , W N }, with the same length connects to K users K = {1, 2, · · · , K} over a shared link. Additionally, each user has a cache memory of size M files. We call such a system a (K, M, N ) caching system. An F -division (K, M, N ) coded caching scheme operates in two separated phases: 1) Placement Phase: Each file is sub-divided into F equal packets 1 , i.e., W i = {W i,j : j = 1, 2, · · · , F }. Each user is accessible to the files set W. And denote Z k the packets subset of W cached by user k. 2) Delivery Phase: Each user requests one file from W randomly. Denote the request by
Once the server receives the request d, it broadcasts at most RF packets to users such that each user is able to recover its requested file. Since the placement phase is carried out without any knowledge of the user requests, it is interested in studying the rate R, which can be satisfied for all possible combinations of user requests, in the delivery phase. And we prefer it as small as possible for a given F -division (K, M, N ) caching scheme since it represents the efficiency of a caching scheme. Maddah-Ali and Niesen in [12] proposed the first determined coded caching scheme for a (K, M, N ) caching system when KM/N is an integer.
However, when K is large the packet number in MN scheme is too large to be feasible in practice. Furthermore, the complexity of a coded caching scheme increases with the packet number. So minimizing the packets number plays an important role in the field of coded caching scheme. Shanmugam et al. in [17] first discussed such subpacketization problem in a coded caching scheme. Recently Yan et al., in [24] proposed an interesting and simple combinatorial structure, called placement delivery array, to further study the packet number of the scheme.
B. Placement Delivery Array
Definition 1: ( [24] ) For positive integers K, F, Z and S, an F × K array P = (p j,k ), 0 ≤ j < F, 0 ≤ k < K, composed of a specific symbol " * " and S positive integers 1, 2, · · · , S, is called a (K, F, Z, S) placement delivery array (PDA) if it satisfies the following conditions:
C1. The symbol " * " appears Z times in each column; C2. Each integer occurs at least once in the array; C3. For any two distinct entries p j1,k1 and p j2,k2 , p j1,k1 = p j2,k2 = s is an integer only if a. j 1 = j 2 , k 1 = k 2 , i.e., they lie in distinct rows and distinct columns; and b. p j1,k2 = p j2,k1 = * , i.e., the corresponding 2 × 2 subarray formed by rows j 1 , j 2 and columns k 1 , k 2 must be of the following form
caching scheme with M/N = Z/F and R = S/F can be obtained by Algorithm 1. So the following fundamental relationship between caching scheme and PDA was obtained in reference [24] .
Theorem 1: ( [24] ) An F -division caching scheme for a (K, M, N ) caching system can be realized by a (K, F, Z, S) PDA with Z/F = M/N . Each user can decode his requested file correctly for any request d at the rate R = S/F .
From Theorem 1, if we want to design a coded caching scheme with good performance by means of a PDA, it would be preferred to construct a PDA with R = S/F and F as small as possible for given positive integers K, M/N . There are several constructions on PDAs with low packet numbers and small rates, which are listed in Table I. However from Table I , given a fixed K these previously known constructions only hold for few values of M/N . In the practice the value M/N could be any value of (0, 1). So it is meaningful to construct good PDAs with flexible parameters M/N for fixed parameters K. Algorithm 1 caching scheme based on PDA in [24] 1: procedure PLACEMENT(P, W)
2:
Split each file W i ∈ W into F packets, i.e., W i = {W i,j : j = 1, 2, · · · , F }.
3:
for k ∈ K do 4:
end for 6: end procedure 7: procedure DELIVERY(P, W, d) 8: for s = 1, 2, · · · , S do 9: Server sends p j,k =s,1≤j≤F,1≤k≤K W d k ,j . t for any positive integers t, q and z with 1 ≤ z < q. By the way the constructions in [16] and [24] listed in Table I are just special cases of ours. Then the performance analyses of our constructions are proposed.
A. Constructions
For ease of understanding, we will use q-ary sequences to represent the parameters K, F , Z and S of a PDA unless otherwise stated.
Construction 1:
For any positive integers q, z, m and t with 0 < z < q and 0 < t < m, let
Then a q m q−1 q−z t × m t q t array P = (p a,b ) can be defined in the following way
where
Here the operations are performed modulo q.
Example 1: Assume that m = 2, q = 3 and t = 1. Let us consider z = 1 and 2 respectively.
• When z = 1, q−1 q−z = 1 holds. And (1) can be written as follows.
By (2), the following array can be obtained.
q−1 q−z = 2 holds. And (1) can be written as follows.
It is easy to check that the above two arrays are (6, 9, 3, 18) PDA and (6, 18, 12, 9) PDA respectively. In fact it hods for any parameters m, q, t and z with 1 ≤ t < m, 1 ≤ z < q.
Theorem 2: For any positive integers q, z, m and t with q ≥ 2, z < q and t < m, the array P given in Construction 1 is an (
The proof of Theorem 2 is included in Appendix A. In fact, we can add another q columns in P generated by Construction 1 when t = 1.
Construction 2:
When t = 1, (1) can be written as
for any positive integers q, z and m with z < q.
Define an array H = (P, E) where
q−z × mq array generated by Construction 1.
q−z × q array define in the following way.
All the above operations are performed modulo q.
Example 2:
We also use the parameters in Example 5, i.e., m = 2, q = 3, t = 1 and z = 1, 2. Then we have (2) and (3), the following two arrays can be obtained respectively.
Similarly we can check that the above two arrays are (9, 9, 3, 18) PDA and (9, 18, 12, 9) PDA respectively, and obtain the following result.
Theorem 3: For any positive integers q, z, m with q ≥ 2 and z < q, the array H generated by Construction 2 is a ((m + 1)q,
The proof of Theorem 3 is included in Appendix B.
B. Performance analyses
From Theorems 1, 2 and 3, the following schemes in Table II can be obtained. 
Based on Table II , let us consider the value of t in the following.
1) t > 1:
When z = 1 and q − 1, from Theorem 2 we have
Clearly these two PDAs are exactly the constructions in [16] listed in Table I . Now let us consider the case 1 < z < q − 1. Similar to the discussion in [16] , by means of the inequality (m/t) t < m t < (em/t) t , we can estimate the value of m by
). This implies that F grows sub-exponentially with K if t ≥ 2.
2) t = 1: From Table II Clearly these two PDAs are exactly the constructions in [24] listed in Table I . The authors in [24] showed that comparing with MN PDA, the packet number F of these two PDAs reduce significantly while the rate R increase little. When z > 1 we claim that the performance of PDAs in Theorem 3 is also well. First the following statements cited from [24] are very useful.
From Lemma 1 and Table I , when K = (m + 1)q we have an MN PDA with
and
So the PDA in Theorem 3 can reduce the packet number from order O e while the rate just increases
q−z (m + 1) times than that of MN PDA. Let q and z be fixed and let m approximate infinity. It is not difficult to check that comparing with MN PDA, the packet number reduction using our PDAs in Theorem 3 goes to infinity exponentially with K.
Example 3: Let m = 2, q = 10, z = 2, 3, 4, 5, 6, 7, 8, then Table III can be obtained by MN PDA in Table I and  Theorem 2 listed in Table II . Clearly we can reduce the packet number efficiently from the following table. In addition, we can further reduce the packet number for other parameters. For the simplicity, here we just take the case M/N = 1/q 1 for any positive integers q 1 ≥ 2. For any positive integers K with q 1 |K, from the second row of Table I , there exists a PDA P Y with
Now let us consider the PDA in Theorem 3 for same K and M/N . Assume that there exists positive integers q, z and m with 
where z > 1. The first item holds since
(q1−1)z < 2. By (6) and (7)
Clearly comparing with P Y , the rate of the PDA in Theorem 3 increases z times while the packet number reduces q
Example 4:
• When q 1 = 3 and z = 2, we have q = 6 and the following table by (6) and (7). • When m = 4, z = 2 and M/N = 1/q 1 , we have q = 2q 1 and the following table by (6) and (7). Finally it is very interesting that for given K and M/N , we can get many schemes with different packet numbers and rates. For instance, when K = 48 and M/N = 0.5, from Theorem 3 we can obtain five distinct schemes listed in Table VI. In fact we can further reduce the packet number by modifying our constructions, i.e., Constructions 1 and 2, in the following section.
IV. OTHER CONSTRUCTIONS FOR MORE FLEXIBLE PARAMETERS ON M/N AND F
For any positive integers q, z, m and t with z < q and t < m, let 0 , a 1 , . . . , a m−1 ) | a 0 , . . . , a m−1 ∈ Z q }.
Using the same rule defined in (2), we can obtain a q m × m t q−1 q−z t q t array.
Example 5: When m = 2, q = 3, t = 1 and z = 2, (8) and (9) can be written as
By (2), the following array can be obtained. It is easy to check that this array is a (12, 9, 6, 9) PDA. 
Similar to the above subsection, we can also obtain a PDA with (m q−1 q−z + 1)q columns when t = 1. Construction 3: When t = 1, (8) and (9) can be written as
for any positive integers q, z, t = 1 and m with z < q.
• Using the same rule defined in (2), we can obtain a q m × m
We can define a q m × q array E = (e a,b ), a ∈ F, b ∈ K 1 in the following way.
where Y b,z = {b, b + 1, . . . , b + (z − 1)}. All the above operations are performed modulo q.
Theorem 5: For any positive integers q, z, m with q ≥ 2 and z < q, the array (P, E) generated by Construction 3 is an ((m
The proof of Theorem 5 is included in Appendix C. In fact based on our new PDAs, we can obtain more new PDAs with more different packet numbers for fixed K and M/N by the following useful lemma. 
Corollary 4: For any positive integers q, z, m with q ≥ 2 and z < q, there exists a ((m
PDA with M/N = 1 − 1/q and rate R = 1/(q − z). Table, i.e., Table VII . 
Let us summarize our new PDAs and MN PDAs in the following
From Table VII, the following statements hold.
Remark 1: (i) Let q, z and t be fixed and let m approximate infinity, it holds that R and M/N are constants independent of K for all of our new PDAs.
(ii) The parameter F in Theorem 2 and 4 grows sub-exponentially with K if t ≥ 2.
It is worth noting that given fixed parameters K and M/N , there is plenty of schemes with different packet number F from Table VII. For example assume that K = 300 and M/N = 0.36, 0.75, 0.84 and 0.96, Table VIII can be obtained by Table  VII. For another example, assume that t = 1, K = 30 and M/N = 0.9, by Corollaries 2 and 4 Table IX in the following can be obtained. Finally it is easy to check that the packet number of the PDA in Theorem 4 is polynomial or linear with the number of users when t is near to m/2.
V. CONCLUSION
In this paper, we generalized the previously known constructions and expanded
for any positive integers q, z, m and t with 0 < z < q and 0 < t < m. Moreover according to our new constructions, several classes good coded caching schemes were obtained. Especially when t is near to m/2, some PDAs satisfy that the packet number is polynomial or linear with the number of users.
APPENDIX A:PROOF OF THEOREM 2
Proof. It is easy to check that there are exactly q m−t (q − z)
, the vector set of P in Construction 1 is
) ∈ S appears in the entries at row a and column b of P, if and only
Clearly, for any fixed δ 0 , δ 1 , . . ., δ t−1 and ε 0 , . . ., ε t−1 , there is exactly a unique pair of vectors a and b, such that p a,b = s. 
(12)
It is sufficient to consider the following cases, where all the operations are performed modulo q.
• If {δ 0 , . . ., δ t−1 } = {δ 0 , . . ., δ t−1 }, there at least exist two integers i, i ∈ [0, t) such that δ i ∈ {δ 0 , . . ., δ t−1 } and δ i ∈ {δ 0 , . . ., δ t−1 }. Now we show C3-a) and C3-b) hold respectively.
-If s occurs in a row at least twice, we have a = a . This implies that a δi = a δi . From (11) and (12), we have
This implies that s m+i + ε i (q − z) + 1 = 0. This is impossible since
by the facts s m+i ∈ [0, q − z) and ε ∈ [0, q−1 q−z ). So C3-a) holds. -First from (11) and (12), we have
If p a,b = * , we have a δ i ∈ {b i + 1, b i + 2, . . . , b i + (q − z)}. Then there exists an integer j ∈ [1, q − z) such that
This implies that ε i (q − z) + j = 0. This is impossible since
Similarly we can also show that p a ,b = * too.
• If {δ 0 , . . ., δ t−1 } = {δ 0 , . . ., δ t−1 }, we have (ε 0 , . . . , ε t−1 ) = (ε 0 , . . . , ε t−1 ) by (11) and (12) . So there exist integer i such that ε i = ε i . Then we have
Now we show C3-a) and C3-b) hold respectively.
-If s occurs in a column at least twice, we have b = b . This implies that b δi = b δi . By the first and third items in (13) , ε i (q − z) = ε i (q − z) holds. Clearly this is impossible since ε i , ε i ∈ [0, q−1 q−z ). So C3-a) holds. -If p a,b = * , we have a δi ∈ {b i + 1, b i + 2, . . . , b i + (q − z)}. Then there exists an integer j ∈ [0, q − z) such that a δi = b i + j. By the first, second and third items in (13),
If ε i < ε i , we have s m+i + 1 = (ε i − ε i )(q − z) + j. This is impossible since
by the facts 0 ≤ ε i , ε i < q−1 q−z and 1 ≤ j, s m+i < q − z. Clearly (14) does not hold either if ε i > ε i . So we have p a,b = * . Similarly we can also show that p a ,b = * too.
APPENDIX B:PROOF OF THEOREM 3
Proof. From Construction 2, and the proof of Theorem 2, we have that P is a (mq,
From (3), it is easy to count that each column of E has exactly z q−1 q−z q m−1 stars and the vector set of E is S. So C1 and C2
hold. Now it is sufficient to verify C3. For any two distinct vector entries, say h a,b and h a ,b , assume that h a,b = h a ,b ∈ S where
We only need to consider the following cases, where all the operations are performed modulo q.
• When δ ∈ [0, m) and δ = m, we have h a,b = p a,b and h a ,b = e a ,b in distinct columns. From (2) and (3) we have
for any l ∈ [0, m) \ {δ}. From the second equation in (15), we can show p a,b and e a ,b in distinct rows too. Otherwise we have a l = a l for any l = 0, 1, . . . , m − 1 and ε = ε . Then combining the two equations in (15) we have
Then the above equation can be written as
This implies that j + ε(q − z) = 0. This is impossible since
by the fact ε ∈ [0, q−1 q−z ). So C3-a) holds. Now let us consider the entries e a,b and p a ,b in the following cases.
-If e a,b is a vector,
That is, there must exist an integer j ∈ {1, 2, . . . q − z} such that
So we have b − j = b + ε (q − z), i.e., j + ε (q − z) = 0. This is impossible by the similar proof in (16) . So e a,b = * .
-If p a ,b is a vector, a δ ∈ {b + 1, b + 2, . . . , b + q − z}. There must exist an integer j ∈ {1, 2, . . . q − z} such that
This is impossible by (16) . So p a ,b = * .
So C3-b) holds.
• When δ = δ = m, we have h a,b = e a,b and h a ,b = e a ,b . From (3) we have Since e a,b is a vector entry, there exist an integer y ∈ {1, 2, . . . q − z} such that 
Moreover, from (17) we have
Combining (18) and (19), we have x − y = (ε − ε )(q − z). From the above discussion, we know that ε = ε , i.e., (ε − ε )(q − z) = 0. So we have x = y. Furthermore, (q − z)|(x − y) holds since q − z ≤ |(ε − ε )(q − z)| < q − 1. Clearly this is impossible by the fact that 1 ≤ x = y ≤ q − z. So e a,b = * . Similarly we can also show that e a ,b = * . From (10), it is easy to count that each column of E has exactly zq m−1 stars and the vector set of E is S. So C1 and C2
hold. Now it is sufficient to verify C3. For any two distinct vector entries, say h a,b and h a ,b , assume that h a,b = h a ,b ∈ S where a = (a 0 , a 1 , . . . , a m−1 ) q , a = (a 0 , a 1 , . . . , a m−1 ) q , b = (b, δ, ε), b = (b , δ , ε ).
• When δ ∈ [0, m) and δ = m, we have p a,b and e a ,b in distinct columns. From (2) and (10) So we have b − j = b + ε(q − z), i.e., j + ε(q − z) = 0. This is impossible by (21) . So e a,b = * .
-If p a ,b is a vector, we have a δ ∈ {b + 1, b + 2, . . . , b + q − z}. There must exist an integer j ∈ {1, 2, . . . q − z} such that a δ = b + j. From (20), we have b + j = b − ε(q − z), i.e., j + ε(q − z) = 0. This is impossible by (21) . So p a ,b = * .
