Abstract. For multivariate nonparametric regression, functional analysis-of-variance (ANOVA) modeling aims to capture the relationship between a response and covariates by decomposing the unknown function into various components, representing main effects, two-way interactions, etc. Such an approach has been pursued explicitly in smoothing spline ANOVA modeling and implicitly in various greedy methods such as MARS. We develop a new method for functional ANOVA modeling, based on doubly penalized estimation using total-variation and empiricalnorm penalties, to achieve sparse selection of component functions and their knots. For this purpose, we formulate a new class of hierarchical total variations, which measures total variations at different levels including main effects and multi-way interactions, possibly after some order of differentiation. Furthermore, we derive suitable basis functions for multivariate splines such that the hierarchical total variation can be represented as a regular Lasso penalty, and hence we extend a previous backfitting algorithm to handle doubly penalized estimation for ANOVA modeling. We present extensive numerical experiments on simulations and real data to compare our method with existing methods including MARS, tree boosting, and random forest. The results are very encouraging and demonstrate considerable gains from our method in both prediction or classification accuracy and simplicity of the fitted functions.
Introduction
A fundamental problem in statistics and related fields is multivariate nonparametric regression, that is, to estimate a nonparametric mean function from a collection of independent observations of a response variable and covariates, denoted as Y i and X i = (X i1 , . . . , X ip ) for i = 1, . . . , n. For continuous responses, nonparametric regression can be defined such that
where f (x) = f (x 1 , . . . , x p ) is an unknown function, and ε i is a noise with mean zero and a finite variance given X i . In general, the objective is to construct an estimatorf (x) achieving accurate approximation to f (x) over a flexible class of functions.
Consider the framework of functional analysis of variance (ANOVA) modeling, in which the multivariate function f is decomposed as
where f 0 is a constant, f j 1 's are univariate functions representing main effects, f j 1 ,j 2 's are bivariate functions representing two-way interactions, etc, and K is the maximum way of interactions allowed. For identifiability, the individual functions in (2) are required to satisfy side conditions similarly as in parametric ANOVA. Notably, this framework has been used to develop smoothing spline ANOVA modeling (Wahba et al., 1995; Gu, 2002) , where the functions in (2) are assumed to lie in tensor-product reproducing kernel Hilbert spaces (RKHSs), particularly those defined from univariate Sobolev-L 2 spaces associated with smoothing splines. For estimation, it is common to use penalized least squares, where the penalty is a sum of squared RKHS norms of the component functions in (2). Alternatively, the penalty can be a sum of RKHS norms to mimic Lasso (Tibshirani, 1996) , as proposed by Lin & Zhang (2006) .
The representation (2) with K = 1 leads to standard additive models, f (x) = f 0 + p j=1 f j (x j ), where f j 's are flexible univariate functions (Stone, 1986) . Theory and methods for additive modeling has been extensively studied in classical settings with p much less than n (Hastie & Tibshirani, 1990; Wood, 2017) and recently high-dimensional settings with p close to or greater than n (e.g., Ravikumar et al., 2009; Meier et al., 2009; Koltchinskii & Yuan, 2010; Raskutti et al., 2012; Petersen et al., 2016b; Yang & Tan, 2018; Tan & Zhang, 2019) . One of the important ideas from high-dimensional additive modeling is to use doubly penalized estimation, where the estimatorsf 0 and (f 1 , . . . ,f p ) are defined as a minimizer of
over a constant f 0 and univariate functions (f 1 , . . . , f p ) for some tuning parameters (ρ, λ). Here · n is the empirical L 2 norm based on the data points, e.g., f j n = {n −1 n i=1 f 2 j (X ij )} 1/2 , and f j F is a functional semi-norm describing the complexity of f j . For m ≥ 1, denote by D m f j the mth derivative of f j . Examples of semi-norms include the Sobolev-L 2 semi-norm of order m, defined as D m f j L 2 = { (D m f j (z)) 2 dz} 1/2 , and the mth-order total variation, defined as TV(D m−1 f j ), where for a univariate function g j on an interval [a j , b j ],
|g j (z i ) − g j (z i−1 )| : a j ≤ z 0 < z 1 < . . . < z k ≤ b j for any k ≥ 1 .
If g j is differentiable with derivative Dg j , then TV(g j ) = |Dg j (z)| dz.
The two penalties on each function f j in (3) serve distinct but complementary roles in determining a solution for f j , as discussed in Yang & Tan (2018) . First, the functional semi-norm f j F is used to induce smoothness for f j . In particular, for the mth total-variation penalty, if f j is restricted to be a spline of order m with possible knots in {X ij : i = 1, . . . , n}, i.e., a piecewise polynomial of degree m − 1 and (m − 2)th continuously differentiable, then minimization of (3) can yield a solutionf j with only a few knots from the data points, hence achieving a sparse selection of knots similarly as in Osborne et al. (1998) for univariate smoothing. Second, the empirical norm f j n is used to induce sparsity for f j . An entirely zero solutionf j can be obtained via soft thresholding similarly as how zero coefficients can be obtained for some regressors in linear regression with the Lasso penalty.
In this article, we develop a new method for functional ANOVA modeling based on doubly penalized estimation, to achieve sparse selection of component functions and their knots.
Conceptually, the ANOVA representation (2) can be seen as an extended additive model with potentially a large number of component functions, and this motivates the use of sparsitydriven techniques. In general, a doubly penalized loss function is of the form
where · is the empirical L 2 norm as above, · F is a functional semi-norm to be specified, and (ρ k , λ k ) are tuning parameters. Our work involves two main contributions.
• We construct a new class of total-variation penalties, called hierarchical total variations, which measures total variations at different levels including main effects and multi-way interactions for multivariate functions, for a fixed order of differentiation m.
• We derive suitable basis functions for multivariate splines, defined as a tensor product of univariate spline spaces, such that each penalty f j 1 ,...,j k F is reduced to a regular Lasso penalty. Then we extend the backfitting algorithm of Yang & Tan (2018) , called block descent and thresholding, to numerically minimize (4).
Similarly as mentioned earlier, our use of double penalties implies that (i) each fitted component f j 1 ,...,j k can be entirely zero, and (ii) if nonzero,f j 1 ,...,j k is piecewise constant or piecewise crosslinear for differentiation order m = 1 or 2, potentially with a few knots selected from a large set of k-dimensional knots. Throughout, a multivariate function is said to be piecewise cross-linear if it is piecewise linear in each coordinate with all other coordinates being fixed.
The rest of the paper is organized as follows. Section 2 reviews related work. In Section 3, we discuss the new method for functional ANOVA modeling with linear and logistic links for continuous and binary responses. Section 4 present numerical experiments on simulated and real datasets. Section 5 concludes the paper. All proofs are provided in the Appendix.
Related work
There is a vast literature on multivariate nonparametric regression. For space limitation, we only discuss directly related work to ours.
ANOVA modeling. As mentioned earlier, standard additive modeling with K = 1 in (2) has been extensively studied in low-and high-dimensional settings for the sake of dimension reduction by ignoring all possible interactions. Although a broader view of additive modeling could accommodate ANOVA modeling by allowing multivariate component functions, practical methods for functional ANOVA modeling with interactions have been mainly developed in the smoothing spline approach, which heavily draws on theory of tensor-product RKHSs (Wahba et al., 1995; Gu, 2002; Lin & Zhang, 2006) . For estimation, penalized least squares and maximum likelihood in these existing methods only involve roughness penalties defined from RKHS norms. By comparison, we pursue a distinctly different approach, which not only involves total-variation penalties carefully extended to multivariate functions, but also employs doubly penalized estimation incorporating empirical-norm penalties. Our approach can be readily modified to develop doubly penalized ANOVA modeling using RKHS-norm and empirical-norm penalties, which would lead to sparse selection of component functions but not that of their knots. Moreover, use of total-variation penalties is known to achieve faster convergence rates in the presence of spatially inhomogeneous smoothness than that of smoothing-spline type penalties, at least in univariate smoothing (Donoho & Johnstone, 1994; Mammen & van de Geer, 1997) . We expect that similar results can also be obtained in the context of ANOVA modeling, but leave such theoretical investigation to future work.
Other related methods in the spirit of ANOVA modeling includes Choi et al. (2010) , who studied regression models with fixed regressors and two-way interactions, and Radchenko & James (2010) , who considered ANOVA model (2) with nonlinear f j 1 's and f j 1 ,j 2 's for K = 2 but, compared with our method, employed a penalty depending only on empirical norms of the component functions. These two methods are motivated to satisfy the condition that an interaction term can be added only if the two corresponding main effects are also included.
This heredity condition can be appealing in terms of variable or component selection, but its effect on prediction accuracy may depend on applications. It will be of interest to extend our method using similar ideas for achieving the heredity condition.
Greedy methods. The fact that each fitted componentf j 1 ,...,j k and hence the overall functionf in our method is piecewise constant or cross-linear, depending on m = 1 or 2,
indicates interesting connections to a number of greedy methods based trees or splines, such as MARS (Friedman, 1991) , tree boosting (Freund & Schapire, 1997; Hastie et al., 2009) , and random forests (Breiman, 2001) ., For these methods, the underlying model is of the form
where h j (x) is a base function and γ j its associated coefficient. For MARS, h j (x) is a truncatedlinear basis function or a product of such functions and hence f (x) is piecewise cross-linear.
For tree boosting or random forests, h j (x) is a tree with constant values over hyper-rectangles and hence f (x) is piecewise constant. These greedy methods are designed such that the parameters associated with each base function h j (x) including split values, the node size, and the coefficient γ j are determined in an iterative manner by forward selection and sometimes backward deletion or modification. Regularization is handled through the number of iterations boosting, and random forest in numerical experiments, our method is found to not only achieve competitive or superior prediction or classification performance but also yield simpler fitted functions with greater sparsity and hence easier interpretation.
Total variations. Use of total-variation penalties has often been restricted to univariate and bivariate functions in statistics and computer science, although mathematical theory of multivariate functions of bounded variations seems to be well studied (Ambrosio et al., 2000) .
For univariate smoothing, Mammen & van de Geer (1997) studied regression splines using totalvariation penalties with an arbitrary differentiation order m. A closely related method is trend filtering (Kim et al., 2009; Tibshirani, 2014) . Additive modeling has also been pursued using total variations on univariate functions in low-and high-dimensional settings (e.g., Petersen et al., 2016a; Sadhanala & Tibshirani, 2017; Yang & Tan, 2018) .
There are various types of total variations for bivariate functions. Suppose that the design points are on a 2D lattice, that is, Mammen & van de Geer (1997) studied penalized least squares with a totalvariation penalty on a bivariate function g(x 1 , x 2 ) as follows,
where
2 )/n 1 , and TV 1 and TV 2 are as in Definition 1 with d = 1 and 2. In fact, ATV 1 2 is a special case of Definition 2 with d = 2 and m = 1, suitable for piecewise constant functions. We extend this idea and carefully construct a class of total-variation penalties for multivariate functions of three or more variables while allowing an arbitrary order of differentiation m. Moreover, as another extension, we employ total-variation penalties on component functions in ANOVA modeling, where the design points, in general, do not constitute a lattice in any dimensions.
Another type of total variations is widely used in image denoising, where a bivariate function g(x 1 , x 2 ) represents an image of size n 1 × n 2 (Rudin et al., 1992) . The isotropic total variation is defined by discretizing the 2D total variation from mathematical analysis:
, where a finite difference across a boundary, such as g(z n 1 +1,1 , z j2 ) − g(z n 1 ,1 , z j2 ) is assumed to be zero. A simple anisotropic total variation is defined as
These total variations and other versions (e.g., Condat, 2017) are different from our class of total variations for ANOVA modeling, including TV 2 or ATV 1 2 above. For bivariate regression, Petersen et al. (2016b) proposed a penalized method, which fits a piecewise constant model by penalized least squares with a group Lasso penalty. This penalty is total-variation like, measuring the differences between neighboring rows and columns of the image represented by the bivariate function, but differs from our construction of total
variations. An extension of the method was then presented for fitting an additive model of bivariate functions, although no numerical experiments were reported.
Method
We develop a doubly penalized method for ANOVA modeling, using empirical-norm and totalvariation penalties, to achieve both smoothness and sparsity in component functions. One of the main challenges is to construct an appropriate class of total-variation penalties, which not only measures total variations hierarchically from main effects to multi-way interactions, but also facilitates representation of such penalties in the form of regular Lasso penalties on coefficients associated with suitable basis functions.
Hierarchical total variations
First, we define a raw total variation, measuring d-way interactions for d-variate functions.
where z j ∈ Z j is the jth coordinate of z ∈ Z. Consider a d-dimensional grid Z in Z, formed with the marginal knots z 1,j < z 2,j < . . . < z n j ,j in the jth coordinate. Definition 1. Given grid Z, the raw total variation (TV) of g(z 1 , z 2 , . . . , z d ) is defined as
For example, the total variations with d from 1 to 3 are as follows:
In general, the raw TV is a sum of absolute values over all individual cells in the grid Z. Let H j be a projection operator such that H j g is constant in the jth coordinate and H 2 j = H j . Two main examples of such operators are (i) a fixed-point operator,
Then the multi-way ANOVA decomposition of g can be written as (Gu, 2002) 
where the summation is over all 2 d subsets S k ⊂ {1, . . . , d} and
The term g ∅ is a constant,
is a two-way interaction, and so on. In general, the term g S k varies only in {z j : j ∈ S k } and satisfies the side condition that
Definition 2. Let m ≥ 1 be a fixed order of differentiation, and (ρ 1 , . . . , ρ d ) be positive constants. The hierarchical total variation is defined inductively as follows.
• For m = 1,
• For m ≥ 2,
where D j is the differentiation operator with respect to z j .
In particular, the hierarchical total variation is denoted as FTV g) (e.g., Mammen & van de Geer, 1997) . For a bivariate function g(z 1 , z 2 ), the hierarchical TV with m = 1 or m = 2 is defined as
For the operator H j specified as the averaging operator A j , the hierarchical TV in (8) reduces
to that used in Mammen & van de Geer (1997) . This penalty is suitable for piecewise constant functions as approximations in nonparametric regression. By comparison, the hierarchical TV in (9) appears to be new and is suitable for piecewise cross-linear functions as approximations.
This penalty involves not only hierarchical TV (of differentiation order 1) applied to the crossderivative D 1 D 2 g, but also the raw TV applied to the "marginalized" derivatives H 1 D 2 g and H 2 D 1 g. See Examples 1 and 2 later for further discussion.
Our construction of the hierarchical TV is designed to achieve two purposes. The first is to measure the overall complexity of interactions at various levels including main effects, whereas the second is to facilitate a Lasso representation of such penalties in terms of coefficients of basis functions. The second property is made explicit in Proposition 2 later. The first property can be illustrated by the following result, which shows how the hierarchical TV is decomposed according to various levels of interactions in the ANOVA decomposition (6).
with ANOVA decomposition (6), the hierarchical total variation can be equivalently written as follows. For m = 1,
and for m ≥ 2,
The above expressions for the hierarchical TV are informative in terms of the component functions in the ANOVA decomposition. On the other hand, we caution that a direct use of Proposition 1 for calculating the hierarchical TV is not as simple as it may appear, especially for m ≥ 2. This is because calculation of HTV
would require finding the ANOVA decomposition of j∈S k D j g S k , which is not immediate.
Basis functions and Lasso representation
In the univariate case, the standard TV for a spline with fixed knots can be represented as a Lasso penalty on the coefficients associated with truncated power basis functions (e.g., Yang & Tan, 2018) . The hierarchical TV is much more complicated when considering multivariate functions with d ≥ 2 instead of univariate functions. Nevertheless, we show in this section how to derive a Lasso representation of the hierarchical TV for a multivariate spline by carefully transforming products of truncated power basis functions.
First, we introduce the truncated power basis in each coordinate. As in Section 3.1, consider a d-dimensional grid Z, formed with the marginal knots z 1,j < z 2,j < · · · < z n j ,j in the jth coordinate. For an order of differentiation m ≥ 1, define a knot "superset"
where the points near the left and right boundaries are removed to avoid over-parameterization (Mammen & van de Geer, 1997) . The truncated power basis set, denoted as B m j , in the jth coordinate consists of
where (c) + = max(0, c) and (c) 0
j , where α 0 is an intercept, α j is a column vector of coefficients, and φ (m) j is a column vector of the basis functions in B m j , both of dimension n j − 1. Next, we define a set of multivariate splines of cross-order m as the tensor product of the d sets of univariate splines of order m. Recall that, for simplicity, a tensor product of two function spaces Q 1 and Q 2 consists of k i=1 q i1 q i2 for q i1 ∈ Q 1 , q i2 ∈ Q 2 , and any k ≥ 1. Then the basis set for such multivariate splines can be written as
where the union is over all 2 d − 1 nonempty subsets S k ⊂ {1, . . . , d} and for 
where α S k is a column vector of coefficients and Φ (m) S k is a column vector of basis functions in 
where β S k is a column vector of coefficients. The above representation (11) will be shown to not only directly yield the ANOVA decomposition (6) with
, but also allows a simple expression of the hierarchical TV in terms of the coefficients {β S k }.
For m = 1, define a new basis block for S k ⊂ {1, . . . , d} of size k ≥ 1 as
where H j is applied elementwise to a vector of functions. It can be easily verified that Ψ
for all j ∈ S k . Then for a multivariate spline g of cross-order 1, its ANOVA decomposition (6) can be written as (11) with
. This can be directly shown by substituting (10) into (7):
The second equality holds because if S k ⊂ S l , then there exists some j ∈ S k but j ∈ S l and hence
is free of z j . The third equality holds because Φ
, where ⊗ denotes the tensor product of two vectors, but arranged into a vector.
For m ≥ 2, we define a new basis system {Ψ
is a linear operator defined such that
For m = 2 and 3, the above definition gives
A key property from our definition is that by direct calculation,
For each nonempty subset S k = {j 1 , . . . , j k }, define a new basis block as
is affected with all others fixed. The new basis block Ψ (m) S k can also be expressed as
for a lower triangular matrix C = 0 for all j ∈ S k . Moreover, for a multivariate spline of cross-order m, its ANOVA decomposition (6) can be written as (11) with
The following result shows that that the hierarchical TV of a multivariate spline reduces a Lasso penalty on the coefficients based on the new basis system {Ψ
is defined as the size of the set {j l :
is, the number of truly truncated power functions among φ
Proposition 2. Let m ≥ 1 be a fixed order of differentiation, ρ 0 = 0, and (ρ 1 , . . . , ρ d ) be positive constants. Suppose that a multivariate spline g(z) is represented in its ANOVA decomposition as (11). Then the hierarchical total variation is
where · 1 denotes the L 1 norm of a vector, and R
By Proposition 2, the hierarchical TV of a multivariate spline with representation (11) is a scaled Lasso penalty on the coefficients {β S k } associated with the basis set {Ψ
those basis functions which are products of only univariate non-truncated polynomial functions.
For each basis block Ψ (m) S k with S k = {j 1 , . . . , j k }, there are a total of (m − 1) k coefficients not penalized in β S k , corresponding to the terms in the expansion of
For example, in the case of m = 1, all coefficients in β S k are penalized. In the case of m = 2, all coefficients in β S k are penalized except that associated with the basis z j 1 · · · z j k .
The Lasso representation (15) Example 1. For bivariate splines of cross-order 1 (piecewise constant), the univariate basis functions (excluding the constant) are before and after transformation The transformed basis system consists of Ψ-basis functions as follows:
1,2 = (ψ
There are a total of n 1 n 2 − 1 basis functions (excluding the constant), in agreement with the grid size minus one. For a bivariate spline represented as
12 , (15) indicates that HTV 1 2 (g) = ρ 1 2 j=1 β j 1 + ρ 2 β 12 1 . In fact, the three terms match those in (8), that is, TV 1 (H 2 g) = β 1 1 , TV 1 (H 1 g) = β 2 1 , and TV 2 (g) = β 12 1 .
Example 2. For bivariate splines of cross-order 2 (piecewise cross-linear), the univariate basis functions (excluding the constant) are before and after transformation
The transformed basis system consists of Ψ-basis functions as follows:
Similarly as in Example 1, there are a total of n 1 n 2 −1 basis functions (excluding the constant),
in agreement with the grid size minus one. Suppose that a bivariate spline is represented as
The five terms match those in (9), that is
These equations can be seen to justify our formulation of the hierarchical TV. If any of the six terms were dropped from (9), then HTV 2 2 (g) would fail to account for interactions represented by those corresponding basis functions in {Ψ 
Linear ANOVA modeling
We return to ANOVA modeling for multivariate nonparametric regression. The data consist of n observations of a response variable Y i and covariates X i = (X i1 , . . . , X ip ). The ANOVA representation (2) for the mean function f in (1) can be obtained from (6) with g = f by truncating all higher than K-way interactions, that is, setting f S k = 0 for all k > K.
For estimation, we restrict f to be a multivariate spline of cross-order m ≥ 1, and take the functional semi-norm · F to be the hierarchical TV of the corresponding order m. The marginal knots z 1,j < · · · < z n j ,j can be specified as quantiles of the data points {X 1j , . . . , X nj }.
Then the ANOVA decomposition of f can be expressed as (11) in terms of the Ψ-basis functions,
Hence the doubly penalized loss function (4) becomes To avoid interference between β 0 and {β S K }, we replace in (16) β 0 byȲ and Ψ † S k by the em-
This leads to the doubly penalized loss function
Formally, (17) can be derived from (16) as follows. Suppose that Ψ † S k β S k is modified in (16) as
Then minimization of the modified loss function over β 0 and {β S k ,0 } yields the loss function (17).
To numerically minimize (17) over {β S k }, we exploit a backfitting algorithm, called block descent and thresholding (BDT), in Yang & Tan (2018) , which is presented as Algorithm 1.
The algorithm was originally developed to minimize a similar doubly penalized loss function as (17) for high-dimensional additive modeling with K = 1. In general, a backfitting algorithm involves iteratively updating each coefficient vector β S k while fixing all the others. For a block S k ⊂ {1, . . . , p}, the sub-problem is min
S lβ S l , andβ S l 's are the current estimates. The BDT algorithm is then based on the following result (Yang & Tan, 2018) : if β S k is a solution to the Lasso problem min
then a solution to the double-penalty problem (18) isβ
, that is,β S k is determined fromβ S k by a vector version of soft thresholding. In addition, screening rules from Yang & Tan (2018) can also be employed to identify a zero solutionβ S k to problem (18) directly, without solving the Lasso problem (19).
The above characterization of a solution to (18) not only underlies the derivation of the BDT algorithm, but also makes explicit the distinct effects of using the two penalties. Use of the Lasso penalty R S k β S k 1 , obtained from the hierarchical TV, can induce a sparse solution of β S k to problem (19), corresponding to a sparse selection of basis functions (or multi-dimensional knots) within the blockΨ † S k . For S k = {j 1 , . . . , j k }, the total number of basis functions withiñ if any screening condition is satisfied (Yang & Tan, 2018 ) then
4:
Returnβ S k .
5:
Update the residual:
Compute a solutionβ S k to problem (19).
8:
Threshold the solution:
end if 10: end for 11: Repeat line 2-10 until convergence of the objective (17).
To solve Lasso problem (19), it is possible to use a variety of numerical methods including coordinate descent (Friedman et al., 2010; Wu & Lange, 2008) , gradient descent-related methods (Beck & Teboulle, 2009; Kim et al., 2007) , and active-set descent (Osborne et al., 2000; Yang & Tan, 2018) . We currently employ an active-descent method, which was shown to enjoy several advantages for solving Lasso sub-problems during backfitting (Yang & Tan, 2018) .
First, active-set descent finds an exact solution after a finite number of iterations, in contrast with other methods such as coordinate descent. More accurate within-block estimatesβ S k can result in fewer backfitting cycles to achieve convergence by a pre-specified criterion. Second, the computational cost of active-set descent is often reasonable in sparse settings. In fact, the method allows Lasso problem (19) to be solved in one or a few iterations, if the estimatẽ β S k from the previous backfitting cycle, when used as an initial value, is close to the desired solution. Third, the active-descent method is tuning free. Gradient descent related methods involve tuning step sizes to achieve satisfactory convergence. It can be cumbersome to select such tuning parameters for all Lasso sub-problems in backfitting.
We use another active-set technique to speed up the backfitting algorithm with a large number of blocks in sparse settings, similarly as in Krishnapuram et al. (2005) and Friedman et al. (2010) . After completing a full cycle through all the blocks, we iterate on only the active blocks S k with nonzero estimatesβ S k till convergence. If another full cycle does not change the active blocks, convergence is obtained; otherwise the process is repeated on the new set of active blocks. This technique is a scheme for organizing backfitting cycles, and should be distinguished from the active-set optimization method above.
Logistic ANOVA modeling
As an extension to handle binary responses Y i , consider a logistic functional ANOVA model:
where expit(c) = {1+exp(−c)} −1 and f (x) = f (x 1 , . . . , x p ) is a "linear" predictor with ANOVA representation (2). For estimation similarly as in Section 3.3, we restrict f to be a multivariate spline of cross-order m ≥ 1, and take the functional semi-norm · F to be the hierarchical TV of the corresponding order m. A doubly penalized loss function based on the log-likelihood for logistic modeling, similar to (17), is
β S k , a column vector with elements (f 1 , . . . , f n ). In contrast with (17) for linear modeling, the intercept µ cannot be directly estimated asȲ .
For backfitting, the sub-problem corresponding to a block S k ⊂ {1, . . . , p} is
S lβ S l , andβ S l 's are the current estimates. Similarity as in Friedman et al. (2010), we form a quadratic approximation to the negative log-likelihood term via a Taylor expansion about the previous estimatesμ andβ S k , and obtain the following weighted least squares problem: (Böhning & Lindsay, 1988; Wu & Lange, 2008) . We summarize the backfitting algorithm for logistic ANOVA modeling as Algorithm 2.
Algorithm 2 Block Descent and Thresholding algorithm for logistic modeling (BDT-Logit)
1: Initialize: Setμ = 0 andβ S k = 0 for all S k and 1 ≤ k ≤ K. Set w 0 = 1/4.
2: for k = 1, . . . , K and S k ∈ {1, . . . , p} with |S k | = k do 3:
0 (y −p).
4:
Updateμ =η S k , the sample average of η S k .
5:
Updateβ S k as a solution to (using Algorithm 1, line 3-9)
6: end for 7: Repeat line 2-7 until convergence of the objective (20).
Numerical experiments
We perform numerical experiments to evaluate the empirical performance of the proposed method, doubly penalized ANOVA modeling (dPAM) using hierarchical total variations. R codes for implementing our method are provided in the Supplementary Material.
Both linear modeling ("regression") and logistic modeling ("classification") are studied. The performance is measured in terms of mean integrated squared errors (MISEs) and mean square errors (MSEs) for regression, and logistic loss, accuracy, and AUC for binary classification. We report results only from dPAM with two-way interactions (i.e., K = 2), which, as will be shown, achieves competitive or superior performance compared with existing methods, possibly with higher than two-way interactions. For simplicity, the tuning parameters are set such that ρ 1 = ρ 2 = ρ and λ 1 = λ 2 = λ for the total-variation and empirical-norm penalties. The marginal knots for each covariate used are 11 quantiles by 10% in regression (simulation and real data) and classification (simulation), and 6 quantiles by 20% in classification (real data).
For fixed-point TV, the fixed point is the minimum corner of the knot grid. See Section S1 in the Supplement for a simple example on comparison of fixed-point and averaging TVs.
We compare our method with several existing methods including multivariate adaptive regression splines (MARS) (Friedman, 1991) , tree boosting (Freund & Schapire, 1997; Hastie et al., 2009) , random forest (RF) (Breiman, 2001) , and the component selection and smoothing operator (COSSO) (Lin & Zhang, 2006) . We use the R package mda (Hastie et al., 2017) for MARS, gbm (Greenwell et al., 2018) for tree boosting, randomForest (Breiman et al., 2018) for random forest. The released package cosso (Zhang & Lin, 2013) for COSSO currently handles only univariate additive modeling. Hence the results for regression with two-way interactions by COSSO are directly taken from Lin & Zhang (2006) .
Linear ANOVA modeling

Simulation study
As in Lin & Zhang (2006) , consider four functions on interval [0, 1],
Define a mean function with two-way interactions as
For i = 1, . . . , n, the data Y i and X i = (X i1 , . . . , X i4 ) are generated such that
where X ij ∼ Uniform [0, 1] independently for j = 1, . . . , 4, and i ∼ N(0, 0.2546 2 ), giving a signal-to-noise ratio of 3:1 (Lin & Zhang, 2006) . In addition, six spurious covariates (X i5 , . . . , X i,10 ) are generated from Uniform [0, 1], independently of (Y i , X i1 , . . . , X i4 ) and added to the covariate vector X i . Hence X i = (X i1 , . . . , X i,10 ) is of dimension p = 10. There are a total of 55 basis blocks for our method; 45 of them are interactions.
For n = 100, 200, 400, we generate training and validation sets each with n observations.
The tuning parameters (λ, ρ) are selected to minimize the mean squared error (MSE) on the validation set. This scheme is used to mimic cross validation, but with lower computational cost to allow repeated runs, as previously in Petersen et al. (2016b) and Yang & Tan (2018) .
Similarly, the hyper-parameters shrinkage and n.trees are tuned for gbm, and mtry is tuned for randomForest. The function mars is applied without tuning in mda. For each estimatorf (x) obtained, the mean integrated squared error (MISE) is evaluated by Monte Carlo integration using fixed N = 10, 000 test data points ξ i , that is,
The simulation is then repeated for 100 times and the means and standard errors of MISEs are summarized from various methods in Table 1 .
From Table 1 , the two versions of our method using piecewise cross-linear splines (m = 2) and either averaging TV (ATV) or fixed-point TV (FTV) achieve the best two performances, sometimes with substantial margins of improvement, among all methods studied. Use of the averaging TV performs better than the fixed-point. Our method using piecewise constant splines (m = 1) yields an estimatorf (x) in a comparable form as that from tree boosting with interaction depth 2. The performance of our piecewise constant method using averaging TV is similar to that of the latter, except noticeably better for sample size n = 100. A partial dependence function can be estimated bȳ
where {x 1C , . . . , x nC } are the values of X C occurring in the training data. For sample size n = 200, Figures 6 and 7 show the 1-and 2-dimensional partial dependence plots for our method with ATV and m = 2, MARS with degree=2, GBM with depth=2, and RF with ntree=400. See the Supplement for the corresponding figures with sample sizes n = 100 or 400. Among all the methods studied, our method yields the most accurate approximation to the ground truth, which confirms the comparison in Table 1 . Moreover, the partial dependence functions from our method are simpler, with a much fewer number of knots apparently in 1-dimensional plots, than those from other methods archiving similar patterns.
Empirical examples
We evaluate our method on three popular real datasets. Boston housing and Ozone data are //lib.stat.cmu.edu/datasets/tecator. The response variable is the fat content of a meat sample. As suggested, we use the first 13 principal components of the absorbance spectrum as input variables. The total sample size is 215.
We apply various methods on these datasets, including doubly penalized additive modeling with linear splines (dPAM1, linear) from Yang & Tan (2018) . For each method, the prediction mean squared errors E{(Y −f (X)) 2 } is estimated by 10-fold cross-validation, as in Lin & Zhang (2006) . For each 9:1 split of training and test sets, the tuning parameters are selected by 5-fold cross-validation within the training set and the estimate obtained is then evaluated on the test set. The 10-fold cross-validation is repeated for 5 times. The same random splits are used for all methods. The means and standard errors of estimated MSEs are summarized in Table 2 . The results for COSSO are taken from Lin & Zhang (2006) .
From Table 2 , the two versions of our method using piecewise cross-linear splines are consistently among the three methods with the lowest MSEs. There seems to be no definite comparison between use of averaging or fixed-point TV: the former performs better on Tecator data, but worse on Boston and Ozone data. It is reassuring that our ANOVA modeling achieves considerably lower MSEs than additive modeling in Yang & Tan (2018) .
Logistic ANOVA modeling
Simulation study
The data Y i and X i = (X i1 , . . . , X i,10 ) are generated such that
where X ij ∼ Uniform [0, 1] independently for j = 1, . . . , 10, and f (x) is defined as in Section 4.1.1, depending only on (x 1 , . . . , x 4 ), except that g 1 , . . . , g 4 are centered:
1 0 g j (z) dz = 1 for j = 1, . . . , 4. We conduct 100 repeated simulations, each with training and validation sets. The tuning parameters are selected to minimize the logistic loss on the validation set. The logistic loss, accuracy, and AUC are then estimated by Monte Carlo integration using 10, 000 test data points. We increase the sample size to n = 500, 1000, 2000 for more meaningful comparison, since n from 100 to 400 seems insufficient to achieve reasonable estimation for logistic modeling. The results about test error rates are summarized in Table 3 , and those about the test logistic loss and AUC are shown in Table S2 and S3 in the Supplement.
From Table 3 , the two versions of our method using piecewise cross-linear splines achieve the best two performances in classification accuracy among all methods studied. The same conclusion can also be drawn in terms of the logistic loss and AUC.
Empirical examples
We conduct experiments on four real datasets to evaluate our method. These datasets are available from UC Irvine Machine Learning Repository https://archive.ics.uci.edu/ml/ datasets.html (Dua & Graff, 2017) . The datasets are the BUPA Liver Disorder data, the PIMA Indian Diabetes data, the Australian Credit Approval data and the Diabetic Retinopathy Debrecen data. We pick these four datasets mainly because they have a reasonable number of input variables, compared with sample sizes, for investigating two-way interactions. After dropping categorical variables with less than 4 levels in the Australian and Diabetic data, the number of input variables p and sample size n are listed in Table 4 .
For each dataset, we randomly select 2/3 of the data for training with 10-fold cross validation, and the remaining 1/3 of the data for testing. We repeat this process for 10 times and report the average of test performance with the standard error for each method. Similarly as before, the hyper-parameters λ and ρ are tuned for our method, shrinkage and n.trees for gbm, and mtry for randomForest to minimize the logistic loss by cross validation. The results about test accuracy (i.e., 1−test error) are summarized in Table 4 , and those about the test logistic loss and AUC are shown in Table S5 and S4 in the Supplement. Table 4 , the two versions of our method using piecewise cross-linear splines consistently achieve performances among the the best three, compared with all versions of GBM and random forest, on the BUPA, Pima Indian, and Diabetic data. For these three datasets, doubly penalized additive modeling in Yang & Tan (2018) already performs better than or similarly as the best from all versions of GBM and random forest as well as our ANOVA modeling. Our method with m = 1 or 2 achieves competitive performances on the Australia data. The results of GMB and random forest on the BUPA and Pima Indian data are consistent with those in Breiman (2001) . Previous experiments on Diabetic data can be found in Somu et al. (2016) .
Since we removed categorical variables with less than four levels, our results for Australian and Diabetic datasets can be different from previously reported results.
Conclusion
We formulate hierarchical total variations and derive suitable basis functions for multivariate splines, so as to extend the backfitting algorithm in Yang & Tan (2018) for doubly penalized ANOVA modeling. This is the first time that ANOVA modeling with multivariate totalvariation penalties is developed for nonparametric regression. The results from our numerical experiments are very encouraging and demonstrate considerable gains from our method. Nevertheless, various questions remain to be fully addressed. It is desirable to develop algorithms for handling higher-order interactions, investigate choices of tuning parameters (ρ k , λ k ) depending on k, and study comparison and combination with greedy methods.
Appendix
Proof of Proposition 1
For notational simplicity, the dependency on (ρ 1 , . . . , ρ d ) is suppressed. For m = 1, we have by Definition 2 and (7),
The second equality holds because j∈S k (1 − H j )h for a k-variate function h is a sum of h and another function in less than k variables, the latter of which does not affect the raw TV. For m ≥ 2, we have by Definition 2,
The second equality holds because
by (7) and the fact that H j h is constant in z j and hence D j H j h = 0 for any function h.
Proof of Proposition 2
First, we show that
Without loss of generality, fix S k = {1, . . . , k} and denote the elements in Φ
(1) S k as φ
( 1) ν 1 ,...,ν k and
The second equality holds because the quantity in the curly bracket above equals 1 if ν 1 = i 1 + 1, . . . , ν k = i k + 1, and equals 0 otherwise.
Next, we show by induction that for g(z 1 , . . . ,
For m = 1, we have by Proposition 1 and the fact that
The last equality holds because TV k β
and Eqn (23). This yields (15) for m = 1, because the non-differentiation degree of each basis function in Ψ 
The last equality holds because by (14),
For further simplification, notice that by the recursive property (13), for any
by (14), except that the
yields the constant 1 after the cross-differentiation j∈S k D j . Hence
can be written as
where each nonzero element in β S k corresponds to exactly one nonzero element in β 0 and {β S k : S k ⊂ S k } and vice versa. Moreover, the non-differentiation degree of a basis function
is not affected by the cross-differentiation j∈S k D j and hence is the same as that of the corresponding basis function in {Ψ
Then (15) holds for m = M by (24), (27) , and the fact that HTV
of the right-hand side of (26), which by induction is 
The true function f (x) is plotted in Figure S1 on a 101 × 101 equally spaced grid.
We implement doubly penalized least-squares estimation with p = K = 2 using either the fixed-point TV or averaging TV penalty. For fixed-point TV, the fixed points used are (x min , y min ), (x max , y max ), (x min , y max ), (x max , y min ), (x median , y median ). The marginal knots are 11 quantiles by 10%. Both TV and empirical-norm penalties are tuned on a simulated validation dataset, similarly as in Section 4.1.1. To evaluate the performance, the MISE is calculated by averaging the squared errors at the 101 2 grid points. The simulation is repeated for 100 times. The means and standard errors of MISEs are reported in Table S1 . From Table S1 , the performance from using fixed-point TVs depends on the choice of the fixed point. The estimated functions are plotted on the 101 × 101 grid in Figure S2 . We see that the functions estimated by using fixed-point TVs have more artificial stripes and corners than that estimated using the averaging TV, which seems much smoother. S2.2 Simulated study on logistic ANOVA modeling 
