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Abstract
To develop a systematic treatment of the self-interaction problem in classical gauge
theories and general relativity, we study tenable manifestations of self-interaction:
topological phases, and rearrangements of degrees of freedom appearing in the action.
We outline the occurrence of topological phases in pure field systems. We show
that the rearranged Maxwell–Lorentz electrodynamics is a mathematically consistent
and physically satisfactory theory which describes new entities, dressed charged
particles and radiation. We extend this analysis to cover different modifications of
the Maxwell–Lorentz electrodynamics and the SU(N) Yang–Mills–Wong theory. We
take a brief look at a subtle mechanism of self-interaction in classical strings. Turning
to general relativity, we note that the total energy and momentum of a system with
nontrivial topological content, such as a black hole, are ambiguous, coordinatization-
dependent quantities, which resembles the situation with paradoxical decompositions
in the Banach–Tarski theorem.
Keywords: topological phases, rearrangement, dressed particle, radiation, gravitational
energy-momentum
1 INTRODUCTION
The self-interaction problem was a central subject for study in fundamental physics of the
20th century. This problem was especially pressing over a period from the late 1930s to the
early 1970s in relation to the discovery of ultraviolet divergences in quantum field theory
and subsequent effort to remove or avoid them. The next page of this story was the use of
the gained experience of handling theories which are suffered from the ultraviolet disease
to elaborate criteria for discriminating between appropriate and inappropriate theories.
The quest culminated in establishing the Standard Model of particle physics. With the
advent of string theory things calmed down. There comes a time when lessons from those
stupendous developments could be drawn. Since there is an extensive literature covering
quantum aspects of the problem, attention may be get to less analyzed classical aspects.
Traditionally one inquires into the properties of classical self-interaction which share a
number of traits with those of quantum self-interaction because the way for eliminating the
ultraviolet problems from a classical system may hopefully suggest a cure for such troubles
in the quantum incarnation of this system. There are, however, notable classical properties
of this phenomenon that bear no relation to the corresponding quantum properties. For
example, the behavior of many classical self-interacting systems is irreversible, while the
associated quantum regime of evolution is reversible. Both common and distinguishing
properties of classical and quantum self-interacting systems are a major preoccupation of
the present work.
Eighty years ago, Dirac [51] offered a thorough study of a classical radiating electron,
which later furnished the most influential paradigm of self-interaction. Technically, it is
much easier to cope with this classical problem than with its quantum counterpart. The
2
classical theory of relativistic charged particles, the Maxwell–Lorentz electrodynamics,
can be exactly solved. In contrast, four-dimensional relativistic quantum field theories,
specifically quantum electrodynamics, defy all attempts to solve them exactly. The only
reliable analytical tool to attack such theories is perturbation series in coupling constants,
which, however, fails to grasp non-perturbative effects. Meanwhile it is just these effects
which are essential for the proper understanding of the self-interaction mechanisms.
1.1 Elusive renditions of self-interaction
A distinctive feature of the classical picture is the coexistence of particles and fields
mediating interactions between these particles. For comparison, the fundamental notion
of quantum field theory is a quantized field. Excitations of quantum fields act as particles.
Our interest here is with classical systems containing both particles and fields, as well as
with pure field systems, that is, systems devoid of particles. We begin with the former.
Abraham [1], [2], [3] and Lorentz [104], [105] pioneered in applying the idea of self-
interaction to a nonrelativistic model of the electron as a rigid body of finite extent. They
tried to find the force of the electron on itself, that is, the resultant force due to different
parts of the charge distribution, acting on one another. In doing so they conceived of the
electron, affected by this “self-force”, as a warp-free body, namely a sphere of diameter d.
However, the very concept of continuous charged matter with a reasonably steady
charge distribution is inconsistent in the classical context. Each part of a lump of charged
matter exerts a repulsive force on other parts, which cause the lump to become a rarefied
medium. A homogeneous mixture of two oppositely charged fluids is also unstable: part
of the mixture would collapse forming a neutral cluster, while the remainder possessing
an uncompensated residual charge would spread. Poincare´ [120] conjectured that stable
existence of continuous charged matter is ensured by nonelectromagnetic cohesive forces.
A striking implication of this conjecture is that electrodynamics is fundamentally unclosed.
Among other things, electromagnetic self-interaction eludes analyzing separately from the
Poincare´ force contribution.
One may be inclined to think that the joint action of the cohesive and electromagnetic
forces manifests itself in a rigidity condition. Alternatively, the joint action can be realized
by calling into play an equation of state adapted to a deformable model of the electron.
However, the existence of rigid bodies is contrary to the theory of relativity (see, e. g.,
[102], § 15, where the results of a long discussion of this issue at the dawn of the age of this
theory are briefly summarized), and therefore the rendition of self-interaction proposed
by Abraham and Lorentz must be abandoned. More recent attempt to reinstate the rigid
body model [39] was based on the belief that there is a fundamental length ℓ, about the
same value as d, so that acausal signals are allowable in regions of size comparable with
ℓ. There are two characteristic lengths related to the electron, the classical radius of the
electron r0 = e
2/mc2 = 2.8 · 10−13 cm, and the Compton wave length of the electron
λe = ~/mc = 3.9 · 10−11 cm. Both are not as small as is necessary to mark that a
new physics is triggered. The smallest length constructed from constants of nature (the
velocity of light c, Planck’s constant ~, and Newton’s constant GN) is the Planck length
lP = (~GN/c
3)1/2 = 1.6 · 10−33 cm. In regions of size ∼ lP, quantum fluctuations of the
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metric are expected to become significant, and the usual relations between cause and
effect may not apply. However, lP is most likely to be unrelated to the electron size. In
addition, we are in the dark about the explicit form of violation of causality in the interior
of the electron; any argument of this kind appears highly speculative.
As for the deformable electron models, one has to resort to thermodynamical variables
(pressure, temperature, etc.) which form the equation of state, but are foreign to the laws
of microscopic dynamics. Hence, this approach is almost unfailingly accompanied by an
ad hoc phenomenology, and furthermore, a tolerable equation of state is uncertain.
It remains to see whether p-branes, flexible extended objects with p spatial dimensions,
can be adapted for use as a pertinent classical model. The habitat of p-branes is said to be
sub-Planckian regions, alien to classical physics. However, this type of extended objects
is of great theoretical interest, and must be mentioned if only for completeness of our
discussion. The points of a p-brane in ambient spacetime are given by Xµ(u0, u1, . . . , up),
and the action of a free p-brane is proportional to the (p + 1)-dimensional world volume
swept out by this p-brane,
S = −Tp
∫
dp+1u
√−h . (1)
Here, Tp is a constant necessary for rendering the action dimensionless, hab = ∂aX
µ ∂bXµ,
a, b = 0, 1, . . . , p, is a metric on the world volume induced by the Lorentz metric of the
ambient spacetime, and h = det (hab). The dynamics of p-branes dispenses with the need
for arbitrary, unjustifiable phenomenological assumptions; it is uniquely determined by
the requirement that the action be the simplest action invariant under reparametrizations
ua = fa(u¯) , hab(u) =
∂u¯c
∂ua
∂u¯d
∂ub
h¯cd(u¯) , (2)
where fa are arbitrary smooth functions. The action (1) meets this requirement.
In four-dimensional spacetime, there are two species of p-branes: 1-branes (strings) and
2-branes (membranes). Both are systems with infinite degrees of freedom. Their dynamics
share many features of field theory. The study of these objects may be combined with
that of pure field systems defined on curved (p+ 1)-dimensional manifolds.
We will see in Sec. 5 that classical strings exhibit a specific form of self-interaction: a
free charged closed string is capable of spontaneous splitting into two such strings. This
phenomenon might be naturally interpreted as a manifestation of self-interaction of these
extended classical objects.
Returning to the history, Frenkel [60] was the first to argue that electromagnetism
may be accounted for by itself, without resort to Poincare´ cohesive forces. He deemed the
electron as a point in the precise geometric sense. A point particle can be envisioned as
a sphere of radius r in the limit r → 0. Electrostatic repulsive forces are put to distinct
points of the sphere, and, therefore, each part of the sphere tends to move away from
other parts. However, all the repulsive forces are brought into a single point and cancel
as r → 0. Therefore, a point charged particle is free from the explosion tendency, and the
stable existence of such objects has no need of the cohesive force conjecture.
Inspired by Frenkel’s idea, Dirac [51] gave its adequate mathematical formulation
through the delta-function. The idea of a point source of a field was a useful guide in the
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development of quantum field theory, and came up with the present paradigm of local
interactions of quantized fields. However, the problem of infinite self-energy was the price
to pay for the conceptual simplicity and mathematical elegancy.
Another impact of this idea is the necessity to sacrifice the rendition of self-interaction.
Taking the view of the electron as a structureless point particle, we have to abandon
all attempts to conceive of the putative “self-force” which would combine infinitesimal
repulsive forces contributed by different elements of the electron, and exclude this term
from the pedagogical usage and physics folklore. Since we do not have at our disposal a
pictorial rendition of self-interaction, we are forced to content ourselves with the study of
noticeable manifestations of self-interaction in the system “a charged point particle plus
electromagnetic field”.
Turning to pure field systems, we find that the notion of self-interaction is far from
clear. The line of demarcation between interacting and free systems is often fuzzy. The
behavior of any free field is believed to be governed by a linear equation with constant
coefficients. A simple example is given by a real scalar field φ obeying the Klein–Gordon
equation (
+ µ2
)
φ = 0 , (3)
which is derived from the Lagrangian quadratic in φ,
L = 1
2
(∂µφ ∂
µφ)− µ
2
2
φ2 . (4)
However, the linearity is sometimes a matter of convention, which can be eliminated as
the need arises. To illustrate, we refer to the equation of motion for points of a string
that becomes either linear or nonlinear according to which gauge condition is adopted.
A generic solution to Eq. (3) tells us that φ executes simple harmonic oscillations at
every point of space. On the other hand, if the Lagrangian involves powers of φ higher
than quadratic, such as
L = 1
2
(∂αφ ∂
αφ)− µ
2
2
φ2 − λ
2
4
φ4 , (5)
then the system is generally taken to be self-interacting because the Euler–Lagrange
equations are nonlinear. The system governed by the Lagrangian (5) executes anharmonic
oscillations. This behavior is qualitatively the same as that of the free system. The only
difference is that the period of harmonic oscillations is independent of their amplitudes,
while the period of anharmonic oscillations is amplitude-dependent.
The next complication concerning this notion follows from the fact that the system
with quadratic Lagrangians can be converted to an ostensibly self-interacting system by
a nonlinear field transformation,
φ = Φ + Φ2F (Φ) . (6)
Such transformations are very important in quantum field theory because they provide us
with a subclass of nonrenormalizable field theories physically equivalent to renormalizable
ones. The main point, unveiled in [41], [55], and [22], is that two quantum field theories
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related by transformation (6) have the same S matrix. This statement is known in the
literature as the “equivalence theorem”. A simple proof of this theorem, proposed in [29],
shows that the supposedly nonrenormalizable part of the resulting theory is actually a
kind of gauge fixing, attributable to the cohomologically trivial sector of the theory.
Note also the absence of a clear-cut distinction between the notions of “self-interaction”
and “interaction between two fields”, as exemplified by the quartic term of a complex field
φ = A + iB whose role can be understood as a single self-interaction term 1
4
λ2 (φ∗φ)2,
or, alternatively, as the sum of two self-interaction terms 1
4
λ2 (A4 + B4) and the term
1
2
λ2A2B2 which contains mixed contribution of two real fields A and B and corresponds
to their coupling. Until the early 1970s the subnuclear zoo was divided into two classes:
“matter”, represented by fermions, and “fields”, represented by bosons, carriers of the
fundamental forces of nature. This classification might be substantiated by the statement
that, in the classical limit, bosons are susceptible to the Bose–Einstein condensation, and
hence the behavior of their collection bears a general resemblance to that of classical fields,
while fermions, which follow the Pauli blocking principle, share many traits with classical
particles. The advent of supersymmetry produced a dramatic change in that order. A
supersymmetric system accommodates field degrees of freedom of different kind, as well
as forces between them, in a single self-interacting entity.
1.2 Manifestations of self-interaction
A central idea of this paper is that self-interaction of a classical system shows itself in two
significant manifestations. Those will be treated under the names “topological phases”
and “rearrangements of initial degrees of freedom appearing in the action”, or, shortly,
“rearrangement”. To explicate these notions, consider a classical system whose states are
described by generalized variables φi, and the dynamics is encoded by the action S[φ].
The behavior of the system is governed by the Euler–Lagrange equations resulted from
the principle of least action,
Ei (φ) = δS
δφi
= 0 . (7)
Suppose we are aware of joint solutions to the entire set of these equations, and among
them there are physically relevant solutions, namely such that the energy of the system is
finite. If two or more solutions describe configurations of distinct topological structures,
then we are entitled to claim that the space of states has different phases, and relate the
existence of the topological phases to self-interaction of the system. Section 2 outlines
some simple pure field systems exhibiting topological phases.
While on the subject of systems which involves point particles and fields mediating
interactions between these particles, we should recognize that an attempt to find a joint
solution to the set of the Euler–Lagrange equations (7) will in most cases end in a fiasco.
Section 3.1 demonstrates that the Maxwell–Lorentz electrodynamics, formulated in terms
of mechanical variables zµ(s) describing world lines of bare charged point particles and the
electromagnetic vector potentials Aµ(x), experiences a blowup, which can be construed,
in the spirit of quantum field theory, as a kind of ultraviolet divergence. It will transpire
that an interplay between degrees of freedom of bare particles and electromagnetic field
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rearranges the system giving rise to new entities, dressed particles and radiation, and that
the rearranged dynamics is mathematically well-defined and physically reasonable.
Both manifestations of self-interaction can be combined in systems which contain
point particles and non-Abelian gauge fields. For example, in the Yang–Mills–Wong
theory which describes K particles carrying non-Abelian charges and interacting with
the SU(N) Yang–Mills field, N ≥ K + 1, we will observe two phases. We will learn from
Sec. 4.2 that these phases are invariant under different gauge groups, SU(N) and SL(N,R),
which are respectively the compact and a noncompact real forms of the complex group
SL(N,C), and that the system is rearranged differently in different phases. In contrast,
self-interaction of some systems may reveal itself by one of two manifestations. Classical
gravitating systems are a good case in point. They will be shown in Sec. 6 to be capable
of developing infinitely large number of phases but are unaffected by the rearrangement.
Where do these manifestations of self-interaction come from? The general reason for
their occurrence is that the system is unstable. To be more specific, once φi is a joint
solution to the set of the Euler–Lagrange equations (7), the condition
δ2S
δφi δφj
< 0 (8)
holds for some i and j. Unstable modes tend to assemble into new stable modes. Of course,
for systems suffered from the ultraviolet disease, the fact of their instability cannot be
established directly through the use of (8), and circumstantial evidence is required.
It is interesting to compare this mechanism for displaying self-interaction of classical
systems with what happens in the quantum picture. The behavior of a quantum system
can be described by the Feynman path integral. Whatever the path with appropriate end
points, it contributes to the path integral. The principle of least action, Eq. (7), implying
that the contribution of an extremal path dominates the path integral, is irrelevant to
the quantum regime of evolution. Therefore, it is beyond reason to take the condition
of instability (8) as a prerequisite for rendering quantum self-interaction manifest. In
general, it would be wrong to place quantum systems into one of two categories, stable
and unstable, because the notions of stability and instability make no sense outside the
scope of the principle of least action. Note also that the quantum and classical dressings
are unrelated, even though they bear similar names. We recall the reader that the vacuum
polarization is of decisive importance for the quantum dressing, and that a cloud of
virtual pairs of particles and antiparticles is dragged by a dressed quantum particle.
These phenomena are absent from the classical picture where the processes of creations
and annihilations of pairs of particles and antiparticles are strongly forbidden. Perhaps
the most outstanding distinction between the classical and quantum dynamics is that
the latter is reversible, as exemplified by an electron which emits and absorbs photons
with comparable probability amplitudes of these processes, whereas the former becomes
irreversible after the rearrangement.
And yet the quantum picture shares a common trait with its classical relative, that
of having vacuum expectation values of quantum variables 〈0|φ|0〉 governed by the action
principle [142]. Further still the condition of instability for quantum systems described in
terms of 〈0|φ|0〉, Eq. (8), falls into the classical pattern [68].
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The term “rearrangement” was coined by Umezawa [149] who looked at spontaneous
symmetry breaking in the quantum context. The mechanism for rearranging classical
gauge field systems was then studied in a series of papers [91], [93], [94], [95], [97], [98],
[99], [100], and [42], which are relied heavily on findings by Teitelboim [146].
1.3 Plan of the review
This paper is written in a pedagogical manner. We restrict our attention to the simplest
examples of classical self-interacting systems. For those who wish to learn more about
particular issues we provide links to original articles and other useful sources. No attempt
has been made to prepare a complete bibliography because this is a formidable task.
Our prime interest here is with conceptual aspects of the subject matter, rather than
mathematical rigor, generality, and phenomenological utility.
The structure of the review is clear from the table of contents. We briefly run through
pure field systems exhibiting the availability of their topological phases in Secs. 2 and 4.1.
A thorough analysis of such systems, in the light of spontaneous breakdown of symmetry,
can be found in the existing literature.
We do not discuss self-interacting charged particles in curved manifolds [49], [77], [18].
Such a discussion would require rather sophisticated techniques, even though it has met
with only limited success in gaining new insight into the self-interaction problem.
We do not mention many current studies, in particular, those related to gravitational
self-interaction, which fall outside the purpose of this review for nonexperts.
We use units in which the speed of light and Planck’s constant are taken to be unit
throughout. In Secs. 2–5 in which our concern is with the picture in Minkowski spacetime
R1,3 we adopt the metric ηµν = diag (1− 1− 1− 1). When turning to pseudo-Riemannian
manifolds in Sect. 6, we use the metric gµν(x) with the same signature. In order to keep
the conformity with the presentations of original research papers, we use interchangeably
Gaussian and Heaviside units.
2 TOPOLOGICAL PHASES
To trace the advent of topological phases, we can conveniently discuss a simple prototype
of the Goldstone model. Consider a single real scalar field φ(t, x) in two dimensions whose
dynamics is encoded by
L = 1
2
(∂tφ)
2 − 1
2
(∂xφ)
2 +
µ2
2
φ2 − λ
2
4
φ4 − U0 . (9)
The constant
U0 =
1
4
µ2 φ20 , (10)
in which
φ0 =
µ
λ
, (11)
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is suitable for writing the Lagrangian in a succinct form:
L = 1
2
(∂tφ)
2 − 1
2
(∂xφ)
2 − U(φ) , (12)
where
U(φ) =
λ2
4
(
φ2 − φ20
)2
. (13)
The Lagrangian (12) is invariant under reflection φ→ −φ. However, the state φ = 0
realizing this symmetry is found to be unstable as soon as the principle of least action
comes into effect. Every minuscule perturbation remove the system from this state. To
put it differently, this state personifies a tachyon which, in the weak coupling limit λ→ 0,
is governed by (
∂2
∂t2
− ∂
2
∂x2
− µ2
)
φ = 0 . (14)
Since φ = 0 corresponds to unstable equilibrium, the ground state of the system,
associated with the absolute minimum of the energy functional
E =
∫
dx
[
1
2
(∂tφ)
2 +
1
2
(∂xφ)
2 + U(φ)
]
, (15)
is the state afforded by either of two solutions
φ(t, x) = ±φ0 . (16)
To see this, we note that the derivative terms in (15) are minimized when φ is a constant.
This constant is specified by the minimum of U(φ). For both of the solutions (16), the
energy (15) is vanishing. Assume that φ = +φ0 furnishes the ground state. Let χ be a
small perturbation about φ0,
φ = φ0 + χ . (17)
Substituting (17) in (12), we observe that the resulting Lagrangian
L = 1
2
(∂tχ)
2 − 1
2
(∂xχ)
2 − µ2χ2 − λµχ3 − λ
2
4
χ4 (18)
exhibits an oscillatory mode with mass
m =
√
2µ , (19)
instead of the tachyon mode. A similar mode appears in the phase associated with the
solution φ = −φ0.
Therefore, the system executes almost periodic motions about either of two stable
equilibrium points (16). The price for the stability is that the Lagrangian (18) is not
invariant under reflection χ → −χ. This phenomenon, known as spontaneous symmetry
breaking, is inherently classical because the criterion for discriminating between stable
and unstable states stipulates that the principle of least action holds.
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There are two further topological phases corresponding to the so-called “kink” and
“antikink” static solutions
φ(x) = ±φ0 tanh
[
µ (x− x0)√
2
]
, (20)
which asymptotically approach either φ0 or −φ0 as x→ ±∞. The energy density of these
configurations is localized near x0:
ε(x) = µ2
φ20
2
sech4
[
µ (x− x0)√
2
]
. (21)
Accordingly, the total kink energy is finite,
Ekink =
∫ ∞
−∞
dx ε(x) = µ
2
√
2
3
φ20 . (22)
The solutions (20) realize a local minimum of the energy functional (15) in the sense that
small perturbation about the kink (or antikink) are oscillatory modes associated with a
bound state and scattering states, and a translation mode. For a detailed discussion of
the derivation and properties of these solutions see [43], [124], [125], [106].
The field configuration space of all finite-energy solutions can be divided into four
sectors, labelled by two indices
ℵi = φ(x)
φ0
∣∣∣
x=−∞
, ℵf = φ(x)
φ0
∣∣∣
x=∞
. (23)
These sectors are topologically unconnected. The trivial solutions ±φ0 are characterized
by ℵi = ℵf = 1 and ℵi = ℵf = −1, respectively, the kink is marked by ℵi = −1, ℵf = 1,
and the antikink by ℵi = 1, ℵf = −1. Fields of one sector cannot be distorted continuously
into another. To switch between such sectors, it is necessary to leap over the potential
barrier of height ∼ U0L, where U0 is given by (10), and the system is assumed to be in a
large box whose length L tends to ∞. Since time evolution is an example of continuous
distortion, a field configuration from any one sector stays within that sector as time passes.
Another way for identifying the topological phases is to use the topological charge
Q = ℵf − ℵi . (24)
The corresponding topological current
J µ = φ−10 ǫµν∂νφ , (25)
where ǫµν is the two-dimensional Levi-Civita symbol, obeys the local conservation law
∂µJ µ = 0 (26)
for any φ. Therefore, the spatial integral of J 0 is a conserved quantity identical to Q,∫ ∞
−∞
dxJ 0(x) = φ−10
∫ ∞
−∞
dx
∂φ
∂x
= ℵf − ℵi . (27)
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The kink and antikink phases are endowed with Q = 2 and Q = −2, respectively, and
both trivial solutions (16), realizing the degenerate ground state, have Q = 0.
Surprisingly, the four-dimensional analog of the system (9) does not display nontrivial
topological phases associated with kink-like solutions, even though the system is unstable,
and hence experiences spontaneous breakdown of symmetry. A general statement [47] is
that localized static solutions of the system governed by
L = 1
2
(∂µφ ∂
µφ)− U(φ) , (28)
are unstable for nonnegative smooth functions U(φ) with U ′(0) = 0. This argument is
extendable to higher dimensions. Furthermore, exponential instability of localized static
solutions of these systems was established in [85].
In going from the above systems with a real scalar field φ to systems with a complex
scalar field Φ, the discrete symmetry φ → −φ is changed for a continuous symmetry
Φ→ eiθΦ. Accordingly the topological charge Q is substituted for the so-called winding
number n distinguishing different homotopy classes in mapping circles into circles.
Kink-like solutions are lacking in some of these systems. To illustrate, we refer to the
Goldstone model,
L = 1
2
(∂µΦ)
∗ ∂µΦ+
µ2
2
(Φ∗Φ)− λ
2
4
(Φ∗Φ)2 − U0 , (29)
where Φ is a complex scalar field. Although the sign of the term 1
2
µ2 (Φ∗Φ) is such that
Φ behaves as a tachyon, the model is devoid of kink-like solutions.
In contrast, solutions of this kind are peculiar to the Higgs model [76]
L = − 1
16π
(F µνFµν) +
1
2
(DµΦ)
∗ DµΦ+
µ2
2
(Φ∗Φ)− λ
2
4
(Φ∗Φ)2 − U0 . (30)
Here Fµν = ∂µAν − ∂νAµ, Dµφ = (∂µ − ieAµ) Φ, that is, (30) describes the interaction of
a complex scalar field Φ with electromagnetic field. Vortex-line solutions of this model,
similar to the vortex line in a superconductor, were shown [112] to form topologically
nontrivial phases labelled by winding number n. The reader interested in this topics
would do best to consult the books [125], [140], [106].
3 SELF-INTERACTION IN ELECTRODYNAMICS
3.1 The Maxwell–Lorentz theory
The system “a charged particle plus electromagnetic field” is described by the action
S = SPP + SS + SL , (31)
where the Poincare´–Planck term
SPP = −m0
∫
dτ
√
z˙µ z˙µ (32)
11
governs the particle; the Schwarzschild term
SS = −e
∫
dτ z˙µAµ(z) (33)
is responsible for the interaction of the particle and the field; and the Larmor term
SL = − 1
16π
∫
d4xFµνF
µν (34)
encodes the field dynamics. The parameter τ is associated with evolution of the particle.
Derivatives with respect to τ are denoted by dots. m0 stands for mechanical mass of the
particle.
Does the extremalization of this action make the system unstable? A direct way for
tackling the question would be to obtain a joint solution to the Euler–Lagrange equations
Eµ(x) = ∂νFµν(x) + 4πe
∫ ∞
−∞
ds vµ(s) δ
4 [x− z(s)] = 0 (35)
and
ελ(z) = m0a
λ − evµF λµ(z) = 0 (36)
(where s denotes the proper time, vµ = dzµ/ds is the four-velocity, and aµ = dvµ/ds is
the four-acceleration), supplemented with the Bianchi identity
Eλµν = ∂λF µν + ∂νF λµ + ∂µF νλ = 0 , (37)
and examine the variation of Eqs. (35) and (36) about this solution. To accomplish
this plan, one should first find the joint solution, that is, taking the retarded condition
and assuming that zµ(s) is an arbitrary smooth timelike curve, solve Eqs. (37) and (35);
substitute the retarded solution F λµ into Eq. (36); and solve the resulting equation. But
applying the solution F λµ to (36), we obtain a divergent expression. The occurrence of
this divergency can be thought of as if the field degrees of freedom are induced by the
extremality of the action to attain a singularity on the world line, and the particle tends
to blow up due to infinite concentration of the energy of its own field. But if it is granted
that the divergency is eliminated, through the renormalization procedure, the blowup
appears to be suppressed.
Therefore, care is required in analyzing the self-interaction problem in field theories
with delta-function sources. An appropriate starting point for this analysis is a Noether
identity [113], which, as applied to the action (31)–(34), takes the form:
(
∂µT
λµ
)
(x) =
1
8π
(EλµνFµν) (x) + 1
4π
(EµF λµ) (x) + ∫ ∞
−∞
ds ελ(z) δ4 [x− z(s)] . (38)
Here, T µν is the symmetric stress-energy tensor of this system,
T µν =
2√−g
δS
δgµν
∣∣∣
gµν=ηµν
= Θµν + tµν , (39)
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Θµν =
1
4π
(
F µαF να +
1
4
ηµνFαβF
αβ
)
, (40)
tµν = m0
∫ ∞
−∞
ds vµ(s) vν(s) δ4 [x− z(s)] , (41)
and Eλµν , Eµ, ελ are, respectively, the left-hand sides of equations (37), (35), (36). The
derivation of Eqs. (38)–(41) has been detailed, e. g., in [98].
Note that the Noether identity (38) does not stipulate that the action is extremal.
The responsibility for the fulfilment of Eq. (38) only rests with translation invariance.
Were it not for the divergency, the equation
∂µT
λµ = 0 (42)
would imply Eλµν = 0, Eµ = 0, and ελ = 0, that is, the local conservation law for the
stress-energy tensor is formally equivalent to the equation of motion for a bare particle
(36) in which a solution to the field equations (37) and (35) is used. However, Eq. (42)
provides a more penetrating insight into the rearrangement of the Maxwell–Lorentz theory
because Θµν can be segregated into terms with integrable and nonintegrable singularities.
3.1.1 Radiation
Let a point charge be moving along a smooth timelike world line zµ(s). The retarded field
F µν generated by this charge can be written [51] as
F µν =
e
(R · v)3 (R
µUν − RνUµ) , (43)
Uµ = (1− a · R) vµ + (R · v) aµ , (44)
Here,
Rµ = xµ − zµ(sret) (45)
is a null vector drawn from a point zµ(sret) on the world line, where the electromagnetic
signal was emitted, to the point xµ, in which the signal was received; the four-velocity
vµ and four-acceleration aµ refer to the retarded instant sret. Further retarded covariant
variables: invariant distance ρ between xµ and zµ(sret), which is actually the distance
measured in the instantaneously comoving Lorentz frame at s = sret,
ρ = R · v , (46)
a retarded scalar
λ = a ·R − 1 , (47)
and a null vector cµ aligned with Rµ,
Rµ = ρcµ , (48)
are convenient to use for the present discussion. cµ can be represented as the sum of two
orthogonal to each other normalized vectors,
cµ = vµ + uµ , (49)
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where uµ is an imaginary-unit vector directed from zµ(sret) to x
µ,
c2 = 0 , v2 = −u2 = 1 , u · v = 0 , c · v = −c · u = 1 . (50)
With these definitions, Eqs. (43) and (44) become
F µν =
e
ρ2
(cµUν − cνUµ) , (51)
Uµ = −λvµ + ρaµ . (52)
It is common to decompose this field into two parts, F = FI + FII, where
FI =
e
ρ2
c ∧ v , (53)
FII =
e
ρ
c ∧ [a− v (a · c)] , (54)
and regard FI as a “generalized Coulomb field”, and FII as the “radiation field”. However,
this separation is of no utility: whatever the motion of the charge, there is a Lorentz frame,
special for each point xµ, in which FII is completely eliminated, and only FI persists. This
is clear from the mere fact that P = 1
2
Fµν
∗F µν = 0, S = 1
2
FµνF
µν = −e2/ρ4 for the field
F µν defined by Eqs. (51) and (52).
To indicate explicitly the frame of reference in which FII = 0, rewrite (51) as
F =
e
ρ2
̟ , ̟ = c ∧ U . (55)
A rendition of the bivector ̟ is the parallelogram of the vectors cµ and Uµ, with the area
of the parallelogram being equal to 1. The bivector ̟ is invariant under the special linear
group of real unimodular transformations SL(2,R) which rotate and deform the initial
parallelogram in the plane spanned by cµ and Uµ, converting it to parallelograms of unit
area. Therefore, ̟ is independent of directions and magnitudes of the constituent vectors,
it depends only on the parallelogram’s orientation. The parallelogram can always be built
from a timelike unit vector eµ0 and a spacelike imaginary-unit vector e
µ
1 perpendicular to
eµ0 , ̟ = e0 ∧ e1. There are three different cases:
(a) U2 > 0,
eµ0 =
Uµ√
U2
, eµ1 =
√
U2
(
−cµ + U
µ
U2
)
, (56)
(b) U2 < 0,
eµ0 =
√
−U2
(
cµ − U
µ
U2
)
, eµ1 =
Uµ√−U2 , (57)
(c) U2 = 0,
eµ0 =
1√
2
(cµ − Uµ) , eµ1 =
1√
2
(cµ + Uµ) . (58)
In the Lorentz frame with the time axis parallel to eµ0 , all components of the F
µν are
vanishing, except for F 01 which behaves as ρ−2. Equations (56)–(58) explicitly specify a
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frame in which the retarded electromagnetic field generated by a single arbitrarily moving
charge appears as a pure Coulomb field at each observation point. With a curved world
line, this frame is noninertial.
The SL(2,R) transformations can be carried out independently at any spacetime point.
We are thus dealing with local transformations. The invariance of F µν is not pertinent to
electrodynamics as a whole, and hence gives rise to no Noether identities. Rather, this is a
property of the retarded solution to Maxwell’s equations Fret. The advanced solution Fadv
can also be put in the form similar to (51)–(52), that is, Fadv is decomposable, whereas
combinations αFret + βFadv are not.
It is thus seen that the notion of radiation field is problematic: the segregation between
parts of the retarded field scaling as ρ−2 and ρ−1 is disavowed by the local SL(2,R)
invariance of the Lie´nard–Wiechert solution (51)–(52). Under these circumstances one
may look at the stress-energy tensor Θµν for clues. A motivation for this is that Θµν is
frame-dependent. It is natural to accommodate Θµν to Lorentz frames with rectangular
coordinates. Substituting (51)–(52) into (40) gives
Θµν =
e2
4πρ4
(
cµUν + cνUµ − U2cµcν − 1
2
ηµν
)
, (59)
which is split into nonintegrable and integrable parts, Θµν = ΘµνI +Θ
µν
II ,
ΘµνI =
e2
4πρ4
(
cµUν + cνUµ − cµcν − 1
2
ηµν
)
, (60)
ΘµνII = −
e2
4πρ2
[
a2 + (a · c)2] cµcν . (61)
One can show [146] that two local conservation laws hold outside the world line:
∂µΘ
µν
I = 0 , ∂µΘ
µν
II = 0 , (62)
which suggest that ΘµνI and Θ
µν
II are dynamically independent off the world line. Let us
compare the properties of ΘµνI and Θ
µν
II . We begin with the latter.
ΘµνII leaves the source at the speed of light. Indeed, the surface element of the future
light cone C+ drawn from z
µ(sret) is dσ
µ = cµρ2dρ dΩ. Since cµ is a null vector, the flux
of ΘµνII through C+ vanishes, dσµΘ
µν
II = 0, implying that Θ
µν
II propagates along rays of
C+. The energy-momentum flux associated with Θ
µν
II varies as ρ
−2, which means that
the same amount of energy-momentum flows through spheres of different radii. It is also
significant that if the motion is uniform, aµ = 0, then ΘµνII = 0.
None of these features is shared by ΘµνI . Let dσ
µ be the surface element of the future
light cone C+, then
dσµΘ
µν
I =
e2
8πρ4
cνρ2dρ dΩ . (63)
The flux of ΘµνI through C+ is nonzero, and hence Θ
µν
I moves slower than light. One may
conclude that ΘµνII detaches from the source, while Θ
µν
I remains bound to it. It is clear
from (60) and (52) that ΘµνI falls with distance at least as ρ
−3. Therefore, ΘµνI yields the
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flux of energy-momentum which dies out with distance. Furthermore, ΘµνI is nonvanishing
for any motion of the source. In other words, ΘµνI represents a part of the electromagnetic
energy-momentum that is dragged by the charge.
The integration of ΘµνI over a three-dimensional surface intersecting the world line
results in a divergent expression. In the language of quantum field theory, such expressions
are known as “ultraviolet divergent”. The mathematical reason for ultraviolet divergences
is that the product of tempered distributions with coincident supports is ill-defined [31].
We will thereafter refer to a symmetric tensor as radiation, and denote it by ΘµνII , if
(i) ∂µΘ
µν
II = 0 , (64)
(ii) cµΘ
µν
II = 0 , (65)
(iii) ΘµνII ∼ ρ−2 . (66)
It is conceivable that the energy flux produced by ΘµνII is directed inward towards the
field source resulting in energy gain rather than energy loss. One may regard this as the
absorption of radiation rather than its emission. An alternate view is that the emitted
energy is negative: Θ00II = vµΘ
µν
II vν < 0. An example can be drawn from Sect. 4.2 where
the self-interaction problem in the Yang–Mills–Wong theory is analyzed. There is no
universally adopted terminology that distinguishes between Θ00II > 0 and Θ
00
II < 0. We
normally reserve the term “radiation” for the case that the emitted energy is positive.
Making switch from four-dimensional electrodynamics to that in d dimensions, we can
apply this analysis if we replace a sphere enclosing the source by a (d − 2)-dimensional
sphere. Then condition (iii) becomes
(iii) ΘµνII = O
(
ρ2−d
)
, ρ→∞ . (67)
In addition, ΘµνI should fall more rapidly than Θ
µν
II to ensure that Θ
µν
II be distinguished
asymptotically from ΘµνI ,
(iv) ΘµνI = o
(
ρ2−d
)
, ρ→∞ . (68)
The radiated energy-momentum is defined by
Pµ =
∫
Σ
dσν Θ
µν
II , (69)
where Σ is a three-dimensional spacelike surface intersecting the world line. Since ΘµνII
involves only integrable singularities, and ∂νΘ
µν
II = 0, the surface of integration Σ in (69)
may be chosen arbitrarily. It is convenient to deform Σ to a tubular surface Tǫ of small
invariant radius ρ = ǫ enclosing the world line. The surface element on this tube is
dσµ = ∂µρ ρ2 dΩ ds = (vµ + λcµ) ǫ2 dΩ ds. Inserting (61) into (69) gives
Pµ = − e
2
4π
∫ s
−∞
dτ
∫
dΩ
[
a2 + (a · u)2] cµ . (70)
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The solid angle integration is simple. One only need to apply the evident formulas∫
dΩ = 4π ,
∫
dΩuµ = 0 ,
∫
dΩuµuν = −4π
3
v
⊥µν , (71)
where
v
⊥ is the projection operator on a hyperplane with normal vµ,
v
⊥µν= ηµν − vµvν
v2
. (72)
The result of integration is
Pµ = −2
3
e2
∫ s
−∞
dτ a2(τ)vµ(τ) . (73)
For this expression to be convergent, the integrand must fall off sufficiently rapidly
as s → −∞. The pertinent asymptotic condition, formulated by Haag [72], states: the
motion of every charged particle must asymptotically approach a uniform regime in the
remote past,
lim
s→−∞
aµ(s) = 0 . (74)
With this asymptotic condition, Eq. (73) represents the four-momentum emitted by the
source over the period from the remote past to the instant s. Differentiating (73) with
respect to s we obtain the four-momentum emitted by an accelerated charge per unit
proper time:
P˙µ = −2
3
e2a2vµ . (75)
This is the relativistic generalization [74] of the famous Larmor formula [103],
dE
dt
=
2
3
e2 a2 , (76)
describing the rate of radiated energy in an instantaneously comoving Lorentz frame.
Equation (76) shows that dE/dt > 0 to evidence that the emission of radiation is a
dissipative, and hence, unidirectional process.
The concept of electromagnetic radiation grew up over a long period. Our interest
here is with the definition of radiation developed by Teitelboim [146]. It was argued in
[91], [94], [98] that only this definition can be correctly applied to the Yang–Mills–Wong
theory.
3.1.2 Local balance of energy-momentum
Since ΘµνI contains ρ
−3 and ρ−4, this part of the electromagnetic stress-energy tensor is
nonintegrable over three-dimensional surfaces intersecting the world line. An appropriate
regularization is called for. With a Lorentz-invariant cutoff prescription, the result of
integration is given by
P µI = Regǫ
∫
Σ
dσαΘ
αµ
I =
e2
2ǫ
vµ − 2
3
e2aµ , (77)
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where ǫ is the cutoff parameter which is to go to zero in the end of calculations. For a
thorough derivation of Eq. (77) see, e. g., [98]. Observing that a bare particle possesses
the four-momentum
pµ0 =
∫
Σ
dσα t
αµ = m0v
µ , (78)
one may render m0 a singular function of ǫ, m0 = m0(ǫ), add Eqs. (77) and (78) up, and
carry out the renormalization of mass, that is, assume that
m = lim
ǫ→0
[
m0(ǫ) +
e2
2ǫ
]
(79)
is finite and positive. This completes the definition of the measure Regǫ dσλ
(
ΘλµI + t
λµ
)
in the limit ǫ → 0, and the regularization-renormalization procedure culminates in the
well-defined quantity
pµ = lim
ǫ→0
Regǫ
∫
Σ
dσα (Θ
αµ
I + t
αµ) = mvµ − 2
3
e2aµ , (80)
originally deduced in [146].
The regularization-renormalization procedure is a means for completing the definition
of the product of singular distributions, like −1δ4(x), as linear continuous functionals on
a suitable test function space, say, on Schwartz space.
The four-momentum pµ defined in Eq. (80) is attributed to a new entity synthesized
from mechanical and electromagnetic degrees of freedom. This entity is reasonable to call
a dressed charged particle.
Turning back to the general solution F of Maxwell’s equations (35) and (37), we
recall that F is the sum of the retarded solution Fret describing the self field of the
delta-function source plus the general solution Fext of the homogeneous wave equation
describing free (“external”) electromagnetic field, F = Fret+Fext. Accordingly, Θ
µν is split
into Θ = Θret+Θmix+Θext. Our concern here is with Θmix containing mixed contributions
of Fret and Fext, while Θext is immaterial for the present discussion. Because the leading
singularity of Fret is of the type ρ
−2, and Fext is regular on the world line, the term Θmix
is integrable. Besides, taking into account the readily verifiable relationship
∂µΘ
µν
mix = 0 , (81)
the four-momentum ℘µ associated with Θµνmix is conveniently evaluated by the use of a
tube Tǫ of infinitesimal radius ǫ, enclosing the world line z
µ(s), as the integration surface,
℘µ =
∫
Tǫ
dσαΘ
αµ
mix = −e
∫ s
−∞
dτ F µνext(z) vν(τ) . (82)
Equation (82) represents the four-momentum extracted from an external field Fext during
the whole past history prior to the instant s. The derivative of ℘µ with respect to s equals
an external Lorentz force exerted on the dressed particle at the point zµ(s).
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Let us integrate (42) over a domain of spacetime bounded by two spacelike surfaces
Σ′ and Σ′′, separated by a short timelike interval, with both normals directed towards
the future, and a tube TR of large radius R. With the Gauss–Ostrogradsky theorem, this
gives (∫
Σ′′
−
∫
Σ′
+
∫
TR
)
dσµ
(
Θλµ + tλµ
)
= 0 . (83)
We then assume that Fext disappears at spatial infinity. The only term contributing to
the integral over TR is Θ
µν
II . Taking into account the second equation of (62), the integral
of ΘµνII over TR can be converted into the integral over Tǫ. The upshot is[
mvλ(s)− 2
3
e2aλ(s)
]∣∣∣∣s′′
s′
− 2
3
e2
∫ s′′
s′
ds a2(s)vλ(s) = e
∫ s′′
s′
ds F λµext(z) vµ(s) , (84)
or, in a concise form,
∆pλ +∆Pλ +∆℘λ = 0 . (85)
This is the desired local energy-momentum balance on the world line: the four-momentum
∆℘λ = −eF λµext vµ∆s, extracted from the external field Fext during the short period of time
∆s, is expended on the increment of four-momentum of the dressed particle, ∆pλ, and
the four-momentum carried away by radiation, ∆Pλ.
Intuitively, this local balance is associated with an energy-momentum equilibration of
the initially unstable system “a bare particle + electromagnetic field”. The rearrangement
of degrees of freedom in this system may be said to terminate with the formation of the
dressed particle and radiation. If an external field is incorporated in the system along
with the self field, the external Lorentz force eF µνext vν comes into play in this equilibration.
3.1.3 The Abraham–Lorentz–Dirac equation
In an expanded form, Eq. (85) is an ordinary third-order differential equation for zµ(s),
maµ − 2
3
e2
(
a˙µ + vµa2
)
= eF µνext vν , (86)
originally discovered by Abraham [1], [2], [3], Lorentz [104], [105], and Dirac [51]. This
equation is thus referred to by their names.
With the identities
v2 = 1 , v · a = 0 , v · a˙ = −a2 , (87)
(86) can be rewritten as
v
⊥ (p˙− f) = 0 , (88)
where
v
⊥ stands for the projection operator on a hyperplane with normal vµ, Eq. (72), pµ
is the four-momentum defined in Eq. (80), and fµ is an external four-force.
Equation (88) is nothing but Newton’s second law smoothly embedded in Minkowski
spacetime. Dressed particles are therefore dynamical objects governed by Newton’s second
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law. The dissimilarity of a dressed particle from its ancestor, a bare particle, is that the
former has the four-momentum
pµ = m (vµ − τ0 aµ) , (89)
where τ0 is the characteristic time interval
τ0 =
2e2
3m
, (90)
while the four-momentum of the latter depends on kinematical variables as
pµ0 = m0v
µ . (91)
It follows from (89) that
p2 = m2
(
1 + τ 20 a
2
)
. (92)
Suppose that the acceleration of a dressed particle exceeds the critical value,
a2τ 20 = −1 , (93)
then the dressed particle becomes a tachyon, that is, an object whose four-momentum is
spacelike, p2 < 0. This does not imply superluminal motion. The potentially tachyonic
nature of a dressed particle results from the fact that the curvature of its world line can
be excessively high.
A central feature of the Abraham–Lorentz–Dirac equation (86) is the lack of invariance
under time reversal s→ −s because this equation involves both aµ whose transformation
law is aµ → aµ, and a˙µ which transforms according to a˙µ → −a˙µ. The rearrangement
denudes the Maxwell–Lorentz electrodynamics of the time reversal symmetry properties:
the emission of radiation is a unidirectional process, and the equation of motion for a
dressed particle, Eq. (86), is irreversible.
3.1.4 Another way of looking at the dressed dynamics
There are other methods of deriving the Abraham–Lorentz–Dirac equation without resort
to the energy-momentum conservation law, Eq. (42). Our interest here is with one of them
(see, e. g., [14]) which is claimed to be based on an alternative definition of radiation.
Let us proceed directly from the equation of motion for a bare charged particle (36),
m0a
µ = evνF
µν(z) , (94)
in which F µν = F µνret + F
µν
ext, F
µν
ret is the retarded field due to the charge in question, and
F µνext is an external field. Following Dirac’s original approach [51], the retarded field F
µν
ret is
separated into regular and singular parts through introducing the corresponding advanced
field F µνadv:
F µνret =
1
2
(F µνret − F µνadv) +
1
2
(F µνret + F
µν
adv) = F¯
µν + F µνP . (95)
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Expressions for the retarded and advanced Green’s function,
Dret(t, r) =
1
r
δ(t− r) , Dadv(t, r) = 1
r
δ(t+ r) , (96)
indicate that the retarded field generated by a delta-function source behaves similar to
the advanced field in the vicinity of the source. Therefore, F¯ is less singular than Fret and
Fadv, while FP shares the singular behavior of Fret and Fadv.
The resulting regular part of the vector potential is
A¯µ(x) =
∫
d4y D(x− y) jµ(y) , (97)
where
D(x) =
1
2
[Dret(x)−Dadv(x)] = sgn(x0) δ(x2) , (98)
jµ(x) = e
∫ ∞
−∞
ds vµ(s) δ4 [x− z(s)] . (99)
We use (99) in (97) to give
A¯µ(x) = e
∫ ∞
−∞
ds vµ(s)D [x− z(s)] . (100)
Denoting Rµ = xµ − zµ(s), we evaluate the regular part of the field strength:
F¯ µν(x) = e
∫ ∞
−∞
ds
(
dR2
ds
)−1
d
ds
D(R)
[
vν(s)
∂R2
∂ xµ
− vµ(s) ∂R
2
∂ xν
]
. (101)
Since
dR2
ds
= −2R · v , ∂R
2
∂ xν
= 2Rν , (102)
we have
F¯ µν(x) = e
∫ ∞
−∞
dsD(R)
d
ds
(
Rµvν −Rνvµ
R · v
)
. (103)
Let the observation point xµ be on the world line, xµ = zµ(τ). All other points on the
world line are separated from xµ by timelike intervals. Accordingly, the delta-function in
(98) should be understood as the limit
δ(R2) = lim
ǫ→0
δ(R2 − ǫ2) . (104)
Besides, we can represent the argument of the signum function in (98) as R0 = R · v.
We now write s = τ + σ, and consider the integrand for a small interval σ. Using the
expansions
zµ(τ + σ) = zµ + σ vµ +
σ2
2
aµ +
σ3
6
a˙µ + . . . , (105)
vµ(τ + σ) = vµ + σ aµ +
σ2
2
a˙µ + . . . , (106)
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where the vectors on the right-hand side refer to the instant τ , we find
Rµ = zµ(τ)− zµ(τ + σ) = −σ
(
vµ +
σ
2
aµ +
σ2
6
a˙µ
)
+ . . . (107)
It follows that
Rµvν(τ + σ)− Rνvµ(τ + σ) = σ
2
2
(vνaµ − vµaν) + σ
3
3
(vν a˙µ − vµa˙ν) + . . . (108)
In view of identities (87),
R · v(τ + σ) = −σ +O(σ3) . (109)
Substituting (108) and (109) into (103) and taking into account that
sgn(R · v) δ(R2 − ǫ2) = sgn(−σ) δ(σ2 − ǫ2) = − 1
2ǫ
[δ(σ − ǫ)− δ(σ + ǫ)] , (110)
we obtain
F¯ µν(z) =
2
3
e2 (a˙µvν − a˙νvµ) +O(ǫ) , (111)
and
evνF¯
µν(z) =
2
3
e2
(
a˙µ + a2vµ
)
+O(ǫ) . (112)
The term
Γµ =
2
3
e2
(
a˙µ + a2vµ
)
, (113)
is called the Abraham term. In the literature, Γµ is often interpreted as radiation reaction,
that is, the finite effect of the retarded Lie´nard–Wiechert field upon its own source. This
interpretation goes back to Dirac [51] who considered F µνret−F µνadv as the radiation field and
F µνret + F
µν
adv as the bound field. But this treatment is wrong. With reference to Eq. (95),
we remark that Γµ is derived from F¯ µν , rather than from F µνret − F µνadv which is double the
F¯ µν . We already mentioned that a dressed particle is acted upon by only an external
force. It will transpire in the next section that the concept of radiation reaction causes
much confusion in understanding the rearranged Maxwell–Lorentz theory. Furthermore,
linear combinations of retarded and advanced fields seem to be of no use for nonlinear
theories such as the Yang–Mills theory. Therefore, it is best to think of Eq. (95) as a mere
formal trick for discriminating between integrable and nonintegrable singularities of the
retarded field.
Consider the symmetric part FP of the decomposition (95). The corresponding Green’s
function is
DP (R) =
1
2
[Dret(R) +Dadv(R)] = δ(R
2) . (114)
We regularize this expression as follows:
δ(R2 − ǫ2) = δ(σ2 − ǫ2) = 1
2ǫ
[δ(σ − ǫ) + δ(σ + ǫ)] . (115)
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Applying this procedure to
F µνP (x) = e
∫ ∞
−∞
ds δ(R2 − ǫ2) d
ds
(
Rµvν − Rνvµ
R · v
)
, (116)
we get
F µνP (z) =
e
2ǫ
(vµaν − vνaµ) +O(ǫ) . (117)
Therefore,
evνF
µν
P (z) = −
e2
2ǫ
aµ +O(ǫ) . (118)
Substituting (112) and (118) in (94) and performing the renormalization of mass, Eq. (79),
we come again to the Abraham–Lorentz–Dirac equation (86).
For completeness, it is useful to refer to a simple method of regularization proposed in
[15], which obviates the need for advanced fields. This method can readily be extended
to field theories involving scalar and tensor fields, and linearized gravitation [17], as well
as electrodynamics in curved spacetime [18]. The key idea of this method is that the
retarded field Fret can be regularized in the vicinity of the source using a kind of analytic
continuation. To be more precise, the field is regarded as a function of two variables
F µν [x; z(s)] and is continued analytically from null intervals between the observation
point xµ and the retarded point zµ(s) to timelike intervals which result from assigning
xµ = zµ(s+ ǫ) and keeping the second variable zµ(s) fixed.
To summarize, the retarded Lie´nard–Wiechert field can be regularized in different
ways. The regularization scheme is allowed to be arbitrary; the only requirement is that
it respects the symmetries of the action (32)–(34). Given a regularization characterized
by the regularization parameter ǫ, the field becomes finite but ǫ-dependent at distances
shorter than ǫ. This suggests that the mechanical mass should also be a function of
regularization, m0 = m0(ǫ). A remarkable fact is that the renormalization of mass (79),
absorbing the self-energy divergence, makes the rearranged Maxwell–Lorentz electrody-
namics a finite and unambiguous theory.
3.1.5 Paradoxes and misconceptions
The physical validity of the Abraham–Lorentz–Dirac equation
maµ − 2
3
e2
(
a˙µ + vµa2
)
= fµ (119)
has been the subject of much controversy. At present the following view of this equation is
of considerable use [9], [14], [81], [102], [115], [129]: Eq. (119) governs a charged radiating
particle endowed with the four-momentum
pµ = mvµ . (120)
The particle is assumed to experience both an external force fµ and the radiation reaction
Γµ =
2
3
e2
(
a˙µ + vµa2
)
, (121)
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which is also known as the radiation damping four-force.
This view leads to many paradoxes and puzzles. To gain greater insight into why
this view is so much persistent, let us take a closer look at the notion of radiation field
proposed by Dirac [51]. The general solution to Maxwell’s equations can be cast in two
alternative ways:
F = Fin + Fret , (122)
F = Fout + Fadv , (123)
where Fin and Fout are respectively incoming and outgoing fields described by solutions
to the homogeneous wave equation. Dirac defined the radiation field as
Frad = Fout − Fin . (124)
In view of (122) and (123), this can also be written as the difference between the retarded
and advanced solutions:
Frad = Fret − Fadv . (125)
Frad measures the dissimilarity between the field which is going to happen in the far future
and the field which was formed in the remote past, and hence is advisable to be called
the radiation field. We will see in Sec. 3.4 that Frad plays a crucial role in the Wheeler
and Feynman absorber theory of radiation.
Frad shares a number of traits with FII, the long-range part of the retarded field defined
by Eq. (54). Indeed, consider a world line composed of two timelike rays connected by
a curved fragment, and draw two future light cones from the connection points. In the
region enclosed by these cones, Frad approaches Fret, and, furthermore, FII dominates
Fret with distance away from the source. Meanwhile FII was shown in Sec. 3.1.1 to be
completely removable by an appropriate local SL(2,R) transformation, so that Frad is
removable along with FII from the asymptotic region in which Frad → FII.
It is worthy of note that all manifestations of Frad as a free field are due to linearity
of Maxwell’s equations. In non-Abelian gauge theories, linear combinations of retarded
and advanced solutions are no longer free fields. The construction (125) may only be of
utility in Maxwell’s electrodynamics or other theories with linear field equations.
Since 1
2
Frad is nonsingular on the world line, one can use it in the Lorentz force law,
much as was done in Sec. 3.1.4, to yield the Abraham term Γµ, Eq. (121), appearing in
the Abraham–Lorentz–Dirac equation (86). Ignoring the excess factor 2 in the definition
of Frad, one commits to recognize Γ
µ as the radiation reaction.
What are the consequences of this recognition? The radiating particle feels a recoil,
−P˙µ = 2
3
e2a2vµ , (126)
the negative of the Larmor emission rate (75). However, −P˙µ is not a four-force because
it is not orthogonal to vµ. On the other hand, Γµ is orthogonal to vµ, but differs from the
expected recoil by the so-called Schott term 2
3
e2a˙µ [139]. This term makes the energy-
momentum balance problematic. To see this, write the temporal component of (119)
as
d
dt
m√
1− v2 −
2
3
e2 a2 − 2
3
e2
d
dt
a0 = F · v . (127)
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Following Dirac [51], one may reason: the rate at which the external force F does work
on the particle is equal to the increase in the particle’s kinetic energy, plus the energy
radiated, plus the energy stored in the Schott term. Although the energy stored in the
Schott term can in principle be attributed to a “reversible form of emission and absorption
of field energy”, its actual role appears mysterious.
In an effort to remedy the situation, we impose the asymptotic condition
lim
s→±∞
aµ(s) = 0 , (128)
generalizing the Haag condition (74). Observing that 2
3
e2a˙µ is a perfect differential, and
integrating (119) over s in infinite limits, we eliminate the effect of this term and come
to a global energy-momentum balance
mvµout −mvµin −
2
3
e2
∫ ∞
−∞
ds a2vµ =
∫ ∞
−∞
ds fµ . (129)
It may appear that (129) is a satisfactory solution to the problem [130]. But actually this
result is puzzling. Whatever the history of the particle, zµ(s), obeying the asymptotic
condition (128), the totality of alternating local emissions and absorptions, controlled by
the Schott term, is zero, so that the global energy-momentum balance (129) holds true.
It is as if the particle takes care on that this totality does not become nonvanishing in the
end. The natural question can then be raised: Why is the energy-momentum conserved
globally rather than locally? There is nothing in the laws of the Maxwell–Lorentz theory
which suggests that the electromagnetic interaction is nonlocal to make local balance
impossible.
The paradigm of rearrangement offers an alternative view of Eq. (119) as the equation
of motion for a dressed particle. It was established in Sec. 3.1.3 that (119) is equivalent
to Newton’s second law embedded in Minkowski space, Eq. (88). The key point is that a
dressed particle possesses the four-momentum pµ given by (89) rather than by (120). The
structure of Eq. (88) makes it clear that the only force exerting on the dressed particle is
an external force fµ. There is no term in this equation through which the dressed particle
interacts with itself. The notion “radiation damping force” and the like are thus to be
abandoned as misconceptions. The local energy-momentum balance on the world line,
Eq. (85),
p˙µ + P˙µ = fµ (130)
is a mere rewriting of the Abraham–Lorentz–Dirac equation, which tells us that the
energy-momentum of an external field is converted into the increment of energy-momentum
of the dressed particle and the energy-momentum radiated.
Closely related to the energy-momentum balance problem is the paradox of uniform
acceleration. A covariant condition for uniform acceleration (see, e. g., [129]) is( v
⊥ a˙
)µ
= a˙µ + a2vµ = 0 . (131)
This condition implies Γµ = 0, and the Abraham–Lorentz–Dirac equation (119) becomes
maµ = fµ , (132)
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which is identical to the equation of motion for a nonradiating particle, say a neutral
particle of mass m. One may see the paradox in the fact that a uniformly accelerated
charged particle, while emitting electromagnetic radiation, experiences no back reaction.
Besides, it is strange that the case of uniform acceleration is physically distinguished.
No paradox arises for a dressed particle. As pointed out above, the dressed particle
experiences only an external force fµ. The Abraham term Γµ has nothing to do with
radiation reaction. Γµ says nothing about the emission rate P˙µ, and Γµ = 0 does not
imply that P˙µ = 0.
There is another formulation of this paradox. Let us compare the behavior of neutral
and charged particles, which have identical masses m, and move along a straight line
under a constant force fµ, say fall to the surface of the Earth. Both are attracted toward
the Earth by an approximately constant force f = −mgn, where g is the acceleration of
gravity, and n the normal vector of the surface of the Earth. With the ansatz
vµ = (cosh ν,n sinh ν) , (133)
fµ = mg (sinh ν,−n cosh ν) , (134)
where ν = ν(s) is an unknown function, the equation of motion for the charged particle
reduces to
ν˙ − τ0 ν¨ = −g , (135)
and that for the neutral particle reduces to
ν˙ = −g . (136)
Both equations (135) and (136) are satisfied by ν = −gs. Therefore, a given constant
force causes both particles move along the same hyperbolic world line
zµ(s) = zµ(0) + g−1 (sinh gs,−n cosh gs) , (137)
even if the accelerated charged particle radiates. Since this radiation carries off energy,
the charged particle may be expected to accelerate less than the neutral one.
Note, however, that the energy of a neutral particle is positive definite, while the
energy of a dressed charged particle is indefinite. Despite the fact that both particles
execute identical motions, the energy associated with these motions is different. Indeed,
the energy of a dressed charged particle is
p0 = mv0 − 2
3
e2a0 = m [cosh(gs)− τ0g sinh(gs)] . (138)
Accordingly, the increment of p0 during a period from s1 to s2 is
∆p0 = p0(s2)− p0(s1) = m [cosh(gs)− τ0g sinh(gs)] |s2s1 . (139)
The energy radiated during this period is
−2
3
e2
∫ s2
s1
ds a2v0 = mτ0g sinh(gs)|s2s1 . (140)
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The sum of (139) and (140) equals the work W of the force fµ defined in (134),
W =
∫ s2
s1
ds f 0 = m cosh(gs)|s2s1 , (141)
as might be expected from the balance equation (130).
For the neutral particle, p0 = mv0, and so
∆p0 = m cosh(gs)|s2s1 , (142)
which is equal to W .
Keeping in mind Eq. (92), one may state that, when executing an accelerated motion,
the dressed particle appears as an object less heavy than the neutral particle. That is
why the increment of energy of the dressed particle caused by a constant force, Eq. (139),
is less than that of the neutral particle, Eq. (142), by the energy radiated, Eq. (140).
A further concern is with the so-called counter-acceleration. One normally expects
that the smallness of Γµ implies small corrections to the essentially Newtonian behavior
of a charged particle. But these expectations are not always realized.
Let a charged particle be moving along a straight line. Then vµ = (cosh ν, sinh ν, 0, 0),
fµ = f(sinh ν, cosh ν, 0, 0), and the Abraham–Lorentz–Dirac equation (86) reduces to
m (ν˙ − τ0 ν¨) = f . (143)
This ordinary differential equation can be readily integrated to give
ν˙(s) = es/τ0
[
C − 1
mτ0
∫ s
0
dτ e−τ/τ0 f(τ)
]
, (144)
where C is an arbitrary initial value of ν˙ at s = 0. The comparison of (86) and (143)
shows that ν˙ can be identified with the one-dimensional acceleration in the instantaneously
comoving frame of reference. Setting C = 0, one finds that ν˙ and f are oppositely directed.
For a dressed particle, this result presents no difficulty. Indeed, Eq. (88) shows that
the dynamics of a dressed particle is Newtonian. This, however, in no way implies that
acceleration must be aligned with force; aµ and fµ would have the same direction only if
one makes the ad hoc assumption that pµ = mvµ.
We next turn to the problem of runaways. On putting fµ = 0 in (119), one can easily
check that the general solution to this equation is
vµ(s) = Vµ cosh(ν0 + w0τ0e
s/τ0) + Uµ sinh(ν0 + w0τ0e
s/τ0) , (145)
where Vµ and Uµ are constant four-vectors such that V · U = 0, V2 = −U2 = 1, and ν0
and w0 are arbitrary parameters. This solution of the Abraham–Lorentz–Dirac equation
is the most embarrassing feature of the theory: a free charged particle moving along the
world line defined in (145) continually accelerates,
a2(s) = −w20 exp (2s/τ0) , (146)
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and, furthermore, continually radiates. This may seem contrary to energy conservation.
Such particles are said to be self-accelerated, or else executing a runaway motion.
Based on the dynamics of a dressed charged particle, the issue of energy-momentum
conservation can be solved immediately. Taking fµ = 0 in (130), we have
p˙µ = −P˙µ , (147)
which suggests that the rate of change of the energy-momentum of a dressed particle
equals the negative of the emission rate. Of crucial importance is the observation that
the energy of a dressed charged particle is indefinite,
p0 = mγ
[
1− τ0 γ3 (a · v)
]
, (148)
and hence, increasing |v| need not be accomplished by increasing p0. In fact, the energy
of a dressed particle executing a runaway motion (145) decreases steadily, which exactly
compensates the increase in energy of the electromagnetic field emitted,
p0(s2)− p0(s1) = −
∫ s2
s1
ds P˙0 . (149)
The runaways have long been believed to be unphysical solutions. The reason for
this belief is that a free electron with exponentially increasing acceleration has never
observed experimentally. However, by the turn of the 20th century, the idea that free
objects can move with acceleration became not without appeal (for a review of some
objects exemplifying such non-Galilean motions see [96]). The observational evidence for
an accelerating Universe [127], [117], expressed in terms of the scale factor a of the line
element for homogeneous and isotropic spacetime,
a(t) ∼ exp(H0t) , (150)
where H0 is the current Hubble expansion parameter (H
−1
0 ∼ 1010 years), is usually
attributed to the presence of a positive cosmological constant. An alternative approach
to account for this exponentially accelerated motion [97] asserts that the Universe may
be regarded as a free massive object, say a brane, which emits gravitational radiation and
moves in a runaway regime similar to that shown in Eq. (145), with the characteristic
time τ0 being ∼ H−10 ∼ GNm, where GN is Newton’s constant, and m the total visible
mass of the Universe.
Turning to the lack of observational evidence for self-accelerated motions of electrons,
we note that the critical acceleration |a| = τ−10 has been attained after a lapse of time
∆s = −τ0 log(τ0w0) , (151)
and then the four-momentum of a self-accelerated electron becomes spacelike, p2 < 0.
The period of time over which a self-accelerated subnuclear particle, if any, possesses
timelike four-momenta is quite tiny. From (90) and (151), the period ∆s is estimated at
τ0 ∼ 10−23 s for electrons, and still shorter for more massive charged elementary particles.
All primordial self-accelerated particles with such τ0’s have long been in the tachyonic
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state. But we do not have the slightest notion of how tachyons can be experimentally
recorded.
We finally address the problem of pre-accelerations. For simplicity, we consider a
charged particle moving along a straight line. To get rid of runaways, we assume that
ν˙(s) → 0 as s → ∞. Then the differential equation (143) can be readily converted into
an integro-differential equation [80], [81],
mν˙(s) =
∫ ∞
0
dξ f(s+ τ0ξ) e
−ξ . (152)
It follows from this equation that the particle accelerates before the force is applied.
For example, if a step pulse, f(t) = f0 θ(t), were applied, then the particle would begin
its acceleration at a time τ0 before the pulse arrived. This phenomenon is appraised to
be unphysical because the behavior of the particle apparently violates causality.
We should not forget, however, that a dressed particle is an object synthesized from
mechanical and field degrees of freedom, and hence the third-order differential equation,
Eq. (119), governs its behavior. If an effort is made to express the Abraham–Lorentz–
Dirac equation in terms of the second-order equation of motion for a bare particle, then the
distinction between these two dynamics shows itself as an effective smearing over a small
spacetime region of size τ0. This imprecise argument can be formulated more neatly: the
effective smearing is expressed by Eq. (152). Of course, the actual interaction of a dressed
particle with an external field is local, as exemplified by the local energy-momentum
balance (130).
Most paradoxes in the Maxwell–Lorentz electrodynamics stem from the view that a
charged radiating particle carries four-momentum pµ = mvµ, and that the Abraham term
Γµ exerts on this particle as the radiation damping force. The formula pµ = mvµ has no
justification except for keeping an analogy with mechanics. If a stress-energy tensor Tµν
associated with the integral quantity pµ = mvµ is explored, one can readily verify that
the local conservation law ∂µT
µν = 0 does not hold outside the world line. Considering
T µν −Tµν as the radiation part of the stress-energy tensor we come into conflict with the
characteristic properties of the radiation (64) and (65).
Note also that pµ = mvµ implies that p0 is positive definite. But the four-momentum
of a dressed charged particle is defined by pµ = P µI +m0v
µ. The bound four-momentum P µI
is a timelike future directed vector, while the four-momentum of a bare particle m0v
µ is a
timelike past directed vector becausem0(ǫ) < 0 for small ǫ, as Eq. (79) suggests. Assuming
that P µI +m0v
µ is a timelike vector, one should recognize that the time component of this
vector can have any sign. This conclusion is certified by Eq. (148).
Lack of understanding of the fact that the dynamics of a dressed charged particle
attributed to the Abraham–Lorentz–Dirac equation (119) is physically satisfactory has
led to numerous attempts at developing ad hoc modifications and approximate versions
of this equation adapted to applications (see, e. g., [145] and references therein). We omit
these developments because they add little to our discussion of the conceptual aspects of
the Maxwell–Lorentz theory.
While the concept of dressed particles is a tenable physical means of disambiguation,
the proper mathematical treatment of the Abraham–Lorentz–Dirac equation governing a
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dressed particle is as yet imperfectly understood. When extreme care is not exercised,
surprising results may arise [56], [119], [115], which tempts one to assign the blame to the
Abraham–Lorentz–Dirac equation itself.
3.2 Electrodynamics in various dimensions
It is instructive to see whether the rearrangement of the Maxwell–Lorentz theory remains
unchanged in other dimension if the field sector of the action is assumed to be valid,
S = − 1
4Ωd−2
∫
ddx (FµνF
µν + Aµj
µ) . (153)
Here, Ωd−2 = 2π
d−1
2 /Γ
(
d−1
2
)
is the area of the unit (d − 2)-sphere, the field strength Fµν
is expressed in terms of the vector potentials, Fµν = ∂µAν − ∂νAµ, and
jµ(x) = e
∫ ∞
−∞
ds vµ(s) δd [x− z(s)] (154)
represents the current density of a single point charge e. For simplicity, the charge e is
put to be unit here and in the next subsubsection. Greek letters standing for spacetime
indices take the values 0, 1, . . . , d− 1. We adopt the metric ηµν = diag (1,−1, . . . ,−1).
The field equation resulting from (153), on imposing the Lorenz gauge condition, reads
Aµ = Ωd−2 jµ . (155)
This equation can be solved with the aid of the Green’s function technique [80]. Solutions
to the equation of the retarded Green’s function
Gret(x) = δ
d(x) (156)
are given by
Gret(x) =

1
2πn
θ(x0) δ
(n−2)(x2) d = 2n ,
(−1)n−1
πn+
1
2
Γ
(
n− 1
2
)
θ(x0) θ(x
2) (x2)
1
2
−n
d = 2n + 1 ,
(157)
where δ(n−2)(x2) is the Dirac delta-function differentiated n− 2 times with respect to its
argument.
A sharp distinction between wave propagation in space of even and odd dimensions can
be understood from Huygens’ principle, whereby any retarded signal carries information
on the state of a point source at the instant of its emission. This idea is exemplified in
the first line of (157): the retarded Green’s function for R1,2n−1 is concentrated on the
forward sheet of the light cone x2 = 0, x0 > 0. By contrast, in R1,2n the retarded signal
measured at a point xµ derives from the entire history of the source which lies on or within
the past light-cone of xµ. If we think of the retarded signal as travelling with the speed of
light then it ought to be emitted at the instant the source intersects the past light cone
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of xµ. Hence, Huygens’ principle fails in odd spacetime dimensions: the second line of
(157) shows that the support of the retarded Green’s function in R1,2n is the interior of
the future light cone x2 ≥ 0, rather than its surface.
Even-dimensional electromagnetic worlds have little in common with their relatives
in odd dimensions. To illustrate this, in R1,2, the action (153) can be augmented by the
addition of the Chern–Simons term
SCS = µ
∫
d3x ǫαβγAαFβγ , (158)
which is gauge invariant despite the presence of the parameter µ interpreted as the mass of
the field Aα [48]. Odd-dimensional versions of the Maxwell–Lorentz electrodynamics are
more intricate, both technically and conceptually, than its even-dimensional versions, in
particular the self-interaction problem in R1,2n is less well understood. Attempts at formal
evaluating the effects of self-interaction gained little, if any, insight into this problem. This
forces us to focus on the affair in even dimensions.
3.2.1 R1,2n−1
The 2n-dimensional retarded vector potential is given by
A(2n)µ (x) = Ω2n−2
∫ ∞
−∞
dsG
(2n)
ret (R) vµ(s) , (159)
where Rµ = xµ − zµ(sret) is the null 2n-vector drawn from the retarded point zµ(sret) on
the world line, where the signal is emitted, to the point xµ, where the signal is received.
To simplify our notations as much as possible, we introduce the net vector potentials
and field strengths, Aµ and Fµν (as opposed to the ordinary vector potentials and field
strengths, Aµ and Fµν , whose normalization is consistent with Gauss’ law):
A(2p)µ = N
−1
p A(2p)µ , F (2p)µν = N−1p F (2p)µν , (160)
where
N1 = 1 , Np = (2p− 3)!! , p ≥ 2 . (161)
Consider the vector potentials, calculated through the use of Eq. (159), restricting our
attention to d in the range from d = 2 to d = 10 (which hold the greatest interest in
string and brane applications):
A(2)µ = −Rµ , (162)
A(4)µ =
vµ
ρ
, (163)
A(6)µ = −λ
vµ
ρ3
+
aµ
ρ2
, (164)
A(8)µ =
[
3λ2 − ρ2 (a˙ · c)] vµ
ρ5
− 3λ aµ
ρ4
+
a˙µ
ρ3
, (165)
A(10)µ =
[−15λ3 + 10λρ2 (a˙ · c)− ρ2a2 − ρ3 (a¨ · c)] vµ
ρ7
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+
[
15λ2 − 4ρ2 (a˙ · c)] aµ
ρ6
− 6λ a˙µ
ρ5
+
a¨µ
ρ4
, (166)
A(12)µ =
{
105λ2
[
λ2 − ρ2(a˙ · c)]+ 15λρ2[ρ(a¨ · c) + a2]
−5
2
ρ3(a2). − ρ4(...a ·c) + 10ρ4(a˙ · c)2
}
vµ
ρ9
+5
{
3λ
[−7λ2 + 4ρ2(a˙ · c)]− ρ2[ρ(a¨ · c) + a2]} aµ
ρ8
+5
[
9λ2 − 2ρ2(a˙ · c)] a˙µ
ρ7
− 10λ a¨µ
ρ6
+
...
aµ
ρ5
. (167)
It is possible to show [99] that the field strength F (2n)µν generated by a point charge
living in a 2n-dimensional world is expressed in terms of the vector potentials A(2m)µ due
to this charge in 2m-dimensional worlds nearby,
F (2) = −A(2) ∧A(4) , (168)
F (4) = −A(2) ∧A(6) , (169)
F (6) = −A(2) ∧ A(8) −A(4) ∧A(6) , (170)
F (8) = −A(2) ∧ A(10) − 2A(4) ∧A(8) , (171)
F (10) = −A(2) ∧ A(12) − 3A(4) ∧ A(10) − 2A(6) ∧ A(8) . (172)
We mention in passing that these algebraic relationships are not only remarkably simple
and elegant, but also physically surprising. The world line zµ(s) of the charge generating
these field configurations is described by various numbers of the principal curvatures κj for
different spacetime dimensions. To be specific, consider Eq. (169). The world line which
gives rise to A(2)µ is a planar curve, specified solely by κ1, while that giving rise to A(6)µ
is a curve characterized by five essential parameters κ1, κ2, κ3, κ4, and κ5. If we regard
the world line zµ(s) in M1,2n−1 as the basic object, then both projections of this curve
onto lower-dimensional spacetimes and its extensions to higher-dimensional spacetimes
are rather arbitrary. However, this arbitrariness does not show itself in Eqs. (168)–(172)
linking F (2n)µν and A(2m)µ .
To reveal the behavior of the retarded electromagnetic field at spatial infinity, we
segregate in A(2n+2) the term scaling as ρ−n by introducing the vectors
b(2n+2)µ = lim
ρ→∞
ρnA(2n+2)µ (173)
and
A¯(2n+2)µ =
1
ρn
b(2n+2)µ ] . (174)
All infrared irrelevant terms are erased by this limiting procedure, so that
A(2) ∧ A¯(2n+2) (175)
32
represents the long-distance asymptotics of F (2n) [95], [98], [99], [71]. To see this, it is
sufficient to compare the behavior of A(2) ∧ A(2n+2) and A(4) ∧ A(2n). Because the least
falling terms of A(2n+2) and A(2n) scale, respectively, as ρ−n and ρ1−n, the leading long-
distance asymptotics of A(2)∧A(2n+2) is given by ρ1−n while that of A(4)∧A(2n) is given by
ρ−n. The same is true for the comparison of the long-distance behavior of A(2) ∧A(2n+2)
and that of the remaining two-forms contained in F (2n).
We write explicitly b
(2n+2)
µ for n = 1, 2, 3, 4, 5:
b(4)µ = vµ , (176)
b(6)µ = − (a · c) vµ + aµ , (177)
b(8)µ =
[
3 (a · c)2 − (a˙ · c)] vµ − 3 (a · c) aµ + a˙µ , (178)
b(10)µ = −
[
15 (a · c)3 − 10 (a · c) (a˙ · c) + (a¨ · c)] vµ
+
[
15 (a · c)2 − 4 (a˙ · c)] aµ − 6 (a · c) a˙µ + a¨µ , (179)
b(12)µ =
{
5
[
3 · 7 (a · c)2 ((a · c)2 − (a˙ · c))+ 2 (a˙ · c)2 + 3 (a · c) (a¨ · c)]− (...a ·c)} vµ
−5{3 (a · c) [7 (a · c)2 − 4(a˙ · c)] + (a¨ · c)} aµ
+5
[
9 (a · c)2 − 2(a˙ · c)] a˙µ − 10 (a · c) a¨µ + ...aµ . (180)
The radiated energy-momentum is defined by
Pµ =
∫
Σ
dσν Θ
µν
II , (181)
where Σ is a (2n − 1)-dimensional spacelike hypersurface. ΘµνII involves only integrable
singularities, and ∂νΘ
µν
II = 0. Therefore, the surface of integration Σ in (181) may be
chosen arbitrarily. It is convenient to deform Σ to a tubular surface Tǫ of small invariant
radius ρ = ǫ enclosing the world line. The surface element on this tube is
dσµ = ∂µρ ρ2n−2 dΩ2n−2 ds = (vµ + λcµ) ǫ2n−2 dΩ2n−2 ds . (182)
Since the radiation flux through a (2n− 2)-dimensional sphere enclosing the source is
constant for any radius of the sphere, the terms of Θµν responsible for this flux scale as
ρ2−2n. Equation (181) becomes
P(2n)µ = −
1
N2nΩ2n−2
∫ s
−∞
ds
∫
dΩ2n−2 cµ
(
b(2n+2)
)2
, (183)
so that the radiation rate is given by
P˙(2n)µ = −
1
N2nΩ2n−2
∫
dΩ2n−2 cµ
(
b(2n+2)
)2
. (184)
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A large list of generic formulas describing radiation of tensor fields of various ranks
from an accelerated point source moving in R1,2n−1, which allows to evaluate the total
intensity and radiated momentum, has been given in [110]).
The above results may give the impression that self-interaction in any even dimension
is qualitatively the same. Indeed, it seems to be imperative that the Maxwell–Lorentz
theory, generalized to 2n dimensions, rearranges in a standard way to bring into existence
radiation and dressed particles whose momenta obey the balance equation (85). We now
take d = 2 and d = 6 as examples which impeach this impression, namely we mean to
show that the d = 2 and d = 6 pictures differ drastically from the d = 4 picture [95],
[98]. Two-dimensional electrodynamics is immune from rearrangement: there are neither
radiation nor dressing. Six-dimensional electrodynamics does rearrange, but the upshot is
surprising. The six-momentum of a dressed particle is not defined uniquely; this quantity
is given by two different expressions pµ and pµ. Each is the six-momentum in a particular
context. If we take the balance equation (85), then the dressed particle is represented by
pµ, but if Newton’s second law (88) is regarded as the equation of motion for the dressed
particle, its dynamical state is specified by pµ.
3.2.2 R1,1
The retarded vector potential, generated by a charged point particle,
Aµ = −eRµ , (185)
and the associated retarded field strength,
Fµν = e (cµvν − cνvµ) , (186)
are not singular, even if Fµν is discontinuous on the world line. Besides, Fµν is independent
of acceleration.
The stress-energy tensor for the field (186) is
Θµν =
1
4
e2 (cµvν + cνvµ − cµcν) = 1
4
e2 (vµvν − uµuν) = 1
4
e2ηµν . (187)
Here, the completeness relation vµvν − uµuν = ηµν stemming from the fact that vµ and
uµ form a basis in R1,1 has been used. It is evident that ∂µΘ
µν = 0. Expression (187)
contains the term −1
4
e2cµcν . Is it possible to interpret it as radiation? Although this
term meets three conditions (64), (65), and (67), the fourth condition (68) is violated
because −1
4
e2cµcν is similar in its spatial behavior to the rest of the stress-energy tensor
(187), contrary to the requirement that the radiation be asymptotically separated from
the bound part. Hence, the electromagnetic radiation is absent from R1,1.
The problem of two particles in R1,1 is readily translated into the problem of two
parallel plates of a planar immense capacitor in R1,3. There is only an electric field E
between the plates, which is constant for any separation and velocity of the plates. The
same is true for a system of N charged particles which can be thought of as a system of N
parallel charged plates of infinite extent. An important point is that we are dealing with a
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well-defined problem only for systems whose total charge Q =
∑
eI is vanishing, otherwise
infrared divergence of the self-energy ensues. Indeed, restricting our consideration to a
single-particle system, Q = e 6= 0, we find
P µ =
∫
dσν Θ
µν =
1
2
e2vµL , L→∞ . (188)
In contrast, if Q = 0, then the integration range in every integral of the type shown in
Eq. (188) is finite, as Gauss’ law suggests, and the integrals turn out to be convergent.
The resulting dynamics is thus not subject to rearrangement. The equation of motion
for Ith particle in which the general retarded solution to Maxwell’s equations is used reads
mIa
µ
I = eI
N∑
J=1
eJ v
I
λ
(
vλJc
µ
J − cλJvµJ
)
. (189)
The set of N ordinary differential equations of the form of Eq. (189) is integrable. Exact
solutions to (189) [98] show that every particle moves along a hyperbolic world line.
Therefore, the Maxwell–Lorentz electrodynamics in R1,1 is locally reversible despite the
fact that the retarded boundary condition has been switched on.
Surprisingly, however, the global dynamical picture is irreversible. Since this subtle
feature of the two-dimensional dynamics, underlying the mechanism of self-interaction in
classical strings, will be reviewed in Sec. 5, we will defer its consideration until then.
It is interesting to compare the situation in a genuine two-dimensional world with that
in an effective two-dimensional world which arises when a charged particle is placed in a
straight line in ambient space. The Abraham–Lorentz–Dirac equation (86) then reduces
to Eq. (143), whence it follows that the effective dynamics is irreversible. To explain
the discrepancy, let us note that only kinematical aspects of the effective description are
in fact two-dimensional, whereas self-interaction still remains four-dimensional, because
its features are attributable to the four-dimensional Liena´rd–Weichert field developed in
ambient spacetime.
Why is the Maxwell–Lorentz electrodynamics in R1,1 unaffected by rearrangement?
What is the dissimilarity between R1,3 and R1,1 that may render unstable systems stable?
The automorphism group of R1,3 is the semidirect product of the Lorentz group SO(1, 3)
and the translation group T4, while that of R1,1 is the semidirect product of SO(1, 1) and
T2. The geometrical dissimilarity stands out: SO(1, 3) is non-Abeilian, and SO(1, 1) is
Abeilian. It seems plausible that just this distinctive feature resolves the contradiction
between the manifestations of electromagnetic self-interaction in R1,3 and R1,1.
3.2.3 R1,5
To grasp the distinctive features of self-interaction in the six-dimensional Maxwell–Lorentz
theory, let us turn to the ultraviolet behavior of the retarded field due to a point charge,
F =
e
3ρ4
[c ∧ U + ρ (a ∧ v)] , (190)
Uµ = ρ2a˙µ − 3λρ aµ + [3λ2 − ρ2 (a˙ · c)] vµ . (191)
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The electromagnetic six-momentum P µ would result from integrating Θµν over a five-
dimensional spacelike hypersurface. But the obstacle to this integration is that the Fµν
exhibits non-integrable singularities on the world line. By (190) and (191),
FµαF
α
ν =
e2
9
[
−aµaν + a
2 vµvν
ρ6
+ (c · V ) (cµVν + cνVµ)− cµcν V 2 + aµVν + aνVµ
ρ3
+(a · V ) vµcν + vνcµ
ρ3
− (v · V ) aµcν + aνcµ
ρ3
− λ+ 1
ρ4
(vνVµ + vµVν)
]
, (192)
so that
FαβF
αβ =
2e2
9
[
a2
ρ6
− (c · V )2 − 2
ρ3
(a · V ) + 2
ρ4
(λ+ 1) (v · V )
]
. (193)
Since the element of measure on a five-dimensional spacelike hyperplane is proportional
to ρ4dρ, the integration of Θµν results in cubic and linear divergences. It is clear from
(192) and (193) that the cubic divergence occurs even in the static case. In contrast, the
linear divergence, which owes its origin to the terms of Fµν scaling as ρ
−2, appears only
for curved world lines, that is, in the case that either aµ or a˙µ, or both are nonzero. This
implies that the Poincare´–Planck action for a bare particle (32) must be augmented by
the addition of terms containing higher derivatives of zµ to absorb the linear divergence.
The Lagrangian with higher derivatives is said to describe rigid particles. The simplest
reparametrization invariant Lagrangian for a rigid bare particle is
L = −√v · v (m0 − ν0a2) , (194)
where m0 and ν0 are real parameters. The corresponding six-momentum is
pµ0 = m0v
µ + ν0(2a˙
µ + 3a2vµ) . (195)
On dimensional grounds, it is possible to show that the linearly divergent term arising
from the integration of Θµν involves vµ and a˙µ in exactly the same way as the second
term of (195) does. The cubic and linear divergences are thus eliminated through the
respective renormalization of m0 and ν0.
The classical dynamics governed by the action (32)–(34) proves inconsistent for d > 4
because ultraviolet divergences of the self-energy of a point charge proliferate with d, while
the Poincare´–Planck term (32) does not involve enough free parameters to eliminate all
the divergences through the redefinition of these parameters. If we mean to explore
R1,2n−1 with n > 2, preserving the laws of Maxwell’s electrodynamics encoded in the
Schwarzschild and Larmor terms (33) and (34), we have to use a rigid particle dynamics.
This statement has been justified from various perspectives [95], [66], [86], [157], [64],
[28]).
A regular way for deriving the equation of motion for a dressed charged particle is
to evaluate regularized expressions for P µ, renormalize divergent terms, and segregate
finite terms. But we take another route which requires fewer efforts [95]. We determine
the radiation rate, and then make use of the fact that the equation of motion for a
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dressed particle involves the projector
v
⊥ . This procedure is independent of a particular
regularization prescription because the radiation momentum integral is always convergent.
In order to clarify the origin of the projector
v
⊥ , we digress for a while and recall
the reader the main implication of reparametrization invariance resulting from Noether’s
second theorem [113]. Consider an infinitesimal change of the parameter of a world line,
δτ = ǫ(τ) , (196)
where ǫ(τ) is an arbitrary smooth function of τ , close to zero, which becomes vanishing
at the end points of integration. Variation of τ implies the corresponding variation of the
world line coordinates
δzµ = z˙µǫ . (197)
In response to the variations (196) and (197), the action S[z] varies as
δS =
∫
dτ Eµz˙µǫ . (198)
Let S be reparametrization invariant, δS = 0. Because ǫ is an arbitrary function of τ ,
one concludes that
z˙µEµ = 0 . (199)
This equation expresses Noether’s second theorem: if the action is invariant under the
group of transformations involving an arbitrary function ǫ(τ), then the Eulerians Eµ are
linearly dependent. The identity (199) suggests that Eµ contains the projection operator
on a hyperplane with normal z˙µ defined by Eq. (72). This operator annihilates identically
any vector parallel to z˙µ. Reparametrization invariance bears on the projection structure
of the basic dynamical law for a bare particle which can be written in the form of Eq. (88).
The availability of
v
⊥ in the equation of motion for a dressed particle is therefore the
imprint of reparametrization invariance which is to be preserved by the rearrangement.
With reference to the general expression for 2n-dimensional radiated energy-momentum,
Eq. (183), we specify it to d = 6:
Pµ = −e
2
9
∫
dτ
∫
dΩ4
{[
(
v
⊥ a˙)2 + 9(a · u)2a2 + 9(a · u)4 + (a˙ · u)2
]
vµ
−
[
3
da2
ds
(a · u) + 6(a · u)2(a˙ · u)
]
uµ
}
. (200)
To make the solid angle integration, we apply the readily derivable formulas∫
dΩ4 uµuν = −Ω4
5
v
⊥µν , (201)∫
dΩ4 uαuβuµuν =
Ω4
5 · 7
( v
⊥µν
v
⊥αβ +
v
⊥αµ
v
⊥βν +
v
⊥αν
v
⊥βµ
)
, (202)
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which gives
Pµ = e
2
9
∫ s
−∞
dτ
{
−4
5
[
a˙2 − 16
7
(a2)2
]
vµ − 3
7
da2
ds
aµ +
6
5 · 7 a
2(
v
⊥ a˙)µ
}
, (203)
and
P˙µ = e
2
9
{
−4
5
[
a˙2 − 16
7
(a2)2
]
vµ − 3
7
da2
ds
aµ +
6
5 · 7 a
2(
v
⊥ a˙)µ
}
. (204)
One can easily verify the inequality
v · P˙ = −4e
2
45
[
a˙2 − 16
7
(a2)2
]
> 0 , (205)
which evidences that P0 represents positive field energy flowing outward from the source.
The bound momentum contains divergent and finite parts, pµ = pµdiv+ p
µ
fin. The finite
part pµfin is free of dimensional parameters other than the overall factor e
2, and inherits
the appropriate dimension from kinematical variables:
pµfin = c1 a¨
µ + c2 a
2aµ + c3
da2
ds
vµ , (206)
where c1, c2, and c3 are numerical coefficients. The presence of
v
⊥ in the equation of
motion for a dressed particle implies the transversality condition
v ·
(
p˙ fin + P˙
)
= 0 . (207)
With the identities
(a · v) = 0 , (a˙ · v) = −a2 , (a¨ · v) = −3
2
da2
ds
, (
...
a · v) = −2 d
2a2
ds2
+ a˙2 , (208)
this gives
pµfin =
4
45
e2
(
a¨µ +
16
7
a2 aµ + 2
da2
ds
vµ
)
. (209)
The kinematical structure of the divergent part pµdiv is similar to that of the bare
particle momentum (195). We therefore should renormalize m0 and ν0 in p
µ
0, and combine
it with pµfin, Eq. (209), to yield
pµ = mvµ + ν (2a˙µ + 3a2 vµ) +
4
45
e2
(
a¨µ +
16
7
a2aµ + 2vµ
da2
ds
)
. (210)
The six-momentum ℘µ extracted from an external field F µνex is found by integrating
the mixed term of the stress-energy tensor Θµνmix over a tube Tǫ of small radius ǫ enclosing
the world line,
℘µ =
∫
Tǫ
dσν Θ
µν
mix = −
∫ s
−∞
dτ eF µνex vν , (211)
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whence
℘˙µ = −fµ = −eF µνex vν . (212)
The local energy-momentum balance reads
p˙µ + P˙µ + ℘˙µ = 0 . (213)
Substituting (210), (204), and (212) in (213), we obtain the equation of motion for a
dressed charged particle
v
⊥ ( p˙− f) = 0 , (214)
where
pµ = mvµ + ν (2a˙µ + 3a2vµ) +
1
9
e2
(
4
5
a¨µ + 2a2aµ +
da2
ds
vµ
)
. (215)
In an explicit form, this equation is written as
maµ + ν
(
2a¨µ + 3a2aµ + 3
da2
ds
vµ
)
+ Γµ = fµ , (216)
Γµ =
e2
9
[
4
5
...
a
µ
+ 2a2a˙µ + 3
da2
ds
aµ +
(
8
5
d2a2
ds2
+ 2(a2)2 − 4
5
a˙2
)
vµ
]
. (217)
A surprising result is the occurrence of two different six-momenta pµ and pµ, defined
by Eqs. (210) and (215). Each can be recognized as the energy-momentum of the dressed
particle: the pµ plays this role in the balance equation (213), whereas Newton’s second
law (214) tells us that the dressed particle is endowed with the six-momentum pµ.
The rearrangement outcome, Eqs. (213) and (214), has been obtained with the aid of
the condition of transversality (207), which greatly alleviates the problem. However, this
trick is inadequate for d ≥ 8 [109]. In higher dimensions, it seems impossible to avoid
tedious calculations with explicit regularizations and choosing counterterms, similar to
those proposed in [86], [64].
When comparing the symmetries behind the rearrangement in four and six dimensions,
one further comment is in order. It has been shown in Sec. 3.1.1 that the retarded field F
generated by a point charge in R1,3, Eq. (55), is a decomposable 2-form invariant under
local SL(2,R) transformations. Recall that sl(2,R) is equivalent to sp(1), see, e. g., [16]. In
contrast, the retarded field F in R1,5, Eqs. (190) and (191), contains two exterior products.
The 2-form F of this structure is invariant under similar transformations forming the Sp(2)
group. A key geometrical distinction between these groups is that Sp(2) is non-Abeilian,
and Sp(1) is Abeilian. It is conceivable that this distinction may explain the fact that
the six-momentum of a dressed particle appears in two guises, pµ and pµ, while its four-
dimensional counterpart pµ is uniquely defined. In Sec. 6, some evidence in support of
this suggestion will arise in a wider mathematical context of the Banach–Tarski theorem.
3.3 Massless charged particles
The idea of zero-mass particles has several essential aspects. We begin with the very
possibility to give a consistent Lagrangian formulation of a modified Maxwell–Lorentz
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electrodynamics involving massless charged particles. Imagine a particle which is moving
along a smooth null world line,
z˙2 = 0 . (218)
Here, zµ(τ) stands for a curve parametrized by a monotonically increasing variable τ
associated with the evolution in time. We differentiate Eq. (218) to give
z˙ · z¨ = 0 . (219)
Because z˙µ is null, z¨µ may be either spacelike or lightlike, aligned with z˙µ. If z¨
2 < 0, then
the trajectory is bent. As an illustration, we refer to a particle that orbits the origin in a
circle of radius r0 at a constant angular velocity of 1/r0. The world line is a helical null
curve of radius r0 wound around the time axis. On a large scale, the particle traverses
timelike intervals.
If z¨2 = 0, then z¨µ and z˙µ are parallel, and the trajectory is straight. Although z¨µ has
nonzero components, the motion is uniform. Indeed, whatever the evolution parameter τ ,
the history is depicted by a straight world line aligned with the null vector z˙µ. Therefore,
z¨µ is an artefact concerning the choice of τ for parametrizing the world line rather than
a quantity related to actual acceleration. To put it otherwise, planar world lines, other
than straight lines, are unrelated to the history of particles moving with the speed of light.
The properties of null curves are discussed at greater length in [35].
It is reasonable to suppose that massless particles move along null world lines. The
Poincare´–Planck action (32) is unsuited for such particles because the four-momentum pµ
derived from it vanishes as m0 → 0, and the dynamics proves to be trivial.
In contrast, the action
S = −1
2
∫
dτ
(
η z˙2 +
m20
η
)
, (220)
proposed in [38], is sound for both massive and massless particles. Here, η is an auxiliary
dynamical variable, called “einbein”. We assume that η transforms as
η → η¯ = dτ¯
dτ
η (221)
in response to reparametrizations τ → τ¯ . With this transformation law for η, the action
(220) is reparametrization invariant.
Varying the action (220) with respect to η gives
z˙2 − η−2m20 = 0 . (222)
For m0 6= 0, the solution to this equation is
η = m0 (z˙ · z˙)−1/2 . (223)
Substitution of (223) in (220) regains (32). Therefore, the action (220) is equivalent to the
Poincare´–Planck action (32) provided that the Euler–Lagrange equation (222) is taken
into account.
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We combine (220) with (33) and put m0 = 0 to obtain the action which encodes the
dynamics of a massless charged particle,
S = −
∫
dτ
(
1
2
η z˙2 + ez˙ · A
)
. (224)
Variation of (224) with respect to η results in the basic constraint, Eq. (218), which
shows that the massless particle governed by this action does move along null world lines.
Note also that the resulting constraint, Eq. (218), is independent of η.
Variation of (224) with respect to zµ gives the equation of motion for a massless
particle
η z¨µ + η˙ z˙µ = ez˙νF
µν . (225)
Since η does not contribute to the other Euler-Lagrange equation, Eq. (218), this
quantity is undetermined. However, we are entitled to handle the reparametrization
freedom making the dynamical equations as simple as possible. For some choice of the
evolution variable, the einbein can be converted to a constant, η = η0. Then (225) becomes
η0z¨
µ = ez˙νF
µν , (226)
which closely resembles the equation of motion for a massive particle (36).
The next important issue, concerning the high energy phenomenology, is the fact that
zero-mass leptons do not appear to exist. The existence of massless charged particles is
“clearly permitted by Maxwell’s equations” [36]. The same is also true for the interaction of
massless particles with the Yang–Mills field. Take, for example, neutrinos which interact
with the SU(2)×U(1) Yang–Mills field in the Standard Model. These particles were long
assumed to be massless, but recent experimental data suggest that neutrinos are likely to
be endowed with a finite, albeit small, mass. On the other hand, it is commonly supposed
that quarks in quark–gluon plasma may reveal themselves as zero-mass particles because
deconfinement triggers the chiral-symmetry-restoring phase transition, whereby quarks
attain their masslessness. Were such indeed the case, the disparity between realizable
zero-mass quarks and unfeasible zero-mass leptons would be of even great concern.
However, the most important issue of the present discussion is conformal invariance.
The Maxwell–Lorentz electrodynamics of massless charged particles, as will soon become
clear, does not experience rearrangement. Both dressing and radiation are absent from
this theory [100]. If conformal invariance is overlooked, then one may be under wrong
impression that this theory is amenable to the rearrangement [87]. It is perhaps no
wonder that a “massless dressed particle” is impossible to synthesize from a massless
bare particle and electromagnetic field: for lack of m0 in a scale invariant theory, the
renormalization of mass is forbidden, whence it follows that the self-energy term must
of necessity be vanishing. However, the fact that a massless charged particle moving
along a curved world line does not radiate may seem surprising if one remembers that the
radiation is inevitable for an accelerated charged particle having arbitrarily small mass.
To explain the difference, we remark that a conformal theory need not be conceived as
a continuous limit of fading away terms that violate conformal invariance. As discussed
above, the set of allowable histories of particles moving with the speed of light is free from
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planar world lines, which, contrastingly, are well suited for the histories of subluminal
particles. In general, the set of physically allowable smooth timelike world lines does not
asymptotically approach the set of physically allowable smooth null world lines.
To establish the above assertion on the absence of the rearrangement, we follow the
previous line of reasoning, taking, as the starting point, the Noether identity
(
∂µT
λµ
)
(x) =
1
8π
(EλµνFµν) (x) + 1
4π
(EµF λµ) (x) + ∫ ∞
−∞
dτ ελ(z) δ4 [x− z(τ)] , (227)
in which some terms are slightly modified as against Eq. (38) to accommodate the fact
that the bare particle under examination moves along null world lines. The proper time
s is unusable as a parameter of such curves, and we should look at another variable τ , for
example, the laboratory time t in a particular Lorentz frame. Accordingly, the modified
Eµ, ελ, and tλµ are
Eµ = ∂νFµν + 4πe
∫ ∞
−∞
dτ z˙µ(τ) δ
4 [x− z(τ)] , (228)
ελ = η z¨λ + η˙ z˙λ − ez˙µF λµ , (229)
tλµ(x) =
∫ ∞
−∞
dτ η(τ) z˙λ(τ)z˙µ(τ) δ4 [x− z(τ)] , (230)
while Eλµν and Θλµ are given, as before, by Eqs. (37) and (40).
Evidently
T µµ = Θ
µ
µ + t
µ
µ = 0 . (231)
This implies that the system is invariant under the group of conformal transformations
C(1, 3) [23], [63].
The retarded electromagnetic field due to a charge moving along a null world line is
Fµν = F
r
µν + F
ir
µν . (232)
The first term F rµν (r for regular) is
F rµν = RµVν −RνVµ , (233)
Vµ =
e
ρ2
(
−z˙µ z¨ · R
ρ
+ z¨µ
)
. (234)
Here, all kinematical variables refer to the point τret. The scalar
ρ = R · z˙ (235)
measures the separation between zµ(τret) and x
µ. To see this, let us choose a particular
Lorentz frame in which
z˙µ = (1, 0, 0, 1) , Rµ = r (1,n) = r (1, sinϑ cosϕ, sinϑ sinϕ, cosϑ) . (236)
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From R · z˙ = r (1− cosϑ) follows that ρ varies smoothly from 0 to ∞ as xµ moves away
from zµ(τret), except for the case that R
µ points in the direction of z˙µ. The surface swept
out by the singular ray Rµ aligned with the tangent vectors z˙µ forms a two-dimensional
warped manifold M2.
The second term F irµν (ir for irregular) in Eq. (232) is
F irµν = e
z˙2
ρ3
(Rµz˙ν −Rν z˙µ) . (237)
Since z˙2 = 0, the irregular term F irµν is everywhere zero except for the manifold M2.
Note that the Gauss’ law integral is saturated with the Eir alone. Indeed, integrating
Eir over a sphere r = ℓ in a Lorentz frame, in which z˙µ and Rµ take the form shown in
Eq. (236), we obtain∫
dS ·Eir = ez˙2
∫ 2π
0
dϕ
∫ π
0
dϑ
sinϑ
(z˙0 − |z˙| cosϑ)2
= 4πe , (238)
and furthermore, the same surface integration of Er can be shown to be zero.
It may be worth pointing out that the factor z˙2 disappears from Eq. (238) because
it is cancelled by the identical factor arising in the denominator owing to the solid angle
integration of ρ−2. If we would have ρ−s with s other than 2, then this mechanism would
fall short of the required cancellation. Consider for example the term of the stress-energy
tensor Θirµν built from F
ir
µν . By (237),
F irαµ F
ir
αν +
ηµν
4
F irαβF
irαβ = e2
(z˙2)2
ρ4
(
Rµz˙ν +Rν z˙µ
ρ
− z˙
2RµRν
ρ2
− ηµν
2
)
. (239)
To define the corresponding part of four-momentum P irµ , we integrate Θ
ir
µν over the future
light cone C+, drawn from z
µ(τret), with the use of the surface element dσ
µ = Rµρ dρ dΩ,
after prior regularizing the integral over ρ to make it convergent. In response to the solid
angle integration of ρ−2, the denominator gains the factor z˙2. However, this factor does
not kill the factor (z˙2)2 in the numerator, and hence the regularized integrand, involving
the overall factor z˙2, is vanishing. In the limit of regularization removal, we have P irµ = 0.
As to the term of stress-energy tensor containing mixed contribution of F rµν and F
ir
µν ,
it is not unduly difficult to show that this term, being contracted with the surface element
of the future light cone C+, is annihilated by R
2 = 0 and z˙2 = 0.
This completes the proof of our assertion that the self-energy term is vanishing.
Turning to F rµν , we first note that both invariants P = 12 ∗F rµνF rµν and S = 12 F rµνF rµν
are zero. In other words, F rµν is a null field over all spacetime minus the manifold M2.
The term of the stress-energy tensor Θµνr built from F
r
µν ,
Θµνr = −
e2
4π
z¨2
ρ4
RµRν , (240)
has an integrable singularity on the world line. To evaluate the four-momentum associated
with Θµνr , we take, as before, the surface of integration to be a tubular surface Tℓ of small
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radius ℓ enclosing the world line. It remains to manage the singularity onM2. A pertinent
regularization prescription is to perforate a hole in the intersection of Tℓ with M2. Let
the normal of Tℓ be n
µ = (0,n), where the unit vector n is defined in Eq. (236), then
Θµνr dσν = −
e2z¨2
4π
(
1
1− cos ϑ
)4
(1, sinϑ cosϕ, sinϑ sinϕ, cosϑ) sinϑ dϑ dϕ dτ , (241)
so that the part of the four-momentum associated with Θµνr is
P µr =
∫
Tℓ
dσνΘ
µν
r = −
2
3
e2Λ
∫ τ
−∞
dτ z˙µz¨2 . (242)
Here, Λ = 4 δ−6, and δ is a small regularization parameter, the lower limit of integration
over ϑ, required for smearing the ray singularity. In Eq. (242), we have omitted finite
terms which are negligibly small in comparison with the term proportional to δ−6.
At first glance P µr is the four-momentum radiated by a charge moving along a null world
line. But closer inspection shows that the contribution of P µr to the energy-momentum
balance equation is absorbed by some reparametrization of the null curve. To see this,
we reiterate mutatis mutandis the argument used for the derivation of Eq. (83) from the
Noether identity (38) to attain(∫
Σ′′
−
∫
Σ′
+
∫
TR
)
dσµΘ
λµ +
∫ τ ′′
τ ′
dτ
(
η˙z˙λ + ηz¨λ
)
= 0 , (243)
where Σ′ and Σ′′ are spacelike surfaces separated by a short timelike interval. If we impose
the Haag asymptotic condition
lim
τ→−∞
z¨µ(τ) = 0 , (244)
then the integration over the tube TR approaches zero as R→∞. Only F rµν contributes to
the integrations over Σ′ and Σ′′, and the result of such integrations is typically expressed
by Eq. (242). Using (242) in (243) gives∫ τ ′′
τ ′
dτ
(
η˙z˙λ + ηz¨λ − 2
3
e2Λ z¨2z˙λ
)
= 0 . (245)
The first and the last terms have similar kinematical structures. This suggests that there
is a particular parametrization τ¯ such that these terms cancel. To verify this suggestion,
we go from τ to τ¯ through the reparametrization
dτ = dτ¯
[
1 +
1
η¯(τ¯)
2
3
e2Λ
∫ τ
−∞
dσ z¨2(σ)
]
. (246)
In fact, Eqs. (246) and (221) constitute a set of two functional differential equations in
which τ¯ = X (τ) and η¯ = Y [η(τ); τ¯(τ)] are the unknown quantities, and appropriate
solutions to these equations can hopefully be found. By (221),
η(τ) = η¯(τ¯) +
2
3
e2Λ
∫ τ
−∞
dσ z¨2(σ) , (247)
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and
dη
dτ
=
dη¯
dτ
+
2
3
e2Λz¨2(τ) , (248)
whence it follows that the term −2
3
e2Λ z¨2z˙λ disappears from Eq. (245).
We thus come to recognize that the net effect of the putative radiated four-momentum
is actually removable through an appropriate reparametrization of the null world line.
We finally compare these results with those obtained in the Maxwell–Lorentz theory
of massive charged particles. It is reasonable to begin with the Noether identity (227)
which is universally suitable for both massive and massless cases. If m0 6= 0, then the
usual way to explore this identity further is to consider η to be the solution (223) of the
constraint equation (222), which implies that the world line is parametrized by the proper
time ds = dτ
√
z˙ · z˙. However, there is nothing to prevent us from following the above
route. In doing so, we come to Eq. (243). A closer look at the integrals of Θλµ over Σ′
and Σ′′, which represents the increment of the four-momentum of electromagnetic field
for the period τ ′′− τ ′, shows a dramatic change of the affair. For a particle moving along
a timelike world line,(∫
Σ′′
−
∫
Σ′
)
dσµΘ
λµ =
∫ τ ′′
τ ′
dτ
(
e2
2ǫ
z¨λ + η˙z˙λ + ηz¨λ − 2
3
e2
...
z
λ − 2
3
e2 z¨ 2z˙λ
)
. (249)
Evidently the term −2
3
e2
...
z
λ
cannot be cancelled by other terms of Eq. (249), no matter
what is the parametrization of the world line. Furthermore, (e2/2ǫ) z¨λ is divergent. For
this divergence to be absorbed by the mass renormalization, the gauge must be fixed,
η = m0/
√
z˙ · z˙, which implies that the world line is parametrized by the proper time.
Accordingly, the term −2
3
e2 z¨ 2z˙λ survives in the energy-momentum balance.
It was emphasized in Sec. 1.2 that the responsibility for rearranging the initial degrees
of freedom rests with instabilities peculiar to the system. For lack of the rearrangement,
the system with the action (224) is stable, which is likely to be due to the conformal
symmetry group C(1, 3). Recall that C(1, 3) is the lowest dimensional group containing
the Poincare´ group. Furthermore, C(1, 3) is semisimple, even though the Poincare´ group
is the semidirect product of the Lorentz and translation groups. Admittedly, however,
why the features of this fascinating symmetry provide a way for the acquisition of stability
has been something of mystery.
Of special note is that the Yang–Mills–Wong theory of zero-mass particles carrying
the pertinent non-Abelian charges also enjoys the property of conformal invariance. The
absence of the rearrangement from this theory can lead to far-reaching speculations. As
stated above, quarks in quark–gluon plasma are most likely to be massless. Such quarks
do not emit electromagnetic and Yang–Mills radiation, and hence do not lose their energy
in collisions. This might help to illuminate the fact that the quark–gluon plasma is the
most perfect fluid ever observed, see, e. g., [143].
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3.4 Action at a distance
The Maxwell–Lorentz electrodynamics of N charged particles can be recast in terms of
the direct interparticle action, proposed by Fokker [58],
SF = −
∑
I
∫
dτI
mI
√
z˙2I +
1
2
∫
dτJ
∑
(J 6=I)
eIeJ z˙
µ
I (τI)z˙Jµ(τJ ) δ
[
(zI − zJ)2
] , (250)
where capital Latin letters are used to label the particles. The distinctive feature of this
formulation of electrodynamics is the presence of retarded and advanced interactions on
an equal footing. Owing to the delta-function, the typical points zI and zJ on Ith and
Jth world lines can be thought of as “interacting” if they are connected by a null interval,
which is a relativistic generalization of interactions by contact occurring at zero distance.
The Fokker action (250) does not contain unconstrained field degrees of freedom. It is
as if particle I were affected by particle J directly, that is, without mediation of the
electromagnetic field. Accordingly, self-interaction seems to be absent from (250).
Wheeler and Feynman assumed [152], [153] that radiation is completely absorbed. To
clarify the precise meaning of this assumption, we first decompose the retarded Green’s
function Dret into even and odd parts by introducing the advanced Green’s function Dadv:
Dret =
1
2
(Dret +Dadv) +
1
2
(Dret −Dadv) = DP +D . (251)
The even part DP (x) =
1
2
[Dret(x) +Dadv(x)] = δ(x
2) is a solution to the inhomogeneous
wave equation with the delta-function source,
DP (x) = 4πδ
4(x) , (252)
while the odd part D(x) = 1
2
[Dret(x)−Dadv(x)] = sgn (x0) δ(x2) obeys the homogeneous
wave equation
D(x) = 0 . (253)
Turning to the dynamics underlying the Fokker action (250), we note that the interactions
between particles are such that they simulate electromagnetic field between them: the
vector potential and the field strength adjunct to particle I are given by half the retarded
and half the advanced solutions to Maxwell’s equations,
AµI (x) =
∫
d4y DP (x− y) jµI (y) = eI
∫ ∞
−∞
dτI z˙
µ
I (τI) δ
[
(x− zI)2
]
, (254)
F λµI = ∂
λAµI − ∂µAλI , (255)
where
jµI (x) = eI
∫ ∞
−∞
dτI z˙
µ
I (τI) δ
4 [x− zI(τI)] (256)
is the current density of Ith charged point particle. These quantities satisfy the wave
equation and the Lorenz gauge condition:
AµI = 4π j
µ
I , (257)
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∂µA
µ
I = 0 . (258)
In contrast,
A¯µI (x) =
∫
d4y D(x− y) jµI (y) (259)
is the vector potential of a free field obeying the homogeneous wave equation
 A¯µI = 0 , (260)
because xD(x− y) = 0, as indicated by Eq. (253).
With zero initial data on a spacelike hyperplane Σ, A¯µI |Σ = 0 and (n · ∂) A¯µI |Σ = 0, the
solution to the Cauchy problem for the wave equation (260) is trivial A¯µI (x) = 0.
Imagine for a while that only N charged particles are in the Universe, and A¯µ(x) is
the total free field adjunct to these particles, A¯µ =
∑
A¯µI . If A¯
µ(x) vanishes at one time,
then it is zero at all times. Wheeler and Feynman [152], [153] adopted
A¯µ(x) = 0 (261)
as a supplementary constraint to the action (250), and interpreted it as the condition of
total absorption (for an extended discussion see [116], [78]). Ever since this approach is
often referred to as the absorber theory of radiation.
However, the fact that A¯µ(x) is vanishing does not amount to the lack of radiation
in the sense of the definition (64)–(66). Rather, this fact suggests that the Fokker action
(250) is inadequate to describe the system completely. The system under examination is
actually the union of N particles undergoing the direct mutual interactions and the fabric
of spacetime which is integrated in the system by Eq. (261).
Let us express the action (250) in terms of AµI (x), and vary the Ith world line,
δS =
∑
I
∫
dτI
mI d
dτI
(
z˙λI√
z˙I · z˙I
)
− eI
∑
J(6=I)
(
∂AµJ
∂zIλ
− ∂A
λ
J
∂zIµ
)
z˙Iµ
 δzIλ , (262)
to obtain
mIa
λ
I = eIvIµ
∑
J(6=I)
F λµJ (zI) . (263)
This equation differs from the equation of motion for a bare charged particle in that
the Lorentz force exerted on particle I involves the symmetric combination (half-retarded
plus half-advanced) of fields due to all particles, except that for particle I itself:
1
2
∑
J(6=I)
[
F Jret(zI) + F
J
adv(zI)
]
. (264)
For lack of the self field, the usual infinities associated with it do not occur, and so there
is no need to renormalize mI .
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On the other hand, Eq. (263) looks quite different from the Abraham–Lorentz–Dirac
equation governing the behavior of a dressed charged particle. Note, however, that the
Wheeler–Feynman condition (261) still remains untapped. One can recast (264) as∑
J(6=I)
F Jret(zI) +
1
2
[
F Iret(zI)− F Iadv(zI)
]− 1
2
∑
J
[
F Jret(zI)− F Jadv(zI)
]
, (265)
where the last term is the sum over all particles. By (261),∑
J
[
F Jret(zI)− F Jadv(zI)
]
= 0 (266)
at every point on the world line of particle I, and so (264) takes the form∑
J(6=I)
F Jret(zI) +
1
2
[
F Iret(zI)− F Iadv(zI)
]
. (267)
The expression in the square bracket can be elaborated further, as in Sec. 3.1.4, to give
the Abraham term Γµ, and Eq. (263) becomes
mIa
λ
I −
2
3
e2I
(
a˙λI + a
2
Iv
λ
I
)
= eIvIµ
∑
J(6=I)
F λµJ ret(zI) . (268)
In summary, combining Eq. (263) with the Wheeler–Feynman constraint (266) results
in the conventional equation of motion for a dressed particle in the retarded field of
all other particles. Furthermore, Eq (268) is equivalent to the local energy-momentum
balance, Eq. (85),
p˙µI + P˙µI + ℘˙µI = 0 , (269)
implying that radiation effects have been properly incorporated in this description.
Wheeler and Feynman assumed that the total matter in the Universe behaves as a
perfect absorber, and proposed Eq. (266) as a cosmological absorber condition. If we
keep track of particle I, then the radiation of this particle is to be completely absorbed
by other particles. The absorber exerts on particle I a force which is the sum of retarded
forces due to other particles, and endows it with the four-momentum pµI = mIv
µ− 2
3
e2Ia
µ
I .
The rearrangement of the initial degrees of freedom appearing in the action (250) has
thus attained in a somewhat meandering way. The system disguises the radiation, but
the effect of dressing can be discerned in the local energy-momentum balance, Eq. (269).
A similar procedure can be readily developed for any theory with linear field equations
to convert it to a theory of direct interparticle action. However, this approach is unsound
for system with nonlinear field equations, such as the Yang–Mills and Einstein equations.
The reason for this is that the Green’s function method, versatile enough to get rid of
reference to field degrees of freedom, is unfit for use in nonlinear theories.
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3.5 Nonlinear electrodynamics
The term “nonlinear electrodynamics” is usually taken to mean a generalization of the
Larmor action (34) in which the Lagrangian L is nonlinear in the invariants S = 1
2
FµνF
µν
and P = 1
2
Fµν
∗F µν , where the field strength is expressed in terms of vector potentials,
Fµν = ∂µAν − ∂νAµ, and the dual field tensor is given by ∗Fµν = 12 ǫµναβF αβ . The best
known theory of this type, proposed by Born and Infeld [37], is characterized by
LBI = b2
(
1−
√
1 +
1
b2
S − 1
4b4
P2
)
. (270)
Here and throughout this section, Heaviside units are adopted, so that the factor of 1/4π
is absent from the field Lagrangians; b stands for a constant having dimension of the field
strength. For weak fields, LBI approaches −12 S which is the Larmor Lagrangian, Eq. (34).
An unpleasant novelty related to nonlinear electrodynamics is that it allows for the
creation of electromagnetic shock waves. Since coefficients of higher derivatives in the
field equation are functions of Fµν and
∗Fµν , the equation for determining the normals
to the characteristic surfaces may have degenerate real solutions, which is a prerequisite
to shock waves. The presence of the shock waves introduces a further topological aspect
associated with uncontrollable irreversibility. The nonlinear set of hyperbolic equations in
the (1 + 1)-dimensional Born–Infeld theory is unique in that their characteristics cannot
intersect, and hence no electromagnetic shock wave occurs [30]. Besides, the Born–Infeld
theory is the only version of nonlinear electrodynamics with a sensible weak field limit
which is free of the birefringence, that is, only this theory describes signal propagation
along a single characteristic cone, regardless of their polarization [33].
The major concern over the blowup of local interactions that was voiced in the early
stages of the development of the modern field theory can be settled in the framework of
classical nonlinear electrodynamics. To verify this, we begin with
S = −
∫
dτ
(
m0
√
z˙ · z˙ + eAµz˙µ
)
+
∫
d4xL (S,P) , (271)
assuming that the Lagrangian L (S,P) reduces to −1
2
S in the weak field limit. Let us
define the field excitation
Eµν =
∂L
∂F µν
= 2
(
∂L
∂S F
µν +
∂L
∂P
∗F µν
)
. (272)
Then the Euler–Lagrange equations resulting from (271) read
m0a
µ = evνF
µν , (273)
(∂µE
µν) (x) = −e
∫ ∞
−∞
ds vν(s) δ4 [x− z(s)] . (274)
This set of equations should be augmented by the addition of the Bianchi identity
∂µ
∗F µν = 0 (275)
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(which is a mere restatement of the initial assumption that the field strength is expressed
in terms of vector potentials), and the constitutive equations
Eµν = Eµν(F ) , (276)
following from (272). The constitutive equations of Maxwell’s electrodynamics are linear,
Eµν = −Fµν . In the general case, however, Eq. (276) need not be linear in F µν , hence the
name nonlinear electrodynamics. For example, (270) implies the following constitutive
equations
F µν = −
(
1− 1
b2
Σ− 1
4b4
Π2
)− 1
2
(
Eµν +
Π
2b2
∗Eµν
)
, (277)
where
Σ =
1
2
Eµν E
µν , Π =
1
2
∗Eµν Eµν . (278)
Equations (273)–(276) form the entire set of equations of nonlinear electrodynamics.
It is clear from (274) and (273) that a point charge generates Eµν but evokes response
through F µν .
The symmetric stress-energy tensor of electromagnetic field
Θµν = −F µαEαν − ηµνL (279)
obeys the equation
∂νΘ
µν = −F µνjν , (280)
so that, in a region free of electric charges,
∂νΘ
µν = 0 . (281)
Just as Fµν is associated with the electric field intensity E and the magnetic induction
B in a particular Lorentz frame, so Eµν can be related to the electric displacement,
Di = Ei0, and the magnetic field intensity, Hk =
1
2
ǫ0klmE
lm. Let us take a look at the
static case j = 0, ∂D/∂t = 0. Equation (274) reduces to
∇ ·D(r) = eδ3(r) . (282)
To be specific, we turn to the Born–Infeld theory. The constitutive equation (277) becomes
E =
bD√
b2 +D2
. (283)
The Poisson equation (282) is obeyed by the Coulomb solution
D(r) =
e
4πr2
n , (284)
which is singular at r = 0. However, the field strength E derived from (284) with the help
of (283) is regular,
E(r) =
e
4π
√
r4 + ℓ4
n . (285)
50
Here, ℓ is a characteristic length related to the critical field b as
b =
e
4πℓ2
. (286)
At large r, E(r) approaches the Coulomb field. Note also that E(r)→ D(r) as ℓ→ 0.
The energy density results from (279):
Θ00 = −F0i E0i − L = E ·D− L . (287)
By (283),
Θ00 = b
(√
b2 − E2 − b
)
+ E ·D = b
(√
b2 +D2 − b
)
. (288)
Using (284) in (288) gives Θ00 ∼ 1/r2 near r = 0, but this singularity is integrable, and
hence the self-energy is finite,
δm =
∫
d3xΘ00 =
e2
4πℓ
∫ ∞
0
dy
(√
1 + y4 − y2
)
. (289)
In addition, the Born–Infeld theory shows clear evidence that a static point charge
is stable because it is free of tearing strains. Consider the force exerting on the charge
within an infinitesimal solid angle:
dF = eE(r)dΩ|r=0 = e
2
4πℓ2
n dΩ . (290)
This dF is balanced by the infinitesimal force equal in magnitude and opposite in direction.
Both are put to the same point, so that the net effect is zero. One can then explain the
stability of a point charge in the Maxwell–Lorentz theory taking (290) as a regularized
expression for the infinitesimal force, integrating this expression over solid angle, and
taking the limit ℓ→ 0.
The Born–Infeld electrodynamics may thus be understood as a modification of the
Maxwell–Lorentz theory such that the product of singular distributions turns out to be
well defined.
The solution (285) for a charge at rest can be readily generalized for a uniformly
moving charge by a Lorentz boost. However, solutions for an arbitrarily moving charge,
similar to the retarded Lie´nard–Wiechert solution of Maxwell’s theory, are still not found.
We have no inkling what is the mechanism of rearrangement in nonlinear electrodynamics.
For an extended discussion of the Born–Infeld electrodynamics we refer the reader to
[144], and [27]. The history and some remarkable features of this theory can be learned
from the essay [26]. One passage of it reads: “There is no evidence that their theory has
any direct connection with the physical reality”. However, as soon as two years later,
the Born–Infeld Lagrangian was found to be the low energy effective Lagrangian of gauge
fields on open strings [59].
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3.6 Nonlocal interactions
Another way for avoiding the blowup inherent in local field theories is to “smear out”
the interaction over a small spacetime region. Early attempts to render the interaction
nonlocal were focussed on the search of suitable form factors in the interaction,∫
d4x
∫
d4y Aµ(x)F (x− y) jµ(y) . (291)
The form factor F was conceived as a smooth function of (x−y)2 which looks like a sharp
pulse normalized to unit area, for instance
F (x− y) = F0 exp
{
−
[
(x− y)2
ℓ2
]2}
. (292)
Two closely related problems of nonlocal theories of this type are causality violations
and angular divergences [88]. In fact, there is much evidence that nonlocal interactions can
be mediated by superluminal signals. The reason for occurrence of the angular divergences
is the necessity of integration over an infinite range of hyperbolic angles parametrizing the
pseudoeuclidean momentum space because the form factor like that shown in Eq. (292)
prevents the Wick rotation making the description euclideanized. To meet the challenge,
the support of F (x − y) must be compact, and its characteristic size ℓ small. Note,
however, that the topology of four-dimensional real Euclidean space is distinctly different
from that of Minkowski space [158].
Let F be a function of (x − y)2. Then the invariant region where the acausal effects
are confined,
(x− y)2 < ℓ2 , (293)
is noncompact: near the light cone (x−y)2 = 0, the extension of this region in spatial and
temporal directions is arbitrarily large. Alternatively, it is possible to use a unit vector
qµ for constructing a positive definite quadratic form
d(x, y) = [q · (x− y)]2 − (x− y)2 , (294)
and take F to be a function of d(x, y) to limit the acausal effects to a compact, invariant
region d(x, y) ≤ ℓ2. This brings up the question: Where can the qµ come from? We may
think of qµ as the four-velocity vµ of some particle. However, in the absence of particles,
we are forced to use a fixed unit vector qµ, which would distinguish a privileged frame of
reference, and violate explicit Lorentz invariance. We may also regard qµ as an auxiliary
unit vector, and average F over directions of qµ, but this procedure appears too arbitrary.
Another line of attack for overcoming these difficulties is as follows. Let a form factor
be obtained by acting a function K of the d’Alembertian  on the Dirac delta-function,
F (x− y) = K() δ4(x− y) =
∞∑
n=0
cn
nδ4(x− y) . (295)
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The relativistic invariance of F (x− y) is apparent: δ4(x− y) is invariant under Poincare´
transformations, and  δ4(x− y) shares this property. With the Fourier transform
F (x) =
1
(2π)4
∫
d4x e−ik·x F˜ (k) , (296)
(295) becomes
F˜ (k) = K(−k2) =
∞∑
n=0
cnk
2n . (297)
The radius of convergence of this series depends on cn. We will discuss only those power
series which are convergent in the whole complex k2-plane. In other words, K(−k2) is an
entire function.
If cn = 0 for n ≥ N , then K(−k2) is a polynomial, and we are led to an ordinary
higher-derivative Lagrangian. This suggests that if the coefficients cn decrease too much
rapidly, even though their sequence does not terminate, then the interaction is not smeared
out, but actually remains local. Such interactions are called localizable. The line of
demarcation between localizable and nonlocal interactions [108], [82], [53] separates entire
functions K(−k2) into two classes:
(L) lim
n→∞
n |cn|1/n = 0 ,
(N) lim
n→∞
n |cn|1/n = A . (298)
Condition (L) was shown to be equivalent to the following bound of asymptotic growth
of K(−k2) as k2 approaches infinity in the complex plane:
(L) |K(−k2)| < C exp
(
ǫ
√
|k2|
)
, (299)
where ǫ is arbitrarily small. As for nonlocal interactions, the class of entire functions
K(−k2) showing considerable promise as appropriate form factors satisfies the asymptotic
condition
(N) |K(−k2)| < C exp(σ
√
|k2|) (300)
for a fixed, positive σ. With such form factors, finite nonlocal theories of scalar fields obey
all general conditions of quantum field theory: unitarity, covariance, and macroscopic
causality [53], [54]. Furthermore, most results of the axiomatic quantum field theory, in
particular PCT -invariance and connection between spin and statistics, can be extended to
the case that the Wightman vacuum expectation values reveal exponential energy growth
[79], which is characteristic of nonlocal interactions.
Since our interest here is with the rearrangement of classical electrodynamics, we
restrict our discussion to the following modification of the action [89]:
S = −m0
∫
dτ
√
z˙ · z˙ −
∫
d4x
[
AµK()j
µ +
1
16π
F µνFµν
]
, (301)
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where jµ is the usual four-current of a delta-function source defined in (99), and K() is
given by (295). To maintain the link with the Maxwell–Lorentz theory, we require that
K(0) = 1 . (302)
Variation of zµ gives the equation of motion for a bare particle
m0a
λ = evµK()F
λµ , (303)
and varying Aµ, we obtain the equation of motion for the electromagnetic field
∂µF
µν = 4πK()jν . (304)
It is instructive to begin with the static case E = −∇φ. Equation (304) becomes
∇2φ(r) = −4πeK(−∇2) δ3(r) . (305)
Using
φ(r) =
1
(2π)3
∫
d3k eik·r φ˜(k) (306)
in (305) gives
φ(r) =
e
(2π)3
∫
d3k eik·r
4πK(k2)
k2
=
2e
πr
∫ ∞
0
dk
sin kr
k
K(k2)
=
e
πr
P
∫ ∞
−∞
dk
K(k2)
k
sin kr =
e
πr
Im
{∫ ∞
−∞
dk
[
1
k + iǫ
+ iπδ(k)
]
K(k2) eikr
}
=
e
πr
Im
[∫ ∞
−∞
dk
K(k2)
k + iǫ
eikr
]
+
e
r
. (307)
In the next to last equation of Eq. (307), the Sokhotski relation has been used,
1
x+ iǫ
= P
(
1
x
)
− iπδ(x) , (308)
in which P stands for the Cauchy principal value. The last equation of Eq. (307) has been
obtained with regard to Eq. (302).
Let us verify that the interaction associated with entire functions K(k2) obeying (299)
is indeed “localizable”. To this end we examine the behavior of
hR(r) =
1
π
∫ R
−R
dk
K(k2)
k + iǫ
eikr . (309)
By Cauchy’s theorem, integration over the real axis can be replaced by integration over
a semicircle ΓR of large radius R at the upper half-plane Im k > 0. Letting k = Re
iϑ,∣∣∣∫
ΓR
dk
k
K(k2) eikr
∣∣∣ ≤ ∫
ΓR
∣∣∣dk
k
K(k2) eikr
∣∣∣ < ∫ π
0
dϑ exp(ǫR) exp(−rR sin ϑ) , (310)
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where we have taken into account (299), and
|eikr| = exp |iR (cos ϑ+ i sin ϑ)r| = exp(−rR sin ϑ) . (311)
In the sector 0 < ϑ ≤ π/2, it is helpful to use the inequality sin ϑ ≥ 2ϑ/π,∫ π
0
dϑ eǫR e−rR sinϑ = 2eǫR
∫ π/2
0
dϑ e−rR sinϑ < 2eǫR
∫ π/2
δ
dϑ e−
2
π
ϑrR
=
π
rR
[
e−R(
2
π
rδ−ǫ) − e−R(r−ǫ)
]
. (312)
For finite r and ǫ < 2rδ/π, this expression vanishes in the limit R→∞.
To summarize, if K(k2) obeys (299), then hR(r) → 0, and the potential (307) takes
the form of the Coulomb potential e/r. The singularity of φ(r) remains unaffected when
K(−∇2) acts on δ3(r).
We next turn to nonlocal interactions. Supposing that
|K(R2e2ϑ)| ≤ C exp(ℓR sinϑ) as R→∞ , (313)
we find ∣∣∣∫
ΓR
dk
k
K(k2) eikr
∣∣∣ ≤ 2C ∫ π2
0
dϑ eR sinϑ(ℓ−r) ≤ 2C
∫ π
2
0
dϑ e
2Rϑ
π
(ℓ−r)
=
πC
R(ℓ− r)
[
eR(ℓ−r) − 1] . (314)
For r > ℓ, this expression vanishes in the limit R →∞. To enquire into the situation in
the region r < ℓ, write the solution to (305) in the form
φ(r) = e θ(r)
α(r)
r
, (315)
where θ(r) is the Heaviside step function indicating that the range of r is reduced to the
semiaxis R+, and α(r) is a differentiable function satisfying two conditions
α(r) = α0r +O(r
3) , r → 0 , (316)
α(r) = 1, |r| ≥ ℓ . (317)
Combining (315) with (307), we obtain
α′(r) =
1
π
∫ ∞
−∞
dk K(k2) eikr , (318)
where the prime stands for differentiation with respect to r. The inverse of (318) is
K(k2) =
1
2
∫ ℓ
−ℓ
dr α′(r) e−ikr . (319)
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This formula is convenient for constructing K(k2) with the required properties (302) and
(313). One can to show [114] that if α(r) is a differentiable function obeying (316) and
(317), then (319) represents an entire function K(k2) of order 1
2
, which is square integrable
on R, normalized to K(0) = 1, and whose indicatrix is H(ϑ) = ℓ sinϑ. Conversely, let
K(k2) be a square integrable on R entire function of order 1
2
and type ℓ. Then α′(r),
defined in (318) is zero for |r| ≥ ℓ.
Therefore, to formulate the nonlocal electrodynamics (301), we may proceed from the
static potential (315) with an arbitrarily chosen α(r), satisfying the conditions (316) and
(317), and use Eq. (319) to obtain the explicit form of K().
As a simple example of K(k2) and α′(s) we take
K(k2) =
sin (kℓ)
kℓ
, α′(r) =
{
ℓ−1 |r| < ℓ
0 |r| ≥ ℓ . (320)
The corresponding potential φ(r) is a truncated Coulomb potential. A similar static
solution for a charged sphere of radius ℓ is offered by Maxwell’s electrodynamics. However,
the similarity is deceptive. While the charged sphere is subject to the repulsive static
forces, and cannot be stable without resort to Poincare´ cohesive forces, the delta-function
source generating the potential (315) with α(r) given by (320) is free of tearing strains,
dF = dΩ
∫ ∞
0
dr r2δ(r)E(r) = 0 . (321)
The square integrability of K(k2) implies that the self-energy is finite:
δm =
∫
d3x
E2
8π
=
e2
2π
∫ ∞
−∞
dk K2(k2) <∞. (322)
We are now in position to consider the general case that a point charge is moving
along an arbitrary timelike smooth world line. To solve the field equation (304), we adopt
the retarded boundary condition, and impose Lorenz gauge. The solution is given by
Aµ(x) = − 1
4π3
∫
d4k e−ik·x
K(−k2)
k2 + 2ik0ǫ
˜µ(k) , (323)
where
˜µ(k) =
∫
d4x eik·x jµ(x) = e
∫ ∞
−∞
ds eik·z(s) vµ(s) . (324)
Looking at (313), we observe that K(−k2) grows exponentially when k2 → ∞. This
implies that the integral (323) fails to converge unless ˜µ(k) decrease appropriately in
timelike directions. It is possible to demonstrate [89], [98] the existence of world lines
such that
|˜µ(k)| < Ce−(ℓ+δ)
√
k2 , k2 →∞ , (325)
which is to say that the integral in Eq. (323) is convergent. If the nonlocal electrodynamics
is to be consistent, the allowable class of world lines must be narrowed in the following way.
Let t be laboratory time in a particular Lorentz frame, so that dzµ/dt = (1,v). Consider a
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set of timelike smooth curves zµ(t) which are capable of being parametrized by a complex
variable t + iu, and assume that these curves lend themselves to the requirements of
analyticity in the strip
−∞ < t <∞ , |u| < ℓ+∆ , 0 < δ < ∆ , (326)
and integrability ∫ ∞
−∞
dt |v+(t + iu)| <∞ , (327)
where v+(t) =
1
2
[v(t)+v(−t)]− 1
2
(vin+vout). Then this set of curves represents the class
of world lines for which the asymptotic estimate (325) holds.
The retarded solutions Aµ(x) prove to be identical to the Lie´nard–Wiechert vector
potentials everywhere outside a thin tube T̺ of radius ̺ ∼ ℓ enclosing the world line. All
acausal phenomena are confined to a spacetime region M bounded by T̺.
We thus come to the following picture of self-interaction. The initial degrees of freedom
appearing in the action (301) rearrange just as they do in the Maxwell–Lorentz theory
with few exceptions concerning the region M.
Substitution of the retarded field (323) in Θµν gives a finite stress-energy tensor. The
integrability is therefore not the feature unique to ΘµνII . In fact, the segregation between
ΘµνI and Θ
µν
II is confidently made only at a distance well away from the region M. To
define ΘµνII , the part of the retarded solution F
µν
II that scales as ρ
−1 in the limit ρ ≫ ℓ
should be substituted in Θµν . This makes possible to reproduce most of the properties of
radiation in the Maxwell–Lorentz theory, the generalized Larmor formula (75) included,
for sufficiently smooth world lines, that is, for curves whose local acceleration and higher
derivatives are always small, ℓ2|a2| ≪ 1, ℓ4|a˙2| ≪ 1,...
We remark parenthetically that the product of distributions −1K() δ4(x), whose
smearing functions K(−k2) satisfy the asymptotic condition (299), is well defined if the
appropriate basic space Z consists of slowly increasing entire functions χ(k2) of the com-
plex variable k2 = ξ + iζ subject to the conditions
|(k2)nχ(k2)| ≤ Cn exp (−a|ξ|+ b|ζ |) , n = 0, 1, . . . , N , (328)
where a, b, Cn, and N are constants (dependent on χ). For more details of Z see [53].
Equation (303) is free of the ultraviolet disease and hence is the well-defined equation
of motion for a dressed charged particle. It is possible to bring this equation to the form of
Newton’s second law, Eq. (88). Indeed, the general solution to the field equation (304) is
the sum of Fret, the retarded field due to the delta-function source smeared by K(), plus
Fext, a solution to the homogeneous wave equation describing an external field. Therefore,
the right side of Eq. (303) is decomposed into two terms, Iλ + fλ, where Iλ is attributed
to the effect of the retarded field, and fλ stands for the external force. Note also that
the terms m0a
λ, Iλ, and fλ are orthogonal to vλ each. This explains the reason for
the occurrence of the overall projector
v
⊥ , and the separation of fλ from the remainder,
which, together with m0a
λ, is associated with p˙λ. For sufficiently smooth world lines,
Eq. (303) is closely approximated by the Abraham–Lorentz–Dirac equation, Eq. (86), in
which m = m0+ δm, with δm being given by (322). Let κ be a characteristic curvature of
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such world lines, and ǫ = ℓκ a small dimensionless parameter. Then Eq. (89) represents
the four-momentum of a dressed particle pµ accurate to O(ǫ5).
It is notable that the self-energy δm is finite as (322) suggests. The renormalization
of mass, m = m0 + δm, is therefore not a means for rendering the product of singular
distributions well-defined. The reason for fusing two quantities of different nature, m0
and δm, into a single quantity, m, is again the fact that the initial degrees of freedom
appearing in the action (301) are unstable, which begets their gathering into a dressed
particle whose inert property is expressed in terms of m.
3.7 Particles with spin
By now, several approaches to the dynamics of classical charged particles with spin have
been developed. All can be separated into two main groups: those characterized by the use
of ordinary commuting variables describing spin degrees of freedom, and those marked by
the use of anticommuting Grassmannian variables (for a review see, e. g., [128]). Frenkel
[61] pioneered in a relativistic Lagrangian description of classical spinning particles in
electromagnetic field. Grassmannian variables were first applied to describe spin at the
classical level in [107], [20], [21], and [40].
The Maxwell–Lorentz electrodynamics can be extended to cover a particle possessing
a charge e and a dipole moment mµν = −mνµ by introducing the current density
jµ(x) =
∫ ∞
−∞
ds
[
evµ(s) +mµν(s)
∂
∂xν
]
δ4[x− z(s)] . (329)
To specialize our discussion to the case of a magnetic dipole, we connect mµν with spin
variables Sµν of the particle,
mµν = µSµν , (330)
satisfying the Frenkel condition
Sµνvν = 0 . (331)
The particle is assumed to be an object whose nature is preserved under time evolution.
In particular, the magnitude of the tensor Sµν must be unchanged,
SµνSµν = 2S
2 = const . (332)
The equation of motion for a dipole must be consistent with conditions (331) and (332).
In a particular Lorentz frame, the antisymmetric tensor Sµν is written as Sµν = (N,S),
where σ0i = Ni and σij = −ǫijk Sk. In the rest frame, Frenkel’s constraint (331) implies
that only the components of S are nonzero, while N = 0. Equation (332) can be recast as
SµνSµν = 2S
2. Therefore, S may be used to mean spin as viewed by a comoving observer.
The symmetry properties of the extended theory have been subjected to dramatic
changes. Since mµν has dimension of length, Maxwell’s equations cease to be invariant
under the group of conformal transformations C(1, 3). Furthermore, in view of (329),
it seems difficult to conceive of a simple law of transformation for mµν in response to
reparametrizations of world lines so as to preserve reparametrization invariance of the
action.
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The retarded solution to Maxwell’s equations with the source jµ shown in (329) is
Aµ(x) = e
vµ
ρ
+ µ
∂
∂xν
(
Sµν
ρ
)
. (333)
All the quantities on the right-hand side are taken at the retarded instant sret.
It is clear from (333) that the retarded field F µν contains terms proportional to ρ−3,
ρ−2, and ρ−1. Accordingly, the four-momentum P µ of this field involves terms that diverge
as ǫ−3, ǫ−2, and ǫ−1 in the limit of regularization removal ǫ→ 0. To be more specific, we
refer to [25] where it was found that the only singular term of P µ proportional to e2 looks
like
1
2ǫ
vµ , (334)
singular terms proportional to eµ appear as
− 1
3ǫ
(
2 S˙µνvν + S
µνaν
)
, (335)
and singular terms proportional to µ2 are of the form
1
6ǫ3
vµS2 +
1
15ǫ2
(
3aµS2 + 5SµσS˙σνv
ν + 4Sµσ Sσνa
ν
)
− 1
15ǫ
[
vµ
(
3a2S2 − 5S˙2
+20vσS˙
µσS˙µνv
ν − 4vσS˙µσSµνaν − aµSµσSσνaν
)
+ 4SµσS˙σνa
ν − 6S˙µκSκσaσ
]
. (336)
To absorb these divergences, we need to redefine three free parameters which are held
in the particle sector of the action. But only two such parameters, namely m0 and S, are
available. This bears some resemblance to the Maxwell–Lorentz electrodynamics in R1,5,
discussed in Sec. 3.2.3, where P µ contains cubic and linear divergences. We augmented
the Poincare´–Planck action by the addition of terms containing higher derivatives of zµ,
in other words, we adopted the rigid dynamics with a simple Lagrangian (194), which
offered a means to eliminate the divergences and make the description consistent.
However the situation is different now. As indicated above, we are dealing with a
system devoid of conformal and reparametrization invariances. It is unlikely to contrive a
simple Lagrangian for a spinning particle containing, in addition to m0 and S, a further
parameter, so as to be able to cope with elimination of the divergences. A regular approach
to deriving a consistent dynamics of a spinning particle interacting with electromagnetic
field remains to be developed. Yet, at times, researchers propose ad hoc versions of the
desired dynamics taking into account self-interaction effects [24], [25], [147], [132], [19],
[69]. We do not delve into the essence of these heuristic approaches. We only note that
the eventual outcome is given by two comparatively simple equations, the equation of
motion for a dressed spinning particle, and the equation governing the precession of spin
of this particle. For example, the following dynamical equations were obtained in [147]:
maλ = e
(
Fˆ λµvµ +
g
4m
Sˆµν ∂
λFˆ µν
)
+
d
ds
[
Sˆλµ
(
g
e
2m
Fˆµνv
ν − aµ
)
+ g
e
2m
SˆµνFˆµνv
λ
]
,
(337)
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and
(
v
⊥)λν (
v
⊥)µσ d
ds
Sˆνσ = g
e
2m
[
Sˆλν (
v
⊥)µσ − Sˆµν (
v
⊥)λσ
]
Fˆ νσ , (338)
where g is the gyromagnetic ratio defined by
µ = g
e
2m
. (339)
The rearranged dynamics, Eqs. (337) and (338), is expressed in terms of two auxiliary
quantities Fˆ µν and Sˆµν originating in the following way. Let F µν(−) denote half the difference
of the retarded and advanced fields generated by the particle. Then Fˆ µν is defined by
Fˆ µν = F µνext + F
µν
(−) . (340)
The definition of Sˆµν is more complicated. The derivative of this quantity is defined by
d
ds
Sˆµν = Pˆµvν − Pˆνvµ +mµσFˆ σν −mνσFˆ σµ , (341)
where the auxiliary momentum variable Pˆ µ satisfies the equation
d
ds
Pˆ µ = eFˆ µνvν +mκσ∂
µFˆ κσ . (342)
The constraints (330), (331), and (332) therewith change, respectively, as
mµν = µSˆµν , (343)
Sˆµνvν = 0 , (344)
Sˆµν
d
ds
Sˆµν = 0 . (345)
It is not unduly difficult to verify that the dynamical equations (337) and (338) are
consistent with these modified constraints.
To sum up, the classical dynamics of charged spinning particles formulated in terms
of ordinary commuting variables is a challenging task which still remains to be solved.
The surprising thing is that the Lagrangian description of charged spinning particles
with the aid of anticommuting Grassmannian variables turns out to be quite simple. As
an illustration, we refer to the model of [65] characterized by the use of real-valued odd
elements of a Grassmann algebra θµ and θ5 to describe spin degrees of freedom. An
appropriate reparametrization invariant action is
S =
∫ τ2
τ1
dτ
[
−Pµz˙µ − i
2
(
θ˙µθµ + θ˙5θ5
)
− eAµz˙µ
+iM
(
P 2 −m2 − ieFµνθµθν
)−N (θµPµ +mθ5)]
− i
2
[θµ(τ1)θµ(τ2) + θ5(τ1)θ5(τ2)] , (346)
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and the endpoint variation conditions are
∆zµ(τ1) = ∆z
µ(τ2) = 0 , ∆θ
µ(τ1) + ∆θ
µ(τ2) = 0 , ∆θ5(τ1) + ∆θ5(τ2) = 0 . (347)
The variablesN andM are Lagrange multipliers of the constraints P 2−m2−ieFµνθµθν ≈ 0
and θµPµ + mθ5 ≈ 0. The even Grassmannian construction iθµθν is similar to the spin
tensor Sµν .
A stumbling block for the study of such models lies in the following fact. Although even
elements of a Grassmann algebra contain usual numbers (Dirac called them c-numbers),
the subset of c-numbers does not exhaust all the possibilities. There are even elements
different from c-numbers. Solutions to the equation of motion for a spinning particle,
zµ(τ), may well be built from even Grassmannian variables appearing in the action (346)
which are not c-numbers, say, from Nθµ and iθµθν . The complete collection of world lines
zµ(τ) may involve curves which need not be mappings R→ R1,3. Therefore, this spinning
particle lives in a realm which is not identical to Minkowski spacetime or its warpings.
This realm is described in terms of arbitrary even Grassmannian variables. However, in
this realm, most physical quantities are deprived of operational definition, and we do not
have the slightest idea of how they can be experimentally recorded.
4 SELF-INTERACTING GAUGE FIELD SYSTEMS
Armed with the insight gained from the self-interaction problem in the Maxwell–Lorentz
electrodynamics and simplified nonlinear field models possessing nontrivial topological
structures, we begin to consider this problem in non-Abelian gauge field systems. Both of
the studied manifestations of self-interaction can occur there. If a system does not involve
particles, that is, delta-function sources of the field are missing from this system, solutions
associated with phases of distinct topological structures are the sole manifestation of self-
interaction. The Yang–Mills–Higgs model is an example. One phase of this system can be
related to the Coleman plane waves, and the other phase can be attributed to the ’t Hooft–
Polyakov magnetic monopole field. The former enjoys the property of the internal SU(2)
symmetry, which is spontaneously broken to U(1) in the latter. These configurations
differ not only in their topological setups, but also in physical properties. On the other
hand, if a system contains particles interacting with a non-Abelian gauge field, the phase
manifestation of self-interaction is supplemented with rearranging initial mechanical and
field degrees of freedom. This phenomenon shows a general resemblance to that in the
Maxwell–Lorentz theory, but occurs variously for different phases. To illustrate, in one
phase of the Yang–Mills–Wong theory, accelerated dressed particles emit Yang–Mills field
waves of positive energy, while in the other phase, accelerated dressed particles emit waves
of negative energy. The gauge groups of these phases are different even though none of
them is a subgroup of the other. They are the compact and a noncompact real forms of
the complexification of the gauge symmetry group. This trait of self-interaction in the
Yang–Mills–Wong theory is called “spontaneous deformation of symmetry”.
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4.1 Self-interaction in the Yang–Mills–Higgs theory
A regular way for obtaining nontrivial static solutions of the pure SU(2) gauge theory is
to use the so-called Wu and Yang ansatz [156] in which space coordinates are interwoven
with gauge field coordinates,
Aa0(x) = i
xa a(r)
gr2
, Aaj (x) =
ǫajk xk [1− b(r)]
gr2
. (348)
’t Hooft [148] and Polyakov [122] pioneered the use of the Wu–Yang ansatz in the
Yang–Mills–Higgs theory, and discovered a field configuration possessing properties of the
magnetic monopole. This configuration is a finite-energy smooth solution to the SO(3)
gauge theory with a Higgs triplet. The Lagrangian is:
L = −1
4
GaµνG
µν
a +
1
2
Dµφ
aDµφa − V (φ) , (349)
where
Gaµν = ∂µA
a
ν − ∂νAaµ + gǫabcAbµAcν , (350)
Dµφa = ∂µφa + gǫabcA
b
µφ
c , (351)
V (φ) =
λ2
4
(
µ2
λ2
− φ2
)2
, φ2 = φaφ
a , a = 1, 2, 3 . (352)
The field equations read
∂µGaµν = gǫ
abc
[
(Dνφ)b φc + A
µ
bG
c
µν
]
, (353)
∂µDµφa = gǫabc
(
Dµφb
)
Acµ + µ
2φa − λ2φaφ2 . (354)
The Higgs potential V (φ) must approach zero as r →∞, which means that the Higgs
field has a nonzero limit at spatial infinity
φa → µ
λ
φˆa(n) , φˆ
aφˆa = 1 , n
2 = 1 , r →∞ . (355)
The boundary condition (355) singles out a particular axis φˆa in the parameter space
of the SO(3) group of internal symmetry for each spatial direction n, thus breaking this
symmetry. Solutions subject to this condition are invariant under the group of rotations
about φˆa. Therefore, the unbroken symmetry is SO(2) or, equivalently, the U(1) subgroup
of SO(3). The resulting U(1) gauge theory can be identified with Maxwell’s theory of
charged vector and scalar fields if generators Ta of the initial SO(3) group are projected
on φˆa. Then the Abelian vector potential Aµ associated with the local U(1) gauge group
is
Aµ = (φaAµa)
λ
µ
, (356)
and the electric charge is
e = g (φaTa)
λ
µ
. (357)
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Our concern here is with static spherically symmetric solution to the field equations
(353) and (354). Let us take the gauge condition Aa0 = 0. This implies D0φa = 0 and
Ga0j = 0. With the ansatz
φa(x) =
xa a(r)
gr2
, (358)
Aaj (x) =
ǫajk xk [1− b(r)]
gr2
, (359)
(353) and (354) become
r2a′′ = a
(
2b2 − µ2r2 + λ
2
g2
a2
)
, (360)
r2b′′ = b
(
b2 − 1 + a2) , (361)
where the prime stands for differentiation with respect to r.
Combining (355) with (358) gives
lim
r→∞
φ(r) =
µ
λ
n , (362)
that is, φˆa = na. The ansatz (359) is consistent with Eqs. (360) and (361) if b(r) = O(1)
as r →∞. The “electromagnetic” field strength Fµν is to be identified with the component
of the Yang–Mills strength Gaµν in the direction of φˆ
a, which corresponds to the unbroken
U(1) symmetry. Taking into account that Ga0j = 0, one can show that, far from the origin,
Gaij = −ǫijk
nkna
4πer2
, (363)
or
Fij = φˆaG
a
ij = −
1
4πer2
ǫijana , (364)
which represents a radial static magnetic field
Bk = − nk
4πer2
, (365)
generated by the total magnetic charge e⋆ = 1/e. This solution, called the ’t Hooft–
Polyakov monopole, describes the Yang–Mills field of magnetic type because ∗GaµνG
µν
a = 0
and GaµνG
µν
a > 0.
The ’t Hooft–Polyakov monopole and the Dirac monopole [50], [52] differ in their
structure within a core of size ∼ λ/µ. The Dirac monopole solution (365) has a singularity
for which a point source has to be introduced explicitly in the action, while the ’t Hooft–
Polyakov monopole is smooth everywhere and satisfies the field equations (353) and (354)
without external sources. Outside the core these configurations are similar.
There is another class of solutions in the Yang–Mills–Higgs theory, the non-Abelian
analogues of electromagnetic plane waves, originally discovered by Coleman [44]. To
describe these solutions of the field equations (353) and (354), it is convenient to adopt
light-cone coordinates xµ = (x+, x−, x2, x3), x± = x0±x1. The metric, expressed in terms
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of these coordinates, is ds2 = dx+dx−− (dx2)2− (dx3)2. The Coleman solutions for plane
waves moving in the negative x1-direction are given by
φa = 0 , Ga2+ = −Ga+2 = fa(x+) , Ga3+ = −Ga+3 = ga(x+) , (366)
where the f ’s and g’s are arbitrary bounded functions of x+, with all other components
of the field strength being vanishing. For these solutions, the energy density is bounded
throughout spacetime, the direction of the Poynting vector is constant, the magnitude
of the Poynting vector is equal to the energy density, and ∗GaµνG
µν
a = 0, G
a
µνG
µν
a = 0,
which allows to classify these Gaµν as null-field configurations. The Coleman plane waves
represent a phase distinct from the phase associated with the ’t Hooft–Polyakov magnetic
monopoles. There is no bijective continuous mapping between these two configurations.
The ’t Hooft–Polyakov monopole is electrically neutral due to the combination of the
gauge condition Aa0 = 0 and the requirement that the field configurations should be static.
Julia and Zee [84] have abandoned this gauge condition and used the ansatz
Aa0(x) =
c(r)na
4πgr2
, (367)
where c(r) is an unknown function. The resulting static solution exhibits nonzero Ga0j .
This configuration with electric and magnetic charges, presently known as the Julia–Zee
dyon, offers a further phase of the Yang–Mills–Higgs system.
For arbitrary µ and λ, the set of ordinary differential equations (360) and (361) has
never been solved analytically. However, in the limit µ → 0, λ → 0, with µ/λ < ∞, an
exact solution
a(r) = βr coth(βr)− 1 , b(r) = βr
sinh(βr)
, (368)
where β is an arbitrary constant, was obtained by Bogomol’nyi [32], and Prasad and
Sommerfield [123]. The Bogomol’nyi–Prasad–Sommerfield configuration is self-dual,
∗Gaµν = iG
a
µν , (369)
where the Hodge dual field ∗Gaµν is defined by
∗Gaµν =
1
2
ǫµναβG
aαβ. This implies that the
Yang–Mills term of the stress-energy tensor Θµν is vanishing. Indeed,
Θµν =
1
4π
(
G λaµ G
a
λν +
ηµν
4
Gαβa G
a
αβ
)
=
1
8π
(
G λaµ G
a
λν +
∗G λaµ
∗Gaλν
)
=
1
8π
(
G λaµ + i
∗G λaµ
)
(Gaλν − i ∗Gaλν) , (370)
which shows thatΘµν = 0 for
∗Gµν = ±i Gµν . Thus, the Bogomol’nyi–Prasad–Sommerfield
configuration carries zero energy and momentum.
This cursory glance at nontrivial solutions of the Yang–Mills–Higgs system is suffice
for present purposes. The availability of these solutions makes it clear that self-interaction
in this system gives rise to several phases with different geometric and physical properties.
The literature on exact solutions of classical Yang–Mills theories is rather extensive.
The reader interested in this topics may consult the books [125], [140], and [133]. A
detailed treatment of monopole solutions is given in [67], [83], [45], [10]. A largely complete
review of classical solutions to SU(2) gauge theories that were known by the end of the
1970s is represented in the survey [4].
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4.2 Self-interaction in the Yang–Mills–Wong theory
The Yang–Mills–Wong theory has many features in common with the Maxwell–Lorentz
theory. This is a classical gauge field theory which describes the interaction of particles
carrying non-Abelian charges with the Yang–Mills field. A closed system of K particles
interacting with the SU(N ) Yang–Mills field is governed by the action [11]
S = −
K∑
I=1
∫
dsI
{
mI0
√
vI · vI +
N 2−1∑
a=1
N∑
i,j=1
qaI η
∗
Ii
[
δij
d
dsI
+ vµI
(
AaµTa
)i
j
]
η jI
}
− 1
16π
∫
d4xGµνa G
a
µν , (371)
where Ta are generators of SU(N ), Gaµν = ∂µAaν − ∂νAaµ + ifabsAbµAcν is the field strength,
fabc are the structure constants of SU(N ). The SU(N ) gauge group is thereafter called
the “color” gauge group, and the classical particles go under the name of “quarks”, with
the understanding, however, that all such terms refer to the Yang–Mills–Wong theory,
which may in some respects stretch the truth of subnuclear realm.
Quarks, labelled with I, carry color charges QI in the adjoint representation of SU(N ),
QI = Q
a
I Ta, which can be written in terms of the basic variables ηIj in the fundamental
representation,
QI =
N 2−1∑
a=1
N∑
i,j=1
qaI η
∗
Ii (Ta)
i
j η
j
I . (372)
The Euler–Lagrange equations for η and η∗, in which the label I is omitted,
η˙i = −(v · Aa) (Ta)ij ηj ,
η˙∗j = η
∗
i (v · Aa) (Ta)ij , (373)
can be combined into
Q˙a = −ifabcQb (v · Ac) . (374)
Equation (374) was originally derived by Wong [155]. It shows that the color charge Qa
shares with a top the property of precessing. Indeed, Qa precesses around the axis v ·Aa
in the color space.
In contrast to the electric charge e, which is a constant, the color charge Qa is a
dynamical variable governed by Eq. (374). But the color charge magnitude is a constant
of motion,
d
ds
Q2 = 2Q˙aQa = 0 , (375)
which follows from (374), written in the Cartan basis, because in this basis, fabc = −fbac.
Furthermore, there is good reason to look for solutions of the Yang–Mills–Wong theory
satisfying the condition
Qa(s) = const. (376)
Abandoning this condition would pose the problem of an infinitely rapid precession of Qa
because the retarded field Aaµ is singular on the world line.
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Varying Aµ in the action (371) gives the Yang–Mills equations:
Eaµ(x) =
(
DλGλµ
)a
(x)− 4πg
K∑
I=1
∫ ∞
−∞
dsI Q
a
I (sI) v
I
µ(sI) δ
4 [x− zI(sI)] = 0 . (377)
Before proceeding further let us recall that knowing the retarded solution to Maxwell’s
equations with the source involving a single point charge,
Aµ = e
vµ
ρ
, (378)
its extension to the case that the source is composed of K charges follows immediately:
Aµ =
K∑
I=1
eI
vµI
ρI
. (379)
Allowing for linear combinations of solutions with arbitrary real coefficients, Eq. (379), is
tantamount to stating that electric charges eI take arbitrary real values. By contrast, the
superposition principle does not apply to the Yang–Mills equations unless they become
Abelian, and hence linearize. Non-Abelian solutions of the Yang–Mills equations with the
single-quark source are prevented from superposing, and we are forced to solve Eq. (377)
for each K individually.
A systematic method for finding exact retarded solutions of Eq. (377) with the source
composed of K quarks moving along arbitrary timelike smooth world lines was proposed
and developed in a series of papers [90], [92], [93], [94], [95], [98], and rediscovered in part
in [136]. Without going into detail of this method we simply present typical solutions and
discuss their properties bearing on self-interaction.
There are two kinds of retarded solutions to Eq. (377), Abelian and non-Abelian.
Abelian solutions are defined on a set of N − 1 commuting matrices Ha which form the
Cartan subalgebra of the Lie algebra su(N ). To build non-Abelian solutions, we need
extended subalgebras of su(N ), containing the Cartan subalgebra.
Consider the simplest case that the SU(2) Yang–Mills field is generated by a single
quark moving along a timelike smooth world line. The retarded Abelian solution is
Aµ = qT3
vµ
ρ
, (380)
where q is an arbitrary real parameter whereby the color charge of the quark is measured,
Q = qT3. This solution has much in common with the Lie´nard–Wiechert vector potential
(378), in particular the field Gµν evaluated from (380) is of electric type.
The corresponding retarded non-Abelian solution is
Aµ = ∓ 2i
g
T3
vµ
ρ
+ iκ (T1 ± iT2)Rµ . (381)
Here Ta (a = 1, 2, 3), are three generators of SU(2), which can be expressed in terms of
the Pauli matrices, Ta =
1
2
σa, and κ is an arbitrary real nonzero parameter. The field
strength associated with this vector potential is
Gµν = cµW ν − cνW µ , (382)
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W µ = ∓ 2i
g
T3
Uµ
ρ2
+ iκ (T1 ± iT2) vµ , (383)
where Uµ = −λvµ + ρaµ which is the same as that given by Eq. (52).
With the prescription that observable color singlets must involve either “+” or “−”
representatives of the non-Abelian solutions, not their mix, one can deduce that the
configuration defined by Eqs. (382)–(383) qualifies as a Yang–Mills field of magnetic type,
P = 1
2
∗GaµνG
µν
a = 0 , S =
1
2
GaµνG
µν
a =
4
g2ρ4
> 0 . (384)
The Yang–Mills equations determine not only the retarded non-Abelian field (381),
but also the magnitude of the color charge that generates this field. Indeed, the quantity
Q2 = − 4
g2
(385)
appearing in (381) is ordered by the structure of the Yang–Mills equations (377).
The solution (381) acquires the form Aµ = Aaµ Ta where all coefficients Aaµ are pure
imaginary with the use of the matrix basis
T1 = τ1 , T2 = iτ2 , T3 = τ3 . (386)
Elements of this basis obey the commutation relations
[T1, T2] = −T3 , [T2, T3] = −T1 , [T3, T1] = T2 , (387)
which underlie the sl(2,R) Lie algebra. The color space becomes a pseudoeuclidean space
with the metric ηab = diag (−1, 1,−1). The automorphism group of this space is SO(2, 1).
On the other hand, the gauge group of the solution (380) is the initially chosen SU(2).
Should we adopt the initial gauge group Sp(1), rather than SU(2) or SO(3), we would
come to identical results owing to the equivalence of three complex Lie algebras
sp(1,C) ∼ sl(2,C) ∼ so(3,C) , (388)
their real compact forms
sp(1) ∼ su(2) ∼ so(3) , (389)
and their real noncompact forms
sp(1,R) ∼ sl(2,R) ∼ su(1, 1) ∼ so(2, 1) , (390)
see, e. g., [16].
Imagine for a little that a single quark is in the Universe. The system “the quark plus
its own Yang–Mills field” exists in two phases which are distinguished by their groups of
gauge symmetry: SU(2) and SL(2,R). These phases will be conventionally referred to as
“hot” and “cold”.
A closer look at SU(2) and SL(2,R) shows that none of them is a subgroup of the other.
The origin of SL(2,R) bears no relation to spontaneous symmetry breakdown. SU(2) and
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SL(2,R) are the compact and a noncompact real forms of the complex group SL(2,C).
Invariance of the action (371) under SU(2) automatically entails its invariance under the
complexification of this group, SL(2,C). However, a complex-valued Yang–Mills field may
seem problematic in the classical context, particularly where observable quantities, such
as energy, were involved. Only real forms of SL(2,C) appear to be satisfactory as gauge
groups. The emergence of a solution invariant under a real form of SL(2,C) different from
the initial SU(2) is a phenomenon specific to the Yang–Mills–Wong theory. We call it the
“spontaneous symmetry deformation”. The cold and hot phases differ from each other
not only in their symmetry; a cold quark generates the Yang–Mills field of magnetic type,
while a hot quark generates the Yang–Mills field of electric type.
While on the subject of systems composed of K quarks and their field evolving in the
non-Abelian regime, we note that the Yang–Mills–Wong theory of such systems can be
consistently formulated for the color gauge group SU(N ) with N ≥ K + 1. To illustrate,
we refer to a system of two quarks whose initial gauge group is assumed to be SU(3). A
retarded non-Abelian solution that describes the field due to two quarks moving along
arbitrary timelike smooth world lines is
Aµ = ∓2i
g
(
H1
vµ1
ρ1
+ gκE±13R
µ
1
)
∓ 2i
g
(
H2
vµ2
ρ2
+ gκE±23R
µ
2
)
, (391)
where Hl and E
±
mn are generators of SU(3) in the Cartan basis, which can be expressed
in terms of the Gell-Mann matrices:
H1 =
1
2
(
λ3 +
λ8√
3
)
, H2 = −1
2
(
λ3 − λ8√
3
)
,
E+13 =
1
2
(λ4 + iλ5) , E
+
23 =
1
2
(λ6 + iλ7) . (392)
Rµ1 = x
µ − zµ1 (s1) and Rµ2 = xµ − zµ2 (s2) are, respectively, null four-vectors drawn from
points zµ1 (s1) and z
µ
2 (s2) on the world lines of quarks 1 and 2, where the signals were
emitted, to the point xµ, where the signals were received.
Expression (391) is imaginary-valued in the color basis
T1 = λ1 , T2 = iλ2 , T3 = λ3 , T4 = λ4 ,
T5 = iλ5 , T6 = λ6 , T7 = iλ7 , T8 = λ8 , (393)
or in the Cartan basis spanned by Hn and E
±
mn. The Tn’s are traceless real 3× 3 matrices
satisfying the commutation relations of the Lie algebra sl(3,R). Thus, the gauge group
of the non-Abelian solution (391) is actually SL(3,R).
The structure of retarded non-Abelian solutions to the Yang–Mills equations with the
source composed of K quarks closely resembles that of (391). These solutions are the
sum (not an arbitrary superposition) of single-quark terms, as exemplified by Eq. (391)
in which two single-quark terms add up to give the retarded Yang–Mills field generated
by two quarks in the cold phase. The spontaneous symmetry deformation, responsible for
the emergence of the gauge group which is a noncompact real form of the complex group
SL(N ,C), occurs universally in all systems of K quarks governed by the action (371).
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The corresponding retarded Abelian solutions
Aµ =
K∑
I=1
N−1∑
n=1
qnI Hn
vIµ
ρI
(394)
are linear combinations of single-quark solutions (380) with arbitrary real coefficients qnI .
The gauge group of these configurations is the initial SU(N ).
Varying zµI in the action (371) gives the equation of motion for Ith bare quark
ελI (zI) = m
I
0 a
λ
I − vIµQaI Gλµa (zI) = 0 . (395)
Since we are to study the rearrangement in hot and cold phases, the retarded Abelian
and non-Abelian solutions to the Yang–Mills equations with the source composed of K
quarks should be substituted to Eq. (395). However, the singularities of these solutions
on the world lines preclude the direct execution of this plan. As before we invoke the
Noether identity
∂µ
(
Θλµ + tλµ
)
(x) =
1
4π
(EaµGλµa ) (x) + ∫ ∞
−∞
ds ελ(z) δ4 [x− z(s)] , (396)
where
Θµν =
1
4π
(
Gµσa G
a ν
σ +
1
4
ηµνGaαβG
αβ
a
)
, (397)
tµν is given by (41), Eaµ and ελ are respectively the left-hand sides of (377) and (395).
In the hot phase, the Yang–Mills equations linearize, and become almost identical
to Maxwell’s equations. Accordingly, all results of Sec. 3.1 are reproduced with the only
replacement e2 → q2. The degrees of freedom appearing in the action (371) are rearranged
on the extremals subject to the retarded condition to give dressed quarks and Yang–Mills
radiation closely resembling such entities in electrodynamics. The behavior of a dressed
quark is governed by the Abraham–Lorentz–Dirac equation (86),
m
[
aµ − τ0
(
a˙µ + vµa2
)]
= fµ , (398)
where τ0 is a characteristic time interval defined by (90) in which e is substituted for q.
As to the cold phase, three more points need to be made. First, a special magnitude
for the color charge of every quark of K-quark systems evolving in the non-Abelian regime
is selected by the Yang–Mills equations:
Q2I = −
4
g2
(
1− 1N
)
, N ≥ 3 . (399)
Our principal interest here is with the overall minus sign of expression (399).
Second, the nonlinearity of the Yang–Mills equations is yet compatible with the fact
that retarded non-Abelian solutions are given by the sum of single-quark terms. Because
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all retarded non-Abelian solutions share this common property, the stress-energy tensor
of the Yang–Mills field is written as
Θµν =
∑
I
(
ΘµνI +
∑
J
ΘµνIJ
)
, (400)
where ΘµνI is comprised of the field generated by Ith quark, and Θ
µν
IJ contains mixed
contributions of the fields due to Ith and Jth quarks. Expression (400) is similar to that
of Θµν in the Maxwell–Lorentz theory. We are thus entitled to reiterate the procedure
used in Sec. 3.1 to reveal the rearrangement of Yang–Mills–Wong systems evolving in the
non-Abelian regime.
Third, conformal invariance is apparently violated by the linearly rising terms of Aµ
containing constants κ which have dimension (length)−2. Note, however, that
tr
(
HlE
±
mn
)
= 0 , tr
(
E±mnE
±
mn
)
= 0 , (401)
whence it follows that any color singlet, such as Θµν , is free of the contributions violating
conformal invariance. This is because the linearly rising terms depend upon either E+mn
or E−mn, but not both. Although the linearly rising terms of Aµ contribute to the field
strength Gµν , as viewed in Eq. (383), conformal invariance is recovered on the level of
observables. For instance, the force exerted on Ith quark from all other quarks
fµI = v
I
ν Q
a
I G
µν
a (zI) (402)
involves only the “Lie´nard–Wiechert part” of the field strength GLWµν . The explanation is
simple. The force (402) includes the scalar product of two color vectors Gµν − GLWµν and
QI . They are not arbitrary; the exact solutions constrain these vectors to be orthogonal
to each other.
On this basis we can get the following conclusions [90], [91], [94], [98]. In the cold
phase, an accelerated quark gains, rather than loses, energy by emitting the Yang–Mills
radiation. To see this, one has to derive the emitted four-momentum
Pµ = mℓ
∫ s
−∞
dτ a2 (τ) vµ (τ) , (403)
making clear the fact that
P˙ · v = mℓa2 < 0 , (404)
which is construed as absorbing convergent waves of positive energy, or, alternatively, as
emitting divergent waves of negative energy. Here, m is the renormalized mass of Ith
quark (from here on, the label I is omitted), and ℓ stands for a characteristic length
ℓ =
8
3mg2
(
1− 1N
)
. (405)
It is interesting to compare this parameter with the characteristic length τ0 in the
Maxwell–Lorentz electrodynamics which is thought of as an effective theory resulting
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from quantum electrodynamics at long distances. The validity of this effective theory is
limited by a cutoff related to the Compton wave length of the electron, λe = 3.86 · 10−11
cm. At shorter distances, the effect of pair creations becomes appreciable. Likewise,
we may understood the Yang–Mills–Wong theory as an effective theory to low-energy
quantum chromodynamics, and associate the cutoff with the Compton wave length of the
quark, λq. But unlike τ0, which is proportional to e
2 ≈ 1/137, the characteristic length
in the cold phase ℓ is inversely related to g2. In the strong coupling regime g ∼ 1, the
parameter ℓ is of order of the Compton wave length of the quark. However, if g ≪ 1, then
ℓ ≫ λq, so that all phenomena specified by ℓ fall in the range of validity of this classical
theory being immune to the effect of pair creations.
The four-momentum of a dressed quark in the cold phase is
pµ = m (vµ + ℓaµ) , (406)
and therefore
p2 = m2
(
1 + ℓ2a2
)
. (407)
If the acceleration exceeds its critical value a2c = −ℓ−2 (which is another way of stating
that the momentum transfer is greater than ℓ−1), the quark becomes a tachyon. Note,
however, that light constituent quarks have mass of about 300 MeV which is close to the
deconfinement transition temperature Tc ≈ 200 ± 50 MeV. With reference to what was
said immediately after Eq. (405), this suggests that the attainment of a2c may result in
triggering between the cold and hot phases rather than producing a tachyonic state.
The local energy-momentum balance
p˙µ + P˙µ + ℘˙µ = 0 (408)
applies to the cold phase. Here, pµ and Pµ are defined respectively by Eqs. (406) and
(403), and ℘˙µ = −fµ, with fµ being given by (402). According to this balance, the four-
momentum d℘µ = −fµds, extracted from an external field during an infinitesimal interval
ds, is used for changing the four-momentum of a dressed cold quark dpµ and emitting the
Yang–Mills radiation four-momentum dPµ with negative energy content.
Equation (408) can be rewritten to give the equation of motion for a dressed quark
m
[
aµ + ℓ
(
a˙µ + vµa2
)]
= fµ . (409)
The only qualitative difference between the equation of motion for a dressed quark in the
cold phase, Eq. (409), and that in the hot phase, Eq. (398), is the overall sign of the
parenthesized term. To appreciate this difference, let us assume that fµ = 0. While the
general solution to equation (398) takes the runaway form (145), the general solution to
equation (409) proves to be
vµ(s) = V µ cosh(ν0 + w0ℓ e
−s/ℓ) + Uµ sinh(ν0 + w0ℓ e−s/ℓ) . (410)
Here, V µ and Uµ are constant four-vectors such that V · U = 0, V 2 = −U2 = 1, and ν0
and w0 are arbitrary parameters. This self-decelerated solution should be attended with
the Haag asymptotic condition (74); otherwise the radiated four-momentum (404) will be
divergent. This requirement is fulfilled only for w0 = 0. Therefore, a free dressed quark
governed by Eq. (409) moves along a straight world line vµ = const.
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5 CLASSICAL SELF-INTERACTING STRINGS
Do classical strings undergo self-interaction? At first glance, strings are systems equipped
with enough symmetry to be unstable. This is indeed the case. But the mechanism for
revealing self-interaction is rather subtle.
For simplicity, we restrict our attention to bosonic strings. We recall the reader some
elements of their description [70], [121]. The points of a string are specified by spacetime
coordinates Xµ. During its motion, the string sweeps out a two-dimensional surface
in Minkowski space, Xµ = Xµ(σ, τ), called the world sheet. The coordinates τ and
σ parameterize the world sheet: σ labels the position of a point on the string and τ
measures its time evolution. World sheets are assumed to be timelike, smooth surfaces,
that is, a two-dimensional plane tangent to the world sheet is spanned by a timelike and
a spacelike vectors, X˙µ = ∂Xµ/∂τ and X
′
µ = ∂Xµ/∂σ. By analogy with the action for a
particle, Eq. (32), which is proportional to the length of the world line, the action for a
string is taken to be proportional to the area of the world sheet:
S =
∫ τ2
τ1
dτ
∫ l
0
dσL
(
X˙,X ′
)
, L = − T
2π
√
(X˙ ·X ′)2 − X˙2X ′2 . (411)
A classical string moves so as to minimize the area of the world sheet, with initial and
final positions of the string being fixed,
δS =−
∫ τ2
τ1
dτ
∫ l
0
dσ
(
∂
∂τ
∂L
∂X˙µ
+
∂
∂σ
∂L
∂X ′µ
)
δXµ +
∫ τ2
τ1
dτ
(
∂L
∂X ′µ
δXµ
)∣∣∣σ=l
σ=0
= 0 . (412)
Taking the boundary conditions
∂L
∂X ′µ
= 0 at σ = 0, l , (413)
we arrive at the Euler–Lagrange equations
∂
∂τ
X ′µ(X˙ ·X ′)− X˙µX ′2√
(X˙ ·X ′)2 − X˙2X ′2
+ ∂
∂σ
X˙µ(X˙ ·X ′)−X ′µX˙2√
(X˙ ·X ′)2 − X˙2X ′2
 = 0 , (414)
nonlinear partial differential equations for Xµ. This is not the whole story, however. The
change of variables
τ = F (τ¯ , σ¯) , σ = G(τ¯ , σ¯) , (415)
where F and G are smooth functions, leaves the action (411) invariant. Transformations
(415) form the gauge group of the string. To eliminate the gauge freedom of the string,
one may impose two gauge fixing conditions. A convenient choice is
X˙ ·X ′ = 0 , X˙2 +X ′2 = 0 , (416)
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whose geometrical significance is that the coordinate lines τ = const and σ = const are
orthogonal and uniformly parametrized, hence the name “orthonormal gauge”. With the
gauge (416), the Euler–Lagrange equations (414) simplify
X ′′µ − X¨µ = 0 . (417)
String coordinates in the orthonormal gauge obey the wave equation. This result makes
it clear that the string dynamics at the world sheet is devoid of self-interaction. The same
is true for superstrings.
The boundary conditions (413) become
X ′µ(τ, 0) = X ′µ(τ, l) = 0 . (418)
These are Neumann boundary conditions. Using (416) and (418), we obtain
X˙2 = 0 at σ = 0, l , (419)
that is, end points of strings obeying this boundary conditions move at the speed of light.
Alternatively, one may adopt Dirichlet boundary conditions
Xµ(τ, 0) = Xµ(τ, l) = Cµ , (420)
which imply that δXµ = 0 in the last term of (412). This term can also be set to zero if
we impose periodic boundary conditions
Xµ(τ, 0) = Xµ(τ, l) . (421)
These relations are suitable for closed strings in the orthonormal gauge.
A free open string can be coupled to an external electromagnetic field by adding an
interaction term to the free action. This term is to be chosen in a form preserving most,
or, better still, all symmetries of the free action. The only Poincare´ and gauge invariant
expression is
e
π
∫ τ2
τ1
dτ
∫ l
0
dσ X˙µX
′
ν F
µν(X) , (422)
where e stands for the electric charge of the string, and Fµν = ∂µAν−∂νAµ is the external
electromagnetic field. Because
X˙µ
∂
∂Xµ
Aν =
∂
∂τ
Aν , X ′ν
∂
∂Xν
Aµ =
∂
∂σ
Aµ ,
(422) equals
− e
π
∫ τ2
τ1
dτ X˙µ(τ)A
µ(X)
∣∣∣σ=l
σ=0
, (423)
plus two terms at τ = τ1 and τ = τ2, which do not contribute to the Euler–Lagrange
equations. It is clear from (423) that the charge of an open string is located at its ends.
As for a closed string, the charge may be distributed over its entire length.
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Adding (423) to the free action leaves the Euler–Lagrange equations unchanged, but
the Neumann boundary conditions (418) become
2e X˙νFµν(X) = TX
′
µ at σ = 0, l . (424)
This consideration illuminates a peculiar feature of string interactions: open strings
interact with each other at their ends. On the quantum level, strings interact locally,
without mediation of long-range fields. Open strings may join when their ends contact,
a single open string may spontaneously split into two pieces, or become closed, or emit a
closed string, etc. Joining and splitting are the basic interactions of strings. This form of
interaction respects all symmetries of free strings.
It is significant that joining and splitting of strings change the topological structure
of their world sheets.
The question now arises of whether joining and splitting are realizable in the classical
picture. It is highly improbable that free open strings can move in such a way as to bring
their ends into contact with each other at some point of a three-dimensional arena. To
be more specific, the probability measure of such events is zero. That is why joining of
open strings may be ignored in the classical context. Furthermore, a classical string seems
to be unable of splitting. Strings can be indefinitely stretched without any evidence of
being favourably disposed towards splitting. There is no elastic limit for extended objects
governed by the action (411). The only dimensional parameter in the action is an overall
factor T/2π which defines the scale of length. Classical strings are thus immune from
compulsory splittings. It remains to see whether classical strings can split at random. A
close look at the realization of Laplace’s determinism in the classical picture shows that
this is the case.
The classical is associated with Laplace’s determinism. Of course, classical statistical
mechanics invokes probability theory, but the reason for this is that uncertainties of this
description may be attributed to lack of knowledge of actual deterministic histories of
macroscopic systems which have too many degrees of freedom to be completely controlled.
Worthy of mention are also chaotic systems. Although chaotic dynamics is formulated
by means of probability theory, “chaotic” is not to be confused with “random”. Classical
chaotic systems are governed by deterministic laws, but their histories are given by highly
tangled trajectories. Motions displaying extreme sensitivity to initial conditions are taken
to be chaotic. Complexity effects in the behavior of unstable classical systems are a major
manifestation of the state of chaos. The apparent indeterminism in the behavior of chaotic
systems is then fictitious; it is due to imperfect knowledge of initial conditions.
The methods of statistical physics and chaotic dynamics have considerable utility in
string problems of experimental interest, notably in cosmic strings [150], [5]. However, in
the discussion that follows, we omit these topics, and focus on the amenability of classical
strings to splitting at random.
Laplace’s determinism holds for a given classical system if the Cauchy problem for the
dynamical equations of this system has a unique solution. This requirement is generally
believed to be imperative in classical physics. Nevertheless, there are classical systems
that run counter to Laplace’s determinism. Examples of systems whose behavior can be
regarded as truly random are given below [101].
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Let two particles be moving towards each other along a straight line. Having spent
kinetic energy for overcoming the interparticle repulsion by the instant of their meeting,
these particles merge into a single point aggregate.
Since our interest is with final stage of this head-on collision when the particles move
slowly, the use of nonrelativistic approximation seems to be accurate. The two-particle
problem can be brought to a one-particle problem by introducing the relative coordinate
q = x2 − x1, the reduced mass m = m1m2/(m1 + m2), and the potential energy U(q).
The problem is then to describe the motion of this particle in U(q), so that its velocity
vanishes on its arrival at the top of the potential hill, see Fig. 1. Let the top be located
✡✡✣◦  ✒◦ ✚❃◦
(a) (b) (c)
Figure 1: A particle moving to the top of a potential hill
at q = 0, Umax = U(0), and the instant that the particle comes to this point be t = 0.
The fact that the velocity is vanishing at q = 0 implies that the total energy is zero,
E =
1
2
mq˙2 + U(q) = 0 . (425)
The time it takes for the particle to arrive at the top is therefore
t(q) = −
√
m
2
∫ 0
q
dx√−U(x) . (426)
What is the behavior of the particle after its arrival at the top? If the integral in (426)
diverges, then the question of the subsequent evolution does not arise because the ascent
takes an infinite period. Such is the case for an analytical at q = 0 function U(q), say for
U(q) = −U0 q2. However, the integral is finite for
U(q) = −U0 q2(1−α) , 0 < α < 1 , (427)
U(q) = −U0 q2
(
ln q2
)2(1+β)
, β > 0 , (428)
U(q) = −U0 q2
(
ln q2
)2 [
ln
(
ln q2
)2]2(1+γ)
, γ > 0 , (429)
and the like.
Equation (425) is invariant under time reversal. Furthermore, q(t) = 0 is another
solution to (425). Therefore, if the climb takes a finite period of time, then an infinity of
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options is available: after staying at the top for an arbitrary period of time T , the particle
can start to descend, realizing the reversed order of events. Analytically,
q(t) =

Q (t) t < 0 ,
0 0 ≤ t ≤ T ,
Q (T − t) t > T ,
(430)
where Q (t) is the inverse of t(q) defined in (426). Going back to the initial two-particle
problem, we see that the aggregate of two merged particles spontaneously disintegrates
into its constituents after a lapse of an arbitrary period T , and the particles move apart.
By the Picard theorem, the solution to the Cauchy problem for the ordinary differential
equation (425) with the initial condition q(0) = 0 is unique if the Lipschitz condition holds:√−U(q) < C |q|. Clearly, this inequality fails for U(q) given by any of Eqs. (427)–(429).
The potentials U(q) which can be visualized as hills are thus divided into two classes:
the U ’s whose top is a point of unstable equilibrium in the conventional sense, and the
U ’s whose top is a point of an “over-unstable” equilibrium. The state of equilibrium on
the former top is kept until a small external perturbation occurs. By contrast, the state
of equilibrium on the latter top can be violated spontaneously, with no external cause.
The Lipschitz condition is sufficient but not necessary for stability against spontaneous
violation. Convergence of the integral in Eq. (426) may serve as a necessary condition for
an unstable equilibrium to be classified as over-unstable.
One may disregard this argument for at least two reasons. First, the potentials U(q)
shown in (427)–(429) are unlikely to bear on physical reality. Second, time reversal is
crucial for the spontaneous breakdown of equilibrium to occur. But the dynamics of an
accelerated charged particle is dissipative because it radiates electromagnetic energy. A
similar situation holds for particles carrying non-Abelian charges whose dynamics is also
irreversible. Therefore, the exact solution (430) is no longer valid for such particles.
Both objections are disproved if we turn to R1,1. First, Eq. (185) shows that the
time component of the retarded vector potential is given by A0 = −e | q | which falls
into the type of Eq. (427) on putting α = 1
2
, see Fig. 1 (b). Second, it was established
in Sec. 3.2.2 that charged particles in R1,1 do not radiate, and all processes are locally
reversible. Therefore, the above indeterministic phenomenon is feasible here.
Indeed, let us choose the barycentric frame, assume that the particles have equal
masses m and charges e, and use the notation w = e2/m. Then the exact solution to the
Cauchy problem for the set of equations governing a closed system “two charged particles
plus electromagnetic field in R1,1”, having zero total energy, is given by
zµ1 (s) =
w
−1 (sinhw(s− s∗), 1− coshw(s− s∗)) s < s∗ ,
(s− s∗, 0) s∗ ≤ s < s∗∗ ,
w−1 (wT + sinhw(s− s∗∗), 1− coshw(s− s∗∗)) s ≥ s∗∗ ,
(431)
zµ2 (s) =
w
−1 (sinhw(s− s∗), coshw(s− s∗)− 1) s < s∗ ,
zµ1 (s) s
∗ ≤ s < s∗∗ ,
w−1 (wT + sinhw(s− s∗∗), coshw(s− s∗∗)− 1) s ≥ s∗∗ ,
(432)
which describes two world lines zµ1 (s) and z
µ
2 (s) that coalesce at s = s
∗, and separate
at s = s∗∗ = s∗ + T . Here, s∗ and T are arbitrary positive constants. If s∗ and s∗∗
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are different and finite, then (431) and (432) describe the history of the aggregate with
finite life time. If s∗∗ → ∞, we obtain the history of a stable aggregate formed at a
finite instant. In the limit s∗ → −∞, the solution tells us that the aggregate arose at the
infinitely remote past, and its decay occurs at a finite instant. For s∗ → −∞ and s∗∗ →∞,
the solution becomes a straight line corresponding to an absolutely stable aggregate, and
for s∗ = s∗∗, the solution describes an aggregate existing during a single moment. We thus
have a continuum of solutions because T is arbitrary. In physical terms, the aggregate
can disintegrate quite accidentally at any instant after its formation.
It is significant that the solution (431) and (432) can be accomplished on condition
that the total energy of the system is zero. Clearly the initial data of the Cauchy problem
describing the collision of two charged particles which merge into a single aggregate after
their meeting constitute a measure zero set. In contrast, the spontaneous disintegration of
the aggregate is a physically tangible event. The global dynamics of the electromagnetic
realm in R1,1 is thus effectively irreversible: the formation of the discussed aggregates is
highly improbable, whereas their disintegration may well take place. The usual outcome
of electromagnetic self-interaction in the classical picture, the violation of invariance under
time reversal, has again been emerged.
This analysis gives us an inkling of the self-interaction mechanism peculiar to classical
strings. A similarity of the above two-particle system living in R1,1 to strings lies in
the fact that the potential energy of a string varies linearly with distance between two
somehow labelled points of this string. A closed charged string may then be thought of
as a chain whose elements are point aggregates of merged charged particles. We assume
that this assemblage is feasible, but drop out of sight a particular way for its making.
This enables us to avoid the foregoing conundrum: to ensure that two colliding particles
amalgamate in a single aggregate, their total energy must be exactly zero, and so the
initial data of the corresponding Cauchy problem constitute a measure zero set. To settle
this question, we switch from a particular element of the chain to a continual set of
identical aggregates constituting a closed string, and assume that the availability of this
set is afforded by its cardinality. We thus reason in opposite way by saying that if it
is granted that a free closed charged string is capable of spontaneous splitting into two
closed charged strings, then extending analytically the history of this disintegration back
in time, according to Eqs. (431) and (432), we would restore the prehistory, and this would
reinforce the statement that the rest energy of the aggregate whose splitting is responsible
for the occurrence of a new string is indeed zero.
Therefore, classical self-interaction of a closed charged string manifests itself in its
capability of spontaneous creating other closed charged strings.
On the other hand, the mechanism underlying the history shown in (431) and (432)
is unsound for joining of classical strings. To see this, imagine two closed charged strings
coming in contact at some point xµ. Consider the colliding points of the strings just
before their meeting at xµ in the barycentric frame. The condition that zero total energy
is necessary for these points to merge appears extremely exotic. To aggravate matters,
the collision happens in R1,3 to which the exact solution (431) and (432) is unrelated.
The vast disparity between joining and splitting of strings in the classical picture
can be regarded as an effective violation of the property of time reversal invariance: the
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emission of closed charged strings is a unidirectional process.
6 SELF-INTERACTION IN GENERAL RELATIVITY
Self-interaction of gravitating systems is much different from that of other classical gauge
field systems. Restricting our discussion to General Relativity (GR), we note that a closed
gravitating system has infinitely large number of topological phases which unceasingly
change, as exemplified by the occurrence of more and more black holes during the history
of the Universe. An important point is that these transmutations are irreversible. Once
converted into a black hole, a massive star can never regain its previous state. It seems
likely that the irreversibility is the only common property which is shared by gravitating
and other gauge field systems.
The other manifestation of self-interaction, the rearrangement, is missing from GR.
Indeed, the effect of the rearrangement can be summarized in the local energy-momentum
balance, Eq. (130). Of particular interest is the case fµ = 0, in which the rate of change
of the energy-momentum of a dressed particle equals the negative of the emission rate,
Eq. (147). This is tantamount to the statement that the action–reaction principle holds
for the given system. But the action–reaction principle is just the one incompatible with
the equivalence principle underlying GR. To see this, one should observe that a particle
of mass m is governed by the geodesic equation
z¨λ + Γλµν z˙
µz˙ν = 0 , (433)
which is independent of m, while the field equation with the delta-function source(
Rµν − 1
2
gµνR
)
(x) = 8πGNm
∫ ∞
−∞
ds z˙µ(s) z˙ν(s) δ4[x− z(s)] (434)
shows that the greater is m, the stronger is the generated gravitational field. Although
the gravitational field exerts on every particle in a uniform way, no matter what is m,
the influence of particles on the state of the gravitational field is different for different m.
This is contrary to the action–reaction principle [42].
The failure of the action–reaction principle can be clarified using the old reasoning
by Planck [118] who regarded this principle as the rationale of momentum conservation.
By Noether’s first theorem [113], the energy-momentum is conserved due to invariance of
the action under spacetime translations. But the requirement of translational invariance
does not apply to curved manifolds, and so gravitating systems are generally devoid of
conserved momentum and energy. Furthermore, the very construction of momentum and
energy inspired by Noether’s first theorem is no longer defined.
To avoid this conclusion, one normally turns to field-theoretic treatments of gravity,
which go back to Rosen [131]. Such treatments are feasible if the gravitational field can
be granted to be “sufficiently weak”,
gµν = ηµν + φµν . (435)
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Here, a second-rank tensor field φµν is assumed to be defined in a flat background R1,3 with
the metric tensor ηµν , and has small components in every Lorentz frame, |φµν | ≪ 1. The
symmetry properties of R1,3 afford energy-momentum conservation through the standard
Noether’s argument. The field-theoretic treatment is valid until the mapping of gµν into
φµν shown in (435) is bijective and smooth, that is, every curved spacetime configuration,
associated with a gravitational effect, can be smoothly covered with a single coordinate
patch. Bimetric theories of gravitation have been the objective of much recent research
(for a review see [137]).
GR leaves room for both weak and strong gravity. Strong gravitational effects are
associated with great warpings of spacetime, that is, with great values of components
of Rλµνρ. However, a characteristic curvature whereby such warpings might be rated as
“drastic” is absent from GR. It seems reasonable to take a criterion for discriminating
between strong and weak gravity as that related to whether it is possible or impossible to
alter the topology of spacetime [42]. According to this criterion, the gravitational field is
weak if the topology of spacetime is identical to that of R1,3, otherwise it is strong. The
weakness of the gravitational field is thus a qualitative rather than quantitative concept.
The field equations (434) tell nothing about the topological properties of their solutions
because differential equations are local in character. A global solution can be formed
by gathering its infinitesimal pseudoeuclidean fragments. The topology of the resulting
solution may differ from that of R1,3 if the assembly is subject to a restrictive boundary
condition. To illustrate, we refer to the Schwarzschild metric [141],
ds2 =
(
1− rS
r
)
dt2 −
(
1− rS
r
)−1
dr2 − r2dΩ , (436)
where rS = 2GNM is the Schwarzschild radius, and dΩ the round metric in a sphere S
2. A
three-dimensional spacelike surface Σ3 endowed with this metric has a twofold geometric
interpretation. First, it looks like a “bridge” between two otherwise Euclidean spaces, and,
second, it may be regarded as the “throat of a wormhole” connecting two distant regions
in one Euclidean space in the limit when this separation of the wormhole mouths is very
large compared to the circumference of the throat [62].
The price for the multiplicity of topologically distinct phases in GR is the absence of
the Killing vector fields responsible for energy and momentum conservation. Nevertheless,
some models of the Universe can be equipped with the total energy-momentum P µ. An
“island of matter surrounded by emptiness” is a good case in point [111]. Whatever the
topological setup of the island, spacetime is asymptotically flat, which provides a means
for the Hamiltonian formulation of this system [6], [7], [8]. More specifically, one supposes
that gµν approaches ηµν at spatial infinity sufficiently rapidly, namely
gµν = ηµν +O
(
1
r
)
, ∂λgµν = O
(
1
r2
)
, r →∞ . (437)
The second condition shown in Eq. (437) is needed for the Lagrangian function
L =
∫
d3xL(t,x) (438)
79
with the Lagrangian density
L = √−g gµν (Γλµσ Γσνλ − Γσµν Γλσλ) (439)
should be convergent. Note that the volume integral in (438) diverges for the Schwarzschild
solution expressed in terms of the original Schwarzschild coordinates, appearing in (436),
because L = O(1) as r →∞. But the use of isotropic coordinates (see, e. g., [102]) which
convert the Schwarzschild metric (436) to
ds2 =
(
1− rS
4̺
)2(
1 +
rS
4̺
)−2
dt2 −
(
1 +
rS
4̺
)4 (
d̺2 + ̺2dΩ
)
(440)
gives L = O(1/̺4). This ensures the convergence of the Lagrangian (438). This example
shows that both the asymptotic flatness
Rαβγδ → 0 , r →∞ , (441)
and a good choice of coordinates share in the responsibility for the convergence of additive
quantities such as the Lagrangian and Hamiltonian.
Being armed with the Hamiltonian formulation of Arnowitt–Deser–Misner [6], [7], [8],
one would expect that the total energy-momentum P µ is unambiguously defined. Let us
verify if this expectation is correct restricting ourselves to E = P 0 for simplicity.
The total energy
E =
∫
d3xH (t,x) , (442)
with H being a cumbersome construction immaterial for the present discussion (see, e. g.,
[57]) can be transformed [126] to a simple expression,
E =
1
16π
∮
dSj
(
∂
∂xi
gij − ∂
∂xj
gii
)
. (443)
Here, the integral is taken over a 2-dimensional surface at spatial infinity.
Schoen and Yau [138] and Witten [154] were able to demonstrate that an isolated
gravitating system having non-negative local mass density has non-negative total energy
E. Applying the surface integral (443) to the Schwarzschild configuration generated by a
point particle of mass m they get the conclusion that
E = m. (444)
Meanwhile we should take proper account of the freedom to foliate spacetime into
spacelike sections consistent with asymptotic symmetries of the manifold. Is it possible
to relax the asymptotic condition (437) in such a way as to preserve the asymptotic
flatness (441) and the convergence of pertinent additive quantities in this Hamiltonian
formulation? To be more precise, let us proceed from the metric gµν with the asymptotic
behavior (437), and map the initial grid of spatial coordinates, {xi}, into a new one, {x˜i},
xi = x˜i [1 + f(r˜)] , (445)
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where f is an arbitrary regular function subject to the following conditions:
f(r˜) ≥ 0 , lim
r˜→∞
f(r˜) = 0 , lim
r˜→∞
r˜ f ′(r˜) = 0 , (446)
and
∂r
∂r˜
= 1 + f(r˜) + r˜f ′(r˜) > 0 . (447)
Condition (447) is necessary and sufficient for the mapping (445) to be invertible because
J = det
(
∂x
∂x˜
)
= [1 + f(r˜)]2
∂r
∂r˜
6= 0 . (448)
To illustrate, we refer to a mapping proposed in [46],
f(r˜) = 2α2
√
l
r˜
[
1− exp
(
−ǫ
2 r˜
l
)]
, (449)
where α and ǫ are arbitrary nonzero numbers, and l is an arbitrary parameter of dimension
of length. This is a bijective monotonic regular mapping r → r˜ which becomes 1 as
ǫ → 0. The leading asymptotic terms of spatial components of the metric and those of
the Christoffel symbols are
gij = δij +O
(
r˜−1/2
)
, Γi jk = O
(
r˜−3/2
)
, r˜ →∞ . (450)
It follows that the Lagrangian density behaves as
L = O (r˜−7/2) , r˜ →∞ , (451)
which provides the convergence of the volume integral (438) and other additive quantities
of this kind. Note also that the asymptotic flatness, Eq. (441), is still the case.
The mapping (445) with f defined in (449) is instructive to apply to the Schwarzschild
metric written in terms of isotropic coordinates (440). Denisov and Solov’ev [46] showed
that the total energy of the Schwarzschild configuration generated by a point particle of
mass m takes any positive values, greater than, or equal to m, when α2 runs through R+,
E = m
(
1 + α4
)
. (452)
We thus see that the total energy of gravitational systems with nontrivial topological
contents depends on a particular foliation of spacetime. The same is true for the total
momentum of such gravitational systems.
The occurrence of ill-defined additive quantities in GR closely parallels that in the
Banach and Tarski theorem [13]. The theorem states that a ball in R3 can be split into a
finite disjoint subsets which can then be put back together through continuous movements
of the pieces, without changing their shape and without running into one another, to yield
a ball twice as large as the original, or, in more abstract terms, arbitrary bounded sets with
nonempty interiors in R3 are equidecomposable. Both the Banach–Tarski decomposition-
reassembly and the formation of a black hole derive from a topological reorganization by
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which the three-dimensional measures of the geometrical layouts become poorly defined.
The measure appearing in the Banach–Tarski theorem is the ordinary volume of the
balls (more precisely, Lebesgue measure), while the measure in the gravitational energy-
momentum problem is the measure of integral quantities like that given by Eq. (442).
When turning to the surface integral for calculation of the total energy, Eq. (443), there
arises the situation which may be likened to that concerning paradoxical duplicating or
enlarging spheres discovered by Hausdorff [73].
The usual objection against addressing our concern with the Banach–Tarski paradox in
the physical context is that material bodies are made of atoms; the partitioning procedure
of a mathematically continuous ball is unrelated to their actual disintegration. Therefore,
it is impossible to cut up a pea into finitely many pieces and then reassemble them to
form a Sun-sized ball. However, this objection overlooks one important instance, black
holes. Each isolated stationary black hole is completely specified by three parameters: its
mass m, angular momentum J , and electric charge e. Whatever the content of a system
which collapses under its own gravitational field, the exterior of the resulting black hole is
described by a Kerr–Newman solution. All individual geometric features of the collapsing
system disappear in the black hole state [75]. Furthermore, the event horizon which is
meant for personifying the black hole is stripped of the grain structure that was inherent
in its precursor, the collapsing system, and the black hole appears as a perfect object.
It is therefore interesting to enquire into why the values of the functionals (442) and
(443) are foliation-dependent for black holes in the light of the analyses which are lumped
together as the “Banach–Tarski theorem” (the subject has been detailed in [151]).
A central idea in obtaining a paradoxical decomposition of a set is to get such a
decomposition in an isometry group acting on the set, and then transfer it to the set. If a
bounded set can be decomposed in a paradoxical way with respect to a group G, then G
contains free subgroups. In particular, a ball in R3 is SO(3)-paradoxical because SO(3)
acts as a free non-Abelian isometry group. On the other hand, Banach’s theorem [12]
states that no paradoxical decompositions exist in R and R2. The class of groups whose
actions preserve isometry-invariant, finitely additive measures of the bounded sets, the
so-called amenable groups, are found to be fairly extensive, containing all solvable groups.
A subclass of this class of particular interest is comprised of Abelian groups.
The interplay between measure theory and group theory discovered in the framework
of the Banach–Tarski theorem mirrors that in GR in the following way [42]. The failure of
the action-reaction principle suggests that the dynamics encoded by Eqs. (433) and (434)
is unstable. This instability is a prerequisite to the formation of topologically nontrivial
manifolds, in particular those associated with black holes. Much of the current interest in
physics of black holes refers to the model of island Universe satisfying the requirement of
asymptotic flatness, Eq. (441). However, the asymptotic flatness leaves room for a wide
range of foliations of a curved spacetime manifold compatible with the condition that all
additive observables be convergent. The grids of coordinates realizing these foliations can
be interconverted by diffeomorphisms which respect asymptotic symmetry of the manifold.
The effect of rearranging gravitational degrees of freedom is entrusted to the properties of
the group of asymptotic symmetry. It is generally believed that the Bondi–Metzner–Sachs
group [34], [134], [135] is just this group. What counts is that the Bondi–Metzner–Sachs
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group is a non-Abelian isometry group. This is the reason why the energy–momentum
of gravitational systems with nontrivial topological contents is not uniquely defined, in
particular the total energy of the Schwarzschild configuration is controlled by the foliation
parameter α, Eq. (452).
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