We derive upper and lower bounds for the policy regret of T -round online learning problems with graphstructured feedback, where the adversary is nonoblivious but assumed to have a bounded memory. We obtain upper bounds of O(T 2/3 ) and O(T 3/4 ) for strongly-observable and weaklyobservable graphs, respectively, based on analyzing a variant of the Exp3 algorithm. When the adversary is allowed a bounded memory of size 1, we show that a matching lower bound of Ω(T 2/3 ) is achieved in the case of full-information feedback. We also study the particular loss structure of an oblivious adversary with switching costs, and show that in such a setting, nonrevealing strongly-observable feedback graphs achieve a lower bound of Ω(T 2/3 ), as well.
I. INTRODUCTION
The canonical setting of online learning involves a repeated T -round game between a player and an adversary [1] . At each round, the player chooses an action in the action space, and the adversary reveals the losses (equivalently, rewards) corresponding to the action. The goal of the player is to attain order o(T ) regret-the difference between the loss incurred by the player and the minimal loss the player could have incurred in hindsight by repeatedly playing a single action. In this case the player is considered to be "learning." Such games may be characterized via their forms of feedback, two types of which are particularly popular: either the player observes the losses of all actions, which is known as the full-information game; or the player only observes the loss of the chosen action, which is known as the multi-armed bandit problem. More generally, we may consider the notion of graph-structured feedback introduced by Mannor et al. [2] . A feedback graph G = (V, E) is a directed graph where each node i ∈ V represents an action, and an edge (i, j) ∈ E means the player observes the loss of action j when choosing action i. Accordingly, full-information feedback is represented by a complete graph with self-loops and bandit feedback is represented by a graph with only selfloops (see Figure 1 ). Other settings include the apple tasting problem [3] and the revealing action game.
Another important characterization of online games is the dependency of the adversary's loss functions on the player's actions. If an adversary's losses do not depend on the player's past actions, it is known as an oblivious adversary; otherwise, it is called adaptive or nonoblivious. Arora et al. [4] showed that if the adversary's strategy is allowed to depend on an (c) Full-information Game arbitrary number of previous actions, the minimax regretdefined as the regret when both the player and the adversary behave optimally-becomes Ω(T ). Hence, a weaker adversary is required for learnability. The same paper demonstrated that mini-batching an algorithm with O(T q ) regret for oblivious adversaries leads to O(T 1/(2−q) ) policy regret for nonoblivious adversaries with bounded memory. A specific class of unit-memory adversaries of particular interest corresponds to oblivious adversaries with switching costs. Although the minimax regret was shown to be Θ(T 1/2 ) in the case of full-information games and Θ(T 2/3 ) in the case of bandit feedback [5] , [6] , the gap between O(T 2/3 ) upper bounds and Ω(T 1/2 ) lower bounds for the more general class of adversaries with unit memory in the case of full-information feedback has remained unaddressed. For the problem of general feedback graphs with oblivious adversaries, Alon et al. [7] , [8] showed that the regret is characterized by certain characteristics of the graph structure involving domination numbers and independent sets. This leads to three different regret regimes for minimax regret: Θ(T 1/2 ), Θ(T 2/3 ), and Θ(T ), which may be compared with the different rates of learning for partial monitoring games [9] . The goal of this paper is to analyze the policy regret for online games with graph-structured feedback when the adversary is nonoblivious.
We make the following contributions:
• In the case of bounded-memory adversaries, we show that a mini-batched version of the Exp3.G algorithm achieves O(T 2/3 ) regret for strongly-observable graphs and O(T 3/4 ) regret for weakly-observable graphs. • For adversaries with bounded memory of size 1, we derive a lower bound of Ω(T 2/3 ) for full-information games, closing a gap in the current literature. Consequently, if we restrict our attention to strongly-observable graphs and adversaries with memory of size 1, the minimax regret is Θ(T 2/3 ). • For oblivious adversaries with switching costs, we derive a lower bound of Ω(T 2/3 ) for non-revealing stronglyobservable graphs, showing that the minimax regret is Θ(T 2/3 ) for these classes of games. • In the case of a weakly-observable graph corresponding to a revealing action game, where the adversary is again oblivious with switching costs, we show that the minimax regret is Θ(T 2/3 ). The remainder of the paper is organized as follows: In Section II, we provide background and notation for online learning with adaptive adversaries and feedback graphs. In Sections III and IV, we derive our upper and lower bounds on policy regret. In Section V, we consider a special revealing action game. We conclude in Section VI by discussing open questions related to our work. For proof details, we refer the reader to the extended version of the paper [10] .
Notation: We write A 1:n to denote the sequence (A 1 , A 2 , . . . , A n ). When m is a positive integer, we write [m] to denote the sequence 1, 2, . . . , m. We write i t to denote t copies of a fixed action i.
II. BACKGROUND AND PRELIMINARIES
We begin by formalizing some notation and reviewing the notion of policy regret. We then introduce several graphtheoretic notions arising in the setting of feedback graphs.
A. Types of regret
Consider a T -round game with an oblivious adversary, and denote the space of possible actions by X . Denote the player's action at time t by X t , and denote the loss function chosen by the adversary by f t : X → [0, 1]. The standard regret is then defined as follows:
In other words, the regret compares the cumulative loss of the player's actual actions to the cumulative loss of the best fixed action in hindsight. If F denotes the space of all oblivious loss sequences, the player seeks to minimize sup f 1:
, where the expectation is taken with respect to any possible randomness in the player's strategy. Hence, the difficulty of a game may be characterized by the minimax regret: If A denotes the class of strategies available to the player, the minimax regret is defined as
When the adversary is allowed to adapt to the player's actions, we use a slightly different notion of regret. In such a setting, the loss functions determined by the adversary may depend on past actions of the player, which we denote by the functions f t : X t → [0, 1]. The best fixed action of the player may incur a different loss sequence than the sequence of loss functions encountered by the player in a strategy that switches between actions. Accordingly, Arora et al. [4] introduced the notion of policy regret:
In this paper, we will generally use the term "regret" to refer to policy regret, unless explicitly stated otherwise. Accordingly, we wish to characterize the quantity
(1)
Hence, any lower bound on the standard regret for oblivious adversaries translates into a lower bound on the policy regret for oblivious (and nonoblivious) adversaries.
We will be particularly interested in the subclass of adaptive adversaries with bounded memory. If the loss function can only depend on the m + 1 most recent actions of the player, the adversary is called adaptive with bounded memory of size m. In other words, the loss functions take the following form:
for any X 1:t ∈ X t and X 1:(t−m−1) ∈ X t−m−1 . Note that if the loss function is oblivious, corresponding to an adversary with memory of size 0, we have
A further subclass of adaptive adversaries with bounded memory of size 1 is the class of oblivious adversary with switching costs, obtained by first picking a sequence of oblivious losses { t }, and then defining the overall loss sequence as
(2)
B. Feedback graphs
Alon et al. [7] introduced two types of feedback graphs in their study of oblivious adversaries, which we also adopt in this paper. We review two important definitions:
3) A node that is observable but not strongly-observable is called weakly-observable.
4)
A graph G is observable if all its vertices are observable, and strongly-observable if all its vertices are stronglyobservable. A graph is weakly-observable if it is observable, but not strongly. We call an online learning problem strongly-observable (respectively, weakly-observable) if the feedback graph is strongly-observable (respectively, weakly-observable). Throughout the paper, we assume that the player knows the graph structure, and the structure remains unchanged. Thus, when deriving bounds on the minimax regret (1), we may assume that the space of loss sequences is defined over a fixed feedback graph, rather than a class of potential graphs.
Definition 2.2 (Weak Domination): Given a directed graph G = (V, E) with a set of weakly-observable nodes U ⊆ V , a weakly dominating set D ⊆ V is a set such that ∀v ∈ U , ∃d ∈ D such that v ∈ N out (d). The weak domination number δ = δ(G) is the size of the smallest weakly dominating set.
Finally, we introduce a concept of revealability:
III. UPPER BOUNDS
In this section, we derive upper bounds for policy regret with strongly-observable and weakly-observable feedback graphs. The main idea is to create a mini-batched version of the Exp3.G algorithm of Alon et al. [7] (refer to the full version for details), using a technique of Arora et al. [4] : Rounds are partitioned into batches of length τ , and for each batch, an action is selected according to Exp3.G and played τ times. Average losses are then fed back to the Exp3.G algorithm. Use A to choose action Z j , set X (j−1)τ +1:jτ = Z j 4:
for t = 1, 2, . . . , τ do 5:
Play Z j 6: end for 7:
Gather loss 1 τ jτ t=(j−1)τ +1 f t (X 1:t ) and feed to A 8: end for 9: for t = Jτ + 1, . . . , T do 10:
Use A to choose action X t 11: end for 12: return X 1:T Alon et al. [7] proved that the Exp3.G algorithm obtains O( √ T ) regret for strongly-observable feedback graphs and O(T 2/3 ) regret for weakly-observable graphs. However, these bounds are obtained against oblivious loss sequences. In order to apply the result of Arora et al. [4] (see the extended version for details), we first need to modify these bounds to adaptive opponents. This is stated in the following theorem. Recall that the independence number of a graph is the cardinality of the largest subset of vertices that are not connected by any edges.
Theorem 1: Let G = (V, E) be a feedback graph with K = |V |, independence number α = α(G), and weakly dominating number δ = δ(G). Let D be a weakly dominating set such that |D| = δ. The expected standard regret E[R std T ] of the Exp3.G algorithm against any adaptive adversary satisfies the following:
1) If G is strongly-observable, then for U = V , γ = min 1 αT 1/2 , 1 2 , and η = 1 2 γ, the expected standard regret against any adaptive loss sequence is O α 1/2 T 1/2 ln(KT ) . The upper bound holds for any adaptive adversary with bounded memory, indicating that online learning problems do not become harder even if the adversary's memory is bounded by a larger constant. We show that this upper bound may not always be tight: For example, for oblivious adversaries with switching costs, we will show in Section V that a revealing action feedback graph leads to a minimax regret bound of Θ(T 2/3 ), even though the graph is weakly-observable.
IV. LOWER BOUNDS
We now turn to lower bounds. Although we cannot obtain matching lower bounds for all classes of adversaries and feedback graphs, we show that for certain types of graphs and adversaries, our upper bounds are tight. From Alon et al. [7] , the standard regret for any observable graph is lowerbounded by Ω(T 1/2 ) when the adversary is oblivious. Thus, we certainly have a policy regret lower bound of Ω(T 1/2 ) for all observable graphs in the case of nonoblivious adversaries. The results of this section show that the gap between upper and lower bounds can be closed in certain special cases.
A. Adversaries with bounded memory of size 1
In this subsection, we show that the full-information game against an adversary with bounded memory of size 1 has Ω(T 2/3 ) regret, thus closing a gap in the literature [5] . It suffices to consider an easy setup with two arms; bounds for the more general case with arbitrarily many arms may be derived using a similar technique.
Theorem 3: For a time horizon T > 10 and any (T + 1)round online learning problem with full-information feedback, and for any randomized player strategy, there exists a bounded loss sequence f 1 , . . . , f T +1 with memory of size 1 such that
Proof: (Sketch.) The proof begins by choosing appropriate oblivious loss sequences L 1 (X 1 ), L 2 (X 2 ), . . . in a similar fashion as in Dekel et al. [6] , upon which we build our adaptive loss sequences with memory of size 1. The formal algorithm that is used to generate the oblivious loss sequences L 1:T is described in the full version of this paper. We then define our adaptive loss sequence as follows:
for t = 2, . . . , T + 1.
(3)
The proof proceeds via a KL-divergence calculation; details are provided in the extended version of the paper.
Since full-information feedback graphs constitute the "easiest" games with strongly-observable feedback graphs, the lower bound extends to all strongly-observable games against unit-memory adversaries:
Corollary 1: For any strongly-observable feedback graph G = (V, E), the regret is lower-bounded by Ω(T 2/3 ) when the memory of the adversary is bounded by 1.
B. Non-revealing strongly-observable games with switching costs
We now focus on strongly-observable games where the adversary is oblivious with switching costs. Unfortunately, although the Exp3.G algorithm is minimax optimal for all strongly-observable graphs when the adversary is oblivious, this is not true when the game involves switching costs. It is known that certain strategies exist which incur O( √ T ) regret in the full-information game, whereas the multi-armed bandit problem suffers a lower bound of Ω(T 2/3 ) [6], even though both games are induced by strongly-observable graphs. Hence, some strongly-observable games are more difficult than others.
The proof is based on a reduction from the original graph to a subgraph, and we use the Yao's minimax principle to show that the game induced by the original graph is at least as hard as the game induced by the subgraph. Accordingly, we will use the following notion in our development:
Definition 4.1 (Observability preserving property): Let
Note that it is possible that w = b. We call w an observing node of v in G 1 , and write w ∆ = v ob . We have the following result: Theorem 4: If the feedback graph G = (V, E) is stronglyobservable and non-revealing and the adversary is oblivious with switching costs, the expected regret of any player strategy is bounded below by Ω(T 2/3 ).
We refer the readers to the full version of this paper for the detailed proof.
V. THE REVEALING ACTION GAME
Section III supplies a policy regret upper bound for a minibatched version of Exp3.G, where the player's policy regret is O(T 3/4 ) if the feedback graph is weakly-observable. The Ω(T 2/3 ) regret lower bound for weakly-observable games against oblivious opponents naturally extends to games against adaptive opponents. However, which bound is improvable?
The answer turns out to be the upper bound: In the revealing action game, better algorithms exist. We first consider the label-efficient prediction problem [11] , which is nearly the same as a revealing action game. The difference is that in the revealing action game, the revealing action r is a vertex in the graph G, and upon playing that action, the player will achieve loss t (r) and also observes the losses of all the vertices in G, including r. On the other hand, in the label-efficient prediction problem, the "revealing action" is not an actual action that the player can play; instead, the player chooses this action only to reveal the losses of other actions, and wants to query this action as infrequently as possible. Cesa-Bianchi et al. [12] devised a lazy player strategy for such problems, provided in the extended version. The authors derived the following regret bound for their algorithm: Taking m = T 2/3 in Lemma 1 yields the bound O(T 2/3 ). Notice m is the expected number of queries. Furthermore, Cesa-Bianchi et al. [13] provided a non-lazy algorithm for the revealing action game. Combining these ideas, we obtain a lazy algorithm that achieves O(T 2/3 ) regret against oblivious adversaries with switching costs, described in Algorithm 2. We have the following result: Sketch: Let M T denote the number of switches. Using Lemma 1, we may bound the policy regret:
Note that 
if (Z t = 1) then 10:
Play the revealing action; i.e., X t = r. Observe t (i), ∀i ∈ V , and compute w i,t = w i,t−1 e −η t (i)/ .
11:
else 12:
Play X t = J t , and set w i,t = w i,t−1 for each i ∈ V
13:
end if 14: end for 15: return X 1:T
VI. DISCUSSION
In this paper, we have studied the policy regret of online learning problems with various types of graph-structured feedback. We have shown that when the adversary is allowed to be nonoblivious, the sharp characterization of minimax regret in terms of strong or weak observability becomes somewhat more complicated than in the oblivious case. In particular, we have shown that a mini-batched version of the Exp3.G algorithm leads to O(T 2/3 ) regret in the strongly-observable case and O(T 3/4 ) regret in the weakly-observable case when the adversary has bounded memory, but strongly-observable feedback graphs exist with minimax regret of both Θ(T 1/2 ) and Θ(T 2/3 ), for the class of adversaries with switching costs. We have also established a strategy that achieves O(T 2/3 ) regret for certain weakly-observable graphs with switching costs, leaving open the possibility of weakly-observable graphs being subdivided into various hardness classes, as well.
Existing results [14] , [15] , [16] , and [9] show that online learning games against oblivious opponents fall into one of four categories: trivial games with 0 regret, easy games with Θ( Another open question is to characterize the minimax regret for online learning problems with revealing stronglyobservable graphs for switching cost adversaries. Our current results contain a gap between the O(T 2/3 ) upper bound and Ω(T 1/2 ) lower bound. For full-information games with switching costs, the Follow the Lazy Leader (FLL) algorithm [17] and Shrinking Dartboard (SD) algorithm [18] are known to achieve O( √ T ) regret, and it may be possible to extend such strategies to other strongly-observable games, as well.
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