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We study the dynamics of phase relaxation between a pair of one-dimensional condensates created
by a supersonic unzipping of a single condensate. We use the Lorentz invariance of the low energy
sector of such systems to show that dephasing results in an unusual prethermal state, in which
right- and left-moving excitations have different, Doppler-shifted temperatures. The chirality of
these modes can be probed experimentally by measuring the interference fringe contrasts with the
release point of the split condensates moving at another supersonic velocity. Further, an accelerated
motion of the release point can be used to observe a space-like analogue of the Unruh effect. A
concrete experimental realization of the quantum zipper for a BEC of trapped atoms on a atom
chip is outlined. We interpret these results in the context of the general question of the Lorentz
transformation of temperature, and the close analogy with the dipolar anisotropy of the Cosmic
Microwave Background.
Introduction Trapped gases of ultra-cold atoms today
provide the most remarkable examples of nearly isolated
quantum systems. While traditional condensed matter
systems are typically difficult to isolate from external
noise, these artificial systems have been successfully engi-
neered to be sufficiently decoupled [1, 2] from the environ-
ment, so that one can assume a unitary evolution of the
system over long time scales. These developments, have
in turn, reinvigorated theoretical interest in the study
of out-of-equilibrium dynamics of isolated quantum sys-
tems.
Amidst such interest, one-dimensional (1D) systems
have garnered particular attention because the non-
equilibrium behavior in these systems is enhanced [3] due
to limited phase space available for scattering and equi-
libration. Further, in many cases, these systems exhibit
an emergent Lorentz invariance (and sometimes a larger
conformal symmetry) - for example, while the constituent
atoms of 1D gases obey only Galilean invariance, the col-
lective modes, described by the Luttinger Liquid theory,
exhibit a richer Lorentz invariance. These symmetries
make calculations feasible, and lead to many universal
features in non-equilibrium dynamics, such as scaling
laws for the growth of domains [4, 5], light-cone spreading
of correlations [6, 7] and the relaxation of observables [8].
Such features have also been seen in experiments [9–12].
One of the basic tools for studying non-equilibrium dy-
namics is the ‘quantum quench’. The protocol involves
preparing the system in the ground state of a Hamil-
tonian H0, and, subsequently evolving it with another
Hamiltonian H, for which the initial state is not an eigen-
state. Typical scenarios for quenches include a sudden
turning off of the confining potential of the 1D gas [13–
15], the interaction between the constituent particles [16],
or, in a more abstract case, the excitation gap of the
low energy excitations of the system [17, 18]. Impor-
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FIG. 1. The experimental protocol : 1) Preparation of a 1D
condensate 2) The condensate is split by a perturbation trav-
eling at a superluminal velocity vs > c 3) The split conden-
sates are allowed to freely evolve in time 4) They are released
at a superluminal velocity |vr| > c and the interference fringes
are recorded.
tantly, most previous studies have focussed on sudden
(and spatially homogeneous) quenches, that is, the tran-
sition from H0 to H happens over a time-scale shorter
than any other time-scale in the problem. The study of
such quenches, however, does not fully utilize the rich
symmetry of the low energy physics of these systems.
The aim of this Letter is to describe how a new class of
quantum quenches, wherein the Hamiltonian is continu-
ally perturbed or ‘quenched’ along a relativistic, super-
sonic trajectory, can be analyzed by using this Lorentz
symmetry to full effect. In particular, due to the su-
personic character of the quench, and the Lorentz invari-
ance of ground state correlations, we show that such class
of quenches can be mapped to the usual sudden quench
case via a Lorentz boost. To motivate the analysis of
such a quench, we describe our theoretical problem in
the context of recent experiments [19] studying the re-
laxation of the phase difference between the halves of a
coherently split quasi-1D condensate. After the splitting,
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2the phase difference evolves freely and can be described
by a Luttinger Hamiltonian [20], with an initial state
that appropriately represents the squeezing of the rela-
tive phase to zero (bar quantum fluctuations) at the time
of the quench. We propose a modification of the sudden
quench protocol to one where the splitting happens along
a ‘knife-edge’ that travels through the condensate at a su-
personic velocity vs (see Fig. 1). Such a protocol may be
realized by using an inhomogeneous set of RF fields that
create a propagating splitting potential (see SI )
An interesting prediction of previous studies [20, 21]
describing the sudden quench was that the system even-
tually evolves to a state with thermal-looking correla-
tions at a temperature T0 = µ/2, where µ is the chemi-
cal potential of each half condensate. Such predictions
were confirmed by experiments [19]. Now, since our
problem can be mapped to the sudden quench prob-
lem in a Lorentz boosted frame, one can interpret our
proposed experiment as one that creates a moving rel-
ativistic body, which is at a temperature T0 in its rest
frame. Therefore, the analysis of our problem also sheds
light on a much debated problem in relativistic thermo-
dynamics - what is the temperature of a moving body,
or equivalently, how does temperature transform under a
Lorentz transformation [22–29]? To this end, we find that
while correlations of our time-dependent problem ap-
proach a prethermal state, they display a chiral asymme-
try - left-moving excitations appear cooler, at a tempera-
ture T0/ηs, while right-moving ones appear hotter, by the
same Doppler shift ηs =
√
1+c/vs
1−c/vs . However, equal-time
correlations of the system are described by an average of
these two temperatures, T = (ηs + 1/ηs)T0/2. To bring
out the chirality, we propose probing unequal-time cor-
relations [30] of the phase. In particular, releasing the
condensate at a supersonic velocity vr (see Fig. 1) gives
us access to correlations of the phase field at space-time
points obeying the relation t = x/vr. We find that such
correlations (characterized by different vr) exhibit the
whole range of effective temperatures T0/ηs < T < ηsT0.
The fact that different correlations can be characterized
by different temperatures clearly suggests that a defini-
tive answer to the relativistic transformation law for tem-
perature cannot be given (see [27] and references therein).
Model To describe the splitting process, we consider
the condensate as a system of two inter-coupled 1D Lut-
tinger liquids, whose mutual coupling is destroyed in the
process of splitting. The Hamiltonian that describes the
dynamics of the phase difference field φ is
H(t) =
∫
dx
( ρ
4m
(∂xφ)
2
+ gn2 + JΘ(x− vst)φ2
)
.
(1)
Here n is the number fluctuations conjugate to the phase
φ, ρ is the density of each half of the condensate, g char-
acterizes the strength of contact interactions, vs is the
velocity at which the splitting perturbation travels down
the condensate, and Θ is the Heaviside function. The
value of the coupling J is set by the process of splitting.
We choose J = gρ2 so that the initial correlations (in
the ground state of H(-∞)) match the correlation one ex-
pects to see at the time of splitting (gaussian correlations
with moment 〈n(x)n(x′)〉 = ρ/2δ(x − x′), see Bistritzer
et al. [21]). Since vs is supersonic, light-cone physics
guarantees that correlations of H(−∞) persist at every
point until the time of splitting. Thus, H(t) captures the
two essential features of our problem - (i) it correctly de-
scribes the correlations at the time of splitting and, (ii)
the dynamics after the splitting is governed by a Lut-
tinger model.
Dynamics In order to simplify calculations, we an-
alyze the problem in a frame that is Lorentz-boosted
from the lab frame by velocity us = (c/vs)c < c. The
Lorentz transformation L : {xi, ti} → {x′i, t′i} with
x′ = γs(x − ust), t′ = γs(t − usx/c2), and γs =
1√
1−(us/c)2
= 1√
1−(c/vs)2
, that achieves this boost, re-
sults in a convenient form of the splitting perturbation
Θs(x − vst) → Θs(−t′) , which appears to be spatially
uniform and sudden in this frame [31]. The dynamics
of the system are then governed by the following well-
studied quench [17]
H ′(t′) =
∫
dx′
( ρ
4m
φ′2 + gn′2 + JΘ(−t′)φ′2
)
, (2)
where the field φ′ satisfies the relation φ′(x′i, t
′
i) =
φ(xi, ti), and n
′ is conjugate to φ′. In general, such
a coordinate transformation may simplify the dynam-
ics, but complicates the form of initial correlations. In
our case, prior to any splitting (for all times t < −∞),
the system resides in the ground state of a Lorentz in-
variant system described by the Hamiltonian H(t <
−∞). Now, all vacuum correlation of a scalar field
governed by a Lorentz invariant action are invariant
under Lorentz transformations [32]. Mathematically,
this means 〈φ(x1, t)φ(x2, t)〉 = 〈φ(L(x1, t))φ(L(x2, t)〉 =
〈φ′(x1, t)φ′(x2, t)〉. Therefore, the initial correlations of
the field φ′ in the boosted frame are of the same form as
those of the field φ in the laboratory frame. Moreover,
these correlations correspond to the ground state of the
Hamiltonian H(−∞) which is precisely of the same form
as H ′(t′ < 0). Therefore, in this boosted frame, the sys-
tem starts in the ground state of H ′(t′ < 0). At precisely
t′ = 0, which is the trajectory of the splitting pertur-
bation in the boosted frame, the system is perturbed,
and subsequently evolves with H ′(t′ > 0). Formally, the
problem in this boosted frame is identical to that of the
sudden quench case considered by previous authors.
Distribution Functions To characterize the dynam-
ics, we calculate the distribution function (DF) P (α, t)
of the spatially integrated phase contrast α =∣∣∣∫ l/2−l/2 dxl eiφ(x,t)∣∣∣2. Since we are interested in unequal
time correlations of our system, the phase φ(x, t) in α,
3will correspond to times t related to the position x as
t = t0 + x/vr, with |vr| > c.
The distribution functions for equal time correlations
were measured in experiments by repeatedly recording
the value of the integrated phase contrast over many
experimental runs [7, 19, 33, 34]. Theoretically, the
distributions characterizing the correlations of the field
eiφ
′(x′i,t
′
i) at equal times t′i were evaluated by Kitagawa
et al. [20] in their analysis of the sudden splitting case.
This approach can be directly generalized to evaluate
unequal-time correlations as long as the points {(x′i, t′i)}
(or equivalently {(xi, ti)} in lab coordinates) are space-
like separated. Mathematically, this ensures that field
operators at such points commute, and makes calcula-
tions feasible. Physically, this is a constraint, because
experiments cannot record correlations of operators at
time-like separated points, without altering the system
during the measurement process. The condition |vr| > c
precisely ensures that {(xi, ti)}, are space-like separated.
Once correlations are calculated for the field φ′, we sim-
ply re-express the results in terms of the relevant lab
frame coordinates, to get the result for the distribution
functions P (α, l, t0, vs, vr). Following the procedure of
[20], we arrive at the result (see SI )
P =
∏
k
∫
dθk
2pi
dr2k
2
e−r
2
k/2δ
α− ∣∣∣∣∣
∫ l/2
−l/2
dx
l
eiχd
∣∣∣∣∣
2
 ,
(3)
χd =
∑
=±1
∫
dk√
2pi
√
g
c |k|A(k, )rk sin ((ηs)
k(x− ct) + θk),
where ηs(vs) =
√
1+us/c
1−us/c =
√
1+c/vs
1−c/vs > 1 is the relativis-
tic Doppler shift, associated with the Lorentz boost at ve-
locity us, and A(k, ) =
sgn(k)
2
(√
2gρ
c|k| + sgn(k)
√
c|k|
2gρ
)
.
This result has a clear physical interpretation - the split-
ting process generates waves of momentum k with a mag-
nitude proportional to rk and a random phase θk. Each
configuration {rk, θk} serves as an initial condition for
which we can predict the exact evolution of the phase
field φ(x, t), which shows up as the real function χd(x, t).
The probability that the integrated phase contrast takes
a given value α is found by performing an integral over
the phase space of all initial conditions {rk, θk} with the
appropriate statistical weight. The factors of ηs accom-
panying right-moving waves ∝ (x− ct) and 1/ηs accom-
panying left-moving waves ∝ (x+ ct) simply indicate the
relativistic blue and red shifting of the corresponding sets
of waves. However, it is important to note that when
we measure unequal time correlations (characterized by
finite vr), we will set t(t0, x) = t0 + x/vr which will in
general modify these dilation factors to aR = ηs(1−c/vr)
and aL = (1 + c/vr)/ηs. These factors will figure promi-
nently when we see how these DFs behave in the long
time limit t0 →∞.
Prethermalization The tendency of an integrable sys-
tem to flow into a state with correlations describable by
a Generalized Gibbs Ensemble (GGE) is called ‘prether-
malization’. To explore the process of prethermalization
in our problem, we compare the DFs of the integrated
phase contrast obtained for our dynamical system to that
obtained for two independent, thermal condensates. The
DF for two thermal condensates at a temperature T can
be obtained using an entirely similar approach to the one
used above for our dynamical problem. The thermal re-
sult is simply a modification of the results of Eq. (3) with
χd being replaced by χT given by [35]
χT (x, rk, θk) =
∫
dk√
2pi
rk
√
fT (k) sin (kx+ θk), (4)
fT (k) =
g
c |k| coth
(
c |k|
2kBT
)
≈ g
c |k|
2kBT
c |k| . (5)
Here, we note that in the classical limit of T being large,
the amplitude of each of the waves, fT (k) is∝ T/k2. This
is in accordance with the classical equipartition theorem,
which guarantees that each mode in our quadratic theory
carries an energy kBT distributed equally in the phase
and density fluctuations. Notably, the 1/k2 scaling of the
wave amplitudes has the important effect that the DFs
are determined primarily by the contributions from low
momentum fluctuations.
Although χd and χT (in Eqs. (3) and (4)) are os-
tensibly different, the DF resulting from χd reaches a
steady state resembling the thermal DF realized from
χT at long times t ∼ l/c, l being the integration length.
To see this, first note that evaluating different mo-
ments 〈αm〉 from P (α) corresponds to evaluating cor-
relators of the form 〈∏i χd(xi, ti)〉 and integrating over
xi’s. The averages here are taken over the measure
Πk
∫
drkrke
−r2k/2
∫
dθk/2pi. Thus, to compare the DF of
our dynamical problem to a thermal DF, we compare
these correlators of χd to those of χT . Calculation (see
SI ) reveals that in the long-time limit, these correlators,
factorize pairwise into correlators which can be character-
ized by an amplitude fd(k) in analogy to the amplitude
fT (k) of Eq. (5) that arises in the thermal case with
fd(k) =
g
c |k|
gρ
c |k| (aR + aL)
(
1 + γ2r
(
ξck
2pi
)2)
. (6)
Here aR = ηs(1 − c/vr) and aL = (1 + c/vr)/ηs are the
effective dilation factors of right and left moving waves
as discussed above and γ2r = 1/aRaL. We see that the
amplitudes fT (k) and fd(k) ( in Eqs. (5) and (6)) are
of the same form, but for an extra k-independent factor.
This factor gives a UV dependent contribution to cor-
relations, which are small (cf. numerical simulations in
Fig. (2) and SI )- for example, its effect on the expec-
tation value
〈
eiφ(x1,t1)−φ(x2,t2)
〉
is a multiplicative factor
of order e−1/4K(1/aR+1/aL) ∼ 1, for Luttinger parame-
ter K  1. Ignoring this extra term, and comparing
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FIG. 2. Comparison of dynamical contrast distributions in
steady/long time limit with thermal distributions at temper-
atures predicted by Eq. (7) for (a) equal-time correlations
(fixed vr/c = ∞) and different vs, and (b) unequal-time
correlations with fixed vs/c = 4. In all plots, system size
L = 400ξc, integration length l = 20ξc, Luttinger parameter
K = 10. Dynamical distributions are calculated at t = 2l/c,
which is long enough for prethermalization to have occurred.
the results for the dynamical and thermal amplitudes,
we arrive at the most significant result of this Letter -
the temperature T characterizing the prethermalization
of equal and unequal time correlations is
T (vs, vr) = γs
(
1− c
2
vsvr
)
T0 ; T0 =
gρ
2
, (7)
where γs = 1/
√
1− u2s/c2 = 1/
√
1− c2/v2s is the
Lorentz factor corresponding to the boost velocity us.
We first examine some general features of this result. In
the limit vs → ∞, vr → ∞, that is, measurement of
equal-time correlations when the condensate is split sud-
denly, we expectedly reproduce the sudden quench re-
sult T = T0 = gρ/2. In the limit vr → ∞, but finite
vs, which corresponds to the measurement of equal time
correlations of a body moving with velocity us = c
2/vs,
we find that T = γsT0 = T0(ηs + 1/ηs)/2, which im-
plies that the moving body seems hotter, by a Lorentz
factor, in agreement with the conclusions of Ott [24]. In-
terestingly, for the case vr = vs, we obtain the Planck
result [23] - T = T0/γs, which indicates that measure-
ments isochronous in the rest frame of the moving body,
appear colder. In the general case of finite vs > c and
|vr| > c,we find that the temperature T satisfies the
relation T0/ηs ≤ T ≤ ηsT0. In particular, the lim-
its T = ηsT0 and T = T0/ηs are reached for the cases
vr = −c and vr = c respectively - this is a consequence
of the fact that at such values of vr, we simply measure
the correlations of a single set of waves, right-moving
or left-moving that correspond to the temperatures ηsT0
and T0/ηs respectively.
Accelerating Probes A simple extension of the mea-
surement protocol employed so far would be to release
the condensates in an accelerated fashion, instead of
a constant velocity vr. One could then ask if addi-
tional conformal symmetries of the Luttinger liquid al-
low us to interpret such accelerated unequal time cor-
relations as thermal correlations at some effective tem-
perature. An answer to such a question, was first pro-
vided by Unruh [36], who showed that a relativistically
accelerating detector traveling through vacuum (on a
trajectory x2 = (ct)2 + c4/a2, with proper acceleration
with a) finds a thermal flux of particles at temperature
TU = a/(2pic). Unfortunately, the Unruh trajectory is
time-like, and hence correlations along such a trajectory
cannot be obtained in the interference experiments we
consider. To circumvent this difficulty, we suggest a sim-
ple modification of the Unruh trajectory to the following
: x2 = (ct)2−c4/a2 (see SI ). This trajectory is space-like,
and correlations along such a trajectory are measurable
in experiments. Moreover, we can immediately see how
an analog of the Unruh result shows up in such a case.
First, we define the conformal coordinates {ξ, ηs} accord-
ing to the transformation relations - x = 1ae
aηs sinh aξ,
t = 1ae
aηs cosh aξ. In such coordinates, our modified
Unruh trajectory is simply ηs = 0. Now, when we ex-
press the correlations of a zero temperature Luttinger
liquid in these conformal coordinates, we see that they
look thermal, that is, 〈φ(ξ, ηs = 0)φ(ξ′, ηs = 0)〉T=0 ∝
log
(
sinh2(a ξ−ξ
′
2c2 )
)
≈ a/c2 |ξ − ξ′|, with a temperature
T = TU = a/2pic, (see SI ) which is the Unruh result. The
experimental protocol to measure this effect is therefore
- (i) to split the condensate slowly, preparing the phase
difference field in a very low temperature [37] state with
T < 2pic/L and L is the length of the condensate and (ii)
measure the correlations along the specified trajectory,
expressing the result in the conformal coordinate ξ.
Discussion We first discuss the implications of our
findings on the debate [27] over the Lorentz transforma-
tion law of temperature. As mentioned earlier, the ef-
fective temperature T (Eq. (7)) characterizing unequal
time correlations (characterized by some fixed velocity
vr) spans a range T0/ηs ≤ T ≤ ηsT0. In the case of a
body at rest, ηs = 1 (us = 0, vs =∞), and this range of
temperatures collapses to a single result T0. This makes
the notion of temperature of a stationary body meaning-
ful – all correlations (equal or unequal time) correspond
to the same fixed temperature. For a moving body, the
mere existence of correlations exhibiting different effec-
tive temperatures indicates that providing a definitive
answer to the Lorentz transformation law of temperature
is not possible [27].
This range of measured temperatures is analogous to
the observation of dipole anisotropy in the temperatures
of the CMB. The CMB itself has a preferred frame, in
which the radiation is postulated to be isotropic and ther-
mal. Due to the motion of our galaxy, telescopes point-
ing in different directions sense this radiation to have a
range of Doppler-shifted temperatures [38] in a manner
5analogous to the right and left moving waves considered
here. In our problem, this range of detectors is encoded
in the choice of different sets of unequal time correlations
characterized by a release velocity vr. A nice feature of
an ultra-cold atoms experiment over the measurement of
the CMB, of course, is the possibility of tuning vs and
vr, which gives a range of anisotropies and temperatures.
Finally, we remark that our methods can be general-
ized to analyze problems of quenches along more compli-
cated supersonic trajectories. The Luttinger model that
governs the post-quench dynamics possesses conformal
symmetries in addition to the Lorentz symmetry we have
considered here. Thus, cases of more complicated quench
trajectories can be considered analogously by mapping
the problem to a sudden quench in appropriately chosen
conformal coordinates.
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SUPPLEMENTAL INFORMATION
EXPERIMENTAL PROPOSAL
The proposed scheme could be realized using a matter-
wave interferometer on an atom chip. In the following,
we outline the technical details of this implementation.
Atom chips [39, 40] offer a versatile platform for the
manipulation of ultracold 1D Bose gases via near-field
radio-frequency (RF) dressing. This enables the imple-
mentation of a large variety of adiabatic dressed-state
potentials [41, 42] for the atoms. For example, by appro-
priately choosing the properties of the RF radiation, an
initially harmonic confinement can be dynamically de-
formed into a double well potential, thereby realizing an
experimentally robust transverse splitting of a single 1D
Bose into two parts [43].
In this splitting process, the amplitude of the RF radi-
ation can be used to tune the height of the barrier that
separates the two potential wells, thus enabling full con-
trol over the tunnel coupling between the two parts of the
system. Consequently, engineering a gradient of the RF
amplitude over the length of the 1D cloud can be used
to realize a position dependent splitting process.
In Fig. 3 we present an example of a chip configura-
tion to implement such an RF gradient. In the suggested
configuration, the atoms are trapped in a standard Ioffe-
Pritchard-type microtrap that is created by combining
the static field of a straight trapping wire with an ex-
ternal magnetic bias field [40]. Longitudinal confinement
is provided by using additional wires that are oriented
perpendicular to the main trapping wire. RF radiation
is applied via a pair of wires that are located adjacent
to the central static trapping wire. For a pi phase shift
between the currents in these two wires the resulting RF
field is linearly polarized in the vertical direction, lead-
ing to a horizontal double well potential. Increasing the
amplitude of this RF radiation realizes a rapid and ho-
mogeneous splitting of the atomic cloud, as demonstrated
for example in Ref. [44].
To implement the spatial gradient of the RF amplitude
a secondary RF field can be applied via two additional
wires, which are oriented perpendicular to the main trap-
ping wire. Co-propagating RF currents in these wires
create an RF field where the main component is collinear
with the field vector of the primary RF field. The vertical
amplitude of this secondary field changes approximately
linearly along the length of the cloud, as shown in Fig. 3.
Any unwanted component of this field in the longitudinal
direction, which would lead to a position dependent tilt
of the double well, can be strongly suppressed using ad-
ditional perpendicular wires (see Fig. 3). Furthermore,
the linear RF gradient leads to a tilt of the trapping po-
tential, which could be compensated by a linear electric
field gradient. Such a field gradient can be created using
charged elements on the chip [45].
Superposing the secondary RF field in-phase with the
primary RF field creates different RF amplitudes along
the cloud. Ramping up the amplitude of the primary
RF therefore results in a decoupling point that moves
through the system at a finite velocity vs.
The value of this velocity is determined by the ratio
of the temporal gradient dB1/dt of the primary RF field
and the spatial gradient dB2/dx of the secondary RF
field, where B1 and B2 denote the respective RF field
amplitudes. Note that locally the splitting is still deter-
mined by dB1/dt, which can easily be made fast enough
to realize a quasi-instantaneous local splitting. The gra-
dient dB2/dx can then be chosen accordingly to achieve
splitting velocities close to the speed of sound. The ef-
fective temperature of the prethermalized state can then
be measured through the phase-correlation function ob-
tained via matter-wave interferometry [43, 44, 46].
In such measurements, unequal time correlation func-
tions can be accessed by outcoupling small fractions of
the gas from the trap using Raman or RF transitions
along a chosen trajectory. The individual interference
patterns of the released atoms can then be measured in
time-of-flight expansion using single-atom-sensitive light-
sheet imaging [47]. This ensures a minimal perturbance
to the system during its ongoing evolution, as (a) only a
small fraction of the atoms has to be outcoupled and (b)
the imaging process does not influence the in situ cloud.
A particular ‘release’ velocity, vr, can then be chosen by
correlating the phases from temporally separated inter-
ference pictures.
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FIG. 3. (a) Schematic layout of the atom chip. A double-layer chip is used to trap and manipulate a single 1D Bose gas (red,
not to scale) by applying various static (white arrow) and radio-frequency (RF) currents (red, green and blue arrows) [48].
The static trap is formed using the current Ist in the main trapping wire and an external bias field; additional currents in
perpendicular wires can be used to provide longitudinal confinement (not shown for clarity). The primary RF currents IRF1
and IRF2 (green arrows) are applied through wires adjacent to the main trapping wire. A spatially varying secondary RF field
is created using the currents IRF3 and IRF4 (red arrows). The much smaller currents IRF5 (blue arrows) in the four (or more)
central wires compensate a spurious field component in the longitudinal direction. The secondary RF is superposed in-phase
with the spatially homogeneous primary RF field to realize an RF gradient at the position of the atomic cloud. (b) Example
RF gradient realized using 200µm wide perpendicular wires carrying IRF3 = IRF4 = 650 mA and IRF5 = 10 mA. The inset
demonstrates the linearity over the typical extension of the cloud, with dB2/dz = 1 G/100µm. The RF gradient also leads to
a potential tilt. For 87Rb in the F = 2, mF = 2 state, this tilt is on the order of 200 kHz/100µm, which can be compensated by
a linear electric field gradient dE/dz=5 mV/µm2, with moderate maximum fields on the order of 0.3 V/m. (c) Example for a
trap with ω‖ = 2pi ·15 Hz, ω⊥ = 2pi ·2 kHz, containing 6000 atoms. The splitting velocity v is tunable via the applied secondary
RF current and reaches values close to the speed of sound.
INITIAL CORRELATIONS
The ground state of the Hamiltonian H(−∞) describes
the initial correlations of the system. In Fourier space
H(−∞) =
∫
dk
( ρ
4m
k2 + J
)
φkφ−k + gnkn−k, (8)
and can be diagonalized by introducing operators bosonic
operators bk = αkφk + iβknk, with α
2
k = ωk/4g,
β2k = g/ωk related to the energy eigenvalues ωk =√
4g
(
J + ρk
2
4m
)
. In the case J = 0, we see that the dis-
persion becomes linear in k with a velocity c =
√
ρg/m.
This is the sound velocity of the Luttinger liquid, and
the speed which determines the light-cone within which
response functions can be non-zero. We can now evaluate
the correlations of the number field n
〈n(x)n(x′)〉 =
∫
dk
2pi
1
4β2k
eik(x−x
′). (9)
For k2  4mJ/ρ, we can neglect the dispersion of
ωk, and find 〈n(x)n(x′)〉 ≈
√
J/4gδ(x − x′), where the
δ function is naturally smeared over the length scale
2pi
√
ρ/4mJ = 1/ξc. Thus, to get the desired result for
the initial correlations, we simply set J = gρ2.
INTRICACIES ASSOCIATED WITH LORENTZ
BOOSTING
Given that experiments really work with finite size sys-
tems, the more accurate representation of the problem
8FIG. 4. Fictitious perturbations coming from outside the con-
densate (x < 0, x > L) do not affect measurements in the
region x = x0 to x = x0 + l as long as the experimental run
time t < x0/c and t < L/vs + (L−x0− l)/c. For small region
in the center of a condensate, x0 ∼ L/2, the time of validity
of the theory is long enough for prethermalization (which oc-
curs on a timescale ∼ l/c after the quench passes the region
of interest) to take place.
would be in terms of the following action
Sfin =
∫ L
0
dx
∫ ∞
−∞
dt
1
4g
(∂tφ)
2− ρ
4m
(∂xφ)
2−JΘs(x−vt)φ2.
(10)
The problem with this action however, is that the finite
length of the system clearly breaks Lorentz symmetry
(even without involving the splitting perturbation). Fur-
thermore, the Lorentz boost creates an action in the new
space-time variables {x′, t′} wherein the range of x′ is
time t′ dependent. This is clearly a unwelcome compli-
cation. To alleviate this problem, we choose to work with
the extended action, where x ranges from−∞ to∞. This
action is not simply a spatially extended version of the
action in Eq. (10). In this action, perturbations start
from time t = −∞, and carry on long after the per-
turbation is supposed to have left the system. Thus, in
principle, this action allows for ‘fictitious’ perturbations
from outside the true condensate boundaries to interfere
with the results that would be produced by analyzing the
action in Eq. (10). But owing to the light cone physics
of response functions of the superfluid action, one can in-
deed compute correlation functions for the finite system
from this extended action, provided we limit ourselves to
evaluating field operators at points in space-time that are
not affected by these fictitious perturbations (see Fig. 4).
Immediately, this implies that we can only work with this
extended action approach only when the perturbation ve-
locity v is greater than the superfluid sound velocity c.
For the opposite case of vs < c, the slicing sets up ripples
that propagate at speeds faster than the slicing pertur-
bation. Consequently, many perturbations from beyond
the length of the condensate, which we deem fictitious,
reach it even before the slicing perturbation does.
SOLVING FOR DISTRIBUTION FUNCTIONS
The dynamics of the system in the boosted frame
is given in terns of the Hamiltonians H ′t′<0 and H
′
t′>0
given in Eq. (2) of the main text. To solve for the
dynamics, we diagonalize these Hamiltonians as follows
- H ′t′<0 =
∫
dk ωk,1b
†
k,1bk,1 and H
′
t′>0
∫
dk ωk,2b
†
k,2bk,2,
where for our purposes, it is crucial to know that the re-
lation between these sets of bosonic operators is given as
bk,2 = A
+
k bk,1−A−k b†−k,1 with A±k = 12
(√
2gρ
c|k| ±
√
c|k|
2gρ
)
.
The time evolution of the field φ′(x′, t′) for t′ > 0 is given
in terms of bosons bk,2 as
φ′(x′, t′) =
∫
dk√
2pi
√
g
c |k|
(
bk,2e
i(kx′−ωk,2t′) + h.c.
)
.
(11)
To find correlation functions of these field operators, it
is useful to represent them in terms of bk,1 bosons as the
wave function is a vacuum of these bosons. The evolution
in terms of these operators is
φ′(x′, t′) =
∫
dk
(
γk(x
′, t′)bk,1 + γ∗k(x
′, t′)b†k,1
)
,
γk(x
′, t′) =
√
g
2pic |k|
(
Ake
−ic|k|t′ −Bkeic|k|t′
)
eikx
′
.
(12)
We want to evaluate distribution functions of the in-
tegrate phase contrast α =
∣∣∫ dx/leiφ(x,t)∣∣2. To do so,
we need correlations of the form -
〈∏
i e
iiφ
′(x′i,t
′
i)
〉
, with
i = ±1, and the points {x′i, t′i} are space-like separated.
Now, because these points are space-like separated, the
field operators at these points commute, and the product
over the exponentials of these operators can be replaced
by a sum in the exponential of these operators. In terms
of the γk’s described in Eq. (12), we find
〈
ei
∑
i iφ
′(x′i,t
′
i)
〉
=
∏
k
e−
1
2 |∑i iγk(x′i,t′i)|2 . (13)
Now, to evaluate the contrast to some power m, αm, we
will have i ranging from 1 to 2m, set half of the i = 1 and
the rest to −1, and integrate over each of these variables
x′i (More precisely, we will be performing an integral over
xi, that is, over a lab frame coordinate directly related
to x′i). It is not immediately apparent that each of these
integrals over x′i can be performed independently of one
another. But a Hubbard Stratanovich trick helps us sep-
arate the integrals. A single k term in the above result
in Eq. (13) can be expressed as
e−
1
2 ξkξ
∗
k = e−
1
2 ((<ξk)2+(=ξk)2)
=
∫ ∞
−∞
dλk,1√
2pi
∫ ∞
−∞
dλk,2√
2pi
e−(λ
2
k,1+λ
2
k,2)/2eiλk,1<ξk+iλk,2=ξk ,
(14)
9with the expressions for <ξk and =ξk
<ξk =
√
g
2pic |k|
∑
i
∑
a=±
ai (A
a
k cos (kx
′
i − ac |k| t′i)) ,
=ξk =
√
g
2pic |k|
∑
i
∑
a=±
ai (A
a
k sin (kx
′
i − ac |k| t′i)) .
(15)
Now the integrals over x′i can be performed indepen-
dently. Before expressing the final results, we make some
modifications - we again perform a change of variables,
defining r2k = λ
2
k,1+λ
2
k,2 and λk,2 = rk cos θk. And finally,
we transform our results from the {x′, t′} to the labora-
tory frame coordinates {x, t}, which results in the intro-
duction of the doppler factor ηs through the transforma-
tion laws - x′− ct′ = ηs(x− ct) and x′+ ct′ = (x+ ct)/ηs.
Also, the time variable t in these expressions can be set
to any function of x as long as the points {xi, ti} remain
space-like separated, to get results for unequal time cor-
relations. In summary, we find〈∣∣∣∣∫ dxl eiφ(x,t)
∣∣∣∣2m
〉
=
∏
k
∫
dθk
2pi
rkdrke
−r2k/2
∣∣∣∣∫ dxl eiχd
∣∣∣∣2m ,
(16)
where the result for χd is as expressed in the Eq.
(3) of the main text. Moreover, using the fact that∫
dααmP (α) =
〈∣∣∫ dx
l e
iφ(x,t)
∣∣2m〉, we arrive at the re-
sult for probability distribution function P as also given
in Eq. (3) of the main text.
To compare these distribution functions of the dynam-
ical problem, we also need to formulate the result for the
distribution functions of the contrast α for independent
thermal condensates. One can follow an entirely simi-
lar approach as that adopted above, and find that, for
the thermal correlations, we find that χd is replaced by
a thermal version χT given by the relation
χT =
∫
dk√
2pi
rk
√
g
c |k| coth
c |k|
2kBT
sin (kx− c |k| t+ θk) ,
(17)
wherein we set t = 0 (the choice of t is unimportant in
the thermal case) to get the result in Eq. (4) of the main
text.
As mentioned in the main text, we compare the DFs
obtained in the dynamical problem and the thermal case,
by compare the correlators of the functions χT and χd in
the long time limit. Mathematically, our aim is to show
the following -
lim
T→∞
∫ 2T
T
dt0
T
〈∏
i
χd(xi, ti = t0 + xi/vr)
〉
=
〈∏
i
χT (xi)
〉
,
(18)
where all averages are taken over the measure∫
drkrke
−r2k/2
∫
dθk/2pi. The expression on the left hand
side of Eq. (18) formalizes the description of the long
time limit - for long times t0, all integrals over k in
χd(x, t0) have essentially a time averaging effect. Evalu-
ating different moments 〈αm〉 from P (α, t0) corresponds
to evaluating such correlators of χd(xi, t0) and integrat-
ing over xi. Thus, to compare the DFs, we compare these
correlators.
Using the basic result that limt→∞ sin(θ1 +
k1ct) sin(θ2 + k2ct) = − 12δk1,−k2 cos (θ1 + θ2) +
1
2δk1,k2 cos (θ1 − θ2), and perform integrals over the
measure Πk
∫
drkrke
−r2k/2
∫
dθk
2pi , it is easy to show that
〈χT (x)χT (x′)〉 =
∫
dk
2pi
fT (k) cos k(x− x′),
〈χd(x)χd(x′)〉 =
∫
dk
2pi
fd(k) cos k(x− x′). (19)
Moreover, due to the integrals over different θk, higher
correlations such as
〈
χd(T )(x1)...χd(T )(x2n)
〉
can be ex-
pressed as a sum of products of pairwise correlations〈
χd(T )(xi)χd(T )(xj)
〉
with different combinations of xi
and xj . Thus, the amplitudes fT (k) and fd(k) in cor-
relators of Eq. (19) contain all information about the
correlations in the thermal system, and the dynamical
system in the long time limit. The equivalence of these
correlators formally proves the equivalence of the distri-
bution functions.
LOCALITY OF THE UNRUH EFFECT
The usual description of the Unruh effect [49] falls
along the following lines - consider a particle detec-
tor that moves with uniform acceleration a (trajectory
x2 = t2 + 1/a2) through the vacuum of a scalar field re-
siding in Minkowski space. When one calculates the rates
of transition between the internal levels of the detector,
one finds a detailed balance, that suggests that the de-
tector’s internal levels become populated thermally with
a temperature T = a/2pic. This suggests, in turn, that
the detector finds itself in equilibrium with some sort of
a thermal bath.
To explain this seemingly anomalous result, Unruh
showed that the definitions of vacuum according to an
internal and a non-intertial observer (like the one on
a Unruh trajectory) do not agree - in the Unruh case,
the vacuum of an inertial observer, happens to corre-
spond to a thermal state of the Unruh observer. Unruh
suggests that an observer proceeding on the trajectory
x2 = t2 + 1/a2, will see the universe in terms of new
conformal coordinates {ξ, ηs} related to the Minkowski
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coordinates {x, t} by the following transformation laws -
x =
1
a
eaξ cosh aηs,
t =
1
a
eaξ sinh aηs,
dx2 − dt2 = e2aξ(dξ2 − dη2s) = −dτ2. (20)
It is easy to see that the Unruh trajectory corresponds to
a static point in the conformal coordinates, specifically
ξ = 0. Importantly, at ξ = 0, the proper time τ of the
Unruh observer, agrees with the conformal time coordi-
nate ηs - this gives this particular conformal transforma-
tion special privilege in the eyes of the Unruh detector.
For the case of a massless scalar field, Unruh argues that
the vacuum of the Unruh observer should be defined in
terms of positive (in conformal time) frequency modes
uk = e
ikξ−ic|k|ηs that satisfy the equation of motion in
the conformal coordinates. Unruh then proceeds to show
that this vacuum does not agree with the Minkowski vac-
uum defined in terms of the positive frequency modes
vk = e
ikx−ic|k|t.
The essential aspect of the result is the following - it
is only the observer at ξ = 0 who thinks that the sys-
tem is thermally populated at the specified temperature
T = a/2pic. Other observers, who happen to be on a
different static ξ trajectory, will observe a different tem-
perature. Therefore, measuring space-like correlations,
accessible to us in experiments, cannot reveal the Unruh
effect. Thus, the Unruh effect is a local effect. A simple
way to see this, is to look at equal ηs correlations of the
ground state of a massless scalar field φ. In Minkowski co-
ordinates, these correlations look like 〈φ(x, t)φ(x′, t′)〉 ∼
ln
(
(x− x′)2 − (t− t′)2). In conformal coordinates, these
correlations look like 〈φ(ξ, ηs)φ(ξ′, ηs)〉 ∼ ln
(
eaξ − eaξ′
)
.
Thus, the correlations are not even translationally invari-
ant in this new frame.
As described in the main text, to overcome this dif-
ficulty, we consider the following new set of conformal
coordinates {ξ′, η′s} obeying transformation laws heavily
inspired by Unruh’s choice -
x =
1
a
eaηs sinh aξ,
t =
1
a
eaηs cosh aξ,
dx2 − dt2 = e2aηs(dξ2 − dη2s). (21)
Here we consider measuring correlations of field oper-
ators at the points on the trajectory ηs = 0 : x
2 =
(ct)2 − c4/a2, which is, unlike the Unruh trajectory, a
superluminal trajectory. Moreover, 0 temperature corre-
lations of the field operators in this new coordinates fol-
low 〈φ(ξ, 0)φ(ξ′, 0)〉 ∝ ln(sinh2(a ξ−ξ′2 )) ≈ a |ξ − ξ′| which
is the result expected for equal time correlations of the
phase field at a large temperature T ∝ a.
DISTRIBUTION FUNCTIONS FOR
ACCELERATING PROBE EXPERIMENT
In the case of the experiment designed to measure the
Unruh effect, we start out with condensates that are adi-
abatically separated in a spatially uniform way, so the
correlations can be assumed to be thermal at some low
temperature T . As a first step, we express the result
in Eq. (17) in terms of the new conformal coordinates
{ξ, ηs} related to the lab frame coordinates {x, t} using
the relations in Eq. (21). We are interested in correla-
tions on the trajectory (ct)2 = x2+c4/a2, or equivalently
ηs = 0, and see if these correlations look thermal. As an
example, we evaluate the equal (conformal) time correla-
tion
〈
ei(φ(ξ,ηs=0)−φ(ξ
′,ηs=0))
〉
, which can be expressed in
terms of these χ functions using the following relation -〈
ei(φ(ξ,ηs=0)−φ(ξ
′,ηs=0))
〉
=
e〈χT (ξ,ηs=0)χT (ξ′,ηs=0)〉−〈χT (ξ,ηs=0)〉2 , (22)
where the average over the χ field is over the mea-
sure dθk2pi drkrke
−r2k/2. This result follows directly from
methods used in the evaluation of the full distribution
functions, and the essence of the result is unchanged - we
exchange the field φ for χ and a different measure over
which we average the result. For T = 0, the result can
be evaluated exactly with a UV cut-off kc = 2pi/ξc. We
find〈
ei(φ(ξ)−φ(ξ
′))
〉
= e
− 12K ln
(
ckc
TU
)
e−
2gTU
c2a
ln (4 sinh2(a/c2(ξ−ξ′)/2))
≈ const× e− 2gTUc2 |ξ−ξ′|, (23)
where we have expressed the result in terms of the Lut-
tinger parameter K = ρξc/2 and have suggestively in-
troduced TU = a/2pic. For a thermal system at tem-
perature T , It is easy to show that the correlation for
large temperatures of the order of the chemical poten-
tial,
〈
ei(φ(x,t)−φ(x
′,t))
〉
≈ e− 2gTc2 |x−x′|, which is of the
same form as the correlation in Eq. (23). Therefore, the
correlations of the condensates measured along this su-
perluminal trajectory look thermal with a temperature
T = TU in these conformal coordinates. It is also im-
portant to note that besides a thermal looking exponen-
tial decay of correlations with (conformal) distance, we
also have an additional constant multiplicative factor of
e−ln(ckc/TU )/2K . In order for this factor to not impact
the results, we require |ln ckc/TU |  2K, which can be
satisfied by a wide range of values for the acceleration.
Finally, we remark that the T = 0 result is valid in a
finite system as long as T  2pic/L, such that even the
energy modes are not thermally populated, and this is
understood to be experimentally feasible.
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NUMERICAL SIMULATIONS
To numerically compute the distribution function
P (α, t) using Eq. (3) of the main text, we perform Monte-
Carlo integration over the variables rk and θk for a finite
number of k = −2pi/ξc, ...., 2pi/ξc in steps of 2pi/L. All
continuous integrals over k undergo the replacement -∫
dk/
√
2pi → (1/√L)∑k to yield the finite size results
for our problem.
In Figs. (5) and (6), we compare the full distribu-
tion functions P (α, t) of equal time correlations, in the
long time (steady state) limit, with the corresponding
thermal distributions at the predicted effective temper-
atures (in Eq. (7) of the main text). For different in-
tegration lengths l and velocity of splitting v. In all
simulations, we use a large value of the Luttinger pa-
rameter K = ρξc/2 = 10. We find that at large velocities
(ηs ∼ 1), the two distributions overlap each other near
perfectly. However, at smaller velocities (ηs  1), which
correspond to higher effective temperatures, the distribu-
tions start to deviate from one another. This is because
at higher temperatures, larger k modes start to con-
tribute to the distribution functions more significantly.
The amplitude of phase fluctuations of such modes, how-
ever, deviates from the thermal result of T/k2. This
leads to deviations from the thermal result. These de-
viations are however suppressed for larger integration
lengths. This is because the most important contribu-
tion to the distribution function comes from waves of
momentum k ∼ 1/l , which grows small for larger l.
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FIG. 5. Comparison of dynamical contrast distributions in steady/long time limit with thermal distributions at temperatures
predicted by Eq. (7) of the main text, for splitting velocities (a) vs/c = 10, (b) vs/c = 2 and (b) vs/c = 1.2. In all plots,
the system size is L = 400ξ, integration length l = 10ξ and Luttinger parameter K = 10, and the dynamical distributions are
measured at t = 40ξc/c, which is long enough for prethermalization to have occurred. For slow velocities, deviations between
the dynamical and thermal distribution functions increases.
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FIG. 6. In comparison to plots in Fig. 1, here we use a larger integration length l = 20ξ with all other parameters unchanged.
Direct comparisons between cases (a), (b) and (c) of Figs. 1 and 2 reveal that for larger integration lengths, deviations between
dynamical and thermal distributions becomes smaller.
