Abstract-The mathematical backbone of this article is formed by three classical formulas of Wallis: his product formula for π, an inequality implying the product formula in the limit, and a related definite integral involving powers of the sine function. For the latter we present various evaluations to illustrate recent algorithmic developments. In the main part of the article we automatically refine the bounds in Wallis' inequality by using methods based on Collins' cylindrical algebraic decomposition.
I. INTRODUCTION
The mathematical backbone of our study is formed by three classical results of John Wallis [11] . 
Then
Wallis' product formula (1) is an immediate consequence of taking the limit n → ∞ in Wallis' inequality (4) . As explained in almost each introductory analysis text, Wallis' inequality (4) is a straight-forward consequence of Wallis' integral formula (2) since for t ∈ [0, π/2] one has sin(t) 2n+2 ≤ sin(t) 2n+1 ≤ sin(t) 2n , which implies
Observing that by (2) A(2n+2)/A(2n) = (2n+1)/(2n+2) and that A(2n + 1)/A(2n) = c(n)/π we obtain
Note that because of 2n/(2n + 1) ≤ (2n + 1)/(2n + 2) the inequalities (5) can be viewed as a refinement of (4) . In Section III-B, the main part of this article, we will describe some ideas as to how to derive such improvements of inequalities in an algorithmic fashion. Before addressing these aspects, we devote Section II to Wallis' integral formula (2) that, according to Moll [3, p.32] , "is one of the first exact evaluations of a definite integral." Taking the opportunity to illustrate recent algorithmic progress with definite special function integrals, in Section II we will present several proofs of this classical key result (2). Above we have seen that (1) and (4) are consequences of it; further applications, and also proofs, can be found e.g. in [3] .
Section III begins with a "short story" leading up to an inequality (15), originally conjectured by Moll in the context of Wallis' integral. Section III-A presents an elementary introduction to recent computer algebra developments for proving inequalities like (15). Finally, Section III-B is devoted to automatic refinements of bounds in Wallis' inequality (4).
II. PROVING WALLIS' INTEGRAL FORMULA
The standard proof of the classical key result (2) is by deriving the recurrence
using integration by parts. This together with the initial values A(0) = π/2 and A(1) = 1 proves (2). In order to illustrate recent algorithmic progress, we present some other proofs.
A. Hypergeometric aspects
Systems like Maple or Mathematica have no problem to return a closed form evaluation in terms of the gamma function, for instance,
However, the question about how this result has been derived might lead to ask the system for the indefinite integral. For example, when using Mathematica (V 7.0) one obtains that
where the 2 F 1 expression is a hypergeometric series; for its definition see e.g. [2] . Leaving aside the question about how to derive (8) , the user learns from this representation that (7) can be obtained from it with Gauss' summation formula [2, Thm.2.2.2]:
Remark. We note that (8) is a mere rewriting of the integral by means of Euler's integral representation for the hypergeometric function. With the substitution s = cos(t) 2 , i.e., ds = −2 sin(t) cos(t)dt, we obtain
This together with the substitution u = cos(x) 2 completes the proof of (8).
B. Evaluation by creative telescoping
The definite integration problem can be transformed into a definite summation problem. Namely, for m ∈ N:
From the simple evaluation of the integral one immediately obtains for n ∈ N:
and
The task to simplify the definite sum in (9) is trivial by applying any implementation of Zeilberger's creative telescoping ( [12] , [13] ) which computes for n ≥ 0
This recurrence together with the initial value A(1) = 1 completes the proof of (2).
C. Evaluation by a differential analogue to creative telescoping
By a differential analogue to creative telescoping a recurrence for A(m) can be computed in a direct fashion, i.e., without reformulating integration as a summation problem. Namely, let us consider the task to find polynomials
These polynomials can be computed by a combination of the Risch integration algorithm with a differential anologue of creative telescoping. A yet unpublished implementation of this "extended Risch package" by M. Kauers computes:
Using these values and taking for both sides of (11) the integral from 0 to π/2 gives the recurrence (6). Remark. Wallis' integral A(m) is not in the scope of the Almkvist-Zeilberger algorithm [1] , since sin(t) m is not hyperexponential. But sin(t) m lives in a Liouvillean field, so Kauers' Risch extension applies.
III. IMPROVING WALLIS' INEQUALITY
It is easily verified that for n ∈ N:
Inserting an extra parameter a, Moll [10] considered the following quartic generalization of this integral,
and presented an inspiring case study with connections to various areas of mathematics. Kauers' "extended Risch package" computes
Remark. As an alternative this recurrence could be computed with the Almkvist-Zeilberger algorithm [1] since this time the integrand (x 4 + 2ax 2 + 1) −(n+1) is hyperexponential.
Boros and Moll [3, Thm.7.9.1] observed that for real a > −1 and integer n ≥ 0,
where
Having the recurrence (12) at hand this can be easily proved using Zeilberger's algorithm [12] which computes the recurrence (12) also for the right hand side of (13) .
Remark. For other proofs of (12) and (13) see [3] . In [9] an alternative derivation of (13) is presented; using noncommutative Gröbner basis methods the authors derive an order 2 differential equation for M n (a).
Finally consider the coefficients in the expansion P n (a) = n k=0 d l (n)a l which find the sum representation
implied by the binomial theorem from the sum in (14) . In [10] Moll introduced an interesting conjecture to a wider audience; namely,
In other words, Moll claimed the log-concavity of the d l (m).
In [8] M. Kauers and the first named author were able to settle Moll's conjecture by combining algorithms for deriving recurrences with G. Collins' cylindrical algebraic decomposition (CAD) [4] . S. Gerhold and M. Kauers [5] were the first to introduce such a methodology for algorithmic proving of special function inequalities. Below we will show that the Gerhold-Kauers approach can be also used for automatic refinement of inequalities.
A. Proving inequalities -some remarks
In order to illustrate the Gerhold-Kauers approach we consider an inequality being similar to 4:
Although it can be proved automatically using Kauers' package "SumCracker" [7] , an implementation containing also the Gerhold-Kauers method, we give a detailed proof of the right hand side inequality. The lower bound statement is proven analogously.
Proof.
Denote the central term in (16) by a(n) = 2 −4n 2n n 2 . We prove the upper bound by induction,
i.e., we begin by estimating a(n + 1) = a(n)
This inequality can be settled automatically using Collins' CAD, for instance, in Mathematica by executing the "Reduce" command:
, n, Integers]
As another example let us try to prove (4) in an analogous fashion, i.e., using inductionà la Gerhold-Kauers. Let c(n) be as in (3) and denote the lower and upper bounds by r 1 (n) = 2n 2n+1 and r 2 (n) = 1, respectively. Setting
for the lower estimate in the induction step of the proof one would need to show that for n ≥ 0 c(n
This last estimate, however, cannot hold in view of the fact that the sequence c(n)/r 1 (n) is monotonically decreasing towards π, i.e., c(n + 1)
This monotonicity is easily checked "by hand" and even more easily verified with CAD. Anyway, this proves that a straight-forward induction strategyà la Gerhold-Kauers is not applicable to such types of convergence estimates. On the other hand, reconsider (16) in the equivalent form
On noting that because of (1) the latter bounds converge to π 4 < 1 and π 3 > 1, respectively, it is obvious that this is a much weaker statement than the convergence estimate in (4) . Even though we stand no chance to prove Wallis' inequality by the Gerhold-Kauers procedure directly, we describe in Section III-B how their approach can still be used in improving the bounds in a systematic manner.
B. Algorithmic refinements of Wallis' inequality 1) Refinements via convex combinations:
Consider the family of functions defined as convex combinations of the bounds in (4):
The goal is to determine α(n) and α(n) such that r
1 (n) := β n, α(n) and r (1) 2 (n) := β n, α(n) improve the bounds in Wallis' inequality; i.e.,
The ansatz (19) already ensures that the resulting new bounds will be between r 1 (n) and r 2 (n). It remains to compute the values for α that optimize the bounds within the given ansatz. For this purpose we employ CAD. To improve the lower bound in Wallis' inequality, in view of (18) we use Mathematica's "Reduce" command as follows:
The possible dependence on n of the resulting function α(n) is encoded by using two different α for CAD. More precisely the parameter α 0 accounts for α(n) whereas α 1 corresponds to its shifted version α(n + 1). In the output above we omitted the expressions that do not contribute to the optimal refinement. The result of the CAD computation suggests two different values for our new bound, and it turns out that the suggested lower bound α 0 = Observe that the suggested upper bound for α 0 results in the refinement (5) given in the introduction. Correspondingly we obtain via
the following improvement for the upper bound:
So far we have only conjectured the bounds r
1 (n) and r (1) 2 (n). To put things into place we summarize in the form of a theorem and give its proof.
Theorem 3.1 (Refinement 1 of Wallis' inequality): Let c(n) be as in (3) . Then
Proof: By construction we have that
Next show (e.g., with CAD) that the sequence c(n)/r
The second part of the Theorem is proved analogously.
Remark. The bounds in (20) are just the bounds of Gurland's refinement [6] . Gurland discovered and proved these inequalities by an argument relating the variance and expectation value of certain discrete random variables.
We want to emphasize that our procedure, in principle, can be repeated arbitrarily often to further improve the estimates using the ansatz
In the course of these iterations the polynomial degrees of the numerators and denominators in the bounds increase. For example, the result of the next iteration step is the Theorem 3.2 (Refinement 2 of Wallis' inequality): Let c(n) be as in (3) . Then for n ≥ 0,
The polynomial degree of the bounds in the numerator and denominator increase significantly. The lower bound obtained in the next iteration of the procedure reads as r
1 (n) = 2048n 4 + 5632n 3 + 5632n 2 + 2408n + 367 8(2n + 1)(4n + 3) (32n 2 + 56n + 25) , and the upper bound has degree five each. Note, however, that this approach can be applied as soon as there exist simple (possibly coarse) bounds, where it is sufficient for one of them to depend on n.
2) Refinements via extra parameters: In Section III-B1 refinements of lower and upper bounds were obtained with CAD via a convex combination ansatz. Another way to invoke CAD for sharpening bounds is the clever (i.e., guided by human insight) insertion of an extra parameter. To illustrate this strategy, which in comparison to the previous CAD applications switches dependencies, we take an example from [14] . Using classical methods Zhao and Wu derived, For ε = 1 2 (and n * = 0) this corresponds to Gurland's bound (20). As ε approaches zero, n * tends to infinity. The lower bound n * can be chosen as the position from which on the sequence approximating π becomes monotonically decreasing. Certainly this task can be formulated in a way such that CAD is again applicable to determine the lower bound n * as follows:
The first condition in the argument of "Reduce" imposes that the sequence c(n)/ρ(n, ε) has to be monotonically decreasing. In short, the CAD computation yields the bound
32ε , which turns out to be an improvement over the bound given in [14] . Again it only remains to check that c(n 0 )/ρ(n 0 , ε) is greater than π for some integer n 0 ≥ n * . Summarizing this yields the following lemma.
Lemma 3.3: For n > n * and c(n) given by (3) we have
In [14] Zhao and Wu did not consider an ε-improvement of the upper bound in Gurland's inequality (20) . However, such a bound can be obtained easily with our CAD strategy. To this end we introduce the extra parameter ε in the upper bound as ρ(n, ε) := 4n + 2 − ε 4n + 3 − ε .
Note that with this definition we have ρ(n, 0) = r
2 (n), and also ρ(n, 1) = r (1) 1 (n). The condition for improving the upper bound is that the sequence ρ(n, ε) needs to be monotonically increasing: This computation yields for n the lower bound n * = 2−9ε+ε 2 8ε−4 , which tends to infinity as ε → 1 2 . It is interesting to note that for this limit value we obtain an improved lower bound for c(n)/π, namely ρ(n, 
IV. CONCLUSION
We expect that our variation of the Gerhold-Kauers approach illustrated in Section III-B has a much wider range of applicability. In particular, inequalities involving more than one discrete parameter should provide an even more promising application domain. For instance, in the proof [8] of Moll's log-concavity conjecture [8] recurrences in d l (m) involving both parameters, l and m, played a crucial role. In contrast, the examples we gave above involved just one discrete parameter and recurrences of order 1 only. Consequently the CAD steps remained on elementary grounds, mostly imposing monotonicity conditions. ACKNOWLEDGMENT The second named author was supported by grant P20162 of the Austrian Science Foundation FWF.
