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Abstract 
The aim of this project was to develop a joint approach to the estimation of spatial 
trends and competition effects in agricultural field trials. 
We chose to model the trend by means of a semi parametric model and to extend 
this class of models to include any number of smooth terms. Explici.t expressions for 
the linear and smooth parts of the model are derived. Two approximations to the 
standard errors of the linear part are presented and compared. We discuss graphical 
methods for the initial identification of spatial structure in the data and propose more 
formal procedures to select the degree of smoothing and to test for the significance 
of treatment effects. 
We review the methodology already developed for competition models and improve 
the fitting procedure by calculating exact adjustments of the profile likelihood for 
a class of normal regression models. Classical competition models are extended to 
allow for the estimation of spatial trends via one or more linear smoothers. Methods 
to estimate the smoothing parameter in the presence of competition were derived. 
However, we have established that this approach needs to be extended to include 
correlated errors before it is complete. A mixed model approach to competition was 
also investigated. 
The analysis of the data from two agricultural trials grown at SCRI indicated that 
SAMs provide a flexible framework for identifying underlying trends in field trials. 
They generally improve precision of the treatment estimates and they enable spatial 
trends to be easily visualised. Competition between neighbouring plots was also 
identified. 
xi 
Chapter 1 
Spatial models for the analysis of 
agricultural trials: • an overVIew 
Large field experiments are often affected by spatial trends across the site and this 
may bias the estimation of treatment effects and their standard errors. This problem 
has been approached from two points of view: design and analysis, and in section 1.1 
we give an overview of the evolution of the different designs. In section 1.2 we review 
different methods of analysis. We present in more detail the smoothing approach in 
section 1.3. Section 1.4 gives a summary of the most relevant work developed in the 
context of inter-plot competition. 
1.1 Design of experiments 
Traditional designs, such as randomised blocks (Yates, 1936), attempt to reduce the 
spatial heterogeneity of agricultural trials by introducing an additive block effect. The 
underlying assumption is that it is possible to divide the field into experimental units 
(blocks) in such a way that the environmental variation between plots in the same 
unit is small compared with the variation between units. However, in an agricultural 
field trial, the number of cultivars is often large, consequently, blocks are also large 
and fertility patterns are likely to be present within blocks. A possible solution was 
to reduce the block size, use incomplete block designs, and re~over inter-block infor-
mation (Nelder, 1969; Patterson and Thompson, 1971), but even with small blocks, 
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the position of the plots in the field was ignored and randomisation was the only tool 
to account for the spatial heterogeneity. 
In field experiments, the efficiency of parameter estimation will depend on the error 
variation and on the physical position of the plots in the field, ·and so over the years, 
more sophisticated designs such as Latin square designs (Freeman, 1979a; Bailey, 1984 
give an extensive review), neighbour-balanced designs (every pair of treatments is on 
two neighbouring plots an equal number of times, see for example Williams, 1952; 
Freeman, 1979b) or Alpha designs (Patterson and Williams, 1976; Williams, 1986) 
have been developed to include the spatial effect into the design. More recently, the 
introduction of models which incorporate a correlation structure for the errors has 
led to increased interest in design of experiments for correlated data (Russel and Ec-
cleston, 1987a,b), even in a two-dimensional layout (Ecc1eston and Chan, 1998). 
Most of the designs mentioned above are used for experiments with a single treat-
ment, such as variety trials in which large number of genotypes are compared. If an 
experiment aims to assess the effect of more than one treatment factor, few of these 
designs are appropriate. Williams and Jones (1996) proposed a row-column design for 
factorial experiments, but they point out the difficulties in extending it to more than 
two treatment factors. However, as Pearce (1983) pointed out "row-column designs 
assume that the fertility of any plot can be derived from adding a parameter for rows 
to one for columns. In general that may work well enough, but a diagonal strip of 
high or low fertility or a large patch represents so different a pattern as almost to be 
disastrous". Moreover, additional environmental trends can develop in the course of 
the experiment, such as a gradient in wind-borne disease or patchy infections, and 
even sophisticated designs might not be able to account for the variation induced by 
these trends. 
2 
1.2 Spatial Models 
Spatial models are not an alternative to the analysis of designed experiments but a 
complement. They aim to produce more accurate estimates of treatment contrasts by 
removing trends due to different environmental factors. By spatial or neighbour mod-
els we understand models based on a smooth trend + e7'TOr decomposition (Wilkinson 
et al., 1983). Spatial models differ from each other in the way the trend is represented. 
In the next sections we give an overview of these models. 
1.2.1 Papadakis analysis of covariance 
Papadakis (1937) suggested a model which would become the first alternative to the 
sophisticated designs that were being developed in the early 1930's (Yates, 1936). 
Papadakis' model adjusted for local trend by analysis of covariance with respect to 
the treatment corrected yields of the neighbouring plots (for plots in a single row): 
i) Corrected yields for treatment effects give the residuals rj 
rj = Yj-mean of plots with treatment [i] 
treatment [i] refers to treatment in plot i 
ii) Zj = i = 1 
t=n 
iii) The resulting variable is used in the analysis of covariance 
y = p. + 1'(11 + f3Zj + fj 
where 1'(11 is the treatment allocated to plot i 
This method of analysis has been discussed by several authors (Bartlett, 1938; Binns 
and Jui, 1985; Zimmerman and Harville, 1989, etc). Bartlett (1978) extended Pa-
padakis' model to plots arranged in a rectangular grid and suggested that the method 
might be improved by an iterative version of Papadakis' model·. This method is more 
efficient than the randomised block design when the number of treatments is large 
and a trend component is not included in the model. However, it has proved to be 
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inefficient when there are substantial trend effects in the data (Wilkinson et al., 1983). 
In the same context of analysis of covariance, Wiancko (1914) introduced the method 
of check plots. The method uses the yield from neighbouring plots to calculate a 
fertility index for each plot. Check plots are arranged systematically throughout the 
trial and a standard variety is used for the check plots. The method of check plots has 
been used mostly in cases where there are a large number of cultivars and replication 
is limited. In chapter 5 we give an example of this analysis. 
Wilkinson et al. (1983) introduced a model inspired by Papadakis', but the nearest-
neighbour covariate is not corrected for treatment effects and blocks are incorporated 
in the model. The method was regarded as "moving block", an extension of the clas-
sic fixed block analysis. Wilkinson et al. (1983) proposed the analysis of agricultural 
trials based on the "trend plus error" decomposition on which most spatial models 
have been based. Some analyses assume that the trend is fixed while others see it 
as the realisation of a stochastic process. Least squares smoothing methods (Green 
et aI., 1985) are a well known example of spatial models under the assumption of 
a fixed smooth trend. These methods are closely related to the general smoothing 
formulation and we will discuss them in detail later in the chapter. First, we give an 
overview of spatial models in which the trend is regarded as random. 
1.2.2 Trend as a random process 
Models assuming a random trend use different approaches to account for spatial 
correlation: differencing, using partial residuals, etc. Many authors justify this inter-
pretation of the trend by the gain in accuracy of treatment estimates compared with 
sophisticated designs (Besag, 1984). However, they fail to give an intuitive represen-
tation of the biological process occurring in the field. 
First difference model 
Besag and Kempton (1986) introduced two methods of analysis based on a stochastic 
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description of plot yields. The random part of the models is the combination of a 
fertility model plus a random error. The first differences model may be written as 
Y =,1 +Tr+X. 
Therefore Y is represented by a fixed treatment effect, r, plus a stochastic fertility 
process X. The estimation of the treatment effects is then based on the vector of 
first differences U = !:::iy. An extension of this model is the model with errors in 
variables; the formulation of the model is similar to the first differences model, but a 
random error is also superimposed allowing for comparison between the experimental 
and fertility variation. The method of intra-Nearest Neighbours of Wilkinson et al. 
(1983) and the iterated method of Papadakis are particular cases of. this model. 
Time series approach 
There is an extensive literature on models which represent the trend using a time 
series approach. Gleeson and Cullis (1987) proposed that the trend could be repre-
sented as an autoregressive integrated moving average (ARIMA) process, and they 
used the residual maximum likelihood of Cooper and Thompson (1977) to estimate 
the variance parameters. Gleeson and Cullis (1987) write the model as 
y = Dr + t/J + 1], 
where D is the design matrix, t/J is the random trend represented by an ARIMA(p,d,q) 
model and 1] is the vector of random errors. 
Cullis and Gleeson (1991) extended this model by introducing a two-dimensional 
component; in this case, the errors are modelled by a subclass of separable lattice 
process (if p(g, 0) and p(O, h) are the lag-g and lag-h correlations of a one-dimensional 
processes for rows and columns, separability means p(g, h) = p(g, O)p(O, h)). Several 
authors (Lill et al., 1988; Martin, 1990; Kempton et al., 1994; Brownie and Gumpertz, 
1997) have discussed the accuracy and efficiency of these methods and showed that 
these models improved the row + column analysis. Gilmour et al. (1997) extended the 
model proposed by Cullis and Gleeson (1991) by identifying three different sources of 
spatial variation: a non-stationary large scale variation across the field (global trend), 
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stationary variation within the trial (local trend, following Zimmerman and Harville 
(1991)) and extraneous variation due to experimental procedures. They proposed the 
use of polynomials or cubic smoothing splines (Verbyla et al., 1998) to represent the 
global trend (as an alternative to differencing), and a separable AR x AR variance 
model for the plot errors. The extraneous variation is modelled through fixed or ran-
dom row and column effects. One of the main difficulties in applying these models 
is the selection of the appropriate ARIMA process. Martin (1990) and Cullis and 
Gleeson (1991) suggested the use of the spatial correlation matrix of the residuals. In 
the same context, Tunnicliffe Wilson (1989) used the marginal likelihood for model 
selection. Gilmour et al. (1997) and Verbyla et al. (1998) used the sample variogram 
of the residuals and likelihood ratio tests to identify the appropriate model. These 
models have been recently applied to the analysis of multi-environment early gener-
ation variety trials (Gogel et al., 1995) and longitudinal data (Verbyla et al., 1998). 
Random fields 
The random field approach of Zimmerman and Harville (1991) is closely related to 
geostatistical kriging analysis. The novel idea introduced by Zimmerman and Harville 
(1991) was the decomposition of the spatial variation into a large-scale dependence 
(or trend), estimated through the mean, and a small-scale dependence estimated via 
the correlation structure. (This decomposition of the spatial heterogeneity has also 
been a recent subject of research in Verbyla et al., 1998). In this model, the yields 
are assumed to be the realisation of a random field. Zimmerman and Harville (1991) 
used polynomials to account for the large scale variation, suggested several covariance 
functions (spherical, exponential, Gaussian) and proposed the use of cross-validation 
to chose the appropriate covariance function. Zimmerman and Harville (1991) also 
showed how most spatial models are closely related to each other and can be seen as 
applications of generalised least squares to a general model 
Gy = Aa + GTT + e, 
where a and T are vectors of unknown parameters, T is the design matrix and G is a 
matrix of known constants (i.e. the row and column incidence matrices in a row and 
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column analysis} or functions of y (as in Papadakis' analysis of covariance). 
1.3 Non-parametric regression 
We propose the use of nonparametric smoothing methods to account for the spatial 
variation in agricultural field trials. This might be seen as the nonparametric ex-
tension of the method introduced by Papadakis (1937). The idea is to model the 
trend as a function of the plot position in the field, and model the regression function 
nonparametrically letting the data indicate the functional form. 
Non-parametric regression is an approach to fitting curves and surfaces to data by 
smoothing and is a natural extension of ordinary linear regression with the advantage 
that the function j does not have a rigid form chosen in advance: the shape of the 
curve will be determined by the data. We give a summary of some of the different 
smoothing methods (Simonoff, 1996; Cleveland and Loader, 1996; Bowman and Az-
zalini, 1997 give a detailed description) in the case of Gaussian errors, and describe 
additive and semi parametric models in more detail. 
The model underlying a smoothing regression problem is 
y = f(t} + f, (1.1 ) 
where j is a smooth function of the covariate t and the errors are assumed to be 
uncorrelated (generally Gaussian). An estimate of j, j, is called a smoother and a 
smoother is linear if 
j = Sy, 
and S is called the smoother matrix. Among the properties of the smoother matrix 
of most linear smoothers is the fact that it has two eigenvalues equal to 1, since 
it satisfies SI = 1 (it reproduces constants) and St = t (it leaves linear functions 
of the predictor invariant). Linear smoothers fall into two groups: those specified 
by the fitting procedure (kernel smoothers) and those which· are the solution to a 
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minimisation problem (splines). Smoothers in the first group are easy to understand 
and interpret, while the ones in the second group have more attractive properties. 
1.3.1 Kernel Methods 
Most smoothers do some sort of local averaging within a neighbourhood of the target 
point. The neighbourhood may be symmetric or non-symmetric (the nearest neigh-
bours to the target point are chosen regardless of which side of the target point they 
lie). The size of the neighbourhood is determined by a smoothing parameter. The 
smoothers differ in the way the averaging is performed within the neighbourhood. 
A kernel smoother uses a set of local weights to produce the fitted value at each 
target point, and the weights usually decrease as the distance' from. the target point 
increases. One of the simplest examples is the running mean smoother, where the 
weights in the neighbourhood are constant and equal to 1/)" ().. being the size of the 
neighbourhood). Other kernel smoothers use more complicated weighting functions 
(Nadayara, 1964; Gasser and Muller, 1979, 1984). An important issue is the behaviour 
of the smoother at the endpoints; several authors (Muller, 1987; Chu and Marron, 
1991) have studied different kernel smoothers in detail and reported bias problems 
at the endpoints, for example, smoothers which use equal weights for all points in a 
symmetric neighbourhood will tend to flatten out trends near the end points and can 
be biased. A class of smoothers which perform satisfactorily at the end points are 
the local polynomial estimators. The fitted value at each target point is calculated 
by fitting a polynomial by weighted least squares (in the case of Gaussian errors) or 
local-likelihood (Hastie and Tibshirani, 1986, for other error distributions). 
Locally-weighted running line 
We describe in more detail the locally-weighted running line smoother or Ioess of 
Cleveland (1979) (we use this smoother and its two-dimensional version in the anal-
ysis of field trials). Given model (1.1), the fitted value Yi at each point ti is the fitted 
value of a polynomial (in this case a line) estima.ted using weighted least squares. 
The weights Wj at each point tj in the neighbourhood of ti are calculated using the 
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tri-cube weight function: 
Wj = {(1 -U(tj)3)3 for 0 ~ u(tj) < 1 
o otherwise 
where u(tj) = Itj - tjl/~(tj) and ~(td is the distance of the furthest point in the 
neighbourhood from tj. Then, Yi is obtained by minimising 
n L Wj(Yj - 0 - f3(tj - tj))2. 
j=1 
In the case of a two-dimensional loess, each target point ti has two components, 
tj = (Uj, Vi). The neighbourhood is calculated using the Euclidean distance and the 
weights are defined as above. Then we find values of 0, f3 and, that minimise 
n L wi(Yi - 0 - f3(ui - ud -,(vi - Vi))2. 
j=1 
If a quadratic polynomial is used, the terms, u, v, UV, u2 and v2 are fitted locally. 
Devlin (1986) and Cleveland et al. (1988) discussed the propert.ies of local polynomial 
estimators (Hastie and Loader, 1993; Cleveland and Loader, 1996 gave a general de-
scription of local regression methods) and Cleveland and Loader (1996) derived exact 
expressions for the bias and variance of the loess smoother. Cleveland and Devlin 
(1988) showed some applications of loess to data exploration and diagnostic checking, 
extended the univariate locally weighted smoother to a two-dimensional surface and 
gave details on the distribution of residuals. They also proposed an extension of the 
ordinary F test used in analysis of variance to compare two models with different 
degrees of smoothing. 
1.3.2 Smoothing splines 
The roughness penalty approach to smoothing might be seen as a compromise between 
linear regression models and non-parametric regression methods. Authors such as 
Silverman (1985) and more recently Green and Silverman (1994) gave an extensive 
overview of the spline smoothing approach. A cubic smoothing spline may be seen 
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as the curve f(t) which minimises the following penalised residual sum of squares, 
t(Yi - f(td)2 + ~ J (J"(t))2dt. 
i=l 
( 1.2) 
Then, j = (I + ~I<)-ly (where I< satisfies J(J"(t))2dt = J' I< f; see for example 
Green and Silverman, 1994 for a definition of K). Eubank (1984) studied the proper-
ties of the smoother matrix associated with smoothing splines (we give more detail in 
chapter 4). The penalising constant, ~, has the same role as the span in the locally-
weighted running line and controls the smoothness of the curve: the larger ~, the 
smoother the curve. Although a smoothing spline is the curve that minimises a cer-
tain penalised criterion, it may also be seen as a kernel smoother. Silverman (1984) 
gave an expression for the equivalent kernel of a smoothing spline, $howing that the 
bandwidth depends on the smoothing parameter, the sample size and the density 
of the design points and Muller (1987) demonstrated that for an appropriate choice 
of the smoothing parameter, loess and cubic smoothing splines are asymptotically 
equivalent. Splines also admit a Bayesian characterisation (Wahba, 1978): if f has 
the following improper prior distribution, f ,...., N(O, K-r2 ) (where ](- is the gener-
alised inverse of the matrix defined above), then, the smoothing spline is the mean 
of the posterior distribution of f, fly'" N(S(A)y, S(.\)0"2), where .\ is the smoothing 
parameter, ~ = 0"2/ r2. A natural extension of the smoothing spline to two dimensions 
is the thin plate spline. The penalty function is a combination of derivatives of the 
surface with respect to the two covariates. Thin plate splines have many applications 
(Green and Silverman, 1994), however their computational implementation is more 
complex than the univariate case and they are not as widely used as loess. 
1.3.3 Further topics in smoothing 
Degrees of freedom 
There are several definitions of the degrees of freedom fitted to the data in model (1.1), 
depending on the context in which they are used (Buja et al., 1989). If we make a 
comparison with the regression model, the number of degrees of freedom would be 
the number of parameters that are fitted to a particular value of the smoothing 
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parameter. Green et al. (1985) defined the equivalent degrees of freedom as the trace 
of the smoother matrix df = tr(S). In the context of model comparison, the degrees 
of freedom associated with the residual sum of squares would be tr(1 - S)'(1 - S) = 
n - tr(2S - S'S), and therefore another possible definition for the degrees of freedom 
would be df = tr(2S - S'S). Finally, in the linear model, E( V ar(Y)) = pu2 , where 
p = degrees of freedom; in the smoothing context, the analogous definition would 
be df = tr(SS'). When the smoother is symmetric with eigenvalues in [0,1], the three 
definitions are related as follows, 
tr(SS') ~ tr(S) ~ tr(2S - S'S). 
The most common definition and the easiest to calculate is tr(S). The definition of 
the residual degrees of freedom will depend on which definition we use for the degrees 
of freedom associated with the smoother (Buckley et al., 1988 gave a review of the 
different definitions). Hastie and Tibshirani (1990) also gave an approximation for 
tr(25 - SS') based on tr(5): tr(2S - SS') ~ 1.25tr(S) - 0.5. 
Smoothing parameter selection 
M uch research has been done on how best to choose the smoothing parameter and 
many methods have been developed. However, which method is the best is still a 
matter of debate. The smoothing parameter controls the shape of the smooth curve. 
A large neighborhood produces a smooth curve with low variance but possibly bi-
ased. This is known as the bias-variance trade-off. A reasonable way to choose the 
smoothing parameter is to use a criterion that combines the bias and the variance: 
the mean integrated squared error or its discrete analogue, the average mean square 
error. The cross-validation criterion (Stone, 1974) minimises an estimate of the mean 
squared error over a range of values for the smoothing parameter. 
where I;i is the estimate of f with the i - th data point omitted at a particular 
value of the smoothing parameter'\. Hastie and Tibshirani (1990) gave an explicit 
expression for cross-validation (CV) criterion in the case of linear smoothers. The 
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generalised-cross-validation criterion, GCV, is a version of the CV criterion which is 
easier to compute. 
Another criterion is the Akaike information criterion (Akaike, 1973), AIC, which min-
imises the Kullback-Leiber discrepancy (a likelihood-based method). More recently, 
Hurvich et al. (1998) and Simonoff and Tsai (1999) proposed a modified version of 
the AIC criterion which avoids the tendency to under-smooth seen in the methods 
described above. We give more detail on these methods in chapter 5. 
In the context of density estimation, the so-called plug-in selectors (for example the 
one given in Ruppert et al., 1995) are very popular. These methods write the bias of 
j as a function of the unknown f. An estimate of f is then plugged-in to derive an 
estimate of the mean integrated squared error. Loader (1995). gave a critical review 
of these methods and compared them with more classical methods. 
All the selection criteria presented above assume that the errors are uncorrelated. 
When the errors are correlated, it is well known that methods such as CV, acv, 
etc under-smooth the data. Altman (1990) proposed two methods of estimating the 
smoothing parameter in the presence of correlation. More recently, Wang (1998b) 
has developed a modified cross-validation criterion (for smoothing splines) which al-
lows for the simultaneous estimation of the smoothing and correlation parameters. 
A similar approach is taken by Verbyla et al. (1998), but they used REML for the 
parameter estimation. 
1.3.4 Additive models 
Additive models are an extension of the multiple linear regression models to models 
which incorporate several non-parametric smooth terms, 
y = et + L h(tj) + f, 
j 
(1.3) 
where h are smooth functions estimated by one or two-dimensional linear smoothers 
(splines, loess, etc), f is a vector of independent, normally distributed errors with 
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E( f.) = 0 and V ar( f.) = q2 I, and E(y) = Q (the additive model is not identifiable 
unless this condition is imposed). Buja et al. (1989) discussed additive models in 
detail; they give an extensive review of linear smoothers and proposed the backfit-
ting algorithm, and an improved version of it, as a method for fitting these models 
(see chapter 2 for more details). Convergence properties are also studied in detail, 
especially for the two smoother case, for which they give explicit expressions for the 
solutions. The convergence of the backfitting algorithm depends among other things 
on the degree of correlation between the predictors, and therefore the more additive 
terms we have in the model, the more difficult it is to reach convergence. Buja et al. 
(1989) discussed the degrees of freedom associated with an additive model. The cal-
culation of the trace of the matrices involved is quite complicated, so they suggested 
approximating the degrees of freedom by the sum of the degrees of freedom associ-
ated with each individual smoother (as in the linear case). More recently, Opsomer 
(1997) studied the bivariate additive model for locally polynomial smoothers and 
Durban et al. (1999) gave a closed form for the hat matrix of an additive model with 
any number of smoothers, extending the results given in Buja et al. (1989). There 
are other approaches to the estimation of additive models. Hastie and Tibshirani 
(1990) and Green and Silverman (1994) gave the additive ve.rsion of the penalised 
least squares approach in the case of cubic smoothing splines. Hastie and Tibshirani 
(1990) also gave a Bayesian version of additive models and Hastie and Tibshirani 
(1998) have recently introduced a Bayesian backfitting algorithm. Hastie and Tibshi-
rani (1986, 1987, 1990) extended additive models to a more general setting, allowing 
for non-Gaussian errors. 
Additive models are a flexible method for identifying non-linear covariate effects and 
have been applied as a data-driven method in many disciplines (see for example Hastie 
and Tibshirani, 1987, 1990). 
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1.3.5 Semiparametric models 
Semi parametric models are traditionally defined as models in which all but one term 
are assumed to be linear, 
y = X f3 + f{t} + t, 
where X is the design matrix, and the vector of regression coefficients f3 and the 
unknown curve f{t) are to be estimated. Schimeck {1997} and Green and Silverman 
(1994) gave a summary of different approaches to estimation in semiparametric mod-
els. 
Green et al. (1985) introduced the method of Least Squares Smoothing in the con-
text of agricultural trials, assuming the Wilkinson et al. (1983) decomposition of the 
environmental effects into a smooth trend plus independent error. The term f(t) is 
regarded as smooth if it is locally linear, that is, f(ti-d - 2f(ti} + f(ti+d :::::: 0, or in 
matrix notation, l::,.f ~ 0 (l::,. is the matrix of second difference.s). Then, Green et al. 
(1985) estimated f3 and f by solving the following set of equations 
f = :F(y - XP) 
f3 - 1-l(y - I), (1.4 ) 
where 1-l is an estimator of the treatment effects (for example (X'X)-l X') and :F is 
a linear smoother. This approach is also used in Buja et al. (1989), as a particular 
case of an additive model with two smoothers where the smoother corresponding to 
the linear part of the model is the projection smoother X{X' X)-l X'. 
Green {1987} examined penalised likelihood in the context of semiparametric models, 
where f3 and f are chosen to minimise, 
4=(Yi - X:f3 - f(ti))2 + A J /' (t)2dt. 
I 
Green (1987) showed that this method is equivalent to least squares smoothing when 
the errors are normally distributed. A similar approach is taken by Heckman (1986) 
who studied the asymptotic distribution of the regression terms. Also in the context 
of field trials, Green (1985) demonstrated that generalised least squares analysis of 
a linear model is a smoothing method and that different variance matrices result in 
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different models. Green (1985) showed that least squares smoothing is equivalent to 
a generalised least squares regression of tly on tlX with 0'2(>.-1 I + tltl') as variance 
matrix for tly (for tl defined as above). 
The methods mentioned above use the same amount of smoothing for the para-
metric and nonparametric part of the model. Rice (1986) showed that the penalised 
least squares estimates of fJ may be biased and the bias may be reduced by under-
smoothing the nonparametric component, suggesting that two different smoothing 
parameters should be used. The method of Speckman (1988) is inspired by this prin-
ciple. He discussed an alternative to least squares smoothing motivated by partial 
residual analysis. The estimate of fJ is the ordinary least squares estimate based 
on the adjusted response, (I - Sly and regression matrix (I - S)X (where S is the 
smoother matrix of any linear smoother). The method is equivalent to penalised least 
squares if the S is the smoother matrix of a projection smoother. Speckman (1988) 
showed that the estimate of fJ obtained by this method had less bias. Cuzick (1992) 
also studied and compared the asymptotic properties of this estimate. However, as 
Green and Silverman (1994) pointed out "more practical experience is required before 
it is possible to see whether the apparent theoretical advantage of the Speckman ap-
proach offsets the loss of interpretability and flexibility in departing from the penalised 
least squares paradigm". 
Severini and Wong (1992) proposed a general approach to estimating the parametric 
component in a semi parametric model: the nonparametric component is considered 
as a nuisance parameter and profile likelihood is used to estimate fJ. Kauermann 
(1997) used the modified profile likelihood of McCullagh and Tibshirani (1990) and 
obtained, in the Gaussian case, similar estimates of fJ to Speckman (1988). 
Recently, Wang (1998a) and Verbyla et al. (1998) gave a. mixed model representa-
tion of cubic smoothing splines and used the mixed model equations of Henderson 
et a1. (1959) to estimate fJ and f(t). Conditional on the smoothing parameter, the 
solutions of those equa.tions coincide with the least squares smoothing estimates of 
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Green et a1. (1985). 
1.4 Competition Models 
Another way in which neighbouring plots may be related to each other is through 
inter-plot competition. When varieties are grown in small plots with different culti-
var neighbours, systematic bias may appear. Several authors (Federer and Basford, 
1991; Azais et al., 1993), studied neighbour-balanced designs in which every pair of 
treatments is on two neighbouring plots an equal number of times. This ensures 
that treatment comparisons are as little affected by competition effects as possible. 
However, these designs require an amount of replication which .is not always possible, 
especially when there are a large number of cultivars. Kempton (1982) proposed a 
method for correcting for competition effects in yield trials through a common com-
petition effect, p, acting on a covariate, equal to the mean yield of the neighbouring 
plots. (We study this model in more detail in chapters 3 and 4). Kempton (1982) 
showed that the least squares estimate of p is incorrect and proposed the use of 
maximum likelihood to estimate it. A model for varieties with different competition 
coefficients is also studied in that paper. In this model, the competition model for 
variety r with variety s as a neighbour is decomposed into Pn = or/" where Or is 
a measure of the sensitivity of variety r to competition and "'I, is a measure of the 
of aggressiveness of variety s. Kempton (1985) discussed this ~ethod in more detail 
and Talbot et a1. (1995) applied it to several winter wheat trials. 
Besag and Kempton (1986) gave a simultaneous autoregressive formulation for the 
original model given in Kempton (1982) and extended it to include block effects, 
y = X{3 + Tj + pWy + E, 
where /3 and j correspond to treatment and block effects, and W is the neighbouring 
matrix. Besag and Kempton (1986) pointed out that one underlying assumption in 
this model is that the fertility effect is much smaller that the inter-plot competition. 
ConnoUy (1992) proposed an efficient numerical method base~ on the profile likeli-
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hood for competition effects and investigated the adequacy of the standard error of 
the competition parameter. This method has been used to analyse root crops (Besag 
and Kempton, 1986; Connolly et al., 1993). 
In crops such as beans or cereal, the competitive effect may be associated with vari-
etal differences in height, rather than varietal yields. Several authors (Pearce, 1957; 
Draper and Guttman, 1980) considered models of this type in which each treatment 
is supposed to have an effect on the plot to which it is applied and also on the neigh-
bouring plots. Besag and Kempton (1986) gave a general formulation for the model 
for interference between neighbouring treatments, 
y = BT1 + TT + RTO + f, (1.5 ) 
where Band T are the design matrices for block and treatment effects, R is the 
neighbouring incidence matrix, 0 is the vector of centred treatment neighbour effects 
and f is the vector of independent errors. Draper and Guttman (1980) gave a simpler 
version of this model in which 0 = pT and the number of par~eters fitted is much 
smaller. Kempton and Lockwood (1984) analysed several variety trials of field beans 
using model (1.5) and analysis of covariance using height difference of neighbours as 
a covariate. 
When strong fertility trends are present in the field and block sizes are large, the 
effect of the trend will mask the effect of competition and alter the magnitude of the 
competition parameter and it might be difficult to separate both effect. None of the 
competition models developed until now include a term to model fertility trends. The 
work we present here aims to give a possible solution to this problem. 
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Chapter 2 
Semiparametric additive models 
2 .1 Introduction 
Semi parametric models with a single smooth term (Green e~ al., 1985) have been 
used to analyse data from field trials when plots are arranged in a single row, using 
the plot's position as the covariate for the smooth part of the model. However, large 
field experiments are likely to be arranged in a rectangular grid; in this case, yield 
(or any other crop measurement) may be modelled as the sum of smooth functions 
of position in the field (row and column position) or as a two-dimensional smooth 
surface. Other smooth terms, such as disease score or plant height, may also be in-
cluded. Therefore, it is necessary to extend semiparametric models to models which 
combine parametrised treatment effects with any number of smooth terms and derive 
explicit expressions for the parametric part of the model and the standard errors. We 
call this model a semiparametric additive model (SAM). 
We will interpret a SAM as a particular case of an additive model (Buja et al., 
1989) in which the smoother corresponding to the linear part of the model is a pro-
jection smoother. There are several approaches to the estimation of additive models; 
the most general method of estimation is the back/itting algorithm which solves the 
estimating equations (which are a smooth version of the normal equations in mul-
tiple linear regression). This algorithm is computation ally very efficient but, as an 
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iterative procedure, it does not give explicit expressions for the estimated smooth 
terms and, in particular, for the estimates of the parameters in the linear part of the 
model. As an alternative, we give explicit solutions to the normal equations and the 
conditions for uniqueness in Section 2.2, together with some properties of the hat 
matrix of an additive model. In Section 2.3 we concentrate on inference in SAMs. 
First, we give expressions for the estimates of the linear parameters and second we 
extend the non-parametric method introduced by Speckman (1988) to the case of 
multiple smooth terms. An exact and an approximate method for the calculation 
of the standard errors are presented in Section 2.4 and are illustrated with several 
examples of agricultural field experiments. 
2.2 Additive models 
A simple smoothing regression model has the form 
y=f(Z)+f 
and f is usually estimated by a linear smoother 
j = S·y, 
where S· is a matrix called a smoother matrix. We define the centred smoother matrix 
(see Hastie and Tibshirani, 1990, pp 114-115) associated with f as 
S = (l-ll'/n)S·. 
The smoother matrix of a linear smoother satisfies 
S*l - 1 
SI - 0 from (2.2) and (2.1) 
l'S - 0' from (2.1). 
(2.1 ) 
(2.2) 
(2.3) 
(2.4) 
We will say that a smoother is centred if its associated smoother matrix is centred. 
In an additive model (Buja et al., 1989), we suppose a variable y can be modelled by 
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the sum of q smooth terms which act on explanatory variables ZI, ... , Zq. Thus, with 
observations Yl, ... , Yn and q smooth functions /i, we assume 
Y = 0 + /1 + /2 + ... + /q + f. (2.5) 
We will assume that EUd = 0 to avoid problems with the identifiability of the model 
and, therefore, 0 = E{y) will be estimated by the average of the observed values, 
a = y = (11'/ n)y. Further, we will assume that Sj, the smoother matrix associated 
with h, is centred. 
If the additive model (2.5) is correct, 
h(Zj) = E(y - 0 - L /k(Zk)lzj) = ?j(Y - 0 - L !k(Zk)), j'= 1, ... , q 
k~j k~j 
where Pj is the conditional expectation operator E(.lzj). Equivalently, we may find 
/i by solving the following set of linear equations whose data version (substituting Pj 
by Sj) is: 
(y - a), (2.6) 
I 
where Sj is the centred smoother matrix associated with!; and defined in (2.1). 
The set of equations given in (2.6) are called the normal equations for the additive 
model (2.5) and are similar to the normal equations of a multiple regression model. 
2.2.1 Solution to the normal equations 
The system of estimating equations (2.6) is an nq x nq system and, therefore, unless 
n is very small, it is computationally very expensive to solve the equations using a 
standard procedure. An alternative method is the backfitting algorithm, which is 
an iterative procedure given by: 
1 I . . l' r ,(0). 1 . mtla Ise: Ji = Ji ,'= , ... , q 
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2. Cycle i = O, ... ,q,O, ... ,q, ... 
q 
!i = Si(Y - Y - I: 1;), i = 1, ... q. 
j=1 
i# 
3. Continue until the individual functions J; converge. 
The backfitting algorithm estimates the fitted smooth values efficiently but, as an 
iterative procedure, it does not give an explicit expression for the estimate of the 
individual smooth functions or for the hat matrix of the fitted model. From the point 
of view of semiparametric additive models, it is of interest to obtain a closed form 
for the estimate of the regression part of the model, and therefore, it is necessary to 
solve the system of estimating equations directly. 
The identifiability condition E(J;) = ° together with Q = Y means that at each 
step of the backfitting algorithm, ji has mean zero and therefore it is necessary to 
use a centred smoother matrix. 
We define M; as the hat matrix for model (2.5) when the backfitting algorithm 
is used to estimate !i. Further, each of the sub-models y = Q + !I + h + ... + Ji + f 
gives rise to a hat matrix Mt, i = 1, ... , q - 1. We define the centred hat matrix Mi 
as the hat matrix for model (2.5) when the response has been centred. Since, 
Mi is given by 
Mi = Mt - l1'/n. (2.7) 
We will show how the centred hat-matrix Mq for the model y = Q + !I + ... + Jq + f is 
related to the centred smoothers used to estimate the Ji in the models y = Q + Ji + f, 
i = 1, ... ,q. 
Lemma 2.1 The hat matrix M; of an additive model with k smooth terms, y = 
Q + fl + ... + fk + f and a centred smooth matrix Sk+l as defined in (2.1) satisfy 
Sk+! Mk - Sk+l M; 
11' /n(1- Sk+1Mkt1 - 11' /n 
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(2.8) 
(2.9) 
Proof From the definition of a centred hat matrix given in (2.7) 
Sk+I(M; - 11' In) 
- Sk+1M; - Sk+lll'ln 
- Sk+IM; - 0 by (2.4) 
Proof of (2.9) follows immediately from (2.4). • 
In the next theorem we give an expression for the sequence .of centred hat matri-
ces Mi, i = 1, ... , q. 
Theorem 2.1 Provided the necessary inverses exist, the sequence 0/ centred hat ma-
trices Mi , i = 1, ... , q, satisfies the recurrence relations 
(2.10) 
Proof For i = 1 the backfitting estimate of /1 in the model 
y = (} + I1 + f 
is given by 
il = SI(Y - y) = 51(1- ll'ln)y = SlY by (2.3). 
Then, 
y = y + SlY = (11' In + Sdy 
and hence, 
M; = ll'ln + 51 and Ml = SI by (2.7). 
Next, consider the estimating equations for an additive model with k + 1 smooth 
functions It, ... , Ik+l with centred smoother matrices Sb ... , Sk+1, 
The first k equations are 
y = (} + 11 + ... + ik+I + f. 
k+l ii = Si(Y - ii - L jj), i = 1, ... , k 
j=1 
#i 
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(2.11) 
which we write as 
k 
ii = Si(Y* - ii - Lij), i = 1, ... ,k 
j=1 
#i 
where Y· = Y - ik+l' The hat-matrix for y* = 0 + h + ... + /k + t: is M;, so 
~* ~ f~ fA M* * y =0+ 1+"'+ k= kY' 
where 0 = ii - (11' jn)ik+l (the mean of the response) and, hence 
(2.12) 
il + ... + ik = Mj.y· - ii + (11' jn)ik+l (from the definition of y*). (2.13) 
Now substitute for il + ... + ilc in the (k + l)st estimating equation to get 
From (2.8) and the fact that SI = 0 we obtain, 
which yields 
where we have defined 
From (2.4) and (2.9) , it follows that 
Thus, (2.13) becomes 
(11' /n)ilc+l = 0 
(11' /n)y* = y. 
i1 + ... + ilc - M;y· - y by (2.16) 
= MIc(y - ilc+d + (l1' /n)y· - y by (2.7) 
= MIc(I - ~SIc+1(I - MIc))Y by (2.14) and (2.17) 
- Mk~(I - SIc+1)Y' 
23 
(2.14) 
(2.15) 
(2.16) 
(2.17) 
(2.18) 
Using the formula for the inverse of the sum of matrices (see for example, Schott, 
1997): 
(D - CA-l Btl = D-l + D-IC(A - BD-ICtl BD-I, (2.19) 
we rewrite (2.15) as 
il = 1 + Sk+l (I - MkSk+1t l Mk. (2.20) 
Substituting (2.20) into (2.14) and (2.18) we find 
lk+l - Sk+l(I - MkSk+d-l(I - Mk)Y (2.21) 
il + ... + lk - [Mk + MkSk+l (I - MkSk+d-1 Mk](J - Sk+t}y 
- [1 - (I - MkSk+d-1(I - Mk)]Y' (2.22) 
Therefore, 
y = er + il + ... + ik+l (2.23) 
= Y + [Sk+l(I - MkSk+d- l(1- Mk)]Y + [1 - (I - MkSk+1)-I(I - Mk)]Y 
by (2.21) and (2.22) 
(2.24) 
Let Mk+1 be the hat matrix for model (2.11), then Y - ii = (Mk+1 - 11' /n)y; by the 
definition of the centred hat matrix given in (2.7), we obtain . 
• 
Remark 1 From the expressions for lk+l and it + ... + lk given in (2.14) and 
(2.18) respectively and il defined by (2.15) we find 
Mk+1 - Mkil(I - Sk+1) + ilSk+l(I - Mk) 
- ~{l- Sk+d - (l- MIc)~{l- SIc+1) + ~Sk+l(J - Mic) 
- il(J - Sk+lMk) - (I - Mk)il(I - Sk+d 
- J - (I - Mk)il(J - Sk+d by (2.15) 
- J - (J - Mk)(J - Sk+lMlctl(J - Sk+l)' (2.26) 
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Therefore, the centred hat matrix Mk+l is symmetric in SIc+1 and Mic (by (2.25) and 
(2.26)). In the case q = 2 which arises naturally in the modelling of spatial variation 
in two dimensions, we find 
M2 = 1 - (I - S2)(1 - M1S2 )-t (I - Md 
= 1 - (I - S2)(1 - SlS2t1(I - Sd (2.27) 
and thus (2.10) generalises the result given in Hastie and Tibshirani (1990). They 
give (2.27) as the hat-matrix for the model with two smoothers and no regressor vari-
ables. 
Remark 2 Here, we summarise the expressions for the estim~tes of fk+l and 
it + ... + ik. 
and 
ik+l - (I - Sk+1MktlSk+1(I - Mk)Y by (2.14) 
- Sk+l(I - MkSk+d-l(I - Mk)Y by (2.21) 
- (I - (I - Sk+lMktl(I - Sk+d)y, 
il + ... + ilc = (I - MkSk+l t l Mk(I - Sk+1)Y 
= Mk(I - Sk+lMktl(J - Sk+1)Y by (2.18) 
- (I - (I - MlcSk+d- l (I - Mk))Y by (2.22). 
(2.28) 
Remark 3 As a last remark, we give two further properties satisfied by the centred 
hat matrix Mk. 
Mic! - 0 
Proof We prove (2.29) by induction, 
1. For k = 1, M11 = S11 = 0 by (2.10) and (2.3). 
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(2.29) 
(2.30) 
2. Assume the result is true for k = 1, ... , m. 
3. For k = m + 1, by (2.26) 
Mm+11 - 1 - (J - Mm)(I - Sm+1Mmtl (J - Sm+l)1 by (2.26) 
- 1 - (J - Mm)(J - Sm+1Mmtll by (2.3), 
but (J - Sm+l Mm)-11 = 1 since (J - Sm+1Mm)1 = 1 by the induction hypothesis. 
Thus, Mm+11 = 0 by (2.3). 
We omit the proof of (2.30) which is obtained, in a similar way, by induction. 
2.2.2 Symmetry of the hat matrix 
We have shown that the centred hat matrix Mk+l is symmetric in Sk+l and Mk. We 
prove by induction that Mk+1 is symmetric if all smoothers are symmetric. 
1. for i = 1, Ml = SI, and is therefore symmetric. 
2. Assume Mi is symmetric for i = 1, ... , k. 
3. From (2.25), 
Mk+1 - 1- (J - Mk)(J - S~+IMk)-l(J - $k+1) 
- 1- (J - Mk)(I - Sk+l Mk)-l(J - Sk+d 
- Mk+1 by (2.26). 
Hastie and Tibshirani (1990) made this remark only in the two-smoother case. This 
property will allow us to reduce the computational cost of calculating standard errors 
in the semi-parametric case. 
2.2.3 Estimation of additive models when all smoothers but 
one are centred 
From the semi-parametric model perspective, it is of interest to explore the case when 
all but one of the smoothers are centred. We write the additive model (2.11) as 
y = It + ... + /;+1 + f, (2.31 ) 
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where E(y) = Ik+l and we write Ik+1 = 0' + fk+l. We will assume that the smoother 
matrix, SZ+I' associated with !k+l is symmetric, therefore, by (2.1) and (2.2), 
(2.32) 
We have in mind the case when Sk+l is the projection smoother X(X'xt 1 X'. 
Lemma 2.2 The centred hat matrix, Mk, of an additive model y = 0'+ It + ... + !k+f.. 
with k smooth terms and the non-centred smooth matrix Sk+l satisfy 
MkSk+l MkSk+1 
l1'ln(I - MkSk+1t 1 - 11' In 
(2.33) 
(2.34) 
Proof From the definition of a symmetric centred smooth matrix given in (2.32) we 
obtain 
MkSk+1 - Mk(Sk+l - 11' In) 
- Mk Sk+1 - Md1' In 
- MkSk+l by (2.29). 
(2.34) is immediate, since (I - MkSk+1)l1' In = 11' In from (2.2) and (2.29). • 
Theorem 2.2 The estimated smooth terms for model (2.31) are 
il + 12 + ... + ik - [I - (I - MkSk+1)-I(I - Mk)]Y (2.35) 
1k+1 - 8k+1 (1 - Mk Sk+1 )-I(1 - Alk)y (2.36) 
Y - [I - (I - Sk+l)(1 - Alk8k+lt1(I - Alk))Y (2.37) 
Proof The proof of (2.35) is immediate from (2.22) and (2.33). Further, 
ik+l - 0- + A+l 
- (11' In)y + 8k+l(I - AlkSk+d-1(I - Alk)Y from (2.21) 
- (11' In)y + 8k+l (I - AlkSZ+1 tl(I - Alk)y from (2.33) 
- (11' In)y + (Sk+l - 11' In)(I - MkSk+1t1(I - Mk)y by (2.32) 
- (11' In)y + Sk+1(I - MkSk+1t1(I - Mk)y - (11' jn)(I - Mk)y by (2.34) 
- Sk+l(I - MkSk+1t1(I - Mk)y by (2.30). 
Finally, y = it + ... + A + ik+1' and thus (2.35) and (2.36) yield (2.37) • 
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2.2.4 Existence and uniqueness of the solutions 
The conditions for the convergence and independence from the starting values of 
the solutions of the backfitting algorithm are equivalent to the conditions for the 
consistency and non-degeneracy of the solutions of the estimating equations of the 
additive model (2.5). Equation (2.24) proves that if 
(2.38) 
the estimating equations are consistent and have a unique solution. Let 
where Jli are the eigenvalues of S'S (we choose the spectral norm for convenience). 
If the matrix S is symmetric with positive eigenvalues, the spectral norm coincides 
with the spectral radius, IISII = p(S) = maxl~i$n l,xd, where ,xi are the eigenvalues of 
S. 
Theorem 2.3 If all the smoothers in the additive model (2.5) are symmetric with 
eigenvalues in [0,1), the normal equations have a unique solution. 
Proof It will be enough to show that IIMItIl < 1. We prove this result by induction. 
1. For i = 1, MI = SI. Since p(Sd < 1, IIMIII < 1. 
2. We assume the result is true for i = 1, ... , k. 
3. From equation (2.25) we need to prove that 
or equivalently, 
As we showed in section 2.2.2, this matrix is symmetric. Therefore, the norm is equal 
to the spectral radius. We have that 
o < p((l- Sk+d(l- MltSIe+1tl(l- MIe)) $ p(l- Sk+dp((l- MkSle+d-1 )p(l- Mk). 
(2.39) 
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The first inequality in (2.39) is immediate, since the three matrices are non-singular. 
Let Al ~ A2," ., ~ An; 1'1 ~ Jl2,' .. ,~ 1'n and "Y1 ~ "Y2,· .• , ~ "Yn be the eigenvalues of 
MkSk+b Mk and Sk+I' Then, using the properties of the eigenvalues of a symmetric 
matrix (see for example Schott, 1997), the following relations are satisfied, 
Al < "Yl 
p(1 - Mic) = 1 - 1'n 
p((1 - MkSk+.}-l) = 1/(1 - Ad :$ 1/(1 - "Yd :$ 1/(1 - "Yn). 
Hence (2.39) may be rewritten as: 
° < 11(1 - Sk+.)(1 - MkSk+.)-l(1 - MIc)!1 :$ (1 - "Yn) 1 (1 - 1'n) < 1, 
1 - "Yn 
and so, IIMk+ll1 < 1, which ensures the existence of a unique soluti<?n to the normal 
equations. • 
Some linear smoothers (such as smoothing splines) have eigenvalues in [0,1], and 
the eigenvalue equal to 1 has multiplicity 2. The eigenvectors are 1, a column vector 
of ones and z, where z is the covariate against which we are smoothing. Centring 
the smoother matrix (as we did in the previous section) ensures that 1 is not an 
eigenvector, and so it is necessary to impose some restrictions on the covariates. Now 
IISk+1Mkll = 1 if a vector z is reproduced by Sk+I and Mk at the same time. This will 
not happen, unless there is a linear dependence between the covariates. This effect is 
called concurvity. 
In conclusion, the solution of the normal equations exists and is unique if the smoothers 
are symmetric and have eigenvalues in [0, 1). This is equivalent to the case of sym-
metric, centred smoothers with eigenvalues in [0,1] and with an empty concurvity 
space (to ensure that IISH1Mkll :/: 1). This coincides with the conditions given by 
Buja et a1. (1989) and extends the conditions for the two-smoother case in which the 
smoothers could have eigenvalues in (-1,1]. In the case of q smoothers it is necessary 
to restrict the interval to [0,1] to ensure that Mic does not have eigenvalues larger than 
1. When all smoothers but one are centred, the sufficient condition is 11 MkSZ+I 11 < 1. 
If SZ+I is the only non-centred matrix, that condition still holds even in the case that 
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Smoothers like locally-weighted running lines (loess) are not symmetric and have 
eigenvalues larger that 1. However, empirical evidence shows that in many cases 
the necessary inverses exist giving a unique solution to (2.6) (Hastie and Tibshirani, 
1990). 
2.3 Semiparametric additive models as a special 
case of additive models 
Semi parametric additive models (SAMs) may be seen as a special. case of additive 
models in which one or more terms are linear. SAMs are also an extension of the 
classic semiparametric model in which all terms but one are linear. We write the 
model as 
(2.40) 
where y is the vector of observed values, X is the design matrix (where 1, the vector of 
1 '5, is the column space of X), {3 is the vector of treatment effects, or more generally 
of regression coefficients, /i is a smooth term which is a fun~tion of a covariate Zi, 
i = 1, ... , q, and f is a vector of independent errors with common variance (72. We will 
refer to model (2046) as a semi-parametric model with q smooth terms. We consider 
(2.40) as an additive model with q + 1 terms 
y = /0 + h + ... + /q + f, 
where /0 = X{3 and So = X = X(X'X)-l X', the hat matrix of an ordinary linear 
regression model. Substituting Sk+l by X in (2.36), (2.35) and (2.37), we obtain 
expressions for /3, it + ... + jq and y. First, for /3 we have from (2.36) 
xp - X(I - MqXt1(I - Mq)y 
- (I - XMqt1X(I - Mq)Y by (2.19), 
and so 
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X'(I - Mq)X/3 = X'(I - Mq)Y, 
which yields 
Now, for j} + ... + jq we have from (2.35) 
with 
(I - Mq5n-1 - (I - MqX(X' xt1 x't1 
- 1+ MqX(X'(I - Mq)X)-l X' by (2.19) 
with D = I, B = X', A = X'X and C'= MqX. 
Hence in (2.42) we obtain 
Further, the fitted values for model (2.40) are 
A 
Y -
= 
= 
x/3+A + ... + jq 
x/3 + Mq(Y - x(3) 
MqY + (I - Mq)X/3. 
(2.41 ) 
(2.42) 
(2.44) 
Thus we see that fI is a weighted average of the observations Y and the fitted values 
from the regression of Y on X. The centred matrix Mq has a double role as a weight 
matrix, first as the weight matrix in (2.44), and second as the weight matrix in the 
regression of Y on X. The hat matrix for model (2.40) is by (2.41) and (2.44) 
Equation (2.41) is an extension of a well-known result for a semi-parametric model 
with a single smooth term (see Green et al., 1985; Heckman, 1986) 
/3 = (X'(I - S)Xtl X'(/ - S)y 
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provided that X'(1- S)X is invertible. We ensure that the inverse exists by centring 
the smoother. Green et al. (1985) give an alternative approach to centring; they 
assume that 1 is in the column space of S but impose the constraint I' X f3 = O. 
Formally, we can obtain (2.41) by applying the general estimating equations approach 
of Green et al. (1985). The solution for f3 to the estimating equations 
f Mq(Y - Xf3) 
f3 - (X'xt1X'(y-Xf3) (2.46) 
is given by (2.41). These are generalised least squares normal'equations with a non-
diagonal weight matrix (1 - Mq). Once Mq is calculated, f3 is estimated in one step 
after Mq is computed. This approach resembles the modified back-fitting algorithm 
proposed by Buja et al. (1989) in which all linear terms in the model and the projection 
part of the smoothers are combined into a single projection. However the projection 
step will have to be iterated together with the other steps. 
2.3.1 Extension of Speckman's method 
Speckman (1988) introduced an alternative method to the penalised least squares 
approach of Green et al. (1985) for the semi-parametric mo~el (2.40) for the case 
q = 1. We use the same type of argument as in the previous section. Let Mq be 
the centred smoother matrix of an additive model with q smooth terms, and define 
the partial residual vectors after adjusting for Zj, i = 1, ... , q, as fj = (1- Mq)Y and 
X = (I - Mq)X. We estimate f3 by applying ordinary least squares to the regression 
set up 
and It + ... + Iq by 
(2.47) 
which yields 
f; - (X'xt1X'fj (2.48) 
11 + ... + jq - Mq(I - X(X'xt1X'(I - Mq))Y· 
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Expression (2.48) corresponds to equation (3.3a) and expression (2.47) to (3.3b) in 
Speckman (1988). 
If Mq is a projection (as in the case of bin smoothers, least 'squares lines, polyno-
mial regression and regression splines), this method gives the same estimates as the 
additive model approach. 
Speckman (1988) and Severini and Wong (1992) showed that, in the single smoother 
case, the estimate of (3 given in (2.48) has smaller bias and is asymptotically more effi-
cient than (2.41). The efficiency of this method in the semi parametric additive case is 
still to be investigated. Even in the case of a single smoother, Speckman's method is 
computationally more demanding than the additive model approach. The substantial 
amount of computation involved in the q-smoother case (since it will be necessary 
to calculate M~Mq) and the loss of interpretability make the additive approach more 
attractive. 
2.3.2 Estimation of residual variance in SAMs 
Most of the theoretical work in semi-parametric models has concentrated on estimat-
ing (3. However, an estimate of (7'2 is needed if we want to make inferences on /3. 
Based on the analogy with linear regression, we define q2 (Buckley et al., 1988) as 
A2 y'(J - H)'(I - H)y y'(I - H)'(I - H)y 
(7' = -Trace( (I - H)'(I - H)) n - Trace(2H - H' H) , (2.49) 
where H is the hat matrix given in (2.45) and n - Trace(H' + H - H' H) are the 
equivalent degrees of freedom for the error term. This estimate of (72 is unbiased if 
Mq(ft + ... + fq) = It + ... + fq (which extends the condition for unbiasedness given in 
Green et al., 1985). However, the expression for q2 given in (2.49) is computationally 
very demanding and we prefer to use an estimate based on the one given by Wahba 
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(1983) 
, 2 y'(I - H)'(I - H)y 
U = . 
n - Trace(H) (2.50) 
We will assume that the conditions given in section 2.2.4 are satisfied, that is, all 
the smoothers are symmetric with eigenvalues in [0,1], then H is symmetric (by the 
result given in section 2.2.2). Let Ai i = 1, ... ,n be the eigenvalues of H. Standard 
results for symmetric matrices yield the following relationships: 
n 
Trace( H) - L Ai 
;=1 
n 
Trace( H H) L A~ 
;=1 
n 
Trace(2H - H H) = L 2Ai - A~. 
;=1 
We have proved in Theorem 2.3 that if the eigenvalues of S; are in [0, 1], the eigenvalues 
of the hat matrix are also in that interval, therefore, 
Trace(H H) ::; Trace(H) ::; Trace(2H - H H). (2.51 ) 
This suggests that (2.50) may underestimate the residual variance. A small simu-
lation study suggests that (2.51) may also hold for loess. However, the number of 
calculations necessary to compute Trace(H) is still very large. As an alternative, we 
use the sum of the degrees of freedom of the individual smoothers, since it gives an 
upper bound on the degrees of freedom of the fitted model (Buja et al., 1989) (this 
approximation is exact if the covariates are linearly independent). Thus, we take 
A 2 y'(I - H)'(I - H)y 
U = "---'----'-'-d--:"';"" 
n-p- (2.52) 
where d = E1;; dj, and d; are the degrees of freedom of each Si and p is the rank of 
x. 
2.4 Standard errors in SAMs 
The main parameter of interest in a semi-parametric additive model is often (3, and 
the average mean squared error in estimated treatment differences is reported as a 
measure of accuracy of the experiment. In previous sections we derived an explicit 
expression for the value of ~ which will allow us to calculate the standard error of ~. 
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2.4.1 The calculation of the standard errors 
From equation (2.41) we can obtain the following expression for the variance of ~ 
V ar(~) = AA' (72, (2.53) 
where 
(2.54) 
Hence the estimation of V ar(~) requires the value of Mq and an estimate of (72. We 
use the estimate of (72 given in (2.52) and we find Mq with a well-known device (Hastie 
and Tibshirani, 1987): we fit the n models ej = Q + /1 + ... + /q + €, where ej are 
the columns of the n x n identity matrix In. The fitted values for these n models 
give M; and Mq follows from (2.7). The variance of fi depends on Mq through MqX 
and X'Mq, therefore, when all the smoothers are symmetric, Mq is symmetric and 
a knowledge of MqX is sufficient to calculate Var(fi) from (2.53). To find MqX we 
modify the device used to calculate Mq as follows: we replace the columns of In with 
the columns of X to obtain M; X and from there, MqX = (I - 11' /n)M; X. Thus 
when Mq is symmetric we need to fit p < n models (p being the rank of X). 
Cubic smoothing splines are symmetric smoothers so in this case we can calculate 
Var(fi) exactly if we know MqX. Then, the matrix A given in (2.53) can be calcu-
lated by 
A = (X' (X - B)tl(X - B)', B = MqX. (2.55) 
2.4.2 Two approximations for the calculation of the standard 
errors 
The expression for the variance of ~ based on (2.55) only holds exactly for symmetric 
smoothers. We propose the use of (2.55) even when Mq is not symmetric, as for 
example, in the case of Cleveland's (Cleveland, 1979) locally-weighted running line 
(loess). Our approximation is based on the assumption that M~X '" MqX and this 
allows V ar(~) to be calculated by fitting only p models. We also consider a simple 
approximation which is used, for example, in the Genstat package (Genstat-5, 1995): 
35 
suppose that Z is the matrix whose columns are the covariates in the smooth part of 
the model. Define X· to be X augmented with Z; that is, we add the linear part of 
the smoother to the regression part of the model. This definition of X· is motivated 
by the use of the modified back-fitting algorithm in which the smoother is divided 
into a linear and a non-linear (or shrinking) part, and the linear part is fitted together 
with the other linear terms in the model. The approximation consists of assuming 
that the non-linear part of Mq is orthogonal to X, and thus we can compute Var(/3) 
with 
(2.56) 
The advantage of this approximation is that the calculations required are the ones for 
an ordinary linear model. However in the examples presented in the next section we 
show that when the amount of smoothing needed is considerable, this approximation 
may underestimate considerably the variance of /3. 
2.4.3 Some examples 
We examine the two approximations in four data sets which reflect our interest in 
the application of semi-parametric additive models in agriculture, but otherwise are 
quite general. Suppose we model the yields of a crop in an agricultural trial with 
model (2.40) where X is the design matrix (with rank p) cOJ,'responding to variety 
effects, and the smooth terms correspond to fertility effects which vary slowly across 
the field. The value of q (the number of smooth terms) will often be 1 (a single 
two-dimensional smoother) or 2 (two one dimensional smoothers), although our final 
example has q = 2 for loess and q = 3 in the case of smoothing splines. 
We assess the approximations by considering both the mean percentage error and 
the maximum percentage error in the standard error of the difference (SED) in the 
pairwise comparisons between variety effects. Suppose Mq is the centred smoother 
matrix corresponding to the smooth part of model (2.40), and take the degrees of 
freedom associated with Mq to be Trace(Mq) = d. For degrees of freedom d, we 
define sj(d) to be the SED computed from (2.53) and (2.54) (where i varies over 
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all pairwise comparisons), ail(d) is our approximate SED calculated from (2.53) and 
(2.55) and ai2(d) is the approximate SED calculated from (2.56). Thus, 
j = 1,2 
j = 1,2 
where i = 1, .... ,m. 
When smoothing splines are used in model (2.40), the calculation of SED with (2.54) 
and (2.55) is exact, so we only need to consider the approximation given by (2.56). 
We plot uj(d) and vj(d) against the degrees of freedom d used to estimate the smooth 
part of the model for both smoothers, loess (Figure 2.1) and smootliing splines (Fig-
ure 2.2). One general point is that these plots only depend on X and Mq , i.e., only on 
the design of the trial and not on the observed values y. In Table 2.1 we compare the 
approximations through uj(d*) and vj(d*) where d* is the pr~ferred degrees of free-
dom, chosen by minimising the generalised cross-validation (GCV) score originally 
introduced by Craven and Wahba (1979). Of course, d* depends on the yields y, so 
the appropriate position on the plot for assessing the adequacy of either approxima-
tion is not known until y has been observed. 
Example 1: Barley trial, Rothamsted (1979) 
Jenkyn et al. (1979) present data from a study on mildew control with n = 36 and 
four treatments representing different spray frequencies. The plots were arranged 
in a single row, in nine blocks of four plots. Green et al. (1985) used least squares 
smoothing to analyse these data and Hastie and Tibshirani 0987) use the additive 
model approach and reported the covariance matrix for the treatment estimates. We 
do the smoothing with I-dimensional loess and a single cubic smoothing spline. In 
Figure 2.1 we see that for loess, our approximation to the SED is very good for all 
degrees of freedom and, in particular for d = d* , giving a maximum percentage error of 
0.2%. The mean and maximum percentage error with approximation (2.56) increases 
as the degrees of freedom increase and gave a mean percentage error of 11.6% with 
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Loess Splines 
Example n p d* UI (d*) U2( d*) VI (d*) V2( d*) d* U2(d*) v2(d*) 
1 36 4 14.9 -0.02 11.6 0.2 13.2 15 9.6 10.1 
2 150 25 38.5 -0.06 7.2 1.0 11.2 13 2.9 7.1 
3 360 25 50.0 -0.03 3.8 0.4 6.4 13(5) 0.5 2.1 
4 320 6 41.0 -0.07 4.5 0.1 6.8 '20 3.5 4.8 
Table 2.1: Sample size, n, number of regressors, p, preferred smooth degrees of free-
dom, d*, (figure in () is degrees of freedom for rows only), mean percentage error 
uj(d*), and maximum percentage error, vj(d*), in standard error of difference for 
variety effects. 
loess at d = d*, while with splines it gave an error of 9.6% at d = d*. We also note 
that approximation (2.56) gives similar errors for both loess and splines with similar 
degrees of freedom. 
Example 2: Spring wheat trial, Slate Hall Farm (1976) 
Gilmour et al. (1995) give yields of 25 varieties of wheat, laid out in six replicates in 
a balanced lattice square design and so n = 150 and p = 25 in this example. A plot 
of residuals from the analysis of variance against row and column position suggested 
the presence of a spatial trend. Further residual plots, using conditional plots (Cleve-
land, 1994) suggested that a two-dimensional smoother might be more appropriate. 
With loess, we use a two-dimensional smooth surface, while we use two I-dimensional 
smoothers for splines (since two-dimensional splines are not readily available). The 
preferred degrees of freedom with loess was d* = 38.5 (equivalent to a neighbourhood 
of 12 points). Figure 2.1 and Table 2.1 indicate that our approximation performed 
very well. For loess we found a mean SED of 67 both with (2.54) and (2.55) and 
62 with (2.56) (Gilmour et al., 1995 reported a mean SED of 62 grams/m2 ). The 
plot in Figure 2.2 is not well-defined, because with two I-dimensional splines, we can 
obtain any degrees of freedom d for the smooth part of the model in many differ-
ent ways. For a given d value we have plotted the mean/maximum percentage error 
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for the model that corresponds to minimising the generalised cross-validation score 
conditional on d. For splines, d* = 13 and the mean SED was 94 with (2.55) and 
91 with (2.56). These large values reflect the poor fit of an additive model with two 
I-dimensional smoothersj however, the poor fit does not invalidate the comparison of 
the approximations. 
Example 3: Barley trial, Scottish Crop Research Institute (1995) 
Hackett and Newton (1995) give details of the layout of a barley trial with 20 varieties, 
three levels of fungicide and 2 levels of nitrogen and so p = 25. The trial was a row 
and column design (by which we mean a design in which rows and columns are 
orthogonal) with 20 rows and 18 columns. The chosen degrees of freedom with loess 
. . 
were d* = 50 giving a mean percentage error of -0.03 (with maximum value of 0.4) for 
our approximation and 6.4 with approximation (2.56). With splines, approximation 
(2.56) seems to perform well with a maximum percentage error of 2.1%, however 
we need to take into account that the number of degrees of freedom in this case is 
13, much smaller than d* = 50 used with loess. In general, in a row and column 
layout as we described above, the maximum number of degrees of freedom used for 
the nonparametric part of an additive model with a smoother for row position and 
another for column position will be d1 + d2, where d1 is the number of rows and d2 
the number of columns. The reason why this occurs is because in an additive model 
with these two covariates, the hat matrix has the form, 
(2.57) 
a consequence of the fact that the covariates are exactly balanced, that is, each of the 
values for rows occur with each of the values for columns, and so 
S1S2 = 0 (Hastie and Tibshirani, 1990). 
This, together with (2.27) yields (2.57). In this particular design, treatments are also 
orthogonal to columns and so X' 82 = O. Thus, the matrix A given in (2.54) becomes 
(2.58) 
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which does not depend on the model for columns (although 0-2 does). In Table 2.1 
the degrees of freedom for rows is reported in brackets and in Figure 2.2 we plot the 
percentage error in the SED against the row degrees of freedom. 
In this example, approximation (2.56) seems to work better with splines than with 
loess. This is because (2.56) will work better when the smooth term is close to linear 
and, in general, the smaller the degrees of freedom associated 'with the smooth part 
of the model, the better approximation (2.56) will perform. In the case of loess, the 
degrees of freedom are large, which means the model for rows and columns is far 
from linear and the approximation works relatively poorly. In the case of splines, 
the degrees of freedom are smaller and the approximation is also helped because the 
treatments are orthogonal to columns, i.e., A only depends on the smoother for rows. 
However, the success of the approximation in this example is not to be confused with a 
satisfactory fit of the model, since in this example, a model with two one-dimensional 
splines fails to describe the data satisfactorily. 
Example 4: Winter barley trial, SCRI (1996) 
The data are from part of a large barley trial carried out at the Scottish Crop Re-
search Institute in 1996. We will analyse this trial in more detail in chapter 5. The 
part of the trial analysed consisted of 16 beds grouped into 4 blocks of four beds. The 
trial was laid out in 16 columns and 20 rows and so n = 320. Each block contained 
two main plots of two beds which received a fungicide treatment (absence/presence) 
allocated randomly within blocks. Each bed was divided into 20 sub-plots and 5 cul-
tivars were allocated at random to alternate sub-plots. Check plots of a sixth variety 
were grown between the cultivar plots. The trial was also scored for mildew and the 
area under disease (mildew) progress curve, AUDPC, was used as a covariatej see 
Carver and Griffiths (1981). 
For loess, a model with the six main effects for varieties and two smooth terms (one 
two-dimensional smoother for rows and columns and the one-dimensional smoother 
with AUDPC as a covariate) described the data well. We found d* = 41 and our 
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approximation worked well, giving a mean percentage error of -0.07% and a maxi-
mum of 0.05%. The approximation (2.56) was less successful w.ith u2(d*) = 4.5% and 
v2(d*) = 6.8%; as in the previous examples, we do not expect this approximation to 
work well since the model is very far from linear (d* = 41). In this exam pIe, the total 
degrees of freedom of the smooth part of the model does not uniquely determine the 
model. In Figure 2.1 we have plotted the mean/maximum percentage difference in 
the SED for the model that gives the minimum cross-validation score conditional on 
dj some smoothing of the resulting plot was also done. 
With splines, we use three one-dimensional smoothers. Again, Figure 2.2 was pro-
duced in the same way as for the loess smoother. The number of degrees of freedom is 
20 and approximation (2.56) performs better in this case than ~or the loess smoother. 
However, the model with two loess smoothers gave a much better fit to the data. 
Remark In all cases, approximation (2.53) and (2.55) performed better than (2.56), 
requires little extra effort and is exact in the case of splines. This approximation has 
been used on a number of other examples and the results agree with the ones shown 
here, suggesting that the approximation may be used with confidence. 
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Chapter 3 
Exact adjustment of the profile 
likelihood for a class of normal 
regression models 
3.1 Introduction 
There are several approaches to the problem of inference in the presence of nuisance 
parameters. In the case of regression models, when the parameters of interest are 
variance parameters, methods such as the modified (or restricted) likelihood of Pat-
terson and Thompson (1971) which estimates variance parameters by means of the 
likelihood for a set of error contrasts, or the marginal likelihood of Kalbfteisch and 
Sprott (1970) are widely used. However, in more general cases, e.g, regression models 
in which the parameters of interest are in the mean and in the variance simultane-
ously, these methods fail. One simple and general approach. is to form the profile 
likelihood by maximising the nuisance parameters for fixed values of the parameters 
of interest and then replace them in the likelihood function. In general, the assump-
tion that we can eliminate the nuisance parameters by the use of the profile likelihood 
leads to bias, inconsistency and over-optimistic variance estimates, especially when 
the number of nuisance parameters is large. 
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A number of authors have suggested different modifications to the profile likelihood in 
order to improve the asymptotic behavior of the estimates and their standard errors, 
e.g., the modified profile likelihood of Barndorff-Nielsen (1986) and the conditional 
profile likelihood of Cox and Reid (1987) (though these versions of the profile likeli-
hood are based on an assumption of orthogonality between the nuisance parameters 
and the parameters of interest). Cox and Reid (1993) extended their method to cases 
in which parameters are not orthogonal. The approach we take here is the method 
introduced by McCullagh and Tibshirani (1990) which attempts to adjust the profile 
log-likelihood so that the mean of the score function is zero and the variance is equal 
to minus the expectation of its derivative matrix. McCullagh and Tibshirani (1990) 
gave two approximations to the calculation of these adjustments. In Section 3.3, 
we give exact adjustments for the profile likelihood for a class of regression models 
and show that, when the parameters of interest are only present in the variance, 
the adjusted profile likelihood is equivalent to the restricted maximum likelihood of 
Patterson and Thompson (1971). In Section 3.4, we prove that the approximate bias 
adjustments of Cox and Reid (1993) and McCullagh and Tibshirani (1990) are exact 
for our class of regression models. We illustrate our method with three examples. 
3.2 Notation and definitions 
We will use the notation of McCullagh and Tibshirani (1990). We assume that the 
distribution of the random variable Y depends on a parameter fJ' = (t/J', >/) where 
t/J' = (t/Jt, ... , t/Jr) is the parameter of interest and >'" = (>"1, ... >"1') is the nuisance 
parameter. Let Y' = (YI, ... ,Yn) be a vector of observations on Y, and denote the 
log-likelihood by f(fJ) = l(t/J, >..). The maximum likelihood estimate of fJ is 8' = (J')'). 
The profile log-likelihood lp(t/J) is obtained by replacing the nuisance parameters >.. 
with their maximum likelihood estimates ~1/1' for fixed values of the parameter of 
interest t/J, that is, 
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The profile log-likelihood score function, U( t/J), is given by 
8 
U ( t/J) = 8t/J f p ( t/J ). 
Following McCullagh and Tibshirani (1990), we define 
(3.1 ) 
(3.2) 
(3.3) 
McCullagh and Tibshirani adjust U(t/J) so that it has mean zero and its variance is 
minus the expected derivative matrix. They take expectations in ·(3.1), (3.2) and 
(3.3) at (t/J, ~"'); for simplicity, we take expectations at (t/J,).) and give all results in 
this way. Replacing). by ~'" recovers McCullagh and Tibshirani's approach. 
Definitions 
The adjusted profile score is defined as 
(3.4) 
The score function is said to be unbiased if 
EtP,'\ (U ( t/J )) = 0, (3.5) 
and we will say it is information unbiased when 
(-) (8U(t/J)) Var",,'\ U( t/J) = -E",,'\ 8t/J . (3.6) 
Lemma 3.1 The adjusted profile score fJ(t/J) given in (3.4) is unbiased and informa-
tion unbiased. 
Proof 
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Var,p,A (U( t/J)) 
= 0, 
W2(t/J)'W1(t/Jt1Var,p,A (U(t/J) - m(t/J)) W1(t/J)-lW2(t/J) 
W2( t/J )'W1 (t/J )-1 W1 (t/J) W1 (t/J )-1 W2 (t/J) 
= W2( t/J )'W1 (t/J t1 W2( t/J), 
-E (aU(t/J)) _ 
,p,A at/J _ (aW2( t/J ~:1 (tt, t1) E,p,A (U( t/J) ~ m( t/J)) 
( ) ' () 1 (a
2
f p am) 
- W2 t/J W1 t/J - E,p,A at/J2 - at/J 
0+ W2 ( t/J )'Wl (t/J t 1 W2( tP) 
Var,p,A (U(t/J)). 
• 
Of course, implicit in the proof of this lemma is the fact that m( t/J), W1 (t/J) and 
W2(t/J) do not depend on A and therefore on y. We will give examples in which 
all these conditions are satisfied and indicate a possible solution for the cases when 
W1 (t/J) and W2( t/J) depend on A. 
In the case of a scalar parameter, the adjusted profile log-likelihood is defined as 
j ,p-fap = U(t/J) dt. 
The calculation of the adjusted profile score requires the computation of m( t/J), W1 (t/J) 
and W2 ( t/J). In some cases, it is difficult to give analytical expressions for these quan-
tities, so McCullagh and Tibshirani proposed two methods of approximation: Monte 
Carlo simulation and a first-order approximation for the adjustments given in terms 
of the cumulants of the derivatives of the unadjusted score fu~ction. 
We restrict our attention to a class of normal regression models which cover a wide 
range of examples and for which we can calculate the exact adjustments. The models 
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are defined by 
y '" N(X(1jJ)>', E(1jJ)). (3.7) 
The class of models defined in (3.7) contains many examples such as, linear mixed 
models, the many normal means problem, the non-linear regression model discussed 
by Macaskill (1993) and the competition models of Draper and Guttman (1980) and 
Kempton (1982) among others (see Durban and Currie, 1998 for further examples). 
For model (3.7), we define 
G(1jJ) 
H(1jJ) 
Q(1jJ) 
(X'( 1jJ )E( 1jJ t 1 X{ 1jJ) t 1 
E{ 1jJ t 1 X (1jJ )G{ 1jJ )X'( 1jJ )E( 1jJ t 1 
E(1jJtl - H(1jJ). 
(3.8) 
(3.9) 
(3.10) 
Usually we will suppress the dependence of X(1jJ), E{1jJ), G{1jJ), etc., on 1jJ, and write 
them simply as X, E, G, etc. 
The computations involved in the calculation of U{1jJ) can be very laborious, however 
we will show in the next section that it is possible to simplify them. For example, 
the calculation of W2 ( 1jJ) appears to require 
Macaskill (1993) gives an expression for this matrix for a particular case of model 
(3.7) in the appendix of his paper. We will show how the calculation of this matrix 
can be avoided, giving a simplified alternative expression. 
3.3 Calculation of the adjusted score 
The full log-likelihood for model (3.7) is 
1 1 
£( 1jJ, >.) = -2'log IEI - 2'(y - X >'),E-1 (y - X>.). (3.11) 
For tP fixed, the solution of ai/a>. = 0 gives the result 
(3.12) 
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Substituting this expression into (3.11), we obtain the profile log-likelihood 
fp(t/J) = -~ log I~I- ~yIQY, (3.13) 
where Q is given in (3.10). 
The derivation of m(t/J), W1(t/J) and W2(t/J) involves the first two derivatives of t'p(t/J) 
with respect to t/J, i.e., we need the first two derivatives of Q. In the following lemma 
we give several identities satisfied by Q and its derivatives. 
Lemma 3.2 With G and Q defined in (3.8) and (3.10) respectively we have for scalar 
parameters t/J, t/Ji and t/Jj 
Proof (3.14) follows immediately from the definition of Q given in (3.10). It is also 
immediate that QX = 0 and taking derivatives in this expression we have 
and so (3.15) follows. Differentiating (3.14) with respect to tP we obtain 
(3.20) 
and from the definition of Q 
~Q = I - XGX/~-l. (3.21 ) 
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The substitution of (3.21) into (3.20) yields 
8Q = 2 8Q _ 8Q XGX'E-1 + Q8E Q _ (8Q XGX'E-1)' 81/; 81/; 81/; 81/; 81/; , 
and using (3.15) we obtain (3.16). 
To prove (3.17) we show that tr(QE} = n - p and differentiate this expression with 
respect to 1/;. We have 
tr (QE) = tr (I - E-1 XGX') = n - tr (GX'E- 1 X) = n - p. 
Then, 
( 8
Q 8E) 
tr 81/; E + 81/; Q = 0 
which gives (3.17). Equation (3.18) is obtained by differentiating (3:17). 
Finally to prove (3.19) we note that from (3.15) 
X,8Q X = 0 
81/;j , 
and differentiating with respect to 1/;i we get 
8X' 8Q , 82Q ,8Q 8X . 
81/;i 81/;j X + X 8tPi8tPj X + X 8tPj 8tPi = 0, 
and using (3.15) again we obtain 
8X' 8X , 82Q 8X' 8X 
- 8tPi Q 8th + X 8tPi8tPj X - 8tPj Q 8th = 0, 
which yields (3.19). • 
Now, we are able to calculate the bias and information adjustment suggested by 
(McCullagh and Tibshirani, 1990). First, we give three matrix results (see Schott, 
1997): 
For z '" JJ(p., V) and C and D matrices of constants, 
8 log ICI 
tr (C- 1 ~~) (3.22) 8x -
E(z'Cz) 
-
tr(CV) + p.'Cp. (3.23) 
Cov(z'Cz, z'Dz) 
-
2tr(CV DV) + 4p.'CV Dp.. (3.24) 
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We calculate the bias adjustment in the following lemma. 
Lemma 3.3 If m(1/J) = m = (ml,"" mr )' then 
(3.25) 
Proof For convenience and without loss of generality we will assume that 1/J is scalar. 
Differentiating (3.13) and using (3.22), we find 
8lp 1 (8E -1) 1 ,8Q 
81/J = -2tr 81/J E - 2Y 81/JY' (3.26) 
Now take expectations and use (3.23). We find 
E (~lJ) = -~tr (~~~-1) - ~tr (~~~) - ~A'X'~~XA 
1 (8~ -I) 1 (8~ ) 
-2tr 81/J E + 2tr 8t/J Q by (3.17) and (3.15). 
The result follows from the definition of Q = ~-I - H. • 
Remark The bias adjustment does not depend on the nuisance parameter A and 
therefore does not depend on the vector of observed values y. There is no bias correc-
tion when the covariance matrix E does not depend on 1/J. The·form of the correction 
m{ 1/J) is the same whether X depends on t/J or not. This implies that there will be 
a bias correction only if the parameter of interest is present in the covariance ma-
trix. When the parameter of interest it is in the covariance matrix only, we can use 
a REML type of adjustment for model (3.7). We will show that when X does not 
depend on t/J the REML adjustment and m( t/J) coincide. However, when t/J is present 
in X, it is not possible to find a set of error contrasts z = Ty where T does not depend 
on 1/J. Hence, it is necessary to use an alternative approach, such as McCullagh and 
Tibshirani '5. 
In the next lemma we give the expression for W1(t/J). 
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Lemma 3.4 The (i,j) th element of W 1 is 
(3.27) 
Proof From the definition of W1 (,,p) given in (3.2) and the €xpression for f}f.p/f}tjJ 
given in (3.26) we have 
_ cov(_~tr(8EE-l) _~yI8Qy _~tr(f}EE-l) _~yI8Qy) 
2 8t/Ji 2 8t/Ji' 2 8t/Jj 2 f}t/Jj 
1 C (' 8Q 18Q ). (f}E 1)' 
= 4" ov y 8t/J/' Y f}t/Jj Y SInce tr f}t/Jj E- IS a constant. 
We use (3.24) to obtain 
(3.28) 
Now from (3.16) we have 
and so 
We also have, 
(3.30) 
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(3.29j 
Substituting (3.29) and (3.30) into (3.28) we obtain the expression for Wl(~) given 
in (3.27). • 
Remark When X does not depend on ~, the expression for Wdl/J) simplifies and 
does not depend on ,\ (this is the case of the linear mixed model). 
Lemma 3.5 The (i,j) th element ofW2 is 
(3.31) 
Proof W2 is defined in (3.3) as 
- ~E (8~j (tr (g~i ~-l) + yl;~y - tr ( g~i H) ) ) by (3.26) and (3.25) 
- ~E (a~; (tr (:!i Q) + Y':~Y)) by (3.10) 
1 (82~ 8~ 8Q ) 1 (' 82Q ) 
- "2 tr 8~iO~j Q + O~i ot/Jj +"2E Y Ot/JiOt/Jj y 
1 (02~ o~ oQ 02Q) 1" 02Q 
- "2tr O~iO~j Q + O~i ot/Jj + Ot/JiOt/Jj E + 2"'\ X Ot/JiOt/Jj x,\ (3.32) 
by (3.23). 
Both terms in (3.32) involve the second derivative of Q which is a complicated cal-
culation as shown by Macaskill (1993) in the appendix to his paper. We avoid the 
calculation of this matrix using some of the equalities given in Lemma 3.2. The term 
in ,\ becomes 
(3.33) 
The first term in (3.32) reduces to 
1 (8Q 8E) 
-2"tr 8t/Ji 8t/Jj by (3.18) 
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and 
(3.34) 
The result follows substituting (3.33) and (3.34) in (3.32). • 
Remark First, as we pointed out before, the identities given in Lemma 3.2 avoid 
calculating the second derivative of Q simplifying the calculation of W2 • Second, W2 
is not symmetric in general. However there are two important cases where it is sym-
metric. If X or E do not depend on ?jJ, W2 is symmetric. More importantly, when 
X does not depend on ?jJ, W2 does not depend on A and W1 = W2 ,· i.e., no variance 
adjustment is necessary. When W1 and W2 depend on A and we replace A by A,j, we 
will indicate this by writing the adjustments as Wi"(?jJ) and W;(?jJ). 
Now, we summarise the previous lemmas in the following theorem. 
Theorem 3.1 Suppose y f'V N(X(?jJ)A, E(?jJ» where ?jJ = (?jJl,"" ?jJr)' is the param-
eter of interest. Let U = (Ub ... ,Ur)' be the score function where Ui = 8ep/8?jJi is 
given in (3. 26}. 
(i) If the adjusted score function is defined by 
U=U-rn (3.35) 
where rn is defined in (3.25) then U is unbiased. Moreover, if E does not depend 
on !/J then rn = 0 and the profile log-likelihood, lp, is unbiased. 
(ii) If the adjusted score function is defined by 
(3.36) 
where rn, W1 and W2 are defined in (9.25), (9.27) and (9.91) respectively then 
U is unbiased and information unbiased. Moreover, if X does not depend on t/J 
then W1 = W2 and the adjusted profile log-likelihood, lap, is given by 
lap = -~ log IEI - ~ log IX'E-1 XI- ~Y'QY. (3.37) 
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Proof From Lemma 3.1 and (3.35) [; is unbiased. The bias adjustment 
m' = _~ (BE H) 
I 2 B"pi 
only depends on the derivative of the variance E with respect to "p, therefore if E 
does not depend on "p, the unadjusted score U is unbiased. 
The first part of (ii) follows from Lemma 3.1. The final part follows from (3.22). 
Since X does not depend on "p, 
a~, log IX'E-1 X I - Ir ( X'E-1 !!, E-1 X (X'~_I X r' ) 
_ -tr (;~iE-IX (X'E-1X)-1 X'~-l) 
= -Ir (!!H) by (3.9) 
and the second term in (3.37) gives rise to the bias adjustment m. • 
3.4 Approximations to the adjusted profile likeli-
hood 
In this section we consider two other approaches to the inference of a vector of param-
eters in the presence of nuisance parameters. Cox and Reid (1987) describe a method 
of adjustment for the profile likelihood in which the nuisance parameters are required 
to be orthogonal to the parameters of interest and they present a method for the con-
struction of orthogonal parameters. This method involves a set of partial differential 
equations which it is not possible to solve in some cases and therefore this method 
cannot be used in all situations. Cox and Reid (1993) proposed an approximation 
to the adjusted profile likelihood which did not require that the nuisance parameters 
be orthogonal to the parameters of interest. Here, we consider this approximation 
together with the first-order approximations to the calculation pf the bias adjustment 
m(t/J), and the scale adjustment, W(t/J) given by McCullagh and Tibshirani (1990). 
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3.4.1 Cox and Reid approximation 
Cox and Reid (1993) give an approximate adjustment for the profile likelihood in 
terms of the original parameterisation. The adjusted profile likelihood is given in 
their equation (5) as 
(3.38) 
where the third term in this equation is the trace of the matrix am r / a).. u, the deriva-
tive being evaluated at (~)) and t/;o replaced by ~. 
We have used the notation of Cox and Reid, except that their nuisance parame-
ter <p has been replaced by our parameter)... We now calculate the quantities in 
(3.38). First we differentiate the full log-likelihood (3.11) for model (3.7) to obtain 
a2f 
- = X'E- 1X 
a)..2 
We find m~r as the trace of amr /a)..u j we obtain 
m:, = tr ( (X'E-1 X r' X'E-1 ~~) . (3.39) 
Equation (5) in Cox and Reid (1993) yields their equation (7) 
fN = Rp - ~ log IX'E-1 XI + (t/; - tP) tr ((X'E- 1 X) -1 X'E- 1 ~~) (3.40) 
the last term being evaluated at (~, X). Differentiating with respect to t/; and assuming 
tP - ~ is small we find 
and 
aiN = aip _ ~ a log IX'E-l XI ((X'E-1X)-1 X'E-1 ax) 
at/; at/; 2 at/; + tr at/; 
Blog I~~E-IXI = 2tr ((X'E-1 Xfl X'E-1 ~) _ tr (~ H) from (3.22). 
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Then, 
OlN = alp ~ (OE H) 
at/; at/; + 2 at/; . 
Thus Cox and Reid (1993) produces the same adjustment to the profile log-likelihood 
score as found in Lemma 3.3. 
Remark If the parameter of interest is not in the span of X, ). and tP are orthogonal 
and m T = o. Thus, equation (3.38) coincides with the modified profile log-likelihood 
,r 
given in Cox and Reid (1987). When ox/at/; =I 0, the last term in equation (3.40) is 
a linear approximation of the correction term which allows us to calculate the value 
of the adjusted profile log-likelihood in the neighbourhood of the true parameter. 
3.4.2 McCullagh and Tibshirani approximation 
McCullagh and Tibshirani (1990) proposed the adjustment for the profile likelihood 
score that we are using throughout this chapter. In general,. the bias adjustment, 
m{ t/;), and the scale adjustment, W{,p), require formidable calculations, and McCul-
lagh and Tibshirani provide first order approximations to these adjustments which 
involve derivatives of the full log-likelihood instead of the profile log-likelihood. We 
show that, for model (3.7), the first-order bias adjustment given by McCullagh and 
Tibshirani (1990) is exact, but the variance adjustment is not. First, we introduce 
the index notation used in McCullagh and Tibshirani (1990). 
The components of t/; are denoted by ,pr and the derivatives of the log-likelihood 
with respect to t/; and), are denoted by: 
and the cumulants of these derivatives: 
kri - E(Uri) = -Cov(Ur, Ui) = -E(UrUd = -kr,i 
kij - E(Uij) = -E(UiUj ) = -ki.j 
k- 1 i,j . 
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There are two reasons why the first-order approximation is exact in the normal re-
gression case. First, McCullagh and Tibshirani (1990) use the Taylor expansion for 
the profile log-likelihood up to the quadratic term 
but this is exact for the normal regression case, since 
a3e 
Ujjk = a).i )..,i ).k = O. 
Second, they use the approximation for (~tb - ).) given in McCullagh (1987) 
~ . . . . .. k I 1 "k ).~ - ).1 = I\,I,} Uj + 1\,1,) I\, , (Ujk - I\,jk)UI + 21\,11 UjUk + ... 
which in our case reduces to 
since 
(3.41) 
(3.42) 
(3.43) 
(3.44 ) 
and so (3.43) is also exact. McCullagh and Tibshirani substitute (3.42) into the 
expansion for the derivative of (3.41) with respect to '1pr. We find this expression for 
the normal regression case by substituting (3.43) into (3.41); we find 
a.e Pi' 1 i k . I 
a1jJr = Ur + Urik ,JUj + 2Urijk' kl' UkUI. (3.45) 
Taking expectations in this expression we find 
E - = k . . k") + -k .. kl,J (alp) .. 1 .. a1jJr ra,) 2 raj (3.46) 
since E(Ur) = 0 and kri,j = Cov(UriUj ) = E(UriUj). The third-order Bartlett identity 
I\,rij = -Kr,i,j - Kr,ij - Kri,j - Krj,i 
becomes in this case 
I\,rij = -lCr,i,j - 2kri,j' (3.4 7) 
Therefore, substituting (3.47) in (3.46) we obtain the exact bias adjustment for the 
profile likelihood score, what McCullagh and Tibshirani (1990) call the simplified 
first-order bias adjustment 
(3.48) 
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McCullagh and Tibshirani substitute (3.43) in (3.41), differentiate with respect to 1/J, 
and take expectations. This is precisely the calculation carried out in Lemma 3.3, 
then, (3.48) is the bias adjustment calculated in Lemma 3.3. 
The variance correction is not exact. The first order approximations for W1 and 
W2 given by McCullagh and Tibshirani (1990) are 
1 'k 'I W ( ) - I, ), + O( -1) 1 r, S - "'r,6 - '2"'r,i,j"'s,k,I'" '" n 
and 
1 " kl 1 W 2 (r,s) = W 1(r,s) - 2"'r,$,i"'j,k,I",I,)", ' + O(n- ). 
The third-order Bartlett identity gives 
"'j,k,1 = -"'jkl - 3"'j,kl = 0 
since both "'jkl and "'j,kl are zero for our class of models. Thus W1 = W2 up to O(n-1) 
and no scale adjustment is required for our class of models. This suggests that the 
scale adjustment given in Lemmas 3.4 and 3.5 is likely to be small, as we will confirm 
in our examples. 
3.5 Examples 
There are many examples which fit into the class of regression models that we are 
concerned with. We present only the models that are of most interest to us and 
have a connection with the rest of the thesis. We have divided the models into three 
categories, (i) models with known X, (ii) models with independent and normally 
distributed errors and (iii) a general transformation model. 
3.5.1 Models with known X 
When 1/J is not in the span of X, model (3.7) becomes Y fV N(X.x, E(1/J))j this is 
the standard linear mixed model. The usual approach to this type of regression 
model is the residual log-likelihood of Patterson and Thompson (1971)j they estimate 
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the variance parameters by maximising the likelihood of a set of error contrasts and 
Harville (1974) showed that using only error contrasts to make inferences on variance 
components is equivalent to ignoring any prior information on the fixed effects and 
using all the data. The method gives the modified or restricted log-likelihood for E: 
11 I I 1 I' 1 I 1, er = -2" og E - 2" log X E- X - 2"Y Qy. (3.49) 
We now obtain the McCullagh and Tibshirani adjustments. Lemma 3.3 shows that 
the bias adjustment is 
. = -~t (ar. (E-1 X(X'E-1 X)-lX'r.-1 ) = ~~l IX'~-lXI 
ma 2 r at/Jj 2 at/Jj og ~ . 
Lemmas 3.4 and 3.5 give the scale adjustment in terms of 
W1(i,j) = W2 (i,j) = ~tr (Q ;!j Q :~) . 
Thus, part (ii) of Theorem 4.1 shows that Pap = Pr exactly; the residual log-likelihood 
is thus unbiased and information unbiased. 
McCullagh and Tibshirani (1990) prove in their example 8 th~t the first-order bias-
corrected profile log-likelihood is identical to the residual log-likelihood. We have 
improved this result and show that both likelihoods are identical. 
3.5.2 Models with independent and identically distributed 
errors 
We consider the special case of our model where r. = (721 and X (t/J) does not depend 
on (72, i.e., model (3.7) becomes Y IV N(X(t/J)>', (721). 
In this example we take the parameter of interest as (.,p', (72)' = (.,pI,"" t/Jr-I, (72)' 
and applying Lemma 3.3 we find 
ml = m2 = ., . = mr-l = 0 
since there is no bias adjustment when the parameter is only in the span of X; and 
p 
m r =--2(72 
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where p is the rank of X. Now, 
Q = ~(I - P) where P = X(X'X)-l X' and X = X(tP) (3.50) 
<7 2 
and so by (3.13) the profile log-likelihood is 
n 2 1,( ) ep = -2'log<7 - 2a2Y 1- P Y (3.51 ) 
and the bias adjusted profile log-likelihood is 
n - p 2 1,( fap = --2- log <7 - 2<72Y 1- P)y .. (3.52) 
I t follows that the estimates of (tPl,"" tPr-l) based on the adj usted profile log-
likelihood are equal to the maximum likelihood estimates based on the full log-
likelihood. The estimate of <72 is 
~2 y'(I - P)y 
<7 = ---'----'--
n-p 
where P is defined in (3.50). Thus 0-2 is a REML style estimate. The estimates of 
the tPi are the solutions to the system of non-linear equations 
1 ,8P '() 8X G ' . 2<72 Y 8tPi Y = 0 ~ Y I - P 8tPj X y = 0, t = 1, ... , r - 1. 
Lemmas 3.4 and 3.5 together with (3.50) show that 
and 
) ( , )-1 ax'( )ax) 1 ,ax' 8X W1 (tPi, tPj tr (X X atPj I - P 8tPj + (2). 8tPj (I - P) 8tPj ). (3.53) 
W1(tPi,<72 ) - W1 (<72,tPd = 0 (3.54) 
n-p 
2<74 
W2(tPi, tPj) 
W2( tPi, ( 2) 
W2(a2,a2) 
-
-
-
(3.55) 
.!:.).,8X' (I _ P) ax ).. 
a 2 8tPj 8tPj (3.56) 
W2 {<72, tPi) = 0 (3.57) 
n-p (3.58) 2a4 • 
Macaskill (1993) discussed this model but there he assumes that a 2 is known and 
equal to its maximum likelihood estimate. As he remarks, "the case when (72 is un-
known yields an awkward expectation of a ratio of quadratic forms which does not 
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lead to a simple expression for the correction factor". Having (72 as a nuisance pa-
rameter implies that the canonical parametrisation is not used and that leads to more 
complicated calculations. We avoid this problem by considering (72 as a parameter 
of interest. This yields simple calculations and the estimate of (72 is adjusted in the 
manner of a REML estimate. 
We discuss an example of this model. Draper and Guttman (1980) suggested a 
general model for response surface problems in which a treatment is assumed to have 
a direct effect on the plot to which it is applied and a neighbouring effect on each 
neighbouring plot. One example of their model may be written 
Y = G( Zt/3 + Z2/) + f = G Z >. + f (3.59) 
where Zl and 13 are the design matrix and parameter vector for the treatment effects, 
and Z2 and, are the design matrix and parameter vector for the' block effects. We take 
Z = [Zl : Z2] and>.' = (13', ,'). We take G = I +pS where S is the neighbour incidence 
matrix and p is the coefficient of interference. We concentrate on the estimation of (72 
and p, and consider>. as a nuisance parameter. Draper and Guttman (1980) analyse 
data from the mildew control experiment given in Jenkyn et al. (1979). We analysed 
this data set in the previous chapter and although a semi-parametric model fits the 
data better, we use this data set here and in the next section for its simplicity. 
This experiment was set up in a single strip of 36 plots and two border plots to 
achieve neighbour balance. The maximum likelihood estimates obtained from the 
adjusted score are p = 0.158 and q2 = 0.0262 with standard errors 0.055 and 0.,0071 
respectively. The value of the scale adjustment factor W (when>. is replaced with 
>'.J) is 
A (0.982 0) W*(tfJ) = 
o 1 
and again the scale adjustment to the score is very small (of order O(n-l) ). In most 
cases it is difficult to obtain the adjusted profile log-likelihood for p and (72 jointly, 
but noting that p and (72 are orthogonal, we can take (72 = q2 = 0.0262 and then 
scale the bias-adjusted score by w = 0.982 (Stafford (1996) suggests replacing w( 1/J) 
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with w(.J;), on the basis that they are asymptotically equivalent). An approximate 
bias and scale adjusted profile log-likelihood for p is 
( n - p 1 ) fap(p) = 0.982 -2- - 2fT2yl(I - P)y . (3.60) 
Figure 3.1 is a plot of this adjusted profile log-likelihood and the profile log-likelihood 
in (3.51) with a2 replaced by fT2 where the maximum values of both Rp and Rap have 
been set to be zero. 
3.5.3 A general transformation model 
The examples in this section are more complicated than in the previous sections, 
since the parameter( s) of interest are present in the span of X and in the covariance 
matrix E simultaneously. Suppose we observe y and that there exists a transformation 
o 
..-
. 
'0 
0 
0 
s:; ~ 
'a5 
5 
. g 
.J ('I) 
. 
0.0 0.05 0.10 0.15 0.20 0.25 0.30 
rho 
Figure 3.1: Plot of the profile log-likelihood -- and adjusted profile log-likelihood - -
_ for the Draper and Guttman example. 
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y -+ Dy = z such that z IV .N(X)..,a2l). Suppose further that D = D(p) where pis 
a scalar parameter. Then 
(3.61) 
is an example of our general model with tP' = (p, ( 2 ). The matrices G and Q of (3.8) 
and (3.10) are 
G = a2(X'Xt 1 and Q = ~D'(I - P)D 
a 
where 
p = X(X'X)-l X' (3.62) 
and the profile log-likelihood is 
n 1 . 
fp{p,(2) = -"2loga2 + log IDI- 2a2y'D'(I - P)Dy. (3.63) 
Direct application of Lemma 3.3 gives 
rn' = (tr(A), - 2:2 ) (3.64) 
where 
A=Pa;:D-1 • (3.65) 
The estimate of a 2 from the adjusted profile likelihood is 
.2 y'D'(I - P)Dy 
a = "-------'-----'-----"-
n-p 
which is a REML style estimate, but based on the transformed observations DYi in 
practice, D is replaced by b = D(P). 
The variance correction matrix W = W~Wl-l is found from Lemmas 3.4 and 3.5 
to be 
W1(p, p) = tr(B2 ) + tr(B' B) + ~).., X' B' BX).. 
a 
W2(p, p) = W1(p, p) + tr(AB) 
W1(p,a2 ) = W1(q2,p) = W2(p,q2) = W2(a 2,p) = -~tr(B) 
. q 
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where A is given in (3.65) and 
B = (I - P)a:: n-1 . 
In this case, W1 and W2 are symmetric, although this is not true in general as we 
remarked in section 3.3. 
We apply these results to the competition model proposed by Kempton (1982). This 
model intends to correct for competition effects in yield trials by regression of plot 
yields on the yields of neighbours, using the mean of the neighbouring plots as a 
covariate. We use the Jenkyn et al. (1979) data again. Let Yi-l, Yi and Yi+l be 
consecutive values in the trial layout; Kempton suggested that 
(3.66) 
where T[iJ represents the treatment effect for the treatment applied to plot i, and ,B[iJ 
represents the block effect for the block containing plot i. Tlierefore, the matrix D 
equals 1- pW, where W has off-diagonal, (i,i ± 1), elements 1/2 but is otherwise 
O. This matrix is adjusted to allow the yield of border plots to be used for nearest· 
neighbour adjustment. The expressions involved in the calculation of the bias and 
variance adjustment given above simplify substantially because aD/ap = -Wand 
D-1W = WD- 1 • 
The unadjusted maximum likelihood estimates are u2 = 0.0203 and jJ = 0.231 with 
a standard error of 0.092. The adjusted values are u2 = 0.0305 and jJ = 0.336 ,with 
standard error 0.114. In this case, W* at the adjusted maximum likelihood estimates 
for p and (72 is 
A) (1.0349 0.00026) W*(tJ1 = . 
o 1 
Since W*(~) is not a diagonal matrix, we are not able to give an expression for the 
adjusted profile likelihood for p and (72. This is not a problem in terms of inference, 
since we have the standard errors for hypothesis testing or we can use the score test 
which is based on the likelihood score and its derivatives. Another approach we 
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may take is to extend the method proposed by Stafford (1996) and used to obtain 
(3.60). We assume that (J"2 is equal to its adjusted maximum likelihood estimate and 
approximate W* by a diagonal matrix so that the adjusted score for p is 
Up = 1.0349 (a;; -ml) + 0.00026 (~~ - m2 ) 
~ k(~:+tr(pWD-l)) 
(3.67) 
(3.68) 
where k is a scaling constant to be determined so that (3.68) gives the correct ad-
justed maximum likelihood estimate (jJ = 0.336) and the correct standard error 
(0.114); (3.68) satisfies the first property for all k, and the second is satisfied by 
taking k = 1.0345 (the change in the value of k from (3.67) to (3.68) occurs because 
we are assuming that the adjustment for p is independent of the score function for (J"2). 
C\I 
...-
-t- o 0 
3: ...-
a. 
-c 
-
co 
0.1 0.2 0.3 0.4 0.5 
rho 
Figure 3.2: Plot of tr(PW D-1 ) -- and the quadratic function q(p) - - - with the 
same first two derivatives at p = p. 
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We need to integrate (3.68) to obtain an adjusted profile log-likelihood for p. The 
integral of tr(PW D-1 ) does not exist as a standard function. However, a plot of 
tr(PW D-1 ) against p (see Figure 3.2) suggests that a quadratic approximation would 
be appropriate. The quadratic function q(p) is chosen so that tr(PW D-1 ) and q(p) 
have the same two first derivatives at the adjusted estimate of p. The adjusted profile 
log-likelihood is now easily found as 
fap(p) = 1.0345£p(p,a2 ) - 54.151 + 6.754p + 1.3705p2 + 6.507p3 (3.69) 
where we have adjusted the function so that the maximum value of fap(p) is zero. 
Figure 3.3 shows the profile and adjusted profile log-likelihood for p as given in (3.63) 
and (3.69) where both likelihoods have been adjusted so that their maximum is zero. 
Remark 1 We obtain agam the usual large adjustment for the estimate of (j2, 
since the degrees of freedom of the residual sum of squares are reduced from 36 to 
24. There is also a large adjustment for p. We performed a Monte Carlo simula-
tion study in order to verify whether this adjustment was desirable. We generated 
100 sets of data from (3.61) for the Kempton model. The X matrix and parameter 
values were those found for the Jenkyn et al. (1979) data. Several values of p were 
taken (between -0.3 and 0.3) and the value of (j2 was taken as 0.03 (the adjusted 
estimate of (j2 was 0.035). When p was taken as 0.3, the average of the adjusted 
estimates of p over the 100 simulations was 0.299 with standard error 0.110, while the 
average value of the unadjusted estimates was 0.206 with standard error 0.100. In all 
other cases the average of the adjusted estimates of p was very close to the true value. 
Remark 2 The increase in the estimate of (j2 increases the standard errors of the 
estimated effects, but the increase in p changes the estimated effects themselves. Ta-
ble 3.1 gives the estimated monoculture means (estimated treatment yields under the 
assumption that the treatment is applied to the entire field (Kempton, 1982)). 
Remark 3 The adjusted score in (3.68) and the adjusted profile log-likelihood in 
(3.69) have been derived for the Kempton model as applied to Jenkyn et al. (1979) 
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Figure 3.3: Profile likelihood -- and adjusted profile likelihood - - - for [( empton 
example. 
Treatments 
p 1 2 3 4 
0 5.31 5.87 6.09 5.94 
0.231 5.11 5.89 6.17 6.03 
0.336 4.97 5.91 6.23 6.08 
Table 3.1: Estimated monocu/ture means for various values of p. 
data. However, the method is more general. The derivation of (3.68) depends first on 
been able to replace any "other" parameters of interest by their adjusted estimates 
and second on being able to approximate W* by a diagonal matrix. The resulting 
score will give the correct adjusted estimate but may need rescaling to give the same 
variance. 
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Two other data sets in which the Kempton model has been used have been analysed, 
though the change in the competition parameter p was not so large. In Kempton 
(1982) the competition parameter was estimated as p = -0.294, while with (3.36) we 
obtain p = -0.281. In Besag and Kempton (1986) p changed from -0.372 to -0.351. 
A possible reason why the change in the competition parameter is so large in our first 
data set may be the fact it is trend and not competition that is present in the data, 
and both effects are being confounded. 
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Chapter 4 
Smoothing in the presence of a 
competition effect 
4.1 Introduction 
Inter-plot competition models, such as models (3.59) and (3.66), aim to account for 
competition effects which may bias the estimates of the variety means. These models 
were first introduced by Draper and Guttman (1980), Kempton (1982) and Besag and 
Kempton (1986). These models assume "the experiment is one in which competition 
is locally much more important than differences in fertility" (Besag and Kempton, 
1986), and therefore, blocks need to be small. Kempton (1984) pointed out the diffi-
culty in seeing "how a nearest neighbour analysis could be included in (3.66) to remove 
more local trends in fertility". When these trends in fertility are present, they may 
affect the magnitude of the competition parameter and it may be difficult to sepa-
rate the positive association due to fertility trends and competition. The aim of this 
chapter is to give a possible solution to these problems by accounting for the fertility 
trends by means of linear smoothers. 
The combination of a smooth trend together with a competition effect may be seen as 
the extension of two classical models in the analysis of agricultural trials: the competi-
tion models given by Kempton (1982) and by Draper and Guttman (1980) accounted 
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for spatial variation using blocks. We extend these models by accounting for the global 
trend in a more continuous fashion. In section 4.2.1, the semi-parametric model intro-
duced by Green et al. (1985) is extended to account for a possible local competition 
effect within a small neighbourhood. In section 4.2.2 we expand these models to any 
number of smooth terms using the model of Besag and Kempton (1986). The model 
proposed by Draper and Guttman (1980) is combined with an additive model in sec-
tion 4.3. We also extend Kempton's model using the mixed model decomposition of 
a cubic smoothing spline (section 4.4); this approach allows us to account for fertility 
trends and competition effects in a fully parametric model, and therefore, smoothing 
and competition parameters may be estimated simultaneously (section 4.5). 
4.2 Competition between plots 
4.2.1 Models with one smooth term 
Besag and Kempton (1986) proposed a model which incorporated inter-plot competi-
tion together with treatment and block effects. Our model is inspired by this model, 
but blocks are replaced with a smooth function of plot position in the field. This 
model is written as: 
y = X(3 + f(t) + pWy + f (4.1) 
where X is the n x p treatment design matrix, f( t) is an unknown smooth function of 
plot position in the field and W is a n x n weight matrix with off-diagonal elements 
Wi,i-l = Wi,i+! = 1/2 and zero otherwise. We make the standard assumption about 
the distribution of the errors, 
We will use the adjusted profile likelihood of Chapter 3 to estimate the parameters 
in this non-linear model. However, f(t) is a non-parametric term, and so it will be 
necessary to rewrite f(t) in parametric form to allow the maximum likelihood esti-
mates to be found. If the smoother used is a cubic smoothing spline, it is possible to 
find a mixed model formulation which fits a non-parametric smoother in a parametric 
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setting (see section 4.4). However, this is not the case for other smoothers, e.g., loess. 
Following the idea used in Speckman (1988), we suppose that f(t) can be parame-
terized as: f(t) = T, where, is an additional vector of parameters. The idea is to 
derive estimates of {3 and, in terms of X and T and then replace any occurrence of 
T(T'TtlTI by the smoother S, as suggested by Green et al. (1985). Model (4.1) can 
now be written as: 
y = L8 + pWy + f (4.2) 
where L = [X : T] and 81 = ({31, ,I). This converts (4.1) to the Besag and Kempton 
model. We write (4.2) as 
(J - pW)y 
y ( 4.3) 
where 
D = I - pW and E = D-1 • ( 4.4) 
Thus, 
y '" MV N(EL8, EE'(2). 
We use the profile likelihood to estimate 0 = (8,0'2, p). We take tP = (q2, p) as 
parameters of interest and 8 as nuisance parameters. Then, the maximum likelihood 
estimates of {3 and , are obtained as functions of t/J (we will denote these estimates 
by h", = (P"" ~ftP)) and substituted in the log-likelihood. The likelihood for 0 is given 
by: 
(4.5) 
where 
Rp = (Dy - L6)'(Dy - L6). (4.6) 
The log-likelihood is (omitting additive constants): 
l({3", p, q2 I y) = -~ log q2 + log IDI - 2~2·Rp. (4.1) 
In the following lemma, we give the expressions for G, H, and Q (defined in sec-
tion 3.2) for model (4.1). 
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Lemma 4.1 The matrices G, Hand Q given in (3.8), (3.9) and (3.10) are 
( 
U -U X'T(T'T)-l ) 
G = 0'2 
-(T'TtlT'XU (T'Tt l + (T'TtlT'XUX'T(T'Tt l 
(4.8) 
H - ~D'MD ( 4.9) 
0'2 
Q = ~D'(I - M)D (4.10) 
0'2 
where 
U (X'(I - S)Xtl (4.11 ) 
M S + (I - S)XUX'(I - S) ( 4.12) 
and S is the smoother matrix which replaces T(T'TtlT'. 
Proof From the definition of G given in (3.8), 
where 
, (x'x X'T) LL= . 
T'X T'T 
Using now the formula for the inverse of a partitioned matrix (see Schott, 1997): 
(
AB ) -1 = ( I 0) ( (A _ BC-1 B')-1 
B' C _C-1 B' C-1 0 
-(A - BC-1 B,)-1 BC-1 ) 
I 
, (4.13) 
we find that for A = X'X, B = X'T and C = T'T 
(A - BC-1B'tl = (X'X - X'T(T'TtlT'Xt l = (X'(I - S)xtl = u. 
The expression for G given in (4.8) follows from application of (4.13). 
The definition of H given in (3.9) yields 
H = ~D'LGL'D 
(74 
1 ,[ 
= (74 D X : 
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:,D' [ (I - S)XU : T(T'Tt' - (I - S)XUX'T(T'T)-' 1 [ ~: ] D 
- ~D'[S + (I - S)X'uX(I - S)]D 
(1 
1 2D'MD from (4.12). 
(1 
The proof of (4.10) is immediate from the definition of Q given in (3.10) and (4.9) .• 
Remark The expression for Q given in (3.10) is symmetric and satisfies QEQ = Q. 
In the case of model (4.1), Q is symmetric if the smoother is symmetric. Further, 
Q'EQ = ~D'(I - P)D 
(12 
(4.14) 
where 
P = M + M' - M'M. ( 4.15) 
Thus, Q'EQ =f. Q unless the smoother matrix S is idempotent (which is the case for 
projection smoothers). 
In the following lemma we give expressions for the estimates o{ the fixed and smooth 
terms in model (4.1). 
Lemma 4.2 The estimated treatment and smooth effects in equation (4.1) are 
Pp - FDy (4.16) 
jp 
-
S(I - XF)Dy ( 4.17) 
where 
F = UX'(I - S) (4.18) 
Proof Equation (3.12) gives the expression for the estimates of the fixed terms in 
the model. For model (4.3) we have 
which yields 
Pp - UX'(I - S)Dy = FDy 
jp = T1p - S(/ - XF)Dy 
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(4.19) 
by means of (4.8) and (4.18). • 
Remark The estimates of f3 and f given in (4.16) and (4.17) are the standard esti-
mates of a semi parametric model but for the adjusted response Dy, and the partial 
derivatives of the log-likelihood (4.5) give rise to the normal equations for a semi-
parametric model with one smooth term and response Dy. 
Now, we can give an expression for the profile log-likelihood for model (4.3) 
(4.20) 
where P is given by (4.15) and (4.12). We note that we cannot ap~ly the results of 
chapter 3 to obtain the adjustments of the score function since QEQ =1= Q. However, 
a routine application of the definitions in (3.1) to (3.4) to the profile likelihood (4.20) 
yields the following theorem which gives the bias and variance adjustments to the 
score function. 
Theorem 4.1 The bias and variance adjustments of the profile log-likelihood for 
model (4.1) are given by 
where 
m'(er2 ,p) = (-2~2tr(P),tr(A)) (4.21) 
1 n-p-q 
W1(er2,er2) = W2(er2,er2) = 2er4tr(I - P) ~ 2er4 (4.22) 
1 
W1(er2,p) = W1(p,er2) = W2(er2,p) = W2(p,er2 ) = -2tr(B) (4.23) 
er 
W1(p,p) = tr(B2) + tr(B'B) + ~(Xf3 + f)'B'B(Xf3 + f) (4.24) 
er 
W2(p, p) = W1 (p, p) + tr(AB). (4.25) 
A - -PWE 
B - -(I-P)WE 
(4.26) 
(4.21) 
and P is given in (.4.15) and (4.12). 
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Proof The expressions for the bias and variance adjustments follow from the def-
inition of rn, W1 and W2 given in (3.1) to (3.3) and assuming that the bias in the 
nonparametric part of the model can be ignored. • 
Remark 1 It follows from (4.20) and (4.21) that the estimate of 0"2 from the ad-
justed profile log-likelihood score is 
A 2 y' D'(I - P)Dy 
0" = "'"""----':~---=:':_-'-
tr(I - P) ( 4.28) 
which is the estimate of 0"2 given on (2.52) on the adjusted response Dy. 
Remark 2 Expressions (4.21) to (4.25) are similar to the bias and variance ad-
justments for model (3.61) given in page 64, although in Theorem 4.1, P is not 
idempotent. In the presence of competition, additive models'are again the natural 
extension of linear models. 
Remark 3 The bias and variance adjustment depend on the smoother matrix S 
and therefore on the smoothing parameter A. In section 4.5 we will present different 
approaches to the estimation of the smoothing parameter in the presence of compe-
tition. 
4.2.2 Extension to two or more smooth terms 
The number of smooth terms in the analysis of agricultural data is usually one (if we 
use a two-dimensional smooth surface to explain the spatial variation) or two (when 
an additive model is preferred). Thus, it would be of interest to extend the previous 
model with a single smooth term to a more general situation. 
We extend model (4.1) to: 
y = X{3 + h(Zl) + ... + Jq(Zq) + pWy + f ( 4.29) 
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where, ft, ... ,fq are q unknown smooth functions and Zl, ... ,Zq are the q covariates 
against which we want to smooth. 
Then, (4.3) becomes: 
y = EX/3 + Eft + ... + Efq + Ef 
Again, assuming that each smooth term can be parameterised as Ti/i , i = 1 ... q: 
y '" MV N(EX/3 + E(Tt/t + ... + Tqlq ), EE'(72). 
The likelihood for /3, 11, ... "q, P and (72 has the same form as (4.5), where 
Rp = (Dy - X/3 - TI/I - ... - Tqlq),(Dy - Xp - TIll - ... - Tqlq). (4.30) 
Taking derivatives with respect to /3, Ill' .. "q, we find: 
8l 2 
-2X'(Dy - X/3 - Tt/l - ... - Tqlq ) BP (7 
8l 
These expressions give rise to the normal equations of a semi-parametric model with 
q smooth terms and response Dy. In (2.41) and (2.43) we showed that: 
Pp UqX'(I - Mq)Dy 
it + ... + jq - Mq(I - XFq)Dy 
where 
(4.31 ) 
(4.32) 
and Mq is the centred hat matrix of an additive model with q smooth terms. Thus, 
the profile-likelihood is 
n 1 £.p(t/J) = -2'logq2+ 1og IDI- 2
q
2 y'D'(I -PIl.)Dy. (4.33) 
where 
Pq = Mq + M~ - M~Mq, 
and the bias and variance adjustments are similar to those given in Theorem 4.1, 
substituting P by Pq. 
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4.3 Competition between neighbouring treatments 
Besag and Kern pton (1986) suggested that for some crops (su~h as cereals), "a model 
which allows varietal competition effects to be individually specified, is useful not 
only for yield adjustment but also to aid biological interpretation". Pearce (1957) 
introduced this model which assumes that the treatment applied to a particular plot 
has an effect on the treatments applied to the neighbouring plots: 
( 4.34) 
where T, X and Ware defined as in the previous section and ~ is a vector of centred 
treatment neighbour effects. Of course, if the number of treatments is large (as 
in the case of a variety trial) the number of parameters to be est.imated becomes 
extreme. Draper and Guttman (1980) use ~ = pf3 and so avoid the problem of a 
large number of parameters. In this model, there is a common ~ompetition coefficient 
for all treatments; hence, 
( 4.35) 
or 
Y=JXf3+J(z)+€ ( 4.36) 
where J = 1+ pW and f(z) is a smooth function of plot position in the field. Besag 
and Kempton (1986) proposed the use of least squares estimation, iterating between 
the estimation of 13 and p after adjusting for the block effect. Here, we adopt the same 
approach as in the case of competition between neighbouring plots: for convenience, 
we suppose that f(z) may be parameterised as T, and use t~e profile likelihood to 
estimate p and (72. Hence, model (4.36) becomes 
y = L6 + € ( 4.37) 
where L = [J X : T], El' = (13', ,'). Hence, the log-likelihood for () = (6, (72, p) is given 
by: 
( 4.38) 
where 
Rp = (y - L6)'(y - L6). (4.39) 
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Again, we consider b as a vector of nuisance parameters and 1/J = ((72, p) as parameters 
of interest and use profile likelihood. The estimates of fJ and 1/J depend on the matrices 
G, Hand Q that we give in the following lemma. 
Lemma 4.3 For model (4.37), the matrices G, Hand Q defined in (3.8), (3.9) and 
(3.10) are 
G - (72 (4.40) ( 
UJ -UJX' J'T(T'Tt 1 ) 
-(T'Tt1T' J XUJ (T'Tt1 + (T'Tt1T' J XUJX'J'T(T'Tt1 
H ~M 
(72 
1 Q - -(1 - M) (72 
where 
UJ (X' J'(1 - S)J X)-l 
MJ - S + (1 - S)J XUJX' J'(1 - S), 
S being the smoother matrix which replaces T'(T'T)-lT . 
Proof From the definition of G given in (3.8), 
and 
( 
X'J'JX X'J'T) L'L = 
T'JX T'T 
J = I +pW. 
(4.41 ) 
( 4.42) 
( 4.43) 
(4.44 ) 
G follows from the expression for the inverse of a partitioned matrix given in (4.13). 
(4.41) and (4.42) follow from the definition of H and Q and (4.40). • 
Lemma 4.4 The estimates of f3 and f in model (4-96) are 
/Jp - FJy 
jp - S(I - JXFJ)y 
where 
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(4.45 ) 
( 4.46) 
(4.4 7) 
Proof From (3.12) we have 
which yields 
/3p UJX'J'(I - S)y = FJy 
jp=T1p = S(I-JXFJ)Y 
from (4.40) and (4.47). • 
Remark (4.45) and (4.46) are the estimates of the linear and smooth part of a semi-
parametric model (2.40) where the design matrix is J X. 
Model (4.37) is a special case of the model presented in section 3.5·.2 (Models with 
independent and identically distributed errors), but in this case Q is not idempotent 
and hence, the profile log-likelihood for model (4.37) is 
( 4.48) 
where PJ = MJ + M~ - M~MJ and MJ is given in (4.44). 
Theorem 4.2 The bias-adjusted profile log-likelihood for model ({36) is 
n-p-q 2 1, 
Rap = - 2 logu - 2u2Y (I - PJ)Y ( 4.49) 
and the variance adjustment for the profile log-likelihood score is given by 
2 2 2 2 1 n-p-q W1(u ,u ) = W2(u ,u ) = 2u4tr(I - PJ) ~ 2u4 (4.50) 
W1(U2,P) = W1(p,U2) = W2(U2,P) = W2(p,U2) = 0 (4.51) 
W1(p,p) ~ tr(UJX'W'(I - MJ)WX)) + /3X'W'(I - MJ)WX/3 (4.52) 
W2(p,p) ~ /3X'W'(I - MJ)WX/3. (4.53) 
where p is the rank of X and q is the trace of S. 
Proof The bias adjustment of the profile log-likelihood score for model (4.36) is 
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by (3.1), the fact that the covariance matrix does not depend on p and assuming again 
S f ~ J. For the calculation of the variance adjustment, we assume, for simplicity 
that 
y'(I - PJ)Y ~ y(I - MJ )y. 
The result follows from application of equations (3.53) to (3.58). • 
Remark The variance adjustment W = W~Wl-l has the form 
2 (a 0) W(p,cr ) = 0 1 
and a ~ 1. 
In the next section we take a different approach to smoothing (when the smoother 
used is a cubic smoothing spline) in the presence of competition, based on the rela-
tionship between smoothing spline models and mixed-effects models. 
4.4 Smoothing splines as mixed models and com-
petition 
Wang (1998b) and Wang (1998a) have shown that cubic smoothing splines may be 
formulated as mixed models and that inference can be carried out by generalised max-
imum likelihood. Verbyla et al. (1998) have used this approach to analyse designed 
experiments. We use this approach to estimate the competition and smoothing pa-
rameter simultaneously and we show that the estimates of the fixed effects and smooth 
term are equivalent to those given in (4.16) and (4.17). 
First, we will introduce some notation and give some identities. The next section 
is based on Green and Silverman (1994) and Verbyla et al. (1998). 
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4.4.1 Notation 
Given the non-parametric regression model 
y = J(z) + E, and E f"V N(O, (12E), (4.54 ) 
let hi = Zi+l - Zi for i = 1, ... , n - 1: without loss of generality we will assume that 
Z has been centred, i.e. we take z as z - ~ L:i=l Zi. We define two matrices ~ and 
G; these are the matrices Q and R in Green and Silverman (1994), p 12. Let ~ be a 
n x (n - 2) matrix with entries 
~ij = 0 
~jj = hj1 
A h-l h-l Uj+l,j = - j - j+l 
~j+2,j = hj';'l 
for I i - j I~ 2 
for j = 1, ... , n - 2 
and G be a symmetric (n - 2) x (n - 2) matrix with entries 
Gii = ~(hi + hi+!) 
G i,i+l = Gi+!,i = ~hi+l 
for i = 1, ... , n - 2 
for i = 2, ... , n - 3 . 
for I i - j I~ 2 
(4.55 ) 
Green and Silverman (1994) p 41, showed (using penalised maximum likelihood) that 
the estimate of J in (4.54) is given by 
(4.56) 
where A is the smoothing parameter and ~ and G defined as above. For simplicity 
and to follow the assumptions in the previous chapters, we will assume that E = I in 
the rest of the section. However, the results will apply in the general case. Thus, we 
have 
j - (I + AD.G-1 D.'t l y Green and Silverman (1994) pl9. 
, , 
(4.57) 
... 
S* 
The equivalence between the mixed model and the additive approach depends on 
some identities satisfied by D. and S*. We give them in the following lemma. 
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Lemma 4.5 With ~ and S* defined in (4.55) and (4.57) respectively, we have for 
the centred predictor Z 
1'~ - 0' 
where 
( 4.58) 
( 4.59) 
( 4.60) 
(4.61 ) 
Proof I' ~ is a vector whose elements are the sum of each of the columns of ~, thus, 
the jth element of I' ~ is 
The elements of z' ~ are 
(z' ~)i - Zi~ij + Zj+1~j+1.j + Zj+2~j+2.j 
= Zj _ Zj+1 _ Zj+1 + Zj+2 from (4.55) 
hj hj h j + 1 h j + 1 
hj hj+1 
-- + -- from the definition of hi 
hj hj+l 
1 - 1 = o. 
To prove (4.60) we use the formula for the inverse of the sum of matrices given in 
(2.19) 
S* - I - ~(~'~ + A-IGtl~' 
we apply (2.19) again to obtain 
I - ~ [(~'~)-l _ (~'~tl ((~'~tl + AG-1)-1 (~'~tl]~' 
I - ~(~'~rl~' + ~(~'~tl ((~'~tl + AG-1)-1 (~'~tl~' 
which yields (4.60) from (4.61). • 
Remark From (4.58) and (4.59) we can immediately show the standard results that 
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the smoother matrix of a cubic smoothing spline satisfies (Hastie and Tibshirani, 
1990) 
z' 5* = z' 5* z = z (4.62) 
1'5*=1' 5*1=1 
and as a consequence the centred smoother matrix for a smoothing spline is 
5 = (1 - 11' In)5* = 5* - 11' In. ( 4.63) 
Verbyla et al. (1998) have shown that the non-parametric pad (f(z)) of a model of 
the form 
y=J(Z)+f 
may be written as 
(4.64) 
where Us is a random vector, Us '" N(O, a;G), Xs is a n x 2 matrix whose columns 
are a vector of ones and the vector z. Hence, model (4.1) for competition between 
neighbouring plots may be written as 
y = Xf3 + Xsf3s + Nsus + pWy + f (4.65) 
and so 
( 4.66) 
where E is given by equation (4.4). To avoid identifiability problems, we will assume 
that 1 is in the column span of X and Xs = z the column vector of the centred 
predictor, and therefore, J(z) as given in (4.64) is a centred smoother. In a model 
like (4.65) with p = 0, Wang (1998b) and Verbylaet al. (1998) use the mixed model 
equations (Henderson et al., 1959) to give estimates of the fixed and random effects 
and REML to give estimates of the variance components. When p is present in the 
model, it is not possible to use REML to estimate the variance components and p 
(since p is present in the mean and the variance simultaneously). Our approach will 
be to estimate the random and fixed effects in the same way as Wang (1998b) and 
Verbyla et al. (1998), then substitute the estimate of the fixed effect into the density 
of y and use the profile likelihood for p and the other variance parameters. 
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4.4.2 Estimation of the random and fixed effects 
Given € '" N(O, 0'21) and Us rv N(o,O';G), the mixed model equations (Henderson 
et al., 1959) for model (4.66) are 
X'X X'Ns 
N'X , N' N + -XC-l S 8 
X'X s 0 
'" L 
where D is defined in (4.4) and 
X'X, 
0 
X~X, 
, 
f3 
U, 
~s 
X'Dy 
- N~Dy 
X~Dy 
( 4.67) 
( 4.68) 
Note that L2,3 = L3 ,2 = 0 since Xs = z and by (4.61) and (4.59). This set of equations 
is the same as the ordinary mixed model equations for the adjusted response Dy. In 
the following lemma we give an expression for the centred smoother matrix S in terms 
of X s , Ns and -X. 
Lemma 4.6 The centred smoother matrix as defined in (4.63) can be written as 
(4.69) 
Proof From (4.60) and (4.63) we have 
Using the identity ~(~' ~)-l~' = I - X,,(X~X.)-l X! - 11' In (Khatri, 1966), for ~ 
defined in (4.55) and X. the vector of the centred covariate, we find 
S = X (X'X )-lX' + N (N'N + AG-1)-1 N' a a' a a.a a 
which is (4.69). • 
We give the expression for the estimates of the fixed and random effects in the fol-
lowing theorem. 
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Theorem 4.3 For given A and p the estimates of the fixed and random effects in 
model (4.66) are 
/3 
P" 
Us 
and 
= 
= 
= 
(X'(I - S)X)-l X'(I - S)Dy 
(X~Xllt1 X~(Dy - x(3) 
(N;Ns + AC-1 t1 N~(Dy - X (3) 
j = S(Dy - (3). 
Proof From (4.67) we have 
/3 X' 
US = L-1 N' Dy. s 
A 
/3" X' 
" 
In order to calculate L -1 we use (4.13) where 
A - X'X 
B - X' [Nil, X,,] 
C - [N;N" +0 AG-1 0 1 
X; XII 
From (4.13) 
(4.70) 
(4.71 ) 
(4.72) 
( 4.73) 
iJ - (A - BC-' B'r' X' (I - [N" X.]C-' [ ;~ ]) Dy (4.74) 
[ ;:] - C-' [ ;~ ] (Dy - xiJ) , (4.75) 
but 
- X'(I - S)X by (4.69). ( 4.76) 
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Substituting (4.76) in (4.74) and (4.75) we obtain (4.70), (4.71') and (4.72). 
(4.73) follows from the definition of f given in (4.64) and (4.74) and (4.75). • 
Remark For fixed values of A and p, taking f as a fixed effect (section 4.2.1) 
or random (4.64) yields the same estimates of /3 in (4.16) and fin (4.17). 
In the next section we use again the method of the profile likelihood to estimate 
(T2, (T; (or equivalently A) and p. 
4.4.3 Estimation of the variance components and competi-
tion parameter 
From (4.66) the distribution of y is 
(4.77) 
E 
where A is given by (4.68). We are interested in using the profile likelihood for the 
model 
y = EX /3 + EX,/3, + f, f '" N(O, E) (4.78) 
where E is given in (4.77). We will take /3 and /3, as nuisance parameters and 'IjJ = 
((T2, (T;, p) or equivalently 'IjJ = ((T2, A, p) as parameters of interest. The results that 
follow in the next sections will be a generalisation of those given in section 3.5.3 (in 
that section we assumed E = (T21). 
Lemma 4.7 The covariance matrix E given in (4.77) satisfies the following identities 
E-l 
- ~D'(I - S + X,(X;X,tl X;)D (1 
E-l EX, ~D'X 
- (J'2 ' 
Proof 
E _ (12 E(I + >.-1 N,GN;)E' 
E-l _ ~D'(I - N,(N;N, + AG-1 t 1 N;)D by (2.19) 
(1 
- :2D'(I - S + X,(X;x,tlX;)D by (~.69). 
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( 4.79) 
( 4.80) 
(4.80) follows from (4.79) and (4.62). For y as in (4.77), the maximum likelihood 
estimates of f3 and f3s coincide with the estimates from the mixed model equations 
given in (4.70) and (4.71). • 
In the next lemma we give expressions for the matrices G, H, Q (as defined in section 
3.2) for model (4.78). 
Lemma 4.8 The matrices G, Hand Q for model (4.78) are 
-UX'X(X'X)-1 ) 3 3 3 
(X;X3)-1 + (X~X3)-1 X~XU X'X.(X~~s)-1 
where 
u 
M 
P 
H 
-
~D'MD 
u 2 
Q 
-
~D'PD 
u2 
(X'(I - S)Xr1 
X.(X~X.r1 X~ + (I - S)XU X'(I - S), 
(I - S) + (I - S)XU X'(I - S)) 
Proof From the definition of G given in (3.8), 
G ([ ;;~: ] E-1 [EX: EX.r 
.... 2 ( X' E'E-l EX u 2 X' X. )-1 
- v by (4.80) 
X;X X;X. 
u 2 ( X'(I - S + X.(X!X,)-lX!)X X I X,)-1 
X!X X! X, 
by (4.79). 
(4.81) 
( 4.82) 
( 4.83) 
(4.84 ) 
( 4.85) 
( 4.86) 
Expression (4.81) follows from the formula for the inverse of a partitioned matrix 
given in (4.13) and equations (4.79) and (4.80). 
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The definition of H given in (3.9) yields 
H = [ 
X'E' 1 EX3 ] G E-1 
X'E' 3 
] [ 
X'ET,-l 1 
- [E-1 EX : ;2 D'Xs G 1 X'D by (4.80) 
q2"8 
[ 
X'E'E-l 1 
- D' [ (I - S)XU : X.,(X;X.,tl - (I - S)XU x' X.,(X;X.,t 1 ] 1, 
~X.,D 
_ ";'D'[Xs(X~Xstl X; + (I - S)XUX'(I - S)]D 
a 
1 
_ -D'Jv[D from (4.85). 
a2 
The proof of (4.83) is immediate from the definition of Q given in (3.10), (4.82) and 
(4.79). • 
Remark For E and G in (4.81) and (4.79), the estimates of f3 and f3s given by (3.12) 
coincide with the estimates given in (4.70) and (4.71) (obtained from the mixed model 
equations (4.67)). 
In the next theorem, we apply the results given in section 3.5.3 to give the adjustments 
of the profile likelihood for model (4.78). 
Theorem 4.4 The bias and variance adjustments for the profile likelihood for model 
(4. 78) are 
'2 ) (P+1 1 ) m (a , A, P = - 2a2 ' - 2A tr(M - V), tr(A) (4.87) 
2 2 2 2) n - P - 1 W1 (a , a ) = W2( a , a = 2a4 (4.88) 
W1(a2, A) = W1(A, ( 2) = W2(12, A) = W2(,x, (12) = 2:2A tr(P - I + VX4.89) 
Wl(a2,p) = W1{p,(2) = W2(a2,p) = W2(p,(12) = -~tr(B) (4.90) (1 
A-2 
W1(A, A) = W2(A, A) = Ttr((P - J + V)2) (4.91) 
1 W1(A,p) = W1{p,A) = W2(A,p) = -~tr«(I - V)(J - P)EW) (4.92) 
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where 
and 
1 W2(p,.x) = -Itr[(I - V - P)EW] 
W1(p, p) = tr(BB) - tr[(I + .x-I N.,GN~)E'W'C] 
+~(X,B + Xs,Bs)'B'C(X,B + Xs,Bs) 
(}' 
A 
B 
C 
-VEW 
-(I - V)WE 
-PWE 
( 4.93) 
(4.94) 
(4.95) 
( 4.96) 
(4.97) 
( 4.98) 
Proof The proof follows from direct application of Lemmas 3.3, 3.4, 3.5, and 4.8 • 
Remark 1 The bias adjustment for (}'2 does not take into account the degrees 
of freedom (or number of effects, as it is called in the mixed model context) used to 
estimate the non-parametric part of the model. This is because the REML adjust-
ment only accounts for the degrees of freedom corresponding to the fixed part of the 
model and in model (4.65), the smooth part of the model is consider as random. 
4.5 Smoothing parameter selection 
Most of the methods for selecting the smoothing parameter assume independent er-
rors. Therefore, they generally tend to underestimate or overestimate the smoothing 
parameter, depending on the sign of the correlation parameter. Several authors (Alt-
man, 1990; Hart, 1991) have proposed different methods to estimate the smoothing 
parameter in the presence of correlation when the smooth function is part of the 
mean. We present here two different approaches, one based of the indirect method of 
Altman (1990) and another based on the equivalence between the REML estimate 
of the smoothing parameter (when J(z) is assumed to be random) and the modified 
GCV given by Wang (1998b). 
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4.5.1 Altman's indirect method 
Altman (1990) proposed two methods for correcting the selection criterion when the 
correlation parameter is known. In our models, the competition parameter induces 
the correlation between the errors. In the context of section 4.1, i.e. the smooth term 
is fixed, the natural choice is the indirect method. The method uses a transformation 
of the residuals; in our case the transformed residuals for model (4.1) are 
r = (I - M)Dy, for M given in (4.12). 
Therefore the GCY criterion for the transformed residuals is 
GCV = .!.. y'D'(I - M)'(I - M)Dy 
n (1 - tr(M)/n)2 ( 4.100) 
This is equivalent to the ordinary GCY criterion for the adjusted response Dy. This 
method assumes the correlation parameter, p, to be known, and Altman (1990) uses 
the method of moments to calculate an estimate of p. In our case, the competition 
parameter induces the correlation but it is also present in the mean, and so we propose 
the use of the adjusted profile likelihood given in Theorem 4.1 to estimate it and 
(4.100) to estimate the smoothing parameter(s). 
4.5.2 Wang's modified GCV 
In the context of section 4.4, it is possible to use the adjusted profile likelihood to 
estimate ,.\ and p. It is known (Silverman, 1985; Wang, 1998b) that the behavior of 
the estimates of ,.\ obtained by GCY and REML are similar and Wang (1998b) gives 
the expression for the modified GCY which is the analog of the REML equations used 
to estimate"\. In the case of model (4.78) the modified GCY ia given by 
1 y'D'(I - P),D'D(J - P)Dy 
GCV = ;; (tr(D'(l- P)D/n)2 ' (4.101) 
for P given in (4.86). 
Therefore, we will use an iterative procedure to estimate ,.\ and p using the adjusted 
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profile likelihood or using (4.101) for A and the adjusted profile for p. 
Remark Wang (1998b) uses (4.101) to estimate A and p simultaneously. This is 
only possible if p is the usual correlation parameter (i.e. only present in the error 
term). In the case of competition p is also present in the mean and the ordinary 
REML estimate is not unbiased, and therefore, it is necessary to use the adjusted 
profile likelihood to estimate p. 
4.6 Standard errors of treatments in the presence 
of competition 
In section 2.4 we presented an approximate method for the calculation of the standard 
errors of treatment estimates in a semi parametric additive model. Here we extend 
this method to semiparametric models in the presence of a competition effect. 
Model (4.1): y = Xj3 + J(t) + pWy + f 
The estimated treatment effects for model (4.1) are given in (4.16), and hence the 
variance is given by 
Var(p) = FDEE'D'F'u2 = FF'u2 (4.102) 
where F is given in (4.18) as F = (X'(I - S)Xtl x'(I - S). Therefore the approxi-
mation given in (2.53) and (2.55) may be used. 
Model (4.36): y = JXj3 + J(z) + f 
This model is a special case of an ordinary semi parametric model, where the design 
matrix has been modified. The variance of /3 is given from (4.45) by 
(4.103) 
for FJ given in (4.47), q2 = y'(I - MJ)'(I - MJ)y/(n - p) and MJ given in (4.44). 
Again, expressions (2.53) and (2.55) may be used, substituting X by J X, for J = 
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I+pW. 
Model (4.65): y = Xf3 + XIJf31J + NlJuiJ + pWy + f 
The estimate of /3 for model (4.65) coincides with the estimate for model (4.1). How-
ever, in model (4.65) we use an stochastic approach to represent the smoother and 
this yields a different expression for the variance of /3. From (4.78) 
which yields 
Var(/3) = (X'(I - S)Xt1a-2 by (4.81) and (4.84) .. (4.104 ) 
The variance of /3 given in (4.102) and (4.104) would be equivalent if S was idempo-
tent. Kenward and Roger (1997) gave adjustments for fixed effects in model (4.78); 
it would be of interest to see how the adjusted se(/3) compare with the ones obtained 
from (4.102). 
Remark The calculation of the standard errors for models (4.1), (4.36) and (4.65) is 
easily extended to the case of q smoothers by substituting S, the smoother matrix, 
with Mq , the centred hat matrix of an additive model with q smooth terms. 
4.7 Examples 
In sections 3.5.2 and 3.5.3 we analysed the data given in Jenkyn et al. (1979). In both 
cases we accounted for the spatial variation using blocks and in both cases the com-
petition parameter was significantly different from O. We pointed out in section 3.5.3 
(also indicated in Kempton, 1984) that competition and trend might be confounded 
in that data set. In this section we analyse the data using splines and locally weighted 
running lines to account for the trend. Two smoothers were used to analyse this data 
set, splines and loess. The data were tested for competition between neighbouring 
plots (sections 4.2 and 4.4) and competition between neighbouring treatments (sec-
tion 4.3). Models (4.1) and (4.36) used both splines and loess, while model (4.65) 
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used smoothing splines only. 
Table 4.1 gives estimated values and standard errors for Pi the competition parameter 
is not significant in any case. An iterative procedure was used for the estimation of 
the smoothing and competition parameters in model (4.1) and (4.36), alternating be-
tween (4.100) or ordinary GCV for choosing the smoothing parameter, and Theorems 
4.1 and 4.2 for the competition parameter. Model (4.65) deserves special attention: 
in this case we estimated the smoothing parameter and the competition parameter 
simultaneously. 
The standard error of p is quite large (0.3) when model (4.65) is used. A possible 
explanation is that the competition and smoothing parameters are highly correlated. 
The covariance matrix for ;'2, ~ and p is 
0.00004 0.00319 0.00143 
Cov(;,2), P) = 0.00319 0.34865 0.15829 
0.00143 0.158298 0.09375 
(4.105) 
and Corr(~, p) = 0.853. The positive value of the correlation coincides with what we 
would expect: when the smoothing parameter increases (fewer degrees of freedom, 
smoother trend), the competition parameter increases to account for the trend which 
has not been accounted for. 
Smoother Method p se(p) fr2 clf 
Model (4.1) 0.16 0.15 0.013 15.1 
Spline Model (4.36) 0.04 0.03 0.009 15.4 
Model (4.65) 0.11 0.30 0.011 14.2 
Loess Model (4.1) 0.20 0.15 0.015 12.1 
Model (4.36) 0.04 0.03 0.010 14.9 
Table 4.1: Values 0/ jJ, se (P), (,2, and degrees of freedom for the smoother for J enkyn 
data 
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Remark The fact that the smoothing and competition parameter may be estimated 
simultaneously in model (4.65) does not ensure that both effects are identifiable. This 
agrees with Wang (1998b) who pointed out that this method does not perform well 
when the sample size is small, the trend varies quickly and/or the correlation pa-
rameter is large. Problems identifying correlation and trend are also commented on 
by Gampe (1998) "the relation between the curvature of the true mean function, the 
strength of correlation and the variance error component determines the quality of the 
results". 
95 
Chapter 5 
Analysis of cereal cultivar field 
trials 
5.1 Introduction 
In chapter 1 we gave a summary of the different approaches to the analysis of agricul-
tural field experiments. Here we present the analysis of two barley trials and use the 
spatial model proposed by Wilkinson et al. (1983): trend+error. We use an additive 
model to represent the environmental trend (for example fertility in the soil in the 
case of yield or a gradient in disease), and use the results in chapter 4 to test for com-
petition effects. In section 5.2 we present several approaches for the selection of the 
smooth component of a semi parametric additive model, and we illustrate them with 
the analysis of a winter barley trial which had trend induced deliberately. In section 
5.3 we analyse a large spring barley trial with a more conventional design. In this 
trial, we focus on the assessment of the competition effect and address a fundamental 
problem in the analysis of agricultural trials: which model is the appropriate one? 
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1-
0) 
11 Mildew spreader beds 11 Pastoral guard beds 
Figure 5.1: Field plan f01' BB trial. 
5.2 Strategies for selecting the spatial component 
of a semiparametric additive model 
In this section we present several methods for selecting the smooth term in a semi-
parametric model and apply them to the analysis of an agricultural trial. 
5.2.1 Layout of trial BB 
A winter barley trial (trial BB) was grown at the Scottish Crop Research Institute, 
Dundee in September 1995. Figure 5.1 gives the trial layout, with the left side of the 
diagram corresponding to the west. The trial consisted of 16 entry columns arranged 
in a split-plot design, and 14 guard or spreader beds. Each column was 1.55 m wide 
and 50 m long. The 16 entry columns were grouped into four blocks each of four 
columns. Each column was divided into 20 plots of length 2.5 m, and after plot de-
marcation and allowing for wheel tracks, the final plot size 'Yas 1.22 m x 1.95 m. 
Two replicates of five test cultivars (Pipkin, Puffin, Fighter, Manitou and an equal 
proportion mixture of these) were grown on alternate plots in each block, while the 
cultivar Pastoral was grown on the remaining plots giving a chequer-board design. 
The 14 guard or spreader columns were arranged in the following way: guard beds 
of the cultivar Pastoral were grown between each main plot as protection against 
fungicide drift, and two further guard beds of Pastoral were grown on the east side of 
the trial. Finally, to encourage a trend in the level of powdery mildew, four columns 
of the susceptible spring barley Golden Promise were grown on the west (prevailing 
wind) side of the trial. A foHar fungicide was applied to one main plot in each block 
when powdery mildew first started to appear on Golden ProII?-ise. This gave almost 
complete control of the disease in all genotypes in the fungicide-treated columns for 
the whole season. 
Spatial variation in the yield and mildew severity was encouraged in two ways. First, 
the trial was grown on an exposed site and so the four columns of Golden Promise 
on the windward side of the trial promoted a gradient of powdery mildew from west 
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to east. Second, a fertility gradient was introduced by dressing plots in the southern 
half of the trial with steadily increasing amounts of fertiliser up to twice the normal 
rate for such trials. 
All plots, except the complete guard and spreader beds but including check plots, 
were harvested. A small plot combine was used and the grain yield recorded at 9% 
moisture content. Five measurements of mildew level were also recorded during the 
season, but we will concentrate on the analysis of yield. 
5.2.2 Semiparametric modelling 
In the context of field trials, semi parametric additive models use one or more smoothers 
to account for the spatial variation in, for example, yield as functions of the row and 
column position of the plots in the field. Other crop measurements, such as height or 
disease severity, may also be used in the model. 
Two analyses were carried out for this data set: analysis of the full trial and analysis 
of all plots except the check plots. In the next sections we give several strategies on 
how to choose between these two models 
Yijk = J.l + Tj + Ok + (OT)jk + lo(r,b) + fijk. (5.1 ) 
Yijk = J.l + Tj + Ok + (OT)jk + lo(r) + lo(b) + fijk (5.2) 
where Yijk is the yield of the plot i in row r and column b, which is planted with 
cultivar j, j = 1, ... ,6, and receiving fungicide (k = 1) or no fungicide (k = 2), 
1 o( r, b) and 1 o( r) + 1 o( b) represent a two-dimensional loess smoother or the sum of 
two one-dimensional loess smoothers. The amount of smoothing and the dimension 
of the smoother will affect the estimated smooth function and, therefore, the overall 
fit of the model. In the next section we present two simple graphical tools to check 
whether a trend is present and whether it is additive or two-d~mensional. 
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5.2.3 Graphical methods 
A useful first check for the presence of trend in agricultural trials is to calculate 
the residuals from a model with all treatment effects but no spatial component, and 
plot them against row and column position. Figure 5.2 shows plots of these partial 
residuals against row and column position. A scatterplot smoother was added to 
indicate the possible trends. There is an obvious trend in the plot against row position 
with the residuals increasing as the row number increases. The plot against column 
position shows an increase of the residuals in the left half of the trial and smaller 
residuals on the right-hand side. These two plots suggest that a trend down the rows 
and across columns may be present. However, this assumes that the trend affecting 
this trial may be decomposed into the sum of two trends. In. field trials this is not 
always the case, and further investigation is necessary to check whether the trend is 
better expressed as a two-dimensional surface. We use conditional plots or coplots 
(Cleveland, 1993) as a visual tool for studying how a response depends on two or more 
covariates. In the context of agricultural trials, we use them to detect whether the 
trend across the columns varies with the row number (or vice-versa), suggesting that 
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a two-dimensional trend is present. We plot the partial residuals against, for example, 
column number, for values of row number in a certain interval. The panels at the top 
part of the plot show these intervals. There are the same number of points in each 
interval. If the relationship between the column position and the partial residuals 
changes with the row number, then this will indicate that there is an interaction 
between row and column position and therefore, a two-dimensional smoother might 
be more appropriate. Figure 5.3 shows no evidence of a trend in the lower half of the 
trial, but there is a strong increase and then a decrease of the residuals for plots in the 
top rows of the trial. Residuals were larger in the top part of the trial compared with 
the residuals for plots in rows 1-10. This agrees with the trend expected from the 
fertility gradient that was introduced in this trial. We may conclude from here that 
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a two-dimensional smooth surface might be required to describe the spatial variation 
in this trial. 
5.2.4 Analytical Methods 
If the partial residual plots indicate that one or more smooth terms should be included 
in the model, it will be necessary to select the correct degree of smoothing. For a loess 
smoother, the amount of smoothing is given in terms of the span of the smoother. 
The span may be chosen by minimisation of some appropriate criterion. We ~resent 
four of them: cross-validation (CV) (Stone, 1974), generalised cross-validation (GCV) 
(Craven and Wahba, 1979), the Akaike information criterion (AIC) (Akaike, 1973), 
and recently, a modified version of the Akaike criterion (AICc) (Hurvich et al., 1998; 
Simonoff and Tsai, 1999). 
Cross-Validation 
Let /J-i and iT i , j = 1, ... , q be the estimates of {3 and Ii in the semiparametric 
additive model y = X {3 + 11 + ... + Iq + € with the i-th data point omitted. The fitted 
value of Yi at the i-th data point based on the remaining data is then 
A(-i) _ X'{3A(-i) + ~ jA(_i)( .. ) Yi - i L..J j Z'J. 
j 
We define A = (AI, ... , Aq)' where Aj is the smoothing parameter of Ii. The cross-
validation score is defined by 
Efficient calculation of GV(A) is possible since 
and thus, 
CV = .!. t ( Yi - Yi ) 2 
n i=l 1 - Hii 
(5.3) 
where Hii are the diagonal entries of the hat-matrix (H = (hij )) for model (2.40) given 
in (2.45). The cross-validation criterion, CV, is computationally very demanding if 
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the data set is large and/or there are several smooth terms. We present other cri-
teria based on different functions of the trace of H which are much simpler to compute. 
Generalised Cross-Validation 
Generalised cross-validation GCV is based in the same principle as cross-validation, 
but each element Hii is replaced with its average value, tr(H)/n: 
(5.4) 
This is a generalisation of the expression for the GCV criterion for semi parametric 
models with one smooth term given by Green et al. (1985). 
Akaike Information criterion 
In the Akaike Information criterion, the smoothing parameter is chosen to minimise 
AIC = log &2 + 2tr(H)/n (5.5) 
where 
A 2 1 ~( A )2 
(j = - ~ Yi - Yi • 
n ;=1 
AIC may be used to compare models which are not nested. However, it is well known 
(see for example Hurvich and Tsai, 1989) that AIC under-smooths the data in many 
cases. 
Modified AIC 
Hurvich and Tsai (1989) proposed a modified version of (5.5) to avoid under-smoo'thing 
of the data. This was extended by Hurvich et al. (1998) to the case of non-parametric 
regression and Simonoff and Tsai (1999) applied it to semiparametric and additive 
model selection 
AIC -1 A2 1 2(tr(H) + 1) 
c - og (j + + n _ tr( H) - 2 . (5.6) 
In many cases a decrease in the span corresponds to a small change in the criteria. 
We present two methods for checking the significance of those changes. 
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Approximate F test 
Several authors (Cleveland and Devlin, 1988; Hastie and Tibshirani, 1987, 1990) have 
discussed inference methods in analogy with linear regression: Suppose we want to 
compare two semi-parametric models with spans ,xl and ,x2 (,x2 < ,xd. (If the model 
has more than one smooth term, then ,xl and ,x2 are vectors and ,x2 ::; ,xl with strict 
inequality for at least one component). Let HI and H2 be the hat matrices associated 
with those two semiparametric models with spans ,xl and ,x2. We seek a test of the 
null hypothesis: the span is ,xl against the alternative hypothesis: the span is ,x2. 
Let RSSi = y'(I - Hi)'(I - Ht)y, i = 1,2 be the residual sum of squares for the 
two fits and /1 = tr(RI) and /2 = tr(R2), for R; = (I - Hi)'(I - Hi). Then a first 
approximation (Hastie and Tibshirani, 1990) uses 
(5.7) 
In practice, we will use the approximation for the degrees of freedom associated with 
the hat matrix of an additive model suggested by Buja et al. (1989) and used in most 
statistical packages, and define 
(5.8) 
(5.7) may be improved by a two-moment correction (Cleveland and Devlin, 1988) 
which yields 
(5.9) 
where VI = tr(RI - R2 ), V2 = tr(R2 - RI)2, SI = tr(R2) and S2 = tr(R~). Hastie 
and Tibshirani (1990) reported the degrees of freedom of the numerator are changed 
significantly by this adjustment. Our experience with several examples agrees with 
this, suggesting that (5.9) is more appropriate than (5.7). However, the manipula-
tion of the n x n matrices Hi required to compute V2 and S2 is computationally very 
demanding. 
Bootstrap F test 
As an alternative, we propose a test using the original Fl (with "Ii given in 5.8), 
but bootstrap the residuals from the model under the null hypothesis to obtain its 
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Span CV GCV AIC AICc 
6/320 .0473 .0484 -3.440 -1.323 
16/320 .0329 .0329 -3.487 -2.309 
26/320 .0312 .0313 -3.501 -2.414 
36/320 .0314 .0314 -3.479 -2.428 
46/320 .0320 .0320 -3.460 -2.419 
56/320 .0332 .0331 -3.419 -2.388 
66/320 .0338 .0337 -3.399 -2.372 
76/320 .0345 .0344 -3.378 -2.353 
Table 5.1: Comparison of criteria for selection of the span, in a two-dimensional 
semi-parametric additive model for trial BB. 
distribution. Hastie and Tibshirani (1990) also estimated exact tail probabilities by 
applying this method to binary data. One of the main advantages of this method is 
that it can estimate the distribution of the test statistic for non-nested hypotheses, 
that is, cases in which the null model is not a sub-model of the alternative. In these 
cases, the quadratic forms in the numerator and denominator are not independent 
and standard results cannot be applied. 
In the context of field trials, we will use the bootstrap F test to choose the best 
additive trend, the best two-dimensional trend and to choose between them. 
5.2.5 Analysis of trial BB 
Figure 5.2 showed that there was a trend down the rows and across columns and 
Figure 5.3 suggested that the trend might be two-dimensional. CV, GCV, AIC and 
AIec were calculated for a range of spans for a two-dimensional smoother (Table 5.1). 
The minimum value of the AICc was obtained at a span of 36/320, the minimum 
of the other three criteria was obtained at a span of 26/320. The approximate F 
test given in (5.7) with "Yi as in (5.8) was used to compare models with spans 26/320 
and 36/320 respectively. The test statistic had a value of 2.18 compared with the 95 
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and 99% points of 1.76 and 2.20 for an F distribution with 13.5 and 263.3 degrees of 
freedom. The 95% point of the bootstrap distribution was 2.18 and the corresponding 
99% point was 2.40. Hence, the evidence for an improvement in fit associated with 
a decrease in the span from 36/320 to 26/320 is borderline and the approximate F 
test would provide stronger evidence for the smaller span than the data warrants. 
A further bootstrapped F test was used to compare models with span 46/320 and 
36/320, the value was 2.81 compared with the 95 and 99% points of 2.35 and 2.59. 
We conclude that a two-dimensionalloess with span 36/320 is appropriate for this 
data set. 
A model with two one-dimensional smooth terms (for rows and columns) was also 
fitted. To reduce the computational cost CV was not used, but GCV, AlC and AlCc 
indicated that the spans for the best additive model were 5/20 (for rows) and 7/16 
(for columns). Bootstrapped F tests confirmed that there was not any significant 
improvement of the fit by increasing or decreasing the spans. A further bootstrap 
F test was used to compare this model with a model with a two-dimensional loess 
(span=36/320). The value of the test statistic was 4.40 and the 95 and 99% points 
of the bootstrapped distribution were 1.67 and 2.03 respectively, indicating that a 
model with a two-dimensional smoother is necessary (which confirms the conclusion 
drawn from the coplot). Figure 5.4 shows the fitted surface for both additive and 
.............................. 
..........•....................•.. "1"' •...•..........•...•...... :::::1 
o 0 00 
Figure 5.4: Plot of additive and two-dimensional trend for trial BB. 
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Model Res 5.5. Res d.J. Test Change v.r. F Pr. 
in d.f. 
(a) 10(row,col)+C+F+C.F 7.527 276.8 
(b) lo(row,col)+C+F 7.712 281.8 (a) v (b) 5 1.36 n.s 
(c) lo(row,col)+C 7.737 282.8 (b) v (c) 1 0.92 n.s 
(d) 10(row,col)+F 12.227 286.8 (b) v (d) 5 33.21 <0.001 
(e) lo(row,col) 12.265 287.8 (d) v (e) 1 lAD n.s 
(c) v (e) 5 33.30 <0.001 
Table 5.2: A nova table for the significance of the treatment effects for BB trial with all 
plots. C= cultivar, F= fungicide effect. The two-dimensional smooth term lo(row,col) 
has span 36/320. 
two-dimensional trends. The high yields in the high row positions correspond to the 
area of high fertiliser application. 
The significance of the treatments was investigated by dropping treatments terms 
to build up an analysis of variance table. A bootstrap F test was also used in this 
case. Due to the non-parametric nature of the smooth terms, the treatments are no 
longer orthogonal, so different orders for the removal of the terms should be com-
pared. Table 5.2 summarises these comparisons. Yield was not significantly affected 
by the presence or absence of fungicide and the change in residual sum of squares due 
to the exclusion of cultivar or treatment effect was affected very little by the other 
terms in the model. 
From the experimental point of view, our main interest is in the estimation and 
standard errors of the treatment effects and our objective is to improve the precision 
of the estimates by using semiparametric additive models. The variance of the treat-
ment effects was calculated using the method shown in section 2.4.2. The average 
standard error of difference for comparisons of two cultivars (excluding the check plot 
cultivar) was 0.042, compared with 0.023 for fungicide effect (see Table 5.3 for culti-
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Treatment Additive model ANOVA ANCOVA 
Check plots No check Check plots No check Check plots 
plots plots 
Cultivar Pipkin 1.451 1.453 1.463 1.463 1.460 
Puffin 1.122 1.126 1.114 1.114 1.071 
Fighter 1.284 1.276 1.287 1.287 1.281 
Manitou 1.568 1.574 1.575 1.575 1.565 
Mixture 1.475 1.473 1.465 1.465 1.478 
Pastoral 1.490 - 1.490 - -
S.E.D. 0.042 0.046 0.050 0.052 0.044 
Disease Fungicide 1.450 1.421 1.470 1.427 1.390 
control No fungicide 1.417 1.339 1.401 '1.334 1.362 
S.E.D 0.023 0.032 0.050 0.046 0.028 
Table 5.3: Treatment means and standard errors for each model. 
var and fungicide means). Figure 5.5 shows that the estimates of cultivar effects are 
robust with respect to the change in the span. A conditional plot (Figure 5.6) of 
the residuals after fitting the semiparametric model with the two-dimensional loess 
smoother showed that there was no trend left unexplained. 
The analysis was repeated, omitting the check plots. A bootstrap F test showed 
that a two-dimensional smoother with span 28/160 gave a better fit to the data than 
two one-dimensional smooth terms. The GCV criterion yielded the same conclusion, 
in comparison with AICc which had a minimum at span 38/160. Table 5.4 indicates 
the significance of the treatment effects. In this case, the fungicide had a significant 
effect on the yield. (See Remark 1 on page 112 for a. comment on this finding.) Cul-
tivar means (Table 5.3) are similar to the means from the analysis of the full data 
set. The average standard errors for cultivar and fungicide effect increased slightly 
(0.046 and 0.032 respectively) compared with the standard errors from the full anal-
ysis. Figure 5.7 shows that the fitted surface is very similar to the one obtained using 
data on all plots (Figure 5.4). 
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Model Res S.S. Res d.j. Test Change v.r. F Pr. 
in d.j. 
(a) lo(row,col)+C+F+C.F 4.137 128.4 
(b) lo(row,col)+C+F 4.281 132.4 (a) v (b) 4 1.12 n.s 
(c) lo(row,col)+C 4.390 133.4 (b)v(c) 1 3.38 <0.05 
(d) lo(row,col)+F 7.835 136.4 (b)v(d) 4 27.58 <0.001 
(e) lo(row,col) 7.988 137.4 (d) v (e) 1 4.75 <0.05 
(c) v (e) 4 27.92 <0.001 
Table 5.4: A nova table for the significance of treatment effects of BB trial without the 
check-plots. The two-dimensional smooth term has span 38/160. 
Figure 5.7: Plot of two-dimensionalloess with span 28/160 for trial BB without the 
check plots. 
5.2.6 Comparison with other spatial analyses 
We compare the semi parametric analysis with other classic methods of analysis for 
spatial data: analysis of variance, taking into account the split plot design and a 
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check plot analysis using the mean of the neighbouring plots as a covariate to repre-
sent fertility. 
Analysis of Variance 
Table 5.5 shows the mean squares and variance ratios and the significance of the 
cultivar and fungicide effects are similar to the semi parametric analysis in both cases 
Source of variation d.f. m.s. v.r. F Pr. 
Block 3 0.481 
Fungicide 1 0.377 1.86 0.226 
Residual 3 0.203 
Sub-plot 24 0.16 
Cultivar 5 1.032 25.59 <.0.001 
Interaction 5 0.016 0.41 0.839 
Residual 278 0.040 
Block 3 0.124 
Fungicide 1 0.351 4.13 0.135 
Residual 3 0.085 
Sub-plot 24 0.126 
Cultivar 4 1.051 24.50 <0.001 
Interaction 4 0.008 0.18 0.946 
Residual 120 0.043 
Table 5.5: Analysis of variance of the yields of trial BB, with (top) and without 
(bottom) check plots. 
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(with and without check plots). The differing sizes of block, whole plot and sub-plot 
residual mean squares indicate that this model leaves some spatial variation unex-
plained. The standard errors of cultivar effect reported in Table 5.3 are larger than 
the ones in the corresponding semi parametric analysis. 
Check plot analysis 
The check plot analysis uses the yield from neighbouring check plots to adjust for a 
possible gradient in fertility. In this trial, a standard variety, Pastoral, was chosen 
for the check plots. For each plot, the covariate was calculated by averaging of the 
neighbouring check plots receiving the same fungicide treatment. The variance com-
ponents corresponding to block and whole plots were not significantly different from 
zero, therefore an ordinary analysis of covariance model was used, 
( 5.10) 
Significance and means of treatment effects (see Table 5.3) were similar to the ones 
obtained in the analysis of variance. 
Remark 1 All analyses yield similar conclusions about the cultivar treatment. How-
ever, fungicide effect was not significant when all plots (including check plots) were 
used in the analysis of variance and semiparametric model, and it was significant 
when the check-plot analysis and semi parametric model was used to analyse the data 
without the check plots. A possible explanation for this is the fact that the check 
plots account for half of the replication, and the means with and without fungicide for 
the check plots, 1.51 and 1.47, are not significantly different and this is dominating 
the fungicide effect in the analysis of the full trial. Moreover, we believe it is not 
appropriate to compare the significance of the fungicide treatment in the split-plot 
analysis with the semiparametric model, as the F distributions used in each case have 
very different degrees of freedom. The correct test for a main-plot treatment, such 
as fungicide, is not obvious when a semiparametric model is applied to a split-plot 
design. We will discuss this in more detail in section 5.3 and chapter 6. 
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Remark 2 In all cases, the semiparametric additive model gave smaller standard 
errors: when the information in all plots was used, the semiparametric model per-
formed better that the split-plot analysis and the analysis of covariance; when the 
check plots were ignored, the semi parametric model also gave more accurate estimates 
of the standard errors of treatments than the split-plot analysis. In some previous 
trials at the Scottish Crop Research Institute, check-plots have been used to either 
raise or lower the overall level of disease in a trial (according to whether a suscepti-
ble or resistant variety is used) but their mildew or yields levels were not of direct 
interest, and so have not been recorded. By recording and analysing the yield of trial 
BB, we have shown that the semi parametric model applied to the data without the 
check plots gave a very similar fitted surface to the same model for the full data set. 
Further data analysis is needed, but our findings from these and other data analysed, 
indicate that if a semi parametric additive model is used to analyse the data, we do 
not need the mildew and yield scores in the check plots. 
Remark 3 The cultivar means were quite robust with respect to the smoothing 
parameter and very similar to the means from the split-plot ~nalysis. However, the 
estimates of treatment means might be altered more in an experiment with less repli-
cation. 
5.3 Competition, trend or correlation?: Analysis 
of trial BJ 
A spring barley trial was grown on the Gourdie farm of the Scottish Crop Research 
Institute in 1996. This is a more conventional trial and no trends have been induced. 
The design of this trial allowed us to study in more detail the comparisons with 
the analysis of variance and point out the effect that local correlation may have in a 
semiparametric model. 
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5.3.1 Layout of trial BJ 
The trial consisted of 72 columns arranged in a split-split-split-plot design. The 
72 columns were grouped into 3 blocks each of 24 columns. Each block was divided 
into two main plots of 12 columns and a foliar fungicide treatment (presence/absence) 
applied to each main plot. Each main plot was divided into two sub-plots of 6 columns 
and a nitrogen treatment with two levels was applied to each sub-plot. Sub-plots were 
divided into thirty units in a 10 x 3 layout, so that each unit was 2 columns wide by 
1/10 column long. Thirty barley cultivars or cultivar mixtures were randomised within 
each sub-plot. The reason for having plots two columns wide was to obtain units more 
nearly square than usual, and so to investigate whether competition effects might be 
detected along or across columns (in trials with long, narrow plots, competition is 
expected only in one direction). The two columns comprising each unit were harvested 
separately, so we had information on spatial variability of the yield within each unit. 
The layout of one block is shown in Figure 5.8. 
[ BLOCK 1 
19 19 4 4 13 13 15 15 14 14 26 26 12 12 10 10 18 18 20 20 8 8 5 5 
26 26 30 30 1 1 30 30 23 23 12 12 9 9 25 25 14 14 3 3 14 14 13 13 
17 17 24 24 16 16 18 18 2 2 27 27 8 8 5 5 1 1 16 16 25 25 10 10 
2 2 9 9 20 20 22 22 7 7 24 24 29 29 22 22 3 3 30 30 1 1 18 18 
14 14 11 11 10 10 21 21 6 6 8 8 26 26 28 28 17 17 23 23 22 22 12 12 
21 21 12 12 6 6 25 25 24 24 3 3 27 27 15 15 4 4 7 7 6 6 26 26 
7 7 27 27 25 25 4 4 11 11 10 10 7 7 20 20 19 19 11 11 29 29 21 21 
23 23 22 22 8 8 16 16 28 28 1 1 6 6 13 13 23 23 4 4 15 15 27 27 
5 5 3 3 18 18 17 17 9 9 5 5 2 2 11 11 24 24 17 17 9 9 2 2 
29 29 28 28 15 15 29 29 19 19 13 13 16 16 30 30 21 21 19 19 28 28 24 24 
[ FI FO 
[ NI I N2 N2 NI 
Figure 5.8: Field plan of Block 1 for BJ trial. 
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5.3.2 Analysis of variance 
A split-split-split-plot analysis (see Table 5.6) was used to analyse the yield data. 
Cultivar and nitrogen treatments and the interaction between cultivar and fungicide 
were significant. The residual mean square associated with the sub-plot was small 
(0.388) compared with that of the the main plot (5.156), and large compared with 
the unit stratum (0.037) indicating that a possible large scale trend may be present. 
To investigate the presence of the trend, a model with terms for fungicide, nitrogen 
and their interaction was fitted to the sub-plots means. Figure 5.9 is a plot of the 
partial residuals from that model against the column number in each sub-plot. There 
is a strong trend from the left to right side of the trial. This was confirmed by a plot 
of partial residuals against column position, after fitting all three factors {cultivar, 
Stratum Source oJ variation d.J. m.s. v.r. F Pr. 
Block Block 2 5.148 
Main-plot Fungicide 1 35.760 6.94 0.119 
Residual 2 5.156 
Sub-plot Nitrogen 1 9.166 23.60 0.008 
Fung:Nit 1 0.207 0.53 0.506 
Residual 4 0.388 
Unit Cultivar 29 0.937 24.98 <0.001 
Fung:Cult 29 0.087 2.33 < 0.001 
Nit:Cult 29 0.041 1.08 0.356 
Fung:Nit:Cult 29 0.043 1.14 0.292 
Residual 232 0.037 
Half-unit Half-unit 360 0.009 
Table 5.6: Analysis of variance of the half-unit yields of trial BJ. 
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nitrogen and fungicide) and their interaction to the half-unit yields (Figure 5.10). In 
the next section, we will fit a semiparametric model and estimate the trend with a 
nonparametric smoother. 
5.3.3 Semiparametric modelling 
The cultivar comparisons are at the unit stratum and we will fit our first semiparamet-
ric model using the yield on each unit as a response (i.e. summing the two half-unit 
yields). Later we will compare this with an analysis based on the individual half-units. 
Analysis of unit yields 
Partial residuals, after fitting a model with all three main effects and interactions 
to the units yields, were used in the conditional plot given in Figure 5.11. The plot 
0204080 
Given: Row Position 
o 20 40 80 
Column Posnion 
02040 80 
Figure 5.11: Conditional plots of partial residuals versus column for different row 
positions for trial BJ. 
suggested the sum of two one-dimensional terms may suffice to explain the trend. A 
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model with two additive loess terms for rows (span 5/10) and columns (span 10/36) 
was fitted to the data. Figure 5.12 shows the estimated trend in both directions. A 
model with a two-dimensionalloess smoother (span 38/360) was also fitted (see Fig-
ure 5.13). Both the approximate and bootstrapped F tests were used to compare the 
models, and both tests indicated that a two-dimensional smoother is necessary. Due 
to the complexity of the model, we give only one possible analysis of variance table 
(Table 5.7); there are many other ways to drop the different terms, but the signifi-
cance of the treatments and interactions was not affected by the order in which the 
terms were dropped. All three main effects and the interaction between cultivar and 
fungicide were significant. The average standard error for differences between culti-
vars was 0.094, improving the one obtained in the corresponding analysis of variance 
Model Res S.S. Res d./. Test Change v.r. F Pr. 
in d./. 
(a) io(row,coi)+F+N+C+C.F+C.N+F.N+C.F.N 10.536 210.4 
(b) io(row,coi)+F+N+C+C.F+C.N+F.N 12.293 239.4 (a) v (b) 29 1.28 n.s 
(c) io(row,coi)+F+N+C+C.F+C.N 12.336 240.4 (b) v (c) 1 0.76 n.s 
(d) io(row,coi)+F+N+C+C.F 13.791 269.4 (c) v (d) 29 0.98 n.s 
(e) io(row,coi)+F+N+C 17.943 298.4 (d) v (e) 29 2.79 < 0.001 
(f) io(row,coi)+F+N 63.321 327.4 (e) v (C) 29 26.02 < 0.001 
(g) io(row,coi)+F 79.758 328.4 (f) v (g) 1 84.99 < 0.001 
(h) io(row,col) 99.913 329.4 (g) v (h) 1 82.99 < om 
Table 5.7: A nova table for the significance of the treatment effects for the unit yields 
of BJ trial. The two-dimensional smooth term lo(row,col) has span 36/320. 
(0.113). When the semiparametric model was fitted to the data, fungicide treatment 
was significant while it was not significant in the analysis of variance. Possible rea-
sons for that may be that the variance ratio associated with the fungicide treatment 
is much larger when the semi parametric model was used (see Table 5.7) and also the 
different F distributions used for the test statistic. The analysis of variance uses a 
F1,2 and the approximate F test in the semiparametric model uses a F1,329.4. 
The fungicide treatment was measured at the main plot level, therefore it is not 
really appropriate to test its significance at the unit level (as we have done in the 
118 
~ • • • "it 0 • 
• 
, 0 
I • t\I • I 0 • • • • t\I I • tOO •• 'i a • I • • ...... .,.. I et) : ... -00 I ...... , 0 u" ., .,.. • ... ~ ..... 
. ..' LOO cO •• •• • ~O I E 
I· .,. 
0 
.2t\1 ••• 1 • • er.,.. I o . I ." · ...., . • t.>9 a 00  • 
- I • , ...., ' .. • 
• • 
.Q • •• , t\I • • "it • • • 0 • • • 0 I I 
• ~ 00 
0 <0 • 
I 0 • 
I 
2 4 6 8 10 0 10 20 30 
Row Position Column Position 
Figure 5.12: Plot of estimated trend for row and colu.mn position. 
Figure 5.13: Two-dimensional surface for unit yields of BJ trial. 
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semiparametric model). Figure 5.9 showed that the trend at the sub-plot level was 
approximately quadratic. As an intermediate approach between analysis of variance 
and semiparametric modelling, we fitted a split-split-split-plot analysis of covariance 
(Federer and Meredith, 1992). The covariates used were a quadratic term for column 
position and a linear term for row position (both covariates were centred). Table 5.8 
shows the analysis of covariance. The residual sum of squaresJor the main-plot and 
sub-plot stratum decreased considerably compared with the analysis of variance given 
in Table 5.6. This resulted in an increase of the variance ratio corresponding to the 
fungicide treatment from 6.9 to 96.7 (as in the semiparametric model). There is scope 
for further research into a semi-parametric split-plot analysis in which a smooth curve 
is fitted at each stratum. This would extend the split-plot analysis of covariance given 
in F'ederer and Meredith (1992) in a similar way to the nonparametric analysis of co-
variance (Young and Bowman, 1995). 
Competition at the unit-stratum 
We were particularly interested in the possibility of competition in this trial. Plots 
were approximately square so that competition between neighbouring plots was equally 
likely to occur in any direction. A model for competition between neighbouring 
plots (4.1) and a model for interference between neighbouring treatments (4.36) were 
fitted to the data, allowing for the estimation of the large-scale trend through a 
two-dimensional loess smoother. Three different neighbouring matrices were used, 
depending on the number and position of the neighbours: WJ, first order in the same 
row and column, Wc, first order in the same column and Wr, first order in the same 
row. Adjustments were made for plots in the border of the trial. We iterated between 
solving the equation corresponding to the modified version of the profile likelihood 
score (theorems 4.1 and 4.2) to estimate the competition parameter, and minimising 
the modified generalised cross-validation criterion (4.100) to estimate the smoothing 
parameter in the presence of competition. Table 5.9 summarises the results. The 
competition parameter was not significantly different from 0 for the model with a 
term for competition between neighbouring treatments. In the case of competition 
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Stratum Source of variation d.j. m.s. v.". F Pr. 
Block Column 1 5.481 1.14 0.479 
Residuals 1 4.816 
Main-plot Fungicide 1 35.760 96.67 0.065 
Column 1 9.942 26.87 0.121 
Residual 1 0.369 
Sub-plot Nitrogen 1 10.37 505.20 < 0.001 
Fung:Nit 1 0.045 2.22 0.233 
Column 1 1.492 80:53 0.003 
Residual 3 0.021 
Unit Cultivar 29 0.895 31.18 <0.001 
Fung:Cult 29 0.075 2.64 < 0.001 
Nit:Cult 29 0.034 1.19 0.243 
Fung:Nit:Cult 29 0.032 1.13 0.298 
Row 1 1.909 66.48 < 0.001 
Column 1 0.192 6.70 0.010 
Residual 232 0.037 
Half-unit Column 1 0.004 0.51 0.477 
Residuals 359 0.009 
Table 5.8: Analysis of covariance of the half-unit yields of trial BJ. Column= 
quadratic term for column position and Row=linear term for row position. 
between neighbouring plots, there was no evidence of competition between plants in 
the same row. The competition parameter was significant when four neighbours (two 
in the same row and two in the same column) were used. The competition parameter 
was smaller (but also significant) for neighbouring plots in the same column. In all 
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Model Wf Wr Wc 
p se(p) p se(p) A se(p) p 
y = X(3 + pWy + f(r, c) + € 0.15 0.053 0.040 0.040 0.110 0.043 
y = X(3 + pWX(3 + f(r, c) + € 0.004 0.075 -0.005 0.047 0.006 0.054 
Table 5.9: Estimates and standard errors of the competition parameter, p, for plot 
interference (top) and treatment interference (bottom) at the unit level. 
cases the competition parameter was positive, indicating an enhancement effect, i.e. 
plants with high yield have a positive effect in the yield of neighbouring plants. The 
smoothing parameter chosen by the modified generalised cr~ss-validation criterion 
was 40/360 (very similar to the one chosen when the model did not include a com-
petition effect) yielding a surface similar to the one given in Figure 5.13. Including 
a competition effect in the model had little effect on the average standard error of 
cultivar differences: it was 0.094 for a model with 4 neighbours (Wf ) and 0.093 for 
neighbours in the same column (Wc). 
Enhancement may occur in the context of plant diseases, however it is difficult to 
justify when the response measured is yield. It is possible that competition and local 
correlation are being confused. 
Analysis of half-unit yields 
Here, we fit a semi parametric model to the yield at the half unit stratum. For such a 
spatial analysis it is debatable whether we should be basing the analysis on the· unit 
yields or half-unit yields. It is instructive to compare the two analyses. 
The span selected for the two-dimensionalloess was 10/720, while the best model 
with two one-dimensional smoothers included a linear term for row position and a 
loess smoother with span 5/72 for column position. Figure 5.14 shows a plot of 
the fitted trend for the additive and two-dimensional smoother. The fitted trend 
is not smooth in either of the models, indicating that we mi~ht be over-fitting the 
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model (even when the smoothing parameter was chosen by the modified Ale). Both 
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Figure 5.14: Plot of the fitted loess smoother for column position and two-dimensional 
smooth surface. 
the approximate and bootstrapped F test agreed in selecting the model with a two-
dimensional smoother as more appropriate. Compared with the residual mean square 
at the half-unit level, all main effects, the interaction between cultivar and fungicide 
and the three-way interaction were significant (the average standard error of cultivar 
differences was 0.035). However, we need to be cautious in drawing any conclusions 
about significance of treatments effects since no treatment was measured at the half-
unit level. 
One of the assumptions underlying the theory of additive models is that the errors are 
uncorrelated. When this condition is not satisfied, the use of the criteria of section 
5.2.4 for the selection of the smoothing parameter leads to an under-smoothed curve 
(Altman, 1990; Diggle and Hutchinson, 1989; Wang, 1998b). An important issue is to 
identify the biological process that is inducing the correlation, and to select the ap-
propriate model to estimate it. There are two possible ways to interpret the presence 
of correlation in the residuals: due to local spatial variation (as assumed in models 
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such as those given in Wang, 1998b; Verbyla et al., 1998) or due to interference be-
tween plots which is the approach we take here. A model for plot competition, (4.1)' 
was fitted to the data (see Table 5.10). (A model for competition between neigh-
bouring treatments, (4.36), does not make sense since each variety would have itself 
as one of its neighbours). The competition parameter for model (4.1) was significant 
Model WJ Wr Wc 
jJ se(jJ) jJ se(jJ) p se(jJ) 
y = Xj3 + pWy + f(r, c) + e 0.23 0.04 0.14 0.03 0.07 0.032 
Table 5.10: Estimates and standard errors for the competition parameter for a model 
with competition between neighbouring half-units. 
for all three neighbouring matrices. It is worth noting that for half-unit yields the 
competition parameter for plots in the same row was significant (it was not when 
unit yields was used as response), this is almost certainly due to the fact that one 
of the neighbours is the same cultivar. This induces a positive correlation which is 
being confused with competition. We have analysed in detail the model with neigh-
bouring matrix WJ and competition parameter 0.23. Fitting a term for competition 
has a major impact on the selection of the span. The smoothing parameter for the 
two-dimensionalloess increased from 10/720 to 46/720, which gave a smoother sur-
face (see Figure 5.15), similar to the one obtained when the semiparametric model 
was based on the unit yields (Figure 5.13). The average standard error of cultivar 
difference was 0.0371, larger than the one obtained with the semiparametric model 
(0.0354) with no competition term and span 10/720. 
We would normally assume that the extra spatial information' provided by the half-
unit yields in the BJ trial would be helpful. However, it yielded other problems: there 
was local correlation which resulted in overfitting and an uneven surface. When the 
competition model was fitted, plots had the same cultivar as a neighbour, and this re-
sulted in a significant positive value of the competition parameter. However, evidence 
for competition or local correlation between plots in the same row disappeared when 
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Figure 5.15: Two-dimensional loess for yields of BJ trials after adjusting for com-
petition. 
unit yields were used for the analysis. Hence, using half-unit yields led to confusion 
in identifying the source of correlation rather than improving the fit of the model. 
Remarks for trial BJ 
Remark 1 It is not possible to integrate the modified profile log-likelihood score; 
therefore we do not have an expression for the modified profile likelihood, and models 
with and without competition effect cannot be compared. Intuitively, Figure 5.13 at 
the unit level gives the best representation of the trend and is a more plausible trend 
in yield than the one shown in Figure 5.14 at the half-unit level. There is no apparent 
reason why the yield in a plot would enhance the yield in the neighbouring plot in this 
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trial, so we are inclined to conclude that the effect modelled here as competition is 
actually local correlation. Although the interference model might not be appropriate 
it helped to recover the smooth trend at the half-unit level (see Figure 5.15). An 
alternative would be to use models of the type proposed by Verbyla et al. (1998) and 
use an AR x AR process to estimate the local trend. However, at the present mo-
ment these models do not include two-dimensional smoothers. It is our opinion, from 
the analysis of several trials, that in many cases a non-additive trend is present in 
field trials. Therefore, we consider models given in Verbyla et al. (1998) incomplete. 
This leaves open the problem of estimating local correlation when a two-dimensional 
smoother is used to account for the large-scale trend. 
Remark 2 The significance of the treatments did not change after including a term 
for competition. In the presence of a competition effect, a two-dimensional surface 
also gave a better fit to the data than two one-dimensional terms. 
Remark 3 The approximate calculation of the standard errors given in section 2.4 
proved to be very efficient for trial BJ. The number of operations necessary to cal-
culate S X was much smaller than the number necessary to calculate S (a 720 x 720 
matrix). The smoothing parameter was quite small (10/720 or 42/720), therefore we 
would expect S to be close to a symmetric matrix. Hence, we can use the approxi-
mation confidently. 
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Chapter 6 
Conclusions and further work 
6.1 Conclusions 
The aim of this project was to develop a joint approach to the estimation of spatial 
trends and competition effects in agricultural field trials. First, we studied in detail 
the use of additive models as a data-driven modelling method for estimating spatial 
trends. Second, we reviewed the methodology already developed for competition 
models, and finally we approached the task of combining smoothing and competition 
in a single model. Each of these areas revealed some unsolved questions which have 
been the focus of our research, as we summarise here. 
6.1.1 Additive and semiparametric models 
Additive models were introduced by Hastie and Tibshirani (1986) and most of the 
theoretical results are given in Buja et al. (1989). However most of these results 'were 
constrained to the case of two smooth terms and results on semiparametric models 
included only one smooth term. We interpreted semi parametric models as a par-
ticular case of an additive model. Therefore, by giving explicit expressions for the 
estimated smooth terms in an additive model with any number of smooth terms, we 
have obtained a closed form for the estimates of the linear part of the model and their 
standard errors (which could not be obtained by using the back-fitting algorithm). 
A more straightforward approach than the one given in Buja et al. (1989) to the 
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conditions for existence and uniqueness of the solutions of the normal equations was 
also obtained. 
In the case of field trials, the estimation of the treatments and their standard er-
rors is of most interest. The approximation we have proposed for the calculation of 
the standard errors allowed us to handle large data sets for which exact results would 
be computationally very demanding. The properties derived for the form of the hat 
matrix of an additive model with any number of smoothers revealed that for smooth-
ing splines (or any other symmetric smoother) the approximation is exact and with 
loess it gives good estimates of the standard errors. (See also Durban et al., 1999.) 
Most of the recent work in spatial modelling for agricultural. trials is restricted to 
experiments with a single treatment factor. Semi parametric additive models (SAMs) 
can be used in both single and multi-factor experiments, although further research is 
needed for designs with several strata. SAMs provide a flexible framework for iden-
tifying underlying trends in field trials. They generally improve the precision of the 
treatment estimates and they enable spatial trends to be easily visualised, in contrast 
to models such as the ARIMA models of Cullis and Gleeson (1991). The graphical 
methods proposed for the selection of the spatial component give an intuitive im-
age of the underlying trend; problems with model selection and tests of treatment 
significance may be overcome by using the bootstrapped F test. 
6.1.2 Profile likelihood 
Profile likelihood was the method previously used for the estimation of the compe-
tition parameter in a model with treatment+block+competition. This method gave 
biased estimates of the variance parameters and a small simulation study showed 
that, in some cases, the competition parameter was also biased. In the competition 
model of Besag and Kempton (1986), the competition parameter is present in the 
mean and variance. We do not see how a REML style argument can be used in this 
example, since the purpose of REML is only to adjust the estimates of the variance 
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parameters. We have taken the approach of McCullagh and Tibshirani (1990); in 
their paper, a first order approximation to the adjustments of the profile likelihood 
score was derived. We have shown that their adjustments are exact for the class of 
normal regression models: y '" N(X(.,p )>., ~('I/J)) (which allows parameters of interest, 
.,p, in both the mean and the variance). The matrix notation that we used simplifies 
the tensor approach taken by McCullagh and Tibshirani (1990). An important result 
obtained was that the adjusted profile likelihood was equivalent to REML when the 
parameters of interest were present only in the variance; when the parameters are 
present in both mean and variance, the estimates of the variance parameters are also 
REML style estimates. Although the motivation for the development of this method 
was the competition model, the class of regression models covers a much wider range 
of models (see Durban and Currie, 1998). 
6.1.3 Semiparametric models and competition 
The non-parametric nature of the smoothing approach did not fit into the profile like-
lihood context. We overcame this difficulty by "parameterising" the non-parametric 
component of a semi parametric model (in the way suggested in Speckman, 1988). 
There are several reasons to use this method with confidence: the estimates of the 
treatment and smooth terms are the same as the ones in an ordinary SAM but with 
the response adjusted for the competition effect, and it yields the intuitive extension 
of the results given in Besag and Kempton (1986). As in the case of semiparamet-
ric models with no competition effect, inference is done on the basis of a known 
smoothing parameter. Competition induces correlation in the errors, and thus data 
are under-smoothed if the usual criteria for the selection of the smoothing parameter 
are used. We have adapted the GCV criterion proposed by Altman (1990) to choose 
the smoothing parameter in the presence of competition. However, this method also 
recovered the correct trend when the source of correlation was not competition, but 
local correlation among the residuals (BJ trial in chapter 5) .. The competition and 
smoothing parameter are estimated by iterating between the adjusted profile likeli-
hood and the modified GCV. 
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Recent developments in the field of smoothing have proved that cubic smoothing 
splines admit a mixed model decomposition. This allows us to account for spatial 
trend (in one direction) and competition effects in a fully parametric context. The 
smoothing and competition parameter can be estimated simultaneously. This re-
sulted, however, in high correlation between these two parameters, and suggests that, 
in some cases, there might be problems with the identifiability of both effects. 
6.2 Further work 
6.2.1 Semiparametric split-plot analysis 
Spatial models based on the trend+error decomposition (see chapter 1) have been 
used in randomised block designs with a single treatment factor. When a design with 
multiple strata is used in an experiment, none of the spatial models developed until 
now takes into account the design. In a split-plot design, treatments (main-plot, 
sub-plot, etc) are randomised at different strata, therefore the intuitive approach 
would be to test for the significance of each treatment at the stratum in which it 
has been measured. Semi parametric models can be confidently used in multi-factor 
experiments with a single stratum or in multi-stratum experiments to test for the 
significance of the treatments at the bottom stratum (as for the cultivar treatment in 
the examples in chapter 5). It is debatable whether it is justified to ignore the split-
plot design when fitting a smooth trend and test all treatments as if there was only 
one stratum. A possible alternative would be the extension of the split-plot analysis 
of covariance to a multi-stratum semi parametric model in which the linear function 
for the covariate at each stratum is substituted by a smooth curve or surface. Given 
a covariate Z, the model for split-plot analysis of covariance is written as 
Yijk = 11- + Pi + Tj + fit(Zij. - Z .. .) + Sij + Qk + (TQ)jk + 62(Zijk - Zij.) + fijk, 
where p is the overall mean, p is the randomised block effect, T is the main-plot treat-
ment, Q is the sub-plot treatment, S is a random main-plot error and f is the random 
split-plot error. The idea behind the non-parametric sp1it-plo~ analysis would be to 
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replace the linear functions of the covariate Z by smooth functions of plot position 
at each stratum. There are, of course, implications for the design: to be able to fit 
a curve we would need more replication at each stratum. Careful planning of the 
position of main-plots and sub-plots will also be necessary to allow for the estimation 
of a two-dimensional trend. 
Another possible approach to the semiparametric split-plot analysis is to use the 
mixed model decomposition of cubic splines and use similar ideas to the ones in the 
ANOVA with mixed-effects models. Some related work (Brumback and Rice, 1998) 
in this context has recently appeared. 
6.2.2 Profile likelihood 
The use of the profile likelihood and the closed form derived for the adjustments have 
opened further lines of research. When the parameters of interest are present in the 
mean and variance, the profile likelihood score cannot be integrated, and thus a closed 
form for the adjusted profile likelihood cannot be obtained. We proposed in chapter 3 
an approximate method to obtain it. However, methods to compare models when the 
adjusted likelihood is not available need further research. 
The bias and variance adjustments depend on the trace of matrices which may be 
quite large in some cases. Further investigation on approximations for the bias ad-
justment is needed. Computation of the adjustment information matrix might be 
simplified by extending the average information REML of Gilmour et al. (1995) to 
the class of regression models we presented in chapter 3. 
Kenward and Roger (1997) gave improved estimates for the standard errors of fixed 
effects estimated via REML. It would be of interest to compare them with standard 
errors obtained from the adjusted profile likelihood when the regression parameters 
are taken as parameters of interest. This method could be also applied to the stan-
dard errors of fixed effects for models in which the mixed-model decomposition of 
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splines is adopted. 
6.2.3 Smoothing and mixed models 
Several authors (Speckman, 1988; Severini and Wong, 1992) have studied the asymp-
totic properties of the method based on partial residuals (proposed by Speckman, 
1988) and concluded that in some cases the estimates of the regression part of the 
model are preferable to the estimates given in Green et al. (1985). Further inves-
tigation is needed to show whether the same argument follows in the extension of 
Speckman's method to semiparametric models with more than one smooth terms 
that we proposed in chapter 2. 
One of the main conclusions drawn from our work is that a spatial model for the anal-
ysis of agricultural field trails should be able to account for two-dimensional trends 
and local correlation, and correlation and smoothing parameters should be estimated 
simultaneously. This would be achieved if a mixed-model approach is used; however 
further work is still needed in this field. Models such as those given in Verbyla et al. 
(1998) account for local correlation and one-dimensional trends. These models may 
be improved if a mixed model decomposition for the thin-plate spline is found and 
incorporated in the model. The smoothing approach that we use here may also be 
improved if an approximate mixed-model decomposition for loess is found. These 
models could then easily be extended to estimate competition effects. 
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