In this paper, the secure energy-efficient transmission problem for an artificial-noise (AN)aided simultaneous wireless information and power transfer (SWIPT) and vehicle-to-infrastructure (V2I) communication system with the imperfect channel state information (CSI) is studied. The secure energy efficiency problem is formulated with the imperfect CSI, where the constraints contain the minimum secrecy rate request of the legitimate vehicle (LV), the minimum energy harvesting (EH) request, the maximum transmit power, and the power splitting (PS) value. By exploiting the maximum ratio transmission (MRT) scheme and the norm-bounded matrix theory, we convert the original intractable problem to a fractional optimization one with three variables. Then, a two-level optimization algorithm is presented for the nonconvex fractional optimization problem. By introducing an auxiliary slack variable, the first level problem can be solved via one-dimensional optimization algorithm. The second level fractional optimization problem was furhther converted into an integer optimization one by the Dinkelbach method, and the closed-form solutions of the transmit power and the AN power are provided. Simulation results are given to verify the performance of our presented algorithm.
consumption and the rate was derived [10] . Subsequently, the study on SWIPT was extended to various scenarios, such as multiple input single output (MISO) multi-user network [11] , relay network [12] , and heterogeneous network [13] . The main objectives of the above literature aimed to minimize the transmit power, maximize the system sumrate, or maximize the harvested energy. Recently, the research of system EE in SWIPT system has attracted extensive attention. A massive multiple input multiple output (MIMO) system with a TS structure was considered in [14] , an energyefficient resource allocation strategy based on the Dinkelbach method was derived, and the optimum parameters were the transmit power and the transfer duration. The EE tradeoff relationship between uplink and downlink in an orthogonal frequency division multiplexing access (OFDMA) system was investigated in [15] , and a near optimal resource allocation algorithm which reached the Pareto optimality was developed. The EE of a MISO SWIPT multi-user downlink system with zero-forcing beamforming was investigated in [16] . The problem was transformed into a joint power allocation and the PS value one; then, a Lagrangian relaxation coupled with Dinkelbach method was proposed.
Due to the broadcast characteristic of the wireless channel, when the transmitter transmits the confidential signal to the legitimate receivers (LRs), there exists a risk that the information may be eavesdropped by some eavesdroppers [17] . Therefore, physical layer security (PLS) has been considered as an emerging method to guarantee the security of SWIPT system [18] . From the viewpoint of information theory, the essence of PLS is to maximize the system secrecy rate (SR). Therefore, if we can weaken the intercepted signal and reduce the interference to the LR, it is possible to improve the system security performance. According to this idea, artificial noise (AN) is introduced into SWIPT system. The multi-antenna scenario and the cooperative relay were considered, and the influence of AN on the system secrecy rate in these two scenarios was analyzed, respectively [19] . A SWIPT system which consisted of a transmitter, an information receiver and multi energy receivers was considered, and the closed-form expressions for the secrecy outage probability and the SR were deduced, respectively [20] . For an AN-aided MISO multi-user SWIPT system, the total transmit power minimization was studied with the constrains of the harvested energy and the SR in [21] . A two-step optimization algorithm was presented for the non-convex problem. Furthermore, a sub-optimal genetic algorithm was also presented. A MISO SWIPT system with multiple eavesdroppers was considered in [22] . The joint AN-aided transmission and PS was designed to maximize the achievable SR with the constraints of the transmit power and the harvested energy, a local optimum algorithm was presented.
The above works assume that the transmitter knows the perfect channel state information (CSI) of the users. In fact, due to channel delay, channel estimation and quantization errors, it is not easy to achieve the perfect CSI.
The acquired CSI at the transmitter has an important impact on the system performance [23] . The CSI acquisition in SWIPT system was discussed comprehensively in [24] . The total transmit power minimization for a secure multi-user MIMO SWIPT system under imperfect CSI was considered, and a two-level optimization scheme was proposed in [25] . The inner problem was solved via Bernstein inequality and large deviation inequality, and the outer solution was achieved by the line-dimensional-like search method. A general imperfect CSI model which based on the statistical uncertainty was considered in [26] , the transmit power minimization was studied in a secure SWIPT system, and the system EE was a constraint rather than the optimal goal. The secure energy efficiency (SEE), which is defined as the ratio of the achievable secrecy rate to the total power consumption of the system, was studied at three levels of CSI knowing at the transmitter in [27] . At first, the perfect CSI of all users was considered. Then, the perfect CSI of the LR was known at the transmitter, but the distribution of the CSI of the eavesdroppers was assumed known. At last, the uncertain CSI of the LR and eavesdroppers with Gaussian distributed errors was further considered.
B. CONTRIBUTIONS
In this paper, the secure energy-efficient transmission for SWIPT vehicle-to-infrastructure (V2I) scenario with the imperfect CSI is investigated. The contributions are mainly summarized as follows:
(1) First, the SWIPT V2I communication is considered, and the SEE problem is formulated by considering the imperfect CSI. The constraints include the minimum SR request of the legitimate vehicle (LV), the minimum harvested energy request, the maximum transmit power, and the PS value. The three variables which need to be optimized are the precoding vector, the AN vector, and the PS value.
(2) Second, the formulated SEE problem is fractional and non-convex, which is intractable to solve. In order to reduce the complexity of the solving problem, we first adopt the maximum ratio transmission (MRT) scheme and the channel orthogonality for the confidential signal and the AN. Then the norm-bounded matrix theory is further used to tackle the CSI uncertainties.
(3) Then, the transformed transmission optimization problem contains the three optimized scalars. Due to the multi-variable coupling, it is still difficult to solve. A low complex two-level optimization algorithm is proposed to solve the transformed problem. By introducing an auxiliary slack variable, the first level problem is solved via one-dimensional search algorithm. The second level problem is a fractional optimization one, and can be further transformed into an integer optimization one by the Dinkelbach method. Furthermore, the closed-form expressions of the transmit power and the AN power are deduced, respectively.
C. ORGANIZATION
The remainder of the paper is organized as follows. Section II proposes the system model and problem formulation. The original problem is converted to a fractional optimization one with three variables in Section III. A low complex two-level optimization algorithm is presented to solve the transformed problem in Section IV. Section V shows the simulation results to verify the performance of the proposed algorithm. Finally, Section VI concludes this paper.
Notations: In this paper, lower-case symbols are used for scalars, boldface lower-case symbols denote vectors. C m×n stands for the m × n complex matrix. || · || represents the Euclidean norm of a matrix or vector, and [x] + represents max(0, x). x ∼ CN (µ, σ 2 ) means that x is a complex random variable that follows Gaussian distribution with mean µ and variance σ 2 .
II. SYSTEM MODEL AND PROBLEM STATEMENT A. SYSTEM MODEL
Consider a V2I communication scenario, the road-side unit (RSU) provides access service to one LV, and there are K eavesdropping vehicles (EVs). The CSI acquisition of EVs is not easy. It is assumed that the EVs are internal eavesdroppers so that the RSU has the knowledge of their channels. The RSU has N t > 1 transmit antennas, and each LV and EV is equipped with a single receive antenna. The received signals at the LV and the k-th EV can be written as
where h s ∈ C 1×N t and h k ∈ C 1×N t denote the channel vectors from the RSU to the LV and to the k-th EV, respectively.
x ∼ CN (0, 1) is the signal intended to the LV, w ∈ C N t ×1 is the precoding vector, and v ∈ C N t ×1 is the AN vector. n s ∼ CN (0, σ 2 s ) and n k ∼ CN (0, σ 2 k ) are the additive white Gaussian noise (AWGN) at the LV and the k-th EV, respectively.
Due to the limitation of channel estimation and quantization error, it is difficult to achieve the perfect CSI of the LV and the EVs at the RSU. A general imperfect CSI model based on the statistical uncertainty is considered in our paper [28] , [29] . Therefore, the imperfect CSI can be modeled as
whereĥ s ∈ C 1×N t andĥ k ∈ C 1×N t are the estimated CSI vectors for the LV and the k-th EV of the RSU, respectively. h s and h k are the corresponding CSI error vectors. It is assumed that α s and α k are the boundaries of h s and h k , and we have h s ≤ α s and h k ≤ α k . The PS scheme at the LV divides the received signal into two parts, one is used for information decoding (ID), and the other is energy harvesting (EH). Let ρ be the PS value, which denotes that ρ portion of the received signal is used for ID, and the rest 1 − ρ portion is used for EH. The received signal for ID and EH at the LV are
where n p ∼ CN (0, σ 2 p ) is the additive white Gaussian noise generated in the process of ID. Therefore, the signal to interference plus noise ratio (SINR) of the LV is given as
The EH at the LV is
where θ s is the power transfer efficiency for the EH. We consider that each EV employs all the harvested energy to decode information. Thus, the SINR of the k-th EV is
Similar to [30] and [31] , the achievable SR of the LV can be written as
B. POWER CONSUMPTION MODEL
The power consumption of the system can be modeled as [16] , [32] 
where w 2 + v 2 is the RF transmit power, and τ > 1 is the inverse of the power amplifier efficiency. P c is the other circuit power consumption which can be expressed as [33] P c = N t (P mix + P ft + P DA ) + (K + 2)P syn + (K + 1)(P LA + P mix + P IA + P fr + P AD ), (12) where P mix is the power consumption of the mixer, P ft is the power consumption of the transmit filters, P DA is the power consumption of the digital to analog converter, P syn is the power consumption of the frequency synthesizer, P LA is the power consumption of the low noise amplifier, P IA is the power consumption of the intermediate frequency amplifier, P fr is the power consumption of the receive filter, and P AD is the power consumption of the analog to digital converter.
C. PROBLEM STATEMENT
The SEE is defined as the ratio of the SR to the total power consumption of the system [26] . The SEE problem can be formulated as
C2
where (13b) is the minimum SR request of the LV, and r 0 is the minimum SR request; (13c) is the EH constraint of the LV, and the minimum EH threshold is e 0 ; (13d) is the constraint of the RF transmit power, and P t is the maximum transmit power; and (13e) is the range of ρ.
III. PROBLEM TRANSFORMATION WITH THE IMPERFECT CSI A. OPTIMIZATION PROBLEM WITH THE IMPERFECT CSI
The optimization variables in the optimization problem (13) contain the precoding vector, the AN vector, and the PS value.
To simplify the design, the MRT scheme is employed for the confidential signal. Thus, the corresponding precoding vector is defined as
where p w is the transmit power of the RSU. In addition, it is assumed that the AN vector is orthogonal withĥ s , i.e.,ĥ s v = 0. Therefore, the received signal of the LV does not include interference from the AN [19] . The AN vector can be denoted as
where p v is the AN power, andĥ ⊥ s is the normalized orthogonal vector ofĥ s , with ĥ ⊥ s = 1. If the CSI error is considered, the optimization problem (13) can be presented as
where
It should be noted that (16a) − (16e) and (13a) − (13e) are one-to-one correspondences. Due to the influence of CSI error, we should maximize the minimum SEE. That is, to minimize R s and maximize P s . In order to minimize R s , it is necessary to minimize γ s and maximize γ k . Similarly, in order to maximize P s , E s must be minimized.
B. PROBLEM TRANSFORMATION WITH THE NORM-BOUNDED MATRIX
The optimization problem (16) with multiple variables has infinite constraints due to the channel uncertainties. In order to reduce the solving complexity, we use the characteristic of the norm-bounded matrix, and convert the infinite constraints to the finite constraints.
The quadratic expression of (ĥ s + h s )ĥ H s 2 can be rewritten as 
where l is a norm-bounded matrix with l ≤ ε s . We can let ε s = α 2 s +2α s ĥ s . Based on the identity uAu H = Tr (Au H u) , (20) is further given by
Similarly, we can obtain
min
where (26) and (27) represent the minimization of the SINR of the LV and the maximization of the SINR of the EVs, respectively. The former can be relaxed to solve with the numerator minimization and the denominator maximization, while the latter can be obtained by solving the numerator maximization and the denominator minimization. We introduce the following lemma to solve the problems [34] . (30) where
Similarly 
Problem (16) can be further transformed into
IV. A TWO-LEVEL OPTIMIZATION ALGORITHM FOR THE TRANSFORMED PROBLEM
The optimization problem (34) is fractional and nonconvex, and is still difficult to solve. A low complex two-level optimization algorithm is proposed to solve the transformed SEE problem in this section.
A. THE FIRST LEVEL ALGORITHM
The numerator of the objective function (34a) and the constraint (34b) are a subtractive form, which makes the problem more complex. We introduce an auxiliary slack variable λ to simplify the numerator of (34a) [35] , and the numerator of (34a) can be rewritten as
where ln λ is the maximum rate for all EVs. We can control the rates of the LV and EVs by adjusting λ. From max ∀k ln(1 + γ k ) ≤ ln λ, we can obtain
In addition, R s should satisfy the constraint (34b), i.e. R s ≥ r 0 . Therefore, an upper bound of λ is given by
The optimization problem (34) can be reformulated as 
The reformulated problem (38) is a two-level optimization one. The first level problem contains only a single variable λ, and the one-dimensional search algorithm can solve it as shown in Algorithm 1.
Algorithm 1 The First Level Algorithm for Problem
solve problem (39), and get ψ(λ i ) 5.
= ∪ ψ(λ i ) then set i = i + 1 6. end 7. Choose the optimal ψ * (λ) and λ *
B. THE SECOND LEVEL ALGORITHM
The second level optimization problem (39) is a fractional one, and the objective function of (39) can be converted to a subtractive form by the Dinkelbach method [36] . The formed optimization problem with a new parameter can be expressed as
where η ≥ 0 is an introduced new parameter, and denotes the set of the feasible solutions for the optimization problem (39). We has the following lemma according to the Dinkelbach method.
Lemma 2: {p * w , p * v , ρ * } is the optimal solution for problem (39) if and only if it satisfies that
where η * =
. The detailed proof of Lemma 2 can be found in [36] , then we can obtain the optimal SEE by solving (η) = 0. The Dinkelbach method is an iterative algorithm. In each iteration, we can get a new η. When η can gradually converge to a stable value, the optimal SEE η * can be achieved. We mainly concern on how to solve problem (40) in the following contents.
For simplicity, the constant values in the objective function for problem (40) are omitted. Thus, problem (40) can be written as
Note that the one-dimensional search algorithm can be used to solve the optimal ρ, p w and p v for problem (42) through three-level loops, but its computational complexity is very high. Hence, a low complex algorithm is proposed to solve problem (42). We first rewrite problem (42) as
where p 1 (p v ), p 2 (ρ), and p 3 (p v ) can be expressed as (44), (45) and (46) based on the constraints (42b), (42c) and (42d).
Given ρ, problem (43) can be written as
If the AN power p v is fixed, problem (47) is a strict concave function of p w , so the solution of p w for problem (47) is unique. By computing the first order derivative of the objective function, the corresponding stationary point is
Because p w has boundary constraints, we can get the optimal p w at the stationary point or the boundary points. The optimal solution p w of problem (47) can be specifically written as
In addition, when the transmit power of the RSU is fixed, the objective function is a linear function of p v , and decreases monotonically with the growth of p v . From the constraint (42b), the possible solution set of p v is
be expressed as
In fact, ρ is discrete which is affected by the digital circuit. In the range of [0, 1], ρ is divided into M equal intervals. Therefore, we can search M discrete values to get the optimal value of ρ [32] . The second level algorithm for problem (39) can be seen in Algorithm 2.
V. NUMERICAL RESULTS
The numerical simulation results in this section are provided to validate the performance of the proposed two-level optimization algorithm, and the SWIPT V2I communication scenario with the imperfect CSI is considered. The number of the transmit antennas at the RSU is N t = 6, and there are one LV and K = 2 EVs. The maximum transmit power is P t = 36 dBm, and the channel bandwidth is W = 15 kHz. The noise power values of the LV and all EVs are σ 2 s = −60 dBm and σ 2 k = −39.95 dBm, respectively. The additional noise caused by ID is σ 2 p = −40 dBm. In addition, it is assumed that θ s = 0.65, τ = 3, e 0 = −10 dBm, and r 0 = 1 nat/s/Hz [16] . The interval of ρ is set M = 10 [37] . For the circuit power consumption P c , the parameters are P mix = 30.3 mW, P ft = P fr = 2.5 mW, P DA = 15.44 mW, P syn = 50 mW, P LA = 20 mW, P IA = 3 mW, Algorithm 2 The Second Level Algorithm for Problem (39) 1. System parameter initialization n = 1, p * w , p * v , η = 0, and = ∅ 2. Set the tolerance value β 3. for ρ = 0 : 1/M : 1
(1) solve the optimization problem (47) (2) get the optimal values {p w ,
(3) set n = n + 1, = ∅ (4) go to step 3 else
(1) the optimization problem (39) can be solved (2) break end if and P AD = 6.76 mW [33] . Let α s = α k = α. The line of sight (LOS) signal is predominated within the transmission distance, therefore the Rician fading can be applied to model the estimated CSI [26] .
where U is the set of the LV and all EVs, and K R is the Rician factor with 5 dB. h NLOS i ∈ C 1×N t denotes the Rayleigh fading component, and each element of h NLOS i is a random variable with mean 0 and covariance −30 dB. h LOS i ∈ C 1×N t is the LOS component, and a far-field uniform linear antenna array model is adopted for the LOS component. h LOS i = 10 −3/2 [1, e jθ i , e j2θ i , ..., e j(N t −1)θ i ] with θ i = − 2πd sin(φ i ) µ , and d is the minimum antenna distance at the RSU, µ is the the carrier wavelength, and φ i is the direction from the RSU to the i-th vehicle. Similarly in [11] , we set d = µ 2 , and {φ 1 , φ 2 , φ 3 } = {−30 • , −60 • , 60 • }. Fig. 1 shows the convergence behavior of the Dinkelbach method in the second level optimization algorithm for four times of random channels, where α = 0.002. The tolerance value of the Dinkelbach method is β = 10 −6 . If we set the computational complexity of solving p w and ρ as O(1), and the computational complexity of the second level algorithm can be denoted as O(T 1 T 2 ). T 1 is the number of iterations to solve p w by the Dinkelbach method. For each random channel, the predefined convergence performance can be obtained with no more than 10 times. T 2 is the number of times to search ρ, which is related with M , here we let M = 10 [37] . Therefore, the upper bound of the computational complexity for the second level algorithm is O(T 1 T 2 ) = 100. Fig. 2 examines the effect of the CSI errors on the average system performance. When α = 0, the transmitter can obtain the perfect CSI. It can be seen from Fig. 2 that, whether the perfect CSI or the presence of the CSI error, the SEE first increases with the transmit power, then all the SEE curves gradually become stable. For a given transmit power, the SEE with the perfect CSI is always better than that with the CSI error. The smaller the CSI error is, the closer the SEE performance is to that of the perfect CSI. In the later simulations, we set α = 0.002 for the imperfect CSI. Fig. 3 shows the SEE curves of the proposed algorithm vary with the maximum transmit power for the different minimum EH request and the minimum rate request. For the same minimum EH and rate requests, the SEE with the perfect CSI is better than that with the CSI error, which is consistent with the conclusion of Fig. 2 . For the same CSI error and the minimum rate request, the SEE performance with the minimum EH constraint −10 dBm is better than that with the minimum EH constraint −5 dBm. Similarly, for the same CSI error and the minimum EH request, the SEE performance with the minimum rate request of 1 nat/s/Hz is better than that with the minimum rate request of 2 nat/s/Hz. Therefore, there exists a better SEE for the smaller EH and rate request, which indicates that there is a tradeoff relationship between the SEE and the EH and the rate request. The SEE performance of the presented algorithm will be reduced with the increase of the EH and rate request. Fig. 4 illustrates a comparison of the average SEE for different algorithms with and without AN. SRM refers to that the system sum-rate maximization is the optimization goal. The average SEE for the proposed SEE algorithm initially increases with the growth of the maximum transmit power. When the SEE performance gets the maximum value, it remains stable. The average SEE for the SRM algorithm first increases with the maximum transmit power, when it reaches the maximum value, then it begins to decrease. The performances of both the proposed SEE algorithm and SRM algorithm with AN are better than those without AN. These results prove that AN can improve the system SEE. Fig. 5 shows the effect of the number of EVs on the system SEE with and without AN. With the increase of the number of EVs, the SEE values for the four curves all decrease. For the given number of EVs and the CSI status, the average SEE performance with AN is always better than that without AN. The average SEE performance with the perfect CSI and AN is the best, and the average SEE performance with the CSI error and without AN is the worst. Therefore, the proposed SEE algorithm with AN has a superior SEE performance, which verifies that AN is useful to improve the system SEE. Fig. 6 shows the change of the average SEE as the number of the transmit antennas increases for the proposed algorithm, and the maximum transmit power P t is 36 dBm. It can be seen that when the number of the transmit antennas increases, the SEE of the presented algorithm initially increases, then begins to decrease after reaching the maximum value. Too many transmit antennas will increase the circuit power consumption and lead to the degradation of the system SEE. Therefore, antenna selection algorithm can be further studied in order to improve the system SEE.
VI. CONCLUSION
In this paper, the SEE transmission problem for SWIPT V2I communication with the imperfect CSI has been researched. The SEE optimization problem was formulated with the constraints of the minimum SR request, the minimum EH request, the maximum transmit power, and the PS value. By exploiting the MRT scheme and the norm-bounded matrix theory, the original intractable problem was converted to a fractional optimization one. Then, by introducing a slack variable, a two-level optimization algorithm was presented for the non-convex fractional optimization problem. The first level problem was solved by the one-dimensional optimization algorithm. The second level fractional optimization problem was solved by the Dinkelbach method, and the closed-form expressions for the transmit power and the AN power were derived.
