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ウェーブレット画像変換の学習ソフトの試作
加治佐清光T
Implementation of Learning Software of Wavelet Image Transform 
Kiyomitsu KAJISA 
This technical paper 1'eports implementation of learning software of wavelet image transform 
using a C# language. First， abstracts of the main functions of this learning software， i.e. wavelet 
transfo1'm， wavelet compression， image saving， evaluation of image quality， and information 
embedding/detection， are 1'eported. Then， some experimental results using this learning software are 
shown， including processing time. This learning software is supposed to be not only useful fo1' 
students， who first learn wavelet transform， but also useful for experimenting information 
embedding in images using wavelet transform. It should be noted that the ze1'otree method fo1' 
compressing the wavelet coefficients is not included in this learning software. 
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まえがき
ウェーブレット画像変換の学習ソフトを試作したの
で，その機能の概要と学習ソフトを用いた実験例につ
いて報告する.
ウェーブレット画像変換は画像をウェーブレットに
より周波数変換する変換方式で，画像圧縮の国際標準
JPEG 20001)の基本方式としても採択された方式であ
る(JPEG2000はJPEGに比べてブロック間歪が少な
い特徴がある). 
代表的なウェーブレット(wavelet，さざ波)に平均
(低周波数成分)と差分(高周波数成分)を基本とす
るHaar(ハー ル)と， 4，6あるし、は 8個の数列で表
現する Daubechies(ドベシィ)がある.ウェーブレ
ット変換の詳細については文献 1)'"'-'4)を参照されたい.
2次元のウェーブレット画像変換は，一つの画像に対
し， Haarなどのウェーブレットを使用し，水平方向
の1次元ウェーブレット変換を垂直方向に順次施した
後に，垂直方向の 1次元ウェーブレット変換を水平方
向に順次施すことを，変換領域が 1画素になるまで，
1I2nごとに繰り返す(図 1を参照). 
言い換えると，一つの画像は，まず，四つのサブバ
ンド(低周波数成分 LL1と三つの高周波数成分 LH1，
HL1， HH1)に再構成され，次に， LL1はさらに四つ
のサブバンドへ再構成され LLnが 1画素になるまで
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この処理が繰り返される.このようにして，変換され
たウェーブレット係数が得られる.
本学習ソフトはウェーブレット画像変換を視覚的に
学習するソフトであるが，加えて，ウェーブレット変
換を用いた情報の埋め込み(電子透かし) 5)， 6)も学習
できるソフトである.
本学習ソフトの設計指針を次に掲げる.
(1)メニュー方式による機能や設定の選択ではなく，
何を選択したかが視覚的にわかるように，ラジオ
ボタン，チェックボタン，機能選択ボタンを常に
ウインドウ内に表示する.
(2)画像処理に関する基本的な処理結果はラベル表示
する.機能ごとの注意事項，エラー，処理結果は
メッセージボックスで使用者へ確認を求める.
(3)原画像や処理結果の画像を別ウインドウで表示せ
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図 1 ウェーブレット変換
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ず，比較が容易なように固定した二つの画像領域
のみを用いて画像表示する.
(4)処理後の画像を記録や再利用ができるように画像
保存の機能を設ける.
なお，本学習ソフトの試作には， MS Visual 
Studio. NET 7)のC#(シー・シャープ)を用いた.
c#はVisualC++とVisualBasicのオブジェクト指向
と視覚化の利点を採り入れた新たな言語である.また，
本学習ソフトのウェーブレット変換とウェーブレット
圧縮の機能は文献 4)を参考にしてプログラム化した.
2 学習ソフトの概要
像を読み込み，ウェーブレット変換を実施した直後の
状態を示す.ラベルには原画像とウェーブレット変換
係数に関する情報が表示される.もし， 8ビット/画素
の原画像がカラーマップ画像の場合は，カラーマップ
に従い，グレースケール画像へ変換される.
次に，図3下段の右側に示すように，ウェーブレツ
ト変換係数を画素の濃度値に変換して画像表示する.
ここでは，係数を 20倍し， 128を加え， 0""'255の範
囲に量子化しているので，より正の係数はより明るく，
より負の係数はより暗く， 0に近い係数は中間色で表
示される.図3下段右側の画像より，低周波数成分の
領域では係数の変化が多く，高周波数成分の領域では
輪郭部で大きい正負の係数が出現する様子が観察され
本学習ソフトの主な機能は，ウェーブレット変換， る.
ウェーブレット圧縮，画像保存，画質評価，および情 さらに，ワェーブレット変換係数は，設定された変
報埋め込み・検出である.それぞれ試作した学習ソフ . 換しきい値[%]のより大きい非ゼロ係数を保持するよ
トの実行ボタンに対応している.以下，それぞれの機
能の概要について述べる.参考までに，本学習ソフト
のファイル構成を図 2に示す.
2. 1 ウェーブレット変換
本学習ソフトのウェーブレット変換(Wavelet
Transform)は， Haarあるいは Daubechiesウェーブ
レットを用いて，BMP画像をウェーブレット変換し，
視覚的にわかりやすいように，その結果であるウェー
ブレット変換係数を画像として出力する機能である.
図3の上段に，指定したグレースケールの BMP画
原画像 BMP
うに，その他のより小さい変換係数はぜロへ強制的に
変換される.図3下段の左側に，残った非ゼロ係数を
黒画素として表示した画像を示す.図 3下段のラベル
表示より，変換しきい値が 50[%]の場合，最小の係数
(絶対値)は 3であることがわかる.この値は，変換
係数の絶対値をソートで並べ替えて得た結果で，ゼロ
への変換に使用される基準値である.
このようにして削減(decimate)された変換係数によ
り画像圧縮が可能となり，これらの非ゼロ変換係数を
用いてロッシーな (lossy，有歪の，非可逆の)復元画
像が生成されることになる.
(WTGRA Y. BMP) 
図2 ウェー ブ、レット画像変換の学習ソフトのファイル構成
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乙こでは，係数X20+128の画素{置として表示します
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図4 ウェーブレット圧縮
95%0)より小さいウエ」フレット変換係数を0にします.
但し，乙乙では，圧縮率(Z:(d:~Fぜ口係数の位置情報は含みません.
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図5 ウェーブレット圧縮
2.2 ウェーブレツト圧縮
ウェーブレット圧縮 (WaveletCompression)は，
Haarあるいは Daubechiesウェーブレットを用いて，
BMP画像をウェーブレット画像圧縮する機能である.
圧縮には前述の非ゼロ係数削減(decimation)の手法を
用いている.JPEG2000で使用されているウェーブレ
ットゼロツリー符号化(waveletzerotree encoding)の
手法は用いていない.また，この機能には圧縮ファイ
ルの生成は含まれていない(図5を参照). 
非ゼロ係数削減は，前述したように，ウェーブレツ
ト変換係数の大きい x%(圧縮率で設定)は保持し，
残りの(100-x)%の変換係数はすべて 0に変換する手
法である.図4の圧縮率 5%の場合，同図中のラベル
表示に示すように，ゼロ係数は 3%から 95%となるよ
うに， 48.375より小さいウェーブレット係数はゼロに
変更される.このようにして変更されたウェーブレツ
4 
ト係数に対してウェーブレット逆変換(Inverse
Wavelet Transform)が施され，復元画像が生成される.
ウェーブレット圧縮の機能は，ウェーブレット変換
の機能からウェーブレット係数の画像表示を省き，逆
変換による復元画像の表示を加えたものである.図4
右側に圧縮率 5%でウェーブレット圧縮したときの復
元画像を示す.原画像と対比し，画質劣化の様子がよ
くわかる.
2.3 画像保存
本学習ソフト内部で生成される BMP中間ファイル
は，図2中に示したように， WT. BMP， WTBW. BMP 
およびWTLBMPである.WT.BMPは変換しきい値
を用いたウェーブレット変換により，WTBW.BMPは
非ゼロ係数削減により生成され，画面表示される.
WTLBMPは，ウェーブレット圧縮の最後のウェーブ
レット逆変換により復元画像として生成され，画面表
示される.
これらの BMPファイルはそれぞれ対応する保存ボ、
タンを用い，名前を付けて保存できる.名前を付けて
保存するときのデフォルトのファイル名は，例えば
WTL BMPの場合， XXxxWTI. BMPである.ここで，
xxは原画像のファイル名， xxは指定された圧縮率を
示す.このデフォルトのファイル名(例えば， LENA10 
WTL BMP)は実験データの記録保存には有用である.
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る.平均画素誤差は次式により算出される.
(E.E / lj-dJj /) / MN /255， i= 1.M， j = 1..N えも
ここで，fは原画像の画素値，dは復元画像の画素値，
M，Nは縦横の画素数である.平均画素誤差は画素当た
りの平均誤差の 255レベルに対する割合である.
また，ピーク信号対雑音比は次式により算出される.
RMS= sqrt((.E.E /主j- dlJ /2) / MN) め
PSNR = 201og1o (255/RMS) ぼ}
ここで，sqrtは平方根であり ，RMSは平均二乗誤差
(root mean square error)を示す.
「開票開. T 園I
原画像:0:半学生用批判isa'!/.Wavelet半Images半LENA.BMP
復元画像:W口BMP
一ー
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情報埋~込み
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絶対値差分画像伽灯ちUB.BMP)を表示します.
平均画素誤差:5.101827閲
ピ}ク信号対雑音比PSN氏22.2264白目
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2.5 情報の埋め込み
以上がウェーブ、レット変換と圧縮に関する基本的な
学習内容であるが，この学習ソフトには簡単な情報埋
め込み(embed)・検出(detect)の機能が付いている.こ
こでの情報埋め込みは，使用者が文字列を入力し，そ
の入力された文字列の 110のビット列(図9中央の埋
め込み情報を参照)を基に指定範囲のウェーブレット
係数をある値に置き換えることにより実現される.図
8の右側に文字列 fHayatoJを埋め込んだ復元画像を
示すが，この例での平均画素誤差は 0.205%，PSNR 
は 48.5dBと，原画像との肉眼による区別は難しい.
また，この例では，図 1(a)の最後の行に示すように
埋め込み可能な最大ピット数は 8159ビットである.
5 
画質評価
2.4 画質評価
画質評価は，ウェーブ、レット圧縮あるいは情報埋め
込みにより生成された復元画像の原画像に対する画質
劣化を評価する機能である.保存された原画像と復元
画像の BMPファイルをロードすることによっても評
価できる.両画像の絶対値差分は差分画像(WTSUB.
BMP)として表示される.図6の右側に復元画像，左
側に差分画像を示す.大きい差分は輪郭部に出現する.
差分画像は濃度値の低い，薄い部分が鮮明に印刷され
ないが，画面表示ではその差を観察することができる.
画質評価の結果表示を図7に示す.画質劣化は，平
均画素誤差(AveragePixel Error)とピーク信号対雑音
比(PSNR:Peak Signal-to-Noise Ratio)により表現す
図7
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図8 情報埋め込み
E ~I 
画像に埋め込んだ情報は次句通りです.
H Ox48 0100 1000 
a Ox61 011 0 0001 
y Ox 79 01 1 1 001 
a Ox61 01 1 0 001 
t Ox 7 4 01 1 1 0100 
o Ox6f 011 0 1111 
OxOd 0000 1 01 
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図9 情報埋め込みと検出
情報の埋め込みにあたっては，係数を置き換える指
定範囲(Tl"'"'T2，初期値は 10"'"'100)を変更し，実験す
ることもできる.ここでは，ビット 0，1の埋め込み値
CO， Cl， ビット O の検出範囲 COL~COH， およびビッ
ト 1 の検出範囲 CIL~CIHは，正の場合，次式で与
えられる.
T1 
E 1>~(JJ. llt&O) tl 司・・・・温
画像(C:埋め込まれていた情報は次の通りです.
01001000 Ox48 H 
011 00001 Ox61 a 
01111001 Ox79 y 
011 00001 Ox61 a 
01 1 1 0 00 Ox 7 4 t 
011 01111 Ox6f 0 
000011 01 Oxd本
i::::::::::::::g~:::::: ::: ::::::::1 
CO 
埋め込み対象範囲
埋め込み値
• • 
C1 
T1 COL COH/C1L C1H 
CO = (T2-Tl)会2/6 + Tl 
Cl = (T2-Tl)合4/6 + Tl 
COL= (T2-Tl)*1/6 + Tl 
COH= (T2-Tl戸3/6 + Tl 
CIL = (T2-Tl)*3/6 + Tl 
(4) 図 10 情報埋め込み・検出のしきい値
CIH= (T2-Tl戸5/6 + Tl しきい値については，図 10のしきし1値と図9左側の
6 
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画像[c'::埋め込んだ情報は次の通りです.
HL. LH. HH領域で，
絶対値が10--10白ウ工』フレット係数[c'::関し，埋め込みとットが0なら40，1なら70の符号付き係数を埋め込む.
Ox48 -10.38563→D→-40 -38.31635→1→-70 -31.33367→0→-40 38.80249→0→40 -12.72792→1→ー 70-91.08419→D→-40 -14.49569 
→口→-4074.3346→D→40
Ox61 -30.09623→日→-40-22.80419→1→-70 -19.22447→1→-70 -29.43332→0→-4017.4125→0→40 -22.49483→日→-40-25.36746 
→0→-40 -56.2591 8→1→一70
Ox 79 -40.52606→D→-40 10.73919→1→7027.04683→1→7036.72536→1→70 13.61181→1→70 -34.51565→0→-40 -26.91425→0→ 
-40 -52.85623→1→-70 
Ox61 28.54944→0→40 41.14478→1→7028.8588→1→7032.6595→0→40 -1 6.08668→0→-40 -24.04163→0→-40 -13.47922→D→-40 
-23.73227→1→-70 
Ox74 13.12567→0→40 -12.99309→1→-70 -44.0174→1→-70 -49.18811→1→-70 -36.81374→0→-40 -38.09538→1→ー 70-1 0.07627 
→0→-40 -19.7106→0→-40 
Ox6f 1 0.96016→D→40 -27.44458→1→ー 70-17.14734→1→-70 -12.94889→0→-40 -26.47231→1→ー 70-34.9134→1→-70 52.45848→1 
→70 35.31115→1→70 
OxOd 36.99052→日→40-13.08147→0→-40 35.35534→0→4036.59278→0→4034.1179→1→70 -24.88132→1→ー 7015.77732→0→40
35.09017→1→70 
埋め込みぜット数 56 埋め込み可能Eット数 8159
|l:::::~: :~9!:~~~~:~ :::~J 
(a) 埋め込み情報(詳細)
I駒込時報φ制{詳細〉 種D
画像に埋め込まれていた情報は次の通りです.
HL. LH. HH領域で，
ウ工}フレッ卜{系散の絶対値力1~25'"'-'55ならとッ卜0を， 55""""85ならとッ卜1 を検出する.
-33.01305→0-60.94376→1 -31.33367→038.80249→o -80.61018→1 -45.82936→o -37.12311→029.07977→o Ox48 H 
-30.09623→0-68.05903→1 -64.4793→1 -29.43332→040.03992→0-45.12225→0-47.99487→0-78.8866→1 Ox61 a 
-40.52606→o 78.62143→1 72.30167→1 59.35278→， 58.86664→， -34.51565→o -49.54167→0-75.48365→1 Ox79 y 
51.17685→o 63.77219→1 74.11363→1 32.6595→o -38.7141→o -46.66905→o -36.10664→0-68.98711→1 Ox61 a 
35.75309→0-80.87534→1 -66.64481→1 -71.81554→1 -36.81374→0-60.72279→1 -32.70369→0-42.33802→o Ox74 t 
33.58757→0-72.69942→1 -62.40217→1 -35.57631→o -71.72714→1 -80.16824→1 75.0859→1 80.56598→1 Ox針。
36.99052→0-35.70889→035.35534→036.59278→079.37273→1 -70.13615→1 38.40474→o 80.34501→1 Oxd本
検出bト数 56
制御文字OxODは正し〈検出されました.
l r:: ::::;~~2r::::::::~::::~ I 
(b) 埋め込み情報の検出(詳細)
図1 情報埋め込みと検出(詳細)
しきい値の例を参照されたい.これは文献 8)の埋め込
み値 Tl，T2，検出しきい値(TlチT2)タを改良した独自
の手法である.
ここでの情報の埋め込みは低周波数領域 LLlを除
く，高周波数領域に対して行う. ウェーブデレット係数
の置き換えの例を図 1(a)に示す.
この手法によると，検出時に原画像を参照すること
なく，復元画像のみから埋め込み情報が検出できる.
また，攻撃に対しでも耐性があることが想定される.
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2.6 埋め込み情報の検出
情報を埋め込んだウェーブレット係数はウェーブレ
ット逆変換により情報を埋め込んだ画像として復元さ
れる.埋め込み情報の検出はこの復元画像を原画像と
してウェーブレット変換を施し，高周波数領域のウェ
ーブレット係数が式(4)で示した検出範囲内にあれば，
ビット Oあるいはビット 1として検出される.
文字列 iHayatoJ を検出した例を図9の右側と図
1 (b)に示す.現パージョンでは，英数字に加えて 2
バイトコードの漢字も埋め込め，コードとしては検出
加治佐清光
しきい値70首 50拡 30首
しきい値 10明 5覧 3首
図12 ウェーブレット変換 (Lena.Haar) 
できるが，検出文字列の表示は未サポートである.
なお，本来，情報埋め込みは圧縮後(指定圧縮率に
対応するように非ゼロ係数を削減後)のウェーブレツ
ト係数を対象とすべきであるが，ここでは，削減しな
いウェーブレット係数を対象としている.そのため，
検出時は当然であるが，情報埋め込み時も圧縮率を
100%に設定しておく必要がある.
3 学習ソフトを用いた実験例
試作した学習ソフトを使用して行った実験の例を以
下に掲げる.授業でこの学習ソフトを使用する場合は，
学生ごとに原画像やウェーブレットの種類を変えて実
験することなどが考えられる.
3.1 ウェーブレット変換
ウェーブレット変換後のウェーブレット係数に対し，
変換しきい値を変化させて設定した場合の出力画像を
図 12に示す.変換しきい値の割合の係数が非ゼロ係数
として保持され，黒画素で表現されている.1120圧縮
に対応する 5%では，大半の高周波数成分の係数がゼ
ロとなり，主に低周波数成分の係数を使用して画像が
復元されることがわかる.
3.2 ウェーブレット圧縮
学習ソフトの画質評価の機能を用い， Haarウェー
ブレット変換係数に対し，圧縮率を変化させた場合の
平均画素誤差と PSNRの特性を図 13に示す.圧縮率
が 100%のときの平均画素誤差は 0%で， PSNRは
200dBである.
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また， Haar， Daubechies-4， Daubechies-6ウェーブ
レットを使用したときのPSNRの特性を図 14に示す.
この例では， Haarウェーブレットに対し Daubechies
では 1'"'-'2dBの改善がみられるが， Daubechies-4と
Daubechies-6では大差はないことがわかる.
3.3 処理時間
2GHzのPentium4を搭載したパソコンを使用した
場合，原画像の読み込み・表示からウェーブレット変
換係数を得るまでは約 0.3秒，クイックソートで指定
された圧縮率の非ゼロ係数を残し，ウェーブ、レット逆
変換の後に復元画像を表示するまでは約 0.3秒と高速
に処理できる.これまでの実験例で使用した標準画像
Lenaは 256X256画素のグレースケール画像で、ある
が， 512x512画素のグレースケール画像を用いると
前半が約2.3秒，後半が約2.3秒の処理時間を要する.
ウェーブレッ卜画像変換の学習ソフトの試作
表 1 情報埋め込みと画質評価 (Lena)
ウェーブレット Haar DB-4 DB-6 
埋め込み可能ビット数 [bi t] 8159 6119 5743 
埋め込み文字数+OxOD[Byte] 1019 764 717 
埋め込みビット数 [b i t] 8152 6112 5736 
平均画素誤差 [首] 3.158 2. 600 2.51 
PSNR [dB] 25.91 27.07 27.21 
ただし，本学習ソフトの現パージョンで，次に述べ
る非常に長い文字列を埋め込む実験を行う場合は，図
9と図 1 に示した埋め込み情報と埋め込み情報の検
出のデータを表示するメッセージボックス内の，実際
には表示されない，表示データの生成に非常に時間が
かかる欠点がある.この点は今後，改良する必要があ
る.
3.4 情報の埋め込み
本学習ソフトは文字列情報を埋め込み，埋め込んだ
情報を文字列として検出することはできるが，実験の
ために埋め込み可能ビット数の 2値情報(擬似乱数あ
るいは 110の交互データ)を埋め込む機能は現バージ
ョンでは有していない.そこで，ここでは， 110の交
互データより成る文字'U'(Ox55)の連続した文字列を
メモ帳で作成し，それを本学習ソフトの埋め込み文字
列の入力欄にコピーすることにより，実験を進める.
ウェーブレットの種類を変えて 埋め込み可能ビッ
ト数に相当する文字数を埋め込んだ実験結果を表 1に
示す.使用した標準画像は今までの実験と同じく 256
X256画素の Lenaである.Daubechiesウェーブレツ
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図16 埋め込み文字数と PSNR(Lena) 
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図15 1019文字を埋め込んだ画像 (Lena，Haar， 25.9dB) 
図17 10文字を埋め込んだ画像 (Lena，Haar， 36. 3dB) 
図 18 原画像 (Lena，256 x 256画素)
加治佐清光
トよりも Haarウェーブレットを用いた方が，埋め込
み可能ビット数は大きいことがわかる 9) 図15にHaar
ウェーブレットを用いた場合の復元画像を示すが，画
質劣化が著しく，縦筋が目立つ.
次に，同様の方法で埋め込み文字数と PSNRとの関
係を実験した結果を図 16に示す. Haar よりも
Daubechies-4ウェーブレットの方がわずかに良好な
PSNRであるが，大差はない. 35dBを視覚的に画質
劣化の少ない画像の境界値とみなす 10)と，いずれのウ
ェーブレットの場合も百数十文字が実用上の埋め込み
可能な文字数とみなすことができる.図 17に Haar
ウェーブレットを用いて 100文字を埋め込んだ画像を
示す.また，画質の比較のために，図 18にLenaの原
画像を示す.
4 むすび
本報告では，試作したウェーブレット画像変換の学
習ソフトの機能概要と，その学習ソフトを用いた実験
例について報告した.画像処理の分野の学習において
は，肉眼で画像を観察することは非常に重要であるた
め，本学習ソフトはウェーブレット変換の原理と効果
を視覚的に体得するために有用であると思われる.ま
た，本学習ソフトのプログラムを基に，改良すること
により，各種の情報埋め込み手法を研究することも可
能である.
なお，本学習ソフト(初版)は削減した非ゼロ係数
を符号化するウェーブレットゼロツリー符号化の機能
はサポートしていない.今後の更新が望まれる.
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