



Universitat Politècnica de Catalunya 
BarcelonaTech (UPC) 
Facultat d’Informàtica de Barcelona (FIB) 
 




Desarrollo de un algoritmo energy-aware 
de enrutamiento y asignación de 
longitudes de ondas en redes ópticas 
 





















































No sería lícito empezar los agradecimientos sin nombrarlos a ellos, a mi familia, en concreto a 
mi padre, mi madre y mi hermana. Ellos han sabido educarme y ofrecerme una oportunidad 
única, poder estudiar aquello que más me gusta. Me han ayudado en los momentos difíciles, y 
han sabido entenderme cuando más lo necesitaba. 
También quiero agradecer a Sergio Ricciardi, mi tutor del proyecto, y a Germán Santos todo el 
apoyo que me han ofrecido durante estos 6 meses. Siempre han estado para resolverme 
cualquier duda, y me han ayudado a entender cualquier cosa que les preguntase. 
Es momento de acordarse de todos aquellos compañeros que han compartido horas y horas 
contigo, haciendo que cada día en la universidad fuese un regalo. Gracias por haberme 
aguantado durante tanto tiempo. 
El tiempo elegido para la realización de este proyecto ha hecho que Nerea, mi prima, haya 
aportado su granito de arena. Tengo que darte las gracias por haber cambiado mi vida y por 
haberme ayudado durante todo este verano a distraerme en los momentos más bajos. 
Para terminar, me gustaría dar las gracias también a un grupo de personas muy especial, ellos 
y ellas saben quién son, con las que he compartido gran parte de estos últimos 4 meses, 


































Lista de Figuras .............................................................................................................................. 7 
Lista de Tablas y Gráficos .............................................................................................................. 8 
1. Introducción ........................................................................................................................ 10 
1.1. El problema energético ............................................................................................... 12 
2. State Of The Art ................................................................................................................... 14 
2.1. Optical Networking ..................................................................................................... 14 
2.2. Técnicas de Multiplexación ......................................................................................... 16 
2.2.1. Grooming del tráfico ........................................................................................... 17 
2.2.2. Wavelength Division Multiplexing ...................................................................... 17 
2.2.3. Dense Wavelength Division Multiplexing ........................................................... 19 
2.3. Red de Transporte ....................................................................................................... 20 
2.3.1. Redes de primera generación SONET/SDH ......................................................... 20 
2.3.2. Redes de segunda generación ............................................................................. 22 
2.3.3. El plano de control ASON .................................................................................... 25 
2.3.4. El plano de control GMPLS .................................................................................. 26 
2.4. Componentes de una Red Óptica ............................................................................... 32 
2.4.1. La Fibra Óptica ..................................................................................................... 33 
2.4.2. Router electrónico ............................................................................................... 38 
2.4.3. Switch óptico ....................................................................................................... 38 
2.4.4. Optical Add-Drop Multiplexer ............................................................................. 38 
2.4.5. Amplificador Óptico ............................................................................................ 40 
2.4.6. Regeneradores 3R de señal ................................................................................. 42 
3. Routing and Wavelength Assignment ................................................................................. 45 
3.1. Introducción ................................................................................................................ 45 
3.2. Problema de RWA ....................................................................................................... 45 
3.2.1. Problema de Routing and Wavelength Assignment dinámico ............................ 47 
4. Un nuevo algoritmo de RWA: Hy.L.E.R.A. ........................................................................... 50 
4.1. Introducción ................................................................................................................ 50 
4.2. Algoritmo Hy.L.E.R.A. .................................................................................................. 51 
4.2.1. Función de coste Load Balancing ........................................................................ 53 
4.2.2. Función de coste Energy-Aware .......................................................................... 55 
4.2.3. Intercambio entre las funciones ......................................................................... 58 
6 
 
4.2.4. Algoritmo de Dijkstra .......................................................................................... 58 
5. Resultados del algoritmo Hy.L.E.R.A. .................................................................................. 65 
5.1. Red utilizada ................................................................................................................ 65 
5.2. Generación de conexión ............................................................................................. 67 
5.3. Patrón del tráfico de entrada ...................................................................................... 69 
5.4. Simulaciones ................................................................................................................ 70 
5.4.1. Simulación #1 ...................................................................................................... 70 
5.4.2. Simulación #2 ...................................................................................................... 73 
5.4.3. Simulación #3 ...................................................................................................... 77 
5.4.4. Conclusiones ........................................................................................................ 79 
6. Coste del proyecto .............................................................................................................. 80 
7. Apéndice .............................................................................................................................. 84 
7.1. Diagrama de Clases ..................................................................................................... 84 
7.2. Javadoc ........................................................................................................................ 86 
7.3. Código Java ................................................................................................................ 121 
7.3.1. Clase Main ......................................................................................................... 121 
7.3.2. Clase Connection ............................................................................................... 122 
7.3.3. Clase Router ...................................................................................................... 123 
7.3.4. Clase Fiber ......................................................................................................... 124 
7.3.5. Clase Lambda..................................................................................................... 127 
7.3.6. Clase Lightpath .................................................................................................. 128 
7.3.7. Clase Dijkstra ..................................................................................................... 129 
7.3.8. Clase Network ................................................................................................... 132 










Lista de Figuras 
1. Crecimiento mensual del tráfico de Internet. 
2. Velocidad media de conexión. 
3. Consumo eléctrico del sector ICT (año 2007). 
4. Estimación del consumo eléctrico hasta 2020 para el equipamiento ICT durante su uso. 
5. Evolución de la Red Óptica. 
6. Red óptica con 3 lightpaths. 
7. Tecnología WDM con 4 longitudes de onda. 
8. Esquema de una conexión genérica en una red SDH. 
9. Transparencia óptica en OTN. 
10. Esquema genérico de una red AON. 
11. Arquitectura de una ASON. 
12. Red MPLS. 
13. Ejemplo de asignación de etiquetas de la red 30.4 a la red 30.0. 
14. Esquema general de una red óptica. 
15. Estructura de una fibra óptica. 
16. Refracción de la luz. 
17. Haz de luz que se desplaza por el interior de la fibra debido a la refracción de la luz. 
18. Diversos haces de luz rebotando en una fibra multimodal. 
19. Fibra monomodal. 
20. Fibra multimodal y monomodal. 
21. Colisión de los fotones con partículas del medio (scattering). 
22. Atenuación en una fibra a diferentes longitudes de onda. 
23. Esquema de funcionamiento de un OADM. 
24. Ejemplo de funcionamiento de un OADM. 
25. Esquema de un ROADM. 
26. Regeneración 3R de la señal. 
27. Comparación de la señal de entrada y los 3 tipos de regeneración. 
28. Amplificación mediante efecto RAMAN. 
29. Grafo G que representa una red. 
30. Layered Graph correspondiente al grafo G con WDM para 2 longitudes de onda. 
31. Topología física de la red. 
32. Topología lógica correspondiente a la red física. 
33. Topología lógica con arcos pesados: ancho de banda disponible / ancho de banda total. 
34. Topología lógica con los arcos pesados mediante la función de load balancing. 
35. Topología lógica con longitud de las fibras. 
36. Topología virtual con los arcos pesados mediante la función de energy awareness. 





Lista de Tablas y Gráficos 
1. Ancho de banda de cada router. 
2. Probabilidad de aparición de cada router. 
3. Distribución de probabilidad de aparición de los routers. 
4. Patrón de llegada de conexiones. 
5. Resultados finales simulación #1. 
6. Bloqueo parcial vs Tiempo simulación #1. 
7. Bloqueo total vs Tiempo simulación #1. 
8. Consumo parcial vs Carga simulación #1. 
9. Consumo acumulado vs Tiempo simulación #1. 
10. Resultados finales simulación #2. 
11. Bloqueo parcial vs Tiempo simulación #2. 
12. Bloqueo total vs Tiempo simulación #2. 
13. Consumo parcial vs Carga simulación #2. 
14. Consumo acumulado vs Tiempo simulación #2. 
15. Resultados finales simulación #3. 
16. Bloqueo parcial vs Tiempo simulación #3. 
17. Bloqueo total vs Tiempo simulación #3. 
18. Consumo parcial vs Carga simulación #3. 
19. Consumo acumulado vs Tiempo simulación #3. 
20. Estudio del tiempo. 
21. Estudio del software. 
22. Coste total. 
23. Diagrama de Gantt 1. 
24. Diagrama de Gantt 2. 
25. Diagrama de Gantt 3. 






































A medida que avanza el tiempo, estamos viendo cambios importantes en la industria de las 
telecomunicaciones, y estos cambios afectan directamente a nuestro estilo de vida. Varios 
factores son los desencadenantes de estos cambios que se están produciendo. 
El primero y más importante es la continua e imparable necesidad de tener mayor capacidad 
en la red. Esta necesidad viene dada por la tremenda crecida de Internet y de la World Wide 
Web, los dos en términos de número de usuarios conectados y de tiempo, que afecta 
directamente al ancho de banda necesario para cada uno de ellos. 
En los últimos años, el tráfico de internet ha crecido de manera exponencial, y su previsión es 
que en 2016, el tráfico total de internet sea tres veces mayor que el observado en 2012 
(equivalente a un tráfico mensual de             1 de datos), y que los usuarios conectados 
a Internet crezcan desde              2 en 2012 hasta              en 2016 [web01]. 
En la siguiente figura podemos ver las previsiones del crecimiento del tráfico de Internet. 
Figura 1: Crecimiento mensual del tráfico de Internet [web01]. 
A día de hoy, las estadísticas más importantes no radican en la cantidad de usuarios que se 
conectan a Internet, sino en la cantidad de ancho de banda que se está utilizando, puesto que 
con el amplio despliegue de la tecnología DSL (Digital Subscriber Line), la velocidad media 
utilizada por cada usuario va en aumento [net01]. Si nos referimos a usuarios concretos, en la 
siguiente figura podemos observar la tendencia de dicha velocidad. 
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 Billones americanos; 
11 
 
Figura 2: Velocidad media de conexión. 
 
Como podemos observar, en España, por ejemplo, la velocidad media es de 5,2 Mbps, lo que 
supone un aumento del 4,3% respecto al cuatrimestre anterior, o un aumento del 14% 
respecto al año anterior [web02].  
Otro aumento importante en el ancho de banda solicitado han sido las empresas. Todas ellas 
necesitan redes de alta velocidad para poder manejar su trabajo lo más cómodamente posible. 
Estas redes suelen ser utilizadas para interconectar diferentes sedes de la empresa o también 
entre empresas. Las grandes empresas que solían utilizar redes de hasta        , están 
trabajando con redes de hasta        hoy [web02]. 
Todos estos cambios en las tecnologías y el aumento de la oferta, han hecho que el precio del 
ancho de banda se vea reducido, y esto ha permitido la creación de nuevas aplicaciones que 
tienen menos en cuenta la ocupación del canal, centrándose en los patrones de 
comportamiento que hacen que la experiencia de usuario sea más satisfactoria. 
Además, el tráfico en la red ya está claramente dominado por los datos en vez de por la voz. En 
el pasado, las redes estaban diseñadas para soportar de manera eficiente la voz, pero ahora es 
necesario cambiar ese comportamiento, para orientarse a redes que estén diseñadas al 
transporte de datos. 
Agrupando todos estos factores, se ha visto la clara necesidad de desarrollar redes ópticas de 
alta capacidad más allá de los laboratorios de investigación, y por eso estamos viendo un 
rápido despliegue de dichas redes en el sector comercial. 
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1.1. El problema energético 
A pesar de haber conseguido con estos avances controlar el crecimiento de Internet, otro 
factor surge a la luz. Se trata de la cantidad de energía necesaria para abastecer a todos los 
equipamientos de la red y a los centros de datos. Por este motivo, el consumo de energía está 
pasando a ser el primer factor limitante en vez del ancho de banda o la capacidad de 
computación. El escenario al que nos exponemos está dejando de ser sostenible bajo el 
sistema empresarial actual (business as usual), y por eso, se deben tomar nuevas medidas para 
poder seguir teniendo un Internet sostenible. 
Es lícito pensar que el sector (ICT) no emite directamente gases de efecto invernadero (GHG) 
durante la fase de uso, pero al pensar en las plantas tradicionales que alimentan los sistemas 
del sector vemos una clara emisión de gases de efecto invernadero. Esto se suma a los cambios 
climáticos globales que se están sufriendo, la escasez de recursos y la polución, haciendo que 
sea necesario tomar cartas en el asunto para reducir drásticamente las emisiones de gases a la 
atmósfera. 
Para hacernos una idea, en Reino Unido, la empresa de telecomunicaciones British Telecom es 
la mayor consumidora de energía del país [Bt11]. 
Por estos motivos, las grandes empresas ya empiezan a utilizar energías renovables para poder 
lidiar con el aumento en el consumo. Otra solución al problema es intentar reducir el gasto de 
lo ya existente, y por eso han surgido nuevas restricciones de eficiencia energética y el término 
de energy-awareness (conciencia de la energía) para poder crear planos de control orientados 
al consumo energético en la siguiente generación de Internet. 
A pesar de ser muy complicado estimar el consumo actual de todo el sector ICT, se han 
realizado diversos estudios que intentan entender cómo funciona nuestro mundo en el 
aspecto energético para predecir las evoluciones que van a surgir. Como ejemplo, la siguiente 
figura muestra el consumo eléctrico global del sector ICT en el año 2007. 
Figura 3: Consumo eléctrico del sector ICT (año 2007). 
Como vemos, el consumo total asciende a       . Este valor puede no decirnos nada, pero al 
ver que se trata del 8% de toda la energía eléctrica consumida globalmente, vemos que 
estamos en valores de consumo muy elevados. Mirándolo desde otro punto de vista, este 
consumo corresponde al 2,5% de energía primaria consumida globalmente.  
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Las emisiones de gases de efecto invernadero (GHG) de las TICs rondan el 2-3% de las 
emisiones mundiales, tantas como la industria de la aviación [Bone08]. 
Habiendo visto estos valores y viendo el problema de la escasez de algunas materias primas, 
debemos preguntarnos hacia dónde vamos y cómo va a evolucionar nuestro sector. A 
continuación vemos una gráfica de la estimación de los próximos años. 
Figura 4: Estimación del consumo eléctrico hasta 2020 para el equipamiento ICT durante su uso. 
Viendo esta figura podemos sacar una conclusión clara. El consumo total del sector ICT está 
creciendo de manera continua, de        en 2007 a unos        en 2020. Si asumimos que 
el aumento del resto de sectores puede rondar el 3%, la contribución relativa del consumo 
eléctrico del sector ICT pasaría de un 8,2% en 2007 a más del 14% en 2020 [Bone08].
Agrupando los factores más importantes anteriormente nombrados, como son la escasez de 
recursos energéticos, que hará aumentar el precio de la electricidad cada vez más, y el gran 
consumo actual, la eficiencia energética del sector ICT será crucial para nuestro futuro. 
En esta tesis se presenta primeramente el estado del arte de las actuales redes ópticas. A 
continuación se habla del problema de Routing and Wavelength Assignment y se presenta un 
nuevo algoritmo que intenta controlar factores tales como el consumo de los componentes de 
la red así como la restricción más comúnmente utilizada en estos casos, el porcentaje de 








2. State Of The Art 
En esta sección explicaremos el estado actual de las redes ópticas. 
2.1. Optical Networking 
Una red óptica es una red de telecomunicaciones de alta capacidad basada en tecnología 
óptica, donde los componentes realizan funciones de routing, grooming y restoration a nivel 
de longitud de onda. 
En una red del todo óptica (All Optical Network, AON) los datos son transportados de forma 
óptica desde el origen hasta el destino sin ninguna conversión opto-electrónica3. El Optical 
Internetworking Forum (OIF) define “Optical Internetworking” como una infraestructura de red 
en el cual el switch y el router son interfaces capaces de transmitir señales ópticas, o en los 
cuales se puede utilizar WDM4. 
En una red del todo óptica, la señal atraviesa únicamente el dominio óptico sin necesidad de 
utilizar conversiones O-E-O5. Todo el procesado de la señal – como la regeneración, el Routing, 
la conmutación y los posibles cambios de longitud de onda – se realizan única y 
exclusivamente en el dominio óptico. Los componentes necesarios para poder llevar a cabo 
este proceso son los OXC’s, los OADMs, los amplificadores ópticos (Optical Amplifier, OA) y los 
convertidores de longitud de onda. Estos dispositivos serán explicados más detalladamente en 
la sección 2.4. 
En la figura siguiente podemos observar la evolución de las redes ópticas a lo largo del tiempo. 
Figura 5: Evolución de la Red Óptica. 
                                                          
3
 Saltar del plano óptico al electrónico para realizar regeneración u otras funciones. 
4
 Wavelength Division Multiplexing: técnica de multiplexación utilizada en redes ópticas, lo definiremos 
más extendidamente en el siguiente punto. 
5
 Switch Optical-Eletronic-Optical. 
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En las primeras redes, la regeneración de la señal y la conversión de longitud de onda se 
realizaba necesariamente en el dominio electrónico (a). A medida que pasó el tiempo, la 
conversión de longitud de onda se pasó al dominio óptico, dejando únicamente la 
regeneración de la señal en el dominio electrónico (b). En el futuro, se prevé que la 
regeneración de la señal se pueda llevar a cabo directamente en el dominio óptico, y así no 
necesitar prácticamente para nada el uso del dominio electrónico. 
Las redes ópticas consisten en la interconexión de un nodo terminal (denominado 
comúnmente cliente o end-user, que es el encargado de originar y recibir tráfico), las fibras 
que transportan los datos, Optical Cross-Connects (OXCs), Optical Add-and-Drop Multiplexer 
(OADM), amplificadores y otros dispositivos. Los OXCs, denominadores anteriormente como 
Wavelength Router (WR) o Wavelength Routing Switch (WSR), son elementos que poseen la 
capacidad de conmutar la longitud de onda de la señal (Wavelength Switching Capability). Un 
OXC puede tener la capacidad para convertir longitudes de onda de una señal cuando no es 
capaz de enrutarla utilizando la misma longitud de onda que ya posee. De este modo se evita 
bloquear conexiones por no tener la misma longitud de onda en todo el camino. 
Un último elemento importante de las redes ópticas es el lightpath, que se define como un 
canal de comunicación punto a punto del todo óptico entre dos nodos de la red, el nodo 
origen y el nodo destino. El camino que atraviesa el lightpath viene definido por el algoritmo 
de routing utilizado. En los nodos intermedios se colocan OXCs que permiten que la señal viaje 
sin necesidad de conversiones Opto-electrónicas y Electro-ópticas. 
Aun así, todavía es necesario desviar la señal al dominio electrónico para limpiarla y eliminar 
impurezas6. Estas conversiones introducen retardo en la red a causa de la menor velocidad de 
los componentes electrónicos respecto a la alta velocidad que ofrecen los componentes 
ópticos. 
Si una red no posee elementos convertidores de onda, los lightpaths utilizan necesariamente 
la misma longitud de onda desde el origen hasta el destino. Este requisito se denomina 
Wavelength Continuity Constraint7 y el algoritmo que presentaremos en la sección 4 contiene 
esta restricción. 
Un requisito fundamental en una Wavelength Routed Optical Network es que si varios 
lightpaths atraviesan la misma fibra, necesariamente cada uno de ellos debe estar utilizando 
una longitud de onda diferente (Clash Constraint). 
En la figura siguiente se puede observar un ejemplo de una Wavelength Routed Network8 con 
cuatro lightpaths diferentes, cada uno de ellos utilizando su propia longitud de onda. 
                                                          
6
 Se está estudiando ya la regeneración 3R en dominios ópticos. 
7
 Esta restricción aumenta ligeramente la probabilidad de bloqueo de la red. 
8
 Podemos ver que: 
1. No hay convertidores de longitud de onda 




Figura 6: Red óptica con 3 lightpaths. 
Cabe destacar un aspecto, si bien es cierto que una sola fibra óptica se suele utilizar 
únicamente en un sentido (half-duplex), en los grafos que representan redes ópticas se dibuja, 
por convención, un único arco no orientado entre dos nodos para simbolizar la pareja de fibras 
que existe entre ellos (una para cada sentido de transmisión). 
 
2.2. Técnicas de Multiplexación 
En el transcurso de los años se han estado desarrollando diferentes técnicas para aumentar la 
eficiencia en el uso de las fibras ópticas. Estas técnicas basan su tecnología en la compartición 
de la fibra por varios clientes de manera concurrente, sin interferir unos con otros. De esta 
manera se consigue una transmisión múltiple por cada fibra. 
Las tres tecnologías que se han estado utilizando para este propósito son: Code Division 
Multiplexing (CDM), Time Division Multiplexing (TDM) y Wavelength Division Multiplexing 
(WDM). 
Code Division Multiplexing (CDM) consiste en la transmisión de todas las señales de entrada 
utilizando la misma frecuencia, y para conseguir que no haya interferencias entre ellas y que el 
receptor pueda ser capaz de separar las señales y utilizar la deseada, se utiliza la tecnología de 
espectro expandido (spread spectrum), donde a cada transmisor se le asigna un código que 
tiene la propiedad de ser ortogonal a todos los demás entregados en ese momento. De este 
modo, cuando el receptor aplica ese código a la señal recibida, el resultado es únicamente la 
señal emitida con dicho código. 
Time Division Multiplexing (TDM) es un método que permite introducir múltiples señales en 
una sola señal. Para conseguir esto, la señal de salida es dividida en muchos segmentos (slots) 
de una corta duración de tiempo. Cada uno de estos segmentos es asignado a una de las 
señales de entrada, y esta señal de entrada es reconvertida en el receptor basándose en el 
timing asignado. Para combinar las señales de entrada es necesario un multiplexor, que divide 
las señales en múltiples segmentos para crear la señal compuesta, asignando los slots de 
manera rotatoria, en una secuencia repetitiva. En este momento, la señal compuesta contiene 
datos de todos los transmisores. Al final de la transmisión, es necesario un demultiplexor que 
realiza el efecto contrario al multiplexor: separar la señal basándose en los timings y enviar 
cada parte al receptor correcto. Este método puede mejorar su transmisión mediante la 
técnica de grooming que será explicada en el punto 2.2.1. 
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Wavelength Division Multiplexing (WDM) es la tecnología principal para la concurrencia en 
fibras ópticas. Esta nueva tecnología introduce una nueva forma de concurrencia al poder 
utilizar n canales distintos e independientes en cuanto a velocidad y tipo de datos 
transportados en cada una de las fibras (speed and data independence). WDM, a diferencia de 
CDM y TDM, solo puede ser aplicado a la fibra óptica. 
La tecnología WDM posibilita la transmisión de múltiples canales en una sola fibra, modulando 
cada uno de ellos en una longitud de onda diferente. De este modo, cada canal de datos puede 
ser utilizado para transportar datos independientemente de todos los demás canales, sin que 
exista alguna interferencia entre ellos9. 
Por lo tanto, la capacidad total de una fibra utilizando este método, es la suma de todas las 
capacidades soportadas por cada una de las longitudes de onda que posee. 
A continuación hablaremos más extendidamente de WDM y de sus sucesores, ya que se trata 
de la próxima generación capaz de satisfacer la demanda de ancho de banda, que sigue 
creciendo. 
 
2.2.1. Grooming del tráfico 
Un  lightpath creado en una red óptica está asignado exclusivamente a un cliente. Esto hace 
que el ancho de banda utilizado por el cliente sea muy inferior al asignado por su longitud de 
onda. Este factor repercute directamente en el coste del acceso, ya que el cliente está 
pagando por algo que no está utilizando. Por este motivo, realizando grooming en el tráfico se 
puede conseguir que varios usuarios compartan el mismo lightpath reduciendo así el coste y 
aumentar la utilización de la red. 
Grooming hace referencia, pues, al embalaje de varios tráficos en una sola longitud de onda. 
Esta función suele ser realizada por los routers electrónicos. De este modo, un único canal 
puede transportar varios tráficos, multiplexando con la técnica oportuna. La conmutación 
electro-óptica es la que permite realizar grooming a nivel electrónico (a nivel del todo óptico 
no es posible todavía) [Groom]. 
 
2.2.2. Wavelength Division Multiplexing 
Este sistema de multiplexación surgió como la manera más económica de conseguir un 
aumento de ancho de banda en las redes ópticas. Existen otros métodos capaces de expandir 
la capacidad de la red, como podría ser instalar más cable o aumentar el bit rate del sistema 
para multiplexar más señales. 
El primer sistema, instalar más cable, puede ser una buena solución para áreas metropolitanas 
donde los conductos para fibra óptica ya están creados y, por lo tanto, su instalación es 
                                                          
9
 En realidad existe algunos problemas en cuanto a interferencias, pero se trata de temas que se salen 
de la visión del proyecto. 
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sencilla. Además, el precio de la fibra óptica ha decrecido sustancialmente, pero este sistema 
sigue siendo caro en lugares donde hacen falta construcciones mayores. 
El segundo sistema tampoco resulta muy económico. Muchos sistemas ópticos se encuentran 
funcionando a         , y aumentar su bit rate a         es caro, puesto que requiere 
cambiar toda la electrónica de la red. 
Por estos motivos, WDM ha sido la solución adoptada, ya que este sistema permite seguir 
utilizando la electrónica y las fibras ópticas que ya están instaladas actualmente sin necesidad 
de cambiar nada. 
En cuanto a su evolución, a principios de los años 80, la comunicación por fibra óptica estaba 
limitada a la transmisión por un único canal óptico. Además, los componentes existentes para 
la regeneración de la señal a causa de la atenuación que esta sufría eran componentes 
electrónicos, lo que suponía la necesidad de enviar la señal óptica al dominio electrónico, 
procesarla, y volver a introducirla en el dominio óptico, creando así un importante cuello de 
botella a causa de la diferencia de velocidades de los dos dominios. A principios de los años 90 
se consiguió un importante avance, al poder amplificar la señal directamente en el dominio 
óptico. 
En el primer año de desarrollo de la tecnología WDM, solamente eran soportadas 2 longitudes 
de onda por fibra, pero a medida que ha ido madurando esta tecnología, este número ha ido 
creciendo. Con Coarse Wavelength Division Multiplexing (CWDM) se pasaron a utilizar entre 8 
y 18 longitudes de onda por fibra, y con el último progreso, Dense Wavelength Division 
Multiplexing (DWDM), se consigue la increíble cifra de hasta 320 longitudes de onda por fibra 
(valor nominal de referencia: en la actualidad, 80 o 160 son los valores máximos usados en 
sistemas comerciales). 
DWDM supone una de las últimas fronteras tecnológicas disponibles para aprovechar el 
potencial de la fibra óptica, llegando a alcanzar velocidades de 1 Tb/s en una única fibra, 
aunque ya se están estudiando nuevas técnicas de multiplexación para redes ópticas, como 
puede ser OFDM10. 
Figura 7: Tecnología WDM con 4 longitudes de onda. 
                                                          
10
 Orthogonal Frequency Division Multiplexing: división del espectro en canales de diferente frecuencia, 
pudiéndolo repartir de manera variable. 
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2.2.3. Dense Wavelength Division Multiplexing 
El Dense Wavelength Division Multiplexing (DWDM) es una técnica de transmisión por fibra 
óptica. Consiste, al igual que su predecesor WDM, en la multiplexación de varias señales con 
longitud de onda diferente en una única fibra. De este modo, la fibra puede verse como un 
conjunto de canales ópticos paralelos, cada uno de ellos con su propia longitud de onda 
diferente a las usadas por el resto. La característica principal de esta tecnología es el hecho de 
que cada longitud de onda trabaja en una frecuencia11 diferente, haciendo posible el tratado 
de cada una de ellas por separado, sin interferir en las otras longitudes de onda. Esto posibilita 
la extracción y adición de una única longitud de onda de una fibra, y también permite convertir 
una longitud de onda a otra que pueda ser utilizada al estar libre. Esta última posibilidad 
permite reducir el porcentaje de bloqueo de la red sensiblemente, pero el hándicap que tiene 
es el coste del convertidor óptico de longitud de onda [Chla93]. 
La gran ventaja de este sistema, es la independencia que posee cada una de las longitudes de 
onda, pudiendo trabajar cada una de ellas a su propia velocidad (OC12-3/12/24/…/768) y a su 
propio formato (SONET/SDH, ATM, IP, etc.). 
Actualmente, con el uso de DWDM, se pueden llegar a utilizar 320 longitudes de onda en una 
sola fibra, llegando en cada una de ellas a una velocidad de 40 Gbps a nivel comercial, 
haciendo un total de            , suficiente para transportar el tráfico telefónico de Estados 
Unidos en hora punta. 
Únicamente con 40 longitudes de onda, cada una de ellas soportando un canal OC-192 
(       ) se conseguiría una velocidad de 400 Gbps, suficientes para transportar en un solo 
segundo 90.000 volúmenes de enciclopedia [Bijja02]. 
Como hemos visto anteriormente, es posible realizar grooming sobre fibras que estén 
utilizando la tecnología WDM o DWDM, y eso es gracias a una asociación de tecnologías: en 
concreto el uso de TDM sobre WDM. De este modo, cada una de las longitudes de onda se 
divide en muchos slots, y se asignan a los diferentes clientes del mismo modo que se hace en 
un sistema TDM convencional. Esta manera de realizar grooming, pero, no es del todo 
eficiente ya que siempre estamos dando el mismo peso a todos los tráficos de entrada, 
independientemente de que un cliente tenga que enviar mucha más información que otro. 
Por este motivo, cada vez más se está utilizando una nueva técnica aplicada a TDM sobre 
WDM, que recibe el nombre de Statistical Multiplexing. Con esta técnica, en vez de dividir cada 
longitud de onda en slots de tamaño fijo, se realiza una división variable de los diferentes 
canales, con el objetivo de adaptarse al tráfico actual que se está enviando por cada canal. De 
este modo, el sistema puede asignar slots de mayor capacidad a flujos de tráfico mayores, y 
conseguir así una mejora en el rendimiento de la transmisión. Esta mejora recibe el nombre de 
Statistical Multiplexing Gain. 
 
                                                          
11
 En realidad esta frecuencia equivale a una longitud de onda en el espectro óptico. 
12
 Optical Carrier: velocidades de transmisión estandarizadas. 
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2.3. Red de Transporte 
La infraestructura actual de la red telefónica está basada en su gran mayoría en la primera 
generación de las redes de transporte: estas son las jerarquías síncronas SONET/SDH 
(Synchronous Optical NETwork/Synchronous Digital Hierarchy). 
En sus inicios, estas dos redes se encargaban principalmente de hacer circular el tráfico 
telefónico, pero en los últimos tiempos se han utilizado para hacer circular también canales del 
tráfico de datos. 
Dado el crecimiento en la demanda de tráfico, a finales de los años 80 surgieron unas nuevas 
redes, en este caso asíncronas, que aprovechan al máximo la capacidad de los sistemas de 
transmisión al no enviar los datos a través de canales asignados en permanencia. Para evitar 
esto, los datos son agrupados en paquetes pequeños (células) de tamaño constante, y que 
pueden ser enrutados de manera individual mediante el uso de los denominados canales 
virtuales. Estas redes reciben el nombre de redes ATM (Asynchronous Transfer Mode). 
Después de esa primera generación, surgió la segunda generación de redes de transporte, que 
ya empezaron a ser mucho más encaminadas al transporte de datos mediante señales ópticas, 
como la Optical Transport Network (OTN) o la All Optical Network (AON). El plano de control 
utilizado generalmente en estas redes de transporte es ASON y GMPLS. 
A continuación ampliaremos un poco más esta evolución. 
 
2.3.1. Redes de primera generación SONET/SDH 
La red de transporte actual está basada básicamente en la tecnología SDH. 
SDH hace referencia al nombre internacional de la tecnología y también a la red europea 
síncrona, mientras que la red equivalente en el lado americano es conocida como SONET. 
El sincronismo de estas redes radica en el hecho de que todos los dispositivos de la red utilizan 
como referencia un único reloj. Por este motivo, esta modalidad de redes ofrece la posibilidad 
de transportar diferentes formatos, utilizando en su interior la tecnología antecesora PDH13: 
esta característica será utilizada para transportar los datos de las redes ópticas. 
La red SDH tiene muchos puntos fuertes [Bon03]: 
 Estandarización completa de todas las características funcionales, tales como la 
jerarquía de multiplexación, el control del rendimiento de la red, el modo de 
protección y enrutado, etc. 
 Utilización de una multiplexación síncrona que permite la inserción de tráfico a 
velocidades reducidas y tráfico a velocidades elevadas sin tener que realizar una 
                                                          
13
 Plesiochronous Digital Hierarchy. “Plesiochronous” significa reloj, ya que toda la red trabaja a una 
frecuencia similar, pero no idéntica. 
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demultiplexación y una multiplexación completas; análogamente, es posible extraer 
directamente un flujo de tráfico a cualquier velocidad. 
 Integración de varios canales auxiliares en la trama que permiten un control continuo 
de la tasa de errores y que contienen la información necesaria para los procesos de 
gestión, administración, mantenimiento y configuración de la red, que también son 
procesos estandarizados. 
Sin embargo, la red también tiene sus puntos débiles [Bon03]. En primer lugar, a pesar de que 
todas las conexiones entre nodos de la red troncal e instalaciones ya realizadas en áreas 
metropolitanas se realizan mediante tecnología óptica, la red de transporte, basada en 
tecnología SDH, no puede ser considerada una red óptica como tal, ya que todo el tratado de 
señales se realiza en el nivel eléctrico mediante los dispositivos Add and Drop Multiplexer 
(ADM) y Digital Cross-Connect (DXC). 
Para realizar esta operación, es necesario, por lo tanto, convertir la señal óptica que está 
siendo transmitido a una señal eléctrica, incluso cuando no es necesario hacerlo ya que la 
degradación óptica acumulada en el transcurso todavía no sobrepasa un límite peligroso. 
Figura 8: Esquema de una conexión genérica en una red SDH. 
 
Existe otro punto débil relativo a la jerarquía de multiplexación SDH diseñada principalmente 
para su uso con señales telefónicas. Esto hace que la transmisión de datos presente algunas 
limitaciones. En particular, los datos deben ser siempre encapsulados en el payload SDH para 
poder ser transportados, impidiendo así una transmisión directa a nivel óptico, ya que toda la 
gestión se realiza en el nivel SDH. 
La última generación de sistemas SDH ya introducen nuevas prestaciones para orientarse de 
mejor modo al transporte de datos. Funcionalidades como Generic Frame Procedure y Virtual 
Concatenation son un ejemplo, aunque no impiden que siga siendo necesaria la utilización de 
la capa SDH. 
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SDH provee diferentes módulos de transporte llamados STM (Synchronous Transport 
Modules), cada uno de ellos con su propia velocidad: 
                
                
                  
                 
Del mismo modo, SONET también ofrece un conjunto de velocidades estándar denominadas 
OC-x (Optical Carrier levels). La primera de estas velocidades se denomina velocidad base 
(51,84 Mbps) y todas las demás son múltiplos de esta velocidad base. Los niveles son los 
siguientes: 
              
                                        
                                         
                 
                                        
                                        
                     
                 
 
2.3.2. Redes de segunda generación 
Presentamos ahora las redes de segunda generación OTN y AON, junto con los planos de 
control ASON y GMPLS. 
 
2.3.2.1. La red de transporte óptica OTN 
Con esta red de transporte, denominada Optical Transport Network, se persigue el objetivo de 
eliminar los puntos débiles que presenta SDH, descritos en el punto anterior, y conseguir así, 
con el paso del tiempo, hacer realidad las redes del todo ópticas. 
Las características de las OTN están bien definidas con una serie de recomendaciones ITU-T 
(International Telecommunications Union - Telecommunications). Una OTN está formada por 
un conjunto de elementos ópticos ONE (Optical Network Elements), conectados mediante fibra 
óptica, y que ofrecen las funcionalidades de transporte, multiplexación, enrutado, gestión y 
supervisión de los canales ópticos que transportan señales de clientes, con un tratamiento que 
se realiza casi en su totalidad a nivel óptico. 
Análogamente con la red SDH, la arquitectura de la red OTN está estructurada en tres niveles: 
el canal óptico, la sección de multiplexación de los canales ópticos y la sección de transmisión 
(a través de terminales o bien a través de amplificadores ópticos). 
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Para el transporte de señales, OTN define tres tipos de contenedores: la primera adaptada 
para transportar señales con frecuencias que rondan los           (ODU-1); la segunda para 
señales de                (ODU-2); la tercera para señales de               (ODU-3).  
En este tipo de contenedores se pueden mapear cualquier tipo de señal de entrada (IP, ATM, 
Ethernet, STM): a la entrada de la red, el sistema, además de asignar el canal óptico y la 
longitud de onda a utilizar por la transmisión, también encamina el tráfico (teniendo en 
cuenta, naturalmente, la capacidad en ese momento de la red, para conseguir el máximo 
rendimiento de esta). Al poder utilizar tráfico de tamaño variable para los contenedores, el 
sistema también se encarga de rellenar el posible sobrante de los contenedores utilizando 
símbolos especiales conocidos que indican la ausencia de datos en esa zona. 
Esta característica de OTN garantiza una elevada transparencia a las señales enviadas por el 
cliente dentro de la red óptica. 
La trama de cada uno de los tres tipos de canales anteriormente nombrados está formada por 
un payload, en el cual se introducen los datos a enviar, y de un overhead, donde se encuentra 
toda la información necesaria para la gestión de la configuración y posibles señales de aviso, 
utilizadas para el control del rendimiento. Con esta estructura de trama en los canales ópticos 
OTN se supera la restricción del nivel SDH, ya que cada canal óptico es provisto de todos los 
recursos necesarios para la propia gestión. De este modo, la señal del cliente puede ser 
directamente introducida y enviada por el canal óptico sin necesidad de tener que mapearla 
previamente en una trama SDH. 
Otra característica de OTN es la transparencia óptica, es decir, la capacidad de la red de 
transportar señales ópticas durante una larga distancia sin necesidad de conversiones O-E y E-
O. Esta transparencia, pero, no es absoluta a causa de diversas limitaciones, debidas 
principalmente al hecho nombrado anteriormente de la degradación en la transmisión óptica, 
o al hecho de que no toda las funcionalidades de la red pueden realizarse a nivel óptico, de 
momento. 
La tecnología existente hoy en día ya permite la inserción y la extracción de canales a nivel 
óptico mediante dispositivos OADM (Optical Add-and-Drop- Multiplexer), pero todavía existe 
una limitación a causa de los OXC (Optical Cross Connects). Los OXC existentes hoy en día en el 
mercado no ofrecen la fiabilidad ni el consumo necesarios para su utilización. Desde el punto 
de vista de transparencia óptica, por lo tanto, la red presenta esta característica si se divide en 
tramos independientes (         ), en los que el tráfico es mantenido siempre en el 
nivel óptico, hasta llegar a la regeneración 3R, necesaria para eliminar la degradación 




Figura 9: Transparencia óptica en OTN. 
 
2.3.2.2. La red de transporte del todo óptica AON 
La red del todo óptica (All Optical Network, AON), constituye el último paso hacia el objetivo 
final en la evolución de las redes de transporte, al eliminar casi por completo la regeneración 
electrónica en lugares interiores de la red de transporte, permitiendo así una completa 
transparencia de servicio. 
La evolución de OTN hacia AON se ha producido gracias al aumento gradual de la superficie 
ocupada por los tramos independientes ópticos, hasta el punto de crear un único tramo óptico 
en el cual la señal del cliente solamente sufre una conversión electro-óptica en el punto de 
origen y una conversión óptico-eléctrica en el punto de destino. 
Esta evolución será cada vez más posible a medida que aparezcan de manera comercial y a 
coste reducido los dispositivos que por ahora no operan en el nivel óptico en su totalidad 
(OXC, convertidores de longitud de onda, regeneradores ópticos, etc.). 
Figura 10: Esquema genérico de una red AON. 
En realidad, la creación de una AON no está solamente vinculada a la disponibilidad 
anteriormente mencionada de los dispositivos que todavía no son capaces de trabajar 
totalmente en el nivel óptico, sino que existen también otras restricciones impuestas por el 
funcionamiento y la gestión de la red de transporte [BonPag03]. 
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En el estado actual que nos encontramos, parece ser necesaria una regeneración a nivel 
electrónico en el punto de interconexión entre la red del cliente y la red del operador, con el 
objetivo de mantener bien separadas las responsabilidades en relación al cumplimiento del 
SLA (Service Level Agreement). Por este motivo, uno o dos puntos de regeneración deben 
mantenerse para las diferentes interconexiones entre niveles de la red (acceso, red 
metropolitana, conexiones con la red troncal) para efectuar operaciones de grooming de la 
señal del cliente de baja capacidad en flujos de capacidad superior, para conseguir un elevado 
porcentaje de utilización del sistema transmisor. 
Otro punto crítico de una red del todo óptica recae en la dificultad de mantener bajo control la 
calidad del canal óptico. La medición directa de la tasa de errores, objetivo definido en el SLA, 
es posible únicamente en el nivel eléctrico. Las medidas tomadas en el nivel óptico (Optical 
monitoring) como la potencia transmitida o recibida por los diferentes canales, la relación 
señal/ruido óptico y la desviación de frecuencia del canal simplemente nos ofrecen una 
indicación de cómo se encuentra en cada momento el rendimiento y la tasa de errores, pero 
no ofrecen un medida real del funcionamiento de la misma. 
A pesar de poseer los puntos críticos anteriormente mencionados, a día de hoy, el final del 
camino son las AON, y conseguir una transparencia de servicio completa puede crear un salto 
importante en el rendimiento de las redes tal y como las conocemos, evitando el bajo 
rendimiento del canal electrónico frente al canal óptico. 
 
2.3.3. El plano de control ASON 
Un significativo enriquecimiento de las redes OTN viene provisto por ASON (Automatically 
Switched Optical Network) [Pag02]. Una arquitectura ASON se basa en la creación de un plano 
de control que puede realizar ciertas funciones típicas de los sistemas de gestión centralizada, 
y se coloca entre los distintos elementos de la red OTN y el plano de gestión. 
Figura 11: Arquitectura de una ASON. 
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Cada ONE debe poseer un OCC (Optical Connection Controller) para poder realizar la 
interconexión con otros elementos OCC y con el sistema de gestión centralizado y así poder 
enviar comandos a uno o más ONE. 
Una arquitectura ASON presenta numerosas ventajas respecto a una arquitectura tradicional 
de funcionamiento manual: 
 Descubrimiento automático de los recursos. 
 Cada nodo puede encontrar a sus vecinos en la red de forma automática. 
 Cada nodo puede construir la topología de la red por sí mismo. 
 Adición de restricciones con el propósito de establecer el trayecto óptimo. 
 Realización rápida y automática de rutas en cada nodo. 
Además, ASON no sólo mejora la calidad de servicio de transporte ofrecido (en términos de 
tiempo de respuesta y re-enrutado en caso de fallo), sino que ofrece nuevos servicios como el 
Bandwidth on Demand y la Optical Virtual Private Network. Con el primer servicio se puede 
controlar la cantidad de ancho de banda del cliente, y con el segundo servicio es posible 
configurar la transmisión mediante las tan conocidas VPNs14. 
2.3.4. El plano de control GMPLS 
Esta tecnología representa el estándar de facto para las redes ópticas. Se trata del Generalized 
MultiProtocol15 Label Switching16 (GMPLS). 
Esta tecnología juega un papel importante en las redes del todo ópticas al actuar como un 
puente entre el nivel IP y el nivel óptico. 
GMPLS fue propuesto por la Internet Engineering Task Force (IETF) como extensión del plano 
de control MPLS. 
Para explicar las mejoras de GMPLS, explicaremos primero cómo funciona un sistema MPLS. 
 
2.3.4.1. Componentes de una red MPLS 
Las redes MPLS están compuestas esencialmente por dos tipos de routers: el Label Switch 
Router (LSR) y el Label Edge Router (LER). Los LSR constituyen los nodos centrales de la red, 
mientras que los LER se encuentran en los nodos exteriores de la red, que conectan 
directamente con el cliente (Customer Premises Equipment, CPE), o con otra red IP. 
En la siguiente figura podemos ver un ejemplo de una red MPLS. 
 
                                                          
14
 Permiten enviar y recibir datos utilizando redes públicas, pero simulando que los componentes se 
encuentran conectados en la misma red privada. 
15
 Es independiente de la subred de transporte y del protocolo de red adoptado. 
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Figura 12: Red MPLS. 
El enrutado en este tipo de redes puede ser dividido en dos componentes: el control plane y el 
forwarding plane. 
El primero de ellos construye y mantiene la tabla de encaminamiento de la red utilizando 
alguno de los protocolos y algoritmos de Routing, como puede ser OSPF (Open Shortest Path 
First) o IS-IS. 
El segundo plano se encarga del enrutado de los paquetes que llegan al router, utilizando la 
información proporcionada por la etiqueta del paquete y la tabla de encaminamiento 
proporcionada por el plano de control. 
Para poder realizar estas dos funciones, los componentes de una red MPLS están compuestos 
por el control component y el forwarding component: 
 El control component se encarga de la asignación de etiquetas y la concordancia entre 
nodos adyacentes en el uso de dichas etiquetas. Esto supone una inteligencia de nivel 
3 (IP addressing, IP Routing). 
 El forwarding component simplemente realiza la función de label swapping 
(intercambio de etiquetas), lo que supone una inteligencia de nivel 2. 
Veamos algunas características más de los dos tipos de routers en las redes MPLS. 
2.3.4.1.1. Label Switch Router (LSR) 
La arquitectura del Label Switch Router en su interior está compuesta por los dos 
componentes explicados anteriormente. El componente de control realiza funciones muy 
parecidas al router IP normal. Utiliza un protocolo de encaminamiento para recoger 
información de toda la red, y así poder utilizarla para crear una tabla de encaminamiento que 
será utilizada posteriormente  cuando se requiera un nuevo LSP (Label Switched Path). 
El forwarding component trabaja como un switch normal, y su única función es leer la etiqueta 
del paquete de entrada, y gracias a la tabla de encaminamiento, añadir la etiqueta 
correspondiente y mandar el paquete por la puerta oportuna. 
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Esta división presenta notables ventajas ya que es posible cambiar el modo de 
encaminamiento modificando únicamente el software del componente de control. De este 
modo, el estudio y la implantación de nuevos algoritmos no suponen un coste elevado. 
2.3.4.1.2. Label Edge Router (LER) 
El Label Edge Router, también conocido como LSR del extremo, son un caso particular de 
routers LSR en los que una parte realiza funciones basadas en etiquetas, y la otra parte 
funciona con el modo IP tradicional. 
El funcionamiento del LER es el siguiente: cuando recibe un paquete del dominio IP para ser 
enrutado dentro del dominio MPLS, el LER utiliza la información de la tabla de 
encaminamiento para determinar la etiqueta apropiada que debe contener dicho paquete. 
Una vez encontrada, añade la etiqueta al paquete y lo envía por la puerta oportuna. Cuando el 
LER de destino recibe el paquete, este elimina la etiqueta y envía el paquete por el dominio IP 
de la manera convencional. 
El manipulado de etiquetas llevado a cabo por estos routers puede ser mediante tres 
operaciones diferentes: swap, push y pop. 
En una operación de swap, el router elimina la etiqueta actual del paquete para introducir una 
nueva, y posteriormente enviar el paquete por el camino asociado a dicha etiqueta. 
En una operación de push, el router no elimina ninguna etiqueta existente, sino que añade 
encima de todas las que ya haya una nueva. Esto permite trabajar con jerarquías de redes 
MPLS, y por ejemplo, trabajar con VPNs MPLS. 
En una operación de pop se realiza el proceso contrario al push, en vez de añadir una etiqueta, 
simplemente se elimina una de las etiquetas ya existentes. Este proceso recibe el nombre de 
desencapsulado, y mediante esta técnica, el paquete va siendo liberado de entornos MPLS. Si 
la etiqueta que se elimina resulta ser la última, entonces el paquete sale de todo dominio 
MPLS. Esta función suele ser realizada en la mayoría de los casos por los LERs. 
Otro punto importante en las redes MPLS es la distribución de las etiquetas a lo largo de todos 
los routers LSR y LER de la red, para evitar colisiones en el uso. Este problema se resuelve con 
el uso del Label Distribution Protocol, que se encarga de intercambiar información entre los 
routers vecinos y así crear, mantener y actualizar las bases de datos de los Label Switched Path 
(LSP). 
A continuación vemos un ejemplo de todo el funcionamiento. 
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Figura 13: Ejemplo de asignación de etiquetas de la red 30.4 a la red 30.0. 
Este ejemplo muestra la asignación de las etiquetas y la creación del lightpath. Las tablas 
mostradas solamente contienen las entradas necesarias para el ejemplo. 
El LER B utiliza las etiquetas 35 y 48 para identificar respectivamente a las redes 30.0.x.x y 
30.1.x.x. Dada esta asignación, el LSR C deberá aplicar, por ejemplo, la etiqueta 35 a todos los 
paquetes destinados a la red 30.0.x.x. Vemos en detalle cómo se realiza esto. 
Cuando el LER B asigna alguna etiqueta a sus redes, esta información es enviada también a los 
routers vecinos. De este modo, en algún momento, el LSR C recibirá la información de que la 
etiqueta 35 está asociada a la red 30.0.x.x del LER B, por lo tanto, debe encaminar los paquetes 
por el puerto 3 con etiqueta 35 para llegar a este destino. Además, el LSR C decide asignar la 
etiqueta 1117 a los paquetes entrantes con destino a dicha red. 
Del mismo modo anteriormente explicado, el LER A recibirá la información de que para llegar a 
la red 30.0.x.x debe enviar los paquetes con etiqueta 11 utilizando su puerto 2 (para llegar al 
next-hop, que es el LSR C). 
Llegados a este punto, todas las tablas se encuentran actualizadas para poder enviar un 
paquete desde la red 30.4 hasta la red 30.0. El LER A hará un push de la etiqueta 11 y enviará 
el paquete por el puerto 2. Cuando el LSR C reciba el paquete, realizará un swap de etiquetas 
intercambiando la 11 por la 35, y enviará el paquete por el puerto 3. Una vez el LER B reciba el 
paquete, hará un pop de la etiqueta 35 y enviará el paquete por el puerto 1, y así hacerlo llegar 
a la red 30.0, donde ya se realizará el enrutado mediante la cabecera IP. 
 
                                                          
17
 La asignación es arbitraria, y se puede utilizar cualquier valor siempre que no cree conflictos. 
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2.3.4.2. Características de MPLS 
Veamos ahora alguna de las características más importantes de MPLS, que son comunes a 
GMPLS, ya que se trata de una extensión. 
La característica más significativa es el enrutado mediante una simple etiqueta, ya que este 
método presenta una eficiencia muy superior al enrutado tradicional. La ventaja de esta 
tecnología reside en el hecho de que el análisis de la cabecera IP únicamente se realiza en la 
entrada del dominio MPLS, permitiendo así la aplicación de técnicas de ingeniería de tráfico 
para mejorar la calidad de las conexiones individuales y de la red entera. 
Este protocolo reúne las siguientes ventajas: 
 Soporte completo para Traffic Engineering (TE). 
 Capacidad de garantizar la Calidad de Servicio (Quality of Service, QoS). 
 Capacidad de formar VPNs (mediante label stacking, como ya hemos explicado 
anteriormente). 
 Posibilidad de gestionar los tipos de servicio ofrecidos. 
 Enrutado más rápido mediante el uso de etiquetas. 
 Los componentes de una red MPLS son simples extensiones de dispositivos ya 
existentes: las funciones de un LSR las puede realizar un switch óptico simplemente 
modificando su software. 
 
2.3.4.3. Características de GMPLS 
A diferencia de MPLS, la tecnología GMPLS permite interconectar nodos en redes con 
tecnologías y protocolos totalmente heterogéneos extremo a extremo. Esto se consigue 
gracias a los puntos de interconexión definidos en los LSR que permiten la gestión de etiquetas 
en varios niveles de conmutación. Estos LSR pueden clasificarse en función de su capacidad de 
conmutación de interfaces (Interface Switching Capabilities, ISC): 
 Interfaz PSC (Packet Switching Capability): interfaz capaz de llevar a cabo la 
conmutación a nivel de paquete, por ejemplo interfaces de encaminamiento IP o 
MPLS. 
 Interfaz L2SC (Layer 2 Switching Capability): interfaz capaz de conmutar en función de 
las cabeceras a nivel de trama, por ejemplo interfaces de la capa de control de acceso 
al medio (MAC). 
 Interfaz TDMC (Time Division Multiplexing Capable): interfaz capaz de llevar a cabo la 
conmutación en función de intervalos de tiempo, como pueden ser los sistemas 
síncronos de conexión y multiplexados DCS y ADM de los nodos intermedios en 
SONET/SDH. 
 Interfaz LSC (Lambda Switching Capability): capaces de conmutar a nivel de canales o 
longitud de onda, como pueden ser los OXCs y OADMs, e incluso grupos de varias 
lambdas en bloques. 
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 Interfaz FSC (Fiber Switching Capability): permiten la conmutación a nivel físico 
dependiendo del Puerto de conexión de la fibra. Por ejemplo un OXC puede trabajar a 
nivel de una sola fibra o de múltiples fibras de entrada/salida [Isaac]. 
 
Todas estas interfaces se encuentran estructuradas jerárquicamente y son contraladas 
simultáneamente por GMPLS. La idea principal radica en que la etiqueta puede ser 
generalizada para representar una información suficiente que permita identificar un flujo de 
tráfico [Palm06]. 
Por ejemplo, en una fibra óptica que utiliza diferentes longitudes de onda, en la tabla de 
encaminamiento de un LSR se puede utilizar la longitud de onda para simbolizar un camino. 
Cabe destacar que en el caso de los OXC, la tabla no puede actualizarse mediante un software, 
sino que se debe implementar directamente en hardware, creando la configuración apropiada 
a nivel óptico. 
A la hora de hablar de GMPLS en el dominio de las redes ópticas, hay que tener en cuenta 
diversos factores. Al utilizar OXC en vez de LSR para el enrutado, y poseer estos diferentes 
tecnologías de datos, la manipulación de las etiquetas difiere. 
Mientras que el LSR manipula los paquetes mediante las etiquetas que contienen 
explícitamente, OXC realiza la manipulación dependiendo de la longitud de onda (frecuencia) a 
la que dichos paquetes están siendo transportados, por lo que el valor de la etiqueta está 
implícito. Además, en el dominio óptico no existen operaciones equivalentes al label push y 
label pop, aunque el label swapping se puede realizar con convertidores de longitud de onda. 
Por este motivo, es imposible insertar la información específica de la etiqueta en la estructura 
del paquete que está siendo transportado, y por eso se crea una nueva etiqueta virtual que 
contiene información de la longitud de onda utilizada y las puertas de las fibras. Esta etiqueta 
se distribuye a los nodos GMPLS mediante signaling out-of-band. Este mecanismo separa el 
canal de control del canal de datos en redes GMPLS ópticas, ya que no es posible enviar la 
etiqueta y los datos unidos. Por eso, GMPLS proporciona un mecanismo para identificar 
explícitamente los canales de datos, pudiendo así asociar posteriormente el mensaje de 
control específico para un flujo de tráfico a una longitud de onda determinada. 
Las cuatro funciones esenciales que realiza el plano de control en GMPLS son: 
 Routing Control: proporciona la capacidad de Routing, de TE y de descubrimiento de la 
topología de la red. 
 Resource Discovery: mecanismo para poseer de manera actualizada la información de 
la disponibilidad de los diferentes recursos del sistema, como pueden ser el ancho de 
banda disponible, las longitudes de onda libres, etc. 
 Connection Management: creación, eliminación y modificación del estado de las 
conexiones. 
 Connection Restoration: implementa un nivel de protección, creando copias de 
seguridad de las conexiones existentes y enrutándolas en caso de necesidad. 
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Mediante estas funciones, GMPLS es capaz de recibir una conexión y encontrar un camino que 
pueda atravesar dicha conexión para llegar a su destino. Cuando GMPLS ha encontrado el 
camino mediante el algoritmo de RWA que se esté utilizando, se crea el lightpath 
correspondiente y el router de inicio LER asignará una etiqueta a la conexión y utilizará los 
protocolos de señalización (RSVP-TE, CR-LDP) para enrutar de manera óptima la conexión por 
la red [Ado03, Palm06]. 
La tecnología GMPLS es considerada la mejor, a día de hoy, para el plano de control óptico, ya 
que presenta una clara analogía entre las longitudes de onda y las etiquetas y además permite 
una mayor escalabilidad respecto a IP. 
Cuando GMPLS se encuentre ampliamente desplegado en todos los niveles ópticos, veremos 
una mejora significativa en el Traffic Engineering que será posible realizar, además de que 
permitirá utilizar la gran cantidad de tecnologías de conmutación existentes. 
 
2.4. Componentes de una Red Óptica 
Un sistema de transmisión óptico tiene los tres siguientes componentes principales: la fuente 
de luz, el medio de transmisión y el transmisor/receptor (TX/RX). Además de estos elementos, 
son necesarios una serie de componentes adicionales para poder crear las redes que tenemos 
en la actualidad. Estos componentes son: Optical Cross-Connects (OXCs), Optical Add-and-Drop 
Multiplexer (OADMs), Optical Amplifiers (OAs), convertidores de longitud de onda, 
regeneradores 3R y routers electrónicos (LER y LSR18). 
Estos componentes de la red se pueden dividir en activos o pasivos. Los componentes activos 
son aquellos que realizan algún tipo de procesamiento sobre la señal de entrada y además 
necesitan alimentación de corriente, mientras que los componentes pasivos son aquellos que 
no necesitan alimentación adicional para funcionar y no realizan procesamiento alguno sobre 
la señal, simplemente la desvían o la dividen. Componentes activos son, por ejemplo, OXCs, 
OADMs, regeneradores 3R, convertidores de longitud de onda, routers electrónicos; 
componentes pasivos son, por ejemplo, los amplificadores ópticos, el multiplexor y el 
demultiplexor. 
 
                                                          
18
 Routers operando en redes MPLS. 
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Figura 14: Esquema general de una red óptica. 
En esta figura podemos ver un esquema general de una red óptica. Como se puede apreciar, 
existen dos niveles claramente diferenciados: el nivel IP superior hace referencia al dominio 
electrónico, donde se encuentran los routers electrónicos, mientras que el nivel inferior hace 
referencia a la red óptica de transporte, donde se utilizan únicamente switch ópticos para el 
encaminamiento de las conexiones. 
A continuación explicaremos los componentes que se han tenido en cuenta para crear el 
entorno de simulación que presentaremos más adelante. Los componentes a los que 
prestaremos más atención son: la fibra, routers electrónicos, OADMs, regeneradores 3R y 
amplificadores ópticos. Además, para cada uno de ellos presentaremos el modelo energético 
utilizado para el simulador. 
 
2.4.1. La Fibra Óptica 
La fibra es un componente óptico hecho de silicio y un sólido amorfo obtenido por el 
enfriamiento rápido del silicio fundido a temperatura elevada (1723ºC). 
El silicio se puede considerar como una materia prima virtualmente ilimitada. 
El arte del vidrio ya era conocido por los antiguos Egipcios, pero las artesanías nunca eran 
inferiores al milímetro de grosor y el vidrio era opaco, impidiendo así que la luz lo atravesase. 
El vidrio transparente utilizado para las ventanas fue desarrollado en el periodo renacentista 
[Gov04].  
La característica principal que hace posible el uso de este material para la creación de fibras 
flexibles es que, si el vidrio es estirado a dimensiones micrométricas, pierde su fragilidad y se 
convierte en un hilo flexible y robusto. Una fibra óptica se presenta como un solo hilo de 
material vidrioso constituido por dos partes, la más interna tiene el nombre de núcleo (core), 
mientras que la externa recibe el nombre de revestimiento (cladding). Estas dos partes poseen 
índices de refracción diferentes, ya que la primera es mucho más densa que la segunda. Esta 
diferencia en el índice de refracción permite que la luz se mantenga totalmente contenida en 
el interior del núcleo [Gov04]. 
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Figura 15: Estructura de una fibra óptica. 
Como vemos en la imagen, tanto el core como el cladding están cubiertos por una banda 
protectora. El haz de luz que atraviesa el core es modulado mediante impulsos digitales 
utilizando un láser (Light Amplification by Stimulated Emission of Radiation) o un LED. 
Convencionalmente, un impulso de luz indica un bit 1 y la ausencia de luz indica un bit 0. El 
transmisor genera un impulso luminoso cuando recibe una señal eléctrica lógica alta (bit 1) y el 
receptor genera un pulso eléctrico cuando la luz incide sobre él. El medio de transmisión es la 
fibra de vidrio ultra sólida. Teniendo el sistema donde un transmisor, con una fuente de luz, 
genera un haz para enviarlo hasta un receptor que lo lee, hablamos de un sistema de 
transmisión de datos unidireccional donde se recoge una señal eléctrica, se convierte a óptica, 
se transmite mediante los pulsos luminosos y finalmente se reconvierte a una señal eléctrico 
en el extremo del receptor. 
Todo este sistema de transmisión no podría ser posible si no fuese por un interesante principio 
de física. Cuando un haz de luz pasa de un medio a otro, por ejemplo del silicio fundido (vidrio) 
al aire, el haz de luz se refracta en la frontera del silicio y el aire como se muestra en la 
siguiente figura. 
Figura 16: Refracción de la luz. 
En la figura podemos observar el haz de luz incidiendo en la frontera con un ángulo 1 y 
emerge con un ángulo . La cantidad de refracción depende de las propiedades del medio (en 
particular, de sus índices de refracción). Para un ángulo de incidencia a partir de un cierto valor 
35 
 
crítico, el haz de luz, en vez de salir al exterior, vuelve a ser reflejado en el silicio, sin que la luz 
se escape al aire, en este caso. 
Utilizando este valor crítico, podemos hacer que el haz de luz se propague indefinidamente por 
el interior de la fibra sin ninguna pérdida a causa de la refracción19. En la siguiente figura 
podemos ver este fenómeno. 
Figura 17: Haz de luz que se desplaza por el interior de la fibra debido a la refracción de la luz. 
En la figura superior podemos observar únicamente un haz de luz atravesando la fibra, pero en 
la actualidad es posible hacer que varios haces de luz reboten por el interior de la fibra, con 
ángulos de refracción diferentes. Se dice que cada uno de estos haces trabaja en un modo 
diferente, creando así una fibra multimodal. 
Figura 18: Diversos haces de luz rebotando en una fibra multimodal. 
 
Si el diámetro de la fibra se reduce sensiblemente, podemos hablar de otro tipo de transmisión 
en el que la luz se propaga en línea recta por el interior de la fibra, sin necesidad de rebotar en 
los exteriores de ella, creando una fibra de un solo modo (monomodal). Este tipo de fibras son 
muy costosas pero tienen la ventaja de poder ser utilizadas para distancias mayores. Con 
láseres potentes y fibras en este modo, se puede llegar a guiar la luz a través de la fibra 
durante 120 Km sin necesidad de repetidores. 
                                                          
19
 El haz sigue estando sujeto a la pérdida de intensidad a causa de la dispersión y la difusión (scattering) 
de la luz. 
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Figura 19: Fibra monomodal. 
En la siguiente figura se muestra la comparación de los dos tipos de fibra, la fibra multimodal y 
la fibra monomodal. 
Figura 20: Fibra multimodal y monomodal. 
 
2.4.1.1. Problemas de transmisión 
La transmisión óptica es analógica, y como tal, las redes ópticas son de naturaleza analógica. 
Esto hace que la degradación de la señal se propague y se acumule de extremo a extremo. Un 
nodo del todo óptico, a menos que proporcione algún tipo de regeneración sobre la señal de 
entrada, produce alguna degradación (interferencias, limitaciones en el ancho de banda, 
pérdida de parte de la señal, etc.) [Gup04]. 
Estos efectos pueden dividirse en dos tipos: efectos lineales y efectos no lineales. Los efectos 
lineales son aquellos que no dependen de la función de entrada y se pueden modelar con una 
función de transmisión, mientras que los no lineales sí que dependen de la señal de entrada y 
no son tan fáciles de modelar [Gup04]. 
Los efectos lineales que se producen en las fibras son: 
 Atenuación20 
 Dispersión cromática 
Los efectos no lineales son: 
 Efecto Brillouin, Raman, Cross-Phase Modulation (CPM), Four Wave Mixing (FWM) 
 Ruido introducido por los diferentes componentes de la red (amplificadores, OXCs, 
OADMs, etc.). 
                                                          
20




Una señal que se propaga en cualquier medio está expuesta a sufrir atenuación. Este 
fenómeno reduce la amplitud de la señal que está siendo propagada. En la fibra óptica, la 
atenuación es debida a dos factores: 
 Absorción: la energía electromagnética es absorbida por las impurezas que presenta el 
material transmisor. 
 Difusión (scattering): la radiación se difunde en todas direcciones por el efecto de la 
discontinuidad microscópica (variaciones de diámetro y forma del core, micro 
curvaturas, etc.). Este fenómeno ocurre cuando la luz se propaga por un medio, y los 
fotones colisionan con las partículas que constituyen dicho medio transmisor, 
cambiando así su dirección. 
Figura 21: Colisión de los fotones con partículas del medio (scattering). 
La atenuación de la luz que atraviesa el vidrio en el caso de una fibra óptica varía con la 
longitud de onda que se utiliza. Este fenómeno se expresa en dB/Km (decibelios por 
quilómetros). 
 
Figura 22: Atenuación en una fibra a diferentes longitudes de onda. 
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Como vemos en la imagen superior, existen tres regiones en las que la atenuación se 
encuentra en valores de mínimos locales. Las tres bandas seleccionadas son las utilizadas para 
la transmisión. Estas están centradas en los valores de                    , y se les denomina 
comúnmente ventanas. 
La primera ventana (       ) fue la primera en utilizarse para la transmisión mediante fibra 
óptica. Para hacerlo se utilizan únicamente LEDs y esta ventana solamente se utiliza en fibras 
multimodales, al presentar características peores a las otras dos ventanas. 
La segunda ventana (       ) ofrece una atenuación inferior a la primera ventana. Esta banda 
ya se utiliza tanto en fibras multimodales como en fibras monomodales, y para la transmisión 
se utiliza tanto LED como láser. 
La tercera y última ventana (       ) presenta la mínima y mejor atenuación entre las tres 
ventanas (pérdida de menos del 5% por cada quilómetro). Para la transmisión se utiliza 
únicamente el láser y las fibras monomodales son las que transmiten en esta longitud de onda. 
 
2.4.2. Router electrónico 
Este componente se encuentra situado en el plano electrónico y realiza las mismas funciones 
en una red óptica que en cualquier otra red. Se encarga de las funciones de inteligencia a nivel 
3. 
Como hemos visto anteriormente, en una red óptica que utiliza tecnología GMPLS, estos 
routers suelen ser llamados Label Edge Router (LER). 
 
2.4.3. Switch óptico 
A diferencia del router electrónico, el switch óptico trabaja en las capas ópticas de la red y 
únicamente posee inteligencia de nivel 2. En la tecnología GMPLS, estos switch se encuentran 
en el interior del dominio GMPLS y reciben el nombre de Label Switch Router (LSR). 
Si bien es cierto que se trata de dos dispositivos diferentes, al hablar de redes ópticas en 
entornos GMPLS, los dos componentes suelen estar unidos, realizando las dos funciones, cada 
una en diferente plano. 
 
2.4.4. Optical Add-Drop Multiplexer 
Los Optical Add-Drop Multiplexer (OADM) son los dispositivos que permiten la extracción y la 
introducción de una o varias longitudes de onda en una señal compuesta. Representan, 




Dado un nodo de una fibra con n canales de entrada WDM, se puede hacer que uno de estos 
canales sea recibido localmente en el lugar donde se encuentra el dispositivo (drop); la 
longitud de onda extraída suele ser posteriormente utilizada en ese mismo punto para 
transmitir nuevo tráfico. Los canales que no son extraídos atraviesan la fibra de manera 
transparente [Gup04]. 
Figura 23: Esquema de funcionamiento de un OADM. 
En la figura inferior podemos ver un esquema del funcionamiento de un OADM, que recibe 
localmente una longitud de onda λ1 (drop) y la vuelve a utilizar para transmitir de nuevo, 
dejando pasar de manera totalmente transparente el resto de longitudes de onda. 
Figura 24: Ejemplo de funcionamiento de un OADM. 
Con la introducción de DWDM en las redes ópticas, se vio la necesidad de crear un nuevo 
OADM, y este recibe el nombre de Reconfigurable Optical Add-Drop Multiplexer (ROADM). 
Este nuevo dispositivo añade la posibilidad en los nuevos sistemas DWDM de intercambiar 
longitudes de onda o añadirlas de una manera más sencilla, e incluso de manera remota, 
teniendo así un control total de la capacidad de la red. 
El elemento principal en un ROADM es el Wavelength Selective Switch (WSS). El WSS es un 
componente activo que realiza las funciones de intercambio de longitud de onda y 
monitorización. La mayor ventaja de este elemento es la capacidad de realizar todas estas 
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acciones sin necesidad de realizar una conversión O-E-O, eliminando así todo el retardo que se 
introduce a causa de dicha conversión. 
En la figura de debajo podemos ver el esquema de un ROADM, donde se pueden apreciar los 
Wavelength Selective Switches [web03, web04]. 
Figura 25: Esquema de un ROADM. 
2.4.5. Amplificador Óptico 
El amplificador óptico (Optical Amplifier, OA) es un dispositivo relativamente reciente, nacido 
en torno a los años 90, disponible comercialmente hacia la mitad de los 90, y que promovió 
una revolución en las comunicaciones ópticas para redes de transporte de larga distancia. 
Un amplificador óptico es un dispositivo que amplifica la señal óptica directamente sin la 
necesidad de convertirla primero a una señal electrónica. Un amplificador óptico puede ser 
pensado como un láser sin cavidad óptica, o uno donde la alimentación desde la cavidad ha 
sido eliminada. Además, este laser trabaja a una longitud de onda y una potencia determinada. 
Los amplificadores ópticos están basados en los siguientes tres principios: 
1. Emisión estimulada: efecto principal, el cual permite la amplificación. 
2. Emisión espontanea: efecto no deseado, pero que siempre se encuentra presente, y 
que causa la generación de ruido. 
3. Absorción: efecto que permite la transmisión de la potencia del láser dispositivo a la 
señal útil. 
La amplificación óptica es posible gracias a la transferencia de energía entre una señal óptica 
no modulada, la señal proveniente del láser y una señal útil. 
Existen diferentes tipos de OAs, y los explicaremos a continuación. 
2.4.5.1. Amplificador de fibra dopada con Erbio 
Se trata del amplificador óptico más común (Erbium Doped Fiber Amplifier, EFDA). 
Estos amplificadores están constituidos simplemente por un trozo de fibra (10-40 metros) 
envuelto en una capa dopada de erbio de manera adecuada. 
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La elección de erbio surge después de muchos años de investigación, y su elección se debe a 
que la fibra dopada con este material permite obtener la emisión espontanea para longitudes 
de onda de        , que corresponde a la longitud de onda correspondiente al centro de la 
ventana III, que presenta la mínima atenuación de la fibra. 
Dependiendo del lugar donde se coloca el EDFA,pueden existir las siguientes configuraciones: 
1. Booster EDFA: el amplificador se coloca justo después del trasmisor, para amplificar 
directamente la señal transmitida, y lanzar así por la fibra una señal óptica de potencia 
elevada. 
2. In-Line EDFA: se inserta cada pocos quilómetros a lo largo de toda la fibra, típicamente 
cada 40-60 Km. 
3. Pre-Amplifier EDFA: de modo contrario al Booster, se coloca al lado del receptor. 
Cada una de estas posiciones hace que el amplificador deba tener características diferentes. 
Por ejemplo, el booster deberá ser capaz de ofrecer una potencia muy elevada a la señal de 
salida, mientras que en el caso de un pre-amplifier, la característica más importante es el 
control sobre el ruido, de manera que genere el menor posible. 
2.4.5.2. Amplificador Óptico de Semiconductor 
Existe otro tipo de amplificador óptico, menos extendido que el EDFA, y se trata del 
Amplificador Óptico de Semiconductor (Semiconductor Optical Amplifier, SOA). 
Se basan en el mismo principio de funcionamiento que un láser, es decir, realizando una 
emisión estimulada sobre un semiconductor, salvo que la realimentación óptica no es 
necesaria (mecanismo que regula la corriente subministrada al láser para mantener constante 
la potencia a lo largo del tiempo). 
La ganancia se sitúa siempre alrededor de los        , pero es posible utilizar otra banda, 
por ejemplo, en torno a la ventana II (       ). Estos dispositivos, sin embargo, también 
poseen ciertos problemas: en particular, suelen generar una mayor cantidad de ruido respecto 
a los amplificadores ópticos de fibra dopada con Erbio, además de generar efectos de cross-
talk o de interferencia entre canales en WDM. Por estos motivos, no es un amplificador usado 
en nuestra configuración para amplificar canales WDM, aunque sí puede ser utilizado para 
amplificar únicamente un canal óptico. 
Por ahora, estos dispositivos no tienen muchas aplicaciones comerciales, ya que el nivel que 
ofrecen no llega a un límite de fiabilidad suficiente. Pero también cabe destacar sus ventajas, y 
es que su tamaño es muy reducido y si consumo es muy inferior al de los amplificadores EDFA. 
2.4.5.3. Amplificadores Raman 
Estos amplificadores basan su funcionamiento en el efecto Raman. Se trata de un efecto no 
lineal que poseen todas las fibras ópticas sin necesidad de ningún aditivo. Este efecto permite 
una transferencia de energía de frecuencias muy elevadas a frecuencias bajas, es decir, de 
longitudes de onda muy cortas a longitudes de onda largas. 
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Figura 28: Amplificación mediante efecto RAMAN. 
La señal base Raman puede estar colocada en cualquier frecuencia. Por lo tanto, a diferencia 
del amplificador EDFA, el amplificador Raman es sintonizable. Es posible, por tanto, inyectar 
más de una señal base a diferentes frecuencias, obteniendo una ganancia final igual a la suma 
de ganancias de cada señal. 
En esencia, el funcionamiento de este amplificador es muy parecido al amplificador óptico 
EDFA, aunque el fenómeno utilizado para conseguir el efecto es notablemente diferente. 
Respecto al EDFA, el amplificador Raman no necesita ningún tipo de fibra especial, y puede ser 
utilizado en una fibra estándar.  
Se trata de una tecnología relativamente reciente pero muy prometedora, ya que en 
experimentos de laboratorio se han llegado a alcanzar velocidades de        (sin WDM) en 
distancias de cientos de quilómetros. 
2.4.6. Regeneradores 3R de señal 
En cualquier sistema de transmisión, el ruido y la distorsión en la señal tienden a crecer a 
medida que aumenta la distancia de transmisión. A partir de una distancia, la señal debe ser 
tratada y regenerada con tal de no perder información. 
Si la distancia cubierta por una fibra es muy elevada, es necesario pulir la señal mediante las 
técnicas de Re-amplification (reamplificación), Re-shaping (reordenado) y Re-timing 
(sincronización), y es por estos procesos por los que recibe el nombre de regenerador 3R. Los 
fenómenos ópticos que sufre la señal hacen que sea necesario realizar una regeneración 
completa de la señal cada 500/1000 Km. 
Por tanto, como podemos ver en la siguiente figura, el regenerador recibirá del trasmisor una 
señal muy sucia y distorsionada, y utilizando las técnicas anteriormente mostradas, deberá 
crear una señal lo más parecida posible a la transmitida por el transmisor. Si la distancia de 
transmisión supera con creces esos 500/1000 Km mencionados, varios regeneradores deben 





Figura 26: Regeneración 3R de la señal. 
Existen básicamente tres técnicas de regeneración que reciben el nombre de 1R, 2R y 3R. 
La técnica 1R, donde la “R” significa reamplificación, simplemente provee al aparato de 
regeneración la amplificación de la señal, nada más. Esta técnica tiene un rendimiento menor 
que las otras, pero ofrece una sencillez que no ofrecen las otras, al ser únicamente una pura 
amplificación, transparente totalmente al formato de modulación y al bitrate. 
La técnica 2R, donde las dos “R” significan reamplificación y reordenado, provee, además de 
una amplificación, una reordenado de la señal a base de discretizar los niveles de entrada. Para 
conseguir esto, el regenerador posee un umbral que delimita los dos posibles valores de salida, 
y dependiendo del valor de entrada, mostrará un resultado u otro. Esta técnica está 
relativamente poco utilizada. 
Por último, tenemos la técnica 3R, y como hemos apuntado anteriormente, las tres “R” 
equivalen a reamplificación, reordenado y sincronización. Los regeneradores de tipo 3R 
disponibles hoy en día están formados básicamente por un receptor digital seguido de un 
transmisor digital. Por lo tanto, requieren una conversión del plano óptico al eléctrico (O-E) y a 
continuación una conversión electro-óptica (E-O). El rendimiento de esta técnica es muy 
elevado, al conseguir que la señal de salida esté lo más limpia posible – a pesar del retardo que 
introduce la conversión O-E-O. 
Viendo la diferencia en complejidad, se puede intuir que los aparatos 3R son más caros que los 
1R. La regeneración 3R, además, no es transparente al formato de modulación ni al bitrate, 
puesto que tanto el receptor digital como el transmisor digital deben crearse para un formato 
de modulación y bitrate particular [Gup04]. 
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De hecho, la regeneración electrónica requiere un regenerador para cada una de las longitudes 
de onda de la fibra, mientras que un amplificador óptico (regeneración 1R), es capaz de 
amplificar a la vez todas las longitudes de onda de la fibra [Bijja02]. 
Figura 27: Comparación de la señal de entrada y los 3 tipos de regeneración. 
Las técnicas de regeneración tienen la función principal de evitar que el ruido degrade la señal 
hasta el punto de que no pueda ser posible tener una clara visión de la señal que está siendo 
transmitida, ya que el ruido introducido en las transmisiones puede aumentar 
considerablemente la tasa de error en la transmisión. 
Gracias al uso de los amplificadores ópticos (que efectúan, como hemos visto, una 
regeneración del tipo 1R cada 80/100 Km), una señal óptica compuesta (varios canales WDM) 











3. Routing and Wavelength Assignment 
3.1. Introducción 
En cualquier red de telecomunicaciones, se presenta el problema de enrutar las conexiones (o 
lo paquetes) desde un nodo de inicio hasta un nodo de destino: este problema es conocido 
como el problema de Routing. Este problema consiste en encontrar un camino admisible 
desde el nodo origen hasta el nodo destino, pasando por unos nodos intermedios, con tal de 
optimizar algún objetivo, como por ejemplo atravesar el menor número de routers, o enrutar 
en los enlaces de mayor capacidad, para así intentar distribuir la carga uniformemente por la 
red o intentar reducir el consumo energético que introduce cada conexión, procurando 
encontrar siempre el camino que ofrece menor gasto en los componentes que atraviesa dicha 
conexión. 
Las redes ópticas con tecnología WDM también son redes de telecomunicaciones y, por lo 
tanto, presentan el problema de Routing. Además, como en este tipo de redes cada una de las 
fibras que atraviesa la red utiliza WDM, aparece otro problema que consiste en la elección de 
la mejor longitud de onda a asignar para cada una de las conexiones: este problema se conoce 
como problema de asignación de longitudes de onda (Wavelength Assignment). 
Por lo tanto, en una red óptica que utiliza WDM, se habla de problema de enrutado y 
asignación de longitud de onda (RWA, Routing and Wavelength Assignment). 
 
3.2. Problema de RWA 
Cuando se establece una conexión en una red óptica, como hemos visto anteriormente, se 
crea un canal de comunicación punto-a-punto21 entre el origen y el destino de la red, este 
canal se denomina lightpath y puede atravesar una o muchas fibras. Si además, como es 
nuestro caso, la red no dispone de dispositivos convertidores de longitud de onda, se dice que 
la red impone una restricción de continuidad de longitud de onda (Wavelength Continuity 
Constraint), impidiendo que la conexión cambie de longitud de onda a lo largo del camino. 
Además, cualquier par de lightpaths que atraviesan la misma fibra no pueden compartir la 
misma longitud de onda, ya que cada uno de ellos es un canal de comunicación exclusivo y no 
compartible: nos referimos a esta restricción como clash constraint. 
Considerando una All-Optical Network con WDM, una red del todo óptica (con enrutamiento 
por longitud de onda), el problema de Routing and Wavelength Assignment (RWA) se define 
de la siguiente manera: 
“Dada una topología de red y un conjunto de peticiones de conexión, encontrar un camino y 
una longitud de onda para el mayor número posible de lightpaths, de modo que se optimice 
una función objetivo fijada. 
                                                          
21
 Existen también los lightpaths punto-multipunto, denominados treepath (multicast), pero no se 
encuentran dentro de la visión del proyecto, ya que solo consideramos tráfico unicast. 
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El conjunto de conexiones puede ser conocido a priori o no; si este conjunto se conoce por 
completo al inicio, se habla de tráfico estático, mientras que si las conexiones van viniendo a lo 
largo del tiempo, se trata de tráfico dinámico. 
Cuando tenemos tráfico estático, se conoce exactamente el tiempo de llegada de cada una de 
las conexiones, así como su duración (holding time). En el caso de tráfico dinámico, no se tiene 
ninguna información a priori del número de conexiones que pueden llegar ni de sus 
características, por lo que un algoritmo de RWA debe ser capaz de encaminar el mayor número 
de conexiones posibles. 
El problema de RWA con tráfico estático es conocido como Static Lightpath Establishment 
(SLE) o RWA estático. Si, en cambio, se trata del problema de RWA con tráfico dinámico, 
hablamos de Dynamic Lightpath Establishment (DLE) o RWA dinámico. 
Además, cualquiera de estos dos problemas puede ser tratado de dos modos diferentes: 
1. Un único problema (Routing and Wavelength Assignment acoplado). 
2. Dos problemas por separado: 
a. Routing 
b. Si se ha encontrado camino, se resuelve el Wavelength Assignment. 
Nos referimos a estos dos términos como RWA acoplado y RWA desacoplado respectivamente. 
Generalmente, el problema de RWA acoplado ofrece mejores resultados que el RWA 
desacoplado, aunque supone una dificultado más elevada a la hora de su resolución22. 
La composición de las diferentes formas de ver el problema de RWA da lugar a cuatro 
problemas diferentes: 
1. RWA estático: acoplado o desacoplado. 
2. RWA dinámico: acoplado o desacoplado. 
El problema de RWA estático, tanto en su versión acoplada como desacoplada, puede ser 
formulado como un problema de Programación Lineal Interna (PLI) con diferentes funciones 
objetivo. En todas sus formulaciones, el problema de RWA es un problema NP-completo 
[Zhang, Jau04]. Esto quiere decir que encontrar una solución óptima al problema requiere un 
tiempo exponencial a las dimensiones del problema. 
En cambio, en el problema de RWA dinámico, donde no se conoce con antelación el número 
de peticiones de conexión que van a llegar a la red, se debe utilizar mediante un método online 
para intentar enrutar las conexiones de manera óptima teniendo en cuenta el estado de la red 
en ese momento. 
Obviamente, para un algoritmo de RWA dinámico es indispensable que la complejidad sea 
polinómica23, por lo que debemos conformarnos con soluciones sub-óptimas encontradas en 
tiempo polinomial. 
                                                          
22
 Aunque ambos siguen siendo problemas NP-completos, el problema de RWA desacoplado es más fácil 
de resolver desde el punto de vista lógico-algorítmico y desde el punto de vista computacional, al ser las 
heurísticas más sencillas de encontrar. 
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Para resolver el problema de RWA se usa únicamente una heurística para obtener una solución 
admisible al problema en tiempo polinomial, por este motivo, gran parte de la 
experimentación recae sobre la búsqueda de una buena heurística con tal de rechazar el 
menor número de conexiones. 
En este proyecto proponemos un nuevo algoritmo de RWA, llamado HyLERA, que resuelve el 
problema de Routing and Wavelength Assignment en su versión dinámica y acoplada. 
 
3.2.1. Problema de Routing and Wavelength Assignment dinámico 
El problema de RWA dinámico, en sus dos versiones (acoplado y desacoplado), para ser 
gestionado de la mejor manera posible, necesita un algoritmo dinámico, que se ejecutará cada 
vez que llegue una nueva conexión, de modo que se pueda tener en consideración el estado 
actual de la red24. Por lo tanto, es indispensable que la complejidad de dicho algoritmo sea 
polinomial independientemente de la dimensión de la red (simulada con un grafo). 
En el problema de RWA dinámico acoplado cambia la naturaleza intrínseca de la solución 
óptima, ya que no existe una solución óptima propiamente dicha, sino que existen soluciones 
vecinas. De hecho, al no conocer siquiera el orden de la llegada de las conexiones, la solución 
encontrada por el algoritmo dependerá mucho del orden de llegada de estas.  
Por lo tanto, el algoritmo de RWA dinámico debe enrutar las conexiones que van llegado de la 
mejor manera posible, siguiendo los criterios establecidos en la creación del algoritmo e 
intentando acercarse lo máximo posible a la función objetivo utilizada. Generalmente, en el 
caso dinámico, la función objetivo suele tener que ver con la minimización de la probabilidad 
de bloqueo de la red25. 
 
3.2.1.1. RWA dinámico acoplado 
El problema de RWA dinámico acoplado puede ser resuelto construyendo un modelo de grafo 
denominado layered graph y aplicando sobre él un algoritmo de shortest paths [Zhang]. 
Veamos cómo se construye el grafo. Consideramos el grafo G siguiente: 
                                                                                                                                                                          
23
 Un algoritmo de RWA gira entorno a un router, intentando servir el mayor número de conexiones en 
redes de cualquier tamaño, por lo que el tiempo de respuesta del algoritmo debe tener baja 
complejidad. 
24
 Este mismo problema se puede resolver con un algoritmo estático para la parte de enrutamiento, 
pero se obtendría un rendimiento muy bajo. 
25
 Minimizar el número de conexiones rechazadas. 
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Figura 29: Grafo G que representa una red. 
Suponemos que la red representada en la imagen utiliza la tecnología WDM con dos canales 
(w) para cada fibra, por lo que cada una de ellas puede enviar datos por sus dos respectivos 
canales, correspondientes a las longitudes de onda λ1 y λ2. 
Para representar lógicamente el grafo de la red, se construye el layered graph: se replica el 
grafo G w veces, cada una de ellas para una longitud de onda. Cada réplica representa la red 
en su nivel i-ésimo, pudiendo utilizar únicamente la longitud de onda λi. 
A continuación, para cada nodo n de G, se añaden dos nodos ficticios s y d: se conecta el nodo 
s a w nodos n (de los niveles 1, 2,…, w) con un arco orientado con origen s; se conecta el nodo 
d a w nodos n (de los niveles 1, 2,…, w) con un arco orientado con destino d, como muestra la 
siguiente figura. 
Figura 30: Layered Graph correspondiente al grafo G con WDM para 2 longitudes de onda. 
En el grafo creado, el peso de cada arco puede ser asignado de muchas maneras, dependiendo 
del algoritmo de RWA que se esté utilizando. Si el interés principal es el tiempo de 
propagación, el coste puede ser una función de la longitud física del enlace, o si por ejemplo se 
quiere minimizar el número de fibras atravesadas, se puede asignar coste 1 a todos los arcos. 
En cambio, la mejor manera de pesar los arcos sería asignando dinámicamente un peso, 
dependiendo del estado de la red (como por ejemplo, el porcentaje de utilización de un 
enlace, o la disponibilidad de un determinado recurso del enlace), y que este valor sea 
recalculado después del enrutado de cada conexión. 
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Si un nodo n del grafo G tiene la capacidad de convertir longitudes de onda, por ejemplo de λi 
a λj, se puede insertar un nuevo enlace que conecta el nodo n del nivel i-ésimo con el nodo n 
del nivel j-ésimo y asignarle a dicho enlace el coste de conversión. 
En este punto, el problema de RWA puede ser resuelto aplicando un algoritmo de shortest 
paths al layered graph. 
Este método es simplemente una manera de ver el problema. En el proyecto se utiliza una 
técnica alternativa que consiste en la construcción de un multigrafo asociando a cada uno de 
los arcos un coste dado por una función de coste (recalculado cada vez que se produce un 
cambio en la red). En un multigrafo, un par de nodos puede tener más de un arco entre ellos. 
La nueva representación es, además, más eficiente que la representación con un layered 
graph. Consideramos un grafo           con                 ,               y 
         
El layered graph estará formado por             nodos26 y de              arcos27, 
mientras que el multigrafo estará formado por tan solo n nodos y (w · m) arcos, por lo que se 












                                                          
26
 Es necesario representar un nodo para cada nivel (w · n), por lo tanto 2n nodos virtuales. 
27
 Es necesario representar w veces cada arco (w · m), por lo tanto una copia de cada arco para cada 
nodo virtual de cada nivel (4n · w). 
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4. Un nuevo algoritmo de RWA: Hy.L.E.R.A. 
4.1. Introducción 
En este capítulo presentamos un nuevo algoritmo de Routing and Wavelength Assignment. 
Este algoritmo recibe el nombre de HyLERA que significa Hybrid Load-balancing and Energy-
aware Routing and wavelength assignment Algorithm. Su funcionamiento está orientado a 
redes constituidas por un conjunto de nodos y un conjunto de fibras. Cada una de las fibras 
está conectada exactamente a un par de nodos, siendo posible que varias fibras estén 
conectadas al mismo par de nodos. Cada una de estas fibras es independiente de todas las 
demás en cuanto a capacidad de transporte28 se refiere y al grado de multiplexación WDM29 
que utiliza. La capacidad de transporte está representada en Optical Carrier levels30 (OC-x). Por 
ejemplo, una fibra que usa WDM con 16 longitudes de onda, tendrá pues, 16 canales 
independientes, cada uno con su propia capacidad de transporte. 
En este algoritmo, los nodos de la red no pueden poseer la capacidad de convertir longitudes 
de onda, por lo que el algoritmo posee la Wavelength Continuity Constraint: mantener la 
misma longitud de onda en todas las fibras que atraviesa la conexión que está siendo 
enrutada. 
Las peticiones de conexión que llegan a la red son del siguiente tipo 
                                             
Los dos primeros parámetros especifican los nodos de origen y destino de la conexión. La 
probabilidad de aparición de un nodo específico en estos parámetros no es arbitraria ni 
equitativa, sino que depende de la cantidad de longitudes de onda que puede utilizar cada 
nodo y de la cantidad de fibras que tiene conectadas a él, intentando representar así un 
acercamiento mayor a los sistemas reales, donde los lugares más requeridos son también 
aquellos que poseen más capacidad de recursos. 
Junto con estos dos primeros parámetros y el tercero, cada conexión puede ser enrutada 
dentro de la red o bloqueada. Si la conexión es enrutada, esta permanecerá dentro de la red 
tanto tiempo como indique el cuarto y último parámetro. Todos estos valores se conocen solo 
en el momento en que llega la conexión a la red. 
Existe otro valor que no aparece reflejado en la definición anterior para cada conexión: se trata 
del consumo. Este nuevo algoritmo pretende ser consciente de la cantidad de energía 
consumida, e intentar así reducir dicho valor siguiendo una serie de patrones que explicaremos 
posteriormente. Este valor solamente se calculará para las conexiones que sean enrutadas 
dentro de la red. 
                                                          
28
 Entendemos capacidad de transporte como velocidad (en Mbps) que es posible transportar. 
29
 Entendemos por grado de multiplexación WDM el número de longitudes de onda que soporta la fibra. 
30
 Unidad de medida de la velocidad en redes ópticas del tipo SONET. 
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Con todo esto, los resultados del algoritmo se medirán teniendo en cuenta, por una parte, el 
número de peticiones de conexión enrutadas frente al número total de peticiones de 
conexión, y, además, midiendo el consumo total en cada momento de la red. 
Para comparar los resultados que ofrece el algoritmo, HyLERA será comparado con un 
algoritmo de load-balancing puro y con un algoritmo de eficiencia energética puro, ya que la 
función de coste de HyLERA se reduce a una u otra dependiendo del threshold que presente. 
Esto no quiere decir que su comportamiento sea exactamente igual en cada caso, ya que el 
estado de la red es diferente al haber enrutado conexiones utilizando diferentes métodos. 
Se asume que en cada instante, cada uno de los routers que componen la red dispone del 
estado actual de toda la red. Además, cuando una conexión es enrutada, algunos valores 
cambian: en particular, cambia el ancho de banda restante en las fibras utilizadas por la 
conexión recientemente enrutada. Se asume que este cambio es visible inmediatamente en 
todos los otros nodos de la red. 
Estas asunciones son del todo licitas ya que nuestro algoritmo se coloca dentro del problema 
de Routing and Wavelength Assignment y no en cómo se difunde la información del estado de 
la red: de este problema se encargan los protocolos como OSPF o IS-IS. 
 
4.2. Algoritmo Hy.L.E.R.A. 
El algoritmo HyLERA resuelve el problema de Routing and Wavelength Assignment acoplado y 
dinámico, lanzando para cada una de las conexiones de entrada un constrained shortest path 
en un multigrafo no orientado y pesado. 
Al ser un algoritmo híbrido que tiene en cuenta el load-balancing y el consumo de los enlaces, 
HyLERA presenta dos funciones de coste diferenciadas. En función del estado actual de la red, 
se utilizará una u otra función: cuando la red se encuentra prácticamente vacía, durante la 
noche por ejemplo, la red utilizará la función de conciencia energética, intentando reducir así 
el consumo global de la red. Cuando empiecen a llegar cada vez más conexiones y la red 
empiece a llenarse, durante el día por ejemplo, el algoritmo utilizará la función de load-
balancing para intentar bloquear el menor número de conexiones. Este cambio en la función 
se realizará cuando cierto valor supere un threshold preestablecido. 
Consideramos la siguiente topología de red física para ilustrar la diferencia de comportamiento 








Figura 31: Topología física de la red. 
Cada una de estas fibras puede tener un número diferente de longitudes de onda en su 
interior, al estar utilizando tecnología WDM. Para mostrar el ejemplo, supondremos que todas 
las fibras tienen 2 longitudes de onda, excepto la fibra 8 que posee 3, y la fibra 5 que 
solamente tiene 1. 
Con estas suposiciones, podemos crear un nuevo grafo que simule la red. Esta vez se tratará de 
un multigrafo, donde entre cada par de nodos habrá tantos arcos como longitudes de onda sea 
posible utilizar. Como cada longitud de onda es un canal de transmisión independiente a los 
demás, la creación de este multigrafo es coherente y no presenta problemas a la hora de 
aplicar el algoritmo de Routing oportuno. Además, los arcos son no orientados, ya que en 
realidad, cada fibra entre dos nodos está duplicada, utilizando cada una de ellas para un 
sentido de la transmisión. Mediante esta simbolización, evitamos tener que duplicar todas las 
fibras y sus longitudes de onda, pero hay que tener en cuenta este detalle. Del mismo modo, 
cuando se crea un lightpath entre dos nodos, en realidad se están creando dos, para poder 
transmitir en los dos sentidos. 
Figura 32: Topología lógica correspondiente a la red física. 
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Gracias a la analogía que existe en este tipo de redes entre longitudes de onda y arcos en el 
multigrafo, podremos nombrar a estos arcos mediante el término de longitud de onda 
directamente. 
Además, como ya hemos estado nombrando en anteriores ocasiones, cada longitud de onda 
crea un canal de comunicación independiente a todos los demás, con su propia capacidad, que 
puede ser variable entre las diferentes longitudes de onda de la misma fibra. Se puede dar el 
caso de que en un momento determinado, una fibra contenga longitudes de onda 
completamente ocupadas por tráfico y longitudes de onda vacías o parcialmente vacías 
(gracias al grooming en TDM). 
Una vez presentada la topología, veremos las dos funciones de coste que presenta HyLERA. 
4.2.1. Función de coste Load Balancing 
El objetivo exclusivo de esta función es intentar reducir al máximo el número de conexiones 
que se bloquean a causa de no disponer de un camino entre los nodos de origen y destino de 
dicha conexión. Antes de nada, utilizaremos el multigrafo anterior para explicar la función 
finalmente utilizada. 
La capacidad de transporte que utilizaremos para el simulador se presentará en niveles OC-x 
(correspondientes SONET). Nombraremos ancho de banda total a la capacidad total de una 
longitud de onda, y ancho de banda disponible a la capacidad que se puede utilizar en cada 
momento (que equivale a la capacidad total menos el tráfico que se encuentra en ese 
momento enrutado en la longitud de onda). 
Con estos factores, podemos etiquetar la topología lógica mostrada anteriormente del 
siguiente modo, indicando en cada arco el ancho de banda disponible y el ancho de banda 
total, separados por el símbolo “/”: 
Figura 33: Topología lógica con arcos etiquetados: ancho de banda disponible / ancho de banda total. 
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Como vemos en la figura, algunos de los arcos se encuentran disponibles en su máxima 
capacidad, mientras que otros se encuentran disponibles solo parcialmente y otros se 
encuentran totalmente cargados y, por lo tanto, no disponibles (se podrán volver a utilizar 
cuando las conexiones que están ocupando el enlace agoten su tiempo de vida dentro de la 
red). 
Al tratarse de un algoritmo que pretende minimizar el número de conexiones bloqueadas, 
deberemos procurar reducir al máximo los enlaces no disponibles, ya que si vamos eliminando 
caminos del multigrafo, habrá un momento en el que haya nodos que no puedan encontrarse 
entre ellos, corriendo el riesgo de bloquear todas las conexiones entre ellos. 
Por lo tanto, el principal objetivo es etiquetar los arcos de manera que siempre se intente 
utilizar aquel que posea mayor capacidad y, además, mayor capacidad disponible. 
La función finalmente escogida es la siguiente [Spark]: 
 (     )  
 
          
 
Como podemos observar, se trata de una función simple y de cálculo rápido, aunque hay que 
tener en cuenta dos factores en los que la función puede intentar calcular una división por 0: 
 Si el ancho de banda disponible es 0: en este caso, no deberemos dejar que nuestro 
algoritmo calcule el peso del arco, ya que se trata de un arco que no va a poder ser 
utilizado por ninguna otra conexión hasta que no sea liberado. En este caso, se le 
asignará el valor Infinito, impidiendo así que el algoritmo de Routing lo utilice. Además, 
al tratarse de un constrained shortest path, el algoritmo nunca intentará utilizar este 
arco al no cumplir la condición de ancho de banda disponible para la conexión 
entrante en ese momento. 
 Si el ancho de banda total es 1: este caso nunca sucederá en nuestro algoritmo, al no 
poseer arcos con ancho de banda total 1, aunque hay que tener en cuenta este 
aspecto para posibles cambios en la red que está siendo estudiada. En el caso de que 
los haya, se asignará un valor de coste proporcional al ancho de banda total. 




Figura 34: Topología lógica con los arcos pesados mediante la función de load balancing. 
También es importante observar que la función siempre toma valores reales estrictamente 
positivos, y esta característica nos será útil a la hora de utilizar la versión modificada del 
algoritmo de Dijkstra para realizar nuestro Routing. 
 
4.2.2. Función de coste Energy-Aware 
Esta segunda función, como su nombre indica tiene como objetivo reducir el consumo 
energético total de la red, intentando buscar caminos que atraviesen componentes más 
económicos, aunque esto haga que las conexiones deban realizar más recorrido. 
Análogamente al punto anterior, crearemos la topología virtual etiquetando todos los arcos 
con la función finalmente utilizada, pero antes de poder realizar este paso, presentaremos el 
modelo energético para cada uno de los componentes relevantes utilizados en la red. 
4.2.2.1. Modelo Energético 
En este apartado se presenta el modelo energético utilizando para los diferentes elementos 
que componen la red. 
4.2.2.1.1. Regeneradores 3R 
Este componente introduce un consumo en la red que tiene una relación directa con la 
longitud de las fibras que la componen. Por eso, para hablar del consumo causado por estos 
componentes, tendremos en cuenta también las diferentes longitudes en la red. 
Por sí solo, el regenerador 3R presenta el siguiente consumo: 
            
56 
 
Como vemos, ese valor no nos ofrece una clara visión del consumo final, por lo que teniendo 
en cuenta longitudes en quilómetros, este será el consumo final de la red a causa de los 
regeneradores 3R: 
  (
             
   
)              
4.2.2.1.2. Routers 
El router será el que más juego presente dentro de la red. Como la red que utilizaremos31 
presenta gran heterogeneidad en el número de longitudes de onda por fibra y en el ancho de 
banda de cada una de ellas, los routers deben presentar consumos acordes con este hecho. 
Por este motivo, el consumo eléctrico de los routers variará entre ellos y además tendremos 
en cuenta las siguientes suposiciones: 
 En una red, los routers se encuentran al menos en estado de Standby, por lo que 
ningún router ofrecerá nunca un consumo nulo. Por este motivo, supondremos que la 
mitad del gasto total de un router en carga máxima pertenece a este estado. Este valor 
no será utilizado en el cálculo del consumo de nuestra red al tratarse de un valor 
común siempre, que no ofrecerá variaciones en nuestros cálculos, sino que 
simplemente aumentará el valor base. 
 El resto del consumo será una función lineal junto con el ancho de banda total que 
puede pasar por cada uno de los routers. Por ejemplo, supongamos que un router 
consume           de potencia. Quitando la mitad, como hemos explicado en el 
punto anterior, quedaría su consumo reducido a         . Si este router es capaz de 
enrutar          teniendo en cuenta todas las longitudes de onda de las fibras que 
tiene asignadas, nos quedaría un consumo lineal final de              . 
 
Una vez tenemos el consumo de los componentes más importantes que componen la red, 
pasaremos a explicar la función de coste   utilizada para etiquetar los arcos (se considera una 
conexión con ancho de banda unitario de 1 Gbps). 
                         ⌊
 
   
⌋              
 
Donde    y    son dos nodos de la red y   es la longitud de la fibra que los une. La función   
hace referencia al consumo variable explicado en el punto anterior de los routers de la red, 
siendo éstos valores expresados en          . 
Como podemos observar, esta función realizará un etiquetado de los arcos con el consumo, y 
este valor se mantendrá constante, ya que trabajamos con un modelo lineal en los parámetros 
de entrada. 
                                                          
31
 GEANT2: será presentada posteriormente. 
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También es importante observar que la función siempre etiquetará los arcos con valores reales 
estrictamente positivos. 
              
                           
Una vez tenemos definida la función que utilizaremos, vamos a ver cómo quedaría la topología 
virtual utilizada anteriormente en el caso de load balancing, pero etiquetando ahora los arcos 
mediante la función de energy aware. 
Primero mostraremos la topología con los valores necesarios para poder etiquetar la red 
mediante esta función. 
Figura 35: Topología lógica con longitud de las fibras. 
En la figura superior podemos ver la topología virtual de la red y la longitud, en quilómetros, 
de las fibras que la componen. Los arcos, al representar longitudes de onda en vez de fibras 
reales, en este caso comparten la misma longitud, ya que en realidad están utilizando el mismo 
cable. 





Figura 36: Topología virtual con los arcos pesados mediante la función de energy aware. 
El principal objetivo de la función es utilizar siempre enlaces cortos que unan routers 
económicos, aunque para ello tenga que recorrer caminos más largos en cuanto a saltos. 
Una vez tenemos definidas las dos funciones de coste, utilizaremos un algoritmo basado en 
Dijkstra para encontrar los caminos más cortos y así poder enrutar conexiones dentro de la 
red. Al tratarse de un algoritmo híbrido, el coste de los arcos será uno u otro dependiendo de 
la función utilizada en cada momento. 
4.2.3. Intercambio entre las funciones 
El algoritmo HyLERA presenta dos parámetros no nombrados hasta el momento que se utilizan 
para realizar el cambio entre las dos funciones de coste explicadas anteriormente. 
El primero y más importante es la sliding window. Como su nombre indica, se trata de una 
ventana de tiempo que recoge los datos de la/s última/s hora/s. En concreto, se trata dos 
vectores en los que se va almacenando el número de conexiones totales que van llegando, 
junto con el número de conexiones que han sido bloqueadas para cada uno de esos instantes 
de tiempo. De este modo podremos tener una visión clara de cómo está funcionando la red en 
momentos puntuales, y esto nos puede permitir saber si existe la necesidad de cambiar de 
función de coste para reducir el bloqueo de conexiones si la carga de la red aumenta, o reducir 
el consumo energético ya que la red se está vaciando. 
El segundo valor es el threshold, se trata de un valor frontera que nos indicará cuándo 
debemos intercambiar las funciones de coste para empezar a utilizar un modo u otro. Este 
threshold será variable dependiendo de la cantidad de conexiones que tengamos, por lo que 
deberemos modificarlo si modificamos el patrón de tráfico de entrada. El threshold se mide en 
conexiones totales que se encuentran dentro de la sliding window. 
4.2.4. Algoritmo de Dijkstra 
El algoritmo de Dijkstra que utilizamos en HyLERA es una versión modificada del original para 
operar en un multigrafo con restricciones sobre el ancho de banda y la Wavelength Continuity. 
El algoritmo original resuelve el problema de encontrar el camino más corto desde un nodo 
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origen hasta todos los demás nodos de un grafo orientado y pesado con pesos no negativos 
[Corm]. 
La versión utilizada en nuestro algoritmo trabaja con un multigrafo no orientado32, pesado con 
pesos no negativos. Además, el algoritmo ha sido adaptado para efectuar un shortest path 
constrained: el camino encontrado por el algoritmo de Dijkstra utilizado en HyLERA satisface 
en cada momento el requisito de ancho de banda especificado en la petición de conexión; si 
tal camino no existe33, la conexión es automáticamente rechazada. Por último, el algoritmo de 
Dijkstra modificado encuentra únicamente el camino mínimo desde el origen hasta el destino 
de la conexión, y no a todos los demás nodos del grafo – como resulta en la versión clásica -, ya 
que sería un esfuerzo inútil: cuando en la exploración del grafo se encuentra el nodo de 
destino, el algoritmo de Dijkstra modificado acaba y devuelve el camino encontrado. 
Para resolver el problema de Wavelength Assignment, HyLERA busca todas las longitudes de 
onda que se encuentran libres en las fibras del nodo de origen para elegir la mejor de ellas. Al 
no tener nodos con conversión de longitud de onda, HyLERA prueba el enrutado de la 
conexión para cada una de ellas, y finalmente utilizará la mejor de todas dependiendo de la 
función de coste asignada a los arcos de la red. 
4.2.4.1. Algoritmo de Dijkstra clásico 
Sea           un grafo orientado y pesado con pesos no negativos, con         y      
 , y sea      un nodo del grafo. El algoritmo de Dijkstra [Corm] resuelve el problema de 
camino mínimo con origen único en   y guarda los     caminos mínimos desde ese nodo   a 
todos los demás nodos de la red. La información del camino mínimo viene guardada en     , 
mientras que en      tenemos guardada la distancia de cada nodo al origen. 
A continuación mostramos el pseudocódigo del algoritmo de Dijkstra clásico. Los parámetros 
de entrada son el conjunto   de vértices del grafo, el conjunto   de arcos del grafo y el nodo   
de origen para la búsqueda de los caminos mínimos de ese nodo a todos los demás.  
                 
1.             
2.              
3.                         
a.             
b.               
4.   
5.       
6.                    
a.                                 
b.            
c.                       
                                                          
32
 Un grafo no orientado puede ser visto como un caso particular de un grafo orientad, y por este motivo 
el algoritmo de Dijkstra sigue funcionando perfectamente. 
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i.                                
1.                         
2.             
ii.   
d.   
7.   
8.                    
Entre las líneas 1 y 4 se encuentra la inicialización de los vectores      y     . En la línea 5 se 
inicializa el conjunto   de nodos que todavía no se han explorado. Inicialmente, el valor de   
hace referencia a todos los nodos del grafo. Mientras el conjunto de nodos   a explorar no sea 
vacío, se extrae de dicho conjunto el nodo que contenga la distancia mínima hasta s (líneas 6-
7). Llamaremos a este nodo  . En la línea     empieza la exploración de los nodos vecinos a  . 
El conjunto de nodos vecinos a un nodo hace referencia a todos aquellos que es posible llegar 
atravesando un único arco, es decir                            . Sea   el nodo que se 
encuentra atravesando un arco de  . Si la distancia actual de   a   es mayor que la distancia de 
  a   sumando el coste del arco       (línea      ), entonces el nodo   puede ser alcanzado con 
menor distancia a   siguiendo el camino de   a   y recorriendo el arco      . Si es este el caso, 
entonces se actualiza la distancia de   a   junto con el vector de predecesores (líneas 
               ). El ciclo     (línea    ) continúa hasta que no han sido explorados todos 
los vecinos del nodo  , mientras que el ciclo       (línea 6) continúa hasta que el conjunto de 
nodos  sea vacío. 
Cuando el ciclo      acaba, se devuelve el vector de las distancias mínimas      y el vector de 
predecesores que contendrá el árbol de caminos mínimos desde s a todos los demás nodos del 
grafo. 
Complejidad 
El ciclo     de la línea 3 tiene un coste     . El ciclo       de la línea 6 se repite      veces. 
En cada iteración se extrae el nodo de distancia mínima a   (línea    ), que tiene un coste 
     si el conjunto   está representado mediante un vector lineal. Ahora, cada vértice   
perteneciente a   se extrae del conjunto   exactamente una vez, y cada uno de los arcos se 
explora exactamente una vez en el transcurso del algoritmo cuando se exploran los vecinos de 
  (línea    ). 
Al ser   el número total de arcos del grafo, se realizan exactamente   iteraciones del ciclo 
    de la línea    , cada una de las cuales requiere tiempo       
Por lo tanto, el tiempo total de ejecución del algoritmo es                  
En la literatura podemos encontrar diferentes implementaciones del algoritmo de Dijkstra 
clásico, que difieren en la manera de representar y de operar el conjunto  . Una posible 
implementación seria con un      binario, y en tal caso, sería necesaria la creación del      
en la fase de inicialización, que tendría un coste     . Representando   como un     , el 
tiempo de extracción de un nodo   pasaría a realizarse en tiempo constante     , pero cada 
vez que se debe actualizar la distancia de un nodo   a  , se debe modificar en el      la 
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posición  . La complejidad de tal operación es           Esta operación puede ser repetida, en 
el peor de los casos,  veces. Por lo tanto, el algoritmo de Dijkstra implementado mediante un 
     se reduce a           [Corm]. 
4.2.4.2. Algoritmo de Dijkstra de HyLERA 
Sea           un multigrafo no orientado pesado con una de las dos funciones explicadas 
anteriormente (el algoritmo empieza utilizando la función de energy aware, al encontrarse al 
principio una red vacía). Sea         y       , y sea   una conexión que quiere ser 
enrutada, el algoritmo de Dijkstra de HyLERA resuelvo el problema de encontrar el camino 
mínimo entre los nodos de origen y destino de la conexión de entrada dependiendo de la 
función de coste utilizada en cada momento y devuelve el camino encontrado. Si dicho camino 
no existe, devolverá un camino vacío para indicar que no ha podido encontrarlo. Como 
podremos observar, el algoritmo es muy parecido al Dijkstra normal, ya que no podremos 
evitar recorrer la mayoría de los arcos sin asegurarnos de que tenemos la distancia mínima. 
Por este motivo, extraer el nodo destino del conjunto de nodos no visitados todavía no nos 
garantiza nada. 
A continuación presentamos el pseudocódigo del algoritmo de Dijkstra de HyLERA, que 
utilizará como parámetros la red (nodos y arcos), y la conexión para la que se está buscando el 
camino en ese momento. 
 
                      
1.                            
2.           
a.            
3.   
4.                 
5.                                           
6.                                    
a.                               
b.                                 
c.                     
d.                     
e.                  
f.                              
g.                                    
i.                                     
ii.                          
iii.                               
iv.                           
h.   
i.                       
i.                 
j.   
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7.   
8.                  
 
Antes de intentar buscar un camino mediante el algoritmo, lo que haremos será buscar si ya 
existe algún lightpath creado por una conexión anterior entre los mismos extremos y dicho 
lightpath tenga ancho de banda disponible para la actual conexión, si es así, devolveremos 
directamente este camino y no tendremos que buscar uno (líneas 1-3). 
Si debemos buscar el camino, primeramente realizaremos un paso previo que será buscar 
todas aquellas longitudes de onda que nos permitan, desde el nodo de origen, llegar a un 
vecino, estas longitudes de onda son las que intentaremos utilizar para enrutar la conexión 
actual (línea 5). 
Una vez tenemos el conjunto de longitudes de onda, para cada una de ellas (línea 6) 
probaremos de llegar a nuestro destino. Inicializamos los conjuntos de nodos visitados y no 
visitados (líneas     y    ), junto con el mapa de distancias y de predecesores (    y    ). 
Asignamos distancia 0 al camino entre el origen y él mismo (línea    ), e introducimos el 
origen como nodo no visitado todavía, para poder lanzar el algoritmo (línea    ). 
Ahora, mientras tengamos nodos por visitar todavía (línea    ) y no hayamos llegado a 
nuestro destino, iremos sacando (línea        ) del conjunto de nodos no visitados el más 
cercano (línea      ), lo marcaremos como visitado (línea       ) y actualizaremos las 
distancias mediante la función de la línea       . 
Una vez hemos encontrado, o no, un camino a nuestro destino, miraremos si la longitud de 
onda utilizada en ese proceso mejora a las anteriores (línea    ), y si es así sustituiremos el 
mejor camino encontrado hasta ahora (línea      ). Para finalizar, devolveremos el camino 
(línea 8). 
A continuación explicaremos más en detalle la función de la línea       , ya que contiene toda 
la inteligencia del algoritmo. 
                          
1.                                 
2.                                
a.                                              
b.                                       
c.                                                                    
i.                                              
ii.                       
iii.                                
d.   
3.   
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Lo primero de todo es conseguir los vecinos del nodo actual n (línea 1). El conjunto de los 
nodos vecinos a n son todos aquellos a los que podemos llegar atravesando un único arco, 
es decir:  
                                  
Sea  el nodo que se encuentra atravesando un arco, si la distancia actual del origen a  
es mayor que la distancia del origen a   (línea    ) más el coste del arco       (línea    ), 
entonces actualizamos la distancia mínima (línea      ) al nodo  como la suma desde el 
origen a   más el coste del arco      . También añadimos como predecesor de  a   
(línea       ), y añadimos el vecino como nodo no visitado (línea        ). 
Para acabar de entender bien el algoritmo, falta explicar la función             . 
                   
1.                  
2.                                  
3.                      
a.                         
b.                                    
i.                      
ii.                      
iii.                                     
1.                     
iv.   
c.   
4.    
5.                    
Para buscar los vecinos de uno nodo, lo primero que hacemos es coger el conjunto de todas las 
fibras que tiene unidas a él (línea 2). Una vez las tenemos, para cada una de ellas (línea 3), 
cogemos las longitudes de onda que contiene en su interior (línea 3.a). 
Para cada una de esas longitudes de onda (línea    ), miramos si es posible hacer pasar la 
conexión actual por ella. Aquí es donde se encuentran las restricciones de nuestro algoritmo, 
la primera de ellas hace referencia a la Wavelength Continuity Constraint y la segunda a la 
restricción de ancho de banda requerido (líneas        y        ). Si la longitud de onda cumple 
todas esas restricciones, significa que podemos utilizarla para seguir nuestro camino, por lo 
que añadimos el nodo que se encuentra en el otro extremo de la fibra como nodo vecino (línea 
       ). 
Para finalizar, devolvemos el conjunto de nodos vecinos (línea 5). 
Complejidad de tiempo de Hy.L.E.R.A. 
Dado un multigrafo           con         y        que representa una topología lógica 
de red, y            . 
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La implementación del algoritmo presenta la misma estructura que la del Dijkstra clásico, 
aunque para implementar las estructuras de datos necesarias utilizaremos las clases         
y        . Esto nos va a permitir tener una complejidad, como mínimo, de      
         . 
Las líneas desde la     hasta la     hacen referencia al código equivalente al algoritmo de 
Dijkstra clásico, con la diferencia de que en la función                     encontramos las 
restricciones de nuestro constrained algorithm (visibles en las líneas        y         de la 
función           ). 
Por lo tanto, nuestro algoritmo añade complejidad al clásico a causa del bucle de la línea 6, 
donde se recorren todas las longitudes de onda que el nodo actual es capaz de utilizar porque 
cumplen las restricciones del algoritmo. Este bucle realiza tantas iteraciones como λmax, por lo 




















5. Resultados del algoritmo Hy.L.E.R.A. 
En este punto presentamos los resultados obtenidos mediante nuestro algoritmo, no sin antes 
explicar la red utilizada y algunas suposiciones en la generación del tráfico. Como ya hemos 
comentado anteriormente, los resultados serán calculados para la versión de load-balancing, 
energy-aware y la versión final de HyLERA. 
5.1. Red utilizada 
La topología de red finalmente utilizada para probar nuestro algoritmo es GEANT2. Se trata de 
la red creada en Europa destinada a investigación y a la educación. 
A continuación vemos la estructura de la red, y también podemos observar los datos de cada 
una de las fibras que la componen, pudiendo ver la longitud de cada una de ellas y el número 





Figura 37: La red Europea GEANT2. 
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Como podemos observar, la red GEANT2 presenta una gran heterogeneidad en cuanto al 
número de longitudes de onda por fibra y a la capacidad de estas. La red contiene un núcleo 
donde las fibras trabajan todas a una velocidad de OC-192. 
Para extraer conclusiones de los resultados, durante las simulaciones recogeremos los 
siguientes datos: 
 Probabilidad de bloqueo parcial mediante la sliding window, a un ritmo de 10 veces 
por hora. 
 Probabilidad de bloqueo total. 
 Consumo energético de las conexiones que se encuentran en la red cada hora. 
 Consumo energético total acumulado. 
La probabilidad de bloqueo será calculada como 
                     
                  
  , mientras que el 
consumo energético será la suma de consumos, expresado en    34. 
5.2. Generación de conexión 
Al no disponer de unos datos reales acerca de la cantidad de conexiones que pueden pasar por 
una red ni de sus parámetros, el modelo utilizado para generar las conexiones que 
intentaremos enrutar en la red viene explicado a continuación. 
Lo primero de todo es generar los nodos entre los cuales la conexión pretende ser establecida. 
Como hemos comentado anteriormente, una manera podría ser generar dichos nodos de 
manera aleatoria entre las diferentes posibilidades, y esto acabaría creando una distribución 
equitativa entre todos ellos. En nuestro caso, al utilizar la red GEANT2 que contiene fibras con 
heterogeneidad en el número de longitudes de onda, generaremos los nodos mediante una 
distribución creada teniendo en cuenta el ancho de banda total que puede enrutar cada nodo. 
En la siguiente tabla podemos ver el ancho de banda que es capaz de enrutar cada uno de los 
nodos de la red. 
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Tabla 1: Ancho de banda de cada router. 
Con estos datos podemos crear una distribución en la que cada router tendrá tanta 
probabilidad de aparición como su relación entre su ancho de banda  y la suma total. 
Router Probabilidad (%) Probabilidad Acumulada (%) 
PT 0,008658009 0,008658009 
ES 0,028860029 0,037518038 
IS 0,001443001 0,038961039 
IE 0,011544012 0,050505051 
UK 0,049062049 0,0995671 
FR 0,046176046 0,145743146 
NL 0,052308802 0,198051948 
BE 0,04040404 0,238455988 
LU 0,011544012 0,25 
CH 0,069264069 0,319264069 
NO 0,023088023 0,342352092 
DE 0,086580087 0,428932179 
IT 0,041486291 0,47041847 
DK 0,056277056 0,526695527 
MT 7,22E-04 0,527417027 
SE 0,046176046 0,573593074 
CZ 0,04040404 0,613997114 
SI 0,04040404 0,654401154 
PL 0,017316017 0,671717172 
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AT 0,069264069 0,740981241 
HR 0,028860029 0,76984127 
SK 0,063492063 0,833333333 
HU 0,04040404 0,873737374 
FI 0,023088023 0,896825397 
EE 0,011544012 0,908369408 
LV 0,011544012 0,91991342 
LT 0,011544012 0,931457431 
RO 0,014430014 0,945887446 
BG 0,02020202 0,966089466 
GR 0,018037518 0,984126984 
TR 0,005772006 0,98989899 
RU 0,005772006 0,995670996 
CY 0,001443001 0,997113997 
IL 0,002886003 1 
Tabla 2: Probabilidad de aparición de cada router. 
Para poder observar mejor la distribución, mostraremos el gráfico de las probabilidades 
individuales únicamente. 
Gráfico 3: Distribución de probabilidad de aparición de los routers. 
Los otros dos parámetros necesarios para crear una conexión (ancho de banda utilizado y 
tiempo de vida), serán asignados de igual manera a todas ellas: 
 Ancho de banda: 310 Mbps. 
 Tiempo de vida: 30 minutos. 
La asignación de estos valores y no otros es arbitraria, y no supone un gran cambio en los 
resultados al utilizar siempre los mismos patrones en la entrada del simulador. 
5.3. Patrón del tráfico de entrada 
Una vez hemos explicado cómo crearemos las conexiones, vamos a pasar a explicar el patrón 
que utilizan dichas conexiones para ir entrando en la red. Se ha intentado crear un patrón de 
llegada sinusoidal, simulando así las diferentes fases del día, ya que en horario nocturno suele 
haber menos conexiones que en horario diurno. 
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Gráfico 4: Patrón de llegada de conexiones. 
En el eje horizontal podemos ver las horas, y como se puede observar, a medida que se hace 
de noche, la cantidad de conexiones decrece, mientras que durante el día va en aumento, 
llegando a su punto álgido en plena tarde. 
El número de conexiones mostradas indica un valor base, que podremos modificar para 
aumentar la cantidad en cada momento, mediante un multiplicador. 
 
5.4. Simulaciones 
En este apartado presentamos los resultados obtenidos utilizando HyLERA para la red GEANT2 
anteriormente mostrada. 
5.4.1. Simulación #1 
Los parámetros utilizados para esta simulación son los siguientes: 
 Patrón de llegada de conexiones a la red: mostrado en el gráfico 4. 
 Sliding Window de 3 horas. 
 Threshold: 
o 10200 conexiones para cambiar de load balancing a energy awareness. 
o 7500 conexiones para cambiar de energy awareness a load balancing. 
Los valores han sido ajustados para la red GEANT2 y para el patrón de tráfico de entrada 
elegido, para conseguir que el algoritmo realice los cambios en las horas oportunas, 
consiguiendo así que durante la tarde intente bloquear el menor número de conexiones, y 
durante periodos nocturnos intente ahorrar energía. 
 Tiempo de simulación: 4 días. 
 100 repeticiones por cada valor mostrado en el gráfico 4. Esto significa que, por 
ejemplo, al principio del algoritmo, intentaremos enrutar 22 conexiones en cada 
repetición, haciendo un total de 2200 durante los primeros 100 pasos del algoritmo. 
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Load Balancing 263200 1503 0,5710 572,85 
Energy Awareness 263200 2671 1,0148 497,06 
HyLERA 263200 1702 0,6466 532,35 
Tabla 5: Resultados finales simulación #1. 
Ahora mostramos los gráficos de la evolución de la simulación para entender el 
funcionamiento de HyLERA. 
 Gráfico 6: Bloqueo parcial vs Tiempo simulación #1. 
 Gráfico 7: Bloque total vs Tiempo simulación #1. 
Las líneas verticales del gráfico 6 simbolizan la siguiente información: una línea azul significa 
que el algoritmo HyLERA pasa a utilizar la función de load balancing, mientras que una línea 
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rosa significa que HyLERA pasa a utilizar la función de energy awareness. Las líneas blancas 
simplemente dividen el gráfico en los 4 días de simulación. 
Como podemos observar en el gráfico 6, durante el primer día de simulación, los tres 
algoritmos presentan un comportamiento muy parecido. Esto es debido a que la red se 
encuentra vacía y el único bloqueo que existe es debido a conexiones que tienen como origen 
o destino nodos que contienen muy pocas longitudes de onda (de 1 a 3), y que ya están 
ocupadas por conexiones anteriores que todavía perduran en la red. 
Durante el segundo día ya podemos ver un comportamiento acorde a lo esperado. Mientras 
que el algoritmo de energy awareness dispara su probabilidad de bloqueo, como HyLERA está 
utilizando la función de load balancing no presenta una subida tan elevada, y se mantiene en 
valores similares al algoritmo de load balancing. Una vez se produce el cambio, vemos como 
HyLERA aumenta su bloqueo yéndose a valores similares a los de energy awareness. 
Este patrón se vuelve a repetir durante los dos siguientes días. Cabe destacar que aunque en 
cada momento HyLERA se comporte como uno u otro algoritmo, esto no significa que sus 
valores deban ser los mismos, ya que al estar intercambiando la función de coste una y otra 
vez, las conexiones están siendo enrutadas de dos maneras diferentes, generando una 
configuración distinta de la red cada vez. 
En el gráfico 7 podemos ver la evolución del porcentaje de bloqueo total de la red, calculado 
durante todo el tiempo de simulación, y vemos como claramente HyLERA se sitúa en medio de 
los otros dos, siendo este el resultado esperado, al estar utilizando una u otra función por 
momentos. 
A continuación mostramos los gráficos referentes al consumo parcial y al consumo acumulado 
de la red: 
 Gráfico 8: Consumo parcial vs Carga simulación #1. 
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 Gráfico 9: Consumo acumulado vs Tiempo simulación #1. 
En el gráfico 8 podemos ver el consumo calculado mediante las conexiones que están vivas en 
la red en cada hora. Como vemos, HyLERA empieza comportándose de manera idéntica a 
energy awareness al empezar utilizando esta función, pero una vez que se produce el cambio a 
load balancing, el consumo aumenta, llegando prácticamente a los mismos valores. Una vez la 
red empieza a recibir menos peticiones de conexión y HyLERA cambia su comportamiento a 
energy awareness el consumo vuelve a decrecer hasta llegar a valores parecidos al algoritmo 
de energy aware puro. En este caso, el comportamiento se puede apreciar desde el primer día, 
repitiéndose durante el resto de días. 
En el caso del gráfico 9, vemos el consumo acumulado de la red, teniendo esta vez en cuenta 
todas las conexiones enrutadas hasta el momento. En este gráfico se puede apreciar 
claramente como HyLERA se sitúa en un punto intermedio entre los dos algoritmos puros, 
llegando a ahorrar así energía respecto al de load balancing, aunque consumiendo algo más 
que el de energy awareness. En resumen,  comparando el resultado de HyLERA con el 
resultado del algoritmo de load balancing puro, vemos un ahorro de 40 kWh (sobre el total de 
572 kWh) en 4 días, que, para hacernos una idea, equivalen al consumo máximo de un hogar 
durante 14 horas. Se trata de un ahorro conseguido simplemente cambiando el algoritmo de 
routing de HyLERA, y corresponde al 7% del consumo total de la red durante estos 4 días. 
 
5.4.2. Simulación #2 
Esta simulación tiene como objetivo ver los resultados al utilizar un threshold tan elevado que 
hacen que HyLERA se comporte prácticamente de manera idéntica al algoritmo de energy 
awareness puro. Esta configuración es típica en un Internet Service Provider (ISP) que quiera 
ahorrar el máximo de energía, intentando bloquear el mínimo número de conexiones posibles 
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durante las horas de pico. Para conseguir estos resultados, el threshold utilizado es el 
siguiente: 
 11900 conexiones para pasar de load balancing a energy awareness. 
 10200 conexiones para pasar de energy awareness a load balancing. 
Con estos valores conseguimos que, únicamente en las 5 horas de mayor carga, HyLERA utilice 
la función de load balancing. 
Todos los demás parámetros son iguales que en la simulación #1. 









Load Balancing 263200 1503 0,5710 572,85 
Energy Awareness 263200 2671 1,0148 497,06 
HyLERA 263200 2510 0,9536 513,18 
Tabla 10: Resultados finales simulación #2. 
A continuación mostramos los gráficos de la evolución de la red: 
Gráfico 11: Bloqueo parcial vs Tiempo simulación #2. 
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Gráfico 12: Bloque total vs Tiempo simulación #2. 
Del mismo modo que en la simulación #1, los tres algoritmos presentan un comportamiento 
muy parecido en cuanto a bloqueo de conexiones en la red cuando esta se encuentra vacía. En 
cambio, a partir del segundo día se puede apreciar la diferencia, al observar como HyLERA 
adopta un comportamiento muy similar, casi idéntico, al algoritmo de energy awareness puro. 
Esto es debido a que 19 de las 24 horas del día está utilizando esa función. Al ser tan pequeña 
la aportación de la función de load balancing no se pueden apreciar casi variaciones en el 
bloqueo parcial. En cambio, si observamos el gráfico 12, donde tenemos reflejado el bloqueo 
total de la red en cada hora, vemos como HyLERA se encuentra en valores muy próximos al 
algoritmo de energy awareness pero siempre por debajo de él, viendo así claramente la 
aportación de la función de load balancing. 
Vemos ahora los gráficos referentes al consumo: 
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Gráfico 13: Consumo parcial vs Carga simulación #2. 
Gráfico 14: Consumo acumulado vs Tiempo simulación #2. 
En el gráfico 13 podemos apreciar un comportamiento muy similar al del gráfico 8, pero esta 
vez, al haber menos horas donde se utiliza la función de load balancing, HyLERA tiene un 
consumo parcial muy similar al del algoritmo de energy awareness, aunque se puede ver 
claramente el cambio en la tendencia del consumo cuando la función de HyLERA cambia. En 
cuanto al consumo total (gráfico 14), esta vez HyLERA, como era de esperar, toma valores 
mucho más cercanos a los de energy awareness. Esta vez, comparando el resultado con el del 
algoritmo de load balancing puro, hemos conseguido ahorrar alrededor de 60 kWh (sobre el 
total de 572 kWh) en 4 días, que supone un ahorro del 10,5%, a costa de aumentar 
ligeramente el porcentaje de bloqueo de la red. 
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5.4.3. Simulación #3 
De manera análoga a la simulación #2, vamos a ver ahora el comportamiento de HyLERA 
cuando se utiliza un threshold de conexiones muy bajo, que hace que HyLERA se comporte 
prácticamente de manera idéntica al algoritmo de load balancing. Es una configuración típica 
de un Internet Service Provider (ISP) que quiera bloquear el mínimo número de conexiones 
posibles, intentando ahorrar energía unas pocas horas durante la noche. En concreto, el 
threshold utilizado es el siguiente: 
 5400 conexiones para cambiar de load balancing a energy awareness. 
 5400 conexiones para cambiar de energy awareness a load balancing. 
Este valor hace que HyLERA se comporte durante 19 de las 24 horas del día del mismo que el 









Load Balancing 263200 1503 0,5710 572,85 
Energy Awareness 263200 2671 1,0148 497,06 
HyLERA 263200 1652 0,6277 543,99 
Tabla 15: Resultados finales simulación #3. 
Y los gráficos con la evolución de la red: 
Gráfico 16: Bloqueo parcial vs Tiempo simulación #3. 
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Gráfico 17: Bloque total vs Tiempo simulación #3. 
 
Vemos que ahora se produce el comportamiento opuesto a la simulación #2. Durante toda la 
simulación, HyLERA se encuentra en valores de bloqueo muy próximos a los del algoritmo de 
load balancing puro, presentando aumentos mínimos a causa de las pocas horas en las que se 
utiliza energy awareness. En el gráfico 17, donde vemos el bloqueo total, se puede apreciar 
como HyLERA casi no se despega de load balancing. 





Gráfico 19: Consumo acumulado vs Tiempo simulación #3. 
En cuanto al consumo, vemos también como efectivamente HyLERA presenta un 
comportamiento consistente con los resultados esperados, al obtener unos valores de 
consumo parcial (gráfico 18) siempre cercanos a los que obtenemos mediante load balancing, 
y disminuyendo dicho valor durante las pocas horas de energy awareness. En el gráfico 19 
vemos como el consumo total de HyLERA ha aumentado respecto a las otras simulaciones. En 
concreto, el consumo en esta simulación asciende a 543,99 kWh, que, comparándolo con el 
consumo del algoritmo de load balancing puro, conseguimos esta vez 28 kWh de ahorro, lo 
que supone un 4,8% respecto al total. 
Si tenemos en cuenta las simulaciones 2 y 3, vemos como HyLERA puede adoptar diferentes 
comportamientos si se ajustan los parámetros correctamente. 
 
5.4.4. Conclusiones 
Una vez observados los resultados obtenidos, vemos que el algoritmo HyLERA se comporta de 
la manera que se esperaba. Si se utilizan unos parámetros medios en términos de que el 
algoritmo se comporta equitativamente de las dos maneras posibles, los resultados se 
encuentran en valores intermedios entre los dos algoritmos puros, ahorrando energía durante 
la noche y enrutando el máximo número de conexiones durante el día. 
Con las dos últimas simulaciones vemos que HyLERA nos ofrece una flexibilidad en el modo de 
actuación, siendo decisión del operador de redes que lo utiliza el comportamiento que quiera 







6. Coste del proyecto 
El proyecto se inició en Marzo de 2013. El primer mes fue dedicado exclusivamente a la 
búsqueda y lectura de información necesaria para entender el problema de RWA. El segundo 
mes empecé con la programación del simulador, sin operatividad todavía. 
A medida que el código iba cogiendo forma, empecé a leer también documentación necesaria 
para la parte teórica del proyecto. 
Una vez tuve acabado el simulador, me dediqué exclusivamente a la creación de la memoria 
mientras el código iba ejecutando tests y guardando los resultados. 
Una vez acabados los tests, simplemente tuve que explicar los resultados y acabar la memoria. 
El código ha sido implementado utilizando JAVA. Durante la fase de programación se ha 
utilizado un repositorio Git para guardar la historia del proyecto. 
Mes Trabajo Horas 
Marzo 2013 Planificación 32h 
  Abril 2013 Lectura de documentación 88h 
Mayo 2013 Primera versión del 
simulador 
18h 
Mayo 2013 Desarrollo del simulador 60h 
Junio 2013 Desarrollo del simulador 80h 
Julio 2013 Desarrollo del simulador y 
módulos auxiliares. 
100h 
Agosto 2013 Finalización del simulador 40h 
Setiembre 2013 Lectura y Comprobación del 
comportamiento correcto del 
simulador, Tests. 
100h 
Octubre 2013 Memoria y Tests 90h 
Noviembre 2013 Memoria y Tests 80h 
  688h 
Tabla 20: Estudio del tiempo. 
Asumiendo un precio por hora de 30€, el coste total en horas trabajadas asciende a 20.640€. 





Microsoft Word Licencia de estudiante 
GanttProject Gratis 
Tabla 21: Estudio del software. 
El ordenador utilizado para el proyecto tiene un valor de 880€. Se podría haber utilizado un 
ordenador más barato, pero el tiempo de ejecución de los tests hubiese sido muy superior. 




Horas de trabajo 20.640€ 
Software 0€ 
Hardware 880€ 
Tabla 22: Coste total. 
 




Gráfico 23: Diagrama de Gantt 1. 
Gráfico 24: Diagrama de Gantt 2. 
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7.1. Diagrama de Clases 
El diagrama muestra todas las clases del proyecto, se pueden apreciar tanto los parámetros y 
funciones públicas como las privadas. 
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Package Class Use Tree Deprecated Index Help
Prev Class Next Class Frames No Frames All Classes











Modifier and Type Method and Description
static void main(java.lang.String[] args) 
Methods inherited from class java.lang.Object









Package Class Use Tree Deprecated Index Help
Prev Class Next Class Frames No Frames All Classes
Summary: Nested | Field | Constr | Method Detail: Field | Constr | Method
public static void main(java.lang.String[] args)
                 throws java.io.IOException
Throws:
java.io.IOException
Package Class Use Tree Deprecated Index Help
Prev Class Next Class Frames No Frames All Classes









Connection(int id, int timeToLive, double bandwidth, int source, int destination)
Devuelve una nueva conexion con los valores necesarios para intentar enrutarla dentro de la red.
Method Summary
Modifier and Type Method and Description










void setBandwidth(double bandwidth) 
void setConsumption(double c) 
void setDestination(int destination) 
void setFiber(int fiber) 
void setId(int id) 
void setLambda(int lambda) 
void setSource(int source) 
void setTimeToLive(int timeToLive) 
Constructors  
Methods  
Methods inherited from class java.lang.Object





          int timeToLive,
          double bandwidth,
          int source,
          int destination)
Devuelve una nueva conexion con los valores necesarios para intentar enrutarla dentro de la red.
Parameters:
id - identificador unico de la conexion dentro de la red.
timeToLive - unidades de tiempo que estara la conexion dentro de la red.
bandwidth - cantidad de ancho de banda requerido para la conexion.
source - router de inicio de la conexion.





























public void setLambda(int lambda)
Package Class Use Tree Deprecated Index Help
Prev Class Next Class Frames No Frames All Classes




public void addLightpathFiber(int id)
setConsumption
public void setConsumption(double c)
getConsumption
public double getConsumption()
Package Class Use Tree Deprecated Index Help
Prev Class Next Class Frames No Frames All Classes









Router(int id, java.lang.String name, double consumption,
java.util.List<java.lang.Integer> attachedFibers)
Crea un nuevo Router que representara un nodo de la red.
Method Summary
Modifier and Type Method and Description






void increaseTotalBandwidth(double inc) 
void setConsumption(double c) 
void setId(int id) 
void setName(java.lang.String name) 
void setTotalBandwidth(double bw) 
Methods inherited from class java.lang.Object







      java.lang.String name,
      double consumption,
      java.util.List<java.lang.Integer> attachedFibers)
Crea un nuevo Router que representara un nodo de la red.
Parameters:
id - identificador unico del router.
name - nombre del pais donde esta situado el router.
consumption - consumo fijo del router por cada GB.













public void setTotalBandwidth(double bw)
Package Class Use Tree Deprecated Index Help
Prev Class Next Class Frames No Frames All Classes
Summary: Nested | Field | Constr | Method Detail: Field | Constr | Method
increaseTotalBandwidth








public void setConsumption(double c)
Package Class Use Tree Deprecated Index Help
Prev Class Next Class Frames No Frames All Classes









Fiber(int id, int node1, int node2, int numLambdas, double Bandwidth, int length)
Devuelve una nueva fibra que puede representar tanto a una fibra original como a una fibra de un lightpath.
Method Summary
Modifier and Type Method and Description
void actualizeLambdaEnergeticWeight(int lambda, double rs,
double rd, int lon)
Actualiza el peso referente a la energia consumida.
void actualizeLambdaWeight(int lambda, double residual,
double total)
Actualiza el peso referente al bloqueo de conexiones.
void actualizeLightLambdaWeight(double residual, double total)
Actualiza el peso referente al bloqueo de conexiones en una fibra que
representa un lightpath.
void decreaseBandwidth(double bandwidth, int lambda)
Decrementa el ancho de banda en bandwidth unidades de la lambda con
identificador lambda en las fibras originales unicamente.
void decreaseLightBandwidth(double bandwidth)
Decrementa el ancho de banda en bandwidth unidades de la unica lambda
que contiene una fibra que representa un lightpath.
int getId() 
Lambda getLambda(int id)











void increaseBandwidth(double bandwidth, int lambda)
Incrementa el ancho de banda en bandwidth unidades de la lambda con
identificador lambda en las fibras originales unicamente.
void increaseLightBandwidth(double bw)
Incrementa el ancho de banda en bw unidades de la unica lambda que
contiene una fibra que representa un lightpath.
void setId(int id) 
void setInfinityLambdaEnergeticWeight(int lambda)
Asigna el valor infinito al peso referente a la energia consumida de la lambda
con identificador lambda.
void setLambdas(java.util.List<Lambda> lambdas) 
void setLength(int length) 
void setNode1(int node1) 
void setNode2(int node2) 
void setNumLambdas(int numLambdas) 
void setTotalBandwidth(double totalBandwidth) 
Methods inherited from class java.lang.Object





     int node1,
     int node2,
     int numLambdas,
     double Bandwidth,
     int length)
Devuelve una nueva fibra que puede representar tanto a una fibra original como a una fibra de un lightpath.
Parameters:
id - numero de identificacion unico de cada fibra.
node1 - identificador del Router source de la fibra.
node2 - identificador del Router destination de la fibra.
numLambdas - cantidad de lambdas que contiene la fibra.
Bandwidth - ancho de banda total de cada una de las lambdas.





























public void setNumLambdas(int numLambdas)
getLambda
public Lambda getLambda(int id)
Devuelve la lambda con identificador id para las fibras originales unicamente.
Parameters:
id - identificador de la lambda dentro de la fibra.
Returns:
lambda con el identificador id.
getLightLambda
public Lambda getLightLambda()
Devuelve la unica lambda que contiene una fibra que representa un lightpath.
decreaseBandwidth
public void decreaseBandwidth(double bandwidth,
                     int lambda)
Decrementa el ancho de banda en bandwidth unidades de la lambda con identificador lambda en las fibras
originales unicamente.
Parameters:
bandwidth - unidades a decrementar.
lambda - identificador de la lambda.
decreaseLightBandwidth
public void decreaseLightBandwidth(double bandwidth)
Decrementa el ancho de banda en bandwidth unidades de la unica lambda que contiene una fibra que
representa un lightpath.
Parameters:
bandwidth - unidades a decrementar.
increaseBandwidth
public void increaseBandwidth(double bandwidth,
                     int lambda)
Incrementa el ancho de banda en bandwidth unidades de la lambda con identificador lambda en las fibras
originales unicamente.
Parameters:
bandwidth - unidades a incrementar.
lambda - identificador de la lambda.
increaseLightBandwidth
public void increaseLightBandwidth(double bw)
Incrementa el ancho de banda en bw unidades de la unica lambda que contiene una fibra que representa
un lightpath.
Parameters:
bw - unidades a incrementar.
actualizeLambdaWeight
public void actualizeLambdaWeight(int lambda,
                         double residual,
                         double total)
Actualiza el peso referente al bloqueo de conexiones.
Parameters:
lambda - identificador de la lambda a actualizar.
residual - cantidad de ancho de banda restante en la lambda.
total - cantidad de ancho de banda total de la lambda.
Package Class Use Tree Deprecated Index Help
Prev Class Next Class Frames No Frames All Classes
Summary: Nested | Field | Constr | Method Detail: Field | Constr | Method
actualizeLightLambdaWeight
public void actualizeLightLambdaWeight(double residual,
                              double total)
Actualiza el peso referente al bloqueo de conexiones en una fibra que representa un lightpath.
Parameters:
residual - cantidad de ancho de banda restante de la lambda.
total - cantidad de ancho de banda total de la lambda.
actualizeLambdaEnergeticWeight
public void actualizeLambdaEnergeticWeight(int lambda,
                                  double rs,
                                  double rd,
                                  int lon)
Actualiza el peso referente a la energia consumida.
Parameters:
lambda - identificador de la lambda a actualizar.
rs - consumo del Router source de la fibra que contiene la lambda.
rd - consumo del Router destination de la fibra que contiene la lambda.
lon - longitud fisica de la fibra que contiene la lambda.
setInfinityLambdaEnergeticWeight
public void setInfinityLambdaEnergeticWeight(int lambda)
Asigna el valor infinito al peso referente a la energia consumida de la lambda con identificador lambda.
Parameters:
lambda - identificador de la lambda.
Package Class Use Tree Deprecated Index Help
Prev Class Next Class Frames No Frames All Classes










Devuelve una nueva lambda a la que solo se le asigna el identificador unico por el momento.
Lambda(int id, double residualBandwidth, double weight)
Devuelve una nueva lambda.
Method Summary
Modifier and Type Method and Description
void actualizeEnergeticWeight(double rs, double rd, double lon)
Actualiza el peso de la lambda referente al consumo energetico.
void actualizeWeight(double residual, double total)
Actualiza el peso de la lambda referente al bloqueo de conexiones siguiendo la
formula 1/(residualBw * Log10(totalBw)).
void decreaseBandwidth(double bandwidth)







Incrementa el ancho de banda de la lambda en bandwidth unidades.
void setEnergeticWeight(double weight) 
void setId(int id) 
void setResidualBandwidth(double residualBandwidth) 
Constructors  
Methods  
void setWeight(double weight) 
Methods inherited from class java.lang.Object





Devuelve una nueva lambda a la que solo se le asigna el identificador unico por el momento.
Parameters:
id - identificador unico de la lambda dentro de la fibra.
Lambda
public Lambda(int id,
      double residualBandwidth,
      double weight)
Devuelve una nueva lambda.
Parameters:
id - identificador unico de la lambda dentro de la fibra.
residualBandwidth - cantidad de ancho de banda restante de la lambda.





















public void actualizeEnergeticWeight(double rs,
                            double rd,
                            double lon)
Actualiza el peso de la lambda referente al consumo energetico. Si el consumo de source y destination es
0, se asigna peso infinito.
Parameters:
rs - consumo del router source.
rd - consumo del router destination.
lon - longitud fisica de la fibra.
actualizeWeight
Package Class Use Tree Deprecated Index Help
Prev Class Next Class Frames No Frames All Classes
Summary: Nested | Field | Constr | Method Detail: Field | Constr | Method
public void actualizeWeight(double residual,
                   double total)
Actualiza el peso de la lambda referente al bloqueo de conexiones siguiendo la formula 1/(residualBw *
Log10(totalBw)).
Parameters:
residual - cantidad de ancho de banda restante en la lambda.
total - cantidad de ancho de banda total de la lambda.
decreaseBandwidth
public void decreaseBandwidth(double bandwidth)
Decrementa el ancho de banda de la lambda en bandwidth unidades.
Parameters:
bandwidth - unidades a decrementar.
increaseBandwidth
public void increaseBandwidth(double bandwidth)
Incrementa el ancho de banda de la lambda en bandwidth unidades.
Parameters:
bandwidth - unidades a incrementar.
Package Class Use Tree Deprecated Index Help
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Lightpath(java.util.LinkedList<Router> path, Fiber f)
Representacion del nuevo camino creado entre dos Routers.
Method Summary
Modifier and Type Method and Description
Fiber getLightfiber() 
java.util.LinkedList<Router> getPath() 
void setLightfiber(Fiber lightfiber) 
void setPath(java.util.LinkedList<Router> path) 
Methods inherited from class java.lang.Object





         Fiber f)




Package Class Use Tree Deprecated Index Help
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Summary: Nested | Field | Constr | Method Detail: Field | Constr | Method
path - camino fisico que representa el lightpath.







public void setPath(java.util.LinkedList<Router> path)
setLightfiber
public void setLightfiber(Fiber lightfiber)
Package Class Use Tree Deprecated Index Help
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Crea una nueva instancia de la clase Dijkstra que es la encargada de toda la ejecucion del algoritmo para
enrutar conexiones.
Method Summary
Modifier and Type Method and Description
void execute(Router source, Connection con)
Nucleo de todo el algoritmo, es la funcion encargada de iniciar la busqueda de
un camino para cada conexion.
Methods inherited from class java.lang.Object










Package Class Use Tree Deprecated Index Help
Prev Class Next Class Frames No Frames All Classes
Summary: Nested | Field | Constr | Method Detail: Field | Constr | Method
network - red en la que se enrutaran las conexiones que vayan entrando.
Method Detail
execute
public void execute(Router source,
           Connection con)
Nucleo de todo el algoritmo, es la funcion encargada de iniciar la busqueda de un camino para cada
conexion.
Parameters:
source - router de inicio de la conexion que se esta intentando enrutar.
con - conexion para la que se esta buscando un camino.
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Modifier and Type Field and Description
boolean hylera
Valor que indica si se utiliza el metodo HyLERA.
int LAMBDA_NOT_SETTLED 
int MODE
Modo de actuacion de la red: - MODE 0: Blocking percentage aware
int ORIGINAL_FIBERS
Numero de fibras y lambdas totales de la red.
int PATH_NOT_FOUND
Valores auxiliares para diferentes errores.
int TIME_WINDOW




Crea una nueva red inicializando todos los valores y creando los routers y las fibras que los unen, asi como asignando
peso a las lambdas de cada fibra creada.
Method Summary
Modifier and Type Method and Description
void assignLightpath(Connection c, Fiber f)
Asigna el nuevo lightpath creado a la conexion.
double calculateBlock(int act, int tot)
Calcula y devuelve el porcenta de bloqueo parcial de la red.
void createConnectionsFile(int step)







Crea el fichero raw.txt asi como tantas conexiones como se le indique y las escribe en
el fichero.
void decreaseBandwidths(Connection c, java.util.LinkedList<Router> path)
Decrementa el ancho de banda de todas las lambdas pertenecientes a fibras que
forman el camino asignado a la nueva conexion y actualiza el peso de las mismas.
void decreaseTimesToLive()
Decrementa en una unidad el tiempo de vida de todas las conexiones que se
encuentran dentro de la red.
void deleteFiles()
Funcion de borrado de ficheros.
int findFiber(int source, int destination, Connection c)
Devuelve el identificador de la fibra que une los dos nodos de entrada y permite
enrutar la conexion de entrada.
int findOriginalFiber(int source, int destination)
Devuelve el identificador de la fibra que une los dos nodos de entrada.
java.util.ArrayList<Connection> generateConnections()
Genera nuevas conexiones para cada paso siguiendo la distribucion creada
anteriormente (CONNECTION_SLOPE).
java.util.ArrayList<Connection> generateConnectionsFromFile(int step)
Genera las conexiones referentes al paso de entrada a partir del fichero
connections.txt.
java.util.ArrayList<Connection> generateRawConnectionsFromFile()
Genera las conexiones que se le indique a partir del fichero raw.txt.
double getActualConsumption() 
java.util.List<Fiber> getAttachedFibersById(int id)
Devuelve una lista con todas las fibras, tanto originales como lightpaths creados, del





Fiber getFiber(int id) 
java.util.List<Fiber> getFibers() 
Fiber getLightfiber(int id)
Devuelve la fibra deseada, si existe, que se encuentra dentro de un lightpath.
int getPartialBlockedConnections() 
int getPartialTotalConnections() 
java.util.Set<Fiber> getPlausibleFibers(java.util.List<Fiber> fibs, int source,
int destination)
Recoge y devuelve todas las fibras que conectan los dos routers de entrada.
java.util.List<java.lang.Integer> getPlausibleLambdas(Connection c)
Devuelve una lista de enteros que identifican las lambdas que pueden ser utilizadas
por la nueva conexion para enrutarla dentro de la red.




De un conjunto de fibras previamente seleccionado, devuelve el identificador de la





void increaseBandwidths(Connection c, java.util.LinkedList<Router> path)
Incrementa el ancho de banda de todas las lambdas pertenecientes a fibras que
forman el camino asignado a la conexion que ha finalizado su tiempo de vida dentro
de la red y actualiza el peso de las mismas.
void increasePartialTotalConnections()
Incrementa el numero de conexiones en el espacion temporal corto que se han
intentado enrutar dentro de la red.
void increaseTotalConnections()
Incrementa el numero de conexiones totales que se han intentado enrutar dentro de
la red.
void insertPartialData(int act, int tot)
Introduce nuevos datos en la ventana de calculo del porcentaje de bloqueo parcial de
la red.
Fiber lightpathAvailable(Connection c)
Busca un lightpath ya creado que tenga los mismos extremos que la conexion que
esta siendo enrutada.
void printConnection(Connection c)
Escribe por consola la conexion, indicando el camino que ha seguido si ha sido
enrutada dentro de la red.
void printConnectionToFile(Connection c)
Escribe una conexion en el fichero result.txt, indicando el camino que ha seguido si ha
sido enrutada dentro de la red.
void printFiber(Fiber fib)
Escribe por consola el estado de una fibra.
void printLambda(Lambda l)
Escribe por consola el estado de una lambda.
void printNetwork()
Escribe por consola el estado de todos los routers y fibras de la red.
void printNodeDistribution()
Escribe por consola la distribucion de aparicion de un nodo en una nueva conexion.
void printRouter(Router r)
Escribe por consola el estado de un router.
void setBlockedConnections(int s) 
void setEnrutedConnections(java.util.Set<Connection> enrutedConnections) 
void setPartialBlockedConnections(int s) 
void setPartialTotalConnections(int s) 
void setTotalConnections(int s) 
Methods inherited from class java.lang.Object




Modo de actuacion de la red: - MODE 0: Blocking percentage aware. - MODE 1: Energy aware.
TIME_WINDOW
public int TIME_WINDOW
Sliding window, parametro expresado en horas.
hylera
public boolean hylera
Valor que indica si se utiliza el metodo HyLERA.
PATH_NOT_FOUND
public final int PATH_NOT_FOUND








public final int ORIGINAL_FIBERS






Crea una nueva red inicializando todos los valores y creando los routers y las fibras que los unen, asi como asignando































public void setPartialBlockedConnections(int s)
setTotalConnections








public void createRawConnectionsFile(int n)
Crea el fichero raw.txt asi como tantas conexiones como se le indique y las escribe en el fichero.
Parameters:
n - numero de conexiones a crear.
generateRawConnectionsFromFile
public java.util.ArrayList<Connection> generateRawConnectionsFromFile()
Genera las conexiones que se le indique a partir del fichero raw.txt.
createConnectionsFile
public void createConnectionsFile(int step)
Crea el fichero connections.txt y escribe en el todas las conexiones que se van generando.
Parameters:
step - paso actual del simulador que permite separar las conexiones dentro del fichero.
generateConnectionsFromFile
public java.util.ArrayList<Connection> generateConnectionsFromFile(int step)
Genera las conexiones referentes al paso de entrada a partir del fichero connections.txt.
Parameters:
step - paso del que se desea obtener las conexiones.
generateConnections
public java.util.ArrayList<Connection> generateConnections()
Genera nuevas conexiones para cada paso siguiendo la distribucion creada anteriormente (CONNECTION_SLOPE).
printNodeDistribution
public void printNodeDistribution()
Escribe por consola la distribucion de aparicion de un nodo en una nueva conexion.
printNetwork
public void printNetwork()
Escribe por consola el estado de todos los routers y fibras de la red.
printConnectionToFile
public void printConnectionToFile(Connection c)
                           throws java.io.IOException
Escribe una conexion en el fichero result.txt, indicando el camino que ha seguido si ha sido enrutada dentro de la red.
Parameters:




public void printConnection(Connection c)
Escribe por consola la conexion, indicando el camino que ha seguido si ha sido enrutada dentro de la red.
Parameters:
c - conexion a escribir por consola.
printRouter
public void printRouter(Router r)
Escribe por consola el estado de un router.
Parameters:
r - router a escribir por consola.
printFiber
public void printFiber(Fiber fib)
Escribe por consola el estado de una fibra.
Parameters:
fib - fibra a escribir por consola.
printLambda
public void printLambda(Lambda l)
Escribe por consola el estado de una lambda.
Parameters:
l - lambda a escribir por consola.
getLightfiber
public Fiber getLightfiber(int id)
Devuelve la fibra deseada, si existe, que se encuentra dentro de un lightpath.
Parameters:
id - identificador de la fibra a devolver.
getPlausibleFibers
public java.util.Set<Fiber> getPlausibleFibers(java.util.List<Fiber> fibs,
                                      int source,
                                      int destination)
Recoge y devuelve todas las fibras que conectan los dos routers de entrada.
Parameters:
fibs - lista de fibras de la red.
source - nodo de inicio de la fibra.
destination - nodo de finalizacion de la fibra.
getShortestFiberByWeight
public int getShortestFiberByWeight(java.util.Set<Fiber> plausibleFibers,
                           Connection c)
De un conjunto de fibras previamente seleccionado, devuelve el identificador de la fibra que tenga menor peso y permita
enrutar la conexion de entrada.
Parameters:
plausibleFibers - lista de fibras candidatas.
c - conexion que debe ser enrutada por una de las fibras.
getAttachedFibersById
public java.util.List<Fiber> getAttachedFibersById(int id)
Devuelve una lista con todas las fibras, tanto originales como lightpaths creados, del router que hace referencia al
identificador de entrada.
Parameters:
id - identificador del router a obtener las fibras unidas a el.
getPlausibleLambdas
public java.util.List<java.lang.Integer> getPlausibleLambdas(Connection c)
Devuelve una lista de enteros que identifican las lambdas que pueden ser utilizadas por la nueva conexion para enrutarla
dentro de la red. La unica restriccion que se aplica en este momento es que haya ancho de banda suficiente para poder
enrutarla.
Parameters:
c - conexion a enrutar.
findFiber
public int findFiber(int source,
            int destination,
            Connection c)
Devuelve el identificador de la fibra que une los dos nodos de entrada y permite enrutar la conexion de entrada.
Parameters:
source - nodo de inicio de la fibra a buscar.
destination - nodo de destino de la fibra a buscar.
c - conexion a enrutar.
findOriginalFiber
public int findOriginalFiber(int source,
                    int destination)
Devuelve el identificador de la fibra que une los dos nodos de entrada. La fibra sera original, no pudiendo devolver nunca
una que identifique a un lightpath.
Parameters:
source - nodo de inicio de la fibra original a buscar.
destination - nodo de destino de la fibra original a buscar.
decreaseBandwidths
public void decreaseBandwidths(Connection c,
                      java.util.LinkedList<Router> path)
Decrementa el ancho de banda de todas las lambdas pertenecientes a fibras que forman el camino asignado a la nueva
conexion y actualiza el peso de las mismas.
Parameters:
c - nueva conexion enrutada.
path - camino asignado a la nueva conexion.
increaseBandwidths
public void increaseBandwidths(Connection c,
                      java.util.LinkedList<Router> path)
Incrementa el ancho de banda de todas las lambdas pertenecientes a fibras que forman el camino asignado a la conexion
que ha finalizado su tiempo de vida dentro de la red y actualiza el peso de las mismas.
Parameters:
c - conexion finalizada, eliminada de la red.
path - camino asignado a la conexion que esta siendo retirada.
increaseTotalConnections
public void increaseTotalConnections()
Incrementa el numero de conexiones totales que se han intentado enrutar dentro de la red.
increasePartialTotalConnections
public void increasePartialTotalConnections()
Incrementa el numero de conexiones en el espacion temporal corto que se han intentado enrutar dentro de la red.
decreaseTimesToLive
public void decreaseTimesToLive()
Decrementa en una unidad el tiempo de vida de todas las conexiones que se encuentran dentro de la red.
assignLightpath
public void assignLightpath(Connection c,
                   Fiber f)
Asigna el nuevo lightpath creado a la conexion.
Parameters:
c - nueva conexion enrutada.
f - nueva fibra que hace referencia al lightpath para la nueva conexion.
lightpathAvailable
public Fiber lightpathAvailable(Connection c)
Busca un lightpath ya creado que tenga los mismos extremos que la conexion que esta siendo enrutada. Si existe ese
lightpath, se le asignara directamente a la nueva conexion sin necesidad de buscar un camino diferente en la red.
Parameters:
c - nueva conexion siendo enrutada.
deleteFiles
public void deleteFiles()
                 throws java.io.IOException
Funcion de borrado de ficheros.
Throws:
java.io.IOException
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public double calculateBlock(int act,
                    int tot)
Calcula y devuelve el porcenta de bloqueo parcial de la red.
Parameters:
act - numero de conexiones bloqueadas en un paso.
tot - numero total de conexiones que se han intentado enrutar en un paso.
insertPartialData
public void insertPartialData(int act,
                     int tot)
Introduce nuevos datos en la ventana de calculo del porcentaje de bloqueo parcial de la red.
Parameters:
act - numero de conexiones bloqueadas en un paso.
tot - numero total de conexiones que se han intentado enrutar en un paso.
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7.3. Código Java 
A continuación se muestra el código java relativo a todas las clases y métodos implementados 
en el simulador. 






public class Main { 
     
    
    public static void main(String[] args) throws IOException { 
        
        int step = 0; 
        boolean first = false; 
        boolean second = false; 
         
        Network net = new Network(); 
        Dijkstra dij = new Dijkstra(net); 
         
         
         
        /* 
         * Block to generate only N connections, all at the same time and check  
         * the behavior of the network in this scenario 
         */ 
        /* 
        int n = 500; 
        //net.createRawConnectionsFile(n); 
        ArrayList<Connection> con = net.generateRawConnectionsFromFile(); 
        for (Connection co : con) { 
            dij.execute(net.getRouter(co.getSource()), co); 
            //net.printConnectionToFile(co); 
        } 
        */ 
        /* 
         * End of block 
         */ 
         
         
        int TOTAL_STEPS = net.getTotalSteps(); 
        int DAYS = net.getDays(); 
        double partial = 0; 
        //net.deleteFiles(); 
        //net.printNodeDistribution(); 
        while (step < TOTAL_STEPS) { 
            net.decreaseTimesToLive(); 
            //net.createConnectionsFile(step); 
            ArrayList<Connection> connections = net.generateConnectionsFromFile(step); 
            //ArrayList<Connection> connections = net.generateConnections(); 
            if (step > 0 && step%(TOTAL_STEPS/(240*DAYS)) == 0) { // 10 times every hour 
                partial = net.calculateBlock(net.getPartialBlockedConnections(), 
net.getPartialTotalConnections()); 
                System.out.println(partial); 
            } 
            else { 
                net.insertPartialData(net.getPartialBlockedConnections(), 
net.getPartialTotalConnections()); 
            } 
            net.setPartialBlockedConnections(0); 
            net.setPartialTotalConnections(0); 
            if (step > 0 && step%(TOTAL_STEPS/(24*DAYS)) == 0) { // 1 time every hour 
                    System.out.println("Blocked connections: " + net.getBlockedConnections()); 
                    System.out.println("Total connections: " + net.getTotalConnections()); 
                    System.out.println("Percentaje of blocking: " + net.getBlockingPercentaje()); 
                    System.out.println("Actual Network Consumption: " + net.getActualConsumption()); 
                    System.out.println("Total Network Consumption: " + net.getTotalConsumption()); 
                    System.out.println(""); 
            } 
            for (Connection c : connections) { 
                dij.execute(net.getRouter(c.getSource()), c); 
                 
                //net.printConnection(c); 
                //net.printConnectionToFile(c); 
            } 
             
            /** 
             * Block to use hybrid method with step constraint rather than 
             * percentaje constraint. 
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             */ 
             
             
            if (net.hylera) { 
                int sum = net.getTotal(); 
                if (net.MODE == 0) { 
                    if (sum == 10200) { 
                        if (!first) first = true; 
                        else { 
                            net.MODE = 1; 
                            first = false; 
                            System.out.println("Mode changed from 0 to 1 (Activated Energy 
Awareness)"); 
                        } 
                    } 
                } 
                else if (net.MODE == 1) { 
                    if (sum == 7500) { 
                        if (second) second = false; 
                        else { 
                            net.MODE = 0; 
                            second = true; 
                            System.out.println("Mode changed from 1 to 0 (Activated Blocking 
Awareness)"); 
                        } 
                    } 
                } 
            } 
             
             
            /** 
             * Block to use hybrid method with percentaje constraint. 
             */ 
             
            /* 
            if (hybrid && step > 0 && step%(TOTAL_STEPS/(240*DAYS)) == 0) { 
                if (net.MODE == 1 && partial > 2) { 
                    net.MODE = 0; 
                    System.out.println("Mode changed from 1 to 0 (Activated Blocking Awareness)"); 
                } 
                else if (net.MODE == 0 && partial < 1.5) { 
                    net.MODE = 1; 
                    System.out.println("Mode changed from 0 to 1 (Activated Energy Awareness)"); 
                } 
            } 
            */ 
             
            ++step; 
        } 
        System.out.println("Blocked connections: " + net.getBlockedConnections()); 
        System.out.println("Total connections: " + net.getTotalConnections()); 
        System.out.println("Percentaje of blocking: " + net.getBlockingPercentaje()); 
        System.out.println("Actual Network Consumption: " + net.getActualConsumption()); 
        System.out.println("Total Network Consumption: " + net.getTotalConsumption()); 










public class Connection { 
 
        private int id; 
        private int timeToLive; 
        private double bandwidth; 
        private int source; 
        private int destination; 
        private int fiber; 
        private int lambda; 
        private final List<Integer> lightpathFibers; 
        private double consumption; 
         
        /** 
         * Devuelve una nueva conexion con los valores necesarios para intentar  
         * enrutarla dentro de la red. 
         *  
         * @param id identificador unico de la conexion dentro de la red. 
         * @param timeToLive unidades de tiempo que estara la conexion dentro de la red. 
         * @param bandwidth cantidad de ancho de banda requerido para la conexion. 
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         * @param source router de inicio de la conexion. 
         * @param destination router de destino de la conexion. 
         */ 
         
        public Connection(int id, int timeToLive, double bandwidth, int source, int destination) { 
  this.id = id; 
  this.timeToLive = timeToLive; 
  this.bandwidth = bandwidth; 
  this.source = source; 
  this.destination = destination; 
                      lightpathFibers = new ArrayList<>(); 
 } 
         
        /************************************************************/ 
        /*                   Getters y setters                      */ 
        /************************************************************/ 
  
 public int getId() { 
  return id; 
 } 
 public void setId(int id) { 
  this.id = id; 
 } 
 public int getTimeToLive() { 
  return timeToLive; 
 } 
 public void setTimeToLive(int timeToLive) { 
  this.timeToLive = timeToLive; 
 } 
 public double getBandwidth() { 
  return bandwidth; 
 } 
 public void setBandwidth(double bandwidth) { 
  this.bandwidth = bandwidth; 
 } 
 public int getSource() { 
  return source; 
 } 
 public void setSource(int source) { 
  this.source = source; 
 } 
 public int getDestination() { 
  return destination; 
 } 
 public void setDestination(int destination) { 
  this.destination = destination; 
 } 
 public int getFiber() { 
  return fiber; 
 } 
 public void setFiber(int fiber) { 
  this.fiber = fiber; 
 } 
 public int getLambda() { 
  return lambda; 
 } 
 public void setLambda(int lambda) { 
  this.lambda = lambda; 
 } 
           public List<Integer> getLightpathFibers() { 
                      return lightpathFibers; 
           } 
           public void addLightpathFiber(int id) { 
                      this.lightpathFibers.add(id); 
           } 
           public void setConsumption(double c) { 
                      this.consumption = c; 
           } 
           public double getConsumption() { 
                      return this.consumption; 
           } 
         
        /************************************************************/ 
} 
 





public class Router { 
 
        private int id; 
        private String name; 
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        private double totalBandwidth; 
        private double consumption; 
        private List<Integer> attachedFibers; 
         
        /** 
         * Crea un nuevo Router que representara un nodo de la red. 
         *  
         * @param id identificador unico del router. 
         * @param name nombre del pais donde esta situado el router. 
         * @param consumption consumo fijo del router por cada GB. 
         * @param attachedFibers lista de identificadores de las fibras conectadas 
         * al router. 
         */ 
  
 public Router(int id, String name, double consumption, List<Integer> attachedFibers) { 
  this.id = id; 
  this.name = name; 
                      this.consumption = consumption; 
                      this.attachedFibers = attachedFibers;       
           } 
         
        /************************************************************/ 
        /*                   Getters y setters                      */ 
        /************************************************************/ 
 
 public int getId() { 
  return id; 
 } 
 public void setId(int id) { 
  this.id = id; 
 } 
 public String getName() { 
  return name; 
 } 
 public void setName(String name) { 
  this.name = name; 
 } 
           public double getTotalBandwidth() { 
                      return totalBandwidth; 
           } 
           public void setTotalBandwidth(double bw) { 
                      this.totalBandwidth = bw; 
           } 
           public void increaseTotalBandwidth(double inc) { 
                      this.totalBandwidth += inc; 
           } 
           public List<Integer> getAttachedFibers() { 
                      return attachedFibers; 
           } 
           public void addAttachedFiber(int id) { 
                      this.attachedFibers.add(id); 
           } 
           public double getConsumption() { 
                      return consumption; 
           } 
           public void setConsumption(double c) { 
                      this.consumption = c; 
           } 
         
        /************************************************************/ 
   } 
 





public class Fiber { 
 
 private int id; 
 private int node1, node2; 
 private int numLambdas; 
 private int length; 
 private List<Lambda> lambdas; 
 private double totalBandwidth; 
         
        /** 
         * Devuelve una nueva fibra que puede representar tanto a una fibra original 
         * como a una fibra de un lightpath. 
         *  
         * @param id numero de identificacion unico de cada fibra. 
         * @param node1 identificador del Router source de la fibra. 
         * @param node2 identificador del Router destination de la fibra. 
         * @param numLambdas cantidad de lambdas que contiene la fibra. 
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         * @param Bandwidth ancho de banda total de cada una de las lambdas. 
         * @param length longitud fisica de la fibra. 
         */ 
  
 public Fiber(int id, int node1, int node2, int numLambdas, double Bandwidth, int length) { 
  this.id = id; 
  this.node1 = node1; 
  this.node2 = node2; 
  this.numLambdas = numLambdas; 
  this.length = length; 
  this.totalBandwidth = Bandwidth; 
 } 
         
        /************************************************************/ 
        /*                   Getters y setters                      */ 
        /************************************************************/ 
         
 public int getId() { 
  return id; 
 } 
 public void setId(int id) { 
  this.id = id; 
 } 
 public int getNode1() { 
  return node1; 
 } 
 public void setNode1(int node1) { 
  this.node1 = node1; 
 } 
 public int getNode2() { 
  return node2; 
 } 
 public void setNode2(int node2) { 
  this.node2 = node2; 
 } 
 public int getLength() { 
  return length; 
 } 
 public void setLength(int length) { 
  this.length = length; 
 } 
 public List<Lambda> getLambdas() { 
  return lambdas; 
 } 
 public void setLambdas(List<Lambda> lambdas) { 
  this.lambdas = lambdas; 
 } 
 public double getTotalBandwidth() { 
  return totalBandwidth; 
 } 
 public void setTotalBandwidth(double totalBandwidth) { 
  this.totalBandwidth = totalBandwidth; 
 } 
 public int getNumLambdas() { 
  return numLambdas; 
 } 
 public void setNumLambdas(int numLambdas) { 
  this.numLambdas = numLambdas; 
 } 
         
        /************************************************************/ 
         
        /** 
         * Devuelve la lambda con identificador id para las fibras originales 
         * unicamente. 
         *  
         * @param id identificador de la lambda dentro de la fibra. 
         * @return lambda con el identificador id. 
         */ 
         
        public Lambda getLambda(int id) { 
            return this.lambdas.get(id - 1); 
        } 
         
        /** 
         * Devuelve la unica lambda que contiene una fibra que representa 
         * un lightpath. 
         */ 
         
        public Lambda getLightLambda() { 
            return this.lambdas.get(0); 
        } 
         
        /** 
         * Decrementa el ancho de banda en bandwidth unidades de la lambda 
         * con identificador lambda en las fibras originales unicamente. 
         *   
         * @param bandwidth unidades a decrementar. 
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         * @param lambda identificador de la lambda. 
         */ 
 
        public void decreaseBandwidth(double bandwidth, int lambda) { 
            lambdas.get(lambda - 1).decreaseBandwidth(bandwidth); 
        } 
         
        /** 
         * Decrementa el ancho de banda en bandwidth unidades de la unica 
         * lambda que contiene una fibra que representa un lightpath. 
         *  
         * @param bandwidth unidades a decrementar. 
         */ 
         
        public void decreaseLightBandwidth(double bandwidth) { 
            lambdas.get(0).decreaseBandwidth(bandwidth); 
        } 
         
        /** 
         * Incrementa el ancho de banda en bandwidth unidades de la lambda 
         * con identificador lambda en las fibras originales unicamente. 
         *  
         * @param bandwidth unidades a incrementar. 
         * @param lambda identificador de la lambda. 
         */ 
         
        public void increaseBandwidth(double bandwidth, int lambda) { 
            lambdas.get(lambda - 1).increaseBandwidth(bandwidth); 
        } 
         
        /** 
         * Incrementa el ancho de banda en bw unidades de la unica lambda 
         * que contiene una fibra que representa un lightpath. 
         *  
         * @param bw unidades a incrementar. 
         */ 
         
        public void increaseLightBandwidth(double bw) { 
            lambdas.get(0).increaseBandwidth(bw); 
        } 
         
        /** 
         * Actualiza el peso referente al bloqueo de conexiones. 
         *  
         * @param lambda identificador de la lambda a actualizar. 
         * @param residual cantidad de ancho de banda restante en la lambda. 
         * @param total cantidad de ancho de banda total de la lambda. 
         */ 
         
        public void actualizeLambdaWeight(int lambda, double residual, double total) { 
            this.lambdas.get(lambda - 1).actualizeWeight(residual, total); 
        } 
         
        /** 
         * Actualiza el peso referente al bloqueo de conexiones en una fibra 
         * que representa un lightpath. 
         *  
         * @param residual cantidad de ancho de banda restante de la lambda. 
         * @param total cantidad de ancho de banda total de la lambda. 
         */ 
         
        public void actualizeLightLambdaWeight(double residual, double total) { 
            this.lambdas.get(0).actualizeWeight(residual, total); 
        } 
         
        /** 
         * Actualiza el peso referente a la energia consumida. 
         *  
         * @param lambda identificador de la lambda a actualizar. 
         * @param rs consumo del Router source de la fibra que contiene la lambda. 
         * @param rd consumo del Router destination de la fibra que contiene la lambda. 
         * @param lon longitud fisica de la fibra que contiene la lambda. 
         */ 
         
        public void actualizeLambdaEnergeticWeight(int lambda, double rs, double rd, int lon) { 
            this.lambdas.get(lambda - 1).actualizeEnergeticWeight(rs, rd, lon); 
        } 
         
        /** 
         * Asigna el valor infinito al peso referente a la energia consumida 
         * de la lambda con identificador lambda. 
         *  
         * @param lambda identificador de la lambda. 
         */ 
         
        public void setInfinityLambdaEnergeticWeight(int lambda) { 
            this.lambdas.get(lambda - 1).actualizeEnergeticWeight(0, 0, 0); 




7.3.5. Clase Lambda 
package domain; 
 
public class Lambda { 
 
        private int id; 
        private double residualBandwidth; 
        private double energeticWeight; 
        private double weight; 
        private double longConsumption; 
         
        /** 
         * Devuelve una nueva lambda a la que solo se le asigna el identificador  
         * unico por el momento. 
         *  
         * @param id identificador unico de la lambda dentro de la fibra. 
         */ 
         
        public Lambda(int id) { 
            this.id = id; 
        } 
         
        /** 
         * Devuelve una nueva lambda. 
         *  
         * @param id identificador unico de la lambda dentro de la fibra. 
         * @param residualBandwidth cantidad de ancho de banda restante de la lambda. 
         * @param weight peso actual de la lambda. 
         */ 
         
        public Lambda(int id, double residualBandwidth, double weight) { 
            this.id = id; 
            this.residualBandwidth = residualBandwidth; 
            this.weight = weight; 
        } 
         
        /************************************************************/ 
        /*                   Getters y setters                      */ 
        /************************************************************/ 
 
        public double getWeight() { 
            return weight; 
        } 
        public void setWeight(double weight) { 
            this.energeticWeight = weight; 
        } 
        public double getEnergeticWeight() { 
            return energeticWeight; 
        } 
        public void setEnergeticWeight(double weight) { 
            this.weight = weight; 
        } 
        public int getId() { 
    return id; 
        } 
        public void setId(int id) { 
     this.id = id; 
        } 
        public double getResidualBandwidth() { 
    return residualBandwidth; 
        } 
        public void setResidualBandwidth(double residualBandwidth) { 
  this.residualBandwidth = residualBandwidth; 
        } 
         
        /************************************************************/ 
         
        /** 
         * Asigna el consumo referente a la longitud de la fibra que contiene la  
         * lambda utilizando la formula floor(longitud/500)*3, que representa  
         * un regenerador de seÃ±al que consume 3 W/GB cada 500 Km. 
         *  
         * @param lon longitud de la fibra que contiene la lambda. 
         */ 
         
        private void setLongConsumption(double lon) { 
            this.longConsumption = Math.floor(lon/500)*3; 
        } 
         
        public double getLongConsumption() { 
            return this.longConsumption; 
        } 
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        /** 
         * Actualiza el peso de la lambda referente al consumo energetico. Si 
         * el consumo de source y destination es 0, se asigna peso infinito. 
         *  
         * @param rs consumo del router source. 
         * @param rd consumo del router destination. 
         * @param lon longitud fisica de la fibra. 
         */ 
         
        public void actualizeEnergeticWeight(double rs, double rd, double lon) { 
            if (rs == 0 && rd == 0) { 
                this.energeticWeight = Double.POSITIVE_INFINITY; 
            } 
            else { 
                this.setLongConsumption(lon); 
                this.energeticWeight = rs + rd + longConsumption; 
            } 
        } 
         
        /** 
         * Actualiza el peso de la lambda referente al bloqueo de conexiones  
         * siguiendo la formula 1/(residualBw * Log10(totalBw)). 
         *  
         * @param residual cantidad de ancho de banda restante en la lambda. 
         * @param total cantidad de ancho de banda total de la lambda. 
         */ 
         
        public void actualizeWeight(double residual, double total) { 
            this.weight = 1./(residual*Math.log10(total)); 
        } 
         
        /** 
         * Decrementa el ancho de banda de la lambda en bandwidth unidades. 
         *  
         * @param bandwidth unidades a decrementar. 
         */ 
 
        public void decreaseBandwidth(double bandwidth) { 
            this.residualBandwidth -= bandwidth; 
        } 
         
        /** 
         * Incrementa el ancho de banda de la lambda en bandwidth unidades. 
         *  
         * @param bandwidth unidades a incrementar. 
         */ 
         
        public void increaseBandwidth(double bandwidth) { 
            this.residualBandwidth += bandwidth; 










public class Lightpath { 
     
    private LinkedList<Router> path; 
    private Fiber lightfiber; 
     
    /** 
     * Representacion del nuevo camino creado entre dos Routers. 
     *  
     * @param path camino fisico que representa el lightpath. 
     * @param f fibra que representa el nuevo camino creado. 
     */ 
     
    public Lightpath(LinkedList<Router> path, Fiber f) { 
        this.path = path; 
        this.lightfiber = f; 
    } 
     
    /************************************************************/ 
    /*                   Getters y setters                      */ 
    /************************************************************/ 
 
    public LinkedList<Router> getPath() { 
        return path; 




    public Fiber getLightfiber() { 
        return lightfiber; 
    } 
 
    public void setPath(LinkedList<Router> path) { 
        this.path = path; 
    } 
 
    public void setLightfiber(Fiber lightfiber) { 
        this.lightfiber = lightfiber; 
    } 
     
    /************************************************************/ 
} 
 













public class Dijkstra { 
    
    private final Network net; 
    private Set<Router> settledRouters; 
    private Set<Router> unsettledRouters; 
    private List<Integer> plausibleLambdas; 
    private Map<Router, Router> predecessors; 
    private Map<Router, Double> distance; 
    private Connection c; 
    private boolean found; 
     
    /** 
     * Crea una nueva instancia de la clase Dijkstra que es la encargada 
     * de toda la ejecucion del algoritmo para enrutar conexiones. 
     *  
     * @param network red en la que se enrutaran las conexiones que vayan 
     * entrando. 
     */ 
     
     
    public Dijkstra(Network network) { 
        net = network; 
    } 
     
    /** 
     * Nucleo de todo el algoritmo, es la funcion encargada de iniciar la 
     * busqueda de un camino para cada conexion. 
     *  
     * @param source router de inicio de la conexion que se esta intentando 
     * enrutar. 
     * @param con conexion para la que se esta buscando un camino. 
     */ 
     
    public void execute(Router source, Connection con) { 
        this.c = con; 
        net.increaseTotalConnections(); 
        net.increasePartialTotalConnections(); 
        LinkedList<Router> path = null; 
        double minDistance = Double.MAX_VALUE; 
        int finalLambda = net.LAMBDA_NOT_SETTLED; 
        found = false; 
        Fiber lp; 
        lp = net.lightpathAvailable(c); 
        if (lp != null) { 
            net.assignLightpath(c, lp); 
        } 
        else { 
            plausibleLambdas = net.getPlausibleLambdas(c); 
            for (Iterator<Integer> it = plausibleLambdas.iterator(); it.hasNext();) { 
                c.setLambda(it.next()); 
                settledRouters = new HashSet<>(); 
                unsettledRouters = new HashSet<>(); 
                distance = new HashMap<>(); 
                predecessors = new HashMap<>(); 
                distance.put(source, 0.0); 
                unsettledRouters.add(source); 
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                while (!unsettledRouters.isEmpty()) { 
                    Router node = getMinimum(unsettledRouters); 
                    settledRouters.add(node); 
                    unsettledRouters.remove(node); 
                    findMinimalDistance(node); 
                } 
                if (this.getPath(net.getRouter(c.getDestination())) != null) { 
                    if (minDistance > distance.get(net.getRouter(c.getDestination()))) { 
                        found = true; 
                        finalLambda = c.getLambda(); 
                        minDistance = distance.get(net.getRouter(c.getDestination())); 
                        path = this.getPath(net.getRouter(c.getDestination())); 
                    } 
                } 
            } 
            if (!found) { 
                c.setLambda(net.PATH_NOT_FOUND); 
            } 
            else { 
                c.setLambda(finalLambda); 
            } 
            net.decreaseBandwidths(c, path); 
        } 
    } 
     
    /** 
     * Funcion auxiliar que actualiza las distancias de todos los nodos vecinos 
     * al nodo de entrada. 
     *  
     * @param node nodo actual al que se le estan calculando las distancias hasta 
     * todos sus vecinos. 
     */ 
     
    private void findMinimalDistance(Router node) { 
        List<Router> adjacentRouters = getNeighbors(node); 
        double dist, shortestDistance; 
        for (Router neighbor : adjacentRouters) { 
            shortestDistance = getShortestDistance(node); 
            dist = getDistance(node, neighbor); 
            if (shortestDistance < 0 || dist < 0 || getShortestDistance(neighbor) < 0) { 
                System.out.println("Negative Distance"); 
            } 
            if (getShortestDistance(neighbor) > shortestDistance + dist) { 
                distance.put(neighbor, shortestDistance + dist); 
                predecessors.put(neighbor, node); 
                unsettledRouters.add(neighbor); 
            } 
        } 
    } 
     
    /** 
     * Funcion auxiliar que devuelve el nodo con menor distancia de la lista 
     * de posibles candidatos. 
     *  
     * @param r conjunto de routers candidatos a formar parte del camino que se 
     * esta buscando, el que tenga la distancia mas corta sera el elegido. 
     */ 
     
    private Router getMinimum(Set<Router> r) { 
        Router min = null; 
        for (Router rou : r) { 
            if (min == null) { 
                min = rou; 
            } 
            else { 
                if (getShortestDistance(rou) < getShortestDistance(min)) { 
                    min = rou; 
                } 
            } 
        } 
        return min; 
    } 
     
    /** 
     * Funcion auxiliar que devuelve la menor distancia obtenida hasta el momento 
     * para el nodo de entrada. 
     *  
     * @param rou nodo del que se obtiene la minima distancia para llegar a el 
     * hasta el momento. 
     */ 
 
    private double getShortestDistance(Router rou) { 
        Double d = distance.get(rou); 
        if (d == null) { 
            return Double.MAX_VALUE; 
        } 
        return d; 
    } 
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    /** 
     * Funcion auxiliar que devuelve el extremo de la fibra no usado hasta el 
     * momento. 
     *  
     * @param f fibra utilzada para formar el camino de la conexion. 
     * @param node nodo de inicio de la fibra utilizada. 
     */ 
     
    private Router insertNeighbor(Fiber f, int node) { 
        if (f.getNode1() == node) { 
            return net.getRouter(f.getNode2()); 
        } 
        else if (f.getNode2() == node) { 
            return net.getRouter(f.getNode1()); 
        } 
        return null; 
    } 
     
    /** 
     * Funcion auxiliar que nos muestra si un nodo ya ha sido visitado o no. 
     *  
     * @param f fibra que esta siendo analizada. 
     * @param node uno de los dos extremos de la fibra analizada. 
     */ 
     
    private boolean isSettled(Fiber f, int node) { 
        if (f.getNode1() == node) { 
            if (settledRouters.contains(net.getRouter(f.getNode2()))) { 
                return true; 
            } 
        } 
        else if (f.getNode2() == node) { 
            if (settledRouters.contains(net.getRouter(f.getNode1()))) { 
                return true; 
            } 
        } 
        return false; 
    } 
     
    /** 
     * Funcion auxiliar que devuelve todos los vecinos del nodo de entrada 
     * teniendo en cuenta una serie de restricciones: 
     *  - No ha sido visitado todavia. 
     *  - Podemos llegar a el pasando por una fibra con la lambda que estamos 
     *    analizando en ese momento. 
     *  - Tiene ancho de banda suficiente en esa lambda como para que la 
     *    conexion actual pueda ser enrutada. 
     *  
     * @param node nodo del que se estan buscando todos sus vecinos accesibles. 
     */ 
     
    private List<Router> getNeighbors(Router node) { 
        List<Lambda> lambdas; 
        boolean insert; 
        List<Router> neighbors = new ArrayList<>(); 
        List<Fiber> attFibers = net.getAttachedFibersById(node.getId()); 
        for (Fiber fib : attFibers) { 
            lambdas = fib.getLambdas(); 
            insert = false; 
            for (Iterator<Lambda> it = lambdas.iterator(); !insert && it.hasNext();) { 
                Lambda lam = it.next(); 
                if (!isSettled(fib, node.getId()) && (-lam.getId() == c.getLambda() || 
                    lam.getId() == c.getLambda()) &&  
                    lam.getResidualBandwidth() >= c.getBandwidth()) { 
                    neighbors.add(insertNeighbor(fib, node.getId())); 
                    insert = true; 
                } 
            } 
        } 
        return neighbors; 
    } 
     
    /** 
     * Funcion auxiliar que devuelve la distancia entre los dos nodos de entrada 
     * siguiendo el siguiente patron: 
     *  - Se obtienen todas las posibles fibras que conectan los dos nodos. 
     *  - Se descartan todas aquellas que no cumplen la restriccion de lambda 
     *    y ancho de banda requeridos. 
     *  - Entre las posibles candidatas restantes, se busca la que tiene 
     *    menor distancia dependiendo del modo que se este utilizando. 
     *  - Se devuelve la distancia final utilizada dependiendo del modo que se 
     *    este utilizando. 
     */ 
     
    private double getDistance(Router node, Router neighbor) { 
        List<Integer> attFibersId = node.getAttachedFibers(); 
        Set<Fiber> plausibleFibers; 
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        List<Fiber> attFibers = new ArrayList<>(); 
        for (Integer fib : attFibersId) { 
            if(fib <= net.ORIGINAL_FIBERS) { 
                attFibers.add(net.getFiber(fib)); 
            } 
            else { 
                attFibers.add(net.getLightfiber(fib)); 
            } 
        } 
        plausibleFibers = net.getPlausibleFibers(attFibers, node.getId(), neighbor.getId()); 
        int id = net.getShortestFiberByWeight(plausibleFibers, c); 
         
        if (net.MODE == 0) { 
            if (id <= net.ORIGINAL_FIBERS) { 
                return net.getFiber(id).getLambda(c.getLambda()).getWeight(); 
            } 
            return net.getLightfiber(id).getLightLambda().getWeight(); 
        } 
        else if (net.MODE == 1) { 
            if (id <= net.ORIGINAL_FIBERS) { 
                return net.getFiber(id).getLambda(c.getLambda()).getEnergeticWeight(); 
            } 
            if (net.getLightfiber(id) == null) { 
                System.out.println("Lightpath not found"); 
            } 
            return net.getLightfiber(id).getLightLambda().getEnergeticWeight(); 
        } 
        return Double.MAX_VALUE; 
    } 
     
    /** 
     * Funcion auxiliar que devuelve el camino final obtenido para enrutar 
     * la conexion. 
     *  
     * @param node ultimo nodo que forma parte del camino de la conexion. 
     */ 
 
    private LinkedList<Router> getPath(Router node) { 
        LinkedList<Router> path = new LinkedList<>(); 
        Router step = node; 
        if (predecessors.get(step) == null) { 
            return null; 
        } 
        path.add(step); 
        while (predecessors.get(step) != null) { 
            step = predecessors.get(step); 
            path.add(step); 
        } 
         
        Collections.reverse(path); 
        return path; 
    } 
} 
 

























public class Network { 
     
        /** 
         * Parametros que controlan el numero de dias y de pasos diarios que va 
         * a ejecutar el algoritmo. 
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         */ 
     
        private int DAYS = 4; 
        private int TOTAL_STEPS = 2400*DAYS; 
    
        /** 
         * Modo de actuacion de la red: 
         * - MODE 0: Blocking percentage aware. 
         * - MODE 1: Energy aware. 
         */ 
 
        public int MODE = 1; 
         
        /** 
         * Sliding window, parametro expresado en horas. 
         */ 
         
        public int TIME_WINDOW = 3; 
         
        /** 
         * Valor que indica si se utiliza el metodo HyLERA. 
         */ 
         
        public boolean hylera = true; 
         
        /** 
         * Consumo de la red. 
         */ 
         
        private double TOTAL_CONSUMPTION = 0; 
        private double ACTUAL_CONSUMPTION = 0; 
         
        /** 
         * Valores auxiliares para diferentes errores. 
         */ 
     
        public final int PATH_NOT_FOUND = -9999; 
        public final int LAMBDA_NOT_SETTLED = -8888; 
         
        /** 
         * Numero de fibras y lambdas totales de la red. 
         */ 
         
        public final int ORIGINAL_FIBERS = 53; 
        private final double NUM_LAMBDAS = 2772.0; 
         
        /** 
         * Lista que representa los diferentes consumos de los routers, 
         * estos valores seran asignados por rangos una vez ordenados los routers 
         * por tamaÃ±o. A menor consumo, el router sera mas grande. Este consumo 
         * equivale a W/GB. 
         */ 
         
        private final double[] ROUTER_CONSUMPTION = {1, 1.5, 2, 3.5, 5, 6, 8, 9, 10}; 
         
        /** 
         * Parametros que representan el numero de conexiones que se deben intentar 
         * enrutar en cada momento, cada valor de la lista equivale a una hora del dia 
         * y ese valor sera multiplicado por N para obtener el numero de conexiones 
         * por paso que deben intentar ser enrutadas- 
         */ 
         
         
        private final int[] CONNECTION_SLOPE =  
             {22, 19, 18, 17, 16, 14, 16, 18, 22, 25, 28, 31, 34, 37, 40, 42, 42, 40, 37, 34, 31, 28, 
25, 22}; 
 
        private int CONNECTION_N = 1; 
        private int CONNECTION_SLOPE_IDX = 0; 
         
        /** 
         * Listas para guardar la probabilidad de aparacion de un nodo en una nueva 
         * conexion. Con esto nos aseguramos una mejor gestion de la red al hacer 
         * que los nodos con mayor numero de lambdas sean mas utilizados. 
         */ 
         
        private double[] NODE_PROBABILITY; 
        private double[] NODE_SUM; 
         
 
        private List<Router> routers; 
        private List<Fiber> fibers; 
        private List<Lightpath> lightpaths; 
        private Set<Connection> enrutedConnections; 
        private int blockedConnections; 
        private int partialBlockedConnections; 
        private int totalConnections; 
        private int partialTotalConnections; 
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        private int numFibers; 
        private int connectionIndex; 
         
        /** 
         * Crea una nueva red inicializando todos los valores y creando 
         * los routers y las fibras que los unen, asi como asignando peso 
         * a las lambdas de cada fibra creada. 
         */ 
  
  
        public Network() { 
            generateNetwork(); 
        } 
         
 private void generateNetwork() { 
            enrutedConnections = new HashSet<>(); 
            blockedConnections = 0; 
            partialBlockedConnections = 0; 
            totalConnections = 0; 
            partialTotalConnections = 0; 
            connectionIndex = 0; 
            numFibers = 53; 
            generateFibers(); 
            generateRouters(); 
            setTotalRouterBandwidths(); 
            generateLambdas(); 
            calculateNumLambdas(); 
            calculateNodeSum(); 
 } 
         
        /************************************************************/ 
        /*                   Getters y setters                      */ 
        /************************************************************/ 
         
        public double getActualConsumption() { 
            return this.ACTUAL_CONSUMPTION; 
        } 
        public double getTotalConsumption() { 
            return this.TOTAL_CONSUMPTION; 
        } 
        public double getBlockingPercentaje() { 
            return ((double)blockedConnections/totalConnections)*100; 
        } 
        public List<Router> getRouters() { 
            return routers; 
        } 
        public Router getRouter(int id) { 
            return routers.get(id - 1); 
        } 
        public List<Fiber> getFibers() { 
            return fibers; 
        } 
        public Fiber getFiber(int id) { 
            return fibers.get(id - 1); 
        } 
        public int getDays() { 
            return DAYS; 
        } 
        public int getTotalSteps() { 
            return TOTAL_STEPS; 
        } 
        public Set<Connection> getEnrutedConnections() { 
            return enrutedConnections; 
        } 
        public void setEnrutedConnections(Set<Connection> enrutedConnections) { 
            this.enrutedConnections = enrutedConnections; 
        } 
        public int getBlockedConnections() { 
            return blockedConnections; 
        } 
        public void setBlockedConnections(int s) { 
            this.blockedConnections = s; 
        } 
        public int getPartialBlockedConnections() { 
            return partialBlockedConnections; 
        } 
        public void setPartialBlockedConnections(int s) { 
            this.partialBlockedConnections = s; 
        } 
        public void setTotalConnections(int s) { 
            this.totalConnections = s; 
        } 
        public int getTotalConnections() { 
            return totalConnections; 
        } 
        public void setPartialTotalConnections(int s) { 
            this.partialTotalConnections = s; 
        } 
135 
 
        public int getPartialTotalConnections() { 
            return partialTotalConnections; 
        } 
        
        /************************************************************/ 
         
        /************************************************************/ 
        /*          Lectura y Escritura de N conexiones             */ 
        /************************************************************/ 
         
        /** 
         * Crea el fichero raw.txt asi como tantas conexiones como se le indique 
         * y las escribe en el fichero. 
         *  
         * @param n numero de conexiones a crear. 
         */ 
         
        public void createRawConnectionsFile(int n) { 
            File f = new File("raw.txt"); 
            if (!f.exists()) { 
                try { 
                    f.createNewFile(); 
                } catch (IOException ex) { 
                    Logger.getLogger(Network.class.getName()).log(Level.SEVERE, null, ex); 
                } 
            } 
            ArrayList<Connection> cons = generateRawConnections(n); 
            try { 
                writeRawConnectionsToFile(cons); 
            } catch (IOException ex) { 
                Logger.getLogger(Network.class.getName()).log(Level.SEVERE, null, ex); 
            } 
        } 
         
        /** 
         * Genera las conexiones que se le indique a partir del fichero raw.txt. 
         *  
         */ 
         
        public ArrayList<Connection> generateRawConnectionsFromFile() { 
            ArrayList<Connection> cons; 
            cons = this.readRawConnectionsFromFile(); 
            return cons; 
        } 
         
        /** 
         * Genera tantas conexiones como se le indique con parametros aleatorios. 
         *  
         * @param n numero de conexiones a crear. 
         */ 
         
        private ArrayList<Connection> generateRawConnections(int n) { 
            ArrayList<Connection> cons = new ArrayList<>(); 
            for (int i = 0; i < n; ++i) { 
                int ttl = 1; // 250 for 12000 steps (half an hour) 
                int source = getNode(); 
                int destination = getNode(); 
                while (source == destination) { 
                    destination = getNode(); 
                } 
                double bw = 310; // 45, 155, 310 
                int idx = getNextIndex(); 
                Connection c = new Connection(idx, ttl, bw, source, destination); 
                cons.add(c); 
            } 
            return cons; 
        } 
         
        /** 
         * Lee el fichero raw.txt entero y devuelve una lista con todas las 
         * conexiones obtenidas. 
         */ 
         
        private ArrayList<Connection> readRawConnectionsFromFile() { 
            ArrayList<Connection> cons = new ArrayList<>(); 
            try { 
                FileInputStream fstream = new FileInputStream("raw.txt"); 
                try (DataInputStream in = new DataInputStream(fstream)) { 
                    BufferedReader br = new BufferedReader(new InputStreamReader(in)); 
                    String strLine; 
                    while ((strLine = br.readLine()) != null) { 
                        String[] c = strLine.split(" "); 
                        Connection con = new Connection(Integer.parseInt(c[0]), 
                                                        Integer.parseInt(c[1]), 
                                                        Double.parseDouble(c[2]), 
                                                        Integer.parseInt(c[3]), 
                                                        Integer.parseInt(c[4])); 
                        cons.add(con); 
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                   } 
                } 
            } catch (IOException | NumberFormatException e) { 
                    System.err.println("Error: " + e.getMessage()); 
            } 
            return cons; 
        } 
         
        /** 
         * Escribe todas las conexiones en el fichero raw.txt. 
         *  
         * @param cons lista de conexiones a escribir en el fichero. 
         */ 
         
        private void writeRawConnectionsToFile(ArrayList<Connection> cons) throws IOException { 
            try (PrintWriter writer = new PrintWriter(new BufferedWriter(new FileWriter("raw.txt", 
true)))) { 
                for (Connection con : cons) { 
                    writer.println(Integer.toString(con.getId()) + " " + 
Integer.toString(con.getTimeToLive()) + " " +  
                                   Double.toString(con.getBandwidth()) + " " + 
Integer.toString(con.getSource())+ " " + 
                                   Integer.toString(con.getDestination())); 
                } 
                writer.close(); 
            } catch (FileNotFoundException | UnsupportedEncodingException ex) { 
                Logger.getLogger(Network.class.getName()).log(Level.SEVERE, null, ex); 
            } 
        } 
         
         
        /************************************************************/ 
         
        /************************************************************/ 
        /*        Lectura y Escritura del simulador temporal        */ 
        /************************************************************/ 
         
        /** 
         * Crea el fichero connections.txt y escribe en el todas las conexiones 
         * que se van generando. 
         *  
         * @param step paso actual del simulador que permite separar las conexiones 
         * dentro del fichero. 
         */ 
         
        public void createConnectionsFile(int step) { 
            File f = new File("connections.txt"); 
            if (!f.exists()) { 
                try { 
                    f.createNewFile(); 
                } catch (IOException ex) { 
                    Logger.getLogger(Network.class.getName()).log(Level.SEVERE, null, ex); 
                } 
            } 
            else return; 
            ArrayList<Connection> cons = generateConnections(); 
            try { 
                this.writeConnectionsToFile(step, cons); 
            } catch (IOException ex) { 
                Logger.getLogger(Network.class.getName()).log(Level.SEVERE, null, ex); 
            } 
        } 
         
        /** 
         * Genera las conexiones referentes al paso de entrada a partir del fichero 
         * connections.txt. 
         *  
         * @param step paso del que se desea obtener las conexiones. 
         */ 
         
        public ArrayList<Connection> generateConnectionsFromFile(int step) { 
            ArrayList<Connection> cons; 
            //int slope = CONNECTION_SLOPE[(CONNECTION_SLOPE_IDX++)%CONNECTION_SLOPE.length]; 
            int slope = (int) 
CONNECTION_SLOPE[((int)CONNECTION_SLOPE_IDX++/(TOTAL_STEPS/(24*DAYS)))%CONNECTION_SLOPE.length]; 
            int lines = CONNECTION_N * slope; 
            cons = this.readConnectionsFromFile(step, lines); 
            return cons; 
        } 
         
        /** 
         * Genera nuevas conexiones para cada paso siguiendo la distribucion creada 
         * anteriormente (CONNECTION_SLOPE). 
         */ 
         
        public ArrayList<Connection> generateConnections() { 
            ArrayList<Connection> cons = new ArrayList<>(); 
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            int slope = (int) 
CONNECTION_SLOPE[((int)CONNECTION_SLOPE_IDX/(TOTAL_STEPS/(24*DAYS)))%CONNECTION_SLOPE.length]; // 
steps/24h for division 
            for (int i = 0; i < CONNECTION_N * slope; ++i) { 
                int ttl = (TOTAL_STEPS/(24*DAYS))/2; // 250 for 12000 steps (half an hour) 
                int source = getNode(); 
                int destination = getNode(); 
                while (source == destination) { 
                    destination = getNode(); 
                } 
                double bw = 310; // 45, 155, 310 
                int idx = getNextIndex(); 
                Connection c = new Connection(idx, ttl, bw, source, destination); 
                cons.add(c); 
            } 
            return cons; 
        } 
         
        /** 
         * Lee del fichero connections.txt las conexiones referentes al paso actual. 
         *  
         * @param step paso del que se desea obtener las conexiones. 
         * @param lines numero de lineas a leer (cada linea equivale a una conexion). 
         */ 
         
        private ArrayList<Connection> readConnectionsFromFile(int step, int lines) { 
            ArrayList<Connection> cons = new ArrayList<>(); 
            try { 
                FileInputStream fstream = new FileInputStream("connections.txt"); 
                try (DataInputStream in = new DataInputStream(fstream)) { 
                    BufferedReader br = new BufferedReader(new InputStreamReader(in)); 
                    String strLine; 
                    boolean found = false; 
                    while (!found && (strLine = br.readLine()) != null) { 
                        String[] l = strLine.split(" "); 
                        if ("STEP".equals(l[0])) { 
                            if (Integer.parseInt(l[1]) == step) { 
                                found = true; 
                                while (lines-- > 0 && (strLine = br.readLine()) != null) { 
                                    String[] c = strLine.split(" "); 
                                    Connection con = new Connection(Integer.parseInt(c[0]), 
                                                        Integer.parseInt(c[1]), 
                                                        Double.parseDouble(c[2]), 
                                                        Integer.parseInt(c[3]), 
                                                        Integer.parseInt(c[4])); 
                                    cons.add(con); 
                                } 
                            } 
                        } 
                    } 
                } 
            } catch (IOException | NumberFormatException e) { 
                    System.err.println("Error: " + e.getMessage()); 
            } 
            return cons; 
        } 
         
        /** 
         * Escribe las conexiones en el fichero connections.txt siguiendo el patron: 
         *  - Primero escribe el paso actual. 
         *  - Segundo escribe las conexiones de dicho paso, una por linea. 
         * De este modo, cuando necesitemos buscar posteriormente las conexiones 
         * por paso, simplemente tendremos que buscar la cabecera que queramos. 
         *  
         * @param step paso del que se van a escribir las conexiones. 
         * @param c lista de conexiones a escribir. 
         */ 
         
        private void writeConnectionsToFile(int step, ArrayList<Connection> c) throws IOException { 
            try (PrintWriter writer = new PrintWriter(new BufferedWriter(new 
FileWriter("connections.txt", true)))) { 
                writer.println("STEP " + step); 
                for (Connection con : c) { 
                    writer.println(Integer.toString(con.getId()) + " " + 
Integer.toString(con.getTimeToLive()) + " " +  
                                   Double.toString(con.getBandwidth()) + " " + 
Integer.toString(con.getSource())+ " " + 
                                   Integer.toString(con.getDestination())); 
                } 
                writer.close(); 
            } catch (FileNotFoundException | UnsupportedEncodingException ex) { 
                Logger.getLogger(Network.class.getName()).log(Level.SEVERE, null, ex); 
            } 
        } 
         
        /************************************************************/ 
         
        /************************************************************/ 
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        /*                         Prints                           */ 
        /************************************************************/ 
         
        /** 
         * Escribe por consola la distribucion de aparicion de un nodo en una 
         * nueva conexion. 
         */ 
         
        public void printNodeDistribution() { 
            for (int i = 0; i < this.NODE_PROBABILITY.length; ++i) { 
                System.out.println(this.routers.get(i).getName() + " " 
                                   + NODE_PROBABILITY[i] + " " 
                                   + NODE_SUM[i]); 
            } 
        } 
         
        /** 
         * Escribe por consola el estado de todos los routers y fibras de la red. 
         */ 
         
        public void printNetwork() { 
            for (Router r : routers) { 
                printRouter(r); 
                for (Integer i : r.getAttachedFibers()) { 
                    printFiber(getFiber(i)); 
                    for (Lambda l : getFiber(i).getLambdas()) { 
                        printLambda(l); 
                    } 
                } 
            } 
        } 
         
        /** 
         * Escribe una conexion en el fichero result.txt, indicando el camino 
         * que ha seguido si ha sido enrutada dentro de la red. 
         *  
         * @param c conexion a escribir en el fichero. 
         */ 
         
         
        public void printConnectionToFile(Connection c) throws IOException { 
            try (PrintWriter writer = new PrintWriter(new BufferedWriter(new FileWriter("result.txt", 
true)))) { 
                writer.println("------------------------------------------"); 
                writer.println("Connection id: " + Integer.toString(c.getId())); 
                writer.println("Time to live: " + Integer.toString(c.getTimeToLive())); 
                writer.println("Source: " + Integer.toString(c.getSource())); 
                writer.println("Destination: " + Integer.toString(c.getDestination())); 
                writer.println("Lambda: " + Integer.toString(c.getLambda())); 
                writer.println("Bandwidth: " + Double.toString(c.getBandwidth())); 
                writer.println("Consumption: " + c.getConsumption()); 
                writer.println("LightPath Fibers: " + c.getLightpathFibers()); 
                for (Integer i : c.getLightpathFibers()) { 
                    writer.println(i); 
                    
writer.println(this.getRouter(this.getLightpath(i).getLightfiber().getNode1()).getName()); 
                    LinkedList<Router> path = this.getLightpath(i).getPath(); 
                    for (Router r : path) { 
                        writer.println("-----" + r.getName()); 
                    } 
                    
writer.println(this.getRouter(this.getLightpath(i).getLightfiber().getNode2()).getName()); 
                } 
                writer.close(); 
            } catch (FileNotFoundException | UnsupportedEncodingException ex) { 
                Logger.getLogger(Network.class.getName()).log(Level.SEVERE, null, ex); 
            } 
        } 
         
        /** 
         * Escribe por consola la conexion, indicando el camino que ha seguido si 
         * ha sido enrutada dentro de la red. 
         *  
         * @param c conexion a escribir por consola. 
         */ 
         
        public void printConnection(Connection c) { 
            System.out.println("------------------------------------------"); 
            System.out.println("Connection id: " + c.getId()); 
            System.out.println("Time to live: " + c.getTimeToLive()); 
            System.out.println("Source: " + c.getSource() + " " + 
getRouter(c.getSource()).getName()); 
            System.out.println("Destination: " + c.getDestination() + " " + 
getRouter(c.getDestination()).getName()); 
            System.out.println("Lambda: " + c.getLambda()); 
            System.out.println("Bandwidth: " + c.getBandwidth()); 
            System.out.println("LightPath Fibers: " + c.getLightpathFibers()); 
            for (Integer i : c.getLightpathFibers()) { 
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                System.out.println(i); 
                
System.out.println(this.getRouter(this.getLightpath(i).getLightfiber().getNode1()).getName()); 
                LinkedList<Router> path = this.getLightpath(i).getPath(); 
                for (Router r : path) { 
                    System.out.println("-----" + r.getName()); 
                } 
                
System.out.println(this.getRouter(this.getLightpath(i).getLightfiber().getNode2()).getName()); 
            } 
        } 
         
        /** 
         * Escribe por consola el estado de un router. 
         *  
         * @param r router a escribir por consola. 
         */ 
         
        public void printRouter(Router r) { 
            System.out.println(""); 
            System.out.println("Router " + r.getId() + " " + r.getName()); 
            System.out.println("Total BW: " + r.getTotalBandwidth()); 
            System.out.println("--------------------------------"); 
        } 
         
        /** 
         * Escribe por consola el estado de una fibra. 
         *  
         * @param fib fibra a escribir por consola. 
         */ 
         
        public void printFiber(Fiber fib) { 
            System.out.println(""); 
            System.out.println("Fiber " + fib.getId() + "  Total BW " + fib.getTotalBandwidth()); 
            System.out.println("------------------------- Lambdas"); 
        } 
         
        /** 
         * Escribe por consola el estado de una lambda. 
         *  
         * @param l lambda a escribir por consola. 
         */ 
         
        public void printLambda(Lambda l) { 
            System.out.println(l.getId() + "     Residual BW " + l.getResidualBandwidth() + "     
Weight " + l.getWeight()); 
            System.out.println("                             Energetic Weight: " + 
l.getEnergeticWeight()); 
        } 
         
        /************************************************************/ 
         
        /************************************************************/ 
        /*                    Getters especificos                   */ 
        /************************************************************/ 
         
        /** 
         * Devuelve el siguiente indice disponible que puede ser utilizado 
         * para una nueva conexion. 
         */ 
         
        private int getNextIndex() { 
            return ++connectionIndex; 
        } 
         
        /** 
         * Devuelve la fibra deseada, si existe, que se encuentra dentro de un 
         * lightpath. 
         *  
         * @param id identificador de la fibra a devolver. 
         */ 
         
        public Fiber getLightfiber(int id) { 
            for (Lightpath l : lightpaths) { 
                if (l.getLightfiber().getId() == id) { 
                    return l.getLightfiber(); 
                } 
            } 
            return null; 
        } 
         
        /** 
         * Devuelve el lightpath deseado, si existe. 
         *  
         * @param id identificador del lightpath a devolver. 
         */ 
         
        private Lightpath getLightpath(int id) { 
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            for (Lightpath l : this.lightpaths) { 
                if (id == l.getLightfiber().getId()) { 
                    return l; 
                } 
            } 
            return null; 
        } 
         
        /** 
         * Recoge y devuelve todas las fibras que conectan los dos routers de entrada. 
         *  
         * @param fibs lista de fibras de la red. 
         * @param source nodo de inicio de la fibra. 
         * @param destination nodo de finalizacion de la fibra. 
         */ 
         
        public Set<Fiber> getPlausibleFibers(List<Fiber> fibs, int source, int destination) { 
            Set<Fiber> res = new HashSet(); 
            for (Fiber fib : fibs) { 
                if ((fib.getNode1() == source && fib.getNode2() == destination) || 
                    (fib.getNode2() == source && fib.getNode1() == destination)) { 
                    res.add(fib); 
                } 
            } 
            return res; 
        } 
         
        /** 
         * De un conjunto de fibras previamente seleccionado, devuelve el 
         * identificador de la fibra que tenga menor peso y permita enrutar la 
         * conexion de entrada. 
         *  
         * @param plausibleFibers lista de fibras candidatas. 
         * @param c conexion que debe ser enrutada por una de las fibras. 
         */ 
         
        public int getShortestFiberByWeight(Set<Fiber> plausibleFibers, Connection c) { 
            double res = Double.MAX_VALUE; 
            int id = Integer.MAX_VALUE; 
            for (Fiber fib : plausibleFibers) { 
                List<Lambda> lambdas = fib.getLambdas(); 
                for (Lambda lam : lambdas) { 
                    if (-lam.getId() == c.getLambda() || lam.getId() == c.getLambda()) { 
                        if (lam.getResidualBandwidth() >= c.getBandwidth())  { 
                            if (MODE == 0) { 
                                if (res > lam.getWeight()) { 
                                    res = lam.getWeight(); 
                                    id = fib.getId(); 
                                } 
                                else if (res == lam.getWeight()) { 
                                    if (id > fib.getId()) { 
                                        id = fib.getId(); 
                                    } 
                                } 
                            } 
                            else if (MODE == 1) { 
                                if (res > lam.getEnergeticWeight()) { 
                                    res = lam.getEnergeticWeight(); 
                                    id = fib.getId(); 
                                } 
                                else if (res == lam.getEnergeticWeight()) { 
                                    if (id > fib.getId()) { 
                                        id = fib.getId(); 
                                    } 
                                } 
                            } 
                        } 
                    } 
                } 
            } 
            return id; 
        } 
         
        /** 
         * Devuelve una lista con todas las fibras, tanto originales como 
         * lightpaths creados, del router que hace referencia al identificador 
         * de entrada. 
         *  
         * @param id identificador del router a obtener las fibras unidas a el. 
         */ 
         
        public List<Fiber> getAttachedFibersById(int id) { 
            Router source = getRouter(id); 
            List<Integer> attFibersId = source.getAttachedFibers(); 
            List<Fiber> attFibers = new ArrayList<>(); 
            for (Integer fib : attFibersId) { 
                if(fib <= ORIGINAL_FIBERS) { 
                    attFibers.add(getFiber(fib)); 
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                } 
                else { 
                    attFibers.add(getLightfiber(fib)); 
                } 
            } 
            return attFibers; 
        } 
         
        /** 
         * Devuelve una lista de enteros que identifican las lambdas que pueden 
         * ser utilizadas por la nueva conexion para enrutarla dentro de la red. 
         * La unica restriccion que se aplica en este momento es que haya ancho 
         * de banda suficiente para poder enrutarla. 
         *  
         * @param c conexion a enrutar. 
         */ 
         
        public List<Integer> getPlausibleLambdas(Connection c) { 
            List<Integer> lambdas = new ArrayList<>(); 
            List<Fiber> attFibers = this.getAttachedFibersById(c.getSource()); 
            for (Fiber fib : attFibers) { 
                List<Lambda> lam = fib.getLambdas(); 
                for (Lambda l : lam) { 
                    if (l.getResidualBandwidth() >= c.getBandwidth()) { 
                        if (l.getId() < 0) { 
                            if (!lambdas.contains(-l.getId())) { 
                                lambdas.add(-l.getId()); 
                            } 
                        } 
                        else { 
                            if (!lambdas.contains(l.getId())) { 
                                lambdas.add(l.getId()); 
                            } 
                        } 
                    } 
                } 
            } 
            Collections.reverse(lambdas); 
            return lambdas; 
        } 
         
        /** 
         * Devuelve el siguiente entero disponible para ser utilizado como identificador 
         * de lightpath. Con esta funcion nos aseguramos de reusar aquellos 
         * identificadores de lightpaths que ya hayan sido elimiados. 
         */ 
         
        private int getAvailableId() { 
            for (int i = 54; i < Integer.MAX_VALUE; ++i) { 
                boolean found = false; 
                for (Iterator<Lightpath> it = this.lightpaths.iterator(); !found && it.hasNext();) { 
                    Lightpath l = it.next(); 
                    if (l.getLightfiber().getId() == i) { 
                        found = true; 
                    } 
                } 
                if (!found) { 
                    return i; 
                } 
            } 
            return Integer.MAX_VALUE; 
        } 
         
        /** 
         * Devuelve el identificador de un router para ser utilizado en la  
         * creacion de una nueva conexion teniendo en cuenta la distribucion de 
         * probabilidad de aparicion de los routers. 
         */ 
         
        private int getNode() { 
            double rnd = Math.random(); 
            for (int i = 0; i < this.NODE_SUM.length; ++i) { 
                if (rnd <= this.NODE_SUM[i]) { 
                    return i + 1; 
                } 
            } 
            return this.PATH_NOT_FOUND; 
        } 
         
        /** 
         * Devuelve el identificador de la fibra que une los dos nodos de entrada 
         * y permite enrutar la conexion de entrada. 
         *  
         * @param source nodo de inicio de la fibra a buscar. 
         * @param destination nodo de destino de la fibra a buscar. 
         * @param c conexion a enrutar. 
         */ 
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        public int findFiber(int source, int destination, Connection c) { 
            Set<Fiber> plausibleFibers = this.getPlausibleFibers(fibers, source, destination); 
            return this.getShortestFiberByWeight(plausibleFibers, c); 
        } 
         
        /** 
         * Devuelve el identificador de la fibra que une los dos nodos de entrada. 
         * La fibra sera original, no pudiendo devolver nunca una que identifique 
         * a un lightpath. 
         *  
         * @param source nodo de inicio de la fibra original a buscar. 
         * @param destination nodo de destino de la fibra original a buscar. 
         */ 
         
        public int findOriginalFiber(int source, int destination) { 
            for (Fiber fib : fibers) { 
                if ((fib.getNode1() == source && fib.getNode2() == destination) || 
                    (fib.getNode2() == source && fib.getNode1() == destination) && 
                     fib.getId() <= ORIGINAL_FIBERS) { 
                    return fib.getId(); 
                } 
            } 
            return PATH_NOT_FOUND; 
        } 
         
        /************************************************************/ 
         
        /************************************************************/ 
        /*                 Modificacion de la red                   */ 
        /************************************************************/ 
         
        /** 
         * Decrementa el ancho de banda de todas las lambdas pertenecientes 
         * a fibras que forman el camino asignado a la nueva conexion y actualiza 
         * el peso de las mismas. 
         *  
         * @param c nueva conexion enrutada. 
         * @param path camino asignado a la nueva conexion. 
         */ 
         
        public void decreaseBandwidths(Connection c, LinkedList<Router> path) { 
            LinkedList<Router> physicalPath = new LinkedList<>(); 
            Router source; 
            boolean init = true; 
            if (c.getLambda() == PATH_NOT_FOUND) { 
                ++partialBlockedConnections; 
                ++blockedConnections; 
            } 
            else { 
                this.enrutedConnections.add(c); 
                Iterator<Router> it = path.iterator(); 
                source = it.next(); 
                double minBW = Double.MAX_VALUE; 
                int distance = 0; 
                 
                while (it.hasNext()) { 
                    if (init) { 
                        init = false; 
                        physicalPath.add(source); 
                    } 
                    Router destination = it.next(); 
                    int f = this.findFiber(source.getId(), destination.getId(), c); 
                    if (f > this.ORIGINAL_FIBERS) { 
                        Fiber lf = this.getLightfiber(f); 
                        lf.decreaseLightBandwidth(c.getBandwidth()); 
                        lf.actualizeLightLambdaWeight( 
                                lf.getLightLambda().getResidualBandwidth(), 
                                lf.getTotalBandwidth()); 
                        if (physicalPath.size() > 1) { 
                            createLightpath(c, physicalPath, minBW, distance); 
                            distance = 0; 
                        } 
                        init = true; 
                        physicalPath.clear(); 
                        c.addLightpathFiber(f); 
                    } 
                    else { 
                        Fiber fi = this.getFiber(f); 
                        if (fi.getTotalBandwidth() < minBW) { 
                            minBW = fi.getTotalBandwidth(); 
                        } 
                        distance += fi.getLength(); 
                        physicalPath.add(destination); 
                        fi.decreaseBandwidth(fi.getTotalBandwidth(), c.getLambda()); 
                        fi.actualizeLambdaWeight(c.getLambda(), 
                            fi.getLambda(c.getLambda()).getResidualBandwidth(), 
                            fi.getTotalBandwidth()); 
                        fi.setInfinityLambdaEnergeticWeight(c.getLambda()); 
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                    } 
                    source = destination; 
                } 
                if (physicalPath.size() > 1) { 
                    createLightpath(c, physicalPath, minBW, distance); 
                    physicalPath.clear(); 
                } 
                this.computeConnectionConsumption(c); 
            } 
        } 
         
        /** 
         * Incrementa el ancho de banda de todas las lambdas pertenecientes 
         * a fibras que forman el camino asignado a la conexion que ha finalizado 
         * su tiempo de vida dentro de la red y actualiza el peso de las mismas. 
         *  
         * @param c conexion finalizada, eliminada de la red. 
         * @param path camino asignado a la conexion que esta siendo retirada. 
         */ 
         
        public void increaseBandwidths(Connection c, LinkedList<Router> path) { 
            Iterator<Router> it = path.iterator(); 
            Router source = it.next(); 
            while (it.hasNext()) { 
                Router destination = it.next(); 
                int f = this.findOriginalFiber(source.getId(), destination.getId()); 
                Fiber fi = this.getFiber(f); 
                fi.increaseBandwidth(fi.getTotalBandwidth(), c.getLambda()); 
                fi.actualizeLambdaWeight(c.getLambda(), 
                            fi.getLambda(c.getLambda()).getResidualBandwidth(), 
                            fi.getTotalBandwidth()); 
                fi.actualizeLambdaEnergeticWeight(c.getLambda(), 
                                                  getRouter(fi.getNode1()).getConsumption(),  
                                                  getRouter(fi.getNode2()).getConsumption(), 
                                                  fi.getLength()); 
                    source = destination; 
                } 
        } 
         
        /** 
         * Actualiza el peso de una lambda perteneciente a la fibra indicada. 
         *  
         * @param f fibra que contiene la lambda a actualizar. 
         * @param l lambda a actualizar. 
         */ 
         
        private void actualizeWeights(Fiber f, Lambda l) { 
            l.actualizeWeight(f.getTotalBandwidth(), f.getTotalBandwidth()); 
            l.actualizeEnergeticWeight(getRouter(f.getNode1()).getConsumption(), 
                                       getRouter(f.getNode2()).getConsumption(), 
                                       f.getLength()); 
        } 
         
        /** 
         * Crea un nuevo lightpath que tendra como origen y destino los extremos 
         * de la conexion que esta siendo enrutada. Actualiza los pesos del camino 
         * perteneciente al lightpath y asigna el nuevo lightpath a los routers 
         * correspondientes para poder utilizar este nuevo camino en posteriores 
         * conexiones. 
         *  
         * @param c conexion que esta siendo enrutada. 
         * @param p camino asignado a la nueva conexion. 
         * @param bw ancho de banda requerido por la conexion. 
         * @param dist longitud total del nuevo lightpath. 
         */ 
         
        private void createLightpath(Connection c, LinkedList<Router> p, double bw, int dist) { 
            LinkedList<Router> path = new LinkedList<>(); 
            for (Router r : p) { 
                path.add(r); 
            } 
            int source = path.get(0).getId(); 
            int destination = path.get(path.size() - 1).getId(); 
            int numFiber = getAvailableId(); 
            //int numFiber = getNextNumFiber(); 
            Fiber f = new Fiber(numFiber, source, destination, 
                                1, bw, dist); 
             
            Lambda l = new Lambda(-c.getLambda(), bw - c.getBandwidth(), 0); 
            l.actualizeWeight(bw - c.getBandwidth(), bw); 
            l.actualizeEnergeticWeight(getRouter(source).getConsumption(), 
getRouter(destination).getConsumption(), dist); 
            List<Lambda> lams = new ArrayList<>(); 
            lams.add(l); 
            f.setLambdas(lams); 
            routers.get(source - 1).addAttachedFiber(numFiber); 
            routers.get(destination - 1).addAttachedFiber(numFiber); 
            Lightpath light = new Lightpath(path, f); 
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            c.addLightpathFiber(numFiber); 
            fibers.add(f); 
            lightpaths.add(light); 
        } 
         
        /** 
         * Incrementa el ancho de banda del lightpath utilizado por la conexion  
         * que esta siendo retirada de la red y lo elimina si ya no esta siendo  
         * usado por nadie mas. 
         *  
         * @param c conexion retirada de la red. 
         */ 
         
        private void increaseLightpath(Connection c) { 
            boolean delete; 
            Iterator<Integer> ids = c.getLightpathFibers().iterator(); 
            while(ids.hasNext()) { 
                delete = false; 
                int id = ids.next(); 
                Iterator<Lightpath> lps = lightpaths.iterator(); 
                while (!delete && lps.hasNext()) { 
                    Fiber f = lps.next().getLightfiber(); 
                    if (id == f.getId()) { 
                        f.increaseLightBandwidth(c.getBandwidth()); 
                        f.actualizeLightLambdaWeight(f.getLightLambda().getResidualBandwidth(), 
f.getTotalBandwidth()); 
                        if (f.getLightLambda().getResidualBandwidth() == f.getTotalBandwidth()) { 
                            delete = true; 
                        } 
                    } 
                } 
                if (delete) { 
                    deleteLightpath(c, id); 
                } 
            } 
        } 
         
        /** 
         * Elimina el lightpath asignado a la conexion y lo desasigna de los  
         * routers que tenia como extremos. 
         *  
         * @param c conexion retirada de la red. 
         * @param lightfiber identificador del lightpath a eliminar. 
         */ 
         
        private void deleteLightpath(Connection c, int lightfiber) { 
            Lightpath lf = null; 
            for (Lightpath i : lightpaths) { 
                if (i.getLightfiber().getId() == lightfiber) { 
                    lf = i; 
                } 
            } 
            if (lf != null) { 
                Fiber rem = lf.getLightfiber(); 
                Router source = this.getRouter(rem.getNode1()); 
                Router destination = this.getRouter(rem.getNode2()); 
                source.getAttachedFibers().remove((Integer) rem.getId()); 
                destination.getAttachedFibers().remove((Integer) rem.getId()); 
                increaseBandwidths(c, lf.getPath()); 
 
                fibers.remove(rem); 
                lightpaths.remove(lf); 
            } 
        } 
         
        /************************************************************/ 
         
        /************************************************************/ 
        /*          Calculo y modificacion de conexiones            */ 
        /************************************************************/ 
         
        /** 
         * Calcula el factor de gasto de la conexion. Este factor es una suma 
         * del coste que tiene cada router en W/GB y el coste referente a los  
         * amplificadores de las fibras a causa de su longitud. 
         * El factor equivale a un valor de gasto en W/GB, que luego se  
         * multiplica por el ancho de banda de la conexion para conseguir los W 
         * consumidos. 
         *  
         * @param c conexion de la que se calcula el consumo. 
         */ 
         
        private void computeConnectionConsumption(Connection c) { 
            double cons = 0; 
            for (Integer i : c.getLightpathFibers()) { 
                LinkedList<Router> path = this.getLightpath(i).getPath(); 
                Router source = path.getFirst(); 
                for (Router r : path.subList(1, path.size())) { 
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                    Router destination = r; 
                    int idx = this.findOriginalFiber(source.getId(), destination.getId()); 
                     
                    cons += source.getConsumption(); 
                    cons += this.getFiber(idx).getLambda(c.getLambda()).getLongConsumption(); 
                    source = destination; 
                     
                    if (i == c.getLightpathFibers().get(c.getLightpathFibers().size() - 1) && 
                        destination.getId() == path.getLast().getId()) { 
                        cons += destination.getConsumption(); 
                    } 
                } 
            } 
            c.setConsumption(cons*c.getBandwidth()/1000); 
            this.TOTAL_CONSUMPTION += c.getConsumption(); 
            this.ACTUAL_CONSUMPTION += c.getConsumption(); 
        } 
         
        /** 
         * Incrementa el numero de conexiones totales que se han intentado 
         * enrutar dentro de la red. 
         */ 
         
        public void increaseTotalConnections() { 
            this.totalConnections++; 
        } 
         
        /** 
         * Incrementa el numero de conexiones en el espacion temporal corto que  
         * se han intentado enrutar dentro de la red. 
         */ 
         
        public void increasePartialTotalConnections() { 
            this.partialTotalConnections++; 
        } 
         
        /** 
         * Decrementa en una unidad el tiempo de vida de todas las conexiones  
         * que se encuentran dentro de la red. 
         */ 
         
        public void decreaseTimesToLive() { 
            if (this.enrutedConnections.isEmpty()) { 
                return; 
            } 
            Connection con; 
            Iterator<Connection> it = this.enrutedConnections.iterator();  
            while (it.hasNext()){ 
                con = it.next(); 
                con.setTimeToLive(con.getTimeToLive() - 1); 
                if (con.getTimeToLive() < 0) { 
                    this.ACTUAL_CONSUMPTION -= con.getConsumption(); 
                    increaseLightpath(con); 
                    it.remove(); 
                } 
            } 
        } 
         
        /** 
         * Asigna el nuevo lightpath creado a la conexion. 
         *  
         * @param c nueva conexion enrutada. 
         * @param f nueva fibra que hace referencia al lightpath para la nueva  
         * conexion. 
         */ 
         
        public void assignLightpath(Connection c, Fiber f) { 
            this.enrutedConnections.add(c); 
            c.setLambda(-f.getLightLambda().getId()); 
            c.addLightpathFiber(f.getId()); 
            computeConnectionConsumption(c); 
            f.getLightLambda().decreaseBandwidth(c.getBandwidth()); 
            f.actualizeLightLambdaWeight(f.getLightLambda().getResidualBandwidth(), 
f.getTotalBandwidth()); 
        } 
         
        /** 
         * Busca un lightpath ya creado que tenga los mismos extremos que la  
         * conexion que esta siendo enrutada. Si existe ese lightpath, se le  
         * asignara directamente a la nueva conexion sin necesidad de buscar  
         * un camino diferente en la red. 
         *  
         * @param c nueva conexion siendo enrutada. 
         */ 
         
        public Fiber lightpathAvailable(Connection c) { 
            for (Lightpath light : lightpaths) { 
                Fiber f = light.getLightfiber(); 
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                if ((f.getNode1() == c.getSource() && f.getNode2() == c.getDestination() 
                    || (f.getNode2() == c.getSource() && f.getNode1() == c.getDestination())) 
                    && f.getLambdas().get(0).getResidualBandwidth() >= c.getBandwidth()) { 
                    return f; 
                } 
                     
            } 
            return null; 
        } 
         
        /************************************************************/ 
         
        /************************************************************/ 
        /*       Creacion de todos los componentes de la red        */ 
        /************************************************************/ 
         
        /** 
         * Genera todos los routers de la red asignando todos los valores  
         * necesarios: 
         *  - Identificador. 
         *  - Nombre. 
         *  - Consumo en W/GB. 
         *  - Fibras que tienen un extremo en el nodo. 
         */ 
         
        private void generateRouters() { 
                routers = new ArrayList<>(); 
                lightpaths = new ArrayList<>(); 
  routers.add(new Router(1, "PT", ROUTER_CONSUMPTION[7], 
generateAttachedFibers(1))); 
  routers.add(new Router(2, "ES", ROUTER_CONSUMPTION[3], 
generateAttachedFibers(2))); 
  routers.add(new Router(3, "IS", ROUTER_CONSUMPTION[8], 
generateAttachedFibers(3))); 
  routers.add(new Router(4, "IE", ROUTER_CONSUMPTION[8], 
generateAttachedFibers(4))); 
  routers.add(new Router(5, "UK", ROUTER_CONSUMPTION[0], 
generateAttachedFibers(5))); 
  routers.add(new Router(6, "FR", ROUTER_CONSUMPTION[2], 
generateAttachedFibers(6))); 
  routers.add(new Router(7, "NL", ROUTER_CONSUMPTION[1], 
generateAttachedFibers(7))); 
  routers.add(new Router(8, "BE", ROUTER_CONSUMPTION[4], 
generateAttachedFibers(8))); 
  routers.add(new Router(9, "LU", ROUTER_CONSUMPTION[7], 
generateAttachedFibers(9))); 
  routers.add(new Router(10, "CH", ROUTER_CONSUMPTION[0], 
generateAttachedFibers(10))); 
   
  routers.add(new Router(11, "NO", ROUTER_CONSUMPTION[3], 
generateAttachedFibers(11))); 
  routers.add(new Router(12, "DE", ROUTER_CONSUMPTION[0], 
generateAttachedFibers(12))); 
  routers.add(new Router(13, "IT", ROUTER_CONSUMPTION[1], 
generateAttachedFibers(13))); 
  routers.add(new Router(14, "DK", ROUTER_CONSUMPTION[0], 
generateAttachedFibers(14))); 
  routers.add(new Router(15, "MT", ROUTER_CONSUMPTION[8], 
generateAttachedFibers(15))); 
  routers.add(new Router(16, "SE", ROUTER_CONSUMPTION[0], 
generateAttachedFibers(16))); 
  routers.add(new Router(17, "CZ", ROUTER_CONSUMPTION[1], 
generateAttachedFibers(17))); 
  routers.add(new Router(18, "SI", ROUTER_CONSUMPTION[3], 
generateAttachedFibers(18))); 
  routers.add(new Router(19, "PL", ROUTER_CONSUMPTION[4], 
generateAttachedFibers(19))); 
  routers.add(new Router(20, "AT", ROUTER_CONSUMPTION[0], 
generateAttachedFibers(20))); 
   
  routers.add(new Router(21, "HR", ROUTER_CONSUMPTION[3], 
generateAttachedFibers(21))); 
  routers.add(new Router(22, "SK", ROUTER_CONSUMPTION[2], 
generateAttachedFibers(22))); 
  routers.add(new Router(23, "HU", ROUTER_CONSUMPTION[3], 
generateAttachedFibers(23))); 
  routers.add(new Router(24, "FI", ROUTER_CONSUMPTION[4], 
generateAttachedFibers(24))); 
  routers.add(new Router(25, "EE", ROUTER_CONSUMPTION[8], 
generateAttachedFibers(25))); 
  routers.add(new Router(26, "LV", ROUTER_CONSUMPTION[8], 
generateAttachedFibers(26))); 
  routers.add(new Router(27, "LT", ROUTER_CONSUMPTION[8], 
generateAttachedFibers(27))); 
  routers.add(new Router(28, "RO", ROUTER_CONSUMPTION[4], 
generateAttachedFibers(28))); 




  routers.add(new Router(30, "GR", ROUTER_CONSUMPTION[3], 
generateAttachedFibers(30))); 
   
  routers.add(new Router(31, "TR", ROUTER_CONSUMPTION[7], 
generateAttachedFibers(31))); 
  routers.add(new Router(32, "RU", ROUTER_CONSUMPTION[7], 
generateAttachedFibers(32))); 
  routers.add(new Router(33, "CY", ROUTER_CONSUMPTION[7], 
generateAttachedFibers(33))); 
  routers.add(new Router(34, "IL", ROUTER_CONSUMPTION[8], 
generateAttachedFibers(34))); 
 } 
         
        /** 
         * Genera todas las fibras originales de la red asignando todos los  
         * valores necesarios: 
         *  - Identificador. 
         *  - Nodo de inicio. 
         *  - Nodo de finalizacion. 
         *  - Numero de lambdas que contiene. 
         *  - Ancho de banda de cada lambda. 
         *  - Longitud en KM. 
         *  
         * Las fibras son bidireccionales, por lo que el nodo de inicio y de  
         * finalizacion pueden nombrarse indistintamente. 
         */ 
 
 private void generateFibers() { 
                fibers = new ArrayList<>(); 
      fibers.add(new Fiber(1, 3, 14, 4, 310, 2100)); 
      fibers.add(new Fiber(2, 12, 34, 8, 2500, 2900)); 
      fibers.add(new Fiber(3, 7, 15, 1, 45, 1970)); 
      fibers.add(new Fiber(4, 28, 31, 8, 2500, 750)); 
      fibers.add(new Fiber(5, 14, 32, 8, 2500, 1560)); 
      fibers.add(new Fiber(6, 14, 25, 16, 10000, 830)); 
      fibers.add(new Fiber(7, 25, 26, 16, 10000, 280)); 
      fibers.add(new Fiber(8, 26, 27, 16, 10000, 260)); 
      fibers.add(new Fiber(9, 19, 27, 16, 10000, 395)); 
      fibers.add(new Fiber(10, 17, 19, 16, 10000, 515)); 
   
      fibers.add(new Fiber(11, 12, 19, 16, 10000, 506)); 
      fibers.add(new Fiber(12, 12, 32, 8, 2500, 1600)); 
      fibers.add(new Fiber(13, 12, 20, 16, 10000, 525)); 
      fibers.add(new Fiber(14, 9, 12, 16, 10000, 600)); 
      fibers.add(new Fiber(15, 6, 9, 16, 10000, 280)); 
      fibers.add(new Fiber(16, 2, 6, 16, 10000, 1050)); 
      fibers.add(new Fiber(17, 1, 2, 16, 10000, 505)); 
      fibers.add(new Fiber(18, 1, 5, 8, 2500, 1580)); 
      fibers.add(new Fiber(19, 4, 5, 16, 0, 460)); 
      fibers.add(new Fiber(20, 29, 30, 16, 10000, 595)); 
                 
                fibers.add(new Fiber(21, 29, 31, 8, 2500, 850)); 
                fibers.add(new Fiber(22, 13, 33, 2, 155, 2000)); 
                fibers.add(new Fiber(23, 28, 29, 16, 10000, 301)); 
                fibers.add(new Fiber(24, 13, 15, 1, 45, 685)); 
                fibers.add(new Fiber(25, 13, 30, 16, 10000, 1060)); 
                fibers.add(new Fiber(26, 20, 30, 16, 10000, 1280)); 
                fibers.add(new Fiber(27, 23, 28, 16, 10000, 650)); 
                fibers.add(new Fiber(28, 23, 29, 16, 10000, 630)); 
                fibers.add(new Fiber(29, 30, 33, 2, 155, 910)); 
                fibers.add(new Fiber(30, 2, 13, 16, 10000, 1360)); 
                 
                fibers.add(new Fiber(31, 4, 5, 16, 10000, 460)); 
                fibers.add(new Fiber(32, 5, 6, 48, 10000, 350)); 
                fibers.add(new Fiber(33, 5, 8, 48, 10000, 325)); 
                fibers.add(new Fiber(34, 7, 8, 64, 10000, 170)); 
                fibers.add(new Fiber(35, 7, 14, 32, 10000, 620)); 
                fibers.add(new Fiber(36, 7, 12, 48, 10000, 580)); 
                fibers.add(new Fiber(37, 12, 14, 32, 10000, 360)); 
                fibers.add(new Fiber(38, 10, 12, 64, 10000, 750)); 
                fibers.add(new Fiber(39, 6, 10, 48, 10000, 440)); 
                fibers.add(new Fiber(40, 2, 10, 32, 10000, 1150)); 
                 
                fibers.add(new Fiber(41, 10, 13, 48, 10000, 390)); 
                fibers.add(new Fiber(42, 13, 20, 32, 10000, 765)); 
                fibers.add(new Fiber(43, 18, 20, 64, 10000, 280)); 
                fibers.add(new Fiber(44, 18, 21, 48, 10000, 120)); 
                fibers.add(new Fiber(45, 21, 23, 32, 10000, 300)); 
                fibers.add(new Fiber(46, 22, 23, 48, 10000, 165)); 
                fibers.add(new Fiber(47, 20, 22, 64, 10000, 60)); 
                fibers.add(new Fiber(48, 17, 22, 64, 10000, 450)); 
                fibers.add(new Fiber(49, 12, 17, 32, 10000, 280)); 
                fibers.add(new Fiber(50, 11, 14, 32, 10000, 480)); 
                 
                fibers.add(new Fiber(51, 14, 16, 32, 10000, 520)); 
                fibers.add(new Fiber(52, 16, 24, 64, 10000, 400)); 




         
        /** 
         * Genera todas las lambdas para cada una de las fibras de la red. 
         */ 
         
        private void generateLambdas() { 
            for (Fiber fib : fibers) { 
                List<Lambda> l = new ArrayList<>(); 
                for (int i = 0; i < fib.getNumLambdas(); ++i) { 
                    Lambda lamb = new Lambda(i + 1); 
                    lamb.setResidualBandwidth(fib.getTotalBandwidth()); 
                    actualizeWeights(fib, lamb); 
                    l.add(lamb); 
                } 
                fib.setLambdas(l); 
            } 
        } 
         
        /** 
         * Devuelve una lista con los identificadores de las fibras que deben  
         * estar conectadas al router que esta siendo tratado. 
         *  
         * @param source identificador del router para obtener las fibras  
         * adyacentes. 
         */ 
         
        private List<Integer> generateAttachedFibers(int source) { 
            List<Integer> attFibersId = new ArrayList<>(); 
            for (Fiber fib : fibers) { 
                if (fib.getNode1() == source || fib.getNode2() == source) { 
                    attFibersId.add(fib.getId()); 
                } 
            } 
            return attFibersId; 
        } 
         
        /** 
         * Asigna a cada router el ancho de banda total que pueden soportar. 
         */ 
         
        private void setTotalRouterBandwidths() { 
            for (Router r : routers) { 
                for (Integer b : r.getAttachedFibers()) { 
                    Fiber f = this.getFiber(b); 
                    r.increaseTotalBandwidth(f.getTotalBandwidth()*f.getNumLambdas()); 
                } 
            } 
        } 
         
        /************************************************************/ 
         
        /************************************************************/ 
        /*             Funciones auxiliares de calculo              */ 
        /************************************************************/ 
         
        /** 
         * Calcula la probabilidad de aparicion de un router en una nueva conexion  
         * teniendo en cuenta la cantidad de lambdas que maneja dicho nodo. 
         * Cuantas mas variedad de lambdas tenga el router, mayor sera su  
         * probabilidad de aparicion a la hora de generar nuevas conexiones  
         * con origen y destino aleatorios. 
         */ 
         
        private void calculateNumLambdas() { 
            int sum; 
            this.NODE_PROBABILITY = new double[34]; 
            for (int i = 0; i < this.routers.size(); ++i) { 
                sum = 0; 
                List<Integer>  fib = this.routers.get(i).getAttachedFibers(); 
                for (int j = 0; j < fib.size(); ++j) { 
                    sum += this.getFiber(fib.get(j)).getNumLambdas(); 
                } 
                this.NODE_PROBABILITY[i] = sum / NUM_LAMBDAS; 
            } 
        } 
         
        /** 
         * Funcion auxiliar para tener una lista con la probabilidad sumada de  
         * los nodos y asi encontrar mas rapidamente el router a utilizar. 
         */ 
         
        private void calculateNodeSum() { 
            this.NODE_SUM = new double[34]; 
            this.NODE_SUM[0] = this.NODE_PROBABILITY[0]; 
            for (int i = 1; i < this.NODE_PROBABILITY.length; ++i) { 
                this.NODE_SUM[i] = this.NODE_SUM[i - 1] + this.NODE_PROBABILITY[i]; 
            } 
        } 
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        /** 
         * Funcion de borrado de ficheros. 
         */ 
 
        public void deleteFiles() throws IOException { 
            File f = new File("result.txt"); 
            f.delete(); 
        } 
         
        /************************************************************/ 
         
        /************************************************************/ 
        /*     Bloque de calculo parcial del bloqueo en la red      */ 
        /************************************************************/ 
         
        /** 
         * Variables para llevar el control del porcentaje de bloqueo de la red  
         * en una ventana de tiempo marcada por tam. Esto nos permite tener  
         * un control de la red utilizando solo datos recientes y asi no tener 
         * que utilizar la historia muy pasada que puede llegar a afectarnos  
         * negativamente a la hora de tomar decisiones. 
         */ 
         
        int tam = (TOTAL_STEPS/(DAYS*(24/TIME_WINDOW))); 
         
        int[] bloqueos = new int[tam]; 
        int[] totales = new int[tam]; 
        boolean full = false; 
        int index = 0; 
         
        public int getTotal() { 
            int sum = 0; 
            for (int i = totales.length - 1; i >= totales.length - 100; --i) { 
                sum += totales[i]; 
            } 
            return sum; 
        } 
         
        /** 
         * Calcula y devuelve el porcenta de bloqueo parcial de la red. 
         *  
         * @param act numero de conexiones bloqueadas en un paso. 
         * @param tot numero total de conexiones que se han intentado enrutar 
         * en un paso. 
         */ 
         
        public double calculateBlock(int act, int tot) { 
            if (!full) { 
                bloqueos[index] = act; 
                totales[index++] = tot; 
                if (index == tam) full = true; 
            } 
            else { 
                for (int i = 1; i < bloqueos.length; ++i) { 
                    bloqueos[i - 1] = bloqueos[i]; 
                    totales[i - 1] = totales[i]; 
                } 
                bloqueos[bloqueos.length - 1] = act; 
                totales[totales.length - 1] = tot; 
            } 
            double num = 0; 
            double den = 0; 
            for (int i = 0; i < index; ++i) { 
                num += bloqueos[i]; 
                den += totales[i]; 
            } 
            return (num/den)*100; 
        } 
         
        /** 
         * Introduce nuevos datos en la ventana de calculo del porcentaje de  
         * bloqueo parcial de la red. 
         *  
         * @param act numero de conexiones bloqueadas en un paso. 
         * @param tot numero total de conexiones que se han intentado enrutar 
         * en un paso. 
         */ 
         
        public void insertPartialData(int act, int tot) { 
            if (!full) { 
                bloqueos[index] = act; 
                totales[index++] = tot; 
                if (index == tam) full = true; 
            } 
            else { 
                for (int i = 1; i < bloqueos.length; ++i) { 
                    bloqueos[i - 1] = bloqueos[i]; 
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                    totales[i - 1] = totales[i]; 
                } 
                bloqueos[bloqueos.length - 1] = act; 
                totales[totales.length - 1] = tot; 
            } 
        } 
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