Sensory evaluations to determine the shelf life of food products are routinely conducted in food experimentation. In such experiments, trainned panelists are asked to judge food attributes by reference to a scale of numbers (scores varying from 0 to 6 for example). The "failure time" associated to a product unit under test is usually defined as the time required to reach a cutt-off point previously defined by the food company. Important issues associated with the planning and execution of this kind of testing are total sampling size, frequency of sample withdrawals, panel design, and statistical analysis of the panel data, to list a few. Different approaches have been proposed for the analysis of this kind of data. In particular, Freitas, Borges and Ho (2001) proposed an alternative model based on a dichotomization of the score data and a Weibull as the underlying distribution for the time to failure. The model was applied to a real situation. The authors evaluated also through a simulation study, the bias and mean square error of the estimates obtained for percentiles and fraction defectives. The simulation study used only the same sample plan implemented in the real situation. In this paper we focus on the planning issues associated with these experiments. Sample plans are contrasted and compared in a simulation study, through the use of the approach proposed by Freitas, Borges and Ho (2001) .
Introduction
Food technologists use the term shelf life when they speak of the length of time required for the product to be unfit for human consumption. During this finite shelf life, the product is in a state of satisfactory quality in terms of nutricional value, taste, texture, and appearance.
The shelf lives of food products vary, but they are determined routinely for each particular product by its manufacturer or processor. Major areas involved in a food's shelf life include:
• loss of nutrient value such as vitamin loss and protein breakdown;
• spoilage by microorganisms, enzymatic action, or insect infestation;
• loss of functional properties such as thickening power in sauce mixes, ou the "set" in instant puddings;
• loss of aesthetic qualities such as color, flavor, aroma, texture, or general appearance.
As one can see, chemical, physical, microbiological, and nutritional analyses are fundamental, but equally important are sensory evaluations to determine the shelf life.
In such experiments, a sample of product units is stored and periodically, at preespecified evaluation times, a sample of units is collected from the ones stored and subjected to sensory evaluations by a trained panel. Each panelist is asked to judge each product's attribute by reference to a rating scale, for instance, a seven point rating scale varying from 0 to 6. Because of the destructive nature of the evaluations, units that have already been evaluated at a given time cannot be restored to be evaluated later on. The failure time of a given unit is then defined as the time required for that unit to get a score equal to the cutt-off point previously chosen by the food company. For a unit evaluated at a preestablished time, one of the two situations can happen: the score is either less than ou equal to the cut-off point or greater than the cut-off point. In the former case the "failure time" is somewhere between the start of the experiment and the present time of evaluation. In the latter case, the product is still good for consumption and its "failure" will take place sometime after evaluation. Thus, this kind of procedure generates data either right or left censored (Lawless, 1989) .
A number of authors have discussed and proposed different statistical approaches to the problem of shelf life estimation based on data with the characteristics just mentioned. A good discussion can be found in the recent work by Freitas, Borges and Ho (2001) . In that work the authors have also proposed an alternative statistical model which incorporates both the information of the right and left censored data and uses a Weibull as the underlying distribution for the failure time. The model was applied to the data coming from a real situation. A small simulation study was implemented considering only the basic sample plan used in the real experiment.
In this paper the purpose is to gain more insight into the problems related to the design of these studies. It is important to emphasize that conventional experimental designs as presented in many statistical texts (Montgomery, 2000) have been used in food experimentation. But when we talk about studies that concentrate in the length of time required for the product to achieve the limit of acceptable sensory qualities (taste, appearence, etc.) not much can be found in the literature. Due to the destructive nature of the sampling procedure, the problem has been to develop designs for shelf life studies with a reasonable sample size. Gacula (1975) addresses this question and states that "... a possible approach to the problem is to concentrate the majority of samples in the experimental periods where the maximum information is desired. This time is the period where the units are likely to fail or are approaching the limit of acceptable quality." He also proposes that in combination with this approach, one may suspend observation at the early part of the experimental period. These designs were called "staggered designs".
In this paper, the purpose is to expand the simulation study implemented in the previous work by Freitas, Borges and Ho (2001) . Using the same modeling approach, the simulation study will focus on the effect of the below listed items on the "quality" of percentiles and fraction defectives estimates:
• storage conditions: the number of variables included and at what levels (for instance, temperature, humidity, packing material, etc.);
• total sample size: the total number of units that will be under test;
• the proportion of alocation: how many units will be stored at each condition (if one is interested to study more than one condition);
• the number of evaluation times and the frequency: for example, evaluations could be done once a week for 20 weeks ou twice a week for 20 weeks, every two weeks for 24 weeks, etc.
The paper is organized as follows. First, we briefly present the modeling approach as in Freitas, Borges and Ho (2001) . In Section 3, we present the results of the simulation study with no covariates. In Section 4, we present the results of the simulation study for the model with two covariates.
A Statistical Model for Sensory Data using the
Weibull as the Underlying Distribution. Freitas, Borges and Ho (2001) have developed the following model. Suppose a sample of N = k i=1 n i food product units is taken from the production line and stored under a given environmental condition. These units will be evaluated by a trained panel at prestablished evaluation times in order to determine its shelf life.
Let τ i (i = 1, ..., k) be the evaluation times (fixed). Then, at the evaluation time τ 1 , n 1 units are sampled from the total N and subjected to a sensory evaluation by n 1 panelists who score each attribute (odor, flavor, appearance) using a 7 point rating scale (for instance, 0 to 6).
The evaluation is destructive, consequently these n 1 units can no longer be followed in time. Next at τ 2 , n 2 units are sampled from the N − n 1 units left and evaluated by n 2 painelists. This process is repeated through the last evaluation time τ k when the remaining n k units are finally evaluated.
Let Z ij be the score assigned to the j th product unit (j = 1, ..., n i ) evaluated at the time τ i (i = 1, ..., k).
Each of the n i units evaluated at a given time will be considered as unfit for consumption (regarding a particular attribute) depending on the score assigned by the panelist. Let us refer for a moment to the real situation described in Section 2. In that case, the j th unit evaluated at time τ i will be considered unfit for consumption (regarding the attribute being evaluated) if Z ij =0,1,2 or 3. If, on the other hand, Z ij > 3 then the attribute "failure" will occur sometime in the future but we will not be able to know when at the present time. It should be enfasized that it is possible to have a unit being considered "unfit" regarding its flavor but "fit for consumption" regarding its appearance.
We can define a new random variable Y ij , given by
Therefore, at each fixed time τ i we have a random sample of size n i from a random variable Y ij where Y ij is Bernoulli distributed with probabiity p i given by
where T ij is the failure time of the j th unit evaluated at τ i . Thus, in a equivalent way, Y ij can be defined as
where R(.) in (1) is the reliability function (Nelson, 1990) . The main purpose here is to estimate the shelf life of a food product, taking into account some sensory quality characteristics. If we take a better look at this problem, we see that in fact the shelf life itself is a random variable whose behavior for each attribute follows some underlying distribution. One way to tackle this problema is to estimate percentiles of each shelf life distribution (considering each attribute separately) and then pick one for each attribute to represent the "attributes' shelf life". If the manufacturer decides to have only one value reported as a shelf life for the product, the minium value could be chosen.
Freitas, Borges and Ho assumed that the failure time T ij of the j th unit evaluated at time τ i (fixed) has a Weibull distribution, with parameters α j and δ ≥ 1, and
• the parameters α j and δ are defined by
( j = 1, 2, ..., n i ) and δ = exp(γ) γ ≥ 0
is a (q+1) vector of covariates related to the j th unit evaluated at τ i
• β = (β 0 , β 1 , ..., β q ) is a (q+1) vector of parameters associated to the covariates. Now using the fact that for a Weibull distribution with parameters α and δ, R(t) = exp{−(α t) δ } and Y ij has a Bernoulli distribution with probability p i given by (1), the likelihood function is given by
where θ = (β ; δ). Maximum likelihood estimates are obtained by direct maximization of the logaritmum of expression (3). The expressions of the first derivatives are:
where:
The elements of the Fisher Information matrix I(θ) ((q + 2) × (q + 2)) are given by
with I 11 , I 12 and I 22 with dimensions (q+1)×(q+1), (q+1)×1 and 1×1 respectively. Maximum likelihood estimator is obtained by implementing numeric optimization methods such as the well known Newton-Raphson algorithm. In this work we have used a minor adjustment to the Newton-Raphson procedure, sometimes used in statistical problems, called Fisher's Score (McCullagh and Nelder, 1989) . Ifθ = (β 0 ,β 1 , ...,β q ,γ) is the maximum likelihood estimator of θ = (β 0 , β 1 , ..., β q , γ) then
• for a given set of covariates X j = (X 0 j , X 1 j , ..., X q j ), the maximum likelihood estimate of the percentile t p(j) is given bŷ
where,α j = exp{X j β} andδ = exp{γ}
• using maximum likelihood large sample theory (asymptotic normality) and the delta method (Cox and Hinkley, 1974) , it is possible to find the expression of the asymptotic variance estimator
where Z is a vector of dimension (q+2) × 1 given by
• equivalently, for a given set of covariates X j = (X 0 j , ..., X q j ), the maximum likelihood estimator of the fraction defective in t 0 , F j (t 0 ), is given bŷ
• making use of the asymptotic normality property of the maximum likelihood estimator and the delta method (Cox e Hinkley, 1974) we get the expression of the 95% confidence interval for the fraction defectiveF j (t 0 ) = 1 −R j (t 0 ):
whereφ and V ar(φ) in (11) and (12) are given bŷ
V ar(φ) .
and Z is a vector of dimension (q+2) × 1 given by
We point out that expressions (11) and (12) were calculated applying the asymptotic normal distribution to the tranformation φ (expression [15] )for which the range is unrestricted. Then, the confidence interval for the fraction defective is found applying the inverse transformation. This procedure suggested by Kalbfleisch and Prentice (1980; page 15) 
Therefore, α j = exp(X 0 j β 0 ) = exp(β 0 ) = α, and δ = exp(γ) for all j = 1, 2, ..., n i and i = 1, 2, ..., k.
Consequently, θ = (β 0 , γ) is the vector of parameters to be estimated by maximum likelihood.
Description of the Simulation Study
Some basic questions had to be answered in order to implement the study:
1) Which values of α and δ (and consequently of β 0 and γ) should be used in the simulations?
Our main purpuse was to study the "quality" or "performance" of the estimates obtained by the model proposed in situations which imitate the real data available as close as possible. Our emphasis was in getting good estimates of percentiles and fraction of defectives. As measures of "quality" or "performance", we used:
• the absolute bias B= {( N i=1û i )/N } − (real value of u) whereû i are the estimated parameter values for each of the N samples generated;
• the relative bias RB={(absolute value of B)/( real value of u)}x100%;
• the standard deviation (SD) and the mean square error (MSE).
To get a first guess of the range of values to be used in the simulation, the model proposed was fitted to the real data set presented in Freitas, Borges and Ho (2001) . The parameters estimates are summarized in Table 2 .
For each storage condition, the average value of the estimates obtained for α (ᾱ) where 0.019, 0.0298 and 0.0619 for storage conditions room temperature and humidity, chamber 1 and 2 respectively. Simulations were implemented using α = 0.020, α = 0.035 and α = 0.065. δ values ranged from 1.2 to 2, with incremets of size =0.2. Note that the values presented in Table 2 are included in this range.
2) Which sample plans should be implemented in the simulation study? Table 1 : Parameters estimates for the Weibull model applied to the real data attribute odor flavor appearance storage conditionαδαδαδ room temp.and humidity 0.0191 1.3 0.0181 1.2 0.0193 1.9 environmental chamber 1 0.0302 1.6 0.0358 1.4 0.0233 2 environmental chamber 2 0.0596 1.6 0.0659 1.4 0.0602 2 By "sample plan" we mean: the number of weeks of follow-up (nw), the number of panelists allocated to each week (np) and the total number of product units under test (N = nw × np).
Once again the idea was also to mimic the scenarios found in the real data set. Tables 2, 3 and 4 summarize the sample plans used. Sample plans labelled "I" in Tables 2, 3 and 4 are exactly the ones implemented in the sensory evaluations of the dehidrated product mentioned in Freitas, Borges and Ho (2001) . (1): number of units; (2): number of follow-up weeks; (3): number of panelists assigned to each week.
3) Which steps will be followed in the simulation study? In the proposed model, the underlying distribution of the failure time is a Weibull but in a real test situation, in fact what is observed is the score assigned by the panelist to a given product unit. In the model proposed in Section 3, the results are dichotomized according to the cut-off point stablished by the company. In other words, the result is either zero or one depending on the "failure" time (T) be located before ou after the evaluation time (τ ).
In the simulation study we assumed that the evaluations were implemented weekly. In addition, the total follow-up time is nw weeks and np panelists are requested weekly to compose the laboratory panel.
The main steps followed are given below: (1): number of units; (2): number of follow-up weeks; (3): number of panelists assigned to each week.
• step 1: choose a set of parameters values α and δ, and one of the sample plans listed in Tables 3, 4 and 5;
• step 2: generate a random sample of size N=nw× np of failute times t, from a Weibull (α, δ) were α = e β and δ = e γ ; values of α and δ were choosen in step 1;
• step 3: dichotomize the results and store them in a vector (Y). The dichotomization is done by comparing each of the N failure times t with the N evaluation times τ (τ assumes values from 1 to nw weeks). If t> τ then Y=0, otherwise Y=1 (failure has already occured );
• step 4: calculate the maximum likelihood estimator of β and γ (or, α and δ) using the dichotomized data and expression (3);
• step 5: using the parameters estimates calculated in step 4, find the estimates of percentiles and fraction of defectives;
• step 6: store the values calculated in 5;
• step 7: generate another random sample as in step 2 and repeat steps 3 to 6;
• step 8: steps 2 to 7 should be repeated until 1000 samples have been generated. Then, based on the 1000 random samples, calculate for each percentile and fraction of defective of interest:
-the average of the 1000 values estimated;
-the standard deviation (SD) based on the 1000 values;
-the absolute bias (B); the relative bias (RB) and the MSE (mean square error).
These steps were implemented for each one of the sample plans listed in Tables  3, 4 and 5.
Simulation Results
Tables 6 and e 7 present the simulation results for percentiles of a Weibull (α;δ), with α = 0.02 and δ = 1.2 and 1.6 respectively.
All the comparisons were done taking sample plan "I" as the reference, since that was the sample plan used in the real data set.
For the Weibull (0.02; 1.2) plans II, V e IV presented better results than plan I, considering all the performance measures(SD; RB and MSE).
The results obtained with plan II where expected since the sample size for this case was doubled. On the other hand, plans IV and V generated results much more precise and with smaller bias. In other words, the test could have been implemented with a shorter follow-up time (40 ou 36 weekes). But the price one would have to pay is to alocate 14 instead of 7 panelists each week.
For the Weibull(0.02; 1.6) the results are practically the same. Here, plans IV and V invert positions. Plans II, IV and V have better measures of performance (once compared to plan I) when we estimate percentiles.
Similar results where found for other values of δ, for instance δ = 1.4, 1.8 and 2. Table 8 shows the results of the simulation study considerig a Weibull with α = 0.02 and δ = 1.2. The quantities estimated were fractions of defectives calculated at different points in time.
Here, it is not possible to identify sample plans with better peformance than plan I for all measures calculated. For instance, for a Weibull (0.02; 1.2) plans II, IV and V are better than plan I when we take into account the SD and MSE (one exception is plan V for t 0 = 32 weeks).
For the Weibull (0.02; 1.6) plan II has better performance than plan IV and V. But, plans IV and V are not better than plan I when all measures of performance are compared. For instance, for plan IV, the bias associated with the estimate of t 0 = 4 and 32 weeks and the relative bias for 32 weeks are both larger than the ones obtained for plan I.
Therefore, when the quantity to be estimated is the fraction of defectives, the results have shown that for the Weibull (0.02; δ) plan II has the best performance regarding all performance measures. Plans IV and V have also good performance but it depends also on the indicator choosen for the comparison.
The results for other values of δ (1.4;1.8 and 2) are very similar to the ones just described. 4 Simulation Study #2: the case of the Weibull model with covariates
Here the main purpose is to present the results of simulations with the parameter α modeled as a function of covariates. The scenario considered is an overstress testing which is the most commom form of accelerated testing.Those kind of tests consist of running a product at higher than normal levels of some accelerating stress(es) to shorten product life. The aim is to quickly obtain data which, properly modeled and analyzed, yield desired information on product life under normal use. In other words the failure (and censored) data obtained under accelerated conditions are modeled to estimate quantities of interest like percentiles, fraction of defectives under normal use. Therefore, the "covariates" here are actually accelerating stresses. Nelson (1990) , Meeker and Escobar (1999) are both complete references of the statistical methodology for accelerated testing procedures. This simulation study was motivated by a number of real situations associated with shelf life determination of food products, in particular, the one described in the work by Freitas, Borges and Ho (2001) . The storage of food products in environmental chambers, at higher levels of temperature and humidity for example, is a common practice. The objetive is to simulate more aggressive storage conditions. The only weakness of those experiments is the use of only one level of the stress variable(s) which makes impossible the extrapolation for the normal use conditions.
The simulation study has been divided in two subcases: one and two covariates. In each case the objective is to evaluate the quality of the estimates obtainned for chosen percentiles and fraction defectives under the use conditions.
Simulation Study with the Weibull model with one covariate
The model considered here is a particular case of the general model presented previously (Section 2; equation [2]), where:
Therefore, α j = exp(β 0 + β 1 X 1 j ) and δ = exp(γ) for all j = 1, 2, ..., n i and i = 1, 2, ..., k
The parameter θ = (β 0 , β 1 , γ) is the one to be estimated by maximum likelihood. In order to implement the simulation study, the following questions had to be answered:
1) Which values of β 0 , β 1 and γ (and consequently of α e δ) should be used in the simulations?
Once again, the real situation described Freitas, Borges and Ho (2001) was the basis for the choice of the parameter values used in the simulations.
In the experimental chamber 1, temperature and humidity levels were controlled at 30 o C and 80 % respectively and units were stored for 36 weeks. On the other hand, units stored in the experimental chamber 2 were kept for 18 weeks at 37 o C (the humidity was recorded but not controlled). In addition, the Weibull model fitted to each of the experimental data indicated that the temperature alone, at the chosen level of 37 o c was much more efficient as an accelerated stress (Freitas, Borges and Ho; 2001) . Consequently, the reference stress condition chosen was the one set for chamber 2:
• temperature: 37 o C (humidity was not controlled);
• number of weeks (nw): 18;
• number of judges allocated to each week (nj): 7
• total number of specimens on test (N): 126.
We used three stress levels (equally spaced), which is the minimum required for extrapolations purposes (Nelson, 1980; Meeker and Escobar, 1998) . The conditions are given below:
• test stress levels (assuming temperature as the stress variable):
• number of follow up weeks: 18 weeks (for each of the three conditions above);
• number of judges allocated to each week: 7 (for each of the three stress conditions);
• total number of specimens under test: N = 378 (126 specimens per condition);
• chosen values for the characteristic life: Finally, Table 9 presents the actual parameter values used in the simulations. 2) Which sample plans will be used?
The "standard" sample plan is the one used in the experiment for chamber 1: nw = 8 weeks; nj=7 judges allocated each week (a total of 126 specimens under test).
The same sample plan will be used for each test stress level and an equal number of specimens will be allocated to each level (proportion 1:1:1). So, 126 specimens will be allocated to each test stress level.
The main purpose of the simulation study is to verify the performance of the estimates obtained for percentiles and fraction defectives for "normal storage condition", assumed to be 28 o C. We have also implemented the allocation 4:2:1 suggested by Meeker e Hahn (1985) . This allocation was suggested by the author in order to get better estimates of small percentiles. Table 10 sumarizes the sample plans used in the simulation study.
3) Which steps will be followed in the simulation study
We assumed a follow up time of 18 weeks (nw=18) and that the evaluations were done weekly. The number of judges allocated to each week (nj) depends on the proportion of allocation, for instance 1:1:1 or 4:2:1 (see Table 10 ).
The steps followed in the simulation study were basically the ones listed below. (*) N= total number of specimens; n=number of specimens allocated; nj=number of judges allocated to each week; nw= number of follow up weeks
• step 1: choose a set o parameter values β 0 , β 1 and δ (or γ) from Table 9;
• step 2: generate three random samples of failure time data t, from each of the three Weibull (α, δ) distributions, where α = exp β 0 + β 1 37, α = exp β 0 + β 1 41, α = exp β 0 + β 1 45, δ = e γ , with β 0 , β 1 , δ chosen in step 1. The sample sizes for each test stress level (37 o C, 41 o C, 45 o C)depends on the allocation plan: 1;1;1 or 4:2:1 (see Table 10 );
• step 3: dichotomize the results and store them in a vector (Y). The dichotomization is done by comparing each failure time t (generated according to each Weibull distribution) with the evaluation times τ (τ assumes vaules 1 to 18 weeks). If t > 0 then Y=0, otherwise Y=1 (failure has already ocurred);
• step 4: calculate the maximum likelihood estimator of β 0 , β 1 and γ (or, equivalently, α e δ) using the dichotomized data;
• step 5: using the parameters estimates calculated in step 4, find the estimates of percentiles and fraction of defectives for the storage condition 28 o C;
• step 6: store the values calculated in step 5;
• step 7: generate more three random samples as in step 2 and repeat steps 3 to 6;
• step 8: steps 2 to 7 should be repeated until 1000 samples have been generated (for each test stress condition);
• step 9: at the end of the simulation, calculate for each percentile and fraction of defectives of interest, estimated for the storage condition 28 o C:
-the average of the 1000 estimated values;
-the absolute bias (B), the relative bias (RB) and the MSE (mean square error).
These steps were implemented for each one of the sample plans listed in Table  10 .
Simulation Results: model with one covariate only
Tables 11 to 13 present the results of the simulation study for percentiles for the "use" storage condition 28 o C, with β 0 =-4,4 and β 1 =0,03, 0,05 and 0,07 respectively (N=378).There is no clear pattern when we compare 1:1:1 and 4:2:1 plans, taking into account bias, relative bias or standard deviations. There are few exceptions, for instance, for δ = 1, 2 and β 1 =0,03 plan 1:1:1 is better than 4:2:1 when we compare their relative bias. The same result was found for β 1 = 0,05 and 0,07. For δ = 1, 4 and β 1 =0,05 and 0,07 the RB of plan 1:1:1 is smaller than the value calculated for plan 4:2:1. On the other hand, for β 1 =0,03 the situation reverses. (1) bias=estimate-real; (2) relative bias= (abs.value(bias)/real)×100%; (3) SD Table 14 presents the results of the simulation study for fraction of defectives ("use" condition 28 o C), for β 0 =-4,4 e β 1 =0,03. Once again, there is no indication that one allocation plan is better than the other. The results obtained for other parameter values are similar and will not be shown here. Now, if the two allocation plans are analysed separately, we observe that the bias (absolute value) and the SD both increase along with increasing percentile values. This pattern can be verified for both allocation plans. The relative bias (RB) on the (1) bias=estimate-real; (2) relative bias= (abs.value(bias)/real)×100%; (3) SD (1) bias=estimate-real; (2) relative bias= (abs.value(bis)/real)×100%; (3) SD (1)bias=estimate-real value; (2) relative bias= (abs.value(bias)/real value)×100%; (3) SD other hand, decreases with increasing percentile values. For fraction of defectives no pattern was identified. The results for N=756 will not be shown here. As one would expect, an increase in the total sample size leads to a reduction of the SD of the estimates.
Simulation
Study with the Weibull model with two covariates.
The model presented in Section 2 (equation [2]), considering only two covariates has the form given below:
Therefore,
j ) e δ = exp(γ) for all j = 1, 2, ..., n i and i = 1, 2, ..., k Then, θ = (β 0 , β 1 , β 1 , γ) is the parameter to be estimated by maximum likelihood.
Here we have considered the scenario of an overstress testing, with two stress variables (for instance, temperature and humidity). As it was discussed in the previous section, the purpose is to evaluate through a simulation study, the performance of estimates for fraction of defectives and percentiles of the failure time distribution in the "use" condition, assumed to be [28 o C; 40% RU]. The overstress conditions, parameter values and sample plans used, were chosen through an analysis of the stress levels present in the real data set. Table 15 presents the overstress conditions and parameter values used in the simulations and Table 16 presents the sample plans considered.
4.4
Simulation Results: model with two covariates Tables 17 and 18 present the simulation results for the percentiles of the failure time distribution for condition [28 o C, 40%]. The pattern is the same for the two situations ilustrated. The bias and standard deviation both increase with the increase of the percentiles. The relative bias, on the contrary, decreases with the increase of the percentile. Now, if one fixes a percent value (p value), the analysis across that line shows that the bias and standard deviation both increase with increasing values of δ. The relative bias decreases.
For the fraction defectives (Tables 19 and 20) the results are very similar to the ones decribed above.As the reference time increases (t 0 ), the bias and SD of fraction defectives increase. The relative bias though decreases. The analysis of Tables 19 and 20 across any chosen line (lets say, t 0 = 4), shows that the SD decreases with the increase of the δ values. There is no pattern for the other two measures of performance (bias and relative bias).
The simulation results with N=1008 are not included here since the pattern observed is the same described above. A reduction in the SD of the estimatives was observed. 
Conclusions
For the model with no covariates, the simulation results showed that, in general, one can get results much more precise and with smaller bias with a shorter follow-up time, allocating more panelists to each evaluation time.
For the model with one covariate only, the bias and standard deviations for percentiles estimates both increase with the increase of the percentiles to be estimated. The same pattern was observed for fraction defectives.
The allocation of units to each stress level proposed by Meeker and Hahn (4:2:1) was not any better then the usual allocation 1:1:1 for the model proposed.
All the simulations were based in the Weibull distribution. Other distributions must be tried out.
