The present paper is devoted to investigation of the classical capacity of infinite-dimensional quantum measurement channels. A number of usable conditions are introduced that enable us to apply previously obtained general results to specific models, in particular, to the multimode bosonic Gaussian measurement channels. An explicit formula for the classical capacity of the Gaussian measurement channel is obtained in this paper without assuming the global gauge symmetry, solely under the "threshold condition" (21). The result is illustrated by the capacity computation for one-mode squeezed-noise heterodyne measurement channel.
Introduction
The present work continues investigation of the capacities of quantum measurement channels, initiated in [5, 2, 9] . It is well known (see, e.g., [9] ) that channels with continuous classical output (in contrast to measurements with discrete output) in principle cannot be embedded into quantum channels even by using infinite-dimensional Hilbert space, and therefore they require a separate study. In particular, this remark fully applies to bosonic Gaussian measurement channels, which are both of theoretical and practical interest.
In [14] a proof of the coding theorem for the classical capacity of a measurement channel with arbitrary output alphabet was given in the most general setting. In the present work a number of applicable conditions are developed that make it possible to implement the general results, in particular, to bring the capacity calculations to the quite specific formulas. In proposition 1 of section 2 a convenient expression is obtained for the energy-constrained classical capacity of a measurement channel in terms of the differential entropy. This expression is further specified in proposition 2 for irreducibly covariant channels. Section 3 is devoted to Gaussian measurement channels. Theorem 1 is proved, giving an explicit formula for the energy-constrained classical capacity of the Gaussian measurement channel without assuming the global gauge symmetry, solely under the "threshold condition" (21). This result generalizes theorem 1 from [12] , in which the globally gauge-covariant case was considered. The result is illustrated by an example of the singlemode squeezed-noise heterodyne measurement.
2 Capacity of the measurement channel and the output differential entropy
Let H be a separable Hilbert space. By B(H) we denote the algebra of all bounded operators in H, T(H) is the Banach space of trace-class operators, S(H) is the convex subset of density operators, i.e. positive operators with unit trace, also called quantum states. We also introduce a measure space (Ω, F , µ), where Ω is a complete separable metric space, F is a σ-algebra of its subsets, µ is a σ-finite measure on F . Definition 1. Probability operator-valued measure (POVM) on Ω is a family M = {M(A), A ∈ F } of bounded Hermitian operators in H, satisfying the following conditions:
1. M(A) ≥ 0; A ∈ F ; 2. M(Ω) = I, where I is the unit operator in H;
for arbitrary countable decomposition
The POVM defines a quantum observable with values in Ω. The probability distribution of the observable M in the state ρ is given by the formula
For brevity, we sometimes write P ρ (dω) = TrρM(dω).
of the convex set of quantum states S(H) into the set of probability distributions on Ω. As it is known, there is a unique POVM, for which P ρ is given by the formula (1) . The purpose of this work is to study the information characteristics of the channel M, in particular, its capacity for transmitting the classical information, with a natural energy restriction at the input, basing on general expressions obtained previously in [7] , [14] . Lemma 1. [14] For arbitrary observable M(dω) with values in Ω there exists a σ-finite measure µ on Ω, such that for any density operator ρ ∈ S(H) the probability distribution P ρ (dω) = TrρM(dω) has a density p ρ (ω) with respect to measure µ.
Therefore the measurement channel can be considered as an affine map M : ρ → p ρ (ω), and we will write p ρ = M(ρ).
Definition 3. A Borel probability measure π on S(H) will be called ensemble. The average state of the ensemble π, determined by the Bochner integral in T(H) [13] 
is just the barycenter of the measure π.
Note that in specific applications the measure π is usually concentrated on some parametrically given subset of states. In these cases, it is more convenient to define the ensemble as a pair {π(dx), ρ x }, where the parameter x runs over a complete separable metric space X, π(dx) is a probability measure on X, {ρ x , x ∈ X} is a measurable family of states.
For a given ensemble π and a measurement channel M the Shannon mutual information between the input and the output of the channel can be defined by the formula
is the classical relative entropy. The functional I(π, M) is well defined and takes values in [0; +∞].
We introduce the generalized differential entropy of a probability density p(ω) on (Ω, µ) by the relation (cf. [1] , where µ is the Lebesgue measure on R s )
provided the integral exists, including the values ±∞. If |h(M(ρ π ))| < ∞ then
where h(M(ρ)) = h(p ρ ) is the differential entropy of the channel M output probability density.
In the case of infinite-dimensional H one usually introduces a constraint onto the input states of the channel (otherwise the capacity may be infinite). Let H be a positive self-adjoint (in general unbounded) operator in the space H, with the spectral decomposition H = ∞ 0 λdP (λ), where P (λ) is the spectral function. In specific applications, the role of H is played by the energy operator of a quantum system at the input of the channel. We introduce the subset of states
where E is a positive constant, and the trace is understood as the integral (for more detail see [6] )
Consider the energy constraint on the input ensemble π defined by the relation Trρ π H ≤ E. According to theorem 1 from [14] , the classical capacity of the measurement channel M with the input constraint is given by the relation
where π ′ = {π ′ x ; ρ ′ x } runs through the finite ensembles. Then, obviously,
where the supremum is taken over all ensembles.
Let a nonnegative function H c (ω) be given on Ω that satisfies the conditions
for some θ > 0, and
In this case, the capacity C(M, H, E) is given by the formula
where the supremum is taken over all ensembles. Proof. It is shown in [12] that the value −∞ is excluded for the output differential entropy due to the fact that the density p ρ is bounded. We show that under the condition (6) the value +∞ is also excluded.
On the output space Ω, we consider the probability distribution with the density
with respect to the measure µ, then
This implies (7) due to the non-negativity of the relative entropy h(p ρ p H ) and the inequality (6). Consider a finite decomposition V = {V i } of the output space Ω and the measurement channel M V described by POVM {M(V i )}, which is embedded into a quantum channel with finite-dimensional output.
For the capacity of M V we have
where in the last equality we take a supremum over all ensembles and use the fact that the measurement channel M V can be considered as a quantum entanglement-breaking channel [7] . By taking supremum over the decompositions V and using the fact that sup
, we obtain the lower estimate which, together with the upper estimate (4) gives (8) . Definition 4. Let G be a locally compact group, acting continuously on the transitive G-space Ω, let also V : g → V g be a continuous (projective) unitary representation of the group G in the Hilbert space
The following statement holds for the corresponding covariant measurement channel (an analogue of proposition 1 from [10] ). We assume that the channel M satisfies the conditions of proposition 1 so that the formula (8) holds.
Proposition 2. Let the following conditions be satisfied for the measurement channel M corresponding to the observable M which is covariant under an irreducible square integrable representation g → V g of a unimodular group G:
3. there exists a Borel probability measure π 0 E on G such that
Then the capacity of the channel M is given by the formula
and it is attained on the ensemble {π 0
For a fixed point ω 0 ∈ Ω, consider its stationary subgroup G 0 . According to theorem 4.8.3 of [8] (with ν replaced by µ) the relation
establishes one-to-one correspondence between the measurements {M(A)}, covariant with respect to the irreducible square integrable representation g → V g of the unimodular group G, and the density operators P 0 , commuting with operators {V g ; g ∈ G 0 }. Here µ(dω) is properly normalized G-invariant measure on Ω, and the integral (13) is understood in the weak sense.
Using the representation (13) , the covariance of the measurement channel M and the invariance of the measure µ, we get (8), we obtain that the upper bound (12) is achieved, which completes the proof.
The classical capacity of general Gaussian observable
The measurement channels we consider in this section correspond to general Gaussian observables in the sense of [11] (linear measurements in [8] , see also [12] for the gauge covariant case). In what follows the quantum input space H will be the Hilbert space of an irreducible representation of the canonical commutation relations (24) (see Appendix), and the classical output space Ω = Z = R 2s . We will consider the general Gaussian measurement channel ρ → M[ρ], described by POVM on Z 2
where z is 2s−dimensional real vector running in the symplectic space (R 2s , ∆), K is a nondegenerate real matrix and ρ β is a centered Gaussian density operator with the real symmetric covariance matrix β. In [12] it is shown that without loss of generality we can put K = I and consider the observable
and the corresponding measurement channel M. In our case µ is just the normalized Lebesgue measure on Z = R 2s .
Consider the quadratic Hamiltonian
where R is the vector of canonical observables defined by (25) Proof. All such forms are equivalent in the sense H c,1 (z) ≍ H c,2 (z) for all z, i.e. there exist positive constants k 1 , k 2 , such that
where c 1 , c 2 > 0, and H is given by (16), for at least one such form H c (z). Choose a symplectic basis {e j , h j } associated with the matrix β (see Appendix, with α replaced by β) and let the real 2s−vector z be represented by its coordinates in the decomposition z = s j=1
x j e j + y j h j , so that Rz = s j=1
x jqj + y jpj , whereq j = Re j ,p j = Rh j . Consider the corresponding complex representation of the symplectic space, where z is replaced by the complex s−vector z with the components z j = 1 √ 2 (x j + iy j ) (see e.g. [12] ). We will prove the identity The density operator ρ β admits P -representation
where N β is the diagonal matrix with the entries N j > 0, j = 1, . . . , s, (see e.g. [8] ). The quantity in the left hand side of (18) is the same as
By changing variable z + w → z and taking into account zero first moments of the Gaussian distribution, we obtain that this is equal to
where we used the identity
Taking into account that z j |z =ã j |z , whereã j = 1 √ 2 (q j + ip j ) , and using the second moments of the Gaussian distribution, we obtain for M given by (15) , as follows from (24). Notice that G 0 is trivial in this case.
We will now show that the channel satisfies the conditions of the proposition 2, in particular n. 3 is fulfilled under certain "threshold condition", in which case the formula (11) holds.
Probability density of outcomes of the observable (15) for the Gaussian input state ρ α is
The Parseval's formula was used here for the Weyl transform (theorem 5.3.3 of [8] ). Denote by S(α) the set of all states which have zero first moments, and finite second moments with the covariance matrix α. Take an ensemble π, such thatρ π ∈ S(α). Then pρ π is centered probability density with the covariance matrix α + β and arguing similarly to the proof of theorem 1 in [12] , we get that the maximum of h (pρ π ), equal to
where the constant C depends on the normalization of the Lebesgue measure involved in the calculation of the differential entropy (see formula (30) in Appendix), is attained on the Gaussian stateρ π = ρ α . Making additional maximization with respect to Gaussian states with covariance matrix α satisfying the energy constraint Sp ǫα ≤ E, we obtain 
Thus, n. 1 of proposition 2 follows. The statement of n. 2 follows from the results concerning the minimal output entropy. The result of the paper [4] (see also [12] ) concerning the minimal output entropy of measurement channel implies that the minimizer ρ 0 can be taken as the vacuum state related to the complex structure J β (see Appendix). Substituting α = 1 2 ∆J β into (19), we get
The condition n. 3 is fulfilled provided
Indeed, in this case
where π 0 E (dz) is the centered Gaussian distribution on Z with the covariance matrix α 0 E − 1 2 ∆J β . One can check this by comparing the quantum characteristic functions of both sides. The matrix inequality (21) is an analog of the "threshold condition" for the multi-mode quantum Gaussian channel [10] (see also [15] for the case of one mode).
Thus we have proved the following result extending theorem 1 of [12] to the case without global gauge symmetry.
Theorem 1. Let M be the measurement channel corresponding to the Gaussian POVM (14) . Assume that α 0 E , given by the formula (20) , and β satisfy the condition (21). Then
which is attained on the ensemble of J β −coherent states D(z)ρ 0 D(z) * (see Appendix) , where z has the centered Gaussian probability distribution with the covariance matrix α 0 E − 1 2 ∆J β . Example. Take the energy operator of the signal mode H = q 2 + p 2 with the corresponding complex structure J H = 0 −1 1 0 . We consider the POVM described by the formula (15) where the covariance matrix of the quantum Gaussian noise is
In quantum optics this would correspond to the heterodyne measurement of the signal mode with the squeezed quantum noise from the local oscillator. The complex structure of the measurement noise is
which does not commute with J H unless β 1 = β 2 . The covariance matrix of the squeezed vacuum is (see Appendix)
To compute the first term, we can restrict to diagonal input covariance matrices
The matrix
has the determinant (β 1 + α 1 ) (β 2 + α 2 ) , so that the maximized expression is log (β 1 + α 1 ) (β 2 + α 2 ). Since log x is increasing function, we have to maximize (β 1 + α 1 ) (β 2 + α 2 ) under the constraints α 1 +α 2 ≤ E, α 1 α 2 ≥ 1 4 . The first constraint gives the values
corresponding to the maximal value of the first term in (22)
The second constraint will be automatically fulfilled provided we impose the condition (21) which amounts to
Under this condition
Appendix
In this section we systematically use notations and some results from the book [11] where further references are given. Consider a finite-dimensional symplectic space (Z, ∆) with Z = R 2s ,
Let H be the space of an irreducible representation z → W (z); z ∈ Z of the canonical commutation relations
Here W (z) = exp i Rz are the unitary Weyl operators, where
..,s , are the canonical observables of the quantum system. Operator J in (Z, ∆) is called operator of complex structure if
where I 2s is the identity operator in Z, and it is ∆−positive in the sense that ∆J = −J t ∆, ∆J ≥ 0.
A centered Gaussian state ρ α on B(H) is determined by its covariance matrix α = Re Tr R t ρR which is a real symmetric 2s × 2s-matrix satisfying
This state is pure if and only if α = 1 2 ∆J. It is called J−vacuum and denoted ρ 0 . The non-centered pure states D(z)ρ 0 D(z) * are called J−coherent states (see sec. 12.3.2 of [11] ).
Consider the operator A = ∆ −1 α. The operator A is skew-symmetric in the Euclidean space (Z, α) with the scalar product α(z, z ′ ) = z t αz ′ . According to a theorem from linear algebra, there is an orthogonal basis {e j , h j } in (Z, α) and positive numbers {α j } such that Ae j = α j h j ; Ah j = −α j e j .
Eq. (28) implies N j ≡ α j − 1/2 ≥ 0. Choosing the normalization α(e j , e j ) = α(h j , h j ) = α j gives the symplectic basis in (Z, ∆) with the required properties.
There is at least one operator of complex structure, commuting with the operator A = ∆ −1 α, namely, the orthogonal operator J α from the polar decomposition A = |A| J α = J α |A| (29) in the Euclidean space (Z, α). The action of J α in the symplectic basis is given by the formula J α e j = h j , J α h j = −e j .
In [11] several formulas for the entropy of state ρ α were given. While we don't need these in the present paper, let us show just another convenient formula involving the complex structure J α :
where g(x) = (x + 1) log(x + 1) − x log x. Indeed, starting from the relation (12.108) in [11] , we have where the last step follows from the fact that
T is the transition matrix between the symplectic bases, det T = 1. We will need the formula for the differential entropy of a nondegenerate multidimensional Gaussian probability distribution p α with the covariance matrix α : h(p α ) = 1 2 log det α + C = 1 2 Sp log α + C,
where the constant C depends on the normalization of the Lebesgue measure involved in the definition of the differential entropy (cf. [1] ).
