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Abstract
It is easy to see that every character (i.e. unital ∗-homomorphism to C) of a commutative unital
associative ∗-algebra is a pure state (i.e. extreme point in the convex set of all normalized positive
linear functionals). This article gives sufficient conditions for the converse to be true as well. In
order to formulate these results together with similar ones, e.g. for locally convex ∗-algebras, the
notion of an abstract O∗-algebra (unital associative ∗-algebra with an order defined by positive
linear functionals) is introduced. Many concepts and intermediary results discussed here also apply
to the non-commutative case.
1 Introduction
Let A be a unital associative ∗-algebra over C, then denote by A∗ the (algebraic) dual space of A,
consisting of all linear functionals to C, and by 〈 · , · 〉 : A∗×A → C the dual pairing. An algebraically
positive linear functional on A is an element ω ∈ A∗ for which 〈ω , a∗a 〉 ≥ 0 holds for all a ∈ A. An
algebraic state on A is an algebraically positive linear functionals ω that is normalized to 〈ω , 1 〉 = 1,
and an algebraic character on A is a unital ∗-homomorphism from A toC. An extreme point of a convex
subset C of a (real or complex) vector space is an e ∈ C with the property that e = λc1 + (1 − λ)c2
with λ ∈ ]0, 1[ and c1, c2 ∈ C implies e = c1 = c2. Clearly, the set of algebraic states on A is a convex
subset of A∗ and every algebraic character on A is an algebraic state, and even an extreme point in
the set of all algebraic states (well-known, see Proposition 3.3).
This raises the question of whether or not every extreme point of the set of algebraic states is also
an algebraic character (at least in the commutative case). Naturally, a similar question can also be
asked if A is endowed with additional structure, e.g. a locally convex topology: in this case one could
consider extreme points of the convex set of continuous algebraic states. As it is not clear whether
these are also extreme points in the larger set of all algebraic states, this cannot simply be reduced to
the previous problem.
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Having a general characterization of characters as pure states is also interesting for several other
reasons: First, of course, this yields a possibility to prove existence of characters if one can prove
existence of pure states by applying the Krein-Milman theorem or generalizations thereof (like [8],
Theorem 3.6) to the set of states. Due to the Gel’fand transformation, existence of characters is
equivalent to existence of non-trivial representations of a ∗-algebra by complex-valued functions with
the pointwise operations. Moreover, the set of algebraic characters is quite obviously weak-∗-closed,
which is not clear at all for the set of pure algebraic states. If these sets coincides, this thus gives insight
into the structure of the convex set of states.
From the point of view of non-commutative geometry, pure states of a ∗-algebra can be seen as the
non-commutative generalisation of characters, at least for those classes of ∗-algebras, for which the sets
of pure states and characters actually coincide under the additional assumption of commutativity.
In the case that A is a commutative unital Banach ∗-algebra, it has been shown directly by R. S.
Bucy and G. Maltese (in [2], Theorem 2) that every extreme point of the set of continuous algebraic
states is also multiplicative, hence a unital ∗-homomorphism. The argument used there can be adapted
to more general cases (see also [4]), up to lmc ∗-algebras, but always requires a certain boundedness
condition to be fulfilled (see Theorem 4.8 here).
The main Theorem 5.17 here gives a sufficient condition for the sets of pure states and characters to
coincide, that can be applied to truly unbounded cases. For this to be applicable to as many different
types of ∗-algebras as possible, the notion of an abstract O∗-algebra is introduced (Definition 2.3).
Another motivation for introducing (also non-commutative) abstract O∗-algebra comes from non-
formal deformation quantisation, where some recent examples of deformations of locally convex ∗-
algebras outside the realm of C∗-algebras (or even lmc-∗-algebras) have been constructed (like [1], [3]
and [10]). While these algebras can contain truely unbounded elements, e.g. elements fulfilling canoni-
cal commutation relations, it seems that there is not yet a general theory available that answers some
questions arising from their interpretation as observable algebras of physical systems, e.g. concerning
the sprectrum of an observable or the decomposition of arbitrary states of the commutative, classical
limits into pure states or characters. Focusing not only on the topology of these algebras, but also on
their order properties, might help to solve these problems.
The article is organized as follows: Section 2 gives the definition of O∗-algebras and abstract
O∗-algebras and discusses some basic constructions, especially the (closed) GNS representation. In
Section 3, some essentially algebraic properties of abstract O∗-algebras are examined and used to
prove that all characters of abstract O∗-algebras are pure states, and that the converse is true in
commutative symmetric abstract O∗-algebras (which, by definition, have many invertible elements).
As the assumption of a symmetric abstract O∗-algebra is rather strong, Section 4 seeks to replace
this by a less restrictive one, mostly a condition for the growth of powers of algebra elements that
guarantees that all GNS representations are by bounded operators. The argumentation up to that
point is inspired by [2] and [4]. Finally, Section 5 uses techniques from the theory of unbounded
operator algebras (i.e. O∗-algebras) to proof the main Theorem 5.17, which essentially states that all
pure states of a commutative abstract O∗-algebra are characters, if a growth condition (similar to the
one in Nelson’s theorem) on powers of algebra elements is fulfilled that guarantees that sufficiently
many elements yield essentially self-adjoint operators in every GNS representation.
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Notation: A ∗-algebra A will always be understood to be defined over the field of complex numbers,
be associative and have a unit 1. Moreover, AH := { a ∈ A | a = a∗ } is the real linear subspace of
A of Hermitian elements and its convex cone of algebraically positive elements (which might contain a
nontrivial linear subspace) is
A++H :=
{∑N
n=1
a∗nan
∣∣∣ N ∈ N; a1, . . . , aN ∈ A
}
,
and is indeed closed under multiplication with non-negative reals. The real linear span of A++H is AH
because 4a = (a+ 1)2 − (a− 1)2 for all a ∈ AH, and so the (complex) linear span of A++H is whole A.
However, in most cases a different notion of positivity will be used, which arises from a possibly larger
convex cone of positive elements (that still spans whole A). Finally, sesquilinear maps, especially inner
products, will always be antilinear in the first and linear in the second argument.
Acknowledgements: I would like to thank Stefan Waldmann and Chiara Esposito (both Univer-
sity Würzburg) for some helpful discussions and suggestions.
2 Abstract O∗-algebras
Definition 2.1 A quasi-ordered ∗-algebra is a ∗-algebra A endowed with a quasi-order . (a reflexive
and transitive relation) on AH, such that the following conditions are fulfilled for all a, b ∈ AH with
a . b, all c ∈ AH and all d ∈ A:
a+ c . b+ c , d∗a d . d∗b d and 0 . 1 .
If . is even a partial order (i.e. additionally antisymmetric), then A is called an ordered ∗-algebra
and we might write ≤ instead of .. Moreover, if A is a quasi-ordered ∗-algebra, then the convex cone
of positive elements in A is written as A+H := { a ∈ AH | a & 0 }.
Note that A++H ⊆ A+H holds for every quasi-ordered ∗-algebra A. One important example of ordered
∗-algebras are O∗-algebras (see e.g. [9], Definitions 2.1.6 and 2.2.8 as well as the remark under Corol-
lary 2.1.9, but note that the notation for seminorms is different):
Definition 2.2 Let H be a Hilbert space and D ⊆ H a dense linear subspace. Then write L∗(D) for the
∗-algebra of all adjointable endomorphisms of D, i.e. for the set of all (necessarily linear) a : D → D
for which there exists a (necessarily unique and linear) a∗ : D → D such that 〈φ | aψ 〉 = 〈 a∗φ |ψ 〉 holds
for all φ,ψ ∈ D. An O∗-algebra on D is defined as a unital ∗-subalgebra A of L∗(D), and an order ≤
on AH is defined by
a ≤ b :⇔ ∀φ∈D : 〈φ | aφ 〉 ≤ 〈φ | b φ 〉.
Moreover, for every a ∈ A+H a positive sesquilinear form 〈 · | · 〉a on D is defined as 〈φ |ψ 〉a := 〈φ | aψ 〉
for all φ,ψ ∈ D and the corresponding seminorm is denoted by ‖ · ‖a. The O∗-algebra A is called closed
if D is complete with respect to the locally convex topology τA defined by the seminorms ‖ · ‖a for all
a ∈ A+H.
One can check that, with this order, an O∗-algebra is indeed an ordered ∗-algebra (the order on the
Hermitian elements is a partial one due to the Cauchy Schwarz inequality). A short remark on the
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notion of the adjoint in an O∗-algebra A ⊆ L∗(D) might be due as there obviously exists a relation
between the adjoint endomorphism a∗ ∈ A and the operator theoretic adjoint a† of an element a ∈ A:
Every a ∈ L∗(D) is a closable operator on H with domain D. The completion Dacl of D under
the norm ‖ · ‖
1+a∗a can be identified with the linear subspace of all φˆ ∈ H for which there exists a
sequence (φn)n∈N in D that converges against φˆ with respect to the norm ‖ · ‖ on H and is a Cauchy
sequence with respect to ‖ · ‖a∗a. Clearly, a is continuous as a map from D with ‖ · ‖1+a∗a to H with
‖ · ‖, and its closure acl : Dacl → H is the continuous extension. The adjoint operator a† : Da† → H,
defined on Da† := {φ ∈ H | D ∋ ψ 7→ 〈φ | aψ 〉 ∈ C is ‖ · ‖-continuous } by the requirement that
〈 a†φ |ψ 〉 = 〈φ | aψ 〉 for all φ ∈ Da† and all ψ ∈ D, extends the adjoint endomorphism a∗ and also its
closure (a∗)cl : D(a∗)cl → H. The natural question to ask is whether or not a† = (a∗)cl. For Hermitian
a this is equivalent to a being essentially self-adjoint.
Moreover, out of an O∗-algebra A ⊆ L∗(D) that is not closed one can construct a closed one by
noting that all a ∈ A are continuous with respect to τA and thus extend to continuous adjointable
endomorphisms of the completion of D under τA, which can be identified with Dcl :=
⋂
a∈ADacl ⊆ H
carrying the projective limit topology (see [9], Lemma 2.2.9 and the discussion thereafter; the different
systems of seminorms used here and in [9] are equivalent).
The order on an O∗-algebra is especially well-behaved in so far as it comes from a set of algebraically
positive linear functionals. Generalizing this leads to the notion of an abstract O∗-algebra. Let A be
an arbitrary quasi-ordered ∗-algebra, then its dual space A∗ is naturally endowed with:
• An antilinear involution · ∗ : A∗ → A∗ given by ω∗(a) := ω(a∗) for all ω ∈ A∗ and all a ∈ A.
• An A-bimodule structure A × A∗ × A → A∗ given by 〈 b · ω · c , a 〉 := 〈ω , cab 〉 for all ω ∈ A∗
and all a, b, c ∈ A.
• An A-monoid action ⊲ : A×A∗ → A∗ given by a ⊲ ω := a · ω · a∗ for all ω ∈ A∗ and all a ∈ A.
• A partial order ≤ on A∗H := {ω ∈ A∗ | ω∗ = ω } given by
ω ≤ ρ :⇔ ∀a∈A+
H
: 〈ω , a 〉 ≤ 〈 ρ , a 〉
for all ω, ρ ∈ A∗H and fulfilling
ω + κ ≤ ρ+ κ and a ⊲ ω ≤ a ⊲ ρ
for all ω, ρ, κ ∈ A∗H with ω ≤ ρ and all a ∈ A. Thus define A∗,+H := {ω ∈ A∗H | ω ≥ 0 }.
Clearly, every ω ∈ A∗,+H is an algebraically positive linear functional because A++H ⊆ A+H. Note that
due to the existence of a unit 1 ∈ A and due to the Cauchy Schwarz inequality
|〈ω , a∗b 〉|2 ≤ 〈ω , a∗a 〉〈ω , b∗b 〉
for all a, b ∈ A and all algebraically positive ω ∈ A∗H, the relation ≤ on A∗H is indeed a partial order
and not just a quasi-order. Moreover, every algebraically positive ω ∈ A∗ actually fulfils ω∗ = ω, hence
ω ∈ A∗H, because 4〈ω , a 〉 = 〈ω , (a+ 1)2 〉 − 〈ω , (a− 1)2 〉 ∈ R for all a ∈ AH.
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Definition 2.3 An abstract O∗-algebra is a tuple (A,Ω) of a quasi-ordered ∗-algebra A and a linear
subspace and A-subbimodule Ω ⊆ A∗ that is stable under the antilinear involution · ∗, i.e. ω∗ ∈ Ω if
ω ∈ Ω, and is compatible with the order on A in the following way: Define the real linear subspace
ΩH := Ω∩A∗H of Hermitian linear functionals of (A,Ω) and the convex cone Ω+H := Ω∩A∗,+H of positive
linear functionals of (A,Ω), where A∗H and A∗,+H are like above. Then it is required that Ω is the linear
span of Ω+H and that
A+H =
{
a ∈ AH
∣∣ ∀ω∈Ω+
H
: 〈ω , a 〉 ≥ 0} .
So every positive linear functional ω of an abstract O∗-algebra (A,Ω) is also algebraically positive, but
conversely, an algebraically positive linear functional ω on A need not be in Ω+H, as neither ω ∈ A+H
nor ω ∈ Ω are guaranteed. By the above definition, the order on AH determines the order on ΩH and
vice versa. Because of this, the construction of an abstract O∗-algebra is rather easy provided one has
a distinguished set of algebraically positive linear functionals:
Proposition 2.4 Let A be a ∗-algebra and P+H ⊆ A∗H a set of algebraically positive linear functionals
that is stable under the monoid action ⊲ of A, i.e. a ⊲ ω ∈ P+H for all a ∈ A and all ω ∈ P+H . Define a
relation . on AH by
a . b :⇔ ∀ω∈P+
H
: 〈ω , a 〉 ≤ 〈ω , b 〉 ,
then . is a quasi-order that turns A into a quasi-ordered ∗-algebra. Moreover, let Ω be the linear
subspace of A∗ generated by P+H , then (A,Ω) is an abstract O∗-algebra and Ω+H is the weak-∗-closure in
Ω of
{∑N
n=1 ωn
∣∣ N ∈ N0; ω1, . . . , ωN ∈ P+H }, the convex cone generated by P+H .
Proof : It is clear that A with . is a quasi-ordered ∗-algebra, and (A,Ω) is then an abstract O∗-algebra:
a · ω · b∗ = 1
4
∑3
k=0
ik
(
(a+ ikb) ⊲ ω
) ∈ Ω
holds for all a, b ∈ A and all ω ∈ Ω and proves that Ω is an A-subbimodule. Ω is stable under · ∗
because P+H is, and it determines the order on A by construction. As P+H ⊆ Ω+H by construction, the
linear span of Ω+H is Ω. Finally, as A∗,+H is a weak-∗-closed convex cone, Ω+H is a convex cone that is weak-
∗-closed in Ω and thus the weak-∗-closure in Ω of P+,cnH :=
{∑N
n=1 ωn
∣∣ N ∈ N0; ω1, . . . , ωN ∈ P+H }
is a subset of Ω+H. Conversely, if ρ ∈ ΩH is not in the weak-∗-closure of P+,cnH , then by the separation
theorem for the closure of the convex set P+,cnH from the compact point ρ there exists an a ∈ AH
such that 〈ω , a 〉 ≥ 〈 ρ , a 〉 + 1 for all ω ∈ P+,cnH because P+,cnH is convex (see e.g. [6], §20.7 (2),
and use that the weak-∗-topology on ΩH is the one induced by the dual pairing with AH), and even
〈ω , a 〉 ≥ 0 ≥ 〈 ρ , a 〉+ 1 because P+,cnH is a cone, so a ∈ A+H but 〈 ρ , a 〉 < 0, i.e. ρ /∈ Ω+H. 
Of course, the order on an O∗-algebra was defined just like this starting with the set of positive linear
functionals coming from inner products. By definition, an abstract O∗-algebra with a non-trivial order
has non-trivial positive linear functionals, hence non-trivial representations as O∗-algebras, e.g. the
well-known GNS representations (see [9], Theorems 8.6.2 and 8.6.4):
Definition 2.5 Let A be a ∗-algebra and ω an algebraically positive linear functional on A, then the
Gel’fand ideal associated to ω is defined as Iω := { a ∈ A | 〈ω , a∗a 〉 = 0 }, and the Hilbert space Hω as
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the completion of A/Iω with inner product 〈 [a]ω | [b]ω 〉ω := 〈ω , a∗b 〉 for all [a]ω, [b]ω ∈ A/Iω having
representatives a, b ∈ A. We can naturally identify A/Iω with a dense linear subspace Dω of Hω and
construct a linear map [ · ]ω : A → Dω that assigns to every a ∈ A its equivalence class [a]ω ∈ Dω under
this identification, as well as a unital ∗-homomorphism πω : A → L∗(Dω) by πω(a)[b]ω := [ab]ω, that
maps the ∗-algebra A onto an O∗-algebra πω(A) ⊆ L∗(Dω) and describes the GNS representation of A
associated to ω.
Moreover, let Dclω :=
⋂
a∈ADω,piω(a)cl ⊆ Hω, which can be identified with the completion of Dω
under τpiω(A), and define π
cl
ω (a) : Dclω → Dclω as the continuous extension of πω(a) for every a ∈ A.
Then πclω : A → L∗(Dclω ) describes the closed GNS representation of A associated to ω and is a unital
∗-homomorphism of A onto a closed O∗-algebra πclω (A) ⊆ L∗(Dclω ).
Lemma 2.6 Let A be a quasi-ordered ∗-algebra and ω ∈ A∗,+H , then the two GNS representations
πω : A → L∗(Dω) and πclω : A → L∗(Dclω ) are positive, i.e. πω(a) ≥ 0 and πclω (a) ≥ 0 for all a ∈ A+H.
Proof : As 〈 [b]ω |πω(a) [b]ω 〉ω = 〈ω , b∗a b 〉 ≥ 0 for all [b]ω ∈ Dω and all a ∈ A+H, this is true for the
ordinary GNS representation πω. Using that Dω is τpicl
ω
(A)-dense in Dclω and πclω (a) is τpicl
ω
(A)-continuous
for all a ∈ A+H, this inequality extends to the closed GNS representation πclω . 
The definitions of states, pure states and characters of an abstract O∗-algebra are:
Definition 2.7 Let (A,Ω) be an abstract O∗-algebra. Then
S(A,Ω) := {ω ∈ Ω+H ∣∣ 〈ω , 1 〉 = 1}
and Sp(A,Ω) :=
{
ω ∈ S(A,Ω) ∣∣ ω is an extreme point of S(A,Ω)}
are the sets of states and pure states of (A,Ω), respectively, and
M(A,Ω) := {ω ∈ S(A,Ω) ∣∣ ω is multiplicative, i.e. 〈ω , ab 〉 = 〈ω , a 〉〈ω , b 〉 for all a, b ∈ A}
is the set of characters of (A,Ω).
So a character of an abstract O∗-algebra (A,Ω) is also required to be positive with respect to the
ordering on the quasi-ordered ∗-algebra A, and not just algebraically positive (which would be an
immediate consequence of its multiplicativity).
If A is an arbitrary ∗-algebra, one can choose P+H as the set of all algebraically positive linear
functionals on A and construct an abstract O∗-algebra (A,Ω) like in Proposition 2.4. Similarly, if
A is a ∗-algebra carrying a topology that makes the operators of left- and right-multiplication on A
with fixed elements of A continuous, then one can choose P+H as the set of all continuous algebraically
positive linear functionals on A and again construct an abstract O∗-algebra (A,Ω) as before. Finding
suitable sufficient conditions for a commutative abstract O∗-algebra (A,Ω), such that
Sp(A,Ω) =M(A,Ω)
holds, then answers the questions raised in the introduction with respect to pure states and characters.
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3 Algebraic properties
The following definition will be extremely useful:
Definition 3.1 Let A be a ∗-algebra, ω an algebraic state on A and a ∈ A. Then define the variance
of ω on a:
Varω(a) :=
〈
ω ,
(
a− 〈ω , a 〉1)∗(a− 〈ω , a 〉1) 〉 = 〈ω , a∗a 〉 − |〈ω , a 〉|2 .
Note that Varω(a) ≥ 0 and
∣∣〈ω , b∗a 〉 − 〈ω , b 〉〈ω , a 〉∣∣2 = ∣∣〈ω , (b− 〈ω , b 〉1)∗(a− 〈ω , a 〉1) 〉∣∣2 ≤ Varω(b)Varω(a)
holds for all algebraic states ω on A and all elements a, b ∈ A due to the Cauchy Schwarz inequality.
This proves:
Lemma 3.2 Let A be a ∗-algebra, ω an algebraic state on A and a ∈ A with Varω(a) = 0, then
〈ω , ba 〉 = 〈ω , b 〉〈ω , a 〉
holds for all b ∈ A. Thus ω is multiplicative if and only if Varω(a) = 0 for all a ∈ A.
The first consequence is the following essentially well-known result:
Proposition 3.3 On an abstract O∗-algebra (A,Ω), every character is a pure state, i.e.
M(A,Ω) ⊆ Sp(A,Ω) .
Proof : For all ρ1, ρ2 ∈ S(A,Ω), all λ ∈ [0, 1] and all a ∈ A, one can check that the identity
Varλρ1+(1−λ)ρ2(a) = λVarρ1(a) + (1− λ)Varρ2(a) + λ(1− λ)|〈 ρ1 − ρ2 , a 〉|2
holds. So if ω ∈ S(A,Ω) is even a character of (A,Ω) and ρ1, ρ2 ∈ S(A,Ω) fulfil ω = λρ1+(1−λ)ρ2 with
λ ∈ ]0, 1[ , then Varω(a) = 0 and Varρ1(a),Varρ2(a) ≥ 0 for all a ∈ A imply that |〈 ρ1 − ρ2 , a 〉|2 = 0
for all a ∈ A, hence ω = ρ1 = ρ2. We conclude that ω is an extreme point of S(A,Ω). 
The previous observation from Lemma 3.2, that vanishing variance of a state ω implies that ω is
multiplicative, can even be strengthened:
Lemma 3.4 If A is a ∗-algebra and ω an algebraic state on A, then ω is multiplicative if and only if
Varω(a
2) = 0 holds for all a ∈ AH.
Proof : This condition is clearly necessary, but also sufficient: If Varω(a
2) = 0 for all a ∈ AH, then
also Varω((a± 1)2) = 0 for all a ∈ AH, thus
4〈ω , a2 〉 = 〈ω , a(a+1)2 〉−〈ω , a(a−1)2 〉 = 〈ω , a 〉〈ω , (a+1)2 〉−〈ω , a 〉〈ω , (a−1)2 〉 = 4〈ω , a 〉2
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due to Lemma 3.2, which proves Varω(a) = 0 for all a ∈ AH. As every element of A can be expressed
as a linear combination of Hermitian elements, it follows from Lemma 3.2 that ω is multiplicative. 
The essential property of pure states that we will have to exploit is the following:
Lemma 3.5 If (A,Ω) is an abstract O∗-algebra, ω ∈ Sp(A,Ω) and ρ ∈ Ω+H such that ρ ≤ ω, then
ρ = 〈 ρ , 1 〉ω.
Proof : If 〈 ρ , 1 〉 = 0, then ρ = 0 due to the Cauchy Schwarz inequality, and ρ = 〈 ρ , 1 〉ω is trivial.
If 〈 ρ , 1 〉 = 1, then 〈ω−ρ , 1 〉 = 0 together with ω−ρ ∈ Ω+H show that ω = ρ and again ρ = 〈 ρ , 1 〉ω
is trivial. Otherwise, let λ := 〈 ρ , 1 〉 ∈ ]0, 1[ , then ω = λ(ρ/λ)+ (1− λ)((ω − ρ)/(1− λ)) with states
ρ/λ and (ω − ρ)/(1 − λ) implies ω = ρ/λ. 
Proposition 3.6 Let (A,Ω) be an abstract O∗-algebra, ω ∈ Sp(A,Ω) and B ⊆ A a unital ∗-subalgebra
such that for every a ∈ BH there exists a Ca ∈ [0,∞[ for which a ⊲ ω ≤ Ca ω holds. Then ω is
multiplicative on B.
Proof : Given a ∈ BH and a corresponding Ca ∈ [0,∞[ , then we can assume without loss of generality
that Ca > 0, in which case it follows from the previous Lemma 3.5 that C
−1
a (a⊲ω) = C
−1
a 〈 a⊲ω , 1 〉ω.
Evaluating this on a2 yields 〈ω , a4 〉 = 〈ω , a2 〉2 and thus Varω(a2) = 0. By Lemma 3.4, ω is
multiplicative on B. 
It might be worth mentioning that for every commutative ∗-algebra A and every algebraic state ω
on A there exists the largest unital ∗-subalgebra of A on which ω is multiplicative, namely the set
{ a ∈ A | Varω(a) = 0 }, which can be confirmed to be a unital subalgebra of A using Lemma 3.2 and
is even a unital ∗-subalgebra because Varω(a) = Varω(a
∗) for all a ∈ A due to the commutativity of A.
As a first application we can now show that in a symmetric commutative abstract O∗-algebra, the set
of characters coincides with the set of pure states:
Definition 3.7 An abstract O∗-algebra (A,Ω) is called symmetric, if for every a ∈ AH there exists a
multiplicative inverse of 1+ a2 in A.
Note that an abstract O∗-algebra (A,Ω) is symmetric if and only if for every a ∈ AH and every λ ∈ C\R
there exists a multiplicative inverse of a− 1λ. So the above definition is completely analogous to the
one of a symmetric ∗-algebra in [9], Chapter 1.4. This condition has also occured in the literature
before, e.g. in a similar way in [5], Theorem 26 as a condition that assures that a Baer ring is a Baer
∗-ring.
Theorem 3.8 Let (A,Ω) be a symmetric commutative abstract O∗-algebra, then Sp(A,Ω) =M(A,Ω).
Proof : Proposition 3.3 already shows that Sp(A,Ω) ⊇ M(A,Ω) and it remains to show that every
pure state ω of (A,Ω) is multiplicative. So let a ∈ AH be given and write b := (1 + a2)−1, then
b∗ = b∗(1 + a2) b =
(
b (1 + a2)
)∗
b = b. Assume 〈ω , b2 〉 = 0, then |〈ω , b 〉|2 ≤ 〈ω , b2 〉 = 0 implies
〈ω , b 〉 = Varω(b) = 0 and 1 = 〈ω , (1 + a2) b 〉 = 〈ω , 1 + a2 〉〈ω , b 〉 = 0 by Lemma 3.2 yields a
contradiction, so 〈ω , b2 〉 > 0.
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Now observe that b ⊲ ω ≤ ω because 〈 b ⊲ ω , c 〉 ≤ 〈 b ⊲ ω , c+ 2a2c+ a4c 〉 = 〈ω , c 〉 for all c ∈ A+H,
hence b ⊲ ω = 〈ω , b2 〉ω by Lemma 3.5. It follows that a ⊲ ω = 〈ω , b2 〉−1 (ab ⊲ ω) ≤ 〈ω , b2 〉−1 ω,
because 〈 ab ⊲ ω , c 〉 ≤ 〈 b ⊲ ω , c+ 2a2c+ a4c 〉 = 〈ω , c 〉 holds for all c ∈ A+H. By Proposition 3.6, ω is
multiplicative on A. 
However, the assumption of a symmetric commutative abstract O∗-algebra is a rather strong one. In
the following, similar theorems for more general classes of algebras will be proven.
4 Bounded states
Another possibility to show that all pure states of certain commutative abstract O∗-algebras are char-
acters, is by exploiting some boundedness condition:
Definition 4.1 Let (A,Ω) be an abstract O∗-algebra and ω ∈ S(A,Ω), then ‖ · ‖ω,∞ : A → [0,∞] is
defined as
a 7→ ‖a‖ω,∞ := sup
b∈A,〈ω , b∗b 〉=1
√
〈 b ⊲ ω , a∗a 〉 ∈ [0,∞] .
Moreover, given a ∈ A, then ω is said to be a bounded state for a if ‖a‖ω,∞ <∞. The set of all a ∈ A
for which ω is bounded will be denoted by Bω(A,Ω) and B(A,Ω) :=
⋂
ω∈S(A,Ω) Bω(A,Ω) is the set of
all bounded elements of A.
Note that B(A,Ω) and Bω(A,Ω) for every ω ∈ S(A,Ω) are unital ∗-subalgebras and that ‖ · ‖ω,∞ is a
C∗-seminorm on Bω(A,Ω). In fact, ‖ · ‖ω,∞ is nothing but the operator norm in the GNS representation
of A associated to ω. This also shows that ‖a‖ω,∞ < ∞ if and only if a is represented by a bounded
operator and that 〈 b ⊲ ω , a∗a 〉 ≤ ‖a‖2ω,∞〈ω , b∗b 〉 holds for all a ∈ Bω(A,Ω) and all b ∈ A.
In the following, we will often have to distinguish two cases: Either 〈ω , a 〉 = 0 for a state ω and
a positive algebra element a, typically of the form a = b∗b, then everything is trivial; or 〈ω , an 〉 > 0
for all n ∈ N:
Lemma 4.2 Let A be a quasi-ordered ∗-algebra, ω ∈ A∗,+H and a ∈ A+H. Then 〈ω , an 〉 = 0 for one
n ∈ N implies 〈ω , an 〉 = 0 for all n ∈ N and also Varω(a) = 0. Otherwise, 〈ω , an 〉 > 0 and
〈ω , an 〉
〈ω , an−1 〉 ≤
〈ω , an+1 〉
〈ω , an 〉
as well as
〈
ω , an
〉 1
n ≤ 〈ω , an+1 〉 1n+1
hold for all n ∈ N.
Proof : The sesquilinear form A2 ∋ (b, c) 7→ 〈ω , b∗a c 〉 ∈ C is positive because a ∈ A+H, which
yields |〈ω , b∗a c 〉|2 ≤ 〈ω , b∗a b 〉〈ω , c∗a c 〉 for all b, c ∈ A by the Cauchy Schwarz inequality. So
〈ω , am−1am 〉2 ≤ 〈ω , a2m−2 〉〈ω , a2m 〉 and 〈ω , am−1a am 〉2 ≤ 〈ω , a2m−1 〉〈ω , a2m+1 〉 hold for all
m ∈ N and show that 〈ω , an 〉2 ≤ 〈ω , an−1 〉〈ω , an+1 〉 for all odd and all even n ∈ N, hence for all
n ∈ N. Especially if 〈ω , an−1 〉 = 0 or 〈ω , an+1 〉 = 0 then also 〈ω , an 〉 = 0. By induction it follows
that 〈ω , an 〉 = 0 for one n ∈ N implies 〈ω , an 〉 = 0 for all n ∈ N, and then also Varω(a) = 0.
9
Otherwise 〈ω , an 〉 > 0 for all n ∈ N, because a2m = (am)∗(am) and a2m+1 = (am)∗a (am) are
positive for all m ∈ N0. The estimate for quotients has already been proven, the one for roots is surely
true if n = 1, in which case it is just the Cauchy Schwarz inequality again. Now assume that it holds
for one n ∈ N, then 〈
ω , an+1
〉 1
n+1 ≤ 〈ω , a
n+1 〉
〈ω , an 〉 ≤
〈ω , an+2 〉
〈ω , an+1 〉 ,
which then implies 〈ω , an+1 〉1/(n+1) ≤ 〈ω , an+2 〉1/(n+2). 
In the case of commutative abstract O∗-algebras, ‖a‖ω,∞ only depends on ω and powers of a and a∗:
Proposition 4.3 Let (A,Ω) be a commutative abstract O∗-algebra and ω ∈ S(A,Ω), then
‖a‖ω,∞ = sup
n∈N
〈
ω , (a∗a)n
〉 1
2n = lim
n→∞
〈
ω , (a∗a)n
〉 1
2n ∈ [0,∞]
holds for all a ∈ A.
Proof : The second identity is clear because n 7→ 〈ω , (a∗a)n 〉1/(2n) is non-decreasing by the previous
Lemma 4.2. Define the shorthand ‖a‖′ω,∞ := supn∈N〈ω , (a∗a)n 〉1/(2n), then
〈 b ⊲ ω , a∗a 〉 ≤ 〈 b ⊲ ω , (a∗a)m 〉 1m ≤ 〈ω , (b∗b)2 〉 12m 〈ω , (a∗a)2m 〉 12m ≤ 〈ω , (b∗b)2 〉 12m (‖a‖′ω,∞)2
holds for all a, b ∈ A with 〈ω , b∗b 〉 = 1 and all m ∈ N by Lemma 4.2 again and the Cauchy Schwarz
inequality, thus ‖a‖ω,∞ ≤ ‖a‖′ω,∞. Conversely, if ‖a‖ω,∞ < ∞, then 〈ω , (a∗a)n 〉 ≤ ‖a‖2nω,∞ for all
n ∈ N, because ‖ · ‖ω,∞ is a C∗-seminorm on the unital ∗-subalgebra Bω(A,Ω) of A and because
|〈ω , c 〉| ≤ 〈ω , c∗c 〉1/2 ≤ ‖c‖ω,∞ for all c ∈ Bω(A,Ω). This proves ‖a‖′ω,∞ ≤ ‖a‖ω,∞. 
If such a boundedness condition is fulfilled, we can replace symmetry by a different requirement:
Definition 4.4 An abstract O∗-algebra (A,Ω) is said to be regular if every ω ∈ ΩH that is algebraically
positive, is positive, i.e. an element of Ω+H.
Note that for regular abstract O∗-algebras, the set of characters M(A,Ω) is just the set of all ω ∈ Ω
which are unital ∗-homomorphisms to C, because such homomorphisms are algebraically positive, hence
positive.
Definition 4.5 Let (A,Ω) be an abstract O∗-algebra, then define for every ω ∈ Ω the seminorm
‖ · ‖ω,wk on A as
a 7→ ‖a‖ω,wk := |〈ω , a 〉| .
The locally convex topology on A defined by all ‖ · ‖ω,wk with ω ∈ Ω is called the weak topology.
Proposition 4.6 Let (A,Ω) be an abstract O∗-algebra, then (A,Ω) is regular if and only if the alge-
braically positive elements A++H are weakly dense in the positive elements A+H.
Proof : If A++H is dense in A+H and ω ∈ ΩH algebraically positive, then it follows from 〈ω , a 〉 ≥ 0 for
all a ∈ A++H that 〈ω , a 〉 ≥ 0 for all a ∈ A+H, hence ω ∈ Ω+H.
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Conversely, if A++H is not dense in A+H, then there exist a ∈ A+H and ω ∈ ΩH such that 〈ω , b 〉 ≥
〈ω , a 〉 + 1 holds for all b ∈ A++H by the separation theorem for the closure of the convex set A++H
from the compact point a ∈ A+H\A++H in the real locally convex space AH carrying the weak topology
of ΩH (take the quotient with the closure of {0} if necessary), again, see e.g. [6], §20.7 (2). Even more,
〈ω , b 〉 ≥ 0 ≥ 〈ω , a 〉 + 1 for all b ∈ A++H because A++H is a cone, so ω is algebraically positive but
〈ω , a 〉 < 0, i.e. (A,Ω) is not regular. 
Proposition 4.7 Let (A,Ω) be a regular commutative abstract O∗-algebra and ω ∈ Sp(A,Ω), then the
restriction of ω to Bω(A,Ω) is multiplicative.
Proof : This is essentially the argument given in [2]. In our case it is sufficient to check that the
unital ∗-subalgebra Bω(A,Ω) of A fulfils the condition of Proposition 3.6, which is clear: For every
a ∈ Bω(A,Ω) the inequality a ⊲ ω ≤ ‖a‖2ω,∞ ω is fulfilled, because
〈 ‖a‖2ω,∞ ω − (a ⊲ ω) , b∗b 〉 = ‖a‖2ω,∞〈ω , b∗b 〉 − 〈 b ⊲ ω , a2 〉 ≥ 0
holds for all b ∈ A and because (A,Ω) was assumed to be regular. 
As an immediate consequence of the above Proposition 4.7 and Proposition 3.3 we get:
Theorem 4.8 Let (A,Ω) be a commutative regular abstract O∗-algebra. If B(A,Ω) is weakly dense in
A, then Sp(A,Ω) =M(A,Ω).
Proof : It is only left to check that an ω ∈ Sp(A,Ω), that is multiplicative on B(A,Ω), is also multi-
plicative on A. This is true because A ∋ a 7→ 〈ω , ba 〉−〈ω , b 〉〈ω , a 〉 = 〈ω ·b , a 〉−〈ω , b 〉〈ω , a 〉 ∈ C
is weakly continuous for all b ∈ A and vanishes on B(A,Ω) by Lemma 3.2, because Varω(a) = 0 for all
a ∈ B(A,Ω). 
Example 4.9 Let A be a locally convex ∗-algebra, i.e. a ∗-algebra that carries a locally convex
topology that makes the ∗-involution as well as the operators of left- and right-multiplication on A
with fixed elements of A continuous. Define P+H as the set of all continuous algebraically positive linear
functionals on A and construct the abstract O∗-algebra (A,Ω) like in Proposition 2.4. Then (A,Ω) is
regular, Ω+H = P
+
H and A+H is the closure in AH of A++H with respect to the topology of A.
If A is even an lmc ∗-algebra, i.e. if the topology of A can be defined by an upwards directed
set of submultiplicative seminorms, then B(A,Ω) = Bω(A,Ω) = A for all ω ∈ S(A,Ω) and thus
Sp(A,Ω) =M(A,Ω) by the above Theorem 4.8 if A is commutative.
Proof : By Proposition 2.4, (A,Ω) is indeed an abstractO∗-algebra withΩ+H ⊇ P+H , and Ω+H ⊆ P+H holds
because every ω ∈ Ω+H is continuous by construction and algebraically positive because A++H ⊆ A+H.
Given any a ∈ AH that is not in the closure of A++H , then by the Hahn-Banach theorem, there
exists a continuous (real) linear functional ω˜ : AH → R such that 〈 ω˜ , b 〉 ≥ 〈 ω˜ , a 〉 + 1 holds for
all b ∈ A++H because the closure of A++H in AH is convex, (again, see e.g. [6], §20.7 (2)) and even
〈 ω˜ , b 〉 ≥ 0 ≥ 〈 ω˜ , a 〉 + 1 for all b ∈ A++H because A++H is a cone. So ω˜ extends to a continuous
(complex) linear functional ω ∈ Ω+H and 〈ω , a 〉 < 0 shows that a /∈ A+H. Conversely, A+H is the
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intersection of the preimages of the closed interval [0,∞[ under all the continuous ω ∈ Ω+H and hence
is closed. Thus the closure of A++H in AH with respect to the topology of A is A+H. Therefore A++H is
especially weakly dense in A+H, and (A,Ω) is regular by Proposition 4.6.
Given ω ∈ S(A,Ω), then 〈 b ⊲ ω , a∗a 〉 ≤ 〈 b ⊲ ω , (a∗a)n 〉1/n for all n ∈ N and all a, b ∈ A by
Lemma 4.2. If A is even an lmc ∗-algebra, then there exists a continuous submultiplicative seminorm
‖ · ‖ on A fulfilling 〈 b ⊲ ω , a∗a 〉 ≤ C1/n‖b‖1/n‖a∗a‖‖b∗‖1/n n→∞−−−→ ‖a∗a‖ for all a, b ∈ A with some
C ∈ [0,∞[ . So ‖a‖ω,∞ ≤ ‖a∗a‖1/2 < ∞ and ω is bounded for all a ∈ A. This shows B(A,Ω) =
Bω(A,Ω) = A for all ω ∈ S(A,Ω). If A is commutative we can thus apply Theorem 4.8. 
5 Stieltjes states
In order to treat cases where no a priori boundedness assumptions can be made, we will have to assume
that most algebra elements are at least somehow dominated by essentially self-adjoint ones:
Definition 5.1 Let A be a quasi-ordered ∗-algebra. An element q ∈ A+H is called coercive if there
exists an ǫ > 0 such that q & ǫ1. Let Q ⊆ AH be a non-empty set of pairwise commuting elements and
such that q2 is coercive and λq ∈ Q as well as qr ∈ Q hold for all q, r ∈ Q and all λ ∈ [1,∞[ ; such a
set will be called dominant. Then define
Q↓ :=
{
a ∈ A
∣∣ ∀q∈Q∃r,s∈Q : a∗q2a . r2 and a q2a∗ . s2 } .
Note that this especially implies that for every a ∈ Q↓ there exists an r ∈ Q such that a∗a . r2 holds,
and if aq = qa and aa∗ = a∗a hold for all q ∈ Q, especially if A is commutative, then a∗a . r2 is even
sufficient for an a ∈ A to be in Q↓.
Lemma 5.2 Let A be a quasi-ordered ∗-algebra and q, r ∈ AH commuting elements with the property
that q2 and r2 are coercive. Then λq2r2 is coercive for all λ ∈ ]0,∞[ and there exists a λ ∈ [1,∞[ such
that q2 + r2 . λq2r2 holds.
Proof : Let 2 ≥ ǫ > 0 be given such that q2 & ǫ1 and r2 & ǫ1, then
(2/ǫ) q2r2 = q (r2/ǫ− 1) q + r (q2/ǫ− 1) r + q2 + r2 & q2 + r2
holds. So q2 + r2 . λq2r2 if one chooses λ := 2/ǫ ≥ 1 and λq2r2 is coercive for all λ ∈ ]0,∞[ because
λq2r2 & (ǫλ/2) (q2 + r2) & ǫ2λ1. 
Proposition 5.3 Let A be a quasi-ordered ∗-algebra and Q ⊆ AH dominant, then Q↓ is a unital
∗-subalgebra of A, even a quasi-ordered ∗-algebra with the order inherited from A, and Q ⊆ Q↓.
Proof : It is immediately clear that Q↓ is stable under the ∗-involution and under multiplication with
scalars and that 1 ∈ Q↓. Given a, b ∈ Q↓ and q ∈ Q, then there exist r, s, t ∈ Q such that a∗q2a . r2
and b∗q2b . s2 as well as b∗r2b . t2 hold, so
(a+ b)∗q2(a+ b) . (a+ b)∗q2(a+ b) + (a− b)∗q2(a− b) = 2a∗q2a+ 2b∗q2b . 2 (r2 + s2) . 2λr2s2
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with sufficiently large λ ∈ [1,∞[ by the previous Lemma 5.2, and (ab)∗q2(ab) = b∗a∗q2a b . b∗r2b . t2.
Of course, there are similar estimates for a and b replaced by a∗ and b∗, and thus a+b ∈ Q↓ and ab ∈ Q↓.
This shows that Q↓ is a unital ∗-subalgebra of A and it is clear that it is even a quasi-ordered ∗-algebra
with the order inherited from A. Finally, Q ⊆ Q↓ is an immediate consequence of the closedness of Q
under multiplication and its commutativity. 
In the special case of O∗-algebras, this dominated unital ∗-subalgebra Q↓ has a particularly easy inter-
pretation as a ∗-algebra of continuous adjointable endomorphisms:
Proposition 5.4 Let H be a Hilbert space, D ⊆ H a dense linear subspace and Q ⊆ L∗(D)H dominant.
Then { ‖ · ‖q2 | q ∈ Q } is a cofinal subset of the set of all seminorms on D that are continuous with
respect to τQ↓ like in Definition 2.2. Moreover, given a ∈ L∗(D), then a ∈ Q↓ holds if and only if a
and a∗ are both continuous with respect to τQ↓.
Proof : As Q ⊆ Q↓ by the previous Proposition 5.3, it is clear that all ‖ · ‖q2 are τQ↓-continuous.
Conversely, the set { ‖ · ‖a | a ∈ (Q↓)+H } defines the τQ↓-topology and is upwards directed and closed
under multiplication with non-negative scalars because (Q↓)+H is. As for all a ∈ (Q↓)+H there exists a
q ∈ Q such that a ≤ (a + 1)2 ≤ q2, hence ‖ · ‖a ≤ ‖ · ‖q2 , this shows that { ‖ · ‖q2 | q ∈ Q } is a cofinal
subset of the τQ↓-continuous seminorms on D.
If a ∈ Q↓, then a is certainly τQ↓-continuous, because ‖aφ‖b = ‖φ‖a∗ba holds for all b ∈ (Q↓)+H
and all φ ∈ D. It also follows that a∗ is τQ↓-continuous because a∗ ∈ Q↓ as well. Conversely, given
an a ∈ L∗(D) such that a is τQ↓-continuous, then for every q ∈ Q there exists an r ∈ Q such that
‖aφ‖q2 ≤ ‖φ‖r2 holds for all φ ∈ D, hence a∗q2a ≤ r2. If a∗ is τQ↓-continuous as well, then there also
exists an s ∈ Q such that a q2a∗ ≤ s2 and we conclude that a ∈ Q↓. 
If Q↓ ⊆ L∗(D) is a closed O∗-algebra and every q2 with q ∈ Q is essentially self-adjoint, then Q↓ is
especially well-behaved. Such a Q↓ would be an example of a strictly self-adjoint O∗-algebra in the
language of [9], Definition 7.3.6:
Lemma 5.5 Let H be a Hilbert space, D ⊆ H a dense linear subspace and Q ⊆ L∗(D) a dominant
set with the properties that Q↓ ⊆ L∗(D) is a closed O∗-algebra on D and that q2 is essentially self-
adjoint for every q ∈ Q. Then D = ⋂q∈QD(q2)† and every bounded operator B ∈ L∗(H) that fulfils
〈Bφ | qψ 〉 = 〈Bqφ |ψ 〉 and 〈B∗φ | qψ 〉 = 〈B∗qφ |ψ 〉 for all φ,ψ ∈ D and all q ∈ Q can be restricted
to some b ∈ Q↓ which commutes with all q ∈ Q. As a special case, every q ∈ Q has a bounded inverse
q−1 ∈ Q↓.
Proof : This argument is similar to the proof of Proposition 7.2.2 in [9]: It is clear thatD ⊆ ⋂q∈QD(q2)† .
Conversely, D(q2)† = D(q2)cl for every q ∈ Q because q2 is essentially self-adjoint and D =
⋂
a∈Q↓ Dacl
because Q↓ is a closed O∗-algebra. Given a ∈ Q↓, then there exists a q ∈ Q with q2 & 1 such that
a∗a . q2, hence also 1+ a∗a . 1+ q4 by using that q4 = q (q2 − 1) q + q2 & q2. So ‖ · ‖
1+a∗a on D is
dominated by ‖ · ‖
1+q4 , hence Dacl ⊇ D(q2)cl and D =
⋂
a∈Q↓ Dacl ⊇
⋂
q∈QD(q2)cl =
⋂
q∈QD(q2)† .
Now let B ∈ L∗(H) be given that fulfils 〈Bφ | qψ 〉 = 〈Bqφ |ψ 〉 and 〈B∗φ | qψ 〉 = 〈B∗qφ |ψ 〉 for
all φ,ψ ∈ D and all q ∈ Q. Then D ∋ ψ 7→ 〈Bφ | q2ψ 〉 = 〈Bq2φ |ψ 〉 ∈ C is for all φ ∈ D and all
q ∈ Q a ‖ · ‖-continuous linear functional, hence Bφ ∈ D(q2)† and even Bφ ∈
⋂
q∈QD(q2)† = D. So B
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can be restricted to a linear function b : D → D. The same argument applied to B∗ shows that b is
adjointable, i.e. b ∈ L∗(D). Clearly, b and b∗ commute with all q ∈ Q and are bounded, from which it
follows that b, b∗ ∈ Q↓.
For every q ∈ Q the coercive essentially self-adjoint q2 is injective and its image is dense in H with
respect to ‖ · ‖. Even more, for every r ∈ Q the image of q2 is dense in D with respect to ‖ · ‖
1+r2 : Let
ψ ∈ D and ǫ > 0 be given. As r2 is coercive, the norm ‖ · ‖
1+r2 is equivalent to the norm ‖ · ‖r2 , and
we can assume without loss of generality that r2 ≥ 1, hence r4 = r (r2−1) r+ r2 ≥ r2. Being coercive
and essentially self-adjoint, r2q2 has dense image in H with respect to ‖ · ‖, and so there exists a φ ∈ D
such that ‖r2q2φ− r2ψ‖ ≤ ǫ holds, hence ‖q2φ− ψ‖r2 ≤ ‖q2φ− ψ‖r4 = ‖r2q2φ− r2ψ‖ ≤ ǫ.
As q2 is coercive, injective and has dense image in H, it follows that q2 has a bounded Hermitian
(left-)inverse B ∈ L∗(H)H, which fulfils
〈Bφ | rq2ψ 〉 = 〈φ |Bq2rψ 〉 = 〈φ | rψ 〉 = 〈 rφ |ψ 〉 = 〈Brφ | q2ψ 〉
for all φ,ψ ∈ D and all r ∈ Q, hence 〈Bφ | rψ 〉 = 〈Brφ |ψ 〉 for all φ,ψ ∈ D and all r ∈ Q by using
that the image of q2 is dense in D with respect to ‖ · ‖
1+r2 . So B restricts to a left inverse b ∈ Q↓ of
q2, which commutes with q2 and therefore is also a right inverse. Then q−1 := qb ∈ Q↓ is the inverse
of q. 
In order to guarantee that all squares of elements of such a dominant set Q are essentially self-adjoint,
a variant of Nelson’s theorem will be helpful:
Definition 5.6 Let (A,Ω) be an abstract O∗-algebra, ω ∈ S(A,Ω) and a ∈ A+H, then ω is said to be a
Stieltjes state for a if
〈 b ⊲ ω , a 〉 = 0 or
∞∑
n=1
〈 b ⊲ ω , an 〉− 12n =∞
holds for all b ∈ A with 〈ω , b∗b 〉 = 1 (in analogy to the notion of Stieltjes vectors, see e.g. [7]).
Note that Lemma 4.2 assures that in the above definition, 〈 b ⊲ ω , a 〉 6= 0 implies that 〈 b ⊲ ω , an 〉 > 0
for all n ∈ N and that n 7→ 〈 b ⊲ ω , an 〉−1/(2n) is non-increasing. If ω is a bounded state for a, then
either ‖a‖ω,∞ = 0, in which case 〈 b ⊲ ω , a 〉 = 0, or 〈 b ⊲ ω , an 〉−1/(2n) ≥ 〈 b ⊲ ω , a2n 〉−1/(4n) ≥ ‖a‖−1/2ω,∞
for all n ∈ N, so every bounded state for a is also a Stieltjes state. However, the notion of a Stieltjes
state is much less restrictive. For example, if 〈 b ⊲ ω , an 〉 ≤ Cb(2n)2n holds for all n ∈ N with an
arbitrary Cb ∈ [0,∞[ , which may depend on b, then ω is a Stieltjes state for a. Like for bounded states,
this growth condition depends only on ω and powers of a if A is commutative:
Proposition 5.7 Let (A,Ω) be a commutative abstract O∗-algebra, ω ∈ S(A,Ω) and a ∈ A+H. Then
ω is a Stieltjes state for a if and only if
〈ω , a 〉 = 0 or
∞∑
n=1
〈ω , an 〉− 12n =∞
holds.
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Proof : This is clearly necessary, but also sufficient: If 〈ω , a 〉 = 0, then Varω(a) = 0 by Lemma 4.2,
so 〈 b ⊲ω , a 〉 = 〈ω , b∗b a 〉 = 〈ω , b∗b 〉〈ω , a 〉 = 0 for all b ∈ A by Lemma 3.2 and ω is a Stieltjes state.
Otherwise 〈ω , an 〉 > 0 and 〈 b ⊲ ω , an 〉1/(2n) ≤ 〈ω , (b∗b)2 〉1/(4n)〈ω , a2n 〉1/(4n) for all b ∈ A and all
n ∈ N due to the Cauchy Schwarz inequality, so either 〈 b ⊲ ω , a 〉 = 0 or
∞∑
n=1
〈 b ⊲ ω , an 〉− 12n ≥
∞∑
n=1
〈ω , (b∗b)2 〉− 14n 〈ω , a2n 〉− 14n ≥ 〈ω , (b
∗b)2 〉− 14
2
∞∑
n=2
〈ω , an 〉− 12n =∞
for all b ∈ A with 〈ω , b∗b 〉 = 1 by using that 1 = 〈ω , b∗b 〉2 ≤ 〈ω , (b∗b)2 〉 and that 〈ω , a2n 〉1/(4n) ≤
〈ω , a2n+1 〉1/(4n+2) for all n ∈ N by Lemma 4.2 again. 
If the states of an abstract O∗-algebra are Stieltjes states for sufficiently many coercive algebra elements,
then we will be able to show that the closed GNS representations fulfil the conditions of Lemma 5.5:
Lemma 5.8 Let A be a quasi-ordered ∗-algebra and Q′ ⊆ A+H a non-empty set of coercive and pairwise
commuting elements. Then
Q :=
{
λ
∏N
n=1
q′n
∣∣∣ λ ∈ [1,∞[ ; N ∈ N; q′1, . . . , q′N ∈ Q′
}
is dominant and Q′ ⊆ Q.
Proof : If q′ ∈ A+H is coercive, then q′ & ǫ1 and thus (q′)2 = (q′ − ǫ1)2 + 2ǫ (q′ − ǫ1) + ǫ21 & ǫ21
hold for some ǫ > 0. So (q′)2 is also coercive. From Lemma 5.2 it now follows that q2 is coercive for
all q ∈ Q. As Q is closed under the multiplications and pairwise commuting by construction, Q is
dominant. Finally, Q′ ⊆ Q is obvious. 
Lemma 5.9 Let H be a Hilbert space, D ⊆ H a dense linear subspace and q ∈ L∗(D)+H coercive. If
S ⊆ D is a linear subspace of D consisting of Stieltjes vectors for q, i.e. if
∞∑
n=1
1
‖qnφ‖1/(2n)
=∞
holds for all φ in S\{0}, and if q can be restricted to an endomorphism q|S : S → S, then every ψ ∈ H
that is orthogonal on all qφ with φ ∈ S is also orthogonal on all φ ∈ S, so { qφ | φ ∈ S }⊥ = S⊥.
Proof : This is a variant of Nelson’s criterium for self-adjoint operators, which was essentially proven
in [7], Lemma 6. For the convenience of the reader, the proof and some adaptations will be outlined:
Let ψ ∈ H be given such that 〈ψ | qφ 〉 = 0 for all φ ∈ S, then also 〈ψ | (−q)nφ 〉 = 0 for all
φ ∈ S. For a fixed φ ∈ S\{0}, let Hφ ⊆ S be the linear span of the (−q)nφ for all n ∈ N. If Hφ
has finite dimension, then it follows from basic linear algebra that the coercive q has an inverse q˜−1
on Hφ and thus 〈ψ |φ 〉 = 〈ψ | q q˜−1φ 〉 = 0. Otherwise, the set { (−q)nφ | n ∈ N0 } is a basis of Hφ
and the usual Gram-Schmidt orthogonalisation procedure applied to this basis yields an orthogonal
basis { fn | n ∈ N0 } starting with f0 = φ, from which one can construct an orthonormal basis
{ en = fn/‖fn‖ | n ∈ N0 } of Hφ. The condition 〈ψ | (−q) en 〉 = 0 for all n ∈ N then is equivalent to
15
the infinite system of linear equations
ψ0a0 + ψ1b0 = λψ0
and ψi−1bi−1 + ψiai + ψi+1bi = λψi for all i ∈ N
for λ = 0 with ψi = 〈ψ | ei 〉 ∈ C, ai = 〈 ei | (−q) ei 〉 ∈ R as well as bi = 〈 ei+1 | (−q) ei 〉 =
‖fi+1‖/‖fi‖ > 0 for all i ∈ N0.
The above system of linear equations for the sequence (ψi)i∈N0 has, for every choice of λ, ψ0 ∈ C,
a unique solution, which can easily be constructed recursively. If ψ0 6= 0, then we can assume without
loss of generality that ψ0 = 1. Denote for every λ ∈ C by pn(λ) := ψn the solution starting with
p0 = ψ0 = 1. Then one can show ( [7], proof of Lemma 6) that
∞ =
∞∑
n=1
1
‖qnφ‖1/(2n)
≤ e
(
1− c
λ− µ
) 1
2
( ∞∑
n=0
|pn(λ)|2
) 1
2
holds with some c ∈ [0, 1] and Euler’s constant e for all µ, λ ∈ R which fulfil the conditions that µ < λ
and that there exists an ǫ > 0 with the property that q − (ǫ− µ)1 ≥ 0 (i.e. −q is semibounded from
above by µ − ǫ). As q is coercive, this especially applies to λ = 0, which yields the contradiction
∞ ≤ (∑∞n=0|pn(0)|2)1/2 = ‖ψ‖, so 0 = ψ0 = 〈ψ | e0 〉 = 〈ψ |φ 〉/‖φ‖. Thus { qφ | φ ∈ S }⊥ ⊆ S⊥ and
we conclude that { qφ | φ ∈ S }⊥ = S⊥ because { qφ | φ ∈ S } ⊆ S by assumption. 
As a coercive q ∈ L∗(D)+H is essentially self-adjoint if and only if the orthogonal complement of its
image in the surrounding Hilbert space H is {0}, the above immediately shows that q is essentially
self-adjoint if the orthogonal complement of S in H is {0}. Even more, this argument also applies to
some products:
Proposition 5.10 Let H be a Hilbert space, D ⊆ H a dense linear subspace and Q′ ⊆ L∗(D)+H a
non-empty set of coercive and pairwise commuting elements. Moreover, assume that every φ ∈ D is a
Stieltjes vector for every q′ ∈ Q′ like in the previous Lemma 5.9 and construct the dominant set Q out
of Q′ like in Lemma 5.8. Then q2 is essentially self-adjoint for every q ∈ Q.
Proof : Let q ∈ Q be given, then q2 is coercive because Q is dominant by Lemma 5.8, so it is sufficient
to show that the image of D under q2 is dense in H. By construction of Q it is thus sufficient to prove
by induction, that for all N ∈ N and all q′1, . . . , q′N ∈ Q′ the image of D under q′1 · · · q′N is dense in H
(the effect of a multiplication with a scalar λ ∈ [1,∞[ is trivial):
If N = 1, then this is simply the previous Lemma 5.9 with S = D. So assume that it has been
shown for one N ∈ N and all q′1, . . . , q′N ∈ Q′ that the image of D under q′1 · · · q′N is dense in H and let
q′1, . . . , q
′
N+1 ∈ Q′ be given. Define S as the image of D under q′1 · · · q′N , then S ⊆ D, the orthogonal
complement of S in H is {0} by assumption, and q′N+1q′1 · · · q′Nφ = q′1 · · · q′Nq′N+1φ ∈ S holds for all
φ ∈ D, i.e. q′N+1 can be restricted to an endomorphism of S. The previous Lemma 5.9 then applies to
q′N+1 and shows that the orthogonal complement of { q′N+1φ | φ ∈ S } = { q′1 . . . q′N+1φ | φ ∈ D } in H
is {0}. 
As a corollary, we get a construction of strictly self-adjoint O∗-algebras out of GNS representations of
abstract O∗-algebras:
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Corollary 5.11 Let (A,Ω) be an abstract O∗-algebra and Q′ ⊆ A+H a non-empty set of coercive and
pairwise commuting elements and such that every ω ∈ S(A,Ω) is a Stieltjes state for all q′ ∈ Q′.
Construct the dominant set Q out of Q′ like in Lemma 5.8. For ω ∈ S(A,Ω), let πclω : Q↓ → L∗(Dclω ) be
the closed GNS representation of Q↓ associated to ω like in Definition 2.5, then πclω (Q
↓) ⊆ πclω (Q)↓ and
πclω (Q) fulfils the conditions of Lemma 5.5, i.e. π
cl
ω (Q) is a dominant set with the property that π
cl
ω (Q)
↓
is a closed O∗-algebra on Dclω and πclω (q)2 is essentially self-adjoint for every πclω (q) ∈ πclω (Q).
Proof : If a ∈ (Q↓)+H, then πclω (a) ∈ L∗(Dclω )+H by Lemma 2.6. From this it follows that πclω (Q) is a
dominant set and that πclω (Q
↓) ⊆ πclω (Q)↓. Moreover, πclω (Q)↓ is a closed O∗-algebra on Dclω because
πclω (Q
↓) is a closed O∗-algebra by construction and because the locally convex topologies τpicl
ω
(Q)↓ and
τpicl
ω
(Q↓) both are induced by the system of seminorms { ‖ · ‖picl
ω
(q2) | q ∈ Q } (see Proposition 5.4).
Furthermore, πclω (q)
2 is essentially self-adjoint for every πclω (q) ∈ πclω (Q), because its restriction to the
ordinary GNS representation space πω(q)
2 : Dω → Dω is already essentially self-adjoint by the previous
Proposition 5.10. Indeed, every [b]ω ∈ Dω is a Stieltjes vector for every πω(q′) with q′ ∈ Q′ because
∞∑
n=1
∥∥(q′)n[b]ω∥∥− 12nω =
∞∑
n=1
〈 b ⊲ ω , (q′)2n 〉− 14n ≥ 1
2
∞∑
n=2
〈 b ⊲ ω , (q′)n 〉− 12n =∞
holds for all [b]ω 6= 0 by using again that 〈 b ⊲ ω , (q′)2n 〉1/(4n) ≤ 〈 b ⊲ ω , (q′)2n+1 〉1/(4n+2) for all n ∈ N
due to Lemma 4.2. 
Now we have all the prerequisits to prove the main results of this section:
Definition 5.12 Let (A,Ω) be an abstract O∗-algebra, then define for every ω ∈ Ω+H the seminorm
‖ · ‖ω,st on A as
a 7→ ‖a‖ω,st :=
√
〈ω , a∗a 〉 .
The locally convex topology on A defined by all ‖ · ‖ω,st with ω ∈ Ω+H is called the strong topology.
Definition 5.13 An abstract O∗-algebra (A,Ω) is said to have sufficiently many Stieltjes states if
there exists a set Q′ ⊆ A+H of coercive and pairwise commuting elements with the following properties:
• Every ω ∈ S(A,Ω) is a Stieltjes state for every q′ ∈ Q′.
• (Q↓)+H is strongly dense in A+H, where Q ⊆ AH is constructed out of Q′ like in Lemma 5.8.
Definition 5.14 An abstract O∗-algebra (A,Ω) is called downwards closed if every ρ ∈ A∗,+H , for
which there exists an ω ∈ Ω+H such that ω − ρ ∈ A∗,+H , is an element of Ω+H.
Proposition 5.15 Let (A,Ω) be a downwards closed abstract O∗-algebra with sufficiently many Stielt-
jes states, ω ∈ Ω+H and let ρ ∈ A∗H be algebraically positive and such that ω − ρ is also algebraically
positive. Then ρ ∈ Ω+H and 0 ≤ ρ ≤ ω.
Proof : Given ρ ∈ A∗H and ω ∈ Ω+H such that ρ and ω− ρ are algebraically positive, then it is sufficient
to show that 0 ≤ 〈 ρ , c 〉 and 0 ≤ 〈ω− ρ , c 〉 hold for all c ∈ A+H, because then ρ ∈ Ω+H and ω− ρ ∈ Ω+H
as (A,Ω) is downwards closed.
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Let Q′ ⊆ A+H be a non-empty set of coercive and pairwise commuting elements such that every
ω ∈ S(A,Ω) is a Stieltjes state for every q′ ∈ Q′ and such that Q↓ is strongly dense in A, where Q
is the dominant set constructed out of Q′ like in Lemma 5.8. Such a set Q′ exists because (A,Ω) has
sufficiently many Stieltjes states. Let πω : Q
↓ → L∗(Dω) be the GNS representation of Q↓ associated to
ω and πclω : Q
↓ → L∗(Dclω ) the corresponding closed GNS representation, and let Hω be the surrounding
Hilbert space. Then (Dω)2 ∋ ([a]ω, [b]ω) 7→ ρˆ([a]ω , [b]ω) := 〈 ρ , a∗b 〉 ∈ C is a well-defined and bounded
sesquilinear form: This is due to the observation that 0 ≤ 〈 ρ , a∗a 〉 ≤ 〈ω , a∗a 〉 = ∥∥[a]ω∥∥2ω holds for
all a ∈ A, and especially if a ∈ Iω, then 〈 ρ , a∗b 〉 = 〈 ρ , b∗a 〉 = 0 for all b ∈ A by the Cauchy Schwarz
inequality.
As Dω is dense in Hω with respect to ‖ · ‖ω, the form ρˆ extends to a bounded sesquilinear form
on Hω, which is clearly Hermitian and positive, and so by the Lax-Milgram theorem there exists an
R ∈ L∗(Hω)+H such that 〈 ρ , a∗b 〉 = ρˆ([a]ω , [b]ω) = 〈 [a]ω |R [b]ω 〉ω holds for all a, b ∈ Q↓. This especially
implies that
〈 [a]ω |Rπω(c) [b]ω 〉ω = 〈 ρ , a∗c b 〉 = 〈 ρ , (c∗a)∗b 〉 = 〈 πω(c)∗[a]ω |R [b]ω 〉ω
holds for all a, b, c ∈ Q↓, hence 〈φ |Rπclω (c)ψ 〉ω = 〈πclω (c)∗φ |Rψ 〉ω for all φ,ψ ∈ Dclω and all c ∈ Q↓
because Dω is τpiω(Q↓)-dense in Dclω and because both sides are τpiω(Q↓)-continuous in φ and ψ. Now
let
√
R ∈ L∗(Hω)+H be the square root of R, i.e.
√
R
2
= R. Recall that
√
R can be constructed as a
‖ · ‖ω-limit of polynomials of R, hence 〈φ |
√
Rπclω (c)ψ 〉ω = 〈πclω (c)∗φ |
√
Rψ 〉ω holds for all φ,ψ ∈ Dclω
and all c ∈ Q↓, especially for c = q2 with q ∈ Q. By Corollary 5.11, Lemma 5.5 can be applied and√
R can be restricted to a
√
r ∈ πclω (Q)↓ ⊆ L∗(Dclω ). This yields a new representation of ρ as
〈 ρ , c 〉 = 〈 [1]ω |Rπclω (c) [1]ω 〉ω = 〈
√
r [1]ω |πclω (c)
√
r [1]ω 〉ω = 〈 ξ |πclω (c) ξ 〉ω ≥ 0
for all c ∈ Q↓ with ξ := √r [1]ω ∈ Dclω . From Lemma 2.6 it now follows that 〈 ρ , c 〉 ≥ 0 for all
c ∈ (Q↓)+H. Moreover, |〈 ρ , a 〉| ≤ 〈 ρ , 1 〉1/2〈 ρ , a∗a 〉1/2 ≤ 〈 ρ , 1 〉1/2‖a‖ω,st holds for all a ∈ A, so ρ is
strongly continuous. As (Q↓)+H is strongly dense in A+H by assumption, this implies that 〈 ρ , c 〉 ≥ 0
for all c ∈ A+H. Finally, note that ρ′ := ω − ρ also fulfils the condition that ρ′ and ω − ρ′ = ρ are
algebraically positive, so the above also shows that 〈ω − ρ , c 〉 = 〈 ρ′ , c 〉 ≥ 0 for all c ∈ A+H. 
Corollary 5.16 Let (A,Ω) be a downwards closed abstract O∗-algebra with sufficiently many Stieltjes
states, then (A,Ω) is regular.
Proof : Given an algebraically positive ρ ∈ ΩH, then there exists an ω ∈ Ω+H such that ω − ρ ≥ 0,
because ΩH is the (real) linear span of Ω
+
H. As ω − ρ is especially algebraically positive, the previous
Proposition 5.15 applies and ρ ∈ Ω+H. 
Theorem 5.17 Let (A,Ω) be a commutative and downwards closed abstract O∗-algebra with sufficiently
many Stieltjes states, then Sp(A,Ω) =M(A,Ω).
Proof : As Sp(A,Ω) ⊇M(A,Ω) by Proposition 3.3, it only remains to show that every pure state ω of
(A,Ω) is multiplicative. By assumption, there exists a non-empty set Q′ ⊆ A+H of coercive and pairwise
commuting elements such that every ω ∈ S(A,Ω) is a Stieltjes state for every q′ ∈ Q′ and such that
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(Q↓)+H is strongly dense in A+H, where Q is the dominant set constructed out of Q′ like in Lemma 5.8.
Note that this implies that Q↓ is strongly dense in A because A is the linear span of A+H.
Let ω ∈ Sp(A,Ω) be given and let πclω : Q↓ → L∗(Dclω ) be the closed GNS representation associated
to ω. Then Corollary 5.11 shows that Lemma 5.5 applies to the dominant set πclω (Q) ⊆ L∗(Dclω ) and
there exists an inverse πclω (q)
−1 ∈ πclω (Q)↓ ⊆ L∗(Dclω ) of πclω (q) for every q ∈ Q.
Let a ∈ Q↓ be given, then there exists a q ∈ Q such that 1 + a∗a . q2 holds, so especially
b∗b = b∗q2b− b∗(q2 − 1) b . b∗q2b = qb∗bq for all b ∈ A. Define the linear functional ρ˜q : Q↓ → C,
b 7→ 〈 ρ˜q , b 〉 :=
〈
πclω (q)
−1[1]ω
∣∣πclω (b)πclω (q)−1[1]ω 〉 ,
then 〈 ρ˜q , b 〉 ≥ 0 for all b ∈ (Q↓)+H and 〈 ρ˜q , b∗b 〉 ≤ 〈 ρ˜q , qb∗bq 〉 = 〈ω , b∗b 〉 for all b ∈ Q↓ by
Lemma 2.6.
Now
(
Q↓,Ω|Q↓
)
with Ω|Q↓ the restriction of all funtionals in Ω to Q↓ is again an abstract O∗-algebra
with sufficiently many Stieltjes states and even downwards closed, as every positive linear functional
on Q↓ dominated by a functional in Ω+H is strongly continuous and thus extends to a functional in
Ω+H. So the previous Proposition 5.15 shows that ρ˜q ∈ (Ω|Q↓)+H and ω|Q↓ − ρ˜q ∈ (Ω|Q↓)+H, so by the
same argument as before, ρ˜q is the restriction of some ρq ∈ Ω+H and ρq ≤ ω, hence ρq = 〈 ρq , 1 〉ω by
Lemma 3.5.
Moreover, q ⊲ ρq ∈ Ω+H is also strongly continuous, and so it follows from 〈 q ⊲ ρq , b 〉 = 〈ω , b 〉 for
all b ∈ A that q ⊲ ρq = ω. Consequently,
〈ω−(a⊲ρq) , b∗b 〉 = 〈ω , b∗b 〉−〈 ρq , b∗a∗a b 〉 ≥ 〈ω , b∗b 〉−〈 ρq , b∗q2b 〉 = 〈ω , b∗b 〉−〈 q⊲ρq , b∗b 〉 = 0
holds for all b ∈ A and shows that a ⊲ ρq ≤ ω because (A,Ω) is regular by the previous Corollary 5.16.
But this yields a ⊲ ω = 〈 ρq , 1 〉−1(a ⊲ ρq) ≤ 〈 ρq , 1 〉−1ω, where 〈 ρq , 1 〉−1 > 0 because ρq 6= 0 due to
q ⊲ ρq = ω, and then Proposition 3.6 shows that ω is multiplicative on Q
↓.
Finally, ω is multiplicative on whole A because Q↓ is strongly dense in A and because Varω : A → C
is strongly continuous and vanishes on Q↓, hence on whole A (see Lemma 3.2). 
Example 5.18 Let A be a locally convex ∗-algebra and (A,Ω) the corresponding abstract O∗-algebra
like in Example 4.9. If the product on A is continuous, then (A,Ω) is downwards closed. Moreover,
assume that there exists an upwards directed set of continuous seminorms P on A, that defines the
topology of A, and a subset Q′ ⊆ A+H of pairwise commuting and coercive elements with the following
properties:
• For all ‖ · ‖p ∈ P and all q′ ∈ Q′, ‖(q′)n‖p = 0 holds for one n ∈ N or
∑∞
n=1‖(q′)n‖−1/(2n)p =∞.
• Q↓ is dense in A, where Q is the dominant set constructed out of Q′ like in Lemma 5.8.
Then (A,Ω) has sufficiently many Stieltjes states and Sp(A,Ω) = M(A,Ω) by the previous Theo-
rem 5.17 if A is commutative.
Proof : Let a continuous algebraically positive linear functional ω on A be given as well as an al-
gebraically positive linear functional ρ on A such that ω − ρ is also algebraically positive. Then
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|〈 ρ , a 〉| ≤ 〈 ρ , 1 〉1/2〈 ρ , a∗a 〉1/2 ≤ 〈 ρ , 1 〉1/2〈ω , a∗a 〉1/2, and if the product on A is continuous, then
the seminorm A ∋ a 7→ ‖a‖ω,st = 〈ω , a∗a 〉1/2 is continuous, which shows that ρ has to be continuous
as well. So (A,Ω) is especially downwards closed and the topology on A is stronger than the strong
one.
If there exists an upwards directed set of continuous seminorms P on A and a subset Q′ ⊆ A+H with
the properties stated above, then for every ω ∈ S(A,Ω) there are ‖ · ‖p ∈ P and C ∈ [1,∞[ such that
|〈ω , a 〉| ≤ C ‖a‖p holds for all a ∈ A. Especially for all q′ ∈ Q′ this implies that 〈ω , (q′)n 〉 = 0 holds
for one n ∈ N (and thus for all n ∈ N by Lemma 4.2) or
∞∑
n=1
〈ω , (q′)n 〉−1/(2n) ≥
∞∑
n=1
C−1/(2n)‖(q′)n‖−1/(2n)p ≥ C−1
∞∑
n=1
‖(q′)n‖−1/(2n)p =∞ ,
so every state of (A,Ω) is a Stieltjes state for every q′ ∈ Q′.
Finally, (Q↓)++H is dense in A++H , hence in A+H (see Example 4.9): For every aˆ ∈ A there exists a
net (ai)i∈I in Q
↓ over an upwards directed set I that converges against aˆ, because Q↓ is dense in A by
assumption, and so the net (a∗i ai)i∈I in (Q
↓)++H converges against aˆ
∗aˆ. As the strong topology on A
is weaker than the given one and (Q↓)++H ⊆ (Q↓)+H, it follows that (Q↓)+H is strongly dense in A+H, i.e.
(A,Ω) has sufficiently many Stieltjes states. 
A locally convex, but not locally multiplicatively convex ∗-algebra that fulfils the conditions of the above
Example 5.18 has been constructed in [10] (see the growth estimates for seminorms in Lemma 3.34 there)
in the context of non-formal deformation quantisation. This example describes the usual (convergent)
star products of exponential type for a space of finitely or infinitely many degrees of freedom and
can contain elements P,Q having canonical commutation relations QP − PQ = i~1. This rules
out the existence of non-trivial submultiplicative seminorms in the non-commutative case. Even in
the commutative classical limit, the topology does not become submultiplicative and hence the usual
approach to pure states like in Example 4.9 does not apply. Nevertheless, this case can still be dealt
with by the methods used in Example 5.18 and Theorem 5.17.
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